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Abstract
Scientific literature is one of the major sources of knowledge for systems bio-
logy, in the form of papers, patents and other types of written reports. Text
mining methods aim at automatically extracting relevant information from the
literature. The hypothesis of this thesis was that biological systems could be
elucidated by the development of text mining solutions that can automatically
extract relevant information from documents. The first objective consisted in
developing software components to recognize biomedical entities in text, which
is the first step to generate a network about a biological system. To this end, a
machine learning solution was developed, which can be trained for specific bio-
logical entities using an annotated dataset, obtaining high-quality results. Ad-
ditionally, a rule-based solution was developed, which can be easily adapted to
various types of entities.
The second objective consisted in developing an automatic approach to link the
recognized entities to a reference knowledge base. A solution based on the
PageRank algorithm was developed in order to match the entities to the con-
cepts that most contribute to the overall coherence.
The third objective consisted in automatically extracting relations between entit-
ies, to generate knowledge graphs about biological systems. Due to the lack of
annotated datasets available for this task, distant supervision was employed to
train a relation classifier on a corpus of documents and a knowledge base. The
applicability of this approach was demonstrated in two case studies: microRNA-
gene relations for cystic fibrosis, obtaining a network of 27 relations using the
abstracts of 51 recently published papers; and cell-cytokine relations for tolero-
genic cell therapies, obtaining a network of 647 relations from 3264 abstracts.
Through a manual evaluation, the information contained in these networks was
determined to be relevant. Additionally, a solution combining deep learning
techniques with ontology information was developed, to take advantage of the
domain knowledge provided by ontologies.
This thesis contributed with several solutions that demonstrate the usefulness of
text mining methods to systems biology by extracting domain-specific informa-
tion from the literature. These solutions make it easier to integrate various areas
of research, leading to a better understanding of biological systems.




O estudo de sistemas biológicos é uma tarefa de elevada dificuldade devido à
complexidade dos seus componentes e mecanismos. A biologia de sistemas
estuda as diferentes componentes de um sistema e como elas interagem como
um todo, em vez de focar individualmente em cada componente. A compreensão
destes sistemas biológicos pode levar ao desenvolvimento de modelos de pre-
visão de processos metabólicos, de forma a melhorar a descoberta de novos
fármacos e medicina personalizada. Doenças humanas são sistemas biológicos
com alto interesse para a comunidade cientı́fica. Ao combinar o conhecimento
sobre várias doenças humanas, podemos gerar uma rede de doenças. Estas redes
são úteis para compreender os mecanismos moleculares comuns a mais do que
uma doença.
A literatura é uma das maiores fontes de conhecimento biomédico atuais, na
forma de artigos, patentes e outros tipos de relatórios. Para elucidar um sistema
biológico, é necessário integrar vários estudos, sendo esta uma tarefa dispendi-
osa, devido à quantidade cada vez maior de artigos publicados. Uma possı́vel
abordagem para resolver este problema é através de prospeção de texto. Métodos
de prospeção de texto visam extrair automaticamente informação relevante da
literatura. Este métodos conseguem identificar entidades mencionadas no texto,
bem como relações descritas entre estas entidades. A informação extraı́da pode
ser depois usada para responder a questões do utilizador, para melhorar a curação
de bases de dados e para contruir grafos de conhecimento
Ontologias são usadas para organizar o conhecimento sobre um determinado
domı́nio, sendo estas usadas frequentemente pela comunidade cientı́fica. Uma
ontologia pode ser definida por um vocabulário de termos e uma especificação
formal dos seus significados. Mais recentemente, a comunidade cientı́fica tem
dado destaque a grafos de conhecimento, que permitem ligar diversas fontes
de informação e estabelecer ligações com significado, podendo ser usadas para
responder a perguntas do utilizador. Estes grafos são úteis para biologia de sis-
temas devido à quantidade de conceitos e mecanismos envolvidos em sistemas
biológicos e à necessidade de organizar este conhecimento.
Devido aos vários aspectos que podem ser explorados na prospeção de texto,
várias tarefas foram estabelecidas. Uma destas tarefas é o reconhecimento de
entidades, que consiste em identificar as entidades mencionadas relevantes num
dado texto. Nos sistemas biológicos, estas entidades podem ser genes, proteı́nas,
doenças, fenótipos ou farmácos, por exemplo. O desafio desta tarefa é ter em
conta a grande variabilidade de algumas nomenclaturas e da linguagem escrita,
bem como o facto de haver sempre novas entidades, e, por isso, os vocabulários
nunca estarem totalmente atualizados. Outra tarefa, que é geralmente sequen-
cial à anterior, consiste em corresponder as entidades extraı́das a uma referência
externa, de modo a ligar diversas fontes de informação. Neste caso há que ter
em conta os vários sinónimos e acrónimos que podem ser usados para men-
cionar conceitos. Finalmente, outra tarefa consiste em extrair relações descritas
no texto entre entidades. O objetivo é classificar se cada par de entidades rep-
resenta uma relação ou não, e, se assim for, de que tipo.
Abordagens automáticas para cada uma destas tarefas podem ser avaliadas in-
dividualmente usando um conjunto de teste, com documentos anotados manu-
almente. No caso do reconhecimento de entidades, as anotações representam a
localização das entidades no texto. No caso da ligação de entidades, as anotações
são o conceito que representa cada entidade, e é avaliado se o conceito a que
cada entidade foi ligado é o mais correto. Finalmente, para extração de relação,
as anotações são as relações descritas nos documentos, sendo estas depois com-
paradas com as relações extraı́das automaticamente. O sucesso dos métodos de
prospeção de texto nestas tarefas depende do domı́nio ao qual são aplicadas.
Considerando que a linguagem cientı́fica é em geral mais complexa de com-
preender do que outros domı́nios, por isso os resultados também tendem a ser
inferiores.
A hipótese desta tese foi se é possı́vel elucidar sistemas biológicos através de
soluções de prospeção de texto que fazem extração automática de informação de
documentos. De forma a testar esta hipótese, três objetivos foram estabelecidos,
tendo em conta as tarefas previamente mencionadas.
O primeiro objetivo consistiu em desenvolver soluções de prospeção de texto
para o reconhecimento de entidades biomédicas em texto, que é o primeiro
passo para gerar uma rede sobre sistemas biológicos. Para isso, uma abordagem
baseada em aprendizagem automática foi explorada, a qual pode ser treinada
para entidades biológicas especı́ficas, obtendo resultados com elevada qualid-
ade. Além disso, uma abordagem baseada em regras foi explorada, a qual pode
ser adaptada para vários tipos de entidades. Estas abordagens foram comparadas
uma com a outra, bem como com o estado da arte. A primeira obteve resultados
com elevada qualidade e a segunda resultados num tempo consideravelmente
curto. Tendo em conta as vantagens e desvantagens de cada uma destas aborda-
gens, é possı́vel usar uma ou outra conforme as necessidades do utilizador.
O segundo objetivo consistiu no desenvolvimento de uma abordagem automática
para ligar as entidades reconhecidas a uma base de conhecimento de referência.
Desta forma, a rede gerada pode ser melhorada com recurso a fontes de infor-
mação externas, pois variações dos termos usados para os mesmos conceitos são
combinados num só. Um método baseado no algoritmo PageRank foi desen-
volvido, de forma a fazer corresponder as entidades aos conceitos que mais
contribuem para a coerência global. Para isso, foi estabelecida uma medida
de coerência que tem em conta o conteúdo de informação de cada conceito, bem
como a semelhança semântica entre conceitos, calculada na ontologia. Com-
binando estes fatores, esta medida de coerência obtém resultados superiores
na ligação de entidades nos dois domı́nios explorados (quı́micos com interesse
biológico e fenótipos humanos)
O terceiro objetivo consistiu em extrair automaticamente relações entre entidades,
podendo assim ser usadas para criar uma rede de informação. Devido à pouca
disponibilidade de conjuntos de dados anotados disponı́veis para esta tarefa, foi
usada supervisão distante para treinar um classificador de relações com um con-
junto de documentos e base de conhecimento. As vantagens desta abordagem
residem nos seguintes fatores: não é necessária a anotação manual de docu-
mentos com relações; e pode ser adaptada a vários domı́nios usando documentos
e uma base de conhecimento apropriada. A aplicabilidade desta abordagem foi
demonstrada por aplicação à extração de relações entre genes e microRNAs, e
entre células e citocinas. No primeiro caso, foi gerado um grafo de conheci-
mento para um conjunto de documentos sobre fibrose quı́stica, obtendo vários
microRNAs que regulam a atividade de genes relacionados com essa doença.
Foi também gerado um grafo de conhecimento para obter mais informação útil
para terapias celulares tolerogênicas. Neste grafo foi comparada a informação
obtida sobre células dendrı́ticas e antigênicas com uma base de dados existente,
tendo sido possı́vel obter mais citocinas relacionadas com estas células.
Foi também desenvolvido um método de extração de relações entre duas en-
tidades que combina técnicas de aprendizagem profunda com informação de
ontologias, de forma a aproveitar o conhecimento de domı́nio incorporado nas
ontologias. Este método tem em conta os ascendentes das duas entidades para
classificar a relação, tendo obtido resultados positivos na extração de relações
entre fármacos e entre fenótipos e genes.
Esta tese apresenta várias soluções que demonstram a utilidade de métodos de
prospeção de texto para biologia de sistemas, através da extração de informação
especı́fica para o domı́nio, usando a literatura. As abordagens apresentadas
facilitam a integração de várias áreas de investigação e levam a uma melhor
compreensão de sistemas biológicos. No futuro, estas abordagens podem ser
combinadas num único sistema, que possa ser usado para analisar a informação
obtida sobre várias doenças.
Palavras Chave: Prospeção de texto; Extração de Informação; Biologia de Sis-
temas; Aprendizagem Automática
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This chapter provides the necessary motivation and background to understand the ob-
jectives of this thesis. The main focus of this chapter is on showing the importance of text
mining to systems biology and disease networks. Systems biology can benefit greatly from
text mining due to the high number of studies that have to be assimilated to understand a
particular system. In this chapter, the main hypothesis of the thesis is explained, as well as
its objectives and the methods used to achieve each one.
The study of biological systems is a challenging task due to the complexity of their com-
ponents and mechanisms. Systems biology studies the components of a biological system
and how they interact as a whole, rather than focusing on each particular component [1].
Understanding biological systems can lead to the development of predictive models of meta-
bolic processes, for instance, to improve drug discovery and personalized medicine. Human
diseases are complex biological systems of major interest to the scientific community [2].
By combining knowledge about various human diseases, it is possible to generate a disease
network. These networks are useful to understand the molecular mechanisms that are com-
mon in multiple diseases. For example, Goh et al. [3] constructed a human disease network,
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based on the Online Mendelian Inheritance in Man (OMIM) database, a compendium of
human disease-causing genes and phenotypes. The authors identified that disease genes, in
contrast to essential genes, do not tend to be important in the interactome and are expressed
only in certain tissues. These networks can also be constructed with the associations between
diseases and other entities, such as symptoms [4], pathways [5], promoter regions [6] and
microRNAs (miRNAs) [7]. The development of disease networks requires the integration of
various data sources and studies, as well as extensive literature review.
Many databases exist for diverse types of information, for example, to store omics data,
such as genomics and proteomics, as well as clinical information or molecular structures.
Ontologies are used to organize the knowledge about a given domain. An ontology can be
defined as a vocabulary of terms and a formal specification of their meaning [8], and can
be represented as directed acyclic graphs, where each node represents a concept and each
edge represents a relation between two concepts. A commonly used relation type is sub-
sumption (is-a), meaning that a concept is a subclass of another concept. Ontologies are
commonly used in the biomedical informatics community, where the Gene Ontology is an
example of a successful effort at organizing the nomenclature of molecular functions, biolo-
gical processes and cellular locations [9, 10]. More recently, linked data has become more
predominant, leading to the popularization of knowledge graphs [11]. The main purpose
of knowledge graphs is to improve the organization of knowledge by connecting diverse
sources of information and establishing meaningful associations that can be used to answer
user queries [12]. Systems biology can benefit from knowledge graphs because biological
systems often involve many concepts and mechanisms, and linking knowledge about differ-
ent systems is beneficial to better understand disease networks.
Text documents, such as research articles, technical reports, and patents, are the preferred
method of communication by researchers. Researchers use documents to express new ideas,
theories, hypotheses, methods, approaches, and experimental results with other researchers
and interested parties. Therefore, there is a lot of effort put into scientific communication,
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as it is an essential aspect of scientific research; the impact of a research work depends on
the way it is presented to the community. Sharing these documents is crucial to scientific
research, as new studies can use the knowledge generated by previous studies to improve
results, develop new methods, and save time and money that would have to be spent to arrive
at the same findings.
A researcher working on a biological system should consider all of the existing know-
ledge about that system, as well as other similar systems that may have analogous properties.
Systems described by large quantities of published documents require a considerable effort to
organize the information distributed across them, while less studied systems often require an
extra effort to find all relevant documents, since directly related information is scarce. Mod-
ern document repositories store large quantities of documents, providing a simple way to
find information about a specific domain. One of the largest sources of biomedical literature
is the MEDLINE database, created in 1965. This database contains over 28 million refer-
ences to journal articles in Life and Health sciences, with an increasing number of references
being added every year (Figure 1.1). Other document repositories also contain information
relevant to Life and Health sciences. For example, the World Intellectual Property Organ-
ization (WIPO), an agency of the United Nations, reports an increasing number of patents
registered every year (Figure 1.2). A patent application contains the background information
necessary to understand the invention, as well as a detailed description of the invention. An-
other example of a biomedical text repository is ClinicalTrials.Gov, which stores information
about clinical trials (Figure 1.3). Observing the increasing growth rates shown in Figures 1.1,
1.2 and 1.3, it is clear that to find useful information in these large-scale text repositories,
automatic and efficient methods are necessary.
The documents in these repositories are written in natural language since they are created
by humans, to be understandable by other humans. However, computers are better suited to
process structured information, hence specific techniques are required to process natural
























Figure 1.1: Growth of the total number of citations in the MEDLINE database. Source:
https://www.nlm.nih.gov/bsd/index_stats_comp.html
aim at obtaining relevant information from large datasets, where manual methods would be
infeasible. When applied to literature, this task is known as text mining [13]. Text mining
techniques have been successfully applied to biomedical documents, for example, to identify
disease names [14] and protein-protein interactions [15].
Since text mining can be approached from many different angles, the text mining com-
munity has defined tasks with specific objectives, for which methods can be proposed and
improved. This way, each task can be evaluated individually, and a pipeline that performs
multiple tasks can be assembled. One common text mining task is Named Entity Recogni-
tion (NER). The objective of this task is to identify relevant entities mentioned in any given
document. Here, an entity can refer to any type of concept relevant to satisfy our information
need. For example, it may be relevant to identify genes, diseases, phenotypes, and chemical
compounds mentioned in documents. This task is challenging since the computer does not
























Figure 1.2: Number of worldwide patent applications submitted to patent offices by year.



























Figure 1.3: Number of registered studies in ClinicalTrials.gov by year. Source: https:
//clinicaltrials.gov/ct2/resources/trends
may refer to a restricted group of entities, others may contain entities that may not be expec-
ted, but could be quite relevant to a researcher. Identifying entities mentioned in documents
is useful to index them or for downstream applications.
The entities found in documents may also be linked to an external reference database,
as part of a task known as Entity Linking (EL)1. Several entity types have reference know-
ledge bases that aim at cataloging the variety of instances of that entity, as well as unifying
variations of the nomenclature, assigning a unique identifier to each entity instance. For
example, ontologies such as Chemical Entities of Biological Interest (ChEBI) and Human
Phenotype Ontology (HPO) serve this purpose for biological molecules and human pheno-
types, respectively. Other databases also serve this purpose, such as UniProt for proteins and
SNOMED for clinical terms. By integrating the information extracted from text repositories
with established knowledge bases, we can improve the usefulness of text mining methods.
1Variations of this task are also known as Entity Disambiguation, Harmonization or Normalization
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For example, we can link studies that use different nomenclatures for the same concepts, or
we can even use text mining methods to identify concepts that are missing from a particular
knowledge base.
It is expected that text documents describe not only entities and their properties, but also
the relations between them. A biological system is constituted not only by its elements but
also by their associations and the ways they interact. Text mining can also be used to identify
these relations, a task known as Relation Extraction (RE). This task is of major importance to
disease networks since the edges of the network can be defined directly from text evidence.
The ambiguity of scientific language is one of the challenges of this task, as well as the
complexity of the mechanisms described, which may involve several entities and multiple
types of relations.
The standard strategy to evaluate text mining solutions in a particular task is to perform
the task manually on a set of documents (known as the gold standard) and compare manual
and automatic annotations. In the case of NER, the segments of text identified as entities
should be the same, or partially the same. Likewise, in EL, the database records matched with
the entities are compared with the gold standard, and in RE, the sets of entities classified as
being associated are compared. Evaluation measures such as precision, recall, and F1-score
are then computed to assess the quality of the information extracted. Precision measures
the quality of the results, corresponding to the proportion of false positives in the extracted
results, while recall is the proportion of false negatives in the total information that could
have been extracted. F1-score is the harmonic average of precision and recall, which is
important to balance these two measures.
The success of text mining methods is dependent on the domain to which they are applied
to. Comparing with domains such as news articles, biomedical literature is more complex
to perform text mining due to the variety of terms and complexity of the subject matter.





The hypothesis of this thesis was that biological systems can be elucidated by the devel-
opment of text mining solutions that can automatically extract information from documents.
To test this hypothesis, I established three specific objectives. Figure 1.4 shows how these
specific objectives relate to each other, to accomplish the main objective of the thesis. These
are the three objectives of this thesis:
Objective 1 - Named Entity Recognition (NER): Identifying the entities mentioned in a given set
of documents is the first step to generate a network about a biological system. This
objective consists in developing text mining solutions to recognize biomedical entities
in text. In Figure 1.4, we can see that the output of this task is the entities associated
with each document.
Objective 2 - Entity linking (EL) The information extracted from a set of documents should be
linked to other knowledge bases in order to enhance its quality. This is done by link-
ing each entity to an entry of a reference knowledge base. This objective consists in
developing an automatic approach to biomedical EL. Figure 1.4 shows that the entities
found in text are converted to concepts from a reference knowledge base.
Objective 3 - Relation Extraction (RE): To generate a network, we need to know the relations that
may exist between the concepts. Hence, we need to identify these relations in a set
of documents; This objective consists in automatically extracting relations between
entities, as shown in Figure 1.4.
1.2 Methodology
To achieve each of the previously established objectives, specific methodologies were
explored. Each objective targets a text mining task, to develop new approaches that can
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Figure 1.4: Visual representation of the objectives of this thesis, how they are associated
with each other and their expected output. E1-4 refers to entities that were mentioned in a
text, while C1-4 refers to entries of a knowledge base that represent those entities.
improve the results of those tasks. Using these approaches, text mining solutions were de-
veloped for specific case-studies. The methodology followed for each objective will now be
described.
1.2.1 Named Entity Recognition
The main challenge of Objective 1 - Named Entity Recognition was to develop a solution
that can be applied to various types of entities. Each nomenclature has its rules, exceptions,
and some may be more consistent than others. An effective solution to NER should recognize
entity names in text with high quality (i.e. minimal false positives and false negatives) at a
reasonable computational speed and be easily adapted to different problems.
For this objective, a rule-based solution was developed, matching the names of the con-
cepts of an ontology with the text of the documents. This solution processes the text in
a specific way so that variations of the names were also identified while taking into ac-
count computational performance. Additionally, a machine learning solution was developed,
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which can be trained for entity types using an annotated dataset. This solution requires more
computational resources but can obtain more accurate results than the rule-based solution.
Additionally, a crowdsourcing solution was explored to generate annotated datasets. Using
this solution, multiple people read and annotate the documents, and the most consensual an-
notations were validated, reducing the cost associated with hiring expert annotators. Each of
these solutions can be used to annotate a corpus of documents with entities, while each has
its advantages and disadvantages.
1.2.2 Entity Linking
Objective 2 - Entity Linking consisted of matching the entities found in documents with
a reference knowledge base. Documents originating from different sources may use different
nomenclatures, formatting, and spellings. Even in the same document, a drug can be referred
to by its full name and later by its abbreviation, for example. Therefore, a text mining system
should harmonize the extracted information and link to a reference knowledge base. The
vocabularies of biomedical concepts are constantly being updated as new discoveries are
made and as the community agrees on specific nomenclatures. A concept may have multiple
synonyms, and sometimes the same words may correspond to different concepts, depending
on the context, leading to a many-to-many relationship between concepts and entities.
The most straightforward solution to link entities found in documents is to match the
entity text with the labels of the knowledge base. In this thesis, different solutions were
explored, where candidate matches are picked from an ontology, and a set of concepts is
selected for each document. Then, the semantic similarity between each candidate match
of two different sets is calculated and used to generate a graph. Based on a previous work
[16], the Personalized PageRank algorithm was adapted to this graph to determine the best
candidate match of each set. A measure of coherence was formulated, using semantic simil-
arity to pick the most coherent set of concepts for that document, by maximizing the overall
coherence. The method has the advantage of requiring only an ontology with “is-a” rela-
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tionships, which are publicly available for several biomedical domains. The structure of
the ontology itself is explored to determine the contribution of each candidate match to the
overall coherence, and as such no training is necessary.
1.2.3 Relation Extraction
Extracting relations between biomedical entities is necessary to obtain more useful in-
formation from a large corpus of documents, hence Objective 3 of this thesis. Considering
that multiple entities may be mentioned in the same text and the complexity of scientific writ-
ing, this is a challenging task to automate. Furthermore, it is necessary to properly define the
relations to be studied and account for ambiguous cases when the text is not explicit. These
difficulties also limit the number of datasets available to develop and evaluate systems for
this task. We consider that a relation between two entities mentioned in the same sentence (a
candidate pair) is true if the sentence describes a relation between them, or false otherwise.
Supervised machine learning solutions require an annotated dataset to train a classifier
for a RE task. Since it is not feasible to manually create an annotated dataset for every
biological process, there has been an increasing interest in semi-supervised and unsupervised
approaches to RE. The common principle of these solutions is that a large unlabeled corpus
could still be used to extract relations from text, reducing the cost of manually annotating
text. If a pair of entities occurs in the same text window and the knowledge base stores a
relation between those two entities, then that text must establish a relation between the two
entities. However, this assumption, named distant supervision, does not always apply since
the text could have a different meaning. Furthermore, there is no guarantee that the text
will describe only relations contained in the knowledge base. Multi-instance learning [17]
addresses the former issue, by relaxing the distant supervision assumption. With this type of
model, the candidate pairs are grouped into bags where at least one of the pairs is true, but it
is unknown if all pairs of the same bag are true. The bags are then classified according to the
properties of their respective pairs.
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A multi-instance learning solution was developed to train a relation classifier on a corpus
of documents and a knowledge base containing relations between entities found in the cor-
pus. This solution can be used for several biomedical domains, and its applicability to two
different case studies was demonstrated.
Another solution to RE that was explored was supervised machine learning using recur-
rent neural networks. Deep learning is a set of machine learning methods, such as recurrent
neural networks, that focus on learning a representation of the data instead of its features.
Long short-term memory units [18] are a type of recurrent neural networks that, due to their
properties, have been successfully applied to RE tasks. Existing solutions train these net-
works with the information that is established in the sentence that may contain a relation.
However, these solutions are focused on the local contextual information and dismiss the
background knowledge that a reader may already have. To account for this issue, a solution
that combined recurrent neural networks with ancestor information from an ontology was
developed. The assumption of this solution is that the ancestors of a concept characterize
each of the entities of a candidate pair and can be used in conjunction with the sentence
information to determine if the relation is true.
1.3 Contributions
The main contributions of this thesis are the text mining solutions developed and tested
on biological case-studies. I developed these solutions according to the objectives previously
established, using the methods previously described. The main chapters of this thesis consist
of published and submitted papers that were written over the course of my doctoral work.
Chapters 2 and 3 consist of review papers that I co-wrote with my supervisor, about text
mining applications and semantic similarity in ontologies:
• A. Lamurias and F. Couto. ‘Text Mining for Bioinformatics using Biomedical Liter-
ature’. In: Reference Module in Life Sciences (Encyclopedia of Bioinformatics and
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Computational Biology). Vol. 1. Oxford: Elsevier, 2019. DOI: https://doi.
org/10.1016/B978-0-12-809633-8.20409-3
• F. Couto and A. Lamurias. ‘Semantic similarity definition’. In: Reference Module in
Life Sciences (Encyclopedia of Bioinformatics and Computational Biology). Vol. 1.
Oxford: Elsevier, 2019. DOI: https://doi.org/10.1016/B978-0-12-
809633-8.20401-9
1.3.1 Objective 1
The main contributions of Objective 1 were the MER (Minimal Entity Recognizer) and
IBEnt (Identifying Biomedical Entities) components. This objective resulted in a research
paper published in a Q1 journal according to the Scimago Journal Rank. I contributed to the
development, evaluation, comparison of results, and writing of this paper, and for this reason,
it was used as Chapter 3. This paper describes the MER software tool, which simplifies the
process of identifying concepts of a specific ontology in documents and obtains better results
than other rule-based tools and a lower processing time, with an average of 2.9 seconds per
document. The source code of MER is publicly available and it was deployed on a cloud
infrastructure so that it can be easily integrated with other components.
• Francisco Couto and Andre Lamurias. ‘MER: a Shell Script and Annotation Server
for Minimal Named Entity Recognition and Linking’. In: Journal of Cheminformatics
10.58 (2018). ISSN: 1758-2946. DOI: https://doi.org/10.1186/s13321-
018-0312-9
• Code and data available at: https://github.com/lasigeBioTM/MER




• M. Lobo, A. Lamurias and F. Couto. ‘Identifying Human Phenotype Terms by Com-
bining Machine Learning and Validation Rules’. In: BioMed Research International
2017 (2017). ISSN: 2314-6133. DOI: https://doi.org/10.1155/2017/
8565739
• Code and data available at: https://github.com/lasigeBioTM/IHP
The IBEnt component, based on machine learning algorithms, was used to participate in
the BioCreative V.5 challenge, obtaining competitive results in terms of processing time and
quality of the annotations. The MER component was also used in this competition, as an
annotation server for various types of entities. IBEnt also participated in the BioCreative V.5
challenge, as well as the 2016 and 2017 SemEval challenges:
• F. Couto, L. Campos and A. Lamurias. ‘MER: a Minimal Named-Entity Recognition
Tagger and Annotation Server’. In: BioCreative V.5 Challenge Evaluation. 2017.
URL: http://www.biocreative.org/media/store/files/2017/
BioCreative_V5_paper18.pdf
• A. Lamurias, L. Campos and F. Couto. ‘IBEnt: Chemical Entity Mentions in Patents
using ChEBI’. in: BioCreative V.5 Challenge Evaluation. 2017. URL: http://
www.biocreative.org/media/store/files/2017/BioCreative_
V5_paper12.pdf
• A. Lamurias et al. ‘ULISBOA at SemEval-2017 Task 12: Extraction and classification
of temporal expressions and events’. In: 10th International Workshop on Semantic
Evaluation (SemEval). 2017. URL: http://nlp.arizona.edu/SemEval-
2017/pdf/SemEval179.pdf
• M. Barros et al. ‘ULISBOA at SemEval-2016 Task 12: Extraction of temporal ex-
pressions, clinical events and relations using IBEnt’. In: 9th International Workshop
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on Semantic Evaluation (SemEval). 2016. URL: http://www.aclweb.org/
anthology/S/S16/S16-1196.pdf
Finally, a crowdsourcing solution to create datasets for NER was presented at the IN-
Forum 2017 symposium and at the ICBO 2015 conference early careers track:
• L. Campos, A. Lamurias and F. Couto. ‘Can the Wisdom of the Crowd Be Used to
Improve the Creation of Gold-standard for Text Mining applications?’ In: INForum




• A. Lamurias et al. ‘Annotating biomedical terms in electronic health records using
crowd-sourcing’. In: International Conference on Biomedical Ontologies (ICBO),
Early Career. 2015. URL: http://ceur-ws.org/Vol-1515/early1.pdf
1.3.2 Objective 2
For the EL objective, I developed a component that matches a set of entities found in doc-
uments to an ontology, by maximizing the global coherence of the concepts. This compon-
ent was applied to two case-studies and a research article was written detailing the methods
and results obtained, and submitted to a Core A conference. This manuscript was used as
Chapter 8 of this thesis. The method used for this component was superior to a string match-
ing baseline, obtaining an accuracy of 0.8039 for one of the case-studies. Furthermore, the





Regarding Objective 3, the main contribution consisted of two different components to
biomedical RE: the first based on distant supervision (IBRel) and the second using deep
learning (BO-LSTM). Each component explores a different strategy to minimize the depend-
ency on annotated datasets, by taking advantage of existing resources such as databases and
ontologies. Two journal papers were published (both Q1 Scimago Journal Rank) describing
the results of IBRel on two case studies, which were used for Chapters 5 and 6, respect-
ively. The first paper focused on miRNA-gene relations, by applying the component on a
set of documents about Cystic Fibrosis, obtaining a network of 27 relations from recently
published papers. The second paper adapted the component to identify relations between
cells and cytokines, obtaining a network of 647 relations and an F-score of 0.789.
• A. Lamurias, L. Clarke and F. Couto. ‘Extracting MicroRNA-Gene Relations from
Biomedical Literature using Distant Supervision’. In: PLoS ONE 12.3 (2017). ISSN:
1932-6203. DOI: https://doi.org/10.1371/journal.pone.0171929
• A. Lamurias et al. ‘Generating a Tolerogenic Cell Therapy Knowledge Graph from
Literature’. In: Frontiers in Immunology 8.1656 (2017). ISSN: 1664-3224. DOI:
https://doi.org/10.3389/fimmu.2017.01656
• Code and data available at: https://github.com/lasigeBioTM/ICRel
Furthermore, this component was used for the BioNLP 2016 challenge, where it was tested
on several relations types:
• A. Lamurias et al. ‘Extraction of Regulatory Events using Kernel-based Classifiers and
Distant Supervision’. In: ACL proceedings of the 4th BioNLP Shared Task Workshop.
2016. URL: https://aclweb.org/anthology/W/W16/W16-3011.pdf
The deep learning component resulted in a published manuscript (Q1 Scimago Journal Rank)
which was used as Chapter 7 of this thesis. This component obtained a F-score of 0.751,
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which is comparable to the state-of-the-art for this task.
• Andre Lamurias et al. ‘BO-LSTM: Classifying relations via long short-term memory
networks along biomedical ontologies’. In: BMC Bioinformatics 20.10 (2019). ISSN:
1471-2105. DOI: https://doi.org/10.1186/s12859-018-2584-5
• Code and data available at: https://github.com/lasigeBioTM/BOLSTM
1.4 Overview
The following chapters consist of journal publications written and published through
my doctoral studies. Chapters 2 and 3 provide a literature review of text mining tools for
biomedicine and semantic similarity methods for ontologies, respectively.
Chapter 4 presents the MER component, developed for Objective 1 - Named Entity Re-
cognition. This component was implemented as a web service and compared to a machine
learning approach in terms of performance and quality of the results.
Chapter 5 presents a solution to Objective 2 - Entity Linking, which combines the Per-
sonalized PageRank algorithm with the ontology structure to identify the concept that is the
best match for each entity.
Chapters 6 and 7 present a solution for Objective 3 - Relation Extraction, using a refer-
ence database of associations to train a machine learning classifier. Each chapter describes
how this approach was adapted to different case-studies; first to miRNA-gene relations and
then to cell-cytokine relations in tolerogenic cell therapies.
Chapter 8 presents an alternative RE solution, using a deep learning algorithm. This solu-
tion explores the relations between the concepts of an ontology to better identify candidate
relations in the text.
Finally, Chapter 9 presents a general discussion of my doctoral project, its main conclu-
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Text Mining for Bioinformatics using
Biomedical Literature
ANDRE LAMURIAS AND FRANCISCO M. COUTO
Abstract
Biomedical literature has become a rich source of information for various applications.
Automatic text mining methods can make the processing of extracting information from a
large set of documents more efficient. However, since natural language is not easily pro-
cessed by computer programs, it is necessary to develop algorithms to transform text into a
structured representation. Scientific texts present a challenge to text mining methods since
the language used is formal and highly specialized. This article presents an overview of the
current biomedical text mining tools and bioinformatics applications using them.
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2.1 Introduction
Biomedical literature is one of the major sources of current biomedical knowledge. It
is still the standard method researchers use to share their findings, in the form of articles,
patents and other types of written reports [1]. However, it is essential that a research group
working on a given topic is aware of the work that has been done on the same topic by other
groups. This task requires manual effort and may take a long time to complete, due to the
large quantity of published literature. One of the largest sources of biomedical literature is
the MEDLINE database, created in 1965 and accessible through PubMed. This database
contains over 23 million references to journal articles in the life sciences, and more than
860,000 entries were added in 20161. There are also other document repositories relevant to
biomedicine, such as the European Patent Office2, and ClinicalTrials.gov.
Automatic methods for Information Extraction (IE) aim at obtaining useful information
from large datasets, where manual methods would be unfeasible. Text mining aims at using
IE methods to process text documents. The main challenge of text mining is in developing
algorithms that can be applied to unstructured text to obtain useful structured information.
Biomedical literature is particularly challenging to text mining algorithms for several reas-
ons. The writing style differs from other types of literature since it is more formal and com-
plex. Furthermore, different types of documents have different styles, depending on whether
the document is a journal paper, patent or clinical report [2]. Finally, there are a wide vari-
ety of terms that can be used, referring to genes, species, procedures, and techniques and,
within each specific term, it is also common to have multiple spellings, abbreviations and
database identifiers. These issues make biomedical text mining an interesting field for which
to develop tools, due to the challenges that it presents [3].
The interactions found in the biomedical literature can be used to validate the results of





first demonstrations of the hidden knowledge contained in a large literature was Swanson’s
ABC model [4], who found that dietary fish oils might benefit patients with Raynaud’s syn-
drome, by connecting the information present in two different sets of articles that did not
cite each other. This inference has been independently confirmed by others in clinical trials
[5]. In the same study, Swanson provided two other examples of inferences that could not
be drawn from a single article, but only by combining the information of multiple articles.
Considering that, since that study, the number of articles available has grown immensely,
it is intuitive that many new chemical interactions might be extracted from this source of
information.
More recently, bioinformatics databases have adopted text mining tools to more ef-
ficiently identify new entries. MirTarBase [6] is a database of experimentally validated
miRNA-target interactions published in journal papers. The curators of this database use a
text mining system to identify new candidate entries for the database, which are then manu-
ally validated. This system was necessary due to the important role miRNAs have been found
to play in human diseases over the last decade, leading to a high number of papers published
about this subject. The introduction of the system as part of the workflow has led to a 7-fold
increase in the number of interactions added to the database.
Text mining has generated much interest in the bioinformatics community in recent years.
As such, several tools and applications have been developed, based on adaptations of text
mining techniques to diverse problems and domains. This paper provides a survey of bio-
medical text mining tools and applications that demonstrate the usefulness of text mining
techniques. The rest of the paper consists of the following: Section 2.2 provides the basic
concepts of text mining relevant to this article, Section 2.3 describes some toolkits that can
be used to develop text mining tools, Section 2.4 describes the most used text mining tools,
and Section 2.5 describes applications built using those tools that have been distributed to
the general public. Section 2.6 provides a summary of the community challenges organized
to evaluate biomedical text mining tools. Finally, Section 2.7 suggests future directions for
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biomedical text mining tools and applications, and Section 2.8 summarizes the main conclu-
sions of the article.
2.2 Background/Fundamentals
When developing and using text mining tools, it is necessary to first define what type
of information should be extracted. This decision will then influence the datasets to be con-
sidered, which text mining tasks will be explored, and which tools will be used. The objective
of this section is to provide an overview of the options available to someone interested in de-
veloping a new text mining tool or using text mining for their work. The concepts presented
are simple to understand and applicable to various problems.
2.2.1 NLP Concepts
Natural Language Processing (NLP) has been the focus of many researchers since the
1950’s [7]. The main difference between NLP and text mining is the objective of the tasks.
While NLP techniques aim at making sense of the text, for example, determining its structure
or sentiment, the objective of text mining tasks is to obtain concrete structured knowledge
from text. However, there is overlap between the two fields, and text mining tools usually
make use of NLP concepts and tasks.
The following list defines NLP concepts relevant to text mining.
Token: a sequence of characters with some meaning, such as a word, number or symbol.
The NLP task of identifying the tokens of a text is known as tokenization. It is of
particular importance to text mining since most algorithms will not consider elements
smaller than tokens.
Part-of-speech (POS): the lexical category of each token, for example, noun, adjective, or
punctuation. The category imparts additional semantics to the tokens. Part-of-speech
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tagging is an NLP task that consists in classifying each token automatically.
Lemma and stem: the base form of a word. The lemma represents the canonical form of
the word, corresponding to a real word. The stem does not always correspond to a real
word, but only to the fragment of a word that never changes. For example, the lemma
of the word ”induces” is ”induce” while the stem is ”induc-”.
Sentence splitting: the NLP task consisting of identifying the sentence boundaries of a
text. The methods used to accomplish this task should consider the difference between
a period at the end of a sentence, and at the end of an acronym or abbreviation. It is
desirable to break a document into sentences because they represent unique ideas. Al-
though the context of the whole document is also important, extracting the knowledge
of each sentence independently can provide useful results.
Entity: a segment of text with relevance to a specific domain. An entity may be composed
of one or more tokens. Entity types relevant to biomedicine include genes, proteins,
chemicals, cell lines, species, and biological processes.
2.2.2 Text Mining Tasks
Text mining tools focus on one or more text mining tasks. It is necessary to define these
tasks properly so that it is possible to choose the type of tools that should be used for a
given problem. Furthermore, these tasks are used to evaluate the performance of a tool on
community challenges. The text mining tasks presented here are common to all domains and
sources of text, although the performance of the methods on different domains may differ,
i.e., a method that has a good performance on patent documents may not perform as well on
clinical reports, due to the different characteristics of the text. The common final objective
of these tasks, as to all text mining, is to extract useful knowledge from a high volume of
documents, while the extracted knowledge can be useful for several applications, which will
be described in section 2.5.
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Topic modeling: the classification of documents according to their topics or themes. The
objective of this task is to organize a set of documents to identify which documents
are more relevant to a given topic [8]. Related tasks include document triage [9] and
document clustering.
Named Entity Recognition (NER): consists of identifying entities that are mentioned in
the text. In most cases, the exact location of each entity in the text is required, given
by the offset of its first and last character. In some cases, discontinuous entities may
be considered, therefore requiring multiple offset pairs. The classification of entity
properties such as its type (e.g., protein, cell line, chemical) can be included in this
task [10].
Normalization: consists of matching each entity to an identifier belonging to a knowledge
base that unequivocally represents its concept. For example, a protein may be men-
tioned by its full name or by an acronym; in this case, the normalization process should
assign the same identifier to both occurrences. The identifiers can be provided by an
external database or ontology [11]. Related tasks include named entity disambiguation
[12], entity linking, and harmonization.
Relationship Extraction (RE): the identification of entities that participate in a relation-
ship described in the text. Most tools consider relations between two entities in the
same sentence. Biomedical relations commonly extracted are protein-protein and
drug-drug interactions, see [13], for example.
Event extraction: can be considered an extension of the relationship extraction task, where
the label of the relationship and role of each participant is specified. The events ex-




2.2.3 Text Mining Approaches
To accomplish the tasks described above, text mining tools employ diverse approaches.
They may focus on one specific approach, or combine several approaches according to
their respective advantages, the latter being more common. Most approaches can also
be adapted for performing multiple tasks.
Classic approaches: approaches based on statistics that can be calculated on a large corpus
of documents [15]. Some of the most popular approaches are term frequency - inverse
document frequency for topic modeling, and co-occurrence for relationship extrac-
tion. These approaches preceded the popularization of machine learning algorithms,
although most current approaches still have a statistical background.
Rule-based methods: consist of defining a set of rules to extract the desired information.
These rules can be a list of terms, regular expressions or sentence constructions. Due
to the manual effort necessary to develop these rules, text mining tools based on this
approach have limited applicability.
Machine learning (ML) algorithms: are used for automatically learning various tasks.
In the specific case of text mining, it is necessary to convert the text to a numeric
representation, which is the expected input of these algorithms. Text mining tools
using ML contain models trained on a corpus, that can then be applied to other texts. In
some cases, it may be possible to train additional models using other corpora. Several
types of ML approaches can be considered, for example, supervised learning, in which
the labels of each instance of the training data are known and used to train the classifier,
and unsupervised learning, in which the algorithm learns to classify the data without a
labeled training set.
Distant supervision (DS): a learning process which heuristically assigns labels to the data
according to the information provided by a knowledge base. These annotations are
29
2. TEXT MINING FOR BIOINFORMATICS USING BIOMEDICAL LITERATURE
prone to error, but using ML algorithms adapted to this method, it can provide ef-
fective classification models. Distant supervision is sometimes referred to as weak
supervision.
2.2.4 Biomedical Corpora
Biomedical corpora are necessary to develop and evaluate text mining tools. The simplest
corpora consist of a set of documents associated with a specific topic (e.g., disease, gene, or
pathway). For some tasks, such as simple topic modeling tasks, it is enough to know which
documents are relevant. However, most ML algorithms require annotated text to train their
models. The type of annotations necessary to evaluate a task should be similar to the type
of annotations to be extracted by the tools (NER tasks require text annotated with relevant
entities, while relationship extraction requires the relations between the entities described in
the text to be annotated). The annotations should be manually curated by domain experts
according to established guidelines. Inter-annotator agreement measures, such as the kappa
statistic [16], can be used to assess the reliability of the annotations. However, text mining
tools may also be used to help curators by providing automatic annotations as a baseline[17].
The size of an annotated corpus is limited by the manual effort necessary to annotate the
documents. Simpler tasks, such as topic modeling, can be performed more quickly by human
annotators, so it is less expensive to develop an annotated corpus for this task. Relationship
extraction requires that the annotators first identify the entities mentioned in the text, and
then the relationships described between the entities. For this reason, it is more expensive
to develop an annotated corpus for this task. Biomedical text mining community challenges
have contributed to the release of several annotated gold standards that can be used to eval-
uate systems. Section 2.6 provides a summary of these challenges. Table 2.1 provides a list
of annotated biomedical corpora relevant to various text mining tasks.
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Table 2.1: Corpora relevant to biomedical text mining tasks.
Name Reference Annotations Document types
CRAFT [18] Biomedical entities Full-text articles
MedTag [19] Biomedical entities PubMed abstracts
Genia [20] Biomedical entities and events PubMed abstracts
CHEMDNER [21] Chemical compounds PubMed abstracts
CHEMDNER-patents [22] Chemical compounds and proteins Patent abstracts
DDI [23] Drug-drug interactions Drug descriptions and journal abstracts
SeeDev [24] Seed development events Full-text articles
Thyme [25] Events and time expressions Clinical notes
MLEE [26] Biological events PubMed abstracts
2.3 Text Mining Toolkits
Although biomedical text mining requires specialized approaches to deal with the char-
acteristics of the biomedical literature, general text mining tools can be used as a starting
point for more specialized approaches. These general tools can be adapted to specific do-
mains, either by using models trained with biomedical datasets or by developing pre- and
post-processing rules developed for this type of text. Text mining toolkits are a type of soft-
ware that can perform various NLP and text mining tasks. The objective of these toolkits is
to provide general-purpose methods for performing various text mining tasks, which can be
adapted to specific problems. There are several toolkits available, that can be used to pre-
process the data, compare the performance of various tools and approaches, and select the
best combination for a specific problem. This section provides a survey of well-known text
mining toolkits that have been used as frameworks of biomedical text mining tools. In addi-
tion to the toolkits presented here, tools can be developed from scratch using programming
languages and libraries that implement specific algorithms.
One of the most widely used text mining toolkits is Stanford CoreNLP [27], which ag-
gregates various tools developed by the Stanford NLP team for processing text data. Bio-
medical text mining tools may use Stanford CoreNLP to pre-process the data (e.g., for sen-
tence splitting, tokenization and co-reference resolution) and to generate features for ma-
chine learning classifiers (e.g., for POS tagging, lemmatization, and dependency parsing).
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NLTK [28], another NLP toolkit, was implemented as a Python library. This toolkit
provides interfaces to various NLP resources, such as WordNet, tokenizers, stopwords lists,
and datasets from community challenges. It is often used by developers who are getting
started in text mining, due to its well-designed API, and to the availability of various online
tutorials for this toolkit. More recently, another Python-based toolkit was released, spaCy3,
which is more focused on computational performance, using state-of-the-art algorithms.
ClearTK [29] is a text mining toolkit based on machine learning and the Apache Unstruc-
tured Information Management Architecture (UIMA). This framework provides interfaces to
several machine learning libraries and feature extractors.
GATE [30] is one of the few text mining toolkits which has features specially designed for
biomedical text mining. This toolkit provides plugins for bioinformatics resources such as
Linked Life Data and other ontologies, and specialized biomedical NLP tools. Furthermore,
a graphical user interface is available to visualize and edit the data and system architecture.
2.4 Biomedical Text Mining Tools
This section describes text mining tools commonly used in bioinformatics. These tools
generally focus on one specific task, presenting novel approaches, and are evaluated on gold
standards. We focus on tools described in the literature and freely available to the com-
munity. Even though the current trend is to make software available on code repositories
such as GitHub and Bitbucket, this has not always been the case, and past works may not
be accessible if the source code was not shared with the community. The tools described
in this section have been used in community challenges and may require considerable tech-
nical skill to apply to specific problems since the results provided by their developers often
refer to gold standards and not to real-world use-cases. These tools are usually fine tuned
to work with English texts, but automatic translation techniques have been shown to be ef-
3https://spacy.io/
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fective when using texts in other languages [31]. Table 2.2 provides a list of biomedical text
mining tools that are available to the community.
2.4.1 NER and Normalization
Biomedical text mining tools can be organized in terms of the text mining tasks per-
formed. The biomedical community challenges organized in the last decade have motivated
several teams to develop tools for bioinformatics and biomedical text mining. The focus of
these challenges has been in recognizing genes, proteins and chemical compounds mentioned
in texts, and linking those terms to databases. This leads to an imbalance in the quantity and
variety of tools available for NER and normalization when compared to other tasks.
BANNER [32] uses Conditional Random Fields [57] to perform NER of chemical com-
pounds and genes. ABNER [33] and LingPipe [34] use similar approaches, each one combin-
ing different techniques to improve the results on gold standards, by optimizing the system
architecture and feature selection. LingPipe also performs other NLP tasks, such as topic
modeling and part-of-speech tagging, while all three provide ways to train models on new
data. More recently, other systems have combined machine learning algorithms and manual
rules to achieve better results in the biomedical domain [48, 49, 47].
GNormPlus [35] is a modular system for gene NER and normalization, performing men-
tion simplification and abbreviation resolution to match each gene to an identifier, with
higher accuracy, even when more than one species is involved. It is part of a set of NER
tools developed by NCBI for various entity types, which includes tmChem [37], DNorm
[36] and tmVar [38]. These tools are often evaluated in text mining community challenges.
The GENIA project is responsible for various contributions to biomedical text mining,
including an annotated corpus [20] and various tools for text mining tasks. GENIA tagger
[39] performs NER of several types of entities relevant to biomedicine (protein, DNA, RNA,
cell line and cell types), as well as POS tagging. GENIA sentence splitter [40] is an ML-
based tool for identifying sentence boundaries in biomedical texts, trained on the GENIA
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Table 2.2: Text mining tools for bioinformatics and biomedical literature.
Name Reference Tasks Approaches GUI
BANNER [32] NER ML N
ABNER [33] NER ML N
LingPipe [34] General NLP ML and Rule-based N
GNormPlus [35] NER and Normalization ML N
DNorm [36] NER and Normalization ML N
tmChem [37] NER ML N
tmVar [38] NER ML N
GENIA tagger [39] NER and POS tagging ML N
GENIA sentence splitter [40] Sentence splitting ML N
Acronime [41] Abbreviation resolution Rule-based Y
@Note [42] NER, document retrieval ML Y
MetaMap [43] NER and Normalization Rule-based Y
LDPMap [44] Normalization Rule-based N
SimSem [45] Normalization Rule-based and ML N
MER [46] NER Rule-based N
IBEnt [47] NER and Normalization Rule-based and ML N
cTakes [48] NER, normalization, and RE Rule-based Y
Neji [49] NER and Normalization ML and Rule-based Y
jSRE [50] RE ML N
DeepDive [51] RE ML/DS N
IBRel [52] RE ML/DS N
TEES [53] Event extraction ML and Rule-based N
VERSE [54] Event extraction ML N
EventMine [55] Event extraction ML Y
Textpresso [56] NER and RE Rule-based Y
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corpus. Acromine [41] is another tool developed by the same team, with the purpose of
providing definitions for abbreviations found in MEDLINE abstracts.
Since the vocabulary used in clinical records is quite different from other biomedical
texts, tools have been developed specifically for this type of documents. These tools are
based on the Unified Medical Language System (UMLS), a collection of vocabularies as-
sociated with the clinical domain. cTakes [48] is a Java-based tool for processing clinical
text, originally developed at the Mayo clinic, which performs several biomedical text mining
tasks. It is possible to use this tool through a graphical user interface. Due to the large size
and complex structure of UMLS, tools have been specifically developed just to find UMLS
concepts in documents. Such tools include MetaMap [43], and LDPMap [44]. SimSem [45]
is a tool for entity normalization, using string matching techniques and machine learning.
This tool can match strings to a variety of bioinformatics knowledge bases, such as ChEBI,
Gene Ontology, Entrez Gene, and UMLS. [46] introduced a system, MER (Minimal Entity
Recognizer), which can be easily adapted to different types of entities. This system requires
only a file with one entity per line, and uses a simple matching algorithm to find those entities
in text.
2.4.2 Relationship and Event Extraction
For RE, most tools use ML algorithms to classify which pairs of entities mentioned in
the text constitute a relationship. In this task, kernel methods and Support Vector Machines
are popular. jSRE [50] uses a shallow linguistic kernel which takes into account the tokens,
POS, and lemmas around each entity of the pair. It has been used for various problems,
including drug-drug interaction extraction [58].
Distant supervision has become particularly relevant to RE tasks because it is more ex-
pensive to develop a corpus annotated with relations. [59] developed an approach to gene
RE using DeepDive, a general purpose system for training distantly supervised RE models.
They applied this approach to a corpus of full-text documents from three journals, using the
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BioGRID and Negatome databases as reference. Another DS-based tool, IBRel [52], uses
TransmiR, a database of miRNA-gene associations, to extract the same type of relationships
from text.
Biomedical event extraction is a complex task, but some tools have been developed.
TEES (Turku Event Extraction System) [53] identifies complex events based on trigger
words and graph methods. This system has been evaluated on multiple community chal-
lenges, on event extraction and RE tasks, such as the BioNLP-ST 2011 event extraction task.
In the 2016 edition of BioNLP-ST, [54] presented VERSE, a system for extracting relation-
ships and events from text, and evaluated it on three different subtasks. This system is based
on ML algorithms, and has the advantage of being able to extract relationships between
entities in different sentences.
Textpresso [56] is a system for biomedical information extraction based on regular ex-
pressions and ontologies. This system has been applied to various domains, and a portal to
search the results obtained on each domain is provided in the web interface.
2.5 Applications
Even though it is important to develop methods for specific tasks, those methods will only
be useful to the community if they can be easily used to help address biomedical problems.
Since recent text mining tools have obtained good performance on evaluation corpora, efforts
have been made deliver these tools to the general public. In this section, we present a survey
of text mining applications that are available in the form of web pages and APIs that focus
on the user experience. Table 2.3 provides a summary of these applications.
Some biomedical text mining applications simply provide access to a text mining tool via
a web application. The user uploads one or more documents, which are processed by the tool
in a server, and the results are delivered to the user. Even though this is an important effort,
it assumes that the user already has chosen the documents to be processed, and it depends on
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Table 2.3: Bioinformatics applications that either use text mining tools or their results, ac-













downstream applications to use the results. Whatizit [60] is a text mining application that can
be used to identify biomedical entities in text using a web browser or API. This application
is based on a rule-based text mining system which annotates the documents submitted by
users. The entities correspond to entries in biomedical knowledge bases, such as ChEBI and
UniProt. The results are presented as a web page, where each entity type is marked with
a different color. A similar application is BeCAS [61], based on the Neji tool. With this
application, it is also possible to access the results through a web browser or the API, which
can then be exported to various file formats.
Other text mining applications provide pre-processed results, reducing the time neces-
sary to obtain results. For example, PubTator [62] contains every PubMed abstract, annot-
ated with the NCBI NER tools, and it is updated as new abstracts are added to PubMed.
Users can search for a list of abstracts or by keyword. It is possible to create a collection
of abstracts, manually fix annotation errors, and download the results. PubTator provides
access to the results through an API, for integration with other applications. For example,
the Mark2Cure crowdsourcing project uses this API to provide a baseline of automatic an-
notations to its users, while the HuGE navigator knowledge base [71] relies on PubTator
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to improve its weekly update process. Another application based on pre-processed results
is SciLite, a platform for displaying text mining annotations, which is integrated with the
Europe PMC database [63]. This application shows a list of biomedical terms associated
with each document, allowing users to endorse and report incorrect annotations to improve
the text mining method. Biomedical Entity Search Tool (BEST) [64] uses text mining tech-
niques to retrieve entities relevant to user queries. BEST is updated daily with the abstracts
added to PubMed, and 10 types of entities are identified in each document.
The STRING database stores information about protein-protein interaction networks
[65]. It contains information obtained through various methods, including text mining. The
interactions extracted using text mining methods are obtained from PubMed and a collec-
tion of full-text documents. The RE method used is based on co-occurrence of proteins in
the same document, and presence of trigger words such as ”binding” and ”phosphorylation
by”. A related database, STITCH [66], uses a similar method to identify chemical-protein
interactions based on the biomedical literature.
FACTA+ [67] is a text mining application for identifying biomedical events described in
PubMed abstracts. It uses both co-occurrence and machine learning approaches to extract re-
lationships from text. The user can perform a keyword search to obtain associated documents
and biomedical entities, such as genes, diseases, and drugs. Furthermore, FACTA+ can be
used to identify indirect relations between a concept and a type of biomedical entity. For
example, it is possible to search for a disease name and obtain genes that are indirectly asso-
ciated with that disease, through an intermediary disease, ranked by a novelty and reliability
score.
PolySearch2 [68] can also identify relationships between biomedical concepts based on
co-occurrence at the sentence level. With this application, it is possible to obtain all the en-
tities, of a specific type, associated with the input query. The corpora and databases used by
this application are stored locally and updated daily to ensure that the complete information
is available to the users.
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EVEX [69] is a database of biomolecular events extracted from abstracts and full-text
articles using text mining tools such as BANNER and TEES. This database contains more
than 40 million associations between genes and proteins, and its data can be downloaded
and accessed through an API, although it is not updated regularly. MEDIE [70] contains
biomolecular events extracted from MEDLINE, each event being composed of a subject, a
verb, and an object. Using MEDIE, it is possible to search by subject, verb or object (or a
combination of the three) and obtain all matching events extracted from the abstracts.
2.6 Community Challenges
Text mining challenges are organized regularly, by the community, with the purpose of
evaluating the performance of text mining tools. These text mining challenges are open to
the community, meaning that any academic or industry team can participate. Each challenge
usually comprises several tasks (sometimes referred to as tracks), each with a specific mo-
tivation, objective and gold standard. Each team may submit results to one or more tasks.
Furthermore, the teams may develop their own tools, or adapt existing tools to the proposed
task.
The task organizers announce the objectives of their task on the official websites of the
challenge and on mailing lists. Since there are various data file formats used in text mining, a
sample of the data may be provided to the participants at the same time as the announcement.
This is also the case of datasets that require data use agreements. Afterward, the training set
is provided to the participants, consisting of documents and annotations. This training set
is used to develop or adapt tools and systems to the task. A development set may also be
provided, similar in size to the training set, to further improve the systems. During the
final phase of the challenge, a testing set is sent to the teams, without the gold standard
annotations. The teams have a time period to submit the annotations obtained with their
tools, which are then compared to the gold standard by the organizers. Each task has a
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defined set of measures to perform this evaluation and rank the teams. The results are then
published on the challenge website and in a task overview paper.
One of the earliest NLP challenges, TREC, mainly focuses on the news domain, but
it has included a bioinformatics task in some of its editions (TREC Genomics and TREC
Chemistry). In 2003, this challenge had a task for retrieving documents related to gene
functions [72], while in later years, more complex tasks have also been proposed [73]. Other
NLP challenges, such as KDD Cup [74] and CoNLL [75], also include bioinformatics tasks.
SemEval is a series of semantic analysis evaluations organized yearly, and in the most recent
editions, there has been at least one task relevant to bioinformatics [76, 77, 78].
Due to increasing interest in biomedical NLP and text mining, community challenges
specifically for this domain have been organized. BioCreative was first organized in 2004,
and it consisted of the identification of gene mentions and Gene Ontology terms in articles,
and of gene name normalization [79]. Since then, five more editions of this challenge have
been organized, with a wide variety of tasks. BioNLP-ST has organized various biomedical
IE tasks, usually focused on a specific biological system such as seed development [24],
epigenetics and post-translational modifications [80], and cancer genetics [81]. Other com-
munity challenges relevant to biomedical text mining include JNLPBA [82], BioASQ [83],
i2b2 [84], and ShARe/CLEF eHealth [85]. [86] provides an overview of the community
challenges organized over a period of 12 years.
2.7 Future Directions
More recent approaches to RE have explored deep learning techniques [87]. Deep learn-
ing is an ML approach based on artificial neural networks that has become popular in the last
few years due to its performance in fields such as speech recognition, computer vision, and
text mining [88]. In the case of text mining, deep learning is associated with word embed-
dings, which consist of vector representations of word frequencies, that are used as inputs to
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the networks. There are still few biomedical text mining systems using deep learning tech-
niques. However, various resources are available for this purpose, such as software toolkits
that implement these algorithms, as well as a set of resources generated from biomedical
literature [89].
As NER, normalization, and relationship extraction tasks improve in terms of precision
and recall, semantic and question answering techniques can be developed to explore the
extracted information. Semantic similarity is a metric used to compare concepts, usually
based on a text corpus or an ontology [90]. These measures can both improve text mining
tools by estimating the coherency of the entities and relations extracted, and be improved by
applications that can generate candidate entries that may be missing from the ontology [91].
Furthermore, question-answering systems can use semantic similarity methods to provide
answers with more accuracy [92].
2.8 Closing Remarks
There has been a considerable effort by the text mining community to develop and release
tools and applications for bioinformatics and biomedical literature. The tools presented in
this article use various methods to automate useful tasks, and they can be used by researchers
who want to adapt it to their own needs. This article also presents various applications based
on text mining results, which demonstrate real-world use-cases of text mining tools. The
evolution of biomedical text mining methods has led to more efficient parsing of biomedical
literature. These advances should affect how databases are created and maintained, and
how documents are indexed by search engines. We expect that future bioinformatics search
engines, instead of simply retrieving documents relevant to the query, will be able to directly
answer user queries and generate new literature-based hypotheses.
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FRANCISCO M. COUTO AND ANDRE LAMURIAS
Abstract
In bioinformatics, semantic similarity has been used to compare different types of bio-
medical entities, such as proteins, compounds and phenotypes, based on their biological role
instead on what they look like. This manuscript presents a definition of semantic similarity
between biomedical entities described by a common semantic base (e.g. ontology) follow-
ing an information-theoretic perspective of semantic similarity. It defines the amount of
information content two entries share in a semantic base, and, by extension, how to com-
pare biomedical entities represented outside the semantic base but linked through a set of
annotations. Software to check how semantic similarity works in practice is available at:
https://github.com/lasigeBioTM/DiShIn/.
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3.1 Introduction
The biological role of an entity is considered to be its semantics, which has been increas-
ingly being represented through common vocabularies. The entries in these vocabularies
represent biological features, that are often connected with each other by semantic relations,
such as subsumption. The availability of these common vocabularies, and their usage to se-
mantically annotate entities enabled the development of computational semantic similarity
measures [1]. Before defining semantic similarity, we should start by defining why bioin-
formatics needs semantic similarity in the first place, then what it is, to finally describe how
it can be calculated.
3.1.1 Why?
Biomedical entities, such as proteins or chemical compounds, are frequently compared
to each other to find similarities that may able us to transfer knowledge from one another. In
the case of proteins, one of the most popular techniques is to calculate sequence similarity
by locating short matches between sequences and then generate local alignments [2]. In the
case of compounds, one of the most popular techniques is to calculate the number of 2D
substructural fragments (molecular fingerprints) that they have in common [3]. The above
techniques are popular mainly because they can be implemented by high performance tools,
such as BLAST [4], and are based on simple, unambiguous and widely available digital
representations. However, these digital representations result from observations of how these
biomedical entities look like, and not about their semantics. This means that from these
digital representations we cannot have a direct insight about their biological role. Sequence
similarity and common fingerprints measure how close two entities are in terms of what they
look like, which may differ from their biological role.
There is an association between what an entity looks like and its biological role, i.e. pro-
teins with similar sequence tend to have similar molecular functions, as well as with com-
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pounds with similar molecular shapes. However, there are many exceptions. For example,
crystallins have a high sequence similarity to several different enzymes due to evolution, but
in the eye lens their role is to act as structural proteins, not enzymes [5]. Another example is
caffeine and adenosine. These two molecules have a similar shape, so similar that caffeine
is able to bind to adenosine receptors [6]. However, adenosine induces sleep and suppresses
arousal while caffeine makes you more awake and less tired. Semantic similarity addresses
the above exceptions, by comparing biomedical entities based on what they do and not on
what they look like. This means that when looking for similar compounds to caffeine, other
central nervous system stimulants, such as doxapram, will appear before adenosine that has
the opposite effect.
3.1.2 What?
Digital representations of biomedical entities based on structure can normally be ex-
pressed using a simple syntax. For example, ASCII strings are used to represent: the nuc-
leotide sequences of genes; the amino acid sequences of proteins, and also the structure of
compounds using SMILES. Semantics is however more complex since it may have different
interpretations according to a given context. For example, the meaning of a biological role
of a given gene may differ from a biological or medical perspective. For humans the easiest
way to represent semantics is to use free text due to its flexibility to express any concept. For
example, short text comments are usually valuable semantic descriptions to understand the
meaning of a piece of information. However, for computers free text is not the most effective
form of encoding semantics, making semantic similarity measurement between different text
descriptions almost unfeasible.
In recent years, the biomedical community made a substantial effort in representing the
semantics of biomedical entities by using common vocabularies, which vary from simple
terminologies to highly complex semantic models. These vocabularies are instantiated by
Knowledge Organization Systems (KOS) in the form of classification systems, thesauri, lex-
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ical databases, gazetteers, and taxonomies, and ontologies[7]. Perhaps the most well-known
KOS is the Gene Ontology, which has been extensively used to annotate gene-products with
terms describing their molecular functions, biological processes and cellular components,
and the source of most semantic similarity studies in bioinformatics. This manuscript will
denote a KOS used in a semantic similarity measure as its Semantic-Base (SB). Semantic
similarity measures become feasible when a biomedical community accepts a SB as a stand-
ard to represent the semantics of the entities in their domain. Semantic similarity is therefore
a measure of how close are the semantic representations of different biomedical entities in a
given SB. This means that the semantic similarity between two entities depends on their SB
representation and also on a similarity measure that calculates how close these representa-
tions are in the SB.
3.1.3 How?
We may think that given a SB, we should be able to find the optimal quantitative function
to implement semantic similarity. However, the notion of semantic similarity is dependent
on what are the objectives of the study. For example, a biologist and a physician may have
two different expectations about the semantic similarity between the biological roles of two
genes.
In bioinformatics, ontologies have been the standard SB for calculating semantic simil-
arity. The SB provides an unambiguous context on where semantic representations can be
interpreted. A semantic representation is sometimes referred as a set of annotations, i.e. a
link between the entity and an entry in the SB. Each entity can have multiple annotations.
This means that the similarity measure may be applied for multiple entries in the SB. There
are also different types of annotations. For example, an annotation can represent a finding
with experimental evidence, or just a prediction from a computational method. Semantic
similarity can explore the different types of annotations, for example to filter out annotations
in which we have lower confidence.
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A similarity measure is a quantitative function between entries in the SB, which explores
the relations between its entries to measure their closeness in meaning. An entry is normally
connected to the other entries by different types of relations represented in the SB. The
similarity measure calculates the degree of shared meaning between two entries, resulting in
a numerical value. For example, this can be performed by identifying a path between both
entries in the SB, and calculating the semantic gap encoded in that path. This means that
a semantic similarity measure can be defined by the SB and the quantitative measure used,
which will be formulated in the following sections.
3.2 Semantic Base
Definition 1 (Semantic-Base) A Semantic-Base is a tuple SB =< E,R >, such that E is
the set of entries, and R is the set of relations between the entries. Each relation is pair of
entities (e1, e2) with e1, e2 ∈ E.
When using biomedical ontologies, the entries represent the classes, terms or concepts.
This definition ignores the type of relations that may be present in the ontology, since se-
mantic similarity measures are normally restricted to subsumption relations (is-a). Never-
theless, a measure may use other type of relation, or even use different types of relations. The
interpretation of its results should take this into consideration. One of the reasons why sub-
sumption relations are used is because they are transitive, i.e. if (e1, e2) ∈ R and (e2, e3) ∈ R
then we can implicitly assume that (e1, e3) is also a valid relation. This enables us to define
the ancestors and descendants of a given entry.
Definition 2 (Ancestors) Given a SB represented by the tuple < E,R >, and T the transit-
ive closure ofR on the setE (i.e. the smallest relation onE that containsR and is transitive),
the Ancestors of a given entry e ∈ E are defined as Anc(e) = {a : (e, a) ∈ T}
Definition 3 (Descendants) Given a SB represented by the tuple < E,R >, and T the
57
3. SEMANTIC SIMILARITY DEFINITION
transitive closure of R on the set E, the Descendants of a given entry e ∈ E are defined as
Des(e) = {d : (d, e) ∈ T}
There are multiple successful semantic similarity measures being used in bioinformatics.
Many of them are inspired on the contrast model proposed by [8], in the sense that they bal-
ance the importance of common features versus the exclusives. Thus, a semantic similarity
measure can be categorized by how it defines the common features, and how it calculates the
importance of each feature. The first step in most measures is to find the common ancestors
in the SB to define the common features.
Definition 4 (Common Ancestors) Given a SB represented by the tuple < E,R >, the
Common Ancestors of two entries e1, e2 ∈ E is defined as CA(e1, e2) = Anc(e1)∩Anc(e2).
3.3 Information Content
This manuscript follows an information-theoretic perspective of semantic similarity [9].
To calculate the importance of each entry the measures identify the information content of
each entry. [10] defined the information content of an entry based on the notion of the entropy
of the random variable X known in information theory [11]. The intuition is to measure the
surprise evoked by having an entry e ∈ E in the semantic representation.
Definition 5 (Information Content) Given a SB represented by the tuple < E,R >, and a
probability function p : E →]0, 1], the information content of an entry e ∈ E is defined as
IC(e) = −log(p(e)).
The probability function should be defined in a way that bottom-level entries in the SB
become more informative than top-level entries, making the IC(e) correlated with the spe-
cificity of e in the SB.
The definition of the probability function p can follow two different approaches:
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Intrinsic: p is based only on the internal structure of the SB.
Extrinsic: p is based on the frequency of each entry in an external dataset.
Considering the graph represented in Figure3.1 as our SB, and assuming an intrinsic ap-






, p(precious) = 5
8
, and p(metal) = 8
8
. Thus, we have IC(metal) < IC(precious) <
IC(coinage) < IC(platinum) . . . < IC(copper). Note also that the addition of 1 to avoid
having a zero probability for the entries without descendants.
Definition 6 (Frequency) Given a SB represented by the tuple < E,R >, and an external
dataset D , and a predicate refer(d, e) that is true when a data element d ∈ D refers the
entry e ∈ E, then the frequency of a given entry in that dataset is defined as
FD(e) = |{d : refer(e1, d) ∧ d ∈ D ∧ e1 ∈ Desc(e) ∪ {e}}|
Note that when using subsumption relations, i.e. an occurrence of an entry, it is also an
implicit occurrence of all its ancestors.
Definition 7 (Extrinsic Probability) Given a SB represented by the tuple < E,R >, and a
frequency measure FD the extrinsic probability function of an entry e ∈ E is defined as
p(e) =
FD(e) + 1
max{FD(e1) : e1 ∈ E}+ 1
.
Note that top-level entries have high frequency values due the occurrences of their des-
cendants, so their IC is close to zero. Note again the addition of 1 this time in both parts of
the fraction to avoid having a zero probability.
Considering again the graph represented in Figure3.1 as our SB, and assume an external
dataset D containing exactly one occurrence of each entry, then we have all the bottom
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Figure 3.1: This graph represents an example of a classification of metals with multiple
inheritance, since gold and silver are considered both precious and coinage metals.
entries with FD equal to 29 , FD(coinage) =
5
9




Thus, we again have IC(metal) < IC(precious) < IC(coinage) < IC(platinum) . . . <
IC(copper). We will assume this IC instantiation for the remainder examples in this manu-
script.
3.4 Shared Ancestors
Not all ancestors are relevant when calculating semantic similarity since some of them
are already subsumed by others and do not represent any new information. So normally the
measures select only the most informative ones.
Definition 8 (Most Informative Common Ancestors) Given a SB represented by the tuple
< E,R >, and an IC measure, the Most Informative Common Ancestors of two entries
e1, e2 ∈ E is defined as
MICA(e1, e2) = {a : a ∈ CA(e1, e2) ∧ IC(a) = max{IC(a1) : a ∈ CA(e1, e2)}}
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Considering again the graph represented in Figure3.1 as our SB, and the extrinsic IC
defined above, then we haveMICA(platinum, copper) = {metal},MICA(silver, gold) =
{coinage}, and MICA(platinum, gold) = {precious}.
Sometimes the most informative common ancestors are not sufficient, since they may
neglect multiple inheritance relations. Thus, instead of MICA, the measures can use the
disjunctive common ancestors [12].
Definition 9 (Disjunctive Common Ancestors) Given a SB represented by the tuple< E,R >,
and an IC measure, and a function PD : E × E × E → N, that calculates the difference
between the number of paths from the two entries to one of their comon ancestors, the Dis-
junctive Common Ancestors of two entries e1, e2 ∈ E is defined as
DCA(e1, e2) = {a :
a ∈ CA(e1, e2) ∧
∀ax∈CA(e1,e2)PD(e1, e2, a) = PD(e1, e2, ax)
⇒ IC(a) > IC(ax)}
Considering again the graph represented in Figure3.1 as our SB, the extrinsic IC defined
above, then we haveDCA(silver, gold) = {coinage, precious}, andDCA(platinum, gold) =
{precious,metal}.
3.5 Shared Information
The importance of common features is defined by the shared IC present in the common
ancestors, normally its average.
Definition 10 (Shared Information Content) Given a SB represented by the tuple< E,R >,
and an IC measure, the Shared Information Content of two entries e1, e2 ∈ E is defined as
ICshared(e1, e2) = {IC(a) : a ∈ DCA(e1, e2)}.
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Note that DCA can be replaced by MICA, however since all ancestors in MICA have
the same IC value by definition only that IC value is used in practice.
Considering again the graph represented in Figure3.1 as our SB, the extrinsic IC defined
above, then when using MICA we have ICshared(platinum, gold) = −log(69). If we use




More recently, [13] proposed the usage of the disjointness axioms in semantic similarity
by defining the disjoint shared information content. The idea is that if we know that two
entries are disjoint, then we should decrease their amount of shared information.
Definition 11 (Disjoint Shared Information Content) Given a SB represented by the tuple
< E,R >, a set of axiomsA, and an ICshared measure, the Disjoint Shared Information Con-
tent of two entries, e1, e2 ∈ E is defined as ICdshared(e1, e2) = ICshared(e1, e2) − k(e1, e2)
with k : E × E → N satisfying the following conditions: i) k(e1, e2) > 0 if e1 and e2 are
disjoint according to A; ii) k(e1, e2) = 0 if otherwise.
3.6 Similarity Measure
Definition 12 (Semantic Similarity Measure) Given a SB represented by the tuple< E,R >,
a Semantic Similarity Measure is a quantitative function SSM : E × E → R.
Note that a semantic similarity measure is not expected to be instantiated by the inverse
of a metric or distance function, but the following conditions are normally satisfied:
non-negativity: SSM(e1, e2) ≥ 0 with e1, e2 ∈ E;
symmetry: SSM(e1, e2) = SSM(e2, e1) with e1, e2 ∈ E.
Many measures are also normalized, i.e. SSM(e1, e2) ∈ [0..1] with e1, e2 ∈ E; and
SSM(e, e) = 1 with e ∈ E.
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The seminal work based on Resnik’s measure [10] was one of the first measures to be
successfully applied to a biomedical ontology, namely the Gene Ontology. [14]. The measure
was defined as:
SSMresnik(e1, e2) = ICshared(e1, e2)




where the denominator represents the exclusive features.
Note that both measures are independent of using MICA or DCA as the common fea-
tures.
Considering again the graph represented in Figure3.1 as our SB, the extrinsic IC defined









Until now we only defined SSM in terms of entries, but a biomedical entity may not be
directly represented in the SB, but instead linked to the SB through annotations. For example
in the case of proteins, they are not represented as entries of the Gene Ontology but through
annotations. In opposition, chemical compounds are represented as entries of the ontology
Chemical Entities of Biological Interest (ChEBI).
Definition 13 (Annotation) Given a SB represented by the tuple < E,R > and a set of
biomedical entities B, a predicate annotates(b, e) that is true when the entity b ∈ B is
annotated with the entry e ∈ E, then the annotation set of a biomedical entity (or concept)
b ∈ B is defined as
AS(b) = {e : e ∈ E ∧ annotates(b, e)}
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This definition ignores the type of annotation, e.g. with experimental or computational
evidence, since the similarity measure calculation is usually independent of this information.
It is up to the user to decide which type of annotations to include.
To compare biomedical entities we need to extend the SSM definition so it applies to
the two sets of entries of each entity, instead of a single entry for each entity. For readability
we will use the same function name SSM , to represent different functions according to the
input domain, i.e. two entries or two sets of entries.
There are multiple successful instantiations of entity semantic similarity measures, and
most of them use two aggregate functions (e.g. average, maximum) on the results from
comparing each pair of entries annotated to each entry.
Definition 14 (Aggregate Measure) Given a SB represented by the tuple< E,R >, a set of
biomedical entities B, two aggregate functions f and g, and two biomedical entities b1, b2 ∈
B the Aggregate Similarity Measure is defined as
SSMaggregate(AS(b1), AS(b2)) = f({g({SSM(e1, e2) : e1 ∈ AS(b1)}) : e2 ∈ AS(b2)})
Considering again the graph represented in Figure3.1 as our SB, f as the average func-
tion, g as the maximum function, two entities containing metals B = {α, β}, and their
respective annotation set AS(α) = {platinum, palladium} AS(β) = {copper, gold}, then
we have
SSMaggregate({platinum, palladium}, {copper, gold}) = avg{
max{SSM(platinum, copper), SSM(platinum, gold)},
max{SSM(palladium, copper), SSM(palladium, gold)}}




Definition 15 (Jaccard Measure) Given a SB represented by the tuple < E,R >, a set of
biomedical entities B, an annotation set AT , and two biomedical entities b1, b2 ∈ B the
similarity measure is defined as
SSMjaccard(AS(b1), AS(b2)) =∑
{IC(e) : e ∈ {Anc(e1) : e1 ∈ AS(b1)} ∩ {Anc(e2) : e2 ∈ AS(b2)}}∑
{IC(e) : e ∈ {Anc(e1) : e1 ∈ AS(b1)} ∪ {Anc(e2) : e2 ∈ AS(b2)}}
Considering the example above of α and β when using Jaccard we will have
SSMjaccard({platinum, palladium}, {copper, gold}) =
IC(precious) + IC(metal)
IC(coinage) + IC(precious) + IC(metal)
3.7 Future Directions
This manuscript is focused on defining semantic similarity using a single KOS, however
a large amount of biomedical resources use multiple KOS describing a single domain from
different perspectives or even distinct domains. Calculating semantic similarity using mul-
tiple KOS as SB is a complex problem, and only a few works have addressed it [16]. Thus,
a future formulation of multiple domain semantic similarity is much required.
Another issue is about the incompleteness of KOS. They normally represent work in
progress, being updated as our knowledge of the domain becomes more sound and com-
prehensive. Keeping a KOS up-to-date is also a daunting task in terms of human effort,
especially in large KOS, so we should always expect to have a delay until new knowledge is
incorporated. This means that the common features identified in a KOS may be incomplete,
and the exclusives features may not even be exclusive in the future. If a biomedical entity
is not annotated with a specific feature, that does not mean that the entity does not have that
feature, it only means that we do not know if it has or not. Thus, a future formulation of
semantic similarity that takes in account the incompleteness of KOS is also much required.
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3.8 Closing Remarks
This manuscript presented a definition of semantic similarity following an information-
theoretic perspective that covers a large number of the measures currently being used in
bioinformatics. It defined the amount of information content two entries share in a SB, and
how it can be extended to compare biomedical entities represented outside the SB but linked
through a set of annotations.
The manuscript aims at providing a generic and inclusive formulation that can be help-
ful to understand the fundamentals of semantic similarity and at the same time be used as
a guideline to distinguish between different approaches. The formulation did not aim at
providing a one size fits all definition, i.e. trying to represent all measures being proposed.
The manuscript presented well-known measures in bioinformatics, Resnik, Lin and Jac-
card coefficient, according to the proposed definitions. It also presented their results when
applied to simple example of a classification of metals, which is used along the text to clarify
the definitions being presented. Finally, a software repository 1 is available to test and learn
more on how semantic similarity works in practice.
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MER: a Shell Script and Annotation
Server for Minimal Named Entity
Recognition and Linking
FRANCISCO M. COUTO AND ANDRE LAMURIAS
Abstract
Named-Entity Recognition aims at identifying the fragments of a given text that mention
a given entity of interest, that afterwards could be linked to a knowledge base where that
entity is described.
This manuscript presents our Minimal Named-Entity Recognition and Linking tool (MER),
designed with flexibility, autonomy and efficiency in mind. To annotate a given text, MER
only requires: i) a lexicon (text file) with the list of terms representing the entities of interest;
ii) optionally a tab-separated values file with a link for each term; iii) and a Unix shell. Al-
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ternatively, the user can provide an ontology from where MER will automatically generate
the lexicon and links files. The efficiency of MER derives from exploring the high perform-
ance and reliability of the text processing command-line tools grep and awk, and a novel
inverted recognition technique.
MER was deployed in a cloud infrastructure using multiple Virtual Machines to work
as an annotation server and participate in the Technical Interoperability and Performance
of annotation Servers (TIPS) task of BioCreative V.5. The results show that our solution
processed each document (text retrieval and annotation) in less than 3 seconds on average
without using any type of cache. MER was also compared to a state-of-the-art dictionary
lookup solution obtaining competitive results not only in computational performance but
also in precision and recall.
MER is publicly available in a GitHub repository (https://github.com/lasigeBioTM/
MER) and through a RESTful Web service (http://labs.fc.ul.pt/mer/).
4.1 Introduction
Text has been and continues to be for humans the traditional and natural mean of repres-
enting and sharing knowledge. However, the information encoded in free text is not easily
attainable by computer applications. Usually, the first step to untangle this information is to
perform Named-Entity Recognition (NER), a text mining task for identifying mentions of
entities in a given text [1, 2]. The second step is linking these mentions to the most appro-
priate entry in a knowledge base. This last step is usually referred to as the Named-Entity
Linking (NEL) task but is also referred to as entity disambiguation, resolution, mapping,
matching or even grounding [3].
State-of-the-art NER and NEL solutions are mostly based on machine learning tech-
niques, such as Conditional Random Fields and/or Deep Learning [4, 5, 6, 7, 8, 9, 10, 11,
12, 13]. These solutions usually require as input a training corpus, which consists of a set
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of texts and the entities mentioned on them, including their exact location (annotations), and
the entries in a knowledge base that represent these entities [14]. The training corpus is used
to generate a model, which will then be used to recognize and link entities in new texts.
Their effectiveness strongly depends on the availability of a large training corpus with an
accurate and comprehensive set of annotations, which is usually arduous to create, maintain
and extend. On the other hand, dictionary lookup solutions usually only require as input a
lexicon consisting in a list of terms within some domain [15, 16, 17, 18, 19, 20], for example,
a list of names of chemical compounds. The input text is then matched against the terms in
the lexicon mainly using string matching techniques. A comprehensive lexicon is normally
much easier to find or to create and update than a training corpus, however, dictionary lookup
solutions are generally less effective than machine learning solutions.
Searching, filtering and recognizing relevant information in the vast amount of literat-
ure being published is an almost daily task for researches working in Life and Health Sci-
ences [21]. Most of them use web tools, such as PubMed [22], but many times to perform
repetitive tasks that could be automatized. However, these repetitive tasks are sometimes
sporadic and highly specific, depending on the project the researcher is currently working
on. Therefore, in these cases, researchers are reluctant to spend resources creating a large
training corpus or learning how to adapt highly complex text mining systems. They are
not interested in getting the most accurate solution, just one good enough tool that they can
use, understand and adapt with minimal effort. Dictionary lookup solutions are normally
less complex than machine learning solutions, and a specialized lexicon is usually easier
to find than an appropriate training corpus. Moreover, dictionary lookup solutions are still
competitive when the problem is limited to a set of well-known entities. For these reasons,
dictionary lookup solutions are usually the appropriate option when good enough is what the
user requires.
This manuscript proposes a novel dictionary lookup solution, dubbed as Minimal named-
Entity Recognizer (MER), which was designed with flexibility, autonomy, and efficiency in
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mind. MER only requires as input a lexicon in the form of a text file, in which each line
contains a term representing a named-entity to recognize. If the user also wants to perform
entity linking, a text file containing the terms and their respective Unique Resource Identifiers
(URIs) can also be given as input. Therefore, adding a new lexicon to MER could not be
easier than this. MER also accepts as input an ontology in Web Ontology Language (OWL)
format, which it converts to a lexicon.
MER is not only minimal in terms of the input but also in its implementation, which was
reduced to a minimal set of components and software dependencies. MER is then composed
of just two components, one to process the lexicon (offline) and another to produce the
annotations (on-the-fly). Both were implemented as a Unix shell script [23], mainly for two
reasons: i) efficiency, due to its direct access to high-performance text and file processing
tools, such as grep and awk, and a novel inverted recognition technique; and ii) portability,
since terminal applications that execute Unix shell scripts are nowadays available in most
computers using Linux, macOS or Windows operating systems. MER was tested using the
Bourne-Again shell (bash) [24] since it is the most widely available. However, we expect
MER to work in other Unix shells with minimal or even without any modifications.
We deployed MER in a cloud infrastructure to work as an annotation server and parti-
cipate in the Technical Interoperability and Performance of annotation Servers (TIPS) task
of BioCreative V.5 [25]. This participation allowed us to assess the flexibility, autonomy,
and efficiency of MER in a realistic scenario. Our annotation server responded to the max-
imum number of requests (319k documents) and generated the second highest number of
total predictions (7130k annotations), with an average of 2.9 seconds per request.
To analyze the statistical accuracy of MER’s results we compared it against a popular
dictionary lookup solution, the Bioportal annotator [26], using a Human Phenotype Ontology
(HPO) gold-standard corpus [27]. MER obtained the highest precision in both NER and
NEL tasks, the highest recall in NER, and a lower processing time. We also compared
MER to Aho-corasick [28], a well-known string search algorithm, where it obtained a lower
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processing time and better evaluation scores on the same corpus.
MER is publicly available in a GitHub repository [29], along with the code used to run
the comparisons to other systems. The repository contains a small tutorial to help the user
start using the program and test it. The remainder of this article will detail the components
of MER, and how it was incorporated in the annotation server. We end by analyzing and
discussing the evaluation results and present future directions.
4.2 MER
4.2.1 Input
Before being able to annotate any text, MER requires as input a lexicon containing the
list of terms to match. The user can provide the lexicon as text file (.txt) where each line
represents a term to be recognized. Additionally, to perform NEL a tab-separated values file
(.tsv) is required. This links file have to contain two data elements per line: the term and
the link. Alternatively, the user can provide an ontology (.owl) and MER will automatically
parse it to create the lexicon and links files. So if, for example, we want to recognize terms
that are present in ChEBI [30], the user can provide the whole ontology (chebi.owl) or just
collect the relevant labels and store them in a text file, one label per line. Figure 4.1 presents
an example where four ChEBI compounds are represented by a list of terms based on their
ChEBI’s name.
If the user provides an ontology, MER starts by retrieving all the values of the tags
rdfs:label, oboInOwl:hasRelatedSynonym and oboInOwl:hasExactSynonym inside each top-
level owl:Class. The values are then stored in two files: a regular lexicon with a label (term)
per line; and a tab-separated values file with a pair term and respective identifier (URI) per
line. The links file is then sorted and will be used by MER to perform NEL. Figures 4.2, 4.3
and 4.4 show a snippet of the links files generated for ChEBI ontology [31], HPO [32, 33],
and Human Disease Ontology (DOID) [34, 35], respectively.
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α−m a l t o s e
n i c o t i n i c a c i d
n i c o t i n i c a c i d D−r i b o n u c l e o t i d e
n i c o t i n i c ac id−a d e n i n e d i n u c l e o t i d e p h o s p h a t e
Figure 4.1: Example of the contents of a lexicon file representing four compounds.
z y g a d e n i n e h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 10130
z y m o s t e r o l h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 18252
z y m o s t e r o l e s t e r h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 52322
z y m o s t e r o l i n t e r m e d i a t e 1 a h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 52388
z y m o s t e r o l i n t e r m e d i a t e 1b h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 52615
Figure 4.2: A snippet of the contents of the links file generated with ChEBI
ye l l ow n a i l s h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / HP 0011367
ye l l ow no du le h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / HP 0025554
ye l l ow p a p u l e h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / HP 0025507
ye l l ow s k i n h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / HP 0000952
ye l l ow s k i n p l a q u e h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / HP 0031360
Figure 4.3: A snippet of the contents of the links file generated with the Human Phenotype
Ontology
z e b r a f i s h a l l e r g y h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 0060517
z e l l w e g e r syndrome h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 905
z i k a f e v e r h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 0060478
z i k a v i r u s c o n g e n i t a l syndrome h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 0080180
z i k a v i r u s d i s e a s e h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 0060478
Figure 4.4: A snippet of the contents of the links file generated with the Disease Ontology
The links file can also be created manually for a specific lexicon not generated from an
ontology. Figure 4.5 presents the links file created for the lexicon file of Figure 4.1.
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α−m a l t o s e
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 18167
n i c o t i n i c a c i d
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 15940
n i c o t i n i c a c i d d−r i b o n u c l e o t i d e
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 15763
n i c o t i n i c ac id−a d e n i n e d i n u c l e o t i d e p h o s p h a t e
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 76072
Figure 4.5: Example of the contents of the links file representing compounds CHEBI:18167,
CHEBI:15940, CHEBI:15763 and CHEBI:76072.
== one−word ( . . . word1 . t x t ) =====================
α . m a l t o s e
== two−word ( . . . word2 . t x t ) =====================
n i c o t i n i c a c i d
== more−words ( . . . words . t x t ) ===================
n i c o t i n i c a c i d d . r i b o n u c l e o t i d e
n i c o t i n i c a c i d . a d e n i n e d i n u c l e o t i d e p h o s p h a t e
== f i r s t −two−words ( . . . words2 . t x t ) ============
n i c o t i n i c a c i d
n i c o t i n i c a c i d . a d e n i n e
Figure 4.6: Each block represents the content of each of the four files created after pre-
processing the input file shown in Figure 4.1.
4.2.2 Inverted Recognition
To recognize the terms, a standard solution would be to apply grep directly to the input
text. However, the execution time is proportional to the size of the lexicon, since each term
of the lexicon will correspond to an independent pattern to match. To optimize the execution
time, we developed the inverted recognition technique. The inverted recognition uses the
words in the processed input text as patterns to be matched against the lexicon file. Since the
number of words in the input text is much smaller than the number of terms in the lexicon,
grep has much fewer patterns to match. For example, finding the pattern nicotinic acid in
the two-word chemical lexicon created for TIPS is more than 100 times faster than using the
75
4. MER: A SHELL SCRIPT AND ANNOTATION SERVER FOR MINIMAL
NAMED ENTITY RECOGNITION AND LINKING
standard solution.
To perform the inverted recognition technique, MER splits the lexicon into three files
containing the terms composed by one (one-word), two (two-word) and three or more words
(more-words). The second step creates a fourth file containing the first two words (first-
two-words) of all the terms in the more-words file. During the above steps, MER makes the
following minor modifications to the terms: convert all text to lowercase; contiguous white
spaces are replaced by one white space; full stops are removed; leading and trailing white
spaces are removed; and all special characters are replaced by a full stop. Since some spe-
cial characters may cause matching problems, MER assumes that all the special characters
(characters that are not alphanumeric or a whitespace, for example, hyphens) can be matched
by any other character, so these characters are replaced by a full stop, like in regular expres-
sions. Figure 4.6 presents the contents of each of the four files created using the terms shown
in Figure 4.1. Note that the word acid-adenine was replaced by acid.adenine, and the last
file presents the first two words of each entry in the third file. Note also that all the above
steps are performed offline and only once per lexicon.
The on-the-fly module of MER starts when the user provides a new input text to be annot-
ated with a lexicon already pre-processed. The goal is to identify which terms of the lexicon
are mentioned in the text. The first step of MER is to apply the same minor modifications
to the input text as described above, but also remove stop-words, and words with less than
3 characters. This will result in a processed input text derived from the original one. Note
that MER only recognizes direct matches, if lexical variations of the terms are needed, then
they have to be added in the lexicon, for example by using a stemming algorithm. MER will
then create two alternation patterns: i) one-word pattern, with all the words in the input text;
and ii) two-word pattern, with all the consecutive pairs of words in the input text. Figure 4.7
shows an example of these two patterns.
Next, MER creates three background jobs to match the terms composed of: i) one word,
ii) two words, and iii) three or more words. The one-word job uses the one-word pattern
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α−m a l t o s e and n i c o t i n i c a c i d was found , b u t n o t
n i c o t i n i c a c i d D−r i b o n u c l e o t i d e
α . m a l t o s e | n i c o t i n i c | a c i d | found | n i c o t i n i c | a c i d | d . r i b o n u c l e o t i d e
α . m a l t o s e n i c o t i n i c | a c i d found | n i c o t i n i c a c i d
| n i c o t i n i c a c i d | found n i c o t i n i c | a c i d d . r i b o n u c l e o t i d e
Figure 4.7: Example of a given sentence to be annotated (first line), and its one-word and
two-word patterns created by MER.
0 9 α−m a l t o s e
14 28 n i c o t i n i c a c i d
48 62 n i c o t i n i c a c i d
48 79 n i c o t i n i c a c i d D−r i b o n u c l e o t i d e
Figure 4.8: Output example of MER for the sentence in Figure 4.7 and the lexicon in Fig-
ure 4.1 without any links file
0 9 α−m a l t o s e
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 18167
14 28 n i c o t i n i c a c i d
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 15940
48 62 n i c o t i n i c a c i d
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 15940
48 79 n i c o t i n i c a c i d D−r i b o n u c l e o t i d e h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / CHEBI 15763
Figure 4.9: Output example of MER for the sentence in Figure 4.7, the lexicon in Figure 4.1,
and the links file of Figure 4.5
to find matching terms in the one-word file. Similarly, for the two-word job, that uses the
two-word pattern and file. The last job uses the two-word pattern to find matches in the
two-first-word file, and the resulting matches are then used as a pattern to find terms in the
more-words file. The last job is less efficient since it executes grep twice, however, the
resulting list of matches with the two-first-word file is usually small, so the second execution
is negligible. In the end, each job will create a list of matching terms that are mentioned in
the input text.
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acne
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 6543
as thma
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 2841
b r o n c h i t i s
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 6132
c h r o n i c o b s t r u c t i v e pulmonary d i s e a s e
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 3083
COPD
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 3083
d i s e a s e
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 4
g a s t r o e n t e r i t i s
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 2326
i m p e t i g o
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 8504
o t i t i s media
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 10754
u r i n a r y t r a c t i n f e c t i o n
h t t p : / / p u r l . o b o l i b r a r y . o rg / obo / DOID 13148
Figure 4.10: Output example of MER for the abstracts with PubMed identifiers: 29490421
and 29490060, and the Human Disease Ontology
Since the processed input text cannot be used to find the exact position of the term, MER
uses the list of matching terms to find their exact position in the original input text. MER
uses awk to find the multiple instances of each term in the original input text. The awk tool
has the advantage of working well with UTF-8 characters that use more than one byte, in
opposition to grep that just counts the bytes to find the position of a match. MER provides
partial overlaps, i.e. a shorter term may occur at the same position as a longer one, but not
full overlapping matches (same term in the same position). We also developed a test suite to
refactor the algorithm with more confidence that nothing is being done incorrectly. The test
suite is available in the GitHub repository branch dedicated to development [36].
Figure 4.8 shows the output of MER when using as input text the sentence in Figure 4.7,
and the lexicon of Figure 4.1. Note that nicotinic acid appears twice at position 14 and 65,




If the links file is provided, then MER will try to find the recognized term in that file.
This step is basically a grep at the beginning of each line in the file, and only returns the
first exact match of each term. Figure 4.9 shows the output of MER when using the links file
of Figure 4.5 that was missing in Figure 4.8. Figure 4.10 shows the output of MER for two
abstracts using the Human Disease Ontology. Note that this functionality was implemented
after our TIPS participation [37].
4.3 Annotation Server
TIPS is a novel task in BioCreative aiming at the evaluation of the performance of NER
web servers, based on reliability and performance metrics. The entities to be recognized in
TIPS were not restricted to a particular domain.
The web servers had to respond to single document annotation requests. The servers had
to be able to retrieve the text from documents in the patent server, the abstract server and
PubMed, without using any kind of cache for the text or for the annotations. The annotations
had to be provided in, at least, one of the following formats: BeCalm JSON, BeCalm TSV,
BioC XML or BioC JSON.
4.3.1 Lexicons
The first step to participate in TIPS was to select the data sources from which we could
collect terms related with the following accepted categories: Cell line and cell type: Cel-
losaurus [38]; Chemical: HMDB [39], ChEBI [31] and ChEMBL [40]; Disease: Human
Disease Ontology [34]; miRNA: miRBase [41]; Protein: Protein Ontology [42]; Subcellular
structure: cellular component aspect of Gene Ontology [43]; Tissue and organ: tissue and
organ subsets of UBERON [44].
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# t e r m s # words # c h a r # f i l e n a m e
116616 137702 1027369 CELL LINE AND CELL TYPE . t x t
332167 446423 10397574 CHEMICAL . t x t
26216 92688 808366 DISEASE . t x t
73954 73954 991012 MIRNA. t x t
597867 1372326 11863642 PROTEIN . t x t
8146 26117 228167 SUBCELLULAR STRUCTURE . t x t
5238 16283 126024 TISSUE AND ORGAN. t x t
1160204 2165493 25442154 t o t a l
Figure 4.11: Number of terms, words, and characters in the lexicons used in TIPS, obtained
by using the following shell command: wc -lmw *.txt.
A post-extraction processing was applied to these data files, which consisted in lower-
casing all terms, deleting leading and trailing white spaces and removing repeated terms.
Since repeated annotations of different types were not allowed, we created another lexicon
containing terms that appeared on more than one of the other lexicons. The terms matched to
this lexicon were categorized as Unknown, as suggested by the organization. The software
to extract the list of terms from the above data sources can be found in the GitHub repository
branch dedicated to TIPS [36].
Figure 4.11 shows the number of terms, number of words, and number of characters of
each lexicon created. Our Annotation Server was then able to recognize more than 1M terms
composed of more than 2M words and more than 25M characters. All lexicons are available
for reuse as a zip file in the TIPS branch of our repository [36].
4.3.2 Input and Output
We adapted MER to provide the annotations in the BeCalm TSV format. Thus, besides
the input text and the lexicon, MER had also to receive the document identifier and the
section as input. In Figure 4.12, the document identifier is 1 and section is A. The score
column is calculated by 1 − 1/ ln(nc), where nc represents the number of characters of the
recognized term. This assumes that longer terms are less ambiguous, and in that case, the
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1 A 0 9 0 .54488 α−m a l t o s e l e x i c o n 1
1 A 14 28 0 .621077 n i c o t i n i c a c i d l e x i c o n 1
1 A 48 62 0 .621077 n i c o t i n i c a c i d l e x i c o n 1
1 A 48 79 0 .708793 n i c o t i n i c a c i d D−r i b o n u c l e o t i d e l e x i c o n 1
Figure 4.12: Output example of MER using BeCalm TSV format for the sentence in Fig-
ure 4.7 and the lexicon in Figure 4.1
match should have a higher confidence score. Note that MER only recognizes terms with
three or more characters, so the minimum score is 0.08976 and the score is always lower
than 1.
We used jq [45] a command-line JSON processor to parse the requests. The retrieval of
each document was implemented using the popular curl tool, and we developed a specific
parser for each data source to extract the text to be annotated. The parsers are also available
at the TIPS branch [36].
4.3.3 Infrastructure
Our annotation server was deployed in a cloud infrastructure composed of three Virtual
Machines (VM). Each VM had 8GB of RAM and 4 Intel Core CPUs @ 1.7 GHz, using
CentOS Linux release 7.3.1611 as the operating system. We selected one VM (primary) to
process the requests, distribute the jobs, and execute MER. The other two VMs (second-
ary) just execute MER. We installed the NGINX HTTP server running CGI scripts given
its high performance when compared with other web servers [46]. We also used the Task
Spooler [47] tool to manage and distribute within the VMs the jobs to be processed.
The server is configured to receive the REST API requests defined in the BeCalm API
documentation. Each request is distributed to one of the three VMs according to the least-
connected method of NGINX. When a getAnnotations request is received, the server first
downloads the documents from the respective sources and then processes the title and ab-
stract of each document in the same VM. Two jobs are spawned in background, correspond-
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ing to the title and abstract. Each annotation server handles all the entity types mentioned
in Figure 4.11, spawning a separate job for each entity type. The name of the entity type is
added as another column to the output of Figure 4.8. These jobs can run in parallel since they
are independent from each other and the output of each job can be easily merged into a final
TSV output file. When a job finishes processing, a script checks if the other jobs associated
with the same requests have also finished processing. If that is the case, then the results of
every job are concatenated and sent back to BeCalm using the saveAnnotations method.
To test MER outside of the scope of the TIPS competition, we implemented a different
REST API which accepts as input raw text and the name of a lexicon. This way, the document
does not have to be retrieved from external sources, and we can evaluate the performance
of MER independently. This alternative API can be accessed, along with a simple user
interface [48] (Figure 4.13).
4.4 Results and Discussion
4.4.1 Computational Performance
Table 4.1: Official evaluation results of the TIPS task (time values are in seconds).
MER Best
# Requests 3.19E+05 3.19E+05
# Predictions 7.13E+06 2.74E+07
Mean time seek annotations (MTSA) 1.29E-01 s 1.37E-02 s
Mean time per document volume (MTDV) 2.38E-03 bytes/s 8.58E-04 bytes/s
Mean annotations per document (MAD) 2.25E+01 1.01E+02
Average response time (ART) 2.90E+00 s 1.07E+00 s
Mean time between failures (MTBF) 4.58E+06 s 4.58E+06 s
Mean time to repair (MTTR) 0.00E+00 s 0.00E+00 s
Table 4.1 shows the official TIPS evaluation data of our system [49]. These results refer
to the whole period of the competition, from February, 5th 2017 to March, 30th 2017. The
evaluation process and metrics used are described in the workshop article [25]. Each request
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Figure 4.13: Screenshot of the MER web graphical user interface.
consisted of one document that the server had to retrieve either from PubMed or a repository
hosted by the organization. Our server was able to handle all 319k requests received during
the evaluation period, generating a total of 7.13M annotations (second best) with an average
of 22.5 predictions per document (MAD) (third best). In average, each prediction has been
generated in 0.129 s (MTSA). Our average processing time value (ART) was 2.9 s, and
the processing time per document volume (MTDV) was 0.00238 bytes/s. The Mean time
between failures (MTBF) and Mean time to repair (MTTR) metrics were associated with the
reliability of server, and our team obtained the maximum scores on those metrics.
MER was able to efficiently process the documents by taking less than 3 seconds on
average without using any type of cache. We note that all documents, irrespectively of
the source, were annotated using all the entity types presented in the previous Lexicons
section. Furthermore, the time to process each document is affected by external sources used
to retrieve the document text. If the text is provided with the request, then the processing
time should be considerably shorter. Another factor is the latency between our server and the
TIPS server. As we were not able to measure this latency, it is difficult to measure the impact
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on the response times, and it was not taken into consideration for the evaluation metrics.
We compared the time necessary to process the same sentence on the same hardware
using MER and a more complex machine learning system, IBEnt [10], using the sentence of
Figure 4.7. While IBEnt took 8.25 seconds to process the sentence, MER took only 0.098
seconds. Although IBEnt is optimized for batch processing, therefore reducing the time per
document as the number of documents increases, MER is still 84 times faster than IBEnt
in this experiment. Thus, besides being easy to install and configure, MER is also a highly
efficient and scalable NER and NEL tool.
Part of the optimization of MER is due to 4 files that are generated during a pre-processing
step. This files are generated from the lexicon file, which contains one entity per line. For
NEL, there is another step necessary, which is to convert an owl file to a lexicon. This pro-
cess took around 15 minutes for each ontology. However, processing a lexicon file is quite
faster, taking 0.746 seconds for the HPO and 3.671 seconds for the ChEBI ontology.
4.4.2 Precision and Recall
Table 4.2: Comparison between MER and BioPortal on the HPO gold-standard corpus.
NER NER+NEL
P R F P R F ART MTSA
BioPortal 0.6862 0.4463 0.5408 0.6118 0.3979 0.4822 1.15E+00 s 1.45E-01 s
MER 0.7184 0.4514 0.5544 0.6155 0.3868 0.4751 7.32E-01 s 9.59E-02 s
We compared the performance of MER with the BioPortal annotator, which is a popular
dictionary lookup NER solution. To perform this comparison, we adapted our server to dir-
ectly receive as input free text, instead of requiring another request to retrieve the documents.
We used the HPO corpus to compare the two tools. This corpus is composed by 228 scientific
abstracts annotated with human phenotypes, associated with the HPO. We used an updated
version of this corpus, which aimed at improving the consistency of the annotations [50].
A total of 2773 textual named entities were annotated in this corpus, corresponding to 2170
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unique entity mentions. We compared the quality of the results produced by each tool using
the standard precision, recall and F1-score measures, as well as the time necessary to process
each document on average (ART) and time per annotation (MTSA).
Table 4.2 shows the results of this comparison, where NER refers to matching the off-
sets of the automatic annotations with the gold standard, and NEL refers to matching the
URI annotated automatically with the gold standard. As expected, combining both tasks
(NER+NEL) results in lower scores than performing only NER. Using MER, the F1-score
obtained was 0.5544, while BioPortal obtained an F1-score of 0.5408 on the NER task. Con-
sidering the NEL task too, BioPortal obtained a better F1-score than MER, indicating that
some entities were linked to incorrect URIs. Bioportal annotator employs a semantic ex-
pansion technique that could lead to more accurate URI, using the relations defined in the
ontology [51].
However, MER obtained lower response times than BioPortal, in terms of time per doc-
ument and per annotation. To account for the difference in latency between the two servers,
we used the ping tool to calculate the round-trip time of each server, averaged over 10
packets. MER obtained a round-trip time of 6.72E-03 s while BioPortal obtained 1.86E-01
s, representing a difference of 1.79E-01 s. This means that MER had a better connection to
the machine we used to run the experiments, but this had minimal impact when comparing
to a difference of 4.18E-01 s in both response times (ART).
We also compared MER with a well-known string search algorithm, Aho-corasick [28],
on the HPO corpus. In this case, we did not attempt to match entities to ontology concepts
as this would require additional enhancements to the algorithm. We used the same vocab-
ulary with both methods, as well as the same documents, and, unlike the comparison to
BioPortal, run a local installation of MER. We used the Makefast tool [52], which imple-
ments the Aho-corasick algorithm. MER obtained higher precision, recall and F1-score, as
well as a lower processing time per document and per annotation (Table 4.3). MER obtained
better evaluation scores since it was developed specifically for NER, while Aho-corasick is
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a generic string search algorithm. The processing time was also shorter, possibly due to the
pre-processing that is done by MER to the lexicon file. This pre-processing is quick (3.671 s
for the HPO ontology) and only has to be done once.
Table 4.3: Comparison between MER and Aho-corasick on the HPO gold-standard corpus.
NER
P R F ART MTSA
Aho-corasick 0.2282 0.2665 0.2459 0.8596 0.0786
MER 0.7184 0.4514 0.5544 0.5088 0.0667
4.5 Conclusions
We presented MER, a minimal named entity recognition and linking tool that was de-
veloped with the concepts of flexibility, autonomy, and efficiency in mind. MER is flexible
since it can be extended with any lexicon composed of a simple list of terms and its iden-
tifiers (if available). MER is autonomous since it only requires a Unix shell with awk and
grep command-line tools, which are nowadays available in all mainstream operating sys-
tems. MER is efficient since it takes advantage of the high-performance capacity of grep
as a file pattern matcher, and by proposing a novel inverted recognition technique.
MER was integrated in an annotation server deployed in a cloud infrastructure for parti-
cipating in the TIPS task of BioCreative V.5. Our server was fully developed in-house with
minimal software dependencies and is open-source. Without using any kind of cache, our
server was able to process each document in less than 3 seconds on average. Performance
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[49] Martin Pérez-Pérez et al. ‘Next generation community assessment of biomedical en-
tity recognition web servers: metrics, performance, interoperability aspects of Be-
Calm’. In: Journal of Cheminformatics (2018).
[50] M. Lobo, A. Lamurias and F. Couto. ‘Identifying Human Phenotype Terms by Com-
bining Machine Learning and Validation Rules’. In: BioMed Research International
2017 (2017). ISSN: 2314-6133. DOI: https://doi.org/10.1155/2017/
8565739.
[51] Nigam H Shah et al. ‘Comparison of concept recognizers for building the Open Bio-
medical Annotator’. In: BMC bioinformatics. Vol. 10. 9. BioMed Central. 2009, S14.





PPR-SSM: Personalized PageRank using
Semantic Similarity Measures for Entity
Linking
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Abstract
Entity linking is a text mining task that aims at linking entities mentioned in documents
to concepts in a knowledge base. Existing approaches focus on the local similarity of each
entity and the global coherence of all entities, but do not take into account the semantics of
the domain. In this manuscript, we propose a method to link entities found in documents to
concepts from domain-specific ontologies. Our method is based on Personalized PageRank
(PPR), using the relations of the ontology to generate a graph of candidate concepts for
the entities of the text. We demonstrate how the knowledge encoded in a domain-specific
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ontology can be used to calculate the coherence of a set of candidate concepts. We show
how this method can be used to effectively link named entities to biomedical ontologies,
outperforming a string matching method and other PPR-based methods.
5.1 Introduction
Entity linking matches each entity mention in a document to an entry of a knowledge
base (KB) that unequivocally represents that concept [1, 2]. This task is a fundamental
component of information extraction systems, in order to integrate the information described
in the literature across multiple documents [3]. While several biomedical Named Entity
Recognition (NER) approaches have been developed to recognize, for example, genes, drugs
and diseases entities in documents [4, 5], fewer approaches exist to link these entities to a
KB, given its complexity.
In biomedicine, ontologies are commonly used to organize knowledge about a specific
domain, providing a formal representation of concepts and their relations according to the
domain. As such, they can be used as reference KBs for text mining tasks such as entity
linking [6, 7]. For example, an ontology enables us to calculate the semantic similarity
between two concepts and compare which concepts have more in common. Therefore, this
source of information can be incorporated into entity linking approaches to improve their
performance.
Entity linking is a challenging task for biomedical literature when compared to other
domains. For example, while there is no exact match for “iron chloride” in ChEBI, a database
of chemical entities with biological interest [8], there are 157 abstracts on PubMed that match
that exact string at the time we were writing this manuscript. These cases are problematic to
automatic approaches because the entity string itself is ambiguous, requiring more advanced
approaches to resolve this ambiguity. According to the Human Phenotype Ontology (HPO),
dyschromatopsia and color-blindness refer to the same phenotype. Therefore a search for
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one of those names should retrieve documents that also mention the other one. Another
example, a protein may be mentioned by its full name or by an acronym; in this case, the
normalization process should assign the same identifier to both occurrences. To properly
perform biomedical entity linking, it is necessary to account for these issues, as well as with
the constant flow of newly published information.
PageRank is a graph-based algorithm initially developed to rank web pages for search
results [9]. An adaptation of this algorithm, Personalized PageRank (PPR) [10], has been
successfully applied to Word Sense Disambiguation [11] and Named Entity Disambiguation
[12]. The PPR algorithm, which we make use of in this work, is based on random walks
along the graph, with a given probability of jumping to a specific source node.
Our main contribution is a novel domain-specific ontology-based entity linking method
for documents annotated with named entities that can be applied to various domains. Our
method uses the PPR algorithm on a graph obtained from the relations established in the
ontology, exploring the semantic similarity between the candidate matches of each entity
to maximize the global coherence. We applied this method to two gold standards: i) one
annotated with chemical entities and ii) another annotated with human phenotypes. We used
the ChEBI and HPO ontologies as a reference in the chemical and phenotype gold standards,
respectively. This method outperformed string matching and other PPR approaches. We also
studied the effect of different semantic similarity measures in the results. We provide the
code used in the experiments as well as the results on two gold standards1.
The rest of the paper is organized as follows: a survey of related works is summarized
in Section 5.2; the details of the proposed model are described in Section 5.3; Section 5.4
presents the experimental results and error analysis; Section 5.5 concludes the study.
1Link provided upon acceptance.
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5.2 Related work
Previous studies follow mainly two types of approaches: local similarity approaches,
where the similarity between the entity text and candidate match is explored, and global
approaches, which attempt at selecting the set of candidate matches that best represents the
entities of a document [13, 14]. One of the most commonly used KBs for entity linking is the
Wikipedia, which contains information about a great variety of topics. For this reason, it can
be used to map entities of different domains to a KB. This variety of topics also increases the
difficulty of the task, since the same expression can have different meanings according to its
context. The disambiguation pages show the diverse meanings that an expression may have.
For example, “New York” can refer to the state, the city in the state of New York, cities in
other states, works of art, sports teams and ship names.
Bunesco et al. presented a method based on Support Vector Machines, using a diction-
ary generated from the Wikipedia to detect and link entities [15] . Other authors aimed at
maximizing the global coherence between the linked entities [13, 16, 17]. Pershina et al.
presented a graph-based method based on the Personalized PageRank (PPR) algorithm to
this task, incorporating both local and global coherence [18]. They assumed that the prob-
ability of each node is related to how likely it is to fit with the other highest scoring nodes.
More recently, Radhakrishnan et al. presented a method that improved entity similarity by
training embedding vectors on a densified KB [14]. Since the majority of entity linking gold
standards are based on the Wikipedia, these systems are designed to that specific KB, and
rarely focus on generalization to other KBs.
5.2.1 Graph-based approaches
Several graph-based approaches have been proposed for entity linking. [19] developed
a graph-based framework to rank the entries of a database according to their relevance to a
query. [20] proposed a method to rank the concepts and relations of an ontology according
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to their importance to the domain. Although this method is helpful to understand a domain
better using ontologies, the authors did not explore its utility for other text mining tasks. [21]
explored Markov networks for entity linking, applied to citation databases. These types of
approaches require training data, which is not always available, particularly in some biomed-
ical domains. Unlike other authors that explored graph-based methods for entity linking, we
propose a method that takes advantage of the semantic relations described in the ontology.
5.2.2 Biomedical entity linking
The Wikipedia as a KB for entity linking has two properties that are useful for this
task: redirect pages, which account for synonyms and lexical variations; and disambigu-
ation pages, which account for strings with multiple meanings. While biomedical ontologies
can incorporate synonyms, there is no equivalent to disambiguation pages. When such ambi-
guity arises, it is necessary to understand the context of the sentence to determine the correct
definition.
The gene normalization task of BioCreative consisted in determining the unique identifi-
ers of genes and proteins mentioned in scientific articles [22, 23]. The objective of this task,
as with the other BioCreative tasks, was to promote the development of new text mining
methods specifically for biomedical text. The organizers selected and manually annotated
articles with gene names, using Entrez Gene as reference. Three editions of this task were
organized, each edition increasing the difficulty, with the final edition requiring the full-text
annotation and being species non-specific. The gold standards developed for this task were
made available and can then be used to benchmark new methods. Tsuruoka et al. [24]
presented a method to develop heuristic rules for biomedical entity linking automatically.
Their method obtained better computational performance than string matching while requir-
ing minimal expert knowledge in the development of the rules.
A domain-specific ontology can be defined as a directed acyclic graph where each node
is a concept of the domain and the edges represent known relations between these con-
99
5. PPR-SSM: PERSONALIZED PAGERANK USING SEMANTIC SIMILARITY
MEASURES FOR ENTITY LINKING
cepts [25]. This definition is the traditional representation of existing biomedical ontologies,
which are nowadays a mainstream approach to formalize knowledge about entities, such as
genes, chemicals, phenotypes, and disorders. Biomedical ontologies are usually publicly
available and cover a large variety of topics of Life and Health Sciences. The success of
exploring a given biomedical ontology for performing a specific task can be easily extended
to other topics due to the standard structure of biomedical ontologies. For example, the same
measures of metadata quality have been successfully applied to resources annotated with
different biomedical ontologies [26]. Our method combines the advantages of PPR-based
methods that do not require training data, with domain knowledge from biomedical ontolo-




We now define the concepts necessary to understand the entity linking problem and our
proposed solution. We consider the problem setting where a corpus of documents is annot-
ated with entity mentions, and each entity mention has a set of KB candidate matches. The
objective of entity linking is to link each entity mention to an entry of a KB. We can define a
KB as a tuple < C,R >, where C is the set of concepts about a particular subject, and R the
set of relations between the concepts, where each relation is a pair of concepts (c1, c2) with
c1, c2 ∈ C2. We consider a candidate list CL(e) = {c1e, ..., cie} for each entity e ∈ E, where
E is the set of named entities mentioned in a document. We want to find the ce ∈ CL(e) that
best represents each e.
2We use typewriter to indicate a concept of a KB , italics to indicate relations between concepts, and quotes
to indicate entity mentions.
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For each document, we can construct a graph G consisting of the edges defined by:
G = {(e, ce)|e ∈ E, ce ∈ CL(e)}
where e corresponds to each named entity of a document and ce to each candidate match
of that entity. This graph is based only on the relations established in a document. Our




where score is a scoring function that evaluates how likely the candidate is to be the correct
choice for entity e.
5.3.2 Ontology-based Personalized PageRank
We assume that a measure of global coherence among the candidate concepts could be
used as a scoring function. This idea has been explored by other authors, who suggest
random walks methods such as Personalized PageRank (PPR) to rank the importance of
each node in a graph. Nodes with greater weight would be more relevant to the results. The
weights are determined by simulating random walks on the graph, with a certain probability
of jumping to a random node. The PPR algorithm is a variant of PageRank where the jump
is always made to the same node. Using the graph previously described, we apply the PPR
algorithm to calculate the weights of each node in relation to each other, which we use as a
coherence score.
Note that in our graph model, each node represents a candidate concept associated with
a named entity. Therefore, we consider only edges between nodes associated with different
entities, since only one element of each candidate list can be correct. Our approach to entity
linking explores the structure of the ontology to generate the graph. If a node is within
distance d of another node, we consider that they are linked. To calculate this distance, we
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do not take into consideration the directionality of the relations of the ontology. Therefore,
any two nodes of the same document can form an edge as long as there is a path with length
equal to or shorter than d between them, and they are associated with different entities.
Figure 5.1 shows an example of the graph generated by a set of named entities from an
abstract annotated with HPO concepts. To simplify the figure, we show only three entities
and the two highest scoring candidates of each entity. We considered d = 6 for this ex-
ample. Due to its spelling similarity, tremor is a candidate match to the entity “tumour”,
when in fact the correct match should be neoplasm. Note that neoplasm is a candid-
ate for that entity because HPO has tumour as a synonym of neoplasm. The candidate
tremor is linked only to one other candidate, while tumour is linked to candidates from
both entities. Hence, neoplasm is more likely to maximize the global coherence. Likewise,
Abnormality of the nervous system is linked only to one candidate, so it will
have a negative contribution to the global coherence. Both candidates of the entity “neur-
ofibromatosis” are linked to the same candidates. In these cases, we adopt a conservative
approach and pick the candidate with more descendants in the ontology, since it represents
a more generic concept. Therefore, neurofibromas would be the chosen candidate for
that entity.
The PPR algorithm is used to calculate the coherence of each node in relation to another
node, which can also be interpreted as the PageRank score. To accomplish this, we person-
alized the graph to each node, referred to as the source node. We estimate the coherence of
node n to source node s, given by PPR(s → n), corresponding to the weight of n when
personalizing to s. We multiply the PPR score by the normalized information content (IC)
value of the concept associated with node n, in order to account for the different degrees of
specificity of the concepts of an ontology. Therefore we calculate the coherence of node n
relative to node s as


























Figure 5.1: Example of the graph generated from abstract PMID2888021 using HPO.
We estimate IC of a node n as:
IC(n) = − log(p(n)) (5.2)
where p(n) is the probability of that node appearing on a corpus [27].







Semantic similarity measures (SSMs) estimate the similarity between concepts using the
relations defined by an ontology [28]. The semantic similarity between concepts can improve
the graph model previously described by adjusting the contribution of each node to another
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node. If two nodes share more semantics, they should have a greater contribution to each
other’s global coherence score.
SSMs are normally restricted to subsumption relations (is-a or subClassOf ), which are
transitive, meaning that if R is the set of relations between concepts, (c1, c2) ∈ R, and
(c2, c3) ∈ R, then (c1, c3) ∈ R. Therefore, the ancestors of c are given by
Anc(c) = {a : (c, a) ∈ T}
where T is the smallest relation set on C that contains R and is transitive.
Many SSMs explore the ancestors exclusive to each concept, as well as their common
ancestors. We can define the common ancestors CA between two concepts as
CA(c1, c2) = Anc(c1) ∩ Anc(c2)
Some SSMs use only the most informative common ancestors (MICA), which can be con-
sidered the most relevant to compare entities:
MICA(c1, c2) = {a : a ∈ CA(c1, c2) ∧ IC(a) = max{IC(a) : a ∈ CA(c1, c2)}} (5.4)
Alternatively, SSMs can consider multiple inheritance relations, which we refer to disjunct-
ive common ancestors (DCA):
DCA(c1, c2) = {a : a ∈ CA(c1, c2) ∧ ∀ax∈CA(c1,c2)PD(c1, c2, a) =
PD(c1, c2, ax)⇒ IC(a) > IC(ax)} (5.5)
where PD is a function that calculates the difference between the number of paths of c1 and
c2 to their common ancestors.
SSMs can use the IC of the concepts to estimate its similarity. Several measures have
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been proposed, one of the most commonly used being the measure proposed by Resnik [27]:
SSMResnik(c1, c2) = ICshared(c1, c2) (5.6)
where ICshared is the average of the information content of the MICA or DCA.
Another SSM was proposed by Lin et al. [29], which balances the IC of the common





Finally, Jiang and Conrath [30] proposed a measure of distance between concepts of an
ontology, given by
distjc(c1, c2) = IC(c1) + IC(c2) − 2 × ICshared(c1, c2) (5.8)
As an SSM should be inversely proportional to the distance (i.e. less distance, more similar),





, if dist > 0
1, otherwise
(5.9)
Each of the presented measures uses the IC of the common ancestors between the two
concepts. As such, they can use either MICA or DCA to calculate the ICshared factor. We
adapted the coherence score of node e according to source node s as:
coherencee = PPR(s→ e) · SSM(s, e) · IC(e) (5.10)
where SSM corresponds to one of the three SSM previously described.
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5.3.4 Models
We studied the effect of SSM as a factor on the scoring function, and how it affects the
accuracy of entity linking results. We first applied a baseline approach that consisted in
selecting the ontology concept label most similar to the textual entity mention. This was
implemented using the Levenshtein distance to obtain the label with the shortest distance to
the text. This approach compares only the lexical form of the label, ignoring any context and
semantics.
Then, we applied the PPR algorithm, using an approach similar to [18], but adapted to
biomedical ontologies, which we refer to as the PPR model. As shown in (5.1), we can adjust
the PPR score of each node with its IC. We refer to this model as PPR-IC. As previously
explained, our adaptation of this approach has a distance parameter, corresponding to the
maximum ontology distance between concepts. We studied the effect of this parameter on
the PPR algorithm, to find the best value to use for further experiments.
We can then further adjust the contribution of each node to another node in the graph
with the semantic similarity between them. As opposed to the model proposed by Pershina
et al., we use all the candidates associated with the other entity mentions and not just the
top scoring. This SSM factor will increase the weight of similar concepts, most likely to be
coherent with the source node, and reduce the contribution of concepts less related to the
source node. We refer to this model as PPR-SSM and study the effect of three SSMs on the
accuracy of entity linking, evaluated on two gold standards. Furthermore, we compare two
versions of each SSM: one using the IC of the MICA (5.4) and another using the DCA (5.5).
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5.4.1 Data
We evaluated our method on two gold standards, consisting of biomedical documents
manually annotated with ontology concepts. Table 5.1 presents a comparison between the
two gold standards. The ChEBI-patents corpus consists of 40 patent documents annotated
with chemical entities, using the ChEBI ontology as reference. This gold standard was de-
veloped by a team of curators from ChEBI and the European Patent Office. The documents
were selected to be representative of the universe of chemical patent documents. Whenever
possible, the curators added the ChEBI concept identifier to the entity annotations. Since
we were interested only in linking entity mentions to concept identifiers, we discarded entity
mentions that were not assigned an identifier. There were 8407 textual entity mentions an-
notated with ChEBI identifiers in this corpus, corresponding to 2081 unique entity mentions.
The ChEBI team provides an API that can be used to retrieve a list of concepts associated
with a text search, which we used to obtain the candidate list for each entity. Since the an-
notation process was performed in 2009, we also used the ChEBI API to update concept
identifiers that have changed since then automatically.
Table 5.1: Summary of the gold standards used for evaluation.
Gold standard ChEBI-patents HPO-GSC
Documents 40 228
Total entities 18061 2773
w/ ID 8407 2773
w/ candidates 6607 1890
Entities/doc 210.2 12.2
Additionally, we evaluated our method on a gold standard corpus of 228 scientific ab-
stracts annotated with human phenotypes, associated with the Human Phenotype Ontology
(HPO), which we refer to as HPO-GSC. We used an updated version of this corpus, which
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aimed at improving the consistency of the annotations [31]. A total of 2773 textual named
entities were annotated in this corpus, corresponding to 2170 unique entity mentions. We
found that phenotype entities were more varied regarding nomenclature due to the existence
of more synonyms for the same phenotype when compared to chemical entities. Comparing
with the ChEBI-patents corpus, we can see that this corpus has fewer entities per document
(ChEBI-patents: 210 entities/document; HPO-GSC: 12 entities/document). This ratio is
relevant for our method because it aims at maximizing the coherence between entities, and
documents with fewer entities are more prone to errors. We obtain a list of candidates for
each entity through fuzzy string matching with the labels and synonyms of the HPO.
While in some cases the label of the concept matches the textual mention, in other cases
there are some differences. Acronyms are common to both phenotypes and chemical en-
tities. The HPO-GSC gold standard contains some overlapping entities, which could be
mapped to different ontology concepts. While “neurofibromatosis” and “neurofibromas”
were mapped to different concept identifiers, the current version of HPO merged those two
concepts. As with the ChEBI-patents gold standard, we retrieved the most current identifier
of each concept annotated on each gold standard. Other challenges consist in dealing with
plurals (both the entity text and concept label can be plural or singular) and abbreviations
and acronyms (the ontology may have some of these synonyms but not all).
We used the April 2018 release of ChEBI and the March 2018 release of HPO. The ver-
sion of the ChEBI ontology that was used has about 54k manually verified chemical com-
pounds. This ontology are curated by experts and updated monthly, while various sources
are used to keep it as complete as possible, including user submissions. The HPO contains
about 13k phenotypes and is focused on medically relevant phenotypes, and associating those
phenotypes with diseases. This ontology is used various applications that deal with clinical
data. Both ontologies tackle specific and complex areas of knowledge that benefit greatly
from information retrieval methods.
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5.4.2 Evaluation setup
We evaluated each model on both datasets considering the entities that were manually
mapped to an ontology concept and for which the correct solution was in the set of can-
didates. Using the matching methods presented in the Methods section, we obtain a list
of candidates for each entity. Table 5.1 shows that on the datasets used, 6607 (78.59%) and
1890 (68.16%) entities of the ChEBI-patents and HPO-GSC had its solution in the respective
candidate list. We applied our PPR-SSM method for entity disambiguation to both datasets.
We found that the majority of concepts were not directly linked to each other in the
ontology, meaning that the graph of each document would not have enough edges to apply
PPR. For this reason, we studied the effect of considering the transitivity of subsumption
relations, with a maximum distance between 0 and 8. For example, if 5 is the maximum
distance, we would consider edges between concepts that have a path of 5 or fewer concepts
between them.
We use the scoring functions described in (5.3) and (5.10) to rank the candidate list of
each entity mention. In case of a tie, we pick the candidate with more subclasses. We
considered only candidates with a matching score higher than 0.7, which was determined
empirically to be the best threshold value. We then compared the predicted candidate with
the gold standard to calculate the accuracy score.
The PPR algorithm was computed using the Monte Carlo approach presented by Fogaras
and Racz [10]. We executed 2,000 iterations for each source node, performing five steps of
PPR, with a probability of jumping to source node equal to 0.2. These values were suggested
by Pershina et al. [18], which we kept since we saw no major improvements with a different
number of iterations, steps or jump probability.
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5.4.3 Experiments
Table 5.2 compares the accuracy of the proposed method with a string matching baseline
and two other versions of the PPR algorithm: the first consisting of the PPR-based approach
proposed by Pershina et al. adapted to biomedical ontologies and the second adding a weight
to the contribution of each node based on its IC (5.1). We performed a baseline evaluation,
which consisted in picking the top candidate with highest string matching similarity. We
can see that although string matching obtains decent results on both gold standards, the PPR
approach improves the accuracy on ChEBI-patents, while the PPR-IC approach improves
both gold standards when compared to the baseline. Adding semantic similarity as a factor
in the contribution of each candidate has a positive effect in both gold standards, obtaining a
higher accuracy than the other approaches.
Table 5.2: Accuracy of PPR-SSM compared with a baseline and PPR model, on the ChEBI-
patents and HPO-GSC gold standards.
Method ChEBI-patents HPO-GSC




We compared paths of length 0, where no nodes are linked, to length 8, meaning that if
there is a path shorter or equal to 8 between the concepts in the ontology, an edge is created
in the graph. A maximum distance of 1 means that two concepts would be linked only if
there was a direct relation between them. Since there is no difference between the accur-
acy of using maximum distance 0 and 1 on both gold standards, we can assume that direct
relations solely are not enough to estimate coherence with the PPR algorithm. Each gold
standard has a different optimal distance, with ChEBI-patents obtaining its best accuracy
with distance 3 and HPO-GSC with distance 6. According to our experiments, the concepts
linked by distances greater than those values do not contribute positively to the estimation
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of coherence within candidates. We used those distance values when comparing different
PPR-based approaches (Table 5.2) and SSMs (Table 5.3).
Table 5.3: Comparison of different semantic similarity measures for PPR-based entity link-
ing.










Comparing the results obtained with each SSM, we can see that different measures ob-
tain the best results on each dataset. While JC-DCA obtains the best accuracy on the ChEBI-
patents, Lin-MICA obtains the best accuracy on HPO-GSC. In both cases, the Resnik meas-
ure obtains lower scores than the PPR-IC model. The main difference between Resnik and
the other measures is that it does not take into account the individual IC of the two concepts.
On ChEBI-patents, none of the measures had a noticeable effect on the performance, and
in most cases, it decreases the accuracy. However, the PPR-IC model leads to considerable
improvement, so there would be fewer and more difficult cases for the PPR-SSM model to
resolve. As the effect of the PPR-IC model on HPO-GSC was not as high, both Lin and JC
measures improved the results.
5.4.4 Error analysis
We manually analyzed the errors of the PPR-SSM model on each gold standard, in order
to understand the limitations of our approach. On the ChEBI-patents corpus, some errors
were due to the same words being used to refer to a family of compounds and a type of
chemical compound. For example, “polyamine” can refer to CHEBI:51349 (polyamine
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macromolecule) and CHEBI:88061 (polyamine). Other errors were caused by the
lack of edges between candidates, which happened in some documents. In these cases, the
PPR algorithm cannot be applied, and the candidate with the highest number of descendants
is chosen, which is not always the correct choice and does not take into account the global
coherence. Another common error in linking chemical entities is with chemical compounds
that have different charges, for example, biliverdin and biliverdin(2-). These
two concepts are linked by is conjugate acid of and is conjugate base of relations. However,
they have a different set of is-a ancestors, having only organic molecular entity
and its respective ancestors in common. Context information from the text could help under-
stand the specific molecule that is being mentioned. Many entities of the gold standard were
not annotated with ChEBI identifiers (Table 5.1). These missing identifiers could improve
the results of our method on this gold standard since the graph of each document would be
more complete, and the global coherence score would take into account the complete set of
entities.
On the HPO-GSC corpus, some errors were due to concepts with similar meanings. For
example, “microretrognathia” and “micrognathia” are both facial deformations related to
the development of the fetal mandible, and their respective HPO concepts have the same
edges. Another common error was when dealing with child and parent concepts. For ex-
ample, HP:0009588 refers to Vestibular Schwannoma and HP:0009589 to Bilat-
eral vestibular Schwannoma and both appear in the candidate list for Bilat-
eral vestibular Schwannoma. The parent term, Vestibular Schwannoma,
obtained a higher score, resulting in an error. The parent term is closer to the top concepts,
and therefore it will have paths to more concepts. The HPO has several instances where
related concepts have similar labels, with a difference of just one word. Even though we try
to account for this issue by giving more weight to concepts with higher information content,
sometimes this weight is not enough and concepts that have more links are ranked higher




Entity linking is an essential task to information extraction systems so that the inform-
ation extracted can be linked to existing resources. However few approaches take advant-
age of the knowledge encoded in domain-specific ontologies. We proposed a method that
combined existing entity linking approaches based on PPR with information from ontolo-
gies to calculate a global coherence score. Using this score, we ranked candidate matches
to a named entity. Our method outperformed string matching and PPR-based methods in
two case-studies, obtaining an accuracy of 0.8039 on the ChEBI-patents gold standard and
0.6825 on HPO-GSC. These results show the potential of the proposed method to be adapted
to other domains. The code used to implement the method is publicly available.
The same performance may not occur in generic ontologies, such as DBpedia and YAGO,
because these do not contain as many details as domain ontologies. Furthermore, unlike the
ontologies used in this manuscript, the DBpedia ontology does not organize the entities, but
only the classes of entities. Thus, our method could be adapted to generic ontologies, but
the focus of our method is in domain-specific ontologies, which are rich in detail about a
particular subject.
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from Biomedical Literature using Distant
Supervision
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Abstract
Many biomedical relation extraction approaches are based on supervised machine learn-
ing, requiring an annotated corpus. Distant supervision aims at training a classifier by
combining a knowledge base with a corpus, reducing the amount of manual effort neces-
sary. This is particularly useful for biomedicine because many databases and ontologies
have been made available for many biological processes, while the availability of annot-
ated corpora is still limited. We studied the extraction of microRNA-gene relations from
text. MicroRNA regulation is an important biological process due to its close association
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with human diseases. The proposed method, IBRel, is based on distantly supervised multi-
instance learning. We evaluated IBRel on three datasets, and the results were compared
with a co-occurrence approach as well as a supervised machine learning algorithm. While
supervised learning outperformed on two of those datasets, IBRel obtained an F-score 28.3
percentage points higher on the dataset for which there was no training set developed spe-
cifically. To demonstrate the applicability of IBRel, we used it to extract 27 miRNA-gene
relations from recently published papers about cystic fibrosis. Our results demonstrate that
our method can be successfully used to extract relations from literature about a biological
process without an annotated corpus. The source code and data used in this study are avail-
able at https://github.com/AndreLamurias/IBRel.
6.1 Introduction
One of the major sources of current scientific knowledge is scientific literature, in the
form of articles, patents and other types of written reports. This is still the standard method
researchers use to share their findings. However, it is essential that a research group work-
ing on a certain topic is aware of the work that has been done on the same topic by other
groups. This task requires manual effort and may take a long time to complete, due to the
amount of published literature. One of the largest sources of biomedical literature is the
MEDLINE database, created in 1965. This database contains over 26 million references to
journal articles in life sciences, while more than 800,000 were added in 2015.
Automatic methods for Information Retrieval and Information Extraction aim at obtain-
ing relevant information from large datasets, where manual methods would be infeasible.
When applied to literature, this task is known as text mining. Named entity recognition is
a text mining task that aims at identifying the segments of text that refer to an entity or
term of interest. Another task is normalization, which consists of assigning an ontology
concept identifier to each recognized entity. Finally, the relations described between the
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identified entities can be extracted, which is known as relation extraction. The language
used for scientific communication is formal, but the names of the biomedical entities may
not be consistent across different papers. Nonetheless, text mining has been applied suc-
cessfully to biomedical documents, for example, to identify drugs [1] and protein-protein
interactions [2]. Supervised machine learning can be used to train a relation classifier. This
approach requires an annotated corpus so that the algorithm can learn to predict the label of
new instances. The algorithms that have been used for this task are, for example, conditional
random fields [3] and kernel methods [4], based on shallow linguistic information [5] and
parse trees [6].
In some domains, such as microRNA regulation, there is a limited amount of annot-
ated corpora to train systems due to the cost of manually annotating text. MicroRNAs,
or miRNAs, are small endogenous sequences of nucleotides used by animals, plants, and
viruses to downregulate gene expression by targeting messenger RNA for cleavage or trans-
lational repression [7]. Since they were discovered, these molecules have been found to be
associated with several biological processes, including various developmental and physiolo-
gical processes. For this reason, their dysfunction might contribute to human diseases [8,
9]. The expression of each miRNA is regulated by transcription factors. Therefore, these
regulatory relations provide an interesting case study of complex biological processes, where
miRNAs are regulated upstream by transcription factors, while miRNAs target specific genes,
and each miRNA-gene pair may be associated with one or more diseases. miRNAs are con-
sidered potential diagnostic and therapeutic targets for complex diseases [10]. As of Septem-
ber 2016, a “miRNA” keyword search on PubMed retrieves 52144 citations, of which 39568
were published in the last 5 years. The knowledge contained in these documents is of great
importance to researchers working on a specific disease since it could lead to the formulation
of new hypothesis.
Several databases have been created to improve the quality of the current miRNA know-
ledge. One of these databases, miRBase, indexes the reference names, sequences, and an-
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notations of newly discovered miRNAs [11]. This initiative is particularly important in order
to keep the nomenclature of all miRNAs consistent and unambiguous.
The Human MicroRNA Disease Database stores associations between miRNAs and dis-
eases supported experimentally [12]. Another database, miRTarBase [13], provides inform-
ation about miRNA-target relations, based on experimental data published in papers. Fur-
thermore, this database provides a user interface with several features, such as visualization
of miRNA-target networks, and an error report system. The authors update this database
regularly, using natural language processing tools to choose which papers should be integ-
rated. The reduce the curators’ workload, the developers of this database added a text mining
module on its latest release, contributing to an increase in the number of relations by 7-fold,
comparing to the previous version. Chowdhary et al. [14] proposed a database for respiratory
and related diseases, where the promoter regions of genes associated with these diseases are
annotated with TFs and TF binding sites. With this database, it is also possible to compare
genes, TFs, GO terms and miRNAs associated with selected diseases.
This increased interest in miRNA regulation has led to the development of computa-
tional methods to extract evidence based miRNA associations with genes, targets and dis-
eases [15]. Computational methods provide various advantages over experimental methods,
such as higher reproducibility and lower costs. The main techniques used to develop these
methods are semantic similarity, network analysis and machine learning [16]. TFmiR is a
web tool to analyze relations between miRNAs, transcription factors and genes of a specific
disease, exploring the information contained in various knowledge bases [17]. This tool
takes as input a list of miRNAs and genes and performs network analysis according to user
input scenarios. The authors were able to identify core regulators and TF-miRNA regulatory
motifs that were confirmed to be described in the literature. Liu et. al. [18] identified poten-
tial miRNA-disease relations by combining a disease network with a miRNA network based
on miRNA-disease associations known from the Human MicroRNA Disease Database. Us-
ing miR-isomiRExp, it is possible to cluster miRNA isoforms according to their expression
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pattern [19]. This type of analysis can be advantageous to understand miRNA maturation,
processing mechanisms, and functional characteristics.
Recently, text mining approaches have been used to extract information about miRNA
regulation. Murray et al. [20] extracted miRNA-target relations from PubMed using a list of
verbal phrases, chosen to extract regulatory and functional interactions. Their method identi-
fied (miRNA, verb, gene) triplets, which were then manually validated, to reduce the number
of false positives. The authors were able to identify 1165 miRNA-gene relations, which they
used to generate a network. By aggregating relations described in multiple papers, they ob-
tained a snapshot of the miRNAome and linked miRNAs to biological processes and diseases
based on their corresponding genes. However, they did not evaluate the extraction process
against a gold standard, and hence we were not able to compare their results to other works
in terms of precision and recall.
miRSel is a database of miRNA-gene relations which uses text mining methods to auto-
matically update its entries [21]. The authors extracted miRNA entities using regular expres-
sions and gene entities based on a dictionary compiled from several databases. Similarly to
Murray et. al., they also compiled a list of 70 expressions used to describe miRNA-gene re-
lations and extracted the instances where a miRNA, gene, and expression co-occurred. They
evaluated their method on a set of 89 sentences from PubMed abstracts, obtaining an F-score
of 0.83.
The developers of OMIT (Ontology for MicroRNA Target) explored automatic methods
to find new miRNA terms to add to the ontology [22]. They obtained abstracts related to
miRNA through keyword search on PubMed and filtered out the terms that were already
mapped to the ontology. Then, nouns and noun phrases that did not match with existing
ontology concepts were considered candidate terms. The most frequent candidate terms
were then reviewed by domain experts and added to the ontology when appropriate. Starting
with 49,447 abstracts and 488,576 nouns and noun phrases, the authors were able to add 117
new terms to the ontology. This type of approach can be enhanced by using a more advanced
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term extraction method, in order to present only high confidence candidates to the domain
experts, requiring less manual effort.
Bagewadi et. al [23] compared various approaches to miRNA-gene relation extraction,
including co-occurrence and machine learning algorithms. To evaluate these approaches,
they manually annotated a corpus of 301 abstracts with various types of entities, includ-
ing miRNAs and genes/proteins, and with the relations described in each sentence. Using
the supervised machine learning approach, their best F-score was 0.76, while using a co-
occurrence approach their best F-score was 0.73.
Li et. al [24] developed miRTex, which extracts miRNA-gene relations based on a set
lexico-syntactic rules. They developed an annotated corpus of 150 abstracts to evaluate their
system, which obtained the F-score of 0.94 for miRNA-gene relation extraction. Then, they
applied their system to a set of 13M abstracts and 1M full-text documents and released a
database containing those results. The authors obtained an F-score of 0.87 on Bagewadi et
al.’s corpus. However, their method was based on hand-crafted rules and lists of keywords
which are difficult to generalize and require costly manual curation. Although they obtained
high F-score values for miRNA-gene relation extraction, it is not clear how their methods
could be efficiently applied to other datasets. This is a common issue of rule-based and
supervised learning approaches.
It is not feasible to develop an annotated corpus for every domain since it is a time-
consuming process and the annotations are likely to be biased to that particular corpus. Con-
sequentially, there has been an increasing interest in semi-supervised and unsupervised ap-
proaches to perform relation extraction. Fully unsupervised approaches explore clustering
algorithms to identify patterns in the text that could indicate the presence of a relation. For
example, Rosenfeld et al. [25] clustered pairs of entities using context features related both
to the pair and to each entity, obtaining high precision levels. Alternatively, other authors
have developed bootstrapping methods based on a small set of relations [26].
Distant supervision (sometimes referred to as weak supervision) combines advantages of
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both supervised and unsupervised learning [27]. This technique assumes that any sentence
that mentions a pair of entities corresponding to a knowledge base entry is likely to describe
a relation between those entities. For example, any sentence mentioning “Nikola Tesla”
and “New York” would be identified as a positive example of a “lived in” relation. This
would include sentences such as “Nikola Tesla lived in New York from 1933 to 1943” but
also “Nikola Tesla planned the Wardenclyffe Tower facility in New York”, which does not
in fact represent a “lived in ” relation. However, the fact that a corpus of any size can
be used as training data is an advantage over supervised learning, which is limited by the
amount of documents manually annotated by experts. The pseudo-relations inferred using
this technique can then be used to train a classifier using machine learning algorithms.
Multi-instance learning [28] addresses some limitations of distant supervision, by con-
sidering that not every co-occurrence will correspond to a relation mention. With this type
of model, the pairs are grouped into bags where at least one of the pairs is true, but it is
unknown if all pairs of the same bag are true. Riedel et al. [29] used this technique to extract
Freebase relations from newspaper articles, obtaining a lower error rate than other distant
supervision approaches. Min et al. [30] proposed an approach to reduce the number of in-
correctly labeled relations, by considering only positive and unlabeled pairs. They found out
that many of the pairs classified as negative from two distant supervision datasets were actu-
ally false negatives. These false negatives will have a significant impact on the performance
of a classifier trained on those datasets.
Biomedicine is a challenging domain for text mining, due to the complexity of the studied
processes. It is often necessary to train classifiers with a dataset annotated by domain experts
with specific entities and relations due to the specialized terminology used to describe some
processes. Distant supervision can overcome this necessity, by combining a set of documents
with an existing knowledge base. These knowledge bases can be in the form of databases
and ontologies, which already exist for many biological processes. Craven and Kumlien
[31] have previously explored biomedical databases to generate training data for a relation
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extractor. They retrieved 924 abstracts that were referenced in the entries of the Yeast Protein
Database and selected sentences that mentioned two entities corresponding to a database
entry. Using these sentences, they trained a sentence classifier to extract subcellular locations
of proteins. Their results demonstrated that weakly labeled data can be advantageous for
relation extraction. Other authors have also explored this type of approach in the context of
the biomedical domain [32, 33].
In this paper, we describe our method, IBRel - Identifying Biomedical Relations, which
does not require a manually annotated corpus. To the best of our knowledge, this is the
first biomedical relation extraction method based on multi-instance learning. Our method
was based on the sparse multi-instance learning algorithm, used to train on an automatically
generated corpus of 4,000 documents related to miRNAs. We evaluated IBRel on three data-
sets, comparing multi-instance learning with co-occurrence and supervised learning. IBRel
was superior to supervised learning on one of three datasets, for which there was no specific
training set available. To demonstrate how this method can be applied to a specific subject,
we used it to extract relations from abstracts related to miRNA regulation and cystic fibrosis
(CF). Recently, the role of miRNAs as therapeutic targets and in regulating cystic fibrosis
transmembrane conductance regulator (CFTR) expression has been a topic of increasing in-
terest to the CF research community [34, 35]. We were able to extract several miRNA-gene
relations relevant to CF, highlighting how this work can lead to the improvement of our
knowledge about human diseases.
6.2 Materials and Methods
6.2.1 Corpora
Table 6.1 provides details about the corpora used for this work, both to develop (Dev)
and evaluate (Eval) the system. Our objective was to perform a robust evaluation of our
miRNA-gene relation extraction method. As such, the corpora used represented various
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annotations methodologies. TransmiR and miRTex were annotated only with document-
level relations, while Bagewadi contained mention-level relations. Document-level relation
annotations consist of a list of relations associated with each document, with no specific
text span associated with each relation. When a corpus is annotated with mention-level
relations, the location in the text of each annotated relation is known. The algorithms we
used required mention-level relations for training, so both the miRTex and TransmiR corpus
could not be used to develop the relation extraction system, but only for its evaluation. The
IBRel-miRNA corpus contains more documents and entities than the others because it was
automatically generated. The purpose of this corpus was to develop an approach based on
distant supervision. We applied our method on a corpus of abstracts about cystic fibrosis
and miRNAs, in order to demonstrate how IBRel can be used to obtain knowledge about a
specific disease.
We used the training set of Bagewadi’s corpus [23] to train a miRNA-gene relation clas-
sifier as well as classifiers for miRNA and gene entity recognition. Furthermore, we used the
respective test set to evaluate miRNA and gene entity recognition and miRNA-gene mention-
level relation extraction. Bagewadi’s corpus consisted of MEDLINE abstracts, selected using
the keyword “miRNA”. The authors annotated 301 documents with specific and non-specific
miRNAs, Gene/Proteins, Diseases, Species, and Relations Triggers, as well as undirected
Table 6.1: Corpora used to develop and evaluate the system. Each line refers to a corpus,
how it was used (Dev: development; Eval: evaluation; NER: Named Entity Recognition;
RE: Relation extraction), the total number of relevant entities and relations annotated, and
the number of documents.
NER RE
Corpus Dev Eval Dev Eval Entities Relations Documents
Bagewadi’s X X X X 1963 318 301
miRTex X X X 1245 771 350
TransmiR X X 1145 547 243
IBRel-miRNA X 52970 NA 4000
IBRel-CF X 612 NA 51
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relations between entities mentioned in the same sentence. The inter-annotator agreement
score was 0.916 for specific miRNAs and 0.752 for Gene/Proteins.
We used the miRTex corpus [24] to evaluate miRNA and gene entity recognition, as well
as document-level miRNA-gene relation extraction. This corpus was annotated with miRNA
and genes entities, and with three types of relations: miRNA-gene, miRNA-target, and gene-
miRNA. A relation was classified as miRNA-target if a direct interaction between a miRNA
and gene was described. In this corpus, the relations were annotated only at document-level,
i.e. no specific text span associated with each relation. The inter-annotator agreement for the
relations was 0.86, determined for a set of 20 abstracts.
TransmiR is a database that stores transcription factor-miRNA regulatory relationships
found in the literature [36]. In this study, we created the TransmiR corpus, based on the doc-
ument abstracts associated with the entries related to humans of this database. The abstracts
were retrieved from PubMed using the identifiers provided with each entry. Since one of the
fields of each entry of this database was “organism”, we used every entry that had something
other than “human” as the knowledge base for distant supervision. There were three abstracts
that were not available on PubMed (PMIDs 17972953, 20046097 and 18818704), resulting
in a total of 243 abstracts. Each abstract was annotated with the miRNA-gene relations that
exist in the database. Our objective was to determine if we can obtain the same relations
using our method.
Distant supervision requires a large corpus and a knowledge base containing the type of
relations to be extracted. Regarding the knowledge base, we used the non-human entries of
the TransmiR database to avoid overlap with the TransmiR corpus. Furthermore, we obtained
4,000 documents about miRNAs from PubMed, using the MeSH term “miRNA”, ordered by
publication date. We refer to this corpus as IBRel-miRNA corpus. This corpus consisted
uniquely of these documents, without any type of annotation. However, to use it for distant
supervision, we classified the text with named entity recognition classifiers, in order to obtain
miRNA and gene named entities. This process is described in more detail in the “Biomedical
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Named Entity Recognition” section. Entities found were matched to the knowledge base to
generate training data for the distant supervision model.
To demonstrate the usefulness of this technique to a particular real-world problem, we
retrieved a corpus of 51 documents from PubMed, using the keywords “cystic fibrosis” and
“miRNA” (IBRel-CF corpus). Similarly to the IBRel-miRNA corpus, we classified each
document with named entity recognition classifiers, in order to obtain miRNA and gene
named entities. Afterward, we classified each document with IBRel, as described in the
”Identifying Biomedical Relations” section.
6.2.2 Evaluation
Our experimental approach combined natural language processing techniques, as well as
machine learning algorithms. The pipeline developed for this approach and the corpora used
to evaluate each module are presented in Fig 6.1. The first module (B) processes the input
text (A), extracting sentence and word boundaries, as well as token features such as lemma
and part-of-speech. These features were necessary to develop and evaluate the other two
modules. The NER module (C) consisted of named entity classifiers trained for miRNA and
gene/protein entities, while the RE module (D) consisted of our method for miRNA-gene
relation extraction, IBRel. Furthermore, we compared our method with supervised learning
and co-occurrence approaches. Fig 6.1 also shows how each corpus was used, either to
develop or evaluate the NER and RE modules. The corpora mentioned in Figs 6.1E, F, G,
and H are the same ones mentioned in Table 6.1, except IBRel-CF, which was not used to
develop or evaluate the system, but only as an independent case study.
As shown in Fig 6.1D, the miRNA-gene relation extraction module was evaluated on
three corpora. Each corpus was developed using different methodologies and guidelines,
therefore we consider this to be a robust evaluation. Using miRTex corpus, we studied the ca-
pacity to identify the relations of each document, while using Bagewadi’s corpus, we studied
the capacity to identify each relation mention from the text. The TransmiR corpus evaluation
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Figure 6.1: Pipeline used to perform the experiments. The input text (A) first goes through
natural language processing tools to generate token features (B), then a named entity recog-
nition module (C) to identify named entities and finally relation extraction (D) to extract
relations between entities. Bagewadi (E), miRTex (F), TransmiR (G) and IBRel-miRNA (H)
refer to the four corpora previously described.
provides a point of comparison to manually curated databases. However, this evaluation had
some limitations. First, it is not possible to evaluate the extraction of relations independ-
ently from named entity recognition; if some entities are not correctly recognized, it will not
be possible to extract relations that include those entities. Second, it may be the case that
the system identified relations that were not in the database. However, it does not necessar-
ily mean that they were incorrect since we used a different set of entries of the TransmiR
database to train and evaluate the system: entries where the organism was different from
“human” were used to train the model (IBRel-miRNA corpus) while the other entries were
used for the TransmiR corpus gold standard. Third, we retrieved only abstracts related to
the database entries. However, some relations from the database were not mentioned in the
abstract, but only in the full text, figures, tables or supplementary material. These limitations
should be taken into consideration when interpreting the results.
On Bagewadi’s corpus, which contained relation mentions, we considered a true positive
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if the offsets of the two entities of the pair matched the gold standard. For the other corpora,
we normalized the text of each element of the relations to database identifiers from miRBase
and UniProt [37]. This way, the possibility of false positives occurring due to nomenclature
variation was reduced. We searched UniProt for the entry with the highest confidence that
matched each protein entity, while for miRNAs we used a set of rules to match each miRNA
entity to miRBase. We describe this process in greater detail in the ”Biomedical Named
Entity Recognition” section. Furthermore, we did not consider the direction of the relation
when evaluating the results so that the order of the elements of each pair did not affect the
results.
Three of the five corpora used were not annotated with named entities, hence it was
necessary to perform and evaluate named entity recognition of miRNAs and genes. We used
the test sets of miRTex and Bagewadi to evaluate this task since both were annotated with
miRNA and gene mentions.
The evaluation measures used to evaluate the NER and RE modules were precision, re-
call, and F-score. These measures are commonly used to compare the performance of rela-
tion extraction methods on community challenges [2, 38]. Precision corresponds the fraction
of relations retrieved that were relevant, while recall corresponds to the fraction of all relev-
ant relations that were retrieved by the method. F-score corresponds to the harmonic mean
between precision and recall. This measure it particularly important since it is usually trivial
to obtain either high precision at the expense of a low recall, or vice-versa. However, these
measures depend on the distribution of the corpus [39], so it can be difficult to compare
results across different test sets.
6.2.3 Identifying Biomedical Relations
Our objective was to identify miRNA-gene regulatory relations in scientific abstracts
without requiring additional manual data curation. We present a method, IBRel, to extract
biomedical relations based on distant supervision. Our method requires only a set of doc-
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uments, which can be easily retrieved from PubMed, and a knowledge base, which already
exists for many biological problems. We focused on miRNA regulatory relations and selec-
ted the TransmiR database as the knowledge base. Each miRNA-gene pair mentioned in the
same sentence was considered a potential miRNA-gene relation mention. These relations
could be either a miRNA regulating the activity of a gene, or a gene or protein regulating
the transcription of a miRNA. Existing approaches to extract this type of relation are based
on fixed rules, which are difficult to adapt to other relations, or manually annotated cor-
pora, which are costly to produce. Therefore, we considered miRNA regulation a relevant
case-study to demonstrate the usefulness of IBRel to biological problems given the lack of
annotated corpora.
The proposed method required a corpus to generate training instances. This corpus had
to be larger than any other miRNA-gene corpora in terms of number of documents, and
it should contain entities and relations relevant to miRNA regulation, i.e. the text should
contain instances of miRNA-gene relations. We retrieved a corpus of 4,000 abstracts from
PubMed, using the MeSH term “miRNA” (IBRel-miRNA corpus). Firstly, we applied a NER
algorithm to recognize the miRNA and gene entities in this corpus. The NER algorithm was
based on a machine learning classifier trained on the Bagewadi and BioCreative 2 GM task
datasets, and both classifiers were evaluated on gold standards. Using the IBRel-miRNA
corpus and the recognized entities, we trained a classifier for miRNA-gene relation extrac-
tion.
To train IBRel, we used the sparse multi-instance learning algorithm (sMIL) [40]. The
sMIL algorithm is based on the assumption that the bags are sparse, meaning that only a
few instances are positive in each bag. Although this algorithm was first applied to image
classification, other authors have used it for relation extraction [41]. An abstract may mention
each miRNA and gene multiple times but generally, due to word restrictions, the relation
will be stated only once. This is the reason why this variation of multi-instance learning was
chosen for this task.
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It was necessary to define how the sMIL algorithm would be integrated into our method
to extract biomedical relations. Multi-instance learning differs from traditional supervised
learning in the sense that instead of using a training set composed of labeled instances it
uses a training set composed of labeled bags of instances. The main challenge in adapting
multi-instance learning to the biomedical domain was defining how to represent the data
in the form of bags. In our case, each bag contains multiple relations. These bags can
be positive, if at least one of the instances corresponds to a true relation, or negative if no
instances in that bag are true. In a biomedical abstract, a given miRNA and gene may co-
occur several times, while only some of those instances correspond to the description of a
miRNA-gene relation. Take into consideration the sentence: “These abnormalities reflect
the regulation of a cadre of modulators of SRF activity and actin dynamics by miR-143
and miR-145.” (PMID 19720868); a relation is described between the gene SRF and two
miRNAs. However, in the following sentence of that document: “Thus, miR-143 and miR-
145 act as integral components of the regulatory network whereby SRF controls cytoskeletal
remodeling and phenotypic switching of SMCs during vascular disease.”, the same miRNAs
and gene are mentioned but no relation is described.
To generate the bags for the sMIL algorithm, we considered an instance as a miRNA and
gene co-occurrence in a sentence (Algorithm 1). Fig 6.2 contains an example of a sentence
that produces one bag with two instances and another bag with one instance. The features
used to represent each instance consisted of the words used before, between and after the
two elements of the pair as well as their respective lemma, part-of-speech and named-entity
tag (Person, Location, Organization, Numerical, Temporal, or Other) (Example 1). The size
of the word window used was variable, and we experimented with window sizes 1, 3 and
5. We then converted these features into a bag-of-words representation using sci-kit learn
[42]. These features were selected with the objective of being similar to the ones used by the
supervised machine learning algorithm we chose to compare with IBRel.
Example 1 Sparse Multi-instance learning instance example.
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Algorithm 1 Bag generation algorithm
1: function GENERATE BAGS(corpus, transmir human)
2: bags = []
3: for sentence in corpus do
4: for mirna in sentence do
5: for gene in sentence do
6: bag = (mirna, gene)
7: instance features = generate features(bag, sentence)
8: if bag not in bags then
9: if bag in transmir human then
10: bag.label = 1
11: else
12: bag.label = 0
13: bags.add(bag)
14: bags.add instance to bag(bag, instance features, bag label)
15: return bags
MicroRNA-34a induces a senescence-like change via the down-regulation of SIRT1 and up-regulation of p53










Figure 6.2: Multi-instance learning bags. For each sentence, we generated bags according
to the distinct miRNA-gene pairs mentioned in the text. If a pair exists in the reference
database, the bag is labeled as positive. Multi-instance learning assumes that at least one of
the instances of a positive bag should describe a true relation.
• Sentence: These abnormalities reflect the regulation of a cadre of modulators of SRF
activity and actin dynamics by miR-143 and miR-145. (PMID 19720868)
• Pair: miR-143 - SRF
• Label: 1
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• Feature vector: (0-before-cadre-NN-O 1-before-of-IN-O 2-before-modulators-NNS-O
3-before-of-IN-O 0-middle-activity-NN-O 1-middle-and-CC-O 2-middle-actin-NN-O
3-middle-dynamics-NNS-O 4-middle-by-IN-O 0-end-and-CC-O 1-end-miR+145-NN-
O 2-end-.-.-O)
We did not manually annotate the relations of the training corpus, so it was necessary
to explore a knowledge base to assign labels. This knowledge base had to contain relations
of the same type as the ones to be extracted. For this purpose, we used the entries from
TransmiR that were not related to the human species. This way, we avoided overlapping
with the TransmiR corpus used for evaluation, which was generated using only the human
entries. Each TransmiR entry contains a miRNA identifier as well as a gene name. We used
these two columns to match with the miRNAs and genes found in the text. As shown in
Algorithm 1, if the miRNA-gene pair existed in the human TransmiR database, the bag label
was 1, otherwise, it was 0.
We trained a classifier for miRNA-gene relation extraction on bags generated from the
IBRel-miRNA corpus and the TransmiR database, following Algorithm 1. The sMIL al-
gorithm learned a classification model from the training data as described in “Corpora”
and implemented by the miSVM package (https://github.com/garydoranjr/
misvm). We used the default values of miSVM since we did not want to overfit the classifier
to a particular dataset.
We evaluated IBRel on three datasets (Bagewadi, miRTex, and TransmiR). Those three
datasets were chosen because two of them were manually annotated with miRNA-gene an-
notations while the other one was obtained using TransmiR database entries that were not
used to train the classifier. We generated instances from each document and bags containing
those instances, as previously described. If a bag was classified as positive, every instance in
that bag was also classified as positive.
The confidence level of each prediction was estimated using the distance to the hyper-
plane, provided by the support vector machines algorithm. We used a logistic link function
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to obtain the probability output, as suggested by Wahba [43]. This probability was given by
Equation 6.1, where f(x) is the uncalibrated value returned by the SVM.
P (class|input) = P (y = 1|x) = p(x) = 1
1 + exp(−f(x))
(6.1)
If a relation was found in more than one document, we used the maximum confidence
level obtained.
6.2.4 Supervised Machine Learning and Co-occurrence approaches
To assess the performance of IBRel on miRNA-gene relation extraction, we performed
the same analysis using two other relation extraction approaches. First, we applied a co-
occurrence approach which consisted in classifying every miRNA-gene pair in the same
sentence as positive. This approach is considerably faster but tends to overestimate the num-
ber of relations, producing more false positives. However, some authors have obtained strong
results using co-occurrence for relation extraction [44, 23]. For example, Bagewadi et. al.
mention that their co-occurrence approach obtains similar results of machine learning ap-
proaches. The assumption is that due to restrictions on the word number in abstracts, a
sentence that mentions two entities is likely to describe a relation between those two entities.
As another comparative approach, we used a variation of support vector machines, with
a shallow linguistic kernel, as implemented by Giuliano et al. [5], to train a classifier on an
annotated corpus. The advantage of kernel methods such as this one is the fact that no fea-
tures have to be designed and tested. This kernel compares the sequence of tokens, lemmas,
part-of-speech and named entities of each instance with the others. Tokens that refer to each
argument are identified and substituted by a generic string so that the original text does not
affect the algorithm. The label of each instance was 0 if it described relation, or 1 if it did not
describe a relation. Example 2 provides a feature vector of a pair instance of this algorithm.
Each element corresponds to a token and is constituted by its order in the sentence, original
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text, lemma, part-of-speech, named-entity tag (Person, Location, Organization, Numerical,
Temporal, or Other) and candidate identifier (A - Agent, T - Target).
Example 2 Shallow Linguistic Kernel instance example.
• Sentence: These abnormalities reflect the regulation of a cadre of modulators of SRF
activity and actin dynamics by miR-143 and miR-145. (PMID 19720868)
• Pair: miR-143 - SRF
• Label: 1
• Feature vector: (0/These/these/DT/O/O, 1/abnormalities/abnormality/NNS/O/O, 2/re-
flect/reflect/VBP/O/O, 3/the/the/DT/O/O, 4/regulation/regulation/NN/O/O, 5/of/of/IN/O/O,
6/a/a/DT/O/O, 7/cadre/cadre/NN/O/O, 8/of/of/IN/O/O, 9/modulators/modulator/NNS/O/O,
10/of/of/IN/O/O, 11/#candidateb#/#candidateb#/NN/ENTITY/T, 12/activity/activity/N-
N/O/O, 13/and/and/CC/O/O, 14/actin/actin/NN/O/O, 15/dynamics/dynamics/NNS/O/O,
16/by/by/IN/O/O, 17/#candidatea#/#candidatea#/NN/ENTITY/A, 18/and/and/CC/O/O,
19/miR-145/mir-145/NN/ENTITY/O, 20/./././O/O)
This kernel has been applied to biomedical text, for the extraction of relations between
proteins [5] and chemical compounds [45]. The shallow linguistic kernel is a composite
sequence kernel that uses both a local and global context window. We performed experiments
using windows with size 1, 3 and 5. We used Bagewadi’s corpus to train a miRNA-gene
relation classifier using this kernel since this was the only corpus available that was manually
annotated with that type of relation mention.
6.2.5 Biomedical Named Entity Recognition
The recognition of biomedical entities is a critical step to our method because the al-
gorithms used require these entities to be annotated in the text. While gene/protein named
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entity recognition is a task for which many systems have been developed, the same is not true
regarding miRNAs. It was necessary to develop a method to recognize miRNA entities and
evaluate both gene and miRNA named entity recognition methods. Then, each entity recog-
nized was mapped to a database identifier. This step improves the quality of the information
extracted by reducing lexical variation and by integrating external domain knowledge.
We applied an existing system for gene/protein named entity recognition, BANNER [46].
This system was evaluated on the three test sets used since we could not find published res-
ults on those datasets. BANNER is based on the conditional random fields algorithm [47].
This is a state-of-the-art algorithm used by NER systems that learns the patterns of tokens
from an annotated gold standard. The model generated is then able to classify new text ac-
cording to those patterns. BANNER contains a specific set of features based on orthographic,
morphological and shallow syntax features. We used the model they trained for protein and
gene named entity recognition on the BioCreative 2 GM task dataset. BANNER assigned a
label to each token, expressing if that token was part of an entity or not.
We used the UniProt API to obtain the entry names corresponding to each gene entity.
Example 3 provides an example of the query used, as well as the output obtained. Since
this API does not provide a confidence score, we selected only the first entry obtained when
sorted by their own internal score. Entities that were not mapped to the reference database
were excluded. Since we are working with published papers, it is unlikely that the genes
and proteins mentioned would be missing from the databases. UniProt was chosen instead
of a more gene specific database to match both protein and gene entities to database identi-
fiers because we wanted to identify as many entities as possible. Table 6.2 provides various
examples of genes and proteins mapped to UniProt.
Example 3 UniProt API example query and its output http://www.uniprot.org/
uniprot/?query=insulin&sort=score&columns=id,entry%20name,reviewed,
protein%20names,organism,&format=tab&limit=1
Output: P06213 INSR HUMAN reviewed Insulin receptor (IR) (EC 2.7.10.1) (CD anti-
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gen CD220) [Cleaved into: Insulin receptor subunit alpha; Insulin receptor subunit beta]
Homo sapiens (Human)
We performed basic pre-processing on the input text to extract features to train miRNA
named entity classifiers on the text. Our system first splits the text into sentences, using
the GENIA sentence splitter [48]. Each sentence is then processed by Stanford CoreNLP
pipeline [49], to tokenize and extract lemmas, part-of-speech tags and named entity tags
(proper noun, numerical or temporal entities) from the text.
We trained conditional random field classifiers on Bagewadi’s corpus for miRNA named
entity recognition. For each corpus, we trained two classifiers: one using Stanford NER with
the default features and another with CRFsuite, using the features described in [50]. Our ob-
jective was to maximize the number and variety of entities found since this is a limiting step
for relation extraction. It has been shown that combining classifiers training with different
implementations and features can improve the performance of a text mining system [51].
miRNA entities were mapped to a list of human miRNA names extracted from miRBase,
which includes the names of mature and pre-mature miRNAs, as well as deprecated names.
We used some rules to reduce the variation of miRNA entities, in order to obtain better
miRBase matches. These rules were based on the most common spelling variations of
miRNAs. Sometimes authors mention multiple miRNA at the same time, for example:
“mir-192/215”, “mir-34a/b/c”, “mir-143 and -145”. We split a miRNA entity if it contained
“/”, “ and ” or “, ”. However, this rule was not applied to Bagewadi’s corpus because the
Table 6.2: Example of gene entities identified that were then matched with UniProt entries.
Entity text refers to the original text found in the abstract, while Entry name and Entry ID
refer to UniProt entries.
Entity text Entry name Entry ID
Smad SMAD3 HUMAN P84022
N-Myc NDRG1 HUMAN Q92597
Interferon regulatory factor 3 IRF3 HUMAN Q14653
Egr-2 EGR2 HUMAN P11161
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guidelines specified that multiple miRNAs mentioned sequentially should be annotated as
only one. Although miRNA nomenclature is well defined, some slight deviations appear
in the literature. For example, sometimes “microRNA-” and “miRNA-” is used instead of
“miR-”. In some papers, there is no dash connecting the “miR-” prefix to the respective
number, for example, “miR125a”. Furthermore, human miRBase entries contain a “hsa-”
prefix, which is not always used in the literature. We used simple post-processing rules to fix
these variations. Then, each entity was matched to the list of miRNAs from miRBase, using
fuzzy string matching. The confidence score of each match corresponded to the Levenshtein
distance between the original text and the match. The Levenshtein distance is a string met-
ric which is related to the minimum number of edits necessary to transform one string into
another. Based on our experiments, we ignored matches with scores lower than 0.95 since
many matches with those scores were incorrect. Table 6.3 provides some examples of the
normalization process for miRNAs.
6.3 Results
We evaluated miRNA-gene relation extraction on three datasets: Bagewadi, miRTex and
TransmiR (Figs 6.1D, E, F, G, and H). These were the datasets which were annotated with
miRNA-gene relations, although TransmiR was annotated automatically. Table 6.4 presents
the miRNA-gene relation extraction results on those datasets. The co-occurrence approach
Table 6.3: Example of miRNA entities identified that were then matched with miRBase
entries. Entity text refers to the original text found in the abstract, while Entry name and
Entry ID refer to miRBase entries.







consisted in classifying as true every miRNA-gene pair co-occurring in the same sentence We
evaluated supervised learning with a shallow linguistic kernel (SL kernel), using a classifier
trained on Bagewadi’s corpus (supervised learning) and our method, IBRel, using a classifier
trained on the IBRel-miRNA corpus. We used a fixed window of 3 on the SL kernel and
IBRel, while we provide results for windows of size 1 and 5 in Supplementary Material.
Comparing the three methods in terms of F-score, the shallow linguistic kernel approach
obtains the best score on two corpora (Bagewadi and miRTex), while the IBRel outperformed
the others on the TransmiR corpus. Comparing in terms of precision, IBRel obtained the best
score on two corpora (miRTex and Bagewadi), while the shallow linguistic kernel obtained
the highest score on Bagewadi’s corpus. With all three methods, the highest F-score ob-
tained was on Bagewadi’s corpus. However, the F-score obtained for miRTex and TransmiR
using IBRel was close (0.413 and 0.383), while for the other two approaches, the F-score
on TransmiR is lower than on miRTex (co-occurrence: 0.623 and 0.25; kernel: 0.654 and
0.130).
We also evaluated miRNA and gene entity recognition using conditional random fields
on the same datasets (Figs 6.1C, E, F, G, and H) since this is a required step for the relation
extraction approaches we used (Table 6.5). For Bagewadi and miRTex, we used the respect-
ive training and test sets to recognize miRNA entities, merging the results obtained with
two conditional random fields classifiers. For the TransmiR corpus, we used the classifiers
Table 6.4: miRNA-gene relations extraction evaluation results on each corpus, comparing
co-occurrence, supervised and IBRel (window size = 3). P, R and F refer to precision, recall
and F-score.
Method Bagewadi’s miRTex TransmiR
Co-occurrence 0.689 0.623 0.250
SL kernel 0.757 0.654 0.130
IBRel 0.532 0.383 0.413
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trained on the miRTex corpus, which obtained higher values on its own evaluation. Gene en-
tity recognition on every corpus was performed using BANNER. On TransmiR, the results
obtained were lower than on the other two corpora, particularly for gene entities. This issue
is related to how that corpus was developed and will be discussed in the following section.
After evaluating our method, we used it extract miRNA-gene relations from a set of
abstracts about cystic fibrosis and miRNAs (Table 6.6). The purpose of this study was to
demonstrate the applicability of our method to a specific domain. These abstracts were
removed from the training set (IBRel-miRNA corpus) to avoid any bias when developing
IBRel 6.1. We were able to extract 27 relations, between 18 different miRNAs and 12 differ-
ent genes. A total of 11 relations between the CFTR gene and a miRNA were found, which
was to be expected since CFTR is the gene responsible for cystic fibrosis and the abstracts
chosen dealt in most part with miRNA involvement in this disease. The maximum confid-
ence level corresponds to the highest confidence of all instances of that particular relation.
The confidence level of each instance was calculated by estimating the distance to the hyper-
plane, given by Equation 6.1. The relations with the highest confidence were also found in
more sentences and abstracts.
6.4 Discussion
Our method obtained better results when applied to the TransmiR corpus. When com-
pared to the supervised learning approach, the F-score on this corpus was improved by 0.283
Table 6.5: Entity recognition evaluation results on each corpus, for miRNA and gene entities.
P, R and F refer to precision, recall and F-score.
miRNA Gene
Gold standard P R F P R F
Bagewadi’s 0.902 0.936 0.919 0.814 0.580 0.677
miRTex 0.934 0.948 0.941 0.803 0.788 0.795
TransmiR 0.726 0.651 0.687 0.255 0.618 0.361
142
6.4 Discussion
Table 6.6: miRNA-gene relations extracted from the IBRel-CF corpus using IBRel, ordered
by maximum confidence level.
miRNA Gene Sentences Documents Max. Confidence Correct
hsa-mir-494 CFTR 10 5 0.996 Y
hsa-mir-93 CXCL8 6 1 0.978 Y
hsa-mir-101-1 CFTR 8 3 0.96 Y
hsa-mir-224 SLC4A4 5 1 0.937 Y
hsa-mir-145 CFTR 5 3 0.871 Y
hsa-mir-193b BRCA1 2 1 0.86 N
hsa-mir-193b CFTR 2 1 0.857 Y
hsa-mir-155 AKT1 4 1 0.828 Y
hsa-miR-199a-5p AKT1 5 1 0.807 Y
hsa-mir-183 IDH2 3 1 0.763 Y
hsa-mir-155 CXCL8 5 2 0.736 Y
hsa-mir-125b-1 CFTR 4 1 0.709 Y
hsa-mir-125a LIN28A 5 1 0.705 N
hsa-mir-224 CFTR 4 1 0.655 Y
hsa-mir-99b LIN28A 5 1 0.651 N
hsa-mir-99b KRT18 3 1 0.65 N
hsa-mir-126 TOM1L1 2 1 0.647 Y
hsa-miR-199a-5p CAV1 5 1 0.642 Y
hsa-miR-509-3p CFTR 3 2 0.613 Y
hsa-mir-125a KRT18 3 1 0.58 N
hsa-mir-221 ATF6 3 1 0.546 Y
hsa-mir-145 SMAD3 3 1 0.543 Y
hsa-mir-138-1 CFTR 3 1 0.539 Y
hsa-mir-99b CFTR 2 1 0.519 Y
hsa-mir-223 CFTR 3 1 0.513 Y
hsa-mir-125a CFTR 2 1 0.512 Y
hsa-let-7e LIN28A 3 1 0.508 N
143
6. EXTRACTING MICRORNA-GENE RELATIONS FROM BIOMEDICAL
LITERATURE USING DISTANT SUPERVISION
with our method. For example, the supervised classifier was not able to identify the miRNA-
gene relations in “Hence, miR-192 and miR-215 can act as effectors as well as regulators
of p53” (PMID 19074875), while IBRel identified both relations. Consequentially, we were
not able to find any relations described similarly to that example in Bagewadi’s corpus. This
type of error contributed to the difference in recall. Using a larger corpus, more sentence
structures are taken into account, leading to a more flexible classifier.
On the miRTex corpus, our method obtained higher precision but lower recall, resulting
in a lower F-score (0.383). It was not possible to train a classifier on this corpus using
supervised learning since it was not annotated with relation mentions. For this reason, we
used the classifier trained on Bagewadi’s corpus. The increase in precision of 0.047 using
distant supervision on miRTex corpus reinforces the idea that our approach is more adaptable.
The supervised learning approach obtained higher results on the Bagewadi and miRTex
corpora. Since the training set was annotated with the same criteria as the test set, any
classifier trained on that training set is more in the line with the test set annotations. The main
source of error with the supervised learning approach were sentences where the miRNAs
and genes had similar functions. For example, in the sentence “These data implicate hsa-
miR-30b, hsa-miR-30d and KHDRBS3 as putative oncogenic target(s) of a novel recurrent
medulloblastoma amplicon at 8q24.22-q24.23.” (PMID 19584924), there is no miRNA-gene
relation, although the words used are similar to the ones that would be used if the relation
was between a miRNA and gene.
The co-occurrence approach obtained the highest recall because it classified every miRNA-
gene pair in a sentence as a true relation. The precision obtained for Bagewadi and miRTex
was close to the other two approaches. This may be due to the fact that since they were
manually annotated, the documents were more relevant for the type of relations annotated.
The abstracts selected for those two corpora are more likely to contain sentences describing
relations than a random selection. Therefore, miRNA-gene pairs in the same sentence would
often be related. Compared to IBRel, the co-occurrence approach obtained better F-score on
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Bagewadi and miRTex. For the TransmiR corpus, our method outperformed co-occurrence
on precision and F-score by 0.212 and 0.163, respectively. The TransmiR corpus has fewer
relations per entity than Bagewadi and miRTex (Table 6.1), which may explain why our
method performed better than co-occurrence in this case. Our method improved the results
of the corpus where the co-occurrence approach was less effective.
Comparing our results to other published results on miRNA-gene relation extraction, the
proposed method obtained lower F-score values. For example, Bagewadi et. al. [23] repor-
ted an F-score of 0.760 on their corpus. The authors used a linear kernel to obtain that result
while using the SL kernel we obtain a similar F-score of 0.757. Using IBRel we obtained a
lower F-score 0.532. However, these authors developed and evaluated their approach only on
their dataset, which is understandable since they were the first to develop a manually annot-
ated corpus containing information about miRNA-gene relations. Li et. al. [24] developed
a rule-based approach to extract document-level relations, obtaining an F-score of 0.94 on
their own manually annotated dataset (miRTex corpus) and 0.87 on Bagewadi’s corpus. In
this case, our best F-score on their dataset was 0.654 using SL kernel and 0.383 using IBRel,
which is lower than the values reported by the authors. However, the approach used by these
authors cannot be easily adaptable to other domains. This is the reason why in relation ex-
traction community challenges, teams generally use machine learning approaches instead of
designing rules specific for that challenge. Since IBRel could be applied to any biomedical
relation represented in a knowledge base, it has more reusability than rule-based methods,
which are specific for a biological problem.
Since we did not annotate the IBRel-CF corpus, we manually evaluated the results ob-
tained. We identified some relations extracted from the corpus that were not correct. From
the 27 relations extracted, we identified 6 errors. There is no mention of the gene BRCA1
in the document where the relation between that gene and hsa-mir-193b was extracted. This
was due to a mapping error, where the string “uPA”, referring to urokinase plasminogen ac-
tivator (PLAU), was incorrectly mapped to BRCA1. This error could be fixed using acronym
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extension so that the extended form of the gene is mapped instead of the acronym. The three
relations with the gene LIN28A are incorrect. Although this gene regulates the expression of
several miRNAs, those relations were not described in the text. This error occurred because
some miRNAs were recognized as genes, and in this case, they were incorrectly mapped to
the LIN28A gene. One possible solution to this problem is to use semantic similarity to im-
prove the mapping process. Considering that entities mentioned in the same sentence should
be semantically related, PLAU would be more semantically similar to the other genes men-
tioned than BRCA1. Therefore, semantic similarity could be used as a threshold to choose
better mappings.
6.4.1 Evaluation of miRNA and Gene Entity Recognition
We were able to recognize miRNA and gene entities from the three corpora. Regarding
miRNAs, this task was not difficult since miRNA nomenclature is standardized and thus
not as ambiguous as other biomedical entities. In the case of Bagewadi’s corpus, the F-
score obtained was similar to the reported inter-annotator agreement (difference of 0.002
for miRNA and 0.075 for gene). On the miRTex corpus, we obtained higher F-score values
for both miRNA and gene entities. The results obtained with the TransmiR corpus were
lower since this evaluation was limited by some factors. The main one was the fact that not
all relations were mentioned in the abstract of the articles. For example, every document
with a relation between hsa-let-7a-1 and a gene also contained a relation between other
miRNAs from the let-7 family and that gene. However, this was never mentioned in the
abstract. This error accounted for 42 false negatives. Another type of error was due to some
miRNAs and genes mentioned in the abstract that were not part of the TransmiR database.
For example, PMID 20093556 mentions 6 miRNAs, but only one miRNA-gene relation
exists in the database. This type of error contributed to lower precision values for miRNA




In this paper, we showed that our method performed better on a dataset based on a manu-
ally curated database, while, as expected, supervised learning performed better on manually
annotated datasets, developed for text mining applications. The main contributions of this
paper are IBRel, a method for extraction of biomedical relations from texts using only exist-
ing resources, and a dataset of miRNA-gene relations automatically extracted and manually
validated. The method we developed was evaluated for miRNA-gene relation extraction,
where it outperformed supervised learning on the case where no specific training set was
available.
A second contribution is the dataset obtained using our method for cystic fibrosis. We
applied IBRel to a set of 51 abstracts about cystic fibrosis, published in the last 5 years.
From the 27 miRNA-gene relations extracted, 21 of those were found to be correct in the
context of cystic fibrosis. While this approach was not flawless, it should be of interest to
researchers working on this subject since there are still few reliable resources for identifying
miRNA-gene relations in disease-specific contexts. We intend to apply this approach to other
diseases and develop a platform to visualize the information extracted.
The results obtained in this work suggest that our method can still be improved. For
example, we can optimize the parameters of miSVM to this task using cross-validation on the
datasets used. We intend to use ontologies to better annotate the corpus generated for distant
supervision. Semantic similarity has been used before to extract protein-protein interactions
[52] and drug-target interactions [53]. By computing the semantic similarity between the
entities mentioned in a document, we can identify which are more likely to be associated.
The similarity between two genes can be calculated using the semantic similarity between the
two sets of Gene Ontology terms annotated to them. We have previously explored semantic
similarity techniques for drug name recognition [54] and drug-drug relation extraction [50].
We used semantic similarity between two chemical entities on ChEBI as a feature for an
ensemble classifier, obtaining higher precision values. Another type of approach we wish
147
6. EXTRACTING MICRORNA-GENE RELATIONS FROM BIOMEDICAL
LITERATURE USING DISTANT SUPERVISION
to explore is crowd-sourcing. Other authors have used crowd-sourcing to improve multi-
instance learning results [55]. The idea is to use machine learning algorithms to correctly
classify a wide range of cases and use crowd-sourcing to solve the most difficult cases.
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Generating a Tolerogenic Cell Therapy
Knowledge Graph from Literature
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Abstract
Tolerogenic cell therapies provide an alternative to conventional immunosuppressive
treatments of autoimmune disease and address, among other goals, the rejection of organ
or stem cell transplants. Since various methodologies can be followed to develop tolero-
genic therapies, it is important to be aware and up to date on all available studies that may
be relevant to their improvement. Recently, knowledge graphs have been proposed to link
various sources of information, using text mining techniques. Knowledge graphs facilitate
the automatic retrieval of information about the topics represented in the graph.
The objective of this work was to automatically generate a knowledge graph for tolero-
genic cell therapy from biomedical literature. We developed a system, ICRel, based on ma-
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chine learning to extract relations between cells and cytokines from abstracts. Our system
retrieves related documents from PubMed, annotates each abstract with cell and cytokine
named entities, generates the possible combinations of cell-cytokine pairs co-occurring in
the same sentence, and identifies meaningful relations between cells and cytokines. The ex-
tracted relations were used to generate a knowledge graph, where each edge was supported
by one or more documents. We obtained a graph containing 647 cell-cytokine relations,
based on 3264 abstracts. The modules of ICRel were evaluated with cross-validation and
manual evaluation of the relations extracted. The relation extraction module obtained an F-
measure of 0.789 in a reference database, while the manual evaluation obtained an accuracy
of 0.615. Even though the knowledge graph is based on information that was already pub-
lished in other papers about immunology, the system we present is more efficient than the
laborious task of manually reading all the literature to find indirect or implicit relations. The
ICRel graph will help experts identify implicit relations that may not be evident in published
studies.
7.1 Introduction
Tolerogenic cell therapies provide an alternative to conventional immunosuppressive
treatments of autoimmune disease and address, among other goals, the rejection of organ
or stem cell transplants [1]. These therapies aim at modulating the pathological immune
response with minimal effect on the immune system. Antigen-presenting cells (APCs) can
be induced to control the immune response by targeting specific T cell responses, avoiding
general suppression of the immune system [2]. It is necessary to understand the underly-
ing mechanisms of the immune system to develop tolerogenic cell therapies. Cytokines are
small peptides involved in cell signaling, which can be used to induce tolerance in APCs [3].
Immune cells express cytokines and their respective receptors. High-throughput sequen-
cing techniques have improved our knowledge about cell signaling, introducing a variety of
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information about how cytokines are used by the immune system. This information is im-
portant to understand and develop new methods to isolate, culture and induce tolerance in
APCs.
Biomedical information is often presented to the community through published literature,
including information about human autoimmune diseases and therapies to treat them. There
are knowledge bases aiming at organizing the findings provided by the literature through a
single access point. Populating such knowledge bases is, therefore, important for biomedical
research, in particular, because they allow computational methods to find patterns in the
data, thus generating new hypotheses to be tested experimentally. If a cell produces the same
cytokine receptors as another cell, and a new cytokine is found to interact with the first cell,
it is plausible that new cytokine could also affect the second cell. This type of inference,
also known as ABC model [4], is only possible if the results of many studies are analyzed
together.
The scientific community has shown interest in curating databases about cells and cy-
tokines. For example, the National Center for Biotechnology Information (NCBI) provides
a compilation of several biomedical and genomic resources [5], including the Entrez Gene
database[6]. This database contains entries for the genes associated with cytokines, and each
entry contains useful information about that cytokine, such as interactions, pathways, and
gene ontology annotations. There are also resources specific to cytokine information. The
Cytokine Reference is an online database of information on cytokines and receptors, com-
piled from the literature by experts [7]. This database contains links to other databases such
as MEDLINE and GenBank, and can be searched by cytokine, cell or disease. Another rel-
evant database is the Cytokine & Cells Online Pathfinder Encyclopedia (COPE) [8], which
focuses on the interactions between cell types through cytokines. The current version of
COPE contains 45k entries, including a cell type dictionary of 3k entries. These efforts show
the importance of information structures for cells and cytokines. Therefore, the development
of computational methods to structure this information would benefit researchers working in
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this domain.
These computational methods require two conditions: (i) the information is readable by
computers, and (ii) it is comprehensive, encoding the up-to-date collective knowledge of
the community. Both these tasks are currently subject to intensive research. Converting
heterogeneous data formats to a common language and merging the data is one approach to
the first task. For example, Bio2RDF converts heterogeneous data from several datasets into
RDF, a standard data model based on the specification of links between data elements [9].
As for the second task, the information stored in many biomedical datasets is the result of
manual processing of documents, which is becoming less practical, since the number of pub-
lished documents increases at a high rate. A more feasible approach is to use automatic text
mining methods to process documents and generate a knowledge graph for a given topic. In a
knowledge graph, nodes correspond to real world entities while edges represent relationships
between the entities. A widely popular knowledge graph is the one integrated with Google
search. This graph is generated from web documents, and organizes information about vari-
ous topics, such as people, places, and works of art, to improve the quality of the search
results delivered to the users1. Recent works have demonstrated how biological knowledge
graphs can be extracted from documents, based on protein-protein, [10], miRNA-gene [11]
and drug-target interactions [12]. While these graphs provide important efforts to link the
discoveries of various manuscripts, there is still a need for automatic methods that can create
specialized graphs and update them as more works are published.
This manuscript presents the system, ICRel (Identifying Cellular Relations), that we de-
veloped, based on machine learning, to extract cell-cytokine relations from documents and
generate a knowledge graph. ICRel was trained and evaluated with the immuneXpresso data-
base to extract meaningful relations between cells and cytokines in documents. We did not
aim at finding novel information, instead we demonstrate the utility of the system by study-
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the contributions of this manuscript are: (i) the open source ICRel system that generates a
cell-cytokine graph from biomedical abstracts, and (ii) the knowledge graph obtained using
ICRel on a set of documents relevant to tolerogenic antigen-presenting cell therapy. ICRel
was able to identify cytokines associated with tolerogenic antigen presenting cells that were
missing from the immuneXpresso database. The code and results obtained with ICRel are
available at https://github.com/lasigeBioTM/ICRel.
7.2 Material and Methods
The objective of ICRel is to automatically generate a knowledge graph relevant to tolero-
genic cell therapy from a given corpus. The system was written in Python 3.5 and its code
is openly available2. The methodology used can be adapted to other domains, by selecting
an appropriate set of documents and reference database. Figure 7.1 presents the pipeline
of ICRel, describing the input and output of each module, while Figure 7.2 provides an ex-
ample of an abstract being processed by each module. The first module retrieves abstracts
from PubMed into an internal database, according to a given query specified as input. The
second module identifies named entities with an external tool, requiring one lexicon for each
entity type to be identified. In this case, we had a lexicon for cell names and another for
cytokines. The third module combines all cell-cytokine pairs identified within a sentence
to generate instances for the machine learning classifier and to calculate the pair frequency
score. Finally, the fourth module classifies each pair, assigns a confidence score and gener-
ates a graph based on the pairs that were classified as positive. The remainder of this section
describes in detail the data and methods used to develop this system.
2https://github.com/lasigeBioTM/ICRel
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Figure 7.1: Pipeline of the ICRel system. This first module (A) retrieves documents from
PubMed, the second module (B) annotates cell and cytokine entities in each document us-
ing the Cell Ontology and Cytokine registry, the third module (C) combines the cells and
cytokines mentioned in the sentence and the fourth module (D) classifies each pair and gen-
erates the graph.
7.2.1 Datasets
A previous study provided a database of interactions between cytokines and cells, named
immuneXpresso [14]. Although this database was generated using automatic information
extraction methods, its contents were evaluated with two manually curated databases, re-
garding the interactions containing B cells. The authors obtained a 20% false negative rate
and no false positives. Even though we have no other guarantee that all entries of this data-
base are correct, we considered this database as a silver standard due to the evaluation scores
reported by the authors. A gold standard would require each entry to be manually validated
by different domain experts. Since we could not find a gold standard for cytokine-cell in-
teractions in abstracts, we used this silver standard to train and evaluate our method using
5-fold cross-validation. In previous studies, this type of methodology has been shown to be
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Figure 7.2: Example of an abstract being processed by the ICRel system. We show the first
four sentences of the abstract of the article [13]. The first box (A) shows these sentences,
numbered and with cells and cytokines bolded manually. The second box (B) shows the
entities recognized automatically, where the numbers at the start of each line represent the
first and last character offset of the entity. The third box (C) shows the possible cell-cytokine
combinations using the sentences shown. The fourth box (D) shows the confidence scores
obtained with our system for those pairs. It should be noted that those scores were obtained
using several documents and not just the example shown.
useful for information extraction evaluations [15, 16].
Each entry of the immuneXpresso database represents an interaction between a cytokine
and a cell found in the literature. The interactions are supported by one or more abstracts,
and they have the following attributes: direction (cell to cytokine or vice-versa), sentiment
(Positive, Negative or Unknown), number of papers, and e-score. The sentiment reflects if the
interaction indicates up-regulation (positive) or down-regulation (negative). Each interaction
can be found in the associated abstracts, in at least one sentence mentioning both the cytokine
163
7. GENERATING A TOLEROGENIC CELL THERAPY GRAPH
and cell. We retrieved these abstracts from PubMed and associated each entry with the
respective abstracts. A total of 25,347 abstracts were considered for this silver standard.
Our main objective was to develop an automatic system to generate a knowledge graph
about cellular tolerogenic therapies, focusing on those that use APCs. Hence, we retrieved a
corpus of documents related to this topic using the MeSH term “Antigen-Presenting Cells”,
which should include most published abstracts with information relevant to our graph. We
restricted this query to abstracts published from January 2015 to August 2017, to avoid
overlapping with immuneXpresso, which has no abstracts published after 2015. Using this
query, we obtained 3264 abstracts, which were then annotated with cytokine and cell named
entities. We expect that the information obtained by our system can be complementary to
this database, which is not focused on any specific topic besides immunology. Furthermore,
our system can automatically process new abstracts and add new relations to the graph.
7.2.2 Named entity recognition
Each abstract of our datasets contained named entities corresponding to concepts relevant
to tolerogenic cell therapies. We were interested specifically in references to cells and cy-
tokines in these abstracts. To this end, we established a lexicon of cell and cytokine names.
The cell lexicon is based on the Cell Ontology [17] (version: 2017-07-29). We compiled
all the concept labels and corresponding synonyms, resulting in a total of 8503 terms. For
cytokines, we used a cytokine registry3, which includes several synonyms for each cytokine,
corresponding to a total of 7242 terms (version: November 2015). In both cases, each syn-
onym was mapped to a reference string: Cell Ontology concept label in the case of cells and
Entrez name in the case of cytokines. This way, we could associate the same entities men-
tioned across various documents through different synonyms, as long as those synonyms
were considered in our lexicon.
We employed MER [18] to identify named entities in the abstracts. MER matches a list
3http://immport.org/immport-open/public/reference/cytokineRegistry
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of terms (lexicon) to their mentions in the text, returning the characters of the entities found.
For example, in the sentence “The dendritic cells were safely tolerated.”, MER would return
the characters from 4 to 19, which correspond to the text “dendritic cells”. Figure 7.2B shows
an example of the output of MER for an abstract. This tool has the advantage of being easy
to adapt to any entity type, it does not require annotated training data, and it is lightweight in
terms of computational resources. We ran MER for each entity type (cell and cytokine) on
each abstract. Due to its simplicity, MER has some limitations, for example, it is not able to
use context to recognize entities, and it is susceptible to orthographic variations. To increase
the number of entities recognized, we added plural variants of every cell name to the lexicon
with the Python package inflect. This way, in the previous example, “dendritic cells” would
be matched to the “dendritic cell” concept of the Cell Ontology, even if the text is not a
perfect match. Furthermore, we removed common words such as “light” and “killer” from
the cytokine lexicon, since these words could also appear in other contexts, for example,
as part of “natural killer cell”. We found these words by comparing the lexicon to a list of
common English words. The main limitation of MER is that the lexicon may be incomplete
and some references to cells and cytokines in the documents will be missed. However, by
using a large corpus, our assumption is that only rare variants will not be identified since
most journals recommend a specific nomenclature for cells and proteins.
7.2.3 Cell-cytokine relation extraction
A classifier is a model capable of assigning labels to new data according to a specific
function learned from the training data. Supervised machine learning algorithms learn to
classify instances (in this case, pairs) by adjusting a function to the labels of each instance
of the training set. Generally, these algorithms require the training data to consist of a mat-
rix where each line corresponds to an instance and each column to a feature. We consider
an instance to be a specific combination of cell and cytokine, while the features consist of
the words used in sentences where that pair co-occurs. A classifier should be evaluated to
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understand how useful it can be to predict the labels of new data. This type of evaluation is
done by comparing the real labels assigned by experts to the labels predicted by the classi-
fier. Figure 7.3A shows the workflow of the training and evaluation process of a supervised
machine learning approach using 5-fold cross-validation. Cross-validation consists of iter-
atively partitioning the dataset in folds, using all but one of the folds to train a classifier.
This classifier is used to predict labels for the remaining fold, which are then compared to
the original labels. In a 5-fold cross-validation, this process is repeated 5 times, and an av-
erage of the scores obtained in each iteration is used to estimate the quality of the classifier.
Afterwards, a classifier can be trained using the whole dataset.
Figure 7.3: Demonstration of a machine learning workflow for cell-cytokine pair classifica-
tion. (A) The label of each pair is known, and the learning algorithm trains a classifier based
on these labels. Using 5-fold cross-validation, at each iteration 4 folds are used for training
and 1 for testing. (B) Using distant supervision, the labels of each instance are not known,
instead, a database assigns a label according to the existence of an entry corresponding to
that pair.
We consider a knowledge graph to be a set of facts associated with a specific domain
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using the RDF data model, i.e., specified by predicate-verb-object triplets. In our case, the
knowledge graph is constituted by cell-cytokine interactions, where the focus is on the pre-
dicate and objects, which are cells and cytokines, with no specific order. An instance is any
co-occurrence of a specific cell-cytokine pair within a sentence. We consider various types
of relations, where a cell expresses a cytokine, or a cytokine affects the behavior of a cell.
We are interested only in direct relations, where there are no intermediaries to the relation
described. This includes cases of up- and down-regulation, signaling, activation, and stim-
ulation, for example. However, we are not interested in cases where the relation is negated
(e.g. the cell does not express the cytokine) or hypothetical (e.g. the authors consider that
a similar cell may express the same cytokine). For each pair, at least one sentence must
explicitly state the existence of the relation for it to be considered a positive instance. That
sentence may contain other information, such as the mechanism of the relation, experimental
details or other cells and cytokines.
Distant supervision assumes that if a relation between two entities is stated in a database,
it can be assumed that whenever those two entities co-occur in a document a relation between
them is described (Figure 7.3B). We used distant supervision to generate a dataset for training
since it is not easy to obtain labeled training data for most domains For example, it would
be assumed that every sentence in the abstract of the paper [13] that mentions both dendritic
cells and IL-12 is supporting that relation, including this sentence: “These dendritic cells
were stimulated for another 48 h, and IL-12 p70 was measured by ELISA”. Although this
assumption does not take into account the semantics of the text, it has been shown that
distant supervision can be useful to extract relations from documents [19]. In this work, we
adopted immuneXpresso as the reference database. As previously mentioned, this database
was generated automatically, however, the authors report a high accuracy when compared to
experimental data.
The machine learning algorithm used by ICRel, multi-instance learning (MIL), organizes
instances in bags, which consist simply of sets of instances with a common property. All
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instances are negative if the bag label is negative, or at least one instance is positive if the bag
label is positive. Therefore, there is no need to manually label the relations in the documents.
This approach can be applied to relation extraction, assuming that the instances are potential
relations and the bags contain instances of the same pair of entities. Figure 7.2C shows an
example of the way the instances are organized in bags, where each line corresponds to a
different bag. Each bag has a label, which can be positive if the database contains an entry
establishing a relation between the two elements of the bag, or negative otherwise. Using
a machine learning algorithm, a classifier can be trained to classify new instances. This
classifier will assign a confidence score to each bag. It is a reasonable assumption that an
interaction is stated in a single sentence, so we consider only pairs of entities mentioned
within a sentence.
Besides the labels of each bag, the MIL algorithm uses a feature representation of each
instance to train a classifier. In our case, the feature representation of each instance is based
on a window of words around each entity of the pair. We used a context window of size
three, meaning that at most three words before and after each entity were considered. Each
word was represented by its lemma so that variations of the same root word did not affect the
learning process. Words that were part of named entities were represented by their respective
entity type, to avoid any bias towards specific entities, and words that appeared in less than
1% of the documents were not considered, to reduced noise caused by text artifacts. Then, we
generated tf-idf weights for each word, to obtain a vector representation of each instance. Tf-
idf corresponds to the product between term frequency (tf) and inverse document frequency
(idf), and it is used to estimate the relative importance of each word in a corpus. This is
required since machine learning algorithms require numeric vectors. The weights generated
during the training phase were also applied to new data. In summary, each document was
converted to sets of instances (bags), with each instance corresponding to a feature vector
obtained with tf-idf weighting.
We observed that only some sentences in each abstract described relations between cells
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and cytokines, while the other sentences presented other types of information, such as defin-
itions or experimental parameters. This would be an issue to traditional approaches relation
extraction because there is a larger proportion of negative pairs (no direct and explicit rela-
tion is described in the text) than positive. In our preliminary experiments, we found that
often less than 10% of the pairs in a document are positive. Therefore, it was necessary to
use an algorithm that takes into account the sparsity of the data. We tested variations of MIL
and found that sparse MIL (sMIL) [20] provided the best results. This algorithm is based
on support vector machines, with an adapted objective function to account for the reduced
number of positive labels. This new cost function assumes that smaller positive bags are
more informative, weighting the feature vector of each positive bag according to its number
of instances.
Our system contains a classifier trained using all entries and documents from the im-
muneXpresso database, corresponding to about 25k abstracts, using the methods described
above. ICRel extracts relations from documents by transforming the text into feature vectors
and then applying this classifier. The trained classifier predicts the label of a bag but does
not predict the individual label of its instances. This means that it is not possible to know the
exact sentence where the interaction is described. However, this information is sufficient for
our purposes, since we know that each extracted relation has at least one sentence supporting
it.
We used two different measures to classify an instance: the confidence score assigned by
the machine learning classifier, and the number of sentences associated with a pair, which
we call the pair frequency. The classifier confidence score was based on the distance to the
hyperplane given by the sMIL algorithm, as described in [21]. The pair frequency was calcu-
lated as the number of abstracts where that pair co-occurs in a sentence divided by the total
number of abstracts in the corpus. We expect that pairs mentioned in more documents are
more likely to have been correctly identified. Both scores were used to study how precision
and recall varies when using a threshold. As the threshold increases, recall should decrease
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while precision increases.
7.2.4 Knowledge graph for tolerogenic cell therapy
The proposed ICRel system can extract candidate entries to generate a cytokine-cell
graph. Each candidate entry is supported by the sentences where it was found, a classi-
fier confidence score and its frequency. Since each cell and cytokine entity was normalized
to a reference database, we can associate relations described over many documents, even if
the authors use various nomenclatures. Furthermore, since we used the Cell Ontology as the
reference for cell names, its axioms can be explored to expand the graph.
To obtain a knowledge graph for tolerogenic cell therapy, we first obtained a set of 3264
documents about APCs. This set of documents does not overlap with the documents used to
train the classifier, which includes only documents published before 2015. The same doc-
uments should not be used for training and testing machine learning classifiers because the
classifier will have a biased performance on the training documents, leading to an overes-
timation of the quality of the results. Instead, we can simply match the immuneXpresso
relations with our graph to obtain more knowledge.
The extracted relations were imported to Cytoscape [22] to visualize the graph. The
ICRel graph is an undirected bipartite graph where each edge corresponds to a cell-cytokine
relation. We compared our graph to the one obtained with immuneXpresso, by considering
it also as an undirected graph. We computed standard properties of the two graphs, such as
diameter and center nodes, with the Python package NetworkX [23]. Furthermore, since our
system is focused on obtaining information about tolerogenic cell therapies, we explored the
information contained by each graph relevant to this type of therapy.
We considered that a manual evaluation of the automatically generated knowledge graph
was necessary to estimate the quality of the information. We sampled a set of 60 edges to
be manually validated by three human curators. Each curator validated 30 edges, with a set
of 15 edges common to all three, to calculate the inter-annotator agreement. Each curator
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accepted an edge if there was at least one sentence supporting it in the corpus, and rejected
otherwise. We asked to classify the cause of each rejection to understand the sources of
error of our graph. The inter-annotator agreement was measured using Fleiss’ kappa, an
adaptation of Cohen’s kappa for multiple annotators [24]. The classifications of the curators
were used to estimate the accuracy of the graph.
7.3 Results
The silver standard described in section 7.2.1 is composed of 25,347 abstracts and a total
of 4445 cell-cytokine relations, without considering direction or any other attribute. The
silver standard did not contain any information about entities mentioned in the abstracts that
did not participate in cell-cytokine relations. We identified 185,243 cells and 189,457 cy-
tokines mentions in these abstracts, which we then used to extract relations using the distant
supervision approach. Considering that only 26,357 cell and 25,946 cytokines mentions ex-
ist in the immuneXpresso database, we identified about seven times more entities. Notice
that these numbers refer to total mentions, i.e., any cell or cytokine may be mentioned more
than once across the abstracts. We obtained a precision of 0.366 and recall of 0.853 when
comparing with this silver standard. We estimate that the low precision is due to entities that
do not participate in interactions, and, as such, are not considered in the silver standard used.
For our objective, it is more important to recognize most of the cell and cytokines mentioned
in the abstracts because the relation classifier will train and identify new relations based on
those entities. Therefore, a recall of 0.853 indicates that most of the cell and cytokine names
were identified.
We ran a 5-fold cross-validation on the silver standard documents to evaluate the per-
formance of our system. We randomly divided the documents into 5 partitions and iteratively
trained a classifier on the documents and respective relations of 4 partitions and tested on the
documents of the other one. Then we compared the relations obtained on each iteration with
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the silver standard, to calculate precision and recall. Using the classifier confidence score
of each prediction, we can use it as a threshold to observe how it affects precision and re-
call. We compared this approach with only using the pair frequency, which was given by
the number of documents where the cell and cytokine appeared within a sentence divided
by the total number of documents. For both cases, we tested several threshold values and
calculated precision, recall and F-measure assuming that only pairs with scores above the
threshold were predicted as positive. Table 7.1 compares the confidence score calculated by
the classifier with the pair frequency, at the threshold where the highest F-measure was ob-
tained. Figure 7.4 shows the precision-recall curve obtained by ranking the pairs by classifier
confidence or pair frequency. In this figure, we can see that for the same recall values, the
distant supervision approach has higher precision than the frequency approach, hence it can
provide higher quality results. At the highest recall values, the precision of the frequency
approach is slightly higher, and for maximum recall, the precision is the same in both cases
since the only difference is how the pairs are ranked. However, the classifier confidence
score has a larger area under the curve (0.881 vs. 0.850). The area under the PR curve is
used as an estimate of the quality of a classifier in cases where the distribution of the labels
is skewed [25].
We generated a graph from the immuneXpresso database to compare with the graph gen-
erated using ICRel. This graph is composed of cell-cytokine relations found automatically
in 25k abstracts from 1988 to 2015, resulting in 432 nodes and 2495 edges. The authors of
this database provided other properties for each relation, such as direction and degree. How-
ever, since our system did not provide this type of information, we considered all interactions
Table 7.1: Results obtained with cross-validation on the immuneXpresso silver standard
using the classifier confidence score and pair frequency at the threshold where the highest
F-measure was obtained.
Precision Recall F1-score Threshold
Pair frequency 0.753 0.718 0.735 0.126
ICRel 0.911 0.696 0.789 0.918
172
7.3 Results
Figure 7.4: Precision-recall curves obtained using the classifier confidence score and pair
frequency.
regardless of their properties.
The ICRel graph contains 212 nodes and 647 edges, extracted from 3264 abstracts. Each
edge is supported by at least one sentence from these abstracts, with an average of 2.87
sentences per edge. Furthermore, each edge has a confidence value given by the classifier.
We calculated the Pearson correlation between this confidence value and the number of sen-
tences associated with the two nodes. We obtained a correlation of 0.666, which indicates
that while the two variables are positively correlated, this correlation is not very strong. The
diameter of this graph is 7, which is one edge larger than the immuneXpresso graph. Overall,
the immuneXpresso graph contains more nodes and edges, which is expected since it was
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derived from a larger number of documents than the ICRel graph. Figure 7.5 presents an
overview representation of the ICRel graph, while Table 7.2 provides a comparison between
the two graphs. The files used to generated the graph are provided as supplementary mater-
ial. Data Sheet 1 is a table where each line is an edge of the graph and the PubMed IDs of
the documents are included, while Data Sheet 2 contains the sentences which support each
of the edges.
Figure 7.5: Overview of the ICRel knowledge graph. Cells are represented as white circles
while cytokines are gray squares.
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Table 7.2: Comparison of ICRel and immuneXpresso graphs in terms of number of nodes,






# abstracts 3264 25347
Diameter 7 6
Regarding the manual evaluation of the graph, the accuracy obtained was of 0.615. We
obtained a kappa score of 0.600, which can be considered an adequate level of agreement
[26]. In the following section, we summarize the most common sources of error found in
this evaluation.
7.4 Discussion
Our work demonstrates how text mining solutions can be used to automatically generate
a knowledge graph relevant to tolerogenic cell therapy. A reference database is required to
train a classifier based on a specific type of relation. Due to the lack of databases about
immunological therapies, we could only train and evaluate our system on immuneXpresso.
As such, we were also limited in terms of type of relation to extract, since it had to be a
relation described in that database. However, cytokines have been shown to be therapeutic
agents in various diseases such as diabetes mellitus and multiple sclerosis. Cytokines also
have important roles in the production of APCs [3]. It is relevant to understand the rela-
tion described in the literature between cells and cytokine since these could suggest novel
approaches to tolerogenic cell therapy. Our graph contains these relations and can be integ-
rated with other sources of information through the unique identifiers provided by the Cell
Ontology or Entrez databases.
We compared the confidence score given by our classifier with a frequency-based ap-
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proach, where the ranking score is given by the frequency of a cell-cytokine pair in the
corpus. We found that the score given by the classifier is more accurate than the pair fre-
quency. This is also supported by the low correlation between the classifier confidence and
number of sentences supporting that pair (0.666). Our system learns how to classify rela-
tions using the context words as features. A cell-cytokine pair may be mentioned in multiple
documents, but if the context words used are not similar to other positive pairs, it will not be
classified as such. This is the main advantage of machine learning methods, along with the
possibility of improving the classifier with more validated data.
Most of the processing time necessary to run our system consists of training the classifier.
This part of the process takes more time and memory as more documents are considered for
training since each document introduces new words and entities. In our case, the training
itself took about one day. However, once the classifier is trained, a new set of documents can
be processed relatively quickly.
7.4.1 Comparison between ICRel and immuneXpresso graphs
The main point of comparison of our graph is the one created by [14], which we refer
to as the immuneXpresso graph. This graph is larger than ours, containing more nodes and
edges. However, it is important to consider that immuneXpresso was created using a more
generic set of documents, that were retrieved using the keywords “Immunology and Allergy”
and “General Science”, from a span of about 50 years. We demonstrated the usefulness of
our system by generating a knowledge graph focused on one particular subject and using only
abstracts published in the past two years. We expect that the number of relations extracted
by our system would increase with a larger set of documents. Our assumption is that a more
limited and focused set of documents should result in a graph with more relevant information
to the subject of study.
We first compared the information stored in each graph in general terms. As shown in
the results section, despite the difference in size, both graphs have a similar diameter. The
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diameter corresponds to the shortest distance between the two most distant nodes of a graph.
As an example, Figure 7.6 shows a subgraph containing the union of the longest paths of
each graph with at least three nodes in common. There are three edges in this subgraph
that are shared between the two graphs (T cell<->IL4, IL4<->T-helper 2 cell and T-helper
2 cell<->IL13). These associations that exist in both graphs show that ICRel can extract
well studied cell-cytokines relations, while in Section 7.4.2 we show examples of extracted
relations from recent papers that could not be found in the immuneXpresso graph.
Figure 7.6: Subgraph created using the longest paths of the ICRel and immuneXpresso
graphs with at least three nodes in common. Solid line corresponds to the edges of the
ICRel graph, dashed line to the immuneXpresso graph and double line to both.
Comparing the relations described by each graph, we can observe various differences.
The nodes in the center of the immuneXpresso graph (the center is the set of nodes whose
distance to any other node is less or equal to the radius) are all cytokines (TGFB and TNG)
while the ICRel graph has two cytokines (IL-6 and CSF2) and two cells (dendritic cell and
T-cell) in the center. Dendritic cells are APCs, while T-cells can be targeted by APCs. Both
cytokines CSF2 and IL-6 are also relevant to APCs since the former is used to differentiate
APCs and the latter is produced by dendritic cells.
To better understand the degree of novelty of ICRel we divided its edges in four categor-
ies: (i) edges in common with the immuneXpresso graph; (ii) edges where the nodes existed
in the immuneXpresso graph but were not connected; (iii) edges containing only one node
that existed in the immuneXpresso graph; and (iv) edges where the two nodes did not exist
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in the immuneXpresso graph. Table 7.3 shows the total of edges for each of these categories.
The two graphs have 132 nodes and 195 edges in common. The top five nodes that were
in these edges were T cells (36), macrophages (20), TNF (19), CSF2 (17) and dendritic
cells (15). Considering only nodes that were common to both graphs, ICRel found 178 new
relations. For example, ICRel identified a relation between mononuclear cells and CSF2,
supported by six documents.
The ICRel graph has 76 nodes (23 cells, 53 cytokines) that were not in the other graph. Of
the new cytokines identified, most were actually genes coding cytokine receptors. However,
we believe that these are as relevant to understand cell-cytokine relations as the cytokines
themselves. A cell that produces a cytokine receptor is intrinsically associated with that cy-
tokine. We found that 14 of the 76 new nodes were actually in the immuneXpresso database
under different synonyms. For example, we identified the expressions “alpha interferon” and
“interferon-alpha”, but we were not able to associate with IFNA, which is how it is represen-
ted in immuneXpresso. These synonyms should be considered in future analysis to facilitate
the integration of different knowledge graphs.
The ICRel graph contains 256 edges with one new node, and 18 where the two nodes
were new. The top five nodes of this category were T cells (27), dendritic cells (25), FLT3
(16), CCR7 (16) and monocytes (16). While the immuneXpresso graph contained many
edges with T cells and dendritic cells, ICRel identified even more cytokines related to those
cells. The FLT3 receptor is associated with the differentiation of dendritic cells, which might
explain why our graph contains more edges with this cytokine receptor. CCR7 is a cytokine
Table 7.3: Degree of novelty of ICRel vs. immuneXpresso.
Category of edge #
present in both graphs 195
unique to ICRel w/ common nodes 178
unique to ICRel w/ a unique node to ICRel 256




receptor annotated with the Gene Ontology term “positive regulation of dendritic cell antigen
processing and presentation”, which was recognized by our system due to an entry in the
cytokine registry that we used.
7.4.2 Manual evaluation
We manually evaluated a partition of the ICRel graph to understand how a classifier
trained on the immuneXpresso dataset would perform on a different corpus. This evaluation
was performed by three researchers, who we refer to as curators, who read the sentences
associated with 60 relations and determined if the cell-cytokine relation was supported by
the text. The curators were given the same description of what was considered a relation,
similar to the one presented in section 7.2.3 of this manuscript. We observed that the curators
did not agree in some cases, leading to an inter-annotator agreement of 0.600, based on 15
relations. Since this value represented only a moderate agreement, we analyzed the cases
where the curators disagreed. Our system considered both cytokine and cytokine receptors,
and it was not clear to the curators which one was relevant. For example, one of the sentences
contained the following text: “Flt3 ligand (Flt3L)”; our system recognized both FLT3LG and
FLT3 and as cytokines, while FLT3 is actually a cytokine receptor. It is reasonable to assume
that a cell associated with FLT3LG is also associated with its receptor, however, since it is
not explicitly stated in the sentence, it caused ambiguity among the curators.
The accuracy obtained with the manual evaluation of the graph was of 0.615. The most
common errors were indirect relation between the cytokine and cell, i.e., whenever there is
a third element that affects both cytokine and cell. For example, consider the pair (CXCL2,
memory T cell) in the sentence “(...) perivascular macrophages that are activated by IL-
1a produced by keratinocytes and dDCs that are attracted by these macrophages through
CXCL2 signalling, both of which are essential for the efficient activation of memory T
cells in situ.”. Although both elements of the pair are mentioned in the sentence, there is
not a direct relation described, instead, they are both directly associated to keratinocytes and
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dDCs.
Another common source of error is the incorrect recognition of named entities, both
cytokines and cells. For example, in every sentence mentioning “granulocyte macrophage
colony-stimulating factor”, macrophage was recognized as a cell entity. The cytokine re-
gistry we used to generate a list of synonyms contained some entries that were too ambiguous
to be used by our system, such as acronyms that correspond to normal words. Although we
were able to remove most of these synonyms, some cytokine synonyms stayed in the lexicon
and generated named entity recognition errors. This is the case of immunoglobulin M (IgM),
which was recognized as CD40LG since IGM is a synonym of that cytokine4. These errors
are hard to prevent since it is not possible to have complete knowledge of which synonyms
have multiple meanings. One possible solution to this problem consists in computing the
semantic similarity of all entities of an abstract and using that value to exclude outliers. As-
suming named entity recognition errors would have low similarity to the other entities, this
method could improve the precision of our graph [27]. In the previous example, we expect
that Immunoglobulin M and CD40LG would have low similarity to the other entities of that
abstract.
To identify if the graph contains information relevant to APCs, we evaluated manually
the edges containing the node “professional antigen-presenting cell”. In the ICRel graph,
this node is connected to 10 nodes: CCL19, CCL21, CCL5, CCR7, CSF2, CXCL12, IFN1,
IL12, TGFB1 and TNF. Two of these cytokines (CSF2 and IL12) also appear associated with
APCs in immuneXpresso. The ICRel graph contains the more generic IFN1, which includes
two cytokines that appear associated with APCs in immuneXpresso (IFNA and IFNG). We
confirmed the relations between APCs and its respective cytokines in the papers from where
they were extracted (Table 7.4). By carefully analyzing the articles or the sentences provided
in the supplementary material Data Sheet 2, it is possible to obtain more details about these




APCs to lymph nodes. Since our system identifies both cytokines and their receptors, it also
identified a relation between CCR7, a chemokine receptor, and APCs. Even though CCR7
is associated with APCs, as explained in this article, it is out of the scope of the knowledge
graph, which consists of cell-cytokines relations. [29] show that CXCL12 and CCL5 are
relevant to the recruitment of APCs in early vitiligo. Although this is not directly related
to tolerogenic therapies, understanding the mechanisms of APCs in disease can lead to new
methods to generate and modulate the action of these cells. Further improvements could be
added to ICRel in order to extract other attributes of each relation, such as directionality, tem-
porality and magnitude. For example, by adapting the methods that we recently developed
to classify the type, polarity, degree and modality of clinical events [30].
To understand if our method was able to find relations that were not yet well studied,
we compared the cytokines associated with APCs and dendritic cells on ICRel and immun-
eXpresso (Table 7.4). ImmuneXpresso was generated using abstracts up to 2015, excluding
that year. Only 2 of the 10 cytokines from ICRel were also found in immuneXpresso. Seven
cytokines were found to be associated with APCs in papers from recent years. One cy-
tokine receptor (CCR7) was also found to be associated with APCs and dendritic cells by
our system. Our system as able to correctly extract this new information and organize it in
a knowledge graph. We also studied the edges containing the node “dendritic cell”, which
is a type of professional APC. The ICRel graph contains 64 edges associated with dendritic
cells, of which 49 were not found in immuneXpresso. Dendritic cells and APCs had 7 edges
in common in the ICRel graph (IFN1, CCR7, IL12, CSF2, TNF, CCL5 and CCL19). Com-
paring to the immuneXpresso graph, we can see that most of the cytokines associated with
dendritic cells were found to be associated with APCs by ICRel. Since there is no overlap
in the source documents, this means that while these cytokines were first reported to be as-
sociated with dendritic cells, other APCs types have also been studied, such as epidermal
Langerhans cells [28] and macrophages [34].
We found that immuneXpresso lacked information about specific tolerogenic cell types,
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Table 7.4: Cytokines and receptors identified by ICRel as being associated with APCs. The
second column indicates the reference of the abstract where that relation was found. The
following columns indicate if that cytokine was associated with APCs or dendritic cells in
ICRel and immuneXpresso.
ICRel immuneXpresso
Cell type Reference APC DC APC DC
CCL19 [28] • • •
CCL21 [28] • •
CCR7 [28] • •
CCL5 [29] • •
CXCL12 [29] • •
CSF2 [31] • • • •
IFN1 [32] • • •
IL12 [33] • • • •
TGFB1 [34] • •
TNF [35] • • •
given that the version of the Cell Ontology used did not contain them. Thus, we added a list
of 13 tolerogenic APC types to the lexicon so that relations containing these cells could also
be detected. This led to the identification of 8 relations containing tolerogenic APCs (Table
7.5). The majority of these relations included myeloid-derived suppressor cells (MDSC).
The system identified relations between MDSC and TNF, TNFRSF1A, and TNFRSF1B.
While TNFRSF1A and TNFRSF1B are actually cytokine receptors, the article that mentions
them (source article) describes the effects of gene deletion of both the cytokine and the
receptors in carcinogenesis [36]. The relation between MDSC and IL10 was extracted from
a review article about the role of these cells in inflammatory diseases [37]. Another relation
extracted was between tolerogenic dendritic cells and TGFB1. In this case, the source article




Table 7.5: Relations of tolerogenic APC types found by the ICRel system.
Cell Cytokine Reference
tolerogenic dendritic cell TGFB1 [38]
tolerogenic dendritic cell IL33 [39]
regulatory dendritic cell CCL8 [40]
myeloid-derived suppressor cell TNF [36]
myeloid-derived suppressor cell TNFRSF1B [36]
myeloid-derived suppressor cell TNFRSF1A [36]
myeloid-derived suppressor cell CXCL2 [41]
myeloid-derived suppressor cell IL10 [37]
7.4.3 Conclusion and future directions
Due to its initial stage, there is a lack of openly available databases about tolerogenic
cell therapy. Although commercial databases such as COPE and Cytokine Reference exist,
these depend on manual curation. It is time-consuming to manually develop and then update
databases with newly found information from published papers. Our ICRel system presents a
solution to this issue, by using machine learning to automatically generate a knowledge graph
of cell-cytokine relations. Using the knowledge graph, experts can then find more facts to
store in their own databases, or help them formulate new hypotheses that need further study.
Our system obtained higher precision values when compared to a frequency based approach.
We demonstrated the usefulness of the system by focusing on antigen presenting cells rel-
evant to tolerogenic cell therapy. There have been various advancements in our understand-
ing of immune mechanisms and pathways that are dysregulated in autoimmune diseases, and
active in transplant rejection, contributing to advancements in tolerogenic therapies. A better
organization of the current knowledge about this process would benefit the development of
new treatments and clinical trials. The knowledge graph contained relations between APCs
that were found only in recent papers, thus showing how our system can lead to a more com-
plete information structure on this topic. Furthermore, we identified multiple associations
between specific tolerogenic APCs and cytokines. We believe that our proposed system
has a large potential to help practicing cell biologists or cell therapy experts in identifying
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relevant relationships that can only be found by exploring various scientific articles in an
integrated way. It was not our aim to find novel or specialized information but rather show
the feasibility of the system, and to use examples for guiding practitioners and experts on
how to take advantage of it.
The work presented in this manuscript has two major applications. The first is informa-
tion retrieval systems that can use the information from our graph to integrate various sources
of information. This is the case of Bio2RDF [9], which stores several biomedical databases,
such as KEGG, PubMed and HGNC, in RDF format. The Bio2RDF project is an effort to
link the entries of these databases using normalized URIs. Since our system matches each
cytokine to the Entrez database and each cell to the Cell Ontology, it should be simple to
integrate our graph with other databases for information retrieval. Another major application
is recommendation systems. It is useful for a researcher working with a specific group of
cell lines to know which other cells could also fit in that group. There are various methods
to provide this type of recommendation, one of them consisting in exploring the structure
of the graph to compute similarity measures. A recommender system could then suggest
cells that interact with the same cytokines as the cells in the group. By integrating with ex-
ternal sources, it would be possible to suggest cytokines associated with specific diseases,
chemicals or genes.
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8
BO-LSTM: Classifying relations via long
short-term memory networks along
biomedical ontologies
ANDRE LAMURIAS, DIANA SOUSA, LUKA A CLARKE AND FRANCISCO
M COUTO
Abstract
Recent studies have proposed deep learning techniques, namely recurrent neural net-
works, to improve biomedical text mining tasks. However, these techniques rarely take
advantage of existing domain-specific resources, such as ontologies. In Life and Health
Sciences there is a vast and valuable set of such resources publicly available, which are con-
tinuously being updated. Biomedical ontologies are nowadays a mainstream approach to
formalize existing knowledge about entities, such as genes, chemicals, phenotypes, and dis-
orders. These resources contain supplementary information that may not be yet encoded in
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8. BO-LSTM: CLASSIFYING RELATIONS VIA LONG SHORT-TERM MEMORY
NETWORKS ALONG BIOMEDICAL ONTOLOGIES
training data, particularly in domains with limited labeled data.
We propose a new model to detect and classify relations in text, BO-LSTM, that takes
advantage of domain-specific ontologies, by representing each entity as the sequence of its
ancestors in the ontology. We implemented BO-LSTM as a recurrent neural network with
long short-term memory units and using open biomedical ontologies, specifically Chemical
Entities of Biological Interest (ChEBI), Human Phenotype, and Gene Ontology. We assessed
the performance of BO-LSTM with drug-drug interactions mentioned in a publicly available
corpus from an international challenge, composed of 792 drug descriptions and 233 scientific
abstracts. By using the domain-specific ontology in addition to word embeddings and Word-
Net, BO-LSTM improved the F1-score of both the detection and classification of drug-drug
interactions, particularly in a document set with a limited number of annotations. We adap-
ted an existing DDI extraction model with our ontology-based method, obtaining a higher
F1 score than the original model. Furthermore, we developed and made available a corpus
of 228 abstracts annotated with relations between genes and phenotypes, and demonstrated
how BO-LSTM can be applied to other types of relations.
Our findings demonstrate that besides the high performance of current deep learning
techniques, domain-specific ontologies can still be useful to mitigate the lack of labeled
data.
8.1 Background
Current relation extraction methods employ machine learning algorithms, often using
kernel functions in conjunction with Support Vector Machines [1, 2] or based on features ex-
tracted from the text [3]. In recent years, deep learning techniques have obtained promising
results in various Natural Language Processing (NLP) tasks [4], including relation extrac-
tion [5]. These techniques have the advantage of being easily adaptable to multiple domains,
using models pre-trained on unlabeled documents [6]. The success of deep learning for text
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mining is in part due to the high quantity of raw data available and the development of word
vector models such as word2vec [7] and GloVe [8]. These models can use unlabeled data
to predict the most probable word according to the context words (or vice-versa), leading to
meaningful vector representations of the words in a corpus, known as word embeddings.
A high volume of biomedical information relevant to the detection of Adverse Drug
Reactions (ADRs), such as Drug-Drug Interactions (DDI), is mainly available in articles and
patents [9] A recent review of studies about the causes of hospitalization in adult patients
has found that ADRs were the most common cause, accounting for 7% of hospitalizations
[10]. Another systematic review focused on the European population, identified that 3.5%
of hospital admissions were due to ADRs, while 10.1% of the patients experienced ADRs
during hospitalization [11].
The knowledge encoded in the ChEBI (Chemical Entities of Biological Interest) ontology
is highly valuable for detection and classification of DDIs, since it provides not only the im-
portant characteristics of each individual compound but also, more importantly, the underly-
ing semantics of the relations between compounds. For instance, dopamine (CHEBI:18243),
a chemical compound with several important roles in the brain and body, can be character-
ized as being a catecholamine (CHEBI:33567), an aralkylamino compound (CHEBI:64365)
and an organic aromatic compound (CHEBI:33659) (Fig. 8.1). When predicting if a cer-
tain drug interacts with dopamine, its ancestors will provide additional information that is
not usually directly expressed in the text. While the reader can consult additional materials
to better understand a biomedical document, current relation extraction models are trained
solely on features extracted from the training corpus. Thus, ontologies confer an advantage
to relation extraction models due to the semantics encoded in them regarding a particular
domain. Since ontologies are described in a common machine-readable format, methods
based on ontologies can be applied to different domains and incorporated with other sources
of knowledge, bridging the semantic gap between relation extraction models, data sources,
and results [12].
193
8. BO-LSTM: CLASSIFYING RELATIONS VIA LONG SHORT-TERM MEMORY
NETWORKS ALONG BIOMEDICAL ONTOLOGIES
Figure 8.1: An excerpt of the ChEBI ontology showing the first ancestors of dopamine, using
“is-a” relationships.
8.1.1 Deep learning for biomedical NLP
Current state-of-the-art text mining methods employ deep learning techniques, such as
Recurrent Neural Networks (RNN), to train classification models based on word embeddings
and other features. These methods use architectures composed of multiple layers, where each
layer attempts to learn a different kind of representation of the input data. This way, different
types of tasks can be trained using the same input data. Furthermore, there is no need to
manually craft features for a specific task.
Long Short-Term Memory (LSTM) networks have been proposed as an alternative to
regular RNN [13]. LSTMs are a type of RNN that can handle long dependencies, and
thus are suitable for NLP tasks, which involve long sequences of words. When training
the weights of an RNN, the contribution of the gradients may vanish while propagating for
long sequences of words. LSTM units account for this vanishing gradient problem through
a gated architecture, which makes it easier for the model to capture long-term dependencies.
Recently, LSTMs have been applied to relation extraction tasks in various domains. Miwa
and Bansal [14] presented a model that extracted entities and relations based on bidirectional
tree-structured and sequential LSTM-RNNs. The authors evaluated this model on three data-
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sets, including the SemEval 2010 Task 8 dataset, which defines 10 general semantic relations
types between nominals [15].
Bidirectional LSTMs have been proposed for relation extraction, obtaining better results
than one-directional LSTMs on the SemEval 2010 dataset [16]. In this case, at each time
step, there are two LSTM layers, one that reads the sentence from left to right, and another
that reads from right to left. The output of both layers is combined to produce a final score.
The model proposed by Xu et al. [17] combines Shortest Dependency Paths (SDP)
between two entities in a sentence with linguistic information. SDPs are informative fea-
tures for relations extraction since these contain the words of the sentence that refer directly
to both entities. This model has a multichannel architecture, where each channel makes use
of information from a different source along the SDP. The main channel, which contributes
the most to the performance of the model, uses word embeddings trained on the English
Wikipedia with word2vec. Additionally, the authors study the effect of adding channels con-
sisting of the part-of-speech tags of each word, the grammatical relations between the words
of the SDP, and the WordNet hypernyms of each word. Using all four channels, the F1-score
of the SemEval 2010 Task 8 was 0.0135 higher than when using only the word embeddings
channel. Although WordNet can be considered an ontology, its semantic properties were
not integrated in this work, since only the word class is extracted, and the relations between
classes are not considered.
Deep learning approaches to DDI classification have been proposed in recent years, using
the SemEval 2013: Task 9 DDI extraction corpus to train and evaluate their performance.
Zhao et al. [18] proposed a syntax convolutional neural network for DDI extraction, using
word embeddings. Due to its success on other domains, LSTMs have also been used for
DDI extraction [19, 20, 21, 22]. Xu et al. [21] proposed a method that combines domain-
specific biomedical resources to train embedding vectors for biomedical concepts. However,
their approach uses only contextual information from patient records and journal abstracts
and does not take into account the relations between concepts that an ontology provides.
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While these works are similar to ours, we present the first model that makes use of a domain-
ontology to classify DDIs.
8.1.2 Ontologies for biomedical text mining
While machine learning classifiers trained on word embeddings can learn to detect re-
lations between entities, these classifiers may miss the underlying semantics of the entities
according to their respective domain. However, the semantics of a given domain are, in
some cases, available in the form of an ontology. Ontologies aim at providing a structured
representation of the semantics of the concepts in a domain and their relations [23]. In this
paper, we consider a domain-specific ontology as a directed acyclic graph where each node
is a concept (or entity) of the domain and the edges represent known relations between these
concepts [24]. This is a common representation of existing biomedical ontologies, which
are nowadays a mainstream approach to formalize knowledge about entities, such as genes,
chemicals, phenotypes, and disorders.
Biomedical ontologies are usually publicly available and cover a large variety of top-
ics related to Life and Health Sciences. In this paper, we use ChEBI, an ontology for
chemical compounds with biological interest, where each node corresponds to a chemical
compound [25]. The latest release of ChEBI contains nearly 54k compounds and 163k rela-
tionships. Note that, the success of exploring a given biomedical ontology for performing a
specific task can be easily extended to other topics due to the common structure of biomed-
ical ontologies. For example, the same measures of metadata quality have been successfully
applied to resources annotated with different biomedical ontologies [26].
Other authors have previously combined ontological information with neural networks,
to improve the learning capabilities of a model. Li et al. [27] mapped each word to a
WordNet sense disambiguation to account for the different meanings that a word may have
and the relations between word senses. Ma et al. [28] proposed the LSTM-OLSI model,
which indexes documents based on the word-level contextual information from the DBpedia
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ontology and document-level topic modeling. Some authors have explored graph embedding
techniques, converting relations to a low dimensional space which represents the structure
and properties of the graph [29]. For example, Kong et al. [30] combined heterogeneous
sources of information, such as ontologies, to perform multi-label classification, while Dasigi
et al. [31] presented an embedding model based on ontology concepts to represent word
tokens.
However, few authors have explored biomedical ontologies for relation extraction. Text-
presso is a project that aims at helping database curation by automatically extracting biomed-
ical relations from research articles [32]. Their approach incorporates an internal ontology
to identify which terms may participate in relations according to their semantics. Other ap-
proaches measure the similarity between the entities and use the value as a feature for a
machine learning classifier [33]. One of the teams that participated in the BioCreative VI
ChemProt task used ChEBI and Protein Ontology to extract additional features for a neural
network model that extracted relation between chemicals and proteins [34]. To the best of
our knowledge, our work is the first attempt at incorporating ancestry information from bio-
medical ontologies with deep learning to extract relations from text.
In this manuscript, we propose a new model, BO-LSTM that can explore domain in-
formation from ontologies to improve the task of biomedical relation extraction using deep
learning techniques. We compare the effect of using ChEBI, a domain-specific ontology, and
WordNet, a generic English language ontology, as external sources of information to train
a classification model based on LSTM networks. This model was evaluated on a publicly
available corpus of 792 drug descriptions and 233 scientific abstracts annotated with DDIs
relevant to the study of adverse drug effects. Using the domain-specific ontology in addition
to word embeddings and WordNet, BO-LSTM improved the F1-score of the classification
of DDIs by 0.0207. Our model was particularly efficient with document types that were less
represented in the training data. Moreover, we improved the F1-score of an existing DDI ex-
traction model by 0.022 by adding our proposed ontology information, and demonstrated its
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applicability to other domains by generating a corpus of gene-phenotype relations and train-
ing our model on that corpus. The code and results obtained with the model can be found
on our GitHub repository (https://github.com/lasigeBioTM/BOLSTM), while a
Docker image is also available (https://hub.docker.com/r/andrelamurias/
bolstm), simplifying the process of training new classifiers and applying them to new data.
We also made available the corpus produced for gene-phenotype relations, where each entity
is mapped to an ontology concept. These results support our hypothesis that domain-specific
information is useful to complement data-intensive approaches such as deep learning.
8.2 Methods
In this section, we describe the proposed BO-LSTM model in detail, as shown in Fig. 8.2,
with a focus on the aspects that refer to the use of biomedical ontologies.
8.2.1 Data preparation
The objective of our work is to identify and classify relations between biomedical entities
found in natural language text. We assume that the relevant entities are already recognized.
Therefore, we process the input data in order to generate instances to be classified by the






of that sentence. We refer to each instance as a candidate pair, identified by the two entities
that constitute that pair, regardless of the order. A relation extraction model will assign a
class to each candidate pair. In some cases, it is enough to simply classify the candidate
pairs as negative or positive, while in other cases different types of positive relations are
considered.
An instance should contain the information necessary to classify a candidate pair. There-
fore, after tokenizing each sentence, we obtain the Shortest Dependency Path (SDP) between
the entities of the pair. For example, in the sentence “Laboratory Tests Response to Plenaxise1
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Figure 8.2: BO-LSTM Model architecture, using a sentence from the Drug-Drug Interactions
corpus as an example. Each box represents a layer, with an output dimension, and merging
lines represent concatenation. We refer to (A) as the Word embeddings channel, (B) the
WordNet channel and (C) the ancestors concatenation channel and (D) the common ancestors
channel.
should be monitored by measuring serum total testosteronee1 concentrations just prior to ad-
ministration on Day 29 and every 8 weeks thereafter”, the shortest path between the entities
would be Plenaxis - Response - monitored - by - measuring - concentrations - testoster-
one. For both tokenization and dependency parsing, we use the spaCy software library (ht-
tps://spacy.io/). The text of each entity that appears in the SDP, including the candidate
entities, is replaced by the generic string to reduce the effect of specific entity names on the
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model. For each element of the SDP, we obtain the WordNet hypernym class using the tool
developed by Ciaramita and Altun [35].
To focus our attention on the effect of the ontology information, we use pre-trained word
embedding vectors. Pyysalo et al. [36] released a set of vectors trained on PubMed abstracts
(nearly 23 million) and PubMed Central full documents (nearly 700k), with the word2vec al-
gorithm [7]. Since these vectors were trained on a large biomedical corpus, it is likely that its
vocabulary will contain more words relevant to the biomedical domain than the vocabulary
of a generic corpus.
We match each entity to an ontology concept so that we can then obtain its ancestors.
Ontology concepts contain an ID, a preferred label, and, in most cases, synonyms. While
pre-processing the data, we match each entity to the ontology using fuzzy matching. The
adopted implementation uses the Levenshtein distance to assign a score to each match.
Our pipeline first attempts to match the entity string to a concept label. If the match
has a score equal to or higher than 0.7 (determined empirically), we accept that match and
assign the concept ID to that entity. Otherwise, we match to a list of synonyms of ontology
concepts. If that match has a score higher than the original score, we assign the ID of the
matched synonym to the entity, otherwise, we revert to the original match. It is preferable to
match to a concept label since these are more specific and should reflect the most common
nomenclature of the concepts. This way, every entity was matched to a ChEBI concept,
either to its preferred label or to a synonym. Due to the automatic linking method used,
we cannot assume that every match is correct, but fuzzy matching has been used for similar
purposes [59], so we can assume that the best match is chosen. We matched 9020 unique
entities to the preferred label and 877 to synonyms, and 1283 unique entities had an exact
match to either a preferred label or synonym.
The DDI corpus used to evaluate our method has a high imbalance of positive and negat-
ive relations, which hinders the training of a classification model. Even though only entities
mentioned in the same sentence are considered as candidate DDIs, there is still a ratio of
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1:5.9 positive to negative instances. Other authors have suggested reducing the number of
negative relations through simple rules [37, 38]. We excluded from training and automatic-
ally classify as negative the pairs that fit the following rules:
• entities have the same text (regardless of case): in nearly every case a drug does not
interact with itself;
• the only text between the candidate pair is punctuation: consecutive entities, in the
form of lists and enumerations, are not interacting, as well as instances where the
abbreviation of an entity is introduced;
• both entities have anti-positive governors: we follow the methodology proposed by
[37], where the headwords of entities that do not interact are used to filter less inform-
ative instances.
With this filtering strategy, we used only 15697 of the 27792 pairs of the training corpus,
obtaining a ratio of 1:3.5 positive to negative instances.
We developed a corpus of 228 abstracts annotated with human phenotype-gene relations,
which we refer to as the HP corpus, to demonstrate how our model could be applied to other
relation extraction tasks. This corpus was based on an existing corpus that were manually
annotated with 2773 concepts of the Human Phenotype Ontology [39], corresponding to
2170 unique concepts. The developers of the Human Phenotype Ontology made available a
file that links phenotypes and genes that are associated with the same diseases. Each gene
of this file was automatically annotated on the HP corpus through exact string matching,
resulting in 360 gene entity mentions. Then, we assumed that every gene-phenotype pair that
co-occurred in the same sentence was a positive instance if this relation existed in the file.
While the phenotype entities were manually mapped to the Human Phenotype Ontology, we
had to employ an automatic method to obtain the most representative Gene Ontology [40, 41]
concept of each gene, giving preference to concepts inferred from experiments. We applied
the same pre-processing steps as for the DDI corpus, except for entity matching and negative
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instance filtering. This corpus is available at https://github.com/lasigeBioTM/
BOLSTM/tree/master/HP%20corpus.
8.2.2 BO-LSTM model
The main contribution of this work is the integration of ontology information with a
neural network classification model. A domain-specific ontology is a formal definition of the
concepts related to a specific subject. We can define an ontology as a tuple < C,R >, where
C is the set of concepts and R the set of relations between the concepts, where each relation
is a pair of concepts (c1, c2) with c1, c2 ∈ E. In our case, we consider only subsumption
relations (is-a), which are transitive, i.e. if (c1, c2) ∈ R and (c2, c3) ∈ R, then we can assume
that (c1, c3) is a valid relation. Then, the ancestors of concept c are given by
Anc(c) = a : (c, a) ∈ T (8.1)
where T is the transitive closure of R on the set E, i.e., the smallest relation set on E that
contains R and is transitive. Using this definition, we can define the common ancestors of
concepts c1 and c2 as
CA(c1, c2) = Anc(c1) ∩ Anc(c2) (8.2)
and the concatenation of the ancestors of concepts c1 and c2 as
Conc(c1, c2) = Anc(c1)⊕ Anc(c2) (8.3)
We consider two types of representations of a candidate pair based on the ancestry of its
elements: the first consisting of the concatenation of the sequence of ancestors of each en-
tity; and second, consisting of the common ancestors between both entities. Each set of
ancestors is sorted by its position in the ontology so that more general concepts are in the
first positions and the final position is the concept itself. Common ancestors are also used in
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some semantic similarity measures [42, 43, 44], since they normally represent the common
information between two concepts. Due to the fact that in some cases there can be almost
no overlap between the ancestors of two concepts, the concatenation provides an alternative
representation.
We first represent each ontology concept as a one-hot vector vc, a vector of zeros except
for the position corresponding to the ID of the concept. The ontology embedding layer trans-
forms these sparse vectors into dense vectors, known as embeddings, through an embedding
matrix M ∈ RD×C , where D is the dimensionality of the embedding layer and C is the
number of concepts of the ontology. Then, the output of the embedding layer is given by
f(c) =M · vc
In our experiments, we set the dimensionality of the ontology embedding layer as 50, and
initialized its values randomly. Then, these values were tuned during training through back-
propagation.
The sequence of vectors representing the ancestors of the terms is then fed into the LSTM
layer. Fig. 8.3 exemplifies how we adapted this architecture to our model, using a sequence
of ontology concepts as input. After the LSTM layer, we use a max pool layer which is then
fed into a dense layer with a sigmoid activation function. We experimented with bypassing
this dense layer, obtaining inferior results. Finally, a softmax layer outputs the probability of
each class.
Each configuration of our model was trained through mini-batch gradient descent with
the Adam algorithm [45] and with cross-entropy as the loss function, with a learning rate
of 0.001 We used the dropout strategy [46] to reduce overfitting on the trained embeddings
and weights. We used a dropout rate of 0.5 on every layer except the penultimate and output
layers. We tuned the hyperparameters common to all configurations using only the word
embeddings channel on the validation set. Each model was trained until the validation loss
stopped decreasing. The experiments were performed on an Intel Xeon CPU (X3470 @ 2.93
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Figure 8.3: BO-LSTM unit, using a sequence of ChEBI ontology concepts as an example.
Circle refers to sigmoid function and rectangle to tanh, while “x” and “+” refer to element-
wise multiplication and addition. h: hidden unit; m̃: candidate memory cell; m: memory
cell; i input gate; f forget gate; o: output gate;
GHz) with 16 GB of RAM and on a GeForce GTX 1080 Ti GPU with 11GB of RAM.
The ChEBI and WordNet embedding layers were trained along with the other layers of
the network. The DDI corpus contains 1757 of the 109k concepts of the ChEBI ontology.
Since this is a relatively small vocabulary, we believe that this approach is robust enough to
tune the weights. For the size of the WordNet embedding layer, we used 50 as suggested by
Xu et al. [17], while for the ChEBI embedding layer, we tested 50, 100 and 150, obtaining




As a baseline, we implemented a model based on the SDP-LSTM model of Xu et al. [17]
The SDP-LSTM model makes use of four types of information: word embeddings, part-of-
speech tags, grammatical relations and WordNet hypernyms, which we refer to as channels.
Each channel uses a specific type of input information to train an LSTM-based RNN layer,
which is then connected to a max pooling layer, the output of the channel. The output of each
channel is concatenated, and connected to a densely-connected hidden layer, with a sigmoid
activation function, while a softmax layer outputs the probabilities of each class.
Xu et al. show that it is possible to obtain high performance on a relation extraction task
using only the word representations channel. For this reason, we use a version of our model
with only this channel as the baseline. We employ the previously mentioned pre-trained
word embeddings as input to the LSTM layer.
Additionally, we make use of WordNet as an external source of information. The au-
thors of the SDP-LSTM model showed that WordNet contributed to an improvement of the
F1-score on a relation extraction task. We use the tool developed by Ciaramita and Al-
tun [35] to obtain the WordNet classes of each word according to 41 semantic categories,
such as “noun.group” and “verb.change”. The embeddings of this channel were set to be
50-dimensional and tuned during the training of the model.
We adopted a second baseline model to make a stronger comparison with other DDI
extraction models, based on the model presented by Zhang et al. [47]. Their model uses
the sentence and SDP of each instance to train a hierarchical LSTM network. This model
is constituted by two levels of LSTMs which learn feature representations of the sentence
and SDP based on word, part-of-speech and distance to entity. An embedding attention
mechanism is used to weight the importance of each word to the two entities that constitute
each pair. We kept the architecture and hyperparameters of their model, and added another
type of input, based on the common ancestors and concatenation of each entity’s ancestors.
We applied the same attention mechanism, so that the most relevant ancestors have a larger
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weight on the LSTM. We ran the original Zhang et al. model to replicate the results, and
then ran again with ontology information.
8.3 Results
We evaluated the performance of our BO-LSTM model on the SemEval 2013: Task
9 DDI extraction corpus [48]. This gold standard corpus consists of 792 texts from Drug-
Bank [49], describing chemical compounds, and 233 abstracts from the Medline database [50].
DrugBank is a cheminformatics database containing detailed drug and drug target inform-
ation, while Medline is a database of bibliographic information of scientific articles in Life
and Health Sciences. Each document was annotated with pharmacological substances and
sentence-level DDIs. We refer to each combination of entities mentioned in the same sen-
tence as a candidate pair, which could either be positive if the text describes a DDI, or neg-
ative otherwise. In other words, a negative candidate is a candidate pair that is not described
as interacting in the text. Each positive DDI was assigned one of four possible classes:
mechanism, effect, advice, and int, when none of the others were applicable.
In the context of the competition, the corpus was separated into training and testing sets,
containing both DrugBank and Medline documents. We maintained the test set partition and
evaluated on it, as it is the standard procedure on this gold standard. After shuffling we
used 80% of the training set to train the model and 20% as a validation set. This way, the
validation set contained both DrugBank and Medline documents, and overfitting to a specific
document type is avoided. It has been shown that the DDIs of the Medline documents are
more difficult to detect and classify, with the best systems having almost a 30 point F1-score
difference to the DrugBank documents [51].
We implemented the BO-LSTM model in Keras, a Python-based deep learning library,
using the TensorFlow backend. The overall architecture of the BO-LSTM model is presented
in Fig. 8.2. More details about each layer can be found in the Methods section. We focused
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on the effect of using different sources of information to train the model. As such, we tuned
the hyperparameters to obtain reasonable results, using as reference the values provided by
other authors that have applied LSTMs to this gold standard [18, 19]. We first trained the
model using only the word embeddings of the SDP of each candidate pair (Fig. 8.2A). Then
we tested the effect of adding the WordNet classes as a separate embedding and LSTM
layer (Fig. 8.2B) Finally, we tested two variations of the ChEBI channel: first using the
concatenation of the sequence of ancestors of each entity (Fig. 8.2C), and second using the
sequence of common ancestors of both entities (Fig. 8.2D).
Table 8.1 shows the DDI detection results obtained with each configuration using the
evaluation tool provided by the SemEval 2013: Task 9 organizers on the gold standard,
while Table 8.2 shows the DDI classification results, using the same evaluation tool and gold
standard. The difference between these two tasks is that while detection ignores the type
of interactions, the classification task requires identifying the positive pairs and also their
correct interaction type. We compare the performance on the whole gold standard, and on
each document type (DrugBank and Medline). The first row of each table shows the results
obtained using an LSTM network trained solely on the word embeddings of the SDP of
each candidate pair. Then, we studied the impact of adding each information channel on
the performance of the model, and the effect of using all information channels, as shown in
Fig. 8.2.
For the detection task, using the concatenation of ancestors results in an improvement
of the F1-score in the Medline dataset, contributing to an overall improvement of the F1-
score in the full test set. The most notable improvement was in the recall of the Medline
dataset, where the concatenation of ancestors increased this score by 0.246. The usage of
ontology ancestors did not improve the F1-score of detection of DDIs in the DrugBank data-
set. In every test set, it is possible to observe that the concatenation of ancestors results in a
higher recall while considering only the common ancestors is more beneficial to precision.
Combining both approaches with the WordNet channel results in a higher F1-score.
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Table 8.1: Evaluation scores obtained for the DDI detection task on the DDI corpus and on
each type of document, comparing different configurations of the model.
DDI test DrugBank Medline
Configuration P R F P R F P R F
Word embeddings 0.7551 0.6865 0.7192 0.7620 0.7158 0.7382 0.6389 0.377 0.4742
+ WordNet 0.716 0.6936 0.7046 0.7267 0.7143 0.7204 0.5800 0.4754 0.5225
+ Common Ancestors 0.7661 0.6738 0.7170 0.7723 0.7003 0.7345 0.6667 0.3607 0.4681
+ Concat. Ancestors 0.7078 0.7489 0.7278 0.7166 0.7578 0.7366 0.6032 0.623 0.6129
+ WordNet + Ancestors 0.6572 0.8184 0.7290 0.6601 0.8385 0.7387 0.5574 0.5574 0.5574
Evaluation metrics used: Precision (P), Recall (R) and F1-score (F). Each row represents
the addition of an information source to the initial configuration.
Table 8.2: Evaluation scores obtained for the DDI classification task on the DDI corpus and
on each type of document, comparing different configurations of the model.
DDI test DrugBank Medline
Configuration P R F P R F P R F
Word embeddings 0.5819 0.5291 0.5542 0.5868 0.5512 0.5685 0.5000 0.2951 0.3711
+ WordNet 0.5754 0.5574 0.5663 0.5845 0.5745 0.5795 0.4600 0.3770 0.4144
+ Common Anc. 0.5968 0.5248 0.5585 0.6045 0.5481 0.5749 0.5152 0.2787 0.3617
+ Concat. Anc. 0.5282 0.5589 0.5431 0.5286 0.5590 0.5434 0.4921 0.5082 0.5000
+ WordNet + Anc. 0.5182 0.6454 0.5749 0.5171 0.6568 0.5787 0.4590 0.4590 0.4590
Evaluation metrics used: Precision (P), Recall (R) and F1-score (F). Each row represents
the addition of an information source to the initial configuration.
Regarding the classification task (Table 8.2), the F1-score was improved on each dataset
by the usage of the ontology channel. Considering only the common ancestors led to an
improvement of the F1-score in the DrugBank dataset and on the full corpus, while the
concatenation improved the Medline F1-score, similarly to the detection results.
To better understand the contribution of each channel, we studied the relations detected
by each configuration by one or more channels, and which of those were also present in the
gold standard. Fig. 8.4 and Fig. 8.5 show the intersection of the results of each channel in
the full, DrugBank, and Medline test sets. We compare only the results of the detection task,
as it is simpler to analyze and show the differences in the results of different configurations.
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In Fig. 8.4, we can visualize false negatives as the number of relations unique to the gold
standard and the false positives of each configuration as the number of relations that does
not intersect with the gold standard. The difference between the values of this figure and
the sum of their respective values in Fig. 8.5 is due to the system being executed once for
each dataset. Overall 369 relations in the full test set were not detected by any configuration
of our system, out of a total of 979 relations in the gold standard. We can observe that 60
relations were detected only when adding the ontology channels.
Figure 8.4: Venn diagram demonstrating the contribution of each configuration of the model
to the results of the full test set. The intersection of each channel with the gold standard
represents the number of true positives of that channel, while the remaining correspond to
false negatives and false positives.
In the Medline test set, the ontology channel identified 7 relations that were not identified
by any other configuration (Fig. 8.5B). One of these relations was the effect of quinpirole
treatment on amphetamine sensitization. Quinpirole has 27 ancestors in the ChEBI ontology,
while amphetamine has 17, and they share 10 of these ancestors, with the most informative
being “organonitrogen compound”. While this information is not described in the original
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Figure 8.5: Venn diagram demonstrating the contribution of each configuration of the model
to the DrugBank (A) and Medline (B) test set results. The intersection of each channel with
the gold standard represents the number of true positives of that channel, while the remaining
correspond to false negatives and false positives.
text, but only encoded in the ontology, it is relevant to understand if the two entities can
participate in a relation. However, this comes at the cost of precision, since 10 incorrect
DDIs were classified by this configuration.
To empirically compare our results with the state-of-the-art of the DDI extraction, we
compiled the most relevant works on this task in Table 8.3. The first line refers to the system
that obtained the best results on the original SemEval task [37, 52]. Since then, other authors
have presented approaches for this task, most recently using deep learning algorithms. In
Table 8.3 we compare the machine learning architecture used by each system, and the results
reported by the authors. Since some authors focused only on the DDI classification task,
we could not obtain the DDI detection results for those systems, hence the missing values.
We were only able to replicate the results of Zhang et al.[47]. Since this system followed
an architecture similar to ours, we adapted the model with our ontology-based channel, as
described in the Methods section. This modification to the model resulted in an improvement
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of 0.022 to the F1-score. Our version of this model is also available on our page along with
the BO-LSTM model.
Table 8.3: Comparison of DDI extraction systems. The architectures mentioned are Support
Vector Machines (SVM), Convolutional Neural Networks (CNN) and LSTMs.
System Architecture Best F1-score
FBK-irst [37] SVM 0.651
SCNN [18] CNN 0.686
Joint AB-LSTM [19] LSTM 0.6939
Att-BLSTM [22] LSTM 0.773
DLSTM [20] LSTM 0.6839
BR-LSTM [21] LSTM 0.7115
Zhang et al. 2018 [47] LSTM 0.729
Zhang et al. 2018 + BO-LSTM LSTM 0.751
We used the HP corpus to demonstrate the generalizability of our method. This case-
study served only as a proof-of-concept, it was not our intent to measure the performance
of the model, given the limited number of annotations and the dependence on the quality of
using exact string matching to identify the genes. For example, we may have missed correct
relations in the corpus, because they were not in the reference file or the gene name was not
correctly identified.
Therefore, we used 60% (137 documents) of the corpus to train the model and 40% (91
documents) to manually evaluate the relations predicted with that model. For example, in
the following sentence:
M u l t i p l e a n g i o f i b r o m a s , co l l agenomas , l ipomas , c o n f e t t i − l i k e
hypopigmented macules and m u l t i p l e g i n g i v a l p a p u l e s a r e
c u t a n e o u s m a n i f e s t a t i o n s o f MEN1 and s h o u l d be loo ke d f o r
i n bo th f a m i l y members o f p a t i e n t s w i th MEN1 and
i n d i v i d u a l s wi th h y p e r p a r a t h y r o i d i s m of o t h e r MEN1−
a s s o c i a t e d tumors .
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, the model identified the relation between the phenotype “angiofibromas” and the gene
“MEN1”. One recurrently identified relation by our model that was not present on the
phenotype-gene associations file is between the phenotype ’neurofibromatosis’ and the gene
’NF2’:
C l i n i c a l and g e n e t i c d a t a o f 10 p a t i e n t s w i th
n e u r o f i b r o m a t o s i s 2 (NF−2) a r e p r e s e n t e d .
Despite this relation not being described in the previous sentence , it is predicted given its
presence in the phenotype-gene associations files. With a larger number of annotations in
the training corpus, we expect this error to disappear.
8.4 Discussion
Comparing the results across the two types of documents, we can observe that our model
was most beneficial to the Medline test set. This set contains only 1301 sentences from 142
documents for training, while the DrugBank set contains 5675 sentences from 572 docu-
ments. Naturally, the patterns of the DrugBank documents will be easier to learn than the
ones of the Medline documents because more examples are shown to the model. Further-
more, the Medline set has 0.18 relations per sentence, while the DrugBank set has 0.67
relations per sentence. This means that DDIs are described much more sparsely than in the
DrugBank set. This demonstrates that our model is able to obtain useful knowledge that is
not described in the text.
One disadvantage of incorporating domain information in a machine learning approach
is that it reduces its applicability to other domains. However, biomedical ontologies have
become ubiquitous in biomedical research. One of the most successful cases of a biomedical
ontology is the Gene Ontology, maintained by the Gene Ontology Consortium [40]. The
Gene Ontology defines over 40,000 concepts used to describe the properties of genes. This
project is constantly updated, with new concepts and relations being added every day. How-
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ever, there are ontologies for more specific subjects, such as microRNAs [53], radiology
terms [54] and rare diseases [55]. BioPortal is a repository of biomedical ontology, currently
hosting 685 ontologies. Furthermore, while manually labeled corpora are created specific-
ally to train and evaluate text mining applications, ontologies have diverse applications, i.e.,
they are not developed for this specific purpose.
We evaluate the proposed model on the DDI corpus because it is associated with a Se-
mEval task, and for this reason, it has been the subject of many studies since its release.
However, while applying our model to a single domain, we designed its architecture so it
can fit any other domain-specific ontology. To demonstrate this, we developed a corpus of
gene-phenotype relations annotated with Human Phenotype and Gene ontology concepts,
and applied our model to it. Therefore, the methodology proposed can be easily followed to
apply to any other biomedical ontology that describes the concepts of a particular domain.
For example, the Disease Ontology [56], that describes relations between human diseases,
could be used with the BO-LSTM model on a disease relation extraction task, as long as
there is an annotated training corpus.
While we studied the potential of domain-specific ontologies based only on the ancest-
ors of each entity, there are other ways to integrate semantic information from ontologies
into neural networks. For example, one could consider only the ancestors with the highest
information content, since those would be the most helpful to characterize an entity. The in-
formation content can be estimated either by the probability of a given term in the ontology
or in an external dataset. Alternatively, a semantic similarity measure that accounts for non-
transitive relations could be used to find similar concepts to the entities of the relation [57],
or one that considers only the most relevant ancestors [58]. The quality of the ontology em-
beddings could also be improved by pre-training on a larger dataset, which would include a
wider variety of concepts.
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8.5 Conclusions
This work demonstrates how domain-specific ontologies can improve deep learning mod-
els for classification of biomedical relations. We developed a model, BO-LSTM which
combines biomedical ontologies with LSTM units to detect and classify relations in text.
In this manuscript, we demonstrate that ontologies can improve the performance of deep
learning techniques for biomedical relation extraction, in particular for situations with a lim-
ited number of annotations available, which was the case of the Medline dataset. Further-
more, we explored how it can be adapted to other relation extraction domains, for example,
gene-phenotype relations. Considering that biomedical ontologies are openly available and
regularly updated as the knowledge on the domain progresses, they should be considered
important information sources for relation extraction.
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General discussion and conclusions
Due to the complexity of biological systems, it is necessary to combine the knowledge
originating from various studies and research areas. The main method to communicate sci-
entific knowledge is through scientific literature, leading to a steady increase of the number
of documents stored on text repositories of scientific literature. Therefore, computational
methods are essential to make use of this information, as the task of finding information rel-
evant to a particular problem becomes increasingly difficult. Text mining aims at extracting
information from text, making it easier to integrate various areas of research and leading
to a better understanding of biological systems. This thesis presented several solutions that
demonstrate the effectiveness of text mining to systems biology.
The text mining solutions presented in this thesis can effectively extract useful informa-
tion and, as new improvements are made to the state-of-the-art, the quality of the extracted
information will be higher. This can be seen in other domains where text mining has been
applied, such as web pages and social media; in these domains more data is available, leading
to more specific approaches and results with higher quality.
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9.1 Summary of contributions
The main contribution of this thesis was the text mining solutions developed specifically
for systems biology and disease network discovery, applied to various biomedical domains.
More specifically, I focused on two main case studies: miRNA-gene regulations in Cystic
Fibrosis and cell-cytokine relations for tolerogenic cell therapies. For each of these case
studies, I applied the developed solution to new documents, generating a knowledge graph
supported by the literature. We performed an overall evaluation of these knowledge graphs,
obtaining positive results. This section provides an overview of the contributions related to
each of the objectives initially defined in the Introduction chapter.
9.1.1 Objective 1
The first objective was the recognition of biomedical entities in text. I explored two solu-
tions to this task: one that was simple to use, easily adapted to different domains but with
limited quality of results (MER), and another that obtained better results but was less adapt-
able and more computationally demanding (IBEnt). Since each solution has its advantages
and disadvantages, they cover different user needs: if the objective is to find information
about a specific topic which has a limited range of entity names, MER would be more suit-
able, but for a topic that has more available resources, IBEnt would provide results with more
quality. Named entity recognition is the basis of many text mining tasks, so it is fundamental
to select a tool that can provide results good enough for downstream applications. For this
reason, both solutions were evaluated on public datasets and community challenges. The
work developed for this objective resulted in two software tools, two journal publications
(both Q1 Scimago Journal Rank) and four participations in text mining challenges.
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9.1.2 Objective 2
The second objective consisted in linking entities found in documents to concepts es-
tablished by a reference knowledge base. This way, different nomenclatures for the same
concepts are linked, and knowledge from different sources is more easily combined. This
work was developed in parallel with Objective 3 since it does not depend directly on its
results. One of the solutions developed for entity linking, MER, also incorporates a simple
solution to this task: the entity names are linked directly to ontology concepts though string
matching. MER provided a baseline for a more complex solution, PPR-SSM, that takes into
account the other entities mentioned in the same document and maximizes the overall coher-
ence. I developed a measure of coherence between two ontology concepts, which combined
Personalized Pagerank, a ranking algorithm, with semantic similarity measures calculated
on ontologies, improving the accuracy of the entity linking process. This solution obtained a
maximum accuracy of 0.8039 on a biomedical case-study. A manuscript was written about
this approach and submitted to an international conference (Core A).
9.1.3 Objective 3
The third objective consisted of extracting relations between biomedical entities found
in documents. This objective was essential to establish a network of relations between con-
cepts. However, due to the difficulty of this task, more complex methods were necessary.
I developed a distant supervision solution that uses existing resources, such as documents,
databases, and ontologies to extract specific types of relations, therefore mitigating the need
for manually annotated documents by domain experts. Furthermore, I developed a solution
based on a deep learning algorithm that integrates domain knowledge from ontologies, im-
proving upon the baseline performance. Due to the variety of biomedical domains involved
in systems biology, it is crucial that text mining solutions can be adapted with relative ease.
The biomedical community has adopted biomedical ontologies as a way to formalize the
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knowledge of a particular subject, for example, the Gene Ontology establishes the terms
used to describe genes and gene products and is widely used in bioinformatics. For this
reason, I focused on ontology-based solutions, since these can be applied to various biomed-
ical domains that have their concepts formalized in an ontology. This component obtained
a F-score of 0.751, which is comparable to the state-of-the-art for this task. The work de-
veloped for this objective resulted in two software tools, three journal publications (all Q1
Scimago Journal Rank), and one participation in a text mining challenge.
9.2 Future work
This thesis presented various solutions to biomedical text mining, which can work as
modules of a larger system. Therefore, a natural next step would be to integrate the developed
solutions as a single pipeline that could be used by other researchers. In this case, we have to
consider two types of users: developers or knowledgeable users who may want to integrate
and adapt the tools, and researchers who want to apply the tools to their data. For developers,
a command-line interface to the pipeline would be ideal, while for researchers, a graphical
user interface should be developed, along with a detailed tutorial. Furthermore, tools to
visualize the extracted information can also be developed, making it easier to understand the
concepts and relations.
Although the performance of these approaches can be optimized to obtain high-quality
results, we preferred to demonstrate that they could be applied to various biological systems.
The results obtained should be analyzed by experts to be effectively validated. However, this
validation is a process that requires less effort than manual curation of a database, since the
information to be validated is already filtered from a larger quantity of data.
I explored crowdsourcing approaches briefly during my doctoral work, however, in the
future, a more extensive study could be done to compare domain experts and crowdsourced
annotation as a method to obtain training data or to evaluate text mining results. Crowd-
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sourcing could be particularly useful in Entity Linking since the crowd could select another
candidate match in case the top one was not correct. This procedure is common in search
engines, where the top result should be the most relevant, and user interaction is taken into
consideration.
Another project to be explored in the future is an in-depth extraction of information
from the literature about a set of diseases, integrating genes, metabolites, and phenotypes in
a knowledge graph that could be used to do a comparative analysis and explore new hypo-
theses. By taking advantage of existing resources and the approaches presented in this thesis,
it would be possible to perform large-scale information extraction on the biomedical literat-
ure. The knowledge graph generated can then be used to find new patterns and generate new
hypotheses, which could then be validated with clinical data. The results of this validation
could then lead to new findings, new hypotheses to be tested, and the improvement of the
text mining approaches.
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