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a b s t r a c t
We consider the original discontinuous Galerkin method for the first-order hyperbolic
problems in d-dimensional space. We show that, when the method uses polynomials of
degree k, the L2-error estimate is of order k + 1 provided the triangulation is made of
rectangular elements satisfying certain conditions. Further, we show the O(h2k+1)-order
superconvergence for the error on average on some suitably chosen subdomains (including
the whole domain) and their outflow faces. Moreover, we also establish a derivative
recovery formula for the approximation of the convection directional derivative which is
superconvergent with order k+ 1.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The discontinuous Galerkin (DG) finite element methods have assumed significant importance during the past decade.
The original DG method was introduced by Reed and Hill [1] in 1973 to solve the neutron transport equation. And then
Lasaint and Raviart [2] gave rigorous theoretical analysis of the DGmethod and obtained the following error estimate of the
L2-norm by using discontinuous piecewise polynomials of degree k ≥ 0,
‖u− uh‖ ≤ Chk‖u‖Hk+1(Ω). (1.1)
This order of convergence is one order lower than the approximation order of theDG space. Later, Johnson and Pitkaranta [3],
Huang [4] and Zhang [5, for first-order hyperbolic system of equations] further improved this estimate to
‖u− uh‖ ≤ Chk+ 12 ‖u‖Hk+1(Ω). (1.2)
Peterson in [6] also proved that, within quasi-uniform triangulation, the O(hk+
1
2 )-order convergence is sharp, namely, this
is the optimal convergence order for DG finite element approximations to first-order hyperbolic problems. Themechanisms
that induce the loss of h
1
2 in the order of convergence of the L2-norm are not very well known yet.
In 1988, Richter [7] showed that, in the two-dimensional case, the L2-error estimate
‖u− uh‖ ≤ Chk+1‖u‖Hk+2(Ω), (1.3)
holds for semi-uniform triangle meshes with the curious assumption that all element edges are bounded away from the
characteristic direction β of the hyperbolic equation, that is
|β · ne| ≥ γ > 0, on ∂e, ∀e ∈ Th, (1.4)
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where ne is the outward unit normal of the element e and γ is a fixed constant. Obviously condition (1.4) is less significant
in the practical case. Moreover, Lasaint and Raviart [2] also obtained estimate (1.3) by using the tensor-product, rectangular
elements in two-dimensional domain. It should be pointed that estimate (1.3) is not optimal on the regularity required for
the exact solution. Recently, Cockburn et al. [8] give, in the d-dimensional case, a new better estimate for the shape-regular
triangulation Th made of triangle elements {e } satisfying the so called flow conditions with respect to β.
Each element e has a unique outflow face ∂e+ with respect to β. (1.5)
Each interior face ∂e+ is included in an inflow face with respect to β of another element. (1.6)
Here we call ∂e+( ∂e− ) the outflow (inflow) face of the element e with respect to β if β · ne > 0 (<0). Under the flow
condition assumptions, they show that
‖u− uh‖ + ‖P(∂βu)− ∂β,huh‖L2(Th) ≤ Chk+1|u|Hk+1(Th), (1.7)
where ∂β = β · ∇ is the directional derivative, P is the L2-projection into the DG finite element space, and ∂β,huh is an
approximation to ∂βu obtained by a postprocessing of uh. Note that the above result is optimal for the L2-error estimate in
the order of convergence in h as well as in the regularity of the exact solution.
In this paper, we will further analyze the approximation property of the original DG method for solving the first-order
hyperbolic problem in d-dimensional space with inflow boundary condition (see (2.1)). We establish some optimal and
superconvergent error estimates for the DG solution with triangulation Th without the flow condition restrictions. Firstly,
for the shape-regular triangulation Th made of rectangular elements with a certain condition, we prove the optimal error
estimate in the L2-norm
‖u− uh‖ ≤ Chk+1|u|Hk+1(Th), (1.8)
if the convection direction β is aligned with some one face of the d-dimensional rectangular domain Ω . Secondly, for
arbitrary shape-regular triangulationTh (triangle or rectangularmeshes), by using a very simple derivative recovery formula,
we obtain the error estimate on the approximation of the convection directional derivative,
‖∂βu− Rh(∂βu)‖L2(Th) ≤ Chk+s|u|Hk+1(Th), s = 1/2 or 1, (1.9)
where Rh(∂βu) is the recovery value of ∂βu, and s = 1 when some spacial meshes is used, for example, the triangle meshes
satisfying the flow conditions. Obviously estimate (1.9) is supconvergent and is a better result than that in (1.7). Bymeans of
this superconvergent estimate, we also give a reliable a posteriori error estimator on error ∂βu− ∂βuh. Thirdly, we establish
the negative-norm error estimate by using the dual argument, for arbitrary shape-regular triangulation Th,
‖u− uh‖H−(k+1)(Ωe) ≤ Chk‖u− uh‖, (1.10)
where Ωe is a convex subset of Th (Ωe may be the whole domain Ω). Based on the negative-norm estimate, we further
derive the superconvergent estimates on average onΩe and its outflow face ∂Ωe+,∣∣∣∣∫
Ωe
(u− uh)dx
∣∣∣∣+
∣∣∣∣∣
∫
∂Ωe+
|β · n|(u− uh)ds
∣∣∣∣∣ ≤ Ch2k+s|u|Hk+1(Th), (1.11)
where s = 1/2 or 1, corresponding to the different mesh conditions. Superconvergence results (1.9) and (1.11) are novel in
the current available literature, to the knowledge of the authors.
Throughout this paper, letΩ be a bounded open polyhedral domain in Rd, d ≥ 2. For any open subsetD ⊂ Ω and integers
m ≥ 0, we denote by Hm(D) the usual Sobolev spaces equipped with norm ‖ · ‖m,D and semi-norm | · |m,D, and denote by
(·, ·)D and ‖ · ‖D the standard inner product and norm in the space H0(D) = L2(D). When D = Ω , we omit the index D. We
will also use letter C to represents a generic positive constant, independent of the mesh size h.
The plan of this paper is as follows. In Section 2, the original DG method is reviewed and the stability of this method is
discussed. In Section 3, we give the optimal error estimates in the DG-norm and the L2-norm. Section 4 is devoted to the
superconvergence analysis on the approximation of the convection directional derivative and the average approximations
of the DG solution on some subdomains ofΩ and their outflow faces. Finally, in Section 5, our theoretical results are verified
by numerical experiments.
2. Problem and its DG approximation
Consider the following first-order hyperbolic problem:
β · Ou+ αu = f , inΩ, (2.1)
u = g, on Γ−,
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whereβ = (β1, . . . , βd)T is a non-zero constant vector,α, f and g are some known functions,Γ− = {x ∈ ∂Ω : β·n(x) < 0 },
and n(x) is the outward unit normal vector at the point x ∈ ∂Ω . As usual, we assume that α ∈ L∞(Ω), f ∈ L2(Ω),
g ∈ L2(Γ−), and
α − 1
2
divβ ≥ α0 > 0, inΩ. (2.2)
Under this assumption, problem (2.1) has a unique solution u ∈ H1(Ω), see [9].
Eq. (2.1) is the neutron transport equation. The function u(x) represents the flux of neutrons at point x in the angular
direction β, α is the nuclear cross section, and f stands for the scattering, the fission and the inhomogeneous source terms.
The boundary condition means that neutrons are entering the system from outside.
Let Th = ⋃{e} be a shape-regular triangulation of domain Ω parameterized by mesh size h = max he so that
Ω = ⋃e∈Jh{ e }, where he is the diameter of element e. We say that the triangulation Th is shape-regular, if there exists
a positive constants σ such that
he/ρe ≤ σ , ∀e ∈ Th,
where ρe denotes the diameter of the biggest ball included in e. The triangulation we consider may have hanging nodes and
elements of various shapes since no interelement continuity is required. Such triangulation allows us to implement the finite
element adaptive computations more efficiently by the local mesh refinement/coarsening strategy. To triangulation Th, we
associate the finite-dimensional space Skh which is composed of functions that are polynomials of degree at most k ≥ 0 on
each element e ∈ Th.
We denote by ∂Th = ⋃{ ∂e : e ∈ Th} the union of all element boundaries (edges for d = 2 or faces for d = 3),
∂e− = { x ∈ ∂e : β · n(x) < 0} the inflow part of ∂e, and ∂e+ = { x ∈ ∂e : β · n(x) > 0} the outflow part of ∂e, here and
afterwards we always use n = n(x) to represent the outward unit normal vector on the boundary concerned. Denote the
piecewise smooth function space on Th by
Hm(Th) = { v ∈ L2(Ω) : v|e ∈ Hm(e), e ∈ Th}, m ≥ 1.
In order to copewith the discontinuity of function across element boundaries, we introduce the jump of functionφ ∈ H1(Th)
on ∂e by [φ ] = φ+ − φ−, where φ+ and φ− are the traces of φ on ∂e from the interior and exterior of e, respectively, and
we assign
φ−|∂e∩∂Ω = 0, ∀e ∈ Th.
Below, without confusion, sometimes we will write φ+ = φ on the boundary concerned. We will also use the notation
(u, v)Th =
∑
e∈Th
∫
e
u v dx, 〈u, v〉S =
∑
e∈Th
∫
∂e∩S
β · n uv ds,
where S is a subset of ∂Th.
Let u ∈ H1(Ω) be the solution of problem (2.1). By using integral by parts, we have
(β · Ou, v)Th = −(u,β · Ov)Th + 〈u, v〉∂Th , v ∈ H1(Th). (2.3)
Then we see from (2.1) that u satisfies
− (u,β · Ov)Th + (αu, v)+ 〈u, v〉∂Th\Γ− = (f , v)− 〈g, v〉Γ− . (2.4)
Motivated by this weak formula, we define the DG approximation of problem (2.1) by finding uh ∈ Skh such that
a(uh, vh) = (f , vh)− 〈g, vh〉Γ− , ∀vh ∈ Skh, (2.5)
where the bilinear form:
a(w, v) = −(w,β · Ov)Th + (αw, v)+ 〈wˆ, v〉∂Th\Γ− , w, v ∈ H1(Th), (2.6)
and wˆ is the numerical trace of a functionw given by the upwind value:
wˆ =
{
w−, on ∂e−,
w+, on ∂e+.
Note that we only need to define the numerical trace wˆ on element interfaces that are not parallel to the direction β and
do not belong to the inflow part of boundary Γ−. Scheme (2.5) is the well known DG scheme which is introduced originally
in [1] and then is theoretically analyzed in [2]. We know that, by properly ordering the elements of Th, the system of
Eq. (2.5) can be solved in an explicit fashion, element by element.
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Lemma 2.1. Let bilinear form a(w, v) be defined by (2.6). Then we have that for w ∈ H1(Th),
a(w,w) = (αw,w)+ 1
2
∑
e∈Th
∫
∂e−\Γ−
|β · n|[w]2 + 1
2
∫
∂Ω
|β · n|w2. (2.7)
Proof. By using (2.3) and the definition of numerical trace wˆ we have
a(w,w) = (αw,w)− 1
2
∑
e∈Th
∫
∂e\Γ−
β · n((w+)2 − 2wˆw+)− 1
2
∫
Γ−
β · nw2
= (αw,w)− 1
2
∑
e∈Th
∫
∂e−\Γ−
β · n((w+)2 − 2w−w+)+ 1
2
∑
e∈Th
∫
∂e+
β · n(w+)2 − 1
2
∫
Γ−
β · nw2. (2.8)
Let e and e′ be two adjacent elements sharing the common edge (or face) s = ∂e∩∂e′, n and n′ be the corresponding outward
unit normal vectors on s. Note thatw±|s∩∂e = w∓|s∩∂e′ , n = −n′, and β · n < 0⇔ β · n′ > 0 on s = ∂e∩ ∂e′, then we have∑
e∈Th
∫
∂e+
β · n(w+)2 = −
∑
e∈Th
∫
∂e−\Γ−
β · n(w−)2 +
∫
∂Ω\Γ−
β · nw2.
Substituting this into (2.8) to obtain
a(w,w) = (αw,w)− 1
2
∑
e∈Th
∫
∂e−\Γ−
β · n[w]2 + 1
2
∫
∂Ω
|β · n|w2.
This arrives at the conclusion of Lemma 2.1. 
According to Lemma 2.1, we can define the DG-norm
|||u|||2 = a(u, u), ∀u ∈ H1(Th).
Thus we immediately obtain the following result.
Theorem 2.1. The solution of problem (2.5) uniquely exists and satisfies the stability estimate,
|||uh||| ≤ 1√
α0
‖f ‖ +
(
2
∫
Γ−
|β · n |g2
) 1
2
. (2.9)
Proof. We only need to derive the stability estimate (2.9). Taking vh = uh in (2.5) and using the Cauchy inequality, the proof
is completed. 
3. Error analysis
In this section, we will give the optimal error estimates for the DG approximation (2.5). We restrict the flow direction
β of problem (2.1) to be aligned with some one coordinate axis, for example, β = (β1, 0, . . . , 0)T , and require that the
triangulation Th is composed of rectangular elements such that the edges or faces of element e ∈ Th are parallel to the
coordinate axes. We further assume that triangulation Th satisfies the following condition:
For each element e, there are no hanging nodes lying on ∂e+ (see Fig. 3.1). (3.1)
Associated with Th, the DG-finite element space Skh is taken as follows.
Skh = {vh ∈ L2(Ω) : vh|e ∈ Qk(e), e ∈ Th}, k ≥ 0, (3.2)
where Qk(D) = Pk(x1)⊗ Pk(x2)⊗ · · · ⊗ Pk(xd) stands for the space of all complete polynomials of order at most k defined
on the set D, namely
q(x) =
k∑
i1=0
· · ·
k∑
id=0
ai1i2···idx
i1
1 x
i2
2 · · · xidd , ∀q ∈ Qk(D).
In order to derive the optimal error estimate, we need to introduce a special projection mapping H1(Th) into Skh . To this
end, we define the polynomial space,
Q (m)k (D) = Pm(x1)⊗ Pk(x2)⊗ · · · ⊗ Pk(xd), 0 ≤ m ≤ k.
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Fig. 3.1. Rectangular partition.
Obviously, Q (k)k (D) = Qk(D). Now, for u ∈ H1(Th), the projection functionPu ∈ Skh restricted to e ∈ Th is defined by finding
Pu ∈ Qk(e) such that∫
e
(u− Pu)v dx = 0, ∀v ∈ Q (k−1)k (e), (3.3)∫
∂e+
(u− Pu)q ds = 0, ∀q ∈ Q (0)k (∂e+). (3.4)
Note thatwhenβ = (β1, 0, . . . , 0)T , each element ehas a unique outflow face ∂e+whose normal vector isβ or x1-coordinate
axis (see Fig. 3.1). Then we have
dim(Q (k−1)k (e))+ dim(Q (0)k (∂e+)) = k(k+ 1)d−1 + (k+ 1)d−1 = dim(Qk(e)).
Thus, we see that P is a linear continuous operator from Hk+1(e) onto Qk(e) and Pw = w for all w ∈ Qk(e), noting that
Qk = Q (k−1)k + xk1Q (0)k . Hence, by the interpolation theory of Sobolev space [10], we have the standard approximation result
‖u− Pu‖L2(e) ≤ Cphk+1e |u|Hk+1(e), e ∈ Th, (3.5)
where constant Cp depends on the sharp regularity constant σ . Now we can state our first error estimate.
Theorem 3.1. Assume that Th is a shape-regular triangulation made of rectangular elements and condition (3.1) holds, vector
β = (β1, 0, . . . , 0)T , and let u and uh be the solutions of problems (2.1) and (2.5), respectively. Then we have
|||uh − Pu||| ≤ ‖√α(u− Pu)‖. (3.6)
Proof. From Eqs. (2.4) and (2.5), we first obtain the error equation
a(u− uh, vh) = 0, ∀vh ∈ Skh . (3.7)
Then we have that for all vh ∈ Skh ,
a(uh − Pu, vh) = a(u− Pu, vh) = −(u− Pu, β · ∇vh)Th + (α(u− Pu), vh)+ 〈u− P̂u, vh〉∂Th\Γ−
= T1 + T2 + T3. (3.8)
By the definition of the projection P and noting that β · ∇vh = β1∂x1vh ∈ Q (k−1)k (e), we first have
T1 = 0.
Moreover, since the numerical trace P̂u is continuous across the interfaces of e ∈ Th, we obtain
T3 = 〈u− P̂u, vh〉∂Th\Γ−
=
∑
e∈Th
∫
∂e\Γ−
β · n(u− P̂u)vh
=
∑
e∈Th
∫
∂e+
β · n(u− P̂u)[vh]
=
∑
e∈Th
∫
∂e+
β · n(u− Pu)[vh].
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Hence, by the definition of the projection P and noting that [vh]|∂e+ = (v+h − v−h )|∂e+ ∈ Q (0)k (∂e+) if condition (3.1) holds,
we can conclude that
T3 = 0.
Thus, we have from (3.8) that
a(uh − Pu, vh) = (α(u− Pu), vh), ∀vh ∈ Skh . (3.9)
Taking vh = uh − Pu, it yields
|||uh − Pu|||2 ≤ ‖√α(u− Pu)‖ ‖√α(uh − Pu)‖
≤ ‖√α(u− Pu)‖|||(uh − Pu)|||.
This completes the proof. 
By using the triangle inequality and approximation property (3.5), a straightforward consequence of Theorem 3.1 is that
‖√α(u− uh)‖ ≤ 2
√|α|∞Cphk+1|u|Hk+1(Th), k ≥ 0. (3.10)
This implies the optimal L2-error estimate of the DGmethod on both the approximation order of space Skh and the regularity
required for the exact solution.
It should be pointed that we have assumed that α ≥ α0 > 0 (see (2.2)) which is a natural condition for problem (2.1)
having a unique solution u ∈ H1(Ω) (see [9]), but it is not necessary for the DG scheme (2.5) having a unique solution. In
fact, when α ≡ 0, the DG scheme (2.5) still admits a unique uh which satisfies the stability estimate (see [3]),
‖uh‖ ≤ C
(
‖f ‖ + ‖√|β · n| g‖L2(Γ−)) . (3.11)
Then, when α ≡ 0, we have from (3.9) that
uh = Pu,
by using (3.11) in which replacing uh by uh − Pu, f and g by 0. This implies that the optimal error estimate still holds for
α ≡ 0 case.
Remark 3.1. In the above argument, we have assumed that β is aligned with the coordinate axis. It is a subject of ongoing
research that, for general case of β = (β1, . . . , βd)T , whether the optimal error estimate (3.10) still maintains to hold.
4. Some superconvergent approximations
In this section, we will further derive some superconvergent estimates for the approximations of the directional
derivative ∂βu = β · ∇u and the trace of u on the outflow faces, as well as the average value on some suitably chosen
subdomains, including the domainΩ .
4.1. The approximation of ∂βu by post-processing
Let uh be the DG solution. Generally speaking, the error order of ‖∂β(u − uh)‖L2(Th) will be one order lower than that of‖u− uh‖. In order to improve the approximation accuracy, some post-processing methods have been used, e.g., see [8]. But,
such method usually cost much additional computation. Here we provide a very simple derivative recovery formula which
gives a superconvergent approximation to ∂βu.
Theorem 4.1. Let Th be an arbitrary shape-regular triangulation, u and uh the solutions of problem (2.1) and (2.5), respectively.
Define the recovery formula of derivative ∂βu by
Rh(∂βu) = f − αuh, inΩ. (4.1)
Then we have
∂βu− Rh(∂βu) = −α(u− uh). (4.2)
Proof. Equality (4.2) comes from (2.1) and (4.1) directly.
From Theorem 4.1, we can see that, under the conditions of Theorem 3.1,
‖∂βu− Rh(∂βu)‖L2(Th) ≤ Chk+1|u|Hk+1(Th), (4.3)
and, if we use the triangulation Th made of triangle elements which satisfies the flow conditions (1.5) and (1.6), we obtain
from (1.7) and (4.2) that
‖∂βu− Rh(∂βu)‖L2(Th) ≤ Chk+1|u|Hk+1(Th), (4.4)
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Ωe
Fig. 4.1. SubdomainΩe .
further, for general shape-regular triangulation Th, we have from (4.2) and the L2-error estimates in [11,3] that
‖∂βu− Rh(∂βu)‖L2(Th) ≤ Chk+
1
2 |u|Hk+1(Th). (4.5)
Obviously, estimates (4.3)–(4.5) are superconvergent. Moreover, estimates (4.3) and (4.4) also give a better result for the
approximation of ∂βu compared with (1.7) on either the convergence order or the regularity required for u.
It is very important for finite element method to have a computable a posteriori error estimator such that we can assess
the accuracy of the finite element solution and enhance the efficiency by the adaptive algorithm in practical applications.
As a by-product of the superconvergence estimates (4.3)–(4.5), we can obtain a reliable a posteriori error estimator for the
directional derivative approximation. In fact, by using the triangle inequality, we have
‖∂βuh − ∂βu‖L2(Th) − ‖∂βu− Rh(∂βu)‖L2(Th) ≤ ‖∂βuh − Rh(∂βu)‖L2(Th)
≤ ‖∂βuh − ∂βu‖L2(Th) + ‖∂βu− Rh(∂βu)‖L2(Th),
that is
1− ‖∂βu− Rh(∂βu)‖L2(Th)‖∂βuh − ∂βu‖L2(Th)
≤ ‖∂βuh − Rh(∂βu)‖L2(Th)‖∂βuh − ∂βu‖L2(Th)
≤ 1+ ‖∂βu− Rh(∂βu)‖L2(Th)‖∂βuh − ∂βu‖L2(Th)
.
We know that, generally speaking, error ‖∂βuh − ∂βu‖L2(Th) = O(hk), then it follows from (4.3)–(4.5) that
lim
h→0
‖∂βuh − Rh(∂βu)‖L2(Th)
‖∂βuh − ∂βu‖L2(Th)
= 1.
This shows that the computable quantity ‖∂βuh − Rh(∂βu)‖L2(Th) provides an asymptotically exact a posteriori estimator on
error ‖∂βuh − ∂βu‖L2(Th). 
4.2. The average approximations on subdomain and its outflow face
We first introduce some notations. LetΩe ⊂ Ω be a convex subset of Th, that is,Ωe ⊂ Ω is convex and is composed of
some elements of Th. We further assume that ∂Ωe− ⊂ Γ− (see Fig. 4.1).
Define the negative-order norm
‖w‖H−s(Ωe) = sup
ϕ∈Hs(Ωe)
(w, ϕ)Ωe
‖ϕ‖s,Ωe , s ≥ 1.
Corresponding toΩe, we set (see Section 2)
a
Ωe (w, v) = −(w,β · Ov)Ωe + (αw, v)Ωe +
∑
e∈Th∩Ωe
∫
∂e\Γ−
β · nwˆvds,
Skh(Ω
e) = {vh ∈ Skh : vh|e = 0, e ∈ Th \Ωe}.
Then we have from error equation (3.7) that
a
Ωe (u− uh, vh) = 0, ∀vh ∈ Skh(Ωe). (4.6)
Next, we introduce the corresponding dual problem:
−β · ∇ψ + αψ = ϕ, inΩe, (4.7)
ψ = 0, on ∂Ωe+,
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where ∂Ωe+ = { x ∈ ∂Ωe : β · n(x) > 0 }. For given ϕ ∈ Hm(Ωe) and sufficiently smooth α, it follows from the
differentiability theorem in [12] applied to (4.7) that
‖ψ‖Hm(Ωe) ≤ Cstab‖ϕ‖Hm(Ωe), m ≥ 1, (4.8)
where Cstab is a positive constant, independent of ψ , called the stability factor of the dual problem. Below we will restrict
the ratio of the sizes of neighbor elements. We assume that there exists a positive constant δ < 1 such that
δ ≤ he/he′ ≤ δ−1, ∀e, e′ ∈ Th, ∂e ∩ ∂e′ 6= ∅. (4.9)
Theorem 4.2. Let Th be a shape-regular triangulation satisfying condition (4.9), u and uh the solutions of problem (2.1) and (2.5),
respectively. Then we have the following negative-norm error estimate
‖u− uh‖H−(k+1)(Ωe) ≤ Chk‖u− uh‖, k ≥ 0. (4.10)
Proof. For given ϕ ∈ Hk+1(Ωe), from Eq. (4.7) we obtain
(u− uh, ϕ)Ωe = −(u− uh,β · ∇ψ)Ωe + (α(u− uh), ψ)Ωe = aΩe (u− uh, ψ). (4.11)
Here we have used the fact that, if ψ ∈ Hk+1(Ωe) and ψ |∂Ωe+ = 0,∑
e∈Th∩Ωe
∫
∂e\Γ−
β · n(u− uˆh)ψds =
∑
e∈Th∩Ωe
∫
∂e+\∂Ωe+
β · n[u− uˆh]ψds+
∫
∂Ωe+
β · n(u− uˆh)ψds = 0,
noting that an inflow face of element e coincides with an outflow face of another element or lies on Γ−. Hence, it follows
from (4.11) and error equation (4.6) that
(u− uh, ϕ)Ωe = aΩe (u− uh, ψ − vh) ≤ ‖u− uh‖0,Ωe
(‖β · ∇(ψ − vh)‖0,Ωe + ‖α(ψ − vh)‖0,Ωe)
+
∑
e∈Th∩Ωe
(∫
∂e
|β · n|(u− uˆh)2ds
) 1
2
(∫
∂e
|β · n|(ψ − vh)2ds
) 1
2
≤ C‖u− uh‖
‖ψ − vh‖1,Ωe + ( ∑
e∈Th∩Ωe
h−2e ‖ψ − vh‖20,e
) 1
2
 , ∀vh ∈ Skh(Ωe), (4.12)
by using condition (4.9) and the well known trace inequality∫
∂e
w2ds ≤ Ctrah−1e ‖w‖20,e, ∀e ∈ Th, w ∈ H1(Th),
where Ctra is a constant independent of the element e ∈ Th. Then, by using the approximation property, we arrive at
from (4.12)
|(u− uh, ϕ)Ωe | ≤ Chk‖u− uh‖ ‖ψ‖Hk+1(Ωe) ≤ Chk‖u− uh‖ ‖ϕ‖Hk+1(Ωe).
This completes the proof. 
The result in (4.10) implies, in particular, that the average approximation of uh on Ωe possesses the superconvergence,
that is ∣∣∣∣∫
Ωe
u− uhdx
∣∣∣∣ ≤ ‖u− uh‖H−(k+1)(Ωe)‖1‖Hk+1(Ωe) ≤ Ch2k+s|u|Hk+1(Th), s = 1/2, 1, (4.13)
where s = 1/2 for the shape-regular triangulation and s = 1 for the triangulation satisfying the flow condition or condition
(3.1). Next we consider the average approximation on the outflow face ∂Ωe+.
Theorem 4.3. Let Th be a shape-regular triangulation satisfying condition (4.9), u and uh the solutions of problem (2.1) and (2.5),
respectively. Then we have∣∣∣∣∣
∫
∂Ωe+
β · n(u− uh)ds
∣∣∣∣∣ ≤ Ch2k+s|u|Hk+1(Th), (4.14)
where s = 1/2 or 1, corresponding the different triangulation conditions (see (4.13)). In particular, if α ≡ 0, we have∫
∂Ωe+
β · n(u− uh)ds = 0. (4.15)
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Table 5.1
History of convergence.
Mesh h ‖u− uh‖ max∂e∈∂Th |avg∂e (u− uˆh)| |avgΩ (u− uh)|
Error Order Error Order Error Order
1/4 0.39e−2 – 0.21e−4 8.256 0.58e−5 9.193
1/8 0.95e−3 2.046 0.34e−5 6.385 0.18e−5 6.690
1/16 0.24e−3 2.006 0.16e−5 5.061 0.88e−7 6.107
1/32 0.59e−4 2.000 0.21e−6 4.632 0.41e−7 5.105
1/64 0.15e−4 1.999 0.47e−7 4.222 0.17e−7 4.468
1/128 0.37e−5 1.999 0.60e−8 4.045 0.45e−8 4.104
Table 5.2
Derivative approximation and error estimator.
Mesh h ‖∂βu− Rh(∂βu)‖L2(Th) ‖∂βu− ∂βuh‖L2(Th) ‖∂βuh − Rh(∂βu)‖L2(Th)
Error Order Error Order Error Order
1/4 0.39e−2 – 0.72e−1 – 0.65e−1 –
1/8 0.95e−3 2.046 0.35e−1 1.057 0.32e−1 1.017
1/16 0.24e−3 2.006 0.17e−1 1.015 0.16e−1 0.996
1/32 0.59e−4 2.000 0.85e−2 1.004 0.81e−2 0.994
1/64 0.15e−4 1.999 0.43e−2 1.001 0.41e−2 0.996
1/128 0.37e−5 1.999 0.21e−2 1.000 0.20e−2 0.998
Proof. Taking vh = 1 in error equation (4.6), we obtain∫
Ωe
α(u− uh)dx+
∑
e∈Th∩Ωe
∫
∂e\Γ−
β · n(u− uˆh)ds =
∫
Ωe
α(u− uh)dx+
∫
∂Ωe+
β · n(u− uˆh)ds = 0,
or ∫
∂Ωe+
β · n(u− uˆh)ds = −
∫
Ωe
α(u− uh)dx,
combining this with (4.10), the proof is completed. 
In article [8], for the triangulation Th satisfying flow conditions (1.5) and (1.6) with respect to β and −β, the same
superconvergence estimate (4.13) is derived if ∂Ωe+ = ∂e+ is an outflow face of a suitably chosen element e ∈ Th. Obviously
our result is much better in view of the triangulation condition and the outflow face restrictions. Let us emphasize that
when α ≡ 0, Theorem 4.3 gives a very interesting result. It shows that for arbitrary triangulation Th, the DG solution of
scheme (2.5) is always identical with the exact solution on average on the outflow face ∂Ωe+. Moreover, if takingΩe = Ω
in Theorems 4.2 and 4.3, we immediately obtain the global superconvergence estimates∣∣∣∣∫
Ω
u− uhdx
∣∣∣∣+ ∣∣∣∣∫
∂Ω+
β · n(u− uh)ds
∣∣∣∣ ≤ Ch2k+s|u|Hk+1(Th), k ≥ 0, s = 1/2, 1. (4.16)
5. Numerical experiments
In this section we present numerical examples to validate our theoretical results. The domain is Ω = (−0.5, 0.5) ×
(−0.5, 0.5). The coefficients are β = (1, 0) and α = 1. We take the exact u(x, y) = (x + 1/2) sin(x) sin(y), and f is the
corresponding source term.We partitionΩ into a uniform square mesh of size h and use the bilinear finite element. Denote
by eh the error between the exact solution and the DG solution on mesh size h under some suitable norm, the numerical
convergence order is computed by
r =
ln
(
eh/e h
2
)
ln 2
,
or, if eh  h2k+1|u|k+1,
r = ln (eh/|u|k+1)
ln h
.
In Table 5.1we display the error and orders of convergence for approximate solutions.We see that order k+1 is observed
for ‖u − uh‖, and order 2k + 1 even better is observed for the average approximations avg∂e(u − uˆh) and avgΩ(u − uh) as
the theory predicts.
In Table 5.2 we display the error and orders of convergence for the approximation of directional derivative ∂βu, as well
as the error estimator ‖∂βuh − Rh(∂βu)‖L2(Th). As expected, we see that the convergence order of the recovery derivative
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Rh(∂βu) is indeed one order higher than that of the finite element derivative ∂βuh, and the error estimator is reliable and
efficient.
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