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Abstract
A good image representation is vital for image comparision and classification; it
may affect the classification accuracy and efficiency. The purpose of this thesis
was to explore novel and appropriate image representations. Another aim was to
investigate these representations for image classification. Finally, novel features
were examined for improving image classification accuracy. Images of interest to
this thesis were textile design images. The motivation of analysing textile design
images is to help designers browse images, fuel their creativity, and improve their
design efficiency. In recent years, bag-of-words model has been shown to be a
good base for image representation, and there have been many attempts to go
beyond this representation. Bag-of-words models have been used frequently in
the classification of image data, due to good performance and simplicity. “Words”
in images can have different definitions and are obtained through steps of feature
detection, feature description, and codeword calculation. The model represents
an image as an orderless collection of local features. However, discarding the
spatial relationships of local features limits the power of this model. This thesis
exploited novel image representations, bag of shapes and region label graphs
models, which were based on bag-of-words model. In both models, an image was
represented by a collection of segmented regions, and each region was described
by shape descriptors. In the latter model, graphs were constructed to capture
the spatial information between groups of segmented regions and graph features
were calculated based on some graph theory. Novel elements include use of MRFs
14
LIST OF TABLES 15
to extract printed designs and woven patterns from textile images, utilisation of
the extractions to form bag of shapes models, and construction of region label
graphs to capture the spatial information.
The extraction of textile designs was formulated as a pixel labelling problem.
Algorithms for MRF optimisation and re-estimation were described and evalua-
ted. A method for quantitative evaluation was presented and used to compare
the performance of MRFs optimised using α−expansion and iterated conditional
modes (ICM), both with and without parameter re-estimation. The results were
used in the formation of the bag of shapes and region label graphs models. Bag of
shapes model was a collection of MRFs’ segmented regions, and the shape of each
region was described with generic Fourier descriptors. Each image was represen-
ted as a bag of shapes. A simple yet competitive classification scheme based
on nearest neighbour class-based matching was used. Classification performance
was compared to that obtained when using bags of SIFT features.
To capture the spatial information, region label graphs were constructed to obtain
graph features. Regions with the same label were treated as a group and each
group was associated uniquely with a vertex in an undirected, weighted graph.
Each region group was represented as a bag of shape descriptors. Edges in the
graph denoted either the extent to which the groups’ regions were spatially adja-
cent or the dissimilarity of their respective bags of shapes. Series of unweighted
graphs were obtained by removing edges in order of weight. Finally, an image
was represented using its shape descriptors along with features derived from the
chromatic numbers or domination numbers of the unweighted graphs and their
complements. Linear SVM classifiers were used for classification.
Experiments were implemented on data from Liberty Art Fabrics, which consis-
ted of more than 10,000 complicated images mainly of printed textile designs and
woven patterns. Experimental data was classified into seven classes manually by
assigning each image a text descriptor based on content or design type. The
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seven classes were floral, paisley, stripe, leaf, geometric, spot, and check. The
result showed that reasonable and interesting regions were obtained from MRF
segmentation in which α−expansion with parameter re-estimation performs bet-
ter than α−expansion without parameter re-estimation or ICM. This result was
not only promising for textile CAD (Computer-Aided Design) to redesign the
textile image, but also for image representation. It was also found that bag of
shapes model based on MRF segmentation can obtain comparable classification
accuracy with bag of SIFT features in the framework of nearest neighbour class-
based matching. Finally, the result indicated that incorporation of graph features
extracted by constructing region label graphs can improve the classification ac-
curacy compared to both bag of shapes model and bag of SIFT models.
List of symbols
An effort was made to avoid ambiguities in the notation used in mathematical
descriptions. Lowercase Roman letters denote scalars, as in x, except when de-
noting functions. Lowercase bold Roman letters denote vectors, as in x, and
uppercase Roman letters denote constants, as in D. Uppercase bold letters de-
note matrices, as in Σ. Whenever possible, indexing variables use the same letter
as the range, as in xd, d ∈ {1, . . . , D}. The calligraphic D denotes a data set of
observations. Lowercase Greek letters denote model parameter, such as µ.
The following sections list the symbols that are shared across the discussions of
different techniques, as well as those that are used in the description of specific
techniques.
Shared
G Graph
V Vertex set of the graph
E Edge set of the graph
fxi The label of site xi.
δ Delta function
L The label set
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Markov Random Field model
X Discrete set of sites.
xi i-th site in X .
f Label configuration of MRF
E(f) Energy function of MRF label configuration
f
f ∗ Probable label configuration of MRF
N Neighbourhood system
C Cliques
Dxi(·) Data penalty function
T Temperature
Z Partition function
Vc Clique potential
U(f) Summation of clique potentials
α label α in α−expansion
λ Coefficient of energy function
k A cluster index
θk Parameters of k-th Gaussian
µk mean of k-th Gaussian
Σk Covariance matrix of k-th Gaussian
K Number of clusters
Max-flow
EG A cut of a graph G
S,T Partitions of sets of nodes in graph
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Introduction
This PhD research was carried out as a part of the FABRIC (Fashion and Ap-
parel Browsing for Inspirational Content) project. FABRIC was a collaborative
project developing innovative technology to improve browsing, retrieval, and ma-
nagement of digital images throughout the textile and clothing industry, cultural
heritage, and other sectors that access digital image collections.
This thesis reports work carried out by the author at the School of Computing
of the University of Dundee concerning image content understanding and image
representation for image classification. This chapter first describes the thesis
objectives and motivation, then explains the challenges involved and summarises
the contributions. Finally the structure of the thesis is provided.
1.1 Objective
The main goal of this thesis is to contribute novel image representations and
extracted features that can be used for image comparison or matching that is
important in many applications in computer vision, such as image classification,
retrieval, and browsing, etc. The type of image representation we discuss here is
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obtained by transforming low-level input (e.g. RGB value of each pixel in image)
to a higher level form (e.g. segment an image into a collection of regions, and
build up a higher layer based on these regions, such as trees, graphs to represent
the structure information.). This kind of image representation is usually called
an intermediate image representation.
In this thesis, we contribute a novel image representation based on segmented
regions. Therefore, finding suitable representation requires building a proper seg-
mentation model, and determing how to use the segmentation regions to represent
images and extract features. We also want to investigate the representation and
features to see whether they are effective in application. We apply the represen-
tation and features on an image classification application. The images analysed
here are textile images, Figure 1.1 shows some examples of textile images. The
methods proposed in this thesis could be extended to be used with other kinds
of images but this is left for future work.
1.2 Motivation
Textile design analysis is an important task and very useful for imitative design
and redesign. In textile industry, textile image segmentation can be used for
textile CAD (Computer-Aided Design). It is very time consuming for a CAD
designer to edit and create patterns and design. If we can extract the design and
patterns from the textile images automatically, store and reuse them (e.g. better
efficiency in colour selection, and faster edit based on existing design), it will help
the designers improve productivity and reduce the time and product development
cost in a considerable manner when comparing with laborious manual work of
designing.
The extracted design and patterns from segmentation are useful for image repre-
sentation, and the corresponding extracted features are able to be considered as
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Figure 1.1: Examples of textile designs. (Images courtesy of Liberty Art Fabrics.
©Copyright protected; Reproduction not permitted.)
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similarity measures to compare and match images in the applications as below:
• Image visualisation and browsing. Figure 1.2(a) shows a 2D image visuali-
sation example. Designers can click any image they are interested and zoom
in to look at the details. Images displayed closely have similar features, and
they can be similar because of similar regions within images which are seg-
mented. This gives the designers easy access to the images, and potentially
fuels their creativity, and improves design efficiency.
• Content based image retrieval (CBIR): In CBIR, users usually give a
query example and the system returns the similar searching results (see
Figure1.2(b)). Users could point out one region or groups of regions they
are interested in within the query example and the system would return
the images containing similar regions, and also show where the regions are.
1.3 Challenges
Four reasons why image content understanding and representation are challenging
here are:
• Segmentation is an ill-defined problem, and the segmentation ground-truth
is not available in Liberty Art Fabric data for the output of an algorithm
to compare against.
• Physical texture: Some textile designs have strongly textured physical sur-
faces. In order to see the texture clearly, small pieces from textile swatches
are shown in Figure 1.3. This is affected by the fibres (e.g., smooth or
crimped), yarns (e.g., soft or hard twist; number of plies), fabric construc-
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(a)
(b)
Figure 1.2: (a)Visualisation of 1000 textile designs using colour features. This fi-
gure is produced by Wang et al.[129]. (b) An example of image retrieval. (Images
courtesy of Liberty Art Fabrics. ©Copyright protected; Reproduction not per-
mitted.)
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Figure 1.3: Some textile swatches with strong texture. (Images courtesy of Li-
berty Art Fabrics. ©Copyright protected; Reproduction not permitted.)
tion (e.g., type of weave or knit), and/or textile finishing (e.g., brushing or
chemical application). All of these factors may impact the visual texture of
the images and increase the difficulties of image representation and feature
extraction.
• Images assigned different labels can share similar content: For example,
some floral images shown in Figure 1.4(c) are very similar with some leaf
images (Figure 1.4(d)), and there are common leaves in the floral images
as the leaf images. Also the paisley and leaf (Figure 1.4(a) and Figure
1.4(b)), and check and geometric (Figure 1.4(e) and Figure 1.4(f)) can be
easily confused. In both cases they have a very similar appearance and
shape. We need a representation that can distinguish images in different
classes that have much in common.
• Large intra-class variation: Classes of images do not have precise defini-
tions. There may be many variations among the same kind of images. For
example, a floral image can come in many forms. Flowers can have different
shapes, as shown in Figure 1.5(a). Also there is not a standard definition
of ’geometric’, see Figure 1.5(b).
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(a) (b)
(c) (d)
(e) (f)
Figure 1.4: Paisley images (a) that could be easily confused with the two leaf
images in (b). Floral images (c) have leaves as in leaf images (d). Two geometric
images (e) are very similar to the two check images in (f). (Images courtesy of
Liberty Art Fabrics. ©Copyright protected; Reproduction not permitted.)
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(a)
(b)
Figure 1.5: (a) Floral images have various forms. (b) Geometric images contain
very different shapes. (Images courtesy of Liberty Art Fabrics. ©Copyright
protected; Reproduction not permitted.)
1.4 Contributions
Extracting printed design and woven patterns using MRFs
Novel image representations are proposed based on the extraction of printed
design and woven patterns. The problem of extraction is modelled as a pixel
labelling problem. This is motivated by printed textile production which assigns
distinct colour dyes for different patterns, and prints the dyes on some materials
to produce the textile designs. Therefore, segmenting textile images into ho-
mogeneous regions sharing similar colours can extract the designs and patterns.
However, due to strong physical surface texture, standard clustering methods wi-
thout considering the spatial coherence fail in design extraction. Markov Random
Field (MRF) [19, 17] which can consider the spatial coherence in neighbourhood
system was used. This method included: spatial and feature domain image mo-
delling, energy function minimisation, parameter estimation and evaluation. A
method for quantitative evaluation is presented to compare the performance of
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MRF models. The energy of MRF is optimised using α - expansion and iterated
conditional modes (ICM), both with and without parameter re-estimation. The
pixel labelling produced suggests ways of compactly representing image content
in terms of colour and shape, and is promising for image classification.
Textile classification using Bags of shapes
The bag of words model is a very popular method to represent images in the ap-
plication of classification and recognition [145, 39, 29]. However, most works use
a collection of regions detected using region detectors [91] or patches uniformly
obtained from the original image [39] as visual words rather than segmented
regions. This is possibly because of segmentation errors. However, since it is
shown that reasonable segmented regions can be achieved by using MRF pixel
labelling, a novel image representation, bags of shapes, based on MRF segmen-
tation results was proposed. In this model, a collection of segmented regions are
simply obtained by extracting connected components from MRF pixel labelling
results. Each component is described using a 48 dimensional Generic Fourier
Descriptor (GFD) [143]. Images are thus represented as bags of shape descrip-
tors. Unlike the normal bag of words model, there is no need to calculate the
codewords using some clustering method, e.g. k - means, to quantise the descrip-
tors and represent images using histograms of codewords. An image represented
using bags of shapes model is considered as a matrix of n by 48, where n is the
number of regions contained in each image and different images have different
number n. This avoids the information loss caused by clustering descriptors.
For classification, Naive Bayes Nearest Neighbour [14] classification method is
used to investigate the use of bags of shapes model. Classification performance
is compared to that obtained with bags of SIFT features [80]. Matching using
bags of shapes is considerably faster and of comparable accuracy. However, bags
of shapes models ignore the MRF labels, which might be useful in tasks such as
classification.
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Textile classification using region label graphs
Novel region label graphs are proposed to incorporate spatial information in bags
of shapes models for textile classification. As well as partitioning an image into
regions, MRF labelling identifies groups of regions that have the same label value.
Regions with the same label are treated as a group. Each group is associated
uniquely with a vertex in an undirected, weighted graph and is represented as
a bag of shape descriptors. Edges in graphs denote either the extent to which
the groups’ regions are spatially adjacent or the dissimilarity of their respective
bags of shapes. Each single shape is described using GFD. Codewords are cal-
culated and shape features of images and groups of regions are histograms of
the codewords. With graphs constructed, series of unweighted graphs are ob-
tained by removing edges in order of weight. Fixed dimensional graph feature
vectors are calculated from the series of graphs and their complements based on
the graph theoretic features: chromatic number and domination number. The
weights which cause a change in chromatic number or domination number are
defined as graph features. Image features are combinations of shape features
and graph features. The representation and combination features are investi-
gated using linear Support Vector Machines (SVM). The classification results
show that an improvement in classification can be obtained by combining shape
features with the proposed graph feature vectors.
In summary, the main contributions of this thesis are:
• Defining the problem of extraction of printed design and woven patterns,
and apply MRF pixel labelling to extract the designs and patterns.
• Based on MRF pixel labelling results, the bags of shapes model was propo-
sed and tested in the application of textile design classification. Comparison
between bags of shapes model and bags of SIFT model is made.
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• A novel method which uses MRF segmentation labels including graph
construction and feature extraction was proposed to capture the spatial
information in images. The spatial information was calculated based on
chromatic number and domination number. Experimental results showed
that using spatial information in this way was helpful in improving image
classification accuracy.
1.5 Overview of the system
In this thesis, a system of classification using region label graphs is provided.
The pipeline of the system is as follows. An image is segmented to get K label
images first, and connected components (regions) are then extracted from every
label image. For each region, a Generic Fourier descriptor (GFD) is calculated. A
codeword dictionary is built using a clustering methods, e.g. k means. The image
is thus represented as a histogram of codewords. To encode spatial information,
a graph is constructed from the MRF labelling results. There are two methods
of constructing the graph and extracting the graph features: (1) Construct an
undirected complete or non complete graph, and label each edge as the arc length
of the common boundary shared by groups of regions. In this case, the extraction
of graph features need no codewords calculation and feature quantisation. (2)
Construct an undirected complete graph, and label each edge as the dissimilarity
of a pair of groups of regions. In this case, the extraction of graph features need
codewords calculation and feature quantisation. In both methods, each vertex of
the graph is associated with a group of regions which share the same label. The
graph features are calculated using chromatic number or domination number.
Finally, the image is represented as the combination of the shape feature and
graph features, and the image feature can be used for any standard classification
scheme, e.g. SVM. A flowchart of the system is shown in Figure 1.6.
1.6 Structure of thesis
The thesis is composed of five chapters as below:
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Figure 1.6: System flowchart of classification using region label graphs
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Chapter 1 describes the motivation and objectives of this research as well as the
main contributions.
Chapter 2 states the textile segmentation problem first and overviews some the
related work on segmentation. It then builds up the MRF pixel labelling method
for textile design. Finally, it presents the experiments and results, and draws
some conclusions.
Chapter 3 begins with a review of literature related to image representation and
then proposes novel image representations for textile design. Graph features are
obtained by constructing novel region label graphs based on MRF pixel labelling
results.
Chapter 4 overviews Nearest-Neighbour based classifier, investigates proposed
image representation using this classification method, reports some experiment
results, and draws some conclusions. It then sets up experiments to test graph
features using linear SVM classifier, reports some results, and draws some conclu-
sions finally.
Chapter 5 summarises the conclusions drawn from the accomplished experiments
and discusses possible future directions.
Chapter 2
Textile image segmentation using
Markov Random Fields
2.1 Introduction
Accurate automatic extraction of printed designs and woven patterns from images
of textiles is an important task in providing a suitable representation on which
to build algorithms for the classification of digital textile archives. Automatic
classification is conducive to the preservation, collection, and management of
textile images through the textile industry, and can help designers access to
images more easily and view images more efficiently. Besides, pattern extraction
is an important textile image processing for imitative textile CAD (Computer-
Aided Design) to redesign the textile images.
The extraction task can be considered as a problem of image segmentation. This
chapter describes methods for colour segmentation of digital images and evaluates
them on a historical commercial archive owned by Liberty Art Fabrics. The
segmentation problem is ill-defined with more than one reasonable segmentation
solution for a given image. Figure 2.1(a) shows a six-colour design with sketchy
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flowers and Figure 2.1(b) illustrates one possible manual segmentation of that
design into different design components (e.g., flowers and leaves).
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.1: (a) A textile image (Images courtesy of Liberty Art Fabric.
©Copyright protected; Reproduction not permitted.) (b) One of many reason-
able (manual) segmentations. (c-g) (Manual) segmentation result motivated by
colour separation in textile production, a manually obtained class labelling of
pixels. (h) JSEG segmentation.
The formulation of the problem of segmentation of textile images requires consi-
deration of textile production. There are various methods of textile production,
but images from the Liberty Art Fabrics archive are mainly of textiles produced
by two kinds of methods:
• Printing: Textile printing is a process of applying colour to fabric in definite
patterns or designs. Contemporary production of Liberty Art Fabrics prints
requires making a screen for each colour used in a design. This can be
done by hand tracing or by computer reduction and separation. Figure
2.2 shows a simple example of the colour separation procedure of a design.
Dye is applied to the fabric by flat screens, e.g., engraved plates (see Figure
2.3(a)), for short runs, and rotary screens, e.g., rollers (see Figure 2.3(b)),
for long runs and continuous designs.
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(a) (b)
Figure 2.3: Textile printing. (a) Engraving. (b) Roller printing. (Images are
from Anna Buruma)
(a) (b)
Figure 2.2: Colour separation of a design. (a) A design. (b) Colour separation.
(Images are from Anna Buruma)
• Weaving : In general, basic weaving process involves the interlacing of two
distinct sets of yarns or threads at right angles to each other: the warp and
the weft (see Figure 2.4(a)). The warp yarns run lengthways and the weft
runs across from side to side. Fabric is woven on a loom, a device that holds
wrap yarns taut and in parallel order while weft yarns are woven through
them (see Figure 2.4(b)).
In Liberty Art Fabrics archive dataset, some designs are printed on the surface
of the fabric through the printing process and other designs are woven into the
fabric through the weaving process. Although many of the images are from the
previous 50 years, there are many that are much older, are only fragments, or
have degraded over time.
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(a) (b)
Figure 2.4: (a) Warp and weft in plain weaving. (b) Weaving on a loom. (Images
are from Wikimedia Commons)
Motivated by the process of colour separation in textile production, textile images
are reasonably segmented into homogeneous regions sharing the similar colour.
Therefore, the segmentation can be defined as a multi-class pixel labelling pro-
blem. Every pixel in an image is assigned a label, and pixels with similar colour
share the same label. The number of labels is the number of colour dyes used in
the textiles. Figure 2.1 (c-g) shows a ground truth for the original image in Figure
2.1(a) that was obtained by manually assigning its pixels to one of five classes
(i.e., colours). However, in a large database, manual labelling is not feasible.
Thus, the problem to be solved is to determine the number of classes (colours),
in a digital textile image and label each pixel as belonging to one of these classes.
Solutions to this problem can be quantitatively evaluated by comparing compu-
ter extractions with manually-annotated ground-truths such as those shown in
Figure 2.1 (b-g).
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(a) (b)
Figure 2.5: (a) The underlying fabric can be strongly textured. (b) Colour
dyes can blend together and have spatially varying density. (Images courtesy of
Liberty Art Fabrics. ©Copyright protected; Reproduction not permitted.)
Another aspect that may complicate the problem of segmenting a digital image
into colour regions is the physical surface texture of the textile images (see Figure
2.5). Further difficulties arise due to the age and condition of the textiles, espe-
cially in historic archives. For printed textiles, the saturation of a dye varying
within a region (either due to degradation or by design) may be problematic.
Printing may result in screens being misaligned and in dyes blending together
near their boundaries to form new colours. However, these effects are sometimes
deliberately introduced to create additional colour variation or to help ensure
that the fabric is entirely covered with dye leaving no undyed areas.
Markov random field (MRF) models have been used previously for image segmen-
tation, though usually for binary foreground-background segmentation tasks. In
this thesis, an MRF model was formulated and applied to the textile segmen-
tation task described above. Given ground-truth estimates of colour separation,
this application provided a useful test case for comparing algorithms. A method
for quantitative evaluation of multi-class pixel labelling methods was used for
segmentations with different numbers of labels. It was used to compare segmen-
tation results obtained using Gaussian mixture colour clustering, MRF inference
using Iterated Conditional Modes (ICM), and MRF inference using α - expan-
sion. The MRF models considered both the class colour distributions and the
spatial coherence of the pixel labels. The colour distributions were learned based
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on an initial labelling estimated using a Gaussian mixture in colour space and
the number of colour classes was estimated using the Bayes Information Criterion
(BIC).
The remainder of this chapter is organised as follows. Section 2.2 introduces some
related work on image segmentation. Section 2.3 provides an overview of Markov
Random Field pixel labelling, including minimisation of MRF energy functions,
model selection, and parameter estimation. Section 2.4 proposes a novel quanti-
tative segmentation evaluation method. Section 2.5 provides details of the actual
experiments carried out and the results. Finally, Section 2.6 discusses the results
and presents some conclusions.
2.2 Related work
Image segmentation has long been an important and challenging topic. It aims
to partition an image into several disjoint regions that are homogeneous with
regards to some measures, often as a pre-treatment to higher level computer vision
processing. Feature space clustering is a popular approach in image segmentation,
in which a feature vector of local properties is computed at each pixel. The feature
space is then classified into different clusters using clustering methods [57, 135]
and each pixel is assigned a label based on the cluster that contains its feature
vector.
In computer vision, much research has been done based on feature space cluste-
ring [22, 26, 27, 133, 99, 35]. Some authors use Gaussian mixture models (GMM)
[133, 99], in which each component describes a cluster in the feature space and
has Gaussian distribution. The associated parameters can be estimated through
maximum likelihood (ML) estimation using an Expectation-Maximisation (EM)
algorithm [33, 121, 10]. The drawback of this approach to segmentation is that
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the commonality of location is not taken into account when grouping the data.
In other words, the prior knowledge that adjacent pixels most likely belong to
the same cluster is not used, so the results often lack spatial coherence, especially
when the images exhibit strong texture. Images of fabric have been segmented
using colour clustering after first attenuating noise and texture by applying me-
dian filtering [124]. However, the use of a median filter as a pre-prosessing step
can result in important details being lost. The JSEG segmentation algorithm
[35] performs colour clustering at the pixel level and then uses region growing on
the cluster labels to segment colour-texture regions. An example JSEG result is
shown in Figure 2.1(h) using the default parameter settings [34]. Whilst it can
find reasonable colour-texture regions, it has two drawbacks. Firstly, it decom-
poses the task into two steps of colour clustering and region finding so that the
colour clustering step takes no account of spatial information. Secondly, fabric
designs have spatially disjoint regions that share the same colour-texture. We
seek a labelling that makes this explicit.
Imposing spatial smoothness is a key element to many image applications since it
is a significant a priori property of images [11]. In Bayesian approaches, spatial
coherence is usually imposed by a Markov random field (MRF) prior [78]. Many
works have been reported to show that MRF is a very powerful framework to
design efficient and robust models for image segmentation [83, 84, 104, 62, 140].
These approaches have used maximum a posteriori (MAP) estimation in conjunc-
tion with MRF, the MAP-MRF framework. In this framework, the objective is
the joint posterior probability of the MRF labels. The form and parameters are
determined according to Bayes rule, by those of the prior of the labels and the
conditional probability of the observed data. MRF modelling is to derive the form
of the posterior distribution and to estimate the parameters in it so as to define
the posterior probability completely. Another important part is to maximise the
posterior probability. The MAP solution is equivalently found by minimising the
posterior energy function.
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The energy function of an MRF usually consists of two terms: a data cost penali-
sing the disagreement of the data and the label, and a smoothness cost enforcing
spatial coherence. Early approaches, such as Iterated Conditional Modes (ICM)
[8] or simulated annealing [6] can be ineffective at minimising the energy function.
However, over the last few years, powerful new optimisation algorithms such as
graph cuts [65, 20, 18] and Loopy Belief Propagation (LBP) [138] have emerged to
become very popular optimisation methods. Szeliski et al. [117] have compared
six MRF optimisation methods on various computer vision problems. They show
that methods based on graph cuts using the max-flow algorithm [46] and LBP are
good solutions, and α - expansion, one of the graph cuts algorithms is proved to
be very effective. For non-binary segmentation, such as multi-labelling problem,
max-flow is iteratively used in α - expansion to reach an optimum. α - expansion
is guaranteed to converge and is effective in practice. In recent work, Delong et
al. [31] extend α - expansion to minimise the energy function with label cost that
can penalise a solution based on the set of labels, i.e. penalising the use of too
many labels. The label costs may be useful when labels belong to known classes
with specific priors (The implementation is available at [127]). Another method
to obtain the MAP estimates of MRF is max-sum, which is based on an efficient
linear programming solver [88], and allows multi-labelling segmentation to be
done directly in a global manner [130]. There are other methods e.g. second or-
der core programing relaxation [69], and sequential tree-reweighted max-product
message passing [64]. However, the problem of solving the multi-label MAP of
the MRF is NP-hard. Various approximations are taken into account to reach a
good suboptimal solution.
2.3 Markov Random Field labelling model
A labelling problem is specified in terms of a set of sites (e.g. pixels, features,
data points) and a set of labels (e.g. categories, geometric models, disparities).
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Figure 2.6: Markov Random Field model
Let X denote a set of discrete sites:
X = {x1, ...,xi}
and let L denote a set of discrete labels:
L ={1, ...,K}
Labelling is to assign a label from the label set to each of the sites xi in X .
The sites in X are related to one another via a neighbourhood system. The
neighbourhood system of X is:
N ={Ni|∀xi ∈ X}
An MRF is always defined with respect to a neigbourhood system. In MRF’s,
only neighbouring labels have direct interactions with each other. In the termi-
nology of random fields, a labelling is called a configuration. The purpose is to
find the labelling f ∗ that is most probable given X .
f ∗ = argmax [P (f |X )] (2.1)
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This is known as the MAP estimate. According to Bayes’ rule, the posterior
probability is:
P (f |X ) = P (X|f)P (f)
P (X ) (2.2)
where P (f) is the prior probability of labellings f , and P (X|f) is the conditional
probability density function of the observations X , also called the likelihood
function of f for fixed X . P (X ) is a constant when X is given. Therefore
P (f |X ) ∝ P (X|f)P (f) (2.3)
MAP estimation is equivalent to finding
f ∗ = argmax[P (X|f)P (f)] = argmin[−(lnP (X|f) + lnP (f))] (2.4)
and the energy function can be defined as:
E(f) = − lnP (X|f)− lnP (f) (2.5)
The task is to minimise the energy function.
To define an MRF in terms of a Gibbs distribution, cliques need to be introduced.
A clique is a subset of sites in the neighbourhood system. In the first order
neighbourhood system, also called the 4-neighbourhood system, every site has
four neighbours, as shown in Figure 2.7(b). In the second-order neighbourhood
system, also called the 8-neighbourhood system, every site has eight neighbours,
as shown in Figure 2.7(d). Figure 2.7(e) show clique types for the first and second
order neighbourhood systems for the lattice. The types of cliques in first order
neighbourhood system are the single site and the horizontal and vertical pair-site
cliques. The second order neighbourhood system includes all of the clique types
shown in 2.7(e): single site, pair-site, triple-site and quadruple-site cliques.
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(a)
(b) (c)
(d)
(e)
Figure 2.7: (a) A lattice. (b) A site (filled circle) and its neighbours (unfilled
circles) used in first-order neighbourhood system. (c) Cliques on a lattice of a
regular site in first-order system. (d) A site (filled circle) and its neighbours
(unfilled circles) used in second-order neighbourhood system. (e) Cliques on a
lattice of a regular site in second-order neighbourhood system.
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Hammersley and Clifford [48] proved the equivalence between Markov random
fields and Gibbs distributions. This provides a mathematically tractable means
of specifying the prior. A Gibbs distribution takes the form:
P (f) = 1
Z
× exp(− 1
T
U(f)) (2.6)
where Z = ∑ exp(− 1
T
U(f)) is a normalising constant called the partition func-
tion which is a sum over all possible configurations. T is a constant called the
temperature which will be assumed to be 1 unless otherwise stated, and
U(f) =
∑
c∈C
Vc(f) (2.7)
is the energy function. It is a summation of clique potentials Vc(f) over all possible
cliques C. Vc(f) is dependent on the local configuration on each clique c. The
MRF used in this thesis is the first-order neighbourhood system and the clique
potentials involve vertical and horizontal pair-site [19], so that:
P (f) ∝ exp(−∑
c∈C
Vc(f)) = exp(−
∑
xi
∑
xj
V (fxi , fxj)) (2.8)
An important discontinuity preserving metric function is given by the Potts model
[101]:
V (fxi , fxj) = λ · (1− δ(fxi − fxj)) (2.9)
The Potts model has a clique potential for any pair of neighbouring sites xi
and xj. δ(·) represents the Kroneker delta function. If labels of xi and xj are
different (fxi 6= fxj), then its value is λ. Otherwise its value is zero. The constant
λ ≥ 0 is a coefficient that specifies the penalty for assigning different labels to
neighbouring pixels.
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Note that X are pixel features, and are assumed independent given the labels, so
P (X|f) = ∏
i
P (xi|fxi) (2.10)
The likelihood of a label, fxi , given one of the sites xi, can be modelled as
Gaussian,
P (xi|fxi = k) =
exp[−12(xi − µk)TΣ−1k (xi − µk)]√
(2pi)d|Σk|
(2.11)
with parameter set θk which consists of the mean, µk, and the covariance matrix,
Σk.
Combining Equations (2.5) by Equation (2.9), (2.10), the energy function of MRF
becomes:
E(f) = −∑
xi
ln(P (xi|fxi)+
∑
xi
∑
xj
λ · (1− δ(fxi − fxj)) (2.12)
The first term is the data penalty function, It typically indicates individual label-
preferences of pixels based on observed features and pre-specified likelihood func-
tion. The second term specifies the penalty for assigning different labels to neigh-
bouring pixels.
2.3.1 Energy minimisation algorithm
How to minimise the energy function is one major part of an MRF model. Many
publications in computer vision use graph-based energy minimisation techniques
for image segmentation [55, 17]. The energy function addressed by Greig et al.
[46], and most graph based methods (eg. [107, 126]) takes the form of (2.7).
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2.3.1.1 Graph cuts
Graph cuts is a type of operation on a graph that use the max-flow algorithm
to solve discrete energy function minimisation problems [78]. Greig et al. [46]
first proposed graph cuts to solve the global minimisation problem of a two-label
MRF model (Ising model), Roy and Cox [106] extended it to solve convex multi-
label problems, and Boykov et al. [20] then used it to approximate the global
minimisation for more general multi-label MRF problem. Graph cuts has now
been widely used in computer vision and image analysis problems such as image
segmentation, restoration, and stereo.
Greig et al. [46] were the first to introduce the max-flow algorithm from combi-
natorial optimisation to minimise certain important energy functions in vision.
Max-Flow, also called min-cut or s− t cut, plays an important role in graph cuts.
Let G = (V , E) be a directed graph with nonnegative weight on each edge, where
V is the set of vertices and E the set of edges. In max-flow, V contains two special
vertices, the source s and sink t (see Figure 2.8(a)). A cut Ec of G is a subset of
E and satisfies that (1) the subgraph excluding Ec is disconnected and (2) adding
any edges in Ec to the subgraph, the subgraph is connected. The cost of a cut Ec
is the summation of its edge weights.
There are two kinds of edges: t−link and n−link. All the edges of the graph are
assigned weights or costs. t−links connect pixels with terminals. The cost of a
t−link corresponds to the penalty for assigning the labels to the pixels. n−links
connect pairs of pixels. The cost of an n-link corresponds to the penalty for
discontinuity between the pixels. An s− t cut on a graph with two terminals is
a partitioning of nodes in the graph into two disjoint subsets S and T , s ∈ S,
t ∈ T . Figure 2.8(b) shows a cut. The min-cut problem is to find the cut that
has the minimum cost. According to Ford-Fulkerson theorem [41], this problem
is equivalent to finding the maximum flow from s to t.
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In combinatorial optimisation, there are many polynomial algorithms for max-
flow, and most of the algorithms belong to one of the two following groups:
Ford-Fulkerson style augmenting paths [41] and Goldberg-Tarjan style push-label
methods [44]. A comparison of these algorithms for energy minimisation in image
analysis can be found in [18].
Standard augmenting paths based algorithms, such as the Dinic algorithm [36],
work by pushing flow through non-saturated paths from s to t until the maximum
flow in graph G is reached. They store the information about flow fl from s to
t in a residual graph Gfl. The capacity of an edge in Gfl reflects the residual
capacity of the edge in graph G. The graph is initialised with flow fl = 0,
and edge capacities of residual graph are the same as the original capacities in
G. In each iteration, the algorithm finds the shortest path from s to t along
non-saturated edges in the residual graph. Once a path is found, the possible
maximum flow ∆fl is pushed that saturates at least one edge in the path. This
is called one augmentation. So the residual capacities of edges are reduced by
∆fl and the residual capacities of the reverse edges are increased by ∆fl. After
one augmentation, the total flow from s to t is increased as fl = fl+∆fl. The
maximum flow is reached when there is at least one saturated edge in any of the
path from s to t in the residual graph Gfl. The Dinic algorithm uses breadth-first
search to find the shortest paths from s to t on the residual graph Gfl. After
all the shortest paths of a fixed length l are saturated, it starts the breadth-first
search of l+ 1 length from s to t from scratch. Searching for the shortest path is
a key factor that improves the time complexity based on augmenting paths. The
worst case running time complexity is O(m(n)2) where n is the number of nodes
and m is the number of edges in the graph.
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Figure 2.8: (a) A source and sink graph. (b) An example s-t cut of graph (a)
Boykov and Kolmogorov [18] present a new algorithm based on the standard
augmenting path. Similarly to the Dinic algorithm, it finds augmentation path by
creating a search tree. However it builds two search trees S and T , one from s (s ∈
S) and the other from t (t ∈ T ) (see Figure 2.9). Another difference is that these
trees are reused and never recreated from zero. The disadvantage of this method
is that no shortest augmenting path is guaranteed. Time complexity, technically
speaking, is worse than the standard one. However, comparison experiments
show that the variant of max-flow algorithm outperforms the standard method,
and is faster in many cases [18]. This algorithm consists of three stages: growth
stage, augmentation stage and adoption stage.
In the growth stage, search trees S and T grow until they touch and a path
from s to t is detected. The active nodes (circles noted as “A” in Figure 2.9)
find non-saturated edges and make the free nodes (black circles in Figure 2.9)
become their children and new active nodes along non-saturated edges. Once all
the neighbours of given active nodes become active, they become passive nodes
noted as “P” in Figure 2.9. The termination condition is that an active node
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Figure 2.9: Search trees of variant algorithm of max-flow (Boykov and Kolmogo-
rov [18]).
encounters a node that belong to the opposite tree. In this case, the yellow path
as shown in Figure 2.9 from s to t is detected.
The augmentation stage augments the path found at the growth stage. Since
maximum flow is pushed through the path, some edges in the path become satu-
rated. Some notes in trees S or T become orphans since the edges linking these
notes to their parents become saturated. This stage may split search trees into
forests, s and t are still roots of search trees and the orphan nodes are roots of
other trees.
The purpose at this stage is to find a new parent for each orphan. Parent and
orphans should belong to the same tree, S or T , and be connected through non-
saturated edges. Orphans will be removed from S or T and turned into free
nodes if there are no qualified parents. Their children become orphans. The
stage terminates as long as no orphans left. After the adoption stage, it begins
the growth stage again until there is no active node and two trees are split by
the saturated edges. Thus, the maximum flow is achieved and the minimum cut
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is obtained by S and T .
2.3.1.2 Multi-label graph cuts
Minimisation of an energy function with multiple discrete labels is an NP-hard
problem. Many algorithms have been proposed to approximate the global solu-
tion with a lower complexity. Two popular graph cuts algorithms are the swap
move algorithm and the α−expansion move algorithm [20]. Both algorithms work
by iteratively computing the global minimum of a binary labelling problem using
binary max-flow algorithm, and they converge quickly. Szeliski et al. [117] show
that α−expansion algorithm is very effective at solving the problem of optimi-
sation. The variant max-flow algorithm described in Section 2.3.1.1 is used for
α−expansion to find expansion moves in this thesis.
The α−expansion algorithm assumes that the smoothness prior term V is a
metric:
• V (fxi , fxj) ≥ 0, V (fxi , fxj) = 0⇔ fxi = fxj ,
• V (fxi , fxj) = V (fxj , fxi),
• V (fxi , fxj) ≤ V (fxi , fxt) + V (fxt , fxj)
α−expansion can be considered as iterative s− t cut (Max-Flow). The variable
α takes values in L = {1, 2, ...,K} iteratively. Each iteration considers an α ∈ L
value and the two-label set of {α, α¯}. Within one α - expansion, some of the labels
are simultaneously changed to α while all others remain unchanged. This gives a
new labelling f which is accepted only if it reduces the energy. In general there
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are an exponential number of possible expansion moves. A Max-flow algorithm
is used iteratively to find the optimal expansion move within one α− expansion.
The α−expansion algorithm is guaranteed to converge, terminating when there
is no energy decrease for all values of α.
For each α−expansion, the graph is constructed according to the current label
and the different label α. Figure 2.10 shows a 1D graph example for a given
α. In this graph, there are two terminals: α and α, and a set of labels. The
current partition P is: P1 = {xi}, P2 = {xj,xr}, and Pα = {xq}. For each pair
of neighbouring sites, if they have different labels, such as xi and xj , xr and xq,
two auxiliary nodes circle xa and xb are created. The weights assigned to the
graph are shown in Table 2.1.
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Figure 2.10: Graph construction for a 1D example
edge weight
tα¯xi Dxi(fxi) fxi 6= α
tα¯xq ∞ fxq = α
tαxi Dxi(α) fxi ∈ K
e{xi,xa} V (fxi , α)
e{xa,xj} V (α, fxj) {xi,xj} ∈ N ,fxi 6= fxj
tαa V (fxi , fxj)
e{xj ,xr} V (fxj , α) {xj,xr} ∈ N ,fxj 6= fxr
Table 2.1: Weights assigned to the graph
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2.3.1.3 Iterated conditional modes
An alternative and older local method, iterated conditional modes (ICM), uses
greedy search to find a local minimum [8]. It starts with an estimated label,
and for each pixel in turn, the algorithm chooses the label which makes the
energy function decrease farthest. This process is repeated until convergence. It
is guaranteed to converge and is very fast in practise. However, ICM has been
reported to be very sensitive to the initialisation of the labelling.
2.3.2 Parameter estimation
In energy function minimisation, a useful strategy is to alternate energy reduc-
tion and parameter estimation in a manner similar to Expectation-Maximisation
(EM) [33]. First, the parameters of the clusters should be initialised, and the
most popular choice for this is k means. In this thesis, the MRF labels and the
parameters of each cluster are initialised by using a GMM, because the model
selection is based on this model as well, and actually α - expansion is not very
sensitive to the initialisation. In the “E” step, given the fixed Gaussian parame-
ters, a new labelling is found by using α - expansion. In the “M” step, given the
new labelling, the parameters of the Gaussians are re-estimated conditioned on
this labelling. This results in a new energy function, the value of which the next
“E” step should reduce. This is an iterative procedure, and will converge within a
small number of iterations. Since parameter estimation is relatively fast, it seems
reasonable in the case of α−expansion to re-estimate the Gaussian parameters
after each new expansion step [140].
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2.3.3 The number of segmentation labels
Another issue is how to choose the number of the labels. It is a nagging problem
and there is no agreed solution. Due to the difficulty of estimating the number
of pixel classes or clusters, in the previous discussions, the number of the labels
is assumed to be known. But in completely unsupervised segmentation, this
number is unknown.
Some methods (e.g. [132, 73]) in the literature consider unsupervised segmenta-
tion as incomplete data problem, in which the image data is observable, but the
labels are missing. The associated class model parameters including the number
of classes need to be estimated. The model parameters can be estimated via an
iterative algorithm in which labels are sampled based on the current estimates of
the parameters. The maximum likelihood of the parameters are then computed
using the current labelling. The resulting estimates are applied to some model
fitting criteria to get the optimal number of labels. There are many criteria in
the literature. Akaike Information Criterion (AIC) [2] and Bayesian information
criterion (or Schwarz Criterion) (BIC) [109] are increasingly being used for model
selection problems. Essentially, these two criteria are based on two different mo-
del selection approaches. AIC is aimed at finding the best approximating model
to the unknown data generating process while BIC is designed to identify the true
model. AIC does not depend directly on sample size. Although BIC takes a si-
milar form to AIC, it is derived within a Bayesian framework, and reflects sample
size. For a reasonable sample size, BIC applies a larger penalty than AIC. From
a Bayesian view point this motivates the adoption of the Bayesian information
criteria. Kato [61] used Reversible Jump Markov Chain Monte Carlo (RJMCMC)
proposed by Green [45] for determination of the number of MRF labels. They
represented pixel classes by multivariate Gaussian distributions. The number of
classes, class model parameters, and pixel labels are all directly sampled from the
posterior distribution using an RJMCMC sampler. Kato [61] has shown that a
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reasonable number of labels and good segmentation results can be obtained, but
comparing with the criteria mentioned, this method is complicated. In my thesis,
BIC is adopted for model selection which penalises the number of parameters in
the model.
Let Y = {yi ∈ Rd : i = 1, ..., N} be the data set we want to cluster; letMk be
the candidate parametric model which has k classes. Each class is modelled as a
multi-variate Gaussian distribution. BIC of modelMk takes the form:
BIC(Mk) = − log(L(Mk)) + 12Np(Mk) logNs (2.13)
where L(Mk) is the maximum likelihood estimate given the model Mk, Ns is
the number of samples and Np(Mk) is the number of parameters in the model
Mk. The number of parameters for each class ofMk is d+ 12d(d+ 1). Therefore,
Np(Mk) = k(d+ 12d(d+ 1)) (2.14)
The BIC procedure is to choose the model with smallest BIC(Mk). The number
which minimises the BIC value is denoted kBIC in Section 2.5. The BIC criterion
has been found by various authors to give reasonable results when selecting the
number of components in a Gaussian mixture, e.g. [105]. In our case, images
are RGB colour images and the Gaussian mixture models are 3D. Therefore
d = 3 in Equation (2.14). Given the initial labelling, the parameters of the
class-conditional Gaussians (Equation (2.10)) are estimated from the pixel data
classified as belonging to that class (using MAP classification).
2.3.4 Summary
In summary, the MRF pixel labelling problem can be solved by using the
α−expansion algorithm iteratively. Each image labelling f is initialised by using
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GMM, and the number of labels k is estimated by using BIC. α takes every label
k ∈ {1, 2, ..., K}. For each label k, the max-flow algorithm is used to find the
best expansion move and results in a new labelling fˆ . fˆ is only accepted if it de-
creases the energy. Once the labelling changes, parameters are re-estimated. The
algorithm is terminated when there is no smaller energy obtained. The algorithm
is shown in Table 2.2.
Begin
1. Start with a labelling f with k labels chosen by BIC automatically;
2. For α = 1 : K;
2.1. Set Flag=0;
2.2. Get a new labelling fˆ by using Max-Flow;
2.3. If E(fˆ) < E(f), set f = fˆ , Flag=1, and re-estimate the parameters;
2.4. If Flag=1 go to step 2.1;
3. End For;
4. Return f ;
End
Table 2.2: Multi-label pixel labelling algorithm
2.4 Quantitative evaluation
Ground-truth labelling can be produced for each image by manual annotation.
For visualisation, these labels were mapped to contrasting colours. The accuracy
of an automated labelling was then evaluated by comparing it to the ground-
truth. However, the label values were interchangeable. Furthermore, the labelling
obtained will not generally have the same number of label values as the ground-
truth. If two segmentations use N and M labels respectively then there are
R(M,N) = M !(M−N)!(0 < N ≤ M) possible mappings of the N labels in one
segmentation to the M labels in the other segmentation. Note that U = M −N
labels will not find a match (U ≥ 0). The measure of segmentation error which
we use is the percentage of pixels labelled differently from the ground-truth in
the mapping that minimises this proportion, i.e.,
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err = min
Π
100
m
m∑
p=1
δ(f (1)p − Π(f (2)p )) (2.15)
where f (1)p and f (2)p are labels assigned to the same pixel in the two segmentations,
and Π denotes a permutation of the labels. Note that labels that do not find a
match will contribute to this error. The percentage of pixels with unmatched
labels will be denoted as U .
(a) (b) (c)
Figure 2.11: (a) A ground-truth labelling of a 10 × 10 pixel image. (b-c) Two
automatically produced labellings.
Figure 2.11 shows a simple example for the purpose of illustration. There
are R(2, 2) = 2 possible permutations between Figure 2.11(a) and 2.11(b):1 → 1
2 → 2
 and
1 → 2
2 → 1
 where a → b means label value “a” in labelling
1 corresponds to label value “b” in labelling 2. Clearly, the latter produces a lo-
wer error. It is this error which is reported. In the same way, there are R(3, 2) = 6
possible permutations between Figure 2.11(a) and Figure 2.11(c). The permuta-
tion that results in the lowest error is:

1 → 3
2 → 2
1
. In this case, labels with value
“1” in labelling 2 are unassigned and so contribute to the error. The accuracy of
the labelling in Figure 2.11 is thus err = 17% of which U = 13% is attributable
to unmatched labels resulting from incorrect estimation of the number of labels,
K.
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2.5 Experiments and results
	
 	
   
     
     














Figure 2.12: Mean segmentation error rate with known k and kBIC on twenty
example images. The error bars denote ± standard error of the mean segmenta-
tion error rate of the twenty images.
Five methods were evaluated on twenty example images from Liberty Art Fa-
bric. Table 2.3 shows the twenty original example images and their ground
truth images. The ground truth images were produced by manually assigning
different colours to the pixels. The first method was Gaussian mixture model
clustering using maximum likelihood EM parameter estimation. Each pixel was
labelled with the most probable Gaussian component index conditioned on the
pixel’s RGB values. The second and third methods were MRF labellings found
using ICM with and without parameter re-estimation, denoted ICM and ICM(P)
respectively. The fourth and fifth methods were MRF labellings found using
α−expansion with and without parameter re-estimation, denoted α and α(P)
respectively. The free parameter in the MRF models was set to λ=6 (see Equa-
tion (2.12)) for all images. We implemented α−expansion with and without
parameter estimation based on the two-label max-flow algorithm [116]. The test
program was implemented in C and ran on an Intel Core 2 Quad Q6600 2.40GHz
PC. Five methods were compared in two situations: (1) The number of labels
(k) is assumed known. (There is information about the number of colour dyes
used in some of the images of the Liberty Art Fabric database). (2) The number
of labels is unknown (This is more difficult but more realistic situation), and
estimated based on BIC values (kBIC) obtained when EM was used to optimise
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Original Ground truth Original Ground truth
Table 2.3: Twenty original and ground truth images. (Image courtesy of Liberty
Art Fabrics. ©Copyright protected; Reproduction not permitted.)
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Figure 2.13: Mean times of five methods with known k and kBIC on twenty
example images. The error bars denote ± standard error of the mean times of
the twenty images.
the parameters of the GMM. The number of colour dyes used is often limited
by production costs in the type of textile production represented in the data set.
Therefore, very large values of the number of labels can be ruled out a priori.
Specifically, the range of number of labels from 1 to 10 was considered.
Figure 2.12 and Figure 2.13 report the mean segmentation error rate and the
mean times with known k and kBIC on the twenty example images shown in Table
2.3. The segmentation errors were calculated using the method in Section 2.4.
In Figure 2.12, α−expansion with parameter estimation gives the lowest error.
ICM with parameter estimation is slightly better than α−expansion without
parameter re-estimation. This suggests that parameter re-estimation is important
for these methods. GMM gives the highest error. In Figure 2.13 α−expansion
with parameter re-estimation is the slowest. ICM (P) is slower than ICM, α(P)
is slower than α and GMM is the fastest. Note that the times reported for ICM
and α - expansion do not include the time taken to initialise the labels using
GMM-EM. For each algorithm, computational expense increases with k.
Tables 2.4 to Tables 2.10 show some typical images and their segmentations in
detail, and Table 2.8 and Table 2.9 are the corresponding segmenation error and
executive time of these images.
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Table 2.4: (a) Segmentation results on a 200×200 textile image (b) BIC against
number of k. (Image courtesy of Liberty Art Fabrics. ©Copyright protected;
Reproduction not permitted.)
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There are four different colours of filling yarn (i.e., the yarn that runs horizontally)
in the fabric in Table 2.4. However, the strong texture and uneven appearance
resulted in BIC estimating k as 7. The graph plots the BIC value against k.
Error bars denote ± a standard deviation (σ) estimated over 10 runs for each
value of k. Segmentation results using k = 4 and kBIC = 7 are shown. In both
cases, α−expansion with parameter re-estimation was clearly superior.
It is interesting to note that although k was usually overestimated by BIC, the
effect of this on the segmentation error for α−expansion with parameter re-
estimation was not always large. For example, it can be seen that there is no large
difference in error with different k in Table 2.4. α−expansion can be understood
as a competition between different labels. In every expansion, α takes one value
from L = {1, 2, ..., K} and makes some of the pixels become α simultaneously.
If the change is accepted, parameters will be re-estimated, a learning process.
This helps to balance the percentage of different labels. The ground-truth of
the original image in Table 2.4 contains four colours, while kBIC = 7, but after
α−expansion with re-estimation only 0.4% of pixels are assigned labels 5, 6, or 7.
Similar comments apply to the original images in Tables 2.6 and 2.7. Sometimes,
larger k can help us to distinguish the ambiguous colours. For example, for the
original image in Table 2.7, k = 8 was not enough to distinguish the brown and
red colours due to the texture effects and dye degradation, but kBIC = 9 could
and resulted in a smaller error rate.
The design in Table 2.10 was not printed, but instead, filling yarns were inserted
into the warp yarns to create the floral pattern. Here, when k = 3, α(P) is
superior to the other methods, but when kBIC = 7, although α(P) is better than
others, it loses accuracy.
CHAPTER 2. TEXTILE IMAGE SEGMENTATION USING MRFS 65
O
rig
in
al
BI
C
2
3
4
5
6
7
8
9
10
2.
552.
6
2.
652.
7
2.
752.
8
2.
852.
9x
 1
05
N
um
be
r o
f k
BIC
K
=
K
B
I
C
=
7
α
-e
xp
an
sio
n
(P
)
α
-e
xp
an
sio
n
IC
M
(P
)
IC
M
G
M
M
-E
M
G
ro
un
d
tr
ut
h
Table 2.5: (a) Segmentation results on a 1400×544 textile image (b) BIC against
number of k. (Image courtesy of Liberty Art Fabrics. ©Copyright protected;
Reproduction not permitted.)
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Original BIC
2 3 4 5 6 7 8 9 101.16
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1.2
1.22
1.24
1.26
1.28x 10
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Number of k
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α-expansion α-expansion ICM ICM GMM-EM Ground
(P) (P) truth
K = 7
KBIC = 9
Table 2.6: Segmentation results on a 1268×556 textile image. (Image courtesy
of Liberty Art Fabrics. ©Copyright protected; Reproduction not permitted.)
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Table 2.7: Segmentation results on a 996×608 textile image. (Image courtesy of
Liberty Art Fabrics. ©Copyright protected; Reproduction not permitted.)
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(a)
(b) (c) (d)
Figure 2.14: (a) Cropping small patch of original image (b) Original image patch
(c) Ground truth (d) α-expansion result. (Image courtesy of Liberty Art Fabrics.
©Copyright protected; Reproduction not permitted.)
Original Image Error(%):err
in table # Size k GMM ICM ICM(P) α α(P)
2.4 200×200 4 39.07 30.85 13.56 11.68 3.30
2.5 1400×544 7 20.85 17.40 15.9 17.04 12.83
2.6 1268×556 7 17.05 14.27 12.23 12.9 6.63
2.7 996×608 8 48.99 42.89 31.56 34.18 24.99
2.10 1594×896 3 25.60 24.00 22.67 23.39 4.65
(a)
Original Image Time(s)
in table # GMM ICM ICM(P) α α(P)
2.4 0.19 0.17 0.95 0.74 1.02
2.5 7.70 5.23 31.7 42.83 46.06
2.6 7.02 4.80 29.19 27.19 58.93
2.7 4.97 4.64 28.52 24.14 45.85
2.10 5.20 4.98 27.89 31.42 49.81
(b)
Table 2.8: (a) Error rates with known K (b) Computing times with known K
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Original image kBIC Error(%):E [U ]
in table # GMM ICM ICM(P) α α(P)
2.4 7 44.97 35.00 19.99 32.75 5.52
[30.39] [25.25] [17.07] [27.65] [0.4]
2.5 7 20.85 17.40 15.9 17.04 12.83
[0.00] [0.00] [0.00] [0.00] [0.00]
2.6 9 18.31 16.12 15.05 15.39 8.37
[9.69] [9.58] [9.53] [9.54] [4.43]
2.7 9 17.79 40.75 30.62 34.66 19.01
[6.83] [5.64] [9.19] [8.32] [0.50]
2.10 7 45.15 42.99 45.27 46.76 37.53
[44.10] [42.34] [44.92] [46.37] [36.76]
(a)
Original image Time(s)
in table # GMM ICM ICM(P) α α(P)
2.4 0.28 0.27 1.95 0.91 2.25
2.5 7.70 5.23 31.7 42.83 46.06
2.6 9.11 5.92 37.02 44.05 90.99
2.7 7.69 5.19 31.8 26.78 55.33
2.10 10.52 9.88 59.92 104.89 179.75
(b)
Table 2.9: (a) Error rates with k estimated automatically (b) Computing times
with k estimated automatically
Tables 2.5 and 2.6 show less strongly-textured fabrics. Nevertheless, they are
problematic. Figure 2.14 shows a magnified area where yellow and blue regions
overlap and appear green. In order to avoid the gap between different colour
regions, two dyes may be overlapped slightly, thus producing a third colour;
causing difficulty in colour segmentation. Figure 2.14 graphically illustrates this
problem. Figure 2.14(b) shows an annotated ground-truth. However, the α-
expansion method separates the overlapping area into another colour region as
shown in Figure 2.14(c).
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Table 2.10: Segmentation result on a 1594×896 textile image. (Image courtesy
of Liberty Art Fabrics. ©Copyright protected; Reproduction not permitted.)
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2.6 Discussion and conclusions
In this chapter, we formulated the problem of extraction of printed design and
woven patterns as MRF multi-pixel labelling in order to obtain smooth segmenta-
tion results. This model segmented the textile images into different homogeneous
colour regions sharing similar RGB colour features. Compared with Gaussian
mixture models, MRF pixel labelling can obtain smoother and more accurate
segmentation results due to this method considering the spatial coherence in the
first order neighbourhood system. However, it is slower than GMM. Finding
optimal labels is equivalent to minimising the energy function of the MRF. A
global method, α - expansion, and a local method, ICM, were compared to mi-
nimise the energy function. In both of the methods, parameter re-estimation
can help to improve the accuracy. These algorithms were initialised based on
GMM and BIC was used to select the number of distinct class labels. BIC ba-
sed on GMM usually overestimated the number of class labels. However, this
did not always result in α−expansion with parameter re-estimation obtaining a
less accurate result. Mismatch between number of dyes and number of actual
colours are probably because: (1) some regions are undyed, (2) different colour
dyes overlap and thus produce new colours, and (3) some of the textile designs
are damaged or with labels on. For all the images tested, α−expansion with
parameter re-estimation was the most accurate and the most computationally
expensive method. α−expansion without parameter re-estimation gave similar
performance to ICM with parameter re-estimation.
Choosing the number of class labels is an open problem. There is no agreed upon
solution. Fortunately, the Liberty Art Fabrics database contains information
about the number of colour dyes used in some of the textile images, so for image
representation in chapter 3, the segmentation algorithm was run by obtaining the
number from the database. The parameter λ of the energy function in Equation
(2.7) specifies the penalty for assigning different labels to neighbouring pixels,
CHAPTER 2. TEXTILE IMAGE SEGMENTATION USING MRFS 72
and decides the smoothness of segmentation. In this experiment, λ = 6 was used
for all of the testing images, but for the experiment of textile classification in
Chapter 4, the value was empirically set to 4 due to the different dataset.
The pixel labellings can be used for textile CAD (Computer-Aided Design) to
redesign the textile image by assigning each label a colour dye. Pixel labellings
also suggest ways of compactly representing image content in terms of colour and
shape. Chapter 3 will present novel image representations based on MRF pixel
labelling with α- expansion (parameter re-estimation), in order to classify textile
designs in Chapter 4.
Chapter 3
Bags of shapes and region label
graphs
3.1 Introduction
This chapter proposes bags of shapes and region label graphs that provide re-
presentations that could be used for various tasks such as image classification,
categorisation, recognition, retrieval, visualisation, clustering, tagging, etc. The
use of segmented regions for image recognition [4, 47, 51], and image categorisa-
tion [24, 9] has recently gained interest but strategies based on low-level patch
descriptors such as SIFT [80] are often preferred [39], at least in part due to
concerns about unreliable segmentation. In Chapter 2, reasonable extracted de-
signs and patterns, namely, segmented region results can be achieved using Mar-
kov random field pixel-labelling. This method segments the images into groups
of colour regions, where each group shares the same colour. Bag of visual words
models are very popular in image representation [136, 98] due to their simplicity
and good performance. The basic idea is to treat an image as a collection of in-
dependent regions or patches, describing each independent region or patch using
73
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some visual descriptors, and using the distribution of sample regions and patches
in the descriptor space as the characterisation of the image.
Motivated by bag of words models, we propose a bag of shapes model by consi-
dering MRF pixel labelling segmented regions as visual words. The regions are
obtained from the labelling result by ignoring the colour label information and
simply extracting the connected components. Every region is described by shape
descriptor: Generic Fourier Descriptor (GFD), thus each image is represented as
bag of shape descriptors.
To capture the spatial information, a graph is constructed based on region labels,
which is presented in Section 3.4. Apart from partitioning an image into regions,
MRF labelling identifies groups of regions that have the same label values. This
representation uses the advantage of the pixel labelling, and constructs a graph
by considering each group of regions as a vertex. Therefore, different images
in the database may have different numbers of relationships between groups as
edge weights. A series of unweighted graphs are obtained by removing edges in
order of weight. Finally, an image is represented using its shape descriptors along
with features derived from the chromatic numbers or domination numbers of the
unweighted graphs and their complements.
The remainder of this chapter is structured as follows. Section 3.2 provides an
overview of the related works on image representation and region shape descrip-
tors. Section 3.3 describes the bags of shapes model. Section 3.4 provides another
image representation method: region label graphs.
3.2 Literature review
3.2.1 Related work on bag of words model
A commonly used image representation approach is based on a global feature set
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extracted from images, for example, images can be described by global distribu-
tions of colour, texture, or other properties, e.g. colour histograms [115, 114, 102],
and Gabor filters [56] belong to this category. Unlike the global features, lo-
cal features are based on subsets of images. (e.g. images are subdivided into
(non) overlapping sub-blocks, or segmented into sub-regions by using some seg-
mentation algorithms.) [122]. Recently, methods based on local image features
have shown promise for texture and object recognition, and image classification
[145, 15].
Recent literature contains many articles in which images are represented using
geometry-free models: i.e. orderless bag of visual words models. Bag of visual
words models were popularised in computer vision by Sivic and Zisserman [110]
and Csurka et al. [29], and have proved to be effective for unsupervised image
classification [39, 111, 103, 43], object classification [29, 131], video retrieval [110]
and image annotation [95]. The success of orderless models for image classifica-
tion can be understood with the help of an analogy to bag of words models for
text document classification [86, 96]: a document is a bag of words. The most
relevant words are found to describe a document class by assigning weights to the
words, and then documents are effectively matched through matching functions.
Constructing the bags of visual words for images contains the following steps:
• Automatically detect interesting regions or points (local patches) which
contain rich local information of an image. Many detectors, e.g. Hessian-
affine and Harris-affine, find comparable types of regions, basically regions
containing corners or changes in lighting [91]. By contrast, some detectors,
typically, the Maximally Stable Extremal Region (MSER) detector, detect
regions based on their stability. .
• Compute local descriptors of the regions or points (e.g: SIFT, SURF [90]),
and the regions are then described as multidimensional vectors.
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Figure 3.1: This is a simple example of constructing multi-level spatial pyramid
from Lazebnik et al. [75]. Images are subdivided at three different levels of
resolution. For each level and each cell, features that fall in each spatial bin are
counted, and each spatial histogram is assigned a weight according to the weight
equation in Lazebnik et al. [75].
• Obtain the visual vocabulary by descriptor quantisation into codewords
using clustering algorithm. Each cluster corresponds to a visual word.
Many studies about the clustering algorithms were published [97, 100, 74]
and it is shown that it has significant impact on the results [97, 100]. The
choice of clustering algorithm is important since the calculation of code-
words is very much dependent on it. However, it is also an issue that some
descriptors are high-dimensional, e.g, SIFT has 128 dimensions.
• Find the occurrences of each specific word in the vocabulary to build the
bag of words for each images.
The bag of words model has the advantage of simplicity, but it discards spatial
information. Since the bag of words model depends on a count of the visual word
occurrences in the images, the relationships between words are ignored. Such
relationships seem important. Two different objects can share similar words, but
the layout of the words is unique to each object.
Much work has been done on adding geometric information to the bag of words
model. Zheng and Gao [146] propose a visual phrase-based approach which
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groups visual words into visual phrases by grouping pairs of adjacent local image
patches. For speed, they only consider frequent pairs whose frequency in the
image collection is above a certain threshold rather than testing all possible pairs
of words. Yuan et al. [139] generate higher-level visual phrases with arbitrary
numbers of words per phrase, using a k nearest-neighbourhood algorithm to group
words, and then post-processing to extract more relevant and general patterns.
Tirilly et al. [120] present visual sentences which read visual words in a certain
order, as in the case of text to consider simple spatial relations between words,
and then use language models to exploit these relations. To encode spatial infor-
mation, Yang et al. [136] divide an image into equal-size rectangular regions (e.g.
4 × 4 means cutting an image into 16 regions in 4 rows and 4 columns), com-
pute visual word features from each region, and concatenate the features of these
regions into a single feature vector. However, dividing images into sub-regions
may lead to mismatching. For example, suppose an image class is defined by the
presence of an object, say bus, which may appear anywhere in the image. If the
bus appears in training images in different regions from that in testing images,
that may cause feature mismatching. Therefore, coarse partitions were preferred
to be considered rather than fine partitions. Lazebnik et al. [75] construct multi-
level pyramids which partition an image into increasingly fine grids and compute
histograms of patches found inside each grid cell (see Figure 3.1). For each level
of resolution and each cell, weighted histograms of codewords are calculated. The
feature of one image is the concatenation of all of the weighted histograms of all of
the grid cells at all of the level resolutions. The resulting spatial pyramid showed
improvements over orderless bag-of-words representations. Different from [75],
Battiato et al. [7] partition an image using three different schemes: horizontal,
vertical and regular grid (see Figure 3.2). However, these representations have
their downside in cost because dividing an image into sub-regions increases the
feature dimension and makes the feature computation relatively expensive.
A rigid partition of an image into fixed-size blocks usually breaks an object into
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Figure 3.2: An example of a hierarchy of four level sub-regions from [7]. rl,s,i
denotes the i−th sub-region at l−th level in subdivision scheme s. The weight wl,s
is assigned to each sub-region as: Nl,s
NL,S
, where Nl,s is the number of sub-regions of
level l and in scheme s, and Nmax is the maximum number of sub-regions among
all of the levels and schemes.
several blocks or puts different objects into a single block. The visual information
of the objects may be affected by the rigid partition. Therefore, in some cases,
the visual words of bag of words can be regions segmented by region segmentation
algorithms [22, 58]. Segmentation algorithms inevitably make mistakes. Howe-
ver, segmenting an image makes us access the level of objects, which contains
important information for image classification and object recognition. Besides,
the segmented regions are close to human perception and can be used as the ba-
sic blocks for feature calculation and similarity measurement. Carson et al. [22]
presents “Blobworld”, a framework based on representing images as groups of re-
gions. Each region is described by using a combination feature of colour, texture
and position. Image retrieval is then obtained by querying the properties of these
regions. Jing et al. [58] represent images with segmented regions obtained from
the JSEG algorithm. The regions are described using two properties: the visual
features extracted from the regions and the weight of importance. Usually, the
number of regions in this representation is not that big, and the regions some-
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Figure 3.3: An example of using bag of segmented regions from Gu et al. [47]. A
region tree of an input is generated by using segmentation algorithm (Arbelaez
et al.) first, and all of the segmented regions are then collected to form the bag
of regions with ignoring the tree structure.
times correspond to objects or parts of objects, e.g. horse or grass in the natural
images. Gu et al. [47] construct a region tree for each image using the hierarchi-
cal segmentation of [4], and represent the image by using a bag of regions model
in which the regions are the nodes of the region tree. Therefore, the range of the
regions is from super pixel to the entire image. However, they ignore structure
information of the region tree, and simply combine those regions together (see
Figure 3.3). The region cues are the combination of contour shape [81], edge
shape, colour and texture. This representation was applied in the application of
recognition by Gu et al. [47].
In the case of bag of segmented regions models, an image is segmented into many
regions which are in relationships with each other, but such spatial information
is not often exploited. Gokalp and Aksoy [43] propose a bag of region pairs re-
presentation. In their work, images are partitioned into regions using one-class
classification and a patch-based clustering algorithm at the first step. Secondly,
the segmented regions are clustered to obtain a codebook. Images are then re-
presented by a bag of region pairs representation in which regions satisfying a
particular relationship are grouped together. The particular relationship they use
is the vertical relationship of above-below. An overlapping criteria is used to de-
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Figure 3.4: An example of a natural image (left) and its segmentation graph
representation (right) from Harchaoui and Bach [51].
termine a list of region pairs that satisfy the “above-below” relationship. Many
other different methods have been proposed to model the spatial relationships
between regions ([3, 12, 70, 16]). de Mauro et al. [30] propose a graph-based
image representation. First, the image is segmented into regions using a re-
gion growing algorithm, and each region is described by a real-valued vector of
features. Then an intermediate structured representation is built as a Region Ad-
jacency Graph (RAG) by associating the segmented regions to nodes in a graph,
and encoding the spatial positions of the regions as the graph edges. General
adjacency relationships of RAG can be horizontal, vertical, diagonal, included-in
and centred-into. Based on RAG, de Mauro et al. [30] derive a directed ordered
acyclic graph (DOAG) by defining a direction and an ordering for the edges in
the graph. The DOAG representation can encode both the features of each re-
gion and relationships among the regions. Harchaoui and Bach [51] represent an
image by a segmentation graph, an undirected labelled planar graph, in which
each vertex is one segmented region using morphological segmentation [87] with
edges joining neighbouring regions. Although Harchaoui and Bach [51] construct
segmentation graph for different use, to compute the graph kernels for image clas-
sification, this method inspires us to use graph representation to extract spatial
information from images.
Since reasonable segmentation results can be obtained using MRF pixel labelling
method described in Chapter 2, we will propose an image representation using
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a bag of MRF segmented regions. Spatial information between local regions or
patches are shown to be important in the related works. Therefore, we attempt
to encode the spatial information between the MRF segmented regions. To en-
code spatial information, graphs are constructed. However it is not realistic to
construct graphs considering each segmented region as a graph node since the
number of MRF segmented regions for each image is large. (about 500 on ave-
rage for each image). Taking advantage of MRF resulting colour labels, each
group of regions sharing the same colour label is considered as a graph node, and
relationships are encoded into the edges of pairs of groups’ regions.
Many features can be used to describe the segmented regions, e.g. colour and tex-
ture features. Shape is a key attribute of segmented image regions and characteri-
sing shape critically depends on reliable segmentation. Its efficient representation
plays an important role in many applications. The shape descriptors discussed
here are for segmented regions rather than contour, since contour-based shape
descriptors may not be suitable for complex shapes (e.g. shapes consist of several
disjoint regions) [63]. Section 3.2.2 will review the region shape descriptors.
3.2.2 Related work on region shape descriptors
Generally, a shape descriptor converts a 2-D shape into a fixed multidimensional
vector such that similar shapes have similar shape descriptors. A shape descriptor
should not be affected by rotation, scaling and translation. There is no need
to reconstruct the shape from the shape descriptor but the shape descriptor
should be discriminative enough to distinguish different shapes. Six requirements
for good shape descriptors in the MPEG-7 standard [85] are: good retrieval
accuracy, compact features, general application, low computational complexity,
robust retrieval performance, and coarse-to-fine hierarchical representation [71].
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Common region-based methods use moment descriptors to describe shape. The
pioneering work in invariant moments was presented by Hu [54]. He employed
the theory of algebraic invariants to derive seven moments, namely, Hu moments,
that are invariant under translation, scaling and rotation. Flusser [40] presented a
method for constructing invariants of arbitrary order by using complex moments
and the problem of the independence and completeness of rotation moment inva-
riants was addressed. These moment invariants based on geometrical moments
have been used in many applications [25, 134, 128].
However, a disadvantage of these moments is that the invariants are not deri-
ved based on an orthogonal basis, which leads to a high degree of information
redundancy. To overcome this problem, Teague [118] uses continuous orthogonal
polynomials, such as Legendre and Zernike polynomials, to derive Legendre and
Zernike moments [119]. Zernike moments are demonstrated to outperform other
geometrical and Legendre moments [119], and to be highly effective in terms of
image representation [63, 141]. MPEG-7 has selected Angular Radial Transform
(ART) descriptors [13] as region-based shape descriptor. The ART descriptors
are also based on moments, but they are based on cosine functions rather than
on Zernike polynomials.
Recently, much research has been done on discrete orthogonal moments [147].
Mukundam et al. [94] proposed a set of orthogonal moments based on the discrete
Tchebichef polynomials, and claimed that Tchebichef moments are superior to the
continuous moments because the basis set is orthogonal in the discrete domain of
the image coordinate space and since the implementation of the moments does
not use any numerical approximation. Mukundam [93] also proposed radial Tche-
bichef moments to derive rotation invariants from Tchebichef moments. Other
orthogonal-discrete moments proposed are: the Krawtchouk moments [137], the
Racah moments based on discrete Racah polynomials [147], and the dual Hahn
moments [148].
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The Fourier transform is a powerful technique for shape analysis, but most of the
Fourier shape descriptors are based on a 1-D Fourier transform and are mainly
used for shape contours. However, Zhang and Lu [143] use the 2-D Fourier trans-
form to derive a set of invariant descriptors for region shapes. In this method,
a shape image in polar space is converted into Cartesian space and 2-D Fourier
transform is then applied to obtain the shape descriptors. Li et al. [79] propose
a modified version of the GFD that operates on edge information for natural
image retrieval. El-Ghazal [38] point out that GFD is one of the most promising
descriptors because it is based on the well-known Fourier theory, which simpli-
fies the implementation and the interpretation of the results. Besides, GFDs
are well suited for image retrieval or classification due to their compactness and
computational efficiency.
3.3 Bags of shapes
This section proposes a new image representation method: the bags of shapes
model, which is motivated by the popular bag of visual words model. In this
model, instead of obtaining regions by using a region detection algorithm (e.g.
[91]), regions are obtained by using the MRF pixel labelling method described in
Chapter 2. Figure 3.5 shows an example of a pixel labelling and bag of shapes
model. In this case, there are seven colour labels in the original image (left). If
the colour labels are ignored, the image is represented as a single bag of regions
with each region represented by a feature vector characterising its shape. Here,
each region is described by a region shape descriptor: a generic Fourier descrip-
tor (GFD). Thus, an image is represented as a bag of shapes. In the standard
bag of words model, the codewords are calculated by quantising the features of
the sample words using some clustering methods, and images are represented by
histograms of the codewords. Feature quantisation can reduce the feature dimen-
sionality to get a compact representation. However, it weakens the discriminative
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Figure 3.5: Left: the original image. (Image courtesy of Liberty Art Fabrics.
©Copyright protected; Reproduction not permitted) Middle: MRF multi pixel
labelling result. The original image is segmented into seven homogeneous groups
according to similar colours. Right: bag of shapes. Each colour group contains
multiple regions and can be extracted to corresponding binary connected com-
ponents (region shapes). All of these binary connected components form the bag
of shapes model by ignoring the colour label information and mixing all of the
region shapes together.
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power of the feature descriptors. In our case, the features of an image are repre-
sented in an S × T matrix where S is the number of shapes and T is the length
of the shape feature vector. (A suitable classification method for this kind of
representation will be introduced in Chapter 4). Different images have different
numbers of regions according to the segmentation. The importance of a region
can be related to its area [77]. Regions with very small area are ignored here
and an area threshold is set up to choose the regions (connected components).
The regions are ordered in descending order according to their area, and a fixed
number of regions is chosen to represent each image. This number is chosen
empirically (Chapter 4).
3.3.1 Region shape descriptors
In Section 3.2, a lot of region shape descriptors were reviewed. The Generic Fou-
rier descriptor satisfies the six requirements of MPEG-7 mentioned in Section
3.2.2. Besides, two more characteristics which distinguish it from other shape
descriptors in the literature are: stability (stable performance in different appli-
cations) and clarity (clear physical meaning) [142]. GFD is proved very suitable
for image retrieval and classification. Therefore, the author chose GFD as the
shape descriptor to describe the region shapes in bags of shapes model. This
section will introduce polar Fourier transform and the derived generic Fourier
descriptors.
3.3.1.1 Polar Fourier Descriptor
The discrete 2-D Fourier Transform (FT) is a very useful transform in image
processing. Features captured by 2-D FT are not rotation invariant. Rotation
invariance is important as similar shapes may be oriented differently. Figures
3.6(a) and 3.6(c) are the same pattern, but rotated by 90 degrees. Their Fou-
rier coefficients are different which makes it difficult to recognise that these two
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patterns are the same.
To overcome this problem, Zhang and Lu [143] represent a shape image in the
polar space, and convert it into the Cartesian space to get a norm 2-D rectangular
image. Next, they apply a 2-D Fourier transform to the rectangular image. The
polar Fourier transform in Cartesian space has the form:
F (ρ, φ) =
∑
r
∑
i
f(r, θi) exp[−j2pi( r
R
ρ+ 2pii
T
φ)], (3.1)
where 0 ≤ r < R and θi = 2piiT (0 ≤ i < T ). ρ and θ are the radial frequencies
and angular frequencies respectively. The determination of ρ and θ are physically
achievable since shape features are obtained by few low frequencies. Figure 3.6(e)
and (g) show the polar image of the two patterns (Figure 3.6(a) and (c)) and
Figure 3.6(f) and (h) are their corresponding Fourier spectra. It is observed that
rotation of a pattern in Cartesian space (3.6(a) and (c)) results in the polar
image being shifted, but the shift of polar image does not change the spectra of
Fourier transform, which can be seen in Figure 3.6(f) and (h). Figure 3.7 shows
an example of one of the region shapes extracted from the segmentation and its
corresponding polar Fourier spectra. The polar images in the Cartesian space
are produced using rectangular to transform code [82].
3.3.1.2 Derivation of Generic Fourier Descriptor
Given a shape image I = f(x, y) where 0 ≤ x < M, 0 ≤ y < N , the shape is
represented in polar space, so Ip = f(r, θ) where 0 < r < R, 0 < θ < 2pi, and R
is the maximum of the radius. Since the origin of the polar space is the centroid
of the shape image, the shape is translation invariant. The centroid (xc, yc) is:
xc =
1
M
M−1∑
x=0
x, yc =
1
N
N−1∑
y=0
y (3.2)
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 3.6: (a) A pattern (b)2-D Fourier spectra (c) Rotation 90◦of (a) (d) 2-D
Fourier spectra (e) Polar image of (a) in Cartesian space (f) 2-D Fourier spectra
of (e) (g)Polar image of (c) in Cartesian space (h) 2-D Fourier spectra of (g)
Figure 3.7: Polar to Cartesian transformation of a region
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and
r =
√
(x− xc)2 + (y − yc)2, θ = arctan y − yc
x− xc (3.3)
Rotation invariance is achieved by using only the magnitude of the coefficients
and ignoring the phase information in the coefficients. To obtain scale invariance,
the first magnitude value is normalised by the area of the circle in which the polar
image resides or the mass of the shape, and all of the other magnitude values
are normalised by the magnitude of the first coefficient. The shape descriptor is
derived as Equation (3.4):
d = { |F (0,0)|
area
, |F (0,1)||F (0,0)| , ...,
|F (m−1,n−1)|
|F (0,0)| } (3.4)
where m is the number of radial frequencies and n is the maximum number
of angular frequencies. For efficient shape description, only a small number of
descriptors are selected for shape representation, and the selected descriptors form
a feature vector which is used to index the shape. To calculate shape description,
m = 4 and n = 12 are chosen to give a 48-dimensional feature vector, since the
choice of m, n is shown to be efficient and effective to describe a shape in shape
retrieval [143].
3.3.2 Discussion
In summary, the bags of shapes model for textile images is a collection of all of the
segmented regions (connected components of every colour label class) from MRF
pixel labelling. The regions are described by using 48 dimensional region shape
descriptors, GFD. In standard bag of words models, codewords are computed by
feature quantisation and images are represented as the histogram of codewords.
The disadvantage of feature quantisation is that it weakens the discriminative
power of feature descriptors. Thus, without codeword calculation and represen-
ting images by histogram of codewords, images are expressed by s × 48 feature
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matrices, where s is the number of region shapes contained in the image. The
value of s differs in different images. A suitable classification approach for this
kind of representation will be used for textile design classification. This will be
further discussed in Chapter 4. Obviously, this representation ignores colour la-
bel information, e.g. at the bottom of Figure 3.5, region shapes in each dash line
box share the same label. This is important information since shapes that share
the same label are usually similar patterns and have similar properties which
may be helpful to classify textile designs for example. Another disadvantage of
the common bag of words model is the lack of the spatial information between
single words. When visual words are segmented regions, many graph-based me-
thods (e.g. [30]) are proposed to capture the spatial relationship between the
segmented regions. These methods consider each segmented region as a node in
the graph, and encode the relationship on the edges between different segmented
regions. Generally speaking, these methods can deal with the segmentation with
small number of regions due to the complexity. However, in our case, the number
of segmented regions obtained from MRF pixel labelling is often more than 500.
The graph-based method which considers each segmented region as a node may
not be feasible because the number of the nodes may affect the computation com-
plexity. Section 3.4 will propose a novel graph-based method, the region label
graphs, which considers a group of regions sharing the same label as a node of
the graph.
3.4 Region label graphs
This section proposes a novel image representation, using the potential colour
label information which the bags of shapes ignore. As discussed in section 3.3.2,
it may not be realistic to construct a graph with a node for every segmented
region since the number of regions segmented from MRF pixel labelling is large.
However, MRF pixel labelling identifies groups of regions that have the same label
CHAPTER 3. BAGS OF SHAPES AND REGION LABEL GRAPHS 90
values. The approach proposed here seeks to represent relationships between
these groups of regions that might be useful for tasks such as classification. This
leads to a weighted graph in which vertices are associated with region groups
and edge weights indicate relationships between the groups. The edge weights
can encode information on spatial adjacency or alternatively the dissimilarity
of the regions in the groups. Such a representation differs from the traditional
Region Adjacency Graphs (RAG) [30] since the vertices correspond to groups of
regions rather than individual regions. Consequently, these graphs tend to have
far fewer vertices. A method for obtaining feature vectors of fixed dimensionality
from these graphs is proposed so that standard machine learning methods can
be used. This involves generating series of unweighted graphs from the weighted
graphs via edge removal. Feature vectors can then be based on graph-theoretic
measures such as chromatic number and domination number.
3.4.1 Graph construction
To capture the spatial information in the image, graphs based on region labels
are constructed. Figure 3.8 shows an example of how the region label graph
is constructed. Firstly, an original image is segmented into groups of regions
by assigning each pixel a label through the MRF pixel labelling procedure. The
label image which is produced by using contrasting colours is shown in the centre.
Each colour represents a group. Given such a labelling, the image is represented
as a bag of shapes as described in Section 3.3. As discussed previously, this
model ignores relationships between the groups of regions. In order to retain
information about these relationships, we construct undirected weighted graphs
as shown at the bottom of Figure 3.8. Each group of regions is considered as a
node of a graph, and represented as a bag of shapes respectively. Each shape
in each group is described by using a 48 dimensional GFD. Edges in the graph
encode relationships between the groups. For example, edges can encode the
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Figure 3.8: An original image is segmented into seven groups of regions, and each
group of regions share the same label. The label image is shown in the centre.
A weighted graph can be constructed in which each vertex is associated with a
group of regions that share the same label. Each group of regions is represen-
ted as a bag of shapes. Edge weights encode relationships between the groups.
(Image courtesy of Liberty Art Fabrics. ©Copyright protected; Reproduction not
permitted.)
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extent to which the groups’ regions are spatially adjacent, or the dissimilarity of
their respective bags of shapes.
An undirected graph G = (V , E) consists of a set of vertices V and a set of edges
E . Each vertex v ∈ V is associated with a group of regions (bag of shapes). Two
ways in which edge weights can be assigned are:
1. A weight is assigned the arc length of the common boundary shared by
the groups of regions. This is the extent to which two groups’ regions are
spatially adjacent.
2. A weight is assigned a measure of dissimilarity of the bags of shapes. Each
bag of shapes is described as a histogram of codewords, and the distance
between pairs of histograms is calculated as the weight.
At the same time, the complement of a graph G can be constructed as well. The
complement of a graph is the graph G ′ that has the same vertex set and an edge
set consisting of the edges not present in G [112]. The graph sum G + G ′ is
the complete graph in which every pair of distinct vertices is connected by an
edge. After constructing the graph and its complement, the graph feature can
be extracted. The graph feature is extracted based on the chromatic number
and domination number in graph theory. Section 3.4.2 introduces the chromatic
number and domination number, and the corresponding graph features extracted.
3.4.2 Chromatic number and domination number
sequences
In graph theory, the chromatic number of a graph, G, is the smallest number
of colours needed to colour the vertices without adjacent vertices sharing the
same colour [112]. In general, a graph with chromatic number k is said to be a
k-chromatic graph.
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(a)
(b)
Figure 3.9: Graph minimal colouring sequences obtained by deleting edges in the
order of weight.
Consider toy examples with three groups of regions as vertices of a graph, fully
connected to each other. The edge weights are assigned values proportional to
the arc lengths of the common boundaries shared by the groups of regions. Two
such graphs are as follows.
1. Figure (3.9a) shows an example in which the groups of regions are equally
adjacent to each other so that all edges are assigned the same weight. De-
leting edges in order of weight generates the chromatic number sequence
3→ 1. This is an extreme case.
2. Figure (3.9b) shows an example in which edges are assigned different
weights. Deleting edges in order of weight generates the chromatic number
sequence 3→ 2→ 2→ 1.
These examples illustrate that deleting edges by weight results in sequences of
chromatic numbers that depend on the adjacency relationships of the region
groups. Similarly, sequences of chromatic numbers can be computed from the
complement graphs. Calculating chromatic numbers is NP-complete [112] and
no convenient method is known for determining the chromatic number of an ar-
bitrary graph [50]. However, the graphs obtained have relatively few vertices so
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(a)
(b)
Figure 3.10: Graph dominating set sequences (red dots) obtained by deleting
edges in the order of weight.
they can be computed quickly. A graph colouring algorithm based on backtra-
cking was used [32].
Another measure from graph theory that can reflect relationships between the
vertices (groups of regions) is the domination number [52]. A dominating set of
a graph is a subset D of V such that every vertex in V − D is joined to at least
one vertex in D by some edge. Figure 3.10 shows dominant sets (red nodes) of
groups obtained by deleting edges in order of weight. The number of red nodes
is the domination number. Thus, in the example shown in Figure 3.10 (a), the
domination number sequence is 1→ 3 and in the example of 3.10(b) the domina-
tion number sequence is 1→ 1→ 2→ 3. Similarly, we can compute sequences of
domination numbers from complement graphs. Finding the domination number
is also an NP-complete problem [42]. The domination number was calculated
using the Bron-Kerbosch algorithm [21].
The sequence of (normalised) weights of those edges whose removal changes the
chromatic number constitutes a feature vector. Similarly, a feature vector can
be computed based on changes in domination number. We call these feature
vectors graph features. Figure 3.11 plots chromatic number against normalised
weights for one of the examples above. The red squares corresponding to the
edge weights which make the chromatic change, form the resulting graph feature
vector [1.0, 0.2, 0.0, . . . , 0.0].
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Figure 3.11: The change in chromatic number as edges are removed in or-
der of weight for the example in Figure 3.9b. The resulting feature vector is
[1.0, 0.2, 0.0, . . . , 0.0].
The algorithm of extracting graph features is shown in Table 3.1:
1. Construct a graph by assigning edge weights with
dissimilarity or common arc length;
2. Sort the weights in descending order;
3. Obtain a sequence of graphs by deleting edges in descending order;
4. Obtain the graph feature by concatenating the edge weights
which make the chromatic or domination number change.
Table 3.1: Graph feature extraction algorithm
As introduced in Section 3.4.1, two kinds of graphs are created and differ in the
edge construction. The graph features extracted from the graph constructions in
which the edges show the spatial coherence between groups of regions are denoted
as Gadj, and G
′
adj for the complements. The graph features obtained from the
graph constructions in which the edges means the dissimilarity of pairs of groups
regions are denoted as Gdisand G
′
dis for the complements.
In summary, given a collection of shapes from training images, a codebook was
calculated by running k-means [76] on the shape descriptors, GFD. Codewords
are defined as the centres of the clusters [39]. A given shape can be assigned to
the nearest codeword. A set of shapes can be represented as a histogram of the
codewords. To capture the spatial structure information, graphs and their com-
plements based on region labels are constructed. Corresponding graph features
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can be extracted based on chromatic number and domination number in graph
theory. Therefore, images can be described by a feature vector combining the
shape feature (the histogram of codewords) and the graph features, which can
be used for standard machine learning classifier, e.g. Support Vector Machine
(SVM).
3.5 Summary
This chapter introduced the bag of shapes model. Firstly, literature review re-
flects the existence of research work about image representation using bag of
words model, and the visual words in this kind of model are detected regions
or uniform image patches. In Chapter 2, it is shown that reasonable segmented
regions can be obtained from MRF pixel labelling. Therefore, we propose the bag
of shapes model in which visual words are segmented regions from MRF pixel
labelling and each single region is described using the popular and efficient Ge-
neric Fourier Descriptor (GFD). Without feature descriptor quantisation, image
features are matrices of s × 48 , where s is the number of shapes. This repre-
sentation will be applied to the task of textile design classification in Chapter 4
using Naive Bayes Nearest Neighbour classification. This representation will be
investigated and evaluated through comparison with bags of SIFT features.
One of the main drawbacks of bag of words models is the lack of spatial informa-
tion between visual words. We construct graphs and their complements in order
to capture such spatial information. Regions with the same label are treated as
a group and each group is associated uniquely with a vertex in an undirected,
weighted graph. Each region group is represented as a bag of shape descriptors.
Edges in the graph denote either the extent to which the groups’ regions are
spatially adjacent or the dissimilarity of their respective bags of shapes. It is
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tractable to use such graphs because the number of the vertices is not big. Once
the graphs are constructed , their complements can be obtained directly. Series of
unweighted graphs can be generated from the weighted graphs via edge removal.
For the series of graphs, the corresponding sequences of chromatic number and
domination number can be obtained. Those edge weights which make the chro-
matic number and domination number change are considered as graph features.
The linear SVM classifier will be used to verify the effectiveness of the represen-
tation and the graph feature in the application of textile design classification in
Chapter 4.
Chapter 4
Textile design classification
4.1 Introduction
Chapter 3 provides bags of shapes image representation based on MRF segmen-
tation regions, and the spatial information are extracted by constructing region
label graphs using MRF labels. The representation and features can be used to
compare and match images that is helpful in many computer vision applications,
such as image classification, retrieval, browsing, and tagging. To investigate the
use of such a representation and features, this Chapter will apply the represen-
tation and features to an image classification task. This task can be helpful for
access and management of digital images.
Images for the experiments are textile images (to be introduced in Section
4.2.3.1). Textile image classification is to assign each textile image a text des-
criptor based on the design type. This can help designers to access the database
more easily and quickly, which contributes to design efficiency improvement, and
greater potential for increasing revenue.
Classification experiments using bag of shapes models are reported in Section
4.2. This compares the use of bags of shapes extracted from MRF region seg-
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mentation with the use of bags of SIFT descriptors. The comparison is in terms
of classification accuracy and computational efficiency. This comparison is per-
formed using a simple but effective classification scheme based on Naive Bayes
Nearest Neighbour (NBNN) searches in training data available for each class
[14]. This scheme was adopted because it has obtained state-of-the-art perfor-
mance on several well-known natural scene data sets using features such as SIFT
[14]. It is suitable for bag of shapes models because it involves neither descriptor
quantisation nor parameter-sensitive learning algorithms.
Classification experiments using region label graphs are reported in Section 4.3.
Feature vectors combine graph features obtained from constructing region label
graphs and shape features calculated as histograms of shape descriptor code-
words. They compare different feature sets based on a linear SVM classifier [23].
The remainder of this chapter is structured as follows. Section 4.2 overviews
the NBNN classification method, provides details of experiments using bag of
shapes models, and finally draws some conclusions. Section 4.3 provides details
of experiments using the representation of region label graphs based on a linear
SVM classifier and draws some conclusions.
4.2 Classification using bags of shapes
As introduced in Chapter 3, images can be represented using bag of shapes mo-
dels. Without feature quantisation and codebook calculation, images are des-
cribed as feature matrices directly. Simple but effective non-parametric nearest
neighbour based classification is used for this kind of representation, which needs
no descriptor quantisation.
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4.2.1 Nearest-Neighbour based classifier
The nearest neighbour classifier has been a ubiquitous and workhorse classifier
[5, 144, 28]. Given a query vector and a set of labelled instances, the task of the
classifier is to predict the class label of the query vector on the predefined classes.
The K−Nearest neighbour classification algorithm attempts to find the neareast
neighbours of the query vector and uses a majority vote to determine the class
label of it.
Boiman et al. [14] pointed out that feature quantisation commonly used in image
classification results in the degradation of neareast neighbour classifiers. Feature
quantisation is usually used to obtain compact image representation. A large
collection of feature descriptors (usually thousands of feature descriptors from
training data) is quantised into a relatively smaller collection of descriptors (ty-
pically 100 − 1000 representative descriptors). It is known that highly frequent
descriptors have lower quantisation error, while low frequency descriptors result
in high quantisation error. However, the most frequent descriptors are usually
rich in all of the classes, but discriminative feature descriptors (some informative
descriptors) only appear a lot in one (or few other) class, but rarely appear in
other classes. Therefore, the discriminative feature descriptors tend to be few in
the database which leads to higher quantisation error. Besides, when dividing
densely sampled descriptors into bins, the bin density follows a long tail (or heavy
tail) distribution [59, 123]. It means that most descriptors are infrequent, then
isolated in the descriptor space. Therefore the long-tail distribution descriptors
are even more inappropriate for quantisation. Boiman et al. [14] run experiments
on the effects of descriptor quantisation and show quantitatively that quantisa-
tion error leads to the degradation of discriminative power of feature descriptors,
and the more informative the feature descriptor is, the more severe the degra-
dation in discriminative power. They propose a Naive Bayes Nearest Neighbour
classifier which requires no feature quantisation, and this will be introduced in
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Section 4.2.2.
4.2.2 Optimal Naive Bayes classifier estimation
A query image, Q, can be classified by assigning it to the class, Cˆ, with largest
posterior probability: Cˆ = arg maxC p(C|Q). This is equivalent to maximising
the class likelihood if a uniform prior is adopted: Cˆ = arg maxC p(Q|C). Given
a representation of Q in terms of a set of descriptors d1, ...dn assumed to be
i.i.d.(naive Bayes assumption). The classification rule becomes:
Cˆ = arg max
C
n∑
i=1
log(p(di|C)) (4.1)
The optimal classifier under the naive-Bayes assumption in Equation (4.1) needs
to calculate the probability density for every descriptor. Since the number of
descriptors in a training set will be very large, a Parzen density estimation is
used to estimate the continuous descriptor probability density p(d|C) [37]:
pˆ(d|C) = 1
M
M∑
j=1
K(d− dCj ) (4.2)
where M is the number of descriptors obtained from all of the training images of
class C andK is a Parzen kernel function (which is non-negative and integrates to
1). In order to estimate Equation (4.2) with high accuracy, all of the descriptors
should be used in principle. But computing the sum over M terms is expensive,
since it needs to calculate d−dCj (j = 1, ...,M) for every descriptor in each class.
However, this Pazen estimator in Equation (4.2) is well approximated using a
sum only over l nearest neighbours because of the long-tail properties of the
descriptor distribution:
pNN(d|C) = 1
M
l∑
j=1
K(d− dCNNj) (4.3)
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Figure 4.1: Each descriptor in the query image matches to the nearest neighbour
descriptors in class C. The descriptors in class C is the collection of all of the
descriptors from training images in this class.
Boiman et al. [14] provided empirical evidence using several popular image clas-
sification data sets that even using a single nearest neighbour (l = 1) can be
effective and indeed highly competitive with the state-of-the-art in image clas-
sification. They observed very little effect on the discriminative ability of local
feature descriptors. Therefore, in the case of a Gaussian kernel, Kg(d−dCNNj) =
1
(2pi)d/2σd exp(
−||d−dCNNj ||
2
2σ2 ),
log(p(Q|C)) ∝ −
n∑
i=1
||di −NNC(di)||2
This results in the following simple Naive Bayes Nearest Neighbour (NBNN)
algorithm [14] as shown in Figure 4.1:
1. Calculate descriptors d1, ...dn for a query image Q and for each such des-
criptor di, find its nearest neighbour NNC(di) for each class C.
2. Assign the query to the class
Cˆ = arg min
C
n∑
i=1
‖di −NNC(di)‖2 . (4.4)
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In order to speed up nearest neighbour search, KD-trees were used. The time
complexity is O(N logN), where N is the number of items to search [92]. We
also experimented with an exponential kernel instead of a Gaussian:
Ke(d− dCj ) = a exp(−a||d− dCj ||) (4.5)
resulting in the classification rule:
Cˆ = arg min
C
n∑
i=1
‖di −NNC(di)‖ . (4.6)
This kernel has heavier tails. Additionally, we experimented with the L1 norm in
place of the L2 norm since it is known to perform better for some high-dimensional
matching problems (see e.g.[1]).
In summary, under the Naive Bayes assumption, the optimal image classifier
can be estimated by NBNN. NBNN avoids descriptor quantisation and employs
nearest neighbour distance in the space of the local image descriptors rather
than in the space of images. This classifier is simple but its performance ranks
among the top learning-based image classifiers [14]. In Section 4.2.3, classification
experiments will be applied based on the NBNN scheme.
4.2.3 Experiments and results
This section describes the experimental results of image classification using bags
of shapes and also the comparison with bag of SIFT features based on NBNN.
Section 4.2.3.1 introduces the experimental data first, and then Section 4.2.3.2
describes the method to obtain local regions/patches and representation in both
bag of shapes and bag of SIFT features. Experiment details are provided in
Section 4.2.3.3 and Section 4.2.3.4 shows some results.
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Figure 4.2: Textile images of seven classes manually classified by experts. (Image
courtesy of Liberty Art Fabrics. ©Copyright protected; Reproduction not per-
mitted.)
4.2.3.1 Experimental data
Images were from the commercial archive of Liberty Art Fabrics, which holds
more than 10,000 images, mainly of textile images. There are 5015 images in
the database having information of number of colour dyes used in images (MRF
segmentation needs this information) and these images are labelled for experi-
ments. In order to test the effectiveness of the image representation and features,
each image was assigned a text descriptor by Dr. Ward who has over 25 years
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experience as an academic in textiles, clothing, and design. Seven text des-
criptors were generally termed "style" within the archive database: floral (949
images), paisley (84 images), stripe (108 images), leaf (256 images), geometric
(202 images), spot (131 images), and check (135 images). These text descriptors
were used to compare human labelling with machine classification. Therefore,
these images were categorised into seven classes according to the text descrip-
tors. We randomly chose 70 from each class to make sure each class had the
same number of images. So 490 images (7 classes, 70 per class) were used in the
experiments. The average size of each image is 500×500. Figure 4.2 shows some
examples from the seven classes. It should be noted, however, that one of the
descriptors (geometric) defined a broad design style that included images with
more variable content but with geometric attributes (e.g., angles, lines, simple
shapes) as shown in Figure 4.3(a). Figure 4.3(b) is an image assigned with des-
criptor “floral” by its design type, but obviously, flower is not the only content
contained in the image; some other elements, leaf, fruit (circle-like) are included.
This may result in confusion. Some terms (floral, paisley, and leaf) referred to
the design content of the image in familiar textile design terms (especially in
the cases of floral and paisley); others (stripe, spot, and check) provided both a
description of style and visual content. All of the elements make textile image
classification challenging. These varied ways of describing the images should be
further refined and developed in future work.
4.2.3.2 Local region detection and representation
We compared bag of shapes with bag of SIFT features using the classification
methods described in Section 4.2.1. For both of the cases, the first step is to
detect the regions and describe them using feature descriptors.
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(a)
(b)
Figure 4.3: (a) Image examples from geometric class. (b) A floral image. (Image
courtesy of Liberty Art Fabrics. ©Copyright protected; Reproduction not per-
mitted.)
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• Bag of shapes: Images were represented by collections of segmented regions.
MRF pixel labelling introduced in Chapter 2 was used to obtain the label
images and the segmented regions were connected components of the label
images. Regions smaller than 50 pixels in area were ignored. The number
of regions obtained varied from image to image, averaging around 500. For
efficiency, instead of using all regions, only the largest regions in an image
were used to represent it. As well as reducing computational expense, this
reflected the intuition that larger regions are more likely to be informative
for classification. Specifically, the obtained regions of an image were sorted
in ascending order, and in each experiment an upper bound nr was set
on the number of regions per image. The top nr regions in the sorted
list were used for matching. If the number of regions in an image was
below this bound, all its regions were used. Regions were described using
48−dimensional GFD features.
• Bag of SIFT features: Images were represented by collections of local
patches and SIFT [80] was used to describe each local patch. SIFT fea-
tures are a very popular local descriptors, which are histograms of gradient
location and orientation. The location is quantised into 4 blocks and gra-
dient angle is quantised into eight orientations. Therefore, 128−dimensional
SIFT features can be obtained. Two methods of computing bags of SIFT
features were used:
1. EP-SIFT: Local patches were horizontally and vertically separated by
20 pixels (as shown in Figure 4.4(b)).
2. RP-SIFT: 500 local patches were sampled at random (as shown in
Figure 4.4(c)).
In both cases, patch diameters were sampled at random in the range 10 to
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(a)
(b) (c)
Figure 4.4: (a) Original grey scale image (b) Evenly sampled image patches
(c) Randomly sampled image patches (Image courtesy of Liberty Art Fabrics.
©Copyright protected; Reproduction not permitted.)
30 pixels. Each patch was described using a 128-dimensional SIFT feature
vector[89].
4.2.3.3 Experiment set-up
As benchmarking procedure, the image set for each class was divided at random
into ntraining training images and ntest test images with ntraining + ntest = 70.
A collection of feature descriptors for each class was obtained from the trai-
ning images. When classifying a new test image, the decision was made to
the class label that gives the highest likelihood, equally the lowest distance
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in Equation (4.5) and (4.6) depending on the kernel. We randomly selected
ntraining = 1, 10, 20, 30, 40, 50 images per class. The entire procedure was repea-
ted several times (selecting the training and testing images randomly), and the
classification performance each time is the mean of classification rate per class.
A confusion matrix was used to illustrate the performance of the classification.
The x-axis represents the model for each class of images and the y-axis represents
the ground truth classes of the images. Therefore the ideal case is expected to be
a completely white diagonal line to show the discriminative power of the model
to classify images.
Experiments applied were: (i) Test bag of shapes (MRF-GFD) (MRF segmented
regions described using region shape descriptor GFD) and compare it with bag
of SIFT features using NBNN. (ii) Find the appropriate number of descriptors
in both bag of shapes (MRF-GDF) and bag of SIFT features (RP-SIFT). (iii)
Compare different kernel functions (Gaussian kernel and exponential kernel) and
different distances (L1 and L2) for classification.
4.2.3.4 Results
Figure 4.5 shows how classification accuracy and average matching time varied
with the bound nr on the number of descriptors per image. When nr = 150, the
accuracy reaches a peak, but after that, the accuracy reduces gradually. When
using all of the shapes (see Figure 4.5(a)). This shows that small regions may not
help to improve the classification accuracy and validate our intuition that large
regions are helpful and informative. Figure 4.6 shows how classification accuracy
and average matching time vary with the number of sampled local patches noted
as ns in the case of SIFT features (RP-SIFT). With the increase of ns , the
accuracy is improved (see Figure 4.6(a)). The number of training examples per
class was ntraining = 50.
Figure 4.7 illustrates the effect of using different kernels (Gaussian Kg and ex-
CHAPTER 4. TEXTILE DESIGN CLASSIFICATION 110
0 100 200 300 400 500 6000.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
Bound on No. of shapes
Ac
cu
ra
cy
MRF-GFD
(a)
0 100 200 300 400 500 ALL0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
MRF-GFD
Bound on No. of shapes
Ti
m
e 
pe
r 
im
ag
e
(b)
Figure 4.5: (a) Classification accuracy using bags of shapes model (MRF-GFD)
against bound on number of shapes. The error bars denote ± standard error
of running 10 times for ntraining = 50. The crossses denote mean of 10 times
classification accurate rate. (b) Average executive time against bound on number
of shapes.
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Figure 4.6: (a) Classification accuracy using bags of SIFT feature with local
patches sampling randomly (RP-SIFT) against number of local patches. The
error bars denote ± standard error of running 10 times for ntraining = 50. The
crossses denote mean of 10 times classification accurate rate. (b) Average execu-
tive time against number of local patches.
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Figure 4.7: Classification accuracy. The error bars denote ± standard error of
running 10 times for one fixed number of training images. The crosses denote
mean of 10 times classification accurate rates.
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Figure 4.8: An example confusion matrix using bags of shapes for classification
ponential Ke) and different norms (L1 and L2) for classification. The results
are plotted for training set sizes ntraining ∈ {1, 10, 20, 30, 40, 50}. 500 descriptors
in the case of RP-SIFT, and an upper bound of 150 descriptors in the case of
MRF-GFD were used respectively. Each point on the plot represents an ave-
rage of 10 trials with randomly selected training examples. For both descriptor
types, the exponential kernel gave better accuracy than the Gaussian kernel, ir-
respective of the norm used. MRF-GFD had slightly better results using L2 than
L1. In contrast, L1 gave better results than L2 with the SIFT features, since
SIFT feature has higher dimensionality and L1usually performs better in higher
dimensional matching.
Figure 4.8 shows a confusion matrix obtained using the bag-of-shapes (MRF-
GFD) method with ntraining = 50. Images from leaf, geometric, and spot have
lower classification accuracy. The ambiguous classes with leaf class mainly hap-
pen in paisley and floral. It is probably because images from leaf and paisley
class have similar shapes, and images from floral usually contain leaves. Geome-
tric class sometimes include the elements of square, so it is ambiguous with check,
but check is often considered as geometric. Images from spot have almost the
same mis-classification error with other classes except stripe class maybe because
the shapes of spot appear in every class.
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Using 50 training images per category it took on average 4.14s to compare one
image with one class using 500 SIFT descriptors per image. Bag-of-shapes took
0.04s with up to 150 regions. When up to 500 regions were used it took 0.35s.
Bag-of-shapes obtained similar accuracy to SIFT (Figure 4.7) at reduced compu-
tational expense. In the above experiment, matching was two orders of magnitude
faster using bags of shapes than when bags of SIFT features were used. The shape
features were of lower dimensionality than SIFT and there were fewer of them
per image.
4.2.4 Discussion and conclusion
The bag of shapes model is a collection of shape descriptors of segmented re-
gions from MRF. The number of regions used to represent an image was decided
empirically, and a bound number of regions was set to improve the efficiency. A
simple yet competitive classification scheme based on nearest neighbour matching
was used. The method was compared to the use of bags of SIFT features and
accuracy was comparable. The bag of shapes model had similar classification
accuracy to bags of SIFT features. Two different kernels, Gaussian kernel and
exponential kernel were used. In both representations, the exponential kernel
resulted in better accuracy. To calculate distance between descriptors, L1 and L2
norms were used. In the case of GFD, L1 and L2 had similar performance, but L2
was slightly better than L1. Conversely in the case of SIFT, L1 performs better
since SIFT feature has higher dimension, and L1is better for high dimensionality
matching problems. Once features had been computed, matching using bags of
shapes was considerably faster.
The experimental database was very challenging. The intra-class variation is very
large, and some of the classes have common elements. The average classification
accuracy of bags of shapes model is about 55% , and is about 58% for bag of SIFT
model. Although the accuracy is not very high due to the challenging dataset,
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using bags of shapes model can achieve similar performance to the popular local
feature SIFT. Because of the lower dimensionality of GFD, matching is two orders
of magnitude faster than using SIFT, so bags of shapes gain the advantage of
time efficiency.
One possible reason that degrades the classification performance using bags of
feature models is that they lack the spatial information of images. Bag of shapes
model uses MRF pixel labelling result to get the segmented regions, but it ignores
the labels that may be helpful to extract some spatial features. Section 3 intro-
duced another novel representation, region label graphs, which can be used to
capture the spatial information of images. Experimental results on textile design
classification using region label graphs will be reported in Section 4.3.
4.3 Classification using region label graphs
This section reports the experimental results of classification using region label
graphs as described in Chapter 3. Recall that the image features obtained form
a compact feature vector containing two parts: shape and graph features. Since
this feature space is of fixed dimensionality, standard machine learning methods
can be used. Many learning based classification methods have been used [68, 39,
125, 145]. The purpose here is to investigate the effectiveness of the region label
graphs’ representation and the extracted graph features, so linear SVM classifier
[23] was used because it is a fast machine learning algorithm for solving multi-
class classification. More complicated classifiers can be tested in the future that
may help to improve the classification accuracy.
A comparison of approaches to handle the multi-class case as opposed to the
binary case is presented in [53]. The strategy in LibSVM [23] for multi-class
classification is to build a set of one-versus-one classifiers, and choose the class
that is selected by the most classifiers. The binary SVM separates a given set of
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binary labelled training data with a hyper-plane that is maximally distant from
them.
Given training vectors xi, i = 1, ...L, (L is the number of the training vectors),
in two classes, and a vector yi ∈ (−1, 1), the binary standard SVM is to solve a
quadratic optimisation problem:
min
w,b,ξ
1
2w
Tw + Cp
L∑
i=1
ξi (4.7)
subject to yi(wTφ(xi) + b) ≥ 1− ξi, and ξi ≥ 0, i = 1, ...L.
Cp > 0 is the penalty parameter of the error term. The decision function of any
testing vector is:
f(x) = sign[wTφ(x) + b] (4.8)
4.3.1 Experiments and results
An experiment was set up to investigate the effectiveness of graph features obtai-
ned by constructing region label graphs in the application of textile design clas-
sification. This experiment used the same dataset as in Section 4.2.3.1. Section
4.3.1.1 describes codebook formation and Section 4.3.1.2 introduces the imple-
mentation of graph feature extraction. Experimental details and results will be
provided in Section 4.3.1.3 and Section 4.3.1.4.
4.3.1.1 Codebook formation
Images were represented by bag of shapes or bag of SIFT features respectively.
Similarly to Section 4.2.3.2, in the case of bag of shapes, each image was repre-
sented by a collection of MRF segmented regions and each region was described
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using a 48−dimensional Generic Fourier Descriptor. In the case of bag of SIFT,
we use RP-SIFT described in Section 4.2.3.2, 500 local patches were randomly
sampled from each image, and each patch was described as a 128−dimensional
SIFT feature vector using an existing implementation [89]. For both cases, gi-
ven the collection of region descriptors from training images of all classes, we
learned the codebook using the k-means algorithm [39], centres of the clusters
were the codewords, and images were represented by k dimensional histograms
of the codewords. k = 500 was chosen empirically in both cases. To distinguish
this feature (histogram of codewords) from graph features (to be introduced in
Section 4.3.1.2), we call histogram of GFD codewords ’GFD feature’ in the case
of bag of shapes, and histogram of SIFT codewords ’SIFT feature’ in the case of
bag of SIFT.
4.3.1.2 Graph feature extraction
There are two ways to encode spatial information on the edges of graphs: For
each pair of groups’ regions, the edge is (1) the arc length of common boundary
between pairs of groups’ regions, normalised by the maximum number of boun-
dary pixels, or (2) the dissimilarity between groups of regions normalised by the
maximum dissimilarity value. In the case of using dissimilarity between groups’
regions, L2 distance is used as the distance between codeword histograms of pairs’
groups. The graph feature is extracted by calculating chromatic number and do-
mination number. Chromatic numbers were calculated using the TORSCHE
Scheduling Toolbox [72]. The implementation for calculating domination num-
bers was based on the Matgraph toolbox[108]. Figures 4.9(a) and 4.9(c) plot
the chromatic numbers and domination numbers of a graph and its complement
against the weights of edges removed. Note that these are monotonic functions
and that the weights are normalised in the range [0, 1]. 12-dimensional feature
vectors were derived in the case of both chromatic numbers and domination num-
bers, since the number of colour dyes contained in a textile design is usually no
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more than 12. The corresponding feature vectors are shown in 4.9(b) and 4.9(d).
Gdis denotes the graph features obtained by constructing graphs using dissimila-
rity as edge weights, G′dis denotes features obtained from the complement graphs,
and Gdis + G′dis denotes the combination of features from graphs and comple-
ments using dissimilarity as edges. Gadj denotes the graph features obtained by
constructing graphs using arc length of the common boundary shared by the
groups of regions, G′adj denotes features obtained from the complement graphs,
and Gadj + G′adj denotes features obtained from graphs and complements using
arc length of common boundary as edges. There are many other combinations of
these features, we also try the combination of Gadj and Gdis.
4.3.1.3 Experiment set-up
Images used in experiments were the same as in Section 4.2.3.1: 490 images, 7
classes, 70 per class. k-fold cross validation was used to evaluate the accuracy
of image classification. Images in each class were randomly partitioned into k
sub-samples, and of the k sub-samples, a single sub-sample was validation data
for testing, and the rest was training data. The process was repeated k = 7
times, and for each fold, it was run ten times. The accuracy was the average
of the seventy runs. A multi-SVM classification method based on one-versus-
one binary linear SVM classifier [23] was used. There are seven classes of textile
images, therefore there are n(n−1)2 = 21(n = 7) classifiers. When classifying a new
test image, the decision is made as the class label that is selected by the most
classifiers. The penalty parameter C which penalises the error term in Equation
(4.7) was set as default value 0.5.
The experiments applied were:
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Figure 4.9: (a) Chromatic numbers of G and G′ plotted against normalised edge
weights. (b) Features derived from chromatic numbers. (c) Domination numbers
of G and G′ plotted against normalised edge weights. (d) Features derived from
domination number.
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• Test graph features obtained from calculating chromatic number and do-
mination number respectively for textile design classification.
• Compare classification accuracy in both bag of shapes and bag of SIFT
features models. The features of an image were:
– GFD/SIFT feature only.
– Combination of GFD/SIFT feature and graph features. Graph fea-
tures were from different graphs and their complement construction:
∗ Graph and complement constructed using the dissimilarity of
groups’ of regions: Gdis, G′dis, Gdis +G′dis
∗ Graph and complement constructed using the arc length of com-
mon boundary between groups’ of regions: Gadj, G′adj, and
Gadj +G′adj
4.3.1.4 Results
The accuracy of classification using different feature sets is shown in Figure 4.10
and 4.11. The graph features used in Figures 4.10 and 4.11 were calculated from
domination numbers and chromatic numbers respectively. Error bars denote ±
one standard error estimated over 10 runs of seven-fold cross validation. No
matter what kind of graph features are used and in both cases of using GFD
feature and SIFT, the results suggest that classification accuracy is better than
using GFD or SIFT features alone. In general, SIFT appears to be slightly more
accurate than GFD. Classification can achieve the accuracy of 52.2% by using
shape feature only, and 55.6% by using SIFT only. This suggests that using
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Figure 4.10: Comparison classification results of different feature sets. The graph
features are obtained by calculating domination number.
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Figure 4.11: Comparison classification results of different feature sets. The graph
features are obtained by calculating chromatic number.
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Figure 4.12: A confusion matrix obtained using shape feature and graph
feature(Gdis)
bags of shapes model based on NBNN framework performs better (GFD 55%
and SIFT 58%) than using linear SVM without spatial information. However,
based on linear SVM, with the help of graph features, the accuracy of linear SVM
classifier improves to [55.8%, 59.7%] using GFD and improves to [57% , 60.8%]
using SIFT. Graph features help much more on GFD than SIFT to improve the
classification accuracy. Graph features extracted by calculation the domination
number generally perform slightly better than that of chromatic number. The
combined use of graphs with edges representing adjacency and dissimilarity gave
classification accuracy at least as good as other feature sets.
Figure 4.12 shows a confusion matrix obtained using GFDs and Gdis graph fea-
tures derived from domination number. We can see that the floral class (74.3%)
and stripe class (75.7%) can achieve relatively good classification accuracy. Ho-
wever the geometric class is still confused with other classes, e.g. checks, because
of the large variation in this class.
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Figure 4.13: Example images from the seven categories. Images on the left
were correctly classified. Images on the right were sometimes misclassified. The
wrongly assigned class labels are shown below these images. (Image courtesy of
Liberty Art Fabrics. ©Copyright protected; Reproduction not permitted.)
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4.3.2 Discussion and conclusion
A multi-SVM classification method based on one-versus-one binary SVM clas-
sifier was used for textile design classification. A linear function was chosen
as the kernel function due to its efficiency. 500 codewords for both GFD and
SIFT were calculated respectively. The experimental results have demonstrated
that an improvement in classification accuracy was obtained by combining GFD
or SIFT features (histogram of codewords) with the proposed graph-based fea-
ture vectors based on a multi-linear SVM classifier. In the case of combining
GFD features with graph features, the classification accuracy increased by 3.4%
~ 7.5%, and in the case of combining SIFT features with graph features, the clas-
sification accuracy increased by 1.4%~5.2%, depending on what graph features
were combined. The graph features are obtained by using chromatic number
and domination number. Generally speaking, in both case of GFD or SIFT fea-
tures, features combined with graphs features obtained from domination number
performed slightly better than that from chromatic number (not significantly).
Overall, classification using SIFT was slightly better than using GFD based on
linear SVM classifier, and classification combining SIFT with graph feature sets
performed slightly better than combining GFD with the same graph feature sets.
Compared with bags of shapes or bags of SIFT models based on the NBNN
framework (experiments in Section 3.3), the models based on linear SVM classifier
without using graphs features can have similar classification accuracy. However
they can achieve better results when combined with graph features. Some classes,
like floral and stripe, can get the accuracy of approximately 75%, although the
geometric class is still confused with other classes.
Chapter 5
Conclusions and future directions
This chapter provides, in Section 5.1, a summary of the conclusions drawn from
the experiments carried out in the present work. In Section 5.2, potential future
directions of work are discussed. Both sections are divided into subsections as-
sociated with the textile design segmentation, representation, and classification.
5.1 Summary and conclusions
5.1.1 Textile design segmentation
Chapter 2 overviewed the related works about image segmentation. Segmentation
is an ill-defined problem and there is not a unified solution for it. Due to the
properties of textile design images, and motivated by textile production, a textile
design segmentation problem was defined as extraction of printed design and
woven patterns, and was modelled as a pixel labelling problem.
An MRF multi-pixel labelling method segmented the textile images into different
homogeneous colour regions sharing similar RGB colour features. It conside-
red the spatial coherence in the neighbourhood system and thus provided more
124
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smooth segmentation results than the standard clustering methods. Smoothness
is an important element to obtain shape information for classification. Segmen-
tation thus involves finding an optimal labelling which minimises the energy
function of the MRF. To minimise the energy function, a global method, α -
expansion, and a local method, ICM, were used. In both methods, parameter
re-estimation can help to improve the accuracy. These algorithms were initiali-
sed based on a Gaussian mixture model (GMM). Compared with GMM, these
methods can provide more smooth results but more slowly than GMM.
BIC was used to select the number of distinct class labels based on GMM. BIC
based on GMM usually overestimated the number of class labels. However, this
did not always result in α−expansion with parameter re-estimation obtaining a
less accurate result. Although the worst case is 37.53%, the best case is only
5.52% pixels mismatched to ground-truth labelling using α−expansion (BIC).
The segmentation results were evaluated by a quantitative method which can
deal with the case when a segmentation result has different number of labels
from the ground truth. An error rate of mismatching segmentation labels using
MRF pixel labelling to ground truth label was obtained. For all the images
tested, α−expansion with parameter re-estimation was the most accurate and
the most computationally expensive method. α−expansion without parameter
re-estimation gave similar performance to ICM with parameter re-estimation. It
shows that after each α−expansion (new labelling obtained), model parameter
estimation is important since the change of labelling results in the change of
model parameter.
The results showed that MRF multi-pixel labelling model was an appropriate mo-
del for textile segmentation. The segmentation results were smooth and contai-
ned rich shape information, which is important to region-based classification or
retrieval. The MRF segmentation results were used for image representation in
Chapter 3.
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5.1.2 Textile design representation
Chapter 3 overviewed the popular bag of words model, and summarised the
advantages and disadvantages of this kind of model. Motivated by bag of words
models, a novel image representation, bag of shapes, was proposed in Chapter 3.
Visual words in this model were a collection of segmented regions. These regions
were obtained by extracting connected components from MRF pixel labelling
results. Each of the components was described using a 48-dimensional Generic
Fourier Descriptor (GFD). There was no descriptor quantisation in this model.
Images were represented by using a feature matrix in which each row was one
shape descriptor.
One of the main drawbacks of the bag of words model is the lack of information
about the spatial relationships between visual words. Region label graphs and
their complements were constructed in order to capture the spatial information.
This graph based method was based on MRF pixel labelling as well. Segmented
regions with the same label were treated as a group and each group was associated
uniquely with a vertex in an undirected, weighted graph. Each region group was
represented as a bag of shape descriptors.
Edges in the graph denoted either the extent to which the groups’ regions were
spatially adjacent or the dissimilarity of their respective bags of shapes. It was
tractable to create such graphs because the number of the vertices was not big.
Once the graphs were constructed, their complements were obtained directly.
Series of unweighted graphs were generated from the weighted graphs via edge
removal. For the series of graphs, the corresponding sequences of chromatic
number and domination number can be obtained. Those edge weights which
made the chromatic number and domination number change were considered
as graph features. The image feature was the linear combination of the shape
features which was the histogram of codewords calculated from the bag of shapes
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model, and the graph features extracted from two different graphs were different
in edge meaning. The obtained compact feature vectors can be the input to
standard machine learning methods, such as SVM.
5.1.3 Textile design classification
The image representations were investigated in the application of textile design
classification. Images were from the Liberty Art Fabrics dataset and seven first
level text descriptors were assigned to each image to compare the human labelling
with the computer classification.
For the bag of shapes model, a simple yet effective classification scheme based on
nearest neighbour matching with Naive Bayes assumption (NBNN) was used for
classification. It requires no learning stage, or feature quantisation, and its clas-
sification performance ranks among the top learning based classification methods
in the literature.
Based on NBNN, using bag of shapes model (MRF-GFD) obtained similar ac-
curacy to bags of SIFT features. In the case of using MRF-GFD, not all of
the shapes were used in the representation. The classification reached the peak,
when the bound number of shapes was set to 150 empirically, namely the top
150 shapes sorted in an ascending order of their area were used for image repre-
sentation. But it reduced gradually after 150. In the case of using bags of SIFT
features, local regions were evenly or randomly sampled from images. With the
number of local regions increased, the classification accuracy improved gradually
but the execution time increased as well. Balancing accuracy and time, the num-
ber of local regions was set to 500. SIFT had more dimension than GFD, so this
made bags of shapes model have the advantage of time efficiency. Actually, GFD
was two orders of magnitude faster than SIFT.
To represent spatial relationships, region label graphs and complements were
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constructed in different ways. One is using dissimilarity of groups’ of regions as
edges of graphs, and another one is using the arc length of common boundary
between groups’ of regions as edges of graphs. Different graph feature sets were
obtained by calculating chromatic number and domination number. The graph
features were tested in textile design classification, and compared in bag of shapes
and bag of SIFT features using a linear SVM classifier. Generally, in both cases,
the use of graph features can improve the accuracy of classification. It is better
than using GFD or SIFT features only. The accuracy of using graph features
from calculating domination number performed slightly better than that of using
chromatic number. Among all of the graph features, the combined use of graphs
with edges representing adjacency and dissimilarity gave classification accuracy
at least as good as other feature sets.
For both bags of shapes and bags of SIFT models, classification based on the
NBNN framework can achieve similar performance compared to a linear SVM
classifier, but with utilisation of graph features, linear SVM classifier performs
better than NBNN in both cases, but not significantly.
5.2 Future directions
5.2.1 Textile design segmentation
In Chapter 2, the textile design segmentation problem was solved using MRF
pixel labelling by finding an optimal labelling to minimise the MRF energy func-
tion. To minimise the MRF energy function, α - expansion, a graph cuts algo-
rithm was used and can obtain smooth segmentation results. Compared with
GMM and ICM, it is slow to use this algorithm. It takes about 15s to process
images with size of 500× 500, about ten times slower than GMM and ICM.
Komodakis et al.[67] proposed a new method which is based on linear program-
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ming theory to address minimisation of MRF energy functions. This method
generalises prior state-of-the-art methods, such as α - expansion, and can offer a
substantial speedup of one order of magnitude over existing methods. Therefore,
it would be worth trying this method for efficiency in the future. The code is
available at [66].
One issue in segmentation is how to decide the number of colour labels. The
Liberty Art Fabrics database contains information of how many colour dyes are
used in the design. It is also interesting to try to automatically get the number
of colours. In our experiments, the number was decided using BIC based on a
Gaussian mixture model, but the number was always overestimated. It would be
worth trying other methods for model order selection and using methods which
estimate the number based on the Markov Random Field model. These methods
are usually very expensive, e.g. Reversible Jump MCMC sampling [61].
5.2.2 Textile design representation
In Chapter 3, images were represented by using bag of shapes models which
were based on MRF pixel labelling results. Due to efficiency, only the largest
segmented regions’ features were used and each region feature was supposed to
have the same weight.
To capture the spatial information, undirected weighted graphs were constructed
and graph features were extracted by calculating chromatic number and domina-
tion number from graphs. The features were fixed dimensional vectors combining
shape features and graph features, and can be used as the input to any standard
machine learning classification method. An alternative to deriving feature vec-
tors from a graph is to employ graph kernel methods [60, 51]. Given that the
graphs constructed in Section 3.4 have relatively few vertices, kernels could be
designed without so much regard to computational complexity as is needed when
dealing with large graphs. It would be interesting to compare this approach in
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future work.
Another promising direction is to continue to explore much more efficient features
from region label graphs, since using chromatic number and domination number
is just an intuitively simple attempt, there are certainly many other ways of using
the region label graphs. Constructing region label graphs utilises the colour cues.
(Images are segmented into different homogeneous regions according to similar
colours). This image representation can be extended to the use of general images
by using other cues. For example, a general segmentation problem is to find
objects in images, and MRF model can also used for object-oriented segmentation
tasks. Different objects could be the nodes of the graphs and edges could be the
similarity or the common boundaries of the objects.
5.2.3 Textile design classification
To test the effectiveness of the image representations, these image representations
were applied in classification task. First-level text descriptors were assigned to
images based on design type and visual content. Each image was assigned one
single text descriptor, so images were classified according to these text descriptors.
This classification labelling was used as ground-truth to compare with computer
classification results. Seven text descriptors were generally termed "style" within
the archive database: floral, paisley, stripe, leaf, geometric, spot and check. Ho-
wever, one of the text descriptor, geometric, defined a broad design style that
included images with more variable content but with geometric attributes (e.g.,
angles, lines, simple shapes). Some terms (floral, paisley, and leaf) referred to
the design content of the image in familiar textile design terms (especially in the
cases of floral and paisley); others (stripe, spot, and check) provided both a des-
cription of style and visual content. All of the elements may result in confusion in
textile design classification and the varied ways of describing the images should
be refined.
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Taking into account these reasons, a system has been implemented for image
annotation as shown in Figure 5.1. In the system, users can label images with
more than one text descriptor according to visual content contained in images.
The experimental data used in Chapter 4 were relabelled by Dr. Ward manually
according to the visual content elements in images. Nine text descriptors were:
flower, stem, leaf, paisley, plaid, check, dot, stripe, and circle-like and each text
descriptor has two types: abstract or non-abstract. Besides, the importance
order of the text descriptors was required to tell the importance of the content
contained in images. For the image shown in Figure 5.1, Dr. Ward marked the
text descriptors in an order of leaf, stem, flower and circle-like. The potential use
of importance order of text descriptors may be helpful for automatic tagging and
annotation. In the future experiments, each testing image will be assigned more
than one or at least one class label automatically, and the results will be evaluated
by comparing with the labels assigned by Dr. Ward’s labelling manually through
the annotation system.
Wang et al. [129], also in FABRIC project, have done research on image visua-
lisation which is essential for browsing and exploring the image content. They
use high-entropy layout distribution (HELD) to arrange collections of images for
display with dependencies both on content of the images and the layout shape
[129]. The image content they consider are colour and texture, and features used
are 512-dimensional colour histograms and Gabor texture features. One direct
experiment that can be run on their system is to input the linear combination of
shape and graph features proposed in this thesis and compare the layout result
with that using colour and texture features. The proposed features can also be
applied on the interactive image retrieval system [49] which was also developed
in the FABRIC project. User’s feedback obtained via interaction with 2D image
layouts provides qualitative constraints that can be used to adapt the distance
metric for image retrieval. In this system, three type of low-level features were
used: a 36-dimensional colour histogram, an 18-dimensional texture feature ba-
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Figure 5.1: Annotation system for assigning each image multiple labels. (Image
courtesy of Liberty Art Fabrics. ©Copyright protected; Reproduction not per-
mitted.)
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sed on a wavelet transformation [113], and a 144-dimensional colour correlogram.
It would be worth using the proposed features instead to compare the retrieval
results.
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