It is well-known that solutions of the capillary problem are smooth when the boundary and contact angle are smooth. Using fairly deep methods which are specific to the capillary problem, Simon and Tarn have proved the smoothness of the solution at a corner. Here the smoothness is considered in the context of general nonlinear boundary value problems. The primary tool is a maximum principle argument.
Let Ω be a bounded domain in R 2 with unit inner normal γ, let K and φ be positive constants with φ < π, and consider the problem div((l + \Du\ 2 )-x ' 2 Du) = KU in Ω,
When dΩ is sufficiently smooth, it is well-known that (0.1) has a unique, smooth solution. Specifically, dΩ e C 2α implies u e C 2ε (Ω) for some ε > 0 by [7] , [27] (in fact ε = a by [15, Lemma 2']) while dΩ e C λΛ implies u e C x '^ for any β < 1 by [7] , [20] , [27] . If φ is suitably restricted, (0.1) has a unique solution (in an appropriate weak sense) even for nonsmooth domains (see [5] , [6] ). Under various hypotheses, this solution may be unbounded [3] or bounded but discontinuous [12] . Our interest here is with circumstances under which u will be C 1 : We assume that dΩ is the union of finitely many smooth curves which meet at an angle θ in the range (0, π). If θ > \2φ -π\ (which is easily seen to be necessary for (0.1) to have a C ι solution), Simon [25] has shown that u e C 1 . We improve this result by showing that u e C l€ for some computable ε and by considering more general differential equations and boundary conditions. Moreover our method rests on a simple application of the maximum principle, and we can prove regularity results in more than two dimensions. A related argument was used by Miersemann [23] (in two dimensions) when the quantity KU in (0.1) is replaced by a constant to prove C u regularity in a corner. His method does not readily extend to (0.1) but ours includes his situation. The biggest differences
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between the two approaches are that we use essentially only the elliptic structure of (0.1) to produce an auxiliary mixed boundary value problem while Miersemann uses the divergence structure of (0.1) to produce a Dirichlet problem.
We begin in §1 with a related C 1 regularity result for nonlinear boundary value problems in Lipschitz domains and an application to free boundary problems. Although the results of this section do not bear directly on the capillary problem, the method of proof is relevant because it demonstrates a key point: introduction of a nonlinear combination of derivatives of the solution via a variant of Giusti's barrier construction for the Dirichlet problem [10]. Next we introduce an auxiliary boundary value problem in §2 in order to study a general nonlinear boundary value problem for uniformly elliptic equations modelled on the capillary problem in a corner with a gradient bound. In §3, we consider the two-dimensional capillary problem in a corner for which gradient estimates were proved by Korevaar [13] . We show that his conditions for a gradient bound imply also Holder continuity of the gradient, and a strong result for weak solutions of certain nonlinear boundary problems in divergence is proved using the perturbation argument of Giaquinta and Giusti [8] . In the final section, we prove Holder continuity of the gradient near an edge for uniformly elliptic problems. Because Korevaar's gradient bound is also valid in this case, we infer regularity for the higher-dimensional capillary problem in a domain with edges.
An interesting comparison can be made between the proof of the continuity of the gradient at a corner given here and the proof of the boundedness of the gradient given by Korevaar. Here we work directly in the corner while Korevaar approximates the corner. It might be useful to know if Korevaar's method can be applied directly and if our method gives uniform continuity of the gradient in approximating domains.
1. Nonlinear boundary value problems in Lipschitz domains. Let Ω be a bounded domain in R 2 and consider the boundary value problem
We are interested in the behavior of solutions of (1.1) near the boundary under various hypotheses on F, G, and Ω. For example, in this section we assume G to be continuous while later sections consider discontinuous G. We also set M = suρ Ω/? \g(Du)\ and note that M < v\ osc Du.
Ω*
Next we infer from [22] that there are positive constants δ and C and a function w e C°(Ω) n C 2 (Ω) such that
Then for L o a nonnegative constant and / a nonnegative C°[0, oo] Π C 2 (0, cx)) function to be further specified, we set
A simple calculation shows that v > 0 on <9Ω* if LQ > (1 + K)v\, and also there are constants CQ and c\ such that
With fo and ε positive constants to be chosen, we take (Obviously more general problems can be considered.) It is wellknown that Γ* is Lipschitz and the boundary condition implies that \Du\ is bounded away from zero near Γ*. From Corollary 1.2 we see that u is C lσ near P and hence that Γ* e C lσ . The theory of free boundary problems shows that Γ* is actually analytic; see [ 
Proof. The bootstrap argument of [19, Theorem 2] shows that we can take ε = min{l,<J/α} in Theorem 1.1. When dΩ e C 1 or Ω is convex, [24] shows that we can take δ e (α, 1).
• COROLLARY 1.4. /« addition to the hypotheses of Theorem 1.1, suppose that ) with 
Nonlinear boundary value problems in corners.
We now study (1.1) when dΩ is smooth except at isolated points and G is suitably discontinuous at those points. Specifically we let a < 1 and θQ<πbe positive constants and suppose that, in the terminology of the previous section, Σi consists of two C lα curves Σ 1 and Σ 2 which meet only at the origin in an angle ΘQ. Writing y, for the inner unit normal to Ω on Σ' and b' for the restriction of C? to Γ, = (Σ'\{0}) x R x R 2 , we suppose that (2.1a) δj y/>l onΓ, ,
Note that (2. Id) follows from the smoothness of the 6's and the functional independence of b ι (0, z, •) and b 2 (0, z, •); however, this quantification will be useful later. In addition, an obvious necessary condition for solutions of (1.1) to be C 1 at 0 is that
The main result of this section is that (2.2) is sufficient. In the next section we relate this condition to the capillary problem, but we note here that (2.1) and (2.2) imply that Du{0) must be p* if u e C 1 .
THEOREM 2.1. Let Ω be as described above, letue C ftl (Ω)nM^J?(Ω) and suppose \u\ + \Du\ < K. Suppose also that u is a solution of(\Λ) for functions F and G satisfying ( With / and w functions to be further specified and LQ a nonnegative constant, we set
Our analysis of v in Ω R n {/< 1} and on Σi and {/ = 1} is essentially the same as that in Theorem 1.1, so we focus on the situation on Let τ = (-y|, γ\) be the tangent vector to Σ 2 and, for T to be chosen, we introduce the operator 
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Now we fix η \ > 0 and choose r so that v + η\W > 0 for |JC| < r.
It then follows from the maximum principle that v + η{w > 0 in Ω*.
By sending η\ to zero, we see that v > 0 in Ω*. By sending η to zero and modifying the argument appropriately, we see that
Then the implicit function theorem implies that which proves the result. D
Note that the preceding argument simplifies if we assume Du to be continuous at 0: we can take η = 0 and W need not be introduced at all. Note also that the smoothness of b ι is crucial to the proof of Theorem 2.1 but only the quantities ε, 6Q, and u\ enter into the estimate. If we allow C to depend on the 3. The two-dimensional capillary problem. We now consider a slight generalization of (0.1). Let Ω be a bounded open subset of R 2 , suppose <9Ω is the union of finitely many C 3 curves Σι,...,Σ N , and suppose that if Σι and Σj meet, they do so at a point x tj in an angle 0; 7 . We then study solutions of Actually all of our additional hypotheses are necessary only to prove a bound on Du. If we assume such a bound, a stronger result can be proved although deeper methods must be used. This result will be crucial to our higher-dimensional considerations, so we include it here. Proof. To prove the estimate, we use a modification of the Campanato approach to regularity [1] , [2] as adapted by Giaquinta and Giusti [8] and the author [20] .
We begin with a simpler boundary value problem. Write r, θ for polar coordinates, fix ΘQ G (0, π), and for R > 0, set
Suppose H e C 2 (R\{0} x R 2 ) n C°(R x R 2 ) is a vector valued function such that weak solution. We now use (3.12) to prove an estimate for Du by using a version of the perturbation argument of Giaquinta and Giusti [8] . By virtue of the estimates in [20] , we only need to examine Du near one of the Xi/s. By translation and a C lα transformation, we may assume that
Let H be the mollification of A(0, u(0), •) described in Theorem 1.1. Now fix R e (0,1) and let v be the solution of (3.11) . From (3.12) we infer that (3.14)
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for any p e (0,2R). By using u -v as test function in the weak forms of (3.11) and (3.13) we see that We note that a slight variant of the preceding proof (cf. [8] or [20, Theorem 1.2]) shows that β = min{# a} when dA/dp depends continuously on p. In this case, C depends also on the modulus of continuity.
Finally, by using the C 1 regularity from [25] , we infer from Theorem 3.2 that bounded weak solutions of (3.1) [26] , our method relies on special features of the two-dimensional situation although the specific features used vary among the three approaches. Our goal in this section is to show how to handle higher-dimensional situations.
The natural analog of a corner turns out to be an edge in the present context. We begin by introducing a convenient shorthand notation. We say that Ω e E{a,θ x ) for a € (0,1), θ x G (0,π/2) if <9Ω is the union of finitely many C ι>a surfaces Σi,..., Σ# such that if Σ, and Σj meet, they do so at an (n -2)-dimensional surface Σ /y and at each Xjj E Σ/y, the angle between Σ, and Σ ; lies in the range (θ\, π -θ\). •
