Abstract-The optimization of multichannel equalizers is studied for the structural similarity (SSIM) criteria. The closed-form formula is provided for the optimal equalizer when the mean of the source is zero. The formula shows that the equalizer with maximal SSIM index is equal to the one with minimal mean square error (MSE) multiplied by a positive real number, which is shown to be equal to the inverse of the achieved SSIM index. The relation of the maximal SSIM index to the minimal MSE is also established for given blurring filters and fixed length equalizers. An algorithm is also presented to compute the suboptimal equalizer for the general sources. Various numerical examples are given to demonstrate the effectiveness of the results.
I. INTRODUCTION
A S A TECHNIQUE to recover an original image from degraded observations, image restoration has been explored extensively and is now a mature research field [1] - [3] . Various effective methods have been proposed for image restoration [2] - [6] . Among them, the linear equalizer based on Wiener filter is a conventional yet benchmark method [2] , [3] . Recently, lots of research focused on blind equalization, which arose from various signal processing applications [4] - [6] . The optimization criteria is usually measured by the mean squared error (MSE), defined as 2 norm of the error signal between the original signal and reconstructed signal [3] . While this measure is comfortable to use and often results in analytical solutions, it does not always reflect the true quality of the reconstructed images. A better quality-assessment measure, called structural similarity (SSIM) index, has been drawing much attention in recent years [7] - [9] , and has found a variety of applications, ranging from image restoration [10] - [12] and image quantization [20] to image/video coding [21] - [25] and sparse representation [26] , [27] . While SSIM index is generally non-convex, important mathematical properties have been shown in [9] that convexity, quasi-convexity and generalized convexity hold locally for some metrics derived from SSIM.
The SSIM index represents the quality of a distorted image by comparing the correlations in luminance, contrast, and structure, between the reference and distorted images [7] . In most existing works, SSIM has been used for quality evaluation and algorithm comparison purposes only. There have been efforts to use SSIM as optimization criteria in order to improve perceived image/video quality in a number of image processing problems. In particular, an algorithm was proposed in [11] for designing the optimal linear filter that maximizes the Stat-SSIM index, which is a statistical version of the SSIM index. It has been shown that the nonconvex optimization problem can be transformed into a quasiconvex problem, which has a near closed-form solution and can be efficiently solved by a bisection procedure [11] . This idea was extended to multichannel image restoration in [12] , where the algorithm is provided in detail only for two-channel systems. To our best knowledge, no explicit algorithm is available to deal with the SSIM-based restoration for general multi-channel images, although the MSE-based restoration from multichannel images has been studied in a number of applications [2] - [6] .
In this paper, we propose a systematic method to design the optimal linear equalizer for multiple channels by using the SSIM criteria. We adopt the same assumption as [11] , [12] that the blurring filter and the power spectral density (PSD) of the additive noise component is known at the receiver, under which the advanced technique can be used to estimate the cross covariance between observed image and the original image. Different to [11] and [12] , this paper presents closedform formulae explicitly, which reveal more insights into the SSIM based equalization problem. The main contributions of this paper are as follows. (i) The closed-form formulae of the optimal linear equalizer and the optimal SSIM performance are provided for general multi-channel systems when the mean of the source is zero. (ii) It is shown that the optimal equalizer designed by SSIM criteria and the one by MSE criteria differ only from a scalar factor, which turns out to be the inverse of the achievable SSIM index. (iii) The solution establishes the relation of the SSIM performance to the property of the blurring filters and the length of the equalization filters. (iv) A sub-optimal solution is given when the mean of the original image is not zero. There have been various methods to design the optimal synthesis filter bank with MSE or MSE-reduced criteria [13] - [16] . It is natural to introduce SSIM index into the optimal design of filter banks. A preliminary result has been reported for a special class of filter banks with the filter length equal to the decimation number [17] . The proof idea of Theorem 1 in this paper comes from [17] . However, this paper is essentially different to [17] . The subband signals and the reconstructed signals are wide sense cyclo-stationary in filter bank systems instead of wide sense stationary (WSS) in this paper, due to the rate-changing operation [18] , [19] . To deal with the wide sense cyclo-stationary property of general filter banks, one has to define the SSIM index for this new setup, which is still an open problem.
The remaining part of this paper is organized as follows. Section II introduces some basic concepts on SSIM index and gives the problem formulation. In Section III, we present the closed-form formula to compute the optimal SSIM equalizer when the mean of the source is zero. Direct relation is established between the optimal SSIM equalizer and the Wiener filter, which provides the optimal MSE performance. Section IV addresses the general sources, of which the mean may not be zero. An algorithm is given to compute the suboptimal solution. Various numerical examples are presented in Section V to demonstrate the effectiveness of the theoretical results. Finally concluding remarks are given in Section VI.
Throughout the paper, R P×M denotes the set of P × M matrices. For a matrix X, let X T , X * , X −1 and X † denote its transpose, conjugate transpose, inverse and pseudoinverse respectively. Denote e n as the n-dimension column vector with all elements equal to 1. E(·) denotes the expectation of a random variable.
II. PRELIMINARIES AND PROBLEM STATEMENT
In this section, we provide some preliminaries about the multi-channel equalization and the SSIM index. Please refer to [7] and [11] for more details.
The term multichannel image refers to multiple image frames of the same scene that are acquired by different sensors. The system model is shown in Fig. 1 into the i th channel, i = 1, . . . , K . The goal is to design the equalizer G i (z) so that the SSIM index betweenx[n] and x[n] is maximized. Throughout the paper, we assume that the source x[n] is a wide sense stationary (WSS) process, and we also assume that the blurring filter and the power spectral density (PSD) of the additive noise component is known at the receiver [11] . Denote
. . , N − 1 are the impulse response coefficients of the blurring filter and the equalizer respectively. The filter length of H i (z) can be different and M refers to the largest length among the blurring filters. However, we assume that the length of all the equalizers is equal to N. By denoting
we can convert Fig. 1 to an equivalent block diagram shown in Fig. 2 . Note that
In this paper, we use the simplified form of the SSIM index as defined in [10] - [12] :
where μ x and μx are the means of the source and the reconstructed image, σ 2 x and σ 2 x are the corresponding variances, and σ xx is the covariance of x andx.
The problem can be stated as follows: Given the blurred M-tap filter H(z) = 
for any i, j. To compute the StatSSIM index, we need more notations. Denote
Then we have
where
Since x[n] is WSS, we can define
Denote the first column of x as x (1) . By direct computation, we have
and
It follows from the above derivations that the StatSSIM in (1) can be written as
Now that the problem becomes to find g such that StatSSIM(x,x) is maximized.
III. ANALYTICAL FORMULAE FOR ZERO MEAN SOURCES
In this section, we deal with the sources with zero means, of which StatSSIM(
The zero mean assumption is not so restrict in the sense that the mean can be subtracted from the original signal before process and compensated to the reconstructed signal later [12] . We shall show that the optimal equalizer that maximizes the SSIM index is equal to the one that minimizes the MSE criteria multiplied by a scalar factor, of which the analytical formula is derived. We shall also establish the relationship between the maximum SSIM index S 2max (x,x) and the optimal MSE value. For this purpose, define
where H(N, M) and Q are given by (2) and (6) (9) is unique and given by
Moreover,
Since Q is positive definite, it follows from singular value decomposition (SVD) that there exist unitary U and diagonal matrix Q > 0 such that Q = U Q U T . Denote q = gU 1 2 Q .
we know that S 1 (x,x) = 1 since x[n] is zero mean. Hence equation (7) can be written as
Defineq = 1 α q, where α 2 =T . The optimization problem can be written as
subject toqq T = 1. Note that for any α, the optimal argumentq that maximizes 2αq
where b is defined by (10) . Moreover, the resulting maximum is
Then the optimization problem (15) turns out to be
andq opt is given by (16) . By some basic calculus techniques, the optimal parameter α can be computed easily
and the resulting maximum is given by
where γ is defined by (12) . It follows from (13) and (16) that the optimal g opt is given by
This completes the proof. Remark 1: Since the optimal equalizer is unique, the value 1/γ should be the same as γ defined in [11] for single channel systems, of which an iterative algorithm is given. Theorem 1 tells us that γ can be computed analytically by (12) not only for single channel systems, but also for general multichannel systems.
Theorem 1 provides not only the optimal SSIM solution, but also some useful insights into the design procedure. For instance, we know intuitively that the longer the length of the equalization filters, the better performance of SSIM can be achieved for fixed H (z), x and η . Some interesting problems that arise naturally include what the performance limitation is as N tends to infinity, and how the designer set a good tradeoff between N and the achievable SSIM index. These problems can be partly solved by drawing the relation of γ and N by using (10) and (12), which is illustrated by different examples in Section V.
It is well-known that
is the optimal Wiener solution, which minimizes the MSE.
In [8] , the authors show the advantage of SSIM index compared with MSE by various applications in image processing. Theorem 1 shows that there is a direct connection between the equalizer with maximal SSIM index and the one with minimal MSE. Indeed, the only difference between g opt in (11) and g M S E is a scalar γ , which surprisingly turns out to be the inverse of the optimal SSIM index. This means that the SSIM restored image is merely a contrast adjustment of the traditional MSE-based restoration. 1 Since the scalar γ is always greater than 1, and usually not a constant in practical applications, the SSIM restored image is always brighter than the MSE-based restoration, although the variation of the brightness of each pixel depends on the corresponding γ .
In the problem of finding the optimal sparse representation of static systems, it has been shown in [27] that the optimal SSIM-based representation is a scaling of the optimal L 2 -based representation. However, the technique can not be used to the multichannel equalization problem which essentially deals with dynamic systems.
The following theorem gives the direct relation between the optimal SSIM index and MSE.
Theorem 2: Assume that x[n] and the noise η[n] are two independent WSS random processes with zero mean. Given the blurring filter H (z), let S max and E min be respectively the maximal SSIM index and the minimal MSE achieved by N-tap linear equalizers. Then the following equalities hold,
Since μ x = 0 and μx = 0, by using (4) and (5), we have
where b is given by (10) . The last equality in (22) follows from the fact that
x − E min to (12), we get (20) . (21) can be verified directly by using (20) .
Apart from Theorem 1, the SSIM performance limitation can also be computed directly by using (20) once we know the MSE performance limitation, which has been extensively studied in signal processing community as well as control community [31] - [33] .
Remark 2: Theoretically, an entire image is modeled as a wide sense stationary (WSS) process, which means that the optimal equalizer (11) is a non-adaptive solution. In practice, however, the equalizer g opt is computed adaptively by using the estimation of x estimated from y locally on a sliding window.
The PSD of the source can be estimated under the assumption that the blurring filters and the PSD of the noise are known at the receiver [11] , [28] , [29] . For single channel systems, an efficient estimation method is recommended for the application of image restoration in [11] . In fact, x can also be estimated directly by using matrix manipulations for multichannel systems. Note that
where H(N, M) is defined by (2). x can be determined uniquely from (23) if H(N, M) is of full column-rank. For multichannel systems with K > 1 , the full column-rank condition is satisfied when H i (z), i = 1, . . . K have no common zeros and N > M [34] . From this point of view, we may contribute the improvement of multichannel equalizers compared with single channel equalizers to two aspects, of which the first one is that a larger SSIM index can be achieved by (12) , and the second that a better estimation of x can be reached. Theorem 1 can not be applied when there is no noise η, for in such situation Q may not be invertible. In the following, we will show that S 2 (x,x) = 1 can always be achieved if H(N, M) satisfies a rank condition when there is no noise. Let 
where U 2 is given in (24) and q 2 ∈ R 1×(N K −N−M+1) is an arbitrary row vector. Proof: Since rank{H(N, M)} = N + M − 1, we know that 1 in (24) is invertible. Define
where U 1 is given in (24) . Note that all g can be written as
where U 2 is given by (24) and q 2 ∈ R 1×(N K −N−M+1) = gU 2 . By direct computation, we have
Substituting (27)- (28) to (9), we have
Following a similar procedure in the proof of Theorem 1, we know that the optimal q 1 maximizing (29) is uniquely given by
where γ is defined as (12) . Note that the parameter b can be computed directly as follows
x . It is easy to verify that γ = 1 by substituting b to γ . Hence
is an optimal equalizer with S 2 (x,x) = 1. By substituting (30) to (26), we know that all equalizers such that S 2 (x,x) = 1 can be written as the form of (25) . This completes the proof. The full column rank condition in Theorem 3 is related to the zeros of the blurring filter, which is a common condition in the problem of blind equalization and identification [34] - [36] .
We can see from (29) that the eigenvectors corresponding to the zero eigenvalue of Q has no effect to S 2 (x,x). The extra freedom of q 2 in (25) can be used to make S 1 (x,x) larger when the mean of the source is not zero. Moreover, we may get extra design freedom by putting aside the effect to S 2 (x,x) of the eigenvector of Q if its corresponding eigenvalue is small. This idea will be employed to deal with general sources with non-zero mean in the following section.
IV. SUBOPTIMAL EQUALIZERS FOR GENERAL SOURCES
In this section, we address the problem of finding g such that S(x,x) in (7) is maximized for general images, of which the mean may not be zero. We first characterize the equalizer maximizing S 1 (x,x) alone.
Theorem 4: For the blurring filter
Proof: Note that 1 + a 2 ≥ 2a for arbitrary a, and the equality holds if and only if a = 1. Hence S 1 (x, y) ≤ 1, and the equality holds when
Note that (31) is a one-dimensional equality constraint, which means that it can be easily satisfied by one free parameter. From this point of view, Theorem 3 can be extended to general non-zero mean sources. 
Algorithm 1 Calculation of a Suboptimal SSIM Equalizer for General Sources
where U 2 is defined in (24) and
Proof: where q 2 ∈ R 1×(N K −N−M+1) is non-empty free vector.
Taking q 2 such that (33) holds we get the equalizer with S 1 (x,x) = 1. Therefore, g opt given by (32) makes Assume that x[n] and the noise η[n] are two WSS random processes and are uncorrelated with each other. Assume further that the mean of η[n] is zero. Given the blurring filter H(z), let Q be defined by (6) . It follows from the proof of Theorem 1 and Theorem 5 that if one eigenvalue of Q is small, we may ignore its effect on S 2 (x,x) and use the freedom to maximize S 1 (x,x). This idea brings about Algorithm 1 which provides a suboptimal solution for non-zero mean sources.
Algorithm 1 computes a suboptimal equalizer g with SSIM index S. Moreover, we can obtain an upper and lower bound of the maximal SSIM index StatSSIM max (x,x). This is stated by the following corollary.
Corollary 1: Let γ , g and S be computed by Algorithm 1, then we have
Theorem 1 and Theorem 4 show that S 2 max = 1/γ and S 1 max = 1 can be achieved by different optimal equalizers respectively. The iteration in Algorithm 1 is actually searching a tradeoff between S 1 and S 2 . It follows from (34) that the SSIM index of the suboptimal solution by Algorithm 1 is determined by α 0 , c 1 /μ 2 x and 1/γ . The value of α 0 and S 1 will be computed for g opt with S 2 max = 1/γ in numerical examples.
V. NUMERICAL EXAMPLES
In this section, we will present various numerical examples to illustrate the usage of the proposed theoretical results.
To avoid the influence of the estimation error of C xx , we use a first-order Autoregressive (AR) model with correlation ρ = 0.95 as the model of the source image in Example 1-3. The first-order AR model is a good representation of many images. In three examples, we set σ 2 x = 600 and c 2 = 58.5225 if they are not specified explicitly. Example 1: This example demonstrates how the value of b, γ and the optimal SSIM index vary with respect to the equalizer length N and the noise strength. The blurring filter is the Gaussian filter with length 5 and standard deviation 2. The noise is white Gaussian with the standard deviation σ n = 40. The subplots in the left column of Fig. 3 show the relation with the equalizer length N. We can see that the performance improves as the length N of the equalizer increases. However, the improvement is not significant for N ≥ 9 as shown by Fig. 3e . This suggests a good choice of the equalizer length between the restoration performance and the implementation complexity. The subplots in the right column of Fig. 3 show the relation with the noise strength. Generally the SSIM index decreases as the standard deviation of the noise increases. The SSIM performance of the optimal MSE equalizer is also drawn in Fig. 3e-3f , both of which show that the optimal SSIM equalizer does give a better performance. However, the performance difference between SSIM index and MSE is small when the noise standard deviation small as shown by Fig. 3f . Fig. 3g-3h plot the value of α 0 defined in Algorithm 1, which determines the value of S 1 . We see that α 0 is closer to 1 as the equalizer length gets larger.
The relation between the optimal SSIM index and the SNR (N = 9) is shown in Fig. 4. In Fig. 4a , the SNR increases by increasing σ x for fixed σ n , while in Fig. 4b , the SNR increases by reducing σ n for fixed σ x . For fixed blurring filters, we can see from Fig. 4 that the SSIM performance is determined by the SNR uniquely when the SNR is high.
Example 2: This example considers the two channel systems. The following four sets of blurring filters are chosen: 5 shows that the SSIM index decreases as σ n increases. In Fig. 5 , the length of all equalizers is set to 11. For each set of blurring filters, the two channel equalizer has better SSIM performance than the single channel equalizer. This performance improvement of two channel systems is more significant as σ n increases (the SNR decreases). The relationship between the SSIM index and the equalizer length is shown in Fig. 6 (σ n = 30) and Fig. 7 (σ n = 0) . It can be seen from Fig. 6 that the two channel equalizer gives much better SSIM performance in each case. One can determine the equalizer length which provides a good tradeoff between the SSIM performance and the implementation complexity. For this particular example, N = 6 is a good choice.
For minimum phase blurring filters, the maximal SSIM index with either single channel equalization or two channel equalization tends to 1 when the equalizer length increases as shown by Fig. 7a . As shown in Fig. 7b-7d , the SSIM index can never reach 1 by single channel FIR equalizer for the non-minimum phase blurring filter. However, the SSIM index tends to 1 by the two channel equalizer as the filter length increases. SSIM is almost 1 for blurring filters set (b), set (c) and set (d) when the equalizer length N is equal to 8, 5 
The local value of S 1 of pixels from the first 10 rows with c 1 = 6.5025. and 6 respectively. As we said before, the smallest equalizer length with good SSIM performance depends on the position of the non-minimum phase zeros of the blurring filters.
Example 3: This example considers a three-channel system with σ 2 x = 600 and σ 2 n = 625. The blurring filters are Gaussian filters with length 7 and σ H 1 = 1, σ H 2 = 2, σ H 3 = 15, respectively. The relationship between the SSIM index and the equalizer length is plotted in Fig. 8 , which shows that the three-channel equalizer achieves much better SSIM performance than two-channel equalizers and single-channel equalizers. The computational burden is not heavy since only matrix manipulation is involved in Equation (11)- (12) .
In the following three examples, we apply the method to real images. In practical applications, the SSIM index of an entire image is the average of all SSIM value computed locally along a sliding window. Therefore, the optimal g opt is computed adaptively by using x estimated from y within a fixed window. In all three examples, the window is of size 35 × 35, and c 2 = 58.5225.
Example 4: In this example, we use a region of the Lena image as the test image, which is blurred by three different length 7 Gaussian filters with σ H 1 = 2, σ H 2 = 3, and σ H 3 = 7. The noise is Gaussian white with standard deviation σ n = 35. The original image and distorted images of three channels are shown in Fig. 9 . Fig. 10 shows the restored images by single channel blurred image and different combinations of subchannel images. The optimal SSIM index is given in Table I . Both Fig. 10 and Table I show that multiple channel restoration outperforms the single channel restoration. Fig. 11 draws the local value of S 1 of the image restored by channel 1 only for pixels of the first ten rows. Here we choose c 1 = 6.5025. We can see that S 1 varies between 0.75 and 0.99. We find that S 1 is small at the pixels near the left boundary of each row. One reason is that x can not be estimated accurately for those pixels.
Example 5:
In this example, we consider the Barbara image of size 512 × 512 distorted by three length 7 Gaussian filters with σ H 1 = 2, σ H 2 = 5 and σ H 3 = 7. The noise is Gaussian white with standard deviation σ n = 25. The original image, two distorted images and some reconstructed images are shown in Fig. 12 . The SSIM values including other test images are given by Table II . We can see that the SSIM optimal equalizer outperforms the MSE-based equalizer, and the multiple channel restoration outperforms the single channel restoration.
Example 6: In this example, we use the Lena image of size 512 × 512 as the test image. Three length 7 Gaussian filters with σ H 1 = 2, σ H 2 = 3 and σ H 3 = 7 are adopted as the blurring filter. The noise is Gaussian white with standard deviation σ n = 35. The original image and some distorted and reconstructed images are shown in Fig. 13 . The SSIM values including other test images are given in Table I . We can draw the same conclusion as Example 5 that the multiple channel restoration outperforms the single channel restoration, and the SSIM optimal equalizer has better performance.
VI. CONCLUDING REMARKS
The optimal design of multichannel equalizers with SSIM criteria has been studied. Under the assumption that the source image is zero mean, closed-form formulae have been presented for the optimal equalizer and the achieved SSIM index. The results show that the equalizer with maximal SSIM index is the one with minimal MSE multiplied by a scalar γ , which turns out to be the inverse of the achievable maximum of the SSIM index. Direct relationship between the SSIM index and MSE has been established. An algorithm to compute the suboptimal solution for general sources is proposed. Finally various numerical examples have been given to illustrate the effectiveness of the theoretical results.
Much research can be done on SSIM index oriented optimization by using the idea developed in this paper. Firstly, it is interesting to apply the SSIM index into the design of general filter banks, which has wide applications in subband coding and compression. The main difficulty is to deal with the cyclo-stationary property of the signals. Secondly, new blind equalizers with the maximal SSIM index may be designed based on MSE-optimal equalizers [4] , [5] .
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