An image segmentation method is proposed based on texture analysis. The method is composed of two parts. The first part determines a novel set of texture features based on Gaussian Markov Random Fields (GMRF). Unlike other GMRF-based methods, our method is not limited by a fixed set of texture types. The second part is a 2D array of locally excitatory globally inhibitory oscillator networks (LEGION). The coupling strengths between neighboring oscillators are determined by texture feature differences. When LEGION runs, the oscillators corresponding to the same texture tend to oscillate in synchrony, whereas different texture regions tend to correspond to different phases. In simulations, a large system of differential equations are solved using a recently proposed method for integrating relaxation oscillator networks. Results on real texture images are provided to demonstrate the performance of our method.
INTRODUCTION
Image segmentation is a fundamental and yet difficult task in machine vision. Texture is one of the visual features believed to have an important role in scene segmentation. A number of definitions of texture are given in the literature and formulated differently depending on particular applications. None of these definitions have been proven to be complete and sufficient for all applications [56] . Intuitively, it is related to patterned variations of intensity across an image. Hence, it is natural to deduce that texture is a region property, not a point property.
Research in texture analysis can be categorized into four aspects, including texture synthesis [9] , texture classification [10, 39] , shape from texture [49] , and texture segmentation [54] . Texture segmentation in general is composed of two related steps, namely, extraction of texture features and clustering of these features to achieve segmentation. The main purpose of the extraction step is to map the differences in the spatially varying intensity structures into the differences in the texture feature space. Consequently, a clustering method is employed to analyze the feature space in order to obtain homogeneous regions. Performance of a clustering method critically depends on the quality of the texture features. The quality of the features, on the other hand, depends on the spatial extent of the data from which the features are extracted. However, large spatial extent, in turn, deteriorates localization of the structures. This interdependence is also known as the uncertainty principle in image processing [63] .
There are a number of methods to extract texture features. These can be categorized into geometrical, statistical, signal processing, and model-based methods [56] . Geometrical methods include the structural methods [66, 16, 58, 5, 54] and Voronoi tessellation features [55] . Co-occurrence matrices [23] and autocorrelation features constitute the statistical methods which make use of the spatial distribution of the gray level values across an image. Approaches based on the autocorrelation may also be classified as a signal processing method because of the relation between the autocorrelation and the magnitude of the Fourier transform of an image. In addition to Fourier domain filtering [11] , spatial domain filtering [33, 36, 45, 57, 28] and the wavelet transforms such as Gabor filters [13, 1, 6, 20, 27, 64, 34, 24] form the class of signal processing. The last group of methods is composed of those that assume a model for the gray level variations defining the texture. Among them are fractals [42, 59, 31] and random field models -in particular, Markov Random Field models [12, 52, 18, 8, 14, 38, 10, 65] .
Markov Random Fields (MRF) have been shown to be quite successful for texture modeling [12, 30, 44] . This model captures the local characteristics of an image by determining the dependency of a pixel intensity on that of its neighboring pixels. It is the structure of this dependency that is hypothesized as an MRF with a certain set of parameters. Furthermore, the dependency is expressed in terms of a local conditional probability distribution defined over pixel intensities. If this distribution is assumed to be a Gaussian distribution, the model is called the Gaussian Markov Random Field (GMRF) [48] . The differences among the model parameters of different textures make it possible to discriminate one texture from another.
Due to its importance, scene segmentation has been of concern to neural networks. Unlike computer algorithms, neural networks perform parallel and distributed computations. This constraint brings about a representation problem since a neural architecture can support only certain types of representation. One representation is the so-called neuron doctrine [2] where neurons at higher brain areas are assumed to become more selective and eventually a single neuron represents a single object or a region (the grandmother-cell representation). This approach is effective only when objects in images are already learned and stored in a memory system. It presents a problem when novel objects or regions are encountered, unless one assumes that all possible objects have been coded a priori. In the latter case, however, the number of neurons needed to encode objects would be prohibitively large as there are exponentially many ways of composing objects based on a limited number of features. Alternatively, one might also suggest representing different objects or regions by dynamical linking of corresponding features to avoid the combinatorial problem. Temporal correlation is one such scheme where feature binding is encoded based on the collective activities of the multiple units in a neural network [41, 37] . A special form of temporal correlation is oscillatory correlation, where the basic unit is a neural oscillator [60, 50] . The discovery of synchronous oscillations in the visual cortex [15, 22] provides neurophysiological support to this representation. The experimental observations have triggered much interest in exploring oscillatory correlation to solve the problems of segmentation and figure-ground segregation.
Due to their success in signal processing and classification, some neural networks have been proposed to perform texture segmentation. Some of these approaches formulated texture segmentation as a maximization problem of aposteriori probability (MAP) which is equivalently expressed as a minimization problem of an energy function [19, 10] . Following that, the optimization problem is mapped into a neural network implementation and Hopfield-type networks are typically used for the task [10] . Another study suggested a cooperative-competitive feedback network to segment a given image after it is filtered by a bank of filters [20] . The idea of winnertakes-all mechanism is combined with the biologically plausible Gabor filters in a neural network architecture. As an alternative to an analytically expressed filter forms, such as Gabor filters, in another study, a multi-layer perceptron network is trained to obtain texture specific filters [28] . Sometimes, the same network used for filter design is also employed to classify patches of regions within an input image to ultimately obtain a segmented image [28] . Another neural network approach, which also uses a bank of Gabor filters, is based on coupled oscillators [1] .
LEGION [60, 50] , which exhibits emergent properties based on local computations performed by coupled oscillators, has been proposed to deal with image segmentation. It is based on the idea of oscillatory correlation [50] , whereby phases of neural oscillators encode region labeling. When a LEGION network runs, oscillators corresponding to one region attain the same phase, which is different from those of other regions [61] . Unlike many other image segmentation approaches, LEGION networks represent a dynamic systems approach. Oscillators are active agents that are driven by external stimulation and influence each other through coupling. Segmentation is achieved in a continuous-time process that corresponds to parallel and distributed computation. LEGION has been rigorously shown to be capable of both rapid synchronization and desynchronization required for image segmentation.
In this paper, we describe a method which combines GMRF and an oscillatory neural network, namely, a LEGION network, for texture segmentation. GMRF has been known in computer vision for texture modeling. Even though our texture feature extraction method is different from the commonly used form of GMRF in the strict sense, it still keeps the properties of GMRF in terms of local dependence structure (more details in Sect. 3). In our method, extraction of texture features is followed by an oscillator network. The neural network architecture in our approach, namely, a LEGION network, is different from its original formulation for image segmentation. We emphasize the notion of spatial context by incorporating local averages into the local oscillator couplings. Moreover, an additional inhibitor is utilized to reinforce desynchronization. In previous applications of LEGION networks, an algorithm was designed to mimic the network behavior and has been employed for image segmentation [61] . In order to assess the network dynamics more faithfully, our current study directly integrates thousands of differential equations governing the behavior of the constituent oscillators to segment an image. Note that such integration normally is computationally very expensive when dealing with real images typically having pixels or more. Our direct integration is made feasible by a recently proposed method [35] specifically for integrating relaxation oscillator networks, of which a LEGION network is a typical example. The method, called the singular limit method, integrates relaxation oscillator networks in the singular limit (more details in Sect. 3). According to [35] , the method gives rise to remarkable speedup (more than 100 times) compared to the commonly used Runge-Kutta method.
In sum, this paper proposes a new way of extracting GMRF-based texture features, and for the first time demonstrates image segmentation by integrating a large set of differential equations, corresponding to a biologically plausible oscillator network.
Rest of the paper is organized as follows. Section 2 provides the background for texture feature extraction and the LEGION network. This section is followed by a description of our method 128 128 × in detail. Subsequently, the performance of our method is demonstrated on real texture images by computer simulations. Finally, our method is compared with others and conclusions are presented.
BACKGROUND

MARKOV RANDOM FIELDS
Model Description
The idea of MRF in image processing is to represent an image by capturing local characteristics in terms of a local conditional probability distribution. If the structural form for the local conditional probability distribution is assumed to be Gaussian, the model is called Gaussian Markov Random Field (GMRF) [48] . The size and the topology of the local dependence are designated as the order of the model. For example, a second order MRF contains eight-nearest neighbors (Fig.  1) . Before introducing the framework of the model, some terms need to be defined. Let denote the set of grid points in the lattice corresponding to the pixels in the image, where and denote an array of labels and gray levels with zero mean, respectively.
will be the symmetric second order neighborhood of a site C (Fig. 1) . Assuming that all the neighbors of C have the same label as that of C, we can write the following expression for the conditional probability density of the intensity at a pixel site C: (1) where is the partition function of the conditional Gibbs distribution which is the sum of the numerator for all possible realizations of and (2) where and are the GMRF model parameters of the label . The model parameters satisfy . Furthermore, the joint probability in a window can be written as (3) where is the partition function and
where is a set of shift vectors corresponding to the second order GMRF model and represents the intensity array in the window .
Model Parameter Estimation
There are several methods for estimating GMRF parameters. Among them are maximum likelihood (ML) estimation, coding scheme [3, 4] , and least square estimation. ML has the best estimation efficiency (convergence to the true value as the size of the estimation data increases) among the three but it requires a tremendous amount of computation since its solution requires that numerical optimization algorithms be employed. We adopt the least square estimate [3, 30] among other methods of estimation, because it is easy to compute and has a reasonable estimation efficiency [44] .
LEGION
The temporal correlation theory asserts that an object is represented by the temporal correlation of the firing activities of the scattered neurons coding different features of the object such as color, motion, and brightness [41, 37] . LEGION is based on the idea of oscillatory correlation, where the phases of the neural oscillators encode the binding of the features [60, 50] . A single oscillator of a LEGION network is defined as a feedback loop between an excitatory unit and an inhibitory unit :
where denotes the variance of a Gaussian noise term and represents external stimulation to the oscillator. The parameter is chosen to be a small positive number. The x-nullcline ( ) of (5a) is a cubic curve while the y-nullcline ( ) of (5b) is a sigmoid function, as shown in Figure 2A -B. The limit cycle of an oscillator tracks a segment of its xnullcline on the left branch (LB) until it reaches a point called the left knee (LK), then jumping to a segment of its x-nullcline on the right branch (RB) (Fig. 2A) . It continues on the RB until it reaches the right knee (RK) where it jumps back to the LB by completing its limit cycle. Its motion between the left and the right branches is defined by . The smaller is, the faster the jumps are relatively. When an oscillator is on RB, it is also said to be in its active phase. If we ignore coupling and noise and set to a constant, (5) defines a typical relaxation oscillator, similar to the van der Pol oscillator. If , the two nullclines intersect along the middle branch of the cubic and the system is oscillatory ( Fig. 2A) . If , then the nullclines intersect at a stable fixed point along the left branch of the cubic. In this case the system does not oscillate (Fig. 2B) .
is a parameter and determines relative times the oscillator spends tracking RB vs. LB. If we ignore external stimulation and noise, existence and location of the limit cycle are determined by which denotes coupling from neighboring oscillators, the global inhibition, and the potential of oscillator . The effect of is to raise or lower the cubic of oscillator . The detailed definition for will be provided in the next section.
THE MODEL: GMRF AND LEGION
It is well known that texture perception is a local process rather than a global one [29] . This feature is naturally incorporated into a LEGION network which functions primarily through local couplings. The couplings between neighboring oscillators encode the similarity/dissimilarity information among the neighboring pixels. In our method the coupling strengths are determined using the GMRF-based texture features.
In addition to the novelty due to oscillatory approach to segmentation, our method differs from other methods using GMRF by not involving a training step. In other approaches, a set of different types of texture is formed. Following that, an image which contains only one texture
type from this set is analyzed to estimate its GMRF parameters. This process is repeated and thus, the GMRF parameters of all texture types in the set are obtained. Having stored these GMRF parameters, images which have only these textures are attempted to be segmented. Our method, on the other hand, does not require a fixed set of texture types whose features are determined a priori. As the first step of the segmentation process, texture features are estimated on-line within estimation windows. Not only estimation windows are not restricted to enclose only one texture type but also texture types encountered are not known in advance. Thus, unlike other approaches, our approach is not limited by a fixed set of texture types formed a priori.
In the original formulation of the least square estimation method, a window of size containing a single texture is considered. Let be the lattice in the estimation window, be the interior region of , and be the boundary, i.e., where
Let . Consequently, the least square estimate of the parameter vector, , is given by [3] :
We modify this estimation slightly and introduce a novel set of texture features given by:
where Unlike other approaches, we use 's instead of 's as the texture feature set. This is a major difference between our texture features and those of other GMRF-based approaches. The motivation for using 's is to have texture feature components that have comparable magnitudes. If this condition is not satisfied, as in other approaches using , one or more feature components that assume large values may deteriorate texture discrimination power of other components because of magnitude difference. Also, note that the drawbacks of the least square estimation are not of concern in our study. Our goal is to extract a set of texture features with high discrimination power, but not to recover the underlying GMRF model accurately.
Initially, for each location in the input image an estimation window of size is considered to extract the GMRF-based texture feature vector. By moving the estimation window across the input image, the texture feature vector, , is determined for each location except those locations close to the boundary of the image where estimation windows cannot be formed. Note that since each location has a texture feature vector with four components, one can also visualize this vector field as a set of four feature images where each image corresponds to one component of the texture feature vector for all locations. Once the feature images are obtained, they are processed by an edge preserving noise suppressing quadrant filter (EPNSQF) (Fig. 3 ) [53, 25] . EPNSQF is originally designed to filter a single image. In this filtering process, five square subwindows are formed within a filtering window centered at each location in the image (Fig. 3 ). Mean and variance of each subwindow are calculated to select a winner subwindow that has the smallest variance. Consequently, the filter output for the window center location is assigned the mean of the winner subwindow. By shifting the center of the filtering window to other points in the image and repeating the calculations the filter outputs for other locations are obtained similarly. In EPNSQF, blurring due to averaging operation across the region boundaries is minimized by choosing the filter outputs as the mean intensities of only those subwindows with the smallest variance.
As an extension to the original EPNSQF, the four feature images are processed simultaneously in our method. Instead of filtering each feature image independently, subwindows corresponding to the same subregion within the filtering windows in all feature images are considered as one subwindow set. Therefore, for each location five subwindow sets are considered in calculations (Fig. 4) . The mean and the variance of each subwindow are determined and the variances of the subwindows from the same set are summated to obtain the total variance for that subwindow set ( Fig. 4B and C) . Among the five subwindow sets the one with the minimum total variance is selected as the winner. Finally, a mean feature vector, where each component is the mean of one subwindow in the winner set, is formed and assigned to the filter output for the center location ( Fig. 4D and E ). This process is repeated by shifting the center of the four filtering windows to a new location. As a result of multi-dimensional EPNSQF (MEPNSQF), filter output vector, , for each location is obtained. Each component of the filter output vector for all locations forms one of the four filter output images.
Once the feature images are filtered by MEPNSQF, the weights necessary for LEGION can be calculated. We use a 2D array of oscillators and two global inhibitors in our method, as shown in Figure 5 . in (5) is given by: (9) where the summated terms correspond to neighbor coupling, potential, fast inhibition, and slow inhibition, respectively. represents the Heaviside step function.
The first term represents the contribution from the neighbors. is the coupling weight from its active neighbors to oscillator . They can pass their excitation only if total dissimilarity, , is below a certain threshold, . Total dissimilarity is given by: (10) where is the dynamic connection weight from oscillator to oscillator and N(i) represents the set of neighboring oscillators which is a neighborhood around oscillator , excluding the center.
represents the threshold for activity to test whether the oscillator is in its active phase (see Fig. 2 ). The first term on the right hand side represents the sum of the dissimilarities of the active neighbors and the second term detects if there is no active neighbor. If none of the 's neighbors is active, the first term is 0 whereas the second term is 1. On the other hand, if there is at least one active neighbor, the second term becomes 0 and the first term assumes a value between 0 and 1. Thus, always lies between 0 and 1. By choosing between 0 and 1, active neighbors are allowed to pass their excitation depending on the first term, excluding the case where there is no active neighbor.
We further need to define the dynamic connection weights, , in (10). The dynamic connection weight between oscillators and is given by:
where is the normalization factor to which a small term is added to avoid division by zero. Here, is the component of the filtered feature vector, , at the location corresponding to the oscillator and similarly, is the component of the filtered feature vector, , at the location of the oscillator . Let us consider an oscillator which is located at point P and assume that some of its neighbors are in their active phase while the rest are not (Fig. 6) . Note that the dynamic connection weight is defined for all the neighbors whether or not they are in their active phase. But, only those that are in their active phase will contribute to total dissimilarity as dictated in (10) . Therefore, overall effect of (10) and (11) is that only those neighbors that are in their active phase can pass their excitation to oscillator . The normalization factor in the denominator is given by:
where is the number of neighbors that are in their active phase, is the magnitude of the filtered texture feature vector at location , and is the magnitude of the average filtered texture feature vector of the active oscillators in N(i) given by:
where is added a small number to avoid division by zero. Normalization factor, , is introduced to assess the relative local changes of the features independent of their magnitudes. Note that the normalization factor considers feature vectors of only those neighbors that are in their active phase. As (11)- (13) describe, dynamic weights between an oscillator and its neighbors depend on the texture features and the activity of the oscillators within the neighborhood. Therefore, the activity of oscillator is context dependent since the local average of feature vectors of its neighbors defines a context in a sense. This property makes our method more consistent with the Gestalt Principles [62, 32, 47] . With this property local variations can be accommodated and hence, segmentation results become more uniform and robust. The dynamic weight between an oscillator and its neighbors decreases as the relative difference between its texture feature components and those of its active neighbors decreases. Note that the dynamic weight, , represents dissimilarity here. Thus, if is small, oscillator is more likely to jump to RB. Intuitively, the dynamic weight of an oscillator is proportional to the sum of the absolute differences between the components of its feature vector and that of the average feature vector of its active neighbors. The smaller the difference is, the more likely the oscillator synchronizes with its currently active neighbors.
The second term in (9) is introduced to make the distinction between homogeneous regions and noisy fragments [61] . For this purpose, a variable called potential is introduced for each oscillator. Initially, all oscillators have high potentials. The potential of an oscillator decays. However, if an oscillator has a significant number of neighboring oscillators that are in their active phase simultaneously, its potential rises. Because of this, after a short period of time only those oscillators can still have high potentials. Oscillators that can keep their potentials high are called leaders. Other oscillators that can be recruited to jump to RB by leaders are called followers. Large homogeneous regions can produce leaders. Since noisy fragments tend to be small and isolated, they tend not to be able to produce leaders. The oscillators in the noisy fragments will stop oscillating altogether. The potential of oscillator , , satisfies the following equation: (14) Note that the outer Heaviside function equals if the number of active oscillators in N(i) exceeds the threshold . If this is the case, approaches with , otherwise relaxes to on a slow time scale determined by whose value is chosen to be on the order of . Therefore, can only exceed the threshold in (9) if it is able to receive a large enough lateral excitation from its neighborhood, N(i). Lastly, is the weight for the potential contribution in (9) . The third and the fourth terms in (9) are the fast and slow inhibitions, respectively. and are the thresholds; and are the weights of the fast inhibitor and the slow inhibitor, respectively. The activity of the fast inhibitor, , is given by:
where if for at least one oscillator and otherwise, and is a parameter. The activity of the slow inhibitor, , is given by: (16) Here the function if and otherwise. Both parameters of and are on the order of . results in slow rise and fast decay to for the slow inhibitor.
The main difference between the LEGION network described here and that described previously [50] is the dynamic local averages introduced here, which might induce false synchronizations initially. If texture features are sharply separated along region boundaries in an image, theoretical results for synchronization and desynchronization will be the same as before, namely, if the number of regions in an image is R then the network will segment them in (R+1) cycles. In our study, depending on which of its neighbor are active at one point of time, an oscillator may or may not receive excitation. Assume that an oscillator is located very close to a region boundary where some of its neighbors are in a different region. In this scenario, its neighbors in the other region have a local average feature vector which tends to be very different from its feature vector. However, a subset of the same neighbors may have a local average feature vector similar to that of . Thus, at one particular time, if only that subset is active, will receive an excitation and will be able to jump to RB. But, when the rest of its neighbors from the different region become active, the local average feature vector will change and will not receive excitation from them anymore. Following that, its cubic will drop and will spend a shorter time on RB than its currently active neighbors. Consequently, this will separate from the false group of neighboring oscillators and bring it closer to the group it is supposed to be in. When its neighbors from the right region become active, will receive an excitation and synchronize with them. This analysis indicates that initial false synchronizations should disappear in a few cycles. Thus, the LEGION network described here is able to segment an image quickly.
One of the challenges of simulating a LEGION network for real image segmentation is the size of the numerical computations needed. To reduce the computational cost involved, previously an algorithm was extracted and applied to intensity image segmentation [61] . This algorithm keeps track of the branch each oscillator is on. When an oscillator jumps to RB, it brings its neighbors to jump and this causes its farther neighbors to jump, etc. Once a group has jumped to RB, it jumps back immediately. Even though the algorithm exhibits the essential properties of the network, it does not have the emergent property of the segmentation capacity and does not completely capture the network dynamics when local averages are incorporated into couplings.
Unlike the previous algorithmic approach, simulation of the network in our implementation entails integration of thousands of oscillators and thus, is prohibitively expensive. A neural oscillator, which is the building block of a LEGION network, travels along four different segments in the phase-space (Fig. 2) . Since the motion of an oscillator between LB and RB of the limit cycle is instantaneous, the limit cycle of the oscillator can be considered as composed of travelling along the two branches and the two jumps between them. It is this motion structure that is exploited in the singular limit method [35] . Except for the times of jumps, equation (5) can be solved analytically. This implies that a future location of an oscillator along one branch can be determined explicitly for a given time. Therefore, the limit cycle of an oscillator reduces to two analytical solutions along LB and RB and the instantaneous jumps between them. Since analytic solutions are available, the simulation can proceed in large time steps. In the presence of many oscillators as in the case of a 2D array of neural oscillators, the oscillators are allowed to travel along LB and RB until one of the oscillators reaches LK or RK of its limit cycle. Following the jump of that oscillator and possibly those of some others that are caused to jump due to coupling, the oscillators are again allowed to travel until another oscillator reaches one of the knees. This way of integration continues throughout the simulation. As analyzed in Linsay and Wang [35] , the singular
limit method offers remarkable computational reduction compared to commonly used integration methods such as that of Runge-Kutta. Therefore, we simulate a LEGION network, whose dynamic coupling weights are defined based on filtered GMRF parameters, using the singular limit method to achieve texture segmentation. A toy image of the size composed of three binary patterns, namely, a circle, a triangle, and a rectangle, is used to illustrate an application of a LEGION network in image segmentation (Fig. 7) . Since the intention is to demonstrate the LEGION mechanism, the coupling weights in the network are calculated based on the raw input image without any preprocessing to extract GMRF features or any smoothing with MEPNSQF. An array of oscillators is employed for this purpose. The singular limit method is employed for the simulation of the network to illustrate its use, though for this size of the network other integration methods may be used with reasonable computing time. All the oscillators covered by patterns receive an external stimulus of whereas the others receive . Therefore, the oscillators under stimulation become oscillatory whereas the others do not. Each oscillator receives some coupling from a neighborhood of the size around it. When using the singular limit method, the following parameters are not needed: , , , , , , , , . Instantaneous activity (snapshot) of the network at different stages of dynamic evolution is provided in Figure 7B -E, where each oscillator is represented by a circle. The diameter of a circle shows activity of the corresponding oscillator. More precisely, if the range of activities of all oscillators are and , the diameter of the circle corresponding to an oscillator is proportional to . The phases of all the oscillators are randomly initialized as shown in Figure 7B . Following that, the network reaches an activity as indicated by the snapshot in Figure 7C . One can see that all the oscillators corresponding to the "triangle" are entrained and have large activities (synchronization). At the same time, the oscillators simulated by the other patterns have very small activities (desynchronization). A short time later, the activities of the oscillators simulated by the "rectangle" reach high values and segregate from the rest of the oscillators in terms of phase (Fig. 7D) . Finally, the oscillators representing the "circle" become highly active, while the other oscillators attain small levels of activities (Fig. 7E ). To provide a complete picture, Figure 8 shows the temporal evolution of every oscillator in the network throughout the simulation. The activities of the oscillators covered by the same pattern are plotted together for comparison. As the evolution proceeds, the activities of the oscillators of the same pattern coincide with each other indicating the synchronization. By comparing the three traces, each corresponding to one pattern, one can observe that the oscillators corresponding to the different patterns achieve high activities at different times. This indicates desynchronization among the oscillator groups corresponding to the different patterns. Note also that the oscillators with no stimulus ( ) stop oscillating after a few cycles. Two plots at the bottom of Figure 8 show the activities of the fast and the slow global inhibitors, respectively. We obtained the same result using the fourth order Runge-Kutta method.
RESULTS
Natural textures from the Brodatz Photography Album [7] and the MIT Vision Texture Image Archive and an indoor image from Hofmann et al. [24] are used to demonstrate the performance of our method. We present nine images of the size containing different texture types. A second order Gaussian Markov Random Field is used for texture feature extraction.
We illustrate the segmentation process using the example shown in Figure 9A . The input image of the size is composed of four quadrant regions each with a different texture. The method starts with the extraction of texture features by moving a feature estimation window of the size across the image. Four GMRF-based texture features are estimated, and form the texture feature vector for each center location of the estimation window. Because of the image boundaries, the resulting 2D feature vector field has the size of . One can also view this 2D array of texture feature vectors as four separate texture feature images, shown in Figure 9B . Each feature image contains one component of the texture feature vector for all locations. with a subwindow size of is moved across the four feature images simultaneously as explained in Figure 4 . Subsequently, the filtering window visits all locations across the image, resulting in four filtered feature images as depicted in Figure 9C . Note that while the small variations within the different texture regions are removed, the borders between the regions are mostly preserved. Because of the feature image boundaries, the resulting 2D array of filtered feature vectors is of the size . Finally, segmentation based on the filtered texture features is performed by a LEGION network. An array of oscillators is employed for this purpose. The only network parameter that needs to be adjusted from one image to another is , while the others are kept the same. Subsequent snapshots of the network at different stages of dynamic evolution are provided in Figure 10A , where each oscillator is represented by a circle as in Figure 7 . Although not required, we preset initial phases of the oscillators in accordance with their filtered feature vectors as follows. A global average feature vector is calculated based on all feature vectors throughout the image. Following that, the phase of each oscillator is assigned in proportion to the angle between its feature vector and the global average feature vector. All oscillators start on their left branches. Their initial locations on LB are dictated by their initial phase. The sole purpose of such initialization is to speed up the synchronization and desynchronization processes. Based on this initial assignment, the neural oscillator network is allowed to evolve. After a few cycles, a group of oscillators reaches a high activity level as indicated by the leftmost snapshot in Figure 10A . One can see that all the oscillators in this group correspond to the lower right region of the image. At the same time, the oscillators simulated by the other regions are not active. A short time later, the oscillators simulated by the lower left region become active and segregate from the rest of the oscillators in terms of phase as depicted in the second image in Figure 10A . Subsequently, the oscillators representing the other two regions become highly active in turn, while the oscillators corresponding to other regions attain small levels of activities.
Once synchronized within each group and desynchronized between different groups, the LEGION network will keep its synchronization and desynchronization pattern unless the input image is changed. In other words, the segmentation result is robust with respect to given filtered texture features. To provide a complete picture of dynamical evolution, Figure 10B depicts the temporal trajectory of each oscillator throughout the simulation. In addition to the four regions, the activities of the oscillators that become background and the two inhibitors are also plotted. The activities of the oscillators of the same region concur with each other, indicating synchronization. When the top four traces are compared, we observe that the oscillators corresponding to the different regions achieve high activities at different times. This indicates the desynchronization among different oscillator groups. Finally, one can observe that background oscillators become silent shortly after the network starts running. Dynamic evolution of the inhibitors is consistent with the activation of different groups of oscillators as depicted in the lower two traces. The fast inhibitor has sequences of four consecutive activation traces where each activation trace corresponds to one group of synchronized oscillators. Similarly, the slow inhibitor shows four rising traces in concert with the activity of the fast inhibitor. Note that the slow inhibitor reaches its peaks slower than does the fast inhibitor. The fast and the slow inhibitors together assure proper desynchronization among different groups of oscillators.
Five additional segmentation examples of the same type are provided to demonstrate the performance of our method (Fig. 11) . Except for the parameter , which is adjusted for each image, segmentation results are robust with respect to all parameters. Similar to the example in Figure  10 , each input image is of the size and composed of four quadrant regions each with a different texture. To the right of each input image is the corresponding segmentation result. As a result of the network dynamics, different groups of oscillators become synchronized and desynchronized. Instead of depicting temporal activity of the network, the segmentation result is shown as a gray level image. In the segmentation result, those pixels corresponding to the same group of synchronized oscillators are colored with the same gray level. Different groups are assigned different gray levels. Finally, those oscillators which become the background are indicated by the black regions. 
×
In all cases of Figure 11 , our method is able to segment four regions successfully except for some errors along the boundaries. In Figure 11A , except for the lower right region and where all regions meet, the segmentation result is very close to the ground truth. The fact that GMRF modeling is not very good at modeling regular textures reveals itself for the lower right region which is relatively more regular than the other regions. The center area is prone to misclassification partially due to MEPNSQF processing. When the filtering window is in this area, it is more likely to choose a wrong subwindow set for the output assignment than elsewhere in the image. Another source of error is the texture extraction process. Our method makes errors usually along the boundaries because the estimation windows contain two different texture types, and therefore the estimated texture features are different from that of either of the two textures. Figures 11B and  11C have relatively better segmentation results than the other examples in Figure 11 . Except for the errors along the boundaries, segmented regions do not have holes except for the lower right region in Figure 11B . Note that even though the texture in the lower right regions of Figure 11A and 11C is the same, the segmentation results are not the same for this texture type. This is because of the difference in the values of . Holes in the lower right region of Figure 11A , which are part of the background, do not appear in the result of Figure 11C , since the threshold for the latter image tolerates more dissimilarity. In Figures 11D and 11E , similar to the previous results, errors occur along the boundaries and the central region. In Figure 11D , even though all regions seem to be uniform to the human eye, our method identifies inhomegeneities in the lower left region. This is an example illustrating that GMRF-based texture features do not always agree with perception. Finally, Figure 11E illustrates another problem due to the size of the texture elements. The upper right region in the image has diagonal line structures. Since these structures have larger sizes than that of the estimation window, our texture features do not capture them well, resulting in a large undecided region (background) between the upper left and the upper right regions. This does not present a problem along the boundary between the upper right and the lower right regions since the two regions have relatively larger intensity difference as compared to that between the upper left and the upper right regions.
An additional image having different boundary shape and orientations among three textured regions is segmented and the result is shown in Figure 12 . One of the three regions is a quadrant of a circular region (lower right corner of the image). The other two regions are separated by a diagonal border from the upper left corner to the lower right corner. The segmentation result is summarized in Figure 12B . As compared to the ground truth, the segmentation result is successful except for the errors located nearby the area where the three regions meet. Even though MEPN-SQF has intrinsic assumption of vertical and horizontal borders between regions, it is still able to locate the diagonal and the circular borders satisfactorily.
To demonstrate the performance of our method for input images with more than four regions, an input image similar to the ones in Figures 9 and 11 but with an additional square region in the center of the image is used as shown in Figure 13A . Unlike the networks used for the previous images, and an additional condition is incorporated: An oscillator can respond to an excitation only if it has more than two neighboring oscillators that are in their active phase simultaneously. This condition is to avoid one pixel wide region extensions. As it is depicted in Figure  13B , the five regions are successfully segregated along with the background region. There is an interesting "error" related to the boundary between the upper left and the upper right regions in the segmentation result. Even though the boundary should vertically bisect the top edge of the image according to the ground truth, our segmentation result shifts the boundary to the left. In fact, one can observe that the segmentation result is more consistent with that of perception in this particular case.
Finally, an indoor image that was used in the study of Hofmann et al. [24] and the resulting segmentation are shown to demonstrate the performance of our method in the presence of both textured and untextured regions (Fig. 14) . For this purpose, a window of the size in MEPNSQF and for the slow inhibitor are used. The condition where an oscillator can respond only if it has more than two simultaneously active neighboring oscillators is also employed to eliminate possible narrow extensions of the regions. Our method is able to segregate the couch with a rich texture, the floor, the couch with approximately uniform luminance, the
drawer part of the bookshelf, and the books on top of it in the upper right corner of the image. Fuzzy regions along the borders of the different objects constitute the background. The segmentation result is summarized in Figure 14B .
COMPARISON WITH OTHER METHODS
METHODOLGY
Current methods of texture segmentation can be generally classified to the approaches searching for MAP solutions by stochastic and deterministic relaxation methods implemented using approximation algorithms or neural networks [19, 10, 24] , using a bank of filters followed by a clustering algorithm [27] , using neural networks for filter design and/or for classification [20, 65, 28] , and employing dynamical systems [1, 64, 26, 34, 43, 21] . Among neural network based texture segmentation methods [1, 20, 26, 64, 65, 43, 21, 28, 24] , only one study, to our knowledge, is based on coupled oscillator neural networks, the same approach as we adopted.
In their pioneering study, Geman and Geman [18] and Geman et al. [19] incorporated prior knowledge about regions and boundaries into a probabilistic framework. Their results were obtained by searching for MAP solutions using a simulated annealing technique, which is computationally very expensive. In their methods, the number of different texture types in the images needs to be provided and many parameters such as disparity thresholds and block sizes have to be adjusted by trial and error. Similar to the work by Geman et al. [19] , Chellappa et al. [10] employed stochastic and deterministic relaxation techniques within an MRF framework, which is implemented in Hopfield networks. A set of features constituting , where is the local mean and the rest are the estimated model parameters in (7), was employed in their study [10, 38] . In addition to the prior training for each texture type, a large set of parameters need to be adjusted in their method by trial and error.
Another study, which also has the notion of energy minimization to achieve texture segmentation, formulates texture segmentation as a pairwise clustering problem based on a similarity measure using Gabor filter outputs [24] . They employed a deterministic annealing technique involving mean field approximation to solve the clustering problem. Their annealing technique is guaranteed to converge to local minima. Their method does not require prior training, but correct number of regions in each image has to be provided to the method. Their heuristic measure for estimating the correct number of regions in an image is not reliable based on their reported results. Their method also requires a postprocessing step which is based on MRF modeling, to remove isolated small misclassified regions.
Gabor filtering is appealing due to its resemblance to the processes taking place at the early stages of visual system [13] . One of the basic problems related to the use of the Gabor filter is the need for a large set of filters [46] . If small changes in texture frequency or orientation have to be captured or a discrimination ability for a large set of different textures is desired, the number of filters required must be large. In addition to the computational cost of having a large set of filters, combining filter outputs is also difficult. Thus, a main concern for research related to Gabor filters is on the methods to select and/or to combine the results of large set of filter outputs [46] .
Bovik et al. [6] adopted a simple peak finding scheme applied to the global power spectrum of the input image in order to select a smaller set of filters. In another study, it was pointed out that the detection of the peaks in the global power spectrum leads naturally to detection of those image components that are most redundant and therefore, have less discrimination power [51] . Therefore, a spectral feature contrast matrix was introduced for filter selection. Subsequently, a threshold was used to keep only those Gabor filters that are presumed to have sufficient discrimination ability.
Jain and Farrokhnia [27] suggested outputs of a bank of Gabor filters as texture features and a variation of k-means algorithm [17] for clustering. They applied an energy content criterion to
T μ select the most representative subset of 20 filtered images. They also proposed a criterion to detect the correct number of regions in a given image. Except for only one test image, the criterion did not indicate the correct number of regions in their example images. In an attempt to utilize spatial proximity in segmentation, they included pixel locations as additional texture features. If pixel locations are given as input to a k-means clustering algorithm with the correct number of regions, resulting segmentation appears very similar to the ground truth of their test images. The same observation was made in another study where a feature weighing scheme was suggested to combine different features [40] . They observed that texture features with a large range of values dominate the features with a smaller range. They suggested that z-score normalization followed by a feature weighing scheme to overcome the problem. They assumed that features with a high ratio of global variance to local variance have more discrimination power and defined a weighing scheme accordingly. They observed that the spatial locations had the best discriminatory power.
As an alternative to the approaches employing stochastic models or involving analytically expressible filters, Jain and Karu recently employed a multilayer perceptron (MLP) to design texture specific filters and to perform segmentation [28] . They proposed a neural network method which combines the stages of filtering, nonlinear transformation, and classification. Since it is the same network used for both filter design and segmentation, their method does not have the problem of selecting and combining an appropriate subset of filters. However, it appears that their modified method has problems in the presence of multiple unknown texture regions.
The core of the problem in combining multiple features of different kind, as in the case of a large set of filters and in the case of incorporating spatial proximity, is that different features have different ranges of values. Therefore, a set of features with comparable ranges of values is highly desired to eliminate at least one variability in the problem. Unlike other approaches based on MRF modeling and Gabor filtering, a set of features with similar ranges of values is employed in our method. Using our features not only alleviates the problem of combining features with different ranges of values but also strengthens the orientation selectivity of the model which is an important property in texture segregation.
While most of the above methods require prior information about the number of labels (regions), LEGION uses a flexible way of expressing labels as phases of oscillators. The interactions between local oscillators are in terms of phase only, and local operations are formulated in terms of just one phase variable, which implicitly expresses multiple labels. With implicit labeling LEGION does not entail more local operations when more regions need to be segmented. On the other hand, more labels increase local operations in methods employing explicit labeling, such as deterministic and stochastic relaxation methods, because operations are formulated in terms of different labels. Implicit labeling in LEGION comes from the fact that it performs segmentation in time. Also, there are rigorous results that guarantee the convergence of LEGION and state its time complexity in terms of oscillation cycles.
As compared to the approaches employing annealing techniques and neural network training, our method involves less computation. Furthermore, unlike the methods using annealing techniques, given the same input image, our segmentation result is always the same. The only other method based on coupled oscillators [1] does not clearly indicate when segmentation result emerges for a given image. Instead, activities of oscillators at selected times are interpreted as the indication of segmentation, which presents a severe problem for reading out results. Also, their use of phase oscillators limits their network ability to perform segmentation because phase oscillators in general cannot synchronize with local coupling, a crucial ability for image segmentation (see [50] for extended discussions on this point).
Our method shares a common ground with another dynamic system method studied by Lee [34] . Both systems involve analysis and implementation of a dynamical system. Lee's system tries to minimize energy functionals as the system evolves dynamically. This system, which consists of a set of 24 building units, is computationally very demanding. For example, it takes 2 hours to perform 10 cycles of iteration for one image on a MASPAR parallel computer. In contrast, our method does not involve energy minimization and requires far less computation than Lee's system, even if it involves solving differential equation simultaneously. Part of the 80 80 × efficiency in our system is derived from the use of relaxation oscillators that can be integrated quickly.
PERFORMANCE
The lack of appropriate quantitative measures for the quality of segmentation results and the use of diverse sets of test images in different studies make it very difficult to evaluate and compare different texture segmentation methods. For a more objective evaluation of our method, we also consider results of other methods that are not based on neural networks. For this purpose, we will compare our results with that of Geman et al. [19] , Jain and Farrokhnia [27] , and Chellappa et al. [10] , because of their novel approaches and relatively successful results on a common set of real textures, namely, Brodatz textures [7] . In addition, we include two recent studies in our comparison, since their images are quite similar to Brodatz textures [28, 24] .
The methods by Geman et al. [27] would be similar to ours, too, if the correct number of regions is provided to their method and the set of Gabor filters used is able to capture differences in textures forming the test images. In the recent study by Jain and Karu [28] , performing sufficiently many training cycles on representative texture samples and having the necessary number of hidden units, their neural network would be able to generate similar results compared to ours.
Among the five methods we select to compare, the studies of Jain and Farrokhnia [27] and Hofmann et al. [24] mentioned the problem of segmenting images composed of both textured and untextured regions. Jain and Farrokhnia pointed out that their method can segregate textured regions from untextured regions but cannot discriminate one untextured region from another. Hofmann et al. assumed a preprocessing step to segregate untextured regions from textured regions in order to obtain their result for the indoor image (see Fig. 14) .
In general, we observe that our results are at least as good as those of the above methods. Like ours, they all have classification errors around the boundaries, where decision windows include two or more regions simultaneously during segmentation. The main advantage of the methods based on training using a fixed set of textures is that they can produce satisfactory results on images with a large number of different textures. Since our method starts with a weaker assumption about texture types, namely, there is no training, its performance for such images is generally not as good as that of others. On the other hand, our method can perform satisfactorily for novel texture types while those methods relying on prior training cannot.
On a related note, one of the emergent properties of LEGION is that it can segment up to a certain number of regions given a fixed set of network parameters. The notion of capacity is consistent with the limited number of objects or regions that humans can attend to at any time [60] . In other words, segmentation of a limited number of regions in an image seems more consistent with human performance than unlimited segmentation.
Unlike the above methods, our method generates a background, a region that is composed of unclassified pixels. We claim that the inclusion of a background makes our method more amenable to a real environment, where textured and untextured regions mingle together as do uninteresting regions and interesting ones.
When only neural network methods are considered only, our method clearly presents the best set of results, with the additional advantage of not requiring any prior training. The only other method based on coupled oscillators [1] does not have segmentation results on real texture images. We believe that our method has substantially expanded the applicability of neural networks in image analysis.
To summarize, after carefully evaluating our method together with existing methods in terms of both methodology and texture segmentation results, we are led to the conclusion that our method offers unique computational advantages, in addition to the fact that our segmentation approach has a strong biological link.
CONCLUSION
Our method is composed of two parts, GMRF-based texture feature estimation and a neural oscillator network, namely, a LEGION network. Both parts are based on the notion of local computations, which is important for parallel and distributed processing. Our method is able to obtain comparable segmentation results with other successful studies, while involving only one parameter to be adjusted for each image and no prior training.
Five main factors give rise to the performance of our method. The first one is the assumption that the dependency of a pixel intensity on that of its neighboring pixels can be described by a second order GMRF. Second, a novel set of texture features is proposed for texture segmentation. Third, the computational framework presented is a biologically plausible neural network structure, where a new similarity criterion incorporating context into the segmentation process is introduced for determining coupling strengths. Fourth, a large set of differential equations is solved efficiently using the singular limit method. Finally, local couplings incorporate spatial proximity information into the segmentation process in a principled way. D) The subwindow set with the minimum total variance is the winner set. E) Finally, the means from the winner subwindow set form the MEPNSQF output at the center point of the filtering windows. 
