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Abstract
The Cox regression model is a popular model for analyzing the relationship between a
covariate and a survival endpoint. The standard Cox model assumes a constant covariate effect
across the entire covariate domain. However, in many epidemiological and other applications,
the covariate of main interest is subject to a threshold effect: a change in the slope at a
certain point within the covariate domain. Often, the covariate of interest is subject to some
degree of measurement error. In this paper, we study measurement error correction in the case
where the threshold is known. Several bias correction methods are examined: two versions
of regression calibration (RC1 and RC2, the latter of which is new), two methods based
on the induced relative risk under a rare event assumption (RR1 and RR2, the latter of
which is new), a maximum pseudo-partial likelihood estimator (MPPLE), and simulation-
extrapolation (SIMEX). We develop the theory, present simulations comparing the methods,
and illustrate their use on data concerning the relationship between chronic air pollution
exposure to particulate matter PM10 and fatal myocardial infarction (Nurses Health Study
(NHS)), and on data concerning the effect of a subject’s long-term underlying systolic blood
pressure level on the risk of cardiovascular disease death (Framingham Heart Study (FHS)).
The simulations indicate that the best methods are RR2 and MPPLE.
1 Introduction
The Cox model is a popular model for analyzing the relationship between a covariate and a survival
endpoint. The Cox model expresses the hazard function as
λ(t|ζ(t)) = λ0(t) exp(βT ζ(t)), (1)
where λ0(t) is a baseline hazard function of unspecified form, ζ(t) is the covariate vector (which
can depend on time), and β is a vector of regression coefficients to be estimated. Model (1) implies
the assumption that the covariate effects are constant across the entire covariate domain. In many
epidemiological and other applications, however, there is interest in considering the possibility that
the covariate of primary interest is subject to a threshold effect, that is, a change in the slope at a
certain point within the covariate domain. Our interest in this issue was prompted, as described in
Zucker et al. (2013), by some instances of threshold effects observed in the Nurses’ Health Study
(NHS). For example, a threshold effect was observed in the relationship between air pollution and
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fatal myocardial infection (MI). Often the covariate of primary interest is not measured exactly,
but rather is subject to some degree of measurement error. This leads to the problem addressed
in this paper, of estimating threshold effects in the presence of covariate measurement error.
The problem of covariate measurement error in standard regression models without threshold
effects has been extensively studied. Fuller (2009) provides a comprehensive treatment of covariate
error in classical linear regression models, and Carroll et al. (2006) provides a comprehensive
treatment of measurement error correction in nonlinear models. There is a substantial literature,
starting from Prentice (1982), on measurement error correction methods in the specific context of
the Cox model. Zucker (2005) provides a review of these methods.
Several papers have considered threshold models with covariate error in the context of linear
regression models. Gbur and Dahm (1985) considered the case of a segmented linear model with
known changepoint and suggested a moment estimator for the regression coefficients. Kukush and
Van Huffel (2004) considered the multivariate measurement error model. Additional correction
methods for the linear case have been examined by Storck and Vencovsky (1994) and Grimshaw
(1992). Ku¨chenhoff and Carroll (1997) considered threshold regression in the generalized linear
model with unknown changepoint. They studied the regression calibration (RC) method and the
SIMEX method (Carroll et al., 2006, Chapters 4 and 5). They found that the RC estimator
usually has more bias but smaller variance than the SIMEX estimator; this is contrary to the
case without a changepoint in which these two procedures behave similarly. Staudenmayer and
Spiegelman (2002) examined the direction of the bias in the estimated changepoint in segmented
regression with covariate measurement error in main study/validation study designs. Go¨ssl and
Ku¨chenhoff (2001) considered threshold logistic regression from a Bayesian perspective. Quintana
et al. (2005) considered Bayesian identification of the threshold by clustering algorithms. As far as
we are aware, threshold models with covariate error in the context of survival data has not been
previously studied.
Working a threshold Cox model in the presence of covariate error presents two challenges.
The first challenge is dealing with the covariate error. In the absence of measurement error, if
the changepoint is known the analysis reduces to a simple application of standard Cox model
methodology. In the presence of measurement error, the problem becomes considerably more
difficult, even when the changepoint is known. Beyond that, there is the second challenge of
estimating the changepoint.
In this paper, we examine methods for correcting the estimated regression coefficients in the
presence of measurement error under the Cox model with a threshold effect, where the change-
point is known. We consider the case where the covariate is dependent on time, unless mentioned
otherwise. Studying the case of known changepoint provides useful insight into the effect of mea-
surement error in fitting a threshold Cox model and the performance of various approaches to
dealing with the measurement error. The known changepoint case provides a benchmark for the
unknown changepoint case. In a follow-up paper currently in preparation, we examine estimation
of the changepoint in the Cox threshold model with covariate error.
Let X(t) denote the covariate of main interest and Z(t) ∈ Rp the vector of additional covariates.
The main covariate X(t) is subject to measurement error, while the additional covariates Z(t)
are error-free. The measurement error in X(t) is assumed to be additive, that is, we observe
W (t) = X(t)+U , where U is a random variable such that E(U |X(t)) = 0. Define u+ = max(u, 0).
The model we consider in this paper is then given by
λ(t|x(t), z(t)) = λ0(t) exp(γT z(t) + βx(t) + ω(x(t) − τ)+), (2)
for a known changepoint τ in the covariate domain. We seek to estimate β, ω, and γ. With
τ known, the model can be put in the framework of the standard Cox model (1) by setting
ζj(t) = Zj(t), j = 1, . . . , p, ζp+1(t) = X(t), and ζp+2(t) = (X(t)− τ)+.
Thus, in the changepoint setup, the effect of the covariate X involves two regression terms,
one involving X1 = X and one involving X2 = (X − τ)+. There is a deterministic functional
relationship between these two terms. In the measurement error situation, simple substitution
leads to W1 = W and W2 = (W − τ)+. In Section 4, we present simulations comparing the results
of naive analysis and regression calibration in the changepoint setting just described to those
obtained in a contrasting setting that we refer to as the “2 variables” setting. In the “2 variables”
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setting, the random vector (X1, X2,W1,W2) is generated as a multivariate normal vector with the
same covariance structure as for the vector (X1, X2,W1,W2) in the changepoint setting. Thus,
in the “2 variables” setting, X1 and X2 are correlated, and so are W1 and W1, but there is no
deterministic relationship between X1 and X2. If we were working with a linear model, the limiting
values of the regression parameter estimates would be completely determined by the covariance
structure, so that the results for the changepoint setting and those for the “2 variables” setting
would be essentially the same. But the Cox model is a nonlinear model, and the limit of the Cox
partial likelihood score function under a naive analysis involves terms that are nonlinear in the
covariates. Hence the results in the changepoint setting are not necessarily the same as those as
in the “2 variables” setting, and indeed in the simulations reported in Secion 4 we find that the
results for the two settings differ. Thus, the Cox changepoint model with covariate error is not
simply a special case of the Cox model with two error-prone covariates.
The purpose of this paper is to develop two new methods for covariate measurement error
correction in the Cox model with a threshold effect, and adapt several existing ones to this context.
Section 2 presents the notation and background, and describes the methods examined. Section 3
presents the asymptotic properties of the methods. Section 4 presents a simulation study comparing
the various methods. Section 5 presents two examples. The first example involves data from
the Nurses’ Health Study (NHS) on the relationship between air pollution, expressed in terms
of exposure to particulate matter of diameter 10 µg/m3 or less (PM10), and fatal myocardial
infarction. The second example involves data from the Framingham Heart Study (FHS) on the
effect of a subject’s long-term underlying systolic blood pressure level on the risk of cardiovascular
disease death. Section 6 presents a brief summary and discussion.
2 Methods Considered
2.1 Setting, Notation, and Background
We assume we have data on n independent and identically distributed individuals. Time is mea-
sured relative to a specified zero point, such as birth or time of disease diagnosis. We allow for
left truncation, such as occurs in studies where the time metameter is age (time zero = birth) and
people enter the study at different ages, as in NHS. We denote by T˜i the time at which individual i
first comes under observation, by Ti the time at the end of follow-up on on individual i, and by δi a
0–1 variable indicating whether the event of interest was (1) or was not (0) observed on individual
i. The maximum possible observation time is denoted by t∗. For a given individual i, (Zi(t), Xi(t))
denotes the true covariate vector. Again, X(t) is the covariate of primary interest, which is subject
to a possible threshold effect, while Z(t) is a vector of additional covariates. The main covariate
X(t) is measured with error, while the additional covariates Z(t) are assumed error-free.
We define Yi(t) = I(T˜i < t ≤ Ti), which is a 0–1 variable indicating whether individual i is (1)
or is not (0) under observation at time t, and Ni(t) = δiI(Ti ≤ t), which is a 0–1 variable indicating
whether individual i has (1) or has not (0) experienced the event of interest before or at time t. If
individual i experiences the event of interest at time t, follow-up is taken to end at time t, so that
Yi(s) = 0 for all s > t. In addition, follow-up can end due to censoring or competing events. We
work with a model for the cause-specific hazard (Putter, Fiocco, and Geskus, 2006, Section 3.3.1).
Let Ft = σ(Ni(s), Yi(s), Xi(s),Zi(s), s ∈ [0, t], i = 1, . . . , n) denote the observed study history up
to time t. We assume that Xi and Zi are predictable with respect to Ft. Our model says that
lim
h↓0
h−1 Pr(Ni(t+ h)−Ni(t−) = 1|Ft−) = Yi(t)λ(t|Xi(t),Zi(t))
with the cause-specific hazard λ(t|x(t), z(t)) given by (2).
The observed version of X(t) is denoted by W (t). We assume a classical normal additive
measurement error model where Wi(t) = Xi(t) + Ui(t), where the conditional distribution of
Xi(t) given Zi(t) = z is N(µx(z), σ
2
x) and the Ui(t)’s are i.i.d. N(0, σ
2
u), independent of Ft∗ .
We assume that µx(z) is of the form µx(z) = α0 + α1z. We write λi(t) = λ(t|Xi(t),Zi(t)) and
dF˜ (t) = E[Yi(t)λi(t)]dt . We work under the main study/external reliability design. We write
θ = (γT , β, ω)T and σ2w = Var(W (t)|Z(t)) = σ2x + σ2u.
The measurement error correctionmethods we consider involve the nuisance parameters α0, α1, σ
2
x,
3
and σ2u. In practice, these parameters are unknown and must be estimated from suitable data.
In particular, estimation of σ2u requires replicate measurements of W (t). In our simulation study,
we consider the simple setting without additional covariates Z(t), and assume that µx = α0 and
σ2x and σ
2
u are estimated from an external reliability study. The estimates are computed by one-
way random effects ANOVA, and we assume that the resulting conditional expectation and the
conditional variance are transportable to the main study.
2.2 The methods
Let us write the relative risk function as r(x, z, θ) = exp(γT z + βx + ω(x − τ)+). If X(t) were
known, we would work with the standard Cox log partial likelihood, given by
lp(θ) =
n∑
i=1
δi[log r(Xi(t),Zi(t), θ)− log
n∑
j=1
Yj(Ti)r(Xi(t),Zi(t), θ)]
=
n∑
i=1
δi[(γ
TZi(t) + βXi(t) + ω(Xi(t)− τ)+)− log
n∑
j=1
Yj(Ti)r(Xi(t),Zi(t), θ)]
Many methods for Cox regression analysis with covariate error involve replacing r(x, z, θ) with
some substitute. The specific methods we examine are listed below.
A. Naive Method: The naive estimator is obtained by maximizing the log partial likelihood
function with W (t) plugged in for X(t), ignoring the measurement error.
B. Regression Calibration (RC) Methods
B1. Simple RCMethod (RC1): Xi(t) is replaced throughout by µ(Wi(t),Zi(t)) = E(Xi(t)|Wi(t),Zi(t)).
We have E(Xi(t)|Wi(t),Zi(t)) = (1−λ)µx(Zi(t))+λWi(t) , where λ = Cov(X(t),W (t))/Var(W (t))
= σ2x/σ
2
w, the attenuation factor.
B2. Improved RC Method (RC2): Xi(t) is replaced with E(Xi(t)|Wi(t),Zi(t)) and (Xi(t) −
τ)+ is replaced with E((Xi(t)−τ)+|Wi(t),Zi(t)). Define η2 = Var(Xi(t)|Wi(t),Zi(t)) = σ2x(1−λ).
Then, by properties of the truncated normal distribution (see Johnson et al., 2014, Section 10.1),
we have
E[(Xi(t)− τ)+|Wi,Zi(t)]
= (1− Φ(−µ(Wi(t),Zi(t)) + τ
η
))(µ(Wi(t),Zi(t)) − τ)+ φ(−µ(Wi(t)) + τ
η
)η.
C. Induced Relative Risk (RR) Methods
C1. Original RR Method (RR1):This is an extension of the method proposed by Prentice
(1982) to threshold models. Recall that we denote the cause-specific hazard with respect to the true
covariate X(t) and the additional covariates Z(t) by λ(t|x, z). Denote the cause-specific hazard
with respect to the observed covariateW (t) and Z(t) by λ∗(t|w, z). As discussed in Prentice (1982),
λ∗(t|w, z) = E[λ(t|X(t), z)|W (t) = w,Z(t) = z, T ≥ t]. Under the assumption that the event of
interest is rare, and that all competing events except those independent of the event of interest
are also rare, the conditioning on the event Y (t) = 1 can be omitted, leading to λ∗(t|w, z) ≈
E[λ(t|X(t))|W (t) = w,Z(t) = z]. In the case of our model (2), λ(t|x, z) = λ0(t) exp(βx + ω(x −
τ)++γ
T z), so that λ∗(t|w, z) = λ0(t)E[exp(βX(t)+ω(X(t)− τ)+)|W (t) = w,Z(t) = z] exp(γT z).
Under our measurement error model, we have (proof in the supplement materials S.1)
E[eβX(t)+ω(X(t)−τ)+|W (t) = w,Z(t) = z] = e0.5η2β2+βµ(w,z) × Φ(τ − η
2β − µ(w, z)
η
)
+ e−ωτ+0.5η
2(β+ω)2+(β+ω)µ(w,z) × Φ(−τ + η
2(β + ω) + µ(w, z)
η
)
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C2. Modified RR Method (RR2): The RR1 method should theoretically yields estimates
that are virtually unbiased in the rare event scenario. However, in our simulations of RR1 under
the rare event scenario, significant remaining bias was observed, as can be seen in the tables. We
therefore examined a bootstrap bias-correction procedure involving the following steps:
(i) Compute the RR1 estimate θˆ based on the original data
(ii) Take B bootstrap samples from the data using the weighted bootstrap algorithm as in Kosorok
and Song (2007). We use the weighted bootstrap rather than the ordinary bootstrap in order to
avoid the complexities that arise in survival analysis when there are ties. The weighted bootstrap
algorithm involves assigning a random weight to each observation, with the weights generated
as follows: (a) generate n positive random variables κ1, κ2, ..., κn from the exp(1) distribution;
(b) truncate these weights at 5, that is take κ∗i = min(κi, 5); (c) divide each weight with the
sample average κ¯∗ = n−1
∑n
i=1 κ
∗
i to obtain the standardized weight κ
0
i = κ
∗
i /κ¯
∗ (the standard-
ized weights sum up to n). Then, for a given function f , we replace expressions of the form
1
n
∑n
i=1 f(Xi,Wi,Zi, Ti, δi) with the weighted analogue
1
n
∑n
i=1 κ
0
i f(Xi,Wi,Zi, Ti, δi). For each
bootstrap sample j, j = 1, 2, ..., B, compute the RR1 estimate θˆj of θ. Let θ˜ denote the mean of
the estimates θˆj over the B bootstrap samples.
(iii) Estimate the bias of the RR1 estimate via b = θ˜ − θˆ, and then compute the bias-corrected
estimate of θ as θˆcorr = θˆ − b = θˆ − (θ˜ − θˆ) = 2θˆ − θ˜.
D. MPPLE Method: The MPPLEmethod is based on the work of of Zucker (2005). The method
applies to the case of time-independent covariates. It requires an assumption that any censoring of
the event of interest is independent of all other random variables in the model. Like Prentice’s RR
method, it works with the induced hazard model λ∗(t|w, z) = E[λ(t|X)|W = w,Z(t) = z, T ≥ t],
but it differs from Prentice’s method in that it avoids the rare disease assumption. Let f(x|w, z)
denote the conditional density of x given w and z, i.e., the normal density with mean µ(w, z) and
variance η2. The induced hazard is then expressed as λ∗(t|w, z) = λ0(t) exp(φ(θ, w, z,Λ0(t))) with
φ(θ, w, z, c)
= log
∫
exp(−c× r(x, z, θ))r(x, z, θ)f(x|w, z)dx
− log
∫
exp(−c× r(x, z, θ))f(x|w, z)dx
The MPPLE estimate of θ is obtained by substituting this induced hazard into the Cox partial
likelihood and maximizing over θ. The various integrals required by this estimator were evaluated
by 20-point Gauss-Hermite quadrature. The induced hazard depends on the unknown cumulative
hazard rate Λ0(t). Zucker (2005) proposed a non-iterative forward recursion for estimating Λ0(t)
for a given value of the regression coefficients, and this estimate is then plugged into the partial
likelihood expression.
E. SIMEX Method: SIMEX is a simulation-based method, obtained by adding additional mea-
surement error to the data in a resampling-like stage, modeling the trend of the measurement
error-induced bias as a function of the variance λ of the added measurement error, and extrapo-
lating this trend back to the case of no measurement error. The method is described in detail in
Carroll et al. (2006, Chapter 5). In preliminary work, we examined three extrapolation methods
: rational linear extrapolation, simple quadratic extrapolation, and the third-degree polynomial
extrapolant of the form GP3(λ,Γ) = γ1 + γ2λ + γ3λ
2 + γ4λ
3. Examining plots with the fitted ex-
trapolation function superimposed on a scatterplot of the mean value of the estimate as a function
of λ (based on 1000 replications), we found that the third-degree polynomial provided the best
fit, and we used this extrapolation method in the implementation of the SIMEX estimator in our
numerical studies.
Note that the naive, RC1, RR1, the MPPLE and the SIMEX are existing methods in the
literature, whereas the RC2 and the RR2 are new methods that we develop in this paper. Generally
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speaking, the worst method is the naive method which ignores the measurement error, and therefore
we expect it to perform bad. The methods of RR and MPPLE are expected to perform well since
they are taking into account the measurement error in the setting of Cox model. The methods of
RC1, RC2 and SIMEX take into account the measurement error, but are not specific to Cox model,
therefore we expect them to perform well, but not better than the RR and MPPLE methods.
3 Asymptotic properties of the Naive, RC1, RC2, RR1, and
MPPLE estimators
3.1 Naive, RC1 and RC2
The naive, RC1, and RC2 estimators are all of a common form. Each involves replacing Xi(t) in
the term βXi(t) by a surrogate g1(Wi(t),Zi(t)) and (Xi(t) − τ)+ in the term ω(Xi(t) − τ)+ by
a surrogate g2(Wi(t),Zi(t)). The naive method takes g1(w, z) = w and g2(w, z) = (w − τ)+, the
RC1 method takes g1(w, z) = µ(w, z) and g2(w, z) = (µ(w, z) − τ)+, and the RC2 method takes
g1(w, z) = µ(w, z) and g2(w, z) = E[(X(t) − τ)+|W (t) = w,Z(t) = z]. Let g denote the function
pair (g1, g2) and let Vi(g(t)) denote a vector of length p + 2 in which the first p components are
the elements of Zi(t), the (p+ 1)-th component is g1(Wi(t),Zi(t)), and the (p+ 2)-th component
is g2(Wi(t),Zi(t)).
Define
S(0)(t, θ, g) =
1
n
n∑
i=1
Yi(t) exp(θ
TVi(g(t)))
S(1)t(t, θ, g) =
1
n
n∑
i=1
Yi(t)Vi(g(t)) exp(θ
TVi(g(t)))
The naive, RC1, and RC2 estimators are then obtained as the solution to U (g)(t∗, θ) = 0, where
U (g)(t∗, θ) =
n∑
i=1
∫ t∗
0
[Vi(g(t))− S
(1)(t, θ, g)
S(0)(t, θ, g)
]dNi(t)
Let θˆ denote the resulting estimator. Additional notation is presented in Appendix A.1. Using the
methods of Andersen and Gill (1982), Struthers and Kalbfleisch (1986), Lin and Wei (1989), and
Self and Prentice (1982), we obtain the following proposition:
Proposition: Under suitable technical conditions similar to those in Andersen and Gill (1982),
we have the following:
(i) Convergence to a Limit : Define θ¯
(g)
to be the solution of the equation q(g)(t∗, θ) = 0. Then
θˆ
p→ θ¯(g).
(ii) Asymptotic Normality: n1/2(θˆ − θ∗) converges in distribution to a mean-zero multivariate
normal distribution whose covariance matrix can be consistently estimated by
Ω(t, θˆ, g) = [n−1I(t, θˆ, g)]−1Aˆ(t, θˆ, g)[n−1I(t, θˆ, g)]−1
where Aˆ(t, θ, g) = n−1
∑n
i=1Hi(t, θ, g)
⊗2 with
Hi(t
∗, θ, g) =
∫ t∗
0
{Vi(g(t))− S
(1)(t, θ, g)
S(0)(t, θ, g)
}dNi(t)
−
∫ t∗
0
Yi(t) exp(θ
TVi(g(t)))
S(0)(t, θ, g)
{Vi(g(t))− S
(1)(t, θ, g)
S(0)(t, θ, g)
}dF˜ (t)
For the RC methods, which involve the nuisance parameters φ = (µx, σ
2
x, σ
2
u), these parameters
are unknown and need to be estimated with the estimation error accounted for in the covariance
matrix of the estimates. Suppose the estimation of φ is based on a sample of m independent
individuals, and denote by φˆ the estimator of φ. Then, the vector φˆ is obtained as a solution of the
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estimation equations of the form
∑m
i=1Ψi(φ) = 0. Denote by φ
∗ the solution of
∑m
i=1E(Ψi(φ)) =
0.
Define
Φ = Cov(
1
m
m∑
i=1
Yi(t)Hi(t, θ,φ, g),
√
m Ψ˙φ(φ
∗))
where Ψ˙φ denote the first derivative of Ψ respect to φ. Also, denote by Ψ¨φ the second derivative
of Ψ respect to φ, and by U˙
(g)
φ
the first derivative of U (g) respect to φ. Φ can be estimated
asymptotically by
Φˆ =
1
m
m∑
i=1
Yi(t)Hi(t, θˆ, φˆ, g)
∂
∂φ
Ψi(φˆ)
T .
As in Zucker and Spiegelman (2008), the corrected covariance matrix is
Ωcorr(t, θˆ, φˆ, g) = n
−1I(t, θˆ, g)−1Acorr(t, θˆ, φˆ, g)n
−1I(t, θˆ, g)−1
where Aˆcorr(t, θˆ, φˆ, g) is equal to the sum of Aˆ(t, θˆ, φˆ, g) and the term
U˙
(g)
φ
(t, θˆ, φˆ)Cov(φˆ)U˙
(g)
φ
(t, θˆ, φˆ)T − ΦˆΨ¨φ(φˆ)−1U˙
(g)
φ
(t, θˆ, φˆ)T
3.2 RR1
RR1 involves replacing exp(βXi(t) + ω(Xi(t) − τ)+) with E[exp(βXi(t) + ω(Xi(t) − τ)+)|
Wi(t), Zi(t)]. Denote E(exp(βXi(t) + ω(Xi(t) − τ)+)|Wi(t), Zi(t)) by r(θ,Vi(t)), where V(t)
denotes a vector of length p+ 1 in which the first p components are the elements of Zi(t), and the
(p+ 1)-th component is Wi(t). Then the partial log likelihood function is:
l(RR1)p (t
∗, θ) =
n∑
i=1
∫ t∗
0
log[Yi(t)r(Vi(t), θ) exp(γ
TZi(t))]dNi(t)
−
n∑
i=1
∫ t∗
0
log[
n∑
j=1
Yj(t)r(Vj(t), θ) exp(γ
TZj(t))]dNi(t)
=
n∑
i=1
∫ t∗
0
log[r(Vi(t), θ) exp(γ
TZi(t))]dNi(t)
−
∫ t∗
0
log[
n∑
j=1
Yj(t)r(Vj(t), θ) exp(γ
TZj(t))]dN¯ (t) .
The RR1 estimator is the maximizer of lRR1p t
∗, θ), i.e., the solution to the equation U (RR1)(t∗, θ) =
0, where U (RR1) is the vector of derivatives of l
(RR1)
p . Let r(1)(θ,Vi(t)) and r
(2)(θ,Vi(t)) denote
the first and second derivative of r(θ,Vi(t)) respect to θ, respectively. Additional notation is
presented in Appendix A.2.
Proposition: Under technical conditions similar to those in Andersen and Gill (1982), we have
the following:
(i) Convergence to a Limit : Define θ¯
(RR1)
to be the solution of the equation q(RR1) (t∗, θ) = 0.
Then θˆ
p→ θ¯(RR1).
(ii) Asymptotic Normality: n1/2(θˆ − θ∗) converges in distribution to a mean-zero multivariate
normal distribution whose covariance matrix can be consistently estimated by
Ω(t∗, θˆ) = n−1I(t∗, θˆ)−1Aˆ(t, θˆ)n−1I(t∗, θˆ)−1,
where Aˆ(t, θ) = n−1
∑n
i=1Hi(t, θ)
⊗2 with Hi(t
∗, θ) is a vector of length p+ 2 in which the first p
components are
Hi(t
∗, θ) =
∫ t∗
0
{Zi(t)− s
(5)(t, θ)
s(0)(t, θ)
}dNi(t)−
∫ t∗
0
Yi(t) exp(γ
TZi(t))
s(0)(t, θ)
{Zi(t)− s
(5)(t, θ)
s(0)(t, θ)
}dF˜ (t),
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and the (p+ 1)-th and (p+ 2)-th components are
Hi(t
∗, θ) =
∫ t∗
0
{r
(1)(θ,Vi(t))
r(θ,Vi(t))
− S
(1)(t, θ)
S(0)(t, θ)
}dNi(t)
− 1
S(0)(t, θ)
∫ t∗
0
{Yi(t)r(1)(θ,Vi(t))− S
(1)(t, θ)
S(0)(t, θ)
Yi(t)r(θ,Vi(t))}dF˜ (t).
3.3 MPPLE
Denote by Λˆ0 the estimator of Λ0 , and let g denote the function pair (g1, g2) as in the naive
method. The MPPLE estimator is obtained as the solution to U
(MP )
r (t, θ, Λˆ0) = 0 , where
U (MP )r (t, θ, g, Λˆ0) =
1
n
n∑
i=1
δi[ξr(θ,Vi(g), Ti)−
∑n
j=1 Yj(Ti)ξr(θ,Vj(g), Ti)e
φ(θ,Vj(g),Λ0(Ti))
∑n
j=1 Yj(Ti)e
φ(θ,Vj(g),Λ0(Ti))
]
where ξr(θ,Vi(g), Ti) =
∂
∂θr
φ(θ, v, Λˆ0(t, θ)), r = 1 , 2 , ... , p+ 2.
Define
Ω(t, θ, g,Λ) =
1
n
n∑
i=1
δi[
∑n
j=1 Yj(Ti)ξ(θ,Vj(g), Ti,Λ)
⊗2eφ(θ,Vj(g),Λ0(Ti))∑n
j=1 Yj(Ti)e
φ(θ,Vjt(g),Λ0(Ti))
]
− 1
n
n∑
i=1
δi[
∑n
j=1 Yj(Ti)ξ(θ,Vj(g), Ti,Λ)
⊗2eφ(θ,Vj(g),Λ0(Ti))∑n
j=1 Yj(Ti)e
φ(θ,Vj(g),Λ0(Ti))
]
Using the arguments of Zucker (2005), we obtain the following proposition:
Proposition: Denote by θ0 the true value of θ. Under suitable technical conditions similar to
those in Andersen and Gill (1982), we have the following:
(i) Convergence to a Limit : θˆ
p→ θ0.
(ii) Asymptotic Normality: n1/2(θˆ − θ0) converges in distribution to a mean-zero multivariate
normal distribution whose covariance matrix can be consistently estimated by Ωˆ−1 + Ωˆ−1HˆΩˆ−1,
where Ωˆ = Ω(t, θˆ, g, Λˆ0) and Hˆ is given in Zucker (2005, eq. (A.15)).
3.4 Asymptotic Bias
As noted earlier, the asymptotic limits of the naive, RC1 and RC2 estimators are obtained as
the solution θ¯
(g)
of q(g)(t, θ) = 0, where q(g)(t, θ) is the limit of U (g)(t, θ) as n tends to infinity.
Similarly, the asymptotic limit of the RR1 estimator is the solution θ¯
(g)
of q(RR1)(t, θ) = 0, where
q(RR1)(t, θ) is the limit of U (RR1)(t, θ) as n tends to infinity. The asymptotic bias is then θ¯ − θ0
for the relevant θ¯. Hughes (1993) previously presented similar asymptotic bias calculations for the
naive estimator in the Cox model without a threshold effect.
We computed the limiting values numerically for the naive, RC1, RC2, and RR1 estimators
under the rare disease scenario where n = 50, 000 and cumulative incidence = 0.01. The Newton-
Raphson method was used to find the point where the score function equals zero. Then, we com-
pared the results with those obtained in the simulation studies, for the case when the measurement
error parameters are known. The results are detailed in the supplement. Both the theoretical and
empirical bias are based on a model with one covariate and true parameters of β = log(1.5) = 0.405
and ω = log(2) = 0.693. The starting values for the Newton Raphson calculation in all methods
were (0,0). Table S.2 in the Supplemental Materials presents the results, where the asymptotic
bias is labeled as theoretical , and the simulation results are labeled as empirical . The variable pct
denotes the percentage of instances over the 1000 replications in which the estimation procedure
converged. In addition, DELTA denotes the difference between the theoretical result and the sim-
ulation result. Generally, the RR1 method had the least bias, typically negligible, except at the
lower extreme values of τ , where the relative bias was ±0.05 for ρxw = 0.8 and becomes larger
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as ρxw decreases. For the naive method, when n = 50, 000 and cumulative incidence = 0.01, the
theoretical and simulation results agreed closely, as expected. For the RC1 and RC2 methods, the
agreement between the theoretical and simulation results was better for τ < 0 with n = 200, 000
(keeping cumulative incidence of 0.01), where for τ > 0, the agreement was similar with n = 50, 000
and n = 200, 000. The results were close, except at the lower extreme values of τ in which case
this difference was large. Regarding the RR1 method, the results were close, except at the lower
extreme values of τ in which case this difference was large.
4 Simulation Study
In this section, we compare the finite sample properties of the various methods under several
scenarios. Tables 1-3 and Tables S.3 and S.4 in the Supplemental Materials present the results. As
a benchmark, we also present the estimates under the case of no measurement error.
4.1 Simulation Design
We assumed a single time-independent covariate W , and fixed administrative censoring at time
t∗ = 10. We set β = log(1.5) and ω = log(2). The covariate X was generated as standard
normal and the event time was generated as exponential with parameter λ = λ0 exp(βX + ω(X −
τ)+). The observed surrogate covariate value W was generated using the classical measurement
error model with U ∼ N(0, σ2u). The value of σ2u were set so as to yield ρxw = 0.8, 0.6, or 0.4,
corresponding to σ2u values of 0.56, 1.77 and 5.25. The changepoint τ was fixed at one of 5 points
at various percentiles of the distribution of X : Φ−1(0.1),Φ−1(0.25),Φ−1(0.5),Φ−1(0.75),Φ−1(0.9).
We examined the performance of the estimators under the common disease scenario where n =
3, 000 and the cumulative incidence was 0.5, and the rare disease scenario where n = 50, 000 and
the cumulative incidence was 0.03, so that the value of the baseline hazard λ0 was determined
by the cumulative incidence and the value of the changepoint τ , for each case. We examined
the setting of observing W only for all the subjects. The simulations results are based on 1,000
replications, and in all cases, we report the mean and the standard deviation (std) of the estimate.
In order to eliminate cases of divergence, we imposed the condition that |θˆ| ≤ 4.9, and the results
are based on replicates for which this condition was satisfied. Convergence problems arose more
often when greater measurement error was considered, i.e. ρxw = 0.4, and when the changepoint
was at the lower or upper extreme of the covariate domain. The convergence percent (percentage
of replications in which the estimation procedure converged) is presented in Table S.5 in the
Supplemental Materials for all scenarios considered. The results of each method except the naive
are presented in two versions: one assuming that the measurement error parameter is known,
labeled (kn), and the second with the measurement error parameters estimated, labeled (unk). We
assumed an external reliability study with a sample size of 500 and two measurements of W for
each subject in order to estimate ρxw.
The starting values in the estimation process were selected as follows. For the naive method,
the starting values used were β0 = 0 and ω0 = 0. For the RC methods, we took the naive estimates
as starting values for the RC estimators. For the RR methods, we used the RC2 estimates for
starting values.
The MPPLE method was not examined in the rare disease case because in this scenario it
is approximately equivalent to the the RR1 method (and therefore to the RR2 method), since
exp(−Λ0(t)r(x, z, θ)) ≈ 1 for all t and x, so that exp(φ(θ, w, z,Λ0(t))) ≈ E[r(X, z, θ)|W = w,Z =
z].
4.2 Summary of Simulation Results
Table 1 presents a comparison between the results with the naive, RC1, and RC2 methods in the
current setting with the results of naive analysis and the results with regression calibration in the
setting of two functionally unrelated covariates X1 and X2 measured with error, with parameters
chosen so that the mean and covariance structure match those of the current setting (“2 variables”
setting). For estimation of β, we see that the RC1 estimates for the changepoint setting are often
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worse than the RC estimates in the “2 variables” setting. For estimation of ω, the RC1 estimates
for the changepoint setting are worse than the RC estimates in the “2 variables” setting, while
with RC2, which is a specialized RC method for the changepoint setting, the results, are close to
those for the the RC estimates in the “2 variables” setting.
Tables 2-3 and S.3-S.4 present simulation results for all the methods examined. A number of
common trends were seen. The estimators of β performed well for τ values in the middle to upper
end of the covariate domain. The estimators of ω performed well when τ was in the middle of
the covariate domain (τ=0), and substantially less well when the changepoint was at the upper
or lower extreme of the covariate domain. As expected, the estimators performed progressively
less well as measurement error increased. The standard deviation of the estimators of β decreased
as τ increased, whereas for the estimators of ω, the standard deviation was low when τ = 0 and
increased as τ moved away from 0.
The best performing method in the common disease case was the MPPLE, and the best per-
forming method in the rare disease case was RR2. RC2 performed better than RC1 for all values
of the changepoint and error variance, under both known and unknown nuisance parameters, and
under common and rare disease. The RC2 estimator was considerably better than the naive es-
timator. The advantage was particularly prominent in regard to the estimation of ω, where the
bias of the naive estimate ranged from -102.44% to -64.52% in the common disease case and from
-100.05% to -51.38% in the rare disease case (the bias of the naive estimate of β ranged from
-83.33% to 37.15% in the common disease case and from -80.57% to -7.86% in the rare disease
case).
In the common disease case, the SIMEX method performed better for τ > 0 than for τ < 0,
but even for the τ> 0 the bias was substantial, particularly for the estimating ω. Because of this
poor performance and the heavy computational burden of the SIMEX method, we did not examine
SIMEX in the rare disease case. This poor performance may be due to the fact that the relative
risk function is not differentiable.
Comparing the results for the common disease case with those for the rare disease case, we
found that the naive estimate of β and the naive, RC1 and RC2 estimates of ω performed better
in the rare disease case than in the common disease case for all values of τ under both known
and estimated measurement error parameters, whereas the RC1 and RC2 estimates of β performed
better in the common disease case than in the rare disease case for all values of τ under both known
and estimated measurement error parameters. For the RR methods, the results were better in the
common disease case for τ < 0 but were better in the rare disease case when τ > 0. With known
nuisance parameters, RC2 yielded better results than RR1 for estimation of β in the common
disease case with τ > 0, but worse results in the rare disease case with τ > 0. The standard
deviation of the estimates produced by the RC2 method were smaller than the standard deviation
produced by the RR1 method for all value of τ . When the measurement error parameters were
estimated, RR1 had less bias than RC2 for all values of τ .
In regard to the estimation of ω with τ < 0, under both known and estimated measurement
error parameters, RR1 had less bias than RC2 but higher standard deviations. For τ ≥ 0, RC2
had less bias than RR1 and slightly higher standard deviation. Interestingly, for τ > 0 in the
rare disease case, the mean RC2 estimate was generally greater than the true ω value of 0.69
(overestimation), whereas the mean RR1 estimate was less than the true value (underestimation).
This phenomenon was prominent with substantial measurement error.
We also examined the empirical coverage rates of nominal Wald-type 95% confidence intervals.
Tables 4-5 and Tables S.6 in the Supplement Materials present the results. For the RR2 method,
we used the estimated asymptotic variance in order to calculate the confidence interval. This is
an appropriate approximation since the empirical variances of the RR1 and the RR2 that were
obtained in the simulation study were generally close. The empirical coverage rate was calculated
based on 1,000 simulation replications. The coverage was good with the RR and the MPPLE
methods.
For all settings examined, the RC2 and RR1 methods performed clearly better than the other
methods.
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4.3 Robustness
One of the assumptions made (Section 2.1) is the assumption that X(t) and U(t) are both normally
distributed. This assumption is required for the methods RC2, RR1, RR2 and the MPPLE meth-
ods. We examined the robustness of the methods to violation of this assumption. We first reran
the simulations under a heavy-tails scenario where X(t) and U(t) were generated under the t dis-
tribution with degrees of freedom (df) of 6 or 15. We matched the mean and the variance to those
in the simulations under the normal distribution. The results under the t -distribution with df=15
were close to those under the normal distribution, whereas the results under the t -distribution with
df=6 were far from those under the normal distribution. Afterward, we reran the simulations un-
der a skewed distribution scenario with X(t) and U(t) both generated according to the log gamma
distribution with parameters α = β = 1. As before, we matched the mean and the variance to that
used in the simulations under the normal distribution. The results were noticeably worse that those
obtained under the normal distribution. Thus, the methods are robust to mild heavy-tailedness,
but not to severe heavy-tailedness or skewness. The RR method (Section 3.2) can be adapted to
the non-normal case by using numerical integration in place of the formula we presented for the
normal case to evaluate the conditional expectation E[λ(t|X(t), z)|W (t) = w,Z(t) = z] under the
relevant distribution. The MPPLE method can be adapted similarly.
5 Illustrative Examples
5.1 NHS Example
As noted in the introduction, our work was motivated by some possible instances of threshold
effects observed in the Nurses’ Health Study (NHS), including threshold effects observed in the
NHS’s investigation of the long term health effects of air pollution. We considered an analysis of
the effect of exposure to particulate matter of diameter 10 µg/m3 or less (PM10) in relation to fatal
myocardial infarction (MI). Here, 93,013 female nurses were followed from June 1992 to June 2006,
with 1,073 fatal MI events observed. PM10 exposure was assessed for each individual by linking
the individual’s residential address to her predicted PM10 exposure using a spatio-temporal model
derived from data from Environmental Protection Agency (EPA) area monitors (Yanosky et al.,
2008; Paciorek and Liu, 2009). The time scale in the analysis was age in months, so that the data
are subject to left truncation.
We fit a stratified Cox model, with stratum defined by age in months. For each stratum we used
all of the event cases and 10% random sample of the nurses who did not experience the event. Thus,
we worked with a data set comprising 11,793 female nurses. Aside from the main covariate PM10,
the Cox model included calendar year , indicator variables for season, and indicator variables for
US state of residence. All covariates were time-varying. We applied all the methods we discussed
above except for the MPPLE and SIMEX methods; the MPPLE method was not included because
it not appropriate for the setting of time-dependent covariates, and the SIMEX method was not
included because it involves a heavy computation burden and, based on our simulation results, we
not expected to perform well.
The changepoint values considered were the 10th, 25th, 50th, 75th, and 90th percentiles of
the observed PM10 distribution of PM10 across the entire person-time experience. In each case,
the analysis was conducted as if the changepoint was specified in advance. For the 10th and the
25th percentiles there were convergence problems with the RC1 and RR1 methods. To estimate
the conditional expectation E(X |W ) and conditional variance Var(X |W ) needed for the correction
methods, we used an external validation study of 98 person-months in 4 cities of personal PM10
measurements, which included personal environmental monitors and a surrogate exposure based
on the spatio-temporal model of Yanosky (Kioumourtzoglou et al., 2014). We fit a mixed linear
model of personal PM10 on the surrogate exposure, and we obtained E(X |W ) = 0.9737+0.6349W
and Var(X |W ) = 0.5817. We calculated the variance of the SIMEX by weighted bootstrap, where
the value of σ2u according to the above E(X |W ) and Var(X |W ) was 0.916. For RR2, the estimates
we used for the standard deviation of the parameter estimates was the standard deviation estimate
obtained from the asymptotic theory for RR1, since the empirical standard deviations of RR1 and
RR2 in our simulation study were close.
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Table 6 summarizes the results of the analyses. We report the results for PM10 and for (PM10−
τ)+ only, although we included background variables in the Cox analysis as stated previously. We
give the estimate, the standard error in brackets, the p-value and the 95% confidence interval of
the relevant coefficient. Due to convergence problems in the 10th and 25th percentiles of PM10, we
concentrate on the results of the 50th, 75th and 90th percentiles of PM10. For the 75th percentile
the slope change parameter ω found to be statistically significantly different from zero at or near
the 5% level under all methods except RR1. That is, there is a likely changepoint at this percentile.
5.2 FHS Example
Here we consider the FHS data set used by Zucker (2005), which involved 664 men aged 35-44
with no history of high blood pressure or cardiovascular disease at the beginning of the study. The
participants were followed for a maximum follow-up of about 48 years. The aim of the analysis was
to examine the effect of a subject’s long-term underlying the systolic blood pressure (SBP) level
on the risk of cardiovascular disease death. A total of 208 events were observed. The covariate
X used was a transformed version of SBP defined by TSBP= log((SBP − 75)/25), which has
been found to be approximately normally distributed. The true underlying TSBP was unknown,
and the surrogate W for X was the average of the TSBP values from the first two exams, which
were 2 years apart. The analysis here was conducted as in Zucker (2005) with X taken to be
distributed N(µ, σ2X) andW assumed to be given byW = X+U , where U is distributed N(0, σ
2
U ).
From the two initial TSBP values, the estimates of µX , σ
2
X and σ
2
U were 0.71, 0.045 and 0.013,
respectively. We applied all the methods discussed in this paper, again with the changepoint values
considered being the 10th, 25th, 50th, 75th, and 90th percentiles of the observed distribution of
W . Again the variance of the SIMEX estimates of the regression coefficients were estimated by
weighted bootstrap. In this example, the RR1 method (and accordingly the RR2 method) may not
appropriate since the event was not rare (31.33% of the participants experienced the event), but
we still report the value of the estimate for comparison with the MPPLE. Table 7 summarizes the
results of the analyses. We report the results for W and for (W − τ)+. We give the estimate, the
standard error in brackets, the p-value and the 95% confidence interval of the relevant coefficient.
The estimate of ω was found not to be statistically significant for all percentiles of W under all of
the methods considered, except the 10th percentile of W where it was significant at the 5% level
under the RR2 and MPPLE methods. Thus, there is slight evidence of a changepoint at the 10th
percentile of W .
6 Summary
We have developed point and interval estimators for the regression coefficients in a Cox survival
model with a changepoint, in a setting where the covariate values are subject to measurement
error. This type of analysis is of interest in many epidemiological studies. We considered the
case where the changepoint is known and where the covariate of main interest is a scalar. All
the methods developed in this paper can be extended to the multi-dimensional case. In addition
to the naive method ignoring the measurement error, we examined the following methods: two
versions of regression calibration (RC1 and the new RC2 ), SIMEX, the induced relative risk
approach of Prentice (1982) (in two versions: Prentice’s original proposal (RR1) and a new version
using a bootstrap bias correction (RR2)), and the MPPLE method of Zucker (2005). We derived
the asymptotic properties of the estimators and carried out a simulation study under rare and
common disease settings to evaluate their bias and confidence interval coverage. The simulation
study considered a range of values for the correlation between the true covariate value and the
measured value. In general, all the correction methods performed better than the naive analysis
with no correction, but the methods that performed best were the RR2 method for the rare disease
setting and the MPPLE method for the common disease setting.
In the common disease case, the average relative bias over all simulation replications of the
estimator of ω from its true value of 0.69 for ρxw = 0.8 ranged (over the various choices of the
measurement error parameters) from −0.48 to 0.02 with the RR2 and MPPLE methods, compared
with −0.93 to −0.16 with the naive, SIMEX, and RC methods, respectively. In the rare disease
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case, the average relative bias over all simulation replications ranged from −0.06 to 0.07 with RR2
method and from −0.85 to 0.12 with the naive and RC methods. The key factors determining the
performance of the methods was the correlation between the true variable and its surrogate and the
location of the changepoint. As expected, the estimators and the coverage probabilities performed
better with less measurement error and a centrally located changepoint. It is interesting to note
that, in contrast with the standard Cox model without a threshold, in the current setting with a
threshold the RC and SIMEX methods generally performed poorly, even with a modest degree of
measurement error (ρxw = 0.8). Thus, when the covariate is measured with error, measurement
error correction is substantially harder in the model with a threshold than in the model without
a threshold, even when the threshold is known. In a follow-up paper we will present methodology
for the case where the threshold is unknown and has to be estimated.
Analyses such as that included in Section 5.1 are used to estimate attributable disease burden
and set public policy on maximum exposure limits (U.S. EPA, 2009; Fann et al., 2011). Accurate
characterization of the exposure-response relationship is critical for accurate policy-making. In this
paper, we have developed methods to improve the methodology for dose-response characterization
in the present of exposure measurement error, addressing a key limitation in previously available
methods.
Appendix
A.1. Notation for the naive, RC1 and RC2 estimates
The following is additional notation relevant for the asymptotic theory of the naive, RC1 and RC2
estimators (with a⊗2 for a vector a defined as aaT ) :
S(2)(t, θ, g) =
1
n
n∑
i=1
Yi(t)Vi(g(t))
⊗2 exp(θTVi(g(t)))
λi(t) = λ0(t) exp{βXi(t) + ω(Xi(t)− τ)+ + γTZi(t)}
λ˜i(t)dt = Yi(t)λi(t)dt
S˜(0)(t, θ) =
1
n
n∑
i=1
Yi(t)λi(t)dt
S˜(1)(t, θ, g) =
1
n
n∑
i=1
Vi(g(t))Yi(t)λi(t)dt
S˜(2)(t, θ, g) =
1
n
n∑
i=1
Vi(g(t))
⊗2Yi(t)λi(t)dt
s˜(0)(t, θ) = E(S˜(0)(t, θ)), s˜(j)(t, θ, g) = E(S˜(j)(t, θ, g)) , j = 1 , 2
I(t, θ, g) =
n∑
i=1
δi(
S(2)(Ti, θ, g)
S(0)(Ti, θ, g)
− (S
(1)(Ti, θ, g)
S(0)(Ti, θ, g)
)⊗2)
Σ(t∗, θ, g) =
∫ t∗
0
(
s(2)(t, θ, g)
s(0)(t, θ, g)
− (s
(1)(t, θ, g)
s(0)(t, θ, g)
)⊗2)s˜(0)(t, θ)dt
q(g)(t∗, θ) =
∫ t∗
0
s˜(1)(t, θ, g)dt−
∫ t∗
0
s(1)(t∗, θ, g)
s(0)(t, θ, g)
s˜(0)(t, θ)dt.
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A.2. Notation for the RR estimator
The following is additional notation relevant for the asymptotic theory for the RR estimator.
S(0)(t, θ ) =
1
n
n∑
i=1
Yi(t)r(θ , Vi(t)) exp(γ
TZi(t))
S(1)(t, θ ) =
1
n
n∑
i=1
Yi(t)r
(1)(θ, Vi(t)) exp(γ
TZi(t))
S(2)(t, θ ) =
1
n
n∑
i=1
Yi(t)r
(2)(θ, Vi(t)) exp(γ
TZi(t))
S(3)(t, θ ) =
1
n
n∑
i=1
r(1)(θ, Vi(t))/r(θ, Vi(t))λ˜i(t)
S(4)(t, θ ) =
1
n
n∑
i=1
(r(2)(θ, Vi(t))/r(θ, Vi(t))− (r(1)(θ, Vi(t))/r(θ, Vi(t))))⊗2λ˜i(t)
S(5)(t, θ ) =
1
n
n∑
i=1
Yi(t)r(θ , Vi(t)) exp(γ
TZi(t))Zi(t)
S(6)(t, θ ) =
1
n
n∑
i=1
Yi(t)r(θ , Vi(t)) exp(γ
TZi(t))Zi(t)
⊗2
S(7)(t, θ ) =
1
n
n∑
i=1
Yi(t)r(θ , Vi(t)) exp(γ
TZi(t))Zi(t)
S(8)(t, θ ) =
1
n
n∑
i=1
Yi(t)r
(1)(θ , Vi(t)) exp(γ
TZi(t))Zi(t)
S(9)(t, θ ) =
1
n
n∑
i=1
Zi(t)
S˜(0)(t, θ ) =
1
n
n∑
i=1
Yi(t)λidt
s(j)(t, θ ) = E(S(j)(t, θ )) , j = 0, ..., 9, s˜(0)(t, θ ) = E(S(0)(t, θ )) .
Denote −∂2lp(t,θ)
∂θ2
by I(t, θ). This is a matrix of size (p+ 2)× (p+ 2), where
Ikl(t
∗, θ) = −
∫ t∗
0
{S
(6)(t, θ)
S(0)(t, θ)
− S
(5)(t, θ)⊗2
S(0)(t, θ)⊗2
S˜(0)(t, θ)}dt , k, l = 1, ..., p
Ikl(t
∗, θ) =
∫ t∗
0
{−S
(8)(t, θ)
S(0)(t, θ)
+
S(7)(t, θ)
S(0)(t, θ)
S(1)(t, θ)
S(0)(t, θ)
S˜(0)(t, θ)}dt , k = 1, ..., p , l = p+ 1, p+ 2
Ikl(t
∗, θ) = −
∫ t∗
0
{S(4)(t, θ)− S
(2)(t, θ)
S(0)(t, θ)
− S
(1)(t, θ)⊗2
S(0)(t, θ)⊗2
S˜(0)(t, θ)}dt , k , l = p+ 1, p+ 2 .
In addition define Σ(t∗, θ) to be a matrix of size (p+ 2)× (p+ 2), where
Σkl(t
∗, θ) = −
∫ t∗
0
{s
(6)(t, θ)
s(0)(t, θ)
− s
(5)(t, θ)⊗2
s(0)(t, θ)⊗2
s˜(0)(t)}dt , k, l = 1, ..., p
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Σkl(t
∗, θ) =
∫ t∗
0
{−s
(8)(t, θ)
s(0)(t, θ)
+
s(7)(t, θ)
s(0)(t, θ)
s(1)(t, θ)
s(0)(t, θ)
s˜(0)(t, θ)}dt , k = 1, ..., p , l = p+ 1, p+ 2
Σkl(t
∗, θ) = −
∫ t∗
0
{s(4)(t, θ)− s
(2)(t, θ)
s(0)(t, θ)
− s
(1)(t, θ)⊗2
s(0)(t, θ)⊗2
s˜(0)(t, θ)}dt , k , l = p+ 1, p+ 2 .
Define q(RR1)(t∗, θ) to be a vector of length p+ 2 in which
q
(RR1)
k (t
∗, θ) =
∫ t∗
0
{s(9)(t, θ)− s
(5)(t, θ)
s(0)(t, θ)
s˜(0)(t, θ)}dt , k = 1, ..., p
q
(RR1)
k (t
∗, θ) =
∫ t∗
0
{s(3)(t, θ)− s
(1)(t, θ)
s(0)(t, θ)
s˜(0)(t, θ)}dt , k = p+ 1, p+ 2 .
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TABLE 1. Comparing changepoint with two error-prone covariates without a changepoint
Two Variables and Changepoint Estimatesa of β, (β, ω) = (0.405, 0.693)
Naive Naive RC1b RC1b RC2b
τ ρxw 2variablesc changepoint
d 2 variables changepoint changepoint
Φ−1(0.25) 0.8 0.337 0.435 0.430 0.589 0.582
0.6 0.215 0.272 0.439 0.674 0.674
0.4 0.104 0.123 0.411 0.781 0.739
Φ−1(0.5) 0.8 0.293 0.334 0.456 0.521 0.457
0.6 0.180 0.209 0.498 0.578 0.489
0.4 0.086 0.098 0.540 0.612 0.516
Φ−1(0.75) 0.8 0.268 0.282 0.448 0.471 0.412
0.6 0.156 0.167 0.483 0.505 0.420
0.4 0.073 0.077 0.513 0.522 0.430
Two Variables and Changepoint Estimatesa of ω, (β, ω) = (0.405, 0.693)
Naive Naive RC1b RC1b RC2b
τ ρxw 2variablesc changepoint
d 2 variables changepoint changepoint
Φ−1(0.25) 0.8 0.279 0.162 0.502 0.333 0.364
0.6 0.102 0.031 0.396 0.157 0.181
0.4 0.029 0.017 0.360 0.001 0.054
Φ−1(0.5) 0.8 0.311 0.241 0.486 0.376 0.499
0.6 0.123 0.076 0.342 0.209 0.384
0.4 0.036 0.003 0.224 0.107 0.297
Φ−1(0.75) 0.8 0.297 0.246 0.535 0.422 0.554
0.6 0.113 0.080 0.438 0.284 0.468
0.4 0.032 0.019 0.404 0.221 0.396
a The values in the cells are means over 1000 replications for the common disease scenario. b The estimates of the
RC are calculated under known nuisance parameters with σ2w = 1 and with σ
2
u that was determined according to
the value of ρxw. c The setting is a model with two error-prone covariates without a changepoint. d The setting is
a model with a single error-prone covariate with a changepoint.
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TABLE 2. Finite Sample Biasa in β, (β, ω) = (0.405, 0.693)
τ Disease ρxw Naive RC1(kn)b RC1(ukn)c RC2(kn)b RC2(ukn)cRR1(kn)b RR1(ukn)cRR2(kn)b RR2(ukn)cSIMEX MPPLE(kn)bMPPLE(ukn)c
Φ−1(0.1) Commond 1 -0.032
0.8 0.355 0.679 0.609 0.994 0.857 0.616 0.412 0.033 -0.122 0.610 0.383 0.378
Raree 1 0.057
0.8 0.414 0.674 0.633 0.874 0.931 0.122 0.233 -0.923 -0.837
Φ−1(0.25) Common 1 0.019
0.8 0.064 0.453 0.393 0.409 0.395 0.132 0.074 0.080 0.023 0.281 -0.003 0.000
Rare 1 0.011
0.8 0.181 0.525 0.513 0.570 0.550 0.097 0.098 -0.023 -0.004
Φ−1(0.5) Common 1 0.002
0.8 -0.177 0.284 0.275 0.116 0.114 -0.039 -0.053 -0.045 -0.064 0.082 -0.007 -0.026
Rare 1 0.003
0.8 -0.057 0.472 0.459 0.339 0.331 0.054 0.031 0.033 0.009
Φ−1(0.75) Common 1 -0.004
0.8 -0.309 0.159 0.161 0.011 0.013 -0.054 -0.053 -0.051 -0.060 -0.032 0.002 -0.023
Rare 1 -0.001
0.8 -0.231 0.349 0.340 0.164 0.159 0.016 0.013 0.010 0.001
Φ−1(0.9) Common 1 -0.002
0.8 -0.351 0.074 0.074 -0.014 -0.015 -0.038 -0.041 -0.038 -0.044 -0.052 0.003 -0.012
Rare 1 0.005
0.8 -0.311 0.211 0.205 0.073 0.062 0.008 0.003 0.009 -0.004
a The values in the cells are relative bias of the median, i.e., (median-0.405)/0.405. b (kn) indicates estimates under known nuisance parameters with σ2w = 1 and with σ
2
u that was
determined according to the value of ρxw. c (ukn) indicates estimates under unknown nuisance parameters which were estimated by an external reliability sample of size 500 with 2
replications/pearson. d n = 3, 000 with cumulative incidence of 0.5. e n = 50, 000 with cumulative incidence of 0.03.
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TABLE 3. Finite Sample Biasa in ω, (β, ω) = (0.405, 0.693)
τ Disease ρxw Naive RC1(kn)b RC1(ukn)c RC2(kn)b RC2(ukn)cRR1(kn)b RR1(ukn)cRR2(kn)b RR2(ukn)cSIMEX MPPLE(kn)bMPPLE(ukn)c
Φ−1(0.1) Commond 1 0.015
0.8 -0.917 -0.630 -0.580 -0.795 -0.736 -0.568 -0.469 -0.252 -0.164 -0.579 -0.232 -0.237
Raree 1 -0.044
0.8 -0.824 -0.439 -0.414 -0.525 -0.579 -0.091 -0.166 0.507 0.450
Φ−1(0.25) Common 1 -0.013
0.8 -0.765 -0.514 -0.487 -0.462 -0.443 -0.319 -0.278 -0.277 -0.250 -0.376 0.010 -0.029
Rare 1 0.002
0.8 -0.695 -0.340 -0.361 -0.346 -0.348 -0.070 -0.090 -0.011 -0.033
Φ−1(0.5) Common 1 -0.002
0.8 -0.652 -0.457 -0.446 -0.276 -0.268 -0.238 -0.225 -0.238 -0.229 -0.291 0.013 0.003
Rare 1 -0.001
0.8 -0.572 -0.332 -0.329 -0.186 -0.181 -0.062 -0.057 -0.049 -0.053
Φ−1(0.75) Common 1 0.004
0.8 -0.644 -0.389 -0.397 -0.196 -0.198 -0.274 -0.272 -0.273 -0.274 -0.280 0.013 -0.010
Rare 1 -0.003
0.8 -0.513 -0.246 -0.238 -0.018 -0.016 -0.043 -0.043 -0.042 -0.038
Φ−1(0.9) Common 1 0.014
0.8 -0.700 -0.262 -0.291 -0.161 -0.191 -0.321 -0.343 -0.317 -0.347 -0.378 0.014 -0.028
Rare 1 -0.035
0.8 -0.549 -0.100 -0.096 0.113 0.116 -0.055 -0.040 -0.050 -0.038
a The values in the cells are relative bias of the median, i.e., (median-0.693)/0.693. b (kn) indicates estimates under known nuisance parameters with σ2w = 1 and with σ
2
u that was
determined according to the value of ρxw. c (ukn) indicates estimates under unknown nuisance parameters which were estimated by an external reliability sample of size 500 with 2
replications/pearson. d n = 3, 000 with cumulative incidence of 0.5. e n = 50, 000 with cumulative incidence of 0.03.
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TABLE 4. Nominal coverage probability of β
Case A: Common Diseasea
ρxw = 0.8
τ Value Naive RC1(kn)b RC1(ukn)c RC2(kn)b RC2(ukn)c RR1(kn)b RR1(ukn)c MPPLE(kn)b MPPLE(ukn)c
Φ−1(0.1) 0.887d 0.945 0.969 0.896 0.929 0.975 0.981 0.959 0.958
Φ−1(0.25) 0.944 0.856 0.881 0.881 0.905 0.963 0.963 0.956 0.953
Φ−1(0.5) 0.712 0.725 0.754 0.929 0.926 0.940 0.950 0.950 0.952
Φ−1(0.75) 0.070 0.716 0.790 0.941 0.949 0.940 0.934 0.949 0.936
Φ−1(0.9) 0.002 0.894 0.913 0.952 0.962 0.936 0.940 0.955 0.932
Case B: Rare Diseasee
ρxw = 0.8
Φ−1(0.1) 0.922d 0.956 0.980 0.934 0.952 0.941 0.940
Φ−1(0.25) 0.915 0.892 0.900 0.866 0.879 0.965 0.966
Φ−1(0.5) 0.923 0.497 0.547 0.764 0.800 0.943 0.963
Φ−1(0.75) 0.333 0.238 0.367 0.826 0.842 0.945 0.960
Φ−1(0.9) 0.011 0.413 0.592 0.907 0.924 0.936 0.959
a n = 3, 000 with cumulative incidence of 0.5. b (kn) indicates estimates under known nuisance parameters with σ2w = 1 and with σ
2
u that was determined according to the value of
ρxw. c (ukn) indicates estimates under unknown nuisance parameters which were estimated by an external reliability sample of size 500 with 2 replications/pearson. d values in bold
format are outside of the band 0.95± 1.96
√
0.95×0.05
1000
= [0.936, 0.964]. e n = 50, 000 with cumulative incidence of 0.03.
2
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TABLE 5. Nominal coverage probability of ω
Case A: Common Diseasea
ρxw = 0.8
τ Value Naive RC1(kn)b RC1(ukn)c RC2(kn)b RC2(ukn)c RR1(kn)b RR1(ukn)c MPPLE(kn)b MPPLE(ukn)c
Φ−1(0.1) 0.020d 0.917 0.934 0.834 0.863 0.991 0.996 0.964 0.964
Φ−1(0.25) 0.000 0.584 0.646 0.739 0.771 0.935 0.955 0.957 0.956
Φ−1(0.5) 0.000 0.231 0.278 0.789 0.782 0.839 0.849 0.941 0.948
Φ−1(0.75) 0.000 0.469 0.458 0.854 0.853 0.744 0.759 0.950 0.940
Φ−1(0.9) 0.001 0.829 0.834 0.901 0.891 0.770 0.777 0.950 0.941
Case B: Rare Diseasee
ρxw = 0.8
Φ−1(0.1) 0.251d 0.952 0.978 0.932 0.941 0.947 0.942
Φ−1(0.25) 0.012 0.870 0.868 0.870 0.880 0.968 0.972
Φ−1(0.5) 0.001 0.548 0.573 0.871 0.896 0.936 0.955
Φ−1(0.75) 0.000 0.650 0.663 0.938 0.966 0.934 0.965
Φ−1(0.9) 0.000 0.935 0.930 0.907 0.945 0.935 0.964
a n = 3, 000 with cumulative incidence of 0.5. b (kn) indicates estimates under known nuisance parameters with σ2w = 1 and with σ
2
u that was determined according to the value of
ρxw. c (ukn) indicates estimates under unknown nuisance parameters which were estimated by an external reliability sample of size 500 with 2 replications/pearson. d values in bold
format are outside of the band 0.95± 1.96
√
0.95×0.05
1000
= [0.936, 0.964]. e n = 50, 000 with cumulative incidence of 0.03.
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TABLE 6. Results for the NHS Study of Chronic PM10 (ug/m3) Exposure in Relation to Fatal MI
Assuming Known Threshold τa
τ∗ (%ile)b coefficient Naive RC1 RC2 RR1 RR2
10th β 1.415 (0.552) 4.999 (23.818) 3.633 (1.803) 5.000 (1.712) 9.658 (1.712)
0.010 0.834 0.044 0.004 1.68E-08
[0.333,2.497] [-41.684,51.682] [0.099,7.167] [1.644,8.356] [6.302,13.014]
ω -1.294 (0.561) -4.738 (23.861) -3.780 (1.947) -4.924 (1.752) -9.781 (1.752)
0.021 0.843 0.052 0.005 2.37E-08
[-2.394,-0.194] [-51.506,42.030] [-7.596,0.036] [-8.358,-1.490] [-13.215,-6.347]
25th β 0.989 (0.298) 5.000 (5.127) 2.546 (1.124) 4.972 (2.491) 9.155 (2.491)
0.001 0.330 0.024 0.046 2.38E-04
[0.405,1.573] [-5.049,15.049] [0.343,4.749] [0.090,9.854] [4.273,14.037]
ω -0.909 (0.321) -4.761 (5.193) -2.724 (1.266) 5.000 (2.523) -9.441 (2.523)
0.005 0.359 0.032 0.048 1.82E-04
[-1.538,-0.280] [-14.939,5.417] [-5.205,-0.243] [-9.945,-0.055] [-14.386,-4.496]
50th β 0.610 (0.166) 1.789 (1.041) 1.696 (0.731) 4.291 (5.146) 7.013 (5.146)
0.000 0.086 0.020 0.404 0.173
[0.285,0.935] [-0.251,3.829] [0.263,3.129] [5.796,14.377] [-3.073,17.099]
ω -0.583 (0.200) -1.626 (1.003) -1.921(0.913) -4.515 (5.306) -7.519 (5.306)
0.004 0.105 0.035 0.395 0.157
[-0.975,-0.191] [-3.592,0.340] [-3.710,-0.132] [-14.915,5.885] [-17.919,2.881]
75th β 0.399 (0.097) 0.774 (0.324) 1.121 (0.465) 1.764 (1.189) 2.240 (1.189)
0.000 0.017 0.016 0.138 0.060
[0.209,0.589] [0.139,1.409] [0.210,2.032] [-0.566,4.094] [-0.090,4.570]
ω -0.426 (0.155) -0.775 (0.356) -1.414 (0.696) -2.068 (1.447) -2.731 (1.447)
0.006 0.030 0.042 0.153 0.059
[-0.730,-0.122] [-1.473,-0.077] [-2.778,-0.050] [-4.904,0.768] [-5.567,0.105]
90th β 0.262 (0.073) 0.394 (0.134) 0.732 (0.282) 0.935 (0.400) 1.037 (0.400)
0.000 0.003 0.010 0.020 0.010
[0.119,0.405] [0.131,0.657] [0.179,1.285] [0.151,1.719] [0.253,1.821]
ω -0.287 (0.162) -0.425 (0.292) -1.142 (0.620) -1.389 (0.782) -1.634 (0.782)
0.076 0.146 0.065 0.076 0.037
[-0.605,0.031] [-0.997,0.147] [-2.357,0.073] [-2.922,0.144] [-3.167,-0.101]
a each cell contains (in that order): estimate (standard deviation), p-value, 95% confidence interval of the relevant coefficient). b percentile of PM10.
2
2
Table 7. Results for the FHS Study of the Effect of Systolic Blood Pressure on Cardiovascular Disease Death
Assuming Known Threshold τa
τ∗ (%ile)b coefficient Naive RC1 RC2 RR1 RR2 SIMEX MPPLE
10th β 0.054 (1.450) -0.468 (1.837) -0.574 (1.758) -0.605 (1.693) -1.468 (1.693) -0.668 (2.360) -0.629 (1.384)
0.970 0.799 0.744 0.721 0.386 0.777 0.650
[-2.788,2.896] [-4.069,3.133] [-4.020,2.872] [-3.923,2.713] [-4.786,1.850] [-5.294,3.958] [-3.342,2.084]
ω 1.923 (1.623) 2.971 (2.021) 3.146 (1.972) 3.164 (1.904) 4.047 (1.904) 3.406 (2.548) 3.256 (1.581)
0.236 0.142 0.111 0.097 0.034 0.181 0.040
[-1.258,5.104] [-0.990,6.932] [-0.719,7.011] [-0.568,6.896] [0.315,7.779] [-1.588,8.400] [0.157,6.355]
25th β 0.887 (1.183) 0.969 (1.718) 0.772 (1.722) 0.681 (1.701) 0.366 (1.701) 0.598 (1.245) 0.657 (1.237)
0.453 0.573 0.654 0.689 0.830 0.631 0.595
[-1.432,3.206] [-2.398,4.336] [-2.603,4.147] [-2.653,4.015] [-2.968,3.700] [-1.842,3.038] [-3.082,1.768]
ω 1.153 (1.458) 1.627 (2.047) 1.947 (2.145) 2.011 (2.091) 2.326 (2.091) 2.308 (1.569) 2.136 (1.580)
0.429 0.426 0.364 0.336 0.266 0.141 0.177
[-1.705,4.011] [-2.385,5.639] [-2.257,6.151] [-2.087,449.889] [-1.772 ,6.424] [-0.767,5.383] [-0.961,5.233]
50th β 1.294 (0.760) 1.672 (0.969) 1.513 (1.090) 1.454 (0.981) 1.585 (0.981) 1.593 (0.880) 1.395 (0.886)
0.089 0.084 0.165 0.138 0.106 0.070 0.115
[-0.990,6.932] [-0.227,3.571] [-0.623,3.649] [-0.469,3.377] [-0.338,3.508] [-0.132,3.318] [-0.342,3.132]
ω 0.858(1.177) 1.111(1.511) 1.435(1.801) 1.436(1.554) 1.143(1.554) 1.431(1.482) 1.727(1.500)
0.466 0.462 0.426 0.355 0.462 0.334 0.250
[-1.449,3.165] [-1.851,4.073] [-2.095,4.965] [-1.610,4.482] [-1.903 ,4.189] [-1.474,4.336] [-1.213,4.667]
75th β 1.497 (0.513) 1.970 (0.605) 1.853 (0.704) 1.821 (0.776) 1.996 (0.776) 1.964 (0.612) 1.779 (0.625)
0.004 0.001 0.009 0.019 0.010 0.001 0.004
[0.492,2.502] [0.784,3.156] [0.473,3.233] [0.300,3.342] [0.475,3.517] [0.764,3.164] [0.554 ,3.004]
ω 0.939 (1.228) 1.414 (1.719) 1.705 (2.051) 1.572 (2.025) 0.975 (1.904) 1.643 (1.956) 2.174 (1.877)
0.444 0.411 0.406 0.438 0.630 0.401 0.247
[-1.468,3.346] [-1.955,4.783] [-2.315,5.725] [-2.397,5.541] [-2.994 ,4.944] [-2.191,5.477] [-1.505,5.853]
90th β 1.613 (0.440) 2.040 (0.512) 1.975 (0.579) 1.957 (0.683) 2.045 (0.683) 2.354 (0.602) 1.963 (0.524)
2.49E-04 0.000 6.53E-04 0.004 0.003 9.19E-05 1.81E-04
[0.751,2.475] [-4.020,2.872] [0.840,3.110] [0.618,3.296] [0.706,3.384] [1.174,3.534] [0.936 ,2.990]
ω 1.053 (1.672) 2.956 (2.718) 2.745 (3.087) 2.282 (3.196) 1.775 (3.196) 0.627 (3.470) 3.317 (2.907)
0.529 0.277 0.374 0.475 0.579 0.857 0.254
[-2.224,4.330] [-2.371,8.283] [-3.306,8.796] [-3.982,8.546] [-4.489 ,8.039] [-6.174,7.428] [-2.381,9.015]
a each cell contains (in that order): estimate (standard deviation), p-value, 95% confidence interval of the relevant coefficient). b percentile of W .
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