Abstract-One of the challenges of data mining is finding hyperparameters for a learning algorithm that will produce the best model for a given dataset. Hyperparameter optimization automates this process, but it can still take significant time. It has been found that hyperparameter optimization does not always result in induced models with significant improvement over default values, yet no systematic analysis of the role of hyperparameter optimization in machine learning has been conducted. We use metalearning to inform the decision of whether to optimize hyperparameters based on expected performance improvement and computational cost.
I. INTRODUCTION
With growing interest in data science and the proliferation of algorithms, practitioners are increasingly faced with the challenge of deciding what algorithm, and associated hyperparameter values, work well where. Early work to help with this issue has had a tendency to decouple the algorithms from their hyperparameters, building systems that either 1) fix the hyperparameter values and build models that select among default implementations of learning algorithms, as in traditional metalearning [1] ; or 2) fix the algorithm and build models that select the best associated hyperparameter setting, as in algorithm-specific hyperparameter optimization approaches [2] , [3] . While such constraints significantly reduce the size of the search space and thus the complexity of the selection process, they are also likely to yield suboptimal solutions given the potential interplay between algorithms and their hyperparameters. Hence, recent work has begun to focus on designing systems capable of selecting at once both the learning algorithm and its hyperparameters [4] , [5] , [6] , [7] , [8] , [9] , [10] , albeit at a high computational cost.
Interestingly, and perhaps somewhat surprisingly, none of these approaches seem to consider explicitly the actual impact of hyperparameter setting, and essentially operate under one of two assumptions, namely, either that 1) hyperparameter settings do not matter so that selecting among default implementations is sufficient, or that 2) hyperparameter values may have a significant impact on performance and should thus always be optimized. Surprisingly, little has been done to validate either of these assumptions, yet the underlying issue of hyperparameter optimization is of both theoretical and practical importance. Consider, for example, a business application where quick results are important for competitiveness. If practitioners know ahead of time that optimizing hyperparameters is not going to make a difference, then they could potentially save hours or days, and make quicker decisions. Similarly, even though systematic hyperparameter optimization may be feasible for smaller datasets, what happens in the emerging context of big data? What if some of these new large datasets were less sensitive to hyperparameter settings than others, or what if we could predict the expected improvement or the amount of time needed to achieve some level of improvement when optimizing hyperparameters? The reality is: we do not know at what cost, by how much, or for what kinds of datasets and algorithms, hyperparameter optimization makes a difference, if at all. This paper begins to fill this gap using metalearning to build predictive models of expected performance improvement when optimizing hyperparameters on a budget. Indeed, optimization is an expensive process, and one may be interested in knowing how much improvement, if any, may be expected within a given time budget, or how much time should be invested to reach some expected level of improvement. This knowledge will enrich our understanding of the behavior of learning algorithms and inform our hyperparameter optimization decisions.
In [11] , the authors compute the difference in AUC among 20 algorithms between their default hyperparameter setting and the best possible hyperparameter setting after optimization over 466 datasets. Although they observe non-zero differences in the aggregate, nothing can be said about 1) how each algorithm behaves, since they compare the best optimized algorithm to the best default algorithm on each dataset, thus obfuscating individual sensitivities; or 2) how each dataset responds to hyperparameter optimization, even though there is clear variation across datasets (e.g., 19% of the datasets see no improvement). A follow-up study uses metalearning to build models that can predict when a dataset will have performance improvement over some threshold. With thresholds of 1.5% and 2.5%, their models claim 83.21% and 73.60%, respectively, of the performance improvement that would be obtained by indiscriminately performing hyperparameter optimization for all of the datasets. However, neither of these studies consider the notion of time, or budget, on a per-algorithm basis.
II. METHODS
As stated above, our goal is to help researchers and practitioners make decisions about when and how to perform parameter optimization. To do so, we rely on extensive experiments focusing on (1) analysis on a per-algorithm basis, and (2) optimization on a budget.
A. Experimental Setup

1) Optimization Method:
There are many popular optimization techniques, including random search, grid search, particle swarm optimization, and Bayesian optimization. We follow [12] , and use genetic algorithm for its simplicity and effectiveness at conducting pseudo-random search. We select the parameters of the genetic algorithm, inspired by other similar implementations, as follows.
• Population Size: 100. The initial random population contains one individual with default hyperparameter values, to ensure that the final solution is at least as good as the algorithm's default implementation.
• Selection: Tournament of size 5, augmented by elitism, where the best individual from one generation is automatically copied into the next.
• Crossover: Uniform with a rate of 0.5.
• Mutation: Random with a 0.015 chance per gene.
• Floating-point hyperparameter: We sample from a Gaussian distribution with mean set to the current value of the gene and standard deviation specified at the creation of the floating point gene. Sampling is repeated until a value within the specified range for the hyperparameter is selected.
• Integer hyperparameter: Same as with floatingpoint hyperparameters, except that the value sampled is rounded to the nearest integer.
• List hyperparameter: This gene type is used for mixed-type hyperparameters (e.g., [None, 10, 100, 1000]) or string-valued hyperparameters. We randomly select a member of the list of hyperparameter settings that is different from the current setting.
• Fitness Function: 10-fold cross-validation multi-class AUC (MAUC) [13] . For cases when a learning algorithm predicts all of the instances in a particular fold to be the same label, which results in a zero division error, we assign the corresponding individuals the minimum fitness value of 0, so that these hyperparameter settings quickly drop out of the population.
2) Data:
The 466 datasets used in [11] correspond to binary classification tasks. Datasets that are naturally multiclass classification tasks are binarized with only instances from the top two classes used. This introduces unnecessary bias, and may restrict generalizability. Instead, we consider 229 raw datasets, with at least 100 instances, from OpenML [14] .
3) Algorithms:
In this study, we consider three widely-used algorithms, representative of very distinct forms of learning and with a significant number of hyperparameters: SVM, MLP, and Decision Tree (DT), an optimized version of CART. We use implementations from the scikit-learn library [15] , and use as many hyperparameters for each algorithm as makes sense for our experiment. Ranges of values are chosen to be within common uses and then a little beyond if the hyperparameter type allows, as shown in Tables I, II, 
B. Analysis on a per-algorithm basis
For each algorithm and dataset combination we want to compare the MAUC scores of the optimized algorithm to the MAUC scores of the algorithm with scikit-learn default hyperparameters. This analysis will help us understand how individual learning algorithms respond to hyperparameter optimization.
We run the genetic algorithm 30 times for each algorithm/dataset combination, each time with a random start (30 starts × 3 algorithms × 229 datasets = 20,610 runs). These experiments were performed on a supercomputer allowing us to run thousands of experiments at once. The stopping condition for the genetic algorithm is either a solution is found that yields a perfect MAUC, or 24 hours have elapsed. For each run, we record the best solution so far with the time it was found (relative to the time the genetic algorithm started running), the generation, and the associated hyperparameter values. We also run the default hyperparameters 30 times for each algorithm/dataset combination to use as a baseline for the amount of improvement achieved through hyperparameter optimization. We then calculate confidence intervals (0.95) for the end optimized results with the 30 runs for each dataset/algorithm combination for both optimized and default results.
If there is no overlap between the default confidence interval and the optimized confidence interval, we label the dataset as "optimize," meaning that given time, optimization would yield improvement over default hyperparameters. Otherwise, the data set is labeled as "do not optimize," meaning that there may not be improvement over default hyperparameters after running hyperparameter optimization. Then, after extracting meta-features for each dataset we use metalearning to predict when a dataset/algorithm combination would benefit from hyperparameter optimization.
C. Optimization on a budget
We further extend the analysis with a notion of budget. Optimization is an expensive process, and one may be interested in knowing how much improvement (if any) may be expected within a given time budget, or how much time would need to be invested to reach some expected level of improvement. Hence, performance differences are computed along three dimensions: algorithm, dataset and time, i.e., for each algorithm, and for each dataset, we will consider the increase in MAUC as a function of time spent optimizing hyperparameters. Such detailed information would greatly enrich our understanding of the impact of hyperparameter optimization and help inform practitioners' decisions. If no improvement is to be expected from hyperparameter optimization, then one would gladly save the extra computational time required to effect it.
In our analysis on a per-algorithm basis, we are only interested in the MAUC at the time the stopping criterion is met. Here, we are interested in the time at which improvement over default hyperparameters is expected to be met. No additional data is needed since we record improvement over time as the genetic algorithm runs. We simply gather the 30 times at which the optimized results surpassed or equalled the upper bound of the default confidence interval for each algorithm/dataset combination. We calculate confidence intervals (0.95) and the average time needed to surpass the upper bound of the default confidence interval. If a particular run (one of the 30) does not surpass the upper bound of the default confidence interval, then the maximum run-time is used.
III. RESULTS
A. Analysis on a per-algorithm basis
We expected to see a number of cases in which there would be little to no improvement over default hyperparameters as a result of hyperparameter optimization, similar to the results in [11] . However, we found that across the three algorithms, there were only a handful of datasets where there was no statistical improvement over default hyperparameters, and for those datasets it was because the default hyperparameters yielded a perfect MAUC score. So, not surprisingly, if the default hyperparameters give perfect results, then do not spend time optimizing hyperparameters, otherwise, statistically significant improvements over default hyperparameters as a result of hyperparameter optimization is likely. In some cases, especially with SVM and MLP, the improvement is considerable. One extreme case for SVM yielded a 2034% improvement over default hyperparameters. Figures 1 and 2 show the distributions of percent improvement. For each of the algorithms, there are two (not the same) datasets that do not benefit at all from hyperparameter optimization, because the default hyperparameters perform perfectly. However, there are seven datasets with MLP in which the default results confidence interval and the optimized results confidence interval overlap. In other words there are seven data sets out of the 186 successfully optimized with MLP in which it would be possible that default hyperparameters could perform as well as optimized hyperparameters. For SVM and DT, there is always a gap between the confidence intervals for default results and optimized results, meaning that there is always improvement over default hyperparameters. Average gaps between default and optimized confidence intervals are shown in Figure 3 .
Since it appears that hyperparameter optimization almost always yields statistically significant improvements over default hyperparameters, we go one step further and build metalearners to predict how much improvement can be expected. We used an MLP as the metalearner and a set of 68 meta-features, including statistical measures, landmarkers, and 1 We use PCA to preprocess the metafeatures. Looking at the results in Table IV , it would seem that the results for SVM is just about on par with those for MLP and DT, but looking at Figures 4, 5, and 6, it appears that overall the predictions for SVM are not as close to the actual improvement values. This may be due to the fact that there are fewer data points in the SVM dataset so the predictions are more scattered. The metalearners show that it is possible to predict with some certainty how much improvement can be expected from hyperparameter optimization. On average, SVM and MLP benefit the most from hyperparameter optimization. SVM and MLP both have an average MAUC gap between default and optimized confidence intervals of 0.21, and datasets optimized 1 Available from the authors on demand. with DT have an average gap of 0.12. Some datasets, however, were not able to complete even one generation of optimization in the 24-hour time period. We suspect that this is a result of the learning algorithm taking a long time to run with particularly large datasets. With SVM, for example, only 111 of the 229 datasets successfully yielded 30 runs that completed at least one generation.
B. Optimization on a Budget
As expected, we find that DT reaches or surpasses the expected default results early on in the optimization process and on average, it takes longer for SVM and MLP to reach the same benchmark. SVM has a lower average time to meet the default hyperparameter benchmark than MLP, but it also has a wider range of times needed to meet the default hyperparameter benchmark, as shown in We apply metalearning again, here with a linear regression model, to predict the average runtime to reach the upper bound of the default confidence interval for each learning algorithm. The purpose of using a linear regression is to find the most significant meta-features for predicting the runtimes for surpassing default hyperparameter results. The results for DT are very poor. It is important to note, however, that of the 187 datasets used to generate the DT dataset, 181 of them took less than 35 minutes to reach a performance level that exceeded the upper bound of the default hyperparameter confidence interval. This means that a model for predicting runtime to reach the upper bound of the default confidence interval may not be useful in practice if it is a small time investment to optimize DT hyperparameters anyways.
The model obtained with SVM has a reasonable correlation coefficient, however the RMSE and MAE are not as good since the mean runtime to meet the upper bound of the default hyperparameters' confidence interval is 9,594 seconds. The results for MLP are the most promising with a correlation coefficient of 0.89, indicating that there is a high positive correlation between the estimated amount of time needed to exceed the upper bound of the default hyperparameters' confidence interval and the actual time needed. The RMSE and MAE results are slightly more respectable than SVM's considering that the average runtime to exceed default hyperparameter results is 11,353 seconds. Tables VII and VIII list the top five meta-features for predicting MLP and SVM runtimes.
The results for SVM and MLP have three of the same top five meta-features: number of attributes, number of numeric attributes, and branch maximum. For MLP the time it takes to surpass default hyperparameter performance is positively correlated with the number of attributes. The more attributes there are in a problem, the more weights there are to learn-which Finally, we build classifiers to predict whether default hyperparameter performance could be surpassed within a certain amount of time. For example, if the instance (dataset) exceeds default hyperparameter performance in less than an hour it receives a label of 1 otherwise it receives a label of 0. We use DT as the metalearner, because of its interpretable nature, and test the models with 10-fold cross-validation. Tables IX,  X, The results from the classifiers are more promising. The metalearner for MLP produces a significant increase over baseline accuracy, ranging from a 20% to 34% absolute improvement. The models also exhibit good precision and recall values. A good precision value means that many instances labeled as needing less than a given amount of time to reach the default hyperparameter benchmark, actually need less than that amount of time. A good recall value is achieved when a large portion of the instances needing less than a given amount of time to reach the default hyperparameter benchmark are actually labeled as such. The success of these models indicates that if a practitioner has a given budget to perform hyperparameter optimization, he/she can refer to these models to decide whether or not to run hyperparameter optimization, or possibly increase their budget (and by how much) to achieve improved performance. This could be a great time-saver for a practitioner that may need quick results especially in the context of MLP or SVM. Interestingly, the root node for all three decision trees induced for MLP is a landmarking meta-feature (nn time) that records the runtime of 1-NN on a dataset, suggesting that the runtime of 1-NN is a good discriminator for the amount of time needed to reach default hyperparameter performance with MLP on that dataset. Computationally, 1-NN is rather efficient making the meta-model feasible in practice. We do note also that, although the results for DT exhibit high accuracy, 97% of the datasets reached default hyperparameter performance in under 30 minutes, suggesting that these models may not be so useful in practice since a very small budget guarantees improved performance.
Finally, we consider the correlation between the average time needed to meet the default upper bound performance and the percent improvement for each of the algorithms. The Pearson correlations between the two values for MLP, SVM, and DT, are -0.08, -0.02, and -0.06, respectively. Therefore, the length of time it takes to surpass default hyperparameter performance is not an indicator of the percent improvement expected. This could be due to the fact that some problems are inherently more difficult than others so even after spending significant amounts of time searching for better hyperparameters, improvements are still relatively small. On the other hand, it could be that the models yielded by different hyperparameters could widely differ for some data sets. Searching over a wide range of models could lead to significant improvements over a small amount of time.
IV. CONCLUSION
While the results in [11] suggest that hyperparameter optimization would be unnecessary for a number of datasets, our experiments actually show that in almost every instance there is some improvement over default hyperparameters after hyperparameter optimization, except in the cases where default hyperparameters already yield a perfect result. Our experimental setup, however, is somewhat different, and arguably richer. First, we use the raw datasets rather than binarizing them; multi-class tasks are inherently more challenging, and thus may benefit more from hyperparameter optimization. Second, we optimize over a larger set of hyperparameter values for each algorithm, which adds degrees of freedom to the models and may thus result in improvement otherwise not achievable.
Our metalearning results also allow us to go further by making it possible to predict how much improvement one can expect from hyperparameter optimization, especially for DT and MLP. This is particularly useful to practitioners who may like to get a sense for whether they should invest time in hyperparameter optimization.
In looking at the amount of time it takes to beat default hyperparameter results, DT meets the benchmark quickly, but SVM and MLP can take significantly longer. SVM has a wider range of time between the average minimum time and the average maximum time to meet default hyperparameters than MLP, but MLP has a higher average time to meet default hyperparameter performance. While it seems difficult to predict the amount of time to meet the default hyperparameter performance, the classifiers that determined if the default hyperparameter benchmark could be met within a certain amount of time were much more successful. These models could be useful to practitioners.
