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CANONICAL BASES OF QUANTUM SCHUBERT CELLS AND THEIR
SYMMETRIES
ARKADY BERENSTEIN AND JACOB GREENSTEIN
Abstract. The goal of this work is to provide an elementary construction of the canonical basis
B(w) in each quantum Schubert cell Uq(w) and to establish its invariance under modified Lusztig’s
symmetries. To that effect, we obtain a direct characterization of the upper global basis Bup in
terms of a suitable bilinear form and show that B(w) is contained in Bup and its large part is
preserved by modified Lusztig’s symmetries.
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2 CANONICAL BASES OF QUANTUM SCHUBERT CELLS AND THEIR SYMMETRIES
1. Introduction and main results
Let g = b− ⊕ n+ be a symmetrizable Kac-Moody Lie algebra. For any w in its Weyl group W ,
define the algebra Uq(w) by
Uq(w) := Tw(Uq(b
−)) ∩ Uq(n
+) (1.1)
which we refer to as a quantum Schubert cell (see §2.1 for notation). This terminology is justified
in Remark 4.7. The definition (1.1) for an infinite (affine) type first appeared in [1, Proposi-
tion 2.3]. In [2] we conjectured that this definition coincides with Lusztig’s one which was proved
for all Kac-Moody algebras by Tanisaki in [19, Proposition 2.10] and independently by Kimura
([8, Theorem 1.3]).
In a remarkable paper [7] Kimura proved that each Uq(w) is compatible with the upper global
basis Bup of Uq(n
+). The aim of the present work is twofold:
• to construct the basis B(w) of Uq(w) explicitly using a generalization of Lusztig’s Lemma.
• to compute the action of Lusztig symmetries on these bases, thus partially verifying Con-
jecture 1.16 from [2].
To achieve the first goal, first we provide an independent definition (see §2.4 and §2.6) of the global
crystal basis Bup (which coincides with the dual canonical basis). For reader’s convenience, we put
all necessary definitions and results in Section 2.
Let ·¯ be the anti-linear anti-involution of Uq(g) which maps q
1
2 to q−
1
2 and fixes Chevalley
generators. It should be noted that we use a slightly different presentation of Uq(g) (see [2] and
§2.1) and accordingly modified Tw so that they commute with ·¯ ([2]).
Let i = (i1, . . . , im) ∈ R(w). Generalizing [6, 13], we show (see §4.1) that the A := Z[q
1
2 , q−
1
2 ]-
subalgebra of Uq(n
+) generated by the Xi,k := Tsi1 ···sik−1 (Eik), 1 ≤ k ≤ m of Uq(n
+) is in fact
independent of i, hence is denoted UA(w), and by Lemma 4.1 has an A-basis {Xa
i
: a ∈ Zm≥0}
where Xa
i
= qi,aX
a1
i,1 · · ·X
am
i,m and qi,a ∈ q
1
2
Z is defined in (4.1). The importance of this choice of the
qi,a is highlighted by the following version of Lusztig’s Lemma.
Theorem 1.1. Let w ∈ W and i ∈ R(w). For every a ∈ Zm≥0 there exists a unique ba = bi,a ∈
UA(w) such that ba = ba and ba −X
a
i
∈
∑
a′ 6=a q
−1Z[q−1]Xa
′
i
.
We prove Theorem 1.1 in §4.2. In particular, elements bi,a, a ∈ Z
m
≥0 form a basis B(i) of U
A(w)
which a priori depends on i. However, the following result implies that this is not the case.
Theorem 1.2. Let w ∈ W and i ∈ R(w). Then for all a ∈ Z
ℓ(w)
≥0 we have bi,a ∈ B
up.
Theorem 1.2 is proved in §4.3. It implies that for any i, i′ ∈ R(w) we have B(i) = B(i′) and
thus can introduce B(w). As a consequence, we recover the main result (Theorem 4.22) of [7].
Corollary 1.3. B(w) = Bup ∩ Uq(w) for all w ∈ W .
Remark 1.4. To obtain his result, Kimura used a rather elaborate theory of global crystal bases.
By contrast, our proofs of Theorems 1.1 and 1.2 are quite elementary and short.
Now we turn our attention to the second goal, that is, to the action of Lusztig’s symmetries
on Uq(w).
Theorem 1.5 ([2, Conjecture 1.17]). Let w,w′ ∈ W be such that ℓ(ww′) = ℓ(w) + ℓ(w′). Then
B(w) ⊂ B(ww′), Tw(B(w
′)) ⊂ B(ww′).
Remark 1.6. (a) In [2] we constructed a basis Bg of Uq(g) containing B
up and conjectured ([2,
Conjecture 1.16]) that Tw(B
up) ⊂ Bg. Thus, Theorem 1.5 provides supporting evidence for
that conjecture.
CANONICAL BASES OF QUANTUM SCHUBERT CELLS AND THEIR SYMMETRIES 3
(b) It would be interesting to compare the symmetries discussed above with the quantum twist
computed in [9].
We deduce Theorem 1.5 from Theorem 1.1 in §4.4. All these results are obtained using the
following striking property of Bup which is parallel to a highly non-trivial result of Lusztig ([17]).
Theorem 1.7. Tsi(b) ∈ B
up whenever b ∈ Bup ∩ T−1si (Uq(n
+)).
We prove Theorem 1.7 in §3.5. Our proof, which is quite elementary and short, relies on the
notion of decorated algebras (Definition 3.1) to which we generalize Tsi and obtain an explicit
formula (Theorem 3.6) for it.
We conclude this section with the following curious application of the above constructions. It is
well-known (see e.g. Remark 2.14) that the natural linear anti-involution ∗ on Uq(n
+) fixing the
Chevalley generators (see §2.1) preserves Bup. Since Tw ◦
∗ = ∗ ◦ T−1
w−1
(cf. [2]) it follows that
Uq(w)
∗ = T−1
w−1
(Uq(b
−)) ∩ Uq(n
+)
and Corollary 1.3 implies that Uq(w)
∗ has a basis B(w)∗ = Uq(w)
∗ ∩Bup. In particular, one can
consider the algebras
Uq(w,w
′) := Uq(w) ∩ Uq(w
′)∗, w, w′ ∈ W
which is natural to call bi-Schubert algebras. The following is immediate.
Corollary 1.8. For any w,w′ ∈ W , the bi-Schubert algebra Uq(w,w
′) has a basis B(w,w′) :=
B(w) ∩B(w′)∗ = Uq(w,w
′) ∩Bup.
Remark 1.9. (a) Based on numerous examples (see §5.5) one can conjecture that bi-Schubert
algebras are Poincare´-Birkhoff-Witt (PBW), i.e. have bases consisting of ordered monomials
(similarly to Lemma 4.1).
(b) One can also consider intersections Uq(w) ∩ Uq(w
′); however, in this case it appears (and is
probably well-known) that the corresponding algebra is always Uq(w
′′) where w′′ is less than
both w and w′ in the weak right Bruhat order and is maximal with that property.
Acknowledgements. The main part of this paper was written while both authors were visiting
Universite´ de Gene`ve (Geneva, Switzerland). We are happy to use this opportunity to thank
A. Alekseev for his hospitality. We also benefited from the hospitality of Max-Planck-Institut fu¨r
Mathematik (Bonn, Germany), which we gratefully acknowledge.
2. Definition and characterization of Bup
2.1. Preliminaries. Let g be a symmetrizable Kac-Moody algebra with the Cartan matrix A =
(aij)i,j∈I . Let {αi}i∈I be the standard basis of Q = Z
I . Fix di ∈ Z>0, i ∈ I such that the matrix
(diaij)i,j∈I is symmetric and define a symmetric bilinear form (·, ·) : Q×Q→ Z by (αi, αj) = diaij;
clearly, (γ, γ) ∈ 2Z for any γ ∈ Q. We will write (α∨i , γ), γ ∈ Q as an abbreviation for (αi, γ)d
−1
i .
The quantized enveloping algebra Uq(g) is an associative algebra over k = Q(q
1
2 ) generated by
the Ei, Fi, K
±1
i , i ∈ I subject to the relations
[Ei, Fj] = δij(q
−1
i − qi)(Ki −K
−1
i ), KiEj = q
aij
i EjKi, KiFj = q
−aij
i FjKi, KiKj = KjKi (2.1)∑
r,s≥0, r+s=1−aij
(−1)sE
〈r〉
i EjE
〈s〉
i =
∑
r,s≥0, r+s=1−aij
(−1)sF
〈r〉
i FjF
〈s〉
i = 0, i 6= j (2.2)
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for all i, j ∈ I, where qi = q
di, X
〈k〉
i :=
( k∏
s=1
〈s〉qi
)−1
Xki and 〈s〉v = v
s − v−s. We also set
(n)v =
〈n〉v
〈1〉v
, 〈n〉v! =
n∏
t=1
〈t〉v, (n)v! =
〈n〉v!
〈1〉nv
,
(
n
k
)
v
=
∏k−1
t=0 (n− t)v
(k)v!
=
∏k−1
t=0 〈n− t〉v
〈k〉v!
and X
(n)
i := X
n
i /(n)qi!.
We denote by Uq(n
+) (respectively, Uq(n
−)) the subalgebra of Uq(g) generated by the Ei (re-
spectively, the Fi), i ∈ I. Let K be the subalgebra of Uq(g) generated by the K
±1
i , i ∈ I and set
Uq(b
±) = KUq(n
±).
It is easy to see from the presentation that Uq(g) admits anti-involutions
t and ∗, where t
interchanges Ei and Fi for each i ∈ I and preserves the K
±1
i while
∗ preserves the Ei and Fi
while K∗i = K
−1
i . Furthermore, Uq(g) admits an anti-linear anti-involution ·¯ which preserves all
generators and maps q
1
2 to q−
1
2 .
The algebra Uq(n
+) is naturally graded by Q+ :=
⊕
i∈I Z≥0αi via degEi = αi. We denote the
homogeneous component of Uq(n
+) of degree γ ∈ Q+ by Uq(n
+)γ. This can be extended to a
Q-grading on Uq(g) via degFi = −αi, degKi = 0.
2.2. Modified Lusztig symmetries. Let W be the Weyl group of g. It is generated by the
simple reflections si, i ∈ I which act on Q via si(αj) = αj − aijαi. Given w ∈ W , denote R(w) the
set of reduced words for w, that is, the set of i = (i1, . . . , im) ∈ I
m of minimal length m := ℓ(w)
such that w = si1 · · · sim. It is well-known that the form (·, ·) is W -invariant.
The following essentially coincides with Theorem 1.13 from [2].
Lemma 2.1. (a) For each i ∈ I there exists a unique automorphism Ti of Uq(g) which satisfies
Ti(Kj) = KjK
−aij
i and
Ti(Ej) =


q−1i K
−1
i Fi, i = j∑
r+s=−aij
(−1)rq
s+ 1
2
aij
i E
〈r〉
i EjE
〈s〉
i , i 6= j
Ti(Fj) =


q−1i KiEi, i = j∑
r+s=−aij
(−1)rq
s+ 1
2
aij
i F
〈r〉
i FjF
〈s〉
i , i 6= j
(b) For all x ∈ Uq(g), Ti(x) = Ti(x), (Ti(x))
∗ = T−1i (x
∗) and (Ti(x))
t = T−1i (x
t).
(c) The Ti, i ∈ I satisfy the braid relations on Uq(g), that is, they define a representation of the
Artin braid group Brg of g on Uq(g).
2.3. Bilinear forms. Following [2, 16], we define a symmetric bilinear form 〈·, ·〉 on Uq(n
+). Let
V =
⊕
i∈I kEi and let 〈·, ·〉 be the bilinear form on V defined by 〈Ei, Ej〉 = δij(qi − q
−1
i ). Extend
it naturally to T (V ) via
〈v1 ⊗ · · · ⊗ vk, v
′
1 ⊗ · · · ⊗ v
′
l〉
′ = δkl
k∏
r=1
〈vr, v
′
r〉, vr, v
′
r ∈ V, 1 ≤ r ≤ k.
Define a linear map Ψ : V ⊗V → V ⊗V by Ψ(Ei⊗Ej) = q
(αi,αj)Ej ⊗Ei. Finally, define 〈·, ·〉Ψ via
〈u, v〉Ψ = δk,l〈[k]Ψ!(u), v〉
′ = δk,l〈u, [k]Ψ!(v)〉
′, u ∈ V ⊗k, v ∈ V ⊗l
and [k]Ψ! ∈ Endk V
⊗k is the standard notation for the braided k-factorial (see e.g. [2, §A.1]). It
is well-known (see e.g. [16]) that the kernel J of the canonical map T (V ) → Uq(n
+), Ei 7→ Ei is
the radical of 〈·, ·〉Ψ. Thus, we have a well-defined non-degenerate symmetric bilinear form 〈·, ·〉
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on Uq(n
+) given by 〈u + J, v + J〉 = 〈u, v〉Ψ. This form in fact coincides with the form 〈·, ·〉 we
introduced in [2, §A.3] if we identify Uq(n
−) with Uq(n
+) via ∗t. We will often use the following
obvious
Lemma 2.2. Let x, x′ ∈ Uq(n
+) be homogeneous. Then 〈x, x′〉 6= 0 implies that deg x = deg x′.
Define L·, ·M : Uq(n
+)⊗ Uq(n
+)→ k by
Lx, yM = µ(γ)q−
1
2
(γ,γ)〈x, y〉, x, y ∈ Uq(n
+)γ
where
µ(γ) = q
1
4
(γ,γ)+ 1
2
η(γ), γ ∈ Q (2.3)
and η ∈ HomZ(Q,Z) is defined by η(αi) = di. Note the following properties of µ which will be
often used in the sequel
µ(rαi) = q
(r+12 )
i , µ(siγ) = µ(γ)q
− 1
2
(αi,γ), µ(γ + γ′) = µ(γ)µ(γ′)q
1
2
(γ,γ′) (2.4)
Define an anti-linear automorphism ·˜ of Uq(g) by
x˜ = (sgn γ)x¯∗, x ∈ Uq(g)γ
where sgn : Q → {±1} is the homomorphism of abelian groups defined by sgn(αi) = −1. Then
(cf. [2])
Lx, yM = Lx¯, y˜M = Lx˜, y¯M. (2.5)
2.4. Lattices and signed basis in Uq(n
+). Let A = Z[q
1
2 , q−
1
2 ] which is a subring of Q(q
1
2 ).
Denote A0 = Z[q, q
−1] and A1 = q
1
2A0; clearly, A = A0 ⊕ A1 as an A0-module. Following [2, §3.1],
for any J ⊂ I, let UZ(n
+)J (respectively, UZ(n
−)J) be the A0-subalgebra of Uq(n
+) (respectively,
Uq(n
−)) generated by the E
〈n〉
i (respectively, F
〈n〉
i ), i ∈ J , n ∈ Z≥0. We abbreviate UZ(n
±) :=
UZ(n
+)I . Set
UZ(n+) = {x ∈ Uq(n
+) : Lx, UZ(n
+)M ⊂ A0}.
Clearly, UZ(n+) is an A0-submodule of Uq(n
+).
Lemma 2.3. We have q
1
2
(γ,γ′)xx′ ∈ UZ(n+) for all x ∈ UZ(n+)γ, x
′ ∈ UZ(n+)γ′. In particular, all
powers of a homogeneous element of UZ(n+) are in UZ(n+) and UA(n+) := UZ(n+) ⊗A0 A is an
A-algebra.
Proof. Following [16, §1.2], let ∆ : Uq(n
+) → Uq(n
+)⊗Uq(n
+) be the braided co-multiplication
defined by ∆(Ei) = Ei ⊗ 1 + 1 ⊗ Ei, where Uq(n
+)⊗Uq(n
+) = Uq(n
+) ⊗ Uq(n
+) endowed with
an algebra structure via (x ⊗ y)(x′ ⊗ y′) = q(γ,γ
′)xx′ ⊗ yy′ for all x, y′ ∈ Uq(n
+), y ∈ Uq(n
+)γ,
x′ ∈ Uq(n
+)γ′. Then 〈xx
′, y〉 = 〈x, y
(1)
〉〈x′, y
(2)
〉 and so
Lxx′, yM = q−
1
2
(γ,γ′)Lx, y
(1)
MLx′, y
(2)
M, x ∈ Uq(n
+)γ, x
′ ∈ Uq(n
+)γ′ ,
where ∆(y) = y
(1)
⊗ y
(2)
in Sweedler-like notation. It follows from [16, Lemma 1.4.2] that
∆(UZ(n
+)) ⊂ UZ(n
+) ⊗A0 UZ(n
+), hence we can assume that y
(1)
, y
(2)
∈ UZ(n
+) provided that
y ∈ UZ(n
+). All assertions are now immediate. 
Define, for any γ ∈ Q+
B±upγ = {b ∈ U
Z(n+)γ : b¯ = b, µ(γ)
−1Lb, bM ∈ 1 + q−1Z[[q−1]])} (2.6)
and set B±up =
⊔
γ∈Q+ B
±up
γ .
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2.5. Signed basis is (K−, µ)-orthonormal. Let R be a commutative unital subring of a field k.
Following [16, §14.2.1], a subset B± of a free R-module L is a signed basis of L if B± = B⊔ (−B)
for some basis B of L.
Let K− be a subring of k not containing 1. We say that B is (K−, µ)-orthonormal for some
µ ∈ R× with respect to a fixed symmetric bilinear pairing L·, ·M : L⊗R L→ k if
µ · Lb, b′M ∈ δb,b′ +K−, b, b
′ ∈ B.
Accordingly, we say that a signed basis B± is (K−, µ)-orthonormal if it contains a (K−, µ)-
orthonormal basis of L.
The following result is parallel to [16, Theorem 14.2.3].
Theorem 2.4. B±up is a signed basis of UZ(n+) with R = A0. Moreover, for each γ ∈ Q
+, B±upγ
is a (K−, µ(γ)
−1)-orthonormal basis where µ is defined by (2.3) and K− = q
−1Z[[q−1]] ∩Q(q).
Proof. We need the following general setup.
We say that a domain R0 is strongly integral if a sum of squares of its non-zero elements is never
zero and if c21 + · · ·+ c
2
n = 1, cr ∈ R0, implies that for all 1 ≤ i ≤ n, ci = ±δij for some 1 ≤ j ≤ n.
Let R be a domain with a subdomain R0. Given a totally ordered additive monoid Γ, a map
ν : R→ Γ ⊔ {−∞} is called an R0-linear valuation if the following hold for all f, g ∈ R
(V1) ν(f) = −∞ if and only if f = 0
(V2) ν(R0 \ {0}) = 0,
(V3) ν(fg) = ν(f) + ν(g);
(V4) ν(f + g) ≤ max(ν(f), ν(g)).
It follows that
ν(f) 6= ν(g) =⇒ ν(f + g) = max(ν(f), ν(g)). (2.7)
Furthermore, for each a ∈ Γ, set R≤a = {r ∈ R : ν(r) ≤ a} and R<a = {r ∈ R : ν(r) < a}.
Clearly, R≤a and R<a are R0-submodules of R and R<a ⊂ R≤a. In the spirit of [12, §2.1], we call
the R0-module R≤a/R<a the leaf of ν at a; we say that ν has one-dimensional leaves if for each
a ∈ ν(R), the leaf of ν at a is a non-zero cyclic R0-module.
Let M be a free R-module with a basis B. Then we can define νB : M → Γ ∪ {−∞} by
νB(
∑
b∈B
cbb) = max
b
ν(cb). (2.8)
Clearly (V4) holds and we also have νB(fx) = ν(f) + νB(x), f ∈ R, x ∈ M . We will need the
following Lemma.
Lemma 2.5. Suppose that ν : R→ Γ ∪ {−∞} has one-dimensional leaves and let M be a free R
module with a basis B. Then every x ∈ M with νB(x) > 0 can be written as x = fx0 + x1 where
f ∈ R with ν(f) = ν(x), 0 6= x0 ∈
∑
b∈BR0b and x1 ∈M satisfies νB(x1) < νB(x).
Proof. Let x ∈ M with a = νB(x) > 0 and write
x =
∑
b∈B
xbb =
∑
b∈B : ν(xb)=a
xbb+
∑
b∈B : ν(xb)<a
xbb.
Since ν has one-dimensional leaves and R≤a 6= R<a, R≤a/R<a is a non-zero cyclic R0-module. Let
f ∈ R≤a be any element whose image generates R≤a/R<a as an R0-module. Then ν(f) = a and
for every b ∈ B with ν(xb) = a there exists rb ∈ R0 such that ν(xb − rbf) < a. Set
x0 =
∑
b∈B : ν(xb)=a
rbb, x1 = x− fx0.
Clearly, νB(x1) < a, whence x0 6= 0. 
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Henceforth
• R0 is a strongly integral domain
• k is a field containing R0;
• R0 ⊂ R ⊂ k as subrings
• ν : k→ Γ ∪ {−∞} is an R0-linear valuation;
• K− is an R0-subalgebra of k such that ν(f) < 0 for all f ∈ K− (note that this implies that
K− ∩ R0 = ∅) and (1 +K−)
−1 ⊂ 1 +K−.
• There is a field involution ·¯ of k which restricts to R and is identity onR0, whileK−∩K− = ∅
• ν(R·¯ \R0) > 0 where R
·¯ = {f ∈ R : f¯ = f};
• The restriction of ν to R·¯ is a valuation ν : R·¯ → Γ ⊔ {−∞} with one-dimensional leaves;
For an R-module L, an endomorphism of Z-modules ϕ : L → L is called anti-linear if for all
r ∈ R, x ∈ L we have r · x = r · x. Anti-linear endomorphisms of a k-vector space V are defined
similarly.
Let V be a k-vector space with a non-degenerate symmetric bilinear form L·, ·M. Suppose that
ϕ, ϕ′ are anti-linear involutions on V satisfying Lx, yM = Lϕ(x), ϕ′(y)M, x, y ∈ V . Let L be a free
R-module such that V = k ⊗R L. Denote L
∨ = {x ∈ V : Lx, LM ⊂ R}. Clearly, L∨ is a free
R-module and V = k⊗R L
∨.
Given µ ∈ R× define
B±(µ) = {b ∈ L : ϕ′(b) = b, µ · Lb, bM ∈ 1 +K−}
B∨±(µ) = {b ∈ L
∨ : ϕ(b) = b, µ · Lb, bM ∈ 1 +K−}.
Proposition 2.6. Suppose that dimk V <∞. The following are equivalent
(a) B±(µ) is a (K−, µ)-orthonormal signed R-basis of L.
(b) B∨±(µ
−1) is a (K−, µ
−1)-orthonormal signed R-basis of L∨.
In that case, B±(µ) and B∨±(µ) are dual to each other with respect to L·, ·M.
Proof. (a) =⇒ (b) Let B±(µ) be any basis of L contained in B±(µ).
Since L·, ·M is non-degenerate, for each b ∈ B±(µ) there exists a unique δb ∈ L
∨ such that
Lδb, b
′M = δb,b′ . Clearly, the set B
±(µ)∨ := {δb : b ∈ B
±(µ)} is a basis of L∨. Note that ϕ(δb) = δb.
Lemma 2.7. The set B±(µ)∨ is (K−, µ
−1)-orthonormal basis of L∨. In particular, ν(µ−1Lδb, δb′M) ≤
0 with the equality if and only if b = b′.
Proof. We need the following
Lemma 2.8. Let G = (Gr,s)1≤r,s≤n be a matrix over k such that µGrs ∈ δrs + K−. Then G is
invertible and M = (Mrs)1≤r,s≤n = G
−1 satisfies µ−1Mrs ∈ δrs +K−.
Proof. Let ∆r,s(G) be the minor of G obtained by removing the rth row and the sth column.
Then it is easy to see that µn−1∆r,s(G) ∈ δrs + K−. Similarly, µ
n detG ∈ 1 + K− hence G is
invertible. Moreover, µ−n(detG)−1 ∈ 1+K−. Since Mrs = (−1)
r+s(detG)−1∆s,r(G), the assertion
follows. 
Since B±(µ) is (K−, µ)-orthogonal, the above Lemma applies to the (finite) Gram matrix G =
(Lb, b′M)b,b′∈B±(µ) of L·, ·M with respect to the basis B
±(µ) and hence µ−1Mb,b′ ∈ δb,b′ + K− where
M = G−1. Since µ−1δb =
∑
b′∈B±(µ) µ
−1Mb,b′b
′, we have µ−1δb ∈ b+K− ·B
±(µ). This implies that
µ−1Lδb, δb′M = Lµ
−1δb, δb′M ∈ Lb, δb′M +K−LB
±(µ), δb′M = δb,b′ +K−, b, b
′ ∈ B±(µ)
This proves Lemma 2.7. 
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Note that for any x =
∑
b xbδb, y =
∑
b′ yb′δb′ in L
∨ we have
µ−1Lx, yM =
∑
b,b′
xbyb′µ
−1Lδb, δb′M.
Define ν = νB±(µ)∨ : L
∨ → Γ ⊔ {−∞} as in (2.8). Since ν(µ−1Lδb, δb′M) ≤ 0 for all b, b
′ ∈ B±(µ) by
Lemma 2.7, it follows from (V3) and (V4) that
ν(µ−1Lx, yM) ≤ ν(x) + ν(y), x, y ∈ L∨. (2.9)
Clearly, for x ∈ L∨ we have
ϕ(x) = x ⇐⇒ x ∈
∑
b∈B±(µ)
R·¯δb. (2.10)
Thus, the set (L∨)ϕ of ϕ-invariant elements in L∨ is a free R·¯-module with a basis B±(µ)∨.
The following Lemma is the crucial point of our argument.
Lemma 2.9. Let x ∈ L∨ and suppose that ϕ(x) = x. Then
(a) If ν(x) = 0, that is, x =
∑
b xbδb with xb ∈ R0, then µ
−1Lx, xM−
∑
b x
2
b ∈ K− and ν(µ
−1Lx, xM) =
0.
(b) If ν(x) > 0 then ν(µ−1Lx, xM) > 0
Proof. Write x =
∑
b xbδb, xb ∈ R
·¯.
To prove (a), note that ν(x) = 0 and ϕ(x) = x imply that xb ∈ R0 for all b ∈ B
±(µ). We have
µ−1Lx, xM =
∑
b
x2bµ
−1Lδb, δbM +
∑
b6=b′
xbxb′µ
−1Lδb, δb′M.
By Lemma 2.7, the first sum belongs to
∑
b x
2
b +K− while the second sum belongs to K−. Since
R0 is strongly integral,
∑
b x
2
b 6= 0. Thus, ν(µ
−1Lx, xM) = 0.
To prove (b), let a = ν(x) > 0. Applying Lemma 2.5 to M = (L∨)ϕ and the ring R·¯, we can
write x = fx0 + x1 where f ∈ R
·¯, ν(f) = a, ϕ(x0) = x0 (and so ϕ(x1) = x1), ν(x0) = 0 and
ν(x1) < a. Then
ν(µ−1Lx, xM) = ν(f 2µ−1Lx0, x0M+ 2fµ
−1Lx0, x1M + µ
−1Lx1, x1M) = ν(f
2µ−1Lx0, x0M) = 2a > 0
since ν(µ−1Lx1, x1M), ν(fµ
−1Lx0, x1M) < 2a by (2.9) and (V3), (V4) while ν(µ
−1Lx0, x0M) = 0 by
part (a). This proves (b). 
It follows from Lemma 2.9(a,b) that if x ∈ L∨ is fixed by ϕ and µ−1Lx, xM ∈ 1+K− then x = ±δb
for some b ∈ B±(µ) by the strong integrality of R0. Thus, B
∨
±(µ) = B
±(µ)∨
⊔
(−B±(µ)∨). This
completes the proof of the implication (a) =⇒ (b) and the last assertion. The opposite implication
follows by the symmetry between L and L∨ and ϕ and ϕ′. 
We now apply Proposition 2.6 with L = UZ(n
+)γ, v = q
1
2 , ϕ = ·¯, ϕ′ = ·˜, R = A0 = Z[v
2, v−2],
k = Q(v) and K− = v
−2Z[[v−2]] ∩Q(v). We define ν : Q(v)→ Z ∪ {−∞} via
ν
(
cvn
1 + f
1 + g
)
= n
where c ∈ Q×, n ∈ Z and f, v ∈ v−1Z[v−1]. Note that R·¯ = Z[q + q−1] and ν has one-dimensional
leaves on R·¯ since ν((v + v−1)n) = n. By [16, Theorem 14.2.3], B±can ∩ UZ(n
+) is a (K−, µ(γ))-
orthonormal signed basis of L. Since B±upγ = (B
can∩UZ(n
+))∨± in the notation of Proposition 2.6,
it is a signed (K−, µ(γ)
−1)-orthonormal basis of L∨ = UZ(n+)γ . This completes the proof of
Theorem 2.4. 
CANONICAL BASES OF QUANTUM SCHUBERT CELLS AND THEIR SYMMETRIES 9
2.6. Choosing Bup inside the signed basis. It remains to describe a canonical way to choose
Bup inside B±up. Needless to say, it can be taken as the dual basis of Bcan with respect to L·, ·M.
However, it more instructive to provide an intrinsic definition.
To that effect, following [2, §3.5] and also [16, Proposition 3.1.6], define k-linear endomorphisms
∂i, ∂
op
i , i ∈ I of Uq(n
+) by
[Fi, x] = (qi − q
−1
i )(q
− 1
2
(αi,γ−αi)Ki∂i(x)− q
1
2
(αi,γ−αi)K−1i ∂
op
i (x)), x ∈ Uq(n
+)γ . (2.11)
We need the following properties of these operators (cf. [2, Lemmata 3.18 and 3.20]).
Lemma 2.10. For all x ∈ Uq(n
+)γ and i ∈ I we have
(a) ∂i(x) = ∂i(x), ∂
op
i (x) = ∂
op
i (x), ∂i(x
∗)∗ = ∂opi (x) and ∂i∂
op
i (x) = ∂
op
i ∂i(x).
(b) for all y ∈ Uq(n
+), n ∈ Z≥0
Lx, yE
〈n〉
i M = L∂
(n)
i (x), yM, Lx, E
〈n〉
i yM = L(∂
op
i )
(n)(x), yM,
where f
(n)
i = (qi − q
−1
i )
nf
〈n〉
i .
(c) ∂i, ∂
op
i are quasi-derivations. Namely, for x ∈ Uq(n
+)γ, y ∈ Uq(n
+)γ′ we have
∂i(xy) = q
1
2
(αi,γ
′)∂i(x)y + q
− 1
2
(αi,γ)x∂i(y),
∂opi (xy) = q
− 1
2
(αi,γ
′)∂opi (x)y + q
1
2
(αi,γ)x∂opi (y).
(2.12)
It is easy to see that
∂
(n)
i (E
r
i ) =
(
r
n
)
qi
Er−ni = (∂
op
i )
(n)(Eri ) (2.13)
whence
((qi − q
−1
i )∂i)
n(E
〈r〉
i ) = E
〈r−n〉
i = ((qi − q
−1
i )∂
op
i )
n(E
〈r〉
i ) (2.14)
The following is an immediate consequence of this identity and Lemma 2.10.
Corollary 2.11. For all i ∈ I we have
(a) if x ∈ UZ(n
+)γ then 〈1〉qi∂i(x), 〈1〉qi∂
op
i (x) ∈ q
1
2
(αi,γ)UZ(n
+);
(b) the ∂
(n)
i , (∂
op
i )
(n), n ∈ Z≥0 restrict to operators on U
Z(n+).
By degree considerations it is clear that ∂i, ∂
op
i are locally nilpotent, that is, for any x ∈ Uq(n
+)
we have ∂ki (x) = (∂
op
i )
k(x) = 0 for k ≫ 0. Thus, for each x ∈ Uq(n
+) \ {0} we can define ℓi(x)
as the maximal k > 0 such that ∂ki (x) 6= 0. Define ∂
(top)
i , (∂
op
i )
(top) : Uq(n
+) \ {0} → Uq(n
+) \ {0}
by ∂
(top)
i (x) = ∂
(ℓi(x))
i (x) and (∂
op
i )
(top)(x) = (∂
(top)
i (x
∗))∗ = (∂opi )
(ℓi(x∗))(x). Similar notation will be
used for other locally nilpotent operators in the sequel.
For any sequence i = (i1, . . . , im) ∈ I
m set ∂
(top)
i
= ∂
(top)
im
· · ·∂
(top)
i1
.
Proposition 2.12. For every b ∈ B±up there exists i = (i1, . . . , im) such that ∂
(top)
i
(b) ∈ {±1}.
Moreover, if i′ = (i′1, . . . , i
′
m′) also satisfies ∂
(top)
i′
(b) ∈ {±1} then ∂
(top)
i
(b) = ∂
(top)
i′
(b) ∈ {±1}.
Thus, we can define Bup to be the set of all b ∈ B±up such that ∂
(top)
i
(b) = 1 for some i =
(i1, . . . , im).
Proof. By Proposition 2.6, B±up contains the dual basis B′ of Bcan. Our goal is to prove that
Bup = B′. We need the following result.
Lemma 2.13. ∂
(top)
i (b) ∈ B
′ for all b ∈ B′, i ∈ I. Moreover, if ∂(top)i (b) = ∂
(top)
i (b
′) and ℓi(b) =
ℓi(b
′) for some b′ ∈ B′ then b = b′.
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Proof. Following [16, §14.3], denote Bcani;≥r = B
can∩Eri Uq(n
+) and Bcani;r = B
can
i;≥r \B
can
i;≥r+1. It follows
from [16, §14.3] that for all i ∈ I,
Bcan =
⊔
r≥0
Bcani;r . (2.15)
Let b ∈ Bcan and let n = ℓi(δb), u = ∂
(top)
i (δb) = ∂
(n)
i (δb), where δb is the element of B
′ satisfying
Lδb, b
′M = δb,b′. Then u ∈ ker ∂i which, by Lemma 2.10(c), is orthogonal to B
can
i;s , s > 0. Thus, we
can write
u =
∑
b′∈Bcani;0
Lu, b′Mδb′ =
∑
b′∈Bcani;0
Lδb, E
〈n〉
i b
′Mδb′ .
By [16, Theorem 14.3.2], for each b′ ∈ Bcani;0 there exists a unique πi,n(b
′) ∈ Bcani;n such that E
〈n〉
i b
′−
πi;n(b
′) ∈
∑
r>n Z[q, q
−1]Bcani;r . Using Lemma 2.10(c) again, we conclude that for any b
′′ ∈ Bcani;r
with r > n, Lδb, b
′′M ∈ Lδb, E
〈r〉
i Uq(n
+)M = L∂
(r)
i (δb), Uq(n
+)M = 0. Thus,
u =
∑
b′∈Bcan
i;0
Lδb, πi;n(b
′)Mδb′ .
Note that, since u 6= 0, we cannot have Lδb, πi;n(b
′)M = 0 for all b′ ∈ Bcani;0 . Since Lδb, b
′′M = δb,b′′ , we
conclude that there exists a unique b′ ∈ Bcani;0 such that πi;n(b
′) = b and then u = ∂
(top)
i (δb) = δb′.
Since πi;n : B
can
i;0 → B
can
i;n is a bijection by [16, Theorem 14.3.2], the first assertion follows. The
second assertion is immediate from (2.15). 
This implies that for every element b ∈ B′, there exists i = (i1, . . . , im) such that ∂
(top)
i
(b) = 1.
Since 1 is the unique element of B′ of degree 0, for any sequence i′ such that ∂
(top)
i′
(b) = c ∈ k×,
one has c = 1. This completes the proof of Proposition 2.12. 
Remark 2.14. Since Bcan is preserved by ∗ by [16, Theorem 14.4.3] and ∗ is self-adjoint with
respect to L·, ·M, it follows that Bup is preserved by ∗. In particular, we can replace ∂i by ∂
op
i in
Lemma 2.13 and Proposition 2.12.
Note that Lemma 2.13 and Remark 2.14 immediately yield the following well-known fact.
Corollary 2.15. Let x ∈ Uq(n
+) and write x =
∑
b∈Bup cb(x)b. Then cb(x) 6= 0 implies that
ℓi(b) ≤ ℓi(x) and ℓi(b
∗) ≤ ℓi(x
∗) and
∂
(top)
i (x) =
∑
b∈Bup : ℓi(b)=ℓi(x)
cb(x)∂
(top)
i (b), (∂
op
i )
(top)(x) =
∑
b∈Bup : ℓi(b∗)=ℓi(x∗)
cb(x)(∂
op
i )
(top)(b)
are the decompositions of (∂i)
(top)(x) and (∂opi )
(top)(x), respectively, in the basis Bup.
3. Decorated algebras and proof of Theorem 1.7
3.1. Decorated algebras. Let A be an associative Z-graded algebra over k = Q(v
1
2 ). Denote
the degree of a homogeneous u ∈ A by |u|.
Definition 3.1. We say that A = A(E, F+, F−) is decorated if it contains an element E with
|E| = 2 and admits mutually commuting locally nilpotent k-linear endomorphisms F+, F− : A →
A of degree −2 satisfying F±(E) = 1 and
F±(xy) = v
± 1
2
|y|F±(x)y + v
∓ 1
2
|x|xF±(y) (3.1)
for x, y ∈ A homogeneous.
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Denote A± = kerD∓ and set A0 = A+ ∩ A−. Clearly, F± restricts to an endomorphism of A±
which will also be denoted by F±. Since F± are skew derivations, A± are subalgebras of A.
The following is a basic example of a decorated algebra. Let Fm,n = k〈E, x, y〉 with the Z-grading
defined by |x| = −m, |y| = −n, |E| = 2. The following is immediate
Lemma 3.2. There exists unique operators F± ∈ EndkFm,n such that F±(E) = 1, F±(x) =
F±(y) = 0 and (3.1) holds. In particular, Fm,n is a decorated algebra and for any decorated algebra
A and any x′, y′ ∈ A0 homogeneous the natural homomorphism of graded associative algebras
φ|x′|,|y′| : F|x′|,|y′| → A, x 7→ x
′, y 7→ y′ is a homomorphism of decorated algebras, that is, it
commutes with F±.
Define K
1
2 , E± ∈ EndkA by
K
1
2 (x) = v
1
2
|x|u, E±(x) = ±〈1〉
−1
v (v
± 1
2
|x|Ex− v∓
1
2
|x|xE),
for x ∈ A homogeneous. Clearly E± are of degree 2. The following is easily checked.
Lemma 3.3. (a) For x, y ∈ A homogeneous we have
E
(r)
+ (x) =
∑
r′+r′′=r
(−1)r
′
v
1
2
(r+|x|−1)(r′−r′′)E〈r
′〉xE〈r
′′〉
E
(r)
− (x) =
∑
r′+r′′=r
(−1)r
′′
v
1
2
(r+|x|−1)(r′′−r′)E〈r
′〉xE〈r
′′〉
(3.2)
E
(r)
± (xy) =
∑
r′+r′′=r
v±
1
2
(r′|y|−r′′|x|)E
(r′)
± (x)E
(r′′)
± (y). (3.3)
and [E±, F±] = 〈1〉v
−1(K −K−1). In particular, E±, F± and K provide actions of Chevalley
generators of Uv(sl2) in its standard presentation on A;
(b) E± restrict to endomorphisms of A±. In particular, A± is a Uv(sl2)±-submodule of A and A0
is the space of lowest weight vectors for both actions.
(c) A homomorphism of decorated algebras A → A′ is a homomorphism of Uv(sl2)+- and Uv(sl2)−-
modules.
Remark 3.4. Suppose that y ∈ A0. The following is rather standard an is an obvious consequence
of say [16, Corollary 3.1.9].
F
(a)
± E
(b)
± (y) =


(
a− b− |y|
a
)
v
E
(b−a)
± (y), 0 ≤ a ≤ b
0, a > b
(3.4)
Suppose that E± are locally nilpotent on A±. Then A± are direct sums of finite dimensional
Uv(sl2)±-modules and if x ∈ A0 is homogeneous then |x| ≤ 0. We need following
Lemma 3.5. (a) There exists unique isomorphisms of Uv(sl2)-modules σ± : A± → A∓ such that
σ±|A0 = idA0 , where A± is regarded as a Uv(sl2)±-module. In particular, σ± ◦ σ∓ = idA∓ .
(b) There exists unique k-linear involution η± : A± → A± such that
η± ◦ E± = F± ◦ η±, η± ◦ F± = E± ◦ η±, η± ◦K = K
−1 ◦ η± (3.5)
and η±(x) = E
(top)
± (x) = E
(−|x|)
± (x) for x ∈ A0 homogeneous.
Proof. Part (a) is immediate from the semi-simplicity of A± as Uv(sl2)±-modules and the fact that
any endomorphism of any lowest weight Uv(sl2)-module fixing all lowest weight vectors is identity
on that module. To prove (b) recall that every simple finite dimensional Uv(sl2)-module Vλ of type 1
has a basis {zk}0≤k≤ such that E(xk) = (k)vzk−1, F (zk) = (λ− k)vzk+1, K(zk) = v
λ−2kzk. Then it
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is easy to see that ηλ ∈ Endk Vλ defined by η(zk) = zλ−k is the unique linear map satisfying (3.5)
and such that ηλ(z) = E
(λ)(z) for any lowest weight vector z of Vλ. It remains to observe that ηλ
can be extended uniquely to any semi-simple Uv(sl2)-module. 
3.2. An isomorphism between A− and A+. The following is quite surprising.
Theorem 3.6. Let A be a decorated algebra such that the operators E± are locally nilpotent on A±.
Then the map τ := η+ ◦ σ− : A− → A+ is an isomorphism of algebras.
Proof. Let x, y ∈ A0 be homogeneous and let m = −|x|, n = −|y|. For r ≥ 0, define x ∗r y ∈ A by
x∗ry =
∑
r′,r′′≥0
r′+r′′≤r
(−1)r
′+r′′
r′∏
t=1
(n−r+t)v
r′′∏
t=1
(m−r+t)v
r∏
t=r′+r′′+1
(m+n−2r+t+1)vE
〈r′〉xE〈r−r
′−r′′〉yE〈r
′′〉.
Clearly x ∗r y is homogeneous of degree 2r −m− n.
Proposition 3.7. Let A be a decorated algebra and let x, y ∈ A0 be homogeneous with |x| = −m,
|y| = −n. For all r ≥ 0 we have x ∗r y ∈ A0 and
x ∗r y =
∑
t′+t′′=r
(−1)t
′′
v
1
2
(mt′−nt′′+(r−1)(t′′−t′)) (m− t
′)v!(n− t
′′)v!
(n− r)v!(m− r)v!
E
(t′)
+ (x)E
(t′′)
+ (y)
=
∑
t′+t′′=r
(−1)t
′
v
1
2
(nt′′−mt′+(r−1)(t′−t′′)) (m− t
′)v!(n− t
′′)v!
(n− r)v!(m− r)v!
E
(t′)
− (x)E
(t′′)
− (y)
(3.6)
Proof. By Lemma 3.2 it suffices to prove the proposition for the decorated algebra Fm,n. Let
Vm,n be the subspace of Fm,n with the basis {E
〈a〉xE〈b〉yE〈c〉 : a, b, c ∈ Z≥0}. Clearly, E±(Vm,n),
F±(Vm,n) ⊂ Vm,n and x ∗r y ∈ Vm,n. We need the following
Lemma 3.8. (Fm,n)0 ∩ Vm,n is spanned by the x ∗r y, r ≥ 0 as a k-vector space.
Proof. It is easy to check that x∗r y ∈ (Fm,n)0. Conversely, let u ∈ (Fm,n)0∩Vm,n be homogeneous
of degree 2r −m− n and write
u =
∑
r′,r′′≥0,r′+r′′≤r
cr′,r′′E
〈r′〉xE〈r−r
′−r′′〉yE〈r
′′〉.
Then
〈1〉vF±(u) =
∑
r′≥1, r′≥0, r′+r′′≤r
cr′,r′′v
± 1
2
(|x|+|y|+2(r−r′))E〈r
′−1〉xE〈r−r
′−r′′〉yE〈r
′′〉
+
∑
r′,r′′≥0,r′+r′′≤r−1
cr′,r′′v
± 1
2
(|y|−|x|+2(r′′−r′))E〈r
′〉xE〈r−r
′−r′′−1〉yE〈r
′′〉
+
∑
r′≥0, r′′≥1, r′+r′′≤r
cr′,r′′v
∓ 1
2
(|x|+|y|+2(r−r′′))E〈r
′〉xE〈r−r
′−r′′〉yE〈r
′′−1〉
=
∑
r′,r′′≥0, r′+r′′≤r−1
(cr′+1,r′′v
± 1
2
(|x|+|y|+2(r−r′−1)) + cr′,r′′v
± 1
2
(|y|−|x|+2(r′′−r′))
+ cr′,r′′+1v
∓ 1
2
(|x|+|y|+2(r−r′′−1)))E〈r
′〉xE〈r−r
′−r′′〉yE〈r
′′〉.
It follows that
cr′+1,r′′〈|x|+ |y|+ 2r − r
′ − r′′ − 2〉v + cr′,r′′〈|y| − r
′ + r − 1〉v = 0
and
cr′,r′′+1〈|x|+ |y|+ 2r − r
′ − r′′ − 2〉v + cr′,r′′〈|x| − r
′′ + r − 1〉v = 0.
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Thus,
cr′,r′′ = (−1)
r′
∏r′
t=1(n− r + t)v∏r′
t=1(m+ n− 2r + r
′′ + t)v
c0,r′′
= (−1)r
′+r′′
∏r′
t=1(n− r + t)v
∏r′′
t=1(m− r + t)v∏r′+r′′
t=1 (m+ n− 2r + t + 1)v
c0,0.
Therefore, u =
∏r
t=1(m+ n− 2r − t + 1)v
−1c0,0x ∗r y. 
Thus, x ∗r y ∈ A0. Furthermore, it is easy to check, using (3.1), that right hand sides of (3.6)
are in (Fm,n)0 ∩Vm,n and hence proportional to x ∗r y by Lemma 3.8. It remains then to compare
the coefficient of E〈r〉xy in both expressions, which is easily calculated using (3.2). 
Remark 3.9. Clearly, there exist unique injective homomorphisms j±,m and j±,n from the lowest
weight Verma Uv(sl2)±-modulesM
±
−m,M
±
−n of lowest weight −m (respectively, −n) to Vm,n sending
a fixed lowest weight vector to x (respectively, to y). This yields natural injective homomorphisms
of Uv(sl2)±-modules j±,m,n :M
±
−m⊗M
±
−n → Vm,n where the comultiplication on Uv(sl2)± is defined
by ∆±(E±) = E±⊗K
± 1
2+K±
1
2⊗E±. In particular, Proposition 3.7 implies that j±,m,n(M
±
−m⊗M
±
−n)
share lowest weight vectors of weight −m− n+ 2r.
The following Lemma is essentially concerned with quantum Clebsch-Gordan coefficients (also
known as 3j-symbols, see e.g. [11, Chapter VII]).
Lemma 3.10. Let A, x, y ∈ A0 be as in Proposition 3.7.
(a) For r ≤ min(m,n) we have
E
(a)
+ (x ∗r y) =
∑
t′+t′′=a+r
Cr;t′,t′′(v)E
(t′)
+ (x)E
(t′′)
+ (y),
E
(a)
− (x ∗r y) =
∑
t′+t′′=a+r
(−1)rCr;t′,t′′(v
−1)E
(t′)
− (x)E
(t′′)
− (y)
(3.7)
where
Cr;t′,t′′(v) = v
1
2
(mt′′−nt′)
∑
k+l=r
(−1)lvlt
′−kt′′+ 1
2
(k−l)(1+m+n−r) (n− l)v!(m− k)v!
(n− r)v!(m− r)v!
(
t′
k
)
v
(
t′′
l
)
v
∈ Z[v, v−1].
(b) The Cr;t′,t′′(v) satisfy the following recurrence relations
(m+ n− r − t′ − t′′)vCr;t′,t′′(v) = v
t′′− 1
2
n(m− t′)vCr;t′+1,t′′(v)
+ v
1
2
m−t′(n− t′′)vCr;t′,t′′+1(v),
(3.8)
(t′ + t′′ − r)vCr;t′,t′′(v) = v
t′′− 1
2
n(t′)vCr;t′−1,t′′(v) + v
1
2
m−t′(t′′)vCr;t′,t′′−1(v). (3.9)
(c) For all 0 ≤ t′ ≤ m, 0 ≤ t′′ ≤ n, 0 ≤ r ≤ min(m,n) we have
Cr;m−t′,n−t′′(v) = (−1)
rCr;t′,t′′(v
−1). (3.10)
Proof. Let a = 0. Then
Cr;t′,t′′(v) = (−1)
t′′v
1
2
(mt′−nt′′+(r−1)(t′′−t′)) (m− t
′)v!(n− t
′′)v!
(n− r)v!(m− r)v!
and the assertion follows from (3.6). The case of arbitrary a is then easily deduced by applying
E
(a)
± to (3.6) and using Lemma 3.3(a). To prove (3.8) (respectively, (3.9)) it suffices to apply
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F (respectively, E) to both sides of the first identity in (3.7). We leave the details of these
computations as an exercise for the reader.
We now prove part (c). Note first that for all 0 ≤ t′ ≤ m, 0 ≤ t′′ ≤ n
Cr;t′,0(v) = v
1
2
(r(1+m+n−r)−nt′) (n)v!
(n− r)v!
(
t′
r
)
v
,
Cr;0,t′′(v) = (−1)
rv
1
2
(mt′′−r(1+m+n−r)) (m)v!
(m− r)v!
(
t′′
r
)
v
.
(3.11)
Using (3.8) with t′′ = n we obtain
Cr;t′+1,n(v) =
(m− r − t′)v
(m− t′)v
v−
1
2
nCr;t′,n
whence by (3.11)
Cr;t′,n(v) = v
− 1
2
t′n (m− r)v!(m− t
′)v!
(m)v!(m− r − t′)v!
Cr;0,n(v)
= (−1)rv
1
2
(n(m−t′)−r(1+m+n−r)) (n)v!
(n− r)v!
(
m− t′
r
)
v
= (−1)rCr;m−t′,0(v
−1).
Thus, (3.10) holds for all 0 ≤ t′ ≤ m and for t′′ = n. Suppose that (3.10) was established for all
0 ≤ t′ ≤ m and for all s + 1 ≤ t′′ ≤ n. We have by (3.11)
(−1)r(n− r − s)vCr;m,s(v
−1) = (−1)rCr;m,s+1(v
−1)(n− s)vv
1
2
m = v
1
2
m(n− s)vCr;0,n−s−1(v)
= (−1)rv
1
2
(m(n−s)−r(1+m+n−r)) (m)v!(n− s)v
(m− r)v!
(
n− s− 1
r
)
v
= (n− r − s)vCr;0,n−s(v).
Finally, assume that (3.10) is established for k + 1 ≤ t′ ≤ m and for t′′ = s. Then using (3.8)
and (3.9) we obtain
(−1)r(m+n− r − k − s)vCr;k,s(v
−1)
= (−1)rCr;k+1,s(v
−1)(m− k)vv
−s+ 1
2
n + (−1)rCr;k,s+1(v
−1)(n− s)vv
− 1
2
m+k
= Cr;m−k−1,n−s(v)(m− k)vv
−s+ 1
2
n + Cr;m−k,n−s−1(n− s)vv
− 1
2
m+k
= (m+ n− r − k − s)Cr;m−k,n−s(v).
This proves the inductive step and completes the proof of the Lemma. 
We can now complete the proof of Proposition 3.6. By construction, τ is an isomorphism of
Uv(sl2)-modules. Explicitly, if z ∈ A0 then τ(E
(r)
− (z)) = E
(−|z|−r)
+ (z). It suffices to prove that for
any x, y ∈ A0 homogeneous with |x| = −m, |y| = −n we have
τ(E
(k)
− (x))τ(E
(l)
− (y)) = E
(m−k)
+ (x)E
(n−k)
+ (y) = τ(E
(k)
− (x)E
(l)
− (y)).
It is immediate from the Remark 3.9 that Cr;t′,t′′(v) (respectively, (−1)
rCr;t′,t′′(v
−1)) provide the
transition matrix between the two bases of Uv(sl2)+-) (respectively, Uv(sl2)−) modules Vm ⊗ Vn =⊕
0≤k≤min(m,n) Vm+n−2k. In particular, there exists C˜r;k,l(v) ∈ k, 0 ≤ k ≤ m, 0 ≤ l ≤ n, 0 ≤ r ≤
min(m,n, k + l) such that
min(m,n,k+l)∑
r=0
(−1)rC˜r;k,l(v)Cr;t′,t′′(v
−1) = δk,t′δl,t′′. (3.12)
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Then
E
(k)
− (x)E
(l)
− (y) =
min(m,n,k+l)∑
r=0
C˜r;k,l(v)E
(k+l−r)
− (x ∗r y)
and so
τ(E
(k)
− (x)E
(l)
− (y)) =
min(m,n,k+l)∑
r=0
C˜r;k,l(v)E
(m+n−r−k−l)
+ (x ∗r y)
=
min(m,n,k+l)∑
r=0
C˜r;k,l(v)
∑
s′+s′′=m+n−k−l
Cr;s′,s′′(v)E
(s′)
+ (x)E
(s′′)
+ (y)
=
∑
t′+t′′=k+l
(min(m,n,k+l)∑
r=0
C˜r;k,l(v)Cr;m−t′,n−t′′(v)
)
E
(m−t′)
+ (x)E
(n−t′′)
+ (y)
=
∑
t′+t′′=k+l
(min(m,n,k+l)∑
r=0
(−1)rC˜r;k,l(v)Cr;t′,t′′(v
−1)
)
E
(m−t′)
+ (x)E
(n−t′′)
+ (y)
= E
(m−k)
+ (x)E
(n−l)
+ (y) = τ(E
(k)
− (x))τ(E
(l)
− (y)),
where we used (3.10) and (3.12). 
Note that for x ∈ A− homogeneous, τ(x) can be calculated explicitly in the following way. First,
if y ∈ A0 is homogeneous and x = E
(r)
− (y) then
τ(x) = E
(−|y|−r)
+ (y) = E
(r−|x|)
+ (y) =
(
2r − |x|
r
)−1
v
E
(r−|x|)
+ F
(r)
− (x). (3.13)
By linearity, it remains to observe that any homogeneous element of A− can be written, uniquely,
as x =
∑
r≥max(0,|x|)E
(r)
− (xr) where xr ∈ A0 and |xr| = |x| − 2r.
We will also need the following property of τ .
Lemma 3.11. F
(top)
+ ◦ τ = F
(top)
− .
Proof. Given x ∈ A−, write x =
∑
r≥max(0,|x|)E
(r)
− (xr) where xr ∈ A0 and |xr| = |x| − 2r. Then
τ(x) =
∑
r≥max(0,|x|)E
(r−|x|)
+ (xr). Let r0 = max{r ≥ max(0, |x|) : xr 6= 0}. Then by (3.4)
F
(top)
− (x) = F
(r0)
− (x) = F
(r0)
− E
(r0)
− (xr0) =
(
2r0 − |x|
r0
)
v
xr0 .
On the other hand,
F
(top)
+ τ(x) = F
(r0−|x|)
+ τ(x) = F
(r0−|x|)
+ E
(r0−|x|)
+ (xr0) =
(
2r0 − |x|
r0
)
v
xr0 . 
3.3. Uq(n
+) as a decorated algebra. Define a comultiplication ∆ on Uq(g) by
∆(Ei) = Ei ⊗ 1 +K
−1
i ⊗ Ei, ∆(Fi) = 1⊗ Fi + Fi ⊗Ki, i ∈ I.
Then (cf. [16, §3.1.5])
∆(E
〈r〉
i ) =
∑
r′+r′′=r
q−r
′r′′
i E
〈r′〉
i K
−r′′
i ⊗ E
〈r′′〉
i , ∆(F
〈r〉
i ) =
∑
r′+r′′=r
qr
′r′′
i F
〈r′〉
i ⊗K
r′
i F
〈r′′〉
i . (3.14)
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For any J, J ′ ⊂ I denote UZ(g)J,J ′ the A0-subalgebra of Uq(g) generated by UZ(n
−)J , UZ(n
+)J ′ , the
K±1i and the
(
Ki;c
a
)
qi
, a ∈ Z≥0, c ∈ Z and i ∈ J ∩ J
′, where(
K; c
a
)
v
=
a−1∏
k=0
K−1vk−c −Kvc−k
vk+1 − v−k−1
.
We also abbreviate UZ(g)J = UZ(g)J,I and UZ(g) := UZ(g)I,I . The corresponding k-subalgebras
of Uq(g) will be denoted Uq(g)J,J ′. It follows from (3.14) that UZ(g) is a Hopf A0-algebra.
Let ad be the corresponding adjoint action of Uq(g) on itself. Consider the extension U˜q(g) of
Uq(g) obtained by adjoining K
± 1
2
i , i ∈ I. Define operators Ei, F i on U˜q(g) via
Ei(x) = −(adE
〈1〉
i K
1
2
i ) =
EiK
1
2
i xK
− 1
2
i −K
− 1
2
i xK
1
2
i Ei
q−1i − qi
,
F i(x) = (adK
− 1
2
i F
〈1〉
i )(x) = ∂i(x)−K
−1
i ∂
op
i (x)K
−1
i .
(3.15)
Clearly, Ei and F i restrict to operators on Uq(g) and we have
[Ei, F i] = −〈1〉qi
−2 ad([Ei, Fi]) = 〈1〉qi
−1(Ki −K
−1
i ), (3.16)
where Ki(x) = KixK
−1
i . We will also need operators E
op
i , F
op
i defined by
Eopi (x) = (Ei(x
∗))∗, F opi (x) = (F i(x
∗))∗. (3.17)
We collect some properties of these operators in the following Lemma.
Lemma 3.12. (a) Uq(n
+) is a decorated algebra with E = Ei, F+ = ∂i, F− = ∂
op
i , v = qi and
|x| = (α∨i , γ) for x ∈ Uq(n
+)γ; in particular, E+ = Ei and E− = E
op
i .
(b) Ei, F i commute with ·¯.
(c) If x ∈ UZ(g)γ then E
(r)
i (x), F
(r)
i (x) ∈ q
1
2
(rαi,γ)UZ(g) for all r ∈ Z≥0;
(d) For all x ∈ Uq(n
+)γ, y ∈ Uq(n
+) we have
LE
(r)
i (x), yM =
∑
r′+r′′=r
(−1)r
′
q
− 1
2
(r+(α∨i ,γ)−1)(r
′′−r′)
i Lx, ∂
(r′′)
i (∂
op
i )
(r′)(y)M
(e) Ti ◦ E
op
i = F i ◦ Ti, Ti ◦ F
op
i = Ei ◦ Ti.
Proof. Parts (a) and (b) are obvious from the definitions. Since UZ(g) is a Hopf A0-algebra, the
first assertion in (c) follows from
E
(r)
i = (−1)
rq
(r2)
i ad(E
〈r〉
i K
r
2
i ), F
(r)
i = q
(r2)
i (adK
− r
2
i F
〈r〉
i ),
while the second is immediate from the above formulae and (3.14). Part (d) is immediate from
part (a), (3.2) and Lemma 2.10(b). Part (e) is easy to check using Lemma 2.1. 
3.4. A new formula for Ti. Using the notation from [2], denote by Ui := T
−1
i (Uq(n
+)) ∩ Uq(n
+)
and iU := Ti(Uq(n
+)) ∩ Uq(n
+). It follows from [16, Proposition 38.1.6] that Ui = ker ∂i and
iU = ker ∂
op
i . Let U
Z
i = Ui ∩ U
Z(n+) and iU
Z = iU ∩ U
Z(n+).
Lemma 3.13. Let i ∈ I.
(a) For all x ∈ Uq(n
+)γ, y ∈ iU , z ∈ Ui and r ≥ 0 we have
LE
(r)
i (x), yM = q
− 1
2
(r+(α∨i ,γ)−1)r
i Lx, F
(r)
i (y)M, L(E
op
i )
(r)(x), zM = q
− 1
2
(r+(α∨i ,γ)−1)r
i Lx, (F
op
i )
(r)(z)M.
(b) Ei, F i (respectively, E
op
i , F
op
i ) restrict to locally nilpotent operators on iU (respectively, on Ui).
(c) E
(n)
i (iU
Z), F
(n)
i (iU
Z) ⊂ iU
Z (respectively, (Eopi )
(n)(UZi ), (F
op
i )
(n)(UZi ) ⊂ U
Z
i ) for all n ≥ 0.
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Proof. We only prove the assertion for Ei and F i. The assertion for E
op
i and F
op
i is proved similarly
using (3.17) and the fact that ∗ is self-adjoint with respect to L·, ·M. Since by (3.15) F i|iU = ∂i|iU , in
particular, F i is a locally nilpotent operator on iU . Part (a) is now immediate from Lemma 3.12(d).
Suppose that x ∈ Uq(n
+)γ and E
(n)
i (x) 6= 0 for all n ≥ 0. Then Ti(E
(n)
i (x)) is homogeneous
of degree si(γ + nαi) = γ − ((α
∨
i , γ) + n)αi /∈ Q
+ for n ≫ 0. Since Ti(iU) ⊂ Uq(n
+), this is a
contradiction. This proves (b).
To prove (c), note that the assertion for F i follows from Corollary 2.11. Since UZ(n
+) = iUZ ⊕
(EiUq(n
+)∩UZ(n
+)), it suffices to prove that for x ∈ iU
Z∩Uq(n
+)γ, y ∈ U
Z
i ∩Uq(n
+)γ+nαi we have
LE
(n)
i (x), yM ∈ A0. But for such y we have by part (a) and (2.4)
LE
(n)
i (x), yM = q
− 1
2
n(n+(α∨i ,γ)−1)
i Lx, F
(n)
i (y)M = q
(n2)
i Lx, q
− 1
2
n(α∨i ,γ+nαi)
i F
(n)
i (y)M ∈ A0
and q
− 1
2
n(α∨i ,γ+nαi)
i F
(n)
i (y) ∈ UZ(n
+) by Lemma 3.12(c). 
Thus, given x ∈ Ui ∩ Uq(n
+)γ, y ∈ iU ∩ Uq(n
+)γ we can write uniquely
x =
∑
r≥max(0,(α∨i ,γ))
(Eopi )
(r)(xr), y =
∑
r≥max(0,(α∨i ,γ))
E
(r)
i (yr), xr, yr ∈ iU ∩Ui∩Uq(n
+)γ−rαi, (3.18)
and xr, yr = 0 for r ≫ 0.
Corollary 3.14. Let x, x′ ∈ Ui ∩ Uq(n
+)γ, y, y
′ ∈ iU ∩ Uq(n
+)γ and write x, x
′ and y, y′ as
in (3.18). Then
Lx, x′M =
∑
r≥max(0,(α∨i ,γ))
q
1
2
r(r+1−(α∨i ,γ))
i
(
2r − (α∨i , γ)
r
)
qi
Lxr, x
′
rM,
Ly, y′M =
∑
r≥max(0,(α∨i ,γ))
q
1
2
r(r+1−(α∨i ,γ))
i
(
2r − (α∨i , γ)
r
)
qi
Lyr, y
′
rM.
(3.19)
Proof. Let z, z′ ∈ iU ∩Ui, z
′ ∈ Uq(n
+)γ′. Let a ≥ b ≥ 0. Then we have by Lemma 3.13(a) and (3.4)
LE
(a)
i (z), E
(b)
i (z
′)M = q
− 1
2
b(b+(α∨i ,γ
′)−1)
i LF
(b)
i E
(a)
i (z), z
′M
= q
− 1
2
b(b+(α∨i ,γ
′)−1)
i
(
b− a− (α∨i , γ
′)
b
)
qi
LE
(a−b)
i (z), z
′M = δa,bq
− 1
2
a(a+(α∨i ,γ
′)−1)
i
(
−(α∨i , γ
′)
a
)
qi
Lz, z′M.
This yields the second identity in (3.19). The first follows from the second one by applying ∗. 
We now establish a formula for the action of Ti on Ui in terms of E
op
i and Ei.
Theorem 3.15. Write x ∈ Ui ∩ Uq(n
+)γ as in (3.18). Then
Ti(x) =
∑
r≥max(0,(α∨i ,γ))
E
(r−(α∨i ,γ))
i (xr).
In particular, ∂
(top)
i Ti(x) = (∂
op
i )
(top)(x).
Proof. We apply Proposition 3.6 to A = Uq(n
+) which is a decorated algebra by Lemma 3.12(a)
with locally nilpotent E± on A± by Lemma 3.13(b). We claim that Ti = τ . Since both τ and Ti
are isomorphisms of algebras Ui → iU , it is enough to check that they coincide on generators of Ui.
Let j 6= i and define for all 0 ≤ l ≤ −aij
Ejil =
(
−aij
l
)−1
qi
(Eopi )
(l)(Ej), Eilj = (Ejil)
∗ =
(
−aij
l
)−1
qi
E
(l)
i (Ej). (3.20)
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Clearly, Ejil = Ejil and it is immediate from (3.2) that
Ejil =
(
−aij
l
)−1
qi
∑
r+s=l
(−1)rq
1
2
(r−s)(l+aij−1)
i E
〈s〉
i EjE
〈r〉
i . (3.21)
Lemma 3.16. Let i 6= j ∈ I, 0 ≤ m ≤ −aij . Then
(a) Ti(Ejim) = Ei−aij−mj = τ(Ejim)
(b) The elements Ejil (respectively, Eilj), j 6= i, 0 ≤ l ≤ −aij generate the algebra Ui (respectively
iU).
Proof. To prove (a), note that by Lemma 2.1 and (3.21) we have Ti(Ej) = Ei−aij j . On the other
hand, τ(Ej) = E
(−aij)
i (Ej) = Ei−aij j . Then by Lemma 3.12(e) and (3.4)
Ti(Ejil) =
(
−aij
l
)−1
qi
F
(l)
i (Ei−aij j) =
(
−aij
l
)−1
qi
F
(l)
i E
(−aij)
i (Ej) = Ei−aij−lj .
Since by construction τ also satisfies Lemma 3.12(e), it follows that τ(Ejil) = Ti(Ejil).
Part (b) can be easily deduced from [16, §38.1.1]. 
This implies that τ = Ti on Ui. The second assertion of Theorem 3.15 follows from Lemma 3.11. 
We now prove the following
Proposition 3.17. For all i ∈ I, Ti(U
Z
i ) = iU
Z.
Proof. We need the following
Lemma 3.18. Any element x ∈ UZ(n
+) can be written as x =
∑
r,s≥0E
〈r〉
i xrsE
〈s〉
i , where xrs ∈
iU ∩ Ui ∩ UZ(n
+) and only finitely many of them are non-zero.
Proof. We need the following elementary fact.
Lemma 3.19. Let V be a finite dimensional k-vector space with a non-degenerate bilinear form
L·, ·M : V ⊗V → k. Assume that we have two orthogonal direct sum decompositions V = V1⊕W1 =
V2 ⊕W2 with respect to that form. Then V = (V1 ∩ V2) ⊕ (W1 +W2) = (W1 ∩W2) ⊕ (V1 + V2)
(orthogonal direct sum decompositions).
Proof. Clearly (V1∩V2) is orthogonal toW1+W2 and (W1∩W2) is orthogonal to V1+V2. Note that
for any v ∈ Vi, Lv, vM = 0 if and only if v = 0. This implies that the sums U1 = (V1∩V2)+(W1+W2),
U2 = (W1 ∩W2) + (V1 + V2) are direct. It remains to prove that dimU1 = dimU2 = dimV . Since
dimU1 + dimU2 = (dimW1 + dimW2 − dimW1 ∩W2) + dimV1 ∩ V2
+ (dimV1 + dimV2 − dimV1 ∩ V2) + dimW1 ∩W2 = 2dimV,
and dimU1, dimU2 ≤ dim V the assertion follows. 
Given γ ∈ Q+, let ni(γ) be the coefficient of αi in γ. For any γ ∈ Q
+ we have two orthog-
onal direct sum decompositions Uq(n
+)γ = (ker ∂i|Uq(n+)γ ⊕ Uq(n
+)γ−αiEi) = (ker ∂
op
i |Uq(n+)γ ⊕
EiUq(n
+)γ−αi). Since Uq(n
+)γ is finite dimensional, it follows from Lemma 3.19 that Uq(n
+)γ =
(iU ∩Ui ∩Uq(n
+)γ)⊕ (Uq(n
+)γ−αiEi+EiUq(n
+)γ−αi). Then an obvious induction on ni(γ) implies
that every x ∈ Uq(n
+) can be written in x =
∑
r,s≥0E
〈r〉
i xrsE
〈s〉
i , where xrs ∈ iU ∩ Ui and only
finitely many of the xrs are non-zero.
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We now prove by induction on ni(γ) that if x ∈ UZ(n
+)γ then xrs ∈ UZ(n
+)∩iU∩Ui. If ni(γ) = 0
then x = x00 and there is nothing to prove. For the inductive step, we have∑
r,s≥0
E
〈r〉
i (q
−r−1
i xr+1,s + q
−(α∨i ,γ)+s+1
i xr,s+1)E
〈s〉
i = q
− 1
2
(α∨i ,γ)
i 〈1〉qi∂i(x) ∈ UZ(n
+),
where we used Lemma 2.10(c) and Corollary 2.11(a). Then xr+1,s + q
−(α∨i ,γ)+r+s+2
i xr,s+1 ∈ UZ(n
+)
by the induction hypothesis. Let s0 be such that xrs = 0 for all r and for all s > s0. It follows then
that xr,s0 ∈ UZ(n
+) for all r ≥ 0. Suppose now that xrt ∈ UZ(n
+) for all r and for all s+1 ≤ t ≤ s0.
Since xr,s = −q
−(α∨i ,γ)+s+r+1
i xr−1,s+1 it follows that xr,s ∈ UZ(n
+) for all r, s ≥ 0 with r + s > 0. It
remains to observe that x00 = x−
∑
r,s≥0,r+s>0E
〈r〉
i xrsE
〈s〉
i . 
Lemma 3.20. Let x ∈ UZi ∩ Uq(n
+)γ and write x =
∑
r≥max(0,(α∨i ,γ))
(Eopi )
(r)(xr) where xr ∈
iU ∩ Ui ∩ Uq(n
+)γ−rαi. Then
(
−(α∨i ,γ−rαi)
r
)
qi
xr ∈ U
Z
i .
Proof. The argument is by induction on ℓi(x
∗). If ℓi(x
∗) = 0, that is ∂opi (x) = 0, then x = x0 and
there is nothing to do. If ℓi(x
∗) = n then xr = 0 for all r > n. We have (∂
op
i )
(top)(x) = (∂opi )
(n)(x) ∈
UZi by Corollary 2.11(b). On the other hand, (∂
op
i )
(n)(x) = (∂opi )
(n)(Eopi )
(n)(xn) =
(
2n−(α∨i ,γ)
n
)
qi
xn
by (3.4). Thus,
(
2n−(α∨i ,γ)
n
)
qi
xn ∈ U
Z
i ∩ iU
Z. It remains to observe that the induction hypothesis
applies to x− (Eopi )
(n)(xn). 
Thus, is suffices to consider x = (Eopi )
(r)(z) ∈ UZi where z ∈ iU ∩ Ui ∩ Uq(n
+)γ . We claim
that Ti(x) = E
(−(α∨i ,γ)−r)
i (z) ∈ iU
Z. Given y ∈ UZ(n
+)γ+(−(α∨i ,γ)−r)αi , use Lemma 3.18 to write
y =
∑
s,s′≥0E
〈s′〉
i ys′sE
〈s〉
i with ys′s ∈ iU ∩ Ui ∩ UZ(n
+). Then by Lemma 2.10(b) and (3.4)
LE
(−(α∨i ,γ)−r)
i (z), yM =
∑
s′,s≥0
LE
(−(α∨i ,γ)−r)
i (z), E
〈s′〉
i ys′sE
〈s〉
i M =
∑
s≥0
L∂
(s)
i E
(−(α∨i ,γ)−r)
i (z), y0sM
=
∑
s≥0
LF
(s)
i E
(−(α∨i ,γ)−r)
i (z), y0sM =
−(α∨i ,γ)−r∑
s=0
(
s+ r
r
)
qi
LE
(−(α∨i ,γ)−r−s)
i (z), y0sM
=
(
−(α∨i , γ)
r
)
qi
Lz, y0,−(α∨i ,γ)−rM,
since LiU,EiUq(n
+)M = 0 and LE
(a)
i (z), y0sM = 0 if a > 0 by Lemma 3.12(d). Since
(
−(α∨i ,γ)
r
)
qi
z ∈
UZ(n+) by Lemma 3.20, it follows that LE
(−(α∨i ,γ)−r)
i (z), yM ∈ A0. 
3.5. Proof of Theorem 1.7. We need the following result which can also be deduced from [16,
Proposition 38.2.1]. However, our argument is much shorter.
Lemma 3.21. For all x, x′ ∈ Uq(n
+)γ ∩ Ui, a, a
′ ∈ Z≥0 we have
LEai Ti(x), E
a′
i Ti(x
′)M = q
1
2
(a−1)(αi ,γ)δa,a′〈a〉qi!Lx, x
′M = q
1
2
(a−1)(αi ,γ)δa,a′µ(aαi)
a∏
t=1
(1− q−2ti )Lx, x
′M,
where µ is defined as in Theorem 2.4.
Proof. It follows immediately from Lemma 2.10(b) and (2.13) that if y, y′ ∈ ker ∂opi , y ∈ Uq(n
+)γ′
and a, a′ ∈ Z≥0 then
LEai y, E
a′
i y
′M = δa,a′〈a〉qi!q
− 1
2
a(αi,γ′)Ly, y′M = δa,a′q
(a+12 )−
1
2
a(α∨i ,γ
′)
i
a∏
t=1
(1− q−2ti )Ly, y
′M.
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Let γi = (α
∨
i , γ). Since Ti(x), Ti(x
′) ∈ ker ∂opi ∩ Uq(n
+)siγ, it remains to prove the assertion for
a = a′ = 0, x = (Eopi )
(a)(z) and x′ = (Eopi )
(b)(z′) where z, z′ ∈ iU ∩ Ui and a ≥ b ≥ max(0, γi).
Since z ∈ Uq(n
+)γ−aαi , z
′ ∈ Uq(n
+)γ−bαi we have, by Corollary 3.14
Lx, x′M = δa,bq
1
2
a(1+a−γi)
i
(
2a− γi
a
)
qi
Lz, z′M.
On the other hand, using Theorem 3.15 and Corollary 3.14 we obtain
LTi(x), Ti(y)M = LE
(a−γi)
i (z), E
(b−γi)
i (z
′)M = q
1
2
(a−γi)(a+1)
i δa,b
(
2a− γi
a− γi
)
qi
Lz, z′M = q
− 1
2
γi
i Lx, yM. 
Let b ∈ Bupγ ∩ T
−1
i (Uq(n
+)). Since Ti commutes with ·¯ we have Ti(b) = Ti(b) = Ti(b). By
Proposition 3.17 we have Ti(b) ∈ U
Z(n+). Furthermore, by Lemma 3.21 and (2.4)
µ(siγ)
−1LTi(b), Ti(b)M = µ(γ)
−1q
1
2
(αi,γ)LTi(b), Ti(b)M = µ(γ)
−1Lb, bM ∈ 1 +K−.
Thus, Ti(b) ∈ B
±up by (2.6).
It remains to prove that Ti(b) ∈ B
up. Since (∂opi )
(top)(b) ∈ Bup by Remark 2.14, there exists a
sequence i′ = (i1, . . . , im) ∈ I
m such that ∂
(top)
i′
((∂opi )
(top)(b)) = 1. Let i = (i, i1, . . . , im). Then
∂
(top)
i
(Ti(b)) = ∂
(top)
i′
∂
(top)
i Ti(b) = ∂
(top)
i′
((∂opi )
(top)(b)) = 1 by Theorem 3.15. Thus, Ti(b) ∈ B
up. 
4. Proofs of mains results
4.1. Properties of quantum Schubert cells. Let w ∈ W and i = (i1, . . . , im) ∈ R(w). Set
Xi,k = Ti1 · · ·Tik−1(Eik), 1 ≤ k ≤ m, and let Uq(i) be the subalgebra of Uq(n
+) generated by
the Xi,k, 1 ≤ k ≤ m and set U
Z(i) = Uq(i) ∩ U
Z(n+), UZ(i) = Uq(i) ∩ UZ(n
+). The following is
well-known.
Lemma 4.1 ([16, Propositions 40.2.1 and 41.1.4]). The elements X
〈a〉
i
:= X
〈a1〉
i,1 · · ·X
〈am〉
i,m , a ∈ Z
m
≥0
form an A0-basis of UZ(i) and a k-basis of Uq(i).
Set α(k) = α
(k)
i
:= si1 · · · sik−1(αik) = degXi,k and given a = (a1, . . . , am) ∈ Z
m denote |a| =
|a|i =
∑m
k=1 ak degXi,k =
∑m
k=1 akα
(k)
i
. Define
Xa
i
= qi,aX
a1
i,1 · · ·X
am
i,m, a = (a1, . . . , am) ∈ Z
m
≥0,
where
qi,a = q
1
2
∑
1≤k<l≤m(α
(k)
i
,α
(l)
i
)akal . (4.1)
This choice is justified by the following
Proposition 4.2. For all i ∈ R(w), a, a′ ∈ Zm≥0 we have X
a
i
∈ UZ(n+) and
µ(|a|)−1LXa
i
, Xa
′
i
M = δa,a′
m∏
r=1
am∏
t=1
(1− q−2tir ). (4.2)
Thus, the set {Xa
i
: |a|i = γ} is a (K−, µ(γ)
−1)-orthonormal basis of UZ(i)γ and
LXa
i
, X
〈a′〉
i
M = δa,a′, a, a
′ ∈ Zm≥0. (4.3)
Proof. We need the following
Lemma 4.3. For all w ∈ W , j ∈ I such that ℓ(wsj) = ℓ(w) + 1 we have Tw(Ej) ∈ U
Z(n+).
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Proof. The argument is by induction on ℓ(w). If ℓ(w) = 0 there is nothing to prove. Suppose
that w = siw
′ with ℓ(w) = ℓ(w′) + 1. Clearly, ℓ(w′sj) = ℓ(w
′) + 1. Then Tw′(Ej) ∈ ker ∂i by [16,
Lemma 40.1.2] and also Tw′(Ej) ∈ U
Z(n+) by the induction hypothesis. Then by Proposition 3.17,
Tw(Ej) = Ti(Tw′(Ej)) ∈ U
Z(n+). 
This implies that Xi,k ∈ U
Z(n+) and hence Xa
i
∈ UZ(n+) by Lemma 2.3.
To prove (4.2) we use induction on ℓ(w). The case ℓ(w) = 0 is trivial. For the inductive step,
assume that ℓ(siw) = ℓ(w) + 1 and note that we have
X
(a,a)
(i,i) = q
1
2
a(αi,si|a|i)Eai Ti(X
a
i
) = q−
1
2
a(αi,|a|i)Eai Ti(X
a
i
).
Since Ti(X
a
i
) ∈ iU , we have by Lemmata 2.10, 3.21 and (2.4)
LX
(a,a)
(i,i) ,X
(a′,a′)
(i,i) M = q
− 1
2
(a(αi,|a|i)+a
′(αi,|a
′|i)LEai Ti(X
a
i
), Ea
′
i Ti(X
a
′
i
)M
= δa,a′µ(aαi)q
− 1
2
(a+1)(αi ,|a|i)
a∏
t=1
(1− q−2ti )LX
a
i
, Xa
′
i
M
= δa,a′δa,a′µ(|a|)µ(aαi)q
− 1
2
(a+1)(α∨i ,|a|i)
a∏
t=1
(1− q−2ti )
m∏
r=1
ar∏
t=1
(1− q−2rir )
= δa,a′δa,a′µ(|(a, a)|(i,i))
a∏
t=1
(1− q−2ti )
m∏
r=1
ar∏
t=1
(1− q−2rir ),
since |(a, a)|(i,i) = aαi + si(|a|i). Finally, (4.3) is immediate from (4.2) and (2.4). 
Set UZ(w) = UZ(n+) ∩ Uq(w) where Uq(w) is defined by (1.1).
Proposition 4.4. For each i ∈ R(w), {Xa
i
}a∈Zm≥0 is an A0-basis of U
Z(w). In particular, UZ(w) =
UZ(i) for all w ∈ W , i ∈ R(w).
Proof. Since Uq(w) = Uq(i) by [19, Proposition 2.10], for any x ∈ U
Z(w) we can write x =∑
a′
ca′X
a′
i
where ca′ ∈ k. Since Lx,X
a
i
M ∈ A0, it follows from (4.3) that ca ∈ A0 for all a ∈
Zm≥0. Thus, the X
a
i
, a ∈ Zm≥0 generate U
Z(w) as an A0-module. Since they are already linearly
independent over k, they form its A0-basis. 
Theorem 4.5. Let w ∈ W , i = (i1, . . . , im) ∈ R(w). Then the algebra U
A(w) = UZ(w)⊗A0 A has
the following presentation
q−
1
2
(α
(k)
i
,α
(l)
i
)Xi,lXi,k − q
1
2
(α
(k)
i
,α
(l)
i
)Xi,kXi,l ∈ (qik − q
−1
ik
)
∑
a=(0,...,0,ak+1,...,al−1,0,...,0)∈Z
m
≥0
A0X
a
i
, (4.4)
for all 1 ≤ k < l ≤ m
Proof. We need the following
Lemma 4.6. Let w′ ∈ W and i, j ∈ I be such that ℓ(siw
′sj) = ℓ(w
′) + 2. Then
Tsiw′(Ej)Ei − q
−(αi,w′αj)EiTsiw′(Ej) ∈ (qi − q
−1
i )Ti(U
A(w′)). (4.5)
Proof. First we prove that
Ki[Fi, Tw′(Ej)] ∈ 〈1〉qiU
A(w′). (4.6)
Our assumption implies that ℓ(siw
′) = ℓ(w′) + 1, ℓ(w′sj) = ℓ(w
′) + 1, whence Tw′(Ej), Tsiw′(Ej) ∈
Uq(n
+) by [16, Lemma 40.1.2] and so Tw′(Ej) ∈ ker ∂i by [16, Proposition 38.1.6]. Moreover, by
Proposition 4.2 we have Tw′(Ej), Tsiw′(Ej) ∈ U
A(n+). Then
Ki[Fi, Tw′(Ej)] = −(1− q
−2
i )q
− 1
2
(αi,w′αj)∂opi (Tw′(Ej)) ∈ 〈1〉qiU
A(n+),
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where we used (2.11), Lemma 4.3, Proposition 3.17 and Corollary 2.11(b). On the other hand,
T−1w′ (Fi) ∈ Uq(n
−), whence [T−1w′ (Fi), Ej] ∈ Uq(b
−). Therefore,
T−1w′ (Ki[Fi, Tw′(Ej)]) = T
−1
w′ (Ki)[T
−1
w′ (Fi), Ej] ∈ Uq(b
−).
Thus,
Ki[Fi, Tw′(Ej)] ∈ 〈1〉qiTw′(Uq(b
−)) ∩ UA(n+) = 〈1〉qiU
A(w′).
This proves (4.6). Since Ti(KiFi) = q
−1
i Ei sandKiTsiw′(Ej)K
−1
i = q
−(αi,w
′αj)Tsiw′(Ej), (4.5) follows
by applying Ti to both sides of (4.6). 
Now we use induction on ℓ(w), the induction base being trivial. Applying Ti1 · · ·Tik−1 to (4.5)
with w′ = sik+1 · · · sil−1 , i = ik, j = il we obtain
XlXk − q
−(αik ,sik+1 ···sil−1αil)XkXl ∈ 〈1〉qikTi1 · · ·Tik(U
A(w′)).
By Proposition 4.4, UA(w′) has an A-basis {X
ak+1
i′,1 . . .X
al−1
i′,l−1 : ak+1, . . . , al−1 ∈ Z≥0} where i
′ =
(ik+1, . . . , il−1). Applying Ti1 · · ·Tik we conclude that {X
ak+1
i,k+1 . . .X
al−1
i,l−1 : ak+1, . . . , al−1 ∈ Z≥0} is
an A-basis of Ti1 · · ·Tik(U
A(w′)). Note that (αik , sik+1 · · · sil−1αil) = −(α
(k)
i
, α
(l)
i
) and so we can
write
q−
1
2
(α
(k)
i
,α
(l)
i
)Xi,lXi,k − q
1
2
(α
(k)
i
,α
(l)
i
)Xi,kXi,l ∈
∑
a=(0,...,0,ak+1,...,al−1,0,...,0)∈Z
m
≥0
〈1〉qik caX
a
i
,
where ca ∈ A. Repeating the argument from the proof of Proposition 4.4 we conclude that
〈1〉qik ca ∈ A0. Thus, ca ∈ A ∩ (〈1〉qik )
−1A0 = A0. Since relations (4.4) imply that U
A(w) is
generated, as an A-module, by the Xa
i
, a ∈ Zm≥0, it follows that (4.4) is a presentation. 
Remark 4.7. Let A(w) be the Z-algebra defined by A(w) = UZ(w)/(q−1)UZ(w). Clearly, A(w) is
commutative and identifies with the coordinate algebra Z[U(w)], where U(w) = U ∩w(U−)w−1 is
the Schubert cell in the maximal unipotent subgroup U of the Kac-Moody group G corresponding
to g. This justifies (1.1) and the name quantum Schubert cell used for Uq(w).
4.2. Lusztig’s Lemma and proof of Theorem 1.1. Let w ∈ W , i = (i1, . . . , im) ∈ R(w) and
let e1, . . . , em be the standard basis of Z
m. For each pair 1 ≤ k < l ≤ m with k + 1 ≤ l− 1 define
Ak,l = Ak,l(i) to be the finite set of all tuples (ak+1, . . . , al−1) such that X
ak+1
i,k+1 · · ·X
al−1
i,l−1 occurs in
the right hand side of (4.4) with a non-zero coefficient. Let Ci be the submonoid of Z
m generated
by elements
ek + el −
l−1∑
r=k+1
arer
for all 1 ≤ k, l ≤ m with k + 1 ≤ l − 1 such that Akl 6= ∅ and for all (ak+1, . . . , al−1) ∈ Akl.
Proposition 4.8. Ci is pointed, that is, if x,−x ∈ Ci then x = 0. In particular, the relation ≺
on Zm≥0 defined by
a  a′ ⇐⇒ a′ − a ∈ Ci
is a partial order.
Proof. The first assertion is a special case of the following
Lemma 4.9. For each k < l fix Ak,l ⊂
( l−1⊕
i=k+1
Z≥0ei
)
\ {0}. Let Γ be the submonoid of Zm
generated by all elements of the form ek + el − a, a ∈ Ak,l for all k < l such that Ak,l 6= ∅. Then
Γ is pointed.
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Proof. Let y =
∑
k<l
∑
a∈Ak,l
nk,l,ak,l(ek + el− ak,l) where nk,l,ak,l ∈ Z≥0 and are not all zero. Let k
be minimal such that nk,l,a 6= 0 for some l > k, a ∈ Ak,l. Then the coefficient of ek in y is positive.
This immediately implies that 0 admits a unique presentation in Γ. 
To prove the second assertion, note that the relation ≺ is clearly transitive. Furthermore, if
a′ ≺ a and a ≺ a′ then a′ − a, a− a′ ∈ Ci which implies that a = a
′. 
Since Tw commutes with ·¯-anti-involution, Uq(w) = Uq(w) and Xi,k = Xi,k. Since also UZ(n+) =
UZ(n+), it follows that UZ(w) = UZ(w). Thus, the restriction of ·¯ to UZ(i) is the unique anti-linear
anti-involution of that algebra fixing its generators Xi,k.
Note that for each γ ∈ Q+, the set {a ∈ Zm≥0 : |a|i = γ} is finite. The following result is crucial
for the proof of Theorem 1.1.
Proposition 4.10. For all a ∈ Zm≥0 we have X
a
i
−Xa
i
∈
∑
a′≺a A0X
a
′
i
.
Proof. We need some notation. Let U = UZ(i) and let I = [1, m]. Let B be the set of all finite
non-decreasing sequences in I. Given a sequence k = (k1, . . . , kN) ∈ I
N , let ek =
∑N
r=1 ekr and
define
X(k) = q
1
2
∑
1≤r<s≤N
sign(ks−kr)(α(kr),α(ks))
Xi,k1 · · ·Xi,kN .
In particular, if k = (k1, . . . , kN) ∈ B and ak = #{1 ≤ r ≤ N : kr = k} then X(k) = X
a
i
. Given
a ∈ Zm≥0, set
U≺a =
∑
a′≺a
A0 ·X
a′
i
=
∑
k∈B : ek≺a
A0 ·X(k), U
′
≺a :=
∑
N≥0,k∈IN :ek≺a
A0 ·X(k)
with the convention that U≺a = U
′
≺a = {0} if a is minimal with respect to ≺. Clearly, both are
increasing filtration on U . Note following immediate
Lemma 4.11. If a′ ≺ a, a, a′ ∈ Zm≥0 then |a
′|i = |a|i. In particular, U≺a, U
′
≺a are finite dimen-
sional.
Lemma 4.12. For any sequence k = (k1, . . . , kN) ∈ I
N , N ≥ 0 and for any σ ∈ SN we have
X(σ(k))−X(k) ∈ U ′≺ek , (4.7)
where σ(k) = (kσ(1), . . . , kσ(N)).
Proof. Clearly, it suffices to prove the assertion for a transposition σ = (r, r + 1). Without loss of
generality we may assume that kr < kr+1. Let k
−
r = (k1, . . . , kr−1), k
+
r = (kr+2, . . . , kN). Then the
relation (4.4) taken with k = kr, l = kr+1 implies
Xσ(k) = X(k−r ,kr+1,kr,k+r ) = Xk +
∑
k′∈B : e
k′≺eir+eir+1
ck′X(k−r ,k′,k+r ), ck′ ∈ A0. (4.8)
Clearly, e(k−r ,k′,k+r ) = ek−r + ek′ + ek+r ≺ ek for all k
′ ∈ B such that ek′ ≺ ekr + ekr+1. This
implies that each X(k−r ,k′,k+r ) in the right hand side of (4.8) belongs to U
′
≺ek
and we obtain (4.7) for
σ = (r, r + 1). 
Lemma 4.13. U≺a = U
′
≺a for all a ∈ Z
m
≥0.
Proof. The inclusion U≺a ⊆ U
′
≺a is obvious. To prove the opposite inclusion, we use induction on
the partial order ≺ which is applicable since {a′ ∈ Zm≥0 : a
′ ≺ a} is finite for all a ∈ Zm≥0.
If a ∈ Zm≥0 is minimal with respect to ≺, then U≺a = {0} and we have nothing to prove. Assume
now that a is not minimal. Then for each k ∈ IN , N ≥ 0 such that ek ≺ a we have U
′
≺ek
= U≺ek
by the induction hypothesis.
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Using this and Lemma 4.12, we conclude that for any σ ∈ SN
X(k)−X(σ(k)) ∈ U≺ek .
Taking σ such that σ(k) ∈ B, that is, is non-decreasing, implies that X(k) ∈ U≺a. 
Combining Lemmata 4.12 and 4.13 we obtain the following obvious corollary:
Corollary 4.14. For any k ∈ B and any σ ∈ SN , we have X(σ(k))−X(k) ∈ U≺ek.
Note that X(k) = X(kop) for any k ∈ IN where kop is k written in the reverse order, and
X(k) = Xek
i
for k ∈ B. Since for any a ∈ Z≥0 there exists a unique k ∈ B such that ek = a, these
observations together with the above Corollary complete the proof Proposition 4.10. 
Proposition 4.10 implies that for each γ ∈ Q+ the assumptions of [5, Theorem 1.1] with (L,≺) =
({a ∈ Zm≥0 : |a|i = γ},≺) and v = q
−1 are satisfied. The assertion of Theorem 1.1 now follows. 
Note the following useful fact, which is immediate from the proof of Proposition 4.10.
Corollary 4.15. Define Λ = Λi : Z
m ⊗Z Z
m → Z by Λ(ek, el) = sign(l − k)(α
(k)
i
, α
(l)
i
). Then for
all a, a′ ∈ Zm≥0
Xa
i
Xb
i
− q−
1
2
Λ(a,b)Xa+b
i
∈ q−
1
2
Λ(a,b)
∑
a′≺a+b
A0X
a
′
i
Xb
i
Xa
i
− qΛ(a,b)Xa
i
Xb
i
∈ q
1
2
Λ(a,b)
∑
a′≺a+b
A0X
a
′
i
.
We note an obvious property of Λ which will be used in the sequel.
Lemma 4.16. For any 1 ≤ k ≤ m, a = (a1, . . . , am) ∈ Z
m we have Λi(ek, a) = (α
(k)
i
, |a>k|i −
|a<k|i), where a<k =
∑k−1
t=1 atet, a>k =
∑m
t=k+1 atet.
4.3. Containment of B(i) in Bup and proof of Theorem 1.2. Let w ∈ W , i = (i1, . . . , im) ∈
R(w). Let γ = |a|i. Since bi,a ∈ X
a
i
+
∑
a′ 6=a, |a′|i=γ
K−X
a′
i
, it follows from (4.2) that
µ(γ)−1Lbi,a, bi,aM ∈ µ(γ)
−1LXa
i
, Xa
i
M+
∑
a′∈Zm≥0\{a} : |a
′|=γ
K−µ(γ)
−1LXa
′
i
, Xa
′
i
M ∈ 1 +K−.
Since bi,a ∈ U
Z(n+) and bi,a = bi,a, it follows from (2.6) that bi,a ∈ B
±up.
To prove that bi,a ∈ B
up, we use induction on m. The induction base is trivial. For the inductive
step, write Xa
i
=
∑
b∈Bup ca,bb. Since ±bi,a ∈ B
up, it follows that ca,b ∈ K− for all b 6= b0 = ±bi,a
and ca,b0 = ±1. Thus, we only need to prove that ca,b0 = 1 for some b0 ∈ B
up.
Let i = i1 and a = a1. Since X
a
i
= q−
1
2
a(αi,|a′|i′)Eai Ti(X
a′
i′
) where i′ = (i2, . . . , im), a
′ =
(a2, . . . , am), Ti(X
a′
i′
) ∈ ker ∂opi and (∂
op
i )
(top)(Ea) = (∂opi )
(a)(Ea) = 1, we have
(∂opi )
(top)(Xa
i
) = (∂opi )
(a)(Xa
i
) = Ti(X
a′
i′
) =
∑
b∈Bup : ℓi(b∗)=a
ca,b(∂
op
i )
(top)(b),
where we used Corollary 2.15. Since T−1i ((∂
op
i )
(top)(b)) ∈ Bup for any b ∈ Bup by Theorem 1.7, we
obtain from the above that
Xa
′
i′
= T−1i ((∂
op
i )
(top)(Xa
i
)) =
∑
b∈Bup : ℓi(b∗)=a
ca,bT
−1
i ((∂
op
i )
(top)(b))
is the decomposition of Xa
′
i′
with respect to Bup. By the induction hypothesis, bi′,a′′ ∈ B
up for all
a′′ ∈ Zm−1≥0 and therefore precisely one of the ca,b, ℓi(b
∗) = a is not in K− and is equal to 1. 
Remark 4.17. Note that for any w ∈ W , i ∈ R(w), 1 ≤ k ≤ ℓ(w) and a ≥ 0 we have Xa
i,k ∈ B
up.
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4.4. Embeddings of bases and proof of Theorem 1.5. Note that Uq(w) ⊂ Uq(ww
′). Since
B(w) = Uq(w) ∩ B
up and B(ww′) = Uq(ww
′) ∩ Bup, the first assertion follows. To establish the
second assertion, it suffices to prove that for i ∈ I such that ℓ(siw) = ℓ(w)+1 we have Ti(B(w)) ⊂
B(siw). The assumption implies that Ti(B(w)) ⊂ Uq(n
+) and therefore is contained in Bup by
Theorem 1.7. Since Ti(Uq(w)) ⊂ Uq(siw), it follows that Ti(B(w)) ⊂ Uq(siw)∩B
up = B(siw). 
5. Examples
In this section we compute bases B(w) for various Schubert cells Uq(w). We denote by Eia11 ···i
ar
r
the unique element b of Bup for which ∂
(top)
i
(b) = ∂
(ar)
ir
· · ·∂
(a1)
i1
(b) = 1 where i = (i1, . . . , ir). Note
that this element also satisfies (∂op
iop
)(top)(b) = (∂opi1 )
(a1) · · · (∂opir )
(ar)(b) = 1. We use the notation
from §4.2.
5.1. Bases for repetition free elements. We say that w ∈ W is repetition-free if w = si1 . . . sim
where i = (i1, . . . , im) ∈ R(w) is repetition free. Clearly, if w is repetition free then so is each
i ∈ R(w). Such an element is called a Coxeter element if ℓ(w) = |I|, that is, any i ∈ R(w) is an
ordering of I.
Lemma 5.1. Let w ∈ W be repetition free and let i ∈ R(w). Then in the notation of §4.1:
(a) Uq(w) is a quantum plane of rank ℓ(w) with presentation
q−
1
2
(α
(k)
i
,α
(l)
i
)Xi,lXi,k = q
1
2
(α
(k)
i
,α
(l)
i
)Xi,kXi,l, 1 ≤ k < l ≤ ℓ(w). (5.1)
(b) B(w) = {Xa
i
: a ∈ Z
ℓ(w)
≥0 }.
(c) Xi,k = Eimk11 ···i
mk,k−1
k−1 ik
= E
(mk1)
i1
· · ·E
(mk,k−1)
ik−1
(Eik) where mkr = −(α
∨
ir
, sir+1 · · · sik−1(αik)) =
d−1ir (α
(k)
i
, α
(r)
i
).
Proof. Note that the coefficient of αik in every element of the submonoid of Q
+ generated by α
(r)
i
,
k < r < l is zero. Since the algebra Uq(w) is Q
+-graded, it follows that the right hand side
of (4.4) is zero. This proves part (a). In particular, it follows that Xa
i
= Xa
i
for all a ∈ Z
ℓ(w)
≥0 ,
hence bi,a = X
a
i
. To prove (b) it remains to apply Theorems 1.1 and 1.2. To prove part (c), let
ur = Tir+1 · · ·Tik−1(Eik) and observe that the coefficient of αir in deg ur = sir+1 · · · sik−1(αik) is zero
if i is repetition free. Therefore, ur ∈ irU ∩ Uir , Tir(ur) = E
(−(α∨ir ,deg ur))
i (ur) by Theorem 3.15 and
so ℓi(Tir(ur)) = −(α
∨
ir
, deg ur). The assertion now follows by induction on k − r. 
Remark 5.2. The assertion of Lemma 5.1(a) holds for any w ∈ W , i ∈ R(w) and 1 ≤ k < l ≤ ℓ(w)
such that the subsequence (ik, . . . , il) is repetition free.
5.2. Bases for elements with a single repetition. We say that w ∈ W is an element with a
single repetition if there exists i = (i1, . . . , im) ∈ R(w) with ik 6= il, k < l unless k = r and l = r
′
for some 1 ≤ r < r′ ≤ m. Clearly, all i′ ∈ R(w) have that property.
Proposition 5.3. Let w ∈ W be an element with a single repetition and let i = (i1, . . . , im) ∈ R(w),
where the ik, k 6= r, r
′, 1 ≤ k ≤ m are distinct and ir = ir′ = i, 1 ≤ r < r
′ ≤ m. Then Uq(w) is
generated by the Xi,k, 1 ≤ k ≤ m where
Xi,k =


E
i
mk,1
1 ···i
mk,k−1
k−1 ik
, k 6= r′
E
i
m
r′,1
1 ···i
m
r′,r−1
r−1 i
1+m
r′,r
r ···i
m
r′,r′−1
r′−1
, k = r′
(5.2)
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with mkl = −(α
∨
il
, sil+1 · · · sil−1(αil)) = d
−1
il
(α
(k)
i
, α
(l)
i
), subject to the relations
q−
1
2
(α
(k)
i
,α
(l)
i
)Xi,lXi,k = q
1
2
(α
(k)
i
,α
(l)
i
)Xi,kXi,l, 1 ≤ k < l ≤ ℓ(w), k 6= r, l 6= r
′
q−
1
2
(α
(r′)
i
,α
(r)
i
)Xi,r′Xi,r = q
1
2
(α
(r)
i
,α
(r′)
i
)Xi,rXi,r′ + (qi − q
−1
i )X
n(r,r′)
i
, n(r, r′) = −
r′−1∑
k=r+1
aikiek.
(5.3)
Proof. Clearly, the sequences (i1, . . . , ir′−1) and (ir+1, . . . , im) are repetition free. In particular, for
1 ≤ k ≤ r′ − 1 we have Xi,k = Eimk11 ···i
mk,k−1
k−1 ik
by Lemma 5.1(c). Furthermore,
Xi,r′ = Ti1 · · ·Tir−1TiTir+1 · · ·Tir′−1(Ei) = Ti1 · · ·Tir−1Ti(Ei
m
r′,r+1
r+1 ···i
m
r′,r′−1
r′−1
i
)
where i = ir = ir′ . Clearly, (∂
op
i )
2(E
i
m
r′,r+1
r+1 ···i
m
r′,r′−1
r′−1
i
) = 0, hence
E
i
m
r′,r+1
r+1 ···i
m
r′,r′−1
r′−1
i
= (2 +mr′,r)qi
−1Eopi (Ei
m
r′,r+1
r+1 ···i
m
r′,r′−1
r′−1
) + x0
where x0 ∈ iU ∩ Ui. This implies that
Ti(Ei
m
r′,r+1
r+1 ···i
m
r′,r′−1
r′−1
i
) = (2 +mr′,r)
−1
qi
E
(1+mr′,r)
i (Ei
m
r′,r+1
r+1 ···i
m
r′,r′−1
r′−1
) + E
(mr′,r)
i (x0),
and so Ti(Ei
m
r′,r+1
r+1 ···i
m
r′,r′−1
r′−1
i
) = E
i
1+m
r′,r i
m
r′,r+1
r+1 ···i
m
r′,r′−1
r′−1
, whence
Xi,r′ = Ei
m
r′,1
1 ···i
m
r′,r−1
r−1 i
1+m
r′,r i
m
r′,r+1
r+1 ···i
m
r′,r′−1
r′−1
.
Since the sequence (ir+1, . . . , ik), r
′ + 1 ≤ k ≤ m is repetition free, we have Tir+1 · · ·Tik−1(Eik) =
E
i
mk,r+1
r+1 ···i
mk,k−1
k−1 ik
by Lemma 5.1(c) and hence is in iU ∩ Ui. Then Xi,k = Eimk,11 ···i
mk,k−1
k−1 ik
by Theo-
rem 3.15. This proves (5.2). The first identity in (5.3) is proved similarly to (5.1). To prove the
second, we need the following combinatorial fact similar to [3, Lemma 4.8].
Lemma 5.4. Let w ∈ W and suppose that i = (i1, . . . , im) ∈ R(w) has a single repetition ir =
ir′ = i. Then
α
(r)
i
+ α
(r′)
i
= −
r′−1∑
k=r+1
aikiα
(k)
i
(5.4)
and any proper subset of {α
(k)
i
}r≤k≤r′ is linearly independent.
Proof. Fix r < k ≤ r′. Then
−
k−1∑
t=r+1
ait,iα
(t)
i
= −
k−1∑
t=r+1
(α∨it , αi)si1 · · · sit−1(αit) =
k−1∑
t=r+1
si1 · · · sit−1(sit(αi)− αi)
= si1 · · · sik−1(αi)− si1 · · · sir(αi) = si1 · · · sik−1(αi) + α
(r)
i
. (5.5)
The first assertion of the Lemma is now immediate. To prove the second, suppose that
∑r′
t=r ctα
(t)
i
=
0. Using (5.4) we may assume that cr′ = 0 and let r < k < r
′ be maximal such that ck 6= 0. Then
αik occurs with coefficient 1 in α
(k)
i
and does not occur in α
(t)
i
with t < k, whence ck = 0 which
contradicts with the choice of k. 
It follows from (4.4) and Lemma 5.4 that
q−
1
2
(α
(r′)
i
,α
(r)
i
)Xi,r′Xi,r − q
1
2
(α
(r)
i
,α
(r′)
i
)Xi,rXi,r′ = (qi − q
−1
i )cX
n(r,r′)
i
, (5.6)
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for some c ∈ A0. We may assume, without loss of generality, that r = 1. Then ℓi(Xi,k) = mk,1,
2 ≤ k ≤ r′ − 1, hence by (5.4)
ℓi(X
n(r,r′)
i
) = −
r′−1∑
k=2
mk,1aik ,i = −
r′−1∑
k=2
(α∨i , α
(k)
i
)aik,i = (α
∨
i , αi + α
(r′)
i
) = mr′,1 + 2.
Applying ∂
(mr′ ,1+2)
i to both sides of (5.6) and taking into account that ℓi(Xi,r′) = mr′,1 + 1 we
obtain
∂
(top)
i Xi,r′ = c∂
(top)
i X
n(r,r′)
i
.
Since Xi,r′ and X
n(r,r′)
i
are in Bup this implies that c = 1. 
Theorem 5.5. Let w ∈ W and suppose that i = (i1, . . . , im) ∈ R(w) has a single repetition
ir = ir′ = i. Then
B(w) = {q
1
2
aΛ(a,er+er′)Xa
i
Y a
i
: a = (a1, . . . , am) ∈ Z
m
≥0, min(ar, ar′) = 0, a ∈ Z≥0}
where Λ = Λi is defined as in Corollary 4.15 and
Yi = q
1
2
(α
(r)
i
,α
(r′)
i
)Xi,rXi,r′ − q
−1
i X
n(r,r′)
i
= E
i
m
r′,1
1 ···i
m
r′,r−1
r−1 i
1+m
r′,r
r ···i
m
r′,r′−1
r′−1
i
mr,1
1 ···i
mr,r−1
r−1 ir
. (5.7)
Proof. By (5.4) Yi ∈ Uq(n
+)
α
(r)
i
+α
(r′)
i
. It is immediate from (5.3) that Yi = Yi, whence Yi ∈ B(w)
by Theorems 1.1 and 1.2. It is easy to see that (∂opi1 )
(mr,1) · · · (∂opir−1)
(mr,r−1)∂opir (Yi) = Xi,r′ whence
Yi = E
i
m
r′,1
1 ···i
m
r′,r−1
r−1 i
1+m
r′,r
r ···i
m
r′,r′−1
r′−1
i
mr,1
1 ···i
mr,r−1
r−1 ir
.
Furthermore, we need the following
Lemma 5.6. Xa
i
Yi = q
−Λ(a,er+er′)YiX
a
i
for all a ∈ Zm≥0.
Proof. It suffices to prove the assertion for a = ek, 1 ≤ k ≤ m. By Corollary 4.15 and Lemma 4.16
we have for k 6= r, r′
Xi,kX
a
i
= q−Λ(ek,a)Xa
i
Xi,k = q
(α
(k)
i
,|a<k|i−|a>k|i)Xa
i
Xi,k. (5.8)
This immediately yields the assertion for k < r or k > r′. If r < k < r′ then
(α
(k)
i
, |n(r, r′)<k|i − |n(r, r
′)>k|i) = (α
(k)
i
, α
(r)
i
− α
(r′)
i
+ si1 · · · sik−1(sik(αi) + αi))
= (α
(k)
i
, α
(r)
i
− α
(r′)
i
) + (αik , sik(αi) + αi) = (α
(k)
i
, α
(r)
i
− α
(r′)
i
), (5.9)
where we used (5.4) and (5.5). Thus, Xi,kX
n(r,r′)
i
= q(α
(k)
i
,α
(r)
i
−α
(r′)
i
)X
n(r,r′)
i
Xi,k. Since we also have
Xi,kX
er+er′
i
= q(α
(k)
i
,α
(r)
i
−α
(r′)
i
)X
er+er′
i
Xi,k,
we conclude that the assertion holds in this case. Furthermore,
Xi,r′Yi = q
1
2
(α
(r)
i
,α
(r′)
i
)Xi,r′Xi,rXi,r′ − q
−1
i Xi,r′X
n(r,r′)
i
= q
1
2
(α
(r)
i
,α
(r′)
i
)(q(α
(r)
i
,α
(r′)
i
)Xi,rXi,r′+q
1
2
(α
(r′)
i
,α
(r)
i
)(qi−q
−1
i )X
n(r,r′)
i
)Xi,r′−q
−1
i q
(α
(r′)
i
,α
(r)
i
+α
(r′)
i
)X
n(r,r′)
i
Xi,r′
= q(α
(r)
i
,α
(r′)
i
)YiXi,r′
and similarly YiXi,r = q
(α
(r)
i
,α
(r′)
i
)Xi,rYi. Since (α
(r)
i
, α
(r′)
i
) = Λ(er, er + er′) = −Λ(er′ , er + er′) this
completes the proof of Lemma 5.6. 
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Proposition 5.7. For all a ∈ Zm≥0 we have
Xa
i
=
∑
k+l=min(ar ,ar′)
q
−k(k+|ar−ar′ |)
i
[
min(ar, ar′)
k
]
q−2i
b(a−min(ar, ar′)(er + er′) + kn(r, r
′), l)
where for n ∈ Zm≥0 with min(nr, n
′
r) = 0 we set
b(n, l) = q
1
2
lΛ(n,er+er′ )Xn
i
Y l
i
and
[
m
n
]
v
∈ 1 + vZ[v] is the Gaussian binomial coefficient defined by
[
m
n
]
v
=
n−1∏
t=0
[m− t]v
[t + 1]v
, [k]v =
k−1∑
l=0
vl.
Proof. We need the following
Lemma 5.8. X
m(er+er′)
i
=
∑
k+l=m
q−k
2
i
[
m
k
]
q−2i
X
kn(r,r′)
i
Y l
i
for all m ≥ 0.
Proof. The argument is by induction on m. The case m = 0 is obvious. For the inductive step,
note that we have, by the definition of Yi
X
(m+1)(er+er′)
i
= q
1
2
(m+1)2(α
(r)
i
,α
(r′)
i
)Xm
i,rXi,rXi,r′X
m
i,r′ = q
( 1
2
m2+m)(α
(r)
i
,α
(r′)
i
)Xm
i,r(Yi + q
−1
i X
n(r,r′)
i
)Xm
i,r′
= X
m(er+er′ )
i
Yi + q
−1−2m
i X
n(r,r′)
i
X
m(er+er′)
i
.
By Corollary 4.15 we have Xa
i
Xka
i
= X
(k+1)a
i
if a ∈
∑r′−1
t=r+1 Z≥0et, whence by the induction
hypothesis
X
(m+1)(er+er′)
i
=
∑
k+l=m
q−k
2
i
[
m
k
]
q−2i
X
kn(r,r′)
i
Y l+1
i
+
∑
k+l=m
q−k
2−1−2m
i
[
m
k
]
q−2i
X
(k+1)n(r,r′)
i
Y l
i
=
∑
k+l=m+1
q−k
2
i
([m
k
]
q−2i
+ q
−2(m+1−k)
i
[
m
k − 1
]
q−2i
)
X
kn(r,r′)
i
Y l
i
=
∑
k+l=m+1
q−k
2
i
[
m+ 1
k
]
q−2i
X
kn(r,r′)
i
Y l
i
. 
Using Corollary 4.15 we can write
Xa
i
= q
1
2
Λ(a,arer+ar′er′)X
a−arer−ar′er′
i
X
arer+ar′er′
i
= q−
1
2
Λ(a,arer+ar′er′)X
arer+ar′er′
i
X
a−arer−ar′er′
i
.
If ar ≥ ar′ then
Xa
i
= q
1
2
(Λ(a,arer+ar′er′)+Λ((ar−ar′ )er ,ar′er′ ))X
a−arer−ar′er′
i
X
(ar−ar′)er
i
X
ar′(er+er′)
i
= q
1
2
ar′Λ(a,er+er′ )X
a−ar′(er+er′)
i
X
ar′(er+er′)
i
.
Note that Λ(er + er′ ,n(r, r
′)) = 0. Then for 0 ≤ k ≤ a′r
q
1
2
ar′Λ(a,er+er′)X
a−ar′(er+er′ )
i
X
kn(r,r′)
i
Y
ar′−k
i
= q
1
2
Λ(a,ar′(er+er′)−kn(r,r
′))X
a−ar′(er+er′)+kn(r,r
′)
i
Y
ar′−k
i
= q
1
2
kΛ(a,er+er′−n(r,r
′))b(a− ar′(er + er′) + kn(r, r
′), ar′ − k).
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If t < r or t > r′ then
Λ(et, er + er′ − n(r, r
′)) = ±(α
(t)
i , α
(r)
i
+ α
(r′)
i
− |n(r, r′)|i) = 0
by (5.4). For r < t < r′ it follows from (5.9) that
Λ(et, er + er′ − n(r, r
′)) = (α
(t)
i
, α
(r′)
i
− |n(r, r′)>t|i − α
(r)
i
+ |n(r, r′)<t|i) = 0.
Since by Lemma 4.16
Λ(er, er + er′ − n(r, r
′)) = (α
(r)
i
, α
(r′)
i
− n(r, r′)) = −(α
(r)
i
, α
(r)
i
) = −(αi, αi)
while
Λ(er′ , er + er′ − n(r, r
′)) = (α
(r′)
i
,−α
(r)
i
+ n(r, r′)) = (α
(r′)
i
, α
(r′)
i
) = (αi, αi)
we conclude that Λ(a, er + er′ − n(r, r
′)) = (αi, αi)(ar′ − ar). Thus, by Lemma 5.8 we have
Xa
i
=
∑
k+l=ar′
q
−k(k+ar−ar′ )
i
[
ar′
k
]
q−2
i
b(a− ar′(er + er′) + kn(r, r
′), l).
For ar ≤ ar′ we obtain in a similar way
Xa
i
= q−
1
2
Λ(a,arer+ar′er′)X
arer+ar′er′
i
X
a−arer−ar′er′
i
= q−
1
2
arΛ(a,er+er′ )X
ar(er+er′)
i
X
a−ar(er+er′)
i
.
Since for 0 ≤ k ≤ ar
q−
1
2
arΛ(a,er+er′)X
kn(r,r′)
i
Y ar−k
i
X
a−ar(er+er′)
i
= q−
1
2
kΛ(a,er+er′−n(r,r
′))b(a− ar(er + er′) + kn(r, r
′), ar − k),
it follows that
Xa
i
=
∑
k+l=ar
q
−k(k+ar′−ar)
i
[
ar
k
]
q−2i
b(a− ar(er + er′) + kn(r, r
′), l).
Proposition 5.7 is proved. 
By Lemma 5.6, b(n, l) = b(n, l) provided that min(nr, nr′) = 0. Then Proposition 5.7 and
Theorems 1.1, 1.2 imply that b(a −min(ar, a
′
r)(er + er′),min(ar, a
′
r)) = bi,a ∈ B(w). Clearly this
gives the bi,a for all a ∈ Z
m
≥0, which completes the proof of Theorem 5.5. 
5.3. Bases for type A3. Let w◦ be the longest element in W . We have Eij = Ti(Ej), {i, j} =
{1, 2} or {2, 3}, E123 = T1T2(E3) = T
−1
3 T
−1
2 (E1), E321 = T3T2(E1) = T
−1
1 T
−1
2 (E3), E132 =
T1T3(E2), E213 = T2T1T3(E2) = E
∗
132 = T
−1
1 T
−1
3 (E2) and E2132 = Y(2,1,3,2) = E2E213 − q
−1E21E23
as defined in Theorem 5.5. The following was essentially proved in [4], although with a slightly
different definition of ·¯ and hence with different powers of q (see also Theorems 1.4.1 and 3.1.3 in
a recent work [18]).
Theorem 5.9. Bup = B(w◦) consists of monomials
q
1
2
f(a)Em11 E
m2
2 E
m3
3 E
m12
12 E
m21
21 E
m23
23 E
m32
32 E
m213
213 E
m132
132 E
m123
123 E
m321
321 E
m2132
2132
where
f(a) = (m1 −m2)(m12 −m21) + (m3 −m2)(m32 −m23) + (m1 +m3)(m132 −m213)
+ (m1 +m12 +m21 −m3 −m23 −m32)(m123 −m321)− (m12 +m32)m132 + (m21 +m23)m213,
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and min(mα, mβ) = 0 if Eα, Eβ /∈ {E123, E321, E2132} and are not connected by an edge in the
following graph (see [4, §9.4, Fig 2])
E1
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
E132
✹✹
✹✹
✹
E3
✡✡
✡✡
✡
✹✹
✹✹
✹
E213
✡✡
✡✡
✡
E32
✹✹
✹✹
✹
E23
✡✡
✡✡
✡
E2
E12
⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁
♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
E21
❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇
❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂
❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖
❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳
We have the following table for the action of the T−1i , 1 ≤ i ≤ 3 on the Eα
E1 E2 E3 E12 E21 E23 E32 E132 E213 E123 E321 E2132
T−11 E21 E3 E2 E213 E321 E32 E23 E2132
T−12 E12 E32 E1 E3 E132 E123 E321
T−13 E1 E23 E123 E213 E2 E12 E21 E2132
where the entry is empty if T−1i (Eα) /∈ Uq(n
+). Using Theorem 1.5 we conclude that B(s1w◦)
(respectively, B(s2w◦)) consists of monomials of the form
q
1
2
(m2m21+(m3−m2)(m32−m23)−(m21−m3−m23−m32)m321−m3m213+(m21+m23)m213)×
Em22 E
m3
3 E
m21
21 E
m23
23 E
m32
32 E
m213
213 E
m321
321 E
m2132
2132
and, respectively
q
1
2
(m1m12+m3m32+(m1+m12−m3−m32)(m123−m321)+(m1+m3−m12+m32)m132)×
Em11 E
m3
3 E
m12
12 E
m32
32 E
m132
132 E
m123
123 E
m321
321
where min(mα, mβ) = 0 if Eα, Eβ /∈ {E123, E321, E2132} are not connected by an edge in the
following respective graphs
E3
⑧⑧
⑧ ❄❄
❄
E213
⑧⑧
⑧
E32
❄❄
❄
E23
⑧⑧
⑧
E2 E21
❄❄❄
E1
❏❏
❏❏
❏
E12
ttttt
❏❏
❏❏
E132 E3
tt
tt
t
E32
The basisB(s3w◦) is easy to obtain fromB(s1w◦) using the diagram automorphism of Uq(n
+) which
interchanges E1 and E3, E12 and E32, E21 and E23 and E123, E321 and fixes all other elements Eα.
Thus, Uq(s1w◦) is generated by E2, E3, E21 subject to the relations
[Ei, [Ei, Ej ]q]q−1 = 0, [E2, E21]q−1 = 0, [E3, [E3, E21]q]q−1 = 0 = [E21, [E21, E3]q]q−1 ,
where [x, y]t = xy − tyx, x, y ∈ Uq(n
+), t ∈ k× and {i, j} = {2, 3}, while Uq(s2w◦) is generated by
E1, E3, E12, E32 subject to the relations
[E1, E3] = 0, [Ei, Ei2]q−1 = 0, [E12, E32] = 0, [Ei, [Ei, Ej2]q]q−1 = 0, [Ei2, [Ei2, Ej]q]q−1 = 0,
where {i, j} = {1, 3}.
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Since all elements w ∈ W with ℓ(w) ≤ 4 are either repetition free or with a single repetition, all
remaining Schubert cells have already been described in §5.1 and §5.2. For example,
B(s2s1s3s2) = {q
1
2
(m2+m213)(m21+m23)Em22 E
m21
21 E
m23
23 E
m213
213 E
m2132
2132 : min(m2, m213) = 0}
and Uq(s2s1s3s2) is generated by E2, E21, E23, E213 subject to the relations
[E2, E2i]q−1 = 0, [E21, E23] = 0, [E2i, E213]q−1 = 0, [E2, E213] = (q
−1 − q)E21E23, i ∈ {1, 3}
and coincides with the algebra of quantum 2× 2-matrices.
5.4. Bases for type C2. We have E12 = T
−1
2 (E1), E122 = T1(E2), E21 = T2(E1), E212 = T
−1
1 (E2),
E121 = Y(1,2,1) and E2122 = Y(2,1,2) as defined in Theorem 5.5. The following is apparently well-
known (and can be deduced for instance from [18, Theorems 1.4.1 and 3.1.3]).
Theorem 5.10. Bup consists of all monomials
qm1(m122−m212 )+m2(m21−m12)−m12m122+m21m212Em11 E
m2
2 E
m12
12 E
m21
21 E
m122
122 E
m212
212 E
m121
121 E
m2122
2122
where min(mα, mβ) = 0 if Eα, Eβ /∈ {E121, E2122} are not connected by an edge in the following
graph
E12 E2 E21
E112 E1 E211
All other Schubert cells have already been described in §5.1 and §5.2.
5.5. Bases for bi-Schubert algebras. Let g = sl4. Using the computations from §5.3 we obtain
B(s1w◦, s1w◦) = {q
1
2
(m3−m2)(m32−m23)Em22 E
m3
3 E
m23
23 E
m32
32 E
m2132
2132 : min(m2, m3) = 0}
and Uq(s1w◦, s1w◦) ∼= Uq(sl
+
3 )⊗ k[E2132],
B(s1w◦, s2w◦) = {q
1
2
(−m3(m23+m213)−(m21−m3−m23)m321+(m21+m23)m213)Em33 E
m21
21 E
m23
23 E
m213
213 E
m321
321 :
min(m3, m21) = 0}
and Uq(s1w◦, s2w◦) is generated by E3, E21 and E23 subject to the relations
[E3, E23]q = 0, [E3, [E3, E21]q]q−1 = 0 = [E21, [E21, E3]q]q−1,
B(s1w◦, s3w◦) = {q
1
2
(m2−m321)(m21−m32)Em22 E
m21
21 E
m32
32 E
m321
321 E
m2132
2132 : min(m21, m32) = 0}
and Uq(s1w◦, s3w◦) is generated by E2, E21, E32, E321 subject to the relations
[E2, E21]q−1 = [E2, E32]q = [E21, [E21, E32]]q2 = [E32, [E32, E21]]q−2 = 0
and [E2, E321] = [E21, E321]q = [E32, E321]q−1 = 0,
B(s2w◦, s2w◦) = {q
1
2
(m1−m3)(m123−m321)Em11 E
m3
3 E
m123
123 E
m321
321 }
and Uq(s2w◦, s2w◦) is a quantum plane. In particular, all these algebras are PBW in the sense of
Remark 1.9(a).
32 CANONICAL BASES OF QUANTUM SCHUBERT CELLS AND THEIR SYMMETRIES
References
[1] J. Beck, V. Chari, and A. Pressley, An algebraic characterization of the affine canonical basis, Duke Math. J.
99 (1999), no. 3, 455–487.
[2] A. Berenstein and J. Greenstein, Double canonical bases, available at arXiv:1411.1391.
[3] A. Berenstein and D. Rupel, Quantum cluster characters of Hall algebras, Selecta Math. (N.S.) 21 (2015),
no. 4, 1121–1176.
[4] A. Berenstein and A. Zelevinsky, String bases for quantum groups of type Ar, I. M. Gel
′fand Seminar, Adv.
Soviet Math., vol. 16, Amer. Math. Soc., Providence, RI, 1993, pp. 51–89. MR1237826
[5] , Triangular bases in quantum cluster algebras, Int. Math. Res. Not. 2014 (2014), no. 6, 1651–1688.
[6] C. De Concini, V. G. Kac, and C. Procesi, Some quantum analogues of solvable Lie groups, Geometry and
analysis (Bombay, 1992), Tata Inst. Fund. Res., Bombay, 1995, pp. 41–65.
[7] Y. Kimura, Quantum unipotent subgroup and dual canonical basis, Kyoto J. Math. 52 (2012), no. 2, 277–331.
[8] , Remarks on quantum unipotent subgroup and dual canonical basis, available at arXiv:1506.07912.
[9] Y. Kimura and H. Oya, Quantum twists and dual canonical bases, available at arXiv:1604.07748.
[10] M. Kashiwara, Global crystal bases of quantum groups, Duke Math. J. 69 (1993), no. 2, 455–485.
[11] C. Kassel, Quantum groups, Graduate Texts in Mathematics, vol. 155, Springer-Verlag, New York, 1995.
[12] K. Kaveh and A. G. Khovanskii, Newton-Okounkov bodies, semigroups of integral points, graded algebras and
intersection theory, Ann. of Math. (2) 176 (2012), no. 2, 925–978.
[13] S. Levendorski˘ı and Y. Soibelman, Algebras of functions on compact quantum groups, Schubert cells and quan-
tum tori, Comm. Math. Phys. 139 (1991), no. 1, 141–170.
[14] G. Lusztig, Quantum groups at roots of 1, Geom. Dedicata 35 (1990), no. 1-3, 89–113.
[15] , Finite-dimensional Hopf algebras arising from quantized universal enveloping algebra, J. Amer. Math.
Soc. 3 (1990), no. 1, 257–296.
[16] , Introduction to quantum groups, Progress in Mathematics, vol. 110, Birkha¨user Boston, Inc., Boston,
MA, 1993.
[17] , Braid group action and canonical bases, Adv. Math. 122 (1996), no. 2, 237–261.
[18] F. Qin, Compare triangular bases of acyclic quantum cluster algebras, available at arXiv:1606.05604.
[19] T. Tanisaki, Modules over quantized coordinate algebras and PBW-bases, available at arXiv:1409.7973.
Department of Mathematics, University of Oregon, Eugene, OR 97403, USA
E-mail address : arkadiy@math.uoregon.edu
Department of Mathematics, University of California, Riverside, CA 92521.
E-mail address : jacob.greenstein@ucr.edu
