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Abstract
While catchphrases such as big data, smart data, data-
intensive science, or smart dust highlight different as-
pects, they share a common theme: Namely, a shift
towards a data-centric perspective in which the syn-
thesis and analysis of data at an ever-increasing spa-
tial, temporal, and thematic resolution promises new in-
sights, while, at the same time, reducing the need for
strong domain theories as starting points. In terms of
the envisioned methodologies, those catchphrases tend
to emphasize the role of predictive analytics, i.e., sta-
tistical techniques including data mining and machine
learning, as well as supercomputing. Interestingly, how-
ever, while this perspective takes the availability of data
as a given, it does not answer the question how one
would discover the required data in today’s chaotic in-
formation universe, how one would understand which
datasets can be meaningfully integrated, and how to
communicate the results to humans and machines alike.
The Semantic Web addresses these questions. In the fol-
lowing, we argue why the data train needs semantic
rails. We point out that making sense of data and gain-
ing new insights works best if inductive and deductive
techniques go hand-in-hand instead of competing over
the prerogative of interpretation.
Introduction and Motivation
Typically, the data universe and its impact on science and so-
ciety are discussed from an analysis perspective, i.e., how to
transform data into insights instead of drowning in informa-
tion. Equally important, however, are questions of how to ef-
fectively publish data and break up data silos, how to retrieve
data, how to enable the exploration of unfamiliar datasets
from different domains, how to access provenance informa-
tion, how to determine whether datasets can be meaningfully
reused and integrated, how to prevent data from being mis-
understood, how to combine data with processing services
and workflows on-the-fly, and finally how to make them
readable and understandable by machines and humans.
In other words, turning data into insights requires an in-
frastructure for publishing, storing, retrieving, reusing, in-
tegrating, and analyzing data. In the following, we will ar-
gue that the Semantic Web provides such an infrastructure
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and is entirely based on open and well-established stan-
dards. Together with the paradigm of making data smart,
these standards ensure the longevity, independence, and ro-
bustness of this infrastructure. Instead of presenting an all-
encompassing survey, we will focus on selected aspects that
are of particular interest to data-intensive science (Hey et al.
2009) thereby illustrating the value proposition of Seman-
tic Technologies and ontologies. While we will discuss use
cases from the life sciences, natural sciences, and social sci-
ences, the following humorous example shall act as an illus-
trative starting point.
In a recent guest article for the Washington Post, re-
searchers discussed a relation between the believed geo-
graphic distance between the USA and Ukraine and the will-
ingness to intervene in the 2014 Crimea conflict. Participants
were more likely to support an US intervention the less ac-
curately they could position Ukraine on a map. The authors
state that ’the further our respondents thought that Ukraine
was from its actual location, the more they wanted the U.S.
to intervene militarily’(Dropp, Kertzer, and Zeitzoff 2014).
Let us assume that a researcher would like to investigate
whether one could generalize this finding by testing a re-
lated hypothesis, namely that citizens of a given country are
more likely to support their government to intervene in an-
other country depending on the (increasing) distance be-
tween both countries. Naively, one could collect data about
the distances between countries such as Russia, Ukraine, Ar-
menia, Pakistan, and so forth, and then interview citizens
from those countries to test the hypothesis. In fact, such dis-
tance data is easily available and a distances matrix between
the roughly 200 countries can be create for further analysis
in any statistical software environment.
Whatever the resulting correlation and significance level
may be, the results will neither be meaningful nor repro-
ducible. First, most datasets (including search and question
answering engines such as Google or Wolfram Alpha) will
compute the distance based on the country centroids, thereby
producing misleading or even meaningless results. For in-
stance, Russia will appear closer to Pakistan than to the
Ukraine; see figure 1. Second, without a formal definition of
country, it will be difficult to reproduce the experiment. Was
the collected data about states, countries, or nations? Did
the dataset contain the 193 United Nations member states,
or other states as well. If the used dataset was created in
Figure 1: Distances between countries according to Google search.
Pakistan, Armenia may be missing as Pakistan does not re-
cognize Armenia as a state. Similarly, the centroids will also
vary depending on the origin of the dataset. For instance,
data from India, China, and Pakistan will show different cen-
troids as each of them claims certain parts of the Kashmir
region as their territory (The Economist 2012). As a conse-
quence, Google Maps, for instance, draws different borders
depending on whether a user is accessing the service from
India or the US.
To avoid such (and many other) difficulties, it is crucial
to provide humans and machines with additional informa-
tion. For instance, the fact that the used coordinates rep-
resent points (centroids) and not polygons, that topologi-
cal information about neighboring states is available (Rus-
sia and Ukraine share a border, while Russia and Pakistan
do not), that 17% of Ukraine’s population is of Russian
ethnicity, that the UN list of member states has been used
as extensional definition of the term country, that the cen-
troids were recorded by a mapping agency in India, and so
forth. Fortunately, such information is available – namely as
semantically-enabled Linked Data.
One could now argue that domain experts would be aware
of the discussed difficulties and would therefore not use cen-
troid data, know about ongoing territorial disputes, and so
forth. In the big data age, however, synthesis is the new anal-
ysis. New insights are gained from integrating and mining
multi-thematic and multi-perspective data from highly het-
erogeneous resources across domains and disciplines.
Synthesis is the New Analysis
Until a few years ago, the default workflow in science and
industry was to decide on a particular (research) question,
select which of the established methods to use to address
this question, and then select a specific collection and sam-
pling strategy to acquire data that will fit the needs estab-
lished by the methods and research questions. Sometimes
this involved inventing new methods and observing how they
would perform when applied to the data, or, the other way
around, realize that the collected data could be better ex-
plored using a new method. Not all data was collected from
scratch, researchers always shared data or used some com-
mon base repositories.
Today, however, we often see this typical workflow re-
versed. Nowadays, there is an abundance of data at an ever
increasing spatial, temporal, and thematic resolution. To-
gether with a wide set of established methods and compu-
tational cyber-infrastructures, it becomes possible to start
with the data first and ask research questions after mining
the data for patterns and uncovering correlations. To give a
concrete example, the majority of research on online social
networks starts with data analysis and exploration, i.e., the
research questions to be asked are motivated by the exis-
tence of particular datasets. Even for established workflows,
it is increasingly common to search for suitable data across
repositories and disciplines and combine them. Finally, an
increasing amount of data is contributed by citizens (El-
wood, Goodchild, and Sui 2013).
While the difference between collecting own data and us-
ing data collected by others seems small, it is, in fact, a ma-
jor change that impacts how science works. With the higher
resolution of the data, nuanced differences become more im-
portant and with the wide variety of sources, the quality and
provenance of these data is more difficult to control. In the
data age, synthesis becomes the new analysis and the abil-
ity to find, reuse, and integrate data from multiple, highly
heterogeneous sources on-the-fly becomes a major aspect
Figure 2: Searching Data.gov for natural disaster datasets.
of modern science and business. For instance, according to
the NASA, scientists and engineers spend more than 60% of
their time just preparing data for model input or data-model
intercomparison (NASA 2012). Complex scientific and so-
cietal questions cannot be answered from within one domain
alone, but involve multiple disciplines. For instance, study-
ing the relation between natural disasters and migration to
improve policy making requires data and models from a
wide range of domains including economics, political sci-
ences, medical sciences, epidemiology, geography, geology,
climatology, demographics, and so forth.
A simple example can help to illustrate the difficulty in
retrieving relevant information. Data.gov is the main aggre-
gator through which the US government makes its open data
publicly available . It is arguably the biggest data reposi-
tory on the Web. Searching this portal for data about natural
disasters will return 93 datasets, while searching for a spe-
cific kind of disaster, namely earthquakes, will return 243 re-
sults; see figure 2. Making data discoverable and integrable
remains a major challenge.
Research areas such as semantic interoperability, symbol
grounding, cyber-infrastructures, eScience, and many oth-
ers, try to address these problems from different viewpoints.
Semantic interoperability, for instance, asks the question
whether a sequence of processing steps which accept each
others outputs as inputs will produce meaningful results. In
the following we discuss how the Semantic Web contributes
to addressing these challenges.
Smart Data versus Smart Applications
A major paradigm shifts introduced by the Semantic Web is
to focus on the creation of smart data instead of smart ap-
plications. The rationale behind this shift is the insight that
smart data will make future applications more (re)usable,
flexible, and robust, while smarter applications fail to im-
prove data along the same dimensions (Janowicz and Hit-
zler 2012). As a result, Semantic Web applications and in-
frastructures can be put together largely by using of-the-
shelf software such as faceted browsing frameworks and
user interfaces, transformation, alignment, and link discov-
ery tools, reasoners, editors, and a wide variety of program-
ming frameworks. Even more, in most cases using and com-
bining these software only requires minimum effort. For in-
stance, instead of having to develop graphical user interfaces
to explore a new dataset, faceted browsing frameworks load
the used ontologies to extract and populate the facets. Sim-
ilarly, in terms of maintenance, changes in the underlying
ontologies and the used data can be automatically reflected
by the user interface. Due to the early, open, and rigid W3C
standardization process, combining Semantic Web software
and moving data between them is largely painless. Finally,
a majority of the tools and frameworks are available as free
and open source software. This is especially important for
researchers in developing countries and also ensures the
longevity of the Semantic Web as infrastructure.
Interestingly, this is in clear contrast to the evolving big
data landscape. As the basic assumption behind big data
is that the sheer availability of data at an ever increas-
ing spatial, temporal, and thematic resolutions will be a
game changer, the majority of work focuses on complex
and largely commercial systems for predictive analytics,
i.e., transforming data into insights. The involved (industry)
players compete for customers and common standards have
not yet been established. This is also true for many of the
cyber-infrastructures developed by the researcher commu-
nity. While most of them share the same vision of online
workbenches in which data can be loaded, manipulated, and
analyzed in the Cloud, most systems do not address data in-
terchange and interoperability.
The difficulty with this strategy and investing heavily in
searching the needle in the haystack instead of cleaning up
the haystack first, is that the data remains unaltered and
has to be cleaned, classified, analyzed, and annotated, over
and over again. While this makes sense for large amounts
and high velocities of unstructured data such as tweets,
there is much to gain by semantically annotating and shar-
ing data according to some well established vocabularies,
e.g., Schema.org. Once the data is semantically lifted, it can
be more easily discovered, reused, and integrated (Hendler
2013).
Vocabulary Diverse Data
One may note that transforming data into Linked Data or
semantically annotating them introduces a particular view-
point or context and that this hinders the free re-usability
and analysis of data. For instance, categorizing a relation-
ship between two individuals as marriage enforces a par-
ticular socio-cultural viewpoint that may not be accepted in
other societies. This is certainly a valid concern but it ignores
three key aspects.
First, there is no such thing as raw data. Data is always
created for a certain purpose, following workflows and ob-
servation procedures, depends on the used sensors and tech-
nologies, comes with an intrinsic uncertainty, reflects the
theories and viewpoints of the people that recorded the data,
and so forth. To give a concrete example, the body position
at which a blood pressure measure was taken matters for
the interpretation of the results. Therefore, it is important
to agree on a terminology for body positions. SNOMED
CT, for instance, provides a Body position for blood pres-
sure measurement term, while the National Cancer Insti-
tute Thesaurus provides definitions for the positions sitting,
standing, and supline. Blood pressure observations can more
easily be interpreted and combined meaningfully if these
(meta)data are present. Ontologies and Semantic Web Tech-
nologies support the (semi-automatic) annotation of data and
are thus heavily applied in domains such as the life sciences
(Goldfain et al. 2013). Consequently, semantic annotations
do not restrict the use of the data but make existing usage
restrictions explicit.
Second, restricting the interpretation of data towards their
intended meaning is one of the goals of the Semantic Web.
With respect to the marriage example above, one cannot sim-
ply collect and compare the percentage of married couples
per state in the US to arrive at any meaningful conclusion
without taking into account that states such as California al-
low for same-sex marriage while Florida does not. To make
things even more complicated, states that do allow for same-
sex marriage do not necessarily recognize the marriages per-
formed in other jurisdictions. Finally, states such as Oregon
recognize same-sex marriages from other jurisdictions; how-
ever, they do not allow them to be performed within their
own territory. Ontologies make these differences explicit and
allow Semantic Technologies to exploit them, e.g., to deter-
mine whether data can be integrated or not.
Figure 3: A sign in New Cayama, Santa Barbara County,
California; original picture by Mike Gogulski (CC BY 2.5).
It is worth mentioning that one of the factors for the suc-
cess of machine learning in the big data field is the crowd-
sourcing of data labeling, e.g., via Amazon’s Mechanical
Turk. The downside of this approach, however, is that only
the default meaning is captured and important domain nu-
ances are lost. For instance, studying and addressing the
problem of deforestation cannot be done without taking into
account the hundreds of different and often legally bind-
ing definitions of forest (Lund 2014 rev). As illustrated by
Sasaki and Putz, subtle changes to how concepts such as for-
est are defined may have major social and physical impacts
(Sasaki and Putz 2009). Ontologies make such differences
explicit.
With respect to data science and predictive analytics, on-
tologies and Semantic Technologies can also restrict the op-
erations that should be performed on a given dataset. A
common example used to make this point is a sign in New
Cayama, Santa Barbara County, California; see figure 3.
While Stevens’ scales of measure clearly permit addition,
the operation is not meaningful given the semantics of the
observable properties population, elevation, and the year
New Cayama was established (Compton et al. 2012).
Third, the same data can be described via several vocab-
ularies and those vocabularies can be interrelated. The fact
that a dataset about important historic figures born in Lon-
don, UK was described using the BBC core ontology does
not mean that the very same dataset cannot also be described
using Schema.org. Additionally, those vocabularies can be
put in relation. The latter explicitly supports undead persons
while the BBC core ontology does not make any statements
about fictional persons. Thus, one could axiomatically state
that the Schema.org perspective is more inclusive than the
BBC core vocabulary.
To give a more sophisticated example, the BBC and
Schema.org vocabularies both allow to specify the occupa-
tion (job title) of a person. However, they do not allow to
specify a duration. A more complex ontology may use con-
cept reification to introduce a temporal scope for occupa-
tions. These different models can co-exist, be used to de-
scribe the same data, and even be aligned. Thus, the degree
of formalization and ontological commitments can be tai-
lored to particular application or analysis needs.
Big Data, Small Theories
In fact, such alignments are a key feature of the Semantic
Web. In contrast to early work on information ontologies,
the Semantic Web does not require to agree on a specific and
limited set of well-defined and coherent ontologies. Conse-
quently, data publishers can define their own local ontolo-
gies, reuse existing ontologies, or combine multiple ontolo-
gies. Strictly speaking, the Semantic Web stack does not im-
pose any restrictions on the use and quality of ontologies.
For instance, one can describe data using only selected pred-
icates from different ontologies and add additional, even in-
consistent, axioms. While this would not be considered good
practice and will prevent the usage of certain (reasoning) ca-
pabilities of Semantic Web Technologies, basic queries will
still be possible.
This is not a design flaw. To the contrary, it is a necessary
feature of Web-scale, heterogeneous knowledge infrastruc-
tures that embraces the AAA slogan (Allemang and Hendler
2011) that Anyone can say Anything about Any topic (at
Any place at Any time, to add two more As). Together with
the diversity aspects discussed above, this moves the Seman-
tic Web and graph-databases closer to the NoSQL realm than
to the traditional relational database landscape. More impor-
tantly, however, is allows for a purpose-driven and staged
approach in which the level of semantics and the choice of
ontology depends on the application needs. By implement-
ing the Open World Assumption, the formal semantics of
knowledge representation languages such as the Web On-
tology Language is tailored to the decentralised structure of
Web-scale infrastructures in which statements can disagree
and recourses can be temporarily unavailable. The truth of
a statement, e.g., whether Crimea belongs to the Ukraine,
is independent of whether it is known to the system or not.
Therefore, and in contrast to most databases, a lack of such
statement does not imply that it is false. Statements on the
Semantic Web can also be contradictory without causing the
whole system to fail. This follows a well established posi-
tion in artificial intelligence research, namely to be locally
consistent while allowing for inconsistencies on the global
knowledge base level (Wachsmuth 2000). For instance, a
Linked Data hub such as DBpedia will store one day of birth
for a given person while there may be multiple alternative
birthdays available on the overall Linked Data cloud.
As the Semantic Web provides alignment methods that
allow to relate multiple ontologies, it supports federated
queries and synthesis across a variety of highly heteroge-
neous data sources without enforcing global agreement nor
losing control over the own data and schemata (Noy and
Musen 2000; Cruz, Antonelli, and Stroe 2009; Jain et al.
2010; David et al. 2011). This allows data providers and
users to individually decide on their ontology of choice, the
level of required and meaningful axiomatization, and rela-
tion to other ontologies. As a result, we are seeing an in-
creasing amount of interrelated but highly specialized small
ontologies being developed that are used in practice instead
of having to wait for globally agreed schemata to publish,
retrieve, reuse, and integrate data. At the same time, the
needs for a lightweight semantic annotation is served by
Schema.org, the DBpedia ontology, and so forth.
Linking and Exploring Data
One of the key characteristics introduced by Linked Data is
the idea of assigning URIs as globally unique identifiers for
information resources, e.g., Web pages, as well as for non-
information resources, e.g., sensors and people (Berners-Lee
2006). Dereferencing URIs for non-information resources
should lead to information about these resources, e.g., RDF
triples about a person. In addition, Linked Data proposes
to interlink those URIs to foster discovery, e.g., by learning
about the birth place of the person and then exploring which
other people were born there, learning about events they
were involved, and where those events took place. Focusing
on the relations between objects, actors, events, and places,
that jointly form a global graph seems in many ways more
promising than a Big Data cloud that is merely a collection
of isolated facts. This follow-your-nose approach is central
to the exploration of unfamiliar sources for which it is diffi-
cult to pose an exact search query. Exploratory search (Mar-
chionini 2006) in general is considered to be more appropri-
ate for navigating large infrastructures of highly heteroge-
neous data than classical information retrieval and querying.
Now establishing such links would be a very labor inten-
sive task and infeasible to perform manually for high volume
and high velocity data. To address this issue, the Semantic
Web offers an increasing number of frameworks that can au-
tomatize the discovery and establishment of links. The SILK
link discovery engine is one such system (Volz et al. 2009)
and also offers an intuitive Web-based online workbench to
specify and execute linkage rules.
While many different types of links can be established be-
tween resources, e.g., linking a patient’s record to a partic-
ular disease, identity links are considered to be especially
important as they play a key role in co-reference resolution,
conflation, and de-duplication. These sameAs links declare
two resources identified by different URIs to be the same
resource. Note that this is a stronger statement than declar-
ing resources to be equal or similar. For instance, two repli-
cas/copies of a painting can be indistinguishable but are not
the same. Thus, if two resources are linked via a sameAs re-
lation, every statement about one of them also applies to the
other resource.
It is interesting to note how inductive and deductive meth-
ods play together to foster data retrieval, reuse, and integra-
tion. Top-down engineered ontologies and logical inferenc-
ing play a key role in providing the vocabularies for querying
data, while machine learning techniques enable the linkage
of these data. Increasingly, however, inductive and deduc-
tive methods are also combined to mine knowledge patterns
and ontological primitives to scale up the development of
ontologies (Gangemi and Presutti 2010).
URIs as global primary keys and identity links jointly
form a powerful framework for the de-silofication of local
databases and therefore are a major building blocks for next-
generation knowledge infrastructures.
Compressing and Maintaining Data
Unsurprisingly, more data does not automatically translate
into more insight. Nonetheless, data with a higher spatial,
temporal, and thematic resolution can be used to gain new
insights and make better predictions. While answers to fre-
quent queries may be materialized, most data are rarely re-
quested and can be compressed to reduce volume. Interest-
ingly, Semantic Technologies and ontologies are very suit-
able for data compression. In case of Linked Data, for in-
stance, instead of storing each triple, one only has to store
such triples that cannot be inferred from other triples via an
ontology. To give a simple example, by declaring partOf to
be transitive, one does not have to explicitly store the fact
that any given city is part of a certain county, state, and con-
tinent. Storing the facts that a city is part of a county, the
county is part of a state, and so forth, is sufficient. Similar-
ity, by using role chains a family ontology can define that
the parents of a person’s parent are this person’s grandpar-
ents. Thus, this fact does not need to be stored in the data.
A few of these axioms can drastically reduce the amount of
data that has to be stored and downloaded (Joshi, Hitzler,
and Dong 2013).
Even more importantly, ontologies also help to maintain
datasets. Instead of having to update a multitude of records
to adjust to new or changing information, only those state-
ments have to be updated that cannot be inferred via a back-
ground ontology. To use the marriage example introduced
before, instead of checking tens of thousands of records ev-
ery time the law changes in one of the US states, a few
updates to the used ontology are sufficient to reflect the
changes and to infer which of the stored marriage relations
have to be updated.
Combining Inductive and Deductive Methods
In principle, the dedicated pursuit of combining inductive
and deductive techniques for dealing with data may indeed
have significant potential which remains to be unlocked, and
the key would be in a best-of-both-worlds combination. In-
deed, deductive methods are extremely powerful if used in
special-purpose applications such as expert systems, with a
well-defined use case, limited scenario, and a domain which
is understood well enough so that expert knowledge can be
captured in the form of crisp logical axioms. Inductive meth-
ods, on the other hand, excel if data is noisy, expert knowl-
edge is not readily mapped, and the input-output relationship
matches the search space, i.e., can be captured by learning
with the chosen method(s). Yet, deductive methods usually
break down under noisy data, while inductive methods may
solve a problem but may not help to understand the solution
or to verify it.
It has been argued that much benefit may lie in a more
systematic study of combinations of deductive and induc-
tive methods. For example, systems which first learn higher-
level features, expressed as logical axioms, from data, and
then use these higher level features for non-trivial deduc-
Figure 4: The semantic cube depicts how the need for Se-
mantic Technologies and ontologies raises with an increas-
ing role of diversity, synthesis, and definiteness.
tive inferences, are few. Another perspective would be that
of viewing a deduction problem as an information retrieval
or binary classification problem, and then applying non-
deductive techniques to solve this task (Hitzler and van
Harmelen 2010). Little research has so far been undertaken
along this line.
Conclusions
While data-intensive science and predictive analytics take
the existence of data at an ever increasing spatial, temporal,
and thematic resolution as a given. Their success ultimately
depends on whether these data can be retrieved, accessed,
reused, and integrated in a meaningful way. Given the vol-
ume, velocity, and especially variety of today’s data universe
it is increasingly difficult to understand whether a certain
dataset is fit for a given task/model and whether different
datasets can be combined. The seemingly same terminol-
ogy often has a different meaning in another domain. Even
within a single domain the improved resolution comes at the
costs of increasingly nuanced differences in the used meth-
ods, models, and terminologies. Ignoring those differences
affects the quality and reproducibility of research results or
market analysis in the industry. In this paper we discussed
how the Semantic Web can address some of these challenges
and why it is a suitable, robust, affordable, open, and persis-
tent infrastructure for data-intensive science. We illustrated
our arguments with various examples from different scien-
tific domains.
The discussed value proposition of the Semantic Web for
data-intensive science and industry applications can be best
summarized by depicting the increasing need for semantics
along a number of dimensions. Figure 4 illustrates this by
introducing a semantic cube.
• The diversity dimensions includes aspects such as the
degree of interdisciplinarity, the semantic heterogeneity
of the data, the variety of involved media formats, per-
spectives, and themes, as well as their varying resolu-
tion, uncertainty, lineage, and credibility. Consequently,
this dimension is focused on data. An increasing diver-
sity leads to an increasing need for formal semantics, e.g.,
to mediate between different terminologies or in case of
different viewpoints.
• The synthesis dimension represents the difference in the
performed tasks. An increasing need for data reuse, inte-
gration, conflation, and synthesis, leads to an increasing
need for semantics. In contrast, tasks such as computing
descriptive statistics for a single numerical dataset benefit
less from Semantic Technologies and ontologies. Seman-
tic Web Technologies play a role in preparing data for
analysis, e.g., by ensuring that the retrieved data is suit-
able as input for a certain model, as well as in sharing the
analysis results, i.e., as communication layer that makes
the meaning of the resulting data explicit.
• The definiteness dimension represents aspects of pur-
pose and intended use. For instance, while machine learn-
ing is concerned with a degree of certainty, Semantic
Technologies aim at logical consequences. To give a con-
crete example, reasoning services such as instance check-
ing or concept subsumption produce guaranteed, i.e.,
rigid, results. If, by definition, all rivers flow into other
waterbodies (such as oceans, lakes, or other rivers) and the
Rhein flows into the North Sea, then the North Sea must
be a waterbody. One could now argue that some rivers
flow into the ground or dry up entirely without reaching
another body of water. This, however, should not be mis-
understood as invalidating the inference made above. On-
tologies define a data provider’s view on these data, they
do not define some sort of canonical reality. By making
the provider’s perspective explicit, ontologies reduce the
risk os misunderstanding and misusing data.
Consequently, the need for and benefit from using Se-
mantic Technologies increases as those three dimensions in-
crease, i.e., with an increasing data and domain diversity,
with an increasing role of data synthesis, and with an in-
creasing importance of definiteness.
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