This paper describes a new method for constructing wavelet neural network in order to improve the accuracy of prediction for multi-dimensional function spaces. An algorithm is developed using the concept of evolutionary search in wavelet neural network. It helps in decreasing the computational effort needed for building the wavelet neural network. Several modifications to wavelet neural network are also suggested for improving its performance in predicting non-linear function spaces. These algorithms were tested using diverse test functions. These networks can be effectively used as non-linear system estimators for large scale optimization problems.
I. Introduction
Function estimation involves finding the underlying relationship from a given set of input-output dataset. This has been popular in various applications such as pattern classification, data mining, system identification, and response surface construction in optimization 1, 2, 3 . The system identification problem is to estimate the underlying system characteristics using a set of empirical input-output data. Recently, feed-foreword neural networks such as multilayer perceptron (MLP) and radial basis function networks (RBFN) have been widely used as an alternative approach to function approximation. They provide a generic black box function representation and have been shown to be capable of approximating any continuous function defined on a compact set of data with arbitrary accuracy 2 . Using the concept of locally supported basis function, such as RBFN, a class of wavelet neural network (WNN) has become popular lately [3] [4] [5] [6] [7] . It also uses the concept of wavelet decomposition. Combining wavelet and neural networks diminishes the weakness of each other 7 . The resulting network is capable of handling problems of moderately large dimension and can be efficiently constructed. Due to the radial structure of the wavelets, it can be considered as a more general form of RBFN. Few modifications to such networks were suggested to deal with outliners in training data 8 . This helps in training the WNN with noisy dataset. Constructing WNN involves estimating the parameters in the nodes of the network and the weights. This is done by minimizing a cost function which reflects the approximation quality of the network 7, 9 . Such networks can be used to predict non-linear function spaces in optimization. Several methods to build a surrogate model for similar purpose in optimization have been tried by Dulikravich et al. [10] [11] [12] . Applications like response surface construction for multi-objective optimization require an estimating function having large number of design variables. Building WNN for such functions is computationally expensive. So, instead of preparing a huge library of wavelets 7 an evolutionary based search algorithm is suggested for large dimensional function estimation.
In this paper, we propose a genetic algorithm (GA) search for setting the network parameters in a WNN. Several modifications to the basis function and network architecture are also studied. The networks so created were tested using many well known test functions to validate their accuracy and robustness. Finally, we present a hybrid wavelet neural network capable of estimating highly non-linear function spaces with good accuracy and using lesser computational resources.
II. Genetic Algorithm based Wavelet Neural Network
Wavelets occur in the family of functions generated from a mother wavelet ( ) x ψ . Each wavelet in it is defined by dilation vector which controls the scaling and translation vector which controls the position. Given a training set, the overall response of a WNN can be arithmetically written as
where is the number of wavelet nodes in the hidden layer and is the synaptic weight for each hidden node in the WNN. The dilation and translation vectors have size equals to the number of variables in the estimated function. Such a network can be used to approximate any function.
where is a regression function and the error term f ε is a zero-mean random variable of disturbance.
One of the well known approaches for constructing WNN 7 requires the generation of a wavelet library, W .
This library is composed of discretely dilated and translated versions of mother wavelet function ( ) x ψ . The next step is selecting the best wavelets based on the training data from this library to build the regression. This approach for building WNN becomes computationally expensive when the estimated function has a huge number of variables.
This is due to exponential increase of the size of the wavelet library W with the dimension of the estimated function. Searching such a huge library one-by-one is computationally redundant. Therefore, the stochastic approach for searching the best wavelets for the WNN hidden nodes is proposed. The concept of binary GA was used to search for the wavelets required for the hidden nodes in the WNN. The dilation and translation factors (binary representation) for each dimension of the wavelet were concatenated to form the chromosomes in the GA population. It has two dilatation factors specifying the scaling and two translation factors specifying the position of the wavelet in each dimension. The variables space is normalized so the translation factors can vary within [-1, 1] and the dilation factors were varied within [0.1, 0.8]. The fitness for selecting the wavelet was defined as the norm of the residue obtained by doing Multiple Linear Regression (MLR) of the values given by the wavelet transform of the training data vs. the real function values. The GA was run for a sufficient number of generations to select a wavelet. Subsequent wavelets were searched by the GA based on the residue obtained in former step set as target values. This approach was unable to search for proper wavelets when the number of variables in the estimated function went beyond ten. The chromosome length for such functions was huge and the binary GA became inefficient. Therefore, a real numbers GA based search was proposed.
In real numbers GA, the wavelet is represented as a string of real number instead of a binary string. The fitness assignment was similar to the previous method. In addition, Whole Arithmetic Crossover and Floating Point Mutation operators were used 13 . Separate GAs were run serially for finding the activation function in each node of the WNN architecture.
III. Modifications to Basis Function and Architecture
Training the WNN for response surface generation was done using a random dataset. The size of the dataset required to reach a given accuracy can be decreased by using Sobol Quasi-Random Sequence 14 instead of random training data. Sobol sequence scatters points in the n-dimensional space uniformly. WNN trained on such a distribution learns the function space uniformly. This helps in reducing the computational effort needed in training a WNN to achieve a given accuracy.
Typically, the mother wavelet used in the WNN is Mexican Hat wavelet described by the following function.
Gaussian wavelets were used with this mother wavelet to construct the WNN. For each node of the WNN, GA searched the best Mexican Hat wavelet as well as the best Gaussian Wavelet. The one having a lower norm of residue after performing MLR was selected and inserted in the WNN architecture. The overall architecture of WNN had a mixture of Mexican Hat and Gaussian wavelets and looked like: 
The parameter p can take only integral values and the magnitude of skewness is governed by its absolute value.
The direction of skewness is governed by the vector X in the governing equation. Plan views of 2-D skewed wavelets are shown above. It shows that the wavelet basis function can also be skewed in multiple directions simultaneously. The value of parameter p was set between [-5, 5 ] to determine the proper wavelet for the WNN nodes. All these parameters (a, t, n, and p) for each dimension of the wavelet were searched using real based GA. This network showed superior performance for a large variety of test problems. The accuracy of highly nonlinear function estimation was still a problem. To improve it further the concept of using multiple WNN in a single architecture was proposed. This idea can be implemented in two different ways. First, the training dataset can be divided into a fixed number of exclusive sets and each of these can be used to train a network separately. Second, multiple networks can be created by training each of them with the complete training dataset available. After generating all the trained sub-networks the hybrid WNN was created assembling each one of them to form a single network with proper weights.
After a few tests, the idea of training each sub-network with a complete training dataset was concluded to give better accuracy. Here, the number of sub-networks 'S', needed in the final architecture was decided in advance. The full dataset was used to train s-WNNs separately and generate suitable sub-networks.
Once all the sub-networks are created, the full training data is used to obtain the weights for each of them. Linear regression of the output of each of these networks with the target value is done in order to obtain the weights.
IV. Test Functions and Testing Scheme
For testing different versions of WNN prepared here several mathematical test functions were developed. The dimension of test functions varied from 2 -7. This would help to evaluate the performance of each of them vs. the dimension of the estimated function. These test functions were developed using many elementary functions for studying the robustness of WNN. The test functions so developed are tabulated below: 
WNNs were trained using 40 Sobol points and were tested using 30 subsequent Sobol points. All the networks had about 8 -12 nodes in the hidden layer of the NN. The tested points were divided into six groups depending on the amount of error for assessment. Finally, for each of these test functions stacked bar plots of percentage of tested points falling in each group was made in order to compare them. The above testing scheme was used to evaluate the performance of several versions of WNN suggested. Later, few well known test functions 15 were used to evaluate the performance of WNN having different basis functions and hybrid WNN was also tested. Chen et al. gave metrics to evaluate the performance of prediction. Most of the test problems had typical features of engineering problems. Two relative scales were considered (number of variables ≥ 10 and number of variables = 2, 3). Both low-order nonlinear as well as high-order nonlinear problems were used. And finally, one test problem had noisy behavior. All the test problems obtained were selected from the book by Hock and Schittkowski 16 which offers many other problems for testing nonlinear algorithms.
Second order polynomial models have 2 / ) 2 )( 1 ( + + = n n k coefficients for n design variables. Kaufman et al. 17 found that 1.5k sample points for 5-10 variable problems and 4.5k sample points for 20-30 variable problems were necessary to obtain reasonably accurate second order polynomial models. Therefore, for small scale problems (number of variables = 2, 3), data points were used. For large scale problems (number of variables > 10), data points were used to train the WNN. For testing each model, 1000 -1200 Sobol points were used.
The performance of any technique to predict functional space can be measured in various aspects like robustness, efficiency, transparency, and conceptual simplicity. To assess the accuracy of the WNN three different metrics were used: R Square, relative average absolute error, and relative maximum absolute error. The equations for these three metrics are given below: R Square: Here STD stands for the standard deviation. The smaller the value of RAAE, the more accurate the model is. This is usually highly correlated with R Square.
Relative 
Large RMAE indicated large error in one region of the design space even though the overall accuracy indicated by R Square and RAAE can be very good. This metric cannot show the overall performance in the design space, so it is not as important as the other two.
Based on the above scheme, different real parameter GA based WNN were tested. The magnitude of the metrics showed the accuracy of the model and the variance of the metrics values among different problems illustrates the robustness of the model.
V. Results of Various Test Functions
The test results for a different version of WNN developed are shown in this section and its performance is analyzed. First, the impact of using Sobol sequence instead of random training data on the efficiency of WNN was studied. For this study a 2-D test function was designed and used to evaluate the performance of WNN trained on Sobol sequence vs. WNN trained on random training data. The mathematical expression describing the test function is:
The training of WNN using random data required 400 points. Similar accuracy on training data could be achieved using only 100 Sobol points to train the second WNN. The required accuracy of 10% error on training data was achieved in 18.37 seconds using random data points where as the WNN trained with Sobol 14 data points took only 8.56 seconds. The following plots show the real function space and the estimated function space using Sobol points for training.
Studying the residue of estimated function vs. the number of nodes in the WNN we concluded that the WNN trained with Sobol points reached lower residue faster than the WNN trained with random points. Therefore, training the WNN using Sobol points helped to build models faster and more accurately. Accuracy of binary GA based WNN and real GA based WNN in predicting function spaces were studied using a set of test functions [ Table 1 ]. Following stacked bar plots shows the percentage of testing data points having particular ranges of error for several test functions. This extra parameter helped in finding a more accurate description of the estimated function locally. The GA searches for the proper set of parameters to construct the WNN efficiently. The current version of WNN was further tested using thirteen test problems provided by Chen et al. 15 . The performance metrics were compared to evaluate the performance of WNN in predicting various functions. The value of R-Square shows the average accuracy of prediction and was used primarily for performance evaluation. R-Square value of one is produced when the predictions are 100% accurate and a value of zero shows random predictions. The following plot shows the value of R-Square for each of the test functions given by WNN when prepared using three different types of basis functions: Gaussian, Mexican Hat and Skewed Gaussian (Chi-Square).
The values of R-Square for most of the test problems using Gaussian and Mexican Hat wavelet approaches one. Thus, such basis functions were suitable for building accurate models. Few problems (1, 3, 9, and 10) had lower values of R-Square and implied that the WNN was unable to predict these with good accuracy.
These problems were highly non-linear. WNN was able to predict problem number 13 with good accuracy, though the problem had a lot of noise. To improve the WNN to predict highly non linear functions more accurately, hybrid WNN were used. Two hybrid WNNs were prepared and tested using the same 13 test problems. One of them had sub-networks trained using exclusive sets of the whole training dataset and the other had sub-networks trained on the full training dataset. The results were compared with the predictions using single Mexican Hat WNN.
Clear improvements in predictions were seen using hybrid WNN having sub-networks trained on full training dataset. Hybrid WNN with sub-networks trained on excusive sets of training data did predict better then single WNN (problem number 6 and 10) but had worse predictions (problem number 1 and 3) also. Therefore, hybrid WNN with sub-networks trained on full training dataset was suggested for highly non-linear function spaces. About 5 -6 sub-networks are recommended in the architecture of hybrid WNN.
Finally, the performance of the single network WNN vs. the dimension of estimated function was studied. Problem number 2 was chosen 15 and the number of variables was varied to get several test functions. WNN was trained on 400 Sobol points and the model was confirmed using 1200 testing points. The accuracy of predictions and the computational expense was compared among these test functions. The following plot compares the R-Square values and the time taken by a single processor to generate the model for the test functions having different number of dependent variables. Figure 13 shows that the accuracy of the model prediction decreases as the number of design variables increases. One reason for this is the constant number of training points used to build each WNN. Also, the time taken by a single processor to build various WNN models goes on increasing with the dimension of the estimated functions. The GA takes longer to search for the proper nodes as the dimension of the function increases. Assuming the value of R Square > 0.5 is good prediction, one can predict function having 90 variables effectively (extrapolating). Thus, this algorithm can predict high dimensional function space, but the level of function non-linearity is always a factor governing the accuracy of prediction. 
VI. Conclusions
This paper presents a novel technique to search the proper activation functions for the construction of WNN. Such a method helps to build response surface for predicting high dimensional function spaces accurately and efficiently. Several modifications to the architecture and basis function in WNN were suggested and tested using diverse test functions. Simulation results show that WNN for predicting function having large number of variables (~90) can be implemented accurately. The modified WNN developed in such a way had about 5 -7 % average absolute error on training data in most of the test problems. The final testing for most of the test functions was done using 1000 -1200 data points. With such large testing dataset we can assume that any further prediction of the functional space will have similar accuracy. It was found that about ten to twelve activation nodes in the hidden layer of WNN were adequate for good predictions i.e. 5% average absolute error on training data. Further addition of activation nodes in WNN improved the accuracy on training data only slightly, but did not help in improving the accuracy on testing data further. This implies that for the given dataset a WNN with about ten to twelve activation nodes extracted most of the information regarding the topology of the functional space. Finally, a hybrid WNN network was developed using the concept of having multiple WNNs and helped in increasing the accuracy of prediction of highly non-linear functional spaces.
