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TRACES ON CORES OF C∗-ALGEBRAS ASSOCIATED WITH
SELF-SIMILAR MAPS
TSUYOSHI KAJIWARA AND YASUO WATATANI
Abstract. We completely classify the extreme tracial states on the cores of the C∗-algebras
associated with self-similar maps on compact metric spaces. We present a complete list of them.
The extreme tracial states are the union of the discrete type tracial states given by measures
supported on the finite orbits of the branch points and a continuous type tracial state given by
the Hutchinson measure on the original self-similar set.
KEYWORDS: traces, core, self-similar maps, C∗-correspondences
AMS SUBJECT CLASSIFICATION: 46L08, 46L55
1. Introduction
We investigate a relation between self-similar sets and C∗-algebras. Most of self-similar sets
are constructed from iterations of proper contractions. A self-similar map on a compact metric
space K is a family of proper contractions γ = (γ1, . . . , γN ) on K such that K =
⋃N
i=1 γi(K). In
our former work Kajiwara-Watatani [14], we introduced C∗-algebras associated with self-similar
maps on compact metric spaces as Cuntz-Pimsner algebras for certain C∗-correspondences and
show that the associated C∗-algebras are simple and purely infinite. A related study on C∗-
algebras associated with iterated function systems is done by Castro [2]. A generalization to
Mauldin-Williams graphs is given by Ionescu-Watatani [9].
The gauge action of the associated C∗-algebra is an important tool. The fixed point algebra
under the gauge action is called the core. Recall that the dimension group of a topological
Markov shift is exactly the K-theory of the core of the corresponding Cuntz-Krieger algebra
[3]. This idea is extended to the subshifts by Matsumoto [18]. Therefore we expect that many
informations of a self-similar map as a dynamical system are contained in the structure of the
core of the corresponding C∗-algebra. In this note we study the trace structure of the fixed point
algebra under the gauge action. In fact, the trace structure is described by measures supported
on the orbits of the branched points of the self-similar map and the Hutchinson measure. We
present a complete list of the extreme traces on the core to classify them.
One of the key points is the structure of the cores of Cuntz-Pimsner algebras described by
Pimsner [20]. We need a result on the extension of traces on a subalgebra and an ideal to their
sum modified in [15] following after Exel and Laca [4]. We also recall the Rieffel correspondence
of traces between Morita equivalent C∗-algebras, which plays an important role in our study.
The extreme traces are described by measures supported on the finite orbits of branched
points of a self-similar map. For a branched point b and an integer r ≥ 0, we consider a
family (µ
(b,r)
i )
r
i=0 of discrete measures on K satisfying a compatibility condition such that the
support of µ
(b,r)
i is on the (r − i)-th γ-orbit of the branch point b for 0 ≤ i ≤ r. By the Rieffel
correspondence of traces, we construct finite traces on the compact algebras of multiple tensor
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products of the C∗-correspondence constructed from the original self-similar map. A sequence
of such compatible traces gives an extreme trace τ (b,r) on the core. On the other hand, the
Hutchinson measure on the self-similar set K also gives a continuous type trace τ∞ on the core.
We shall show that these traces τ (b,r) b ∈ Bγ , r = 0, 1, 2, . . . and τ∞ exhaust the extreme traces
on the core F (∞).
For the classification of extreme traces, the analysis of point masses is essential. A tracial
state on the core gives the traces on compact algebras K(X⊗n) by restriction. We get a certain
relation among the point masses of the measures on K corresponding to the traces on K(X⊗n)
and K(X⊗n+1) by Morita equivalence. The difficulty of the analysis comes from the fact that
K(X⊗n) is not included in K(X⊗n+1). Thus the necessary condition can not be described by
simple restriction. Here comes a technical use of a countable basis and a result of the extension
of traces on a subalgebra and an ideal to their sum modified in [15] following after Exel and
Laca [4].
For a tracial state of the core, we remove the discrete parts of it and get a finite trace which
has no point mass. By the argument of principle of proper contraction on tracial state space,
we can show that any tracial state on the core without point mass on A = C(K) is exactly the
trace associated with the Hutchinson measure. Combining these, we can present a complete list
of of extreme traces on the core. This gives a complete classification of the traces.
In [8] we completely classified the KMS states for the gauge action on the associated C∗-
algebra Oγ . We shall show that which trace on the core is extended to a KMS state on Oγ . We
recommend a paper [16] by Kumjian and J. Renalut for a general study of the KMS states on
C∗-algebras associated to expansive maps. In many cases, the inverse braches of an expansive
map gives a self-similar map in our study.
The content of the paper is as follows: In section 2, we recall some basic notations and
typical examples of self-similar maps. In section 3, we give some preliminary results for C∗-
correspondences. In section 4, we describe Rieffel correspondence of finite traces between C∗-
algebras which are Morita equivalent by an equivalence bimodule of finite degree type using
countable bases. In section 5, we apply a result of trace extension to our situation. We get
a certain relation between point masses of the measures on K corresponding to the traces on
compact algebras of the tensor products of the C∗-correspondences. In section 6, we construct
model traces on the core . We also need a trace extension result for our construction. In section
7, we classify the extreme traces on the core. Since the set of branched points is assumed to be
finite, we can reduce the classificaion of the traces to the uniqueness of the invariant measure
without point mass. In fact, the final step of the classification is completed by the contraction
principle on the metric space of the probability measures using the Lipschitz norm and the fact
that the diameter of it is finite.
2. Self-similar maps
Let (Ω, d) be a (separable) complete metric space. A map f : Ω → Ω is called a proper
contraction if there exists a constant c and c′ with 0 < c′ ≤ c < 1 such that 0 < c′d(x, y) ≤
d(f(x), f(y)) ≤ cd(x, y) for any x, y ∈ Ω.
We consider a family γ = (γ1, . . . , γN ) of N proper contractions on Ω. We assume that N ≥ 2.
Then there exists a unique non-empty compact set K ⊂ Ω which is self-similar in the sense that
K =
⋃N
i=1 γi(K). See Falconer [5] and Kigami [11] for more on fractal sets.
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In this note we usually forget an ambient space Ω as in [14] and start with the following setting:
Let (K, d) be a compact metric set and γ = (γ1, . . . , γN ) is a family of N proper contractions
on K. We say that γ is a self-similar map on K if K =
⋃N
i=1 γi(K).
Definition 2.1. We say that γ satisfies the open set condition if there exists an open subset V
of K such that γj(V ) ∩ γk(V ) = φ for j 6= k and
⋃N
i=1 γi(V ) ⊂ V . Then V is an open dense
subset of K. See a book [5] by Falconer, for example.
Let Σ = { 1, . . . , N}. For k ≥ 1, we put Σk = { 1, . . . , N}k. For a self-similar map γ on a
compact metric space K, we introduce the following subsets of K:
Bγ ={ b ∈ K | b = γi(a) = γj(a), for some a ∈ K and i 6= j, },
Cγ ={ a ∈ K | γj(a) ∈ Bγ for some j },
Pγ ={ a ∈ K | ∃k ≥ 1, ∃(j1, . . . , jk) ∈ Σk such that γj1 ◦ · · · ◦ γjk(a) ∈ Bγ},
Ob,k ={ γj1 ◦ · · · ◦ γjk(b) | (j1, . . . , jk) ∈ Σk } (k ≥ 0), Ob =
∞⋃
k=0
Ob,k,whereOb,0 = {b},
Orb =
⋃
b∈Bγ
Ob.
We call Bγ the branch set of γ, Cγ the branch value set of γ and Pγ the postcritical set of γ.
We define branch index at (γj(y), y) by eγ(γj(y), y) = #{i ∈ Σ|γj(y) = γi(y)}. We call Ob,k the
k-th γ orbit of b, and Ob the γ orbit of b.
Assumption A. Throughout the paper, we assume that a self-similar map (K, γ) satisfies
the following for simplicity:
(1) Their exists a continuous map h : K → K such that h(γj(y)) = y for y ∈ K and
j = 1, . . . , N , and h−1(y) =
⋃N
j=1 γj(y).
(2) The sets Bγ and Pγ are finite sets.
(3) The intersection of Bγ and
⋃
b∈Bγ
⋃∞
k=1Ob,k is empty.
Under the assumption A above, Bγ is the branch set of h and Cγ = h(Bγ) is the branch value
of h. Moreover Pγ =
⋃∞
k=1 h
k(Bγ), Ob,k = h
−k(b) and Ob =
⋃∞
k=0 h
−k(b) the backward orbit of
b under h. The condition (3) of the above assumption A means that for any branch point b,
the backward orbit of b under h does not intersect with the set of branch points except the 0-th
orbit b. The condition (3) is not trivial but satisfied in many cases including a tent map. The
condition (3) can be replaced by the following condition (3)’:
(3)’ Bγ ∩ Pγ is empty.
In fact, not(3) is equivalent to that there exists y ∈ Bγ ∩ (
⋃∞
k=1 h
−k(b)). This means that
there exist y, b ∈ Bγ and an integer k ≥ 1 such that hk(y) = b. This is equivalent to not(3)’.
Moreover, since we assume that Pγ is finite, (K, γ) satisfiesthe open set condition. Let V =
K\Pγ . Then V is an open dense subset of K satisfying γj(V ) ∩ γk(V ) = ∅ for j 6= k. In
fact, on the contrary suppose that γj(V ) ∩ γk(V ) 6= ∅. Then there exist u, v ∈ V such that
b := γj(u) = γk(v). Then h(b) = u = v and u ∈ Cγ ⊂ Pγ , which is a contradiction. We show
that V is invariant under γ. On the contrary suppose that x = γj(u) is not in V for some u ∈ V .
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Then x is in Pγ and u = h(x) is not in Pγ . Hence x = h
k(b) for some b ∈ Bγ and a natural
number k, so u = hk+1(b), which contradicts that u is not in Pγ .
Example 2.1. (tent map) Let K = [0, 1], γ1(y) = (1/2)y and γ2(y) = 1 − (1/2)y. Then a
family γ = (γ1, γ2) of proper contractions is a self-similar map. We note that Bγ = { 1/2 },
Cγ = { 1 } and Pγ = { 0, 1 }. A continuous map h defined by
h(x) =
{
2x 0 ≤ x ≤ 1/2
−2x+ 2 1/2 ≤ x ≤ 1
satisfies Assmption A (1). The map h is the ordinary tent map on [0, 1], and (γ1, γ2) is the
inverse branches of the tent map h. We note that Bγ = { 1/2 }, Cγ = { 1 } and Pγ = { 0, 1 }.
We see that h(1/2) = 1, h(1) = 0, h(0) = 0. Hence a self-similar map γ = (γ1, γ2) satisfies the
assumption A above.
Example 2.2. Let K = [0, 1]. For n ≥ 2, we take n + 1 numbers ti (i = 0, . . . , n) such that
0 = t0 < t1 < · · · < tn−1 < tn = 1. Let h be a continuous map from K to K such that h
is linear on each subinterval [ti, ti+1] and takes value 0 or 1 at the endpoints of the subinterval
interchangingly. We denote by γi (i = 1, . . . , n) the inverse branches of h. Then γ = (γ1, . . . , γN )
satisfies the assumption A. We note that Bγ = { t1, . . . , tn−1}, and Pγ = { 0, 1 }. If n = 2, then
Cγ = {0} or {1}. If n ≥ 3, then Cγ = { 0, 1 }.
Example 2.3. [14] (Koch curve) Let ω = 12 + i
√
3
6 ∈ C. Consider the two contraction γ˜1,
γ˜2 on the triangle domain ∆ ⊂ C with vertices { 0, ω, 1 } defined by γ˜1(z) = ωz and γ˜2(z) =
(1 − ω)(z − 1) + 1 for z ∈ C. Let τ be the reflection in the line x = 1/2. We put γ1 = γ˜1 and
γ2 = γ˜2 ◦ τ . Put K =
⋂∞
n=1
⋂
(j1,...,jn)∈Σn γj1 ◦ · · · ◦ γjn(∆). Then K is the Koch Curve and
(K, γ) is a self-similar map satisfying the assumption A. We note that Bγ = {ω}, Cγ = {1} and
Pγ = {0, 1}.
Example 2.4. [14] (Sierpinski gasket) Let P = (1/2,
√
3/2), Q = (0, 0), R = (1, 0), S =
(1/4,
√
3/4), T = (1/2, 0) and U = (3/4,
√
3/4). Let γ˜1, γ˜2 and γ˜3 be contractions on the
regular triangle T on R2 with three vertices P , Q and R such that
γ˜1(x, y) =
(
x
2
+
1
4
,
1
2
y
)
, γ˜2(x, y) =
(x
2
,
y
2
)
, γ˜3(x, y) =
(
x
2
+
1
2
,
y
2
)
.
We denote by αθ a rotation by angle θ. We put γ1 = γ˜1, γ2 = α−2pi/3 ◦ γ˜2, γ3 = α2pi/3 ◦ γ˜3. Then
γ1(∆PQR) = ∆PSU , γ2(∆PQR) = ∆TSQ and γ3(∆PQR) = ∆TRU , where ∆ABC denotes
the regular triangle whose vertices are A, B and C. Put K =
⋂∞
n=1
⋂
(j1,...,jn)∈Σn(γj1◦· · ·◦γjn)(T ).
Then (K, γ) is a self similar map satisfying assumption A, and K is the Sierpinski gasket.
Bγ = {S, T, U }, Cγ = Pγ = {P,Q,R } and h is given by
h(x, y) =


γ−11 (x, y) (x, y) ∈ ∆PSU ∩K
γ−12 (x, y) (x, y) ∈ ∆TSQ ∩K
γ−13 (x, y) (x, y) ∈ ∆TRU ∩K,
3. Hilbert C∗-bimodules
Following [14], we introduce Hilbert C∗-bimodules (or C∗-correspondences) and their Cuntz-
Pimsner C∗-algebras for self-similar maps.
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Let A be a C∗-algebra and X a Hilbert right A-module. Let L(X) the set of bounded linear
operators on X which have adjoints with respect to the A-inner product (x|y)A. We denote by
θx,y the ”rank one” operator given by θx,y(z) = x(y|z)A for x, y, z ∈ X. We denote by K(X) the
C∗-algebra generated by rank one operators, which is sometimes called the compact ideal.
We say that X is a Hilbert bimodule over a C∗-algebras A if X is a Hilbert right A- module
with a *-homomorphism φ : A→ L(X). We always assume that X is full and φ is injective.
We recall the construction of the Cuntz-Pimsner C∗-algebra OX associated with X. Let
F (X) =
⊕∞
n=0X
⊗n be the full Fock module of X with a convention X⊗0 = A. For ξ ∈ X, the
creation operator Tξ ∈ L(F (X)) is defined by
Tξ(a) = ξa and Tξ(ξ1 ⊗ · · · ⊗ ξn) = ξ ⊗ ξ1 ⊗ · · · ⊗ ξn.
We define iF (X) : A→ L(F (X)) by
iF (X)(a)(b) = ab and iF (X)(a)(ξ1 ⊗ · · · ⊗ ξn) = φ(a)ξ1 ⊗ · · · ⊗ ξn
for a, b ∈ A. The Cuntz-Toeplitz algebra TX is the C∗-algebra acting on F (X) generated by
iF (X)(a) with a ∈ A and Tξ with ξ ∈ X.
Let jK |K(X)→ TX be the homomorphism defined by jK(θξ,η) = TξT ∗η . We consider the ideal
IX := φ
−1(K(X)) of A. Let JX be the ideal of TX generated by {iF (X)(a)−(jK ◦φ)(a); a ∈ IX}.
Then the Cuntz-Pimsner algebra OX is defined as the quotient TX/JX . Let pi : TX → OX be
the quotient map. We set Sξ = pi(Tξ) and i(a) = pi(iF (X)(a)). Let iK : K(X) → OX be the
homomorphism defined by iK(θξ,η) = SξS
∗
η . Then pi((jK ◦ φ)(a)) = (iK ◦ φ)(a) for a ∈ IX .
The Cuntz-Pimsner algebra OX is the universal C∗-algebra generated by i(a) with a ∈ A
and Sξ with ξ ∈ X satisfying that i(a)Sξ = Sφ(a)ξ , Sξi(a) = Sξa, S∗ξSη = i((ξ|η)A) for a ∈ A,
ξ, η ∈ X and i(a) = (iK ◦φ)(a) for a ∈ IX . We usually identify i(a) with a in A. We also identify
Sξ with ξ ∈ X and simply write ξ instead of Sξ. There exists an action β : R→ Aut OX defined
by βt(ξ) = e
itξ for ξ ∈ X and βt(a) = a for a ∈ A, which is called the gauge action.
Let γ be a self-similar map on a compact metric space K satisfying Assumption A. Let
A = C(K), C = ⋃Ni=1{ (γi(y), y) | y ∈ K }, and X = C(C). For f , g ∈ X and a, b ∈ A, we define
left and right A module actions on X and an A-inner product by
(a · f · b)(γj(y), b) =a(γj(y))f(γj(y), y)b(y) y ∈ K, j = 1, . . . , N
(f |g)A(y) =
N∑
j=1
f(γj(y), y)g(γj(y), y) y ∈ K.
We define the representation φ of A in L(X) by φ(a)f = a · f . By [14], (X,φ) is proved to be
a C∗-correspondence over A. We denote by Oγ the Cuntz-Pimsner C∗-algebra associated with
X and call it the Cuntz-Pimsner algebra Oγ associated with a self-similar map γ.
We put JX = φ
−1(K(X)). Then JX is an ideal of A.
We recall some basic facts on the Cuntz-Pimsner algebra Oγ associated with a self-similar
map γ.
Lemma 3.1. [14] Let γ be a self-similar map on a compact metric space K If (K, γ) satisfies the
open set condition, then the associated Cuntz-Pimsner algebra Oγ is simple and purely infinite.
Moreover JX remembers the branch set Bγ so that JX = { f ∈ A | f(b) = 0 for each b ∈ Bγ }
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Let X⊗n be the n-times inner tensor product of X and φn denotes the left module action of
A on X⊗n. Put
F (n) = A⊗ I +K(X) ⊗ I +K(X⊗2)⊗ I · · ·+K(X⊗n) ⊂ L(X⊗n)
We embedd F (n) into F (n+1) by T 7→ T ⊗ I for T ∈ F (n). Put F (∞) = ⋃∞n=0F (n).
By Pimsner [20] we can identify F (n) with the C∗-subalgebra of Oγ generated by A and
SxS
∗
y for x, y ∈ X⊗k, k = 1, . . . , n under identifying SxS∗y with θx,y . Then the inductive
limit algebra F (∞) is exactly the fixed point subalgebra of Oγ under the gauge action. We
call F (∞) the core of OX . We note that F (n+1) = F (n) ⊗ I + K(X⊗n+1). Thus F (n) is a C∗-
subalgebra of F (n+1) containing unit and K(X⊗n+1) is an ideal of F (n+1). We sometimes write
F (n+1) = F (n) +K(X⊗n+1) for short.
4. The Rieffel correspondence of traces
In this section, we study the Rieffel correspondence of traces on Morita equivalent C∗-algebras
A and B. If C∗-algebras are not unital, then there does not exist a bijective correspondence
between the finite traces on Morita equivalent C∗-algebras A and B in general. For example,
consider A = C ⊕ C and B = C ⊕ K(H). We consider the case that a Hilbert module is
of finite degree type and show the following: If C∗-algebras A and B are Morita equivalent
by an equivalence bimodule of finite degree type for both sides, then there exists a bijective
correspondence between the finite traces on A and B. In general, if C∗-algebras A and B are
Morita equivalent, then there exists a bijective correspondence between the densely defined lower
semi-continuous traces on A and B written by countable bases, see, for example, N. Nawata
[19].
Since the correspondence can be explicitely written using basis, we recall the notion of basis
for a Hilbert C∗-module, see [12] and [10]. Let X = XA be a (right) Hilbert C∗-module X over
a C∗-algebra A. A family (ui)i∈I in X is called a (right) basis, (or a tight frame more precisely
as in [6]) of X if
x =
∑
i∈I
ui(ui|x)A for any x ∈ X,
where the sum is taken as unconditional norm convergence. Furthermore (ui)i∈I is called a finite
basis if (ui)i∈I is a finite set. If a Hilbert C∗-module is countably generated, then there exists a
countable basis (that is, finite or a countably infinite basis ) of X and written as {ui}∞i=1, where
some ui may be zero. Let {ui}∞i=1 be a countable basis of Hilbert right B-module X and {vj}∞j=1
a countable basis of Hilbert right C-module Y . Assume that there exists a ∗-homomorphisms
φ : B → L(Y ). Then {ui⊗ vj}i=1,2,...,j=1,2,... constitutes a basis of X⊗B Y for any ordering ([12]
and [15]).
Let A be a C∗-algebra. We denote by T (A) the set of tracial states on A. We assume
that T (A) is not empty. Let X be a countably generated Hilbert A-module and {ui}∞i=1 a
basis of X. For a tracial state τ on A, supn
∑n
i=1 τ((ui|ui)A) ∈ [0,∞] does not depend on the
choice of basis {ui}∞i=1 as in [15], see also the proof of Proposition 4.1 of this paper. We put
dτ = supn
∑n
i=1 τ((ui|ui)A). We call that X is of finite degree type if supτ∈T (A) dτ < ∞ ([12]
and [15]). For example, let X be the Hilbert bimodule associated with a self-similar map γ =
(γ1, . . . , γN ) of N proper contractions. Then XA is of finite degree type and supτ∈T (A) dτ = N .
In the papr we assume that a Hibert C∗-module is countably generated. Let A and B be C∗-
algebras. We say that an B−A equivalence bimodule X = BXA is of finite degree type for both
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sides if T (A) and T (B) are not empty and XA and BX are of finite degree type, where XA and
BX are Hilbert C
∗-modules considered as a right A-module and a left B-module respectively.
Proposition 4.1. If C∗-algebras A and B are Morita equivalent by an equivalence bimodule X
of finite degree type for both sides, then there exists a bijective correspondence between the finite
traces on A and B. Let {ui}∞i=1 and {wj}∞j=1 be countable bases of XA and BX respectively. The
correspondence is given explicitely as follows:
For a finite trace τ on A, we can define a finite trace p˜i(τ) on B by
p˜i(τ)(b) =
∞∑
i=1
τ((ui|bui)A).
For a finite trace σ on B, we can define a finite trace ψ˜(σ) on A by
ψ˜(σ)(a) =
∞∑
j=1
σ(B(wja|wj)).
The correspondence does not depend on the choice of bases. The correspondence preserves the
order of traces. Moreover we have
p˜i(τ)(B(x|y)) = τ((y|x)A), ψ˜(σ)((z|w)A) = σ(B(w|z)).
Proof. Firstly, we consider the case that B = K(XA). Since X is of finite degree type, for
T ∈ K(X)+, we have
∞∑
i=1
τ((ui|Tui)A) ≤ ‖T‖dτ .
For general T ∈ K(X), we have∑∞i=1 |τ((ui|Tui)A)| ≤ 4dτ‖T‖ <∞. Hence p˜i(τ) is well-defined.
Let {vj}∞j=1 be another basis of XA. Then for T ∈ K(X), we have
∞∑
i=1
τ((ui|T ∗Tui)A) =
∞∑
i=1
τ((Tui|Tui)A) =
∞∑
i=1
τ

( ∞∑
j=1
vj(vj |Tui)A|Tui)A


=
∞∑
i=1
τ

 ∞∑
j=1
(vj |Tui)∗A(vj |Tui)A

 = ∞∑
i=1
∞∑
j=1
τ ((vj |Tui)∗A(vj|Tui)A)
=
∞∑
j=1
∞∑
i=1
τ ((vj |Tui)∗A(vj |Tui)A) =
∞∑
j=1
∞∑
i=1
τ ((vj |Tui)A(vj |Tui)∗A)
=
∞∑
j=1
∞∑
i=1
τ((T ∗vj |ui(ui|T ∗vj)A)) =
∞∑
j=1
τ((T ∗vj |
∞∑
i=1
ui(ui|T ∗vj)A)A)
=
∞∑
j=1
τ((T ∗vj|T ∗vj)A) =
∞∑
j=1
τ((vj |TT ∗vj)A).
This shows that for S ∈ K(X)+
∞∑
i=1
τ((ui|Sui)A)
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does not depend on the choice of the basis {ui}∞i=1 by taking T = S1/2. Moreover, the same
calculation shows that T 7→∑∞i=1 τ((ui|Tui)A) gives a finite trace on K(XA) by the polarization
identity. Secondly we consider the general case. Since there exists an isomorphism of B onto
K(XA), we can define a finite trace p˜i(τ) on B by
p˜i(τ)(b) =
∞∑
i=1
τ((ui|bui)A).
Similary, for a finite trace σ on B, we can define a finite trace ψ˜(σ) on A by
ψ˜(σ)(a) =
∞∑
j=1
σ(B(wja|wj)).
Since B(x|y)z = x(y|z)A = θx,y(z),
∞∑
i=1
τ((ui|B(x|y)ui)A) =
∞∑
i=1
τ(ui|x(y|ui)A)A) =
∞∑
i=1
τ((ui|x)A(y|ui)A)
=
∞∑
i=1
τ((y|ui)A(ui|x)A) = τ(y|
∞∑
i=1
ui(ui|x)A) = τ((y|x)A),
we have
p˜i(τ)(B(x|y)) = τ((y|x)A).
Similarly we have
ψ˜(σ)((z|w)A) = σ(B(w|z)).
Since the Hilbert bi-module is full on both sides, the correspondence is bijective. By definition,
the correspondence preserves the order of traces.

5. Analysis for point mass
Let γ be a self-similar map on K which satisfies the assumption A. We denote by B(K) the
set of bounded Borel functions on K, and by M(K) the set of finite Borel measures on K. For
a Borel function a on K, we define a Borel function a˜ by
a˜(y) =
N∑
j=1
1
eγ(γj(y), y)
a(γj(y)) =
∑
x∈h−1(y)
a(x).
Even if a is continuous, a˜ is not continuous in general, because we do not count the multiplicity
in {x ∈ h−1(y)}.
We usually identify a finite Borel measure µ with the associated positive linear functional on
C(K). So, we may write as µ(a) :=
∫
adµ for a ∈ C(K) for short. For a Borel set B ⊂ K, we
may write µ(B) = µ(χB) if no confusion arize.
For a finite Borel measure µ on K, we define a finite Borel measure F (µ) on K by
F (µ)(a) = µ(a˜) (a ∈ C(K)).
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In particular, we have F (δy) =
∑
x∈h−1(y) δx, where δy is the Dirac measure on y and the sum
on x should be taken without multiplicity. In fact
F (δy)(a) = δy(a˜) = a˜(y) =
N∑
j=1
1
eγ(γj(y), y)
a(γj(y)) =
∑
x∈h−1(y)
δx(a).
Lemma 5.1. Let X be a C∗-correspondence associated with a self-similar map γ on K. Let
{ui}∞i=1 be a countable basis of X. Then for a ∈ A and y ∈ K, we have
∞∑
i=1
(ui|φ(a)ui)A(y) = a˜(y).
Proof. For f ∈ X = C(C), we have |f(x, y)| ≤ ‖f‖2 and the identity
∑∞
i=1 ui(ui|f)A = f
converges in norm ‖ ‖2. Hence the left side converges also pointwisely. For each fixed y ∈ K,
k = 1, . . . , N , we consider the value of
∑∞
i=1 ui(ui|f)A = f at (x, y) = (γk(y), y):
lim
n→∞
(
n∑
i=1
ui(γk(y), y)(ui|f)A(y)
)
= lim
n→∞

 n∑
i=1
ui(γk(y), y)
N∑
j=1
ui(γj(y), y)f(γj(y), y)


=f(γk(y), y).
For j with γj(y) 6= γk(y), we take f ∈ X such that f(γk(y), y) = 1 and f(γj(y), y) = 0. Then
we have
lim
n→∞

 n∑
i=1
ui(γk(y), y)
N∑
j=1
ui(γj(y), y)f(γj(y), y)

 = lim
n→∞
(
n∑
i=1
ui(γk(y), y)eγ(γk(y), y)ui(γk(y), y)
)
=
∞∑
i=1
eγ(γk(y), y)|ui(γk(y), y)|2 = 1.
Recall that the branch index at (γj(y), y) is given by eγ(γj(y), y) = #{i ∈ Σ|γj(y) = γi(y)} and
and that eγ(γj(y), y) express the multiplicity. For a ∈ A, we have
∞∑
i=1
(ui|φn(a)ui)A(y) =
∞∑
i=1
N∑
j=1
ui(γj(y), y)a(γj(y))ui(γj(y), y)
=
∞∑
i=1
N∑
j=1
a(γj(y))|ui(γj(y), y)|2
=
N∑
j=1
(
1
eγ(γj(y), y)
a(γj(y))
∞∑
i=1
eγ(γj(y), y)|ui(γj(y), y)|2
)
=
N∑
j=1
1
eγ(γj(y), y)
a(γj(y)) = a˜(y).

We shall rephrase the lemma above as follows:
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Corollary 5.2. Let X be the C∗-correspondence associated with a self-similar map γ on K. Let
{ui}∞i=1 be a countable basis of X. Then we have
∞∑
i=1
µ((ui|φ(a)ui)A) = F (µ)(a).
Moreover let X⊗n be n-th tensor product of X and {vj}∞j=1 be a countable basis of X⊗n. Then
we have
∞∑
j=1
µ((vj |φ(a)vj)A) = Fn(µ)(a).
Proof. It is enough to recall that X⊗nA is the Hilbert C
∗-module associated with a self similar
map γn = (γi1 ◦ · · · ◦ γin)(i1,...,in)∈Σn on K as in [14]. 
The identity above is proved for a certain concrete basis in Kajiwara [10] by a direct compu-
tation.
Let X be the C∗-correspondence associated with a self-similar map γ and n an integer with
n ≥ 1. We define yn0 ∈ X⊗n by
yn0 := (1/
√
N)n1C ⊗ 1C ⊗ · · · ⊗ 1C ∈ X⊗n.
Since (yn0 |yn0 )A = I, for z ∈ X⊗n
K(XA)(z|yn0 )yn0 = θz,yn0 (yn0 ) = z(yn0 |yn0 )A = z.
This shows that a singleton set {y0} is a finite basis for the left K(XA)-module K(XA)X⊗n.
Lemma 5.3. Let X be the C∗-correspondence associated with a self-similar map γ and n an
integer with n ≥ 1. Then Hilbert C∗-modules X⊗nA and K(X⊗n)X⊗n are of finite degree type
and full.
Proof. First, we prove that X⊗nA is of finite degree type for n = 1. Put a = 1K , a constant
function on K, in Lemma 5.1. Then we have
∞∑
i=1
(ui|ui)A(y) = 1˜K(y) ≤ N · 1K ,
Hnece, for any tracial state τ on A, we have
∞∑
i=1
τ((ui|ui)A) ≤ N.
Thus XA is of finite degree type. For general n, the conclusion follows from the fact that X
⊗n
A
is the Hilbert C∗-module associated with a self similar map γn = (γi1 ◦ · · · ◦ γin)(i1,...,in)∈Σn on
K as in [14]. Since {yn0 } constitutes a finite basis of K(X⊗n)X⊗n, it is clear that K(X⊗n)X⊗n is
of finite degree type.
Since (yn0 , y
n
0 )A = 1K , X
⊗n
A is full. By definition, K(X⊗n)X
⊗n is full as a left K(X⊗n)-module.

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Let {ξi}∞i=1 be a basis for X⊗n. By Proposition 4.1 and Lemma 5.3, for a finite Borel measure
µ, there exists a finte trace p˜in(µ) on K(X⊗n) such that
p˜in(µ)(T ) =
∞∑
i=1
µ((ξi|Tξi)A).
and for ξ, η ∈ X⊗n,
p˜in(µ)(θξ,η) = µ((η|ξ)A).
Since yn0 ∈ X⊗n constitutes a basis for the left Hilbert C∗-module K(X⊗n)X⊗n, for a trace τ on
K(X⊗n), there exists a finite Borel measure ψ˜(τ)n such that
ψ˜n(τ)(a) = τ(θyn0 a,yn0 ).
for a ∈ A = C(K).
We shall study the traces on the core F (∞) = ⋃∞n=0F (n), where F (n) = A⊗ I +K(X)⊗ I +
K(X⊗2) ⊗ I · · · + K(X⊗n) ⊂ L(X⊗n). We usually identify F (n) with the C∗-subalgebra of Oγ
generated by a ∈ A and SxS∗y for x, y ∈ X⊗k, k = 1, . . . , n, by identifying SxS∗y with θx,y and a
with φ(a).
We note that F (n+1) = F (n) ⊗ I + K(X⊗n+1), where F (n) is a C∗-subalgebra of F (n+1)
containing unit and K(X⊗n+1) is an ideal of F (n+1). Any finite trace τ on F (∞) is determined
by a sequence (τ[n])n of its restrictions τ[n] to F (n). Each trace τ[n+1] is determmied by its
restriction τ[n] to F (n) and the restriction τn+1 to K(X⊗n+1) which is described by a finite Borel
measure µn+1 on K under the Riefell correspondence.
Conversely a compatible sequence (τ[n])n of traces on increasing subalgebras
A = F (0) ⊂ F (1) ⊂ F (2) ⊂ . . .F (n) ⊂ . . .
gives a trace on the inductive limit F (∞). First we find a sequence (µn)n of finite Borel measures
on K, which gives a sequence (τn)n of traces on K(X⊗n) by the Riefell correspondence. We shall
extend a trace τ[n] on F (n) and a trace τn+1 on K(X⊗n+1) to a trace τ[n+1] on F (n+1).
Therefore we need the following extension lemma of traces to construct traces on the core
and classify them.
Let A be a C∗-algebra and I be an ideal of A. For a positive linear functional ϕ on I, we
denote by ϕ the canonical extension of ϕ to A. Recall that for an approximate unit (uλ)λ of I
and x ∈ A, we have
ϕ(x) = lim
λ
ϕ(xuλ)
We refer [1] for the property of the canonical extension of states.
The following key lemma is proved in Proposition 12.5 of Exel and Laca [4] for state case,
and is modified in Kajiwara and Watatani [15] for trace case.
Lemma 5.4. Let A be a unital C∗-algebra. Let B a C∗-subalgebra of A containing the unit and
I an ideal of A such that A = B + I. Let τ be a finite trace on B, and ϕ a finite trace on I.
Suppose that the following conditions are satisfied :
(1) ϕ(x) = τ(x) for x ∈ B ∩ I.
(2) ϕ(x) ≤ τ(x) for positive x ∈ B.
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Then there exists a unique finite trace on A which extends τ and ϕ. Conversely, if there exists
an finite trace on A, then its restrictions τ and ϕ on B and I must satisfy the above conditions
(1) and (2).
In order to describe an inductive construction of traces on the core smoothly, we need to
modify the Rieffel correspondence of finite traces τn on K(X⊗n) and finite measures µn on K
by a normalization as follows:
Lemma 5.5. Let γ be a self-similar map on K. Fix a natural number n. For a finite Borel
measure µ on K, there exist a unique finite trace τ = pin(µ) on K(X⊗n) such that
τ(θξ,η) =
1
Nn
µ((η|ξ)A).
for ξ, η ∈ X⊗n. Conversely, for a finite trace τ on K(X⊗n), there exists a unique finite Borel
measure µ = ψn(τ) on K such that pin(µn) = τn and
µ(a) = Nnτ(θyn0 a,yn0 ),
for a ∈ A = C(K).
Proof. We can put pin(µ) =
1
Nn
p˜in(µ), ψn(τ) = N
nψ˜n(τ). 
In the following we shall investigate compatibility conditions of finite traces τ[n] on F (n) in
terms of finite traces τn on K(X⊗n) and corresponding finite measures µn on K.
Proposition 5.6. Let γ be a self-similar map on K. Let µ be a probablity Borel measure on K,
which is identified with a normalized trace on C(K). For a positive integer r, let ϕ = pir(µ) be
the corresponding finite trace on K(X⊗r) under the modified Riefell correspondence in Lemma
5.5. Consider the canonical extension ϕ of ϕ to L(X⊗r). For an integer k with 0 ≤ k ≤ r, put
µk =
1
Nr−k
F r−k(µ). Then the restriction of ϕ to K(X⊗k)⊗ I is exactly the corresponding finite
trace on K(X⊗k) for µk under the modified Riefell correspondence, that is, for x, y ∈ X⊗k, we
have
ϕ(θx,y ⊗ I) = 1
Nk
µk((y|x)A).
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Proof. Let (si)i be a basis of X
⊗k and (tj)j be a basis of X⊗(r−k). Then (si ⊗ tj)i,j is a basis of
X⊗r = X⊗k ⊗X⊗(r−k) ([12]). Using Lemma 5.1 for X⊗(r−k) and F r−k, for x, y ∈ X⊗k, we have
ϕ(θx,y ⊗ I) =
∞∑
i=1
∞∑
j=1
ϕ((θx,y ⊗ I)θsi⊗tj ,si⊗tj ) =
∞∑
i=1
∞∑
j=1
ϕ(θθx,y(si)⊗tj ,si⊗tj )
=
∞∑
i=1
∞∑
j=1
1
N r
µ((si ⊗ tj|θx,y(si)⊗ tj)A) =
∞∑
i=1
∞∑
j=1
1
Nk
1
N r−k
µ((tj |(si|θx,y(si))Atj)A)
=
∞∑
i=1
1
Nk
1
N r−k
(F r−kµ)((si|θx,y(si))A) =
∞∑
i=1
1
Nk
1
N r−k
(F r−kµ)((si|x(y|si)A)A))
=
∞∑
i=1
1
Nk
1
N r−k
(F r−kµ)((si|x)A(y|si)A) =
∞∑
i=1
1
Nk
1
N r−k
(F r−kµ)((y|si)A(si|x)A)
=
1
Nk
1
N r−k
(F r−kµ)((y|
∞∑
i=1
si(si|x)A))A) = 1
Nk
µk((y|x)A).

Corollary 5.7. Let τ be a finite trace on F (n+1) and τn and τn+1 be its restriction to K(X⊗n)⊗I
and K(X⊗n+1). Let µn = ψn(τn) and µn+1 = ψn+1(τn+1) be the corresponding Borel measures
on K by modified Riefell correspondence. Then we have the following relations:
(1) For T ∈ K(X⊗n)+ ⊂ F (n), we have that
τn+1(T ⊗ I) = pin
((
1
N
)
F (ψn+1(τn+1))
)
(T ) ≤ τn(T ).
(2) For f ∈ B(K)+, we have that
ψn(pin+1(µn+1)|K(X⊗n))(f) = 1
N
F (µn+1)(f) ≤ ψn(τn)(f) = µn(f)
(3) For T ⊗ I ∈ K(X⊗n ⊗ I) ∩K(X⊗n+1), we have that
τn(T ) = pin
((
1
N
)
F (µn+1))
)
(T ).
Proof. Apply Lemma 5.4 as A = F (n+1), B = F (n) ⊗ I and I = K(X⊗n+1). 
The Corollary above is used to show a relation between point masses of µn and µn+1 later.
The content of (2) in the Corolally above is expressed by the following commutative diagram:
T (K(X⊗n+1)) βn+1−−−−→ T (K(X⊗n))
ψn+1
y ψny
M(K)
1
N
F−−−−→ M(K)
where βn+1 is defined by βn+1(τn+1) = τn+1|K(X⊗n)
In particular, if µn+1 is a Dirac measure δy, we have the following Corollary, which was
obtained in [8].
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Corollary 5.8.
ψn((pin+1(δy)|K(X⊗n)) = 1
N
∑
x∈h−1(y)
δx
where we do not count the multiplicity for the right hand side.
For f ∈ C(K), we define αn(f) ∈ C(K) by αn(f)(x) = f(hn(x)). Then it holds that
ξf = φn(α
n(f))ξ, (ξ ∈ X⊗n).
For T ∈ K(X⊗n), we need to find f ∈ C(K) such that (Tφn(αn(f))) ⊗ I ∈ K(X⊗n) ⊗ I ∩
K(X⊗n+1). By Pimsner [20], it holds that
K(X⊗n)⊗ I ∩ K(X⊗n+1) = K(X⊗nJX)⊗ I.
where JX := ϕ
−1(K(X)) = { f ∈ C(K) | f(b) = 0 for b ∈ Bγ}.
The right hand side is expressed as
K(X⊗nJX) =C∗
{∑
i
θξigi,ηifi | ξi, ηi ∈ X⊗n, gi, fi ∈ JX
}
=C∗
{∑
i
θξi,ηifi | ξi, ηi ∈ X⊗n, fi ∈ JX
}
.
For ξ, η ∈ X⊗n, we have that
θξ,ηf = θξ,φn(αn(f))η = θξ,ηφn(α
n(f)∗) ∈ L(X⊗n).
Since any T ∈ K(X⊗n) is a liimit of a sequence (Tk)k such that Tk =
∑
p=1 θxp,yp (xp, yp ∈ X⊗n)
is a finite sum of ”rank one ” operators, we have obtain the following lemma:
Lemma 5.9. Let T ∈ K(X⊗n) and f ∈ JX , then (Tφn(αn(f)))⊗ I ∈ K(X⊗n)⊗ I ∩K(X⊗n+1).
The following Lemmas describe relations of point masses of the corresponding measures µn
and µn+1 on K for a finite trace on F (n+1).
Lemma 5.10. Let τ be a finite trace on F (n+1) and τn and τn+1 be its restriction to K(X⊗n)⊗I
and K(X⊗n+1). Let µn = ψn(τn) and µn+1 = ψn+1(τn+1) be the corresponding Borel measures
on K by modified Riefell correspondence. Let b ∈ K and b = γi(a) for some i, that is, h(b) = a.
Then we have the following:
(1) If b is not in Bγ, then the point masses on a and b are related as µn+1({a}) = Nµn({b}).
(2) If b is in Bγ , then µn+1({a}) ≤ Nµn({b}).
Proof. (1)Suppose that b is not in Bγ . There exist a sequence of compact neighborhoods Fm of
b and open neighborhoods Vm of b such that Fm ⊂ Vm, Vm does not contain any element of Bγ
and Vm converges to b as m tends to ∞. We take fm ∈ C(K)+ such that 0 ≤ fm ≤ 1, fm = 1
on Fm and fm = 0 on Vm
c
. Since fm vanishes on Bγ , we have fm is in JX . Therefore
θyn0 ,yn0 fm ⊗ I ∈ K(X⊗n)⊗ I ∩ K(X⊗n+1).
Then by (3) in Corollary 5.7, it holds that
τn(θyn0 ,yn0 fm) = pin
((
1
N
)
F (µn+1))
)
(θyn0 ,yn0 fm).
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Then
1
Nn
µn((y
n
0 fm|yn0 )A) =
1
Nn+1
F (µn+1)((y
n
0 fm|yn0 )A).
Since (yn0 |yn0 )A = 1, 1Nnµn(fm) = 1Nn+1F (µn+1)(fm). Let m → ∞, then fm converges to the
characterestic function χ{b} on the one point set {b}. Since ˜χ{b} = χ{a},
µn({b}) = 1
N
F (µn+1)({b}) = 1
N
µn+1({a}).
(2)Just apply (2) in Corollary 5.7. A similar calculation directly implies that
1
N
F (µn+1)(χ{b}) ≤ µn(χ{b}).
Therefore we have 1N µn+1({a}) ≤ µn({b}). 
6. Construction of model traces on the core
For each b ∈ Bγ and r = 0, 1, 2, . . . , we shall construct a model trace τ (b,r) on F (∞).
We denote by δb the Dirac measure on b. For 0 ≤ i ≤ r, we define Borel measures µ(b,r)i on K
by
µ
(b,r)
i =
1
N r−i
F r−i(δb),
We note that
µ
(b,r)
i (f) =
1
N r−i
∑
(j1,j2,...,jr)∈Σr−i
f(γj1 ◦ · · · ◦ γjr−i(b)), (f ∈ A = C(K))
because h−k(b) does not contain the brancehd points for k = 1, 2, 3, . . . by the Assumption A.
For i > r we define Borel measures µ
(b,r)
i = 0 on K.
Proposition 6.1. Let γ be a self-similar map on K with assumption A. For each b ∈ Bγ and
r = 0, 1, 2, . . . , there exists a unique finite trace τ (b,r) on F (∞) such that τ (b,r)|A = µ(b,r)0 , the
restriction of τ (b,r) to K(X⊗i) is pii(µ
(b,r)
i ) for 0 ≤ i ≤ r and the restriction of τ (b,r) to K(X⊗i)
is zero for i > r, that is,
τ (b,r)(f) = (
1
N r
F r(δb))(f) =
1
N r
∑
x∈h−r(b)
f(x) for f ∈ A
and
τ (b,r)(θx,y) =
1
N i
µ
(b,r)
i ((y|x)A) for x, y ∈ X⊗i, i < r.
Proof. Recall that F (n) = A⊗ I+K(X)⊗ I +K(X⊗2)⊗ I · · ·+K(X⊗n) ⊂ L(X⊗n). We identify
F (n) with the C∗-subalgebra of Oγ generated by A and SxS∗y for x, y ∈ X⊗k, k = 1, . . . , n by
identifying SxS
∗
y with θx,y. We note that F (n+1) = F (n) ⊗ I + K(X⊗n+1). We shall construct
finite traces τ
(b,r)
[n] on F (n) n = 0, 1, 2, . . . by induction on n. We choose a suitable sequence
(µ
(b,r)
n )n of finite Borel measures on K, which gives a sequence (τ
(b,r)
n )n of compatible traces on
K(X⊗n) by the modified Riefell correspondence. We shall extend a trace τ (b,r)[n] on F (n) and a
trace τ
(b,r)
n+1 on K(X⊗n+1) to a trace τ (b,r)[n+1] on F (n+1) by Lemma 5.4.
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We put τ
(b,r)
[0] = τ
(b,r)
0 = pi0(µ
(b,r)
0 ) and τ
(b,r)
1 = pi1(µ
(b,r)
1 ). Then τ
(b,r)
[0] is a tracial state. In fact,
Let (ui)i be a basis for X
⊗r. Then
τ
(b,r)
[0] (1) = pi0(µ
(b,r)
0 ) = (
1
N r
F r(δb))(1) = 1
We show that τ
(b,r)
[0] extends to a trace τ
(b,r)
1 on F (1). We note that for a ∈ A
τ
(b,r)
1 (a) = pi0
(
1
N
F (ψ1(τ
(b,r)
1 ))(a)
)
= τ
(b,r)
0 (a),
because we have
1
N
F (µ
(b,r)
1 ) = µ
(b,r)
0 . For a ∈ A ∩ K(X), we have
τ
(b,r)
1 (a) = τ
(b,r)
1 (a) = pi
(b,r)
0 (a).
By Lemma 5.4, we can construct a finite trace τ
(b,r)
[1] on A+K(X) which extends τ
(b,r)
[0] and τ
(b,r)
1 .
Difine a trace τ
(b,r)
i := pii(µ
(b,r)
i ) on K(X⊗i) for 0 ≤ i ≤ r and a trace τ (b,r)i := 0 on K(X⊗i)for
i > r.
By induction on n, assume that we constructed a finite trace τ
(b,r)
[n] on F (n) satisfying that
τ (b,r)
∣∣
K(X⊗i) = pii(µ
(b,r)
i ) for 1 ≤ i ≤ n and τ (b,r)
∣∣
A
= µ
(b,r)
0 .
We consider the three cases that n < r, n = r and n > r.
(i)(Case that n < r):
By Corollarly 5.7, for 0 ≤ i ≤ n and T ∈ K(X⊗i), we have that
τ
(b,r)
n+1 (T ⊗ I) = pii
((
1
Nn−i
)
F (µ
(b,r)
n+1))
)
(T ) = pii
(
µ
(b,r)
i )
)
(T ) = τ
(b,r)
[n] (T ⊗ I).
Thus τ
(b,r)
n+1 = τ
(b,r)
[n] on F (n). Therefore by Lemma 5.4, we can extend to a finite trace τ
(b,r)
[n+1] on
F (n+1).
(ii)(Case that n = r):
Since we put τ
(b,r)
r+1 = 0, clearly, τ
(b,r)
r+1 = 0 on F (r+1). Hence τ (b,r)r+1 = 0 ≤ τ (b,r)[r] on F (r).
Let T ∈ K(X⊗r) ⊗ I ∩ K(X⊗r+1) = K(X⊗rJX). We need to show that τ (b,r)r (T ) = 0. Any
T ∈ K(X⊗rJX) is written as T =
∑∞
i=1 θξi,ηifi for fi ∈ JX . Since fi(b) = 0 for b ∈ Bγ , it holds
that
τ (b,r)r (T ) =
∞∑
i=1
µ(b,r)r ((ηi|ξi)Afi) =
∞∑
i=1
µ(b,r)r ((ηi|ξi)Afi)(b) = 0.
By Lemma 5.4, we can extend to a finite trace τ
(b,r)
[n+1] on F (n+1).
(iii)(Case that n > r):
Since we put τ
(b,r)
n+1 = 0 and τ
(b,r)
n = 0, we have that τ
(b,r)
n+1 = 0 on F (n+1). Hence τ (b,r)n+1 = 0 ≤ τ (b,r)[n]
on F (n). Since F (n) ∩ K(X⊗n+1) = K(X⊗n+1) ∩K(X⊗n) = K(X⊗nJX)⊗ I, τ (b,r)[n] and τ
(b,r)
n+1 are
equal to zero on the intersection F (n) ∩K(X⊗n+1). Therefore by Lemma 5.4, we can extend to
a finite trace τ
(b,r)
[n+1] on F (n+1).
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Hence we have constructed finite traces τ
(b,r)
[n] on F (n) n = 0, 1, 2, . . . such that τ
(b,r)
[n]
∣∣∣
F(n′)
=
τ
(b,r)
[n′] for 0 ≤ n′ ≤ n. The family τ
(b,r)
[n] on F (n) n = 0, 1, 2, . . . gives a finite trace τ (b,r) on F (∞)
such τ (b,r)|A = µ(b,r)0 and τ (b,r)
∣∣
K(X⊗i) = pii(µ
(b,r)
i ) for 0 ≤ i ≤ r and τ (b,r)
∣∣
K(X⊗i) = 0 for i > r.

We shall construct a continuous type trace τ (∞) which corresponds to the Hutchinson measure
µH on K.
For f ∈ C(K), we put
G(f)(y) =
1
N
N∑
j=1
f(γj(y)).
Then G : C(K) → C(K) is a positive linear map. We note that the dual map G∗ is a positive
linear map on C(K)∗. We denote by P (K) the space of probability measure on K. We note
that G∗ conserves P (K). We shall collect some folklore facts with simle direct proofs:
Lemma 6.2. Let γ be a self-similar map on K. Then we have the following:
(1) There exists a metric L on a compact space P (K) such that G∗ is a proper contraction
with respect to L.
(2) There exists a unique fixed point µH in P (K) under G
∗ , which is called the Hutchinson
measure µH on K, that is, G
∗(µH) = µH .
(3) ∩∞n=1G∗n(P (K)) = {µH}
(4) 1NF (µH) = G
∗(µH) = µH .
Proof. (1) We denote by Lip(K) the set of Lipschitz continuous functions on K. Recall that the
Lipschitz semi-norm ‖ · ‖L on Lip(K) is defined by
‖a‖L = sup
x 6=y
|a(x)− a(y)|
d(x, y)
, for a ∈ C(K).
We define a function L on P (K)× P (K) by
L(µ, ν) = sup
‖a‖L≤1
|µ(a)− ν(a)|.
By Hutchinson [7], L is a metric on P (K) and the topology on P (K) given by L coincides with
the w*-topology.
We shall show
L(G∗(µ), G∗(ν)) ≤ cL(µ, ν)
using d(γj(x), γj(y)) ≤ cd(x, y) for each j. We have
|G(a)(x) −G(a)(y)|
d(x, y)
≤ 1
N
N∑
j=1
|a(γj(x))− a(γj(y))|
d(x, y)
≤ 1
N
N∑
j=1
|a(γj(x))− a(γj(y))|
d(γj(x), d(γj(y)))
d(γj(x)), γj(y))
d(x, y)
≤c‖a‖L,
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and it follows that ‖G(a)‖L ≤ c‖a‖L. Then we have
L(G∗(µ), G∗(ν)) = sup
‖a‖L≤1
|µ(G(a)) − ν(G(a))|
≤ sup
‖a‖L≤1
‖G(a)‖LL(µ, ν)
≤ sup
‖a‖L≤1
c‖a‖LL(µ, ν) ≤ cL(µ, ν).
It holds that L(G∗(µ), G∗(µ)) ≤ cL(µ, ν). This shows that G∗ is a proper contraction with
respect to L.
(2) is a consequence of (1).
(3)Since P (K) is compact, the diameter of P (K) with respect to L is finite. Therefore (1) and
(2) implies (3).
(4)Since µH does not have point mass, for a ∈ C(K)
(
1
N
F (µH))(a) =
1
N
µH(a˜) = µH(G(a)) = (G
∗(µH))(a) = µH(a).

Proposition 6.3. Let γ be a self-similar map on K with assumption A. Let µH be the Hutchin-
son measure on K. Then there exists a unique finite trace τ∞ on F (∞) such that τ∞(a) = ∫ aµH
for a ∈ A = C(K) and
τ∞(θx,y) =
1
N i
µH((y|x)A) for x, y ∈ X⊗i.
Proof. Difine a trace τ∞i := pii(µH) on K(X⊗i) for i = 0, 1, 2, . . . , that is, τ∞(a) =
∫
aµH for
a ∈ A = C(K) and
τ∞(θx,y) =
1
N i
µH((y|x)A)) for x, y ∈ X⊗i.
We shall construct finite traces τ∞[n] on F (n) n = 0, 1, 2, . . . by induction on n. By Corollarly 5.7,
for 0 ≤ i ≤ n and x, y ∈ X⊗i, we have that
τ∞n+1(θx,y⊗I) = (
(
1
N i
)
(
(
1
Nn+1−i
)
(Fn+1−i(µH))((y|x)A) = (
(
1
N i
)
(µH)((y|x)A) = τ∞[n](θx,y⊗I)
Thus τ∞n+1 = τ
∞
[n] on F (n). Therefore by Lemma 5.4, we can extend to a finite trace τ∞[n+1] on
F (n+1). 
7. Classification of traces on the core
We investigate the place where point masses appear on K if a normalized trace τ on F (∞) is
restricted to A.
Proposition 7.1. Let γ be a self-similar map on K with assumption A. Then the restriction τ0 of
a finite trace τ on F (∞) to A does not have point mass except for points in Orb = ∪b∈Bγ∪∞r=0Ob,r,
where Ob,r = h
−r(b).
Proof. Let µ0 = ψ0(τ0) be the corresponding Borel measures on K. Take a point a ∈ K which
is not in Orb. Then for any n = 0, 1, 2, 3, . . . , an := h
n(a) /∈ Bγ , where a0 = a. Assume that
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µ0({a}) > 0. We shall show that #(h−n(an)) ≥ Nn−1. Firstly, consider the case that h−1(an)
contains an element bn−1 ∈ Bγ . Then
(∪n−1r=1h−r(bn−1)) ∩Bγ = ∅
On the contrary suppose that (∪n−1r=1h−r(bn−1)) ∩ Bγ was not empty. Then there exists an
element c ∈ (∪n−1r=1h−r(bn−1)) ∩ Bγ . Then there exists some r = 1, . . . , n − 1 with hr(c) =
bn−1. This contradicts to Assumption A (3). Therefore (∪n−1r=1h−r(bn−1)) ∩ Bγ = ∅. Then
#(h−(n−1)(bn−1)) = Nn−1. Since #(h−1(an) ≥ 1, we have that #(h−n(an)) ≥ Nn−1.
Secondly, consider the case that h−1(an)∩Bγ = ∅ and h−2(an) contains an element bn−2 ∈ Bγ .
Then a similar argument shows that
(∪n−2r=1h−r(bn−2)) ∩Bγ = ∅
Thus #(h−(n−2)(bn−2)) = Nn−2 and #(h−1(an)) ≥ N . Therefore #(h−n(an)) ≥ Nn−1. Con-
sider the case that h−i(an) ∩ Bγ = ∅ for i = 1, 2, . . . , r − 1 and h−r(an) contains an element
bn−r ∈ Bγ with r ≤ n. A similar argument shows that #(h−n(an)) ≥ Nn−1. Finally consider
the case that h−i(an) ∩ Bγ = ∅ for i = 1, 2, . . . , n. Then #(h−n(an)) ≥ Nn. In any cases, we
have #(h−n(an)) ≥ Nn−1.
By Lemma 5.10, for any x ∈ h−n(an),
µ0({x}) ≥ µn({an})
Nn
= µ0({a0}) > 0.
Therefore µ0(K) ≥ µ0(h−n(an)) ≥ Nn−1µ0({a0}) > 0. Taking n → ∞, µ0(K) = ∞. This
contradicts to that µ0 is a finite measure. Therefore µ0({a}) = 0. 
Proposition 7.2. Let γ be a self-similar map on K with assumption A. Let τ0 be the restriction
of a finite trace τ on F (∞) to A. Let µ0 = ψ0(τ0) be the corresponding Borel measures on K
by modified Riefell correspondence. For b ∈ Bγ , r ≥ 0, take any xb,r, x′b,r ∈ Ob,r = h−r(b), then
point masses µ0({xb,r}) = µ0({x′b,r})
Proof. This follows directly from Lemma 5.10. 
Let τ be a finite trace on F (∞) and τi be the restriciton of τ to K(X⊗i). Let µi = ψi(τi) be the
corresponding Borel measures on K by modified Riefell correspondence. For b ∈ Bγ and r ≥ 0,
the proposition above helps us to define a constant cb,r ≥ 0 by the point mass cb,r = µ0({xb,r})
for any xb,r ∈ Ob,r = h−r(b). Let 0 ≤ i ≤ r. By Lemma 5.10, the point mass of µi at each
point of x ∈ Ob,r−i is determined by µi({x}) = cb,rN i and does not depend on the choice of such
x ∈ Ob,r−i.
Lemma 7.3. Let γ be a self-similar map on K with assumption A. For any b, b′ ∈ Bγ and
integers r, r′ ≥ 0, if (b, r) 6= (b′, r′), then Ob,r ∩ Ob′,r′ = ∅. Moreover for any z ∈ Orb =
∪b∈Bγ ∪∞r=0 Ob,r, there exist a unique b ∈ Bγ and a unique integer r ≥ 0 such that z ∈ Ob,r.
Proof. On the cotrary, assume that Ob,r ∩Ob′,r′ 6= ∅. Then there exists x ∈ Ob,r ∩Ob′,r′ .
Suppose that b = b′, then r 6= r′. We may assume that r′ > r. Since hr(x) = b = hr′(x), we
have hr
′−r(b) = b. This contradicts to Assumption A (3).
Suppose that b 6= b′. Since hr(x) = b and hr′(x) = b′, r 6= r′. We may assume that r′ > r.
Then we have hr
′−r(b) = hr′−r(hr(x)) = hr′(x) = b′. This contradicts to Assumption A (3).
Therefore Ob,r ∩Ob′,r′ = ∅. The rest is clear. 
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Recall that we difine an endomorphism α on C(K) by (α(a))(x) = a(h(x)) for a ∈ A = C(K)
and x ∈ K. Then (αi(a))(x) = a(hi(x)).
Proposition 7.4. Let γ be a self-similar map on K with assumption A. Let τ be a finite
trace τ on F (∞). For b ∈ Bγ and integer r ≥ 0, put a constant cb,r ≥ 0 by the point mass
cb,r = µ0({xb,r}) for any xb,r ∈ Ob,r = h−r(b). Then τ −
∑
b∈Bγ
∑∞
r=0N
rcb,rτ
(b,r) is a positive
finite trace on F (∞) whose restriction to A does not have positive point mass.
Proof. We shall show that τ ≥ ∑b∈Bγ∑∞r=0N rcb,rτ (b,r). Since cb,r = µ0({xb,r}) for any xb,r ∈
Ob,r = h
−r(b), we note that
∑
b∈Bγ
∞∑
r=0
N rcb,r = µ0(∪b∈Bγ ∪∞r=0 Ob,r) ≤ 1.
It is enough to show that for any finite positive integer s.
τ ≥
∑
b∈Bγ
s∑
r=0
N rcb,rτ
(b,r)
Since τ and
∑
b∈Bγ
∑s
r=0 τ
(b,r) are finite traces, it is sufficient to show that
τ(T ) ≥
∑
b∈Bγ
s∑
r=0
N rcb,rτ
(b,r)(T )
for T ∈ F (p)+ for each positive integer p with s+1 ≤ p. We fix a positive integer p and integers
r ≥ 0 such that r + 1 ≤ p. For b ∈ Bγ and integers i with r ≤ i ≤ p, we can choose a sequences
{g(b,r,i)m }m=1,2,... of elements in A = C(K) satisfying the following:
(1) 0 ≤ g(b,r,i)m (x) ≤ 1.
(2) g
(b,r,i)
m (hi−r(b)) = 1.
(3) For each i, the diameter of the support of g
(b,r,i)
m approaches zero as m tends to ∞.
(4) αr(g
(b,r,r)
m )(x) ≤ αi(g(b,r,i)m )(x) for each x ∈ K.
(5) For anym, if (b, r) 6= (b′, r′),then the supports of αr(g(b,r,r)m ) and αr′(g(b
′,r′,r′)
m ) are disjoint.
In fact, for b ∈ Bγ and an integer r ≥ 0, Ob,r = h−r(b) is a finite set. Moreover if (b, r) 6= (b′, r′),
then Ob,r ∩Ob′,r′ = ∅. Hence there exist open neibourhoods Ub,r for b ∈ Bγ and 0 ≤ r ≤ p such
that h−r(Ub,r) ∩ h−r′(Ub′,r′) = ∅ if (b, r) 6= (b′, r′). For b ∈ Bγ and integers i with r < i ≤ p,
it is easy to find a sequences {g(b,r,i)m }m=1,2,... and {g′(b,r,r)m }m=1,2,... of elements in A = C(K)
satisfying the conditions (1) -(3) above and the support of g
(b,r,r)
m is included in Ub,r. Then
define
g(b,r,r)m (y) = g
′(b,r,r)
m (y)
p∏
i=r+1
g(b,r,i)m (h
i−ry)
We put f
(b,r)
m = αr(g
(b,r,r)
m ). Let Q =
∑
b∈Bγ
∑s
r=0 f
(b,r)
m . Since 0 ≤ Q ≤ 1, we have
τ(T ) ≥ τ(T 1/2QT 1/2) = τ(TQ) =
∑
b∈Bγ
s∑
r=0
τ(Tf (b,r)m )
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for T ∈ F (p)+. We shall show that
lim
m→∞ τi(Tf
(b,r)
m ) = N
rcb,rτ
(b,r)
i (T )
for T ∈ K(X⊗i) with 0 ≤ i ≤ p.
Since τi and τ
(b,r)
i are finite trace and 0 ≤ f (b,r)m ≤ 1, it suffices to prove Lemma for a dense
subset of K(X⊗i). We may assume that T = θξ,η for ξ, η ∈ X⊗i.
Firstly, we consider the case that 0 ≤ i ≤ r. Let ξ, η ∈ X⊗i. Then we have
lim
m→∞ τi(θξ,ηφi(α
r(g(b,r,r)m ))) = limm→∞ τi(θξ,ηα
i(αr−i(g(b,r,r)m )))
= lim
m→∞ τi
(
θ
ξ,φi(αi(αr−i(g
(b,r,r)
m )))η
)
= lim
m→∞N
iψi(τi)(φi(α
i(αr−i(g(b,r,r)m )))η|ξ)A)
= lim
m→∞N
iψi(τi)((ηα
r−i(g(b,r,r)m )|ξ)A)
= lim
m→∞N
iψi(τi)((α
r−i(g(b,r,r)m )(η|ξ)A)
=
∑
(j1,...,jr−i)∈Σr−i
N icb,r(η|ξ)A(γj1 ◦ · · · ◦ jr−i(b))
=cb,rN
r(τ
(b,r)
i )(θξ,η).
Hence
lim
m→∞ τi(Tf
(b,r)
m ) = cb,rN
rτ
(b,r)
i (T )
for T ∈ K(X⊗i) with 0 ≤ i ≤ r.
Secondly, we consider the case that r + 1 ≤ i ≤ p. Let ξ, η ∈ X⊗i. We have
lim
m→∞ τi
(
θξ,ηφi(α
i(g(b,r,i)m ))
)
= lim
m→∞ τi
(
θ
ξ,φi(αi(g
(b,r,i)
m ))η
)
= lim
m→∞ψi(τi)
(
φi(α
i(g(b,r,i)m ))η|ξ)A
)
= lim
m→∞ψi(τi)
(
(ηg(b,r,i)m |ξ)A
)
= lim
m→∞ψi(τi)
(
g(b,r,i)m (η|ξ)A
)
= 0,
because ψi(τi) does not have a positive point mass at h
i−r(b) ∈ Cγ∪Pγ , by Propsition 7.1. Then
we have
lim
m→∞ τi(Tα
i(g(b,r,i)m )) = 0
for T ∈ K(X⊗i). We assume T ∈ K(X⊗i) be positive. Then we have
τi(Tf
(b,r)
m ) =τi(T
1/2αr(g(b,r,r)m )T
1/2)
≤τi(T 1/2αi(g(b,r,i)m )T 1/2)
=τi(Tα
i(g(b,r,i)m )).
Since τi(Tα
i(g
(b,r,i)
m )) approaches 0 as m tends to ∞, we have
lim
m→∞ τi(Tf
(b,r)
m ) = 0.
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for T ≥ 0. Since each T ∈ K(X⊗i) is expressed as T = T1−T2+ i(T3−T4) with Ti ≥ 0, we have
lim
m→∞ τi(Tf
(b,r)
m ) = 0 = cb,rN
rτ
(b,r)
i (T )
for T ∈ K(X⊗i). 
Nextly we shall analyze traces without point mass.
Lemma 7.5. Let τ be a finite trace on F (∞). If the restriction τ0of τ to A does not have positive
point mass, then τn = ψn(τ |K(X⊗n)) also does not have positive point mass.
Proof. If ψn(τ |K(X⊗n))) has a positive point mass,then τ0 also has a positive point mass at some
point by Lemma 5.10. 
It is a key point that we can replace F by G∗.
Lemma 7.6. Let σ be a finite trace of F (∞) and σn = σ|K(X⊗n) the restriction of σ to K(X⊗n).
If the corresponding measure ψn(σn) does not have positive point mass for any n, then it holds
that for any n
1
N
F (ψn+1(σn+1)) = G
∗(ψn+1(σn+1)).
Moreover µn = ψn(σn) is a provability measure and µn = G
∗(µn+1) for n.
Proof. Since ψn+1(σn+1) has no positive point mass, it holds that
1
N
F (ψn+1(σn+1))(a) =
1
N
ψn+1(σn+1)(a˜) = ψn+1(σn+1)(G(a)) = G
∗(ψn+1(σn+1))(a).
It holds that σ0(I) = µ0(1K) = 1, and µ0 is a probability measure. By
µ0(1K) = G
∗(µ1)(1K) = µ1(G(1K)) = µ1(1K),
µ1 is also a probability measure. Inductively, µn is a probability measure for each n.

We denote by µH the Hutchinson measure on K. It is shown that there exists a unique tracial
state τ (∞) on F (∞) such that τ (∞)n = µH for each n. The tracial state τ (∞) gives a continuous
type (infinite type) KMS state on Oγ .
Proposition 7.7. Let γ be a self-similar map on K with assumption A. Let σ be a tracial state
on F (∞). If the restriction µ0 of σ to A does not have positive point mass, then σ coincides with
τ (∞).
Proof. Let σn = σ|K(X⊗n) be the restriction of σ to K(X⊗n) and µn = ψn(σn) be the corre-
sponding measure. Since 1NF (ψn+1(σn+1)) = G
∗(ψn+1(σn+1)) and 1NF (ψn+1(σn+1)) = ψn(σn),
we have G∗(µn+1) = µn (n = 0, 1, . . . ). Hence
µn ∈
∞⋂
k=n+1
G∗k(P (K)) =
∞⋂
k=1
G∗k(P (K))
Therefore µn = µH for any n. This implies that σ = τ
(∞)

We state the following Theorem on the classification of extreme tracial states on the core of
C∗-algebras constructed from self-similar maps.
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Theorem 7.8. Let γ be a self-similar map on K with assumption A and Oγ the C∗-algebra
associated with γ. Then for any finite trace τ on F (∞), there exist unique constants cb,r ≥ 0 and
c∞ ≥ such that
τ =
∑
b∈Bγ
∞∑
r=0
N rcb,rτ
(b,r) + c∞τ∞
Moreover, the set of extreme tracial states of the core F (∞) of Oγ is exactly
{τ (∞)}
⋃
{τ (b,r) | b ∈ Bγ , r = 0, 1, 2, . . . }.
Proof. Let τ be a finite trace τ on F (∞). Define cb,r = µ0({xb,r}) for any xb,r ∈ Ob,r = h−r(b).
Then σ := τ −∑b∈Bγ∑∞r=0N rcb,rτ (b,r) is a positive finite trace on F (∞) whose restriction to A
does not have positive point mass by Proposition 7.4.
If σ = 0, then nothing is to be proved.
If σ 6= 0, put c∞ = σ(1) 6= 0. Then 1c∞σ is a tracial state on F (∞) and its restriction to A does
not have positive point mass. Therefore 1c∞σ coincides with τ
(∞) by Proposition 7.7. Hence we
have
τ =
∑
b∈Bγ
∞∑
r=0
N rcb,rτ
(b,r) + c∞τ∞
We shall show the uniqueness of the expression. Assume that there exist constants db,r ≥ 0 and
d∞ ≥ such that
τ =
∑
b∈Bγ
∞∑
r=0
N rdb,rτ
(b,r) + d∞τ∞
Then db,r = µ0({xb,r}) = cb,r, because we know the point mass of the restrictions of τ (b,r) to
A = C(K) and the point mass of the restriction of τ∞ to A = C(K) is zero. Then c∞τ∞ =
d∞τ∞. This implies c∞ = d∞. Hence the expression is unique.
The uniqueness of the expression implies that the set of extreme tracial states of the core
F (∞) of Oγ is exactly
{τ (∞)}
⋃
{τ (b,r) | b ∈ Bγ , r = 0, 1, 2, . . . }.

We explain the construction of extreme traces by two typical examples.
Example 7.1. We describe the extreme traces on the core of the C∗-algebras associated with
the tent map explicitly. We define discrete measures µ
(r)
i on [0, 1] for 0 ≤ i ≤ r by
µ
(r)
i (f) =
1
2r−i
∑
(j1,...,jr−i)∈{ 1,2 }i
f(γj1 ◦ · · · ◦ γjr−i(δ1/2)).
We define traces τ (r) on F (∞) for r ≥ 0 by Morita equivalence and
τ
(r)
i =
{
pii(µ
(r)
i ) 0 ≤ i ≤ r
0 r + 1 ≤ i
for each i. We can also define a trace τ (∞) on F (∞) by
τ
(∞)
i = µ∞,
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for each i where µ∞ = µH is the normalized Lebesgue measure on [0, 1] and coincides with the
Hutchinson measure. The the set of extreme traces on the core of C∗-algebras associated with
the tent map on [0, 1] is exactly { τ (0), τ (1), . . . , τ (∞) }.
Example 7.2. We write down extreme traces on the core of the C∗-algebras associated the
self-similar map generating the Sierpinski gasket K . We define measures on K by
µ
(S,r)
i =
1
3r−i
∑
(j1,...,jr−i)∈{ 1,2,3 }r−i
f(γj1 ◦ · · · ◦ γjr−i(δS))
µ
(T,r)
i =
1
3r−i
∑
(j1,...,jr−i)∈{ 1,2,3 }r−i
f(γj1 ◦ · · · ◦ γjr−i(δT ))
µ
(U,r)
i =
1
3r−i
∑
(j1,...,jr−i)∈{ 1,2,3 }r−i
f(γj1 ◦ · · · ◦ γjr−i(δU ))
Then we define traces τ (S,r), τ (T,r) and τ (U,r) for r = 0, 1, 2, . . . using µ
(S,r)
i s, µ
(T,r)
i s and µ
(U,r)
i s
by Morita equivalence. We can also define a trace τ (∞) on F (∞) by
τ
(∞)
i = µH ,
for each i where µH is the Hutchinson measure on the Sierpinski Gasket K.
Finally, we describe a connection of the extreme traces of the core and the KMS states of Oγ .
A general characterization of KMS states is given by Laca-Neshveyev [17]. Let β > logN and
we put
ρ(b,β) = Cb,β
∞∑
j=0
(
N
eβ
)j
τ (b,j),
where Cb,β is a normalizing constant.
Proposition 7.9. Let γ be a self-similar map on K with assumption A. Then τ (∞) extends to
a logN -KMS state on Oγ and for β > logN , ρ(b,β) extends to a β-KMS state of Oγ .
Proof. This follows from the fact that the β-KMS state of Oγ is described concretely in section
6 of our paper [8] with Izumi.

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