In a group we have the well known theorem on principal series, that any two principal maximal series have the same length and the quotient groups in the two series are isomorphic in some order. In a paper entitled Über die von drei Moduln erzeugte Dualgruppe, Dedekindf analyzed the axiomatic foundation of this theorem, particularly the fact that the length of two maximal principal series is the same. He showed that this theorem can be considered as a theorem on structures (Dualgruppen),
defined, each corresponding to some particular property of the decomposition theorem. For normal sub-groups both properties are always satisfied. The main theorem is then Theorem 7, which gives the analogue of the SchreierZassenhaus theorem for composition series. In the last part I discuss the difference between the theorems in structures and the corresponding theorems for groups.
1. Structures and quotients. We shall in the following consider an arbitrary structure 2, i.e., an algebraic system consisting of elements A, B, •■ ■ with an inclusion relation A>B holding for certain pairs of elements. Furthermore, we suppose that to any two elements A and B there exists a union [A, B] which is a minimal element of 2 containing A and B and a cross-cut iA, B) which is a maximal element contained in A and B. For these symbols we have the ordinary axioms iA,B) = iB,A), We shall say 2 has a unit element Eo and an all-element Oo if these elements satisfy the relations [A,Oo] =Oo, (A,E0) = Eo for all A in 2.
The structures 2 and 2' shall be said to be structure isomorphic if there exists a one-to-one correspondence A+±A' between the elements of the two structures such that if
To any two elements A > B it is convenient to associate a symbol, the quotient ^L = A/B. These quotients may themselves be made into a structure by defining that for ñi = Ai/Bi, %2 = A2/B2
we shall have Furthermore we associate with each quotient 2I=4/£ a quotient structure consisting of all elements 5 in 2 satisfying the condition A ^S ^ B.
We have formerly studied in detail the so-called Dedekind structures, i.e., structures satisfying the Dedekind Axiom. For any three elements A, B, C in 2 such that C>A we have
In the following we shall not suppose that the Dedekind axiom is satisfied. In Dedekind structures important considerations were based upon the notion of transformation. A large part of this theory may also be developed in structures not satisfying the Dedekind axiom. We define for any two quotients with the same denominator We mention without proof that most of the theorems established for transformations in Dedekind structures will also hold in general structures. As before we shall call (2) an extension of 21 by X if 21 and X in (1) are relatively prime, i.e., if in (1) we have iA, C) = B. Conversely, we shall call 21 in (2) a contraction of 21'. A series of extensions and contractions shall be called a similarity transformation of 21, and 21 and 93 are said to be similar when one can be obtained from the other by a similarity transformation.
2. The second law of isomorphism. A fundamental result for Dedekind structures was the result that similar quotients were associated with isomorphic quotient structures. The proof for this fact was based upon the fundamental theorem that the two quotient structures
were isomorphic. This is the analogue of the so-called second law of isomorphism for groups and ideals. Let us now determine some condition for the two quotients (3) to be isomorphic even when the Dedekind axiom is not satisfied in 2. We denote by A and B arbitrary elements such that (4) [A,B]^J^A, B^B^iA,B).
One can then easily obtain a correspondence between the two quotients 21
and 33 by putting
We shall call (5) the regular correspondence between 2t and 33. We can then prove:
Theokem 1. The necessary and sufficient condition for the regular correspondence to establish a structure isomorphism between the quotients (3) is that for every A and B defined by (4) we have
The conditions (6) are obviously necessary and sufficient in order that the regular correspondence be a one-to-one correspondence, one correspondence (5) being the inverse of the other. To prove that it also establishes an isomorphism let
Then obviously
In the same way
Let us observe that this proof also simplifies the demonstration of Theorem 1 in the case of Dedekind structures.
3. Types of normality. In order to obtain for arbitrary structures an analogue to the theorem of Jordan-Holder it is necessary to introduce some notion of normality and normal element. It is of interest that this may be done in several ways and that each such condition of normality has some particular meaning for the theorem of Jordan-Holder. We shall begin by defining :
a. An element A0 contained in M shall be said to be a-normal in M if it satisfies the condition:
For any B^C contained in M we have
This condition for a-normality may be formulated in various equivalent ways obtainable from (7) by a suitable choice of B and C. We mention only : a'. For every B and C contained in M we have We may also define a-normality of A 0 with respect to elements not containing A o in the following manner :
An element A0 is said to be a-normal with respect to B if A o is a-normal in [B,Ao] .
Obviously if A 0 is a-normal with respect to B it is a-normal with respect to any element contained in B. We can now prove and our theorem is proved.
A second type of normality may be introduced as follows :
ß. An element A0 contained in M shall be said to be ß-normal in M when it satisfies the condition:
For any B and C contained in M such that B^A0 we shall have 
Semi-normality.
We shall now join the two notions of a-normality and -normality and define:
Semi-normality. An element A o is semi-normal in M if it is both a-normal and ß-normal in M. We say further that A 0 is semi-normal with respect to B if it is seminormal in [B, Ao] . The principal theorem on semi-normality is: and (12) is proved.
The structure isomorphism between the two quotients (11) follows from Theorem 1. For any Ai such that such that the two factors 93,-,,-and (S,-,,-correspond in the manner that they may both be obtained by extension from the same quotient 9?,-.,-.
We put
and write
We then find
and on account of the «-normality of 73,-in 23i_i we have
This shows that 93i,, may be obtained by extension from
and since similar considerations show that S,,,-may be obtained by extension from 9îi," our theorem is proved. We also mention without proof that, when «-normality is assumed in the sequences (13), repeated applications of the decompositions (16) yield no new factorizations.
Under the assumption of semi-normality we can prove the more exact theorem : Theorem 7. Let there exist two chains (13) between A and B such that each term is semi-normal under the preceding. The corresponding factorizations (14) of % = A/B may then be factored further into (15) such that the new factors 93i,,-and Ey,i have isomorphic quotient structures.
Since we have
it follows from Theorem 5 that 93,-,,• and 9îi,,-are structure isomorphic. Since the same holds for 9Î,-,,-and (S,,i our theorem is proved. We can obtain the explicit correspondence between 50,-,,-and E,-,,in the following way: Let B and C be arbitrary elements such that [Fi, (Fi_i, C,_i) ] èSè [Bi, (Fi_i, Cf) ],
[C" (C,_i, Fi_i)] ¡.Ce [Ci, (C,_i, Bi) ].
We obtain the correspondence by putting
6. Comparison with normal sub-groups. In the preceding we have tried to derive results similar to those known in the case of normal sub-groups. The main theorem, 7, is almost identical with the theorem of Schreier-Zassenhaus for groups.
Let us now take the opposite view of the matter and consider the difference of our results from the group theorems. To any two semi-normal chains (13) in a structure we have constructed new chains by intercalation such that the quotients in the two new chains are structure isomorphic in pairs. Due to our weak condition of semi-normality we can not, however, prove that in the new decompositions each term is semi-normal under the preceding.
In the case of groups this deficiency is easily remedied. To show that the group Di,i-x -[B,, (£i_i, C,_i)J contains the normal sub-group
when Bi is normal in £,_i and C, normal in C,_i, it is only necessary to show that Bi and (£n-i, C,) are transformed into themselves by transformation with elements in £¡ and (£,-i, C,). This follows directly from the definition of normality in groups.
On account of this difference Theorem 7 may not be specialized into the analogue of the theorem of Jordan-Holder by supposing that in the chains (13) each term is maximal semi-normal under the preceding. Let us try to determine however some conditions under which the theorem of JordanHolder is valid for structures.
In order to do this, let us consider the structure formed by all sub-groups of a given group ©. We then have :
I. The set of normal sub-groups of a given sub-group M forms a Dedekind structure. is also a one-to-one correspondence between the normal sub-groups of [A, B] containing A and the normal sub-groups of B containing (.4, B) . None of these properties is ordinarily satisfied for semi-normal elements in structures. For instance, the set of semi-normal elements in M usuaUy does not even form a structure. With regard to III one can prove that every seminormal element in [A, B]/A corresponds to a semi-normal element in B/iA, B) but not conversely.
For the proof of an analogue to the theorem of Jordan-Holder one needs III and a part of I, namely, that the union of two semi-normal elements in M is again semi-normal. If one then has two series (13) in which each term is maximal semi-normal in the preceding, the ordinary inductional proof carries through without difficulty. It is an interesting fact that one does not need aU the properties of the normal sub-groups and I shall use this fact to prove in a following paper a new theorem of Jordan-Holder which is valid also for certain classes of non-normal sub-groups.
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