shows the switching configuration corresponding to Fig. 3(b). Tables I  and I1 summarize the simulation results, where the average number of iteration steps required for the convergence and the convergence frequency, and the average number of demands in the local minimum solutions are compared in seven models. Note that for each model, 100 simulation runs were performed from different initial values of Ut,.
Y. Takefuji and K. C. Lee, "Artificial neural networks for four-coloring map problems and K-colorability problems," IEEE Trans. Circuits Syst., vol. 38, no. 3, pp. 326-333, Mar. 1991.
-, "An artificial hysteresis binary neuron: A model suppressing the oscillatory behaviors of neural dynamics," Biol. Cybern., vol. 64, pp.
-, "A parallel algorithm for tiling problems," IEEE Trans. Neural Networks, vol. 1, no. 1, pp. 143-145, Mar. 1990 . N. Funabiki and Y. Takefuji 
A Neural Network Implementation of the MomentPreserving Technique and Its Application to Thresholding

Shyi-Chyi Cheng and Wen-Hsiang Tsai
Abstmct-A neural-network implementation of the moment-preserving technique which is widely used for image processing is proposed. The moment-preserving technique can be thought of as an information transformation method which groups the pixels of an image into classes. The variables in the so-called moment-preserving equations are determined iteratively by a recurrent neural network and a connectionist neural network which work cooperatively. Both of the networks are designed in such a way that the sum of square ermrs between the moments of the input image and those of the output version is minimized. The proposed neural network system is applied to automatic threshold selection. The experimental results show that the system can threshold images successfully. The performance of the proposed method is also compared with those of four other histogram-based multilevel threshold selection methods. The simulation results show that the proposed technique is at least as good as the other methods.
I. INTRODUCTION
tasks, such as thresholding, image compression, feature detection, image sharpening [1]- [9] . The moments of an image inherit the important characteristic information of the image. Thus, the difference between the moments of an image and those of a processed version of the image can he used as a goodness criterion for an image operation. Furthermore, certain important parameters of an image can be extracted from the image by preserving the moments of the input image in the output version. Unfortunately, the moment-preserving technique involves solving a set of nonlinear equations which is especially computationally intensive for the higher-order momentpreserving case. The moment-preserving equations can be solved by a sequence of deterministic computing steps 113. It is possible to derive analytic solutions for the cases of preserving lower-order moments; however, some iterative numerical methods must be used to compute the solutions for the cases of preserving higher-order moments. The high computational complexity of the moment-preserving technique limits its applicability to many image processing tasks.
Most of the previous use of the moment-preserving techniques in image processing are based on the lower-order moment-preserving principle [3]- [7] . This does not imply the higher-order momentpreserving principle is not needed. In fact, the higher-order momentpreserving techniques are useful in several important applications. For example, in [15] Delp and Mitchell develops a moment-preserving quantization method based on the higher-order moment-preserving principle. The higher-order moment-preserving principle is also powerful in multilevel threshold selection.
In this correspondence, a neural-network system consisting of a recurrent network and a connectionist network is proposed to implement the moment-preserving technique. Its application to image thresholding is also demonstrated. The thresholding results can be used to check the correctness of the proposed neural network system. The system accomplishes the estimation of the threshold values by minimizing an energy function defined as the square errors between the moments of an input image and those of its thresholded version.
An iterative algorithm is developed for the system to minimize its energy function. The proposed neural network approach can be thought as a generalization of Tsai's method [l] .
The remainder of this correspondence is organized as follows. The moment-preserving principle is reviewed first in Section 11. The flowchart of the proposed neural network system to solve the moment-preserving equations is described in Section 111. Section IV includes detailed descriptions of the neural network system and its theoretical foundation. Some experimental results are presented in Section V to support the validity of the proposed approach for multilevel thresholding. Finally, in Section VI some conclusions are drawn.
REVIEW OF MOMENT-PRESERVING PRINCIPLE
Given an image f with n pixels whose gray value at pixel (z, y) is denoted by f(z, y), the ith moment m; of f is defined as where n3 is the total number of the pixels in f with gray values 2, and P3 = n 3 / n . It follows from (1) that mo = 1. The momentpreserving principle for image processing is to transform an image into another form by preserving the moments of the original image.
Without loss of generality, it can be said that the moment preserving transformation aims to group the gray values of the pixels in an image into a number of classes and represent all the gray values of the pixels in each class with a single gray value.
Let g be the result of applying the N-class moment-preserving transformation to an image f. Assume that 2, denotes the representative gray value of the ith pixel class and that P i denotes the fraction of the pixels in the ith class. By preserving the first 2 N -1 moments of f and using the fact that the sum of all the values of Pi is equal to 1, the following set of 2 N equations can be obtained [l] :
which can then be solved to get all P, and Z;, i = 1,2,3, . . . , N. The neural network system proposed to solve (3) above will be described in the next two sections. Once all P; and Z', i = 1 , 2 , 3 , . . . , N , are determined, the desired analysis for various applications can be performed. For convenience, the equations described by (3) will be called the moment-preserving equations. For N 5 4, analytic solutions to (3) can be derived [l] . Unfortunately, for N > 4, no closed-form solution to (3) exists. As one applies the momentpreserving principle to the segmentation of a complicated image, N less than 5 may not be enough. For N no less than 5, an iterative numerical method may be used to solve the moment-preserving equations, but the computation time would be long. The neural network approach described in Section I11 can be used to solve the moment-preserving equations for abitrary values of N with no additional effort. Thus, the idea behind the proposed system can be regarded as a generalization of Tsai's method. The massiveparallelism characteristic of the proposed neural network system is suitable for solving the equations quickly. So, the long computation time problem may also be avoided.
PROPOSED MOMENT-PRESERVING NEURAL NETWORK SYSTEM
The neural network system proposed to implement the momentpreserving technique is shown in Fig. l(a) . The goal of the system is to solve the moment-preserving equations. An input image is first preprocessed to compute its moments. Next, recall that the effect of performing the moment-preserving operation is just to group the gray values of the pixels of the image into several classes and replace all the gray values in each class with an identical gray value. This problem can be thought as a clustering problem when a suitable distance function or similarity measure is defined. The concept of kmeans clustering [ll] , well known in the area of pattern recognition, can be used here. Fig. 2 illustrates this concept more concisely, where 2, is the representative gray value of the ith pixel class and the fraction value P, defines a border of that class. Accordingly, given a new representative value 2, for the ith class, the moment-preserving equations can be used to define a criterion function to compute the new border P, of that class. Furthermore, a new set of values of P, can be used to refine the class representative gray values Z,, and then to redistribute the pixels of the image into new pixel classes. In this successive steps of estimating the values of P, and Z,, it is proposed to minimize the value of the following criterion function: Unfortunately, the above process is hard to implement by a single neural network because two types of variables, P, and Z,, exist in the moment-preserving equations and should be solved simultaneously.
To overcome this difficulty, the proposed system is designed to solve P, and 2, successively using a neural network processor shown in Fig. l(b 4. If both of the P-network and Z-network are stable or if the iteration count reaches a preselected limit, then the process is terminated. Otherwise, reset the weights as well as the inputs for both networks and go to Step 2. Because both of the P-network and Z-network try to reduce the value of the criterion function E, the convergence of the neural network system can be expected. The question about how to design the two networks such that the criterion function value gradually decreases monotonically is discussed next.
IV. PROPOSED MOMENT-PRESERVING NEURAL NETWORK PROCESSOR
The P-network in the proposed moment-preserving neural network processor is a recurrent network used to extract the parameters PI, j = 1,2,. . . , N, in the moment-preserving equations, while the Z-network has a connectionist architecture and is used to modify the representative gray values 2,. The criterion function E defined in (4) is used as the energy function and seeking the minimum value of E is the common goal of both networks.
The design of the P-network is discussed first. Taking the partial derivatives of E in (4) with respective to P, (with mk and mk defined in Section III), for all i = 1,2,. , N, we get a family of equations:
where I, = -2 X I x",B,' ( Z I Z , )~, and wtJ = 2 E", ; ' ( Z , Z , ) k .
By regarding P3 as the values of the neurons of the P-network, wE3 can be considered as the weights of the network and It as the external inputs to the neurons. To minimize E, a gradient descent method is used here. Let where X is a positive variable (not a constant). The initial values of the neurons can be chosen arbitrarily. The undefined parameter X above is called the gradient descent gain. The larger the value of A, the higher the convergence rate. However, the energy function E will not always decrease at each iteration and so make the dynamic characteristic of the system unstable, if an unsuitable value of X is chosen. The range of X selected in this study [20] to assure monotonic decrease of the energy function is 0 < X < Z V > V p / V > W V p , where W = {wt3} i , j = 1,2,3,...,N, is a matrix and
The proposed architecture for the P-network is shown in Fig. 3(a) . There are two different types of neurons in the network, namely, Ptype and Vp-type neurons. Each P-type neuron performs the update function defined by (6), while the output value of each of Vp-type neuron is the derivative of the energy function E defined by (5). According to (5), the external inputs I, work as seeds which indicate a way for the network to estimate P,, i = 1,2, . . . , N, such that the moments of the input image are preserved. The information of the moments of the original image is included in each external input I,.
It is possible for the outputs of the summation functions in the Ptype neurons to exceed the feasible interval [0,1] which is the range of fraction values, so a suitable activation function should be chosen to clamp the outputs of the P-type neurons into the interval [0,1]. The activation function of the P-type neuron used in the simulation of this study is defined as follows:
which can inhibit the values of P i from crossing the boundary of its feasible interval [OJ] .
When a stable state of the P-network is reached, the P-network stops working. The definition of a stable state is defined as IP,(k+l) -PJk'l < [ for all i in this study, where the value of [ is very small The parameter 17 controls the refinement step of each new value of 2,. Although the exact range of 7 is hard to determine theoretically, a feasible value for 9 can be chosen to be within [OJ] . Our experiments show that the resulting computing convergence speed is acceptable. The design of the Z-network architecture is based directly on the above equations. There are two external inputs to the Z-network, one being the values of P, which are obtained by the P-network, and the other the values of I,' which include the information of the moments of the original image. The architecture of the Z-network is shown in Fig. 3(b) .
After the Z-network completes the job of updating the values of Z,, the P-network takes over the energy function minimization task again. Note that, the weights and external inputs of both networks are dependent on the values of 2,. So it is necessary to tune the weights and external inputs for both networks before a new energy minimization cycle starts again. In fact, the energy function value minimized by the P-network falls on a surface obtained by projecting the state space of the energy function E on a fixed Z-vector plane. The fact that the P-network becomes stable implies that the state of the P-network has been trapped in a local minimum of this surface.
On the other hand, the action of the Z-network actually is to bring the state of the P-network to a new fixed state-space surface at a new fixed Z-vector. The P-network acts then to search a new stable state with a lower energy function value. Thus, an effect of the Z-network is to help the P-network to jump out of a local minimum of the energy function E. To tune the weights and external inputs of both networks is equivalent to constructing a new state-space surface of the energy function E with a new fixed Z-vector. Fig. 4 is given for a more concise illustration. Because the energy function E is convex [20] for a fixed Z-vector, it is possible to exhaustively search the optimal Z-vector such that the P-network can be used to find the optimal P-vector. Then the global minimum of the energy function can be achieved. Unfortunately, this is an exponential-time algorithm and so impractical. The cooperation of the P-network and the Z-network in fact offers a fast search method such that the final solution of the moment-preserving neural network processor approximates the optimal solution. The number of neurons used in the proposed system is small.
The order is O ( N ) where N is the number of pixel classes to be transformed. Thus, the system can be implemented by present VLSI fabrication technology. To complete the description of the neural network processor, both subnetworks work to decrease the energy function E at each updating iteration. Thus, the convergence of the processor can be assured. Because of the gradient descent method, it is possible for the energy function to be trapped on a local minimum. If a priori knowledge is given in advance to set up more suitable initial values for both subnetworks, good estimations of P, and 2;
will be possible. This reduces the possibility of resulting in a local minimum. On the other hand, to jump out of the local minima of the energy function, some well-known optimization techniques, such as the simulated-annealing algorithm, can be used to improve the performance of the processor.
V. EXPERIMENTAL RESULTS
The proposed approach has been tried on a lot of images. Each image is of size 512 by 480. All the simulations were done on a SUN/4 SPARC station. One result is shown in Fig. 5 , which is the Table I . It is difficult to define a good criterion to compare the performances of these methods. If such a criterion could be easily developed, one could design an algorithm to minimize (or maximize) the criterion. And then, the thresholding problem is completely solved. To compare the performances of these methods, the histogram of the original image might be useful. If the concavities of a histogram are the best suitable threshold candidates, it was observed from the experimental data that the performance of the method ENTROPY is the best, and the proposed MPNNP ranks second. However, if the computation time is considered, the MPNNP method is far superior to the entropy method. In order to compare the operation speeds of these methods, the programs written to simulate the MET and ENTROPY methods have been carefully optimized. All their floating point operations were precalculated and stored in the form of tables. The table look-up method speeds up greatly the performances of both the MET and the ENTROPY methods, otherwise the CPU time amounts for both methods would be far larger than the values listed in Table I . The CPU time listed in Table I for the proposed MPNNP method is the simulation time on a sequential machine.
VI. CONCLUSIONS AND DISCUSSION
In this correspondence, we have proposed a neural network approach to implementing the moment-preserving technique which has been proved to be of wide use [1]- [9] . An application of the proposed approach to thresholding has also been presented. The proposed method has been shown feasible for solving the moment-preserving equations, and the solution can be thought as a generalization of that derived by Tsai 111. There is no difference between the effort required for solving lower-order moment-preserving equations using the proposed system and that for solving higher-order ones. Furthermore, the neural network development procedure and the theoretic derivations can also be applied to other image operations. The inherent parallelism of the proposed neural network system offers a possible way to achieve the goal of real-time image processing. Further studies can be directed to other applications of the proposed system in image processing, such as image segmentation and compression.
