A new method of finding kinetic equations for the fundamental state variables is explored by generalizing the Boltzmann equation in two directions with the aid of the theory of gener· alized Brownian motions developed previously. First, a nonlinear stochastic equation of motion is derived in the form of the Boltzmann equation with a fluctuating force. This fluctuating force not only determines the thermal fluctuations in gases but also serves to reconcile the macroscopic irreversibility represented by the H-theorem with the mechanical reversibility as one relation between the dissipation and the fluctuation.
§ L Introduction
The principal purpose of the present paper is to develop a new statisticalmechanical method of finding kinetic equations for fundamental state variables, such as the particle density in f.l space in the systems of interacting particles and the spin density in the systems of interacting spins. Well-known kinetic equations of this kind are the Boltzmann equation for dilute gases, the Vlasov equation for plasmas and the Larrdau-Lifshitz equation for ferromagnets. Although a rigorous formulation has been established for the linear responses to external fields 1 l and for the linear relaxation and transport processes, 3 l it is important even in the linear region to find kinetic equations which describe the time evolution of n,onequilibrium states and clarify the structure and fluctuations of hierarchical kinetic processes inside the system. Thus it is still one of the fundamental problems in statistical mechanics of irreversible processes to find, for instance, a generalized Boltzmann equation for dense gases and kinetic equations for classical and quantal liquids, and thus to formulate a general scheme for finding kinetic equations for fundamental state variables which is valid even for strongly-interacting particles and spins.
In 1946 this problem has been explored in the monumental works by Bogolubov 8 l and by Kirkwood. 4 l They first derived the Boltzmann equation from the B-B-G-K-Y equation with the attempt to establish a method of finding kinetic equations from first principles, and then proposed generalizatio1,1s of the Boltzmann equation for dense gases and liquids. Although these works were the origin of all later statistical-mechanical theories of transport processes, we find two unsatisfactory points in their basic viewpoints. First they did not consider the fluctuations from the Boltzmann equation. It had been pointed out by Boltzmann, however, that the Boltzmann equation describes the most-probable path of the time evolution of the particle density in fJ. space compatible with the initial condition given, and thus the actual system always shows fluctuations around this most-probable path. 5 l-7 l These fluctuations are not only observable, for instance, as the thermal noises in electric currents~8l but also indispensable to reconcile the macroscopic irreversibility represented by the H-theorem with the mechanical reversibility pointed out in Loschmidt's Umkehrernwand and Zermelo's Wiederkehreinwand. 6 l' 7 l Therefore, the study of fluctuations around the Boltzmann equation is also an important task in statistical mechanics of irreversible processes. Secondly the coarse graining in coordinate space is not clearly defined in their derivations of the Boltzmann equation even in the spatially nonuniform case. The coarse graining in coordinate space, however, is necessary for obtaining irreversible processes as first pointed out by Ehrenfest, 6 l and its clear definition will be needed particularly when one considers dense gases where the contribution from successive collisions mp.st be examined. 9 l
The first problem above suggests that the Brownian motion of the particle density in fJ. space must be studied as giving the most fundamental viewpoint. B) The second problem requires us to define an appropriate coarse-grained particle density in fJ. space and treat the separation of its time evolution into a systematic part and a fluctuating part, rigorously. This program will be carried, out in the present paper with the aid of the theory of generalized Brownian motions developed previously by the present author. 2 l Thus the Boltzmann equation will be derived as a systematic part in the case of dilute gases, and the fluctuating force and the generalized master equation· which determine the statistical properties of the Boltzmann equation will also be derived from first principles. The historic problem of reconciling the H-theorem with the mechanical reversibility is thus formulated as one exal)'iple of the general relation between the dissipation and the fluctuation from the viewpoint of the generalized Brownian motions which also .provided us with a general scheme for statistical-mechanical formulation of linear irreversible processes. 2 
l· 11 l
Although a large number of attempts have been proposed and some of them have been successful in specific problems, there does not exist a systematic theory which giv,es a unifying viewpoint and enables us to derive kinetic equations for dense gases and liquids. In this respect we have two fundamental problems. The first is to treat the renormalization of the molecular interaction by the short-range correlation due to the strong repulsive force, and thus to express the streaming
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term in terms of the renormalized interaction. The second problem is to :find a relevant decomposition of the particle density in fJ. space into slow and rapid processes, and thus to obtain the dissipative term in terms of kinetic coefficients which are determined by rapid processes. These two problems will be explored from a new viewpoint, and a new kinetic equation will be derived.
In § 2 we summarize the basic equations and concepts which are used in the present theory. In § 3 we introduce a coarse-grained particle density in fJ. space 
. Basic equations of motion
In this section we summarize and discuss the basic equations and concepts which are used in the present paper.
A Equations of motion of type L
Let us consider a set of dynamical variables {v'Z,.} whose time evolution IS given by where L is the Liouville operator and is assumed to be time-independent. Extending a fundamental idea in Langevin's theory of the Brownian motion, we split up the time evolution into two parts,
The :first part is a smooth function of time which linearly depends on the initial values of {v'Z,.}, and corresponds to the systematic part of the Brownian motion. 12 ' The second part is a deviation from this smooth path, and corresponds to the fluctuating part. Let us introduce a Hilbert space of dynamical variables and express the systematic part as the projection of t.A,. (t) onto the vZ subspace spanned by {v'Z,. (0)}; namely,
where parentheses (F, G) denotes the inner product and is defined, in the classical case, by <FG*), the angular brackets denoting the equilibrium average. For simplicity it was assumed that the set {v'Z,. 
9!"(t) =exp[t(1-P)iL] (1-P)iLJl"(O).
(2·6)
P denotes the projection operator onto Jl subspace,
v 9!" (t) corresponds to the fluctuating force of the Brownian motion and is orthogonal to Jl subspac-e;
From (2 · 2), (2 · 3) and (2 · 5) we thus obtain 2 >
The most important feature of (2 · 9) is that its systematic part is linear and the memory function (/) "" (t) is determined by the fluctuating force 9!" (t). 
where X is the representative point of the srstem in phase space, Xt is the image of x after time t, and p (x) is the equilibrium phase-space distribution function. Equation (2 · 9) thus leads to 14 > The characteristic time r c depends on what variables one takes as Ak (t). In the present paper, we shall take the particle density in fl. space properly coarse-grained in coordinate space. Then as will be discussed later, the characteristic time r c is given by the duration of a representative collision in the case of dilute gases and by the correlation time of random forces acting on molecules in the case of ciense gases and liquids. ·
As noted in a short communication/ 5 l it is often convenient to introduce a new propagator
T(t) 'exp[tiL(1-P)].
Then using the relation iLU(s) (1-P) =dT(s) /ds, we obtain
These equations will be used in the case of gases. The propagator T(t) differs from U(t) in the fact that T(t) produces a diagonal part from an off-diagonal quantity by the intermolecular interaction.
There exists another useful form ; 14 l that is, where
The probability distribution for {Ak (t)} is given by The fundamental equation (2 · 9) was non-Markoffian. By taking a coarsegraining in time, however, the Markoffian equations (2 · 27), (2 · 28) and (2 · 36) were derived. Such an approximation would be always possible when the system consists of more than two kinds of hierarchical processes whose time scales are distinctly separated. One of the features of Markoffian equations is that its systematic part is nonlinear with respect to the state variables. As shown in the case of the hydrodynamic variables/ 4 ) the nonlinearity and the Markoffian character are closely related to each other. 16 l
In the present theory we assume the Markoffian_postulat e that nonequilibrium processes can be described by Markoffian processes. If the process is not Markoffian, then we try to find Markoffian equations by choosing a new set of variables, The Markoffian process does not depend on its past history and, therefore, does not depend on whether its initial state was brought about by an external disturbance or by a spontaneous fluctuation in the aged system. Therefore we can assume Onsager's postulate that non-equilibrium processes can be represented by the regression of fluctuations in the aged system. 17 l On the basis of this postulate we have defined the inner product in (2 · 3) and (2 · 7) by the correlation function in the equilibrium ensemble. § 3. Coarse-grained particle density in p space
The fundamental state variables, in terms of which all field quantities of the system of interacting particles can be ~xpressed, are the particle density in fl. space
where p 1 (t) and r 1 (t) are the momentum and position of the j-th particle at time . t, respectively. For instance the hamiltonian can be written as
where n (p, r) me.ans n (p, r; 0), v (r) is a time-independent external potential, and u (r, r') is the intermolecular potential. It is assumed in the following that u (r, r') 1s a central force of short range and v (r) is a slowly-varying force. The equation of motion for n (p, r; t) is obtained. by taking the time derivative of (3 ·1);
atn(p,r;t)+ m"arn+K(r)· 0 p n=-F(r;t)· 0 pn(p,r;t),
where K(r) = -av(r)/ar and F(r; t) = S S F(r, r')n.(p', r'; t)dp'dr'
with F(r, r') =-au (r, r') jar. The probability distribution function of l molecules in phase space is given by (3·5) where ;; 1 denotes the set of p 1 and rJ> and the bar means the average over the initial ensemble.
Since each term of (3 · 3) is uniquely specified by n (p, r; t), one cannot get any dissipation if one takes n (p, r; t) as the state variable. To obtain the kinetic description, therefore, we introduce a coarse-grained particle density A (p, r; t)
where V is the volume of the S_Ystem. :Eq' is the sum over wave vectors q whose magnitudes are smaller than 1/ A, where A is a characteristic length which is longer than the linear range r0 of the intermolecular force but is shorter than a semimacroscopic length, for instance, the mean-free path l in the case of dilute gases. The J function plays a role similar to (J function for slowly-varying functions whose spatial variation within the linear range of the order of il can be neglected. Thus we introduce the coarse-grained particle density 15 
m ur up lpr(t) = S S dp1driJ(p-p1).J(r-r1) S S dpadrllia[n(ph r1; t)
X n (pa, n; t)], with 812 being the linear differential operator,
Here the spatial variation of K(r) within the linear range of the order of il was neglected.
Since the interaction term I pr (t) cannot be uniquely specified by the new variable A (p, r; t), we split it up into two parts; a systematic part which IS a functional of A (p, r; t) and a fluctuating part, by employing the theory of generalized Brownian motions summarized 111 § 2. Namely we take A (p, r; t) as Ak (t). Then (2 · 24) leads to
where Rpr (t) IS a generalized Langevin fluctuating force, 
where
D[P(a,t)] is given by (2·31) or (2·33) in terms of Rpr(t).
Equation ( 
I
Here we have introduced a generalized interaction free energy
where U denotes the total potential of the intermolecular interaction, {10 is the inverse temperature of the heat reservoir and Q (a; 0) is that obtained by putting U = 0 in (3 ·18). The ¢pr (a) represents the interaction part of an effective oneparticle' energy with momentum p and coordinate r, renormalized by the shortwavelength components of thermal motion within the linear range of the order of A. In the linear approximation around the equilibrium, this takes the form ¢pr(a):::::::: S S !J(p, r;p', r')O'a(p', r')dp', dr',
where JJ(p, r; p', r') is an effective intermolecular potential. Then (3 ·15) leads to a streaming term similar to that in Landau's kinetic equation for the Fermi liquid. 18 ) If one replaces !J by the bare interaction u (r, r'), then one gets Vlasov's form 19 ) 
where FA (r; t) = S S F(r, r')A(p', r'; t)dp'dr'.
This approximation is equivalent to replacing the n's in I pr (0) of (I pr (0); A (t)) by the A's. In dense systems particularly near t:P.e critical points, however, the full renormalized interaction must be used. 20 ) 'It is worth noting that if one lets A. go to zero and replaces L1 (r) by 0' (r), then 1-fP=O,Rpr(t) =0 and (3·12) reduces to (3·3). § 4. Boltzman,n equation and fluctuations Let us consider the dilute gases in which the molecular dynamics can be analyzed in terms of binary collisions and the mean free path l is distinctly larger than the linear force range r0• We employ (2 · 30) which now takes the form
Here and in the following n (pt. rt; 0) is abbreviated as n (pt, rt).
The time evolution of n (pt, rt) in ( 4 ·1) is governed by the propagator
The projection operator (1-.P) extracts the spatial variations which change within the linear range of the order of A. Since ). is chosen to be much smaller than the mean free path l but larger than the linear force range r 0, such spatial variations are produced by the binary collisions and the propagator ( 4 · 2) extracts each of the binary collisions separately. Due to the factor ()12, the integrand of (4 ·1) vanishes except when the two particles 1 and 2 locate within the interaction sphere with radius r0• Thus, in dilute gases, the collision term ( 4 ·1) is determined by binary collisions each of which. can be treated separately. In treating each of the binary collisions, we can replace (1-.P) in ( 4 · 2) by unity, thus obtaining the usual propagator for the two-particle system. Namely, taking the pair for which ()12 =/=0, we have
where we have defined the two-particle propagator
with the Liouville operator
The propagator 8 12 (t) is identical to 8/ 2 l in Bogoliubov's theory of the Boltzmann equation. 3 l' 21 l It is worth noting here that, since T(oo).P=.P, the T(oo).P term in the first line of ( 4 · 3) leads to -<Ipr (0); A (t)) which is exactly cancelled out by the interaction streaming term of (3 ·12), although this term itself is negligible in the limit of low density. Since 812=1=0, the two particles 1 and 2 locate within the interaction sphere at time s = 0 with momentum and coordinate (ph r 1) and (p2, r 2) , respectively, where we have assumed that
Equation (4•9) means that the .short-wavelength components of the fine-grained particle density are not correlated before collision. 
where g 21 = (p2-p1)/m, b is the impact parameter and qJ the azimuth, and p,*(i = 1, 2) is the momentum of molecule i in the restituting collision.
For the dilute gases of molecules interacting with the short-range force, (3 ·15) vanishes, as can be seen from the fact that (3 · 20) is valid for dilute gases and (3 · 21) becomes proportional to the integration of F(r, r') over r' which is identically zero. Therefore The singlet distribution function coarse-grained in space is given, from (3 · 5), by the average
where v is the specific volume per molecule. It IS now assumed that the initial ensemble is given by
where p (x) is the equilibrium phase-space distribution function and Y(A) is a function~! of {A (p, r ;0)} which satisfies <Y (A)>= 1 and
Then it will be expected thae>
Thus, for the initial ensemble properly set up, ( 4 ·12), ( 4 ·13) and ( 4 ·19) will lead to the Boltzmann equation
The statistical properties of _A (p, r; t), such as (4 · 19) , are determined by its probability distribution P(a, t), since the average of its arbitrary functional G (A) can be written as
The initial value of P(a, t) is given, from (2·35), by
and its equation of time evolution takes the form
as :can be derived from (3 ·14) and (2 · 31). Equation 
where / 0 (p) is the Maxwell distribution and Kac's two-level model with the relaxation time r: in momentum space is assuroed. This can be derived from (5·22) and (5·71).
The product condition ( 4 ·19) or ( 4 · 25) ensures that the time evolution of the average value F 1 (p, r; t) coincides with the most-probable path of A (p, r; t). Such a coincidence will not be obtained for pathological initial conditions, such as ,the time-reversed states of macroscopic non-equilibrium states, which, however, must be improbable among those phases which are compatible with the prescribed values of the state variable A (p, r) at the initial time. It should be noted that the validity of the propagation of the product condition is determined by the master equation ( 4 · 23) .
It must be remembered that the collision term is determined by the events which occur within a linear range of the order of A; A was larger than the force range r 0 but smaller than the mean free path l. This has enabled us to ·treat each of binary collisions separately. As the density increases, however, correlated successive collisions appear and even begin to occur within this linear range. Then the coupling of the correlated successive collisions with the streaming term must be taken into account. A treatment of this problem will be found in the next section. §
Kinetic equations for dense gases and liquids
In the case of dense gases and liquids, since the analysis from the same viewpoint as in ( 4 · 3) seems to be difficult, we explore a different approach, starting from another type of expression (2 · 32) which now takes the form
C[A(p, r)] = S S dp'dr' [ -f3oLpr,p'r' (A)Xp'r' (A) (5·1)
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Xpr(A) = -(1//30)8 ln w(A)/8A(p, r).
The fluctuating force is written as
where subscripts /}. indicate the x, y and z components and with ¢ (r) denoting the interaction hamiltonian density ¢(r) = J J u(r, r')n(p', r')dp~dr'.
Let us split up a quantity G into its projected part and its vertical component;
with the projection operator .P defined by (2 ·13). For instance, the particle density n (p, r) is written as
n(p,r)=a(p;r)+Jn( p,r),
where a (p, r) is the projected part. The relation with the decomposition (3 · 8)
is given by
a(p, r) =.Pn(p, r) =A(p, r) + (n(p, r); A),
Jn(p, r) =Jn(p, r).
(5·11)
Thus a(p, r) is not equal to A(p, r) but is a functional of {A(p, r)}. Their equilibrium values are, however, equal to each other;
(a(p, r))=(A(p, r)). (5·13) The vertical component Jn (p, r) is regarded as representing the completely rapidly-varying part of n (p, r). The curly brackets in (5 · 4) is now written as (1-.P) [F,.(r)n(p, r)]
=JF,.(r)a(p, r) +Fa,.(r)Jn(p, r) +JJ,.(p, r), where F'!,.(r) is the projected part of F,.(r) and
J,.(p, r)=JF,.(r)Jn(p, r).
(5·14) (5 ·15) Since the distribution function is equivalent to the set of its all moments, the projection (2 ·13) is equivalent to the projection onto the infinite set of all the products of state variables {A (p, r)}. If one uses the latter representation, then the n-th order term has the expansion coefficient of the form 28 ' (GA (ph r1) ··· A(p,., r,. 
)).
When G is a product of n (p, r) 's, the approximation of replacing this by a product of the pair correlations of the particle densities produces the following types of the pair correlation: (n(p, r)A(p', r')), (n(p, r)n(p', r') ).
Since n(p, r) consists of short-wavelength components with wavelengths shorter than A, whereas A(p, r) consists of long-wavelength components with wavelengths longer than A, the first type of (5 · 
+L'pr,p'r'(A),
where the last term L' denotes the contribution from the fifth to eighth terms of (5 · 21) and can be neglected when the external field is not too strong. Here the following kinetic coefficients were defined: where ¢' (r) is the short-wavelength part of the interaction hamiltonian density, ¢'Cr) = J J u(r, r')n(p', r')dp'dr',
J¢ (r; s) J¢ (r'); A)dr', r;r(p')=f3o J:"'ds J<J¢'(r;s)Jn(p',r');A)dr' ,
and the time evolution of the space-time correlation functions is governed by the propagator U(s);
Jn(p, r; s) = U(s)Jn(p, r), JJI'(p, r; s) = U(s)JJI'(p, r).
(5·29) 
where the last term C 1 denotes the contribution from the last term of (5. 22}.
The second part of (5 ·1) can be neglected, as will be shown in Appendix B.
The last term of (5 · 22) When the external field is not so stronli' that it may be neglected in (5 · 36)""' (5 · 39), these vectorial kinetic coefficients vanish. Even when the external field cannot be neglected, these coefficients vanish in the pair-correlation approximation.
If one uses another type of decomposition (3 · 8), then one gets 
where Spr 1s the renormalized one-particle energy -p2 H(r, t) ~ H(r, t) =(H(r, 0) ; A (t)) . (5. 51) This assumption corresponds to Bogoliubov's postulate that the time evolution of all macroscopic variables takes place through the singlet distribution function after the initial mixing stage. 8 l' 24 l Thus we obtain
atH(r,t)=;= dp'dr' 8A(p',r';t) at .
The only assumption made in deriving (5 · 45) is a clear-cut separation of n (p, r; t) into slow and rapid processes, as discussed just after (5 · 31). The streaming term is determined by the slow processes and the fluctuating force Rp-r(t) describes the rapid processes. The coupling between these two kinds of processes is represented by the C term.
In the classical systems, since there is no correlation between the kinetic energy and the potential energy in the equilibrium state, we may assume that the one-particle interaction energy takes the form 
A derivation of (5 ·54) will be outlined in Appendix C. Except for the v~ry vicinity of the critical point, the correlation length of the density correlation (5 ·56) is smaller than ). and, (5 ·54) leads to !J(r r)--J(r-r)
where The first term of (5 ·58 
where n(r), /1(r) and u(r) are the local particle density, local inverse temperature and local velocity, respectively, and they are the slowly-varying functions of space and time defined by
JpA(p, r; t)dp=mn(r)u(r), (5. 61) 
J _!_[p-mu(r)]'A(p, r; t)dp= 1_ n(r).
2m
The local equilibrium distribution (5 ·59 (p, r; t) . In accor<).ance with this scheme we assume that the variation of A (p, r) in the derivative of (5 • 3) must satisfy the constraints (5 · 60) """' (5 · 62) with the prescribed, values of n (r), u (r) and 8 (r). Then, as will be shown in Appendix C, the thermodynamic force takes the form
When the system is close to the complete equilibrium, the kinetic equation and the other terms except for the fifth term are of th'e order higher than second, we obtain where
up up1
In the case of dilute gases, we can neglect the second term of (5 · 67), and (5 · 69) leads to a similar type of equation as the linearized collision term in Chapman and Enskog's theory of the Boltzmann equation. 24 Three important concepts were introduced to describe the two kinds of hierarchica1 processes whose time scales are distinctly separated. First, the coarsegrained particle density in p. space A (p', r; t) was introduced with the aid of the coarse-grained (J function (3 · 6), and its time evolution was split up into a systematic part an9 a fluctuating part with the aid of the theory of generalized Brownian motions, as shown in (3·12). Secondly, to complete the separation of the slow and rapid processes, we have decomposed the mechanical state variable n (p, r; t) into two parts, a functional of A (p, r; t), a (p, r; t) , and a completely rapidly-varying part An (p, r; t) with the aid of Zwanzig's projection operator, as shown in (5 · 10). Then the C term of (3 · 12) and (5 · 45), which represents the coupling between the_ slow and rapid processes, was able to be written out in terms of the kinetic coefficients, (5 · 23) "" (5 · 27) and (5 · 36) "" (5 · 39), which are determined by the completely rapid molecular processes, as shown in Thirdly, we have assumed, similarly to Bogolubov, that all macroscopic variables depend on the time only through {A (p, r; t)}. This idea is formulated here by assuming that, for any macroscopic variable F(t) coarse-grained in coordinate space,
where 'Cc is the initial mixing period. Since (6·1) equals <FCO);A(t)), this is equivalent to (5 ·51). Let us/ write the non-equilibrium phase-space distribution function as
and set F(t) to denote the deviation from its equilibrium value. Then the average over the' non-equilibrium ensemble cail be written as
Let us introduce the projected part of ¢(t): 
for any initial ensemble ¢ (x, 0), since then <F(t) ¢ (0)) = <F(t) ¢ (0)) for any ¢ (0) and this leads to (6 ·1). If one regards ¢t as the local equilibrium ensemble and takes as F the particle number density, hamiltonian density and momentum density, then (6 · 5) is the condition for defining the macroscopic state parameters, such as the local chemical potential, local temperature and local velocity, from
The first part of (A· 4) leads to the first two terms of (5 · 46). Thus we are left with
For simplicity we assume that our system contacts with a heat reservoir with the temperature T 0 = 1/ k{30 and the canonical ensemble can be used in the average (A· 6). Since A (p, r) is the local density, this is justified in the thermodynamic limit. Then (A· 6) can be written as Therefore we find that the second part of (A· 9) does not depend upon the strength of the intermolecular potential u (r, r'), since the contribution from the secondand higher-order terms of (5 · 42) vanishes due to the integration over p' and r', and thus a(p, r) can be replaced by A(p, r) . Since, however, (A·9) must vanish when u = 0, the second part must be cancelled out by a term arising from the first part. To ensure this situation explicitly, therefore, we replace the second part by the minus of that expression which the first part takes at u = 0. Then we have 
<Ip-r(O);a)=-
8r1. ·
where it is assumed that the correlation length of ( (r'-r; s) =< aA(p', r') ap" ap"
where a A (p, r) ;ap was regarded as a variable iqdependent of iJA (p', r'). The higher-order terms also lead to similar forms. T;}lerefore the first term of (5 · 22) does not yield any contribution since S ,aa(p', r') dp ap. ' S , a[3 (p'; 0, r'-r 2) dp ap.'
The other terms of (5 · 22) and (5 · 34) also do not give any contribution for the same reason except that in the case of the fifth term of (5 · 22), a [a 2~ "Jap"ap .'] ;a A (p', r') itself vanishes. Thus the second part of (5 ·1) can be neglected.
Appendix C --Derivation of (5 ·53) and (5 · 67)--
Let us split up the generalized free energy into two parts; and then using (C · 8), we obtain (5 ·53).
F(a)
=
