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ABSTRACT
Density estimation is a standard tool for investigating attributes of a continuous distribution
assumed to have generated a finite sample of data. Performing density estimation in a Bayesian
framework allows for prior information about the underlying distribution to be used in the esti-
mation. However, unless the size of the sample is very small, it is typically not desirable for the
prior information to overwhelm information provided by the sample. Under consideration are Bayes
methods for univariate density estimators on (0, 1), where prior information does not dominate the
outcome, and the resulting estimates are flexible and not constrained to belong to any standard
parametric class of densities. The first method, referred to as DUOS, is based on a Distribution
of U niform Order Statistics prior. DUOS uses a class of step functions with a prior on the bin
endpoints to allow for random bin widths and locations. The second method is called GOLD which
applies a Gaussian Process on a pre-Log-Density to a class of continuous functions. A full inves-
tigation of each Bayes density estimator is presented, including the use of Markov Chain Monte
Carlo to simulate from the posterior distributions, inference on the results, and extensive simula-
tion studies establishing their competitiveness with other methods. These simulation studies also
functioned as a guide to the development of defaults for the prior parameters. Finally, the package
biRd in R (R Core Team (2017)) provides the functions necessary to implement both methods and
completely assess the Bayesian estimates of the density, the cumulative distribution function, and
a variety of statistical summaries of the density estimate.
1CHAPTER 1. DUOS
1.1 Introduction
Density estimation has long been applied as the primary means of assessing various properties
of data sets. Due to the continued importance in understanding the underlying distributions of
random variables, it has been described as a “fundamental concept” by Silverman, B. (1998). The
histogram is one of the earliest forms of visually estimating a density. The use and development of
histograms was seen throughout the mid to late 1800’s (Pearson, K. (1895); Friendly, M. (2005))
and possibly as early as the 1600’s (Westergaard, H. (1968)).
Even though the histogram is the oldest density estimator according to Scott, D., Tapia, R.,
and Thompson, J. (1977) and (Silverman, B. , 1998, p. 7), it is also among the most extensively
applied (Wegman, E. , 1972; Silverman, B. , 1998, p. 7). In fact, it is introduced to students early
on in their education as a means of density estimation (Friel, S., Curcio, F., and Bright, G. (2001))
and continues to be taught throughout college today. Outside of academia, the histogram is often
used in news outlets as a means of displaying data. This is most likely due to the clarity it provides
in explaining the overall picture of the data to those outside of mathematics and statistics fields
as stated by (Silverman, B. , 1998, p. 5). Although the histogram is useful for quickly assessing
basic aspects of the data, it has several disadvantages, one of them being its lack of smoothness
and discontinuities (Gramacki, A. , 2018, p. 8-10). The appearance of the distribution displayed
by the histogram also depends heavily on the number of bins, the bin widths, and positioning of
the first bin (Gramacki, A. , 2018, p. 8-10). It also cannot estimate the density outside the range
of the data as pointed out by Scott, D., Tapia, R., and Thompson, J. (1977). Thus, many different
statistical techniques for estimating a density have been and still are being developed.
These density estimates have spread far beyond the histogram in both frequentist and Bayesian
statistics. This does not negate the usefulness of the histogram. A simple density estimate can
2be useful for presenting various properties of a data set such as multiple modes or skewness. It
is also useful for presenting the data back to the client in an understandable manner (Silverman,
B. , 1998, p. 5). With the advancement of methods in density estimation, its uses have grown
as well. Parzen, E. (1962) mentions using density estimation to estimate hazard (or conditional
rate of failure) f(x)/(1-F(x)). The uses of a density estimate extends to an even wider range
of methods from discriminant analysis (Fix, E. and Hodges, J. (1989)) and anomaly detection
(Pimental, M., Clifton, D, Clifton, L., and Tarassenko, L. (2014)) to applications in bio-assay,
regression (Antoniak, C. (1974)) and machine learning (Sugiyama, M., Suzuki, T., and Kanamori,
T. (2012)) to name a few.
The focus of the research discussed in Chapters 1 and 2 is the use of Bayesian techniques to
produce density estimates without being limited to any standard parametric class of densities. Any
further reference to nonparametric Bayesian density estimation is not regarding Bayesian analysis
with an infinite number of parameters, although the number of parameters in both presented
density estimators is not fixed and can be quite large. The exact number of unknown parameters
for the methods in Chapters 1 and 2 is finite, but can fluctuate depending on prior specifications
or the size of the data. The advantages of this ‘nonparametric’ approach is that no knowledge is
required about the underlying density assumed to have generated the data of interest. Another
reason to use nonparametric density estimation as opposed to parametric, according to Gramacki,
A. (2018), is “All of the classical parametric densities are unimodal...whereas a number of practical
problems involve multimodal densities, making the parametric density estimation unfit for many
applications.” Other advantages of Bayesian methods in particular are the ability to include prior
information (Leonard, T. (1973)) and the fact that Bayesian methods do not rely on “large sample
justification” (Ferguson, T. (1983)).
Although the priors of the proposed methods can be modified to include influential prior in-
formation, they are designed to produce results that are dominated by information from the data
rather than the priors. These priors and a guide to default prior parameters suggested by a large
3simulation study provide a simple approach to Bayesian density estimation. The final density
estimates are flexible and not constrained to belong to any standard parametric family of densities.
1.1.1 Literature Review
Due to the vast area of research concerning density estimation, the following literature review
concentrates on nonparametric density estimation. These density estimators are nonparametric in
the sense that results are not confined to a specific class of densities. Thus, approaches assuming the
data is drawn from a standard parametric family of distributions, using maximum likelihood or a
Bayesian approach to estimate the parameters, are not considered. Specific emphasis is placed either
on popular nonparametric methods that produce a baseline for comparison or share similarities to
the proposed methods.
1.1.1.1 Non-Bayesian Density Estimation
The focus of this section is on the non-Bayesian literature concerning key stages in the devel-
opment of nonparametric density estimation. Particular emphasis is placed on the kernel density
estimate (KDE), given that it is the most commonly used density estimator after the histogram
(Silverman, B. , 1998, p. 17; Gramacki, A. , 2018, p. 3). In order to assess the overall performance
of the methods in Chapters 2 and 3, results are compared to the kernel density estimator.
Work in nonparametric density estimation began in the late 1800’s. According to Wegman,
E. (1972), who surveyed available nonparametric density estimation methods, the first attempt
at probability density estimation besides the histogram was most likely the Pearsonian system of
densities (Pearson, K. (1895)). In Pearson, K. (1902a) the subject of the paper was not density
estimation specifically, but the concept of estimating a set of unknown parameters for a known
curve form between y and x. In Pearson, K. (1902b), this idea was extended to densities in which
data for part of the density is known. He specifically discussed executing this concept when the
known curve is normal.
4Other early work in the area of nonparametric density estimation was in 1951 (Fix, E. and
Hodges, J. (1989)). The authors proposed a method for density estimation to use in discriminant
analysis that does not assume any standard parametric forms on the underlying densities. Their
goal was - given a new data point z - to answer the question: does z come from distribution f or g?
Their idea was to use the proportion of data in a small neighborhood of z to estimate the probability.
Advantages of this method include that it is easily extended to more than two populations and
that this method is consistent with the likelihood ratio if the distribution is known. However, the
consistency results are not as reliable when the sample size from either distribution f or g is small.
The primary obstacle in this method is choosing the width of the neighborhoods. Regions that
are too small or too large result in bad approximations. Another issue arises if there are few data
points near the z in question.
The earliest forms that led to kernel density estimation were developed by Rosenblatt, M. (1956).
He continued to expand nonparametric density estimation by introducing an estimator similar in
form to Fix, E. and Hodges, J. (1989), except specifically focusing on density estimation:
fˆn(x) =
# of sample points in (x− hn, x+ hn)
2nhn
(1.1)
where hn is a function of the sample size n, and hn → 0 as n → ∞.
Rosenblatt introduced the idea of other kernels, but Parzen, E. (1962) fully developed the
use of the kernel in density estimation. The main purpose of this work was to propose a method
to estimate a probability density and its mode. The approach was motivated by a comparable
problem of working with stationary time series data to estimate the spectral density function
(Parzen, E. (1962)). Parzen proposed the classical form of the kernel density estimator seen in
Equation 1.2 when trying to study the properties of the form in Equation 1.1. Note that fn(x) is
the authors notation for an estimate of f :
fn(x) =
1
nh
n∑
j=1
K
(
x−Xj
h
)
(1.2)
5A specific choice of K(y) in Equation 1.2 results in Rosenblatt’s Equation 1.1. There are a
variety of conditions K(y) should meet, one of them being that it integrates to one. A wide variety
of options are available for K(y), including the standard normal distribution. Parzen describes
an advantage of this method being the resulting density estimate can be smooth even for small
sample sizes, and this method does not require a large sample size. However, he pointed out, and
Wegman, E. (1972) confirmed, that the properties of the kernel density estimate depend on h and
K(y). Parzen did not directly recommend any of the kernels, but he did point out what value of h
minimizes the mean square error for a given K(y). However, this is only when the form of the true
density, f(x) is known. Thus, the primary challenge with this method is choosing the appropriate
bandwidth parameter once a suitable kernel is selected.
One of the primary advantages of KDE mentioned above is the smoothness of the result (Sil-
verman, B. , 1998, p. 13). Silverman also discussed one of the main disadvantages of KDE, which
is that noise often appears in long-tailed distributions unless the density estimate is over smoothed
(Silverman, B. , 1998, p. 18). However, there are variable kernel methods created to help with this
by allowing the bandwidth to be non-constant (Silverman, B. , 1998, p. 21).
As stated earlier, since kernel density estimation continues to remain the most popular choice
for nonparametric density estimation (Aitkin, M. , 2009, p. 458), it is used to measure performance
in the results in Sections 1.3.2 and 2.4.2. Its popularity is most likely due to its ease of implemen-
tation and variety of applications including discriminant analysis, cluster analysis, regression, and
multidimensional statistical process control (Gramacki, A. , 2018, p. 5). In order to use kernel
density estimation, it is necessary to choose a kernel and a bandwidth.
According to (Gramacki, A. , 2018, p. 25) and (Aitkin, M. , 2009, p. 458), the Gaussian kernel is
a common choice. This is even though (Scott, D. , 2014, p. 145) determined that it is the bandwidth
that primarily influences the results, not the kernel. (Aitkin, M. , 2009, p. 458) confirmed this,
and (Silverman, B. , 1998, p. 43) showed there is not much difference between kernels in terms of
the mean integrated squared error. Therefore, all results presented from a kernel density estimator
in Sections 1.3.2 and 2.4.2 use the standard normal kernel.
6There is not a simple solution for choosing the bandwidth, but there is a considerable amount
of research related to this area (Gramacki, A. , 2018, p. 29). Different situations warrant varying
estimations for the bandwidth. The bandwidth could be picked and modified based on visualizing
the results. But as (Silverman, B. , 1998, p. 43-44) points out, users of the KDE may want
automation of the bandwidth choice due to lack of knowledge or because of having to apply KDE
numerous times makes it advantageous to have the bandwidth automatically chosen.
Given that Section 1.3 comprises the analysis of over 1000 simulated data sets, and the desire
here is to compare a default application of the method discussed in Section 1.2 to a default for
KDE, an automatic choice of the bandwidth parameter is preferable. The default in the function
density in R, is from (Silverman, B. , 1998, p. 48), and is given in Equation 1.3:
h = 0.9An−1/5 (1.3)
The A in equation 1.3 is min
(
sd(y), IQR(y)1.34
)
where IQR is the interquartile range. This method
is easy to apply and works well over a diverse set of densities (Silverman, B. , 1998, p. 48). The
h in equation 1.3 has also been stated as either a ‘rule-of-thumb’ or ‘reasonable initial choice’ by
(Gramacki, A. , 2018, p. 65) and Scott, D. (2014). According to a sensitivity analysis, as long
as h is within 15 to 20 % of the optimal h∗, h is generally satisfactory (Scott, D. , 2014, p. 172).
The one drawback of this choice is that it does tend to over smooth in some cases, but some have
proposed that a bandwidth calculator that tends to over smooth should be the estimator of choice
(Terrell, G. (1990)). Therefore, results from KDE use the bandwidth described in equation 1.3.
1.1.1.2 Bayesian Density Estimation
The purpose of this section is the development of Bayesian density estimation with a focus on
density estimators similar to that presented in Section 1.2. A non-Bayesian choice for comparison
has already been made in the form of the kernel density estimator. Thus, a secondary focus of this
section is the evolution of a common Bayesian density estimator. This will establish a means of
assessing the performance of the method in Section 1.2.
7One of the earliest methods for density estimation within the Bayesian framework was the
semi-Bayesian method of Whittle, P. (1958). Given N independent observations x1, ..., xN from
the density function f(x), his idea estimated f(x) by a form that incorporates smoothing:
fˆ(x) =
∫
wx(y)dn(y) =
∑
j
wx(xj)/N (1.4)
where n(y) is the proportion of observations less than y and wx(y) is a weighting function regulated
by an optimality criterion (Whittle, P. (1958)). He suggested working with the unnormalized
density - ϕ(x) = Mf(x) - when the sample size is not predetermined, which is still given the
form in Equation 1.4. This method is semi-Bayesian since ϕ(x) or f(x) is assumed to come from
some family of curves, thus, incorporating prior knowledge about the shape of the density. Values
for ϕˆ(x) or fˆ(x) are then obtained through optimization. Although results show invariance to
transformation, this method has a disadvantage, pointed out by Dickey, J. (1968) and Leonard,
T. (1973), in that the estimate of the underlying distribution can result in negative values.
Another early reference to Bayesian density estimation was in the work of Good, I., and Gaskins,
R. (1971). They carried on the work in smooth density estimates by working with the log-likelihood.
Rather than working directly with the maximum likelihood, a roughness penalty is subtracted from
the log-likelihood. If maximum likelihood is applied directly to the likelihood, “Nobody accepts
this solution because it is too rough” (Good, I., and Gaskins, R. (1971)). Thus, the authors work
instead with:
w(f) =
∑
i
logf(xi)− Φ(f) (1.5)
where Φ is a functional of f . If a fully Bayesian analysis were implemented, the prior on this
space would be proportional to e−Φ. For this method, some sort of density function is assumed
in the functional. Although a fully Bayesian approach to this is discussed - given interpretations
resulting in directly comparing assumed density functions - full results are based on the frequentist
version. This is due to the complicated nature of accounting for potentially misclassifying the true
8underlying density in Φ(f) . Also, if a Bayesian route were taken, Leonard, T. (1978) points out
that it is unclear how prior information is incorporated in the choice of a roughness penalty.
One of the methods that shares a somewhat similar approach to that proposed in Section 1.2 is
the work of Leonard, T. (1973). He implemented a fully Bayesian analysis which does not assume
any form for the underlying density. He stated: “A weakness of the Bayesian approach has been its
inability to cope with independent observations whose common distribution is not restricted to any
particular family” (Leonard, T. (1973)). Assume n observations are independent and identically
distributed according to an unknown density q(y). He chose a histogram approach in that data is
divided into s bins of equal width W . Let Ij represent the bins where Ij = (ζj − 12W, ; ζj + 12W ].
The midpoints are ζ1, ..., ζs such that ζj+1 − ζj = W . Thus, the density q(y) is estimated from the
form in Equation 1.6:
q∗(y) = W−1θj , y ∈ ζj (1.6)
where θj is the probability associated with the jth bin. The prior on the θ’s allows prior information
about the smoothness of q(y) to be incorporated into the results. A prior is not directly placed on
the θ’s, but rather to the log of the θ’s so that the resulting parameters are on the real number
line. The addition of the D(γ) in Equation 1.7 is to ensure that the θ’s sum to one.
γj = logθj +D(γ), (j = 1, ..., s)
D(γ) = log(
∑
g
eγg)
(1.7)
A prior is not directly applied to γ. Instead, the form, γ = ηκ+β, is used in order to streamline
results without effecting θ. κ is an s x 1 vector containing all 1’s. Since θj = e
βj/
∑
g e
βg , the choice
of prior for κ does not influence θ. Leonard chose the uniform prior over the whole real line as
the prior, and assumed η is independent of β. The key here is that a multivariate normal prior is
placed on β. The mean µ is chosen so that
∑
g e
µg = 1. The µj can be specified individually or
9using a function or distribution on them based on prior information. The covariance matrix C for
the prior is given the following form:
cjk = σ
2ρ|j−k|, (j = 1, ..., s; k = 1, ..., s) (1.8)
where 0 < σ2 < ∞ and −1 < ρ < 1. This resulting density estimate is nonnegative and Leonard,
T. (1973) states that the method is “fairly flexible” in providing a way to integrate information
about the smoothness and shape of the density into the prior. However, it may be difficult to choose
this information if little is known about the underlying distribution. This method offers a solution
by allowing for the placement of priors on the variance and covariance parameters, but the choice
of prior mean vector needs to be carefully considered due to its influence on the results.
One of the common Bayesian density estimators used today began with the work of Ferguson
in developing the Dirichlet process (Ferguson, T. (1973)). Ferguson specifically addressed the use
of Bayesian in nonparametric problems: “The Bayesian approach to statistical problems, though
fruitful in many ways, has been rather unsuccessful in treating non-parametric problems”(Ferguson,
T. (1973)). Ferguson’s goal in developing Dirichlet process priors was to create a prior that had
large support and resulted in a posterior with an analytical solution. Full details of the Dirichlet
process can be found in Ferguson, T. (1973). The basics are given below since this concept is used
in a density estimator for comparative purposes later on.
Definition 1.1.1. Dirichlet Process: Let H be a space and A be a σ-field of subsets, and let α
be a finite non-null measure on (H , A ). Then a stochastic process P indexed by elements A of
A , is said to be a Dirichlet process on (H , A ) with parameter α if for any measurable partition
(A1, ..., Ak) ofH , the random vector (P (A1), ..., P (Ak)) has a Dirichlet distribution with parameter
(α(A1), ..., α(Ak)) Ferguson, T. (1973)).
Results in the paper show that if X1, ...Xn is a sample from P , than P |(X1, ..., Xn) is also a
Dirichlet process. Once a Bayes rule is developed, he proceeds to demonstrate how this Dirichlet
prior can be used to estimate the distribution function, mean, variance, and other statistics.
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Antoniak, C. (1974) stated the following reason for expanding the Dirichlet process to a mixture
of Dirichlet processes: “the basic Dirichlet process defined above does not encompass enough of the
situations encountered in Bayesian analysis.”He pointed out that the Dirichlet process developed by
Ferguson does not always result in the posterior distribution that is a Dirichlet process. Specifically,
if sampling from a mixing distribution, the posterior is not a Dirichlet process, but rather a mixture
of Dirichlet processes. What makes a mixture of Dirichlet processes is that the measure α described
by Ferguson, T. (1973) is now random.
Definition 1.1.2. Mixture of Dirichlet Processes: Let (Θ,A ) be a measurable space, let (U,B, H)
be a probability space, called the index space, and let α be a transition measure on U X A . We
say P is a mixture of Dirichlet processes on (Θ,A ) with mixing distribution H on the index space
(U,B), and transition measure α, if for all k = 1,... and any measurable partition A1, A2, ..., Ak of
Θ we have
P{P (A1) ≤ y1, ..., P (AK) ≤ yk} =
∫
u
D(y1, ..., yk|α(u,A1), ..., α(u,Ak))dH(u) (1.9)
whereD(θ1, ..., θk|α1, ...αk) denotes the distribution function of the Dirichlet distribution with pa-
rameters (α1, ..., αk) Antoniak, C. (1974).
Like Ferguson, he proceeds to show that if the prior is a mixture of Dirichlet processes, the
posterior is as well. Antoniak demonstrated a variety of applications of mixtures of Dirichlet
processes in regression, bio-assay, and discrimination problems.
In 1983, Ferguson took the idea of mixtures and proposed density estimation by mixtures of
normal distributions which uses a(Dirichlet process (Ferguson, T. (1983)). Parameters in the model
included the means and variances of a countable number of normal distributions and the weights
on the normal distributions.
f(x) =
∞∑
i=1
pih(x|µi, σi) (1.10)
where h(x|µi, σi) ≈ N(µi, σi). Thus, the parameters in need of estimates are the countably infinite
set: (p1, p2,..., µ1, µ2,...,σ1, σ2, ...). Assume x1, ..., xn is a sample from f(x). In order to estimate f(x)
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at some x, the author proceeded using Bayesian techniques. However, given the set of parameters
are not identifiable, the author instead works with an alternative form to gain identifiability:
f(x) =
∫
h(x|µ, σ)dG(µ, σ) (1.11)
where G is the probability measure on the half-plane (µ, σ): σ > 0 that gives mass pi to the point
(µi, σi), i = 1, 2, ... (Ferguson, T. (1983)). G is identifiable if G is confined to be from the collection
of finite probability measures.
For the priors, he assumed (p1, p2, ...) and (µ1, µ2, ..., σ1, σ2, ...) are independent. A set of pa-
rameters, q1, q2, ... is assumed to be iid where qi ∼ Beta(M, 1). The p1, p2, ... are obtained from
these by p1 = 1− q1, p2 = q1(1− q2),...,pj =
(∏j−1
i=1 qi
)
(1− qj), ....
The pairs (µ1, σ1), (µ2, σ2), ... are assumed to be iid according to the gamma-normal conjugate
prior where 1
σ2i
∼ Gamma(α, 2/β) and µi| 1σ2i ∼ N(µ,
1
p2i τ
2 ).
One of the interpretations that Ferguson gives for the prior parameter M for the q1, q2, ... is
that small values indicated little prior knowledge, and results are primarily dictated from the data.
Large values of M indicated more confidence in the prior information. M also expresses prior beliefs
about the sizes of the probabilities.
Under this prior for (p1, p2, ..., µ1, µ2, ..., σ1, σ2, ...), the distribution of G is a Dirichlet process
with α = MG0. M is the prior parameter for q1, q2, ... and G0 is the conjugate prior for (µ, σ
2).
The author proceeds with a Monte Carlo approach to implement this algorithm, demonstrating
examples on very small sample sizes.
Escobar, M. and West, M. (1995) continued to extend this idea of using mixtures of Dirichlet
processes through situations where the data is also modeled using mixtures of normal distributions.
Given the work in MCMC algorithms at this point, they were able to use a Gibbs sampler to
simulate from the posterior distribution.
Their set up is similar to Ferguson, T. (1983). Assume Y1, ...Yn are conditionally independent.
(Yi|piI) ∼ N(µi, Vi)
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where pii = (µi, Vi): i = 1,...,n.
Assume pii come from some prior distribution:
pii ∼ G(·) on RX R+
.
Model G(·) as a Dirichlet process:
G ∼ D(αG0)
where α is a positive scalar and G0(·) is a bivariate distribution on R X R+ that is the prior
expectation of G(·).
The Dirichlet process mixture of normals (DPMN) is a popular method for Bayesian density
estimation according to (U¨hwirth-Schnatter, S. et al. , 2015, p. 4). This is most likely due to
the ability of the DPMN to adapt to a wide range of distributions (Rossi, P., Allenby, G., and
Mcculloch, R. , 2011, p. 79; Christensen, R. , 2011, p. 386).
Given that the DPMN is a popular choice for nonparametric density estimation, it is chosen as
the Bayesian version of density estimation to assess the results of the proposed density estimators
in Chapters 1 and 2. The method presented by Escobar and West is implemented in DPpackage
(Jara, A., et al. (2011)) in R. This package specifies the G0(·) as the conjugate normal-Wishart
distribution.
G0 = N(µ|m1, (1/k0)σ)|W (σ|ν1, ψ1)
.
The function DPdensity implements these methods using a Gibbs sampling algorithm using
auxiliary parameters (Neal, R.M.. (2000)). The values for α, m1, k0, and ψ1 can be input by the
user, or hyperpriors can be placed on some or all of them. For comparison purposes, it makes sense
to use the hyperpriors since other methods will be run on some sort of default rather than using
individual prior information.
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A default prior for this method, implemented in the package DPdensity in R, is recommended
by (Christensen, R. , 2011, p. 396). ν1 is set to 3 and it uses hyperpriors on all of the prior
parameters as set up in Equation 1.12.
α|a0, b0 ∼ Gamma(a0 = 1, b0 = 1)
m1|m2, s2 ∼ N(m2 = mean(y), s2 = var(y))
k0|τ1, τ2 ∼ Gamma(τ1/2 = 0.1, τ2/2 = 1)
ψ1|ν2, ψ2 ∼ IW (ν2 = 1, ψ2 = 0.1 ∗ var(y)))
(1.12)
Thus, rather than expressing prior knowledge through the prior parameters, all of them are random.
Of the density estimators presented above, those that work with fully Bayesian techniques re-
quire a substantial amount of knowledge either about the underlying density or how a fair number
of parameters affects the results. It is necessary to specify a mean function, underlying distribu-
tion, or individual values for the mean function for the Gaussian process in the work of Leonard,
T. (1973). This was shown in some cases to heavily influence the results and therefore, should be
chosen carefully. When working with the Dirichlet process mixture of normals, there are a range of
parameters to specify starting with at least four. The path to inference is also not clear for some of
the results from these density estimators. Although both of these estimators have the advantage of
being smooth, and DPMN is known to be flexible, the method in Section 1.2 presents a Bayesian
density estimate that is simpler to provide prior information for, while at the same time laying a
clear path to inference.
1.2 Methods
The goal for the methods presented in this section is to create a Bayesian density estimator that
is straightforward to implement, while at the same time being flexible enough to require little to no
adjustments to estimate a variety of underlying distributions. This is achieved by using simple and
non-informative priors where a single parameter is the only necessary adjustment. The first method
is called DUOS. This is based on a D istribution of U niform Order S tatistics prior distribution for
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the locations of a fixed number of points that define bins in a class of step function probability
densities on (0, 1).
In the subsequent sections, full details are given on the step functions used to create density
estimates and the priors necessary to achieve these estimates. The resulting posterior distribution
is explored to understand its form. This leads into the choice of MCMC algorithm which is used to
simulate from the posterior distribution. A variety of graphical and statistical means are presented
to assess convergence on the simulations resulting from the MCMC algorithm. These results com-
bined with the mean integrated squared error (MISE) were collected on a wide range of possible
choices effecting the prior in order to supply an effective default. Performance of DUOS using this
default is then compared to other popular density estimate techniques, and then the functionality
of DUOS is demonstrated through inference on a variety of statistical summaries. Another advan-
tage of DUOS is that the posterior mean estimate of the density produced is continuous, unlike
the step functions being averaged. Finally, an extension to DUOS is described in the form of a
likelihood-ratio.
1.2.1 Introduction
The method introduced as DUOS is a histogram-like density estimate which places priors on
the parameters for a class of step functions that are also probability density functions on (0, 1). It
is similar to Leonard, T. (1973) and Fix, E. and Hodges, J. (1989) in that DUOS uses the concept
of bins. In the case of Fix, E. and Hodges, J. (1989), the width is fixed and the midpoint is a new
data point at which to estimate the density using proportions (non-Bayesian). The width is also
fixed in the work of Leonard, T. (1973), but the midpoints are established before the Bayesian
analysis is implemented. The primary difficulty with the methods in Fix, E. and Hodges, J. (1989)
and Leonard, T. (1973), and potential other histogram-like methods is choosing the bin width as
it highly influences the result. A solution to this leads to the primary difference between DUOS
and these methods which is that the endpoints - and therefore the widths - of each bin are random.
This results in bins whose widths are different from each other rather then equal. The locations
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of these bins are also random. This is similar to allowing the bandwidth parameter to vary in a
kernel density. A variety of methods have been suggested to do this (Silverman, B. , 1998, p. 21;
Abramson, I. , 1982; Terrell, G. and Scott, D. , 1992; Hazelton, M. , 2003; Klebanov, I. , 2018).
Although the width of the bins is random, the number of bins is predetermined by the user
based on prior knowledge. This is the one and only necessary piece of prior information to include.
To increase the ease of use of DUOS, a reasonable default is demonstrated in Section 1.3.2. The
positions of the bin end points are referred to as cut-points. These are random and a distribution on
unif(0, 1) order statistics is applied as a prior. From here on, this prior and method will be referred
to as DUOS. There are also bin probabilities which require a prior as well, and are explained in
Section 1.2.2.
Given a finite set of independent and identically distributed data assumed to be generated
from a continuous distribution, a MCMC algorithm is implemented to sample from the posterior
distributions of the cut-points and bin probabilities. The resulting Bayesian estimate then ends up
being the average of thousands of step functions. This idea is demonstrated in Figure 1.1 showing
a continuous posterior mean density as the average of many step functions.
Figure 1.1: An example of a Bayesian density estimate (in red) from DUOS as a mean of many
step functions (in blue) overlaid over a histogram of the actual data.
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The mean posterior density estimate in Figure 1.1 is straightforward to calculate once simula-
tions for the cut-points and bin probabilities are achieved. A key advantage of DUOS is that the
form of the step function explained in Section 1.2.2 provides reasonable solutions to producing other
results such as the CDF, quantiles, means, and variances and credible intervals for these values.
1.2.2 Data Model
This section fully describes the class of step function densities that achieves the results seen
in Figure 1.1. A full introduction to the cut-points and bin probabilities previously mentioned in
Section 1.2.1 is also provided which leads into the need for priors.
Let
˜
x = x1, x2, ..., xn
iid∼ f where f is a continuous distribution assumed to have generated the
sample. The form of f is estimated using an alternative density. This density in Equation 1.13
takes the pattern of a step function or histogram. This form is also flexible, allowing adaptation to
a wide variety of shapes of data. The idea is to apply Bayesian concepts to this form, thus allowing
the data to influence and produce reasonable choices for the cut-points and bin probabilities. By
applying Bayesian techniques to these sets of parameters, the estimate of the density becomes an
average of step functions and is, therefore, continuous and much smoother than the step function.
The two sets of parameters are defined by:
 Let γj represent a cut-point where a pair (γj , γj−1) controls the bin width and location of the
bin
 Let pij represent the probability associated with the bin (γj , γj−1)
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The sets
˜
γ = (γ1, ..., γk) and
˜
pi = (pi1, ..., pik+1) are used to create the step function density that
is an estimate for f .
fˆ
˜
γ,
˜
pi(x) =

pi1
(γ1)
0 < x < γ1
pi2
(γ2−γ1) γ1 ≤ x < γ2
pi3
(γ3−γ2) γ2 ≤ x < γ3
... ... ≤ x < ...
pik
(γk−γk−1) γk−1 ≤ x < γk
pik+1
(1−γk) γk ≤ x < 1
(1.13)
where
k : the number of cut-points
˜
γ : 0 < γ1 < γ2 < ... < γk−1 < γk < 1
˜
pi : pik ≥ 0 and
∑k+1
j=1 pij = 1
As seen by the range of possibilities for x in Equation 1.13, DUOS is designed to work on data
with support (0, 1). However, data with any range can still have DUOS applied by scaling the data
properly. Let x∗1, x∗2, ..., x∗n represent the scaled data achieved using the process in Equation 1.14.
x∗i =
xi − (min(
˜
x)− scalelower)
max(
˜
x) + scaleupper − (min(
˜
x)− scalelower) , i = 1, 2..., n (1.14)
For all results in Section 1.3, scalelower and scaleupper were given the values of 0.000001 so that
the resulting
˜
x∗ ∈ (0, 1). However, the idea of the scalelower and scaleupper is to allow the range
of where the density can be estimated to extend slightly beyond the maximum and minimum. See
Chapter 3 for applications using alternative scaling. These values should typically be fairly small
to avoid over-extrapolating. Whether or not the data needs to be scaled, the notation x1, x2, ..., xn
is used from here on to represent a sample of iid data.
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An example of the form of the density in Equation 1.13 is plotted in Figure 1.2. This example is
for a fixed set of cut-points and bin probabilities: k = 7,
˜
γ = (0.13, 0.25, 0.32, 0.45, 0.58, 0.80, 0.94),
and
˜
pi = (0.04, 0.08, 0.1, 0.2, 0.25, 0.22, 0.1, 0.01).
Figure 1.2: Example of the data model in Equation 1.13 with fixed values for the parameters.
Note that the example in Figure 1.2 visualizes bins of different lengths. The early work of Fix,
E. and Hodges, J. (1989), Leonard, T. (1973), and even Rosenblatt, M. (1956) depended on a
pre-set widths or number of bins. These are all histogram-like density estimates, and as (Gramacki,
A. , 2018, p. 8-10) pointed out, the results of a histogram depend substantially on the number of
bins and widths. Rather than having the γ’s be fixed at equal lengths, a prior is placed on these
along with the bin probabilities, producing a more flexible density estimate.
1.2.3 Priors
The number of cut-points, k, is the only fixed component of the data model in Equation 1.13.
Thus, priors are necessary for
˜
γ and
˜
pi. Assume
˜
γ and
˜
pi are independent (i.e. p(
˜
γ,
˜
pi) = p(
˜
γ)p(
˜
pi)).
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Options for priors on
˜
γ are fairly limited due to
˜
γ ∈ (0, 1) and the ordered structure: 0 < γ1 <
γ2 < ... < γk < 1. The prior below that satisfies both of these constraints is referred to as DUOS:
˜
γ ∼ uniform∆k(0,1) where 0 < γ1 < ... < γk < 1 (1.15)
This is a distribution of uniform order statistics where simulating from this distribution is achieved
by drawing k values from unif(0, 1) and ordering them. This respects the limits on
˜
γ while at
the same time being noninformative and simple to include into a Metropolis Hastings algorithm
(Metropolis, U. and Ulam, S. , 1949; Hastings, W. , 1970) or Gibbs sampler (Geman, S., and Geman,
D. (1984)) since the density is constant. As mentioned earlier, this is the first differentiating factor
between DUOS and the method of Leonard, T. (1973), where his histogram estimator used fixed
bin end-points, and only the bin probabilities were random. This gives DUOS the advantage of
being able to potentially capture complex forms in an underlying density with fewer bins.
For the bin probability parameters, it is necessary to ensure that pij ≥ 0 for j = 1, ..., k + 1
and
∑k+1
j=1 pij = 1. For Leonard, T. (1973) the author’s choice was to use a Gaussian process on
a log transform of the bin probabilities. This was to establish correlation to allow bins close to
each other to have similar probabilities. However, in the case of DUOS, two adjacent bins can have
very different bin widths resulting in bin probabilities that could be similar, or they could be very
different. Thus, a prior is chosen that captures the limits on the values of
˜
pi while resulting in a
posterior that allows for adjacent bins to have similar or very different values depending on the
number of data points in the bin. This is achieved by using a Dirichlet prior:
˜
pi ∼ Dir(
˜
a) where aj = 1 for j = 1, ..., k + 1 (1.16)
A constant value for
˜
a in Equation 1.16 is a noninformative choice. The size of the probabilities
should be influenced by the locations of the cut-points and how much data is between those cut-
points. Since the cut-points and bin probabilities affect each other in the posterior distributions,
non-informative priors are chosen for both to let the data have a large influence over the results.
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Setting all parameters to a value of 1 for the Dirichlet distribution indicates that no proportions
tend to have higher or lower values than the others.
The value of 1 for a1, .., ak+1 is a standard non-informative option chosen in this case to establish
reasonable starting values for the bin probabilities. An alternative, a=1/n, results in values for pi
that are mostly close to 0 with several very large values close to 1. This is not desirable prior
information in most cases for the goal of this method. The situation in which the user may prefer
to have a stronger influence over the bin probabilities, and therefore the cut-points as well, is
demonstrated in Chapter 3.
The desire for both priors was to create a posterior distribution whose primary influence is the
data. Details on how the data and choice of data model and priors affects the posterior distributions
for each set of parameters are given in the next section.
1.2.4 Posterior Distributions
The section describes the form of the posterior distributions for
˜
γ and
˜
pi based on the data
model and priors. It turns out that the posterior distributions do not provide a simple analytical
solutions. As seen below, this is primarily due to complications in integrating over the cut-point
parameters either to solve for the normalizing constant or calculate the posterior distribution for
only the bin probabilities. In order to better understand the posterior distribution of the cut-points
in particular, Monte Carlo techniques are used to examine the shape of the unnormalized marginal
distributions for each cut-point. The components of the posterior distribution that are available
lead to the choice of MCMC algorithm described in Section 1.2.5.
The basic form of the joint posterior distribution for
˜
γ and
˜
pi is as follows:
p(
˜
γ,
˜
pi|
˜
x) =
f(
˜
x|
˜
γ,
˜
pi)p(
˜
γ)p(
˜
pi)
f(
˜
x)
(1.17)
As a reminder, x1, ..., xn is an independent and identically distribution sample from a continuous
distribution. For simplified notation, let γ0 = 0, γk+1 = 1, and refer to the likelihood as f(
˜
x|
˜
γ,
˜
pi).
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The form of the likelihood based on the data model in Equation 1.13 is:
f(
˜
x|
˜
γ,
˜
pi) =
n∏
i=1
k+1∑
j=1
(
pij
γj − γj−1
)
1(γj−1 ≤ xi < γj)
=
k+1∏
j=1
(
pij
γj − γj−1
)∑ni=1 1(γj−1≤xi<γj) (1.18)
where
1(γj−1 ≤ xi < γj) =

1 if γj−1 ≤ xi < γj
0 otherwise
Using this likelihood in Equation 1.18 and the Dirichlet and DUOS priors described in Section
1.2.3, the unnormalized form of the joint posterior distribution is given below:
p(
˜
γ,
˜
pi|
˜
x) ∝ f(
˜
x|
˜
γ,
˜
pi)p(
˜
γ)p(
˜
pi)
∝
k+1∏
j=1
(
pij
γj − γj−1
)∑ni=1 1(γj−1≤xi<γj)
∗
k+1∏
j=1
pi1−1j
=
k+1∏
j=1
(
pij
γj − γj−1
)∑ni=1 1(γj−1≤xi<γj) (1.19)
Given the non-informative choices for
˜
γ and
˜
pi, the only piece left in Equation 1.19 is the
likelihood. This result is not the form of any standard distribution, and therefore, attempts were
made to consider the separate posterior distributions of
˜
γ and
˜
pi.
Starting with the cut-points, its join posterior distribution is given below:
p(
˜
γ|
˜
x) =
f(
˜
x|
˜
γ)p(
˜
γ)
f(
˜
x)
(1.20)
If order to better assess convergence and accuracy of results, it would be useful to have some
understanding of the full form of this posterior distribution of
˜
γ described in Equation 1.20. To
achieve this, it is necessary to first integrate out
˜
pi from Equation 1.17. Note that the prior for
˜
γ is
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constant. Thus, the only remaining piece in the numerator of the full posterior containing
˜
pi is the
likelihood: f(
˜
x|
˜
γ,
˜
pi). The steps to integrate
˜
pi out of f(
˜
x|
˜
γ,
˜
pi) to achieve f(
˜
x|
˜
γ) are given below:
f(
˜
x|
˜
γ) =
∫
pi1
∫
pi2
...
∫
pik
f(
˜
x|
˜
γ,
˜
pi)dpi1dpi2...dpik
=
∫
pi1
∫
pi2
...
∫
pik
k+1∏
j=1
(
pij
γj − γj−1
)∑ni=1 1(γj−1≤xi<γj)
dpi1dpi2...dpik
=
k+1∏
j=1
(
1
γj − γj−1
)∑n
i=1 1(γj−1≤xi<γj) ∫
pi1
∫
pi2
...
∫
pik
k+1∏
j=1
p
∑n
i=1 1(γj−1≤xi<γj)
j dpi1dpi2...dpik
=
k+1∏
j=1
(
1
γj − γj−1
)∑n
i=1 1(γj−1≤xi<γj) ∫
pi1
∫
pi2
...
∫
pik
k+1∏
j=1
pi
∑n
i=1 1(γj−1≤xi<γj)
j dpi1dpi2...dpik
=
k+1∏
j=1
(
1
γj − γj−1
)∑n
i=1 1(γj−1≤xi<γj)
∏k+1
j=1 Γ(
∑n
i=1 1(γj−1 ≤ xi < γj) + 1)
Γ(
∑k+1
j=1 (
∑n
i=1 1(γj−1 ≤ xi < γj) + 1))
(1.21)
Note that integrating over
˜
pi ends up being fairly simple due the fact that the part of the likeli-
hood containing
˜
pi takes the form of a Dirichlet distribution with parameters ((
∑n
i=1 1(0 ≤ xi < γ1) + 1) ,
..., (
∑n
i=1 1(γj ≤ xi < 1) + 1)).
To find the complete form of the posterior of the
˜
γ, it would be necessary find f(
˜
x) by solving
the following integral to calculate the normalizing constant:
f(
˜
x) =
∫
γ1
∫
γ2
...
∫
γl
k+1∏
j=1
(
1
γj − γj−1
)∑n
i=1 1(γj−1≤yi<γj)
∗
∏k+1
j=1 Γ(
∑n
i=1 1(γj−1 ≤ yi < γj) + 1)
Γ(
∑k+1
j=1 (
∑n
i=1 1(γj−1 ≤ yi < γj) + 1))
dγ1dγ2...dγk
(1.22)
Each parameter in Equation 1.22 would have to be integrated out of a function that has multiple
layers that make it extremely difficult to solve analytically. Each γj is contained in the denominator
of a fraction, in a power containing the sums of indicator functions, and in gamma functions of
sums of indicator functions. Even if the integral in Equation 1.22 had a straightforward analytical
solution, it would still be complicated to sample directly from the posterior distribution. However,
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it is still possible to explore the shape by working with the unnormalized version of the posterior
distribution of
˜
γ: p(
˜
γ|
˜
x) ∝ f(
˜
x|
˜
γ) established in Equation 1.21.
In the case where k = 1, it is simple to calculate the unnormalized density:
p(
˜
γ|
˜
x) ∝
(
1
γ1
)∑n
i=1 1(0≤yi<γ1)( 1
1− γ1
)∑n
i=1 1(γ1≤yi<1)
∗
Γ(
∑n
i=1 1(0 ≤ yi < γ1) + 1)Γ(
∑n
i=1 1(γ1 ≤ yi < 1) + 1)
Γ(
∑n
i=1 1(0 ≤ yi < γ1) +
∑n
i=1 1(γ1 ≤ yi < 1) + 2)
(1.23)
In order to show a variety of unnormalized posteriors, 50 data points were simulated from each
of unif(0, 1), N(0, 1), beta(2, 5), and beta(0.5, 0.5). Figure 1.3 was created by simulating 100,000
points from unif(0, 1) and then entering these values into the unnormalized density in Equation
1.23 (refereed to as the ‘Kernel’) using each of these four samples. In the case of the unif(0, 1),
beta(2, 5), and beta(0.5, 0.5) samples, no standardization was applied to the data before calculating
the unnormalized posterior density for the cut-point given that the data was already between 0 and
1. The N(0, 1) was standardized, and the effects of the standardization can be seen in the tails of
the plot in Figure 1.3. Chapter 3 demonstrates how to use scaling that prevents this from occurring.
The exact values of the kernel are not displayed, but the maximum unnormalized density values
based on these four samples ranged from 75 to 2 X 10−10.
Figure 1.3: Unnormalized posterior distribution of γ1 when k = 1 for data from four different
distributions with n = 50.
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The results in Figure 1.3 show the clear presence of many modes for each type of simulated data.
These breaks in the density are due to the indicator functions and occur at data points: x1, ..., x50.
To see how sample size affects these unnormalized posterior distributions, the same process was
repeated for n = 500. The results are displayed in Figure 1.4.
Figure 1.4: Unnormalized posterior distribution of γ1 when k = 1 for data from four different
distributions with n = 500.
Once again, plots in Figure 1.4 show fairly complex distributions with many modes, but the
location of these modes in the case of data from N(0, 1), beta(2, 5), and beta(0.5, 0.5) distributions is
condensed into one small area. On the other hand, as would be expected, the posterior distribution
for the cut-point for the unif(0, 1) data has density through the available space. This is because a
large sample from unif(0, 1) reveals that the location of the cut− point does not matter as much
given the flat nature of the histogram. This makes it clear that the data is heavily influencing the
results..
The same process was conducted again with 2 cut-points. In this case, 100,000 pairs of points
were simulated from unif(0, 1) and then sorted and plugged into the joint unnormalized density of
γ1 and γ2. The result is the heat map in Figure 1.5.
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Figure 1.5: Unnormalized joint posterior distribution of γ1 and γ2 when k = 2 for data from four
different distributions with n = 50.
Notice that areas where the unnormalized density is higher (lighter blue) are scattered through-
out the support indicating multiple modes. Also, these areas of higher density are not widespread.
There is only density in the upper triangle due to the requirement: 0 < γ1 < γ2 < 1.
For any situation in which k > 1, it would be useful to visualize the marginals of the γ’s.
This involves having to integrate once again over the integral in Equation 1.22. However, Monte
Carlo methods could be used to examine the unnormalized marginal posterior distributions of the
cut-points by approximating the integrals.
The idea behind using Monte Carlo estimation for an integral is outlined below:
1. Let
∫
A g(x)d(x) be the integral of interest over the support A
2. Estimate
∫
A g(x)d(x) using
∫
A
g(x)
h(x)h(x)d(x)
 where h(x) has the support A and is simple to simulate from
3. Simulate from h(x) M times to get X∗1 , ...X∗M
4. Calculate estimate of
∫
A g(x)d(x): EM [g(x)] =
1
M
∑M
i=1
g(X∗i )
h(X∗i )
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Given that p(
˜
γ|
˜
x) ∝ f(
˜
x|
˜
γ), the above process can be applied to f(
˜
x|
˜
γ) in Equation 1.21 in order
to find the unnormalized marginal posterior distributions for each cut-point. A full description is
given for the situation in which k = 2. Suppose the goal is to obtain the marginal posterior
distribution for γ1. The kernel or unnormalized part of the density takes the form below:
p(γ1|
˜
x) ∝∫ 1
γ1
(
1
γ1
)∑n
i=1 1(0≤xi<γ1)( 1
γ2 − γ1
)∑n
i=1 1(γ1≤xi<γ2)
∗(
1
1− γ2
)∑n
i=1 1(γ2≤xi<1)
∏3
j=1 Γ(
∑n
i=1 1(γj−1 ≤ xi < γj) + 1)
Γ(
∑3
j=1 (
∑n
i=1 1(γj−1 ≤ xi < γj) + 1))
dγ2
(1.24)
As a reminder, γ0 = 0 and γk+1 = 1 in Equation 1.24. Let g(γ1, γ2) be the interior of the
integral in the above Equation 1.24 with the intention of integrating over the γ2. Since the goal is
to visualize the shape of the unnormalized density, the density needs to be estimated on a dense
grid. In this case, a set of equally spaced points from 0.001 to 0.999 is used. Label these gr1 , ...gr999 .
A Monte Carlo estimate must be made for each grid point. This is created by the following steps
for each gr
l
: l = 1, ..., 999.
1. Let
∫
A g(grl , γ2)dγ2 be the integral of interest over the support (grl , 1)
2. Let h(x) in this case be unif(gr
l
, 1) whose PDF is 11−gr
l
3. Simulate M = 5,000 values from unif(gr
l
, 1) for γ2: X
∗
1 , ..., X
∗
M
4. Estimate
∫
A g(grl , γ2)dγ2 by EM [g(grl , γ2)] =
1
M
∑M
i=1
g(gr
l
,X∗i )
1
1−gr
l
This process was used to achieve the unnormalized marginal posterior densities for γ1 and γ2
based on data simulated from the same four densities displayed in Figure 1.6. Results in Figure 1.6
are based on samples of size 50.
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Figure 1.6: Unnormalized marginal posterior densities for γ1 and γ2 when k = 2 based on data
from four different distributions with n = 50.
Once again, the marginal posterior distributions of both cut-points have multiple modes for all
test data sets. The knowledge of the multimodal nature of the marginal posterior distributions of
the cut-points is useful information when determining whether or not the algorithm is mixing and
can be considered simulations from the posterior in Section 1.3.1.
Performing the same type of assessment for the bin probability parameters would require in-
tegrating the cut-points out of Equation 1.22. Given the many issues with finding an analytical
solution to this integral, a MCMC algorithm was implemented for simulation from the posterior
distribution. Proceeding with Metropolis Hastings steps for the cut-point and bin probability pa-
rameters separately is not possible without out integrating over the cut-points. Thus, rather than
perform a Metropolis-Hastings algorithm with proposals for all parameters at once, a Gibbs algo-
rithm is implemented so that the full conditional posterior distributions can be used to draw from
the posterior distributions for each set of parameters. This produces a convenient result for the bin
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probability parameters, while the full conditional distribution of the cut-points does not take the
form of any standard distribution.
1.2.5 Gibbs Sampling
Proceeding with a Gibbs sampler, this section describes the full conditional posterior distribu-
tions for the parameters. By using Gibbs sampling, the problem with integrating out
˜
γ to get the
form of
˜
pi is no longer an issue.
If the
˜
γ are conditioned on, the full conditional for
˜
pi|
˜
γ,
˜
x is straightforward due to conjugacy.
Recall that γ0 = 0, γk+1 = 1, and aj = 1 for all j = 1, ..., k + 1. In this case, the full conditional
distribution of
˜
pi is:
p(
˜
pi|
˜
γ,
˜
x) ∝ f(
˜
x|
˜
γ,
˜
pi)p(
˜
pi)
∝
k+1∏
j=1
pi
∑n
i=1 1(γj−1≤xi<γj)
j
k+1∏
j=1
pi
aj−1
j
=
k+1∏
j=1
pi
1−1+∑ni=1 1(γj−1≤xi<γj)
j
=
k+1∏
j=1
pi
∑n
i=1 1(γj−1≤xi<γj)
j
(1.25)
Thus, the full conditional distribution for
˜
pi is Dirichlet:
p(
˜
pi|
˜
x,
˜
γ) ∼ Dir(a∗) (1.26)
where a∗ = (1+
∑n
i=1 I(0 ≤ xi < γ1), 1+
∑n
i=1 I(γ1 ≤ xi < γ2), ..., 1+
∑n
i=1 I(γk ≤ xi < 1)). Thus,
the data is directly impacting the size of the probabilities in the bins.
Since the joint conditional posterior distribution for
˜
pi is a Dirichlet distribution, producing sim-
ulations is straightforward. This is not the case with the distribution of
˜
γ|
˜
pi,
˜
x. Due the complexity
of the joint distribution, the full conditionals of each individual γj are used in the Gibbs algorithm.
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Note the meaning of the notation
˜
γ−j used below. This indicates the γj is conditioning on all other
γj ’s except γj .
p(γj |
˜
x,
˜
pi,
˜
γ−j) ∝ f(
˜
x|
˜
γ,
˜
pi)p(
˜
γ)
∝
(
pij
γj − γj−1
)∑n
i=1 I(γj−1≤xi<γj)( pij+1
γj+1 − γj
)∑n
i=1 I(γj≤xi<γj+1)
γj ∈ [γj−1, γj+1)
(1.27)
This is not the unnormalized form of any standard or recognizable distribution as the full conditional
was for
˜
pi. Note the complexity of these marginal distributions in Figure 1.7. It demonstrates the
appearance of a typical unnormalized full conditional distribution of a cut-point for a single iteration
of the Gibbs algorithm.
Figure 1.7: Example of the unnormalized full conditional distribution of an individual γj .
As seen in Figure 1.7, the full conditional is not a continuous function. The graph is showing
the unnormalized full conditional distribution of a single γj as stated in Equation 1.27. The view of
the graph is shown over the support of γj which is [γj−1, γj+1). The breaks in the kernel occur at the
data that falls between γj−1 and γj+1. The probability mass of these full conditional distributions
is not only multimodal, but is also typically in a condensed area. This leads to difficulties in
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achieving reasonable acceptance rates if using uniform proposals in a Metropolis within Gibbs step.
However, this was expected based on the similar appearance of the unnormalized marginal posterior
distributions for the cut-points seen in Figure 1.6.
At this point, sampling from this distribution still presents a problem due to the complexity of
calculating the normalizing constant. As a reminder, it would involve integrating over parameters
that appear in the denominator of a fraction, in the power of that fraction, and in sums of indica-
tor functions. Splitting up the support into bins where the end points are the data would result
in subsets of the support where the powers in Equation 1.27 are constant. However, there were
still numerical difficulties in calculating this integral. Given that this full conditional distribution
changes for every cut-point parameter and every iteration of the algorithm, an alternative is imple-
mented. This alternative enables simulations to be obtained from the full conditional distribution
of a cut-point without needing to know its normalizing constant.
1.2.5.1 Rejection Sampling
Rejection sampling is a solution to the difficulties encountered when directly simulating from
the full conditional distribution of a cut-point. It can be used to simulate from a distribution where
the normalizing constant is unknown. Below is the basic rejection sampling algorithm as outlined
by Ross, S. (2010).
The goal is to simulate from a random variable with density f using another density g such
that:
f(y)
g(y) ≤ c for all y
1. Simulate Y from density g and simulated U ∼ unif (0,1)
2. Accept Y as a simulation X from f if U ≤ f(Y )/(cg(Y )), otherwise return to step 1
The f in this case is the marginal full conditional posterior distribution for each γj : p(γj |
˜
x,
˜
pi,
˜
γ−j).
This distribution is only known up to a normalizing constant as shown in Equation 1.27. It is nec-
essary to have a choice of g that results in proposals over the correct support as well as leading
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to a reasonable upper bound for the ratio of the two functions. A bounding function that satisfies
both of these requirements is depicted in Figure 1.8.
Figure 1.8: A demonstration of the bounding function in red, g, used for rejection sampling.
The bounding function in Figure 1.8 maintains the piecewise nature of the distribution where
the data are the endpoints. The function in red is constant between each pair of successive data
points and is also an upper bound to the marginal posterior conditional distribution. This function
that is constant between data points is advantageous because there is an analytical solution to its
normalizing constant, and it is straightforward to simulate from. The function depicted in red in
Figure 1.8 is calculated by the following steps:
1. Divide the kernel of the full conditional of γj into bins whose endpoints are the data
 Let
˜
y = (γj−1,
˜
x ∈ (γj−1, γj+1), γj+1)
 Let m = The number of data points in (γj−1, γj+1)
 For the lth bin, the end points are: (yl, yl+1)
– Note: y1 < y2 < ... < ym+2
2. Calculate the value of γj that maximizes the kernel over each bin: [yl, yl+1]
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 The point at which the maximum occurred is discovered by checking the first derivative
and the ends points of the bin (see Section A for the derivative calculation)
 Label these maximums as Γl for l = 1, 2, ...,m,m+ 1
The resulting proposal distribution g is written out below (nc∗ represents the normalizing
constant). Note that the powers in Equation 1.28 increase or decrease by one every time a shift is
made from [yl, yl+1] to [yl+1, yl+2].
g(γj |
˜
y,
˜
pi,
˜
γ−j) =

1
nc∗
pij+1
γj+1−Γ1
m
y1 ≤ γj < y2
1
nc∗
pij
Γ2−γj−1
1 pij+1
γi+1−Γ2
m−1
y2 ≤ γj < y3
1
nc∗
pij
Γ3−γj−1
2 pij+1
γj+1−Γ3
m−2
y3 ≤ γj < y4
... ... ≤ γj < ...
1
nc∗
pij
Γm−1−γj−1
m−2 pij+1
γj+1−Γm−1
2
ym−1 ≤ γj < ym
1
nc∗
pij
Γm−γj−1
m−1 pij+1
γj+1−Γm
1
ym ≤ γj < ym+1
1
nc∗
pij
Γm+1−γj−1
m
ym+1 ≤ γi < ym+2
(1.28)
where
nc∗ =
m+1∑
l=1
∫ yl+1
yl
pij
Γl − γj−1
l−1 pij+1
γj+1 − Γl
m−l+1
dγj
=
m+1∑
l=1
pij
Γl − γj−1
l−1 pij+1
γj+1 − Γl
m−l+1
(y
l+1
− y
l
)
The unnormalized version of the function in Equation 1.28 is what appears in red in Figure 1.8.
Given that this density is constant over the intervals created by the data points, sampling from
this distribution is fairly straightforward using the following steps:
1. Calculate the probability of a γj belonging to each interval create by y1, ..., ym+2 where y1 =
γj−1, ym+2 = γj+1, and y2, ..., ym+1 are the data points in (γj−1, γj+1)
 p(y
l
≤ γj < yl+1) = 1nc∗
(
pij
Γl−γj−1
)l−1 ( pij+1
γj+1−Γl
)m−l+1
(y
l+1
− y
l
)
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2. Sample from the m+ 1 intervals using a discrete uniform distribution with the probabilities
from step 1. Let l∗ be the sampled interval.
3. Simulate a proposal from unif(y
l∗ , yl∗+1)
Once a proposal has been made from g, it needs be accepted or rejected. Thus, a c that bounds
the ratio of the two density functions must be established (recall that m < n is the total number
of data points from x1, x2, ..., xn in the support of γj).
For any l = 1, 2, ...,m,m+ 1 find c such that:
p(γj |
˜
x,
˜
pi,
˜
γ−j)
g(γj |
˜
y,
˜
pi,
˜
γ−j)
=
(
pii
γj−γj−1
)l−1(
pij+1
γj+1−γj
)m−l+1
nc(
pij
Γl−γj−1
)l−1(
pij+1
γj+1−Γl
)m−l+1
nc∗
< c
This is easy to find since by construction of the Γ’s:(
pii
γj−γj−1
)l−1 ( pij+1
γj+1−γj
)m−l+1
<
(
pij
Γl−γj−1
)l−1 ( pij+1
γj+1−Γl
)m−l+1
This implies the following result in a choice for c where nc is the normalizing constant for the
distribution p(γj |
˜
y,
˜
pi,
˜
γ−j):
(
pii
γj−γj−1
)l−1 ( pij+1
γj+1−γj
)m−l+1
(
pij
Γl−γj−1
)l−1 ( pij+1
γj+1−Γl
)m−l+1 < 1
=⇒ nc
∗
nc
(
pii
γj−γj−1
)l−1 ( pij+1
γj+1−γj
)m−l+1
(
pij
Γl−γj−1
)l−1 ( pij+1
γj+1−Γl
)m−l+1 < nc∗nc
=⇒
(
pii
γj−γj−1
)l−1(
pij+1
γj+1−γj
)m−l+1
nc(
pij
Γl−γj−1
)l−1(
pij+1
γj+1−Γl
)m−l+1
nc∗
<
nc∗
nc
=⇒ p(γj |˜x, ˜pi,˜
γ−j)
g(γj |
˜
y,
˜
pi,
˜
γ−j)
<
nc∗
nc
Therefore, c = nc
∗
nc where nc
∗ is the normalizing constant of the bounding function defined in
Equation 1.28. This is convenient because applying this c as directed cancels out both normalizing
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constants in the ratio:
p(γj |
˜
x,
˜
pi,
˜
γ−j)
cg(γj |
˜
y,
˜
pi,
˜
γ−j) . Recall the proposal is accepted if this ratio is greater than or
equal to U ∼ unif(0, 1).
Using the rejection sampling, simulations can now be made from the full conditional posterior
distributions for
˜
γ and
˜
pi, and therefore, the Gibbs algorithm can be executed. The next section
provides the sequence of steps used in the Gibbs algorithm for DUOS.
1.2.6 Gibbs Algorithm
The Gibbs algorithm outlined in this section describes the choices for starting values and the
order in which simulations are produced from the full conditional distributions described in Section
1.2.5. Starting values are provided for the cut-point parameters and then used in the full conditional
for the bin probabilities. This step is followed by iterations using the rejection sampling on the
full conditional distribution of each cut-point in random order. After a sample is drawn from a
cut-point’s full conditional distribution, a sample is also from the Dirichlet distribution in Equation
1.26 for the bin probabilities. The purpose of Algorithm 1 is to provide simulations from the join
posterior distribution of
˜
γ and
˜
pi. A Gibbs sampler has the joint posterior distribution of these
parameters as its target (Gilks, W., Richardson, S., and Spiegelhalter, D. (1996)). Given enough
iterations, simulations from this target distribution can be achieved. The steps for this particular
Gibbs sampler are outlined below:
Let M = the total number of iterations.
Simulate starting values:
1. Simulate k values from uniform(0, 1) and sort small to large to create (γ01 , γ
0
2 , ..., γ
0
k−1, γ
0
k).
2. Simulate k + 1 values from Dirichlet with parameter a∗ = (1 +
∑n
i=1 I(0 ≤ xi < γ01), ..., 1 +∑n
i=1 I(γ
0
k ≤ xi < 1))
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for i = 2 to M do
Randomly select order for full conditional draws for the γj ’s: i1, i2, ..., ik;
for j ∈ i1, i2, ..., ik do
Let m = number of data points ∈ (γi−1 or ij−1 , γi−1 or ij+1 );
if m is equal to 0 then
Simulate γproposalj from unif(γ
i−1 or i
j−1 , γ
i−1 or i
j+1 );
 i− 1 or i indicates which iteration to condition on in the full conditional for γj
else
Find Γl’s for the bounding function in Equation 1.28;
Find the normalizing constant, nc∗, for the bounding function;
while rejection sampling proposal not accepted do
Simulate a draw from the proposal distribution in Equation 1.28: γproposalj
Simulate U ∼ unif(0, 1);
if
p(γproposalj |˜x,˜pi,˜
γ−j)
cg(γproposalj |
˜
y,
˜
pi,
˜
γ−j)
≥ U then
Accept the proposal;
else
Reject the proposal;
end
end
Simulate
˜
pi from Dir(a∗) where a∗ is specified in Equation 1.25;
end
end
end
Algorithm 1: DUOS: Gibbs Sampler
The Gibbs sampler outlined in Algorithm 1, referred to as DUOS, was designed to sample from the
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complex full conditional distribution of the cut-points while keeping the bin probabilities updated.
The next section provides an in depth evaluation of the convergence and accuracy of DUOS.
1.3 Results
In order to thoroughly assess the performance of DUOS, a wide variety of test distributions
were chosen to use in simulation studies. The nine distributions are depicted in Figure 1.9. Full
details on the probability density functions, cumulative density functions, means, and variances of
these functions can be found in Table A.1 in Section A.
Figure 1.9: Plots demonstrating the PDF”s of distributions used for testing DUOS.
The purpose of the choices in Figure 1.9 was to evaluate DUOS on data sets from distributions
with different forms and levels of complexity. Performance on standard distributions such as normal
were examined, as well as notoriously difficult distributions to approximate such as uniform and
the ‘claw’ distribution.
In order to provide a detailed assessment of DUOS over these test distributions, sample sizes
range from 50 data points to 500 data points. Ten data sets were simulated from each distribution
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and size. Because of the clear signs of multiple modes, the number of iterations for running DUOS
on all data sets was set higher at 20,000. Less iterations were tested, but consistent convergence
results could be attained with 20,000 iterations. The results from these simulations were used
to assess convergence and performance using a variety of graphical, quantitative, and statistical
means.
Up to this point, one of the goals for DUOS is to produce a Bayesian density estimator that is
simple to implement. The only choice a user has to make so far is the number of cut-points. After
accumulating information on the number of cut-points necessary for convergence, information was
also collected on the mean integrated squared error (MISE). This information was combined with
the convergence diagnostics to create a default recommendation. This section then compares results
from DUOS using this default to other default versions of common density estimators included the
kernel density estimator (KDE) and the Dirichlet process mixture of normals (DPMN).
Finally, details are provided on how to obtain inference on a selection of statistical summaries
on the density estimate. This section also includes overall summaries of the accuracy of DUOS in
estimating these values by comparisons to their true values from the test distributions.
The first step to all of these results was to ascertain whether or not the target joint distribution
of
˜
γ and
˜
pi has been reached by checking convergence.
1.3.1 Convergence
This section presents a variety of visual and statistical diagnostic tools for assessing convergence.
Plots and tests were created on the results from running DUOS on each sample from all distributions
and sample sizes. Conclusions are presented at the end as to trends in the number of cut-points
necessary for convergence.
Due to its simplicity , the trace plot is often used in the process of determining if convergence
has been reached (Chen, M., Shao, Q., and Ibrahim, J. , 2000, pg. 60). However, as Rajib,
P, MacEachern, S. and Berliner, M. (2012) pointed out, the behavior in the trace plot may be
difficult to attribute to convergence or lack of convergence due to the multimodal nature of the
38
posterior distribution. Thus, other means will be combined with the trace plots. For example, in
addition to the trace plots, autocorrelation plots are used since they are useful in determining how
slowly or quickly a chain is mixing (Chen, M., Shao, Q., and Ibrahim, J. , 2000, pg. 61). The trace
plots show all iterations, but a burnin of 10,000 was discarded before creating the ACF plots for
each parameter.
Given the large volume of results obtained from the repetitions of the test data, there were
hundreds of trace plots that could be displayed. Thus, several examples showing the typical be-
havior across sample sizes were created. For the plots shown below, data simulated from the ‘line’
distribution was used as input to DUOS. Results based on a data set of size 50 with 4 cut-points
is plotted in Figure 1.10.
Figure 1.10: Trace plots for the cut-points and four of five bin probability parameters are displayed
in the first row. The ACF plots with lag=1000 are plotted in the second row for each set of
parameters. These figures are based on results from data simulated from the ‘line’ distribution:
n = 50.
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Based on the trace plots and ACF plots in Figure 1.10, there did not seem to be any issues with
convergence. The chain is able to move fairly easily between modes of the multimodal structure
of the marginal posterior distributions seen in Section 1.2.4. This is supported by how the auto-
correlation dies off fairly quickly in the ACF plots. This was the case for all test distributions (see
Appendix B).
Another way to look at the trace plots would be to run multiple chains with diverse starting
values to make sure the chains are consistently overlapping. Three different chains were created for
each parameter in Figure 1.11. Overdispersed starting values were created by simulating the start
values for the cut-points from unif(0, 1/3) for the first chain, unif(1/3, 2/3) for the second chain,
and unif(2/3, 1) for the third chain.
Figure 1.11: Three different chains with diverse starting values were overlaid for each set of param-
eters. This is based on data simulated from the ‘line’ distribution: n = 50.
Regardless of diverse starting values, the three chains in Figure 1.11 are clearly exploring the
same space (See Appendix B for all distributions). Thus, a small number of cut-points on small
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data sets do not appear to have issues with convergence. This is also the case when more cut-points
are added (See Figure B.4 in Appendix B).
As the sample size increases, the appearance of the trace plots changes and the mixing slows
down, specifically when the number of cut-points is small. To see the most extreme example,
Figure 1.12 shows the trace plots and ACF plots for results from DUOS with four cut-points on a
data set of size 500 from the ‘line’ distribution.
Figure 1.12: Trace plots for the cut-points and four of five bin probability parameters are displayed
in the first row. The ACF plots with lag=1000 are plotted in the second row for each set of
parameters. This is based on data simulated from the ‘line’ distribution: n = 500.
In this case, the mixing is much slower based on the ACF plots, indicating a potential need to
run more iterations. The trace plots are clearly jumping to different places where it stays for a
stretch of iterations. This behavior is typical among many of the results from DUOS when larger
sample sizes and few cut-points were chosen (see Appendix B) . This is most likely due to the
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multiple modes. It appears that it is harder to move from mode to mode when the powers are
much larger in
pij
γj−γj−1
∑n
i=1 I(γj−1≤xi<γj) pij+1
γj+1−γj
∑n
i=1 I(γj≤xi<γj+1) from Equation 1.27.
Looking at multiple chains on the ‘line’ data with n = 500 can help determine if there are issues
with convergence. It also may confirm the need to run the chains longer.
Figure 1.13: Three different chains with diverse starting values were overlaid for each set of param-
eters. This is based on data simulated from the ‘line’ distribution: n = 500.
Figure 1.13 shows one of the chains consistently rising above the rest for several of the param-
eters. They might be mixing better after a burnin of 10,000, but the chain remaining above the
others for so long is concerning, since the other chains never explored this part of the space. The
same or worse problems occurred in most cases with the other distributions as seen in Figure B.7 in
Appendix B. Thus, either the chains need to be run much longer, or more cut-points are necessary.
If more cut-points are added, for instance if k = 12, there is some improvement in the trace
plots and ACF plots.
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Figure 1.14: Trace plots for four of the parameters are displayed in the first row when k = 12. The
ACF plots with lag=1000 is plotted in the second row for each set of parameters. This is based on
data simulated from the ‘line’ distribution: n = 500.
Based on the ACF plots and trace plots in Figure 1.14, the chain seems to be moving between
modes somewhat easier and faster. However, a short chain will still most likely be insufficient to
ensure full exploration of the posterior distribution.
Another way to examine if more cut-points improves the speed of mixing is by looking at multiple
chains. Previously, few cut-points resulted in one of the chains requiring many iterations before
exploring the same space as the other chains. However, with more cut-points, plotting multiple
chains does not show any major issues. In Figure 1.15, the effects of the starting values disappear
fairly quickly, and the chains are clearly overlapping after a burnin of around 5,000. This was the
case for most distributions, but based on Figure B.10 in Appendix B, the ‘claw’ distribution may
need more than 20,000 iterations.
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Figure 1.15: Three different chains with diverse starting values were overlaid for four of each set of
parameters with k = 12. This is based on data simulated from the ‘line’ distribution: n = 500.
Another common graphical means of assessing convergence is running mean plots (Rajib, P,
MacEachern, S. and Berliner, M. (2012)). These graphs were also examined as part of diagnosing
issues with convergence. They confirmed the same results seen in the trace plots and ACF plots
(See Appendix B).
In order to increase confidence that DUOS has converged given the multimodal nature of the
posterior distributions, simulations of the cut-point parameters were compared to the Monte-Carlo
estimates of the unnormalized posterior distributions described in Section 1.2.4. Given the com-
plexity and storage space necessary to produce a grid with good coverage for these estimates beyond
k = 2, only results for k = 2 were examined. Figure 1.17 demonstrates the results from the ‘line’
distribution with 50 points.
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(a) Marginal posterior simulations from DUOS. (b) The unnormalized marginal posteriors.
Figure 1.17: A comparison of Gibbs posterior simulations from DUOS to the actual marginal
posterior distributions for four distributions where n = 50 and k = 2.
Results in Figure 1.17 show that the simulations from DUOS appear to capture the large range
of modes in the unnormalized posterior density, confirming convergence of the algorithm for a small
number of cut-points when the sample size is small. Even in the case of the ‘arcsin’ or beta(0.5, 0.5)
distribution, there are several very small modes in the distribution which the Gibbs algorithm
appears to capture. This was the same case for all other distributions except the ‘claw’ distribution
as seen in Figure B.18 in Appendix B. Given the complexity of this distribution, it needs more
cut-points. When the sample size is large, and the modes are narrow, the Gibbs algorithm does
not converge for several of the test distributions as seen in Figure B.19 in Appendix B.
At this point, all graphical means of assessing convergence point to no issues with convergence
when small data sets are combined with few cut-points. Large data sets seem to have issues mixing
quickly if a lower number of cut-points is chosen, and may even produce simulations that miss
the actual modes in the posterior distributions. However, graphs improved when more cut-points
were added. It would be useful to have further information on how small data sets react to more
cut-points or at which point more cut-points need to be added to reach convergence.
Supplementing the graphs with quantitative efforts through statistical tests can help answer
these questions. One of the primary means of assessing convergence according to (Cowleds, M. ,
2013, p. 158), (Chen, M., Shao, Q., and Ibrahim, J. , 2000, pg. 61), and (Rajib, P, MacEachern, S.
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and Berliner, M. (2012)) is proposed by Gelman, A., and Rubin, D. (1992). The Gelman-Rubin
diagnostics (or potential scale reduction factor) requires that multiple chains be run with diverse
starting values.
A typical run of DUOS with k cut-points is initialized by simulating k values from unif(0, 1)
and sorting them. To calculate the scale reduction factor, 3 chains were run on all distributions
and all sample sizes for a wide range of cut-point options (k). The starting values for each chain
were given over-dispersed starting values by simulating k values from unif(0, 13) for the first chain,
unif(13 ,
2
3) for the second chain, and unif(
2
3 , 1) for the third chain. This was repeated on 4 different
samples for each distribution and sample size.
Several different iteration lengths and burnins were tested to see how long the algorithm needed
to be run to reach convergence: 5,000, 10,000 and 20,000. In each case, a burnin of half the
iterations was discarded before calculating the potential scale reduction faction (PSRF). Sample
sizes at the lower end of the range 50 to 500 showed no issues with convergence when running 5,000
or 10,000 iterations. Results were less consistent as the sample size grew, thus all results to follow
are from running 20,000 iterations. Overall trends are shown in Figure 1.18.
Figure 1.18: LOESS smoothing curves fit to the number of cut-points verses the PSRF for each
sample size and distribution.
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Figure 1.18 shows a plot of the number of cut-points verses the PSRF for each distribution.
Given the large amount of data, a LOESS smoothing curve was fit to the PSRFs and plotted for
all γ’s and the pi’s from the four samples from each distribution and size. This was to understand
the overall behavior of cut-point number verses PSRF. A horizontal line is placed at a cutoff of 1.1
since close to one indicates no evidence of lack of convergence. Figure 1.18 helps confirm the results
from the graphical methods of assessing convergence. For smaller sample sizes, such as 50, any
number of cut-points appear to have no issues with convergence. As the sample size increases, the
PSRF does not begin to approach 1 for many of the distributions until the number of cut-points is
larger. The simply shaped distributions like unif(0, 1) and ‘line’ did not have any major issues for
any sample size, but there were clear issues with convergence when few cut-points were applied to
more complicated distributions.
In order to further confirm convergence, the Geweke diagnostic was performed (Geweke, J. (1991)).
Using a burnin of 10,000, a t-test was performed comparing the mean of two sections of the chain.
The default is to compare the first 10% after burnin to the last 50% after burnin. Given the mul-
timodal nature, and the sometimes fairly slow mixing, the mean of the first 30% was compared
to the last 40%. This was performed on every parameter, distribution, and sample size for the 10
repetitions.
Figure 1.19 plots the number of cut-points verses the absolute value of the test statistics for
all parameters for results from DUOS on each sample data set. Once again, a LOESS curve was
fit to the results. Although separate lines are shown for each distribution, the default number of
cut-points discussed later is chosen independent of distribution. In this case a horizontal line was
placed at 1.96. Any test statistics larger than 1.96 indicates the means are significantly different.
This could be due to the chain needing to be run for more iterations or the mixing is so slow that
different areas of the posterior are being explored in the two parts of the chain.
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Figure 1.19: LOESS smoothing curves fit to the number of cut-points verses the test statistic from
the Geweke diagnostic for each sample size and distribution.
The Geweke diagnostic results are similar to the PSRF. There appears to be no issue with
convergence for small samples sizes (n = 50). However, for anything larger, specifying few cut-
points typically shows issues for at least a few distributions (usually the more complex). It appears
that the Geweke diagnostic actually increases with the number of cut-points. This indicates that
a large number, such as 20 or more, does not work as well on data sets within the size ranges in
Figure 1.19.
All convergence results indicate that convergence can be attained for a wide range of values for
k (the number of cut-points) for smaller sample sizes such as 50 or 100. However, as the sample
size increases, using few cut-points could result in extremely poor mixing and clearly missing the
target posterior distribution as seen in Figure B.19 in Appendix B. When the sample size was
large and k was small, the ACF plots and trace plots revealed chains that were highly correlated
and therefore, had a difficult time exploring the space. Plotting multiple chains together with
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overdispersed starting values confirmed that the starting values highly influenced the simulations
for a large number of iterations. The Gelman-Rubin diagnostic verified the inconsistency in multiple
chains under certain circumstances. However, the PSRF clearly approached 1 as k increases. The
statistics from the Geweke diagnostic tended to be large when k was too small or too large. However,
its results agreed with the PSRF as to what sizes for k did tend to converge.
The intention of making the plots of the Geweke statistics and PSRFs was to use the wide range
of simulations to create a recommended default number of cut-points that is likely to produce a
result that has converged. If the minimum number of cut-points were chosen that converges across
all sample sizes, 10 is the recommendation. However, it would be useful to let the MISE (mean
integrated squared error) influence this choice as well, since less cut-points showed no problems
with convergence for smaller data sets.
1.3.2 Evaluation
This section presents results from calculating the MISE on the density estimates from DUOS:∫
(fˆ(x)− f(x))2dx. The MISEs were retrieved from DUOS being run on all samples sizes and test
distributions for a range of values for k (the number of cut-points). The MISE was estimated by
simulating 1000 values between 0 and 1 and calculating the estimated and actual density at each
point. The square of the differences were averaged to achieve the MISE. The goal was to find a
value of k for each sample size that tends to provide low MISE values for all distributions. This
information was combined with the convergence results from the previous section to provide DUOS
with a well-informed default choice for k. The other purpose for producing a default for DUOS
was to compare its results to default versions of other common density estimators. Figures in this
section show how the MISE from the default settings for DUOS compares with the defaults for
KDE and DPMN described in the literature review in Section 1.1.1.
Figure 1.20 shows a plot of a LOESS curve fit to the number of cut-points verses the MISE for
each sample size and distribution.
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Figure 1.20: Plots LOESS smoothing curve fit to the number of cut-points verses the MISE by each
sample size and distribution.
Figure 1.20 clearly highlights issues when a small number of cut-points is used on large sample
sizes. However, for small sample sizes, more cut-points typically result in a higher MISE, and
only 3 or 4 are needed. For larger sample sizes, the MISE does slightly increase or remain fairly
flat after a certain number of cut-points. Based on the data used to create Figure 1.20 and Fig-
ure 1.18, a table was created that recommends a number of cut-points determined solely by the
sample size. This recommendation was formed on what converged from each sample size across all
distributions, and also what was the best choice across all distributions for minimizing the MISE.
For some distributions such as ‘claw’, more than the recommendation would achieve a lower MISE,
and for the uniform distribution, less cut-points than the recommendation would achieve a lower
MISE. However, having a reasonable default across a wide range of distributions is useful for user
implementation.
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Table 1.1 summarizes the information from the PSRFs and MISEs. It contains information on
what k minimizes the PSRF verses being low enough to assume convergence (i.e. PSRF < 1.1). It
also reveals which value of k tended to minimize the MISE. These three pieces of information are
combined in a ‘suggested’ k that typically converges while producing a low MISE.
Table 1.1: This table shows the sample size and the number of cut-points that results in the
PSRF closest to 1, the minimum number of cut-points that leads to convergence, and the number
of cut-points that minimizes the MISE. These three pieces of information are used to create a
recommended number of cut-points.
Sample Size PSRF ≈ 1 Minimum to Converge Minimum MISE Suggested k
50 6 All Converge 4 4
100 6 4 5 5
150 6 5 5 5
200 8 6 5 6
250 8 7 6 7
300 7 8 7 8
350 10 9 10 10
400 10 10 10 10
500 11 to 13 11 10 11
A pattern emerged from the results above. The relationship between sample size and the num-
ber of recommended cut-points is approximately linear. There are no problems with convergence
for small sample sizes, but for a sample of size 50, 4 cut-points minimizes the MISE across all
distributions. For larger data sets, if the number of cut-points was chosen that minimizes the MISE
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while still converging, approximately one additional cut-point needs to be added for each 50 data
points. Thus, the default based on the sample size is:
kdefault = [n/50] + 3 (1.29)
Interestingly, this aligns somewhat Sturges’ choice for the optimal number of bins: 1+3.3log10(N)
Sturges, H. (1926). Figure 1.21 shows a plot of size verses number of bins for the default from
DUOS, verses Sturges’ choice for histograms.
Figure 1.21: A plot of sample size verses the recommended number of bins for DUOS verses Sturges’
choice for histograms.
Based on Figure 1.21, DUOS and Sturges’ method work within a similar range of bins, but
DUOS increases the number of bins at a faster rate. The choice for DUOS as was the choice for
Sturges relied solely on sample size. If a choice for k was made that did take prior information
about the underlying distribution into account, Figure 1.22 demonstrates the difference between
the default across distributions and a distribution specific choice for the number of cut-points in
DUOS. For comparison to other default methods, it is necessary to use a default for DUOS which is
the ‘distribution free’ method in Table 1.1, but for the sake of seeing how different the two choices
are, the results are shown below.
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Figure 1.22: A plot of sample size verses recommended cut-point size. The ‘distribution free’
method is a general recommendation across distributions based on sample size (default for DUOS).
The ‘distribution specific’ method is a choice for cut-points based on the size AND distribution.
For most of the distributions in Figure 1.22, the number of cut-points for the ‘distribution
specific’ recommendation is very close to the ‘distribution free’ default. For the unif(0, 1) distri-
bution, far less cut-points are necessary to meet convergence and reduce the MISE. For the ‘claw’
distribution, more cut-points could further reduce the MISE due to complexity of the distribution.
Since the default value for k was chosen using information across all distributions, it serves as
a reasonable default for comparing to other default methods. Thus, all MISE results from DUOS
use the default k based on the sample size in Equation 1.29. Commonly applied Bayesian and
non-Bayesian methods were chosen for comparison to DUOS. As mentioned in Section 1.1.1.1, the
most popular non-Bayesian choice in nonparametric density estimation is kernel density estimation
(Venables, W. and Ripley, B.. (2002)). The goal was to compare the default recommendation for
DUOS to a common default for kernel density estimation (KDE). Thus, using density in R, the stan-
dard normal Gaussian kernel is implemented with a bandwidth of: hˆ = 0.9min(σˆ, IQR/1.34)n−1/5
(Silverman, B. , 1998, p. 47). At the end of Section 1.1.1.2, a common choice for Bayesian density
estimation was pointed out as being the Dirichlet process mixture of normals (DPMN). See the end
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of this section for a full description of the default prior chosen for DPMN that uses hyperpriors.
As a reminder, this was carried out using the function DPdensity in DPpackage.
The MISE was then calculated on density estimates from KDE and DPMN and compared to
DUOS. A smoothing LOESS curve was once again fit to the samples size verses MISE for each
density estimation type.
Figure 1.23: Plots of LOESS smoothing curves fit to the sample size verses MISE for each distri-
bution and method: DUOS (k based on table 1.1), DPMN, and KDE.
The MISE for DUOS in Figure B.22 is based on results using the default k from Equation
1.29. DUOS clearly has the lowest MISE for the unif(0, 1), ‘line’, and ‘arcsin’ distribution. Its
MISE is also lower than KDE on the ‘claw’ and ‘jagged’ distributions and competitive with KDE
on the ‘bimodal’ data when n ≥ 200. The only distributions where it is not competitive with the
other methods is on the ‘vshape’ and N(0, 1) data. This is not a surprise given the default for
KDE was specifically designed for normal data and DPMN is a mixture of normals. However, for
all distributions, the MISE is decreasing as the sample size increases. The next section plots the
density estimate, which explains the areas where DUOS outperforms KDE and DPMN.
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1.3.3 PDF and CDF
Figures in this section demonstrate the results of DUOS visually on a small and large sample
from all test distributions. Density estimates from KDE and DPMN are then plotted with the
DUOS density. In order to assess DUOS in other areas, the MISE on the posterior mean CDF
from DUOS was compared to KDE and DPMN. Finally, the estimates of the CDF from DUOS are
plotted against the actual CDF of the underlying test distributions.
Below are plots of the Bayesian density estimate for DUOS created for data sets of size 50 and
400. As a reminder, the number of cut-points chosen is based on Equation 1.29. Thus, 4 cut-points
were used for the samples of size 50 from all distributions, and 11 cut-points for samples of size
400. To create this plot of the density, the posterior draws for the γ’s and the pi′s were used in
Equation 1.13 to calculate the density at each iteration over a grid of 999 points between 0 and 1.
Thus, with a burnin of 10,000, there are 10,000 posterior draws for each density estimate in the
grid. These values were averaged, and the results are plotted in Figures 1.24 and 1.25.
Figure 1.24: Plots of the Bayesian density estimate from DUOS for the 9 test distributions: n = 50.
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Figure 1.25: Plots of the Bayesian density estimate from DUOS for the 9 test distributions: n = 400.
Although the estimates of the densities in Figures 1.24 and 1.25 are not very smooth, the
default number of cut-points captures the overall shape of the data, especially when the sample size
is larger. This is advantageous for highlighting the primary characteristics of the distribution of a
sample of data for a user with little prior knowledge. This is in addition to a MISE that is typically
competitive with other standard density estimation methods. Using the same number of cut-points
on two difficult and contrasting test distributions, unif(0, 1) and ‘claw’ , resulted in very different
density estimates that accurately demonstrated their primary features when the sample size was
large. The estimate of the uniform distribution is a fairly straight line, and the estimate of the
‘claw’ density captures all of the narrow modes. DUOS shows no issues with estimating the outer
edges of the density, whether approaching zero, approaching infinity, or ending abruptly like the
unif(0, 1) and ‘’line’ distribution. To see how KDE and DPMN behave on the test distributions,
Figure 1.26 compares all three methods of density estimation to each other visually.
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Figure 1.26: Plots of density estimates from DUOS, KDE, and DPMN: n = 400.
It is clear from Figure 1.26 why DUOS had the lowest MISE on the unif(0, 1), ‘line’, and ‘arcsin’
distributions. The KDE and DPMN estimates begin to curve towards zero at the edge of the sample
spaces. This can also be seen in the ‘jagged’ distribution, whereas the estimate from DUOS does
not have this tendency. The default for KDE also tends to oversmooth the density estimate on the
‘jagged’ and ‘claw’ distributions. DUOS and DPMN both handle the multiple modes in both these
distributions, but DUOS was slightly more accurate due to DPMN attempting to pull the estimate
of the density toward zero on the left edge. Other than its lack of smoothness, DUOS is visually
similar to KDE and in particular, DPMN across all test distributions.
Given that results from DUOS typically represent the overall shape of the underlying density,
it tends to produce accurate estimates of the CDF. The form of the CDF used to create posterior
means estimates from DUOS can be found in Appendix A. Figure 1.27 shows the MISE on the
CDF estimates from DUOS, KDE, and DPMN. It plots a LOESS smoothing curve on the sample
size verses the MISE for each method and distribution.
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Figure 1.27: Plots a smooth LOESS curve of the sample size verses the MISE on the CDF results
for each distribution and methods: DUOS, KDE, and DPMN.
The MISE results in Figure 1.27 show that the estimate of the CDF from DUOS was very
comparable to the kernel density estimator and even beat it in some cases. It also typically produced
a more accurate estimate then the DPMN. The KDE and DPMN clearly outperformed DUOS in
the density estimate of the unimodal distributions like N(0, 1), beta(2, 5), and ‘vshape’. However,
DUOS produces estimates of the CDF in these cases whose MISEs are consistently as low or lower
than KDE and DPMN. This is due to the smooth CDF estimate that DUOS creates.
The form of the CDF given the parameters
˜
γ and
˜
pi has an analytical form based on the density
in Equation 1.13.
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Integrating over this form from 0 to x results in the following CDF.
F
˜
γ,
˜
pi(x) =

pi1
(γ1)
x 0 ≤ x < γ1
pi1 +
pi2
(γ2−γ1)(x− γ1) γ1 ≤ x < γ2
pi1 + pi2 +
pi3
(γ3−γ2)(x− γ2) γ2 ≤ x < γ3
... ... ≤ x < ...∑k−1
i=1 pii +
pik
(γk−γk−1)(x− γk−1) γk−1 ≤ x < γk∑k
i=1 pii +
pik+1
(1−γk)(x− γk) γk ≤ x < 1
(1.30)
In order to plot the CDF estimates, the CDF is estimated at a grid of 999 points between 0 and
1. The simulations for
˜
γ and
˜
pi from the Gibbs sampler are plugged into Equation 1.30 to retrieve
posterior draws for the CDF estimate at each grid point. These posterior draws are averaged for
each grid point to create a posterior mean estimate of the CDF. Figures 1.28 and 1.29 demonstrate
the Bayesian estimate of the CDF from DUOS for all test distributions on samples of size 50 and
400. The true CDF of the underlying density is overlaid with the DUOS estimate.
Figure 1.28: Plots of the DUOS Bayesian estimate of the CDF for the 9 test distributions: n = 50.
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Figure 1.29: Plots of the DUOS Bayesian estimate of the CDF for the 9 test distributions: n = 400.
Based on Figure 1.28, the estimates of the CDF from DUOS are smooth, which explains its
ability to compete with KDE and DPMN. It also results in CDFs that are visually accurate with
the true underlying CDF for small sample sizes and simpler distributions. This is confirmed by the
small MISE values in Figure 1.27. Where the CDF estimate from DUOS is least like the actual
CDF for small sample sizes is with the ‘jagged’ and ‘claw’ distributions. Given the complexity of
these distribution, more data is needed. These and all of the CDF estimates greatly improve when
more information is provided in the form of larger sample sizes as seen in Figure 1.29. Visually, it is
difficult to see differences between the DUOS CDF estimate and the true CDF. This was apparent
in the MISEs which were approaching zero as the sample size increase in Figure 1.27.
Using the samples of size n = 400, Figure 1.26 overlays the estimates of the CDF from all
methods. Given how close the MISEs were on the CDFs, the methods all produce visually similar
results.
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Figure 1.30: Plots of all CDF estimate from all methods for the 9 test distributions: n = 400.
As expected based on Figure 1.27, the CDF estimates in Figure 1.30 are very similar across
methods.
Overall, the DUOS density estimates clearly captured the general shape of the underlying
densities even though it is not smooth. It proved particularly adept on larger sample sizes at being
able to estimates complex or simple underlying densities. The same prior parameters and number
of cut-points were used on all samples of data of size 400, and DUOS was flexible enough to adapt to
the 5 modes of the ‘claw’ density or the completely flat distribution of the unif(0, 1) density. It does
not have a tendency like KDE and DPMN to pull the outer edges of the density estimate to zero as
shown in the visual display in Figure 1.26. The flexibility of DUOS proved useful in producing CDF
estimates whose MISEs were consistently lower or as low as the KDE and DPMN estimates. The
posterior mean CDF produced by DUOS was also as smooth in appearance as output from KDE
or DPMN. In addition to producing probabilities, the CDF is also useful for calculating quantiles.
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Similarly, the form of the data model in DUOS used to estimate the underlying density is conducive
to estimating a variety of statistical summaries with inference.
1.3.4 Statistics
The form of the density in Equation 1.13 is of course advantageous for calculating the posterior
mean estimate of the PDF and CDF, but it also directly leads to the estimation of the variance,
mean, and quantiles. All of the forms necessary to compute each of these statistics have an analytical
solution. Thus, the posterior simulations for
˜
γ and
˜
pi can directly be entered into these equations to
compute posterior simulations for the expectation, variance, and quantiles. Given these simulations,
credible intervals are straightforward to produce. This section contains details on how these are
computed as well as how accurately DUOS estimates the expectation, median, and variance of the
test densities.
As a reminder, the density in Equation 1.13 takes the form:
f
˜
γ,
˜
pi(x) =

pi1
(γ1)
0 < x < γ1
pi2
(γ2−γ1) γ1 ≤ x < γ2
pi3
(γ3−γ2) γ2 ≤ x < γ3
... ... ≤ x < ...
pik
(γk−γk−1) γk−1 ≤ x < γk
pik+1
(1−γk) γk ≤ x < 1
with
E[X] =
k+1∑
i=1
(γi + γi−1)pii
2
(1.31)
V ar[X] =
k+1∑
i=1
γ3i − γ3i−1
3
pii
γi − γi−1 − (
k+1∑
i=1
(γi + γi−1)pii
2
)2 (1.32)
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The inverse CDF for calculating quantiles is:
F−1
˜
γ,
˜
pi(x) =

x γ1pi1 0 ≤ x < pi1
(x− pi1)γ2−γ1pi2 + γ1 pi1 ≤ x < pi1 + pi2
(x− pi1 + pi2)γ3−γ2pi3 + γ2 pi1 + pi2 ≤ x < pi1 + pi2 + pi3
... ... ≤ x < ...
(x−∑k−1i=1 pii)γk−γk−1pik + γk−1 ∑k−1i=1 pii ≤ x <∑ki=1 pii
(x−∑ki=1 pii)1−γkpik+1 + γk ∑ki=1 pii ≤ x < 1
(1.33)
These equations provide straightforward means to calculate posterior draws for the distribution’s
mean, variance, and quantiles. By using the simulations from the Gibbs algorithm for the γ’s
and pi’s, posterior draws for the E[x] in Equation 1.31 can be obtained and then averaged to
get a posterior mean estimate of E[X]. A similar series of steps can be used for the variance in
Equation 1.32 or quantiles in Equation 1.33. The advantage of obtaining estimates through this
process is that this creates samples from the distribution of the quantities being estimated. Thus,
the posterior means can be examined, or credible intervals for each of these values can be easily
attained using the quantiles. These steps were executed for all distributions and sample sizes from
the DUOS output with the default number of cut-points. The mean, median, and variance were
calculated. Given that there are 9 sample sizes, 9 sample distributions, and 10 samples for each of
these distributions, there were 810 estimates of these means, medians, and variances. Coverage of
the true values for these statistics are recorded in Table 1.2.
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Table 1.2: The statistic vs. the % of times the credible interval contained the true value.
Statistic % Coverage
Mean 95.31%
Median 95.92%
Variance 88.02%
According to Table 1.2, the 95% credible intervals for the expectation and median from DUOS
had the appropriate amount of coverage, whereas DUOS captured the true variance within the
credible intervals only 88% of the time. Estimates for individual test distributions are examined
below to see where DUOS does and does not perform well.
Figures 1.31 shows the posterior mean estimates of the expectation from DUOS along with the
credible intervals.
Figure 1.31: Plots of the sample size verses the estimate of the mean with the upper and lower
bounds of the credible interval. The true value for the mean is at the horizontal red line.
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In Figure 1.31, the credible intervals typically capture the true value and decrease in width as
the sample size increases. For most test distributions, there is not an inclination for DUOS to over
or underestimate the mean. However, the expectation does appear to be slightly underestimated for
the ‘bimodal’ distribution, and slightly overestimated for the ‘beta’ distribution, but corrects itself
as the sample size increases. This behavior is typical for the Bayesian estimates of the variance as
well, but more extreme in some cases as seen in Figure 1.32.
Figure 1.32: Plots of the sample size verses the estimate of the variance with the upper and lower
bounds of the credible interval. The true value for the variance is at the horizontal red line.
The width of the credible intervals do decrease in Figure 1.32, but in the case of unimodal
data like ‘vshape’, N(0, 1), and beta(2, 5), DUOS typically overestimates the variance. Given
that the ‘arcsin’ distribution approaches infinity at the edges of the distribution, DUOS tends to
underestimate the variance, but is much more accurate for larger sample sizes. The results for the
median are similar to the mean and can be found in Appendix B.
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Duos provides the ability to perform Bayesian density estimation in a setup that allows for
easily acquiring statistics and inference from the estimated distribution. This is one of the primary
advantages of DUOS with the other being its ease of use. All of the recorded results on the accuracy
of DUOS in estimating the mean, median, and variance were once again created using the default
number of cut-points for DUOS. Based on the DUOS output, it it accurately estimates the mean
and median. DUOS is not quite as consistent with its estimates of the variance when its sample
size is small, but tends to improve as the sample increases. Given that posterior simulations are
provided for these statistics, this also provides the opportunity for creating hypothesis tests on
the means and variances. Thus, the output from DUOS can be extended to answering a variety
questions either about statistical summaries about a single set of data or for comparisons between
two sets.
1.4 Extension
As Fix, E. and Hodges, J. (1989) pointed out, one of the uses of density estimation is discrim-
inant analysis. In other words, given two sets of data, and a new data point, discriminant analysis
is used to decide which distribution the new data point belongs. DUOS can be extended in order
to create a Bayesian estimate of the likelihood ratio. Given two independent samples of data, this
likelihood ratio can help determine to which distribution a new data point is more likely to belong.
By creating likelihood ratios for multiple pairs, DUOS could be extended to use in classification
where more than two groups are present. This section outlines the process and Gibbs sampler to
create a Bayesian estimate of the likelihood ratio from DUOS.
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Let x1, x2, ..., xn1 be an iid sample from f . Let this sample be independent of a sample
y1, y2, ..., yn2 which is iid from g. The forms used to estimate these two distributions are below:
fˆ
˜
γ,
˜
pi(x) =

pi1
(γ1)
0 ≤ x < γ1
pi2
(γ2−γ1) γ1 ≤ x < γ2
pi3
(γ3−γ2) γ2 ≤ x < γ3
... ... ≤ x < ...
pik
(γk−γk−1) γk−1 ≤ x < γk
pik+1
(1−γk) γk ≤ x < 1
(1.34)
gˆ
˜
γ,
˜
φ(y) =

φ1
(γ1)
0 ≤ y < γ1
φ2
(γ2−γ1) γ1 ≤ y < γ2
φ3
(γ3−γ2) γ2 ≤ y < γ3
... ... ≤ y < ...
φk
(γk−γk−1) γk−1 ≤ y < γk
φk+1
(1−γk) γk ≤ y < 1
(1.35)
k : the number of cut-points
˜
γ : 0 < γ1 < γ2 < ... < γk−1 < γk < 1
˜
pi : pik ≥ 0 and
∑k+1
j=1 pij = 1
˜
φ : φk ≥ 0 and
∑k+1
j=1 φj = 1
The distributions fˆ
˜
γ,
˜
pi(x) and gˆ
˜
γ,
˜
φ(y) have independent sets of bin probability parameters to capture
differences in the density. However, they have a shared set of cut-points. Thus, for any individual
sample of
˜
γ,
˜
pi, and
˜
φ from the Gibbs algorithm, a new data point will fall in the same bins of
the same width for both distributions. The only difference will be the bin probabilities. This is
somewhat similar to the work of Fix, E. and Hodges, J. (1989) where the authors chose a constant
67
neighborhood around a new data point and used it for both samples of data. The reason for this
set up for DUOS was so that the likelihood-ratio takes the following form:
fˆ
˜
γ,
˜
pi(x)
gˆ
˜
γ,
˜
φ(x)
=

pi1
φ1
0 ≤ x < γ1
pi2
φ2
γ1 ≤ x < γ2
pi3
φ3
γ2 ≤ x < γ3
... ... ≤ x < ...
pik
φk
γk−1 ≤ x < γk
pik+1
φk+1
γk ≤ x < 1
(1.36)
For the form in Equation 1.36, there are three sets of parameters that require priors:
˜
γ,
˜
pi, and
˜
φ. Assume
˜
γ,
˜
pi and
˜
φ are independent (i.e. p(
˜
γ,
˜
pi,
˜
φ) = p(
˜
γ)p(
˜
pi)p(
˜
φ)). The same priors as in
Section 1.2.3 are applied with the Dirichlet distribution being applied to two sets of bin probability
parameters rather than one. Giving the cut-points are ordered between 0 and 1, the DUOS prior
is once again applied to the γ’s:
˜
γ ∼ uniform∆k(0,1) where 0 < γ1 < ... < γk < 1 (1.37)
As a reminder, simulations from the distribution in Equation 1.37 are created by drawing k
values from unif(0, 1) and ordering them from small to large. For the bin probability parameters
from fˆ
˜
γ,
˜
pi(x) and gˆ
˜
γ,
˜
φ(y), the priors are given below:
˜
pi ∼ Dir(
˜
a)
where aj = 1 for j = 1, 2, ..., k, k + 1.
˜
φ ∼ Dir(
˜
a)
where aj = 1 for j = 1, 2, ..., k, k + 1.
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These Dirichlet priors use the same noninformative choices for parameter values as DUOS has
used up to this point. Using these priors, the full form of the joint posterior distribution is:
p(
˜
γ,
˜
pi,
˜
φ|
˜
x,
˜
y) =
f(
˜
x, y|
˜
γ,
˜
pi,
˜
φ)p(
˜
γ)p(
˜
pi)p(
˜
φ)
f(
˜
x, y)
(1.38)
For the sake of notation, let γ0 = 0 and γk+1 = 1. Given that the two samples are independent,
the joint likelihood in Equation 1.38 takes the following form:
f(
˜
x, y|
˜
γ,
˜
pi,
˜
φ) = (
n1∏
i=1
f
˜
γ,
˜
pi(x))(
n2∏
j=i
f
˜
γ,
˜
φ(y))
=
 n1∏
i=1
k+1∑
j=1
pij
γj − γj−11(γj−1 ≤ xi < γj)
 n2∏
i=1
k+1∑
j=1
φj
γj − γj−11(γj−1 ≤ yi < γj)

=
k+1∏
j=1
(
pij
γj − γj−1
)∑n1
i=1 1(γj−1≤xi<γj)
k+1∏
j=1
(
φj
γj − γj−1
)∑n2
i=1 1(γj−1≤yi<γj)

(1.39)
As stated previously, the complexity of attempting to integrate the cut-points out of the likeli-
hood in Equation 1.39 lead to the use a Gibbs sampler. The full conditional posterior distributions
for the bin probabilities result in the same conjugacy found in Section 1.2.3:
p(
˜
pi|
˜
γ,
˜
x) ∝ f(
˜
x|
˜
γ,
˜
pi)p(
˜
pi)
∝
k+1∏
j=1
pi
aj−1
j
k+1∏
j=1
pi
∑n1
i=1 1(γj−1≤xi<γj)
j
=
k+1∏
j=1
pi
∑n1
i=1 1(γj−1≤xi<γj)
j
(1.40)
Thus, the full conditional distribution for
˜
pi is Dirichlet.
p(
˜
pi|
˜
x,
˜
γ) ∼ Dir(a∗) (1.41)
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where a∗ = (1 +
∑nV1
i=1 I(0 ≤ xi < γ1), 1 +
∑n1
i=1 I(γ1 ≤ xi < γ2), ..., 1 +
∑n1
i=1 I(γk ≤ xi < 1)).
Similarly, the full conditional for
˜
φ|
˜
γ,
˜
y takes the following form:
p(
˜
φ|
˜
γ,
˜
y) ∝ f(
˜
y|
˜
γ,
˜
φ)p(
˜
φ)
∝
k+1∏
j=1
φ
aj−1
j
k+1∏
j=1
φ
∑n2
i=1 1(γj−1≤yi<γj)
j
=
k+1∏
j=1
φ
∑n2
i=1 1(γj−1≤yi<γj)
j
(1.42)
As above,
˜
φ is also Dirichlet.
p(
˜
φ|
˜
y,
˜
γ) ∼ Dir(a∗) (1.43)
where a∗ = (1 +
∑n2
i=1 I(0 ≤ yi < γ1), 1 +
∑n2
i=1 I(γ1 ≤ yi < γ2), ..., 1 +
∑n2
i=1 I(γk ≤ yi < 1)).
The full conditional for
˜
γ|
˜
pi,
˜
φ,
˜
x,
˜
y is different then Equation 1.27 in Section 1.2.3 given that
there are two sets of data and two sets of bin probability parameters to incorporate. The notation,
˜
γ−j , used below indicates the full conditional posterior distribution for γj is conditioning on all
other γj ’s except γj .
p(γj |
˜
x,
˜
y,
˜
pi,
˜
φ,
˜
γ−j) ∝ f(
˜
x|
˜
γ,
˜
pi)f(
˜
y|
˜
γ,
˜
φ)p(
˜
γ)
∝
(
pij
γj − γj−1
∑n1
i=1 I(γj−1≤xi<γj) pij+1
γj+1 − γj
∑n1
i=1 I(γj≤xi<γj+1)
)
(
φj
γj − γj−1
∑n2
i=1 I(γj−1≤yi<γj) φj+1
γj+1 − γj
∑n2
i=1 I(γj≤yi<γj+1)
)
γj ∈ [γj−1, γj+1)
(1.44)
Given that Equation 1.44 is once again a non-standard distribution, rejection sampling like that
used in Section 1.2.5.1 is applied to sample from the full conditional distribution. Full details on
the rejection sampling for the cut-point parameters for the likelihood-ratio can be found in Section
A in Appendix A. Although the process is similar to previous sections, expanding to likelihood
ratio estimation broadens the areas where DUOS can be applied to classification.
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1.5 Discussion
One of the early fully Bayesian density estimators proposed by Leonard, T. (1973) advised spec-
ifying some sort of mean function (or individual means) on the bin probability parameters to create
a Bayesian version of the histogram. However, this could be problematic if this is miss-specified
given the strong influence it has on the results. This also still leaves parameters in the covariance
matrix that need to be considered. Choices for the bin widths also have a significant impact on
the appearance of the density estimate. For the DPMN (Escobar, M. and West, M. (1995)), it is
necessary to define the values for 4 prior parameters or 8 parameters for the hyperprior parameters
or some combination of these. It has been demonstrated that DUOS can function well with only
changing one fixed value: the number of cut-points. This has the advantage of allowing prior in-
formation to be input in a very straightforward manner to appeal to a broad range of users. It can
be made slightly more complex by changing the prior parameters for the bin probabilities as seen
in Section 3.2.2.1.4.
This simplicity is further improved by a large simulation study to recommend a default number
of cut-points depending on the size of the sample. The number of cut-points that minimized the
MISE for each distribution was compared to this default. Across each distribution, both options
were often very close except in the extreme cases like unif(0, 1) and the ‘claw’.
While this method has a simple layer of non-informative priors, it was shown in Sections 1.3.2
and 1.3.3 to be adept at handling a large range of distributions when using the default number
of cut-points. While this density estimator is based on step-functions that are also densities, it
proved to be flexible due to the random cut-points. These create bin widths and locations that are
also random. Another contributing factor was the choice of priors that led to the data being the
primary influence over the resulting density estimate.
When given a data set of size 400, 11 cut-points were used for all samples of data from the
test distributions. This resulted in a fairly level density estimate for the unif(0, 1) data and an
estimate that captured all of the five modes of the ‘claw’ distribution. DUOS had an advantage over
KDE and DPMN for distributions that do not asymptote at zero like N(0, 1). This lead to DUOS
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clearly outperforming KDE and DPMN for several of the distributions, while being comparable for
all others except when the data was normal.
For the CDF, DUOS was just as accurate as KDE or even better in several cases. It also
consistently produced a CDF with a lower MISE then the DPMN. DUOS was able to produce
these results for the CDF due the smoothness of the estimate and the flexibility of its density
estimate in accurately capturing the general shape of the underlying distribution.
The versatility of this method in terms of its uses was extended in Section 1.3.4 where steps
were laid out to calculate a variety of statistical summaries of the data such as the mean, variance,
and quantiles. It is also simple to acquire credible intervals using the posterior simulations for
these values. In some cases, DUOS tended to over-estimate the variance, but in general was very
consistent in capturing the true mean and median of the underlying distribution of the data. The
areas of application of DUOS can be further expanded to any analysis that requires a density:
Na¨ive Bayes classification, clustering, anomaly detection and through the full development of the
likelihood-ratio, discriminant analysis.
In the end, using a distribution of uniform order statistics to allow the bins to be random,
enabled the data to inform the posterior distribution as to where the bin end points would best
represent the data. By averaging thousands of step-functions, the final estimate of the density is
continuous. Thus, all results from DUOS point to a simple to use and flexible density estimator
that adapts well to a diverse collection of underlying densities.
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CHAPTER 2. GOLD
2.1 Introduction
Given how broad the area of density estimation is, there are numerous ways to approach the
problem from a non-Bayesian or Bayesian viewpoint. If a sample of data is assumed to be simulated
from a standard parametric family of distributions, maximum likelihood approaches or a Bayesian
approach with priors on the distribution’s parameters are common techniques. However, in many
cases when the underlying density cannot be assumed to belong to a particular class of densities,
non-parametric approaches are advisable. In this case, it would be useful to be able to choose
the values of the PDF at a variety of locations as parameters to estimate. This has already been
done via a non-Bayesian technique using maximum likelihood estimators (Silverman, B. , 1998,
p. 25). This method incorporates a smoothing parameter that allows for control of the roughness
or smoothness of the results. As mentioned in Section 1.1.1.2, Good, I., and Gaskins, R. (1971)
applied this method with a log-likelihood and a roughness penalty in the form of a functional.
The roughness penalty was introduced in order to fix problems with overly rough density estimates
resulting from applying maximum likelihood directly to the likelihood.
The ideas presented in this chapter leverage estimating the density directly. This method is
referred to as GOLD because it is based on a Gaussian process On a pre-Log-Density. GOLD
works with the space of continuous functions on (0, 1). In order to produce density estimates, expo-
nentiation can be applied to each function and subsequent normalization. Before exponentiating,
the continuous functions fall on the real number line and therefore, a Gaussian process prior can
be applied. This density estimator also inherits some of the goals of DUOS which were to produce
density estimates free of any constraints to belong to a standard parametric family while creating
a Bayesian process that is fairly straightforward to implement.
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This chapter contains a detailed explanation of the set up for GOLD, the MCMC process to
simulate from the posterior distribution, as well as an assessment of the convergence of the high
dimensional posterior space. In order to increase the usability of GOLD when little prior informa-
tion is known, an expansive simulation study is assessed which leads to default recommendations
resulting in quick mixing and low MISE. The default for GOLD is then compared to DUOS, DPMN,
an KDE. Finally, the process of achieving statistics such as the mean, variance, and quantiles are
discussed, along with inference on these statistics.
2.2 Literature Review
This section continues the overview of Bayesian techniques presented in Section 1.1.1.2, by
focusing on density estimators related to GOLD, particularly in the use of a pre-log-density or
similar logistic transformation. Akin to methods which use penalized likelihood (Good, I., and
Gaskins, R. (1971)), these methods incorporate a way to control smoothness, while placing priors
on some transformed and potentially unnormalized version of the underlying density.
Leonard, T. (1973) was one of the earliest to use a logistic density transformation similar to
the application in GOLD. Like his earlier work (Leonard, T. (1973)), Leonard once again uses
a Gaussian process in order to estimate a density (Leonard, T. (1978)). However, rather than
a histogram-like density estimator, this algorithm allows for the density estimator to be twice-
differentiable and therefore smoother. This proposed method is also nonparametric, while still
allowing prior information about smoothness to be incorporated into the process. The observations
x1, ..., xm are assumed to be a random sample from a density f on the interval [a, b]. A logistic
density transform is applied to f to get:
f(t) =
eg(t)∫ b
a e
g(s)ds
(2.1)
Leonard suggested a prior be placed on the first derivative of g, g(1), in the form of a Gaussian
process under the covariance structure:
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K(s, t) = cov(g(1)(s), g(1)(t)) = σ2e−β|s−t|
where 0 < σ2, β < ∞ and t ∈ [a, b]. This prior provides information that can be used to indi-
cate whether or not the the derivative g(1) is “unlikely to change radically within small intervals”
(Leonard, T. (1978)). The mean of this Gaussian process is a mean value function: µ(1).
Rather than present Bayesian results, the author stated that the complicated nature of the
Bayesian approach lead to using likelihood methods. Prior information is still incorporated in the
form of a prior likelihood. A Bayesian analysis would have resulted in the estimate of the posterior
mode for g, which is not the case for the likelihood approach. Leonard mentioned an advantage of
using the likelihood was avoiding the issue with the Bayesian approach depending heavily on the
prior specification (Leonard, T. (1978)).
A fully Bayesian approach to density estimations using a log density was proposed by Thorburn,
D. (1986). Let x1, ..., xn be a random sample from the density φ, and let φ(t) = exp(ψ(t)).
Thorburn defines a Gaussian process on ψ(x) rather than the first derivative like Leonard, T. (1978).
However, in order to ensure the density integrates to one, this Gaussian process is conditional on∫
exp(ψ(t))dt = 1. This conditional distribution is reasonable if ψ is integrable and the conditional
distribution can be proven to exist (Thorburn, D. (1986)). The Gaussian process on ψ with its
unconditional mean and covariance is:
N(m(t), σ(s, t)) (2.2)
The advantage of conditioning on
∫
exp(ψ(t))dt = 1 is that the posterior of ψ under the same
condition is also a Gaussian process:
N(m(t) +
n∑
i=1
σ(xi, t), σ(s, t)) (2.3)
The mode of the posterior can be be calculated analytically, but the posterior mean cannot, and
therefore is not examined. Covariance structures were suggested for this method that reflect the
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“expected fluctuations”and a mean function that captures prior knowledge of the underlying density
(Thorburn, D. (1986).
A semi-parametric approach that once again worked with a log form of the density was proposed
by Lenk, P. J. (2003). His idea was to incorporate prior belief about the family of densities into
the model, while at the same time using a logistic-Gaussian process in a way that allows results to
vary from this family. He estimates the density using the form:
f∞(y|β, Z) = exp(
−→
h (y)′β + Z(y))∫
Υ exp(
−→
h (y)′β + Z(x))dG(x)
(2.4)
where
 y has the support Υ

−→
h (y) = [h1(y), ..., hm(y)]
′: a vector of m, non-constant functions on Υ
 β is a vector of length m of unknown coefficients
 Z is a zero mean Gaussian process
 A parametric family is chosen for
−→
h (y) and G
Given that the family of distributions chosen for
−→
h and G are a speculation about the true under-
lying density, this technique is not completely nonparametric. Rather than specify a mean function
for the Gaussian process Z like Leonard, T. (1978) and Thorburn, D. (1986), the expected shape
of the distribution is captured by
−→
h (y). However, the Gaussian process, Z, is the nonparametric
piece that allows for deviations from this family:
Z ∼ N(
˜
0, σ(x, y) (2.5)
where the variance of Z reflects uncertainty about the distribution family chosen for
−→
h (y) and G.
Smaller variances lead to results heavily influenced by the chosen parametric family. Larger values
can result in an estimate considerably different. Smoothness in the resulting density estimate is
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controlled by the covariance for Z. Lenk works with Z in the form of an infinite series of random
Fourier coefficients and orthogonal basis, and parameterized in such a fashion that the author refers
to his work as the “Bayesian version” of the penalized maximum likelihood work of Good, I., and
Gaskins, R. (1971). Simulating from the posterior distribution for Z is accomplished through a
series of steps involving slice sampling, regression, and Metropolis-Hastings (Lenk, P. J. (2003)).
Early methods using a logistic transform of the density appeared to be difficult to work with
in a Bayesian context (Leonard, T. (1978)) or obtain a posterior mean estimate of the density
(Thorburn, D. (1986)). Leonard, T. (1978) chose to work with a normalizing constant, but
ended up presenting a likelihood approach. Thorburn, D. (1986) chose to pursue an alternative
by conditioning on the density integrating to one in order to obtain an analytical solution to the
mode of the posterior density estimate.
Both of the first two methods described are nonparametric, but some sort of mean function
or individual means must be specified. In the case of Leonard, T. (1978), this is a mean for a
Gaussian process on the first derivative of a logistic density transform. While it is recommended to
incorporate prior knowledge about the shape of the distribution into this mean function, this can
heavily influence the outcome. While this is valuable if there is confidence in the prior information,
it could be misleading if a mistake is made in this choice. In the case of Lenk, P. J. (2003), it was
necessary to specify a potential family of distributions that the data follows. However, specifying
a larger variance can permit the estimate of the density to deviate from this family.
Section 2.3.1 proposes a method that uses the concept of the log density in a fully Bayesian
context. It ensures the density integrates to one by estimating the normalizing constant rather
than working with a conditional distribution. GOLD uses the same form proposed by Leonard,
T. (1978), but with several differences in the application, including proceeding with Bayesian
methods using MCMC to produce simulations rather than a likelihood approach. It is free of
parametric assumptions on the density estimate itself and produces results competitive with KDE
and DPMN while using the same mean for a Gaussian process across a wide range of test densities.
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2.3 Methods
Similar to the previous method (DUOS) in Chapter 1, the GOLD method estimates a probability
density function that is not limited to a specific parametric class while using Bayesian techniques.
GOLD is also designed to work on data that is in the range (0, 1). However, the scaling technique
applied is adjustable so the edges of the density are not necessarily limited to the maximum and
minimum (see examples in Section 3.3.2.1). The primary advantage of this density estimator over
DUOS is the ability to produce smoother results. Rather than working with step-functions, GOLD
applies a prior to the class of continuous functions on (0, 1). The smoothing is made possible by
the use of GOLD (Gaussian process on a pre-log-density). Working with the goal of estimating the
continuous functions before exponentiating at a finite set of values creates parameters on the real
number line. The Gaussian process prior is placed on these parameters to estimate the continuous
function at the sample data and a grid. Given this is typically a large number, the Gaussian
process introduces correlation between these values which allows the use of prior information about
the smoothness. There are several key differences between the following methods of GOLD and
the results from Leonard, T. (1978), Thorburn, D. (1986), and Lenk, P. J. (2003). The main
differences are due to the use of a MCMC algorithm to produce a fully Bayesian result, the use of
a grid to estimate the normalizing constant, and the choice of mean and covariance functions.
2.3.1 Data Model
This section walks through the form used to estimate the underlying density f assumed to have
generated a sample of data, the choices for the support of this form, and the process of attaining
estimates of the likelihood. The form used to estimate f is similar to previous authors or the same
in the case of Leonard, T. (1978). However, GOLD departs from previous methodology either
in how the density estimate was ensured to integrate to 1 or how the prior was applied. Another
fundamental distinction between GOLD and the works of Leonard, T. (1978) and Thorburn,
D. (1986) was in the Bayesian application using MCMC methods. Given that the pre-log-density
(class of continuous functions) is not fixed, an estimation of the normalizing constant is necessary
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to ensure the end result is a density. This involves introducing a grid. Estimating a pre-log-density
on this grid and at the data points leads into the choice of a prior.
Beginning with the data model, let x1, ..., xn be an iid sample of data from a continuous density
f . Write f in the following form.
f(x) =
exp(g(x))∫ 1
0 exp(g(u))du
(2.6)
where g(x) is a pre-log-density. This ensures that g(x) can fall anywhere on R. Exponentiating
g(x) results in a function greater than zero, and therefore satisfies one of the necessary components
of a density. Unlike Thorburn, D. (1986) - who uses a conditional distribution - the normalizing
constant is part of the data model so that the probability density function integrates to one.
Although this takes away the ability for analytical solutions like Thorburn used to get the mode
of the density estimate, Bayesian techniques can be implemented to produce posterior simulations
via MCMC algorithms. GOLD and the method of Leonard, T. (1978) start with the same form in
Equation 2.6, but GOLD presents solutions obtained through Bayesian techniques and Leonard’s
paper describes results from a maximum likelihood approach.
The integral in the denominator of Equation 2.6 indicates that the support of the density f(x)
is assumed to be on (0, 1). The choice of the interval (0, 1) is to provide a support in which a dense
grid can be produced. As a reminder, any data not within this range is scaled. Let x∗1, x∗2, ..., x∗n
represent the scaled data calculated by Equation 2.7.
x∗i =
xi − (min(
˜
x)− scalelower)
max(
˜
x) + scaleupper − (min(
˜
x)− scalelower) , i = 1, 2..., n (2.7)
All results from GOLD in Section 2.4 use a value of 0.000001 for scalelower and scaleupper
resulting in
˜
x∗ ∈ (0, 1). See Chapter 3 for applications using alternative scaling. All of the discussion
concerning samples of iid data will use the notation: x1, ..., xn.
The parameters that receive a prior are introduced through the technique to estimate the
likelihood. Thus, before discussing the choice of prior distribution, details are provided on the
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likelihood using the data model in Equation 2.6. Based on an iid sample of data, x1, ..., xn, the
likelihood takes the following form:
n∏
i=1
exp(g(xi))∫ 1
0 exp(g(u))du
(2.8)
The primary hurdle at this point is that the integral cannot be directly calculated since g(x)
does not have a fixed form. One solution is to approximate this integral. As briefly mentioned
earlier, a grid is used to accomplish this. Given that the data is between 0 and 1, a standard grid
with good coverage of the space can be created. Estimating the density on a grid is also useful for
plotting the resulting probability density function.
The grid alone could be used to estimate the integral and the values of g(x) on the grid. In
this case, the grid points are equally spaced and a simple average could be used to approximate the
integral. However, the results would not contain estimates of the density at the actual data points
without interpolating.
Thus, the grid and data are used together to create a finite set of values to estimate the density.
The function g(x) at each of the grid points and data points is random, and these become the
parameters on which a prior is placed. Since the purpose of the grid is to ensure good coverage of
the space for approximation of the integral, some grid points are removed in areas where there is
already dense data. This finite set of points is created by the following process:
 Create a grid of 99 points between 0 and 1: 0.01, 0.02, ..., 0.98, 0.99
 To avoid extrapolating at the data points, join the data (x1, ..., xn) to the grid
 Remove grid points ∈ (xi, xi+1), where xi − xi+1 < 0.01
 Let y1, y2, ..., ym represent the final sorted data and grid combined where m is the number of
data points and remaining grid points (m ≤ n+ 99)
A visual of the concept is demonstrated in Figure 2.1. Vertical red lines are placed over the
histogram at locations of the data points: x1, ..., xn. Given the size of the data set, there are clear
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gaps between 0 and 1 where there is no data. The blue vertical lines where the remaining grid
points are placed ensure coverage of the entire support for estimating the integral in Equation 2.8.
In this case, n = 50, and 6 of the 99 grid points were removed due to the presence of dense data.
More grid points could be removed for larger data sets.
Figure 2.1: A histogram of a sample of data with the grid overlaid in blue and data in red.
The grid points and data are then used to create an estimate of the normalizing constant of the
likelihood in Equation 2.8. Since y1, ...ym (grid and data) are not equally spaced, a weight for each
point is necessary to compute a weighted average. These are created in the following way:
 Let Pj =
yj−yj−1
2 + yj−1 represent the midpoint between yj and yj−1: j = 1,...,m+1
– Let y0 = 0 and ym+1 = 1 for ease of notation
 Let W1, ...,Wm represent the widths associated with each y1, ..., ym: Wj = Pj+1 − Pj
Figure 2.2 shows a demonstration of how the weight for each yj is calculated (yj is a data point
or a grid point).
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Figure 2.2: A demonstration of how the weights are calculated for the weighted average to estimate
the integral.
Using the weights, the grid points, and the data points, the integral in the denominator of
Equation 2.8 is estimated by the following weighted average:
∫ 1
0
exp(g(u))du ≈
m∑
j=1
Wjexp(g(yj)) (2.9)
Using the value in Equation 2.9, the likelihood can now be approximated.
n∏
i=1
exp(g(xi))∑m
j=1Wjexp(g(yj))
(2.10)
In order to proceed with Bayesian techniques, it is necessary to provide a prior for g(yj) for j =
1, ...,m. These are the pre-log-density values at the grid points and data points. Since these values
have the support of the real number line, a Gaussian process can be applied as a prior. This
differentiates GOLD from Leonard, T. (1978) since this author chose to apply a prior to the first
derivative of g(x).
To summarize, rather than directly estimating f(x), a pre-log-density is chosen in order to
produce a space on which a prior is more straightforward to apply. Exponentiating the function
g(x) and dividing by the integral guarantees that the result is still a density. Even though there
is no analytical solution to the integral over g(x) in the likelihood, it is still possible to estimate
the integral. This lead to the decision of using a grid. The need to evaluate g(x) at the sample
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data and the grid introduced a high dimensional set of parameters on the real number line that are
clearly not independent given their proximity to each other. These considerations motivated the
choice of prior.
2.3.2 Priors
The function g(x) is a pre-log-density, and therefore its values can fall anywhere on R. This leads
to the choice of a Gaussian process prior. This also allows for setting up varying levels of correlation
between the g(x) at the data and grid points depending on the desired level of smoothness. All
authors mentioned in the literature review in Section 2.2 used some form of a Gaussian prior. The
data model used in Leonard, T. (1978) followed the same form as Equation 2.6 for GOLD, but
Leonard chose to apply a Gaussian process prior to the first derivative of g(x).
Choices for the covariance and mean of this Gaussian process prior for GOLD are necessary that
allow for flexibility in the density estimates. These are described following the set up of notation
used throughout the rest of Chapter 2. The set of parameters and their prior are defined below:
˜
G = Gm X 1 =
[
g(y1) g(y2) . . . g(ym)
]T
∼ N(0,Σ) (2.11)
where 0 is a m x 1 vector of zeros and Σ is a nonsingular covariance matrix. Previous authors
(Leonard, T. (1978) and Thorburn, D. (1986)) have used a variety of mean functions incorporating
prior information, but these prior choices can have a strong influence over the results. To try to
simplify the application of GOLD, a single option for the mean was sought out. This resulted in
a 0 mean for the Gaussian process. Although this is the prior mean function for uniform data,
section 2.4.2 reveals how using this mean function does not hinder estimating the density. Instead,
it provides a general set up where choices of the prior covariance parameters can produce results in
the posterior distribution where the data overwhelms the prior information. A variety of covariance
matrices were examined, and the chosen form is given in Equation 2.11 (Mitchell, T. J. and Morris,
M. D. (1992)). This form was selected due to the smooth results it produces, its flexibility, and
the mixing results from the MCMC algorithm in Section 2.3.4 on all test densities. Rather than
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maintaining non-zero values, the covariance matrix below allows points far enough apart to have a
covariance of zero:
Σij =

s21 ∗ (1− 6(c1|yi − yj |)2 + 6(c1|yi − yj |)3 c1|yi − yj | < 0.5
s21 ∗ (2(1− c1|yi − yj |)3) 0.5 ≤ c1|yi − yj | < 1
0 c1|yi − yj | ≥ 1
(2.12)
where i = 1, ...,m, j = 1, ...,m. The values for s1 > 0 and c1 > 0 are specified by the user. The
standard deviation, s1, contains prior information about the expected variability in estimates of a
pre-log-density. The value for c1 controls how much correlation is present between pairs of points.
As c1 increases, the correlation between pairs of points decreases.
Thorburn pointed out the flexibility resulting from having a wide variety of choices for mean
functions and covariance functions (Thorburn, D. (1986)). In order to avoid the overwhelming
supply of options for covariance functions and mean functions when little prior information is
known, GOLD was simplified by choosing a single flexible covariance structure that “produces
response surfaces that are piecewise cubic splines” according to Mitchell, T. J. and Morris, M.
D. (1992). Results in Section 2.4 also rely on a single mean function which is constant at zero.
Although the work of Leonard, T. (1978) initialized the density estimation problem with the same
form as GOLD, this author applied a Gaussian process prior to the first derivative of the logistic
density transform and proceeded with a maximum likelihood approach. The next section shows
the form of the posterior distribution for GOLD to be outside the class of standard distributions,
but introduces the use of MCMC techniques to make simulating from the posterior distribution
feasible.
2.3.3 Posterior
The Gaussian process prior in Equation 2.11 captures all the necessary components of
˜
G, includ-
ing the support and correlation. However, with the inclusion of the normalizing constant, the result
is not in a convenient form to produce a posterior distribution that belongs to a standard class of
densities. In earlier work, Thorburn, D. (1986) chose to condition on the density integrating to
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one in order to achieve conjugacy. However, due to the innovation in MCMC techniques, it is still
possibly to simulate from the resulting posterior distribution from GOLD.
As a reminder, y1, ..., ym is the sample of data, x1, ..., xn, combined with the grid points. Ap-
plying the prior in Equation 2.11 to
˜
G =
[
g(y1) g(y2) . . . g(ym)
]T
, the posterior distribution
takes the form below where f(
˜
x|
˜
G) is the likelihood:
p(
˜
G|
˜
x) =
f(
˜
x|
˜
G)p(
˜
G)∫∞
−∞
∫∞
−∞ ...
∫∞
−∞ f(˜
x|
˜
G)p(
˜
G)d
˜
G
∝ f(
˜
x|
˜
G)p(
˜
G)
∝
n∏
i=1
exp(g(xi))∑m
j=1Wjexp(g(yj))
exp(−1
2 ˜
G′Σ
˜
G)
=
(
1∑m
j=1Wjexp(g(yj))
)n
exp(
n∑
i=1
g(xi))exp(−1
2 ˜
G′Σ
˜
G)
=
(
1∑m
j=1Wjexp(g(yj))
)n
exp(
n∑
i=1
g(xi)− 1
2 ˜
G′Σ
˜
G)
(2.13)
The posterior distribution in Equation 2.13 does not result in the unnormalized form of a
standard distribution. Thus, a Metropolis-Hastings algorithm was used since it does not require
knowledge of the full form of the posterior distribution (Metropolis, U. and Ulam, S. (1949)). Given
the set up of
˜
G in Section 2.3.1, normal proposals are suitable, and a random-walk Metropolis-
Hastings was implemented.
For the random-walk, proposals are created from the previous iteration of
˜
G and simulations
from N(0,Γ) where 0 is a n x 1 vector of zeros and Γ is the nonsingular covariance matrix below:
Γij =
 s
2
2 ∗ exp(−c2(yi − yj)2) + 1X10−13 yi − yj = 0
s22 ∗ exp(−c2(yi − yj)2) yi − yj 6= 0
(2.14)
i = 1, ...,m and j = 1, ...,m. The values s22 > 0 and c2 > 0 are the standard deviation and correlation
parameter of the covariance matrix. Given the high dimensions of this covariance matrix, there were
potential concerns about the accuracy of simulations from this multivariate normal distribution.
Although an examination of results using a covariance matrix with over 500 rows and columns did
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not show any issues, a small number, 1X10−13, was added to the diagonal of the covariance matrix
to ensure invertability. With similar correlation parameters, the correlation tends to hold longer
in the covariance matrix in Equation 2.14 then in the prior covariance matrix in Equation 2.12. In
the end, this choice of proposal covariance matrix provides smooth realizations and proves fairly
easy to tune the parameters to achieve quick mixing and the desired acceptance rate.
Using the prior in Equation 2.11 and the random walk Metropolis-Hastings algorithm, posterior
estimates for
˜
G lead to the ability to provide Bayesian inference on the underlying density f . The
techniques proposed to simulate from the posterior distribution in Section 2.3.4 allow for producing
a posterior mean estimate of the density along with credible intervals. At the time of Thorburn,
D. (1986), fully Bayesian analysis resulted in the posterior mode of the density. The ability to
simulate posterior draws for the pre-log-density also leads to convenient ways to assess other features
of the data set, which are explored in Section 2.4.4.
2.3.4 Metropolis-Hastings Algorithm
The prior is being place on a set of parameters - g(y1), ..., g(ym) - that fall on the real number line
and should be correlated. Working with a random walk Metropolis-Hastings is a useful process to
provide proposals satisfying both of these requirements without knowing the normalizing constant
of the posterior distribution. As a reminder y1, .., ym represents the ordered data and remaining
grid. Thus, each yj could be a data point or grid point. In Algorithm 2, the subset of g(y1), ..., g(ym)
that represent the values of a pre-log-density at data points rather than grid points are referred to
as g(x1), ..., g(xn).
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Let M = the total number of iterations
Result: Draws from the posterior distribution of
˜
G
 Let
˜
G0 = 0m X 1 where 0m X 1 is a m by 1 matrix of zeros
for k = 1 to M do
1. Simulate
˜
z∗ from N(0,Γ) where Γ is given in Equation 2.14
2. Create proposal:
˜
G∗ =
˜
Gk−1 +
˜
z∗
3. Calculate the acceptance probability:
ap =
(
1∑m
j=1
Wjexp(g(yj)
∗)
)n
exp(
∑n
i=1 exp(g(xi)
∗)exp(− 1
2 ˜
G∗
ᵀ
Σ
˜
G∗)(
1∑m
j=1
Wjexp(g(yj)
k−1)
)n
exp(
∑n
i=1 exp(g(xi)
k−1)exp(− 1
2 ˜
Gk−1ᵀΣ
˜
Gk−1)
Simulate U from unif(0, 1)
if ap > U then
Set
˜
Gk =
˜
G∗
else
Set
˜
Gk =
˜
Gk−1
end
end
Algorithm 2: GOLD: Metropolis-Hastings
Using the random walk Metropolis-Hastings described in Algorithm 2, it is now possible to
produce simulations from the posterior distribution for
˜
G. However, to confirm that this algorithm is
producing result that can be assumed to be from the posterior distribution, a variety of convergence
diagnostics are performed in Section 2.4.1.
2.4 Results
On of the primary means of assessing the performance of DUOS was to create and implement
a default to compare to KDE and DPMN density estimation. In order to do the same for GOLD,
choices need to be made for the prior parameters and the proposal distribution in the random
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walk Metropolis-Hastings. These choices should result in simulations that converge to the posterior
distribution. At the same time, they should result in density estimates that are not over or under
smoothed resulting and leading to a high MISE.
Checking convergence and establishing recommendations for the prior and proposal distribution
parameters for GOLD was accomplished by using samples of data from the same test distributions
presented in Figure 1.9. The 10 sets of data simulated from each distribution and sample size (50,
100, 150, 200, 250, 300, 350, 400, 500) were used to evaluate GOLD. A study was performed to find
reasonable ranges of values for s1, c1, and c2 for the different sample sizes. In order to achieve an
appropriate acceptance rate for the Metropolis-Hastings random walk, s2 needed to be tuned. The
acceptance rate should be around 0.45 for one dimension and 0.23 as the number of dimensions
grows to infinity (Roberts, G., Gelman, A., and Gilks, W. (1997)).
Given thousands of runs were performed using GOLD in the study, it was not possible to tune
each s2 by hand to achieve an appropriate acceptance rate. Instead, a method proposed by Graves,
T. (2011) was executed that automatically tunes s2 in order to achieve the desired acceptance
rate. Given that the number of parameters is large, being at least 100, the desired acceptance
rate was set to 0.31, which is between 0.45 and 0.23. The automatic tuning is possible since the
logit of the acceptance rate is nearly linear in the step-size (or s2) (Graves, T. (2011)). By fitting
a line to the logit of the acceptance rate for a wide range of values for s2, with 100 runs of the
Metropolis-Hastings random walk for each, a value for s2 was chosen that predicted an acceptance
rate of 0.31. Using this method, the mean of the acceptance rates from all runs of GOLD on the
sample data was 0.32.
A variety of graphical and statistical means were implemented to assess trends in convergence
over a wide range of prior parameters in Section 2.4.1. A clear pattern emerged in how the variance
and correlation in the prior affect convergence across sample sizes. This information was combined
with the MISE results in Section 2.4.2 to create a default prior.
Using this default prior, GOLD is compared to the default developed for DUOS in Section 1.3,
and the defaults for KDE and the DPMN described in Section 1.1.1. A full numerical assessment in
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the form of the MISE and visual assessments are given by graphing the density estimate from GOLD
against the actual test densities. Finally, details are provided on calculating Bayesian estimates of
a variety of statistics along with GOLD’s accuracy in this area.
2.4.1 Convergence
This section covers the process of establishing prior parameters for GOLD that appear to result
in convergence to the posterior distribution. This includes a series of graphical and statistical
diagnostics. The goal is to identify trends in the prior parameters that result in convergence as the
sample size increases.
After conducting a large number of simulations to ascertain the behavior of different sets of prior
parameters on GOLD, a grid of values was created for s1 and c1. These studies suggested letting
c2 = c1/2 for the proposal distributions. The deciding factors for the range of values in the grid of
s1 and c1 used in further testing were MISE, trace plots, ACF plots, and the Geweke diagnostic.
The c1 in the grid ranged from 0.1 to 60. To see how these numbers affect the correlation, the
covariance matrix for the prior was created on data simulated from N(0, 1) with n = 50. Figure 2.3
plots the first row of the prior covariance matrix.
Figure 2.3: Plots y1, ..., ym verses the first row of the prior covariance matrix with s1 = 1 and four
different values of c1: 0.1, 2, 10, and 60.
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The results in Figure 2.3 range from extreme smoothing with c1 = 0.1 to practically no corre-
lation between points with c1 = 60. This was to ensure coverage of a wide range of possibilities in
consideration for default values for c1.
For s1, values smaller than 5 were suggested by the mixing results in the simulation studies and
the values of s2 chosen by using Grave’s method (Graves, T. (2011)). Thus, values for s1 between
0.01 and 5 were the primary focus of the grid with several as large as 10 to be thorough. GOLD
was then run on every pair of s1 and c2, which was a total of 78 different options. These 78 versions
of the prior were applied to all repetitions of the data sampled from the nine test distributions and
sample sizes.
Due to the large number of parameters in this model (at least 99 due to the grid), initial
checks for convergence were established by examining the trace plots and autocorrelation plots. To
demonstrate the primary result of this assessment, results from the smallest sample (n = 50) and
largest sample (n = 500) are presented below. The data for the following results are from N(0, 1).
For the sample of size 50, the prior parameters were specified as follows: s1 = 2.15, c1 = 1, c2 = 0.5,
and s2 = 2.74008. As a reminder, c2 was set to c1/2 and s2 was chosen by Graves method.
Once this set of 50 points was combined with the grid, the dimension of the posterior distribution
was 139. Figure 2.5 presents the trace plots for four of these parameters. Detailed examination
showed similar behavior across all parameters.
(a) Trace plots (b) ACF plots
Figure 2.5: Convergence plots for data from the N(0, 1) distribution: n = 50. The prior parameters
were s1 = 2.15 and c1 = 1. The proposal parameters were s2 = 2.74008 and c2 = 0.5.
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The plots in Figure 2.4a do not show any issues with convergence. The autocorrelation in
Figure 2.4b appears to decrease substantially after few iterations, and therefore, the chains are
mixing fairly quickly. This set of parameters mixes well across all test distributions as can be seen
in Figures B.23 and B.26 in Appendix B.
If this same set of prior parameters (s1 = 2.15, c1 = 1, s2 = 0.1379019, and c2 = 1) were applied
to data of size 500 from N(0, 1), the chains do not mix as quickly. The s2 selected by the Graves
method is also much smaller. The trace plots and ACF plots are shown in Figure 2.7.
(a) Trace plots (b) ACF plots
Figure 2.7: Convergence plots for data from the ‘line’ distribution: n = 500. The prior parameters
were s1 = 1 and c1 = 2. The proposal parameters were s2 = 0.0009, and c2 = 1.
The graphs in Figure 2.7 show that the chains are clearly mixing slower on the larger data
sets with this particular prior. All parameters in the ACF plot have high autocorrelation that is
maintained much longer than in Figure 2.5. Figures B.24 and B.27 in Appendix B show the results
for all distributions, which were consistent with Figure 2.7. One solution would be to run the chain
longer to account for the slower mixing.
An alternative would be to find values for the prior parameters that improve mixing. Given
more data was provided, the standard deviation of the prior covariance matrix, s1, was decreased
to 0.8 while leaving c1 at 1. However, this resulted in issues with extremely low acceptance rates
and chains that were clearly not converging. The prior parameter combination that resulted in
better mixing was to decrease s1 and decrease the correlation between g(y1), ..., g(ym) by increasing
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c1. For example, let s1 = 0.8, c1 = 10, s2 = 0.04742646, and c2 = 5. The resulting trace plots and
ACF plots for data of size 500 are shown in Figure 2.9.
(a) Trace plots (b) ACF plots
Figure 2.9: Convergence plots for data from theN(0, 1) distribution: n = 500. The prior parameters
were s1 = 1 and c1 = 10. The proposal parameters were s2 = 0.0474264 and c2 = 5.
Although the mixing is slightly slower in the first chain first in Figure 2.9, the rest of the chains
show no issues with convergence. The trace plots and autocorrelation plots show much faster mixing
for all distributions and can be seen in Figure B.25 and B.28 in Appendix B. When that sample size
is larger, there are bound to be many data points in very close proximity to each other. It appears
that in order to create less correlated simulations from the Metropolis-Hastings, less correlation
is necessary in the prior covariance matrix. This should be in combination with a smaller prior
standard deviation given the amount of information provided by a large sample of data.
The trace plots were useful for checking individual results for the grid of prior parameters
and clearly demonstrated when there were issues with convergence. However, in order to create
an overall picture of convergence for the grid on s1 and c2, results on several measurements of
convergence were compiled. The results from over 60,000 simulations were captured on the test
distributions, sample sizes, and repetitions (10 data sets from each sample size and distribution). A
detailed examination of this data proved useful in finding recommendations for s1 and c1 where the
chains showed no issues with convergence. These are presented later in Table 2.1. The following
figures were created to demonstrate the overall findings. Although extreme smoothing values where
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c1 < 1 were examined, they were removed from consideration given mixing was extremely poor
across all sample sizes and values for s1. Convergence was also an issue across all sample sizes when
s1 = 0.01 and therefore, was also removed from the plots.
Based on the previous figures, the ACF plots clearly captured evidence of slow mixing. In
order to collect data representing slow/quick mixing, the autocorrelation at lag 100 was recorded
for a selection of the chains produced by GOLD. This data was used to find options for the prior
parameters that resulted in low ACF values. The behavior was similar across parameters with the
chains for g(y1) and g(ym) sometimes mixing slightly slower, but to convey the main result, a single
chain was chosen. Figure 2.10 shows LOESS curves fit to c1 verses the ACF for this chain from the
GOLD simulations. The color indicates the value of s1.
Figure 2.10: Plots c1 verses the ACF for a single parameter at lag 100. A separate LOESS curve
was fit for each value of s1.
Figure 2.10 demonstrates the overall effect that c1 and s1 had on the autocorrelation. As men-
tioned earlier, extremely small values for s1 resulted in clear evidence of problems with convergence.
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Large values for s1 in Figure 2.10 also consistently resulted in high autocorrelation. The range of
options for s1 that typically produced low autocorrelation were between 0.5 and 2. For small sam-
ple sizes, the s1 that results in the lowest autocorrelation is s1 = 2. For large sample sizes, this
gradually shifts toward 0.5. For c1, smaller values typically led to lower autocorrelations, but as
the sample size increases, a minimum begins to appear that gradually shifts right to about 10 for
n = 500. This confirms what the trace plots and ACF plots were showing while providing data to
target specific values for s1 and c1.
Looking at convergence from another viewpoint, data for the Geweke diagnostics were also
collected. This test was useful for checking if the same space is explored at the start and end
of the chain after a burnin is discarded. Given the extremely large number of Geweke statistics,
Figure 2.11 plots the mean to show the overall trend. A LOESS curve for each value of s1 is fit to
c1 verses the mean of the Geweke diagnostic. A red line is placed at 1.96. Geweke values larger
than this indicate the means at the beginning and end of the chain are different.
Figure 2.11: Plots c1 verses the mean Geweke statistic. A separate LOESS curve was fit for each
value of s1.
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In Figure 2.11, for small data sets, larger values of s1 lead to small values for the Geweke
diagnostic . For n = 50, s1 = 2 seems sufficient as long as c1 is small. However, for larger sample
sizes such as n = 500, the mean Geweke diagnostic is typically less than 1.96 for smaller values of
s1. Choices for c1 are similar to those suggested from Figure 2.10. For small sample sizes, c1 should
be approximately 1 and as the sample size increases, this gradually shifts to around 10.
All convergence diagnostics point to s1 decreasing and c1 increasing as the sample size grows.
The data in the plots of the overall results for the ACF and Geweke diagnostics were used to deter-
mine suggestions for the prior parameters. These values for the prior parameters were chosen where
convergence appeared successful. However, before presenting a default for the prior parameters,
another factor that should influence this choice is the MISE which is assessed in the next section.
Following creating choices for reasonable defaults, a final statistical diagnostic for convergence is
checked in Section 2.4.2.
2.4.2 Evaluation
In addition to targeting convergence, the default prior for GOLD should also take accuracy
of the density estimate into account. Thus, information on the MISE was gathered on all of
the simulations run on the grid of prior parameters. These were analyzed to combine with the
information from Section 2.4.1 to produce a table of recommendations for the prior parameters
that appear to converge while producing small MISEs. Finally, this section applies these defaults to
GOLD in order to compare its density estimate against other common density estimation techniques
as well DUOS.
In order to establish this starting point or default for prior values, the MISE was recorded on
all GOLD output run on the grid for s1 and c1. Figure 2.12 plots a LOESS curve on each value of
s1 for c1 verses the MISE. As a reminder, for each pair of s1 and c1, GOLD was run on 10 different
samples of data for each size and test distribution used in Chapter 1. The value for c2 was set to
c1/2, and s2 was chosen using Graves method.
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Figure 2.12: Plots c1 verses the MISE. A separate LOESS curve was fit for each value of s1.
In Figure 2.12, for n = 50, s1 = 2 is consistently the lowest. However, as long as c1 is large
enough, the differences between MISE across all values of s1 ≥ 1 decreases as the sample size
increases. For small values of c1, the issues with convergence on larger sample sizes is apparent
given the larger MISEs. The MISE starts high, but then creates a clear minimum where it then
reaches a fairly steady level are continues to increase. Typical values where the MISE appears
to flatten out ranged from around 1 for n = 50 to 10 for n = 500. A more detailed study of
this data, using extensive graphics and statistical summaries, including optimizing the results from
predictive models, resulted in the set of recommendations in Table 2.1. These default values for
prior parameters were not based on an individual measure, but rather a combination of how well
the results converged and estimated the density. The values of c1 that minimized the ACF, Geweke,
and MISE remained fairly consistent. The values for s1 did not have as large an impact on MISE as
c1, but clearly affected the ACF and Geweke diagnostic, and results balancing the two were chosen
for the default for s1.
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Table 2.1: This table shows the recommendations for a default prior for GOLD based on the sample
size.
Sample Size s1 c1
50 2.15 1
100 2 2
150 1.85 3
200 1.7 4
250 1.55 5
300 1.4 6
350 1.25 7
400 1.10 8
500 .8 10
For small data sets, a higher amount of correlation (or more smoothing) results in the lowest
MISE across distributions. However, the recommended value for c1 grows larger as the sample sizes
increase. As a final check for convergence, the Gelman-Rubin diagnostic was used to calculate the
potential scale reduction factor (PSRF) on four different sample data sets for each test distribution
and sample size (Gelman, A., and Rubin, D. (1992)). Three chains were run on each data set
with distinct curves simulated from the prior as starting values rather than the vector of 0’s used
previously. The prior parameters were set based on the values in Table 2.1. For the proposal
distribution, s1 was chosen by the method of Graves, T. (2011), and c2 was set to c1/2. The
number of iterations was set to 20,000, and a burnin of 10,000 was discarded before calculating the
PSRFs. Given the large number of PSRFs on each result due to the high dimension of the posterior
distribution, Figure 2.13 plots a variety of statistical summaries of the PSRFs: the mean, median,
maximum, minimum, and .975th quantile.
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Figure 2.13: LOESS curves fit to the sample size verses a variety of statistical summaries on the
PSRFs.
Based on Figure 2.13, the mean and median of the PSRFs are consistently below a cut-off of
1.1. The .975th quantile indicated that in most cases, the trend was for nearly 97.5% of the PSRFs
to be near or below 1.2. Given the results from the Geweke diagnostics, the trace plots, and ACF
plots, this additional information did not show any major concerns with convergence.
Using the recommended prior parameters in Table 2.1 for each sample size, the MISE was cal-
culated on the results from GOLD to compare to DUOS, DPMN, and KDE. The default developed
in Chapter 1 was applied to DUOS, and KDE and DPMN were run using the options established
in Section 1.1.1. All results from GOLD and DUOS are based on 20,000 iterations with a burnin of
10,000. Figure 2.14 presents the LOESS curves fit to the sample size verses MISE for each method
and test distribution.
98
Figure 2.14: Plots of the sample size verses MISE for GOLD compared to DUOS, DPMN, and
KDE.
According to Figure 2.14, GOLD’s MISEs have the advantage of remaining comparable with
DUOS on the unif(0, 1), ‘line’, and ‘arcsin’ data while being much more competitive with the
unimodal data like N(0, 1), ‘vshape’, and beta(2, 5). The only distribution it clearly fails at is
the ‘claw’ distribution. In this case, it clearly follows the same type of path of KDE, which is to
oversmooth the density estimate even when more information is added through an increased sample
size. The default parameters chosen for the prior do not capture the multiple modes of the data as
seen in the next section in Figures 2.15 and 2.16. It also appears to oversmooth on the ‘bimodal’
and ‘jagged’ density when the sample size is small. However, for every distribution except claw,
GOLD typically beats or ties DUOS while producing an MISE as low or lower than at least one of
KDE or DPMN.
Thus, combining the convergence information from the previous section with detailed infor-
mation on the MISE proved useful in producing a set of default priors based on the sample size.
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Like the default used for KDE, these prior parameters for GOLD tend to slightly oversmooth the
density estimate, but results from GOLD are still competitive with DUOS, DPMN, and KDE on
most distributions. The value that this default contributes to GOLD is a density estimate or at
least a starting where MISE was typically lowest based on a diverse set of test distributions.
2.4.3 PDF and CDF
In order to further assess GOLD’s performance, visuals of the posterior mean estimates of the
PDF were plotted from GOLD. These figures demonstrated the much smoother density estimates
that GOLD can produce compared to DUOS. This section proceeds with providing the same de-
tailed examination of GOLD’s estimate of the CDFs. This section begins by detailing the steps to
calculating a posterior mean estimate of the PDF.
The posterior mean estimate for the PDF first needs the simulations for
˜
G = [g(y1) g(y2) ... g(ym]
T
from GOLD. These are the estimates of a pre-log-density at the data and grid points. The values
for y1, ..., .ym and the widths, W1, ..,WM , described in Section 2.3.1 are also needed given they are
used to approximate the likelihood. The steps using these three pieces of information to create the
posterior mean density estimate are described below:
1. Let M equal the number of iterations after a burnin is discarded, and let i = 1, ...,M
2. Let g(yj)
i represent the ith iteration from the Metropolis-Hastings algorithm for the pre-log-
density at yj
3. For iteration i, estimate the density by calculating fˆ i(yj) =
exp(g(yj)
i)∑m
l=1 Wlexp(g(yl)
i)
for j = 1, ...,m
(m is the number of data points and grid points)
4. To acquire the posterior mean estimate of the density at each yj , average all iterations:
fˆ(yj) =
1
M
∑M
i=1 fˆ
i(yj)
Given that GOLD was estimate on the data and a dense grid, these set of j = 1, ...,m values
are sufficient to create a plot. Section 3 demonstrates how GOLD produces density estimates for
values not included in y1, ..., ym.
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To visualize the density estimates from GOLD, examples are shown for n = 50 and n = 400.
The results in Figures 2.15 and 2.16 use the default prior for GOLD specified in Table 2.1 with the
true underlying density in red.
Figure 2.15: Plots of the density estimates from GOLD for all test distributions: n = 50. The prior
parameters are set to s1 = 2.15 and c1 = 1, the proposal correlation parameter was set to c2 = 0.5,
and s2 is chosen by the Graves method.
As seen in Figure 2.15, the density estimates from GOLD create visually smooth results. This is
the reason for the improved MISE for unimodal distributions in Figure 2.14. However, it does tend
to oversmooth in situations like ‘bimodal’, ‘’jagged’, and ‘claw’. This was again apparent in the
MISE comparisons in Figure 2.14 where GOLD did not perform as well as the other methods for
small sample sizes on some of the distributions. However, it has the advantage of producing results
more similar in appearance to KDE and DPMN without their tendency of pulling the density
estimate toward zero when the data says otherwise. All density estimates consistently improve
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as the sample size increases, and a demonstration of the results when n = 400 is presented in
Figure 2.16
Figure 2.16: Plots of the density estimates from GOLD for all test distributions: n = 400. The
prior parameters were set to s1 = 1.10 and c1 = 8, the proposal correlation parameter was set to
c2 = 4, and s2 is chosen by the Graves method.
The results in Figure 2.16 show density estimates that are once again smooth. They are also
very similar in appearance to the actual underlying densities as attested to by the low MISEs in
Figure 2.14. This is for all test densities except the ‘claw’ distribution. This PDF contains narrow
modes that would require less correlation in the covariance matrix of the prior to capture. However,
all density estimates in Figure 2.16 used the same default prior parameters, and GOLD was able
to adjust to a diverse set of underlying distributions. This is without specifying different mean
functions since the same zero mean was chosen for the Gaussian process prior. This contributes to
GOLD’s valuable when estimating a density where little prior information is known.
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To visually compare GOLD with the estimate of the density from DUOS, the results from both
methods for n = 400 were plotted with the true density in Figure 2.17. As a reminder, DUOS is
given the default number of cut-points from Table 1.1 in Section 1.3.2
Figure 2.17: Plots of the density estimates from GOLD and DUOS for all distributions: n = 400.
For GOLD, s1 = 1.10, c1 = 8, c2 = 4, and s2 is chosen by the Graves method. For DUOS, the
number of cut-points was set to k = 11.
In most cases in Figure 2.17, DUOS and GOLD have the same general shape with the primary
difference being that GOLD is smooth. The histogram-like density estimate that DUOS produces
tends to have points of roughness in the plot. However, the primary advantage that the default
for DUOS has over the default for GOLD is that DUOS can better capture narrows modes in
densities like the ‘claw’. The default for DUOS is able to estimate all five modes of the distribution
while GOLD produces a unimodal density estimate with its default. The prior parameter c1 could
be modified to allow much less correlation between points, but then the possibility of hindering
smoothness in the tails of the density estimate is introduced. This problem was fixed for KDE
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by the variable kernel methods allowing the bandwidth to change ((Silverman, B. , 1998, p. 21)).
DUOS permits for less/more smoothness in different areas of the plot by allowing the location and
widths of the bins to be random.
Another important piece of information a density estimate can produce is the CDF. As for the
PDF, the MISEs were calculated on the CDF estimate from GOLD to compare to DUOS, KDE,
and DPMN. GOLD not does have a form like DUOS that has an analytical solution to the integral,
but the CDF can still be estimated. Before presenting these results, the steps to creating a posterior
mean estimate for GOLD are given below:
1. Let M equal the number of iterations after a burnin is discarded, and let i = 1, ...,M
2. Let g(yj)
i represent the ith iteration from the Metropolis-Hastings algorithm for the pre-log-
density at yj
3. For iteration i, estimate the CDF by calculating Fˆ i(yj) =
∑j
k=1
Wkexp(g(yk)
i)∑m
l=1Wlexp(g(yl)
i)
for j =
1, ...,m (m is the number of data points and grid points)
4. To acquire the posterior mean estimate of the CDF at each yj , average all iterations: Fˆ (yj) =
1
M
∑M
i=1 Fˆ
i(yj)
In Step 3, a sum rather is used to create estimates for the CDF. This is due to the inability to
integrate over g directly. Estimates of this integral are achievable given the density was estimated
over a dense set of values (the grid and data points). These are created by summing the density
estimates up to each individual yj .
These steps were used to create the CDF estimates GOLD. Once again, the default priors were
used from Table 2.1. Given the true form of the CDFs of the test distributions are known, the
MISEs were then computed to compare to DUOS, DPMN, and KDE. As was the case for the PDF,
GOLD’s estimates of the CDF are fairly competitive on most of the test distributions. Figure 2.18
plots a LOESS curve fit to sample size verses the MISE for each distribution and method.
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Figure 2.18: Plots of the sample size verses MISE on the CDF from GOLD compared to DUOS,
DPMN, and KDE.
Although the Figure 2.18 shows that the CDF estimate from GOLD does not produce a lower
MISE then DUOS in most cases, it does clearly beat KDE for the unif(0, 1) , ‘line’ and ‘arcsin’
distributions. It is fairly comparable in terms of MISE across all other distributions except the
‘claw’. This is due to missing the subtle changes in the CDF where the modes occur. In this case,
it is competitive with KDE, but outperformed by DUOS and DPMN. However, GOLD does clearly
improve as the sample size increases given the differences in the MISEs between GOLD and DUOS
shrink as both approach zero.
Using the process outlined above, the CDF was estimated at the data and grid points in order
to plot in Figures 2.19 and 2.20. These show posterior mean estimates of the CDF created from
GOLD on samples of size 50 and 400. The true underlying CDFs are plotted as well for comparison.
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Figure 2.19: Plots of the CDF estimates from GOLD for all test distributions: n = 50. The prior
parameters were set to s1 = 1.10 and c1 = 8, the proposal correlation parameter was set to c2 = 4,
and s2 was chosen by the Graves method.
Figure 2.20 shows some estimates of the CDF from GOLD that are very similar to the actual
CDF. These are typically the simpler densities like unif(0, 1) and ‘line’ or the unimodal distribu-
tions. Figure 2.18 demonstrated that GOLD’s MISE for the CDF was typically the lowest of the
4 methods on the ‘vshape’, N(0, 1), and beta(2, 5) data for samples of size 50. Thus, for small
samples, GOLD’s default works well on data without multiple modes. This default does tend to
oversmooth as seen in the estimates for distributions like the ‘arcsin’ and ‘jagged’ distributions as
seen in the separation between the estimated CDF and true CDF in some locations. However,
given more data, these CDF estimates greatly improve are shown in Figure 2.18. This is due to
much more information provided from the larger data set as well as a default that introduces less
correlation in the prior covariance matrix.
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Figure 2.20: Plots of the CDF estimates from GOLD for all test distributions: n = 400. The prior
parameters were set to s1 = 1.10 and c1 = 8, the proposal correlation parameter was set to c2 = 4,
and s2 was chosen by the Graves method.
Estimates of the CDF in Figure 2.20 on samples of 400 show great improvement on all test
distributions. Any dissimilarities between the actual and GOLD estimate are hardly discernible.
This similarity is confirmed by the numeric accuracy in Figure 2.18. Looking closer at the CDF
estimate for the ‘claw’ distribution is the only result with clear differences. The plot revealed that
the density estimate produced by GOLD misses some of the subtle changes in the CDF due to the
modes as expected based on the appearance of the PDF in Figure 2.16.
However, in terms of the PDF, GOLD was as accurate or more accurate (based on the MISE)
than DUOS on the same distributions where DUOS outperformed DPMN and KDE. It was also
much more competitive for the unimodal distributions. Given it is not a histogram-based density
estimator, it has the additional advantage of producing much smoother estimates of the density
than DUOS. This proved to be an advantage on all distributions without multiple modes, especially
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for the CDF estimate when the sample size was small. However, for small sample sizes, GOLD
did not compete as well with the other methods on distributions like ‘bimodal’ and ‘jagged’. In
particular, it struggled with the ‘claw’ density like KDE. In the end, GOLD was able to adjust
to most underlying densities, especially with a larger sample size, using the same default prior.
Its flexibility and smooth results produced estimates of the PDF and CDF with MISEs that were
generally as low or lower than the 2 Bayesian methods (DUOS and DPMN) and often KDE as well.
Although it has more parameters to define than DUOS, the interpretation of these parameters is
uncomplicated and it can still match the simplicity of DUOS given the use of the default.
2.4.4 Statistics
Like DUOS, GOLD has the advantage of working with a mathematical structure where estimates
of a variety of statistics from the density can be produced with inference. This section describes
how each of the Bayesian estimates are created as well as the accuracy of GOLD’s estimations. In
the case of DUOS, the full form of the data model was established without needing to estimate a
normalizing constant, and therefore, analytical solutions for the expectation, variance, and quantiles
for a single iteration for the Gibbs sampler were available. Even though this is not the case for
GOLD, it is still possible to use the posterior simulations of the pre-log-density to create estimates.
All results work with an approximation of the form Equation 2.6:
f(x) =
exp(g(x))∫ 1
0 exp(g(u))du
where x ∈ (0, 1)
This approximation is as follows:
f(x) =
exp(g(x))∑m
j=1Wjexp(g(yj))
where
 y1, ..., ym is the sample of data, x1, .., xn, combined with a grid: 0.01, ..., 0.99
 W1, ...,Wm represent the widths associated with each y1, ..., ym
108
 g(x) is a pre-log-density
The expectation of this distribution is estimated by the following:
E[X] =
∫ 1
0
x
exp(g(x))∫ 1
0 exp(g(u))du
≈
m∑
j=1
Wjyj
exp(g(yj))∑m
j=1Wjexp(g(yj))
(2.15)
Equation 2.15 uses a weighted average to estimate the expectation in a similar manner to the
normalizing constant. The variance of the distribution is estimated using the same technique:
V ar[X] = E[X2]− (E[X])2
≈
m∑
j=1
Wjy
2
j
exp(g(yj))∑m
j=1Wjexp(g(yj))
−
 m∑
j=1
Wjyj
exp(g(yj))∑m
j=1Wjexp(g(yj))
2 (2.16)
The posterior mean of the expectation and variance of the density estimate from GOLD are
achieved by first applying Equations 2.15 and 2.16 to g(y1), ..., g(ym) at each iteration to create
posterior simulations. These simulations are then averaged to find the posterior mean of the
expectation and variance.
Finding the quantiles for DUOS was simple given there was once again an analytical solution
to the inverses CDF. In the case of GOLD, the form of the CDF is:
F (x) =
∫ x
0
exp(g(u))∫ 1
0 exp(g(u))du
du
The approximated form of the CDF at each data point or grid point is:
F (y
l
) ≈
l∑
h=1
Wh
exp(g(yh))∑m
j=1Wjexp(g(yj))
Since g has no fixed analytical form, it is not possible to directly invert the CDF. For this
reason, for any value for F (x) outside of the data points and the grid is approximated by fitting
a spline to the posterior mean CDF whose values are known over a dense grid (see Section 3.3.2.6
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for details). The smoothing spline fit to interpolate density estimates for the CDF is also used to
create an inverse CDF for computing quantiles (see Section 3.3.2.7 for details).
Using the processes described above, the posterior mean of the expectation, median, and vari-
ance were calculated on results from GOLD using its default prior. As was the case for DUOS, the
same 10 samples from the 9 sizes and 9 test distributions were used to create 810 estimates of each
of these statistics. Table A.1 in Appendix A provides a detailed description of these distributions
along with their expectation and variance. Using these values, Table 2.2 reports how often the
credible intervals captured the true expectation, median, and variance across all distributions and
sample sizes.
Table 2.2: This table shows the statistic being estimated by GOLD verses the percent of times the
credible interval contained the true value of the statistic.
Statistic % Coverage
Mean 94.70%
Median 95.92%
Variance 88.27%
The credible intervals for the median and mean tend to result in the correct amount of coverage
based on Table 2.2. However, the true estimate of the variance is capture around 88% of the time.
These results are all similar to DUOS in Table 1.2 with the only differences being that the percent
coverage of the mean from DUOS was slightly higher. Figure 2.22 areas GOLD was not as accurate
in estimates of the variance.
Starting with Figure 2.21, this plot shows the sample size verses the posterior mean estimate of
the expectation. In order to also visualize the variability of these estimates, the upper and lower
values for their credible intervals were added to the plot. These are all centered around a horizontal
red line indicating the location of the true expectation of the underlying density.
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Figure 2.21: Plots of the size of the data set verses the estimate of the mean with the upper and
lower bounds of the credible interval. The actual value for the mean is represented by a horizontal
red line.
According to Figure 2.21, the estimates of the mean are typically centered around the true
mean. It appears that GOLD tends to slightly overestimate the mean for the beta(2, 5) distribution
and underestimate the mean for the ‘bimodal’ density. Closer examination of Figures 2.15 and
2.16 revealed that GOLD tends to shift the mode of the beta(2, 5) distribution slightly to the right
of the actual mode. In the case of the ‘bimodal’ distribution, the estimate of the density at the
modes tend to be slightly lower than the actual density due to the default correlation in the prior
covariance matrix. However, in all cases, the credible intervals significantly decrease in width as the
sample size increases. Also, the credible intervals due capture the true expectation of the underlying
distribution approximately 95% of the time as pointed out in Table 2.2. This same plot for the
median can be found in Figure B.30 in Appendix B.
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Figure 2.22 creates a similar plot with the sample size verses the posterior mean estimate of the
variance. Once again, the incredible intervals and true value of the variance are included.
Figure 2.22: Plots of the size of the data set verses the estimate of the variance with the upper
and lower bounds of the credible interval. The actual value for the variance is represented by a
horizontal red line.
Based on Figure 2.22, it appears that the primary cause of the lower coverage rate for the esti-
mate of the variance is due to consistently underestimating the variance on the ‘arcsin’ distribution
and overestimating the variance of beta(2, 5). The variance for the ‘arcsin’ distribution is most
likely being underestimated due to the density approaching infinity at the edges of the support.
Although GOLD’s estimates of the ‘arcsin’ density in Figures 2.15 and 2.16 do increase close to zero
and 1, they do not increase as rapidly as in the DUOS density estimates. This is why Figure1.32
in Section 1.3.4 shows the DUOS has no problems with estimating the variance for the ‘arcsin’
distribution for large sample samples.
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DUOS and GOLD both show similar overall performance in the estimation of these statistics.
They each tend to overestimate variance for beta(2, 5) and underestimate the variance of ‘arcsin’.
However, Figure 1.32 demonstrates that DUOS is doing a better job of correcting this as the
sample size increases. The other advantage that DUOS still has over GOLD at this point is that
the expectation, variance, CDF, and inverse CDF can all be directly calculated rather than having
to rely on smoothing splines. However, GOLD is able to produce estimates and inference that
frequently capture the true features of the underlying data.
2.5 Discussion
GOLD creates an overall smoother density estimate than DUOS by placing a prior on the class
of continuous functions on (0, 1) referred to as a pre-log-density. Using a logistic transformation
rather than direct values of the density is similar to the work of Leonard, T. (1978), Thorburn,
D. (1986), and Lenk, P. J. (2003). Working with the density in this form provides a suitable
set up for applying a Gaussian process. However, where GOLD differentiates itself from Lenk, P.
J. (2003) is that no assumptions about a parametric family are placed on the final density estimate
produced by GOLD. Leonard, T. (1978) initialized his method with the same form as GOLD, but
Leonard chose to apply a prior to the first derivative rather than directly to a pre-log-density as
in the case of GOLD. Also, GOLD implemented density estimation using solely Bayesian methods
whereas Leonard, T. (1978) presented only the set up for Bayesian and presented results from
a maximum likelihood approach. Thorburn, D. (1986) did pursue an outcome using Bayesian
techniques, but conditioned on the density integrating to one rather than estimating a normalizing
constant like GOLD. The work of Thorburn was unable to produce posterior mean estimates of
the density. With the evolution of MCMC techniques, GOLD was implemented in a fully Bayesian
framework capable of generating a posterior mean density estimate.
GOLD was further differentiated from previous work through the use of a grid and data com-
bined for purposes of plotting, and in particular, for estimating the normalizing constant. This
process involved first reducing the grid where data was dense. Weights were than calculated for
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each data and grid point to account for the fact that they were not equally spaced. These weights
were applied in a weighted average for the normalizing constant as well as in the calculating of the
CDF described in Section 2.4.3 and the Bayesian mean estimates of the statistics in Section 2.4.4.
Given that the pre-log-density, g(x), is not fixed, it was necessary to place a prior on this density
at each grid and data point: g(y1), ..., g(ym). Since these g(yj)’s are on the log scale, they fall on
the real number line and a Gaussian process was chosen as the prior. Thorburn, D. (1986) chose to
leave the form of this covariance matrix open to different choices motivated by prior knowledge. In
order to simplify GOLD, a single covariance function was chosen from Mitchell, T. J. and Morris,
M. D. (1992) to produce flexible results, and as shown in Section 2.4.2, can adjust to a wide variety
of distributions.
Besides producing smoother density estimates, one of the goals of GOLD was to avoid situations
were there are many choices to make for prior or hyperprior parameters as is the case for the DPMN
density estimate(Escobar, M. and West, M. (1995)). The options for the works of Thorburn and
Leonard were less complicated than the DPMN, but still involved a choice mean function. Rather
than varying the mean function, GOLD was simplified even further by leaving the mean for the
Gaussian process prior constant at 0. The outcome in Section 2.4.2 revealed that in using this
mean, the data was successfully able to overwhelm the prior and produce results competitive with
popular Bayesian and non-Bayesian density estimators. Thus, in order to use GOLD, only two
prior parameter values must be specified: the standard deviation and correlation.
The posterior distribution for g(y1), ..., g(ym) using this prior results in a non-standard density.
Therefore, in order to proceed with a Bayesian analysis, a random walk Metropolis-Hastings was
implemented in order to produce simulations from the posterior distribution. This introduced two
additional parameters to designate for the normal proposals.
Similar to DUOS, an extensive search of the behavior of GOLD across prior parameters in the
covariance structure was executed in order to increase the usability of GOLD. This detailed inspec-
tion also produced suggestions for the correlation parameter in the proposal distribution. Using the
method of Graves (Graves, T. (2011)) proved efficient in selecting the standard deviation of the
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covariance matrix for the normal proposals to achieve an appropriate acceptance rate. A variety of
convergence diagnostics were executed to determine what combinations of prior parameters resulted
in consistent convergence. This information was combined with the MISE on the density estimates
to suggest default values for all prior and proposal parameters with the standard deviation of the
proposal being chosen by Graves method.
This grid study of the prior parameters successfully produced defaults that resulted in conver-
gence and MISE competitive with DUOS, DPMN, and KDE. The cases where GOLD out-performed
DPMN and KDE were when mixtures of normals proved to be a disadvantage. In densities such
as unif(0, 1), ‘line’ and ‘arcsin’, KDE and DPMN tried to pull the estimate of the density back to
zero in the tails of the density estimate. However, the set up for GOLD does not naturally tend
toward the tails of the distribution approaching zero if that is not the behavior of the data. It
also produces density estimates that are much smoother in appearance than DUOS. This proved
to be an advantage in some cases. GOLD’s default was able to produce estimates of the PDF for
unimodal distributions with much lower MISE than DUOS and equivalent or close to the MISEs
for DPMN and KDE. Its default does tend to oversmooth, particularly when the sample size is
small, but its estimates show much improvement when the sample size increases. This smoothness
was shown to produce CDFs with typically the lowest MISE on small sample sizes for the unimodal
distributions, but hindered its estimates of multimodal distributions and the ‘claw’ distribution in
particular.
As with DUOS, statistics and inference on these value can be produced on the output from
GOLD. Several weighted averages were used to estimate integrals rather than the analytical so-
lutions of DUOS, but GOLD consistently capture the true mean and median of the underlying
distribution around 95% of the time and the variance about 88% of the time. This
The purpose of the extensive simulation study was to increase the usability of GOLD by rec-
ommending priors that function on a broad range of underlying densities and sample sizes. Given
it is a nonparametric approach, it proves useful when little is known about the underlying density.
However, it still allows for the prior information to be incorporated into the process. It is compet-
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itive with density estimates from DUOS on every test distribution, except the ‘claw’ distribution.
Thus, if the density is of particular interest, in most cases GOLD is the better choice due to its
MISE and smoothness. However, DUOS is adept at capturing the general shape of the density and
tends to produce slightly lower MISE on the CDF.
With either a choice of GOLD or DUOS, a Bayesian set up is provided that can incorporate
prior information, yet involves few designated prior parameters. These methods both have defaults
that typically capture the main features of the density as well as its CDF and various statistical
summaries.
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CHAPTER 3. R PACKAGE
3.1 Introduction
In order to deliver the methods from Chapters 1 and 2 in a usable, open source software, the
R package biRd was created. The package title stands for bayesian inference in R for density
estimation. It provides two diverse Bayesian methods of density estimation in the form of DUOS
and GOLD. These are both nonparametric in the sense that no distributional forms are assumed
about the data. This package also fully incorporates the default priors discussed in Chapters 1
and 2 into the functions that create these Bayesian density estimates. These defaults, as well as a
variety of additional features in biRd, provide an application that can appeal to a wide range of
users.
Although both methods are combined into a single package, the functions within biRd are
named to clearly state the method for which they are intended. The functions for DUOS always
start with duos , while the functions for GOLD start with gold . The part of the function name
following the underscore indicates the function’s use. For example, the purpose of duos mcmcplots
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is to look at convergence plots on the MCMC output from DUOS, and gold plot plots the density
estimate from GOLD.
Each function in biRd was created to enable either a necessary step in the process of imple-
menting DUOS and GOLD or analyze additional information that can be acquired from the density
estimate. These steps are given below while details on syntax, options, and output for the functions
associated with each step are given throughout the rest of the chapter:
1. Given a sample of data, run the MCMC algorithm to retrieve posterior simulations:
 For DUOS, these are for the cut-points and bin probabilities
 For GOLD, these are for the unnormalized log densities at the grid and data points
2. Assess the convergence of the simulations using a variety of convergence diagnostic plots:
 ACF, running mean, and trace plots are provided
 Posterior verses prior plots are also available
 These are all designed to handle the multi-dimensional posterior distributions
 All plots were created using ggplot2 (Wickham, H. (2009))
– See Appendix A for a full list of packages used in the creation of biRd
3. Create a plot of the PDF or CDF estimate:
 Compare this to a histogram of the data or empirical CDF
 Includes the possibility of inference by plotting the credible intervals
 These plots can be created in an interactive setting through the use of plotly (Sievert,
C. et al. (2017)
4. Estimate the PDF or CDF at a scalar or vector of values
5. Estimate and retrieve confidence intervals for the mean, variance, and quantiles of the density
estimate
118
In order to understand how the functions in biRd enable this process, each of the following
sections gives a brief overview of DUOS and then GOLD. This is followed by examples of data
analysis, walking through each step in the order described above. Every function is introduced
with an overall explanation of its purpose followed by details and examples using all options for
the function. Actual code is provided along with the resulting output.
In order to demonstrate the functionality of biRd, data were simulated from a wide variety of
test distributions, including most of those used in the results sections of Chapters 1 and 2. These
distributions are displayed in Figure 3.2.
Figure 3.2: The test distributions used to demonstrate the functions to implement DUOS and
GOLD and analyze the output.
Four of the densities in Figure 3.2 are sampled in Sections 3.2 and 3.3. They are used to
demonstrate in detail how DUOS and GOLD work on a range of density types, including unimodal
and multimodal. Bayesian density estimates on data from all of the distributions in Figure 3.2 are
shown at the end of Sections 3.2 and 3.3.
Overall, this chapter is designed to provide a detailed illustration of how biRd performs Bayesian
density estimation using the DUOS and GOLD methods. Full examples and syntax are provided
for a variety of situations to help both the less informed user or a user with more prior knowledge.
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The output returned by the functions that run the DUOS and GOLD algorithms is detailed so
those with experience in Bayesian Statistics can extend its uses. On the other hand, the other
purpose of the output is to provide all necessary information to a variety of functions to create
the appropriate graphs and analysis for the user. These examples are also intended to provide the
user with the ability to identify areas for improvement, potential issues, or additional questions to
be answered, along with the solutions in biRd for each. Although the details behind DUOS and
GOLD are extensive, the package biRd was constructed with the goal of simplicity while including
options for the more experienced user.
3.2 DUOS
This section covers how biRd implements and analyzes the DUOS Bayesian density estimator
developed in Chapter 1. DUOS was designed to provide more flexibility than fixed-width histogram
density estimators by letting the bin widths and locations be random. Given the use of non-
informative priors, the only information required from the user to run DUOS is the number of
cut-points: k (where the number of bins is k+1). To produce an even simpler implementation of
DUOS, a simulation study resulted in a default number of cut-points. Thus, the user can retrieve
a density estimate by presenting only the data as input. However, the functions concerning DUOS
still allow for producing a result based on more prior information. As mentioned earlier, each of
these functions are preceded by duos to indicate which method it is designed to analyze. The full
title indicates the output being created from the steps in Section 3.1. Details and coding examples
are provided following a brief review of the data model, priors, and MCMC algorithm used to
simulate from the posterior distribution.
3.2.1 Methods Background
The function duos in biRd is designed to implement the Gibbs sampler outlined in Algorithm
1 in Chapter 1. The output from this function can then be entered into a variety of additional
functions to assess convergence and analyze the results. Rather than allowing fixed bin widths and
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locations to heavily influence the density estimate, DUOS introduces randomness to the width and
location of the bins in the form of cut-points. These cut-points and bin probabilities are used in a
histogram-like form to estimate the underlying density:
fˆ
˜
γ,
˜
pi(x) =

pi1
(γ1)
0 < x < γ1
pi2
(γ2−γ1) γ1 ≤ x < γ2
pi3
(γ3−γ2) γ2 ≤ x < γ3
... ... ≤ x < ...
pik
(γk−γk−1) γk−1 ≤ x < γk
pik+1
(1−γk) γk ≤ x < 1
(3.1)
k : the number of cut-points (γ1, ..., γk)
˜
γ : 0 < γ1 < γ2 < ... < γk−1 < γk < 1
˜
pi : pik ≥ 0 and
∑k+1
j=1 pij = 1
The value k can be used to incorporate prior information about the underlying density. Larger
values are necessary if given a complex underlying distribution, but may also be necessary for larger
data sets. The positions of the cut-points,
˜
γ, are random to allow for bin widths and locations to be
informed by the data. The bin probabilities,
˜
pi, are also unknown, and thus both sets of parameters
need priors.
Assuming
˜
γ and
˜
pi are independent, the following noninformative priors are chosen:
˜
γ ∼ uniform∆k(0,1) where 0 < γ1 < ... < γk < 1
The name of this method is based on above prior, which is a distribution of uniform order
statistics. A simulation from this distribution is attained by drawing k values from unif(0, 1) and
ordering them from small to large. The prior for the bin probabilities is the Dirichlet distribution.
˜
pi ∼ Dir(
˜
a)
where aj = 1 for j = 1, 2, ..., k, k + 1
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Given that DUOS implements a Gibbs sampler, the full conditionals are presented in Equations
3.2 and 3.3. These are used to draw from the posterior distributions of
˜
γ and
˜
pi. The full conditional
for each γj is an unknown distribution:
p(γj |
˜
x,
˜
pi,
˜
γ−j) ∝
(
pij
γj − γj−1
)∑n
i=1 I(γj−1≤xi<γj)( pij+1
γj+1 − γj
)∑n
i=1 I(γj≤xi<γj+1)
γj ∈ [γj−1, γj+1)
(3.2)
Rejection sampling is applied to sample from this distribution. However, the full conditional dis-
tribution for the bin probabilities follows a Dirichlet distribution, and therefore, is straightforward
to sample from using the gamma distribution.
p(
˜
pi|
˜
x,
˜
γ) ∼ Dir(a∗) (3.3)
where a∗ = (1 +
∑n
i=1 I(0 ≤ xi < γ1), 1 +
∑n
i=1 I(γ1 ≤ xi < γ2), ..., 1 +
∑n
i=1 I(γk ≤ xi < 1)).
The posterior distribution for the cut-points was shown to be multimodal in Section 1.2.4,
and therefore a larger number of simulations is typically recommended for this density estimator
to ensure all the modes have been explored. The following sections introduce full details on the
function that retrieves these posterior simulations for DUOS, as well as code and examples to
provide an exploration and analysis of the results.
3.2.2 Functions
This section contains a thorough explanation and examples of each function in biRd associated
with DUOS. The functions are presented in the order of the steps described in Section 3.1. Before
providing the details of the syntax, an overview of the purpose and output of the function are
provided. Simulations from four of the test distributions in Figure 3.2 were created for analysis.
The sizes of these samples range from 50 to 400, and their histograms are displayed in Figure 3.3.
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Figure 3.3: Histograms of data simulated from four of the test distributions.
The process of assessing each of these data sets demonstrates how the results from the function
duos are affected by a range of underlying densities and sample sizes. A selection of functions are
provided to check convergence, plot the density, and analyze Bayesian estimates of several statistics.
Results on all distributions for a sample of size n = 250 are given at the end in Section 3.2.3.
3.2.2.1 duos
The function duos executes the Gibbs sampler outlined in Algorithm 1 in Chapter 1. In order
to increase the speed of this function, it was coded in Rcpp (Eddelbuettel, D (2013), Eddelbuettel,
D. and Balamuta, J. J. (2017), Eddelbuettel, D. and Francois, R. (2011)). It is equipped with
defaults for all options, increasing its ease of use. However, the there are a variety of options
that the user can change to incorporate more prior information described in full detail later. The
function with all of its options and input is:
duos(y, k, N, alpha , scale_l , scale_u , start)
The function duos returns a list of matrices and vectors containing all details about the options
and output from the function. This is to provide the information necessary to other functions in
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biRd for plotting and analyzing the data. All posterior simulations for the parameters are output
so that other packages such as coda (Plummer, M., Best, N., Cowles, K., and Vines, K. (2006))
can also be applied to the results. Below is a list of the values returned from duos:
 C : A matrix containing the posterior draws for the cut-point parameters. The number of
columns is k, and the number of rows is N
 P : A matrix containing the posterior draws for the bin probability parameters. The number
of columns is k + 1, and the number of rows is N
 y : A vector containing the data introduced to duos for density estimation
 k : The number of cut-points
 alpha: The parameter(s) for the Dirichlet prior on the bin probabilities
 scale l : The scaling parameter for the lower end of the data
 scale u: The scaling parameter for the upper end of the data
Any time duos is run, a counter is printed every 1000 iterations to notify the user on the
progress. This looks like the output below, but is omitted from the rest of the R output to follow:
Iteration: 1000
Iteration: 2000
Iteration: 3000
Iteration: 4000
Iteration: 5000
Iteration: 6000
Iteration: 7000
Iteration: 8000
Iteration: 9000
Iteration: 10000
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Thus, this functions serves the purpose of executing the MCMC algorithm and returning the
results for further analysis. The following sections provide the details for each option in this function
as well as syntax and coding examples.
3.2.2.1.1 y The first piece of input to duos is a vector y. The DUOS Bayesian density
estimate is created based on this input. The data is univariate and should contain only numeric
values. This is the only necessary piece of information duos needs to run properly. Due to the
simulation studies in Chapter 1, a default number of cut-points is provided to the function. The
vector y should also be free of missing values. A missing value was added to the data below to
show an example of the resulting error.
# Demonstrates error if ‘y’ contains missing values
y <- c(rnorm(50), NA)
duos(y = y)
Error in duos(y = y) : The input vector ‘y’ contains missing values. Please remove the missing
values.
However, given a vector for y free of missing values, duos is simple to run. The code below
demonstrates an example using a sample of data from the N(0, 1) distribution. As the code and
output shows, duos has provided default values for the number of cut-points and the Dirichlet
distribution prior for the bin probabilities.
# Simulates 100 data points from N(0,1)
y_norm <- rnorm (100)
# If ‘duos ’ is run with all defaults , it automatically chooses
# the number of cut -points
duos_norm <- duos(y = y_norm)
# Prints the number of cut -points
duos_norm$k
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[1] 5
# Prints the alpha parameters for the Dirichlet prior
duos_norm$alpha
[1] 1 1 1 1 1 1
As mentioned in Section 3.2.1, a noninformative choice was made for the prior parameters for
the Dirichlet distribution on the bin probabilities. The process for choosing the default number of
cut-points is described in the next section.
3.2.2.1.2 k This is the number of cut-points for duos to use in the estimate of the density.
If k cut-points are chosen, there are k + 1 bins for the formula in Equation 3.1. In general, more
cut-points are needed as the sample size increases. This enables the results to converge to the
posterior distribution. Based on an extensive simulation study evaluating convergence and MISE
in Sections 1.3.1 and 1.3.2, an extra cut-point is needed for each additional 50 data points. It is
recommended to start with at least k = 3. This default is incorporated into the function duos using
Equation 3.4 where n = the number of data points in y:
kdefault = [n/50] + 3 (3.4)
If the user does not have much prior information about the data, the simplest way to run duos
is to input only the data as seen in the above example on the N(0, 1) data. In this case, the default
value for k was 5 given that there were 100 data points in the sample.
For some densities, more cut-points might be needed based on prior knowledge of the data.
Since the ‘claw’ data has 400 data points, it already has a higher number of default cut-points: 11
in this case. However, to ensure capturing all details, a higher number of cut-points can be specified
in the code below.
# Samples 400 data points from the ‘claw ’ distribution
u <- runif (400)
y_claw_400 = rep(NA , 400)
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# Sampling from the mixture
for(i in 1:400){
if(u[i]<.5){
y_claw_400[i] <- rnorm(1, 0, 1)
}else if(u[i]<.6){
y_claw_400[i] <- rnorm(1, -1, 0.1)
}else if (u[i] < .7){
y_claw_400[i] <- rnorm(1, -0.5, 0.1)
}else if (u[i]<.8){
y_claw_400[i] <- rnorm(1, 0, 0.1)
}else if (u[i] < .9){
y_claw_400[i] <- rnorm(1, 0.5, 0.1)
}else {
y_claw_400[i] <- rnorm(1, 1, 0.1)
}
}
# The default for a data set of size 400 is 11, but more might be needed
# Given the complexity of the distribution , ‘k’ is set to 15 cut -points
duos_claw_400 <- duos(y = y_claw_400 , k = 15)
The intention behind setting up duos to run in a simple fashion with only the data as input
was to match usability of the density function in R that does kernel density estimation. However,
the user can make a variety of changes, in addition to the number of cut-points, demonstrated in
the following sections.
3.2.2.1.3 N This option represents the number of iterations to run in the Gibbs algorithm in
duos. For small data sets (i.e. data sets around 100 or less data points), less than 20,000 iterations
is often enough, but for larger data sets, more iterations are sometimes necessary to ensure proper
exploration of the posterior distribution. Since 20,000 iterations is often sufficient, it is the default.
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In the example below, data from unif(0, 1) with 50 data points may only need 10,000 iterations.
On the other hand, a data set with 200 data points and more complex shape like the‘trimodal’
distribution may need more, and therefore, N is set to 30,000. The default cut-points are used in
both cases which is 4 cut-points for n = 50 and 7 for n = 200.
# Simulates 50 data points from unif (0,1)
y_unif_50 <- runif (50)
# Runs 10,000 iterations on data from unif(0, 1) with the default
# number of cut -points
duos_unif_50 <- duos(y = y_unif_50 , N = 10000)
# Simulates 200 data points from the ‘trimodal ’ distribution
u <- runif (200)
y_trimodal_200 <- rep(NA ,200)
# Sampling from the mixture
for(i in 1:200){
if(u[i]<.2){
y_trimodal_200[i] <- rnorm(1, 0, 1)
}else if(u[i]<.5){
y_trimodal_200[i] <- rnorm(1, 6, 1)
}else{
y_trimodal_200[i] <- rnorm(1, 2, 0.1)
}
}
# Runs 30,000 iterations on data from the ‘trimodal ’ data
duos_trimodal_200 <- duos(y = y_trimodal_200 , N = 30000)
As seen above, the Gibbs simpler can be run for as many or as few iterations as the user specifies,
but a higher number is typically recommended.
3.2.2.1.4 alpha This contains the prior parameters for the Dirichlet distribution on the bin
probabilities. The default value is for all alpha parameters to be set to 1. Although the simulation
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study in Section 1.3 used to recommend values for k worked well with this non-informative prior,
the user is allowed to change this. The length of alpha should be k + 1 given this is the number of
bins. For some samples of data, there may be reason to change the default. For example, in the
‘trimodal’ sample there is a huge spike in the middle of the data. Therefore, it might be useful to
incorporate this information into duos through the prior on the bin probabilities.
Previously, duos was run on the ‘trimodal’ sample with the default prior on the bin probabilities
and number of cut-points. Given its complexity, it was also run with 30,000 iterations. The code
below uses the same number of cut-points (k = 8), but changes alpha to incorporate information
about 3 modes in the underlying distribution, with one being much larger than the other two.
It also uses 20,000 iterations (default) to see if convergence can be reached in less than 30,000
iterations.
# Runs ‘duos ’ with an alternative set of alpha ’s
# It uses the default number of cut -points and iterations
duos_trimodal_200_alt <- duos(y = y_trimodal_200 , alpha = c(1, 3, 1, 10,
1, 2, 3, 2, 1))
The effects of these choices on mixing are examined in Section 3.2.2.2 using the convergence
diagnostic plots.
3.2.2.1.5 scale l and scale u Both of these options are used to control how the data is
scaled. The function duos is designed to operate on samples of data between 0 and 1. Any data that
is not initially between 0 and 1 is scaled before the duos algorithm is implemented. By default, these
values are both 0.0001. If the user wants to extend the area where the density can be estimated
slightly beyond the range of the data, these options allow for this by using the equation below:
y − (min(y)− scalel)
max(y) + scaleu − (min(y)− scalel)
In some cases, when there are large outliers or areas of sparse data in the tails of the sample,
the algorithm can move slower. Also, the tails of the density estimate - if they are supposed to
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approach zero - are not as accurate. However, adjusting the scaling parameters can help with speed
and in estimating the tails of the underlying density.
Adjusting both scaling parameters for the normal data does improve the speed, and results are
shown later as to the behavior in the tails of the density estimate. The code below runs duos on
N(0, 1) with the same number of cut-points (k = 5) and iterations as used earlier. However, rather
than use the default scaling, the estimate of the density is extended to one standard deviation above
and below the maximum and minimum of the data.
# Runs ‘duos ’ on the N(0,1) data
# Uses one standard deviation of the data as the scaling options
duos_norm_scale <- duos(y = y_norm , scale_l = sd(y_norm), scale_u =
sd(y_norm))
To reiterate, these scaling values should not be large. This would be forcing duos to attempt to
estimate the density far outside the range where data exists. The next section describes an option
that enables an assessment of convergence.
3.2.2.1.6 start The start values for the algorithm are automatically chosen to be k random
numbers between 0 and 1, and are then sorted. However, the user can specify starting values
for the cut-points. This is especially useful for specifying overdispersed starting values for the
Gelman-Rubin diagnostic for assessing convergence.
The example below shows how to use the start values to calculate the potential scale reduction
factors (PSRF), which should be close to 1. The number of iterations used when running duos on
the unif(0, 1) data was set to less then the default at 10,000. This diagnostic helps determine if
this is enough iterations. Given that the default k is used, there are 4 cut-points.
# Runs the ‘duos ’ algorithm three times with start values in:
# (0, 1/3) for run 1, (1/3, 2/3) for run 2, and (2/3, 1) for run 3.
duos_unif1 <- duos(y = y_unif_50 , N = 10000, start = c(runif(4, 0, 1/3)))
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duos_unif2 <- duos(y = y_unif_50 , N = 10000, start = c(runif(4, 1/3, 2/3)))
duos_unif3 <- duos(y = y_unif_50 , N = 10000, start = c(runif(4, 2/3, 1)))
# Loads the ‘coda ’ package
library(coda)
# Retrieves the cut -point iterations
C1 <- mcmc(duos_unif1$C)
C2 <- mcmc(duos_unif2$C)
C3 <- mcmc(duos_unif3$C)
# Turn into an MCMC list
C <- mcmc.list(C1 , C2, C3)
# Runs Gelman -Rubin diagnostic
gelman.diag(C)
Potential scale reduction factors:
Point est. Upper C.I.
[1,] 1.01 1.03
[2,] 1.01 1.03
[3,] 1.01 1.04
[4,] 1.02 1.05
Multivariate psrf
1.02
# Retrieves the bin probability iterations
P1 <- mcmc(duos_unif1$P)
P2 <- mcmc(duos_unif2$P)
P3 <- mcmc(duos_unif3$P)
# Turns into an MCMC list
P <- mcmc.list(P1, P2, P3)
# Runs Gelman -Rubin diagnostic
gelman.diag(P, multivariate = FALSE)
Potential scale reduction factors:
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Point est. Upper C.I.
[1,] 1.01 1.03
[2,] 1.00 1.00
[3,] 1.00 1.00
[4,] 1.00 1.00
[5,] 1.01 1.02
Based on the above output, all PSRFs are 1 or very close to 1, indicating 10,000 iterations for
duos may be sufficient for the unif(0, 1) data. Diagnostic plots shown in the next section will help
to confirm convergence.
Thus, the package coda combined with the start option in duos enables the computing of
potential scale reduction factors to assess convergence. Before moving on to analyzing the density,
it is important to view multiple methods for checking convergence. The next function provides a
variety of common plots for diagnosing issues with convergence.
3.2.2.2 duos mcmcplots
This function is designed to provide a range of graphs often used in assessing convergence:
trace plots, ACF plots, and running mean plots. Each plot can be created for the cut-point or
bin probability parameters. Given the multimodal nature of the posterior distributions of the
cut-points, it is advisable to look at a variety of different viewpoints of the results to check for
convergence. Using at least as many cut-points as the default is also recommended given this is
what typically produced test results that converged for the input sample sizes. The function and
each of its options are listed below:
duos_mcmcplots(duos_output , type , parameters , plots , burnin)
This function was designed to handle multidimensional posterior distributions by creating grids
of six parameters at a time.
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3.2.2.2.1 duos output The first piece of input to the function is the list output returned
by duos. Given this list, there are options to create a variety of convergence plots. If the function
is run with just the duos output, it is set up to plot the trace plots for the cut-points by default.
Also, since the cut-points are ordered, these trace plots are overlaid on a single graph.
The code below runs duos mcmcplots on the output from duos on the unif(0, 1) data with 50
data points.
# Plots the trace plots of the cut -points overlaid on a single graph from
# results on the unif (0,1) data
duos_mcmcplots(duos_unif_50)
Figure 3.4: Trace plots for 4 cut-points overlaid on a single graph for the output from duos on the
unif(0, 1) data: n = 50.
Given the ordered nature of the cut-points, Figure 3.4 provides useful information about what
space the posterior samples are exploring as a whole. Given there are not large areas of empty
space or chains appearing to be stuck in a particular area, this adds to confidence in convergence
since the PSRFs on the unif(0, 1) results were already shown to be close to one. The following are
additional graphs that this function produces.
133
3.2.2.2.2 type This option allows for choosing the type of graph for which there are three
options:
 “traceplot”: Plots the iteration verses the simulation to create trace plots (DEFAULT)
 “acf”: Creates autocorrelation plots
 “rm”: Creates running mean plots
As seen above, when duos mcmcplots is run with just the output from duos, it defaults to
creating trace plots for the cut-points overlaid on a single graph.
These trace plots can be used to compare the mixing between duos run with the default scaling
on the N(0, 1) data to the alternative scaling of one standard deviation. Since plots returned by
duos mcmcplots are ggplot2 objects, additional options such as removing the plot legend can be
added.
# Plots the trace plots of the cut -points overlaid on a single graph
# from the N(0,1) data with the default scaling
duos_mcmcplots(duos_norm)+theme(legend.position = "none")
# Plots the trace plots of the cut -points overlaid on a single graph
# from the N(0,1) data scaled by sd(y_normal)
duos_mcmcplots(duos_norm_scale)+theme(legend.position = "none")
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(a) Default scaling (b) Scaled by one standard deviation
Figure 3.6: Trace plots for 5 cut-points overlaid on a single graph for the output from duos on the
N(0, 1) data: n = 100. Compares two different ways to scale the data between 0 and 1.
There is some difference between Figure 3.5b and Figure 3.5a, but it is hard to tell if one shows
more promising signs of convergence. The mixing may be slightly faster for some of the chains in
Figure 3.5b with the alternative scaling, but additional plots would be helpful.
Another type of plot that duos mcmcplots can create is running mean plots in which a running
mean is created for each parameter. The following code examines the running means for the cut-
points from duos run on the ‘claw’ data with 15 cut-points.
# Plots the running mean plots of the cut -points overlaid on a single
# graph from the ‘claw ’ data
duos_mcmcplots(duos_claw_400 , type = "rm")
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Figure 3.7: Running mean plots for 15 cut-points overlaid on a single graph for the output from
duos on the‘claw’ data: n = 400.
All running means in Figure 3.7 appear to reach a steady state. However, given how many
cut-points there are, a closer inspection would be advisable. The option plots in Section 3.2.2.2.4
provides an alternative view that plots each running mean separately.
The final type of plot this function can create is an autocorrelation plot. The code below
examines the autocorrelation plots for two sets of output from duos on the ‘trimodal’ data. The
first run of duos used the default prior for the bin probabilities where alpha is set to a vector of
1’s. The second examines the duos output when alpha was set to (1, 3, 1, 10, 1, 2, 3, 2). It should
be noted that half the iterations are discarded as a burnin by default before creating the ACF plot
(more discussion on burnin is given in Section 3.2.2.2.5).
# Plots the ACF plots of the cut -points overlaid on a single graph
# from the ‘duos ’ output on the ‘trimodal ’ data with the default ‘alpha ’
duos_mcmcplots(duos_trimodal_200 , type = "acf")
# Plots the ACF plots of the cut -points overlaid on a single graph
# from the ‘duos ’ output on the ‘trimodal ’ data with alternative values
# for ‘alpha ’
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duos_mcmcplots(duos_trimodal_200_alt , type = "acf")
(a) alpha = (1, 1, 1, 1, 1, 1, 1, 1, 1) (b) alpha = (1, 3, 1, 10, 1, 2, 3, 2, 1)
Figure 3.9: ACF plots for 8 cut-points overlaid on a single graph for the output from duos on
‘trimodal’ data: n = 200. Compares the default alpha to an more informed alpha.
Based on the ACF plots in Figure 3.9, adding prior information about the bin probabilities
helped the algorithm mix much faster. However, the rest of the discussion on convergence with
still compare the two options for the duos output on the ‘trimodal’ data in order to show examples
where convergence is an issue.
At this point, convergence diagnostic plots have been created for only the cut-points. The next
option allows for switching to plotting the MCMC chains for the bin probability parameters.
3.2.2.2.3 parameters The option parameters is set to “c” by default for the cut-points.
Changing this option from its default, the user can plot the same convergence plots on the bin
probabilities. The two options for parameters are:
 “c”: plots the cut-point parameters (DEFAULT)
 “p”: plots the bin probability parameters
The code below examines the ACF plots of the bin probabilities from the duos output for the
unif(0, 1) data. These are once again overlaid on a single graph, but the option in the next section
provides an alternative.
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# Plots the ACF plots of the bin probabilities overlaid on a single graph
# from ‘duos ’ on the unif(0, 1) data
duos_mcmcplots(duos_unif_50 , type = "acf", parameters = "p")
Figure 3.10: ACF plots for 4 cut-points overlaid on a single graph for the output from duos on the
unif(0, 1) data: n = 50.
As other results have shown so far for the unif(0, 1) data, Figure 3.10 shows no issues with
convergence. The chains are mixing quickly as the autocorrelations die off fairly early in the chain.
Thus, it appears that N = 10000 were enough iterations for the unif(0, 1) data with 4 cut-points.
Earlier assessment of DUOS run on the N(0, 1) indicated that scaling slightly outside the range
of the data may improve convergence, but it was difficult to tell based solely on the trace plots.
The code below compares the running means for the bin probabilities for the default scaling to the
alternate scaling.
# Plots the running means of the bin probabilities overlaid on a single
# graph from the N(0, 1) data with the default scaling
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duos_mcmcplots(duos_norm , type = "rm", parameters = "p") +
theme(legend.position = "none")+coord_cartesian(ylim=c(0, 0.4))
# Plots the running means of the bin probabilities overlaid on a single
# graph from the N(0, 1) data with the alternative scaling
duos_mcmcplots(duos_norm_scale , type = "rm", parameters = "p") +
theme(legend.position = "none")+coord_cartesian(ylim=c(0, 0.4))
(a) Default scaling (b) Scaling by one standard deviation
Figure 3.12: Running means for 6 bin probabilities overlaid on a single graph for the duos output
on the N(0, 1) data: n = 100. Compares two different ways to scale the data between 0 and 1.
Although most of the running means are fairly comparable between Figure 3.11a and Fig-
ure 3.11b, the running means in Figure 3.11b for the alternative scaling appear to remain consis-
tently flat after about 12000 iterations whereas some of the running means in Figure 3.11a begin to
increase or decrease towards the edge of the graph. These results will be examined further before
determining with scaling to use for the density estimate.
In order to look at the duos results on the ‘trimodal’ data from another viewpoint, the code below
examines the running means of the bin probabilities based on the default verses more informative
prior values for alpha.
# Plots the running means of the bin probabilities overlaid on a single
# graph from the ‘trimodal ’ data with the default ‘alpha ’
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duos_mcmcplots(duos_trimodal_200 , type = "rm", parameters = "p")
# Plots the running means of the bin probabilities overlaid on a single
# graph from the ‘trimodal ’ data with the informative ‘alpha ’
duos_mcmcplots(duos_trimodal_200_alt , type = "rm", parameters = "p")
(a) alpha = (1, 1, 1, 1, 1, 1, 1, 1, 1) (b) alpha = (1, 3, 1, 10, 1, 2, 3, 2, 1)
Figure 3.14: Running mean plots for 9 bin probabilities overlaid on a single graph for the output
from duos on the ‘trimodal’ data: n = 200. Compares the default alpha to an informative alpha.
Even though results with the default alpha in Figure 3.13a were run with 30,000 iterations, it
does not look like convergence has been reached for several of the parameters. Most are steady
by 10,000 iterations, except parameters 2 and 3. These are the bin probabilities for the 2nd and
3rd bin which may occur around the spike in the data. However, if more information is given to
duos by changing the prior parameters for the bin probabilities, Figure 3.13b shows they all level
off quickly. As expected, the fourth bin has much higher probability.
The convergence of the bin probabilities for the duos output on the ‘claw’ data can be examined
by the following code that creates overlaying ACF plots:
# Plots the ACF plots of the bin probabilities overlaid on a single graph
# from the ‘claw ’ data.
duos_mcmcplots(duos_claw_400 , type = "acf", parameters = "p")
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Figure 3.15: ACF plots for the 16 bin probabilities overlaid on a single graph for the output from
duos on the ‘claw’ data: n = 400.
Although some of the parameters have lower correlation, they never reach the low levels seen
in the ACF plot for the unif(0, 1) data in Figure 3.10. There are several parameters for which
large autocorrelation hangs on until at least lag 500. This slower mixing indicates the need for a
higher choice of N. Further diagnostic plots confirm this in Section 3.2.2.2.4 and more iterations
are added.
Thus far, all plots created in this function have overlaid all chains on a single plot. This is
useful, but for the bin probabilities, it is hard to view all trace plots at once. The next option
provides an alternative.
3.2.2.2.4 plots This option indicates whether to plot all convergence diagnostics in single
or separate plots. Overlaying the plots is the default. However, it is sometimes useful to create
a grid of plots instead. The output from this function produces grids of plots with 6 plots per
window. Thus, if there are more than 6 parameters, multiple plots are created. The two options
are:
 “all”: Overlays all parameters in one plot (DEFAULT)
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 “indiv”: Creates a grid of plots. Six plots are allowed in a grid so multiple graphs are created
if there are more than 6 parameters
For example, to examine the trace plots for the bin probabilities from the duos output on the
unif(0, 1) data, it would be more useful to see their individual plots, rather than overlaid.
# Plots the trace plots of the bin probabilities on separate graphs
# from the unif(0, 1) data.
duos_mcmcplots(duos_unif_50 , parameters = "p", plots = "indiv")
Figure 3.16: Trace plots for the 5 bin probabilities on separate graphs for the duos output on the
unif(0, 1) data: n = 50.
From this output, there are no issues with the bin probabilities converging for the duos results
on the unif(0, 1) data.
To perform a final check to see if the results from the default scaling for the N(0, 1) data are
mixing slower or just need more iterations, the code below creates the ACF plots on the cut-points:
# Plots the ACF plots of the cut -points on separate graph from the
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# N(0, 1) data with the default scaling
duos_mcmcplots(duos_norm , type = "acf", plots = "indiv")
# Plots the ACF plots of the cut -points on separate graphs from the
# N(0, 1) data with scaling by one standard deviation of the data
duos_mcmcplots(duos_norm_scale , type = "acf", plots = "indiv")
(a) Default scaling (b) Scaling by one standard deviation
Figure 3.18: ACF plots for 5 cut-points on individual graphs from the duos output on the N(0, 1)
data: n = 100. Compares two different ways to scale the data between 0 and 1
The plots in Figure 3.28 indicate that the results with the alternative scaling are mixing slightly
faster. However, given their similarities, results from both with continued to be compared.
It was determined earlier that using a more informative prior for the ‘trimodal’ data resulted in
much better mixing. The code below demonstrates yet another graph to help diagnose this problem
and the solution by examining the trace plots for the bin probabilities.
# Plots the trace plots of the bin probabilities on separate graphs
# from the ‘trimodal ’ data with the default ‘alpha ’.
duos_mcmcplots(duos_trimodal_200 , parameters = "p", plots = "indiv")
# Plots the trace plots of the bin probabilities on separate graphs
# from the ‘trimodal ’ with the informative ‘alpha ’
duos_mcmcplots(duos_trimodal_200_alt , parameters = "p", plots = "indiv")
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(a) alpha = (1, 1, 1, 1, 1, 1, 1, 1, 1) (b) alpha = (1, 3, 1, 10, 1, 2, 3, 2, 1)
Figure 3.20: Trace plots for the first 6 of 8 bin probabilities on individual graphs from the duos
output on the ‘trimodal’ data: n = 200. Compares the default alpha to a more informative alpha.
Given the complexity of the‘trimodal’ distribution, using the default continues to result in poor
mixing as seen in Figure 3.19a. The chains seem to have difficulty from moving from mode to mode.
Rather than run more than 30,000 iterations to ensure full exploration of the posterior space, the
alternative values for alpha provide a solution that mixes much faster and 20,000 iterations appears
sufficient.
So far, the convergence plots indicate that more iterations may need to be run on the ‘claw’
data with n = 400. The code below examines the individual trace plots for the cut-points from the
duos output:
# Plots the trace plots of the cut -points on separate graphs from the
# ‘claw ’ data
duos_mcmcplots(duos_claw_400 , plots = "indiv")
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Figure 3.21: Trace plots for the first 6 of 15 cut-points on separate graphs from duos output on the
‘claw’ data: n = 500.
Figure 3.21 shows slow mixing although the running means did not appear show any major
issues in Figure 3.7. In order to ensure convergence to the posterior distribution, more iterations
are needed. Thus, the code below runs duos for 50,000 iterations and creates individual running
mean plots on the cut-points to look more closely at how level they are. The same plot is created
for the running means from only running 20,000 iterations for comparison.
# Runs ‘duos ’ on the ‘claw ’ data for 50 ,000 iterations
duos_claw_400_N <- duos(y = y_claw_400 , k = 15, N = 50000)
# Plots the running mean plots of the cut -points on separate graphs
# from the ‘claw ’ data with 20,000 iterations.
duos_mcmcplots(duos_claw_400 , type = "rm", plots = "indiv")
# Plots the running mean plots of the cut -points on separate graphs
# from the ‘claw ’ distribution with 50,000 iterations.
duos_mcmcplots(duos_claw_400_n , type = "rm", plots = "indiv")
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(a) N = 20,000 iterations (b) N = 50,000 iterations
Figure 3.23: Running mean plots for 6 of the 15 cut-points on individual graphs from the duos
output on the ‘claw’ data: n = 500. Compares the results from only 20,000 iterations to 50,000
iterations.
Figure 3.22a demonstrates the importance of creating separate running mean plots when many
parameters are present. When the cut-points were all displayed on a single plot in Figure 3.7, it
appeared that the running means grew level fairly quickly. However, major fluctuations are still
occurring in the running means in Figure 3.22a after 10,000 iterations. Thus, it appears a larger
burnin and therefore, more iterations are necessary. Figure 3.22b shows results from duos with
50,000 iterations. In this case, the running means are approaching a steady state. Thus, any
results using the density estimate on ‘claw’ data are given based on the duos results with 50,000
iterations.
All plots up to this point have been using either no burnin or a burnin of half of the iterations
for the ACF plots. The next option allows for the user to change the burnin.
3.2.2.2.5 burnin This parameter allows for discarding iterations before creating plots. It
defaults to 1, but in the case of ACF plots, a burnin should be dropped before calculating the
autocorrelations, and thus it defaults to half of the iterations.
If the user wants to examine the last 10,000 iterations for the cut-points from the ‘trimodal’
results when the default alpha was selected, the code below produces the trace plots. Recall that
30,000 iterations were run on the ‘trimodal’ data with the default prior on the bin probabilities.
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This code also creates trace plots of the last 10,000 iterations for the duos output using 20,000
iterations and an informative prior for the bin probabilities.
# Plots the trace plots the last 10,000 iterations of the cut -points
# on separate graphs from the ‘trimodal ’ with the default ‘alpha ’
duos_mcmcplots(duos_trimodal_200 , plots = "indiv", burnin = 20000)
# Plots the trace plots the last 10,000 iterations of the cut -points
# on separate graphs from the ‘trimodal ’ with the informative ‘alpha ’
duos_mcmcplots(duos_trimodal_200_alt , plots = "indiv", burnin = 10000)
(a) alpha = (1, 1, 1, 1, 1, 1, 1, 1, 1) (b) alpha = (1, 3, 1, 10, 1, 2, 3, 2, 1)
Figure 3.25: Trace plots for 6 of the 7 cut-points on individual graphs from duos output on the
‘trimodal’ data: n = 200. Compares the default alpha to an informative alpha.
This final check once again demonstrates the clear issues with mixing on the ‘trimodal’ data
when using the default for alpha in Figure 3.24a. Also, Figure 3.24b shows the solution in this case
is to work with a more informative alpha which results in much better mixing.
All of the plots described in this section, along with the variety of ways to view the parameters,
are intended to assist the user in diagnosing issues with convergence, while learning typical behavior
of duos for different types of distributions and size data sets. For the unif(0, 1) and N(0, 1), where
the sample sizes were n = 50 and n = 100, there did not appear to be any issues with convergence.
This was the case for either type of scaling used for duos on the N(0, 1) data. In more extreme
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underlying densities like the ‘trimodal’ data, it was clear that the noninformative choice for the
prior had major issues with mixing. In this case, the solution was to work with a more informative
prior on the bin probabilities. When the data set is large and complex, such as for the ‘claw’
example, slightly more cut-points than the default were specified along with more than double the
default number of iterations. Another means of diagnosing when duos needs to be run longer or
with more cut-points is demonstrated in the next section.
3.2.2.3 duos pp
This function is designed to create plots comparing simulations from the posterior distribution
to simulations from the prior distributions. This is useful to see how much influence the data has
over the results as well as identify potential issues with convergence. Grids of 6 parameters at a
time are created. Multiple figures are produced if there are more than 6 parameters. The code to
create these plots is given below:
duos_pp(duos_output , parameters , burnin)
3.2.2.3.1 duos output The first piece of input is once again the list created by duos. Given
the simulations from the posterior distributions for the cut-point and bin probability parameters,
plots can be created for comparing these results to the priors.
As the previous functions, duos pp can produce results with only duos output as input. In this
case, it creates the posterior verses prior histograms for all of the cut-point parameters by default.
As a reminder, simulations from the prior distribution for the cut-points are obtained by simulating
k values from a unif(0, 1) distribution and then sorting.
The code below creates the posterior verses prior plots for the cut-points from the duos output
on the unif(0, 1) data.
# Posterior verses prior plots on the unif(0, 1) data
148
duos_pp(duos_unif_50)
Figure 3.26: The histograms of the posterior draws for the cut-points from the duos output com-
pared to their priors for data from unif(0, 1): n = 50.
Given that the data is uniform, the expectation would be that the posterior simulations would
not be very different from the prior in terms of location between 0 and 1. This is the case in Fig-
ure 3.26, but the posterior distribution does appear to have multiple modes. This is not surprising
given Monte Carlo approximations in Chapter 1 showed the marginal posterior distributions of the
cut-points to be multimodal.
When duos was run on the N(0, 1) data, two different versions of scaling were applied. The
first was the default, where the density will only be estimated between the maximum and minimum
of the data. The second was to expand the density estimate to one standard deviation above and
below the maximum and minimum. The code below creates the posterior verses prior plot for each
to see how this scaling affects the posterior distributions.
# Posterior verses prior plots on the N(0, 1) data
# with the default scaling
duos_pp(duos_norm)
149
# Posterior verses prior plots on the unif(0, 1) data
# with alternative scaling
duos_pp(duos_norm_scale)
(a) Default scaling (b) Scaling by one standard deviation
Figure 3.28: Posterior verses prior plots for 5 cut-points from the duos output on the N(0, 1) data:
n = 100. Compares two different ways to scale the data between 0 and 1.
The primary difference lies in the posterior distributions of the smallest and largest cut-points.
When the default scaling is used, Figure 3.27a shows a large spike near zero for the smallest cut-
point and near 1 for the largest cut-point. This indicates that a lot of the simulations are creating
extremely small bins at the edges of the distribution. This could result in poor estimates of the bin
probabilities since little or no data lies in these narrow bins. However, the posterior distributions
for the alternative scaling in Figure 3.27b do not show the large spikes near 0 and 1. The impact
that this has on the density estimate is shown later in Section 3.2.2.4.
If the user wishes to plot the prior verses posterior of the bin probability parameters, the next
option can be used.
3.2.2.3.2 parameters This option provides a choice for which parameters’ posterior and
prior distributions to compare. The choices are below:
 “c”: Plots the cut-point parameters (DEFAULT)
 “p”: Plots the bin probability parameters
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The duos output on the ‘trimodal’ data with the default prior has already been shown to have
major issues with convergence. Therefore, its simulations should not be assumed to be from the
posterior distributions. However, to examine how the two priors affect the simulations for the
bin probabilities, the parameters option can be changed to “p”. Recall that the prior on the bin
probability parameters is the Dirichlet distribution. The prior parameter alpha is a vector of length
k + 1 that are all 1 for the default. This default was changed to (1, 3, 1, 10, 1, 2, 3, 2, 1) for a more
informative choice for the ‘trimodal’ data. The code below creates the posterior verses prior plots
for the bin probabilities for both situations.
# Posterior verses prior plots on the ‘trimodal ’ data with the
# default ‘alpha ’
duos_pp(duos_trimodal_200 , parameters = "p")
# Posterior verses prior plots on the unif(0, 1) data with the
# alternative ‘alpha ’
duos_pp(duos_trimodal_200_alt , parameters = "p")
(a) alpha = (1, 1, 1, 1, 1, 1, 1, 1, 1) (b) alpha = (1, 3, 1, 10, 1, 2, 3, 2, 1)
Figure 3.30: Posterior verses prior plots for 6 of 8 bin probabilities from the duos output on the
‘trimodal’ data: n = 200. Compares the default ‘alpha’ to an informative ‘alpha’.
There are clear differences in the distributions of the simulations from duos between the two
graphs in Figure 3.25. Figure 3.24a uses the default prior where the bin probabilities are assumed
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to be evenly spread across the bins. In this case, there are clearly multiple modes in the simulations
for the bin probability parameters. Figure 3.24b is based on results using a more informative prior
that assumes some bins have larger probabilities than others. These results are primarily unimodal,
and mix much faster as shown from previous results. Given how large some of the modes are in
Figure 3.29a for the default prior and how slowly duos mixes between them, all future results on
the ‘trimodal’ data in the following sections use the output from duos with the informative prior
for the bin probabilities.
3.2.2.3.3 burnin In order for simulations to be assumed to be from the posterior distri-
bution, a burnin should be discarded to remove the effect of the starting values. This is half the
iterations by default, but can be changed.
For example, the code below examines the posterior simulations for the cut-points from the
duos output on the ‘claw’ data. The results from the simulations using only 20,000 iterations with
a burnin of 10,000 are compared to the simulations using 50,000 iterations with a burnin of 20,000.
# Posterior verses prior plots on the ‘claw ’ data with 20,000 iterations
duos_pp(duos_claw_400 , burnin = 10000)
# Posterior verses prior plots on the ‘claw ’ data with 50,000 iterations
duos_pp(duos_claw_400_N , burnin = 20000)
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(a) N = 20,000 iterations (b) N = 50,000 iterations
Figure 3.32: Posterior verses prior plots for 6 of the 15 cut-points from duos output on the ‘claw’
data: n = 500. Compare 20,000 iterations to 50,000 iterations.
The plots in Figure 3.32 actually look fairly similar, but given the multiple narrow modes in the
simulations, the results from running 50,000 are analyzed to ensure full exploration of the posterior
distribution.
The plots of the posterior compared to the prior provide an additional tool to help determine
how long chains should be run. It is also useful to see that the data typical has a large influence
on the resulting posterior simulations. Now that convergence has been checked, the next function
uses the results from duos to plot estimates of the density.
3.2.2.4 duos plot
Given the purpose of duos is to produce a Bayesian density estimate, the function duos plot,
plots the posterior mean density estimate. However, it has a list of options that can produce other
useful results such as the posterior mean CDF, credible intervals, and interactivity. The function
and its options are below:
duos_plot(duos_output , type , estimate , burnin , cri , data, interact)
Each option is used to add additional useful information to the plot, and examples are given in the
following sections.
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3.2.2.4.1 duos output The first piece of input to the function is the list created by duos.
Once again, this function requires only duos output in order to run properly. In this case, the
default is to plot the posterior mean density estimate. This is created by calculating the posterior
mean density estimate on a grid of 999 equally spaced points between 0 and 1 and plotting these
results. If the data was scaled, the results are automatically transformed back to the original scale
of the data before plotting.
The simple code to plot the estimate of the density on the unif(0, 1) is presented below:
# Plots the PDF estimate on the unif (0,1) data
duos_plot(duos_unif_50)
Figure 3.33: The Bayesian estimate of the PDF on data simulated from unif(0, 1): n = 50.
Figure 3.33 shows the Bayesian mean estimate of the unif(0, 1) data with n = 50. The results
capture the main shape of the underlying distribution with some major shifts due to the small
sample size. There are also several little spikes in the estimate. This is due to the fact that
when narrow bins are created where no data exists, the estimates of the bin probabilities can be
overestimated. An option to produce slightly smoother results is introduced through estimate in
Section 3.2.2.4.3.
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The data from N(0, 1) was run with two different versions of scaling. One estimated the density
only within the range of the data. The other extended the range where the density can be estimated
one standard deviation beyond the edges of the data. The following code creates the two plots.
# Plots the PDF estimate on the N(0,1) data with the default scaling
duos_plot(duos_norm)
# Plots the PDF estimate on the N(0,1) data with the alternative scaling
duos_plot(duos_norm_scale)
(a) Default scaling (b) Alternative scaling
Figure 3.35: The Bayesian estimate of the PDF on data simulated from the N(0, 1) distribution:
n = 100. Compares the results with default scaling to alternative scaling.
The tails of the density in Figure 3.34a are curving up that the end rather than approaching
zero. This was indicated earlier based on the histograms of the posterior simulations for the cut-
points in Figure 3.27a where many simulations were being produced close to zero and one, creating
extremely narrow bins. Extending the estimate of the density slightly beyond the edges of the
maximum and minimum of the data in Figure 3.34b results in the density flattening out in the
tails. Thus, all future results analyzing duos output on the N(0, 1) data will use the alternative
scaling.
To demonstrate how duos performed on a more complex distribution like the ‘trimodal’ data,
the duos plot function creates these results using the code below. Based on the convergence plots
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run earlier, the output for the ‘trimodal’ data is presented using the informative prior for the bin
probabilities.
# Plot the PDF estimate on the ‘trimodal ’ data
# with the alternative values for ‘alpha ’
duos_plot(duos_trimodal_200_alt)
Figure 3.36: The Bayesian estimate of the PDF based on data simulated from the ‘trimodal’
distribution: n = 200.
Based on Figure 3.36, duos had the flexibility to adjust to an underlying distribution with
major fluctuations. To see if it truly captured the shape of this particular sample of data, an option
is added in Section 3.2.2.4.6 that allows a histogram of the data to be overlaid with the density
estimate.
At this point, the duos plot function has plotted the primary outcome of duos, which is the
density estimate. However, there are a variety of other options that can add more detail or create
additional results by plotting the CDF.
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3.2.2.4.2 type Rather than only producing plots of the estimate of the PDF, duos plot can
also return posterior mean estimates of the CDF. The option type allows the user to choose which
plot they would like to view. The two options are below:
 “pdf”: Plots a Bayesian estimate of the PDF (DEFAULT)
 “cdf”: Plots a Bayesian estimate of the CDF
By switching the type to“cdf”, this function plots the mean posterior estimates of the cumulative
density functions (CDF). The following code creates the CDFs based on the unif(0, 1) and N(0, 1)
data. Given that these plots are created using ggplot2, additional options can be added to the
plots, in this case, titles.
# Plots the DUOS estimate of the CDF on the unif (0,1) data
duos_plot(duos_unif_50 , type = "cdf")+ggtitle("Uniform"
# Plots the DUOS estimate of the CDF on the N(0,1) data with
# the alternative scaling
duos_plot(duos_norm_scale , type = "cdf")+ggtitle("Normal")
(a) Uniform (b) Alternative scaling
Figure 3.38: The Bayesian estimate of the CDF on data simulated from the unif(0, 1) distribution
with n = 50 and the N(0, 1) distribution with n = 100.
Figure 3.38 clearly shows much smoother estimates of the CDF.
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The next several sections introduce ways the user can change the results shown or add additional
information.
3.2.2.4.3 estimate As mentioned earlier, following the plotting of the unif(0, 1) density
estimate in Figure 3.33, an option was added to duos plot to allow for a slightly smoother density
estimate in some cases. This comes in the form of plotting the median posterior estimate of the
density rather than the mean. The option estimate has two choices:
 “mean”: Plots a mean posterior estimate of the PDF or CDF (DEFAULT).
 “median”: Plots the median posterior estimate of the PDF or CDF.
All results shown in the previous figures present the posterior mean PDF or CDF. The code
below creates plots to compare the posterior mean estimate of the density on the unif(0, 1) data
to the posterior median estimate.
# Plots the posterior mean estimate of the density on the unif (0,1) data
duos_plot(duos_unif_50)
# Plots the posterior median estimate of the density on the unif (0,1) data
duos_plot(duos_unif_50 , estimate = "median")
(a) Posterior mean density (b) Posterior median density
Figure 3.40: The posterior mean and median estimate of the density on the unif(0, 1) distribution:
n = 50.
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The side-by-side comparison in Figure 3.40 demonstrates a smoother result when plotting the
posterior median density. It does not contain the periodic small spikes that appear in the posterior
mean density estimate.
3.2.2.4.4 burnin Another way the user can affect the output is to change the burnin. A
burnin should be discarded before calculating the estimate of the PDF or CDF. If not specified,
this defaults to half of the iterations.
The user can change this if desired. For example, the code below creates the posterior mean
estimate of the density on the ‘claw’ data using a burnin of 20,000 rather than the default of 25,000.
# Plots the DUOS estimate of the CDF on the ‘claw ’ data with 50,000
# iterations and a burnin of 20,000
duos_plot(duos_claw_400_N , burnin = 20000)
Figure 3.41: The Bayesian estimate of the PDF on data simulated from from‘claw’: n = 500. 20,000
iterations were discarded for calculating the estimate.
Even with using the noninformative priors, Figure 3.41 demonstrates how duos is able to capture
the modes of the ‘claw’ distribution.
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The options discussed below allow the user to add information to the plot, including inference.
3.2.2.4.5 cri This option creates credible intervals for the density estimate to be added to
the plot. The default is cri = FALSE. These credible intervals are available for both the PDF and
CDF estimates, and are created using the .025th and .975th quantiles of the posterior simulations.
The code below adds the credible intervals to the posterior mean density of the unif(0, 1) and
N(0, 1) sample data.
# Plots the DUOS estimate of the PDF on the unif(0, 1) data
# with credible intervals
duos_plot(duos_unif_50 , cri = TRUE)
# Plots the DUOS estimate of the PDF on the N(0, 1) data
# with credible intervals
duos_plot(duos_norm_scale , cri = TRUE)
(a) Unimodal (b) Normal
Figure 3.43: The posterior mean estimates of the PDF with credible intervals on data simulated
from unif(0, 1) with n = 50 and N(0, 1) with n = 100.
Similarly, the credible intervals can be added to the posterior mean CDF estimates of the
‘trimodal’ and ‘claw’ data using the code below.
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# Plots the DUOS estimate of the CDF on the ‘trimodal ’ data
# with credible intervals
duos_plot(duos_trimodal_200_alt , type = "cdf", cri = TRUE)
# Plots the DUOS estimate of the CDF on the ‘claw ’ data
# with credible intervals
duos_plot(duos_claw_400_N , type = "cdf", burnin = 20000, cri = TRUE)
(a) ‘Trimodal’ (b) ‘Claw’
Figure 3.45: The posterior mean estimates of the CDF with credible intervals on data simulated
from the ‘trimodal’ distribution with n = 200 and the ‘claw’ distribution with n = 400.
If estimates of the CDF or PDF in a particular range of values is of interest, the credible intervals
are useful for seeing how well the density or CDF was estimated in that range based on the width
of the credible intervals. Another option to assess how well duos estimated the density is presented
in the next section.
3.2.2.4.6 data A comment was made earlier about the convenience of being able to compare
a histogram of the data to the density estimate. The option data allows the user to create this
comparison. The parameter’s default is FALSE, but if is changed to TRUE, a histogram of the
data is overlaid under the density estimate if a PDF is being plotted. If data = TRUE and a CDF
is being plotted, the empirical CDF is overlaid with the Bayesian estimate of the CDF.
To add the histograms of the data to each density estimate on the four test distributions, the
option data = TRUE is added to the code below:
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# Plots the DUOS estimate of the PDF on the unif(0, 1) data
# with a histogram of the data
duos_plot(duos_unif_50 , data = TRUE)+ggtitle("Uniform")
# Plots the DUOS estimate of the PDF on the N(0, 1) data
# with a histogram of the data
duos_plot(duos_norm_scale , data = TRUE)+ggtitle("Normal")
# Plots the DUOS estimate of the PDF on the ‘trimodal ’ data
# with a histogram of the data
duos_plot(duos_trimodal_200_alt , data = TRUE)+ggtitle("Trimodal")
# Plots the DUOS estimate of the PDF on the ‘claw ’ data with a histogram
of the data
duos_plot(duos_claw_400_N , burnin = 20000, data = TRUE)+ggtitle("Claw")
Figure 3.46: The posterior mean estimates of the PDF with histograms of the samples on data
simulated from unif(0, 1) with n = 50, N(0, 1) with n = 100, ‘trimodal’ with n = 200, and ‘claw’
with n = 500.
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In all plots in Figure 3.46, plotting a histogram helps explain the manner in which certain areas
of the density were estimated. For example, two of the modes in the density estimate of the ‘claw’
data were smaller than the other three. The reason for this is apparent based on the histogram.
If the data is switched to TRUE when a CDF is plotted, the empirical CDF (ECDF) is overlaid
with the estimate. The following code creates the plots for the CDF estimate on each of the test
distributions with the ECDF overlaid in black.
# Plots the DUOS estimate of the CDF on the unif(0, 1) data
# with the ECDF
duos_plot(duos_unif_50 , type = "cdf", data = TRUE)+ggtitle("Uniform")
# Plots the DUOS estimate of the CDF on the N(0, 1) data
# with the ECDF
duos_plot(duos_norm_scale , type = "cdf", data = TRUE)+ggtitle("Normal")
# Plots the DUOS estimate of the CDF on the ‘trimodal ’ data
# with the ECDF
duos_plot(duos_trimodal_200_alt , type = "cdf", data =
TRUE)+ggtitle("Trimodal")
# Plots the DUOS estimate of the CDF on the ‘claw ’ data
# with the ECDF
duos_plot(duos_claw_400_N , type = "cdf", burnin = 20000, data =
TRUE)+ggtitle("Claw")
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Figure 3.47: The Bayesian estimates of the CDF with the ECDF of the samples on data simulated
from unif(0, 1) with n = 50, N(0, 1) with n = 100, ‘trimodal’ with n = 200, and ‘claw’ with
n = 500.
Figure3.47 demonstrates how the CDFs are accurately capturing the trends in the data given
how similar the ECDFs are to the estimates. This is especially apparent in the ‘trimodal’ and ‘claw’
examples where the estimates are representing major and subtle shifts in the CDF.
Plots can of course be created with both the data and the credible intervals. The code below
adds both of these options to the posterior median estimate of the PDF for the N(0, 1) data.
# Plots the posterior median estimate of the PDF on the N(0,1) data
# with the credible intervals and the histogram of the data
duos_plot(duos_norm_scale , estimate = "median", cri = TRUE , data = TRUE)
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Figure 3.48: The posterior median estimate of the PDF with the credible intervals and histogram
of the sample data simulated from N(0, 1): n = 100.
Similarly, the ECDF and credible intervals can be added to the posterior median estimate of
the CDF for the unif(0, 1) data.
# Plots the posterior median estimate of the CDF on the unif (0,1) data
# with the credible intervals and ECDF
duos_plot(duos_unif_50 , type = "cdf", estimate = "median", cri = TRUE ,
data = TRUE)
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Figure 3.49: The posterior median estimate of the CDF with the credible intervals and ECDF of
the sample data simulated from unif(0, 1): n = 50.
3.2.2.4.7 interact The last option for duos plot is to create the PDF or CDF in an interact
plot that allows the user to scan the values of the PDF or CDF by moving their mouse over the
plots. This is by default FALSE.
By changing this value to TRUE, the output can be used to scan values of the CDF estimated
for the ‘trimodal’ data.
# Plots the DUOS estimate of the CDF for the ‘trimodal ’ data in
# an interactive setting
duos_plot(duos_trimodal_200_alt , type = "cdf", interact = TRUE)
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Figure 3.50: An interactive plot of the posterior mean estimated on data simulated from the
‘trimodal’ distribution: n = 200.
Figure 3.50 shows a screen shot of the results. The user can hover over any area of the plot and
see the x and its estimated CDF value.
Interactivity still functions if the credible intervals are added. The code below creates the
interact plot for the posterior mean estimate of the density on the unif(0, 1) data with the credible
intervals.
# Plots the DUOS estimate of the PDF for the unif(0, 1) data in
# an interactive setting with the credible intervals
duos_plot(duos_unif_50 , cri = TRUE , interact = TRUE)
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Figure 3.51: An interactive plot of the posterior mean estimate of the PDF and credible intervals
on data simulated from the unif(0, 1) distribution: n = 50.
In this case, the credible intervals plotted in red are also interactive. The user can hover over
bounds to reveal the x and value of the .025th or .975th quantiles of the density estimate.
Finally, data and the credible intervals can be included in the interactive plots. The following
code creates an interactive plot of the density estimate on theN(0, 1) data with the credible intervals
and a histogram of the data sample.
# Plots the DUOS estimate of the PDF for the N(0, 1) data
# in an interactive setting with the credible intervals and
# a histogram of the data
duos_plot(duos_norm_scale , cri = TRUE , data = TRUE , interact = TRUE)
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Figure 3.52: An interactive plot of the posterior mean estimate of the PDF, credible intervals, and
histogram of the data simulated from the N(0, 1) distribution: n = 100.
In addition to being able to hover over the PDF and credible intervals, Figure 3.52 shows how
the user can hover over the x-axis and see the exact locations of each individual data point.
If the CDF is plotted with all additional information, all parts of the plot remain interactive
as well. For example, the code below includes the ECDF and the credible intervals for the CDF
estimate on the ‘claw’ data.
# Plots the DUOS estimate of the PDF for the ‘claw ’ data
# in an interactive setting with the credible intervals and the ECDF
duos_plot(duos_claw_400_N , type = "cdf", data = TRUE , cri = TRUE ,
interact = TRUE)
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Figure 3.53: The Bayesian estimate of the CDF on data simulated from the ‘claw’: n = 500 in an
interactive graph.
All attributes of the plot in Figure 3.53 can show results when hovering over them, including
the values of the ECDF in this case.
If the user is interested in quickly scanning the behavior of the CDF or PDF, these interactive
plots provide a useful setting. These can be produced for the CDF and PDF, their credible intervals,
and the histogram or ECDF.
This function and the previous function, duos mcmcplots, were designed to produce graphical
summaries of the data. The next set of functions are targeted toward returning numeric summaries
of the PDF, CDF, and statistics of the estimated density.
170
3.2.2.5 duos pdf
This function is designed to return posterior mean or median estimates of the density at a given
set of points, along with their credible intervals. Entering the simulations for the cut-points and
bin probabilities returned by duos into the function below produces simulations for the density
estimate at each point:
fˆ
˜
γ,
˜
pi(x) =

pi1
(γ1)
0 < x < γ1
pi2
(γ2−γ1) γ1 ≤ x < γ2
pi3
(γ3−γ2) γ2 ≤ x < γ3
... ... ≤ x < ...
pik
(γk−γk−1) γk−1 ≤ x < γk
pik+1
(1−γk) γk ≤ x < 1
(3.5)
The function and its options are:
duos_pdf(x, duos_output , burnin , estimate)
It returns a list of results:
 pdf : A vector of the posterior mean or median PDF at each value in x
 cri : A matrix with 2 columns and a row for each value in x. It contains the 95% credible
interval for the PDF at each point in x
 mat : A matrix containing the PDF values for x at EACH iteration after the burnin is dis-
carded. There is a column for each value in x
 x : A vector containing the values at which the PDF was estimated
3.2.2.5.1 x and duos output The input x is a vector of values to estimate the probability
density function based on the output from duos in duos output.
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The values in x should fall in the range of the data. If values are entered outside of the possible
range where the density can be estimated, it gives an error with the acceptable range and which
value falls outside of it. This error is produced by requesting the density estimate on the unif(0, 1)
data at 1.2.
# Estimates the density at (0.2, 0.4, 1.2) to demonstrate the error
duos_pdf(x = c(0.2, 0.4, 1.2), duos_output = duos_unif_50)
[1] 1.2
Error in duos pdf(x = c(0.2, 0.4, 1.2), duos output = duos unif 50) : The requested ‘x’ vector
contains the above value(s) outside the range of (0, 1).
If the data is naturally outside of the range (0, 1), the density at each x can be estimated if the
x’s are within (min(y)-scale l, max(y)+scale u). If any values of x are outside this range, it returns
the values in x that are the problem and the range of allowable values.
# The acceptable range for estimating the density for the
# ‘claw ’ distribution
max(duos_claw_400_N$y)+duos_claw_400_N$scale_u
[1] 3.102381
min(duos_claw_400_N$y)-duos_claw_400_N$scale_l
[1] -2.714399
# Estimates the density at (0, 1.5, -2.9,-3.1, 4) to demonstrate the error
duos_pdf(x = c(0, 1.5, -2.9,-3.1, 4),duos_output = duos_claw_400_N)
[1] -2.9 -3.1 4.0
Error in duos pdf(x = c(0, 1.5, -2.9, -3.1, 4), duos output = duos claw 400 N) : The requested ‘x’
vector contains the above value(s) outside the range of min(y)-scale l and max(y)+scale u.
As long as all values of x are within the appropriate range, the function can estimate the PDF at
any values. The example below examines the estimates of the PDF on the data from the unif(0, 1)
distribution at 4 equally spaced points between 0 and 1.
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# Estimates the density at (0.2, 0.4, 0.6, 0.8) for the unif(0, 1) data
duos_pdf_unif <- duos_pdf(x = c(0.2, 0.4, 0.6, 0.8), duos_output =
duos_unif_50)
# Retrieves the estimates of the pdf at these values
duos_pdf_unif$pdf
[1] 1.0906558 1.0451577 0.7030073 0.9557459\
# Gets the credible intervals for the density at these values
duos_pdf_unif$cri
2.5% 97.5%
[1,] 0.5679663 1.669555
[2,] 0.4685777 1.925312
[3,] 0.2429887 1.148168
[4,] 0.5214833 1.665045
The first two components of output in the list returned by duos pdf are the posterior mean
estimates and their credible intervals. This function also produces information on the individual
posterior simulations of the density estimates. The user may be interested in viewing the histograms
of the posterior draws for the density using this output. These can be plotted using the mat output
in the code below:
# Use ‘dplyr ’, ‘tidyr ’, and ‘ggplot2 ’ to plot histograms of the posterior
# simulations for the density estimates
library(ggplot2)
library(dplyr)
library(tidyr)
# Creates a histogram of posterior simulations for the density estimate
# at (0.2, 0.4, 0.6, 0.8)
data.frame(duos_pdf_unif$mat) %>% gather(Variable , Value) %>%
ggplot(aes(Value , fill = Variable , color = Variable))+
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geom_histogram(alpha = 0.5, bins = 40)+
theme_bw ()+theme(axis.title = element_text(size = 12))+
facet_wrap(~Variable , nrow = 4)+xlim(c(0, 3))
Figure 3.54: The posterior draws for the estimate of the density at (0.2, 0.4, 0.6, 0.8) for the data
from unif(0, 1): n = 50.
Given that the data used to estimate the density is uniform, the histograms in Figure 3.54
should all be located around 1. Since the sample size was only n = 50, some fluctuations above
and below 1 is expected.
Another way to use the duos pdf function would be to combine it with the interactive plot of
the density to find possible modes. The code below creates an interactive plot to identity the edges
of a reasonable range of values to test for the mode. The function duos pdf calculates the PDF on
a dense grid in this range. These steps are demonstrated in the following code on the ‘trimodal’
data:
# Uses interactivity to identify range of values to check for mode
duos_plot(duos_trimodal_200_alt ,interact = TRUE)
# Estimates the density for a dense grid between 1.75 and 2.3
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x_seq <- seq(from = 1.75, to = 2.3, by = 0.001)
duos_pdf_trimodal <- duos_pdf(x = x_seq , duos_output =
duos_trimodal_200_alt)
# Finds the value in the grid that maximizes the density estimate
find_max <- which(duos_pdf_trimodal$pdf==max(duos_pdf_trimodal$pdf))
x_seq[find_max]
[1] 1.926
# Retrieves the credible interval of the density at 1.926
duos_pdf_trimodal$cri[find_max ,]
2.5% 97.5%
0.9683369 1.4830538
To check the mixing of the estimated density for this specific value, rather than the cut-point
and bin probability parameters, the user could create some similar convergence diagnostics on the
simulations provided in the mat output of duos pdf using the code below:
# Creates a histogram of the simulations
g_hist <- data.frame(Density = duos_pdf_trimodal$mat[, find_max ]) %>%
ggplot(aes(Density))+
geom_histogram(bins = 40,color = "black", fill = "grey")+theme_bw ()
# Creates the traceplot of the last 10,000 iterations since a burnin of
10,000 was discarded
g_tp <- data.frame(Iteration = 1:nrow(duos_pdf_trimodal$mat),
Density = duos_pdf_trimodal$mat[, find_max ]) %>%
ggplot(aes(Iteration , Density))+geom_line ()+theme_bw ()
# Calculates the ACF
acf_output <- acf(duos_pdf_trimodal$mat[, find_max], plot = FALSE , lag =
1000)
# Creates the ACF plot
g_acf <- data.frame(with(acf_output , data.frame(lag , acf))) %>%
ggplot(aes(x = lag , y = acf))+
175
geom_hline(aes(yintercept = 0)) +
geom_segment(mapping = aes(xend = lag , yend = 0))+theme_bw ()
# Creates the running mean plot
g_rm <- ggplot(data = data.frame(Iteration =
1:nrow(duos_pdf_trimodal$mat),
RunningMean = cumsum(duos_pdf_trimodal$mat[,
find_max ])/seq_along(duos_pdf_trimodal$mat[, find_max ]))) +
geom_line(aes(Iteration , RunningMean)) +
theme_bw ()+theme(axis.title = element_text(size =
12))+ylab("Running Mean")
# For creating a grid of plots
library(gridExtra)
grid.arrange(g_hist , g_tp , g_acf , g_rm)
Figure 3.55: A variety of convergence plots created on the simulations of the posterior density at
1.926 for the ‘trimodal’ data: n = 200.
Based on Figure 3.55, there dot not appear to be any issues with the convergence of this estimate
which used the posterior simulations for the cut-points and bin probabilities.
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3.2.2.5.2 burnin Once again, the user can specify how many observations to discard before
estimating the mean or median posterior density with the default being half.
The code below looks at the estimates of the PDF on the ‘claw’ data with 50,000 iterations.
The burn is changed from the default of 25,000 iterations to 20,000. Values are examined in the
tails of the density to see how close they are to zero.
# Estimates the density at (-2.5, -2, 2.5, 3) for the ‘claw ’ data
duos_pdf_claw <- duos_pdf(x = c(-2.5, -2, 2.5, 3), duos_output =
duos_claw_400_N , burnin = 20000)
# Retrieves the estimates of the pdf at these values
duos_pdf_claw$pdf
[1] 0.019017560 0.022011449 0.003535092 0.005763535
# Retrieves the credible intervals of the pdf at these values
duos_pdf_claw$cri
2.5% 97.5%
[1,] 0.0053870889 0.03916652
[2,] 0.0073824525 0.05014736
[3,] 0.0001037710 0.01235437
[4,] 0.0001232707 0.03268904
Given that there are small amounts data in the tails of the distribution, the sizes of the estimates
of the PDF at these points are fairly small. The density estimates of the positive values in x are
slightly smaller given that no data was sampled around 2.5 as seen in Figure 3.46
3.2.2.5.3 estimate If the user wants estimates of the median posterior density, estimate
can be changed from its default of “mean” to “median.”
For example, given the little spikes that can show in the posterior mean density estimate, the
code below tries to identify a mode use the median posterior density estimate on the N(0, 1) data.
# Uses interactivity to identify range of values to check for mode
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duos_plot(duos_norm_scale , estimate = "median",interact = TRUE)
# Estimates the density at seq(from = -.65, to = .7, by = 0.001)
# for the N(0,1) data
x_seq <- seq(from = -.65, to = .7, by = 0.001)
duos_pdf_norm <- duos_pdf(x = x_seq , duos_output = duos_norm_scale)
# Finds the value in ‘x_seq ’ that resulted in the largest value
# for the pdf
find_max <- which(duos_pdf_norm$pdf==max(duos_pdf_norm$pdf))
# Looks at the ‘x_seq ’ that created the largest density estimate
x_seq[find_max]
[1] 0.439
# Looks at the credible interval of the PDF for this value
duos_pdf_norm$cri[find_max ,]
2.5% 97.5%
0.2334870 0.6462522
# Notes the density estimate at the true mode of N(0,1)
duos_pdf(x = 0, duos_output = duos_norm_scale)$pdf
[1] 0.3134777
Due to the lack of smoothness in general, hunting for the mode of a unimodal distribution using
the output from duos may not function well. However, an alternative approach using GOLD in
Section 3.3 produces much smoother results. However, if this user wishes to achieve the numeric
estimates of the PDF or the credible intervals, this function provides this output.
3.2.2.6 duos cdf
If the user wants estimates of the CDF, this duos cdf function is designed to return posterior
mean or median estimates of the CDF at a given set of points, along with their credible intervals.
178
By entering the simulations for the cut-point and bin probability parameters from duos into the
following equation, the posterior means for the CDF can be acquired by averaging the results:
F
˜
γ,
˜
pi(x) =

pi1
(γ1)
x 0 ≤ x < γ1
pi1 +
pi2
(γ2−γ1)(x− γ1) γ1 ≤ x < γ2
pi1 + pi2 +
pi3
(γ3−γ2)(x− γ2) γ2 ≤ x < γ3
... ... ≤ x < ...∑k−1
i=1 pii +
pik
(γk−γk−1)(x− γk−1) γk−1 ≤ x < γk∑k
i=1 pii +
pik+1
(1−γk)(x− γk) γk ≤ x < 1
(3.6)
The function and syntax that creates these calculates is below:
duos_cdf(x, duos_output , burnin , estimate)
It returns a list of results:
 cdf : A vector of the posterior mean or median CDF at each value in x
 cri : A matrix with 2 columns and a row for each value in x. It contains the 95% credible
interval for the CDF at each point in x
 mat : A matrix containing the CDF values for x at EACH iteration after the burnin is dis-
carded. There is a column for each value in x
 x : A vector containing the values at which to estimate the CDF
3.2.2.6.1 x and duos output The first input to the function is x, which is a vector of
values to estimate the cumulative distribution function - F (x) = p(X ≤ x) - based on the output
from duos. Once again, an error is returned if any of these values of x are outside of (0, 1) or
min(y)-scale l, max(y)+scale u). Also, duos output contains the list returned by duos.
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The following examples uses the duos results for the unif(0, 1) data to find the probability of
being less than (0.25, 0.5, 0.75).
# Estimates the CDF at (0.25, 0.5, 0.75) for the unif(0, 1) data
duos_cdf_unif <- duos_cdf(x = c(0.25, 0.5, 0.75), duos_output =
duos_unif_50)
# Gets the estimates of the CDF
duos_cdf_unif$cdf
[1] 0.2959729 0.5569569 0.7482698
# Retrieves the credible intervals
duos_cdf_unif$cri
2.5% 97.5%
[1,] 0.1938043 0.4091331
[2,] 0.4295890 0.6859909
[3,] 0.6350318 0.8434162
The CDF for the unif(0, 1) distribution is F (x) = x. The estimates from duos are fairly
accurate, but the example below shows how the estimates improve when a much larger data set is
used.
# Runs ‘duos ’ on a unif (0,1) sample of size 500
duos_unif_500 <- duos(y = runif (500))
# Prints the CDF estimates at (0.25, 0.5, 0.75)
duos_cdf(x = c(0.25, 0.5, 0.75), duos_output = duos_unif_500)$cdf
[1] 0.2511057 0.4915238 0.7455161
For another example, the code below looks at the probability of getting a value larger than the
maximum or smaller than the minimum. Since the output for the N(0, 1) data was scaled slightly
beyond the range of the data, this probability can be examined.
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# Estimates the CDF at the minimum and maximum of the sample of data
# from N(0, 1)
duos_cdf_norm <- duos_cdf(x = c(min(duos_norm_scale$y),
max(duos_norm_scale$y)), duos_output = duos_norm_scale)
# Find the probability of being less than the minimum value
duos_cdf_norm$cdf[1]
[1] 0.01938427
# Finds the probability of being greater than the maximum value
1-duos_cdf_norm$cdf[2]
[1] 0.02035104
# Gets the credible intervals for values of the CDF
duos_cdf_norm$cri
2.5% 97.5%
[1,] 0.002430397 0.05064073
[2,] 0.951787624 0.99612953
With the ‘trimodal’ data, it might be interesting to find the probability of being in the main
mode of the distribution. The following code uses the interact plot of the PDF to identify the
approximate location of the edges of the mode and then uses the duos cdf function on these values.
# Plot the interactive estimate of the PDF of the ‘trimodal ’ data
duos_plot(duos_trimodal_200_alt , interact = TRUE)
# Estimates the CDF at (1.76, 2.3) for the data from ‘trimodal ’
duos_cdf_trimodal <- duos_cdf(x = c(1.76, 2.3), duos_output =
duos_trimodal_200_alt)
# Finds the probability of being between 1.76 and 2.3
duos_cdf_trimodal$cdf[2]- duos_cdf_trimodal$cdf[1]
[1] 0.4795113
# Finds the credible interval using the matrix of values
# Firsts subtract the individual iterations and then calculates the
quantiles
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quantile(duos_cdf_trimodal$mat[,2]- duos_cdf_trimodal$mat[,1], c(.025,
.975))
2.5% 97.5%
0.4140470 0.5461838
Based on these results, nearly half of the density is contained in the large mode.
To perform similar steps for the ‘claw’ data, the probability of being in each mode are compared
to each other using the code below. First interactive plots of the PDF are created to identify end
points of the modes (inflection points).
# Plots the interactive PDF plot to identify the edges of each mode
duos_plot(duos_claw_400_N , interact = TRUE)
# Estimates the CDF at (-1.26, -0.7, -0.2, 0.25, 0.8, 1.3) for the data
from ‘claw ’
duos_cdf_claw <- duos_cdf(x = c(-1.26, -0.7, -0.2, 0.25, 0.8, 1.3),
duos_output = duos_claw_400_N)
# Finds the probability of being between each pair of points
duos_cdf_claw$cdf[2]- duos_cdf_claw$cdf[1]
duos_cdf_claw$cdf[3]- duos_cdf_claw$cdf[2]
duos_cdf_claw$cdf[4]- duos_cdf_claw$cdf[3]
duos_cdf_claw$cdf[5]- duos_cdf_claw$cdf[4]
duos_cdf_claw$cdf[6]- duos_cdf_claw$cdf[5]
[1] 0.1577954
[1] 0.203841
[1] 0.1965966
[1] 0.1945864
[1] 0.1395409
# Creates a data frame with the posterior simulations for the
probabilities of being in each mode
cdf_mat <- data.frame(Mode1 = duos_cdf_claw$mat[,2]- duos_cdf_claw$mat[,1],
Mode2 = duos_cdf_claw$mat[,3]- duos_cdf_claw$mat[,2],
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Mode3 = duos_cdf_claw$mat[,4]- duos_cdf_claw$mat[,3],
Mode4 = duos_cdf_claw$mat[,5]- duos_cdf_claw$mat[,4],
Mode5 = duos_cdf_claw$mat[,6]- duos_cdf_claw$mat[,5])
# For the plot below
library(ggplot2)
library(dplyr)
library(tidyr)
# Plots the histograms of these values
cdf_mat %>% gather(Variable , Value) %>%
ggplot(aes(Value , fill = Variable , color = Variable))+
geom_histogram(position = "identity", alpha = 0.5, bins = 40)+
theme_bw ()+theme(axis.title = element_text(size = 12))
Figure 3.56: Histograms of the posterior estimate of the probabilities of being in each mode based
on the ‘claw’ data: n = 400.
Based on Figure 3.56, the probability of being in the central three modes tends to be larger
than in the modes on the edges of the 5 in the ‘claw’ data.
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3.2.2.6.2 estimate Rather than examining the mean posterior estimate of the CDF, the
median posterior estimate results can be used by setting estimate = “median”. However, given the
already smooth nature of the posterior mean estimate of the CDF, they typically produce very
similar results.
In summary, duos cdf can be used to find the probability of being greater than or less then
any points of interest. It can also be used to find the probability of being between two values.
Additionally, it produces useful information for credible intervals. If the user wishes to look at
other features of the estimated density, the next function provides a range of possibilities.
3.2.2.7 duos stat
This function is designed to calculate a variety of statistics and their credible intervals based
on the output of duos. The available statistics are the expectation, variance, and quantiles of the
estimated density. For the form of the density described in Equation 3.5, the expectation of this
density is:
E[X] =
k+1∑
j=1
(γj + γj−1)pij
2
(3.7)
The variance is:
V ar[X] =
k+1∑
j=1
γ3j − γ3j−1
3
pij
γj − γj−1 − (
k+1∑
j=1
(γj + γj−1)pij
2
)2 (3.8)
Estimates of these values are obtained by calculating Equation 3.7 and Equation 3.8 at each
iteration of the posterior draws for the γ’s and pi’s, and then the mean or median is returned.
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For the quantiles, it is necessary to known the inverse CDF which is specified below:
F−1
˜
γ,
˜
pi(x) =

x γ1pi1 0 ≤ x < pi1
(x− pi1)γ2−γ1pi2 + γ1 pi1 ≤ x < pi1 + pi2
(x− pi1 + pi2)γ3−γ2pi3 + γ2 pi1 + pi2 ≤ x < pi1 + pi2 + pi3
... ... ≤ x < ...
(x−∑k−1j=1 pij)γk−γk−1pik + γk−1 ∑k−1j=1 pij ≤ x <∑kj=1 pij
(x−∑kj=1 pij)1−γkpik+1 + γk ∑kj=1 pij ≤ x < 1
(3.9)
Once again, the posterior simulations for the quantiles are calculated by using each individual
iteration of the γ’s and pi’s, and then the mean or median is returned.
The function to produce these statistics and its options looks like the following:
duos_stat(duos_output , stat, p , burnin , estimate , print}
It is designed to return the posterior mean or median of the requested statistics, the credible
interval of that statistic, and the matrix of the posterior simulations for the chosen statistic.
 mean, var, or quantiles: Contains the posterior mean or median of the expectation, variance,
or a vector of the quantile values
 cri : Contains the credible intervals for the requested statistics
 mat : Contains a matrix of the posterior simulations for the requested statistic
3.2.2.7.1 duos output This is the first and only required piece of input to the function.
By default, if the duos stat function is only given the duos output, it returns information on the
posterior mean of the expectation of the distribution.
For example, the code below creates the posterior mean of the expectation of the density estimate
for the unif(0, 1) data. The mean and credible intervals are printed automatically. The printing
can be switched off by changing print to FALSE.
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# By default returns posterior mean estimate of the expectation
# Prints the mean and credible intervals
duos_unif_mean <- duos_stat(duos_unif_50)
$mean
[1] 0.4736424
$cri
2.5% 97.5%
0.3951506 0.5556537
# The ‘mat ’ output can be used to examine the posterior simulations
# for this estimate
ggplot(data.frame(Mean = duos_unif_mean$mat))+
geom_histogram(aes(Mean), color = "black",
fill = "grey")+theme_bw ()
Figure 3.57: The histogram of the posterior simulations for the expectation of the density estimate
on the unif(0, 1) data: n = 50.
The following code looks at the posterior mean estimate of the expectation of the duos density
estimate on the N(0, 1) data with n = 100.
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# By default returns posterior mean estimate of the expectation
# Prints the mean and credible intervals
duos_norm_mean <- duos_stat(duos_norm_scale)
$mean
[1] 0.05457617
$cri
2.5% 97.5%
-0.1538141 0.2667833
The mean is slightly shifted to the right, but the credible interval does contain 0. The next
option provides other statistical choices..
3.2.2.7.2 stat This parameter indicates which statistic to return and has the following op-
tions:
 “mean” or “m”: Requests the posterior mean or median estimate of E[x] (DEFAULT)
 “var” or “v”: Requests the posterior mean or median estimate of Var[x]
 “quant” or “q”: Requests the posterior mean or median estimate of the quantiles in p
For example, stat is changed to “var” in the code below to retrieve the posterior mean estimate
of the variance of the density estimate on the data from N(0, 1).
# Retrieves the posterior mean estimate of the variance on the N(0,1) data
duos_var_norm <- duos_stat(duos_norm_scale , stat = "var")
$variance
[1] 1.251317
$cri
2.5% 97.5%
0.9570762 1.6172240
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3.2.2.7.3 p If the option ‘q’ is chosen from duos stat to return quantiles, a vector of prob-
abilities must be entered in p.
These can be used to find standard quantiles of interest such as (0.25, 0.5, 0.75). To request
these quantiles from the ‘trimodal’ distribution, the code is demonstrated below:
# Looks at the .25th, .5th , and .75th quantiles of the ‘trimodal ’ data
duos_quant_trimodal <- duos_stat(duos_trimodal_alpha , stat = "q", p =
c(0.25, 0.5, 0.75))
$quantiles
[1] 1.826622 2.010735 3.554473
$cri
[,1] [,2]
[1,] 1.668794 1.928355
[2,] 1.959109 2.065735
[3,] 2.119141 5.411553
Based on these results, 50% of the density from the estimated PDF from duos lies between
approximately 1.827 and 3.554.
3.2.2.7.4 burnin By default, the burnin is half the iterations. The following code changes
the burnin to 20,000 for the ‘claw’ data before estimating the mean, median, and variance. The
option print = FALSE is added to suppress the printing.
# Look at the mean , median , and variance of the ‘claw ’ distribution with
# a burnin of 30,000
duos_claw_mean <- duos_stat(duos_claw_400_N , burnin = 20000, print =
FALSE)$mean
[1] 0.003295669
duos_claw_var <- duos_stat(duos_claw_400_N , stat = "var", burnin = 20000,
print = FALSE)$variance
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[1] 0.7718854
duos_stat(duos_claw_400_N , stat = "q", p = .5, burnin = 20000, print =
FALSE)$quantiles
[1] -0.001666424
3.2.2.7.5 estimate Any of the statistics estimated in duos stat can be produced from the
posterior median rather than the posterior mean by including the option estimate = ”median”.
For example, the following code creates the posterior median of the expectation, median, and
variance for density estimate on the unif(0, 1) data.
# Looks the the posterior median estimate of the mean of the
# density estimate
duos_stat(duos_unif_50 , estimate = "median", print = FALSE)$mean
[1] 0.4729205
# Looks the the posterior median estimate of the median of the
# density estimate
duos_stat(duos_unif_50 , stat = "q", p = 0.5, estimate = "median", print =
FALSE)$quantiles
[1] 0.4325653
# Looks the the posterior median estimate of the variance of the
# density estimate
duos_stat(duos_unif_50 , stat = "var", estimate = "median", print =
FALSE)$variance
[1] 0.09049921
The duos stat function adds more usability to the function duos since it provides a set of useful
statistics giving further details on the density estimate. Furthermore, Bayesian inference is also
supplied as output along with the posterior simulations for the requested statistics.
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3.2.3 Summary
In the previous sections, a detailed code demonstration of each duos function was given on four
distinct test distributions. As a final set of examples, using all duos defaults, the algorithm was
run on all 9 test distributions in Figure 3.2 with n = 250. Their posterior mean density estimates
are plotted in Figure 3.58 with the true underlying densities plotted in red.
Figure 3.58: The posterior mean densities from DUOS on samples of size 250.
Below are two examples of how these plots were created:
# A set of points to estimate the true density at
input <- runif (1000)
# Runs DUOS on beta(2, 5) data
y_beta_250 <- rbeta (250, 2, 5)
duos_beta_all <- duos(y = y_beta_250)
# Plots the estimate on the beta (2,5) data
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duos_plot(duos_beta_all , data = TRUE) + geom_line(data = data.frame(X =
input , Y = dbeta(input ,2,5)), aes(X,Y), color = "red", size = 1)
# Runs DUOS on N(0,1) data
y_normal_250 <- rnorm (250)
duos_normal_all <- duos(y = y_normal_250)
# To calculate the normal density , the ‘input ’ needs to be rescaled
# in the range
# of the N(0,1) data sample
input_s <-
input*(max(duos_normal_all$y)+.00001 -( min(duos_normal_all$y) -.00001))
+ (min(duos_normal_all$y) -.00001)
# Plots the estimate on the N(0,1) data
duos_plot(duos_normal_all , data = TRUE)+
geom_line(data = data.frame(X = input_n , Y = dnorm(input_n ,0,1)),
aes(X,Y), color = "red", size = 1)
Similarly, Figure 3.59 plots the posterior mean CDF for each test density with the true CDF
overlaid in red and the ECDF in black.
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Figure 3.59: The posterior mean CDFs from DUOS on samples of size 250.
Figures 3.58 and 3.59 demonstrate the default for the DUOS method, which was 8 cut-points
in this case, accurately capturing the overall appearance of all test distributions except ‘claw’.
More cut-points would be needed to attempt to approximate the modes better. Even though the
estimates are rough, DUOS proves its flexibility and simplicity given the noninformative priors.
The DUOS functions in the package biRd provide tools to help the user fit a Bayesian density
estimator to the data even with little prior information. The first step is to run the main function
duos, which produces posterior simulations for the cut-point and bin probabilities in Equation
3.1. This function was designed to provide default values for the number of cut-points and the
prior of the Dirichlet distribution that tend to work well across a wide variety of distributions.
However, examples of more extreme distributions were shown to establish when changes to the
default should be made in the form of prior parameter changes, more iterations, or alternative
scaling. A range of diagnostic plots are provided in duos mcmcplots and duos pp for checking for
issues with convergence and exploring the posterior simulations.
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To visualize the estimates, plots are provided through duos plot to produce the estimates of
the PDF or CDF as well as inference. An interactive setting provides an additional tool to inspect
the CDF and PDF estimates. Other statistical features of the data are accessible as well with
the function duos stat, providing posterior mean or median estimates as well as inference on the
expectation, variance, and quantiles of the density estimate. Finally, the user can acquire the
density or CDF estimates directly as well as inference on these values using the functions duos pdf
and duos cdf.
3.3 GOLD
Another option for Bayesian density estimation in biRd described in Chapter 2 is the GOLD
density estimator. This method was designed to produce smoother estimates of the probability
density function. Although GOLD has more parameters to specify, a default has also been provided
based on a large simulation study to make it easier for the user to find a solution. This results in
a function for GOLD that is simple to use and only requires the data as input. However, a variety
of options allow for incorporating prior information. All of these functions are preceded with the
term gold . These functions follow a similar syntax to those presented for DUOS in Section 3.2.2.1.
The key differences lie in the prior specifications and defaults, and the appearance of the results.
The section below contains a condensed review of the data model, priors, and MCMC algorithm
that GOLD implements to simulate from the posterior distribution.
3.3.1 Methods Background
The function gold in biRd implements the Metropolis-Hastings algorithm described in Algorithm
2 in Section 2.3.4. A list of detailed information about the simulations and other options returned
by gold are introduced to a collection of other functions that help check convergence and analyze
the output. Unlike DUOS, GOLD works with a prior on a class of continuous functions referred to
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as a pre-log-density. If x1, ..., xn is an iid sample from some unknown density f , f is assumed to
take the following nonparametric form:
f(x) =
exp(g(x))∫ 1
0 exp(g(u))du
(3.10)
where g(x) is a pre-log-density. To obtain a smooth graph of the density estimate as well as estimate
the integral in Equation 3.10, priors are placed on g(x) at a finite set of points. This set of points
is generated as described in the steps below:
 Create a grid of 99 points between 0 and 1: 0.01, 0.02, ..., 0.98, 0.99
 To avoid interpolating at the data points, join the data (x1, ..., , xn) to the grid
 Remove grid points ∈ (xi, xi+1), where xi − xi+1 < 0.01
 Let y1, ..., ym represent the final sorted data and grid combined wherem represents the number
of data points and remaining grid points (m ≤ n+ 99)
The values g(y1), ..., g(ym) are then used to approximate the integral in Equation 3.10 with a
weighted average. Given the y1, .., ym are not equally spaced, the weights used in this average are
calculated by the following steps:
 Let Pj =
yj−yj−1
2 + yj−1 represent the midpoint between yj and yj−1: j = 1,...,m+1
– Let y0 = 0 and ym+1 = 1 for ease of notation
 Let W1, ...,Wm represent the widths associated with each y1, ..., ym: Wj = Pj+1 − Pj
The approximation of the integral is necessary to estimate the likelihood in the posterior dis-
tribution and can be calculated using Equation 3.11.
n∏
i=1
exp(g(xi))∑m
j=1Wjexp(g(yj))
(3.11)
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Working with g(x), which is a pre-log-density, enables the use of a Gaussian process. This prior
is place on g(y1), ..., g(ym):
˜
G = Gmx1 =
[
g(y1) g(y2) . . . g(ym)
]′
∼ N(0,Σ) (3.12)
where 0 is a m x 1 vector of zeros and Σ is a nonsingular covariance matrix.
Σij =

s21 ∗ (1− 6(c1|yi − yj |)2 + 6(c1|yi − yj |)3 c1|yi − yj | < 0.5
s21 ∗ (2(1− c1|yi − yj |)3) 0.5 ≤ c1|yi − yj | < 1
0 c1|yi − yj | ≥ 1
(3.13)
where i = 1, ...,m, j = 1, ...,m, and s1 > 0 and c1 > 0 are specified by the user .
The random walk Metropolis-Hastings outlined in Algorithm 2 is implemented in the function
gold using proposals from N(0,Γ) where 0 is a m x 1 vector of zeros and Γ is a nonsingular
covariance matrix:
Γij =
 s
2
2 ∗ exp(−c2(yi − yj)2) + 1X10−13 yi − yj = 0
s22 ∗ exp(−c2(yi − yj)2) yi − yj 6= 0
(3.14)
The function to run this process along with all functions to examine the output are described
in detail below with examples of code and output.
3.3.2 Functions
This section provides complete descriptions and coding examples for all of the functions in biRd
related to the GOLD density estimator. Samples of data to use as examples were simulated from
four of the test distributions in Figure 3.2. A variety of sizes were chosen, and histograms of the
results are displayed in Figure 3.60.
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Figure 3.60: Histograms of data simulated from four of the test distributions.
The densities in Figure 3.60 were chosen to show how the functions for GOLD run on variety of
shapes and sizes. The density on each of these samples of data will be estimated through GOLD,
and then a variety of functions to check for issues with convergence are described. This is followed
by functions to assist in plotting the estimated density and to assess various features of the density
estimate. Section 3.3.3 demonstrates results from GOLD on all 9 test distributions in Figure 3.2
for a sample of size 250.
3.3.2.1 gold
The function gold implements the random walk Metropolis-Hastings described in Algorithm 2.
It has a variety of options to specify parameters for the prior for the Gaussian process covariance
matrix in Equation 3.13 and for the proposal covariance matrix in Equation 3.14. It also provides
options for the number of iterations, automatic tuning of the proposal distribution’s standard
deviation, scaling, and adding additional x’s at which to estimate the density. All of these options
are explained in further detail later with the basic syntax shown below:
gold(y, s1, c1, s2, c2, N, graves , scale_l , scale_u , poi)
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The function gold returns the list of results below for use as input to other functions:
 G : A matrix with the posterior draws for g(x) at a finite number of points (described in
Equation 3.12). The number of rows is the number of iterations. The number of columns is
the number of data points plus the remaining grid points
 widths: A vector with the widths around each x. These widths are used in the weighted
average to estimate the integral in the normalizing constant in Equation 3.10
 x : A vector with the points at which g(x) was estimated (labeled as ‘grid’ or ‘data’)
 y : A vector containing the data introduced to gold for density estimation
 ar : The acceptance rate from the random walk proposals
 prior : A vector of all prior and proposal parameter values
 poi : The points of interest if poi is non-missing
As was the case for duos, a counter is printed every 1000 iterations to notify the user on the
progress of gold. The acceptance rate is also printed so that the algorithm can easily be tuned to
achieve the desired acceptance rate. An example of this output is given below, but is omitted from
the rest of the R output described in the rest of the chapter:
Iteration: 1000
Iteration: 2000
Iteration: 3000
Iteration: 4000
Iteration: 5000
Iteration: 6000
Iteration: 7000
Iteration: 8000
Iteration: 9000
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Iteration: 10000
"Acceptance Rate:"
0.3694185
Thus, the primary purpose of the function gold is to create and return the posterior simulations
along with all the details concerning the options. The following sections are labeled based on the
name of each option in the gold function and include a variety of examples.
3.3.2.1.1 y The input y should be a vector of non-missing numeric values. This is the
univariate data on which gold is to produce results for a density estimate. Even though, the
function gold has a range of values to specify for the Metropolis-Hastings algorithm, a reasonable
default is provided based on simulation studies in Chapter 2. This allows the user to simply input
the data in order to retrieve the output necessary for a density estimate. Full details on these
defaults are given later.
For example, the code below runs gold on the exp(1) data with n = 200. Even though the
GOLD method needs a variety of specifications, this function can run with no input other than the
vector y.
# Simulates 200 values from exp(1)
y_exp_200 <- rexp(200, 1)
# If ‘gold ’ is run with all defaults , it automatically chooses all
# parameter values
gold_exp_200 <- gold(y = y_exp_200)
[1] "Acceptance Rate:"
[1] 0.3729686
The results above show that the default achieved a reasonable acceptance rate. In order to see
what gold chose for the prior and proposal distribution parameters, the part of the returned list
output named prior can be examined below:
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# Default parameters chosen by ‘gold ’
gold_exp_200$prior
s1 c1 s2 c2
1.7000000 4.0000000 0.2815455 2.0000000
A discussion on how each of these defaults were chosen is given in the next two sections.
3.3.2.1.2 s1, c1, s2, c2 The parameters s1, c1, s2, and c2 are necessary for the implemented
of the random walk Metropolis-Hastings. The function gold can run using all defaults as stated
earlier or the user can designate some or all of their values. A description of each is given below:
 s1 : The standard deviation of the prior covariance matrix in Equation 3.12
 c1 : The correlation parameter of the prior covariance matrix that controls smoothness of the
density estimate
 s2 : The standard deviation of the proposal covariance matrix in Equation 3.14
 c2 : The correlation parameter of the proposal covariance matrix
The simulation study on GOLD in Sections 2.4.1 and 2.4.2 highlighted trends in values for s1
and c1 for establishing a reasonable default prior. Based on graphical and numerical summaries
of convergence and the MISE, s1 should decrease as the sample size n increases. Specifically, the
default for s1 was established as:
s1 = min(2.3− .003n, 0.05) (3.15)
where n is the sample size. Equation 3.15 captures the trend in that s1 should decrease by about
0.15 for every additional 50 data points. However, extremely small values for s1 resulted in poor
convergence results. Thus, a limit of 0.05 is placed on the default, but the user can specify any
value greater than zero.
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As the standard deviation, s1, decreased for larger sample sizes, the correlation in the covariance
of the prior distribution also decreased by increasing the value of c1:
c1 = max(round(n/50), 1) (3.16)
A variety of values for c2 were examined, and reasonable convergence results and MISEs were
obtained by letting c2 = c1/2. Thus, for the example on exp(1) data, where the sample was 200,
the defaults are: s1 = 2.3− .003 ∗ 200 = 1.7, c1 = 200/50 = 4, and c2 = 2.
This default was designed to give the user a reasonable starting place for the density estimate.
If little is known about the data, results can then be analyzed or the user can change any of the
values for s1, c1, or c2.
Once the prior parameters are set, the other parameter that has a large impact on the acceptance
rate is the standard deviation of the proposal distribution: s2. The next section describes how this
was chosen to automatically tune the acceptance rate.
3.3.2.1.3 graves Defaults are provided for s1, c1, and c2, but after these are chosen, s2
must be tuned to achieve a reasonable acceptance rate. The option graves enables an automatic
tuning of s2, and its default is graves = TRUE. It is automatically change to FALSE if the user
specifies a value for s2.
The method of Graves, T. (2011) can either provide a final value for s2 or a good starting place
given the tuning necessary for a random walk Metropolis-Hastings. The idea of Graves is to use the
linear relationship between s2 and the logit transformation of the acceptance rate to predict what
value for s2 achieves the desired acceptance rate. This was added into the function gold by running
100 simulations of gold for each of a list of possible values for s2: (0.001, 0.01, 0.03, 0.06, 0.08,
0.1, 0.2, 0.3, 0.6, 0.8, 1, 3 ,5). A linear model was fit to the logit transform of the acceptance rate
verses the list of values for s2. The resulting equation was back-transformed to find the value for
s2 that resulted in an acceptance rate of 0.35. This value was specified lower than 0.45 (Roberts,
G., Gelman, A., and Gilks, W. (1997)) since gold is estimating the posterior distributions of a
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large number of parameters. It is possible for gold to be given prior parameters that do not result
in convergence to the posterior within the number of iterations. In this case, the s2 chosen by the
Graves method can result in extremely large or small values. In this case, the s2 in the list with
an acceptance rate closest to 0.35 is chosen. This is clear indication of issues with convergence and
alternative prior parameters should be specified.
3.3.2.1.4 N By default, gold runs 20,000 iterations. However, this can be changed using
the option N. In some cases, mixing may occur quickly and thus, less iterations are needed. In the
case of small data sets, the chains tend to mix quickly.
The unif(0, 1) data has a smaller number of values (n = 50). If prior information is known
about this data, it would be useful to incorporate into gold by increasing the amount of correlation
between data points. The default c1 for n = 50 is 1. Instead, the code below changes c1 to 0.5.
However, the defaults are still allowed for the other parameters: s1 = 2.15, c2 = 0.25, and s2 chosen
by graves. Given the size of the data set, the number of iterations is decreased to 10,000.
# Simulates 50 data points from unif (0,1)
y_unif_50 <- runif(50)
# Runs ‘gold ’ on the uniform data with a value of 0.5 for ‘c1’
# Uses ‘graves ’ and other defaults for the other parameters
# Runs for 10,000 iterations.
gold_unif_50 <- gold(y = y_unif_50 , c1 = 0.5, N = 10000)
# Checks the acceptance rate
gold_unif_50$ar
[1] 0.3333333
# Checks the value for ‘s2 ’
gold_unif_50$prior [3]
s2
2.934826
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If the user wants a higher acceptance rate, they can change the value of s2. As mentioned
earlier, if a value is input for s2, graves is automatically switched to FALSE. Several runs of gold
were attempted to decrease s2 in order to increase the acceptance rate to approximately 0.38. The
final attempt is shown below:
# Acceptance rate was 0.33
# Runs ‘gold ’ with a smaller ‘s2’ to get an acceptance rate of around 0.38
gold_unif_50 <- gold(y = y_unif_50 , c1 = 0.5, s2 = 2.25, N = 10000)
# Checks the acceptance rate
[1] 0.3823382
# Prints the parameters
s1 c1 s2 c2
2.15 0.50 2.25 0.25
The options so far have primarily influence the Metropolis-Hastings algorithm through the
prior and proposal parameters and the number of iterations. The final options can add to where
the density is estimated and how the data is scaled.
3.3.2.1.5 scale l and scale u GOLD is designed to work on (0, 1), and therefore the data
is automatically scaled if it does not already lie between 0 and 1. The options scale l and scale u are
used to control how the data is scaled. The default values for scale u and scale u are both 0.0001.
In some cases, it is useful to extend the range over which the density is estimated slightly beyond
the range of the data. This was shown to be useful in the duos functions for improving estimates
on the tails of the distribution or to estimate the PDF or CDF slightly beyond the maximum or
minimum. The scaling function is:
y − (min(y)− scalel)
max(y) + scaleu − (min(y)− scalel)
The code below shows running gold on the N(0, 1) data with n = 100. Rather than use the
default, both scaling parameters are set to two standard deviations above and below the minimum
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and maximum of the data. Diagnostic plots using gold mcmplots are shown in the sections to follow
to ensure that increasing the scaling by this size did not negatively effect convergence.
# Simulates 100 data points from N(0,1)
y_normal <- rnorm(100, 0, 1)
# Runs ‘gold ’ on the N(0,1) data with n = 100 using all defaults
# except for the scales
# These are set to 2*sd outside the range of the data
gold_normal <- gold(y = y_normal , scale_l = 2*sd(y_normal), scale_u =
2*sd(y_normal))
# Prints the scaling parameter values
gold_normal$scale_l
[1] 1.973862
gold_normal$scale_u
[1] 1.973862
# Prints the the 28th through 32nd point at which the density is
# being estimated
# These are on the (0,1) scale and each data point is labeled as
# ‘data ’ or ‘grid ’
gold_normal$x[28:32]
grid data grid data data
0.2700000 0.2735158 0.2800000 0.2886532 0.2976425
# To see where the data is estimated on the original scale ,
# the scaling can be reversed by the code:
min_y <- min(gold_normal$y)
max_y <- max(gold_normal$y)
scale_l <- gold_normal$scale_l
scale_u <- gold_normal$scale_u
(( gold_normal$x*(max_y+scale_u -(min_y -scale_l)))+min_y -scale_l)[28:32]
grid data grid data data
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-1.884043 -1.853575 -1.797381 -1.722391 -1.644487
So far, the user can change the proposal and prior distribution parameters, the number of
iterations, and the scaling. The algorithm automatically chooses where to produce estimates of the
density using the data and a grid of 99 points between 0 and 1. The next section introduces an
option to add more points where the density should be estimated.
3.3.2.1.6 poi The parameter poi stands for ‘points of interest’. If an estimate of the PDF
or CDF is desired at points not included in the data or grid, it is imputed from the posterior mean
PDF or CDF as explained in the sections on gold pdf and gold cdf. Similarly, the credible intervals
are imputed based on the posterior mean estimate of the quantiles of the density. However, ‘points
of interest’ can be added to gold through poi to ensure that a prior is placed on the density estimates
at the additional set of points in poi.
A demonstration of this is shown in the following code where a list of three ‘points of interest’
are added to gold for the ‘bimodal’ sample of size 400. If all defaults were used, the parameters
would be: s1 = 1.10, c1 = 8, and c2 = 4 with s2 chosen by graves. However, the example below
shows how to deviate from all of these defaults. The value for s1 is lowered to 0.8, c1 is increased
to 20, c2 is increased to 12 rather than the default of c1/2, and s2 is set to 0.04 rather than using
graves. The standard deviation of the simulated data is 2.04318 and so the density estimate is
extended to only 1 beyond the the maximum and minimum of the data using scale l and scale u.
Finally, 30,000 iterations are run.
# Simulates 400 data points from ‘bimodal ’
y_bimodal_400 <- rep(NA ,400)
# Sample from mixture of normals
for(i in 1:400){
if(u[i]<.3){
y_bimodal_400[i] <- rnorm(1, 0, 1)
}else {
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y_bimodal_400[i] <- rnorm(1, 4, 1)
}
}
# Runs ‘gold ’ on bimodal data
# All default parameters , scales , and number of iterations are changed
# ‘poi ’ is given the values: (-2.111, 1.153, 6.234)
gold_bimodal_400 <- gold(y = y_bimodal_400 , s1 = 0.8, c1 = 20, c2 = 12,
s2 = 0.04, poi = c(-2.111, 1.153, 6.234) , scale_l = 1, scale_u = 1, N
= 30000)
# Checks the acceptance rate
gold_bimodal_400$ar
[1] 0.3310777
# Loads libraries for the plot below
library(dplyr)
library(tidyr)
library(ggplot2)
# The matrix G contains the posterior simulations for the
# estimates of the unnormalized log density
# Examine the histogram for the posterior simulations for
# the unnormalized log density at four different points
data.frame(gold_bimodal_400$G[,c(1 ,200 ,400 ,437)]) %>%
rename("1" = X1, "200" = X2, "400" = X3, "437" = X4) %>%
gather(Parameter , Simulation) %>%
ggplot ()+geom_histogram(aes(Simulation), fill = "grey", color =
"black")+theme_bw ()+theme(text = element_text(size =25))+xlab("g(x)"
+ facet_wrap(~Parameter)
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Figure 3.61: Histogram of the posterior samples for unnormalized log density at a 4 different
locations.
More details are given later on a function that can create histograms of the posterior simulations
overlaid over histograms of simulations from the prior.
At this point, goldhas been run on the unif(0, 1) data with n = 50, the N(0, 1) data with
n = 100, the exp(1) data with n = 200, and the ‘bimodal’ data with n = 400. Before viewing the
densities estimated by gold, the next function provides some common plots for checking convergence.
3.3.2.2 gold mcmcplots
This function is designed to produce trace plots, ACF plots, or running mean plots to asses
converge of the parameters in G returned by gold. Given the large dimension of G, an option is
included to control the number parameters in the plot. The syntax of the function duos mcmcplots
for creating these plots is below:
gold_mcmcplots(gold_output , type , npar , burnin)
This function returns a single or multiple grid of plots. Each option is described in the following
sections with examples.
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3.3.2.2.1 gold output This should contain the list returned by gold and must be provided
to the function. By default, if the user enters only the gold output, trace plots are created. Given
the large number of parameters, results are designed to plot a subset of 6 by default. However
this can be changed with the npar option (details to follow). Six equally spaced columns from the
matrix G returned by gold are chosen for plotting.
For example, the code below creates trace plots based on the output from gold on the unif(0, 1)
data.
# Plots six of the trace plots for output from ‘gold ’ on the
# unif (0,1) data
gold_mcmcplots(gold_unif_50)
Figure 3.62: Trace plots for the output from gold on the unif(0, 1) data: n = 50.
The headers of the grid in Figure 3.62 indicate the column from the G matrix. Based on the
trace plots, the chains appear to be mixing well.
When gold was run on the N(0, 1) data, an alternative scaling was used. The code below creates
the trace plots as an initial check for issues with convergence.
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# Plots six of the trace plots for output from ‘gold ’ on the
# N(0,1) data
gold_mcmcplots(gold_normal)
Figure 3.63: Trace plots for the output from gold on the N(0, 1) data: n = 100.
Figure 3.63 appears to show no issues with convergence after a burnin of about 10,000, but
looking at convergence from multiple view points is useful for confirming this early finding. The
next section offers additional plots.
3.3.2.2.2 type The function gold mcmcplots also provides alternate plots for assessing con-
vergence. The parameter type is by default“traceplot”, but it can be changed to any of the following:
 “traceplot”: Creates trace plots on the parameters (DEFAULT)
 “acf”: Creates autocorrelation plots using lag=1000
 “rm”: Creates running mean plots on the parameters
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To create running mean plots for six of the parameters from the output on the N(0, 1) data,
the code below changes type to “rm”.
# Plots six running mean plots for output from ‘gold ’ for the N(0,1) data
gold_mcmcplots(gold_normal , type = "rm")
Figure 3.64: Running means for the output from gold on the N(0, 1) data: n = 100.
Figure 3.64 shows fairly level running means after about 10,000 iterations. Thus, results continue
to indicate that scaling by two standard deviations did not negatively effect convergence.
3.3.2.2.3 npar Changing npar allows the user to display more or less than the six graphs
shown by default. For example, to look at only four of the trace plots for the results run on the
exp(1) data, npar is set to 4 in the following code:
# Creates trace plots on four parameters from ‘gold ’ on the exp(1) data
gold_mcmcplots(gold_exp_200 , npar = 4)
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Figure 3.65: Trace plots for the output from gold on exp(1) data: n = 200.
Figure 3.65 demonstrates what appears to be good mixing across the four parameters shown.
If a value for npar greater than six is specified, gold mcmcplots is designed to allow six plots
per grid. Thus, if npar = 12, two graphs will be output. The code below creates running mean
plots for 12 of the parameters from gold for the ‘bimodal’ data.
# Creates running mean plots on 12 parameters
gold_mcmcplots(gold_bimodal_400 , type = "rm", npar = 12)
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(a) The first graph created by duos mcmcplots (b) The second graph created by duos mcmcplots
Figure 3.67: Running mean plots for 12 parameters from gold on the ‘bimodal’ data: n = 400.
Figure 3.72 shows the two plots created by duos mcmcplots. Once again, the position of the
parameter in the G matrix output from gold is given as the header of each individual running mean
plot in the grid. The running mean plots do not appear to show any issues with convergence.
The last plot that duos mcmcplots can create is the autocorrelation plot or ACF plot. A burnin
should be discarded before creating this plot, which the next option allows.
3.3.2.2.4 burnin This parameter specifies how much of the chain to discard before creating
the plots. By default it is 1, but for creating ACF plots, the default is automatically changed to
half of the iterations. The user can change this by specifying a different value.
Using the default, the code below creates an ACF plot on results from the unif(0, 1) data.
As a reminder, N was set to 10,000 iterations. Thus, by default, gold mcmcplots discards 5,000
iterations before creating the ACF plot.
# Creates ACF plots of the last 10 ,000 iterations of six of the parameters
# from running ‘gold ’ on the unif (0,1) data
gold_mcmcplots(gold_unif_50 , type = "acf")
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Figure 3.68: ACF plots for parameters from gold on the unif(0,1) data: n = 50.
Figure 3.68 shows the autocorrelation dying off very quickly for all parameters.
If the user wants to check if a smaller burnin can potentially be used, the burnin can be set to
any positive integer. The code below changes the burnin to 5,000 for gold run on the exp(1) data
with 20,000 iterations.
# Creates ACF plots of the last 15 ,000 iterations on six of the parameters
# from running ‘gold ’ on the exp(1) data
gold_mcmcplots(gold_exp_200 , type = "acf", burnin = 5000)
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Figure 3.69: ACF plots for parameters from gold on the exp(1) data: n = 200.
Given how fast the chains mix in Figure 3.69, a burnin of 5,000 will be used for the rest of the
results on the exp(1) data.
The burnin can also be changed for any of the other graphs. If the user wants to examine
the last 20,000 of 30,000 iterations of the trace plots on the ‘bimodal’ data, this can be done by
changing the burnin option in the code below:
# Creates trace plots of the last 5,000 iterations of the parameters
# from running ‘gold ’ on the ‘bimodal ’ data
gold_mcmcplots(gold_bimodal_400 , burnin = 10000)
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Figure 3.70: Trace plots of the last 20,000 iterations for 6 parameters from the gold output on the
‘bimodal’ data: n = 400.
The first parameter in Figure 3.70 does not appear to mix as well, but overall, the trace plots
do not show any issues with convergence.
So far, all results have appeared to converge. This is because all runs using gold used either the
default prior or values that still followed the general recommendation of lower s1 and higher c1 for
larger data sets. The code below uses a sample of data of size 500 from beta(2, 5) to demonstrate
what can happen if s1 is set high and an over smoothed result is requested with a lower c1. Using
c1/2 for c2 and graves = TRUE to let the algorithm try to find a decent acceptance rate. Although
gold in general mixes quickly, in extreme examples of over smoothing and a larger variance, the
algorithm clearly does not convergence in 20,000 iterations. Sometimes these issues are seen when
the graves method returns an acceptance rate much lower or higher than the target of 0.35. However,
even if the acceptance rate is around 0.35, problems with convergence can clearly be identified in
plots from gold mcmcplots.
# Simulates 500 values from beta (2,5)
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y_beta_500 <- rbeta(500, 2, 5)
# Runs ‘gold ’ with the default prior for data of size 50
gold_beta_500 <- gold(y = y_beta_500 , s1 = 2.15, c1 = 1)
# Checks the acceptance rate
gold_beta_500$ar
[1] 0.2579629
# Creates the trace plots and acf plots
gold_mcmcplots(gold_beta_500)
gold_mcmcplots(gold_beta_500 , type = "acf")
(a) Trace plots (b) ACF plots
Figure 3.72: Trace plots and ACF plots from gold on the beta(2, 5) data: n = 500.
The trace plots and acf plots in Figure 3.72 show extremely slow mixing in the chains. Conver-
gence should not be assumed for these results. Vast improvements can be made by decreasing s1
and increasing c1. Increasing c1 may make slight improvements, but the combination of changing
both for large sample sizes is what produces better mixing.
Another way to assess the results from gold would be to plot the simulations from the posterior
distribution verses the prior. The next function produces these graphs which helps identify the
poor convergence results seen in Figure 3.72
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3.3.2.3 gold pp
This function is designed to overlay a histogram of simulations from the prior distribution verses
the posterior distribution. This is useful for examining the shape of the posterior distribution and
how much influence the data has over the results. Simulations from the matrix G output from gold
are used to create histograms. The code is below:
gold_pp(gold_output , npar , burnin)
3.3.2.3.1 gold output Once again, this function can produce results with only the output
from the gold function. In this case, 6 posterior verses prior histograms are produced by default.
The columns of the G matrix used to create these posterior histograms are displayed in the headers
of the plot.
In the case of the unif(0, 1) data, the posterior distributions should actually be similar to the
prior or at least centered in similar locations given the PDF of unif(0, 1) is f(x) = 1. As a reminder,
the prior has a constant mean of zero. The code below produces the grid of six histograms.
# Creates a posterior vs. prior plot for the unif (0,1) results
gold_pp(gold_unif_50)
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Figure 3.73: Posterior verses prior plots for the results from gold on the unif(0,1) data: n = 50.
Not surprisingly, the posterior distributions in Figure 3.73 are similar to the prior (except for
less variation) and all centered around a similar value.
3.3.2.3.2 npar This options allows for showing more or less posterior verses prior plots. It
defaults to 6, but can be set to any integer between 1 and the number of columns in G.
For the ‘bimodal’ data, the code below selects only four posterior verses prior plots.
# Creates a posterior vs. prior plot for the parameters from running
# ‘gold ’ on the ‘bimodal ’ data
gold_pp(gold_bimodal_400 , npar = 4)
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Figure 3.74: Posterior verses prior plots for the results from gold on the ‘bimodal’ data: n = 400.
Once again, the simulations from the posterior are unimodal, but clearly different from the
prior. They also are centered at different locations given that the true underlying density is not
constant across the support.
If more than six parameters are requested in npar, multiple plots are created. For example,
letting npar = 10 for the posterior verses prior plots for the N(0, 1) data creates one grid with six
parameters and second plot with four.
# Creates a posterior vs. prior plot for the parameters from running
# ‘gold ’ on the N(0,1) data with npar = 10
gold_pp(gold_normal , npar = 10)
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(a) The first graph created by gold pp (b) The second graph created by gold pp
Figure 3.76: Posterior verses prior plots for the npar = 10 parameters requested from gold on the
N(0, 1) data: n = 100.
In Figure 3.86, all the posterior simulations are unimodal with the primary difference between
parameters being the location shift. Given that these simulations are assumed to come from the
posterior distribution, these plots should be created after a burnin is discarded, which is what the
next option allows the user to change.
3.3.2.3.3 burnin By default, half the iterations are discarded before plotting simulations
from the posterior. If a smaller burnin was desired, this can be changed through the burnin option.
As mentioned earlier, a burnin of 5,000 appears to be sufficient for the results on the exp(1)
data. Thus, plotting the posterior verses prior plots for these results using the last 15,000 iterations
can be accomplish by the code below.
# Creates a posterior vs. prior plot for the parameters from running
# ‘gold ’ on the exp(1) data
gold_pp(gold_exp_200 , burnin = 5000)
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Figure 3.77: Posterior verses prior plots for the results from gold on the exp(1) data: n = 200.
In this case, the histograms of the posterior simulations in Figure 3.77 are consistent with all
previously shown posterior vs prior plots with a unimodal shape and clear location shifts due to
the differences in the underlying density at different locations of x.
For the four test distributions, the posterior simulations all appear unimodal with the only
difference being the location of the histogram. These results all appeared to convergence based on
trace plots, ACF plots, and running mean plots. To see the behavior of the simulations for results
that clearly have not converged, the posterior verses prior plot can be created on the results from
the beta(2, 5) distribution with n = 500 using the following code. As a reminder, gold was run on
this data with the default prior for a sample of size n = 50.
# Creates a posterior vs. prior plot for the parameters from running
# ‘gold ’ on the beta (2,5) data
gold_pp(gold_beta_500)
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Figure 3.78: Posterior verses prior plots for the results from gold on the beta(2,5) data: n = 500.
There are several clear warning signs in the histograms of the posterior in Figure 3.78. First, the
range of values from the simulations is much wider than seen in all other results. The distributions
appear to have small multiple modes whereas the results should be appearing unimodal like the
prior. Also, the posterior simulations should not all be centered at the same locations given the
data sample is from beta(2, 5). There should be clear location shifts due to the underlying density
having a clear mode and tails approaching zero, but these chains appear to all be exploring the
same space. Thus, the posterior prior plot can also be useful for identifying unexpected results
from gold due to miss-specification of the prior distribution.
The gold mcmcplots and gold pp plots are useful for assessing convergence and the behavior of
the posterior. Once this is complete, the next functions provide for analyzing and visualizing the
results that gold produces.
3.3.2.4 gold plot
This function plots the posterior mean estimate of the PDF based on output from gold using the
process outlined in Section 2.4.3. Given that the density was estimated on a dense grid, a smooth
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plot of the results can be created. Various other options, which were also included in the duos
equivalent, provide additional information such as inference and comparisons to the data sample.
gold_plot(gold_output , type , burnin , cri , data, interact)
3.3.2.4.1 gold output This function conveniently operates if given only the output from
gold. It relies on the defaults of the other options which results in a plot of the posterior mean
density estimate.
For example, to plot the density estimate on the N(0, 1) data, the user can simply provide the
function with the gold output. For comparison, a layer can be added for the true density.
# Plot the PDF estimate on the N(0,1) data verses the true
# underlying density as a dashed red line
gold_plot(gold_normal) + stat_function(fun = dnorm , color = "red",
linetype = 2, size = 0.8)
Figure 3.79: The Bayesian estimate of the PDF on data simulated from from N(0, 1): n = 100.
This first look at a density estimate from gold shows a much smoother result than DUOS due
to estimating the density at individual points and allowing correlation between these values. The
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density in blue is also very similar to the true density. If the default scaling were used, the density
estimate would have been cut off at around 2.5 and −2.5. However, using 2 ∗ sd as the scaling
parameters allowed GOLD to be better estimate the tails of the distribution.
Density estimates of the other test distributions are given throughout the rest of this section,
but this function is not limited to plotting the PDF.
3.3.2.4.2 type This function can plot the CDF as well by changing type from its default to
“cdf”.
 “pdf”: Plots the posterior mean estimate of the PDF (DEFAULT)
 “cdf”: Plots the posterior mean estimate of the CDF
To plot the CDF estimate on data from unif(0, 1), type is switched to “cdf” in the code below:
# Plots the GOLD estimate of the CDF on the unif (0,1) data
gold_plot(gold_unif_50 , type = "cdf")
Figure 3.80: The Bayesian estimate of the CDF on data simulated from unif(0,1): n = 50.
3.3.2.4.3 burnin By default, half of the iterations are discarded before calculating the
posterior mean estimates of the CDF or PDF, but the user can adjust this if desired.
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For example, for plotting the density estimate on the exp(1) data, only the first 5,000 iterations
should be discarded based on the convergence plots created earlier.
# Plots the GOLD PDF estimate on the exp(1) data with a burnin of 5,000
gold_plot(gold_exp_200 , burnin = 5000)
Figure 3.81: The Bayesian estimate of the PDF on data simulated from the exp(1) data : n = 200.
A burnin of 5,000 iterations were discarded for calculating the estimate.
In addition to calculating and plotting the PDF or CDF estimate for the user, Figure 3.81 shows
how the function gold plot also returns the density estimate to the original scale of the data rather
than plotting on the (0, 1) scale.
So far this function has only been used for visualizing the estimates of the CDF and PDF, but
additional questions might arise such as the width of the credible intervals, how these estimates
compare to the actual data, or how these graph can help find specific values of the PDF or CDF.
Each of the following options provide answers to these questions.
3.3.2.4.4 cri By default, only the PDF or CDF is plotted depending on type. However, the
cri option allows for the addition of credible intervals to the plot and is available for both the PDF
and CDF. By default, cri is set to FALSE.
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The code below adds the credible intervals to a variety of estimates by changing cri to TRUE.
The credible intervals appear in red on the plots of the densities for the unif(0, 1) and ‘bimodal’
data, and the CDF for the exp(1) and N(0, 1) data.
# Plots the PDF estimate and credible intervals on the unif (0,1) data
gold_plot(gold_unif_50 , cri = TRUE)
# Plots the PDF estimate and credible intervals on the ‘bimodal ’ data
gold_plot(gold_bimodal_400 , cri = TRUE)
# Plots the CDF estimate and credible intervals on the exp(1) data
gold_plot(gold_exp_200 , type = "cdf", cri = TRUE , burnin = 5000)
# Plots the CDF estimate and credible intervals on the N(0,1) data
gold_plot(gold_normal , type = "cdf", cri = TRUE)
Figure 3.82: The Bayesian estimates of the PDF or CDF on data simulated from unif(0, 1) with
n = 50, ‘bimodal’ with n = 400, exp(1) with n = 200, and N(0, 1) with n = 100.
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3.3.2.4.5 data This option adds a histogram of the data overlaid with the density estimate
or an ECDF overlaid with the CDF. It is set to FALSE by default. This is useful for answering
questions concerning how the estimates relate to the sample of data.
The following code adds histograms of the data to each of the four density estimates used in
the examples by switching data to TRUE. Titles were added to each of the plots for clarity.
# Overlays a histogram over the estimate of the PDF on the unif(0, 1) data
gold_plot(gold_unif_50 , data = TRUE)+ggtitle("Uniform")
# Overlays a histogram over the estimate of the PDF on the N(0,1) data
gold_plot(gold_normal_alt , data = TRUE)+ggtitle("Normal")
# Overlays a histogram over the estimate of the PDF on the exp (1) data
gold_plot(gold_exp_200 , data = TRUE , burnin = 5000)+ggtitle("Exponential")
# Overlays a histogram over the estimate of the PDF on the ‘bimodal ’ data
gold_plot(gold_bimodal_400 , data = TRUE)+ggtitle("Bimodal")
Figure 3.83: The Bayesian estimates of the PDF with histograms from data simulated from
unif(0, 1) with n = 50, N(0, 1) with n = 100, exp(1) with n = 200, and ‘bimodal’ with n = 400.
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Adding the same option for the CDF plots results in the ECDF being overlaid over the estimate
in black.
# Plots the GOLD estimate of the CDF on the unif(0, 1) data
# with the ECDF
gold_plot(gold_unif_50 , type = "cdf", data = TRUE)+ggtitle("Uniform")
# Plots the GOLD estimate of the CDF on the N(1) data
# with the ECDF
gold_plot(gold_normal_alt , type = "cdf", data = TRUE)+ggtitle("Normal")
# Plot the GOLD estimate of the CDF on the exp(1) data
# with the ECDF
gold_plot(gold_exp_200 , type = "cdf", data = TRUE , burnin =
5000)+ggtitle("Exponential")
# Plot the GOLD estimate of the CDF on the ‘bimodal ’ data
# with the ECDF
gold_plot(gold_bimodal_400 , type = "cdf", data = TRUE)+ggtitle("Bimodal")
Figure 3.84: The Bayesian estimates of the CDF with the ECDF from data simulated from
unif(0, 1) with n = 50, N(0, 1) with n = 100, exp(1) with n = 200, and ‘bimodal’ with n = 400.
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Plots can also be made with both the data and the credible intervals. For example, a histogram
of the data and the credible intervals can be added to the density estimate on the ‘bimodal’ data.
The code below also shows how to add the ECDF and credible intervals to the estimated CDF on
the ‘bimodal’ data.
# Plots the GOLD estimate of the PDF on the ‘bimodal ’ data
# with the credible intervals and histogram of the data
gold_plot(gold_bimodal_400 , data = TRUE , cri = TRUE)
# Plots the GOLD estimate of the CDF on the ‘bimodal ’ data
# with the credible intervals and the ECDF
gold_plot(gold_bimodal_400 , type = "cdf", data = TRUE , cri = TRUE)
(a) The Bayesian estimate of the PDF (b) The Bayesian estimate of the CDF
Figure 3.86: The Bayesian estimates of the PDF and CDF with the credible intervals and histogram
or ECDF of the sample on data simulated from ‘bimodal’: n = 400.
Adding other summaries of the data sample and credible intervals to the plot provided useful
insight into the performance of the density estimator. However, if the user is interest in the PDF
or CDF at a particular value, the next section provides a graphical solution while later functions
provide a numeric solution.
3.3.2.4.6 interact This option produces the duos plot in an interactive setting where hov-
ering over the estimate reveals the value of the PDF or CDF. It is set to FALSE by default.
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For example, to examine the CDF values for the N(0, 1) data, adding the interact = TRUE
option to gold plot allows the user to interact with the plot.
# Plots the GOLD estimate of the CDF for the N(0,1) data
# in an interactive setting
gold_plot(gold_normal , type = "cdf", interact = TRUE)
Figure 3.87: The interactive Bayesian estimate of the CDF on data simulated from the N(0, 1)
data: n = 100.
Figure 3.87 shows how hovering over the blue line reveals the value of x and the CDF estimate
at x.
Similarly, the interactive graph of the PDF estimate for the unif(0, 1) data can be examined.
# Plots the GOLD estimate of the PDF for the unif (0,1) data
# in an interactive setting
gold_plot(gold_unif_50 , interact = TRUE)
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Figure 3.88: The interactive Bayesian estimate of the PDF on data simulated from the unif(0, 1)
data: n = 50.
Interactivity also extends to the credible intervals if they are added. For example, an interactive
plot can be created on the CDF estimate on the ‘bimodal’ data with the credible intervals.
# Plots the GOLD estimate of the CDF for the ‘bimodal ’ data
# in an interactive setting
gold_plot(gold_bimodal_400 , type = "cdf", interact = TRUE , cri = TRUE)
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Figure 3.89: The interactive Bayesian estimate of the CDF and credible intervals on data simulated
from the ‘bimodal’ data: n = 100.
As seen in Figure 3.89, hovering over the credible interval bands reveals the estimate of the
upper or lower limit at that particular x.
Finally, data and the credible intervals can be included in the interactive plots. The code below
shows an example with the CDF, ECDF, and credible intervals for the exp(1) data.
# Plots the GOLD estimate of the PDF for the exp(1)
# data in an interactive setting
gold_plot(gold_exp_200 , type = "cdf", interact = TRUE , cri = TRUE , data =
TRUE)
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Figure 3.90: The interactive Bayesian estimate of the CDF on data simulated from the exp(1) data:
n = 200.
Figure 3.90 shows that hovering over the ECDF reveals its value.
These graphs are useful for a gaining a general idea of the PDF or CDF across the values of
x. However, the next several functions retrieve the numbers from the estimate of the PDF or CDF
and their credible intervals,.
3.3.2.5 gold pdf
This function returns the posterior mean estimates and credible intervals of the density at a
given set of points. If estimates are requested at the actual data or grid points used to estimate
the density, gold pdf returns the average of the posterior simulations for these values. Let yl be a
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data point or a grid point, and let b = the burnin and N = the number of iterations. Then the
posterior mean density estimate of this value is:
fˆ(yl) =
1
N − b
N∑
i=b+1
exp(g(yl)
i)∑m
j=1Wjexp(g(yj)
i)
(3.17)
where g(yl)
i is the ith posterior simulation for the unnormalized log density at yl. The Wj are the
widths described in Section 3.3.1.
There will most likely be requests where a value is not from the input data or a grid point. In this
case, the smooth.spline function in R is fit to the grid and data points verses their posterior mean
density estimates, and the density estimates for the requested values are imputed. The following
code executes this process:
gold_pdf(x, gold_output , burnin)
It returns the list of results:
 pdf : A vector of the posterior mean PDFs at each value in x
 cri : A matrix with 2 columns and a row for each value in x. It contains the 95% credible
intervals for the PDFs at each point in x
 mat : A matrix containing the posterior PDF simulations for x at EACH iteration after the
burnin is discarded. There is a column for each value in x
 x : A vector containing the values at which to estimate the PDF
3.3.2.5.1 x and gold output The value x is a vector of numeric values to estimate the
probability density function at based on the output from gold (gold output). The values of x need
to be within (min(y)-scale l, max(y)+scale u). As was the case for duos, gold pdf will return errors
if estimates are requested outside the range of the scaled data.
gold_pdf_norm <- gold_pdf(x = c(-4, 5), gold_output = gold_normal)
[1] 5
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Error in gold pdf(x = c(-4, 5), gold output = gold normal) : The requested ‘x’ vector contains the
above value(s) outside the range of max(y)+scale u.
The code below examines the estimates of the PDF of the unif(0, 1) data at 4 equally spaced
points between 0 and 1.
# Estimates the density at (0.2, 0.4, 0.6, 0.8) for the unif(0, 1) data
gold_pdf_unif <- gold_pdf(x = c(0.2, 0.4, 0.6, 0.8), gold_output =
gold_unif_50)
# Retrieves the estimates of the PDF
gold_pdf_unif$pdf
[1] 1.1150206 1.0002036 0.8523631 0.7992488
# Gets the credible intervals for the density at these values
gold_pdf_unif$cri
[,1] [,2]
[1,] 0.8248500 1.389912
[2,] 0.7416169 1.281970
[3,] 0.6227300 1.092930
[4,] 0.5618629 1.076141
The output mat provides the individual simulations of the density estimates at the requested
x’s.
# Views the first 4 rows of the matrix of posterior draws of the PDF
estimates
head(gold_pdf_unif$mat , 4)
[,1] [,2] [,3] [,4]
[1,] 1.068599 0.7349461 0.6627541 NA
[2,] 1.068599 0.7349461 0.6627541 NA
[3,] 1.251816 0.8492996 0.6726217 NA
[4,] 1.146094 0.8883431 0.7652144 NA
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The fourth column of the matrix is ‘NA’. This is because the value of 0.8 was not one of the
values gold estimated. This was most likely due to its removal from the grid because of the presence
of two data points within 0.01 of each other on either side of 0.8. Estimates of the PDF and credible
intervals are returned for the density estimate at 0.8 through the use of the function smooth.spline
mentioned earlier. Given the close proximity of points that the density is estimated at, this provides
a good setting for interpolation. The smoothing spline is fit to the posterior mean density estimate
and its .025th and .975th quantiles.
If the posterior simulations are desired for values outside the grid and data, the solution is to
enter values for the ‘points of interest’ variable (poi) in the function gold. This guarantees that
gold places priors on these values, and therefore creates posterior simulations. In Section 3.3.2.1,
‘points of interest’ were added into the example for the ‘bimodal’ data.
Rather than examining the posterior mean estimates of the density at the ‘points of interest’,
the posterior distribution for these estimates can be viewed using histograms. As a reminder, the
code below reveals what values were entered for poi :
# Retrieve the ‘poi ’ values specified for the ‘bimodal ’ data
gold_bimodal_400$poi
poi poi poi
-2.111 1.153 6.234
The function gold pdf would not normally return a matrix of posterior draws for these values
unless they were data points or grid points. However, they were added to the gold function. The
following code retrieves the matrix of posterior simulations for the density estimates at the ‘points
of interest’ and plots histograms to compare their distributions.
# Uses ‘dplyr ’, ‘tidyr ’, and ‘ggplot2 ’ to plot histograms of the
estimates of the density
library(ggplot2)
library(dplyr)
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library(tidyr)
# Uses the ‘poi ’ values returned from ‘gold ’ as input
# Change the burnin to 10,000
gold_bimodal_pdf <- gold_pdf(x = gold_bimodal_400$poi , gold_bimodal_400 ,
burnin = 10000)
# Creates histograms of the posterior simulations for
# the density estimate at each point of interest
data.frame(gold_bimodal_pdf$mat) %>% gather(Variable , Value) %>%
ggplot(aes(Value , fill = Variable , color = Variable))+
geom_histogram(alpha = 0.5, bins = 40)+
theme_bw ()+theme(axis.title = element_text(size = 12))+
facet_wrap(~Variable , nrow = 4)
Figure 3.91: The posterior draws for the estimate of the density at (-2.111, 1.153, 6.234) for the
‘bimodal’ data: n = 400.
Figure 3.91 is useful to see how much the distributions of the estimated density overlap at
different x’s.
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Another use of gold pdf is to combine the interactive gold plot function with gold pdf to ap-
proximate the mode of the N(0, 1) data. This same concept was applied with the DUOS method.
This can be accomplished using the code below:
# Uses interactivity to identify a reasonable range of values to check
# for the mode
gold_plot(gold_norm_scale , interact = TRUE)
# Estimates the density at seq(from = -.1, to = .1 by = 0.001) for
# the N(0,1) data
x_seq <- seq(from = -.1, to = .1, by = 0.001)
gold_pdf_norm <- gold_pdf(x = x_seq , gold_output = gold_norm_scale)
# Find the value in ‘x_seq ’ that resulted in the largest value for the pdf
find_max <- which(gold_pdf_norm$pdf==max(gold_pdf_norm$pdf))
x_seq[find_max]
[1] 0.017
# Looks at the PDF of this value
gold_pdf_norm$pdf[find_max]
[1] 0.4040024
# Looks at the value of the PDF where the true mode of the N(0,1)
# distribution occurs
gold_pdf(x = 0, gold_normal_alt)$pdf
[1] 0.4039378
Using this process for the gold output works better than for the duos output since the resulting
density estimate is much smoother.
3.3.2.5.2 burnin Any estimates of the PDF should only use simulations after the burnin
is discarded. It defaults to half the iterations, but can be changed. For example, the code below
calculates estimates of the PDF for the exp(1) data at the maximum and minimum of the data
sample using a burnin of 5,000.
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# Estimates the density at the maximum and minimum of the data sample
# using a burnin of 5000
gold_exp_pdf <- gold_pdf(x = c(min(gold_exp_200$y), max(gold_exp_200$y)),
gold_exp_200 , burnin = 5000)
# Retrieves the density estimates
gold_exp_pdf$pdf
[1] 0.83598217 0.02149234
# Retrieves the credible intervals
gold_exp_pdf$cri
[,1] [,2]
[1,] 0.62788990 1.08403535
[2,] 0.00355967 0.06056884
Thus, the gold pdf complements the plotting of the density estimate in order to produce more
targeted information, as does the function presented in the next section.
3.3.2.6 gold cdf
Similar to gold pdf, this function returns posterior mean estimates of the CDF at a given set of
points, along with their credible intervals. It also uses the smooth.spline function in R to interpolate
when the CDF is requested at values that are not grid points or from the data sample. In the cases
where a prior was placed on the requested value, a process is used analogous to the density estimate
in the previous section. Let yl be a data point or a grid point, and let b = the burnin and N =
the number of iterations. For simpler notation, let nci =
∑m
j=1Wjexp(g(yj)
i) be the normalizing
constant for the ith iteration. Then the posterior mean estimate of the CDF at this value is:
Fˆ (yl) =
1
N − b
N∑
i=b+1
l∑
j=1
Wjexp(g(yj)
i)
nci
(3.18)
where g(yl)
i is the ith posterior simulation for the unnormalized log density at yl. The Wj are the
widths described in Section 3.3.1.
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The code to run this process is:
gold_cdf(x, gold_output , burnin)
It returns the list of results:
 cdf : A vector of the posterior mean CDF at each value in x
 cri : A matrix with 2 columns and a row for each value in x. It contains the 95% credible
interval for the CDF at each point in x
 mat : A matrix containing the posterior simulations for the CDF values for x at EACH
iteration after the burnin is discarded. There is a column for each value in x
 x : A vector containing the values at which to estimate the CDF
Of the options are the same as for the gold pdf function.
3.3.2.6.1 x and gold output The entry of x requests estimates of the posterior mean CDF
at x: F (x) = p(X ≤ x). This can be a scalar or vector of values. The output from gold must be
entered through the option gold output.
The code below finds the estimated probability of being less 0.5 for the unif(0, 1) data.
# Estimates the CDF at 0.5 for the unif (0,1) data
gold_cdf_unif <- gold_cdf(x = 0.5, gold_output = gold_unif_50)
# Retrieves the estimate of the CDF
gold_cdf_unif$cdf
[1] 0.5639597
# Gets the credible intervals
gold_cdf_unif$cri
[,1] [,2]
[1,] 0.4383706 0.6753827
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For the N(0, 1) data, the probabilities of being greater than (0.5, 1.96, 2.5) are estimated using
the following code:
# Estimates the CDF at (0.5, 1.96, 2.5) on data from N(0, 1)
gold_cdf_norm <- gold_cdf(x = c(0.5, 1.96, 2.5), gold_output =
gold_normal_alt)
# Finds the probabilities of being greater than these values
1-gold_cdf_norm$cdf
[1] 0.31981122 0.03610849 0.01084580
# Finds the credible intervals for the probabilities of being greater
# than these values
(1- gold_cdf_norm$cri)[,c(2,1)]
[,1] [,2]
[1,] 0.24562236 0.39739728
[2,] 0.01384089 0.06941931
[3,] 0.00240739 0.02689882
Once again using information from an interactive plot, the code below identifies likely locations
of the two modes for the ‘bimodal’ data. The function gold cdf is then used to find the probability
of being between the two modes.
# Plots the interactive estimate of the PDF of the ‘bimodal ’ data
gold_plot(gold_bimodal_400 , interact = TRUE)
# Estimates the CDF at (-0.52, 4) for the data from ‘bimodal ’
gold_cdf_bimodal <- gold_cdf(x = c(-0.52, 4), gold_output =
gold_bimodal_400 , burnin = 5000)
# Finds the probability of being between -0.52 and 4
gold_cdf_bimodal$cdf[2]- gold_cdf_bimodal$cdf[1]
[1] 0.5356532
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According to these results, a little over half the the density lies between the two modes. It
might be interesting to compare the distribution of the posterior simulations for the probabilities
of lying to the left and right of these two modes. In order to do this, the approximate modes need
to be added as ‘points of interest’ to gold. The code below demonstrates these results:
# Adds (-0.52, 4) to the original list of points of interest in order
# to acquire their posterior simulations
gold_bimodal_400_poi <- gold(y = y_bimodal_400 ,s1 = 0.8, c1 = 20, c2 =
12, s2 = .04, poi = c(-2.111, 1.153, 6.234,-0.52, 4), scale_l = 1,
scale_u = 1, N = 30000)
# Runs the CDF function again
gold_cdf_bimodal_poi <- gold_cdf(x = c(-0.52, 4), gold_output =
gold_bimodal_400_poi)
# Retrieves the posterior simulations for the CDF at (-0.52, 4)
probs <- data.frame(gold_cdf_bimodal_poi$mat)
# Calculates the probability of being greater than 4
probs[,2] <- 1-probs [,2]
names(probs) <- c("P(x < -0.52)", "P(x > 4)")
# Packages for plotting
library(ggplot2)
library(dplyr)
library(tidyr)
# Creates histograms of the posterior simulations for P(x < -0.52)
# and P(x > 4)
probs %>% gather(CDF , Probability) %>%
ggplot(aes(Probability , fill = CDF , color = CDF))+
geom_histogram(alpha = 0.5, bins = 40)+
theme_bw ()+theme(axis.title = element_text(size = 12))+add_theme
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Figure 3.92: The posterior draws for the estimate of the CDF for P(x < -0.52) and P(x > 4) on
the ‘bimodal’ data: n = 400.
3.3.2.6.2 burnin The burnin burnin option can be changed to use less or more of the
iterations to estimate the posterior mean CDF. The default is half of the iterations.
For the exp(1) data, the following code finds the probability of being less than the values (1, 4).
Rather than use the default, burnin is set to 5,000.
# Estimates the CDF at (1, 4) for the exp(1) data
gold_cdf_exp <- gold_cdf(x = c(1, 4), gold_output = gold_exp_200)
# Gets the estimates of the CDF
gold_cdf_exp$cdf
[1] 0.6496674 0.9545035
# Gets the credible intervals
gold_cdf_exp$cri
[,1] [,2]
[1,] 0.5900499 0.7041818
[2,] 0.9247292 0.9756332
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The functions gold pdf and gold cdf provided useful numeric summaries and inferences for
specific values of the PDF and CDF. However, there are other summaries of interest concerning
the PDF and CDF that the next function provides.
3.3.2.7 gold stat
This function is to assist in providing a variety of statistics with inference based on the output
from gold. The available statistics are the mean, variance, and quantiles of the estimated density.
As a reminder, the approximated density takes the form:
f(x) =
exp(g(x))∑m
j=1Wjexp(g(yj))
where
 y1, ..., ym is the sample of data, x1, .., xn, combined with a grid: 0.01, ..., 0.99
 W1, ...,Wm represent the widths associated with each y1, ..., ym
 g(x) is the unnormalized log density
The integral in the expectation of this distribution is estimated using a weighted average:
E[X] =
∫ 1
0
x
exp(g(x))∑m
j=1Wjexp(g(yj))du
≈
m∑
l=1
Wlyl
exp(g(y
l
))∑m
j=1Wjexp(g(yj))
(3.19)
The variance of the distribution is estimated in a similar manner:
V ar[X] = E[X2]− (E[X])2
≈
m∑
l=1
Wly
2
l
exp(g(y
l
))∑m
j=1Wjexp(g(yj))
−
(
m∑
l=1
Wlyl
exp(g(y
l
))∑m
j=1Wjexp(g(yj))
)2 (3.20)
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The posterior mean estimates for E[X] and V ar[X] of the density estimate are created by
calculating the above equations at each iteration using the matrix G returned by gold and then
averaging them.
The form of the CDF is necessary for calculating the quantiles. The approximated form of the
CDF at each data point or grid point yl is:
F (yj) ≈
l∑
h=1
Wh
exp(g(yh))∑m
j=1Wjexp(g(yj))
In order to find the inverse CDF, the smooth.spline function was first fit to the posterior mean
CDF. This estimate was then inverted using splinefun in order to approximate the quantiles.
The function with its options to produce these results is below:
gold_stat(gold_output , stat, p, burnin , print)
It returns the following list of results:
 mean, var, or quantiles: Contains the mean, the variance, or a vector of the quantile values
 cri : Contains the credible intervals for the requested statistic
 mat : Contains a matrix of the posterior simulations for the requested statistic
3.3.2.7.1 gold output If the user inputs only the output from gold, the function automat-
ically returns the posterior mean estimate of the expectation of the density.
The code below uses the defaults on the unif(0, 1) to output an estimate of the mean of the
density:
# By default returns posterior mean estimate of the expectation
# The mean and credible intervals are printed automatically
gold_unif_mean <- gold_stat(gold_unif_50)
$mean
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[1] 0.4645679
$cri
2.5% 97.5%
0.3856315 0.5519831
# These values can also be referenced by the ‘duos_unif_mean ’ output
gold_unif_mean$mean
[1] 0.4645679
gold_unif_mean$cri
2.5% 97.5%
0.3856315 0.5519831
3.3.2.7.2 stat As described above, there are multiple statistics that this function can return.
The option stat can be changed to any of the following:
 “mean” or “m”: Requests the posterior mean estimate of E[x]
 “var” or “v”: Requests the posterior mean estimate of Var[x]
 “quant” or “q”: Requests the posterior mean estimate of the quantiles in p
The following code requests the variance estimate for the N(0, 1) data and a plot of the posterior
simulations for the expectation. Adding the print = FALSE option suppresses the automatic
printing of the results.
# Looks at the variance estimate based on the $N(0,1)$ data
gold_var_norm <- gold_stat(gold_normal , stat = "var")
$variance
[1] 1.163285
$cri
2.5% 97.5%
0.8863599 1.5467197
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# Requests the default Bayesian estimate of the expectation
# while suppressing the printing
gold_mean_norm <- gold_stat(gold_normal , print = FALSE)
# Plots the posterior simulations for the expectation
data.frame(Mean = gold_mean_norm$mat) %>% ggplot ()+
geom_histogram(aes(Mean), color = "black",fill = "grey")+
theme_bw ()+theme(axis.title = element_text(size = 12))+add_theme
Figure 3.93: A histogram of the posterior simulations for the expectation of the estimated density
on the N(0, 1) data: n = 100.
In order select“quantile”or“q” in the stat option, an additional piece of information is necessary.
3.3.2.7.3 p If stat = “q” is requested in order to produce quantiles, p should contain a scalar
or vector of values between 0 and 1.
For example, the code below retrieves the .25th, .5th and .75th quantiles from the density estimate
on the ‘bimodal’ data.
# Look at the .25th, .5th, and .75th quantiles of the ‘bimodal ’
# density estimate
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gold_bimodal_quant <- gold_stat(gold_bimodal_400 , stat = "q",
p = c(0.25, 0.5, 0.75))
$quantiles
[1] 1.216634 3.372583 4.353333
$cri
[,1] [,2]
[1,] 0.6217338 1.815797
[2,] 3.1602849 3.565834
[3,] 4.2099915 4.498409
3.3.2.7.4 burnin The burnin option is once again included so that the user can specify how
many iterations to discard before calculating the statistical estimates. The default is half of the
iterations.
The following code changes the burnin to 5,000 on the exp(1) data and looks at the mean,
median, and variance. Set print = FALSE to suppress the printing.
# Retrieves the posterior mean of the expectation
gold_stat(gold_exp_200 , stat = "m", burnin = 5000, print = FALSE)$mean
[1] 1.094266
# Retrieves the posterior mean of the variance
gold_stat(gold_exp_200 , stat = "v", burnin = 5000, print = FALSE)$variance
[1] 1.612343
# Retrieves the posterior mean of the median
gold_stat(gold_exp_200 , stat = "q", p = 0.5, burnin = 5000, print =
FALSE)$quantiles
[1] 0.6800891
The gold stat completes the functions concerned with analyzing output from gold. It provides
information on additional features of the estimated density along with inference for these values.
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3.3.3 Summary
The preceding sections provided a thorough examination of all of the functions that the package
biRd offers for creating and analyzing a density estimate through gold. The examples focus on four
different test distributions. The default was run on all test distributions in Figure 3.2 with n = 250.
Their posterior mean density estimates are plotted in Figure 3.94 with the true underlying densities
plotted in red.
Figure 3.94: The posterior mean densities from GOLD on all test distributions: n = 250.
Below are two examples of how the plots in Figure 3.94 were created:
# A set of points to estimate the true density at
input <- runif (1000)
# Runs GOLD on beta(2, 5) data
y_beta_250 <- rbeta (250, 2, 5)
gold_beta_all <- gold(y = y_beta_250)
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# Plots the estimate of the beta (2,5) density
duos_plot(gold_beta_all , data = TRUE) + geom_line(data = data.frame(X =
input , Y = dbeta(input ,2,5)), aes(X,Y), color = "red", size = 1)
# Runs GOLD on N(0,1) data
y_normal_250 <- rnorm (250)
gold_normal_all <- gold(y = y_normal_250)
# To calculate the normal density , the ‘input ’ needs to be rescaled
input_s <- input*(max(gold_normal_all$y) +
.00001 -( min(gold_normal_all$y) -.00001)) +
(min(gold_normal_all$y) -.00001)
duos_plot(gold_normal_all , data = TRUE) + geom_line(data = data.frame(X =
input_n , Y = dnorm(input_n ,0,1)), aes(X,Y), color = "red", size = 1)
Figure 3.95 uses similar code to plot the posterior mean CDF estimate with the true CDF
overlaid in red and the ECDF in black.
Figure 3.95: The posterior mean CDF estimates from GOLD on all test distributions: n = 250.
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As seen in Figures 3.94 and 3.95, the defaults work well for the unimodal distributions, but
tended to over smooth the multimodal distributions, particularly the ‘trimodal’ and ‘claw’ distri-
bution. The previous sections worked withe ‘bimodal’ data demonstrating how to change the prior
parameters to account for this. In most cases, increasing c1 is the only necessary adjustment.
Further work with the ‘trimodal’ data suggested making the value for c2 much larger than c1 to
properly capture the spike in the distribution (c1 = 10, c2 = 30).
The list of tools for implementing the GOLD density estimator match those provided for DUOS.
The function gold provides the user with a straightforward alternative to DUOS that results in a
much smoother density estimate. This shown to be an advantage if the user is interested in the mode
of the density estimate. In the case where the default over smooths, it still provides a reasonable
starting place. It is recommend to start with the default, given the issues with convergence, if
the user is not informed on how the prior parameters affect the results. All output including the
points where the density is estimated, the widths, and unnormalized log densities are provided as
output. This is so the user can use alternative convergence diagnostics or create their own figures.
However, a variety of pre-coded diagnostic plots are provided in gold mcmcplots and duos pp that
are designed for working with the large number of parameters that gold produces.
A function to visualize the density for the gold output is also provided. It adds more options
beyond the typical density plot such as credible intervals, an overlaid histogram, and interactivity.
These same features can be created for the Bayesian estimate of the CDF. Like DUOS, if estimates
of the PDF or CDF at particular values are of interest, the gold pdf and gold cdf can calculate
their posterior means and credible intervals. Further details and inference about the expectation,
variance, and quantiles of the density estimate are also available through gold stat.
3.4 Overall Summary
The range of functions for DUOS and GOLD in the package biRd were designed to work in a
similar fashion even though they are both producing density estimate through distinct Bayesian
methods. DUOS uses a histogram-like density estimate with random bin end-points, while GOLD
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directly estimates the density at a finite list of values through the use of a log density. The default
for DUOS tends to capture the general shape of all test densities, and therefore provides better
estimates of the CDF, especially when the underlying sample is multi-modal. However, GOLD can
be adjusted fairly easily by starting with the default and increasing the value of c1 to decrease
correlation in the prior. In more extreme cases (like ‘trimodal’), c2 can also be increased in order
to decrease the correlation in the proposals.
Details have been provided to give the user a background of how DUOS and GOLD react to
different sample sizes and distributions, and how to correct issues with convergence. The functions
in the package can lend themselves to a thorough investigation of convergence and a detailed
assessment of the density, the CDF, and statistical summaries and inference.
In addition, the MCMC samplers and the functions used to plot the results can also be run in
one line of code:
# DUOS Example
duos_plot(duos(y))
# Gold Example
gold_plot(gold(y))
Given the extensive simulations studies performed with both DUOS and GOLD, it was feasible
to add effective default priors to both functions. Thus, the package biRd provides two diverse
Bayesian density estimators that are practical to implement and visualize. They both can produce
inference on a variety of summaries and can produce results competitive with other common density
estimators such as kernel density estimator and Dirichlet process mixture of normals as shown in
Chapters 1 and 2.
251
REFERENCES
Abramson, I. S. (1982). On Bandwidth Variation in Kernel Estimates-A Square
Root Law. The Annals of Statistics, 10(4), 1217–1223. doi:10.1214/aos/1176345986.
https://projecteuclid.org/euclid.aos/1176345986
Antoniak, C. (1974). Mixtures of Dirichlet Processes with Applications to Bayesian Nonparametric
Problems. The Annals of Statistics, 2(6), 1152-1174.
Aitkin, Murray A. (2009). Statistical modelling in R / Murray Aitkin ... [et al.]. (Oxford statistical
science series 35). Oxford ; New York: Oxford University Press.
Baptiste Auguie (2017). gridExtra: Miscellaneous Functions for ”Grid” Graphics. R package version
2.3. https://CRAN.R-project.org/package=gridExtra
Chen, M., Shao, Q., and Ibrahim, J. (2000). Monte Carlo methods in Bayesian computation /
Ming-Hui Chen, Qi-Man Shao, Joseph G. Ibrahim. (Springer series in statistics). New York:
Springer.
Christensen, R. (2011). Bayesian ideas and data analysis : An introduction for scientists and
statisticians / Ronald Christensen ... [et al.]. (Texts in statistical science). Boca Raton, FL: CRC
Press, https://www.ics.uci.edu/ wjohnson/BIDA/BIDABook.html.
Cook, S., Gelman, A., and Rubin, D. (2006). Validation of Software for Bayesian Models Using
Posterior Quantiles. Journal of Computational and Graphical Statistics, 15(3), 675-692.
Cowles, M. (2013). Applied Bayesian Statistics With R and OpenBUGS Examples / by Mary
Kathryn Cowles. (Springer Texts in Statistics, 98).
252
Dickey, J. (1968). Smoothed Estimates for Multinomial Cell Probabilities. The Annals of Mathe-
matical Statistics, 39(2), 561-566.
Eddelbuettel, D. (2013). Seamless R and C++ Integration with Rcpp. Springer, New York. ISBN
978-1-4614-6867-7.
Eddelbuettel, D. and Balamuta, J. J. (2017). Extending R with C++: A Brief Introduction to Rcpp.
PeerJ Preprints 5:e3188v1. URL https://doi.org/10.7287/peerj.preprints.3188v1.
Dirk Eddelbuettel and Romain Francois (2011). Rcpp: Seamless R and C++ Integration. Journal
of Statistical Software, 40(8), 1-18. URL http://www.jstatsoft.org/v40/i08/.
Escobar, M., and West, M. (1995). Bayesian Density Estimation and Inference Using Mixtures.
Journal of the American Statistical Association, 90(430), 577-588.
Ferguson, T. (1973). A Bayesian Analysis of Some Nonparametric Problems. The Annals of Statis-
tics, 1(2), 209-230. Retrieved from http://www.jstor.org/stable/2958008
Ferguson, T. (1983). Bayesian Density Estimation by Mixtures of Normal Distributions. Recent
Advances in Statistics (H. Rizvi and J. Rustagi eds.), Academic Press, New York, 287-302.
Fix, E., and Hodges, J. (1989). Discriminatory Analysis. Nonparametric Discrimination: Consis-
tency Properties. International Statistical Review / Revue Internationale De Statistique, 57(3),
238-247.
Friel, S., Curcio, F., and Bright, G. (2001). Making Sense of Graphs: Critical Factors Influencing
Comprehension and Instructional Implications. Journal for Research in Mathematics Education,
32(2), 124-158.
Friendly, M. (2005). Milestones in the history of data visualization: A case study in statistical
historiography. Classification - the Ubiquitous Challenge, pp. 34-52.
253
Gelman, A., and Rubin, D. (1992). Inference from Iterative Simulation Using Multiple Sequences.
Statistical Science, 7(4), 457-472.
Geman, S. and Geman, D. (1984). Stochastic relaxation, gibbs distributions, and the bayesian
restoration of images. IEEE Transactions on Pattern Analysis and Machine Intelligence, 6(6),
721-41.
Geweke, J. (1991). Evaluating the accuracy of sampling-based approaches to the calculation of pos-
terior moments / John Geweke. (Staff report (Federal Reserve Bank of Minneapolis. Research
Department); 148). Minneapolis, Minn.]: Federal Reserve Bank of Minneapolis, Research Dept.
Gilks, W., Richardson, S., and Spiegelhalter, D. (1996). Markov chain Monte Carlo in practice /
edited by W.R. Gilks, S. Richardson and D.J. Spiegelhalter. (Interdisciplinary statistics). London:
Chapman and Hall.
Good, I., and Gaskins, R. (1971). Nonparametric Roughness Penalties for Probability Densities.
Biometrika, 58(2), 255-277.
Gramacki, A. (2018). Nonparametric Kernel Density Estimation and Its Computational Aspects by
Artur Gramacki. (Studies in Big Data, 37).
Graves, T. (2011). Automatic Step Size Selection in Random Walk Metropolis Algorithms.
Harrell, Frank E., Jr., with contributions from Charles Dupont and many others. (2018). Hmisc:
Harrell Miscellaneous. R package version 4.1-1. https://CRAN.R-project.org/package=Hmisc
Hastings, W. (1970). Monte Carlo Sampling Methods Using Markov Chains and Their Applications.
Biometrika, 57(1), 97-109.
Hazelton, M. (2003). Variable kernel density estimation. Australian New Zealand Journal of Statis-
tics, 45(3), 271-284.
254
Jara, A., Hanson, T., Quintana, F., Mueller, P., and Rosner, G. (2011). DPpackage:Bayesian
Semi- and Nonparametric Modeling in R. Journal of Statistical Software, 40(5), 1-30. URL
http://www.jstatsoft.org/v40/i05/.
Klebanov, I. (2018). Axiomatic Approach to Variable Kernel Density Estimation.
Lenk, Peter J. (2003). Bayesian semiparametric density estimation and model verification using a
logistic–Gaussian process. Journal of Computational and Graphical Statistics, 12(3), 548-565.
Leonard, T. (1973). A Bayesian Method for Histograms. Biometrika, Vol.60(2), 297-308.
Leonard, T. (1978). Density Estimation, Stochastic Processes and Prior Information. Journal of
the Royal Statistical Society. Series B (Methodological), 40(2), 113-146.
Metropolis, N., and Ulam, S. (1949). The Monte Carlo Method. Journal of the American Statistical
Association, 44(247), 335-341.
Mitchell, T. J. and Morris, M. D. (1992). The Spatial Correlation Function Approach to Response
Surface Estimation. In Proceedings of the 24th conference on Winter simulation (WSC ’92).
ACM, New York, NY, USA, 565-571.
Neal, R. M. (2000). Markov Chain Sampling Methods for Dirichlet Process Mixture Models. Journal
of Computational and Graphical Statistics, 9(2), 249-265.
Novomestky, F. (2012). matrixcalc: Collection of functions for matrix calculations. R package ver-
sion 1.0-3. https://CRAN.R-project.org/package=matrixcalc
Parzen, E. (1962). On Estimation of a Probability Density Function and Mode. The Annals of
Mathematical Statistics, 33(3), 1065-1076.
Pearson, K. (1895). Contributions to the Mathematical Theory of Evolution. II. Skew Variation
in Homogeneous Material. Philosophical Transactions of the Royal Society A: Mathematical,
Physical and Engineering Sciences, Vol.186(0), 343-414.
255
Pearson, K. (1902). On the Systematic Fitting of Curves to Observations and Measurements.
Biometrika, Vol.1(3), 265-303.
Pearson, K. (1902). On the Systematic Fitting of Curves to Observations and Measurments: Part
II. Biometrika, 2(1), 1-23.
Thomas Lin Pedersen (2016). ggforce: Accelerating ’ggplot2’. R package version 0.1.1.
https://CRAN.R-project.org/package=ggforce
Pimentel, Marco A.F., Clifton, David A., Clifton, Lei, and Tarassenko, Lionel. (2014). A review of
novelty detection. Signal Processing, 99(C), 215-249.
Plummer, M., Best, N., Cowles, K., and Vines, K. (2006). CODA: Convergence Diagnosis and
Output Analysis for MCMC. R News, vol 6, 7-11.
R Core Team (2017). R: A language and environment for statistical computing. R Foundation for
Statistical Computing, Vienna, Austria. URL https://www.R-project.org/.
Paul, Rajib, MacEachern, Steven N., and Berliner, L. Mark. (2012). Assessing convergence and mix-
ing of MCMC implementations via stratification.(Markov chain Monte Carlo)(Technical report).
Journal of Computational and Graphical Statistics, 21(3), 693-712.
Roberts, G., Gelman, A., and Gilks, W. (1997). Weak Convergence and Optimal Scaling of Random
Walk Metropolis Algorithms. The Annals of Applied Probability, 7(1), 110-120.
Rosenblatt, M. (1956). Remarks on Some Nonparametric Estimates of a Density Function. The
Annals of Mathematical Statistics, 27(3), 832-837.
Ross, S. (2002). A first course in probability / Sheldon Ross. (6th ed.). Upper Saddle River, N.J.:
Prentice Hall.
Rossi, P., Allenby, G., and Mcculloch, R. (2011). Bayesian Statistics and Marketing. Somerset:
John Wiley and Sons, Incorporated.
256
Scott, D. (2014). Multivariate density estimation : Theory, practice, and visualization / David W.
Scott. (2nd ed., Wiley Series in Probability and Statistics).
Scott, D., Tapia, R., and Thompson, J. (1977). Kernel Density Estimation Revisited. Nonlinear
Analysis: Theory, Methods and Applications, 1(4), 339-372.
Sievert, C., Parmer, C., Hocking, T., Chamberlain, S., Ram, K., Corvellec, M. and Despouy,
P. (2017). plotly: Create Interactive Web Graphics via ’plotly.js’. R package version 4.7.1.1
https://CRAN.R-project.org/package=plotly
Silverman, B. (1998). Density estimation for statistics and data analysis / B.W. Silverman. (Mono-
graphs on statistics and applied probability (Series) 26). Boca Raton: Chapman and Hall/CRC.
Sturges, H. (1926). The Choice of a Class Interval. Journal of the American Statistical Association,
21(153), 65-66.
Sugiyama, M., Suzuki, T., and Kanamori, T. (2012). Density ratio estimation in machine learning
/ Masashi Sugiyama, Taiji Suzuki, Takafumi Kanamori. New York: Cambridge University Press.
Terrell, G. (1990). The Maximal Smoothing Principle in Density Estimation. Journal of the Amer-
ican Statistical Association, 85(410), 470-477.
Terrell, G. and Scott, D (1992). Variable Kernel Density Estimation. The Annals of Statistics.
20(3), 1236-1265. doi:10.1214/aos/1176348768. https://projecteuclid.org/euclid.aos/1176348768
Thorburn, D. (1986). A Bayesian Approach to Density Estimation. Biometrika, 73(1), 65-75.
U¨hwirth-Schnatter, S., Bitto, A., Kastner, G., and Posekany, A. (2015). Bayesian Statistics from
Methods to Models and Applications : Proceedings of BAYSM 2014. Cham: Springer.
Venables, W., and Ripley, B. (2002). Modern applied statistics with S / W.N. Venables, B.D. Ripley.
(4th ed., Statistics and computing). New York: Springer.
257
Wegman, E. (1972). Nonparametric Probability Density Estimation: I. A Summary of Available
Methods. Technometrics, 14(3), 533-546.
Westergaard, H. (1932). Contributions to the history of statistics, by Harald Westergaard. London:
P.S. King and sons.
Whittle, P. (1958). On the Smoothing of Probability Density Functions. Journal of the Royal Sta-
tistical Society. Series B (Methodological), 20(2), 334-343.
Wickham, H. ggplot2: Elegant Graphics for Data Analysis. Springer-Verlag New York, 2009.
Wickham, H. and Henry, L. (2017). tidyr: Easily Tidy Data with ’spread()’ and ’gather()’ Functions.
R package version 0.7.2. https://CRAN.R-project.org/package=tidyr
Hadley Wickham, Romain Francois, Lionel Henry and Kirill Mu¨ller (2017). dplyr: A Grammar of
Data Manipulation. R package version 0.7.4. https://CRAN.R-project.org/package=dplyr
D.B. Woodard (2008). Detecting poor mixing of posterior samplers due to multimodality.
Technical report, Duke University Department of Statistical Science. Updated Feb. 2011.
https://people.orie.cornell.edu/woodard/Wood2011.pdf
258
APPENDIX A. ADDITIONAL MATERIAL
DUOS
This section contains additional details on DUOS as described in Chapter 1.
PDF
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Rejection Sampling
In Section 1.2.5.1 is performed for the marginal full conditonal posterior distribution of γj by
finding a bounding function over intervals created by [yl, yl+1] where
˜
y = (γj−1,
˜
x ∈ (γj−1, γj+1), γj+1)
. This is done by checked the endpoints, [yl, yl+1], and the first derivative. Find the first derivative
on [yl, yl+1] of Equation 1.27 where nc
∗ is the normalizing constant over the bin by the following
steps. Let n1 =
∑n
i=1 I(γj−1 ≤ xi < γj) and n2 =
∑n
i=1 I(γj ≤ xi < γj+1) where γj ∈ [yl, yl+1].
Thus, n1 and n2 are constant for any values of γj ∈ [yl, yl+1].
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To find the value that maximizes (or minimizes) Equation 1.27, set Equation A.2 to zero.
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∈ [yl, yl+1] it is compared to yl and yl+1 to see which maximizes Equation
1.27.
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Test Densities
Table A.1: This table shows all distributions used to test DUOS and GOLD. It contains each
distributions’s PDF, CDF, expectation, and variance for the distributions in Section1.3.
Distribution PDF CDF E[X] Var[X]
Uniform(0, 1) 1 x 1/2 1/12
Line 2x x2 2/3 1/18
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(3.5− 5x)1(.4 ≤ x < .6)
(−2.5 + 5x)1(.6 ≤ x < .8)
(5.5− 5x)1(.8 ≤ x < 1
(1.5x− 5x
2
2
)1(0 ≤ x < .2)
(−0.5x+ 5x
2
2
+ 0.2)1(.2 ≤ x < .4)
(3.5x− 5x
2
2
− 0.6)1(.4 ≤ x < .6)
(−2.5x+ 5x
2
2
+ 1.2)1(.6 ≤ x < .8)
(5.5x− 5x
2
2
− 2)1(.8 ≤ x < 1
149/300 7499/90000
Claw
0.5 ∗ ( 1√
2pi
e−
x2
2 )+
0.1 ∗ ( 1√
2pi0.1
e−
(x+1)2
0.2 )+
0.1 ∗ ( 1√
2pi0.1
e−
(x+0.5)2
0.2 )+
0.1 ∗ ( 1√
2pi0.1
e−
x2
0.2 )+
0.1 ∗ ( 1√
2pi0.1
e−
(x−0.5)2
0.2 )+
0.1 ∗ ( 1√
2pi0.1
e−
(x−1)2
0.2 )
∫ x
−∞
f(u)du 0 0.8
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Rejection Sampling for DUOS Likelihood-Ratio
As a reminder, since the desire is to implement a Gibbs algorithm and the difficulties in directly
calculating the full conditional distribution, rejection sampling is executed in order to simulate from
the full conditional distribution of a cut-point.
Below is a reminder of the basic rejection sampling algorithm as outlined by Ross, S. (2010)
for drawing from the full conditional of a cut-point for the likelihood-ratio estimate.
The goal is to simulate from a random variable with density f using another density g such
that:
g(y)
f(y) ≤ c for all y
1. Simulate Y from density g and simulated U ∼ unif (0,1).
2. Accept Y as a simulation X from f if U ≤ f(Y)/cg(Y), otherwise return to step 1.
The f in this case is p(γj |
˜
x,
˜
y,
˜
pi,
˜
φ,
˜
γ−j). This equation is only known up to a normalizing
constant as shown in equation 1.42. Once again, a g needs to be chosen that results in proposals
over the correct support as well as leading to a reasonable upper bound for the ratio of the two
functions.
The bounding function is calculated by the following steps:
1. Divide the kernel of the full conditional of γj into bins whose endpoints are the combined
data of x and y. The indicator functions in the likelihood are constant for values of γj in
between any pair of data points.
 Let z = (γj−1, x, y ∈ (γj−1, γj+1), γj+1)
 Let mx = the number of data points from sample 1 in (γj−1, γj+1)
 Let my = the number of data points from sample 2 in (γj−1, γj+1)
 Let m = mx +my
 Order z so that z1 < z2 < ... < zm
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 For the lth bin, the end points are: (zl, zl+1) for l: 1,2,...,m+1
2. Calculate the value of γj that maximizes the kernel over each bin: (x
∗
lx
, x∗lx+1)X(y
∗
ly
, y∗ly+1).
 The point at which the maximum occurred is discovered by checking the first derivative
and the ends points of the bin
 Label these maximums as Γl for l = 1, 2, ...,m+ 1
The resulting proposal distribution g is written out below in equation A.4 (nc∗ represents the
normalizing constant). However, it is useful to first understand the parameters bcx1l , bc
x2
l , bc
y1
l , and
bcy2l first.
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These exponents represent the counts in
∑n1
i=1 I(γj−1 ≤ xi < γj),
∑n2
i=1 I(γj−1 ≤ yi < γj),∑n1
i=1 I(γj ≤ xi < γj+1), and
∑n2
i=1 I(γj ≤ yi < γj+1) in bin l and created by the following process.
Result: Creates the correct counts for each of the exponents in bin l
Initialize counts:
bcx11 = 0
bcy11 = 0
bcx21 = mx
bcy21 = my
for l = 2 to l + 1 do
bcx1l = bc
x1
l−1 + 1 ∗ I(zl ∈ x)
bcx2l = bc
x2
l−1 − 1 ∗ I(zl ∈ x)
bcy1l = bc
y1
l−1 + 1 ∗ I(zl ∈ y)
bcy2l = bc
y2
l−1 − 1 ∗ I(zl ∈ y)
end
Algorithm 3: Counts in the exponent of the bounding function
g(γj |˜z,
˜
pi) =

(
pij
Γj−γj−1
bc
x1
1 pij+1
γj+1−Γj
bc
x2
1
)(
φj
Γj−γj−1
bc
y1
1 φj+1
γj+1−Γj
bc
y2
1
)
z1 ≤ γj < z2(
pij
Γj−γj−1
bc
x1
2 pij+1
γj+1−Γj
bc
x2
2
)(
φj
Γj−γj−1
bc
y1
2 φj+1
γj+1−Γj
bc
y2
2
)
z2 ≤ γj < z3
... ... ≤ γj < ...(
pij
Γj−γj−1
bc
x1
m+1 pij+1
γj+1−Γj
bc
x2
m+1
)(
φj
Γj−γj−1
bc
y1
m+1 φj+1
γj+1−Γj
bc
y2
m+1
)
zm+1 ≤ γj < zm+2
(A.4)
where
nc∗ =
m+1∑
l=1
∫ zl+1
zl
(
pij
Γj − γj−1
bc
x1
l pij+1
γj+1 − Γj
bc
x2
l
)(
φj
Γj − γj−1
bc
y1
l φj+1
γj+1 − Γj
bc
y2
l
)
=
m+1∑
l=1
(
pij
Γj − γj−1
bc
x1
l pij+1
γj+1 − Γj
bc
x2
l
)(
φj
Γj − γj−1
bc
y1
l φj+1
γj+1 − Γj
bc
y2
l
)
(zl+1 − zl)
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R Package
List of packages used in biRd:
 ggplot2 (Wickham, H. (2009)): All plots in biRd are created using this package.
 Hmisc (Harrell, Frank E., Jr. et al. (2018)): Used in calculations for means and medians for
DUOS to create the appropriate pairs of cut-points.
 MASS (Venables, W. and Ripley, B.. (2002)): Used to draw from the multivariate normal
distribution for the algorithm in GOLD.
 dplyr (Wickham, H., Francois, R., Henry, L., and Mu¨ller, K. (2017)): Used to maneuver
data into the correct form to plot.
 ggforce (Pedersen, T. L. (2016)): For displaying multiple plots automatically.
 gridExtra (Auguie , B. (2017)): For creating a grid of plots.
 matrixcalc (Novomestky, F. (2012)): For calculating the inverse of a matrix through singular
value decomposition for GOLD.
 plotly (Sievert, C. et al. (2017): Used for the creation of interactive plots.
 tidyr (Wickham, H. and Henry, L. (2017)): Used to stack data for faceting plots in ggplot2.
 Rcpp (Eddelbuettel, D (2013), Eddelbuettel, D. and Balamuta, J. J. (2017), Eddelbuettel,
D. and Francois, R. (2011)): Used to code DUOS in c++.
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APPENDIX B. SUPPLEMENTAL PLOTS
DUOS
Convergence
This section contains supplimental figures related to those in Section 1.3.1. The visual diagostics
plots for convergence in this section focused on samples from one distribution. This section provides
the same plots on all distributions starting with the trace plots, and then ACF plots and running
mean plots.
Trace Plots
Figure B.1: Plots of the trace plots for four cut-point parameters for results from DUOS on all
distributions with k = 4: n = 50.
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Figure B.2: Plots of the trace plots for four of the five bin probability parameters for results from
DUOS on all distributions with k = 4: n = 50.
Figure B.3: Plots of the overlaid chains with diverse starting values on trace plots for the cut-point
parameters for results from DUOS on all distributions with k = 4: n = 50.
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Figure B.4: Plots of the overlaid chains with diverse starting values on trace plots for the cut-point
parameters for results from DUOS on all distributions with k = 10: n = 50.
Figure B.5: Plots of the trace plots for four cut-point parameters for results from DUOS on all
distributions with k = 4: n = 500.
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Figure B.6: Plots of the trace plots for four of the five bin probability parameters for results from
DUOS on all distributions with k = 4: n = 500.
Figure B.7: Plots of the overlaid chains with diverse starting values on trace plots for the cut-point
parameters for results from DUOS on all distributions with k = 4: n = 500.
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Figure B.8: Plots of the trace plots for four of the cut-point parameters for results from DUOS on
all distributions with k = 12: n = 500.
Figure B.9: Plots of the trace plots for four of the bin probability parameters for results from DUOS
on all distributions with k = 12: n = 500.
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Figure B.10: Plots of the overlaid chains with diverse starting values on trace plots for the cut-point
parameters for results from DUOS on all distributions with k = 12: n = 500.
ACF Plots
Figure B.11: Plots of the ACF plots for four cut-point parameters for results from DUOS on all
distributions: n = 50.
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Figure B.12: Plots of the ACF plots for four of the five bin probability parameters for results from
DUOS on all distributions: n = 50.
Figure B.13: Plots of the ACF plots for four cut-point parameters for results from DUOS on all
distributions: n = 500.
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Figure B.14: Plots of the ACF plots for four of the five bin probability parameters for results from
DUOS on all distributions: n = 500.
Running Mean Plots
Running mean plots were supplimentary to the trace plots and acf plots used in section 1.3.1.
Given they confirmed what other results showed, they are included below in the appendix.
Figure B.15: Running mean plots for k = 4 cut-points and 4 of the 5 bin probability parameters
on the ’line’ data: n = 50.
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The running means for all parameters in figure B.15 are clearly flattening out, and thus, these
plots show no indication of problems with convergence. If the data set were of size 500 instead with
k = 4 cut-points, the running mean plots are presented in the figure below..
Figure B.16: Running mean plots for k = 4 cut-points and 4 of the 5 bin probability parameters
on the ’line’ data: n = 500.
Having a small number of cut-points for a large sample size appears to show issues with con-
vergence. The running means some of the parameters are continuing to oscillate rather than settle
around some value.
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Figure B.17: Running mean plots for 4 of the k = 12 cut-points and 4 of bin probability parameters
on the ’line’ data: n = 500..
Once again, the running mean plots look better for figure B.17 than figure B.16, as after 10,000
iterations, the running means are pretty flat, but some of them appear to be slightly increasing.
This indicates that these chains may need to be run longer.
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Marginal Posteriors
Figure B.18: Comparing histograms of posterior simulations from the cut-points with k = 2 to the
true unnormalized marginal densities for these same parameters for samples of size 50.
Figure B.19: Comparing histograms of posterior simulations from the cut-points with k = 2 to the
true unnormalized marginal densities for these same parameters for samples of size 500.
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(a) Marginal posterior simulations from DUOS. (b) The unnormalized marginal posteriors.
Figure B.21: A comparison of Gibbs posterior simulations from DUOS to the actual marginal
posterior distributions for five distributions where n = 50 and k = 2.
Figure B.22: Plots of the sample size verses the MSE for each distribution for four different methods:
DUOS1 (cut-point choice specific to size and distribution), DUOS2 (DUOS with the number of
cutpoints based on table 1.1 determined by size, but not Distribution, DUOS3 (10 cut-points for
all examples)), DPMN (Dirichlet Process Mixture of Normals), KDE1 (kernel density estimation
using ’nrdo’), and KDE2 (kernel density estimation using ’SJ’)
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GOLD
Convergence
Trace Plots
Figure B.23: Trace plots for data of size 50 from all distributions from GOLD output: s1 = 1, c1
= 2, c2 = 1, and s2 chosen by the Graves algorithm.
Figure B.24: Trace plots for data of size 500 from all distributions from GOLD output: s1 = 1, c1
= 2, c2 = 1, and s2 chosen by the Graves algorithm.
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Figure B.25: ACF plots for data of size 500 from all distributions from GOLD output: s1 = 1, c1
= 10, c2 = 5, and s2 chosen by the Graves algorithm.
ACF Plots
Figure B.26: ACF plots for data of size 50 from all distributions from GOLD output: s1 = 1, c1 =
2, c2 = 1, and s2 chosen by the Graves algorithm.
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Figure B.27: ACF plots for data of size 500 from all distributions from GOLD output: s1 = 1, c1
= 2, c2 = 1, and s2 chosen by the Graves algorithm.
Figure B.28: ACF plots for data of size 500 from all distributions from GOLD output: s1 = 1, c1
= 10, c2 = 5, and s2 chosen by the Graves algorithm.
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Statistics
Figure B.29: Plots of the sample size verses the estimate of the median with the upper and lower
bounds of the credible interval. The true value for the median is at the horizontal red line.
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Figure B.30: Plots of the sample size verses the estimate of the median from GOLD with the upper
and lower bounds of the credible interval. The true value for the median is at the horizontal red
line.
