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Abstract
The domain wall (DW) dynamics of epitaxial and polycrystalline multilayers
with perpendicular magnetic anisotropy have been investigated. DC mag-
netron sputtering was used to deposit different multilayers. The saturation
magnetization, anisotropy energies, exchanges stiffness constant, and DW
width and energy density were calculated using hard-axis hysteresis loops
and change of magnetization with temperature. The evaluated magnetic
parameters were used in study of asymmetrical bubble expansion and Bril-
louin light spectroscopy (BLS) spectra to derive the strength of interfacial
Dzyaloshinskii-Moriya interaction (DMI) in the films.
Pt\Co\AuxPt1−x (x = 0, 0.5, 1) epitaxial trilayers with increasing
broken inversion symmetry were deposited by sputtering. Zero DMI and
no visible current-induced DW motion proven the expected fully symmet-
rical layers and interfaces in the case of x = 0. Field-induced DW motion
(FIDWM) was used to calculate the depinning field, temperature, and ve-
locity. All these material dependent parameters increased with x. They
were used to estimate the value of Gilbert damping constant, which was
compared to the same value evaluated from full micromagnetic calculations
performed in colaboration with Simone Moretti. Larger values of Gilbert
damping from FIDWM were attributed to other dissipation mechanisms
that happen solely during DW motion. It was shown that DMI and SHE
in the multilayers rise with concentration of Au on the top layer.
The effect of inserting Ir in the top interface of polycrystalline Pt\Co\Ta
films was also investigated through DMI and DW behaviour. It was shown
that motion of the left-handed DWs in Pt\Co\Ir(tIr)\Ta multilayers (tIr =
0.0–2.0 nm) perfectly follows the universal creep and depinning regimes.
The depinning related parameters and evaluated DMI did not change signi-
ficantly for Ir of more than two monolayers. Evaluation of DMI showed that
insertion of Ir layer reduces the net DMI of the multilayer, suggesting a neg-
ative DMI constant for Ir\Co interfaces. This opposes previous theoretical
calculations and experimental studies. The observed anomalies in asym-
metrical bubble expansion results could not be explained with the previous
simple creep model of DW motion. Including changes of depinning field
with in-plane applied field into the dynamics, micromagnetic simulation by
vi
Joo-Von Kim could successfully reproduce the experimental data.
Finally, to study the DMI of Hf layers with different thicknesses, mul-
tilayers of Pt\Co\Hf(tHf)\Ta (tHf = 0.0–2.0 nm) were deposited. The mag-
netic characterization of films showed an approximately 0.7 nm thick mag-
netic dead-layer in the multilayers. The DMI in these films was again invest-
igated using BLS and asymmetric bubble expansion. The results showed
that Hf enhances DMI in the stack, suggesting a positive sign of DMI for the
Hf\Co interface, which is opposite to DMI of Pt\Co interfaces. Changing
the thickness did not show a significant effect on DMI factor.
vii
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Chapter 1
Introduction
1
1.1 A Moving Wall
1.1 A Moving Wall
The Oxford dictionary says a wall is “something that forms a barrier or stops you from
making progress”[1], but how about using the very same thing to make progress?
Wall, truly and mostly, is a structure to separate two regions and to forbid intrusion,
whether it is in architecture, human cells, or even in a computer’s firewall. But in
magnetic materials it is created to reduce the energy cost [2], moves to get uniformity,
and wraps up to make topologically stable hedgehogs [3, 4].
Magnetic domain walls are the smallest magnetic textures that can, potentially, be
used in new generation of digital processing and recording technique, so-called spin-
tronics [5]. Spintronics is simply spin-based electronics and aims to increase processing
speed, reduce power consumption and more importantly integrate the processing and
recording parts of a digital system (i.e. logic and memory) [6, 7]. These two parts
are currently operating with different materials and concepts: on one hand there are
semiconductor devices for processing side and on the other hand, there are magnetic,
optical, magneto-optical, or solid-state media to save data for processing.
On top of that, today’s most common non-volatile memories have mechanical read-
ing and writing parts, nanometres away from the media, which makes them very vul-
nerable to any shock. Also, the amount of data need to be saved and/or processed is
growing rapidly. Just as a little example, ∼ 300 hours of video is uploaded onto You-
tube every minute [8]. This amount of data needs an even bigger capacity of volatile
and non-volatile data storage devices, as it’s not just the data need to be saved, but
also there are many processing issues and codes acting on them.
There are different types of storage media on the market, but each have their
own imperfections. Solid-state random access memories (known mostly as SSDs) are
fast, although expensive. Magnetic hard disk drives (HDDs) are cheap but slow [9].
Going into more details, SSDs are based on different technologies, each one has its
own disadvantages as well, including finite number of write cycles before having an
unpredictable operation, big effective cell size [7], and low write time and read data
rate [7]. If there were a single memory storage benefiting from both low cost of HDDs
and high performance and reliability of SSDs, the non-volatile storage technology could
take a breath. The new introduced memory should have high capacity, low power and
short access time, preferably at no cost increase to be able to be called a universal
memory.
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Figure 1.1: A proposed shape of a racetrack memory, as a 3D compatible storage media
storing the data in U-shaped nanowire perpendicular to the substrate plane [7]
The proposed magnetic recording media –so-called race-track memories– are prom-
ised to overcome these obstacles using domain walls (DWs) or skyrmions [7]. Literally,
these devices are based on moving successive closely-spaced DWs along the racetrack
that can be moved and controlled by spin polarized currents going through the track
(Figure 1.1). This, puts down the need of moving and separate mechanical parts as
the writing and reading heads will be stable and connected to the track. The spin cur-
rent may be produced inside the bulk of the heavy metal layer deposited next to main
ferromagnetic layer (spin Hall effect) or at interfaces with metal or metal-oxide films
(Rashba effect) [10]. Clearly, to have short access time and low power consumption the
DW speed should be the highest possible, while the employed electric current to do so
stays at lowest conceivable value.
To be able to control these components efficiently, interfacial Dzyaloshinskii-Moriya
interaction (DMI) and spin-Hall effect (SHE) should be optimized in multilayer systems.
3
1.2 The Interaction That Brings up Homochirality
The latter, would cause Slonczewski-like torque (SLT) –or as it is often called damping-
like torque– to be applied on ferromagnetic layer whose strength determines maximum
velocity with which the wall can move [11]. The former would change the energetically
favourable DWs from Bloch to chiral Ne´el in a system with perpendicular magnetic
anisotropy (PMA) [12]. Ne´el walls, unlike Bloch walls, are sensitive to SLT [11, 13].
To optimize SHE and DMI we need to use materials with high spin-orbit interaction
and one of the best candidates would be 5d materials (heavy metals) [14, 15]. To have
DMI one also needs broken inversion symmetry in the system [16].
1.2 The Interaction That Brings up Homochirality
“Perhaps looking-glass milk isn’t good to drink”, Alice says to Kitty [17], like she
already knew that the mirrored milk might not be digestible. It’s true; and it’s not
just in fiction that handedness is important. Just about everything in life is chiral.
Opposite chirality of flavourings are usually different in scent and/or taste [18]. Amino
acids in living organisms always have one handedness: they are left-handed [19]. Your
digestive system just acts on right-handed sugar and passes on the left-handed ones [20].
Humans, even, are nearly homochiral: 90% right-handed vs. only 10% left-handed [21].
The chirality of life is what makes it work as smoothly as it does. But what does chiral
mean? Lord Kelvin in 1883 said “I call any geometrical figure or any groups of points
chiral and say it has chirality if its image in a plane mirror, ideally realized cannot
be brought to coincide with itself.”[22]. How did life choose one mirror reflection over
another? As much as the answer is an evolutionary mystery for handedness of humans,
it is now obvious that DMI plays the god for homochiral magnetic domain walls in
multilayer thin films.
The exchange interaction in ferromagnetic materials dictates that the spins should
stay parallel to each other. As this effect is symmetric with swapping the two spins,
it is more known as the symmetric exchange. On the other hand, anti-symmetric
exchange is the interaction that changes sign with changing spin order, which wants the
neighbouring spins to be perpendicular to one another. Igor Dzyaloshinskii proposed
this interaction for the first time in 1957 [23]. Later, in 1960, Toru Moriya calculated the
interaction for local magnetic systems [24]. Dzyaloshinskii stated that this interaction
will only happen when both low symmetry and spin-orbit coupling are present. In 1990
A. Fert suggested the possibility of DMI observation at the surface of magnetic material
4
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[25], which strength was studied analytically by Cre´pieux and Lacroix in 1998 [26]. It
took 9 years to observe the DMI arising from surfaces/interfaces experimentally [27].
Soon after, first principles calculations explained the rotation of DW from Bloch to
Ne´el type and its handedness for F\W(110) films [28]. At the end of their article, they
invited experimentalists to “unravel and exploit these phenomena in more detail”[28].
Since the recall of Heide et al. till today, investigation of DMI in multilayer thin
films has been extensive. Specially, the study of DMI in systems with PMA became
a hot subject in investigations of domain wall dynamics. Different combinations of
multilayers have been investigated for evaluation of DMI in different materials [29–33].
It has been shown that although this effect arrises because of the high spin-orbit coup-
ling of the heavy metal layer in ferromagnet/heavymetal (FM/HM) multilayers, DMI
can still change sign and strength depending on the adjacent ferromagnetic material
[34]. Practically, as the existence of DMI is dependent on breaking the symmetry, any
physical change in the multilayer system, even in the atomic level, can enhance this
effect. This can be from using different layers at either sides of a FM [35], altering the
thickness of either the FM layer [31, 36] or the neighbouring layer [12, 37, 38], changing
the morphology of the interface by annealing temperature [39], deposition temperature
[40], changing Ar partial pressure during sputtering [41], insertion of a dusting layer
[12], to proximity induced magnetization [31, 42]. Even nominally symmetrical layers,
if polycrystalline, can exhibit a non-zero DMI [12, 43, 44].
As stated, adding this DMI term into the free energy of a non-centrosymmetric
system, left and right handed degeneracy would be broken, and homochirality is ob-
served. The theory of chiral symmetry breaking was formulated in 2001 by Bogdanov
and Ro¨ssler [45]. In particular, for current induced motion of DWs, when current
is applied to the system domain walls with dissimilar chirality will move in opposite
directions [13]. Thus, in a nanowire (i.e. racetrack) with no specific chirality, DWs
will move towards each other and annihilate. As such, the handedness or chirality of
the system would be important for application and is favourable if it can be tuned.
Also, controlling the direction of domain wall motion under the influence of a spin
Hall torque in such systems is vital. This will happen in systems that have broken
inversion symmetry and Ne´el wall with a definite chirality. In such structures, the DMI
dictates a preferred direction of motion for a DW depending on the direction of DM
vector [10, 46]. Moreover, DMI will delay the Walker breakdown field, leading to higher
5
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velocities for the DW [11].
In summary, DW type, homochirality of the system, DW’s direction of motion
and its achievable speed before breakdown are all indebted to symmetry breaking at
the interface and spin-orbit coupling strength, causing the antisymmetric exchange
interaction, called DMI.
1.3 The Effect of Separation
Devices with perpendicular magnetic anisotropy are more promising for spintronic
devices based on current-induced domain wall motion (CIDWM) considering the in-
teraction between the current and domain walls, also wall size [12]. Passing a current
through a ferromagnetic layer with a fixed magnetization, one can make spin polarized
current. If this spin-polarized current goes into another ferromagnetic layer, transfer
of spin can apply a torque on the magnetization of the layer. This effect is called spin
transfer torque (STT) and was used exctensively in magnetic tunnel junctions or spin
valves. Another way to introduce torque in such devices is to put a ferromagnet (FM) in
adjacent to a heavy metal (HM). Charge current passing through a heavy metal mater-
ial with a strong spin-orbit coupling would induce a non-equilibrium spin accumulation
transverse to the charge flow [47], this phenomenon is called the spin Hall effect. Also,
in 2D structures, the asymmetry of potential in normal direction of the 2D plane causes
a momentum-dependent splitting of spin bands, namely the Rashba effect, named after
Emmanuel Rashba the discoverer [48]. These two effects cause spin angular momentum
transfer to the wall, hence applying a torque to moments, the so-called spin orbit torque
(SOT) that makes DWs to move forward [7]. In the case of devices with Out-of-plane
(OoP) anisotropy, it was thought that the dominant effect to manipulate the magnetic
tilting is the Rashba effect [49], but in 2012 it was shown that SHE torque can actually
manipulate magnetization in such systems using current comparable to spin transfer
torque tunnel junctions [50]. As one wants to keep the needed charge current as low
as possible, the materials with bigger produced spin-current (hence spin-torque) will
be favourable. The conversion efficiency is defined as the ratio of spin current to the
charge current which is called spin Hall angle (SHA) [51]. Consequently search for a
material/structure with a large spin Hall effect is important to get a high efficiency of
current induced DW motion system.
Spin Hall effect is an effect similar to conventional Hall effect but for spins. As
6
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a) b)
Figure 1.2: a) Hall effect vs. b) spin Hall effect [56]
Figure 1.2 represents, in conventional Hall effect charges with dissimilar sign passing a
film in a presence of out of plane magnetic field would accumulate on opposite edges
of the film, as a result of the Lorentz force. Thus, a voltage difference can be detected
transverse to the current direction. In the spin Hall effect, a film with a passing electron
current would experience a spin accumulation on lateral surfaces of the film. It was first
predicted by Dyakonov and Perel in 1971 [52] but could not be directly observed until
33 years after in GaAs semiconductor systems [53, 54]. Nevertheless, it still needed
some years to become something technologically applicable as Dyakonov said “What is
it good for, practically? So far, nobody knows. My personal opinion is that the Spin
Hall Effect is one of the many physical phenomena, which do not have any practical
applications.”[55]
In the presence of spin-orbit coupling, an electron current Jc passing through a
metal along the film plane would acquire spin polarization perpendicular to the surface
of the film. If we consider the polarization vector pˆ , then the produced transverse spin
current Js is along y axis and can be derived as:
~Js = θSH pˆ× ~Jc (1.1)
where θSH is the dimensionless spin Hall angle. It might be also useful to define spin
Hall conductivity which can be written as σSH = (~/2e)θSHσc in which σc is the normal
conductivity of material [57].
As mentioned, the early observations of SHE was done in semiconductor materials
via optical methods [54]. The very first electrical measurement of SHE (practically
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inverse SHE) in metals has been done by S. Valenzuela and M. Tinkham [58] in a lateral
ferromagnet-normal metal structure at low temperature. Not long after, T. Kimura
from the Y. Otani group [59] reported room-temperature spin Hall measurement in Pt
and evaluated the SHA of Pt to be 0.0037. Although it was a high underestimation,
this measurement was a breakthrough because initially, it was the first observed SHE
at room temperature, secondly, it was the first direct SHE measurement in metals and
at last, it showed that the spin Hall conductivity of Pt is much larger (104 times [59])
than the studied semiconductor systems. Since then, the spin Hall angle of Pt was
intensely evaluated and yet there is a lot of disagreement in its value, some of them
even differ by more than an order of magnitude using different approaches to measure
the spin Hall angle [60]. The spin Hall angle of platinum –which is the most famous
heavy metal in such systems– reported to have values 0.0037 < θSH,Pt < 0.37 [59–66].
Moreover, β-Ta, Pt-doped Au and β-W are reported to have some of the largest spin
Hall angles, 0.12-0.15 [67], 0.12 [68] and 0.30-0.40 [69–71], respectively.
1.4 Thesis at a Glance
This report frames the attempts towards understanding the DMI of different material
stacks and evaluation process for the Dzyaloshinskii-Moriya interaction. Some funda-
mental concepts such as different magnetic anisotropies, DW type in PMA systems,
their chirality and motion regimes will be introduced firstly. Then details of DMI eval-
uation using different techniques will be explained. Then the experimental methods for
deposition and characterization of the samples will be described in chapter 3.
The obtained results are separated into three parts, each regarding to a set of
samples and their related measurements and progression. The first (Chapter 4) is on
trilayers of Pt\Co\AuxPt1−x which are epitaxially grown on C-plane Sapphire. Con-
firming their epitaxial texture using TEM and XRD, the strength of DMI using bubble
expansion is estimated and field and current induced DW motion is investigated.
Chapter 5 focuses on polycrystalline multilayers of Pt\Co\Ir(x)\Ta, changing the
thickness of Ir. The magnetization characterization and confirmation of Ta β-phase
will be stated. Then, field induced DW progression in different motion regimes will
be studied and its parameters are explained. Afterwards, DMI on these multilayer
systems are investigated using Brillouin light scattering (BLS) spectroscopy and asym-
metric bubble expansion techniques. The results will be compared with micromagnetic
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simulations of the same system. At last, shortcomings of the theory to explain bubble
expansion will be discussed. Also, some arguments on DMI sign of Ir\Co interfaces are
detailed.
The last chapter on the results (Chapter 6) is describing the deposition character-
ization and DMI evaluation of polycrystalline Pt\Co\Hf(x)\Ta. Here also, DMI will
be investigated using asymmetric bubble expansion and BLS. The effect of Hf insertion
will be discussed and compared to the reports in literature.
Last, a summary of the key points will be given in chapter 7, along with possible
future directions of this project.
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Theoretical Background
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2.1 Introduction
In this chapter some of the theoretical concepts underpinning experimental observa-
tions in this thesis, will be explained. Firstly, the basic of ferromagntism, exchange
interaction will be briefly explained. Afterwards, different types of magnetic aniso-
tropy will be described as the main feature of all the sample systems in this work.
Then, the details of domain wall behaviour and its motion will be set out. Lastly, the
Dzyaloshinskii-Moriya interaction and observation using asymmetric bubble expansion
and Brillouin light scattering will be discussed.
2.2 Exchange Interaction and Ferromagnetic Ordering
The Pauli exclusion principle rules that two electrons cannot have the same quantum
state. As electrons are fermionic indistinguishable particles, this means that their
total energy wave function should be anti-symmetric. In such a case, two electrons
with parallel spins cannot occupy the same space, which is in favour of their Coulomb
repulsion. This reduction of energy for parallel spin configuration leads to Hund’s first
rule. Heisenberg’s generalized exchange interaction Hamiltonian for a many-electron
lattice can be written as
Hex = −
∑
i 6=j
Jij ~Si.~Sj (2.1)
where ~Si and ~Sj are spin angular momentums of two sites of the lattice and Jij is the
exchange coupling strength between them. If just neighbouring sites are counted then
J is a single constant for the material. This assumption is often true as the exchange
is a short-range interaction that reduces rapidly with distance.
If J > 0, then the minimum energy configuration happens when spins are collinear
and parallel. Such material is called ferromagnetic and displays spontaneous magnetiz-
ation. For J < 0 anti-parallel spins are preferred and antiferromagnetism is observed.
It should be noted that the picture is not always as simple as this, and very much
depends on the symmetry of the lattice structure and value of exchange integral.
For continuous magnetization the exchange energy is approximated as
Eex = −
∫
V
A
[
(∇mx)2 + (∇my)2 + (∇mz)2
]
dV (2.2)
where mx,y,z are different components of the magnetization, V the volume of the mag-
netic material and A the exchange stiffness and temperature dependent. For materials
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with simple lattice, A is defined as A ∼ JS2Q/a, where Q is the number of atoms per
unit cell (1 for simple cubic, 2 for body-centered cubic (BCC) and 4 for face-centered
cubic (FCC) structures), S is the spin number and a is the lattice constant.
2.3 Magnetic Anisotropy
When a magnetic field is applied to a magnetic material, there will be a certain field
when all the moments in the material are aligned with the externally applied field. The
material in this condition is usually referred as magnetically saturated. If the needed
field to saturate the material is dependent on the direction, then the material is known
to have magnetic anisotropy. In this way, the material needs smaller applied field to
reach the saturated state along its easy axis rather than the hard axis. This phenomenon
is very important for different applications. For example permanent magnets are made
from materials with large magnetic anisotropy, while magnetic sensors are preferred
to have a very low anisotropy [72]. There are different components to the anisotropy
depending on its origin. A few of them will be discussed in this section.
2.3.1 Magnetocrystalline Anisotropy
Crystalline anisotropy happens when the energy it takes to magnetize the material is
dependent on the crystalline axes [2]. In 1929, Akulov showed that magnetocrystalline
anisotropy is dependent on the angle between magnetization and a specific crystalline
axis, θ [73] and for a cubic material is given by [2]
Ecubic = K0 +K1(a12a22 + a22a32 + a32a12) +K2(a12a22a32) + ... (2.3)
where ai is the cosine of θ, and K0, K1, K2, etc. are the successive orders of anisotropy
constant, which are material and temperature dependent. Anisotropy constants are
usually decreasing with temperature and reach zero at Curie temperature, TC [2]. The
origin of magnetocrystalline anisotropy is spin-orbit coupling. In simple words, if an
external energy/force tends to rotate the spin (magnetization rotation), the spin-orbit
coupling relates it to the orbit. The strong coupling between orbital motion of electrons
and the crystalline lattice make this rotation costly. As a result, the cost (i.e. energy)
of rotation of the magnetization will become dependent on the crystalline axes [2].
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Hex=0
M=0
Hd=0
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H
ex M Hd
a) b)
Figure 2.1: Demagnetizing Field in a thin film when: a) there is no external field
applied, and the sample is not magnetized, b) with external field.
2.3.2 Shape Anisotropy
Shape anisotropy is related to the geometry of the sample [2] and is the result of the
magnetostatic interactions between magnetic dipoles. When spins of the material are
uniformly aligned, magnetic charges appear on opposing surfaces of the sample (Figure
2.1). These charges induce an internal magnetic field that opposes the external applied
field and is known as the demagnetizing field [74]. The present dipolar interaction is
stronger whenever this demagnetizing field, HD is along the shortest dimension of the
sample. As a result, for a spherical sample there will be no preferred direction. For
magnetic thin film, it usually means that the magnetisation preferentially lies in the
plane of the film [2]. This internal field, interact with magnetization and leads to an
energy term. The demagnetizing enegry (also called magnetostatic energy) is defined
as
εd = −12
∫
µ0 ~HD · ~MdV (2.4)
where V is the volume of magnetic material. This demagnetizing energy, in turn, results
in shape anisotropy energy density which is defined as [75]
Kshape =
µ0
4 (1− 3N)M
2
S (2.5)
where µ0 is the vacuum permeability, MS is the saturation magnetization and N is
the demagnetizing factor which is dependent on the sample geometry. For thin films,
N = 1, thus the Kshape = −(1/2)µ0M2S .
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Figure 2.2: Effective anisotropy times the individual Co layer thickness vs. the in-
dividual Co layer thickness of Co/Pd multilayers. The y-intercept equals twice the
interface anisotropy, while the slope gives the volume contribution [78].
2.3.3 Perpendicular Anisotropy
Opposing to what was stated in the previous part, in some thin films the easy-axis does
not lie in the plane of the sample. Ne´el suggested that this rotation of easy axis to the
perpendicular direction originates in the symmetry reduction at the interface [76].
In a thin film generally all shape, magnetocrystalline, and interface anisotropies are
playing a role, so it is important to differentiate between surface and volume contribu-
tions to the anisotropy. Gradmann and Mu¨ller defined the anisotropy energy density
between the film and its normal axis as [72, 77]
Keff =
2Ks
tFM
+KV (2.6)
where Keff is the effective anisotropy density, KV the volume contribution, Ks the sur-
face contribution, and tFM the thickness of the ferromagnetic material. Equation 2.6
indicates that Keff inversely depends on the tFM. So, if plotting KefftFM as a function
of tFM, as figure 2.2 presents, Ks and KV will be half of the intercept and slope of
the fitted line, respectively [78]. The balance between the surface and volume com-
ponents determines the strength and direction of the magnetic anisotropy. Hence, for
tFM < t⊥ = −2Ks/KV the system would exhibit perpendicular magnetic anisotropy.
The very first report of PMA was in Co/Pd sputtered multilayers with tCo < 0.8 nm
in 1985 [79]. In general, Co\X thin films, where X=Pt, Pd, Au, Ir, Ni, etc. are known
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to exhibit perpendicular magnetic anisotropy. In these systems, the out-of-plane 3d
orbitals experience the symmetry breaking, which leads to changes in their band energy.
Also, the 3d orbitals hybridize with their neighbouring 5d bands of the X heavy-metal.
This interfacial symmetry breaking and hybridization are the most important origin
of the PMA. Nevertheless, there are other factors like interface sharpness [80], degree
of (111) texture [81], defect density [82] etc. that will change the Ks/KV ratio, thus
strength of PMA.
2.4 Domain Walls
Domain wall in magnetic materials usually refers to an interface for which the magnetiz-
ation of two neighbouring domains gradually changes from one direction to another. In
perpendicularly magnetized systems, it usually undergoes a pi rotation. In a uniaxial
system there is a competition between magnetic (uniaxial) anisotropy and exchange
interaction. While the exchange interaction wants to keep adjacent spins parallel, mag-
netic anisotropy wants them aligned with a certain direction. In this way, the former
wants to widen the domain wall (less change of magnetization direction between two
neighbouring spins) and the latter would like it narrower (less volume in which mag-
netization is not parallel to easy axis). A balance between these two effects results in
a certain width of the domain wall as follows:
∆ =
√
A
Keff
(2.7)
where A is the exchange stiffness, and Keff is anisotropy energy.
2.4.1 Different Domain walls in PMA Structures
In PMA thin films there are two types of spin structures for the DW: Bloch and Ne´el
wall [83, 84]. In Bloch domain walls (BW) the spins are rotating around the normal
to the DW so that the magnetization in the middle of the DW is parallel to the DW
plane. Ne´el wall (NW) magnetization, on the other hand, is perpendicular to the DW
plane and the spins are rotating around the in-plane direction of the DW (Figure 2.3).
It was believed that the DW ground state in all ultra-thin ferromagnetic structures
is BW [85] as the Ne´el structure introduces surface charges at the wall face. This causes
a demagnetizing filed, hence a greater energy cost to create Ne´el type [2]. In 2010 it
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was shown that BWs are unstable in perpendicular magnetized thin films and Ne´el wall
was observed in magnetic bilayers [86]. The Ne´el wall was firstly suggested by Louis
Ne´el in 1955 [84] and it was seen in in-plane magnetized thin films when the thickness
of the film was less than the thickness of the DW (e. g. tFM < 40 nm in Permalloy) [2],
but for the case of PMA films, it is Dzyaloshinskii-Moriya interaction that overcomes
the energy cost.
2.4.2 Domain Wall Chirality
One of the important aspects of DW motion control is the DW chirality. In PMA
ferromagnetic materials the stabilized Bloch or Ne´el walls can be left-handed (counter-
clock-wise) or right-handed (clock-wise) chiral as it is illustrated in figure 2.3. In this
way, a chirality vector can be defined as 〈~mi × ~mi+1〉/|m|2, where ~mi+1 and ~mi+1 are
adjacent moments in the wall moving from up to down DW. The direction of this vector
is shown in the figure 2.3 for clockwise and anticlockwise Bloch and Ne´el walls.
Bloch walls usually have a combination of both chiralities, but homochiral Bloch
walls were also reported [87]. For the Ne´el walls, the chirality of the DW is fixed by
the Dzyaloshinskii-Moriya interaction which usually arises from the interface of the
ferromagnetic ultra-thin layer with a heavy-metal [28]. It should be noted that these
structure are two extremes of domain wall configuration, and more often than not a
Néel Wall Bloch Wall
Figure 2.3: Different structure of DWs in PMA material, Ne´el and Bloch wall, where
each can possess a chirality depending on the direction of their magnetization rotation.
The chirality vector is shown by red vectors in the related wall configuration.
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combination of the two appears in the system. This can be understood by rotating the
chirality vector in figure 2.3.
The DMI usually manifests itself as an intrinsic in-plane field inside the domain
wall and perpendicular to its plane, which forces the DW magnetization to have a
certain chirality throughout the film. This homochirality of the film will be desirable
in current induced DW motion, as in such a system all the DWs should move in the
same direction.
2.4.3 Domain Wall Motion
DWs are commonly considered as a 1D elastic interface moving in a 2D weakly dis-
ordered medium 1. Disorder in this medium is usually described as a pinning disorder
which competes with elasticity of the moving interface (i.e. DW), causes roughness
in it and modifies the dynamics specially when the driving force (magnetic field or
spin current in the case of DWs) is small. At zero temperature, there is a threshold
force, depinning force, fd, for which the elastic line could overcome the pinning barrier
and start motion (Figure 2.4). Far from the depinning transition, f  fd, the flow
regime would occur which is independent of the pinning force, limited by dissipation
and depends on microscopic structure of the DW [88].
For finite temperatures, however, a thermally activated motion arises at f < fd,
known as the creep regime, wherein DW’s velocity follows on Arrhenius law,
v ∼ exp(−∆E/kBT ) (2.8)
where ∆E is the pinning barrier, T is temperature and kB is the Boltzmann constant.
This is depicted in figure 2.4. It is mentioned in various reports that when the medium
has a weak correlated short-range disorder and the driving force is very low (i.e. f → 0)
∆E changes with f−µ where µ = −14 [89–91]. µ is called the “creep exponent”. Metaxas
et al. [88] stated that the creep formula for DW propagation is valid not just for
H  Hd (f = H for field driven DWs) but also for higher fields very close to depinning
field, Hd. Recently, it was shown that creep regime follows a universal pattern for the
1This assumption is not true when the driving force is large and DW does not see the pinning of
the background matrix, namely when it is not moving in creep regime, which will be discussed later in
the chapter.
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whole range of 0 < H < Hd and can be described by [91, 92]:
v(H,T ) = v(Hd, T )exp
(
−∆E
kBT
)
(2.9)
with
∆E = kBTd
([
H
Hd
]− 14 − 1) (2.10)
where Td is the characteristic pinning energy scale and v(Hd, T ) is the depinning velo-
cityr. They [92] emphasize that equation 2.9 is a universal function for describing the
creep regime, independent of the material in use and leads to unique pinning energy
barrier function, ∆E(H) = kBT ln[v(Hd, T )/v(H,T )]. The only non-universal material
and temperature-dependent parameters are depinning field Hd, velocity at the depin-
ning field v(Hd, T ), and depinning temperature Td which are in turn coming from the
microscopical origin of pinning. It is also clear that increasing the field to the point
where H → Hd fades the energy barrier (∆E → 0). Moreover, for the lower extreme
of H → 0 equation 2.10 still returns the original creep law: v = v0exp
[(
Td
T
) (
H
Hd
)− 14 ]
[89].
As stated above, close to depinning field the pinning barrier disappears gradually
and levels with the thermal activation energy. Thereafter, the velocity is an integrated
function of temperature and driving field. At the depinning transition point the curve
experiences a “thermal rounding ” [93] with:
v(Hd, T ) = vT
(
T
Td
)ψ
(2.11)
and field-induced changes in the velocity follows
v(H,T  Td) = vH
(
H −Hd
Hd
)β
(2.12)
where ψ = 0.15 [91, 93, 94] is the thermal rounding exponent, β = 0.25 [95] is the depin-
ning exponent, and vT and vH are depinning velocities [94]. For most of experiments
on magnetic materials the experimental temperature is much lower than depinning
temperature, Td, hence field dependent changes dominate in the velocity just above
the depinning field, H > Hd[1 + (0.8 × ( TTd )ψ)
1
β ]. Then, the generalized homogeneous
velocity function will be
v(H,T ) = vT(Hd, T )
x0
(
H −Hd
Hd
)β
(2.13)
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Figure 2.4: a) Changes in velocity of an elastic interface in a weakly disordered medium.
This shows different regimes that DW goes through at zero and finite temperatures.
For T > 0 when driving force is less than depinning force, a thermally activated motion
known as creep regime would occur. Higher than Hd the pinning barrier tends to zero
and driving force and temperature play the main role up to a upper limit of Hu, after
which there is a non-universal crossover for the DW to reach the flow regime. b) In
a perfect magnetic system DWs experience two different flow regimes with a crossover
region with negative slope. The magnetization direction of the DW remains stable in
steady regime up to Walker field, HW and is precessing throughout the linear regime of
precessional flow. The solid line shows the linear extrapolation of observed flow regime.
(Figure is a reproduction from [88])
where x0 = 0.65 ± 0.04 is dimensionless amplitude ratio of the depinning velocities,
vT /vH and material and temperature independent [94]. This function also was proved
to have a universal behaviour [94], wherein there are only 3 material and temperature-
dependent parameters which are the same parameters as in creep universal function: de-
pinning temperature Td, depinning field Hd and velocity at the depinning field v(Hd, T ).
The universal behaviour of depinning has an upper limit, Hu, after which DW
usually passes a non-linear intermediate course to reach to flow motion. As mentioned,
DW velocity in the flow regime is limited by dissipation. Here dissipation can be
described by damping factor, α, which is estimated from domain wall mobility, m,
depending on which flow regime is observed. For a DW moving in a perfect medium
with no disorder and in low fields, DW proceeds into the magnetic medium with no
change in its magnetization direction. In this steady regime DW’s velocity changes
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linearly with the field, v = mH with
m = γ∆
α
(2.14)
where γ is the gyromagnetic ratio, ∆ DW width, and α the Gilbert damping factor
[88].
After a field known as Walker (breakdown) field, HW, the internal dynamics of the
DW breaks down and velocity-changes with the field becomes negative. Well above
HW, DW regains its stability and experiences a second linear flow regime in which the
magnetization precess and its mobility is [88]
m = γ∆
α+ α−1 (2.15)
In a disordered medium, on the other hand, the Walker field is usually less than
the depinning field, thus the steady regime is hidden in the creep regime. This limits
observation of steady flow regime to materials with very low pinning potential. The
very first experimental results on linear flow regime were reported by Metaxas et al.
where in fact they concluded that the motion was in the precessional flow regime [88].
2.5 Dzyaloshinskii-Moriya Interaction
The structure of domain walls are usually determined as a result of exchange interac-
tion, magnetic anisotropy and dipolar interaction, e.g. in systems with perpendicular
magnetic anisotropy the wall structure is usually Bloch as it is predicted to be the
lowest energy condition [96]. But, this domain wall texture cannot be theoretically
attributed to current-induced domain wall motions with velocities as high as 400 m/s
in some PMA systems [97, 98]. One can change the wall texture to Ne´el with a fixed
chirality by applying a high enough in-plane magnetic field [99].
Apart from this external modification of the wall type, there is some intrinsic effect
that can be useful in this matter. If the system had inversion symmetry, as a result
of symmetric exchange interaction the left-handed and right-handed DWs would have
degenerate energy states. But, in systems where inversion symmetry is broken, the
exchange energy would be no longer invariant in both sides and in presence of spin-
orbit coupling a Dzyaloshinskii-Moriya interaction term would be introduced to system.
This added term to the free energy can split the left and right hand degenerate energy
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D12
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Pt
Figure 2.5: Schematic of the Dzyaloshinskiiaˆ€“Moriya interaction (DMI) at the inter-
face between a magnetic film and a heavy metal [100] .
states [23, 24] and can be written as
EDM = −12
∑
ij
~D.(~Si × ~Sj) (2.16)
where ~Dij is DM vector and ~Si and ~Sj are spin vectors of the two adjacent spins.
In ultra-thin films with PMA, if the layers on bottom and top of the FM are not
similar, then the symmetry is broken perpendicular to the sample plane. If we consider
a nano wire for which x axis lies on the direction of the wire, and define the z axis as
the normal to the plane of the film, then the interface DMI is [11]
EDM = D
[
mz
∂mx
∂x
−mx∂mz
∂x
]
+D
[
mz
∂my
∂y
−my ∂mz
∂y
]
= D
[
mz∇ · ~m− (~m.~∇)mz
] (2.17)
where mi are different components of magnetization.
As stated before, DMI in thin films is usually simplified as an intrinsic in-plane field
inside the DW described as HDMI = D/µ0MS∆ (where ∆ is domain wall width). This
internal field would act like the mentioned external in-plane field and if the interaction is
big enough, it overcomes the shape anisotropy and changes the domain wall ground state
from Bloch wall to homochiral Ne´el wall in PMA systems [101]. Any parameter that
can make a change in symmetrical properties may affect DMI. This includes asymmetric
metal composition, asymmetric crystal structure [102], asymmetric induced magnetic
moment [42], or asymmetric interface properties like roughness, intermixing and density
of stacking faults [12, 40].
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2.5.1 Measuring DMI
The most important aspect of any phenomenon is human’s ability to measure the
effect easily and reliably. Several different methods have been used to evaluate the
strength of the DMI, D. Current driven domain wall motion under in-plane (InP)
applied field has been strongly investigated [10, 16, 30, 46]. But using current to study
DMI complicates the situation as usually spin Hall effect, Rashba, and DMI are present
simultaneously and needs determination of exact strength of different torques applied on
the DW [103]. Also precise calculation of the current flow in the HM layer is another
problem [57]. Furthermore, 1D modelling attempt to describe the motion in these
cases does not always represent the true experimental condition. So, evaluating DMI
using current based measurements includes experimental and theoretical complications
and might bring large uncertainties. Microscopy measurements such as spin-polarized
scanning tunnelling microscopy [104], spin-polarized low-energy electron microscopy
[101], and photoemission electron microscopy combined with x-ray magnetic circular
dichroism [105] can also be used, but these techniques are expensive and very time
consuming. Brillouin light scattering uses non-reciprocal propagation of the spin waves
in materials with DMI to measure D, at the same time it requires very specialized
equipment [106, 107]. DW dynamics induced by magnetic field can also be used for
determination of DMI strength. In the methods that are based on DW dynamics in
flow regime, the large applied field deforms the internal structure of the DW and affect
their dynamics [108]. Estimation of DMI using asymmetric bubble expansion with creep
velocities [12, 109] is also widely adopted since it requires minimal sample preparation
and relatively inexpensive equipment to implement. In this work, asymmetrical bubble
expansion (by the author) and BLS (by collaborators in National Institute of Standards
and Technology) were used to investigate the DMI strength, so in the following sections
the procedures of these measurements are going to be discussed in more detail.
2.5.2 Asymmetrical Bubble Expansion
The effect of in-plane field on asymmetric enlargement of bubble domain has been
investigated decades ago [110, 111] but never attributed to DMI until 2010. To my
knowledge, Kabanov et al. were the first ones to mention DMI as one of the probable
reasons for elongated domains in the presence of an in-plane field, which they stated that
“may form phases with different spin chirality”[112]. Whereas it is now known that DMI
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actually forces structures (DWs or skyrmions) with the same chirality throughout the
material [113]. This, in turn, causes the asymmetrical propagation of bubble domains
in PMA materials under influence of an in-plane magnetic field.
In 2013, Je et al. [109] added DMI and Zeeman energy terms to the domain wall
energy density formula and tried to estimate DMI strength in multilayers of Pt\Co\Pt,
a technique which was modified by Hrabec et al. [12] soon after. It is obvious that if a
PMA system has bubble magnetic domains, a pulsed OoP field will cause symmetrical
expansion of the domains. In the aforementioned process, a constant applied in-plane
field will be added which changes the domain wall energy, σDW, in addition to DMI,
mostly for the wall which is normal to the applied InP field.
Je et al. argued that if the domain wall motion follows the creep regime then the
DW velocity is
v = v0exp(−ζH−µz ) (2.18)
where v0 is the characteristic speed, ζ is a scaling constant and µ is creep scaling
exponent, which is 1/4 [114, 115]. In their formulae ζ is scaling coefficient and can be
expressed as
ζ = ζ0[σ(Hx)/σ(0)]1/4 (2.19)
where ζ0 is scaling constant and σ is DW energy density which is dependent on the
Figure 2.6: a) Symmetrical expansion of a bubble domain just applying OoP field. b)
Change of the Ne´el DW energy when an InP field is applied. c) Asymmetrical expansion
of bubble domain in presence of DMI, InP and OoP field [43] .
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Figure 2.7: a) Changes of DW energy density in absence and presence of DMI when
an in-plane field is applied on the DW, simulated from Je’s formula [109]. When there
is no DMI, DW energy peaks at zero in-plane field and will reduce symmetrically for
opposite field directions. When DMI is present the peak in DW energy is shifted to
a lower/higher value depending on the DMI sign. b) Changes in DW energy reflects
into DW velocity. Minimum point in this graphs is where HDMI = −HInP. (Graph is
courtesy of Simone Morreti)
applied in-plane magnetic field [11] as follows
σDW(Hx) =
σ0 +
pi2∆MS2
8KD (Hx +HDMI)
2, : if|Hx +HDMI| < 4KDpiMS .
σ0 + 2KD∆− pi∆MS|Hx +HDMI|, : otherwise.
(2.20)
in which the top term is in the case that Hx + HDMI is not big enough to transform
the wall configuration from Bloch to the Ne´el. In equation 2.20, σ0 = 4
√
AKeff is
the Bloch DW energy, MS is the saturation magnetization, KD is the DW anisotropy
energy density, ∆ is the DW width, and Hx and HDMI are applied in-plane field and
DMI field, respectively.
Changing the wall energy, the in-plane field breaks the radial symmetry of the creep
velocity, while the OoP field would drive the domain wall to be creeping. If the DW
is a Ne´el wall, then the second line of eq. 2.20 should be considered. Hence, wherever
HDMI = −HInP the wall energy is maximum, therefore propagation has a minimum
velocity (Figure 2.7). So, having the DW velocity for different in-plane fields, the
minimum of velocity vs. HInP can be used to calculate DMI factor:
Deff = µ0HDMIMS∆ (2.21)
where Deff is the effective DMI factor and domain wall width ∆ =
√
A/Keff .
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This magnetic driven wall motion method has at least two advantages over current
based measurements. For one, it can be applied to sheet films and no patterning or
electrical contact is needed. Secondly, as it is not current based no Rashba, spin Hall
effect or heating are present, hence less contributing parameters.
2.5.3 Brillouin Light Scattering (BLS)
Brillouin light scattering mainly refers to inelastic scattering of light (photons) with
low frequency vibrations in material which can be either thermally generated acoustic
vibrations (phonons) or disturbances in magnetic ordering (spin-waves/magnons). It
is named after Le´on Nicolas Brillouin who first published ”Diffusion of light and x-rays
by a transparent homogeneous body” in 1922 [116]. However it is believed that Leonid
Mandelstam discovered the scattering earlier in 1918, but did not publish it until 1926
[117]. In this work we are focusing on magnon/spin-wave (SW) scattering.
In BLS spectroscopy, the sample is usually irradiated with a laser beam, which
interacts with magnons in the material. Momentum and energy conversion dictate that
a magnon propagating towards the laser light should be annihilated and as a result the
backscattered photon would have higher energy/frequency (anti-Stokes scattering). On
the other hand, the magnon propagating from the laser beam is created and the related
backscattered photon has lower energy/frequency (Stokes scattering). So, measuring
the energy of backscattered photon, one could derive the frequency of propagated SWs.
In 2013, Moon [118] formulated SW dispersion relations in the presence of the inter-
facial Dzyaloshinskii-Moriya interaction for a uniformly in-plane magnetized structure.
It states that SW dispersion relation would have a term which is linearly proprtional to
SW’s wave-vector, k and DMI factor, D. Consequently, it causes an antisymmetric SW
propagation which depends on both SW propagation direction and the magnetization
polarity [118]. This, in turn, results into a non-reciprocal frequency shift in Stokes and
anti-Stokes peaks as it is shown in figure 2.8. This DMI-influenced frequency shift is
[106]:
∆fDMI =
∣∣∣∣∣g‖µBh
∣∣∣∣∣ sgn(Mz) 2DMSkx (2.22)
where g‖ is in-plane splitting factor, µB is Bohr magneton, h is Planck’s constant, MS
is saturation magnetization and kx is wave number of the spin waves.
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Figure 2.8: a) Normalized BLS spectra measured for Pt\Co\Ir at two opposite applied
fields in orange and green. The black dashed line shows what is expected in case there
is no DMI in the sample where Stokes and anti-Stokes frequency are the same. As it is
depicted, there will be a frequency shift for Stokes and anti-Stokes peaks when DMI is
present and the shift changes sign with magnetization. Symbols refer to experimental
data and solid lines are Lorentzian fits. The inset represents Damon-Eshbach geometry
which was used for measurements presented in this work. b) Momentum, and energy
exchange for Stokes and anti-Stokes interactions. KP is momentum of the polar incident
light, KM the magnon momentum, and KS momentum of the scattered light.
2.6 Summary
In this chapter, the background physics of ferromagnetic thin films with PMA and their
domain walls was explained to understand their behaviour in multilayers of this work.
Ferromagnetic configuration of the FM layer occurs as the result of Pauli exclusion
principle and Coulomb interaction. The PMA anisotropy in these films arises from
competition between magnetocrystalline, shape and interface anisotropies. Domain
walls can acquire Ne´el or Bloch characteristics with different chiralities depending on
internal (DMI) or external fields applied locally. Their width and energy, also, is as
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result of a balance between exchange and anisotropy. Moreover, DW dynamics can
offer us a lot of insight in the material, structure and temperature related parameters
which are crucial for further engineering of devices based on DW motion.
27
Chapter 3
Experimental Methods
28
3.1 Introduction
3.1 Introduction
This chapter briefly details the sample fabrication procedures and characterisation
methods that have been used in the present work. In short, polycrystalline and epitaxial
multilayers were deposited on thermally oxidised Silicon (100) wafers and polished Sap-
phire (0001) substrates, respectively, using direct current (DC) magnetron sputtering.
Growth rate measurements and basic characterisation of the samples have been done by
the two most common x-ray methods: X-ray reflectivity (XRR) and X-ray diffraction
(XRD). Also, cross sectional transmission electron microscopy imaging was used for
structural, and topographical study of the samples. Then, magnetic properties were
investigated by means of polar magneto-optic Kerr effect (MOKE) and superconduct-
ing quantum interference device vibrating sample magnetometry (SQUID-VSM). Some
thin films were also patterned into wires using elctron beam and optical lithography
processes. All the preparation above is to support investigation of interfacial magnetic
properties, which here mostly includes study of domain wall motion and Dzyaloshinskii-
Moriya interaction.
3.2 Sample Fabrication and Basic Characterisation
3.2.1 DC Magnetron Sputtering
A magnetron sputtering system is usually used for depositing magnetic multilayers. To
do so, first the substrates are cut into 8 mm ×8 mm pieces (if needed) and cleaned in
acetone and IPA using an ultrasonic bath (5–10 minutes each), then dried with air or
N2 before mounting in a vacuum chamber.
Polycrystalline Ta\Pt\Co\Ir\Ta and epitaxial Pt\Co\PtxAu1− x multilayers have
been deposited in a custom designed Kurt J. Lesker sputtering system equipped with
10 targets - including 4 magnetic and one RF sputtering - and able to deposit 24
samples in the same vacuum cycle (Figure 3.1). Multilayer growth is possible through
using double sample and target shutters and a rotating substrate wheel. The base
pressure can go down to 6×10−8 Torr using roughing and cryo-pump, successively also
benefiting from liquid Nitrogen cooling system (so-called Meissner trap). A residual
gas analyser (RGA) also can be employed to differentiate between partial pressure of
different atoms or molecules. Polycrystaline Ta\Pt\Co\Hf\Ta multilayers have been
sputtered in Singulus Technologies Multi-Target-Module (MTM) sputtering machine
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Figure 3.1: The Kurt J. Lesker sputtering system showing substrate wheel.
with 10 DC/RF Cathodes in which base pressure is better than 1 × 10−8 Torr.
In general, once the pressure is low enough in a sputtering chamber, argon gas
with a partial pressure (here about 2.8 mTorr) will be introduced into the system.
Controlling the system with a built-in software, a negative potential will be applied
to the target. An Ar plasma forms and Ar+ ions accelerate towards the target and
bombard it, causing the target to eject atoms and free electrons. The ejected atoms
will coat any surface around and extra electrons feed the formation of Ar+ ions and
help continuation of the plasma. As figure 3.2 demonstrates, magnets underneath the
target produce a magnetic field that confines plasma (Ar+ ions and electrons) in a
specified region on top of the target, prevent electrons striking the substrate, moreover
enhancing probability of electron-Ar+ interaction.
Figure 3.2: A typical magnetron sputtering system.
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3.2.2 X-Ray Diffraction (XRD)
When a monochromatic X-ray strikes a sample surface, scattered beams from parallel
lattice planes will undergo constructive and destructive interference. The constructive
diffraction can be described by Bragg’s Law
nλ = 2d sin θ, (3.1)
where λ is the X-ray wavelength, θ the incidence angle, d the distance between parallel
planes (Figure 3.3) and n is the order of reflection.
Figure 3.3: Bragg-Brentano (specular) diffraction geometry
In high angle XRD measurements (usually θ=15-90◦) the possible direction of the
diffraction depends on the symmetry of material’s unit cell and its intensity varies
with the number of irradiated planes that are perpendicular to the incidence beam and
number of atoms in that plane. Also sample flatness, roughness, strain and stress can
affect the intensity, shape and position of the reflected peak.
In the present project, crystal structure of films was characterized using a Cu-Kα
beam. The Bragg-Brentano patterns were acquired in 20-80◦ range with a step size of
0.02◦ and dwelling time of 5 seconds.
3.2.3 X-Ray Reflectivity (XRR)
X-ray reflectivity was first used to characterize a copper coated glass by Prof. Lyman
G. Parratt [119]. It can be used to derive film thickness, material density, interface
roughness/inter-diffusion, and superlattice period (Figure 3.4).
As the refractive index of X-rays is less than one, there would be 100% reflection
for incidence angles less than the critical angle, θc. Moreover, the penetration length
of X-rays is proportional to sin (θ/µ) where µ is the material permeability. So for
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Figure 3.4: Specular XRR pattern from two sputtered samples. Parameters that can
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layer of Ta deposited on SiO2 (Red part of the graph is not from experimental data
but added manualy to show probable critical edge), b) XRR for a superlatice film of
SiO2\[Co\Ir]10.
grazing incidence on a perfect sample, the X-ray beam can reach substrate surface (for
thicknesses less than 1 µm) and produce low frequency fringes called Kiessig fringes.
The seperation between Kiessig fringes can give us an estimation of film thickness,
so that smaller spacing means a thicker film. Also if the sample is a set of repeated
bilayers (so called superlattice), Bragg-like peaks would appear in the pattern as a
result of constructive interference from bilayer interfaces. Hence, the same way as for
Kiessig fringes from a single film, the position and separation of peaks can be used to
calculate bilayer thickness, as follows:
θ2m = 〈θc〉2 +m2
(
λ
2tbi
)
, (3.2)
where θm is position of the mth bilayer peak, θc is the average critical angle of the total
superlattice, λ is the wavelength of the X-ray, and tbi is the bilayer thickness [120].
In this work, to achieve the most accurate deposition rate measurement for very
thin films (thickness of some Angstroms) two bilayer superlattices of [FM\HM]10 are
deposited (with normally the same deposition conditions for the final stacks). Then,
using the low angle X-ray reflectivity patterns one can estimate the thickness of bilayer
in the superlattice. Varying thickness of one of the materials in two deposited stacks
can give us the deposition rate of each material.
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3.2.4 Cross-Sectional High Resolution Scanning Transmission Elec-
tron Microscopy (HR-STEM)
The texture of supposedly epitaxial samples of Pt\Co\PtxAu1-x and some of polycrys-
taline Pt\Co\Ir\Ta samples were investigated by cross sectional imaging using HR-
STEM. This microscopy method provides atomic resolution imaging of the thin film
and can be used to investigate thickness and structure of the different layers. Fur-
thermore, in situ energy dispersive X-ray spectroscopy (EDX) can be exploited to get
elemental analysis.
To be able to image with this technique, the sample should be transparent to
electrons, meaning a very thin slice (<50 nm) of the stack should be prepared. Here,
focused ion-beam (FIB) lift-out was used to prepare suitable slices. FIB is a system
very much like SEM that uses Ga+ beams for direct write lithography. FIB systems
are usually equiped with an electron beam to be able to image the sample in real time.
Firstly, a rather thick layer (> 30-40 nm) of Pt is sputtered on top of the sample for
protection against later radiated Ga+ rays. Using ion beam deposition, the targeted
area for further deposition/radiation can be limited to the desired dimensions (here
roughly a rectangle of 15 µm (X) × 1.5 µm (Y) × 1.5 µm (Z)). Then, another high rate
deposition of thick Pt will be used (∼300 nm in thickness). Afterwards, using a large
Ga+ beam current, two sides of the Pt rectangle will be milled down, leave a slice of
material in the middle (the so-called bulking-out procedure). The central membrane
then will get thinned (down to 1 micron) using further ion-beam milling with a smaller
current. Tilting the sample, a frame around the membrane can be selected to be cut
out (U-cut) and leaving a dangling slice just attached to the bulk on top corners. A
needle will be attached to top of the membrane by Pt deposition and connections will
be polished out (lift-out). The membrane will get attached to a copper mesh, again
by Pt deposition and the needle will be set free (mounting). Then, the membrane
will be milled to get a thickness of 60 nm. Finally, using ion milling on both sides
of the membrane a polished slide with thickness of less than 50nms is in hand which
is transparent to electron beams (Thinning and polishing). Different FIB proccessing
steps are pictured in figure 3.5.
Note that here, on the samples which were finished in Pt or Au, instead of the first
sputtered protective Pt layer a thin layer of sputtered carbon was used for protection
and to enhance atomic contrast, which in turn helps with distinguishing the top layer
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Figure 3.5: Sequence of TEM sample cross section preparation using FIB: a) Pt depos-
ition, b) bulk out and U-cut, c) lift-out, d) mounting and e) thinning and polishing.
of the sample with later FIB deposited Pt.
The prepared membranes are then transmitted into the microscope. To get a beam
of electrons, an extreme field emission gun (X-FEG) Shottkey emitter is used, and
then beam goes through a monochromator to narrow the energy spread of electron
source down to 100 meV. Subsequently, the electron beam gets focused by three sets
of magnetic lenses down to the sample. Passing through the sample membrane, the
transmitted electrons (and/or diffracted X-rays) can be detected to make a bright field
image of atomic structure.
The microscope used was a FEI Titan3 Themis 300 operated by Michael Ward in
University of Leeds (in case of epitaxial samples) and Marta D. Rossell in IBM Zu¨rich
(for polycrystalline specimens). Andreas Bischof has done the FIB process in IBM.
The membranes were cut with a FIB FEI Helios 450S. Owing to several detectors
that the system has, multiple measurements can be done at the same time. High angle
annular dark field imaging (HAADF) was used here to get structural and topographical
information by atomic resolution.
3.2.5 Energy-Dispersive X-ray Spectroscopy (EDX) Mapping
Energy-Dispersive X-ray analysis is an X-ray characterization technique which is usually
used in SEM or TEM microscopes to identify elemental composition of the sample in
question. If a radiated electron beam causes electrons from inner atomic shells of the
sample to leave/excite, then higher state electrons will fill the vacancies and produce
characteristic X-rays to the element.
An energy-dispersive spectrometer then can be used to detect emitted X-rays by
the specimen, which converts X-ray energy into voltage pulses. This, in turn, will get
sorted by voltage (i.e. X-ray energy) using a multichannel analyser.
In the present work, EDX was used for elemental mapping. In this technique, as the
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electron beam scans the sample, characteristic X-rays will be detected and projected
into an image specific to one element. The resolution is determined by the beam size
and contrast is dependent on the dwell time at each point.
3.3 Magnetometry
The desired magnetic system in this study were thin films with perpendicular magnetic
anisotropy. To examine their preferred anisotropy, a magneto-optical Kerr effect sys-
tem was used to check in-plane and out-of-plane hysteresis loops of the sample. For
more quantitative measurements such as evaluation of the saturation magnetization,
anisotropy field and exchange stiffness we moved to SQUID-VSM. In the following, a
brief explanation of these instruments and measurement procedure will be explained.
3.3.1 Laser-MOKE
Principally, when a polarized (laser) light reflects from a magnetic film, the polarization
would change to elliptic, and the principal axis rotates (the so-called Kerr ellipticity
and Kerr rotation, respectively). The amount of rotation is proportional to the value
of magnetization.
There are basically three Kerr effects which are classified with respect to the
magneto-optical geometry of the system: longitudinal, transverse, and polar config-
urations. Two of these are used in our MOKE system in University of Leeds (Figure
3.6) [121]:
1. Longitudinal Kerr effect: in which the field vector (of magnetic poles) is in the
sample plane and parallel to the incident plane (plane containing normal line
to the sample plane, incidence and reflected beam) for evaluating the in-plane
component of magnetization.
2. Polar Kerr effect: in which the applied field is again parallel to the incident plane
but perpendicular to the sample plane. In this configuration only out-of-plane
component of magnetization is measured.
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Figure 3.6: (left) Longitudinal and (right) polar MOKE configurations in Leeds. One
can switch between them by moving optical rails that laser and detector are positioned
on.
3.3.2 SQUID-VSM
SQUID-VSM is a very sensitive instrument to measure magnetic moments as small as
10−8 emu (10−11 Am2). Its operation is based on the Faraday's law which is also used
in standard VSM. A magnetic sample is connected to the end of a sample rod, and
oscillates at a known frequency inside pick-up coils. The moving magnetic moment will
induce an alternating current (AC) signal into the coils which are inductively coupled
to a superconducting quantum interference device (SQUID), so that very weak signals
would be converted to measurable voltage (Figure 3.7). In fact, SQUID works as a
very sensitive and efficient current-to-voltage amplifier. The MPMS Quantum Design
SQUID-VSM in Leeds can be used to measure samples in the range of 1.8-400 K (300-
1000 K using an optional oven module) and in magnetic fields up to 7 T.
As the hard-axis of samples lies in the plane of the films, the magnetization and
anisotropy fields of the different stacks were measured using in-plane magnetic loops
by a SQUID-VSM device. As figure 3.7 shows, saturation magnetization, MS, will be
the average of saturated moments at high enough positive and negative applied fields
devided by volume of the magnetic layer. As the investigated samples in this work all
have out-of-plane anisotropy, the in-plane loops would not show any hysteresis, so the
middle part of the graph as shown in figure 3.7 can be fitted with a line. The field
on this line that has the saturation moment will be the anisotropy field, HK , of the
sample in hand.
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Figure 3.7: a) Schematic of detection system in Quantum Design MPMS SQUID-
VSM [124], b) In-plane hysteresis loop of a Ta\Pt\Co\Ir\Ta stack with out-of-plane
anisotropy deposited on SiO2. Parameters that can be derived from experimental data
are shown. The green lines are linear fits to data.
Also change of saturation magnetization, MS, with temperature was measured for
some samples in the range of 10-300 K. Recording MS vs. T for two different in-plane
applied fields (high enough to make sure sample is saturated at all times, here 2.8 T
and 2 T) and taking the difference, one can remove the effect of temperature depend-
ent diamagnetism coming from the substrate. Note that temperature dependence of
magnetization far from Curie temperature can be described by Bloch law:
M(T )
M(0) = 1− C
(
kBT
J
) 3
2
, (3.3)
where C=0.0294 for an FCC lattice, kB is the Boltzman constant and J is the exchange
integral [122]. One can fit the resulting curve with equation 3.3 and evaluate J as the
fitting parameter. Then, the exchange stiffness, A, for an FCC material is [123]:
A = 4JS
2
a
, (3.4)
where a is the lattice constant (a = 3.55 A˚ for cobalt) and S = 1.
3.4 Interfacial Magnetic Properties
As mentioned in the previous chapter, importance of material systems in hand is po-
tential use of domain walls as an information carrier in storage media or processing
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devices. To be able to optimize the properties of a domain wall, a deep study of its
dynamics and underlying interfacial properties such as Dzyaloshinskii-Moriya interac-
tion is needed. In this section, the processes used to investigate these properties will
be explained.
3.4.1 Domain Wall Dynamics
To investigate domain wall dynamics, polar magneto-optical Kerr effect Microscopy
(polar MOKE microscopy) was used. In this way, the images of domain walls before
and after applying pulsed field/current were taken and velocity of motion of the domain
walls could be calculated knowing the DW displacement during the pulse and the pulse
time. The normal sequence of measurement is as follows:
1. Sample is placed under obective lens of the microscope.
2. Sample is saturated (up or down magnetized).
3. A small bubble domain/domain wall is nucleated (opposite magnetization)
4. If needed, a constant in-plane field is applied.
5. A background image is taken, then subtracted.
6. A pulse generator is used to apply a pulsed magnetic field/current.
7. Final image is saved.
Special care should be taken to find a good nucleation point where a consistent
domain can be nucleated and destroyed several times. Also the InP magnetic field
should be aligned with the sample so that it has no out-of-plane contribution to the
driving field. Then, having the pulse time and displacement, velocity of DWs can be
measured. In case of asymmetrical bubble expansion measurements, two right and
left domain walls which are perpendicular to the direction of in-plane field can be
measured. For every combination of driving forces and fields 3 to 5 images were taken
using a different timing and the reported velocity is an average of all values.
Study of different dynamic regimes of a domain wall using bubble expansion has
been done in Laboratorie de Physique des Solides(LPS), Universites Paris-Sud et Paris-
Saclay, by the author. To be able to apply magnetic pulses as short as 1 µs a small
coil (100 turns) with a rise-time of 250 ns was placed on top of the sample. The
perpendicularly applied magnetic field was adjustable in amplitude (0 - 160 mT) and
duration (1 µs - several seconds). In order to apply a field for longer than 60 µs
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Figure 3.8: (left) The illumination loght path for perpendicular incidence in Kerr mi-
croscope in use at the university of Leeds [125]. (right) Bubble domains created with
small coil in LPS.
multiple pulses were needed. The observation of flow regim was limited by mutiple
domains growing into each other and destroying the domain wall.
To measure DMI by asymmetrical bubble expansion a Evico made wide-field Kerr
microscope, which is supplied with an in-plane magnet, is used (Figure 3.8). The InP
magnet can reaches fields up to 250 mT. Also, a home-made OoP coil is used to apply
out-of-plane magnetic fields which can produce pulses as short as 3 ms and as large as
40 mT.
For current-induced measurements, the same Zeiss instrument with in-plane and
out-of plane magnets was exploited to apply needed magnetic fields and to picture
current induced domain wall motion. Samples were patterned into wires of 2.5×20 µm2
and Cr\Au contacts were deposited on top. Then they were glued down by silver-paint
and wire-bonded to the holder. An Agilent HP8114A pulse generator was used to
apply nanosecond long current pulses. Firstly, the wires are saturated in one direction.
Then, a DW is nucleated applying a short high voltage/current pulse when a very
small OoP field (a few milli-Teslas) in the opposite direction is present. Afterwards,
DW displacement can be measured by applying pulsed current. This measurement can
be done in the absence and presence of a constant InP field.
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Figure 3.9: Revealing the chirality of the domain walls in the sample knowing direction
of the bubble domain magnetization and in-plane field using Kerr images. The white
spot in the middle is the initial nucleated domain which is subtracted from the final
image. The same rules applies if the in-plane field is in the opposite direction.
3.4.2 Chirality of Domain Walls
Investigating bubble expansion, it is possible to know the chirality of domain walls
with just one image. Assuming the bubble domain has chiral Ne´el wall, magnetization
of the wall point to either the outside of the bubble or the inside, depending on the
sign of DMI (Figure 3.9). When an in-plane field is applied, the direction of the DW
magnetization will be implied by sum of HDMI and HInP. The part of the DW in
which the initial magnetization is aligned with the applied in-plane field, has lower
energy density, hence moves faster and further than other regions of the bubble. Then,
knowing the magnetization direction of bubble itself (up or down) chirality of the walls
would be known as explained in figure 3.9. Exploiting the same argument reveals that
domain walls in all samples in this report are left-handed (LH).
3.4.3 Brillouin Light Scattering (BLS) Spectroscopy
Here, the Damon-Eshbach geometry BLS was used, in which the film is in-plane mag-
netized so that the magnetization is perpendicular to the scattering plane (Figure 2.8).
As the backscattered light is detected, momentum conservation decides that SWs which
are propagated in the scattering plane are being measured (Figure 3.10). The incident
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Figure 3.10: A schematic of the BLS instrument and the six-pass Fabry-Pe´rot interfer-
ometer. The inset depicts the backscattering setting in use (Schematic is courtesy of
Justin M. Shaw).
laser power of the used instrument was 40 mW, which has a wavelength of λ = 532nm.
As figure 3.10 shows, the sample is placed at the fixed angle of θ = 45◦ on which the
beam is focused using a f/1.2 lens. Hence, the measured SWs would have a wavenum-
ber of 16.7µm−1. The backscattered beam is detected after going through a six-pass
Fabry-Pe´rot interferometer. It should be noted that all BLS data are taken in National
Institute of Standards and Technology (NIST) by Justin M. Shaw and Hans Nembach.
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Epitaxial Trilayers of Pt\Co\AuxPt1−x
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4.1 Introduction
Investigating the Dzyaloshinskii-Moriya interaction in multilayers with broken inversion
symmetry is a matter of enormous interest since it is the DMI that stabilises Ne´el
DWs, skyrmions and other chiral structures in such systems. Many different structures
have been studied to achieve higher DMI. However, DMI is very sensitive to interface
quality. The effect of two different interfaces on each side of a ferromagnet is not solely
dependent to the material which is used [41]; it also depends on growth conditions
[41], FM and HM layer thickness [30, 126, 127], interface roughness and inter-diffusion
[40, 128], crystallinity, oxidation [129, 130], etc. Every one of these can break the
inversion symmetry in practice, due to differing interface quality.
On the other hand, nearly all studied thin films are deposited by sputtering at ambi-
ent temperature, thus polycrystalline or amorphous. This makes it difficult to compare
or reproduce results, or learn about fundamental physics behind DMI. To avoid the
often-reported ambiguities arising from the variable quality of sputtered polycrystal-
line or amorphous layers and unknown contributions to DMI from uncontrolled inter-
faces, here we investigated fully epitaxial layers of Pt\Co\AuxPt1−x. Changing the top
layer systematically, we could change and control the broken inversion symmetry by
adding gold to the top layer by co-sputtering. This would break the centro-symmetry
of Pt\Co\Pt without contributing to the total DMI of the system [29, 34, 42].
4.2 Growth and Structural Analysis
We started off with the symmetrical case of Pt(3)\Co(0.6)\Pt(3) (numbers in parean-
theses are nominal thicknesses in nanometer throughout the thesis, unless stated oth-
erwise), which is expected to have zero or negligible DMI. Then, for the next trilayer,
gold is added to the top layer by co-sputtering to break the inversion symmetry. The fi-
nal structure is Pt(3)\Co(0.6)\Au(3) which has the highest broken inversion symmetry
between the three, so expected to have the strongest DMI. Schematics of structures are
displayed in figure 4.1.a.
The first platinum layer is grown at 550℃ on C-plane sapphire substrate, and the
top Co\AuxPt1−x bilayer is deposited at 100℃. Then, the system is cooled down to
less than 40℃ and a ∼ 2.5 nm capping Ta layer is sputtered afterwards to keep the
main trilayer from oxidation. To get a 50-50 alloy of Au and Pt, the deposition powers
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Figure 4.1: a-c) Structure of the Pt\Co\AuxPt1−x samples deposited on C-plane (0001)
sapphire substrate. d) XRD patterns of stacks of Pt\Co\AuxPt1−x with different gold
contributions to the top layer. Clear (111) texture of all three cases can be seen in
patterns. e) The main XRD peak of the multilayers along with its Voigt fit. The
center of the peak as found out by the fit is mentioned for each sample. The blue
and red vertical line is showing expected (111) diffraction peak of bulk-Pt and bulk-Au
respectively.
for Au and Pt were calibrated carefully to keep the growth rate stable at ∼ 1 A˚/s for
both elements. The deposition and nanofabrication of the films in this chapter were
done by Alesˇ Hrabec (ETH Zu¨rich, formerly at the University of Leeds).
To examine the epitaxial structure, X-ray diffraction measurements have been done
by our colleagues in Leeds electron microscopy and spectroscopy centre. Figure 4.1.d
shows clear FCC(111) texture for the different samples, where the main peak sits at
θ w 40◦. This main peak is very close to the Pt (111) Bragg peak with θPt = 39.74◦. As
figure 4.1.e shows, this main peak is slowly moving towards Au(111) at θAu = 38.19◦ as
the concentration of gold in the top layer is increasing. The appearance of Pendello¨sung
fringes around the main peak is attributed to uniform strain in the multilayer and the
good quality of the interfaces [131, 132]. Cross sectional STEM images (Figure 4.2.a-c)
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Figure 4.2: a-c) Cross sections of multilayers imaged by HR-STEM in Leeds (by Michael
Ward), confirming the crystalline quality of the thin films. d-e) A sample of greyness
change from the 0.4 nm stripe (in yellow) on the image. Width of the peaks were used
to estimate thickness of different layers.
also show clear uniform crystallinity of the three multilayers, even in the thin cobalt
layer. The fact that image brightness is related to the atomic number of the elements
enables us to study the images in more detail. Vertical stripes of 0.3-0.4 nm width were
selected (Figure 4.2.d), and the change of greyness was used to determine the thickness
of the layers for each stripe (Figure 4.2.e). The STEM image scale was also calibrated
using the in-plane atomic distance of the sapphire substrate. Averages of values were
taken as the final thickness of the layers. Consequently, the measured thicknesses of
table 4.1 was deduced. The resulted Co thickness is much higher than nominal thickness
of 0.6 nm. This is as a result of additive effect of all atomic layers throughout the
thickness of TEM slab (usually ∼ 50 nm). Hence the thickness fluctuations of the thin
Co layer is added to the actual thickness of the layer. It was also previously stated in
literature than thickness evaluation from STEM cross section is not always resulting to a
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Table 4.1: Thickness of different layers of thin films of Pt\Co\X\Ta (X is Au, Au50Pt50
or Pt), deduced from STEM cross section images. The mentioned errors are standard
deviation from thickness profiles of the thin stripes.
Structure Pt Co X Capping Ta
nm nm nm nm
Pt\Co\Au 3.39± 0.01 1.03± 0.01 2.18± 0.01 2.55± 0.01
Pt\Co\Au50Pt50 3.21± 0.02 1.26± 0.03 2.70± 0.02 2.45± 0.01
Pt\Co\Pt 3.17± 0.04 1.17± 0.03 2.97± 0.02 2.17± 0.01
realistic value and depending on the interface interdiffusion it might lead to estimations
twice as much [133]. As a result, we decided to use nominal thickness for Co to calculate
different physical parameters (The error on nominal thickness calculation was assumed
to be 10% for all values throughout the thesis). Images also show that Au layer has
more fluctuation of thickness (i.e. roughness), as is normally expected for Au sputtered
films.
4.3 Magnetic Characterization
All the samples show a square polar hysteresis loop confirming the out-of-plane char-
acter of Co. The square loops taken by MOKE are presented in figure 4.3.a along with
the normalised hard-axis (in-plane) SQUID-VSM data (figure 4.3.b). The latter was
used to measure saturation magnetization, MS, and anisotropy field, HK of the thin
films as it was explained in detail in section 3.3.2.
To calculate MS, it was assumed that all the measured moment is confined in the Co
layer of thickness tCo, and thickness of proximity magnetized material was neglected.
Changing Au’s concentration systematically from 0% to 100%, and knowing that
proximity magnetism in Au is negligible [34, 134], unlike Pt, one can assume that the
amount of material with proximity induced anisotropy is twice as much in Pt\Co\Pt
compared to Pt\Co\Au. Then subtracting Pt induced magnetization contribution from
the total amount, the magnetization of cobalt, MS,Co can be deduced. The results are
presented in figure 4.3.d showing total magnetization, plus Co and Pt contributions.
The results show that induced magnetization of Pt is ∼ 20% of the total magnetization
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Figure 4.3: a) Polar MOKE patterns resembling perpendicular magnetic anisotropy
of the deposited multilayers. b) SQUID-VSM measurements in in-plane (hard-axis)
configuration. c) Change of normalized saturation magnetization with temperature
for Pt\Co\Pt multilayer, fitted with the Bloch law. d) Total saturation magnetization,
MS, of Pt\Co\AuxPt1−x. Knowing the gold percentage in the top layer we could derive
magnetization of cobalt and platinum layers. e) Rising trend of HK and Keff with Au
concentration.
of sample. Interestingly -but trivial at the same time- cobalt magnetization in all
samples is the same and about 1000 emu/cm3. Value of MS,Co (hereafter just mentioned
as MS) is comparable with previously published saturation magnetization for Co/Pt
multilayers with the same nominal thickness [12, 41, 88, 135–137]. On the other hand,
if thicknesses derived from brightness profiles of STEM images are used, the resulted
saturation magnetization for Co will be ∼ 600 − 700 emu/cm3 which is unusually low
for supposedly ∼ 1 nm of Co [38, 135]. Consequently, the nominal thickness of cobalt
will be used for calculation of other related parameters throughout the chapter.
Also, having the temperature dependence of magnetization, we can fit its curve
with the Bloch law. The Bloch law indicates the relation of saturation magnetization
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with temperature if it is far from Curie temperature:
MS(T )
M0
= 1− C
(
kBT
J
)3/2
(4.1)
where M0 is saturation magnetization at 0 K, C=0.0294 in case of an FCC lattice,
kB is the Boltzmann constant and J is the exchange integral [122]. For an FCC film
exchange integral is related to the exchange stiffness as follows [123]:
A = 4JS
2
a
(4.2)
in which a is the lattice constant and S = 1. So, temperature dependence of saturation
magnetization has been measured and used to get the exchange stiffness in Pt\Co\Pt
(figure 4.3.c). First the magnetization turned to in-plane direction applying high in-
plane field, then change of saturation magnetization, MS, with temperature (5 K to
300 K) was measured with two different in-plane field applied (2 T and 3 T here).
Subtracting these two sets of data from each other, we can eliminate the contribution
of temperature dependent diamagnetic signal. Following the mentioned procedure, the
exchange stiffness parameter was evaluated as A = 17±1 pJ/m. Although this value is
much lower than the exchange stiffness for bulk cobalt, 30 pJ/m [138], it is compatible
with other A estimations for the same Co thicknesses [139].
Figure 4.3.e shows that the anisotropy field, HK, of the multilayers is increasing with
Au concentration of the top layer. The increasing of coercive field with x is also clear in
figure 4.3.a. The anisotropy field and saturation magnetization were used to calculate
effective anisotropy, Keff = µ0HKMS/2, demagnetizing energy, KD = µ0M2S/2, and
uniaxial anisotropy KU = Keff +KD for future parameter calculations such as domain
wall width and domain wall energy density. The effective anisotropy is also rising with
percentage of gold in the top layer.
4.4 Field-Induced DW Motion (FIDWM)
Field-induced (current-free) domain wall motion is very useful in studying the dynamics
of the system as it helps to rule out all current induced effects which usually bring
up complications, such as SHE and Rashba effect. FIDWM can be used to measure
different material dependent parameters, especially in systems with broken inversion
symmetry when the effects are dominated by DMI and influencing DW structure. In
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Figure 4.4: Asymmetric bubble expansion of Pt\Co\X: a-c) Changes of velocity for the
DW normal to the InP field for different cobalt covering layers. Data are fitted with
simple model of creep regime theory to get the DMI. d) Evaluated DMI field using
asymmetric bubble expansion method (blue open circles) and DMI constant (red dots)
as a function of Au concentration. The inset is a wide-field Kerr image of asymmetrical
bubble expansion in presence of InP field.
this section we investigated bubble domain expansion as a function of both out-of-plane
and in-plane field.
4.4.1 Asymmetrical Bubble Expansion
As mentioned in section 2.5.2, measuring DW velocity for different in-plane fields gives
us an estimation of the DMI in the sample. Figure 4.4 represents DW velocity, v,
measurements for Pt\Co\X where X is Pt, Au50Pt50 or Au. Experiment and fitting
of this asymmetric bubble expansion was done by Alesˇ Hrabec in Leeds. Magnetic
parameters mentioned in previous section was used and changes of velocity with InP
field was fitted using equations 2.18, 2.19, and 2.20. It should be also noted that for
the case of Au cap layer, the minimum of the velocity curve could not be seen reliably
to the highest achievable in-plane field. So fitting the curve leads to a high uncertainty
for D.
Going from Pt to Au, as the top layer of cobalt, it is clear that the inversion
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symmetry of the structure increases, which is expected to lead to a rising DMI field,
HDMI, and constant, D. This can be proved with the shift of minima in velocity
vs. HInP graphs in figure 4.4. In this way, Pt\Co\Au shows the highest DMI (D =
1.0± 0.3 mJ/m2). Also, knowing that the magnetization of the bubble domain shown
in the inset of figure 4.4 is pointing out of the sheet, and using the symmetries of field
alignments one can easily deduce that DWs have left-handed chirality (c.f. section
3.4.2), which is again consistent with ab initio calculations and previous experimental
studies on Pt\Co interfaces [12, 29, 31].
4.4.2 Symmetrical Bubble Expansion
One of the ways to get material properties in PMA multilayers is to study the propaga-
tion of DW when OoP field is applied on the film. This experiment can offer us
information about samples pinning properties, Walker breakdown, and damping, con-
sidering minimal sample preparation it needs (you, basically, just need to clean the
specimen). Knowing these will bring us a better understanding of domain wall motion,
which in turn helps us in engineering of future devices. As a result, propagation of
bubble domain with increasing out-of-plane field (no in-plane field present) was invest-
igated for the multilayers. Experimental data were acquired by Alesˇ Hrabec in LSP,
Paris-Sud University, analysis of the data and fitting is done by the author and they are
all presented in figure 4.5. Increasing the broken inversion symmetry of the system, it
can be seen that achievable DW velocity at a particular driving field is also increasing.
Although, the creep motion was not measured for more than 20-30 mT field range, DW
velocity, v, still changes by three orders of magnitude (figure 4.5.b). After that comes
the inflection point of the curve and the start of depinning transition. Also, in all cases
there seem to be some points with a linear variation of velocity at high fields belonging
to the flow regime.
All the curves were fitted using the following procedure including only three structure-
dependent fitting parameters (c.f. section 2.4.3):
1. Checking equations 2.9 and 2.13 one can confirm that the curvature of the creep
and depinning regime are opposite in sign, so there is an inflection point which
separates the two regimes. This point is assumed to be the higher limit of the
creep regime, i.e. (Hd, v(Hd)) (stars in figure 4.5.a-b).
2. The low driving field interval of 0 < H < Hd is then fitted by equations 2.9 and
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Figure 4.5: a) Symmetric field-induced domain wall motion (no in-plane field) for
Pt\Co\AuxPt1−x. The data are fitted with universal models for the creep (dashed-
dotted curve) and depinning regimes (solid curve). The star shows the depinning
velocity, vT , from which the mobility of the flow regime and the resulting linear change
of velocity is estimated, illustrated by the dotted lines. b) Same curves of part (a) in
a semi-logarithmic scale plotted as a function of (µ0H)−1/4 to emphasise on the linear
variation of creep velocity in this relation. Data are shifted to the right respectively for
clarity of presentation. c-f) changes of depinning field, Hd, depinning temperature, Td,
depinning velocity, vT , and mobility of DW, m, with respect to concentration of gold
on the top layer, all showing an upward trend.
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2.10 to get an estimation of the depinning temperature, Td.
3. To increase the accuracy of the estimations, the second step is repeated for higher
Hd until the fit diverges from the experimental curve. The final Hd value is
considered as the upper limit of creep regime.
4. Finally, equation 2.13 with β = 0.25, ψ = 0.15, and x0 = 0.65 [94, 140] is
used to fit the universal depinning regime for H > Hd
[
1 +
(
0.8× (T/Td)ψ
) 1
β
]
(cf. section 2.4.3). Using this fit we could get a finer tune of Hd, v(Hd) and Td.
The fits can all be seen in figure 4.5 for various top layers. Estimating the three
material dependent parameters from the simultaneous fits of the creep and depinning
regimes, it is observed that all three of Hd, Td (figure 4.5.a-b) and v(Hd) have a rising
trend with concentration of gold in the top layer, i.e. broken inversion symmetry
(Figure 4.5.c, d, and e).
Assuming that vT (c.f. equation 2.11) is the velocity that DW would have in
absence of pinning, the mobility of the domain wall then will be m = vT /µ0Hd. Using
this calculated mobility, we can draw a line with this slope going through origin which
shows the linear change of velocity in the respective flow regime. Non-trivially, the line
falls onto the very experimental data points at high fields, which were already suspected
to be related to flow regime (within experimental fluctuation). This is interesting, as
this DW mobility is calculated from fitting of creep and depinning functions which are
entirely separate from where the flow regime can happen. In other words, there is a
possibility to gain knowledge of flow related behaviour without reaching the attributed
velocities.
Also, proportionality of domain wall mobility to the damping factor, α, can be used
to know about the accessible flow regime as follows [88]
m = γ∆
α
Steady (4.3)
m = γ∆
α+ α−1 Precessional (4.4)
where γ is the gyromagnetic ratio, ∆ is domain wall width, ∆ =
√
A/Keff , and α is
the Gilbert damping factor. Following this process, the mobility of the domain walls
leads to a precessional flow with αexp = 0.9 ± 0.1 and 0.4 ± 0.1 for Pt\Co\Pt and
Pt\Co\Au50Pt50, respectively, and a steady flow solution with αexp = 0.2 ± 0.1 for
Pt\Co\Au. So, using universal DWM functions, we confirmed the resulted damping
factor is also increasing with Au proportion in the layer covering cobalt.
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Figure 4.6: Comparison of Walker breakdown field, HW, and depinning field, Hd, for
different contributions of Au in the top layer.
As stated in section 2.4.3, the steady and flow regime are separated with Walker
breakdown field, HW. This field can be evaluated using [11]
HW = α sin ΦW(HDMI −Hdemag cos ΦW), (4.5)
where α is the Gilbert damping, HDMI DMI field, Hdemag the DW demagnetizing field,
and cos ΦW = ([HDMI/Hdemag] −
√
[HDMI/Hdemag]2 + 8)/4. [11]. The Walker field is
expected to increase with Gilbert damping and DMI in the sample. As it is clear in
figure 4.6 HW is significantly rising with increasing of gold contribution in the top layer
(i.e. increasing of breaking inversion symmetry, hence DMI). Comparing these values
with depinning field, Hd, self-consistency of the results are confirmed. As for both
of the Pt and Pt50Au50 samples HW < Hd one can say that Walker field is hidden
in the creep regime and only precessional flow is accessible. On the other hand, Au
sample is a good example for the case that HW is higher than Hd, thus both steady
and precessional flow can be seen in such a system. Unfortunately, multiple nucleation
and merging of the bubble domains at high applied fields for the investigated sample
limited the measured velocities to steady flow values.
4.4.3 Micromagnetic Simulation
As a part of collaboration within the Marie Curie ITN-WALL network, micromagnetic
simulation and 1D model calculations of FIDWM for present samples were studied by
Simone Moretti (formerly at the University of Salamanca). MuMax 3.9.3 [141] was used
to simulate a rectangular sample of 1024 × 512 × t nm3 (t is the FM layer thickness)
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Figure 4.7: Field-induced DW motion in Pt\Co\X for capping layers of a) Au, b) AuPt,
and c) Pt, along with the simulation from micromagnetic simulations and 1D model
results. It is shown that 1D model cannot predict experimental FIDWM while the
micromagnetic simulations can follow changes in velocity much more precisely. d) An
example of grain pattern used for micromagnetic simulations. e) A snapshot of a DW
in the system.
and periodic boundary conditions were applied along the y axis (along width of the
rectangle). The sample was then discretized to 2× 2× t nm3 cells. Disorder was set as
the fluctuation of the Co layer’s thickness distributed normally around the experimental
value. In this way, the saturation magnetization, uniaxial anisotropy and DMI of each
grain would also vary as follows:
tG = N(t0, δt)→

MG = (MStG/t0)
KG = (KStG/t0)
DG = (DStG/t0)
(4.6)
where t0 is the experimental value of FM layer thickness, δt is standard deviation of
thickness spread and G stands for grain (Figure 4.7). It should be noted that the studied
multilayers are epitaxial and does not have grain structure per se. Here fluctuations of
the FM layer thickness was taken to define the “grain”.
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Different thickness fluctuation, δt, and grain sizes were used, to be able to reproduce
the experimental data. Finally, grain size of 15 nm and δt of 7%, 8.5% and 9% was
used for Pt, AuPt and Au capped multilayers, respectively, and the resulted Gilbert
damping, αµmag was derived from simulations. The fitting results are demonstrated
in figure 4.7. The agreement of micromagnetic simulation outputs with experimental
data is very good, indeed. The solid lines in the figure are indicating the result of 1D
model (where disorder is absent) calculated using αµmag. It is shown that 1D model
cannot predict the behaviour of the domain wall dynamics, especially for Au and AuPt
top layer. It could only roughly reproduce the high field region for Pt\Co\Pt when it
was mentioned to coincide with the flow regime. This is expected, as the 1D model
results are only for a sample without any disorder which almost never can be the case
in real life.
4.5 Current-Induced DW Motion (CIDWM)
It was stated in previous chapters that DWs in PMA are important for applications
in spintronic devices which are going to be operated using current. Hence, study of
current-induced DW motion attracted a lot of experimental attention, recently. Here
also, to study current-based DW dynamics, films were patterned into 2.5 × 20 µm2
wires (by Alesˇ Hrabec). The samples in this section have the nominal Co thickness of
0.8 nm. Unfortunately, the magnetic characterization of these samples are not in hand,
as they were patterned before doing such. Nevertheless, their current-induced DWM
can be studied qualitatively.
4.5.1 Current Induced Switching
Possibility of current induced switching was investigated in patterned films. Firstly,
the wires were uniformly magnetized by applying a perpendicular field. Then, an in-
plane magnetic field of various magnitudes was applied in order to obtain an in-plane
component of magnetization, which is sensitive to the spin-orbit torque. Magnetization
reversal was seen in Pt\Co\Au and Pt\Co\Pt50Au50 using pulsed current with density
of 2.2×1012 A/m2 (Figure 4.8). The polarity of the current reversibly sets the resulting
magnetization state which is in agreement with SOT-induced switching scenario. No
magnetization switching was seen for Pt\Co\Pt as was expected: due to the completely
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symmetrical case of this stack, torques coming from top and bottom layers cancel each
other and there won’t be any net spin-orbit torque applied on the magnetization of the
ferromagnetic layer.
Figure 4.8: Subtracted Kerr image of Pt\Co\Au showing magnetization reversal. Dir-
ection of magnetization changes depending on the direction of applied current.
4.5.2 Evolution of DW Velocity with Current Density
In order to investigate the efficiency of Slonczewski-like torque, current induced move-
ment of DWs in patterned nanowires was studied. After current induced switching
process, it was noticed that there is always a DW trapped where Cr/Au contact fin-
ishes and the wire starts. It is expected that the current shunting to the contact pads
at such point does not let the current to flow into the part of the nanowire that sits
underneath the contact, so it remains unswitched. As a result there will be a DW
at each edge of the wire. Then, applying only current to the wires, the DW starts
moving into the field-of-view. Figure 4.9.a presents a typical DW motion in a sequence
of 2.2× 1012 A/m2 current pulses separated by 60ns.
DW displacement was measured using pulses of increasing current density. For each
measurement several pulses of 20 ns was used which were separated by 200 ms. Velocity
was calculated by dividing the displacement by the total pulse time. Velocity at each
current density is an average of five individual measurements. To minimize the parasitic
effect of rise and fall time of the pulse, the measurement was repeated for a specific
current using different pulse times. Then, getting the slope of displacement vs. time
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Figure 4.9: a) Series of subtracted Kerr images of current-induced DW movement
using current density of 2.2 × 1012 A/m2, each separated by 60 ns. DWs are always
moving against the electron flow. b) DW velocity vs. current density for different top
layers. Each point is an average of 5 measurements. Spin-Hall effect in c) Pt\Co\Pt,
b) Pt\Co\Au50Pt50, and c) Pt\Co\Au. In Pt\Co\Pt, top and bottom interfaces of
Co are facing opposite spin accumulation leading to zero net SOT while in Pt\Co\Au
there would be almost no spin accumulation on top interface when a current is passing
through the stack, hence Co will experience highest torque (Schematic courtesy of Alesˇ
Hrabec).
for that particular current density, final velocities were rescaled. The data is shown in
Figure 4.9.b. It is clear that in the case of Pt\Co\Pt, DWs are completely insensitive to
applied current and as soon as Au is added to the top layer (i.e. symmetry is broken)
the DW velocities are rising.
The zero velocity of Pt\Co\Pt is in agreement with the scenario of compensated
SHE coming from the same layers at each side of the ferromagnet (Figure 4.9.c). As
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4.9.d shows for the case in which there is 50% gold contribution in the top layer, the
compensation would not be full anymore as the SHE in gold is negligible [42] and there
is a stronger SOT coming from the bottom Pt layer, hence higher velocities. In the
last case, cap layer of 100% gold has a negligible contribution to spin accumulation
at the interface [42], and all of SOT comes from accumulated spins in Pt\Co interface
(Figure 4.9.e). Consequently, we have the highest effective spin Hall angle, thus highest
sensitivity to current, in these set of stacks.
It is worth to mention that the volume spin transfer torque which is needed to move
the DWs is happening at much higher current densities that is applied here [142, 143].
Also, the fact that DWs always move against the electron flow shows the effect of spin-
orbit torque in the movement of the DWs in the sample [144] and cancels out any doubt
about spin-transfer-torque playing a role here [144–146].
4.5.3 Change of DW Velocity with InP field
DW velocities were also measured as a function of in-plane field HInP applied along the
current direction for up-down (UD) and down-up (DU) DWs. Figure 4.10 shows the
DW velocities as a function of InP field. The fact that velocity of UD is decreasing with
HInP, while the DU DW’s velocity is increasing, shows that both DWs have the same
chirality. It, also, can be seen that at zero InP field both UD and DU domain walls are
moving in the same direction for both samples. Both of these facts are indications of
presence of DMI in the multilayers and promotion of homochiral Ne´el DWs.
As Bloch DWs would not move in presence of SOT [13], in regions that the wall is
not Ne´el type (HDMI ∼= −HInP), DW velocity is zero. This, again, agrees with theory
as damping-like torque needs a component of magnetization parallel to the current, to
be able to act on the wall. Such component is absent if the wall structure is Bloch. The
field for which vDW = 0 m/s in AuPt is smaller than Au capped multilayer (8 mT and
49 mT, respectively). As this stopping field is proportional to the DMI strength [30],
the results here are in agreement with previous observation of increasing DMI with Au
concentration estimated with asymmetrical bubble expansion.
By increasing in-plane field from the stopping field, DW structure changes to Ne´el
and the velocities are growing, also its sign is reversed on either side of this field. This
sign reversal is in agreement with theory as it is mutual effect of spin Hall angle and
domain wall chirality, which defines velocity sign, i.e. direction of motion. A high
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Figure 4.10: Change of current induced DW velocity with applied in-plane field for up-
down (UD) and down-up (DU) DWs of different capping layers. The zero field region
is when domain wall structure is Bloch like.
enough applied in-plane field can change the chirality of the wall, hence direction of
motion.
Figure 4.10 also shows that the velocity achieved for the same InP field is higher
in Pt\Co\Au than Pt\Co\Au50Pt50. This is an indication of higher effective spin Hall
angle of for the Au capped sample. This velocity is scaling almost linearly with the
applied InP field.
4.6 Discussion
In this chapter, epitaxial trilayers of Pt\Co\AuxPt1−x (x = 0, 0.5, 1) were investigated
in terms of DMI and domain wall motion. The well-defined (111) orientation of mul-
tilayers was shown by high-angle X-ray diffraction patterns. The presence of the so
called Pendello¨sung fringes around the main (111) peak is also an indication of uni-
formly strained layers and smoothness of the interfaces. The epitaxial structure is also
confirmed using cross sectional STEM images showing lattice fringes.
Using in-plane magnetization loops one sees that the total magnetization in Pt\Co\Pt
is the highest, which can be understood considering the induced moment in Pt. Sub-
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Table 4.2: Magnetic properties of epitaxial Pt/Co/AuxPt1−x for the three different
values of Au concentration, x. These are saturation magnetization Ms, uniaxial an-
isotropy constant Ku = Keff + 12µ0M2s , DW width ∆ =
√
A/Keff , depinning field Hd
obtained from fitting with the creep law, thickness fluctuation δ used in the micromag-
netic simulations, effective DMI constant Deff , as well as the inferred handedness of
domain walls.
x Ms Ku ∆ µ0Hd Deff Chirality
- 103emu/cm3 MJ/m3 nm mT mJ/m2 -
1 1.0± 0.1 1.2± 0.2 5.5± 0.9 72± 2 1.0± 0.3 Left
0.5 1.1± 0.2 1.1± 0.2 7± 1 56± 2 0.35± 0.09 Left
0 1.0± 0.2 1.0± 0.2 8± 1 39± 2 0.07± 0.07 None
tracting the induced platinum moment, the cobalt moment is estimated and used for
other parameter calculations. All calculated data are summarized in table 4.2 where ∆
is lowered with increasing gold concentration, an obvious consequence of rising Ku.
DW dynamics in epitaxial Pt\Co\AuxPt1−x multilayers have also been investig-
ated. Using asymmetrical bubble expansion, the DMI strength of the samples was
evaluated. DMI is negative (equivalent to left-handed chirality) and is getting stronger
with increasing Au concentration, due to breaking the symmetry of the top and bot-
tom layers. Moreover, vanishing DMI in Pt\Co\Pt system shows a very well-defined
symmetrical stack, which was made possible by depositing epitaxial multilayers and
displayed in STEM images of figure 4.2. This is not trivial, as there were many experi-
mental studies reporting a finite (non-zero) value of DMI for polycrystalline deposited
Pt\Co\Pt, coming from difference in Co-Pt interface quality in top and bottom of the
ferromagnetic layer [12, 40, 41].
Symmetrical propagation of bubble domains was also used to investigate the dif-
ferent regimes of domain wall motion. The creep, depinning, and flow regimes are all
recognizable from the data of three multilayers. The achievable velocity for the same
driving field is growing as the broken inversion symmetry in the sample is increasing.
Fitting the velocity curves with universal functions of the depinning and creep regimes
[92, 140], material dependent parameters of Td, Hd and velocity at the depinning field
v(Hd, T ) were extracted which are all increasing with Au concentration in the top layer.
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As a combination of depinning temperature and depinning field describes the shape of
the pinning potential in the film (via density of pinning centres and height of pinning
barrier) [92, 140], also considering the fact that both are increasing with broken inver-
sion symmetry, one could say that pinning is getting stronger with Au concentration.
This can be understood more easily knowing the fact that Co and Au are barely form-
ing an alloy [147, 148], and Au is very weakly polarizable [34, 134] (in contrast to Pt
[42, 149, 150]). So the interface of Co and Au will be more abrupt in comparison with
a Co-Pt interface, for which the magnetic parameters are smeared out as a result of
the proximity induced magnetization. Furthermore, STEM cross sections of Pt\Co\Au
trilayers were showing higher interface roughness for the top layer in comparison with
much smoother interfaces in Pt\Co\Pt. This higher roughness can potentially enhances
the pinning, due to induced variations of FM thickness and changes in magnetic prop-
erties (the same assumption was used for definition of grains in simulation). This is
also reflected in adequate thickness fluctuations for micromagnetic simulation, as it is
rising with experimental depinning field. (Thickness fluctuations of the STEM spe-
cimen cannot be considered as a good reference for grain size, as image contrast is
averaged through the depth of the membrane).
It was also stated that knowing Td and v(Hd, T ), the depinning velocity of the
domain wall, vT was calculated, which can give us the DW mobility for the case that
there was no disorder in the system. Due to the high driving fields that are used in flow
regime, one could assume that pinning/disorder is ineffective in those field spans. As a
result, this mobility might be considered as the flow mobility of the DW. Consequently,
the Gilbert damping factor was calculated using the mobility of DW in FIDWM which
is increasing with Au proportion in the top layer. The results are shown in figure 4.11
alongside evaluated damping from 1D model and micromagnetic simulations. The Gil-
bert damping parameter for Pt and AuPt capped trilayers are very close for all these
approaches. On the other hand, the value for Au capped cobalt has more than a two-fold
difference for 1D and DW universality calculations. The Co-Pt interface was usually
reported to have strongly enhanced damping in comparison to other Co\non-magnetic-
metal interfaces [151–153], in general. It has also been reported that proximity would
increase damping comparing Co\Pt, Co\Cu\Pt, and Co\Au multilayers [154], but there
are contradictory articles in the literature which are suggesting that electron-electron
interactions for weak spin polarizability of metals can cause enhancement of damping
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Figure 4.11: Changes of damping factor for different Au concentrations on the top layer
of Pt\Co\AuxPt1− x. Results are from micromagnetic simulation and field induced
domain wall motion are shown.
[155]. Here we see increasing of α with adding Au. Different theoretical and exper-
imental investigations show that the ratio of damping factor in Co/NM with various
metallic layers does follow quadratic relation with spin-coupling coupling in the NM
layer [152, 153, 156], or following the sequence of Cu→Au→Pd →Pt [153, 157, 158].
These facts suggest that there is strong contributions from interface related damping
[159] in present systems. Also, Barati et al. [152] showed that in Co-Au interfaces, the
very interfacial atomic layer of Au and Co have the biggest contribution in damping,
while for the case of Co-Pt the effect is extended to a few atomic layers. As a res-
ult, higher damping of gold-including samples in here, are most likely to be attributed
to imperfection of interface in terms of surface roughness, disorder or interdiffusion.
This hypothesis could be backed up with observation of higher thickness fluctuation
in Au containing top layers from HR-STEM images. In addition, large enhancement
of the Gilbert damping by intermixing in FM-NM interfaces has been shown for Fe-Pt
multilayers [159].
Furthermore, assuming the DW as a 1D elastic interface, internal dynamics of the
DW is not considered in the universal functions of creep and depinning evolution, but
they will affect the velocity of the domain wall [160]. Not considering the DW’s in-
ternal dynamics can only lead to an upper limit estimation for damping [161], due to
the fact that all dissipation mechanisms are -implicitly- attributed to damping. While,
recently, Yoshimura et al. showed that other energy dissipation channels like nucle-
ation and annihilation of vertical Bloch walls might happen in samples with high DMI
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[162]. This extra dissipation introduced by DW internal dynamics can sometimes go
as high as supressing the linear velocity-field dependence for the DW [162]. It is also
known that disorder hides Walker breakdown and the transition of steady to preces-
sional regime in many magnetic structures, which adds a new way of energy dissipation
during DW propagation [160]. So, it all suggests that complete micromagnetic simula-
tions are actually the best way to obtain the precise damping parameter from FIDWM
measurements. This is also the reason that the value of damping evaluated from DW
mobility is usually much larger than this value coming from FMR measurements, em-
phasising on a contribution to the damping by DW propagation [163], which accounts
phenomenologically for all possible magnetization-dissipation mechanisms.
4.7 Conclusion
Epitaxial multilayers of Pt\Co\AuxPt1− x (x=0, 0.5, 1) with controlled symmetry
breaking were deposited and studied. The well-defined crystallinity of films were proved
using high resolution STEM cross sectional images and X-ray diffraction. The mag-
netic characterization and controlled change of proximity effect in the samples made it
possible to evaluate Co magnetization. Adding Au to the top layer increases PMA, and
breaks the inversion symmetry, hence enhances the net DMI. We also showed that the
strength of SHE in mentioned the epitaxial stacks of Pt\Co\X increase qualitatively
with enhancing broken inversion symmetry. Both SHE and DMI suggest the presence
of homochiral Ne´el walls in the system. Increasing contribution of Au in the top layer
lead to rising of the depinning field and depinning temperature for the DW, suggesting
a higher pinning for samples with Au. This is in agreement with the sharper interface
of Co with Au, as proximity induced magnetism is not present. Moreover, field-induced
DW motion was predicted with full micromagnetic simulation, where 1D model was
not able to deliver reliable results in comparison with the experimental measurements.
Lower values for Gilbert damping was evaluated using micromagnetic simulation, which
may be grounded on the fact that DW motion includes other ways of energy dissipa-
tion that are not a part of Gilbert damping. This can also justify the higher values of
damping that are usually reported from domain wall motion, in comparison with FMR.
At last, it is worth to mention that in conventional ferromagnets, permalloy is the
accepted model system [138, 164] and GaMnAs is the case for magnetic semiconductors
[165–167]. In thin films with broken inversion symmetry, CoFeB multilayers are often
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used as a model system [30, 46, 128, 168], but the complications of B diffusion [128, 169]
and the necessity of annealing in these systems [39] are not very favourable for such.
Consequently, we propose these epitaxial trilayers instead. As the layers are epitaxial,
comparison to theoretical predictions is more reliable in this case. The proposed model
system can also be exploited for systematical study of DMI and SHE in a multilayer
stack. The same approach can be used for other materials on each side of the ferro-
magnet and can be extended to study of skyrmionic structures. The study, also, can
be extended to the physics of skyrmions which contain the same physics as the chiral
walls, although expanded into two dimensions.
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Chapter 5
Polycrystalline Multilayers of Pt\Co\Ir(tIr)\Ta
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5.1 Introduction
As was mentioned in previous chapters, chiral domain walls and skyrmions have a high
potential to be used as basic components of next generation of magnetic recording me-
dia/processing devices. To be able to make use of them efficiently, one of the important
targets is to achieve an optimal sequence of thin films for high DMI and SHE. Pt\Co\Ta
multilayers experimentally showed high SHA [14] and skyrmionic structures were also
reported in superlattices of these stacks [170]. It is also known that a Co\Ta interface
has low DMI with the same sign as Co\Pt interface [29], so the resulting “high” DMI
of such multilayers are not only optimal, but also less than what one can get with a
single Pt\Co interface. On the other hand, experimental results and theoretical models
revealed that the DMI of Co\Ir interface is opposite to the Co\Pt one [12, 29, 31].
So, inserting Ir underneath Ta was expected to enhance DMI. Considering these facts,
structures of this study decided to be Ta\Pt\Co\Ir(tIr)\Ta. In this chapter we will
investigate the effect of increasing Ir thickness on the domain wall dynamics and DMI.
Also, in discussing the features of asymmetrical bubble expansion, shortcomings of the
simple creep model for evaluation of DMI [109] will be reviewed and the results will be
compared to BLS measurements.
5.2 Samples
It was mentioned having Ir on top of Co is to enhance DMI in the system, which is
mostly an interfacial effect (c.f. section 2.5.1). Hence iridium just needs to make an
interface with Co, and should not be so thick to shadow any bulk originated spin Hall
effect of Ta layer on top of it. As a result Ir thicknesses were changed between zero to
2.0 nm (figure 5.1). Polycrystalline multilayers were deposited on thermally oxidized
Si substrate (∼ 100 nm SiO2). The base pressure was 7.0× 10−8 Torr. The Ar partial
pressure was 55sccm for all materials. The deposition power was 10W, 25 W, 12W, and
25W for Ta, Pt, Ir and Co, respectively. Deposition rates were calibrated by checking
the thickness of superlattices of Co\Pt and Co\Ir, and thick monolayer of Ta as it was
explained in section 3.2.3.
Some of the final deposited multilayers’ structure were investigated using HRTEM
and EDX. Figure 5.2 includes both image and EDX elemental distribution. Looking at
the image, there seem to be some interdiffusion in different interfaces. Nevertheless, the
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Figure 5.1: Structure of the deposited stack: SiO2\Ta\Pt\Co(0.8 nm)\Ir(tIr)\Ta (tIr =
0.0 - 2.0 nm).
contrast is good enough to distinguish all layers from the neighbouring ones (either by
change of colour or change of crystallinity). As is clear in the image, Pt layer is highly
textured and multi-grained and its crystallinity continues into Co and top Ir in several
places. No crystallinity can be seen in the seed or capping Ta layer, emphasising the
desired amorphous texture. It also should be noted that although the TaOx is relatively
thick, a thin Ta layer between the top oxidized Ta and Co is still visible, protecting the
inner layers from oxidation.
 Ta
SiO2
Ta
Pt
Co
Ir
Ta
TaOx
Protective  deposited Pt for Imaging
Figure 5.2: EDX spectrum and HRTEM HAADF image of
SiO2\Ta\Pt\Co\Ir(1 nm)\Ta, showing textured and clear distinguishable layers
in the film. The preparation of TEM sample and imaging was done by Andreas Bischof
and Marta D. Rossell in IBM-Zu¨rich, respectivly
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5.3 Magnetization, Anisotropy and Symmetric Exchange
Working towards a structure like Ta\Pt\Co\Ir(tIr)\Ta, the first step was to grow a
multilayer like Ta\Pt\Co\Ta with perpendicular magnetic anisotropy. So samples of
Ta(4.0)\Pt(2.2)\Co(tCo)\Ta(4.0) with changing Co thickness were deposited on SiO2
substrate with conditions mentioned in section 3.2.1. Polar MOKE loops for different
Co thicknesses are presented in Figure 5.3. It is clear that samples with Co thickness
less than 0.7 nm do not have out-of-plane anisotropy. When FM layer thickness is
tFM > 0.7 nm square hysteresis loops appear. The coercive field increases with Co
thickness, saturates with the value of ∼ 7.5 mT and decreases sharply after 1.25 nm
of Co. For Co thicknesses more than 1.3 nm the magnetic anisotropy rotates towards
in-plane direction gradually (Figure 5.3.b).
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Figure 5.3: Polar MOKE information from SiO2\Ta(2.0)\Pt(2.2)\Co(tCo)\Ta(4.0)
stacks. a) Hysteresis loops for samples with Co thicknesses of 0.7-1.25 nm showing
strong PMA. b) Gradual rotation of anisotropy into the plane of film for thicker Co
thicknesses. c) Change of coercive field for samples in part (a).
These trilayers are building blocks of skyrmionic or other magnetic device structures
for many of which the ability of switching at low magnetic fields is important, so the
Co thickness of 0.8 nm was selected for final structure due to its low coercive field and
having square hysteresis loop at the same time. The final structures are supposed to
have a thin layer of Ir between Ta and the ferromagnetic material, thus multilayers of
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Figure 5.4: Polar MOKE measurements of SiO2\Ta(2.0)\Pt(2.2)\Co(0.8)\Ir(tIr)\Ta(4.0)
stacks changing the Ir thickness from zero to 2 nm/9 monolayers(ML). a) Square
shaped hysteresis loops show strong PMA in all samples. b) Change of coercive field
for increasing tIr. We believe that for thicknesses of 0.6 nm and more there will be a
continuous layer of Ir.
Ta(4.0)\Pt(2.2)\Co(0.8)\Ir(tIr)\Ta(4.0) (tIr= 0.2 to 2 nm) were deposited on SiO2. It
is also important to keep the perpendicular magnetic anisotropy of the structure. As
figure 5.4 shows, they all showed PMA.
The magnetization and anisotropy field, HK , of the samples were measured by
SQUID-VSM as explained in section 3.3.2. Saturation magnetization, MS, is the areal
moment divided by the nominal Co thickness. These values can be used to measure
effective anisotropy, Keff = 12µ0MSHK, and uniaxial anisotropy, KU = Keff +
1
2µ0M
2
S .
As figure 5.5 depicts, MS increases significantly as soon as there is some Ir in the
system, which emphasises the presence of a dead-layer (DL) between Co and Ta plus
proximitized magnetism in Ir. After that, MS remains almost constant. The mean value
of saturation magnetization MS,avg = 1.7± 0.1 MA/m is higher than magnetization of
bulk Co, which can be attributed to proximity induced magnetization in Pt [149] and
Ir [171]. The anisotropy field of the samples is slightly decreasing with Ir thickness,
but all the values are between 0.6-0.8 T and the changes are, again, not significant
(HK,avg = 0.72± 0.07 T).
It is known that usually a magnetic dead-layer of several atomic layers forms when
a ferromagnetic material is placed next to Ta [172–182], which is believed to be on ac-
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Figure 5.5: Changes of a) MS and b) HK for SiO2\Ta\Pt\Co(0.8)\Ir(tIr)\Ta multilay-
ers.
count of intermixing between Ta and FM layer [177–179, 181]. This results in deduction
of effective thickness of the ferromagnetic material. Reported dead-layer thicknesses,
tDL, for Co-Ta and as-deposited CoFeB-Ta interfaces are shown in figure 5.6. Results
from annealed films are omitted as annealing usually increases the dead-layer thick-
ness through intensifying interdiffusion at the interface [40]. The values are changing
between 0.2 nm and 0.58 nm for different interfaces. This discrepancy is trivial and
inevitable as the interface quality is highly dependent on deposition conditions. But
unfortunately we did not have multilayers with different Co thicknesses deposited on
the same vacuum cycle as the multilayers in this chapter, so could not conclude a
definite answer for the amount of dead-layer they might have.
Figure 5.6: Reported values for thickness of magnetic DL in Co-Ta and CoFeB-Ta
as-deposited interfaces as a function of Ta thickness.
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Figure 5.7: Temperature dependence of magnetization in a) Pt\Co\Ta, and
b)Pt\Co\Ir(0.4)\Ta. The red line shows Bloch law fit.
Also, to measure the exchange stiffness parameter, A, the magnetization of Pt\Co\Ta
and Pt\Co\Ir(0.4)\Ta samples as a function of temperature was measured by SQUID
magnetometer. Fitting the data with Bloch T 3/2 law and following the procedure men-
tioned in section 4.3, exchange stiffness parameter was evaluated as Aavg = 17.0 ±
0.2 pJ/m (Figure 5.7).
5.4 Ta Phase: β or α?
The structure of Ta layer is important since a large spin Hall angle would only arise from
β-phase Tantalum, which has basically a tetragonal crystal structure (30 atm/unit-cell,
a=10.194A˚, c=5.313A˚), and is reported to have high resistivity of 125-170 µΩ.cm. On
the other hand α-phase Ta has a BCC crystal with a lattice constant of 330.13 pm.
Consequently, in this section we examine structure of deposited Ta layers of this research
as due to technological interest it is important to have β-Ta.
Figure 5.8 presents XRD patterns with a distinct β-phase (002) peak at 2θ = 33.7◦.
No visible α-Ta peak can be seen in the pattern (expected position of α peaks are shown
with black dashed vertical lines in figure 5.8), confirming a pure β-Ta thin film. (The
broad peak centred around 45◦, is caused by the instrument. This peak can be easily
ignored because there are no α-Ta/β-Ta peaks expected in its vicinity). The pattern
is also in agreement with other reports that say sputtered Ta thin film usually show
(002) crystalline orientation on specific substrates, including SiO2 [183].
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Figure 5.8: a) XRD patterns of Ta monolayer grown on SiO2. b) Zoomed-in graph
around the β-Ta (002) diffraction. Dashed lines are the expected position of α-Ta
peaks. The broad peak at ∼ 45◦ is resulted from the instrument and can be ignored.
The patterns for higher deposition powers are shifted upwards for clarification.
5.5 Different Regimes of Domain Wall Motion
As mentioned previously, DWs are studied since they have the prospect to be elementary
components in future processing/storing media, where efficiency is heavily dependent
on reliability of the DW’s motion. Consequently, systematic study of DW motion using
driving forces with various strength is essential for future applications. Stated in section
2.4.3, there are different regimes for DW dynamics for which numerous studies has
been published [88, 89, 115]. Nevertheless, the systematic study of creep and depinning
regimes’ universal behaviour and pinning properties is limited to recent years and fewer
reports [92, 94, 140, 184]. Here, pinning plays an important role and somehow dictates
the DW dynamics, especially when the driving force is low. As a result, studying
pinning properties quantitatively, by slight changes in the system, results in a better
understanding of the DW motion in multilayers. Thus, in this section we investigate
the domain wall motion in Pt\Co\Ir(tIr)\Ta multilayers using bubble expansion (details
of the measurement procedures are explained in section 3.4.1) and evaluate the three
material-dependent pinning parameters: depinning field Hd, velocity at the depinning
field v(Hd, T ), and depinning temperature Td.
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Figure 5.9: a) DW motion regimes in Pt\Co\Ir(tIr)\Ta along with the fits to creep and
depinning universal functions (Dashed-dot and solid lines, respectively). b) log(v) as a
function of scaled driving field to highlight the compatibility of experimental data to
the universal creep law. The stars show the inflection point which is correspondent to
the depinning field, Hd.
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To do that, the velocity of the moving domain wall was measured for increasing
driving forces. Creep and depinning regimes can be identified in the experimental
data, but the flow regime could not be seen for any of the samples (figure 5.9).
The data are fitted with the procedure explained in section 4.4.2 for universal creep
and depinning regimes. The fitting curves are also shown in figure 5.9. As it can be seen
in figure 5.9.b, at low fields H  Hd, the velocity changes by nine orders of magnitude
over a small field range of 20-30 mT, which is a characteristic of creep motion. The
linear relationship of ln(v) to (µ0H)−1/4, again proves creep regime DW motion. The
fact that fitting of this regime with µ = 1/4 is working very well is showing that the
domain wall motion is compatible with progress of a 1D elastic interface in 2D medium
with random-bond short-range pinning potential [89, 92]. In the depinning transition,
on the other hand, the change of DW velocity is not large comparing with creep regime
and the DW goes out of depinning universal behaviour roughly after 10-60 mT. But
still the universal behaviour of depinning seem to be conforming to the experimental
data.
Depinning velocity can be calculated using equation 2.11. Figure 5.10 illustrates
reduced velocity, v/vT , as a function of reduced driving field, H/Hd. That all the data
collapse onto a universal curve also emphasises the good agreement with the predicted
depinning universal behaviour that can be observed over a large magnetic field span
(H/Hd =1–1.5), which is comparable to the previous universality range reported for
Pt\Co\Pt trilayers (up to 1.3 at RT [94]).
As was mentioned before, simultaneous investigation of the creep and depinning
transition regimes yields three material (and temperature) dependent parameters, namely
depinning field, Hd, depinning temperature, Td, and velocity at depinning field, v(Hd, T ).
Variation of these fitting parameters with Ir thickness is presented in figure 5.11. It
seems that for thicker Ir thicknesses tIr > 0.5 nm, the material dependent pinning para-
meters (Hd, vT , and Td) are almost constant. Even for the DW mobility –which is a
characteristic of the flow regime and not depinning– this statement appears to be true.
One could say that above t = 0.5 nm, additional Ir thickness does not affect domain
wall dynamics. On the other hand, when Ir is thin (i.e. tIr < 0.5 nm) all the paramet-
ers show a non-monotonic change with the thickness. However, as there is not enough
experimental data for thin Ir samples, it is hard to conclude a behaviour for changes.
Moreover, the estimated Td and Hd in these multilayers are both lower than reported
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Figure 5.10: Reduced domain wall velocity with respect to reduced field for different Ir
thicknesses. The tilted dashed line represents linear flow regime in which v/vT = H/Hd.
The vertical solid line separates creep and depinning regime. The solid curve marks
the universal depinning transition which is conforming to all experimental data in
1 < H/Hd < 1.5 range. All the samples leave the universal depinning regime at some
point after 1.5 into the intermediate regime and reaching for flow.
room temperature values for Au\Co\Au [94] (∼ 3 and 4 times less, respectively) which
can be indicative of less pinning in the material.
Also, knowing that in the absence of pinning the DW velocity equates to depinning
velocity, vT , the mobility of DW can be calculated as m = vT/(µ0Hd) [140]. Except
for the sample with t = 0.2 nm (in which the mobility m = 3.1 ± 0.7 m/(s.mT) is
higher than the one for the other thicknesses), m for the samples with Ir is almost
the same with average value of m = 1.8 ± 0.2 m/(s.mT). This value is much higher
than m = 0.48 m/(s.mT) [88] and m = 0.85 m/(s.mT) [91] for Pt\Co\Pt, but close to
m = 1.6 m/(s.mT) for Au\Co(0.8nm)\Au trilayers [185] which are obtained from fitting
of the flow regime. The linear flow regime which represents this mobility is depicted by
a dashed line in figure 5.10, which does not coincide with any of the experimental data.
Consequently, we consider the experimental data after depinning universal behaviour
to contain the intermediate regime between depinning transition and linear flow (c.f.
figure 2.4). Unfortunately, higher fields could not be reached to show the flow regime,
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Figure 5.11: Changes of material dependent parameters a) Hd, b) Ttextd, c) vT , and
d) mobility resulted from fitting of universal creep regime and depinning transition for
structures with different Ir thicknesses on top of Co.
due to multi-bubble nucleation and interference of bubble domains into each other.
Gilbert damping can also be determined by m = γ∆/α for steady flow regime (There
has been no solution for the precessional flow). Hence, the average value for damping
is αavg = 0.5± 0.1 which is comparable to the damping factor for other multilayers of
Pt\Co [88].
Noticing the changes in velocity at depinning, v(Hd), and depinning velocity, vT ,
(Figure 5.12.a-b) it can be seen that they generally follow the increasing trend with
Hd. Such behaviour was reported for different multilayer structures in [140]. Depinning
temperature, on the contrary, does not show any systematic change with depinning field,
suggesting a fluctuation of pinning properties.
As was observed in various figures throughout section 2.4.3, the parameters related
to the multilayer with 0.2 nm of Ir are not following the general trend, and are often
much higher or lower than values for other samples. Even the mobility of this multilayer
is m = 3.1 ± 0.7 m/(s.mT) is much higher than the rather common value of m =
1.8 ± 0.2 m/(s.mT) for other films. This can be due to the fact that 0.2 nm of Ir is
not actually a continuous layer and cobalt is facing both Ta and Ir in different places.
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Figure 5.12: Variations of a) velocity at depinning v(Hd, T ), b) depinning velocity vT
and c) depinning temperature Td with respect to the depinning field. The inclined red
line in (b) has slope of 1.8 m/(s.mT) showing the average value of m for Ir included
multilayers (except for sample with 0.2nm of Ir).
Unfortunately, cross sectional TEM images could not reveal enough contrast to excatly
distinguish between Ir and Ta in stacks with a very thin Ir layer.
5.6 Evaluation of DMI Field Using Asymmetric Bubble
Expansion
Using the bubble expansion method, as explained in sections 2.5.2 and 3.4.1, the evol-
ution of DW propagation velocity changing with applied in-plane field was measured.
Figure 5.13 clearly shows that v vs. HInP graphs do not just show a parabolic curve with
a shift of minimum value from zero, Hoffset, as is emphasized in Je's model [109]. One
can see that the right and left walls show same trends, but considering the minimum
of the graph neither of them have a symmetric change in either side of this value. This
is in contrast with predictions of the model presented in figure 2.7 and other published
reports of asymmetrical bubble expansion [12, 39, 44, 109]. A closer look also reveals
that in some graphs (structures with 0.2, 0.4, and 0.6 nm of Ir) velocities of left DW
(LW) and right DW (RW) meet up at high enough in-plane fields. Moreover, there are
some step-like features in the velocity versus field curves, which cannot be dependent
on local pinning fields as they seem to happen for both walls almost symmetrically.
Consequently, it is clear that behaviour of present multilayers are not as simple as
what Je et al. [109] and Hrabec et al. [12] explained. There were also a few other
reports [38, 41] stating that they were unable to describe their experimental data with
the theory and method Je et al. [109] used. This indicates that the currently used
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Figure 5.13: a-g) Velocity for DWs on the left and right side of the magnetic bubble
(LW and RW, respectively) along the direction of in-plane filed vs. applied InP field,
µ0HInP, for different Ir thicknesses in Pt\Co\Ir(tIr)\Ta multilayers. h) Variation of
offset field (where the velocity is minimum) and the DMI factor calculated from it (the
values are averaged for the LW and RW).
78
5.6 Evaluation of DMI Field Using Asymmetric Bubble Expansion
method is not universal and should be used with great care. Lavrijsen et al. [41] said
that interpreting DMI as a simple in-plane field might be too simple, or other factors
like tilting of domain wall magnetization with in-plane field should be also included in
the theory. Vanˇatka et al. [38] believe that exclusive relation of domain wall velocity to
domain wall energy cannot be general and pinning potential landscape might also play
a big role. As a result, measuring DMI of the present samples is not as straightforward
as expected at first and needs more investigation.
Nevertheless, if we ignore all these anomalies and still follow the same argument in
[12] and [109], Hoffset would be where the wall is changed to Bloch type with highest
domain wall energy, hence HInP = −HDMI = Hoffset. Accepting this assumption,
figure 5.13.h displays that unexpectedly, inserted Ir layer results in massive decrease
in DMI field when compared with the sample that has no Ir (i.e. Pt\Co\Ta). This is
counterintuitive, as ab initio calculations reported that Ir\Co interfaces are expected
to have opposite DMI to Pt\Co ones [31]. Thicker Ir layer seems to help recovery of a
little bit of lost DMI, but still not as much as expected. In the contrary to the analytical
calculations, Kim et al. [186] also published some experimental results of Ir/Co having
the same sign of DMI as Pt/Co interface using BLS to evaluate the DMI. (This will be
discussed in more details in section 5.9).
5.6.1 Checking Creep Regime
As mentioned in section 2.4.3, domain wall movement for asymmetrical bubble expan-
sion is assumed to be in the creep regime, in which DWs act as elastic interfaces and
their velocity should obey creep law 2.9. So, to prove creep propagation of the wall,
ln(v) should have linear proportionality to H−1/4 when DWs are driven with an OoP
field. The creep law was checked for samples in absence and presence of a constant InP
field to make sure that the DW motion will follow the creep universality class. Figure
5.14 depicts this linear relationship for Pt\Co\Ir(0.6 nm)\Ta, which is present even
in presence of high in-plane fields. Even the highest achievable in-plane field will not
change the domain wall dynamics or pinning properties of the system so that the DW
goes out of creep regime with exponent µ = 1/4.
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Figure 5.14: Investigation of creep propagation of the DWs: a) without any applied
in-plane field, b) in presence of high in-plane field for Pt\Co\Ir(0.6)\Ta, which shows
DW propagation follows creep regime even when high InP field is applied.
5.6.2 Asymmetrical Change of Relative DW Velocity With In-Plane
Field
Following the arguments of the model (section 2.5.2), increasing the in-plane field to be
larger than the DMI field, the domain wall energy should decrease on one side (where
HDMI inside the DW is parallel to HInP) and increase on the other side of the bubble
(where HDMI is anti-parallel to HInP). So, it is expected that in the former case DW
always moves faster than the latter and velocity asymmetry for these two walls gets
larger with InP field. In this way, there expected to be a point that magnetization in
the domain wall, all around the bubble, is aligned with applied in-plane field (Figures
5.15.c and 5.16.a). Model of Je et al. [109] explains the situation up to this point.
On the contrary, in the present multilayers, propagation of bubble domains will be,
again, symmetric for high enough in-plane fields as is clear in figure 5.15.d. This is
not just limited to one sample, and changing the nucleation point to another site on
the sample presents the same behaviour, therefore the effect is not a result of local
parameters, either.
In this way, taking the difference of wall velocity for right and left domain walls
of every propagated bubble and divide it by sum of the velocities, the changing of
asymmetry can be seen clearly. As stated before, using equations 2.18, 2.19 and 2.20,
velocity asymmetry of the walls is expected to reach a saturated value as figure 5.16.a
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Figure 5.15: Change of magnetic domain shape and Ne´el wall magnetization with in-
plane field, comparing theory and experimental results: a) LH Ne´el wall will expand
symmetrically with OoP field. DMI field manifests as an InP field parallel with DW
magnetization. b) Competition between HDMI and HInP implies direction of magnetiz-
ation inside the DW. Where HDMI = HInP theory expects the right wall to take Bloch
form. c) InP field is high enough to align all magnetizations with its direction. Theory
does not support any DW configuration after this point. d) Kerr microscope images
from Pt\Co\Ir(0.6)\Ta with increasing applied InP field, the propagated bubble do-
main changes from being symmetrical for no InP field to asymmetrical for medium
fields, but it changes back to symmetrical propagation for higher magnetic fields which
is unexpected.
represents. But it is clear from figure 5.16.b-c that in case of these investigated mul-
tilayers this saturation condition does not happen for present multilayers. Instead there
is a peak which after difference of velocity for left and right wall is decreasing and for
some cases reaches to zero in the available in-plane field range. It is also interesting
to mention that for samples having relatively thicker iridium the changing pattern of
velocity asymmetry is different comparing to ones with very thin Ir (about 2 atomic
layers) (Figure 5.16.b-c). This difference of behaviour for thick Ir samples was also
observed in DW dynamic’s related parameters in section 5.5.
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Figure 5.16: Difference between right and left DW velocities normalized to their sum,
(vRW − vLW)/(vRW + vLW), as a function of in-plane field, a) extracted from equation
2.20 which predicts a saturated value for velocity asymmetry (Graph is courtesy of
Simone Moretti). Experimental results for multilayers with b) thin and c) thick Ir
layers.
5.7 DMI Evaluation Using BLS spectroscopy
In addition to bubble expansion, we used Brillouin light scattering to evaluate the DMI
of the multilayers. It was explained in section 2.5.3 that BLS is using propagation
nonreciprocity of SWs in thin films with DMI, in contrast to bubble expansion which
benefits from changes of bubble domain’s growth when it is exposed to both InP and
OoP magnetic fields. This nonreciprocity of SWs propagation results in Stokes and
anti-Stokes frequency peaks which are offset from symmetric positions about the elastic
peak. The offset changes sign depending on polarity of magnetic saturation.
Knowing the anisotropy field of the films, large enough in-plane fields were applied
to make sure of their in-plane saturation. Then, the Damon-Eshbach configuration (ex-
plained in section 3.4.3) was used to measure the frequency shift of backscattered light.
Normalized experimental data on multilayers with changing Ir thickness are shown in
figure 5.17. It can be seen that the frequency shift changes direction with respect to
the direction of saturation magnetization (black and red data in figure 5.17). The data
were fitted with a Lorentzian function to get the peak position, which corresponds to
the frequencies of Stokes (negative frequencies) and anti-Stokes (positive frequencies)
processes with a fixed wavevector of k = 16.7µm−1.
The resulted frequency shift, ∆f , is firstly decreasing with Ir thickness and reaches
an almost constant value for samples with more than 0.5 nm of Ir (figure 5.18.a). It
should be noted that surface anisotropy cannot be considered as the dominant con-
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tribution as the cobalt is ultrathin. For thick films where (kSW/tFM)  1 (tFM is
ferromagnetic thickness) does not apply spin waves will be localized to top and bot-
tom surfaces depending on the direction of travel and will cause a nonreciprocity even
in absence of DMI [187], but such frequency shift should be negligible here because
the ferromagnetic layer thickness is only 0.8 nm. The change in the peak frequency
cannot also be attributed to the dipolar coupling as the dipolar effect, unlike DMI,
would not change its sign with respect to magnetization direction [118]. D values were
calculated from ∆f for each sample following the process described in section 2.5.3,
Frequency (GHz)
Figure 5.17: Normalized BLS spectra measured for different Pt\Co\Ir(tIr)\Ta for op-
posite inplane saturation directions in black and red. The peaks with negative and
positive frequency is related to Stokes and anti-Stokes reflection, respectively. Solid
lines are Lorentzian fits.
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Figure 5.18: a) Frequency shift and b) DMI factor resulted from BLS experiments for
various Ir thicknesses. .
and are presented in figure 5.18.b. Almost the same trend as ∆f reflects into the DMI
variation with Ir thickness, except for Pt\Co\Ta which might be an underestimation
due to neglecting the probable dead-layer formed at the interface of Co and Ta.
5.8 Micromagnetic Simulation
In this section, theoretical analysis on response of DW velocity to applied in-plane field
is discussed. All the work here is done by Joo-Von Kim (C2N, Paris-Sud University)
and is just added for further discussion on the results. The basic assumption of the
analysis is that the dominant contribution to in-plane field dependence is from changes
of depinning field Hd with HInP which reflects into variation of velocity prefactor v0
and pinning potential ∆E in equations 2.9 and 2.10, respectively.
All the input parameters are from the experimental results for Pt\Co\Ta multilayer.
The simulation mesh is a 1×0.5 µm2 ferromagnetic film with 0.8 nm thickness which is
divided into 512× 1024× 1 cells. The average 10 nm sized cells have random values of
perpendicular anisotropy constant Ku distributed around experimental value of 1.38×
106 MJ/m3 with 17.5% spread. The magnetization outside the mesh is the same as
inside along the x direction but periodic boundary conditions are used along the y
direction to make an infinitely large system. A DW is set and relaxed to the disorder
distribution around the centre of the simulation grid (x = 0) which has an up-domain
on the left and a down-domain on the right. A uniform OoP magnetic field is applied
along z and increases with steps of 2 mT. At each step the system will be relaxed
and the OoP field for which the DW depins will be taken as the depinning field for a
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particular constant InP field. For each value of HInP, the same procedure is repeated
for 100 random realizations of disorder. The disorder is set so that the value of Hd at
zero in-plane field is close to experimental estimated Hd.
Changes of depinning field, Hd with respect to in-plane applied field is shown in
figure 5.19 for various D constants. It can be seen that the asymmetry in Hd is
increasing for higher D values which leads into variation of pinning potential ∆E and
then domain wall velocity as stated before. It should also be noted that the behaviour
of Hd with respect to HInP is very similar to changes of domain wall elasticity in [188].
Including smoothed function of Hd changes in equations 2.10 and 2.9, the domain
wall velocity curve as a function of HInP can be reproduced for increasing values of
D. As is presented in figure 5.20, D = 2 mJ/m2 data not only imitates the general
asymmetric behaviour of the experimental curve, but also predicts the minimum point
quiet well. More importantly, simulation results replicate the velocity divergence of
opposite domain walls at high InP fields, a feature which was not expected in the Je’s
model for domain wall velocity based on changes of domain wall energy with in-plane
applied field [109] (cf. figure 5.16). Also, DMI fields corresponding to different D values
is shown by dashed vertical lines in figure 5.20.a-d along with simulated velocity curves.
One can clearly see that in figure 5.20.d where DMI field is close to the minimum point
of experimental data, Hoffset, the simulated curve does not coincide with experimental
one for most of the region covered. As a result, it should be noted that taking the
minimum point as HDMI may lead to significant underestimation of DMI field, hence
Figure 5.19: Variation of depinning field with in-plane applied field for four different
values of DMI factor D: a) 0.5 mJ/m2, b) 1.0 mJ/m2, c) 1.5 mJ/m2, and d) 2.0
mJ/m2. The circles represent the average Hd value and the error bars indicate standard
deviation for the different disorder distribution. The trend of Hd change with HInP for
each distribution is the same as the solid (red) curve which represents a smoothed
function. All from micromagnetic simulations.
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D constant of the system.
(d)(c)(b)
(a)
Figure 5.20: Comparison of micromagnetic simulation and experimental results for
domain wall velocity as a function of in-plane field, HInP, for different values of the
DMI factor, D: a) 2.0 mJ/m2, b) 0.5 mJ/m2, c) 1.0 mJ/m2, and d) 1.5 mJ/m2. The
triangles are the experimental data of Pt\Co\Ta. The solid lines are curve from micro-
magnetic simulations. The dashed vertical lines are representing DMI field extracted
from simulation.
5.9 Discussion
The domain wall dynamics and Dzyaloshinskii-Moriya interaction in polycrystalline
SiO2\Ta\Pt\Co\Ir(tIr)\Ta multilayers have been investigated. It was shown that the
Ta seed layer has β-phase and all samples have perpendicular magnetic anisotropy which
is expected to originate from Pt-Co interface. The changes of saturation magnetization,
MS, and anisotropy field, HK were also presented in figure 5.5 and table 5.1. We believe
that MS of the sample with tIr=0 (i.e. Pt\Co\Ta) is underestimated because of the
most probable dead-layer formed in Co-Ta interface. This underestimation of saturation
magnetization will return into other calculated parameters that are dependent on MS
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such as DMI factor strength. Putting MS of this multilayer aside, for the rest of
the films saturation magnetization does not vary significantly and has the average of
MS,avg = 1.7 ± 0.1 MA/m. HK has also the same situation with slight reduction in
value with Ir thickness, tIr and average of HK,avg = 0.72± 0.07 T.
Using asymmetric bubble expansion, chirality of the domain walls in all multilay-
ers proved to be left-handed. This was reported many times in literature for Pt-Co
interfaces from ab initio calculations [29, 31, 189] and experimental investigations
[42, 46, 107], also for Pt\Co\Ir multilayers [12, 139, 190].
Investigating the domain wall dynamics with perpendicular magnetic driving field
reveals that universal creep and depinning regime (equations 2.9 and 2.13) can be fitted
to the experimental data with a very good agreement. On the other hand, evaluation
of DMI with asymmetric bubble expansion method seems not to be in accordance with
the simple creep model of Je et al. [109], in which the in-plane field dependence of
the domain wall velocity appears exclusively in the domain wall energy, σDW. In their
model, they assumed that pinning strength, roughness of domain wall and correlation
length of the disorder are all independent of in-plane applied field [109]. There were
reports for which this model was able to describe the results [39, 44, 191, 192], but
further experimental investigations revealed that these assumptions are not always true.
For instance, Soucaille et al. [35] mentioned change of their domain wall roughness
with InP field, and here we showed that depinning field (i.e. depinning strength) is
also changing with HInP. Moreover, exclusive change of σDW with HInP could not
predict divergence of domain wall velocities for opposite sides of the bubble at high
enough InP fields as it was reported in this chapter (c.f. figure 5.15 and 5.16) and
attributed to probable change of depinning field with HInP (c.f. section 5.8). The
imperfection of this model was put into more question when the behaviour of vDW
curve was not as symmetrical as it expected to be (c.f. figure 5.13 and [35]), also not
even close to a polynomial curve with a single minimum value [38, 41]. All in all, it
seems that using Je’s model to evaluate DMI from asymmetrical bubble expansion is
not as straightforward as it was expected to be, and there are some anomalies that
need to be studied and investigated more.
Knowing all the above, we still assumed that the minimum point of the vDW vs.
HInP equals to HDMI and calculated D from it. The DMI of the multilayers was also
estimated using Brillouin light scattering. Figure 5.21 shows the D values evaluated
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Table 5.1: Derived parameters of polycrystalline Pt\Co\Ir(tIr)\Ta for different Ir thicknesses tIr. Parameters are coercive
field Hc, saturation magnetization MS, effective anisotropy Keff , DW width ∆, DMI constant evaluated using asymmetric
bubble expansion DBE and BLS DBLS, DW mobility m, depinning temperature Td and depinning field Hd.
tIr Hc MS Keff ∆ DBE DBLS m Td µ0Hd
nm mT MA/m MJ/m3 nm J/m2 J/m2 m/(s.mT) K mT
0.0 9± 1 1.2± 0.1 0.49± 0.05 5.9± 0.5 1.1± 0.2 1.3± 0.1 2.3± 0.4 7500± 200 40± 2
0.2 10± 1 1.8± 0.2 0.60± 0.06 5.3± 0.4 0.56± 0.08 1.7± 0.2 3.1± 0.7 12000± 500 22± 2
0.4 11± 1 1.6± 0.2 0.63± 0.06 5.2± 0.4 0.59± 0.08 1.5± 0.2 2.0± 0.4 10000± 200 33± 2
0.6 8± 1 1.6± 0.2 0.64± 0.06 5.2± 0.4 0.50± 0.07 0.8± 0.1 1.5± 0.3 8000± 200 29± 2
0.8 7± 1 1.5± 0.2 0.50± 0.06 5.8± 0.5 ———— 0.8± 0.1 ———– ———– ——–
1.0 7± 1 1.8± 0.2 0.63± 0.05 5.2± 0.4 0.8± 0.1 1.0± 0.3 1.7± 0.4 7500± 200 25± 2
1.5 8± 1 1.8± 0.2 0.54± 0.05 5.6± 0.5 0.8± 0.1 0.9± 0.2 2.0± 0.4 9500± 200 21± 2
2.0 8± 1 1.6± 0.2 0.52± 0.05 5.7± 0.5 0.9± 0.1 0.9± 0.1 1.8± 0.4 8500± 200 30± 2
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by these two techniques. Overaly, BLS results show larger DMI strength than values
from minima in the bubble expansion. This phenomenon has been reported before
[35, 190]. In general, estimated D from BLS can be considered as an averaged value for
the sample as it is based on propagation of spinwaves and local fluctuations of magnetic
properties in the sample will be ineffective [193]. Whereas, bubble expansion depends
on the propagation of a bubble domain, the creation of which is related to existence of
nucleation points in the film. These nucleation points are mostly local defects and can
lead to inhomogeneous effective anisotropy or exchange stiffness. These in turn mirror
into local changes of DW thickness width ∆, hence estimated DMI from asymmetric
bubble expansion [35]. The sensitivity of domain wall dynamics to local fluctuations can
also be seen in figure 5.19 where there is a big standard deviation for resulted Hd values
for different distributions of disorder in micromagnetic simulations. This big standard
deviation is present despite the fact that all the input macroscopic experimental values
for the system are still the same. So, equating HDMI from Hoffset (the in-plane field at
which velocity curve shows a minimum) may lead to significant underestimation of the
DMI. In conclusion, great care is needed when measuring DMI, as different techniques
on same samples do not necessarily result in the similar values.
It is good to mention, that for the case of tIr = 0, the magnetic dead-layer [172–182]
leads to an underestimation of MS due to the reduction of the effective thickness of
the ferromagnetic material. This reflects into the calculation of other parameters for
this stack including the DMI strength, D. Nevertheless, if we take the average value
of saturation magnetization as this sample’s MS, the DMI strength will be DBLS =
1.8±0.1 mJ/m2 andDABE = 1.6±0.3 mJ/m2 for BLS and asymmetric bubble expansion
(na¨ıvely taking HDMI to be the velocity minimum), respectively. The DBLS value is
very close to Dsim = 2.0 mJ/m2 the value used in the simulations in figure. 5.20.a. All
these calculated values are shown in figure 5.21.
Figure 5.21 also indicates that increasing the heavy metal thickness after
tIr = 0.5 nm does not change the DMI significantly, which is in good agreement with
interpreting DMI as a purely interface effect [193]. This could be seen in two ways.
First, after such a thickness one can be certain that there is a continuous layer of Ir
(tIr > 0.5 nm). On the other hand, when Ir is thin, it might not form a continuous layer
in which case the ferromagnet underneath will face Ta in some regions. This will result
in local modification of the interface between cobalt and the top capping layer and the
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Figure 5.21: Comparison between DMI factors estimated from frequency shift in BLS
spectrum and minimum of velocity in bubble expansion. For tIr = 0 the open shapes
show the D value for BLS and bubble expansion when the MS is substitute with the
average value of other samples (i. e. excluding the DL effect)
average D of the sample (other related parameters as well) will change accordingly.
Unfortunately, TEM cross section images could not achieve a high enough contrast to
exactly distinguish a very thin Ir layer from Ta on the interface and we were not able
to discuss the matter in a more quantitative way. But, checking the continuity of the
crystal structure on top of cobalt layer in samples with 0.4 nm and 1.0 nm of Ir, one
could see for the latter almost everywhere this crystalline structure grows to the top
layer, whereas in the former case, there are rare cases of this observation. Also, as
figure 5.22 shows wherever this happens the crystal structure is much thicker than the
expected 0.4 nm. Knowing that Ta grow amorphously on top of Co and Ir, this effect
can be related to island growth for thin Ir layers supporting the mention assumption.
Alternatively, this could be checked by investigating asymmetric bubble expansion
for different nucleation points in the multilayers with thin Ir. It should be noted that
D values for thicker Ir are almost the same between two techniques despite all the
anomalies in asymmetric bubble expansion. Second, theoretical first principles calcu-
lations showed that DMI takes 80 % of its contribution from the first two monolayers
of the HM layer [34], which agrees with observed trend here that above tIr = 0.5 nm
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a) b)
Figure 5.22: Cross-sectional HAADF images of multilayers with a) 0.4 nm and b) 1.0 nm
of Ir. In the case of 0.4 nm Ir there is only one position that the crystalline structure
of Pt\Co continues in the top layer, where for the 1.0 nm of Ir this effect is global
(neglecting the contrast difference for Ir and Ta in this case). This fact supports the
idea of island growth of iridium for thin Ir layers.
(about two monolayers of Ir in (111) direction) the DMI constant does not vary not-
ably. Anyhow, the saturation of DMI for a specific thickness of the HM layer was
mentioned in other literature as well. Robinson et al. [127] results show saturation of
DMI after about 0.4 nm of HM layer for Pt\Co\Ir(0-2.5 nm)\Pt multilayers, which is
equivalent to what we stated here. Thickness-dependent DMI was also observed in a
Ta\CoFeB\Pt(wedge:0-0.3nm)\MgO\Ta (with no saturation in their thickness range)
[194] and in SiO2\CoFeB\Pt(0-6nm)\Cu structures, for which DMI reached a plat-
eau after about 2 nm of Pt [195]. This dependence/independence of properties on Ir
thickness was also seen for material-dependent parameters estimated from universal
behaviour of domain wall motion (for present films). Td, vT , Hd along with the DW
mobility are all depicted in figure 5.11 and table 5.1 for different tIr. It was mentioned
that for films with tIr < 0.5 nm the parameters fluctuate, but additional Ir thickness
seems not to change the domain wall dynamics considerably.
In addition, D values extracted from both techniques suggest that Ir reduces total
DMI of the stacks, meaning its DMI constant has the same sign as Pt. Changing
of DMI sign and strength has been confirmed with experiments when scanning the
5d transition metals [30, 42, 196]. In the case of Ir, however, the situation has been
more complicated. The opposite DMI sign of Pt and Ir was expected from theoretical
calculations [29, 31, 197] and reported in various experimental studies [12, 42, 196, 198,
199], but this was put under dispute when Kim et al. measured same sign of DMI for
Ir\Co\AlOx and Pt\Co\AlOx trilayers [186]. Ajejas et al. [129] have observed decline
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of DMI when exchanged Ir for Al in Pt\Co\Al\Pt. Recently, Ma et al. [196] also
detailed that DMI of their Ir\Co\MgO\Ta and Pt\Co\MgO\Ta have the same sign
but different strength. Just to add to the already present strange behaviour of Ir-FM
DMI, it was shown that the DMI of Ir also changes sign depending on the adjacent
FM layer. Ab initio calculations revealed that the sign of D is positive (right-handed
chirality) for Ir\Fe, and negative (left-handed chirality) for Ir\Co and is positive again
for Ir\Ni [34]. Experimental studies on different 5d elements also reported that DIr
is changing sign with exchange of FM layer from CoFeB to Co [196]. Considering all
these contradictory results about the sign of the DMI in Ir including interfaces, one
will wonder about the physical reason for it. Although, to the best of my knowledge
there is still no definite answer for this but there can be some hypotheses. DMI is
demonstrated to be dependent on the filling of the 5d states. It is changing sign for
Ta and W with less than half filled 5d states and Pt and Au with more than half filled
states [196]. It is also very sensitive to hybridisation of 3d orbitals of FM with 5d
orbitals of HM material, in addition to aligning of Fermi energies in mentioned atomic
states [29, 34]. As a result slight changes of the Fermi energy in either of FM or HM
will affect DMI. The situation is more critical for Ir as it sits close to the sign reversal
of DMI having 7 electrons in the 5d. Moreover, in polycrystalline samples such as the
ones here, interdiffusion of the atoms in the interface is almost unavoidable, as a result
it may cause changes of Fermi energy alignment for the atoms at the interface. These
are the very atoms that are important in the generation of the DMI.
5.10 Conclusion
In this chapter, the domain wall dynamics and Dzyaloshinskii-Moriya interaction in
polycrystalline SiO2\Ta\Pt\Co\Ir(tIr)\Ta multilayers have been investigated. The
presence of the β-phase of Ta seed layer was proved by investigating the X-ray dif-
fraction spectra. Perpendicular magnetic anisotropy was observed for all multilayers
which is expected to originate from the Pt-Co interface. Magnetic characterization
showed almost the same saturation magnetization and effective anisotropy for all of the
samples, except when tIr = 0. The lower MS of the Pt\Co\Ta sample was attributed
to the well-known dead-layer at the interface of Co with Ta. Symmetrical propagation
of DW using OoP driving field was also studied. The data were shown to have good
agreent with universal creep and depinning formulations. The experimental results
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on asymmetrical bubble expansion did not have the form expected from the simple
creep model of Je et al. [109], along with other researchers work [35, 38, 41, 129]. We
showed that getting HDMI from the velocity minimum in asymmetrical bubble expan-
sion might lead to significant DMI underestimation. Assuming that depinning field,Hd
also changes with the applied HInP – just like DW’s energy density–, using micro-
magnetic simulations the Hd variations came out to be asymmetric. This asymmetry
was mirrored in changes of v as a function of HInP and resulted in better prediction
of experimental data. Comparing the D from different measurements, generally BLS
delivers a higher value. This can be understood if considering BLS measurement as an
average from the whole film, while domain wall expansion is focusing on local changes.
The change of depinning related parameters and DMI strength for thin and thick Ir
layers happen to be different. While for tIr < 0.5 nm the mentioned parameters was
changing without a particular trend, films with tIr > 0.5 nm showed almost similar
values of each parameters for higher Ir thicknesses. This variation of parameters for
thinner Ir was argued to be as a result of island growth of dusting Ir, and inability to
form a continuous layer. Finally, some discussions about contradictory results on the
sign and strength of DMI in Ir interfaces was also made.
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Chapter 6
Polycrystalline Multilayers of Pt\Co\Hf(tHf)\Ta
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6.1 Introduction
Following the arguments in the introduction of previous chapter, here again the aim
is to gain a higher effective DMI in trilayers, using additive effects from two materials
with opposite DMI, when they are placed at either side of the ferromagnet. Pt is a
usual material to use for its high spin-orbit coupling, which leads to high spin-Hall
angle [14] and large DMI strength [29, 107]. Peculiarly, Hf, being a 5d heavy-metal, is
not a well-studied material for DMI, and to the best of my knowledge, there are only
two reports on its DMI. Still, those articles are contradicting in both sign and strength
of Hf’s resulting DMI when facing CoFeB [30, 35]. In this chapter we firstly study the
magnetic properties of Pt\Co\Ta multilayers. Then depositing Hf on the top of Co
layer, we will investigate Pt\Co\Hf\Ta multilayers magnetic properties and measure
the effective DMI of the whole stack, as a function of Hf thickness.
6.2 Samples
Polycrystalline multilayers of Pt\Co\Hf(tHf)\Ta were deposited using multi-target-
module (MTM) of the TIMARIS deposition system [200], as a part of secondment
that I had to Singulus Technologies. Base pressure of the system was better than
7 × 10−9 Torr. The deposition power for Ta, Pt, Co, and Hf were 0.5 kW, 0.1 kW,
0.3 kW, and 0.1 kW, respectively. Ar partial pressure during sputtering was 300 sccm
(unless stated otherwise). To calibrate the deposition rate a rather thick film (about
200 nm) was deposited on the SiO2 and then the film thickness was measured using an
alpha-step. Thermally oxidised silicon wafer substrates were Ar etched for 60 s using
180 sccm pressure and power of 200 W. Then the multilayers were deposited. The same
multilayer structures were deposited several times on one substrate as a pre-sputtering
process.
6.3 Magnetic Characterization
Firstly, samples of etched-SiO2\Ta(2)\Pt(2)\Co(tCo)\Ta(4) were grown to get the best
thickness for Co. The Co thicknesses are tCo =0.8, 1.0, 1.2, and 1.4 nm. The hysteresis
loops of the samples were measured using VSM, for which the moments were calibrated
with a 1× 1 cm2 Ni sample (The same size as the measured samples). All the samples
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Figure 6.1: a) The hysteresis loop of etched-SiO2\Ta(2)\Pt(2)\Co(tCo)\Ta(4) multilay-
ers with different Co thicknesses. The data also shows that multilayer with 0.8 nm of
Co does not have PMA anymore. b) The change of moment per area for different
multilayers. The solid line shows the linear fitting to get the dead-layer. The insets
show areal moment vs. Hf thickness.
except for 0.8 nm Co exhibit PMA, as is depicted in figure 6.1.a. The 1.0 nm thickness
was decided to be the desired thickness, as it shows both PMA and has the lowest
coercive field, Hc, at the same time.
The changes in moment per area for multilayers with Co thickness is illustrated in
figure 6.1.b. Fitting the values with a line, it shows that the deposited cobalt reaches
zero moment at 0.69±0.04 nm implying that this portion of the ferromagnetic layer does
not exhibit magnetic properties. This is known as a dead-layer, and usually arises from
interdiffusion of the materials at the interface [177–179, 181]. This effect is specially
known for ferromagnetic layers meeting tantalum [172, 175, 177, 180–182] (refer to
section 5.3 for more details). It also explains the magnetic loops of the specimen with
nominally 0.8 nm of Co not having an easy plane, where DL would probably just leave
∼ 0.1 nm of active magnetic material in the stack.
To check if the Hf helps with the dead layer Ta(2)\Pt(2)\Co(0.8)\Hf(tHf)\Ta(4)
were deposited on etched-SiO2 substrates. The thicknesses used for dusted Hf layers
were tHf =0.2, 0.4, 0.6, 1 and 2 nm. The magnetic behaviour of the samples was
investigated by VSM in both InP and OoP configuration. The results in figure 6.2
suggests that Hf slightly reduces the magnetic DL in the multilayers, as it measures a
much better signal. It also can be seen that this series of multilayers still do not show
a strong preferred anisotropy between InP and OoP directions. The presence of such a
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Figure 6.2: a) The hysteresis loop of etched-SiO2\Ta(2)\Pt(2)\Co(0.8)\Hf(tHf)\Ta(4)
multilayers with different Hf thicknesses for a) OoP, and b) InP applied field. The
insets are showing the change of areal magnetization with tHf .
dead layer, thus the discontinuity of cobalt might prevent PMA to dominate, as usually
a 0.5 nm cobalt facing Pt is expected to rotate the anisotropy to the normal direction
[201]. It is also known that cobalt deposited on the top of Pt exhibits PMA usually
when cobalt is more than 2 monolayers [202]. This suggests that even a thick Hf layer
could not completely eliminate the development of the DL in the ferromagnetic layer
of cobalt.
The next set of samples were etched-SiO2\Ta(2)\Pt(2)\Co(1)\Hf(tHf)\Ta(4). The
Hf thicknesses are tHf =0.2, 0.4, 0.6, 1 and 2 nm. Figure 6.3.a shows the OoP mag-
netic loops of the multilayers measured by VSM, which indicates the full squareness
of the OoP hysteresis loops. The loops were used to get the saturation magnetization
MS. The anisotropy field, HK, of the samples were also measured with in-plane satur-
ated film using SQUID-VSM. Figure 6.3.b-c shows that coercive and anisotropy fields
of different films does not change significantly, except for the case of Hc in the stack
with 0.2 nm of Hf. This different behaviour of 0.2 nm dusted samples was previously
mentioned for Ta\Pt\Co\Ir\Ta multilayers in chapter 5), which was attributed to com-
plications coming from not making a continuous layer with 0.2 nm dusting material.
The anisotropy fields are measured with in-plane saturated film using SQUID-VSM.
The average of the anisotropy field for all stacks is µ0HK = 0.95± 0.01 T.
As stated above, data are suggesting that there is still a dead-layer for Hf included
films. Moments of films with different Hf thicknesses were considered to check the
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Figure 6.3: a) The hysteresis loop of etched-SiO2\Ta(2)\Pt(2)\Co(1)\Hf(tHf)\Ta(4)
multilayers with different Co thicknesses. The change of b) coercive field, µ0Hc, and c)
anisotropy field, µ0HK, for different multilayers.
change of areal moment vs. tFM. Also, films with less than 0.4 nm of Hf were excluded
to avoid complications of having Co facing two materials (Hf and Ta) at the interface.
The results in figure 6.4.a suggest a DL of 0.63±0.04 nm. This value is slightly less than
DL for first set of films (for which Co makes an interface with Ta), but still in the error
margin. This DL, along with the hysteresis loops shown in figures 6.2 and 6.3.a shows
that introducing Hf does not really change the magnetic properties of the samples and
any change made is less than 0.2 nm difference of Co thickness between the samples.
Black points in figure 6.4.b represent calculated MS with the nominal thickness of the Co
(i.e. 1 nm), and red points are the same parameter when DL is subtracted from the Co
thickness. It can be seen than the value of MS massively changes when DL is considered
and is closer to other values reported in literature [135, 177, 186]. There are not many
measurements on magnetic properties of Hf included multilayers, but it is mentioned
that Hf induces a higher PMA, usually in samples with CoFeB [203, 204] (supposedly
as it can be a good boron sink [205, 206]). Reportedly, there was no magnetic dead
layer present in Hf\CoFeB\MgO trilayers [204, 206]. Nevertheless, it should be kept
in mind that a dead-layer is usually as a result of intermixing of the materials at the
interface and its creation can be process, as well as material dependent [203]. Also,
the high lattice mismatch between Co and Hf (∼ 27%) can play an important role in
inducing a dead layer.
It is worth to mention that MS of the present films partly comes from the proximity
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Figure 6.4: a) The hysteresis loop of etched-SiO2\Ta(2)\Pt(2)\Co(1)\Hf(tHf)\Ta(4)
multilayers with different Co thicknesses. b) The change of coercive field, µ0Hc, for
different multilayers.
induced magnetism in Pt layer [149, 207, 208], which is not accounted for in this
calculatins. Consequently, the MS is larger than the saturation magnetization of bulk
Co which is ∼ 1440 emu/cm3. These MS (with DL deducted) values are used for future
calculations which are dependent on MS.
Also, using the variation of saturated magnetization as a function of temperature
for the range of 20-350 K, the data were fitted by Bloch law and the exchange stiffness,
A, of the multilayers were calculated. Details of the calculation is described in section
3.3.2. Using the MS, HK, and A other magnetic related parameters, such as DW
width, ∆, anisotropy energy, Keff = µ0HKMS/2 and demagnetizing energy density,
KD = µ0M2S/2 were calculated. Further characterization was solely done on this set of
samples, for which all the magnetic parameters are detailed in table 6.1.
6.4 Effective Dzyaloshinskii-Moriya Interaction
To identify the strength of DMI in the multilayers we used both asymmetrical bubble
expansion and BLS techniques. The details of the measurement and analysis for the
asymmetrical bubble expansion are explained in 3.4.1 and 2.5.2, respectively. As the
coercive fields of all the films are small and similar in value (c.f. table 6.1), the OoP
field of 3 mT was used to propagate the bubble domains, except for the film with
0.6 nm of Hf for which µ0HOoP = 2 mT was used to grow the bubble domains. When
the static InP field is present, it affects the DW surrounding the bubble and breaks the
symmetry of the propagation. Figures 6.5.m-r and 6.5.s-x illustrate this symmetric and
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Table 6.1: Magnetic parameters of polycrystalline Pt\Co(1)\Hf\Ta for different Hf
thicknesses tHf . Parameters are coercive field µ0Hc, anisotropy field µ0HK, saturation
magnetization MS, effective anisotropy Keff, demagnetizing energy density KD, DW
width ∆, and ground state Bloch wall energy, σ0. The mentioned errors are the largest
error between different values.
tHf µ0Hc µ0HK MS A Keff KD ∆ σ0
nm mT T MA/m pJ/m MJ/m3 MJ/m3 nm mJ/m2
- ±0.1 ±0.03 ±0.03 ±0.3 ±0.02 ±0.2 ±0.1 ±0.2
0.0 4.6 0.97 1.66 12.8 0.80 1.7 4.0 12.8
0.2 5.6 0.96 1.64 16.4 0.79 1.7 4.6 14.4
0.4 4.2 0.96 1.60 15.4 0.76 1.6 4.5 13.8
0.6 4.3 0.93 1.44 13.2 0.67 1.3 4.4 11.9
1.0 4.3 1.00 1.55 14.8 0.77 1.5 4.4 13.5
2.0 4.3 0.91 1.67 10.5 0.76 1.8 3.7 11.3
asymmetric growth of bubble domain when µ0HInP = 0 mT, and µoHInP = −100 mT,
respectively. Knowing that the magnetization of the black domains (images 6.5.s-u and
w) faces the reader and the µ0HInP = −100 mT is towards the left, it is clear that the
DWs have left-handed chirality (c.f. section 3.4.2).
The measured velocities for each InP applied fields were averaged between 3 meas-
urements with different propagation timing, to smear out the probable effects of local
changes in different parameters. The results are illustrated in figure 6.5.a-f. Fields
up to 280 mT were applied with the available electromagnet. It is worth to mention
that in high InP fields, the domain propagation is very fast and in some cases the DW
displacement cannot be measured with the shortest pulse available. Also, there can be
several domains nucleated in the field of view, and they will merge together, although,
extreme care was taken to have just one single nucleation point in the field of view to
avoid this as much as possible. As a result, limitations were applied to the highest InP
field for which the DW velocities could be measured. Thus, measured velocity curves
does not continue on both sides of the minimum point (for a particular DW) and one
arm of each single curve could not be sampled. This is more clear in changes of ln(vDW)
with HInP in figure 6.5.g-l, where the minimum of the curve, Hoffset can be hardly seen
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Figure 6.5: Asymmetrical bubble expansion in etched-SiO2\Ta\Pt\Co(1)\Hf(tHf)\Ta
multilayers with different tHf . a-f) Changes of DW velocity vs. InP applied field along
with the fitting to the creep theory affiliated to Je et al. [109]. g-l) Natural logarithmic
changes of velocity for the same multilayers. Data for the DW on the right (left) side of
the bubble are shown by right (left) faced orange (purple) triangles. Growth of bubble
domain with: m-r) µ0HInP = 0 mT and, s-x) µ0HInP = −100 mT for different films.
Pulse times are not necessary the same for all images.
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for some samples.
Nevertheless, the anomalies seen for polycrystalline Pt\Co\Ir\Ta multilayers –which
were described in detail in previous chapter– are not present here, and the velocity
curves are symmetrical for opposite facing walls (LW and RW). Consequently, equations
2.18 and 2.19 were used to fit the data with creep theory. The final equation will be:
vDW = v0 exp
(
−ζ(µ0HOoP)−1/4
(
σ0 + 2KD∆− pi∆MS|µ0HInP + µ0HDMI|
σ0 + 2KD∆− pi∆MS|µ0HDMI|
)1/4)
(6.1)
where v0 is the velocity prefactor, ζ another prefactor that is considered constant in
this model, µ0HOoP the driving OoP field, KD demagnetizing energy density, σ0 energy
density of Bloch DW in the ground state, ∆ DW width, MS saturation magnetization,
µ0HInP in-plane applied field and µ0HDMI the DMI field. Results of magnetic measure-
ment were used to calculate values of KD, ∆, and σ0 (detailed in table 6.1) for fitting.
Deriving the HDMI from the fit then, DMI strength would be D = µ0HDMIMS∆.
In addition to asymmetric bubble expansion, the same films were examined with
BLS (by Hans Nembach) to evaluate DMI. As it was stated in detail in section 2.5.3,
when DMI is present in the sample it causes a nonreciprocal propagations for the
spin-waves which are propagated perpendicular to the magnetization direction. The
Damon-Eshbach geometry with an incident wave-vector of kSW = 16.7 µm−1 was used.
In this geometry the sample is saturated in-plane and the propagation of the spin-
waves in perpendicular direction to the applied field is measured using backscattering
of a laser with λ = 532 nm (more details in 2.5.3).
Figure 6.6 presents the results from BLS measurements for multilayers with different
tHf , along with the frequency shift, ∆f . It can be seen that ∆f is increasing as soon as
there is Hf in the stack, which suggests the increase of the effective DMI in the films. I
also argue that the non-reciprocity in the spin-waves is not due to surface anisotropy,
as this effect is negligible for ultra-thin ferromagnetic layers [187]. The fact that the
shifts of the Stokes and anti-Stokes peaks do not have the same sign when the film
is saturated in opposite directions, helps us to exclude any contribution from dipolar
effects, as well[105].
102
6.5 Discussion
a)
Figure 6.6: BLS meaurements for etched-SiO2\Ta\Pt\Co(1)\Hf(tHf)\Ta multilayers
with different Hf thicknesses, calculated using a-f) The Stokes and anti-Stokes peaks
for opposite directions of saturated magnetization (in red and black circles) along with
the Lorentzian fits to the data (black and red solid lines). The changes of g) frequency
shift ∆f and h) DMI strength D, with tHf .
6.5 Discussion
The fitting to asymmetrical bubble expansion DW velocities have a good agreement
with the data as they are shown by solid lines in figure 6.5.a-f. On the other hand,
–as it is expected– the limitations of not being able to measure far from the minimum
point in v curves, leads to high error bar in the derived D, as it can be seen in figure
6.7.a. To compare the results with the fitting values, we used the same procedure
as in previous chapter, and assumed that the minimum of the velocity curves is the
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Figure 6.7: DMI strength for etched-SiO2\Ta\Pt\Co(1)\Hf(tHf)\Ta multilayers with
different Hf thicknesses, calculated using asymmetric bubble expansion, and BLS meas-
urement.
µ0Hoffset = −µ0HDMI, which also can be an evaluation of the DMI strength D. As it
can be seen in figure 6.7.a the D strength estimated from the µ0Hoffset (Black squares)
is generally lower that the fitted D (Green solid circles), but still within the error bar.
When there is no InP field present, sample images of the bubbles show that bubbles
are always elongated in one direction (figure 6.5.m-r). This elongation of bubble
domain was previously reported [35] and suggest an InP uniaxial anisotropy in the
samples. It also means that the DW velocities will be higher if the InP field is
aligned with the elongation axis of the bubble. So, the anisotropy field of the etched-
SiO2\Ta\Pt\Co(1)\Hf(1.0)\Ta was measured in both directions parallel and perpen-
dicular to the elongation axis. The respective values are µ0HK,‖ = 900 ± 10 mT
and µ0HK,⊥ = 950 ± 10 mT. To check how it affects the fitting, thus evaluated D,
these values were substituted in the fitting equation 6.1, and resulted in D1.0Hf,‖ =
1.5± 0.6 mJ/m2 D1.0Hf,⊥ = 1.4± 0.6 mJ/m2. It can be seen that this does not affect
the final values significantly, as both results are very close and within error bars. This
can be seen in figure 6.5.e and q, for the case of the multilayer with 1.0 nm of Hf
where velocities are reaching 800 µm/s for µ0HInP = 280 mT. The fact that in such
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multilayers velocity in one direction is twice as much without notable change in DMI
can be interesting for technological applications.
As for the BLS results, for all samples we found that Stokes peak are higher than
the anti-Stokes frequencies for the samples that are saturated with the positive InP
field. This indicates left-handed chirality (negative sign of D), which is in accordance
with the results from asymmetrical bubble expansion.
The resulting DMI constant from asymmetrical bubble expansion, DBE, indicated
the increase of effective DMI when the Hf is placed between the Co and Ta. The
values evaluated with BLS, DBLS, are also suggesting the same fact. As the DMI of
Ta is expected to be negligible [30], this rising of D suggests that the DMI sign of Hf
and Pt are opposite, thus show an additive behaviour when placed in opposite sides
of the ferromagnetic layer. This is in agreement with measurements of Soucaille i.e.
[35], in which they found right-handed chirality for Hf\CoFeB\MgO, and in contrast
to left-handed chirality of the same structures by Torrejon et al. studied using current
induced DW motion [30]. This can be as a result of complexity of effecting parameters
when CoFeB is used as the ferromagnetic layer, which can include level of crystallinity
[209, 210], annealing temperature [39], boron diffusion [128, 206], etc. For example, it
was previously mentioned that Ir exhibits opposite chirality depending on the FM layer
that it makes interface with [34]. The same might be valid here, especially considering
that the combination of the used CoFeB is usually missing in the literature.
Comparing the resulting D values from both techniques, figure 6.7 again emphasises
on the fact that DMI strength estimated from Hoffset will lead to underestimation. A
closer approximate to DBLS is derived from the fitting of DW velocity curves, but it still
shows a large error (due to the mentioned limitations in measurement). It should be
kept in mind that fitting the velocity curves in this way is only reasonable in the case of
symmetrical curves with no anomalies (a thorough discussion on the model limitations
can be found in section 5.9).
6.6 Conclusion
We performed a detailed study of the magnetic properties of Pt\Co(tCo)\Hf(tHf)\Ta
multilayers with tCo = 0.8 and 1.0 nm and tHf = 0.0− 2.0 nm. The VSM data showed
partial PMA for tCo = 0.8 nm when tHf 6= 0. The anisotropy easy axis of the multilayers
rotates towards the OoP direction when (nominally) 1 nm of Co is deposited. Having
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areal moment for films with different Co thickness, the thickness of the dead-layer in the
samples was evaluated and deducted to get the active magnetic material. Asymmetrical
bubble expansion and BLS measurements were used to evaluate the strength of DMI.
Both techniques proved the left-handed chirality of the DWs, in contrast to previous
measurement [30]. They also showed that inserting Hf in between the Co and Ta in
Pt\Co\Ta multilayer leads to increase of D suggesting that DMI sign of Hf-Co interface
is opposite to Pt-Co. In addition, changing the Hf thickness did not result in significant
changes of DMI. The results here also confirmed our previous speculation that in bubble
expansion measurements, taking the field at which the velocity minima happens as the
HDMI, is too much simplification and leads to underestimation of D. We suggest that
even under the circumstance of well-behaved velocity curves, only the full fit of the
curve considering all magnetic parameters might give us a good estimation of DMI
strength.
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7.1 Summary
This thesis has explored a full study of domain wall dynamics for epitaxial and poly-
crystalline multilayers. As these structures can be applied in new spintronic based
devices, the need for understanding how to control different effects and the best way to
estimate their strength is of importance. So firstly, an introduction to the context of the
work was given, and some required background was explained. The experimental res-
ults followed the description of preparation and techniques. The results were separated
based on the structure.
The epitaxial films of Pt\Co\AuxPt1−x were grown (x = 0, 0.5, 1) using high-
temperature sputtering deposition. Using increasing contribution of Au in the top
layer, the inversion symmetry of the system was increased in a controlled way. This
systematical change of material symmetry enabled us to study the changes of magnetic
properties, DW motion regimes, DMI, and SHE. The films texture was proved to be
epitaxial using XRD and cross sectional electron microscopy with bright atomic fringes.
The crystalline ordering of the films helped us to avoid ambiguities coming from uncon-
trollable quality of sputtered materials and interfaces, also to get a fully symmetrical
multilayer with zero effective DMI and SHE. This is not easy to get as there were
many polycrystalline Pt\Co\Pt trilayers that exhibit non-zero values for these effects
[12, 40, 41]. Increasing concentration of Au in the top layer not only enhances PMA,
but also intensifies the depinning field and temperature. This means a higher pinning
in the film and can be described by the sharper interface that gold makes with Co,
due to low proximity induced magnetization [34, 134] and not having the tendency to
alloy with Co [147, 148]. A full micromagnetic model of the DW motion reproduced
the experimental results with a very good agreement, and it was shown that 1D model
is not very reliable. Universal fitting of creep and depinning field-induced DW motion
has resulted in high estimations of damping, especially in the case of Pt\Co\Au where
damping parameters were large. It was argued that this might be due to other dis-
sipation mechanism during DW motion that are not usually included in other ways to
measure damping.
To enhance the previously proven high DMI in Pt\Co\Ta films [170], Ir layers
with different thicknesses was added to the top interface. The PMA multilayers of
Pt\Co\Ir(tIr) (tIr = 0-2.0 nm) had β-Ta as the top layer. Studying field-induced domain
wall motion and applying universal creep and depinning formulations, the material
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dependent parameters of pinning was concluded. Also, the DMI strength in different
films was studied using asymmetrical bubble expansion and BLS. It was shown that
depinning parameters and DMI in samples with more than two monolayers of Ir are
almost similar, and argued that less Ir leads to disscontinuous layer and unpredictable
characteristics. The evaluation of DMI using Je’s creep model [109] was discussed in
detail and explained that it is insufficient to explain the DW behaviour in the present
stacks. In the mentioned model the effect of InP field was excluded to the domain
wall energy density, but assuming that depinning field is also effected by applied InP
field better agreement with results was achieved. This assumption also explained the
divergence of DW velocities on each side of the bubble at high InP fields. The DMI sign
of Ir was shown to be the same as Pt, which is in opposition with theoretical predictions
[29, 31] and some measurements [12, 42, 196, 198, 199]. The was attributed to the high
sensitivity of DMI to fine changes in the interface quality, which in turn can effect the
level of 5d − 3d hybridization, and changes in Fermi energy at the FM-NM interface.
The situation is more critical for Ir it is almost placed in the middle of heavy transition
metals and its 5d orbital has only 7 electrons.
Polycrystalline multilayers of Pt\Co(tCo)\Hf(tHf)\Ta (tHf = 0-2.0 nm) were de-
posited in a commercial sputtering system of Singulus technology. Multilayers with
tCo < 1.0 nm did not show any preferred anisotropy. The investigation of moment vs.
Co thickness resulted in DL of ∼ 0.7 nm. Films with 1 nm of cobalt were used for
further investigation of DMI. Both asymmetrical bubble expansion and BLS proved
left-handed chirality of the samples. It was seen that adding Hf causes DMI to rise,
suggesting a positive sign of D. This is opposite to DMI of Pt, and objects with previ-
ously published results based on current-induced DW motion [30]. Moreover, changing
the Hf thickness did not affect the net DMI significantly.
7.2 Future Work
As epitaxial trilayer systems were suggested to be model systems for investigation of
magnetic multilayers with broken inversion symmetry, this study can be expanded to
investigate DM effects for different elements and exclude interface quality impacts on
DMI as much as possible. First principles calculations can be done in parallel based
on the deposited system to examine the compatibility of the results with theory. The
very first one to investigate is good to be Ir, considering all the contradictory results
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that are found in the literature. Also, it was discussed that DWM usually gives a high
limit for Gilbert damping, so this value can be measured with other techniques such as
FMR to compare the results from domain wall motion (in systems with lower damping,
where FMR signal is actually detectable). One of the ultimate applications for magnetic
multilayers such as the ones in this study are in current-induced memories or processing
devices, so these systems can be used to study current-induced DW motion and evaluate
SOT related effects such as spin Hall angle and Rashba effect. One also could extend
the investigation of thickness related DMI to other materials.
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