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ABSTRACT 
The paper proves global indentification of the unique variances in factor analysis, 
for almost all parameter points, if the number of factors is smaller than the Leder- 
mann bound. It also shows how to compute, using a closed-form representation, the 
second solution in the case of six variables and three factors. © 1997 Elsevier 
Science Inc. 
1. INTRODUCTION 
The well-known factor-analysis model decomposes a p × p (population) 
convariance matrix [~ into 
x = aa '  + (i) 
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where A is a p × m matrix of factor loadings, and ~ is a diagonal positive 
semidefinite p × p matrix of unique variances: • > 0. Identifiability of the 
matrices A and • amounts to the question whether these matrices can be 
solved uniquely from (1). Relevant results and further references to the 
literature can be found in Anderson and Rubin (1956), Anderson (1984), 
Shapiro (1982, 1985), Bekker and De Leeuw (1987), and Bekker, Merckens, 
and Wansbeek (1994). 
It is immediately clear that A cannot be identified, due to rotational 
freedom. That is, if (A, ~)  is a solution to (1), then another solution is given 
by (AT, ~), where TT' = Im. So the identification problem centers around 
• . A p × p matrix ~ is a solution if it is diagonal and 
0 _< ~I, ___ E, 
rank(E - 'I t) _ m. 
(2) 
A computational method for solving (2), given E and m, can be found in ten 
Berge and Kiers (1991). If • is a unique solution, we say W is globally 
identified. Due to considerable t chnical difficulties, most results in indentifi- 
cation relate to local identification. If ~ is unique in a neighborhood of ~,  
we say • is locally identified. 
Consider the parameter space where matrices (A, ~)  are represented as
points in R pm+p (restricted to • > 0). We say the model is generically 
globally identified if • is globally identified for almost every (A, ~).  So the 
exceptions hould constitute a set of Lebesgue measure 0 in R pm+p. The 
definition of generic local identification is similar. 
Shapiro (1985, 1989) gave a complete description of local identifiability 
from the generic point of view. He proved the model is generically locally 
identified if and only if m < ¢b(p), where ~b(p) is the Ledermann bound 
(Ledermann 1937): 
2p + 1 - (8p + 1) 1/2 
= 2 
Notice that m < ~b(p) is equivalent to p + m < (p - m) 2. Shapiro (1985) 
also gave two conjectures as open problems. 
CONJECTURE 1. I f  m < qb(p), the model is generically globally identi- 
fied. 
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CONJECTURE 2. I f  m > qb(p), the model is not identified. 
His second conjecture was shown to be incorrect by Bekker, Merckens, 
and Wansbeek (1994, p. 85), who gave an example where m > ~b(p) and 
is globally identified. The main purpose of this paper is to prove that the first 
conjecture is indeed true. The proof is given in the next section. Section 3 
gives a short discussion of cases where m = ~b(p). 
We use the following notation: vec(A) is a stacking of the columns of the 
matrix A. If A is square n × n, then vech(A) is a stacking of the ½n(n + 1) 
diagonal and subdiagonal elements of A. If ~¢ is a set of vectors in R n, then 
/z(~¢) = 0 means that ~¢ has (Lebesgue) measure 0 in R n. 
2. THE THEOREM AND ITS PROOF 
Let A = vec(A) and ~ = ~/,~, where ,. is a vector of ones, so that (A, ~)  
can be represented by a vector (A; ~) = (A', qJ')' ~ R pm+p. Consider the 
set of vectors ~x = {(A; tp)}, and the set of subvectors ~a = {A}, for which ~b 
is not globally identified. Then for any (A; ~b) ~x  there is a p x m matrix 
F and a diagonal p × p matrix l~, with gl > 0, such that AA' + ~ = FF' 
+~ and D=f~-~0.  Clearly, if (A; ~)~ then (A; d ) )~ '  if 
~t > ~. For any given A and t~, the set of vectors ~ has positive measure in 
R P. So /z (~)  = 0 if and only i f /x(~a) = 0. The set ~A is the solution set of 
the equations 
AA' =FF '  +D,  
o 0, (3) 
where F is a p × m matrix and D is diagonal: ~a = {A/(3)}. We will prove 
that /x(~' x) = 0 if m < ~b(p). 
We may distinguish between two cases: 2m < p and 2m > p. For the 
first case the proof can be based on a result of Anderson and Rubin (1956, 
Theorem 5.1) and Albert (1944). They showed that the following condition is 
sufficient for global identification: 
If any row of A is deleted, there remain two disjoint submatrices of A-of 
rank m. 
This sufficient condition is satisfied generically if 2m < p. That is, any 
submatrix of A will have full rank for almost every A ~ R pro. Furthermore, 
2m < p implies either m < ~b(p) or (m, p) = (1, 3) = (~b(3), 3). So we only 
need consider 2m/> p. However, the proof for 2m < p is an immediate 
consequence of our proof for 2m > p. So our arguments are self-contained. 
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The proof is in four parts. First we show that we only need consider cases 
where D is nonsingular. Then, in the second part, the invertibility of D is 
used to transform (3). In part 3 the global solution set of the transformed 
equations i  reduced, in a sequence of steps, to a local solution set. In part 4 
we use the implicit function theorem to show that the local solution set has 
measure 0, which then implies /x (~ a) = 0. 
THEOREM. I f  m < ¢b( p ), the factor analysis model is generically glob- 
ally identified. 
Proof. Part 1. Assume there is a solution to (3) where D is singular. 
Without loss of generality we assume the first k diagonal elements of D are 
zero and the last p - k elements are nonzero. Postmultiply A and F by. 
appropriate orthogonal matrices uch that the resulting matrices A and F 
have A,j =/~j  = 0 if i <.j. Let Ak and ffk be the first k columns of/~ and 
F, respectively, and let Akk consist of the first k rows of A~, Generically, 
Ak~ " is nonsingular. In that case AkN k = FkF ~. So AA' - AkN k = FF' - 
F k F~ + D. Removing equations that state 0 = 0, we are back in the frame- 
work of (3), where nowA: (p - k) × (m - k) and D: (p  - k) × (p - k) 
is nonsingular. Notice that if m < qb(p), then m - k < ~b(p - k), and if 
2m < p, then 2(m - k) < p - k. That is, we only need consider the solution 
set of (3) where D is nonsingular. 
Part 2. In general, for D nonsingular (Guttman, 1946; Ouellette, 1981), 
rank(I m - A 'D-1A)= rank(AA ' -  D) + m-p .  
So, if (3) holds, 
rank(/m - A'D-1A) < 2m -p .  (4) 
The solution set ~x of (3) is a subset of the solution set of (4). That is, a 
solution to (4) may have the property that AA' - D has negative igenval- 
ues. For a proper solution we need a further estriction. Let or(A) denote the 
number of positive eigenvalues of the matrix A. Then (3) also implies 
(Haynsworth, 1968; Ouellette, 1981) for nonsingular D
• r ( I  m - A'D-1A) = m - ~r(D). (5) 
Together, (4) and (5) provide the same solution set as (3). However, for 
the present purposes we only need (4): we will prove that the solution set of 
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(4), {a~4)}, has measure 0 in R pro. For 2m - p < 0 this result is immediate: 
a rank cannot be negative. So, if 2m - p < 0, the model is generically 
globally identified. For 2m - p > 0 we consider the following set of condi- 
tions, equivalent to (4): 
A 'D-1A + H = Ira, 
A:pxm,  
D:p  Xp ,  diagonal, nonsingular, 
(6) 
H:m ×m,  rankH <2m-p .  
Let d = Dt and h = vech(H); then solutions to (6) can be described by 
vectors (A; d; h). In particular the solution set for a will be denoted by 
a¢= {AI(6)}. 
Part 3. Notice that d vech(A 'A) /aa '  has full row rank for almost every 
a ~ R P'~. Hence there is a FLxed partitioning, after rearranging elements, 
A = (al,  a2), where /~1 has lm(m + 1) elements, such that 
0 vech(A'A)  
0 (7) 
almost everywhere in • pro. I f  we define 
'~r = { AI(6), (7)}, 
then 
= ~r  a.e.,  
So /,(a¢) = 0 if/z(a¢ r) = 0. 
In order to reduce the number of parameters in h, which is possible 
because rank H _< 2m - p, we separate the solution set. Consider the set of 
matrices N that consist of p different columns of I m, and let M consist of 
the remaining columns, for p = 0, 1 . . . . .  E m - p. This is a finite set whose 
elements can be indexed by i = 1 . . . . .  n, say. Consider 
rank H = rank(N~'HNi) = p, (8) 
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~ri = { /1[1(6) , (7 ) ,  (8 )}°  
oo 
= U 
c 
so, /Z(~Cr,) = 0 if /.t(~¢c~) = 0, C = 1, 2 . . . . .  Next we consider the restriction 
x2 = ,~o2, (lO) 
where A0 is any value. Now let ~¢r ~° be the set of subvectors A1 for which (6), 
(9) and (10) can be satisfied: 
~¢r~, ° = {A, 1(6), (9),  (10)1. 
I f  we let c = 1, 2 . . . . .  we find 
Then 
n 
i 
so /x(~¢ r) = 0 if /Z(~Cr~) = 0, i = 1 . . . . .  n. Next consider the restrictions 
A 'A  < aim, 
H'H < cI m, 
c - l ip  ~ 0 2 < Clp , 
c - l ib ra(m+ 1) < O~A, 1 OA' 1 
c-'Ip < ( N~'HN~) z, 
t t r -1  p M, riM, = M, HN, ( N, HN,) N, HM,, 
where c is any positive number. We find that the set of solutions (A; d; h) to 
(6) and (9) is compact, which holds in particular for 
~¢r ~, = { xl(6), (9)}. 
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Then, by Fubini's theorem, /z(aC/r ~) = 0 if/z(aCr~i°) = 0. Finally consider the 
last restriction 
)to) < 8, (n)  
where )t0 is the value of any element )tl ~ a¢~o, and z is a small enough 
positive number that may depend on )t °. Now define Ox0 = {)till1)}. The 
collection of all neighborhoods Oxl, )tl ~ agr ~°, covers aCr~O. Because a¢~ ° is 
compact, there is a finite subcollection of neighborhoods, denoted by Oa{, 
j = 1 . . . . .  k, say, such that 
k 
ae~ 0= U ~,° n ovl. 
J 
So /x(a¢~i°) = 0 if /.~(a¢~i ° n Oa{) = 0. That is, we have reduced the global 
problem to a local problem: /x(a¢) = 0 if/,(a¢~ g n OA{) = 0. 
Part 4. The local problem can be treated by the implicit-function 
theorem. The matrix H can be parametrized, ue to the last two (in)equali- 
ties of (9), by a vector with ½p( p + 1) + (m - p)p elements. That is, let 
0 = (vech(N[HNi); vec(M'iHNi)), and let 
0 vech(A'D-1A + H) 
o(xl, a', 0') = (J1, J2, Ja). 
The rank of J1 does not depend on the value of D-x. So, due to the fourth 
inequality of (9), J1 is nonsingular for all )tl ~ a~r °" Then, by the implicit- 
function theorem, )t 1 ~ acrc~i ° n o,t is a smooth function of (d; 0). Comparing 
dimensions shows /*(a/~r ° n O,t) = 0, and hence/z(a¢) = 0, if 
p+ ½p(p+ 1) +(m-p)p< ½re(m+ 1) 
for all p = 0 . . . . .  2 m - p, which holds if and only if 
p + ½(2m - p)(2m - p + 1) + [m - (2m - p) ] (2m - p) 
< ½m(m + 1). 
This amounts to p + m < ( p - m) 2, or m < ~b(p). • 
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3. AT THE LEDERMANN BOUND 
According to the Theorem, the model is generically globally identified if 
m < 4,(p). If m > 4,(p), the model is generically locally (and hence glob- 
ally) nonidentified. If m = ~b(p), the model is generically locally identified. 
These values are given by (m, p) = (a i, ai+ l) where a 1 = 1, a i = ai_ 1 + i. 
So a i = 1, 3, 6, 10, 15, 21 . . . . .  For (m, p) = (1, 3) the model is generically 
globally identified. For (m, p) = (3, 6) this not the case. Wilson and Worces- 
ter (1939) gave an example with two locally unique solutions. Shapiro (1985) 
indicated that this example can be used to show that the model is not 
generically globally identified. In fact, the alternative solution can be given in 
closed form. 
If (m, p) = (3, 6), we find H = 0 in (6). So 
A 'D-1A = 13. 
Hence, 
AD- l t  = vech(I3) ,  
a = (vech( A~ A'~) . . . . .  vech( A 6 A~) ), 
where A' = (A 1 . . . . .  A6). The matrix A is nonsingular a.e. So, 
D = Diag- l (  A -1 vech( I3)) .  
According to (5), D should have exactly three positive elements to be a 
proper solution. 
For the other cases where m = 4,(p) the situation is less clear. The 
maximum number of locally unique (proper) solutions to (1) is unknown. 
However, for (m, p) = (6, 10) we found, by solving (6) numerically, that this 
number is larger than one. 
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