An iterative learning based economic model predictive controller (ILEMPC) is proposed for iterative tasks in this paper. Without assuming the pattern of the initial feasible trajectory, the proposed control algorithm can handle different types of control objectives: stabilization, tracking a periodic trajectory and so on. The controller could learn from the previous closed-loop trajectory and the interested performance index is always no worse than the previous one. Numerical examples show that the proposed control strategy works well for different types of control task and systems.
and performance optimization, we combine the iterative learning idea with EMPC formulation together and propose an ILEMPC algorithm.
The contribution of this paper is summarized as follows: 1) We propose a novel ILEMPC algorithm for iterative tasks. Compared with [18] , we do not assume that the initial feasible trajectory converges to a steady state. Therefore, more types of control tasks could be handled by our methods. In our MPC controller formulation, no terminal cost function is used, which allows us to handle the situations with infinite accumulative performance index, such as imperfect tracking. Such kind of control task cannot be directly solved by the method in [18] since the terminal cost used in that reference will be infinite. Furthermore, the terminal constraint in our formulation is a single equality constraint, which is commonly used in existing MPC literature [12] , [14] , [1] , so that the computational complexity of the proposed algorithm is similar to a standard MPC problem. The controller formulation in [18] , on the other hand, requires to solve a mixed integer programming at each time instant, which costs significantly more computational resources. Finally, we do not assume that the optimum of the stage cost is the steady state, which allows us to optimize economic cost of the plant directly.
2) We show that the recursive feasibility is guaranteed for the proposed MPC controller formulation. For the cases with infinite accumulative performance index, we prove that the average cost of the j-th iteration is not worse than that of the (j − 1)-th iteration. For the cases when initial feasible trajectory converges to a steady state, we prove that, under similar assumptions in [1] , the convergence could be preserved for each iteration. Finally, we show that if the iteration converges, then we can obtain the N -receding-horizon optimal trajectory over the infinite horizon, provided some assumptions on the uniqueness of the optimums.
The rest of this paper is organized as follows. In Section II we formulate the iterative control problem, introduce the performance index to be optimized and give the ILMPC formulation. In Section III, we present theoretical analysis of the proposed ILMPC algorithm. In Section V, a few numerical examples are given to illustrate the effectiveness of ILMPC for different types of control tasks. In Section VI, some conclusions will be drawn.
Some remarks on notations are introduced as follows. We use R to denote the set of real numbers. R n and N denote n-dimensional Euclidean space and the set of natural numbers, respectively. For a vector x ∈ R n , x 2 denotes its 2-norm.
II. PROBLEM FORMULATION AND ILEMPC DESIGN
Consider a dynamic system
where x ∈ X ⊂ R m is the state and u ∈ U ⊂ R n is the control input, X and U are compact.
Suppose that at the very beginning we have a feasible state and control sequence:
x 0 (0), x 0 (1), x 0 (2), . . . ;
u 0 (0), u 0 (1), u 0 (2), . . . , where x 0 (0) = x 0 , x 0 (i) ∈ X, u 0 (i) ∈ U, ∀i = 0, 1, 2, . . . .
The initial feasible state and control sequence could have arbitrary pattern: converges to a steady state, converges to a periodic trajectory or even is chaotic. For the simplicity of theoretical analysis, we assume the length of the initial feasible state and control sequence is infinite.
We are interested in the following performance index, depending on which one is well defined:
l(x(k), u(k));
2)
lim sup
and
l(x(k), u(k)).
The stage cost l(x, u) satisfies the following assumption:
Assume that for every iteration, the initial state of the system is x 0 . We propose the following iterative learning economic MPC to optimize the performance index: For the j-th iteration, at time instant k, the following optimization problem is solved:
subject to
x j (k|k) = x(k), i = k, . . . , k + N − 1.
Denote the optimal solution as
and the corresponding state trajectory
and the optimal value of the objective function as
). Theorem 2.1: Problem 1 is feasible for any iteration j and any time instant k, provided an initial feasible state and control sequence.
Proof: Suppose that after the (j − 1)-th iteration, a feasible state and control sequence x j−1 (k) and x j−1 (k), k ∈ N is obtained. Then for the j-th iteration, at time instant 0, the following state and control sequence is feasible, by the feasibility of x j−1 (k) and x j−1 (k), k ∈ N:
x j (k|0) = x j−1 (k), k = 0, . . . , N u j (k|0) = u j−1 (k), k = 0, . . . , N − 1.
Suppose that at time instant k of the j-th iteration, Problem 1 is feasible.
By the terminal constraint (2), we have x * j (k + N |k) = x j−1 (k + N ). Therefore, for time instant k + 1, we can construct the following candidate solution:
which are feasible by the feasibility of the j − 1-th iteration. The theorem can be concluded by induction.
Remark 2.1: It might be desirable to use terminal inequality constraints to substitute terminal equality constraints for larger set of feasible initial condition x 0 in standard non-iterative-learning MPC. However, in our problem formulation, such a set is determined by how an initial feasible trajectory is constructed, which is not related to the terminal constraint (2).
III. ANALYSIS

A. Average performance analysis
We first consider the case when x 0 (k) does not converge to a steady state. This situation could happen in some chemical process where the performance index does not achieve optimal value at the steady state. In this case we are interested in the average performance of the state and control sequence.
). Then we have the following result:
Proof: Suppose that at the j-th iteration and time instant k, we have the optimal solution of Problem 1:
and the corresponding state trajectory:
Then we construct a feasible solution for time instant k + 1 as in Theorem 2.1:
Then we have the following result:
Taking average on both sides leads to that
Since l(x, u) is continuous, X and U are compact and Theorem 2.
Combining the above inequalities one can get thatS j ≤ S j−1 .
B. Convergence to a steady state
Now we consider the case when the initial feasible state and control sequence converges to a steady state. In this case, we assume that there exists (x s , u s ) satisfies that x s = f (x s , u s ) and lim k→∞ x 0 (k) = x s and lim k→∞ u 0 (k) = u s . Such a trajectory could be constructed by a known feasible feedback controller u = κ(x). Then the proposed algorithm can be used to search trajectories with better performance index.
We mainly discuss two properties of the proposed algorithm. The first one is that for the given initial feasible sequence, will the convergence of the sequence be kept by running the iterative learning algorithm? The second one is that if the iteration converges, i.e., lim j→∞ x j (k) and lim j→∞ u j (k) exist for all k ∈ N, what is this limit state and control sequence?
For the convergence of the steady state, we make use of the following definition, which is standard in economic MPC literatures [1] . Definition 3.1: System (1) is dissipative with respect to a supply rate s : X × U → R if there exists a continuous function λ : X → R such that:
This definition is slightly stronger than the one in [1] . In [1] , λ(·) is not required to be continuous.
Theorem 3.2: If system (1) is dissipative with respect to the supply rate:
Remark 3.1: By the definition of dissipative property, the following holds
On one hand,
On the other hand,
Define the rotated stage cost L(x, u) = l(x, u) − λ(f (x, u)) + λ(x). Without loss of generality, in the sequel, we assume that l(x s , u s ) = 0 and L(x, u) ≥ 0. Then we introduce the auxiliary optimization problem:
. . , k + N − 1 are the optimal control and state sequences respectively. Proof: Firstly, note that Problem 1 and 2 have the same constraints. Therefore their feasibility is the same.
Next, note that
and λ(x j (k)) − λ(x j−1 (k + N )) is a constant. Therefore, the objective function of Problem 1 and 2 only differ by a constant, which implies that they have the same optimal solution(s). Now we are ready to prove Theorem 3.2.
Proof: Since Problem 1 and 2 are equivalent, we study the proposed iterative learning algorithm induced by Problem 2. By the continuity of L(x, u), L(x, u) is upper bounded in X × U. Suppose that lim k→∞ x j−1 (k) = x s and lim k→∞ u j−1 (k) = u s . We shall prove that lim k→∞ x j (k) = x s and lim k→∞ u j (k) = u s .
Following the same argument in the proof of Theorem 3.1, one can write that
By recursive feasibility of Problem 2 and the continuity of
By the uniqueness of (x s , u s ), the proof is completed.
Remark 3.2:
In [1] , to ensure stability of the steady state, strictly dissipative assumption, which requires a positive definite function ρ(
, is needed. In this paper, we only require a weaker dissipative assumption, if a convergent initial feasible trajectory is available.
Then we prove that the closed-loop performance of each iteration is not worse than that of the previous one. To this end, we assume that lim T →∞
Taking summation on both sides leads to that
Theorem 3.2 tells us that lim T →∞ x j (T ) = x s and lim T →∞Ṽ * j (x j (T )) = 0. By letting T → ∞,
Note that the right hand side of (4) is finite when j = 1. Then by induction, we know that
Consider Problem 2 at k = 0 and iteration j. By recursive feasibility of the proposed algorithm, one can observe that x j−1 (k), k = 0, . . . , N and u j−1 (k), k = 0, . . . , N − 1 are feasible state and control sequences for Problem 2 at k = 0 and iteration j. Therefore, the
will not be smaller than the optimal one, which isṼ * j (x j (0)). Combing this fact with (4), one obtains thatJ j+1 ≤J j , j ∈ N. The proof is completed by 
subject to Suppose that the limits lim j→∞ x j (k) and lim j→∞ u j (k) exist and we denote them as x ∞ (k)
If the optimal solution of Problem 3 is unique, then x ∞ (k) and u ∞ (k) are N -receding-horizon optimal for system (1) .
Proof: Denote the optimal cost of Problem 1 and Problem 2 at time instant k and initial state x ∞ (k) as V ∞,N (k) andṼ ∞,N (k), respectively. Then similar to the proof of Theorem 3.2,
The above implies that
Letting T → ∞, we obtain that
On the other hand, u ∞ (i), i = k, . . . , l + N − 1 is a feasible solution of Problem 2. Therefore,
and the proof is completed by the uniqueness of the optimal solution of Problem 3 and the fact
IV. EXTENSIONS
A. Average constraint
In Consider a bounded sequence v(k), k ∈ N. Similar to [1] , we define the set of asymptotic averages:
Let Y ⊂ R p be a compact convex set and y j an auxiliary output variable defined as y j (k) =
h(x j (k), u j (k)), where h : X × U → R p is continuous. We will discuss on how to ensure the average constraint Av[y j ] ⊂ Y can be satisfied by state and control sequences for any iteration j ∈ N.
First we assume that for the initial feasible state and control sequences x 0 (k) and u 0 (k),
Then we introduce the following optimization problem for the j-th subject to
The time-varying constraint Y j,k is used to ensure that the average constraint can be satisfied.
) and Y 0 ⊂ R p as arbitrary compact convex set containing the origin. and ⊕ denote standard set addition and subtraction respectively. Proof: Suppose that after the (j − 1)-th iteration, feasible state and control sequences x j−1 (k) and u j−1 (k), k ∈ N are obtained. Then for the j-th iteration, at time instant 0, the following state and control sequence is feasible:
. Suppose that at time instant k of the j-th iteration, Problem 4 is feasible. By the terminal constraint (6), we have x * j (k + N |k) = x j−1 (k + N ). Therefore, for time instant k + 1, we can construct the following candidate solution:
x * j (k + 1|k), x * j (k + 2|k), . . . , x * j (k + N − 1|k), x j−1 (k + N ), x j−1 (k + N + 1).
To prove that his candidate solution is feasible, we only need to show that constraint (7) is satisfied since other constraints are satisfied by Theorem 2.1. Note that k+N −1 i=k h(x * j (i|k), u * j (i|k)) ∈ Y j,k . Feasibility directly follows from that
To show that the average constraint is also satisfied, we first rewrite Y j,k as
h(x j (i), u j (i)).
Combining (8) with (7) implies that
h(x j−1 (i), u j−1 (i)).
Note that k+N −1 i=k h(x j (i|k), u j (i|k)) is bounded due to the compactness of X and U and the continuity of h(·, ·). Then by letting k goes to infinity along any subsequence k n such that
exists, we have
by the feasibility of x j−1 (k) and u j−1 (k), k ∈ N. Then the proof is concluded by induction and the feasibility of x 0 (k) and u 0 (k), k ∈ N.
V. NUMERICAL EXAMPLES
A. Constrained regulator 1) Linear case: We first test the proposed iterative learning MPC on the same example as in [18] . The system model is given by The performance index to be minimized is ∞ k=0 x(k) 2 2 + u(k) 2 2 . The initial feasible state and control sequence is generated by using an open-loop controller to drive the state to a small neighborhood of the origin and then using a stabilizing linear feedback controller. The prediction horizon is also chosen as 4 as in [18] . In Fig. 1 we present the evolution of the performance along iterative learning. In Fig. 2 , the state trajectories of iterations are shown. It can be observed that it converges after 5 iterations. After 15 iterations, the value of performance is 49.9163620911 while the one in [18] is 49.9163600440. Though the resulted closed-loop trajectory is only 4-receding-horizon optimal by Theorem 3.4, the performance loss compared with the optimal trajectory is negligible. 2) Nonlinear case: Consider a nonlinear system: and
The performance index to be minimized is ∞ k=0 x(k) 2 2 + u(k) 2 2 . The initial feasible state and control sequence is generated by using an open-loop controller to drive the state to a small neighborhood of the origin and then using a stabilizing linear feedback controller. The prediction horizon is also chosen as 4. In Fig. 3 we present the evolution of the performance along iterative learning. In Fig. 4 , the state trajectories of iterations are shown. In Fig. 5 we show the trajectories of the last 17 iterations, from which the convergence of the trajectories is clear. The target trajectory is a square with width 4, center (4, 4) and period T = 16. The prediction horizon is chosen as N = 4. Note that due to the state and input constraints, perfect tracking is impossible. The optimal reachable trajectory is defined by the following optimization problem:
x(k + 1) = Ax(k) + u(k),
This optimal reachable trajectory will not be implemented in the control algorithm. It is labeled in Fig: 7 by using yellow cross. The tracking error ∞ k=0 x(k) − r(k) 2 2 is infinite. So we consider the average tracking error as lim T →∞
The initial feasible trajectory is given as a square with width 4 and center (2, 2) and period T = 16. In Fig: 6 , we show the performance index of each iteration. In Fig: 7 , the state trajectory of each iteration is shown.
We can see that the trajectory converges after 3 iteration. As expected, the trajectory converges to the optimal reachable trajectory.
2) Nonlinear vehicle: In this example we consider a simplified nonlinear vehicle model:
where (x, y) denotes the position of this vehicle, v is the velocity, θ is the direction of the velocity, a is the acceleration and ω is the angle velocity. Suppose that the control input is the acceleration and the angle velocity and the constraints are −15m/s 2 ≤ a ≤ 15m/s 2 and −12rad/s ≤ w ≤ 12rad/s. This system is discretized with sampling time interval δ = 0.1s. The initial condition of this vehicle is set as (0, 0, 0, 0) T . The target trajectory is a circle with radius 6 meter, center (6, 6) and period T = 4s. The prediction horizon is chosen as N = 10. In Fig: 8 we present the average tracking error of each iteration and we can see that it converges after Fig: 9 we present the initial feasible trajectory and the trajectory of the first 11 iterations. One can observe that, though the initial trajectory is a totally different periodic trajectory, after a few iterations, the vehicle can learn to approach to the target trajectory. 
C. Consecutive-competitive reactions
In the next two examples, we use a nonlinear model of a isothermal chemical reactor with consecutive-competitive reactions [1] : The dynamic model is given bẏ The time average value of u 1 is set as
and a hard constraint 0 ≤ u 1 ≤ 5 is also enforced. The control objective is to maximize the average amount of P 1 in the effluent flow (l(x, u) = −x 3 ). The steady state of the system is given by x s = (0.3874, 1.5811, 0.3752, 0.2373) T and u s = (1, 2.4310) T . The initial feasible trajectory is generated by using an open-loop controller to drive the system state to the steady state and then using u s to main the steady state.
1) Pure economic cost:
We first test the proposed ILEMPC algorithm with a pure economic cost l(x, u) = −x 3 . In Fig: 10 and 11 we present the closed-loop state trajectory and x 3 of each iteration. As we can observe, though the initial trajectory is convergent, to obtain more average amount of P 1 , the controller gradually learns to destabilize the system such that x 3 oscillates around x 3 = 0.4. In Fig: 12 and 13 we present the control input and u 1 of each iteration. Fig: 14 shows that though u 1 keeps oscillating, the average of u 1 gradually converges to the upper bound of the given set for each iteration. Finally, Fig: 15 shows that the average performance is improved along the learning process.
2) Convexified economic cost:
We then test the proposed ILEMPC algorithm with a convex-
, which makes the dissipative assumption hold. In this case, the average amount of P 1 for each iteration will be the same since by Theorem 3.2, the state trajectory of each iteration also converges to the steady state. Therefore, we compare ∞ k=0 (l(x j (k), u j (k))−l(x s , u s )) for each iteration. In Fig: 16 and 17 we present the closed-loop state trajectory and x 3 of each iteration. In Fig: 18 and 19 we present the control input and u 1 of each iteration. Fig: 20 shows that the average of u 1 gradually converges to the upper bound of the given set for each iteration. Finally, Fig: 21 shows that the transient performance is improved along the learning process. 
VI. CONCLUSION
In this paper, an learning-based economic model predictive control algorithm for iterative task has been proposed. The main features of the proposed control algorithm are: 1) it could exploit information from previous execution to improve the closed-loop performance; 2) the interested performance index is not limited in tracking error but could contain general economic cost of the plant operation. We have proved that at each iteration, the performance index to be optimized will be no worse than that of previous iteration. For stabilization problem, we have proved that under dissipative assumption, the stability of the initial feasible trajectory is preserved. After that, under some assumptions on the uniqueness of the optimum, we have proved that if the closed-loop trajectory converges to a steady state trajectory, then it is the N -receding-horizon optimal trajectory. The proposed ILEMPC is tested on constrained stabilization problems and unreachable tracking problems for both linear and nonlinear systems and a nonlinear isothermal chemical reator model. The effectiveness of the proposed algorithm is illustrated.
