Phonological manipulations affect performance in a letter search task that requires only a shallow level of processing. In Experiment 1, phonology reduced accuracy in the letter search task when a pseudohomophone (GAM) contained a target letter ("i") that was missing in the spelling of its (nonpresented) sound-alike base word (GAME). In Experiment 2, phonology increased accuracy in the letter search task when the target letter was present in both the spelling of the pseudohomophone and the spelling of its sound-alike base word ("m" in GAIM and GAME). In Experiment 3, we showed that the phonology-hurts effect of Experiment 1 is not peculiar to nonword letter strings but generalizes to familiar words. In Experiment 4, we obtained a phonology-hurts effect on correct response times when stimuli were visible until participants responded (stimuli were not masked).
in comparison with controls (Coltheart, Patterson, & Leahy, 1994; Jared & Seidenberg, 1991; Peter & Turvey, 1994; Van Orden, 1987; Van Orden et al., 1992) . Additionally, categorization error rates to nonword homophone foils (e.g., roze) match those of yoked word homophone foils (Van Orden, Johnston, & Hale, 1988) . In proofreading tasks, misspellings are more difficult to detect if they are homophonic to a correct spelling (Daneman & Stainton, 1991; Van Orden, 1991; Van Orden et al., 1992) . In sentence evaluation tasks, orthographically unacceptable sentences are harder to reject if they are phonologically correct than if they are phonologically incorrect (Coltheart, Avons, Masterson, & Laxon, 1991; Coltheart, Laxon, Rickard, & Elton, 1988; Treiman, Freyd, & Baron, 1983) . In priming studies, performance in the lexical decision and the naming task is better when target : words are preceded by phonologically related primes than when preceded by control primes (Ferrand & Grainger, 1992 , 1993 . In addition, performance is facilitated when target words are preceded by homophones or pseudohomophones of a semantically related word (e.g., TOWED primes FROG; Lesch & Pollatsek, 1993; Lukatela & Turvey, 1994a , 1994b . Finally, a number of studies measuring eye movements suggest that phonological aspects of letter strings affect visual word processing in more "natural" reading situations (Inhoff & Topolski, 1994; Pollatsek, Lesch, Morris, & Rayner, 1992; Rayner, Sereno, Lesch, & Pollatsek, 1995) .
The challenge remains to establish the boundary conditions of phonology effects. Would a printed word's phonology affect performance in tasks that only require a "shallow" level of processing and do not necessarily involve processing of word identities? A variety of studies using brief presentation masking and priming have shown phonology effects in shallow tasks that might not involve the processing of meaning (Ferrand & Grainger, 1992 ; Lukatela & Turvey, 1994a , 1994b Perfetti & Bell, 1991; Perfetti, Bell, & Delaney, 1988) . However, these tasks still focus on processing of word identities. In contrast, in the present studies, we test for phonology effects in an even shallower task, the letter search task. In this task, participants need only perceive the presence or absence of target letters within letter strings.
Recently, Ziegler and Jacobs (1995) found phonology effects in a letter search task. In a series of experiments in German, participants were presented with a target letter (e.g., "i") followed by a letter string (a word, a pseudohomophone. a pseudoword control, or a nonword). The task was to indicate whether the target letter was present or absent in the letter string. All experiments presented pseudohomophones (e.g., taip or brane) that either contained a letter ("i") that was absent in their sound-alike baseword (tape) or were missing a letter ("i") that was present in their sound-alike baseword (brain). Ziegler and Jacobs (1995) found a strong pseudohomophone disadvantage (i.e., more errors and longer decision latencies) when the letter string was a target-present pseudohomophone (taip) or a target-absent pseudohomophone (brane) in comparison with a pseudoword control.
Hooper and Paap (in press) reported a similar effect in the Reicher task. Participants performed significantly worse in a pseudohomophone condition when the incorrect alternative formed a sound-alike word than in a control condition. (Henceforth, we will refer to such effects as "phonologyhurts" effects.) Simulation results demonstrated that currently implemented versions of both interactive activation (McClelland & Rumelhart, 1981) and activation verification models (Paap, Newsome, McDonald, & Schvaneveldt, 1982) cannot account for phonology-hurts effects without adding .phonology (Hooper & Paap, in press; Jacobs, Rey, Ziegler, & Grainger, in press) .
A phonology-hurts effect in a task that could be done by matching visual features is generally consistent with the idea of bidirectional perception (Grossberg, 1980; McClelland, 1987; Stone & Van Orden, 1989; Van Orden & Goldinger, 1994) . According to interactive and resonance type models, word perception is strongly influenced by the match between expectations generated at a deeper level of processing and the coding of the stimulus at a shallower level of processing. If expectations are generated by phonology, then such models naturally predict phonology effects in the letter search task, because the activity pattern at phonological layers feeds activation back to the visual layers. In such a model, stimulus activation is altered (or shaped) as a function of competitive-cooperative dynamics within and between the visual and phonological layers (Grainger & Ferrand, 1996; Schade & Berg, 1992; Stone, Vanhoy, & Van Orden, in press; Stone & Van Orden, 1994; Van Orden & Goldinger, 1994) . We use these models as guides to generate predictions tested in our experiments. We will consider alternative models in the course of this article (see , for a recent classification of models of word perception).
Our Experiment 1 is a straightforward replication of the pseudohomophone disadvantage in the letter search task (Ziegler & Jacobs, 1995) . This effect was originally found in German, a language with a highly regular spelling-tosound mapping (Scheerer, 1987) . Highly regular orthographies could exaggerate reliance on stimulus phonology. Consequently, it is important to demonstrate this effect in English, a language with an irregular orthography. We also add a base word frequency manipulation not included in Ziegler and Jacobs (1995) . Base word frequency effects have previously been observed in lexical decision, semantic categorization, and proofreading performance (Van Orden, 1991; Van Orden et al., 1992) . Experiment 2 tests for a pseudohomophone advantage. In this manipulation, "word" phonology of pseudohomophones may help rather than hurt performance. Experiment 3 generalizes phonology effects in the letter search task to English words (i.e., homophones). Finally, Experiment 4 demonstrates that phonological constraints afreet performance in more "normal" reading situations without pattern masking.
Experiment 1
In a letter search task, participants search for a prespecified target letter in a briefly presented, backward-masked, letter string. On key trials, pseudohomophones are presented (e.g., GAIM or GANE). On target present trials, GAIM contains a target letter ("i") absent in the spelling of its (nonpresented) sound-alike base word (GAME). On target absent trials, GANE is missing a letter ("i") present in the spelling of its (nonpresented) sound-alike base word (GAIN). Using a parallel manipulation, Ziegler and Jacobs (1995) demonstrated that participants produced exaggerated miss error rates when the target letter was present in the pseudohomophone (GAIM) but absent in the sound-alike base word and exaggerated false alarm error rates when the target letter was absent in the pseudohomophone (GANE) but present in the sound-alike base word.
Experiment 1 has the following aims: First, as noted, because the original study by Ziegler and Jacobs (1995) was done in German, we attempt to replicate their phonologyhurts effect in English. Second, we include a base word frequency manipulation with respect to the stimulus pseudohomophones. Half of the pseudohomophones sound like high-frequency base words and half sound like lowfrequency base words. Base word frequency effects provide strong evidence that the phonological structure of unfamiliar and novel letter strings activates lexical information (Van Orden et al., 1992) . In previous experiments, Ziegler and Jacobs (1995) failed to find a base word frequency effect in the letter search task. However, this null effect was based on a post hoc analysis of a relatively small number of items and, therefore, might have been due to a lack of power. Third, performance on pseudohomophones is tested not only against the more commonly used spelling controls, but also against body controls. Body controls share the same rime (body) with a pseudohomophone. The body control for GAIM (homophonic to "game") could be any nonword with the same spelling body __AIM, for instance JAJM. The contrast between performance to pseudohomophones versus performance to body controls ensures that poorer performance to pseudohomophones is not merely due to statistical properties of pseudohomophones (as opposed to having phonology identical to words). For example, if the only grain size of phonology effects were bodies or rimes, then GATM or JAIM should produce similar phonology effects because they contain the same body __AIM. A difference between body controls and pseudohomophones, however, corroborates that pseudohomophones activate to some extent sound-alike word phonology. Table 1 illustrates the basic design of the experiment.
Method
Participants. Thirty-six Arizona State University introductory psychology students participated for partial course credit. Participants were randomly assigned to conditions. All were native speakers of English and reported normal or corrected-to-normal vision.
Stimuli. The stimulus set consisted of 52 pseudohomophones, 52 body controls, 52 spelling controls, 52 words, and 48 word fillers. Half of the pseudohomophones were derived from lowfrequency base words (mean base word frequency = 5.1 per million). Frequency was estimated using the CELEX frequency count (Baayen, Piepenbrock, & van Rijn, 1993) . The remaining pseudohomophones were derived from high-frequency base words (mean base word frequency = 166 per million). Similarly, half of the 52 words were low frequency (mean frequency = 8.6 per million) and half were high frequency (mean frequency = 299 per million).
For target-present trials, pseudohomophones were chosen so that the target letter (e.g., "i") was present in the pseudohomophone (e.g., GAIM) but absent in the spelling of its (nonpresented) sound-alike base word (e.g., GAME). On target-absent trials, the target letter ("i") was absent in the pseudohomophone (GAME) but present in the spelling of its (nonpresented) sound-alike base word (GAIN). Half of the total trials were target-present trials, and half of the trials were target-absent trials. Likewise, half of the pseudohomophones contained a target letter, the other half did not contain a target letter. Pseudohomophones of high and low base word frequency were all yoked to control items. The basis for yoking was mat the same target letter (e.g., "i") was presented with both a high-and low-frequency, target-present and target-absent pseudohomophone and their respective controls (see also Table 1 ).
In almost all cases, each target letter appeared in the same serial position in target-present trials for a quadruple of low-frequency words, pseudohomophones, and respective body and spelling controls. The same was true for high-frequency words, pseudohomophones, and respective body and spelling controls (e.g., "i" occurred in a medial position in the low-frequency stimulus quadruple NAIL, SAIN, TAIN, SNIE; "i" occurred in a medial position in the high-frequency quadruple GAIN, GAIM, JATM, GJME). The serial position of a target letter within a string accounts for a major part of the variance in letter identification performance (Carr, Lehmkuhle, Kottas, Aster-Stetson, & Arnold, 1976; MontaM & Nazir, 1995; Nazir, Heller, & Sussmann, 1992; O'Regan & Jacobs, 1992; Paap & Johansen, 1994) . Therefore, it was crucially important to control letter position as closely as possible across the other manipulations.
A second factor that may determine letter search performance is letter-phoneme type (consonants vs. vowels). Recent masking and priming experiments suggest that in English, consonants benefit from a faster assembly of their phonology than do vowels (Berent & Perfetti, 1995) . Therefore, we matched tetter-phoneme type within every context manipulation. For example, if participants were searching for a vowel in a pseudohomophone, then they would also search for a vowel in each of the yoked controls.
The homophony of the pseudohomophones was verified using a procedure described in Van Orden et al. (1988) . Ten "judges" quickly read aloud a randomized list of pronounceable nonwords including the candidate pseudohomophones. For a pseudohomophone to be accepted as homophonic to a word, 9 of 10 judges must have pronounced it to match its base word, and any non-base word pronunciation must be due to misperception of letters (e.g., GAIM called GRIM).
Yoked body controls were constructed by using the body of a pseudohomophone with a different head. For example, the body control for GAIM (homophonic to game) could be any nonword with the same spelling body AIM, for instance JAIM. The body grain size was chosen for these controls because bodies are important statistical structures in alphabetic languages (Stone et al., in press; Treiman, Mullennix, Bijeljac-Babic, & Richmond-Welly, 1995; Ziegler, Jacobs, & Stone, 1996) . Although body controls are statistically very similar to the pseudohomophones, they are not phonologically identical to actual words.
Yoked spelling controls were chosen to control for spelling similarity between pseudohomophones and base words. An ideal spelling control is one that matches the base word's spelling except in one medial letter position (e.g., GIME as spelling control for GAIM's similarity to GAME) but is not itself a pseudohomophone of any English word. Additionally, it must contain the target letter on target-present trials, and the serial position (initial, medial, final) of the target letter within the spelling control should be identical to the serial position of the target letter within the pseudohomophone. To satisfy these various constraints, some of the spelling controls tended to be slightly orthographically illegal (e.g., SPELR as spelling control for SPEAR or TAETH as spelling control for TEETH). Note, however, that performance in perceptual identification tasks, such as the letter search task, is poorer when letter strings have illegal orthographic structure (Gibson, Pick, Osser, & Hammond, 1962; Miller, Brnner, & Postman, 1954; Ziegler, 1993) . Because the effect of interest would appear as poorest performance to pseudohomophones (phonology-hurts), any variable that reduces performance to spelling controls would work against detecting a phonology-hurts effect. We constructed two stimulus lists to ensure that sound-alike base words were not presented within the same experimental list as their corresponding pseudohomophones. For example, if SAIN was a target-present pseudohomophone in List 1, its base word SANE would be a target-absent word in List 2. Similarly, if NALE was a target-absent pseudohomophone in List 1, its base word NAIL would be a target-present word in List 2. All stimuli and their corresponding target letters are listed in Appendix A.
Procedure. Testing occurred individually in sound-attenuated booths. Participants were seated in front of an Apple Macintosh SE at a distance of approximately 50 cm. All stimuli were typed in capital letters using a standard Macintosh font: Courier size 18. Four-letter words subtended approximately 1.6° of visual angle horizontally (2.0° for five-letter words) and .46° vertically. The stimuli were presented on a monochrome monitor with a refresh rate of 60 Hz.
Participants were instructed to respond rapidly but not at the expense of accuracy, using the "0" (target-absent) and "1" (targetpresent) key of the computer keyboard. Each trial began with a 700-ms presentation of the target letter. Then the fixation mark (":") was presented for another 700 ms. The fixation mark was replaced by the stimulus string, which remained on the screen for 33 ms. The stimulus string was followed by a backward mask, consisting of superimposed Xs and Os, at a fixed interstimulus interval of 33 ms (for a total stimulus onset asynchrony of 66 ms between letter string and mask). Items were presented in a pseudorandomized order. No feedback concerning task performance was given to the participants. All participants performed 20 practice trials. The entire procedure took about 20 rain to complete.
As in previous experiments (Ziegler & Jacobs, 1995) , we used data-limited presentation conditions (brief exposure and a backward mask) to make stimulus perception difficult. Of course, there are problems with any laboratory task that uses a brief exposure paradigm (Dodge, 1907; Eriksen, 1980; Gibson, 1979; Prinzmetal & Silvers, 1994) . However, this paradigm works for our purpose in the following ways: First, it pulls performance down from ceiling so we may avoid null-phonology effects. Unlimited presentation time may allow visually constrained clean-up to obscure phonology effects (Lukatela & Turvey, 1994b; Van Orden & Goldinger, 1994; Van Orden et al., 1990) . Second, brief exposure may exclude the possibility that phonological codes provide a late source of constraint on letter-in-context perception in relation to the potential source of constraint provided by direct visual access (Berent & Perfetti, 1995; Lukatela & Turvey, 1994b; Peter & Turvey, 1994; Van Orden, 1987) . Third, we are interested in accuracy (errors) rather than response time (RT). From a modeler's point of view, perceptual errors provide stronger constraints for computational models than do mean RTs. To simulate longer RTs it is sufficient to generate interference at some point during the word recognition process, say, by assuming that noise at a phonological level slows down overall processing. However, to simulate errors one needs to specify how it happens that, on some occasions, incorrect items have higher activation levels than correct ones and are selected for response. Predicting the nature of errors is an important challenge for computational modeling (Dell, 1986 (Dell, , 1988 Jacobs & Gtainger, 1992 Ziegler, Rey, & Jacobs, in press) .
Results
The percentage of correct responses was computed for each participant. Of primary interest were planned comparisons between pseudohomophones and their corresponding body and spelling controls to test for the existence of a pseudohomophone disadvantage. An analysis of variance (ANOVA) assessed word and base word frequency effects, treating word frequency (high vs. low) and lexicality (words vs. pseudohomophones) as within-subject factors. Separate tests were computed with both participants (F t ) and items CF 2 ) as random factors.
Pseudohomophone disadvantage. The overall percentage of correct target detections for words, pseudohomophones, body controls, and spelling controls is given in Figure 1 . Item-specific data are given in Appendix A. Figure 1 shows a classic word superiority effect, that is, a target letter is more accurately detected within words than within nonwords of any type, Fj(l, 35) = 55.33, p < .001; F 2 (\, 25) = 23.12; p < .001. More important, we find a significant pseudohomophone disadvantage in the letter search task. Detection performance was 13% lower for target letters in pseudohomophones than for letters in their corresponding body controls, F/l, 35) = 43.71, p < .001; F 2 (\, 25) = 18.37, p < .001. Similarly, performance was 9% worse for letter detection in pseudohomophones in comparison with letter detection in spelling controls, F t (\, 35) = 20.34, p < .001; F 2 (l, 25) = 7.87, p < .05. The pseudohomophone disadvantage occurred on both targetabsent and target-present trials: Participants made more miss errors to target-present pseudohomophones and more false alarm errors to target-absent pseudohomophones. However, overall performance on target-present trials for words, pseudohomophones, and controls was slightly lower than performance on target-absent trials, as indicated by a significant main effect of response type by participants, and marginally significant by items, Fill, 35) = 11.81, p < .05; F 2 (l, 25) = 3.63, p < .10. This suggests a somewhat conservative response strategy on target-present trials (fewer hits but also fewer false alarms).
Word and base word frequency effects.
The next effects of interest are the frequency effects for words and pseudohomophones. The percentage of correct responses for two levels of lexicality (pseudohomophones vs. words) and two levels of word frequency (high vs. low) was computed for each participant and submitted to an ANOVA, treating lexicality and frequency as within-subject variables. The data exhibit a significant main effect of lexicality; letter detection performance for words is far better than for pseudohomophones, F,(\, 35) = 100.09, p< .0001; F 2 (l, 12) = 122.53, p < .0001. More interesting, frequency did not yield a significant main effect, F/(l, 35) = 1.61, p > .10; F 2 (l, 12) = .11, p> .50, but the interaction between lexicality and frequency was significant by participants, Fj(l, 35) = 11.29, p < .005, and marginal by items, F 2 (l, 12) = 3.60, p < .10. The interaction between lexicality and frequency is illustrated hi Figure 2 .
As can be seen in Figure 2 , we obtained a small frequency effect for words, that is, a letter is detected more accurately in high-frequency words than in low-frequency words (5% difference). The size of the word frequency effect is comparable to frequency effects obtained in other perceptual identification tasks . The base word frequency effect for pseudohomophones is reversed, however. A target letter is detected more accurately in pseudohomophones that are derived from low-frequency words than in pseudohomophones that are derived from high-frequency words (8% difference). In other words, phonology appears to hurt performance to pseudohomophones of high-frequency base words more than to pseudohomophones of low-frequency base words.
Discussion
The pseudohomophone disadvantage: Phonology hurts. In the present experiment, the pseudohomophone disadvantage in the letter search task is replicated and generalized to English. On both target-present and target-absent trials, performance was poorer for trials that included pseudohomophones man for yoked body controls or spelling controls. Our finding of a pseudohomophone disadvantage adds further to the accumulating evidence that phonology strongly constrains performance attendant on visual word perception. The present phonology effects are naturally accommodated by models that include recurrent activation between phonological nodes and letter nodes (Dijkstra, Frauenfelder, & Schreuder, 1993; Jacobs et al,, in press; Stone et al., in press; Van Orden & Goldinger, 1994) . The phonology-hurts effect was stronger for nonwords that sound like real words (pseudohomophones) than for nonwords that share some of the phonological properties but do not sound like real words (body controls). This finding ts compatible with the idea mat properly constructed pseudohomophones inevitably activate sound-alike word phonology (Van Orden et al., 1992) .
Recurrent network models may also be understood with respect to a more general dynamic systems framework (Grossberg, 1980; Grossberg & Stone, 1986; Haken, 1983; Hertz, Krogh, & Palmer, 1991; Scboner & Hock, 1993; Stone & Van Orden, 1994; Townsend, 1992; Van Orden & Goldinger, 1994) . Within this framework, phonology-hurts effects may be interpreted to indicate mat perception is shaped by cognitive dynamics. According to this approach, coherent perception emerges in stable dynamic structures between a stimulus environment and an organism (Varela, Thompson, & Rosch, 1991 ). An organism's intrinsic organizational tendencies may be seen as top-down influences on perception. If a stimulus specifies a pattern that is in agreement with the intrinsic tendencies, then the two contributions overlap in a cooperative way. The resulting perceptual pattern is highly stable. If a stimulus specifies a pattern that is in conflict with one or several intrinsic tendencies, then attracting and repelling forces overlap leading to competition between the contributions to the perceptual dynamics (Hock, Kelso, & Schoner, 1993; SchSner & Hock, 1993) . The resulting attractor solutions correspond to less stable patterns. The present phonology effects may be described in terms of mapping ambiguous stimuli onto multistable form-function dynamics. Our ambiguous stimuli (e.g., stimuli for which the pronunciation pattern can be mapped into different spelling patterns) give rise to multistable dynamics, that is, multiple coexisting attractors. The system is attracted to one of these multiple solutions if it is initially in one of their basins of attraction. Thus, in this framework, errors to pseudohomophones result from initial stimulus encodings that "fall" in the basin of attraction corresponding to the alternative spelling of a sound-alike word.
We derived our predictions from extant recurrent network accounts, and the observed agreement with performance corroborates the utility of this approach.
1 However, a noninteractive approach to word perception could also accommodate our finding of a phonology-hurts effect. Such a model would need to assume an assembled pathway from spelling to phonology. This phonological pathway could provide an alternative nonvisual code that can abstract the visual information necessary for letter search (Brown, Can, & Chaderjian, 1987; Carr, 1986; Can, Davidson, & Hawkins, 1978; Carr & Pollatsek, 1985; Hawkins, Reicher, Rogers, & Peterson, 1976) . Thus, in such a model, phonology is present during the processing of letter strings (a major point of this article) but it constitutes an independent, noninteracting source of potentially redundant information from which the presence or absence of a target letter can be inferred (e.g., Massaro & Cohen, 1994) . The most comprehensive model of this type is the parallel coding systems model by Carr and Pollatsek (1985) . This noninteractive model can account for the phonology-hurts effect observed under backward masking conditions. We need only assume a mechanism that transforms visual information into an alternative code that is relatively safe from visual masking effects and memory loss (cf. Van Orden, 1987) . This alternative or supplementary code is likely to be of phonological nature when visual code formation is disrupted by the use of backward masking (Carr, 1986; Carr et al., 1978; Carr & Pollatsek, 1985; Carr, Pollatsek, & Posner, 1981) . When the letter string is a pseudohomophone (e.g., GAIM), then this mechanism generates the phonology of the corresponding base word (game). Consequently, information concerning the target letter "i" is lost; the phonological code does not preserve the visual information. If we then assume that a decision mechanism resolves conflicting information on the basis of the relative strength of the codes or their relative timing and if, on occasion, the decision mechanism trusts the phonological code more than the visual code, then the phonologyhurts effect may result.
The modern version of dual route theory (Coltheart, Curtis, Atkins, & Haller, 1993; Coltheart & Rastle, 1994 ) also allows for phonological influences on orthographic processing. It does so, however, by assuming relatively indirect feedback. In Figure 2 of Coltheart and Rastle (1994) , the interactive dual route cascaded model (DRC) predicts higher activation of the whole word unit COAT in the orthographic input lexicon following the presentation of the pseudohomophone KOAT than following the presentation of the spelling control FOAT. This higher activation is the result of feedforward activation to the phoneme system through grapheme to phoneme correspondence rules, followed by feedback activation from the phoneme system to the phonological output lexicon and feedback from the phonological output lexicon to the orthographic input lexicon. Using this feedback circuit, the DRC might accommodate the phonology-hurts effect. Note, however, that the basic explanatory principle is feedback.
Currently, the DRC is being extended to more directly account for feedback phonology effects by assuming a bidirectional rule system. This bidirectional rule system translates graphemes to phonemes and phonemes to graphemes (M. Coltheart, personal communication, November 12, 1995) . This extension of the DRC will then allow phonological information to directly affect orthographic activation without having to travel through the various output and input lexicons.
Word and base word frequency effects. Letter detection performance for pseudohomophones derived from highfrequency words (e.g., GAIM-GAME) was poorer than for pseudohomophones derived from low-frequency words (SAIN-SANE). Borrowing the terminology of dynamic systems theory, the likelihood of the system relaxing into one of multiple attractor solutions depends on the relative strength of the attractors. The more often the dynamic system relaxes from a set of initial conditions to one particular attractor solution, the more stable this solution gets over time. In word perception, this is the case for initial encodings of patterns corresponding to high-frequency words. Because the system encounters initial codings of high-frequency words more often than initial codings of low-frequency words, attractor dynamics corresponding to high-frequency words are more stable. In a dynamic system characterized by multistable attractors, the strength of an "inappropriate" attractor solution is greater for those corresponding to high-frequency words. Codings that fall in basins of strong attractors are more likely to stay there. If the initial codings of a visual pattern fall into the inappropriate attractor (here the attractor of a sound-alike word), judgments based on this dynamically shaped percept lead to errors. However, the frequency effect for actual (nonhomophonic) words is opposite to the base word frequency effect obtained for pseudohomophones. This is what we would expect because for actual words, strong (i.e., highfrequency) attractors better ensure correct performance.
Experiment 2
The previous experiment and many other studies have exclusively tested for interfering effects of phonology. These phonology-hurts phenomena are observed as performance decrements (e.g., Hawkins et al., 1976; Hooper & Paap, in press; Jared & Seidenberg, 1991; Rubenstein et al., 1971; Van Orden, 1987; Van Orden et al., 1988 , 1992 Ziegler & Jacobs, 1995) . Excep-1 There are different opinions concerning the degree to which models can be more than "topological" guides to empirical work. Some cognitive scientists are committed to developing quantitative models that allow the prediction of not only the existence of phonology-helps or -hurts effects, but also the actual size of those effects (see Grainger & Jacobs, 1996; Jacobs et al., in press ). Others are more skeptical about the utility of quantitative modeling and trust better the qualitative predictions of models (see Van Orden & Goldinger, 1994; Van Orden, Pennington, & Stone, 1990). tions to this pattern are priming and masking studies in which phonology manipulations facilitate task performance (Ferrand & Grainger, 1992 ,1993 Lesch & Pollatsek, 1993; Lukatela & Turvey, 1994a , 1994b Perfetti & Bell, 1991; Perfetti et al., 1988) . In Experiment 2, we test for a pseudohomophone advantage using the stimuli from Experiment 1. We construct a manipulation, guided by interactive and resonance models, in which feedback from phonology should help letter detection.
The search target letters (e.g., "i") in Experiment 1 were never letters such as G, A, and M, that are present in both a pseudohomophone's spelling (GAIM) and its base word's spelling (GAME). HypotheticaUy, if a pseudohomophone (GAIM) is presented, but the system relaxes into an attractor corresponding to the sound-alike word (GAME), the word's letters are suggested. Thus, if participants search for a target letter such as "m" in the pseudohomophone GAIM, GAME'S attractor dynamics would now favor the presence of the actual target letter. In terms of interactive and resonance models, feedback from phonology corresponding to the sound-alike word GAME would include the activation of the units in the visual layer coding the actual target letter "m." Thus, the same attractor dynamics that lead to a phonology-hurts effect in our previous experiment should lead to a "phonology-helps" effect in the present experiment. Consequently, we may observe better performance to pseudohomophones than to yoked controls.
Method
Participants. Thirty Arizona State University students participated for partial credit. Participants were randomly assigned to one of two experimental stimuli lists. All were native speakers of English and reported normal or corrected-to-normal vision. One participant's data were discarded because overall performance was at chance.
Stimuli. The stimuli were identical to those used in Experiment 1 except for the change in target letters. For target-present trials, target letters (e.g., "m") were chosen that appear in both the presented pseudohomophone spelling (GAIM) and in the spelling of the sound-alike base word (GAME). For target-absent trials, target letters were chosen that were absent in both the presented pseudohomophone and the base word (e.g., "m" in NALE, homophonic to NAIL). One quadruple of pseudohomophones from Experiment 1 (and their respective controls) was excluded because no target letter could be found that satisfied these constraints. This resulted in a total of 48 pseudohomophones, 48 body controls, 48 spelling controls, 48 words, and 48 word fillers. As in Experiment 1, the same target tetters occurred on target-present and targetabsent trials. However, within the given constraints, it was impossible to match target letters for high-and low-frequency words. Therefore, in this experiment, we focus on the existence of a pseudohomophone advantage, neglecting frequency effects. The new target letters appear in Appendix B along with the itemspecific data.
Procedure. The procedure was identical to that used in Experiment 1.
Results
Data were analyzed as in Experiment 1. Percentage correct target detection for words, pseudohomophones, body controls, and spelling controls is illustrated in Figure 3 .
As can be seen in Figure 3 , the less word-Uke the letter string, the poorer the overall letter detection. Accuracy was highest for letters in words and lowest for letters in spelling controls. Consistent with our hypothesis, target letters were detected more accurately in pseudohomophones than in body controls, F/l, 28) = 5.76, p < .05; F 2 (l, 23) = 2.88, p < .10, or spelling controls, F,(l, 28) = 6.47, p < .05; F 2 (l, 23) = 7.56,p < .05. As in Experiment 1, we obtained a word superiority effect: Better letter detection for targets presented in words than for those presented ' n nonwords, Fj(\, 28) = 22.22, p < .001; F 2 (\, 23) = 28.65, p < .001.
A comparison between Figures 1 and 3 shows that the rank order of performance to words, body controls, and spelling controls was the same in Experiments 1 and 2. Accuracy on pseudohomophone trials, however, increased by 24% from Experiment 1 to Experiment 2. A planned comparison of item means for pseudohomophones across Experiments 1 and 2 reveals that this increase is highly significant, t(47) = 7.5, p < .001. The phonology-hurts effect in Experiment 1 became a phonology-helps effect in Experiment 2.
Discussion
The results of Experiment 2 demonstrate that the pseudohomophone disadvantage can be reversed. If we assume that similar attractor dynamics describe performance in Experiments 1 and 2, then we would expect opposite outcomes for pseudohomophones across the two experiments. In Experiment I, for a target-present pseudohomo- phone (GAIM), an "inappropriate" attractor corresponding to the base word (GAME) would entail the absence of the target letter "i." In Experiment 2, however, for the same target-present pseudohomophone (GAIM), dynamics resulting in the same inappropriate attractor would entail the presence of the target letter "m." In terms of interactive and resonance models, dynamics between the letter nodes and phonological nodes include feedback suggesting the presence of "m" in GAIM as well as the presence of "m" in GAME. Performance for pseudohomophones increased from Experiment 1 to Experiment 2 by almost 25%. Although accuracy on pseudohomophone trials does not reach the level of words, they show an advantage over spelling and body controls. One might call this finding a "pseudohomophone superiority effect." Of course, the parallel coding systems model (Carr & Pollatsek, 1985) can also account for this pattern of results. Although the alternative or supplementary phonological code provided conflicting information with respect to the presence or absence of target letters in pseudohomophones in Experiment 1, it provides redundant information for pseudohomophones in Experiment 2.
Experiment 3
Our experiments and previous studies (Hooper & Paap, in press; Ziegler & Jacobs, 1995) have shown that phonology constrains perception of unfamiliar letter strings, such as pseudohomophones. It could be argued, however, that phonology only affects perception of unfamiliar and novel letter strings. Experiment 3 aims at generalizing phonology effects in the letter search task to familiar words, namely English word homophones.
As in Experiments 1 and 2, participants search for a prespecified target letter in a briefly presented, backwardmasked letter string. On key trials, homophones are presented. On half of these trials, a stimulus homophone (e.g., HAIL) contains a target letter (e.g., "i") that is absent in the spelling of its (nonpresented) homophone mate (e.g., HALE). On the other key trials, a stimulus homophone (HALE) does not contain a target letter ("i") that is present in the spelling of its (nonpresented) homophone mate (HAIL).
In interactive and resonance models, feedback from phonological nodes, coding the common phonology of the homophone mates, activates letter nodes corresponding to both spellings of a homophone. On target-present trials, the nonpresented homophone's spelling would entail the absence of the target letter ("i" is absent in HALE), even though it is present in the stimulus HAIL. On target-absent trials, the nonpresented homophone's spelling entails the presence of the target letter ("i" is present in HAIL), even though it is missing in the stimulus HALE. In both cases, feedback from phonological nodes includes the "misleading" activation of letter units that are not present in the visual stimulus. We also include a frequency manipulation in Experiment 3 to investigate whether the homophone disadvantage generalizes to both high-and low-frequency words. The basic design of the experiment is illustrated in Table 2 .
Method
Participants. Forty Arizona State University introductory psychology students participated for partial course credit. Participants were randomly assigned to one of two stimulus list conditions. All were native speakers of English and had normal or corrected-tonormal vision.
Stimuli. The target items in the experiment consisted of 80 homophones and 80 control words. Half of the homophones and half of the control words were low-frequency words and the other half were high-frequency words. Homophones and their respective control words were matched on frequency as estimated by a frequency count (CELEX; Baayen et al., 1993) . Mean frequency for low-frequency homophones and their control words was 4.2 per million and 6.2 per million, respectively. Mean frequency for high-frequency homophones and their control words was 271 per million and 282 per million, respectively. The experiment also included 80 fillers trials that presented high-and low-frequency words.
Homophones were selected for two trial conditions. On targetpresent trials, the target letter ("i") was present in the spelling of the stimulus homophone (FLAIL) but absent in the spelling of its homophone mate (HALE). On target-absent trials, the target letter ("i") was absent from the spelling of the stimulus homophone (HALE) but present in the spelling of the homophone mate (HAIL).
Control words were selected that matched the homophones in word length, frequency, and target letter-phoneme type. For example, the control word of a low-frequency homophone (HAIL) was a nonhomophonic, low-frequency word with a similar local spelling pattern (NAIL).
The same target letters were used for target-absent and targetpresent trials. Word length and serial position of the target letter within the letter string was matched for homophones and their respective control words. For example, the target letter "i" for HAIL and its control word NAIL is in the third letter position in both items. However, due to population characteristics of homophones in English, it was impossible to perfectly yoke the target letters of high-and low-frequency words. Consequently, frequency is manipulated between items, which weakens the strength of this manipulation. However, frequency effects were not our primary interest.
No participant was presented with both words of a homophone pair. If HAIL was & stimulus, its homophone mate HALE was not presented. To optimally use the limited pool of English homophones, we constructed two stimulus lists. This allowed us to use both homophone mates as stimuli. The entire set of stimulus items along with item data are listed in Appendix C, Procedure. The procedure was identical to that used in Experiments 1 and 2.
Results
Percentage correct for each of the eight conditions was computed and submitted to an ANOVA. The eight conditions were obtained by the factorial combination of two levels of homophony (homophones vs. control words), two levels of word frequency (low vs. high), and two levels of response type (target present vs. target absent). Homophony, frequency, and response type were treated as withinsubject variables. Separate tests were computed with both participants (F,) and items (F 2 ) as random variables. In the item analysis, frequency was treated as a between-item manipulation because target letters were not perfectly yoked across this manipulation. Percent correct for high-and lowfrequency homophones and their respective control words is shown in Figure 4 .
Performance was poorer to homophones than to control words, F 7 (l, 39) = 24.76, p < .001; F 2 (l, 38) = 15.26,p < .01. In addition, target letters were better detected in highfrequency words than in low-frequency words, F 7 (l, 39) = 28.27, p < .001; F 2 (l, 38) = 12.04, p < .01. The interaction between homophony and word frequency was also significant, F/l, 39) = 10.93, p < . .01; the homophone disadvantage was larger for lowfrequency homophones (8%) than for high-frequency homophones (1%). No significant effect was found for response type, target present versus target absent, Fj(l, 39) = .001, ns; F 2 (l, 38) = .008, ns, nor for interactions between response type and homophony, F/l, 39) = .17, ns; F 2 (t, 38) = .04, ns, and response type and word frequency, F/l, 39) = 2.82, p > .10; F 2 (l, 19) = .91, p > .10.
Discussion
The results of Experiment 3 demonstrate that phonology effects in the letter search task are not peculiar to nonword letter strings but generalize to words as well (see also , 1994a Van Orden, 1987; Van Orden et al., 1988) . We found a substantial homophone disadvantage. Letter detection is poorer for homophones than for controls. Interactive and resonance models provide a simple, elegant account of this phonology-hurts effect: A pattern of activation across phonology nodes, corresponding to the common phonology of homophonic mates, is fed back to letter nodes of both words' spellings. This feedback affects the stimulus-driven pattern. In terms of dynamic systems theory, multiple spellings of the same phonology lead to multistable, coexisting attractor solutions. Errors in the letter detection task occur when the system relaxes into an attractor that corresponds to the alternative "inappropriate" spelling pattern. Extending our argument from the discussion section of Experiment 1, a stimulus word is more vulnerable to error if it is of low frequency (weaker attractor). The observed higher error rates to low-frequency homophones agree with this hypothesis. In addition, because a low-frequency homophone is likely to have a homophone mate of relatively higher frequency, the strength of the mate's competing attractor should be greater.
The finding of a homophone disadvantage corroborates previous results by Hawkins and his colleagues (1976) . They presented homophone pairs in the Reicher paradigm and found performance close to chance when participants were forced to choose between homophonic alternatives (e.g., week vs. weak). In contrast, participants performed well above chance on nonhomophonic word pairs. Hawkins and his colleagues suggested that phonological receding is the basis for this homophone disadvantage and it may also constitute the general basis for the word superiority effect (see also Carr, 1986; Carr & Pollatsek, 1985) .
Experiment 4
Phonology constrains the perception of print when perception is made difficult by pattern masking (Hawkins et al., 1976; Hooper & Paap, in press; Perfetti et al., 1988; Peter & Turvey, 1994; Van Orden, 1987; Ziegler & Jacobs, 1995) . However, if phonology is an early and automatic constraint on word perception (Ferrand & Grainger, 1992 ,1993 Inhoff & Topolski, 1994; Lesch & Pbllatsek, 1993; Lukatela & Turvey, 1994a , 1994b Perfetti & Bell, 1991; Rayner et aL, 1995; Van Orden et al., 1990) , and if phonological information cannot be suppressed 2 (Gibbs & Van Orden, 1995; Ziegler & Jacobs, 1995) , then we should also expect phonology effects under more ideal presentation conditions wherein participants get a good look at the stimulus word.
Experiment 4 tests for a homophone disadvantage when stimulus words are visible until a participant responds. The dependent variable is RT. Otherwise, Experiment 4 is identical to Experiment 3. Interactive and resonance models would predict longer RTs to homophones than to control words because feedback from phonology would activate competing spellings. This conflict may require extra time for its resolution prior to a response.
Method
Participants. Twenty-one Arizona State University psychology students participated for partial credit. Participants were randomly assigned to one of two experimental stimulus list conditions. All were native speakers of English and had normal or conrected-to-normal vision.
Stimuli. The stimuli were those from Experiment 3. They are presented in Appendix C along with item data.
Procedure. The procedure was identical to that of the previous experiments, except for the presentation conditions. Stimulus words were not followed by a pattern mask; each stimulus word remained On the screen until the participant responded. Participants were instructed to respond as quickly as possible but not at the expense of accuracy.
Results
Mean correct RTs for each of the eight conditions were computed for each participant. These eight conditions resulted from the factorial combination of two levels of homophony (homophones vs. control words), two levels of word frequency (low vs. high), and two levels of response type (target present vs. target absent). An ANOVA treated homophony, frequency, and response type as within-subject variables. Separate tests were computed with both participants (F,) and items (F 2 ) as random variables. In the item analysis, frequency was treated as a between-item manipulation. Trials that resulted in RTs over 2.5 standard deviations from the condition mean were excluded from further analysis. Less than 0.3% of the trials were excluded. Mean RTs for correct responses are presented in Figure 5 .
As can be seen in Figure 5 , letter detection times on pseudohomophone trials are about 18 ms slower than response times to control words, F,(l, 20) = 7.06, p < .05; F 2 (l, 38) = 4.70, p < .05. The homophone disadvantage appears to be stronger for low-frequency items (25 ms) than for high-frequency items (10 ms). Although there was a trend toward faster letter search trials for high-frequency words, the main effect for word frequency was not significant, F/l, 20) = 2.96, p > .10; F 2 (l, 38) = 2.28, p > .10. Neither was the apparent interaction of frequency and homophony significant, F,(\, 20) = 1.62, p > .10; F 2 < 1.0. In line with many RT studies, there is a significant effect of response type; participants are about 40 ms faster on target The analysis of miss errors (on target-present trials) and false alarm errors (on target-absent trials) showed performance close to ceiling for homophones (4%) and word controls (5%). Thus, the homophone disadvantage did not show up in accuracy data. Concerning the error data, none of the main effects and none of the interactions approached significance, all Fs < 1.4.
Discussion
Phonology-hurts effects in the letter search task are found when stimulus words are not masked: Correct RTs to homophones are slower than to control words. This result extends a previous finding of Ziegler and Jacobs (1995, Experiment 3 ) that RTs to pseudohomophones were slower than to yoked controls when letter strings were not masked. Letter detection performance to both word homophones and nonword homophones is affected when stimulus phonology can be spelled in multiple ways.
The present results agree with our proposal that visual word perception is shaped by feedback from phonology. In dynamic systems terms, homophone stimulus phonology leads to multistable perceptual dynamics and competition between multiple attractor solutions. This takes extra time as the system relaxes from initial conditions to the "correct" attractor solution.
This result is more problematic for the parallel coding systems approach (Carr & Pollatsek, 1985) than the results obtained under backward masking conditions because participants are not forced to rely on phonological receding. In this experiment (and in Experiment 3 in Ziegler and Jacobs's original study), phonology effects are observed when visual information is not disrupted by the use of a mask. Using this model as a guide, one would have expected that participants rely exclusively on the visual code when the stimulus is not masked. This is especially likely because the phonological code contains ambiguous information with respect to the presence or absence of target letters. We leave it up to the proponents of this approach to include the additional assumptions that would account for the apparently nonstrategic, automatic activation of phonology in the letter search task.
General Discussion
If we imagine that perception includes a bidirectional flow of activation, then it comes as no surprise to find phonology effects in the letter search task, as we did in all four experiments. In Experiment 1, phonological features of nonword letter strings hurt performance in the letter search task. In interactive and resonance models, this phonologyhurts effect is due to interfering feedback from phonological nodes to letter nodes. Effectively, a phonological pattern indicates what the stimulus should look like given the phonological pattern is correct. In such models, the feedback involves activation of letter units (or entire spelling patterns) that were not activated initially by the stimulus (e.g., "i" is not present in the stimulus GAME but is present in the spelling of the sound-alike word GAIN). We borrow the terminology chosen by Stone et al. (in press) , and call this feedback phonology. Experiment 1 provides evidence that feedback phonology can hurt perception of print.
But feedback phonology can also help perception of print. If a model's phonological nodes activate letter nodes corresponding to word spellings that are redundant with pseudohomophone spellings (e.g., "n" is present in GAME and GAIN), then performance may benefit from phonological feedback. This result was observed in Experiment 2. The same set of pseudohomophones that generated a pseudohomophone disadvantage in Experiment 1 produced a pseudohomophone superiority effect in Experiment 2. In effect, the phonology-hurts effect turns into a phonologyhelps effect.
Phonology effects in the letter search task are not restricted to, or peculiar to, nonword letter strings; phonology also affects performance to familiar letter strings. Experiment 3 showed a feedback phonology effect on perception of familiar printed words. Moreover, Experiment 4 showed that phonology effects are not restricted to masked presentation conditions (Carr, 1986; Carr & Pollatsek, 1985) . Phonology effects seem to generalize to more normal reading situations (cf. Daneman & Stainton, 1991; Forbes & Connolly, 1993; Inhoff & Topolski, 1994; Pollatsek et al., 1992; Rayner et al., 1995; Van Orden, 1991; Van Orden et al., 1992) .
Phonology effects in the letter search task constitute a striking demonstration of the interactive nature of perception (Grossberg, 1980; Grossberg & Stone, 1986; Jacobs & Grainger, 1992 McClelland & Rumelhart, 1981 , 1988 Prinzmetal, Hoffman, & Vest, 1991; Stone et al., in press; Van Orden & Goldinger, 1994) . As argued earlier, models that incorporate a bidirectional flow of information naturally predict the effects observed in the present experiments (Stone et al., in press) . Models that do not include feedback processes would less naturally predict that perception of print is constrained by stimulus phonology. In most traditional models, information flows only in one direction, from stimulus to response. Hence, additional assumptions are required to account for the present feedback phonology effects.
Stone and his collaborators (Stone et al., in press ) also found a clear effect of feedback phonology. In a lexical decision task, RTs were influenced by both "traditional" feedforward consistency (whether a word's spelling body has more than one possible pronunciation as in MINT and PINT) and by feedback consistency (whether a word's phonological body has more than one possible spelling as in DEEP and HEAP). These findings join the present results and those of Ziegler and Jacobs (1995) 
