We consider discriminative dictionary learning in a distributed online setting, where a network of agents aims to learn, from sequential observations, statistical model parameters jointly with data-driven signal representations. We formulate this problem as a distributed stochastic program with a nonconvex objective that quantifies the merit of the choice of model parameters and dictionary. We consider the use of a block variant of the Arrow-Hurwicz saddle point algorithm to solve this problem, which exploits factorization properties of the Lagrangian to yield a protocol in that only requires exchange of model information among neighboring nodes. We show that decisions made with this saddle point algorithm asymptotically achieve a first-order stationarity condition on average. The learning rate depends on the signal source, network structure, and discriminative task. We illustrate the algorithm performance for solving a large-scale image classification task on a network of interconnected servers and observe that practical performance is comparable to a centralized approach. We further apply this method to the problem of a robotic team seeking to autonomously navigate in an unknown environment by predicting unexpected maneuvers, demonstrating the proposed algorithm's utility in a field setting.
I. INTRODUCTION
C ONSIDER a team of mobile robots deployed throughout an unknown environment and charged with some highlevel task such as exploration or navigation. Critical to the success of this team is the ability of each platform to learn from and adapt to its new surroundings. While individual platforms can make and learn from their own local observations, it would be far more efficient if the team could perform these tasks jointly using its communication network. In self-supervised learningfor-control tasks, for example, the team as a whole can more quickly cover the entire observation space, thereby providing individual platforms access to observations that they may not be able to experience locally. Additionally, the quality of inferences based on information aggregated over the entire network are likely to be superior to those based on local observations, based on classical theory of consistency of statistical estimators.
Motivated by these observations, we consider here online and decentralized supervised learning problems. The problem is online since data realizations are sequentially revealed to the platforms as they traverse the environment, and the problem is supervised since the platforms' sensory suite can be used to generate, e.g., labels for classification, or physical measurements in the case of regression. Further, we focus on decentralized collaborative solutions to this objective so that we may leverage the robustness intrinsic to multi-robot networks. That is, an autonomous robot with no priors on its operating environment only has access to information based on the path it has traversed, which may omit regions of the feature space crucial for training a terrain classifier to drive learning-based control. By communicating with other robots in a network, individuals may learn over a broader domain associated with that which has been explored by the whole network, and thus more effectively navigate unknown domains. The problem formulation breaks down into three aspects: developing data-driven feature representations, learning task-driven model parameters over these representations, and extending this problem to dynamic, networked settings.
Formally, consider the problem of computing an alternative representation of a set of vectors to reveal latent insight into the data. To learn such a representation, a variety of objectives may be considered. If the vector's dimension is very large, dimensionality reduction is of interest, which has classically been approached with principal component analysis [10] where basis elements are required to form a mutually orthogonal set. If instead specialized domain knowledge is available, finding representations based on particularized functions, i.e. wavelets for natural imagery [11] , is more appropriate. Alternatively, one may seek to learn signal representations of a feature space directly from data, as in dictionary learning. Dictionary learning has been applied to unsupervised learning problems such as inpainting or denoising [12] , [13] , and supervised tasks like classification [14] , [15] . 2373 -776X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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An important question posed in [16] is why one aims to learn a signal representation from data, if not for feeding into a supervised learning task. Thus the authors in [16] propose tailoring the dictionary to a supervised task, referred to as discriminative dictionary learning. Such methods have recently shown promise as compared to their unsupervised counterparts [17] - [19] . The problem of developing a dictionary representation of a signal specifically suited to a supervised learning task is a difficult optimization problem. In the centralized offline setting, one may use block coordinate descent [20] , or alternating gradient methods [21] , either of which are only effective for small-scale batch settings. In the centralized online setting, prior approaches have made use of stochastic approximation [12] , [22] .
In this paper, we extend online discriminative dictionary learning [16] to networked settings, where a team of agents seeks to learn a common dictionary and model parameters based upon streaming data. We consider tools from stochastic approximation [23] and its decentralized extensions which have incorporated ideas from distributed optimization such as weighted averaging [24] - [26] , dual reformulations where each agent ascends in the dual domain [27] , [28] , and primal-dual methods [24] , [29] - [31] .
Our main technical contribution is the formulation of the online multi-agent discriminative dictionary learning problem as a distributed stochastic program (Section II), and the development of a block variant of the primal-dual algorithm proposed in [29] , [31] (Section III). Moreover, we establish that under an attenuating step-size regime, an asymptotic stationary solution is attained in expectation in Section IV. In Section V, we analyze the proposed framework's empirical performance on a texture classification problem based upon image data for a variety of network settings and demonstrate its capacity to solve a new class of collaborative multi-class classification problems in decentralized settings. In Section VI we consider the algorithm's use in a mobile robotic team for navigability assessment of unknown environments. We offer concluding remarks in Section VII.
II. DISCRIMINATIVE DICTIONARY LEARNING
Consider a set of T signals {x t } T t=1 each of which lies in an m-dimensional feature space as x t ∈ X ⊂ R m . We aim to represent the signals x t as combinations of a common set of k linear basis elements {d l } k l=1 , which are unknown and must be learned from data. We group these k basis elements into a dictionary matrixD = [d 1 , . . . , d k ] ∈ R m ×k and denote the coding of x t as α t ∈ R k . One may think of the coding α t as the coefficients of x t with respect to dictionaryD. For a given dictionary, the coding problem calls for finding a representation α t such that the signal x t is close to its dictionary representatioñ Dα t . This goal can be mathematically formulated by introducing a loss function f (α t ,D; x t ) that depends on the proximity betweenDα t and the data point x t and formulating the coding problem as [32] 
Hereafter, we assume that basis elements are normalized to have norms d l ≤ 1 so that the dictionary is restricted to the convex compact set D := {D ∈ R m ×k : d l ≤ 1, for all l}.
The dictionary learning problem associated with the loss function f (α t ,D; x t ) entails finding a dictionaryD such that the signals x t are close to their representationsDα * (D; x t ) for all possible t, which is approached by minimizing f (α t ,D; x t ) with respect toD as well. Instead, however, we focus on discriminative problems where the goal is to find a dictionary that is well adapted to a specific classification or regression task [16] . Thus, we associate with each x t a variable y t ∈ Y that represents a discrete label -in the case of classification problems -or a set of associated vectors Y ⊂ R q -in the case of regression. We then use the coding α * (D; x) in (1) as a feature representation of the signal x t and introduce the classifier w that is used to predict the label or vector y t when given the signal α * (D; x). The merit of the classifier w ∈ W ⊂ R k is measured by the smooth loss function h α * (D; x t ), w; (x t , y t ) that captures how well the classifier w may predict y t when given the sparse coding α * (D; x t ) that we compute using the dictionarỹ D. The discriminative dictionary learning problem is formulated as the joint determination of the dictionaryD ∈ D and classifier w ∈ W ⊂ R k that minimize the cost h α * (D; x t ), w; (x t , y t ) averaged over the training set,
For given dictionaryD and signal sample x t we compute the code α * (D; x t ) as per (1), predict y t using w, and measure the prediction error with the loss function h α * (D; x t ), w; (x t , y t ) . The optimal pair (D * , w * ) in (2) is the one that minimizes the cost averaged over the given sample pairs (x t , y t ). Observe that α * (D; x t ) is not a variable in the optimization in (2) but a mapping for a implicit dependence of the loss on the dictionaryD. To simplify notation we henceforth write (2) as
The optimization problem in (3) is not assumed to be convexthis would be restrictive because the dependence of h onD is, partly, through the mapping α * (D; x t ) defined by (1) . In general, only local minima of (3) can be found. Our goal in this paper is to study online algorithms that solve (3) as training pairs (x t , y t ) become available. To do so we assume that training pairs (x t , y t ) are independently sampled from a common probability distribution and replace (3) by
The problems in (4) and (3) are equivalent in the limit of T → ∞ if (x t , y t ) are independently drawn from the joint distribution of the random pair (x, y). The problem in (4), as the one in (3), is not convex. We clarify the formulation in (4) with two examples.
Example 1 (Sparse unsupervised learning):
When we have k < m, the formulation in (1) aims at finding a dictionary that reduces data dimensionality from m to k. In this paper we are more interested in the overdetermined case in which k > m but we want the codes α t to be sparse. These sparsity constraints can be written as upper limits on the zero norm of α t but that would yield computationally intractable formulations. To circumvent this issue, sparsity can be incentivized by adding, e.g., elastic net regularization terms [33] , [34] , in which case we can write the loss function f (α t ,D;
In (5),f (α t ,D; x t ) measures proximity between x t andDα t , the 1 term ζ 1 α t 1 encourages sparsity, and the 2 term (ζ 2 /2) α t 2 2 is a smooth regularizer. Common choices for the proximity functions are the Euclidean distancef (α t ,D;
In an unsupervised problem we simply want to make x t andDα * (D; x t ) close to each other across elements of the training set. We achieve that by simply making h α * (D;
Example 2 (Sparse logistic regression): Given a training set of pairs (x t , y t ) where x t ∈ R p is a feature vector with associated binary label y t ∈ {−1, 1}, we seek a decision hyperplane w ∈ R k which best separates data points with distinct labels. However, instead of looking for linear separation in the original space, we seek for linear separation in a sparse coded space. Thus, let α * (D; x t ) be the sparse coding of x t computed through (1) when using the loss function in (5) . We want to find a classifier w such that w T α * (D; x t ) > 0 when y t = 1 and w T α * (D; x t ) < 0 when y t = −1. This hyperplane need not exist but we can always model the probability of observing y t = 1 through its odds ratio relative to y t = −1. This yields the optimal classifier w * as the one that minimizes the logistic loss h(D, w; (x t , y t )) = P y t = ±1 α * (D; x t ), w
.
For a feature vector x t , (6) models the probability of the label y t being 1 or −1 as determined by the inner product w T α * (D; x t ). Substituting (6) into (4) yields the discriminative dictionary learning problem for logistic regression with sparse features.
A. Decentralized Discriminative Learning
We want to solve (4) in distributed settings where signal and observation pairs are independently observed by agents of a network. Agents aim to learn a dictionary and model parameters that are common with all others while having access to local information only. In particular, associated with each agent i is a local random variable and associated output variable (x i , y i ) and each agent's goal is to learn over the aggregate training
be a symmetric and connected network with node set V = {1, . . . , N} and M = |E| directed edges of the form e = (i, j) and further define the neighborhood of i as the set of nodes n i := {j : (i, j) ∈ E} that share an edge with i. When each of the N agents observes a pair (x i , y i ), the function h in (4) can be written as a sum of local losses,
where we have defined the vertically concatenated dictionary D := [D 1 ; . . . ; D N ] ∈ R N m ×k , with each D i ∈ R m ×k and model parameter w := [w 1 ; . . . ; w N ] ∈ R N k . Substituting (7) into the objective in (4) yields a problem in which the agents learn dictionaries and classifiers that depend on their local observations only. The problem to be formulated here is one in which the agents learn common dictionaries and models. Since the network G is assumed to be connected, this relationship can be attained by imposing the constraints D i = D j and w i = w j for all pairs of neighboring nodes (i, j) ∈ E. With these constraints, we obtain the distributed stochastic program
When the agreement constraints in (8) are satisfied, the objective is equivalent to one in which all the observations are made at a central location and a single dictionary and model are learnt. Thus, (8) corresponds to a problem in which each agent i, having only observed the local pairs (x i , y i ), aims to learn a dictionary representation and model parameters that are optimal when information is aggregated globally over the network. The decentralized discriminative learning problem is to develop an iterative algorithm that relies on communication with neighbors only so that agent i learns the optimal (common) dictionary D * i = D * j and discriminative model w * i = w * j . We present in the following section an algorithm that is shown in Section IV to converge to a local optimum of (8).
Remark 1: Decentralized learning techniques may be applied to solving pattern recognition tasks in networks of autonomous robots operating in real-time, provided that realizations of the output variables are generated by a process which is internal to the individual platforms. In particular, consider the formulation in (8) , and let y i represent the difference between state information associated with a commanded trajectory and that which is observed by on-board sensors of robot i. Most robots are equipped with sensors such as gyroscopes, accelerometers, and inertial measurement units, which make this self-supervisory information available. In this case, the interconnected network of robots does not need external supervision or human in the loop in order to perform discriminative learning. In Section VI we propose solving problems of the form (8) in a network of interconnected robots operating in a field setting by tracking the difference between measurements made via inertial measurement units (IMU) and movements which are controlled by a joystick.
III. BLOCK SADDLE POINT METHOD
To write the constraints in (8) more compactly, define the augmented graph edge incidence matrix C D ∈ R (M ×N )(m ×k ) associated with the dictionary constraint. The matrix C D is formed by M × N square blocks of dimension m × k. If the edge e = (i, j) links node i to node j the block (e, i) is [C D ] ei = I m k and the block [C D ] ej = −I m k , where I m denotes the identity matrix of dimension mk. All other blocks are identically null, i.e., [C] ei = [C] ej = 0 m ×k when e = (i, j). Likewise, the ma-
Then the constraints D i = D j and w i = w j for all pairs of neighboring nodes can be written as
The edge incidence matrices C D and C w have exactly mk and k null singular values, respectively. We denote as 0 < γ the smallest nonzero singular value of C := [C D ; C w ] and as Γ the largest singular value of C, which both measure network connectedness. Imposing the constraints in (9) for all realizations of the local random variables requires global coordination -indeed, the formulation would be equivalent to the centralized problem in (4) . Instead, we consider a modification of (7) in which we add linear penalty terms to incentivize the selection of coordinated actions. Introduce then dual variables Λ e = Λ ij ∈ R m ×k associated with the constraint D i − D j = 0 and consider the addition of penalty terms of the form tr
For an edge that starts at node i, the multiplier Λ ij is assumed to be kept at node i. Similarly, introduce dual variables ν ij associated with the constraint w i − w j = 0 for all neighboring node pairs and penalty terms ν T ij (w i − w j ). By introducing the stacked matrices Λ := [Λ 1 ; . . . ; Λ M ] ∈ R M m ×k and ν := [ν 1 ; . . . ; ν M ] ∈ R M k which are restricted to compact convex sets L and N , we can write the Lagrangian of this problem as
The pro blem in (8) is nonconvex. Thus, we use the dual formulation in (10) to develop a distributed algorithm that converges to a KKT point of (8) .
To do so, suppose agent i receives local observation pairs (x i,t , y i,t ) at time t and define the instantaneous Lagrangian as the stochastic approximation of (10) evaluated with the observations
We consider the use of the Arrow-Hurwicz saddle point method to solve (8) by alternating block variable updates, in order to exploit the fact that primal-dual stationary pairs are saddle points of the Lagrangian to work through successive primal alternating gradient descent steps and dual gradient ascent steps. We first define orthogonal projection of a vector u ∈ R p onto a convex set C ⊂ R p as P C [u] = arg min v v − u 2 2 . Applied to the stochastic approximate Lagrangian in (11) , the primal step of the projected stochastic saddle point method takes the form
where
, are stochastic subgradients of the Lagrangian with respect to D and w, respectively. P D N [·] and P W N [·] denote orthogonal projections onto sets D N and W N , which are N -fold Cartesian products of respective sets D and W. The dual iteration is defined as We now show that the algorithm specified by (12)-(15) yields an effective tool for discriminative learning in multi-agent settings.
Proposition 1: The gradient computations in (12)-(13) may be separated along the local primal variables D i,t and w i,t associated with node i, yielding 2N parallel updates
where P D [·] denotes the orthogonal projection operator onto set D, and likewise for P W [·]. Moreover, the dual gradients in the updates of Λ ij,t and ν ij,t respectively in (14)-(15) may separated into 2M parallel updates associated with edge (i, j)
which allows for distributed computation across the network. Again, P L [·] and P N [·] denote projections onto sets L and N . Proof: See Appendix A.
Algorithm 1: D4L: Decentralized Dynamic Discriminative Dictionary Learning. Require: Initialization (D 0 , w 0 , Λ 0 , ν 0 ), regularizers ζ 1 , ζ 2 , step-size t , network G. 1: for t = 0, 1, 2, . . . do 2: Acquire local signal and observation pair (
: Update dictionary and model parameters [cf. (16) and (17)] (18) and (19)]
8: end for
The D4L algorithm follows by letting node i implement (16)-(17) as we summarize in Algorithm 1. To do so, node i utilizes its local primal iterates D i,t and w i,t , its local dual iterates Λ ij,t and ν ij,t , and its local instantaneous observed pair (x i,t , y i,t ). The variable D i,t ∈ R m ×k is the local dictionary matrix associated with agent i, and w i,t ∈ R k is its associated parameter vector (regressor or classifier). Node i also needs access to the neighboring multipliers Λ j i and ν j i to implement (16) and (17) as well as to the neighboring primal iterates D j,t and w j,t to implement (18) and (19) . The core steps of D4L in Algorithm 1 are the primal iteration in Step 5 and the dual iteration in Step 7. Steps 4 and 6 refer to the exchange of dual and primal variables that are necessary to implement steps 5 and 7, respectively.
Step 1 refers to the acquisition of the signal and observation pair and Step 2 to the computation of the code in (1) using the local current dictionary iterate D i,t . We discuss the specific use of Algorithm 1 to learning discriminative sparse signal representations in a distributed setting to clarify ideas.
Example 3 (Distributed sparse dictionary learning): Consider a multi-agent system in which signals are independently observed at each agent, and the data domain has latent structure which may be revealed via learning discriminative representations that are sparse. In this case, we select the particular form of f in (1) as the elastic net [cf. (5) ] with the Euclidean distancef (α t ,D; x t ) = x t −Dα t 2 /2. Then the dictionary update in (16) may be derived from the subgradient optimality conditions of the elastic-net (see [34] ): (20) where sgn(α * ) is a vector of signs of α * . Proceeding as in the Appendix of [16] , define Z ⊂ {1, . . . , k} as the set of nonzero entries of α * = α * (x,D). Then α * is the solution to the system of linear inequalities in (20) , i.e.
At time t, to compute the stochastic gradient with of (10) respect to a local dictionary, apply Proposition 1 of [16] which yields
as in [16] , Proposition 1. This result is established via a perturbation analysis of the elastic-net optimality conditions, substituting the solution of (5) into h i , and applying the chain rule.
IV. CONVERGENCE ANALYSIS
We turn to establishing that the saddle point algorithm in (12)-(15) asymptotically converges to a stationary point of the problem (8) . Before proceeding with our analysis, we define the primal descent direction with respect to D associated with the projected block stochastic saddle point method as
and the dual ascent direction with respect to Λ as
The projected stochastic gradients∇ wLt (D t , w t , Λ t , ν t ) and ∇ νLt (D t+1 , w t+1 , Λ t , ν t ) associated with variables w and ν are analogously defined to (24) and (25), respectively. Note descent (respectively, ascent) using projected stochastic gradients in [cf. (24) - (25) ] is equivalent to using the projected stochastic saddle point method [cf. (16) - (19) ].
To establish convergence of D4L, some technical conditions are required which we state below.
Assumption 1: (Connected Network) The network G is connected with diameter D. The singular values of the incidence matrix C are respectively upper and lower bounded by Γ and γ > 0.
Assumption 2: (Smoothness)
The Lagrangian has Lipschitz continuous gradients in the primal and dual variables with constants L D , L w , L Λ , and L ν . This implies that, e.g.,
(26) Moreover, the projected gradients of the Lagrangian in the primal and dual variables are bounded with block constants G D , G w , G Λ , and G ν , which implies that, e.g.,
Assumption 4: (Stochastic Approximation Error) The bias of the stochastic gradients of the Lagrangian with respect to each block variable asymptotically converges to null at a rate on the order of the algorithm step-size, which allows us to write, e.g.
denotes the stochastic errors of the Lagrangian with respect to the dictionary D. δ w ,t , δ Λ,t , and δ ν,t are similarly defined for the other block variables. Moreover, let F t be a sigma algebra that measures the history of the system up until time t. Then, the conditional second moments of the projected stochastic gradients are bounded by σ 2 for all times t, which for example allows us to write
We define σ 2 in (29) as a worst-case bound on the projected stochastic gradient variance with respect to D, w, Λ, and ν. Assumption 1 is standard in distributed algorithms (see, for instance, [26] ). Moreover, Assumption 2 is common in analysis of descent methods dating back to [35] , and is guaranteed to hold by making use of iterates which are projected into compact sets D N , W N , L M , and N M . For instance, in [24] , orthogonal projections of the primal and dual iterates are used to guarantee boundedness of gradients. Assumption 3 specifies that a diminishing step-size condition for the algorithm must be used, which frequently appears as a condition for attaining almost sure convergence of stochastic methods [36] , [37] . Additionally, Assumption 4 provides conditions on the stochastic approximation errors, both of which have been considered in stochastic optimization with non-convex objectives [38] .
Remark 2: Assumption 3 stipulates that Algorithm 1 is run with a diminishing step-size. Therefore, the magnitude of the difference between subsequent algorithm iterates is attenuating as the step-size
It's well known that diminishing step-sizes in stochastic methods asymptotically make the stochastic error of the algorithm go to null at a rate comparable to the step-size [37] . The stochastic error induced by set projections is proportional to the overall stochastic error of the algorithm, and therefore is also proportional to the step-size. The statement (28) in Assumption 4 makes a statement quantifying this error. Additionally, note that the right-hand side of this expression is null in the deterministic setting.
Observe that the projected stochastic gradients in the updates in (12) - (13) imply that the primal variables themselves are contained in compact sets D N and W N , which allows us to write
for all dictionaries D ∈ D N and model parameters w ∈ W N . The compactness of dual sets L and N ensure the primal gradients are bounded [cf. (27) ], and the respective dual gradients in Λ and ν are bounded by constants G Λ = Γ √ Nk and G ν = ΓK w . With the technical setting clarified, we may state our main result, which says that the proposed algorithm on average asymptotically achieves a first-order stationarity condition of the Lagrangian associated with the optimization problem stated in (8) .
Theorem 1: Denote (D t , w t , Λ t , ν t ) as the sequence generated by the block saddle point algorithm in (12)- (15) . If Assumptions 1 -4 hold true, then the first-order stationary condition with respect to the primal variables
is asymptotically achieved in expectation. Moreover, the asymptotic feasibility condition
is attained in an expected sense. Proof: The analysis is broken up into distinct components for the primal and dual variables. In the primal, we consider the Lagrangian difference of iterates at the next and current time. We expand terms, use properties of the stochastic gradients and function smoothness, and take conditional expectations on past information to establish a decrement property. We then mirror this analysis in the dual. At this point we leverage the step-size rules and apply (46) . Then we consider the magnitude of block gradient differences which we bound by a term that diminishes with the step-size, which implies (47) holds, yielding an the expected asymptotic convergence to a stationary solution. We use the shorthand ∇ D L(·, ·, ·, ·) t+1 := ∇ D L(D t+1 , w t+1 ,Λ t , ν t ) and ∇ D L(·, ·, ·, ·) t := ∇ D L(D t , w t ,Λ t , ν t ), and analogous notation for the other variables.
Begin by considering the difference of Lagrangians evaluated at the primal variables at the next and current time, and apply Taylor's Theorem to quadratically approximate the former term
where we have applied the Lipschitz gradient property the Lagrangian to the final two terms as stated in (26) to the last term of (35) . The difference of the current and next iterates may be written as
, which we substitute into the right hand side of (35), yielding
Take the expectation of (36) conditional on the filtration F t , apply the finite conditional variance condition [cf. (29) ] stated in Assumption 4 and use the definition of the projected stochastic gradient error of the Lagrangian with respect to D to write
Now use the fact that the projected gradient method defines a descent direction, which appears, for instance, as [39] , Lemma 2.1(i), to the first term of (37) . We state a reformulation of this lemma here so that it is more amenable to our analysis as follows: Lemma 1: Let w ∈ W where W is a convex set, and d = (w − P W [w − t ∇ w (w)])/ t be the descent direction defined by projected gradient method, with a convex function of w. Then the following holds
Applying (38) to the first term on the right-hand side of (37) yields
where we used the Cauchy-Schwartz inequality, the bias condition in (28) , and the bound on the partial gradients of the Lagrangian with respect to D and w as stated in (27) of Assumption 2 to the second term inside the brackets on the right hand side of (37) . Set this analysis aside for now and consider Taylor expansion around Lagrangian evaluated at the dual iterates at the next and current time, which since the Lagrangian is a linear function of its multipliers, allows us to write
The difference of the current and next iterates may be written as
, which we substitute into the right hand side of (40), yielding
Substitute the definition of the dual stochastic gradient errors δ Λ,t , δ ν,t in Assumption 4 into the right hand side of (41) to obtain
Applying the fact that the direction defined by the projected gradient method is an ascent direction, [39, Lemma 2.1(i)] (see Lemma 1) , and computing the expectation conditional on the algorithm history F t up to time t, we may write
where we have also applied the bias condition of the dual stochastic errors of the Lagrangian [cf. (28) ] in Assumption 4 to the last term. We establish a martingale relationship of the projected primal and dual stochastic gradients by summing the relation in (37) and with the negative of (43), which yields
Observe that the left hand side of (44) is telescopic, and hence if we sum this relation over all t we obtain a finite quantity in expectation. By applying the step-size rules stated in Assumption 3 with the fact that L is lower-bounded since the primal and dual domains are compact, the following holds in expectation
We continue by stating a Lemma which appears as Proposition 1.2.4 in [35] , which allows us to draw conclusions regarding the asymptotic properties of (45). Lemma 2: Let {a t } and {b t } be two nonnegative scalar sequences such that ∞ t=1 a t = ∞ and ∞ t=1 a t b t < ∞. Then lim inf
Furthermore, if |b t+1 − b t | ≤ Ba t for some constant B > 0, then
Observe that (45) satisfies the conditions of (46), and thus the expected limit infimum of the sequence converges to null,
Using the convergence in (48), we establish the whole sequence of partial Lagrangian gradients converge. Since the logic is equivalent in each block variable, it is enough to consider just the primal-dual pair (D, Λ). Consider the expected absolute difference of the Lagrangian gradients evaluated at the next and current iterate [eqn. (48) of [38] ], and apply Jensen's inequality to write
Apply the non-expansive property of the projection operator, the bound on the primal gradient in (27) , Lipschitz continuity to right hand side of (49) to express this gradient difference in terms of the difference between the next and current iterate as
Substitute D t+1 − D t = − t∇DLt (D t , w t , Λ t , ν t ) into the right hand side of (51) and apply with the bound on the second conditional moment of the stochastic gradient stated in (29) of Assumption 4 to write
With (51), the second condition of Lemma 2 is satisfied, whereby we may conclude the gradient sequence converges in expectation
Since the other primal block sequence w t is updated in an analogous manner to that of D, the analysis with the same logic, implying that a first order stationary condition of the Lagrangian is achieved asymptotically in expectation, i.e.
We next establish that the whole dual gradient sequence with respect to Λ is converging in magnitude to null. We use the shorthand notation ∇ Λ L(·, ·, ·, ·) t+1 := ∇ Λ L(D t+1 , w t+1 ,Λ t+1 , ν t+1 ) and ∇ Λ L(·, ·, ·, ·) t := ∇ Λ L(D t+1 , w t+1 ,Λ t , ν t ). Continue by considering the expected absolute difference of the Lagrangian gradients evaluated at the next and current dual iterate, and applying Jensen's inequality to write
where the last equality in (53) follows from the computation of the dual gradient of the Lagrangian in (61). Now apply the triangle inequality and the compactness of the set D to express the right hand side of (53) in terms of the iterate difference, yielding
where the second equality comes from the substitution D t+1 − D t = − t ∇ DL (D t , w t , Λ t , ν t ), and the last inequality comes from applying the bound in (29) . As in the analysis of the primal gradient sequence, we may now apply (47) in Lemma 2, which implies that the expected projected dual gradient sequence converges to null in magnitude, i.e. lim t→∞ E[ ∇ Λ L(D t+1 , w t+1 , Λ t , ν t ) ] = 0. By noting that the analysis for Λ is analogous to that of the other dual variable ν, we may also conclude
Theorem 1 guarantees that the block saddle point method as stated in (12) -(15) solves the problem of learning a dictionary and discriminative model over that dictionary representation of the feature space in a decentralized online manner. In particular, the algorithm asymptotically converges to a KKT point of the problem (8) in expectation. This implies that the primal variables converge to a local minimum of the objective, and the dual variables asymptotically enforce feasibility, i.e. the network agreement constraints are satisfied in expectation. We next turn to the practical consequences of this theorem by studying the algorithm performance on a canonical computer vision task. 
V. SIMULATIONS
Consider the task of visual pattern recognition in large scale image databases. Because the sample size is assumed to be very large, learning over the data all at once is impractical. Instead, we consider processing images a few at a time. Moreover, image processing is computationally demanding domain in which learning at a centralized location may be too slow. By leveraging a network of interconnected computing nodes and using Algorithm 1, we may effectively accelerate the rate at which such large-scale pattern recognition tasks may be solved.
To do so, we make use of recent work on sparse representations [15] in which f in (1) is an elastic-net (5) problem using the the Euclidean distancef (α t ,D; x t ) = x t −Dα t 2 /2. For this case, (1) may be efficiently computed via least angle regression [40] . We study the performance of Algorithm 1 for a multi-class classification.
We conduct numerical experiments on the Brodatz dataset [41] for a variety of network sizes and topologies. In the case of studying the impact of network size, we also compare the algorithm performance to the centralized case, i.e. N = 1. Moreover, we consider the case where each agent observes training examples which are incomplete random subsets of the total class labels, yet aims to learn a classifier over all possible classes.
We restrict ourselves to C = 4 class labels {grass, bark, straw, herringbone_weave} in the Brodatz texture database, sample images of which are shown in Fig. 1 . This data subset consists of one grayscale image per texture, yielding four 512 × 512 images in total consisting of 1,820 overlapping patches of size 24 × 24.
A. Feature Generation
Inspired by the two-dimensional texton features discussed in [42] , we generate texture featuresα * as the sum of the sparse dictionary representations of sub-patches. That is, we classify patch of size 24 × 24 by first extracting nine non-overlapping 8-by-8 sub-patches x (i) of each image. We vectorize (columnmajor order) each sub-patch, subtract off the sample mean, and divide by its norm such that x (i) is zero-mean and has unit 2 norm. Stacking these sub-patches column wise in a matrix X = x (1) ; · · · ; x (9) , we compute the aggregate sparse codingα * i,t at agent i at time t according toα * (X i,t , D i,t ) = 9 l=1 α * (D i,t ; x (l) i,t ), which implies that the local stochastic gradient of the dictionary
B. Loss Function and Performance Metrics
We cast texture classification as a multi-class logistic regression problem in which agent i receives example images x i and is charged with outputting a binary sequence y i ∈ {0, 1} C where C is the number of classes. Each component y i,c of the vector y i ∈ {0, 1} C is a binary indicator of whether the signal falls into class c. The local instantaneous loss h i is the λ-regularized negative log-likelihood of the probabilistic model [43] , stated as
i,c is a bias term. To ensure identifiability, the last column of W i is set to zero. With W i , the probability thatα * i belongs to class c is given by g c (α * i )/ c g c (α * i ). Further, the classification is made via maximum-likelihood label assignment, i.e.c = arg max c g c (α * i )/ c g c (α * i ) is the only nonzero entry of y i,t . Besides the local loss h i which we know converges to a KKT point as a consequence of Theorem 1, we also study the network average classification accuracy N i=1 P (ŷ i,t = y i,t )/N at each iteration. Here y i,t denotes the true texture label,ŷ i,t denotes the predicted label, and P (ŷ i,t = y i,t ) represents the empirical classification rate on a fixed test set of sizeT = 4096. We also consider the relative variation of the average classifiers, stated as
whereW i,t = t s=1 W i,s /t which quantifies how far individual agents' classifiers are from consensus. We consider time averagesW i,t instead of the plain estimates W i,t because the latter tend to oscillate around the stationary point W * and agreement between estimates of different agents is difficult to visualize.
C. Implementation Details 1) Dictionary Size: As in [16] , we find that increasing the size of the dictionary led to better classifier performance on the Brodatz textures, but the relative gains with increasing k diminish beyond a threshold, motivating the selection k = 128. One could make k arbitrarily large, but the computational complexity of the algorithm is proportional to k. We show the initialized and final 128-element, 8-by-8 patch dictionaries in Fig. 2 .
2) Mini-Batching: We adopt a mini-batching procedure: at each iteration, we replace the single labeled patch with a small batch ofT = 200 randomly-drawn labeled patches: for each patch, a label is first drawn uniformly at random from the set of all possible labels; then, the patch is selected uniformly at random from the set of all patches with that label. We then compute the dictionary and classifier gradient values for the iteration by averaging the gradient values generated by each individual patch within the mini-batch. This process reduces the variance of the local stochastic gradients, which empirically accelerates convergence.
3) Initialization: We initialize D using unsupervised dictionary learning for a small set of randomly-drawn initialization data [22] . We then used the labels and the dictionary representations of the data to initialize the classifier parameters W.
4) Regularization and
Step-size Selection: Following [16] , we select regularizers ζ 1 = 0.125, ζ 2 = 0, and ξ = 10 −9 . We adopt the learning-rate selection strategy discussed in [16] , i.e. a hybrid scheme t = min( , t 0 /t) which is a constant for the first t 0 = T /2 iterations, after which it attenuates. t 0 = T /2 has been selected via cross-validation over a small grid search.
Convergence guarantees for stochastic gradient algorithms in non-convex settings only occur in cases where a diminishing step-size mitigates the stochastic approximation error, which may not occur if the initial constant step-size is too large. We experimentally observed that values of which avoid this behavior are smaller than effective values for the centralized version by order(s) of magnitude. Thus, when comparing D4L to its centralized counterpart, we select that yield convergence for both settings, i.e., the smaller values appropriate for D4L. For the Brodatz dataset, we found that = 0.05 led to convergence in all cases. Subsequently, we run the algorithm for a total of T = 20 sample paths, and report the results in terms of the empirical mean.
D. Results on Texture Database 1) Network Size:
To investigate the dependence of the convergence rate in Theorem 1 on the network size N we run Algorithm 1 for problem instances with N = 1 (centralized), N = 10, and N = 100 nodes. For the latter two cases, connections between nodes are random, with the probability of two nodes being connected set to ρ = 0.2. Because such randomly generated networks are not guaranteed to be connected, we repeatedly generate networks according to this rule and take the first which is connected. We repeat this process until we obtain a network which has a fixed connectivity ratio = 0.2 (the average node degree divided by the maximum node degree), which implies that the average degree for individual nodes is fixed as the network size grows. In this experiment, each agent observes training examples from all label classes. The centralized case N = 1 is comparable to existing state of the art supervised learning methods. For this numerical experiment, we display a given performance metric as compared with clock time in seconds per node. Fig. 3 shows the empirical result for a randomly selected agent in the network. In Fig. 3(a) , we show h i (D i,t ,W i,t ; (X i,t , y i,t )) over clock time in seconds. Observe that as N increases, the log-likelihood h i (D i,t ,W i,t ; (X i,t , y i,t )) declines at comparable rates for networks of moderate size, yet it is significantly slower for the N = 100 node network. To be specific, both the centralized and N = 10 node network achieve h i (D i,t ,W i,t ; (X i,t , y i,t )) ≤ 0.65 after 7000 seconds, while the N = 100 node network remains at 0.77 over its run. This performance discrepancy is corroborated in Fig. 3(b) , which shows the classification accuracy on a fixed test set over clock time (s): for N = 1, N = 10, and N = 100, we respectively achieve accuracy near 76%, 75%, and 67% by 7000 seconds.
In Fig. 3 (c) we investigate how far the agents are from consensus as measured by RV(D i,t ) over clock time (s). Trivially RV(D i,t ) = 0 for the centralized case, but for the N = 10 and N = 100 node networks the algorithm achieves RV(D i,t ) ≤ 1.9 by 3000 seconds and RV(D i,t ) ≤ 35 by 7000 seconds, respectively. Thus in larger networks information diffuses more slowly. Moreover, the agreement constraints are more difficult to satisfy and delay the convergence to stationarity. This difference in consensus may also be observed in Fig. 3(d) , which shows RV(W i,t ) over clock time (s). We observe an order of magnitude difference in the relative variation between the N = 10 and N = 100 node networks for both the dictionary and model parameters.
2) Network Topology and Diameter: We study the dependence of the convergence rate of Algorithm 1 in Theorem 1 on the network topology by fixing the network size to N = 20 and running (12) -(15) over random graphs, small world graphs, cycles, and grids. In the first two, the probability that node pairs are randomly connected is fixed at ρ = 0.2. Again, we repeatedly generate these random networks and select the first realization which is connected for our simulation. The latter two are deterministically generated. A cycle is a closed directed chain of nodes. Grids are formed by taking the two-dimensional integer lattice of size √ N × √ N , with √ N rounded to the nearest integer. Connections are drawn between adjacent nodes in the lattice as well as between remainder nodes at the boundary. Cycles, grids and random networks have progressively larger number of connections per node and smaller diameter. Random networks have small degree and small diameter; see [44] , [45] .
We present the results of this experiment in Fig. 4 relative to the clock time in seconds per node. In Fig. 4(a) , we plot h i (D i,t ,W i,t ; (X i,t , y i,t )) over clock time. Observe that the rate at which h i (D i,t ,W i,t ; (X i,t , y i,t )) decreases is faster in the grid and cycle networks as compared with the random and small world networks, indicating that structured deterministic networks are an easier setting for finding good signal representations in a decentralized manner. This point is supported by the classification results in Fig. 4(b) . Observe that the algorithm achieves an accuracy near 75% for cycle and grid networks as Fig. 4 compared to 72% and 73% for random and small world networks, respectively.
We study effect of network topology on the algorithm's convergence to consensus in Fig. 4(c) , where we plot RV(D i,t ) over clock time. Observe that the initial burn-in period is comparable across the different networks except for the cycle. Moreover, this difference in convergence to consensus as measured by the relative variation is corroborated in Fig. 4(d) , where we plot RV(W i,t ) versus clock time. Observe that the cycle yields the slowest convergence rate, yet is more stable than the small world and random networks. Surprisingly, the grid network has superior convergence to consensus both in terms of dictionary and model parameters.
3) Complete vs. Incomplete Sampling: We study the performance of D4L in the setting of incomplete sampling, which refers to the case that each agent in the network observes only training examples from a fixed random subset of the total number of class labels, yet is charged with the task of classifying all classes. Each node receives training examples from only a subset of classes, which is chosen using sampling with replacement from the set of classes. We run the algorithm on a N = 10 node random network with connection probability ρ = 0.2.
We display these results in Fig. 5 juxtaposed with the complete sampling setting, both for a randomly selected agent in the network. In Fig. 5(a) , we plot h i (D i,t ,W i,t ; (X i,t , y i,t )) over iteration t. During an initial burn-in period of t ≤ 300 the local losses decline at comparable rates, after which the algorithm experiences greater numerical oscillations and its convergence rate slows for the incomplete case. These oscillations and slower convergence are also present in the plot of classification performance versus iteration t in Fig. 5(b) . By t = 350 both cases achieve an accuracy of 70%; however, the incomplete sampling oscillates around this benchmark whereas the complete case continues to improve. Increased oscillations occur when agents observe only training examples from a subset of the total number of classes.
We study how the incomplete sampling, or the implicit partition of the feature space across the network, impacts the network disagreement in Fig. 5(c) , where we plot RV(D i,t ) over time t. Observe during an initial burn-in period of t ≤ 100 that the relative variation is smaller in the case of incomplete sampling for the dictionary, yet by t ≥ 600 the complete sampling case more closes enforces consensus. Moreover, RV(D i,t ) slowly climbs despite the convergence of the algorithm to a neighborhood of a stationary point. We observe a improved constraint slack convergence in the plot of RV(W i,t ) over time t in Fig. 5(d) , i.e. for t ≥, RV(W i,t ) ≤ 5 × 10 −1 for the incomplete sampling case. This suggests that the empirical effect of nonconvexity is predominantly limited to the dictionary learning procedure. Fig. 6 . An iRobot Packbot comparable to our experimental platform in Fig. 6(a) . In Fig. 6(b) , we display the hand-generated flat-ground model used to determine the ground patch (patch example in Fig. 6 (c) the vehicle crosses associated with its perceptive capability, and append the associated image to the state information to build feature vectors. 
VI. ROBOTIC EXPERIMENTS
Consider a team of mobile robots deployed in an unknown environment that is charged with a simple task such as pathplanning or exploration. In order to execute this task successfully, each robot must augment its pre-specified controller to account for unexpected environmental effects. These unexpected effects, or model disturbance [3] , [4] , may be adaptively learned via recursive averaging or Kalman filtering in order to drive a robust control block [5] , [6] . Such approaches suffer from sensitivity to observed data and memory windows. An alternative approach, based on terrain classification or adaptive statistical estimation, tailors the robots' planning to a particular setting it autonomously identifies online through supervision provided by sensory feedback [7] , [8] .
Hence, in this section, our goal is to develop a real-time prediction scheme on a robotic network such that the steering mistakes of one robot may be avoided by another. The purpose of learning these unexpected maneuvers is to incorporate this information into a robust closed-loop control framework. As a first step towards this objective, we turn to demonstrating that the method in Algorithm 1 in Section III allows a robotic network to successfully predict model disturbance, a statistical measure of steering mistakes, such that the steering errors of one robot may be avoided by another, when operating in a variety of terrains.
We collected data on an iRobot Packbot [46] , depicted in Fig. 6(a) , a ground platform equipped with a skid-steer tracked drive system with on-board computation. The platform weighs 18 kg, is capable of 2 m/s speeds, and is equipped with a quadcore Intel i7 computing payload, a Microstrain 3DM-GX3 inertial measurement unit (IMU), and an Allied Vision Manta G-235 1/1.2" Color CMOS Camera with a 4.5 mm lens. Images of size 1936-by-1216 pixels were collected at 10 Hz. We use a joystick to drive sample robot trajectories on both grass and pavement, during which we record color images and also the commanded linear and angular velocities. Further, we use the IMU to measure the actual angular velocity experienced by our platform. This allows us to simulate an N = 10 robotic cycle network.
Feature Space We construct feature vectors x i,t consisting of these collected images, denoted as z i,t , as well as commanded angular velocities ω i,t over the interval of time in which robot i drove over the selected ground patch.
Ground patches z i,t are obtained by dividing the traversed path into a fixed number of rectangular regions of size comparable to the Packbot platform. Using a flat-ground model, we determine the polygonal location of these patches in the recorded images (see Fig. 6(b) , and use this information to compute a single, rectified, 64-by-64 color image corresponding to each patch, an example of which is shown in Fig. 6(c) . In addition to the computed patch features, we also determined the specific time interval during which the robot drove over each of the above-mentioned ground patches. To enforce consistency of dimension among the x i,t , we truncated these intervals to the firstT = 49 samples.
For each patch, we compute the following features: the mean, variance, skewness and kurtosis of the color values in each of the red, green, and blue, and Lab color channels of the onboard camera; the texton histogram of the image, obtained using the method described in [42] . We initialize each D i,t using a 512-element texton dictionary via the Brodatz texture database [41] .
Target variable Over these same 49-sample, truncated time intervals we obtain the model disturbance, which tracks the difference between true measured platform behavior and that which is generated from our commanded control inputs. We compute estimates of the disturbance mean and standard deviation with mini-batch sizeT = 49 as
whereω i,t denotes the true measured angular velocity experienced by the platform as measured by the IMU. For future reference, we denote the feature concatenation over the time window u ∈ [T (t−1) + 1, tT ] as xT i , t for index t, robot i. Fig. 7 . Performance of Algorithm 1 on an N = 10 network of robots over a trajectory containing grass and pavement for a randomly chosen robot. The test set estimation error ( Fig. 7(a) demonstrates that the algorithm may successfully predict the model disturbance over a time window of size L = 49. First and second-order statistics of model disturbance empirical distribution across pavement and grass are given for an actual sample trajectory in Fig. 7(b) within a Gaussian envelope for visualization purposes, where the standard deviation is computed using the actual disturbance experienced by the platform over this run. Fig. 7(c) shows the predicted disturbance envelope using the estimates given by the regressors learned using Algorithm 1. Observe that D4L yields an effective tool for online prediction of unexpected maneuvers experienced by the network. The problem is supervised since the feature vectors z i,k and control information ω i,k are provided sequentially to the platform. The target variables which are obtained using on-board sensory information is the first and second order statistics of the model disturbance ω i,k −ω i,k . Observe that there are random pairs of this form for each platform, and yet individuals in the network would like to predict their disturbance based on the experience of all agents in the network, thus incentivizing decentralized collaboration.
To estimate the disturbance statistics (57) and (58), each robot computes linear regression coefficients, w i,t and v i,t , that map sparse codes α * (D i,t ; x L i , t ) of concatenated x u for u ∈ [T (t−1) + 1, tT ] to the estimates of the disturbance mean and variance given in (57) and (58), respectively. Thus the local instantaneous losses defined by regressors w i,t and v i,t are w T i,t α * (D i,t ; xT i , t ) − μω L i , t 2 and v T i,t α * (D i,t ; xT i,t ) − Sω L i , t 2 -the actual estimators are given as w T i,t α * (D i,t ; xT i,t ) and v T i,t α * (D i,t ; xT i,t ). Due to computational considerations, we use a common dictionary for both mean and variance prediction.
We implement Algorithm 1 on an N = 10 cycle network of robots to compute linear regression coefficients, w i,t and v i,t in order to estimate (57) and (58) for the next time-slot of sizeT . We select the following parameters: sparsity dimension k = 64, constant step-size k = = 0.05, and (1) as the elastic-net with regularization parameters ζ 1 = 0.125, and ζ 2 = 10 −3 .
In Fig. 7 we display the results of the algorithm performance for a randomly chosen robot i ∈ [N ]. The estimates w T i,t α * (D i,t ; x L i , t ) and v T i,t α * (D i,t ; x L i , t ), respectively, are used to estimate the first and second-order statistics of the angular velocity disturbance in (57) and (58). In Fig. 7(a) we plot the Euclidean error of the predicted statistical estimators as compared with the actual sample mean and standard deviations on a hold-out test set. We observe that the both the sample mean and sample standard deviation predictors exhibit convergent behavior.
We further evaluate the performance of Algorithm 1 for predicting the disturbance statistics around a specific collection of robotic trajectories which traverse both pavement and grass. Fig. 7(b) shows the actual disturbance data experienced by the platform for the trajectory of one robot driving over a specific trajectory of grass and pavement, overlaid with a range of two sample standard deviations Sω L i , t [cf. (58)] of the sample means μω L [cf. (57)] . In Fig. 7(c) , we show the same disturbance data overlaid with the decentralized estimation scheme given by D4L for an arbitrarily chosen node i ∈ [N ]. The prediction using D4L (the red envelope in Fig. 7 (c) closely matches the actual disturbance data which is given by the bold black line.
VII. CONCLUSION
This work extends the discriminative dictionary learning of [16] to networked settings. To do so, we consider cases where losses are node-separable and introduced agreement constraints, yielding a decentralized stochastic non-convex program. By considering the Lagrangian relaxation of an agreement-constrained system, we develop a block variant of the Arrow-Hurwicz saddle point method to solve it. Moreover, we establish the convergence of the algorithm to a KKT point of the problem in expectation.
Experiments on a texture classification problem demonstrated comparable classifier performance between the centralized and decentralized settings, and illustrated the convergence rate dependence on the network. Moreover, the proposed method allows multi-agent systems to learn over a new class of pattern recognition problems. In doing so, networks of interconnected computing servers may collaboratively solve such problems at an accelerated rate as compared with centralized methods. We additionally applied this method to a mobile robotic network deployed in an unknown domain charged with the task of collaboratively analyzing the navigability of distinct paths traversed by each robot, such that the unexpected maneuvers made by one robot may be predicted by another.
APPENDIX A PROOF OF PROPOSITION 1
The set D N may be written as a Cartesian product of sets D. We assume that projection P D N [·] of the stacked iterates D into D N is equivalent to the separate projection P D [·] of the components node-wise components D i into the sets D. The other primal domain, as well as the dual domains, are defined as Cartesian products of lower dimensional sets for each node and edge. We assume a similar condition holds for the set projections with onto the stacked primal and dual sets W N , L M , and N M , allowing the stacked iterates to be separated into their local node and edge-wise components via projections onto local sets W, L, and N .
To compute the primal stochastic gradient of the Lagrangian [cf. (10) ] with respect to a local dictionary D i,t for a signaloutput pair (x i,t , y i,t ), apply the node-separability of the global cost in (7) to the first term in (10) , and note that all terms of the derivative of the second term with respect to D i in (10) are null except those associated with node i and neighbors j, to obtain
Substitute this into the update (12) and separate update along direction associated with agent i to obtain
Analogous logic applies to the update for w i at node i, and is thus omitted. To develop the dual variable updates, compute the stochastic subgradient of (10) with respect to the Lagrange multipliers associated with edge (i, j) and the dictionary agreement constraint. Note that all terms in the sum tr(Λ T CD) are null except those associated with edge (i, j) to obtain
This local subgradient corresponds to the communication link between agent i and agent j. Separating the update in (15) along variables associated with edge (i, j), we obtain the local update
Again, analogous reasoning regarding the agreement constraint slack term for w yields the update for Lagrange multiplier ν ij . Thus we obtain the statement in Proposition 1.
