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FORMULAS FOR MONODROMY
ALAN STAPLEDON
Abstract. Given a family X of complex varieties degenerating over a punctured disc, one
is interested in computing related invariants called the motivic nearby fiber and the refined
limit mixed Hodge numbers, both of which contain information about the induced action
of monodromy on the cohomology of a fiber of X . Our first main result is that the motivic
nearby fiber of X can be computed by first stratifying X into locally closed subvarieties
that are non-degenerate in the sense of Tevelev, and then applying an explicit formula on
each piece of the stratification that involves tropical geometry. Our second main result is
an explicit combinatorial formula for the refined limit mixed Hodge numbers in the case
when X is a family of non-degenerate hypersurfaces. As an application, given a complex
polynomial, then, under appropriate conditions, we give a combinatorial formula for the
Jordan block structure of the action of monodromy on the cohomology of the Milnor fiber,
generalizing a famous formula of Varchenko for the associated eigenvalues. In addition, we
give a formula for the Jordan block structure of the action of monodromy at infinity.
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1. Introduction
Before introducing the main results of this paper, we first present an application. Let
f(x1, . . . , xn) ∈ C[x1, . . . , xn] be a complex polynomial with no constant term, and consider
the induced map f : Cn → C. One would like to understand the singularity of f−1(0) ⊆
Cn at the origin (we assume this is an isolated singularity). A classical invariant used to
distinguish the singularities arising from different polynomials is the action of monodromy on
the cohomology of the associatedMilnor fiber. In simple terms, this means associating to f
a finite, square complex matrixMf that is well-defined up to change of basis. We assume that
f is ‘general’ in the sense that it is non-degenerate with respect to its Newton polyhedron
Γ+(f), and also that it is convenient (see Section 6.3). The most famous result was proved
by Varchenko in 1976 [62], who gave an explicit combinatorial formula for the eigenvalues
(with multiplicity) of Mf , involving alternating signs of volumes of polytopes associated to
Γ+(f). Unfortunately, since Mf is rarely diagonalizable, it is not, in general, determined
by its eigenvalues. We are left with the problem of giving combinatorial formulas for the
numbers Jk,α of Jordan blocks ofMf of size k with eigenvalue α. Using tropical geometry,
together with weighted Ehrhart theory, which involves the enumerative combinatorics of
lattice points in dilates of polytopes, we settle this question:
Theorem (Corollary 6.22). Let f ∈ C[x1, . . . , xn] be a complex polynomial such that f−1(0)
admits an isolated singularity at the origin. Assume further that f is convenient and non-
degenerate with respect to its Newton polyhedron Γ+(f). Then there are explicit, non-negative
combinatorial formulas for the numbers Jk,α, involving the weighted Ehrhart theory of poly-
topes associated to Γ+(f).
We refer the reader to Corollary 6.22 for the specific formulas. By a ‘non-negative’ formula,
we mean that each Jk,α is expressed as a sum of non-negative integers. By summing over
k, we obtain a non-negative formula for the multiplicities of the eigenvalues of Mf , which
is equivalent to Varchenko’s formula (Remark 6.19). Using different techniques, special
cases of formulas for the Jk,α have previously been proved by Matsui and Takeuchi [41] and
van Doorn and Steenbrink [21], and an algorithm to compute the numbers Jk,α involving
simplicial resolutions of toric varieties was proved by Matsui and Takeuchi in [41], extending
work of Danilov [14] and Tanabe´ [60]. We note that algorithms in a more general setting are
given by Schulze in [50].
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The theorem above is a corollary of more general results, that we will outline in the
remainder of the introduction. Given a family of varieties f : X → D∗ over a complex disc,
Denef and Loeser [18] associate an invariant ψX called the motivic nearby fiber, which
contains information about the variation of Hodge structures associated to the degeneration.
In particular, if we fix a non-zero fiber Xgen := f
−1(t) for some sufficiently small t ∈ D∗, then
ψX encodes information on the induced monodromy map T : H
m
c (Xgen)→ Hmc (Xgen), which
is a linear operator on the complex cohomology with compact supports of Xgen and is quasi-
unipotent i.e. T = TsTu, where Ts and Tu commute, Ts is semi-simple and has finite order,
and Tu is unipotent. In [32], Eric Katz and the author showed that one can use tropical
geometry to concretely compute a specialization of ψX that is invariant under base change,
and hence encodes information about Tu but not Ts. Using new combinatorics developed
in [31], in the case of families of scho¨n complex hypersurfaces of tori, explicit combinatorial
formulas were then deduced for the refined limit mixed Hodge numbers, which, in
particular, determine the Jordan block structure of the action of Tu on the graded pieces (with
respect to the Deligne weight filtration) of Hmc (Xgen). Here scho¨n is a ‘generic’ condition
introduced by Tevelev [61], generalizing the notion of non-degeneracy of a hypersurface
of a complex torus [35]. Equivalent formulas were also given for the action of Tu on the
intersection cohomology groups of a family of scho¨n hypersurfaces of a projective toric variety.
The goal of this note is to extend the above results to the full generality of the motivic
nearby fiber ψX and monodromy operator T . Our first main result is to show that the
motivic nearby fiber may be computed using tropical geometry (see Section 3). A key point
is that since there is a range of available software implementing the main algorithms in
tropical geometry [28, 29], our main formula Theorem 3.2 can be computed in practice.
Weighted Ehrhart theory was introduced by the author in [54] both in order to extend
and reprove many results in Ehrhart theory, the study of enumeration of lattice points in
polytopes, and in order to give explicit computations of motivic integrals on toric stacks [55].
Roughly speaking, one associates to every lattice point v a ‘weight’ w(v) in Q/Z, and then
attempts to enumerate lattice points in polytopes keeping track of the associated weights.
Extending work in [31], in Section 4.4, we associate new Ehrhart-theoretic invariants to a pair
(P, ν), where P is a lattice polytope and ν is the convex graph of an integral height function
on P . In particular, we introduce the weighted refined limit mixed h∗-polynomial
h∗(P, ν; u, v, w) ∈ Z[Q/Z][u, v, w]. Roughly speaking, our second main result states that
if X◦ is a family of scho¨n complex hypersurfaces of tori, then the associated equivariant
refined limit mixed Hodge numbers are precisely the coefficients of h∗(P, ν; u, v, w)
(Theorem 5.7, Corollary 5.12), where (P, ν) is the Newton polytope and associated convex
graph associated to X◦. In particular, this gives combinatorial formulas for the Jordan
block structure of the action of T on the graded pieces (with respect to the Deligne weight
filtration) of Hmc (X
◦
gen). Equivalent formulas are also given for the equivariant refined limit
mixed Hodge numbers associated to the intersection cohomology groups of a family of scho¨n
hypersurfaces of a projective toric variety (Theorem 5.9, Corollary 5.12). In Example 5.13,
we express these invariants in a special case in terms of dimensions of orbifold cohomology
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[12, 13] of a toric stack [4]. It would be interesting to have an explanation of this fact
involving ‘mirror symmetry’.
As a special case of the above result, in Theorem 5.11, we give a formula for the equivariant
Hodge-Deligne polynomial of a scho¨n complex hypersurface of a torus invariant under the
action of an element of the torus of finite order. An algorithm to determine this polynomial
had previously been given by Matsui and Takeuchi in [40], generalizing an algorithm of
Danilov and Khovanski˘ı in the non-equivariant setting [15]. Moreover, the above formula
reduces to a formula of Borisov and Mavlyutov [9] in the non-equivariant setting, which itself
is a simplification of a formula of Batyrev and Borisov [3].
We next present some applications to the monodromy of complex polynomials. Let
f(x1, . . . , xn) ∈ C[x1, . . . , xn] be a complex polynomial. It is well-known that there ex-
ists a minimal finite subset Bf ⊆ C, such that f : Cn → C is a locally trivial fibration away
from Bf . Then monodromy defines an action of the fundamental group π1(CrBf ) on the co-
homology of a fixed generic fiber of f . On the one hand, we are interested in the monodromy
action induced by moving anti-clockwise around a small loop around an element of b ∈ Bf .
After translating f by a constant, we may assume that b = 0, and then the resulting action is
calledmonodromy at 0. On the other hand, choose R > 0 sufficiently large such that Bf is
strictly contained in {z ∈ C | |z| = R}. Then the monodromy action on cohomology induced
by moving clockwise around such a loop is called the monodromy at infinity of f , and a
fundamental result of Dimca and Ne´methi [19] states that monodromy at infinity essentially
determines the monodromy action of π1(C r Bf ). We assume that f is convenient in the
sense that its Newton polytope has non-zero intersection with each ray through a coordi-
nate vector [36]. Then under certain scho¨nness (also called ‘non-degeneracy’) conditions, we
give explicit combinatorial formulas that essentially completely describe both monodromy
at 0 (Example 6.7) and monodromy at infinity (Example 6.8). In particular, we deduce
‘non-negative’ combinatorial formulas for both the equivariant limit mixed Hodge numbers
associated to monodromy at infinity (Corollary 6.13), and the Jordan block structure of
monodromy at infinity (Corollary 6.14). Algorithms to compute the latter invariants were
given by Matsui and Takeuchi in [40]. Also, these formulas specialize to known formulas
for the spectrum at infinity of f [40, Theorem 5.11] and zeta function at infinity of f [37].
We note that some of the above results may be extended without the assumption that f is
convenient (see Remark 6.1). We also present analogous ‘local’ results for the Milnor fiber of
a polynomial f with an isolated singularity at the origin, including combinatorial formulas
for both the corresponding the equivariant limit mixed Hodge numbers, and, as outlined at
the beginning of this introduction, the Jordan block structure of the action of monodromy
on the cohomology of the Milnor fiber.
Finally, we mention some possible generalizations of the above results that we expect will
follow by similar methods. Firstly, using the ‘Cayley trick’ of Danilov and Khovanski˘ı [15,
Section 6], one may extend our results on hypersurfaces to the case of complete intersections.
In particular, in the case of the monodromy at infinity and monodromy of the cohomology of
the Milnor fiber, one may obtain explicit formulas that extend algorithms given by Esterov
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and Takeuchi in [25]. Secondly, in the case when f is not convenient, one may use the
results above to obtain formulas extending algorithms of Takeuchi and Tibar in [59]. Lastly,
analogous formulas to those in Section 6.3 for families of hypersurfaces of an affine toric
variety (rather than simply affine space) may be obtained using the setup and results of
Steenbrink in [58].
1.1. Organization of the paper. This paper is structured as follows. In Section 2, we
review the necessary geometric background. In Section 3, we show how to compute the
motivic nearby fiber using tropical geometry. In Section 4, we review the necessary com-
binatorial background before introducing our main combinatorial invariants. In Section 5,
we prove our combinatorial formulas for geometric invariants associated to degenerations of
hypersurfaces. Finally, in Section 6, we apply our results to deduce formulas for invariants
associated with the monodromy of complex polynomials.
Notation and conventions. All cohomology has complex coefficients. If N is a lattice, then
NR = N ⊗RR. We identify the group Q/Z with the group S1Q of rational points on the circle
{z ∈ C | |z| = 1}, sending [k] ∈ Q/Z to α = e2pi
√−1k ∈ S1Q. We fix K = C(t). A variety X
over K is naturally interpreted as a complex variety with a morphism f : X → D∗, for some
sufficiently small punctured complex disc D∗ around the origin, and Xgen := f−1(t) denotes
a fixed fiber for some choice of t ∈ D∗.
Acknowledgements. The author would like to thank Anthony Henderson for some useful
comments.
2. Geometry of degenerations
In this section we briefly recall the notion of the motivic nearby fiber and its associated
geometry. We refer the reader to [7], [44] and [45] for details. A similar exposition is given
in the non-equivariant setting in [32, Section 3].
2.1. The equivariant Grothendieck ring. We follow the treatment in [7] below. Fix a
field k. The Grothendieck ring K0(Vark) of algebraic varieties over k is the free abelian
group generated by isomorphism classes [V ] of varieties V over k, modulo the relation
(1) [V ] = [U ] + [V r U ],
whenever U is an open subvariety of V . Multiplication is given by tensor product of varieties.
Suppose that G is a finite group. An (algebraic) action of G on a variety over k is good if
every orbit lies in an open affine subvariety. Then we may similarly define K˜G0 (Vark) to be
the free abelian group generated by isomorphism classes [V ] of varieties V over k together
with a good action of G, modulo the relation [V ] = [U ]+[V rU ], whenever U is a G-invariant
open subvariety of V . The equivariant Grothendieck ring KG0 (Vark) is the quotient of
K˜G0 (Vark) by the relation [P(V ) 	 G] = [P
n × (X 	 G)], where V → X is a vector bundle
of rank n + 1 with a good G-action that is linear over a good G-action on X . Here P(V )
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denotes the projectivization of V with induced G-action, and Pn admits a trivial G-action.
A group homomorphism G → H induces a ring homomorphism KH0 (Vark) → KG0 (Vark) by
restriction. In particular, KG0 (Vark) is a module over K0(Vark), and forgetting the action of
G gives a ring homomorphism KG0 (Vark) → K0(Vark). We will follow the convention that
L := [A1] is the class of the affine line with trivial G-action. A motivic invariant is a ring
homomorphism KG0 (Vark)→ R, for some ring R.
Remark 2.1. Suppose that a finite group G acts linearly on a k-vector space V of dimension
n + 1 i.e. V is a representation of G. Then taking X = pt in the condition above, we see
that [P(V )] = [Pn] = Ln + Ln−1 + · · ·+ 1 ∈ KG0 (Vark).
Now assume that k = C and identify µn ∼= Z/nZ with the group of nth roots of unity in C
generated by exp(2π
√−1i/n). The epimorphisms µnd → µn, ζ 7→ ζd give rise to a projective
limit µ̂ = lim←−µn. If g is an element of a group G of finite order, then we have a well-defined
group homomorphism µ̂→ µn → G sending exp(2π
√−1i/n) 7→ g whenever gn = 1. In this
way, group actions of elements of finite order give rise to group actions of µ̂.
A good µ̂-action on a complex variety is an action of µ̂ induced by a good µn-action for
some n > 0. The equivariant Grothendieck ring K µ̂0 (VarC) is defined similarly as above, and
coincides with the direct limit of the restriction maps Kµn0 (VarC)→ Kµnd0 (VarC) induced by
the epimorphisms µnd → µn, ζ 7→ ζd.
Example 2.2. Let v = (v1, . . . , vn) ∈ Qn. Then multiplication by (e2pi
√−1v1 , . . . , e2pi
√−1vn)
gives a good µ̂-action on (C∗)n. This action extends to Pn, which admits a natural strati-
fication into tori each invariant under µ̂, and it follows from Remark 2.1 and induction on
dimension that [(C∗)n 	 µ̂] = (L− 1)n ∈ K µ̂0 (VarC).
2.2. The motivic nearby fiber. Fix K = C(t). Then the motivic nearby fiber is a ring
homomorphism
ψ : K0(VarK)→ K µ̂0 (VarC),
[X ] 7→ ψX .
A result of Bittner [8] implies that K0(VarK) is generated by the classes of smooth, proper
varieties. In particular, the description below determines ψ.
We follow the description of the motivic nearby fiber in [58]. A variety X over K is
naturally interpreted as a complex variety with a morphism f : X → C∗ r {b1, . . . , br}, for
some points b1, . . . , br. Assume that X is smooth and extend X to a variety X
′ with flat
morphism f : X ′ → A1 r {b1, . . . , br}. After resolving singularities, we may assume that X ′
is smooth and that the central fiber f−1(0) =
∑
imiDi is a simple normal crossings divisor
with irreducible components D1, . . . , Dr, with multiplicities m1, . . . , mr respectively. For
each non-empty subset I ⊆ {1, . . . , r}, let D◦I = ∩i∈IDi r ∪j /∈IDj and mI = gcd(mi | i ∈ I).
Restrict f to a small complex disc D about the origin and let m be a common multiple of
m1, . . . , mr. Pullback X
′ via the map D→ D, t 7→ tm and normalize to obtain a commutative
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diagram
X˜ ′
f˜

ρ
// X ′
f

D t7→t
m
// D.
The action of µm on D, with ζ ∈ µm acting via t 7→ ζt, extends to an action on X˜ ′, and
hence a good µ̂-action on the central fiber. Let D˜◦I be proper transform of D
◦
I via ρ. Then
ρ : D˜◦I → D◦I is a µmI -covering. The motivic nearby fiber ψX ∈ K µ̂0 (VarC) of X is given by
(2) ψX =
∑
∅6=I⊆{1,...,r}
[D˜◦I 	 µ̂](1− L)|I|−1.
2.3. Motivic invariants. The importance of the motivic nearby fiber comes from its spe-
cializations. In this section, we will explain the following commutative diagram, which will
be crucial in the rest of the paper, where the first vertical map is the motivic nearby fiber:
K0(VarK)
Eµ̂
//
ψ

Z[Q/Z][u, v, w]
u 7→uw−1
v 7→1
//
w 7→1

Z[Q/Z][u, w]
w 7→1

K0(VarC)
µ̂
Eµ̂
// Z[Q/Z][u, v] v 7→1 // Z[Q/Z][u] u 7→1 // Z[Q/Z].
Throughout the paper, we will identify the group Q/Z with the group S1Q of rational points
on the circle {z ∈ C | |z| = 1}, sending [k] ∈ Q/Z to α = e2pi
√−1k ∈ S1Q. We will consider
the group algebra Z[Q/Z].
Remark 2.3. Consider the Z-algebra involution on Z[Q/Z] defined by setting [k] = [−k],
corresponding to complex conjugation on the circle. This extends coefficient-wise to an invo-
lution on a polynomial ring with coefficients in Z[Q/Z], that we will refer to as conjugation.
Remark 2.4. Consider the natural Z-algebra homorphism Z[Q/Z]→ Z, [k] 7→ 1. One may
apply this homomorphism below to get invariants with coefficients in Z rather than Z[Q/Z].
The corresponding diagram of invariants above over Z is explained in detail in [32, Section 3].
Consider a complex vector space B that admits a mixed Hodge structure [45] with corre-
sponding vector space decomposition
B ∼=
⊕
p,q
Hp,q(B).
Suppose the µn acts linearly on B, preserving the mixed Hodge structure. With the con-
vention above, for α ∈ Q/Z, we write hp,q(B)α for the dimension of the α-eigenspace of
Hp,q(B), and write hp,q(B, µ̂) :=
∑
α∈Q/Z h
p,q(B)αα ∈ Z[Q/Z]. For a sequence of such repre-
sentations B• = {Bm | m ≥ 0}, set ep,q(B•, µ̂) =
∑
m(−1)mhp,q(Bm, µ̂) ∈ Z[Q/Z]. Then the
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equivariant Hodge polynomial of B• is defined by
E(B•) = E(B•; u, v) =
∑
p,q
ep,q(B•, µ̂)upvq ∈ Z[Q/Z][u, v].
In [16], Deligne proved that the mth cohomology group with compact supports Hmc (V ) of
a complex variety V admits a canonical mixed Hodge structure with decreasing filtration
F • called the Hodge filtration and increasing filtration W• called the Deligne weight
filtration. Given a good action of µ̂ on V , we may set Bm = H
p,q(Hmc (V )) above. The
corresponding equivariant Hodge polynomial is denoted Eµ̂(V ; u, v) ∈ Z[Q/Z][u, v], and is
called the equivariant Hodge-Deligne polynomial of V . The invariants hp,q(Hmc (V ))α
are called the equivariant mixed Hodge numbers of V . We have a ring homomorphism
called the equivariant Hodge-Deligne map:
Eµ̂ : K
µ̂
0 (Vark)→ Z[Q/Z][u, v], [V ] 7→ Eµ̂(V ; u, v).
As in Remark 2.4, we will also consider the corresponding invariants over Z. In this case, we
have the usual mixed Hodge numbers hp,q(Hmc (V )) =
∑
α h
p,q(Hmc (V ))α and corresponding
Hodge-Deligne polynomial E(V ; u, v) ∈ Z[u, v].
Remark 2.5. More generally, for any finite group G acting algebraically on a complex
variety V , we obtain a linear action of G on Hp,q(Hmc (V )), and one can form the equivariant
Hodge-Deligne polynomial
EG(V ; u, v) =
∑
p,q
∑
m
(−1)mHp,q(Hmc (V ))upvq ∈ R(G)[u, v],
where R(G) is the complex representation ring of G. This induces a ring homomorphism
K˜G0 (VarC) → R(G)[u, v]. This invariant was introduced and studied by the author in [56],
generalizing the notion of weight polynomial due to Dimca and Lehrer [20], and the notion
of equivariant χy-genus due to Cappell, Maxim and Shaneson [11]. In our case, Z[Q/Z] may
be viewed as the direct limit associated to the restriction maps R(µn)→ R(µnd) induced by
the epimorphisms µnd → µn, ζ 7→ ζd.
Recall that a variety X over K is naturally interpreted as a complex variety with a mor-
phism f : X → C∗ r {b1, . . . , br}, for some points b1, . . . , br. Restricting X to a family
over a sufficiently small punctured complex disc centered at the origin, and fixing a fiber
Xgen := f
−1(t) and counter-clockwise orientation around the disc, there exists a quasi-
unipotent monodromy map T = TsTu : H
m
c (Xgen;C) → Hmc (Xgen;C), where Ts is semi-
simple and Tu is unipotent. Then the cohomology groups H
m
c (Xgen) admit a weight filtra-
tion M• called the monodromy weight filtration, and Ts acts preserving the filtrations
(F •,M•,W•). We will write Hmc (X∞) to denote H
m
c (Xgen) with the filtrations (F
•,M•,W•).
The filtrations (F •,M•) induce a mixed Hodge structure on Hmc (X∞), and the nilpotent
operator N = log Tu is a morphism of mixed Hodge structures of type (−1,−1). The corre-
sponding invariants hp,q(Hmc (X∞))α are called the equivariant limit mixed Hodge num-
bers, and the corresponding equivariant Hodge polynomial E(X∞, µ̂; u, v) ∈ Z[Q/Z][u, v]
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is called equivariant limit Hodge-Deligne polynomial. A deep result of Denef and
Loeser states that this is a specialization of the motivic nearby fiber in the sense that
E(X∞, µ̂; u, v) = Eµ̂(ψX). As in Remark 2.4, we may consider the corresponding invari-
ants over Z i.e. the limit mixed Hodge numbers and limit Hodge-Deligne polynomial.
Before proceeding, we recall the following standard linear algebra construction.
Definition 2.6. Let A be a nilpotent linear operator on a finite dimensional vector space
V such that Ar+1 = 0. Then the A-weight filtration centered at r is the increasing
filtration {V•} of V by subspaces
0 ⊆ V0 ⊆ V1 ⊆ · · · ⊆ V2r = V,
uniquely determined by
(1) A(Vk) ⊆ Vk−2,
(2) the induced map Ak : Grr+kV → Grr−kV is an isomorphism,
for any non-negative integer k. Here we set Vk = 0 for k < 0. The filtration encodes the
Jordan block structure of A. Explicitly, for 1 ≤ k ≤ r + 1, the number of Jordan blocks of
size k equals
dimGrr+1−kV − dimGrr−1−kV.
The monodromy weight filtration M• has the following important geometric property: for
every non-negative integer r, the induced filtration M(r)• on GrWr H
m
c (X∞) coincides with
the N(r)-weight filtration centered at r, where N(r) is the nilpotent operator induced by
N = log Tu. It follows from Definition 2.6 that the monodromy weight filtration, together
with the action of Ts, encodes the Jordan block structure of the monodromy operator T acting
on GrWr H
m
c (X∞). Moreover, (F
•,M•) induces a mixed Hodge structure on GrWr H
m
c (X∞)
that is invariant under Ts, and N(r) is a morphism of mixed Hodge structures of type
(−1,−1). The associated equivariant mixed Hodge numbers
hp,q(GrWr H
m
c (X∞))α = (Gr
p
FGr
M
p+qGr
W
r H
m
c (X∞))α
are called the equivariant refined limit mixed Hodge numbers, and the associated
equivariant Hodge polynomial is the coefficient of wr in a polynomial E(X∞, µ̂; u, v, w) ∈
Z[Q/Z][u, v, w] called the equivariant refined limit Hodge-Deligne polynomial. As in
Remark 2.4, we have corresponding invariants over Z, that were introduced in [32, Section 3],
to where we refer the reader for further details. We have a ring homomorphism
Eµ̂ : K0(VarK)→ Z[Q/Z][u, v, w],
[X ] 7→ E(X∞, µ̂; u, v, w).
It follows from the definitions that we recover the equivariant limit mixed Hodge numbers
and the usual mixed Hodge numbers of Xgen via the specializations:
hp,q(Hmc (X∞))α =
∑
r
hp,q,r(Hmc (X∞))α,
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(3) hp,r−p(Hmc (Xgen)) =
∑
q
∑
α∈Q/Z
hp,q,r(Hmc (X∞))α.
Correspondingly, we have E(X∞, µ̂; u, v, 1) = E(X∞, µ̂; u, v), and E(X∞, µ̂; uw−1, 1, w) re-
stricts to the Hodge-Deligne polynomial E(Xgen; u, w) ∈ Z[u, w]. The further specializations
E(Xgen; u, 1) and E(Xgen; 1, 1) are the χy-characteristic and Euler characteristic of Xgen re-
spectively.
Remark 2.7. With the notation above, since N(r) is a morphism of mixed Hodge structures
of type (−1,−1), the isomorphisms (2) in Definition 2.6 imply that for 0 ≤ j ≤ r, the
sequence {hi+j,i,r(Hmc (X∞))α | 0 ≤ i ≤ r − j} is symmetric and unimodal.
Remark 2.8. Since Hp,q(Hmc (X∞)) and H
q,p(Hmc (X∞)) are conjugate, and by Remark 2.7,
the refined limit mixed Hodge numbers satisfy the following symmetries:
hp,q,r(Hmc (X∞))α = h
r−q,r−p,r(Hmc (X∞))α = h
q,p,r(Hmc (X∞))α−1 = h
r−p,r−q,r(Hmc (X∞))α−1 .
Hence the equivariant refined limit Hodge-Deligne polynomial satisfies the following symme-
tries with respect to the conjugation action on Z[Q/Z][u, v, w] described in Remark 2.3:
E(X∞, µ̂; u, v, w) = E(X∞, µ̂; v, u, w),
E(X∞, µ̂; u, v, w) = E(X∞, µ̂; u−1, v−1, uvw).
Example 2.9. If V is a complex variety and X = V ×C K, then X may be regarded as
a trivial family over D∗. In this case, N is identically zero, M• coincides with the Deligne
filtration W•, and E(X∞, µ̂; u, v, w) = E(V ; uw, vw).
Example 2.10. If X is smooth and proper, then GrWr H
m(Xgen) = 0 unless m = r. In this
case, the monodromy weight filtration, together with the action of Ts, encodes the Jordan
block decomposition of T . In this case,
E(X∞, µ̂; u, v, w) =
∑
p,q,m
(−1)mhp,q(Hm(X∞))αupvqwmα.
3. Tropical geometry
In this section we prove our formula for the motivic nearby fiber. The non-equivariant
version of this result is [32, Theorem 1.2]. We continue with the notation of the previous
section. In particular, K = C(t).
Let w = (w1, . . . , wn) ∈ Rn and let f ∈ K[x±11 , . . . , x±1n ]. Then the initial degener-
ation inw(f) ∈ C[x±11 , . . . , x±1n ] of f with respect to w is defined as follows: write f =∑
u∈Zn λut
ωf (u)gu(t)x
α for some λu ∈ C, ωf(u) ∈ Z and gu(t) ∈ C(t) such that g(1) = 1, and
let mf = min{ωf(u) + w · u | λu 6= 0}. Then
inw(f) =
∑
u∈Zn
ωf (u)+w·u=mf
λux
u.
10
Assume that w is rational and consider the element
exp(2π
√−1w) := (e2pi
√−1w1 , . . . , e2pi
√−1wn) ∈ (C∗)n.
Then multiplication by exp(2π
√−1w) induces a finite order automorphism βw of (C∗)n and
hence a good action of µ̂ on (C∗)n. Note that if w 6= 0, then βw acts freely on (C∗)n. We
compute
(4) (βw)
∗(inw(f)) = inw(f)(e2pi
√−1w1x1, . . . , e2pi
√−1w1xn) = e2pi
√−1mf inw(f).
Let X◦ ⊆ (K∗)n be a closed subvariety defined by an ideal I ⊆ K[x±11 , . . . , x±1n ]. Then the
initial degeneration inwX
◦ is the closed subscheme of (C∗)n defined by the ideal inw I :=
(inw(f) | f ∈ I) ⊆ C[x±11 , . . . , x±1n ]. By (4), inw I is invariant under βw, and hence we have
an induced action on inwX
◦.
A variety X over K is very affine if it admits a closed embedding X ⊆ (K∗)n for some n.
Tevelev introduced the notion of a scho¨n, very affine variety. A closed subvarietyX◦ ⊆ (K∗)n
is scho¨n if inwX
◦ ⊆ (C∗)n is a smooth (reduced) subvariety for every w ∈ Rn [27, Prop 3.9].
A very affine variety X over K is scho¨n if it admits a scho¨n closed embedding X ⊆ (K∗)n
for some n (cf. [38, Lemma 2.11]). Note that a complex variety V may be viewed via base
change as a variety over K, and hence we may consider the same notions. The definition of
scho¨n for a hypersurface of a complex torus agrees with the notion of non-degeneracy with
respect to the Newton polytope [35].
The tropical variety Trop(X◦) associated to X◦ ⊆ (K∗)n is the set of points
{w ∈ Rn | inwX◦ 6= ∅}.
The tropical variety Trop(X◦) can be given a rational polyhedral structure Σ such that
initial degeneration at w ∈ Trop(X◦) only depends on the cell containing w in its relative
interior (this follows from [38, Theorem 1.5]). Hence for every cell γ of Σ, we may define
inγ X
◦ := inwX◦ for any w ∈ Rn in the relative interior of γ. Moreover, by fixing such a
w ∈ Qn, we obtain a good action of µ̂ on inγ X◦ via multiplication by exp(2π
√−1w).
Example 3.1. Consider the variety X◦ = {∑ni=1 xmii = te} ⊆ (K∗)n, for some mi ∈ Z>0 and
e ∈ Z. Let e1, . . . , en denote the standard basis vectors of Rn. Then X◦ ⊆ (K∗)n is scho¨n and
Trop(X◦) ⊆ Rn is the affine translation by (e/m1, . . . , e/mn) of the (n− 1)-dimensional fan
with cones spanned by subsets of size at most n−1 of {e1, . . . , en,−e1/m1−· · ·−en/mn}. Let
w = (e/m1, . . . , e/mn). Then µ̂ acts on inwX
◦ = {∑ni=1 xmii = 1} ⊆ (C∗)n via multiplication
by (e2pi
√−1e/m1 , . . . , e2pi
√−1e/mn). Considering X◦ as a family f : X◦ → A1, for 0 ≤ a ≤ 1,
multiplication by (e2pi
√−1ae/m1 , . . . , e2pi
√−1ae/mn) induces an isomorphism between f−1(1) and
f−1(e2pi
√−1a). We deduce that the action of µ̂ coincides with the action of monodromy
induced by moving anti-clockwise around the unit circle (more generally, see Example 5.6).
Recall that our goal is to compute the motivic nearby fiber defined in Section 2.2:
ψ : K0(VarK)→ K µ̂0 (VarC),
[X ] 7→ ψX .
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A result of Luxton and Qu [38, Theorem 6.11] that was conjectured by Tevelev in [61],
implies that every variety over K admits a stratification into locally closed, very affine, scho¨n
subvarieties. By the additivity property (1) of K0(VarK), it follows that we may reduce the
computation of ψ to the case when X◦ ⊆ (K∗)n is a scho¨n subvariety. In this case, we have
the following equivariant generalization of [32, Theorem 1.2].
Theorem 3.2. Let X◦ ⊆ (K∗)n be a scho¨n closed subvariety and let Σ be a rational polyhedral
structure on Trop(X◦). Then the motivic nearby fiber ψX◦ ∈ K µ̂0 (VarC) is given by
ψX◦ =
∑
γ∈Σ
γ bounded
(−1)dim γ [inγ X◦ 	 µ̂],
where the action of µ̂ on inγ X
◦ ⊆ (C∗)n is induced by multiplication by exp(2π√−1w) =
(e2pi
√−1w1 , . . . , e2pi
√−1wn) for a fixed choice of w ∈ Qn in the relative interior of γ.
Proof. We first recall the relevant geometric setting, as described in [27, Sections 1,2]. We
refer the reader to [26] for the appropriate background on toric geometry.
Let N = Zn, and for each cell γ ∈ Σ, let Cγ denote the cone generated by γ × {1} in
NR×R. The cones Cγ form a fan Σ˜ in NR×R, and the recession fan ∆ is defined to be the
intersection of Σ˜ with NR × {0}. Projection pr : NR × R → R onto the second coordinate
induces a morphism of fans Σ˜ → R≥0. Fix a positive integer m such that mΣ has a lattice
polyhedral structure, and let P˜ and P denote the complex toric varieties corresponding to
the fan Σ˜ with respect to the lattices N ×mZ and N ×Z respectively. We have an induced
commutative diagram corresponding to pulling back and normalizing P:
P˜

pi
// P

A1 t7→t
m
// A1,
where the vertical arrows are flat. After removing the closed torus invariant divisors cor-
responding to non-zero cones in ∆, the non-zero fibers of P˜ and P are tori and the central
fibers have decompositions into disjoint unions of tori:
P˜◦ =
⋃
γ∈Σ
γ bounded
U˜γ , P
◦ =
⋃
γ∈Σ
γ bounded
Uγ.
Let πγ : U˜γ → Uγ denote the morphism of tori induced by π. This has the following explicit
description. Let L′γ denote the linear span of Cγ, and let Lγ = L
′
γ ∩ (NR×{0}) ⊆ NR. That
is, Lγ is the translate of the affine span of γ to the origin in NR. Fix mγ ∈ Z>0 such that
pr((N ×Z)∩L′γ) = mγZ. Let Nγ = N/N ∩Lγ with distinguished rational point [γ] ∈ (Nγ)Q.
Then projection along L′γ induces an isomorphism NQ × Q/(NQ × Q) ∩ L′γ → (Nγ)Q that
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sends (0, 1) = ([−γ], 0)+ ([γ], 1) 7→ [−γ]. This isomorphism induces the vertical maps in the
following commutative diagrams:
0 // N ×mZ/(N ×mZ) ∩ L′γ
∼=

// N × Z/(N × Z) ∩ L′γ
∼=

// Z/mγZ
=

// 0
0 // Nγ // Nγ + Z · [−γ] // Z/mγZ // 0
Applying the functors Hom( ,Z) and then Hom( ,C∗) induces
1→ µmγ → U˜γ
piγ−→ Uγ → 1.
Letting M = Hom(N,Z) and Mγ = Hom(Nγ,Z), we identify U˜γ = Hom(Mγ ,C∗). Then
the above sequence says that the rational point [−γ] ∈ (Nγ)Q corresponds to an element
exp(2π
√−1[−γ]) ∈ U˜γ of order mγ such that Uγ is the quotient of U˜γ by the action of
multiplication by exp(2π
√−1[−γ]). In what follows, we let T = Hom(M,C∗) and consider
the multiplication map T × U˜γ → U˜γ . We also fix the distinguished element p ∈ U˜γ =
Hom(Mγ ,C∗) corresponding to the constant map 1.
Recall that X◦ may viewed as a family of complex varieties over C∗ r {b1, . . . , br}, for
some points b1, . . . , br. Let D be a sufficiently small complex disc centered at the origin, and
restrict X◦ to a family over the punctured disc D∗, and P˜ and P to families over D. Taking
the closure X of X◦ in P induces a commutative diagram:
X˜ ⊆ P˜

pi
// X ⊆ P

D t7→t
m
// D,
where for each bounded cell γ ∈ Σ, we have a corresponding µmγ -covering V˜ ◦γ := X˜ ∩ U˜γ →
V ◦γ := X ∩ Uγ corresponding to the action of multiplication by exp(2π
√−1[−γ]). As above,
consider the induced multiplication map m : T × V˜ ◦γ → U˜γ and consider the fiber m−1(p).
By [27, p. 8], projection onto T identifies m−1(p) with inγ X◦, while projection onto V˜ ◦γ
identifies m−1(p) with Tγ × V˜ ◦γ , where Tγ is the subtorus that fixes Uγ pointwise. Fix a
rational point w ∈ NQ in the relative interior of γ, and consider the corresponding point
exp(2π
√−1w) ∈ T of finite order. Then multiplication by (exp(2π√−1w), exp(2π√−1[−γ])
preserves m−1(p), and, using Example 2.2, we conclude that
(5) [inγ X
◦
	 µ̂] = [V˜ ◦γ 	 µ̂](L− 1)dim γ,
where µ̂ acts via multiplication by exp(2π
√−1w) and exp(2π√−1[−γ]) respectively. In
particular, this shows that the left hand side is independent of the choice of w in the relative
interior of γ.
We now complete the proof. We first verify that the right hand side of the statement
in the theorem is independent of the choice of polyhedral structure Σ. Indeed, if Σ′ is a
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polyhedral structure refining Σ, then, using the independence of the choice of w above
∑
γ′∈Σ′
γ bounded
(−1)dim γ′ [inγ′ X◦ 	 µ̂] =
∑
γ∈Σ
(−1)dim γ[inγ X◦ 	 µ̂]

 ∑
γ′∈Σ′,γ′ bounded
Int(γ′)⊆Int(γ)
(−1)dim γ−dim γ′

 .
Hence, it is enough to show that∑
γ′∈Σ′,γ′ bounded
Int(γ′)⊆Int(γ)
(−1)dim γ′ =
{
(−1)dim γ if γ is bounded
0 otherwise.
Topological and combinatorial proofs of the above fact are given in the proofs of [32,
Lemma 2.2] and [30, Theorem 3.4] respectively.
After possibly replacing Σ˜ with a smooth fan refinement, and replacing Σ with Σ˜∩ (NR×
{1}), we may assume that P is smooth and the central fiber X0 is a simple normal crossings
divisor. Let {v1, . . . , vs} denote the vertices of γ. Then X0 has irreducible components
{D1, . . . , Ds} with multiplicities {m1, . . . , ms} respectively, where mi is the smallest positive
integer m such that mvi ∈ N . For every non-empty subset I ⊆ {1, . . . s}, let γI be the
bounded cell of Σ given by the convex hull of {vi | i ∈ I}. Observe that every bounded
cell appears in this way. As above, D◦I = ∩i∈IDi r ∪j /∈IDj = V ◦γ admits an µmγ -covering
V˜ ◦γ → V ◦γ corresponding to the action of multiplication by exp(2π
√−1[−γ]). It follows from
the fact that Cγ is a smooth cone in N×Z that mγ = gcd(mi | i ∈ I). The result now follows
from (5) above together with the definition of the motivic nearby fiber given in (2). 
Remark 3.3. It is a corollary of the proof above that in the statement of Theorem 3.2, one
may consider the action on inγ X
◦ ⊆ (C∗)n to be induced by multiplication by exp(2π√−1w)
for any fixed choice of w ∈ Qn in the affine span of γ.
We will see interesting examples of the above theorem in Section 5 and Section 6. For the
moment, we have the following simple example.
Example 3.4. Following on with Example 3.1, let X◦ = {∑ni=1 xmii = te} ⊆ (K∗)n for
some mi ∈ Z>0 and e ∈ Z. Then ψX◦ = [{
∑n
i=1 x
mi
i = 1} ⊆ (C∗)n 	 µ̂], with µ̂-action
induced by multiplication by (e2pi
√−1e/m1 , . . . , e2pi
√−1e/mn). If X = {∑ni=1 xmii = te} ⊆ Kn
denotes the closure of X◦ in Kn, then ψX = [{
∑n
i=1 x
mi
i = 1} ⊆ Cn 	 µ̂], with action again
given by multiplication by (e2pi
√−1e/m1 , . . . , e2pi
√−1e/mn). As in Example 3.1, the above action
coincides with the action induced by monodromy.
4. The combinatorics of height functions
In this section, we present the relevant combinatorics of this paper. Weighted Ehrhart
theory was introduced by the author in [54] both in order to extend and reprove many
results in Ehrhart theory, the study of enumeration of lattice points in polytopes, and in
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order to give explicit computations of motivic integrals on toric stacks [55]. We present a
generalization of this theory below using an extension of Stanley’s theory of subdivisions [52]
presented in [31]. For brevity, we will only present the relevant results and refer the reader
to [31] and [54] for details of proofs.
4.1. Eulerian posets. We first recall some basic notions on Eulerian posets. Consider a
finite poset B containing a minimal element 0̂ and a maximal element 1̂. For any pair z ≤ x
in B, we can consider the interval [z, x] = {y ∈ B | z ≤ y ≤ x}. Assume that B is graded
in the sense that for every x ∈ B, every maximal chain in the interval [0̂, x] has the same
length ρ(x). We call ρ : B → N the rank function of B, and call ρ(1̂) the rank of B. Then
B is Eulerian if every interval [z, x] with z < x has as many elements of odd rank as even
rank.
Example 4.1. The poset of faces of a polytope P (including the empty face) is an Eulerian
poset under inclusion, with ρ(Q) = dimQ + 1, for any face Q of P . Throughout this paper,
the empty polytope has dimension −1.
Example 4.2. If B is a poset, then B∗ is the poset with the same elements as B and all
orderings reversed. In particular, B is Eulerian if and only if B∗ is Eulerian.
The g-polynomial of an Eulerian poset is defined recursively and was introduced by
Stanley [52, Corollary 6.7].
Definition 4.3. Let B be an Eulerian poset of rank n. If n = 0, then g(B; t) = 1. If n > 0,
then g(B; t) is the unique polynomial of degree strictly less the n/2 satisfying
tng(B; t−1) =
∑
x∈B
(t− 1)n−ρ(x)g([0̂, x]; t).
Example 4.4. By considering the leading terms above, we see that g(B; t) has constant
term 1, and linear term #{x ∈ B | ρ(x) = 1} − n.
Example 4.5. One can verify that g(B; t) = 1 if and only if B is the Boolean algebra on r
elements for some r [6, Remark 4.2].
We will need the following theorem of Stanley.
Theorem 4.6. [52, Corollary 8.3] If B is Eulerian and has positive rank, then∑
x∈B
(−1)ρ(x)g([0̂, x]; t)g([x, 1̂]∗; t) =
∑
x∈B
(−1)ρ(x)g([0̂, x]∗; t)g([x, 1̂]; t) = 0.
4.2. Polyhedral subdivisions. A polyhedral subdivision of a polytope P ⊆ Rn is a
subdivision of P into a finite number of polytopes such that the intersection of any two poly-
topes is a (possibly empty) face of both. A polyhedral subdivision is a rational (respectively
lattice) subdivision if each polytope has rational (respectively integral) vertices. A natural
class of lattice polyhedral subdivisions are the regular lattice subdivisions. They are in-
duced by a function ω : S → Z, called an integral height function , for some finite subset
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S ⊆ P ∩ Zn containing the vertices of P . The cells of the subdivision are the projections
of the bounded faces of the convex hull UH of {(u, λ) | u ∈ S, λ ≥ ω(u)} ⊆ Rn × R. The
bounded faces of UH form the graph of a function ν : P → R, called the convex graph
of ω. Note that ν|S is not necessarily the same as ω|S. Let S(ν) denote the regular lattice
polyhedral subdivision induced by ω. Then ν is convex and piecewise Q-affine with respect
to S(ν), and takes integer values on the vertices of S(ν). Conversely, if ν : P → R is a
convex function that is piecewise Q-affine with respect to a lattice polyhedral subdivision S,
such that ν takes integer values on the vertices of S, then the restriction of ν to the vertices
of S is an integral height function such that ν is the corresponding convex graph and S is a
refinement of S(ν). For more details, including the general definition of a regular polyhedral
subdivision, see [53, 33].
By abuse of notation, we write S for the poset of faces (including the empty face) of a
polyhedral subdivision S of P . Let [∅, P ] denote the face poset of P . In what follows, we
will consider the function
σ : S → [∅, P ],
where σ(∅) = ∅, and for a non-empty cell F ∈ S, σ(F ) is the smallest face of P containing
F . As a poset, the link lkS(F ) of F in S consists of all cells F ′ of S that contain F .
We will need the following two closely related polynomials. In the case F = ∅, the local
h-polynomial defined below was introduced by Stanley in [52, Corollary 7.7]. In the case
of a triangulation of a simplex, it was introduced by Athanasiadis [1, 2], and the general
case of a polyhedral subdivision of a polytope was first considered by Nill and Schepers [42],
where it was called the ‘relative local h-polynomial’. A more general definition of the local
h-polynomial appears in [31, Definition 4.1].
Definition 4.7. Let S be a polyhedral subdivision of a polytope P . If F is a (possibly
empty) cell of S, then the h-polynomial of lkS(F ) is defined by
tdimP−dimFh(lkS(F ); t−1) =
∑
F ′∈S
F⊆F ′
g([F, F ′]; t)(t− 1)dimP−dimF ′.
The local h-polynomial of F in S is the polynomial
lP (S, F ; t) =
∑
σ(F )⊆Q⊆P
(−1)dimP−dimQh(lkS|Q(F ); t)g([Q,P ]∗; t).
When F = ∅, we write h(S; t) = h(lkS(F ); t) and lP (S; t) = lP (S, F ; t).
Example 4.8. If S is the trivial subdivision of P , with cells of S given by the faces of
P , then one can verify that h(lkS(Q); t) = g([Q,P ]; t) and lP (S, Q; t) = 0 whenever Q is a
(possibly empty) proper face of P .
We state some properties of these polynomials below. The non-negativity of the g-
polynomial and h-polynomial and the local h-polynomial when F = ∅ is due to Stanley
[52, Theorem 5.2,Theorem 7.9].
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Remark 4.9. [31, Theorem 6.1] Let S be a rational polyhedral subdivision of a lattice
polytope P . For any cell F ∈ S and face Q of P , the polynomials g([Q,P ]∗; t), g([Q,P ]; t),
h(lkS(F ); t) and lP (S, F ; t) have non-negative coefficients. We have the symmetry
lP (S, F ; t) = tdimP−dimF lP (S, F ; t−1).
If S is a regular subdivision, then the coefficients of lP (S, F ; t) are symmetric and unimodal.
In order that one may compute examples, we list some of the coefficients below (see [31,
Example 3.13,Remark 3.32,Example 4.9,Example 4.10]).
Example 4.10. Let S be a polyhedral subdivision of a polytope P . Let F be a cell of S.
Let
λ = #{F ⊆ F ′ | dimF ′ = dimF + 1},
λ′ = #{F ⊆ F ′ | dimF ′ = dimF + 1, σ(F ′) = P}.
The constant term of h(lkS(F ); t) is 1, and the linear coefficient is λ − (dimP − dimF ).
If σ(F ) = P , then h(lkS(F ); t) = lP (S, F ; t) is symmetric. Assume that σ(F ) 6= P . Then
h(lkS(F ); t) has degree at most dimP − dimF − 1, and the coefficient of tdimP−dimF−1 is λ′.
Moreover, lP (S, F ; t) is symmetric with constant term 0 and linear term{
λ′ − 1 if dimP − dim σ(F ) = 1
λ′ if dimP − dim σ(F ) > 1.
4.3. Weighted Ehrhart theory. Fix a lattice polytope P with respect to a lattice M .
After possibly replacing M with a sublattice, we may assume that dimP = dimMR. Under
an isomorphism M ∼= Zn, the normalized volume Vol(P ) ∈ Z>0 of P with respect to M
is n! times the Euclidean volume of P . Let ν : P → R be the convex graph of an integral
height function on P , with corresponding regular lattice polyhedral subdivision S(ν) of P .
Remark 4.11. The setup above is slightly different than the ‘weight 0’ setup in [54], although
the same arguments hold. We explain the relationship below. In [54], we consider a stacky
fan (N,Σ, {bi}), where Σ is a full-dimensional simplicial fan with respect to a lattice N , and
{bi} is a choice of a non-zero lattice point on each ray of Σ. We let ψ be the piecewise
Q-linear function with respect to Σ satisfying ψ(bi) = 1, and let Q = {v ∈ NR | ψ(v) ≤ 1}.
If Q is a convex polytope, then we may set M = N , P = Q and ν = ψ above to recover this
setup. Here Σ induces a triangulation S of P refining S(ν) such that ν takes integer values
on the vertices of S. We also note that the definition of the weighted h∗-polynomial below
is slightly different (although equivalent) to that in [54] (see Example 5.13).
Let C be the cone over P×{1} inMR×R, and extend ν by linearity to a piecewise Q-linear
function on C. For a non-negative integer m, we will often identify mP with C∩(MR×{m})
and MR with MR × {m}. We define a weight function
w : C ∩ (M × Z)→ Q/Z,
w(v) = [ν(v)].
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Note that adding a global affine function with respect to M to ν does not change w. Recall
from Remark 2.3 that the group algebra Z[Q/Z] admits a conjugation action such that
[k] = [−k], and a ‘forgetful’ Z-algebra homorphism Z[Q/Z] → Z, [k] 7→ 1. The weighted
Ehrhart polynomial is defined by
f(P, ν;m) =
∑
v∈mP∩M
w(v) ∈ Z[Q/Z],
for every non-negative integer m. As in Remark 2.4, the corresponding polynomial with
coefficients in Z is the usual Ehrhart polynomial of P [22, 23], defined by f(P ;m) =
#(mP ∩M) for every non-negative integer m. By [54, Theorem 3.7], f(P, ν;m) is a poly-
nomial in m of degree dimP , and for every positive integer m,
(−1)dimPf(P, ν;−m) =
∑
v∈Int(mP )∩M
w(v) ∈ Z[Q/Z].
The latter result is known as weighted Ehrhart reciprocity, since it reduces to the
classical Ehrhart reciprocity: f(P ;−m) = #(Int(mP ) ∩ M) for every positive integer m
[24]. In fact, it is shown in [54, Remark 3.10] that weighted Ehrhart reciprocity generalizes
Ehrhart reciprocity for rational polytopes. Let S be a lattice polyhedral decomposition
refining S(ν) such that ν takes integer values on the vertices of S. For each maximal cell
F ∈ S, let mF be the minimal positive integer such that mFν|F is an affine function with
respect to M . Then one verifies that the leading coefficient of f(P, ν;m) as a polynomial in
m is given by:
(6)
1
(dimP )!
∑
F∈S
dimF=dimP
Vol(F )
mF
mF−1∑
i=0
[i/mF ] ∈ Z[Q/Z],
where Vol(F ) is the normalized volume of F and Vol(F )/mF is a positive integer. Define
the weighted h∗-polynomial h∗(P, ν; u) ∈ Z[Q/Z][u] by∑
m≥0
f(P, ν;m)um =
h∗(P, ν; u)
(1− u)dimP+1 .
When P is the empty polytope, we set h∗(P, ν; u) = 1. As in Remark 2.4, the corresponding
polynomial with coefficients in Z is the usual h∗-polynomial h∗(P ; u) ∈ Z[u] of P introduced
by Stanley in [51]. We define the local weighted h∗-polynomial l∗(P, ν; u) ∈ Z[Q/Z][u]
by
l∗(P, ν; u) =
∑
Q⊆P
(−1)dimP−dimQh∗(Q, ν|Q; u)g([Q,P ]∗; u).
Here the sum runs over all faces of P including the empty face. When P is the empty
polytope, we set l∗(P, ν; u) = 1. As in Remark 2.4, the corresponding polynomial with
coefficients in Z is the usual local h∗-polynomial l∗(P ; u) ∈ Z[u] of P , introduced by
Stanley in [52, Example 7.13], and later independently by Borisov and Mavlyutov in [9].
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By Theorem 4.6 and Remark 4.9, the weighted h∗-polynomial can be recovered as a ‘non-
negative’ combination of local weighted h∗-polynomials:
h∗(P, ν; u) =
∑
Q⊆P
l∗(Q, ν|Q; u)g([Q,P ]; u).
We present some properties and examples below. For the corresponding invariants over
Z, proofs of the properties below can be found in [6] and [31].
Example 4.12. One may verify that (6) translates into the following:
h∗(P, ν; 1) =
∑
F∈S
dimF=dimP
Vol(F )
mF
mF−1∑
i=0
[i/mF ] ∈ Z[Q/Z],
where mF is the minimal positive integer such that mFν|F is an affine function with respect
to M .
Example 4.13. Suppose that P is a simplex and ν is Q-affine, and let v0, . . . , vn denote
the primitive integer vectors on the rays of C corresponding to the vertices of P . Let
Box = {v ∈ C∩ (M×Z) | v =∑ni=0 aivi, 0 ≤ ai < 1}. If pr : NR×R→ R denotes projection
onto the second coordinate, then
h∗(P, ν; u) =
∑
v∈Box
w(v)upr(v) ∈ Z[Q/Z][u],
l∗(P, ν; u) =
∑
v∈Box∩ Int(C)
w(v)upr(v) ∈ Z[Q/Z][u].
Remark 4.14. One may verify that weighted Ehrhart reciprocity is equivalent to the fol-
lowing statements about the weighted h∗-polynomial and local weighted h∗-polynomial re-
spectively (cf. [31, Lemma 7.11]). Firstly, the weighted h∗-polynomial is acceptable in the
sense of Stanley [52]. That is,
udimP+1h∗(P, ν; u−1) =
∑
Q⊆P
h∗(Q, ν|Q; u)(u− 1)dimP−dimQ,
where the above sum ranges over all (possibly empty) faces Q of P . Secondly, the local
weighted h∗-polynomial is symmetric in the sense that
l∗(P, ν; u) = udimP+1l∗(P, ν; u−1).
Example 4.15. If P is non-empty, then h∗(P, ν; u) and l∗(P, ν; u) have degree in u at
most dimP , with the coefficient of udimP in both cases equal to
∑
v∈Int(P )∩M w(v). By the
symmetry in Remark 4.14 above, this implies that l∗(P, ν; u) has constant term 0 and linear
coefficient
∑
v∈Int(P )∩M w(v). The polynomial h
∗(P, ν; u) has constant term 1 and linear
coefficient
∑
v∈P∩M w(v)− dimP − 1.
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Remark 4.16. Let S be a lattice polyhedral subdivision of P that refines S(ν) such that ν
takes integer values on the vertices of S. Then it follows from the definitions that for every
positive integer m,
f(P, ν;m) =
∑
F∈S
∑
v∈Int(mF )∩M
w(v).
Using weighted Ehrhart reciprocity and following the proof of [31, Lemma 7.12], the above
statement is equivalent to any of the three statements below:
h∗(P, ν; u) =
∑
F∈S
σ(F )=P
h∗(F, ν|F ; u)(u− 1)dimP−dimF ,
h∗(P, ν; u) =
∑
F∈S
l∗(F, ν|F ; u)h(lkS(F ); u),
l∗(P, ν; u) =
∑
F∈S
l∗(F, ν|F ; u)lP (S, F ; u).
Remark 4.17. One may always choose a lattice triangulation S of P that refines S(ν) such
that ν takes integer values on the vertices of S. In fact, there exists a choice with the same
vertices as S(ν) (see, for example, [43]). Then Remark 4.16 together with Example 4.13
give explicit formulas that one may use to compute h∗(P, ν; u) and l∗(P, ν; u) in practice.
In particular, using Remark 4.9, it follows that all integer coefficients in h∗(P, ν; u) and
l∗(P, ν; u) are non-negative.
Remark 4.18. The following lower bound theorem generalizes [31, Theorem 7.20] in the case
when ν ≡ 0: if we write l∗(P, ν; u) =∑k∈Q/Z l∗(P, ν; u)[k][k] and l∗(P, ν; u)[0] = l∗1(P, ν)[0]u+
· · ·+ l∗dimP (P, ν)[0]udimP , then
l∗1(P, ν)[0] = #{v ∈ Int(P ) ∩ Zd | w(v) = 0} ≤ l∗i (P, ν)[0]
for 1 ≤ i ≤ dimP . This follows by the proof of [31, Theorem 7.20]. Explicitly, consider a
regular, lattice polyhedral subdivision S of P that refines S(ν) such that the lattice points
of weight 0 in P are precisely the vertices of S. Then ν takes integer values on the vertices
of S, and every positive-dimensional cell in S contains no interior lattice points of weight 0.
By Remark 4.16 and Example 4.15,
l∗(P, ν; u)[0] = lP (S; u) + β(u)u2,
where lP (S; u) has non-negative, symmetric, unimodal coefficients and the polynomial β(u)
has non-negative integer coefficients. The result follows.
Example 4.19. The following example appeared in [54, Example 1.1]. Let M = Z2 and
let P be the lattice polytope with vertices (1, 0),(0, 2), (−1, 2), (−2, 1), (−2, 0) and (0,−1).
Let ν : P → R be the piecewise Q-linear function satisfying ν(0) = 0 and ν(v) = 1 for every
vertex v of P . We write f(P, ν;m) =
∑
[k]∈Q/Z f[k](P, ν;m)[k] below. Then the invariants
above may be computed to be:
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h∗(P, ν; u) = 1 + 4u+ u2 + 2u(1 + u)[1/2] + u[2/3] + u2[1/3]
h∗(P ; u) = 1 + 7u+ 4u2
l∗(P, ν; u) = u(1 + u)(1 + 2[1/2]) + u[2/3] + u2[1/3]
l∗(P ; u) = 4u(1 + u)
f[0](P, ν;m) = 3m
2 + 3m+ 1
f[1/2](P, ν;m) = 2m
2
f[1/3](P, ν;m) = m(m− 1)/2
f[2/3](P, ν;m) = m(m+ 1)/2
f(P ;m) = 6m2 + 3m+ 1
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
r
[1/2]
[1/2]
[1/2]
[1/2][1/2]
[1/2]
[2/3] [1/3]
[2/3]
[2/3]
[1/2]
[1/2]
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆❆
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍ ❆
❆
❆
❆
❆
❆
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4.4. Mixed invariants. We introduce our main combinatorial invariants below. As in
Remark 2.4, the corresponding invariants with coefficients in Z first appeared in [31]. A
geometric description of these invariants is provided in Corollary 5.12.
Definition 4.20. Let P be a lattice polytope and let ν : P → R be the convex graph of
an integral height function on P , with corresponding regular lattice polyhedral subdivision
S(ν) of P . Then the weighted limit mixed h∗-polynomial h∗(P, ν; u, v) ∈ Z[Q/Z][u, v]
of (P, ν) is
h∗(P, ν; u, v) :=
∑
F∈S(ν)
vdimF+1l∗(F, ν|F ; uv−1)h(lkS(ν)(F ); uv).
The local weighted limit mixed h∗-polynomial l∗(P, ν; u, v) ∈ Z[Q/Z][u, v] of (P, ν) is
l∗(P, ν; u, v) :=
∑
F∈S(ν)
vdimF+1l∗(F, ν|F ; uv−1)lP (S(ν), F ; uv).
The weighted refined limit mixed h∗-polynomial h∗(P, ν; u, v, w) ∈ Z[Q/Z][u, v, w] of
(P, ν) is
h∗(P, ν; u, v, w) =
∑
Q⊆P
wdimQ+1l∗(Q, ν|Q; u, v)g([Q,P ]; uvw2).
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If P is empty, then h∗(P, ν; u, v, w) = h∗(P, ν; u, v) = l∗(P, ν; u, v) = 1. We write
h∗(P, ν; u, v, w) = 1 + uvw2 ·
∑
0≤p,q,r≤dimP−1
h∗p,q,r(P, ν)u
pvqwr,
where h∗p,q,r(P, ν) =
∑
[k]∈Q/Z h
∗
p,q,r(P, ν)[k][k] ∈ Z[Q/Z], for some h∗p,q,r(P, ν)[k] ∈ Z.
We summarize the main properties of these invariants in the following theorem. They may
all be deduced from the definitions and the properties in the previous sections, and hence
we omit the proof. We refer the reader to [31, Theorem 9.2, Theorem 9.3,Theorem 9.4] for
a similar statement for the corresponding invariants with coefficients in Z.
Theorem 4.21. Let P be a lattice polytope and let ν : P → R be the convex graph of an
integral height function on P , with corresponding regular lattice polyhedral subdivision S(ν)
of P . Then the following holds:
(1) The weighted refined limit mixed h∗-polynomial satisfies the following symmetries:
h∗(P, ν; u, v, w) = h∗(P, ν; v, u, w),
h∗(P, ν; u, v, w) = h∗(P, ν; u−1, v−1, uvw).
(2) The weighted refined limit mixed h∗-polynomial specializes to the weighted limit mixed
h∗-polynomial:
h∗(P, ν; u, v, 1) = h∗(P, ν; u, v).
(3) The weighted refined limit mixed h∗-polynomial specializes to the weighted h∗-polynomial:
h∗(P, ν; u, 1, 1) = h∗(P, ν; u, 1) = h∗(P, ν; u).
(4) The local weighted limit mixed h∗-polynomial specializes to the local weighted h∗-
polynomial:
l∗(P, ν; u, 1) = l∗(P, ν; u).
(5) The degree of h∗(P, ν; u, v, w) as a polynomial in w is at most dimP + 1. Moreover,
the coefficient of wdimP+1 is the local weighted limit mixed h∗-polynomial l∗(P, ν; u, v).
We have symmetries:
l∗(P, ν; u, v) = l∗(P, ν; v, u) = (uv)dimP+1l∗(P, ν; u−1, v−1).
(6) We have the following:
h∗(P, ν; u, v, w) =
∑
Q⊆P
wdimQ+1l∗(Q, ν|Q; u, v)g([Q,P ]; uvw2),
wdimP+1l∗(P, ν; u, v) =
∑
Q⊆P
(−1)dimP−dimQh∗(Q, ν|Q; u, v, w)g([Q,P ]∗; uvw2).
(7) We have the following:
h∗(P, ν; u, v) =
∑
F∈S(ν)
σ(F )=P
h∗(F, ν|F ; u, v)(uv − 1)dimP−dimF .
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(8) If ν is Q-affine, then l∗(P, ν; u, v) = vdimP+1l∗(P, ν; uv−1) and
h∗(P, ν; u, v, w) = h∗(P, ν; uw, vw).
(9) The coefficients h∗p,q,r(P, ν)[k] are non-negative integers. For 0 ≤ j ≤ r and [k] ∈ Q/Z,
the sequence {hi+j,i,r(P, ν)[k] | 0 ≤ i ≤ r − j} is symmetric and unimodal. Moreover,
h∗j,0,r(P, ν)[0] ≤ h∗j−i,i,r(P, ν)[0] for 0 ≤ i ≤ j and h∗r,j,r(P, ν)[0] ≤ h∗r−i,j+i,r(P, ν)[0] for
0 ≤ i ≤ r − j.
Remark 4.22. As in [31, Section 9], after fixing r, one may view the coefficients h∗p,q,r(P, ν)
in a diamond, for example, by placing h∗p,q,r(P, ν) at point (q− p, p+ q) in Z2. The resulting
diamond of coefficients is symmetric with respect to its symmetry about the horizontal axis
and symmetric up to conjugation with respect to its symmetry about the vertical axis. Fixing
[k] ∈ Q/Z, the coefficients of [k] in each vertical strip of the diamond form a symmetric,
unimodal sequence. The coefficients of [0] in each horizontal strip of the diamond satisfy the
following lower bound theorem: the first entry is a lower bound for the other entries.
Example 4.23. As in Example 4.13, suppose that P is a simplex and ν is Q-affine. For
every face Q of P , let CQ denote the cone over Q× {1} in MR × R, and set C = CP . Note
that if Q is empty, then CQ is the origin. Let v0, . . . , vn denote the primitive integer vectors
on the rays of C corresponding to the vertices of P . Let Box = {v ∈ C ∩ (M × Z) | v =∑n
i=0 aivi, 0 ≤ ai < 1}. If pr : NR × R → R denotes projection onto the second coordinate,
then
h∗(P, ν; u, v, w) =
∑
Q⊆P
∑
v∈Box∩ Int(CQ)
w(v)upr(v)vdimQ+1−pr(v)wdimQ+1 ∈ Z[Q/Z][u, v, w].
l∗(P, ν; u, v) =
∑
v∈Box∩ Int(C)
w(v)upr(v)vdimP+1−pr(v) ∈ Z[Q/Z][u, v].
We present explicit descriptions of some of the coefficients below.
Example 4.24. Let P be a lattice polytope and let ν : P → R be the convex graph of
an integral height function on P , with corresponding regular lattice polyhedral subdivision
S(ν) of P . Then for q, r > 0,
h∗0,q,r(P, ν) = h
∗
r−q,r,r(P, ν) = h
∗
q,0,r(P, ν) = h
∗
r,r−q,r(P, ν) =
∑
F∈S(ν)
dimF=q+1
dimσ(F )=r+1
∑
v∈Int(F )∩M
w(v),
h∗0,0,r(P, ν) = h
∗
r,r,r(P, ν) =
∑
F∈S(ν)
dimF≤1
dim σ(F )=r+1
∑
v∈Int(F )∩M
w(v),
dimP + 1 + h∗0,0,0(P, ν) =
∑
Q⊆P
dimQ≤1
∑
v∈Int(Q)∩M
w(v).
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When dimP = 2, this gives an explicit description of h∗(P, ν; u, v, w):
h∗(P ; ν; u, v, w) = 1+uvw2
[
h∗0,0,0(P, ν)+w
[
(1+uv)h∗0,0,1(P, ν)+vh
∗
0,1,1(P, ν)+uh
∗
0,1,1(P, ν)
]]
.
When dimP = 3, this gives an explicit description of all terms in h∗(P, ν; u, v, w) except h∗1,1,2.
The remaining term can be deduced from the expression for h∗(P, ν; 1, 1, 1) = h∗(P, ν; 1) in
Example 4.12.
Example 4.25. In the case of Example 4.19, one computes:
h∗(P ; ν; u, v, w) = 1 + uvw2
[
3 + w
[
(1 + uv)(1 + 2[1/2]) + v[2/3] + u[1/3]
]]
,
h∗(P ; ν; u, v) = 1 + uv
[
4 + uv + 2[1/2](1 + uv) + v[2/3] + u[1/3]
]
,
l∗(P ; ν; u, v) = uv
[
(1 + uv)(1 + 2[1/2]) + v[2/3] + u[1/3]
]
.
5. Degenerations of hypersurfaces
In this section, we use Theorem 3.2 together with the combinatorics of Section 4 to prove
a formula for the equivariant refined limit Hodge-Deligne polynomial of a scho¨n hypersurface
of a torus. We also give an equivalent formula for the equivariant refined limit Hodge-Deligne
polynomial associated to the intersection cohomology of a canonical compactification of such
a hypersurface. The corresponding results for invariants with coefficients in Z appear in [32].
We will continue with the notation of Section 2 and Section 4.
Let M be a lattice and let N = Hom(M,Z). Let X◦ = {f = 0} ⊆ SpecK[M ] ∼= (K∗)n
be a scho¨n hypersurface, where f =
∑
u∈M γu(t)x
u for some γu(t) ∈ C(t). The Newton
polytope P of X◦ is the convex hull of S = {u ∈ M | γu(t) 6= 0} in MR. Note that P
may be viewed as a full-dimensional lattice polytope in its affine span with induced lattice
structure, and X◦ ∼= X ′ × (K∗)k, for some k, where X ′ is a scho¨n hypersurface in a torus of
dimension dimP with Newton polytope P . Hence we may and will assume that dimP = n.
Consider the induced integral height function ωf : S → Z defined by ωf(u) = ordt γu(t).
Recall from Section 4.2 that we may consider the convex graph νf associated to ωf , with
corresponding regular lattice polyhedral subdivision S(νf ).
Remark 5.1. Conversely, assume that ν : P → R is the convex graph of an integral height
function on P . Since scho¨nness is a generic condition, it follows that there exists a scho¨n
hypersurface X◦ = {f = 0} ⊆ SpecK[M ] such that νf = ν [32, Remark 5.1].
Tropical geometry of hypersurfaces reduces to the study of Newton polytopes and poly-
hedral subdivisions [33, 47]. In particular, Trop(X◦) admits a polyhedral structure Σ with
cells γ in inclusion-reversing correspondence with positive-dimensional cells F of S(νf ), such
that the bounded cells of Σ correspond to the cells of S(νf ) not contained in the boundary of
P . For example, if F is a maximal dimensional cell in S(νf ), then νf |F is a Q-affine function
and the corresponding Q-linear function is an rational point in NQ, also denoted νf |F . Then
γ = −νf |F is a vertex in Σ.
24
Example 5.2. Following on with Example 3.1 and Example 3.4, let X◦ = {∑ni=1 xmii =
te} ⊆ (K∗)n, for some mi ∈ Z>0 and e ∈ Z. Let f1, . . . , fn denote the standard basis vectors
of MR ∼= Rn. Then P is the convex hull of the origin and {mifi | 1 ≤ i ≤ n}, and νf is the
Q-affine function corresponding to the Q-linear function (−e/m1, . . . ,−e/mn) ∈ NQ. As we
have seen, Trop(X◦) has the structure of a fan with vertex (e/m1, . . . , e/mn) ∈ NQ.
Write f =
∑
u∈M λut
ωf (u)gu(t)x
u for some λu ∈ C and gu(t) ∈ C(t) such that g(1) = 1.
Let F be a face of S(νf ) corresponding to a cell γ in S(νf ). Then
(7) inγ X
◦ = {
∑
u∈F∩M
ωf (u)=νf (u)
λux
u = 0} ⊆ (C∗)n.
Let MF denote the intersection of M with the translation of the affine span of F to the
origin. Then equation in the right hand side of (7) determines a scho¨n complex hypersurface
V ◦F ∈ SpecC[MF ] and νf |F determines a Q-linear function on (MF )Q. Multiplication by
exp(−2π√−1νf |F ) determines a good µ̂-action on V ◦F . In this case, Theorem 3.2 translates
into the following corollary.
Corollary 5.3. Let X◦ ⊆ (K∗)n be a scho¨n hypersurface, with associated Newton polytope
and convex graph of an integral height function (P, ν) and dimP = n. Then the motivic
nearby fiber of X◦ is given by
ψX◦ =
∑
F∈S(ν)
σ(F )=P
[V ◦F 	 µ̂](1− L)dimP−dimF .
Here σ(F ) denotes the smallest face of P containing F , and V ◦F is a scho¨n complex hyper-
surface of a torus with good µ̂-action induced by multiplication by exp(−2π√−1ν|F ).
Remark 5.4. In fact, the sum in Corollary 5.3 runs only over the positive dimensional faces
in S(ν), since when F is a vertex of S(ν), V ◦F = ∅. Here we follow the convention that
[V ] = 0 ∈ K µ̂0 (VarC) if V is empty.
Example 5.5. Let X◦ ⊆ (K∗)n be a scho¨n hypersurface, with associated Newton polytope
and convex graph of an integral height function (P, ν) and dimP = n. Assume that ν is
Q-affine. Then the associated polyhedral subdivision S(ν) of P is trivial and Corollary 5.3
states that ψX◦ = [V
◦
P 	 µ̂].
Example 5.6. Let V ◦ = {∑u∈P∩M λuxu = 0} ⊆ (C∗)n be a scho¨n complex hypersurface
with Newton polytope P and dimP = n. Let ν be the convex graph of an integral height
function on P , and assume that ν is Q-affine and ν(u) ∈ Z whenever λu 6= 0. Then V ◦ is
invariant under multiplication by the associated element exp(−2π√−1ν) ∈ (C∗)n, and we
have an induced good µ̂-action on V ◦. For example, the hypersurfaces V ◦F with corresponding
good µ̂-action in the statement of Corollary 5.3 all appear in this way.
In this case, the variety X◦ = {f = ∑u∈P∩M λutν(u)xu = 0} ⊆ (K∗)n is scho¨n, and may
be viewed as a family f : X◦ → C∗ with isomorphic fibers. Explicitly, we may identify
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f−1(1) with V ◦, and multiplication by exp(−2π√−1λν) ∈ (C∗)n, for any λ ∈ C, gives an
isomorphism between f−1(1) and f−1(exp(2π
√−1λ)). Considering 0 ≤ λ ≤ 1, we see that
we may identify the good µ̂-action on V ◦ above with the good µ̂-action on f−1(1) induced by
monodromy. Note that since the monodromy action is finite, the corresponding monodromy
operator T on cohomology is semi-simple. As in Example 5.5, Corollary 5.3 states that
ψX◦ = [V
◦ 	 µ̂].
Recall the definition of the weighted refined limit mixed h∗-polynomial h∗(P, ν; u, v, w) ∈
Z[Q/Z][u, v, w] from Definition 4.20. Our goal is to prove the following formula for the
equivariant refined limit Hodge-Deligne polynomial.
Theorem 5.7. Let X◦ ⊆ (K∗)n be a scho¨n hypersurface, with associated Newton polytope
and convex graph of an integral height function (P, ν) and dimP = n. Then the equivariant
refined limit Hodge-Deligne polynomial E(X◦∞, µ̂; u, v, w) ∈ Z[Q/Z][u, v, w] of X◦ is given by
uvw2E(X◦∞, µ̂; u, v, w) = (uvw
2 − 1)dimP + (−1)dimP+1h∗(P, ν; u, v, w).
We will also prove an equivalent statement involving intersection cohomology. We will use
middle-perversity throughout. As explained in detail in [32, Section 6], given a projective
variety X over K, for each of the geometric invariants described in Section 2.3, one may
consider the corresponding invariant with respect to intersection cohomology rather than
cohomology e.g. the equivariant refined limit Hodge-Deligne polynomial Eint(X∞, µ̂; u, v, w)
associated to the intersection cohomology of X . The key benefit of using intersection coho-
mology is the fact that the intersection cohomology groups of a complex projective variety
admit a pure (rather than just mixed) Hodge structure.
We will need the following sum-over-strata formula. Let X◦ ⊆ (K∗)n be a scho¨n hyper-
surface, with associated Newton polytope and convex graph of an integral height function
(P, ν) and dimP = n. Let ∆P denote the normal fan to P with cones σ in inclusion-reserving
bijection with the faces Qσ of P . Let X denote the closure of X
◦ in the projective toric va-
riety P(∆P )K over K corresponding to ∆P . Then X admits a stratification X =
⋃
σ∈∆P X
◦
σ,
where X◦σ is a scho¨n hypersurface with Newton polytope Qσ and convex graph of an integral
height function ν|Qσ . The theorem below is proved in the non-equivariant setting in [32,
Theorem 6.1], but the proof goes through unchanged in our situation.
Theorem 5.8. [32, Theorem 6.1] Let X◦ ⊆ (K∗)n be a scho¨n hypersurface, with associated
Newton polytope and convex graph of an integral height function (P, ν) and dimP = n. Let
X denote the closure of X◦ in the projective toric variety over K corresponding to the normal
fan of P . Then the equivariant refined limit Hodge-Deligne polynomial obeys
Eint(X∞, µ̂; u, v, w) =
∑
σ∈∆P
E((X◦σ)∞, µ̂; u, v, w)g([0, σ]; uvw
2).
Our goal is to prove the following theorem.
Theorem 5.9. Let X◦ ⊆ (K∗)n be a scho¨n hypersurface, with associated Newton polytope and
convex graph of an integral height function (P, ν) and dimP = n. Let X denote the closure
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of X◦ in the projective toric variety over K corresponding to the normal fan of P . Then
the equivariant refined limit Hodge-Deligne polynomial Eint(X∞, µ̂; u, v, w) ∈ Z[Q/Z][u, v, w]
associated to the intersection cohomology of X is given by
uvw2Eint(X∞, µ̂; u, v, w) = uvw2Eint,Lef(P ; uvw2) + (−1)dimP+1wdimP+1l∗(P, ν; u, v),
where
(8) (t− 1)Eint,Lef(P ; t) = tdimPg([∅, P ]∗; t−1)− g([∅, P ]∗; t)
is defined in terms of Stanley’s g-polynomial (see Definition 4.3).
The following lemma is a formal consequence of Theorem 5.8. Details are provided in [32,
Lemma 6.2].
Lemma 5.10. Theorem 5.7 and Theorem 5.9 are equivalent.
It is well known that all interesting cohomology above occurs in middle dimension. We
review the relevant facts below and refer the reader to [32, Sections 5.3,6] for details. We
have weak Lefschetz theorems stating that the Gysin maps Hmc (X
◦
gen) → Hm+2c ((C∗)n) and
IHm(Xgen)→ IHm+2(P(∆P )C) are surjective form ≥ n−1 and an isomorphism ifm > n−1.
One may deduce from Theorem 5.8 that the monodromy maps associated to the cohomology
with compacts supports and intersection cohomology of (K∗)n and P(∆P )K respectively are
trivial. Since X◦gen is affine, H
m
c (X
◦
gen) = 0 for m < n − 1. Also, Poincare´ duality for
intersection cohomology means that the Gysin isomorphism above determines IHm(Xgen) for
m < n−1. We let Hn−1prim,c(X◦∞) and IHn−1prim(X∞) denote the kernels of the above Gysin maps
with induced filtrations. These groups constitute the ‘interesting’ cohomology. Consider the
contributions of these groups (up to a sign) to the equivariant refined limit Hodge-Deligne
polynomial:
Eprim(X
◦
∞, µ̂; u, v, w) :=
∑
p,q,r
∑
α∈Q/Z
hp,q,r(Hn−1prim,c(X
◦
∞))ααu
pvqwr,
Eint,prim(X∞, µ̂; u, v, w) :=
∑
p,q,r
∑
α∈Q/Z
hp,q,r(IHn−1prim(X∞))ααu
pvqwr.
Since primitive intersection cohomology is concentrated in W -degree equal to dimP − 1,
Eint,prim(X∞, µ̂; u, v, w) = wdimP−1Eint,prim(X∞, µ̂; u, v, 1).
One may then verify (see [32, p.35]) that
uvw2E(X◦∞, µ̂; u, v, w) = (uvw
2 − 1)dimP + (−1)dimP+1(1 + uvw2Eprim(X◦∞, µ̂; u, v, w)),
Eint(X∞, µ̂; u, v, w) = Eint,Lef(P ; uvw2) + (−1)dimP+1Eint,prim(X∞, µ̂; u, v, w),
where Eint,Lef(P ; t) is defined in (8). We conclude that Theorem 5.9 is equivalent to the
following:
(9) uvEint,prim(X∞, µ̂; u, v, 1) = l∗(P, ν; u, v).
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By Lemma 5.10, it follows that Theorem 5.7 is equivalent to its specialization at w = 1:
(10) uvE(X◦∞, µ̂; u, v) = (uv − 1)dimP + (−1)dimP+1h∗(P, ν; u, v).
Before proceeding to the proof of Theorem 5.7 and Theorem 5.9, we will need the following
theorem. In fact, it is a consequence of the proof that the theorem below is a special
case of Theorem 5.7 and Theorem 5.9. An algorithm to compute the equivariant Hodge-
Deligne polynomial below was given in [40, Section 2], extending an algorithm of Danilov
and Khovanski˘ı in the non-equivariant setting [15]. The theorem below generalizes a formula
of Borisov and Mavlyutov in the non-equivariant setting [9].
Theorem 5.11. Let V ◦ = {∑u∈P∩M λuxu = 0} ⊆ (C∗)n be a scho¨n complex hypersurface
with Newton polytope P and dimP = n. Let ν be the convex graph of an integral height
function on P , and assume that ν is Q-affine and ν(u) ∈ Z whenever λu 6= 0. Then V ◦
is invariant under multiplication by the associated element exp(−2π√−1ν) ∈ (C∗)n, and
we have an induced good µ̂-action on V ◦. The corresponding equivariant Hodge-Deligne
polynomial Eµ̂(V
◦; u, v) ∈ Z[Q/Z][u, v] is given by:
uvEµ̂(V
◦; u, v) = (uv − 1)dimP + (−1)dimP+1h∗(P, ν; u, v).
Proof. Recall from Example 5.6 that the variety X◦ = {f =∑u∈P∩M λutν(u)xu = 0} ⊆ (K∗)n
is scho¨n, and satisfies ψX◦ = [V
◦ 	 µ̂], and hence E(X◦∞, µ̂; u, v) = Eµ̂(V
◦; u, v). Moreover,
the action of monodromy on cohomology is semi-simple and hence
E(X◦∞, µ̂; u, v, w) = E(X
◦
∞, µ̂; uw, vw) = Eµ̂(V
◦; uw, vw).
If X = ∪Q⊆PX◦Q denotes the stratification in the statement of Theorem 5.8, then X◦Q is
defined by an equation of the form {∑u∈Q∩M λutν(u)xu = 0}. It follows that if we restrict
Theorem 5.7 to all X◦ that appear from complex scho¨n hypersurfaces V ◦ as above, then
Theorem 5.7, Theorem 5.9 together with (9) and (10) are all still equivalent when restricted
to this class of varieties over K.
With the notation above, [40, Theorem 2.7] states that
uEµ̂(V
◦; u, 1) = (u− 1)dimP + (−1)dimP+1h∗(P, ν; u).
This establishes (9) and (10) and hence Theorem 5.7 and Theorem 5.9 for X◦ under the
specialization v = 1. We conclude that
uwEµ̂(V
◦; u, w) = E(X◦∞, µ̂; uw
−1, 1, w) = (uw − 1)dimP + (−1)dimP+1h∗(P, ν; uw−1, 1, w).
By (8) in Theorem 4.21, h∗(P, ν; uw−1, 1, w) = h∗(P, ν; u, w). This completes the proof.

We now complete the proofs of Theorem 5.7 and Theorem 5.9, which we have established
are both equivalent to the equivalent statements (9) and (10).
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Proof. By Corollary 5.3,
E(X◦∞, µ̂; u, v) =
∑
F∈S(ν)
σ(F )=P
Eµ̂(V
◦
F ; u, v)(1− uv)dimP−dimF .
Substituting in Theorem 5.11 yields:
uvE(X◦∞, µ̂; u, v) =
∑
F∈S(ν)
σ(F )=P
[
(uv − 1)dimF + (−1)dimF+1h∗(F, ν|F ; u, v)
]
(1− uv)dimP−dimF
= (uv − 1)dimP + (−1)dimP+1
∑
F∈S(ν)
σ(F )=P
h∗(F, ν|F ; u, v)(uv − 1)dimP−dimF
= (uv − 1)dimP + (−1)dimP+1h∗(P, ν; u, v).
Here the last equality follows from (7) in Theorem 4.21. This establishes (10) as desired. 
Using Remark 5.1 and the above proof, we immediately deduce the following geomet-
ric description of the combinatorial invariants introduced in Section 4. As in Remark 2.4,
the corresponding result for invariants with coefficients in Z can be found in [32, Corol-
lary 5.11,Corollary 6.3].
Corollary 5.12. Let P be a full-dimensional lattice polytope in a latticeM and let ν : P → R
be the convex graph of an integral height function on P . Let X◦ = {f = 0} ⊆ SpecK[M ] be
a scho¨n hypersurface with Newton polytope P such that νf = ν. Let X denote the closure of
X◦ in the projective toric variety over K corresponding to the normal fan of P . Then
h∗(P, ν; u, v, w) = 1 + uvw2
∑
p,q,r
∑
α∈Q/Z
hp,q,r(HdimP−1prim,c (X
◦
∞))ααu
pvqwr.
In particular, this specializes to:
h∗(P, ν; u, v) = 1 + uv
∑
p,q
∑
α∈Q/Z
hp,q(HdimP−1prim,c (X
◦
∞))ααu
pvq,
h∗(P, ν; u) = 1 + u
∑
p
∑
α∈Q/Z
dimGrpF (H
dimP−1
prim,c (X
◦
∞))ααu
p,
h∗(P, ν; 1) = 1 +
∑
α∈Q/Z
dimHdimP−1prim,c (X
◦
∞)α[α].
Moreover,
l∗(P, ν; u, v) = uv
∑
p,q
∑
α∈Q/Z
hp,q(IHdimP−1prim (X∞))ααu
pvq.
This specializes to:
l∗(P, ν; u) = u
∑
p
∑
α∈Q/Z
dimGrpF (IH
dimP−1
prim (X∞))ααu
p,
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l∗(P, ν; 1) =
∑
α∈Q/Z
dim IHdimP−1prim (X∞)α[α].
Example 5.13. Let P be a lattice polytope in a lattice N such that P contains the origin
in its relative interior, and let {bi} denote the vertices of P . Let ν : P → R be the piecewise
Q-affine function with value 0 at the origin and value 1 on the boundary of P . For an explicit
example, see Example 4.19. Let X◦ = {f = 0} ⊆ SpecK[N ] be a scho¨n hypersurface with
Newton polytope P such that νf = ν. For example, if g is a scho¨n complex polynomial
with Newton polytope P , then take f = tg − λ for a generic choice of λ ∈ C∗. Define the
primitive spectrum of f to be:
spprimf (t) := 1 +
∑
β∈(0,1]∩Q
∑
p,q
hp,q(Hn−1prim,c(X
◦
∞))exp(2pi√−1β)t
p+β.
Consider the weighted h∗-polynomial h∗(P, ν; u) = 1+u
∑
β∈(0,1]
∑
p h
∗
p,β[β]u
p ∈ Z[Q/Z][u],
for some non-negative integers h∗p,β. We consider an alternative way of encoding this poly-
nomial. Specifically, for some sufficiently divisible positive integer N , define
h˜(P ; t) := 1 +
∑
β∈(0,1]
∑
p
h∗p,βt
p+β ∈ Z[t1/N ].
This was the definition of the weighted h∗-polynomial given in [54]. Note that the h∗-
polynomial h∗(P ; t) is obtained from h˜(P ; t) by rounding up the exponents of t to the nearest
integer. By [54, Corollary 2.12], we have the symmetry:
h˜(P ; t) = tdimP h˜(P ; t−1).
Consider the complete fan Σ′ in NR with cones given by the cones over the proper faces of
P , and let Σ be a simplicial fan refinement of Σ′ with the same rays. Then the the vertices
{bi} of P constitute a choice of a non-zero lattice point on each ray of Σ. As in Remark 4.11,
the triple Σ = (N,Σ, {bi}) is a stacky fan and we may consider the corresponding Deligne-
Mumford stack X = X (Σ) with coarse moduli space the toric variety associated to the fan
Σ [4]. The theory of orbifold cohomology, developed by Chen and Ruan [12, 13], associates
to X a finite-dimensional Q-algebra H∗orb(X ,Q), graded by Q.
By [54, Theorem 4.3], together with Corollary 5.12, we see that the primitive spectrum of
f coincides with the Betti polynomial of X :
spprimf (t) =
∑
i∈Q
dimH2iorb(X ,Q)ti = h˜(P ; t).
For an explicit example (cf. [54, Example 1.1]), in Example 4.19 we computed:
h∗(P, ν; u) = 1 + 4u+ u2 + 2u(1 + u)[1/2] + u[2/3] + u2[1/3].
Equivalently,
h˜(P ; t) = 1 + 2t1/2 + t2/3 + 4t+ t4/3 + 2t3/2 + t2.
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6. Applications to the monodromy of complex polynomials
In this section, we apply Theorem 5.7 to deduce explicit combinatorial equations for some
important invariants associated to the monodromy of complex polynomials. Recall that we
identify the group Q/Z with the group S1Q of rational points on the circle {z ∈ C | |z| = 1},
sending [k] ∈ Q/Z to α = e2pi
√−1k ∈ S1Q. We will continue with the notation of Section 2,
Section 4 and Section 5, and set M = Zn.
6.1. Degenerations of hypersurfaces in affine space. We first consider applications of
the results of Section 5 for families of hypersurfaces of affine space. Let X◦ ⊆ (K∗)n be a
scho¨n hypersurface, with associated Newton polytope and convex graph of an integral height
function (P, ν) and dimP = n. Assume that P ⊆ Rn≥0, and for each (possibly empty) subset
S of {1, . . . , n}, let RS = {(v1, . . . , vn) | vi = 0 if i /∈ S}, ZS = RS ∩ Zn and P S = P ∩ RS.
We assume that P is convenient in the sense that dimP S equals the cardinality |S| of
S for every subset S of {1, . . . , n}. Equivalently, P contains the origin and has non-zero
intersection with each ray through a coordinate vector. We call a face (including the empty
face) of P that does not contain the origin, a face at infinity, and write P∞ for the union
of faces at infinity of P . Then the faces of P are precisely the faces at infinity together
with {P S | S ⊆ {1, . . . , n}}. Let X denote the closure of X◦ in Kn. Then Xgen ⊆ Cn is a
smooth hypersurface and, as in Section 5, one has a weak Lefschetz result (see, for example,
[15, Corollary 3.8]) stating that H
2(n−1)
c (Xgen) = C with trivial monodromy action and the
only other non-zero cohomology is in middle-dimension Hn−1c (Xgen). By Corollary 5.3, the
motivic nearby fiber of X is given by
(11) ψX =
∑
S⊆{1,...,n}
∑
F∈S(ν)
σ(F )=PS
[V ◦F 	 µ̂](1− L)|S|−dimF ,
where σ(F ) is the smallest face of P containing F . After rearranging terms, Theorem 5.7
implies that
(12) uvw2E(X∞, µ̂; u, v, w) = (uvw2)n + (−1)n−1
∑
S⊆{1,...,n}
(−1)n−|S|h∗(P S, ν|PS ; u, v, w).
Specializing by setting w = 1 gives a formula for the equivariant limit Hodge-Deligne poly-
nomial. We may specialize further by setting v = 1 and then u = 1. In particular, by
Example 4.12, we have the following formula for the eigenvalues (with multiplicity) of the
action of monodromy on the cohomology of Xgen:
(13)
∑
α∈Q/Z
dimHn−1c (X∞)αα =
∑
S⊆{1,...,n}
∑
F∈S(ν)|
PS
dimF=dimPS
(−1)n−|S|Vol(F )
mF
mF−1∑
i=0
[i/mF ],
where mF is the minimal positive integer such that mFν|F is an affine function with respect
to ZS. Here Vol(F ) is the normalized volume of F and Vol(F )/mF is a positive integer.
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Remark 6.1. With the setup above, do not assume that P is convenient, and instead
only assume that P contains the origin. Then we may not apply the same weak Lefschetz
argument. However, we still obtain the following formulas for the motivic nearby fiber and
equivariant refined limit Hodge-Deligne polynomial:
ψX =
∑
S⊆{1,...,n}
(−1)|S|−dimPS
∑
F∈S(ν)
σ(F )=PS
[V ◦F 	 µ̂](1− L)|S|−dimF .
uvw2E(X∞, µ̂; u, v, w) = (uvw2)n+
∑
S⊆{1,...,n}
(−1)dimPS−1(uvw2−1)|S|−dimPSh∗(P S, ν|PS ; u, v, w).
Specializing at u = v = w = 1 gives:
E(X∞, µ̂; 1, 1, 1) =
∑
m
∑
α∈Q/Z
(−1)m dimHmc (X∞)αα
=
∑
∅6=S⊆{1,...,n}
dimPS=|S|
(−1)|S|−1
∑
F∈S(ν)|
PS
dimF=dimPS
Vol(F )
mF
mF−1∑
i=0
[i/mF ],
where mF is the minimal positive integer such that mFν|F is an affine function with respect
to ZS.
Assume further that the restriction of ν to P∞ is constant. Substitute in Definition 4.20
and observe that g([P S, P S
′
]; t) = 1 for any S ⊆ S ′ by Example 4.5. By assumption, for
every face Q at infinity, l∗(Q, ν|Q; u, v) = vdimQ+1l∗(Q; uv−1). In this case, we may rewrite
(12) as:
uvw2E(X∞, µ̂; u, v, w) = (uvw2)n + (−1)n−1
[
F (uw, vw) + wn+1l∗(P, ν; u, v)
]
,
where
F (u, v) :=
∑
Q⊆P∞
vdimQ+1l∗(Q; uv−1)G(Q; uv),
G(Q; t) :=
∑
S⊆{1,...,n}
Q⊆PS
(−1)n−|S|g([Q,P S]; t).
Using Theorem 4.6 and Example 4.8, we have:
G(Q; t) =
∑
Q⊆Q′⊆P∞
(−1)n−1−dimQ′g([Q,Q′]; t)g([Q′, P ]∗; t)
=
[ ∑
S⊆{1,...,n}
Q⊆PS
(−1)n−|S|h(lkS(ν)|
PS
(Q); t)
]− lP (S(ν), Q; uv).
Example 6.2. With the notation above, let Q be a face at infinity and consider G(Q; t). By
definition, G(Q; t) has degree strictly less than (dimP − dimQ)/2. If Int(Q) ⊆ Rn>0, then
G(Q; t) = g([Q,P ]; t) has constant term 1. Otherwise, G(Q; t) has no constant term. Using
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Example 4.4, when Q = ∅, we compute that the linear coefficient of G(Q; t) is the number
of vertices of P contained in Rn>0.
One then computes that F (u, v) has the form
F (u, v) =
[ ∑
Q⊆P∞
dimQ≤1
Int(Q)⊆Rn>0
#(Int(Q) ∩ Zn)]uv + [ ∑
Q⊆P∞
dimQ=2
Int(Q)⊆Rn>0
#(Int(Q) ∩ Zn)]uv(u+ v) + β(u, v),
where every term in β(u, v) has combined degree in u and v at least 4.
Observe that every term in F (uw, vw) has combined degree in u and v equal to its degree
in w. Hence, the only contribution above corresponding to a non-trivial action of monodromy
is (−w)n+1l∗(P, ν; u, v). We conclude that we have the following corollary.
Corollary 6.3. Let X◦ ⊆ (K∗)n be a scho¨n hypersurface, with associated Newton polytope
and convex graph of an integral height function (P, ν) and dimP = n. Let X ⊆ Kn denote
the closure of X◦ in Kn. Assume that P ⊆ Rn≥0 is convenient, and the restriction of ν to
every face at infinity is constant. Then the action of monodromy is trivial on the graded
pieces GrWr H
n−1
c (Xgen) of the Deligne weight filtration for r 6= n − 1, and we have the
following explicit combinatorial formula for the equivariant limit mixed Hodge numbers of
GrWn−1H
n−1
c (Xgen):
uv
∑
p,q
∑
α∈Q/Z
hp,q(GrWn−1H
n−1
c (X∞))ααu
pvq = l∗(P, ν; u, v).
In particular, one may use Definition 2.6 to give a formula for the Jordan block structure
of the action of monodromy on GrWn−1H
n−1
c (Xgen).
Example 6.4. With the notation of Corollary 6.3, let n = 2 and consider X ⊆ K2. Using
Example 4.24 and Example 6.2, we compute
E(X∞, µ̂; u, v, w) = uvw2 −
[
b+ w[h∗0,0,1(P, ν)(1 + uv) + h
∗
0,1,1(P, ν)v + h
∗
0,1,1(P, ν)u]
]
,
where b = #(∂P ∩ Z2>0), ∂P denotes the boundary of P , and
h∗0,0,1(P, ν) =
∑
F∈S(ν)
dimF≤1
σ(F )=P
∑
v∈Int(F )∩Z2
w(v), h∗0,1,1(P, ν) =
∑
F∈S(ν)
dimF=2
σ(F )=P
∑
v∈Int(F )∩Z2
w(v).
In particular, the action of monodromy on GrW0 H
1
c (Xgen) is trivial and dimGr
W
0 H
1
c (Xgen) =
b. The equivariant limit mixed Hodge numbers of GrW1 H
1
c (Xgen) are given by∑
α∈Q/Z
h0,0(GrW1 H
1
c (X∞))αα =
∑
α∈Q/Z
h1,1(GrW1 H
1
c (X∞))αα = h
∗
0,0,1(P, ν),
∑
α∈Q/Z
h0,1(GrW1 H
1
c (X∞))αα =
∑
α∈Q/Z
h1,0(GrW1 H
1
c (X∞))αα
−1 = h∗0,1,1(P, ν).
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The Jordan normal form of the action of monodromy on GrW1 H
1
c (Xgen) has
h0,1(GrW1 H
1
c (X∞))α + h
1,0(GrW1 H
1
c (X∞))α
Jordan blocks of size 1 with eigenvalue α, and h0,0(GrW1 H
1
c (X∞))α Jordan blocks of size 2
with eigenvalue α.
Remark 6.5. Specializing by setting w = 1 above gives a formula for the equivariant limit
mixed Hodge numbers:
uv
∑
p,q
∑
α∈Q/Z
hp,q(Hn−1c (X∞))ααu
pvq = F (u, v) + l∗(P, ν; u, v).
Substituting in the definitions and simplifying, the right hand side may be rewritten as
follows: ∑
F∈S(ν)
F*P∞
vdimF+1l∗(F, ν|F ; uv−1)lP (S(ν), F ; uv)
+
∑
Q⊆P∞
vdimQ+1l∗(Q; uv−1)
∑
S⊆{1,...,n}
Q⊆PS
(−1)n−|S|h(lkS(ν)|
PS
(Q); uv).
We present the following two examples of the above situation. Below we let f ∈ C[x1, . . . , xn]
be a complex polynomial with Newton polytope NP(f). For every face Q of NP(f), we let
∆Q denote the convex hull of Q and the origin. We set P = ∆NP(f). We assume that f
is convenient in the sense that NP(f) has non-zero intersection with each ray through a
coordinate vector [36]. Recall that for a complex hypersurface of a torus, scho¨n is also called
non-degenerate. Let Γ+(f) = NP(f) +Rn≥0 denote the Newton polyhedron of f . Observe
that every bounded face of Γ+(f) is a face of NP (f). We let Γf denote the union of the
bounded faces of Γ+(f).
Remark 6.6. For any proper face Q of NP(f) not containing the origin, consider a Q-affine
function ν on ∆Q with value m ± 1 at the origin, and value m on Q, for some integer m.
Consider l∗(Q, ν; u) ∈ Z[Q/Z][u] as a sum of integer valued polynomials indexed by α ∈ Q/Z.
Then the coefficient of α = 1 is zero. To see this, one may for example use Remark 4.16 to
reduce to the case when Q is a simplex, and then apply Example 4.13.
Example 6.7 (Monodromy at 0). Assume that f ∈ C[x1, . . . , xn] has no constant term, f
is convenient and {f = 0} ⊆ (C∗)n defines a scho¨n hypersurface. Then for a general choice
of λ ∈ C∗, X◦ = {f = λt} ⊆ (K∗)n defines a scho¨n, convenient hypersurface with Newton
polytope P , and ν0 := ν is the piecewise Q-affine function on P with value 1 at the origin and
value identically 0 on NP (f). The cells of S(ν0) are given by the union of {Q | Q ⊆ NP(f)}
and {∆Q | Q ⊆ Γf}. By (11), we have the following equation for the motivic nearby fiber:
(14) ψX =
∑
Q⊆Γf
[V ◦∆Q 	 µ̂](1− L)dim σ(∆Q)−dim∆Q +
∑
Q⊆NP(f)
Q*P∞
[V ◦Q](1− L)dim σ(Q)−dimQ.
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By Corollary 6.3, the action of monodromy is trivial on the graded pieces GrWr H
n−1
c (Xgen) of
the Deligne weight filtration for r 6= n− 1, and the equivariant limit mixed Hodge numbers
of GrWn−1H
n−1
c (Xgen) are given by:
uv
∑
p,q
∑
α∈Q/Z
hp,q(GrWn−1H
n−1
c (X∞))ααu
pvq = l∗(P, ν0; u, v).
By Remark 6.5 and Remark 6.6, we have the following formulas for the equivariant limit
mixed Hodge numbers of Hn−1c (Xgen):
uv
∑
p,q
∑
α∈Q/Z
α6=1
hp,q(Hn−1c (X∞))ααu
pvq =
∑
Q⊆Γf
vdim∆Q+1l∗(∆Q, ν0|∆Q; uv−1)lP (S(ν0),∆Q; uv),
uv
∑
p,q
hp,q(Hn−1c (X∞))1u
pvq =
∑
Q⊆NP(f)
Q*P∞
vdimQ+1l∗(Q, ν0|Q; uv−1)lP (S(ν0), Q; uv),
+
∑
Q⊆P∞
vdimQ+1l∗(Q; uv−1)
∑
S⊆{1,...,n}
Q⊆PS
(−1)n−|S|h(lkS(ν0)|PS (Q); uv).
By (13), we have a formula for the eigenvalues (with multiplicity) of the action of monodromy
on the cohomology of Xgen. Explicitly,
∑
α∈Q/Z dimH
n−1
c (X∞)αα is equal to
(15) ∑
Q⊆Γf
dimσ(∆Q)=dim∆Q
(−1)n−1−dimQVol(Q)
m(Q)−1∑
i=0
[i/m(Q)] +
∑
Q⊆NP(f)
Q*P∞
dimσ(Q)=dimQ
(−1)n−dimQVol(Q),
where Vol(Q) is the normalized volume of Q and m(Q) is the lattice distance of Q from
the origin i.e. m(Q) is the minimal positive integer such that m(Q)ν0|∆Q is an affine function
with respect to the lattice given by intersecting M with the affine span of ∆Q. When Q is
empty, Vol(Q) = m(Q) = 1 and dimQ = −1.
Example 6.8 (Monodromy at infinity). Assume that f ∈ C[x1, . . . , xn] is convenient. As-
sume that f is scho¨n at infinity, meaning that {f |Q = 0} ⊆ (C∗)n defines a smooth
hypersurface whenever Q is a face of P at infinity. Then for a general choice of λ ∈ C∗,
X◦ = {ft = λ} ⊆ (K∗)n defines a scho¨n, convenient hypersurface with Newton polytope P ,
and ν∞ := ν is the piecewise Q-affine function on P with value 0 at the origin and value
identically 1 on the faces at infinity of P . The cells of S(ν∞) are given by the union of
{Q | Q ⊆ P∞} and {∆Q | Q ⊆ P∞}. By (11), we have the following equation for the motivic
nearby fiber:
ψX =
∑
Q⊆P∞
[V ◦∆Q 	 µ̂](1− L)dimσ(∆Q)−dim∆Q .
The motivic nearby fiber at infinity of a convenient polynomial f was introduced indepen-
dently and from different perspectives in [40] and [46], and an explicit formula was given
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in [40, Theorem 5.3], which agrees with our formula for the motivic nearby fiber above. In
particular, the motivic nearby fiber at infinity is equal to the usual motivic nearby fiber of
X .
Let ∆∞ be the simplex P ∩ {x1 + · · · + xn = ǫ} for fixed ǫ > 0 sufficiently small. Let
S∞ denote the regular, rational polyhedral subdivision obtained by intersecting S(ν∞) with
∆∞. That is, the cells of S∞ are {Q∞ := ∆Q ∩ ∆∞ | Q ⊆ P∞}. By Remark 6.5 and
Remark 6.6, we have the following formulas for the equivariant limit mixed Hodge numbers
of Hn−1c (Xgen):
uv
∑
p,q
∑
α∈Q/Z
α6=1
hp,q(Hn−1c (X∞))ααu
pvq =
∑
Q⊆P∞
vdim∆Q+1l∗(∆Q, ν∞|∆Q; uv−1)l∆∞(S∞, Q∞; uv),
uv
∑
p,q
hp,q(Hn−1c (X∞))1u
pvq =
∑
Q⊆P∞
vdimQ+1l∗(Q; uv−1)l∆∞(S∞, Q∞; uv).
An algorithm to compute the equivariant limit mixed Hodge numbers above was given in
[40, Section 5].
Remark 6.9. Recall from Remark 4.9 that l∆∞(S∞, Q∞; t) = tn−1−dimQl∆∞(S∞, Q∞; t−1)
has non-negative, symmetric, unimodal coefficients. Also, by Remark 4.14, the coefficients
of the local weighted h∗-polynomial are non-negative, and we have symmetries l∗(Q; u) =
udimQ+1l∗(Q; u−1) and l∗(∆Q, ν∞|∆Q; u) = udim∆Q+1l∗(∆Q, ν∞|∆Q; u−1).
Recall also from (12) that we have the following equivalent formula for the equivariant
refined limit Hodge-Deligne polynomial:
uvw2E(X∞, µ̂; u, v, w) = (uvw2)n + (−1)n−1
∑
S⊆{1,...,n}
(−1)n−|S|h∗(P S, ν∞|PS ; u, v, w).
After specializing at v = w = 1, one obtains a formula for the spectrum at infinity of
f [48] that is equivalent to [40, Theorem 5.11]. Recall from (13) that specialization at
u = v = w = 1 yields a formula for the eigenvalues (with multiplicity) of the action of
monodromy:
∑
α∈Q/Z
dimHn−1c (X∞)αα =
∑
Q⊆P∞
dimσ(∆Q)=dim∆Q
(−1)n−1−dimQVol(Q)
m(Q)−1∑
i=0
[i/m(Q)],
where Vol(Q) is the normalized volume of Q and m(Q) is the lattice distance of Q from the
origin i.e. m(Q) is the minimal positive integer such that m(Q)ν∞|∆Q is an affine function
with respect to the lattice given by intersecting M with the affine span of ∆Q. When Q
is empty, Vol(Q) = m(Q) = 1 and dimQ = −1. The above is equivalent to a formula of
Libgober and Sperber [37] for the zeta function at infinity of f .
Example 6.10. Following on with Example 3.1, Example 3.4 and Example 5.2, let f =∑n
i=1 x
mi
i ∈ C[x1, . . . , xn], for some mi ∈ Z>0. Let f1, . . . , fn denote the standard basis
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vectors of MR = Rn. Then P is the convex hull of the origin and {mifi | 1 ≤ i ≤ n}. In this
case, f : Cn → C is a locally trivial fibration away from the origin, and it follows that the
actions of monodromy at 0 and monodromy at infinity on cohomology are inverse to each
other. In both cases, ν is Q-affine and S(ν) is trivial. For (i1, . . . in) ∈ [1, m1 − 1] × · · · ×
[1, mn − 1], let
ν∞(i1, . . . , in) := i1/m1 + · · ·+ in/mn.
The action of monodromy is semi-simple, and, using Example 4.23, we compute the equi-
variant refined limit Hodge-Deligne polynomial uvw2E(X∞, µ̂; u, v, w) for monodromy at
infinity:
(uvw2)n + (−1)n−1
∑
(i1,...in)∈[1,m1−1]×···×[1,mn−1]
[ν∞(i1, . . . , in)](uw)⌈ν∞(i1,...,in)⌉(vw)⌈n−ν∞(i1,...,in)⌉.
For the corresponding invariant for monodromy at 0, one simply reverses the roles of u and
v.
Example 6.11. Let f = a0x
4+ a1x
5+ a2x
4y2+ a3xy
5+ a4y
5+ a5xy
2+ a6x
2y ∈ C[x, y] for a
general choice of a0, . . . , a6 ∈ C∗. Then the pairs (P, ν) with their corresponding subdivisions
S(ν) in Example 6.7 and Example 6.8 are shown below. We have labelled all interior lattice
points with non-zero weight. We may calculate the invariants above using Example 6.4. In
particular, using the notation of Example 6.4, we have dimGrW0 H
1
c (Xgen) = b = 4. Also, for
monodromy at 0, we have
h∗0,0,1(P, ν0) = 2, h
∗
0,1,1(P, ν0) = 7 + [1/3].
In this case, the action of monodromy on GrW1 H
1
c (Xgen) has 16 Jordan blocks of size 1, 14
with eigenvalue 1 and 1 with eigenvalue exp(2π
√−1/3) and exp(4π√−1/3) respectively, as
well as 2 Jordan blocks of size 2 with eigenvalue 1. For monodromy at infinity, we have
h∗0,0,1(P, ν∞) = [1/2], h
∗
0,1,1(P, ν∞) = [7/10] + [9/10] + [1/3] + [1/2] + 2[2/3] + 3[5/6].
In this case, the action of monodromy on GrW1 H
1
c (Xgen) has 18 Jordan blocks of size 1, 3
with eigenvalues exp(2π
√−1/6), exp(2π√−1/3), exp(4π√−1/3) and exp(10π√−1/6) re-
spectively, 2 with eigenvalue −1 and 1 with eigenvalues exp(π√−1/5), exp(3π√−1/5),
exp(7π
√−1/5) and exp(9π√−1/5) respectively, as well as a single Jordan block of size
2 with eigenvalue −1.
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6.2. Jordan block structure of monodromy at infinity. We continue with the notation
of Example 6.8 above, and let f ∈ C[x1, . . . , xn] be convenient and scho¨n at infinity, and
let X = {ft = λ} ⊆ Kn for a general choice of λ ∈ C∗. Recall that for every face Q of
the Newton polytope NP(f), we let ∆Q denote the convex hull of Q and the origin. Recall
that P = ∆NP(f), and P∞ denotes the union of the faces at infinity i.e. the faces of P not
containing the origin. Recall that ν∞ is the piecewise Q-affine function on P with value 0
at the origin and value identically 1 on the faces at infinity of P , and the cells of S(ν∞) are
given by the union of {Q | Q ⊆ P∞} and {∆Q | Q ⊆ P∞}. Recall that ∆∞ is the simplex
P ∩{x1+ · · ·+xn = ǫ} for fixed ǫ > 0 sufficiently small, and S∞ denotes the regular, rational
polyhedral subdivision of ∆∞ obtained by intersecting S(ν∞) with ∆∞.
Following [40], one may use results of Broughton and Sabbah to read off the Jordan
normal form of the action of monodromy on Hn−1c (Xgen) from the equivariant limit Hodge-
Deligne polynomial. We outline the argument below. By Poincare´ duality, we may work
with usual cohomology Hn−1(Xgen) rather than cohomology with compact supports. We
write Hn−1(Xgen) = Hn−1(Xgen)=1 ⊕ Hn−1(Xgen) 6=1, where Hn−1(Xgen)=1 denotes the 1-
eigenspace ofHn−1(Xgen), andHn−1(Xgen) 6=1 denotes the sum of the α-eigenspaces, for α 6= 1.
The induced monodromy weight filtration M• on Hn−1(Xgen) may be written as M• =
(M=1)• ⊕ (M6=1)•, where (M=1)• and (M6=1)• are the induced filtrations on Hn−1(Xgen)=1
and Hn−1(Xgen) 6=1 respectively. Let N = log Tu denote the nilpotent operator where Tu is
the unipotent part of monodromy acting on Hn−1(Xgen), and consider the induced action
of N on Hn−1(Xgen)=1 and Hn−1(Xgen) 6=1. As explained in detail in [40], using results of
Broughton [10], we have the following special case of a deep result of Sabbah. Recall the
definition of the weight filtration of a nilpotent operator from Definition 2.6.
Theorem 6.12. [49, Theorem 13.1] [40, Proposition A.1] Let f ∈ C[x1, . . . , xn] be convenient
and scho¨n at infinity, and let X = {ft = λ} ⊆ Kn. Then (M=1)• (respectively (M6=1)•) is
equal to the N-weight filtration centered at n (respectively n− 1).
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Using Poincare´ duality together with the symmetries of Remark 6.9, the corollary below
follows immediately from Example 6.8.
Corollary 6.13. Let f ∈ C[x1, . . . , xn] be convenient and scho¨n at infinity, and let X =
{ft = λ} ⊆ Kn. Then we have following formulas for the equivariant limit mixed Hodge
numbers of Hn−1(Xgen):
uv
∑
p,q
∑
α∈Q/Z
α6=1
hp,q(Hn−1(X∞))ααupvq =
∑
Q⊆P∞
vdim∆Q+1l∗(∆Q, ν∞|∆Q; uv−1)l∆∞(S∞, Q∞; uv),
∑
p,q
hp,q(Hn−1(X∞))1upvq =
∑
Q⊆P∞
vdimQ+1l∗(Q; uv−1)l∆∞(S∞, Q∞; uv),
where the sum runs over all (possibly empty) faces at infinity.
Specializing the formulas in Corollary 6.13 by setting u = v yields:
u2
∑
p,q
∑
α∈Q/Z
α6=1
hp,q(Hn−1(X∞))ααup+q =
∑
Q⊆P∞
udim∆Q+1l∗(∆Q, ν∞|∆Q; 1)l∆∞(S∞, Q∞; u2),
∑
p,q
hp,q(Hn−1(X∞))1up+q =
∑
Q⊆P∞
udimQ+1l∗(Q; 1)l∆∞(S∞, Q∞; u2).
The following result now follows directly from Theorem 6.12. For every face at infinity Q of
P , it follows from Remark 4.9 that we may write
l∆∞(S∞, Q∞; t) =
⌊n−1−dimQ
2
⌋∑
i=0
l˜Q,it
i(1 + t+ · · ·+ tn−1−dimQ−2i),
for some non-negative integers {l˜Q,i | 0 ≤ i ≤ ⌊n−1−dimQ2 ⌋}. We define
l˜∆∞(S∞, Q∞; t) :=
⌊n−1−dimQ
2
⌋∑
i=0
l˜Q,it
i.
Corollary 6.14. Let f ∈ C[x1, . . . , xn] be convenient and scho¨n at infinity, and let J∞k,α be
the number of Jordan blocks of size k with eigenvalue α for the action of monodromy at
infinity on Hn−1(f−1(t)) for t fixed and sufficiently large. Then∑
α∈Q/Z
α6=1
∑
k
J∞n−k,ααu
k+2 =
∑
Q⊆P∞
udim∆Q+1l∗(∆Q, ν∞|∆Q; 1)l˜∆∞(S∞, Q∞; u2),
∑
k
J∞n−1−k,1u
k+2 =
∑
Q⊆P∞
udimQ+1l∗(Q; 1)l˜∆∞(S∞, Q∞; u2),
where the sum runs over all (possibly empty) faces at infinity.
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Example 6.15. Let ∂Rn≥0 denote the intersection of R
n
≥0 with the union of the coordinate
hyperplances. Using either Example 4.10 and Example 4.15, or Example 4.24 and Exam-
ple 6.2, one computes the number of Jordan blocks with the largest and second largest
possible size: ∑
α∈Q/Z
α6=1
J∞n,αα = h
∗
0,0,n−1(P, ν∞) =
∑
Q⊆P∞,Q*∂Rn≥0
dimQ=0
∑
v∈Int(∆Q)∩Zn
w(v),
∑
α∈Q/Z
α6=1
J∞n−1,αα = h
∗
0,1,n−1(P, ν∞) + h
∗
1,0,n−1(P, ν∞) =
∑
Q⊆P∞,Q*∂Rn≥0
dimQ=1
∑
v∈Int(∆Q)∩Zn
w(v) + w(v),
J∞n−1,1 =
∑
Q⊆P∞,Q*∂Rn≥0
dimQ≤1
#(Int(Q) ∩ Zn),
J∞n−2,1 = 2 ·
∑
Q⊆P∞,Q*∂Rn≥0
dimQ=2
#(Int(Q) ∩ Zn).
This reproves the main results of [40]. Namely, the first two equations are equivalent to [40,
Theorem 1.1], and the second two equations are equivalent to [40, Theorem 1.2].
Example 6.16. As in Example 6.4, consider the case when n = 2. Then J∞1,1 = #(∂P ∩Z2>0),
and ∑
α∈Q/Z
α6=1
J∞2,αα =
∑
Q⊆P∞,Q*∂R2≥0
dimQ=0
∑
v∈Int(∆Q)∩Z2
w(v),
∑
α∈Q/Z
α6=1
J∞1,αα =
∑
Q⊆P∞
dimQ=1
∑
v∈Int(∆Q)∩Z2
w(v) + w(v).
Example 6.17. Following on with Example 6.10, if f =
∑n
i=1 x
mi
i ∈ C[x1, . . . , xn], for some
mi ∈ Z>0, then the action of monodromy is semi-simple, and all Jordan blocks have size 1.
With the notation of Example 6.10,∑
α∈Q/Z
J∞1,αα =
∑
(i1,...in)∈[1,m1−1]×···×[1,mn−1]
[ν∞(i1, . . . , in)] ∈ Z[Q/Z].
Example 6.18. As in Example 6.11, let f = a0x
4+ a1x
5+ a2x
4y2+ a3xy
5+ a4y
5+ a5xy
2+
a6x
2y ∈ C[x, y] for a general choice of a0, . . . , a6 ∈ C∗. The action of monodromy onH1(Xgen)
has 22 Jordan blocks of size 1, 4 with eigenvalue 1, 3 with eigenvalues exp(2π
√−1/6),
exp(2π
√−1/3), exp(4π√−1/3) and exp(10π√−1/6) respectively, 2 with eigenvalue −1 and
1 with eigenvalues exp(π
√−1/5), exp(3π√−1/5), exp(7π√−1/5) and exp(9π√−1/5) re-
spectively, as well as a single Jordan block of size 2 with eigenvalue −1.
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6.3. Monodromy of Milnor fibers. Finally, we present some local versions of the formulas
above (see Example 6.7).
Consider a polynomial f ∈ C[x1, . . . , xn] and consider the polynomial map f : Cn →
C. Assume that f−1(0) ⊆ Cn has an isolated singularity at the origin. Restricting f :
Cn → C to a small ball about the origin in Cn, and replacing C with a sufficiently small
punctured disc about the origin, gives a locally trivial fibration called theMilnor fibration.
Fix a fiber F0, called the Milnor fiber. A fundamental result of Milnor asserts that F0
has the homotopy type of a wedge of (n − 1)-spheres [39]. In particular, Hm(F0) = 0
unless m = 0, n − 1. Here the monodromy action on H0(F0) = C is trivial. In [57],
Steenbrink introduced a mixed Hodge structure (F •,M•) on Hn−1(F0). The weight filtration
has the following description in terms of the induced monodromy map T = TsTu onH
n−1(F0)
(cf. Theorem 6.12). We write Hn−1(F0) = Hn−1(F0)=1 ⊕ Hn−1(F0) 6=1, where Hn−1(F0)=1
denotes the 1-eigenspace of Hn−1(F0), and Hn−1(F0) 6=1 denotes the sum of the α-eigenspaces,
for α 6= 1. Then M• = (M=1)• ⊕ (M6=1)•, where (M=1)• and (M6=1)• are the induced
filtrations on Hn−1(F0)=1 and Hn−1(F0) 6=1 respectively. Let N = log Tu denote the nilpotent
operator acting on Hn−1(F0), and consider the induced action of N on Hn−1(F0)=1 and
Hn−1(F0) 6=1. Then (M=1)• (respectively (M6=1)•) is equal to the N -weight filtration centered
at n (respectively n − 1) (see Definition 2.6). Denef and Loeser introduced the motivic
Milnor fiber [17], which specializes under the equivariant Hodge-Deligne map Eµ̂ to the
equivariant Hodge-Deligne polynomial E(F0, µ̂; u, v) ∈ Z[Q/Z][u, v] associated to F0 with
the above mixed Hodge structure. Explicitly,
E(F0, µ̂; u, v) :=
∑
p,q
∑
α∈Q/Z
∑
m
(−1)mhp,q(Hm(F0))ααupvq.
Recall that Γ+(f) = NP(f)+Rn≥0 denotes the Newton polyhedron of f , and Γf denotes
the union of the bounded faces of Γ+(f). Recall that for every bounded face Q of Γ+(f),
∆Q denotes the convex hull of Q and the origin. We assume that f is convenient i.e. Γ+(f)
has non-zero intersection with each ray through a coordinate vector. We assume that f is
scho¨n at 0, meaning that {f |Q = 0} ⊆ (C∗)n defines a smooth hypersurface whenever Q is
a bounded face of Γ+(f). Note that this is a weaker condition than the condition that f is
scho¨n in Example 6.7. Let P+ be the union of {∆Q | Q ⊆ Γf}, and let ν0 be the piecewise
Q-affine function on P+ with value 1 at the origin and value 0 on Γf . Then the lattice
polyhedral decomposition S(ν0) of P+ has cells {∆Q | Q ⊆ Γf} and {Q ⊆ Γf}. Although
we will not need this, we note that even though P+ is not convex, one can apply all the
combinatorial constructions and results of Section 4. With the notation of Example 6.7, the
following formula for the motivic Milnor fiber was given in [41, Theorem 4.3] (cf. (14)):∑
∅6=Q⊆Γf
(1− L)dim σ(∆Q)−dim∆Q[[V ◦∆Q 	 µ̂] + [V ◦Q](1− L)],
where σ(∆Q) is the smallest face of P+ containing ∆Q. Specializing the above expression via
the equivariant Hodge-Deligne map and applying Theorem 5.11 yields the following formula
41
for the equivariant Hodge-Deligne polynomial:
uvE(F0, µ̂; u, v) =
∑
∅6=Q⊆Γf
(−1)dimQ(1−uv)dimσ(∆Q)−dim∆Q[h∗(∆Q, ν0|∆Q; u, v)+(uv−1)h∗(Q; u, v)],
where h∗(Q; u, v) is the weighted limit mixed h∗-polynomial with respect to the convex graph
that is identically zero. This gives the following expression for
∑
p,q
∑
α∈Q/Z h
p,q(Hn−1(F0))ααupvq:∑
Q⊆Γf
(−1)n−1−dimQ(1− uv)dimσ(∆Q)−dim∆Q[h∗(∆Q, ν0|∆Q; u, v) + (uv − 1)h∗(Q; u, v)].
Remark 6.19. The formula below should be compared to (15). Note that E(F0, µ̂; 1, 1) =∑
α∈Q/Z
∑
m(−1)m dimHm(F0)αα determines the eigenvalues (with multiplicity) of the ac-
tion of monodromy. Specializing the above formula at u = v = 1, and applying Example 4.12,
gives the following formula:
∑
α∈Q/Z
dimHn−1(F0)αα =
∑
Q⊆Γf
dim σ(∆Q)=dim∆Q
(−1)n−1−dimQVol(Q)
m(Q)−1∑
i=0
[i/m(Q)],
where Vol(Q) is the normalized volume of Q and m(Q) is the lattice distance of Q from the
origin i.e. m(Q) is the minimal positive integer such that m(Q)ν0|∆Q is an affine function
with respect to the lattice given by intersecting M with the affine span of ∆Q. When Q is
empty, Vol(Q) = m(Q) = 1 and dimQ = −1. This is equivalent to a famous formula of
Varchenko [62] for the zeta function of monodromy of F0. As in Remark 2.4, we obtain a
formula for dimHn−1(F0) originally due to Kouchnirenko [36].
As in previous sections, expanding the definitions above, simplifying and using Remark 6.6,
yields the following ‘non-negative’ formulas for the equivariant mixed Hodge numbers of F0.
Let ∆0 be the simplex P+ ∩ {x1 + · · · + xn = ǫ} for fixed ǫ > 0 sufficiently small. Let S0
denote the regular, rational polyhedral subdivision obtained by intersecting S(ν0) with ∆0.
That is, the cells of S0 are {Q0 := ∆Q ∩∆0 | Q ⊆ Γf}.
Theorem 6.20. Let f ∈ C[x1, . . . , xn] be a complex polynomial such that f−1(0) admits an
isolated singularity at the origin. Assume further that f is convenient and scho¨n at 0. With
the notation above, we have the following formulas for the equivariant mixed Hodge numbers
of the cohomology of the associated Milnor fiber F0:
uv
∑
p,q
∑
α∈Q/Z
α6=1
hp,q(Hn−1(F0))ααupvq =
∑
Q⊆Γf
vdim∆Q+1l∗(∆Q, ν0|∆Q; uv−1)l∆0(S0, Q0; uv),
∑
p,q
hp,q(Hn−1(F0))1upvq =
∑
Q⊆Γf
vdimQ+1l∗(Q; uv−1)l∆0(S0, Q0; uv),
where the sum runs over all (possibly empty) bounded faces of the Newton polyhedron of f .
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We note that an algorithm to compute the equivariant mixed Hodge numbers of the
cohomology of the associated Milnor fiber F0, as well as formulas in special cases, were given
by Matsui and Takeuchi in [41], extending work of Danilov [14] and Tanabe´ [60].
Remark 6.21. There is a striking symmetry between the formulas for monodromy at infinity
and monodromy of the Milnor fiber in Corollary 6.13 and Theorem 6.20 respectively. The
existence of such a symmetry was first observed by Matsui and Takeuchi in [41].
The following corollary is immediate from the description of the weight filtration on the
cohomology of F0 and Definition 2.6, and should be compared to Corollary 6.14. For every
bounded face Q of Γf , it follows from Remark 4.9 that we may write
l∆0(S0, Q0; t) =
⌊n−1−dimQ
2
⌋∑
i=0
l˜Q,it
i(1 + t+ · · ·+ tn−1−dimQ−2i),
for some non-negative integers {l˜Q,i | 0 ≤ i ≤ ⌊n−1−dimQ2 ⌋}. We define
l˜∆0(S0, Q0; t) :=
⌊n−1−dimQ
2
⌋∑
i=0
l˜Q,it
i.
Corollary 6.22. Let f ∈ C[x1, . . . , xn] be a complex polynomial such that f−1(0) admits an
isolated singularity at the origin. Assume further that f is convenient and scho¨n at 0. Let
J0k,α be the number of Jordan blocks of size k with eigenvalue α for the action of monodromy
on the cohomology of the Milnor fiber Hn−1(F0). Then∑
α∈Q/Z
α6=1
∑
k
J0n−k,ααu
k+2 =
∑
Q⊆Γf
udim∆Q+1l∗(∆Q, ν0|∆Q; 1)l˜∆0(S0, Q0; u2),
∑
k
J0n−1−k,1u
k+2 =
∑
Q⊆Γf
udimQ+1l∗(Q; 1)l˜∆0(S0, Q0; u2),
where the sum runs over all (possibly empty) bounded faces of the Newton polyhedron of f .
Example 6.23. We have the following analogue of Example 6.15. Let ∂Rn≥0 denote the in-
tersection of Rn≥0 with the union of the coordinate hyperplances. Then we have the following
formulas for the number of Jordan blocks with the largest and second largest possible size:∑
α∈Q/Z
α6=1
J0n,αα =
∑
Q⊆Γf ,Q*∂Rn≥0
dimQ=0
∑
v∈Int(∆Q)∩Zn
w(v),
∑
α∈Q/Z
α6=1
J0n−1,αα =
∑
Q⊆Γf ,Q*∂Rn≥0
dimQ=1
∑
v∈Int(∆Q)∩Zn
w(v) + w(v),
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J0n−1,1 =
∑
Q⊆Γf ,Q*∂Rn≥0
dimQ≤1
#(Int(Q) ∩ Zn),
J0n−2,1 = 2 ·
∑
Q⊆Γf ,Q*∂Rn≥0
dimQ=2
#(Int(Q) ∩ Zn).
This reproves the main results of [41]. Namely, the first two equations are equivalent to [41,
Theorem 1.1], and the second two equations are equivalent to [41, Theorem 1.2]. Also, the
third equation is originally due to van Doorn and Steenbrink [21].
Example 6.24. We have the following analogue of Example 6.16. Consider the case when
n = 2. Then J01,1 = #(Γf ∩ Z2>0), and∑
α∈Q/Z
α6=1
J02,αα =
∑
Q⊆Γf ,Q*∂R2≥0
dimQ=0
∑
v∈Int(∆Q)∩Z2
w(v),
∑
α∈Q/Z
α6=1
J01,αα =
∑
Q⊆Γf
dimQ=1
∑
v∈Int(∆Q)∩Z2
w(v) + w(v).
Example 6.25. We have the following analogue of Example 6.17. Following on with Exam-
ple 6.10, if f =
∑n
i=1 x
mi
i ∈ C[x1, . . . , xn], for some mi ∈ Z>0, then the action of monodromy
is semi-simple, and all Jordan blocks have size 1. With the notation of Example 6.10,∑
α∈Q/Z
J01,αα =
∑
(i1,...in)∈[1,m1−1]×···×[1,mn−1]
[ν∞(i1, . . . , in)] ∈ Z[Q/Z].
Example 6.26. The following should be compared to Example 6.18. As in Example 6.11,
let f = a0x
4+ a1x
5+ a2x
4y2+ a3xy
5+ a4y
5+ a5xy
2+ a6x
2y ∈ C[x, y] for a general choice of
a0, . . . , a6 ∈ C∗. The action of monodromy on H1(F0) is semi-simple and has 4 Jordan blocks
of size 1, 2 with eigenvalue 1 and 1 with eigenvalues exp(2π
√−1/3) and exp(4π√−1/3)
respectively.
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