Ornstein-Uhlenbeck processes driven by general Lévy process are considered in this paper. We derive strongly consistent estimators for the moments of the underlying Lévy process and for the mean reverting parameter of the Ornstein-Uhlenbeck process. Moreover, we prove that the estimators are asymptotically normal. Finally, we test the empirical performance of our estimators in a simulation study and we fit the model to real data.
Introduction
Given a positive number λ and a time-homogeneous Lévy process L, the Ornstein-Uhlenbeck (OU) process driven by L is defined by
where Y 0 is assumed to be independent of {L t } t≥0 . Following the terminology introduced by Barndorff-Nielsen and Shephard in [2] , we shall call L the background driving Lévy process (BDLP). It is easy to see that (1) is the unique strong solution of the stochastic differential equation
Under some regularity conditions on the Lévy measure of L and if λ > 0, Y admits a unique invariant distribution F Y . Owing to the scaling of the time index of L in (2) by λ (i.e. the term L λt ), F Y is independent of λ.
Let us suppose now that we have discrete-time observations Y 0 , Y h , · · · , Y (n−1)h with h > 0 from {Y t } t≥0 as it is defined by (1) . The objective here is to estimate the parameters of the model using these discrete-time observations. In particular, we are interested in estimating λ and moments of L 1 . In this paper, we consider λ and only the first two moments of L 1 , i.e. EL 1 and EL 2 1 . The procedure, however, can be extended to higher moments as well.
Our motivation for studying this problem comes from continuous stochastic volatility models in financial mathematics. Barndorff-Nielsen and Shephard model (in [2] ; see also [3] ) stock price as a geometric Brownian motion and the diffusion coefficient of this motion as an OU process that is driven by a subordinator (a Lévy process that is nonnegative and nondecreasing). Other continuous stochastic volatility models can be found in [14] and in [23] . Some papers that consider statistical inference of these models are [2] , [5] , [11] and [12] .
The paper is organized as follows. Section 2 presents several known results concerning OU processes and Lévy processes. In section 3 we consider strongly consistent estimators of the first two moments of L 1 and of λ. In section 4, we prove that these estimators are asymptotically normal. Section 5 discusses modeling issues and simulation techniques and presents some simulation results. In section 6 we fit the model to real data. Finally, section 7 contains a discussion on future work.
We would like to mention here, that after completion of this work, the author learned about the results in [12] . In [12] , the authors assume that L is a subordinator. By the Lévy-Khinchine representation Theorem (see Theorem 8.1 in [21] ), the distribution of L is determined by its Lévy measure F L . If x>1 log(x)F L (dx) < ∞, then a unique stationary solution to (2) exists (see [21] ), which we denote by F Y . The characteristic function of F Y is given by
where κ(x) = F L (x, ∞). Hence, the stationary distribution, F Y , of the OU process, Y , is being determined by the canonical function κ(x). In [12] , the authors develop a nonparametric inference procedure for λ and for the canonical function κ(x). The results in the present paper complement the results of [12] .
Assumptions and Preliminary Results
Consider a probability space (Ω, F, P ) equipped with a filtration F t .
Definition 2.1. A one dimensional F t adapted Lévy process is usually denoted by L t = L t (ω), t ≥ 0, ω ∈ Ω and is a stochastic process that satisfies the following:
(ii). L 0 = 0 a.s.
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(iii). L t − L s is independent of F s and has the same distribution as L t−s .
(iv). It is a process continuous in probability.
We assume that we are working with a càdlàg Lévy process (i.e. it is right continuous with left limits). It is well known that every Lévy process has such a modification.
Furthermore, if F L denotes the Lévy measure of L 1 , we will assume that there exist constants m, M > 0 such that
Condition (3) gaurantees that the moment generating function v → Ee vL1 exists at least for |v| ≤ (1 + m)M (see [25] and [9] ). We shall write
Moreover, we shall assume that Y 0 is independent of {L t } t≥0 and that
The integral on the right hand side of (4) is well defined (see [21] for example).
The following proposition, which is a reformulation of Propositions 1 and 2 in [6] , characterizes the stationarity of the OU process {Y t } t≥0 .
is weakly stationary if and only if λ > 0 and Y 0 has the same mean and variance as ∞ 0 e −s dL s . If in addition Y 0 has the same distribution as ∞ 0 e −s dL s , then {Y t } t≥0 is strictly stationary and vice-versa.
In [18] now, the author proves, under mild regularity conditions, that the OU process Y is strong Feller, its probability law has a smooth transition density, is ergodic and exponentially β−mixing (strong mixing). Before mentioning the results of [18] that we will use in the present paper, let us recall the definitions of a self-decomposable law on R and of β−mixing. 
where φ FY (u) and φ FX (u) are the characteristic functions corresponding to F Y and F X respectively. For the sake of notational convenience we will just say that F Y is called self-decomposable If |x|>1 log(|x|)F L (dx) < ∞, then the class of all possible invariant distributions of Y forms the class of all self-decomposable distributions F Y (see [21] ). In particular, the latter is implied by (3) .
(ii). Y is called β−mixing with exponential rate if:
The following theorem is Theorem 4.3 in [18] and discusses the mixing properties of {Y t } t≥0 .
Theorem 2.5. Let λ > 0 and {Y t } t≥0 be the strictly stationary OU process given by (1) 
for some p > 0, then there exists a constant a > 0 such that β(t) = O(e −at ) as t → ∞. In particular, Y is ergodic.
Method of Moments Estimation
We aim at estimation of the model parameters θ 0 = (µ, σ 2 , λ) from a sample of equally spaced observations from (1) by matching moments and empirical autocorrelation function to their theoretical counterparts. Proposition 3.1 below relates the theoretical moments of L 1 with the theoretical moments of the stationary distribution F Y of {Y t }. (3) holds. In addition, assume that λ < M . Then the following are true
By the Lévy-Khinchine representation Theorem we get that γ(v) has the form
which is valid for |v| ≤ (1 + m)M . Moreover, γ is continuously differentiable (see [16] ). Using the assumptions EL 1 = µ and VarL 1 = σ 2 and relations (5) and (6), it is easy to see that b = µ and c = σ 2 − R x 2 F L (dx).
In order to calculate EY 0 and VarY 0 we use the following formula:
which is valid since λ < M (see Lemma 3.1 of [9] ).
Recall now that we have assumed Y 0 = ∞ 0 e −s dL s in distribution. The latter and (7) imply that:
In a similar way we get that EY 2 0 = σ 2 2 + µ 2 . This concludes the proof of the proposition.
Remark 3.2. We would like to note here, that the proof of Proposition 3.1 can be used for the calculation of higher moments of Y 0 .
It follows directly by (1) that the theoretical autocovariance and autocorrelation function of Y t are given by the formulas
On the other hand, the empirical moments, autocorrelation and autocovariance function are given by the formulas below. Let d ≥ 0 be fixed. Then we have (i). Sample mean:
Then we have the following Theorem: Theorem 3.3. Let µ, σ 2 , γ(·),γ n (·), ρ(·) andρ n (·) be defined as above. Then, the following statements are true
Proof. Due to our assumptions, the process {Y t } t≥0 is strongly stationary. Moreover by Theorem 2.5 it is also β−mixing with exponential decaying rate. These two results imply ergodicity of {Y t } t≥0 . The latter together with strong stationarity imply that empirical moments and sample autocovariance functions are strongly consistent estimators of the corresponding theoretical quantities [4] . Then, the statement of the Theorem follows.
For the mean reverting parameter λ we have the following Lemma. 
Proof. Consider the functions ∆ n (
It is obvious now that ∆ 0 (λ) has a unique minimum at λ = λ 0 which is equal to zero. Hence, we get
Furthermore, for n finite we have that 0 ≤ ∆ n (λ n ) ≤ ∆ n (λ 0 ). Therefore we get ∆ n (λ n ) n→∞ −→ 0 almost surely.
Moreover, we have
Here we used the relation |ρ n (h)| ≤ 1, which follows immediately by Cauchy-Schwarz inequality. The above imply that
But, λ 0 is the unique minimum of ∆ 0 (λ) and it satisfies ∆ 0 (λ 0 ) = 0. Thus,
Hence, we easily conclude (Corollary II.2 in [1]) thatλ n is locally uniquely determined and thatλ n n→∞ −→ λ o almost surely.
Remark 3.5. Theorem 3.3 and Lemma 3.4 give us two strongly consistent estimators for λ. The first one isλ 1,n = − log(ρ(1)) and the second one iŝ λ 2,n = argmin λ d h=1 (ρ n (h) − e −λh ) 2 . One could use, for example,λ 1,n as an initial value to an algorithm that calculatesλ 2,n .
Summarizing, we have thatμ n ,σ 2 n andλ 1,n ,λ 2,n are strongly consistent estimators of µ, σ 2 and λ respectively, where:
Remark 3.6. For a stationary model, the parameter λ has to be positive. However, if we computeλ 2,n as the unrestricted minimumλ 2,n = argmin λ∈R+ d h=1 (ρ n (h)− e −λh ) 2 we may end up with a negative estimatorλ n . We propose to define the estimator of λ asλ * n = min{0,λ 2,n } and to takeλ * n = 0 as an indication that the data is not stationary.
Asymptotic Properties of the Moment Estimators
In this section we prove that the estimators defined by (10) are asymptotically normal.
If β is a vector then we define by β T its transpose. We begin with the following central limit theorem. 
Then, the following holds:
where N (0, Σ) is the multivariate normal distribution with mean 0 and variancecovariance matrix Σ.
Proof. The proof of this theorem is similar to the proof of Proposition 3.7 of [11] . Let us define
, h ∈ {0, · · · , d}. (ii). γ * n = (γ * n (0), · · · , γ * n (d)) T . We first prove that (11) is true withψ * n = (μ n ,γ * n (0),γ * n (1), · · · ,γ * n (d)) T in place ofψ n .
By the well known Cramer-Wold device, it is sufficient to prove that for every β ∈ R d+2 such that β T Σβ > 0 we have
It is well known (see [4] for example) that strong mixing and the corresponding decaying rate are preserved under linear transformations. Thus, the sequence {β T Z i } is strong mixing with exponential decaying rate. Since, by assumption E|Z 1 | 2+ǫ for some ǫ > 0, the central limit theorem for strong mixing processes is applicable (Theorem 7.3.1 in [10] ). Hence, we have as n → ∞ that
But, we easily see thatσ 2 (12) holds. Now recall that by Theorem 3.3 we havê ψ n n→∞ −→ ψ 0 almost surely.
Following the proof of proposition 7.3.4 of [7] we get
Therefore,ψ n has the same asymptotic behavior asψ * n . The latter and (12) imply the Theorem. Proof. It follows directly by Theorem 4.1 and delta method (Theorem 3.1 in [24] ).
Finally, we prove central limit theorem forθ n = (μ n ,σ 2 n ,λ 2,n ) T . Let us denote σ 2 Y = γ(0) = Var(Y 0 ) = σ 2 2 and define the following mappings.
and H as follows:
where ρ(h) = γ(h) γ(0) for h = 0, · · · , d. 
Then the following holds:
Proof. It follows directly by Theorem 4.1 and delta method applied to the differentiable map H.
Modeling and Simulation
In this section we discuss modeling issues of Lévy driven OU processes and present some simulation results for (1) . We use the simulated data to test the performance of our estimators. A very important ingredient in modeling of Lévy driven OU processes is the connection between the Lévy density of the stationary distribution of Y to the Lévy density of the probability law of L 1 . In particular we have the following proposition.
Proposition 5.1. Assume that the Lévy density of Y , ν Y (x), is differentiable and denote the Lévy density of the probability law of L 1 by ν L (x). Then the following relation holds.
Proof. It follows directly by the fact that the stationary solution, Y , to
See [2] and [3] for more details.
Hence, given ν L (x) we can find ν Y (x) and vice-versa. One can specify the law of the one dimensional marginal distribution of the OU process Y and work out the density of the BDLP, L 1 . One can also go the other way and model through the BDLP. Of course, there are constraints on valid BDLP's which must be satisfied. In particular, if R min{1, x 2 }ν L (x)dx then ν L (x) is the density of a Lévy jump process L and there exists an OU process Y such that L is the BDLP of Y . A very good survey on the relation between several distributions of Y and L is [3] (see also [22] ).
Another important ingredient in simulations is the infinite series representation of Lévy integrals (see [20] ). For simplicity, we restrict attention to Lévy processes, L, that are subordinators, i.e. they are nonnegative and nondecreasing. It is easy to see that subordinators have no Gaussian component, nonnegative drift and a Lévy measure that is zero on the negative half-line. If Y models stochastic volatility then it has to be positive and such a choice of the BDLP guarantees that.
Let us denote by Γ + L the tail mass function of ν L , i.e. In order to simulate from (1) we need to be able to simulate from e −λt λt 0 e s dL s . The key result here is the following infinite series representation of this type of integrals ( [20] ): Then
where the equality is understood in distributional sense, {α i } and {r i } are two independent sequences of random variables such that r i are independent copies of a uniform random variable in [0, 1] and {α i } is a strictly increasing sequence of arrival times of a Poisson process with intensity 1.
Remark 5.3. We note here that the convergence of the series (21) is often quite slow.
Let us demonstrate the validity of our estimators modeling through the BDLP. Assume that the driving Lévy process L is a compound Poisson process and in particular, that L t = Nt n=1 x n where N t is Poisson with intensity parameter a and x n are independent identically distributed Gamma(1, b) random variables. Using (20) we get that Y 0 ∼ Gamma(a, b). Since EL 1 = µ and Var(L 1 ) = σ 2 implies EY 0 = µ and Var(Y 0 ) = σ 2 2 , we have that a = 2 µ 2 σ 2 and b = 2 µ σ 2 . We simulated 100 independent paths of a gamma OU process of 1000 observations each, using (21) . We chose µ = 2, σ 2 = 0.25 and in order to capture possible different behaviors of the intensity parameter we chose two different values for λ, 0.5 and 2.
Recall thatλ 1,n = − log(ρ(1)) andλ 2,n = argmin λ d h=1 (ρ(h) − e −λh ) 2 (see (10) ). Tables 1 and 2 Hence we conclude that our estimators perform quite well, at least for this choice of the BDLP. Of course, one can make other distributional assumptions on L and Y . However, because the convergence of the series (21) is often quite slow (Remark 5.3), one may need to work with larger samples in some cases.
Real Data Analysis
In 1993, the Chicago Board Options Exchange (CBOE) introduced the CBOE volatility index, VIX, and it quickly became a popular measure for stock market volatility. In 2003, the VIX methodology was updated (see www.cboe.com for more details on the old and new VIX methodology). VIX measures the implied volatility of S&P 500 index options and it provides a minute-by-minute snapshot of the markets expectancy of volatility over the next 30 calendar days.
We fitted the gamma OU process to daily log opening values of the VIX for the year 2004 (VIX values are calculated using the new methodology). The data are taken from www.cboe.com/micro/VIX/historical.aspx. We use the values from 1/2/2004 till 9/30/2004 for the calibration of the model (in total 189 data points) and the values from 10/1/2004 till 11/30/2004 (in total 41 data points) for testing the model.
Using (10), we have the following estimators for the parameters of the model parameter µ σ 2 λ estimated value 2.781769 0.1385547 0.1919740 where we usedλ 2,n to estimate λ.
In figure 1 , we see the first 10 lags of the empirical autocorrelation function of the log(VIX) for 1/2/2004 till 9/30/2004 versus the theoretical autocorrelation function of the OU model with λ = 0.1919740, i.e. ρ(h) = e −0.1919740h . As we saw before the autocorrelation function of an OU model is exponentially decreasing, i.e. it has the form e −λh . Figure 1 shows that e −0.1919740h approximates sufficiently well the empirical autocorrelation function of log(VIX) for 1/2/2004 till 9/30/2004, which is also exponentially decreasing. Hence, we conclude that an OU model is a good candidate for describing this data set.
To investigate the model fit, we performed a Ljung-Box test for the squared residuals. The test statistic used 10 lags of the empirical autocorrelation function. The null hypothesis was not rejected at the 0.05 level and the p−value was quite high, 0.4235. In Figure 2 we see the empirical autocorrelation function of the squared residuals of log(VIX) (on top) and the actual residuals (at the bottom). In Figure 3 we see in one figure: the actual time series from 10/1/2004 till 11/30/2004, the one step ahead predicted time series and 95% bootstrap upper and lower confidence bounds of the one step ahead predicted time series. In order to create the one step ahead predicted time series we averaged over 50 paths. We observe that the real time series (solid line) is most of the time within the 95% bootstrap upper and lower confidence bounds of the one step ahead predicted time series (dotted lines), with very few exceptions.
Discussion And Future Work
In this paper, we consider an Ornstein-Uhlenbeck process driven by a general Lévy process. We derive strong consistent estimators for the parameters of the model and we prove that they are asymptotically normal. Using simulated data, we show that the estimators perform well at least for a gamma OU model. Lastly we fit the model to real data and we see that an OU model is a good candidate for describing log(VIX).
The model studied in this paper, is probably the simplest model in the class of Ornstein-Uhlenbeck processes driven by general Lévy process. Firstly, the model is one dimensional and secondly the parameters of the model are constants. However, even for this simple model, one could do a more extensive simulation study and real data analysis. In particular, it would be interesting to test the performance of the estimators for other OU models as well, like inverse Gaussian OU, normal inverse Gaussian OU model, variance gamma e.t.c. It would also be interesting to fit different OU models to real data and compare their goodness of fit. Moreover, the confidence intervals obtained in section 6 are bootstrap confidence intervals. These confidence intervals are simple to obtain, but are known to have disadvantages. A better way would be to use the theoretical asymptotic confidence intervals for the parameters that are implied by Theorem 4.3. However, these involve infinite series, so a more extensive study is required.
Furthermore, there are some interesting extensions to the model studied in this paper. One such extension is a coupled two dimensional OU process driven by a two dimensional Lévy process. This model is important for financial applications, since it could be used to model log of the price and stochastic volatility simultaneously. Another interesting question for financial applications is option pricing in these type of models (see [19] for some recent related results). These questions will be addressed in future work.
