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Abstract—This paper deals with CUSUM tests for mon-
itoring of intensity parameter of a Poisson process if this
process can be observed in a restricted manner only at pre-
given equidistant time points. In this case the process can
be monitored by means of a CUSUM test for the parameter
of a corresponding Poisson distribution.
For rational reference parameter values the computation
of average run length is reduced to that of solving of a
system of simultaneous linear equations. The performance
of obtained CUSUM tests is discussed by means of corre-
sponding examples.
Index Terms—CUSUM, average run length, continuous in-
spection scheme, sequential tests, sequential analysis, Poisson
process, Poisson distribution.
I. INTRODUCTION
Let Xt be a Poisson process with intensity parameter
λ, λ > 0. In usual understanding Xt is a counter variable
which counts the events of interest in a time interval of
a given length t, t > 0. The process is said to be in-
control if to a given value λ∗, λ∗ > 0, of intensity λ the
true intensity satisfies the relation λ ≤ λ∗. The process is
said to be out-of-control if λ > λ∗ holds. In this case the
process should be stopped as soon as possible.
The present paper deals with a corresponding moni-
toring procedure of a Poisson process Xt if this process
can be observed in a restricted manner only at fixed
equidistant time points tn = nt∗, n = 1, 2, ...,, where
t∗ > 0 is a given time difference between two subsequent
observations. Let X∗n = Xtn −Xtn−1 be for n = 1, 2, ...
the number of observations for the n-th time interval
In = (tn−1, tn], X0 = 0. Then the sequence {X∗n}∞n=1
forms a sequence of independent Poisson distributed ran-
dom variables with probability mass function
Pλ(X
∗
n = k) =
(λt∗)k
k!
exp(−λt∗), k = 0, 1, 2, ...
That means, random variables {X∗n}∞n=1 are Poisson dis-
tributed with parameter θ = λt∗ and our process is
in-control if value of parameter θ satisfies for a given
reference parameter value θ∗ relation θ ≤ θ∗ = λ∗t∗.
The process is out-of-control if θ > θ∗ holds.
Hence, under the given observation conditions monitor-
ing of intensity parameter λ of a Poisson process Xt is
equivalent to monitoring of distribution parameter θ of a
Poisson distribution. Target of a corresponding observation
scheme should be to detect a change of parameter θ from
a value θ ≤ θ∗ to a value θ > θ∗ with a delay as small
as possible (so-called change point problem).
Based on Wald’s sequential likelihood ratio test (SLRT)
Page [9] developed in this context his famous cumulative
sum test (CUSUM test). This test or procedure consists
of sequences of SLRTs for
H0 : θ ≤ θ∗ against H1 : θ > θ∗. (1)
The acceptance of H0 by a test of this sequence is inter-
preted as a confirmation of θ ≤ θ∗, otherwise acceptance
of H1 is considered as an alert signal for changing of
parameter value from a value θ ≤ θ∗ to a value θ > θ∗.
That means, sampling is continued as long as the tests
accept hypothesis H0 and is stopped if for the first time a
test decides for H1. For a survey on CUSUM procedures
we refer to [2] and [7], for CUSUM tests based on
classified or grouped observations to [3]. Certain aspects
of optimality of CUSUM tests are considered by [10] and
[8].
Let L be the random number of observations until the
first acceptance of H1 during a CUSUM procedure. Then
the most important statistical characteristic of a CUSUM
test is the average run length (ARL) EθL, θ ∈ Θ. This
function describes the average number of observations
until an alert depending on parameter θ ∈ Θ. An ’ideal’
ARL should have the following property:
EθL =
{ ∞ for θ ≤ θ∗
1 for θ > θ∗ .
It is evident that such a requirement is un-realisable. As a
rule one can choose the parameters of a CUSUM test in
such a manner, that to a given reference parameter value
θ∗, θ∗ > 0, and a given average run length l∗ relation
Eθ∗L ≈ l∗
holds, such that ARL is fixed in this sense for θ = θ∗.
Whether a CUSUM test is useful in a particular situation
depends on whole behaviour of ARL EθL for θ ∈ Θ.
The ARL should be sufficiently large for θ < θ∗ and
small for θ > θ∗. Hence, very important are methods for
computation of ARLs of a CUSUM tests which is a not
so easy problem as a rule.
This paper presents a corresponding direct method of
computation of ARL of a CUSUM test for discrete mon-
itoring of the intensity of a Poisson process as described
above. For rational reference parameter values the compu-
tation of ARLs is reduced to that of solving of a system of
simultaneous linear equations. By means of examples the
statistical properties of obtained CUSUM procedures are
investigated. It will turn out that the considered CUSUM
procedures possess quite good ’separating’ properties.
II. THE SEQUENTIAL LIKELIHOOD RATIO TEST
CUSUM tests are sequences of sequential likelihood
ratio tests (SLRTs). Preliminary some remarks to SLRTs
for Poisson distributed observations variables.
Let {Xi}∞i=1 be a sequence of independent Poisson
distributed random variables with a parameter θ, θ ∈
(0,∞) = Θ. For discrimination between hypotheses (1)
we consider a SLRT for simple hypotheses
H0 : θ = θ0 = θ
∗ −  against H1 : θ = θ1 = θ∗ + 
(2)
to given  > 0. Following Wald’s theory of SLRTs we
consider as test variables for n = 1, 2, ... the likelihood
ratios
Ln =
∞∏
i=1
pθ1(Xi)
pθ0(Xi)
, n = 1, 2, ...
where pθ(x) denotes the probability mass function of
random variables Xi. In case of Poisson distribution we
have
pθ(x) = Pθ(Xi = x) =
θx
x!
exp(−θ), x = 0, 1, ...,
θ ∈ Θ. Then, to given stopping bounds B and A, 0 <
B < 1 < A < ∞, sample size N and terminal decision
rule δ of Wald’s SLRT are defined by
N = min{n ≥ 1 : Ln /∈ (B,A)} and δ = 1{LN≤B}.
That means, we continue sampling as long as for n =
1, 2, ... the critical inequalities
B < Ln < A (3)
hold. If on stage n for the first time Ln ≤ B or
Ln ≥ A holds we stop sampling and decide for H0 or
H1, respectively. We denote this test by (N, δ).
For further considerations it will be more convenient if
we switch from likelihood ratios Ln to
Zn = lnLn =
n∑
i=1
Yi with Yi = ln
pθ1(Xi)
pθ0(Xi)
, i = 1, ..., n.
If stopping bounds B and A are transformed correspond-
ingly by
b = lnB and a = lnA
the critical inequalities (3) become to
b <
n∑
i=1
Yi < a.
and we have
N = min{n ≥ 1 :
n∑
i=1
Yi /∈ (b, a)}
and
δ = 1{∑N
i=1
Yi≤b
}.
In case of near hypotheses in sense of (2) it holds
Yi = ln
pθ1(Xi)
pθ0(Xi)
=
∂ ln pθ0(Xi)
∂θ
|θ=θ∗ · 2 = 2 Y ∗i
for  → 0. For Poisson distributed random variables
{Xi}∞i=1 this implies
Y ∗i =
∂ ln pθ(Xi)
∂θ
|θ=θ∗ = Xi
θ∗
− 1.
For further considerations we suppose that θ∗ is rational.
Then integers g0 and g1 exist such that θ∗ = g0/g1 holds
and we have
Y ∗i =
g1
g0
Xi − 1, i = 1, 2, ....
Then to given stopping bounds b∗ and a∗, 0 < b∗ <
0 < a∗ <∞, we get a corresponding SPRT (N∗, δ∗) for
hypotheses (2) by
N∗ = min{n ≥ 1 :
n∑
i=1
Y ∗i /∈ (b∗, a∗)}
and
δ∗ = 1{∑N∗
i=1
Y ∗
i
≤b∗
}.
According to this test we continue sampling as long as
for n = 1, 2, ... the critical inequalities
b∗ <
n∑
i=1
Y ∗i < a
∗
hold. For Y ∗i = (g1/g0)Xi − 1 these inequalities are
equivalent to
b∗ <
n∑
i=1
(
g1
g0
Xi − 1
)
< a∗
or
0 < −g0b∗ +
n∑
i=1
Y˜i < g0(a
∗ − b∗)
with
Y˜i = g1Xi − g0, i = 1, 2, ...
By rounding according
c˜ = round(−g0b∗) and s = round(g0(a∗ − b∗))
we get finally a discrete version (N˜ , δ˜) of our test (N∗, δ∗)
by
N˜ = min{n ≥ 1 : c˜+
n∑
i=1
Y˜i /∈ (0, s)}
and
δ˜ = 1{
c˜+
∑N˜
i=1
Y˜i≤0
}.
More generally considered test (N˜ , δ˜) can be regarded as
a test which starts on observation stage 0 with start value
k = c˜. In this sense we get generalised tests (N˜k, δ˜k) for
k = 1, ..., s − 1 which start on stage 0 with a start value
k, k = 1, ..., s− 1. We have for k = 1, ..., s− 1
N˜k = min{n ≥ 1 : k +
n∑
i=1
Y˜i /∈ (0, s)}
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Figure 1. Average run lengths for g0 = 1 and g1 = 8(1)12,
s = 25, k = k0 = 1.
and
δ˜k = 1{
k+
∑N˜k
i=1
Y˜i≤0
}.
The OC-functions qk = Eθ δ˜k and ASN-functions ek =
EθN˜k, k = 1, ..., s− 1, of these tests can be computed to
given θ ∈ Θ by solving of systems of simultaneous linear
equations. For more details we refer to [1],[3],[4],[5] as
well as [6].
III. THE CUSUM TEST
The SLRTs (N˜k, δ˜k), k = 1, ..., s−1, form the base for
our CUSUM test. We start sampling with SLRT (N˜k, δ˜k)
to any given start value k ∈ {1, ..., s − 1}. If this test
accepts hypothesis H0 we start a further SLRT with a new
start value k0 ∈ {1, ..., s − 1}. If this test again decides
for H0 we repeat this test. Hence we get a sequence of
SLRTs
(N˜k, δ˜k), (N˜k0 , δ˜k0), (N˜k0 , δ˜k0), ...
The procedure is finished if for the first time a test of
this sequence leads to acceptance of H1. Then sampling
is stopped and this event is interpreted as an alert signal
that parameter value θ has changed to a value θ > θ∗. We
denote this CUSUM test by CS(k, k0).
Let L˜k(k0) be the random number of observations until
an alert by our CUSUM test CS(k, k0). This random
sample size of a CUSUM test is denoted as so-called run
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Figure 2. Average run lengths like in Figure 1 for 0.1 ≤ θ ≤ 0.2
- out-of-control case.
length. Then, to given values k, k0 ∈ {1, ..., s− 1} and s
the run time L˜k(k0) is given as follows. Let W˜n(k, k0)
be random variables defined for n = 0, 1, ... by
W˜0(k, k0) = k,
W˜n(k, k0) =
{
k0 if W˜n−1(k, k0) + Y˜n ≤ 0,
W˜n−1(k, k0) + Y˜n else.
Then we get for the run length L˜k(k0) of our CUSUM
test CS(k, k0)
L˜k(k0) = min{n ≥ 1 : W˜n(k, k0) ≥ s}.
The most important characteristics in view of the statistical
properties of a CUSUM test are the average run lengths
(ARLs)
l˜k(k0) = EθL˜k(k0), k = 1, ..., s− 1, θ ∈ Θ.
This are the average numbers of observations until test
variable L˜k(k0) reaches or exceeds the threshold s. This
event is interpreted as a hint or an alert signal that
parameter θ has changed from from a value θ ≤ θ∗ to
a value θ > θ∗.
If θ ∈ Θ is the true parameter value and if D2θ Y˜1 > 0
then we have
Pθ(L˜k(k0) <∞) = 1 and EθL˜k(k0) <∞.
That means, even in case of θ ≤ θ∗ if D2θ Y˜1 > 0, we will
get with probability one an alert signal, a so-called false
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Figure 3. Influence of threshold s. ARLs for g0 = 1, g1 = 10,
k = k0 = 1 and s = 20, 23, 25, 27, 30, s = 25 - bold.
alert. False alerts are unavoidable here, but should occur
as rarely as possible.
A. Direct computation of average run length
Analogously to SLRTs based on grouped observations
(see [5],[4]) the ARLs l˜1(k0), ..., l˜s−1(k0) can be obtained
as solutions of a system of simultaneous linear equations
which can be written as
l˜k(k0) = 1+
s−1∑
j=1
ckj l˜j(k0)+a0,k l˜k0(k0), k = 1, ..., s−1,
(4)
see Appendix. The coefficients ckj and ak,0 are defined
as follows: ckj is the transition probability from value k
to value j during one observation step, that means
ckj = Pθ(k + Y˜1 = j), k, j = 1, ..., s− 1.
ak,0 is the probability of acceptance of H0 by SLRT
(N˜k, δ˜k) after next step or observation. In this case we
continue sampling with test (N˜k0 , δ˜k0). It holds
ak,0 = Pθ(k+ Y˜1 ≤ 0) = Pθ(Y˜1 ≤ −k), k = 1, ..., s− 1.
Equation system (4) can be written in matrix form as
(E − C − C0)~l(k0) = ~1 (5)
with ~l(k0) = {l˜k(k0)}s−1k=1, C = {cij}s−1,s−1i=1,j=1 and C0 =
(~0, ...~0, ~a0,~0, ...,~0), where vector ~a0 = {ak,0}s−1k=1 forms
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Figure 4. Influence of start value k. ARLs for g0 = 1, g1 = 10,
k0 = 1, s = 25 and k = 5, 10, 15, 20, 24. k = 24 - head start
dotted.
the k0-th column of matrix C0, ~0 = {0}s−1k=1, ~1 = {1}s−1k=1
and E denotes a suitable unit matrix.
IV. EXAMPLES
We consider a CUSUM test for hypotheses (1) with
θ∗ = 0.1 = 1/10. Here θ∗ is rational and we have
g0 = 1 and g1 = 10. Hence parameters g0 and g1 of
our CUSUM test are given. Figure 1 shows some ARLs
l˜1(1) = EθL˜1(1) for this case and influence of other val-
ues of g1 to ARL EθL1(1) for s = 25, k = k0 = 1, g0 = 1
and g1 = 8(1)12, case g1 = 10 - bold curve. Table
1 presents some ARL values to examples considered in
Figure 1.
The examples show that we have large ARLs and only
few blind alerts if process is ’good’ in-control. We get
’fast’ response if process is out-of-control, see Figure 2.
By variation of parameters g0, g1 and s the CUSUM test
can be adapted to actual practical conditions. It becomes
clear too that each statistical procedure has its price in
sense of an adequate sample size.
Figure 3 demonstrates the influence of threshold s to
ARL. The figure presents graphs of ARL for g0 = 1, g1 =
10, k = k0 = 1 and s = 15, 20, 25, 30, 35.
A frequently asked question is in that context, how we
have to choose start point k. If after start of process it is
not clear whether the process is in-control then process
should be stopped again as fast as possible if process is
40
out-of-control. That can be reached if we start a CUSUM
test with start value k = s − 1, the so-called head start.
Figure 4 presents ARLs for g0 = 1, g1 = 10, k0 =
1, s = 25 and several start values k = 1, 5, 10, 15, 20
and 24 including head start value k = s − 1 = 24 - the
corresponding head start ARL dotted.
V. APPENDIX
Proof of equation (4): Consider ARLs l˜k(k0) =
EθL˜k(k0) of CUSUM test CS(k, k0) for k = 1, ..., s− 1.
We get
l˜k(k0) = EθL˜k(k0) = EθEθ(L˜k(k0)|k + Y˜1)
=
∞∑
j=−∞
Eθ(L˜k(k0)|k + Y˜1 = j)Pθ(k + Y˜1 = j)
=
∞∑
j=−∞
Eθ(L˜k(k0)|Ckj)ckj (6)
with Ckj = {k + Y˜1 = j} and ckj = Pθ(Ckj) = Pθ(k +
Y˜1 = j).
Now we consider three cases.
(i) j = −∞, ..., 0: In this case the CUSUM test is
recycled and we continue sampling by CS(k0, k0) based
on {Y˜i}∞i=2. Let ˜˜Lk0(k0) be the corresponding run length.
Then, because of the iid-property of {Y˜i}∞i=1 we get
Eθ
˜˜Lk0(k0) = EθL˜k0(k0) = l˜k0(k0) and we have
0∑
j=−∞
Eθ(L˜k(k0)|Ckj)ckj
=
0∑
j=−∞
(1 + Eθ
˜˜Lk0(k0)))ckj =
0∑
j=−∞
ckj + l˜k0(k0)ak,0
(7)
with
ak,0 =
0∑
j=−∞
ckj =
0∑
j=−∞
Pθ(k + Y˜1 = j)
= Pθ(Y˜1 ≤ −k).
(ii) j = 1, ..., s − 1: Here we continue sampling with
CS(j, k0) based on {Y˜i}∞i=2. Let ˜˜Lj(k0) be again the
further run length, then under condition Ckj and by iid-
property we get Eθ
˜˜Lj(k0) = EθL˜j(k0) = l˜j(k0) and
s−1∑
j=1
Eθ(L˜k(k0)|Ckj)ckj =
s−1∑
j=1
(1 + Eθ
˜˜Lj(k0))ckj
=
s−1∑
j=1
ckj +
s−1∑
j=1
l˜j(k0)ckj . (8)
(iii) j = s, ...,∞: In this case threshold s is reached or
crossed and our CUSUM test is stopped. This implies
Eθ(L˜k(k0)|Ckj) = 1 and
∞∑
j=s
Eθ(L˜k(k0)|Ckj)ckj =
∞∑
j=s
ckj . (9)
Then, (7), (8) and (9) together with (6) and
∑∞
j=−∞ ckj =
1 completes the proof.
TABLE 1
SOME ARLS EθL1(1) FOR s = 25, g0 = 1 AND
g1 = 8, 9, 10, 11, 12.
θ/g1 8 9 10 11 12
0.02 77860.3 18950.4 6909.5 3603.5 2267.0
0.04 4698.0 1741.1 841.7 515.2 362.6
0.06 979.6 463.4 268.5 184.3 140.6
0.08 352.8 197.6 129.3 96.0 77.5
0.10 173.6 109.5 77.8 61.0 51.2
0.12 103.8 71.2 53.5 43.5 37.6
0.14 70.5 51.2 40.1 33.5 29.5
0.16 52.2 39.5 31.8 27.1 24.2
0.18 41.0 32.0 26.2 22.7 20.6
0.20 33.6 26.8 22.3 19.5 17.9
TABLE 2
SOME ARLS EθLk(1) FOR s = 25, g0 = 1, g1 = 10 AND
START VALUES k = 5, 10, 15, 20, 24, k = 24 - HEAD START,
k = 1 SEE TABLE 1.
θ/k 5 10 15 20 24
0.02 6906.1 6866.7 6773.3 6133.5 5665.8
0.04 838.9 819.9 781.8 644.7 553.1
0.06 266.2 253.8 232.2 176.4 142.5
0.08 127.3 118.1 103.9 74.0 57.3
0.10 76.0 68.8 58.6 39.7 30.1
0.12 51.9 45.9 38.3 25.0 18.8
0.14 38.7 33.5 27.5 17.5 13.3
0.16 30.5 26.0 21.2 13.2 10.2
0.18 25.1 21.1 17.1 10.6 8.3
0.20 21.2 17.7 14.3 8.8 7.0
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