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TUBULAR NEIGHBORHOODS IN THE SUB-RIEMANNIAN
HEISENBERG GROUPS
MANUEL RITORE´
Abstract. We consider the Carnot-Carathe´odory distance δE to a closed set
E in the sub-Riemannian Heisenberg groups Hn, n > 1. The H-regularity
of δE is proved under mild conditions involving a general notion of singular
points. In case E is a Euclidean Ck submanifold, k > 2, we prove that δE is
Ck out of the singular set. Explicit expressions for the volume of the tubular
neighborhood when the boundary of E is of class C2 are obtained, out of the
singular set, in terms of the horizontal principal curvatures of ∂E and of the
function 〈N, T 〉/|Nh| and its tangent derivatives.
1. Introduction
In this paper we shall consider tubular neighborhoods of closed sets in the sub-
Riemannian Heisenberg groupsHn, n > 1, endowed with their Carnot-Carathe´odory
distance. We are mainly interested in the regularity of the distance function to a
closed set E, and in obtaining an expression for the volume of a tubular neighbor-
hood of E in terms of its radius and of the local geometry of ∂E. The corresponding
formula in Euclidean space was obtained by Steiner for convex sets [42] (see also
[40, § 4.2]), by Weyl for smooth submanifolds of Euclidean spaces [44], and by
Federer for sets of positive reach [14]. Weyl’s result provided the starting point to
obtain a generalization of the Gauss-Bonnet formula, [1], [41]. In all these cases,
the volume of a tubular neighborhood is a polynomial whose coefficients, in the
smooth case, are integrals of certain scalar functions associated with the Riemma-
nian curvature tensor. In convex set theory, the coefficients are the well-known
Minkowski’s Quermassintegrals and, in the theory of positive reach sets, the total
mass of the curvature measures. Gray’s monograph [22] contains a comprehensive
historical account, and generalizations of Weyl’s formula to Riemannian manifolds.
In sub-Riemannian manifolds, these problems have been considered in recent
works. Arcozzi and Ferrari discussed the case of open sets Ω ⊂ H1 with boundary
S and, under the hypothesis of Ck regularity of S, k > 2, they proved that the
Carnot-Carathe´odory distance function is of class Ck−1 out of the singular set of
points in S where the tangent plane is horizontal, see Theorem 1.1 in [4]. The same
authors later studied the Hessian of this distance function in [5]. A Steiner type
formula has been recently obtained in H1 by Balogh et al. The authors proved
in Theorem 1.1 in [7] that the volume of a tubular neighborhood of a domain
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with C∞ boundary has, out of the singular set, a power series expansion whose
coefficients are integrals of polynomials of certain second order derivatives of the
distance function. The proof of this result was obtained by taking iterated diver-
gences of the distance function. A similar formula was obtained by Ferrari [15] by
computing the flow of the horizontal gradient of the distance function. Properties
of the Carnot-Carathe´odory distance in special 2-step Carnot groups, focusing on
the case of 2-step ones, can be found in Arcozzi et al. [6]. Amongst several remark-
able results, the authors give a sub-Riemannian version of the Gauss Lemma in
Theorem 1.2, and a proof of the Ck regularity, k > 2, of the distance to a Ck hyper-
surface without singular points in Theorem 1.1. Interesting results on the distance
function to curves and surfaces in H1, with applications, have been obtained by
Arcozzi [3]. The results in [4] and [5] have been used by Ferrari and Valdinoci [16,
§ 2] to obtain geometric inequalities in H1. Several recent works use the distance
function and techniques of Integral Geometry to obtain geometric inequalities in
sub-Riemannian manifolds (e.g., [9], [13], [27]). From the Brunn-Minkowski type
inequality obtained by Leonardi and Masnou [30], lower estimates of the volume of
a tubular neighborhood of a given set can be obtained.
In this work, we deal with properties of the Carnot-Carathe´odory distance to a
closed set E in the sub-Riemannian Heisenberg groups Hn, n > 1. The cases where
E has C2 boundary and when E is an m-dimensional submanifold of class C2 of
Hn will be specially considered.
The paper has been organized into several sections. In section 2 we fix notation
and recall basic facts and geometric properties of the Heisenberg groups Hn, includ-
ing geodesics, Jacobi fields, basic properties of the Carnot-Cara´theodory distance
and the horizontal second fundamental form. Many of the results included in this
section are known while others have never explicitly appear in the literature.
In section 3 we look at basic properties of the distance function δE to a closed
set E ⊂ Hn, focusing on the behavior of length-minimizing geodesics. It is a trivial
fact that δE is lipschitz with respect to the Carnot-Carathe´odory distance and so
differentiable almost everywhere by Pansu-Rademacher’s Theorem [35]. In the first
part of this section, following Federer [14], we define a tangent cone Tan(E, p) at
a point p ∈ E roughly as the set of tangent vectors to curves starting at p and
contained in E, and a horizontal normal cone NorH(E, p) as the set of horizontal
vectors orthogonal to Tan(E, p). This notion is independent from the one of tan-
gent cone of a finite perimeter set given in Hn, see [17]. Another relevant notion
here is that of singular point p ∈ E, i.e., one for which the tangent cone Tan(E, p)
is contained in one of the half-spaces of TpH
n determined by the horizontal distri-
bution hyperplane Hp. The set of singular points will be denoted by E0. We shall
say that a point is regular if it is not singular, and we also define the reach of E at
a given point p ∈ E, the metric projection ξE to E and the set of points Unp(E)
with unique metric projection. Standard properties such as the continuity of ξE
on Unp(E), Proposition 3.3, the continuity of the curvature of length-minimizing
geodesics on Unp(E) \ E, Proposition 3.4, and the continuity of the initial speed
of length-minimizing geodesics on Unp(E) \ E for regular points, Proposition 3.6,
are obtained. In Lemma 3.7 we show that the distance function to a closed set is
H-differentiable in the interior of (Unp(E) \E) ∩ ξ−1E (∂E \E0). Hence the Carnot-
Carathe´odory distance δE to E is H-differentiable in the interior of the set of points
with unique metric projection to a regular point in E.
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Given a closed set E ⊂ Hn and a point q 6∈ Hn, there always exists a length-
minimizing geodesic, connecting a point in ∂E to q, realizing the distance from E
to q. In the second part of section 3 we analyze the behavior of such geodesics. We
prove in Lemma 3.11 that the initial speed of length-minimizing geodesics lies in
the horizontal normal cone to the set, and that the curvature of the geodesic lies
in a precisely described interval of real numbers. In particular, when the boundary
of the closed set E is a C1 hypersurface, we can prove in Theorem 3.12 that the
points in ∂E at minimum distance are regular points where the tangent hyperplane
is not horizontal, that the initial speed of a length-minimizing geodesic joining E
to a given point is the outer horizontal unit normal to E, and that the curvature
of the geodesic is exactly
(*) λ = 2
〈N, T 〉
|Nh| ,
where N is the outer unit normal to ∂E, T is the Reeb vector field on Hn, and Nh
is the orthogonal projection of N to the horizontal distribution H. The significance
of the quantity λ in (*) for surfaces in H1 was recognized by Arcozzi and Ferrari,
who called it the imaginary curvature of S, see § 1 in [5]. From Theorem 3.12 we
deduce that length-minimizing geodesics leaving E begin at regular points and are
unique. This allows to define an exponential map and to precisely describe the
regularity of this map and of the distance function. Since λ goes to ∞ when we
approach the singular set, the distance where the geodesics are length-minimizing
become very small, so that the reach of the set E at p ∈ ∂E approaches 0 when p
approaches the singular set, see Corollary 3.14. When the boundary of E is merely
H-regular in the sense of Franchi, Serapioni and Serra-Cassano [17] we can prove
that the initial speed of a length-minimizing geodesic is the outer horizontal unit
normal, but we don’t get additional information on the curvature of the geodesic,
see Theorem 3.15. Finally, in Examples 3.16, 3.17 and 3.18 we analyze the be-
havior of length-minimizing geodesics in vertical planes and near isolated singular
points and singular curves in particular examples. The last two examples should
be compared to the results by Arcozzi and Ferrari in [4, § 3].
In section 4 we treat the regularity of the distance function to a given m-dimen-
sional submanifold S of class Ck, k > 2, in Hn. Here the tangent Tan(S, p) coincides
with the classical tangent space TpS of the submanifold S, and the set of singular
points S0 ⊂ S is composed of those p ∈ S for which TpS ⊂ Hp. As a consequence of
the techniques developed in section 3, we are able to prove that length-minimizing
geodesics leaving S from a regular point have a unique geodesic curvature, which
also allows us to define an exponential map. Our main result in this section, Theo-
rem 4.2, is that the reach of S is positive on compact subsets K of S \S0, and that
the distance function δS is of class C
k near S on ξ−1S (K) when S is of class C
k,
k > 2. A corresponding result, Theorem 4.5, is proved when S is a hypersurface of
class C1,1, generalizing a result by Arcozzi and Ferrari in H1, [4]. In particular, it
is obtained in Proposition 4.6 that the parallel hypersurfaces are of class C1,1.
Finally, in section 5, we obtain a Steiner type formula for the volume of the
tubular neighborhood of a set with C2 boundary in Hn. To obtain this formula we
follow a classical approach, using Jacobi fields associated to variations by length-
minimizing geodesics to compute the volume element along a variation by parallels,
and using a coarea formula. In the case of H1 we get in Theorem 5.2 the following
explicit formula for the tubular neighborhood Ur of radius r > 0 of points whose
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metric projection lies in an open subset U ⊂ S such that U ⊂ S \ S0:
|Ur| =
4∑
i=0
∫
U
{∫ r
0
aifi(λ, s) ds
}
dS.
Here λ is the function 2〈N, T 〉/|Nh| defined in (*), the functions fi are explicit
trigonometric analytic functions defined in (2.17) and (2.16), dS is the Riemannian
area element associated to the canonical left-invariant Riemannian metric in Hn,
and the coefficients ai are given by the expressions
a0 = |Nh|,
a1 = |Nh|H,
a2 = −4|Nh|e1
( 〈N, T 〉
|Nh|
)
,
a3 = −4e2
( 〈N, T 〉
|Nh|
)
,
a4 = −4He2
( 〈N, T 〉
|Nh|
)
− 4|Nh|
(
e1
( 〈N, T 〉
|Nh|
))2
,
where H is the sub-Riemannian mean curvature of S \ S0, e1 = J(νh), where
νh = Nh/|Nh| is the horizontal unit normal to S, J is the standard 90 degrees
horizontal rotation, to be defined in § 2.1, and e2 = 〈N, T 〉νh − |Nh|T . It is worth
noting that all these coefficients depend on the local geometry of the surface S. A
similar formula has been obtained by Balogh et al., see Theorem 1.1 in [7]. The
quantity |Ur| can be developed as a power series in r. The expression up to order
three is
|Ur| = A(U) r + 1
2
(∫
U
HdP
)
r2
− 2
3
(∫
U
{
e1
( 〈N, T 〉
|Nh|
)
+
( 〈N, T 〉
|Nh|
)2}
dP
)
r3 + o(r4),
where U is an open set in S with U ⊂ S \ S0. The quantity A(U) is the sub-
Riemannian area of U , dP is the sub-Riemannian area element on S, H is the
sub-Riemannian mean curvature of S computed as the sum of the principal curva-
tures of the horizontal second fundamental form defined in § 2.6, the vector e1 is
equal to J(νh), where νh is the horizontal unit normal to S.
In the case of Hn, n > 2, we obtain the formula as the integral of the modulus
of the determinant of a computable square (2n) matrix, whose coefficients depend
on the geometry of the boundary hypersurface. We obtain in equation (5.20) in
Theorem 5.5 that
|Ur| = A(U)r + 1
2
(∫
U
HdP
)
r2
− 1
6
(∫
U
(
4e1
( 〈N, T 〉
|Nh|
)
+ (2n+ 2)
( 〈N, T 〉
|Nh|
)2
+ |σ|2 −H2
)
dP
)
r3,
+ o(r4),
where we are using the same notation as above. In addition, |σ|2 is the squared
norm of the horizontal second fundamental form of S, defined in § 2.6.
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We conclude the paper by showing how Steiner’s formula looks like when S is a
umbilic hypersurface in Hn, a class recently introduced by Cheng et al. in [11].
The author wishes to thank Sebastiano Nicolussi Golo for his careful reading of
the first version of this manuscript, and to both referees for their useful comments.
2. Preliminaries
2.1. The Heisenberg group. The Heisenberg groupHn is the (2n+1)-dimensional
space R2n+1, endowed with the group law ∗ given by
(z, t) ∗ (w, s) = (z + w, t+ s+
n∑
i=1
Im(ziw¯i)),
for (z, t), (w, s) ∈ Cn × R ≡ R2n+1. In Hn we may consider the contact 1-form
θ := dt+
n∑
i=1
(−yi dxi + xi dyi),
which satisfies
dθ =
n∑
i=1
2 dxi ∧ dyi,
and the horizontal distribution H := ker(θ) generated by the left-invariant vector
fields
Xi :=
∂
∂xi
+ yi
∂
∂t
, Yi :=
∂
∂yi
− xi ∂
∂t
, i = 1, . . . , n.
A vector field is horizontal if it is tangent to the horizontal distribution at every
point. We shall say that a C1 curve γ : I → Hn is horizontal if the tangent vector
γ˙(t) belongs to Hγ(t) for any t ∈ I. A basis of left-invariant vector fields is given by
(2.1) {X1, ..., Xn, Y1, ..., Yn, T },
where
T :=
∂
∂t
is the Reeb vector field of the contact manifold (Hn, θ): the only vector field such
that θ(T ) = 1 and LT θ = 0, where L denotes the Lie derivative in Hn. Any left-
invariant vector field is a linear combination (with constant coefficients) of the ones
in (2.1). The only non-trivial bracket relation between the vector fields in (2.1) is
(2.2) [Xi, Yi] = −2T, i = 1, . . . , n.
Since dθ(X,Y ) = X(θ(Y ))− Y (θ(X))− θ([X,Y ]), condition (2.2) implies that the
distribution H is completely non-integrable by Frobenius Theorem. A field of endo-
morphisms J : H → H such that J2 = −Id is defined by J(Xi) := Yi, J(Yi) := −Xi,
i = 1, . . . , n. We extend it to the whole tangent space by setting J(T ) := 0.
We choose on Hn the Riemannian metric 〈·, ·〉 so that the basis {Xi, Yi, T : i =
1, . . . , n} is orthonormal. The norm of a vector field X with respect to this metric
will be denoted by |X |, and the associated Levi-Civita connection by D. If X is
any vector field, we shall denote by Xh := X − 〈X,T 〉T its orthogonal projection
to the horizontal distribution. Since T is orthogonal to H and θ(T ) = 1, we infer
that θ(X) = 〈X,T 〉 for any vector field X . Writing any pair of left-invariant vector
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fields X , Y as a linear combination (with constant coefficients) of the elements of
the basis (2.1) and using (2.2) we have
(2.3) [X,Y ] = 2 〈X, J(Y )〉T.
In particular this implies
(LT J)(X) = [T, J(X)]− J([T,X ]) = 0.
Moreover, if X , Y are left-invariant and horizontal, we get
dθ(X,Y ) = −θ([X,Y ]) = −2 〈X, J(Y )〉,
which implies that the quadratic form
X ∈ H 7→ dθ(X, J(X)) = 2 |X |2
is positive definite. Let ∇ be any affine connection in Hn with torsion tensor
Tor(X,Y ) := ∇XY − ∇YX − [X,Y ]. Assuming it is a metric connection with re-
spect to the the left-invariant Riemannian metric 〈·, ·〉 previously defined, we have
(2.4) X 〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉.
Then ∇ can be computed in terms of the scalar product and the torsion tensor
using Koszul formula
2 〈∇XY, Z〉 = X〈Y, Z〉+ Y 〈X,Z〉 − Z〈X,Y 〉
+ 〈[X,Y ], Z〉 − 〈[Y, Z], X〉 − 〈[X,Z], Y 〉
+ 〈Tor(X,Y ), Z〉 − 〈Tor(Y, Z), X〉 − 〈Tor(X,Z), Y 〉.
Since the scalar product of left-invariant vector fields is a constant function, the
Levi-Civita connection D is torsion-free, and (2.3), we obtain, for any pair of left-
invariant vector fields X , Y ,
(2.5) DXY = θ(Y )J(X) + θ(X)J(Y )− 〈X, J(Y )〉T.
Observe that, in particular, for X left-invariant,
DXT = J(X), DXX = 0.
The pseudo-hermitian connection ∇ in Hn is the only metric connection whose
torsion tensor Tor satisfies
(2.6) Tor(X,Y ) = −2 〈X, J(Y )〉T,
for any pair of arbitrary vector fields X , Y , see [43] and [39]. Equation (2.3) then
implies
Tor(X,Y ) = −[X,Y ],
for any pair of left-invariant vector fields X , Y . From Koszul formula we get
(2.7) ∇XY = 0,
for any pair of left-invariant vector fields X , Y .
The pseudo-hermitian connection and the Levi-Civita connection can be related
by Koszul formula to get
2 〈∇XY, Z〉 = 2 〈DXY, Z〉+ 〈Tor(X,Y ), Z〉 − 〈Tor(X,Z), Y 〉 − 〈Tor(Y, Z), X〉.
If R is the curvature operator associated to the pseudo-hermitian connection ∇,
equation (2.7) implies
(2.8) R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z = 0
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for X , Y , Z left-invariant vector fields. This implies that the connection ∇ is flat.
If X , Y are left-invariant, then J(Y ) is also left-invariant and
∇XJ(Y )− J(∇XY ) = 0.
This implies ∇J = 0 (J is integrable in the sense of Frobenius).
2.2. Horizontal curves and geodesics in Hn. We refer the reader to [38, § 3]
for detailed arguments. A smooth geodesic in Hn is a smooth horizontal curve
γ : I → Hn which is a critical point of the Riemannian length L(γ) := ∫I |γ˙(s)| ds
for any variation by horizontal curves γε with fixed endpoints. Consider a vari-
ation {γu}, |u| 6 ε, of γ = γ0 with variational vector field U := ∂γu/∂u. The
variation of 〈γ˙u, T 〉 in the direction of U was computed in [37] and is given by
U 〈γ˙u, T 〉 = γ˙ 〈U, T 〉 + 2 〈γ˙, J(U)〉. Hence if {γu} are horizontal curves then U
satisfies the equation
(2.9) γ˙ 〈U, T 〉+ 2 〈γ˙, J(U)〉 = 0.
Conversely, if U satisfies equation (2.9) we choose a vector field V along γ so that
γ˙ 〈U, T 〉 + 2 〈γ˙, J(U)〉 6= 0 (for instance V (s) := sTγ(s)). We consider the varia-
tion F (s, u, v) := expγ(s)(uUγ(s) + vVγ(s)), where exp is the exponential map with
respect to the Riemannian metric 〈·, ·〉, and the function
f(s, u, v) := 〈∂F
∂s
(s, u, v), TF (s,u,v)〉.
Then we have f(s, 0, 0) = 0, ∂f∂u (s, 0, 0) = 0,
∂f
∂v (s, 0, 0) 6= 0. By the Implicit Func-
tion Theorem, there exists v(s, u) with v(s, 0) = 0, such that s 7→ F (s, u, v(s, u)) is
a horizontal curve for u small. Moreover, since ∂v/∂u = 0 by the Implicit Function
Theorem we have that the associated variational vector field is U .
So assume that γ : I → Hn is a smooth regular (γ˙ 6= 0) horizontal curve repa-
rameterized to have constant speed (|γ˙| = c ∈ R\{0}). The derivative of the length
for a variation of γ by horizontal curves is given by
(2.10)
d
dε
∣∣∣∣
ε=0
L(γε) = −
∫
I
〈∇γ˙ γ˙, U〉,
where by ∇γ˙V , with V vector field along γ, we have denoted the covariant deriv-
ative of V along γ with respect to the pseudo-hermitian connection ∇. Observe
that ∇γ˙ γ˙ is orthogonal to both γ˙ (since |γ˙| is constant) and T (since T is paral-
lel for ∇). Consider an orthonormal basis of THn along γ given by T , γ˙, J(γ˙),
Z1, . . ., Z2n−2. As in the case of the first Heisenberg group H
1 [37, § 3], we take
any smooth function f : I → R vanishing at the endpoints of I and such that∫
I
f = 0. Then the vector field U along γ defined by the conditions Uh = fJ(γ˙)
and 〈U, T 〉 = 2 ∫I f satisfies (2.9). From (2.10) we conclude that 〈Dγ˙ γ˙, J(γ˙)〉 is
constant. Now let g : I → R be any smooth function vanishing at the endpoints of
I. Then the vector field U = gZi, for i = 1, . . . , 2n − 2, satisfies (2.9), and hence
Dγ˙ γ˙ is orthogonal to Zi for all i = 1, . . . , 2n− 2. So we obtain that the horizontal
geodesic γ : I → Hn satisfies the equation
(2.11) ∇γ˙ γ˙ + λJ(γ˙) = 0,
for some constant λ ∈ R. If γ satisfies (2.11) we shall say that γ is a smooth
geodesic of curvature λ/|γ˙|. Observe that any curve satisfying (2.11) has constant
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speed since
γ˙|γ˙|2 = 2〈∇γ˙ γ˙, γ˙〉 = −2λ〈J(γ˙), γ˙〉 = 0.
Moreover, the notion of curvature of a smooth geodesic is invariant by reparame-
terization with constant speed: in case γ satisfies (2.11) and c ∈ R is different from
0, we define γc(s) := γ(cs). Then we have
∇γ˙c γ˙c = c2∇γ˙ γ˙ = −λc2J(γ˙) = −λcJ(γ˙c),
that has curvature λc/|γ˙c| = λ/|γ˙| as claimed. If γ is parameterized by arc-length
and satisfies (2.11) then γc is a smooth geodesic with constant speed and curvature
λ.
For λ ∈ R, p ∈ Hn, and v ∈ TpHn, v 6= 0, we shall denote by
(2.12) γλp,v
the geodesic γ : R → Hn satisfying (2.11) with initial conditions γ(0) = p, γ˙(0) =
v.
The curve γλp,v has curvature λ/|v|. Let γ = γλp,v. If c 6= 0 then γc is a
geodesic satisfying (2.11) with constant cλ and initial conditions γc(0) = p and
γ˙c(0) = cγ˙(0) = cv. Hence we have γc(s) = γ
cλ
p,cv(s) and so
(2.13) γλp,v(cs) = γ
cλ
p,cv(s).
The equations of a geodesic can be computed easily: let
γ(s) = (x1(s), y1(s), . . . , xn(s), yn(s), t(s))
be a horizontal geodesic. Then
γ˙(s) =
n∑
i=1
x˙i(s) (Xi)γ(s) + y˙i(s) (Yi)γ(s),
t˙(s) =
n∑
i=1
(x˙iyi − xiy˙i)(s).
From (2.11), the coordinates of γ satisfy the system
x¨i = λ y˙i,
y¨i = −λ x˙i,
with initial conditions xi(0) = (x0)i, yi(0) = (y0)i, x˙i(0) = Ai, y˙i(0) = Bi, and∑n
i=1(A
2
i +B
2
i ) = |γ˙(0)|2.
Integrating these equations, for λ = 0, we obtain
xi(s) = (x0)i +Ais,
yi(s) = (y0)i +Bis,
t(s) = t0 +
n∑
i=1
(Ai(y0)i −Bi(x0)i) s,
which are horizontal Euclidean straigth lines in Hn.
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Integrating, for λ 6= 0, we obtain
xi(s) = (x0)i + Ai
(
sin(λs)
λ
)
+Bi
(
1− cos(λs)
λ
)
,
yi(s) = (y0)i −Ai
(
1− cos(λs)
λ
)
+Bi
(
sin(λs)
λ
)
,
t(s) = t0 +
|γ˙(0)|2
λ
(
s− sin(λs)
λ
)
+
n∑
i=1
{
(Ai(x0)i +Bi(y0)i)
(
1− cos(λs)
λ
)}
−
n∑
i=1
{
(Bi(x0)i −Ai(y0)i)
(
sin(λs)
λ
)}
.
(2.14)
For future reference, we shall consider the analytic functions
(2.15) F (x) :=
sin(x)
x
, G(x) :=
1− cos(x)
x
, H(x) :=
x− sin(x)
x2
,
the analytic functions
F1(x) :=
sin(x)
x
,
F2(x) :=
1− cos(x)
x2
,
F3(x) :=
sin(x) − x cos(x)
x3
,
F4(x) :=
2− 2 cos(x) − x sin(x)
x4
,
K(x) :=
x− sin(x)
x3
,
(2.16)
and the functions
f0(λ, s) := cos(λs),
f1(λ, s) := F1(λs)s,
f2(λ, s) := F2(λs)s
2,
f3(λ, s) := F3(λs)s
3,
f4(λ, s) := F4(λs)s
4,
k(λ, s) := K(λs)s3,
(2.17)
that are analytic functions of λ and s.
Let pi : Hn → R2n be the Riemannian submersion over R2n. Fix a point p ∈ Hn
and identify a horizontal vector v ∈ Hp with the vector w in R2n given by the co-
ordinates of v in the basis {Xi, Yi : i = 1, . . . , n}. Denote by t the Euclidean height
function in Hn. With this identification, the involution J induces a involution on
vectors of R2n,
(A1, B1, . . . , An, Bn) 7→ (−B1, A1, . . . ,−Bn, An)
that will be also denoted by J .
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Choose λ ∈ R and consider the geodesic γ := γλp,v. Let α := pi ◦ γ and β = t ◦ γ.
Then we have
α(s) = pi(p) + s
(
F (λs)w −G(λs)J(w)),
β(s) = t(p) + |γ˙(0)|2s2H(λs) + 〈pi(p), s(G(λs)w + F (λs)J(w))〉,(2.18)
where 〈·, ·〉 is the Euclidean product in R2n.
Remark 2.1. If Γ : I → R2n is a C1 curve and c ∈ R, then
s 7→ (Γ(s), c+ 1
2
∫ s
0
〈J(Γ˙),Γ〉(ξ) dξ)
is a smooth horizontal curve in Hn with initial condition (Γ(0), c).
2.3. Jacobi fields in Hn. Some of the results of this section have already ap-
peared in [39, § 6] and [9], see also Cheeger-Ebin’s [10] for the case of Riemannian
manifolds.
Let γ : I → Hn be a smooth geodesic in Hn of curvature λ parameterized by arc-
length satisfying equation ∇γ˙ γ˙ + λJ(γ˙) = 0. Consider a variation {γε} of γ = γ0
by curves γε : I → Hn satisfying
∇γ˙ε γ˙ε + λ(ε)J(γ˙ε) = 0.
We know that the curves γε have constant speed and curvature λ(ε)/|γ˙ε|. Let
U := ∂γε/∂ε|ε=0 the deformation vector field. Then we have
∇U∇γ˙ε γ˙ε + λ′J(γ˙ε) + λJ(∇γ˙εU) = 0,
where λ′ = U(λ) = ∂λ(ε)/∂ε|ε=0. Using the sub-Riemannian curvature tensor R
associated to ∇ we get
∇U∇γ˙ε γ˙ε = R(U, γ˙ε) γ˙ε +∇γ˙ε∇U γ˙ε +∇[U,γ˙ε]γ˙ε = ∇γ˙ε∇U γ˙ε,
since R = 0 in Hn and [U, γ˙ε] = 0. From (2.6) we have
∇γ˙ε∇U γ˙ε = ∇γ˙ε∇γ˙εU +∇γ˙ε Tor(U, γ˙ε) = ∇γ˙ε∇γ˙εU − 2γ˙ε〈U, J(γ˙ε)〉T.
Evaluating at ε = 0 we obtain the Jacobi equation along the geodesic γ.
∇γ˙∇γ˙U + λJ(∇γ˙U) + λ′J(γ˙)− 2γ˙ 〈U, J(γ˙)〉T = 0.
Letting U˙ = ∇γ˙U , U¨ = ∇γ˙∇γ˙U we get
(2.19) U¨ + λJ(U˙) + λ′J(γ˙)− 2γ˙ 〈U, J(γ˙)〉T = 0.
A Jacobi field along a sub-Riemannian geodesic γ will be a vector field along γ that
is a solution of equation (2.19). The solutions of equation (2.19) can be explicitly
computed in Hn. We first observe that the tangent vector of a sub-Riemannian ge-
odesic is contained in a horizontal two-dimensional plane determined by its initial
velocity.
Lemma 2.2. Let γ : R → Hn be a geodesic in Hn with curvature λ, and let X be
a left-invariant vector field. Then
d
ds
〈γ˙, Xγ(s)〉 = λ 〈γ˙, J(Xγ(s))〉,
d
ds
〈γ˙, J(Xγ(s))〉 = −λ 〈γ˙, Xγ(s)〉,
(2.20)
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where s is the arc-length parameter of γ. In particular
〈γ˙(s), Xγ(s)〉 = 〈γ˙(0), Xγ(0)〉 cos(λs) + 〈γ˙(0), J(Xγ(0))〉 sin(λs),
〈γ˙(s), J(Xγ(s))〉 = −〈γ˙(0), Xγ(0)〉 sin(λs) + 〈γ˙(0), J(Xγ(0))〉 cos(λs),
(2.21)
Moreover, if X is a left-invariant vector field so that Xp = γ˙(0) then
γ˙(s) = cos(λs)Xγ(s) − sin(λs)J(Xγ(s)).
Proof. The system (2.20) is obtained from the geodesic equation (2.11) taking into
account that left-invariant vector fields in Hn are parallel for the pseudo-hermitian
connection. From this observation, equations (2.21) are obtained. Assume λ 6= 0
since the case λ = 0 is trivial. Then the expression for γ˙ is obtained by extending X
to an orthonormal basis of left-invariant vector fields X , J(X), X2, J(X2), . . . , Xn,
J(Xn), and using equations (2.20) and (2.21). 
Now we compute explicitly the Jacobi fields along a given sub-Riemannian ge-
odesic. Let us introduce the following notation: if v ∈ TpHn, then vℓ is the only
left-invariant vector field such that (vℓ)p = v.
Lemma 2.3. Let γ : R→ Hn be a sub-Riemannian geodesic of curvature λ param-
eterized by arc-length, and let U be a Jacobi field along γ satisfying equation (2.19).
Then U is given by U(s) = Uh(s) + c(s)Tγ(s), where Uh and c satisfy the equations:
(2.22) U¨h + λJ(U˙h) + λ
′J(γ˙) = 0,
and
(2.23) c˙ = 2b, where b = 〈U, J(γ˙)〉.
Moreover, Uh is given by
(2.24) Uh(s) = [Uh(0)
ℓ]γ(s) + f1(λ, s) [U˙h(0)
ℓ]γ(s) − λf2(λ, s) [J(U˙ (0))ℓ]γ(s)
+ λ′
[
λk(λ, s)γ˙(s) + λf2(λ, s)J(γ˙(s))
]
.
Proof. Consider an orthonormal basis of horizontal left-invariant vector fields X1,
Y1, . . ., Xn, Yn so that Yi = J(Xi) for all i. The Jacobi field U(s) can be expressed
as
U(s) = Uh(s) + c(s)Tγ(s) =
( n∑
i=1
ai(s) (Xi)γ(s) + bi(s) (Yi)γ(s)
)
+ c(s)Tγ(s).
Observe that, for any vector field U we have (U˙)h = ˙(Uh). Decomposing the Jacobi
equation (2.19) into their horizontal and vertical components we get
(2.25) U¨h + λJ(U˙h) + λ
′J(γ˙) = 0, c¨ = 2b˙.
The first of these equations is exactly (2.22). However, the second one in (2.25) is
weaker than (2.23). We notice that c˙ = 2b is satisfied whenever we have a variation
by horizontal curves, since in this case,
γ˙〈U, T 〉 = 〈∇γ˙U, T 〉
= 〈∇U γ˙ε +Tor(γ˙, U), T 〉
= U〈γ˙ε, T 〉+ 2〈J(γ˙), U〉 = 2〈J(γ˙), U〉,
as 〈γ˙ε, T 〉 = 0. Hence the vertical component of the Jacobi equation (2.19) does
not provide any additional information.
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Taking into account the expression for Uh, the horizontal Jacobi equation (2.22)
implies that the following system
a¨i − λb˙i − λ′〈γ˙, Yi〉 = 0,
b¨i + λa˙i + λ
′〈γ˙, Xi〉 = 0,
(2.26)
is satisfied by the horizontal components ai, bi, i = 1, . . . , n, of U . Defining the
coefficients αi, βi by the equality
γ˙(0) =
n∑
i=1
(
αi (Xi)γ(0) + βi (Yi)γ(0)
)
,
we get 〈γ˙, Xi〉 = αi cos(λs) + βi sin(λs) and 〈γ˙, Yi〉 = −αi sin(λs) + βi cos(λs) from
(2.21). Hence the two equations in (2.26) can be rewritten as
a¨i − λb˙i + λ′
(
αi sin(λs)− βi cos(λs)
)
= 0,
b¨i + λa˙i + λ
′
(
αi cos(λs) + βi sin(λs)
)
= 0.
(2.27)
The solutions of this system of ordinary differential equations can be explicitly
computed. They are given by
ai(s) = ai(0) + a˙i(0)f1(λ, s) + λb˙i(0)f2(λ, s) + λ
′αih(λ, s) + λ
′βij(λ, s),
bi(s) = bi(0) + b˙i(0)f1(λ, s)− λa˙i(0)f2(λ, s)− λ′αij(λ, s) + λ′βih(λ, s),
(2.28)
where f1(λ, s) and f2(λ, s) were defined in (2.17), and h(λ, s) and j(λ, s) are given
by
h(λ, s) =
λs cos(λs)− sin(λs)
λ2
,
j(λ, s) =
−1 + cos(λs) + λs sin(λs)
λ2
.
(2.29)
They are analytic functions of λ and s. In particular, h(0, s) = 0 and j(0, s) = s2/2
for all s ∈ R.
From (2.28) we get
Uh(s) =
n∑
i=1
(
ai(s)(Xi)γ(s) + bi(s)(Yi)γ(s)
)
=
n∑
i=1
ai(0)(Xi)γ(s) + bi(0)(Yi)γ(s)
+
( n∑
i=1
a˙i(0)(Xi)γ(s) + b˙i(0)(Yi)γ(s)
)
f1(λ, s)
+
( n∑
i=1
b˙i(0)(Xi)γ(s) − a˙i(0)(Yi)γ(s)
)
λf2(λ, s)
+
( n∑
i=1
αi(Xi)γ(s) + βi(Yi)γ(s)
)
λ′h(λ, s)
+
( n∑
i=1
βi(Xi)γ(s) − αi(Yi)γ(s)
)
λ′j(λ, s).
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So we have
(2.30) Uh(s) = [Uh(0)
ℓ]γ(s) + f1(λ, s) [U˙h(0)
ℓ]γ(s) − λf2(λ, s) [J(U˙ (0))ℓ]γ(s)
+ λ′h(λ, s) [γ˙(0)ℓ]γ(s) − λ′j(λ, s) [J(γ˙(0))ℓ]γ(s).
Letting X = γ˙(0)ℓ, Lemma 2.2 implies
Xγ(s) = cos(λs)γ˙(s) + sin(λs)J(γ˙(s)),
J(X)γ(s) = − sin(λs)γ˙(s) + cos(λs)J(γ˙(s)),
and so
h(λ, s)Xγ(s) − j(λ, s)J(X)γ(s) = λk(λ, s)γ˙(s) + λf2(λ, s)J(γ˙(s)),
that implies (2.24). 
Remark 2.4. If U is a Jacobi field along a geodesic γ associated to a variation by
arc-length parameterized curves, we have
(2.31) γ˙〈U, γ˙〉+ λ〈U, J(γ˙)〉 = 0
since
0 = 12U |γ˙|2 = 〈∇γ˙U +Tor(U, γ˙), γ˙〉
= γ˙〈U, γ˙〉 − 〈U,∇γ˙ γ˙〉 = γ˙〈U, γ˙〉+ λ〈U, J(γ˙)〉.
Moreover, using equations (2.23) and (2.31) we get
(2.32) γ˙〈U, γ˙〉+ λ2 γ˙〈U, T 〉 = 0,
and so 〈U, γ˙ + λ2T 〉 is constant along γ.
Lemma 2.5. Let γ : R → Hn be a sub-Riemannian geodesic of curvature λ. Con-
sider a Jacobi field U along γ satisfying equation (2.19) given by
U(s) = a(s)γ˙(s) + b(s)J(γ˙(s)) + c(s)Tγ(s) +
n∑
i=2
(
ui(s)(Xi)γ(s) + vi(s)(Yi)γ(s)
)
,
where {Xi, Yi : i = 1, . . . , n} is an orthonormal set of left-invariant horizontal vec-
tor fields such that γ˙, J(γ˙) belong to the space generated by X1, Y1, and Yi = J(Xi)
for all i. Then the functions ui, vi, i > 2, satisfy the equations
u¨i − λ v˙i = 0,
v¨i + λ u˙i = 0.
(2.33)
If we further assume that the variation associated to U consists of arc-length pa-
rameterized geodesics, then the functions a, b, c, satisfy the differential equations
a˙+ λb = 0,
b¨− λa˙+ λ′ = 0,
c˙− 2b = 0.
(2.34)
Proof. The Jacobi field U can be expressed as a linear combination of γ˙, J(γ˙), T
and Xi, Yi, i > 2, by Lemma 2.2, since γ˙ and J(γ˙) are linear combinations of
X1 and Y1 = J(X1). Using the geodesic equation (2.11) and the fact that Xi,
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Yi, i > 2, and T are parallel for the pseudo-hermitian connection ∇, the Jacobi
equation (2.19) can be written as
(a¨+ λb˙) γ˙ + (b¨ − λa˙+ λ′)J(γ˙) + (c¨− 2b˙)T
+
( n∑
i=2
(u¨i − λv˙i)Xi + (v¨i + λu˙i)Yi
)
= 0.
This immediately implies (2.33). The stronger equation a˙+ λb = 0 in (2.34) holds
because of (2.31) in Remark 2.4.
To get the third equation in (2.34) we differentiate to get
c˙ = γ˙ 〈U, T 〉 = 〈∇γ˙U, T 〉 = 〈∇U γ˙ +Tor(γ˙, U), T 〉 = 2 〈J(γ˙), U〉 = 2b. 
Taking third order derivatives we immediately see that all components of the
Jacobi field satisfy an ordinary differential equation of a given type.
Corollary 2.6. Let γ : R → Hn a sub-Riemannian geodesic of curvature λ, and
U a Jacobi field along γ such that the associated variation consists of unit speed
geodesics. Let c(s) = 〈U(s), Tγ(s)〉 and λ′ = U(λ). Then
(2.35)
...
c + λ2c˙+ 2λ′ = 0.
In particular,
(2.36) c(s) = c(0) + c˙(0)f1(λ, s) + c¨(0)f2(λ, s)− 2λ′k(λ, s),
where f1, f2, and k are the functions defined in (2.17).
Proof. To obtain (2.35) we shall use the equations (2.34). We differentiate twice
equation c˙ = 2b to get
...
c = 2b¨. Then we replace the value of b¨ to obtain
...
c = 2(λa˙ − λ′). Finally from (2.32) we get 2a˙ = −λc˙. Replacing 2a˙ in the
previous equation we are done.
The expression for c in (2.36) follows from the identities ∂∂sf1(λ, s) = cos(λs),
∂
∂sf2(λ, s) = f1(λ, s),
∂
∂sk(λ, s) = f2(λ, s). Thus f1(λ, ·) and f2(λ, ·) satisfy the
differential equation
...
u +λ2u˙ = 0 and k(λ, ·) satisfies the equation ...u +λ2u˙ = 1. 
We remark that, for λ = 0, formula (2.36) becomes c(s) = c(0)+c˙(0)s+ 12 c¨(0)s
2−
λ′
3 s
3 since F1(0) = 1, F2(0) = 1/2 and K(0) = 1/6 by (2.16).
2.4. Basic properties of the Carnot-Carathe´odory distance. The Carnot-
Carathe´odory distance d(p, q) between p, q ∈ Hn is defined as the infimum of
the Riemannian length of the piecewise smooth horizontal curves joining p and
q. Chow’s Theorem [23] implies that two given points can be joined at least by
one piecewise smooth horizontal curve. Following Gromov [24, Ch. 1], we define
a minimizing geodesic as an absolutely continuous curve α : I → Hn such that
d(α(s), α(s′)) = |s − s′|. By the Hopf-Rinow Theorem, [24], any pair of points in
Hn can be joined by a minimizing geodesic. By Pontryagin Maximum Principle,
see [34], any minimizing geodesic is a regular smooth horizontal curve satisfying
equation (2.11) and, hence, it is uniquely determined by its initial conditions γ(0),
γ˙(0), and its curvature λ. We must remark that minimizing geodesics in arbitrary
sub-Riemannian manifolds do not need to satisfy the geodesic equations. This leads
to the notion of abnormal geodesics, see [33], [31].
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Assume γ1, γ2 : [0, L] → Hn are two different minimizing geodesics joining p
and q. Then γ1 is not minimizing in a larger interval. Although this fact is well-
known, let us sketch a proof. Assume by contradiction the existence of t > L
such γ1 : [0, t] → Hn is minimizing. Then the concatenation of γ2 : [0, L] → Hn
and γ1 : [L, t] → Hn is also a a minimizing geodesic. By Pontryagin Maximum
Principle, this concatenation is also regular. Since it coincides with γ2 in the non-
trivial interval [t, L], the uniqueness of geodesics implies that γ1 = γ2 on [0, L], a
contradiction.
From § 2.3, two different geodesics of curvature λ 6= 0 extending from a given
point p ∈ Hn, meet again for s = 2pi/|λ|. Hence geodesics of curvature λ are min-
imizing in intervals of length 2pi/|λ|, but not on larger ones. This property also
follows from the second variation of length as indicated by Rumin [39, p. 327].
Let us show that the Carnot-Carathe´odory distance is in fact a smooth function
in the Euclidean sense outside a vertical line, see [2] and [34] for the H1 case
Lemma 2.7. Let p ∈ Hn and let Lp be the vertical axis passing through p. Then
the distance function dp(q) := d(p, q) is analytic, with non-vanishing Euclidean gra-
dient, in Hn \ Lp.
Proof. Since left-translations preserve the Carnot-Carathe´odory distance and the
vertical lines, it is enough to prove the result for p = 0.
Let U := {(v, λ, s) ∈ S2n−1 × R × R+ : |v| = 1, |λs| < pi}, and define the C∞
map E : U → R2n+1 by
E(v, λ, s) := γλ0,v(s) = (s F (λs) v − sG(λs)J(v), s2H(λs)).
It is straightforward to check that E is an injective mapping, and that its image is
R2n \ L0.
We compute the matrix of the differential dE(v,λ,s). Consider the orthonormal
basis of R2n given by {J(w1), w1, . . . , J(wn−1), wn−1, J(v), v}. Then
{J(w1), w1, . . . , J(wn−1), wn−1, J(v)}
is an orthonormal basis of TvS
2n−1. We identify these vectors with ones in the
tangent space to S2n−1 ×R× R+ at (v, λ, s). We denote by ∂λ and ∂s the tangent
vectors to the coordinates λ and s. We consider in R2n+1 the orthonormal basis
{J(w1), w1, . . . , J(wn−1), wn−1, J(v), v, ∂/∂t}.
Let w be one of the vectors wi, J(wi). Then from (2.18) we have
dF(v,λ,s)(w) = (s F (λs)w − sG(λs)J(w), 0),
dF(v,λ,s)(∂λ) = (2s
2F ′(λs) v − 2s2G′(λs)J(v), 2s3h′(λs)),
dF(v,λ,s)(∂s) = ((F (λs) + λsF
′(λs)) v − (G(λs) + λsG′(λs))J(v),
2sH(λs) + 2s3H ′(λs)),
and so we obtain that the determinant of dF(v,λ,s) in the above basis is given by(
2s2
G(λs)
λs
)n−1
det

sF (λs) −2s2G′(λs) −G(λs)sG(λs) 2s2F ′(λs) F (λs)
0 2s3H ′(λs) 2sH(λs)

 ,
which is equal to(
2s2
G(λs)
λs
)n−1(−1 + cos(λs) + λs sin(λs)
λ4
)
,
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and hence to (
2s2
G(λs)
λs
)n−1( sin(λs) (λs cos(λs) − sin(λs))
λ4
)
.
Observe that G(x)/x = g(x) is an analytic function that does not vanish in the
interval (−2pi, 2pi), and that sin(x)/x and (x cos(x)− sin(x))/x3 are analytic func-
tions that do not vanish in the interval (−pi, pi). Hence the Jacobian of dE(v,λ,s)
does not vanish, so that E is a local analytic diffeomorphism.
Since E is a bijective mapping, it is also a global diffeomorphism. Hence, for
any point p ∈ Hn \ L0 there exists a unique geodesic γλ0,v so that p = γλo,v(s) and
|λs| < pi. We conclude that γλ0,v is minimizing and that s = d(p, 0).
Composing the local inverse of E with the projection over the coordinate s we
conclude that the Carnot-Carathe´odory distance is an analytic function out of the
vertical axis passing through the origin. 
A simple corollary of the previous result is
Lemma 2.8. Let W = {(p, q) ∈ Hn × Hn : pi(p) 6= pi(q)}. Then d : W → R is an
analytic function.
Proof. We simply consider the map
H
n × U → Hn ×Hn
(p, (v, λ, s)) 7→ (p, γλp,v(s)),
which is locally invertible by the previous Lemma. Composing the local inverse
with the projection over s we obtain the desired result. 
The analyticity of the distance function has been recently treated by Haj lasz
and Zimmerman in [25].
2.5. Variations by geodesics. We shall often use variations by horizontal curves.
The existence of such variations is guaranteed by the following result
Lemma 2.9. Let γ : [0, a]→ Hn be a smooth horizontal curve, I ⊂ R an open inter-
val containing the origin, and α, β : I → Hn smooth curves such that α(0) = γ(0),
β(0) = γ(a). Then there exist ε0 > 0 and a variation γε, |ε| < ε0, of γ by horizontal
curves such that γε(0) = α(ε) and γε(a) = β(ε) for |ε| < ε0.
Proof. We decompose γ = (γ1, γ2) ∈ R2n × R. Consider the two-parameter family
of curves Γε,ρ : [0, a]→ R2n defined by
(2.37) Γε,ρ(s) = γ1(s) + εU(ε, s) + ρV (s).
Here U(ε, s) is defined by
U(ε, s) =
(
1− s
a
)
ρα(ε) +
s
a
ρβ(ε),
where
α1(ε) = α1(0) + ερα(ε), β1(ε) = β1(0) + ερβ(ε),
and V (s) is a vector field along γ1(s) vanishing at 0 and a and such that∫ a
0
〈J(V˙ ), V 〉(ξ) dξ 6= 0.
It is enough to take V (s) = cos(2πa s)
∂
∂x1
+ sin(2πa s)
∂
∂y1
.
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Now we consider the two-parameter family of horizontal curves in Hn given by
(2.38) Λε,ρ(s) :=
(
Γε,ρ(s), α2(ε) +
1
2
∫ s
0
〈J(Γ˙ε,ρ),Γε,ρ〉(ξ) dξ
)
.
When ε = ρ = 0 we have from (2.37) that Γ0,0 = γ1 and so Λ0,0 = γ. For s = 0, we
have
Λε,ρ(0) =
(
γ1(0) + ερα(ε), α2(ε)
)
= (α1(ε), α2(ε)) = α(ε)
for any ε, ρ. For s = a we have
(Λε,ρ)1(a) = Γε,ρ(a) = γ1(a) + ερβ(ε) = β1(ε).
So it remains to prove we can choose ρ(ε) for ε small so that ρ(0) = 0 and
(Λε,ρ(ε))2(a) = α2(ε) +
1
2
∫ a
0
〈J(Γ˙ε,ρ(ε)),Γε,ρ(ε)〉(ξ) dξ = β2(ε).
We define a smooth function of two variables G : I × R→ R by
G(ε, ρ) := (α2(ε)− β2(ε)) + 1
2
∫ a
0
〈J(Γ˙ε,ρ),Γε,ρ〉(ξ) dξ.
This function satisfies
G(0, 0) = γ1(0)− γ2(0) + 1
2
∫ a
0
〈J(γ˙1), γ1)〉(ξ) dξ = 0
as γ is a horizontal curve. Moreover
∂G
∂ρ
(0, 0) =
1
2
∫ a
0
〈J(V˙ ), V 〉(ξ) dξ 6= 0
by the choice of V . By the Implicit Function Theorem, there exist ε0 > 0 and a func-
tion ρ : (−ε0, ε0) → R such that ρ(0) = 0 and G(ε, ρ(ε)) = 0 for all ε ∈ (−ε0, ε0).
This implies that γε = Λε,ρ(ε) : [0, a]→ Hn is a variation of γ by smooth horizontal
curves joining α(ε) and β(ε). 
In the next result we compute the derivative of length when we deform a sub-
Riemannian geodesic by horizontal curves
Lemma 2.10. Let γ : [0, a] → Hn be a geodesic of curvature λ, and {γε}ε a
variation of γ by horizontal curves. Let U(s) := (∂γε/∂ε)(s). Then
(2.39)
d
dε
∣∣∣∣
ε=0
L(γε) = 〈U, γ˙ + λ2 Tγ〉
∣∣a
0
.
Proof. We have
d
dε
∣∣∣∣
ε=0
L(γε) =
∫ a
0
〈∇U γ˙, γ˙〉 =
∫ a
0
〈∇γ˙U +Tor(U, γ˙), γ˙〉
=
∫ a
0
(
γ˙ 〈U, γ˙〉 − 〈U,∇γ˙ γ˙〉
)
,
since [U, γ˙] = 0 and Tor(U, γ˙) is a vertical vector. From equations (2.11) and (2.9)
we get
−〈U,∇γ˙ γ˙〉 = 〈U, λJ(γ˙)〉 = λ2 γ˙ 〈U, T 〉,
from which (2.39) follows. 
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2.6. A second fundamental form for C2 hypersurfaces. In this subsection,
assume that S ⊂ Hn is an embedded hypersurface of class C2. Let S0 be the sin-
gular set of points q ∈ S where TqS coincides with the horizontal distribution. Let
N be a unit normal to S and νh the horizontal unit normal, defined by
(2.40) νh := Nh/|Nh|.
The characteristic vector field Z is defined by
(2.41) Z := J(νh).
It is a horizontal vector field defined in S \ S0 and tangent to S. The vector field
〈N, T 〉 νh − |Nh|T , tangent to S and not horizontal, will be often considered along
this paper.
If q ∈ S \ S0 and u ∈ TqS ∩ Hq, we define the horizontal second fundamental
form of S by
(2.42) A(u) = −∇uνh − 〈N, T 〉|Nh| J(u)ht,
where by Uht we denote the tangent horizontal projection onto S, defined by
Uht = U − 〈U, T 〉T − 〈U, νh〉νh
for any vector field U . The operator A : TqS ∩ Hq → TqS ∩ Hq defined by (2.42)
was introduced in [36] and studied in [11] and [12] .
Given a C1 function f : S → R, we define its horizontal gradient on S as the tan-
gent and horizontal vector field ∇hSf in S \S0 satisfying 〈(∇hSf)q, u〉 = u(f) for any
q ∈ S \ S0 and u ∈ TqS ∩Hq. The following properties are known
Proposition 2.11. Let S ⊂ Hn be an embedded C2 hypersurface with horizontal
unit normal νh and horizontal second fundamental form A. Then we have
1. 〈A(u), v〉 = 〈u,A(v)〉, u, v ∈ TqS ∩Hq.
2. For E = 〈N, T 〉νh − |Nh|T , we have on S \ S0:
(2.43) − |Nh|−1∇Eνh = ∇hS
( 〈N, T 〉
|Nh|
)
+ 2
( 〈N, T 〉
|Nh|
)2
J(νh).
3. Z = J(νh) is an eigenvector of A if and only if [U,Z] is tangent and hori-
zontal for any vector field U in S \ S0 tangent, horizontal and orthogonal to
Z.
Proof. To prove the symmetry of A take U, V ∈ TS ∩H. Since 〈[U, V ], N〉 = 0 we
have
〈∇UV −∇V U − Tor(U, V ), N〉 = 0.
As ∇UV,∇V U are horizontal and Tor(U, V ) = 2〈J(U), V 〉T is vertical, we get
−〈V, |Nh|∇Uνh + 〈N, T 〉J(U)〉+ 〈U, |Nh|∇V νh + 〈N, T 〉J(V )〉 = 0,
that implies the symmetry of A.
Let us now prove (2.43). Let Z = J(νh). We observe first that ∇Eνh is orthogo-
nal to νh and T . Let U be any horizontal and tangent vector field on S \ S0. Since
[E,U ] is tangent we have
〈∇EU −∇UE − Tor(E,U), N〉 = 0.
Decomposing N = |Nh|νh + 〈N, T 〉T we have
|Nh|〈∇EU, νh〉 − 〈∇UE,N〉 − 2〈N, T 〉〈J(E), U〉 = 0.
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As U is horizontal, 〈∇EU, νh〉 = −〈U,∇Eνh〉. From the definition of E and Z we
obtain 〈N, T 〉〈J(E), U〉 = 〈N, T 〉2〈Z,U〉. Finally
〈∇UE,N〉 = −〈E,∇UN〉 = −〈N, T 〉U(|Nh|) + |Nh|U(〈N, T 〉)
= |Nh|2U
( 〈N, T 〉
|Nh|
)
.
So we obtain
〈U,−|Nh|∇Eνh − |Nh|2U
( 〈N, T 〉
|Nh|
)
− 2〈N, T 〉2Z〉 = 0,
that implies (2.43). 
The symmetry of the horizontal second fundamental form proved in Proposi-
tion 2.11(1) implies the existence, at every point q ∈ S \ S0, of an orthonormal
basis e1, . . . , e2n−1 of TqS ∩Hq and of real numbers κ1, . . . , κ2n−1 such that
A(ei) = κiei, i = 1, . . . , (2n− 1).
The mean curvature H of S, defined on S \ S0 as the trace of the operator A on
TqS ∩Hq, is thus given by
H = κ1 + · · ·+ κ2n−1.
The mean curvature plays a prominent role in some geometric variational prob-
lems in sub-Riemannian geometry because of its relation to the first variation of
the sub-Riemannian perimeter functional in contact sub-Riemannian manifolds, see
e.g. [38], [19], and [36].
The norm of the horizontal second fundamental form is the function |σ|2 defined
on S \ S0 by the formula
(2.44) |σ|2 =
2n−1∑
i=1
κ2i .
Taking an orthonormal basis e1, . . . , e2n−1 of the tangent horizontal space TS ∩H,
the trace
∑2n−1
i=1 |∇eiνh|2 does not depend on the basis. The function |σ|2 can be
computed this way since (2.44) is the trace corresponding to an orthonormal basis
of principal directions.
Following Cheng et al. [11], we define an umbilic hypersurface in the sub-Rie-
mannian Heisenberg group Hn as one for which Z is a principal direction, and the
remaining ones have equal principal curvatures. More precisely, there exists and
orthonormal basis e1 = Z, e2, . . . , e2n−1, and scalars ρ, µ such that A(e1) = ρe1 and
A(ei) = µei for i > 2. Hypersurfaces of revolution are umbilic by Proposition 3.1
in [11].
The following result can be deduced from Proposition 4.2 in [11]
Proposition 2.12. Let S ⊂ Hn be an umbilic hypersurface with A(Z) = ρZ and
A(V ) = µV for all tangent horizontal vectors V orthogonal to Z. Then we have
(2.45) V (µ) = V (ρ) = V
( 〈N, T 〉
|Nh|
)
= 0, Z(µ) = (ρ− 2µ) 〈N, T 〉|Nh| ,
and
(2.46) Z
( 〈N, T 〉
|Nh|
)
+
( 〈N, T 〉
|Nh|
)2
= µ(µ− ρ).
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and
(2.47) ∇hS
( 〈N, T 〉
|Nh|
)
= Z
( 〈N, T 〉
|Nh|
)
Z.
3. The distance function to a closed set
Let E ⊂ Hn be a closed set with boundary S = ∂E. We define the distance to
E by
(3.1) δE(x) := inf{d(x, q) : q ∈ E},
where d is the Carnot-Carathe´odory distance in Hn. The function δE is lipschitz
with respect to d as it satisfies |δE(x) − δE(y)| 6 d(x, y). By Pansu-Rademacher’s
Theorem [35], the function δE is Pansu-differentiable almost everywhere (see also
Caldero´n’s proof of this result in [8, Thm. 6.13]). For r > 0 we define the open
tubular neighborhood of E of radius r > 0 by
Er := {p ∈ Hn : δE(p) < r}.
For q ∈ E, we define the set Tan(E, q) of tangent vectors to E at q as the subset
of TqH
n composed of the zero vector and the limits, in the tangent bundle, of the
tangent vectors of C1 curves starting from q and contained in E. The set Tan(E, q)
is closed and positively homogeneous and will be called the tangent cone of E at
q. Obviously, if E ⊂ F then Tan(E, q) ⊂ Tan(F, q). The horizontal tangent cone
TanH(E, q) is defined as Tan(E, q) ∩Hq. The normal cone Nor(E, q) is defined as
the set of vectors u ∈ TqHn such that 〈u, v〉 6 0 for all v ∈ Tan(E, q). The set
Nor(E, q) is a closed convex cone of TqH
n. The horizontal normal cone NorH(E, q)
is defined as the set
NorH(E, q) = {v ∈ Hq : 〈v, u〉 6 0 for all u ∈ TanH(E, q)}.
In general NorH(E, q) 6= Nor(E, q) ∩ Hq. Observe that if Hq ⊂ Tan(E, q) then
NorH(E, q) = {0}.
We shall say that q ∈ E is a singular point if the tangent cone Tan(E, q) is
contained in one of the half-spaces in TqH
n determined by the hyperplane Hq. We
shall say that a point q ∈ E is regular if it is not singular. The set of singular
points of E will be denoted by E0. Observe that interior points of E are regular
since Tan(E, q) = TqH
n when q ∈ int(E). The set of singular points of E at the
boundary S of E will be denoted by S0.
For sufficiently regular boundaries we have the following result
Lemma 3.1. Let E ⊂ Hn be the closure of an open set with boundary S = ∂E.
Let q ∈ S.
(i) Assume that S is of class C1 in an open neighborhood of q, and let Nq be the
outer unit normal to S at q. Then Tan(E, q) = {u ∈ TqHn : 〈u,Nq〉 6 0}
and Nor(E, q) = {ρNq : ρ > 0}.
(ii) Assume that S is of class C1
H
in an open neighborhood of q, and let νq be
the outer horizontal unit normal of S at q, then TanH(E, q) = {u ∈ Hq :
〈u, νq〉 6 0} and NorH(E, q) = {ρνq : ρ > 0}.
Proof. We shall give the proof of (ii) since the one of (i) is similar.
If S is of class C1
H
near q, then there exists an open ball B(q, r) and a function
f ∈ C1
H
(B(q, r)) such that E ∩ B(q, r) = f−1((−∞, 0]), ∂E ∩ B(q, r) = f−1(0),
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and νq = (∇Hf)q/|(∇Hf)q|. Take u ∈ Hq such that 〈u, νq〉 < 0 and a hori-
zontal curve α : [0, 1] → Hn of class C1 satisfying α′(0) = u. Since 〈u, νq〉 =
|(∇Hf)q|−1〈u, (∇Hf)q〉 < 0 we get u(f) = dds |s=0(f ◦ α)(s) < 0. Hence there ex-
ists ε > 0 such that α([0, ε]) ⊂ E. This implies that u ∈ TanH(E, q) and so the
inclusion {u ∈ Hq : 〈u, νq〉 < 0} ⊂ TanH(E, q) holds. Since TanH(E, q) is closed
we obtain {u ∈ Hq : 〈u, νq〉 6 0} ⊂ TanH(E, q). For the opposite inclusion take
u ∈ TanH(E, q). The vector u is the limit of a sequence ui of tangent vectors to C1
curves contained in E for which inequality 〈ui, νq〉 6 0 holds. Taking limits when
i→∞ we obtain 〈u, νq〉 6 0.
Finally equality Nor(E, q) = {ρνq : ρ > 0} follows trivially. 
Remark 3.2. Lemma 3.1 implies that the set of singular points of a closed set
E with C1 boundary S is the union of the interior of E and the points in S with
TqS = Hq.
Following Federer’s terminology [14], we define Unp(E) as the set of points p ∈
Hn for which there is a unique point of E nearest to p. The map ξE : Unp(E)→ E
associates with p ∈ Unp(E) the unique q ∈ E such that δE(p) = d(p, q). Trivially
E ⊂ Unp(E) and ξE(q) = q for all q ∈ E.
For q ∈ E we define reach(E, q) as the supremum of r > 0 for which B(q, r) ⊂
Unp(E). If K ⊂ E then reach(E,K) is defined as the infimum of reach(E, q) for
q ∈ K. The reach of a set E is defined by
reach(E) := inf{reach(E, q) : q ∈ E}.
Observe that the function q 7→ reach(E, q) is continuous.
Let us now prove that the metric projection ξE is a continuous function in
Unp(E).
Proposition 3.3. Let E ⊂ Hn be a closed set. Then the function ξE : Unp(E)→
E is continuous.
Proof. Let ξ = ξE . Consider a sequence {pi}i∈N ⊂ Unp(A) converging to p ∈
Unp(A). Let us prove that ξ(pi) → ξ(p) by contradiction: otherwise, passing to a
subsequence, we may assume that there exists some ε > 0 such that
(3.2) d(ξ(pi), ξ(p)) > ε.
Observe that the quantity
d(ξ(pi), p) 6 d(ξ(pi), pi) + d(pi, p) = δE(pi) + d(pi, p),
is bounded. Hence ξ(pi) is bounded and we may assume, passing again to a subse-
quence, that ξ(pi) converges to some point q ∈ E. By the continuity of δE and d
we have
δE(p) = lim
i→∞
δE(pi) = lim
i→∞
d(ξ(pi), pi) = d(q, p).
Since p ∈ Unp(E) we have ξ(p) = q and, since q = limi→∞ ξ(pi), we get a contra-
diction to (3.2) that proves the continuity of ξE . 
Let p ∈ Unp(E)\E. Then there is either just one minimizing geodesic connecting
p and ξE(p) of curvature λ(p) (in case p and ξE(p) do not lie in the same vertical
line), or there are at least two minimizing geodesics connecting p and ξE(p), and
all geodesics joining connecting both points have the same geodesic curvature λ(p)
(in case p and ξE(p) lie in the same vertical line).
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So even if the minimizing geodesic connecting p and ξE(p) is not unique, the
quantity λ(p) is well defined. Let us see that it is a continuous function
Proposition 3.4. Let E ⊂ Hn be a closed set. Then λ : Unp(E) \ E → R is a
continuous function.
Proof. Consider a sequence {pi}i∈N ⊂ Unp(E) converging to a point p ∈ Unp(E) \
E. Let us prove the continuity that limi→∞ λ(pi) = λ(p) by contradiction: passing
eventually to a subsequence, we assume that there exists some ε > 0 such that
(3.3) |λ(pi)− λ(p)| > ε.
For every i, choose a minimizing geodesic connecting ξ(pi) and pi with initial
velocity vi. Passing again to a subsequence if necessary we may assume that vi
converges to some unit vector v0.
By the minimality of geodesics, |λ(pi)|δE(pi) 6 2pi and, since δE(pi)→ δE(p) >
0, we have that |λ(pi)| is bounded. Passing again to a subsequence, we may assume
that λ(pi) converges to some λ0 ∈ R.
Since ξ(pi)→ ξ(p) and δE is continuous we have that
δE(p) = lim
i→∞
δE(pi) = lim
i→∞
γ
λ(pi)
ξ(pi),v(pi)
(δE(pi)) = γ
λ0
ξ(p),v0
(δE(p)).
By the uniqueness of curvatures of minimizing geodesics, we obtain that λ(p) = λ0,
which contradicts (3.3). 
Remark 3.5. Let p 6∈ E and q ∈ E such that δE(p) = d(p, q). Assume there is not
a unique length-minimizing geodesic connecting p and q. Then p and q lie in the
same vertical line. The set
S =
⋃
v∈Hp
γλ(p)p,v ([0, 2pi/λ(p)])
is a C2 sphere (Pansu’s sphere) and S \ {q} is contained in Hn \ E. Hence the
tangent cone Tan(E, q) is contained in one of the half-spaces determined by the
hyperplane Hq. This implies that q is a singular point of E.
Hence, if q is regular then the length-minimizing geodesic connecting p and q is
unique.
Let p ∈ Unp(E) \ E such that ξ(p) is a regular point. We shall denote by v(p)
the initial velocity of the unique minimizing geodesic connecting ξ(p) to p.
Proposition 3.6. Let E ⊂ Hn be a closed set. Consider a sequence {pi}i∈N ⊂
Unp(E) \ E converging to a point p ∈ Unp(E) \ E. Assume that ξ(p) is a regular
point. Let {vi}i∈N be a sequence of initial tangent vectors to minimizing geodesics
connecting ξ(pi) to pi. Then limi→∞ vi = v(p).
In particular, the function q 7→ v(q), assigning to q ∈ ξ−1(S \S0) the initial tan-
gent vector to the unique geodesic connecting ξ(q) and q, is continuous in ξ−1(S\S0).
Proof. In case the sequence vi does not converge to v(p), we may extract a conver-
gent subsequence to some vector v0 6= v(p). Since ξ(pi) → ξ(p), λ(pi) → λ(p) and
δE(pi)→ δE(p), passing to a subsequence we may assume that
lim
i→∞
γ
λ(pi)
ξ(pi),vi
(δA(pi)) = γ
λ(p)
ξ(p),v0
(δA(p)).
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By Remark 3.5, the regularity of ξ(p) implies the existence of a unique minimiz-
ing geodesic connecting ξ(p) and p. By the above formula this geodesic should be
γ
λ(p)
ξ(p),v0
. Hence we would have v0 = v(p), yielding a contradiction. 
We conclude this section by considering the regularity of the boundaries of tubu-
lar neighborhoods of a set E in Unp(E). We shall need first the following Lemma
Lemma 3.7. Let E ⊂ Hn be a closed set. Let δ = δE, ξ = ξE.
(i) Let f be a lipschitz function on an open subset Ω ⊂ Hn. Let X be a continu-
ous vector field on Ω such that (∇Hf)q = Xq whenever f is H-differentiable
at q. Then (∇Hf)q = Xq for all q ∈ Ω.
(ii) If p 6∈ E and δ is H-differentiable at p, then
(3.4) (∇Hδ)p = γ′(δ(p)),
where γ : [0, δ(p)]→ Hn is any minimizing geodesic connecting ∂E and p.
(iii) Let A be the interior of the set (Unp(E) \ E) ∩ ξ−1(∂E \ E0). Then the
horizontal gradient ∇Hδ is continuous in A and so δ ∈ C1H(A).
Proof. The proof of (i) was given in Lemma 6.1 in [4]. It is inspired by Lemma 4.7
in Federer [14].
To prove (ii) consider a point p 6∈ E where δ is H-differentiable and let q ∈ S
be a point in E at minimum distance from p. Take a minimizing geodesic γ :
[0, δ(p)] → Hn connecting q and p. Let α : (−ε, ε) → Hn be a C1 horizontal
curve satisfying α(0) = p and α′(0) = u, and define f(s) := d(α(s), q). Then
δE(α(s)) 6 f(s) and δE(α(0)) = f(0). Since δ is assumed to be H-differentiable
at p we have dds |s=0δ(α(s)) = f ′(0). The derivative f ′(0) can be computed using
(2.39) to obtain
(3.5) 〈(∇Hδ)p, u〉 = lim
s→0
δE(α(s)) − δE(α(0))
s
= f ′(0) = 〈u, γ′(δ(p))〉.
Now we prove (iii). By Pansu-Rademacher Theorem, the lipschitz function δ
is H-differentiable almost everywhere. For any point p ∈ A, its metric projection
ξ(p) is a regular point. If δ is H-differentiable at p, (ii) implies that its horizontal
gradient coincides with the vector field
p ∈ U 7→ (γλ(p)ξ(p),v(p))′(δ(p),
that it is continuous because of Propositions 3.3, 3.4 and 3.6. We conclude from (i)
that (∇Hδ)q exists for any q ∈ A and it is continuous. 
Remark 3.8. Formula (3.4) implies that, at a point p of differentiability of δ,
all minimizing geodesics connecting E with p have the same tangent vector at p.
This condition guarantees uniqueness of geodesics in Riemannian geometry since
they only depend on the initial position and velocity. The dependence of sub-
Riemannian geodesics in Hn on curvature prevents the same conclusion for the
Carnot-Carathe´odory distance.
Remark 3.9. If p projects to two different points in E, the minimizing geodesics
joining E to p are not minimizing beyond p because of the regularity of geodesics.
Let us now prove that the boundaries of tubular neighbourhoods of H-regular
hypersurfaces are also regular.
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Theorem 3.10. Let E ⊂ Hn be a closed set with boundary S. For r > 0 let Sr =
∂Er. Consider the set A = int(Unp(E) \ E), and take an open set U ⊂ A. If S ∩
ξ(U) is an H-regular hypersurface, then Sr ∩ U is also H-regular.
Proof. Observe first that S0 is empty for anH-regular hypersurface since NorH(E, q)
is one-dimensional for any q ∈ S by Lemma 3.1(ii). Lemma 3.7(iii) implies that the
function δ is in C1
H
(int(Unp(E) \ E)). From Lemma 3.7(ii) we get (∇Hδ)q 6= 0 for
every q ∈ int(Unp(E) \ E). Hence Sr ∩ U is H-regular since it is the level set of a
C1
H
function with non-vanishing horizontal gradient. 
Now we start the study of the regularity of the distance function to a closed set.
The following Lemma considers geodesics minimizing the distance to a closed set
and would be essential for what follows
Lemma 3.11. Let E ⊂ Hn be a closed set. Take p 6∈ E and q ∈ E such that
δ(p) = d(p, q). Let γ : [0, δ(p)] → Hn be a length-minimizing geodesic of curvature
λ joining q and p. Then
(i) γ˙(0) ∈ NorH(E, q).
(ii) The curvature λ of the geodesic γ lies in the interval
(3.6)
[
sup
v∈Tan(E,q)
〈v,Tq〉<0
−2 〈v, γ˙(0)〉
〈v, Tq〉 , infv∈Tan(E,q)
〈v,Tq〉>0
−2 〈v, γ˙(0)〉
〈v, Tq〉
]
,
where the left quantity is replaced by −∞ if 〈v, Tq〉 > 0 for all v ∈ Tan(E, q),
and the right quantity by +∞ when 〈v, Tq〉 6 0 for all v ∈ Tan(E, q).
Proof. Let α : [0, ε0) → E be a smooth curve with α(0) = q, α′(0) = v. Us-
ing Lemma 2.9 we construct a variation of γ by smooth horizontal curves γε :
[0, d(p, q)] → Hn joining α(ε) and p. Let U(s) := (∂γε/∂ε)(s). Consider the func-
tion f(ε) := L(γε). As U(0) = v and U(d(p, q)) = 0, equation (2.39) implies
f ′(0) = −〈v, γ˙(0) + λ2 Tq〉.
As f(ε) > δE(p) and f(0) = δE(p) for ε > 0 we have f
′(0) > 0. Hence we obtain
(3.7) 0 6 −〈v, γ˙(0) + λ2 Tq〉.
By approximation inequality (3.7) holds for any v ∈ Tan(E, q). In particular
〈v, γ˙(0)〉 6 0 for all v ∈ TanH(E, q), which implies (i). From (3.7) we also have
λ 〈v, Tq〉 6 −2 〈v, γ˙(0)〉,
which implies (ii). 
In case the interval defined in (3.6) is empty, there are no minimizing geodesics
joining a point outside E with q. When S is a Euclidean C1 hypersurface, we can
prove that the normal horizontal cone is generated by the outer horizontal unit
normal ν and the interval in (3.6) is a single point.
Theorem 3.12. Let E ⊂ Hn be a closed subset with C1 boundary S. Let N be
the outer unit normal to S and ν the corresponding horizontal unit normal. Take
p 6∈ E and q ∈ S such that δ(p) = d(p, q), and consider a minimizing geodesic
γ : [0, δ(p)]→ Hn of curvature λ connecting q and p. Then
(i) q is a regular point of S,
(ii) γ˙(0) = νq, and
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(iii) the curvature of γ is given by
(3.8) λ =
2〈N, T 〉
|Nh| (q).
Moreover, in case N is a Euclidean lipschitz vector field, the function λ is locally
lipschitz in S \ S0.
Proof. When S is a Euclidean C1 hypersurface and q ∈ S, the horizontal normal
cone NorH(E, q) is either {0} when q is a singular point, or {µ νq : µ > 0} when
q is regular. Lemma 3.11 then implies that q must be a regular point and that
γ˙(0) = νq. This proves (i) and (ii).
If q ∈ S then Tan(E, q) = {v ∈ TqHn : 〈v,Nq〉 6 0}. Since N = |Nh| ν+〈N, T 〉T
we obtain
−〈v, νq〉 |Nh|(q) > 〈v, Tq〉 〈Nq, tq〉
for all v ∈ Tan(A, q). In case 〈v, Tq〉 > 0, the above inequality implies
(3.9) inf
v∈Tan(A,q)
〈v,Tq〉<0
−2 〈v, νq〉
〈v, Tq〉 >
2〈N, T 〉
|Nh| (q).
Taking v := −〈Nq, Tq〉 νq + |Nh|(q)Tq, we have v ∈ TqS ⊂ Tan(A, q), 〈v, Tq〉 > 0
and −〈v, νq〉 |Nh|(q) = 〈v, Tq〉 〈Nq, tq〉, so that equality holds in (3.9). The case
〈v, Tq〉 < 0 is handled in a similar way. Hence the interval (3.6) is reduced to the
point (2 〈N, T 〉/|Nh|)(q). This proves (iii). 
Remark 3.13. Assume that S is locally defined as a level set of a function
g : Ω → R of class C1 on an open set Ω ⊂ H1. Then we may assume that
S ∩ Ω = {x : g(x) = 0} and a horizontal unit normal and a unit normal are given
by
νh =
∇hg
|∇hg| , N =
∇g
|∇g| ,
where ∇h is the orthogonal projection of the gradient ∇ to the horizontal distribu-
tion. So we have
2〈N, T 〉
|Nh| =
2T (g)/|∇g|
|∇hg|/|∇g| = −
[X,Y ](g)
|∇Hg| ,
which only depends on the horizontal derivatives of g.
The importance of the function −[X,Y ](g)/|∇hg| for surfaces in H1 was recog-
nized by Arcozzi and Ferrari, who called it the imaginary curvature of S. The
interested reader is referred to the detailed discussion in the introduction of [5]. A
remarkable property of the function λ is its differentiability along tangent horizontal
directions in minimal surfaces of class C1 in H1, see Lemma 4.4(3) in [20].
Theorem 3.12 implies that the reach of a point approaches 0 when we approach a
singular point since the curvature of a minimizing geodesic approaches∞ by (3.8).
Hence the geodesic is minimizing in smaller and smaller intervals near the singular
point.
Corollary 3.14. Let E ⊂ Hn be a closed set with C1 boundary S. Then reach(E, q)
approaches 0 when q ∈ S approaches the singular set S0.
Proof. This follows easily since reach(E, q) is no larger that the length of a minimiz-
ing geodesic leaving q, that is smaller than or equal to 2pi/λ(q) = pi(|Nh|/〈N, T 〉)(q).

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For sets with local C1
H
boundary we have
Theorem 3.15. Let E ⊂ Hn be a closed set with boundary S. Take p 6∈ E and
q ∈ S such that δ(p) = d(p, q), and consider a minimizing geodesic γ : [0, δ(p)]→ Hn
connecting q and p. Assume that S is H-regular near q. Then γ˙(0) = νq, where ν
is the outer horizontal unit normal to S at q.
Proof. We make use again of Lemma 3.11 to conclude that γ˙(0) ∈ NorH(E, q).
Lemma 3.1(ii) implies that NorH(E, q) = {ρνq : ρ > 0}. Since both γ˙(0) and νq are
unit vectors we obtain γ˙(0) = νq. 
Theorem 3.12 allows to describe geometrically the metric projection and the
distance function to some simple closed sets in Hn.
Example 3.16. Let E := {x1 6 0} ⊂ Hn. The tangent space at every point of ev-
ery point of S = ∂E is generated by {Y1, X2, Y2, . . . , Xn, Yn, T }. This implies that
the outer unit normal N is given by X1, which coincides with νS . Since 〈N, T 〉 ≡ 0,
Theorem 3.12 yields that the curvature of any minimizing geodesic leaving from S
is 0. So minimizing geodesics are straight lines tangent to X1. Given p 6∈ E with
coordinates (x1, y1, . . . , xn, yn, t), a simple computation implies that the only point
in S at minimum distance from p is (0, y1, . . . , xn, yn, t− x1y1). Since
(0, y1, . . . , xn, yn, t− x1y1) + x1 (1, 0, . . . , 0, y1) = (x1, y1, . . . , xn, yn, t),
we conclude δE(p) = x1. In this case the reach of E is +∞. Moreover, the distance
function δE is C
∞ (analytic) out of the set E.
Example 3.17 (Behaviour near an isolated singular point). We denote by (x, y, t)
the coordinates in H1. Let E := {t 6 0} ⊂ H1. The tangent plane at a boundary
point (x, y, 0) is spanned by X−yT and Y +xT , and so it is never horizontal unless
x = y = 0. Hence E0 = {(0, 0, 0)}. The outer unit normal to S = ∂E is given by
N =
yX − xY + T√
1 + x2 + y2
,
and the horizontal unit normal on S \ S0 by
νS =
yX − xY√
x2 + y2
.
Theorem 3.12 implies that the curvature of a minimizing geodesic starting from a
point (x0, y0, 0), with r
2
0 = x
2
0 + y
2
0 6= 0 is given by
2
〈N, T 〉
|Nh| =
2
r0
.
The projection of this geodesic to the xy-plane is, by the discussion in § 2.2, a circle
of radius r0/2. Its initial velocity is given by the projection of νS to the xy plane,
and it is given by y0
∂
∂x − x0 ∂∂y . Such circles always contain the origin.
The horizontal liftings of these circles are horizontal geodesics containing points
in the positive part of the t-axis. Any geodesic starting from a point (x0, y0, 0) in
the circle x20 + y
2
0 = r
2
0 with initial velocity y0
∂
∂x − x0 ∂∂y reaches the t-axis after a
distance pir0/2 at the point (0, 0, pir
2
0/4) (twice half of the area of the disk of radius
r/2). Observe that the point (0, 0, pir20/4) is only reached by the geodesics described
above, and so they are geodesics realizing the distance. Since an infinite number
of geodesics reach this point, they are not minimizing in larger intervals. On the
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other hand, smaller segments minimize the distance to E. In particular, setting
t = pir20/4, we have pir0/2 = (4t/pi)
1/2(pi/2) = pi1/2t1/2 and so
δE((0, 0, t)) = pi
1/2t1/2.
To explicitly calculate the distance to the set E, we compute from (2.14) the
geodesics with initial conditions (x0, y0, 0), (A,B) = (y0,−x0) and curvature 2r−10
to obtain
x(s) =
1
2
(
x0 + y0 sin(2r
−1
0 s) + x0 cos(2r
−1
0 s)
)
,
y(s) =
1
2
(
y0 + y0 cos(2r
−1
0 s)− x0 sin(2r−10 s)
)
,
t(s) =
r0
2
(
s+
r0
2
sin(2r−10 s)
)
.
We know that δE((x(s), y(s), t(s))) = s. The distance should only depend on x
2 +
y2 and t. Indeed
x(s)2 + y(s)2 =
1
2
(
r20 + r
2
0 cos(2r
−1
0 s)
)
,
t(s) =
r0
2
(
s+
r0
2
sin(2r−10 s)
)
.
Example 3.18 (Behaviour near a singular curve). Let E := {t 6 xy} ⊂ H1 be the
subgraph of the function u(x, y) = xy, and S = ∂E be the graph of u. The tangent
plane at every boundary point (x, y, xy) is generated by X and Y + 2xT . Hence
the outer unit normal and the corresponding horizontal unit normal are given by
N =
−2xY + T√
1 + 4x2
, νS = − x|x| Y.
The singular set is S0 = {(0, y, 0) : y ∈ R}. Its projection to the xy-plane is x = 0.
Given a point p0 ∈ S \ S0 with coordinates (x0, y0, x0y0), x0 6= 0, Theorem 3.12
implies that the curvature of a minimizing geodesic leaving from p is given by
2
〈N, T 〉
|Nh| (p0) =
1
|x0| .
So the projection of this geodesic to the xy-plane is a circle of radius |x| with ini-
tial velocity −sgn(x) ∂∂y . We can compute from (2.14) the geodesics with initial
conditions (x0, y0, x0y0), (A,B) = (0,−sgn(x0)) and curvature |x0|−1 to obtain
x(s) = x0 cos(|x0|−1s),
y(s) = y0 − x0 sin(|x0|−1s),
t(s) = x0y0 cos(|x0|−1s) + |x0|−1x20 s.
Such geodesics reach the plane with equation x = 0 at time s = π2 |x0|. For such a
value, x(s) = 0, y(s) = y0 − x0 and t(s) = π2x20. Hence the point (0, y0 − x0, π2x20)
is only reached by two geodesics of the same length: the one with initial condition
(x0, y0, x0y0), B = (0,−sgn(x0)) and curvature |x0|−1 and the one with initial con-
dition (−x0, y0 − 2x0, 2x20 − x0y0), (A,B) = (0,−sgn(−x0)) and curvature |x0|−1.
This implies that both geodesics are minimizing.
Observe that δE((0, 0, t)) = (2pi
−1)1/2t1/2.
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4. Regularity properties of the distance function to a submanifold
In this section we shall consider the regularity properties of the distance func-
tion to an m-dimensional submanifold S ⊂ Hn of class Ck, with k > 2. Similar
results in Euclidean spaces were obtained by Gilbarg and Trudinger [21, § 14.6] and
Ho¨rmander [26, p. 50]. The reader is referred to Krantz and Parks monograph [29,
§ 4.4] for historical background and references.
Given a point q in a submanifold S of class C1, the tangent space Tan(S, q), as
defined in the previous section, coincides with the classical tangent space TqS to
the submanifold S. Hence a point q is singular if and only if TqS ⊂ Hq. As usual,
we denote the set of singular points in S by S0. The set S0 is a closed subset of S.
If S ⊂ Hn is a hypersurface of class C1, then the set S0 coincides with the set of
points where TqS = Hq.
Lemma 4.1. Let S ⊂ Hn be an m-dimensional submanifold of class C1. Let p 6∈
S and assume that q ∈ S satisfies δS(p) = d(p, q).
Then there exists a length-minimizing geodesic γ : [0, δ(p)]→ Hn of curvature λ,
parameterized by arc-length, joining q and p such that
(i) γ˙(0) ⊥ TqS ∩Hq.
(ii) If q ∈ S \ S0, the curvature λ of γ is given by
λ =
2〈Eq, γ˙(0)〉
〈Eq, Tq〉 ,
where Eq ∈ TqS is a unit vector orthogonal to TqS ∩Hq.
Proof. Since γ is length-minimizing, equation (2.39) implies
0 = 〈u, γ˙(0) + λ
2
Tq〉
for any tangent vector u ∈ TqS. This immediately implies (i). If q ∈ S \ S0, then
γ˙(0) is orthogonal to TqS ∩Hq. If q is regular, there exists a unit vector Eq ∈ TqS
orthogonal to TqS ∩Hq, unique up to sign. The above equation implies
λ = −2 〈Eq, γ˙(0)〉〈Eq, Tq〉 ,
which proves (ii). 
For a regular point q ∈ S \ S0 and v ∈ Hq we define
(4.1) λ(q, v) := −2 〈Eq, v〉〈Eq, Tq〉 .
For q regular and v horizontal and orthogonal to TqS ∩Hq, we define the map
(4.2) expS(q, v) := γ
λ(q,v)
q,v (1),
where γ
λ(q,v)
q,v = γ is the sub-Riemannian geodesic of curvature λ(q, v) and initial
conditions γ(0) = q, γ′(0) = v. When v 6= 0 is horizontal and orthogonal to
TqS ∩Hq, we have
expS(q, v) = γ
λ(q,v/|v|)
p,v/|v| (|v|),
that coincides with the smooth geodesic starting from q with initial speed v/|v|, pa-
rameterized by arc-length and (possibly) minimizing the distance to S, evaluated
at |v|.
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Our main result in this section is the following
Theorem 4.2. Let S ⊂ Hn be a closed m-dimensional submanifold of class Ck,
where k > 2 and 1 6 m 6 2n, and let K ⊂ S \ S0 be a compact set. Then
reach(S,K) > 0. Moreover, for 0 < r < reach(S,K), the distance function δS is of
class Ck in (ξ−1S (K) \K) ∩ Sr, where Sr = {p ∈ Hn : δS(p) < r}.
For the proof of this result we shall need the following
Lemma 4.3 (Tubular Neighborhood Lemma). Let S ⊂ Hn be a closed m-dimensio-
nal submanifold of class Ck, where k > 2 and 1 6 m 6 2n, and let K ⊂ S \ S0
be a compact set. Let Q = 2n + 1. Then, for each point q ∈ K, there exists a
neighborhood U of q in S and an orthonormal family of (Q −m) horizontal Ck−1
vector fields Xi : U → Hn such that the map Φ : U × RQ−m → Hn defined by
(4.3) Φ(x, y) = expS(x,
Q−m∑
i=1
yiXi)
is a Ck−1 diffeomorphism in a neighborhood of U × {0}.
Proof. We take a coordinate neighborhood U ′ of q in S contained in the regular set
and a family of m vector fields on U ′ of class Ck−1 that span the tangent space TxS
for every x ∈ U ′. This can be done using the Jacobian matrix of the immersion
U ′ → Hn. Projecting to the horizontal distribution, and using the Gram-Schmidt
procedure we can find an orthonormal family
Z1, . . . , Zm−1, N,X1, . . . , XQ−m,
of vector fields of class Ck−1 so that Z1, . . . , Zm−1, N span the tangent space to S
and Z1, . . . , Zm−1 are horizontal.
On U ′×RQ−m we use formula (4.3) to define the map Φ, which is of class Ck−1
since the vector fields Xi and the function λ are of class C
k−1.
To apply the Implicit Function Theorem we compute the differential dΦ(q,0) of
the map Φ at (q, 0). For any vector u ∈ TqS we take a curve α defined in an open
interval containing 0 such that α(0) = q, α˙(0) = u. Then
dΦ(q,0)(u, 0) =
d
ds
∣∣∣∣
s=0
Φ(α(s), 0) =
d
ds
∣∣∣∣
s=0
γ
λ(α(s),0)
α(s),0 (1) = α˙(0) = u.
On the other hand, if we take the coordinate vector ei in R
Q−m, for i = 1, . . . , Q−m,
we have
dΦ(q,0)(0, ei) =
d
ds
∣∣∣∣
s=0
Φ(q, (0, . . . ,
(i)
s , . . . , 0))
=
d
ds
∣∣∣∣
s=0
γ
λ(q,sXi)
q,sXi
(1)
=
d
ds
∣∣∣∣
s=0
γ
λ(q,Xi)
q,Xi
(s) = (Xi)q.
Hence dΦ(q,0) is a linear isomorphism. The inverse function theorem then implies
that Φ is a Ck−1 diffeomorphism in a neighborhood of U × {0} for some open
neighborhood U ⊂ U ′ of q. 
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Proof of Theorem 4.2. Assume that reach(S,K) = 0. Then we can find sequences
of points pi ∈ Hn \S, qi, q′i ∈ S such that qi 6= q′i, and δ(pi) = d(pi, qi) = d(pi, q′i)→
0. Since the three sequences are bounded we can extract subsequences, denoted in
the same way as the original sequence, converging to the same point q ∈ K.
Using Lemma 4.3 we can find a neighborhood U of q in S so that Φ is a Ck−1
diffeomorphism of a neighborhood of (p, 0) in S ×RQ−m onto a neighborhood of q
in Hn. Since pi, qi, q
′
i converge to q, this is a contradiction to the injectivity of Φ
(since Φ(qi, yi) = Φ(q
′
i, y
′
i) = pi for large i) that proves that reach(S,K) > 0.
Observe that the inverse function of Φ associates with every p, in the image of
Φ, the point ξ(p) ∈ S at minimum distance from p and the vector y ∈ RQ−m such
that the geodesic with initial speed
∑Q−m
i=1 yi(p)(Xi)ξ(p) connects ξ(p) to p. Hence
the distance δ(p) of p to ξ(p) equals d(p, ξ(p)), that is equal to (
∑Q−m
i=1 yi(p)
2)1/2.
Hence δ(p) is of class Ck−1 whenever y 6= 0, i.e when p 6∈ S. We have also that the
map ξ is of class Ck−1.
Now, for p in the image of Φ, define the function:
v(p) :=
Q−m∑
i=1
yi(p)(Xi)ξ(p),
that it is of class Ck−1. Equation (2.39) implies that the gradient of δ at the point
p is given by
(∇δ)p = γ˙λ(ξ(p),v(p))ξ(p),v(p) (δ(p)) +
λ(ξ(p), v(p))
2
Tp.
The function λ is easily seen to be Ck−1 when S is Ck from its definition in (4.1).
Since ξ(p), δ(p) and v(p) are of class Ck−1, it follows that ∇δ is of class Cm−1.
Hence δ is of class Ck as claimed. 
Remark 4.4. One could replace the notion of m-dimensional manifold by a suit-
able one of intrinsic m-dimensional submanifold. Two non-equivalent definitions
were given by Franchi, Serapioni and Serra-Cassano [18].
The following result extends the one by Arcozzi and Ferrari in H1 [4] to higher
dimensional Heisenberg groups. It allows to slightly decrease the C2 regularity hy-
pothesis to obtain that a C1,1 hypersurface has positive reach far from the singular
set. It provides many examples of sets of positive reach in Hn.
Theorem 4.5. Let S ⊂ Hn be a closed C1,1 hypersurface. Then, for any compact
set K ⊂ S \ S0, reach(S,K) > 0.
Proof. Consider two points p0, q0 in H
n \ S at the same distance from S. Let p,
q ∈ S points satisfying δ(p0) = d(p, p0) and δ(q0) = d(q, q0). Let wp := νS(p),
wq := νS(q). Let λp and λq the curvatures of unit speed minimizing geodesics
joining p, p0, and q, q0, respectively. Let vp, vq the vectors in R
2n obtained from
the coordinates of wp and wq in the basis {Xi, Yi : i = 1, . . . , n}. Let
γp := γ
λp
p,wp , γq := γ
λq
q,wq ,
and, for a = p, q, let αa := pi ◦ γa, ta := t ◦ γa. Then from (2.18) we get
αa(s) = pi(a) + s
(
F (λas) va +G(λas)J(va)
)
ta(s) = t(a) + s
2H(λas) + sG(λas) 〈pi(a), va〉+ s F (λas) 〈pi(a), J(va)〉.
TUBULAR NEIGHBORHOODS IN THE SUB-RIEMANNIAN HEISENBERG GROUPS 31
From these expressions we obtain
|pi(p)− pi(q)| 6 |αp(s)− αq(s)|+ s |F (λps) vp − F (λqs)wq |
+ s |G(λps)J(vp)−G(λqs)J(wq)|,
and
|t(p)− t(q)| 6 |tp(s)− tq(s)|+ s2 |H(λps)−H(λqs)|
+ s |G(λps) 〈pi(p), vp〉 −G(λqs) 〈pi(q), vq〉|
+ s |F (λps) 〈pi(p), J(vp)〉 − F (λqs) 〈pi(q), J(vq)〉|
Since we are considering minimizing geodesics we know that |λps|, |λqs| 6 2pi. As
F , G, H are Lipschitz in the interval [−2pi, 2pi], and λ, νS and pi are Euclidean
Lipschitz, there exist positive constants Ci, C
′
i such that
|pi(p)− pi(q)| 6 |αp(s)− αq(s)|+ (C1s+ C2s2) |p− q|,
|t(p)− t(q)| 6 |tp(s)− tq(s)|+ (C′1s+ C′2s2 + C′3s3) |p− q|.
Hence we get, for s < 1,
|γp(s)− γq(s)| > 1√
2
|p− q| (1− Cs),
for some constant C > 0. This inequality implies that S is locally of positive reach,
since two minimizing geodesics cannot reach the same point for s small enough. 
Proposition 4.6. Let E ⊂ Hn be a closed set. Let K ⊂ ∂E a compact set con-
tained in the set of regular points of E. Assume that reach(E,K) > r0 > 0, and let
0 < r < r0. Then ∂Er ∩ ξ−1(K) is contained in a Euclidean C1,1 hypersurface.
Proof. Let p ∈ ∂Er ∩ ξ−1(K). Then p ∈ ∂B(ξ(p), r). Since p, ξ(p) do not lie in the
same vertical line, p lies in the regular part of the boundary of B(ξ(p), r).
Let γ : [0, r] → Hn be the unique minimizing geodesic connecting ξ(p) and p.
We claim that γ is also minimizing in the larger interval [0, r0]. To prove this, let
q ∈ ∂Er0 be the point in ∂Er0 at minimum distance from p. Then
d(q, ξ(p)) 6 d(q, p) + d(p, ξ(p)) 6 (r0 − r) + r = r0.
So ξ(q) = ξ(p) and the only minimizing geodesic connecting q and ξ(p) is γ :
[0, r0]→ Hn. Then p ∈ ∂B(q, r0 − r) and p lies in the regular part of the boundary
of B(q, r0 − r).
Assume that q ∈ δ−1(0, r0)∩ ξ−1(K). Then ξ(q), λ(q), v(q) are continuous func-
tions of q. Hence the principal curvatures of ∂B(ξ(q), r) at γ
λ(q)
ξ(q),v(q)(r) depend on
the second derivatives of dξ(q) at the point γ
λ(q)
ξ(q),v(q)(r) and so they are continuous
functions of q. The same argument can be applied to the balls B(γ
λ(q)
ξ(q),v(q)(r0), r0−
r). By Blaschke’s Rolling Theorem, for every q ∈ ∂Er ∩ ξ−1(K), there are two
Euclidean balls of radius R > 0 which are tangent at q and leave ∂Er ∩ ξ−1(K)
outside of the union of the balls. By Whitney’s extension Theorem in Euclidean
space, ∂Er ∩ ξ−1(K) is contained in a Euclidean C1 hypersurface. The condition
on the tangent balls of uniform radius imply that ∂Er ∩ ξ−1(K) is of Euclidean
positive reach on both sides and so it is a Euclidean C1,1 hypersurface. 
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Remark 4.7. An interesting open question is the regularity of the distance func-
tion to a closed set E ⊂ Hn when the boundary ∂E is of class C2H . This means that
∂E is locally the level set of a continuous function possessing horizontal derivatives
of order two, see [17].
5. Steiner’s formula for hypersurfaces
Let E ⊂ Hn be a closed set with C2 boundary S. Consider a relatively com-
pact open set U in S such that U ⊂ S \ S0. We know from Theorem 4.2 that
reach(S,U) > 0 and that the distance function δE is of class C
2 in a neighborhood
of U intersected with Hn \ E. For r > 0 small enough, we want to find a formula
expressing the volume of the set
Ur := {p ∈ Hn \ E : ξ(p) ∈ U, δ(p) 6 r}
in terms of r > 0 and the geometry of S.
The next Lemma, a version of the coarea formula, shows that it is enough to
consider the sub-Riemanian area of the equidistant hypersurfaces. More general
coarea formulas have been proven in the Heisenberg group and in more general
spaces, e.g. Magnani [32] and Karmanova [28].
Lemma 5.1. Let E ⊂ Hn be a closed set with C2 boundary S, and U a relatively
compact open set in S such that U ⊂ S \S0. Then, for r > 0 small enough, we have
(5.1) |Ur| =
∫ r
0
A(St ∩ ξ−1(U)) dt,
where A is the sub-Riemannian area and St is the hypersurface St := {p ∈ Hn \E :
δ(p) = t}.
Proof. In a neighborhood of U intersected with Hn \ E the distance function δ is
of class C2 and has non-vanishing gradient by Theorem 4.2. Hence, for t > 0 small
enough, the surface St ∩ ξ−1(U) is a C2 level set of δ. By the Riemannian coarea
formula
|Ur| =
∫ r
0
{∫
St∩ξ−1(U)
1
|∇δ| dSt
}
dt,
where dSt is the Riemannian hypersurface area element on St. If p ∈ St ∩ ξ−1(U),
observe that we have
(∇δ)p = γ˙λ(p)ξ(p),νh(p)(δ(p)) +
λ(p)
2
Tp.
Since λ(p)/2 = (〈N, T 〉/|Nh|)(ξ(p)), where N is the outer unit normal to S, we get
|(∇δ)p|2 = 1|(Nh)ξ(p)|2
.
Then the formula (5.1) follows if we show
(5.2) |(Nh)ξ(p)| = |(N th)p|,
where N t is the outer unit normal to St, for all t ∈ (0, r). To prove (5.2) consider
the geodesic γ : [0, δ(p)]→ Hn joining q = ξ(p) and p with initial conditions q, (νh)q
and curvature λ = 2〈Nq, Tq〉/|(Nh)q|. For t ∈ (0, δ(p)), the geodesic γ restricted to
[t, δ(p)] also minimizes the distance to St (this is a standard metric argument using
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the triangle inequality). Hence γ : [t, δ(p)]→ Hn realizes the distance from p to St
and we conclude that its curvature λ equals (〈N t, Tp〉/|N th|)(γ(t)). So we have
〈N, T 〉
|Nh| (ξ(p)) =
〈N t, T 〉
|N th|
(γ(t)), for all t ∈ (0, δ(p)).
By continuity this formula also holds for γ(δ(p)) = p, that implies (5.2). Hence we
obtain ∫
St∩ξ−1(U)
1
|∇δ|dSt =
∫
St∩ξ−1(U)
|N th|dSt = A(St ∩ ξ−1(U)),
that implies (5.1). 
To obtain an expression for |Ur| is then enough to compute the sub-Riemannian
area of the parallel hypersurface Sr ∩ ξ−1(U). We shall do it using the area for-
mula. So let us consider the exponential map exptS(q) := γ
λ(q)
q,νh(q)
(t) restricted to U ,
exptS : U → St ∩ ξ−1(U), and take into account that
A(St ∩ ξ−1(U)) =
∫
St∩ξ−1(U)
|N th|dSt =
∫
U
|Nh| Jac(exptS)dS,
where dS and dSt are the Riemannian volume elements in S and St, respectively,
and Jac(exptS) is the Jacobian of the map exp
t
S .
We compute the Jacobian of exptS the following way: we fix q ∈ S and an
orthonormal basis e1, . . . , e2n of TqS. Let γ be the geodesic with initial condi-
tions q, (νh)q, and curvature 2〈Nq, Tq〉|(Nh)q|. The vector fields (d exptS)q(ei),
i = 1, . . . , 2n, along γ are the Jacobi fields Ei(t) along the geodesic γ(t) with
initial conditions Ei(0) = ei, E˙i(0) = ∇eiνh + 2〈J(γ˙(0)), ei〉Tq, and derivative of
curvature given by 2ei(〈N, T 〉/|Nh|). Choosing, for any i, a curve αi : (−ε, ε)→ S
satisfying αi(0) = q and α˙i(0) = ei, it is easy to check that Ei(t) is the vector field
∂/∂s|s=0 exptS(α(s)) associated to the variation (s, t) 7→ exptS(α(s)) by arc-length
parameterized geodesics. Observe that any Jacobi field U along γ corresponding to
a variation by arc-length parameterized curves and such that U(0) ∈ TqS satisfies
(5.3) 〈U, γ˙ + λ2T 〉 = 0
along γ, where λ = 2〈Nq, Tq〉/|(Nh)q|. To prove (5.3) we recall that the function
ρ(t) := 〈U(t), γ˙(t) + λ2Tγ(t)〉 is constant by Remark 2.4. Since γ˙(0) + λ2Tγ(0) = Nq,
where N is a Riemannian unit normal to S, we get ρ(0) = 〈U(0), Nq〉 = 0.
The Jacobian is then given by
Jac(exptS)(q) = |E1(t) ∧ . . . ∧ E2n(t)|.
If n > 2, we take an orthonormal family X2, Y2, . . . , Xn, Yn of horizontal left-
invariant vector fields, orthogonal to γ˙ and J(γ˙), and such that Yi = J(Xi). We con-
sider the orthonormal basis along γ given by the vectors γ˙, J(γ˙), T,X2, Y2, . . . , Xn, Yn.
Because of equality (5.3), we can express E1 ∧ . . . ∧ E2n along γ as a linear combi-
nation of J(γ˙) ∧ T ∧X2 ∧ . . . ∧ Yn and γ˙ ∧ J(γ˙) ∧X2 ∧ . . . ∧ Yn. Again by equality
(5.3), we get that Jac(exptS)(q) is equal to (1 + (
λ(q)
2 )
2)1/2 = 1/|Nh|(q) times the
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modulus of the determinant of the matrix
(5.4) B(t) =


〈E1, J(γ˙)〉 〈E1, T 〉 〈E1, X2〉 〈E1, Y2〉 . . . 〈E1, Xn〉 〈E1, Yn〉
...
...
...
...
. . .
...
...
〈Ei, J(γ˙)〉 〈Ei, T 〉 〈Ei, X2〉 〈Ei, Y2〉 . . . 〈Ei, Xn〉 〈Ei, Yn〉
...
...
...
...
. . .
...
〈E2n, J(γ˙)〉〈E2n, T 〉〈E2n, X2〉〈E2n, Y2〉. . .〈E2n, X2n〉〈E2n, Y2n〉


evaluated at the point γ(t). Hence we get
(5.5) A(St ∩ ξ−1(U)) =
∫
U
| det(B(t))| dS.
If n = 1, reasoning as in the previous paragraph we obtain that γ˙ ∧ J(γ˙) is a
linear combination of J(γ˙) ∧ T and γ˙ ∧ J(γ˙), and that the Jacobian is given by
|Nh|−1| det(B(t))|, where B(t) is now the matrix
(5.6)
(〈E1, J(γ˙)〉 〈E1, T 〉
〈E2, J(γ˙)〉 〈E2, T 〉
)
evaluated at the point γ(t). Again the expression for A(St ∩ ξ−1(U)) is given by
formula (5.5).
5.1. The case of H1. For the first Heisenberg group we have the following result
Theorem 5.2. Let S ⊂ H1 be a hypersurface of class Ck, k > 2, bounding a closed
region E, and let U ⊂ S be an open subset such that U ⊂ S \ S0. Then the volume
of the one-side tubular neighborhood Ur = {p ∈ H1 : ξE(p) ∈ U, δE(p) < r} is given
by
(5.7) |Ur| =
4∑
i=0
∫
U
{∫ r
0
aifi(λ, s) ds
}
dS,
where λ is the function 2〈N, T 〉/|Nh|, defined on S \ S0, the functions fi have been
defined in (2.17), and the coefficients ai are given by the expressions
a0 = |Nh|,
a1 = |Nh|H,
a2 = −4|Nh|e1
( 〈N, T 〉
|Nh|
)
,
a3 = −4e2
( 〈N, T 〉
|Nh|
)
,
a4 = −4He2
( 〈N, T 〉
|Nh|
)
− 4|Nh|
(
e1
( 〈N, T 〉
|Nh|
))2
.
(5.8)
In the formulas (5.8), H is the mean curvature of S \ S0, e1 = J(νh) and e2 =
〈N, T 〉νh − |Nh|T .
The rest of this subsection is devoted to the proof of Theorem 5.2. We shall
use formula (5.5) and the expression of B(t) given in (5.6). For the first part of
these computation we shall consider an arbitrary orthonormal basis {e1, e2} of the
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tangent plane TqS. Consider the functions ci = 〈Ei, T 〉, i = 1, 2, defined along γ.
By (2.34) we have 2〈Ei, J(γ˙)〉 = c˙i,i = 1, 2, so that
A(St ∩ ξ−1(U)) = 1
2
∫
U
|c˙1c2 − c1c˙2| dS.
To compute ci(s), i = 1, 2, we shall use that ci satisfies the third order equation...
c i+λ
2c˙i+2λ
′
i = 0, as shown in Corollary 2.6, where λ is the function 2〈N, T 〉/|Nh|,
and λ′i is equal to ei(λ) for i = 1, 2. By (2.36), the solutions of this equation are
given by
ci(s) = ci(0) + c˙i(0)f1(λ, s) + c¨i(0)f2(λ, s) − 2λ′ik(λ, s),
where the functions f1, f2, k were defined in (2.17).
So we get
c˙i(s) = c˙i(0)f0(λs) + c¨i(0)f1(λ, s) − 2λ′if2(λ, s).
Hence
(c1c˙2 − c2c˙1)(t) = (c1c˙2 − c2c˙1)(0) f0(λ, s)
+ (c1c¨2 − c2c¨1)(0) f1(λ, s)
+ (c˙1c¨2 − c˙2c¨1)(0) (f21 − f0f2)(λ, s)− 2 (c1(0)λ′2 − c2(0)λ′1) f2(λ, s)
− 2 (c˙1(0)λ′2 − c˙2(0)λ′1) (f1f2 − f0k)(λ, s)
− 2 (c¨1(0)λ′2 − c¨2(0)λ′1) (f22 − f1k)(λ, s).
A simple computation shows that
(f21 − f0f2)(λ, s) = f2(λ, s),
and so we get
1
2 (c1c˙2 − c2c˙1)(s) = 12 (c1c˙2 − c2c˙1)(0) f0(λ, s)
+ 12 (c1c¨2 − c2c¨1)(0) f1(λ, s)
+ 12
(
(c˙1c¨2 − c˙2c¨1)(0)− 2 (c1(0)λ′2 − c2(0)λ′1)
)
f2(λ, s)
−(c˙1(0)λ′2 − c˙2(0)λ′1) f3(λ, s)
−(c¨1(0)λ′2 − c¨2(0)λ′1) f4(λ, s).
Let us remark that the functions f0, f1, f2, f3, f4 have the order indicated by
their subscripts. Let us call ai to the coefficients appearing in the above formula,
that is
a0 =
1
2 (c1c˙2 − c2c˙1)(0),
a1 =
1
2 (c1c¨2 − c2c¨1)(0),
a2 =
1
2
(
(c˙1c¨2 − c˙2c¨1)(0)− 2 (c1(0)λ′2 − c2(0)λ′1)
)
,
a3 = −(c˙1(0)λ′2 − c˙2(0)λ′1),
a4 = −(c¨1(0)λ′2 − c¨2(0)λ′1).
Hence we have
1
2 (c1c˙2 − c2c˙1)(s) = a0f0(λ, s) + a1f1(λ, s) + a2f2(λ, s) + a3f3(λ, s) + a4f4(λ, s).
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We now compute the coefficients ci(0), c˙i(0), c¨i(0) and λ
′
i, for i = 1, 2. At this
point we choose as orthonormal basis on TqS the one determined by the vectors
e1 = J((νh)q) and e2 = (〈N, T 〉νh − |Nh|T )q. We have
(5.9) ci(0) =
{
0, i = 1,
−|(Nh)q|, i = 2.
For the first derivative take into account that, for a generic Jacobi field U along
the geodesic γ we get
(5.10)
d
ds
∣∣∣∣
s=0
〈U(s), Tγ(s)〉 = 〈∇γ˙(0)U, Tq〉 = 2Tor(J(γ˙(0)), U(0)) = 2 〈e1, U(0)〉,
so that
(5.11) c˙i(0) =
{
2, i = 1,
0, i = 2.
For the second derivative we obtain from the Jacobi equation (2.19)
d2
ds2
〈U, T 〉 = γ˙〈∇γ˙U, T 〉 = γ˙(Tor(γ˙, U))
= 2γ˙〈J(γ˙), U〉
= 2
(〈J(∇γ˙ γ˙), U〉+ 〈J(γ˙),∇U γ˙〉)
= 2
(
λ〈γ˙, U〉+ 〈J(γ˙),∇U γ˙〉
)
.
Evaluating at s = 0 we get
(5.12)
d2
ds2
∣∣∣∣
s=0
〈U(s), Tγ(s)〉 = 2λ〈(νh)q, U(0)〉+ 2〈e1,∇U(0)νh〉.
Hence we obtain
c¨i(0) =
{
2〈e1,∇e1νh〉, i = 1,
2λ〈Nq, Tq〉+ 2〈e1,∇e2νh〉, i = 2.
When the surface is of class C2, its sub-Riemannian mean curvature, see [38] and
[36], is defined by
H(q) = 〈e1,∇e1νh〉.
The covariant derivative of νh in the direction of e2 was computed in (2.43). Its
product with e1 is given by
〈∇e2νh, e1〉 = −|(Nh)q|
(
e1
( 〈N, T 〉
|Nh|
)
+ 2
(〈N, T 〉
|Nh|
)2
(q)
)
.
Hence we get
(5.13) c¨i(0) =
{
2H(q), i = 1,
−2|(Nh)q| e1
( 〈N,T 〉
|Nh|
)
, i = 2.
Finally, we notice that
(5.14) λ′i = ei(λ) = 2ei
( 〈N, T 〉
|Nh|
)
, i = 1, 2.
From equations (5.9), (5.11), (5.13) and (5.14) we finally obtain (5.8).
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Remark 5.3. The functions fi are analytic and can be written as power series.
This way we can obtain an expression for |Ur| of any order. To obtain an expansion
of order three, using (2.17), we compute
f0(λ, s) = cos(λs) = 1− λ
2s2
2
+ o(s3),
f1(λ, s) = s+ o(s
3),
f2(λ, s) =
1
2
s2 + o(s3).
So, using (5.7) and (5.8), we have
(5.15) |Ur| = A(U) r + 1
2
(∫
U
HdP
)
r2
− 2
3
(∫
U
{
e1
( 〈N, T 〉
|Nh|
)
+
( 〈N, T 〉
|Nh|
)2}
dP
)
r3 + o(r4),
where A(U) is the sub-Riemannian area of U and dP is the sub-Riemannian perime-
ter measure on S, defined as |Nh|dS (dS is the Riemannian measure on S).
5.2. The case of Hn, n > 2. For higher dimensional Heisenberg groups we have
Theorem 5.4. Let S ⊂ Hn, n > 2, be a hypersurface of class Ck, k > 2, and let
U ⊂ S be an open subset such that U ⊂ S \ S0. Then the volume of the tubular
neighborhood Ur = {p ∈ H1 : ξS(p) ∈ U, d(p, S) < r} is given by
(5.16) |Ur| =
∫
U
{∫ r
0
| det(B(s))| ds
}
dS,
where B(s) is the matrix in (5.4). The function | det(B(s))| is an analytic function
of λ and s multiplied by coefficients involving 〈N, T 〉/|Nh|, |Nh|, the horizontal gra-
dient in S of the function 〈N, T 〉/|Nh| and the principal curvatures of the horizontal
second fundamental form.
The proof of Theorem 5.4 was given at the beginning of Sestion 5. We now make
a choice of the orthonormal basis ei of TqS.
For fixed q ∈ U , we take an orthonormal basis (e1, . . . , e2n) of TqS so that
e1 = J((νh)q), e2 = (〈N, T 〉νh − |Nh|T )q, and the remaining vectors ej , j > 2, are
chosen so that
(e3, e4, . . . , e2n−1, e2n) = (e3, J(e3), . . . , e2n−1, J(e2n−1))
= ((X2)q, (Y2)q, . . . , (Xn)q, (Yn)q).
With this notation, we have eℓ2i−1 = Xi and e
ℓ
2i = Yi for all i > 2.
We shall consider the Jacobi fields Ei, i = 1, . . . , 2n along the geodesic r 7→
expS(q, r(νh)q) satisfying Ei(0) = ei, E˙i(0) = ∇eiνh + 2〈J(γ˙(0)), ei〉Tq and λ′i =
ei(2〈N, T 〉/|Nh|). We let ci = 〈Ei, T 〉.
Using the third equation in (2.34), we rewrite the first two columns of the matrix
B so that
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(5.17) B =


1
2 c˙1 c1 〈E1, X2〉 〈E1, Y2〉 . . . 〈E1, Xn〉 〈E1, Yn〉
1
2 c˙2 c2 〈E2, X2〉 〈E2, Y2〉 . . . 〈E2, Xn〉 〈E2, Yn〉
...
...
...
...
. . .
...
...
1
2 c˙i ci 〈Ei, X2〉 〈Ei, Y2〉 . . . 〈Ei, Xn〉 〈Ei, Yn〉
...
...
...
...
. . .
...
1
2 c˙2n c2n 〈E2n, X2〉 〈E2n, Y2〉 . . . 〈E2n, X2n〉 〈E2n, Y2n〉


.
The first two columns of the matrix B(s) can be compued from Corollary 2.6
since
ci(s) = ci(0) + c˙i(0)f1(λ, s) + c¨i(0)f2(λ, s) − 2λ′ik(λ, s),
c˙i(s) = c˙i(0)f0(λ, s) + c¨i(0)f1(λ, s)− 2λ′if2(λ, s).
The coefficients ci(0), c˙i(0), c¨i(0) can be obtained as in the case of the first Heisen-
berg group, using formulas (5.10) and (5.12), to get
ci(0) = 0, i 6= 2, c2(0) = −|Nh|,
c˙i(0) = 0, i 6= 1, c˙1(0) = 2,
and
c¨i(0) = 2〈e1,∇eiνh〉, i 6= 2,
c¨2(0) = −2|Nh|e1
( 〈N,T 〉
|Nh|
)
.
The remaining columns can be calculated from the expression for the horizontal
component of a Jacobi field given in Lemma 2.3 and the fact that Xj , Yj , j > 2,
are orthogonal to γ˙ and J(γ˙) along γ. From equation (2.24) we obtain the equality
(Ei)h(s) = (e
ℓ
i)γ(s) + f1(λ, s)(e˙i)
ℓ
γ(s) − λf2(λ, s)J(e˙i)ℓγ(s)
+ ei(λ)
[
k(λ, s)γ˙(s) + λf2(λ, s)J(γ˙(s))
]
, i = 1, . . . , 2n,
where e˙i = ∇eiνh, and so
〈Ei, Xj〉 = 〈ei, e2j−1〉+ f1(λ, s)〈e˙i, e2j−1〉 − λf2(λ, s)〈J(e˙i), e2j−1〉,
〈Ei, Yj〉 = 〈ei, e2j〉+ f1(λ, s)〈e˙i, e2j〉+ λf2(λ, s)〈J(e˙i), e2j〉,(5.18)
for all i = 1, . . . , 2n and j > 2. The above formulas follow since 〈(eℓi)p, (eℓj)p〉 =
〈ei, ej〉 for all i, j and p ∈ Hn.
We now use these computations to calculate the series development of |Ur| up to
order three. First we notice that | det(B(s))| = − det(B(s)) for s > 0 small enough.
The derivatives of the function s 7→ det(B(s)) at s = 0 will be obtained writing
the matrix B(s) as a function of their columns B1(s), . . . , B2n(s), and using the
classical formulas
d
ds
det(B(s)) =
2n∑
i=1
det(B1, . . . , B˙i, . . . , B2n)(s),
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and
d2
ds2
det(B(s)) =
2n∑
i=1
det(B1, . . . , B¨i, . . . , B2n)(s)
+
∑
i6=j
det(B1, . . . , B˙i, . . . , B˙j , . . . , B2n)(s).
The first column of the matrix B and their derivatives up to order two are
computed from formulas (5.10), (5.12) and equation (2.35):
B1(0) =


1
0
0
...
0

 , B˙
1(0) =


〈e1,∇e1νh〉
−|Nh|e1
( 〈N,T 〉
|Nh|
)
〈e1,∇e3νh〉
...
〈e1,∇e2nνh〉

 , B¨
1(0) =


−λ2 − e1(λ)
−e2(λ)
−e3(λ)
...
−e2n(λ)

 .
The second column and their derivatives are computed from (5.10) and (5.12):
B2(0) =


0
−|Nh|
0
...
0

 , B˙
2(0) =


2
0
0
...
0

 , B¨
2(0) =


2〈e1,∇e1νh〉
−2|Nh|e1
( 〈N,T 〉
|Nh|
)
2〈e1,∇e3νh〉
...
2〈e1,∇e2nνh〉


The remaining columns Bi, i > 3, and their derivatives at s = 0 are computed from
(5.18):
Bi(0) =


0
...
(i)
1
...
0


, B˙i(0) =


〈∇e1νh, ei〉
...
〈∇e2nνh, ei〉

 , B¨i(0) =


−λ2 〈J(∇e1νh), ei〉
...
−λ2 〈J(∇e2nνh), ei〉

 .
Hence we get
d
ds
∣∣∣∣
s=0
det(B(s)) = −|Nh|
∑
i6=2
〈∇eiνh, ei〉 = −|Nh|H,
where H is the mean curvature of S, and
d2
ds2
∣∣∣∣
s=0
det(B(s)) = |Nh|(λ2 + e1(λ)) − 2|Nh|e1
( 〈N, T 〉
|Nh|
)
− |Nh|
2n∑
i=3
λ
2
〈J(∇eiνh), ei〉(5.19)
+ 4|Nh|e1
( 〈N, T 〉
|Nh|
)
− |Nh|
∑
i,j 6=2,i6=j
(〈∇eiνh, ei〉〈∇ej νh, ej〉 − 〈∇eiνh, ej〉〈∇ejνh, ei〉).
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Adding the first and third lines in (5.19) we obtain
4|Nh|
(
e1
( 〈N, T 〉
|Nh|
)
+
( 〈N, T 〉
|Nh| )
)2)
.
To treat the second line in (5.19) we notice that the quantity
∑2n
i=3〈J(∇eiνh, ei〉
is the trace of the bilinear form (v, w) 7→ 〈J(∇vνh), w〉 in the subspace TS ∩ H
(since 〈J(∇e1νh, e1〉 = 0). Hence it can be computed using any orthonormal basis
in TS∩H. Taking one basis composed of principal directions vi, i = 1, . . . , (2n−1),
for the horizontal second fundamental form we obtain
2n∑
i=3
〈J(∇eiνh), ei〉 =
2n−1∑
i=1
〈N, T 〉
|Nh| 〈J(vi)ht, J(vi)〉 = (2n− 2)
〈N, T 〉
|Nh| .
To treat the last line in (5.19) we first notice that the terms corresponding to i =
j can be added since they all vanish. This way we obtain∑
i,j 6=2
〈∇eiνh, ei〉〈∇ej νh, ej〉 −
∑
i,j 6=2
〈∇eiνh, ej〉〈∇ej νh, ei〉.
The first sum is just the squared mean curvature
(∑
i6=2〈∇eiνh, ei〉
)2
. The second
one can be expressed as
1
2
∑
i,j 6=2
(〈∇eiνh, ej〉+ 〈∇ejνh, ei〉)2 −∑
i6=2
|∇eiνh|2.
Both quantities are independent of the orthonormal basis chosen. The first one
since it is the squared norm of the symmetric bilinear form (v, w) 7→ 〈∇vνh, w〉 +
〈∇wνh, v〉. The second one is just the squared norm of the horizontal second funda-
mental form. If we choose an orthonormal basis of principal directions we get the
value |σ|2. Hence the last line in (5.19) is equal to
|Nh|
(−H2 + |σ|2).
In summary,
d2
ds2
det(B(s))
∣∣∣∣
s=0
= |Nh|
(
4e1
( 〈N, T 〉
|Nh|
)
+ (2n+ 2)
( 〈N, T 〉
|Nh|
)2
+ |σ|2 −H2
)
.
We have thus proved the following result
Theorem 5.5. Let S ⊂ Hn, n > 2, be a hypersurface of class Ck, k > 2, and let
U ⊂ S be an open subset such that U ⊂ S \ S0. Then the volume of the tubular
neighborhood Ur = {p ∈ H1 : ξS(p) ∈ U, d(p, S) < r} can be written as
|Ur| = A(U)r + 1
2
(∫
U
HdP
)
r2
− 1
6
(∫
U
(
4e1
( 〈N, T 〉
|Nh|
)
+ (2n+ 2)
( 〈N, T 〉
|Nh|
)2
+ |σ|2 −H2
)
dP
)
r3
+ o(r4),
(5.20)
where dP = |Nh|dS is the sub-Riemannian area element on S.
Let us finally look at the case of an umbilic hypersurface
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Theorem 5.6. Let S ⊂ Hn, n > 2, be an umbilic hypersurface of class Ck, k > 2,
and let U ⊂ S be an open subset such that U ⊂ S \ S0. Then the volume of the
tubular neighborhood Ur = {p ∈ H1 : ξS(p) ∈ U, d(p, S) < r} can be written as
(5.21) |Ur| =
∫
U
{∫ r
0
1
2
(c˙1c2 − c1c˙2)(s) det(D(s))n−1(s) ds
}
dS,
where D is the matrix
D =
(
1− µf1 − λ22 f2 −λ2 f1 + λµf2
λ
2 f1 − λµf2 1− µf1 − λ
2
2 f2
)
,
and µ is the principal curvature of any tangent horizontal vector orthogonal to
J(νh).
Proof. We use the same notation as in the previous case. Proposition 2.12 implies
that
(5.22) A(e1) = ρe1, A(ei) = µei, i > 3,
and
(5.23) ∇hS
( 〈N, T 〉
|Nh|
)
= e1
( 〈N, T 〉
|Nh|
)
e1 =
(
µ(µ− ρ)−
( 〈N, T 〉
|Nh|
)2)
e1.
In particular,
ei
( 〈N, T 〉
|Nh|
)
= 0, for all i > 3.
When i > 3, we have
(5.24) ∇eiνh = −µei −
λ
2
J(ei).
We observe first that, when i > 3, ci(0) = c˙i(0) = c¨i(0) = 0 because of equations
(5.10), (5.24) and (5.12). Since ei(λ) = 0 we get that ci(s) ≡ 0 for i > 3.
Equations (2.24), (5.22), (2.43) and (5.23) imply that (E1)h and (E2)h are linear
combination of e1 and J(e1). Hence the scalar products of E1 and E2 with any Xi
or Yi, i > 2, is identically zero.
Taking now any i ∈ {1, . . . , n} we get from (2.24) and (5.24) that
E2i−1 =
(
1− µf1 − λ22 f2
)
eℓ2i−1 +
(− λ2 f1 + λµf2) eℓ2i,
E2i =
(
λ
2 f1 − λµf2
)
eℓ2i−1 +
(
1− µf1 − λ22 f2
)
eℓ2i.
Hence the Jacobian matrix (5.17) is of the form

C 0 0 . . . 0
0 D 0 . . . 0
0 0 D . . . 0
...
...
...
. . .
...
0 0 0 . . . D

 ,
where
C =
(
1
2 c˙1 c1
1
2 c˙2 c2
)
, D =
(
1− µf1 − λ22 f2 −λ2 f1 + λµf2
λ
2 f1 − λµf2 1− µf1 − λ
2
2 f2
)
,
that implies (5.21). 
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As an application, we characterize the surfaces S ⊂ H1 of class C2 such that, for
any open set U ⋐ S \ S0 whose closure is a compact subset of S \ S0, the Steiner
function |Ur| is a polynomial. We will then prove that S is locally a vertical cylinder.
By equation (5.7) we have
|Ur| =
4∑
i=0
∫
U
{∫ r
0
aifi(λ, s) ds
}
dS.
In case λ ≡ 0 formulas (2.16) and (2.17) imply that fi(λ, s) = si for all i =
0, . . . , 4. In this case it also follows from (5.8) that a2 = a3 = a4 = 0. So |Ur| is
a degree two polynomial. Observe that the equality λ ≡ 0 implies that S \ S0 is
locally a vertical cylinder since the Reeb vector field T is tangent to S.
Hence assume that |Ur| is a polynomial for any subset U ⋐ S \ S0. Then the
function
∑4
i=0 aifi(λ, s) is a polynomial at every point in U . Let us prove that
λ = 0 at any given point reasoning by contradiction. So assume that λ = 0 at a
given point. Straightforward computations show that the series expansion of the
functions fi(λ, s), when λ 6= 0 and i = 0, . . . , 4, are given by
f0(λ, s) =
∞∑
k=0
(−1)k
(2k)!
(λs)2k,
f1(λ, s) =
1
λ
∞∑
k=0
(−1)k
(2k + 1)!
(λs)2k+1,
f2(λ, s) =
1
λ2
∞∑
k=1
(−1)k+1
(2k)!
(λs)2k,
f3(λ, s) =
1
λ3
∞∑
k=0
(−1)k+1 2k
(2k + 1)!
(λs)2k+1,
f4(λ, s) =
1
λ4
∞∑
k=1
(−1)k 2(k − 1)
(2k)!
(λs)2k.
Observe that, in the expansions of f0, f2, f4 only even terms appear, while in the
expressions of f1, f3 only odd terms appear. Hence we have
4∑
i=0
aifi(λ, s) = a0 +
∞∑
k=1
(−1)k
(2k)!
1
λ4
(
λ4a0 − λ2a2 + 2(k − 1)a4
)
(λs)2k
+
∞∑
k=0
(−1)k
(2k + 1)!
1
λ3
(
λ2a1 − 2ka3
)
(λs)2k+1.
In case this function is a polynomial we have
λ4a0 − λ2a2 + 2(k − 1)a4 = 0,
λ2a1 − 2ka3 = 0,
for all k large enough. This implies a3 = a4 = 0. From these equalities and the ex-
pressions (5.8) we get e1(λ) = e2(λ) = 0 and so, again from (5.8), we obtain a2 = 0.
It follows from the first equation that λ2a0 = a2 = 0. But this is a contradiction
to our assumption λ 6= 0 since a0 6= 0.
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