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INFINITE DIMENSIONAL CONTROL PROBLEMS WITH POSITIVITY
STATE CONSTRAINTS: A BANACH LATTICE APPROACH
ALESSANDRO CALVIAa, SALVATORE FEDERICOb, AND FAUSTO GOZZIa
Abstract. This paper is devoted to study a family of deterministic optimal control problems
in an infinite dimension. The difficult feature of such problems is the presence of positivity
state constraints, which arise very often in economic applications (our main motivation). To
deal with such constraints we set up the problem in a Banach space with a Riesz space
structure (i.e., a Banach lattice) and not necessarily reflexive, like C0. In this setting, which
seems to be new in this context, we are able, using a type of infinite dimensional Perron-
Frobenius Theorem, to find explicit solutions of the HJB equation associated to a suitable
auxiliary problem and to use such results to get information about the optimal paths of the
starting problem. This was not possible to perform in the previously used infinite dimensional
setting where the state space was an L2 space.
Key words : Dynamic programming, Hamilton-Jacobi-Bellman equation, Banach lattice, AK
model.
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1
21. Introduction
A typical feature of optimal control problems arising in economic applications (but also in
other fields) is the presence of positivity state and/or control constraints, This feature is very
common and makes the problem nontrivial. Indeed, in writing optimality conditions through
maximum principle it gives rise to possible jumps in the state variables (see, e.g., Hartl et al.
[17]) while using dynamic programming it makes much more difficult to get well-posedness and
regularity results for the HJB equations (see, e.g., Capuzzo-Dolcetta and Lions [11], Soner [20],
and, in connection with stochastic optimal control problems with partial observation, Calvia
[9, 10], where in the latter the difficulties arising from an infinite-dimensional HJB equation
are avoided thanks to a specific fixed point technique for the optimal control problem).
When the state variables of the problem are intrinsically infinite dimensional (e.g., in eco-
nomic applications, when the capital depends not only on time but also on its spatial position,
or on its vintage (see, e.g., Boucekkine et al. [6] and Feichtinger et al. [15]) the difficulties
brought by such constraint is even worse. Indeed the typical setting where such optimal con-
trol problems are studied is a separable Hilbert space like, e.g., L2(D) for some domain D: in
such spaces the positive cone has empty interior and this, for example, makes very difficult to
give sense to the HJB equation.
A possible way to deal with such difficulty (which has been used e.g. in Boucekkine et al. [5,
6]) is to study an auxiliary problem with a larger (and nicer) state constraint: a suitable half-
space where the solution of the HJB equation can be found explicitly (or at least numerically).
Once the optimal paths for the auxiliary problem are found one can try to show that, for some
initial data (hopefully interesting for applications), such “auxiliary” optimal paths remain in
the positive cone and hence are optimal for the initial problem, too. This has been done in
Boucekkine et al. [5, 6] only for the so-called steady states of the problem, which correspond
only to a one dimensional set of initial conditions. However it is important to prove that,
at least when the initial conditions are in a neighborhood of such one dimensional set, the
“auxiliary” optimal paths remain in the positive cone and converge to a steady state.
In this paper we prove that, for a family of models that includes the ones studied in
Boucekkine et al. [5, 6], this is indeed possible (see Corollaries 5.11 and 5.13). It is clear
that, to do this, one needs to work with a different state space than L2(D), and the natural
candidate we use is, when D is compact, the space C(D), where the theory of HJB equations
is largely missing (only few papers are written in this context, see e.g., Masiero [19]). With
this in mind we build a general setup (inspired by the structure of these economic growth
problems) which seems to be new to treat these kind of models:
• the state space X is a general separable Banach lattice of real valued function defined
on a measure space (D, µ) where the positive orthant X+ is naturally defined and
provides the required positivity state constraint;
• the state equation (x′ = Lx−Nc) is linear in the state x and in the control c and the
involved linear operators L and N are positivity preserving.
• the objective functional is a type of discounted utility in infinite horizon, i.e., it is of
the form
∫ +∞
0
e−ρtU(c(t)) dt, where U is concave.
In this setup we show that it is possible, using a type of Perron-Frobenius results in Ba-
nach spaces, to define an appropriate half-space where the HJB equation associated to the
“auxiliary” problem can be explicitly solved (Proposition 3.4) and, consequently the optimal
feedback control can be found (Theorem 3.6). Moreover we prove a type of stability result
(Theorem 3.9) which provides the basis to show that, in a certain neighborhood of the steady
3state, the “auxiliary” optimal paths are also optimal for the starting problem (Corollary 5.11,
Remark 5.12 and Corollary 5.13).
The plan of the paper is the following.
• Section 2 is devoted to present the general setup mentioned above
• Section 3 contains the main abstract results of the paper on the auxiliary problem: the
verification theorem (Subsection 3.1), the solution of the “auxiliary” HJB equation
(Subsection 3.2), the stability result (Subsection 3.3).
• Section 4 is devoted to present the Perron-Frobenius type results, known in the liter-
ature, and needed to define appropriately the auxiliary problem.
• Section 5 shows how the above general theory can be applied to a family of economic
growth problems which includes the one of the mentioned papers Boucekkine et al.
[5, 6].
2. The optimal control problem
Set R+ := [0,+∞) and let (D, µ) be a measure space and (X, | · |X) be a separable Banach
space of real-valued functions defined on D. We consider the positive and strictly positive
orthants of X , i.e., the sets
X+ := {f ∈ X : f ≥ 0 µ-a.e.}, X++ := {f ∈ X : f > 0 µ-a.e.}.
Denote by X⋆ its topological dual and let 〈·, ·〉 be the dual pairing of X,X⋆. We have
that X⋆ is an order-complete Banach lattice with its usual norm, which will be denoted by
| · |X⋆ , and natural ordering ≤X⋆ , i.e., given ϕ⋆, ψ⋆ ∈ X⋆, we say that ϕ⋆ ≤X⋆ ψ⋆ if and only
if 〈f, ϕ⋆〉 ≤ 〈f, ψ⋆〉 for all f ∈ X+ (see, e.g., [1]).We consider the positive and strictly positive
orthants (or positive cones) of X⋆, i.e., the sets
X⋆+ := {ϕ⋆ ∈ X⋆ : 〈f, ϕ⋆〉 ≥ 0, ∀ f ∈ X+}, X⋆++ := {ϕ⋆ ∈ X⋆ : 〈f, ϕ⋆〉 > 0, ∀ f ∈ X+\{0}}.
Remark 2.1. We mainly deal with the following spaces, which are typical in applications:
• X = Lp(D, µ), p ∈ [1,+∞), where µ is σ-finite and (D, µ) is separable. In this case,
X⋆ = Lq(D, µ), where q is the conjugate exponent of p, i.e., p−1 + q−1 = 1. Moreover,
intX+ = ∅.
• X = C0(D), the space of real-valued continuous functions vanishing at infinity on a
locally compact metric space D, equipped with the sup-norm. In this case, X⋆ =M(X),
the space of bounded regular Borel measures on X. Moreover, intX+ = ∅.
• X = C(D), the space of real-valued continuous functions on a compact metric space
D, equipped with the sup-norm. We have that X⋆ = M(D), intX+ 6= ∅ and X is a
Banach lattice with order unit.
Given this setting, we are concerned with the following optimal control problem in the space
X . Let L : D(L) ⊆ X → X be a (possibly) unbounded linear operator and let N : X → X
a positivity preserving bounded linear operator, i.e., N(X+) ⊆ X+. Given x0 ∈ X and a
control function c ∈ L1loc(R+;X), we consider the following abstract state equation in X :
(2.1) x′(t) = Lx(t)−Nc(t), x(0) = x0.
We introduce the following assumption.
Assumption 2.2. L is a closed densely defined operator generating a positive C0-semigroup
in X. Moreover the semigroup is strictly positivity preserving, i.e. it maps X++ into itself.
4Remark 2.3. Some conditions guaranteeing at least positivity of the C0-semigroup (i.e., it
maps X+ into itself) generated by a possibly unbounded linear operator are known. See, for
instance, [1, B-II, Th. 1.6, Th. 1.13, C-II, Th. 1.2, Th. 1.8]) or [12, Th. 7.29, Prop. 7.46].
We use the notation (etL)t≥o for the semigroup generated by L. The last assertion of the
previous assumption can be written as etL(X++) ⊆ X++. According to [4], we define the mild
solution to (2.1) as the function
(2.2) x(t) := etLx0 −
∫ t
0
e(t−s)LNc(s)ds.
To stress the dependence of x on x0, c, we write x
x0,c. By [4], (2.2) is also a weak solution to
(2.1), i.e.
(2.3) 〈x(t), ϕ⋆〉 = 〈x0, ϕ⋆〉+
∫ t
0
〈x(s), L⋆ϕ⋆〉ds−
∫ t
0
〈Nc(s), ϕ⋆〉ds, ∀ϕ⋆ ∈ D(L⋆), ∀t ≥ 0,
where L⋆ : D(L⋆) ⊆ X⋆ → X⋆ denotes the adjoint of L.
Next, given u : D × R+ → R ∪ {−∞} such that u(θ, ·) is a utility function for each θ ∈ D
— i.e. increasing and concave — we consider the functional
U(z) :=
∫
D
u(θ, z(θ))µ(dθ), z ∈ X+,
and the functional on L1loc(R+;X+)
(2.4) c 7→ J (x0; c) :=
∫ ∞
0
e−ρtU(c(t))dt,
where ρ > 0 is a given discount factor. Notice that both U and J (x0; ·) inherit concavity from
u. In order to avoid complications and ensure that the functional above is well defined on the
whole set L1loc(R+;X+) we assume that
Assumption 2.4. u is either bounded from above or from below. Without loss of generality
we assume that either u : D × R+ → [−∞, 0] or u : D × R+ → R+.
Assumptions 2.2–2.4 will be standing from now on.
Let ϕ⋆ ∈ X⋆++. The aim is to maximize U when c ranges over
Aϕ⋆++(x0) := {c ∈ L1loc(R+;X+) : 〈xx0,c(·), ϕ⋆〉>0 ∀t ≥ 0},
i.e.
Aϕ⋆++(x0) = {c ∈ L1loc(R+;X+) : xx0,c(·) ∈ Xϕ
⋆
++ ∀t ≥ 0},
where Xϕ
⋆
++ is the open set
Xϕ
⋆
++ := {f ∈ X : 〈f, ϕ⋆〉 > 0} ⊂ X, ϕ⋆ ∈ X⋆++.
Note that Aϕ⋆++(x0) is not empty if x0 ∈ X++, as, by the strict positivity preserving property
of (etL)t≥o, the null control c ≡ 0 belongs to it. Morever, since also N is positivity preserving,
we have the following monotonicity property1:
c1 ≤ c2 =⇒ xx0,c1 ≥ xx0,c2.
1Here c1 ≤ c2 means c1(t) ≤X c2(t) for almost all t ≥ 0, and xx0,c1 ≥ xx0,c2 must be understood as
x
x0,c1(t) ≥X xx0,c2(t) for all t ≥ 0.
5In particular, for any fixed ϕ⋆ ∈ X⋆++
c1 ≤ c2, c2 ∈ Aϕ⋆++(x0) =⇒ c1 ∈ Aϕ
⋆
++(x0).
So, given x0 ∈ X++, we are interested, for given ϕ⋆ ∈ X⋆++, in the following optimal control
problem:
(P ϕ
⋆
) Maximize J (x0; c) over the set Aϕ⋆++(x0),
whose value function is
V ϕ
⋆
(x0) := sup
c∈Aϕ⋆
++
(x0)
J (x0; c).
Note that we cannot say ex ante that V ϕ
⋆
is finite. Even in simple one-dimensional cases (see
e.g. [16]) it may by always +∞ or always −∞. Sufficient conditions for finiteness will be
provided later.
Remark 2.5. As we shall see, Problem (P ϕ
⋆
) is the most natural one from the mathematical
point of view when ϕ⋆ is chosen suitably, in the sense that it admits an explicit solution.
However, we anticipate that the meaningful problem from the economic point of view would be
the (more difficult) one:
(P ) Maximize J (x0; c) over the set A++(x0)
whose value function is
V (x0) := sup
c∈A++(x0)
J (x0; c).
where
A++(x0) := {c ∈ L1loc(R+;X+) : xx0,c(t) ∈ X++ for a.e. t ≥ 0}.
Noticing that the constraint of A++(x0) is stricter than the one of Aϕ⋆++(x0), we see that
(i) V ϕ
⋆
(x0) ≥ V (x0) for every x0 ∈ X++;
(ii) if cˆ ∈ Aϕ⋆++(x0) is optimal for (P ϕ⋆) and belongs to A++(x0), then it is also clearly
optimal for (P ).
The Hamilton-Jacobi-Bellman (HJB) equation associated to the optimal control problem
indexed by ϕ⋆ is
(2.5) ρv(x) = 〈Lx,∇v(x)〉+H(∇v(x)), x ∈ Xϕ⋆++,
where
H(q⋆) := sup
z∈X+
HCV (q⋆; z), q⋆ ∈ X⋆.
and
HCV (q⋆; z) := U(z)− 〈Nz, q⋆〉, z ∈ X+, q⋆ ∈ X⋆.
Notice that the above supremum may not be finite in general. If U is bounded above a
sufficient condition for finiteness is q⋆ ∈ X⋆+. If U is bounded below a sufficient condition
ensuring finiteness is that, for all z ∈ X+, U(z) ≤ C|z|αX , for some C > 0 and α ∈ (0, 1), and
〈Nz, q⋆〉 ≥ k|z|X , for some k > 0.
Definition 2.6. We call classical solution to (2.5) (on Xϕ
⋆
++) a function v ∈ C1(Xϕ
⋆
++;R) such
that2 ∇v ∈ C(Xϕ⋆++;D(L⋆)) and such that
ρv(x) = 〈x, L⋆∇v(x)〉+H(∇v(x)), ∀x ∈ Xϕ⋆++.
2This equality, in particular, implies that H(∇v(x)) is finite for every x ∈ Xϕ⋆++.
6This, in particular, implies that H(∇v(x)) is finite for every x ∈ Xϕ⋆++.
3. Verification theorem, explicit solutions, and stability
In this section we provide a verification theorem for the problem and, accordingly, the
solution in a special case and its stability around steady stetes. The results will be used
afterwards to treat our motivating economic application.
3.1. Verification Theorem. Typically, to prove a verification theorem for infinite horizon
problems, a condition on the solution v computed on the admissible trajectories when t→ +∞
is needed. This is exactly the analogous of the so-called transversality condition arising in the
maximum principle approach. The (relaxed on integer numbers) condition that we shall use
is
(3.1) lim
k∈N, k→+∞
e−ρkv(xx0,c(k)) = 0, ∀c ∈ Aϕ⋆++(x0) s.t. J (x0; c) > −∞.
Theorem 3.1 (Verification). Let x0 ∈ Xϕ⋆++, let v be a classical solution to (2.5), and let (3.1)
hold. Then :
(i) v(x0) ≥ V ϕ⋆(x0);
(ii) if, moreover, there exists cˆ ∈ Aϕ⋆+ (x0) such that
(3.2) N⋆∇v(xx0,cˆ(s)) ∈ D+U(cˆ(s)) for a.e. s ≥ 0,
where D+U denotes the superdifferential of U , then v(x0) = V ϕ⋆(x0) and cˆ is optimal
for (P ϕ
⋆
) starting at x0, i.e. J (x0; cˆ) = V ϕ⋆(x0).
Proof. (i) Let c ∈ Aϕ⋆++(x0) be such that J (x0; c) > −∞. By chain’s rule in infinite dimension
(see [18]), we have, for every t ≥ 0,
d
dt
[e−ρtv(xx0,c(t)))] = e−ρt
(
− ρv(xx0,c(t)) + 〈xx0,c(t), L⋆∇v(xx0,c(t))〉 − 〈Nc(t),∇v(xx0,c(t))〉
)
.
Now we add and subtract e−ρtU(c(t)) to the right hand side, use the fact that v solves HJB,
and integrate over [0, t]. We get, for every t ≥ 0,
e−ρtv(xx0,c(t)) +
∫ t
0
e−ρsU(c(s))ds =
v(x0) +
∫ t
0
e−ρs
(
−H(∇v(xx0,c(s)) +HCV (∇v(xx0,c(s); c(s))
)
ds,
Observe that, since U is concave (and hence sublinear from above), and c(·) ∈ L1loc(R+;X+)
then both sides of the above inequality are finite for every t ≥ 0. Now, rearranging the terms
and taking into account the definition of H, we get, for every t ≥ 0,
(3.3) v(x0) ≥ e−ρtv(xx0,c(t)) +
∫ t
0
e−ρsU(c(s))ds.
Since the sign of U is constant (Assumption 2.4) then it must be
(3.4) lim
k∈N, k→+∞
∫ k
0
e−ρsU(c(s))ds =
∫ ∞
0
e−ρsU(c(s))ds =: J (x0; c(·)).
Hence, passing (3.3) to the limk∈N, k→∞ and using (3.1), we conclude
v(x0) ≥ J (x0; c)
7Then, by definition of V ϕ
⋆
and since c ∈ Aϕ⋆++(x0) such that J (x0; c) > −∞ was arbitrary, we
immediately get the claim.
(ii) Notice that, by concavity of U , (3.2) is equivalent to
(3.5) cˆ(s) ∈ argmax
z∈Xϕ⋆
++
{U(z)− 〈Nz,∇v(xx0,cˆ(s))〉}, for a.e. s ≥ 0,
the usual closed loop condition for optimality. Hence, for c = cˆ we have equality in (3.3).
Hence, passing to the limk∈N, k→+∞ and using (3.1) and (3.4), we get the equality
v(x0) = J (x0; cˆ)
Since J (x0; cˆ) ≤ V ϕ⋆(x0), combining with part (i), the claim follows. 
3.2. Explicit solutions to HJB equation and optimal control. From now on we consider
(D, µ) a separable measure space and we take asX either the space Lp(D, µ), with p ∈ [1,+∞),
or the space C(D), with D a compact metric space. For these two cases we state two distinct
sets of assumptions.
Assumption 3.2 (Case X = C(D)).
(i) There exists an eigenvector b⋆0 ∈ X⋆++ for L⋆ : D(L⋆) ⊆ X⋆ → X⋆ with eigenvalue
λ⋆0 ∈ R.
(ii) The strictly positive measure b⋆0 is absolutely continuous with respect to µ. Morever, still
denoting by b⋆0 its density, we assume that b
⋆
0 ∈ C(D; (0,+∞)).
(iii) ρ > λ⋆0(1− γ).
(iv) [Nz](θ) = η(θ)z(θ), where η ∈ C(D; (0,+∞)).
(v) u(θ, ξ) =
ξ1−γ
1− γ f(θ), where γ ∈ (0, 1) ∪ (1,∞) and f ∈ C(D;R+).
Assumption 3.3 (Case X = Lp(D, µ)).
(i) There exists an eigenvector b⋆0 ∈ X⋆++ for L⋆ : D(L⋆) ⊆ X⋆ → X⋆ with eigenvalue
λ⋆0 ∈ R.
(ii) ρ > λ⋆0(1− γ).
(iii) [Nz](θ) = η(θ)z(θ), where η ∈ L∞(D, µ; (0,+∞)).
(iv) u(θ, ξ) =
ξ1−γ
1− γ f(θ), where γ ∈ (0, 1) ∪ (1,∞) and f ∈ L
∞(D, µ;R+).
(v)
∫
D
f(θ)
1
γ (η(θ)b⋆0(θ))
γ−1
γ µ(dθ) <∞,
∫
D
(
f(θ)
η(θ)b⋆0(θ)
)p/γ
µ(dθ) <∞.
(vi) If γ > 1, then f−1(b⋆0)
1−γ ∈ L∞(D, µ;R+).
For the rest of the section we will assume that Assumption 3.2 (in the case X = C(D)) or
Assumption 3.3 (in the case X = Lp(D, µ)) hold.
Proposition 3.4. The function
(3.6) v(x) := α
〈x, b⋆0〉1−γ
1− γ , x ∈ X
ϕ
++,
8where
(3.7) α := γγ
(∫
D
f(θ)
1
γ (η(θ)b⋆0(θ))
γ−1
γ µ(dθ)
ρ− λ∗0(1− γ)
)γ
is a classical solution to (2.5).
Proof. Notice that U is Fre´chet differentiable and
[∇U(z)](θ) = f(θ)z(θ)−γ , z ∈ X+.
From this fact and, if we are in the case X = C(D), considering only q⋆ ∈ X⋆++ that are
absolutely continuous with respect to µ (whose density is still denoted by q⋆), we obtain
H(q⋆) = γ
1− γ
∫
D
f(θ)
1
γ (η(θ)q⋆(θ))
γ−1
γ µ(dθ), q⋆ ∈ X⋆++,
with optimizer
(3.8) zˆ(q⋆) = argmaxz∈X+
{U(z)− 〈Nz, q⋆〉} = ( f(·)
η(·)q⋆(·)
) 1
γ
.
Moreover
∇v(x) = α〈x, b⋆0〉−γb⋆0.
Plugging these expression into (2.5), we get the algebraic equation in α
ρ
1− γα = λ
⋆
0α +
γ
(1− γ)α
γ−1
γ
∫
D
f(θ)
1
γ (η(θ)b⋆0(θ))
γ−1
γ µ(dθ),
which has a unique positive solution provided by (3.7). 
In order to produce an optimal control starting at x0 ∈ Xb
⋆
0
++, we study the closed loop
equation associated to the solution v and to the candidate optimal feedback map (3.8), i.e.
(3.9) x′(t) = Lx(t)−NΦx(t), x(0) = x0,
where Φ : X → X is the bounded positivity preserving linear operator
(3.10) [Φx](θ) =
(
f(θ)
αη(θ)b⋆0(θ)
) 1
γ
〈x, b⋆0〉.
This linear equation admits a unique mild solution xˆx0(·) (see [4]), which is also a weak
solution. In particular, testing against b⋆0 ∈ D(L⋆) and taking into account that (NΦ)⋆ = NΦ,
it holds
d
dt
〈xˆx0(t), b⋆0〉 = 〈xˆx0(t), L⋆b⋆0〉 − 〈NΦxˆx0(t), b⋆0〉
= 〈xˆx0(t), (L⋆ −NΦ)b⋆0〉
=
(
λ⋆0 − α−
1
γ
∫
D
f(θ)
1
γ (η(θ)b⋆0(θ))
γ−1
γ µ(dθ)
)
〈xˆx0(t), b⋆0〉.
Hence, taking into account the definition of α, providing
(3.11) α−
1
γ
∫
D
f(θ)
1
γ (η(θ)b⋆0(θ))
γ−1
γ µ(dθ) =
ρ− λ⋆0(1− γ)
γ
,
9we get
d
dt
〈xˆx0(t), b⋆0〉 = g 〈xˆx0(t), b⋆0〉,
i.e.
〈xˆx0(t), b⋆0〉 = 〈x0, b⋆0〉 egt, t ≥ 0,
where
(3.12) g :=
λ⋆0 − ρ
γ
.
Thanks to Assumption 3.2(i), this shows, in particular, that
(3.13) xˆx0(t) ∈ Xb⋆0++, ∀t ≥ 0.
Lemma 3.5. Let x0 ∈ Xb
⋆
0
++ and let v be the solution to (2.5) given as in Proposition 3.4.
Then
(3.14) lim
k∈N, k→+∞
e−ρkv(xx0,c(k)) = 0, ∀c ∈ Ab⋆0++(x0) s.t. J (x0; c) > −∞.
Proof. Case 1: γ ∈ (0, 1). In this case v is nonnegative. We prove more: indeed, we prove
that
(3.15) lim
t→+∞
e−ρtv(xx0,c(t)) = 0, ∀c ∈ Ab⋆0++(x0).
Using the concept of weak solution (2.3) with ϕ⋆ = b⋆0, we have
d
dt
〈xx0,c(t), b⋆0〉 = λ0〈xx0,c(t), b⋆0〉 − 〈Nc(s), b⋆0〉 ∀c ∈ Ab
⋆
0
++(x0),
i.e.
〈xx0,c(t), b⋆0〉 = 〈x0, b⋆0〉eλ0t −
∫ t
0
eλ0(t−s)〈Nc(s), b⋆0〉 ∀c ∈ Ab
⋆
0
++(x0).
Since both n and b⋆0 are nonnegative (Assumption 3.2(i) and (iii)), we have
0 ≤ 〈xx0,c(t), b⋆0〉 ≤ 〈x0, b⋆0〉eλ0t ∀c ∈ Ab
⋆
0
++(x0).
Hence,
0 ≤ e−ρtv(xx0,c(t)) = αe−ρt 〈x
x0,c(t), b⋆0〉1−γ
1− γ ≤
α
1− γ 〈x0, b
⋆
0〉e−(ρ−λ0(1−γ))t, ∀c ∈ Ab
⋆
0
++(x0).
Therefore, using Assumption 3.2(ii), we actually get (3.15).
Case 2: γ > 1. In this case v is nonpositive. Hence, for every c ∈ Ab⋆0++(x0), it is
lim inf
k∈N, k→+∞
e−ρkv(xx0,c(k)) ≤ lim sup
k∈N, k→+∞
e−ρkv(xx0,c(k)) ≤ 0.
Let k ∈ N. Then, by (2.3) with ϕ⋆ = b⋆0 and since c ∈ Ab
⋆
0
++(x0),
0 ≤ 〈xx0,c(k + 1), b⋆0〉 = 〈xx0,c(k), b⋆0〉+
∫ k+1
k
λ0〈xx0,c(s), b⋆0〉ds−
∫ k+1
k
〈c(s), b⋆0〉ds
= 〈xx0,c(k), b⋆0〉eλ0 −
∫ k+1
k
eλ0(k+1−s)〈c(s), b⋆0〉ds.
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It follows that
e−|λ0|
∫ k+1
k
〈c(s), b⋆0〉ds ≤ 〈xx0,c(k), b⋆0〉eλ0 ;
therefore, ∫ k+1
k
〈c(s), b⋆0〉ds ≤ 〈xx0,c(k), b⋆0〉e2|λ0|.
Hence, by Jensen’s inequality, monotonicity, concavity, and nonpositivity of the map ξ 7→ ξ1−γ
1−γ ,
∫ k+1
k
〈c(s), b⋆0〉1−γ
1− γ ds ≤
(∫ k+1
k
〈c(s), b⋆0〉ds
)1−γ
1− γ ≤
〈xx0,c(k), b⋆0〉1−γ
1− γ e
2|λ0|(1−γ) ≤ 0.
Therefore, multiplying by e−ρ(k+1) and assuming ρ > 0 (if ρ ≤ 0, we need to multiply by e−ρk
to let the subsequent estimate work),
ck :=
∫ k+1
k
e−ρ(k+1)
〈c(s), b⋆0〉1−γ
1− γ ds ≤ e
−ρk 〈xx0,c(k), b⋆0〉1−γ
1− γ e
2|λ0|(1−γ)−ρ ≤ 0.(3.16)
Recalling Assumption 3.2(vi), it follows
−∞ <
∣∣∣∣(b⋆0)1−γf
∣∣∣∣
∞
J (x0; c)
=
∣∣∣∣(b⋆0)1−γf
∣∣∣∣
∞
∫ ∞
0
e−ρs
(∫
D
c(s, θ)1−γ
1− γ f(θ)dθ
)
ds
≤
∫ ∞
0
e−ρs
(∫
D
c(s, θ)1−γ
1− γ
b⋆0(θ)
1−γ
f(θ)
f(θ)dθ
)
ds
=
∫ ∞
0
e−ρs
(∫
D
c(s, θ)1−γb⋆0(θ)
1−γ
1− γ dθ
)
ds
=
∫ ∞
0
e−ρs
〈c(s), b⋆0〉1−γ
1− γ ds
=
∞∑
k=0
∫ k+1
k
e−ρs
〈c(s), b⋆0〉1−γ
1− γ ds ≤
∞∑
k=0
ck ≤ 0.
Hence, ck → 0. Combining with (3.16), we get
0 ≥ lim inf
k∈N, k→∞
e−ρkv(xx0,c(k)) = lim inf
k∈N, k→∞
e−ρk
〈xx0,c(k), b⋆0〉1−γ
1− γ = 0,
the claim. 
Theorem 3.6. Let x0 ∈ X⋆++. Then, the control
cˆ(t, θ) := (Φxˆ(t))(θ) =
(
f(θ)
αη(θ)b⋆0(θ)
) 1
γ
〈x0, b⋆0〉egt,
belongs to Ab⋆0++(x0) and is optimal for (P b⋆0) starting at x0 and V b⋆0(x0) = v(x0), where v is
the function defined in (3.6).
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Proof. By construction xx0,cˆ = xˆx0 . Hence, by (3.13), cˆ ∈ Ab⋆0++(x0). Moreover, again by
construction, cˆ verifies the optimality condition (3.5). So, Theorem 3.1 applies, providing the
claims. 
3.3. Steady states and stability of solutions. Define the operator
B := L−NΦ.
Since B is a bounded perturbation of L, we have that it is a closed operator with domain
D(B) = D(L) and that it generates a C0-semigroup {etB}t≥0 on X . In this subsection we
provide a stability property of the detrended optimal paths
xˆx0g (t) := e
−gtxˆx0(t) = et(B−g)x0, t ≥ 0,
i.e., of the solutions to the detrended closed-loop equation
(3.17)
{
x′(t) = (L− g)x(t)−NΦx(t), t ≥ 0,
x(0) = x0 ∈ D(L).
An element x¯ ∈ X is called a steady state for the dynamical system (3.17) if
(3.18) xˆx¯g (t) = e
t(B−g)x¯ = x¯, ∀t ≥ 0,
From [14, Ch. IV, Cor. 3.8] we deduce that
(3.19) x¯ ∈ X is a steady state for (3.17) ⇐⇒ x¯ ∈ ker(B − g).
In order to get stability of steady states, we shall impose that etB is eventually compact.
This assumption has important consequences on the spectrum of B, as the following lemma
shows.
Lemma 3.7. [14, Ch. V, Corollary 3.2] Let B generate an eventually compact C0 semigroup
on X. Then, the following properties hold:
(1) The spectrum σ(B) is either empty, finite, or countable and consists of poles of the
resolvent of finite algebraic multiplicity only.
(2) The set {ν ∈ σ(B) : Re ν ≥ r} is finite, for any r ∈ R.
Remark 3.8. If {etB}t≥0 is eventually compact and if σ(B) 6= ∅, the previous lemma entails
that σ(B) = {ν0, ν1, . . . }, where Re νk ≥ Re νk+1, for any k ∈ N and limk→∞Re νk = −∞,
provided that σ(B) is infinite.
The next theorem provides a stability result under appropriate assumptions.
Theorem 3.9. Let B generate an eventually compact C0 semigroup on X and assume that:
(i) ν0 = g;
(ii) g is dominant; that is, g > Re ν1;
(iii) g is a first-order pole of the resolvent; that is, its algebraic multiplicity is 1.
Then, for any x0 ∈ X, there exist M ≥ 1, ǫ > 0 such that
|xˆg(t)− Px0|X ≤Me−ǫt|(1− P )x0|X ,
where P is the spectral projection corresponding to the spectral set {g} ⊂ σ(B). Moreover,
Px ∈ ker(B − g), for any x ∈ X, i.e., P is a projection on ker(B − g).
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Proof. By [14, Ch. V, Corollary 3.3], there exist constants ǫ > 0 and M ≥ 1 such that
(3.20) |et(B−g) − P |L(X) ≤Me−ǫt,
where | · |L(X) denotes the operator norm on the space of linear continuous operators L(X)
and where P ∈ L(X) is the residue of the resolvent at g.
From standard theory (see, e.g., [1, A-III, Sec. 3] or [14, Ch. IV, Sec. 1]), P is the spectral
projection corresponding to the spectral set {g} ⊂ σ(B). Moreover, being g a simple pole, we
have
Range(P ) = ker(B − g)
(see, e.g., [1, A-III, Sec. 3, p. 73] or [14, Ch. IV, Sec. 1], p. 247). Therefore, Px ∈ ker(B−g),
for any x ∈ X .
Using (3.19)–(3.20) and taking into account that P 2x0 = Px0, we have
|xˆx0g (t)− Px0|X = |et(B−g)x0 − et(B−g)Px0|X
= |et(B−g)(x0 − Px0)− P (x0 − Px0) + P (x0 − Px0)|X
= |et(B−g)(x0 − Px0)− P (x0 − Px0)|X
≤ Me−ǫt|(1− P )x0|X ,
the claim. 
Remark 3.10. The assumption ν0 = g in Theorem 3.9 may seem quite artificial. However, as
matter of fact, even if we are not able to prove it in the current generality of this section, it is
natural and may be checked depending on the specifications of the spaces and of the operators.
We will deal with it in Section 5 where we address a concrete example.
Remark 3.11. Under the assumptions of Theorem 3.9 and if the resolvent (B − µ)−1, µ ∈
C\σ(B), of the operator B is known, there is an explicit expression for the spectral projection
P corresponding to the spectral set {g} ⊂ σ(B) (see [14, Ch. IV, (1.12)]):
(3.21) P = − 1
2πi
∫
γ
(B − µ)−1 dµ,
where γ can be taken as the simple curve given by the positively oriented boundary of a disk
centered at g, with radius sufficiently small so that it does not enclose any other points of
σ(B).
4. Existence of a strictly positive eigenvector of L⋆
In this section we state some results guaranteeing that the particularly relevant Assumption
3.2(i) (or Assumption 3.3(i)) is satisfied. We also present some facts concerning the generator
L. In the following, recall that we are working under Assumption 2.2.
We start our discussion with the general case where X is any Banach lattice. Let σ(L) be
the spectrum of the operator L and define the spectral bound of L:
sL := sup{Reλ : λ ∈ σ(L)},
with the convention sup ∅ = −∞. Due to Assumption 2.2, we have (see ([12, Th. 7.4 and Th.
8.7])
sL = sup{λ ∈ R : λ ∈ σ(L)}
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and, if σ(L) 6= ∅, then sL ∈ σ(L). The peripheral or boundary spectrum of L is the subset of
C given by
σb(L) := {λ ∈ σ(L) : Reλ = sL}.
We introduce the following definition, which is the counterpart in our setting of the more
general one given in (see [1, B-III, Def. 3.1] or [12, Prop. 7.6]).
Definition 4.1. The semigroup (etL)t≥o is said to be irreducible if for all f ∈ X+ \ {0} and
ϕ⋆ ∈ X⋆+ \ {0}, there exists t0 ≥ 0 such that 〈et0Lf, ϕ⋆〉 > 0.
Definition 4.2. A point f ∈ X+ is said a quasi-interior point (of X+) if 〈f, ϕ⋆〉 > 0 for each
ϕ⋆ ∈ X⋆+ \ {0}.
Remark 4.3. If intX+ 6= ∅, the concepts of interior and quasi-interior point coincide; this is
the case, for instance, when X is the space of real-valued continuous functions on a compact
set. Instead, in the case X = Lp(D, µ), with µ a σ-finite measure and p ∈ [1,+∞), we have
that intX+ = ∅, while the quasi-interior points of X+ are all and only the functions that are
µ-a.e. strictly positive (see [1, p. 238]).
We have the following result.
Theorem 4.4. Let {etL}t≥0 be irreducible and assume that sL > −∞ is a pole of the resolvent
of L. Then,
(i) There exists 0 6= ϕ⋆0 ∈ D(L⋆) ∩X⋆++ such that
(4.1) L⋆ϕ⋆0 = sLϕ
⋆
0;
(ii) sL ∈ σ(L) has algebraic and geometric multiplicity 1 and there exist a unique (up to a
multiplicative constant) quasi-interior point 0 6= f0 ∈ D(L) ∩X+ such that
(4.2) Lf0 = sLf0;
(iii) σb(L) = sL + iνZ, for some ν ≥ 0;
(iv) sL is the only eigenvalue of L admitting a positive eigenvector;
(v) sL is the only eigenvalue of L
⋆ admitting a strictly positive eigenvector.
Proof. Items (i)–(iii) are proved, for instance, in [12, Th. 8.17] (see, also, [1, C-III, Prop. 3.5]).
To prove item (iv), suppose that λ ∈ C is such that Lf = λf , where f ∈ X+ ∩D(L) \ {0}.
Then
λ〈f, ϕ⋆0〉 = 〈Lf, ϕ⋆0〉 = 〈f, L⋆ϕ⋆0〉 = sL〈f, ϕ⋆0〉.
By [1, C-III, Prop. 3.5(a)], every positive eigenvector of L must be a quasi-interior point of
X , hence 〈f, ϕ⋆0〉 > 0; therefore, from the chain of equalities above we get λ = sL.
Finally, to prove item (v), suppose that λ⋆ ∈ C is such that L⋆ϕ⋆ = λ⋆ϕ⋆, where ϕ⋆ ∈
X⋆++ ∩D(L⋆) \ {0}. Then
λ⋆〈f0, ϕ⋆〉 = 〈f0, λ⋆ϕ⋆〉 = 〈f0, L⋆ϕ⋆〉 = 〈Lf0, ϕ⋆〉 = sL〈f0, ϕ⋆〉.
Since f0 6= 0 and ϕ⋆ is strictly positive, we have 〈f0, ϕ⋆〉 > 0; therefore the chain of equalities
above provides λ⋆ = sL. 
Remark 4.5. Item (iii) of Theorem 4.4 entails that either σb(L) = {sL} or σb(L) is an
infinite unbounded set. If one is able to exclude the second case or to prove, at least, that the
intersection of σb with the point spectrum of L is the singleton {sL}, then, on the one hand,
(4.2) implies that sL is the dominant eigenvalue of L. On the other hand, (4.1) implies that
Assumption 3.2(i) (Assumption 3.3(i)) is satisfied.
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Remark 4.6. The assumption that sL > −∞, i.e., that σ(L) 6= ∅, in Theorem 4.4 is essential,
since there are examples of positive irreducible C0 semigroups on Banach lattices such that
σ(L) = ∅ (see, e.g. [1, C-III, Example 3.6]). Some conditions that, together with irreducibility,
imply that this is not the case are stated in [1, C-III, Th. 3.7].
Remark 4.7. Theorem 4.4 does not guarantee uniqueness (up to normalization) of a strictly
positive eigenvector of L⋆ associated to sL, since we do not know if sL is a geometrically simple
eigenvalue of L⋆.
We conclude our discussion, by looking at the specific case where X = C(D), the space
of real-valued continuous functions on a set D, that we suppose to be a compact separable
topological space. We recall that X⋆ =M(D), the space of bounded regular Borel measures
on D.
Compactness of D and the fact that the semigroup {etL}t≥0 is supposed to be a positive
C0 semigroup in Assumption 2.2, automatically imply that it is strictly positivity preserving
(thanks to [1, B-II, Cor. 1.17]), and that −∞ < sL ∈ σ(L) (see, e.g., [1, B-III, Th. 1.1]),
hence the spectrum is not empty. These facts have also the following important consequence.
Theorem 4.8. The spectral bound and the growth bound of L coincide and there exists a
positive probability measure 0 6= ϕ⋆ ∈ D(L⋆) ∩X⋆+ such that
(4.3) L⋆ϕ⋆ = sLϕ
⋆.
Moreover, if {etL}t≥0 is irreducible and sL is a pole of the resolvent of L, then ϕ⋆ ∈ D(L⋆)∩
X⋆++, i.e., it is strictly positive.
Proof. The proof of the first statement of the theorem can be found in [1, B-III, Th. 1.6 (see
also the discussion that follows)]. The last statement follows from Theorem 4.4, item (i) (see,
also, [1, B-III, Prop. 3.5]. 
5. Application to an optimal growth problem with space dimension
We apply the results of the previous sections to an economic problem by taking the following
specifications of the general framework above (see [5, 6, 7] for more details):
(a) D = S1 := {ξ ∈ R2 : |ξ|R2 = 1} ∼= 2πR/Z; the space S1 is topologically identified with
[0, 2π] ⊂ R when the extreme of the latter interval are identified; similarly, functions on
S1 are identified with 2π-perodic functions on R;
(b) µ is the Hausdorff measure on S1; i.e., through the identification S1 ∼= 2πR/Z, µ is the
Lebesgue measure on [0, 2π]; accordingly, the integration with respect to this measure will
be simply denoted by dθ;
(c) X = C(S1) endowed with the sup-norm: | · |X = | · |∞;
(d) D(L) = C2(S1);
(e) L = σ d
2
dθ2
+A, where σ > 0 is a given constant and A ∈ C(S1; (0,+∞)) is a given function;
(f) [Nz](θ) = η(θ)z(θ), where η ∈ C(S1; (0,+∞));
(g) u(θ, ξ) =
ξ1−γ
1− γ η(θ)
q, where γ ∈ (0, 1) ∪ (1,∞) and q ≥ 0.
The specifications above model AK problems with 1-dimensional geography and capital
diffusion, see [5, 6, 7]. Indeed, calling3 K(t, ·) = x(t) and C(t, ·) = c(t), our abstract setting
3We use the letter K according to the usual notation for capital in AK models.
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is the abstract formulation of two optimization problems with PDE state constraint: given
ρ > 0, γ ∈ (0, 1) ∪ (1,∞), q ≥ 0 and K0 ∈ X++,
(5.1)


∂K
∂t
(t, θ) = σ
∂2K
∂θ2
(t, θ) + A(θ)K(t, θ)− η(θ)C(t, θ), (t, θ) ∈ R+ × S1,
K(0, θ) = K0(θ), θ ∈ S1,
one performs the optimization
(P ) V++(K0) := sup
A++(K0)
∫ ∞
0
e−ρt
(∫
S1
C(t, θ)1−γ
1− γ η(θ)
qdθ
)
dt,
where
(5.2) A++(K0) :=
{
c ∈ L1loc([0,+∞); C(S1;R+)) : K(t, θ) > 0 for a.e. (t, θ) ∈ R+ × S1
}
;
and
(P b
⋆
0) V b
⋆
0(K0) := sup
Ab
⋆
0
++
(K0)
∫ ∞
0
e−ρt
(∫
S1
C(t, θ)1−γ
1− γ η(θ)
qdθ
)
dt,
where
Ab⋆0++(K0) :=
{
c ∈ L1loc(R+; C(S1;R+)) : 〈K(t, ·), b⋆0〉 > 0 for a.e. t ∈ R+ × S1
}
.
The detailed economic meaning of the above optimal control problem can be found in [6, 7].
Very briefly:
(i) K(t, θ) represents the level of capital at time t at location θ;
(ii) C(t, θ) represents the rate of per-capita consumption at time t at location θ;
(iii) η(θ) represents the population density at location θ;
(iv) A(θ) represents the technological level of the economy at location θ;
(v) σ represents the diffusion coefficient of capital;
(vi) γ and q are parameters representing the preferences of the social planner who performs
the optimization.
Let us consider the Hilbert space L2(S1) of square integrable functions x : S1 → R endowed
with the inner product
(5.3) (x, y)L2(S1) :=
∫
S1
x(θ)y(θ) dθ, ∀x, y ∈ L1(S1),
and induced norm
(5.4) |x|L2(S1) :=
(∫
S1
x(θ)2 dθ
) 1
2
.
As well known, each element f ∈ L2(S1) can be seen as an element of C(S1)⋆ through
〈x, f〉 := (x, f)L2(S1)
and we have the continuous embeddings
C(S1) →֒ L2(S1) →֒ C(S1)⋆.
We have the following facts.
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1. By [1, B-III, Examples 2.14(a) and 3.4(e)]), the operator
L : D(L) = C2(S1) ⊂ C(S1)→ C(S1)
is a closed operator generating a positive irreducible C0 semigroup in the space C(S1).
2. By [1, B-II, Cor. 1.17], Assumption 2.2 is satisfied.
3. By standard results from Sturm-Liouville theory with periodic boundary conditions (see,
e.g., [13, Ch. 7, Th. 2.1 and Th. 4.1; Ch. 8, Th.3.1] — cf. also [8]), we have the following
facts.
(i) The eigenvalues of L are real and form a countable discrete set {λk}k∈N such that
λ0 > λ1 > · · · , and lim
k→∞
λk = −∞.
(ii) The eigenvalues λk, for k ≥ 1, have geometric multiplicty 2, while the highest eigen-
value, λ0, is simple. The corresponding (normalized) eigenvectors {bk}k∈N form an
orthonormal basis of L2(S1).
(iii) Each bk has exactly k zeros in S
1; without loss of generality, we take b0 > 0; this is,
up to positive a multiplicative constant, the unique strictly positive eigenvector of L.
(iv) For all f ∈ C(S1)
(5.5) f =
∞∑
k=0
(f, bk)L2(S1) bk := lim
n→∞
n∑
k=0
(f, bk)L2(S1) bk in | · |∞.
(v) For all µ ∈ C \ {λk}k∈N, the operator L− µ : C2(S1)→ C(S1) is invertible, the inverse
(L− µ)−1 : C(S1)→ C2(S1) is bounded and admits the representation
(5.6) (L− µ)−1x =
∞∑
k=0
(bk, x)L2(S1)
λk − µ bk := limn→∞
∞∑
k=0
(bk, x)L2(S1)
λk − µ bk, in | · |∞.
In particular the resolvent set of L is
̺(L) = C \ {λk}k≥0.
From the facts above, we have, in particular, that sL = λ0 is the dominant eigenvalue of
the operator L and Theorem 4.8 guarantees that there exists a strictly positive eigenvector
b⋆0 ∈ D(L⋆) ∩ C(S1)⋆++ of L⋆ associated to the eigenvalue λ⋆0 = λ0. Moreover, thanks to item
(v) of Theorem 4.4, λ0 is the only eigenvalue of L
⋆ admitting a strictly positive eigenvector.
Hence, Assumption 3.2(i) is satisfied. The next proposition characterizes b⋆0. Before we need
a lemma.
Lemma 5.1. Let f ∈ C2(S1) and let ∑k∈N(f, bk)L2(S1) bk its Fourier series expansion with
respect to the orthonormal basis {bk}k∈N. Then
(5.7) Lx = L
(∑
k∈N
(x, bk)L2(S1) bk
)
=
∑
k∈N
(x, bk)L2(S1)Lbk =
∑
k∈N
(x, bk)L2(S1)λkbk.
Proof. Let us fix x ∈ C2(S1) and define xk := (x, bk), k ∈ N. It is clear that the only equality
that we need to prove in (5.7) is the one in the middle, i.e.
L
(∑
k∈N
xk bk
)
=
∑
k∈N
xk(Lbk).
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Define the partial sums hn :=
∑n
k=0 xk bk. Since L is a closed operator and {hn}n∈N ⊂ C2(S1) =
D(L), by (5.5) we have
Lhn
n→∞−→ Lx in C(S1).
Since Lx ∈ C(S1), we can write its Fourier series expansion Lx = ∑k∈N gk bk, where gk :=
(Lx, bk), for any k ∈ N. We can explicitly compute these coefficients as follows:
gk = (Lx, bk)L2(S1) = 〈Lx, bk〉 = 〈 lim
n→∞
Lhn, bk〉 = lim
n→∞
〈Lhn, bk〉
= 〈 lim
n→∞
L
n∑
j=0
fj bj , bk〉 = lim
n→∞
〈
n∑
j=0
xj Lbj , bk〉 = lim
n→∞
〈
n∑
j=0
xjλjbj , bk〉
= lim
n→∞
n∑
j=0
xjλj〈bj, bk〉 = lim
n→∞
n∑
j=0
xjλj(bj , bk)L2(S1) = xkλk.
Therefore, we obtain Lx =
∑
k∈N xkλk bk =
∑
k∈N xk Lbk, the claim. 
Proposition 5.2. b⋆0 = b0 (up to a positive multiplicative constant).
Proof. Take x ∈ C(S1). We may compute
〈Lx, b0〉 =
〈
L
∞∑
k=0
(x, bk)L2(S1)bk, b0
〉
=
〈 ∞∑
k=0
(x, bk)L2(S1)Lbk, b0
〉
=
〈 ∞∑
k=0
(x, bk)L2(S1)λkbk, b0
〉
=
∞∑
k=0
(x, bk)L2(S1)λk〈bk, b0〉
= λ0(x, b0)L2(S1)|b0|2S1 = 〈x, λ0b0〉.
By arbitrariness of x ∈ C(S1), this shows, at once, that b0 ∈ D(L⋆) and that L⋆b0 = λ0b0, the
claim. 
The above proposition shows that Assumption 3.2(ii) holds in this context. Let us move
now to the analysis of the semigroup generated by the operator B = L− NΦ, which, in this
context, is
(5.8)
(Bx)(θ) = σ
d2x
dθ2
(θ) + A(θ)x(θ)− (αb⋆0(θ))− 1γ
(∫
S1
x(ξ) b⋆0(ξ) dξ
)
η(θ)
q+γ−1
γ , x ∈ C2(S1).
Lemma 5.3. {etB}t≥0 is (immediately) compact.
Proof. We start by showing that the semigroup generated by the operator L on X is (im-
mediately) compact. In fact, L generates an analytic semigroup (see, e.g., the discussion on
semigroups generated by second-order differential operators in [14, Ch.VI, Sec. 4]), and the
resolvent of L is non-empty; indeed, it is the complement set of the spectrum of L, which is
a purely point spectrum σ(L) = {λ0, λ1, . . . } thanks to standard results from Sturm-Liouville
theory, as previously recalled.
From [14, Ch. II, (4.26)] we deduce that (etL)t≥0 is (immediately) norm continuous. Then,
since the canonical injection ι : (C2(S1), | · |C2(S1)) → (C(S1), | · |∞) is compact by the Ascoli-
Arzela` Theorem, we can apply [14, Ch. II, Prop. 4.25] and deduce that L has compact
resolvent. Finally, we learn from [14, Ch. II, Th. 4.29] that (etL)t≥0 is (immediately) compact.
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Next, notice that B is an additive perturbation of L, obtained by algebraically summing to
it the operator NΦ, which is bounded. Therefore, from [14, Ch. III, Prop. 1.16(i)], we deduce
that etB is (immediately) compact. 
Next, assuming also that Assumption 3.2(iii) holds, i.e.
(5.9) ρ > λ0(1− γ),
all the whole Assumption 3.2 verified and, by making explicit in the above PDE formulation
the result of Theorems 3.6 and 3.9, we inherit the following.
Theorem 5.4. We have the following facts.
(i) The value function of (P b0) is
(5.10) V b0(K0) =
α
1− γ
(∫
S1
K0(θ) b0(θ) dθ)
)1−γ
,
where
(5.11) α :=
[
γ
ρ− λ0(1− γ)
∫
S1
η(θ)
q+γ−1
γ b0(θ)
γ−1
γ dθ
]γ
;
(ii) The control
(5.12) Cˆ(t, θ) :=
(∫
S1
K0(ξ) b0(ξ) dξ
)(
αb0(θ)
)− 1
γ η(θ)
q−1
γ egt,
where
g :=
λ0 − ρ
γ
,
is optimal for (P b
⋆
0) and the corresponding optimal capital is Kˆ, solution to the linear
integro-PDE, for (t, θ) ∈ R+ × S1,
(5.13)

∂K
∂t
(t, θ) = σ
∂2K
∂θ2
(t, θ) + A(θ)K(t, θ)− (αb0(θ))− 1γ
(∫
S1
K(t, ξ) b0(ξ) dξ
)
η(θ)
q+γ−1
γ ,
K(0, θ) = K0(θ).
(iii) If g is the dominant eigenvalue of B and has algebraic multiplicity 1, then, letting P be
the spectral projection corresponding to the spectral set {g} ⊂ σ(B) (cf. Remark 3.11),
there exist M ≥ 1, ǫ > 0 such that
(5.14) |Kˆg(t, ·)− PK0|∞ ≤Me−ǫt|(1− P )K0|∞, ∀t ≥ 0.
where Kˆg(t, ·) := e−gtKˆ(t, ·).
Proof. The claims (i) and (ii) straightly follow from Theorem 3.6. The last claim follows from
Theorem 3.9 and Lemma 5.3. 
Remark 5.5. The value
g :=
λ0 − ρ
γ
is the optimal growth rate of the economy.
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The above result deserves some comments. Claims (i) and (ii) of Theorem 5.4 are proved in
the setting X = L2(S1) in [7] (see also [5, 6]). Also claim (iii) could be proved in that setting,
but it would not have useful consequences from the point of view of the application. Recall
Remark 2.5: the final aim is to establish that, at least for a suitable set of initial data K0, the
solution found for problem (P b
⋆
0) is also a solution for problem (P ); that is, V b
⋆
0(K0) = V (K0)
and cˆ is optimal in the class A++. This is obtained, in the aforementioned references, simply
by assumption: it is indeed just assumed that Kˆ, solution to (5.13), verifies Kˆ(t, θ) > 0 for
a.e. (t, θ) ∈ R+ × S1, so that automatically cˆ is optimal for problem (P ). In other terms,
this important issue is basically skipped from the theoretical point of view and just verified
numerically on the solution. In a different context (delay equations), this issue is approached
from the theoretical point of view in [2] (but the proof has actually a gap) and in [3], where
the argument to get the result is very involved. Now let us ask what a result as claim (iii)
may say in the X = L2(S1) setting: actually nothing, as the norm of L2(S1) cannot control
pointwise constraints such as K(t, θ) > 0 for a.e. (t, θ) ∈ R+ × S1. Instead, as we will see
next, it provides an answer to the aforementioned issue in our X = C(S1) setting, at least in
the case considered in [5].
We can make more precise point (iii) of the previous theorem by studying more closely the
spectral properties of the operator B.
We are now going to prove that, under suitable assumptions, g is a simple eigenvalue of B
and characterizes its associated eigenvector. In what follows, to ease notations, we will use
the constant
(5.15) α0 := α
1
1−γ =
[
γ
ρ− λ0(1− γ)
∫
S1
η(θ)
q+γ−1
γ b0(θ)
γ−1
γ dθ
] γ
1−γ
,
and the function
(5.16) β(θ) := α0b0(θ), θ ∈ S1.
Using (5.15) and (5.16), we can rewrite the expression for operator NΦ given in (5.8) in a
more compact form, i.e.,
(5.17) [NΦ]x =
(
αb0
)− 1
γ
(∫
S1
x(ξ) b0(ξ) dξ
)
η
q+γ−1
γ = β−
1
γ η
q+γ−1
γ 〈x, β〉, x ∈ C(S1).
Notice that, under our assumptions, β−
1
γ η
q+γ−1
γ ∈ C(S1), hence it admits a Fourier series
expansion with uniform convergence with respect to {bk}k∈N with coefficients:
(b0, β
− 1
γ η
q+γ−1
γ )L2(S1) =
1
α0
(β, β−
1
γ η
q+γ−1
γ )L2(S1) =
µ0
α0
,(5.18)
(bk, β
− 1
γ η
q+γ−1
γ )L2(S1) =: βk, k ≥ 1,(5.19)
where
µ0 := (β, β
− 1
γ η
q+γ−1
γ )L2(S1).
We may compute explicitly µ0. In fact, recalling the defintion of α0 given in (5.15), we get
µ0 = (β, β
− 1
γ η
q+γ−1
γ )L2(S1) =
∫
S1
η(θ)
q+γ−1
γ β(θ)
γ−1
γ dθ = α
γ−1
γ
0
∫
S1
η(θ)
q+γ−1
γ b0(θ)
γ−1
γ dθ
=
ρ− λ0(1− γ)
γ
=
ρ− λ0
γ
+ λ0 = λ0 − g.
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Hence
β−
1
γ η
q+γ−1
γ =
λ0 − g
α0
b0 +
∞∑
k=1
βkbk,
with convergence in C(S1). Consider the formal series
(5.20)
b0
α0
+
∞∑
k=1
βk
λk − g bk,
where βk, k ≥ 1, are the coefficients defined in (5.19).
Proposition 5.6. Let (5.9) hold. The series (5.20) converges in C(S1) and defines a function
of C2(S1).
Proof. By (5.9), g is not an eigenvalue of L; moreover, β−
1
γ η
q+γ−1
γ ∈ C(S1). Using (5.6), (5.18),
(5.19), and recalling that µ0 = λ0 − g, we get
(5.21) (L− g)−1
(
β−
1
γ η
q+γ−1
γ
)
=
∞∑
k=0
(bk, β
− 1
γ η
q+γ−1
γ )L2(S1)
λk − g bk =
b0
α0
+
∞∑
k=1
βk
λk − g bk,
getting the claim. 
Given the proposition above, we set
(5.22) w :=
b0
α0
+
∞∑
k=1
βk
λk − g bk ∈ C
2(S1).
Proposition 5.7. Let (5.9) hold. Then, g is an eigenvalue of B and w is an associated
eigenfunction.
Proof. By (5.9), g is not an eigenvalue of L. Thus, [14, Ch. IV, Prop. 4.2] entails that g is an
eigenvalue of B = L−NΦ if and only if 1 is an eigenvalue of (L− g)−1NΦ, i.e., if and only if
the equation
(5.23) (L− g)−1NΦx = x,
admits a nontrivial solution x ∈ C(S1). By (5.17) and 5.21
(L− g)−1NΦx = 〈x, β〉w, ∀x ∈ C(S1),
hence, (5.23) becomes
〈x, β〉w = x.
By (5.22) we have 〈w, β〉 = (w, β)L2(S1) = (b0, b0)L2(S1) = 1; hence, we obtain that w is a
nontrivial solution to (5.23) and therefore g is an eigenvalue of B.
We proceed to show that w is an eigenfunction of B associated to the eigenvalue g. Indeed,
by (5.21)–(5.22), we can write:
Bw = (L− g)w + gw −NΦw = (L− g)(L− g)−1
(
β−
1
γ η
q+γ−1
γ
)
+ gw −NΦw
= β−
1
γ η
q+γ−1
γ + gw −NΦw(5.24)
Moreover, from (5.17) and recalling that 〈w, β〉 = 1, we deduce that
NΦw = β−
1
γ η
q+γ−1
γ 〈w, β〉 = β− 1γ η q+γ−1γ .
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Therefore, (5.24) becomes
(5.25) Bw = β−
1
γ η
q+γ−1
γ + gw − β− 1γ η q+γ−1γ = gw,
concluding the proof. 
We continue investigating the spectral properties of the operator B with the following two
lemmas.
Lemma 5.8. λ0 is not an eigenvalue of B.
Proof. Suppose, by contradiction, that λ0 is an eigenvalue of B and that x is an associated
eigenfunction. Let xk := (x, bk)L2(S1). By Lemma 5.1, recalling (5.17) and that β
− 1
γ η
q+γ−1
γ
admits a Fourier series expansion whose coefficients are given in (5.18)–(5.19), we get
0 = Bx− λ0x = Lx−NΦx − λ0x =
∞∑
k=0
xkλkbk − β−
1
γ η
q+γ−1
γ 〈x, β〉 − λ0x
=
∞∑
k=0
xkλkbk −
(
µ0
α0
b0 +
∞∑
k=1
βkbk
)
x0α0 −
∞∑
k=0
λ0xkbk.
This equation is satisfied if and only if{
λ0x0 − µ0x0 = λ0x0,
λkxk − x0α0βk = λ0xk, k ∈ N \ {0}.
Since µ0 = λ0−g, which entails µ0 6= 0 by (5.9), the first equation implies x0 = 0. Substituting
into the second equation, we get xk(λk− λ0) = 0, for all k ≥ 1. Since x 6= 0, there must be an
index k ≥ 1 such that λk = λ0, a contradiction. 
Lemma 5.9. Let µ ∈ C \ {g, λ0}. Then, µ is an eigenvalue of B if and only if µ is an
eigenvalue of L.
Proof. We start by showing necessity. Assume that µ ∈ C \ {g, λ0}, is an eigenvalue of B,
with associated eigenfunction x ∈ C2(S1). Let xk := (x, bk)L2(S1). Arguing as in the proof of
Lemma 5.8, we get
0 = Bx− µx = Lx−NΦx − µx =
∞∑
k=0
xkλkbk − β−
1
γ η
q+γ−1
γ 〈x, β〉 − µx
=
∞∑
k=0
xkλkbk −
(
µ0
α0
b0 +
∞∑
k=1
βkbk
)
x0α0 −
∞∑
k=0
µxkbk.
This equation is satisfied if and only if{
λ0x0 − µ0x0 = µx0,
λkxk − x0α0βk = µxk, k ∈ N \ {0}.
Since µ0 = λ0−g and µ 6= g by assumption, the first equation is satisfied if and only if x0 = 0.
Substituting into the second equation, we get xk(λk−µ) = 0, for all k ≥ 1. Since x 6= 0, there
must be an index k ≥ 1 such that λk = µ, i.e. µ coincides with one of the eigenvalues of L,
except λ0 by Lemma 5.8.
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To show sufficiency, suppose that µ ∈ C \ {g, λ0} is an eigenvalue of L, with associated
eigenfunction x. This means that µ = λn, for some n ≥ 1. Set again xk := (x, bk)L2(S1). By
Lemma 5.1
0 = Lx− λnx =
∞∑
k=0
xkλkbk −
∞∑
k=0
λnxkbk.
This equation is satisfied if and only if xk(λk−λn) = 0, for all k ∈ N, i.e., if and only if xk = 0
for any k 6= n. Therefore, the eigenfunction x coincides with the function xnbn. Recalling that
D(B) = D(L) and 〈bk, β〉 = 0, for any k ≥ 1, we have
Bx− λnx = Lx−NΦx− λnx = xnλnbn − β−
1
γ η
q+γ−1
γ 〈xnbn, β〉 − xnλnbn = 0,
whence we deduce that λn is an eigenvalue of B. 
We proceed now to show that, under an appropriate assumption on g, the latter is a simple
eigenvalue of B and it is the dominant one. In particular (i)—(iii) of Theorem 3.9 are satisfied.
Proposition 5.10. Let (5.9) hold and assume that g > λ1. Then, we have the following facts.
(i) The spectrum of the operator B is given by
σ(B) = {g} ∪ {λk}k∈N\{0};
hence, g is the dominant eigenvalue of B;
(ii) g is a simple eigenvalue of B;
(iii) ker(B − g) = Span {w}.
(iv) The spectral projection P corresponding to the spectral set {g} ⊂ σ(B) is the bounded
and linear operator:
(5.26) Px = 〈x, β〉w, x ∈ C(S1).
Proof. We keep the same notations and definitions given in the previous lemmas. Notice that
point (i) is an immediate consequence of Lemma 5.8 and Lemma 5.9, while point (iii) follows
from point (ii) and Proposition 5.7.
To prove point (ii), we start by recalling that, since {etB}t≥0 is a compact semigroup (Lemma
5.3), we know from Lemma 3.7 that g is a pole of the resolvent of B of finite algebraic
multiplicity.
Let h ∈ C(S1), µ ∈ C \ σ(B), set hk := (h, bk)L2(S1) for k ∈ N. We claim that
(5.27) (B − µ)−1h = (L− µ)−1
(
h+
h0α0
g − µβ
− 1
γ η
q+γ−1
γ
)
.
First, notice that, since µ 6= g, we have h + h0α0
g − µβ
− 1
γ η
q+γ−1
γ ∈ C(S1), so the right hand side
above is well defined and belongs to C2(S1). Next, recalling (5.6) and given that NΦ is a
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bounded linear operator, we get:
NΦ(L− µ)−1
(
h+
h0α0
g − µβ
− 1
γ η
q+γ−1
γ
)(5.28)
= NΦ
( ∞∑
k=0
hk
λk − µbk +
h0α0
g − µ
[
µ0
α0(λ0 − µ)b0 +
∞∑
k=1
βk
λk − µbk
])
= β−
1
γ η
q+γ−1
γ
〈 ∞∑
k=0
hk
λk − µbk, β
〉
+
h0α0
g − µβ
− 1
γ η
q+γ−1
γ
〈 µ0
α0(λ0 − µ)b0 +
∞∑
k=1
βk
λk − µbk, β
〉
=
h0α0
λ0 − µβ
− 1
γ η
q+γ−1
γ +
h0α0
g − µ
µ0
λ0 − µβ
− 1
γ η
q+γ−1
γ =
h0α0
g − µβ
− 1
γ
g − µ+ µ0
λ0 − µ η
q+γ−1
γ .
Therefore, recalling that µ0 = λ0 − g, we obtain
(B − µ)(L− µ)−1
(
h +
h0α0
g − µβ
− 1
γ η
q+γ−1
γ
)
= (L− µ)(L− µ)−1
(
h +
h0α0
g − µβ
− 1
γ η
q+γ−1
γ
)
−NΦ(L − µ)−1
(
h +
h0α0
g − µβ
− 1
γ η
q+γ−1
γ
)
= h+
h0α0
g − µβ
− 1
γ η
q+γ−1
γ − h0α0
g − µβ
− 1
γ
g − µ+ µ0
λ0 − µ η
q+γ−1
γ = h.
This shows (5.27) i.e., it provides an explicit expression of the resolvent of B. Finally, recalling
that the operator (L− µ)−1 is well defined for µ = g, since g is not an eigenvalue of L under
(5.9) and under the assumption g > λ1, we deduce from (5.27) that g is a simple pole of the
resolvent of B.
To prove point (iv) we are going to use the explicit formula for P given in Remark 3.11. By
(3.21) and (5.27) we have that for any x ∈ C(S1), and setting xk := (x, bk)L2(S1):
(5.29) Px = − 1
2πi
∫
γ
(B − µ)−1x dµ = − 1
2πi
∫
γ
(L− µ)−1
(
x+
x0α0
g − µβ
− 1
γ η
q+γ−1
γ
)
dµ,
where we take γ to be the simple curve given by the positively oriented boundary of the disk
centered at g, with radius small enough so that it does not encircle any of the eigenvalues of
L, {λk}k∈N, which are poles of the resolvent (L − µ)−1. Substituting (5.6) into (5.29), and
recalling (5.18), (5.19), we get:
Px = − 1
2πi
∫
γ
∑
k∈N
xk
λk − µbk dµ−
x0α0
2πi
∫
γ
∑
k∈N
(bk, β
− 1
γ η
q+γ−1
γ )L2(S1)
(λk − µ)(g − µ) bk dµ(5.30)
= − 1
2πi
∫
γ
∑
k∈N
xk
λk − µbk dµ−
x0µ0
2πi
∫
γ
1
(λ0 − µ)(g − µ)b0 dµ
− x0α0
2πi
∫
γ
∑
k∈N\{0}
βk
(λk − µ)(g − µ)bk dµ
= −
∑
k∈N
xkbk
1
2πi
∫
γ
1
λk − µ dµ− x0µ0b0
1
2πi
∫
γ
1
(λ0 − µ)(g − µ) dµ
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− x0α0
2πi
∑
k∈N\{0}
βkbk
∫
γ
1
(λk − µ)(g − µ) dµ
Since any λk, k ∈ N, is outside curve γ, we have:∫
γ
1
λk − µ dµ = 0.
Moreover, since the residues at g of the functions 1
(λk−µ)(g−µ) , k ∈ N, are equal to − 1λk−g , and
recalling that γ is a simple curve, we get:∫
γ
1
(λk − µ)(g − µ) dµ = −
2πi
λk − g , k ∈ N.
Therefore, since λ0 − g = µ0, (5.30) becomes:
Px =
x0µ0
λ0 − g b0 +
∑
k∈N\{0}
x0α0βk
λk − g bk = x0α0

 b0
α0
+
∑
k∈N\{0}
βk
λk − g bk

 = 〈x, β〉w. 
Corollary 5.11. Let (5.9) hold and assume also that g > λ1. Let K0 ∈ C(S1)++, denote by
KˆK0 the solution to the linear integro-PDE (5.13). Then,
(5.31)
∣∣∣KˆK0g (t, ·)− 〈K0, β〉w∣∣∣∞ ≤M e−(g−λ1)t|K0 − 〈K0, β〉w|∞, ∀t ≥ 0,
where β is defined by (5.16), KˆK0g (t, ·) := e−gtKˆK0(t, ·) and
M := 1 + |w|∞
∫ 2π
0
β(θ) dθ.
In particular,
KˆK0g (t, ·) t→+∞−→ 〈K0, β〉w in C(S1).
Proof. By Proposition 5.10, the assumption of item (iii) of Theorem 5.4 is verified. From
Proposition 5.10, point (iv), it follows that PK0 = 〈K0, β〉w, and hence, rewriting (5.14) we
get
(5.32)
∣∣∣KˆK0g (t, ·)− 〈K0, β〉w∣∣∣∞ ≤M e−εt|K0 − 〈K0, β〉w|∞, ∀t ≥ 0,
whence, we deduce convergence of paths KˆK0g (t, ·) to 〈K0, β〉w, as t −→ +∞.
We can, then, compute explicitly the constants M and ǫ appearing in (5.32). From the
proof of Theorem 3.9 we know that these two constants come from the estimate provided in
(3.20), which we can now refine.
For the sake of clarity, define S(t) := etB, t ≥ 0. Since {S(t)}t≥0 is a compact semigroup by
Lemma 5.3, we can apply [14, Ch. V, Cor. 3.2] and deduce that, for any t ≥ 0, the operator
S(t)P satisfies S(t)P = egtP . Hence
(5.33) |e−gtS(t)− P |L(C(S1)) = |e−gt[S(t)− egtP ]|L(C(S1)) = e−gt|S(t)− S(t)P |L(C(S1))
= e−gt|S(t)(1− P )|L(C(S1)) ≤ e−gt|S(t)|kerP |L(C(S1)) |(1− P )|L(C(S1)),
where |·|L(C(S1)) denotes the operator norm on the space of linear continuous operators L(C(S1))
and, for each t ≥ 0, S(t)|kerP indicates the restriction of the operator S(t) to kerP . Notice
that the last inequality comes from the fact that S(t)(1 − P ) = S(t)|kerP (1 − P ), t ≥ 0.
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Indeed, P is a projection operator on rangeP , and hence 1 − P is a projection operator on
kerP . Moreover, it is essential to observe that, given the identification of P in (5.26), kerP is
the closed subspace of C(S1) of functions x such that 〈x, β〉 = 0. We are now left to estimate
|S(t)|kerP |L(C(S1)) and |(1− P )|L(C(S1)).
We begin with the first quantity. We aim to prove, with the aid of the Hille-Yosida theorem,
that |S(t)|kerP | satisfies
(5.34) |S(t)|kerP |L(C(S1)) ≤ eλ1t, t ≥ 0.
From the discussion on subspace semigroups given in [14, Par. II.2.3], we deduce that the
infinitesimal generator of the semigroup {S(t)|kerP}t≥0 is the operator B|kerP ≡ L|kerP , whose
domain is
D(B|kerP ) = D(L|kerP ) = D(L) ∩ kerP.
Spectra of B|kerP and L|kerP must coincide, and clearly σ(L|kerP ) ⊂ σ(L). In particular,
recalling that kerP is the closed subspace of C(S1) of functions x such that 〈x, β〉 = 0, we
have that σ(L|kerP ) = {λk}k∈N\{0}. Indeed, on the one hand, λ0 cannot be an eigenvalue of
L|kerP since the associated eigenvector b0 does not satisfy 〈b0, β〉 = 0; on the other hand, the
remaining eigenvalues of L are also eigenvalues of L|kerP , since the corresponding eigenvectors
belong to ker P , and hence are in D(L|kerP ) = D(B|kerP ). This shows that the resolvent set
of B|kerP satisfies ρ(B|kerP ) ⊃ (λ1,+∞).
Finally, in order to apply the Hille-Yosida theorem, it suffices to verify that
(5.35) |(µ− λ1)(B|kerP − µ)−1|L(C(S1)) ≤ 1, for µ > λ1.
From [13, Ch. 7, Sec. 3], we deduce that either |(B|kerP − µ)−1|L(C(S1)) or −|(B|kerP −
µ)−1|L(C(S1)) is an eigenvalue of (B|kerP − µ)−1 and that
σ
(
(B|kerP − µ)−1
)
=
{
1
λk − µ
}
k∈N\{0}
.
Therefore, recalling that {λk}k∈N\{0} is a decreasing sequence and that µ > λ1, we obtain
|(B|kerP − µ)−1|L(C(S1)) ≤ 1µ−λ1 , and hence
|(µ− λ1)(B|kerP − µ)−1|L(C(S1)) ≤ 1.
Since we have ρ(B|kerP ) ⊃ (λ1,+∞) and (5.35), the assumptions of the Hille-Yosida theorem
are verified, and we get (5.34).
Next, an estimate for the quantity |(1 − P )|L(C(S1)) can be obtained as follows. Consider
x ∈ C(S1) such that |x|C(S1) = 1 and recall that, under the standing assumptions, β ∈ C(S1)++;
then
|(1− P )x|∞ ≤ 1 + |〈x, β〉| |w|∞ ≤ 1 + |w|∞
∫ 2π
0
β(θ) dθ =: M.
From this, we deduce that |(1− P )|L(C(S1)) ≤ M .
Substituting this fact together with (5.34) into (5.33) we obtain
|e−gtS(t)− P |L(C(S1)) ≤Me(λ1−g)t.
Recalling that by assumption g > λ1, we deduce that the constant ǫ appearing in (3.20) and
(5.32) satisfies ǫ = g − λ1, whence we get (5.31). 
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Remark 5.12. We notice that, as a consequence of Corollary 5.11, if we know that
(5.36) w := inf
S1
w > 0 and M |K0 − 〈K0, β〉w|∞ ≤ |〈K0, β〉| w,
then we can deduce that Kˆg(t, ·) > 0 for all t ∈ R+ and the optimal control Cˆ given in (5.12) is
such that Cˆ ∈ A++(K0); hence, by Remark 2.5, it is optimal for problem (P ). To this purpose,
in the special case of homogeneous data we provide an estimate of M and the positivity of w.
The case of space homogeneous data. Assume now to deal with the case of homogeneous
data; that is, we assume that A(·) ≡ A > 0 and η(·) ≡ 1. This case corresponds to the setting
presented in [5], where, as repeatedly said, the problem is embedded in X = L2(S1).
Since A(·) is constant, the basis of eigenvectors and the eigenvalues of L in the space L2(S1)
are explicit, i.e.
b0 =
1√
2π
1S1 , λ0 = A,
and
b
(1)
k (θ) = sin(kθ), b
(2)
k (θ) = cos(kθ), λk = A− σk2, ∀θ ∈ S1, ∀k ∈ N \ {0}.
The evolution of the optimal capital path Kˆ(t, ·) for problem (P 1√2π 1S1 ), given in (5.13), can
be rewritten as:
(5.37)


∂K
∂t
(t, θ) = σ
∂2K
∂θ2
(t, θ) + AK(t, θ)− A− g
2π
∫
S1
K(t, ξ) dξ, ∀(t, θ) ∈ R+ × S1,
K(0, θ) = K0(θ), ∀θ ∈ S1.
Concerning convergence to a steady state of the detrended optimal capital path, we get the
following result as a consequence of Corollary 5.11
Corollary 5.13. Let K0 ∈ X++ and let KˆK0 be the solution to the linear integro-PDE (5.37).
Assume that
A(1− γ) < ρ < A(1− γ) + σγ.
Then,
(5.38)
∣∣∣∣KˆK0g (t)− 12π
∫
S1
K0(θ) dθ
∣∣∣∣
C(S1)
≤ 2 e−(g−A+σ)t
∣∣∣∣K0 − 12π
∫
S1
K0(θ) dθ
∣∣∣∣
C(S1)
∀t ≥ 0,
where KˆK0g (t) := e
−gtKˆK0(t). In particular,
KˆK0g (t)
t→+∞−→ 1
2π
∫
S1
K0(θ) dθ in C(S1)
and, if
(5.39) 2
∣∣∣∣K0 − 12π
∫
S1
K0(θ) dθ
∣∣∣∣
C(S1)
≤ 1
2π
∫
S1
K0(θ) dθ,
we have Kˆg(t) ∈ X++ for all t ∈ R+. Hence ,the optimal control for problem (P
1√
2π
1
S1 ), i.e.
(5.40) Cˆ(t, θ) = egt
A− g
2π
∫
S1
K0(ξ) dξ,
belongs to A++(K0) and therefore, by Remark 2.5, it is optimal for problem (P ).
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Proof. We need just to rewrite (5.31) in the present setting to get (5.38). The remaining
statements follow immediately (see also Remark 5.12). Notice that, in the present setting, the
coefficients βk defined in (5.19) vanish for all k ≥ 1; hence,
w =
b0
α0
.
Therefore, since b0 =
1√
2π
1S1 , we get
〈K0, β〉w = α0〈K0, b0〉 b0
α0
=
1
2π
∫
S1
K0(θ) dθ.
Moreover, the constant M appearing in (5.31), satisfies
M = 1 + |w|∞
∫ 2π
0
β(θ) dθ = 1 +
∣∣∣∣ b0α0
∣∣∣∣
∞
∫ 2π
0
α0b0(θ) dθ = 2.
Finally, recalling that λ1 = A− σ, rewriting (5.31) we get (5.38). 
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