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ABSTRACT 
Let A be a semisimple, n-dimensional, commutative algebra over a field B. 
Fix a basis B of A, and denote by M(a;B) the transpose of the matrix over 
IF that represents a E A regularly with respect to 13. It is easy to see that 
the set { M(a; f3) 1 a E A} can be simultaneously diagonalized over many fields 
(including all perfect fields). We use this fact in order to give an elementary 
proof that such an algebra over an infinite field is generated by a single element, 
and to describe the subalgebras of A in terms of certain partitions of the set 
{1,2,3 ,..., n}. Several applications of these results are shown: (1) We give a 
new proof for the theorem stating that every finite-dimensional, separable field 
extension has a primitive element. (2) W e s h ow that every finite group G has a 
character 0 such that every other generalized character of G is a polynomial in 
0 with rational coefficients. (This is true for Brauer characters as well.) (3) We 
give a necessary condition for two generalized characters (or Brauer characters) 
< and x that forces the field of values of < to contain that of x. (4) Many 
collections of patterned matrices over a field F, such as circulant matrices and 
some of their generalizations are known to be algebras generated by a single 
matrix. We observe that each subalgebra of such a collection is also generated 
by a single matrix. Also, if a and b are two elements of such a collection, we give 
a necessary and sufficient condition, in terms of the eigenvalue pattern of a and 
b, for a to be a polynomial in b with coefficients in F. (5) We show that if A 
is a (generalized) cyclic code, then the eigenvalues of M(a;f3) are the so-called 
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Matteson-Solomon coefficients of the codeword a. Other applications to coding, 
to groups, and to field extensions are discussed as well. 
I. STATEMENTS OF MAIN RESULTS AND APPLICATIONS 
Values of characters of finite groups, Galois conjugates of an element of 
a Galois extension of a field, eigenvalues of some generalized circulant ma- 
trices, and the Matteson-Solomon coefficients of a codeword of a cyclic code 
are all examples of eigenvalues of elements of semisimple finite-dimensional, 
commutative algebras. The purpose of this paper is to exhibit elementary 
properties of such algebras and to apply these properties in various sit- 
uations. This will yield both new and known results. The point we are 
trying to make is that all these results are, in fact, consequences of general 
properties of regular representations of certain algebras. 
We start with a description of the basic properties of our algebras, and 
then discuss the applications. 
DEFINITIONS AND NOTATION. Let A be a finite-dimensional commu- 
tative algebra with an identity 1 over a field F. For each a E A let T, 
be the linear transformation T, : A + A defined by T,(u) = au for all 
ZL E A. Then the mapping a --) T, is the regular representation of A. Let 
B = {bl, b2, . . . , b,} be a basis of A. For every a E A define the nxn matrix 
M(a; f3) = (mij(a; B)), where th e mij(a; B) are the elements of F defined 
by the equalities abi = Cy= 1 mij(a; B)bj. In fact, (M(a; 23))” is the repre- 
senting matrix of T, with respect to the basis B. It is not hard to see that 
the algebras A and M(A; f3) = {M(a; B) 1 a E A} are isomorphic over F. 
Next, let f(z) = tug + (ulz + cu2x2 + . . . + cx,xr E lF[x], and let a E A; then 
f(a) is defined to be the element ~0 .l+ ala + a2a2 +. . . + a,.ar E A. For 
u E A, let lF[u] be the subalgebra of A generated by u, that is, the algebra 
spanned over P by the powers of u. Evidently, P[u] = {f(u) 1 f(x) E F[z]}. 
For each a E A we denote by m,(x) the minimal polynomial of T, 
over IF, and by p,(x) the characteristic polynomial of T,. As the mapping 
a -+ T, is linear and multiplicative, we see that m,(x) is the unique manic 
polynomial of minimal degree with m,(a) = 0. An element a E A is called 
separable if the irreducible factors of m,(x) over P do not have multiple 
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roots in the splitting field of m,(x) over IF. We say that A is separable if 
every element of A is separable over IF. 
If IF is a perfect field, then the irreducible factors of every polynomial 
in IF[x] do not have multiple roots. Thus, every finite-dimensional, commu- 
tative algebra with 1 over a perfect field is separable. 
In this article we are interested in semisimple, finite-dimensional, com- 
mutative algebras (SFCA for short) over a field IF. Such an algebra always 
contains 1 (see [ll, p. 91). Most of our proofs are based on the known 
fact that if an SFCA A is separable, then all elements of M(A; f3) can be 
simultaneously diagonalized over some finite extension field of IF. With this 
we shall prove: 
THEOREM 1.1. Let A be a separable, semisimple, finite-dimensional, 
commutative algebra over a field F. Then: 
(a) If IF is infinite, then there exists u E A such that A = F[u]; that is, 
every element of A is a polynomial in u with coeficients in IF. 
(b) Let v E A. Then A = P[v] if and only if all the roots ofpV(x) in 
its splitting field over IF are distinct. 
REMARKS. 
(a) We shall need the fact that if A is a separable SFCA over IF, then 
A is a direct sum of finite extensions of IF. This is a simple special case of 
Wedderburn’s theorem. Besides this mildly nonelementary result, we use 
only basic linear algebra to prove the properties of the SFCAs we need. We 
shall not use the known fact that each of the finite extensions of IF which 
are the direct summands of A, has a primitive element over IF. In fact, the 
primitive-element theorem will become a consequence of Theorem 1.1. See 
also remark (b) following Corollary 2.6. 
(b) Theorem 1.1 is false in general if P is finite. For example, let 
A = Zz @ izg @ Zz. Then A is a separable, semisimple, 3-dimensional, 
commutative algebra over Zz. Pick u = (a, b, c) E A where a, b, c are in 
Zz. Then ai = a, bi = b, and ci = c for every positive integer i. Let 
f(z) = C~Cod~xZ E i&[x]. Then 
f(u) = do(l, 1,1) + 2 diu = do& 1,1) + du for some do,d E 23~. 
2=l 
so {f(u) I f(x) E ~2[211 contains at most four of the eight elements of A. 
Thus no u satisfies A = Zz[u]. 
(c) Theorem 1.1 states that if p,,(x) has no repeated roots then a E 
lF[v] for all a E A. Given c,d E A, this statement will be generalized 
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by providing a necessary and sufficient condition [in terms of the “root 
pattern” of pc(z) and pd(z)] f or c to belong to F[d]. This will be done 
by describing the subalgebras of a separable SFCA A in term of certain 
partitions of the set {1,2,3,. . . , n}, where n is the dimension of A over IF. 
We shall need the following notation. 
Let n be a positive integer, and let cy = ((~1, (TYZ, . . . , a,) be an n-tuple, 
where the cri belong to some field. Then the type of a, denoted by I(o), is 
the partition {I(a I((Y)~, . . ,‘T(cx)~} of {1,2,3,. . . , n} with the prop- 
erty that {i,j} C 7(a), for some s if and only if ai = +. So each I(o), 
contains indices k for which the corresponding ok are equal, and distinct 
I(o), contain indices T for which the corresponding (II, are distinct. For 
example, for Q = (1, i, 1, 1, a, &, 1,3,3, A) we have 
7(o) = {{1,3,4,7}, (21, {5,6, lo}, (69)). 
Let P = {Pi,&,... ,P.} and G! = {Qi,Q2,...,Qr} be two partitions 
of {1,2,3,. . . , n}. If for each i, 1 5 i < s, there exists a j, 1 I j I T, such 
that P, C Qj, then we say that P is a refinement of GJ and write P 5 Q. 
Clearly, P 5 Q means that each Qj is the union of some of the Pi. 
Let A be a separable SFCA of dimension n over a field IF, and select 
a basis B of A. It is known (see Lemma 2.1) that there exists a finite 
extension K of IF and an n x n matrix X over K such that X-‘M(a; f3)X is 
diagonal for all a E A. Such an X will be called a diagonalizing matrix of A 
with respect to the basis B. Fix such a matrix X; and for every a E A write 
X-lM(a; B)X = diag(a(l), u(2), . . . , a(n)), where the a(i) are the eigenval- 
ues of 7, in lK with the ordering prescribed by X. Here, diag(si, ~2,. . . , sm) 
is the diagonal matrix whose diagonal entries are si, ~2, . . . , s,. 
We now define the type of a E A, denoted by 7(a), as the type of 
(a(l), a(2), . . . , u(n)). That is, I(a) = l(a(l),a(2), . . . , u(n)). 
Finally, let P be any partition of { 1,2,3, . . . , n}. Set IF(P) = {a E 
A ) P 5 I(a)}. We shall prove (see Lemma 2.5) that P(P) is a subalgebra 
of A. The fact that the definitions of IF(P) and 7(a) depend on the choice 
of B and X is not reflected in the notation. The reason is that in most 
cases B and X will be fixed. 
With this notation we shall prove: 
THEOREM 1.2. Let A be a separable, semisimple, n-dimensional, com- 
mutative algebra over an infinite field IF, and let C be a subalgebra of A. 
Let B be a basis of A, and let X be a diagonalizing matrix of A with respect 
B. Let 7 be the type defined by B and X. Then: 
(a) There exists u E C such that C = P[u] = F(ir(u)). In particular, ev- 
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cry subalgebra of A has the form IF(P) for some partition P of { 1,2, . . . , n} 
(b) Let a, b E A. Then P[a] C F[b] if and only if ‘7(b) 5 7(a). In 
particular, the inequality I(b) 5 ‘T(a) depends only on a and b and not on 
the choice of the basis t3 and the diagonalizing matrix X. 
The proofs of Theorems 1.1 and 1.2 are given in Section II. 
EXAMPLE. Let A = Q( fi, a). Then A is a separable SFCA of 
dimension 4 over the rationals Q. We pick a basis t3 = {bl, b2, b3, ba} with 
bl = 1, bz = 4, b3 = a, bq = & an compute the matrices M(bi;B), d 
i = 1,2,3,4. Since blbi = b, for all i, we get M( b, ; l3) = diag( 1, 1, 1,l). 
Next, b2bl = bz, bzbz = 2bl, bzb3 = bq, bzb4 = 2b3. This implies 
r0 1 0 01 
Further, b3bl = b3, b3b2 = bq, b3b3 = 3bl, bsbd = 3bz; hence, 
[ 
0 0 1 0 
M(b3;B) 0 0 0 1 = 3 0 
0 3 0 0 
 . 
Finally, b4bl = bq, b4bz = 2b3, b4b3 = 362, b4b4 = 6bl; thus, 
Let 
M(b4; l3) = 
[ 0 6 0 3 2 0 0 1  ’ 
(1.1) 
One can see that X diagonalizes each M(bi; B). In fact, we have 
X-‘M(bl; Z?)X = diag(l,l, 1, l), 
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X-‘M(bs; B)X = diag(-&, -&, fi, fi), 
X-‘M(bs; f?)X = diag(-&?, &, -&, fi), 
X-iM(b4; S)X = diag(&, -&, -A, &). 
(1.2) 
It follows that 
7(h) = {{1,2,3,4)), 7(b2) = WY 21, {3,4)], 
7@3) = {{1,3), C&4)), 7(b4) = {{I, 4}, {2,3}}. 
The fact that the rows of X are the diagonals of the matrices 
X-‘M(b,; B)X, i = 1,2,3,4, is no coincidence (see Theorem 2.3). 
We turn now to the correspondence between subalgebras and certain 
partitions of {1,2,3,4}. It is easy to see that the subalgebras of A are the 
intermediate fields of the extension Q C Q(fi, A). This holds because 
u E A implies u-l = f(u) for some f(z) E Q[z]. So there are five sub- 
algebras: Q, Q(a), Q(A), Q(d), and Q(v’%&) = Q(&+ a). The 
corresponding partitions are 
Q = Q(l) + {{1,2> 3,411, Q(A) --+ {{1,2]{3,4)], 
a(&) -+ {{1,3), {2,4]], Q(h) -+ {{i,4], {2,3]), 
Q(v’% h) = Q(h + 6 -+ ((11, (21, (31, (4)). 
The last correspondence follows from Theorem 1.1, and independently 
from the equality 
M(v5+&23) = M(JZ;B) +M(&$), 
from which we obtain 
x-9qh-t JQ3)x = x-%(JZ;a)x +x-lM(d3;B)x 
= diag( -&-&,-&+&, 
Jz-fi,&+&). 
REMARKS. 
(a) Theorem 1.2 states that the “eigenvalue pattern” of an element u E 
A determines the subalgebra P[u]. For instance, in the above example we 
have a E Q(A) if and only if X-‘M(a; B)X has the form diag(y, y, z, z). If 
c E Q(d), then X-lM(c; B)X is never of the form diag(y, y, z, z), z # z. 
This means that if c E Q(fi, fi) and T, has three distinct eigenvalues, 
then all four eigenvalues of T, are distinct. 
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(b) By Theorems 1.1 and 1.2, we know that if P is a partition of 
{1,2,. . ,n} then F(P) = F[ v ] f or some v E A. It is not true, however, 
that P = I[v] for some v E A. For instance, in the above example, there 
is no v E Q(Jz, ~6) such that {{1,2}, {3}, (4)) = T(v). 
We now turn to applications. 
Separable Field Extensions. Most of the applications we present for 
separable field extensions are illustrated by the above example. We sum 
up the consequences in the following theorem, all whose parts either are 
well known or can be proved using Galois theory. We, however, shall make 
a point in proving the theorem using elementary properties of regular rep- 
resentations of SFCAs. In particular, Galois theory will not be used in 
the proofs of parts (a)-(c). In (d) and (e) (where IK is assumed to be 
a Galois extension of F), the only Galois-theoretical fact we use is that 
IL e Gal(~,~)(x - g(a)) is in %d. 
THEOREM 1.3. Let IF be a field, II6 a separable extension of IF of degree 
n, l3 a basis for W over P, and X a diagonalizing matrix of IK with respect 
to B. For each a E IK let I(a) be the type of a with respect to I3 and X. 
Then: 
(a) The collection of intermediate fields between F and IK (including IK 
itself) is the finite set {F(l(a)) ( a E K}), where each 7(a) partitions the 
set {1,2,. . . , n} into [P[a] : IF] parts of equal size. Moreover, lF(l(a)) = 
IF(a) for all a E IK. In particular, K = IF(b) for some b E IK. 
(b) Let a, b E IK. Then P(a) C IF(b) if and only if I(b) 6 7(a). In 
particular, the inequality 7(b) 5 I( a as independent of the choice of t3 ) 
and X. 
(c) For a, b E K we have F(a) = IK if and only if I(a) = 
{{l}, {2}, . . . , {n}}. Further, b E IF if and only if 7(b) = {{1,2,. . ,n}}. 
(d) If JK is a Galois extension of F, then the eigenvalues of M(a; 17) are 
the elements o(a) where o E Gal@/@‘). 
(e) Suppose lK is a Gatois extension of IF, and let cl, ~2, . . . , c, be ele- 
ments of IK. Set Gal(K/F) = {ci,cr2,. . . ,on}. Then {c~,cz,. . . ,G} is a 
basis for iK over IF if and only if the matrix (oi(cj)) is nonsingular. 
The proof can be found in Section III. We remark that part (e) (which 
is well known) will be obtained here as a corollary of a general result on 
SFCAs. Our proof uses neither the Dedekind independence theorem nor 
extensions of automorphisms that are used, for example, in the proof of (e) 
in [9, p. 2931. 
Ordinary Characters, Bmuer Characters, and Conjugacy Classes of Fi- 
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nite Groups. We use standard notation of character theory (see [8]). Let 
G be a finite group. There are four natural SFCAs associated with G that 
will be described below. 
Denote by Ci = {l},Cs,.. . , ck the conjugacy classes of G, and by 
Irr(G) the set of all irreducible ordinary characters of G. Set Irr(G) = 
{xl = lG,XZr... , Xk}. The value of a class function f of G on the con- 
jugacy class C is denoted by f(C). Let X = (Xi(Cj)) be the charac- 
ter table matrix of G. Denote by Z(Irr(G)) the set of generalized char- 
acters of G [namely, all the linear combinations of elements of Irr(G) 
with integer coefficients], and by Q(Irr(G)) the set of all linear combi- 
nations of elements of Irr(G) with rational coefficients. Next, if f is a 
class function on G, we denote by Qf the smallest subfield of the complex 
number field Cc, which contains the field of rationals Q and the numbers 
f(Cl), f(CZ)>. . * , f (Ck). We say that f is realized in the field U&. The 
smallest subfield of Cc which contains the set U{U& (x E Irr(G)} is denoted 
by &. Finally, the type of a class function f of G, denoted by 7(f), is 
defined by T(f) = T(f(Cl)), f (C2), . . . , f(Ck)). Note that if f E Irr(G) 
then ‘T(f) is the type of the row of f in the character table of G. 
We know that Q(Irr(G)) is an SFCA over Q in which Irr(G) is a basis. 
It is known that 
x-lM(f; Irr(G))X = diag(f (Cl), f (Ca), . . . , f (Ck)) 
for every class function f of G. Applying Theorems 1.1, 1.2 and other 
results on SFCA to Q(Irr(G)), we shall prove in Section IV: 
THEOREM 1.4. Let G be a finite group with conjugacy classes Cr = 
{l},Cs,. . . ,ck. Then: 
(a) There exists a character 0 of G such that Q(Irr(G)) = Q[O]. In 
particular, every generalized character of G is a polynomial in 0 with ra- 
tional coeficients, so that & = Qs. Moreover, g(Ci) # g(Cj) for i # j. 
(b) For every generalized character r] of G, the equality Q[n] = Q(‘T(n)) 
holds. 
(c) Let n and 1c, be generalized characters of G. Then the following 
statements are equivlant: (i) 7($) 2 I(n); (ii) Q[$] C Q[r,r]. Bach of these 
statements implies Q+ c Q,. 
From Theorem 1.4 it follows that if two rows of the character table have 
the same “pattern” (i.e. are of the same type), then they are realized in 
the same field. 
Theorem 1.4 holds for Brauer characters as well. Let p be a prime. 
Ibr(G) the set of irreducible Brauer characters, and Ipi the set of prin- 
cipal indecomposable characters of G in characteristic p. Considering the 
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SFCAs Q(Ibr(G)) and Q(Ipi(G)), defined analogously to Q(Irr(G)), we get 
analogs of Theorem 1.4 for generalized Brauer characters and generalized 
principal indecomposable characters of G. For details see Section IV. 
The fourth SFCA associated with the group G we wish to consider is 
Z(QG), the center of the group algebra over Q. Denote by c the class sum 
corresponding to a conjugacy class C of G. That is, c = c, e c Z. Let 
t3 = {2’,,Cz,... ,ck}. It is well known that B is a basis of Z(QG). For 
every conjugacy class C of G let 
M(C; 23) = A@; a), 
and set the matrix 
It is known that 
y-~M(C; B)y = diag I’IXl(‘), “Ix~(‘), . . . , k%tk(c) 
Xl (1) x2(1) 1 X/c(l) . 
Next, let I(C), the type of the conjugacy class C, be defined by 
7(C) = 7 Xl(C) x2(C) XdC) - - 
Xl(l) ’ x2(1) ‘. . ’ xlco 1 . 
The smallest subfield of Cc containing Q and the numbers xi(C)/xi(l), 
X2(C)lX2(1)> . . . , &(C)/Xk(l) is denoted by QC and is referred to as the 
field in which C is realized. Applying our results on SFCAs to Z(QG), we 
shall obtain in Section IV: 
THEOREM 1.5. Let G be a finite group. Then: 
(a) There exists an element u E Z(QG) such that each element of 
Z(QG) is a polynomial in u with rational coefficients. 
(b) For every conjugacy class C of G the equality Q[??] = Q(I(C)) 
holds. 
(c) Let C and D be conjugacy classes of G. Then the following state- 
ments are equivalent: (i)I(D) 2 7(C); (ii) Q[D] G Q[??]. Each of these 
statements implies Qo c Qc. 
REMARK. The matrices M(O;Irr(G)) for a character 0 of G, 
M(rl; Ibr(G)) f or a Brauer character 77 of G, and M(C;B) (where f3 is 
the set of all class sums of G) for a conjugacy class C of G have non- 
negative integer entries. Hence, much more can be deduced about them 
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using the theory of nonnegative matrices. This has been done separately 
for characters, for Brauer characters, and for conjugacy classes in [2, 51. 
A unified approach to SFCAs with basis 23 in which M(a; a) are matrices 
with nonnegative entries is the subject of a forthcoming paper. 
Generalized Circular& . Our matrix-theoretical notation here is the 
standard one, taken mainly from [6]. Let IF be an arbitrary field, and let 
f(x) E P[x] be a polynomial with no repeated roots in its splitting field over 
IF. Denote the companion matrix of f(x) over lF by Cf (see [6, pp. 77-78]), 
and let lF[Cf] = {g(Cf)lg(x) E lF[x]}. As pointed out in [6, pp. 77-78]), 
F[Cf] can be viewed as a generalization of the algebra of circulant matrices 
over F (in [6] F = C). W e call the elements of F[Cf] f(z)-circulants. In 
Section V we use the results of Section II to conclude that if IF is infinite, 
then every subalgebra of F[Cf] is of the form F[M] for some matrix M in 
IF[Cf]. Moreover, if Ml, M2 are f(z)-circulants, we give a necessary and 
sufficient condition, in terms of the types of MI and Mz, for Ml to be 
in lF[Mz]. We shall see that f( z )- circulants enjoy many properties of the 
circulants. We shall also comment on block construction of f(z)-circulants. 
We point out that properties of circulants and many of their generalizations 
follow directly from results on the algebra IF[Cf]. 
Generalized Cyclic Codes . Our coding-theoretical notation and notions 
are generalizations of the ones in [lo]. Let F be a field, and let f(x) 
be a reducible polynomial of degree n over IF with distinct roots in its 
splitting field. The algebra A = IF[z]/f(z)) is a SFCA over F. Its ideals 
are subalgebras, which we call generalized cyclic codes or f (x)-codes (a 
cyclic code is an ideal of B’[x]/(xn - 1) for some n). Elements of f(x)-codes 
are called codewords. 
Let c-q, (~2,. . . , an be the roots of f(x) in its splitting field IK over IF. The 
elements a(al), a(aZ), . . . ,a(cx,) of K are the coefficients of the s*called 
Matteson-Solomon polynomial of a(x) + (f(x)) E A, where degree(a(x)) < 
n (see [lo, p. 2391). We observe here that these elements are in fact the 
eigenvalues of the regular representation of A. Using this observation, 
the isomorphism presented in [lo, pp. 240-2421 between A and the set 
of the corresponding Matteson-Solomon polynomials can be shown to be 
“natural” and can be obtained without the computations done in [lo]. 
It is known that every f(x)-code C is generated (as an ideal) by a unique 
idempotent polynomial e(x) [modulo f(x)]. It follows that C = lF[xe(x)], 
which mean that each codeword is a polynomial in xc(x) with coefficients 
in P. We give a necessary and sufficient condition, in term of the Matteson- 
Solomon coefficients, for a code word a(x) to satisfy C = F[a(x)]. Other 
observations on generalized cyclic codes are made in Section VI. 
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II. REGULAR REPRESENTATIONS OF SEMISIMPLE ALGEBRAS 
We start with several preliminary facts. 
LEMMA 2.1. Let A be an n-dimensional, commutative algebra with 1 
over a field IF, and let t3 be a basis of A. 
(a) If a, b E A then M(ab; B) = M(a;B)M(b;f3). In particular, the 
elements of M(A; t3) commute. 
(b) The mapping a -+ M(a;t?) is an algebra isomorphism between A 
and M(A; B) = {M(a; B) 1 a E A}. M oreover, for every basis C of A the 
set {M(c; l3)jc E C} is a basis ofM(A; f?) over IF. Furthermore, M(1; 23) is 
an identity matrix, and if c is invertible in A then M(c-‘; B) = M(c; a)-‘. 
(c) If A is a semisimple and separable, then there exists an n x n matrix 
X over some extension field of IF such that X-lM(a; l3)X is diagonal for 
every a E A. 
Proof. (a): Let B = {bl, ba, . . , b,}. Write 
M(a;@ = (~~(a$)), M(b;B) = (mij(b;13)), 
M(ab; 23) = (mij(ab; 23)). 
Then 
C mij(ab; B)bj = ab . bi = a(b . bi) = a. C mik(b; B)bk 
j=l k=l 
= 2 mik(b; t?)a . bk 
k=l 
= kmik(b;B) ($lmkjcaiB)lj) 
k=l 
= mik(b;a) .mkj(a;B) 
It follows that 
mij(ab; I3) = 5 mik(b; a) . mkj(a; a). 
k=l 
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As ab = ba, we get 
mij(ba;B) = 2 m&b; 13) . mkj(a; B), 
k=l 
and so M(ba; B) = M(b; B) . M(a; B) as claimed. This and the fact that 
ab = ba, imply now that M(b; Z?) . M(a; B) = M(a; 0) . M(b; B). 
(b): The mapping a --t M(a; a) is the composition of three algebra 
isomorphisms: 
where fi is the regular representation of A, f2(Ta) = [M(u;B)]~ is the 
matrix representation of T, relative to the basis 23, and f3(Mt) = M. To 
see that f~ is injective, let a, b E A satisfy T, = Tb. Then a = a . 1 
= b . 1 = b. Note that as elements of {MtlM E M(A; B)} commute, fs 
is an isomorphism. The second and third statements of part (b) are clear. 
(This proof is that of (4, Proposition 1.11 with @ replaced by IF.) 
(c): See the proof of the corollary in [ll, p. 131. Note that there, the 
field need not be perfect as long as the algebra is separable. H 
NOTATION. Let A be a separable SFCA of dimension n over a field IF, 
and let t3 be a basis of A. Recall that a matrix X such that X-lM(a; B)X 
is diagonal for every a E A is called a diagonalizing matrix of A with 
respect to B. By the previous lemma such a matrix exists. 
The following simple fact from linear algebra will be needed: 
LEMMA 2.2. Let F be a field, and let IK be an extension field. Let 
W,Mz,..., it!& be n x n matrices with entries in P that are linearly inde- 
pendent over IF. Then: 
(a) M1,442,..., h/r, are linearly independent over K as well. 
(b) X-lMIX, X-lM2X,. . . , X-lMkX are linearly independent over 
IK for every n X n matr7lx X over IK. 
Proof. Set M, = (m,q), cy = 1,2 ,..., k. Suppose Ck,=laorMa = 0 
for a, E IK, where not all the a, vanish. Then 
k 
c aamaij = 0, for all i and j. 
a=1 
(2.1) 
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Consider the following system of n2 linear equations with the k un- 
knowns x1,22,. . . ,xk: 
k c maijxa = 0 i,j = 1,2 ,...,n. 
a=1 
This is a homogeneous system over IF, as well as over lK. Let C be the 
coefficient matrix of the system. Then C is an n2 x k matrix over F (and 
over K). By (2.1) the system has a nontrivial solution in K. Thus the 
rank of C is less than k. But since C is a matrix over IF, its rank over IF 
equals its rank over lK. It follows that Cx = 0 has a nontrivial solution 
x = (cl,cz,. . .,Q)~ in IF. SO ck= 1 c,m,ij = 0 for all i and j; thus 
Ci= 1 c,M, = 0 for c, E F, where not all the c, vanish. This contradicts 
the fact that the M, are linearly independent over IF, and (a) follows. Now 
part (b) is obvious. W 
The next result explains why in the example of Section I, the rows 
of the diagonalizing matrix X in (1.1) are the diagonals of the matrices 
X-lM(bi;mB)X, i = 1,2,3,4 in (12). 
THEOREM 2.3. Let A be a separable, semisimple, n-dimensional, com- 
mutative algebra over afield IF. Let t3 = {bl, bz, . . , b,} be a basis of A, and 
let X be a diagonalizing matrix of A with respect to B. For all b E A set 
X-lM(b;B)X = diag(b(l),b(2),...,b(n)), and put Y = (hi(j)). Then Y 
(which is an n x n matrix over some extension of F) is also a diagonalizing 
matrix of A with respect to t3. In fact, 
Y-‘M(a; B)Y = diag(a(l), a(2), . . , a(n)) 
= X-‘M(a; B)X for all a E A. 
Proof Let Ei be the matrix whose (i,i)th entry is 1 and all other 
entries are zero. Then EiEj = 6ij Ei. Set F, = XEiX-‘. Then 
FiFj = XEiEjX-’ = XSijEiX-’ = SijFi. 
Take a E A; then 
X-‘M(a; l3)X = diag(a(l), a(2), . . , a(n)) = 2 a(j)Ej , 
j=l 
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M(a; a) = 2 U(j)Fj. (2.2) 
j=l 
We know that X is a matrix over some extension field IK of F, and that 
e(i) E lK for all a E A and i = 1,2,. . ,7x. Set 3 = {Fi,Fs,. . . ,I?,}, and 
let L be the vector space spanned over K by 3. As FiFj = 6ijFi, it follows 
that L is a commutative K-algebra. Since the Ei are linearly independent 
over lK, so are the Fi. Further, from (2.2) we see that M(a;B) E L for all 
a E A. Moreover, we obviously have I = Cy= i Fj E L. 
By part (b) of Lemma 2.1, B’ = {M(bi; 23) 1 i = 1,2,. . . , n} is a basis 
of M(A; a). Hence the M(bi; a) are matrices over IF which are linearly 
independent over F. Now, by Lemma 2.2 these n matrices are linearly 
independent over K as well; and since a’ 2 L, it follows that t?’ is a 
basis of L. So both f3’ and 3 are bases of L. By (2.2) we get M(bi; a) 
;?& ;$%.i; ence the matrix Yt is the transition matrix from the B I 
Let a E A. Define a linear mapping R, : L -+ L by R,(N) = M(a; 23)N 
for all N E L. Let us find the representing matrices of R, with respect to 
23’ and 3. First, 
R,(M(b& q) = M(a; B)M(b& f?) = M(&; a) 
= 2 mij(a; B)M(bj; B). 
j=l 
Thus the representing matrix of R, in the basis f?’ is (mij(a; Z3))t = 
(M(a; B))“. Next, we use (2.2) to obtain 
R,(Fi) = M(u; B)Fi = f: U(j)FjFi = a(i)Fi. 
j=l 
Thus the representing matrix of R, with respect to 3 is 
D = diag(a(l), u(2), . . . , a(n)) = X-lM(a; 23)X. 
It follows that (M(cz;B))~ = (Yt)-‘DYt = (YDY-‘)t, and so 
M(a;B) = YDY-i, which implies that Y-lM(a;a)Y = D as claimed. 
??
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REMARK. By Theorem 2.3 we know that there exists a diagonalizing 
matrix Y whose ith row consists of some arrangement of the eigenvalues of 
M(bi,B), i = 1,2,. . . , n. We shall show later that in fact every diagonaliz- 
ing matrix can be obtained from this Y by multiplying each column of Y 
by a suitable element of the field K in which Y resides. 
COROLLARY 2.4. Let A be a separable, semisimple, n-dimensional, 
commutative algebra over a field IF. Let 13 be a basis of A, and let 
X be a diagonalizing matrix of A with respect to I3. For all b E 
A set X-lM(b;B)X = diag(b(l),b(2), . . . ,b(n). Then a subset C = 
{q , ~2, . . , G} of A is a basis of A if and only if the matrix (q(j)) is 
nonsingular. 
Proof. Set 
M(C; B) = {M(%; a) 11 5 i 5 n} C M(A; B), 
X-‘M(C;B)X = {X-lM(ci;B)X 11 5 i 5 n}. 
The matrix X and the members of X-lM(C; a)X are matrices over some 
extension field lK of F. 
Clearly, the following four statements are equivalent: (i) C is a basis 
of A; (ii) C is a linearly independent set over IF; (iii) M(C; B) is a linearly 
independent set over F [see Lemma 2.1(b)]; (iv) X-‘M(C; f3)X is a linearly 
independent set over lK (Lemma 2.2 is used here). Since the matrices in 
X-lM(C; L3)X are diagonal, we find that (iv) holds if and only if the vectors 
{(ci(l),ci(2), . . ,ci(n))} 5 K”, i = 1,2,. . ,n, are linearly independent 
over K. Now the corollary follows. W 
NOTATION. Let n be a positive integer, and let P = {Pi, P2, . . . , P,.} 
be a partition of {1,2,3,. . . , n}. The size of P, denoted by JPl, is the 
number r. If r = n, we call the partition P trivial. Each of the Pi will be 
called a part of P. Clearly, if & is a refinement of P then IQ] 2 ]P]. 
The following is a preliminary lemma needed for the proof of Theorems 
1.1 and 1.2. 
LEMMA 2.5. Let A be a separable, semisimple, n-dimensional, commu- 
tative algebra over a field IF. Let B be a basis of A, and let X be a diago- 
nalizing matrix of A with respect to B. 
(?) If P is a partition of {1,2,. . , n}, then P(P) is a subalgebm of A. 
Moreover, if a E P(P) is invertible in A, then a-l E IF(P). 
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(b) A partition P of {1,2,. . . ,n} is trivial if and only if IF(P) = A. 
(c) Let a E A. Then dimp F[a], the dimension of F[u] over F, satisfies 
dim~lF[a] = degree m,(z) = 17(u)/. 
(d) Let a, b E A be such that F[u] C F[b] = P(l(u)). Then lF[u] = F[b]. 
(e) If IF is infinite and A has only finitely many F-subalgebras, then 
there exists an element u E A with A = lF[u]. 
(f) Let a E A. Then a E IF. 1 if and only if 17(u)/ = 1. 
(g) Let a E A. If .( ) m x as irreducible over IF, then 7(u) consists of 
diml,rF[u] parts of equal size. 
Proof. Let w E A. We set XVIM(w;B)X = diag(w(l),w(2), . . . , 
w(n)), and write a = {bl, bz, . . . , b,}. 
(a): Note that a E IF 3 1 if and only if a = Q . 1 for some cy E IF. This 
holds precisely when m,(s) = CE - a, which is equivalent to 
n times 
M(u; f?) = X-‘M(u; 23)X = diag(m). 
This is the same as ‘T(u) = {{1,2,.. .,n}}, i.e., II(u)] = 1. Hence [in 
addition to proving part (f)], we get that P 5 7(u) for all a E IF. 1. Thus, 
IF. 1 G F(P). In particular, IF(P) is not empty. 
Set P = {PI, Pz, . . . , P,,}, and let c, d E IF(P). We now show that 
{c - &cd} G P(P), and that if c is invertible then c-l E IF(P). By the 
definition of P(P) we have P 5 7(c) and P 5 7(d). Fix i, and set P = Pi. 
Then there exist C E 7(c) and D E I(d) such that P C C n D. Using 
Lemma 2.1, we obtain 
X-%(c - d; B)X = X-%(c; f3)X - X-%(d; B)X 
= diag(c(1) - d(l), c(2) - d(2), . . . ,c(n) - d(n)) 
(2.3a) 
and 
X-‘M(d;B)X = X-lM(c; B)X . X-'M(d; f3)X 
= diag(c(l)d(l), c(2)42), . . . , c(n)d(n)) , (2.3b) 
and if c is invertible in A, then 
x-‘Aqc-1; B)X = (X-W(c; B)X)_1 
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c(I) I cc21T.. . , G (2.3~) 
Let {cr,P} C P 2 CnD. Then c(o) = c(p) and d(a) = d(P). By (2.3), 
(c - d)(Q) = C(Q) - d(a) = c(P) - d(P) = (c - 4(P), 
(4(Q) = c(a)d(a) = 4P)W) = (4(P), 
and if c is invertible, then 
c-l(a) = & = 1 = c 
c(P) -w. 
Since this is true for all {a, p} G P, we conclude that P is contained in 
one of the parts of the partition 7(c - d) as well as in one of the parts 
of ~(cG?). As P is an arbitrary part of P, this means that P 5 7(c - d) 
and P 5 ‘7(d), which yields that {c - &cd} & P(P). Moreover, if c is 
invertible, then P is contained in one of the parts of the partition ir(c-l); 
so that P 5 I(c-l), which implies c-l E F(P). This proves that F(P) is a 
subring of A, containing all inverses of its invertible elements. 
To prove that F(P) is subalgebra we take X E IF and show that Xc E 
P(P). Clearly 
X-lM(Xc; B)X = XX-‘M(c; B)X = diag (Xc(l), XC(~), . . . , Xc(n)). 
Again for {cu,~} c P we get (Xc)(o) = (Xc)(p), so P is contained in one of 
the parts of I. Thus P 5 I(Xc) and consequently Xc E IF(P). 
(b): Assume that A = F(Q). If &. IS not trivial, then there exists Q E Q 
such that Q contains at least two elements. Let {a, /3} C Q, cr # p; and let 
a E A. Then & 5 I(a), so that Q is contained in one of the parts of 7(a). 
It follows that o(o) = a(P) f or all a E A. This implies that hi(a) = bi(/3) 
for i = 1,2,. . . , n. Thus the ath and Pth columns of the matrix (hi(j)) are 
identical. This contradicts Corollary 2.4. Hence & is trivial. 
Conversely, assume Gj is trivial. Then Q 5 7(a) for all a E A; so 
a E IF(Q) for all a E A. Thus, A = IF(Q). 
(c): Set m = II(u)]. By definition, m equals the number of distinct 
eigenvalues of M(a; f3). As M(a; f3) is diagonalizable, m is equal to the 
degree of m,(z). Now, the set (1, a, u2,. . . , urn - ‘} is linearly independent 
over F, because otherwise the degree of m,(x) would be less than m. As 
{l,u,&... , am} is a linearly dependent set over P, we get m = dimF lF[u]. 
(d): Let a,b E A with lF[a] C F[b] = F(l(u)). Then, dimplF[a] I 
dimFP[b]. As b E @‘(l(u)), we know that 7(u) 5 I(b), and therefore 
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IV)) I F(a>I. BY part (cl d’ rrnF F[b] I dimFlF[a]. Hence dimFlF[a] = 
dimFF[b], and as F[a] C F[b], we get IF[a] = lF[b]. 
(e): Let gl,g2,... ,gs be generators of A as an algebra over IF, and let 
us prove our claim by induction on s. The induction assumption implies 
that the subalgebra of A generated by g2, . . . , gs has the form ~$1 for some 
u E A. So A is generated by v = gr and u. Consider the subalgebras of 
the form P[u + Xv] for X E F. As F is infinite and A has only a finite 
number of subalgebras, we can find y, 6 E IF, y # 6, such that ~F[u + yv] = 
P[u + 6~1. Now, 
It follows that yv E F[u + TV], so that u = u + yv - yv E E’[u + yv]. Thus 
A = P[u + yv]. 
Note that the proof of (e) is the same as the one given in field theory 
(e.g. last ten lines of [9, p. 2901). 
(f): See the beginning of the proof of part (a). 
(g): Let k be the largest integer for which (m,(z))” divides p,(z). Set 
g(z) = p,(z)/(m,(z))“. Then g(z) E F[z], and m,(z) does not divide g(z). 
Suppose g(s) is not 1. If (g( z ,m,(z)) # 1 then m,(z) divides g(x), as ) 
m,(z) is irreducible. This is impossible. Therefore (g(z), m,(z)) = 1. A 
known fact of linear algebra states that p,(z) divides (m,(~))~ for some n. 
Thus g(z) divides some power of m,(z) over F. Since m,(z) is irreducible, 
g(z) itself is a power of m,(z), a contradiction. Thus g(z) = 1, and so 
p,(x) = (m,(4)“. L t e M be the degree of m,(z). Then M(a;B) has 
exactly m distinct eigenvalues, each of algebraic multiplicity Ic. Let P 
be an arbitrary part of 7(a). By definition, {i, j} c P if and only if 
a(i) = a(j). Since for every i there are exactly Ic indices j (including i 
itself) with a(i) = a(j), we find that the size of P is k. ??
COROLLARY 2.6. Let A be a separable, semisimple, finite dimensional, 
commutative algebra over a field IF. Let a E A. Then A = P[a] if and only 
if all the roots of p,(x) in its splitting field over IF are distinct. 
Proof. Let 23 be a fixed basis of A, and let X be a diagonalizing ma- 
trix of A with respect to 23. Let n be the dimension of A over F. Suppose 
first that pa(z) has no repeated roots in its splitting field over F. By our 
assumption, the minimal polynomial of M(a; a) equals the characteristic 
polynomial of M(a;B). By Theorem 5 in [ll, p. 231, every matrix com- 
muting with M(a; a) is a polynomial in M(a; a) with coefficients in IF. Let 
c E A. Then M(c; a) commutes with M(a; B), as, by Lemma 2.1, M(A; B) 
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is a commutative algebra. It follows that 
M(c; 23) = f: c&(M(a; B))i 
i=l 
with cq E IF, i = 1,2, . . . ) s. 
By Lemma 2.1(b), 
M(C; a) = f: aiM(ai; B) = 2 M(aiai; B) = M 
i=l i=l 
Lemma 2.1 now implies that c = xi= i a,ai E IF[a], as claimed. 
Conversely, assume that A = lF[a]. For every b E A we write X-l 
M(b; B) X = diag(b(l), b(2), . . . , b(n)). If p,(z) has repeated roots in its 
splitting field, then a(i) = a(j) f or some i and j, i # j. Thus, I(a) is 
nontrivial. As a belongs to the subalgebra IF(ir(a)), we get A = P[a] 2 
P(l(a)). This contradicts Lemma 2.5(b). We conclude that pa(z) has no 
repeated roots. ??
REMARKS. (a) The assumptions that A is separable and semisimple 
are used only in one of the parts of the above proof. In fact, the first part 
of the proof shows that if A is any finite-dimensional, commutative algebra 
over F, and a E A is such that pa(z) has no repeated roots in its splitting 
field over IF, then A = lF[a]. 
(b) In the first part of the proof of Corollary 2.6, we manage to obtain 
scalars (_yi, ~2, . . . , a, such that c = EYE i oiai. The existence of such cyi in 
the splitting field of p,(z) over F follows easily, since the coefficient matrix 
of the system c(j) = Cl= 1 xia(j)’ is a Vandermonde. What we have shown 
is that the (~4 are in fact in IF. 
Proof of Theorem 1.1. Part (b) of the theorem coincides with Corol- 
lary 2.6, so let us prove part (a). We prove it by induction on the dimension 
n of A over F. If n = 1 then A = F. 1 = E’[l], so take n > 1. Fix a basis 
B of A and a diagonalizing matrix X of A with respect to !3. Let S be 
an arbitrary proper subalgebra of A. Clearly S is separable, and by in- 
duction we get S = IF[a] for some a E A. As a belongs to the subalgebra 
lF(l(a)), we obtain S = P[a] C E’(‘;r(a)). If 7(a) is trivial, then p,(x) has 
no repeated roots in its splitting field over IF, and by Corollary 2.6 we have 
A = F[a], contradicting the choice of S as a proper subalgebra. Thus 7(a) 
is not trivial. 
We now use Lemma 2.5(b) to conclude that P(l(a)) is a proper separa- 
ble subalgebra of A. By induction we get lF(l(a)) = IF[b] for some b E A, 
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and consequently S = P[u] C F[b] = lF(l(a)). Lemma 2.5(d) now implies 
that S = F[u] = F[b] = IF(ir(u)). It follows that every proper subalgebra of 
A is of the form P(P) for some partition P of {1,2,. . . , n}. Since the num- 
ber of the partitions of {1,2,. . . , n} is finite, we conclude that the number 
of subalgebras of A is finite. Now the theorem follows from Lemma 2.5(e). 
Proof of Theorem 1.2. (a): Let C be a subalgebra of A. As C sat- 
isfies the assumptions of Theorem 1.1, we get C = P[u] for some u E C. 
Then clearly C = P[u] C F(ir(u)), and again by Theorem 1.1 we obtain 
F(l(u)) = F[b] f or some b E. A; so C = P[u] G F(l(u)) = F[b]. Lemma 
2.5(d) implies now that C = lF[b] = F(l(u)) = F[u]. 
(b): The inequality I(b) I 7( a is equivalent to a a E P(7(b)) = F[b]. ) 
This is the same as F[a] C F[b]. ??
REMARK. Let A be a separable, semisimple, finite-dimensional, com- 
mutative algebra over a field F. Assume that every subalgebra of A has 
the form P[u] for some u E A. Then evidently, the proof and conclusions 
of Theorem 1.2 hold even if F is finite. 
COROLLARY 2.7. Let A be a separable, semisimple, finite-dimensional, 
commutative algebra over an infinite filed IF. Let 23 = {bl, bz, . . . , b,} be a 
basis of A, and X a diagonalizing matrix of A with respect to f?. For all 
b E A set X-lM(b; B)X = diag(b(l), b(2), . . . , b(n)), and let Y be the n x n 
matrix defined by Y = (hi(j)). Th en each column of X is of the form cry, 
where y is some column of Y, and a an element in an extension field of IF. 
Proof. By Theorem 1.1 there exists u E A such that A = P[u]. Corol- 
lary 2.6 implies that pU(x) has n distinct roots in its splitting field over 
F. Let K be an extension of F that contains the entries of X. Then 
b(i) E K for all b E A, and in particular Y is a matrix over K. Let z 
be a column of X. Then z is an eigenvector of M(b;B) for all b E B. 
So M(u;B)z = u(i)z for some i. The eigenvalues of M(u; S) are of al- 
gebraic multiplicity 1, so that z spans (over K) the eigenspace V of u(i). 
By Theorem 2.3, each of the columns of Y is also an eigenvector for all 
M(b;B), b E f3; so M(u;B)y = u(i)y for some column y of Y. Thus y 
spans V over lK as well, and the proof is complete. ??
The following definition and two propositions are needed for the appli- 
cations discussed in the proceeding sections. 
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DEFINITION. Let A be a semisimple, n-dimensional algebra over a 
field IF. A set E = {ei, es,. . . , e,} satisfying eiej = Sijei is called a set of 
orthogonal (central) idempotents of A. 
PROPOSITION 2.8. Let A be a semisimple, n-dimensional, commutative 
algebra over an algebraically closed field F. Then: 
(a) A has a unique set of orthogonal idempotents & = {el, ear . . . , e,}. 
(b) & is a basis of A, and Cy= i ei = 1. 
(c) Each ei is a common eigenvector of T, for all a E A. Further, if 
a(i) is the eigenvalue in IF of T, corresponding to the eigenvector ei, then 
aei = a(i)ei, i = 1,2,. . , n. Moreover, a = Cj”= 1 a(j)ej for all a E A. 
(d) Let l3 = {bl, b2,. . . , b,} be a basis of A. Then the matrix of eigen- 
values Y = (b,(j)) as a diagonalizing matrix of A with respect to t?. In 
fact, 
Y-‘A4(a; B)Y = diag(a(l), a(2), . . . , a(n)) for all a E A. 
Proof. There exists an isomorphism C#J : IF @ IF @ . . . @IF + A from the 
direct sum of n copies of IF into A. Let ei be the image (via 4) in A of the 
identity element of the ith copy of F. Then clearly, E = {ei, es,. . . , e,) is 
a set of orthogonal idempotents. The proof of the uniqueness is standard. 
This proves (a). 
As part (b) is a well known, we now prove (c). Let a E A. Then by part 
(b) we have a = Cj”= i ajej for some CQ E F. Thus, T,(ei) = aei = aiei 
for all i = 1,2,... ,n, so (c) follows. To show part (d), let a E A. As 
T,(ei) = a(i)ei, we get M(a; E) = diag(a(l),a(2), . . . , a(n)). Note that 
bi = Cj”= 1 bi(j)ej, which means that Yt = (bi(j))t is the transition matrix 
from the basis E to the basis L3 of A. It follows that (Yt)-lM(a;E)Yt = 
(M(a; a))“. So YM(a; E)Y-’ = M(a; B), as claimed. ??
PROPOSITION 2.9. Let C be a finite-dimensional algebra with 1 over a 
field IF. Let u E C, and set A = P[u]. Let T, : A -+ A be defined by 
T,(a) = ua for all a E A, and let pU(x) be the characteristic polynomial of 
T,. Assume that pU(x) has no repeated roots in its splitting field over IF, 
and let QI~,CY~, . . . a, be the roots of pU(x). Then: 
(a) A is a separable, semisimple, finite-dimensional, commutative al- 
gebra over IF. 
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(b) The matrix 
1 1 1 
W a2 a3 
(cd2 (ad2 (a3)2 
y= . 
_ (al)” - 1 (a$ - l (cx3)n - l 
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. . . 1 
. . . 
. . . (Z+ 
. . . (Q#-l_ 
is a diagonalizing matrix of A with respect to the basis B = { 1, u, u2, 
. . ..u n- ‘}. Moreover, if f(u) is an arbitrary element of A for some 
f(x) E F[x], then 
Y-‘MU(u); g)Y = diag (I, f(4,. . . , f(4). 
(c) If M is the companion matrix of p%(x) over IF, then M(A; f3) = 
Wfl. 
Proof Clearly A is commutative and finite-dimensional. Let lK be 
the splitting field of m,(z) = pu( x over IF. By assumption, an arbitrary ) 
element of A has the form f(u) where f(x) E JF[x]. To see that A is 
semisimple, we prove next that A has no nonzero nilpotent elements. In- 
deed, suppose f(~)~ = 0 for some positive integer m and f(z) E F[z]. It 
follows that 0 = Tfcu)- = f(T,)m. Thus m,(z) divides f(~:>~ in F[x]. 
It follows that (z - (pi) 1 f( z in lK[x] for all i, so that pU(z) 1 f(x). ) 
Hence, Tf(%) = f(T?) = 0, which implies that f(u) = 0; and therefore A 
is semisimple. 
Clearly M = M(u; f3). A straightforward calculation shows that 
Y-lMY = diag(al,az, . . . , an), hence 
Y-lkf(f(zL); a) = Y_lf(M)Y = f(Y_WY) 
= diag(f(4, f(4,. . . , f(4) 
for all f(z) E E’[z], which proves (b). 
Now, (b) implies that T, is diagonalizable for every a E A, so that 
m,(x) has no repeated roots in its splitting field. It follows that A is 
separable, which concludes the proof of part (a). 
Part (c) follow from the fact that M(f(u);Z3) = f(M) for all f(x) E 
%I. ??
REMARK. It is interesting to note that the equality Y-lMY = diag 
(%,Qyz,..., (Y,) can be obtained from Theorem 2.3 without any calcula- 
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tions. Indeed, as M has only simple eigenvalues, we know that M is diag- 
onalizable. Let X be a matrix satisfying X-‘MX = diag ((~1, (~2, . . . , a,). 
As above, X is a diagonalizing matrix for A with respect to 13. Set 
bi = uiel; then 
X-‘M(b,;a)X = diag((ai)i-l,(az)i-l,...,(a,)i-l) 
= diag(bi(l), bi(2), . . . , b,(n)). 
Now apply Theorem 2.3 to obtain the desired equality. 
III. SEPARABLE FIELD EXTENSIONS 
Proof of Theorem 1.3. We begin by noting that the field R in our theo- 
rem (and, in fact, any subfield of R containing IF) is a separable, semisimple, 
n-dimensional, commutative algebra over IF. Further, if P is a partition of 
{ 1,2, . . . , n} then by Lemma 2.5 we know that IF(P) is a subfield of K. We 
also note that lF[a] = IF(a) for all a E A. 
Now, let .C be an intermediate field IF c C C K. By Theorem 1.1, if 
P is infinite, then C = IF(u) for some u E IK. If F finite the same is true, 
because the multiplicative group of C is a finite cyclic group. With this, 
parts (a)-( ) f c o our theorem follow from Theorems 1.1 and 1.2, the remark 
proceeding the proof of Theorem 1.2, and Lemma 2.5. 
Next, suppose K is a Galois extension of IF. Set Gal(lK/F) = 
{m,o2,. . . , a,}. Let u E K be a primitive element; that is, I16 = P(u). By 
Corollary 2.6, p,(x) has no repeated roots in its splitting field K over IF. 
So pU(z) = m,(z). By Galois theory, f(x) = l-jr= 1 (FE - oi(u)) E P[rc] and 
f(u) = 0. It follows that m,(z) = f(x). So the ci(u) are the eigenvalues 
of T,. 
Fix a basis a of K over F, and choose a diagonalizing matrix (which 
exists by Lemma 2.1), such that X-IM(u; f3)X = diag(ai(u), Q(U), . . , 
a,(u)). For every a E lK set X-‘M(a;L?)X = diag (u(l),u(Z),...,u(n)). 
As R = IF(u), we can write a = g(u) for g(z) E F[z]. So 
X-‘M(u; l3)X = X-‘M(g(u); B)X = g(X-lM(u; B)X) 
= kdg(n(u)),g(4u)),...,g(cT,(u))) 
= diadn(g(u)),w(g(u)), . . , onMu))) 
= diag(n(a),m(a), . , an(a)). 
It follows that u(i) = oi(u) f or all a E K. This proves part (d). Part (e) 
now follows from (d) and Corollary 2.4. ??
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IV. ORDINARY CHARACTERS, MODULAR CHARACTERS, AND 
CONJUGACY CLASSES OF FINITE GROUPS 
NOTATION. Let G be a finite group, and let p be a prime number. 
In addition to the notation introduced in Section I we use the following 
notation for various sets associated with G: 
Con(G): The set of all conjugacy classes of G. 
f$(G): The set of pregular elements of G (a p-regular element is an 
element whose order is relatively prime to p). 
Con,(G): The set of all conjugscy classes of pregular elements. These 
classes are called the p-regular classes of G. 
Cf(G) : The set of all complex class functions of G, that is, all complex 
functions f such that f(g) = f(z-‘gz) for all 2 and g in G. 
Cf,(G): The set of all complex-values functions f on ,&,(G) such that 
f(g) = f(zc-‘gz) for all 2 in G and g E L,(G). 
If f E Cf(G) and C E Con(G) [or if f E Cf,(G) and C E Con,(G)], we 
denote by f(C) the value of f on each element of C. 
Recall that Irr(G) is a basis of Cf(G), and that both Ibr(G) and Ipi 
are bases of Cf,(G). Evidently, both Cf(G) and Cf,(G) are SFCAs over Cc. 
We note that the functions in Ipi vanish outside L,(G). Throughout 
this section we view the elements of Ipi as functions on &(G). 
Further recall that (61, Gz, . . . , ck}, the set of class sums, is a basis of 
Z(@G), the center of the group algebra over C. Clearly Z((CG) is a SFCA 
over @. 
Parts (a)-(c) of the following proposition were proved in [2, 41, where 
we used different arguments for each of the three algebras involved. Here 
we show that all three parts are special cases of Proposition 2.8. 
PROPOSITION 4.1. Let G be a finite group, and let p be a prime number. 
Set 
Con(G) = {Ci = {l},Cz,. . . ,Ck}, 
Con,(G) = {KI = {~},Kz,...,%}, 
WG) = {xl = lc, x2,. . . , xk), 
WG) = {PI = ~G,P~,...(P~), 
I@(G) = (41 = 1~,&.,...,4~}. 
Then: 
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(a) The k x k matrix X(G) = (xi(Cj)) is a diagonalizing mutti of 
Cf(G) with respect to Irr(G), and 
(X(G))-‘M(f;Irr(G))X(G) = diag(f(Gi), f(C2), . . . ,f(Ck)) 
for all f E Cf(G). 
(b) The k x k matrix 
Y(G) = ( “$(i~‘) 
is a diagonalizing matrix of Z((CG) with respect to B = {(?‘I, 62,. . . ,6’k}, 
and 
(Y(G))-‘M(C; B)Y(G) = diag “E;jy), “~~~~), . . . , ‘cam] 
[ 
for all C E Con(G). 
(c) The s x s matriz Z(G) = (cpi(Kj)) is a diagonalizing matrix of 
Cf,(G) with respect to Ibr(G), and 
(Z(G))-‘M(f; IWG))Z(G) = diag(f (Kl), f (Kz), . . . , f(K)) 
for all f E Cf,(G). 
(d) The s x s matrix W(G) = (&(Kj)) is a diugonalizing matti of 
Cf,(G) with respect to Ipi( and 
(W(G))-lM(f; Ipi(G))W(G) = diag(f (Kl), f (Kz), . . , f(K)) 
for all f E Cf,(G). 
Proof. For each i = 1,2,. . . , k, define ei E Cf(G) by ei(Cj) = 6ij. 
Then E = {ei,es, . . . , ek} is a set of orthogonal idempotents of Cf(G). 
Note that for every f E Cf(G) and i = 1,2,. . . , k we have fei = f (Ci)ei. 
So according to Proposition 2.8 we get f(i) = f (Ci), where f(i) is the 
eigenvalue of Tf corresponding to the eigenvector ei. Now part (a) follows 
from Proposition 2.8(d). 
For each i = 1,2,. . ,S define ei E Cf,(G) by ei(Kj) = Sij. Then 
I = {el,es,... , e,} is a set of orthogonal idempotents of Cf,(G). As 
above, for every f E Cf,(G) and i = 1,2,. . . , s we have f ei = f (&)e,. So 
again by Proposition 2.8 we get that f(i) = f (Ki). Parts (c) and (d) now 
follow from Proposition 2.8(d). 
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We finally turn to the proof of part (b). For each i = 1,2, . . . , k, de- 
fine ei E Z(CG) by ei = l/JG( CgEG xi(l)xi(gwl)g. By [8, p. 191, & = 
{er, e2,. . . , ek} is a set of orthogonal idempotents of Z((CG). Hence part 
(b) will follow from Proposition 2.8 once we show that x~(C~)~Cj~/xi(l) is 
the eigenvalue of Tc, corresponding to the eigenvector ei; i.e., 
c.e, = XiG>lCjl 
3 t 
Xi(l) 
. ei, i,j = 1,2,. . . ,k. 
Clearly, 
so 
where (see [8, p. 451) th e adjb are nonnegative integers given by 
adjb = lcdl lcjl 2 Xt(Cd)Xt(Cj)Xt(Cb) 
IGJ t=1 x41) . 
It follows that if we write Cjei = c,“= r /&,a with & E @, 
coefficients At, satisfy 
then the 
6 Xi(Cd)Xt(Cd)lCdl xt(c;l;;)(cb) 
d=l 1 ,ziixtcg,] x@$yJ]. 
Now, the first character orthogonality relation implies that 
Ab = xi(‘)l’jt k - xt(cj)xt(cb) = 
IGI c bit xt0) 
Xi(l)lcjlXi(cj)xi(cb) 
t=1 IGIxiO> ’ 
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so that 
Ab = Icjki(cihi(‘%) 
PI 
Therefore. 
k 
ciei = c &a = ICilXiW k - 
b=l 
,Gl c xi(cb) .G = xi’x”,ip’ . ei, 
b=l z 
as desired. ??
Proof of Theorem 1.4. Set Irr(G) = {Xi = lG,Xz,. . . ,xk} and 
Con(G) = {Cr = {l},Cz,.. ,C,+}. By Proposition 4.1 the character ta- 
ble matrix X(G) = (Xi(Cj)) is a diagonalizing matrix of the separable, 
semisimple, finite-dimensional, commutative Q-algebra Q(Irr(G)) with re- 
spect to the basis Irr(G). Further, 
(X(G))-lM(f; Irr(G))X(G) = diag(f(Cr), f(C2), . . . T f(Ck)) 
for all f E Q(Irr(G)). 
Hence the type of f corresponding to Irr(G) and X(G) is the type of 
(f(cl),f(C,),...,f(C,)), h’ h ’ t w K m urn coincides with I(f) whose defi- 
nition precedes the statement of Theorem 1.4. Now Theorem 1.1(a) im- 
plies that there exists (T E Q(Irr(G)) such that Q(Irr(G)) = Q[cr] and 
a(C) # fJ(C.j) for i # j. Write 
k 
0= c Pi -Xi, 
%=I qi 
where the pi and qi are integers. Let q = nr= 1 qi, and set S = qa. Then 6 
is a generalized character satisfying 6(Ci) # S(Cj) for i # j. 
Next we write 6 = 81 - 82, where 81 and 02 are characters of G. Let m 
be a positive integer satisfying 
for all i and j with &(Ci) - &(Ci) # 0. Then the character 0 = 6 + me2 
satisfies e(CJ # e(q) f or all i # j. Part (a) of the theorem now follows 
from Theorem 1.1(b). 
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Finally, Theorem 1.2 implies that Q[v] = Q(~(v)) for all n E Q(Irr(G)), 
and that C[($J) > 7(v) if and only if Q[$J] C Q/n]. Clearly, II, E Q[vl if and 
only if Q[$J] c Q[Q]. Note that q!~ E Q[q] implies Q+ c Q,. This proves (b) 
and (c). ??
Proof of Theorem 1.5. As in the proof of Theorem 1.4, set Irr(G) = 
{xl = 1G, X2,. . . , xk} and Con(G) = { Cr = {l}, Cz, . . . , Ck}. By Proposi- 
tion 4.1, the matrix Y = (ICilxj(C~)/xj(l)) is a diagonalizing matrix of the 
separable, semisimple, finite-dimensional, commutative Q-algebra Z(QG) 
with respect to the basis t3 = {Cl, Cz, . . . , t?k}; and 
y-lM(C;B)y = diag IcIXl(c), Ictx2(c), _. , lckk cc> 
Xl(l) x20) Xk(l) 1 
for any C E Con(G). 
It follows that the type of C corresponding to B and Y is precisely I(C) as 
defined before stating Theorem 1.5. Now parts (a) and (b) of the theorem, 
as well as the equivalence of (i) and (ii) in part (c), are implied by Theorems 
1.1 and 1.2. Clearly Q[D] C Q[C] ’ pl’ im ies 0 E Q[C], which in turn implies 
D = Et= 1 CX~(C)~ for some cyi E Q. Hence, 
diag PlXl(D) Plx2(W IDlXk(D) 
Xl(l) ’ x2(1) ““’ Xk(l) 1 = Y-%(D;f?)Y 
k 
= c (cQ(Y+t4(C; W)” 
i=l 
=diag [goi. [“L;i,“‘li, 
icIxk(c) i II Xk(l) ’ 
and so QD c Qc. ??
We conclude this section by stating without proof an analog of Theorem 
1.4 for Brauer characters and for principal indecomposable characters. The 
proof is identical to that of Theorem 1.4, except that here we use parts (c) 
REGULARREPRESENTATIONSOFALGEBRAS 175 
and (d) of Proposition 4.1 instead of part (a) of that proposition. We need 
to set up analogous notation as well. 
NOTATION. Fix a prime number p, and set Con,(G) = { K1 = {l}, 
Kz, . . , K,}. For every subring lK of Cc, denote by lK(Ibr(G)) the linear 
span of Ibr(G) over JK, and by IK(Ipi(G)) the linear span of Ipi over K. 
Thus, Z(Ibr(G)), is the set of all generalized Brauer characters. Clearly, if 
K is a subfield of @, then K(Ibr(G)) and IK(Ipi(G)) are separable SFCAs 
over R. 
Let f E Con,(G). We denote by Q/ the smallest subfield of Cc con- 
taining Q and the numbers f(Kl), f(Kz), . . . , f(K,). We say in this case 
that f is realized in Qf . The smallest subfield of @ containing U { Qf 1 f E 
Ibr(G)} is denoted by &G. Similarly, the smallest subfield of @ containing 
U {Qf 1 f E Ipi( is denoted by (f&G. Finally, the type of f E Con,(G), 
denoted by 7(f) , is defined by l(f) = 7(f(K1), I,. . . , f(K)). 
THEOREM 4.2. Let G be a finite group, and let p be a fixed prime. Then: 
(a) There exist a Brauer character 0 and 77 E Z(Ipi(G)) such that 
Q(Ibr(G)) = Q![0] and Q(Ipi(G)) = a[~]. In particular, QBG = Qe and 
QIG = Q,. 
(b) For every T E .Z(Ibr(G)) or T E Z(Ipi(G)) we have Q$-] = Q(7(7)). 
(c) Let 17 and $ be in Z(Ibr(G)) (respectively in iZ(Ipi(G))). Then the 
following statements are equivalent: (i). I($) > 7(q); (ii). Q[$] s U.&l. 
Each of these statements implies that Q, C Q,. 
V. GENERALIZED CIRCULANTS 
LetIFbeafield,andletf(x)=x”-a,_~xn-1-aa,_~xn-2.~.-a~E 
lF[x] be a manic polynomial with no repeated roots in its splitting field over 
IF. Then Cf, the companion matrix of f(x), is given by 
1 
0 
0 
0 
al 
0 
1 
0 
0 
a2 
0 
0 
1 
0 
a3 
. 
. . 
. . . 
. . . 
. . 
Each matrix in JF[Cf] has a unique representation as a linear combination 
of the form ~~~01 ci(Cf)i, whose first row is clearly (~0~~1,. . . ,k_ I), 
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and the other rows are patterned as dictated by f(x). As stated in 
Section I, the elements of lF[Cf] are called f(x)-circulants. The f(x)- 
circulant CyIt q(Cf)i is denoted by f(x)-circ(q,, cl,. . . , c, _ I), If u = 
f(x)-circ(2Le, ui, . . . , Us _ i), we denote by gU(x) the polynomial gU(x) = 
c;.-; &Xi. 
EXAMPLES. (a) Let f(x) = xn - /c where k E F. Then 
‘0 1 0 0 . . . o- 
0 0 1 0 . . . 0 
0 0 0 1 . . . 0 
c,= . . . . . . . . . 
0 0 0 0 . . . ; 
_k 0 0 0 . . . 0, 
As (Cf)n = k1, we see that every element of lF[Cf] has the form 
a2 a3 . . . an-i 
It follows that lF[Cf] is the collection of the so-called {k}-circulants (see [6, 
pp. 83-851). For k = 1, IF[Cf] is the set of all circulant matrices, and for 
k = -1 we get the so-called skew-circulants. 
(b) Let f(x) = xn - x - 1. It can be seen that the collection of 
f(x)-circulants in this case is the set of all n x 72 matrices over F with an 
arbitrary first row and the following rule for obtaining any other row from 
the previous one: Get the i + 1st row by adding the last element of the ith 
row to the first element of the ith row, and then shifting the elements of 
the ith row (cyclically) one position to the right. For example, if n = 6, 
then the f(x)-circulants are all the matrices over F of the form 
; 
d 
: 
f - 
e f+e a+f : C : 
d e+d f+e a+f b 
c d+c e+d f+e a+f ; 
_b cfb dfc e+d f+e a+f_ 
Clearly, the choice of different polynomials yields different families of 
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patterned matrices. As the next proposition shows, these families share 
many of the properties of known families of generalized circulants. 
PROPOSITION 5.1. Let P be a field, and let f(z) E P[z]. Denote that 
roots of f(z) in its splitting field over IF by al, CQ, . . . ,a,. Assume that 
ai # aj for i # j. Let A = F[Cf] be the collection of all f(z)-circulants. 
Then: 
(a) A is a separable, semisimple, n-dimensional, commutative algebra 
over P, and the matrix 
(CYg-1 (ap-l (a3y-1 ... : 1 (a,jn--l 
is a diagonalizing matrix for A with respect to the basis {I, Cf , (Cf)2, . . ., 
(Cf)n - ‘}. In fact, if w is an f(z)-circulant then 
Y-‘uJY = diag (gW(oi),gW(oz), . . . ,gw(an)). 
1 
ii 
1 1 . . . 1 
01 a2 a3 . . . 0, 
Y= M2 W2 (Q3)2 .'. (%J2 
i i 
(b) Suppose P is infinite, and let w and u be f-circulants. Then w can 
be written as h(v) for some h(z) E P[x] if and only if 
(c) An n x n matrix is an f(z)-circulant if and only if it is commutes 
with Cf. 
(d) Assume that a, E IF, i = 1,2,. . . , n. Then an n x n matrix is an 
f(z)-circulant if and only if it is of the form YDY-‘, where D is a diagonal 
matrix over IF. 
(e) If lF is infinite, then every subalgebra of A is of the form lF[u] for 
some u E A. 
Proof. Let B be the algebra of all n x n matrices over IF. Set u = 
Cf. Then u E B and A = F[u]. Let B = (1, u, u2, . . , un- l}. Clearly, 
M(u;B) = u; so M(a(u);B) = a(u) for all a(~) E F[z]. Also, f(x) = 
Pi. Part ( a now follows from Proposition 2.9, and parts (b) and (e) are ) 
consequences of Theorem 1.2. 
(c): Clearly, every f(z)-circulant commutes with u = Cf. Conversely, 
if b is an n x n matrix over P commuting with Cf, then b must be of the 
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form g(u) for some g(z) E P[z] (see [ll, p. 23]), so b E A as claimed. 
(d): By assumption, Y and diag(gw(cri),gw(oz), . . . ,gw(a,)) are matri- 
ces over F for all w E A. Set 
A’ = {YDY-1 1 D a diagonal matrix over I!?}. 
Clearly, A’ is a vector space of dimension n over IF. By part (a) A c A’, 
so A is an n-dimensional subspace of A’. Hence A = A’ as required. ??
REMARKS. (a) Some of the results in [6] (e.g., Theorems 3.1.1, 3.2.1, 
3.3.1, and 3.2.3; most of the claims of Theorems 3.2.4; and the properties of 
{Ic}-circulants on pp. 83-84) are special cases of Proposition 5.1. Further- 
more, under certain restrictions on the field F, one can obtain additional 
properties of f( z )- circulants that generalize results in [6]. We will not do 
this here. 
(b) Proposition 5.l(b)( ) c remain valid if Cf is replaced by any ma- 
trix with no repeated eigenvalues. Thus, part (b) can be considered as a 
generalization of Corollary 6.2.7 of [6]. 
We next mention two methods for constructing other types of general- 
ized circulants. We shall not go into details, as our purpose here is not to 
prove properties of generalized circulants, but to see how such properties 
relate to regular representations of algebras. The families of generalized cir- 
culants obtained here and elsewhere are in fact realizations of the regular 
representations of SFCAs under various bases. 
Remark on Other Generalizations of Circulants. The so-called retro- 
circulants and the so-called g-circulants (see [6, Chapter 51) are examples 
of families of generalized circulants that are not algebras. Each of these 
two families can be obtained from the algebra of circulants by multiplying 
each circulant by a particular nonsingular square matrix (see [6, Chapter 
51). Generalizations of f(s)-circulants can be obtained in the same way. 
In [4] the matrix-regular representations of semisimple, finite-dimensional 
C-algebras with respect to a pair of bases are shown to be generalizations 
of retrocirculants and g-circulants. The method used in [4] holds for arbi- 
trary fields and can be applied to j( z )- circulants. The properties of these 
generalization are simple consequences of properties of the underlying al- 
gebras. 
Remark on Generalized Block Circulants. Constructions and properties 
of generalized circulants can be found, for example, in [3, 4, 6, 71. One 
constructs a generalized block circultants out of, say, two vector spaces VI 
and V, of generalized circulants, as follows: The family of block {VI, b’s}- 
circulants is the family of the matrices “patterned” as dictated by VI, each 
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of whose entry is a matrix “patterned” as prescribed by Vz. Such spaces are 
shown in [3, 41 to be a matrix regular representation of the tensor-product 
space VI @I VZ. Although in [3, 41 we assumed IF = C, the method works 
for any field. As building blocks one may take any type of generalized 
circulants, including f(x)-circulants. One can use more than two spaces to 
build multiple-level generalized block circulants. Again, properties of these 
generalizations are easy to obtain and they imply many of the results in [6]. 
VI. GENERALIZED CYCLIC CODES 
Our coding-theoretical notation is taken from [lo]. Let IF be a field, 
and let f(x) E F[x] b e a manic polynomial with no repeated roots in 
its splitting field over IF. An f( x co )- d e is an ideal of the quotient ring 
A = ~W(.f(x)). Th e e ree n of f(x) is called the length of the code. d g 
Elements of an f(x)-code are called codewords. 
We denote images in A by bars; that is, if u(x) E P[x] then e(x) = 
u(x) + (f(x)). If a E A, then there exists a unique polynomial e(x) E F[x] 
of degree less than n such that a = u(x). Let 
Ff(z)[xl = (4~) la(x) E @I, degree u(x) < n}}. 
Then lFf~~)[x] is an IF-algebra with respect to the usual addition and 
scalar multiplication, and with products taken modulo f(x). The map- 
ping e(x) 4 u(x) is an algebra isomorphism between lFf(l)[x] and A. 
Ff(z~ [x] can be made into an F-algebra in yet another way as follows: De- 
fine addition and scalar multiplication as usual, and define a product * 
by 
This algebra will be denoted by (P,(,) [x] j *I. 
EXAMPLES. (a) Take f(x) = xn - 1. Then the f(x)-codes are the 
cyclic codes of length n. Writing the elements of the cyclic codes in vector 
notation, we see that whenever (cg, cl, . . , c,, _ 1) is a codeword, then so is 
(%-ll,CO,C1,.. . ,cn-2). 
(b) Take f(x) = xn-x-l. Writing the codewords in vector notation, we 
have that whenever (CQ, cl,. . . , c, _ 1) is a codeword, then so is (c,, _ 1, cc + 
Gl-l,Q,...,cn-2). 
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DEFINITION. Let (~1, (~2,. . . , a, be a fixed ordering of the roots of 
f(x) in its splitting field K over IF. Let a(x) E IKf(Z)[x] % K[~]/f(x)). The 
polynomial A(z) = Cy= 1 u(Q~)z~-~ is called the Matteson-Solomon (MS) 
polynomial of U(X). 
Clearly, A(z) E lKf(z)[z] see [lo, p. 2391. 
Theorem 6.1 below follows from results in Section II. Part (b)(ii) of the 
theorem is in fact Theorem 22(i), (ii) in [lo. pp. 240-2421. Our proof of this 
part avoids the computations done in [lo] by realizing that the “unnatural” 
product * (defined in [lo, p. 2401) is actually the product of the diagonal 
matrices that correspond to the elements of lKf(Z)[~]. The isomorphism 
of IKf(Z)[~] and (lKf(,)[z], *) [lo, p. 2421 is essentially the simultaneous 
diagonalization of the elements of IKf(2~ [xl. 
THEOREM 6.1. Let F be a field, let f(x) E F[x], and let cq, ~22, . . . , cr, be 
a fixed ordering of the roots off(x) in its splitting field IK over IF. Assume 
that f(x) is manic and that CY~ # crj for i # j. Set A = Ff(Z,[x] Z 
F[x]/(f(z)) and B = lKf(Z)[x] 2 K[x]/(f(x)). Then: 
(a) A and B are separable, semisimple, n-dimensional, commutative 
algebras over IF and EC, respectively. 
(b) If I3 be is a basis of B, then there exists a diagonalizing matrix X 
of B with respect to t3 such that 
X-‘M(a(x); 23)X = diag(a(cq), a(az), . . . , ~(a,)) for all u(x) E B. 
In particular: 
(i) The eigenvalues of the linear transformation T,(,) are the coeficients 
of the MS polynomial of a(x). 
(ii) The mapping u(x) -+ A(t) is an algebra isomorphism from IKfcz) [x] to 
(%)[“I7 *I. 
Proof Let u = x+(f (x)). Then A g P[u] and B g K[u]. In both cases 
pU(x) = f(x). Now part (a) follows from Proposition 2.9(a). The main part 
of (b) may be seen to follow from Proposition 2.9(b). Here, however, we give 
a direct proof. Fix an i, and set q(x) = f(x)/(x - cq). Then q(x) E B. 
Clearly, Q(X)(X - cryi) = 0 [modulo f(x)], so that xwi(~) = aiwi(x) in 
B. This implies that a(z)vi(~) = a(oi)q(x) for all u(x) E B. Thus 
q(x) is an eigenvector of T,(,) belonging to the eigenvalue a(cui) for all 
i = 1,2.. . , n and all a(x) E A. Since cr( # q for i # j, we find that 
f3’ = {Q(X)]i = 1,2,. . . , n} is a basis of B, with respect to which each 
a(x) E B is represented by the matrix diag(a(ai),a(az), . . . ,a(a,)). So 
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the desired matrix X exists. Part (b)(‘) . 1 IS now obvious. To obtain (b)(ii) 
we recall that the mapping 
U(X) -+ M(a(x); B’) = diag(a(crl), a(m), ,a(~~)) 
is an algebra isomorphism [see Lemma 2.1(b)]. Obviously, the mapping 
sending the diagonal matrix diag(a(ai), U(CQ), . , a(~,)) to the MS poly- 
nomial A(z) = CT= 1 u(cri)z n - 2 is an injective, linear, multiplicative map 
onto (Kf(z) L4, *j. ??
NOTATION AND FACTS. Let F be a field, and let f(x) E lF[x] be a 
manic reducible polynomial over IF with no repeated roots in its splitting 
field over IF. Let C be an f(x)-code of length n. As is customary in coding 
theory, we now identify F[x]/(f(x)) with F[x]f(z), where multiplication in 
F[x]f(z) is taken modulo f(x). Let g(x) be the unique manic polynomial 
of lowest degree in C. It is obvious that g(x)]f(x) and that C is gener- 
ated (as an ideal) by g(x); i.e., C = (g(x)). The polynomials g(x) and 
h(x) = f(x)lg( x are called the generator polynomial of C and the check ) 
polynomial of C, respectively. As in coding theory (and with the same 
proof), it can be shown that C has a unique idempotent generator e(x) 
(see [lo, p. 2171). Clearly C = lF[xe(x)]. 
REMARK. The generator and check polynomials of an f(x)-code give 
rise to analogs of the so-called generator matrix and parity-check matrix 
for C (see [lo, pp. 190-191, 194-1951). In the example displayed earlier in 
this section,, the generating matrices of the two codes are identical, while 
the parity-check matrices are, of course, distinct. 
THEOREM 6.2. Let F be a field, and let f(x) E P[x] be a manic re- 
ducible polynomial over IF with no repeated roots in its splitting field K over 
F. Let C be an f( x co )- d e with generator polynomial g(x) and check poly- 
nomial h(x). Set n = degreef(x), r = degreeg(x), s = degreeh(x), and 
letPl,Pz,... , fls be the roots of h(x) in K. Then: 
(a) C is a separable, semisimple, s-dimensional, commutative algebra 
over IF (and over K). 
(b) If l? is a basis of C over P, then there exists a matrix X over IK 
such that 
X-lM(c(x); WX = diag(c(Pl),c(Pa), . . . , c(/&)) 
for every codeword c(x) E C. 
(c) Let c(x) be a codeword. Then C = lF[c(x)] if and only ifc(&) # 
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@j> for i # j. 
Proof. As C is a subalgebra of P[z] fcZ), part (a) follows from Theorem 
6.1 and the fact that {g(z), xg(x), . . . , P-lg(x)}, is a basis of C. To show 
(b), consider C = (g(z)) as an algebra over K. Let p = & for some i, 
and set 
Then V(X) is a nonzero element of C. As in the proof of Theorem 6.1, it 
follows that C(X)V(X) = c(~)w(z) for all c(x) E C. The rest of the proof of 
(b) is similar to that of Theorem 6.1. Finally, (c) is a consequence of (b) 
and Theorem 1.1. H 
REMARK. Let C be an f (x)-code with a generator polynomial g(x) 
and a check polynomial h(z). As f (cc) has no repeated roots, we have 
(g(z),h(z)) = 17 so that IF[s]~(~) = C @ C’, where C’ = (h(s)). Now 
choose bases B for C and f3’ for C’. Then D = B U B’ is a basis of lF[z]f(,). 
Let u(x) E lF[z]f(,), and write a(x) = al(z) +az(z), where ai(x) E C and 
u2 E C’. It follows that 
( M(m(z); a) 0 M(u(z); 22) = 0 ) M(az(s); q . 
So u(x) is a codeword if and only if M(uz(z); B’) = 0. 
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