This study presents two scientific and one operational retrieval algorithms used to obtain vertical distributions of bromine monoxide (BrO) from observations of the scattered solar light performed by the SCIAMACHY instrument in limb viewing geometry. The study begins with a discussion of the theoretical basis of all algorithms followed by an investigation of the retrieval sensitivity. Simulations with three different radiative transfer models allow us to analyze influence of the forward model implementation upon the retrieval results. By means of synthetic retrievals we analyze major sources of uncertainties in the resulting BrO profiles such as different BrO cross sections, their temperature dependence, and stratospheric aerosols. Finally, the reliability of SCIAMACHY BrO profile retrievals is demonstrated comparing results from different algorithms to each other and to balloon-borne observations.
Introduction
The important roles of bromine compounds in the destruction of stratospheric ozone and the related need for accurate knowledge of the stratospheric bromine budget have Correspondence to: A. Rozanov (alexei.rozanov@iup.physik.uni-bremen.de) been discussed by different authors in recent years Salawitch et al., 2005; Sioris et al., 2006; Kovalenko et al., 2007) . In spite of this, there are few relevant observations. The total inorganic bromine (Br y ) in the stratosphere is estimated from the measurements of bromine monoxide (BrO) coupled with a photochemical model. High quality information on vertical distribution of BrO from the troposphere to the middle stratosphere is obtained from balloon-borne instruments (see e.g. Harder et al., 1998; Pfeilsticker et al., 2000; Pundt et al., 2002; Dorf et al., 2008) . The expense and logistics of balloon campaigns mean that only a limited number of launches at selected locations were achieved in the last two decades. An additional important contribution to long-term BrO observations is provided by multi-year series of low resolution vertical profiles from ground-based zenith sky observations (Hendrick et al., 2009 ). These measurements, however, are carried out only at a few locations. Space-borne instruments are now available making measurements yielding both long-term observations of stratospheric BrO distributions and short-term global coverage. In the upper stratosphere (∼30-45 km) global vertical distributions of BrO are retrieved from the measurements from the Microwave Limb Sounder (MLS) instrument on board the Aura satellite launched in July 2004 (Kovalenko et al., 2007) whereas in the middle and lower stratosphere these are provided from the measurements by the Scanning Imaging Absorption Spectrometer for Atmospheric Published by Copernicus Publications on behalf of the European Geosciences Union. (Rozanov et al., 2005a; Sinnhuber et al., 2005; Sioris et al., 2006) . Recently, zonal-mean vertical profiles of BrO in the middle and lower stratosphere were also obtained from observations from the Optical Spectrograph and InfraRed Imager System (OSIRIS) on board the Odin satellite launched in February 2001 (McLinden et al., 2010) . Furthermore, the Superconducting Submillimeter-Wave Limb-Emission Sounder (SMILES) instrument put into operation on board the International Space Station (ISS) in October 2009 is providing vertical distributions of BrO in the middle and upper stratosphere on the global scale (Kasai et al., 2000) .
In this study we investigate the retrieval algorithms aimed to gain vertical distributions of stratospheric BrO from SCIAMACHY limb measurements, namely, the algorithms developed at (i) Max Planck Institute for Chemistry in Mainz, Germany (MPI Mainz), (ii) Institute of Environmental Physics, University of Bremen, Germany (IUP Bremen), and (iii) German Aerospace Center Oberpfaffenhofen, Germany (DLR). It should be noted here that both MPI Mainz and IUP Bremen retrievals are precision optimized for scientific applications whereas DLR approach represents one for a speed optimized operational processor. The latter is a part of the operational ESA processor employed to generate version 5.01 of Level 2 dataset. The retrieval algorithm of IUP Bremen described here is used to generate version 3.2 of scientific BrO dataset which is publicly available via the web page of the Institute of Environmental Physics (IUP), University of Bremen.
This manuscript is structured as follows. In Sect. 2 we provide essential details on the SCIAMACHY instrument and limb observation geometry. In Sect. 3 we discuss the theoretical basis of the retrieval algorithms and technical implementation details. The discussion starts with a general formulation of the inverse problem in Sect. 3.1. Thereafter, we show in Sect. 3.2 how the inverse problem is transformed for use in the framework of different retrieval techniques. Section 3.3 describes auxiliary fit functions (so-called pseudo-absorbers or spectral corrections) needed for a successful fitting of minor atmospheric species. In Sect. 3.4 we provide details on the technical implementation of the retrieval and parameter settings for each particular algorithm. Section 4 lists general parameter settings for all three retrievals. In Sect. 5 we discuss the retrieval characteristics and diagnostics such as averaging kernels, precision, measurements response, and vertical resolution, as well as the influence of the a priori information upon the retrieval results. Possible differences in the retrieval results resulting from the usage of different radiative transfer models are analyzed in Sect. 6 by means of comparisons of synthetic retrievals. Section 7 analyses retrieval uncertainties resulting from differences in BrO absorption cross sections, temperature dependence of BrO cross sections, and stratospheric aerosol loading. The retrieval results for one SCIAMACHY orbit obtained with all three retrievals are compared in Sect. 8. In Sect. 9 the SCIAMACHY retrievals are compared to collocated balloon-borne observations from different instruments (DOAS, SAOZ, TRIPLE). Finally, Sect. 10 presents a summary and a set of conclusions.
SCIAMACHY limb observations
SCIAMACHY is a passive imaging spectrometer comprising 8 spectral channels covering a wide spectral range from 214 to 2380 nm. Each channel is equipped with a grating spectrometer with a 1024 element diode array as a detector. The vertical distributions of BrO considered in this study are retrieved exploiting only the spectral information obtained from channel 2 (300-412 nm) of SCIAMACHY. The spectral resolution in this chanel is about 0.26 nm and the spectral sampling is about 0.11 nm. More details about the instrument design and mission objectives are presented by Burrows et al. (1995) and Bovensmann et al. (1999) .
In the limb viewing geometry, the SCIAMACHY instrument observes the atmosphere tangentially to the Earth's surface starting at about 3 km below the horizon, i.e., when the Earth's surface is still within the field of view (FOV) of the instrument, and then scanning vertically up to the top of the atmosphere (about 100 km tangent height). At each tangent height a horizontal scan lasting 1.5 s is performed followed by an elevation step of about 3.3 km. During this step no measurements are made. Thus, the limb observation sequence is performed with a vertical sampling of 3.3 km. In the altitude range relevant for this study, most typical tangent heights of the limb measurements are located around 9.9 km, 13.1 km, 16.4 km, 19.7 km, 23.0 km, 26.2 km, 29.6 km, 32.8 km, and 36 .0 km. The vertical instantaneous field of view of the SCIAMACHY instrument is about 2.5 km at the tangent point. Although the horizontal instantaneous field of view of the instrument is approximately 110 km at the tangent point, the cross-track horizontal resolution is mainly determined by the detector integration time during the azimuthal (i.e., horizontal cross-track) scan reaching typically about 240 km. This averaging corresponds to one detector readout. In this study, however, an additional azimuthal averaging is performed to increase the signal to noise ratio of input spectra. This results in a cross-track resolution of about 960 km. The horizontal along-track resolution is estimated to be about 400 km. A typical limb observation sequence as performed by the SCIAMACHY instrument is illustrated in Fig. 1 (the plot has been created by S. Noël, IUP, University of Bremen).
In the spectral range considered in this study, the expected values of the signal to noise ratio in horizontally integrated limb measurements range from 4000 to 6000 at tangent heights between 15 and 25 km decreasing to 1500-2500 at about 35 km tangent height. These values have been obtained by modeling with the SCIAMACHY Instrument Simulation Software. The method to calculate the signal to noise ratios and further details on signal to noise characteristics of the SCIAMACHY instrument are presented by Noël et al. (1998) .
Throughout this study, version 6.03 of SCIAMACHY Level 1 data is used with the calibration steps from 0 to 5 applied, i.e., the wavelength calibration is performed and the corrections for memory effect, leakage current, pixel-to-pixel gain, etalon, and internal straylight are accounted for. The polarization correction as well as the absolute radiometric calibration are not used.
Retrieval approach

Formulation of the linearized inverse problem
Most of the retrieval methods aimed to obtain vertical distributions of atmospheric species from measurements of scattered solar light require knowledge of the relationship between the atmospheric parameters and the intensity of radiation as measured by the instrument. This relationship is usually provided by a radiative transfer model, i.e., by the solution of the radiative transfer equation, and can be written in a discrete representation as y = F x, x * + rtm + m .
Here, y is the data vector (also referred to as the measurement vector) containing measured radiances and the mapping F represents the radiative transfer operator (also referred to as the forward model operator). The latter simulates radiances as they would be measured by the instrument for a known atmospheric state. It should be noted that in the discrete representation the radiative transfer operator applied to any known atmospheric state results in a vector that is further referred to as the model data vector. The state vector x comprises atmospheric parameters (e.g., molecular density profiles, aerosol characteristics, etc.) to be retrieved, x * contains the parameters, which affect the measured spectral signal but cannot be retrieved as a result of a lack of information, rtm is the modeling error accounting for approximations in the radiative transfer modeling as well as instrumental effects not included in the model simulations, and ε m is the measurement error. To meet the applicability requirements of commonly used statistical inversion methods, e.g., the optimal estimation technique (Rodgers, 2000) , the measurement error is assumed to be stochastic and normally distributed around a zero mean.
As standard inversion methods are developed for linear problems, which is usually not the case for Eq. (1), a linear relation between the atmospheric parameters and the measured radiation needs to be obtained first. This is achieved by expanding the radiative transfer operator, F (x, x * ), in the Taylor series around an initial guess atmospheric state and neglecting higher order terms:
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is the partial derivative matrix (also referred to as the weighting function matrix), and
contains the modeling, measurement, and linearization errors as well as the error resulting from unknown atmospheric parameters, which cannot be retrieved from the measurement. Equation (2) represents the most general formulation of the inverse problem specific to the retrieval of atmospheric parameters from spectroscopic measurements.
Solution methods
Most widely, the inverse problem formulated in Sect. 3.1 (vertical profile retrieval from measurements of the scattered solar light) is solved employing the so-called DOAS (Differential Optical Absorption Spectroscopy) technique, which is described in detail by Platt and Stutz (2008) . Applying this technique to space-borne observations in the limb viewing geometry, the retrieval is done in two steps: first performing spectral fits at each tangent height independently to obtain auxiliary quantities called slant columns (integrated amounts of absorber along the effective light path) and then solving the inverse problem for slant columns to obtain vertical profiles of atmospheric species of interest (Haley et al., 2004; Krecl et al., 2006; Sioris et al., 2006; Kühl et al., 2008) . In the first step of DOAS retrievals, often referred to as the spectroscopic retrieval, a model simulation at the a priori state is not needed (the first term in Eq. 2 cancels out, see below) and the weighting function matrix, K, is replaced by the appropriate cross sections, which makes this approach very efficient computationally. Alternatively, vertical distributions of atmospheric species can be retrieved employing the so-called global fit approach, where the inverse problem is formulated directly for all available spectral measurements (Milz et al., 2005; Rozanov et al., 2005a; Doicu et al., 2007) . Using this method both simulated spectra and weighting functions need to be calculated at each spectral point for the a priori atmospheric state, making the approach much slower as compared to the DOAS technique. On the other hand, it allows the absorption features of atmospheric species to be considered more accurately. As described by Rozanov et al. (2005a) , the global fit approach may also include an auxiliary spectral fitting procedure performed at each tangent height independently, which is somewhat similar to the spectroscopic retrieval in the DOAS technique. This spectral fit does not introduce any intermediate quantities (as slant columns in DOAS) and aims only to increase the quality of the input spectra, which are passed to the main inversion. A detailed description of both techniques and their implementation in different retrieval algorithms is given below.
There are also retrieval algorithms, which cannot be directly associated with one of the above discussed techniques. They might employ, for example, an Onion Peeling type approach (Russell and Drayson, 1972; Tukiainen et al., 2008; Noël et al., 2010) or some specific combinations of measured data (Flittner et al., 2000; Bourassa et al., 2007) . These methods are, however, outside the scope of our study.
Transformation of the measurement vector
All retrieval algorithms discussed in this study solve the inverse problem in the logarithmic representation, i.e., the inverse problem is formulated for the logarithms of the limb radiances rather than for the radiances themselves. As shown in previous studies (Klenk et al., 1982; Hoogen et al., 1999; Rozanov and Kokhanovsky, 2008) , this approach improves the linearity of the inverse problem resulting in smaller linearization errors. Furthermore, as spectral contributions of the retrieved atmospheric species and most of contaminating parameters are multiplicative, it is more appropriate to perform spectral fits in the logarithmic representation.
Taking the logarithms of both sides of Eq.
(2), neglecting the error term, and, then, expanding the righthand side into the Taylor series around F (x a ) assuming F (x a ) K(x − x a ), the inverse problem at each particular tangent height, h j , can be rewritten as follows:
Here, the data vector y j contains the limb radiance measured at the considered tangent height in all spectral points within the selected fitting window, the model data vector F j (x a ) contains corresponding simulated radiances calculated for the a priori state of the atmosphere, x a , andF j is a diagonal matrix containing elements of vector F j (x a ) at the diagonal. For simplicity reason, the argument x * a in the parameter list of the model data vector, F , is omitted.
To minimize the influence of the solar Fraunhofer structure and avoid the need of the absolute radiometric calibration of the instrument, all algorithms considered in this study use a limb observation at an upper tangent height (often referred to as the reference tangent height, h ref ) to normalize the measured spectra (details are given below). This results in the following transformation of the data vector:
where I j (λ l ) and I ref (λ l ) represent the limb radiance at a wavelength λ l measured at the tangent height h j and at the reference tangent height, respectively, and L is the total number of the spectral points in the selected spectral window. The appropriate transformation for the weighting function matrix iŝ
Components of the transformed model data vector,F j , are obtained in exactly the same way as for the measurement vector,ŷ j . However, as mentioned above, the model data term cancels out if the retrieval is performed employing the DOAS technique. The full inverse problem as defined by Eq.
(2) is rewritten then aŝ
where the full vectors and matrices are obtained, stacking the corresponding quantities for all tangent heights on top of each other.
Accounting for spectral corrections
Most commonly, relevant atmospheric parameters are considered in the forward model and either can be retrieved from the measurements or their influence upon the retrieval is neglected (x and x * state vectors discussed in Sect. 3.1). However, there are also parameters, which have known spectral signatures but for different reasons cannot be included in radiative transfer calculations. These parameters, referred to as the spectral corrections or pseudo-absorbers, describe usually insufficiently quantified instrumental effects, or complex natural phenomena, which are difficult to model. A common way to account for pseudo-absorbers is to include their spectral signatures in the retrieval procedure by fitting the corresponding scaling factors. Formally this leads to the following transformation of the inverse problem formulated in Sect. 3.2.1:
where W sc j is a matrix containing the spectral corrections and vector s contains the corresponding scaling factors. A detailed discussion of the spectral corrections used in this study is presented in Sect. 3.3.
Transformation of the inverse problem in the framework of the DOAS technique
As pointed out above, the standard DOAS technique employs a two step approach separating the spectral fit and the vertical inversion procedure. The inverse problem that needs to be solved at the first inversion step (usually referred to as the spectroscopic retrieval) for each tangent height is defined by
As discussed in detail in Appendix A this equation, which is a spectral representation of Eq. (A9), can be derived from Eq. (9) under assumptions specific to the standard DOAS technique (see last paragraph of Appendix A for details).
Here, N k is the total number of atmospheric species included in the fit, σ k (λ) and c k are their absorption cross sections and slant columns, respectively, W sc m (λ) and s m represent the spectral corrections and their scaling factors, respectively, M is the total number of spectral corrections included in the fit procedure, and P λ is a low order polynomial in wavelength. For the sake of simplicity, the explicit notation of the tangent height dependence (index j ) is omitted.
Equation (10) is solved in the least squares sense to obtain c k and s m parameters for each tangent height. However, only the slant columns of the atmospheric species of interest are used further in the retrieval process whereas the slant columns of all other atmospheric species included in the fit procedure as well as the scaling factors for the spectral corrections, s m , are auxiliary parameters, used only to improve the fit quality.
The inverse problem to be solved at the second step (vertical inversion) of the standard DOAS technique can be obtained from the logarithmic representation of the general inverse problem given by Eq. (8). This is done by rewriting all of the terms in accordance with the discussion in Appendix A as described below.
In this study, only BrO slant columns obtained at the spectroscopic retrieval stage are considered in the vertical inversion procedure whereas contributions of other parameters are separated from the measured signal based on their unique (not correlated) spectral signatures. Taking into account Eq. (A7) this corresponds formally to the following transformation of the measurement vector elements:
Here, curly brackets are used to denote elements of vectors, i.e., {ŷ j } l is the element of the measurement vector corresponding to the tangent height j and wavelength l, vector c contains BrO slant columns obtained from the spectroscopic retrieval at different tangent heights, and P λ represents a subtraction of a low order polynomial in the wavelength domain. For the sake of simplicity, the subscript "k" indicating the number of retrieved species is omitted for both slant column and the cross section. The transformation of the model data vector components is done in exactly the same way as for the measurement vector:
where c a contains BrO slant columns corresponding to the a priori atmospheric state. The elements of the logarithmic weighting function matrix,K, as defined by Eq. (7), can be expressed via the socalled box air mass factors that describe the effective light path enhancement in the corresponding altitude layers, see Eq. (A2). Although in a general case the box air mass factors depend on the wavelength, the assumption about a wavelength independent slant column in the framework of the standard DOAS technique requires the corresponding box air mass factor to be wavelength independent as well. The latter is usually achieved calculating the box air mass factor at a representative wavelength or combining values for various wavelengths. Consequently, the elements of the matrix,K can be represented as
Here, index i runs through all altitude levels in the forward model, H i is the geometrical thickness of the i-th layer, and
air mass factors at the altitude i for the tangent height j and the reference tangent height, respectively. The terms on the right-hand sides of Eqs. (11)-(13) contain the BrO absorption cross section, which depends only on wavelength, multiplied by a wavelength independent term. This allows the inverse problem defined by Eq. (8) to be modified as follows:
whereÃ ≡ÂH and, similar to the slant column vector c, the state vector x contains BrO related components only. Looking at Eq. (A6) it is clear that c a =Ãx a . Thus, the final equation for the linearized inverse problem to be solved at the second step (vertical inversion) of the standard DOAS technique is obtained as
It follows that, in the framework of the DOAS technique, the inverse problem is modified considering the slant columns, obtained at the spectroscopic retrieval stage for each tangent height, as the measurement vector. As all terms in Eq. (15) are independent of the wavelength, no spectral fit needs to be performed during the vertical inversion step.
Spectral corrections
As mentioned above, the spectral corrections also referred to as the pseudo-absorbers are auxiliary functions containing known spectral features which are not included in the forward model. Usually, they describe spectral features due to different kinds of the instrumental effects or complex natural phenomena. In this section we provide a short overview of the spectral corrections commonly used in the framework of the standard DOAS technique (see, e.g., Sioris et al., 2003; Haley et al., 2004) and discuss how these corrections can be extended to the global fit method. In addition, eta and zeta corrections accounting for polarization features of the SCIAMACHY instrument are considered. The idea of using the polarization features as pseudo-absorbers has been previously discussed by McLinden et al. (2002b) ; Haley et al. (2004) for OSIRIS and by Kühl et al. (2008) for SCIA-MACHY limb retrievals. It is worth noting here that some of the spectral corrections described below (e.g., tilt, Ring effect, and offset corrections)
show very similar spectral structures. Thus, if a certain subset of spectral corrections is used, it might also approximate spectral structures attributed to the effects which formally are not included in the fit procedure. This means that one do not necessary need to use all spectral corrections described here and similar fit results can be obtained using different subsets of corrections.
Tilt
Because of a moderate spectral resolution and a relatively low sampling ratio (about 2 spectral pixels per FWHM of the slit function) of the SCIAMACHY instrument, the so-called tilt effect is observed in the measured limb spectra. This effect appears as a spectral shift of solar Fraunhofer lines which depends on the spectral slope (tilt) of the background limb radiance, i.e., it varies with the tangent height.
The physical reason of the tilt effect is that the incoming solar radiance is modified by the atmospheric extinction leading to different spectral slopes for different tangent heights. When such signal is imaged and convolved by an optical spectrometer with a wavelength discretizing detector, which tends to undersample the spectra, the shapes of sharp spectral structures are distorted differently for different background spectral slopes. As a result, spectral images of the signal dominating solar Fraunhofer lines are effectively shifted. Thus, ratioing of limb spectra at different tangent heights leads to non-negligible spectral residuals.
From the mathematical point of view, the residual spectral structure results because the forward modeling (if appropriate) and the spectral fitting are performed with a relatively coarse sampling (according to the spectral sampling of the instrument). If modeled properly, i.e., performing the radiative transfer calculations with high spectral resolution and sampling and convolving afterwards, the effect is expected to disappear. Thus, for the i-th tangent height this residual spectral structure (so-called tilt spectrum) can be simulated as follows:
where I hr (λ, h i ) and I hr (λ, h ref ) are the highly resolved and sampled limb radiances simulated for tangent height i and for the reference tangent height, respectively, whereas I lr (λ, h i ) and I lr (λ, h ref ) are the corresponding radiances calculated with the spectral resolution and sampling of the instrument. The operator L represents spectral convolution and binning as it occurs in the instrument when detecting the limb signals. Commonly, the tilt spectrum is considered to be caused by scattering processes only, i.e., the radiances are simulated assuming a non-absorbing atmosphere. A similar effect caused by local slope differences occurring as a result of atmospheric absorption is referred to as the I 0 effect and treated independently as described below. Simulated for some standard conditions, the shape of the tilt spectrum is considered to be independent of the tangent height and of the atmospheric scenario and only the scaling factor is fitted, i.e., t i (λ) = k i t (λ).
I 0 effect
As pointed out in the previous section, the spectral slope of the observed limb radiance can be caused not only by the scattering processes but also by the absorption by atmospheric species. This is because the wavelength dependence of the absorption cross sections of atmospheric species also causes local slopes (within absorption bands) in the spectral dependence of the observed limb radiance which vary with the tangent height. This effect is commonly referred to as the I 0 effect and the corresponding correction is denoted the I 0 -correction (Aliwell et al., 2002) . As discussed in Appendix B, in the framework of the standard DOAS technique this correction is accounted for replacing in the spectral fit procedure the pre-convolved absorption cross section by the so-called I 0 -corrected cross section:
.
Here, σ hr (λ) and I hr e are the absorption cross section and the extraterrestrial solar radiance at a high spectral resolution, respectively. The spectral fit is done then in a usual way.
In the framework of the global fit method the I 0 -correction is commonly calculated as a difference of the total correction and the tilt spectrum:
Here, the tilt spectrum, t i (λ), is calculated as discussed in Sect. 3.3.1 and the total correction, R i (λ), is obtained similarly to Eq. (16) but considering both scattering and absorption processes when calculating the radiance (see Appendix B for details). The I 0 -correction obtained according to Eq. (18) is then fitted with a scaling factor as a pseudoabsorber. Clearly, only the atmospheric species whose absorption features contribute significantly into the slope of the observed limb radiance need to be accounted for when considering the I 0 effect. In this study only ozone absorption is sufficiently strong enough to be considered.
Ring effect
The fact that solar Fraunhofer lines appear narrower and deeper in direct solar light as compared to the scattered light (so-called Filling in of Fraunhofer lines) has been discovered by Shefov (1959) and independently by Grainger and Ring (1962) . This effect, referred to as the Ring effect, is attributed to inelastic scattering processes taking place in the Earth's atmosphere. Later investigations have shown that, for spaceborne and ground-based measurements of the scattered solar light in the UV-Visible spectral range, the rotational Raman scattering provides dominant contribution to the Ring effect (see, e.g., Kattawar et al., 1981; Clarke and Basurah, 1989; Joiner et al., 1995) . As the magnitude of the Ring effect depends on the scattering properties of the atmosphere, the solar Fraunhofer structure is not completely canceled when calculating the ratio of limb spectra observed at different tangent heights. As a full radiative transfer modeling of the Ring effect is currently too time consuming it is not properly simulated for each measured atmospheric spectrum. Instead, the Ring spectrum is either simulated for a selected atmospheric state (Vountas et al., 1998) or obtained using an approximation (Chance and Spurr, 1997) or derived from measurements (Solomon et al., 1987) . The obtained spectrum is used then as a pseudo-absorber in the fit procedure.
Wavelength shift
Wavelength shift is caused by changes in the instrument wavelength calibration with respect to the pre-flight measurements which are used to calibrate the observed spectra. For the SCIAMACHY instrument two types of wavelength calibration distortion are possible. Slight in-flight changes of the optical system adjustment and a temperature instability cause a permanent distortion of the wavelength calibration which does not change significantly during each single measurement. This causes a mismatch of wavelength grids of the measured spectra and absorption cross sections used in the forward modeling or in the spectral fit (depending on the retrieval technique). Moreover, in limb viewing geometry the entrance slit of the instrument is illuminated inhomogeneously with more radiance coming from the lower atmosphere. Thus, the shape of the instrument slit function may slightly vary with the tangent height because of changes in the entrance slit illumination leading to a dynamic, i.e., changing during each limb scan, distortion of the wavelength calibration. This results in a wavelength grid mismatch between limb spectra observed at different tangent heights producing thus a residual structure when ratioing. Both distortions can be accounted for by introducing corresponding spectral corrections, which can be obtained employing a Taylor series expansion of the logarithm of the radiance with respect to the wavelength shift:
Here, we restrict our considerations to the linear term only and assume λ to be the same for each wavelength, i.e., higher order distortions of the wavelength calibration as stretch/squeeze are not considered. Thus, the spectral corrections are obtained as
for the wavelength grid mismatch of the limb spectrum at the reference tangent height and
for the wavelength grid mismatch of the simulated radiances with respect to the measured limb spectrum as used in the global fit approach or
for the wavelength grid mismatch of the absorption cross sections with respect to the measured limb spectrum as used in the standard DOAS technique. All derivatives with respect to the wavelength shift are calculated numerically.
Offset
An offset in the observed limb radiances may occur if the instrument stray light is not completely removed when performing the data calibration. Most commonly used approximations for the remaining stray light contribution are either constant, i.e., wavelength independent, or linearly dependent on the wavelength offsets. Similar to the previous section, the corresponding spectral corrections are obtained employing the Taylor series expansion for the logarithm of the radiance:
Thus, the corresponding spectral corrections are given by 
As offset corrections for limb spectra at lower tangent heights may contain significant contributions due to the absorption structure of the retrieved atmospheric species, a strong correlation may occur. To avoid this, the offset correction is commonly applied to the reference spectrum only.
Eta and zeta functions
Both eta, η(λ), and zeta, ζ (λ), functions describe purely instrumental effects related to the sensitivity of the detector to the polarization of the incident light. The polarization sensitivity of the instrument is accounted for when converting the detector response into the intensity of the incoming radiance using so-called polarization correction factor (multiplicative correction) given by
where q and u are the polarization fractions of the incoming light along the x-or y-axis and ±45 • direction, respectively, i.e., 
see Lichtenberg et al. (2006) for details. It follows from Eq. (25) that the polarization correction depends on the polarization of the incoming light. The latter is estimated using a theoretical model from the measurements done by on-board polarization measurement devices (PMDs). These measurements, however, are done at very low spectral resolution (only one spectral point in BrO fit window). Due to this inaccuracy, the polarization contribution cannot be removed completely when calibrating the limb spectra and a residual structure remains which, in the linear approximation, can be described by eta and zeta functions themselves. Thus, when solving the inverse problem in the logarithmic representation, as defined by Eq. (8), the logarithms of these functions are included into the fit procedure as spectral corrections (pseudo-absorbers) to account for the spectral residual due to the polarization effects. In Fig. 2 the logarithms of eta and zeta functions are shown with red and green lines, respectively. The solid lines represent the remaining differential structure when subtracting a linear polynomial whereas the dashed lines show the logarithms of eta and zeta functions with a cubic polynomial subtracted.
An additional residual structure remaining when ratioing two limb spectra at different tangent heights is caused by the dependence of eta and zeta functions on the position of the elevation scan mirror, which changes during the vertical scan (i.e., with the tangent height). Although the main effect is described by a scaling factor and, thus, removed including the logarithms of eta and zeta functions in the spectral fit procedure, a secondary effect of changing the spectral structure still remains significant. The solid red line in Fig. 3 shows the residual spectral structure obtained when fitting to each other the logarithms of eta functions for two different positions of the elevation scan mirror. Here, a scaling factor and a linear polynomial are included in the fit. This residual spectral structure is further referred to as the differential logarithmic eta function. The red dashed line shows the residual structure obtained by fitting a cubic polynomial instead of a linear one. Similar results for differential logarithmic zeta functions are shown with green lines. Our investigations show that the residual spectral structure remains similar for different combinations of tangent heights. Thus, it can be accounted for using the differential logarithmic eta and zeta functions as pseudo-absorbers in the spectral fit procedure.
Implementation details
MPI Mainz retrieval
The MPI Mainz retrieval algorithm employs the standard DOAS technique as discussed in Sect. 3.2.3. At the spectroscopic retrieval step the spectral inverse problem as defined by Eq. (10) is solved for each tangent height independently resulting in a set of BrO slant columns obtained for different tangent heights. Besides BrO, the absorption cross sections of O 3 and NO 2 are included in the spectral fit. The resulting slant columns of these species, however, are not used in the further retrieval. Although the fitting equation employed in the spectroscopic retrieval by the MPI Mainz algorithm, Eq. (10), is derived neglecting the temperature dependence of all cross sections, this dependence can, nevertheless, be accounted for exploiting the fact that absorption cross sections of most atmospheric species exhibit somewhat different spectral signatures at different temperatures. As it is the temperature dependence of the ozone absorption cross section, which has the major influence on the fit quality, the MPI Mainz algorithm fits three ozone cross sections at temperatures 203, 223 and 243 K. In addition, the wavelength dependence of the ozone slant column is accounted for by a Taylor series approach including two first order terms, c λ σ O 3 λ and c σ σ 2 O 3 , in the fit procedure (see Puķīte et al., 2010 for details) . Here, c λ and c σ are the fit coefficients and the ozone cross section at 223 K is used. For the sake of simplicity, the wavelength dependence of the cross section is not indicated explicitely. The temperature dependence of other cross sections is not accounted for (NO 2 and BrO cross sections at 223 K are used). Besides the absorption cross sections of the atmospheric species the following spectral corrections (see Sect. 3.3 for details) are considered in the spectroscopic retrieval to increase further the fit quality: Ring, I 0 -correction for ozone cross sections, eta and zeta functions, as well as linear offset corrections ( 1 I 0 (λ) and λ I 0 (λ) terms). In addition, a fourth order polynomial is included in the spectral fit.
At the second retrieval step (vertical inversion), the MPI Mainz approach solves the linearized inverse problem formulated in the framework of the standard DOAS technique, as given by Eq. (15). The measurement vector contains BrO slant columns obtained at the spectroscopic retrieval stage. The linear relationship between the measurement vector and the state vector containing the retrieved BrO number densities is established by the box air mass factor matrix. The inverse problem is solved in the least squares sense employing the maximum a posteriori information method as described by Rodgers (2000) which is also referred to as the optimal estimation method. In the framework of this method, the solution is obtained minimizing the following quadratic form:
The linearization errors are neglected , i.e., no iterative process is applied, and the final solution is written as:
The box air mass factor matrix,Ã is calculated at 344.2 nm wavelength using the fully spherical Monte Carlo radiative transfer model McArtim (Deutschmann et al., 2011) . This wavelength has been selected because of the best agreement between the true and retrieved profiles found for synthetic retrievals (Puķīte et al., 2010) . The noise covariance matrix, S ε , is supposed to be diagonal (i.e. a spectrally uncorrelated noise is assumed). Its diagonal elements are set in accordance to the noise level estimated from the fit residuals at the spectroscopic retrieval step. The diagonal elements of the a priori covariance matrix, S a , are equal and their value is a square of the maximum a priori BrO concentration. The off-diagonal elements are set to zero assuming no correlation between the layers. Further details on the MPI Mainz retrieval approach can be found in Kühl et al. (2008) and Puķīte et al. (2006 , A. Rozanov et al.: BrO vertical distributions from SCIAMACHY 2010 . It is worth noting here that there is also a modified version of the MPI Mainz retrieval working without constraining the inversion by a priori information. This version, however, is not discussed in the current study.
IUP Bremen retrieval
The retrieval algorithm of IUP Bremen exploits a two step technique performing first auxiliary spectral fits for each tangent height independently (pre-processing) and then employing the global fit approach during the main inversion procedure. The pre-processing aims to increase the quality of input spectra by removing all spectral features associated to the spectral corrections. The input spectra corrected in this manner are passed then to the main inversion. No other information obtained at the pre-processing step is further used.
As discussed in Appendix C, the fitting equation used in the IUP Bremen retrieval algorithm at the pre-processing stage is obtained from the logarithmic formulation of the inverse problem, as defined by Eq. (9), assuming relative variations of absorber number densities to be the same at all altitude layers and approximating broad-band spectral features by a low order polynomial. Omitting for the sake of simplicity the explicit notation of the tangent height dependence, the fitting equation is written as
which is the same equation as Eq. (C5) but written in a more common spectral form. Here, p k and s m are fit parameters, N k is the total number of atmospheric species and M is the total number of the spectral corrections included in the fit, W par k (λ) are the vertically integrated logarithmic weighting functions corresponding to relative variations of atmospheric parameters (see Appendix C for details), and W sc m (λ) are the spectral corrections. The IUP Bremen retrieval includes the following spectral corrections (see Sect. 3.3 for details) in the fitting procedure: Ring, tilt, I 0 -correction for ozone absorption, eta function, and scan angle dependence of the eta function (i.e., differential logarithmic eta function). The zeta function is not considered, because it is found to cause instability of the retrieval. Differential spectra are obtained subtracting a linear polynomial. The synthetic radiances, I s (λ) and I s ref (λ), as well as the weighting functions of atmospheric species are calculated employing the SCIATRAN (Rozanov et al., 2005b) radiative transfer model. Unlike the MPI Mainz retrieval, the temperature dependence of all cross sections is naturally accounted for within the radiative transfer model and does not need to be considered separately (temperature profiles are from ECMWF data base, see Sect. 4).
Equation (30) is solved in the least squares sense to obtain p k and s m parameters for each tangent height. Although a polynomial is included in the fit equation meaning that its coefficients also need to be fitted, a more common approach, which is also used in the IUP Bremen retrieval, is to subtract the polynomials from each term in Eq. (30) beforehand reducing in this way the number of fit parameters in the main equation. The scaling factors for spectral corrections obtained for each tangent height at the preprocessing stage are used to correct the measured spectra which are passed then to the main inversion procedure. This is done in the following manner:
The scaling factors for trace gas vertical profiles, p k , are auxiliary parameters which are not used further in the course of the retrieval process. After all corrections obtained at the pre-processing stage have been applied the entire spectral information in the selected spectral range at all considered tangent heights is passed to the main inversion procedure and used then to form the measurement vector. The vertical distributions of atmospheric species are obtained then performing the spectral fit for the entire limb measurement sequence simultaneously. This fitting technique is commonly referred to as the global fit approach.
The main inverse problem is formulated according to Eq. (8):
Here, the measurement vectorỹ contains logarithms of the normalized observed limb radiance at all considered tangent heights corrected according to Eq. (31), i.e., at each tangent height the corrections obtained at the preprocessing step are applied and a polynomial is subtracted. The a priori term in the right-hand side of Eq. (32),F (x a ), contains logarithms of the simulated limb radiance at all considered tangent heights normalized to the reference tangent height in the same manner as for the measurement vector, see Eq. (6). Similarly to the measurement vector, a polynomial is subtracted at each tangent height. The second term in the right-hand side of Eq. (32) contains the logarithmic weighting functions, as defined by Eq. (7), for all atmospheric species of interest at all considered tangent heights. Similarly to other terms, the weighting functions are also used in the differential form, i.e., a polynomial is subtracted from each weighting function at each tangent height. The resulting linear inverse ill-posed problem, as represented by Eq. (32), is solved in the least squares sense by means of Tikhonov regularization with a statistical and a smoothness constraint. This approach is similar to the optimal estimation method described by Rodgers (2000) . Essentially, an approximate solution is computed minimizing the following quadratic form:
where S ε is the noise covariance matrix and R is the regularization matrix containing a priori covariances and smoothing constraints. This leads to the following representation for the solution:
The simulated limb radiances and the weighting functions are calculated using the SCIATRAN radiative transfer model (Rozanov et al., 2005b) . Whereas the radiance is simulated accounting for the multiple scattering effects, the weighting functions are obtained in the single scattering approximation.
The non-linearity of the inverse problem is accounted for employing the Gauss-Newton iterative approach resulting in the following solution at (i + 1)-th iterative step:
Here, the state vector, x, contains number densities of all atmospheric species considered in the main inversion procedure at all altitude layers. In the current study the retrieval is performed for vertical profiles of BrO, O 3 , and NO 2 . The latter two, however, are auxiliary parameters used to improve the retrieval quality. The iterative process is stopped if the maximum difference between BrO vertical distributions obtained at two subsequent iterative steps does not exceed 1 %. Typically 2-3 iterations are required to achieve the convergence. Similar to the MPI Mainz retrieval the diagonal elements of the noise covariance matrix, S ε , are set in accordance to the noise level estimated from the fit residuals at the preprocessing step. The off-diagonal elements are set to zero assuming a spectrally uncorrelated noise. The regularization matrix, R, consist of two terms:
where S a is the a priori covariance matrix as used in the maximum a posteriori information method described by Rodgers (2000) and matrix T, discussed in more details below, contains smoothness constraints. As not only the vertical distribution of BrO but also those of O 3 and NO 2 are retrieved during the main inversion procedure, the a priori covariances need to be set for all species. For each particular species the elements of the a priori covariance matrix are set in accordance with the following rule:
where σ i and σ j are a priori uncertainties at altitudes z i and z j , respectively, and l c is the correlation length (set to 1.5 km in this study). The full a priori covariance matrix is formed then from the covariance matrices of all species included in the inversion procedure assuming the species to be uncorrelated:
where 0 represents a zero submatrix. A priori uncertainties for BrO are set according to the volume mixing ratio uncertainty of 25 pptV if it does not exceed 4× 10 7 molec cm −3 and set to 4 × 10 7 molec cm −3 otherwise. For the vertical profiles of O 3 and NO 2 a priori uncertainties are set to 1000 % and 100 %, respectively. The large standard deviation used for O 3 means that the statistical regularization is practically turned off and only the smoothness constraint is applied. The smoothness constraint matrix, T, used additionally to the a priori covariance matrix, S a , in the IUP Bremen retrieval brings an advantage of suppressing oscillations of the solution without overconstraining it when retrieving at a fine altitude grid. The non-zero elements of the smoothness constraint matrix for atmospheric species k are given then by
and
where i runs through all altitude levels starting from the second one, σ k,i is the standard deviation of the atmospheric species k at altitude level i, and t k,i is the corresponding smoothness coefficient. Finally, the regularization matrix, R as given by Eq. (36) is obtained as
The smoothness coefficients are chosen empirically to increase linearly with the altitude from 10 at the surface layer to 200 at 50 km for O 3 , and from 0.7 at the surface layer to 7 at 50 km for NO 2 . For BrO, the smoothness coefficient is set to zero below 10 km and then increases linearly from 1.1 at A. Rozanov et al.: BrO vertical distributions from SCIAMACHY
DLR retrieval
Similar to the IUP Bremen retrieval, the DLR algorithm solves the inverse problem employing the global fit approach. However, instead of performing the pre-processing step for each tangent height independently (as in the IUP Bremen retrieval) the DLR algorithm accounts for the spectral corrections directly in the scope of the main inversion procedure. The inverse problem solved by the DLR retrieval algorithm is formulated according to Eq. (9). Introducing new notations this equation can be rewritten aŝ
Here,
whereK m,n and W sc m,n are elements of matricesK and W sc , respectively, N m is the total number of measurement points (the number of wavelengths multiplied by the number of tangent heights), N p is the total number of the retrieved parameters (the number of retrieved species multiplied by the number of altitude layers), and M is the total number of spectral corrections included in the fit procedure. Consequently, the state vectorx contains now both the trace gas number densities and the scaling factors for the spectral corrections:
The measurement vectorŷ in Eq. (42) contains logarithms of the limb radiances at all considered tangent heights normalized to the reference tangent height. At each tangent height a low order polynomial is subtracted. The state vector x and the weighting function matrixK have exactly the same contents as for the IUP Bremen retrieval, see description of Eq. (32). The current version of the DLR retrieval algorithm employs a cubic polynomial and the wavelength shift correction. The radiative transfer model incorporated into the DLR retrieval package employs the discrete-ordinate method with matrix exponential as described by Doicu and Trautmann (2009) . The solution technique is very similar to that of CDI approach (Rozanov et al., 2001) used in the SCIATRAN (Rozanov et al., 2005b) model. Essentially, the single scattering is treated fully spherically and the source function integration technique (Thomas and Stamnes, 1999 ) is used to account for the multiple scattering contribution. Similar to the IUP Bremen retrieval, only the radiance is corrected for the multiple scattering whereas the weighting functions are calculated in the single scattering approximation.
Although the inverse problem solved by the DLR algorithm, Eq. (42), is very similar to that given by Eq. (32), the retrieval approach is based on the solution of the modified minimization problem rather than that given by Eq. (33). First, assuming the initial noise covariance matrix, S ε , to be symmetric and positive definite, the prewhitening technique (Rodgers, 2000) is applied to obtain the "normalized" data with identity noise covariance matrix, S ε =I. Further, assuming the a priori covariance matrix to be of the form S a = σ 2 aŜ a , where σ a is the a priori standard deviation of the retrieved parameter, the stochastic regularization matrix L can be introduced by the Choleski factorizationŜ −1 a = L T L. As a result, the minimization problem can be written as
where λ a = 1/σ a is the stochastic regularization parameter. The optimal value of the regularization parameter, λ a , is found applying the L-curve method (see Rozanov et al., 2007 for details). The basic idea of the method is that the inverse problem defined by Eq. (46) is solved for a sequence of regularization parameters. The pairs of the constrained solution norm, L(x −x a ) 2 , and the residual norm,
F (x a ) +K(x −x a ) − y 2 , obtained for different values of the regularization parameter form the so-called L-curve. The value of λ a corresponding to the maximum curvature of the L-curve is considered to be the optimal regularization parameter.
Having obtained the optimal value for the regularization parameter, λ opt , the solution of the linearized inverse problem is written as:
The non-linearity of the inverse problem is accounted for employing the Gauss-Newton iterative approach with a decreasing sequence of regularization parameters. In the framework of this approach, the optimal value of the regularization parameter estimated at each iterative step is not directly used to constrain the inverse problem. Instead, in a combination with the regularization parameter from the previous iterative step, it is used to obtain a new regularization parameter according to the following rule, e.g., at the (i + 1)-th iterative step:
Here, ξ and ϑ are the input parameters (ξ, ϑ < 1) defining how much the new regularization parameter deviates from its value at the previous iterative step, λ i , whereas λ opt,i+1 is the optimal regularization parameter chosen accordingly to the L-curve method at the current iterative step. Thus, the solution of the non-linear retrieval problem at the (i + 1)-th iterative step is given by 
The above discussed strategy for choosing the regularization parameter represents an extension of the L-curve method to non-linear problems relying on the idea that a weaker regularization is required if the solution approaches to the true atmospheric state. More details on the described regularization technique can be found in Doicu et al. (2002) . The Gauss-Newton iterative process is stopped if the non-linear residuals obtained at two subsequent iterative steps differ by less than 1 %. Typically 3-5 iterations are required to achieve the convergence.
General settings
An intercomparison of the above discussed retrieval methods, their implementation details, and initial settings is presented in Table 1 .
All three retrieval algorithms discussed in this study use somewhat different spectral windows exploiting, however, the same absorption bands of BrO. The widest spectral interval ranging from 337 to 357 nm used by the DLR retrieval is followed by a somewhat shorter range between 338 and 357.25 nm exploited in the MPI Mainz algorithm. The shortest interval from 338 to 356.2 nm is used in the IUP Bremen retrieval.
The MPI Mainz algorithm uses limb radiances measured at all tangent heights below 32 km whereas both DLR and IUP Bremen retrievals do not consider measurements at tangent heights below 9 km. Furthermore, the uppermost tangent height in the IUP Bremen algorithm is set to about 29 km. To reduce an influence of the solar Fraunhofer structure and instrument calibration uncertainties, all limb radiances in the selected tangent height range are normalized by the limb measurement at the reference tangent height (reference spectrum) which is set to about 35 km for all retrieval algorithms.
The spectral fitting in all retrieval algorithms is done considering the spectral signatures of BrO, O 3 , and NO 2 . Example spectral fits at a tangent height of 21 km for IUP Bremen and MPI Mainz retrievals are presented in Fig. 4 . The results are shown for a measurement performed on 10 October 2003, over Aire-sur-l'Adour (see Table 2 ).
Throughout this study, the absorption cross sections of BrO obtained by the time-windowing Fourier transform spectroscopy (TW-FTS) technique (Fleischmann et al., 2004) , the O 3 and NO 2 cross sections measured by the SCIA-MACHY PFM Satellite Spectrometer (Bogumil et al., 2003) , and the O 4 cross section from Greenblatt et al. (1990) are used. However, the spectral contribution of O 4 is considered only in the forward models of the IUP Bremen and DLR algorithms with no fitting of O 4 amount during the retrieval process.
The forward models used in both IUP Bremen and MPI Mainz retrieval algorithms are initialized with a climatological data base (similar to Haley et al., 2004; McLinden et al., 2010) which contains monthly averaged vertical distributions of ozone, NO 2 , and BrO for 10 • latitude bins. The pressure and temperature information originates from the operational analysis model of the European Centre for Medium-Range Weather Forecasts (ECMWF) with a spatial resolution of 1.5 • (both latitude and longitude) and a temporal resolution of 6 h. The DLR algorithm uses vertical distributions of ozone and NO 2 as well as pressure and temperature profiles from the climatological database (see references above) Assumptions -all broad-band spectral features are approximated by a low order polynomial -local linearity around the previous guess value at each iterative step -global linearity with respect to BrO -at the pre-processing step vertical profiles of atmospheric species are obtained by scaling a priori profiles -box air mass factors are calculated at one wavelength (344.2 nm) -slant columns are independent of the wavelength (except for ozone)
Advantages and disadvantages + most accurate treatment of the spectral signatures of atmospheric species doing full radiative transfer calculations at each iterative step + vertical profiles of all relevant species are retrieved simultaneously -retrieval is less stable because of a large number of parameters, more complicated regularization technique is required -the approach is quite slow as it requires a lot of radiative transfer calculations + no need for radiative transfer calculations and knowledge of a priori profiles in the spectroscopic retrieval + computational efficiency: separate evaluation of spectra from different tangent heights, box air mass factors at one spectral point -slant columns are independent of the wavelength (except for ozone) -temperature independent BrO cross section -box air mass factors depend on the assumed ozone profile whereas a constant a priori profile (in VMR units) is used for BrO. Vertical distributions of O 4 used in the forward models of the IUP Bremen and DLR algorithms are calculated from the corresponding vertical profiles of the air density. All retrievals use a constant surface albedo that is set to 0.3 in both IUP Bremen and MPI Mainz algorithms and to 0.5 in the DLR retrieval. The IUP Bremen algorithm assumes a background aerosol loading according to the LOWTRAN aerosol parameterization (Kneizys et al., 1996) whereas in both MPI Mainz and DLR retrievals an aerosol free atmosphere is assumed. The influence of different aerosol settings on the retrieval results is discussed below in Sect. 7.3. The influence of clouds is neglected in all retrievals. This is justified by the fact that for the considered limb measurements the bulk of the observed signal originates from the tangent point area.
Only a small portion of light which has traveled through the atmospheric layers below the tangent point is observed by the instrument. Furthermore, at middle and high latitudes, due to the strong Rayleigh scattering only a small portion of light penetrates into the lower atmosphere where clouds occur. In The finite vertical instantaneous field of view of the SCIA-MACHY instrument is accounted for in both IUP Bremen and MPI Mainz algorithms but neglected in the DLR retrieval. The horizontal extension of the field of view is ignored in all three approaches. Refraction effects are fully accounted for in the radiative transfer models of both IUP Bremen and DLR retrievals. In the McArtim model used by the MPI Mainz algorithm the refractive bending of the line of sight is accounted for by using the effective tangent height.
All retrievals are done at fixed equidistant altitude grids with vertical increments of 3 km, 1.75 km, and 1 km in MPI Mainz, DLR, and IUP Bremen algorithms, respectively.
Sensitivity of limb retrievals
A commonly used approach to characterize retrieval algorithms that employ the optimal estimation type inversion is to analyze the theoretical precisions and the averaging kernels. In general, these retrieval characteristics are specific to the measurement setup, atmospheric composition, illumination conditions, algorithm implementation, and retrieval parameter settings.
The theoretical precision describes the total retrieval error (i.e., the sum of the noise and smoothing errors) and is given by the square root of the diagonal elements of the a posteriori covariance matrix (see Rodgers, 2000 for details) . For IUP Bremen retrieval the latter is written as
where the same notations as in Sect. 3.4.2 are used. For observations of the scattered solar light performed by space-borne instruments in limb viewing geometry, the averaging kernels in the relevant altitude region are distinctly peaked at altitudes where the bulk of the information is originating from. The shape of the averaging kernels provides information on the vertical sensitivity and resolution of the measurement-retrieval system as well as on the contribution of the a priori information to the retrieved profiles. In this study we analyze the averaging kernels specific to the retrieval of the absolute differences with respect to the a priori state:
where x, x t , and x a are retrieved, true, and a priori state vectors, respectively. Figure 5 presents example vertical profiles of BrO obtained at different latitudes and theoretical precision of the retrieval when using the IUP Bremen algorithm. The left panel shows vertical profiles of BrO typical for high-latitude spring, mid-latitude fall, subtropical summer, and tropical winter seasons. In the middle panel, the theoretical precision of the retrieval (solid lines) and a priori constraints (dashed lines) are shown. The latter are given by the square roots of the diagonal elements of the inverse constraint matrix, i.e., inverse of matrix R as given by Eq. (41). For an un-smoothed retrieval the a priori constraints are equal to the a priori standard deviations. As the theoretical precisions are nearly the same for all latitude regions, they are only shown for the high latitudes and tropics. The overall altitude dependence of the precision is determined by the a priori constraints. The highest reduction of the variance due to measurements (with respect to a priori) is observed between 14 and 21 km. When expressed in relative units, as shown in the right panel of Fig. 5 , the precision is highest at high latitudes where BrO is most abundant. Here, the relative retrieval precision is about 30 % above 16 km and degrades below. Towards equator, the relative precisions in the lower atmosphere rapidly degrade because of decreasing BrO number densities. As expected, the lowest BrO concentrations and, hence, the worst relative retrieval precisions are observed in tropics below 19 km.
In the left panel of Fig. 6 the averaging kernels typical for the IUP Bremen retrieval algorithm are presented. As the averaging kernels for different latitude regions are very similar only the results for the high latitudes are shown. The colored numbers on the right-hand side of the averaging kernel plot denote the altitudes which the averaging kernels are calculated for. Between about 16 and 27 km the averaging kernels for altitudes close to measurement tangent heights show well pronounced peaks near the tangent point altitudes. This indicates a good sensitivity and a good vertical resolution of the retrieval at these altitudes. In contrast, the averaging kernels for the intermediate altitude levels are substantially broader with much less distinct peaks indicating the redistribution of the information (strong influence of the neighboring altitude levels) and, thus, a lower vertical resolution at these altitudes. Below 16 km and above 27 km the averaging kernels become wider and their peaks are displaced from the nominal altitudes. This indicates a partial loss of sensitivity and increased influence of the smoothing constraints. The negative lobe around 35 km seen for all averaging kernels is due to the influence of the residual BrO signature in the reference measurement (i.e., non-zero BrO amount around the tangent height of the reference measurement) upon the retrieval results.
The vertical resolution of the retrieval is usually characterized by the width of the averaging kernels. In recent publications (e.g., Haley et al., 2004; Sofieva et al., 2004; Krecl et al., 2006) the averaging kernel width is commonly estimated using the so-called spread of the averaging kernel as introduced by Backus and Gilbert (1970) . However, as discussed by Rodgers (2000) , spread does not provide a satisfactory general-purpose definition of resolution for functions which decay more slowly than O{(z − z ) −3/2 }. Here, z − z characterizes the distance to the nominal altitude of the averaging kernel. Thus, a negative lobe exhibited by each particular averaging kernel near the tangent point altitude of the reference measurement causes the spread to be unsuitable for the characterization of the vertical resolution. In this study, we use the full width at half height of the averaging kernel as a measure of the vertical resolution of the retrieval. This is the most straightforward method allowing the influence of the negative lobe to be eliminated. The vertical resolution of the IUP Bremen retrieval is shown in the right panel of Fig. 6 . The thick blue lines in the left-hand side of the plot depict positions of the measurement tangent heights. The best vertical resolution of typically 3.5-4 km is achieved at the altitude levels which are close to the tangent point altitudes of the measurements whereas the vertical resolution for intermediate altitudes is substantially lower (typically 5-6 km) indicating increased vertical smoothing. The highest vertical resolution is achieved in the altitude range between 16 and 24 km. Above 27 km the usage of stronger smoothing constraints results in a decrease of the vertical resolution to 6-9 km.
Summarizing the discussion above, the best sensitivity altitude range can be identified as 16 to 26 km whereas at altitude levels above and below the sensitivity of the retrieval decreases. It is noteworthy that both theoretical precisions and averaging kernels discussed above depend on the signal to noise ratio in the measured limb spectra. The presented results are valid for the most typical quality of the measurements and can differ for unusual observation conditions. The obtained results are only applicable to the parameter settings as described in Sects. 3.4 and 4 and may change if the settings are changed.
The influence of the a priori information on the retrieved profiles can be analyzed performing multiple retrievals of the same limb observation using different a priori profiles. Figure 7 presents results of such analysis for two different latitude regions. The retrieved profiles are shown by solid lines with symbols whereas dashed lines represent the corresponding a priori profiles. The grey areas show the uncertainty regions of the retrieved profiles. The a priori profile shown by the magenta line is artificially generated without any relation to the nature whereas the other profiles are obtained running different chemical transport models (including outdated ones) or compiling observation results. As expected from the sensitivity studies above, for the high-latitude profile the dependence on the a priori information is negligible down to 15 km. Below, the differences between retrievals increase with the decreasing altitude. Whereas the retrieved profiles at 14 km still agree within about 15 %, already at 13 km they are clearly different. However, it is worth noting here that even at 12 km the influence of the a priori information is far below the retrieval uncertainty. The investigation for a tropical observation presented in the right panel of Fig. 7 shows that in the high sensitivity region between 17 and 27 km the results are very similar to those at high latitudes exhibiting no significant influence of the a priori information. Above 27 and below 17 km disagreement between BrO profiles retrieved using different a priori information increases indicating a partial loss of sensitivity. Below 15 km the retrieval results are strongly affected by the a priori information and even the shape of the vertical profiles becomes different. However, similar to the high-latitude observation, even at 12 km, where the profiles retrieved using different a priori information are quite different, they are still in agreement within the retrieval uncertainty. In general, these results reveal that within the sensitivity range no significant bias due to the a priori information is expected. The results presented here are obtained with the IUP Bremen retrieval. While for the MPI Mainz algorithm a similarly weak influence of the a priori information is expected, the DLR retrieval is found to lose its sensitivity below 18-20 km. The DLR data below these altitudes are not recommended for use.
Model simulations
In this section, simulated limb spectra are considered which are obtained running different radiative transfer models for pre-defined atmospheric scenarios. The comparison of simulated data includes results from three models, namely, SCI-ATRAN, McArtim, and VECTOR. The former two are incorporated in the IUP Bremen and MPI Mainz retrieval algorithms, respectively, whereas the latter is used in BrO retrieval algorithms not considered in this study McLinden et al., 2010) . The radiative transfer model incorporated in the DLR retrieval algorithm could not be investigated, because this model is not available as a stand along software and no changes in the operational processor are allowed.
The SCIATRAN radiative transfer model is run in the approximative spherical mode. The approach is based on the integration of the single scattering contribution and multiple scattering source function along the line of sight in a spherical atmosphere. The multiple scattering source function is calculated for each point along the line of sight using a pseudo-spherical model. In doing so, the solar zenith angle and viewing direction are set in accordance with a spherical ray tracing. A detailed description of the employed approach can be found in Rozanov et al. (2001) . VECTOR (McLinden et al., 2002a) is similarly to SCIATRAN an approximative spherical model incorporating a fully spherical treatment for the single scattering and a well established successive order of scattering approach (Lenoble, 1985) to account for the multiple scattering contribution. McArtim (Deutschmann et al., 2011) is a fully spherical model which employs the backward Monte-Carlo method (Marchuk et al., 1980) to account for both singly and multiply scattered light.
The simulations discussed in this section are performed using the same simplified initial settings for all radiative transfer models, namely, (i) all cross sections at 223 K, (ii) aerosol free atmosphere, (iii) constant surface albedo of 0.3, (iv) no refraction, and (v) no field of view integration.
As discussed in Sect. 3, all retrieval algorithms discussed in this study work with logarithms of the normalized limb radiance. Contributions of interfering absorbers are separated from the measured signal based on their unique spectral signatures and, thus, are not expected to affect the retrieval significantly. For this reason comparisons of simulated data are performed for the optical depth of BrO, which directly affects retrieved vertical profiles, rather than for the limb radiance itself. The BrO optical depth is calculated from the limb radiances simulated using the participating radiative transfer models including and neglecting BrO absorption:
(52) Figure 8 shows a comparison of BrO optical depths simulated using different radiative transfer models (left panels) and absolute differences in simulated optical depths with respect to McArtim results (right panels) at different tangent heights. The simulations are performed for observation conditions typical for high-latitude spring stratosphere. At lower tangent heights the optical depths of BrO simulated by different models agree very well. The remaining differences are below 1 % for both 13.8 and 22.3 km tangent heights. For upper tangent heights (represented by 35.9 km in the plot) the disagreement increases to about 5 % between SCIATRAN and McArtim and about 7 % between VECTOR and McArtim which is, however, still far below the retrieval uncertainty (30-40 %, see Sect. 5). A similar comparison for observation conditions typical for tropical winter stratosphere is presented in Fig. 9 . Here, the agreement between different models is even better than for high latitudes. At lower tangent heights optical depths simulated by all radiative transfer models agree within 0.5 %. For upper tangent heights (represented by 34.9 km in the plot), the agreement between SCIA-TRAN and McArtim remains within 1 % whereas the relative difference between VECTOR and McArtim results increases to about 4 %. Thus, relative differences in the optical depths simulated by different radiative transfer models are found to be relatively small and the retrieval results are not expected to be significantly affected by the usage of different models. Quantitatively, the effect of differences in BrO optical depths upon the resulting vertical profiles is estimated by performing synthetic retrievals. As above, synthetic limb spectra are calculated with SCIATRAN, VECTOR, and McArtim models. A Gaussian noise is added to each limb spectrum assuming a signal to noise ratio of 670. This is similar to the signal to noise ratio of the measured limb spectra estimated from fit residuals. The synthetic retrievals are performed with the IUP Bremen and MPI Mainz algorithms. The DLR retrieval is not considered here as changes in input parameters needed to perform synthetic retrievals are not allowed in the operational processor. To obtain significant statistics the retrievals are done for 100 different noise realizations.
Results of the synthetic retrievals performed with the IUP Bremen algorithm for an observation scenario typical for high-latitude spring season are shown in Fig. 10 . Mean vertical profiles of BrO shown in the left panel by solid color lines with asterisks are retrieved from synthetic limb spectra simulated with different models. For each simulation the retrieval is performed for all noise realizations and the resulting profiles are averaged. The true and a priori profiles are shown with black solid and dashed lines, respectively. In the right panel relative deviations of the mean BrO profiles with respect to the true profile are shown with solid lines and the standard deviations are shown with dashed lines. One sees that the inversion of all simulations yields very similar results. Above 15 km, vertical profiles of BrO retrieved from different simulations agree within 7 % both with each other and with the true profile. As discussed in Sect. 5, below 16 km the smoothing error of the retrieval increases with decreasing altitude. For true profiles which are much higher than a priori at 16-17 km and differing less below, this results in an overestimation of BrO amounts at lower altitudes (see Fig. 7 for a priori influence). In Fig. 10 this effect appears as a shift of the profile maximum. Nevertheless, the relative difference remains always within 15 %. The standard deviations range from 20 to 50 % and, as expected, are very similar for all three radiative transfer models. The results obtained from the same synthetic spectra but using the MPI Mainz retrieval algorithm are shown in Fig. 11 . Here the same notations as in Fig. 10 are used. Generally, the same behavior as for the IUP Bremen retrieval is observed. The mean retrieved profiles agree with each other and with the true profile within 10 % nearly everywhere. It is worth noting here that these differences are far below the typical retrieval precision, see Sect. 5. Thus, we conclude that differences in the radiative transfer models do not cause significant discrepancies in the retrieved BrO profiles.
Results of a similar investigation but for an observation scenario typical for the tropical winter season are shown in Fig. 12 for the IUP Bremen and in Fig. 13 for the MPI Mainz retrievals. Here, the retrieved profiles agree with each other and with the true profile typically within 10 % above 17 km for the IUP Bremen and above 19 km for the MPI Mainz retrievals. As a result of a decreased sensitivity, the IUP Bremen retrieval shows a positive bias below 17 km for all simulations while the MPI Mainz results below 19 km tend to the a priori. The standard deviations are similar for all models ranging from 40 to 60 % down to 19-20 km and rapidly increasing below. This is consistent with the theoretical precision of the retrieval discussed in Sect. 5. Similar to the high latitudinal scenario, we conclude that, at least above 17 km, the differences in the radiative transfer models do not cause significant discrepancies in the retrieved BrO profiles. It should be noted that the absolute errors in the tropical retrieval results below 17 km are of the same order of magnitude as for the high latitudes.
Major uncertainties
In this section we consider major sources of uncertainties in retrieved vertical profiles of BrO which are relevant to the comparisons presented below. Main topics to be investigated here are the effects of different absorption cross sections of BrO, temperature dependence of the cross sections, and stratospheric aerosol loading. Influence of the surface albedo on the retrieval results is found to be insignificant.
Absorption cross sections of BrO
As described below in more details, most of the comparisons in this study are done using BrO profiles obtained from DOAS (see Sect. 9.1) and SAOZ (see Sect. 9.2) balloonborne instruments observing the direct solar light transmitted through the Earth's atmosphere. Whereas all SCIAMACHY retrievals considered in this study are performed using BrO absorption cross sections from Fleischmann et al. (2004) , either at all temperatures as in both IUP Bremen and DLR algorithms or at 223 K as in the MPI Mainz retrieval, both DOAS and SAOZ balloon-borne observations are processed using the BrO cross section at 228 K as obtained by Wahner et al. (1988) . Figure 14 shows BrO absorption cross sections from Fleischmann et al. (2004) , which is referred to as the Fleischmann cross section below, at 223 K and from Wahner et al. (1988) , which is referred to as the Wahner cross section below, at 228 K with red and blue curves, respectively. The left panel shows the spectral window between 346 and 360 nm as used in the retrieval of the balloon-borne DOAS measurements whereas the right panel shows the 331-370 nm spectral range as used in the retrieval of the balloon-borne SAOZ measurements . The cross sections are shown in the differential form, i.e., a cubic polynomial is subtracted from both cross sections. The plot reveals that the wavelength calibration and the magnitudes of some BrO absorption bands in Fleischmann and Wahner cross sections are distinctly different.
While the wavelength misalignment can be accounted for using an improved calibration or including the shift and squeeze parameters in the spectral fit procedure, the difference in the magnitudes of absorption bands propagates directly into the retrieval results. Thus, resulting vertical profiles of BrO differ when different absorption cross sections are used. The effect upon the retrieval results depends on the spectral interval used for the retrieval and can be estimated fitting one BrO cross section to the other using the amplitude, shift, and squeeze as the fit parameters. Figure 15 shows the fit results with the Wahner cross section at 228 K fitted to the Fleischmann cross section at 223 K. The scaling factor of 0.894 is obtained when performing the fit in the short spectral range (346-360 nm) whereas in the long spectral range (331-370) the amplitudes of both cross sections are nearly the same (scaling factor of 1.014 is obtained).
If the temperature dependence of the BrO cross section is not considered in the retrieval process the scaling factor for the absorption cross section propagates directly to the resulting BrO profiles. Thus, the scaling factor provides a rough estimate of the retrieval uncertainty due to differences in BrO absorption cross sections. Summarizing the results above, one should expect the BrO amounts resulting from the balloon-borne DOAS measurements to be about 10 % higher when retrieved using the Fleischmann cross sections. In contrast, for BrO profiles retrieved from the balloon-borne SAOZ measurements nearly the same results are expected for both cross sections.
Temperature dependence of BrO cross sections
As pointed out above, both DOAS/SAOZ retrievals and MPI Mainz algorithm use a BrO cross section at a fixed temperature in the retrieval procedure. The temperature is assumed to be 223 K when using the Fleischmann cross section (MPI Mainz) and 228 K for the Wahner cross section (DOAS/SAOZ), see Sect. 7.1 for details. In this section, synthetic retrievals are used to investigate the error which is expected when the temperature dependence of the BrO cross section is neglected. First, limb spectra are simulated for some example atmospheric conditions using temperature dependent BrO cross sections from Fleischmann et al. (2004) . The retrieval is performed then using only the cross section at 223 K. The simulations are performed using the SCIA-TRAN radiative transfer model and the synthetic retrievals are done employing the IUP Bremen algorithm. The left panel of Fig. 16 shows vertical profiles of the temperature obtained from the operational analysis model of the European Centre for Medium-Range Weather Forecasts (ECMWF) for example locations and seasons. To obtain a data set which is more or less representative for the entire set of comparisons presented below, the following locations and seasons are selected: Northern Sweden during high-latitude spring, Southern France during mid-latitude fall, Southern Brasil during subtropical summer, and North Western Brasil during tropical winter. The results are shown in blue, green, orange, and red, respectively. The corresponding BrO profiles used for simulations (i.e., true profiles in this study) are shown in the left panel of Fig. 5 by the same colors. The right panel of Fig. 16 shows the relative differences between the retrieval results obtained using BrO cross section at 223 K and true profiles. The plot reveals that the use of a constant BrO cross section at 223 K results in higher BrO amounts in the retrieved profiles for all considered scenarios. With exception of the tropical profile below 16 km, the relative differences are typically below 10 %. For the high-latitude observation the difference is about 2 % at 15 km increasing to 5-10 % above 19 km whereas the relative difference for other observations is nearly zero at 30 km increasing to 5-10 % below 23 km. High relative differences below 16 km for a tropical observation are not meaningful because of a very low BrO content at these altitudes. 
Stratospheric aerosols
In this section the influence of the stratospheric aerosol on the retrieved vertical profiles of BrO is investigated. Similar to the previous section, this is done using the synthetic retrievals. First, a set of limb observations is simulated assuming various stratospheric aerosol loading scenarios. The simulated spectra are used then to retrieve vertical profiles of BrO assuming an aerosol free atmosphere. This means that for each aerosol loading scenario the retrieval error is analyzed which arises if the contribution of stratospheric aerosols is completely neglected in the retrieval process. The simulations are performed for a background, moderate volcanic, and high volcanic aerosol loading according to the LOWTRAN aerosol model (Kneizys et al., 1996) as well as for a background aerosol loading according to the ECSTRA aerosol model (Fussen and Bingen, 1999) . Figure 17 illustrates influence of the stratospheric aerosols on the retrieved vertical profiles of BrO for an example limb observation performed over Northern Sweden during highlatitude spring. In the left panel of the figure the true vertical profile of BrO (i.e., used for simulations) is shown with the black line whereas the color lines depict the retrieved profiles obtained for different aerosol loading scenarios. The relative differences with respect to the true profile are shown in the right panel of the figure. The plot reveals that the BrO amount in the stratosphere is typically underestimated if stratospheric aerosols are not considered in the retrieval. For an unpolluted atmosphere (i.e., background aerosols), however, the effect is rather small with the relative differences never exceeding 15 %. For volcanic scenarios, the retrieval errors become significant reaching about 60 % between 17 and 19 km for a high volcanic aerosol scenario. Similar results for the tropical region represented by an example limb observation performed over North Western Brasil during tropical winter are shown in Fig. 18 . Here, the relative differences are generally larger because of much lower BrO amounts in tropics especially below about 17 km. Nevertheless, for an unpolluted atmosphere, the relative differences above 18 km are still within about 10 % rapidly increasing with decreasing altitude. Similar to the high latitudes, the relative differences for volcanic aerosol scenarios are quite high indicating a strong influence of the stratospheric aerosols on the retrieval results.
These results show that variations of aerosol loading around the background level do not introduce any significant bias in the retrieved data. Contrarily, retrievals for a highly increased aerosol loading, e.g., as observed directly after the Kasatochi volcanic eruption in August 2008, can be substantially biased. An improvement can be achieved including stratospheric aerosols in the retrieval scheme (Bourassa et al., 2007; Ernst et al., 2009; Rozanov et al., 2011) . This is, however, outside the scope of our study. As non of the considered retrievals includes any aerosol correction procedure, their sensitivity to the stratospheric aerosols is expected to be similar. 
Intercomparison of SCIAMACHY BrO products
In this section, vertical profiles of BrO retrieved with IUP Bremen, DLR, and MPI Mainz algorithms are compared to each other for one SCIAMACHY orbit. For this purpose the orbit 10811 from 25 March 2004 is selected that contains one of the measurements collocated with the balloon-borne observations discussed below in Sect. 9 (see Table 2 ). Vertical distributions of BrO retrieved with all three algorithms are presented in the left panels of Fig. 19 . The relative differences between the results from different retrievals are shown in the right panel of the figure. The common features seen by all retrievals are high BrO amounts in the lower atmosphere at high latitudes and values about 1-1.5 × 10 7 molec cm −3 between 20 and 24 km in the tropics. The IUP Bremen and MPI Mainz results show a very similar latitudinal behavior with peak values decreasing and peak altitude increasing when moving form the high latitudes to the tropics. Because of a coarser vertical sampling, the vertical structures in the MPI Mainz results look smoother and peak altitudes in the tropics are higher as compared to the IUP Bremen retrieval. An increase in both IUP Bremen and MPI Mainz results seen at about 40 • S is most probably because the satellite crosses the South-Atlantic Anomaly during this particular measurement. The relative differences between both results, shown in the upper right panel, are mostly within ±12.5 % (one color step) in the high sensitivity range. The high differences seen in the tropical troposphere are due to large retrieval errors (more then 100 %) in this altitude range. In comparison to both IUP Bremen and MPI Mainz products, the DLR results look slightly different showing higher values above 26 and lower values below 22 km at high latitudes, as well as lower values above 22 km in the tropics. Nevertheless, the relative differences with respect to both IUP Bremen and MPI Mainz results, shown in the middle and lower right panels, respectively, are mostly below 25 %. The high amounts of BrO obtained from the DLR retrieval in the tropical troposphere are explained by high values in the a priori BrO profiles and a low retrieval sensitivity in this region. The a priori BrO profiles used by the retrieval algorithms are shown in Fig. 20 . As discussed in Sect. 4, IUP Bremen and MPI Mainz retrievals employ a latitude dependent climatological information whereas the DLR algorithm uses a constant a priori profile (in VMR units). 
Comparisons to balloon-borne observations
In this section, BrO vertical profiles retrieved with IUP Bremen, DLR, and MPI Mainz algorithms from SCIAMACHY limb measurements are compared with the results obtained from the coinciding balloon-borne observations. In total, 12 BrO profiles from DOAS, SAOZ, and TRIPLE balloonborne instruments are considered. The former two are remote sensing instruments while the latter performs in situ measurements. The full list of coincidences is presented in Table 2 . Since an overview of the balloon-borne instruments involved in the comparison, corresponding retrieval methods, and error estimations are already published by Dorf et al. (2006) , only a short description of each instrument is presented below.
As the exact location of the air mass probed by balloon payloads is strongly determined by weather conditions and astronomical parameters, it is very difficult to match the temporal and spatial factors of the balloon measurements directly with individual satellite measurements. A partial compensation of the remaining temporal and spatial mismatches can be achieved applying trajectory calculations (Lumpe et al., 2002) . Employing a trajectory model, the air mass probed by the balloon payload can be traced to the past and/or to the future from the balloon measurement time to found an appropriate match with a satellite measurement. This yields two coincidences for each balloon flight referred to as forward and backward matches, which correspond to the air mass tracing into the future and into the past with respect to the balloon-borne measurement, respectively. For all comparisons discussed in this section, trajectory calculations are performed at FU Berlin. Details on the trajectory model are presented by Langematz et al. (1987) . A temporal misalignment between different observations means usually that the measurements are performed under different illumination conditions that, for photochemically active species, results in different observed concentrations even when probing the same air mass. This is accounted for by using a photochemical model in a similar manner as discussed e.g. by Bracher et al. (2005) ; Butz et al. (2006) ; Dorf et al. (2006) . Thereby, BrO amounts observed by a balloonborne instrument are converted to the illumination conditions which are appropriate for the matching satellite measurement. Photochemical corrections for DOAS observations are performed by the scientific team of the University of Heidelberg as described by Dorf et al. (2006) . All results from SAOZ and where needed from TRIPLE are photochemically corrected at the Environment Canada similar to McLinden et al. (2010) . The uncertainty associated to all balloon measurements shown below is represented by 1-σ range.
DOAS
The spectra of the direct solar light transmitted through the Earth's atmosphere are collected on board the azimuthcontrolled LPMA/DOAS (Limb Profile Monitor of the Atmosphere/Differential Optical Absorption Spectroscopy) balloon payload. Vertical profiles of BrO are retrieved with the DOAS technique in the wavelength range from 346 nm to 360 nm. The BrO reference is the absolute cross-section measured by Wahner et al. (1988) with the wavelength calibration taken from laboratory measurements. Details on the measurement setup and the retrieval technique are presented by Ferlemann et al. (1998 Ferlemann et al. ( , 2000 , Harder et al. (1998 Harder et al. ( , 2000 and Dorf et al. (2006) . This study uses BrO profiles obtained during five balloon flights which were performed in the framework of the SCIAMACHY validation campaign over Kiruna in Sweden, Aire-sur-l'Adour in France, and Teresina in Brazil (see Table 2 ). Only the measurements during the balloon ascent are considered. As mentioned above, BrO vertical distributions retrieved by three algorithms (IUP Bremen, MPI Mainz, and DLR) from SCIAMACHY limb measurements are compared with coinciding balloon-borne DOAS observations. The results for high latitudes (balloon launches at Kiruna, see Table 2 ) are shown in Figs. 21 and 22 for profiles and relative differences, respectively. For each balloon flight forward (lower panels) and backward (upper panels) matches are compared. The vertical profiles of BrO retrieved from SCIAMACHY limb measurements with the IUP Bremen, DLR, and MPI Mainz algorithms are shown in red, blue, and cyan, respectively. Both IUP Bremen and MPI Mainz retrievals use the same a priori information shown with black dashed lines whereas the DLR a priori profiles are depicted by dashed blue lines. The coinciding balloon-borne DOAS retrievals are shown by black solid lines and their uncertainties are depicted by grey areas. Yellow areas mark vertical ranges where, according to trajectory model calculations, both SCIAMACHY and balloon-borne instruments are considered to probe the same air mass (for match criteria see e.g. Dorf et al., 2006) . Where available, BrO profiles retrieved from the ground-based zenith sky UV-visible observations performed at Harestua in Norway (60 • N, 11 • E) are shown in green. These retrievals are performed at the Belgian Institute for Space Aeronomy (IASB-BIRA) in Brussels using a profiling algorithm described by Hendrick et al. (2009) . The ground-based observations are selected according to the closest match principle, i.e., no trajectory calculations are performed. For all considered observations, the vertical profiles of BrO obtained from SCIAMACHY limb measurements using different retrieval algorithms agree with the balloon-borne DOAS results typically within 20 %. All retrievals agree within error bars nearly everywhere. In most comparisons the MPI Mainz retrieval shows slightly higher values while the DLR profile clearly deviates from other retrievals below 20 km on 24 March 2004. Where available, ground-based measurements fit well into the overall picture showing, however, too low values below 18 km on 24 March 2003, and slightly higher values at all altitudes on 25 March 2004. A more statistically significant comparison between SCIAMACHY (IUP Bremen) and ground-based UV-visible BrO retrievals can be found in Hendrick et al. (2009) . Figures 23 and 24 show a similar comparison but for midlatitudes and tropics (balloon launches at Aire-sur-l'Adour and Teresina, respectively, see Table 2 ). The layout of plots is the same as in Figs. 21 and 22 . At mid-latitudes all results agree within 20% in the entire altitude range except for DLR retrieval on 9 October 2004. The latter shows 30-45 % higher BrO amounts above 24 km. A quite different behavior is observed in the tropics. Here, for the backward match, the results of both IUP Bremen and MPI Mainz retrievals agree with balloon-borne DOAS profiles within 20 % nearly everywhere while the DLR retrieval shows lower values above 24 km. For the forward match, all SCIAMACHY retrievals agree to each other within error bars in the entire altitude 
SAOZ
Similar to the DOAS instrument discussed in the previous section, the SAOZ-BrO (Systeme d'Analyse par Observations Zenithales) sonde is a balloon payload comprising an optical spectrometer which operates in the 320-400 nm spectral range. The SAOZ has no Sun tracker but uses instead a light collector of 360 • azimuth and −5 • /+15 • elevation field of view. Although using this experimental setup both direct and scattered solar light is collected and passed to the detector, it is clear that for daylight cloud free conditions the contribution of the scattered light is negligible and the instrument can be considered as measuring only the direct solar light transmitted through the atmosphere. The vertical profiles of BrO considered in this study are retrieved from the observations performed during late afternoon balloon ascents. In total, four balloon flights performed over Aire-surl'Adour in France, Kiruna in Sweden, and Bauru in Brazil are considered (see Table 2 ). The LATMOS-CNRS research group in France has operated the instrument during all flights and performed the retrievals. A detailed description of the instrument setup and of the retrieval method can be found in Pundt et al. (2002) and references therein.
In Figs. 25-28 BrO vertical distributions retrieved from SCIAMACHY limb observations with IUP Bremen, DLR, and MPI Mainz algorithms are compared to coinciding SAOZ measurements. The comparisons are performed for the forward (lower panels) and backward (upper panels) matches for each of the four flights listed in Table 2 . The results are presented in the same manner as discussed in Sect. 9.1 for balloon-borne DOAS measurements (see .
In general, the results agree within error bars for all observations. Best agreement is achieved for the observations over Kiruna (outside the polar vortex) shown in the right panel of Fig. 25 displaying a maximum concentration around 16-18 km consistent with the BrO profile climatology published by Pundt et al. (2002) . The IUP Bremen and SAOZ retrievals typically agree within 10 % for this flight whereas the MPI Mainz and DLR results are slightly higher or lower, respectively. For the flight at mid-latitude (Airesur-l'Adour) shown in the left panel of Fig. 25 , all SCIA-MACHY retrievals yield slightly lower BrO concentrations between 20 and 25 km compared to that of SAOZ. The maximum of BrO concentration around 20-22 km seen by the SAOZ is consistent with that shown by the DOAS during the same season (Fig. 23) as well as with the climatology published by Pundt et al. (2002) whereas the absolute concentrations are slightly higher than that from DOAS. All SCIA-MACHY retrievals agree very well above 20 km and disperse with the decreasing altitude below still remaining, however, in agreement within error bars. The situation is more complex in Bauru in the tropics where the SAOZ precision is reduced because of the higher SZA at the time of the ascent, particularly on 5 February. Two BrO profiles are available ( Fig. 27 ), only 6 days apart, but in very different meteorological and stratospheric conditions. The analysis of stratospheric conditions was done by the SAOZ team based on the simultaneous NO 2 profiles also measured by SAOZ (results are not shown here). The first observation on 31 January showing a minimum BrO at the tropopause is carried out in a cloud free region while the second, displaying a minimum BrO higher up at 18-19 km is performed over a very active convection area. Furthermore, according to potential vorticity maps (not shown here) the first observation is performed within NO 2 poor equatorial air above 24 km and NO 2 rich filament from mid-latitude around 22-23 km. In contrast, the second profile observed on 5 February shows a strong advection from mid-latitude above 24 km carrying NO 2 enriched air (by 40 % compared to the first flight). Though of broader resolution, the SCIAMACHY BrO profiles are also showing similar changes between the two days. Those changes in stratospheric composition are making the comparison more difficult than at higher latitudes. However, within their respective error bars, the SCIAMACHY and SAOZ results are consistent.
TRIPLE
The TRIPLE multi-instrument balloon payload comprises four in situ instruments from which only the ClO/BrO detection system operated by Forschungszentrum Jülich GmbH is of interest for the current study. The detection of BrO is performed using the chemical-conversion resonance fluorescence technique during the balloon ascent or descent. The technique starts to suffer from oxygen absorption of the bromine resonance fluorescence radiation at 138.8 nm at altitudes below 20km while at pressures below 10 hPa the measurement suffers from significant wall loss of Br atoms. Therefore measurements are restricted to the pressure regime between about 100 and 10 hPa. A detailed description of the measurement technique and data analysis can be found in Brune et al. (1989) , McKinney et al. (1997) and Woyke et al. (1999) . This study uses BrO profiles obtained during 3 balloon flights which were performed in the framework of the SCIAMACHY validation campaigns over Kiruna in Sweden and Aire-sur-l'Adour in France (see Table 2 ). The error bars indicated in the figures correspond to statistical errors as a result of measurement noise. The absolute error of the BrO in situ measurements is given as 35 % or 3 pptv, whatever is higher. In Figs. 29 and 30, BrO vertical distributions retrieved from SCIAMACHY limb observations with IUP Bremen, DLR, and MPI Mainz algorithms are compared to coinciding TRIPLE measurements. The comparisons are performed for the forward (lower panels) and backward (upper panels) matches for each of the three flights listed in Table 2 . The results are presented in the same manner as discussed in Sect. 9.1 for balloon-borne DOAS measurements (see . For the Aire-sur-l'Adour flight on 24 September 2002, shown in the left panels, BrO profiles retrieved from SCIAMACHY limb and balloon-borne TRIPLE measurements are in reasonable agreement down to 23 km. Below, a dip in the in situ measurement is obvious which however is consistent with parallel tracer measurements of CH 4 , N 2 O, CCl 3 F, and CCl 2 F 2 by the cryogenic whole air sampler BONBON (e.g. Engel et al., 1997) on the same payload. SCIAMACHY results are typically higher as compared to BrO concentrations detected by TRIPLE. For the Kiruna flight on 6 March 2003, shown in the middle panels, a similar result as for Aire-sur-l'Adour is obtained. Here, different SCIAMACHY retrievals agree within error bars in the entire altitude range showing, however, substantially higher BrO concentrations than those detected by TRIPLE. A quite different behavior is observed for the Kiruna flight on 9 June 2003, shown in the right panels. Here, the vertical profiles of BrO retrieved from SCIAMACHY limb and balloon-borne TRIPLE measurements are in a good agreement down to 22 km. Below, the TRIPLE instrument detects higher BrO amounts than seen by SCIAMACHY. Different SCIAMACHY retrievals agree within error bars in the entire altitude range for both forward and backward matches.
Conclusions
In this study we present three different retrieval algorithms developed to gain vertical profiles of BrO from SCIA-MACHY limb measurements. Two of the considered algorithms (IUP Bremen and MPI Mainz) are precision optimized scientific retrievals whereas the third one (DLR) is designed as a speed optimized operational processor. Discussing the theoretical basis of the retrievals we have shown that apparently completely different DOAS and global fit approaches are obtained from the same logarithmic formulation of the inverse problem using specific assumptions. This finding clarifies how concepts widely used in the DOAS community, e.g., I 0 -corrected cross sections or tilt, can be implemented in the framework of the global fit technique.
Analyzing the sensitivity of SCIAMACHY limb BrO retrievals we have found that the best retrieval sensitivity is achieved between 16 and 26 km and a typical vertical resolution of the retrieval ranges between about 3 km in the vicinity of measurement tangent point altitudes and 5 km at intermediate altitude levels. In the high sensitivity altitude range the retrieval results are found to be almost independent of the a priori information. Employing numerical simulations and synthetic retrievals we have investigated the influence of different implementations of radiative transfer modeling upon the retrieval results and found it to be negligible (among the considered models). Performing synthetic retrievals, influence of different BrO cross sections and their temperature dependence as well as of stratospheric aerosols is analyzed. Whereas the effect of the former two is found to be in the order of 10 %, improperly considered high volcanic aerosol loading may lead to significant errors (up to 60 %) in the retrieved BrO profiles. Comparisons of BrO profiles retrieved from SCIA-MACHY measurements using different algorithms demonstrate a reliability of SCIAMACHY retrievals. The results from different algorithms agree with each other within error bars nearly everywhere. In comparison to balloon-borne observations a very good agreement is obtained at high and mid-latitudes (balloon flights in Kiruna and Aire-surl'Adour) with both DOAS and SAOZ results. Comparisons to TRIPLE do not provide any consistent picture. While for two of three flights BrO amounts seen by SCIAMACHY are systematically higher than those detected by TRIPLE, a good agreement is observed down to 22 km for the third flight. Below this altitude an opposite behavior is seen with SCIAMACHY BrO concentrations lower than those from TRIPLE. For the tropical DOAS flight, BrO amounts retrieved from SCIAMACHY are systematically somewhat lower than those from balloon-borne DOAS. As only one tropical profile is available from the DOAS instrument, no general conclusions on the agreement quality can be made. Due to complicated meteorological and stratospheric conditions only an overall consistency can be stated for tropical SAOZ observations. Nevertheless, also in comparison to balloon-borne observations we conclude that the results are in agreement within error bars nearly everywhere. The comparison results are summarized in Table 3 . The values represent percentage differences averaged over all matching altitudes (yellow areas in Figs. 21-30) . Averaging is done for absolute values of the differences. The last column contains uncertainties for balloon-borne instruments averaged over all matching altitudes as above.
It is important to highlight that the usage of different BrO cross sections and different handling of their temperature dependence in both SCIAMACHY and DOAS/SAOZ retrievals implicates the following biases in the results. If the BrO cross section from Fleischmann et al. (2004) rather than that from Wahner et al. (1988) was used for the interpretation of the balloon-borne measurements, the DOAS results would be about 10 % higher while the SAOZ results would remain nearly the same. If the temperature dependence of the BrO cross section was neglected, the IUP Bremen and DLR results would increase by about 10 %. The TRIPLE measurements are unaffected by the cross section issues. These biases are, however, below the overall uncertainty of the comparisons and do not affect the conclusions above.
In general, SCIAMACHY limb observations performed since August 2002 provide a unique data set for studying and monitoring the evolution of bromine content in the stratosphere which is needed in the framework of the Montreal Protocol.
Appendix A
Inverse problem at the spectroscopic retrieval stage of the standard DOAS technique
The purpose of this section is to demonstrate how the fit equations used at the spectroscopic retrieval stage of the standard DOAS technique can be obtained from the logarithmic formulation of the inverse problem as given by Eq. (9) and which assumptions need to be done to obtain these.
As the retrievals employing the standard DOAS technique do not use the weighting functions in the spectral fitting procedure exploiting the absorption cross sections of atmospheric species instead, an appropriate modification of the inverse problem is required. This can be done employing the Beer-Lambert law under assumption that the absorption by atmospheric species of interest is weak:
Here, I j (λ l ) and I e (λ l ) represent the limb radiance at a tangent height h j and the extraterrestrial radiance, respectively, λ l is the wavelength, σ k (λ l ) are the absorption cross sections of atmospheric species included in the fitting procedure, n k,i are the corresponding concentrations in the i-th altitude layer (n k,i ={x} N(k−1)+i ), {A j } l,i is the effective light path enhancement in the i-th altitude layer at wavelength λ l which is also referred to as the box air mass factor, H i is the geometrical thickness of the i-th altitude layer, and τ other (λ l ) is the total optical depth of atmospheric parameters exhibiting only broad-band spectral signatures (e.g., Rayleigh scattering, aerosol extinction). In the framework of the standard DOAS technique, atmospheric parameters contributing to τ other are not included in the fitting procedure. Instead, this term is approximated by a low order polynomial, P λ .
Using the Beer-Lambert law given by Eq. (A1) and taking into account Eq. (3), the elements of the weighting function matrix can be obtained as follows:
{K j } l,N i (k − 1)+i = ∂{F j (x)} l ∂{x} N i (k − 1)+i x = x a (A2) = {A j } l,i H i σ k (λ l ) {F j (x a )} l .
Here, curly brackets are used to denote elements of vectors or matrices. Employing Eq. (A2), taking into account Eq. (7), and introducing notationsx ≡ x −x a andÂ j ≡ A j −A ref , the second term on the right hand side of Eq. (9) can be rewritten as
Assuming the trace gas cross sections σ k (λ) do not change with the altitude, i.e., using for each species a representative cross section at a fixed pressure and temperature, the absorption cross sections can be taken out of the second summation in Eq. (A3). Assuming further the box air mass factorsÂ j to be independent of the wavelength, Eq. (A3) can be rewritten as follows:
where S σ is a matrix containing the absorption cross sections of all atmospheric species included in the fit,
and vector c contains so-called slant columns for each retrieved species:
Under these assumptions, the logarithm of the normalized radiance can be represented as a sum of the absorption cross sections of the atmospheric species weighted by the corresponding slant columns: 
Substituting then Eq. (A4) into the logarithmic representation of the inverse problem as given by Eq. (9) and taking into account that, according to Eq. (A7),
the modified inverse problem is formulated as follows:
Here, the fitting parameter vectors c and s are obtained applying the least square fit technique. The formulation of the inverse problem given by Eq. (A9) yields the main fitting equation used at the spectroscopic retrieval stage of the standard DOAS technique. The equation is obtained from the logarithmic representation of the general inverse problem, as given by Eq. (9), assuming (i) absorption by atmospheric species to be weak, (ii) absorption cross sections of atmospheric species to be independent of the altitude, (iii) box air mass factors and slant columns to be independent of the wavelength, and (iv) all broad-band spectral features to be approximated by a polynomial. represents the absorption term. Here, for the sake of simplicity, only one absorbing atmospheric species with a concentration profile n(z) is accounted for. The absorption is assumed to be weak. Substituting Eq. (B2) into Eq. (B1) and expending the logarithms in Taylor series with respect to the absorption term one obtains: , Clearly, the difference of the logarithmic terms on the righthand side of Eq. (B4) is equal to the tilt correction as defined by Eq. (16). As the sun-normalized limb radiance in a nonabsorbing atmosphere, I sc (λ,h), has only a smooth spectral dependence, in the second and third terms in Eq. (B4) it can be moved from the integral operator in the denominator to the integral operator in the numerator without introducing a significant error. Thus, Eq. (B4) can be rewritten as The second term on the right-hand side of this equation is referred to as the I 0 -correction. In the framework of the standard DOAS technique this correction is accounted for replacing in the spectral fit procedure the pre-convolved cross section, σ lr (λ), by the so-called I 0 -corrected cross section: σ (λ) = L I hr e (λ) σ hr (λ) L I hr e (λ)
In the framework of the global fit method, the I 0 -correction is commonly calculated as a difference of the total correction, R i , and the tilt spectrum, t i .
Appendix C
Inverse problem at the pre-processing stage of the global fit approach
The purpose of this section is to demonstrate how the fit equations used at the pre-processing stage of the global fit approach can be obtained from the logarithmic formulation of the inverse problem as given by Eq. (9) and which assumptions are needed to obtain these. As mentioned in Sect. 3.4.2, at the pre-processing step of the global fit approach the spectral fit is performed for each tangent height independently. However, a limb observation at a single tangent height does not contain enough information to retrieve vertical profiles. Therefore, the second term in the right-hand side of Eq. (9) containing the weighting functions of atmospheric species needs to be simplified. To this end let us first write an explicit equation for the lth component (i.e., the value at the wavelength λ l ) of vector K j (x − x a ) taking into account that the state vector usually contains number densities of atmospheric species at discrete altitude levels:
Here, curly brackets are used to denote elements of vectors or matrices, N k is the total number of atmospheric species included in the fit, and N i is the number of the discrete altitude layers. This expression can be simplified assuming relative variations of trace gas number densities to be the same at all altitude layers, i.e., the retrieved vertical profile for each atmospheric species of interest is assumed to be obtained by scaling its a priori profile:
{x} N i (k−1)+i = {p} k {x a } N i (k−1)+i , (C2) i = 1, ..., N i , k = 1, ..., N k .
Here,p is a vector containing the scaling factors for the vertical profiles of the retrieved atmospheric species (one scaling factor per species), i.e., the vector consists of only N k elements. Substituting Eq. (C2) into the right-hand side of Eq. (C1) the following relationship is obtained:
where 1 is a unity vector with N k elements, p =p − 1, and W par j is a matrix containing vertically integrated logarithmic weighting functions corresponding to relative variations of the atmospheric parameters:
{K j } l,N i (k−1)+i {x a } N i (k−1)+i .
Commonly, an error due to unknown atmospheric parameters which cannot be retrieved from the measurement (see the last term in Eq. 4), e.g., aerosols or surface albedo, is characterized by a broad-band spectral signature. Thus, a bulk of this error as well as all broad band instrumental features can be eliminated when considering only the differential spectral signals, i.e., the spectral structures highly varying with the wavelength. Approximating all broad-band spectral structures by a polynomial and taking into account Eq. (C3) the inverse problem given by Eq. (9) is rewritten aŝ
where vectors p and s contain fitting parameters obtained applying the least square fit technique. The formulation of the inverse problem given by Eq. (C5) yields the main fitting equation used at the pre-processing stage of the global fit approach. This equation is obtained from the logarithmic representation of the general inverse problem, as given by Eq. (9), assuming (i) vertical profiles of all considered atmospheric species to be obtained by scaling corresponding a priori profiles and (ii) all broad-band spectral features to be approximated by a polynomial.
