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Over the last five years of my research work, I, my research was mainly concerned with  
certain crucial tunneling, transport and optical properties of novel low-dimensional graphitic 
and carbon-based materials as well as topological insulators. Both single-electron and many-
body problems were addressed. We investigated the Dirac electrons transmission through a 
potential barrier in the presence of circularly polarized light. An anomalous photon-assisted 
enhanced transmission is predicted and explained in a comparison with the well-known 
Klein paradox. It is demonstrated that the perfect transmission for nearly-head-on collision 
in an infinite graphene is suppressed in gapped dressed states of electrons, which is further 
accompanied by shift of peaks as a function of the incident angle away from the head-on 
collision. We calculate the energy bands for graphene monolayers when electrons move 
through a periodic electrostatic potential in the presence of a uniform perpendicular 
magnetic field. We clearly demonstrate the quantum fractal nature of the energy bands at 
reasonably low magnetic fields. We present results for the energy bands as functions of both 
wave number and magnetic flux through the unit cells of the resulting moir´e superlattice. 
V 
 
This feature is also observed at extremely high magnetic fields. We have discovered a novel 
feature in the plasmon excitations for a pair of Coulomb-coupled non-concentric spherical 
two-dimensional electron gases (S2DEGs). Our results show that the plasmon excitations for 
such pairs depend on the orientation with respect to the external electromagnetic probe field. 
The origin of this anisotropy of the inter-sphere Coulomb interaction is due to the directional 
asymmetry of the electrostatic coupling of electrons in excited states which depend on both 
the angular momentum quantum number L and its projection M on the axis of quantization 
taken as the probe E-field direction. Such an effect from the plasmon spatial correlation is 
expected to be experimentally observable by employing circularly-polarized light or a 
helical light beam for incidence. The S2DEG serves as a simple model for fullerenes as well 
as metallic dimers, when the energy bands are far apart. Magnetoplasmons in gapped 
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Chapter 1
Introduction
Progress in the studies of the physics and chemistry of graphene allotropes
has been steadily advancing especially since its experimental discovery in
2005.[1] Much of the attention given to graphene has arisen from its unusual
properties due to its energy band structure [1, 2]. The novel electrical trans-
port and photonic behavior of graphene may be attributed to its massless
Dirac fermions at the Fermi level [3]. An interesting consequence of the Dirac
electron is the Klein paradox [4] in which an electron undergoes unimpeded
tunneling through potential barriers of arbitrary height and thickness. This
characteristic of Dirac electrons is a result of their linear energy dispersion
relation or helicity. Electrons are said to be chiral if their wave functions are
eigenstates of the chirality operator ĥ = σ · p/(2p) where σ = {σx, σy} is
the Pauli vector consisting of Pauli matrices and p = {px, py} is the elec-
tron momentum in graphene layers. Electrons in graphene near the K points
(around the corners of the hexagonal Brillouin zone) are chiral due to the
fact that the chirality operator is proportional to the Dirac effective mass
1
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Hamiltonian which automatically makes chirality a good quantum number.
The fact that the Klein paradox is also obtained in bilayer graphene
makes this effect even more appealing. This leads us to realize that the
Klein paradox is not simply restricted to linear energy dispersion but may
be observed for both massless and massive quasiparticles [4]. In this thesis,
we consider a sharp p−n− p junction or potential barrier profile. This type
of potential can be constructed by an underlying metal contact or insulating
strip and was employed to demonstrate unimpeded transmission [3].
Both the tight-binding model and k · p approximations for an infinite
graphene sheet accurately show that, near the K and K ′ points, electrons





with no gap, where s is the electron-hole parity with s = 1 for electrons
and s = −1 for holes. For the potential barrier described above, there is a
translational symmetry in the y direction parallel to the boundaries of the
potential so that ky is conserved. In contrast, the longitudinal component kx
is modified by the potential so that when the particle has energy E, we have
kxi =
√
(E − Vi)2/(~vF )2 − k2y, where Vi is the potential in the region i.
The unusual energy band structure of topological insulators (TIs), as a
novel class of quantum spin materials, has received a considerable amount
of theoretical attention in the last few years [18]. The energy dispersion is
characterized by an insulating gap in the three-dimensional (3D) bulk state
as well as by topologically protected conducting states localized either around
the two-dimensional (2D) surface for 3DTIs or around the edge for 2DTIs [19].
In this thesis, we adopt the conventional classification (2D/3D) for TIs based
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on their geometry.
Quantum spin Hall (QSH) topological states were discovered in HgTe and
CdTe quantum wells (QWs). The existence of these QSH states is obtained
when the QW thickness greater than a critical value. For films thicker than
6nm, such QWs are exemplary 2DTIs but become conventional insulators
otherwise [20]. Typical examples of 3DTI include half-space Bi1−xSbx alloys
as well as Bi2Se3, Bi2Te3 and Sb2Te3 binary crystals. The surfaces of these
3DTIs support spin-polarized Dirac cones analogous to graphene [21, 22].
In recent experiments [57, 58, 59], graphene flake and bilayer graphene
were coupled to a rotationally-aligned hexagonal boron nitride (BN) sub-
strate. The spatially varying interlayer electrostatic potential gives rise to
local symmetry breaking of the carbon sublattice as well as a long-range
Moiré superlattice potential in the graphene layer. At high magnetic fields,
integer conductance plateaus which were obtained at non-integer filling fac-
tors were believed to be due to the formation of the Hofstadter butterfly in a
symmetry-broken Landau level. These experiments were partially motivated
by the pioneering theoretical work of Azbel [60] and Hofstadter [61] on the
single-particle spectrum of a two-dimensional square lattice in the presence
of both a periodic potential and a uniform ambient perpendicular magnetic
field. In this case, the energies exhibit a self-similar recursive energy spec-
trum. There are several other effects due to the presence of a boron nitride
substrate. The band gaps, which appear in graphene due to the substrate,
were theoretically modeled in [62]. The existence of a commensurate state,
when the crystal is adjusted by the presence of the external periodic poten-
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tial, has been investigated in [63]. Hofstadter fractal structures may also
be realized in a variety of systems, such as Jaynes-Cummings-Hubbard lat-
tices [65]. We should also mention a recent study of the energy spectrum of
Schrödinger electrons, subjected to general periodic potential and magnetic
field [64].
Recent work on spherical metalic shells has yielded some interesting re-
sults for plasmon excitations which depend on the angular momentum quan-
tum number L and the radius R of the shell [137, 138, 193]. In those
model calculations, the electron gas is assumed to be confined to an in-
finitesimally thin shell which is embedded in a medium with background
dielectric constant ǫb. The plasma excitation frequencies were shown not to
depend on the projection M of angular momentum L on the axis of quan-
tization. This degeneracy is expected due to retained rotational symmetry
and there is no energy dispersion which arises in the case for the cylindrical
nanotube [139, 140]. Interest in plasmon excitations in fullerenes dates back
to the work by Östling, et al. [141] who used a spherical shell model to exam-
ine the experimental data for plasma resonances in C60 [142, 143].The model
for the plasmons described in Ref. [citeApell] assumes that the buckyball is
doped and its active modes are attributed to either dipole or monopole-like
excitations. Since our system is neutral, only dipole-like plasmon modes will
exist.
The interest in the two-dimensional electron gas (S2DEG) has been stim-
ulated by the fact that fullerenes [144, 145, 146, 147, 148, 149, 150] span an
entire family from ”buckybabies” with thirty-two carbon atoms and radius
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0.35 nm to very large fullerenes with four thousand, eight hundred and sixty
atoms and radius 3.141 nm [144, 145, 146, 147, 148]. These molecules can be
modified into other molecular configurations which make them very versatile.
It is such an adaptability that gives them enormous practical applications in
materials science, electronics and nanotechnology.
As a consequence of the recent advances in production techniques such as
solvent-assisted self-assembly,[194] fullerenes can now be produced in specific
quantities even forming thin films of fullerene-like MoS nanoparticles[195]
and those achievements have stimulated renewed interest in these materi-
als. Additionally, the ability to control optical fields has now made it feasi-
ble to ascertain the plasmon excitations in pre-arranged arrays of fullerenes
[194, 195]. The present work has been stimulated by these exciting new
developments, even though it employs a relatively simple model which is
reasonable when the separation between the energy bands is large. [141]
Furthermore, the results presented in this thesis for coupled S2DEGs may
serve as a guide for explaining experimental studies. [142, 143] Specifically,
we are interested in calculating the plasma excitations of Coulomb coupled
S2DEGs. [152, 153, 151, 154] Here, we model three coupled spherical shells
as shown in Fig. 10.1. In our discussion below, we refer to the S2DEG at
the origin as “1”’, and the one centered on the x and z-axis as “2” and “3”,
respectively. This notation then allows us to label the Coulomb matrix el-
ements between spherical shells “i” and “j” with subscript “i − j”, where
i, j = 1, 2, 3.
Electron energy loss spectroscopy (EELS) has been used to probe the
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plasmon excitations for concentric-shell fullerenes embedded in a film.[196]
Furthermore, perfectly spherical shells were used in the theoretical model-
ing of the EELS data and the agreement was good. The model of Lucas,
et al.[198] was shown to be qualitatively adequate for understanding the
optical data for multi-shell fullerenes. In that work,[198] the ultraviolet di-
electric tensor of monolayer graphene is adapted to the spherical geometry
of a fullerene by averaging over the three possible orientations of the c axis.
Thus, a continuum model was used by Lucas, et al.[198] starting from the








It was shown recently [8, 9] that when Dirac electrons in a single graphene
layer are interacting with an intense circularly polarized light, electron states
will be dressed by photons. The main idea of the present study is to inves-
tigate the transmission properties of such dressed electrons for the case of
single layer graphene. We go beyond the approximations used in Ref. [8] by
retaining the results up to the order of O(∆4) so that we are able to inves-
tigate the difference between the dressed states and massive Dirac electrons
described below by the Hamiltonian in (2.19). Here, ∆ is a quantity mea-
suring the induced gap between the valence and conduction bands of dressed
electrons.
2.1 General formalism
We begin with the electron-photon interaction Hamiltonian
8
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Figure 2.1: The energy dispersion (red solid curves) for the effective sur-
face model of 3DTI: (a) without lightelectron interaction;(b) for single-mode
dressed statesand (c) for two-mode dressed states in equation (7). Here, the
black dashed lines in (a) represent the Dirac cones and a parabola, while the
black dashed curves in (b) and (c) indicate the asymptotical behaviors for
H = vF σ · (p− eAcirc) , (2.1)
where vF is the Fermi velocity and the vector potential for circularly polarized












(â+ â†)ex + i(â− â†)ey
]
in terms of photon creation and destruction operators â† and â†, respectively.
Here, V is the mode volume of an optical field. In order to study the com-
plete electron-photon interacting system, we must add the field energy term
~ω0 â
†â to the Hamiltonian (2.1).
As usual, we seek the wave function in the form of a plane wave Ψ(r) =
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eik·rψ(k), which results in the following reduced Hamiltonian
































The reduced Hamiltonian (2.2) for infinite graphene can be understood as
the sum of two parts, namely, the Dirac Hamiltonian
HDirac = ~vF σ · k = ~vF (σxkx + σyky) = ~vF (σ−k+ + σ+k−) (2.3)
and the Jaynes-Cummings Hamiltonian








which corresponds to a two-level quantum optical system and, most impor-
tantly, can be solved analytically. Here, we have defined k± = kx±iky and N
represents the number of radiation quanta (intensity) for the incident optical
field. We only consider the situation such that the electron-photon inter-






= 2α ~ω0 ≪ ~ω0 , (2.5)
where α ≡ w/~ω0 ≪ 1. The two eigenstates of the Hamiltonian (2.4) could
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be obtained with an expansion over the basis of just two functions |1〉N ≡
| ↑, N〉 and |2〉N ≡ | ↓, N + 1〉 for each N value, that is,
|Ψ↑,N〉 = µN |1〉N + νN |2〉N , (2.6)
|Ψ↓,N〉 = µN |2〉N − νN |1〉N , (2.7)






























In this way, the transformation (2.6) and (2.7) becomes just a simple rotation
in the Hilbert space. This expansion yields the eigenvalue equation and its
solution below





































where ǫ↑ and ǫ↓ correspond to the lower + and upper − signs in the
solution. For simplicity, we assume here the radiation is classically strong
with N ≫ 1. However, we note that we may set N+1 ⋍ N only in the terms
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O(α2) but not in the terms with N~ω0. Furthermore, it is a simple matter
to obtain the expansion coefficients µN and νN as



















One can easily verify that the wave functions (2.6) and (2.7) are the eigen-
states of the Jaynes-Cummings Hamiltonian (2.4) with energies (2.10), to




N + 1| ↑↓, N + 1〉 , â| ↑↓, N〉 =
√
N | ↑↓, N − 1〉 (2.12)
σ+| ↓, N〉| ↑, N〉 , σ+| ↑, N〉 = 0 , (2.13)
σ−| ↑, N〉| ↓, N〉 , σ−| ↓, N〉 = 0 . (2.14)
2.2 Dressed states in graphene with two con-
sequent numbers of photons
We now look for the eigenstates of the Hamiltonian (2.2) as expansions over
the set of Jaynes-Cummings Hamiltonian eigenfunctions (2.6) and (2.7). We
will confine our attention to the field source with only three nearest photon
CHAPTER 2. ELECTRON-PHOTON DRESSED STATES 13





(C1, ℓ(k) | Ψ↑, ℓ〉+ C2, ℓ(k) | Ψ↓, ℓ〉) . (2.15)
We know that the eigenfunctions (2.6), (2.7) corresponding to different
numbers N are orthogonal to each other. First acting the Hamiltonian (2.2)
on (2.15), and then, multiplying both sides of the expansion (2.15) by 〈Ψ↑,N0 |,
〈Ψ↓,N0−1|, 〈Ψ↑,N0+1| and 〈Ψ↓,N0|, this result in a four equations.
For chosen number N0, each pair of these equations describe two energy
subbands that are separated by ⋍ α2~ω0/2 at k = 0. Here, we include
only four nearest energy subbands, corresponding to the dressed states with
different photon occupation numbers N and electron states with subband
indices ↑ (lower energy) and ↓ (higher energy).
Taking into account the following relations for the Dirac Hamiltonian, we
obtain:
σ · k |Ψ↑,N0〉 = µN0k+| ↓, N0〉 − νN0k−| ↑, N0 + 1〉 ,
σ · k |Ψ↓,N0〉 = −µN0k−| ↑, N0 + 1〉 − νN0k+| ↓, N0〉 , (2.16)
and with the simplifications described above, we can explicitly write out
the Dirac Hamiltonian terms. The presence of photon occupation numbers
does not follow from the dressed states Hamiltonian and cannot be deter-
mined only from the ratio between the photon filed energy N~ω0 and the
electron-photon interaction amplitude w. It should results from the model
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of the circularly polarized light source. If we consider electrons near the K
point such that the kinetic energy ~vF k ⋍ α
2
~ω0/2, we can only retain only
three photon occupation numbers N0− 1, N0 and N0+1, which is consistent
with the approximation described above. Consequently, we arrive at the sys-



























































N0~ω0 −∆ −µ2~vFk− µν~vFk+ 0
µ2~vFk+ N0~ω0 +∆ 0 −νµ~vFk+
−νµ~vFk− 0 (N0 + 1)~ω0 −∆ −µ2~vFk−
0 νµ~vFk− µ
2











∆ ⋍ α2~ω0/4, C1 ≡ C1,N0 , C2 ≡ C2,N0−1, C3 ≡ C1,N0+1 and C4 ≡ C2,N0 .
This leads to the following energy dispersions with µ ≈ 1:





1 + η + ξ(1 + ν2)k2 ± 2
√
(ξν2k2 + 1)(ξk2 + η) ,





1 + η + ξ(1 + ν2)k2 ∓ 2
√
(ξν2k2 + 1)(ξk2 + η) ,







~ω0 and η = (2∆/~ω0)
2 ≈ α4/4.
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Another approximation which we may use here is to consider only small
wave vectors k so that we get two independent pairs of subbands separated
by energy ~ω0.
2.3 Dressed state wave function
The system is formally similar to the eigenvalue equations for the case of the
effective-mass Dirac Hamiltonian









+∆ σ3 , (2.19)
where σ3 is a Pauli matrix and V(x) is a one-dimensional potential. The
electron dispersion and transmission properties for both a single as well as
multiple square potential barriers have been studied [6, 10] for monolayer
and bilayer graphene [11]. It was also shown that a one-dimensional periodic
array of potential barriers leads to multiple Dirac points [12]. Several papers
have introduced an effective mass term into the Dirac Hamiltonian for infinite
graphene which may be justified based on different physical reasons [13]. For
example, it has been shown [14] that an energy bandgap in graphene can
be created by boron nitride substrate resulting in a finite electron effective
mass. However, we emphasize that the analogy between the dressed states
Hamiltonian and that for irradiated graphene is not complete since that
would correspond to ∆ < 0. Although this difference does not result in
any modification of the energy dispersion term containing ∆2, it certainly
modifies the corresponding wave function.
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The interaction between Dirac electrons in graphene and a circularly po-
larized light has been considered in the classical limit in Ref. [15]. In this
limit, a gap in the Dirac cone opens up due to nonlinear effects. The dressed



















C±2 (k) = ±
√
1 + γ2 ∓ γ
√




corresponding to the energy subbands ε(k) = N0 ~ω0 ±
√
∆2 + ~2v2F k
2. In
this notation, γ = ∆/(~vF k) and φ is the angle which k makes with the
longitudinal x axis. Without an optical field, i.e. ∆ = 0, we obtain C±1 =
C±2 = 1/
√






































We note that this expansion is not valid too close to the Dirac point and
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should not be used for arbitrary wave vector to calculate, for example, the
polarization function. Additionally, one may verify that C1(k) 6= C2(k) for
any chosen ∆ in the range of validity. Consequently, the chiral symmetry is


























Clearly, it follows from (2.24) that the non-chirality of the dressed electron
states becomes significant if the electron-photon interaction (the leading γ
term) is increased. This affects the electron tunneling and transport proper-
ties. We now turn to an investigation of the transmission of electron states
through a potential barrier when graphene is irradiated with a circularly
polarized light.
2.4 Dressed states in bilayer graphene.
In this section we obtain electron dressed states energy dispersions and the
wave function for bilayer graphene and also investigate their transmission
properties as well as find out how the electron effective mass changes com-
pared to the case of infinite bilayer graphene.
Electron Hamiltonian in graphene bilayer is different compared to the sin-
gle layer case [7] and in the approximation neglecting the asymmetry between
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the two layers can be written in the following form:



















0 kx + iky





The first mass term takes into account tunneling via dimer state (main term)
and the second one appears due to a weak direct tunneling such that ~
2m
≫
γ3. We neglect all the other weaker tunneling processes such as intra-layer
hopping and assume that the electron-photon interaction does not break the
symmetry between the two graphene layers.
Let us first consider mass-term Hamiltonian (2.26) only. This leads to
gapless parabolic energy dispersion ǫ(k) = ± ~2
2m
k2 with the constant effective
mass m and the wave function including both propagating and attenuating
terms. It is straightforward to check that the wave function remains chiral




Our goal is to consider the interaction between the electron and circularly-
polarized light leading to the modification of electron momentum k → k− e
c
A
which results in the following form of the Hamiltonian:








(kx − ecAx)− i(ky − ecAy)
)2
(















(â − â†) exactly as we had in
the previous section. Also since we consider a slightly interacting electron-
photon system, we can assume that the electron momentum k and photon
operators â and â† aprroximately commute. This apparently would not be
correct for the case of uniform magnetic filed where the vector potential is
coordinate-dependent. Apart from this, according to the previuosly accepted
approximation (2.5) we will neglect all terms of order of A2. These approx-
imations lead us to modified form of the Hamiltonian which we also amend
with the field energy term ~ω0â
†â for the same reasons as it was done in the
previous section and [8]:

















































<< 1. Then the hamiltonian will look like:





















is the angle of incidence for the incoming particles. Now one
can see that the last two terms of the Hamiltonian (2.25) could be easily di-
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agonalized although they do not exactly represent Jayness-Cummings model
and apparently no gap exists in the energy dispersion for k = 0.
The two following wavefunctions:
|φ↑,N〉 = µ′+| ↑, N〉 − eiθν ′+| ↓, N + 1〉 (2.30)
|φ↓,N〉 = µ′−| ↓, N〉+ e−iθν ′−| ↑, N − 1〉 (2.31)












which yields the eigenvalue equation:
(ǫ
′ −N~ω0)(ǫ













































(↑ ↓),N −N~ω0 ⋍ ∓(α′ k)2
~ω0
2
All the approximations are due to the fact that α′ k ≪ 1 as well as N ≫ 1
and are not necessary for solving the eigenvalue problem.
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1 + α2k2 − 1√









1 + α2k2 − 1√





Now we look for the wavefunction as an expansion over the basis (2.30) (2.31)
in the same manner as it was done for a single layer grpahene. Also we have
to assume that the laser source allows only one fixed number of photons N0.
In a single layer graphene this assumption could be avoided by bringing into
consideration only small k so that ~vFk ≪ ~ω0. This leads to the existence of
two energy subbands only and two-component wave function resulting from
the following system:











2 C2 = ǫ C1 (2.35)
and the energy dispersion
ǫ










1 + α′40 (2.36)
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k2 as soon as electron-photon interaction ∆ = w∗ vanishes. As
we have already mentioned, at the Dirac point k = 0 no gap exists in the
accepted approximation. Any further approximations or expansions of the
dispersion (2.36) would not by physically correct because of our initial choice
of the mass-term approximation for the hamiltonian (2.28).
Let us now include the second term (2.27) of the bilayer graphene Hamil-
tonian representing weak direct tunneling. According to the previous results,

















0 kx + iky












The second term in (2.37), resulting from the electron-photon interaction, is
principally different from the corresponding term in the hamiltonian (2.2) in
a single layer graphene. For the case of free field and a free electron case
the operators â and σ depend on time harmonically with the corresponding
frequencies ω1 and ω2 such that the approximate time dependence of their














For ω1 ⋍ ω2 which is reasonable to assume to make the electron-light interac-
tion considerable, the last two terms oscillate much faster than the fisrt two.
Apart from that the last two terms manifest the non-conservation of energy
whereas emission of a photon should correposnd to the electron transition
from the excited to the ground state and opposite electron transition from
the ground to the excited state should be followed by photon absorption.
Following this reasoning, we must put σ−â = 0 and σ+â
† = 0 which means
that weak tunneling hamiltonian (2.27) will result in existence of off-diagonal
terms only.
Following exactly the same procedure as we applied earlier for the case
of mass-term Hamiltonian (2.26), we finally arrive at the energy dispersion
for the case of complete bilayer Hamiltonian:
ǫ





k4 + α2k4 + γ⋆3k
2 (2.39)
Analysing the obtained energy dispersion, we can conclude that bringing the
weak tunneling hamiltonian into consideraton makes the electron effective
mass k-dependent although the change is very little due to the fact that γ3 ≪
CHAPTER 2. ELECTRON-PHOTON DRESSED STATES 24
~2
2m
. Consequently for all the following bilayer graphene-related calculations
we will consider the hamiltonian in the mass-term approximation (2.26).
The corresponding wave function has both propagating and evanescent























For finding κ, we have to realize that for the given particle energy (2.36) we
have also a attenuating wave with κ = ikx as long as the propagating wave
e





y exactly as we had in the ordinary bilayer graphene.
The ratio between the corresponding coefficients C1,i and C2,i goes directly
























1 + α4 − α2)
(2.43)
Apparently if there is no dressing, these ratios become C21/C11 = C22/C12 = 1
and C23/C13 = C14/C24 =
(
√
1 + sin2(φ)− sin(φ)
)2
.
In order to find the transmission coefficient throught the square barrier,
one has to match the wave functions as well as their derivatieves in the
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boundaries of the region with potential (region 2). We also have to put
C13,1 = C13,1 = 0 in the region 1 and C14,3 = C24,3 = 0 in the region 3
in order to keep the wave function finite. The effect of the electron-photon
interaction is similar to what we observed in a single-layer fraphene - locations
and intensity of transmission peaks change well as Klein paradox (which is
complete reflection for head-on collisions in bilayer graphene) can not be any
longer observed.
Chapter 3
Dressed states in topological
insulators
In this chapter we first discuss the dressed topological states and obtain
their energy dispersion and wave functions for surface states and present an
effective surface Hamiltonian as well. Similar to graphene, the quantum field
formalism predicts a dynamic gap due to electron-photon coupling. The
distorted valence-band dispersion of the TI is calculated and compared to
that for graphene with the main focus on broken chiral/helical symmetry.
3.1 Topological insulators properties
It has been shown that topological states may acquire an energy gap [23,
24]. Since it is usually produced as a geometrical gap, it requires a finite
size along a given direction. The energy gap depends on either the ribbon
width for a QW in 2DTIs or the separation between two surfaces of 3DTIs.
26
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We propose another approach for generating an energy gap by coupling the
topological surface states to circularly polarized light. This type of dynamic
gap was predicted in graphene based on both a semiclassical approach [15]
and a quantum mechanical formalism [8, 9, 25]. Some relevant properties
of TI’s interacting with light were addressed in [26, 27]. Discussion of the
appearance of an energy gap induced by electron-photon interaction has been
given in [28].
The creation of an energy gap may lead to a metal-insulator phase tran-
sition. The conical dispersion of metallic graphene has provided unimpeded
electron tunneling through a p-n junctions (Klein paradox) [21, 22]. On the
other hand, Klein-like total reflection has been predicted for bilayer metallic
graphene with its massive but still chiral electrons [4]. Chirality is shown to
be the key property for total reflection. However, perfect tunneling may still
be expected for certain values of the longitudinal momentum of electrons in
the barrier region because these transmission resonances are not affected by
the chirality.
The light-induced energy gap is able to break the chirality [29] and sup-
presses the Klein effect in graphene. We would expect that a similar ef-
fect may occur in TIs because the helicity of the topological states is also
broken by an energy gap. Our numerical results demonstrate a cross-over
behavior from Klein-like tunneling in a TI to tunneling of conventional a
two-dimensional electron gas (2DEG). Here, by Klein-like we mean that the
energy dispersion of topological states deviates from the Dirac cone. For in-
stance, in a 3DTI, there exists an inherent mass term in the effective surface
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Hamiltonian, which affects the Klein effect in TIs. The interplay between
the induced and inherent mass terms, as well as their competing effects on
the electron transmission, are the main subjects of our investigation. In
Ref. [ecitemagntr], tunneling and transport problems in the presence of tilted
uniform magnetic and electric fields were studied, and we will briefly discuss
the effect of the dynamic gap for these cases.
3.2 Electron dressed states in topological in-
sulators
In this section, by including electron-photon coupling, we derive an effective
Hamiltonian for surface states of TIs based on quantum field theory. Both
the single-mode and double-mode optical fields are considered and their en-
ergy dispersions for dressed electron states are compared. Analogous with
graphene-like massless particles, the effect of massive particles in TIs on elec-
tron states and tunneling are studies.
Let us now consider electron-photon interaction on the surface of a 3DTI.
We obtain the dressed electronic states analytically and investigate the tun-
neling properties of these states. We first assume that the surface of the 3DTI




e+ â+ e− â
†) , (3.1)
where the left and right circular polarization unit vectors are denoted by
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e± = (ex±i ey)/
√
2, and ex (ey) is the unit vector in the x (y) direction. The
amplitude of the circularly polarized light is related to the photon angular
frequency ω0 by F0 ∼
√
1/ω0. Here, we consider a weak field (energy ∼ F20 )
compared to the photon energy ~ω0. Additionally, the total number N0 of
photons is fixed for the optical mode represented by Eq. (3.1), corresponding
to the case with focused light incident on a portion of an optical lattice
modeled by Floquet theory [15].
The non-interacting Hamiltonian of 3DTI was derived in Ref. [[31]] and
we write it as










where I[2] is a 2 × 2 unit matrix, σ stands for the usual Pauli matrices,
k = (kx, ky) is the in-plane surface wave vector with respect to the Γ-point
and k± = kx ± i ky. For the 3DTI considered here, the group velocity is of
the same order of magnitude as graphene, i.e., A ∼ ~vF ∼ 10−29 J·m. It
was shown that the leading quadratic term in Eq. (3.2) is necessary although
the higher order terms with respect to O(k2) may be neglected. The mass-
less form of the Hamiltonian in Eq. (3.2) with no quadratic term, D = 0,
formally coincides with graphene Dirac cones and retains all graphene elec-
tronic properties. Specifically, for electron tunneling, these properties include
the absence of back-scattering for head-on collisions (Klein paradox) as well
as distinct tunneling resonances in the electron energy distribution.
The energy dispersion relation associated with Eq. (3.2) is εsurf3D = Dk2 +
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βA |k|, where β = ±1 is analogous with pseudo-spin in graphene. Both A
and D are independent of wave vector k. This dispersion relation shows that
the particle-hole symmetry is broken by virtue of the massive D-term. For
completeness, the transmission amplitude of the massless topological states
(with D = 0) is presented in Fig. 2.1. Comparing Figs. 2.1(a) and (b), we
clearly see a significant difference although the thickness of a potential barrier
is only 50 nm. The effect of coupled dressed states on the tunneling is much
stronger for a δ-function barrier. At the same time, the tunneling resonant
peaks are broadened significantly compared with graphene. We also find that
the angular distribution of transmission side-peaks at larger angles displays
a non-monotonic dependence on the barrier width W for the higher scaled
electron energy ε/V0 = 5. In addition, the broadening of resonant peaks at
small angles is also significant in comparison with graphene.
The interaction with the optical mode may be introduced into the Hamil-
tonian in Eq. (3.2) via a standard transformation of k → k + eÂ/~. In
Appendix A, we have shown that this transformation leads to the following
effective Hamiltonian, after the field correction has been neglected,









where we have introduced a small parameter ζ = eF0/(
√
2~) to describe the
light-matter interaction. We assume that the optical mode accommodates
a large number N0 of photons with N0 ≫ 1. Consequently, all the terms
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ofder ζ2 ∼ O(1/N0) may be neglected. Under these conditions, the energy
dispersion associated with Eq. (3.4) becomes
εsurf3D (∆) = N0 ~ω0 +Dk2 + β
√
∆2 + (Ak)2 (3.4)
with β = ±1 and the induced energy gap defined by
∆ =
√






where α = W0/(~ω0) and W0 is the electron-photon interaction energy. For
the upper subband with β = 1 in Eq. (3.4), the energy gap is related to the
effective mass around k = 0 through 2m∗∆ = ~
2/ [A2/(2∆) +D], where the
photon dressing decreases the effective mass. This is in contrast with single-
layer graphene, where electron-photon interaction leads to an an effective
mass. A similar phenomenon on the effective mass reduction is also found
in bilayer graphene under the influence of circularly polarized light. We will
consider the biggest possible value for W0 to maximize the light-coupling
effect, although the condition W0 < ~ω0 must be maintained to ensure the
valid approximations made here. Here, as an example, we will just use the
leading-order Dirac cone term A σ · k to estimate the light-induced energy
gap. The small correction from the parabolic D term can be neglected for
not very large k values.
The dressed state wave function corresponding to Eq. (3.4) is given by















where γ(β) = Ak/[∆ + β
√
∆2 + (Ak)2] and φ = tan−1(ky/kx). The energy
dispersions associated with the Hamiltonian in Eq. (3.4) [also see Eq. (A.17)]
for two-mode light interaction with electrons are given by












where a doubled state space is used for spanning the Hamiltonian,
C1(k, ∆) = (~ω0/2)
2 + ζνADk2 + [ζ2D2 +A2(1 + 5/2ν2)]k2 , (3.8)
C2(k, ∆) = ζ
2A2D2k4(1 + ν2) + 4ν(ζνD +A)A3k4
−3ν(2ζD + νA)A~ω0∆k2 + 4(~ω0)2 [∆2 + (Ak)2] , (3.9)
and ν ∼ α/2.
As ζD → 0 and νk → 0, the two-mode dressed states become decoupled
and are simply given by
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ε{N0↑, N0↓}(k, ∆) = N0 ~ω0 +Dk2 ±
√
∆2 + (Ak)2 , (3.10)
ε{N0+1↑, N0+1↓}(k, ∆) = (N0 + 1) ~ω0 +Dk2 ±
√
∆2 + (Ak)2 . (3.11)
On the other hand, for single mode dressed states, the effect due to the
electron-photon interaction is quite similar to graphene, except that the en-
ergy gap varies as α2. However, this dependence becomes negligible under
low-intensity light illumination. The energy dispersion relations for single
and double-mode dressed states of 3DTIs are presented in Fig. 2.1. Compar-
ing Figs. 2.1(a) and (b), we find that an energy gap is opened at k = 0 due
to photon dressing, and the Dirac cone is well maintained except for large k
values. In contrast, for double-mode dressed states in Fig. 2.1(c), additional
mini-gaps appear at the Fermi edge and new saddle points are formed at
k = 0 due to strong coupling between dressed states with different pseudo-
spins. These new mini-gaps and the saddle points prove to have a significant
effect on electron tunneling.
The full expression for the 3DTI Hamiltonian which includes the z de-
pendence (perpendicular to the surfaces) may also be related to dressing and
can be expressed as [23] (see Eq. (B.1)in the Appendix A)
























(M+ Bz∂2z ) σ3 − iAz∂z σ1 0




In this notation, k⊥ = (kx, ky), C, M, Az , Bz, Dz are parameters in the
Kane k · p model for bulk states, and A⊥ , B⊥, D⊥ are the parameters for
surface states. The corresponding energy dispersion relations are linear and
gapless for semi-infinite samples (half-space). However, for a TIs of finite-
width, an energy gap is opened due to the finite-size effect. We further find
that, similar to graphene, electron-photon interaction may modify the energy
gap due to additional contributions from the electron-light interaction.
For the spin-dependent optical selection rule, the normally-incident right-
circular-polarized (σ+) and the left-circular-polarized (σ−) light, where the
light polarization is parallel to the surface of topological insulators, is able to
couple only to the spin-polarized electron transitions between the lower and
upper parts of the Dirac cone. More precisely, the σ+-polarization willinduce
the electron transition from the spin-down lower-cone to the spin-up upper-
cone states, while the σ−-polarization excites the electron transition from
the spin-up lower-cone to the spin-down upper-cone states. This is quite
different from the linear-polarized light induced optical transition of electrons
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in conventional III-V semiconductors, where both conduction and valence
bands are spin degenerated. Importantly, this spin optical selection rule can
be applied to optical injection of spins in the thin film [32]. Moreover, this
optical control of spin-dependent electron transitions in topological insulators




A goal of this chapter is to investigate single-particle properties of graphene
in the presence of both electric and magnetic fields. Consequently, to com-
plement our derived results in the preceding calculations, we now turn our
attention to the standard Klein tunneling problem through a square poten-
tial barrier [54, 55] in the presence of the uniform perpendicular magnetic
field.
Magnetic barrier and confinement potential for Dirac-Weyl quasiparti-
cles in graphene were addressed in [56]. The reported results support the
result that it is not possible for an electron to tunnel in the presence of a
uniform magnetic field. This statement follows from the fact that the two
substantially different Landau gauge (A = −Bxêy) and the Symmetric gauge
(A = 1
2
B× r) are expected to result in invariant observables such as current
density or electron momentum.
36
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The electrostatic potential barrier is specified by
U(x) = U0 [θ(w + x) + θ(w − x)− 1] (4.1)
and the vector potential A(x) due to the magnetic field B(x) = B0Θ(d
2 −
x2)êz is has the following form





−wθ(w + x) + xθ(x2 − d2) + wθ(w − x)
]
For this, the eigenvalue equations the spinor wave function with compo-





+ py + eAy(x)
)





− py − eAy(x)
)
Ψa(x) + i U(x)Ψb(x) = iǫΨb(x) (4.3)
where U(x) = U0 is the electrostatic potential in the barrier region.
First, we notice that due to the specific spatial dependence of the po-
tentials for both A(x) and V (x), the transverse component of the electron
momentum is conserved. This leads to the form of the electron wave function
in each region. The system [4.3], determining the wave function components









+ (~ky + eA(x))
)
ψa/b(x) =
= (ǫ− U(x))2ψa/b(x) .
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In the barrier region ,this equation has solutions in the form of parabolic
cylinder functions. The incoming particle, incident at angle φ with the nor-















where px = ǫ cosφ, py = ǫ sinφ + ~d/ℓ
2
B and s = [ǫ − U(x)]. The solution


















with ζ = x/ℓB + pyℓB and η = ((ǫ− U(x))ℓB)2/2.
In contrast to the electrostatic potential barrier, the magnetic barrier
leads to confinement of Dirac electrons in graphene. In agreement with [56],
we find that for chosen incoming energy and angle of incidence, there is a
maximum width of the barrier for finite transmission probability. When we
also include an electrostatic potential barrier and take into account electron-
hole transition, the energy is renormalized in the barrier region and may be
arbitrarily small, which makes the tunneling impossible even for low-width
barriers. However, for the case when U0 ≫ ǫ, the transmission probability
is restored and may be equal or close to unity, depending on the barrier
width. As far as the angular dependence of the transmission is concerned,
the largest tunneling probability does not correspond to head-on collision
(φ = 0), but at a finite angle of incidence, revealing the asymmetry due to
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Figure 4.1: (Color online). Transmission probability as functions of the
incoming electron energy and the barrier width. Panel (a) shows how the
transmission depends on the incoming electron energy in the vicinity of the
electrostatic barrier height U0. The results are provided for chosen values of
the barrier width: w/ℓB = 0.9, 1.0, 1.1. Panel (b) presents results for w/ℓB =
0.99 and a wider range of energy. Panel (c) shows the energy dependence of
transmission for various barrier heights U0, with one of them in the vicinity
of zero. The energies are plotted in the units of the largest barrier height
Umax0 . Plot (d) shows the transmission probability as a function of barrier
width for chosen values of the incoming particle energy ǫ/U0 = 20, 16, 12
and 10 .









Figure 4.2: (Color online). Angular dependence of the electron transmission.
Panel (a) is a density plot of the transmission probability as a function of
both incoming energy and the angle of incidence. Panels (b) and (c) present
polar plots of electron transmission. The results in panel (b) are shown for
chosen values of the incoming energy (ǫ/U0 = 3.75, 5.00, 6.25 and 7.5) and
in panel (c) for chosen barrier width values (w/ℓB = 1.2, 1.3 and 1.4).
the applied magnetic field. A sharp drop in the transmission coefficient close
to the critical thickness of the barrier corresponds in the classical limit to
circular trajectories of the electrons.
The transmission coefficient is obtained by matching the wave function
at the boundary of each region, keeping in mind that the longitudinal mo-











ℓB(ǫ− U0) {Λ2,+Ξ2,+ + Λ2,−Ξ2,+}






In this notation, Υ1 = Ξ
1,+Λ2,− − Ξ1,+Λ2,−, Υ2 = Λ1,+Λ2,− −Λ1,−Λ2,+, Υ3 =
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Λ1,+Ξ2,− + Λ2,+Ξ2,+, Υ4 = Λ
2,+Ξ1,− + Ξ2,−Λ1,+ and






















Numerical results for electron transmission are presented in Fig.[4.1] and
Fig.[ 4.2]. Our general conclusion is that the transmission incorporates prop-
erties of both electric and magnetic potential barriers. Equivalent transmis-
sion resonances may be observed for ǫ < U0, which corresponds to electron-
hole transition at the boundary of the potential region.
We note that the electrostatic potential U0 increases and drops sharply at
the boundaries, whereas themagnetic vector potential is continuous. However
the electrostatic potential is uniform inside the barrier region. This signifi-
cant difference in the spatial dependence suggests that we may consider the
effect due to each potential separately as an adequate approximation. As a
matter of fact, we take into account the refraction due to the electrostatic
potential barrier first, and then deal with the transmission of the new state
in the magnetic barrier. Consequently, the energy - width relationship, de-
termining the condition of complete reflection, must now include the energy
in the barrier region ǫ − U0. As a result, the transmission drops to zero in
the vicinity of ǫ = U0.
We define the transmission resonances as asymmetric the peaks of the
transmission for both electron and hole states in the barrier region. The term
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comes from the theory of the Klein paradox and is employed to separate the
head-on complete transmission with its peaks corresponding to the different
angles of incidence. In contrast to the Klein paradox which persists for the
barriers of arbitrary width and height, the resonances occur for different
angles of incidence and the particle energies which depend on the above
mentioned parameters. As far as the transmission resonances in the presence
of magnetic field are concerned, they exhibit similar properties to the case of
pure electric barrier.
We also conclude that the transmission resonances disappear in the limit
when U0 → 0, i.e., when only the magnetic barrier is present. It is interesting
to note that even for a finite value of U0, there are no peaks for ǫ < U0. It
could be explained by the fact that for incoming particle energies close to the
barrier height, the transmission is suppressed. Analyzing the transmission
probability dependence on the barrier width, we confirm that there exists
a critical width wcr , such that for any barrier whose width exceeds this
critical value, the transmission is completely suppressed. This corresponds
to a sharp drop of transmission nextf to the critical value of the barrier width.
This critical value decreases with increasing electron energy. For w < wcr,
the transmission exhibits peaks and somewhat oscillatory but not periodic
behavior.
Angular dependence of the electron transmission probability, presented
in Fig.[4.1], also demonstrates several interesting features. The transmis-
sion maximum no longer corresponds to head-on collision, but is shifted to
a finite angle which is determined by the incoming electron energy. Trans-
mission dependence shows the decrease with drastically different properties,
CHAPTER 4. MAGNETIC FIELD PROPERTIES 43
corresponding to the larger and smaller angles compared to the angle with
the largest transmission probability. For a larger angle of incidence, the de-
crease is moderate. However, in the opposite direction, we observe a sharp
drop. For the barrier width dependence, we once again see oscillatory be-





5.1 Fractals in physics: Hofstadter butterfly
In this chapter, we supplement the recent experimental work on graphene
by first presenting a formalism for calculating the energy band structure
when an electrostatic modulation potential is applied to a flat sheet in the
presence of a reasonably low perpendicular magnetic field. These results are
then employed in a calculation of the density-of-states (DoS). Our results
may be verified experimentally since the DoS is directly proportional to the
quantum capacitance [84]. The DoS may also be obtained from magnetic
susceptibility measurements. For a review of related energy band structure
studies, see [81]. We also compare our results with those for a modulated
two-dimensional electron gas and discuss the difference.
The fractal nature of the Hofstadter butterfly had captivated researchers
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Figure 5.1: (Color online) Energy band structure of a weakly modulated
2DEG as a function of magnetic flux ratio p/q. Plot (a) presents the four
lowest Landau subbands for chosen modulation strength V0 = 0.5 ~ωc, N =
10 and kx = ky = 0.3 in units of 2π/dx. Plot (b) shows the detailed band
structure of the n = 4 Landau level for a 2DEG. Panel (c) shows a zoom-in
of the low-field portion of the two lowest levels for a 2DEG, demonstrating
self-repeated structures for all levels and magnetic field.
for many years [66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82].
The paper by Hofstadter [61] was for the energy spectrum of a periodic
square lattice in the tight-binding approximation and subject to a perpen-
dicular magnetic field. Ever since that time, there have been complementary
calculations for the hexagonal lattice [66], the two-dimensional electron gas
(2DEG) with an electrostatic periodic modulation potential [73, 74, 82] and
even bilayer graphene where different stacking of the two types of atoms form-
ing the sublattices was considered [83]. It has been claimed that one may
be able to observe evidence of the existence of Hofstadter’s butterfly in such
experimentally measured quantities as density-of-states and conductivity of
the 2DEG [58, 59, 85].
In formulating a theoretical framework for the energy band structure for
CHAPTER 5. HOFSTADTER BUTTERFLY INMODULATEDGRAPHENE46
a periodically modulated energy band structure in a uniform magnetic field,
one may adopt the procedure of Hofstadter by using Harper’s equation which
may be viewed as a tight-binding approximation of the Schrödinger equa-
tion.Additionally, assuming that the magnetic flux through unit cell of the
periodic lattice is a rational fraction p/q of the flux quantum in conjunction
with the Bloch condition for the wave function, one obtains a p × p Hamil-
tonian matrix to determine the energy eigenvalues since one only needs to
solve the problem in a unit cell. Hofstadter himself was concerned about ever
reaching magnetic fields where the rich self-similar structure of the butterfly
would be experimentally observed due to the estimated high fields required
to achieve this.
5.2 Effect of periodic modulation: tunable
Hofstadter structures
Dating back to the early work of Azbel [60] and Hofstadter[61], the single-
particle spectrum of a two-dimensional structure in the presence of both a
periodic potential and a uniform ambient perpendicular magnetic field has
captivated researchers for many years [66]-[82]. The paper by Hofstadter [61]
was for the energy spectrum of a periodic square lattice in the tight-binding
approximation and subject to a perpendicular magnetic field.
Ever since that time, there have been complementary calculations for
the hexagonal lattice [66], the two-dimensional electron gas (2DEG) with
an electrostatic periodic modulation potential [73, 74, 82] and even bilayer
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graphene where different stacking of the two types of atoms forming the sub-
lattices was considered [83]. It has been claimed that one may be able to
observe evidence of the existence of Hofstadter’s butterfly in such experimen-
tally measured quantities as density-of-states and conductivity [85, 58, 59].
The challenge facing experimentalists so far has been to carry out exper-
iments on 2D structures at achievable magnetic fields where the Hofstadter
butterfly spectrum is predicted. One may follow the calculation of Hofstadter
by using Harper’s equation which may be regarded as a tight-binding approx-
imation of the Schrodinger equation. Then, assuming that the magnetic flux
through unit cell of the periodic lattice is a rational fraction p/q of the flux
quantum in conjunction with the Bloch condition for the wave function, one
obtains a p×p Hamiltonian matrix to determine the energy eigenvalues since
one only needs to solve the problem in a unit cell.
Hofstadter himself was concerned about ever reaching magnetic fields
where the rich self-similar structure of the butterfly would be experimentally
observed due to the estimated high fields required to achieve this.
5.3 Model and Theory
In the presence of a uniform perpendicular magnetic field B0 and periodic
two-dimensional electrostatic modulation potential defined by [82]





























Figure 5.2: (Color online) Band structure of strongly modulated graphene as
a function of magnetic flux ratio p/q. Plot (a) gives the lowest few Landau
subbands from both valence and conduction bands for a chosen modulation
V0 = 2.0 ~ωc and kx = ky = 0.3/dx. Plots (b) and (c) show details of the
band structure of the n = +2 and n = +3 Landau levels. The levels are not
mixed.
where N = 1, 2, · · · is an integer determining the size of the scatterers, the
parameter V0 is the modulation amplitude, and dx, dy are the modulation






V(x, y) p̂x + eB0yx̂0 + ıp̂y





For this new system, the magnetic flux per unit cell is Φ = B0(dxdy), which
is assumed to be a rational fraction of the flux quantum Φ0 = ~/e, i.e.,
β ≡ Φ/Φ0 = p/q, where p and q are prime integers. Furthermore, we choose
the first Brillouin zone defined by |kx| ≤ π/dx and |ky| ≤ π/(qdy).
By using the Bloch-Peierls condition, the wave function of this system
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ikyℓ2B(sp+ℓ)K1ΨK,±n,kx−(sp+ℓ)K1 (x, y) (5.3)
where ~k|| = (kx, ky), Ny = Ly/(qdy) is the number of unit cells, which are
spanned by b1 = (dx, 0) and b2 = (0, qdy), in the y direction, Ly (→ ∞)
is the sample length in the y direction, K1 = 2π/dx is the reciprocal lattice
vector in the x direction and ℓ = 1, 2, · · · , p is a new quantum number for
labeling split p subbands from a kx-degenerated landau level in the absence
of modulation. The above wave function satisfies the usual Bloch condition:
Φ±
ℓ;n,~k||
(x+ dx, y + qdy) = e
ikxdx eikyqdy Φ±ℓ;n,k|| (x, y) . (5.4)
Since the wave functions at K and K ′ points are decoupled from each
other for monolayer graphene, which is different from bilayer graphene, [86]
we can write out explicitly the full expression for the wave function at these
two points. A tedious but straightforward calculation yields the magnetic
band structure for this modulated system as a solution of the eigenvector













µ,µ′ = 1 for n = 0 and δ
(n)
µ,µ′ = δµ,µ′ for n > 0, j = {n, ℓ, µ} is the
composite index, and { ~A(~k||)}j = Aµn,ℓ(~k||) is the eigenvector. The eigenvalue




~k||) as the Fourier transform. The detailed derivation of these matrix
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elements could be found in [87].
Fig.5.1 shows that for a 2DEG, the lowest perturbed Landau subband
which originates from the unperturbed n = 0 Landau level merges with the
resulting butterfly spectrum at the highest magnetic field compared to the
n = 1, 2, 3, 4 Landau levels in the conduction band. The onset of the butterfly
takes place around p/q = 1/5 which would correspond to a magnetic field
B ≈ 2 T for dx = dy = 10nm. Furthermore, our calculations have shown
that for graphene the symmetry between the valence and conduction bands is
destroyed by modulation. There is always mixing of the subbands regardless
of the value for V0. This is in contrast with modulated 2DEG where for weak
V0, the Landau subbands do not overlap as shown in Fig. 5.2. The lowest
subband is shifted upward like the other subbands but is not widened as
much as the higher subbands. The feature of self-similarity is also apparent
in the excited subbands at intermediate magnetic fields. There is only a shift
and broadening of the subbands in the low and high magnetic field regimes
for modulated 2DEG.
The results of our calculations for the energy eigenvalues of modulated
graphene as a function of magnetic flux appear in Fig. 5.3. We included
the n = 0,±1,±2,±3,±4 as we did in obtaining Fig. 5.2. For weak mag-
netic fields, the Landau levels in both valence and conduction bands are
slightly broadened into narrow subbands but shifted upward by the perturb-
ing potential V0. Another effect due to modulation is to cause these Landau
bands to have negative slope at weak magnetic fields which then broaden
enough at higher magnetic fields to produce Landau orbit mixing, reflecting
the commensurability the magnetic and lattice Brillouin zones. In Fig. 5.4,
CHAPTER 5. HOFSTADTER BUTTERFLY INMODULATEDGRAPHENE51
n=+3
Figure 5.3: Band structure of a modulated graphene monolayer as a function
of magnetic (flux ratio p/q). Plot (a) demonstrates the lowest few Landau
subbands from both valnece and conduction bands for a chosen modulation
V0 = 5.0 ~ωc and kx = ky = 0.3. Plot (b) and (c) show the structure of
(n = +2) and (n = +3) Landau level. The levels are mixed.
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Figure 5.4: Energy dispersion as functions of kxdx for graphene and 2DEG
with chosen values of modulation potential V0 and magnetic flux p/q in units
of the flux quantum. The energy is scaled in terms of vF
√
Be~.
we demonstrate a Hofstadter dispersion plot for the case when at least two
Landau levels are mixed, featuring a larger fractal self-repeated structure,
which incorporates more than one energy level.
In Fig. 5.4, we present the dispersion curves as a function of kxdx for
chosen value of V0 and two pairs of values of p and q corresponding to two
different magnetic field strengths. In each case, there are p Landau sub-
bands, q/p determines the number of oscillation periods in the first Brillouin
zone for each of these subbands. Both the valence and conduction subbands
are shifted upward but the conduction subbands are shifted more than the
valence subbands for each corresponding Landau label for the unmodulated
structure. This shift is increased when the modulation amplitude is increased.
The original zero-energy Landau level is only slightly broadened and is the
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least affected by V0. If the sign of the modulation amplitude is reversed to
correspond to an array of quantum dots, then the subbands are all shifted
downward. from their positions for an unmodulated monolayer graphene.
We also calculate and display the density-of-states plots, which demon-
strate the general magnetic field dependence of the Hofstadter spectrum,
showing the general fractal structures independent of the specific values of
the wave vector ~k‖. Based on the calculated eigenenergy εν(~k||), we can















[ε− εν(~k||)]2 + Γ2
, (5.6)
where Γ represents the level broadening.
Making use of our calculated energy eigenvalues ǫν(~k), we further deter-
mine the electron density-of-states for monolayer graphene in the presence
of a uniform perpendicular magnetic field.
A plot of the density-of-states as a function of magnetic field basically
reproduces the Hofstadter self-repeating fractal structure, averaged over all
allowed values of ~k. In our calculations, the delta function is chosen as a
Lorentzian. This leads to the finite width for the density of states for various
values of energy ǫ. In this regard, one should look at Ref. [88], in which the
density-of-states has been calculated for carbon nanotubes for the various
cases of magnetic field strength and orientation.
Fig. 5.5 shows ρ(ǫ, B)B. We chose this specific set of results obtained
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2DEG



























Figure 5.5: Density-of-states plots for modulated 2DEG and graphene. Panel
(a) shows the density of states for a 2DEG with modulation V0 = 0.5 ~ωc
and modulation parameter N = 5. Plot (b) demonstrates the corresponding
situation for graphene with V0 = 1.5 ~ωc and N = 3. For both plots (a) and
(b), the density-of-states amplitude is increased proportionally to the value
of magnetic field in order to make the Hofstadter structure visible at large
fields.
for the density-of-states to demonstrate the effect due to the modulation in
order to show how the Hofstadter structure may be suppressed by the strong
δ−like peaks at low magnetic fields.
Finalizing our description of the impact of the electrostatic modulation
on the Hofstadter spectrum, we would like to comment on how the standard
Dirac cone type of energy dispersion would be modified in the presence of
modulation only, without the magnetic field. This situation could be de-
scribed by the following Hamiltonian: HV = σ · p + V(x, y)I with V(x, y)
given in Eq.(5.1) and I is the unit matrix. Obviously, we are dealing with
the continuous spectrum, accompanied generally by a strong anisotropic de-
pendence on kx and ky wave numbers. The wave function, corresponding to
such periodic potential also satisfied the Bloch condition (5.4). Such a Hamil-
tonian with a periodic potential in one dimension was considered in [89].
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Their results show that new zero energy states emerge and the wave function
corresponds to an overdamped particle in a periodic potential. These zero
energy solutions in fact represent new Dirac points. The presence of the zero-
averaged wavenumber gaps as well as extra Dirac points in the band structure
for the graphene-based one-dimensional superlattices were also found. Con-
sideration of one dimensional modulation, as discussed could lead to novel
energy dispersions.
In summary, the well established Dirac fermion model is utilized to in-
vestigate the Landau level spectra of monolayer graphene in the presence
of a periodic electrostatic potential. The intrinsic pseudospins from differ-
ent Landau orbits which mix effectively give rise to multiple splitting of
Landau levels. By incorporating Bloch wave function characteristics, we es-
tablished an eigenvalue equation which yields fractal self-similar structure
for the allowed energy band structure determined by the orbital pseudo spin
and magnetic field signatures. In our calculations for the density-of-states,
the physical origins of self-similarity are clearly established as being acces-
sible experimentally. In particular, the emergence of Hofstadter’s butterfly
spectrum lies within a reasonable range of magnetic field that is currently
available. Our numerical results clearly demonstrate magnetic field control
of the energy density locations of the charge carriers and provide a basis for
future experiments where regions of high absorption and conductivity may
be observed at certain field strength. On the contrary, in the absence of
magnetic field, the density-of-state lines are aligned next to each other.
Chapter 6
Electron tunneling and Klein
paradox
In this chapter we consider transmission of the electron-photon dressed states
over a square barrier. The problem is associated with the so-called Klein
paradox in graphene, which we will also disucss in the present chapter.
6.1 General formulation
The transmission properties of Dirac electron in graphene are closely con-
nected with chirality or helicity. The electron wave function is chiral if it is
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Clearly, it follows from (6.1) that the non-chirality of the dressed electron
states becomes significant if the electron-photon interaction (the leading γ
term) is increased. This affects the electron tunneling and transport proper-
ties. We now turn to an investigation of the transmission of electron states
through a potential barrier when graphene is irradiated with a circularly
polarized light.
For simplicity, we consider a square potential barrier of height V0 given
by V(x) = V0 [θ(x)− θ(x−W0)] where W0 is the barrier width and θ(x)
is the Heaviside step function. Since the wave number kx is the same in
region 1 (x < 0) and region 3 (x > W0) and the current component is
jx = Φ
†σxΦ, we only need the wave-function continuity at the potential
boundaries for the system considered. From this continuity condition, the
transmission probability T can be determined from T = |t|2 where t is the
transmission coefficient or the amplitude of the wave propagating forward in
region 3. Here, we only show an analytical expression for the transmission
coefficient of the dressed states in the limit of ε ≪ V0 corresponding to
kx1 ≪ kx2:
T = T1 + T2 (6.2)
T1 =
cos2 φ









sin2(kx2W0) + cos2(kx2W0) cos2 φ
] ∆2 .
Here, θ = tan−1(ky/kx2) → 0, φ = tan−1(ky/kx1), the second term includes
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the effect of electron-photon interaction (∝ ∆2) to the leading order. In
addition, we only show those terms of the lowest order in ε/V0. There is
another relevant study [16], investigating the tunneling of Dirac electrons
with a finite effective mass, a parabolic dispersion in the presence of a energy
gap, and a certain chirality, through a potential region. In that study, the
particle tunneling through a square potential barrier differs from both Dirac
electrons and the dressed states of electrons under a circularly polarized light
illumination.
For nearly-head-on collision with ky ≪ kx1 ≪ kx2 for high potential
as well as for infinite graphene (∆ → 0), transmission coefficient has the
following simplified form
T = 1− sin2(kx2W0)
(
θ2 − 2βθφ+ φ2
)
, (6.3)
where we assume V0 ≫ ε, θ ≪ φ≪ 1 and β = ±1.
6.2 Numerical Results and Discussion
In our numerical calculations, energies will be measured in units of (3kFat/2)
with the carbon-carbon distance a ≈ 1.42 Å and the hopping parameter
t = 2.7
√
3/2 eV . We measure the wave vector in units of the Fermi wave
number kF and write its components as kx = cosφ and ky = sinφ in terms
of the angle of incidence φ.
In Fig. 6.3, we present the transmission for dressed electron states with
arbitrary energy and angle of incidence. We clearly see that dressing ruins the
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Klein paradox in (a) for head-on collision with φ = 0. The resonant peaks
are shifted for the other incoming angles in (b) and the effect is stronger
for small incident angles. In (c) and (d), the transmission probability plots
are given in terms of the longitudinal momentum kx1 in front the barrier
and kx2 in the barrier region. We find that the intensity and locations of
the transmission peaks in (d) are distorted compared to infinite graphene in
(c). The diagonal kx1 = kx2 corresponds to the absence of potential barrier
and should yield a complete transmission for ∆ = 0. However, the condition
(
√
(ε− V0)2 −∆2 > ~vF ky) for dressed states must be satisfied, which makes
the diagonal incomplete (missing diagonal for small kx1 and kx2) due to the
occurrence of an induced gap.
Figure 6.3 displays the effect due to electron-photon interaction on the
electron transmission in terms of incoming particle energy ε and angle of
incidence φ. From the figure, we see the Klein paradox as well as resonant
tunneling peaks in the transmission probability for regular infinite graphene
with ∆ = 0. The dark “pockets” on both sides of ε = V0 demonstrate zero
transmission for the case |ε−V0| ≪ ε, which results in imaginary longitudinal
momenta kx2 for most of incident angles and produces a completely attenuat-
ing wave function. When a small gap is opened for dressed states of electrons
in graphene under the illumination by a circularly-polarized light, we observe
a set of complete transmission branches, where a strong dependence on φ for
lower branches is seen. However, this φ dependence is greatly suppressed
when the dressed-state gap is increased, leaving us a set of equally-distant
branches due to photo-assisted electron tunneling.
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As mentioned above, by including more than the two nearest subbands,
the electron dispersion, wave function and transmission amplitude will be
modified. According to the approximation adopted by Kibis [8], the two sub-
band pairs may be considered as independent. Under the condition of equal
transverse momentum ky for both terms of the particle wave function, the
first term of the wave function in region “2” with a potential barrier is similar
to the second term in the regions without potential. Therefore, the states
exactly match across the potential boundary, which should definitely increase
the total transmission amplitude. The other possibility is that incoming an-
gle and momentum of the second term is totally independent of the first one
and leads to resonant transmission regardless of the transmission amplitude
of the first term. Based on our derived results, we find that the transmission
should increase even for non-split energy subband pairs and corresponding
wave function. Since the existence of certain photon occupation numbers
N is determined by the laser source, we can consider only one pair of the
dressed states subbands is occupied while the other subband pairs are unpop-
ulated. In the potential region “2”, a particle may populate another subband
corresponding to a different number of photons instead of changing its lon-
gitudinal momentum for the barrier heights exactly equal to the multiple of
~ω0. The opposite transition will occur at the boundary between regions “2”
and “3”. This will result in unimpeded tunneling T = 1 independent of the
barrier width, which is expected to be a major contribution to the current.
We now investigate the effect of disorder on the transmission probability
through a potential barrier in graphene. This can appear as short-range
disorder, inter-valley scattering and trigonal distortion. In a single layer
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graphene, disorder also induces a metal-insulator transition by creating a
dynamical gap [17]. Consequently, this effect can modify the gap created by
the electron-photon interaction. In bilayer grpahene, disorder directly leads
to energy dispersion with a gap as well as modify the energy dispersion close
to the band edges. Additionally, disorder may also lead to localized states
inside a gap in bilayer graphene.
We introduce disorder phenomenologically through the non-conservation
of the transverse electron momentum ky. As mentioned above, ky is con-
served for both Dirac electrons in infinite graphene and dressed states by
photons. Introducing the quantity Γ as a measure for the disorder, we model








(ky − qy)2 + Γ2
, (6.4)
where t0(kx, qy) denotes the transmission coefficient in the absence of any
imperfections. As long as the disorder is weak with Γ ≪ 1, different distri-
butions, which give δ-function in the limit of Γ → 0, will result in almost
equal transmission coefficients. For nearly-head-on collision, ky ≪ kx2, the
transmission coefficient may be obtained analytically using a Gaussian dis-
tribution. The imperfect boundary of the potential region can also be the
result of some stochasticity of kx2 to make the effect stronger. We neglect
this effect since our goal is to investigate the role played by disorder using a
simple approximation.
According to recently published results [8], the interaction between Dirac
particles in graphene and circularly polarized light leads to the formation of
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quantum electron dressed states. These states are appreciably different from
conventional Dirac electrons in ordinary infinite graphene. From Ref. [8],
laser power 100 mW leads to a gap on the order of ∆ ⋍ 100meV, which
is required to make the effect significant for infrared light frequencies and
room temperature. This enables possible experimental demonstrations of
the described effects. We have shown that electron-photon interaction gives
rise to states of broken chiral symmetry. The non-symmetrical properties of
the states become more significant when the electron-photon interaction is
increased. In addition, there are no dressed states with chirality symmetry.
In general, incoming electrons or holes passing unimpeded through a square
potential barrier require chiral symmetry. Under the illumination from a
circularly-polarized light, we can control the degree of partially-broken chiral
symmetry in dressed states or the degree of partially-perfect transmission
through a potential barrier in a graphene layer.
In the simplest approximation when only the two nearest subbands are in-
cluded, the model is formally similar to the so-called σ3 Hamiltonian used to
describe the particles in a single layer graphene with parabolic energy disper-
sion, giving non-zero electron effective mass. We discussed the similarities as
well as the differences affecting the wave functions but not the energy disper-
sion. By including more the next-nearest subbands, the tunneling amplitude
is modified in a significant way. In the approximation when two independent
pairs of subbands are included, we obtain an enhanced transmission proba-
bility when the barrier height is close to ~ω0. This is due to the fact that
one of the terms in the corresponding wave function is perfectly transmitted.
By including more than two independent pairs, this effect will decrease since
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perfect transmission will occur only for the two wave function terms. The
effect is not sensitive to the barrier width, and therefore, can be considered
as a reminiscent of the Klein paradox.
We have introduced disorder phenomenologically through non-conservation
of the transverse electron momentum component, which is shown to suppress
the perfect transmission along the diagonal kx1 = kx2. From a physical point
of view, this disorder model could be interpreted as arising from surface
roughness of the potential barrier. The same type of statistical distribution
can be applied to fluctuations in the the barrier width which will result in
modification of the intensity and location of the transmission peaks. Conse-
quently, the transmission maxima observed experimentally will not exactly
match to those theoretically predicted for clean samples.
6.3 Dressed state tunneling in graphene
A considerable amount of interest in basic research and device development
has been generated for both the electronic and optical properties of two-
dimensional (2D) graphene material. This began with the first successful
isolation of single graphene layers and the related transport and Raman ex-
periments for such layers. It is found that the major difference between a
graphene sheet and a conventional 2D electron gas (EG) in a quantum well
(QW) is the band structure, where the energy dispersions of electrons and
holes in the former are linear in momentum space, but quadratic for the
latter.
Most of the unusual electronic properties of graphene may be explained by
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single-particle excitation of electrons. The Kubo linear-response theory and
Hartree-Fock theory combined with the self-consistent Born approximation
were applied to diffusion-limited electron transport in doped graphene.
Gapped graphene has marked an important milestone in the study of
graphene’s electronic and transport properties from both a theoretical and
experimental point of view as well as in practical device applications. The
reason for this is that gapped graphene has applications such as a field-
effect transistor where a gap is essential as well as graphene interconnects.
The effective band gap may be generated by spin-orbit interaction, or when
monolayer graphene is placed on a substrate such as ceramic silicon carbide
or graphite. The gap may also arise dynamically when graphene is irradiated
with circularly polarized light. Depending on the nature of the substrate on
which graphene is placed or the intensity or amplitude of the light, the gap
may be a few meV or as large as one eV [8]. In general, the energy gap is
attributed to a breakdown in symmetry between the sublattices caused by
external perturbing fields from the substrate or photons coupled to the atoms
in the A and B sublattices.
This chapter will be divided into two parts covering the electrical and op-
tical properties of electrons in gapped graphene materials. The first part will
deal with electrical transport. Topics will include: (1) unimpeded tunneling
of chiral electrons in graphene nanoribbons; (2) anomalous photon-assisted
tunneling of Dirac electrons in graphene; and (3) field enhanced mobility by
nonlinear phonon scattering of Dirac electrons. The second part will focus
on the collective plasmon (charge density) excitations for: intraband and
interband plasmons.
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6.4 Dirac Fermions, Chirality and Tunable
Gap in Graphene
Graphene, an allotrope of carbon, which has been recently discovered in
experiment has become one of the most important and extensively studied
materials in modern condensed matter physics, mainly because of its ex-
traordinary electronic and transport properties [92]. According to Ref. [93],
graphene can be described as a single atomic plane of graphite, which is suffi-
ciently isolated from its environment and considered to be free-standing. The
typical carbon-carbon distance in a graphene layer is 0.142 nm, and the in-
terlayer distance in a graphene stack is 0.335 nm. Any graphene sample with
less than 2.4×104 carbon atoms or less than 20 nm of length is unstable [94],
tending to convert to other fullerenes or carbon structures. Now, we will
briefly discuss the most crucial electronic properties of graphene, relevant to
the electron tunneling phenomena. A good description of the principal elec-
tronic structure and properties may be found in Refs. [95]. Surprisingly, the
first theoretical study of “graphene” was performed more than sixty years
ago [96, 97]. The most striking difference in comparison with conventional
semiconductors or metals is the fact that low-energy electronic excitations in
graphene are massless with Dirac cones for energies. The quite complicated
energy band structure of graphene may be approximated as a cone (Dirac
cone) in the vicinity of the two inequivalent corners, i.e., K and K ′ points, of
the Brillouin zone. In summary, the electronic properties of graphene may be
approximately described by the Dirac equation, corresponding to the linear
energy dispersion next to the K and K ′ points:
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−i~vF σ ·∇Ψ(r) = εΨ(r) , (6.5)
where vF = c/300 is the Fermi velocity. This form is similar to the high-
energy quantum electrodynamics (QED) Dirac equation. In momentum (k)
space, the Hamiltonian is simplified as follows:




V0 kx + iky





Here, V0 is a uniform external potential. We will also adapt the following





y and gapless. In addition, β is the electron-hole parity index
1,
so that β = 1 for electrons and β = −1 for holes.
The goal of this section is to compare the electronic and transport proper-
ties of gapped graphene modeled by finite electron effective mass with those
obtained in the case of massless Dirac fermions. There have been many stud-
ies [98, 99], where the mass term is added to the Dirac Hamiltonian of infinite
graphene. An energy gap may appear as a result of a number of physical
reasons, such as by a boron nitride substrate. However, the most interest-
ing cases are when the gap becomes tunable and may be varied throughout
the experiment, resulting in practical applications. We will focus on the so-
called electron-photon dressed states, which result from the interaction be-
tween Dirac electrons in graphene and circularly-polarized photons. The first
complete quantum description of such a system was presented in Ref. [8], and
1The quantity β = ±1 is often called pseudo-spin because of its formal resemblance to
the spin index in a spinor wavefunction.
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the transport properties were discussed in Ref. [100]. The quantum descrip-
tions for both graphene and three-dimensional topological insulators were
further developed in Ref. [55].
6.5 Electron Tunneling in Gapped Graphene
The so-called Klein paradox is related to complete unimpeded transmission
of Dirac fermions through square potential barriers of arbitrary height and
width in the case of head-on collision. It has been demonstrated that certain
aspects of the Klein paradox may also be observed in bilayer graphene [92],
carbon nanotubes, topological insulators [55] and zigzag nanoribbons. The
trademark of the Klein paradox exists even in the case of electron-photon
dressed states for massive electrons.
6.5.1 Square Barrier Tunneling and Klein Paradox
In order to demonstrate Klein tunneling and investigate its unique properties,
we will consider a sharp potential barrier (like a p − n − p junction), given
by V (x) = V0 [θ(x)− θ(x− w)] and infinite in the y−direction specified by
the Heaviside step function θ(x). Here, we will use the notations introduced
in Fig. 6.1(b).
Klein tunneling may be explained based on a specific form of the Dirac
fermion wavefunction as well as a special type of chiral symmetry of the
Dirac Hamiltonian. The eigenvalue wavefunctions obtained from Eq. (6.5)
are ε(k) = ~vF k and


























Figure 6.1: Schematics of Dirac cone in graphene, square barrier transmission
and electron-photon dressed states. (a) shows the energy bands ε(k) as well as
the Dirac cone as a good approximation in the vicinity of certain points in the
k-plane. (b) illustrates the square barrier tunneling with conserved pseudo-
spin, and introduces all the notations used in the discussion of tunneling. (c)
features the electron-photon dressed states, which appear as a result of Dirac
electrons interacting with circularly-polarized photons. It also demonstrates
schematically that the energy dispersion of the electron dressed states has a













Electrons are said to be chiral if their wavefunctions are eigenstates of the
chirality operator ĥ = σ · p̂/(2p), where σ = {σx, σy} is the Pauli vector
consisting of the Pauli matrices and p̂ = {p̂x, p̂y} is the electron momentum
operator in graphene layers. Electrons become chiral in graphene due to
the fact that the chirality operator is proportional to the Dirac Hamiltonian
which automatically makes chirality a good quantum number. One can easily
verify that the wavefunction in Eq. (6.7) satisfies the chirality property.
As an example, we consider the situation of a very high potential barrier,
i.e., V0 ≫ ε, which would not allow any finite transmission amplitude possible
for a conventional Schrödinger particle. For Dirac electrons, however, we have
CHAPTER 6. ELECTRON TUNNELING AND KLEIN PARADOX 69
T (kx,1, kx,2) =
cos2 φ
cos2 (kx,2w) cos2 φ+ sin
2(kx,2w)
, (6.8)
where φ is the angle which k makes with the x-axis. Incidentally, for the
case of head-on collision with φ = 0, we find complete unimpeded tunneling
with T = 1, which is a direct consequence of a special form of the electron
wavefunction, resulting from the Dirac cone energy dispersion.
The peaks of transmission mainly belong to two different species. Namely,
the Klein paradox for head-on collision where φ = 0 and the so-called “trans-
mission resonances” correspond to specific values of the electron longitudinal
momenta in the barrier region.
It was shown recently [8, 9] that when Dirac electrons in a single graphene
layer interact with an intense circularly polarized light beam, electron states
will be dressed by photons. Here, we investigate the transmission properties
of such dressed electrons for the case of single layer graphene.
We begin with the electron-photon interaction Hamiltonian
Ĥ = vF σ · (p̂− eAcirc) , (6.9)









in terms of photon creation and destruction operators â† and â†, respectively.
Here, V is the mode volume of an optical field. In order to study the com-
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plete electron-photon interacting system, we must add the field energy term
~ω0 â
†â to the Hamiltonian Eq. (6.9).
In terms of the energy dispersion ε(k) = ±
√
(~vFk)2 +∆2, our system is
formally similar to the eigenvalue equations for the case of the effective mass
σ3 Dirac Hamiltonian:









+∆ σ3 , (6.11)
where σ3 is a Pauli matrix and V (x) is a one-dimensional potential. The
electron dispersion and transmission properties for both a single and multi-
ple square potential barrier have been studied [101, 102] for monolayer and
bilayer graphene. It was also shown that a one-dimensional periodic array
of potential barriers leads to multiple Dirac points [101]. Several published
works have introduced an effective mass term into the Dirac Hamiltonian
for infinite graphene, which may be justified based on different physical rea-
sons [99, 103]. For example, it has been shown [98] that an energy band gap in
graphene can be created by boron nitride substrate, resulting in a finite elec-
tron effective mass. However, we would like to emphasize that the analogy
between the Hamiltonian and that for irradiated graphene is not complete
since the former requires ∆ < 0. Although this difference does not result in
any modification of the energy dispersion term containing ∆2, it certainly
changes the corresponding wavefunction. Additionally, there have been a
number of studies using laser radiation on single layer [104] and bilayer [105]
graphene as well as graphene nanoribbons [106] reporting the gap opening as
CHAPTER 6. ELECTRON TUNNELING AND KLEIN PARADOX 71
a result of strong electron-photon interaction. From these aspects, it seems
that topological insulators as well as gapped graphene may have potential
device applications where spin plays a role. In the presence of a strong radi-



















C±2 (k) = ±
√
1 + γ2 ∓ γ
√




Here, γ = ∆/(~vFk). Consequently, the chiral symmetry is broken for elec-
tron dressed states. The interaction between Dirac electrons in graphene
and circularly polarized light has been considered in the classical limit in
Ref. [107]. In this limit, a gap in the Dirac cone opens up due to nonlinear


























As it appears, non-chirality of the dressed electron states becomes significant
if the electron-photon interaction (the leading γ term) is increased. This
affects electron tunneling and transport properties. We now turn to an in-
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λ = 10−7 m λ = 10−6 m λ = 10−5 m
P = 0.1 W 0.027 0.274 2.71
P = 1 W 0.264 2.738 25.03
P= 100 W 27.39 249.14 709.213
Table 6.1: Energy gap in graphene, corresponding to the different values
of the laser power P and its wavelength λ. The gap obviously increases
with the increasing power, similar dependence on λ is observed, since the
field amplitude is inversely proportional to the corresponding frequency. The
energy gap dependence is approximately a linear function of the laser power
for short wavelength.
vestigation of the transmission of electron states through a potential barrier
when graphene is irradiated with circularly polarized light.
Summarizing the description of the electron dressed states, we would like
to estimate the actual values of the energy gap in graphene and describe its





2 − ~ω0 , (6.16)
where W0 = 2vFE0/ω0, so that the gap is proportional to the square of am-
plitude of the electric field E0 for E0 −→ 0. The amplitude of the electromag-
netic field is determined by the laser power and its wavelength E0 ⋍ P 1/2λ−1.
Consequently, the energy gap in graphene depends on both the power of the
applied laser and its wavelength. The results could be summarized in the
following table:
We consider a square potential barrier given by
V (x) = V0[θ(x)− θ(x−W0)] (6.17)
CHAPTER 6. ELECTRON TUNNELING AND KLEIN PARADOX 73
The current component is jx = Φ
†σxΦ, thus we only require the wave-function
continuity at the potential boundaries. There are two specific simplifications
to consider here - a nearly-head-on collision kx,i ≪ ky,i and the case of a
high potential barrier when ε ≪ V0. We should also mention another rele-
vant study [108], investigating the tunneling of Dirac electrons with a finite
effective mass through a similar potential barrier.
For a nearly-head-on collision with ky ≪ kx,1 ≪ kx,2 for high potential
as well as infinite graphene (∆ → 0), the transmission coefficient has the
following simplified form
T = 1− sin2(kx,2W0)
(
θ2 − 2βθφ+ φ2
)
, (6.18)






















































Figure 6.2: Density plots of the transmission probability T for electron-
photon dressed states as a function of the electron longitudinal momenta
kx,1 and kx,2 in both barrier V (x) = V0 and no-barrier V (x) = 0 regions,
respectively. The electron momenta are given in the units of the inverse
barrier width w. Here, plots (a), (b), (c) and (d) correspond to ∆/V0 = 0,
0.001, 0.008 and 0.015, respectively.
Figure 6.2 presents the calculated transmission probability T as a function
of the longitudinal momenta kx,1 (in front the barrier) and kx,2 (in the barrier
region). We find from Fig. 6.2 that the intensity of the transmission peaks
in (b)-(d) are gradually distorted with increasing gap compared to infinite
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graphene in (a). The diagonal kx,1 = kx,2 corresponds to the absence of a
potential barrier and should yield a complete transmission for ∆ = 0 as seen
in (a). However, for a finite ∆, the requirement (
√
(ε− V0)2 −∆2 > ~vF ky)
must be satisfied, which makes the diagonal transmission incomplete, e.g.,
missing diagonal for small kx,1 and kx,2 in (b), due to the occurrence of an
energy gap. As ∆ is further increased in (c) and (d), this diagonal distortion
becomes more and more severe, which is accompanied by strongly reduced
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Figure 6.3: Density plots of T for electron-photon dressed states as a function
of the incoming electron energy ε and the angle of incidence φ. The upper
panel displays T under ∆ = 0 in (a1) as well as its blowout views in (a2)-(a4).
The lower panel is associated with various induced gaps ∆/V0 = 0.01, 0.05,
0.07 and 0.1 in (b1)-(b4). The significant difference in tunneling behavior at
φ = 0 can be seen with various ∆ values.
Figure 6.3 displays the effect of the energy gap on T in terms of incom-
ing particle energy ε and angle of incidence φ. From the upper panel of
Fig. 6.3(a1)-(a4), we see the Klein paradox as well as other resonant tunnel-
ing peaks in T for regular infinite graphene with ∆ = 0. The dark “pock-
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ets” on both sides of ε = V0 demonstrate zero transmission for the case of
|ε−V0| ≪ ε, which results in imaginary longitudinal momentum kx,2 for most
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Figure 6.4: The upper panel presents T as functions of ε in (a1) and φ in
(a2) and (a3). In (a1), T with φ = 0 for various ∆ values are exhibited with
∆ = 0 (red), ∆/V0 = 0.001 (black), ∆/V0 = 0.008 (green) and ∆/V0 = 0.015
(blue). In (a2) and (a3), the electron-photon interaction is excluded and
ε = V0/6. Additionally, we assume in (a2) V0 = 100meV and various W0
values with W0 = 5nm (red), W0 = 10nm (green) and W0 = 20nm (blue).
Plot (a3) shows T with W0 = 20nm for V0 = 150meV (red), V0 = 200meV
(green) and V0 = 250meV (blue). The lower panel presents dressed-state φ
dependence of T with ε = V0/6 for V0 = 0.5 eV and W0 = 100 nm in (b1);
V0 = 2 eV and W0 = 100 nm in (b2); V0 = 4 eV and W0 = 150 nm in (b3);
and V0 = 5 eV and W0 = 150 nm in (b4). Moreover, we set in (b1)-(b4)
∆ = 0.099 eV (blue), ∆ = 0.050 eV (green) and ∆ = 0.010 eV (red).
Figure 6.4 shows T as a function of ε in (a1) and of φ in all other plots.
From (a1), we clearly see that dressing destroys the Klein paradox for head-
on collision with φ = 0. Additionally, in the absence of electron-photon
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interaction, we display the effects on T for various values of W0 in (a2)
and V0 in (a3). The resonant peaks are found to be shifted toward other
incoming angles in both (a2) and (a3) and this effect becomes stronger for
small incident angles. The effect of dressed electron states, on the other
hand, is demonstrated in each plot in (b1)-(b4) for various values of ∆, as
well as in individual plots of (b1)-(b4) for different barrier heights V0 and
widths W0.












where mb is the effective mass of electrons in the barrier region. In this case,




2mbβ(ε− V0)− k2y (6.20)
with β, β′ = ±1.
An evanescent wave having a decay rate κb may coexist with a propagating






y − κ2b = 2mbβ(ε −
V0). This implies that the evanescent modes should be taken into account
simultaneously. The Klein paradox persists in bilayer graphene for chiral
but massive particles. However, one finds a complete reflection, instead of a
complete transmission, in this case.
In the simplest approximation to include only the two nearest subbands,
our model is formally similar to the so-called σ3 Hamiltonian used for de-
scribing the particles in a single layer of graphene with parabolic energy
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dispersion (non-zero effective mass). By including more than two indepen-
dent pairs, this effect is expected to be weaker since perfect transmission will
occur only for the two wavefunction terms. However, this effect is insensitive
to the barrier width, and therefore, may be considered as reminiscent of the
Klein paradox.
In spite of the fact that a significant number of papers on electron tun-
neling in the presence of the electron-photon interaction have already been
published, this topic is receiving a lot of attention at the present time. Po-
tential barrier transmission is studied using the Floquet approach [109, 110].
The effect of periodic potential is similar to the combination of the uniform
magnetic and electric fields [111]. Also we would like to mention Ref.[112],
where the transport properties were investigated in the framework of unitary-
transformation scheme together with the non-equilibrium Green’s function
formalism. Similar case of Chiral tunneling modulated by a time-periodic
potential on the surface states of a topological insulator was addressed in
[113].
In conclusion, we would like to mention topological insulators. Due to
their band structure and a nontrivial topological order, topological insulators
are insulating in the bulk, but support gapless conducting surface states [114].
The surface states are represented by a spin-polarized Dirac cone, creating an
analogy with graphene. However, there is a peculiar property of the topolog-
ical insulator, i.e., a so-called geometrical gap in the energy dispersion. This
gap appears if the sample is finite in the z-direction, which has not been
observed in conventional insulators. The electron dressed states in three
dimensional topological insulators have been obtained and their tunneling
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properties have been discussed [55, 115].
In this section, we compare surface states of a 3DTI with bilayer graphene
in order to find out how w the quadratic term in their energy dispersions influ-
ences tunneling. The electron tunneling behaves as massless Dirac fermions
for high incident energies above a critical value, which has been compared
with electrons in a graphene layer. On the other hand, the electron tunneling
behaves as Schrödinger massive particles at lower incident energies below this
critical value, which is similar to the 2DEG. Additionally, the modification
from a dressed state energy gap to electron tunneling is investigated for both
low and high incident energies.
Let us first turn to the tunneling problem associated with the Hamiltonian
in Eq. (3.2) in the absence of electron-photon coupling. The main input of














where β = ±1, as before, and φ = tan−1(ky/kx). This wave function is simple
and chiral, and an eigenstate of the projection of the electron momentum
operator along the pseudo-spin direction (chirality/helicity operator) given
by ĥ = σ · p/(2p). For the tunneling process along the x direction, the
transverse momentum ~ky is conserved, whereas the longitudinal wave vector
component kx,2 in the barrier region with V (x) = V0 is determined by





A2 + 4D(ε− V0)
2D
)2
− k2y . (6.22)
Equation (6.22) yields not only propagating but also evanescent modes in the
barrier region. Moreover, because of the quadratic energy dispersion, both
the wave functions and their derivatives need to be matched at boundaries,
similar to the tunneling problem with respect to bilayer graphene [4].
Electron tunneling and Andreev reflection for the full 3DTI Hamiltonian
was studied in Ref. [35]. In the present case, we have A/D ≫ k. Conse-
quently, we may neglect the evanescent contributions. By neglecting the





− k2y . (6.23)
The result for the special case of massless Dirac fermions of graphene may
be directly obtained from the above equation after setting D → 0.
Clearly, from Eq. (6.23), the electron transmission varies with the incom-
ing particle energy as well as the angle of incidence. There exists a critical
energy εcr ≪ V0 above which the transmission behaves like Dirac electrons
in graphene. However, particles with incoming energies below this critical
value are transmitted like normal Schrödinger electrons in 2DEG. For head-
on collisions with ky = 0, the critical energy is calculated to be
εcr = V0 −
A2
2D . (6.24)
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T (φ, ε) cos(φ) dφ . (6.25)
The physical meaning of Eq. (6.25) is the decrease of the electron conductance
in the presence of the barrier due to T (φ, ε) ≤ 1, where T (φ, ε) is the
transmission probability. According to Ref. [[37]], G0 in the case of D = 0














where kF is the Fermi wave number and Lx and Ly are the normalization
length and width of the sample. When kFLx ≪ 1, we have tanh(kFLx/2) ≈
kFLx/2 and obtain in a straightforward way that
G0 = (2e2/h) (Ly/2π) (εF/A) (6.27)
for the Dirac cone with εF = AkF . In the presence of a small energy gap










where εF is the Fermi energy at k = kF .
The calculated results based on Eq. (6.25) are presented in Fig, 6.5. Com-
paring Figs. 6.5(a) and (b), we find that the existence of the critical energy
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Figure 6.5: (Color online) Two-terminal tunneling conductance for the ef-
fective surface model of 3DTI with different barrier widths. In panels (a)
and (b), we present numerical results for tunneling conductance as functions
of the incident particle energy for the case of Dirac cone and 3DTI with
DkF/A = 0.4
in (b) plays a crucial role in the electron tunneling. A series of resonant
peaks occur above the critical energy εcr in (b) and above the barrier height
V0 in (a) although these two values are quite different. The former is unique
to surface states of a massive particle in 3DTI while the latter is related to
the transition from Klein tunneling to a regular one for massless fermions in
graphene. It is more interesting to notice that the electron tunneling below
V0 in (a) and below the critical energy in (b) is also qualitatively different,
where electrons behave like Dirac fermions for Kelin tunneling in (a) and like
Schrödinger particle for evanescent wave tunneling in (b). Transition when
ε = εcr is extremely sharp in (b).
It is very helpful to compare the results obtained in this section with
bilayer graphene having quadratic dispersion. For bilayer graphene, its lowest
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where mb is the effective mass of electrons in the barrier region. In this case,




2mbβ(ε− V0)− k2y , (6.30)
where β′, β = ±1. An evanescent wave having a decay rate κb can coex-





k2y − κ2b = 2mbβ(ε − V0). This implies that the evanescent modes should be
taken into account simultaneously. For bilayer graphene, both wave functions
and thei derivatives must be continuous at the interfaces. Consequently, the
Klein paradox persists in bilayer graphene for chiral but massive particles.
However, one finds complete reflection, instead of complete transmission, in
this case. This effect has direct links with the specific electron-hole conjuga-
tion, i.e. kx,2 → iκb, in the barrier region [4].
To understand the physics for electron tunneling in bilayer graphene, we
first present analytical results for single layer graphene, i.e. D = 0. By
taking into account all four modes from Eq.(6.22), for a δ-potential barrier,
we obtain the transmission probability as [36]
Tδ, g =
1
1 + sin2(λ) tan2(φ)
, (6.31)
reproduces the Klein paradox for the head-on collision corresponding to φ =
0. However, the periodic dependence of the transmission on the scaled barrier
strength λ in Eq. (6.31) is non-trivial. Such perfect tunneling with Tδ, g = 1
also exists for a set of λ values when sin(λ) = 0 is satisfied. Furthermore,
this prediction is consistent with finite-width barrier tunneling. In fact, the
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expression in Eq. (6.31) may be derived directly from the general result for




1− cos2(kx,2W ) sin2(φ)
=
1
1 + sin2(kx,2W ) tan
2(φ)
, (6.32)
where kx,2 ∼ −V0/A is used for V0 ≫ ε. It is clear that λ in Eq. (6.31) plays
the role of kx,2W for a finite barrier width W .
For a conventional 2DEG with a δ-function potential barrier [38], its trans-
mission amplitude is given by Tλ = 2~2ε/(2~2ε+m∗λ2W 2). Here, we consider
a head-on collision with kx =
√
2m∗ε/~2 and m∗ is the electron effective
mass. One may easily see that for λ→ 0 (or a very-thin barrier layer) com-
plete transmission (Tλ → 1) can be obtained. When λ → ∞, on the other
hand, one gets complete reflection.
Figure 6.6: (Color online) Density plots of the transmission amplitude
T (φ, ε) for bare electron states with energy gap ∆ = 0 in the effective surface
model for 3DTI with (D/A) k = 0.4. Panels (a), (b), (c) and (d) correspond
to k1,maxW = 2.5, 1.1, 0.95 and 0.75.
Figure 6.6 presents our numerical results for the transmission amplitude
T (φ, ε) for several values of barrier width in the absence of photon dress-
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ing or when the coefficient ∆ = 0 in the energy dispersion relation. From
this figure, we find that the coupling between dressed states with different
pseudo-spins is very strong for a double-mode optical field. Here, Dirac-like
tunneling above a critical energy may be seen for a thick barrier layer, as
described by Eq. (6.32). Schrödinger-like tunneling below the critical energy,
on the other hand, may only be observed for a relatively thin barrier layer
under the normal-incidence condition, as discussed for 2DEG with λ → 0.
With decreased W , electron tunneling below the critical energy is gradually
enhanced as φ → 0. From direct comparison between Fig. 6.6 we know that
the major effect of the massive D-term on the electron tunneling is associated
with the occurrence of a critical energy below which no significant electron
tunneling is expected for a thick barrier layer. In addition, the critical energy
shifts up with decreasing W and the contribution from the evanescent mode
to the transmission is found finite as long as the barrier width W meets the
condition W |Im(kx,2)| < 1.
According to Ref.[[39]], ∼ k3 terms could become an importnant correc-
tion. Now, let us briefly discuss how the electron transmission is affected
after the ∽ k3 term in the energy spectrum has bben taken into account.
For simplicity, we don’t consider electron-photon dressed states, but only
the transmission probability for non-interacting electrons. The inclusion of
light-electron coupling will not change qualitatively the conclusion presented
below. Here we will consider two different situations, i.e., the case for small
corrections ±Bk3 to the energy dispersions and the case when the cubical
terms make equal or even prevailing modification to the energy eigenvalues.
In the first case, it only gives rise to a small correction to the critical energy
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in Eq. (6.24) as well as to the longitudinal wave number kx,2. The main dif-
ference for the second case comes from the fact that the significant cubical
terms lead to another mode of electron propagation in the barrier region,
similar to an evanescent mode in bilayer graphene with quadratic energy
dispersion. Under a cubical term, the electron modes in the barrier region
can be propagating, evanescent or both, depending on the material property
and the electron incoming energy. In short, if the cubical corrections become
small, which is the case considered in this manuscript for small k values, the
additional modes become either fast-oscillating or extremely decayed and can
be neglected in a leading-order approximation.
We now turn to the model for the 3DTI surface with ∆ 6= 0. For this,






− k2y . (6.33)
Numerical results for the transmission amplitudes based on Eq. (6.33) are
presented in Fig. 6.7, where the same parameters were chosen as those in
Fig. 6.6. Comparing Fig. 6.7(a) with Fig. 6.7(b) for D = 0, we find that the
effect of a photon-induced energy gap ia to produce additional side peaks in
the angle distribution of T (φ, ε). After a massive D-term is introduced, as
presented in Figs. 6.7(b)-(d), the side peaks are significantly suppressed and
a critical energy appears. At the same time, the Schrödinger-like electron
tunneling below this critical energy is also partially suppressed for a thin
barrier layer even under the normal-incidence condition.
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Figure 6.7: (Color online) Density plots of the transmission amplitude
T (φ, ε) for the electron dressed states in the effective surface model of 3DTI
with ∆/V0 = 0.2, D = 0 (Dirac cone) for panel (a) and (D/A) k = 0.15
for all other panels. Panels (a), (b), (c) and (d) correspond respectively to
k1,maxW = 1.5, 1.3, 1.1 and 0.85.
6.6 Electron Tunneling in 2DTI and ZNR
According to the Kane model for a HgTe/CdTe semiconductor quantum
well [19, 24], the 2DTI system may be effectively described by the following
















C +M− (D + B)(k2x − ∂2y) A(kx − i∂y)






and kx is assumed small. Additionally, we assumed translational invariance
along the x-axis so that kx → −i∂x. The coefficients A, B, C, D and M are
expansion parameters within the Kane k · p model. Their role in the energy
dispersion is such that M is usually referred to as Dirac mass and B is called
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the Newtonian mass. We note that M changes sign at the critical thinness
dcr ≃ 6.1 nm. For a layer with d > dc, M is negative which is referred to as
an inverted-type TI.











showing existence of an egergy gap ∆z is defined as
∆z =
4AM(B2 −D2)
B3[A2B − 4M(B2 −D2)] . (6.37)
We note that the Hamiltonian in Eq. (6.34) is block-diagonal, for which
we expect two independent wave functions, Ψ+ and Ψ−, corresponding to dif-
ferent directions of the electron spin projection. It is straightforward to show
that Ψ+ and Ψ− are related to each other by a time-reversal operator [24],
i.e. Ψ− = −iσyΨ†+. This implies that any transmission associated with Ψ+
must accompany another transmission of Ψ− in the opposite direction along
the same edge of the 2DTI. For that reason, the eigenstates Ψ± are usually
referred to as helical edge states [19]. For all the calculations which follow,
we made use of the fact that C only appears along the diagonal of the matrix
in Eq.(6.35). By making the replacement ε → ε − C, one may show in a
straightforward way that the C-term is irrelevant to electron transmission.
Before solving the eigenvalue problem, we estimate [40] all quantities and
coefficients in the Hamiltonian in Eqs. (6.34) and (6.35) at d = 5nm (< dcr).
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The range of considered wave vectors is chosen as k = 10−2Å−1 ≪ kF . In that
range, the parameters appearing in the Hamiltonian are: [19] C ≃ 10−2 eV,
Ak ≃ Bk2 ≃ Dk2 ≃ 10−2eV . Consequently, each term in the Hamiltonian
in Eq. (6.35) has the same order of magnitude and none of them should be
neglected. Since B ≃ D, we get B+ ≡ B +D ≃ 2B and B− ≡ B −D ≪ B.
In the limiting semi-infinite geometry for a 2DTI, we obtain the following
exact 1D effective edge model along the y-direction, [19]
Heem1D = Aky σz , (6.38)
whose corresponding dispersion relations are εeem1D = ±Aky with correspond-
ing wave functions are the eigenfunctions of σz, i.e., Ψ
T
1 = {0, 1} and ΨT2 =
{1, 0}, which yield a transmission amplitude Teem = 1 through a barrier of
any height analogous to the Klein paradox for head-on collisions in graphene.
In contrast to the 2D model in Eq. (6.34), we find that the electron trans-
mission for edge states with a finite width is substantially suppressed.
Taking the limit Ly → ∞, we can also consider bulk states which are
located far away from either edge. In this case, we make the substitution
ky = −i∂y. By retaining terms up to order O(k3), calculation leads to a new
energy dispersion for A ≫ Bk
εbulk2D = −Dk2 ±
√
M2 + (A2 − 2MB)k2 . (6.39)
The Hamiltonian in Eq. (6.35) assumes the the simple form ±M σz at k = 0,
where the gap parameter M strongly depends on the thickness d of the
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quantum well and can be arbitrarily small or even set equal to zero. The
energy dispersion relations in Eq. (6.39) formally reduce to those of gapped
graphene or graphene irradiated with circularly polarized light. The tun-
neling problems for this case were addressed in Refs. [[36]] and [[29]]. The
most significant effect of radiation on electron tunneling is the breaking of
chiral symmetry on the order of O(M2). Consequently, significantly different
behavior in the electron transmission at small incident angles (|ky| ≪ |kx|)
is expected compared to infinite graphene in the absence of light illumina-
tion [4].
One can cocnlude, that 2DIs’ electronic states and tunneling properties
have a lot of similar features with zigzag nanoribbons (ZNR’s) [41], which
are also quasi-1D edge states. The boundary conditions are such that each
of the wave function components vanishes at one of the two ribbon edges.
Real solutions for the transversal decay coefficients λy,n exist only if both
the conditions kx > λy,n and Lyλy,n > 1 are satisfied. We will assume the
ribbon is sufficiently wide so that kxLy > 1 for kx in the range of interest.
For real λy,n, the edge states decay exponentially with decay length 1/λy,n.
This situation is similar to the case of 2DTI discussed above in this section.
However, the traverse wave function distribution is drastically different from
a graphene armchair nanoribbon (ANR) which has a plane-wave type wave
function ΨANR(y) ∼ eikyy. We also note that for large kx one gets λy,n ≈ 0,
i.e., fast moving electrons with large longitudinal momenta have a negligible
decay rate. Therefore, the wave function in this case extends far away from
the ribbon edges. For chosen ribbon width, there exists a maximum value
for the decay rate.
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Figure 6.8: (Color online) Zigzag nanoribbon wave function and tunneling
conductance. Panel (a) demonstrates transverse decay rates λy,n depending
on the longitudinal momentum kx for various nanoribbon widths. Panel (b)
shows the y-dependence of the edge state wave functions inside the barrier
region (λb) and outside the barrier region (λ0), as well as contour plots of
wave functions. Panel (c) presents density plot for the dependence of two-
terminal conductance g(ε) on λ0 and λb.
The energy dispersion for ZNR is given by εZNRβ = β
√
k2x − λ2y,n. We
confine our attention to low potential barriers, such that λy,n is real within a
barrier region. Unimpeded tunneling in ZNR was investigated in Ref. [[42]].
From Fig. 6.8(a), we find that the wave-function transverse decay length
λ−1y,n decreases with increasing width of a zigzag nanoribbon. Figure 6.8(b)
show us that the minima of edge-state wave functions in the transverse di-
rection are at the center (y = 0) for both inside and outside barrier regions.
Furthermore, the wave functions are symmetric with respect to y = 0. Our
numerical results are presented in Fig. 6.8(c). The diagonal line in Fig. 6.8(c)
reflects the fact that T (ε, y) ≡ 1 [or g(ε) ≡ 1] for the same decay rates
λ0 = λb. The periodic resonant peaks with respect to λb can be clearly seen
in Fig. 6.8(c) similar to the prediction by Eq. (6.31).
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6.7 Concluding Remarks
In summary, we have analytically obtained the energy dispersion relations
as well as the wave functions of electron dressed states in TIs irradiated by
circularly polarized light. A number of helical systems, such as graphene,
nanoribbons and topological insulators, are compared . Similar to graphene,
the electron-photon coupling in TI leads to a energy gap in the electron
energy dispersion relations and eigenstates with the broken chirality symme-
try. The tunneling over a square potential barrier is modified significantly if
there exists a gap in the energy dispersion of electrons. The combination of
Schrödinger-like (massive) and Dirac-like (massless) electrons tunneling be-
low and above a critical energy gives rise to very novel properties. We have
further found that some lower energy subbands become nearly dispersiveless
with increasing light intensity, which results in unusual electronic properties.
As shown in Ref. [[8]] for graphene, laser power 102W may produce
an energy gap ∆ ∼ 10 − 100meV required for making the effect notice-
able for THz light frequencies at room temperature. Since the linear-term
coefficient (group velocities) of the 3DTI Hamiltonian has the same order
of magnitude as graphene, we expect that an experimental verification to
be possible. Indeed, for a circular-polarized CO2 laser beam of the power
P ∽ 102 W , the wavelength λ ∽ 10−5 m and the beam size on the order




5V/cm. This leads to the light-coupling
energy W0 ∽ 10
−20 J and the light-induced energy gap ∆ ∽ 0.01 − 0.1 eV
for Bi2Se3 with A = 10−29 J m.
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Although the linear term in the energy dispersion of 3DTIs gives spin-
polarized Dirac cones with chirality of the corresponding eigenstates, the
appearance of a quadratic term introduces additional effects on electron tun-
neling. Our calculations for electron tunneling through a square potential
barrier indicate that electrons may be transmitted either like chiral particles
as they do in graphene or like conventional 2DEG electrons, depending on
the incident particle energy above or below a critical energy.
We have also investigated tunneling properties of edge states for massive
particles in 2DTIs, such as HgTe/CdTe quantum wells, where an energy
gap is introduced by the finite width of samples [24]. From the analysis of
dressed edge-state wave function in the presence of circularly polarized light,
we have found that particles can always freely propagate along the ribbon
edges, which is similar to zigzag graphene nanoribbons but different from
semi-infinite 2DTIs where either perfect transmission or complete reflection
is obtained for electron-electron and electron-hole transitions, respectively.
Although the wave functions in both 2DTI and zigzag ribbons are localized
around the edges, the decay rate of edge state wave functions of 2DTI does
not depend on the longitudinal wave number, in contrast to the decay rate
in a zigzag ribbon.
Part II
Many-electron collective




Exchange energy in graphene
7.1 Dynamical polarization and plasmons
For us to calculate the electron exchange energy, we need to obtain the
non-interacting polarizability Π0(q, iΩ) for imaginary frequency iΩ and wave
number q. Let us consider the case of chemical potential µ > 0 such that the
occupied electron states partially fill a finite part of the conduction band up








d2k F(k,q) NF [Es(k)]−NF [E
′
s(k + q)]
Es(k)− E ′s(k + q) + i~(Ω + γ)
, (7.1)
where γ is real. The polarization function, obtained analytically in [44] for
real frequencies is not suitable for our calculations. There, the only imaginary
term is infinitesimal iγ. The structure factor F(k, q) is given as:
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F(k,q) = |〈Ψs(k)|Ψ′s(k + q)〉|2 . (7.2)
According to Eq.3.4, the electron dressed state wave functions may be ex-
pressed as
ΨTs (k) = {C1(k); C2(k)eiθk} (7.3)
and, correspondingly,
ΨTs′(k + q) = {C1(k + q); C2(k + q)eiθk+q} (7.4)
so that the equation for the structure factor [7.2] becomes
F(k,q) = C1(k)C1(k + q) + s s′ eiδθ (7.5)
with δθ = θk − θk+q. The prefactor, which is the squared absolute value of










Cξ(k)Cξ(k + q) ss
′ sin δθ . (7.6)
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C2(k) =
√








∆2 + (Ak)2 .
(7.8)
As one can see, when there is no energy gap ∆ → 0,















It is instructive to compare the obtained numerical results with the case of
real frequency Ω. Both cases are presented in Fig.7.1. One may conclude
that the non-interacting polarization Π0(q, iΩ) is non-zero only in a small
region of q −Ω space. On the other hand, for real frequency the peak of the
polarization function (both of its real and imaginary parts) is located along
the main diagonal Ω ∼ q. The renormalized RPA polarization function is
finite in a certain region and its maximum no longer represents a line of
plasmons.
In the region, where undamped plasmons exist (Ω > Aq and Ω < µ−Aq)
whereA is a constant, the real frequency polarization for interacting electrons


















1−O2− + i cosh−1(O+)− i cosh−1(O−)
)
(7.12)







= 0 , (7.13)



















q dependence is similar to what we observe in 2DEG. It
appears that the plasmon dispersion in 3D TIs also follow the ∽
√
q law.[47]
7.2 Exchange energy in graphene
For a circular-polarized CO2 laser beam with power P ∽ 10
2 W , the wave-
length λ ∽ 10−5 m and the beam size on the order of ∽ λ, from the
field energy density w ∽ P/(λ2c) we find the electric field amplitude F0 ∽
√
P/(ǫ0λ2c) = 10
5V/cm. This leads to the light-coupling energy W0 ∽


















































Figure 7.1: Density plots for zero band gap of the polarization function for
real and imaginary frequencies. The upper left panel presents the imag-
inary part of the non-interacting polarization function at real frequency
Ω. This plot shows the region where the plasmons are undamped, i.e.,
Im[Π(q,Ω)] = 0. The upper right plot is the real part of the interacting po-
larization ΠRPA(q,Ω), which shows the plasmon dispersion ∽
√
q. The lower
panels are the two corresponding plots for imaginary frequencies iΩ. The
lower left plot is the real part of the non-interacting polarizability; its imag-
inary part is identically zero. The lower right plot is the RPA polarization
function for imaginary frequency. The plots described a gapless topological
insulator.
CHAPTER 7. EXCHANGE ENERGY IN GRAPHENE 99
10−20 J and the light-induced energy gap ∆ ∽ 0.01− 0.1 eV for Bi2Se3 with
A = 10−27 J cm.
7.3 Exchange energy, theory of entanglement
In this section, we calculate the exchange energy as well as discuss the en-
tanglement properties. The basic idea is that the efficiency of the electron
entanglement is directly related to the exchange energy Eex. Therefore, cal-
culating it is now our goal since we may then confine electrons to quantum
dots[51] for the purpose of using entangled spins in applications such as
quantum computing and sensors.













dωΠ0(r, r′, iΩ) + n(r)δ(r− r′)
)
(7.16)
where A is a normalization area, V (|r− r′|) is the Coulomb interaction and
n(r) is electron number density. After a 2D Fourier transformation along the


















′; iΩ) + nav(z)δ(z − z′)
]
with nav(z) = (1/A)
∫
dx dy n(x, y, z). For a purely 2D system, Eq.7.16












Figure 7.2: Electron exchange energy as a function of chemical potential.
The black line corresponds to the case of gapless energy dispersion and the
red line is for energy gap ∆ = 0.9µ. E0 ⋍ 1 eV is an energy constant,
















dΩ Π0(q, iΩ) + nav
]
(7.18)
here nav = (1/A)
∫
dx dy n(x, y) is the 2D electron density.The d2q integral
diverges only for nav = 0, which we will accept for the rest of our calculations.
The correlation energy for both graphene[52] and TI may be obtained
with the use of the PRA polarization for imaginary frequencies. The correla-
tion leads to the spin and charge susceptibilities being suppressed for chiral
Dirac cone in both graphene and 3D TIs
The obtained variation of the exchange energy is presented in Figs. [7.2
It has been argued that the entanglement is determined by the electron ex-
change energy [48, 49]. The entanglement of the electron spins in the channels















Figure 7.3: Exchange energy is plotted as a function of the energy gap, for
chosen chemical potential. The gap for the electron energy dispersion is
scaled with the chemical potential. Each line corresponds to certain level of
electron doping, and the and the difference is a few percent. This shows that
the chemical potential has much stronger influence on the exchange compared
to energy gap.
driven by the surface acoustic waves was considered in [51] .
7.4 Concluding Remarks
In summary, we have calculated the exchange energy for electron-photon
dressed effective surface states for 3D TIs. The dressed states, which appear
as a result of the electron interaction with circularly polarized light, lead to
the existence of a finite gap in the energy dispersion and breaking of the chiral
symmetry of the corresponding wave function. The energy gap, which may
be as large as 0.1 eV for circularly-polarized laser beam of 102 W power. This
may exceeds the geometrical energy gap which appears if a 3D TI sample
has a finite width.
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The circular polarization of the imposed light allows complete analytic
solution for both graphene and TIs due to the fact that for k = 0 each
Hamiltonian coincides with that for the Jayness-Cummings model and the
corresponding eigenstates are used as a basis of the expansion of the wave
functions.
The obtained dressed states in TIs acquire an energy gap like graphene.
However, unlike graphene, the electron-photon interaction has significant in-
fluence on the valence (lower) subband. In the case of a higher interaction
amplitude, the hole-subband becomes nearly dispersionless. As far as gap
is concerned, its value is large compared to the case of the electron dressed
states in grpahene, but the difference is not important or of significant value.
We have calculated numerically the non-interacting polarization function
with both real and imaginary frequencies. The latter quantity Π(q, iΩ) en-
ters into the expression for the exchange energy and the real Ω polarization
together with the RPA polarization determine the plasmon dispersion as well
as the region where undamped plasmons could exist. Our calculations of the
real-Ω polarization completely agree with the earlier obtained results for the
plasmonics [44, 46].
It has been argued that the electron exchange energy has a direct and
strong influence on the entanglement. This has been considered for both
quantum dots and channels, originating from surface acoustic waves. We
concluded that the doping value (chemical potential) has a strong influence
on the exchange energy and, as a consequence, on the electron entanglement.
We have also found that the energy gap, due to the electron-photon interac-
tion leads to an increase in the magnitude of the electron exchange energy.
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However, this dependence is much weaker compared to the µ−dependence.
As a result, we propose a technique to tune and control the electron entangle-
ment by both the chemical potential and the electron-photon interaction, so
that the second mechanism may be used for a small tuning which we believe
has a strong potential for device applications.
Chapter 8
Many-body effects in magnetic
field
8.1 Magentoplasmons in gapped graphene
Electronic and transport proprieties of Dirac electrons in the presence of
a uniform perpendicular magnetic field have been reported in a few stud-
ies [116, 117, 118]. The wavefunction, obtained in [119], has a number of
novel and intriguing properties. Additionally, electron-electron Coulomb in-
teraction is found to have effects on both the quasiparticle effective mass
and collective excitations [120]. Using the same method as for the case of
circularly-polarized light radiation in Eq. (6.5), we further take into account
the vector potential for a uniform perpendicular magnetic field, giving
Ĥ = vF σ · (p− eA) , (8.1)
B = ∇×A = {0, 0, B} .
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In the case of 2DEG, on the other hand, the Hamiltonian contains the effec-















Figure 8.1: Dirac electron energy eigenvalues (Landau levels) as a function
of the perpendicular magnetic field B. The first four levels for both electrons
and holes are displayed. Plots (a)-(c) correspond to various energy gaps, i.e.,
∆ = 0.04 eV, ∆ = 0.4 eV and ∆ = 0, respectively.
Although the energy levels are equidistant for 2DEG with (n = 0, 1, 2, · · · ),
εn = ωc(n + 1/2) and ωc the cyclotron frequency, in graphene the dif-
ference between two consecutive energy levels decreases with the index n
of the level as ⋍ 1/
√
n, i.e., εn = (~vF/ℓB)
√
2n. Here ℓB =
√
~/(eB).
Also, ω0 = ~vF/ℓB will be used as a unit of frequency for both the 2DEG
and graphene. These eigenenergies apparently depend on the applied mag-
netic field B and are presented in Fig. 8.1. The B dependence becomes the
strongest for the case of zero gap in (c) and negligible with a large gap in
(b).
In order to obtain the one-loop polarization function Π0(q, ω), we perform
a summation over all possible transitions between the states on both sides
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of the Fermi energy, so that both occupied and unoccupied states will be
included. The coefficients in the summations, representing the weight of
each term, are called the oscillator strengths or form factors. Obviously for
two well-separated eigenstates with |n1 − n2| ≫ 1, their coefficients become
infinitesimal, which in leading order may be expressed as a factorial function
(|n1 − n2|)!
(n1 + n2)!







= |〈n2, β2 |eiq·r|n1, β1〉|2 , (8.3)
where β1, β2 = ±1. We will directly write down the expressions for form
factors of both 2DEG and graphene. In the case of 2DEG, the form factor
is calculated as











where n< is the lesser of two integers n1 and n2 while n> is the greater. In
the case of gapped graphene with ∆ > 0, the form factor becomes








































For the case of zero energy gap, ∆ → 0, one may easily obtain the stan-
dard expression for the form factor in graphene, similar to the results in
Ref. [121, 122, 123]. The function Π0(q, ω) contains two principal parts, i.e.,
the , vacuum polarization corresponding to interband transitions in undoped
graphene, as well as another part involving the summation over all the oc-
cupied Landau level (NF is the highest occupied Landau level)), taking into
consideration the intraband transitions.
Our goal is to explore both incoherent (particle-hole modes) and coherent
(plasmons) excitations in the system. The imaginary part of Π0(q, ω) defines
the structure factor D(q, ω), i.e.,
D(q, ω) = − 1
π
ImΠ0(q, ω) . (8.6)
The particle-hole mode region is obtained from the condition ImΠ0(q, ω) > 0.
Additionally, the plasmons become damping free only if they stays away
from the particle-hole mode region, or equivalently, D(q, ω) = 0. On the
other hand, the plasmon frequencies are defined by the zeros of the di-




Fourier-transformed unscreened Coulomb potential and ǫb is the background
dielectric constant. These plasmons may also be obtained from the peak
of the renormalized polarization ΠRPA(q, ω) for interacting electrons in the
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random-phase approximation (RPA), giving
ΠRPA(q, ω) =
Π0(q, ω)
1− vc(q) Π0(q, ω)
. (8.7)
We note that a metal-insulator transition may also occur under a magnetic
field [124], similar to the effect of circularly-polarized light, along with other
effects [125, 126, 127].
8.1.1 Single-Particle Excitations and Magnetoplasmons
We now present and discuss our numerical results of both Π0(q, ω) and
ΠRPA(q, ω) for various values of chemical potentials µ (or equivalently, num-
ber of occupied Landau levels NF ) and energy gap ∆. The disorder broad-
ening is set to be η = 0.05 ~vF/ℓB for all our numerical calculations. One of
the major effects found in our numerical results is the magnetoplasmon for
various energy gaps, compared with those for gapless graphene (Dirac cone).
We also compare ΠRPA(q, ω) for interacting electrons with non-interacting







for graphene as well.
It is interesting to compare the results in the presence of an external
magnetic field with those at zero magnetic field [115, 128] for both 2DEG
and gapped graphene. We emphasize that the boundaries of the particle-hole
continuum are drastically different for the 2DEG and graphene. Whereas the
edges of the particle-hole excitation region of 2DEG are parabolic, as seen
from Fig. 8.2), these boundaries change to either straight lines in graphene
(zero gap) or to be slightly modified by the gap. Consequently, the plasmon
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Figure 8.2: Density plots of Im[Π0(q, ω)] and Im[ΠRPA(q, ω)] for 2DEG.
The left panel (a1)-(a4) presents non-interacting polarizations in (a1) and
(a3) as well as the renormalized polarizations in (a2) and (a4) for various
values of NF . Plots (a1) and (a2) compare the effects due to NF = 5,
whereas plots (a3) and (a4) are for the case of NF = 20. The left panel (b1)-
(b4) demonstrates Im[Π0(q, ω)] in (b1) and Im[ΠRPA(q, ω)] in (b2)-(b4) for
NF = 5. Each plot in (b2)-(b4) corresponds to chosen interaction parameters
rs = 6.0, 1.0 and 0.3, respectively.
region defined by D(q, ω) = 0 in graphene is significantly increased even for a
small energy gap ∆, in comparison with that for 2DEG. This demonstrates a
large influence by a finite magnetic field on both the particle-hole excitation
spectrum and the boundaries of the particle-hole mode regions at the same
time.
Comparing Fig. 8.2 with Fig. 8.3, we conclude that there exist two com-
peting types of particle-hole excitation spectral behavior. These are the
horizontal lines with embedded islands for 2DEG and the inclined lines for
graphene. All the lines are well aligned with the boundaries of particle-hole
mode regions at zero-field, including parabolic curves for 2DEG, straight
lines for gapless graphene or nearly-straight lines for gapped graphene. We






































Figure 8.3: Density plots of Im[Π0(q, ω)] and Im[ΠRPA(q, ω)] for gapless
graphene.The left panel (a1) and (a2) represents the non-interacting and
RPA renormalized polarization functions withNF = 5. Plot (b1) corresponds
to the non-interacting polarization function with NF = 25, while plots (b2)-
(b4) are associated with the RPA renormalized ones. Additionally, plots
(b2)-(b4) present results for rs = 6.0, 1.0 and 0.3, respectively.
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note that the modulation for horizontal lines in 2DEG becomes strongest, in
comparison with the inclined line in graphene. This difference is attributed
to the fact that the Landau levels in graphene are not equidistant in contrast
to those in 2DEG. Additionally, horizontal modulation prevails for a small
broadening parameter η, which has been verified experimentally for the range
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Figure 8.4: Density plots of Im[Π0(q, ω)] and Im[ΠRPA(q, ω)] for gapped
graphene. The upper panel a(1)-a(4) presents results for the non-interacting
polarization function, while the lower panel b(1)-b(4) presents the RPA
renormalized ones. Each plot in 1 through 4 corresponds to ∆/µ = 0.8,
0.5, 0.1 and 0.02.
The particle-hole modes for gapless graphene with Dirac cone dispersion
relation are presented in Fig. 8.3. The excitation regions are basically de-
termined by the inclined straight lines obeying ω = vF q. A dark triangular
region, located near the origin, indicates the undamped plasmons. Although
non-dispersive particle-hole modes are not clearly seen, they still alter the
particle-hole excitation spectrum at B = 0. The damping-free plasmon curve
occurring in Im[ΠRPA(q, ω)] follows the
√
q-dispersion in the long-wavelength
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limit, switching to a straight line to become damped plasmons. Similar fea-
tures are found from Figs. 8.3(b1) and (b2) for higher doping. However,
the increased µ enlarges the region for undamped plasmons. Moreover, the
RPA renormalization displayed in Figs. 8.3((b2)-(b4) is most significant for
a larger value of interaction parameter rs. From Figs. 8.3 and 8.2, we also
compare the RPA effects (Im[ΠRPA(q, ω)]) with various values of the inter-
action parameter rs for graphene and 2DEG. The Coulomb interaction in
2DEG leads to the existence of dispersive magnetoexcitons. In the limit of
vanishing interaction rs → 0, however, the renormalized RPA polarization
becomes similar to that of non-interacting electrons, as seen from the com-
parisons of (b1) and (b4) in Fig. 8.2 as well as in Fig. 8.3. Finally, Fig. 8.4
shows the effect on the plasmons in graphene, where the undamped plasmon
curve does not follow the vF q line anymore but follows that for B = 0 instead,
leading to a suppression of magnetic field effects. Collective excitations in
AA- and AB-stacked graphene in the presence of magnetic field have been
investigated recently by Wu.et.al [129]. The groupings of the Landau levels
lead to considerable differences in the plasmon excitation energies, which are
determined by the way in which the layers are stacked. In general, plasmonics
in carbon-based nanostructures has recently received considerable develop-
ment. First, plasmons modes were caclulated and studied in AA-stacked
bilayer graphene [130]. The above mentioned Klein tunneling in this type of
bilayer graphene was adressed in [131] Plasmon excitations of a single C60
molecule, induced by an external, fast moving electron, were theoretically
studied based on quantum hydrodynamical model [132]. This study resulted
in finding the differential cross sections. The localization of charged particles
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by the image potential of spherical shells, such as fullerene buckyballs, has
been addressed in [133] Systems without spherical symmetry demonstrate
anisotropy and dimerization of the plasmon excitations [134, 135]. Plasmon
frequencies of such systems depend not only on the angular momentum L,
but its projectionM on the axis of quantization. Collective excitations in the
processes of photoionization and electron inelastic scattering were addressed
in [136].
Chapter 9
Plasmons in spherical 2DEG
9.1 Dynamical polarization in a single shell
We have discovered a novel feature in the plasmon excitations for a pair
of Coulomb-coupled non-concentric spherical two-dimensional electron gases
(S2DEGs). Our results show that the plasmon excitations for such pairs de-
pend on the orientation with respect to the external electromagnetic probe
field. The origin of this anisotropy of the inter-sphere Coulomb interaction is
due to the directional asymmetry of the electrostatic coupling of electrons in
excited states which depend on both the angular momentum quantum num-
ber L and its projection M on the axis of quantization taken as the probe
E-field direction. We demonstrate the anisotropic inter-sphere Coulomb cou-
pling in space and present semi-analytic results in the random-phase approx-
imation both perpendicular and parallel to the axis of quantization. For
the incidence of light with a finite orbital or spin angular momentum, the
magnetic field generated from an induced oscillating electric dipole on one
114
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sphere can couple to an induced magnetic dipole on another sphere in a way
depending on the direction parallel or perpendicular to the probe E field.
Such an effect from the plasmon spatial correlation is expected to be experi-
mentally observable by employing circularly-polarized light or a helical light
beam for incidence. The S2DEG serves as a simple model for fullerenes as
well as metallic dimers, when the energy bands are far apart.
9.2 Dynamical polarization in a single shell
The model we employ, which consists of a S2DEG confined to the surface,
allows us to investigate the electronic properties, related to their spherical
shape and the lattice structure [152, 153, 151], and to neglect their radial mo-
tion [154] at the same time. These electronic properties include the collective
plasma excitations, electron energy loss spectra as well as the thermoelectric
properties of fullerenes. This is conceptually similar to the electron gas model
for a carbon nanotube, which has been studied extensively [139, 155, 156].
The only variables in our calculations are the radius, the separation between
two displayed shells and the number of free electrons on each shell. The
plasma formula contains these parameters, as well as the orbital angular mo-
mentum, and we vary them to examine how the plasmon frequency depends
on them.
The authors of Ref. [[157]] attempted to obtain the plasma excitations
for a pair of displaced S2DEGs whose centers do not coincide. However, the
formalism by Rotkin and Suris [157] is incomplete since these authors did not
include the full Coulomb coupling between the two S2DEGs in their Eqs. (3)
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and (4). Consequently, the Eq. (8) in their paper for plasma excitations has
missed the Coulomb matrix elements coupling all the possible angular mo-
menta on the two spheres, meaning that we cannot use the angular momen-
tum to label plasma excitations, or L is no longer a good quantum number
for the system considered, as they have done in their Eq. (9). Another inter-
esting subtlety which arises from the Coulomb dimer is worth commenting
on at this point. Suppose we chose the axis of quantization for angular mo-
mentum to be along the z direction. Let us assume that one of the S2DEGs
has its center at the origin as shown in Fig. 9.1. We then have a choice of
placing the second S2DEG with its center on the z-axis or on the x-axis.
From a mathematical point of view, the Coulomb matrix elements involved
have values which depend on the spatial coordinates. From a physical point
of view, once the axis of quantization is chosen, the spherical symmetry in
the Coulomb dimer is broken, resulting in a dependence of location for the
second S2DEG. Similar calculations of the polarization functions proved the
existence of strongly localized image states near the surface of a buckyball
[158].
We are particularly interested in calculating the plasma excitations of two
Coulomb coupled S2DEGs. These may model either a double shell onion-
type buckyball as illustrated in Fig. 9.1 or a pair of non-overlapping bucky-
balls whose centers have a finite separation between them (called Coulomb
dimer), as depicted in Fig. 9.2. Each S2DEG may be polarized by external
electromagnetic fields. However, the S2DEG is only polarized for finite an-
gular momentum quantum number L 6= 0. Additionally, L is still a good
quantum number for labeling the plasma excitations on concentric shells.
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Figure 9.1: Schematic illustration of a pair of concentric shells with inner
radius R1 and outer radius R2. Here, L and M are angular momentum
quantum number and component for spheres.
Here, for simplicity, L = 0 corresponds to a non-circularly-polarized probe
field, while L = 1 is associated with a circularly-polarized probe field. More-
over, the higher angular momentum with L > 1 can be achieved by a special
light beam, e.g., a helical light beam. However, when two S2DEGs have their
centers well separated so that there is no overlap of their charge distributions,
the breaking of the spherical symmetry leads to significant differences with
the double-wall buckyball, as we now describe.
When the two shells are concentric, the Coulomb interaction between
them enters the plasmon mode equation through its dependence on the an-
gular momentum quantum number L as well as the radius of each shell.
This type of Coulomb coupling only leads to a renormalization of each of
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Figure 9.2: Schematic illustration of a pair of displaced buckyballs. The axis
of quantization is along the z direction with angular momentum quantum
number L and component M . In (a), one buckyball has its center at the
origin and the other is centered on the x-axis. In (b), one buckyball has its
center at the origin while the other is centered on the z-axis.
the two plasmon modes which exist on each shell independent of the S2DEG
on the other. The resulting coupled modes are in-phase symmetric and out-
of-phase antisymmetric charge-density oscillations. However, as far as the
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Coulomb dimer is considered, the polarization functions for all values of L
on each sphere are coupled to each other. The inter-sphere Coulomb matrix
element depends on both L and its projection M on the axis of quantiza-
tion. Therefore, in principle, the plasmon mode equation is given in terms
of a determinant of infinite dimension. But, the corresponding matrix may
be divided into diagonal sub-matrices corresponding to L = 1, 2, 3, · · · and
consisting of 2(2L + 1) × 2(2L + 1) elements whose Coulomb interactions
depend on L and (2L + 1) values of M for each of the two shells. The off-
diagonal sub-matrices, on the other hand, involve Coulomb matrix elements
which depend on pairs of different angular momenta, L and L′, arising from
each sphere. These off-diagonal Coulomb terms are generally smaller than
their diagonal counterparts and so may be formally treated as perturbations.
Consequently, in the lowest-order approximation, the L = 1 mode is split by
Coulomb interactions depending on M = 0, ±1 on each sphere, leading to
the occurrence of three symmetric and three antisymmetric plasmon modes.
Additionally, we derive semi-analytic expressions for these Coulomb matrix
elements for large separations. The Coulomb interaction described by the
diagonal sub-matrices directly lead to the spatial correlation between plas-
mons on two spheres (or simply called the Coulomb dimerization for short).
We will first formulate the method for calculating the plasmon equations
on a pair of non-overlapping S2DEGs. This is based on the random-phase ap-
proximation (RPA) in evaluating the induced density fluctuations for a weak
external perturbation. Section 9.6 is devoted to a discussion of our numerical
results. Some concluding remarks are given in Sec. 9.7. Mathematical details
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of our calculations are provided in Appendices.
9.3 Strongly localized electron states
The experimental and theoretical study of carbon is currently one of the
most prevailing research areas in condensed matter physics. Forms of carbon
include several allotropes such as graphene, graphite as well as the fullerenes,
which cover any molecule composed entirely of carbon, in the form of a hollow
sphere, ellipsoid or tube. Like graphite, fullerenes are composed of stacked
graphene sheets of linked hexagonal rings. For these, the carbon atoms form
strong covalent bonds through hybridized sp2 atomic orbitals between three
nearest neighbors in a planar or nearly planar configuration.
Mass spectrometry experiments showed strong peaks corresponding to
molecules with the exact mass of sixty carbon atoms and other carbon clus-
ters such as C70, C76, and up to C94 [137]. Spherical fullerenes, well known
as “buckyballs” (C60), were prepared in 1985 by Kroto, et al. [138] The
structure was also identified about five years earlier by Iijima, [193] from an
electron microscope image, where it formed the core of a multi-shell fullerene
or “buckyonion.” Since then, fullerenes have been found to exist naturally
[139]. More recently, fullerenes have been detected in outer space [140]. As
a matter of fact, the discovery of fullerenes greatly expanded the number of
known carbon allotropes, which until recently were limited to graphite, di-
amond, and amorphous carbon such as soot and charcoal. Both buckyballs
and carbon nanotubes, also referred to as buckytubes have been the focus of
intense investigation, for their unique chemistry as well as their technological
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applications in materials science, electronics, and nanotechnology [166].
The image states of and double-wall non-metallic nanotubes [167, 168,
169] were investigated. Experimental work [170] includes photoionization
[171] and time-resolved photoimaging of image-potential states in carbon
nanotubes [172]. There has been general interest [173] in these structures
because of electronic control on the nanoscale using image states. This has
led to wide-ranging potential applications including field ionization of cold
atoms near carbon nanotubes, [174] and chemisorption of fluorine atoms
on the surface of carbon nanotubes [175]. The important role, played by
the centripetal term in determining the total potential of a captured charged
particle, orbiting about C60 was demonstrated by McCune et al. in [171]. The
local density approximation was used in the calculations of photoionization
in that study.
Figure 9.3: Schematic illustration of a charged particle captured by the im-
age potential and orbiting around a buckyball. The radius of the orbit is
determined by the dielectric constant within and surrounding the shell as
well as the angular momentum quantum number of the captured particle.
For semiconducting shells, the localization is strong and the radius of the
stable orbit can be a few nanometers. The localization is weak for metallic
shells.
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Here, we calculate the nature of the image-potential states in a spher-
ical electron gas (SEG) confined to the surface of a buckyball in a similar
fashion as in the case of a nanotube. In Fig. 9.3, we show a schematic of
a charged particle localized in a spherical image state. For the semi-infinite
metal/vacuum interface, [176] related image-potential states have been given
a considerable amount of theoretical attention over the years. Additionally,
these states have been observed for pyrolytic graphite [177] and metal sup-
ported graphene [178]. Silkin, et al. [179] further highlighted the importance
of image states in graphene [180] by concluding that the inter-layer state in
graphite is formed by the hybridization of the lowest image-potential state
in graphene in a similar way as it occurs in bilayer graphene [181, 182].The
significance of image states was also discussed by Rinke et al in [183]. We
mention these facts to show why we were motivated to study image states
for the spherical geometry. Furthermore, the significance of the role played
by the image-potential has led to the observation that for planar layered
materials, strongly dispersive inter-layer states are present. However, the
eigenstates for a spherical shell are nondispersive and so too are the collec-
tive plasma modes, [184, 185, 186, 187, 188]. This difference in itself leads
to unique and interesting properties which we have found for the image po-
tential.
We will consider the image states outside the SEG in the following. How-
ever, our method may be extended in a straightforward manner to the case
when the image states are inside the shell. A relevant discussion of image
states for C60 with multiply charged anions [189, 190] was recently given in
[186]. Here, we only deal with the case of a singly charged particle. In our
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formalism for obtaining a spherical image state, we consider a spherical shell
of radius R whose center is at the origin. The background dielectric con-
stant is ǫ1 for 0 < r < R, and ǫ2 for r > R. An electron gas is confined to
the surface of the sphere. If a charge Q is located at (r0, θ0, φ0) in spher-
ical coordinates, then for r0 > R, the total electrostatic potential is given
by Φtot = Φext + Φind, where Φext is the external potential due to the point
particle and Φind is the induced potential. When r < R we express the total
potential in the form
Φ
(1)














Y ∗LM (Ω0)YLM (Ω) ,
Φ
(2)






−(L+1)YLM (Ω) , (9.1)
where k = (4πǫ0)
−1 with ǫ0 the permittivity of free space. Also, YLM (Ω) is
a spherical harmonic and Ω is a solid angle. For r > R the total potential is
Φ
(2)









Y ∗LM (Ω0) + BLr
−(L+1)
]
YLM (Ω) . (9.2)
On the surface of the sphere, the boundary conditions are Φ
(1)
tot (R, θ, φ) =
Φ
(2)










= 4πkσ (R, θ, φ;ω) ,
where σ (R, θ, φ;ω) is the induced surface charge density on the spherical
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shell. Expanding σ in terms of spherical harmonics and using linear response
theory we find








LΠL(ω)YLM (Ω) . (9.3)
In this equation, ΠL(ω) is the SEG polarization function for L an integer and





~ω + Eℓ′ − Eℓ











where f0(E) = 1/(1 + exp[(E − µ)/kBT ]) is the Fermi-Dirac distribution
function, kB is Boltzmann’s constant and µ is the chemical potential. Eℓ =
~
2ℓ(ℓ+1)/(2m∗R2) with ℓ = 0, 1, 2, · · · and m∗ is the electron effective mass.
The induced potential Φ
(2)



















Y ∗LM (Ω0)YLM (Ω) . (9.5)
where εL(ω) = L (ǫ1 + ǫ2) + ǫ2 + (2e
2/R)ΠL(ω) is the dielectric function of
the SEG. The force on a charge Q at r0 = (r0, φ0, θ0) is along the radial
CHAPTER 9. PLASMONS IN SPHERICAL 2DEG 125











































The effective potential is the sum of the image potential and the centrifugal
















is not spherically symmetric. In this notation, M∗ is
the effective mass of the captured charged particle in an orbital state with
angular momentum quantum number L.
We now turn to numerical calculation of the effective potential and its
comparison with nanotubes. In Fig. 9.4(a), we calculated V
(L)
eff
(r0, θ) as a
function of r0, for chosen L, R. For the background dielectric constant, we
chose ǫ1 = 2.4, corresponding to graphite, and ǫ2 = 1 for the surrounding
medium. The electron effective mass used in calculating the polarization
function ΠL in Eq. (9.4) was m = 0.25me where me is the bare electron
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mass, the Fermi energy is EF = 0.6 eV and the orbiting particle effective
mass is M∗ = me.
Figure 9.4(b) shows how the peak values of the effective potential depend
on radius. Of course, the height of the peak is linked to the localization of
the particle in orbit. In Fig. 9.5, the ground and three lowest excited state
wave functions are plotted for the effective potential V
(L)
eff when L = 2 in Fig.
9.4(a).
Figure 9.4: (a) The effective potential Veff between a charged particle and a
spherical shell is shown for a number of angular momenta L. The radius of
the sphere is R = 1 nm and we chose ǫ1 = 2.4, ǫ2 = 1. In (b), the height of
the peak in the effective potential appearing in (a) is plotted as a function
of the radius.
The value of the angular momentum quantum number L as well as the
curvature of the surface of these complex carbon structures clearly plays a
crucial role in shaping the effective potential. Generally, the form for the
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L-th term may be expressed as V
(L)




0 , where αL
and βL are due to the image potential and centrifugal force, respectively. The
coefficient αL is always positive whereas βL is only negative for L = 0. This
power-law behavior ensures that no matter what values the two coefficients
may have the image term dominates the centrifugal term, leading to a l local
maximum in the effective potential. This is unlike the behavior for a cylin-
drical nanotube where the image term is logarithmic, due to the linear charge
distribution, and may be dominated by the r−20 centrifugal term, leading to
a local minimum instead. Consequently, the capturing and localization of
a charged particle by the image potential of spherical conductors and di-
electrics is fundamentally different from that for a cylindrical nanotube. For
the sphere, as shown in Fig. 9.5, the wave function is more localized around
the spherical shell within its effective potential, i.e., the wave function is not






















Figure 9.5: The wave functions for the ground state (n = 1) and first three
excited states (n = 2, 3, 4) are plotted for the effective potential Veff between a
charged particle and a spherical shell when L = 2. We chose ǫ1 = 2.4, ǫ1 = 1
and R = 1 nm
The choice for the radius does render some crucial changes in V
(L)
eff to make
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a difference in the location and height of the peak. However, only the higher-
lying localized states are affected. In Fig. 9.4, we show how the peak height
changes as L is varied. Additional numerical results corresponding to ǫ1 ≫ ǫ2
have shown that a spherical metallic shell has a reduced potential peak for
confining the captured charge. Thus, the spherical metallic shell is not as
susceptible for particle confinement in highly excited states as the metallic
nanotube [167, 168, 169]. This indicates that the dimensionality plays a non-
trivial role in formation of image states and their spatial extension near the
surface of the nanometer-size graphitic structure. This direct crossover from
a one-dimensional to a three-dimensional regime is not determined by polar-
ization effects for the structure in the metallic limit since in the limit ǫ1 → ∞
in Eq. (9.6), the ΠL(ω) term makes no contribution. The difference is due
entirely to the geometrical shape in the metallic regime where graphitic plas-
mons fail to develop. For finite values of ǫ1, we encounter the regime where
excited particles contribute through the polarization function ΠL(ω) defined
in Eq. (9.4). The behavior of plasmon excitation as a function of angular
momentum quantum number L for fullerenes resembles in all respects the
long wavelength (q → 0) limit of carbon nanotubes [155, 191, 156]. Further-
more, in the case of the low-frequency π-plasmons in carbon nanotubes, a
surface mode may develop for large q, due to the difference in the values for
the dielectric constants within the graphitic structure and the surrounding
medium [192].
Since the polarization function ΠL(ω) vanishes identically for L = 0,
the attractive part of the effective potential is only significantly modified by
screening for a fast-rotating external charge. This behavior at zero angular





















3 nm 3 nm
n=1 n=2
Figure 9.6: Probability density plots for |ΨL,n(r0)|2/r20 when L = 2 and
n = 1, 2 (upper panel) as well as n = 3, 4 (lower panel), where n labels
the eigenstates, for a spherical shell of radius R = 10 Å. The wave func-
tion ΨL,n(r0) is a solution of the one-dimensional Schrödinger equation with
effective potential Veff(r0, θ = π/2) shown in Fig. 9.4. We chose ǫ1 = 2.4
inside the ball, whose outline is shown as a thin circle, and ǫ2 = 1 in the
surrounding medium.
momentum differs from tubular-shaped image states for single-walled car-
bon nanotubes which are formed in a potential isolated from the tube [167].
The large angular momentum image states for spheres may be probed by
femtosecond time-resolved photoemission [172]. Our formalism shows that
considering photoionization from various levels of C60, the Coulomb interac-
tion between an external charge and its image is screened by the statically
stretched SEG through the dielectric function ǫL(ω = 0). The polarization of
the medium ΠL which is driven by the electrostatic interaction is generated
by particle-hole transitions across the Fermi surface. The polarization also
determines the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction energy
between two magnetic impurities as well as the induced spin density due to
a magnetic impurity.
Increasing radius, the position of the peak moves closer to the sphere as
R−1/(2L). In the absolute units, the position of the peak depends as r
(peak)
0 ∽
R1−1/(2L). The typical distances from the surface are between 1.3 R and
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1.5 R. Figure 9.4 (b) demonstrates how the potential peaks (corresponding
to the local maximum for the Veff) depend on the radius of the buckyball
for various angular momentum quantum numbers L. Clearly, we see that
the potential peak decreases with increased radius leading us to conclude
that confinement is strongest for smaller buckyballs and particles with large
angular momentum. For the nanotube, increasing L leads to a reduced local
minimum in the effective potential and the ability to localize the charge
[167]. Approximately, the curves may be fitted analytically to ∽ 1/R for all
considered values of L. However, we found that a better fit for L > 5 would
be of the form c1/R + c2/R
2 where c1, c2 are constants.
For increased ǫ1, i.e., the metallic limit with ǫ1 ≫ ǫ2, we have ǫL ⋍ ǫ1L, so
that the coefficient [(2L+ 1)(ǫ2/ǫL)− 1] → −1. In the case of dielectric con-
stant ǫ1 ∼ 2.4 for the buckyball, the above-mentioned coefficients lie within
the range from −0.4 to −0.9 and decrease with increasing L. Consequently,
for the transition to the metallic limit, these coefficients are more affected for
states with large L. So, we may conclude that ǫ1 has little effect on the posi-
tion and height of the peak in the effective potential. In fact, for the metallic
case, the peak is observed to be slightly further away from the center (very
little difference ∼ 1.37 R compared to ∼ 1.31 R for R = 1 nm). The height
of the peak is only slightly decreased in the metallic case (0.24 compared to
0.27 in the case of fullerenes). These numbers are provided for fixed L and
the unit of energy is the same as that in Fig. 9.4.
Regarding the wave functions and density plots, Figs. 9.5, and 9.6 demon-
strate the wave function of a bounded electron trapped between the infinite
hard wall of the sphere and the potential peak. First, we note that we ob-
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tained qualitatively similar behavior for different values of L, so the electron
states corresponding to the potentials with different angular momenta are
almost the same. We clearly see that the electron wave functions are not ex-
actly localized in the “potential well” due to the asymmetry of the boundary
conditions, i.e., infinitely high wall on the left and the effective potential pro-
file on the right-hand side. The wave functions corresponding to L = 0 are
extremely delocalized due to the relatively shallow potential. The fact that
the effective potential is not spherically symmetric means that for arbitrary
angle θ, we must solve a three-dimensional Schrödinger equation. However,
for trajectories parallel to the x− y plane for the constant angle θ, the prob-
lem reduces to a quasi-one-dimensional Schrödinger equation involving the
radial coordinate. In our calculations, we set θ = π/2 so that the captured
charge is moving in the equatorial plane. In this case, the centrifugal term is
weakest compared to the image potential, but still affords us the opportunity
to see its effect on localization.
The density plots in Fig. 9.6 show that the innermost ring is substantially
brighter than the outer rings. This is a consequence of the presence of the
r−20 factor in the electron probability function. In contrast, the corresponding
plots for the nanotube [169] do not have the innermost ring so much brighter
than the outer rings because of the fact that the density function in that
case depends on the inverse distance of the charge from the center of the
cylinder instead. This is another unusual, specific feature of the considered
geometry and indicates that the captured charge is more strongly localized
for the spherical shell closest to the surface for fullerenes than for cylindrical
nanotube. The lowest bound states for Fig. 9.9 are in the range from −10
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to about−100 meV, with the first few excited states lying very close to the
ground state energy.
In conclusion, we note that our calculations have shown that the bound
state energies of charged particles, localized around nanosized spherical shells
such as buckyballs, may be adjusted by varying the radius R of the shell. We
used an electron gas model for the electron energies. However, we may incor-
porate a more realistic energy band structure into the polarization function
through a form factor. This would also account for the prescribed number
of electrons on the fullerene. We note that the peak potential decreases ac-
cording to a power law function with increasing radius.This property allows
considerable manipulation of a captured external electron and its release to
a source of holes for recombination followed by the release of a single pho-
ton whose frequency and polarization are linked to those of the electron.
This single-photon source may have variable frequency with a broad range of
applications in quantum computation where the message is encoded in the
number of photons transmitted from node to node in an all-optical network.
Gate operations are performed by the nodes based on quantum interference
effects between photons which cannot be identified as being different. The
low frequency photons could be in the infrared, which is the most useful
range for telecommunications. Another, more general, practical application
and technological use of such unique quantum states would be to quantum
optical metrology of high accuracy and absolute optical measurements.
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9.4 Plasmon in concentric fullerenes
subsectionPlasmon-Mode Equation for a Double-Walled Nano-Sphere
We first use linear-response theory to derive the plasma mode equation
for a S2DEG on a pair of concentric shells with inner radius R1 and outer
radius R2. If an electron is confined on the surface of a sphere of radius R,
the eigenfunctions and eigenenergies are
< r|α >≡ ψα(r, θ, ϕ) =
R(r)
R





with R = R1 or R2, Yℓ,m(Ω) ≡ Yℓ,m(θ, φ) being the spherical harmonic
function, µ∗ the effective mass of electrons, α = {ℓ, m}, |m| ≤ ℓ and ℓ =
0, 1, 2, · · · . The density matrix is given by













dΩY ∗ℓ,m(Ω)YL,M(Ω)Yℓ′,m′(Ω) , (9.11)
where, after some calculation, we obtain from the Poisson equation with
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with ω being the external-field frequency and





L (ω) . (9.12)
Here, ǫs ≡ 4πǫ0ǫb, ǫb is the uniform background dielectric constant, the
polarization function is given by
Π
(i)






~ω + εiℓ − εiℓ′











in terms of the Wigner 3j-symbol, the Fermi-Dirac distribution function
f0(ε
i
ℓ) and the eigenenergies ε
i
ℓ are obtained from Eq. (9.10) by replacing
R with Ri.














L+1 , r < R1
C3 r
L+1 + C4 r
−L , R1 ≤ r ≤ R2
C2 r
−L , r > R2
, (9.14)
where C1, C2, C3 and C4 are some constants to be determined from the conti-
nuity of FL,M(r, ω) at r = R1, R2 and the step-like change of
d[rFL,M(r, ω)]
dr
at r = R1, R2. From these boundary conditions, we get
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Combining Eqs. (9.12) and (9.14) and making use of the results for C1
and C2 in Eq. (9.17), we obtain the following pair of simultaneous equations


























































Equation (9.18) has non-trivial solutions for FL,M(R1, ω) and FL,M(R2, ω)

































= 0 . (9.20)
9.5 Aligned shells, numreical results and de-
pendence on orientation
9.5.1 Plasmon Modes for a Pair of Displaced Spherical
Shells
We now turn our attention to a system of two spherical shells with their
centers on the x axis. The center of one of the spheres is at x = 0 with radius
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R1 whereas the other sphere is centered at x = a and its radius is R2. We
assume that the inequality a > R1 +R2 is satisfied to ensure no overlapping
of charge distributions. In the absence of electron tunneling between the
shells, the wave function for an electron on the j-th shell (j = 1, 2) is given
by




with ν = {ℓ, m} and R2(r′j) = δ(r′j − Rj). The energy spectrum has the















where Ĥ = Ĥ0 − eΦ is the Hamiltonian of the electron on the surface of the
sphere, Ĥ0 is the free-electron Hamiltonian and Φ is the induced potential.
The potential Φ satisfies Poisson’s equation
∇2Φ(r, ω) = 4πe
ǫs
δn(r, ω) . (9.24)
Additionally, δn(r, ω) is the induced electron-density fluctuation. We employ
linear response theory (see Appendix B) to calculate the induced density
fluctuation as






< r | jν >< jν | ˆ̺1(r, ω) | j′ν ′ >< j′ν ′ | r > , (9.25)
where
< jν | ˆ̺1(r, ω) | j′ν ′ >= −2e
f0(εj, ν)− f0(εj′,ν′)
~ω + εj, ν − εj′,ν′
< jν | Φ(r, ω) | j′ν ′ > ,
(9.26)







V being the system volume. Then, Eq. (9.25) becomes






~ω + εj, ν − εj′,ν′




Φ(q′, ω) < jν | eiq′·r | j′ν ′ > , (9.27)
or by taking the Fourier transform with respect to r






~ω + εj, ν − εj′,ν′




Φ(q′, ω) < jν | eiq′·r | j′ν ′ > . (9.28)
The matrix elements < jν | eiq·r | j′ν ′ > with wave functions < r | jν >
given by Eq. (9.21) can be calculated based on the expansion of a plane wave
in spherical waves







where Ωq = {θq, φq} in the q-space and jℓ(x) is a spherical Bessel function.
The result is








dΩY ∗ℓ,m(Ω)YL,M(Ω)Yℓ′,m′(Ω) . (9.30)
Substituting Eq. (9.30) into Eq. (9.28), we obtain after some algebra












~ω + εj,ℓ − εj,ℓ ′
























Taking the Fourier transform of Eq. (9.24), we have
Φ(q, ω) = − 4πe
ǫsq2
δn(q, ω) . (9.33)
Using this relation, we obtain







−i(j−1)qxa jL(qRj)YL,M(Ωq)Uj, LM(ω) ,
(9.34)
where Πj, L(ω) is the density response function of the j-th nano shell given

























[δjj′ δLL′ δMM ′ − Πj′,L′(ω)VLM,L′M ′(Rj, Rj′ ; a)] Uj′, L′M ′(ω) = 0 ,
(9.36)
where the Coulomb-matrix elements are













δL,L′ δM,M ′ when j = j
′ and Rj = Rj′ = R . (9.38)
As a result, we obtain explicitly, by setting j = 1, 2 in turn for each of the
two spheres,













Πj′,L′(ω)VLM,L′M ′(Rj, Rj′ ; a)Uj′, L′M ′(ω) = 0 . (9.39)
If the spheres are identical, then we need only keep j = 1, but still have
to do the sum over j′ = 1, 2. The set of linear equations in (9.39) has
nontrivial solutions provided that the determinant of the coefficient matrix
for {Uj, LM(ω)} is zero. Consequently, plasmon modes with different values
of L on the two shells can now be coupled via the inter-sphere (j 6= j′)
Coulomb interaction. Since V1LM, 2L′M ′(R1, R2; a) → 0 in the limit a → ∞,
the coefficient matrix becomes diagonal when a ≫ R1, R2 and the plasmon-





2L+1 = 0 , (9.40)
where ǫj, L(ω) is the dielectric function for the j-th shell. The significance
of equations (9.39) for chosen L,M is that they give explicitly the effect
of the Coulomb interaction on each shell through ǫj, L(ω) as well as the
coupling between the pair of shells through the Coulomb matrix elements
VLM,L′M ′(Rj, Rj′ ; a), i.e., dimerization. Additionally, the nature of this cou-
pling may be characterized in the following way when carrying out numerical
calculations. For chosen L and |M | ≤ L, there are 2(2L + 1) × 2(2L + 1)
elements in a block sub-matrix which includes (2L + 1) elements along the
diagonal, equal to ǫ1, L(ω), and (2L + 1) diagonal elements equal to ǫ2, L(ω).
CHAPTER 9. PLASMONS IN SPHERICAL 2DEG 142
For example, if we consider the coupling between sub-matrices with angu-





(2L+ 1) = 2N2 + 4N . Specifically, if we use just the L = 1 sub-matrix,
we have a 6× 6 matrix whose properties are discussed in the Appendix B.1.
9.6 Numerical Results
if the radius of the buckyball is small, we may neglect the bandwidth (com-
pared to large energy level separation) due to electron hopping between neigh-
boring lattice sites on the sphere and simply use a spherical model of an elec-
tron gas to describe its optical response. In our numerical calculations, we
chose T = 0K and assume the number of occupied energy levels, NF , is fixed.
Also, the electron effective mass µ∗ = 0.25me where me is the free-electron
mass. Additionally, the frequency in the polarization function is replaced
by ω + iγ where we chose the broadening parameter ~γ = 0.05 eV. The
background dielectric constant ǫb = 2.4 which is the same as for graphene.
Figure 9.7(a) shows the dependence of the plasmon excitation energy as
well as that for the single-particle modes on the angular momentum quantum
number L. Clearly, this dependence is similar to that for the 2DEG when
the plasma excitation energy is plotted as a function of wave number q. In
the long-wavelength limit, the plasmon frequency for the 2DEG has a
√
q
dependence which resembles the variation of frequency with L in Fig. 9.7(a)
at small angular momentum. At large angular momentum, on the other hand,
the plasmons are severely damped by the particle-hole modes analogous to
the Landau damping of plasmon excitations in a 2DEG when q is comparable
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Figure 9.7: Density plots of frequencies ω for the plasmon excitations and
particle-hole modes on a spherical shell as a function of L (a) for R = 7nm,
NF = 9 and (b) as a function of its radius R for L = 1, NF = 9.
with the Fermi wave vector kF . We observe that the highest intensity (largest
values of Im [ΠL(ω)]) for the electron-hole modes occur at small L values, i.e.,
1
<∼ L <∼ 3.
The corresponding region of high plasmon intensity lies close to the upper
boundary of single-particle excitations, as seen from Fig. 9.7(a). Of course,
these boundaries for electron-hole modes are determined by the chemical
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potential of the S2DEG, i.e., the number of electrons, as well as the electron
effective mass. On the other hand, there is no analogy for the 2DEG with
Fig. 9.7(b) where we vary the radius of the S2DEG but keep the number
of electrons fixed. The plasmon mode frequency decreases with increasing
radius R as 1/R2 for small R values but 1/R for large values of R. After the
Fermi energy EF has been determined, one may label the topmost occupied
energy level by the angular momentum quantum number ℓ = ℓF , while the
next empty level for active optical transition with L = 1 may be labeled by
ℓ′ = ℓF + 1. Physically, the Fermi energy EF cannot be fixed for discrete
energy levels due to pinning of the Fermi level, and it should be determined
by the given total number of electrons, Ne, on the shell. If the total number
of occupied energy levels is NF , we find NF =
√
Ne/2 and the Fermi energy
is calculated through EF = ℓF (ℓF + 1)~
2/(2µ∗R2) with ℓF = NF − 1. In
addition, from the Fermi energy, one also gets the estimate (NF − 1)2 ≈
6.6 [EF (eV)] [R
2(nm)] for ℓF ≫ 1, implying EF will depend on both Ne and
R at the same time.
We now turn to a description of our results in Fig. 9.8 for the plasmon
excitations of two concentric S2DEGs when the inner radius is chosen as
R1 = 5.0 nm and the outer radius R2 = 5.5 nm in (a) and R2 = 10.0 nm in
(b). Since the structure is spherically symmetric, the plasma modes can still
be labeled by the angular momentum quantum number L. Both inner and
outer shells have a single-particle excitation spectrum which overlap when
plotted as a function of L. Additionally, each S2DEG gives rise to a plasmon
branch which is renormalized by the inter-shell Coulomb interaction. The
two plasmon branches correspond to in-phase (symmetric) and out-of-phase
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Figure 9.8: Density plot of frequency of the plasmon excitations and particle-
hole modes vs. L on two concentric S2DEGs for two various cases of close
[in (a)] and different [in (b)] radii of inner and outer spheres. Here, we chose
NF = 14 for R1 = 5.0 nm and NF = 16 for R2 = 5.5 nm in (a), while we
choose NF = 14 for R1 = 5.0 nm and NF = 27 for R2 = 10nm in (b).
(anti-symmetric) charge-density oscillations. When the difference between
the radii is small in (a), single-particle energies from the two shells almost
coincide and the symmetric and anti-symmetric plasmons lie close to each
other and are well above the regions where there exists Landau damping as
shown in Fig. 9.8(a). This behavior is connected to a very weak inter-shell
Coulomb interaction which is scaled by 1 − (R1/R2)2L+1 for R1 ≈ R2. As
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the radius of the outer S2DEG is increased, one of the plasmon frequencies
is pushed down. Such an observation can be attributed to the strongly en-
hanced inter-shell Coulomb interaction with R1 ≪ R2 as L ≫ 1. When the
outer radius is much larger than the inner radius, the lower plasmon branch





Figure 9.9: Coulomb matrix elements {V12} for two S2DEGs of radius R1 =
R2 = R nm in units of V0 = e
2/(4πǫsR) = 2.98 eV for R = 7nm. One
sphere has its center at the origin while another has its center on the x-axis.
The separation between the centers of the two spheres is a which is varied.
The inset shows the dependence of the Coulomb-interaction matrix elements
when two spheres have their centers along the z-axis for the same chosen
parameters.
Additionally, we have discovered that the Coulomb interaction between the
shells is not simply given by a power law but has oscillations due to the
orbital motion of the S2DEG which is an interesting feature, that has not
been discussed in the literature to our knowledge.
In our calculations of the plasmon frequencies for the pair of S2DEGs
shown schematically in Fig. 9.2, we must truncate the infinite matrix [157] in
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Figure 9.10: Comparison of the Coulomb matrix elements {V12} in the units
e2/(ǫsR) with ǫs = 4πǫ0ǫb for two S2DEGs when L = 1 and L = 2. Here, one
sphere has its center at the origin, while the other one has its center on the
x-axis. The radius of each S2DEG is R1 = R2 = R = 1nm. The separation
between the centers of the spheres is a. The inset shows the a dependence
within a smaller range.
Eq. (9.39). Here, the off-diagonal matrix elements involve the Coulomb inter-
action v1, 2, 3 = VLM,L′M ′(Rj, Rj′ ; a) (see Appendix A) and their comparative
values would determine whether a perturbation picture has validity. The ori-
gin of this Coulomb interaction comes from the optically-induced magnetic
dipoles by a finite photon angular momentum (ℓ 6= 0) for anisotropic dis-
tribution of electrons on the shell. If we choose the quantization axis of
angular momentum along the probe E-field direction, the L = 0 inter-sphere
Coulomb interaction has no contribution to the system. In the presence of a
finite photon angular momentum L = 1, electron transition from the ℓ = 0
state to the ℓ = 1 state will occur. The induced magnetic dipoles associated
with the ℓ = 1 states of two displaced shells will couple to each other either
in phase or out of phase (split plasmon modes), leading to so-called Coulomb
dimerization. This leading magnetic coupling results from the action of the
magnetic field by the induced oscillating electric dipole on one sphere on the
induced magnetic dipole on another sphere. Moreover, the coupling strength,
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which is scaled as 1/a for the far-field region (a ≫ R, λpl) or as 1/a2 for
the near-field range (a ≫ R but a ≪ λpl), is different when two shells are
displaced along the direction either parallel to the angular-momentum quan-
tization axis (similar to π bond for carbon atoms) or perpendicular to the
axis of quantization (similar to σ bond). Here, a is the separation between
two displaced spheres, R is the radius of spheres, λpl is the plasmon wave-
length and the coupling from acting of the magnetic field by the induced
oscillating magnetic dipole on one sphere on the induced magnetic dipole on
another sphere is vary small for large values of a. In this regard, we compare
the Coulomb matrix elements in Fig. 9.7 when one sphere is located at the
origin while the other one has its center on the x-axis at (a, 0, 0) or along the
z-axis at (0, 0, a). We chose R1 = R2 = R, L = L
′ = 1 and M, M ′ = 0, ±1.
There are fewer non-zero Coulomb matrix elements when the spheres are
centered on the z-axis compared to when they are on the x-axis. Addition-
ally, the corresponding values for these non-zero elements are not equal for
the two orientations of the pair of S2DEGs, which reflects the directionality
in the plasmon-plasmon spatial correlation. There are oscillations in v1, 2, 3
in accordance with our semi-analytic results given for large separations a in
Eqs. (B.8) and (B.21) in Appendix B and the Coulomb interaction decreases
with increasing a. There is only one negative Coulomb matrix element for
both configurations, implying a weak bonding effect between two S2DEGs.
Although the interaction V00; 00(R1, R2; a) between two electric dipole mo-
ments is always positive and a dominant one due to isotropic distribution of
electrons, it does not contribute to spherical plasmon excitations which re-
quire L ≥ 1. In Fig. 9.10, we also compare the Coulomb matrix elements with
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angular momentum quantum numbers L = 1 and L = 2. These Coulomb
matrix elements must be included if we would like to include the coupling
between these two higher angular momenta. Our results in Fig. 9.10, how-
ever, show that to the lowest order, we may neglect these couplings since
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Figure 9.11: Comparison of the density plots of frequency vs. radius R for
plasmon excitations when L = 1 and NF = 9 for a pair of coupled S2DEGs
on the x-axis with the inter-sphere Coulomb interaction included (V12 6= 0)
(lower panel) or excluded (V12 = 0) (upper panel). The separation between
the spheres is a− 2R = 0.1 nm. Both insets show the logarithm of one-plus
the density obtained for each pair of values of frequency and radius of the
S2DEG of the corresponding results.
In Figs. 9.11 and 9.12, we present results of our calculations of the L = 1
plasmon modes on a pair of coupled S2DEGs with R1 = R2 = R on the x-axis























Figure 9.12: Density plots of frequency vs. radius R for plasmon excitations
when L = 1 and NF = 9 for a pair of coupled S2DEGs on the z-axis with the
inter-sphere Coulomb interaction included (V12 6= 0). The two different non-
zero potential matrix elements are labeled v1 and v3 as defined in Appendix
B. The separation between the spheres is a− 2R− 0.1 nm.
and z-axis, respectively. The difference between the two plots is striking but
they still have some common features. For example, the plasmon frequency
is decreased as the radius of the S2DEG is increased. For a chosen radius,
the plasmon frequency is slightly larger for the z-alignment. However, this
small difference in the plasmon excitation spectrum demonstrates that the
plasma-plasma interaction is spatially correlated. The inter-sphere Coulomb
interaction lifts the degeneracy of a plasmon mode on each sphere. For
L = 1 and M = 0, ±1, these two sets of modes are coupled to form three
in-phase symmetric and three out-of-phase antisymmetric modes of charge-
density oscillations. Therefore, one expects that the plasma mode equation
would in general yield six solutions. However, some plasmon frequencies are
degenerate while others may be close. We emphasize that the semi-analytic
forms of the Coulomb interactions in Eqs. (B.8) and (B.21) do not scale as a
point-like dipole-dipole coupling at large separation. The angular momentum
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quantum numbers L, M also determine these Coulomb matrix elements,
i.e., the plasmon-plasmon interaction depends on the spatial profile of an
incident light beam. This implies that the bonding process in the Coulomb
dimerization is directional, depending on the angular distribution of electrons
for ℓ 6= 0, similar to σ and π bonds between two carbon atoms. Figure
9.9(b) shows that when the inter-sphere Coulomb interaction is included,
the intensity of the density plots for plasmon excitations is enhanced from
their values in Fig. 9.11(a), indicating a dimerization process between two
spatially separated S2DEGs. The reason we truncated the matrix in our
calculations was to see the effect of the Coulomb coupling between the shells
on the lowest plasmon modes. Each of these modes has different intensity
arising from the value of the loss function. By including the matrix elements
which involve the L = 2 angular momentum, there will be additional plasmon
modes, which will not affect these six lowest modest substantially if the two
shells are not too close to each other. These results in conjunction with
those in Figs. 9.11(b) and 9.12 clearly demonstrate the existence of plasmon-
coupling based dimerization, as well as its significance, in this system.
Finally, we investigated in Fig. 9.13 the dependence of plasma frequency
on separation a between two S2DEGs with their centers on the x-axis. As
expected, the split plasmon branches merge into a single branch for suffi-
ciently large separations, as depicted in the inset of Fig. 9.13. As we men-
tioned above, the multiplicity of plasmon modes could be less than six
distinct solutions which is determined by the strengths of the inter-sphere
Coulomb matrix elements. The calculated 1/a dependence of the inter-sphere
Coulomb interaction directly verifies the magnetic-field coupling mechanism




















Figure 9.13: Density plot of frequency vs. separation a for plasmon excita-
tions when L = 1 for a pair of S2DEGs each of radius R = 1nm. One sphere
is at the origin and the other is centered on the x-axis. The inset shows how
the plasmon excitations merge to form a single branch as a ≫ R. Here, we
have fixed NF = 9.
for a≫ R, λpl in the dimerization process.
9.7 Concluding Remarks
Generally, the angular momentum of light may be carried by either orbital
motion (helicity) or spin motion (circular polarization). When the incident
light has zero angular momentum with L = 0, the electric field generated
from the induced isotropic electric dipole moment for the ℓ = 0 electron
state on one sphere may couple to an induced electric dipole moment for other
ℓ = 0 electron states on another displaced sphere. However, such an isotropic
plasmon excitation is associated with a change of the radial quantum number,
and is prohibited in our model for spherical shells of electron gases. If a
finite angular momentum of light with L = 1 is used for incidence, on the
other hand, the magnetic field generated from the induced oscillating electric
dipole moment on one sphere can couple to the induced magnetic dipole
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moment on another displaced sphere. This unique inter-sphere magnetic
(plasmon) coupling, which is associated with the magnetic dipole moment
for ℓ = 1, becomes anisotropic in space, depending on the displacement of
two spheres parallel or perpendicular to the direction of a probe electric
field. In addition, such an oscillating electric dipole moment based inter-
sphere magnetic coupling directly leads to dimerization of electron gases on
two spheres. For the plasmon excitation with L ≥ 2, the higher angular-
momentum component of specific incident light beam is required, such as a
helical or a Bessel light beam. In principle, the effect of plasmon coupling
predicted in this thesis should be experimentally observable by using light
with a finite angular momentum for incidence and rotating the sample by
90o for showing its directional bonding effect. The key feature presented here
is the broken rotational symmetry by coupling between two center-displaced
S2DEGs based on photo-excited electron density fluctuations. Here, the
quantization axis of the system is selected by the probe electric field. Such a
directional plasmon-correlation effect will be lost if two S2DEGs are projected
onto a plane, i.e., a pair of quantum rings [164], because the quantization axis
is always perpendicular to the plane of the rings. For a S2DEG, we obtain
a degeneracy in single-electron kinetic energies with respect to m (angular
momentum number along the axis of quantization). But, this degeneracy
is reduced to ±m for a quantum ring. In order to completely remove the
m-degeneracy, an external magnetic field B can be applied to the system. In
this case, a strong magnetic field will change the S2DEG simply to a Landau
quantized S2DEG [165] with kinetic energy ∼ ~ωc but change a quantum ring
to a classical point mass rotating around a circle with reduced inertia and
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angular velocity ωc, where ωc = eB/µ
∗. The study of spatial correlation of




The plasmon excitations in Coulomb-coupled spherical two-dimensional elec-
tron gases (S2DEGs) reveal an interesting dependence on the displacement
vector between the centers of the spheres with respect to the axis of quan-
tization for the angular momentum quantum number L. Specifically, plas-
mon modes for a bundle of three S2DEGs have been obtained within the
random-phase approximation (RPA). The inter-sphere Coulomb interaction
matrix elements and their symmetry properties were also investigated in de-
tail. The case of a bundle gives an adequate picture of the way in which the
Coulomb interaction depends on the orbital angular momentum quantum
number L and its projection M . We concluded that the interaction between
the S2DEGs aligned at an angle of 45o with the axis of quantization is negligi-
ble compared to the interaction along and perpendicular to the quantization
axis, which are themselves unequal to each other. Consequently, the plasmon
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excitation frequencies reveal an interesting orientational anisotropic coupling
to an external electromagnetic field probing the charge density oscillations.
Our result on the spatial correlation may be experimentally observable. In
this connection, there have already been some experimental reports pointing
to a similar effect in nanoparticles.
10.1 Introductory comments
The year 1995 was the culmination of several years of the search for fullerene
materials. [144, 145, 146, 147, 148, 149, 150] It also marks the beginning of
a whole new area of investigation into the optical and thermal properties of
fullerene aggregates. From both an experimental and theoretical perspective,
this branch of condensed matter physics is receiving international attention.
Consequently, the theory for the properties of interacting fullerenes is a sub-
ject of considerable interest
Each S2DEG may be polarized by external electromagnetic fields. How-
ever, the S2DEG is only polarized for finite angular momentum quantum
number L 6= 0. Although L is a good quantum number for labeling the
plasma excitations on an isolated shell, it is not the case for displaced, cou-
pled S2DEGs. In contrast to the well-understood situation of determining
the plasma excitations in fullerenes, [141] we seek its properties when the
rotational symmetry is broken. Here, for simplicity, L = 0 corresponds
to a non-circularly-polarized probe field, while L = 1 is associated with a
circularly-polarized probe field. Moreover, the higher angular momentum
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with L > 1 may be achieved by a special light beam, e.g., a helical light
beam. However, when two S2DEGs have their centers well separated so that
there is no overlap of their charge distributions, the breaking of the spherical
symmetry leads to significant differences with the multi-shell buckyball. Sim-
ilar calculations of the polarization functions proved the existence of strongly
localized image states near the surface of a buckyball [158]. Anisotropy of
the plasmon interaction could be seen for two interacting shells [197]
The topology of multiple shells forming an aggregate determines the prop-
erties of Coulomb interaction and consequently the details of the collective
plasma excitations. For a single S2DEG, the Coulomb interaction depends
on the angular momentum quantum number L which in itself together with
the radius of the shell serves to define the frequency of the plasmon mode.
In contrast, when a pair of S2DEGs are coupled for a configuration such as
the one exhibited in Fig. 10.1, the polarization functions for all values of L
on each sphere may not be dissociated from one another. The inter-sphere
Coulomb matrix element depends on both L and its projectionM on the axis
of quantization. Therefore, in principle, the plasmon mode equation is given
in terms of a determinant of infinite order. But, for three interacting S2DEGs,
the associated matrix may be broken down into diagonal sub-matrices corre-
sponding to L = 1, 2, 3, · · · and consisting of 3(2L+1)×3(2L+1) elements
whose Coulomb interactions depend on L and (2L+ 1) values of M for each
of the three shells. In contrast, the off-diagonal sub-matrices depend on
Coulomb matrix elements which are functions of pairs of different angular
momenta, L and L′, arising from each sphere. These off-diagonal Coulomb
terms are generally smaller than their diagonal counterparts and so may
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be formally treated as perturbations. Consequently, in the lowest-order ap-
proximation, the L = 1 mode is split by Coulomb interactions depending
on M = 0, ±1 from each sphere, leading to the occurrence of nine plas-
mon branches. However, some of these may be very close to each other
depending on the strength of the Coulomb interaction. For example, when
two S2DEGs are aligned along the x-direction, the number of well-separated
plasmon branches is three and for the z-alignment we found only two non-
equivalent plasmon branches.
In Sec. 10.2, we will first formulate the method for calculating the plasmon
equations on three coupled S2DEGs. This is based on the random-phase
approximation (RPA) in evaluating the induced density fluctuations for a
weak external perturbation. Section 10.3 is devoted to a discussion of our
numerical results. Some concluding remarks are given in Sec. 10.4.
10.2 General Formulation of the Problem
Let us consider a bundle consisting of three spherical shells with their centers
located at the origin, on the x axis and the z axis. That is, the center of one
of the spheres is at r1 = 0 with radius R1 whereas the others are centered at
r2 = (a, 0, 0), with radius R2 and r3 = (0, 0, a), with radius R3. We assume
that the inequalities a > R1 + R2 and a > R1 + R3 are satisfied. In the
absence of tunneling between the shells, the wave function for an electron on
the j-th shell (j = 1, 2, 3) is given by
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Figure 10.1: Schematic illustration of a triad of displaced S2DEGs. The axis
of quantization is along the z direction with angular momentum quantum
number L and component M . One shell has its center at the origin and the
others are centered on the x and z axes.
< r | jν >= Ψjlm
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in terms of spherical harmonics Ylm(Ω) with ν = {l,m} and f 2j (r) = δ(r−Rj).
The energy spectrum has the form of ǫj,ν = ~
2l(l+1)/(2m∗R2j ). The induced
potential Φ satisfies Poisson’s equation ∇2Φ(r, ω) = (4πe/εs)δn(r, ω), where
εs ≡ 4πǫ0εb and εb is the uniform background dielectric constant. We use lin-
ear response theory to calculate the induced particle density δn(r, ω). After
a straightforward calculation, we obtain
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×ei[(3−j)(j−1)qxa+ 12 (j−1)(j−2)qya]e−i[(3−j′)(j′−1)qxa+ 12 (j′−1)(j′−2)qya] (10.5)
with jL(x) being a spherical Bessel function and Πj,L(ω) being the density




















Here, Lx, Ly and Lz are normalization lengths. Thus, non-trivial solutions
for the charge density oscillations correspond to the zeros of the determinant
of the coefficient matrix for Uj,LM in Eq. (10.2).
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10.3 Numerical Results
In Fig. 10.2, we compare the strengths of the electrostatic interaction be-
tween pairs of S2DEGs when L = 0,M = 0 and L = 1 with M = 0,±1,
where all the non-zero Coulomb matrix elements for an interacting triad of
spheres displayed schematically in Fig. 10.1 are presented. The matrix ele-
ments VLM,L′M ′ with L = 0 and L
′ = 0, which do not contribute to plasmon
excitation, are also provided for comparison. These matrix elements greatly
exceed all the others because of rotational symmetry.
Our calculations show that the Coulomb interaction is significant only at
distances that are comparable to the sum of the radii of the two interacting
spheres. In the notation of Fig. 10.1, we have shown that the (2− 3) interac-
tion is negligible compared to the (1−2) and (1−3) interactions. The reason
for this difference is not due to the larger separation between (2−3) which is
√
2 times that between (1−2) or (1−3) but it is a consequence of the angular
dependence inherent in the matrix elements. As a matter of fact, unlike the
(1 − 2) and (1 − 3) matrix elements, we are unable to obtain semi-analytic
expressions for the (2− 3) Coulomb matrix elements since even the angular
part of the related Coulomb integral cannot be expressed in analytical form.
Using numerical methods, however, we have estimated these matrix elements
to be on the order of 10−2 times smaller than all the rest. This results in the
existence of one strong nearly-degenerate plasmon mode, which is practically
independent of separation a between the centers of the spheres. Additionally,
due to the reduced symmetry, there are more non-zero matrix elements for
(2 − 3) coupling compared to the (1 − 2) and (1 − 3) cases, which however
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Figure 10.2: Coulomb matrix elements, given in units of 2e2/(πǫsR) =
0.59 eV, for the various interactions between spheres (a) “1” and “2”, (b)
“1” and “3” and (c) “2” and “3”. The radii of the S2DEGs are equal with
R = 7nm. The inter-sphere distance a is given in units of R.
does not improve the impact of (2− 3) interaction because of their relatively
small magnitude.
Setting L, L′ = 1 and M, M ′ = 0,±1 in the set of linear equations (10.2)
for j = 1, 2, 3, leads to a 9 × 9 matrix of the coefficient matrix of {Uj,LM}.
The dephasing constant δ is chosen to be 0.05 eV/~. We present density
plots in the following figures for the inverse of this dielectric function to
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demonstrate the plasmon modes of interacting S2DEGs.
Now, let us consider three identical S2DEGs with equal radius R1 =
R2 = R3 at the corners of a right-angle triangle as shown in Fig. 10.1. Nu-
merical results for the plasmon and particle-hole frequencies are presented
in Fig. 10.3, where we only chose L, L′ = 1 and M, M ′ = 0,±1. Generally,
the number of plasmon branches is determined by the dimensionality of the
truncated matrix, with 2L + 1 solutions associated with each sphere. We
separate the case of two spheres with z−alignment (1− 3), for which the in-
teraction sub-matrix is diagonal with two unequal non-zero elements, and the
whole matrix allows exact diagonalization. Such interaction results in two
symmetrically split pairs of plasmon branches, presented in Fig. 10.3 (a1)
and (b1). All other plots in Fig. 10.3 show the plasmons for three interacting
S2DEGs. We expect nine separate plasmon branches, corresponding to the
solutions of ℜe[ǫ∆](R,ω)] = 0. However, three of them, corresponding to the
(2 − 3) interaction, are nearly-degenerate, due to its low relative strength
of the Coulomb coupling. Apart from that, one or a few solutions, located
far away from the central branch, are very weak and could not be shown
for the chosen range of frequencies. Plots (a3) and (b3) in Fig. 10.3 present
both plasmons and particle-hole modes, as the peaks of 1/ℜe[ǫ∆(ω,R)] and
ℑm[Π0(ω,R)] correspondingly. We calculated those quantities over a wider
range of frequencies for different values of radius R and separation a. We
conclude that the plasmons and single-particle excitation regions are well-
separated so that the plasmons are not Landau damped for all cases of an
interacting bundle. But, the electron-hole mode region and plasmons get
closer with increasing radius of the shell.















































Figure 10.3: Density plot of the inverse of the dielectric function ǫ∆(R,ω),
defined to be the determinant of the coefficient matrix in Eq. (10.2), demon-
strating the plasmon modes of interacting spheres. The upper row [plots
(a1)-(a3)] shows how the frequencies of the excitations depend on the sepa-
ration a between the centers of the shells with equal radius R = 1nm. These
three panels highlight the plasmon spectrum for different ranges of the vari-
able a. The lower panel presents the plasmon frequency dependence on the
radius of each S2DEG. Plots (a1) and (b1) show the four plasmon branches
for the two spheres (1 − 3), on the z−axis, for which the matrix could be
diagonalized exactly. Plots (a2) and (b2) show the plasmon branches for
three interacting S2DEGs, including the horizontal nearly-degenerate subset
of branches, resulting from (2−3) interaction. All the above mentioned plots
also include numerical solutions for the plasmons, corresponding to the ze-
ros of the dielectric function. Panels (a3) and (b3) present all the plasmon
branches of an interacting S2DEGs over a wider range of separation and fre-
quencies. The number of occupied energy levels used in these calculations is
NF = 8 for all six panels.
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Our results for plasmon excitations for three interacting S2DEGs with
unequal radii are presented in Fig. 10.4. We chose the radius of the sphere
at the origin (sphere 1) to be larger than that of either sphere 2 or 3 whose
radius is still chosen to be equal to one another. i.e., R1 > R2 = R3. We
note that in this case the ratio of the Coulomb interaction between spheres
(2− 3) to that between either (1− 2) or (1− 3) is even smaller, compared to
the same ratio of three S2DEGs with the same radius R1 = R1 = R3 since
the distance between shells (1− 2) and (1− 3) is increased.
When the separation a between spheres (1− 2) or (1− 3) becomes large
compared to R1, the plasmon frequencies when plotted as a function of a
form two horizontal branches, with each one arising from the plasmons on
each isolated sphere with radii R1 and R2. The higher frequency branch is
due to the two spheres with smaller radius R2 = R3. As a consequence, this
plasmon branch exhibits a stronger resonance peak with a higher degree of
degeneracy. The three solutions, corresponding to the (2 − 3) interaction,
stay nearly degenerate for all values of the separation a. This behavior is
similar to the previous case when R1 = R2 = R3. The resulting plasmon
branches split apart, creating three asymmetric pairs of solutions. This is a
general feature.
Figure 10.5 compares the plasmon excitations for the (1− 2) and (1− 3)
pairs of S2DEGs. From the results presented here, we conclude that we
have clearly demonstrated the anisotropy of the plasmon mode excitations
for a particulate. The sum-rule presented by Apell, Echenique, and Ritchie
[199] for surface plasmon frequencies does not apply here. Although the
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Figure 10.4: Density plot of the inverse dielectric function vs. the sepa-
ration between their centers. Each plot corresponds to a separate case of
two unequal radii of the sphere located at the origin (1) and two others
with R1 6= R2 = R3. The plasmon branches correspond to the maxima of
1/ℜe[ǫ∆]. We chose the density such that the number of occupied levels is
NF = 9 for all spheres. Also, L = 1 as the only value of the angular momen-
tum, contributing to plasmon excitations. All plasmon excitations merge to
form a single branch for a≫ R.
surfaces in our model exhibit spatially localized collective modes, the plas-
mons for an isolated S2DEG may be labeled by a single quantum num-
ber L but, when the S2DEGs are coupled, all angular momentum quan-
tum numbers and their projections onto the axis of quantization determine
the plasmon frequencies. However, we emphasize that these plasma fre-
quencies for the (1 − 2) and (1 − 3) configurations are functionals of the
plasmon frequency ΩL of a single S2DEG, and consequently must be re-
lated to each other. The frequency ΩL is determined by the solutions of
the equation ℜe [1− e2/(ǫs(2L+ 1)R)ΠL(ΩL)] = 0. Due to the diagonal
nature of the Coulomb interaction submatrices for the (1 − 3) case of z-
alignment, the equations for the plasmon frequencies may be reduced to
Re [1− e2/(ǫs(2L+ 1)R)ΠL(ωz)± v1,3(a)ΠL(Ωz)] = 0, leading to the two
pairs of solutions which obviously depend on ΩL. For the case of (1 − 2)
x-alignment, the Coulomb potential matrix elements contain a larger num-
ber of non-zero teems and, more importantly, this submatrix is not diagonal.
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Consequently, the plasmon equation may not be presented in such a simple
functional form. Complexity of the resulting plasma equation does not pre-
vent numerical solution but clearly highlights the difference in the plasmon
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Figure 10.5: Comparison of plasmon excitations for the (1 − 2) and (1 − 3)
pairs of S2DEGs. Panels (a) and (b) are density plots for the inverse dielectric
function for the (1 − 2) and (1 − 3) interacting S2DEGs, respectively. Plot
(c) shows the difference between the absolute values obtained in (a) and
(b) over the same range of radius (R1 = R2 = R) and plasmon frequencies
(ωmin = 1.3 eV/~ and ωmax = 2.1 eV/~). Panel (d) shows the R−dependence
of the inverse dielectric function for chosen frequency ω = 1.50 eV/~, which is
outside the frequency range of panel (c). Panel (e) demonstrate the difference
between these results in (d). The results presented in the form of ln(1+Π) in
order to minimize the difference between the lowest and the highest values.
Panel (f) represents the density plot, for the preceding plot (e), which also
could be considered as the colorbar for panel (c).
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10.4 Concluding Remarks
In this thesis, we presented a theory for calculating the orientational de-
pendence of coupled plasmon excitations on a pair of interacting S2DEGs.
Though the model is simple, we demonstrated that it is a powerful tool for
exhibiting the novel orientational dependence of plasmon excitations. The
energy band structure is a suitable approximation for fullerenes when the
energy bands are far apart. However, realistic energy band structure may be
incorporated into the polarization function through a form factor involving
the wave functions of the electrons as well as the Coulomb matrix elements.
We note that spectral correlations have been observed experimentally for
metallic nanoparticles [159] In that work, the plasmons for pairs were stud-
ied using polarization-selective total internal reflection. Their measurements
show that the frequencies for the coupled plasmon modes depend on whether
the incident light wave vector perpendicular and parallel to the dimer axis.
Related work on dimer plasmons has been conducted by Nordlander, et al.
(Ref.[[160]]) with the conclusion that the hybridized plasmon energy arising
from individual metallic nanoparticles is determined by the orientation of
the inter-particle axis with respect to the axis of polarization of the two con-
stituents modeled as incompressible spherical liquids. Although our model
differs from that in Ref.[[160, 161]] the conclusions about the existence of
anisotropy in the plasmon excitation energies in these systems are in agree-
ment. Similar effects are also expected to be observed in the case of nano-
eggs: non-concentric multishells of nanoparticles. The hybridization of the
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plasmons has been proven to be an adequate and precise method to describe
the plasmonic structure [162, 163]. The field enhancement, corresponding
to the resonant excitation of plasmons, was reported to be much larger in
the case of concentric nanoparticles, which support indirectly the concept of
plasmon spatial correlation.
Since the plasmon dependence on the relative orientation and the sep-
aration between the interacting spheres was the principal property under
investigation, we considered an aggregate of three which includes coupling
along, perpendicular and making an angle with the axis of quantization for
angular momentum. We clearly established the orientational dependence of
the coupled plasmon excitation frequencies arising from the sensitive nature
of the Coulomb matrix elements. Our formalism allows for any number and
location of the S2DEGs, thereby leading to possible studies of aggregates of
different size and shape.
Once the angular momentum quantum number L is specified, the number
of plasmon branches is determined by all the different non-zero potential
matrix elements. The number of those elements is a consequence of symmetry
properties. Specifically, when a pair of spheres ((1 − 3)) are aligned along
the axis of quantization, there are only two such non-zero matrix elements,
whereas three of them exist for (1−2) interaction between the spheres, aligned
along the x−axis. There are five non-zero Coulomb matrix elements between
spheres whose centers lie on a line making an angle of forty-five degrees
with the axis of quantization, but much smaller in magnitude. Additionally,
the effect of the Coulomb interaction on the plasmons of a smaller sphere,
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occurring at a higher frequency, is just a small perturbation for (2 − 3)
coupling. Our conclusion is that the unique characteristic has high potential
for electronics, sensing applications and photoelectric conversion.
Chapter 11
Summary of the obtained
results and research
prospectives
Finalizing the thesis, I would like to emphasize that we believe that our
findings and results are expected to have a number of applications, and that
our work will be continued and developed by the graphene and nanoscience
community.
The so-called Klein paradox was one of the most studied phenomena
in the field of graphene science because of its counter-intuitive intriguing
properties. The Klein paradox is unimpeded tunneling of the purely bonded
Dirac electron state across arbitrary wide gated region in infinite graphene.
Its another manifestation is perfect reflection in the graphene stacks. The
paradox is conventionally interpreted in terms of the chirality conservation.
The latter is defined as a projection of pseudo-spin on the direction of motion
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for the two branches originated from the sublattices. In more general sense,
the term chirality is often used to refer to an additional built-in symmetry
between electron and hole parts of the spectrum. However, in chemistry, the
term chiral is used to describe an object that is non-superimposable on its
mirror image. These two definitions cannot be related to infinite graphene
since this system has no mirror reflection symmetry.
The situation is not the same for the GNR. In accordance with the chem-
istry definition, ZNR’s are non-chiral (the mirror plane is perpendicular to
the GNR plane). On the other hand, AZNR is a chiral object in the chemistry
sense. It is also chiral in the sense of pseudo-parity (two opposite projections
of the pseudo-parity on the pseudo-spin). As we have demonstrated, its con-
servation across the n-p-n junction defines unimpeded electron tunneling at
the AZNR center.
The properties of fullerene assembles also presented an important subject
of our research. A formalism for calculating plasma excitations for a pair of
Coulomb coupled spherical electron gases. The RPA was used in this investi-
gation. The S2DEG is a first-order approximation for calculating electronic
properties of fullerenes when the lattice structure, band width from electron
hopping and radial motion may be neglected. However, we may incorporate
a more realistic energy band structure into the polarization function through
a form factor by making use of the results presented in Ref. [ [153]]. This
would also account for the prescribed number of electrons on the fullerene.
The plasmon excitation formula for a pair of Coulomb coupled S2DEGs is
different when the shells are concentric compared to when these shells are
side-by-side. For one thing, the angular momentum is a good quantum num-
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ber for concentric shells, but all angular momenta on two displaced shells are
coupled. In the latter case, we calculated the plasmon modes approximately
to lowest order by including only the dominant Coulomb matrix elements
which were obtained analytically. Additionally, we have demonstrated that
the frequency of plasmon excitation for a pair of displaced and Coulomb cou-
pled S2DEGs depends on both the separation between their centers as well
as whether their centers lie along the axis of quantization or not. This is a
consequence of the functional dependence of the Coulomb matrix elements
on spatial orientation.
We note that spectral correlations have been observed experimentally for
metallic nanoparticles [159] In that work, the plasmons for pairs were stud-
ied using polarization-selective total internal reflection. Their measurements
show that the frequencies for the coupled plasmon modes depend on whether
the incident light wave vector perpendicular and parallel to the dimer axis.
Related work on dimer plasmons has been conducted by Nordlander, et al.
(Ref.[[160]]) with the conclusion that the hybridized plasmon energy arising
from individual metallic nanoparticles is determined by the orientation of
the inter-particle axis with respect to the axis of polarization of the two con-
stituents modeled as incompressible spherical liquids. Although our model
differs from that in Ref.[[160, 161]] the conclusions about the existence of
anisotropy in the plasmon excitation energies in these systems are in agree-
ment. Similar effects are also expected to be observed in the case of nano-
eggs: non-concentric multishells of nanoparticles. The hybridization of the
plasmons has been proven to be an adequate and precise method to describe
the plasmonic structure [162, 163]. The field enhancement, corresponding
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to the resonant excitation of plasmons, was reported to be much larger in
the case of concentric nanoparticles, which support indirectly the concept of
plasmon spatial correlation.
At this point, I would like to discuss briefly the research prospectives and
some problems which are now arising.
First, we address the instability of plasmons in graphene and 2DEG lay-
ers. The instability in a double layer structure consisting of one layer of
graphene and a second layer of a two-dimensional electron gas (2DEG) is
investigated. A formalism will be developed for calculating the polarization
function when a current is passed through the graphene. We show that un-
like the 2DEG with a parabolic energy dispersion, when a current with drift
velocity is passed through a graphene, sheet, the effect on the polarization
function cannot be accounted for through a simple Doppler shift involving
the frequency omega and wave vector q. The Doppler shift in frequency is
approximately valid only in the long wavelength limit for graphene. We are
going to investigate the behavior of the plasmon excitations as a function
of layer separation, electron density, as well as the energy gap between the




The Hamiltonian describing the surface states (at z = 0) of a 3DTI to order
of O(k2) is given by










where k = (kx, ky) is the un-plane surface wave vector and k± = kx ± iky.
The energy dispersion associated with this Hamiltonian is given by εsurf3D =
Dk2 + βAk with β = ±1.
We now turn to the case when the surface of the 3DTI is irradiated by
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where e± = (ex±iey)/
√
2, ex and ey are unit vectors in the x and y direction,
respectively. Consequently, the in-plane components of the vector potential




(â+ â†) , Ây = i
F0√
2
(â− â†) . (A.3)
In order to include electron-photon coupling, we make the following substi-
tutions for electron wave vector







ky −→ ky +
eÂy
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In our investigation, we consider high intensity light with N0 = 〈â†â〉 ≫ 1,
and then, ââ† ∼ â†â due to ââ† = â†â + 1 for bosonic operators. We adopt





the principal ones containing ~ω0. With the aid of these substitutions, the
Dirac-like contribution to the Hamiltonian in Eq. (A.1) becomes
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HDirac = Aσ · k = A (σ−k+ + σ+k−)










where σ± = (σx± iσy)/2. To describe a full electron-photon coupled system,
















where ζ = eF0/(
√









































where 1 ≡ Ĥsurf3D denotes the initial surface Hamiltonian with no electron-
photon interaction, 3 gives the principal effect due to light coupled to elec-
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trons (the only non-zero term at k = 0) and 2 is the leading term demon-
strating the difference between dressed states in graphene and 3DTI.
We know from Eq. (A.7) that the Hamiltonian at k = 0 reduces to the ex-
actly solvable Jayness-Cummings model, after we neglect the field correction
on the order of O(ζ2). We obtain




Following the method adopted in Refs. [[8]] and [[29]], we expand the eigen-
functions of Eq. (A.8) as
|Ψ0↑,N0〉 = µ↑,N0 | ↑, N0〉+ ν↑,N0 | ↓, N0 + 1〉 ,
|Ψ0↓,N0〉 = µ↓,N0| ↓, N0〉 − ν↓,N0 | ↑, N0 − 1〉 . (A.9)
By using the properties
â† | ↑↓, N0〉 =
√
N0 + 1 | ↑↓, N0 + 1〉 ,
â | ↑↓, N0〉 =
√
N0 | ↑↓, N0 − 1〉 ,
σ± | ↓↑, N0〉 = (1− δ↑,+)(1− δ↓,−) | ↑↓, N0〉 , (A.10)
we obtain the energy eigenvalues



































where α2 = 2ζAN0/(~ω0) with N0 ≫ 1. The energy gap at k = 0 has been
calculated as ∆0 ≡ ε0−−ε0+ ≈ (α2/2) ~ω0. We note that there is no difference
between graphene and the surface states of 3DTI at k = 0, and therefore,
the result in Refs. [[8]] and [[43]] are relevant to each other.
























In all further calculations in this Appendix, we assume α ≪ 1 and N0 ≫ 1,
corresponding to a larger number of lase photons but weak light coupling to
electrons as a perturbation to the electron energy. This leads to the following
approximate expressions
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Consequently, we only need to keep one pair of index-free coefficients {µ, ν}
such that µ = cos(Φ), ν = sin(Φ) with Φ = tan−1(α/2). Furthermore, from
the first equity in Eq. (A.11), it follows that the energy gap still depends on
N0 in general. However, the difference ∆
0
N0+1
− ∆0N0 ∼ ∆0/N0 is so small
that we neglect it for N0 ≫ 1.
Generalizing Eq. (A.9), we still expand the wave function Ψk over the








= Ξk↑,N0 |Ψ0↑,N0〉+ Ξk↓,N0 |Ψ0↓,N0〉+ Ξk↑,N0+1|Ψ0↑,N0+1〉+ Ξk↓,N0+1|Ψ0↓,N0+1〉 .
(A.16)
Using Eq. (A.16) we project the full Hamiltonian in Eq. (A.6) onto the rep-
















N0 ~ω0 +Dk2 −∆ µ2Ak−









µνAk+ − 2ζDk+ 0








νµAk− − 2ζDk− 0








(N0 + 1) ~ω0 +Dk2 −∆ µ2Ak−




where ∆ ≈ ∆0 is the energy gap at k 6= 0 and we have employed the relations
for N = N0 or N0 + 1
σ · k |Ψ0↑N〉 = σ · k {µ| ↑, N〉+ ν| ↓, N + 1〉} = µk+| ↓, N〉+ νk−| ↑, N + 1〉 ,
(A.19)




N |Ψ↑↓,N−1〉 , â† |Ψ0↑↓,N〉 =
√
N + 1 |Ψ↑↓,N+1〉 . (A.21)
After calculating the eigenvalues for the Hamiltonian in Eq. (A.17), we
obtain closed form analytic expressions with energy dispersion













C1(k, ∆) = (~ω0/2)
2 + ζνADk2 +
[
ζ2D2 +A2(1 + 5/2ν2)
]
k2 , (A.23)
C2(k, ∆) = ζ
2A2D2k4(1 + ν2) + 4ν(ζνD +A)A3k4
−3ν(2ζD + νA)A~ω0∆k2 + 4~2ω20(∆2 +A2k2) . (A.24)
Taking the limits ζD → 0 and νk → 0, we are left with two uncoupled energy
subbands
ε{N0↑,N0↓}(k, ∆) = N0 ~ω0 +Dk2 ±
√
∆2 +A2k2 , (A.25)
ε{N0+1↑,N0+1↓}(k, ∆) = (N0 + 1) ~ω0 +Dk2 ±
√
∆2 +A2k2 . (A.26)
Therefore, we conclude that the effect of electron-photon interaction is quite
similar to graphene as far as one photon number N0 is concerned. The main
difference being that the energy gap in the 3DTI is of order O(ζ2), which
may be neglected for low intensity light. Consequently, the energy dispersion
relation becomes
εβ(k, ∆0) = N0 ~ω0 +Dk2 + β
√
[∆0 +O(ζ2)]2 + (Ak)2 , (A.27)
where β = ±1 and ∆0 is the photon-induced energy gap as in graphene.
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It follows our previous derivations that the effect due to ∼ Â2-terms
would play a the role only if two optical modes are considered. This effect is
of order O(ζ2) and may be neglected in our calculations. When the surface
of a 3DTI is irradiated with circularly polarized light, the light will penetrate
into the sample and decay exponentially away from the surface, similar to
the wave function for a surface electronic state. Therefore, by including this







where 1/ξ is the decay length. By including the z dependence, the Hamilto-
nian of the electron system is found to be












(M+ Bz∂2z ) σ3 − iAz∂z σ1 0
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Here, k⊥ = (kx, ky), C, M, Az , Bz, Dz are parameters in the Kane k · p
model for bulk states, and A⊥ , B⊥, D⊥ are parameters for surface states.
We note that the parameter C may be eliminated by simply shifting the band
edges. Since the electron-photon interaction occurs in the region close to the
surface, we only need to consider Ĥ(2)3D(k⊥) in Eq. (A.29), which contains the
coupling with the incident circularly polarized light.
When k = {k⊥, kz} = 0, the Hamiltonian in Eq. (A.32) plus the single-
photon energy as well as the light-electron coupling together give


























By introducing a small dimensionless parameter α′ = 2ζA⊥/M ≪ 1, and
the two matrices




















































the Hamiltonian in Eq. (A.32) may be rewritten compactly as
Ĥk=0 = ~ω0 â†â+ α′(Γ−â† + Γ+â) . (A.34)
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In analogy with Eq. (A.9), we construct a basis set containing four states, i.e.,
|++ 〉 = |1, 0, 0, 0〉, |+−〉 = |0, 1, 0, 0〉, |−+〉 = |0, 0, 1, 0〉, |−−〉 = |0, 0, 0, 1〉.
For this basis set, it is a simple matter to show the following properties
â† |N,±±〉 =
√
N + 1 |N + 1,±±〉,
â |N,±±〉 =
√
N |N − 1,±±〉,
Γ+ |N,+±〉 = 0 , Γ+|N,+±〉 = 0 ,
Γ+ |N,−±〉 = |N,+∓〉 , Γ−|N,+∓〉 = |N,−±〉 . (A.35)
For N ≫ 1 and α′ ≪ 1, calculation shows that
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Γ12 |N,+−〉 = |N,++〉 , Γ34 |N,++〉 = |N,+−〉 , (A.39)
Γ34 |N,−+〉 = |N,−−〉 , Γ12 |N,−−〉 = |N,−+〉 . (A.40)
For the Hamiltonian in Eq. (A.7) within the 2×2 subspace, as a special case,
we introduce
σ+ = Γ12 , σ− = Γ34 . (A.41)
Finally, we can rewrite the full Hamiltonian in Eq. (A.29) for k 6= 0, using
the basis set |N0,±±〉, as it was developed in [55]
where the ± signs correspond to opposite pseudo-spins in the basis set.
Therefore, we obtain the secular equation for the energy dispersion relations
when ∆ = 0, that is,
ε2 −A2⊥k2 + N1N1 +A2zξ2 +D−N1ξ2 +D+ (A.42)
+N2ξ
2 +D− +D+N2ξ2 +D+D−ξ4 − (N1 + N2 + 2Dξ2) ε = 0 ,
where we have introduced the notations
N1,2(k) = C ±M+ (D⊥ ∓ B⊥) k2 , (A.43)




In Appendix , we demonstrate how we obtained semi-analytic expressions for
the potential matrix elements VLM,L′M ′(R1, R2; a) with different eigenstates
labeled by L,M and L′,M ′, corresponding to each sphere. Our primary
consideration arises when the two shells are centered on the x−axis, i.e., an
axis perpendicular to the axis of the angular momentum quantization. A
simple case when the two spheres are centered on the z−axis will be briefly
discussed at the end of the Appendis.
B.0.1 Plane-Wave Expansion Method
We now describe how each of the matrix elements could be expanded as a
linear combination of triple spherical Bessel function integrals. In this regard,
we must evaluate the following integral
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First, we present in spherical coordinates Ωq̂ = {1, θ, φ} and êx = {1, θ =
π
2
, φ = π} (Note: φ = either 0 or π depending on whether we need to



















































and the identity YL,M(θ, φ) = (−1)M Y ∗L,−M(θ, φ), we finally obtain from
Eq. (9.38)
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Since there are only a few non-zero terms in that summation (see next section
of this Appendix), we simply write
VLM,L′M ′(R1, R2; a) =
∑
λ
















so that we obtain, in the limit a→ ∞,


















which shows that the asymptotic behavior of Coulomb interaction exhibits
oscillations with respect to sphere separation a.
APPENDIX B. COULOMB INTERACTION MATRIX ELEMENTS 190
B.0.2 Analytic Evaluation of the Angular Integrals for
Potential Matrix Elements (x− alignment)
One may verify that it is possible to perform the angular φ and θ integrations
analytically for all potential matrix elements in a relatively straightforward
way. The starting point is to evaluate a three-dimensional integral in spher-
ical coordinates:
























dφ Y ∗L,M(θ, φ)YL′,M ′(θ, φ) e
−iqxa .(B.10)
We perform the φ−integration first and label the result as Iφ. After the
θ-integration is completed, the final angular integral will be referred to as Iθ.





dφ e−i aq sin θ cosφ . (B.11)
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where Jm(x) stands for Bessel functions of the first kind.
It follows from Eq. (B.12) and the exponential φ-dependence of spherical
harmonics YL,±M(θ, φ), that the order of the only remaining non-zero term
contains the Bessel function, determined by the difference between M and
M ′ values, namely by |M −M ′|. Consequently, we classify all the results of
φ-integration by |M−M ′|. For our present consideration with L, L′ = 1 this
difference could only be 0, 1 or 2.
Since the only way to obtain an imaginary result for Iφ(q, θ) in Eq.(B.2)
comes from im (see Eq.(B.18)), we see that
Iφ(q, θ) ∽ i|M−M
′| . (B.13)
Therefore, the result of φ-integration (and, consequently, the potential matrix
element) will be imaginary if |M −M ′| = 1. For the relevant case L = L′ =
1, all the elements with |M −M ′| = 1, i.e., M = ±1, M ′ = 0, or vice versa,
are equal to zero due to a specific symmetry in the θ-integration (check the
matrix elements in Eq. (B.28)), so that all the potential matrix elements are
real.
B.0.3 Potential Matrix Elements for L = 1
As we are now going to obtain, the modifications e−iqa sin θ cosφ ⇒ eiq sin θ cosφ,
e
iφ ⇒ e−iφ and e2iφ ⇒ e−2iφ do not alter the values of all real φ-integrals.
As long as only these elements result in a non-zero θ-integral, the potential
sub-matrices A and B in Eq. (B.23) are identical.
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We noted in Sec. B.0.2 that the result of the φ-integration is determined by
|M−M ′| and does not depend on each individualM, M ′ value. Consequently,
there are only three different non-zero potential matrix elements, which will
be later referred to as v1, 2, 3, respectively.
Let us now briefly provide the integration results for each non-zero poten-
tial matrix element VLM,L′ M ′(R1, R2; a). As mentioned above, L = L
′ = 1
for all cases.





dφ e−iqa sin θ cosφ |Y1, 0(θ, φ)|2 =
3
2







J0(aq sin θ) sin θ cos















Here we write the final answer, taking into account the coefficient 2e2/πǫs
for all potential matrix elements.
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−iqa sinθ cosφ |Y1,±1(θ, φ)|2 dφ =
3
4







J0(aq sin θ) sin
3 θ dθ =
3
2
aq cos(aq)− ((aq)2 − 1) sin(aq)
(aq)3
,







aq cos(aq) + ((aq)2 − 1) sin(aq)
(aq)3
j1(R1q)j1(R2q) . (B.15)










J1(aq sin θ) sin
2 θ cos θ dθ = 0 . (B.16)
Therefore, we confirm our previous finding, that all potential matrix elements
with one M = ±1, M ′ = 0 and vice versa are equal to zero (four elements in
each sub-matrix).
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−iqa sin θ cosφ =
3
4







J2(aq sin θ) sin
3 θ dθ = −3
2
3aq cos(aq)− ((aq)2 − 1) sin(aq)
(aq)3
,












We now turn to a brief discussion of the case when the two spheres have their
centers on the z-axis, which is also the axis of the angular momentum quan-
tization. Significant simplification comes from the fact that the exponential
term e−iqza = e−iqa cos θ which does not depend on the azimuthal angle φ.
Consequently, the φ-dependence of each potential matrix element is now de-





′)φ = 2π δMM ′ , (B.18)
we can conclude that
(a) only elements with M =M ′ are non-zero;
(b) V1−1, 1−1(R1, R2; a) = V1 1, 1 1(R1, R2; a).
Consequently, we need to evaluate only two non-zero elements, contributing
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to the plasmon equations, namely V1−1, 1−1(R1, R2; a) = V1 1, 1 1(R1, R2; a)
with M =M ′ 6= 0 as well V10, 10(R1, R2; a). The calculation is now straight-
forward:

























Here, again, we provide the final answer, taking into account the coefficient
2e2/πǫs for all potential matrix elements.
Correspondingly, the remaining potential V10, 10(R1, R2; a) is as follows:





















((aq)2 − 2) sin(aq) + 2aq cos(aq)
(aq)3
j1(R1q)j1(R2q) . (B.21)
We assign v3 to the second non-zero potential matrix element to keep the
notations uniform with the previous section.
We provide the expression for V0 0, 0 0(R1, R2; a), representing the highest
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values of the interaction potential. This element, however, does not provide
any contribution to the plasmon equations, since the polarization function is
zero for L=0:






dq j0(aq)j0(R1q)j0(R2q) . (B.22)
One can easily verify exactly that the same expression could be obtained for
V0 0, 0 0(R1, R2; a) in the case of two x−aligned spherical shells, which could be
explained by the fact the interaction between the shells with L = 0 = L′ = 0
is obviously spherically-symmetric.
B.1 Matrix Transformations and the Calcu-
lations of Determinants
B.1.1 x-aligned shells
For us to simplify the evaluation of the determinant, we use a property of











its determinant is given by Det [MB] = Det [D1 ⊗D2 −A⊗ B]. For all
separations a > R1 + R2, the Coulomb matrix elements in the diagonal
blocks D1 and D2 are larger than those in the off-diagonal blocks A and B.
We now write explicitly








ǫL=1(R1, ω) 0 0
0 ǫL=1(R1, ω) 0
















ǫL=1(R2, ω) 0 0
0 ǫL=1(R2, ω) 0








Let us consider identical spheres, i.e., equal radius R1 = R2 = R and chemical
potential µ1 = µ2. In such a case, we have








and, correspondingly, since both blocks D1 and D2 are diagonal, we obtain








From these results, we see that a density plot of the imaginary part of
1/Det [MB] will show that the frequencies of the particle-hole excitations and
the plasmons will appear almost as a power-law dependence on the imaginary
part of 1/ [ǫL=1(R, ω)]
6, with a correction due to the inter-sphere Coulomb
interaction.
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Previously, we obtained the potential matrices in Eq. (9.39) with given
v1, 2 by

















Therefore, Det [A] = Det [B] = (v1 − v2)(v1 + v2) v3 and their product A⊗B
for R1 = R2 = R yields the off-diagonal corrections in the following form






















Finally, the complete determinant, which yields the electronic excitations,
can expressed as







d1 0 −2Q1 v1v2
0 d2 0









APPENDIX B. COULOMB INTERACTION MATRIX ELEMENTS 199











ΠL=1(R1, ω) ΠL=1(R2, ω) . (B.32)
B.1.2 z-aligned shells
From the previous discussion it follows that, for the qz-case, each potential
sub-matrix A and B is diagonal and has the following form:











































D1 = ǫL=1(R1, ω) ǫL=1(R2, ω)−Q2 v21 (B.34)
D2 = ǫL=1(R1, ω) ǫL=1(R2, ω)−Q2 v23 (B.35)
D3 = ǫL=1(R1, ω) ǫL=1(R2, ω)−Q2 v21 , (B.36)
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where Q2 = ΠL=1(R1, ω) ΠL=1(R2, ω) and ΠL(Rj, ω) is the polarization
function for the shell of radius Rj given in Eq. (10.3). This leads to the
following equations for plasmon modes
ǫL=1(R1, ω) ǫL=1(R2, ω)± [ΠL=1(R1, ω) ΠL=1(R2, ω)]1/2 v1 = 0 ,
ǫL=1(R1, ω) ǫL=1(R2, ω)± [ΠL=1(R1, ω) ΠL=1(R2, ω)]1/2 v3 = 0 .(B.37)
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[82] O. Kühn, V. Fessatidis, H. L. Cui, P. E. Selbmann, and N.Horing, Phys.
Rev.B 47, 19, 13019 (1993).
[83] N. Nemec and G. Cunibert, Phys.Rev.B 75, 201404(R) (2007).
BIBLIOGRAPHY 210
[84] S. Drscher, P. Roulleau, F. Molitor, P. Studerus, C. Stampfer, K. En-
sslin, and T. Ihn, Appl. Phys. Lett. 96, 152104 (2010).
[85] P. D. Ye, D. Weiss, R. R. Gerhardts, M. Seeger, K. von Klitzing, K.
Eberl, and H. Nickel, Phys. Rev. Lett. 74, 3013 (1995).
[86] M. Zarenia, P. Vasilopoulos, and F. M. Peeters, Phys.Rev. B, 85, 245426
(2012).
[87] Gumbs, G., Iurov, A., Huang, D., Fekete, P., and Zhemchuzhna, L.,
arXiv:1309.6953 (2013).
[88] Nemec, Norbert and Cuniberti, Gianaurelio, Phys. Rev. B, 74, 165411
(2006).
[89] Brey, L. and Fertig, H. A., Phys. Rev. Lett., 103 046809 (2009).
[90] Wang, Li-Gang and Zhu, Shi-Yao, Phys. Rev. B, 20 205444 (2010)
[91] Tan, Liang Zheng and Park, Cheol-Hwan and Louie, Steven G., Phys.
Rev. B, 81, 195426 (2010).
[92] M. I.Katsnelson, K. S. Novoselov and A. K. Geim, Nat. Phys. 2, 620-625
(2006).
[93] A. K.Geim, Science 324, 1530-1534 (2009).
[94] O. Shenderova, V. Zhirnov and D. Brenner, Critical Reviews in Solid
State and Material Sciences 27, 227-356 (2002).
[95] S. Das Sarma, S. Adam, E. H. Hwang and E. Rossi, (arXiv:1003.4731v2).
BIBLIOGRAPHY 211
[96] P. R. Wallace, Phys. Rev. 71, 622-634 (1947).
[97] J. W. McClure, Phys. Rev. 104, 666-671 (1956).
[98] G. Giovannetti, P. A. Khomyakov, G. Brocks, P. J. Kelly and J. van den
Brink, Phys. Rev. B 76, 073103(4) (2007).
[99] T. Low, F. Guinea and M. I. Katsnelson, Phys. Rev. B. 83, 195436(7)
(2011).
[100] O. V. Kibis, Phys. Rev. Lett. 107, 106802(5) (2011).
[101] M. Barbier, P. Vasilopoulos and F. M. Peeters, Phil. Trans. Roy. Soc.
A 386, 5499-5524 (2010).
[102] M. Barbier, P. Vasilopoulos and F. M. Peeters, Phys. Rev. B. 80,
205415(5) (2009).
[103] V. V. Chevianov and V. I. Fal’ko, Phys. Rev. B. 74, 041403(R)(4)
(2006).
[104] S. Roche and L. E. F. Foa Torres, Graphene, Carbon Nanotubes, and
Nanostuctures, (Edited by J. E. Morris and K. Iniewski, CRC Press,
Taylar & Francis Group, LLC, 2013), Chap. 3.
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