S1. Prediction of the empirical occurrence rate
The number of future underlying aftershocks in a given time interval is predicted using the Reasenberg-Jones model in (1) of the main text. To make a reliable forecast from data with a small sample size, we take into account the uncertainty of the estimated parameters , , and of the model, rather than using the maximum likelihood estimate of the parameters. For a given set of , , and , the probability distribution 
where , , = ∫ ∫ ( ) 10
∞ . The forecast of the probability distribution ( ) of the number of underlying aftershocks is obtained by the weighted average of the probability distribution ( | , , ) over , , and as follows:
where the weight is proportional to the likelihood function ( , , ). 33 To calculate the integrations in (S2) efficiently, we divide the axis from 0.1 to 5.0 into a grid with intervals of 0.01. Then we replace integration over with summation over all the grid points of . We also replace integration over and by a single evaluation at * and * , respectively, which are obtained by maximizing
where * and * are obtained for each grid point of by maximizing the likelihood function with the fixed parameter .
The 95% predictive interval [ , ] of the empirical occurrence rate of the underlying aftershocks is plotted in Fig. 4 of the main text. This is obtained for the interval
is the 95% confidential interval of ( ).
S2. Maximization of the posterior function P , , ( | )
The objective here is to estimate the mode of the posterior probability distribution
Because ln , ( | ) ( ) is concave with respect to , this optimization can be readily performed using Newton's method: The posterior mode is obtained by iteratively updating according to the equation
where and are the gradient and Hessian of ln , ( | ) ( ) at = ( ) , respectively, and is the step size. The gradient and Hessian are given by
respectively, where we used the notation
with ∈ × . The update in (S5) is repeated until ( ) converges.
S3. Expectation maximization method for optimizing the hyper-parameters
The hyper-parameters , , and are optimized using the EM method 32 . Here, we first consider the case that the prior ( ) of the b-value is not employed. In this case, the maximization of the marginal likelihood , , ( ) = ∫ , ( | ) ( ) yields the optimal estimates of the hyper-parameters. Then, the derived algorithm for the optimization is extended to the case that the prior ( ) is employed.
The EM method provides a useful technique for optimizing a statistical model with hidden variables. It aims to find the hyper-parameters = { , , } that maximize the marginal likelihood function ( ). The EM method iteratively updates the hyper-parameters as follows: (E-step) we evaluate the posterior distribution ( | ) given the old hyper-parameter , and obtain the expectation ( , ) of the complete log likelihood function ln ( , ) over the posterior
(M-step) The new hyper-parameter is determined by maximizing the expectation ( , ); that is, = arg max ( , ). These E-and M-steps are repeated until the hyper-parameters converge.
From the relation ( , ) = , ( | ) ( ) and (S4), the expectation ( , )
is given as
where [⋅] represents the expectation over the posterior distribution ( | ).
Then, in the M-step, the new hyper-parameter is obtained from the condition
(S11)
Similarly, the new hyper-parameters and are obtained by numerically solving the conditions ( / ) ( , ) = 0 and ( / ) ( , ) = 0. These conditions lead to
To calculate the expectations 
Here, we assume that the prior distribution ( ) is the Gaussian with mean and variance . The introduction of the prior distribution ( ) does not change the update rules (S11) and (S13) of the hyper-parameters, but the update rule (S12) is (S18)
S4. Supplementary Discussion
A probability forecast of the seismic intensity in a disaster region is strongly desired.
This forecast is possible if we use the Ishimoto-Iida formula 34 instead of the G-R formula. Namely, the frequency distribution of the maximum amplitude a of recorded seismic waves at a seismograph empirically follows power law distribution ( ) =
, and the value of the coefficient m is either estimated directly from maximum amplitude data (again deficiency of the data is expected) or use the relation to the b-value of the G-R formula as m = b + 1. 35 This formula, coupled with the O-U type function, is combined with the detection rate of aftershocks for forecasting in the early period. Once we determine a suitable station for a strong-motion seismograph or seismic intensity meter near the rupture source, we can directly predict the probability of a particular felt intensity by the proposed procedure. Notations are the same as in Fig. 3 of the manuscript. Notations are the same as in Fig. 3 of the manuscript. Notations are the same as in Fig. 4 
