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Abstract
Calculus for dynamic equations on time scales, which oﬀers a uniﬁcation of discrete
and continuous systems, is a recently developed theory. Our aim is to investigate
Constantin’s inequality on time scales that is an important tool used in determining
some properties of various dynamic equations such as global existence, uniqueness
and stability. In this paper, Constantin’s inequality is investigated in particular for nabla
and diamond-alpha derivatives.
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1 Introduction
To study the boundedness of solutions for some nonautonomous second order linear dif-
ferential equations, Ou-Iang [] used a nonlinear integral inequality. This type of integral
inequality had been also used to obtain global existence, uniqueness and stability proper-
ties of various nonlinear diﬀerential equations. Pachpatte [] gave the generalizedOu-Iang
type integral inequality. In , Constantin [] established the following interesting al-
ternative result for this generalization.
Theorem . If for some k,T > , u ∈ C(R+,R+) satisﬁes


















∀t ∈ [,T],where f , g,h ∈ C(R+,R+) and w belongs to the class of continuous nondecreasing























where K(t) = k +
∫ t




s+w(s) , r > . G– denotes the inverse function of G.
Applying above Theorem . and a topological transversality theorem, he showed that,
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has a solution and gave bounds on that solution. Additionally, Yang and Tan [] gave the
generalization of Constantin’s inequality, and they also presented the discrete analogue of
this inequality which is stated as follows.
Theorem . Let the function w ∈ C(R+,R+) be nondecreasing, w(r) >  for r > , φ ∈
C(R+,R+) with φ′ being nonnegative and nondecreasing. u, c ∈ C(NM,R+) with c(n) non-
decreasing. Further, let
f (n, s), g(n, s),h(n, s) ∈ C(NM ×NM,R+)













































s+w(s) , r ≤ r,  > r > , limx→∞ G(x) =∞, L(n) = φ–[c(n)] +
∑n–
s= h(n, s),
NM = {n ∈N : n≤M,M ∈N}.
2 Some basic deﬁnitions related to time scales
Using [–] we give the following information. By a time scale, denoted by T, we mean a
nonempty closed subset of R. The theory of time scales gives a way to unify continuous
and discrete analysis.
The set Tκ is deﬁned by Tκ = T/(ρ(supT), supT] and the set Tκ is deﬁned by Tκ =
T/[infT,σ (infT)). The forward jump operator σ : T → T is deﬁned by σ (t) := inf(t,∞)T,
for t ∈ T. The backward jump operator ρ : T → T is deﬁned by ρ(t) := sup(–∞, t)T, for
t ∈ T. The forward graininess function μ : T→R+ is deﬁned by μ(t) := σ (t) – t, for t ∈ T.
The backward graininess function ν : T→R+ is deﬁned by ν(t) := t – ρ(t), for t ∈ T. Here
it is assumed that inf∅ = supT and sup∅ = infT.
For a function f : T→ T, we deﬁne the 	-derivative of f at t ∈ Tκ , denoted by f 	(t) for
all 
 > . There exists a neighborhood U ⊂ T of t ∈ Tκ such that
∣∣f (σ (t)) – f (s) – f 	(t)(σ (t) – s)∣∣ ≤ 
∣∣σ (t) – s∣∣
for all s ∈U .
For the same function deﬁne the ∇-derivative of f at t ∈ Tκ , denoted by f ∇ (t), for all

 > . There exists a neighborhood V ⊂ T of t ∈ Tκ such that
∣∣f (s) – f (ρ(t)) – f ∇ (t)(s – ρ(t))∣∣ ≤ 
∣∣s – ρ(t)∣∣
for all s ∈ V .
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We deﬁne α-derivative of f at t ∈ Tκκ , denoted by f α (t) for all 
 > . There is a neigh-
borhood U ⊂ T such that for any s ∈U ,
∣∣α∣∣f (σ (t)) – f (s)∣∣∣∣ρ(t) – s∣∣ + ( – α)∣∣f (ρ(t)) – f (s)∣∣∣∣σ (t) – s∣∣ – f α (t)∣∣ρ(t) – s∣∣∣∣σ (t) – s∣∣∣∣
≤ 
∣∣ρ(t) – s∣∣∣∣σ (t) – s∣∣.
A function f : T →R is rd-continuous if it is continuous at right-dense points in T and
its left-sided limits exist at left-dense points inT. The class of real rd-continuous functions
deﬁned on a time scale T is denoted by Crd(T,R). If f ∈ Crd(T,R), then there exists a func-
tion F(t) such that F	(t) = f (t). The delta integral is deﬁned by
∫ b
a f (x)	x = F(b) – F(a).
Similarly, a function g : T→R is ld-continuous if it is continuous at left-dense points in
T and its right-sided limits exist at right-dense points in T. The class of real ld-continuous
functions deﬁned on a time scale T is denoted by Cld(T,R). If g ∈ Cld(T,R), then there




By [], if a function h(t) : T→R is continuous, then it is diamond-alpha integrable, and






















Ferreira [] generalized Constantin’s inequality involving delta derivatives on an arbi-
trary time scale.
Theorem . Assume that u ∈ Crd([a,b]T,R+), c ∈ Crd([a,b]T,R+) is nondecreasing,  ∈
C(R+,R+) is a strictly increasing function such that
lim
x→∞(x) =∞.
Let f (t, ξ ),h(t, ξ ) ∈ Crd([a,b]T × [a,b]Tκ ,R+) and g(t, ξ ) ∈ Crd([a,b]Tκ × [a,b]Tκ ,R+) be
nondecreasing for every ﬁxed ξ . Further, let w,φ, ∈ C(R+,R+) be nondecreasing such that



















M◦–(s) = ∞ satisﬁes
limx→∞ F(x) =∞.














w(s) =∞ satisﬁes limr→∞ P(r) =∞.
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Here K(t) =: F[c(t)] +
∫ t





3 Some new results
We try to generalize Constantin’s inequality containing nabla and diamond-alpha deriva-
tives and present the results we have obtained.
First we look for the discrete analogue of Constantin’s inequality involving nabla deriva-
tives.
Theorem . Let the function w ∈ C(R+,R+) be nondecreasing, w(r) >  for r > , φ ∈
C(R+,R+) with φ′ being nonnegative and nondecreasing. u, c ∈ C(NM,R+) with c(n) non-
decreasing. Further, let
f (n, s), g(n, s),h(n, s) ∈ C(NM ×NM,R+)
be nondecreasing with respect to n for every s ﬁxed. Then there exist ﬁxed constants k, l > 













































s+w(s) , r ≤ r,  > r > , limx→∞ G(x) =∞, L(n) = φ–[c(n)]+k
∑n
s= h(n, s),
NM = {n ∈N : n≤M,M ∈N}. Assume that N starts with .
Proof Fixing an arbitrary positive integer m ∈ [,M].
We denote the set J = {, , . . . ,m} and we deﬁne a positive function z(n) ∈ K(J ,R+) such
that
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Then u(n)≤ φ–[z(n)]. Using () we get
∇z(n)
















Since we have ﬁnitely many elements in the domain, functions are bounded and, since




φ′[φ–[z(m – )]] ,
φ′[φ–[z(m – )]]
φ′[φ–[z(m – )]] , . . . ,
φ′[φ–[z(n)]]





If we multiply () by k and use the mean value theorem, we get











































Deﬁne the right-hand side of the last inequality as v(n), then we get φ–[z(n)] ≤ v(n) for










, n ∈ J .
We deﬁne y(n) = v(n) +
∑n
s= g(m, s)w[v(s)] and take the nabla derivative of y(n), then we
get
∇y(n)
y(n) +w(y(n)) ≤ kf (m,n) + g(m,n). ()







kf (m, s) + g(m, s). ()


















kf (m, s) + g(m, s)
)
.
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kf (m, s) + g(m, s)
)
.














kf (m, s) + g(m, s)
)
.
Hence we get the desired result. 
Example . Let
u(n) = L + 
n∑
s=
H(n – s)u(s). ()
Here n ∈ [,M]. The unique positive solution for equation () can be obtained by suc-






L + H()u() + H()u().
By using solutions of quadratic equations, we can ﬁnd u(),u(),u(), . . . ,u(M) succes-
sively. If we use the theorem above, then the bound for u will be u(n)≤ √L+ k∑ns=H(n–




 + H(M – n)u(n)L + H(M – )u() + H(M – )u() + · · · + H(M – n + )u(n – )
]
.
Here f (n, s) = g(n, s) = , h(n, s) =H(n – s), c(n) = L > , L is constant, u,H ∈ K(NM,R+), P
is nondecreasing, and φ(x) = x.
If we choose H(n, s), L good enough, k does not exceed a number c when M tends to
inﬁnity. For instance, ifH(n, s) = , L = , then k does not exceed whenM tends to inﬁnity.
Therefore, for the equality u(n) = +
∑n
s= u(s), by using the theorem above, we have the
bound for
u(n)≤ √ + n, n ∈N.
Lemma . Let f :R→R be continuously diﬀerentiable and g : T→R be nabla diﬀeren-
tiable, then f ◦ g is nabla diﬀerentiable and the formula is given by
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Let t ∈ Tκ and 
 >  be given. Since g is nabla diﬀerentiable at t, there exists a neighbor-
hood U of t such that
∣∣g(s) – g(ρ(t)) – g∇ (t)(s – ρ(t))∣∣ ≤ 








By assumption we have
∣∣f ′(h(g(s)) + ( – h)g(ρ(t))) – f ′(h(g(t)) + ( – h)g(ρ(t)))∣∣ ≤ 


∗ + |g∇ (t)| , ∀s ∈U,
where ∀δ >  ∃U is a neighborhood of t such that |g(s) – g(t)| < δ, ∀s ∈ U. Here let us
deﬁne a neighborhood U of t such that U =U ∩U. Then we have
































f ′(α) – f ′(β)dh
∣∣∣∣





∣∣s – ρ(t)∣∣∣∣g∇ (t)∣∣
∫ 






∣∣f ′(α)∣∣dh + ∣∣s – ρ(t)∣∣∣∣g∇ (t)∣∣
∫ 










∣∣f ′(α) – f ′(β)∣∣dh
≤ 

∣∣s – ρ(t)∣∣ + 

∣∣s – ρ(t)∣∣ = 
∣∣s – ρ(t)∣∣,
where α = hg(s) + ( – h)g(ρ(t)) and β = hg(t) + ( – h)g(ρ(t)). Hence f ◦ g is nabla diﬀeren-
tiable and its derivative is as claimed above. 
This lemma ﬁrst occurred in the article of Atici et al. [] as










With a counter example, we can show that their version of the formula is not true.
Example . Let g(x) : Z→R such that g(n) = n , f (x) :R→R such that f (x) = x. There-
fore the ﬁrst derivative of f (x) is continuous. If we apply the above formula to ﬁnd the
nabla derivative of the function (f ◦ g)(t), we get
 – n


















dh =  – n(n)(n – ) .
Lemma . Let a,b ∈ T, consider the time scale [a,b]T and a function r ∈ Cld([a,b]T,R)
with r∇ (t) ≥ . Suppose that a function g ∈ C(R+,R+) is positive and nondecreasing on R.
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g(r(ρ(t)) + hν(t)r∇(t)) ≤
r∇ (t)
g(r(ρ(t))) .
By using Lemma ., we get












Hence we get the desired result. 
The delta derivative version of Lemma . was proved by Ferreira and Torres []. By
using these results, we proved the following theorem.
Theorem . Assume that u ∈ Cld([a,b]T,R+), c ∈ Cld([a,b]T,R+) is nondecreasing,  ∈
C(R+,R+) is a strictly increasing function such that
lim
x→∞(x) =∞.
Let f (t, ξ ),h(t, ξ ) ∈ Cld([a,b]T × [a,b]Tκ ,R+) and g(t, ξ ) ∈ Cld([a,b]Tκ × [a,b]Tκ ,R+) be
nondecreasing in t for every ﬁxed ξ . Further, let w,φ, ∈ C(R+,R+) be nondecreasing such















limx→∞ F(x) =∞, where M(x) = max{φ(x),(x)} on R+.














w(s) =∞; limr→∞ P(r) =∞.
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Here K(t) := F[c(t)] + α
∫ t





Proof If t = a, then, obviously, theorem holds. Let us ﬁx an arbitrary number t ∈ (a,b]T,
we deﬁne z(t) on [a, t]T such that




















Since (u(t))≤ z(t), then u(t)≤ –(z(t)), so we have
z∇ (t)
















+ h(t, t). ()
Deﬁne zˇ(t) on [a,b]T such that




















It is obvious that z(t)≤ zˇ(t) on [a, t]T. Using zˇ(t) we deﬁne α such that
α = max
t∈[a,t]T
M ◦ – ◦ zˇ(t)
M ◦ – ◦ z(a) > .
From the deﬁnition of the functions zˇ(t), z(t),M, – and by Theorem . from [] α
exists.




































































By diﬀerentiating the function y(t) and using –(F–(y(t))) ≤ y(t), we obtain y∇ (t) ≤
αf (t, t)[y(t) +
∫ t
a g(t, ξ )w[y(ξ )]∇ξ ]. Let us deﬁne (t) = y(t) +
∫ t
a g(t, ξ )w[y(ξ )]∇ξ , so
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(t)≥ y(t). Then
∇ (t)
(t) +w[(t)] ≤ max
{
αf (t, t), g(t, t)
}
. ()
Let us deﬁne yˆ(t) and ˆ(t) on [a,b]T such that
































(a) +w((a)) > .
Again from the deﬁnition of the functions (t), y(t), yˆ(t), ˆ(t), w(ˆ(t)) and by Theo-























Since y∇ (t)≤ αf (t, t)(t), then y(t)≤ K(t) + α
∫ t
a f (t, s)(s)∇s. Also using the informa-


























Since t is arbitrary, we can set t = t in the above inequality, and we get the desired re-
sult. 
Remark . The function G(r) deﬁned above satisﬁes limr→∞ G(r) = ∞ by Constantin
[]. This was discussed in [–].
Example . If we take φ(x) = ψ(x) = ′(x) with ′ being nondecreasing, then M(x) =





′ ◦ –(s) ds =
–(x) ––(x).
Choose x = () ≥ . Then –(()) = , hence F(x) = –(x). For the particular case
T = Z, an application of Theorem . gives Theorem .. For the particular case T =R and
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α = β = , an application of Theorem. gives the generalization of Constantin’s inequality
which is done by Yang and Tan [].
Example . Let us take T = hZ such that x, t ∈ [h,Mh], h(x, t) =H(x– t), g(x, t) = f (t,x) =
















Thus, limx→∞ F(x) =∞. F–(x) = ( x ) and –(F–(x)) = ( x )≤ x, ∀x≥ .
If we get the equality, we have
u(hn) = L +
n∑
t=
hH(hn – ht)u(ht) .
By letting n = , , we get
u(h) =
√
L + hH()u(h) ,
u(h) =
√
L + hH(h)u(h) + hH()
u(h)
 .
If we apply Theorem ., we ﬁnd an upper bound for u(hn) as
u(hn)≤ √L + α
∑n







H((M – n)h) u(nh)
L +H((M – )h) u(h) +H((M – )h)
u(h)
 + · · · +H((M – n + )h) u((n–)h)
]
.
Lemma . Let T be a regulated time scale, a,b ∈ T, and consider the time scale [a,b]T
such that σ (a) = a. Let r ∈ C([a,b]T,R) with r∇ (t), r	(t) ≥ . Suppose that a function g ∈









g(s) <∞ and x > , x >  if G(x) =∫ x

ds
g(s) =∞. Then, for each t ∈ [a,b]T, we have





Proof By assumption we have

g(r(ρ(t)) + hν(t)r∇(t)) ≤

g(r(ρ(t)))
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and

g(r(t) + hμ(t)r	(t)) ≤

g(r(t)) .










g(r(ρ(t)) + hν(t)r∇ (t))
≤ α r
	(t)




(G ◦ r)α (t)≤ r
α (t)
g(r(ρ(t))) .
By using [, ] and the assumption on a, we have the desired result






Theorem . u ∈ C([a,b]T,R+) satisﬁes for some k >  such that

















Here our time scale is regulated and σ (a) = a.
∀t ∈ [a,b]T, f , g,h ∈ C([a,b]T,R+), w(t) ∈ C(R+,R+) and w(t) is nondecreasing, there ex-
ist ﬁxed constants m, c >  such that




























 – α + α
) + c(α – α))f (s)
+ c
(

























































 – α + α
) + mc(α – α))f (σ (τ ))
+ mc
(
























































w(s)+s , r > .
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Proof If we take a = t, then the inequality obviously holds true. Let t ∈ (a,b] and deﬁne
z(t) in [a, t] such that

















Therefore, for u(t)≤ √z(t), t ∈ [a, t]T. Since z	(t), z∇ (t)≥ , if we use [], we obtain
 ≤ zα (t)























































































































































Functions that compose z(t) are from C([a,b]T,R+), then they are regulated on [a,b]T,
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Now we use Lemma . and we get
√



















































































Let us say the right-hand side of the above inequality is V (t), then
√
z(t)≤ V (t). So we get



























































































Here V α (t) ≥ . Similarly, if we take the delta and nabla derivative of V (t), we also see
that V	(t),V∇ (t)≥ .
Therefore V (σ (t))≥ V (σ (t))≥ V (t)≥ V (ρ(t))≥ V (ρ(t)). Then
V α (t) ≤ [(c( – α + α) + c(α – α))f (t) + c( – α + α)(α – α)f (ρ(t))
+ c
(






























Let us take V (σ (t)) +
∫ σ(t)
a g(τ )w(V (τ )) α τ = (t). Taking the nabla derivative of (t)
and using (), we have
α (t) ≤ [(c( – α + α) + c(α – α))f (σ (t))
+ c
(





















)f (σ (t)) + c(α – α)f (t)](t)
+
(
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α (t) ≥ . Similarly, 	(t), ∇ (t) ≥ . It is obvious that V (σ (t)) ≤ (t)and since w is




≤ [(c( – α + α) + c(α – α))f (σ (t)) + c( – α + α)(α – α)f (σ (t))
+ c
(











)f (σ (t)) + c(α – α)f (t)]
+
[(























By using the same information while ﬁnding the existence of c, there exists m such that
m = maxt∈[a,t]T
(t)+w((σ (t)))
(ρ(t))+w((ρ(t))) . If we multiply () bym, we have
α (t)
(ρ(t)) +w((ρ(t)))
≤ [(mc( – α + α) + mc(α – α))f (σ (t))
+ mc
(





















)f (σ (t)) + mc(α – α)f (t)]
+
[(


























































 – α + α
) + mc(α – α))f (σ (s))
+ mc
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V α (t) ≤ [(c( – α + α) + c(α – α))f (t) + c( – α + α)(α – α)f (ρ(t))
+ c
(























 – α + α
)
h(s)
























 – α + α
) + mc(α – α))f (σ (s))
+ mc
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Using [] we obtain





























 – α + α
) + c(α – α))f (s)
+ c
(


























































 – α + α
) + mc(α – α))f (σ (τ ))
+ mc
(




















































Since u(t)≤ √z(t)≤ V (t), we get the desired result. 
Example . If we choose α = , T = R, m = c = /, then Theorem . becomes Theo-
rem ..
Example . Let T = {} ∪ { n+ : n ∈ N} ∪ N. Here we assume that N starts with . It is
obvious that our time scales is regulated and  = σ (). Let us chooseM ∈N and investigate
the following equality on the time scales [,M]T:
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h(t) =  if t ∈ {}∪ { n+ : n ∈N} and h(t) = P(t) if t ∈N. Therefore u(t) = k if t ∈ {}∪ { n+ :
n ∈N}, u(n) = k +P()u()+P()u()+ · · ·+P(n–)u(n–)+ (–α)P(n)u(n) if n ∈ [,M].
If we apply Theorem ., we get the bound for u(t) such that















+ c( – α)
[(

















 + P(n – )u(n – ) + ( – α)P(n)u(n)k + P()u() + P()u() + · · · + P(n – )u(n – ) .
If we take α =  , k = , then for the equation u(t) =  + 
∫ t
 h(s)u(s) α s, where h(s) = ,
if t ∈ {} ∪ { n+ : n ∈N} and h(s) =  if t ∈N, then c =  and u(t) is bound with u(t)≤
√
 if
t ∈ {} ∪ { n+ : n ∈N} and u(n)≤ 
√
 + n –  if n ∈N.
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