Abstract. In this paper, novel cost-sensitive principal component analysis (CSPCA) and cost-sensitive non-negative matrix factorization (CSNMF) methods are proposed for handling the problem of feature extraction from imbalanced data. The presence of highly imbalanced data misleads existing feature extraction techniques to produce biased features, which results in poor classication performance especially for the minor class problem. To solve this problem, we propose a cost-sensitive learning strategy for feature extraction techniques that uses the imbalance ratio of classes to discount the majority samples. This strategy is adapted to the popular feature extraction methods such as PCA and NMF. The main advantage of the proposed methods is that they are able to lessen the inherent bias of the extracted features to the majority class in existing PCA and NMF algorithms. A series of experiments on twelve public datasets with dierent levels of imbalance ratios show that the proposed methods outperformed the state-of-the-art methods on multiple classiers.
Introduction
The class imbalance issue is caused by unequal distributions of the data between class labels [5] . It occurs due to a paucity of cases, for example, patients with a rare disease, or diculties in collecting samples due to high cost or privacy. The imbalanced class is considered as a crucial issue in machine learning and data mining due to two reasons: rstly, learning from an imbalanced dataset leads to poor classication because classical data mining algorithms tend to favor classifying examples as belonging to the majority class (negative class). Thus, these base learning algorithms would be incapable of classifying the instances of the minority class (positive class), which are considerably the class of interest.
Secondly, it is a common problem in many real world domains including those related to biomedical, nancial data and others.
In the literature, three categories of techniques have been proposed to solve the class imbalance issue: the data-level, the cost-sensitive, and the algorithmlevel. Firstly, the data-level category or sampling techniques modify the distribution of dataset to make it balanced by using under-sampling or over-sampling methods. The former reduces the majority class samples such as ABC-Sampling [3] and others. However, this may exclude important information by removing useful majority samples [15] . The latter approach increases the number of minor class samples by duplicating or creating new synthetic samples. Oversampling approach does not lose information since all majority samples are retained [6] .
However, duplicating samples approach is more prone to over-tting. Several methods proposed in oversampling approach such as SMOTE [6] , Adaptive Synthetic Sampling (ADASYN) [9] , and others. Secondly, cost-sensitive supervised learning term has been proposed in classication environment to increase the cost on the misclassied instances [8] . Finally, the algorithm-level category modies existing learning algorithms to tend towards the minority samples. For example, Class Condence Proportion Decision Tree (CCPDT) [13] has been proposed to modify the classical decision trees algorithm. However, these algorithms solve the class imbalance problem at the classier level.
On the other hand, feature extraction techniques are considered as a preprocessing method to reduce the number of dimensions in the dataset. In the case of imbalanced data, the extracted features are biased to predict the majority class samples that lead to poor performance on classication [14] . Principal component analysis (PCA) [11] and non-negative matrix factorization (NMF) [12] are very well-known feature extraction methods. The unsupervised PCA algorithm seeks the orthogonal feature extractors that maximize the total variance. Therefore, the extracted features favors majority class because there number is much more than the minority class.
NMF has recently been shown to be a very eective matrix factorization technique in approximating the high dimensional data [12] . It is a vector space method that uses matrix factorization to nd two non-negative reduced-dimension matrices W and H [12] . The factorized matrices W and H will be aected by the imbalance problem and the basis matrix W will be biased to represent the majority class samples, because the magnitude of the residual squared error of negative class instances is much more than the positive ones.
Recently, supervised feature extraction methods are proposed to enhance the classication capability of the factorized matrices by utilizing the existence of class labels [10] . However, to our knowledge, there is no cost-sensitive learning approach to solve the imbalance problem in the supervised feature extraction techniques. In fact, we are unaware of any previous studies that address the imbalanced class problem in the most widely used feature extraction approaches namely NMF and PCA.
In this paper, we propose a cost-sensitive approach for classical PCA and NMF feature extractions which is able to solve the imbalanced class problem without modifying the existing base classiers, or changing the original information of the training datasets. Our approach is validated on highly imbalanced datasets, and the extracted features are classied on popular classiers such as SVM, k-NN, Naive Bayes and decision trees (CART).
Specically, the contributions of this paper are:
1. We propose an eective cost-sensitive strategy that can improve general feature extraction methods for imbalanced data.
2. We apply the cost-sensitive learning strategy to the popular classical feature extraction methods PCA and NMF to handle the imbalance class problem.
3. We provide comprehensive evaluations of our methods on many real-world imbalanced datasets which show the advantages of our methods.
This rest of this paper is organised as follows. Section 2 describes a motivating example. Section 3 presents the theoretical analysis. Section 4 reports experiments before concluding in Section 5.
A Motivating Example
A training dataset is comprised of instances X ∈ R n×m with m features. In a binary case, these instances belong to two dierent classes which are known as the majority (negative) and minority (positive) class respectively. When the data is imbalanced, the number of majority instances greatly outnumbers the instances of minority class. In this section, a vehicle dataset is used and we postpone the description of the characteristics of this dataset to Table 1 .
A major motivation for proposing a cost-sensitive feature extraction method is that the classical PCA and NMF ignore the minority samples during the feature construction that negatively aects the performance of classiers and leads to a overlap class problem that increases with the imbalance ratio.
Figures 1a and 1b show the distribution of the testing samples on original unbalanced data after a classical PCA and NMF is applied on it respectively. It clearly shows that the classiers will nd it very dicult to distinguish between classes due to the overlap class problem.
Thus, integrating the feature extraction methods with the labelling information can often improve the performance of supervised learning algorithms as shown in section 4, because it generates extracted features that consider both classes and corrects the overlap class problem by separating the two classes.
(a) Testing data after projecting the instances using PCA (b) Testing data after projecting the instances using NMF factors In this section, we present the theoretical analysis of our proposed cost-sensitive PCA (CSPCA) and cost-sensitive NMF (CSNMF).
Imbalance cost ratio
Dierent cost ratios are used in all training examples for the majority and minority classes:
for i = 1, ..., N samples,N − and N + are the total number of negative and positive samples respectively. 0 α < 1 is a parameter to weight the majority class. If α = 0, the majority class is weighted by the ratio of the two class sizes in training data. In the case, where the α value gets close to 1, it gradually represents the learning from the positive examples only.
Cost-sensitive Principal Component Analysis (CSPCA)
Principal component analysis (PCA) [11] is one of the most popular feature Mathematically, the rst loading w 1 is computed by:
Therefore, we propose a cost-sensitive PCA technique (CSPCA) to improve the computations of the principal components with consideration of the imbalanced class issue. In the binary case, assume that the negative and positive samples are discounted by imbalance cost ratio C − and C + respectively. The weighted rst principal component becomes:
where C − i and C + i from Eq. (1), and j is the dimension index. Using the dierent cost ratios for the negative and positive class lead to lessening the dominant eect of the negative samples on the extracted features.
Cost-sensitive Non-negative Matrix Factorization (CSNMF)
Non-negative Matrix Factorization (NMF) [12] is a matrix factorization technique under the constraint that the values of the input matrix are non-negative. NMF can be described by the following factorization form
where n is the number of observations, m is the dimension of the data, p is the desired rank such that p < min(m, n) and
To nd the approximate matrix factorization (4), an optimization function is dened by [12] to minimize X − W H 2 with respect to W and H.
In the case of imbalanced data, we propose a cost-sensitive NMF (CSNMF), which injecting the classical unsupervised NMF with labelling information to take into consideration the imbalance class problem.
Our CSNMF function modies the original matrix to alleviate the eectiveness of the negative samples, a new matrix X is dened by
where C − and C + is dened in (1), X ∈ R n×m . CSNMF aims to nd two non-
m×p whose products can estimate the balanced matrix X . The objective function is the Euclidean distance between two matrices, it can be written as:
The objective function O is convex with respect to W and H separately. Lee and Seung [12] proposed iterative multiplicative update rules to minimise the error of O in Eq. (6):
The convergence of the objective function with X is the same as the objective with X proof in [12] .
Revisiting the Motivating Example
This section visualizes the classication improvements after applying our two proposed methods CSPCA and CSNMF on the same dataset that we used in section 2. Fig. 2 shows how the classes can be better distinguished compared to (a) Testing data after projecting the instances using CSPCA (b) Testing data after projecting the instances using CSNMF factors 
Experiments and Analysis
In this section, we analyse and compare the performance of CSPCA and CSNMF against classical PCA and NMF, existing ADASYN algorithm [9] , random undersampling (RU), maximum likelihood cost-sensitive (ML-CST) [7] and CCPDT [13] .
We will make use of four classiers, namely SVM, Naive Bayes, decision trees (CART), and k-NN as instance based learning approach.
Experimental Framework
In the rst place, we dene a set of parameter values for classiers that have been used in all experiments. Without loss of generality, we select k = 5 neighbors in k-NN classier. We choose the number of principal components which represent the 90% of the original data, and the desired rank for CSN M F equal the number of class labels because it is highly related to the cluster structure of the data [4] .
Also, we set balance factor α = 0 for imbalance cost ratio C in (1) to represent equal class proportions in training set.
We evaluated the methods on 12 datasets each with two classes. These datasets are selected from the UCI repository [2] and KEEL-datasets [1] . Details of the data sets are shown in Table 1 : Characteristics of the data sets. Column #IR is the imbalance ratio (i.e., Neg/Pos)
Analysis and Results
In this section, we analyse the behaviour of classical PCA and NMF with existing algorithms that proposed to handle the imbalanced class issue against our proposed CSPCA and CSNMF methods. Firstly, the state-of-the-art methods are composed of two methods from data sampling techniques: ADASYN [9] and random undersampling, one method from cost-sensitive level: ML-CST [7] , and one method from algorithm level: CCPDT [13] .
The obtained results in Tables 1 through 5 Eectiveness of CSPCA and CSNMF on classication performance
We analyse the eects of our CSPCA and CSNMF algorithm on the base classiers, and we compare it with baseline and existing algorithms that proposed for the imbalanced class problem. Firstly, we apply the data sampling algorithms on the training sets to balance the datasets using ADASYN oversampling method and undersampling method. Then, we apply the PCA and NMF on the training sets of imbalanced datasets to construct the extracted features. The projected test data is classied using the base classiers such as SVM, Naive Bayes, De- on the training sets of the imbalanced datasets. Then, we use the same base classiers as in the rst case on the projected test data. Tables 2 and 3 show the preference of our CSPCA and CSNMF method over the existing data sampling techniques. The best average values per approach are highlighted in bold.
On the other hand, we compare our CSPCA and CSNMF method with the ML-CST using logistic regression as a base classier. Then, we conduct another experiment, to compare CSPCA and CSNMF with CCPDT using decision trees as a base classier, and in both cases our method outperformed the above two methods. Tables 4 and 5 show the quality of using our proposed solution for applying feature extraction on imbalanced datasets, as there is a signicant dierence between the results of our methods and the standard PCA, NMF and the other compared algorithms. One may also observe the generalization of our new method by improving the performance of classication on a set of the well-known classiers.
As highlighted earlier, CSPCA and CSNMF methods improve the performance of classication for to two reasons. Firstly, it tackles the overlap class problem by shrinking the majority samples. Secondly, the extracted features of CSPCA and CSNMF respectively consider the minority samples, even in highly imbalanced datasets where the imbalance ratio >> 20. This paper proposes a cost-sensitive learning strategy to address the imbalanced class problem that can be applied to well-known feature extraction techniques such as PCA and NMF. We have integrated the cost-sensitive strategy in PCA and NMF and proposed two new methods CSPCA and CSNMF.
Our proposed method embeds the labelling information in the classical feature extraction methods to extract the balanced features which improve the accuracy of classication and reduce the overlapping between the classes. Our results show the high-performing quality of our proposed methods on multiple popular classiers and benchmark datasets. They can deal with dierent levels of imbalance and sizes of the datasets. In future, we will extend the idea to multi-label classication problems. We also plan to adapt the strategy to other feature extraction techniques.
