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Abstract. This work presents a study about approaches and monitoring tools for
performance and power consumption, pointing out its strengths and limitations.
The goal is to find solutions that enable the monitoring of relevant parame-
ters for analysis of scientific applications in HPC environments. In addition,
it presents a web environment developed to relate and visualize data from the
monitoring of performance and power consumption, with simplicity and agility.
Resumo. Neste trabalho e´ apresentado um estudo sobre as diferentes aborda-
gens e ferramentas de monitoramento de desempenho e consumo de energia
abordando suas vantagens e limitac¸o˜es. O objetivo e´ encontrar soluc¸o˜es que
viabilizem a coleta de paraˆmetros relevantes para ana´lise de aplicac¸o˜es ci-
entı´ficas em ambientes de HPC. Ale´m disso, e´ apresentado um ambiente web
desenvolvido para permitir relacionar e visualizar dados obtidos do monitora-
mento de desempenho e de consumo de energia, com simplicidade e agilidade.
1. Introduc¸a˜o
O projeto HPC4e1, no qual este trabalho se insere, visa o desenvolvimento de simulac¸o˜es
altamente escala´veis que viabilizem a gerac¸a˜o de energia de maneira mais eficiente. En-
tre seus objetivos te´cnicos esta˜o a ana´lise de desempenho de aplicac¸o˜es, a identificac¸a˜o
de possı´veis gargalos na sua execuc¸a˜o e a eficieˆncia no consumo de energia. Portanto,
monitorar aplicac¸o˜es e ambiente sa˜o tarefas indispensa´veis. Por meio do monitoramento
e da avaliac¸a˜o de desempenho das aplicac¸o˜es cientı´ficas, e´ possı´vel caracterizar, para os
diferentes modelos e tamanhos de problema, quais seus principais requisitos ( CPU, E/S,
Memo´ria) e qual a relac¸a˜o desses requisitos com o consumo de energia [Silva et al. 2016].
O principal objetivo e´ realizar este tipo de ana´lise e para isso e´ fundamental a utilizac¸a˜o
de ferramentas de monitoramento de desempenho. No entanto, as ferramentas existentes
possuem diferentes te´cnicas para realizar o registro de informac¸o˜es comportamentais, as
quais implicam em diferentes vantagens e limitac¸o˜es. Ale´m disso, e´ essencial que os da-
dos coletados sejam analisados, pois a avaliac¸a˜o e a interpretac¸a˜o dos mesmos e´ o que
viabilizara´ encontrar soluc¸o˜es que podera˜o contribuir para a melhoria de desempenho e a
reduc¸a˜o do consumo energe´tico. E´ raro encontrar ferramentas que relacionem a avaliac¸a˜o
de desempenho e energia simultaneamente, permitindo a fa´cil visualizac¸a˜o desses dados.
Portanto, o objetivo deste trabalho e´ realizar um estudo sobre as diferentes ferramen-
tas e abordagens de monitoramento de desempenho e consumo de energia, encontrando
1 High Performance Computing for Energy - https://hpc4e.eu/
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soluc¸o˜es que viabilizem a coleta dos paraˆmetros considerados relevantes. Ainda, apresen-
tar o ambiente que esta´ em desenvolvimento para ana´lise e visualizac¸a˜o de dados, com o
qual ja´ e´ possı´vel relacionar e analisar paraˆmetros de desempenho e energia.
Este trabalho esta´ organizado da seguinte forma: Na Sec¸a˜o 2 sa˜o apresentadas
as abordagens de monitoramento de desempenho e consumo de energia, ale´m de alguns
trabalhos relacionados. Na Sec¸a˜o 3 e´ apresentado o ambiente de ana´lise e visualizac¸a˜o de
dados. Finalmente, na Sec¸a˜o 4 sa˜o apresentadas as considerac¸o˜es finais.
2. Abordagens de monitoramento e Trabalhos relacionados
Nesta sec¸a˜o sa˜o apresentados conceitos sobre as diferentes abordagens de monitoramento
de desempenho e energia bem como ferramentas, apontando as vantagens e limitac¸o˜es
observadas. Ale´m disso, dada a grande abrangeˆncia da a´rea e dos diversos trabalhos que
propo˜em suas pro´prias ferramentas e abordagens para a ana´lise de desempenho ou para o
consumo de energia, os trabalhos relacionados se restringem a essas ferramentas.
Todo processo de ana´lise de desempenho de aplicac¸o˜es passa por duas fases
prima´rias, a coleta de dados e a ana´lise dos mesmos [Schnorr 2014]. Na abordagem
online, tanto a coleta quanto a ana´lise, sa˜o realizadas simultaneamente e ferramentas de
monitoramento sa˜o executadas em paralelo com a aplicac¸a˜o para observa´-la em tempo
real. Entre as ferramentas que fazem uso dessa abordagem, avaliando o impacto que a
aplicac¸a˜o esta´ causando no ambiente, foi avaliada a ferramenta Nagios [Guthrie 2013].
Pore´m, o objetivo deste trabalho na˜o e´ o monitoramento do desempenho do sistema, mas
de um processo especı´fico (aplicac¸a˜o). Na abordagem offline, ambas as fases sa˜o reali-
zadas separadamente, com a ana´lise da aplicac¸a˜o ocorrendo apo´s a execuc¸a˜o da mesma.
Nessa abordagem, ainda que ferramentas de monitoramento sejam utilizadas, normal-
mente e´ necessa´rio inserir diretivas no co´digo da aplicac¸a˜o para coletar seus dados. Essas
diretivas sa˜o inseridas manualmente ou por alguma biblioteca que integra a pro´pria ferra-
menta utilizada, como no trabalho de [Shende and Malony 2006].
A te´cnica mais comum empregada pelas ferramentas de monitoramento e´ a amos-
tragem [Reed 1994], a qual consiste em coletar, em intervalos fixos, o estado quanti-
tativo do consumo de diferentes recursos computacionais pela aplicac¸a˜o (por exemplo,
Nagios e Intel Vtune). No entanto o rastreamento tambe´m e´ utilizado para coletar os
paraˆmetros. Pore´m, com essa te´cnica se obte´m uma quantidade de dados significativa,
pois todos os eventos ocorridos durante a execuc¸a˜o da aplicac¸a˜o sa˜o registrados. Dentre
as ferramentas que fazem uso desta te´cnica encontram-se Pablo [Reed et al. 1992] e Pa-
raver [Pillet et al. 1995]. Pablo utiliza um padra˜o, SDDF, para representac¸a˜o dos dados,
enquanto o Paraver possui maior flexibilidade por representar graficamente arquivos de
rastros vindos de diferentes ferramentas, como DIMEMAS e OMPItrace. Em muitos ca-
sos a aplicac¸a˜o precisa ser instrumentada para que seja possı´vel coletar todos os rastros
sobre sua execuc¸a˜o. Pore´m, a limitac¸a˜o e´ justamente a instrumentac¸a˜o, pois e´ necessa´rio
a compreensa˜o do co´digo da aplicac¸a˜o e a cada experimento o mesmo processo deve ser
realizado, com dificuldades que sera˜o inerentes a complexidade do co´digo analisado.
As abordagens para a medic¸a˜o do consumo de energia, podem ser classificadas
como me´todos diretos ou indiretos. Nos me´todos diretos as medic¸o˜es podem ser feitas
por meio de sensores de hardware externos ou internos, os quais coletam amostras da
poteˆncia consumida durante um intervalo de tempo [Bridges et al. 2016]. Os medido-
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res externos sa˜o componentes de hardware conectados entre a fonte de alimentac¸a˜o e o
componente sob investigac¸a˜o. Esse tipo de medic¸a˜o na˜o permite uma amostragem muito
precisa e detalhada, especialmente para ambientes HPC. Ja´ os medidores internos sa˜o
obtidos diretamente dos sensores internos, permitindo uma amostragem mais precisa.
As medidas indiretas sa˜o utilizadas quando na˜o e´ possı´vel a medic¸a˜o direta e sa˜o
feitas por te´cnicas de modelagem e simulac¸a˜o. Com a modelagem estima-se o consumo
de energia usando um modelo que correlaciona a poteˆncia com os contadores de de-
sempenho de hardware [Ferro et al. 2017]. Um grande nu´mero de trabalhos na a´rea de
eficieˆncia energe´tica sa˜o focados no uso de modelos para estimar o consumo de ener-
gia [Burtscher et al. 2014]. Dentre eles o trabalho de [Bourdon et al. 2013], no qual
encontra-se a ferramenta PowerAPI, que a partir do acesso aos sensores e do Identificador
de Processo (PID) da aplicac¸a˜o, estima seu consumo energe´tico por componente (CPU,
rede, memo´ria,etc). No entanto, como o PID e´ criado somente ao executar a aplicac¸a˜o,
na˜o ha´ possibilidade de obter o consumo de energia no instante inicial e alguns instantes
antes ou depois da execuc¸a˜o da aplicac¸a˜o, o que e´ importante na ana´lise para estabelecer
precisamente qual a energia consumida pelo sistema, pelo monitor e pela aplicac¸a˜o. Esse
processo de monitoramento e´ detalhado em [Ferro et al. 2017].
Tambe´m foram avaliadas abordagens de medida direta usando sensores inter-
nos, tal como a ferramenta Intel VTune2 que permite monitorar tanto desempenho como
poteˆncia. Como monitor de desempenho oferece uma visa˜o detalhada de cada func¸a˜o
existente no co´digo da aplicac¸a˜o. Tambe´m dispo˜e de um driver (powerdk) para coletar
energia mas, devido a` necessidade de va´rias dependeˆncias, sua instalac¸a˜o e uso possuem
alta complexidade. Ale´m disso, os dados de desempenho possuem definic¸o˜es pro´prias,
dificultando a interpretac¸a˜o dos resultados. A NVIDIA System Management Interface
(NVSMI) 3 e´ um programa que por meio de linhas de comando permite consultar os sen-
sores internos das GPUs NVIDIA e monitorar alguns paraˆmetros de utilizac¸a˜o, tais como
a utilizac¸a˜o das GPUs e memo´ria, temperatura e consumo de poteˆncia. Pore´m, so´ pode
ser usada para monitorar algumas gerac¸o˜es de GPUs NVIDIA.
Com o Nagios e´ possı´vel coletar energia e outros paraˆmetros, mas esse processo e´
custoso, pois ha´ necessidade de desenvolver o script para coletar energia de acordo com o
sensor disponı´vel no ambiente em que a aplicac¸a˜o e´ executada. Ale´m do processo desse
script, outros processos referentes ao Nagios sa˜o executados para o funcionamento da
ferramenta, consequentemente, o overhead causado pela coleta dos dados e´ maior. Ale´m
disso, como o Nagios utiliza uma abordagem online, voltado para o monitoramento de
ambientes, ha´ uma perda na eficieˆncia quando ele e´ utilizado para monitorar aplicac¸o˜es,
pois os scripts sa˜o executados a altas taxas de amostragem.
Embora seja possı´vel coletar o consumo de energia com diferentes ferramentas,
geralmente elas na˜o apresentam mo´dulos de visualizac¸a˜o para analisar os dados grafica-
mente (exceto Intel VTune). Ale´m disso, na˜o e´ comum encontrar uma u´nica ferramenta
que permita a coleta e ana´lise de todos os aspectos relevantes no projeto simultanea-
mente. O que se encontra, na maioria das vezes, sa˜o ferramentas que obte´m somente
os paraˆmetros relacionados ao desempenho ou ao consumo de poteˆncia pela aplicac¸a˜o.
Outras ferramentas, como o PAPI, TAU, Paraver e Intel VTune auxiliam mais na ana´lise
2https://software.intel.com/en-us/intel-vtune-amplifier-xe
3https://developer.nvidia.com/nvidia-system-management-interface
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dos rastros da aplicac¸a˜o, como as func¸o˜es esta˜o sendo executadas e paralelizadas, impor-
tantes para fase de otimizac¸a˜o das aplicac¸o˜es, mas que na˜o atendem aos objetivos deste
trabalho. Ale´m disso, a taxa de amostragem para algumas ferramentas, como o NVSMI,
e´ um pouco baixa (1 Hz) o que pode ser insuficiente para perceber mudanc¸as na poteˆncia
consumida por aplicac¸o˜es com menor tempo de execuc¸a˜o.
Com o objetivo de monitorar a execuc¸a˜o de uma aplicac¸a˜o, analisando percentu-
ais e tempos de utilizac¸a˜o dos recursos computacionais, trac¸ando um perfil da aplicac¸a˜o e
como seu desempenho e consumo de energia sa˜o afetados quando executada em diferentes
arquiteturas, modelos de implementac¸a˜o e tamanhos de problema, e´ que as ferramentas e
abordagens mencionadas foram analisadas. Assim, as limitac¸o˜es apresentadas motivaram
o desenvolvimento da nossa pro´pria ferramenta, com a qual e´ possı´vel realizar na˜o so-
mente o monitoramento de desempenho e energia, mas tambe´m relacionar graficamente
esses paraˆmetros por meio de um ambiente de visualizac¸a˜o e ana´lise. Esse ambiente e´ um
dos principais objetivos deste trabalho, apresentado a seguir.
3. Ambiente de ana´lise e visualizac¸a˜o de dados
No desenvolvimento da ferramenta para monitoramento de desempenho e consumo de
energia do grupo ComCiDis 4, o monitoramento e´ feito utilizando uma abordagem offline
e por amostragem, consideradas mais apropriadas ao nosso tipo de ana´lise. A abordagem
para medir a poteˆncia consumida e´ a medic¸a˜o direta usando os sensores internos, tanto
para CPUs como GPUs pois, foi considerada a forma mais precisa para HPC, ale´m de na˜o
ser necessa´rio a aquisic¸a˜o de hardwares externos. O monitoramento se da´ em treˆs fases
(Figura 1): configurac¸a˜o dos experimentos, coleta dos dados e ana´lise. Vale ressaltar que
neste trabalho o foco esta´ na terceira etapa, destacada na figura. Os detalhes da primeira
e segunda etapas, como por exemplo o processo de coleta de dados sobre o consumo de
recursos computacionais e poteˆncia, sa˜o descritos no trabalho de [Ferro et al. 2017].
Antes do desenvolvimento do ambiente de ana´lise e visualizac¸a˜o, apo´s a execuc¸a˜o
das duas primeiras fases, os dados do monitoramento eram coletados e organizados em
planilhas e novos gra´ficos gerados manualmente, a cada novo conjunto de experimentos.
Pore´m, esse processo era altamente custoso por envolver um grande conjunto experimen-
tal, com diferentes aplicac¸o˜es e tamanhos de problema. A necessidade de aprimorar e
agilizar essa etapa de ana´lise motivou a proposta de desenvolver e integrar a` ferramenta
de monitoramento o ambiente de ana´lise e visualizac¸a˜o (Figura 1 - etapa 3). Esse ambiente
(Figura 2) foi desenvolvido como um servidor web, oferecendo aos usua´rios acesso aos
dados experimentais e a gerac¸a˜o de gra´ficos. Por ser um servidor web facilita a portabili-
dade, podendo ser utilizado em diferentes dispositivos (tablets e smartphones) e sistemas
operacionais e pode ser acoplado a um ambiente de nuvem computacional com facili-
dade. O ambiente e´ composto por um conjunto de tecnologias para o funcionamento do
servidor web (mo´dulos do Node.js), para gerac¸a˜o dos templates dos gra´ficos (Morris.js)
e para converter os dados do monitoramento em formato adequado as demais tecnologias
(Parse data). A utilizac¸a˜o dos mo´dulos do Node.js permitem agilizar a construc¸a˜o de
servidores web, pois ha´ uma estrutura pronta para criac¸a˜o desses servidores.
Para gerac¸a˜o dos gra´ficos, o usua´rio inicialmente escolhe quais diferentes
paraˆmetros deseja relacionar e o gra´fico e´ gerado automaticamente, o que facilita a ana´lise
4Computac¸a˜o Cientı´fica Distribuı´da - http://comcidis.lncc.br/
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Figura 1. Etapas do monitoramento.
Figura 2. Ambiente de ana´lise e
visualizac¸a˜o de dados.
dos resultados. Na Figura 3 e´ apresentado um dos modelos de gra´fico gerado, no qual fo-
ram selecionados paraˆmetros referentes ao percentual de utilizac¸a˜o dos recursos computa-
cionais (CPU e memo´ria) e ao consumo de poteˆncia e temperatura ao longo da execuc¸a˜o
da aplicac¸a˜o. No eixo esquerdo, apesar dos paraˆmetros apresentados possuı´rem dife-
rentes unidades, a escala de valores e´ construı´da com base no valor ma´ximo obtido pelos
paraˆmetros. Pore´m, a medida em que o mouse percorre diferentes a´reas do gra´fico, aquela
a´rea e´ marcada por pontos, os quais indicam o valor exato de cada paraˆmetro envolvido.
Esses paraˆmetros tambe´m sa˜o apresentados ao lado do gra´fico com seus valores exatos e
suas respectivas unidades. No eixo inferior a escala de valores e´ construı´da com o tempo
de execuc¸a˜o da aplicac¸a˜o. Esses gra´ficos sa˜o gerados utilizando templates em javascript,
os quais interpretam dados de entrada no formato Java Script Object Notation (JSON).
Tambe´m foi desenvolvido um script shell (parse data), o qual modifica os arquivos de
saı´da gerados pela segunda etapa para o formato JSON.
Figura 3. Gra´fico gerado pela ferramenta desenvolvida.
Esse tipo de ambiente de visualizac¸a˜o foi desenvolvido com foco em se obter
boa usabilidade e portabilidade, o que vem agilizando muito a ana´lise e visualizac¸a˜o dos
diversos conjuntos de dados experimentais gerados pelas pesquisas.
4. Considerac¸o˜es Finais e Trabalhos Futuros
Embora existam diversas ferramentas para ana´lise de desempenho, o conjunto de
paraˆmetros coletados nem sempre atendem as necessidades da pesquisa, pois cada grupo
busca atender a`s suas pro´prias demandas, como e´ o caso deste trabalho. Ale´m disso, na˜o
e´ comum encontrar uma u´nica ferramenta que permita coletar e analisar aspectos de de-
sempenho e energia sobre a execuc¸a˜o de uma aplicac¸a˜o, e as que coletam informac¸o˜es
sobre o consumo de energia, geralmente na˜o apresentam mo´dulos de visualizac¸a˜o para
ana´lise dos dados. O estudo de diversas ferramentas e das limitac¸o˜es encontradas, mo-
tivaram o desenvolvimento de uma ferramenta de monitoramento com ambiente para a
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ana´lise e visualizac¸a˜o de dados. O ambiente apresentado agiliza o processo de ana´lise de
resultados experimentais e a busca de soluc¸o˜es que podera˜o contribuir para a melhoria
de desempenho e a reduc¸a˜o do consumo energe´tico das aplicac¸o˜es cientı´ficas. Em traba-
lhos futuros novos modelos de gra´ficos sera˜o incluı´dos, ale´m de permitir a combinac¸a˜o de
um conjunto maior de paraˆmetros na gerac¸a˜o desses gra´ficos. Ale´m disso, sera˜o criados
templates para visualizac¸a˜o do modelo de ana´lise de desempenho Roofline e sera´ feita a
integrac¸a˜o com o ambiente de nuvem computacional VirtualIS do ComCiDis.
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