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Abstract
We study the Gibbs sampling algorithm for continuous determinantal point processes. We
show that, given a warm start, the Gibbs sampler generates a random sample from a continuous
k-DPP defined on a d-dimensional domain by only taking poly(k) number of steps. As an
application, we design an algorithm to generate random samples from k-DPPs defined by a
spherical Gaussian kernel on a unit sphere in d-dimensions, Sd−1 in time polynomial in k, d.
1 Introduction
Let L ∈ Rn×n be a positive semi-definite (PSD) matrix. A discrete determinantal point process
with kernel L is a probability distribution µ : 2[n] → R+ defined by
µ(S) ∝ det(LS), ∀S ⊆ [n].
The notion of DPP was first introduced by [Mac75] to model fermions. Since then, They have
been extensively studied, and efficient algorithms have been discovered for tasks like sampling from
DPPs [LJS15, DR10, AGR16], marginalization [BR05], and learning [GKFT14, UBMR17] them (in
the discrete domain). In machine learning they are mainly used to solve problems where selecting
a diverse set of objects is preferred since they offer negative correlation. To get intuition about
why they are good models to capture diversity, suppose each row of the gram matrix associated
with the kernel is a feature vector representing an item. It means the probability of a set of
items is proportional to the square of the volume of the space spanned the vectors representing
items. Therefore, larger volume shows those items are more spread which resembles diversity. Text
summarization, pose estimation, and diverse image selection are examples of applications of DPP
in this area [GKT12, KT+12, KT10, KT11]. These distributions also naturally appear in many
contexts including non-intersecting random walks [Joh02], random spanning trees [BP93].
Here, we focus on the sampling problem of DPPs. In the discrete setting, the first sampling
algorithms was proposed by [HKP+06]. They propose a two-step spectral algorithm which generates
a random sample by running an eigen-space decomposition of the kernel and running conditional
sampling on the space spanned by a randomly chosen set of the eigenvectors. Several algorithms
for sampling different variation of DPPs including k-DPPs have been built on this idea [KT+12,
DR10]. The disadvantage of spectral techniques for this problem is that they typically need the
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eigen-decompostion or Cholesky decomposition of the kernel which makes them inefficient for large
instances. Recently, several group of researchers studied employing the Monte Carlo Markov Chain
(MCMC) technique for this task [AGR16, LSJ16, RK15]. It is shown in [AGR16] that the natural
Metropolis-Hastings algorithm for k-DPPs gives an efficient sampling method running in time
O(n)poly(k), where n is the number points in the underlying kernel.
In this paper, our main goal is to study the sampling problem of continuous DPPs. On a
continuous domain, a DPP is defined similarly by a continuous PSD operator. For C ⊆ Rd, and a
continuous PSD kernel L : C×C → R, the DPP is a distribution over finite subsets of C where for
every subset S, the probability density function at S, p(S) satisfies
p(S) ∝ det(LS).
For an integer k > 0, a (continuous) k-DPP is the restriction of a (continuous) DPP to subsets of
size exactly k. Continuous DPPs naturally arise in several areas of Phyiscs, Math and Computer
Science; To name a few examples, eigenvalues of random matrices [MG60, Gin65], zero-set of
Gaussian analytic functions [PV05] are families of DPPs; also, see [LMR15] for applications in
statistics and [BL16] for connections to repulsive systems. Recently, sampling from continuous
k-DPP has also been used for tuning the hyper-parameters of a network [?]. Unlike the discrete
setting, despite several attempts [HAFT13, SZT09, LMR12, BH16, HG16], to this date, we are not
aware of any efficient sampling algorithms with provable guarantees. It remains an open problem
to design an efficient sampling algorithm for continuous k-DPPs.
Our main contribution is to develop an algorithm to draw approximate samples from a k-DPP
defined by a continuous kernel, and having access to a “conditional-sampling” oracle.
Unlike [AGR16], here, we analyze a different Markov chain, called the Gibbs sampler chain:
Let π be a k-DPP defined by a kernel L : C × C → R for C ∈ Rd. Given a state {x1, . . . , xk},
the Gibbs sampler M moves as follows: Remove a point xi ∈ {x1, . . . , xk} is chosen uniformly
at random, and move to the state {x1, . . . , xi−1, y, xi+1, . . . , xk} with probability proportional to
detL(x1, . . . , xi−1, y, xi+1, . . . , xk).
1.1 Results
We study the problem of sampling from a continuous k-DPP, and present the first MCMC based
algorithm with provable guarantees for this problem. Our main contribution is to show that the
Gibbs sampler for k-DPPs (see Definition 2.1) mixes rapidly, and can be simulated efficiently under
some extra assumptions on the kernel. More precisely, we analyze the conductance of the Gibbs
samplers k-DPPs (see theorems 3.1 and 4.1), and using the well-known connection between the
conductance and mixing time obtain the following.
Theorem 1.1. Let M be the Gibbs sampler for a k-DPP π. If we run the chain starting from an
arbitrary distribution µ0, for any ǫ > 0 we have
τµ0(ǫ) ≤ O(k4) · log

varπ(fµ0fpi )
ǫ

 .
In the above theorem, fπ and fµ0 refer to the probability density functions for π and µ0,
respectively. Moreover, τµ0(ǫ) denotes the mixing time for the chain started from µ0, and is defined
by
τµ0(ǫ) = min{t | dTV(µt, π) ≤ ǫ},
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where µt is the distribution after t steps, and dTV denotes the total variation distance. Moreover,
an ǫ-approximate sample for distribution π refers to a random sample from a distribution µ where
dTV(µ, π) ≤ ǫ.
To find a “good” starting distribution µ for which the bound in Theorem 1.1 is polynomial, we
require some additional constraints on the kernel. Namely, we need to have access to conditional
sampling oracles, formally defined as follows.
Definition 1.2. For a kernel L : C × C → R, a subset S ⊂ C, and an integer j, we define
(S, j)-conditional distribution of L to be a simple point process defined on
(C
j
)
by a pdf function f
satisfying
∀{x1, . . . , xj} ⊂ C : f(x1, . . . , xj) ∝ det
L
(S ∪ {x1, . . . , xj}),
and zero if S ∩ {x1, . . . , xj} 6= ∅. We denote this distribution by CDL(S, j). We say an algorithm
is an CDL(i, j) oracle for integers i and j, if given any S ⊂ C (|S| = i), it returns a sample from
the CDL(S, j).
It is straight-forward to see that taking a step of the Gibbs sampler of the k-DPP from the state
x1, . . . , xk defined by L is equivalent to removing a point xi, for some 1 ≤ i ≤ k, and generating a
sample from CDL({x1, . . . , xi−1, xi+1, . . . , xk}, 1). We prove the following.
Theorem 1.3 (informal). Let M be the Gibbs sampler for the k-DPP defined by a kernel L.
Given CDL(i, 1) oracles for all 0 ≤ i ≤ k − 1, we sample a starting state for M from a probability
distribution µ where
τµ(ǫ) ≤ O(k5 log k
ǫ
).
Therefore, to get a polynomial time algorithm for sampling from a k-DPPs (a CD(0, k) dis-
tribution), it is essentially enough to have efficient algorithms to sample from conditional 1-
DPPs (CD(., 1) distributions), which is a much simpler problem. As an application, we con-
sider Gaussian kernels. For a covariance matrix Σ ∈ Rd×d, a Gaussian kernel GΣ is defined by
GΣ(x, y) = exp(−(x− y)⊺Σ−1(x− y)). We show a simple rejection sampling can be used as condi-
tional sampling oracles for GσI , and obtain the following.
Theorem 1.4 (See Theorem 5.2 for details.). Let d, and k ≤ ed1−δ for some 0 < δ < 1 be two
integers. There is a randomized algorithm that for any ǫ > 0 and σ ≤ 1, generates an ǫ-approximate
sample from the k-DPP defined by GσI restricted to Sd−1 which runs in time O(d log 1ǫ ) · kO(
1
δ
).
In the above, we are assuming a sample from the normal distribution can be generated in
constant time.
1.2 Previous Work
In the continuous regime, the efforts have been mostly concentrated on finding the eigen-decomposition
of the kernel or a low-rank approximation of it, and extending the aforementioned spectral tech-
niques to the continuous space [HAFT13, SZT09, LMR12, BH16]. However, in theory, these meth-
ods does not yield provable guarantees for sampling because generally speaking, to project the DPP
kernel onto a lower dimensional space, they minimize the error with respect to a matrix norm, rather
than the DPP distribution. Moreover, there are two main obstacles to implement this approach:
First, there is no efficient algorithm for obtaining an eigen-decomposition of a kernel defined on an
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infinite space because it may have infinitely many eigenvalues. Secondly, for a general continuous
eigen-decomposition, it is impossible to run a conditional sampling algorithm. For a concrete ex-
ample, [LMR12] uses an orthonormal Fourier transform to find a low-rank approximation of the
DPP kernel, and then proceeds with conditional sampling via rejection sampling. But, they do not
provide any rigorous guarantee on the distance between the resulting distribution, and the under-
lying k-DPP distribution. A similar spectral approach is proposed in [HAFT13]. They consider the
Nysto¨rm method, and random Fourier feature as two techniques to find low-rank approximation
of the kernel. The approximation scheme that they use enables them to handle a wider range of
kernels. However, the first issue still remains unresolved: as the rank of the approximated kernel
increases, the resulting distribution becomes closer to the initial k-DPP, but to the best of our
knowledge there is no provable guarantee. [HAFT13] also provides empirical evidence that Gibbs
sampling is efficient to generate sample from continuous k-DPP in many cases. However, they do
not provide any rigorous justification. It is also worth mentioning that [HG16] claims to devise an
algorithm to generate exact samples for specific kernels (including Gaussian), yet a careful look at
their method would reveal a major flaw in their argument 1.
1.3 Techniques
Our first contribution is to analyze the Gibbs sampler chain in the discrete setting. We prove for
a k-DPP defined on n points, the spectral gap of the Gibbs sampler chain is a polynomial in 1/k
and independent of n. So, up to logarithmic factors in n, the chain mixes in time polynomial in k.
This result on its own could be of interest in designing distributed algorithms for sampling from
discrete k-DPPs. This is because given access to m processors, one can generate the next step of
the Gibbs sampler in time O(n/m).
Secondly, we lift the above proof to the continuous setting using a natural discretization of
the underlying space. To prove the mixing time, we need to make sure that the logarithm of
the variance of the starting distribution with respect to the stationary distribution of the chain,
i.e., the k-DPP, is polynomially small in k, d. We use a simple randomized greedy algorithm for
this task: We start from the empty set; assuming we have chosen x1, . . . , xi we sample xi+1 from
CDL({x1, . . . , xi}, 1), where as usual L is the underlying kernel. We show that the distribution
governing the state output by this algorithm is our desired starting distribution.
Lastly, we use our main theorem to generate samples from a k-DPP defined on a spherical
Gaussian kernel on Sd−1. To run the above algorithm we need to construct the CDL(i, 1) for all
0 ≤ i ≤ k − 1 where L is the corresponding kernel. Given the point {x1, . . . , xi}, we use the
classical rejection sampling algorithm to choose xi+1; namely, we generate a uniformly random
point on the unit sphere and we accept it with probability
detL(x1,...,xi+1)
detL(x1,...,xi)
. We use the distribution
of the eigenvalues of the spherical Gaussian kernel [MNY06] to bound the expected number of
proposals in the rejection sampler.
2 Preliminaries
Let Rd denote the d-dimensional euclidean space. Whenever, we consider C ⊂ Rd as measurable
space, our measure is the standard Lebesgue measure. The vol(C) denotes the d-dimensional volume
1The distribution that they consider as the conditional distribution of the k-DPP is in fact equivalent to our notion
of conditional distribution of the kernel (see Definition 1.2 )
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of C with respect to the standard measure. A function f : C → R belongs to ℓ2(C), if ∫C |f(x)|2dx <
∞. For two such functions f, g the standard inner product is defined by 〈f, g〉 ∫C f(x)g(x)dx. A
function L : C × C → R, is a Hilbert-Schmidt kernel ∫C ∫C |L(x, y)|dxdy < ∞. The associated
Hilbert-Schmidt integral operator is then a linear operator which for any f ∈ ℓ2(C) is defined
by ∀x ∈ C : Lf(x) = ∫C L(x, y)f(y)dy. The operator is self-adjoint if for any f, g ∈ ℓ2(C),
〈f, Lg〉 = 〈Lf, g〉. It is Positive Semi-Definite (PSD), if for any f , 〈Lf, f〉 ≥ 0.
Mercer’s Conditions. A kernel L satisfies the Mercer conditions if: L is symmetric, which
means for any x, y ∈ C, L(x, y) = L(y, x). Moreover, for any finite sequence x1, . . . , xi ∈ C, the
submatrix L{x1,...,xi} is a PSD matrix. It is known that the operators satisfying Mercer conditions
are PSD. Moreover, if L satisfies Mercer’s condition, for any x ∈ C, there exists a Hilbert space
H, and a function fx : H → R, where for any y ∈ C, L(x, y) = 〈fx, fy〉H . These functions are also
known as feature maps. We also use the classical Mercer’s theorem which states that operators
satisfying the Mercer’s condition are compact, and so have a countable system of eigen-spaces and
eigenvalues. i.e. there are non-negative eigenvalues λ1, λ2 . . . , and {φi}∞i=1 ⊂ ℓ2(C) where
L =
∞∑
i=1
λiφi(x)φi(y).
In section 5, we use this result for Gaussian kernels. Throughout, the rest of the paper, whenever we
say a continuous kernel, we refer to continuous Hilbert-Schmidt kernel which satisfies the Mercer’s
conditions.
If π is a probability distribution, we use fπ to refer to the corresponding probability density
function (pdf). We use bold small letters to refer to a finite set of points in Rd, and in particular a
state of the Gibbs sampler for a k-DPP, e.g. x = {x1, . . . , xk} ⊂ Rd. For y ∈ Rd, we may use x+ y
to indicate x∪{y}. For any x = {x1, . . . , xk}, we use detL(x1, . . . , xk) and detL(x) interchangeably
to refer to determinant of the k × k submatrix where the ijth entry is L(xi, xj). Whenever, the
kernel is clear from the context, we may drop the subscript. For two expression A and B, we write
A . B to denote A ≤ O(B).
2.1 Continuous Determinantal Point Process
A Determinantal Point Process (DPP) on a finite set, namely [n] is a probability distribution π on
the subsets of [n](2[n]) which is defined by a PSD matrix (a.k.a kernel) L ∈ Rn×n where for every
subset S ⊂ [n],
P(S) ∝ det(LS)
where L(S) is the principal submatrix of L indexed by elements of S. For an integer 0 ≤ k ≤ n,
the restriction of π to subsets of size k is called a k-DPP defined by the kernel L. So support of a
k-DPP defined on [n] is
([n]
k
)
.
Similarly a continuous k-DPP can be defined on a continuous domain with a continuous PSD
kernel L : Rd×Rd → R. The above succinct definition suffices to understand the rest of the paper.
However, for completeness, we formally define them in the following. For more details about DPPs
and generally point processes on continuous domains, we refer interested readers to [HKP+06].
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Continuous k-DPP. For a kernel L : Rd ×Rd → R, and for an integer k, the k-DPP defined by
L on domain C is a point process with the support of subsets of C of size k,
(C
k
)
, defined as follows:
For any {x1, . . . , xk} ⊂ C the probability density function is proportional to det(x1, . . . , xk). i.e.
for any mutually disjoint family of subsets D1, . . . ,Dk ⊂ C,
π ({{x1, . . . , xk}|∀i, ∈ Di}) = 1
Z
∫
D1
· · ·
∫
Dk
det
L
(x1, . . . , xk)dxk . . . dx1,
where Z is the partition function Z = 1k!
∫
C · · ·
∫
C detL(x1, x2, . . . , xk)dxk . . . dx1. Now As alluded
to before, we study the Gibbs sampling scheme for a k-DPP which is formally defined as follows:
Definition 2.1 (Gibbs samplers for k-DPPs). Let π be a k-DPP defined by a kernel L : C×C → R
for C ∈ Rd. The Gibbs sampler M for π is a Markov chain with state space (Ck) and stationary
measure π which moves as follows: Let {x1, . . . , xk} ⊂ C be the current state. A point xi ∈
{x1, . . . , xk} is chosen uniformly at random, and the chain moves to the state {x1, . . . , xk}−xi+ y
for y ∈ C chosen by the distribution defined by the pdf function
f(y) :=∝ det
L
(x1, . . . , xi−1, y, xi+1, . . . , xk) (2.1)
2.2 Markov Chains with Measurable State Space
In this section we give a high level overview on the theory of Markov chains defined over measurable
sets. We refer interested readers to [LS93] for more details. Let (Ω,B) be a measurable space. In
the most general setting, a Markov chain is defined by the triple (Ω,B, {Px}x∈Ω), where for every
x ∈ Ω, Px : B → R+ is a probability measure on (Ω,B). Also, for every fixed B ∈ B, Px(B) is a
measurable function in terms of x. In this setting starting from a distribution µ0, after one step
the distribution µ1 would be given by
µ1(B) =
∫
Ω
Px(B)dµ0(x), ∀B ∈ B.
From now on, assume Ω ⊂ Rk and B is the standard Borel σ-algebra. In our setting, we can assume
the transition probabilities are given by a kernel transition kernel P : Ω × Ω → R+ where for any
measurable A ⊂ Ω, we can write
Px(A) =
∫
A
P (x, y)dy.
In this notation, we use P (x,B) and Px(B) interchangeably. P
n(x, .) would also denote the prob-
ability distribution of the states after n steps of the chain started at x. Similar to the discrete
setting, we can define the stationary measure for the chain. A probability distribution π on Ω is
stationary if and only if for every measurable set B, we have
π(B) =
∫
Ω
∫
B
P (x, y)dydπ(x).
We call M φ-irreducible for a probability measure φ if for any set B ∈ B with φ(B) > 0, and any
state x, there is t ∈ N such that P t(x,B) > 0. It is called strongly φ-irreducible if for any B ⊆ Ω
with non-zero measure and x ∈ Ω, there exists t ∈ N such that for any m ≥ t, Pm(x,B) > 0. We
say M is reversible with respect to a measure π if for any two sets A and B we have∫
B
∫
A
P (y, x)dxdπ(y) =
∫
A
∫
B
P (x, y)dydπ(x).
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In particular, reversibility with respect to a measure, implies it is a stationary measure. Is is
immediate from this to verify that for a Gibbs sampler of a k-DPPs π, the π itself is the stationary
measure. Moreover, if the kernel of the k-DPP is continuous, it is straight-forward to see that it is
π-strongly irreducible. The following lemma also shows π is the unique stationary measure, and as
the number of steps increases, the chain approaches to the unique stationary measure.
Lemma 2.2 ([DF97]). If π is a stationary measure ofM, andM is strongly π-irreducible. Then for
any other distribution µ which is absolutely continuous with respect to π, limn→∞ |Pn(µ, .)−π|TV =
0.
From now on, considerM = (Ω, P, π) is chain with state space Ω, probability transition function
P , and a unique stationary measure π. Let us describe some results about mixing time in the Markov
chains defined on continuous spaces. But before that we need to setup some notation. Consider a
Hilbert space ℓ2(Ω, π) equipped with the following inner product.
〈f, g〉π =
∫
Ω
f(x)g(x)dπ(x).
P defines an operator in this space where for any function f ∈ ℓ2(Ω, π) and x ∈ Ω,
(Pf)(x) =
∫
Ω
P (x, y)f(y)dy.
In particular M being reversible is equivalent to P being self-adjoint. For a reversible chain M
and a function f ∈ ℓ2(Ω, π), the Dirichlet form EP (f, f) is defined as
EP (f, f) = 1
2
∫
Ω
∫
Ω
(f(x)− f(y))2P (x, y)dπ(x)dy.
We also define the Variance of f with respect to π as
varπ(f) :=
∫
Ω
(f(x)− Eπ(f))2dπ(x).
We may drop the subscript if the underlying stationary distribution is clear in the context. One
way for upperbounding the mixing time of a chain is to use is to its spectral gap which is also
known as Poincare´ Constant.
Definition 2.3 (Poincare´ Constant). . The Poincare´ constant of the chain is defined as follows,
λ := inf
f :π→R
EP (f, f)
var(f)
,
where the infimum is only taken over all functions in ℓ2(Ω, π) with non-zero variance.
In this paper, we use the following theorem to upperbound the mixing time of the chain relevant
to us.
Theorem 2.4 ([KM12]). For any reversible, strongly π-irreducible Markov chain M = (Ω, P, π), if
λ > 0, then the distribution of the chain started from µ (which is absolute continuous with respect
to π) is
‖P t(µ, .)− π‖TV ≤ 1
2
(1− λ)t
√
var
(
fµ
fπ
)
.
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For the sake of completeness, we include a proof of the above theorem which is an extension of
the proof of the analogous discrete result in [Fil91]. We need the following simple lemma known as
Mihail’s identity.
Lemma 2.5 (Mihail’s identity, [Fil91]). For any reversible irreducible Markov chainM = (Ω, P, π),
and any function f in L2(π),
var(f) = var(Pf) + EP 2(f, f).
Proof of Theorem 2.4. First of all, one can easily verify that if a chain is lazy and irreducible,
then it is strongly-irreducible. Combining it with Lemma 2.2 would guarantee the uniqueness of
the stationary measure. Let µ0 = µ be the starting distribution and define µt = P
t(µ, .) be the
distribution at time t. Set ft :=
fµt
fpi
, we have
(Pft)(x) =
∫
Ω
P (x, y)
fµt(y)
fπ(y)
dy =
∫
Ω
P (y, x)fµt(y)
fπ(x)
dy =
fµt+1
fπ
(x) = ft+1(x)
which implies
var(Pft) = var(ft+1) (2.2)
So applying Mihail’s identity on
fµn
fpi
and using (2.2) , we conclude
var(ft) = var(ft+1) + EP 2(ft, ft). (2.3)
Now, note that P 2 has the same stationary distribution π, so its Poincare´ constant is at most
λ(P 2) ≤ EP 2(ft, ft)
var(ft)
.
Combining this with (2.3), and using induction we can deduce
var(ft) ≤ (1− λ(P 2))t var(f0).
Note that, since P is the kernel for a lazy chain, it has no negative values in its spectrum, implying
1− λ(P 2) = (1− λ(P ))2. So in order to complete the proof it is enough show
4‖µt − π‖2TV ≤ var(ft).
This can be seen using an application of Cauchy-Schwarz’s inequality. We have
4‖µt − π‖2TV =
(∫
Ω
|fµt(x)− fπ(x)|dx
)2
=
(∫
Ω
fπ(x)
∣∣∣∣fµt(x)fπ(x) − 1
∣∣∣∣ dx
)2
≤
∫
Ω
fπ(x)
∣∣∣∣fµt(x)fπ(x) − 1
∣∣∣∣
2
dx = var(
fµt
fπ
)
The last identity uses that Eπ
fµt
fpi
= 1. This completes the proof.
In order to take advantage of Theorem 2.4, we need to lowerbound the Poicare´ constant of our
chain. This can be done by lowerbounding the Ergodic Flow of the chain.
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Definition 2.6 (Ergodic Flow). For a chain M = (Ω, P, π), the ergodic flow Q : B → [0, 1] is
defined by
Q(B) =
∫
B
∫
Ω\B
P (u, v)dvfπ(u)du.
The conductance of a set B is defined by, φ(B) := Q(B)π(B) , and the conductance of the chain is
φ(M) = min
0<π(B)≤ 1
2
φ(B).
The following theorem which is an extension of the Cheeger’s inequality for the Markov chains on
a continuous space, relates the spectral gap to conductance.
Theorem 2.7 ([LS88]). For a chain M defined on a general state space with spectral gap λ we
have
φ(M)2
8
≤ λ ≤ 2φ(M).
3 Gibbs Sampling for Discrete k-DPP
In this section we prove the Gibbs sampler for a discrete k-DPP is an Ω
(
1
k2
)
-expander. Recall that
the conductance of a time reversible chain M = (Ω, P, π) is defined by
Φ(M) = min
S⊂Ω:π(S)≤ 1
2
Q(S, S)
π(S)
,
where for x, y ∈ Ω, Q(y, x) = Q(x, y) = π(x)P (x, y). We prove the following.
Theorem 3.1. Let M be the Gibbs sampler chain for an arbitrary discrete k-DPP, then for a
constant C we have
φ(M) ≥ 1
Ck2
In the rest of this section, we fix M = (Ω, P, π) to be the Gibbs-sampler chain on a k-DPP
defined on a set of n elements.
Before discussing the details of the proof let us first fix a notation and recall fundamental
properties of k-DPPs. For any element 1 ≤ i ≤ n, define Ωi,Ωi be the set of all states in Ω that
contain, do not contain i, respectively. Also define
πi := {π| i is chosen }, i.e. πi(x) = π(x)
π(Ωi)
,∀x ∈ Ωi
πi := {π| i is not chosen }, i.e. πi(x) =
π(x)
π(Ωi)
,∀x ∈ Ωi
.
It follows from [AGR16] that πi, πi can be identified with a (k−1)-DPP, k-DPP supported on Ωi,Ωi,
respectively. We defineMi = (Ωi, Pi, πi),Mi = (Ωi, Pi, πi) to be the restricted Gibbs samplers. So,
it is straightforward to see that for any x, y ∈ Ωi we get Pi(x,y) = kk−1 ·P (x,y). and consequently
for Qi defined as Q for Mi, we get
Qi(x,y) =
Q(x,y)
π(Ωi)
. (3.1)
9
Unlike Pi, Pi is not obtained from scaling a restriction of P . In particular, Let x,y ∈ Ωi so that
Pi(x,y) > 0 (which implies |x ∩ y| = k − 1). Then, setting I = x ∩ y and with a bit abuse of
notation π(I) =
∑
j∈[n]\I π(I + j), i.e. π(I) = Pz∼π[I ⊂ z], we have
Pi(x,y) =
1
k
· π(y)
π(I)− π(i+ I) (3.2)
whereas P (x,y) = π(y)k·π(I) . For any x ∈ Ωi, define Ni(x) be the set of its neighbours in Ωi, i.e.
Ni(x) = {y ∈ Ωi|P (x,y) > 0}.
We use the following lemma to relate Qi to Q.
Lemma 3.2. Let A ⊂ Ωi be an arbitrary subset. For a state x ∈ Ωi, consider the following
partitioning of Ni(x): NA = Ni(x) ∩A and NA = Ni(x) ∩ (Ωi \ A). Then we have
Q(x, NA) +Q(NA, NA) ≥ π(Ωi) ·Qi(NA, NA). (3.3)
Proof. Note that x∪NA ∪NA is the set of all states containing elements in x− i. So by definition
of Q and Qi, we have
Q(x, NA) +Q(NA, NA) =
1
k
· π(x)π(NA)
π(x) + π(NA) + π(NA)
+
1
k
· π(NA)π(NA)
π(x) + π(NA) + π(NA)
(3.4)
=
π(NA)
k
· π(x) + π(NA)
π(x) + π(NA) + π(NA)
≥ π(NA)
k
· π(NA)
π(NA) + π(NA)
= π(Ωi) ·Qi(NA, NA)
(3.5)
where the inequality follows simply because π(NA) ≥ 0.
Ωn ΩnSn Sn
Figure 1: A schematic view of the restriction chains.
yellow, red, blue, and green edges correspond to
Q(Sn,Ωn \ Sn), Q(Sn,Ωn \ Sn), Q(Sn,Ωn \Ωn \ Sn), and Q(Sn,Ωn \ Sn), respectively
High level idea of the proof of Theorem 3.1. We follow a proof strategy similar to [Mih92],
which obtains analogue of our result in an unweighted setting and for the Metropolis-Hastings
samplers. We use an inductive argument to prove the theorem. We need to prove Q(S, S) ≥ π(S)Ck2
for a subset S ∈ Ω with π(S) ≤ 12 . Letting Sn = S ∩ Ωn and Sn = S ∩ Ωn, we have
Q(S, S) = Q(Sn,Ωn \ Sn) +Q(Sn,Ωn \ Sn) +Q(Sn,Ωn \ Sn) +Q(Sn,Ωn \ Sn). (3.6)
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We carry out the induction step by lowerbounding the RHS of the above term by term. In order to
bound Q(Sn,Ωn \ Sn) we use induction hypothesis on Mn. To bound Q(Sn,Ωn \ Sn), we combine
the induction hypothesis on Mn with Lemma 3.2. It remains to bound the other two terms which
correspond to the contribution of the edge across (Ωn,Ωn). To do that, we crucially use negative
association of π. In particular, we use the following lemma (appeared before in [Mih92] in the
unweighted case). For any set A ∈ Ωn, let Nn(A) = {y ∈ Ωn : ∃x ∈ A, P (x,y) > 0} denote the
set of neighbors of A in Ωn.
Lemma 3.3 ([AGR16]). For any subset A ⊆ Ωn,
πn(Nn(A)) ≥ πn(A).
The lemma lower bounds the vertex expansion of Sn in Ωn and similarly vertex expansion of Sn in
Ωn. Later we show how to use it to bound the edge expansion which is our quantity of interest.
Proof of Theorem 3.1. We induct on k + n. So, assume, the conductance of the Gibbs sampler
for any (k− 1)-DPP over n− 1 elements is at most 1
C(k−1)2 and the conductance is at most
1
Ck2
for
any k-DPP over any n− 1 elements.
Fix a set S ⊂ Ω where π(S) ≤ 12 . We need to show Q(S, S) ≥ π(S)Ck2 . First, consider a
simple case where πn(S) ≤ 12 and πn(S) ≤ 12 . By induction hypothesis we have Qn(Sn,Ωn \
Sn) ≥ πn(Sn)c(k−1)2 . Moreover, by adding up (3.1) for the edges across the cut (Sn,Ωn \ Sn), we get
Q(Sn,Ωn \ Sn) = (k−1)π(Ωn)k ·Qn(Sn,Ωn \ Sn). So combining them we have
Q(Sn,Ωn \ Sn) ≥ π(Sn)
Ck2
. (3.7)
Now, we use induction on Mn along with Lemma 3.2. The induction hypothesis implies
Qn(Sn,Ωn \ Sn) ≥ πn(Sn)
ck2
=
π(Sn)
π(Ωn) · ck2
So to prove the theorem in this case, it is enough to show the following and add it up with (3.7).
Q(Sn,Ωn \ Sn) +Q(Sn,Ωn \ Sn) +Q(Sn,Ωn \ Sn) ≥ π(Ωn) ·Qn(Sn,Ωn \ Sn). (3.8)
To see that, it is enough to apply Lemma 3.2 and add up (3.3) for all x ∈ Ωn, where subset A ⊂ Ωn
in the lemma is determined as follows: if x ∈ Sn then set A = Sn, otherwise set A = Ωn \Sn. Note
that, doing that the RHS of the result will be exactly π(Ωn) · Qn(Sn,Ωn \ Ωn), because any edge
yz of that will only show up in (3.3) by having x = y ∩ z + n.
So we focus on the case max{πn(Sn), πn(Sn)} > 12 . Since π(S) ≤ 12 , we have min{πn(Sn), πn(Sn)} ≤ 12 .so
So, without loss of generality, perhaps by considering S instead of S, we may assume πn(Sn) >
1
2
and πn(S) ≤ 12 . Our goal is to prove
Q(S, S) ≥ 1
Ck2
·min{1− π(S), π(S)} (3.9)
For every x ∈ Ωn, let Nn,S(x) := Nn(x) ∩ Sn, and Nn,S(x) := Nn(x) ∩ (Ωn \ Sn) be a partitioning
of Nn(x), so for every subset T ∈ Nn(x) we have
Q(x, T ) =
1
2k
· π(x)π(T )
π(x) + π(Nn,S(x)) + π(Nn,S(x))
(3.10)
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Now, define Sleave ⊂ Sn to be
Sleave = {x ∈ Sn : π(x) + π(Nn,S(x)) < π(Nn,S(x))},
in other words, Sleave ∈ Sn is the subset of states so that, if the chain takes one step from Sleave by
removing and resampling element n, then with probability at least 12 it leaves S and enters Nn,S(x).
We also let Sstay = Sn \ Sleave. On the other hand, starting from Sstay and by resampling n, the
chain with probability at least half stays in S. It is straight-forward to see
Q(Sleave,Ωn \ Sn) ≥ π(Sleave)
4k
(3.11)
To see that, note that definition of Sleave and setting T = Ωn \ Sn in (3.10) implies that for any
x ∈ Sleave, we have Q(x,Ωn \ Sn) ≥ π(x)4k . To get (3.11), it suffices to sum up this over all states
of Sleave. The bound (3.11) shows that Q(Sleave, S) ≫ π(Sleave)k2 . So roughly speaking, to prove the
theorem, it suffices to show φ(Sstay)∪Sn) ≥ 1Ck2 . consider two cases: if πn(Sstay) / 12 , we essentially
use the same argument as in the case πn(Sn), πn(Sn) ≤ 12 . Otherwise we combine the induction
with Lemma 3.3 to bound the expansion.
• Case 1: πn(Sstay) ≤ 12 + 14k . We show Q(S, S) ≥ π(S)Ck2 . To do that, we use the induction
hypothesis on Mn, and the following claim which is the stronger version of (3.8).
Claim 3.4.
Q(Sn, S) +Q(Sn,Ωn \ Sn)− 1
2
Q(Sleave,Ωn \ Sn) ≥ π(Ωn) ·Qn(Sn,Ωn \ Sn) (3.12)
Proof. The claim is implied by combining the summation of (3.13),(3.14), and (3.15) over
Ωn \ Sn, Sstay and Sleave, respectively. Let x ∈ Ωn \ Sn. Then by applying Lemma 3.2 for x
and A = Sn, we get
Q(Nn,S(x), {x} ∪Nn,S(x)) ≥ π(Ωn) ·Qn(Nn,S(x), Nn,S(x)) (3.13)
Similarly if x ∈ Sn, by applying Lemma 3.2 for x and A = Ωn \ Sn, we have
Q(x ∪Nn,S(x, Nn,S(x)) ≥ π(Ωn) ·Qn(Nn,S(x), Nn,S(x)). (3.14)
Finally, for x ∈ Sleave, we have
Q(Nn,S(x), Nn,S(x)) +
1
2
Q(x, Nn,S(x)) =
π(Nn,S(x))
2k · (π(x) + π(Nn,S(x)) + π(Nn,S(x)))
·
(
π(Nn,S(x)) +
π(x)
2
)
≥ 1
2k
· π(Nn,S(x))π(Nn,S(x))
π(Nn,S(x)) + π(Nn,S(x))
= π(Ωn) ·Qn(Nn,S(x), Nn,S(x)) ,
(3.15)
where the inequality follows since π(x) + π(Nn,S(x)) < π(Nn,S(x)) for x ∈ Sleave.
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In particular, we use the above claim to get
Q(S, S) = Q(Sn,Ωn \ Sn) +Q(Sn,Ωn \ Sn) +Q(Sn,Ωn \ Sn) +Q(Sn,Ωn \ Sn)
≥ Q(Sn,Ωn \ Sn) + 1
2
Q(Sleave +Ωn \ Sn) + π(Ωn)Qn(Sn, Sn) By Claim 3.4
≥ π(Ωn)− π(Sn)
Ck(k − 1) +
1
2
Q(Sleave,Ωn \ Sn) + π(Sn)
Ck2
induction Hyp. on Mn and Mn
≥ π(Ωn)− π(Sleave)− π(Sstay)
Ck(k − 1) +
π(Sleave)
8k
++
π(Sn)
Ck2
By (3.11) and Sn = Sleave ∪ Sstay
(3.16)
To finish the proof, we need to show the RHS of the above is at least π(S)
Ck2
. To see that note
that since π(Sleave)8k ≥ π(Sleave) ·
(
1
Ck2 +
1
Ck(k−1)
)
for sufficiently large k, it suffices to show
π(Ωn)−π(Sstay)
Ck(k−1) ≥ π(Sstay)Ck2 , which can be directly verified for πn(Sstay) ≤ 12 + 14k .
• Case 2: πn(Sstay) > 12 + 14k . We prove
Q(S, S¯) ≥ 1− π(S)
Ck2
.
Lemma 3.3 states that the vertex expansion of Sstay is proportional to πn(Sstay) − πn(Sn)(
which is positive in this case by the assumption). We use it to bound Q(S, S) by relating
vertex expansion of Sstay to Q(S, S). In particular, we show the following claim.
Claim 3.5.
Q(Sstay,Ωn \ Sn) +Q(Sn,Ωn \ Sn) ≥ π(Ωn)
2k
· (πn(Sstay)− πn(Sn))
Proof. Note that for any x ∈ Sstay, since π(Nn,S(x)) ≤ π(x) + π(Nn,S(x)), we have
Q(x, Nn,S(x))+Q(Nn,S(x), Nn,S(x)) =
1
2k
·π(Nn,S(x)) · [π(x) + π(Nn,S(x))]
π(x) + π(Nn,S(x)) + π(Nn,S(x))
≥ 1
2k
·π(Nn,S(x))
2
,
To complete the proof, it is enough to sum up the above over Sstay to get the following
Q(Sstay,Ωn \ Sn) +Q(Sn,Ωn \ Sn) ≥
∑
x∈Sstay
π(Nn,S(x))
4k
≥ π

 ⋃
x∈Sstay
Nn,S(x)

 .
≥ π(Nn(Sstay))− π(Sn)
≥ π(Ωn) · (πn(Sstay)− πn(Sn)) By Lemma 3.3
Claim 3.5 and (3.16) implies Q(S, S) ≥ max{L1, L2} defined as above
L1 :=
π(S1)
8k
+
π(Ωn)− π(Sleave)− π(Sstay)
Ck(k − 1) +
π(Sn)
Ck2
By (3.16)
L2 :=
π(Ωn)
4k
· (πn(Sstay)− πn(Sn)) By Claim 3.5.
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So we need to prove max{L1, L2} ≥ 1−π(S)Ck2 . To prove that, we show that L1 + L2k−1 ≥
(1 + 1k−1) · 1−π(S)Ck2 . Replacing values of L1 and L2 in the above and simplifying the resulting
inequality, we need to show
π(Sleave)
8k
+
π(Sn)
Ck2
+
π(Ωn)
4k(k − 1) · (πn(Sstay)− πn(Sn)) ≥
π(Ωn)− π(Sn)
Ck(k − 1) .
Ignoring the π(S1)8k term and rearranging the other terms, it is enough to show
π(Ωn)
4k(k − 1) · (πn(Sstay)− πn(Sn)) ≥
π(Ωn)
Ck(k − 1) · (1−
2k − 1
k
· πn(Sn)).
The above can be verified for C > 16, by noting that by assumption πn(Sstay) ≥ 12 + 14k and
πn(Sn) ≤ 12 .
4 Gibbs Sampling for Continuous k-DPP
In this section we analyze the mixing time of Gibbs samplers for continuous k-DPPs. Let M
be the Gibbs sampler for a k-DPP defined by a continuous kernel L. In subsection 4.1, we show
φ(M) & 1k2 . Therefore, Gibbs sampling is an efficient method to generate samples from a continuous
k-DPP provided that: We have access to an CD(1, k − 1) oracle of L to simulate the chain, and
we can find a proper starting distribution. In subsection 4.2, we show access to conditional oracles
sampling is also enough to find the proper starting distributions.
As alluded to before, throughout the section L : Rd × Rd → R is a continuous kernel which
satisfies the Mercer’s condition and also
∫ ∫ |L(x, y)|2dxdy < ∞ which also implies the partition
function Z =
∫ · · · ∫ detL(x1, . . . , xk)dxk . . . dx1 <∞.
4.1 Conductance of M
Theorem 4.1. Let M be the Gibbs sampler for a k-DPP defined by kernel L, then
φ(M) & 1
k2
. (4.1)
Proof. Recall that by Theorem 3.1 the conductance of a Gibbs sampler for any discrete k-DPP is
at least Ω( 1k2 ). The key observation is that this bound is independent of the number of states.
Therefore, we can obtain this bound for arbitrarily fine discretizations of M, and with a limiting
argument extend it to M.
For simplicity, we assume d = 1. It is straight-forward to extend the argument to higher
dimensions. Let us denote the state space by Ω. Fix a measurable subset S ⊂ Ω with π(S) ≤ 12 .
Our goal is to prove φ(S) = Q(S,S)π(S) ≥ Ω( 1k2 ). Without loss of generality, we can only consider
restriction of Ω and S to a bounded set. To see that, note that if we set Ωn =
([−n,n]
k
)
, then clearly,
limn→∞
Q(S∩Ωn,S∩Ωn)
π(S∩Ωn) = φ(S), and so for large values of n,
Q(S∩Ωn,S)
π(S∩Ωn) = Θ(φ(S)). So suppose that
Ω =
([0,1]
k
)
. For an integer n, we consider a discretization Mn of M defined as follows. We use
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n in subscript to denote quantities related to Mn. We partition [0, 1] into intervals of length 1n ,
and identify each interval with an element in the ground set of Mn, so Ωn =
([n]
k
)
. Mn is defined
by a kernel Ln characterized below. For i ∈ [n] let Ii = [ i−1n , in ]. For any i, j ∈ [n], we define
Ln(i, j) =
∫
Ii
∫
Ij
L(u, v)dudv, be the accumulative value of L over Ii × Ij. One can easily see Ln is a
PSD matrix, as L is a PSD operator. Moreover, L and consequently detL is a continuous function
on a closed domain, so it is uniform continuous, implying for any ǫ > 0, there exists an integer n(ǫ)
so that for all n > n(ǫ) and any two states {x1, . . . , xk} and {y1, . . . , yk} with |yi−xi| ≤ 1n , we have
|detL(x1, . . . , xk) − detL(y1, . . . , yk)| ≤ ǫ. Now, note that fπ(y1, . . . , yk) = detL(y1,...,yk)1
k!
∫
detL(x1,...,xk)dx1...dxk
.
So, using the simple fact that for any two sequences of numbers {an} and {bn},(
lim
n→∞ an = a
)
∧
(
lim
n→∞ bn = b 6= 0
)
=⇒ lim
n→∞
an
bn
=
a
b
(4.2)
we get that for any ǫ > 0, there exists an integer m(ǫ), where m(ǫ) depends on n(ǫ), such that
∀n ≥ m(ǫ),∀{t1, . . . , tk} ∈
(
[n]
k
)
:
∣∣∣∣∣πn(t1, . . . , tk)− π(
k∏
i=1
Iti)
∣∣∣∣∣ ≤ ǫnk (4.3)
We define a set Sn ⊂ Ωn corresponding to S for any n, so that
lim
n→∞φn(Sn) = φ(S). (4.4)
Clearly, the above proves the theorem as by Theorem 3.1, we know that φn(Sn) &
1
k2
for any n.
In what follows, we use A ⊂ B to denote both of A− B and B − A have Lebesgue measure zero.
Also, define
Sn =
{
{t1, . . . , tk} ∈
(
[n]
k
) ∣∣∣∣ It1 × · · · × Itk ⊂ S
}
.
Following (4.2), to prove (4.4), it is enough to argue that limn→∞Qn(Sn, Sn) = Q(S, S), and
limn→∞ πn(Sn) = π(S). We first show the latter. This follows by (4.3) and that
lim
n→∞µ
(
∪{t1,...,tk}∈Sn
k∏
i=1
Iti
)
= µ(S) (4.5)
for µ being the Lebesgue measure.
It remains to see limn→∞Qn(Sn, Sn) = Q(S, S). First, note that [0, 1]k−1 is a closed set, so
for any δ > 0 and ǫ > 0, there exists an integer n(δ, ǫ) so that for any n > n(δ, ǫ), and points
x1, . . . , xk, xk+1 and y1, . . . , yk, yk+1 with |xi− yi| ≤ 1n , and
∫ 1
0 detL(x1, . . . , xk−1, τ)dτ ≥ δ, we have∣∣∣∣∣detL(x1, . . . , xk) detL(x1, . . . , xk−1, xk+1)∫ 1
0 detL(x1, . . . , xk−1, τ)dτ
− detL(y1, . . . , yk) detL(y1, . . . , yk−1, yk+1)∫ 1
0 detL(y1, . . . , yk−1, τ)dτ
∣∣∣∣∣ ≤ ǫ.
Therefore, similar to the case for πn, it follows that for any ǫ, δ > 0, there exists integer m(δ, ǫ) de-
pending on n(δ, ǫ) so that for any n ≥ m(δ, ǫ) and for all t1, . . . , tk−1, s, t ∈
( [n]
k+1
)
with
∑n
i=1 πn(t1, . . . , i) ≥
δ
nk−1 ∣∣∣∣∣Qn({t1, . . . , tk−1, t}, {t1, . . . , tk−1, s})−Q(It ×
k−1∏
i=1
Iti , Is ×
k−1∏
i=1
Iti)
∣∣∣∣∣ ≤ ǫnk+1 . (4.6)
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Now, combining the above equation with (4.5), and noting ǫ and δ can be chosen arbitrary close to
zero, we obtain limn→∞Qn(Sn, Sn) = Q(S, S), which completes the proof.
Combining the theorem with Theorem 2.7, we get that λM & 1k4 , where λM is the poincare
constant of M. Moreover, clearly the above argument implies the chain is π-strongly irreducible
as well. So we can apply Theorem 2.4 to obtain the following corollary.
Corollary 4.2. Let π be the k-DPP defined by L. If µ is an arbitrary starting distribution, then
τµ(ǫ) ≤ O(k4) · log
(
varπ(
fµ
fpi
)
ǫ
)
.
4.2 Finding a Starting
In this subsection, we prove the following theorem, which shows that if we have access to CD(i, 1)
oracles of the kernel for any 0 ≤ i ≤ k − 1, then a proper starting distribution for the associated
Gibbs sampler can be found.
Theorem 4.3. Let M be the Gibbs sampler for the k-DPP defined by kernel L : Rd × Rd → R.
There is a polynomial time algorithm which given access to CDL(i, 1) oracles all 0 ≤ i ≤ k − 1,
returns a state of M from a distribution µ where
τµ(ǫ) ≤ O(k5 log k
ǫ
). (4.7)
Moreover, the algorithm only uses k oracle accesses.
To prove the above theorem, and generate a sample from such a distribution µ, we use Algorithm
1 which is the continuous analog of a greedy algorithm analyzed at [DV07] as approximate volume
sampling. In particular, we crucially use the following lemma which directly follows [DV07]. As
always, π denotes our k-DPP.
Lemma 4.4. Let ν be the probability distribution of the output of Algorithm 1. Then, for any
{x1, . . . , xk} ⊂ Rd,
fν({x1, . . . , xk}) ≤ (k!)2fπ({x1, . . . , xk}).
We include the proof in the appendix for the sake of completeness.
Algorithm 1 Choosing a starting state for the Gibbs sampler
Input: A kernel L and CDL(i, 1) oracles for 0 ≤ i ≤ k − 1.
1: Let x = {}.
2: for i from 0 to k − 1 do
3: Use the CDL(i, 1) oracle to generate a sample xi and add xi to x.
4: end for
return x
Proof of Theorem 4.3. First of all, clearly the algorithm use each CDL(i, 1) oracle for 1 ≤ i ≤
k− 1 once. So letting µ be the distribution of the output of the algorithm, it suffices to show (4.7).
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Applying Corollary 4.2, it is equivalent to show varπ(
fµ
fpi
) ≤ O(k log k). It straight-forwardly follows
by applying Lemma A.2. More precisely,
varπ(
fµ
fπ
) = Eπ
(
fµ(x)
fπ(x)
)2
− 1 ≤ (k!)4 · Eπ1 = (k!)4
which completes the proof.
Remark 4.5. It is straight-forward to use a similar discretization argument to prove Theorem 4.1,
and consequently Theorem 4.3 when the domain of the kernel is restricted to a closed subset C ⊂ Rd
which can be nicely discretized as in Theorem 4.1. In particular, we assume C is an sphere in the
next section. More precisely, C could be any closed subset which its interior has also the same
measure.
5 Applications for Sampling from Gaussian k-DPP’s
As pointed out before, to find a proper starting state, and simulate the Gibbs sampler for a k-
DPPs, we need to have access to CD(i, 1) (0 ≤ k − 1) sampling oracles of the kernel. In this
section, we study the problem for Gaussian kernels, and as a special case argue a simple rejection
sampling algorithm is an efficient CD(i, 1) oracle, when restricting the kernel to the unit sphere.
In particular, fix Gσ : Rd × Rd → R to denote the Gaussian kernel with covariance matrix σI,
Gσ(x, y) = exp(−‖x−y‖
2
2σ2 ). Also let S
d−1 = {x ∈ Rd | ‖x‖ = 1} denote the unit sphere. We prove the
following.
Theorem 5.1. Let Gσ
∣∣
Sd−1
denote the restriction of Gσ to the unit sphere. For any integer
k and any x1, . . . , xk ∈ Sd−1, Algorithm 2 returns a sample from the conditional distribution
CD({x1, . . . , xk}, 1) associated with Gσ
∣∣
Sd−1
. If k ≤ exp(d/4) and t is the smallest integer that
dt
t! ≥ 2k, then the algorithm queries at most e
2
σ2 · σ2t · t! uniform samples from the sphere in
expectation. Moreover, if σ . 1√
log k
, the algorithm uses O(1) samples in expectation.
Then, combining with Theorem 4.3, and assuming generating a sample from the normal distri-
bution can be done in constant time, we get our main theorem for sampling from Gaussian k-DPPs.
Theorem 5.2. Let d, and k ≤ ed1−δ for some 0 < δ < 1 be two integers. There is a randomized
algorithm that for any ǫ > 0 and σ > 0, generates an ǫ-approximate sample from the k-DPP defined
by Gσ on Sd−1 which runs in time O(dk5 log kǫ ) if σ . 1√log k , and for the larger values of σ the
running time is bounded by
O(d log
1
ǫ
) · kO( 1δ ) · σ2t.
where t = min
{
t ∈ N
∣∣∣dtt! ≥ 2k}.
Proof. Theorem 5.1 states that Algorithm 2 gives CD(i, 1) oracles for any i. Having these oracles,
we simulate the corresponding Gibbs sampler starting from the distribution µ given by Theorem 4.3.
Let T denote the cost of a single step of the chain. So, the running time of the algorithm is τµ(ǫ) ·T .
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By Theorem 4.3, τµ(ǫ) ≤ O(k5 log kǫ ). So we only need to analyze T . Note that a uniform sample
from the sphere can be generated by using d samples from the normal distribution, so T is at most
a factor of d of the bound of Theorem 5.1. By Theorem 5.1, if σ . 1√
log k
, then T = O(d), so
τµ(ǫ) · T ≤ O˜(dk5 log kǫ ) which completes the proof in this case. For larger σ we get that
τµ(ǫ) · T ≤ O˜(dk5 log k
ǫ
) · (e 2σ2 t!σ2t).
To complete the proof note that e
2
σ2 ≤ kO(1), and moreover the definition of t and noting that
k ≤ exp(d1−δ) implies t! ≤ kO( 1δ ).
We remark that in the above algorithm if k = poly(d), then t = O(1), and so the running time is
polynomial in terms of d, k, σ. Moreover, one can see that the same holds if σ = O(1), as t ≤ log k.
Algorithm 2 Rejection Sampling for sampling from the conditional distribution
Input: A Gaussian kernel G restricted to C ⊂ Rd, and k points x1, . . . , xk ∈ C.
Output: A sample from the CDG({x1, . . . , xk}, 1).
1: Draw a uniform sample x from C.
2: Draw a uniform number u from [0, 1].
3: If u ≤ detG(x1,...,xk,x)detG(x1,...,xk) , accept and return x. Otherwise goto line 1.
We conclude the section by proving Theorem 5.1.
5.1 Analysis of Algorithm 2 and Proof of Theorem 5.1
Correctness. One can show that for any set of points x = {x1, . . . , xk}, and any kernel L :
C × C → R such that for all z ∈ C, L(z, z) ≤ 1, the output has CDL(x, 1) distribution. Clearly,
any Gaussian kernel has this property. To see that, let y be the point uniformly selected from C.
The algorithm returns y with probability detL(x+y)detL(x) , where we are using the fact that this number
is at most L(y, y), and L(y, y) ≤ 1 by the assumption. Therefore, if φ denotes the distribution of
the output,
fφ(y) =
1
vol(C)
· detL(x+ y)
detL(x)
∝ det
L
(x+ y),
which implies the output has the desired distribution.
From now on, fix a kernel Gσ
∣∣
Sd−1
to be the input kernel, and let T denote the number of
the steps (samples generated from the sphere) until the algorithm terminates. So we only need
to analyze E [T ]. Let µ be the uniform distribution on Sd−1. The probability that the algorithm
accepts and outputs the sample generated in the current step is
P y∼µ
u∼[0,1]
[
u ≤ det
Gσ
(x+ y)
]
= Ey∼µ
det(x+ y)
det(x)
.
So T forms a geometric distribution and E [T ] = det(x)
Ey∼µ det(x+y)
. The following lemma concludes the
proof of Theorem 5.1.
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Lemma 5.3. For any parameter σ ≥ 0, any integer k ≤ exp(d/4) and any set of points x1, . . . , xk ∈
S
d−1, if we set µ to be the uniform distribution on Sd−1 and t to be the smallest number such that
dt
t! ≥ 2k, then
Ey∼µ
detGσ(x+ y)
detGσ(x)
&
e
−2
σ2
t! · σ2t (5.1)
Moreover, if σ . 1√
log k
, then the bound can be improved to Ω(1).
To prove the lemma, we relate the quantity Ey∼µ
detGσ (x+y)
detGσ (x)
, to eigenvalues of Gσ
∣∣
Sd−1
and use the
work of [MNY06] who studied eigenvalues, and eigenspaces of Gaussian kernels. Set G˜ = Gσ
∣
∣
∣
Sd−1
vol(Sd−1)
be the kernel normalized with the uniform measure. In particular we use the following theorem.
Theorem 5.4 ([MNY06]). For any integer ℓ ≥ 0, G˜ has an eigenvalue µℓ with multiplicity N(d, ℓ) =
(2ℓ+d−2)(ℓ+d−3)!
ℓ!(d−2)! where
µℓ = e
− 2
σ2 σd−2Iℓ+ d
2
−1(
2
σ2
)Γ(
d
2
),
and I denotes the modified Bessel function of the first kind, defined by Iν(z) =
∑∞
i=0
1
i!(ν+i+1)!(
z
2 )
ν+2i.
Also, for any integer ℓ, µℓ satisfies the following.(
2e
σ2
)ℓ
· A1
(2ℓ+ d− 2)ℓ+ d−12
≤ µℓ ≤
(
2e
σ2
)ℓ
· A2
(2ℓ+ d− 2)ℓ+ d−12
, (5.2)
where A1 = e
− 2
σ2
− 1
12 1√
π
(2e)
d
2
−1Γ
(
d
2
)
and A2 = A1 · e
1
12
+ 1
σ4 .
Proof of Lemma 5.3. Since Gσ is a PSD operator, for any x ∈ Sd−1, there exists function (feature
map) fx : S
d−1 → R such that for any y ∈ Sd−1, Gσ(x, y) = 〈fx, fy〉. For any y ∈ Sd−1, define
E(y) = Π〈fx1 ,...,fxk 〉⊥(fy), be the projection of fy onto the space orthogonal to vectors corresponding
to x1, . . . , xk. Then, by definition
det(x+y)
det(x) = ‖E(y)‖2, where recall that x = {x1, . . . , xk}. It implies
Ey∼µ
det(x+ y)
det(x)
= Ey∼µ ‖E(y)‖2 = tr(E)
vol(Sd−1)
(5.3)
for the kernel E : Sd−1 × Sd−1 → R defined by E(x, y) = 〈E(x), E(y)〉. We further simplify this by
noting that E satisfies Mercer’s condition, as E(., .) is a PSD kernel. It implies tr(E) =∑∞i=1 λi(E).
Moreover, it follows from the definition of E , that Gσ
∣∣
Sd−1
−E is an operator of rank at most k. So∑∞
i=1 λi(E) ≥
∑∞
j=k+1 λj(Gσ
∣∣
Sd−1
). So recalling G˜ = Gσ
∣∣
Sd−1
, and using (5.3), we get Ey∼µ
det(x+y)
det(x) ≥∑∞
j=k+1 λj(G˜σ). We first prove, if σ ≤ 12√log k , then
∑∞
j=k+1 λj(G˜σ) ≥ Ω(1). Using the Cauchy-
Schwarz inequality we have
k ·
k∑
i=1
λi(G˜)2 ≥
(
k∑
i=1
λi(G˜)
)2
=
(
1−
∞∑
i=k+1
λi(G˜)
)2
.
We show
∑k
i=1 λi(G˜)2 ≤ 1k2 which implies
∑∞
i=k+1 λi(G˜) ≥ (1−1/
√
k) which completes the proof. To
see that, note that
∑k
i=1 λi(G˜)2 =
∑k
i=1 λi(G˜2) ≤ tr(G˜2) and tr(G˜2) = 〈G˜, G˜〉 = Ex,y∼µe−‖x−y‖
2/2σ2 ,
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where recall µ is the uniform measure on the sphere. Fix x ∈ Sd−1. It follows from basic concen-
tration inequalities for Gaussian measures that Ey∼µe−‖x−y‖
2/2σ2 ≤ e−1/2σ2 . So tr(G˜2) ≤ e−1/2σ2
which is at most 1
k2
for σ2 ≤ 14 log k , and completes the proof.
So from now on, we only need to prove for any σ
∞∑
i=k+1
λi(G˜) & e
−2
σ2
t! · σ2t . (5.4)
For any integer ℓ ≥ 0, let µℓ be the eigenvalue of G˜ with multiplicity nℓ = N(ℓ, d) given by
Theorem 5.4. It suffices to show ntµt2 ≥ e
−2
σ2
t!·σ2t where we are using the fact that for any ℓ, nℓ ≥ d
t
t! ,
and so nt ≥ 2k. Now using nt ≥ dtt! , and the bound on µt by Theorem 5.4, we get
ntµt &
dt
t!
· e
−2
σ2 (2e)t+
d
2Γ(d2)
σ2t · (2t+ d)t+ d+12
&
dt
t!
· e
−2
σ2 (2e)t · d d+12
σ2t(2t+ d)t+
d+1
2
Sterling’s approximation
≥ e
−2
σ2 (2e)t
σ2t · t! · (1 + 2td )t+
d+1
2
&
e
−2
σ2 2t
σ2t · t! · e 2t2d
by (1 + 2t/d) ≤ e2t/d.
Noting that k ≤ exp(d/4) implies t ≤ d4 and exp(2t/d) ≤ 2, completes the proof of (5.1).
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A Missing Proofs
For a vector v, and a linear subspace H, we use d(v,H) to denote the distance of v from H.
Proof of Lemma A.2. For any x ∈ Rd, let fx be the corresponding feature map, i.e. fx : H → R
for some Hilbert space H and for any x, y ∈ Rd, L(x, y) = 〈fx, fy〉. Fix x = {x1, . . . , xk}, and let
Sk be the set of all permutations of {x1, . . . , xk}. Also, for any σ ∈ Sk and for any 1 ≤ i ≤ k − 1,
define H iσ = 〈fσ(1), . . . , fσ(i)〉. In the above the range of all integrals is Rd. We have
fν(x) =
∑
σ∈Sk
[ ∥∥fσ(1)∥∥2∫ ‖fy‖2 dy ·
d(fσ(2),H
1
σ)
2∫
d(fy,H1σ)
2dx
. . .
d(fσ(k),H
k−1
σ )
2∫
d(fy,H
k−1
σ )2dy
]
.
Note that the above integrals are well-defined since our kernel is continuous. For any 1 ≤ i ≤ k−1,
let H i∗ = argminH=〈fy1 ,...,fyi〉
∫
d(fy,H)
2dy, where y1 . . . , yi range over R
d. Note that, the minimum
of the quantity is defined since L is continuous on a closed set. Combining with the above, and
noting that for any σ, det(x1, . . . , xk) =
∥∥fσ(1)∥∥2 · d(fσ(2),H1σ)2 . . . d(fσ(k),Hk−1σ )2, we obtain
fν(x) ≤ k! · det(x1, . . . , xk)∫ ‖fy‖2 dy · ∫ d(fy,H1∗ )2dy · ∫ d(fy,Hk−1∗ dy
≤ k! · fπ(x) ·
∫ · · · ∫C det(y1, . . . , yk)dyk . . . dy1
k! · ∫ ‖fy‖2 dy · ∫ d(fy,H1∗ )2dx· · · ∫ d(fy,Hk−1∗ )2dy .
So, rearranging the above to show fν(x)fpi(x) ≤ (k!)2, it suffices to show∫ · · · ∫ det(y1, . . . , yk)dyk . . . dy1∫ ‖fy‖2 dy · ∫ d(fy,H1∗ )2dx· · · ∫ d(fy,Hk−1∗ )2dy ≤ (k!)2. (A.1)
To proof the above, we use induction on k. For k = 1, the statement is obvious as for any y ∈ Rd,
det(y) = L(y, y) = ‖fy‖2. It is straight-forward to see, applying the above claim will prove the
induction step, and completes the proof.
Claim A.1.∫
· · ·
∫
det(y1, . . . , yk)dyk . . . dy1 ≤ k2
(∫
d(fy,H
k−1
∗ )
2dy
)(∫
· · ·
∫
det(y1, . . . , yk−1)dyk−1 . . . dy1
)
(A.2)
Proof of Claim A.1. For any y = {y1, . . . , yk} ⊂ Rd, let Gy be a (k − 1)-dimensional linear
subspace of 〈fy1 . . . , fyk〉 which contains the projection of H(k−1)∗ onto 〈fy1 . . . , fyk〉. Now, for any
y, using Lemma A.2, we get
det(y) ≤
(
k∑
i=1
d(fyi , Gy)
√
det(y − yi)
)2
≤ k
(
k∑
i=1
d(fyi , Gy)
2 det(y − yi)
)
Cauchy-Schwarz Inequality.
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By integerating the above, we get
∫
· · ·
∫
det(y)dy ≤ k
∫
Rd
· · ·
∫ k∑
i=1
d(fyi , Gy)
2 det(y − yi)dy
≤ k2
∫
y∈Rd
∫
z1∈Rd
· · ·
∫
zk−1∈Rd
d(fy, Gz+y)
2 det(z)dzdy (setting z = {z1, . . . , zk−1})
≤
∫
y∈Rd
∫
z1∈Rd
· · ·
∫
zk−1∈Rd
d(fy,H
k−1
∗ )
2 det(z)dzdy
=
(∫
d(fy,H
k−1
∗ )
2dy
)(∫
z1∈Rd
· · ·
∫
zk−1∈Rd
det(z)dz
)
,
where in the third inequality, the fact d(fy, Gz+y) ≤ d(fy,Hk−1∗ ) holds because fy ∈ 〈fz1 , . . . , fzk−1 , fy〉,
and Gz+y contains the projection of H
k−1∗ onto this space. Thus, the proof of the claim and the
theorem is complete.
Lemma A.2 (Lemma 2 of [DV07]). Let S be a set of k vectors, and H be any (k−1)-dimesnsional
subspace of 〈S〉. Then
vol(S) ≤
∑
v∈S
d(v,H) vol(S − v),
where volume of a set of vectors, refer to the volume of the parallelopiped spanned by them.
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