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Abstract
We consider transmitter precoding for interference suppression and diversity exploitation
for multi-antenna, multipath CDMA. The receivers are constrained to matched ¯lter de-
tection without channel state information (CSI) or receiver-based multiuser detection. We
¯rst develop precoders for °at-fading scenarios where perfect downlink channel information
is available at the transmitter. We show that full transmit antenna diversity is achievable,
even for non-orthogonal codes, though we su®er an SNR loss that is a simple function of
the spreading code crosscorrelations. We also develop precoders for cases in which the
transmitter has partial channel information, modelled as knowledge of conditional channel
correlation matrices, and we apply them to Jakes fading model. Finally, we show that the
precoding approach for °at fading can be modi¯ed for multipath fading to fully exploit
multipath diversity when used in conjunction with pre-rake diversity combining. We show,
in summary, that transmitter precoding o®ers a reasonable alternative to receiver-based
multiuser signal processing when minimizing computational complexity at the mobile unit
is a priority.
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11 Introduction
As conventional signal processing technique for communications become more sophisticated,
they place an ever increasing computational burden (cost) on detectors, demodulators, and
decoders. In many applications, however, it is useful to have the option of moving com-
plexity away from the receiver to the transmitter. Cellular service providers, for example,
would prefer to keep mobile unit costs to a minimum so they can continue to entice cus-
tomers with free phones. Similarly, heterogeneous ad hoc or wireless sensor networks may
be composed of nodes with widely varying power constraints and computational capabili-
ties, making the option of moving complexity where it can be managed most e±ciently an
attractive option.
In the present context, precoding will refer to transmitter-based techniques for multiple-
access interference (MAI) suppression or diversity exploitation when no receiver channel
state information (CSI) is available and receivers are restricted to matched-¯lter detection.
There has been excellent work in the area of joint transmitter/receiver design when receiver
CSI or feedback is available [1, 2, 3, 4] and on diversity transmission without receiver CSI,
but with maximum-likelihood reception [5, 6, 7]. Our focus, however, is on precoding
jointly for diversity and interference suppression in systems that require ultra-low com-
plexity receivers [8], that is, matched ¯ltering without receiver-based channel estimation.
Precoding for multiple access systems, as previously developed, focuses on transmitter-
based MAI suppression. The authors in [9], for example, developed minimum mean square
error precoders for synchronous code division multiple access (CDMA) in additive white
Gaussian noise channels. They also presented an extension to multipath channels, but
a RAKE receiver is required and the channel is assumed perfectly known. These initial
results were promising, showing that precoding outperformed decorrelating receiver-based
multiuser detection in some cases. In [10], the authors considered transmitter precoding
for multipath fading channels but, in contrast to the present work, their pre¯lter is applied
to the output of the spread spectrum encoder, rather than applying the ¯lter ¯rst, followed
by spreading. It was shown that this approach has inferior average performance unless the
spreading codes themselves are allowed to be adaptive. In [11], the authors developed a
simple but remarkable precoding technique for exploiting multipath diversity that requires
no receiver CSI. This technique, called pre-rake diversity combining, will be used in the
present work.
Precoding for fading multipath channels with low-complexity receivers and its associ-
ated problems, including antenna and multipath diversity exploitation, have not yet been
investigated in a systematic way. In addition, existing work on downlink precoding for fad-
ing channels generally assumes that the uplink and downlink channels are identical or that
the downlink channel is otherwise perfectly known at the base station [8, 12, 13, 14, 15].
2We address these limitations in the present work. Our main contributions are:
1. A precoding approach for joint multiple-access interference suppression and diversity
exploitation for multi-antenna multipath CDMA with matched ¯lter receivers and no
receiver channel state information.
2. An analysis of the performance and achievable diversity of multi-antenna precoding
for °at fading and multipath channels.
3. Precoding with statistically-modelled, partial channel state information at the trans-
mitter.
Our approach di®ers from that of existing information-theoretic precoding work [16] in that
we are precoding to minimize mean square error instead of maximizing capacity, i.e., we
are optimizing performance while keeping the rate ¯xed. In contrast to these works, we
are also interested in very low complexity joint decoding and detection (via the matched
¯lter). The QR-decomposition, \writing-on-dirty-paper" based pre-subtraction approach
[17] is also not immediately applicable because it can require more receiver complexity than
we are willing to tolerate here. Our approach leads to a simple and practical scheme that
performs remarkably well.
The remainder of this paper is organized as follows. Section 2 develops precoders for
°at fading channels. Section 3 extends this concept to scenarios in which we have limited
partial channel information available at the transmitter. Section 4 presents precoding for
multipath channels. Finally, Section 5 concludes.
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Notation: Bold italic upper (lower) case letters denote matrices (column vectors).
(¢)¤ conjugate;
(¢)T transpose;
(¢)H Conjugate transpose of the vector or matrix argument;
(¢)y pseudoinverse of the matrix argument;
Ef¢g expectation (ensemble averaging);
A ­ B Kronecker product of the matrices A and B;
vec(A) column vector formed from stacked columns of A;
IK K £ K identity matrix;
0P;Q the all zeros matrix of size P £ Q;
1P;Q the all ones matrix of size P £ Q;
diag(¢) the diagonal matrix whose diagonal is the vector argument;
tr(¢) the trace of the matrix argument;
[¢]p;q the (p;q)-th element of the matrix argument;
[¢]p the p-th element of the vector argument;
[¢]:;p the p-th column of the matrix argument;
[¢]p;: the p-th row of the matrix argument;
[¢]p:q;: matrix composed of rows p through q of the matrix argument;
Without receiver channel state information (CSI), it is di±cult to fully exploit receive
antenna diversity because the only diversity combining available at the receiver is (non-
coherent) addition of the antenna outputs. This provides no diversity in fading environ-
ments [18]. In a block fading environment with transmitter CSI, however, we can employ
selection diversity with multiple receive antennas simply by adding a few bits to each frame
to instruct the receiver to use the \best" antenna. This possibility notwithstanding, we
consider a K-user downlink CDMA system in °at block fading with two transmit antennas
and a single receive antenna for each user. Extensions to more than two transmit antennas
are straightforward. The discrete-time BPSK modulated signal transmitted from antenna
a 2 f1;2g is
x
(a) = ®SM
(a)b (1)
where the columns of S 2 CN£K are the normalized spreading codes of the K users,
b 2 f§1gK contains the downlink bits corresponding to the K users, M
(a) 2 CK£K is
a complex precoding matrix used for multiple-access interference (MAI) suppression and
transmitter antenna diversity exploitation and is optimized in later sections. The scalar ®
is a transmit power factor that will be addressed in a later section. For now, we assume
® = 1.
The goal is to choose M
(1) and M
(2) to optimize downlink performance when no receiver
CSI is available and the receiver is constrained to matched ¯lter detection. The precoders
4must not only suppress interference, but they must also exploit available diversity. We
are interested in situations in which we have either perfect or partial CSI available at the
transmitter.
2.1 Orthogonal Spreading Codes and Perfect Transmitter CSI
After chip-matched ¯ltering, the noise free received signal at user 1's mobile unit is
r1 = h
(1)
1 x
(1) + h
(2)
1 x
(2) (2)
= h
(1)
1 SM
(1)b + h
(2)
1 SM
(2)b (3)
where h
(a)
b is the complex channel gain between transmit antenna a and user b's mobile unit.
The channel gains are assumed mutually independent. The mobile units are restricted to
(spreading-code) matched ¯lter detection. If s1
4
= [S]:;1 and we have orthogonal spreading
codes, the decision statistic for user 1 is
d1 = s
H
1r1 + ¾n1 (4)
= h
(1)
1
h
M
(1)b
i
1
+ h
(2)
1
h
M
(2)b
i
1
+ ¾n1 (5)
where n1 » Nc(0;1) and is independent of b and the channel and ¾2 is the noise power.
For now, de¯ne M
(a), a 2 f1;2g to be diagonal matrices whose elements are given by
h
M
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i
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h
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Then we have
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(1)
1
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2
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1
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2
b1 + ¾n1 (7)
and the corresponding bit estimate is
^ b1 = signfRe[d1]g: (8)
This achieves an instantaneous SNR of
SNR1 =
¯ ¯ ¯h
(1)
1
¯ ¯ ¯
2
+
¯ ¯ ¯h
(2)
1
¯ ¯ ¯
2
¾2 (9)
which provides full two branch diversity for every user and has a X 2
4 distribution when
the channel gains are independent complex Gaussian random variables. Precoding for
this scenario reduces to maximal ratio weighting [18], which has the same performance as
beamforming to a single receive antenna. Note that M
(1);M
(2) in (6) are normalized in the
sense that the sum of the average (with respect to b) transmit power from both antennas
is K. That is,
Eb
½° ° °SM
(1)b
° ° °
2¾
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½° ° °SM
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° ° °
2¾
= tr
³
M
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³
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´
= K (10)
for every channel realization. Therefore, we can set ® = 1 in (1).
52.2 Non-orthogonal Spreading Codes and Perfect Transmitter
CSI
Here we assume non-orthogonal spreading codes. Let ½T
1
4
= sH
1S. The decision statistic for
user 1 is
d1 = h
(1)
1 ½
T
1M
(1)b
| {z }
d
(1)
1
+h
(2)
1 ½
T
1M
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d
(2)
1
+¾n1: (11)
Our goal is to choose M
(1);M
(2) to maximize the collective performance of all users in
some sense, assuming no receiver CSI and matched ¯lter detection. We form minimum
mean-square error (MMSE) cost functions for the optimization of M
(1);M
(2) by stacking
d
(1)
k (1 · k · K) and d
(2)
k (1 · k · K), respectively. The result for transmit antenna
a 2 f1;2g is
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and where the expectations are with respect to n and b. At this stage, the cost functions
implicitly assume that the channel gains are deterministic and known at the transmitter.
The motivation behind the construction of the cost functions is self evident except, per-
haps, for the presence of D
(1) and D
(2). This is related to the transmit power constraint
6and power loading. If we allow for an in¯nite peak-to-average power ratio at the trans-
mitter, we can replace D
(1) and D
(2) in (13) with IK and the resulting optimal precoding
matrix will completely eliminate the detrimental e®ects of fading1. Because real transmit-
ters cannot operate with an in¯nite dynamic range, this is not a reasonable assumption.
Therefore, we will insist that the sum of the average (with respect to b) transmit power
from all antennas be equal to the number of users. For diversity transmission (instead
of multiplexing [19]) with this power constraint and orthogonal codes, the best precoding
scheme is maximum ratio weighting as in (6). It is therefore important that the precoding
matrices that minimize the cost functions J(1),J(2) reduce to (6) when spreading codes are
orthogonal. It is easy to verify using the results in Section 2.2.1 that this is true when D
(a)
satis¯es (14).
2.2.1 Optimizing M
Proposition 1 The choice of M
(1) that minimizes J(1) and the choice of M
(2) that min-
imizes J(2) are given by
M
(1) = R
¡1
h
H
(1)
i¡1
D
(1) (17)
M
(2) = R
¡1
h
H
(2)
i¡1
D
(2): (18)
The proof appears in the appendix.
These results show that optimal precoding with perfect transmitter CSI and non-
orthogonal codes is maximum ratio weighting followed by transmitter-based decorrelation.
It is easy to see that for orthogonal spreading code sets (R = IK), (17) and (18) reduce
to (6), i.e., the results for the optimization of M
(1), M
(2) agree with our intuition for
orthogonal codes.
2.3 Performance and Achievable Diversity
We have seen that with perfect channel knowledge at the transmitter and orthogonal spread-
ing codes, we can achieve full transmit diversity with precoding. We will see here that
non-zero spreading code crosscorrelations lead to an SNR loss, but full diversity is still
achievable.
1The precoding matrix for this situation can be found using (17)-(18) and by solving for ® using the
procedure in Section 2.3. Essentially, the transmitter will increase power (perhaps without bound) during
fades and decrease power during channel peaks, resulting in in¯nite peak-to-average transmit power.
72.3.1 The General Case
Stacking decision statistics from all users obtained using the optimal M
(1);M
(2), we de¯ne
the composite received signal as
r
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Because E is diagonal, multiple access interference is completely eliminated . Furthermore,
we have seen in Section 2.1 that with orthogonal codes, we can set ® = 1 (i.e., no transmit
power adjustment is necessary) and achieve full transmit diversity. In general, however, we
must set ® · 1 to constrain average transmit power. For our purposes, average transmit
power normalization requires
®
2Eb
½° ° °SM
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° ° °
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+ ®
2Eb
½° ° °SM
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= K (23)
for every channel realization. That is, the sum of the average transmit power from the two
antennas is equal to the number of users. Dropping the antenna superscripts for notational
convenience, we have
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For transmit antenna a 2 f1;2g, the diagonal structures of D and H yield
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Summing the average transmit power contributions from each antenna, we have
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8where f¸ig
K
i=1 are the eigenvalues of R. Therefore, by (23), the power scaling factor ® must
satisfy
® =
v u u u u t
1
1
K
K X
i=1
1
¸i
(29)
Notice that ®2 is simply the inverse of the average of the diagonal elements of R
¡1. It is
interesting to relate this result to the performance of receiver-based decorrelating multiuser
detection (MUD), in which the performance of user k is dependent upon the inverse of
£
R
¡1¤
k;k, but is not dependent upon the other diagonal elements of R
¡1. In this sense,
we can think of the performance of precoding, which is the same for every user, as the
performance of decorrelating MUD \averaged" over every user. This interpretation is
supported by the simulation results reported in [9].
Assuming all channel gains are independent and have the same statistics, the average
bit-error-probability (BEP) of every user will be the same and is given by [20]
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; a = 1;2;i = 1;2;:::;K: (32)
This performance is the same as two-branch maximum ratio combining with an SNR
penalty of 10log10 ®2 dB. Hence diversity, de¯ned here as the slope of the BEP curve,
is una®ected by signature waveform crosscorrelations, but we do su®er SNR loss.
2.3.2 Equicorrelated Spreading Codes
As an important special case, we consider the scenario in which the normalized spreading
code crosscorrelations satisfy
s
H
ksl =
½
1 k = l
½ k 6= l (33)
for some ½ 2 [0;1). It is easy to show using the matrix inversion lemma [21] that
R
¡1 =
1
1 ¡ ½
IK ¡
½
(1 ¡ K)½2 + (K ¡ 2)½ + 1
| {z }
¸ ½
1K;K; (34)
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Figure 1: The power scaling factor, ® as a function of the signature crosscorrelations, ½,
for di®erent numbers of users.
which yields
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(1)
´
+ tr
³
M
(2)HRM
(2)
´
= K
µ
1
1 ¡ ½
¡ ¸ ½
¶
(35)
and
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Clearly,
lim
K!1
®(½;K) =
p
1 ¡ ½: (37)
In fact, ®(½;K) tends to its limit rather quickly, as we see from Fig. 1, which plots ®(½;K)
as a function of ½, for several values of K. Note that ½ is, implicitly, a function of the
number of users, K, and the processing gain, N. In order to increase K while maintaining
a constant ½, the processing gain (and, hence, the bandwidth) will, in general, have to be
increased as well.
For a moderate or large number of users, the performance is nearly equivalent to two-
branch maximum ratio combining with a SNR penalty of 10log10(1¡½) dB. Fig. 2 illustrates
the BEP performance, calculated using (31), for 20 users and for various values of the
crosscorrelation parameter ½. The 10log10(1 ¡ ½) dB SNR penalty is clearly visible.
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Figure 2: The bit-error-probability for the equicorrelated spreading code case, averaged
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The transmit energy per user per bit is 1.
113 Precoding with Partial Channel Information
Here we consider a scenario in which the transmitter has only partial information about the
current channel. As before, the receiver has no CSI of any kind and is limited to matched
¯lter detection. We create the following cost function as a modi¯cation of J(1);J(2):
J
(a)
p = E
½° ° °D
(a)b ¡ H
(a)RM
(a)b ¡ n
° ° °
2 ¯ ¯ ¯ ^ H
(1)
; ^ H
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¾
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where ^ H
(1)
; ^ H
(2)
are quantities that are statistically dependent upon the channel matri-
ces H
(1);H
(2) and where the expectation is with respect to b, n, H
(a), and D
(a). This
practical CSI approach is motivated, in part, by Jakes model [22], which treats the channel
coe±cients as samples of a stationary Gaussian random process with autocorrelation func-
tion J0(2¼fm¿), where J0(¢) is the zero-order Bessel function of the ¯rst kind, fm denotes
the maximum Doppler frequency, and ¿ denotes the time lag. In this context, we can think
of ^ H
(1)
; ^ H
(2)
as old estimates of the true downlink channel matrices H
(1);H
(2).
This partial CSI scenario will require di®erential encoding/decoding of the BPSK modu-
lated data because of the lack of good phase information at the transmitter. To incorporate
this constraint into the optimization problem (and to avoid trivial \all zero" precoding so-
lutions), ^ H
(1)
; ^ H
(2)
will also represent perfect knowledge of the channel phase.
3.1 Optimizing M, Revisited
Proposition 2 De¯ne the following correlation matrices:
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The choice of M
(1) that minimizes J
(1)
p and the choice of M
(2) that minimizes J
(2)
p are
given by
M
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The proof appears in the appendix.
It is easy to show that (43),(44) reduce to (17),(18), respectively, when the channel is
perfectly known at the transmitter. The precoding matrices in (43) and (44) are functions
12of the conditional channel correlation matrix C
(a)
hh. Although we will not use this interpre-
tation explicitly, we note in passing that this correlation matrix can be used as a general
measure of the quality of the channel side information in that it describes the remain-
ing channel uncertainty when the partial channel information is known [23]. High quality
side information corresponds to a small correlation matrix (measured by some appropriate
norm) and low quality side information corresponds to a large correlation matrix.
3.2 Precoding with Old Channel Estimates: Jakes Model
We characterize the channel as Rayleigh fading, following Jakes' model [22]. That is,
we assume the channel coe±cients are samples of a stationary Gaussian random process
with an autocorrelation function proportional to J0(2¼fm¿). Speci¯cally, the time-varying
channel between transmit antenna a and user k is governed by
1
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E
n
h
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k (t ¡ ¿)
o
= J0(2¼fm¿) (45)
where, as before, Eh
4
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k (t)
¯ ¯ ¯
2¾
. This approach is useful for developing linear pre-
coders for a system that produces good, but delayed, channel estimates at the transmitter.
Because the focus here is on characterizing the e®ects of the channel variation, indepen-
dent of the channel estimation algorithm employed, we assume that the outdated fading
estimates are made perfectly.
For notational convenience, we write
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Then h
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i are mutually independent, as are ¸ h
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r and ¸ h
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i . Channel coe±cients are
also independent across antennas. Dropping the antenna superscript for the moment, the
conditional distributions of hr;¸ hr and hi;¸ hi are given by
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where we have also dropped the r or i subscript for notational convenience. If the channels
are zero mean, the conditional variance and mean are given by
¹hj¸ h = ¸ h½hj¸ h (48)
¾
2
hj¸ h =
Eh
2
(1 ¡ ½
2
hj¸ h) (49)
where
½hj¸ h =
E
n
¸ hh
o
Eh=2
(50)
= J0(2¼fm¿): (51)
13For this scenario, the correlation matrices C
(a)
HH and C
(a)
HD are diagonal with entries given
by
h
C
(a)
HH
i
i;i
= E
½¯ ¯ ¯h
(a)
i
¯ ¯ ¯
2 ¯ ¯ ¯¸ h
(a)
i
¾
(52)
h
C
(a)
HD
i
i;i
= E
8
> > <
> > :
h
(a)¤
i
¯ ¯ ¯h
(a)
i
¯ ¯ ¯
2
r¯ ¯ ¯h
(1)
i
¯ ¯ ¯
2
+
¯ ¯ ¯h
(2)
i
¯ ¯ ¯
2
¯ ¯ ¯¸ h
(1)
i ;¸ h
(2)
i
9
> > =
> > ;
: (53)
The former expectation can be evaluated as
h
C
(a)
HH
i
i;i
= J
2
0(2¼fm¿)
¯ ¯ ¯¸ h
(a)
i
¯ ¯ ¯
2
+ Eh[1 ¡ J
2
0(2¼fm¿)] (54)
and the latter can be evaluated via Monte-Carlo simulation for every realization of the past
channel.
We have simulated the average bit-error-rate (BER) performance of precoding with
partial channel information for a 10-user, BPSK-modulated CDMA system. The BER
performance is averaged over the fading channel and di®erential encoding/decoding of the
transmitted data is used to compensate for imperfect phase knowledge. Fig. 3 contains
7 plots for a spreading code crosscorrelation of ½ = 0:4. From top to bottom, the curves
represent:
1. (via the slope) the performance of single-user binary di®erentially encoded/decoded
PSK in °at fading with no diversity
2. the performance of precoding for fm¿ = 1, i.e., the past channel is uncorrelated with
the present channel
3. the performance of precoding for fm¿ = 0:1
4. the performance of precoding for fm¿ = 0:05
5. the performance of precoding for fm¿ = 0:001
6. precoding with perfect transmitter CSI
7. (via the slope) the performance of single-user binary di®erentially encoded/decoded
PSK in °at fading with 2-branch diversity.
Notice that the transmit antenna diversity gain, given by the slope of the BER curve
relative to the single antenna curve, is close to zero for fm¿ = 1 and fm¿ = 0:1 because
the past channel is not su±ciently correlated with the present channel to exploit diversity.
As fm¿ decreases to 0.05, some diversity gain is visible. Full 2-branch diversity gain is
achieved for fm¿ · 0:001. Fig. 4 contains the same plots for ½ = 0:7 instead of ½ = 0:4.
An SNR loss relative to ½ = 0:4 is clearly visible, but diversity is not signi¯cantly a®ected
by the increase in multiple access interference.
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fading channel. Spreading codes are random and of length 15. The spreading waveform
crosscorrelation is ½ = 0:4.
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164 Precoding for Multipath Channels
The conventional technique for diversity exploitation in multipath is RAKE reception,
i.e., maximum ratio combining of each path at the receiver. Because we are considering
applications that do not allow for receiver channel information, we will, instead, use a form
of pre-rake diversity combining. We will see that Propositions 1 and 2 can be applied
with minor modi¯cations to fully exploit multipath and transmit antenna diversity while
completely eliminating multiple-access interference.
4.1 Prerake-Diversity Combining
We will assume a synchronous, block fading, L-path multipath channel [24] with no inter-
symbol interference2, where the impulse response between transmit antenna a and user k's
receive antenna can be modelled as
h
(a)
k (t) =
L¡1 X
l=0
h
(a)
k [l]±(t ¡ lTc); (55)
where
n
h
(a)
k [l]
oL¡1
l=0
is a set of i.i.d complex Gaussian random variables and Tc is the chip
duration, i.e., the symbol duration divided by the processing gain. Synchronism is a rea-
sonable assumption for downlink transmissions (where precoding is most practical) and
intersymbol interference can be eliminated using guardbands or it can simply be neglected
if the channel delay spread is small relative to the symbol interval.
The general idea behind pre-rake diversity combining [11] is to transmit precoded ver-
sions of the chip stream Sb 2 CN£1 during L consecutive chip intervals so that after
the L-th transmission, all paths add up coherently at the receiver. Fig. 5 illustrates the
approach for the single antenna, single user case in a 3-path channel. The discrete-time
transmitted signal for this scenario is
[~ x]i =
Ã
L¡1 X
l=0
¯ ¯ ¯h1[l]
¯ ¯ ¯
2
!¡ 1
2 L¡1 X
l=0
h
¤
1[L ¡ 1 ¡ l] ¢ [s1b1]i¡l ; i = 1;2;:::N + L ¡ 1: (56)
The desired portion of the noise-free received signal r1 is available between relative chip
intervals L and N + L ¡ 1 and is given by
r1 =
Ã
L¡1 X
l=0
¯ ¯ ¯h1[l]
¯ ¯ ¯
2
! 1
2
s1b1 + multipath/interchip interference: (57)
In the next section we will show that MMSE precoding for a K-user system can fully ex-
ploit multipath and transmit antenna diversity for every user while completely eliminating
multipath and multiuser interference.
2Inter-chip interference constitutes the multipath interference in this model and in Fig. 5.
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Figure 5: Pre-rake diversity combining (precoding) for a single-antenna, single user CDMA
signal in a 3-path multipath channel with processing gain N. Notice that full diversity is
achievable with an SNR loss due to multipath interference.
4.2 Precoding for Multipath
For a K-user multi-antenna CDMA system using pre-rake diversity combining, the discrete-
time signal transmitted from antenna a is
x
(a) =
L¡1 X
l=0
~ S[l]M
(a)[l]b (58)
where x 2 C(N+L¡1)£1, M
(a)[l] is the precoding matrix for transmit antenna a and path l,
and ~ S[l] is de¯ned by
~ S[l]
4
=
2
4
0L¡1¡l;K
S
0l;K
3
5: (59)
Then we have
x
(a) = ¸ SM
(a)b (60)
where
M
(a) 4
=
2
6 6 6
4
M
(a)[0]
M
(a)[1]
. . .
M
(a)[L ¡ 1]
3
7 7 7
5
KL£K
; ¸ S
4
=
h
~ S[0] ~ S[1] ¢¢¢ ~ S[L ¡ 1]
i
(N+L¡1)£KL
(61)
so that the total average transmit power from antenna a required to send a single symbol
vector is
P
(a) = Eb
n° °x
(a)° °2o
(62)
= tr
³
M
(a)H¸ S
H¸ SM
(a)
´
: (63)
18The noise free received signal at user 1's mobile unit due to the signal transmitted from
antenna a is given by
r
(a)
1 =
L¡1 X
l=0
L¡1 X
i=0
h
(a)
1 [i]S[i ¡ l]M
(a)[l]b (64)
=
L¡1 X
l=0
h
(a)
1 [l]SM
(a)[l]b +
L¡1 X
l=0
L¡1 X
i=0
i6=l
h
(a)
1 [i]S[i ¡ l]M
(a)[l]b
| {z }
inter-chip interference
(65)
where S[p] 2 CN£K is a matrix of p-shifted spreading codes with zero padding. If p = 1,
for example, the k-th column of S[p] is
h
0 [sk]1 [sk]2 ¢¢¢[sk]N¡1
iT
. For negative p, the
spreading codes are shifted up and zeros are inserted at the bottom of the matrix.
As before, we assume matched ¯lter detection so that the decision statistic for user 1
due to the signal transmitted from antenna a is
d
(a)
1 = s
H
1r
(a)
1 : (66)
Stacking decision statistics from each user, we have
d
(a) 4
=
h
d
(a)
1 d
(a)
2 ¢¢¢ d
(a)
K
iT
(67)
=
L¡1 X
i=0
L¡1 X
l=0
H
(a)[i]R[i ¡ l]M
(a)[l]b (68)
= H
(a)RM
(a)b (69)
where
H
(a)[i]
4
= diag
³
h
(a)
1 [i];h
(a)
2 [i];:::;h
(a)
K [i]
´
(70)
R[i ¡ l]
4
= S
HS[i ¡ l] (71)
H
(a) 4
=
h
H
(a)[0] H
(a)[1] ¢¢¢ H
(a)[L ¡ 1]
i
K£KL
(72)
and
R
4
=
2
6 6 6
4
R[0] R[¡1] ¢¢¢ R[¡(L ¡ 1)]
R[1] ... ...
... R[¡1]
R[L ¡ 1] R[1] R[0]
3
7 7 7
5
KL£KL
: (73)
The cost function for determining the optimal precoder supermatrix M
(a) is formed as
J
(a)
mp = E
½° ° °D
(a) b ¡ H
(a)RM
(a)b ¡ n
° ° °
2¾
(74)
19where D
(a) is a diagonal power loading matrix whose elements are given by
h
D
(a)
i
i;i
=
L¡1 X
l=0
¯ ¯ ¯h
(a)
i [l]
¯ ¯ ¯
2
"
2 X
a=1
L¡1 X
j=0
¯ ¯ ¯h
(a)
i [j]
¯ ¯ ¯
2
# 1
2
: (75)
The optimal precoding supermatrix for antenna a, assuming perfect or partial channel
information, can be found using straightforward modi¯cations of Propositions 1 and 2.
Proposition 3 The precoding supermatrix M
(a) that minimizes J
(a)
mp satis¯es
M
(a) =
h
H
(a)R
iy
D
(a) (76)
for a 2 f1;2g.
The proof is a straightforward modi¯cation of the proof of Proposition 1.
Proposition 4 The precoding supermatrix M
(a) that minimizes the cost function
J
(a)
p;mp = E
½° ° °D
(a) b ¡ H
(a)RM
(a)b ¡ n
° ° °
2 ¯ ¯ ¯ ^ H
(1)
; ^ H
(2)
¾
(77)
satis¯es
M
(a) =
h
C
(a)
HHR
iy
C
(a)
HD (78)
for a 2 f1;2g where
C
(a)
HH
4
= E
n
H
(a)HH
(a)
¯ ¯ ¯ ^ H
(1)
; ^ H
(2)o
; (79)
C
(a)
HD
4
= E
n
H
(a)HD
(a)
¯ ¯ ¯ ^ H
(1)
; ^ H
(2)o
: (80)
The proof is a straightforward modi¯cation of the proof of Proposition 2. The individual
precoding matrices fM
(a)[l]g
L¡1
l=0 can be found from the optimal precoding supermatrix via
M
(a)[l]
set = M
(a)
Kl+1:Kl+K;:: (81)
4.3 Simulation Results for Multipath Precoding
We consider the performance of multipath precoding with perfect CSI at the transmitter.
Unlike the °at fading case3, the sum of the average (with respect to b) transmit powers
from the multipath precoders does not add up to a constant that is independent of the
channel. Consequently, the transmit power scale factor must be a function of the channel
3See (28), for example.
20to constrain average or peak-to-average transmit power. Our approach, which we call
\instantaneous scaling", is simply to force the sum of the instantaneous power output from
the precoders to be equal to K at all times, i.e. the peak-to-average power ratio is forced
to unity. Generalizing slightly from [11] and (23), we set
® =
s
K
PMT
a=1 P (a) (82)
where MT is the number of transmit antennas, and M
(a)[l] is computed using (76) and
(81). Of course, ® is a function of the channel and needs to be recomputed whenever the
channel or spreading code set changes.
As discussed in Section 2.3.1 for the °at fading case, precoding performance in multipath
is determined entirely by ®, i.e. the average bit-error-probability is given by
Pr(²) = E
8
<
:
Q
0
@®
¾
v u u t
MT X
a=1
L¡1 X
l=0
¯ ¯ ¯h
(a)
1 [l]
¯ ¯ ¯
2
1
A
9
=
;
: (83)
Because ® is a function of the channel for multipath precoding, we do not have closed form
expressions for (83). Instead, we simulate performance by replacing the expectation with
time averaging.
Fig. 6 contains plots of the performance of multipath precoding. The number of
users is 10 and the spreading codes are either length 15 m-sequences and their shifted
versions or random sequences, as indicated. The performance is averaged over 20,000
channel realizations (and code sets for random codes). Plots are included for (MT;L)
combinations of (2;2) and (1;4). Also illustrated for comparison is the performance of single
user maximum ratio combining with 4 branches. It is clear, based on the slope of the BER
curves, that all scenarios fully exploit multipath and transmit antenna diversity, although
there is an SNR loss due to multiple access interference and multipath. As expected,
the SNR loss for m-sequence code sets is less than for random codes. Interestingly, the
performance of (1;4) is superior to (2;2) for random codes, but (2;2) is superior to (1;4)
for m-sequences.
Fig. 7 contains plots for (MT;L) combinations of (3;2);(2;3) and (1;6). As in the
previous ¯gure, it is clear that all scenarios fully exploit multipath and transmit antenna
diversity.
5 Conclusions
We have presented a precoding technique for suppressing multiple-access interference and
exploiting multipath and multi-antenna diversity in CDMA systems with ultra low-complexity
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Figure 6: Multipath precoding performance averaged over 10 users and 20,000 channel
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23receivers. Precoders have been developed both for perfectly known channels and for situ-
ations in which limited channel side information is available that is statistically correlated
with the true channel. We have seen that precoding is a suitable alternative to receiver-
based multiuser detection, RAKE reception, and space-time coding when maintaining low
receiver complexity is a priority. Directions for future research include precoding in the
presence of intersymbol interference.
Appendix
Proof of Proposition 1: We will prove (17) only; the proof for (18) follows immediately. We
will also drop the antenna superscripts on D, H, and M for notational convenience. We
make extensive use of the readily veri¯able equalities [25, 26]
tr(AB) = vec(A
H)
Hvec(B) (84)
vec(ABC) = (C
T ­ A)vec(B) (85)
@
@z¤a
Hz = 0 (86)
@
@z¤z
Ha = a (87)
@
@z¤z
H Az = Az: (88)
We have
J = E
©£
b
HD ¡ b
HM
HR
HH
H ¡ n
H¤
[Db ¡ HRMb ¡ n]
ª
: (89)
Taking the expectation with respect to b and n, and ignoring terms independent of M, we
form an equivalent cost function as
J
0 = tr
¡
M
HR
HH
HHRM
¢
| {z }
T1
¡tr(DHRM)
| {z }
T2
¡tr
¡
M
HR
HH
HD
H¢
| {z }
T3
: (90)
Using (84), we have
T2 = vec
¡
R
HH
HD
H¢H
vec(M) (91)
T3 = vec(M)
Hvec
¡
R
HH
HD
H¢
: (92)
Using (86) and (87), we have
@ T2
@ M
¤ = 0K;K (93)
@ T3
@ M
¤ = R
HH
HD
H: (94)
24For T1, we have
T1 = vec
¡
R
HH
HHRM
¢H
vec(M) (95)
=
£¡
IK ­ R
HH
HHR
¢
vec(M)
¤H
vec(M) (96)
= vec(M)
H £
IK ­ R
HH
HHR
¤
vec(M) (97)
Using (88), we see that
@ T1
@ vec(M)
¤ =
£
IK ­ R
HH
HHR
¤
vec(M): (98)
Hence, from (85) we have
@ T1
@ M
(1)¤ = R
HH
HHRM
(1): (99)
Substituting (93), (94), and (99) into (90), we ¯nd that
@J0
@M
¤ = (HR)
HHRM ¡ (HR)
HD: (100)
Setting this quantity equal to zero, solving for M, and noting that [HR]¡1 = R
¡1H
¡1
completes the proof. 2
Proof of Proposition 2: As before, we prove (43) only; (44) follows immediately. De¯ne
the following
¹ H
(a)
i
4
= E
nh
vec
³
H
(a)
´¤i
i
H
(a)
¯ ¯ ¯ ^ H
(1)
; ^ H
(2)o
; a 2 f1;2g; 1 · i · K
2 (101)
¸ H
(a)
i
4
= E
nh
vec
³
D
(a)
´i
i
H
(a)¤
¯ ¯ ¯ ^ H
(1)
; ^ H
(2)o
; a 2 f1;2g; 1 · i · K
2: (102)
Also let ei be the length K2 column vector whose elements are all zero except for the i-the
element, which is 1. Then Ei 2 f0;1gK£K is de¯ned by vec(Ei) = ei. For notational
convenience, we will drop the antenna superscript (¢)(1) from the matrices M, H, D, ¸ H,
¹ H, Cdh, and Chh. We have
Jp = E
n£
b
HD ¡ b
HM
HR
HH
H ¡ n
H¤
[Db ¡ HRMb ¡ n]
¯ ¯ ¯ ^ H1; ^ H2
o
: (103)
Taking the expectation with respect to b and n and ignoring terms independent of M, we
form an equivalent cost function as
J
0
p = EH;D
n
tr
¡
M
HR
HH
HHRM
¢¯ ¯ ¯ ^ H1; ^ H2
o
| {z }
T1
¡EH;D
n
tr(DHRM)
¯ ¯ ¯ ^ H1; ^ H2
o
| {z }
T2
¡
EH;D
n
tr
¡
M
HR
HH
HD
H¢¯ ¯ ¯ ^ H1; ^ H2
o
| {z }
T3
: (104)
25We begin by using (84) on T3 to obtain
T3 = EH;D
n
vec(H)
H [R
¤M
¤ ­ IK]vec(D)
¯ ¯ ¯ ^ H1; ^ H2
o
(105)
= tr
¡
Cdh [R
¤M
¤ ­ IK]
¢
(106)
= tr
³£
M
HR
H ­ IK
¤
C
T
dh
´
: (107)
In order to take the gradient with respect to M
¤, we partition the trace argument into its
K2 columns and note that
h£
M
HR
H ­ IK
¤
C
T
dh
i
:;i
=
£
M
HR
H ­ IK
¤
vec
³
¸ Hi
´
(108)
= vec
³
¸ HiR
¤M
¤
´
: (109)
Then
T3 =
K2 X
i=1
e
T
i vec
³
¸ HiR
¤M
¤
´
(110)
=
K2 X
i=1
vec(Ei)
Tvec
³
¸ HiR
¤M
¤
´
(111)
=
K2 X
i=1
tr
³
E
T
i ¸ HiR
¤M
¤
´
(112)
=
K2 X
i=1
tr
³
M
HR
H ¸ H
T
i Ei
´
(113)
where the third equality is due to (84). For the i-t term in the summation, we have
tr
³
M
HR
H ¸ H
T
i Ei
´
= vec(M)
Hvec
³
R
H ¸ H
T
i Ei
´
: (114)
Using (87), we see that
@ tr
³
M
HR
H ¸ H
T
i Ei
´
@ vec(M)
¤ = vec
³
R
H ¸ H
T
i Ei
´
(115)
so that
@ tr
³
M
HR
H ¸ H
T
i Ei
´
@ M
¤ = R
H ¸ H
T
i Ei (116)
and
@ T3
@ M
¤ =
K2 X
i=1
R
H ¸ H
T
i Ei: (117)
Following a similar procedure for T2, we ¯nd using (86) that
@ T2
@ M
¤ = 0K;K: (118)
26For T1, we have
T1 = EH;D
n
vec(HRM)
Hvec(HRM)
¯ ¯ ¯ ^ H
(1)
; ^ H
(2)o
(119)
= EH;D
n
vec(H)
H £
M
TR
T ­ IK
¤H £
M
TR
T ­ IK
¤
vec(H)
¯ ¯ ¯ ^ H
(1)
; ^ H
(2)o
(120)
= tr
³£
M
TR
T ­ IK
¤H £
M
TR
T ­ IK
¤
Chh
´
(121)
= tr
¡£
R
¤M
¤M
TR
T ­ IK
¤
Chh
¢
: (122)
We can write column i of the trace argument in (122) as
££
R
¤M
¤M
TR
T ­ IK
¤
Chh
¤
:;i =
£
R
¤M
¤M
TR
T ­ IK
¤
vec
¡ ¹ Hi
¢
(123)
= vec
¡ ¹ HiRMM
HR
H¢
: (124)
Then
T1 =
K2 X
i=1
e
T
i vec
¡ ¹ HiRMM
HR
H¢
(125)
=
K2 X
i=1
vec(Ei)
Tvec
¡ ¹ HiRMM
HR
H¢
(126)
=
K2 X
i=1
tr
¡
E
T
i ¹ HiRMM
HR
H¢
(127)
where the second equality is due to (84). For the i-th term in the summation, we have
tr
¡
E
T
i ¹ HiRMM
HR
H¢
= vec
³
MM
HR
H ¹ H
H
i E
¤
i
´H
vec
¡
R
H¢
(128)
=
£¡
E
H
i ¹ H
¤
iR
¤M
¤ ­ IK
¢
vec(M)
¤H
vec
¡
R
H¢
(129)
= vec(M)
H
h
M
TR
T ¹ H
T
i Ei ­ IK
i
vec
¡
R
H¢
(130)
= vec(M)
Hvec
¡
R
HE
T
i ¹ HiRM
¢
(131)
= vec(M)
H £
IK ­ R
HE
T
i ¹ HiR
¤
vec(M): (132)
Using (88), we see that
@ tr
¡
E
T
i ¹ HiRMM
HR
H¢
@ vec(M)
¤ =
£
IK ­ R
HE
T
i ¹ HiR
¤
vec(M); (133)
so that
@ T1
@ vec(M)
¤ =
K2 X
i=1
£
IK ­ R
HE
T
i ¹ HiR
¤
vec(M); (134)
and
@ T1
@ M
¤ =
K2 X
i=1
R
HE
T
i ¹ HiRM (135)
27Substituting (117), (118), and (135) into (104) and using the fact that R
H = R, we ¯nd
that
@ J
0
p
@ M
¤ =
K2 X
i=1
RE
T
i ¹ HiRM ¡
K2 X
i=1
R ¸ H
T
i Ei: (136)
Notice that
K2 X
i=1
E
T
i ¹ Hi = CHH (137)
and
K2 X
i=1
¸ H
T
i Ei = CHD (138)
where we have dropped the antenna indices on CHH and CHD . Hence,
@ J
0
p
@M
¤ =RCHHRM ¡RCHD: (139)
Setting this quantity equal to zero and solving for M completes the proof. 2
References
[1] A. Scaglione, P. Stoica, S. Barbarossa, G. Giannakis, and H. Sampath, \Optimal designs
for space-time linear precoders and decoders," IEEE Trans. Sig. Proc., vol. 50, no. 5, pp.
1051{1064, May 2002.
[2] H. Sampath, P. Stoica, and A. Paulraj, \Generalized linear precoder and decoder design for
MIMO channels using the weighted MMSE criterion," IEEE Trans. Commun., vol. 49, no.
12, pp. 2198{2206, Dec. 2001.
[3] K. Wong, R.D. Murch, and K.B. Letaief, \Optimizing time and space MIMO antenna system
for frequency selective fading channels," IEEE Trans. Commun., vol. 19, no. 7, pp. 1395{
2206, July 2001.
[4] R.F.H. Fischer, C. Windpassinger, A. Lampe, and J.B. Huber, \Tomlinson-Harashima
precoding in space-time transmission for low-rate backward channel," in Proc. Interna-
tional Zurich Seminar on Broadband Communications. Accessing, Transmission, Networking,
Zurich, Switzerland, Feb. 2002, pp. 7{1{7{6.
[5] B.M. Hochwald and T.L. Marzetta, \Unitary space-time modulation for multiple-antenna
communications in Rayleigh °at fading," IEEE Trans. Inform. Theory, vol. 46, no. 2, pp.
543{564, March 2000.
[6] B. L. Hughes, \Di®erential space-time modulation," IEEE Trans. Inform. Theory, vol. 46,
no. 7, pp. 2567{2578, Nov. 2000.
[7] B.M. Hochwald and W. Sweldens, \Di®erential unitary space-time modulation," IEEE
Trans. Commun., vol. 48, no. 12, pp. 2041{2052, Dec. 2000.
28[8] D. Reynolds, A. H¿st Madsen, and X. Wang, \Adaptive transmitter precoding for time
division duplex CDMA in fading multipath channels: Strategy and analysis," EURASIP
Joural of App. Sig. Proc., vol. 2002, no. 12, pp. 1325{1334, Dec. 2002.
[9] B.R. Voj· ci¶ c and W.M. Jang, \Transmitter precoding in synchronous multiuser communica-
tions," IEEE Trans. Commun., vol. 46, no. 10, pp. 1346{1355, October 1998.
[10] M. Brandt-Pearce and A. Dharap, \Transmitter-based multiuser interference rejection for
the down-link of a wireless CDMA system in a multipath environment," IEEE J. Select.
Areas Commun., vol. 18, no. 3, pp. 407{417, Mar. 2000.
[11] R. Esmailzadeh, E. Sourour, and M. Nakagawa, \Pre-rake diversity combining in time-
division duplex CDMA mobile communications," IEEE Trans. Vehicular Tech., vol. 48, no.
3, pp. 795{801, May 1999.
[12] P.W. Baier, M. Meurer, T. Weber, and H. Troger, \Joint transmission (JT), an alternative
rationale for the downlink of time division CDMA using multi-element transmit antennas," in
Proc. IEEE Sixth International Symposium on Spread Spectrum Techniques and Applications,
Parsippany, NJ, USA, Sept. 2000, pp. 1{5.
[13] H. Sampath, H. Bolcskei, and A.J. Paulraj, \Pre-equalization for MIMO wireless channels
with delay spread," in Proc. 2000IEEE Vehicular Technology Conference, Boston, MA, Sept.
2000, pp. 1175{1178.
[14] R.F.H. Fischer, C. Windpassinger, A. Lampe, and J.B. Huber, \MIMO precoding for decen-
tralized receivers," in Proc. 2002 IEEE Int. Symp. on Inform. Theory (ISIT'02), Erlangen,
Germany, June 2002, p. 496.
[15] R.L.U. Choi and R.D. Murch, \Transmit MMSE pre-rake processing with simpli¯ed receivers
for the downlink of MISO TDD-CDMA systems," in Proc. 2002 GLOBECOM, 2002, pp.
429{433.
[16] U. Erez, S. Shamai, and R. Zamir, \Capacity and lattice-strategies for cancelling known
interference," in Proc. of the Cornell Summer Workshop on Inform. Theory, Ithaca, NY,
USA, Aug. 2000.
[17] W. Yu and J.M. Cio±, \Trellis precoding for the broadcast channel," in Proc. IEEE Globecom
2001, San Antonio, TX, USA, Nov. 2001, pp. 1344{1348.
[18] B. Hochwald, T.L. Marzetta, and C.B. Papadias, \A transmitter diversity scheme for wide-
band CDMA systems based on space-time spreading," IEEE J. Select. Areas Commun., vol.
19, no. 1, pp. 48{60, Jan. 2001.
[19] L. Zheng and D.N.C. Tse, \Diversity and multiplexing: a fundamental tradeo® in multiple-
antenna channels," IEEE Transactions on Information Theory, vol. 49, no. 5, pp. 1073{1096,
May 2003.
[20] J.G. Proakis, Digital Communications, McGraw-Hill, 1995.
[21] R.A. Horn and C.R. Johnson, Matrix Analysis, Cambridge, UK: Cambridge University Press,
1985.
[22] W.C. Jakes, Microwave Mobile Communications, Wiley, 1974.
[23] G. JÄ ongren, M. Skoglund, and B. Ottersten, \Combining beamforming and orthogonal space-
time block coding," IEEE Trans. Inform. Theory, vol. 48, no. 3, pp. 611{627, Mar. 2002.
29[24] J. Evans and D.N.C. Tse, \Large system performance of linear multiuser receivers for mul-
tipath fading channels," IEEE Transactions on Information Theory, vol. 46, no. 6, pp.
2059{2078, Sept. 2000.
[25] D. H. Brandwood, \A complex gradient operator and its application in adaptive array
theory," IEE Proc. Parts F and H, vol. 130, no. 1, pp. 11{16, Feb. 1983.
[26] T. K. Moon and W.C. Stirling, Mathematical Methods and Algorithms for Signal Processing,
Prentice Hall, 2000.
30