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Ce mémoire traite de la construction d’un nouvel invariant des cobordismes lagran-
giens. Cette construction est inspirée des travaux récents de Solomon dans lesquels
une extension de l’homomorphisme de Calabi aux chemins lagrangiens exacts est
donnée. Cette extension fut entre autres motivée par le fait que le graphe d’une
isotopie hamiltonienne est un chemin lagrangien exact. Nous utilisons la suspension
lagrangienne, qui associe à chaque chemin lagrangien exact un cobordisme lagran-
gien, pour étendre la construction de Solomon aux cobordismes lagrangiens. Au
premier chapitre nous donnons une brève exposition des propriétés élémentaires des
variétés symplectiques et des sous-variétés lagrangiennes. Le second chapitre traite
du groupe des diéomorphismes hamiltoniens et des propriétés fondamentales de
l’homomorphisme de Calabi. Le chapitre 3 est dédié aux chemins lagrangiens, l’in-
variant de Solomon et ses points critiques. Au dernier chapitre nous introduisons la
notion de cobordisme lagrangien et construisons le nouvel invariant pour nalement
analyser ses points critiques et l’évaluer sur la trace de la chirurgie de deux courbes
sur le tore. Dans le cadre de ce calcul, nous serons en mesure de borner la valeur
du nouvel invariant en fonction de l’ombre du cobordisme, une notion récemment
introduite par Cornea et Shelukhin.
Mots-clés : Topologie symplectique, di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In this master’s thesis, we construct a new invariant of Lagrangian cobordisms. This
construction is inspired by the recent works of Solomon in which an extension of
the Calabi homomorphism to exact Lagrangian paths is given. Solomon’s extension
was motivated by the fact that the graph of any Hamiltonian isotopy is an exact
Lagrangian path. We use the Lagrangian suspension construction, which associates to
every exact Lagrangian path a Lagrangian cobordism, to extend Solomon’s invariant
to Lagrangian cobordisms. In the rst chapter, we give a brief introduction to the
elementary properties of symplectic manifolds and their Lagrangian submanifolds.
In the second chapter, we present an introduction to the group of Hamiltonian dif-
feomorphisms and discuss the fundamental properties of the Calabi homomorphism.
Chapter 3 is dedicated to Lagrangian paths, Solomon’s invariant and its critical
points. In the last chapter, we introduce the notion of Lagrangian cobordism and
we construct the new invariant. We analyze its critical points and evaluate it on the
trace of the Lagrangian surgery of two curves on the torus. In this setting we further
bound the new invariant in terms of the shadow of the cobordism, a notion recently
introduced by Cornea and Shelukhin.
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Les variétés symplectiques sont des variétés lisses munies d’une forme diérentielle
de degré 2 fermée et non-dégénérée appelée forme ou structure symplectique. Elles
apparaissent naturellement dans plusieurs branches des mathématiques et de la phy-
sique. En géométrie complexe, toute variété complexe projective est munie d’une
structure symplectique. En mécanique hamiltonienne, l’espace de phase T N d’un
système mécanique ayant un espace de congurationN est naturellement muni de la
forme symplectique
! D dp1 ^ dq1 C    dpn ^ dpn;
où .q1; : : : ; qn; p1; : : : pn/ sont des coordonnées locales sur T
N . La topologie sym-
plectique étudie principalement les propriétés des variétés symplectiques qui sont in-
variantes sous symplectomorphismes, ces diéomorphismes qui préservent la forme
symplectique.
Les variétés symplectiques sont souvent étudiées à travers leurs sous-variétés. Les
sous-variétés lagrangiennes jouent un énorme rôle dans cette étude. Une sous-variété
L d’une variété symplectique .M;!/ est lagrangienne si dimL D .dimM/=2 et si !
s’annule sur L. Comme nous le verrons au premier chapitre, les formes diérentielles
de degré 1 fermées et même les symplectomorphismes admettent une interprétation
du point de vue des sous-variétés lagrangiennes. On retrouve aussi naturellement
les sous-variétés lagrangiennes en mécanique hamiltonienne, où l’espace des impul-
sion possibles T q N à un point q 2 N est une sous-variété lagrangienne de T
N .
Étant donné l’impressionnante quantité d’exemples de sous-variétés lagrangiennes
qui existe, nous pourrions même être menés à croire, tout comme Weinstein [27], que
tout est une sous-variété lagrangienne.
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L’important rôle joué par les sous-variétés lagrangiennes nous mène à vouloir les
classier. Pour ce faire, nous avons besoin d’établir une relation d’équivalence entre
celles-ci. Il existe une multitude de ces relations d’équivalence, la plus forte d’entre
elles étant l’isotopie hamiltonienne. Deux sous-variétés lagrangiennes L0 et L1 sont
jointes par une isotopie hamiltonienne s’il existe une famille de fonctions hamilto-
niennes fHtgt2Œ0;1 à support compact telle que l’application au temps 1 du ot en-
gendré par cette dernière envoieL0 surL1. La classication des sous-variétés lagran-
giennes à isotopie hamiltonienne près n’est pas facile et encore très peu de résultats
sont connus en dimension supérieure ou égale à 4.
Une relation d’équivalence plus souple entre les sous-variétés lagrangiennes est
celle des cobordismes lagrangiens, notion qui fut introduite par Arnold [3]. Grosso
modo, deux variétés lagrangiennes L0 et L1 d’une variété symplectique M sont
lagrange-cobordantes s’il existe une sous-variété lagrangienne W dans C M ayant
comme bord L0 t L1. Peu de temps après leur introduction, les cobordismes lagran-
giens furent étudiés par Eliashberg [10] et Audin [4] qui les ont classiés dans le cas
oùM D Cn à l’aide de méthodes purement topologiques. Les aspects plus rigides des
cobordismes lagrangiens furent étudiés par Chekanov [8] dans le cadre de la théorie
des courbes holomorphes. Plus récemment, Biran et Cornea [6] ont lancés une étude
des cobordismes lagrangiens du point de vue de la théorie de Floer.
Dans ce mémoire, nous introduisons un nouvel invariant des cobordismes lagran-
giens qui découle de l’homomorphisme de Calabi Cal, introduit par Calabi [7], qui est
un homomorphisme entre le recouvrement universel eHam des diéomorphismes ha-
miltoniens d’une variété symplectique et les réels. Cet homomorphisme fut étendu par
Solomon [24] à un invariant C des chemins lagrangiens exacts, ces familles fƒtgt2Œ0;1
de sous-variétés lagrangiennes engendrées par une isotopie hamiltonienne. Cette ex-
tension de Cal aux chemins lagrangiens exacts fut motivée par le fait selon lequel
le graphe d’une isotopie hamiltonienne est un chemin lagrangien exact. Or, il existe
aussi une construction, la suspension lagrangienne, qui associe à chaque chemin la-
grangien exact fƒtgt2Œ0;1 un cobordisme lagrangien entre ƒ0 et ƒ1. C’est ce lien
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entre les chemins lagrangiens et les cobordismes lagrangiens qui motive l’extension
de l’homomorphisme de Calabi à un invariant C des cobordismes lagrangiens. Nous
démontrons l’invariance de C sous isotopie hamiltonienne (théorème A) et sous cer-
taines conditions d’exactitude, nous démontrons que C ne dépend que du bord du co-
bordisme lagrangien sur lequel il est évalué (théorème B). Pour ce faire, nous calculons
la première variation de C avec laquelle nous serons aussi en mesure de caractériser
ses points critiques dans le cas des cobordismes lagrangiens élémentaires. Finalement,
nous calculonsC sur la trace d’une chirurgie lagrangienne de deux courbes sur le tore
pour ensuite borner le résultat par l’ombre de la trace de la chirurgie, une notion ré-
cemment introduit par Cornea et Shelukhin [9].
Le chapitre 1 expose les propriétés élémentaires des variétés symplectiques et des
sous-variétés lagrangiennes, le tout débutant avec l’image locale, c’est-à-dire les es-
paces vectoriels symplectiques et leurs sous-espaces lagrangiens. Nous y démontrons
le théorème de Darboux qui stipule que toutes les variétés symplectique d’une même
dimension sont localement identiques. Finalement, nous démontrons le théorème du
voisinage lagrangien de Weinstein qui assure, pour toute sous-variété lagrangienne
compacte L, l’existence d’un voisinage V de L symplectomorphe à un voisinage V0
de la section nulle de T L.
Au chapitre 2 nous introduisons les diéomorphismes hamiltoniens et le groupe
Ham.M;!/ duquel ils sont élément. Par la suite nous étudions l’homomorphisme
de Calabi sous sa forme standard et celle qu’il prend dans le contexte des variétés
symplectique exactes. Nous discutons brièvement de l’interprétation géométrique de
l’homomorphisme de Calabi dans le cas du disque D2 et de son comportement dans
le cas des variétés symplectiques fermées.
Le chapitre 3 traite des chemins lagrangiens et de leurs géométrie. Nous introdui-
sons l’invariant de Solomon C et discutons des cas où il se réduit à l’homomorphisme
de Calabi. Finalement, nous établissons le lien entre les points critiques de C et les
sous-variétés lagrangiennes spéciales d’une variété presque Calabi-Yau.
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Le dernier chapitre est dédié à l’introduction des cobordismes lagrangiens à tra-





Ce chapitre traite des notions de base de la topologie symplectique. Une attention bien
particulière est portée aux sous-espaces vectoriels lagrangiens et aux sous-variétés
lagrangiennes. Nous suivons principalement l’ouvrage de McDu et Salamon [18].
Pour une introduction motivée par la mécanique classique nous recommandons le
classique ouvrage d’Arnold [2].
1.1. Espaces vectoriels symplectiques
Les espaces vectoriels symplectiques fournissent un modèle local à partir duquel
les variétés symplectiques sont construites. L’étude de ces espaces vectoriels découle
directement de l’étude des formes bilinéaires antisymétriques et non-dégénérées.
Dans ce qui suit, tous les espaces vectoriels considérés sont de dimension nie.
Dénition 1.1.1. Un espace vectoriel symplectique est la donnée d’une paire
.V; !/, où V est un espace vectoriel réel et ! est une forme bi-linéaire sur V sa-
tisfaisant aux deux conditions suivantes:
 ! est antisymétrique, c’est-à-dire que
8; 2 V; !.;/ D  !.; /I
 ! est non-dégénérée, c’est-à-dire que
si  2 V et !.;/ D 0 8 2 V H)  D 0:
La forme ! est ainsi appelée structure symplectique linaire ou forme symplec-
tique.
7





. Par la suite, nous munissons R2 de l’application bilinéaire
antisymétrique
!R2 D dp ^ dq
qui associe, à deux vecteurs ; 2 R2, l’aire signée du parallélogramme engendré par
ceux-ci. De manière plus explicite, on a




Il en découle directement que
!.@p; @q/ D 1 D  !.@q; @p/ et !.@p; @p/ D 0 D !.@q; @q/:
À partir de ces relations et de la bilinéarité de !R2 , nous pouvons déduire que !R2 est
non-dégénérée. Ainsi, .R2; !R2/ est bel et bien un espace linéaire symplectique.
Nous pouvons répéter cette construction sur n copies de R2 de sorte à obtenir
une structure symplectique sur R2n. Pour ce faire, nous considérons R2n comme un
espace vectoriel engendré par les 2n vecteurs de base
˚
@p1; @q1; : : : ; @pn; @qn
	
. Par la




dpj ^ dqj :
Remarquons que !R2n s’écrit comme la somme des structures symplectiques !i asso-





L’espace vectoriel symplectique .R2n; !R2n/ dénit à l’exemple 1.1.2 ainsi obtenue
est le prototype d’un espace vectoriel symplectique et !R2 est appelée structure
symplectique standard. Cette appellation reète une caractéristique essentielle des
espaces vectoriels symplectiques qui s’exprime sous la forme d’un théorème de clas-
sication (théorème 1.1.6). La preuve de ce théorème repose en grande partie sur le
complément symplectique, notion que nous introduisons sans plus tarder.
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Dénition 1.1.3. Soient .V; !/ un espace vectoriel symplectique etW  V un sous-
espace linéaire. Le complément orthogonal symplectique de W , noté W ! , est
déni comme
W ! D f 2 V j !.;/ D 0; 8 2 W g :
Il est important de noter que W ! n’est pas nécessairement transverse à W . La
dénition suivante nous permet de caractériser les relations d’inclusions entre W et
W ! .
Dénition 1.1.4. Un sous-espace W de .V; !/ est dit
 isotrope, si W  W ! ,
 coisotrope, si W !  W ,
 symplectique, si W \W ! D f0g,
 lagrangien, si W D W ! .
Notons que W est symplectique si et seulement si la restriction !jW de ! à W
est non-dégénéré. Dans ce cas, il est alors naturel de considérer .W; !jW / comme un
espace-vectoriel symplectique.
Le lemme suivant réunit quelques propriétés fondamentales des compléments
symplectiques orthogonaux.
Lemme 1.1.5. Soit .V; !/ un espace vectoriel symplectique. Alors l’application
! W V V
 dénie par
!./ D !.; / DW  ³ !
est un isomorphisme. De plus, si W  V un sous-espace. Alors,
(1) dimW C dimW ! D dimV ,
(2) .W !/! D W ,
(3) W est symplectique si et seulement si W ! est symplectique.
Démonstration. La non dégénérescence de ! sur V assure l’injectivité de ! . La




(i) Nous venons de démontrer que l’application !./ D !.; / est un iso-
morphisme entre V et son dual V . Considérons à présent l’application linéaire
ˆW W V W

donnée par




Remarquons que kerˆW D W
!
et puisque ! est, en particulier, surjective, imˆW Š
W . Ainsi, en vertu du théorème du rang,
dimV D dim kerˆW C dim imˆW D dimW
!
C dimW:
(ii) D’après la dénition du complément orthogonal symplectique, il est clair que
W  .W !/! . De plus, selon (i),
dimW D dimV   dimW ! D dim.W !/!:
Ainsi, W D .W !/! .
(iii) Supposons que W soit symplectique. Par dénition, W \ W ! D f0g. Or,
selon (ii), .W !/! D W , ainsi
W ! \ .W !/! D W ! \W D f0g ;
ce qui fait de W ! un espace symplectique par dénition. La preuve où l’on suppose
d’abord que W ! est symplectique est identique.
Nous sommes maintenant en mesure de démontrer le théorème de classication
annoncé précédemment.
Théorème 1.1.6 (Classication des espaces vectoriels symplectiques). Soit .V; !/ un
espace vectoriel symplectique. Alors,
(1) V est de dimensions 2n pour un certain entier positif n et admet une base
fe1; : : : ; en;f1; : : : ;fng telle que, 8i;j 2 f1; : : : ;ng,
!.ej ; ek/ D !.fj ;fk/ D 0 et !.ej ;fk/ D ıjk:
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(2) Il existe un isomorphisme d’espace vectoriel ‰ W R2n V tel que
‰! D !R2n :
Démonstration. (i) Soit e1 2 V n f0g. Alors, par non-dégénérescence de !, il existe
f1 2 V n f0;e1g tel que !.e1;f1/ ¤ 0. Notons qu’à multiplication d’une constante
près, on peut choisir e1 et f1 de sorte à avoir !.e1;f1/ D 1. Posons
V1 D he1;f1i ;
l’espace vectoriel engendré par e1 et f1. Par construction, il est clair que V1 est un




1 D f0g :




Ainsi, d’après un argument standard d’algèbre linéaire,
V D V1 ˚ V
!
1 :
Notons que selon le lemme 1.1.5, V !1 est aussi un espace vectoriel symplectique.
Par non-dégénérescence de ! sur V !1 , il existe e2;f2 2 V
!
1 n f0g tels que
!.e2;f2/ D 1. Posons V2 D he2;f2i. D’une méthode analogue à celle employée pour
V1, on en déduit que V2 est un sous-espace symplectique de V
!






V D V1 ˚ V2 ˚ V
!
2 :
Puisque dimV < C1, le procédé décrit ci-dessus s’arrêtera à un certain espace
vectoriel Vn D hen;fni de sorte à ce que
V D V1 ˚ V2 ˚    ˚ Vn:
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Notons que, par construction, fe1; : : : ;en;f1; : : : ;fng est une base de V , d’où dimV D
2n. De plus, puisque tous les Vi sont orthogonaux selon !, 8i;j 2 f1; : : : ;ng,
!.ej ; ek/ D !.fj ;fk/ D 0 et !.ej ;fk/ D ıjk:




.pj ej C qjfj /
pour  D .p1;q1; : : : ;pn;qn/ 2 R
2n
. Puisque les ej et fj sont linéairement indé-
pendants, ker‰ D f0g. Ainsi, puisque R2n et V sont de dimension nie, ‰ est un
isomorphisme.
Il reste à montrer que ‰! D !R2n . Soient ; 2 R
2n
























.piqj ıij   qipj ıij / D
nX
jD1
.pj qj   qj pj / DW !R2n.;/:
Ceci complète la preuve.
L’isomorphisme ‰ introduit dans le théorème 1.1.6 est un exemple bien particu-
lier des transformations les plus importantes qu’il existe entre les espaces vectoriels
symplectiques.
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Dénition 1.1.7. Un symplectomorphisme linéaire ‰ W V W est un iso-
morphisme entre deux espaces vectoriels symplectiques .V; !V / et .W; !W / qui res-
pecte l’équation
‰!W D !V :
Le groupe des symplectomorphismes linéaires d’un espace symplectique .V; !/
vers lui-même est noté
Sp.V;!/ WD f‰ 2 GL.V / j ‰! D !g :
On note Sp.2n/ le groupe linéaire symplectique de R2n muni de la forme symplectique
standard !R2n .
Le théorème 1.1.6 assure que toute forme symplectique sur un espace vectoriel
engendre une forme volume.
Corollaire 1.1.8. Soit V un espace vectoriel de dimension 2n muni d’une forme bili-
néaire anti-symétrique !. Alors,
! est non-dégénérée (symplectique) ” !^n D ! ^    ^ !„ ƒ‚ …
n fois
¤ 0:
Démonstration. ()) Supposons que ! soit dégénérée. Alors, il existe  2 V pour
lequel !.;/ D 0 8 2 V . Posons une base fv1; : : : ; v2ng de V telle que v1 D .
Ainsi, par construction, !^n.v1; : : : ; v2n/ D 0:
( ) Supposons que ! soit non-dégénérée. Alors, par dénition, .V; !/
est un espace linéaire symplectique. En vertu du théorème 1.1.6, il existe un
isomorphisme ‰ W V R2n tel que ! D ‰!R2n . Or, puisque
!^nR2n D nŠp1 ^ q1 ^    ^ pn ^ qn





Étant donné l’attention toute particulière qui sera portée aux sous-espaces lagran-
giens au cours de ce mémoire, nous énumérons quelques-unes de leurs propriétés les
plus importantes.
Tout d’abord, une conséquence directe du lemme 1.1.5.
Lemme 1.1.9. Soit .V; !/ un espace vectoriel symplectique de dimension 2n. Alors,
L  V est un sous-espace lagrangien si et seulement si L est isotrope et dimL D n.
Démonstration. .)/ Soit L  V un sous-espace lagrangien. Par dénition, L D
L! . Ainsi, L est en particulier isotrope. De plus, en vertu du lemme 1.1.5, dimL C
dimL! D dimV . Or, dimL D dimL! , ainsi, dimL D .dimV /=2 D n.
.(/ Supposons que L soit isotrope (L  L!) et que dimL D n. On veut dé-
montrer que L D L! . En vertu du lemme 1.1.5, dimL C dimL! D dimV . Ainsi,
dimL! D n. Alors, puisque L  L! et que dimL D dimL! D n, L D L! .
L’exemple suivant donne une construction simple et cruciale d’un sous-espace la-
grangien.
Exemple 1.1.10. Soient .V; !/ un espace vectoriel symplectique et ‰ W V V une
application linéaire. Alors, ‰ 2 Sp.V; !/ si et seulement si le graphe de ‰
‰ D f.;‰/ j  2 V g  V  V
est un sous espace lagrangien de V  V muni de la forme symplectique
 ! ˚ ! WD  pr1! C pr

2!:
Démontrons cette équivalence. Pour que ‰ soit un sous-espace lagrangien, il faut
que . ! ˚!/j‰ D 0 et pour que ‰ 2 Sp.V; !/, il faut que ‰ soit un isomorphisme
et que ‰! D !. Soient .;‰/; .;‰/ 2 ‰ . Alors, par dénition de  ! ˚ !,
. ! ˚ !/..;‰/; .;‰// D 0 ”  !.;/C !.‰;‰/ D 0
” !.;/ D ‰!.;/:
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Notons que par non-dégénérescence de !, la dernière égalité exige que ker‰ D f0g,
donc ‰ doit être un isomorphisme.
Lemme 1.1.11. Soit .V; !/ un espace vectoriel symplectique de dimension 2n. SiL  V
est un sous-espace lagrangien engendré par la base B D fu1; : : : ;ung alors, B s’étend à
une base symplectique de V .
Démonstration. Il sut, en vertu du théorème 1.1.6, de considérer V D R2n avec
! D !R2n muni de la structure complexe JR2n (J
2
R2n
D  1). Soit L  V un sous-
espace lagrangien engendré par la base B D fu1; : : : ;ung. Il est clair que L0 D JR2nL
est aussi un sous-espace lagrangien. L’isomorphisme ! W V V

nous permet
d’identier L0 avec L. On peut donc choisir fv1; : : : ; vng  L
0
comme étant la
base duale à fu1; : : : ;ung. La base symplectique de V désirée est alors donnée par
fu1; v1; : : : ;un; vng.
1.1.2. Structures complexes linéaires
La démonstration du lemme 1.1.11 utilise la notion de structure complexe sur R2n
pour trouver un complément orthogonal à un sous-espace lagrangien. Nous donnons
ici la dénition générale des structures complexes linéaires et étudions brièvement
leurs interactions avec les structures symplectiques linéaires.
Dénition 1.1.12. Une structure complexe linéaire sur un espace vectoriel V est
un automorphisme
J W V V tel que J 2 D  1
Muni de cette structure, V devient un espace vectoriel complexe sur lequel la multi-
plication par i D
p
 1 correspond à J . Ceci nous permet de dénir la multiplication
par un scalaire s C i t 2 C comme
.s C i t/ D s C tJ :
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L’espace des structures complexes linéaires sur V est noté J .V /. Une paire
.V; J /, où J 2 J .V / est appelé un espace vectoriel complexe.
Remarque 1.1.13. Soit V un espace linéaire de dimension réelle nmuni d’une struc-
ture complexe linéaire J . Alors, n est pair. En eet, puisque J 2 D  1,
.detJ /2 D .detJ 2/ D . 1/n:
Or, on doit avoir detJ 2 R. Ceci est possible si et seulement si n est pair.
Exemple 1.1.14. L’exemple standard d’un espace vectoriel muni d’une structure





Suite à l’identication usuelle R2n Cn, nous remarquons que JR2n correspond bel
et bien à la multiplication par i .
La prochaine proposition est l’analogue du théorème de classication des espaces
linéaires symplectiques dans le cas des espaces vectoriels complexes.
Proposition 1.1.15. Soit V un espace vectoriel de dimension réelle 2n muni d’une
structure complexe linéaire J . Alors, il existe un isomorphisme ˆ W R2n V tel que
Jˆ D ˆJ0.
Démonstration. En tant qu’espace vectoriel complexe, il existe v1; : : : ; vn 2 V tel que
fv1; Jv1; : : : ; vn; Jvng





.pj vj C qjJvj /
16
pour tout  D .p1; : : : ; pn; q1; : : : ; qn/ 2 R
2n
. Puisque les vj et les Jvj sont linéai-
rement indépendants, kerˆ D f0g. Ainsi, étant donné les dimensions nies de R2n
et V , ˆ est un isomorphisme.
Il reste à montrer que Jˆ D ˆJ0. Soit  D .p1; : : : ; pn; q1; : : : ; qn/ 2 R
2n
.












.pjJvj   qj vj /
D ˆ. q1; : : : ;   qn;p1; : : : ; pn/ D ˆ.J0/:
Ceci complète la preuve.
Dénition 1.1.16. Soit .V; !/ un espace linéaire symplectique. On dit qu’une struc-
ture complexe linéaire J 2 J .V / est compatible avec ! si
J ! D ! et !.; J / > 0
pour tout  2 V n f0g. On note l’espace des structures complexes linéaires sur V
J .V; !/ WD fJ 2 J .V / j J ! D !; !.; J / > 0 8 2 V n f0gg :
Remarque 1.1.17. Soit .V; !/ un espace vectoriel symplectique et J 2 J .V; !/.
Alors,
gJ .;/ WD !.; J/
est un produit intérieur déni positif sur V . De plus,
gJ .; J/ D  gJ .J ;/:
Les structures complexes compatibles existent toujours sur un espaces vectoriel
symplectique.
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Proposition 1.1.18. Soit .V; !/ un espace vectoriel symplectique. Alors J .V; !/ ¤ ;.
Démonstration. En vertu du théorème 1.1.6, .V; !/ admet une base symplectique
fe1; : : : ; en;f1; : : : ;fng qui satisfait à
!.ej ; ek/ D !.fj ;fk/ D 0 et !.ej ;fk/ D ıjk:
Nous pouvons donc dénir J 2 J .V; !/ par
J ej D fj et Jfj D  ej :
1.2. Variétés symplectique
Les variétés symplectiques sont des variétés diérentiables admettant une struc-
ture symplectique linéaire sur tout plan tangent. Cette structure linéaire découle d’une
forme diérentielle bilinéaire fermée et non-dégénérée. Dans ce qui suit toute variété
est connexe, lisse, de dimension nie et fermée (c’est-à-dire sans bord et compacte) à
moins d’indication contraire.
Dénition 1.2.1. Une variété symplectique est une paire .M;!/, où M est une
variété et ! 2 2.M/ respecte les deux conditions suivantes
d! D 0 (! est fermée) et !x est non dégénérée 8x 2M:
En particulier, !x est une structure linéaire symplectique sur TxM pour tout x 2M .
On dit alors que ! est une forme ou structure symplectique.
La proposition suivante réunie quelques conséquences directes du fait que tout
plan tangent à une variété symplectique soit un espace vectoriel symplectique.
Proposition 1.2.2. Soit .M;!/ une variété symplectique. Alors,
(1) dimM D 2n.
(2) M est orientable.
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(3) Il existe un isomorphisme canonique TM T M donné par
X X ³ ! WD !.X; /:
Démonstration. (i) Puisque !x est une forme symplectique linéaire pour tout x 2M ,
.TxM;!x/ est un espace vectoriel symplectique. Ainsi, en vertu du théorème 1.1.6,
dimTxM D 2n. Or, il est bien connu que dimTxM D dimM 8x 2 M . Alors,
dimM D 2n.
(ii) Puisque !x est non-dégénérée pour tout x 2M , le corollaire 1.1.8 nous assure
que .!x/
^n ¤ 0 pour tout x 2M . Ainsi, M est orientable.
(iii) Selon le lemme 1.1.5, puisque .TxM;!x/ est un espace vectoriel symplectique,
 !x.; / est un isomorphisme entre TxM et T

xM . Ainsi, X X ³ ! est bel
et bien un isomorphisme entre TM et T M .
Examinons à présent quelques conséquences de la condition de fermeture imposée
sur une forme symplectique. Cette condition implique entre autre que toute forme
symplectique représente une classe de H 2.M IR/.
Proposition 1.2.3. Soient .M;!/ une variété symplectique fermée. Alors, 8k 2
f1; : : : ;ng
(1) !k est fermée ,
(2) !k n’est pas exacte, c’est-à-dire qu’il n’existe pas  2 2k 1.M/ tel que !k D
d.
Démonstration. (i) On procède par induction. Pour le cas k D 1, d! D 0 suit















(ii) Supposons, en vue d’une contradiction, que !k soit exacte. Alors, il existe
 2 2k 1.M/ tel que !k D d. Alors, puisque d! D 0, !n est aussi exacte:


















 ^ !n 1 D 0:
Or, selon la proposition 1.2.2, !n est une forme volume, donc
R
M
!n ¤ 0, une contra-
diction.
Les propositions 1.2.2 et 1.2.3 donnent trois obstructions qui empêchent cer-
taines variétés d’admettre une structure symplectique: la dimension d’une variété
symplectique M doit être paire, M doit être orientable et H 2k.M IR/ ¤ 0 8k 2
f1; : : : ; dimM=2g. Par exemple, la dernière restriction implique que les sphères S2n
pour n > 1 ne sont pas symplectique et ce, même si leur dimension est paire. En eet,
il est bien connu que H 2.S2nIR/ D 0 si n > 1.
1.2.1. Exemples de variétés symplectiques
Explorons à présent quelques exemples importants de variétés symplectiques.
Exemple 1.2.4 (Cn et R2n). Considérons M D Cn avec coordonnés z1; : : : ; zn. On






dzi ^ dzj :
Suite à l’identication Cn Š R2n usuelle donnée par zj Re.zj /C i Im.zj / nous
retrouvons exactement .R2n; !R2n/.
Exemple 1.2.5 (Surfaces). Soit† une surface orientable plongée dans R3 munie d’un
champ de vecteur  W † S2, c’est-à-dire .x/ ? TxM 8x 2 M . Nous pouvons
alors munir † de la forme volume ! donnée par
!x.;/ D h.x/;   i ;
pour ; 2 Tx† et où h; i est le produit scalaire standard dans R
3
. D’un point de
vu géométrique, !x.;/ évalue le volume du parallélépipède engendré par .x/; 
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et . Il est alors clair que ! est une forme symplectique. De manière plus générale,
n’importe quelle surface orientable munie d’une forme aire est symplectique.
Exemple 1.2.6 (Produit cartésien de variétés symplectiques). Soient .M 2n1 ; !1/ et





On peut munir M de la forme bilinéaire





Vérions que ! est bel et bien une forme symplectique sur M . Puisque la dérivée



































2!2 dénie aussi une
forme symplectique sur M1 M2.
Exemple 1.2.7 (T 2n). Considérons le tore plat T 2n Š R2n=Z2n de dimension 2n
avec coordonnées x1; : : : ; xn; y1; : : : ; yn à valeur dans S
1





dyj ^ dxj :
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Exemple 1.2.8 (Le bré cotangent). SoitXn une variété lisse. PosonsM WD T X , le
bré tangent de X . On construit une forme symplectique canonique sur M . Pour ce














p  D  B dp
et la 2-forme
!can WD dcan:
Alors, .M;!can/ est une variété symplectique. Pour vérier que !can est bel et bien
une forme symplectique, il sut d’examiner son expression en coordonnées locales.
Soit .U; x1; : : : ; xn;1; : : : ;n/ la carte locale sur T
X induite par la carte locale





jdxj et !can D
nX
jD1
dj ^ dxj :
Il est alors clair que !can est une forme symplectique surM . La forme can est appelée
forme tautologique ou forme de Liouville et !can est appelée forme symplec-
tique canonique.
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1.2.2. Isotopies et dérivée de Lie
Avant de se lancer dans l’étude des applications qui préservent les formes sym-
plectiques, nous rappelons quelques dénitions et résultats concernant les isotopies
et la dérivée de Lie. Nous donnons qu’un aperçu des preuves. Dans ce qui suit, nous
considérons une variété lisse M .
Dénition 1.2.9. Une isotopie est une application lisse ' W Œ0;1 M M telle
que
'.t; / 2 Di.M/ 8t 2 Œ0;1 et '0 D idM :
On note 't WD '.t; / WM M .
Toute isotopie engendre un champ vectoriel. Soit 't WM M . Alors, on peut
dénir une famille de champs vectoriels Xt par le biais de l’équation
d't
dt
D Xt B 't (1.2.1)
Sous une condition supplémentaire toute famille de champs vectoriels engendre
une isotopie. En eet, siM est compacte et siXt est une famille de champs vectoriels,
alors il existe une isotopie 't satisfaisant à 1.2.1 . Ainsi, dans le cas oùM est compacte,
il existe une équivalence
fisotopies de M g ffXtgt2R  X .M/g :
Dans le cas oùX est un champ vectoriel ne dépendant pas du temps, l’isotopie engen-
drée par X est appelée ot de X .
Dénition 1.2.10. Soient X 2 X .M/ et 't l’isotopie engendrée par X . La dérivée









Remarque 1.2.11. La dérivée de Lie peut aussi être dénie le long d’une famille
de champs de vecteurs Xt . Selon le théorème de Picard, il existe  > 0 tel que Xt








Les deux propositions qui suivent donnent les deux formules qui seront le plus
utilisées dans ce mémoire. La première donne une expression algébrique de la dérivée
de Lie et la deuxième nous permet d’exprimer, en terme de la dérivée de Lie, la dérivée
temporelle du tiré arrière d’une forme diérentielle par une isotopie.
Proposition 1.2.12 (Formule magique de Cartan). Soit X 2 X .M/. Alors, pour toute
forme ! 2 k.M/,
LX! D X ³ d! C d.X ³ !/ :
Proposition 1.2.13. Soient 't une isotopie deM et Xt la famille de champs vectoriels
engendrée par 't . Alors, 8! 2 k.M/,
d
dt
't ! D '

t LXt!:
Les propositions 1.2.12 et 1.2.13 se démontrent à l’aide de la même méthode.
Notons d’abord que, pour un domaine de coordonnées U sur M , tout élément de
..U /;^/ s’écrit comme une combinaison linéaire de produits extérieurs de formes
dans 0.U / et d0.U /. Les deux démonstrations en question sont constituées des
trois étapes suivantes.
(i) Démontrer que les formule tiennent pour ! 2 0.M/ D C1.M/.
(ii) Vérier que les deux côtés de chaque équation commutent avec la dérivée ex-
térieure d.
(iii) Vérier que les deux côtés de chaque équation sont respectent la formule de
Leibniz sur ..M/;^/. Par exemple, vérier que
LX.! ^ ˛/ D LX! ^ ˛ C ! ^ LX˛:
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Il est possible de généraliser assez aisément la proposition 1.2.13 pour une famille
!t 2 
k.M/.
Corollaire 1.2.14. Soient 't une isotopie de M et Xt la famille de champs vectoriels
engendrée par 't . Alors, pour toute famille !t 2 k.M/,
d
dt











































D’une manière semblable au cas des espaces vectoriels symplectique, les trans-
formations d’intérêt entre deux variétés symplectiques sont celles qui préservent les
formes symplectiques.
Dénition 1.2.15. Soient .M;!M / et .N; !N / deux variétés symplectiques. Un sym-
plectomorphisme entreM et N est un diéomorphisme ' WM N qui satisfait
à l’équation
'! D !:
On note le groupe des symplectomorphismes d’une variété symplectique .M;!/
vers elle-même
Symp.M;!/ WD f' 2 Di.M/ j '! D !g :
Notons X .M/ l’espace des champs vectoriels sur M . La proposition 1.2.2 assure
qu’il existe, tout comme en géométrie riemannienne, une bijection entre les champs
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vectoriels et les formes de degré 1 sur M par le biais de l’isomorphisme
X .M/ 1.M/
X X ³ !
Ceci nous mène à la dénition suivante.
Dénition 1.2.16. Soit .M;!/ une variété symplectique. Un champ vectoriel sym-
plectique est un champ vectoriel X 2 X .M/ satisfaisant à l’équation
d.X ³ !/ D 0;
c’est-à-dire que la 1-formeX³! est fermée. On note l’ensemble des champs vectoriels
symplectiques sur M
X .M;!/ WD fX 2 X .M/ j d.X ³ !/ D 0g :
Remarque 1.2.17. En vertu de la formule magique de Cartan, la condition de ferme-
ture imposée sur X ³ ! peut s’écrire en terme de la dérivée de Lie de ! le long de X .
En eet, puisque ! est fermée,
LX! D X ³ d! C d.X ³ !/ D d.X ³ !/ :
Ainsi, X 2 X .M;!/ si et seulement si LX! D 0.
La proposition suivante assure qu’une famille de champs vectoriels est symplec-
tique si et seulement si l’isotopie qu’elle engendre est une famille de symplectomor-
phismes. Ladite proposition démontre aussi que si M est fermée, alors X .M;!/ est
l’algèbre de Lie du groupe Symp.M;!/.
Proposition 1.2.18. Soit .M;!/ une variété symplectique fermée. Considérons une
famille de champs vectoriels Xt 2 X .M/ qui engendre l’isotopie ' W Œ0;1 M M .
Alors,
(1) 't 2 Symp.M;!/ 8t si et seulement si Xt 2 X .M;!/ 8t .
De plus, si X; Y 2 X .M;!/,
(2) ŒX;Y  ³ ! D  dH , oùH D !.X; Y /.
En particulier, ŒX; Y  2 X .M;!/.
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Démonstration. (i). En vertu de la proposition 1.2.13,
d
dt




D 't .Xt ³ d! C d.Xt ³ !//
2
D 't d.Xt ³ !/ ; (1.2.2)
où 1 suit de la formule magique de Cartan et 2 découle du fait que ! est fermée.
()) Supposons que 't 2 Symp.M;!/ pour tout t . Alors, par dénition, '

t ! D !
et l’équation (1.2.2) nous assure que d.Xt ³ !/ D 0. Ainsi, Xt 2 X .M;!/. ( )
Supposons que Xt 2 X .M;!/ pour tout t . Alors, par dénition, d.Xt ³ !/ D 0 et













t !   !;
où la dernière égalité suit du fait que '0 D idM . Ainsi, '

t ! D !, d’où 't 2
Symp.M;!/.
(ii). Notons '; W Œ0;1 M M les isotopies respectivement engendrées par
les champs vectoriels symplectiques X et Y . Par dénition du crochet de Lie et de la
dérivée de Lie,




















 t .X ³ !/
2
D LY .X ³ !/
3
D Y ³ d.X ³ !/C d.Y ³ .X ³ !//
4
D d!.X; Y /:
Ici, 1 suit du fait que  t 2 Symp.M;!/ qui est à son tour une conséquence de (i), 2
découle de la proposition 1.2.13 et du fait que '0 D idM , 3 est assurée par la formule
magique de Cartan et 4 suit du fait que X ³ ! est fermée.
Dénition 1.2.19. Soit .M;!/ une variété symplectique sans bord. Une isotopie
symplectique est une isotopie ' W Œ0;1 M M qui satisfait à 't 2 Symp.M;!/
pour tout t .
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Remarque 1.2.20. En vertu de la proposition 1.2.18, la famille de champs vectoriels
Xt engendrée par une isotopie symplectique est elle aussi symplectique.
1.3. Théorème de Darboux
Il est maintenant temps de démontrer un des théorèmes les plus importants de la
topologie symplectique: le théorème de Darboux. Ce dernier stipule que toutes les
variétés symplectiques de même dimension sont localement identiques.
Théorème 1.3.1 (Théorème de Darboux). Soit .M 2n; !/ une variété symplectique.





dpj ^ dqj :
En particulier, le théorème de Darboux implique que le seul invariant local qu’une
variété symplectique peut admettre est sa dimension.
1.3.1. Théorème et truc de Moser
La démonstration du théorème de Darboux découle directement d’un problème
plus général. Considérons une variété M de dimension 2n munie de deux formes
symplectiques !0 et !1, et N  M une sous-variété. Quelles conditions sont néces-
saires pour garantir l’existence de deux voisinages V0 et V1 de N tels que .V0;!0/ et
.V1; !1/ soient symplectomorphes?
Le théorème de Moser ore une réponse à cette question dans le cas où N D M .
Ce dernier peut ensuite être utiliser en conjonction avec le théorème du voisinage
tubulaire pour répondre à la question dans le cas oùN M . Ainsi, en se restreignant
au cas où N D fpg  M , nous serons en mesure de démontrer le théorème de
Darboux.
28
Théorème 1.3.2 (Moser). SoitM 2n une variété lisse compacte . Soient!0; !1 2 2.M/
deux formes fermées telles que Œ!0 D Œ!1 et
!t D .1   t /!0 C t!1
est symplectique 8t 2 Œ0;1. Alors, il existe une isotopie ' W Œ0;1 M M telle
't !t D !0 8t 2 Œ0;1:
Démonstration. La démonstration repose entièrement sur la résolution d’une cer-
taine équation diérentielle qui nous donnera une famille de champ vectoriels engen-
drée par l’isotopie désirée. Cette méthode est communément appelée truc de Mo-
ser. An de trouver ladite équation diérentielle, supposons qu’il existe une isotopie
't WM M telle que prédite par le théorème. C’est-à-dire que
't !t D !0 8t 2 Œ0;1:





















Puisque Œ!1 D Œ!0, il existe ˛ 2 
1.M/ tel que !1   !0 D d˛. Ainsi, par dénition
de !t , on a directement
d
dt
!t D !1   !0 D d˛:
De plus, en vertu de la formule magique de Cartan et du fait que !t est supposée
symplectique,
LXt!t D Xt ³ d!t C d.Xt ³ !t/ D d.Xt ³ !t/ :
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On retrouve alors
't .d.Xt ³ !t/C d˛/ D 0
”
d.Xt ³ !t/C d˛ D 0 (1.3.1)
Ainsi, pour démontrer le théorème, il sut de trouver une solutionXt à l’équation
1.3.1. En eet, par compacité deM ,Xt dénira une unique isotopie 't qui respectera,
d’après la discussion précédente,
d
dt
't !t D 0 H) '

t !t D '

0!1 D !0:
Notons qu’il est susant de résoudre l’équation de Moser
Xt ³ !t D  ˛:
Puisque !t est supposée symplectique, elle est en particulier non-dégénérée et l’équa-
tion précédente peut être résolue an d’obtenir une solution lisse Xt .
Tel qu’annoncé précédemment, le théorème de Moser admet une version relative.
Théorème 1.3.3 (Moser, relatif). SoientM 2n une variété et V  M une sous-variété








Alors, il existe des voisinages ouverts V0; V1  M de N et un diéomorphisme




D idN et '!1 D !0:
La démonstration de ce théorème repose sur l’existence d’un voisinage tubulaire
de V et sur l’exactitude de !1   !0 sur ce voisinage. Nous serons alors en mesure
d’appliquer le truc de Moser pour trouver le diéomorphisme désiré. Pour ce faire
nous aurons besoin de la proposition générale suivante.
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Proposition 1.3.4. Soient M une variété, V  M une sous-variété et U  M un




(1) ! est exacte sur U , c’est-à-dire qu’il existe ˛ 2 l 1.U / telle que ! D d˛;




Démonstration. Puisque U M est un voisinage tubulaire de V , U est diéomorphe
à un voisinage convexe U0  NV de la section nulle. Notons ce diéomorphisme
' W U0 U . Pour tout t 2 Œ0;1 dénissons l’application
t W U0 U0
.x; / .x; t/
Puisque U0 est convexe, t est bien dénie pour tout t 2 Œ0;1. Notons 0 W U0 V
la submersion deU0 sur V et i0 W V NV l’inclusion de V dansNV comme section
nulle. Puisque 1 D id, que 0 D i0 B 0 et que t xe V pour tout t , ftgt2Œ0;1 est
une homotopie entre i0 B0 et id qui xe V . Ainsi, V est une retraction de U0 et, selon
l’identication donnée par ', V est aussi une rétraction de U .
Nous désirons à présent construire un opérateur d’homotopie entre 0 D i0 B 0
et 1 D id. En d’autres termes, nous cherchons à construire une application linéaire
H W l.U0/ 
l 1.U0/ respectant la relation
id   .i0 B 0/

D dH CHd: (1.3.2)
Notons vt le champ de vecteur qui, au point q D t.p/, est donné par le vecteur tan-






t .vt ³ ˇ/dt:
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Démontrons que H satisfait bel et bien à la relation 1.3.2. Nous avons, pour tout
ˇ 2 l.U0/,
dHˇ CHdˇ D d
Z 1
0
t .vt ³ ˇ/dt C
Z 1
0




t .d.vt ³ ˇ/C vt ³ dˇ/dt
En vertu de la formule magique de Cartan et de la proposition 1.2.13, l’intégrand se
réduit à
















dt D 1ˇ   

0ˇ D idˇ   .i0 B 0/
ˇ:
Démontrons à présent que ! est exacte sur U . Par hypothèse, d! D 0 et i0! D 0.
Ainsi, l’opérateur d’homotopie H nous assure que
! D dH!: (1.3.3)
Nous pouvons donc poser ˛ D H! et conclure que ! est exacte sur U0. L’identica-
tion ' W U0 U nous permet d’en déduire que ! est aussi exacte sur U .
Démontrons nalement que ˛ est nulle sur T V . Par construction, t xe V pour
tout t 2 Œ0;1, donc vt.x/ D 0 pour tout x 2 V et pour tout t 2 Œ0;1. Ainsi, ˛x D 0
pour tout x 2 V .
Démonstration. [Théorème 1.3.3] Puisque V  M est une sous-variété compacte de
M , V admet un voisinage tubulaire U M . Par hypothèse, !1 !0 est fermée sur U
et .!1 !0/p D 0 pour tout p 2 V . La proposition 1.3.4 assure alors l’existence d’une
forme ˛ 2 1.U / telle que !1   !0 D d˛ sur U et que p̨ D 0 pour tout p 2 V .
Considérons, pour t 2 Œ0;1, l’homotopie linéaire
!t D .1   t /!0 C t!1 D !0 C td˛
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entre !0 et !1. Par construction, d!t D 0 sur U pour tout t 2 Œ0;1. En rétrécissant U
au besoin, nous pouvons supposer que !t est non-dégénérée, et donc symplectique,
pour tout t 2 Œ0;1. Ceci nous permet de trouver une solutionXt à l’équation de Moser
Xt ³ !t D  ˛:
Notons que, puisque ˛ est nulle sur V , Xt.p/ D 0 pour tout p 2 V . En rétrécissant
U au besoin une seconde fois, nous pouvons supposer que Xt engendre une isotopie
 W Œ0;1  U M qui, en vertu du truc de Moser, satisfait à la relation
 t !t D !0




D idV . An de conclure la démonstration, nous n’avons qu’à poser ' D  1,
V0 D U et V1 D  1.U /.
Nous somme à présent en mesure de démontrer le théorème de Darboux.
Démonstration. [Théorème 1.3.1] Appliquer le théorème de Moser relatif à un point
N D fxg 2M en conjonction avec le théorème de classication des espaces vectoriels
symplectiques.
1.4. Sous-variétés lagrangiennes
Dénition 1.4.1. Soient .M 2n; !/ une variété symplectique et L  M une sous-








Soit f W Ln M 2n un plongement ou une immersion. On dit que f est lagran-
gienne si f ! D 0.
1.4.1. Exemples et construction de sous-variétés lagrangiennes
Exemple 1.4.2 (Courbes dans une surface). Soit .†; !/ une surface orientée plongée
dans R3 munie d’une forme volume ! (voir l’exemple 1.2.5). Toute courbe   †
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est lagrangienne. En eet, si ; 2 Tx , il existe r 2 R tel que  D r. Alors,
!.;/ D r!.; / D 0.
Exemple 1.4.3 (Sous-variétés lagrangiennes des brés cotangents). Soient Xn une
variété et M D T N . Rappelons que .M;!can/ est une variété symplectique (voir
l’exemple 1.2.8). La section nulle X0 D f.x;/ 2M j  D 0g de M est une sous-
variété lagrangienne. En eet, il est clair que can
ˇ̌
TX0
D 0. Ainsi, pour i0 W X0 M ,
l’inclusion de X0 dans M , i

0 can D 0. Il suit de la dénition de !can que i

0! D
i0 dcan D di

0 can D 0:
De manière plus générale, il est possible de montrer que le graphe d’une forme
 2 1.M/ est une sous-variété lagrangienne de M si et seulement si d D 0.
Pour ce faire, considérons l’application s WM T
M donnée par s.x/ D .x; x/.
Notons que l’image de s correspond au graphe de  . Il suit de la dénition de can
que scan D  . Or, par dénition, le graphe de  est lagrangien si et seulement si
0 D sdcan D ds

can D d .
Exemple 1.4.4 (Graphe d’un symplectomorphisme). Soient .M 2n1 ; !1/ et .M
2n
2 ; !2/
deux variétés symplectiques. Le produit M1  M2 muni de la forme symplectique
! D  !1 ˚ !2 forme une variété symplectique (voir l’exemple 1.2.6). Tout symplec-
tomorphisme ' WM1 M2 engendre une sous-variété lagrangienne de M1 M2.
La proposition suivante donne une formulation précise de ce fait.
Proposition 1.4.5. Soient .M 2n1 ; !1/ et .M
2n
2 ; !2/ deux une variétés symplectiques. Un
diéomorphisme ' WM M est un symplectomorphisme si et seulement siGraphe.'/
est une sous-variété lagrangienne de .M1 M2; ! D  !1 ˚ !2/.
Démonstration. Puisque ' WM1 M2 est un diéomorphisme, l’application
' W M1 M1 M2
x .x; '.x//
plonge M1 dans M1 M2 et son image correspond exactement à Graphe.'/. Alors,
d’une part, Graphe.'/ est une sous-variété lagrangienne de M1 M2 si et seulement
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2!2 D  .pr1 B '/
!1 C .pr2 B '/
!2
Or, par construction, pr1 B ' D idM1 et pr2 B ' D '. Ainsi,
'! D 0 ” '
!2 D !1:
La proposition précédente établie un lien crucial entre les symplectomorphismes
et les sous-variétés lagrangiennes. Comme nous le verrons au chapitre suivant, ce lien
permet, entre autre, de généraliser certaines constructions sur Symp.M/ à l’espace des
sous-variétés lagrangiennes de M .
1.4.2. Voisinages de sous-variétés lagrangiennes
Le théorème de Weinstein [26] stipule que toute sous-variété lagrangienneL com-
pacte admet un voisinage V symplectomorphe à un voisinage V0 de la section nulle
de T L.
Théorème 1.4.6 (Weinstein). Soient .M;!/ une variété symplectique et L  M une
sous-variété lagrangienne compacte. Alors, il existe
 un voisinage V0  T L de la section nulle L0,
 un voisinage V M de L,
 et un diéomorphisme ' W V0 V
tels que




où d est la forme symplectique canonique sur T L.
Démonstration. En vertu de la proposition 1.1.18, il existe une structure complexe J
surM compatible avec !. MunissonsM de la métrique riemannienne gJ induite par




pour tout  2 TqL, par
gJ .ˆq.
/; / WD ./:
Pour tout q 2 M , JqTqL  TqM est un sous-espace vectoriel lagrangien de
.TqM;!q/ et est le complément orthogonal de TqM sous gJ . Dénissons à présent
l’application
' W T L M
.q; / expq.Jqˆq.
//
où expq est l’application exponentielle associée à gJ . Il existe alors un voisinage assez
petit de la section nulle deT L sur laquelle ' est un diéomorphisme. Pour un vecteur
tangent  D .0; 

1 / 2 TqL˚ T

q L D T.q;0/T
L à la section nulle de T L au point
q 2 L, nous avons, par construction,
d'.q;0/./ D 0 C Jqˆq.

1 /:
Ainsi, pour ; 2 TqL ˚ T

q L et d 2 
2.T L/ la forme symplectique canonique
sur T L, nous avons
'!.q;0/.;/ D !q.0 C Jqˆq.

1 /;0 C Jqˆq.

1//




























où 1 suit du fait que TqL et JqTqL sont des sous-espaces vectoriels lagrangiens de
.TqM;!q/, 2 découle de la dénition de gJ , 3 suit de la dénition de ˆq et 4 suit
de la dénition de la forme symplectique canonique (voir exemple 1.2.8). Ainsi, sur
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la section nulle de T L, '! et d coïncident. Le théorème de Moser relatif permet




Diéomorphismes hamiltoniens et homomorphisme
de Calabi
Nous introduisons dans ce chapitre le groupe des diéomorphismes hamiltoniens
d’une variété symplectique. Par la suite nous étudierons l’homomorphisme de Ca-
labi entre ce groupe et R. Comme le laisse sous-entendre le titre de ce mémoire, cet
homomorphisme jouera un rôle crucial dans les prochains chapitres. Nous suivons ici
principalement l’ouvrage de Oh [20].
2.1. Diéomorphismes hamiltoniens
Les diéomorphismes hamiltoniens sont des symplectomorphismes d’une variété
symplectiqueM engendrés par une fonction lisse H WM  Œ0;1 R. Dans le cadre
de la mécanique analytique, les diéomorphismes hamiltoniens représentent l’évolu-
tion temporelle d’un système mécanique.
Dénition 2.1.1. Soient .M;!/ une variété symplectique et h WM R une fonc-
tion lisse. Le champ vectoriel Xh 2 X .M/ déterminé par l’équation
Xh ³ ! D  dh
est appelé champ vectoriel hamiltonien et h est appelée fonction hamilto-
nienne autonome ou simplement hamiltonien autonome. Dans le cas où M est
fermée, l’isotopie 'ht engendrée par Xh est appelée ot hamiltonien.
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Remarque 2.1.2. Puisque d2 D 0, tout champ de vecteur hamiltonien est en parti-
culier symplectique. De plus, en vertu de la proposition 1.2.18, tout ot hamiltonien
est symplectique.
Remarque 2.1.3. Un champ vectoriel hamiltonienXh engendré par un hamiltonien
h est toujours tangent aux ensembles de niveau de h. En eet, par dénition de Xh,
 dh.Xh/ D Xh ³ !.Xh/ D !.Xh; Xh/ D 0:
Soit .M;!/ une variété symplectique sans bord. Considérons, à présent, une fonc-
tion H W Œ0;1 M R lisse sur M qui dépend du temps. H est appelée fonction
hamiltonienne ou simplement hamiltonien et on note Ht WD H.t; / WM R.
Cette fois-ci,H engendre une famille de champs vectorielsXHt par le billet de l’équa-
tion
XHt ³ ! D  dHt
et XHt engendre à son tour une isotopie '
H
t appelée isotopie hamiltonienne. Dans
ce cas, l’application qui associe 'H à H est notée H 7! 'H . La famille de champs
vectorielsXHt est appelée gradient symplectique deH et on note sgradH WD X
H
t .
Dénition 2.1.4. Un diéomorphisme hamiltonien est un symplectomorphisme
' qui est donné par l’application au temps 1 d’une isotopie hamiltonienne 'Ht , c’est-
à-dire que
' D 'H1 :
Dans ce cas, on dit que l’hamiltonien H génère '. L’espace des diéomorphisme
hamiltoniens est noté
Ham.M;!/ WD f' 2 Symp.M;!/ j 9't une isotopie hamiltonienne t.q. ' D '1g :
Il est clair que Ham.M;!/  Symp.M;!/, mais il ne suit pas directement de la
dénition que Ham.M;!/ est un sous-groupe de Symp.M;!/. En eet, il n’est pas
évident que tout élément de Ham.M;!/ admet un inverse dans Ham.M;!/ et que
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Ham.M;!/ est fermé sous la composition. Heureusement, c’est bel et bien le cas et la
proposition suivante nous l’assure.
Proposition 2.1.5. Soient '; 2 Ham.M;!/ générés respectivement par les hamilto-
niens H;K W Œ0;1 M M . Alors,
(1) l’hamiltonienH engendre ' 1, où H W Œ0;1 M R est déni comme
H.t; x/ D Ht B '
H
t I
(2) l’hamiltonien H#K engendre ' B  , où H#K W Œ0;1 M R est déni
comme





La démonstration de la proposition précédente requiert un petit lemme.
Lemme 2.1.6. Soit XHt une famille de champs vectoriels hamiltonien engendré par
l’hamiltonien H W Œ0;1 M M . Alors, si ' 2 Symp.M;!/,
' sgradHt D sgrad.Ht B '/:
Démonstration. Par dénition de sgradHt B ',
sgrad.Ht B '/ ³ ! D   d.Ht B '/ :
Ainsi, il sut de démontrer que
' sgradHt ³ ! D   d.Ht B '/ :
Pour ce faire, notons d’abord qu’étant donné que ' 2 Symp.M;!/, '! D !. Alors,




D '.sgradHt ³ !/ D  '

dHt D   d.Ht B '/
tel que désiré.
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. Il sut de démontrer que







































B sgradHt B '
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B sgradHt B '
H
t C Yt :












sgradHt DW sgrad. Ht B '
H
t /;
où la dernière égalité suit du lemme 2.1.6.
(ii) Soit Wt , la famille de champs vectoriels qui engendre l’isotopie 'Ht B  
K
t . Il
sut de montrer que
Wt D sgradH#K:
D’une part, on a
Wt B .'
H
















'Ht B  
K
t
D .'Ht / B sgradKt B  
K
t C sgradHt B '
H
t B  
K
t
D’autre part, par dénition de XH#K ,















D sgradHt C .'
H





où la dernière égalité suit du lemme 2.1.6.
On remarque alors que Wt B '
H
t B  
K
t D sgradH#K B '
H
t B  
K
t , donc, puisque
'Ht et  
K
t sont inversibles, Wt D sgradH#K
2.1.1. Crochet de Poisson
Dénition 2.1.7. Soit .M;!/ une variété symplectique. Le crochet de Poisson as-
socié à la forme symplectique ! est l’application
f ; g W C1.M/  C1.M/ C1.M/
dénie par
ff; hg WD  dh.sgradf / D !.sgrad h; sgradf /:
Le crochet de Poisson peut aussi s’écrire sous la forme d’une dérivée de Lie: pour
toutes fonctions lisses f; g 2 C1.M/,
ff; gg D Lsgradg.f /: (2.1.1)
En eet, puisque f est une fonction lisse, X ³ f D 0 pour tout champ de vecteur X .
Ainsi, en vertu de la formule magique de Cartan,
Lsgradg.f / D sgradg ³ df C d.sgradg ³ f / D sgradg ³ df D df .sgradg/:
Ainsi, selon la dénition du gradient symplectique et celle du crochet de Poisson,
l’équation précédente prend la forme
Lsgradg.f / D  !.sgradf; sgradg/ D !.sgradg; sgradf / D ff; gg :
Plusieurs propriétés fondamentales du crochet de Poisson suiventdirectement de
la dénition de la structure symplectique.
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Théorème 2.1.8. Soient .M;!/ une variété symplectique. Alors, le crochet de Poisson
f ; g associé à ! joui des propriétés suivantes. Pour toutes fonctions lisses f;g;h 2
C1.M/ et toute constante C 2 R,
(1) (Bilinéarité) fCf; g C hg D C ff; gg C C ff; hg.
(2) (Antisymétrie) ff; gg D   fg; f g;
(3) (Identité de Jacobi) ff; fg; hgg C fg; fh; f gg C fh; ff; ggg D 0;
(4) (Règle de Leibniz) ffg; hg D f fg; hg C ff; hgg;
(5) (Non-dégénérescence) ff; gg D 0 pour tout g si et seulement si f est une fonction
constante.
Démonstration. An d’améliorer la lisibilité de la preuve, posons X D sgradf ,
Y D sgradg et Z D sgrad h.
Les propriétés (i) et (ii) découlent respectivement de bilinéarité et de la nature
antisymétrique de la forme symplectique !.
(iii). Rappelons d’abord que, selon un théorème classique de géométrie diéren-
tielle (voir, par exemple, [25] chapitre 7), la diérentielle de !, qui est une forme de
degré trois, peut s’écrire comme
d!.X; Y;Z/ D X.!.Y;Z//   Y.!.X;Z//CZ.!.X; Y //
  !.ŒX; Y ; Z/C !.ŒX;Z; Y /   !.ŒY;Z;X/:
Or, étant donné que ! est fermée par dénition, d! D 0 et l’équation précédente
donne
X.!.Y;Z//   Y .!.X;Z//CZ.!.X; Y // (2.1.2)
D !.ŒX; Y ; Z/   !.ŒX;Z; Y /C !.ŒY;Z;X/
Par dénition de la dérivée de Lie et selon la formule (2.1.1),
X.!.Y;Z// D LX.!.Y;Z// D LX.fh; gg/ D ffh; gg ; f g D   ffg; hg ; f g :
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où la troisième égalité est donnée par la formule magique de Cartan et le fait selon
lequel fh; gg est une fonction lisse. D’une manière tout à fait analogue, on obtient
Y.!.X;Z// D ffh; f g ; gg et Z.!.X; Y // D  fff; gg ; hg :
Ainsi, le côté gauche de l’équation (2.1.2) prend la forme
X.!.Y;Z//   Y .!.X;Z//CZ.!.X; Y // (2.1.3)
D ff; fg; hgg C fg; fh; f gg C fh; ff; ggg :
Par la dénition du crochet de Lie et selon la formule (2.1.1), on a
!.ŒX; Y ; Z/ D  ŒX; Y  ³ dh D  ŒX;Y .h/
D . LXLY C LYLX/.h/
D  ff; fg; hgg   fg; fh; f gg :
De manière analogue, on trouve aussi
!.ŒX;Z; Y / D ff; fg; hgg C fh; ff; ggg ;
!.ŒY;Z;X/ D  fg; fh; f gg   fh; ff; ggg :
Alors, le côté droit de l’équation (2.1.2) s’écrit comme
!.ŒX; Y ; Z/   !.ŒX;Z; Y /C !.ŒY;Z;X/ (2.1.4)
D  2.ff; fg; hgg C fg; fh; f gg C fh; ff; ggg/:
Finalement, selon (2.1.3) et (2.1.4), (2.1.2) se réécrit sous la forme
3.ff; fg; hgg C fg; fh; f gg C fh; ff; ggg/ D 0;
de laquelle découle l’identité de Jacobi.
(iv). Puisque la diérentielle d respecte elle-même la règle de Leibniz,
ff; ghg D  .dgh/.X/ D  hdg.X/   gdh.X/ D h ff; gg C g ff; hg ;
où la première et dernière égalité suivent de la dénition du crochet de Poisson.
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(v). Soit f 2 C1.M/ tel que
ff; gg D 0; 8g 2 C1.M/:
Alors, par dénition du crochet de Poisson,
ff; gg D  !.X;Y / D 0; 8g 2 C1.M/ ” X ³ ! D 0;
où X D sgradf et Y D sgradg. Or, puisque   ³ ! W TM T M est un isomor-
phisme, on doit nécessairement avoir X D 0. De plus, par dénition de X ,
0 D X ³ ! D  df;
d’où f est constante.
Remarque 2.1.9. Les propriétés (i), (ii) et (iii) du 2.1.8 font de la paire
.C1.M/; f ; g/ une algèbre de Lie.
Il est possible de trouver une expression du gradient symplectique du crochet de
Poisson de deux fonctions lisses en termes de leur gradient symplectique.
Lemme 2.1.10. Soient .M;!/ une variété symplectique et f ; g le crochet de Poisson
associé à !. Alors, pour toutes fonctions lisses f;g 2 C1.M/,
Œsgradf; sgradg D sgrad fg; f g :
Démonstration. Par dénition du gradient symplectique, il faut démontrer que
Œsgradf; sgradg ³ ! D  d fg; f g :
D’une part, nous avons, en vertu de la proposition 1.2.18,
Œsgradf; sgradg ³ ! D   d.!.sgradf; sgradg// :
Et d’autre part, par dénition du crochet de Poisson,
 d fg; f g D   d.!.sgradf; sgradg// :
Ceci complète la démonstration.
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Le lemme 2.1.10 nous assure que le crochet de Lie de deux champs vectoriels hamil-
toniens est à son tour un champ vectoriel hamiltoniens. Ainsi, les champs vectoriels
hamiltoniens forment une sous-algèbre de Lie des champs vectoriels symplectiques.
Nous terminons cette discussion en donnant une propriété surprenante du crochet
de Poisson. Cette dernière jouera un rôle important dans l’étude de l’homomorphisme
de Calabi.
Lemme 2.1.11. Soient .M 2n; !/ une variété symplectique et f; g le crochet de Poisson
associé à !. Alors, pour toutes fonctions lisses f; g 2 C1.M/, la forme de degré 2n
ff; gg!^n est exacte. Plus précisément,




D  ndf ^ dg ^ !n 1:: (2.1.5)
Démonstration. Notons d’abord que, par dénition, sgradg est un champ vectoriel
symplectique. Ainsi, Lsgradg! D 0 et par la règle de Leibniz,
Lsgradg!^n D 0:
Il suit alors de la dénition du crochet de poisson que
ff; gg!^n D Lsgradg.f /!^n D Lsgradg.f!^n/   f Lsgradg.!n/ D Lsgradg.f!^n/:
Donc, en vertu de la formule magique de Cartan,













où la dernière égalité découle du fait selon lequel d.f!n/ est une forme de degré
2nC 1 > dimM et doit être nulle.
2.1.2. Chemins de diéomorphismes hamiltoniens
On dénit une topologie C1 sur Symp.M;!/ et Ham.M;!/ comme étant celle
induite par leur inclusion dans Di.M/. An d’étudier la topologie de Ham.M;!/, il
est naturel de considérer des familles lisses f'tg  Ham.M;!/. Nous sommes alors
mené à nous demander si ces familles sont, en général, engendrées par une isotopie
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hamiltonienne, c’est-à-dire si il existe un hamiltonien H W Œ0;1 M R tel que
't D '
H
t B '0. Le théorème de Banyaga fournit une réponse positive à cette question.
Dénition 2.1.12. Un chemin hamiltonien  W Œ0;1 Ham.M;!/ est une appli-
cation dénie comme une application lisse  W Œ0;1 M M vériant les critères
suivants.
(1) .0/ WM M est un diéomorphisme hamiltonien;





de  est une famille de champs vectoriel hamiltoniens, c’est-à-dire que P.t/ ³
! D  dHt , et
.t/ D 'Ht B .0/
pour un hamiltonien H W Œ0;1 M R qui est alors appelé l’hamiltonien
générateur de .
L’espace des chemins hamiltoniens est noté P.Ham.M;!// et on note
P.Ham.M;!/; idM / l’espace des chemins hamiltoniens donnés par l’identité
au temps 0.
Le théorème de Banyaga s’exprime alors simplement comme suit.
Théorème 2.1.13 (Banyaga). Tout chemin de diéomorphismes hamiltoniens dans
Di.M/ est un chemin hamiltonien.
Il est important de noté que l’hamiltonien H qui génère un chemin hamiltonien
 n’est pas unique. En eet, étant donné qu’une application c W R R génère l’ap-
plication identité, H C c génère aussi . Ce phénomène joue un rôle important lors
du développement d’invariants symplectiques. Il est alors utile de dénir un unique
inverse à l’application H  an d’éliminer toute ambiguïté.
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Dénition 2.1.14. Soient .M;!/ une variété symplectique et H W Œ0;1 M R





Dans le cas oùM est ouverte (M n’est pas compact ou est compact avec bord), H est





est compact et contenu à l’intérieur de M .
Soit H l’hamiltonien normalisé qui engendre un chemin hamiltonien . Alors,
l’inverse de l’application H  donnée par
Dev W P.Ham.M;!/; idM / C1.M/I Dev./ D H
est bien dénie.
Dans le but de pouvoir bien dénir des invariants symplectiques, nous aurons à
considérer des classes d’homotopie de chemins hamiltoniens. Une homotopie de
chemins hamiltoniens est une famille lisse à deux paramètres fstgs;t2Œ0;1 telle que,
pour un s 2 Œ0;1 xe quelconque, s W Œ0;1 Ham.M;!/ est un chemin hamilto-
nien. On note alorsH s WD Dev.
s
/ l’hamiltonien qui engendre le chemin hamiltonien
s .
Lors de la manipulation d’homotopies de chemins hamiltoniens, nous ferons sou-
vent usage du lemme général suivant, dû à Banyaga [5]. La preuve que l’on donne suit
l’exposition de Oh [20].
Lemme 2.1.15 ([5]). Soient M une variété lisse. Considérons X st et Y
s
t deux familles



























Démonstration. Puisque 'st est lisse comme famille à deux paramètres, il suit que
l’application
R2 M R2 M
.s;t;x/ .s;t; 'st .x//
est lisse. On peut donc xer x 2M et considérer l’application lisse
' W R2 R2 M
.s;t/ .s;t; 'st .x//
:
Sous ', la base f@=@s ; @=@t g du tangent de R2 est donc envoyée à
@
@s






Puisque 'Œ ;  D Œ' ; '  et que Œ@=@s ; @=@t  D 0, on a
@
@s





















































Le résultat désiré découle donc directement de la dernière égalité.






t , le lemme 2.1.15 admet une




Lemme 2.1.16. Soient .M;!/ une variété symplectique et fstg une famille lisse à deux











C fF st ;H
s
t g :

















De plus, selon le lemme 2.1.10,
ŒY st ; X
s

















.X st ³ !/ D  
@
@s









X st D sgrad
@
@s
H ts et, de manière analogue,
@
@t
Y st D sgrad
@
@s
F st . Ainsi, l’équa-











³ !   ŒY st ; X
s



















C fH st ; F
s
t g C c.s;t/;
où c.s;t/ est une fonction lisse qui ne dépend que de s et de t . Or, puisque H st et F
s
t
sont normalisés par dénition, fH st ; F
s
t g l’est aussi. Ainsi, c.s;t/  0. Ceci complète
la preuve du lemme.
2.2. L’homomorphisme de Calabi
Considérons à présent une variété symplectique .M 2n; !/ ouverte, c’est-à-dire que
M n’est pas compacte ou elle est compacte avec un bord @M non-vide. Un chemin  2
P.Ham.M;!/; idM / est à support compact si l’hamiltonien H W Œ0;1 M M
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qui génère  a un support compact contenu dans l’intérieur deM . On note l’ensemble
de ces chemins hamiltoniens Pc.Ham.M;!/; idM /. On note Hamc.M;!/ l’espace des
diéomorphismes hamiltoniens donnés par l’application au temps 1 d’un chemin ha-
miltonien à support compact.
Soit  un chemin hamiltonien et H W Œ0;1 M R l’hamiltonien à support









qui, étant donné le support compact de H , ne dépend que de . Calabi démontre
que Cal est un homomorphisme non-trivial du revêtement universel AHamc.M;!/ de
Hamc.M;!/. Rappelons que les éléments de AHamc.M;!/ sont dénis comme étant
les classes d’équivalence de chemins hamiltoniens sous homotopies à bouts xes.
Théorème 2.2.1. L’application
Cal W Pc.Ham.M;!/; idM / R
dénie un homomorphisme non-trivial invariant sous homotopie à bouts xes. En parti-
culier, Cal induit un homomorphisme non-trivial de AHamc.M;!/ noté fCal.
La démonstration du théorème 2.2.1 est une conséquence directe des deux lemmes
suivants et de la dénition du revêtement universel de Hamc.M;!/. Démontrons
d’abord l’invariance sous homotopies à bouts xes.
Lemme 2.2.2. Soient 0 et 
1
 deux chemins hamiltoniens hamiltoniens homotopes tels






1. Supposons que Dev.
0
/ D H


















On peut considérer fH st g et fF
s
t g comme des familles à deux paramètres de fonctions
lisses à support compact surM . Suite à un reparamétrage en s, on peut supposer que
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H s0 D H 0 pour s0 dans un petit voisinage de 0 et que H
s1 D H 1 pour s1 dans un
petit voisinage de 1. Il s’en suit que F st .x/  0 pour s dans un voisinage assez petit






C fF st ;H
s
t g : (2.2.1)
















































D’une part, étant donné que F s0 D F
s






!^n ^ dt D
Z
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Démontrons ensuite que Cal agit bien comme un homomorphisme.


























































H 0t B .'
H
t /






H 0t B .'
H
t /
 1 !^n ^ dt (2.2.2)
Pour réduire la dernière intégrale, notons d’abord qu’étant donné que .'H /
 1
est une
isotopie hamiltonienne, .'Ht /
! D !, donc .'Ht /
!^n D !^n pour tout t , d’oùZ
M

























^ dt D Cal./C Cal.
0
/
qui correspond au résultat désiré.
2.2.1. Variétés symplectiques exactes et Cal
En général,
fCal ne peut être descendu à un homomorphisme déni sur Hamc. Dans
[16], Kislev trouve plusieurs exemples de variétés symplectiques non-exactes sur les-
quelles il existe un lacet hamiltonien pour lequel
fCal est non-nul. Un des cas où fCal
peut être descendu à un homomorphisme déni sur Hamc est celui des variétés sym-
plectique exactes.
Soit .M;!/ une variété symplectique exacte. Rappelons queM est nécessairement
ouverte et que, par dénition, il existe une forme de degré un ˛ 2 1.M/ telle que
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! D d˛. Dans ce cas, Banyaga a démontré que l’homomorphisme de Calabi prend
une forme bien particulière.
Théorème 2.2.4 ([5]). Soit .M 2n; d˛/ une variété symplectique exacte. Considérons







'˛ ^ ˛ ^ !^n 1:
Le théorème 2.2.4 assure alors que Cal./ ne dépend que du diéomorphisme
hamiltonien ' D 1. Nous obtenons donc directement le corollaire suivant.
Corollaire 2.2.5. Soit .M 2n; d˛/ une variété symplectique exacte. Alors, fCal descend à
un homomorphisme non-trivial
Cal W Hamc.M; d˛/ R:
Avant de démontrer le théorème 2.2.4, nous établissons quelques résultats pré-
liminaires. Considérons un diéomorphisme hamiltonien à support compact ' 2
Hamc.M; d˛/ et dénissons la forme diérentielle de degré un
ˇ WD '˛   ˛:
Puisque ' a support compact, ˇ  0 près de @M . De plus, étant donné que '! D !,
ˇ est fermée. Notons  le chemin hamiltonien générant ', c’est-à-dire que
0 D idM ; t D '
H
t DW 't et 1 D '
pour une fonction hamiltonienne à support compact H W Œ0;1 M R. Le chemin
hamiltonien  engendre une famille de formes diérentielles de degré un
ˇt WD '

t ˛   ˛;
qui est fermée, car 't ! D !, et a support compact puisque 't D idM près de @M .






















Démonstration. [Théorème 2.2.4] Selon la notation établie lors de la discussion précé-
dente,Z
M





























.'t .sgradH ³ ˛/   '
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où la deuxième égalité découle de l’équation (2.2.3). Selon l’équation (2.2.4),











/   't .Ht/!
^n






























^ dt D  .nC 1/Cal./
tel que désiré.
2.2.2. Interprétation géométrique de Cal: le cas du disque
En général, il est dicile de donner une interprétation géométrique simple de l’ho-
momorphisme de Calabi. Un des cas où une telle interprétation est connue est celui
du disque D2. Cette dernière fut élaborée par Fathi dans le contexte de sa thèse [13]
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et étudiée d’avantage par Gambaudo et Ghys [14]. Dans ces ouvrage, Cal est inter-
prété plus généralement comme un homomorphisme du groupe des diéomorphismes
de D2 de classe C1 préservant l’aire. An de rester bref, nous discuterons ici du cas
particulier des diéomorphismes hamiltoniens de D2 à support compacte.
Considérons le disque unité D2 D
˚







forme symplectique standard ! D dp ^ dq. Étant donné que ! est exacte, le co-
rollaire 2.2.5 nous assure que
fCal descend à un homomorphisme non-trivial
Cal W Hamc.D
2; !/ R:
Soit le diéomorphisme hamiltonien ' 2 Hamc.D
2; !/ tel que ' D 'H1 pour
l’isotopie hamiltonienne 'H engendrée un hamiltonien Ht WM R à support com-
pacte. Pour deux points distincts x;y 2 D2, dénissons v't .x;y/ comme étant le vec-
teur non-nul joignant 'Ht .x/ à '
H
t .y/. Notons Ang'.x;y/ l’angle balayé par v't .x;y/





2/ est donné par le produit D2  D2 duquel on retire la diagonale. Fathi
démontre alors l’égalité suivante.
Théorème 2.2.6 ([13]). Soit ' 2 Hamc.D2; !/. Soit ! la mesure sur D2 induite par





comme homomorphisme de Hamc.D2; !/ R.
Pour une démonstration du théorème 2.2.6 voir [13], [14] ou [23] qui n’utilise que
des méthodes d’analyse complexe.
L’égalité oerte par le théorème 2.2.6 nous permet donc d’interpréter, dans le cas
de D2, Cal.'/ comme le nombre de tours moyen de l’isotopie hamiltonienne qui en-
gendre '.
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2.2.3. Variétés symplectiques fermées et Cal
Jusqu’à présent, nous avons seulement étudié l’homomorphisme de Calabi dans
le contexte des variétés symplectiques ouvertes. On peut alors se demander en quoi
cette hypothèse est utile. La réponse à cette question repose dans le théorème suivant
dû à Banyaga [5].
Théorème 2.2.7 ([5]). Soit .M;!/ une variété symplectique fermée. Alors, Ham.M;!/
est un groupe simple.
Ainsi, dans le cas où .M;!/ est fermée, tout homomorphisme de Ham.M;!/ dans
R doit être trivial. Il n’y a donc pas d’intérêt à étudier Cal d’une manière globale sur
une variété symplectique fermée. Malgré cela, il est possible, dans certains cas, de
construire un invariant global dont la restrictions à certains ouverts de M est égale
à l’homomorphisme de Calabi. La construction d’un tel invariant, appelé quasimor-
phisme de Calabi fut donnée initialement par Entov et Polterovich [12].
Considérons une variété symplectique .M;!/ fermée et notons G D Ham.M;!/.
À chaque ouvert U  M non-vide, il est possible d’associer un sous-groupe de G
noté GU . Le sous-groupe GU est constitué des diéomorphismes hamiltoniens ' 2
G engendrés par un hamiltonien Ht WM R ayant un support compris dans U .
Notons
CalU W GU R
la restriction de l’homomorphisme de Calabi à GU . Un quasimorphisme sur G est
une fonction q W G R telle que, pour tout '; 2 G,
jq.' B  /   q.'/   q. /j  R (2.2.5)
pour une certaine constante R > 0. En d’autres termes, un quasimorphisme est une
fonction qui respecte la formule dénissant un homomorphisme à un terme d’erreur
R près. Un quasimorphisme q est dit homogène si q.'m/ D mq.'/ pour tout ' 2 G
et m 2 Z.
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Les ouverts qui sont d’intérêt ici sont ceux qui peuvent être disjoint d’eux-même
par un diéomorphisme hamiltonien, c’est-à-dire les ouverts U M non-vides pour
lesquels il existe ' 2 G tel que '.U / \ xU D ;. Notons D la classe des ouverts ayant
cette propriété et sur lesquels ! est exacte.
Entov et Polterovich construisent dans [12] des quasimorphismes homogènes
 W G R sur, entre autres, S2, S2  S2, et CP n qui, lorsque restreints à un ou-
vert U 2 D, coïncident avec CalU . Avec une construction diérente de celle donnée
par Entov et Polterovich, Py [22] fut en mesure de construire ces mêmes quasimor-
phismes sur les surfaces fermées de génus  1. Il est intéressant de noter que les
quasimorphismes homogènes construits par Py coïncident, plus généralement, avec
CalU sur les ouverts U diéomorphes au disque.
Nous référons la lectrice ou le lecteur au texte d’Entov [11] pour une revue de




Chemins lagrangiens et fonctionnelle de Solomon
Étant donné une variété symplectique .M;!M /, rappelons que nous pouvons munir
la variété produit M  M de la forme ! D  !M ˚ !M de sorte à ce que la paire
.M  M;!/ soit à son tour une variété symplectique. La proposition 1.4.5 montre
qu’à tout chemin hamiltonien , on peut associer une famille de sous-variétés lagran-
giennes ƒ D fƒtgt2Œ0;1 de M M générée par les graphes des diéomorphismes
hamiltoniens donnés par :
ƒt D f.x; t.x// j x 2M g M M:
Cette correspondance nous mène à croire que l’homomorphisme de Calabi provient en
fait d’un invariant plus général déni sur les familles de sous-variétés lagrangiennes.
Ce chapitre traite de la construction de cet invariant qui fut donnée par Solomon dans
[24].
3.1. Chemins lagrangiens
Ce paragraphe est dédié à la notion de chemin lagrangien telle qu’introduite par
Akveld et Salamon dans [1] et étendue par Solomon dans [24].
Considérons une variété symplectique générale .M 2n; !/ etLn une variété orien-
tée. Dans le cas où L est compacte, notons X .M;L; d/ l’espace des plongements
lagrangiens de L dans M qui représentent la classe d’homologie d 2 Hn.M/:
X .M;L; d/ WD f  W L M j ! D 0; Œ.L/ D d 2 Hn.M/g :
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Dans le cas où L est non-compacte, on impose aussi qu’il existe 0 2 X tel que tout
 2 X coïncident avec 0 à l’extérieur d’un certain sous-ensemble compact de L.
Le groupe Di.L/ des diéomorphismes de L agit sur X par le biais de l’action
Di.L/  X X
.'; /  B '
Alors, le quotient
L.M;L; d/ WD X=Di.L/
peut être identié à un sous espace des variétés lagrangiennes de M diéomorphes à
L. La classe d’équivalence ƒ D Œ 2 L d’un plongement lagrangien  W L M est
identiée à l’image .L/  M de ce dernier. L’espace L peut être interprété comme
une variété de dimension innie.
Dénition 3.1.1. Soient .M 2n; !/ une variété symplectique, Ln  M une
sous-variété orientée et ‚ une variété à coins contractile. Une applica-
tion ƒ W ‚ L.M;L; d/ est dite lisse si elle se relève à une fonction lisse





Dans le cas où ‚ D Œ0;1, ƒ D fƒtgt2Œ0;1 est appelée chemin lagrangien et dans
le cas où ‚ D Œ0;12, ƒ D fƒstgt;s2Œ0;1 est appelée homotopie de chemins lagran-
giens.
Nous aurons besoin d’étudier le champ vectoriel tangent
d
dt
ƒt à un chemin lagran-
gien ƒ. Dans cette optique, le lemme suivant nous permettra de mieux visualiser
l’espace tangent à L en un point ƒt pour t xe.
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Lemme 3.1.2 ([1]). Soient .M 2n; !/ une variété symplectique et Ln  M une sous-
variété orientée. Alors, pour ƒ 2 L.M;L; d/,
TƒL '
˚
ˇ 2 1.ƒ/ j dˇ D 0
	
:
Le lemme 3.1.2 permet de dénir le champ de vecteur tangent à un chemin la-
grangien comme suit. Soit ƒ un chemin lagrangien. Par dénition, il existe une
application lisse  W Œ0;1 X telle que t.L/ D ƒt pour tout t 2 Œ0;1. Dénissons






et dénissons la forme diérentielle de degré 1 sur L
˛t WD 

t .vt ³ !/ 2 
1.L/:




Il peut être démontré que la forme .t/˛t de degré 1 sur ƒt est fermée et qu’elle ne
dépend pas du choix du relèvement t . Ainsi, la dénition de
d
dt
ƒt concorde bel et
bien avec la description de TƒtL donnée au lemme 3.1.2.
La dérivée des chemins lagrangiens admet une généralisation directe aux familles
de lagrangiennes lisses ƒ W ‚ L, où ‚ est une variété à coins contractile. Soient
 2 T‚ et  W . ; / ‚ un chemin lisse tel que .0/ D  . La dérivée de ƒ dans








La description de la dérivée d’une famille de lagrangiennes donnée au cours de la
précédente discussion nous permet d’établir la dénition suivante.
63
Dénition 3.1.3. Une famille de lagrangiennes ƒ W ‚ L est dite exacte si, pour
tout  2 ‚ et  2 T‚, il existe une fonction lisse h W ƒ R telle que
dƒ./ D  dh./:
De plus, si les fonctions h sont à support compact, on dit que la familleƒ est elle aussi
à support compact.
Étant donné un chemin lagrangien ƒ, il est naturel de se demander sous quelles
conditions ce dernier peut s’écrire comme l’image, sous un chemin hamiltonien, d’une
certaine lagrangienne initiale ƒ0. La notion d’exactitude permet de répondre à cette
question.
Lemme 3.1.4 ([1]). Soient ƒ un chemin lagrangien et  D 'H un chemin hamilto-
nien dans Ham.M;!/ avec 0 D idM généré par un hamiltonien H W Œ0;1 M R.
Alors, pour tout t ,







3.2. Fonctionnelle de Solomon
Considérons les variétés .M;!/ et L  M de la section précédente. Soit ˇ 2
n.M/ une forme diérentielle de degré n fermée sur M telle que
ˇ ^ ! D 0:
Soit ƒ D fƒtgt2Œ0;1 un chemin lagrangien exact dans L.M;L; d/ ayant comme
famille d’hamiltoniens associée H D fHtgt2Œ0;1. Dans le cas où L est non-compact,
supposons que H soit à support compact. Dans le cas où L est compact supposons
que la condition de normalisation Z
d
ˇ D 0









et démontre les deux théorèmes suivants .
Théorème 3.2.1 ([24]). Soit ƒ un chemin lagrangien dans L.M;L; d/. Alors, C.ƒ/
ne dépend que de la classe d’homotopies à bouts xes de ƒ.
Théorème 3.2.2 ([24]). Supposons qu’il existe des formes  2 1.M/ et  2 n 1.M/
et une constante c ¤  1 telles que
d D !; d D ˇ et  ^ ˇ D  c! ^ :












Remarque 3.2.3. Les conditions du théorème 3.2.2 peuvent se manifester dans le cas
des variétés symplectiques exactes. Supposons que .M;!/ soit exacte avec ! D d
et notons  2 X .M/ le champ de vecteur de Liouville associé à  :
 ³ ! D :
Alors, dans le cas où il existe une constante c 2 R n f 1;0g telle que
Lˇ D cˇ;
la forme  D 1
c
. ³ ˇ/ satisfait aux conditions du théorème 3.2.2. En eet, en vertu




d. ³ ˇ/ D
1
c




et puisque ! ^ ˇ D 0,
0 D  ³ .! ^ ˇ/ D . ³ !/ ^ ˇ C ! ^  ³ ˇ D  ^ ˇ C c! ^ 
tel que désiré.
Fixons ƒ 2 L.M;L; d/ et notons O  L.M;L; d/ l’orbite de ƒ sous
Hamc.M;!/. Le revêtement universel QO de O est constitué des classes d’homotopies
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à bouts xes des chemins dans O débutant à ƒ. Le théorème 3.2.1 implique alors
directement que
C W QO R
est une fonctionnelle bien dénie. Dans le cas où les hypothèses du théorème 3.2.2
tiennent, C.ƒ/ ne dépend que du point de départ ƒ0 et de n ƒ1 de ƒ et descend
alors à une fonctionnelle
C W O R
Les théorèmes 3.2.1 et 3.2.2 sont donc respectivement des analogues des théorèmes
2.2.1 et 2.2.4. Ici,O prend la place de Hamc.M;!/. Cette analogie est justiée par le fait
qu’étant donné un choix judicieux de la forme ˇ, C correspond à l’homomorphisme
de Calabi.
Considérons une variété symplectique .M;!M / et un chemin hamiltonien  dans
Ham.M;!M / tel que 0 D idM de sorte à ce que t D 't pour une isotopie ha-
miltonienne '. Munissons M  M de la forme symplectique ! D  !M ˚ !M
et notons p1 WM M M et p2 WM M M les projections sur le premier
et le deuxième facteur respectivement. An de dénir C, il faut trouver une forme










































































où la dernière égalité provient du fait que !nC1M 2 
2nC2.M/ et 2n C 2 > 2n D
dimM , donc !nC1M D 0. Considérons à présent le chemin lagrangienƒ dans L.M 
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M;M/ engendré par ':
ƒt D f.x; 't.x// j x 2M g M M:
Notons H W Œ0;1 M M l’hamiltonien normalisé qui engendre ' et dénissons




Étant donné que idM est engendré par les hamiltoniens constants sur M ,
d
dt
ƒt D  dht :
























Vérions à présent que, dans le cas où .M;!M / est exacte avec !M D dM , on
retrouve bel et bien l’expression de Cal donnée au théorème 2.2.4. Soit M 2 X .M/
le champ vectoriel de Liouville associé à M et posons
 D  p1M C p

2M
de sorte à avoir d D !. Le champ vectoriel de Liouville associé à  correspond alors
à l’unique champ vectoriel  2 X .M M/ tel que
pi B  D . 1/
iM B pi
pour i 2 f1;2g. On a donc, par dénition de ˇ et puisque d!M D 0,


























Par dénition de ˇ,
 ³ pj !
k
M D . 1/
jpj .M ³ !
k
M /
D k. 1/jpj ..M ³ !M / ^ !
k 1
M / D k. 1/
jpj .M ^ !
k 1
M /
pour j 2 f1;2g et k 2 f0; : : : ; ng, d’où











M ^ ..i C 1/p
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M ^ ..i C 1/p
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M ^ ..i C 1/p
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En posant  D 1
n
 ³ ˇ, on a






























3.2.1. Points critiques de C et géométrie calibrée
An de démontrer le théorème 3.2.1, Solomon calcule et utilise la première varia-
tion de C. Étant donné une homotopie fƒsgs2Œ0;1 de chemins lagrangiens exactes à
support compact avec ƒs0 D ƒ0 et une famille de fonctions Hs W ƒ
s












Une fois cette formule en main, il est naturel de se demander quels sont les points








peut importe la déformation hamiltonienne 's.ƒ/ D ƒ
s
 gardant ƒ0 xe choisit.
Lemme 3.2.4 ([24]). Un chemin lagrangien ƒ dans L.M;L; d/ est un point critique




Démonstration. Soit fƒsgs2Œ0;1 une homotopie de chemins lagrangiens exacts à sup-
port compact qui xeƒ0 et soit Hs W ƒ
s




ƒs1 D dHs . En vertu de la formule (3.2.1),ƒ est un point critique










et ce peut importe le choix de l’homotopie ƒs. Ainsi, puisque cette homotopie est
engendrée par Hs , l’égalité doit tenir pour toute fonction H0. Ceci est possible si et
seulement si ˇ est identiquement nulle sur ƒ1.
Dans le contexte oùM est une variété presque Calabi-Yau, Solomon démontre que
les points critiques de C correspondent aux chemins lagrangiensƒ pour lesquelsƒ1
est une sous-variété lagrangienne spéciale. Les lagrangiennes spéciales apparaissent
naturellement dans le contexte des géométries calibrées développées par Harvey et
Lawson dans [15].
Dénition 3.2.5. Soit .M n; g/ une variété Riemannienne et soit une forme fermée
 2 p.M/ pour p  n. On dit que  est une calibrage si, pour tout plan P de






où volP est la forme volume induite par g sur P . Une sous-variétéN
p






Un des aspects attrayant des sous-variété compactes calibrées est qu’elles mini-
misent le volume dans leur classe d’homologie.
Lemme 3.2.6. Soient .M n; g/ une variété riemannienne,  2 p.M/ un calibrage
et N p une sous-variété compacte calibrée de M n. Alors, si ŒN 0 D ŒN  2 Hp.M/,
vol.N /  vol.N 0/.






















Des trois équations précédentes il suit que vol.N /  vol.N 0/.
Une variété presque Calabi-Yau de dimension 2n est une variété Kählerienne mu-
nie d’une forme holomorphe de degré n non-nulle. La partie réelle de cette forme
holomorphe dénit un calibrage pour un choix judicieux de métrique riemannienne.
Avant d’entrer dans les détails, rappelons la dénition d’une variété Kählerienne.
Dénition 3.2.7. Soit .M 2n; !/ une variété symplectique. S’il existe, sur M , une
structure presque complexe intégrable J compatible avec !, on dit que le triplet
.M;2n; !; J / est une variété Kählerienne. Dans le cas où il existe une forme ho-
lomorphe  2 .n;0/.M/ nulle part nulle, on dit que .M 2n; !; J;/ est une variété
presque Calabi-Yau.
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Soit .M 2n; !; J;/ une variété presque Calabi-Yau et  WM R une fonction
lisse donnée par l’équation
!n
nŠ
D e . 1/n.n 1/=2.i=2/n ^ x:
Alors, puisque J est compatible avec !,
g.;/ WD e=n!.; J/
dénit une métrique riemannienne surM . Harvey et Lawson ont démontré que Re
dénit un calibrage sur .M; g/ et que pour toute sous-variété lagrangienne L de M ,




D ei# volL;g ; (3.2.2)
où volL;g est la forme volume induite par g sur L.
Dénition 3.2.8. Soit .M 2n; !; J;/ une variété presque Calabi-Yau. Une sous-
variété lagrangienne L deM est dite spéciale si l’angle lagrangien qui lui est associé
est constant.
Soit L une sous-variété Lagrangienne spéciale de M et #0 l’angle lagrangien








et en vertu de l’équation 3.2.2, L est calibrée selon le calibrage Re. Le fait queL soit





Nous avons à présent tous les outils nécessaires pour éclairsir le lien entre la fonc-
tionnelle de Solomon et les lagrangiennes spéciales. Fixons une sous-variété lagran-
gienne quelconque L  M . Rappellons d’abord que pour dénir C il faut trou-
ver une forme fermée ˇ 2 n.M/ pour laquelle ˇ ^ ! D 0 et
R
d
ˇ D 0 pour
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d D ŒL 2 Hn.M/. À cette n, posons
ˇ D Im:
Puisque  2 .n;0/.M/ et que ! 2 .1;1/.M/, ! ^ ˇ D 0. De plus, pour satisfaire
la condition de normalisation, il sut de multiplier par une constante complexe de
module 1. Le lemme 3.2.4 nous assure alors qu’un chemin lagrangienƒ sera un point
critique de C si et seulement si Im
ˇ̌
ƒ1
D 0. Or, d’après la discussion précédente, ceci
se produit si et seulement si ƒ1 est une sous-variété lagrangienne spéciale de M .
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Chapitre 4
Cobordismes lagrangiens et extension de la
fonctionnelle de Solomon
Soit ƒ un chemin lagrangien exact engendré par une famille de fonctions hamilto-
niennes H normalisée. L’image du plongement lagrangien
f W Œ0;1 ƒ0 C M
.t;x/ .t;  H.t; 't.x//; 't.x//
où ' est l’isotopie hamiltonienne engendrée par H, est un cobordisme lagrangien
entreƒ0 etƒ1. Ceci laisse croire que la fonctionnelle de Solomon descend d’une fonc-
tionnelle plus générale dénie sur les cobordismes lagrangiens. Nous trouvons dans
ce chapitre une expression pour cette fonctionnelle plus générale et nous l’évaluons
sur quelques exemples de cobordismes lagrangiens.
4.1. Cobordismes lagrangiens
Dans le cadre général de la topologie diérentielle, un cobordisme est une variété
lisse de dimension nC1 dont le bord s’exprime comme l’union disjoint de deux variétés
lisses de dimension n. Cette notion de cobordisme dénit une relation d’équivalence
entre les variétés lisses de même dimension. Formellement un cobordisme est dénit
comme suit.
Dénition 4.1.1. Un cobordisme lisse orienté de dimension n C 1 est un triplet
.W IM ;MC/, où M  et MC sont des variétés lisses de dimension n, et W est une
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variété lisse compacte de dimension nC 1 munie d’un diéomorphisme 1
@W M  t  MC
On dit alors que M  et MC sont cobordantes et on note M  'MC.
Remarque 4.1.2. Il n’est pas exigé dans la dénition d’un cobordisme
.W IM ;MC/ que M  ou MC soient connexes. Un exemple est donné par la
paire de pantalon: un cobordisme W plongé dans R3 entre M  D S1 t S1 et
MC D S1.
La relation' dénit une relation d’équivalence sur les variétés lisses de dimension
n à diéomorphismes près. Pour cette raison, les cobordismes peuvent être utiles
dans certains problèmes de classication de familles de variétés lisses. Dans le cas
présent, les variétés en question sont les sous-variétés lagrangiennes d’une variété
symplectique xée.
Dans ce qui suit, nous considérons une variété symplectique compacte .M 2n;!M /
de dimension 2n. Toutes les sous-variétés lagrangiennes Ln  M 2n étudiées seront
supposées fermées. On muni C de la forme symplectique !C D d, où  D sdr et
.r;s/ 2 C. Le produit C M est, quant-à-lui, muni de la forme symplectique













D W \ p 11 .S/:
1
Le signe négatif devant MC désigne l’inverssion de l’orientation sur MC. Nous plaçons le signe
négatif devant MC en vue des calculs que nous aurons à faire sur les cobordismes lagrangiens.
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entre deux familles de lagrangiennes .L i /1ik  et
.LCj /1jkC muni d’un plongement lagrangien
W .Œ0;1 R/ M  C M


















où les ` i et `
C
j sont des segments horizontaux de la forme
` i D Œ0;"/  fa
 
i g ; `
C




avec a 1 <    < a
 
k 
et aC1 <    < a
C
kC
des nombres réels. S’il existe un cobordisme
lagrangien W W .LCj /Ý .L i / on dit que les familles .L i /1ik  et .L
C
j /1jkC sont
lagrangiennes-cobordantes et on note .LCj / ' .L
 
i /. Un cobordisme lagrangien
entre deux lagrangiennes est dit élémentaire.
Remarque 4.1.4. La dénition de cobordisme lagrangien donnée ici dière de celle
donnée par Biran et Cornea au niveau des constantes a i et a
C
j . En eet, on suppose
ici que ces dernières ne sont pas seulement des entiers, mais des nombres réels quel-
conques. Or, cette diérence importe peu puisque, à isotopie hamiltonienne de C près,
on retrouve la dénition originale.
Puisqu’un cobordisme lagrangien W W .LCi / Ý .L j / est toujours plongé dans
C M , sa frontière s’écrit d’une manière précise et non pas à diéomorphisme près
















où nous avons déni les bouts libres des segments ` i et `
C
j comme
b i .W / D `
 
i \ .f0g R/ et b
C
j .W / D `
C
j \ .f1g R/:
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Lorsqu’il viendra le temps de perturber un cobordisme lagrangien, il ne sera pas
susant de le faire selon une isotopie hamiltonienne quelconque de CM . Puisque le
résultat de la perturbation devra lui aussi être un cobordisme lagrangien, nous devrons
nous restreindre à une classe particulière d’isotopies hamiltoniennes de C M .
Dénition 4.1.5. Une famille à un paramètre de cobordismes lagrangiens fWtgt2Œ0;1
est appelée isotopie hamiltonienne verticale de cobordismes lagrangiens si il
existe une isotopie hamiltonienne f'tgt2Œ0;1 de C M telle que, pour tout t 2 Œ0;1,
 Wt D 't.W / pour un cobordisme lagrangien W ;
 sur W jŒ0;"/R et W j.1 ";1R, pour tout t 2 Œ0;1
't.r;s;x/ D .r; s C h.t/; '
M
t .x//
où h W Œ0;1 R est une fonction lisse et 'M est une isotopie hamiltonienne
de M .
Si H W Œ0;1 C M R est l’hamiltonien qui génère ', on dit alors que W est
engendré par H.
Une isotopie hamiltonienne verticaleW d’un cobordisme lagrangienW W .L
C
j /Ý
.L i / engendrée par un hamiltonien H garde les bouts négatifs de W xes si,
















pour une certaine fonction lisse c  W Œ0;1 R. On dit que W garde les bouts




















pour une certaine fonction lisse cC W Œ0;1 R. Si W garde les bouts négatifs et
positifs deW xes, elle est appelée isotopie hamiltonienne verticale à bouts xes.
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4.2. Exemples et constructions
4.2.1. Produit d’un chemin lisse et d’une lagrangienne
Il s’agit de la construction la plus simple d’un cobordisme lagrangienne élémen-
taire. Soit L  M une sous-variété lagrangienne et soit  W Œ0;1 C un chemin
lisse tel qu’il existe un sous-ensemble compactK  C et des constantes 0 < " ; "C <
1 et a ; aC 2 R pour lesquels





Lemme 4.2.1. Le produit entre une courbe  respectant la condition (4.2.1) et une sous-
variété lagrangienne L est un cobordisme élémentaire entre L et elle-même.
Démonstration. Puisque  et L sont des sous-variété lagrangiennes de C et M res-
pectivement,   L est une sous variété lagrangienne de C M . De plus, il est clair
que @. L/ D Lt L. Ainsi, la condition (4.2.1) nous permet de conclure que  L
est bel et bien un cobordisme lagrangien.
4.2.2. Suspension lagrangienne
Étant donné un chemin lagrangienƒ,ƒ0 D L, dansM engendré par une famille
de fonctions hamiltoniennes normalisées H W Œ0;1 M R, on désire suspendre
ƒ dans C M an d’en faire une sous-variété lagrangienne lisse. La suspension
lagrangienne de ƒ, notée †.LIH/, est dénie comme l’image du plongement
f W Œ0;1  L C M
.t;x/ .t;  H.t; 't.x//; 't.x//
où 't WM M est l’isotopie hamiltonienne engendrée par Ht et où C est iden-
tié à R2 selon l’identication r C is .r; s/. Par construction, il s’avère en fait
que †.LIH/ dénie un cobordisme lagrangien élémentaire entre L et '1.L/. En
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particulier, toutes paires L;L0 M de sous-variétés lagrangiennes liées par une iso-
topie hamiltonienne sont lagrangiennes cobordantes, le cobordisme étant fourni par
la suspension lagrangienne du chemin lagrangien ƒ avec ƒ0 D L et ƒ1 D L
0
.
Lemme4.2.2. La suspension lagrangienne†.L;H/ décrite ci-dessus est un cobordisme
élémentaire entre L et '1.L/.
Démonstration. On démontre d’abord en (i) que †.L;H/ est une sous-variété la-
grangienne de C M et par la suite, on démontre en (ii) que †.L;H/ respecte la
condition (4.1.1) aux bouts.
(i) Il sut de montrer que f ! D 0. Notons Xt le champ vectoriel hamiltonien




 @tH.t;'t.x//  .dHt/'t .x/ B .'t/.t;x/
@t't.x/ .'t/.t;x/
1CCCA :



























 @tHt B 't.x/  '

t .dHt/'t .x/
Xt B 't.x/ .'t/.t;x/
1CCCA ;
et nous pouvons calculer, pour
@
@t







































/ D 0, on a
.f /.t;x/!.; 
0/ D !M ..'t/.t;x/; .'t/.t;x/
0/ D !.;  0/ D 0;
où la dernière égalité découle du fait que L est une sous-variété lagrangienne de M .






















  .dHt/'t .x/..'t/.t;x// D 0:
On peut ainsi conclure que †.LIH/ est une sous-variété lagrangienne de C M .
(ii) Sans perte de généralité, on peut normalisé la famille de fonctions hamilto-
















D ..1   "; 1  f0g/  '1.L/:
La condition (4.1.1) est donc respectée et on peut conclure que †.LIH/ est un co-
bordisme lagrangien entre L et '1.L/.
Dans ce qui suit, la suspension lagrangienne jouera un rôle important. Étant donné
le lien qu’elle établie entre les chemins lagrangiens et les cobordismes lagrangiens, elle
nous permettra d’étendre la fonctionnelle de Solomon à ces derniers.
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4.2.3. Trace d’une chirurgie lagrangienne
Étant donné une sous-variété lagrangienne L générique2 immergée, il est possible
de supprimer les points d’auto-intersections de L pour en faire une sous-variété la-
grangienne plongée L0. La chirurgie lagrangienne, introduite par Lalonde-Sikorav
[17] et par Polterovich [21], accomplie exactement cette tâche. Il s’agit d’une variante
d’une construction classique due à Milnor [19], appelée chirurgie d’indice k, qui
consiste à retiré une copie de Sk  Dl d’une variété de dimension .k C l/ créant
ainsi une frontière Sk  Sl 1 sur laquelle on colle une copie de DkC1  Sl 1. Dans
le cadre des cobordismes lagrangiens, Chekanov [8] utilisa la chirurgie lagrangienne
pour transformer les cobordismes lagrangiens immergés en cobordismes lagrangiens
plongés. Nous étudierons ici une version de la chirurgie lagrangienne de cobordismes
lagrangiens donnée par Biran et Cornea [6] à partir de laquelle il est facile de faire des
calculs.
Soient L0 et L00 deux sous-variétés lagrangienne qui s’intersectent transversale-
ment en un ou plusieurs points que l’on note fx1; : : : ; xkg. En chaque point d’inter-
section xj il existe une carte de Darboux .Vj ; p1;q1; : : : ;pn; qn/ telle que Vj \ L0 est
envoyé sur Rn  Cn et que Vj \L00 est envoyé sur iRn  Cn. Ainsi, étant donné que
la chirurgie lagrangienne est une opération locale qui est appliquée à chaque point






Considérons une courbe lisse
H W R C
t a.t/C ib.t/
ayant les propriétés suivantes
(1) H.t/ D t pour t 2 . 1; 1;
(2) H.t/ D i t pour t 2 Œ1;C1/;
(3) Pa.t/; Pb.t/ > 0 pour t 2 . 1;1/.
2
Tous les points d’auto-intersection sont isolés, doubles et transverses.
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Une telle courbeH est appelée une poignée. Le résultat de la chirurgie lagrangienne
de L1 [ L2 en f0g D L1 \ L2 correspond alors à la sous-variété de C
n
donnée par
L WD H  Sn 1 D




Vérions que L est bel et bien une sous-variété lagrangienne de Cn. Munissons Cn
des coordonnées .p1C iq1; : : : ; pnC iqn/ et de la forme symplectique standard ! DP





























Ainsi, !jL D 0 et on peut conclure que L est une sous-variété lagrangienne de C
n
.
Le lemme suivant nous assure qu’il existe un cobordisme lagrangien entre L et
.L1; L2/. Ce cobordisme est appelé la trace de la chirurgie lagrangienne appliquée
à L1 [ L2.
Lemme 4.2.3 ([6]). Il existe un cobordisme lagrangien LÝ .L1; L2/.
Démonstration. Dénissons la sous variété
bH D H  Sn D
8<:.H.t/x1; : : : ;H.t/xnC1/ j t 2 R;X
j
x2j D 1
9=;  CnC1: (4.2.2)
Il suit d’un calcul identique à celui appliqué à L que bH est une sous-variété lagran-
gienne de CnC1.
Notons p1 W C C
n C la projection sur le premier facteur et bp1 D p1jbH sa
restriction à bH de sorte à ce que
bp1 1.U / D .U Cn/ \ bH
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pour tout U  C. Pour SC D fx C iy 2 C j x  yg, on dénit la variété à bord
W WD bp1 1.SC/: Remarquons que, par dénition de H ,
bp1 1.r;0/ D .r;0/  L1  C Cn pour r   1;
bp1 1.0;s/ D .0;s/  L2  C Cn pour s  1;
et bp1 1.0;0/ D .0;0/  L:
On dénit à présent W0 D W \ bp1 1.Œ 2;0  Œ0;2/ de sorte à ce que la projection
sous p1 soit compacte. La variété W0 est aussi à bord et
@W0 D f. 2;0/g  L1 t f.0;2/g  L2 t f.0;0/g  L:
Remarquons que W0 est presque un cobordisme lagrangien, il faut montrer que l’on
peut étendre la frontière en L selon une courbe débutant en f0g  C.
Dénissons la lagrangienne VL D fx C iy 2 C j y D  xg  L  C  C
n
et
posons L0 D f.0;0/g  L. Par construction,
VL \ p
 1
1 .0;0/ D L
0
D bH \ p 11 .0;0/:
Soit U.L0/  bH , un assez petit voisinage de L0 pour lequel il existe un
voisinage de Darboux-Weinstein N  CnC1 de U.L0/ identié, selon un
symplectomorphisme, à un voisinage tubulaire de la section nulle U.L0/ dans
T U.L0/. Notons p W N U.L0/ la projection induite par la projection canonique
T U.L0/ U.L0/.
Par construction, la projection L0 T OH induite par p est injective. Ainsi, suite
à un rétrécissement de U.L0/ si nécessaire, VL \ N peut s’écrire comme le graphe
d’une forme de degré un ˛ 2 1.U.L0// qui est nulle sur L0. Puisque VL est une
lagrangienne, d˛ D 0. Alors, la proposition 1.3.4 nous assure que ˛ D df pour une
certaine fonction f W U.L0/ R.
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On peut utiliser une partition de l’unité pour construire un hamiltonien autonome
g W W [ U.L0/ R tel que gjU.L0/nW D f jU.L0/nW et que g D 0 hors d’un voisi-
nage de U.L0/. Soit ' l’isotopie hamiltonienne engendré par g. Alors,W
0 D '1.W0/
donne le cobordisme désiré entre L et .L1; L2/.
4.3. Extension de l’homomorphisme de Calabi




leur classe fondamentale ŒL i  D di 2 Hn.M/. Supposons qu’il existe une forme
ˇ 2 n.M/ telle que
dˇ D 0; ˇ ^ !M




pour di D ŒL
 
i  2 Hn.M/. Sur les cobordismes lagrangiens W W .L
C
j /Ý .L i /, nous
dénissons la fonctionnelle





x WD p1 et
x̌ WD p2ˇ.
Nous sommes enn prêt à énoncer les deux théorèmes principaux de ce mémoire.
Le premier stipule que C.W / est invariant sous isotopie hamiltonienne verticale à
bouts xes de W . Étant donné certaines conditions d’exactitudes analogue à celles
requises par le théorème 3.2.2, le deuxième théorème assure que C.W / ne dépend
que des bouts de W .
Théorème A. SoitW W .LCj /Ý .L i / un cobordisme lagrangien dans CM . Alors, la
fonctionnelle C.W / ne dépend que de la classe d’isotopie hamiltonienne verticale à bouts
xes de W .
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Théorème B. Supposons qu’il existe des formes M 2 1.M/ et  2 n 1.M/ et une
constante c ¤  1 telles que
dM D !; d D ˇ et M ^ ˇ D  c!M ^ :

















où xM WD p2M et x D p

2 .
Le théorème A peut être utilisé pour calculer plus facilement C sur la trace d’une
chirurgie lagrangienne. Dans l’énoncé du lemme suivant et sa preuve, nous utilisions
la notation de la démonstration du lemme 4.2.3.
Lemme 4.3.1. Soient L1;L2  M deux sous-variétés lagrangiennes fermées qui s’in-
tersectent transversalement en un point p 2 M . Notons L la chirurgie lagrangienne de
L1 et L2 en p selon une poignéeH . Supposons que ˇ sastisfait à la normalisationZ
d1Cd2
ˇ D 0; (4.3.1)
où di D ŒLi  2 Hn.M/. Alors,
C.W 0/ D C.W0/;
oùW 0 est l’extension du bout enL deW0 selon un cobordisme trivial entreL et lui-même.
Démonstration. La démonstration repose sur la construction explicite de la fonction
g utilisée dans la preuve du lemme 4.2.3. Cette construction me fut proposée par Egor
Shelukhin.
Construisons d’abord un voisinage tubulaire U.L0/  OH de L0 D f.0;0/g  L
muni d’un diéomorphisme  W L0  . 1;1/ U.L0/ tel que
 .L0  f0g/ D L0  U.L0/ et   1.W0/ D . 1;0  L
0:
Sur OH (voir (4.2.2) pour la dénition) nous avons les fonctionsp1r D a.t/w1 etp

1s D
b.t/w1, où t 2 R et w1 est la première coordonnée sur S
n  RnC1. La fonction
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u D p1r   p

1s dénie une coordonnée dans un certain voisinage de L0. En eet,






. Pa.t/w1   Pb.t/w1/dt C .a.t/   b.t//dw1
ˇ̌
L0




Ainsi, il existe un voisinage tubulaire U.L0/ de L0 dans OH sur lequel du ne s’annule
pas. Il s’en suit que u est une coordonnée surU.L0/. Nous pouvons normaliser u pour
faire en sorte que u W U.L0/ . 1;1/. Par compacité de L0, nous pouvons couvrir
L0 par un nombre ni de cartes fUigi oùUi est un domaine de Rn avec vol.Ui/ < C1.
Alors, U.L0/ peut être muni des coordonnées .x1; : : : ; x;u/.
Rappelons que, dans un voisinage de Weinstein N de U.L0/, VL D fr D sg  L








Ainsi, puisque f s’annule jusqu’au premier ordre surL0, il existe une constanteC > 0
























pour tout 1  i;j  n.
Considérons une fonction lisse  W . 1;1/ Œ0;1 telle que, pour un certain ı >
0, j. 1;ı/  0 et j.1 ı;1/  1. De plus, supposons que j
0j; j00j  c sur . 1;1/ pour




0; u 2 . 1;"
." 1u/; u 2 . ";"/
1; u 2 Œ";1/
Par dénition, il est clair que j0"j  c"
 1
et j00" j  c"
 2
sur . 1;1/. Nous notons
aussi " W U.L
0/ Œ0;1 la fonction ".x; u/ D ".u/.
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Nous pouvons à présent étudier la forme df" 2 
1.U.L0//, où f".x;u/ D













.df"/  N ;
où la dernière inclusion découle des bornes sur f , " et 
0
". Choisissons "0 > 0 tel
que cette inclusion tienne pour tout " 2 .0; "0/. Ainsi, pour n’importe quel " 2 .0;"0/,
f" est un candidat valide pour la fonction g de la preuve du lemme 4.2.3.
Soit ı > 0 et considérons une courbe lisse ı W Œ0;1 Cr0 pour laquelle






et  .k/.0/ D 0 8k  2:
Posons " D Graphe
ˇ̌
L0.0;"/
.df"/. Alors, pour " 2 .0; "0/, il existe ı D ı."/ tel que
le cobordisme
W" D W0 [ " [ .ı  L/;
est un candidat valide pour le cobordisme W 0 de la preuve du lemme 4.2.3. En vertu
de la normalisation 4.3.1,
R
L








De plus, puisque fW"g"2.0;"0/ est une isotopie hamiltonienne verticale de cobordismes
lagrangiens à bouts xes, le théorème A nous assure que C.W"/ ne dépend pas de "





N ^ Ň D 0:
Pour u 2 .0; "/, on paramétrise " par .x; u; d.x;u/f"/. Sur N , nous avons les






















































Selon les bornes trouvées sur f , " et leurs dérivées, chaque élément des sommes
précédentes est borné par une constante C1 indépendante de ". Nous pouvons donc
écrire
N ^ Ň dans les coordonnées locales .x;u;y;v/ comme une somme de formes
diérentielles de degré nC1 avec coecients lisses bornés uniformément sur 0  u 
"0 et indépendamment de ". Ainsi, il existe une fonction lisse ` W U`  . 1;1/ R







D `.x;u/ dx1 ^    ^ dxn ^ du
et telle que, pour tout x 2 U` et 0 < u < ",
j`.x;u/j  C2









j`.x;u/j dx1    dxndu  C2 vol.U`/":
Alors, puisque vol.U`/ < C1, on peut conclure que lim"!0
R
"
N ^ Ň D 0 tel que
désiré.
4.3.1. Première variation et points critiques
Proposition 4.3.2. Soit W une isotopie hamiltonienne verticale d’un cobordisme la-














oùH est l’hamiltonien qui engendreW et ' est l’isotopie hamiltonienne associée àH.
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x ^ x̌ D
Z
't .W /





























En vertu de la formule magique de Cartan,
LXt .x ^ x̌/ D d
 
Xt ³ .x ^ x̌/

CXt ³ d.x ^ x̌/
D d
 
Xt ³ .x ^ x̌/

CXt ³ .dx ^ x̌/
D d
 






Par dénition de ! et puisque ˇ ^ !M D 0, on a
! ^ x̌ D p1!C ^








De plus, étant donné que Xt ³ ! D  dHt ,
Xt ³ .! ^ x̌/ D .Xt ³ !/ ^ x̌C ! ^ .Xt ³ x̌/




C ! ^ .Xt ³ x̌/:
Ainsi, selon les deux équations précédentes, (4.3.3) s’écrit comme
LXt .x ^ x̌/ D d
 








Xt ³ .x ^ x̌/

CXt ³ .! ^ x̌/
D d
 






C ! ^ .Xt ³ x̌/: (4.3.4)



























Étudions chacun des termes de la somme précédente. Pour le troisième terme,




D 0 pour tout t 2 Œ0;1. Ainsi,Z
W
't .! ^ .Xt ³ ˇ// D 0:






























Xt ³ .x ^ x̌/

: (4.3.6)
Ici, on peut développer l’intégrand comme
Xt ³ .x ^ x̌/ D .Xt ³ x/ ^ x̌  x ^ .Xt ³ x̌/:
Rappelons que, d’après la dénition 4.1.5, dans un voisinage des bouts de W , 't est
donné par le produit d’une isotopie hamiltonienne dans C et d’une isotopie hamilto-






















x ^ .Xt ³ x̌/

:
































.Xt ³ x/ ^ x̌

:




Xt ³ .x ^ x̌/

D 0:












































c .t/ pour une certaine fonction lisse c .t/ W Œ0;1 R. De plus, on rappelle que,
selon la condition de normalisation imposée sur ˇ,
RP
di



















c .t/ x̌ D 0

































Ceci complète la démonstration.








peut importe l’isotopie hamiltonienne verticale ' gardant les bouts négatifs de W
xes choisie. La première variation de C trouvée à la proposition 4.3.2 nous permet
donc de caractériser aisément les cobordismes lagrangiens élémentaires qui sont des
points critiques de C .
Corollaire 4.3.3. Un cobordisme lagrangien élémentaireW W .LC/Ý.L / est un point
critique de C si et seulement si ˇjLC D 0.
4.3.2. Démonstrations des théorèmes A et B
La démonstration du théorème A repose entièrement sur la première variation de
C donnée à la proposition 4.3.2.
Démonstration. [Théorème A] Soit ', l’isotopie hamiltonienne engendrée par la fa-
mille d’hamiltoniens verticale H de sorte à ce que Wt D 't.W / pour un cobordisme
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pour une certaine fonction lisse cC.t/ W Œ0;1 R. Ainsi la première variation de























cC.t/ x̌ D 0:
Alors, C.Wt/ ne dépend pas de t . En d’autres termes, C.Wt/ ne dépend que de la
classe d’isotopie hamiltonienne verticale de W .
Démonstration. [Théorème B] Rappelons que l’on suppose l’existence de formes ˛ 2
1.M/ et  2 n 1.M/ et d’une constante c ¤  1 telles que
dM D !M ; d D ˇ et M ^ ˇ D  c!M ^ :




























où la dernière égalité suit du fait que la frontière de W est un union disjoint de la-
grangiennes dans M et donc que xCj@W D 0. Par dénition de !, on a






2 .!M ^ /;




























































































4.4. Calcul de la fonctionnelle sur quelques exemples
Nous évaluons la fonctionnelle C sur les exemples de cobordismes lagrangiens
donnés à la section 4.2.
4.4.1. Produit d’un chemin lisse et d’une lagrangienne
Soit L M une sous-variété lagrangienne et  W Œ0;1 C un chemin qui, hors




pour certaines constantes a ; aC 2 R et 0 < " < 1. Alors, tel que démontré à la
section 4.2.1, W D  L est un cobordisme lagrangien dans C M . Rappelons que,
par dénition de ˇ 2 n.M/, on doit imposer la condition de normalisationZ
d
ˇ D 0
pour d D ŒL 2 Hn.M/. Ainsi, nous obtenons directement
C.  L/ D  
Z
L









L’évaluation de C sur la suspension lagrangienne d’un chemin lagrangien ƒ est
égal à l’évaluation de la fonctionnelle C de Solomon sur ce chemin. Ce résultat nous
permet de conclure que C étend bel et bien l’homomorphisme de Calabi aux cobor-
dismes lagrangiens.
Proposition 4.4.1. Soient L  M une sous-variété lagrangienne et 't 2 Ham(M) une
isotopie hamiltonienne engendrée par un hamiltonien Ht . Alors, pour W D †.LIH/,








Démonstration. La suspension lagrangienne W D †.LIH/ correspond, par déni-
tion, à l’image du plongement lagrangien
f W Œ0;1  L C M
.t;x/ .t;  H.t; 't.x//; 't.x//
où C est identié à R2 selon l’identication r C is .r; s/. Notons Xt le champ
vectoriel engendré par la relation Xt! D  dHt . Rappelons (voir 4.2.2) que pour
@
@t






















Nous pouvons donc trouver une expression explicite pour f x et f  x̌. Pour f x D
.1f /, considérons v D t
@
@t








B 't.x/  t C h'





et en appliquant  D sdr ,
f xf .t;x/.v/ D .t; HtB't .x//.1f.// D  Ht B 't.x/  t :
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Ainsi, on peut écrire f x simplement comme
f x D  Ht B 't.x/dt:
Occupons-nous à présent de f  x̌ D ˇ.2f   ; : : : ; 2f /. Soient n vecteurs
tangents v1; : : : ; vn 2 T.t;x/Œ0;1  L tels que v
i D  it
@
@t
C i . Nous avons
2f.v
i/ D Xt B 't.x/„ ƒ‚ …
X
 it C 't
i„ƒ‚…
bi
D X   it C b
i :
En appliquant ˇ, on trouve
f  x̌.v1; : : : ; vn/ D ˇ.X  1t C b
1; : : : ;X  nt C b
n/
D ˇ.X  1t ; b
2; : : : ; bn/C    C ˇ.b1; : : : ; bn 1; X  nt /
C ˇ.b1;    ; bn/:
Or, puisque f  x̌ 2 n.Œ0;1  L/, f  x̌ prend la forme générale
f  x̌ D dt ^  C ı;
où  2 n 1.L/ et ı 2 n.L/. Ici, ı correspond au terme ˇ.b1;    ; bn/, car les





f  x̌ D dt ^  C 't ˇ
D’après les expressions obtenues pour f x et f  x̌, on peut développer f .x^ x̌/
comme
f .x ^ x̌/ D f x ^ f  x̌




D  Ht B 't.x/dt ^ '

t
x̌ D  dt ^ 't .Ht
x̌/
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Ht x̌ D C.'.L//
Ceci complète la preuve.
4.4.3. Trace d’une chirurgie lagrangienne sur T 2
Soit 2 le tore plat de dimension 2 ayant comme domaine fondamental … D
Œ 2;2  Œ 2;2 et comme coordonnées locales .1; 2/. Munissons M de la forme
symplectique standard
!M D d1 ^ d2:
Considérons les deux lagrangiennes L1 D f2 D 0g et L2 D f1 D 0g. Nous désirons
calculer C sur la trace de la chirurgie de L1 [ L2 au point .0; 0/ selon une courbe
H W R C telle que décrite à la section 4.2.3. On implémente directement le modèle
local de cette chirurgie au point .0;0/ 2M .
Considérons une courbe lisse
H W Œ 2;2 C
t a.t/C ib.t/
respectant les conditions suivantes
(1) H.t/ D t pour t 2 Œ 2; 1;
(2) H.t/ D i t pour t 2 Œ1; 2;
(3) Pa.t/; Pb.t/ > 0 pour t 2 . 1;1/.
Alors,
L D H  S0 D f H.t/ j t 2 Œ 2;2g [ fH.t/ j t 2 Œ 2;2g  …
correspond à la sous-variété fermée dansM résultant de la chirurgie lagrangienne de
L1 [ L2 au point .0;0/ selon H .
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Avant de se lancer dans la construction de la trace de cette chirurgie lagrangienne,
nous trouvons une forme fermée ˇ 2 1.M/ telle que!^ˇ D 0 et
R
L1tL2
ˇ D 0. Ra-
pelons que cette forme est essentielle pour dénir C sur les cobordismes lagrangiens
entre L et L1 [ L2. À cette n, posons
ˇ D kd1   kd2
pour k 2 R une constante quelconque. Nous remarquons directement que dˇ D 0.
De plus, puisque !M D d1 ^ d2, il est clair que !M ^ ˇ D 0: Finalement, pour la























An de construire la trace de la chirurgie précédente, considérons d’abord
bH D H  S1 D f.H.t/ cos ;H.t/ sin / j t 2 Œ 2;2;  2 Œ0;2g  C …:
Le cobordisme préliminaire est alors donné par
W D bp1 1.SC/ D f.H.t/ cos ;H.t/ sin / j t 2 Œ 2;2;  2 Œ =2;=2g  C …
pour SC D fx C iy 2 C j x  yg et a comme bord
@W D f. 2;0/g  L1 t f.0;2/g  L2 t f.0;0/g  L:














D k Pa.t/b.t/ cos3./.a.t/   b.t//dt ^ d
C ka.t/b.t/ cos./ sin2./. Pa.t/   Pb.t//dt ^ d:
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De plus, par hypothèse, b.t/ D 0 8t 2 Œ 2; 1 et a.t/ D 0 8t 2 Œ1;2. Ainsi,




. Pa.t/C Pb.t//a.t/b.t/dt; (4.4.1)
4.5. Ombre de la trace d’une chirurgie et C : le cas du tore
Étudions à présent la relation entre C.Wa;b/ et l’ombre du cobordisme Wa;b , une
notion récemment introduite par Cornea et Shelukhin [9].
Dénition 4.5.1. Soit W W .LCj / Ý .L i / un cobordisme lagrangien dans C M .
L’ombre deW , notée S.W /, est dénie comme l’aire du sous-ensemble fermé donné
par le complément des régions non-bornées de C n pr1.W /.
Étant donné que pr1.Wa;b/ est simplement connexe, S.Wa;b/ correspond exacte-






Pour simplier les calculs, nous désirons évaluerC.Wa;b/ pour des a.t/ et b.t/ qui
ne sont pas nécessairement lisses sur l’intervalle Œ 2;2. Pour ce faire, nous aurons
besoin du lemme suivant.
Lemme 4.5.2. Soit l’espace de fonctionsW D W 1;2.. 2;2//\L4.. 2;2// muni de la
norme
kukW D kukL2 C k@tukL2 C kukL4 :
Alors, l’application
F W W W R
.u;v/ C.Wu;v/
est continue.
Démonstration. En vertu de l’inégalité de Hölder, si u; v 2 W , alors u.t/v.t/ 2




est continue. La dérivée est un opérateur continue sur W et son image est comprise
dans L2. Ainsi, comme composition d’applications continues, l’application
W W L2.. 2;2//  L2.. 2;2//
.u.t/; v.t// . Pu.t/; u.t/v.t//







est continue comme composition de fonctions continues. Le lemme suit de la dé-
nition de C.Wu;v/ et du fait que la somme de deux fonctions continues est elle aussi
continue.
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La proposition suivante établie une relation d’inégalité entre S.Wa;b/ et C.Wa;b/.
Étant donné la nature géométrique de cette inégalité, il est important qu’elle tienne
pour des dilatation de H par un coecient  . Dans cette optique, notons Wa;b la
trace de la chirurgie selon H et imposons la condition  2 .0;2/ pour assurer que




. Pa.t//.b.t//dt D 2
Z 1
 1








. Pa.t/C Pb.t//a.t/b.t/dt D 3C.Wa;b/: (4.5.2)










Démonstration. Selon la condition (3) ci-dessus, Pa.t/ > 0 pour tout t 2 . 1;1/,
le théorème de la fonction inverse assure l’existence d’une fonction lisse
a 1 W . 1;0/ . 1;1/ telle que a 1 B a.t/ D t pour tout t 2 . 1;1/. Consi-


































Selon les conditions (1) et (2) ci-dessus,
Qb. 1/ D 0 et Qb.1/ D 1. Ainsi, une simple



























































































D’autre part, puisque 0  Qb.t/  1 pour tout t 2 Œ 1;1, le théorème d’estimation


































































Il est pertinent de noter que la borne inférieure trouvée à la proposition 4.5.3 est
optimale. En d’autres termes, il existe une courbe H.t/ D .a.t/; b.t// satisfaisant au
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