On the Distribution of the Number of Copies of Weakly Connected Digraphs
  in Random $k$NN Digraphs by Bahadır, Selim & Ceyhan, Elvan
ar
X
iv
:1
60
6.
01
94
4v
1 
 [m
ath
.PR
]  
6 J
un
 20
16
On the Distribution of the Number of Copies of Weakly Connected
Digraphs in Random kNN Digraphs
Selim Bahadır & Elvan Ceyhan
Department of Mathematics
Koc¸ University, I˙stanbul, Turkey
September 1, 2018
Abstract
In a digraph with n vertices, a minuscule construct is a subdigraph with m << n vertices. We
study the number of copies of a minuscule constructs in k nearest neighbor (kNN) digraph of
the data from a random point process in Rd. Based on the asymptotic theory for functionals of
point sets under homogeneous Poisson process and binomial point process, we provide a general
result for the asymptotic behavior of the number of minuscule constructs and as corollaries, we
obtain asymptotic results for the number of vertices with fixed indegree, the number of shared
kNN pairs and the number of reflexive kNN’s in a kNN digraph.
Keywords: asymptotic normality; binomial process; central limit theorem; homogeneous point pro-
cess; indegree; law of large numbers; reflexivity
1 Introduction
Random graph models such as Erdo˝s-Re´nyi graphs, random geometric graphs and nearest neighbor
type graphs are used in various fields. The most frequently studied is the one proposed in Gilbert
(1959), denoted G(n, p), in which each possible edge between n vertices occurs independently with
probability 0 < p < 1. However, in the literature, G(n, p) is usually called Erdo˝s-Re´nyi model
as they developed the theory (Erdo˝s and Re´nyi (1960)). Another commonly considered model is
random geometric graphs which are constructed by randomly placing fixed number of vertices in
some metric space (according to a specified probability distribution) and connecting two vertices
by an edge if and only if their distance is smaller than a certain neighborhood radius. For more
information about random geometric graphs, see Penrose (2003). The number of copies of a fixed
graph in random graphs are analyzed by many authors (e.g., Nowicki and Wierman (1988), Rucin´ski
(1988) and Janson et al. (2004) for G(n, p) and Najim and Russo (2003), Yu (2009) and Shang
(2010) for random geometric graphs). Throughout this paper, we consider random kNN digraphs
and study asymptotic distribution of the number of minuscule constructs for kNN digraphs based
on data from a binomial point process or homogeneous Poisson process (HPP).
Let k, d ≥ 1 be fixed integers, n ≥ 2 be an integer and V be a finite set of points in Rd.
For any v ∈ V , let kNN(v) denote the set of k closest points to v among the points in V \{v}
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with respect to a given metric, and whenever u ∈ kNN(v) we call u as a kNN of v. Throughout
this article, we consider the usual Euclidean metric and denote the distance between the points
x and y in Rd as ‖x − y‖. Obviously, kNN(v) may not be well defined if there exist points
u,w ∈ V such that ‖u − v‖ = ‖w − v‖. However, such a tie occurs with probability zero for the
random point sets which are obtained by HPP or binomial point process, and hence we may always
assume that pairwise distances are distinct and kNN(v) is well defined for the point sets under
consideration. The kNN directed graph (or digraph) on the point set V , denoted as kNND(V ),
is obtained by including an arc (i.e., directed edge) with tail v and head u whenever u is one of
the kNN’s of v. In other words, kNND(V ) is actually the digraph with vertex set V and arc set
A = {(u, v) : u, v ∈ V, v ∈ kNN(u)}.
In a digraph, indegree (resp. outdegree) of a vertex v is the number of arcs with head (resp.
tail) v and denoted as din(v) (resp. dout(v)). Notice that the outdegree of a vertex in kNND(V ) is
always k as long as V has at least k+1 vertices. For j ≥ 0, let Q(k)j (V ) denote the number of vertices
of kNND(V ) with indegree j, that is, the number of points which are kNN of exactly j points
in V . The problem of finding the probability that a random point is the NN of precisely j other
points is studied by many authors such as Clark and Evans (1955), Roberts (1969), Newman et al.
(1983) and Henze (1987). The quantities Q
(1)
j ’s are used in tests for spatial symmetry (see, Ceyhan
(2014)). Also in Enns et al. (1999), Q
(1)
0 , Q
(1)
1 and Q
(1)
2 correspond to the number of lonely, normal
and popular individuals in a population, respectively.
A triplet ({u,w}, v) with u, v, w ∈ V is called shared kNN’s whenever v ∈ kNN(u) and
v ∈ kNN(w); i.e., v is a kNN to both u and w in V , and the number of shared kNN’s in V is
denoted as Q(k)(V ). In other words, Q(k)(V ) counts pair of arcs sharing their heads in kNND(V ).
The quantity Q(k) can be expressed in terms of Q
(k)
j ’s. By a simple double counting argument, one
can easily see that
Q(k)(V ) =
∑
v∈V
(
din(v)
2
)
=
∑
j≥0
j(j − 1)
2
Q
(k)
j (V )
for any point set V .
An ordered pair of vertices {u, v} is called a reflexive kNN pair whenever u ∈ kNN(v) and
v ∈ kNN(u), that is, u and v are kNN of each other (Cox (1981)). Other authors have called these
pairs as isolated nearest neighbors (Pickard (1982)) or mutual nearest neighbors (Schilling (1986)).
In graph theory, reflexive pairs are also referred to as symmetric arcs (Chartrand and Lesniak
(1996)). We denote the number of reflexive pairs in kNND(V ) as R(k)(V ). The quantity R(1)
could be of interest for inferential purposes as well, since it is a measure of mutual (symmetric)
spatial dependence between points, which might indicate a special and/or stronger form of clustering
of data points. For instance, a simple test based on the proportion of the number of reflexive pairs
to the sample size was presented by Dacey (1960) to interpret the degree of regularity or clustering
of the locations of towns alongside a river.
Numbers of reflexive and shared kNN pairs are of importance in various fields. For example,
in spatial data analysis, the distributions of the tests based on nearest neighbor contingency tables
depend on these two quantities (Cuzick and Edwards (1990), Dixon (1994) and Ceyhan (2009)).
Moreover, neighbor sharing type quantities such as Q(1) are also of interest for the problem of
estimating the intrinsic dimension of a data set (see, Brito et al. (2013)). For a set of ten points,
1NN and 2NN digraphs are presented in Figure 1 together with the corresponding R(k), Q(k), Q
(k)
j
2
v1
v3
v2
v4
v5
v6
v7
v8
v9
v10
v1
v3
v2
v4
v5
v6
v7
v8
v9
v10
Figure 1: On the left, 1NN digraph of V = {v1, . . . , v10}. Notice that there are three reflexive
pairs, namely {v6, v10}, {v2, v5}, {v4, v9}), and hence R(1)(V ) = 3. Also, note that indegrees of
v1, . . . , v10 are 0, 1, 0, 1, 2, 2, 0, 1, 1, 2, respectively, and thus, Q
(1)(V ) = 3, Q
(1)
0 (V ) = 3, Q
(1)
1 (V ) =
4, Q
(1)
2 (V ) = 3 and Q
(1)
j (V ) = 0 for every j ≥ 3. On the right, 2NN digraph of V . Notice that
R(2)(V ) = 6, Q(2)(V ) = 17, Q
(2)
0 (V ) = 1, Q
(2)
1 (V ) = 3, Q
(2)
2 (V ) = 2, Q
(2)
3 (V ) = 3, Q
(2)
4 (V ) = 1 and
Q
(2)
j (V ) = 0 for every j ≥ 5.
values.
For any set A ⊂ Rd, let m(A) denote the Lebesgue measure of the set A and ∂A denote the
boundary of A. Let B0 be a fixed bounded Borel set in R
d with m(B0) > 0 and m(∂B0) = 0.
In this paper, we investigate the asymptotic distributions of R(k), Q
(k)
j and Q
(k) for HPP of high
intensity on B0, and large independent samples of non-random size from the uniform distribution
on B0 (i.e., sample from a binomial process on B0). Using the results of Penrose and Yukich (2001,
2002), we provide LLN and CLT results on the number of copies of weakly connected digraphs
in kNND under HPP and binomial process in general. As corollaries of these results, we obtain
asymptotic results for R(k), Q
(k)
j and Q
(k). A crucial condition on the minuscule construct or the
subdigraph is connectedness; and another is number of vertices of the subdigraph should be fixed.
Section 2 presents the main result and its proof is given in Section 3. We study the asymptotic
behavior of the number of vertices with a given indegree in Section 4. In Section 5 and 6, we provide
asymptotic results for the number of shared pairs and the number of reflexive pairs, respectively.
Under a special setting, we study pairwise dependence of these quantities in Section 7. Discussion
and conclusions are provided in Section 8.
2 Preliminaries
A directed graph (or simply digraph) D consists of a non-empty set V (D) of elements called vertices
and a set A(D) of ordered pairs of distinct vertices called arcs (or directed edges). We call V (D)
the vertex set and A(D) the arc set of D. A graph G is a non-empty set V (G) of elements called
vertices together with a set E(G) of unordered pairs of vertices of G called edges. An edge {u, v} is
denoted by uv for convenience in the text. A graph or a digraph is finite if its vertex set is finite. A
u− v path in a graph G is a sequence of pairwise distinct vertices u = u1, u2, . . . , um = v such that
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uiui+1 is an edge in G for each 1 ≤ i ≤ m − 1, and the length of the path is the number of edges
in the path. A graph G is called connected if there exists a u− v path for every pair of vertices u
and v in G. The distance between the vertices u and v of a connected graph G is the length of a
shortest u− v path. The underlying graph of a digraph D is the graph obtained by replacing each
arc with an (undirected) edge, disallowing multiple edges between two vertices. A digraph is called
weakly connected if its underlying graph is connected.
A digraph D1 is a subdigraph of a digraph D2 if V (D1) ⊆ V (D2) and A(D1) ⊆ A(D2). A
digraph D1 is isomorphic to a digraph D2 (or D1 and D2 are isomorphic) if there exists a bijection
f : V (D1)→ V (D2) such that (u, v) ∈ A(D1) if and only if (f(u), f(v)) ∈ A(D2).
Let D be a fixed weakly connected digraph. For any finite point set V in Rd, let HD(V ) denote
the number of subdigraphs of kNND(V ) isomorphic to D. In our setting, a weakly connected
subdigraph with fixed number of vertices is referred to a minuscule construct, and we are interested
in the random variable HD(V ) when V consists of random points from HPP or binomial process.
For example, if D is the digraph with V (D) = {1, 2} and A(D) = {(1, 2), (2, 1)}, then we have
R(k)(V ) = HD(V ). Similarly, we have Q
(k)(V ) = HD(V ) whenever D is the digraph with V (D) =
{1, 2, 3} and A(D) = {(1, 2), (3, 2)}.
Let (Xn)n≥1 be a sequence of random variables and x be a constant. If limn→∞E(Xn) = x,
then we write Xn
c.m.−−→ x as n → ∞ (convergence of means). If ∑n P (|Xn − x| > ǫ) < ∞ for
every ǫ > 0, then we say Xn converges completely to x and denote Xn
c.c.−−→ x as n → ∞. We use
the notation
c.m.c.c.−−−−→, if both types of convergence hold. Notice that complete convergence implies
almost sure convergence but not vice versa.
Let Un = {U1, . . . , Un}, where U1, . . . , Un are i.i.d. uniform random variables on B0. Also,
let Pn be the HPP of intensity n/m(B0) on B0.
Theorem 2.1 (Main Theorem). Let m be a given positive integer, D1, . . . ,Dm be finite weakly
connected digraphs, a1, . . . , am be real numbers and H(V ) = a1HD1(V )+ · · ·+amHDm(V ) for every
finite V ⊂ Rd. Then there exist constants ξ, τ2, σ2 with 0 ≤ τ2 ≤ σ2such that as n→∞,
n−1H(Un) c.m.c.c.−−−−→ ξ,
n−1Var(H(Un))→ τ2,
n−1/2(H(Un)−E(H(Un))) L−→ N (0, τ2),
n−1H(Pn) c.m.c.c.−−−−→ ξ,
n−1Var(H(Pn))→ σ2,
n−1/2(H(Pn)−E(H(Pn))) L−→ N (0, σ2),
where
L−→ denotes convergence in law and N (a, b2) is the normal distribution with mean a and
variance b2. Moreover, ξ, τ2 and σ2 are independent of the choice of B0.
The proof of Theorem 2.1 is given in Section 3.
3 Proof of the Main Theorem
We first borrow some notation and definitions regarding the CLT and LLN results from Penrose and Yukich
(2001, 2002).
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For any set A ⊂ Rd and y ∈ Rd, denote by A + y the set {x + y : x ∈ A}. Also, for any
c ∈ R, let cA denote the set {cx : x ∈ A}. For x ∈ Rd and r > 0, let Br(x) denote the Euclidean
open ball centered at x and with radius r. Let card(A) denote the cardinality of A. Let P be
HPP of unit intensity on Rd. Let B0 be a fixed bounded Borel set in R
d with positive volume and
m(∂(B0)) = 0.
Let H be a real valued functional defined for all finite subsets of Rd. H is called translation-
invariant, if H(V +y) = H(V ) for all V ⊂ Rd and y ∈ Rd, and scale-invariant, if H(cV ) = H(V ) for
all V ⊂ Rd and c 6= 0. Notice that the functionals we consider only depend on the ordering of the
pairwise distances between sample points. Henceforth, these functionals are translation-invariant
and scale-invariant, and thus, without loss of generality, we may assume that B0 is of unit volume
and contains the origin.
We say H is linearly bounded, if there is a constant c1 such that |H(V )| ≤ c1 · card(V ) for
every finite V ⊂ Rd. Remaining conditions on H are defined in terms of the add one cost, meaning
that the increment in H caused by inserting a point at the origin into a finite point set V ⊂ Rd,
which is formally given by
∆H(V ) := H(V ∪ {0}) −H(V ).
The functional H has bounded add one cost, if there exists a constant c2 such that |∆H(V )| ≤ c2
for every finite point set V ⊂ Rd.
The functional H is called strongly stabilizing, if there exist a.s. finite random variables S (a
radius of stabilization of H) and ∆H(∞) such that with probability 1, we have
∆H((P ∩BS(0)) ∪A) = ∆H(∞)
for all finite A ⊂ Rd\BS(0).
Hence, S is a radius of stabilization, if the add one cost is unaffected by the changes in the
configuration outside the ball BS(0). In other words,
∆H((P ∩BS(0)) ∪A1) = ∆H((P ∩BS(0)) ∪A2)
for every finite A1, A2 ⊂ Rd\BS(0) and this add one cost is denoted by ∆H(∞). Notice that if H
has a radius of stabilization and bounded add one cost, then it is strongly stabilizing.
3.1 CLT Results
One can easily obtain the following proposition by applying Theorem 2.1 in Penrose and Yukich
(2001).
Proposition 3.1. Suppose that H is translation-invariant, scale-invariant, linearly bounded, has
a radius of stabilization and bounded add one cost. Then there exist constants σ2 and τ2, with
0 ≤ τ2 ≤ σ2, such that as n→∞, Var(H(Pn))/n converges to σ2, Var(H(Un))/n converges to τ2
and both of H(Pn) and H(Un) are asymptotically normal. Also, σ2 and τ2 are independent of the
choice of B0. Moreover, if the distribution of ∆H(∞) is non-degenerate, then τ2 > 0 and hence
also σ2 > 0.
Lemma 3.2. If Hi satisfies the conditions of Proposition 3.1 for each 1 ≤ i ≤ m, so does a1H1 +
· · ·+ amHm for any real numbers a1, . . . , am.
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Proof. First note that by applying induction on m, it suffices to prove the claim for m = 2 . Let
H = a1H1 + a2H2.
H(V + y) = a1H1(V + y) + a2H2(V + y) = a1H1(V ) + a2H2(V ) = H(V )
for all V ⊂ Rd and y ∈ Rd since H1 and H2 are translation-invariant, and hence H is translation-
invariant as well.
As H1 and H2 are scale-invariant, for all V ⊂ Rd and every nonzero a ∈ R, we have
H(aV ) = a1H1(aV ) + a2H2(aV ) = a1H1(V ) + a2H2(V ) = H(V )
which implies that H is scale-invariant too.
As bothH1 andH2 are linearly bounded and have bounded add one costs, there exist constant
c1 and c2 such that |Hi(V )| ≤ ci · card(V ) and |∆Hi(V )| ≤ ci , for i = 1, 2. So, by triangular
inequality, we have
|H(V )| = |a1H1(V ) + a2H2(V )| ≤ (|a1|c1 + |a2|c2) · card(V ),
which implies that H is linearly bounded.
Let Si be a radius of stabilization of Hi for i = 1, 2, and S = max{S1, S2}. Then, S is a
radius of stabilization for both H1 and H2. Since
∆H(V ) = H(V ∪ {0}) −H(V ) = a1H1(V ∪ {0}) + a2H2(V ∪ {0})− (a1H1(V ) + a2H2(V ))
= a1∆H1(V ) + a2∆H2(V ) (1)
for any finite point set V ⊂ Rd, we have ∆H(∞) = a1∆H1(∞) + a2∆H2(∞) and thus, S is a radius
of stabilization for H.
By triangular inequality and Equation (1), we obtain
|∆H(V )| ≤ |a1‖∆H1(V )|+ |a2||∆H2(V )| ≤ |a1|c1 + |a2|c2,
for any V ⊂ Rd, so H has bounded add one cost, and so the result follows.
Let D be a finite weakly connected digraph. Then by Lemma 3.2 it suffices to show that HD
satisfies the conditions of Proposition 3.1 to prove the CLT results in Theorem 2.1.
Note that kNND(V ) depends only on the ordering of the pairwise distances of the points in
V , and thus, one can easily see that HD is translation-invariant and scale-invariant.
For any point v in V let hD(V, v) denote the number of copies of D in kNND(V ) containing
v. By Lemma 4.2 we have din(v) ≤ kκ′(d) where κ′(d) is a constant which only depends on the
dimension d (κ′(d) is defined in the Section 4.1). We also have dout(v) = k, and therefore, v is
adjacent to at most K = k(κ′(d) + 1) arcs in kNND(V ). Let s be the number of vertices in D i.e.,
s = card(V (D)). Then as D is weakly connected, it is easy to verify that
0 ≤ hD(V, v) ≤ C, (2)
for some constant C := C(K, s) which only depends on K and s (i.e., C is independent of V ). Since
each copy of D in kNND(V ) has exactly s vertices we get
sHD(V ) =
∑
v∈V
hD(V, v). (3)
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Thus, |HD(V )| ≤ (C/s) · card(V ) and so, HD is linearly bounded.
Now suppose that the point 0 at the origin is not in V . Inserting the point 0 to V may cause
addition or deletion of some arcs in the kNND. We definitely add arcs (0, v) where v is a kNN of
0 in V ∪ {0}. Also some arcs of the form (v, 0) are inserted whenever 0 is a kNN to v. Notice that
if u is not a kNN of v, it is still not a kNN to v after the insertion of 0. Clearly, an arc (v, u) is
deleted after the addition of 0 only if u is the k-th NN of v in V and ‖v − 0‖ < ‖v − u‖. And in
this case, 0 becomes a kNN of v. Let v1, . . . , vp be points adjacent to 0 in kNND(V ∪ {0}) (i.e.,
(0, vi) or (vi, 0) is an arc in the kNND after the insertion of 0) and recall that p ≤ K. Then any
deleted or created copy of D in the kNND contains at least one of the vi’s. Since there are at most
C copies of D containing a given vertex, we see that |∆HD(V )| ≤ pC ≤ KC and hence, HD has a
bounded add one cost.
We finally show that HD has a radius of stabilization. But, we first construct a setting
essential for the proof. We show that there exist cones C1, . . . , Cm with 0 as their common peak
such that x, y ∈ Ci\{0} implies ‖x − y‖ < max{‖x‖, ‖y‖} for all 1 ≤ i ≤ m, and ∪mi=1Ci = Rd
(Lemma S in Appendix of Bickel and Breiman (1983)).
Note that the union of the open balls B1/2(x) where x ∈ ∂B1(0) is an open covering of
∂B1(0). Since ∂B1(0) is compact, there exists a finite subcover, say B1/2(x1), . . . , B1/2(xm). Let
B′i = B1/2(xi) ∩ ∂B1(0) and Ci = {ax : x ∈ B′i, a ≥ 0} for all 1 ≤ i ≤ m. Recall that whenever
x, y ∈ B′i, by the triangular inequality, we have ‖x − y‖ < ‖x − xi‖ + ‖xi − y‖ ≤ 1/2 + 1/2 = 1.
Now if x, y ∈ Ci\{0}, then x = ax′ and y = by′ for some a, b > 0 and x′, y′ ∈ B′i. Assume that
a ≤ b. Then, we have
‖x− y‖ = ‖a(x′ − y′)− (b− a)y′‖ ≤ a‖x′ − y′‖+ (b− a)‖y′‖ < a+ (b− a) = b = ‖y‖
which shows ‖x − y‖ < max{‖x‖, ‖y‖}. One can also obtain this result by a geometric argument
as follows: By construction, the angle x̂0y is less than 60o and therefore, the edge [xy] is not the
largest edge of the triangle △(x0y), that is, ‖x − y‖ < max{‖x‖, ‖y‖}. Moreover, it is easy to see
that the union of the cones is the whole space since x/‖x‖ ∈ B′i for some i and hence x ∈ Ci, for
each nonzero x ∈ Rd.
Let Ci(t) = {ax : x ∈ B′i, 0 ≤ a ≤ t} for all positive integers t and 1 ≤ i ≤ m. Given the
HPP P of intensity 1 on Rd, let the random variable T be the minimum t such that each cone
Ci(t) contains at least k + 1 points from P, and set S0 = T + 1. Then S0 is a.s. finite, since
Ci = ∪∞t=1Ci(t) contains infinitely many points from P almost surely for each i.
Lemma 3.3. Let v be a nonzero point in V = (P ∩ BS0(0)) ∪ A ∪ {0} for some finite A ⊂
(Rd\BS0(0)). In V , if 0 ∈ kNN(v) or v ∈ kNN(0), then ‖v‖ < S0.
Proof. First note that v is in Ci for some i, and by definition of S0, there exist points u1, . . . , uk+1
in V lying in Ci(S0). We prove the claim by contrapositive. Suppose that ‖v‖ > S0. Then,
‖uj − 0‖ < S0 < ‖v − 0‖ for every 1 ≤ j ≤ k + 1, and hence v is not a kNN of 0. Moreover, by
the construction of Ci and since ‖uj‖ < S0 < ‖v‖ for each 1 ≤ j ≤ k + 1, we have ‖v − uj‖ <
max{‖uj‖, ‖v‖} = ‖v‖ = ‖v − 0‖ for every 1 ≤ j ≤ k + 1. Therefore, 0 is not a kNN to v.
We inductively construct S0, S1, S2, . . . as follows: Let the random variable Tj be the min-
imum t such that each slice Ci(t)\Ci(3Sj) contains at leat k points from P and set Sj+1 = 3Tj .
Note that by similar arguments for S0, each Sj is clearly a.s. finite. Also notice that Sj+1 > 9Sj
and Tj > 3Sj for every j.
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Lemma 3.4. Let u and v be points in V = (P ∩BSj+1(0)) ∪A for some finite A ⊂ (Rd\BSj+1(0))
and suppose ‖u‖ < Sj. If u ∈ kNN(v) or v ∈ kNN(u), then ‖v‖ < Sj+1.
Proof. The proof is by contrapositive. Assume ‖v‖ > Sj+1.
As v is in Ci for some i and by construction of Sj+1 there exist points v1, . . . , vk in Ci(Tj)\Ci(3Sj)
from V . Triangular inequality implies
‖u− vs‖ ≤ ‖u‖+ ‖vs‖ < Sj + Tj (4)
for every 1 ≤ s ≤ k, and
‖u− v‖ ≥ ‖v‖ − ‖u‖ > ‖v‖ − Sj > 3Tj − Sj. (5)
Since Tj > 3Sj , we have 3Tj − Sj > Sj + Tj , and thus, inequalities in (4) and (5) yield ‖u− vs‖ <
‖u− v‖ for each 1 ≤ s ≤ k. Therefore, v is not a kNN of u.
By (5) we have
‖u− v‖2 > (‖v‖ − Sj)2 = ‖v‖2 − 2Sj‖v‖ + S2j > ‖v‖2 − 2Sj‖v‖. (6)
Notice that ‖vs‖ > 3Sj and ‖v‖ > Sj+1 = 3Tj > 3‖vs‖ which implies ‖v‖ − ‖vs‖ > 2‖v‖/3 . Then
we get
‖vs‖(‖v‖ − ‖vs‖) > 3Sj 2‖v‖
3
= 2Sj‖v‖. (7)
Inequalities in (6) and (7) yield
‖v − u‖2 > ‖v‖2 − ‖vs‖(‖v‖ − ‖vs‖) = ‖v‖2 − ‖vs‖‖v‖ + ‖vs‖2, (8)
for each 1 ≤ s ≤ k. Moreover, the construction of Ci implies v̂0vs < 60o, and hence by the cosine
theorem in triangles we have
‖v − vs‖2 < ‖v‖2 + ‖vs‖2 − ‖v‖‖vs‖, (9)
for each 1 ≤ s ≤ k. Then, by the inequalities in (8) and (9) we obtain ‖v − vs‖ < ‖v − u‖ for all
1 ≤ s ≤ k. Thus, u is not a kNN of v.
Now let l be the length of a longest path in the underlying graph of D. We claim that Sl
is a radius of stabilization for HD. Let V = (P ∩ BSl(0)) ∪ A for some finite A ⊂ (Rd\BSl(0)).
Recall that, after the addition of 0, every new or disappeared copy of D contains at least one of
the vertices adjacent to 0 in kNND(V ∪ {0}). Let F be the set of these vertices. Suppose a copy
of D contains u ∈ F and v be another vertex of this copy. Since D is weakly connected the exists
a u− v path in the underlying graph of kNND(V ), say u = u0, u1, . . . , us = v. Note that we have
s ≤ l and ui ∈ kNN(ui−1) or ui−1 ∈ kNN(ui) for every 1 ≤ i ≤ s. Lemma 3.3 implies ‖u1‖ < S0.
Then, inductively Lemma 3.4 gives ‖ui‖ < Si for each 1 ≤ i ≤ s and hence, ‖us‖ = ‖v‖ < Ss ≤ Sl,
that is ‖v‖ < Sl. Therefore, any change in the kNND caused by the insertion of the origin occurs
in the ball BSl(0) and so, the set A which is outside of this ball does not effect the add one cost.
In other words, Sl is a radius of stabilization for HD.
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3.2 LLN Results
We next present c.m.c.c. results in the main theorem applying Theorem 3.2 in Penrose and Yukich
(2002). Their result is on the functionals of the form
∑
v∈V h(V, v) where h(V, v) is a functional
defined for every finite point set V ⊂ Rd and v ∈ V . Although their result is for marked point sets,
the theorem is still obviously true for unmarked sets as the unmarked point set can be viewed as
a marked point set with a single mark.
The functional h is said to be translation-invariant if h(V, v) = h(V +y, v+y) for every finite
V ⊂ Rd, v ∈ V and y ∈ Rd. h is called scale-invariant if h(V, v) = h(aV, av) for every V ⊂ Rd,
v ∈ V and a ∈ R\{0}. We say that h is uniformly bounded, if there exists a constant c such that
|h(V, v)| ≤ c for all V ⊂ Rd and v ∈ V . The functional h is called strongly stabilizing if there exist
a.s. finite random variables S (a radius of stabilization for h) and h∞ (the limit of h) such that
with probability 1,
h((P ∩BS(0)) ∪ {0} ∪A, 0) = h∞,
for every finite set A ⊂ Rd\BS(0).
By Theorem 3.2 in Penrose and Yukich (2002) one can obtain the following proposition.
Proposition 3.5. Let h be a functional defined on pairs (V, v) consisting of a point set V in Rd
and an element v of V , and H(V ) =
∑
v∈V h(V, v) for every finite V ⊂ Rd. If H has a bounded
add one cost, h is translation invariant, scale invariant, uniformly bounded and strongly stabilizing
with limit h∞, then as n→∞ we have
n−1H(Un) c.m.c.c.−−−−→ E(h∞) and n−1H(Pn) c.m.c.c.−−−−→ E(h∞).
We now prove the c.m.c.c. results in the main theorem using Proposition 3.5. SinceXn
c.m.c.c.−−−−→
x and Yn
c.m.c.c.−−−−→ y as n→∞ implies aXn + bYn c.m.c.c.−−−−→ ax+ by as n→∞ for any real numbers a
and b, it suffices to prove c.m.c.c. results in the main theorem only for HD. Let D be a fixed weakly
connected digraph with s vertices. Let l be the length of a maximal path in the underlying graph of
D. Recall that by (3), we have HD(V ) =
∑
v∈V hD(V, v)/s for any point set V . Now set h = hD/s.
We show that h and H = HD satisfy the conditions of Proposition 3.5. We have already shown
that HD has a bounded add one cost in the previous subsection. Clearly, hD is both translation-
invariant and scale-invariant, and so does h. Recall that by (2) we have 0 ≤ hD(V, v) ≤ C(K, s) for
every point set V and element v of V , and hence, h = hD/s is uniformly bounded. Finally, by the
same arguments in the proof of strong stabilization of HD, it is easy to check that (using Lemma
3.3 and Lemma 3.4) Sl is a radius of stabilization for h. Also, as hD is uniformly bounded, h∞ (the
limit of h) is a.s. finite and therefore, h is strongly stabilizing. So, the result follows.
Remark 3.6. kNN graphs. A widely studied object in statistics and probability is kNN graphs
(see, e.g., Friedman and Rafsky (1983), Avram and Bertsimas (1993), Penrose and Yukich (2001)
and Wade (2007)). kNN graph of a point set is obtained by putting an edge between two points
whenever one of them is a kNN of the other one. In other words, kNN graph is the underlying
graph of the kNN digraph. The results we obtain for kNN digraphs are also valid for kNN graphs.
Let G1, . . . , Gm be finite connected graphs. For each 1 ≤ i ≤ m, let HGi(V ) denote the number of
subgraphs of the kNN graph of V which are isomorphic to Gi. Then, any linear combination of
HGi’s satisfies all the asymptotic properties of H in Theorem 2.1.
9
Remark 3.7. Marked point processes. Let (K,F , P ) be a probability space. In a marked point
process with mark space (K,F , P ), independently of other points and marks, each point is assigned
a mark taking value in K under the distribution P . In other words, marks of the points are i.i.d.
with distribution P . A marked graph (resp. digraph) is a graph (resp. digraph) in which each
vertex has a mark. Two marked graphs (resp. marked digraphs) are isomorphic if there exists an
isomorphism between the graphs (resp. digraphs) such that the corresponding vertices under the
isomorphism have the same mark. Suppose Un and Pn are marked binomial point processes and
HPP, respectively. Then, Di’s in Theorem 2.1 and Gi’s in Remark 3.6 can be taken to be marked
digraphs and marked graphs, respectively, and all the asymptotic results still hold.
For example, fix a positive integer m. Let K = {1, . . . ,m}, F = 2K and P (mark is i) = pi > 0
for every 1 ≤ i ≤ m. For every 1 ≤ i, j ≤ m, let Dij be the marked digraph with V (Dij) = {u, v},
A(Dij) = {(u, v)} and marks of u and v are i and j, respectively. Let Nij(V ) denote the number of
marked subdigraphs of kNND(V ) isomorphic to Dij for any marked point set V . In other words,
Nij counts the arcs whose tail has mark i and head has mark j in the kNN digraph of the given
marked point set. Let Un and Pn be as defined before with mark space (K,F , P ). Then, H in
Theorem 2.1 can be replaced with not only Nij but also any linear combination of Nij ’s. When
k = 1 Nij is actually, the number of NN pairs whose base point is of class i and NN point is
of class j, and extensively studied for data from settings different than HPP and binomial process,
e.g., from random labelling Dixon (2002) or complete spatial randomness Ceyhan (2009).
As the proofs of Theorem 2.1 and the statements in Remarks 3.6 and 3.7 are very similar,
we only gave the proof of the main theorem.
In sections 4-6, we consider special cases of HD(V ) and apply our main theorem on them.
4 Number of j-indegree Vertices
In this section, we study Q
(k)
j ’s. We first identify the degenerate ones (i.e., those satisfy Q
(k)
j (V ) = 0
for any point set V ).
4.1 Upper bound on the indegree
Let V be a finite subset of Rd. We show that indegrees in kNND(V ) are bounded above by a
constant which only depends on d and k.
Definition 4.1. The kissing number in Rd is the maximum number of equal nonoverlapping spheres
in Rd that can touch a fixed sphere of the same size and denoted as κ(d).
Currently, the exact value of κ(d) is known only for d = 1, 2, 3, 4, 8, 24 and κ(1) = 2, κ(2) =
6, κ(3) = 12, κ(4) = 24, 40 ≤ κ(5) ≤ 44, 72 ≤ κ(6) ≤ 78, 126 ≤ κ(7) ≤ 134, κ(8) = 240, κ(24) =
196560 (Musin (2008), Conway and Sloane (1988)). For general d, an asymptotic upper bound
for κ(d) is 20.401d(1+o(1)) (Kabatiansky and Levenshtein (1978)) and an asymptotic lower bound
is 20.2075d(1+o(1)) (Wyner (1965)). For more information about the kissing number problem see
Conway and Sloane (1988).
For any distinct points x, y, z ∈ Rd, let △(xyz) denote the triangle with vertices x, y and z.
Let x̂yz denote the angle belonging to the vertex y in △(xyz) and [xy] denote the line segment
(i.e., edge) with end points x and y.
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The kissing number problem can be stated in another way: the maximum value of m such
that there exist m points a1, a2, . . . , am lying on the unit sphere in R
d such that ‖ai − aj‖ ≥ 1 for
all 1 ≤ i 6= j ≤ m or equivalently, âi0aj ≥ 60o for all 1 ≤ i 6= j ≤ m where 0 is the origin (also the
center of the unit sphere). To see that this is exactly the same problem, consider any arrangement
of non-overlapping spheres touching a central sphere. By a suitable translation and scaling, we
may assume that the central sphere is B1/2(0) and the other balls are of radius 1/2. Clearly the
centers of the touching balls are on the unit sphere and the distance between any two of them is
≥ 1, since they do not overlap. Additionally, for any two points a and b lying on the unit sphere,
we have ‖a − b‖ ≥ 1 if and only if â0b ≥ 60o, since △(a0b) is an isosceles triangle with two edges
of length 1.
Let κ′ := κ′(d) be the maximum value of m such that there exist m points a1, a2, . . . , am lying
on the unit sphere in Rd such that ‖ai − aj‖ > 1 for all 1 ≤ i 6= j ≤ m. Clearly κ′(d) ≤ κ(d) and
κ′(1) = 2. Note that if in all configurations with κ(d) points satisfying the kissing number problem
there exist two points of distance 1, then we have strict inequality κ′(d) < κ(d). For example,
κ(2) = 6 and it is easy to see that the only configuration with six points is the set of vertices of a
regular hexagon on the unit circle. On the other hand, vertices of a regular pentagon on the unit
circle is an example with five points for κ′(2) and hence we have κ′(2) = 5. We also have κ′(3) = 12
since the vertices of a regular icosahedron on the unit ball is an example with twelve points for
the kissing number problem with no pair of vertices of distance 1. For small values of d, we assert
that κ′(d) ∈ {κ(d) − 1, κ(d)}. For now, this assertion remains as a conjecture. The reason why we
consider κ′(d) is explained in the following lemma.
Lemma 4.2. Let v be a vertex of kNND(V ) where V is a random point set in Rd obtained by Pn
or Un. Then, we have din(v) ≤ κ′k a.s..
Proof. By a convenient translation, we may suppose that v = 0. Let m = din(0) in kNND(V ).
We first prove the claim for k = 1. If m = 0, the claim follows trivially. Otherwise, there exist
v1, . . . , vm ∈ V such that 1NN(vi) = 0 for all 1 ≤ i ≤ m. Therefore, for all 1 ≤ i 6= j ≤ m we
have ‖vi − vj‖ is greater than both of ‖vi‖ and ‖vj‖. In other words, [vivj] is the largest edge of
the triangle △(vi0vj). Thus, the angle v̂i0vj is greater than 60o.
Now, for each i let ai be the point on the ray
−→
0vi such that ‖vi‖ = 1. Note that âi0aj =
v̂i0vj > 60
o and hence [aiaj ] is the largest edge of the isosceles triangle △(ai0aj). Therefore, we
obtain that ‖ai − aj‖ > 1 for all i 6= j, and hence m ≤ κ′ by the definition of κ′.
For general k, we follow the idea for d = 2 introduced in Cuzick and Edwards (1990). Let
v1, . . . , vm ∈ V such that 0 ∈ kNN(vi) for each 1 ≤ i ≤ m. Let u1 be the vi with largest ‖vi‖ and
r1 be ‖u1‖. Delete all vi’s lying in the ball Br1(u1). Of the remaining vi’s let u2 be the one with
largest ‖vi‖, and r2 be ‖u2‖. Delete all vi’s lying in the ball Br2(u2), and continue this process
until all vi’s are deleted. Let t be the number of steps in this process. By the nature of this
procedure, it is clear that r1 > r2 > · · · > rt, and for i < j we have uj /∈ Bri(ui), Thus, we obtain
‖ui − uj‖ > ri = ‖ui‖ > ‖uj‖ for every i > j which implies that 0 is the NN of every ui for the
set of points {u1, . . . , ut, 0}. Therefore, we obtain t ≤ κ′. Moreover, note that we delete at most k
of the vi’s at each step. Because, 0 is a kNN to each ui and there can be at most k − 1 points in
the ball Bri(ui) other than ui itself, since 0 lies on the boundary of the ball. Finally, we have the
desired result m ≤ κ′k.
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v0
Bǫ(a1)
Bǫ(a2)
Bǫ(a3)
Bǫ(a4)
Bǫ(a0)
Bǫ(a5)
Bǫ(a)
Figure 2: An illustration of n points with din(v0) = j for d = 2, n = 20, k = 3 and j = 11. Notice
that s1 = s2 = s3 = 3, s4 = 2 and s5 = 0.
Lemma 4.3. For every n ≥ k(κ′ + 1) + 2, we have P (Q(k)j (Un) > 0) and P (Q(k)j (Pn) > 0) are
positive if and only if j ≤ κ′k.
Proof. As an immediate consequence of Lemma 4.2, we see that Q
(k)
j is identically zero for every
j > κ′k.
For the values of j with j ≤ κ′k, recall that there exist points a1, a2, . . . , aκ′ lying on the
boundary of the unit sphere in Rd such that ‖ai−aj‖ > 1 for all 1 ≤ i 6= j ≤ κ′ by the definition of
κ′. Let r = min{‖ai−aj‖ : 1 ≤ i 6= j ≤ κ′} and ǫ be a positive number less than min{(r−1)/4, 1/4}.
Let a0 = 0 and a = (3, 0, 0, . . . , 0) ∈ Rd.
Let V be a set of n points such that card(V ∩ Bǫ(a0)) = 1, card(V ∩ Bǫ(ai)) = si ≤ k for
every 1 ≤ i ≤ κ′ and all the remaining points of V are in Bǫ(a). See Figure 2 for an example. Let
vi ∈ Bǫ(ai) for every i and v ∈ Bǫ(a). Then we have
‖vi − vj‖ > ‖ai − aj‖ − 2ǫ ≥ r − 2ǫ > 1 + 2ǫ > ‖vi − v0‖ (10)
and
‖vi − v‖ > ‖ai − a‖ − 2ǫ ≥ 2− 2ǫ > 1 + 2ǫ > ‖vi − v0‖ (11)
for all 1 ≤ i 6= j ≤ κ′. In words, 0 is closer to vi than the points in Bǫ(vj) with j 6= i and Bǫ(a).
Therefore, since si ≤ k for every i, results in (10) and (11) imply that 0 is a kNN to each vi with
i ≥ 1. Also, for v,w ∈ V ∩Bǫ(a) we have
‖v − w‖ < 2ǫ < 3− 2ǫ < ‖v − v0‖,
which implies that w is closer to v than v0. As n − (s1 + · · · + sκ′) − 1 ≥ n − κ′k − 1 ≥ k + 1, V
contains at least k+1 points in Bǫ(a), and hence v0 is a kNN to none of the points in Bǫ(a). Thus,
v0 is a kNN to exactly j = s1 + · · ·+ sκ′ points in V , that is, din(v0) = j in kNND(V ). Note that
j can attain any value through 0 to κ′k for convenient values of si’s.
Clearly, having a scaled and translated version of such a configuration described above under
Pn or Un is of positive probability, and therefore, desired result follows.
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B∞L+1(0)\B∞L (0)
B∞4 (0)
Figure 3: An illustration of the event E1 ∩E2 for d = 2 and k = 2.
4.2 Asymptotic distribution of Q
(k)
j
We now obtain LLN and CLT results for Q
(k)
j for every 0 ≤ j ≤ κ′k by Theorem 2.1.
Corollary 4.4 (LLN and CLT for Q
(k)
j ). For every 0 ≤ j ≤ κ′k, there exist constants qj(d, k), τ2j :=
τ2j (d, k) and σ
2
j := σ
2
j (d, k) with 0 < τ
2
j ≤ σ2j such that as n→∞,
n−1Q
(k)
j (Un)
c.m.c.c.−−−−→ qj(d, k),
n−1Var(Q
(k)
j (Un))→ τ2j ,
n−1/2(Q
(k)
j (Un)−E(Q(k)j (Un))) L−→ N (0, τ2j ),
n−1Q
(k)
j (Pn) c.m.c.c.−−−−→ qj(d, k),
n−1Var(Q
(k)
j (Pn))→ σ2j ,
n−1/2(Q
(k)
j (Pn)−E(Q(k)j (Pn)))
L−→ N (0, σ2j ).
Proof. Let Di be the digraph with V (Di) = {1, 2, . . . , i + 1} and A(Di) = {(1, i + 1), (2, i +
1), . . . , (i, i + 1)}, for every 1 ≤ i ≤ κ′k. Also, let D0 be the digraph with only one vertex, i.e.,
V (D0) = {1} and A(D0) = ∅. Notice that HD0(V ) = card(V ) for any finite point set V . By
principle of inclusion exclusion, it is easy to see that
Q
(k)
j (V ) =
κ′k∑
i=j
(−1)i−j
(
i
j
)
HDi(V ), (12)
for every 0 ≤ j ≤ κ′k and finite point set V . Then the desired asymptotic results follow by Theorem
2.1 and (12).
To show that both τ2j and σ
2
j are positive, it suffices to prove that ∆Q(k)j
(∞) is non-degenerate
for every 0 ≤ j ≤ κ′k by Proposition 3.1. The main idea in the proof is to present two configurations
with different add one costs for Q
(k)
j . In the configurations we provide, the points near the origin
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0Bǫ(a1) Bǫ(a2)
Bǫ(a3)
Bǫ(a4)
Bǫ(a5)
Bǫ(b2)
Bǫ(b1)
Bǫ(b3)
Bǫ(b4)
Bǫ(b5)
Figure 4: An illustration of the event E3 for d = 2, k = 3, j = 11, s1 = s2 = s3 = 3, s4 = 2 and
s5 = 0.
are separated away from the other points, and so, the insertion of 0 changes only the kNN relations
between the points around the origin.
Let L be a large positive integer. Let B∞r (x) denote the corresponding l∞ ball, that is
B∞r (x) = [−r, r]d + x. Partition the annulus B∞L+1(0)\B∞L (0) into a finite collection of unit cubes.
Let E1 be the event that each unit cube in the partition contains at least k + 1 points from P and
E2 be the event that there is no point of P in B∞L (0)\B∞4 (0). Note that whenever both E1 and
E2 occur and B
∞
4 (0) contains at least k + 1 points, any kNN of a point in B
∞
4 (0) lies in B
∞
4 (0)
and every kNN of a point in Rd\B∞L (0) lies in Rd\B∞L (0) for large L. Therefore, in this case, the
insertion of a point at the origin can only affect the kNND of the points in B∞4 (0). See Figure 3
for an illustration.
Let a1, . . . , aκ′ and r be as defined in the proof of Lemma 4.3. Let bi = (1 + r)ai/2 for all
1 ≤ i ≤ κ′ and ǫ be a positive real number less than (r − 1)/8. Now fix j and let s1, s2, . . . , sκ′
be nonnegative integers not greater than k such that s1 + · · · + sκ′ = j. Let E3 be the event that
Bǫ(ai) contains si points and Bǫ(bi) contains k + 1 − si points for every 1 ≤ i ≤ κ′ and there are
no other points in B∞4 (0). See Figure 4 for an illustration. When E3 occurs, it is easy to verify
that kNN’s of a point in Bǫ(ai) ∪Bǫ(bi) lies in the same union. Therefore, all the indegrees of the
points in B∞4 (0) are k. Once the origin is inserted to the set, 0 becomes a kNN to the points in
Bǫ(ai) for each i and not a kNN to any point in Bǫ(bi). Thus, the indegree of 0 is s1+ · · ·+ sκ′ = j.
Then for j 6= k, we see that whenever E1 ∩ E2 ∩ E3 occurs, Qj definitely increases. As the event
E1 ∩ E2 ∩ E3 has a positive probability, we obtain
P (∆
Q
(k)
j
(∞) ≥ 1) > 0 for every j 6= k. (13)
Now let E4 be the event that there are k points in Bǫ(a1), one point in Bǫ(b1) and no other
points in B∞4 (0). After the addition of 0, the indegree of the point in Bǫ(b1) becomes 0, the indegree
of each of the points in Bǫ(a1) increases to k + 1 and the indegree of 0 is k. Since E1 ∩ E2 ∩ E4 is
14
0 Bǫ(0.6a1)Bǫ(0.5a1) Bǫ(1.3a1)Bǫ(−0.4a1)
Figure 5: An illustration of the event E5 for d = 2 and k = 6.
an event with positive probability, we have
P (∆
Q
(k)
0
(∞) = 1) > 0, P (∆
Q
(k)
k
(∞) = −k) > 0, P (∆
Q
(k)
k+1
(∞) = k) > 0, (14)
and
P (∆
Q
(k)
j
(∞) = 0) > 0 for each j /∈ {0, k, k + 1}. (15)
Then by the results in (13) and (15), we obtain that ∆
Q
(k)
j
is non-degenerate for every 0 ≤ j ≤ κ′
with j /∈ {0, k, k + 1}.
Next let E5 be the event that each of Bǫ(−0.4a1), Bǫ(0.6a1) and Bǫ(1.3a1) has one point,
Bǫ(0.5a1) contains k−1 points and there is no other point in B∞4 (0), where 0 < ǫ < 0.1. See Figure
5 for an example. One can easily see that the indegrees of the points in Bǫ(−0.4a1), Bǫ(0.6a1) and
Bǫ(1.3a1) are 0, k+1 and k, respectively, and every point in Bǫ(0.5a1) is of indegree k+1. After the
addition of the origin, the indegrees of the points in Bǫ(−0.4a1), Bǫ(0.6a1) and Bǫ(1.3a1) becomes
1, k and 0, respectively, and the indegree of every point in Bǫ(0.5a1) increases to k + 2. Also, 0 is
of indegree k + 1. Therefore, as E1 ∩E2 ∩ E5 is an event with positive probability, we have
P (∆
Q
(k)
0
(∞) = 0) > 0, P (∆
Q
(k)
k
(∞) ≥ 0) > 0 and P (∆
Q
(k)
k+1
(∞) = −(k − 1)) > 0. (16)
Then the results in (14) and (16) imply that ∆
Q
(k)
j
is non-degenerate as well whenever j ∈ {0, k, k+
1}, and we are done.
Computing the exact values of the constants qj(d, k), τ
2
j and σ
2
j analytically is tedious, if
possible at all. For the case k = 1, the results in Newman et al. (1983) and Henze (1987) imply
qj(d, 1) =
1
j!
κ′−j∑
i=0
1
i!
(−1)ibj+i(d)
for every 0 ≤ j ≤ κ′, where b0(d) = b1(d) = 1,
bs(d) =
∫
· · ·
∫
Γs
exp
[
−m
(
s⋃
i=1
B‖xi‖(xi)
)]
dx1 . . . dxs,
and
Γs =
{
(x1, . . . , xs) : xi ∈ Rd, ‖xi‖ < min
1≤l≤s,l 6=i
‖xi − xl‖, 1 ≤ i ≤ s
}
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for each 2 ≤ s ≤ κ′. The values of bs(d) are only approximated with Monte Carlo simulations. For
the two dimensional case, Cuzick and Edwards (1990) provide
q0(2, 1) ≈ 0.284, q1(2, 1) ≈ 0.463, q2(2, 1) ≈ 0.221,
q3(2, 1) ≈ 3.04 × 10−2, q4(2, 1) ≈ 6.58 × 10−4, q5(2, 1) ≈ 1.90 × 10−7.
On the other hand, for d = 1 and k = 1 all the limit values are known. In Bahadır and Ceyhan
(2016) we have q0(1, 1) = q2(1, 1) = 1/4, q1(1, 1) = 1/2, τ
2
0 (1, 1) = τ
2
2 (1, 1) = 19/240 and τ
2
1 (1, 1) =
19/60. Using the results in Bahadır and Ceyhan (2016), one can easily show that σ20(1, 1) =
σ22(1, 1) = 17/120 and σ
2
1(1, 1) = 17/30.
Moreover, limiting value of qj(d, k) as d → ∞ is studied by some authors. Newman et al.
(1983) focus on the case k = 1 and show that
lim
d→∞
qj(d, 1) =
e−1
j!
for every j ≥ 0, whereas Yao and Simons (1996) provide the answer for all k, that is,
lim
d→∞
qj(d, k) =
e−kkj
j!
for every j ≥ 0.
4.3 Joint Distribution of Q
(k)
j ’s
Let Q
(k)
in =
(
Q
(k)
0 , . . . , Q
(k)
κ′k
)
and Σ
Q
(k)
in
(Un) (resp. ΣQ(k)in (Pn)) be the covariance matrix of Q
(k)
in (Un)
(resp. Q
(k)
in (Pn)). Note that for any two random variables X and Y , we have Cov(X,Y ) =
(Var(X + Y )−Var(X − Y ))/4. Since any linear combination of Q(k)j ’s is a linear combination of
HDi ’s defined in the proof of Theorem 4.4, Theorem 2.1 implies that Cov(Q
(k)
j1
, Q
(k)
j2
)/n converges
to a constant as n→∞ for any 0 ≤ j1, j2 ≤ κ′k. Therefore, there exist constant (1+κ′k)×(1+κ′k)
matrices ΣU := ΣU (k, d) and ΣP := ΣP(k, d) such that
Σ
Q
(k)
in
(Un)/n→ ΣU and ΣQ(k)in (Pn)/n→ ΣP , (17)
as n→∞. Similarly, we see that any linear combination of Q(k)j /
√
n’s converges in law to a normal
variable, and therefore, Cramer-Wold device yields the following corollary.
Corollary 4.5. Let ΣU and ΣP be the limiting matrices in (17). Then, as n→∞ we have
n−1/2(Q
(k)
in (Un)−E(Q(k)in (Un)))
L−→ N (0,ΣU )
and
n−1/2(Q
(k)
in (Pn)−E(Q(k)in (Pn))) L−→ N (0,ΣP ),
where 0 is the zero vector in R1+κ
′k and N (µ,Σ) stands for the multivariate normal variable with
mean vector µ and covariance matrix Σ.
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Next, we study the ranks of the covariance matrices Σ
Q
(k)
in
(Un) and ΣQ(k)in (Pn). Since Q
(k)
j (V )
counts the number of vertices in kNND(V ) with indegree j, we have
card(V ) =
κ′k∑
j=0
Q
(k)
j (V ). (18)
As the number of arcs is equal to the sum of all the indegrees in a digraph, considering the
kNND(V ) gives
card(V )k =
κ′k∑
j=0
jQ
(k)
j (V ). (19)
The equations in (18) and (19) appears to be the only linear relations between Q
(k)
j (V )’s and
card(V ). Combining the results in these equations yields
κ′k∑
j=0
(j − k)Q(k)j = 0. (20)
Note that equation in (20) provides a non-trivial linear dependence relation for Q
(k)
j ’s .
Now, suppose that Σ
Q
(k)
in
(Xn)a = 0 for some (1 + κ′k) × 1 real vector a, where Xn is Un or
Pn. Then, note that
0 = atΣ
Q
(k)
in
(Xn)a = Var
 κ′k∑
j=0
ajQ
(k)
j (Xn)
 ,
where at = (a0, . . . , aκ′k) is the transpose of the vector a. So, we obtain that
∑κ′k
j=0 ajQ
(k)
j (Xn)
is non-random as its variance is 0. Notice that letting at to be any scalar multiple of (k, k −
1, · · · , 1, 0,−1, · · · , (k − κ′k)) satisfies the assumption for a because of the equation (20).
Recall that card(Un) = nwhich is non-random, and therefore we can also take at = (1, 1, . . . , 1)
by (18). Thus, the rank of Σ
Q
(k)
in
(Un) is at most (1 + κ′k) − 2 = κ′k − 1. But, on the other hand,
card(Pn) has a Poisson distribution with mean and variance equal to n. Hence, the equation (18)
or (19) does not provide another example for a, and so we can only state that the rank of Σ
Q
(k)
in
(Pn)
is at most (1 + κ′k) − 1 = κ′k. We strongly believe that the upper bounds we provided for the
rank of the covariance matrices are actually equalities, for every n ≥ k(κ′ + 1) + 2. Furthermore,
the limiting matrices ΣU and ΣP seem to have the same corresponding ranks. Yet, these assertions
currently remain as conjectures.
5 Number of Shared kNN’s
In this section we study the asymptotic distribution of Q(k). Recall that Q(k) = HD where D is
the digraph with vertex set {1, 2, 3} and arc set {(1, 2), (3, 2)}. Thus, we can apply Theorem 2.1
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Table 1: Values of q(d, k) for d = 1, 2 and k = 1, . . . , 5.
d k = 1 k = 2 k = 3 k = 4 k = 5
1 0.25 1.5 3.75 7 11.25
2 0.3166 1.5868 3.8484 7.1079 11.3667
for Q(k). Moreover, the events E1 ∩ E2 ∩ E4 and E1 ∩ E2 ∩ E5 described in the proof of Theorem
4.4 give
P (∆Q(k)(∞) = k2) > 0 and P (∆Q(k)(∞) = k2 − 1) > 0,
respectively, and hence, we get ∆Q(k)(∞) is non-degenerate. So, by Proposition 3.1, the limiting
variance values are positive, and we obtain the following result.
Corollary 5.1 (LLN and CLT for Q(k)). There exist constants q(d, k), τ2Q := τ
2
Q(d, k) and σ
2
Q :=
σ2Q(d, k) with 0 < τ
2
Q ≤ σ2Q such that as n→∞,
n−1Q(k)(Un) c.m.c.c.−−−−→ q(d, k),
n−1Var(Q(k)(Un))→ τ2Q,
n−1/2(Q(k)(Un)−E(Q(k)(Un))) L−→ N (0, τ2Q),
n−1Q(k)(Pn) c.m.c.c.−−−−→ q(d, k),
n−1Var(Q(k)(Pn))→ σ2Q,
n−1/2(Q(k)(Pn)−E(Q(k)(Pn))) L−→ N (0, σ2Q).
For d = 1, Theorem 3.2 in Schilling (1986) implies q(1, k) = k2/2 − k/4 for each k. By
Bahadır and Ceyhan (2016), we also have τ2Q(1, 1) = 19/240 and σ
2
Q(1, 1) = 17/120.
For d ≥ 2, we only have numerical approximations for q(d, k). For example, Cuzick and Edwards
(1990) provides
q(2, 1) ≈ 0.3166, q(2, 2) ≈ 1.58685, q(2, 3) ≈ 3.84845. (21)
On the other hand, the results of Schilling (1986) give
q(2, 1) ≈ 0.315, q(2, 2) ≈ 1.575, q(2, 3) ≈ 3.82, (22)
q(3, 1) ≈ 0.355, q(3, 2) ≈ 1.645, q(3, 3) ≈ 3.93.
Notice that the results in (21) and (22) slightly differ. Monte Carlo estimations we derived for
q(2, k) for k = 1, 2, 3 are closer to the ones in (21). For k = 1, . . . , 5, exact value of q(1, k) and the
value of q(2, k) obtained in Cuzick and Edwards (1990) are presented in Table 1.
Furthermore, results in Schilling (1986) implies
lim
d→∞
q(d, k) =
k2
2
,
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for any k. Let V = {v1, . . . , vs} and di denote the indegree of vi in kNND(V ). Then, it is easy to
see that the number of shared kNN’s is
∑s
i=1 di(di − 1)/2. Moreover, a double counting argument
for the number of arcs in the kNND gives
∑s
i=1 di = sk. Thus, we get
∑s
i=1 di(di − 1)/2 =
s(k2 − k)/2 +∑si=1(di − k)2/2 ≥ s(k2 − k)/2 which yields
Q(k)(V ) ≥ card(V ) · (k
2 − k)
2
, (23)
for any finite point set V . By (23), one can easily obtain
q(d, k) ≥ k(k − 1)
2
, (24)
for every d and k.
Recall that
Q(k) =
κ′k∑
j=0
(
j
2
)
Q
(k)
j ,
and so, we have
q(d, k) =
κ′k∑
j=0
(
j
2
)
qj(d, k).
Then, it is easy to verify that q(d, 1) = b2(d)/2 where b2(d) is as defined in Section 4.2. Yet, for
d ≥ 2, we only have approximation of b2(d) based on Monte Carlo simulations.
6 Number of Reflexive kNN’s
In this section, we study the asymptotic behavior of R(k).
Corollary 6.1 (LLN and CLT for R(k)). There exist constants r(d, k), τ2R := τ
2
R(d, k) and σ
2
R :=
σ2R(d, k) with 0 < τ
2
R ≤ σ2R such that as n→∞,
n−1R(k)(Un) c.m.c.c.−−−−→ r(d, k),
n−1Var(R(k)(Un))→ τ2R,
n−1/2(R(k)(Un)−E(R(k)(Un))) L−→ N (0, τ2R),
n−1R(k)(Pn) c.m.c.c.−−−−→ r(d, k),
n−1Var(R(k)(Pn))→ σ2R,
n−1/2(R(k)(Pn)−E(R(k)(Pn))) L−→ N (0, σ2R).
Proof. Recall that R(k) = HD whereD is the digraph with vertex set {1, 2} and arc set {(1, 2), (2, 1)},
and therefore, Theorem 2.1 yields the asymptotic results.
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Table 2: Values of r(d, k) for d = 1, 2 and k = 1, . . . , 5.
d k = 1 k = 2 k = 3 k = 4 k = 5
1 0.3333 0.7407 1.1728 1.6168 2.0680
2 0.3107 0.7105 1.1365 1.5751 2.0215
Furthermore, we also show that ∆R(∞) is non-degenerate which implies 0 < τ2R and 0 < σ2R.
Both of the events E1 ∩E2 ∩ E4 and E1 ∩ E2 ∩ E5 defined in the proof of Theorem 4.4 yield
P (∆R(k)(∞) = 0) > 0. (25)
Letting s1 = s2 = k and si = 0 for all i ≥ 3 for the event E3 in the proof of Theorem 4.4 gives
P (∆R(k)(∞) = k) > 0. (26)
Then by (25) and (26) we see that ∆R(k)(∞) is not degenerate.
By the results in Henze (1987), Pickard (1982) and Schilling (1986), we obtain
r(d, k) =
k∑
s=1
k∑
t=1
rd(s, t),
where
rd(s, t) =
ω(d)
2
min{s−1,t−1}∑
i=0
(s+ t− i− 2)!
i!(s − i− 1)!(t − i− 1)! (2ω(d) − 1)
i(1− ω(d))s+t−2i−2
and
ω(d) =

[
3
2
+
1
2
m∑
i=1
1 · 3 · · · (2i− 1)
2 · 4 · · · (2i)
(
3
4
)i]−1
if d = 2m+ 1,[
4
3
+
√
3
2π
(
1 +
m−1∑
i=1
2 · 4 · · · (2i)
3 · 5 · · · (2i+ 1)
(
3
4
)i)]−1
if d = 2m.
From a geometric point of view, ω(d) is the volume of a unit sphere in Rd divided by the volume
of the union of two such spheres whose centres are separated by a distance 1. The rounded values
of r(d, k) for d = 1, 2 and k = 1, . . . , 5 are presented in Table 2.
However, we have almost nothing about the exact values of limiting variances τ2R and σ
2
R. We
only have τ2R(1, 1) = 2/45 and σ
2
R(1, 1) = 7/45 by the results in Bahadır and Ceyhan (2016).
Finally, we present an interesting connection between reflexive pairs and components of a
1NN digraph which is also stated in Eppstein et al. (1997) and Enns et al. (1999).
Proposition 6.2. Let V be a finite point set including at least two points such that pairwise
distances between the points of V are all distinct. Then, each weakly connected component of 1NN
digraph of V contains exactly one reflexive pair and hence, number of weakly connected components
of 1NND(V ) is R[1](V ).
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Proof. Construct the 1NN digraph of V . We first show that any weakly connected component
of 1NND(V ) contains at least one reflexive pair. Note that any weakly connected component
contains at least two points and therefore, it also contains at least one arc. Pick any component
and the shortest arc in it (Here by length of an arc we refer to the distance between the endpoints
of the arc, and the shortest arc is the one with the minimum length.). As there are finitely many
arcs in the component, the shortest arc exists, say (u, v). Then, by definition we see that NN of
u is v. Let NN of v be w. Clearly the arc (v,w) belongs to this component and hence, we get
‖v −w‖ ≥ ‖v − u‖ by the choice of (u, v). On the other hand, considering the definition of NN for
v yields ‖v−w‖ ≤ ‖v− u‖. Thus, by the uniqueness of the NN of any point we obtain that w = u
which implies that {u, v} is a reflexive pair in this component.
Next suppose that a component contains two reflexive pairs {u, v} and {w, z}. As each point
has a unique NN, we have {u, v} ∩ {w, z} = ∅. In the underlying graph of 1NND(V ), consider a
shortest path with one end point from {u, v} and the other one from {w, z}, say v1, . . . , vs. Since
the edges corresponding to the reflexive pairs appear in the same component, such paths exist and
as the graph is finite, a shortest one is well defined. Without loss of generality, we may assume that
v1 = v and vs = z. Note that by the choice of the path we have v2 6= u. Moreover, since we have
the edge v1v2 in the underlying graph, we see that 1NN of v1 is v2 or 1NN of v2 is v1. On the other
hand, we have v1 = v and 1NN of v is u 6= v2, and hence, we obtain that 1NN of v2 is v1. In the
same manner, we see that one of v2 and v3 is the 1NN of the other one, and therefore, we get 1NN
of v3 is v2 since 1NN of v2 is v1 and v1 6= v3. By induction on the indices of vi’s we obtain that the
1NN of vs is vs−1, that is, vs−1 is the 1NN of z. Then, the uniqueness of 1NN implies w = vs−1
which contradicts the choice of the path. Thus, each component has exactly one reflexive pair and
therefore, the result follows.
7 The Case of k = 1
In this section, we study the case k = 1 where we can show that R(1)(Un), Q(1)(Un) and Q(1)j (Un)
are pairwise dependent. For simplicity in the notation, let R, Q and Qj denote R
(1)(Un), Q(1)(Un)
and Q
(1)
j (Un), respectively.
We first show that R and Qj’s are pairwise stochastically dependent for large n. We use
the simple fact that if the random variables X and Y satisfy P (X ∈ A) > 0, P (Y ∈ B) > 0 and
P (X ∈ A, Y ∈ B) = 0 for some Borel sets A and B, then X and Y are dependent. Also recall
that for n ≥ 4, if the sample points x and y are sufficiently close to each other and far from the
other n − 2 sample points, then {x, y} forms a reflexive pair with each of indegree 1. In addition,
for n ≥ 5, if the sample points x, y, z are sufficiently close to each other and far from the remaining
n− 3 sample points, then the indegrees of x, y, z in the NND are 0, 1, 2 in some order.
Proposition 7.1. For every n ≥ max{9, κ′ + 3}, R and Qj are dependent for all 0 ≤ j ≤ κ′.
Moreover, R and Q are dependent for every n ≥ 6.
Proof. We first prove the dependence of R and Qj’s. The proof is based on the parity of n. First
assume that n is an even positive integer. It is easy to see that R = n/2 if and only if sample
points consist of n/2 pairs which are pairwise far enough (i.e., members of each pair is NN to each
other and each pair is sufficiently far from other such pairs). In this case, each point is of indegree
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(a) (b) (c)
Figure 6: An illustration of n points with (a) n/2 reflexive pairs for n = 22, (b) (n− 1)/2 reflexive
pairs for n = 23, and (c) (n− 3)/2 reflexive pairs for n = 23.
1. Therefore, we have
{R = n/2} ⊆ {Q1 = n} ∩
 ⋂
0≤j≤κ′
j 6=1
{Qj = 0}
 . (27)
The event that each of n/2 sufficiently small balls in the region contains exactly 2 sample points
has a positive probability and therefore, P (R = n/2) > 0 (See Figure 6 (a)). Moreover, by Lemma
4.3 we have P (Qj ≥ 1) > 0 for every 0 ≤ j ≤ κ′. By (27) we have {R = n/2} ∩ {Qj ≥ 1} = ∅ for
each 0 ≤ j 6= 1 ≤ κ′, and hence, we obtain that R and Qj are dependent for every 0 ≤ j 6= 1 ≤ κ′.
Next, note that as
∑κ′
j=0Qj = n, we have {Q0 > 0} ⊆ {Q1 < n}. We know that P (Q0 >
0) > 0 by Lemma 4.3, and therefore P (Q1 < n) > 0. Moreover, the result in (27) gives {R =
n/2} ∩ {Q1 < n} = ∅, and thus, R and Q1 are dependent as well.
Now suppose that n is an odd positive integer. The event that each of (n− 3)/2 sufficiently
small balls in the region contains exactly 2 sample points and a sufficiently small ball contains
exactly 3 sample points has a positive probability, and hence P (R = (n− 1)/2) > 0 (See Figure 6
(b)). Moreover, it is easy to verify that R = (n− 1)/2 implies
Q0 = 1, Q1 = n− 2, Q2 = 1 and Qj = 0 for all 3 ≤ j ≤ κ′.
In other words, we have
{R = (n− 1)/2} ⊆ {Q0 = Q2 = 1} ∩ {Q1 = n− 2} ∩
 κ′⋂
j=3
{Qj = 0}
 . (28)
So, by (28) we have {R = (n−1)/2}∩{Qj ≥ 1} = ∅ for all 3 ≤ j ≤ κ′. Then since P (Qj ≥ 1) > 0 by
Lemma 4.3 and P (R = (n−1)/2) > 0, we obtain that R and Qj are dependent for each 3 ≤ j ≤ κ′.
Furthermore, the event that each of (n − 9)/2 sufficiently small balls in the region contains
exactly 2 sample points and each of three sufficiently small balls contains exactly 3 sample points
has a positive probability (See Figure 6 (c)), and in this case we have
R = (n− 3)/2, Q0 = 3, Q1 = n− 6 and Q2 = 3. (29)
22
Therefore, each one of P (Q0 = 3), P (Q1 = n − 6) and P (Q2 = 3) is positive. By the results in
(28) and (29), we have {R = (n − 1)/2} ∩ {Q0 = 3} = ∅, {R = (n − 1)/2} ∩ {Q1 = n − 6} = ∅
and {R = (n − 1)/2} ∩ {Q2 = 3} = ∅. Hence, we see that R and Qj are dependent also for every
0 ≤ j ≤ 2.
Finally, we prove that R and Q are dependent for each n ≥ 6. Since Q =∑j≥0 j(j− 1)Qj/2,
by (27) we obtain
{R = n/2} ⊆ {Q = 0} (30)
when n is even, and by (28) we have
{R = (n− 1)/2} ⊆ {Q = 1} (31)
when n is odd. Clearly, both R and Q always attain nonnegative integer values and R ≤ n/2 since
each point has a unique NN . Hence, (30) and (31) imply
{R ≥ (n− 1)/2} ⊆ {Q ≤ 1}. (32)
On the other hand, consider the event that each of two sufficiently small balls contains three
sample points and remaining n− 6 sample points are far enough from these two balls. In this case,
the indegrees of the points in each one of the small balls are 0, 1 and 2, and thus, Q is at least
2. Since such an event occurs with a positive probability, we obtain P (Q ≥ 2) > 0. Moreover,
P (R ≥ (n− 1)/2) > 0 and by (32) we have P (R ≥ (n− 1)/2, Q ≥ 2) = 0. Therefore, R and Q are
dependent as well.
Remark 7.2. In the proof of Proposition 7.1 we use Lemma 4.3 for k = 1 and we also need n to be
at least 9 to have (n−9)/2 balls in the case of odd n. Thus, the lower bound for n is max{9, κ′+3}.
Note that this lower bound is κ′ + 3 for d ≥ 3, and it is 5 for d = 1 and 8 for d = 2.
We next show that Qj’s are pairwise dependent for large n.
Proposition 7.3. For every n ≥ 2κ′ + 14, Qa and Qb are dependent for all 0 ≤ a 6= b ≤ κ′.
Proof. We first prove the statement for 1 ≤ a 6= b ≤ κ′. For each 1 ≤ j ≤ κ′(d), let tj and sj be
integers such that n = (j + 1)tj + sj and 0 ≤ sj ≤ j (such integers exist by the division algorithm
applied to n and j + 1). We show that P (Qj ≥ tj) > 0.
Consider the balls Bǫ(a0), Bǫ(a1), . . . , Bǫ(aj) defined in the proof of Lemma 4.3. Recall that
whenever there exists exactly one point in each of these balls and the remaining sample points are
far enough, the indegree of the point in Bǫ(a0) is j. Now consider tj copies of this configuration and
a small ball far from each other. Suppose each ball of the copies contains exactly one point and the
remaining points are in the small ball. In this case, we have at least tj points with indegree j. See
Figure 7 for an illustration. Since having such a configuration is an event with positive probability,
we obtain that P (Qj ≥ tj) > 0.
Recall that since the sum of the indegrees in a NND is equal to the number of arcs, we have
n =
∑κ′
j=0 jQj . Therefore, whenever both of the events {Qa ≥ ta} and {Qb ≥ tb} occur, we have
n =
κ′∑
j=0
jQj ≥ aQa + bQb ≥ ata + btb > a
(
n
a+ 1
− 1
)
+ b
(
n
b+ 1
− 1
)
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Figure 7: An illustration for d = 2, n = 18, j = 4, t4 = 3 and s4 = 3. Note that the sample points
in the dashed circles are of indegree 4 and hence Q4 ≥ 3.
since ta >
n
a+1 − 1 and tb > nb+1 − 1. Thus, we get
a+ b > n
(
a
a+ 1
+
b
b+ 1
− 1
)
which is equivalent to
n < (a+ b)
ab+ a+ b+ 1
ab− 1 = (a+ b)
(
1 +
a+ b+ 2
ab− 1
)
. (33)
We may assume a > b. Then a ≥ 2 and ab− 1 ≥ b(a− 1), thus we have
(a+ b)
(
1 +
a+ b+ 2
ab− 1
)
≤ (a+ b)
(
1 +
a+ b+ 2
b(a− 1)
)
= a+ b+
a2 + b2 + 2ab+ 2a+ 2b
b(a− 1)
= a+ b+
a(a− 1) + b2 + 2(a− 1)b+ 3(a− 1) + 4b+ 3
b(a− 1)
= a+
(
b+
a
b
)
+
b
a− 1 + 2 +
3
b
+
4
a− 1 +
3
b(a− 1)
≤ a+ (a+ 1) + 1 + 2 + 3 + 4 + 3 = 2a+ 14 ≤ 2κ′ + 14
since b + ab ≤ a + 1 and ba−1 ≤ 1. Combining this result with the one in (33) gives n < 2κ′ + 14,
which is a contradiction. Thus, we have P ({Qa ≥ ta}∩ {Qb ≥ tb}) = 0 and see that Qa and Qb are
dependent whenever 1 ≤ a 6= b ≤ κ′(d).
Now recall that if n is even {R = n/2} ⊆ {Q0 = 0} by (27) and P (R = n/2) > 0, and if n
is odd {R = (n − 1)/2} ⊆ {Q0 = 1} by (28) and P (R = (n − 1)/2) > 0. Thus, we conclude that
P (Q0 ≤ 1) > 0. In addition, as
κ′∑
i=0
Qi = n =
κ′∑
i=0
iQi,
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we get
Q0 =
κ′∑
i=2
(i− 1)Qi = Q2 + 2Q3 + 3Q4 + · · ·+ (κ′ − 1)Qκ′ .
Therefore, if Q0 ≤ 1, then Qj = 0 for all 3 ≤ j ≤ κ′, Q2 = Q0 ≤ 1, and Q1 = n− 2Q0 ≥ n− 2, i.e.,
{Q0 ≤ 1} ⊆ {Q1 ≥ n− 2} ∩ {Q2 ≤ 1} ∩
 κ′⋂
j=3
{Qj = 0}
 . (34)
Whenever 3 ≤ j ≤ κ′, by Lemma 4.3 we have P (Qj ≥ 1) > 0, and also, by (34) we obtain
P (Q0 ≤ 1, Qj ≥ 1) = 0. Consequently, Q0 and Qj are dependent for every 3 ≤ j ≤ κ′.
Since n ≥ 2κ′ + 14 ≥ 18, we get t2 ≥ 6, and therefore P (Q2 ≥ 6) > 0. Then (34) implies
{Q0 ≤ 1} ∩ {Q2 ≥ 6} = ∅, and so, Q0 and Q1 are dependent. As
∑κ′
i=0Qi = n and P (Q2 ≥ 6) > 0,
we have P (Q1 ≤ n − 6) > 0. Then, by (34) we see that {Q0 ≤ 1} ∩ {Q1 ≤ n− 6} = ∅ and obtain
the dependence of Q0 and Q1 as well.
Remark 7.4. Recall that the sample size is not fixed in Pn, and hence we can not apply the
arguments used in this section for quantities based on Pn.
8 Discussion and Conclusions
In this paper, we study the asymptotic behavior of the number of copies of minuscule constructs
in kNN digraphs of random point sets. As point processes, we consider the uniform binomial point
process and HPP over a given region. For any realization of the point set, consider the kNN digraph
of the data. The quantity we are interested in is the number of subdigraphs of the kNN digraph
which are isomorphic to a given weakly connected digraph. We provide LLN and CLT results for
any linear combination of such quantities. In particular, we focus on the number reflexive pairs,
the number of shared kNN’s and the number of vertices with a given indegree. A potential research
direction is to consider the same kNN invariants under different point processes. Monte Carlo
simulations suggest the asymptotic normality of the quantities we study whenever the underlying
process is a distribution with an a.e. continuous density.
Notice that the condition on the minuscule construct being weakly connected is crucial.
Because, if the fixed digraph is not weakly connected, then the strong stabilization condition fails
in the proof of our main theorem.
All the asymptotic results we present have analogous versions for graphs and marked point
sets as stated in Remarks 3.6 and 3.7. However, we prefer to mainly study on digraphs as the
random variables we are interested in are based on kNN digraphs.
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