Let A(y, Dy,--,D"y) = 0 be an algebraic differential equation belonging to Strodt's class (D) [1, p. 5], and let M be a principal monomial [1, §66] for A = 0. In search for principal solutions of A = 0 (i.e., solutions which are ~ M) one substitutes y = M(l + z). This almost always [2, §121] leads to a differential equation P(z) = 0 in which F is an asymptotically quasilinear algebraic differential operator having a nonexceptional factorization sequence (Wx, •■-, Wn) such that F is normal with respect to (Wx,---,W",r) for a sufficiently large positive integer r. Strodt [2] has shown that F = 0 has at least one solution Z -< 1, and accordingly A = 0 has at least one solution 7= M(\ + Z) ~ M; but if F is, in addition, uniformly quasilinear, then P = 0 has a «-parameter family of solutions -< 1 (and A = 0 has a u-parameter family of solutions ~ M), where u is the number of indices i for which \IF]~(Wi,4>)<0 (<¡> denoting the direction in which the complex variable approaches infinity). The significance of the number « in the more general a.q.l. situation has hitherto been obscured by the complicated manipulations used to ascertain the mere existence of a solution -< 1 for a.q.l. equations.
under small displacements of dependent variable or small displacements of factorization sequences, and the evolution of new a.q.l. operators from old ones under judicious substitutions.
For an index of terminology used in references [1] and [2] and in the present paper, the reader is referred to [2, Part IX, .
Part II. Exact factorization of linear differential operators
Lemma (approximate factorization-» partly exact factorization). Let
Wy,---, W" be logarithmic monomials in the divergence class. Let Wt\ -Wy x W{ for i = 2,3, -,n. LetU^Wi-Wy (i = 2,3, --,n) and let iU2,U3,-,Un) be unblocked in ia,cb,ß). Let L=Wn-~Wy + H"=yE^Vr--Wy+Eo, with eachEt<l in Fi*x,ß). Then there exists a function Vy such that Vy ~ Wy and such that L^Wn-W1Vy + y.UyEVl Wi'W2ti with each Eu -< 1 (a// relations holding in Fia,ß)). 2. Definition. We shall call iWy,---,W") separated when the W^ are ~ logarithmic monomials in the divergence class satisfying (1) W¡-WjXW¡ for i>j, (2) each W¡ -W¡ is unblocked in (a, çb, ß).
Theorem I (approximate factorization -» exact factorization). Let iWy,---,W") be a separated factorization sequence for the linear differential operator L. Then there exist functions Vlt •••, Vn such that V¡ ~ W¡ (i = 1, •••, n) and such that L= uVn---Vy for some u ~ 1.
Proof. By Lemma 1, L= LyVy for some function Vy ~ Wy and a certain operator Ly such that Lx ~W(n,---,2).
It is clear that Lv is qualified to play the role which L plays in Lemma 1, so we get Ly = L2V2 where V2 ~ W2 and L2 ~ W (n, ■■■,3). The conclusion of the present theorem is reached after finitely many repetitions of this same argument.
Part III. On the equation H>nM>B_1 ... Wyy = 0 3. We present here some results of a computational nature, necessary for the subsequent study of transformations of differential operators under substitutions for the dependent variable. (3.6) Fors = l,-,fe-l, rVs---rVy(Kyz) = Ks+1i¥sNs-NyZ, with Vs~land JV;~ W,-Wk (i-1,-,5).
(3.7) For s = l,-,k-l, Ws-Wy(GKyz) = GRS+13)SKS---VyZ, with <DS ~ 1 and F¡~ W,-Wk (i=l,-,s). (3.9) Wk(zG cxp¡X0Wk) = -F cxpj^móz, wnere ß = -G^ÖG.
Lef a^l-WW'-F"1»',-1/^ and ^Pt = \-WkW~\ for t = k + l,-,n).
O, and *Ft are easily seen to be « 1. = (WsVs_x)(S(Ksz')), where ^s_, ~ 1 because «F,_t ~ 1 whiles = »w;, where» = i',111ïfra(l,]I_1) which is ~ LThen5'(Xsz') = (l/t;)lFs(Xsz')
. To obtain the desired result we set Ns = Ms(l + (v -l)Ks/usKs+l) and
Noting that Ks+X> Ks and (v -l)v < 1, we have ^ ~ 1 and Ns~ Ms~ Ws-Wk as claimed. To begin the induction, (3.2) may be applied for the case s = 1.
For (3.7): Apply (R) and (3.5) repeatedly. For (3.12) and (3.13): Apply (R), (3.10), and (3.11). (3.14) is obvious.
For (3.15) and (3.16): Apply (R), (3.12), and (3.13) repeatedly.
4. Theorem II. Let the hypotheses and notation of Lemma 3 be in force. Let -n i£a < <¡> < ß-^n. Let Wx-Wk, W2 -Wk,---,Wk^x-Wk be unblocked in (a,(j>,ß) . Let S be an element of F(a,ß) in which Wk is analytic, and let x0eS. Then for every complex number g^O, the differential equation (cf.(3.6)),oxW"-Wk+x(-Wk-1exp }xo WkDCVk.1Ñk7Í -Ñxz)) -0 (cf. (3.8)), and hence it suffices to solve the equation Ñk_x ■■■ Ñxz = x¥k2x for a solution z ~ 1. Setting z = 1 + w, we seek a function w -< 1 such that Ñk-X---Ñxw = xi'k~}x -1. But (Nu -,Nk-i) is unblocked in (a.,<p,ß) and 4V-i -1 -< 1 in F(a,ß), so the existence of a solution w* < 1 may be inferred from [2, §114] . (A direct proof using [2, §78] is also feasible: There exists a wk.y -< 1 such that Ñk_yWk_y = fj-1! -1, there exists a wk_2 -< 1 such that Ñk_2wk_2 = wk_ !,-••, and finally there exists a wx = w* -< 1 suchthat ÑyWy = w2.) Taking yg = gHyil + w*)exp \X0Wk, it is clear that the conclusions of the theorem are satisfied. Part IV. Solutions of nonlinear equations 6. Definition. Let P ~ (w)lF(n, •••,!). We say that P is condensed with respect to iWy,-,Wn), and write P ~ (c,w)H>(n,--., 1), if [HLP]~ = uWn-Wy for some u ~ 1. If P ~ (c,w)IF(n, •••,!) and P is also normal with respect to iWy, ■■■, W",r) [2, §102], we say that P is condensed with respect to iWt,---, W",r) and write P ~ ir,c,w)Win, •••, 1). 7. Lemma. Let iWy,---,W") be separated and unblocked in ia,cb,ß). Let P' be normal with respect to iWy,---,W",r). Then there exists a function Y<; 1 and functions Vu-,Vn with Wt~ V¡ (i = l,---,n) such that if Piy) = P'(Y+ y), then P ~ ir,c,w)Vin, •••, 1) and P(0) = 0. [May Proof. By Theorem Ilia of [2] , there exists a solution of P'(y) = 0 which is -< 1. Let Y be one such solution, and let P(y) = P'(Y+ y). Then P(0) = 0.
By Lemma a, P is normal with respect to (Wy,---,W",r). Theorem I above shows that the approximate factorization of \HLP}~ using (Wy,---, Wn) can be converted into an exact factorization in terms of (Ft,-, V") where V, ~ W, for all ('. Lemma ß shows that P is normal with respect to (Vy,---,V",r). Hence P~(r,c,w)FYn,-,l). Proof. Since W"---Wx(yg) = 0, and since Xn---Xx is unimajoral, Lemma 5 immediately implies Wn---Wxy -<Fexp ¡XoWk for every z-<l. Let 9 = 9r. (We assume, with no loss of generality, that r^p + l.) Then P(y) - [HLP}"(y) may be expressed as a polynomial in y,9y, ■•■,9"y such that each monomial has degree k 2 and each coefficient is ^ 1. It is easily shown that for every z<.\. P(y)-[HLP}~(y) £(9'y)2 for some fe(0,-,n). In fact, for the functions y being considered, it is readily verified that 9'y = £,Jrexp jX0Wk where Et ~ 1 and J, is a logarithmic monomial such that S¡(Jt) = 0 (i = 0, •••,p -1; ( = 2,-,n). Hence there exists a logarithmic monomial J* such that S,(J*) = 0 (i = 0, -,p-1) and such that J* exp fxo2H^>P(y, Wxy,■■ -, Wn-■■ Wxy)-\_HLP}~(y) whenever z-< 1. But J*exp ¡xa2Wk < F exp $X0Wkby Lemma e. It follows that R(z,Xxz, -, Xn---Xxz) -<Fexp fX0Wk whenever z -< 1.
9. Lemma. Let the hypotheses and notation of Lemma 8 be in force. Let Ps and Rs denote the partial derivatives of P and R with respect to their sth arguments. Then Ps(y,Wxy, ■■■,Wn---vVxy) < J"exp ¡X0Wk (s = 0,---,n-l), where J" is any sufficiently large logarithmic monomial such thai S,(J") = 0 (i = 0,-,p-l).
Proof. Let P = P -[HLP}~. Then Pi = Ps (s = 0,--,n-l), since P is condensed. We have P(y,Wyy,-,Wn-Wyy) = Zp?y W1 -iÔny)J" where C] = jsi9syyl Gss + js+1(0s+1 y)~l Gs+1,5 + -+ jjPyy1^. But J.+9PjG*+9* ^1 (l = 0,..-,n-s). Hence we may write Psiy,Wyy,---,Wn---Wyy) as a polynomial in y, 9y,---,9"y in which each monomial is of degree _ 1 and each coefficient is £■1. The argument given in proof of Lemma 8 shows that there exists a J" with the prescribed properties.
10. Lemma. Let the hypotheses and notation of Lemma 9 be in force. Then R£z, XyZ, -, X"--Xyz) -<Fexp ¡xoWkfor every z -< 1 andefery se (0,1,-,n -l).
Proof. R,iz, Xyz,-,Xn -Xyz) = P.iy.^y, -, Wn -l^y)7Xa) where T(0) = GKy, Tis) ~ GKS+1 (s = 1, -, k -1), and T(s) x -Fexp JX0Wt (s = fe, -,n) (cf. Lemma 5). Hence there exists a logarithmic monomial J with <5,(J) = 0 (i = 0,-.-,p-l) such that R¿z,XyZ,-,Xn -Xyz)<Jexp ¡X02Wk; but Jexp ¡Xo2Wk -< Fexp JXoH* as a consequence of Lemma e, proving the assertion.
11. Lemma. Let the hypotheses and notation of Lemma 10 be in force. Then R"iz, XyZ, -, Xn -Xyz) ~ -Fexp \X0Wk whenever z-<l. Hence Piyg + yGz) may be written as a sum of terms each having the form cqtMiyg,9yg,-,9"yg;yG,9yG,-,9nyG)Niz,9z,-,9nz)
where M and JV are products of integral powers of their arguments, c is a constant, M is of degree ^ 2, and the differential order of N is <; t*, where (relative to a fixed ~) i* is the largest integer t such that i, # 0. Let the differential order of JV be s*. As in the proofs of the previous lemmas, it is verified that M -< M*exp ¡Xa2Wk where M* is any sufficiently large logarithmic monomial such that ¿¡(M*) = 0 (¿ = 0,-,p-l). .1) iŝ 1. Therefore we can express ( -Fexp jX0Wk)~1-P(yg + yGz) as a sum of terms of the form f<¡zJo(9z)h ■■■ (9"z)J "where js.f7 £BX ••• Bs. for every/suchthat s*>k. The same inequality for/./^ can be verified in very much the same way for terms in which s* ^ k. It follows that S is normal with respect to (Xx, ■■■ ,X",r) by [2, §102] . 13 . In this lemma we show that if P is an operator which has been "normalized," i.e., ~ (r,c,w)W(n, •••,!) with P(0) = 0, then the equation P(y) = 0 has a one-parameter family of solutions yg + yaz. These solutions are x Hx exp \X0Wk, the matching constant g # 0 being arbitrarily chosen. (For z ■< 1, yg + yGz y g ~ gHi exP Jxo W*-) This is the case for each fee(l, ••-,«) such that \IF]~(Wk,<p) < 0, i.e., such that exp $XoWk-+0 in the direction <p. Thus we have the "expected" number of solutions -< 1 in a weak sense: There are that many separate one-parameter families of solutions -<1.
Theorem III, below, proceeds beyond this to show how "quasilinear combinations" of such solutions may be formed to obtain a family of solutions -< 1 such that each member of the family corresponds to a simultaneous choice of all available parameters.
Lemma. Let the hypotheses and notation of Lemma 12 be in force. Then there exists a function Z -< 1 such that y = yg + yGZ satisfies P(y,Wxy,-,Wn-Wxy) = 0.
Proof. The related operator S is normal with respect to (Xx,---,Xn,r), so we may invoke Theorem Ilia of [2] to show the existence of Z -< 1 such that S(Z) = 0. Of course P(yg + yGZ) = 0 for such a Z, q.e.d.
14. Theorem III. Let Wx 2>---^ Wn, with each W¡~ a logarithmic monomial in the divergence class. Let P be normal with respect to (Wx,---,Wn,r). there exists WHgy, -,&_!, *)) ~ Wkl and a complex number xiiglt-,gt-i,*))=*x0 such that Y*igy,---,g¡_y,g¡,---,gu) -Y*igy,-;gl-y,qi,---,qu)~igi-q¡)Hiki)exp ¡XoWiigy, ■■■ ,gt-u*)) in Fiy,5), whenever g¡ ^ q¡.
iU.3)Foreachigy,-,gu),Y*igy,-,gu)<\inFioL,ß)andPiY+Y*igy,-,gu))=d.
Proof. Let Pyiy) = P(F+ y). Then, by Lemma a, Py is normal with respect to iWy,---,Wn,r), and it follows that there exist W{,-,W'n such that W't~ W¡ (i = 1, -,n) and such that Py ~ ir,c,w)W'(«,-, 1) (cf. Lemma 7). For a fixed choice of such functions W\ define WH*)) = Wk\; define x((*)) as some point belonging to an element of Fia,ß) in which W((*)) is analytic. Then for each nonzero complex number gy define Yigy) to be some particular solution of Pyiy) = 0 which is ~ gyHiky)exp $X0Wii*)), where x0 = x((*)), and define Y(0) e= 0. (The existence of Yigy) is guaranteed by Lemma 13.) We now have PyiYigy)) = = PiY+Yigy)) = 0.
Let gy he fixed throughout this paragraph. Let P2igy',y) = PyiYigy) + y).
Then P2(gi; -) is normal with respect to iWy, -, W",r) by Lemma a, and it follows from Lemma 7 that there exist W",---, W// such that W" ~ W¡ (i = 1,-, n) and such that P2igy; -) ~ ir,c,w)W"in, -,1). For a fixed choice of such W¡" define WHgy, *))=Wk2 and define x((g1(*)) as some point belonging to an element of Fia, ß) in which WHgy, *)) is analytic. Then for each nonzero complex number g2 define Yigy,g2) to be some particular solution of P2(gi;y) = 0 which is g2Hik2) exp ¡X0WHgy, *)), where x0 = xügy, *)), and let Yi^, 0) ee 0. (The existence of Yigy, g2) is guaranteed by Lemma 13.) We now have Pzteil Yigy,g2)) = PÍY+ Yigy) + Yigy,g2)) =L0. And so forth: When Wiigi,-,gs-i,*)), xiigy,--,gs-y,*)), Psigy,--,gs-i,-), and Yigy,---,gs) have been defined for all igy, -,gs), we next define p +i(gu-~,gs;y) = PÀgu-~,g-i;Yigy,-,gs) + y).
Then Ps+yigy,---,gs; -) is normal with respect to iWy, -, Wn,r) by Lemma a, and it follows from Lemma 7 that there exist W*,■■■, W* such that Wt~Wt (i = l,-,n) and such that P +1igy,-,g ; -) ~ (r,c,w)IF*(n,-,l). 15. With the foregoing notion of a «-parameter family we arrive at Theorem IV. Let a,(p,ß be real numbers with -n^a<<p<ß-^n. Let P be a differential polynomial with coefficients in an LD (F(a.,ß) ). Let M be a simple principal monomial for P, and let (WX,---,W") be an asymptotically steady type for P at M which satisfies the separation condition ( §2). Let (Wki,---,Wku) be the subsequence of (Wx, •••, W") consisting of the W¡for which \IF]~(W¡,9) < 0 in (a,ß). Then P = 0 has a u-parameter family of solutions Y such that Y~M in F(a,ß). I.e., the reduced equation P(M(l + z)) = 0 has a family of solutions Z -< 1 which possess asymptotic developments, in the sense of §14, in terms of « asymptotically distinct types of functions of the form gHexp ¡X0W.
Proof. This is a corollary of [2, Theorem V] and of Lemma 14 above.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Part V. Appendix Lemma a. Let P' be normal with respect to (Wy, -, W", r). Let Y-<1. Let P(y) = P'(Y+ y). Then P is normal with respect to (Wy, -, W", r). Proof. [2, §91] shows that P ~ (w)W(n, ••-, 1). Now by the normality of P', P(y) may be expressed as a sum of functions of the form cqîYio~Jo(9rYJi~Ji-(9nrY)t"-JyJo(9ry)h-(9ry)J" and we must show that jtq~iYi°-J°(9rY)il-J'-(9r,Y)i»-J">Ay -At (t = 0,-,n), where A, = -(x(logx)---(logr_1x)lf¡)~1.
But this is clear from the fact that 0 £j, ^ i" itq" £ Ay -At, and Y, 9rY,-, and f^Yare -< 1 (cf. [1, §17] ). i
