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Abstract: In this paper, we investigate the problem of optimal strategies of dividend
and reinsurance under the Crame´r-Lundberg risk model embedded with the thinning-
dependence structure which was firstly introduced by Wang and Yuen (2005), subject
to the optimality criteria of maximizing the expected accumulated discounted divi-
dends paid until ruin. To enhance the practical relevance of the optimal dividend and
reinsurance problem, non-cheap reinsurance is considered and transaction costs and
taxes are imposed on dividends, which converts our optimization problem into a mixed
classical-impulse control problem. For the purpose of better mathematical tractability
and neat, explicit solutions of our control problem, instead of the Crame´r-Lundberg
framework we study its approximated diffusion model with two thinly dependent classes
of insurance businesses. Using a method of quasi-variational inequalities, we show that
the optimal reinsurance follows a two-dimensional excess-of-loss reinsurance strategy,
and, the optimal dividend strategy turns out to be an impulse dividend strategy with
an upper and a lower barrier, i.e., every thing above the lower barrier is paid as div-
idends each time the surplus is above the upper barrier, otherwise no dividends are
paid. Closed-form expression for the value function associated with the optimal divi-
dend and reinsurance strategy is also given. In addition, some numerical examples are
presented to illustrate the optimality results.
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mium principle; Excess-of-loss reinsurance
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1. Introduction
As for listed insurance companies, distribution of dividends is a main approach to
share profits with policy holders, while purchase of reinsurance is an effective way to
reduce risk exposure. Due to the importance of these two features, risk models with
reinsurance and dividend payments have received extensive attention in the actuar-
ial literature in the past few decades. Optimal dividend problem under the diffusion
risk model was first investigated by Jeanblanc-Picque´ and Shiryaev (1995) using the
technique of stochastic control theory. Since then, optimal dividend and/or reinsur-
ance problems were studied for different risk models with various objective functions.
There are some well-known dividend strategies that turned out to be optimal in cer-
tain situations. For instance, Højgaard and Taksar (1999) showed that the optimal
dividend strategy is a threshold strategy if the rate of dividend payout is bounded
by some positive constant, while it is a barrier strategy for the case where there is
no restriction on the rate of dividend payout. When transaction costs is considered,
the optimal dividend strategy is usually an impulse strategy, see for example Paulsen
(2007, 2008). The extensively studied risk models for the optimal dividend problem in
the literature include diffusion model, Crame´r-Lundberg model, jump-diffusion model
and Le´vy risk model. For example, Asmussen and Taksar (1997), Højgaard and Taksar
(1999), Asmussen et al. (2000), Paulsen (2003), Gerber and Shiu (2004), Løkka and
Zervos (2008), He and Liang (2008), Bai et al. (2010), Chen et al. (2013), Yao et
al. (2014, 2016), Peng et al. (2016), Vierko¨tter and Schmidli (2017), Zhu (2017), and
Liang and Palmowski (2018) considered the optimal dividend problem in the diffusion
model; Højgaard (2002), Azcue and Muler (2005), Schmidli (2006), Gerber and Shiu
(2006), Albrecher and Thonhauser (2008), and Azcue and Muler (2012) studied the
optimal dividend strategy under the Crame´r-Lundberg model. As for other risk mod-
els such as the jump-diffusion model and the Le´vy risk model, recent related research
can be found in Avram et al. (2007, 2015), Kyprianou and Palmowski (2007), Loeffen
(2008, 2009), Loeffen and Renaud (2010), Czarna and Palmowski (2010), Wang and
Hu (2012), Hunting and Paulsen (2013), Hernandez and Junca (2015), Zhao et al.
(2017), Pe´rez et al. (2018), Wang et al. (2018), Wang and Zhou (2018), Wang and
Zhang (2019), etc. For more works we are referred to the survey paper Albrecher and
Thonhauser (2009) and the references therein.
Although most of the research in this direction mainly deals with independent risks,
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much attention has been paid to the optimization problems in relation to dependent
risks in recent years. For the risk model with common shock dependence, Bai et
al. (2013) derived the optimal excess-of-loss reinsurance strategies that minimize ruin
probability; Yuen et al. (2015) and Liang and Yuen (2016) considered the optimal
proportional reinsurance strategy under the criterion of maximizing the expected ex-
ponential utility; Zhang and Liang (2017) studied the problem of portfolio optimization
for jump-diffusion risky assets with common shock dependence and state dependent
risk aversion; and Li et al. (2016) investigated the optimal dividend and reinsurance
problem in the approximated diffusion model. In recent years, this kind of optimality
study has been extended to the risk model with the thinning-dependence structure
proposed by Wang and Yuen (2005) which embraces the common shock risk model.
Such a generalization undoubtedly makes the problem of study more complicated and
challenging. For example, under the thinning dependence, Han et al. (2018) used the
technique of HJB equation to investigate the optimal proportional reinsurance problem
that minimize the probability of drawdown in the Brownian motion case; and Wei et al.
(2018) derived the optimal proportional reinsurance strategy in the compound Poisson
case under the criterion of maximizing the adjustment coefficient.
In this paper, the problem of optimal dividends and reinsurance under the thinning-
dependence structure is studied. We adopt the expected value premium principle and
take into account dividend payments subject to transaction costs and taxes. In order to
make our problem mathematically tractable and to obtain neat and explicit solutions
for the optimal dividend and reinsurance strategy and its associated value function,
instead of the Crame´r-Lundberg framework we study its approximated diffusion model
with two thinly dependent classes of insurance business. Under this approximated
diffusion setup with thinning dependence, we first show that the optimal reinsurance
does not have the form of proportional reinsurance strategy that was studied in Han
et al. (2018) and Wei et al. (2018), but follows the excess-of-loss reinsurance strategy.
Since fixed transaction costs of dividends are considered, the optimization problem
becomes a mixed classical-impulse stochastic control problem, and hence the methods
used in Han et al. (2018) and Wei et al. (2018) can not be applied. By the method of
quasi-variational inequalities (QVI), closed-form expressions for the value function and
the corresponding optimal excess-of-loss reinsurance and impulse dividend strategy are
derived.
Although there are a lot of existing works on the topic of optimal dividend and
reinsurance, the literature that takes into account the dependence structure is still
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fairly scarce. As far as the authors know, in addition to Li et al. (2016), this paper
represents the only other attempt in discussing the optimal dividend and reinsurance
problems under risk models involving dependence structure. Compared with the opti-
mal dividend and reinsurance problem without dependent risk, the optimal reinsurance
strategy in this paper is a two-dimensional excess-of-loss reinsurance strategy, and the
two coordinate-reinsurance strategies are related with each other complicatedly. In or-
der to determine the optimal two-dimensional reinsurance strategy explicitly, we need
to define three auxiliary functions and analyse two zeros associated with these auxil-
iary functions. The optimal dividend and reinsurance control problem is then solved
corresponding to two opposite scenarios of the relation of the two zeros. Compared
with Li et al. (2016) that considered the optimal dividend and reinsurance problem
with dependent risk too, our paper is quite different in that: Firstly, the common shock
dependence structure discussed in Li et al. (2016) is a special case of the thinning-
dependence structure of the present paper; Secondly, Li et al. (2016) studied a classical
control problem with no transaction costs and taxes, while transaction costs and taxes
are considered in this paper which converts our problem into an impulse control prob-
lem, and hence different approach as the QVI method is employed; Thirdly, we find
the optimal reinsurance strategy dominating all admissible reinsurance strategies to be
a particular two-dimensional excess-of-loss reinsurance strategy, while Li et al. (2016)
characterized the optimal reinsurance strategy only among the sub-class of excess-of-
loss reinsurance strategies.
The rest of this paper is organized as follows. In Section 2, the model and math-
ematical formulation of the problem are introduced. In Section 3, we show that the
excess-of-loss reinsurance strategy is the optimal reinsurance form for our optimization
problem. In Section 4, the QVI and verification theorem are presented. Section 5 is
devoted to the derivation of the solution to the QVI. The value function and the opti-
mal strategy are given in Section 6. Finally, some numerical examples are provided in
Section 7.
2. The Model
We assume that all stochastic quantities are defined on a large enough complete
probability space (Ω,F ,Ft ,P), where the filtration Ft represents the information avail-
able at time t, and any decision made is based on this information.
The thinning-dependence structure considered in this paper was first introduced
by Wang and Yuen (2005). Suppose that an insurance company has a portfolio of
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n (n ≥ 2) dependent classes of insurance business, and the stochastic sources that may
cause a claim in at least one of the classes are classified into m groups. It is assumed
that each event occurred in the kth group may cause a claim in the lth class with
probability pkl for k = 1, 2, . . . , m and l = 1, 2, . . . , n, and that for each l, there exists
at least some k such that pkl > 0. For the kth group, let N
k(t) be the number of
events occurred up to time t, and Nkl (t) be the number of claims of the lth class up to
time t generated from the events in group k. For the lth class, let X
(l)
i (i = 1, 2, . . .)
be the claim size random variables following a common distribution Fl (corresponding
to a random variable Xl), and denote by µl and σ
2
l the mean and the variance of the
distribution Fl, respectively. Then the aggregate claims process of the company is given
by
S(t) =
n∑
l=1
Sl(t) =
n∑
l=1
Nl(t)∑
i=1
X
(l)
i ,
where {X
(l)
i ; i = 1, 2, . . .} is a sequence of i.i.d. non-negative random variables for
each l, and Nl(t) = N
1
l (t) + N
2
l (t) + · · · + N
m
l (t) is the claim-number process of
the lth class. As usual, we assume that the processes N1(t), . . . , Nm(t) are inde-
pendent Poisson processes with parameters λ1, . . . , λm, respectively. Furthermore,
for k 6= j, the two vectors of claim-number processes, (Nk(t), Nk1 (t), . . . , N
k
n(t)) and
(N j(t), N j1 (t), . . . , N
j
n(t)) are independent; and for each k, N
k
1 (t), . . . , N
k
n(t) are condi-
tionally independent given Nk(t). Also, we assume that the n sequences {X
(1)
i ; i =
1, 2, . . .}, . . . , {X
(n)
i ; i = 1, 2, . . .} are mutually independent and are independent of all
the claim-number processes.
The reserve process of the insurer without reinsurance is given by
Ut = x+ ct− S(t),
where x ≥ 0 is the initial reserve, and c > 0 is the premium rate. In order to manage
the underlying insurance risk properly, the insurer would like to buy reinsurance to
alleviate the impact of large losses. Suppose that the reinsurance strategy for the lth
class is ql (not time-varying) with 0 ≤ ql(x) ≤ x for x ≥ 0 and l = 1, 2, . . . , n, and
the reinsurance premium rate is denoted by δ(q) with q = (q1, q2, . . . , qn). Then the
reserve process after reinsurance can be written as
Uqt = x+ [c− δ(q)]t− S
q(t),
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where
Sq(t) =
n∑
l=1
Nl(t)∑
i=1
ql(X
(l)
i ).
Similar to Wang and Yuen (2005), we know that Sq(t) follows a compound Poisson
process with
E[Sq(t)] =
n∑
l=1
E[ql(X
(l))]
m∑
k=1
λkpklt,
V ar[Sq(t)] =
n∑
l=1
E[ql(X
(l))]2
m∑
k=1
λkpklt
+
n∑
l=1
n∑
j 6=l
E[qj(X
(j))]E[ql(X
(l))]
m∑
k=1
λkpkjpklt.
Then Uqt can be approximated by a pure diffusion X
q
t , which is given by
Xqt = x+ [c− δ(q)− a(q)]t + b(q)Wt,
where {Wt, t ≥ 0} is a standard Brownian motion and
a(q) =
n∑
l=1
E[ql(X
(l))]
m∑
k=1
λkpkl,
b2(q) =
n∑
l=1
E[ql(X
(l))]2
m∑
k=1
λkpkl +
n∑
l=1
n∑
j 6=l
E[qj(X
(j))]E[ql(X
(l))]
m∑
k=1
λkpkjpkl.
From now on, we assume that q changes with time. Besides, the insurer can control
the reserves by paying out dividends with both transaction costs and taxes. That is,
there will be a fixed transaction cost K > 0 and a tax rate 1− k (0 < k < 1) when the
dividends are paid out. A strategy is described by
α = (qt; τ1, τ2, . . . , τn, . . . ; ξ1, ξ2, . . . , ξn, . . .),
where τn and ξn denote the times and amounts of dividends. The controlled surplus
process process with strategy α is given by
Xαt = x+
∫ t
0
[c− δ(qs)− a(qs)]ds+
∫ t
0
b(qs)dWs −
∞∑
n=1
I(τn<t)ξn, (2.1)
and the corresponding ruin time is defined as
τα = inf{t ≥ 0 : Xαt < 0}.
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Definition 2.1. A strategy α is said to be admissible if
(i) qlt (l = 1, 2, . . . , n) are Ft-adapted processes with 0 ≤ qlt(x) ≤ x for all x ≥ 0 and
t ≥ 0.
(ii) τn is a stopping time with respect to {Ft}t≥0 and 0 ≤ τ1 < τ2 < · · · < τn < · · · a.s.
(iii) ξn is measurable with respect to Fτn− and 0 < ξn ≤ X
α
τn−, n = 1, 2, . . ..
(iv) P (limn→∞ τn ≤ T ) = 0, for all T ≥ 0.
Denoted by Π the set of all admissible control strategies. For a given admissible
strategy α, we define the performance function (or value function) as
Vα(x) = E
[ ∞∑
n=1
e−δτn(kξn −K)I{τn<τα} | X0− = x
]
= Ex
[ ∞∑
n=1
e−δτn(kξn −K)I{τn<τα}
]
,
which represents the expected total discounted dividends received by the shareholders
until the ruin time when the initial surplus is x, where δ > 0 is a priori given discount
factor. Our aim is to find the optimal performance function given by
V (x) = sup
α∈Π
Vα(x), (2.2)
and to find the optimal strategy α∗ such that V (x) = Vα∗(x) for all x ≥ 0.
In this paper, we assume that the premium is calculated according to the expected
value premium principle. For the lth (l = 1, 2, . . . , n) class of insurance business,
the positive safety loading for the insurer and reinsurer are ηl and θl, respectively.
Non-cheap reinsurance is considered, that is, θl > ηl. In order to derive closed-form
expressions for the value function V (x) and the corresponding optimal strategy α∗, we
consider the case of n = 2 only. Let
cl =
m∑
k=1
λkpkl, l = 1, 2, and c3 =
m∑
k=1
λkpk1pk2.
Then we have
c =
2∑
l=1
clµl(1 + ηl), δ(q) =
2∑
l=1
cl(µl −E[ql(X
(l))])(1 + θl),
d(q) , c− δ(q)− a(q) =
2∑
l=1
cl{θlE[ql(X
(l))]− (θl − ηl)µl}, (2.3)
b2(q) =
2∑
l=1
clE[ql(X
(l))]2 + 2c3E[q1(X
(1))]E[q2(X
(2))].
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3. The optimal reinsurance form
There exists a variety of reinsurance forms in the literature, such as proportional
reinsurance, excess-of-loss reinsurance, stop-loss reinsurance, and so on. In this section,
we show that the excess-of-loss reinsurance strategy is the optimal reinsurance form
for the problem of study.
Lemma 3.1. For any admissible strategy α = (q1, q2; τ1, . . . , τn, . . . ; ξ1, . . . , ξn, . . .),
there exists an admissible strategy αe = (qe1, q
e
2; τ1, . . . , τn, . . . ; ξ1, . . . , ξn, . . .) such that
Vα(x) ≤ Vαe(x), where (q
e
1, q
e
2) is a two-dimensional excess-of-loss reinsurance strategy.
Proof. Similar to the proof of Proposition 2.1 of Bai et al. (2013), we know that
for any one-dimensional reinsurance strategy q(·) with 0 ≤ q(x) ≤ x for x ≥ 0 and
a nonnegative random variable Z, there exists an excess-of-loss reinsurance strategy
qe(·) = min{·, m} with a retention level 0 ≤ m ≤ ∞ such that
E[qe(Z)] = E[q(Z)], E[qe(Z)]2 ≤ E[q(Z)]2.
Then, for any q = (q1(·), q2(·)), it follows from (2.3) that, there exists 0 ≤ mi ≤ ∞, i =
1, 2 and qe = (qe1(·), q
e
2(·)) = (min{·, m1},min{·, m2}) such that
d(qe) = d(q), b2(qe) ≤ b2(q).
On the other hand, it is easy to see that both d(qe) and b2(qe) are increasing with
respect to m1 and m2, and that lim(m1,m2)→(∞,∞) b
2(qe) ≥ b2(q). As a result, there
exists m′i ≥ mi, i = 1, 2, and q
e′ = (min{·, m′1},min{·, m
′
2}) such that
d(qe
′
) ≥ d(q), b2(qe
′
) = b2(q).
By (2.1), we have Xαt ≤ X
αe
′
t . This implies τ
α ≤ τα
e′
, which in turn yields Vα(x) ≤
Vαe′ (x). 
Due to Lemma 3.1, we only consider the excess-of-loss reinsurance in the rest of
this paper. For notational convenience, we define the following functions:
gl(q) = E(X
(l) ∧ q) =
∫ q
0
F¯l(x)dx, l = 1, 2,
Gl(q) = E(X
(l) ∧ q)2 =
∫ q
0
2xF¯l(x)dx, l = 1, 2,
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where q ∈ [0,∞] and F¯l(x) = 1− Fl(x) = P (X
(l) > x). Then we have
d(q) =
2∑
l=1
cl{θlgl(ql)− (θl − ηl)µl},
b2(q) =
2∑
l=1
clGl(ql) + 2c3g1(q1)g2(q2), (3.1)
where q = (q1, q2) with 0 ≤ ql ≤ ∞.
4. QVI and verification theorem
Since the optimal control problem (2.2) is a mixed classical-impulse stochastic con-
trol problem, we deal with it by the method of quasi-variational inequalities (QVI).
For a function φ : [0,∞) 7→ [0,∞), we define the maximum operator M by
Mφ(x) := sup{φ(x− η) + kη −K : 0 < η ≤ x},
and the operator Lq by
Lqφ(x) :=
1
2
b2(q)φ′′(x) + d(q)φ′(x).
Similar to Chen and Yuen (2016), if the value function of (2.2) is sufficiently smooth,
then it satisfies the following QVI:
max
{
max
0≤q1, q2≤∞
LqV (x)− δV (x), MV (x)− V (x)
}
= 0, x > 0, (4.1)
with boundary condition V (0) = 0.
Remark 4.1. Intuitively, the economic insight behind (4.1) reads as: every time when
the surplus level x(> 0) is such that MV (x) = V (x), it is optimal for the insurer to
pay lump sum dividends rather than buying reinsurance; while when the current surplus
x(> 0) is such that MV (x) < V (x), it is optimal for the insurer to buy reinsurance to
cede out claims rather than paying dividends.
Furthermore, given a solution v(x) to (4.1), we can construct the following Markov
control strategy.
Definition 4.1. The strategy αv = (qv1 , q
v
2 ; τ
v
1 , τ
v
2 , · · · , τ
v
n , · · · ; ξ
v
1 , ξ
v
2 , · · · , ξ
v
n, · · · ) is called
the QVI strategy associated with v if the associated process Xv given by (2.1) with x ≥ 0
satisfies
(qv1t, q
v
2t) = arg max
0≤q1, q2≤∞
Lqv(Xvt ) on {v(X
v
t ) >Mv(X
v
t )},
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τ v1 = inf{t ≥ 0 : v(X
v
t ) =Mv(X
v
t )},
ξv1 = arg sup
0<η≤Xv
τv
1
{v(Xvτv1 − η) + kη −K},
and for every n ≥ 2,
τ vn = inf{t > τ
v
n−1 : v(X
v
t ) =Mv(X
v
t )},
ξvn = arg sup
0<η≤Xv
τvn
{v(Xvτvn − η) + kη −K}.
Mimicking the proof of Theorem 3.2 in Chen and Yuen (2016), one can prove the
following verification theorem.
Theorem 4.2 (Verification Theorem). Let v(x) ∈ C1((0,∞)) be a solution to (4.1) at
all the points with the possible exception of some point where the second derivative may
not exist. Suppose there exists U > 0 such that v(x) is twice continuously differentiable
on (0, U) and v(x) is linear on [U,∞). Then V (x) ≤ v(x), x ≥ 0. Furthermore, if the
QVI strategy αv associated with v(x) is admissible, then v(x) coincides with the value
function V (x) and αv is the optimal strategy, i.e., V (x) = v(x) = Vαv(x), x ≥ 0.
5. Solution to QVI
Inspired by Theorem 4.2, we first assume that there exists a strictly increasing solu-
tionW (x) to (4.1) which is continuously differentiable on (0,∞) and twice continuously
differentiable on (0, x1), where x1 = inf{x ≥ 0 : MV (x) = V (x)} (all of these will be
proved later). Then (4.1) with V replaced by W for 0 ≤ x < x1 can be rewritten as
max
0≤q1, q2≤∞
{
1
2
b2(q)W ′′(x) + d(q)W ′(x)− δW (x)
}
= 0. (5.1)
Let q1(x) and q2(x) be the maximizer of the left-hand side of (5.1). Assume that q1(x)
and q2(x) fall in the interval (0,∞). Differentiating (5.1) with respect to q1 and q2
respectively, we obtain
−
W ′′(x)
W ′(x)
=
c1θ1
c1q1(x) + c3g2[q2(x)]
, (5.2)
−
W ′′(x)
W ′(x)
=
c2θ2
c2q2(x) + c3g1[q1(x)]
. (5.3)
It follows that
θ2q1(x)−
c3
c2
θ1g1[q1(x)] = θ1q2(x)−
c3
c1
θ2g2[q2(x)]. (5.4)
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Let
l1(q) = θ2q −
c3
c2
θ1g1(q), l2(q) = θ1q −
c3
c1
θ2g2(q), q ≥ 0.
Without loss of generality, we assume that θ1 ≥ θ2. We further assume that 0 = Fl(0) <
Fl(x) < 1 for x > 0 and l = 1, 2. Then it is easy to see that l2(q) is strictly increasing on
[0,∞], so the inverse function l−12 (q) exists. By (5.4), we have q2(x) = l
−1
2 [l1(q1(x))] ≥ 0
if l1(q1(x)) ≥ 0. Let
zl = sup{x ≥ 0 : l1(x) = 0}.
It is easy to see that 0 ≤ zl < ∞ and l1(q) ≤ 0 for q ≤ zl since l
′′
1(q) ≥ 0. Naturally,
we need to find some q1(x) ≥ zl to guarantee that q2(x) ≥ 0 for x ≥ 0.
Substituting (5.2) into (5.1) and replacing q2(x) with l
−1
2 [l1(q1(x))], we obtain
H(q1(x))W
′(x)− δW (x) = 0, (5.5)
where
H(q) =
2∑
l=1
cl(ηl − θl)µl + c1θ1g1(q) + c2θ2g2[l
−1
2 l1(q)]
−
θ1
2
c1G1(q) + c2G2[l
−1
2 l1(q)] + 2c3g1(q)g2[l
−1
2 l1(q)]
q + c3
c1
g2[l
−1
2 l1(q)]
. (5.6)
In view of W (0) = 0 and (5.5), we see that H(q1(0)) = 0. So we should discuss the
existence of the solution to H(q) = 0. Now we define an auxiliary following function:
k(x) = c1θ1
[
g1(x)−
G1(x)
2x
]
+ k0,
where k0 =
∑2
l=1 cl(ηl− θl)µl < 0. Since k
′(x) = c1θ1
G1(x)
2x2
> 0 for all x > 0, the inverse
function k−1(x) exists. Note that k(0+) = k0 < 0 and k(∞) = c1η1µ1 + c2(η2 − θ2)µ2.
Define the zero of k(x) as
zk =
{
k−1(0), θ2 ≤ η2 +
c1µ1η1
c2µ2
,
∞, otherwise.
Lemma 5.1. There exists a unique solution q0 to H(q) = 0 on [zl,∞) if and only if
zl ≤ zk. Furthermore, we have q0 > 0 if it exists.
Proof. By some direct calculation, one can show that for q ≥ zl,
H ′(q) =
θ1
2
{c1G1(q) + c2G2[l
−1
2 l1(q)] + 2c3g1(q)g2[l
−1
2 l1(q)]}
11
×
c1 + c3F¯2[l
−1
2 l1(q)](l
−1
2 l1)
′(q)
(c1q + c3g2[l
−1
2 l1(q)])
2
. (5.7)
On the other hand, for q > zl, we have
0 < l1(q) = θ2q −
c3
c2
θ1g1(q) ≤ [θ2 −
c3
c2
θ1F¯1(q)]q = l
′
1(q)q,
which implies that l′1(q) > 0. As a result, we get H
′(q) > 0 for q > zl, which in turn
implies that H(q) is strictly increasing on [zl,∞]. Since l1(zl) = 0, we have
H(zl) = k0 + c1
[
θ1g1(zl)−
c2θ2G1(zl)
2c3g1(zl)
]
= k0 + c1θ1
[
g1(zl)−
G1(zl)
2zl
]
= k(zl).
Besides, we note that H(∞) =
∑2
l=1 clηlµl > 0 and k(x) is strictly increasing. It is
easy to see that there exists a unique solution q0 to H(q) = 0 on [zl,∞) if and only if
zl ≤ zk.
Furthermore, we have q0 = zl if zl = zk and q0 > zl if zl < zk. Note that zl ≥ 0 and
zk > 0. Then we obtain q0 > 0. 
According to Lemma 5.1, we will consider the problem in two cases: (1) zl ≤ zk;
(2) zl > zk.
5.1. The case of zl ≤ zk
In this case, it follows from Lemma 5.1 and (5.5) that q1(0) = q0. Furthermore,
differentiating (5.5) with respect to x, we have
[H ′(q1(x))q
′
1(x)− δ]W
′(x) +H(q1(x))W
′′(x) = 0. (5.8)
Using (5.2) and q2(x) = l
−1
2 [l1(q1(x))] once again, we obtain
W ′(x)
{
H ′(q1(x))q
′
1(x)− δ −H(q1(x))
c1θ1
c1q1(x) + c3g2[l
−1
2 l1(q1(x))]
}
= 0. (5.9)
Since W ′(x) > 0, (5.9) gives
q′1(x) =
δ +H(q1(x))
c1θ1
c1q1(x)+c3g2[l
−1
2 l1(q1(x))]
H ′(q1(x))
. (5.10)
Let
G(q) =
∫ q
q0
H ′(y)
δ +H(y) c1θ1
c1y+c3g2[l
−1
2 l1(y)]
dy, q ≥ q0. (5.11)
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Since the integrand on the right-hand side of (5.11) is positive on [q0,∞], we see that
G(q) is increasing on [q0,∞], and hence the inverse of G(q) exists on [q0,∞]. As a
result, we have
q1(x) = G
−1(x), q2(x) = l
−1
2 [l1(G
−1(x))].
Lemma 5.2. Let G(q) be given by (5.11). Then we have G(∞) < ∞, which implies
that there exists a x0 = G(∞) <∞ such that q1(x0) =∞.
Proof. Note that
(l−12 l1)
′(q) =
1
θ1 −
c3θ2
c1
F¯2[l
−1
2 l1(q)]
×
(
θ2 −
c3θ1
c2
F¯1(q)
)
→
θ2
θ1
,
as q →∞. Then it follows from (5.7) that H ′(y) tends to 0 at the rate y−2 as y →∞.
On the other hand, the denominator of the integrand of (5.11) tends to δ as y → ∞.
Then it is easy to see that G(∞) <∞, which in turn implies that there exists a x0 <∞
such that q1(x0) =∞. 
Remark 5.1. Lemma 5.2 suggests that the insurer will not buy reinsurance when the
reserve is no less than x0.
Assume that x0 < x1 (this will be proved later). Then for 0 < x < x0, it follows
from (5.2) that
W (x) = c4
∫ x
0
exp
(
−
∫ z
x0
c1θ1
c1G−1(y) + c3g2[l
−1
2 l1(G
−1(y))]
dy
)
dz, (5.12)
where c4 > 0 is a constant.
For x0 ≤ x ≤ x1, we guess that q1(x) = q2(x) =∞. Let
K1 =
1
2
2∑
l=1
cl(µ
2
l + σ
2
l ) + c3µ1µ2, K2 =
2∑
l=1
clηlµl.
Then (5.1) becomes
K1W
′′(x) +K2W
′(x)− δW (x) = 0,
which has the following general solution
W (x) = c5e
r+(x−x0) + c6e
r−(x−x0), (5.13)
where c5 and c6 are constants, and
r+ =
−K2 +
√
K22 + 4δK1
2K1
, r− =
−K2 −
√
K22 + 4δK1
2K1
.
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For x > x1, by the definition of x1, we guess that
W (x) = W (x˜) + k(x− x˜)−K, (5.14)
where x˜ < x1 is a constant.
By the continuity of W ′ and W ′′ at x0, it is easy to see that
c5r+ + c6r− = c4, c5r
2
+ + c6r
2
− = 0,
which results in c5 = c4b1 and c6 = c4b2, where
b1 =
r−
r+(r− − r+)
> 0, b2 =
r+
r−(r+ − r−)
< 0. (5.15)
The unknown constants c4, x˜ and x1 can be determined in the same way as that in
Chen and Yuen (2016). For details, see Chen and Yuen (2016). The following steps
briefly describe how these constants can be determined:
(i) Define an auxiliary function U(x) as
U(x) =
{
exp
(
−
∫ x
x0
c1θ1
c1G−1(y)+c3g2[l
−1
2 l1(G
−1(y))]
dy
)
, 0 ≤ x ≤ x0,
b1r+e
r+(x−x0) + b2r−e
r−(x−x0), x > x0,
which is convex on (0,∞), and attains its minimum at x = x0 with U(x0) = 1.
(ii) For any fixed c ∈ (0, k], there exists a unique xˆc ≥ x0 such that cU(xˆc) = k. Let
c¯ = k/U(0) < k. If c ∈ [c¯, k], then there exists a unique x˜c ∈ [0, x0] such that
cU(x˜c) = k.
(iii) Let
I1(c) =
∫ xˆc
x˜c
(k − cU(y))dy, c ∈ [c¯, k],
I2(c) =
∫ xˆc
0
(k − cU(y))dy, c ∈ [0, k].
If I1(c¯) > K, then there exists a unique c
∗ ∈ (c¯, k) such that I1(c
∗) = K. If
I1(c¯) ≤ K, then there exists a unique c
∗ ∈ (0, k) such that I2(c
∗) = K.
(iv) Let c4 = c
∗, x1 = xˆc∗ > x0, and x˜ = x˜c∗ , where x˜c∗ = 0 if I1(c¯) ≤ K.
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These together with (5.12)-(5.14) yield
W (x) =


c∗
∫ x
0
exp
(
−
∫ z
x0
c1θ1
c1G−1(x)+c3g2[l
−1
2 l1(G
−1(x))]
dy
)
dz, 0 ≤ x < x0,
c∗[b1e
r+(x−x0) + b2e
r−(x−x0)], x0 ≤ x < xˆc∗ ,
W (x˜c∗) + k(x− x˜c∗)−K, x ≥ xˆc∗ ,
(5.16)
where b1 and b2 are given in (5.15).
Theorem 5.1. If zl ≤ zk, then the function W (x) of (5.16) is continuously differen-
tiable on (0,∞) and twice continuously differentiable on (0, xˆc∗) ∪ (xˆc∗ ,∞). Further-
more, W (x) is a solution to the QVI of (4.1).
Proof. One can prove the theorem by replacing G(1) and max0≤b≤1, 0≤u≤1 L
b,uW (x)
by x0 and max0≤q1, q2≤∞L
qW (x), respectively, and then mimicking the steps in the
proof of Theorem 4.1 of Chen and Yuen (2016). 
5.2. The case of zl > zk
In this case, it follows from Lemma 5.1 that the equation H(q) = 0 on [zl,∞) has
no solution. Then we guess that q2(x) = 0. Then (5.1) becomes
max
0≤q1≤∞
{
1
2
c1G1(q1)W
′′(x) + [c1θ1g1(q1) + k0]W
′(x)− δW (x)
}
= 0. (5.17)
Differentiating (5.17) with respect to q1, we obtain
c1F¯1(q1)[q1W
′′(x) + θ1W
′(x)] = 0,
which yields
W ′′(x)
W ′(x)
= −
θ1
q1(x)
. (5.18)
Substituting (5.18) into (5.17), we obtain
k(q1(x))W
′(x)− δW (x) = 0. (5.19)
Differentiating (5.19) with respect to x and using (5.18) once again, we have
W ′(x)
{
k′(q1(x))q
′
1(x)− δ −
θ1k(q1(x))
q1(x)
}
= 0. (5.20)
Since W ′(x) > 0, (5.20) gives
q′1(x) =
δ + θ1k(q1(x))
q1(x)
k′(q1(x))
.
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In view of W (0) = 0 and (5.19), we see that k(q1(0)) = 0, which implies that q1(0) =
zk > 0. Let
R1(q) =
∫ q
zk
k′(y)
δ + θ1k(y)
y
dy, q ≥ zk. (5.21)
Since the integrand on the right-hand side of (5.21) is positive on [zk,∞], R1(q) is
increasing on [zk,∞], which implies that the inverse of R1(q) exists on [zk,∞]. Let
x˜0 = R1(zl). Then for 0 < x ≤ x˜0, we have q1(x) = R
−1
1 (x), q2(x) = 0, and it follows
from (5.18) that
W (x) = C1
∫ x
0
exp
(
−
∫ z
x˜0
θ1
R−11 (y)
dy
)
dz, (5.22)
where the constant C1 > 0 will be determined later.
For x > x˜0, similar to the case of zl ≤ zk, it can be shown that q1(x) satisfies (5.10).
Note that q1(x˜0) = zl. Define
R2(q) =
∫ q
zl
H ′(y)
δ +H(y) c1θ1
c1y+c3g2[l
−1
2 l1(y)]
dy, q ≥ zl.
Let
q1(x) = R
−1
2 (x− x˜0), x > x˜0.
Similar to Lemma 5.2, there exists a x0 ∈ (x˜0,∞) such that q1(x0) = ∞. Then for
x˜0 < x < x0, we have
q1(x) = R
−1
2 (x− x˜0), q2(x) = l
−1
2 [l1(R
−1
2 (x− x˜0))],
W (x) = C2
∫ x
x˜0
exp
(
−
∫ z
x0
c1θ1
c1R
−1
2 (y−x˜0)+c3g2[l
−1
2 l1(R
−1
2 (y−x˜0))]
dy
)
dz + C3, (5.23)
where the constants C2 and C3 > 0 will be determined later.
For x ≥ x0, we guess that q1(x) = q2(x) =∞, and W (x) is the same as (5.13) and
(5.14) for x0 ≤ x ≤ x1 and x > x1, respectively.
As a result, we have
W (x) =


C1
∫ x
0
exp
(
−
∫ z
x˜0
θ1
R−11 (y)
dy
)
dz, 0 ≤ x < x˜0,
C2
∫ x
x˜0
exp
(
−
∫ z
x0
c1θ1
c1R
−1
2 (y−x˜0)+c3g2[l
−1
2 l1(R
−1
2 (y−x˜0))]
dy
)
dz + C3, x˜0 ≤ x < x0,
c5e
r+(x−x0) + c6e
r−(x−x0), x0 ≤ x < x1,
W (x˜) + k(x− x˜)−K, x ≥ x1.
(5.24)
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We now need to determine the unknown constants mentioned above. By the con-
tinuity of W ′ at x˜0, we have
C1 = C2 exp
(∫ x0
x˜0
c1θ1
c1R
−1
2 (y − x˜0) + c3g2[l
−1
2 l1(R
−1
2 (y − x˜0))]
dy
)
.
Besides, (5.23) and (5.19) imply that C3 =W (x˜0) =
k(zl)
δ
C1. Moreover, the continuity
of W ′ and W ′′ at x0 implies that c5 = C2b1 and c6 = C2b2, where b1 and b2 are given
in (5.15). Then it is enough to determine the constants C2, x˜ and x1, which can
be obtained by using steps similar to those presented in Section 5.1. Analogous to
Theorem 5.1, we have the following result.
Theorem 5.2. If zl > zk, then the function W (x) of (5.24) is continuously differen-
tiable on (0,∞) and twice continuously differentiable on (0, xˆc∗) ∪ (xˆc∗ ,∞). Further-
more, W (x) is a solution to the QVI of (4.1).
Proof. For x ≥ x˜0, the proof is similar to that of Theorem 5.1. So, we only prove
that W (x) is a solution to (4.1) for 0 ≤ x < x˜0. Since one can show that W (x) of
(5.24) satisfies Lq
∗
W (x) − δW (x) = 0 with q∗ = (q∗1(x), q
∗
2(x)) = (R
−1
1 (x), 0). As a
consequence, we need to show that LqW (x)− δW (x) ≤ 0 for any q1, q2 ∈ [0,∞], which
is equivalent to verify that LqW (x)− Lq
∗
W (x) ≤ 0 for any q1, q2 ∈ [0,∞]. By (5.18),
the latter is then equivalent to
[d(q)− d(q∗)]−
θ1
2q∗1
[b2(q)− b2(q∗)] ≤ 0.
Let
ϕ(q) = d(q)−
θ1
2q∗1
b2(q), q ∈ [0,∞]× [0,∞].
Then it is enough to show that ϕ(q) attains its maximum at q = q∗ = (q∗1, 0). Note
that
∂ϕ(q)
∂q1
=
c1θ1F¯1(q1)
q∗1
[
q∗1 − q1 −
c3
c1
g2(q2)
]
,
∂ϕ(q)
∂q2
=
F¯2(q2)
q∗1
[
c2θ2q
∗
1 − c2θ1q2 − c3θ1g1(q1)
]
. (5.25)
Since ∂ϕ(q)
∂q1
< 0 for q1 > q
∗
1, we only consider the case of q1 ≤ q
∗
1 . If
∂ϕ(q)
∂q1
= 0, then
q2 = g
−1
2 [
c1
c3
(q∗1 − q1)], and (5.25) yields
∂ϕ(q)
∂q2
= F¯2(q2)
q∗1
L(q1), where
L(q1) = c2θ2q
∗
1 − c3θ1g1(q1)− c2θ1g
−1
2
[c1
c3
(q∗1 − q1)
]
, 0 ≤ q1 ≤ q
∗
1.
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It is easy to see that
L′(q1) = −c3θ1F¯1(q1) + c2θ1
1
F¯2
[
c1
c3
(q∗1 − q1)
] c1
c3
=
θ1
c3F¯2
[
c1
c3
(q∗1 − q1)
]{c1c2 − c23F¯1(q1)F¯2[c1c3 (q∗1 − q1)
]}
> 0.
On the other hand, for 0 ≤ x < x˜0, we have zk ≤ q
∗
1 < zl, and
L(q∗1) = c2l1(q
∗
1) ≤ c2l1(zl) = 0.
Therefore, we obtain
∂ϕ(q)
∂q2
∣∣∣
(q1,q2)∈
{
(q1,q2):
∂ϕ(q)
∂q1
=0
} ≤ 0.
As a result, we see that ϕ(q) attains its maximum at (q∗1, 0). 
6. The value function and the optimal policy
Let
(q∗1t, q
∗
2t) =
{ (
G−1(X∗t ), l
−1
2 [l1(G
−1(X∗t ))]
)
, 0 ≤ X∗t ≤ x0,
(∞,∞), X∗t > x0,
when zl ≤ zk; and
(q∗1t, q
∗
2t) =


(R−11 (X
∗
t ), 0), 0 ≤ X
∗
t < x˜0,(
R−12 (X
∗
t − x˜0), l
−1
2 [l1(R
−1
2 (X
∗
t − x˜0))]
)
, x˜0 ≤ X
∗
t < x0,
(∞,∞), X∗t ≥ x0,
when zl > zk. Recall X
∗
t of (2.1) with α = α
∗ = (q∗1t, q
∗
2t; τ
∗
1 , τ
∗
2 , · · · ; ξ
∗
1 , ξ
∗
2, · · · ). Define
{τ ∗n , ξ
∗
n, n ≥ 1} as follows:
(i) If I1(c¯) > K, then we define
τ ∗1 = inf{t > 0 : X
∗
t = xˆc∗}, ξ
∗
1 = xˆc∗ − x˜c∗ ,
when the initial surplus 0 < x < xˆc∗ ,
τ ∗1 = 0, ξ
∗
1 = x− x˜c∗ ,
when the initial surplus x ≥ xˆc∗ , and
τ ∗n = inf{t > τ
∗
n−1 : X
∗
t = xˆc∗}, ξ
∗
n = xˆc∗ − x˜c∗ ,
for every n ≥ 2;
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(ii) If I1(c¯) ≤ K, then we define
τ ∗1 = inf{t > 0 : X
∗
t = xˆc∗}, ξ
∗
1 = xˆc∗ ,
when the initial surplus 0 < x < xˆc∗ ,
τ ∗1 = 0, ξ
∗
1 = x,
when the initial surplus x ≥ xˆc∗ , and
τ ∗n =∞, ξ
∗
n = 0,
for every n ≥ 2.
Theorem 6.1. The value function V (x) is given by (5.16) when zl ≤ zk, and by (5.24)
when zl > zk; and the strategy α
∗ is the corresponding optimal policy.
Proof. The proof is similar to that of Theorem 4.2 of Chen and Yuen (2016).
7. Numerical examples
In this section, we give some numerical examples to assess the impact of some
parameters on the optimal reinsurance policy. We assume that the claim sizes X(1) and
X(2) are exponentially distributed with parameters β1 and β2, respectively. Then, for
l = 1, 2, we have µl =
1
βl
, σ2l =
1
β2
l
, gl(q) =
1
βl
(1−e−βlq), andGl(q) =
2
β2
l
[1−(1+βlq)e
−βlq].
We take m = 3, n = 2, p11 = p22 = 1, p12 = p21 = 0 and p31 = p32 = 1 so that the
resulting model reduces to the common shock model. Besides, we set β1 = 1, β2 =
2, η1 = 1, η2 = 0.8, δ = 0.5, λ1 = 3, λ2 = 4, θ2 = 1. For θ1 = 1.2, the effect of λ3 on the
optimal reinsurance policy is studied in Example 7.1. Example 7.2 shows the effect of
θ1 on the optimal reinsurance policy for λ3 = 2.
Example 7.1. In this example, we set θ1 = 1.2, and take λ3 = 1, 1.5, 2, respectively.
The effect of λ3 on the optimal reinsurance strategies q1(x) and q2(x) are shown in
Figures 1-3.
Table 1 shows that the critical point x0 increases as λ3 increases. We see from
Figures 1 and 2 that both q1(x) and q2(x) are strictly increasing functions, and they
decrease as λ3 increases. This means that the optimal retention level is higher for
larger reserve, and is lower when the insurers face higher risk. The result coincides
with our intuition. We also observe from Figure 3 that the difference of two reinsurance
strategies is quite small, and both of the reinsurance strategies change slowly for small
reserve, while they are quite sensitive to the change of surplus when the surplus near
the critical point x0.
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λ3 1 1.5 2
x0 2.2170 2.4666 2.7262
Table 1: Effect of λ3 on the critical point x0.
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Figure 1: Impact of λ3 on the optimal reinsurance policy q1(x).
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Figure 2: Impact of λ3 on the optimal reinsurance policy q2(x).
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Figure 3: The difference of q1(x) and q2(x) for λ3 = 1.5.
Example 7.2. In this example, we set λ3 = 2, and take θ1 = 1.2, 1.5, 2.1, respectively.
We see from Table 2 that the critical point x0 also increases as θ1 increases, which
means that the insurer should hold a larger reserve when the reinsurance premium
becomes more expensive. Figures 4 and 5 indicate that both q1(x) and q2(x) are not
strictly decreasing with respect to θ1. We can also see that the change of θ1 has larger
effect on q1(x) than that on q2(x). When the reinsurance premium is more expensive,
the insurer with small reserve tends to buy less reinsurance, and vice versa.
θ1 1.2 1.5 2.1
x0 2.7262 4.8197 7.8058
Table 2: Effect of θ1 on the critical point x0.
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