Abstract. We characterize the amount of alternation between blocks of Boolean quantifiers (having both existential and universal), blocks of real existential quantifiers, and blocks of real universal quantifiers that can be decided in parallel polynomial time over the reals. We do so under the assumption that blocks have a uniform bound on their size, both for the case of this bound to be polynomial and constant. On the way towards this characterization we prove a real version of Savitch's Theorem.
Introduction
In classical complexity theory there is a neat relationship between complexity classes and quantifier prefixes preceding a predicate decidable in polynomial time. A prefix made of existential quantifiers only corresponds to the class NP, one made of universal quantifiers only to the class coNP and, more generally, one alternating k blocks of quantifiers to the class Σ k (if the first block is of existential quantifiers) and to the class Π k (if the first block is of universal quantifiers). Furthermore, if one allows the (polynomial number of) quantifiers in the prefix to arbitrarily vary we obtain the class PSPACE of sets decidable in polynomial space (or, equivalently, in polynomial parallel time).
In the complexity theory over the reals developed by Blum, Shub, and Smale [3] some differences with the situation above stand out. Firstly, space in itself is not such a meaningful resource [8] and the role of the class PSPACE is played over the reals by the class PAR R of sets decidable in polynomial parallel time. Secondly, no quantifier prefix appears to correspond with this complexity class.
528 Cucker & Jacobé de Naurois cc 18 (2009) Indeed, while the alternation of k blocks of quantifiers leads to the classes Σ k R and Π k R of the polynomial hierarchy PH R over the reals [2] which is included in PAR R [1] , the unrestricted alternation of polynomially many quantifiers yields a class PAT R (from polynomial alternating time) which strictly includes PAR R [6] . But there is more. Call a quantifier Boolean if its argument is restricted to take values in {0, 1}. Then, it is easy to see, the class DPAT R obtained via the unrestricted alternation of Boolean quantifiers is included in PAR R . A natural question arising at this moment is
Which quantifier prefixes, allowing for both Boolean and real quantifiers, can be solved within PAR R ?
While a complete answer to this question seems elusive, since sequences of quantifier prefixes can be very unstructured, one can nevertheless restrict attention to quantifier prefixes possessing a certain regularity. Some results within this framework are shown in [4] . For instance, it is shown that DPAT PH R R ⊆ PAR R . Furthermore, define the classes MA∃ R (Mixed Alternation with real Existentials) and MA∀ R (Mixed Alternation with real Universals) consisting of all the sets decidable by alternating Boolean universal and real existential (respectively, Boolean existential and real universal) guesses in polynomial time. It is also shown in [4] that PAR R MA∃ R and PAR R MA∀ R .
These results shed some light on the relations between quantifier prefixes and computations in PAR R . For, on the one hand, the class DPAT PH R R can be characterized by a form of alternation where one first alternates a polynomial number of Boolean quantifiers and then a polynomial number of real quantifiers (but these ones with only a bounded number of alternations). And, on the other hand, the classes MA∃ R and MA∀ R allow real quantifiers to alternate with Boolean ones provided all the real quantifiers are of the same kind.
A first result in this paper extends the results above by showing that PH DPAT R R ⊆ PAR R . Together with the results in [4] this allows to build a whole hierarchy of complexity classes within PAR R . Define Θ 0 = P R and Υ 0 = P R and, for k ≥ 1,
Finally, let the Quantifier Hierarchy be QH
This gives a complete answer on how much alternation can be decided in PAR R if we allow both the Boolean blocks (themselves alternating existential and universal quantifiers), the existential real blocks, and the universal real blocks to have polynomial size. We further extend this result to a characterization of the amount of alternation decidable in PAR R when the size of the (three kinds of) blocks above is bounded. In this case the number of block alternations has to be at most O(log(n)).
The power of quantification is also related to a well-known result in classical complexity. In [9] Savitch proved that NPSPACE = PSPACE. To extend this result to the real setting (besides replacing PSPACE by PAR R ) requires to agree on how much nondeterminism we want to endow parallelism with. The obvious definition for a set A to be decidable in nondeterministic parallel polynomial time requires the existence of a set B and of a function g such that B decides pairs (x, y) in parallel time polynomial in the size of x, and, for x ∈ R n ,
The issue is how 'big' should g be. Denote by NPAR R and NPAR * R the classes obtained by taking g to be a polynomial and an exponential function respectively. Using a similar notation, Savitch result shows that PSPACE = NPSPACE = NPSPACE * . A main result in this paper shows that over the reals the situation differs once more since we actually have (using obvious notations)
We can summarize the relationship between complexity classes emerging from our results in the following diagram (where a line means inclusion of the left-hand side class in the right-hand side one and the expressions EXP R and PAREXP R denote the classes of sets decidable in exponential time and parallel exponential time, respectively). 
Preliminaries
We denote by R ∞ the disjoint union of the Euclidean spaces R n , for n ≥ 1. Given x ∈ R ∞ we denote by |x| its size, i.e., the only n ≥ 1 such that x ∈ R n . For a set S ⊆ R ∞ we write S n = S ∩ R n . We consider sequential machines over R as originally defined in [3] (see also [2] ). As a model of parallel machine we consider P-uniform families of algebraic circuits (see [2, §18.4] ). Actually, we endow the sign gates of a circuit with the function sign : R → {−1, 0, 1} where, for a ∈ R,
instead of the two-valued sign function in [2, §18.4] . These machine models allow one to define the classes P R and PAR R of subsets S ⊆ R ∞ decidable, respectively, in polynomial and parallel polynomial time (see [2] for details) as well as their exponential versions EXP R and PAREXP R . Definition 2.1. A quantifier block Q is one of the following functions which, given n ∈ N produce:
where A quantifier prefix P of depth k is a sequence of quantifier blocks
. . , k − 1 and no two consecutive Boolean blocks. It is said to be purely real if its blocks are only
Quantifier prefixes can be (and historically have been) naturally related to complexity classes. For a complexity class C over R and a class F of functions we define the prefix class
Denote by Poly the class of polynomial functions and by Exp the class of exponential functions (i.e., of the form 2 f for f ∈ Poly). Then Definition 2.2 allows us to define the following complexity classes: DPAT R = B(P R , Poly),
One can also obtain the classes NPAR * R and coNPAR * R via Definition 2.2 but to do so it is necessary to introduce a variant of PAR R . We denote by PAR R the class of sets
Further relations between complexity classes and quantifiers are obtained by allowing sequences of prefixes of variable depth. 
and, for classes C and F,
Denote by Const the class of constant functions. We may then define PAT R = P * P * (P R , Const) where the union runs over all uniform sequences of quantifier prefixes.
A different, but sometimes related, way to define new complexity classes from existing ones is via relativized computations. For a set A ⊆ R ∞ the notion of computation with oracle A is well-defined for both the sequential and cc 18 (2009) the parallel models of computation mentioned earlier in this section (cf. [2] ). This allows one to define the classes P A R and PAR A R , and more generally, for a complexity class D,
This mechanism blends with Definition 2.2 in a straightforward manner.
Definition 2.5 (Relativized prefix classes). Let
∞ be a complexity class and F a class of polynomially constructible functions. For any quantifier prefix P, we define
Similarly, for a uniform sequence of quantifier prefixes P * = {P n } n∈N , we define
Nondeterministic parallelism
The following result goes back to [10] . Proof. Consider the set
The following algorithm decides S within DNPAR * R , 
2 n connected components and hence, it follows from Proposition 3.1 that S cannot be decided in parallel polynomial time.
t be a tuple of real polynomials. A sign condition over P is a tuple θ ∈ {−1, 0, 1} t . We say that θ is realizable by P if and only if there exists (
We write 
Proof. Let A ∈ NPAR R . Then there exists A ∈ PAR R and a polynomial p such that, for x ∈ R n , x ∈ A if and only if there exists y ∈ R p(n) with (x, y) ∈ A . Since A ∈ PAR R , A may be decided by a P-uniform family of algebraic circuits C n , n ∈ N, of polynomial depth q(n).
Consider a fixed x = (x 1 , . . . , x n ) ∈ R n , and denote by C x the circuit C n , where the n first input nodes are labeled with (x 1 , . . . , x n ), and the last p(n) by Let us denote by depth(t) the depth of a node t in C x , and define inductively the sign-depth sdepth(t) of a node t in C x as follows:
(i) If t is an input node then sdepth(t) = 0.
(ii) If t is a computation node with parent nodes t l and t r , then sdepth(t) = max{sdepth(t l ), sdepth(t r )}.
(iii) If t is a sign node with parent node t , then sdepth(t) = sdepth(t ) + 1.
Denote by S x the set of sign nodes of C x , and by S i , i ≤ q(n), its set of sign nodes of sign depth at most i. Clearly,
Let t be a sign node of C x of sign-depth d > 1. Define C t to be the sub-circuit of C x consisting of all the ancestor nodes t of t such that no sign node other than t or t occurs along all paths t → . . . → t. Then, C t is an algebraic circuit without inner sign nodes, whose input nodes are taken from the x i 's, the Y i 's, whose sign nodes are in S d−1 , and whose output node is t.
] of degree at most 2 depth(t) . If t is the jth sign node in S d we denote this polynomial by P θ j . Similarly, to a sign node t of sign-depth 1 corresponds a circuit C t , which computes a polynomial P t ∈ R[Y 1 , . . . , Y p(n) ] of degree at most 2 depth(t) . Let us now define inductively the following sets,
and, for d ≥ 1,
Denote by output the output node of C x which, without loss of generality, can be considered to be a sign node. Consider now the following parallel algorithm The proof follows from an easy induction on d.
Claim 3.7. The algorithm above decides A.
By Claim 3.6, all effectively realizable sign conditions over the sign nodes are contained in SIGN q(n) . Moreover, an existential witness (y 1 , . . . , y p(n) ) is accepting if and only if the sign of the output node is 1 in the corresponding realizable sign condition. The sequential composition of these parallel algorithms yields an algorithm computing
Claim 3.8. The algorithm works in parallel time
Eventually, checking in parallel whether ∃θ ∈ SIGN q(n) , θ output = 1 can also be performed within the same time bound, with the same number of processors, from which the bounds for the whole algorithm follow.
The following result can be seen as a real version of Savitch's Theorem [9] . Theorem 3.9. NPAR R = PAR R = coNPAR R .
Proof. The inclusion NPAR R ⊆ PAR R is shown in Proposition 3.5. The reversed inclusion is trivial. This shows the first equality. The second now follows since PAR R is closed under complement.
Realizable sign conditions correspond to (real) existential quantifiers (for a certain specific predicate). One may extend this notion to alternating quantifiers. The extension of Proposition 3.5 thus obtained, Proposition 3.14 below, will be useful to us. 
be a tuple of real polynomials. We define inductively the notion of Nested list of sign conditions of level j over P (nlsc for short) as follows: (i) A nlsc of level 0 over P is a set {θ} with a sign condition θ ∈ {−1,
and for j > 0 and
Finally, we define SIGN(l, s, P ) = SIGN l (l, s, P )(∅ 
Then, for all sign conditions θ ∈ {−1, 0, 1} t over P 1 , . . . , P t , for all y ∈ R k such that θ = (sign (P 1 [y] ), . . . , sign(P t [y])), any atom of F has the same Boolean value in F(θ) and in F (P 1 (y) , . . . , P t (y)), and therefore
. , P t (y) .
It follows that the truth or falsity of G can be decided by simply quantifying over realizable sign conditions over P 1 , . . . , P t instead of quantifying over R k , as follows. For a nlsc L of level j over P we define by induction on j the relation
and, for j > 0,
Then, G is true if and only if SIGN(P ) |= G.
The following extension of Theorem 3.4 is also a special case of [1, Th. 
Moreover, there exists an algorithm which, given l, s and P as above along with i ∈ {0, . . . , l} and
Proposition 3.14. Let : N → N and s : N → N be polynomially constructible, and let P * = {P n } n∈N be a uniform sequence of purely real prefixes of depth (n).
Proof. The proof essentially follows that of Proposition 3.5 (with Theorem Theorem 3.12 replacing Theorem 3.4). Let A ∈ P * (PAR R , s). Then there exists A ∈ PAR R such that
s) .
Since A ∈ PAR R , A may be decided by a P-uniform family of algebraic circuits C n , n ∈ N, of polynomial depth q(n). Consider a fixed x = (x 1 , . . . , x n ) ∈ R n , and denote by C x the circuit C n , where the n first input nodes are labeled with (x 1 , . . . , x n ), and the last s(n) (n) by variables Y
Now we define a relation between sign conditions and nlsc's as follows. For a sign condition θ and a nlsc L of level j we set
Using similar notations as in the proof of Proposition 3.5, we define inductively the following sequence of nlsc of level (n):
and, for d ≥ 1, Denote by output the output node of C x which, without loss of generality, can be considered to be a sign node. Now, using again similar notations as in the proof of Proposition 3.5, for a nlsc L of level j over (P
, we define by induction on j the relation |=. For j = 0,
Then, by construction, x ∈ A if and only if SIGN q(n) |= C x . Consider now the following parallel algorithm
|= C x , and accept or reject accordingly.
Then, following the proof of Proposition 3.5 and Remark 3.11, the algorithm above decides A within the time and processor bounds required. The time and processor bounds follow from Theorem 3.12 and Corollary 3.13. 
Parallel polynomial time and quantifier prefixes
We next use the results in the previous section to give a characterization of the quantifier prefixes decidable in PAR R and of those undecidable in PAR R .
Prefixes in PAR R .
Lemma 4.1. For any quantifier prefix P
where, moreover, the B block contains only existential Boolean quantifiers.
. Then, there exists A ∈ P(P R , Poly) such that A ∈ P L R . It follows from Definition 2.2 that there exists a machine M , polynomials p, p and A ∈ P R such that 
. . , p(|x|).
From (2) above, it follows that
Consider the following algorithm: 
∈ A , and let a i ∈ {0, 1} be the answer end for all (**) for all i = 1, . . . , p(n) with z i = 0 do check wether
∈ A , and let a i ∈ {0, 1} be the answer end for all if ∃a i = 1 then REJECT else ACCEPT It is clear that the algorithm above decides A. In this algorithm, the queries
for all i such that z i = 1 can be merged into a single P(P R , Poly) query, with polynomial bound p(|x|)p (|x|), by first quantifying over all (y 
A for all i such that z i = 0 can be merged into a single P(P R , Poly) query, with polynomial bound p(|x|)(p (|x|)). Now, the existential boolean query over the z i , the P(P R , Poly) query and the P(P R , Poly) query can all be merged into a single query, for instance by sequentially composing them.
It follows that the algorithm above is in BPP(P R , Poly). Therefore, (vii) QH R = P P(P R , Poly).
Proof.
(i) By induction on i for both Σ i R and Π i R , the base case being Σ
, Poly), and, by induction hypothesis, Π i R = P(P R , Poly), Σ i R = P(P R , Poly) where P consists of i alternations of ∃ R and ∀ R blocks, beginning with ∃ R , we have by Remark 4.
, Poly) = B∃ R ∃ R P(P R , Poly) = ∃ R P(P R , Poly), the B block consisting only of boolean existential quantifier being considered as a ∃ R block, and ∃ R P consisting in i + 1 alternations of ∃ R and ∀ R blocks, beginning with ∃ R . Similar arguments hold for Π Proof. Theorem 3.9 yields the first two lines in
the last being simply a matter of enumerating in parallel all possible boolean choices. By Corollary 4.3(vii), QH R = {P(P R , Poly)}. Therefore, for all A ∈ QH R there exists a quantifier prefix P such that A ∈ P(P R , Poly). Using the inclusions above, a simple induction on the depth of the quantifier prefix P shows that A ∈ PAR R . The same ideas apply for proving P P(PAR R , Poly) ⊆ PAR R .
Prefixes not in PAR R .
We recall the following result originally proved in [5] . The following lemma has its origin in a paper by Davenport and Heintz [7] . . We may do so inductively by defining E 0 s (x, y) ≡ (x = y 2 ) and, for d ≥ 1,
