Abstract -We describe a testing framework that can provide online estimates of audio and video call quality on network paths, without requiring either end-user involvement or prior availability of audio/video sequences or network traces. The framework includes a tool that emulates the audio and video traffic of IP calls and employs an extended E-Model to measure the audio quality and VQM to estimate video quality. Additionally, it can emulate network impairments to run experiments in different network conditions. Our experiment results show that the quality measurements acquired using the framework compare well to the most commonly applied industry standard for objective voice and video offline testing-PESQ and PSNR respectively.
I Introduction
Communications traffic is increasingly being carried over IP networks, with Voice and Video over IP (VVoIP) applications becoming popular in both the public Internet and in enterprise networks. Since IP networks do not guarantee end-to-end delay, packet loss rates, jitter and available bandwidth, monitoring and estimating the VVoIP call quality in prevailing network conditions is essential to mitigating issues that can significantly reduce the Quality-of-Experience (QoE) as experienced by end users.
In a VVoIP application, voice/video is digitized and packetized at the sender before its transmission over the IP network to the receiver. At the receiver the packets are decoded and played out to the listener as shown in Figure 1 . The process of converting an analog voice signal to digital is done by an audio/video "codec." Codecs vary in bandwidth required, latency, sample period, frame size and the maximum achieved end user perceived quality, thus different codecs are better suited to different network conditions. ITU-T outlines two test methods to assess QoE: subjective testing and objective testing. Subjective testing was the earliest approach to evaluating the quality by assigning Mean Opinion Scores (MOS). ITU-T Rec. P.800 [1] presents the MOS subjective test procedures for audio quality testing. It usually involves 12-24 participants who individually listen to an audio stream for several seconds and rate the audio quality on the scale of 1 (Poor) to 5 (Excellent). Similarly, BT.500 [2] presents a methodology to obtain MOS values for video quality. Subjective testing using MOS is time consuming, expensive and does not allow for real time measurements. Several techniques were developed for measuring MOS in an objective way (without human perception): PESQ [3, 4] and E-model assess audio quality, while PSNR (Peak Signal to Noise Ratio) and Video Quality Model (VQM), as outlined in ITU-T Rec. G.1070 [5] are used for obtaining video quality.
For audio, PESQ automatically maps its score to a subjective MOS score. It takes into account two signals: one is the reference signal while the other one is the actual degraded signal. Both the signals are processed by a tool that uses the PESQ algorithm and outputs a MOS score. The major drawbacks of PESQ approach are that it does not take into account impairments such as acoustic echo, transmission delay and that it can not be used for real time monitoring purposes. In contrast, the E-model technique, specified in ITU-T Rec. G.107 [6] , is a non-intrusive method that uses network metrics locally monitored at the sender to estimate call quality, so it can be used for live call monitoring. One drawback with the E-model is that it requires knowledge of a so-called "impairment factor" of the codec, which ITU-T provide for codecs they specify, but which are not specified for a range of other commonly used codecs.
For video, PSNR works in a similar way to PESQ. This method assesses the performance of video transmission systems by calculating PSNR between the original and the received (degraded) video; it is a differential metric which is computed using images. On the other hand, VQM provides an online technique to calculate video quality based on various factors including current network conditions, codec used and properties of the transmitted sequence. In most cases, transmission of video can be subjected to a lot of losses. Moreover, delay can cause unwanted pauses in the received signal, as the receiver might need to pause it processing, while the buffer refills. Consequently, both packet loss and delay will cause degradation in the interactive video call quality between the end users.
Since processing audio/video sequences is time consuming and computationally intensive, existing objective techniques are not ideal for online VVoIP QoE and since audio/video codecs have different characteristics and usually it is impossible to define in advance the most appropriate codec to use. Given this, we focus in this paper on the use of a novel testing framework to estimate the voice/video call quality in advance. Such estimates can then be used to select the most appropriate codec to use for upcoming calls. Crucially, this processes does not require the transfer of source audio/video sequences and does not require the end user to provide quality rankings.
The paper is organized as follows: in §II we place our work in the context of the recent published literature on the topic. In §III, we provide a brief description of the used measuring audio/video call quality metrics. In §IV, we propose the implementation of our framework. The results of our framework compared to other standard industry metrics are shown in §V. §VI conclude the paper.
II Related Work
Real time Voice and Video over IP applications are sensitive to network conditions-variations in metrics including end-to-end delay, packet loss rates and jitter have a significant impact on the quality as perceived by end users. Given this, monitoring and estimating call quality is an important task that has been extensively studied by the research community. We briefly review some of the relevant previous work on this topic.
Jiang et al. [7] introduce a voice quality monitoring system based on the SIP protocol, which uses RTP statistics to get MOS score using the simplified E-model. Kim et al. [8] propose a network performance monitoring method that uses RTCP statistics to monitor multimedia services like VoIP and IPTV. da Silva et al. [9] analyze the QoS provided by SIP for voice traffic by measuring the delay, jitter and packet losses. Carvalho et al. [10] propose three corrections to the E-model in order to give more accurate results indicating the QoE expected at the end user; they also describe a measurement tool based on these corrections. Gong et al. [11] propose a pentagram model to measure the QoE based on service integrality, service retainability, service availability, service instantaneousness and service usability. Due to also the lack of QoE monitoring systems, Hershey et al. [12] propose a new approach that aggregates observations from real time applications running on net-centric enterprise systems. They show their results on several VoIP scenarios including a Denialof-Service event that causes noticeable application delay. Calyam et al. [13] propose GAP-Model, which assess VVoIP QoE via an offline model of QoE that is expressed as a function of bandwidth, delay, jitter, and packet loss.
In contrast to the works describe above we present a QoE assessment framework that emulates the traffic for different audio/video codecs operating under different network conditions and uses measurements to estimate likely QoE without requiring end user input or the comparison of source and degraded sequences. The framework can be applied in an online manner by a VVoIP application for codec selection and admission control purposes given its measurements of prevailing network conditions.
III Measuring Call Quality
In this section, we present the audio and video quality models used to estimate QoE in our framework. In particular, we describe how we estimated the impairment factor used in the audio quality model (E-model) for a number of non ITU-T codecs.
a) E-Model
The E-Model is an objective model proposed by ITU-T G.107 [6] . It takes into account various parameters factors that affect the speech quality and it calculates a "Rating Factor" R in the range 0 to 100, where R = 0 represents the worst quality and R = 100 represents the best quality. R is calculated as in Eq.1:
R 0 is the Signal to Noise ratio (S/N) at 0 dBR point, I s represents the speech voice impairments, I d is the impairments occurred due to the delay, I e is the impairment due to the equipment (e.g.: codecs and packet loss) and A is the advantage factor (e.g.: A = 0 for wireline). As outlined in [14, 15, 16 ] the E-model can be utilized to be used in the speech quality evaluation over VoIP-Based Communication Systems and the R factor expression can be reduced as expressed as:
I d is a function of the one way delay only and can be calculated by the approximated formula expressed in Eq.3 (from [15] ):
where
I e−ef f is function of the codec used and the packet loss rate, it can be expressed by:
Here I e represents the impairment factor given by codec compression, Bpl represents the codec robustness against random losses and P pl represents measured network packet loss rate. The values of I e and Bpl are given only for ITU codecs in ITU-T G.113 appendix [17] as neither the impairment factors of all the codecs factors are provided nor 
The P pl in (5) is the packet loss rate and the parameters (a, b and c) have the values shown in Table 1 for the different codecs.
Finally, the R is converted to Mean Opinion Score (MOS) using Eq.6. Table 2 shows the relationship between MOS and R.
ITU-T G.1070 [5] specified a video quality model for telephony services. Video quality V q is defined as:
V q represent the MOS value ranging from 1 to 5. Coding losses due to combinations of video bit [%] . I coding and D P plv are further defined in [5] by the following set of equations:
O f r is the optimal frame rate where video quality is the maximum. I of r is the maximum quality at each video bit rate(Br v ). They are expressed as:
D F rV defines the robustness of video quality due to frame rate (F r v ):
The degree of video quality robustness against packet loss is defined by D P plV expressed in (12) .
Finally, coefficients v1, v2...v12 are defined according to codec type, key frame interval, video display size and video format.
IV Framework Implementation
In the first part of this section, we introduce the components used in our framework while in the second section, we show how we fit all of the components together giving our approach in measuring the audio and video QoE.
a) Framework components
Our framework uses software called Iperf [19] to measure packet loss, jitter and throughput. Iperf is a networking tool that creates TCP and UDP data streams of specified size; it runs on various platforms including Linux, UNIX and Windows.
The voice and video packets are sent using UDP. Consequently, the exact measurement of the delay between the sender and destination is not directly measured. We use Ping to send Internet Control Message Protocol (ICMP) echo request packets to the target destination and wait for the ICMP response. To get an accurate measurement of the delay we emulate the Ethernet-layer bandwidth according to the codec using Dummynet [20] and set the ping parameters based on the codec used.
We use Dummynet in our tool for two purposes. First, to change the network conditions (delay, packet loss, queue and bandwidth) to be able to test the QoS and QoE under different network conditions. Second, to set the bandwidth with the Ethernet bandwidth according to the codec emulated in order to measure accurate delay results with the current browsing sessions if any on the computer.
b) Development of the framework
Our framework measures the QoS of the network based on the codec used and maps it to a QoE MOS score indicating the end user satisfaction level expected during the call. The Packet size (P s) and the Ethernet bandwidth (Eb) varies from codec to another. In our framework we calculated them as: P s = F s×f ramesP erP acket+ipHeader+eOverHead
P s is the total packet size, F s is the frame size according to the codec (see Table I ), f ramesP erP acket is the number of frames per packet, ipHeader equals 40 bytes composed of the IP, UDP and RTP headers, eOverHead equals 38 bytes composed of the preamble, Ethernet header, CRC and Ethernet Inter-Frame Gap, bw is the bandwidth required by the codec.
For video transmission, H.264 is not transmitted using fixed packet length, but the packet length changes dynamically according to the available bandwidth in order to attain an acceptable video quality and to minimize the effect of distortion. Roughly, for transmission of low quality video, 300 Kbit/s of available bandwidth is needed, whilst for high quality 500 Kbit/s would be required. HD video requires a minimum of 1.5 Mbit/s bandwidth to be available at both ends of the call. We investigated the variation of packets length under the previous bandwidths in an interval of 60 seconds then took the mean packet length in order to reach an approximation for the packet length at different bandwidths for emulating the video traffic; the results are in Table 3 .
Before measuring the QoS of the network and the QoE expected at the end user, the network conditions can be emulated for testing the robustness of different codecs under different network conditions. Fig 2 shows the dialogue box for inputting this data. The IP destination address, port number, codec used and frames/packet are the main inputs before running the testing framework; Dummynet will then emulate the network conditions. The delay is measured using Ping command taking in its account the packet size and the sending bit rate of the codec used as calculated in Eq.13,14.
Iperf is called to measure the packet loss percentage, throughput and jitter by specifying Datagram size (Eq.13) and Ethernet Bandwidth (Eq.14) for audio, or by using Table 3 for video to create appropriate data stream according to the codec that will be used during the call. By measuring the throughput which is considered the performance ceiling, we are able to calculate the number of calls that a certain link can carry safely. We can state that a particular link will carry no more than X G.711 calls or Y G.729A calls or Z H264 calls:
nOf Calls is the number of calls that can be carried through a particular link safely, throughput is the average rate of successful message delivery over a communication channel and Eb is the Ethernet bandwidth required according to the codec used. In order to increase the accuracy, average QoS network factors are measured by repeating the previous procedures 5 times and taking the average At the end the QoS parameters measured are mapped to QoE MOS score using E-model and VQM described in section III. The pseudocode for this process is shown in Algorithm 1. 
V Results and Discussion
In this section, we provide the results of our QoE estimation process for voice and video in comparison to the most commonly applied industry standard for objective voice and video quality testing: PESQ and PSNR. In order to measure the accuracy of our results, we used a beta version of IBM Sametime Unified Telephony (SUT) [21] product, measuring the audio/video call quality under different packet loss rates using Dummynet. We have compared these to offline audio and video testing using PESQ and PSNR respectively. We first outline the results for audio and then outline the video results.
a) Audio Testing
A screenshot of the configuration dialog box for audio testing is shown in Figure 3 . Tests are carried out on several codecs: G711, G723.1 5.3k, G723.1 6.4k, G726, G729, G729 A, GSM FR, SILK, ILBC and SPEEX. We show a sample of our results in Figure 4 and 5. The x-axis represents the packet loss rate ranges from 0-20% and the y-axis indicates the MOS from the framework and PESQ algorithm. Our results match well with the PESQ scores, confirming the accuracy of our approach. We observe in our results that we slightly underestimate MOS compared to scores produced from PESQ. This can be explained by the observation that we take into our account the delay impairment factor (conversational call quality) while the intrusive methods as PESQ do not take it into consideration. Figure 6 shows a screenshot of our configuration dialog box for video testing. We compared our results to real time PSNR values of H.264 codec after converting them to MOS values. Table IV (derived by Ohm [22] ) is used to map the PSNR to MOS values that can be used to estimate perceived quality. Our results match well the PESQ scores indicating the accuracy of our approach. We interpolate between the values in Table 4 by assuming that the relation between MOS and PSNR inside these regions is linear. 
b) Video Testing
We show sample of our results on two resolutions, QQVGA (160x120) and QVGA (320x240), with frame rates of 15 fps and 25 fps respectively. The comparison is presented in the Figs 7 and 8 . The x-axis represents the packet loss rate ranges from 0-6% and the y-axis represent the MOS score of the framework and equivalent PSNR values. 
VI Conclusion and future work
Since processing audio/video sequences is time consuming and computationally intensive, existing objective QoE estimation techniques are not suited for online use. Furthermore, because audio/video codes each have different characteristics it is very difficult to use these techniques to assess in advance which is the codec most appropriate for use giving the prevailing network conditions. To address these limitations we have developed a QoE estimation framework for audio/video that does not require transfer of audio/video sequences or end user involvement. Our experiments show that our framework can achieve acceptable results in comparison to those achieved using the most commonly used industry techniques for audio and video quality testing; PESQ and PSNR respectively. For future work, we are intending to support wideband audio codecs and more video codecs. Moreover, our framework may be improved by online graphical representation for the metrics measured.
