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Abstract
Singular Sturm–Liouville problems for −y′′ + qy = y on (0,∞) are studied for potentials q which are bounded below and
satisfy Molcˇanov’s necessary and sufﬁcient condition for discrete spectrum.A Prüfer angle approach is given for eigenvalue location
and eigenfunction oscillation, paralleling that for the regular case. In particular, the eigenvalues are characterized by a “right-hand
boundary condition” even though q is of limit point type.
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1. Introduction
We shall consider the Sturm–Liouville equation
y := −y′′ + qy = y (1.1)
on intervals of the form (0, b), the main focus being on the case b =∞. Throughout we shall assume that the potential
q is integrable over (0, b) for every ﬁnite b> 0. This will lead to regular boundary value problems if b<∞ and to
singular ones for b = ∞. It will also be assumed that q is bounded below, say
q(x)q on [0,∞). (M0)
We shall be using boundary conditions of the form
y(0) cos = y′(0) sin , (1.2)
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where 0<  and, depending on the problem, also
y(b) cos = y′(b) sin , (1.3)
where 0< . In the limit point case when b = ∞, (1.3) is to be regarded as vacuous.
For any b, we deﬁne a self-adjoint operator Tb in L2(0, b) via Tby = y on a domain given by
D(Tb) = {y ∈ L2(0, b)|y, y′ ∈ AC(0, b), y ∈ L2(0, b), y satisﬁes (1.2), (1.3)}.
Our main interest is in “Molcˇanov” potentials q which, in addition to (M0), also satisfy the condition that for every
> 0, ∫ x+
x
q → ∞ as x → ∞. (M1)
Given (M0), it is known (see [6] and Section 5) that (M1) is necessary and sufﬁcient for T∞ to have a discrete spectrum
which is bounded below—in fact it consists of simple eigenvalues accumulating only at +∞.
Our chief tool is the Prüfer angle (, x), which is a continuous function of x satisfying
cot (, x) = y
′(x)
y(x)
for any nonzero solution y of (1.1), (1.2). In particular, we take (, 0) =  corresponding to (1.2) and (if b is ﬁnite)
(, b)= mod . The L2 theory above suggests that no such condition is possible when b=∞, and indeed examples
show that (, x) need not converge as x → ∞. Nevertheless, we shall show for Molcˇanov potentials that
() := lim
x→∞ (, x)
exists as a multiple of  for each , and that the eigenvalues can be characterized as those  for which (+)− (−)=
—see Corollaries 4.3 and 4.4 for precise statements.
We remark that the Prüfer angle is a standard tool for regular problems but has also met limited use for singular
ones. We cite [4,8,9] for work on asymptotics of eigenvalues, [2,3,5] for their numerical estimation (see also below)
and [5,7,10] for more general coefﬁcients (these will be discussed separately). We have isolated Molcˇanov potentials
here for various reasons. One is to connect the by now classical ideas (which were developed with different aims) of
Prüfer and Molcˇanov.Another is that Molcˇanov potentials form the largest class (given (M0)) for which our results can
be proved—see Theorem 5.2 for a precise statement. Also the analysis seems to be interesting in its own right.
In Section 2 we develop some basic properties of ﬁrst-order nonlinear equations involving Molcˇanov potentials.
These results are used in Section 3 to study the behaviour of (, x) for large x and the sets 	n of  for which solutions
y of (1.1), (1.2) have precisely n zeros in (0,∞). In Section 4, we shall show that () is constant except for jumps at
the eigenvalues of T∞, which are the maxima of the sets 	n.
Brown and Reichel [5] have given similar results, but under different assumptions, and have shown their effectiveness
for numerical estimation of the eigenvalues. Detailed comparisons with [5], which was our initial motivation, will be
given as we proceed, but we note the following here. Where we overlap, [5] requires q to satisfy two extra conditions,
superlinearity and q ′(x)/q(x)3/2 → 0 as x → ∞. In this case [5] establishes detailed asymptotic estimates for
the behaviour of both polar coordinates of Prüfer’s transformation. Here we use the Prüfer angle alone to give more
qualitative results for Molcˇanov potentials. We also note that the results of [5] were given in the setting of the p-
Laplacian. While most of our arguments also extend to this setting with minor amendment, we shall adhere to (1.1) so
as not to obscure the main result of Theorem 5.2, which connects various classical ideas in Sturm–Liouville theory.
2. Preliminaries
We consider the differential equation
u′(x) = 1 − g(x)h(u(x)), (2.1)
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where g ∈ L1loc[0,∞), so (2.1) holds for almost all x0. Later we shall take h(u) = sin2u, but all we need for now is
that h be continuous with values in [0, 1], positive in the interval (0, ) and zero at its end points. Further we assume
that g satisﬁes analogues of (M0), (M1), speciﬁcally
g(t)> g (2.2)
for almost all t0, and, given A> 0, > 0, there is XA, so that
x >XA, ⇒
∫ x+
x
g(t) dt >A. (2.3)
We start with some basic results which will be used later to show that the solutions of (2.1) that interest us are
ultimately monotonic.
Lemma 2.1. Given 0< 
< <  and > 0, there is X
,, so that for any solution u of (2.1), the conditions
x >X
,,, u(x) ∈ (
, ] and u(y) for all y ∈ [x, x + ], (2.4)
imply that there is  ∈ (0, ) satisfying
u(x + ) = 
. (2.5)
Proof. Let B = min{h(u)|u ∈ [
, ]}. Then 0<B1 and with
A = (− 
+ + |g|(1 − B))/B,
take X
,,=XA, from (2.3). Suppose then that x >X
,, satisﬁes (2.4) but that no  ∈ (0, ) can be found satisfying
(2.5). Then u(y) ∈ (
, ] for all y ∈ [x, x + ] and we have
u(x + )+
∫ x+
x
(1 − g(t)h(u(t))) dt
= + −
∫ x+
x
((g(t) − g)h(u(t)) + gh(u(t))) dt
+ − B
∫ x+
x
g(t) dt + |g|(1 − B)
< 

by choice of X
,,. This is a contradiction. 
Lemma 2.2. Given 0< 
< <  there is Y
, so that for any solution u of (2.1),
x >Y
,, u(x)
 ⇒ u(x + t) <  for all t > 0.
Proof. Note that
u′ = 1 − gh(u)< 2 + |g| := c > 0. (2.6)
Take <(− 
)/c and Y
, =X
,, from Lemma 2.1. Let x >Y
, satisfy u(x)
 and suppose, if possible, that there
is z>x so that u(z) =  and u(w)<  for all w ∈ [x, z). Put y = z − . Then for all w ∈ [y, z]
u(z) − u(w)< c(z − w)c(z − y)< − 
.
Thus u(w)>u(z) − ( − 
) = 
. In particular, this shows x <y <z and permits us to apply Lemma 2.1 over [y, z]
to obtain a point w ∈ (y, z) where u(w) = 
. This contradiction shows that no such point z exists and establishes the
result. 
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Corollary 2.3. Let u be a solution of (2.1). If lim infx→∞ u(x)<  then
lim sup
x→∞
u(x)0.
Proof. Byassumption there is ∈ (/2, ) andxn → ∞withu(xn)2− for eachn. Suppose lim supx→∞ u(x)> 0,
so there is 
 ∈ (0, − /2) and yn → ∞ satisfying
u(yn)> 2
 (2.7)
for each n. Now 2 − <  so by Lemma 2.2 (with 2 −  in place of 
), there is N1 so that u(x)<  for all x >xn
with n>N1. Further 2
<  and so by Lemma 2.1 with  = 1, say, there are N2 and zn > yn so that u(zn) = 
 for all
n>N2. Now applying Lemma 2.2 again (with  replaced by 2
), we can ﬁnd N3 so that u(x)< 2
 for all x > zn and
n>N3, contradicting (2.7). 
Various parametric versions of the above results can be given, but the following will sufﬁce for our later purposes.
Lemma 2.4. With g and h as above, suppose u satisﬁes u′ = 1 − (g − )h(u) on [0,∞) with u(a) continuous in
0 for some ﬁxed a0. If u0(x) → 0 as x → ∞, then there is > 0 so that
0< <  ⇒ lim sup
x→∞
u(x)< .
Proof. We ﬁrst note that (2.2), (2.3) continue to hold with g replaced by g −  for small enough > 0. In like manner,
Lemmas 2.1, 2.2 also hold with the quantities X
,,, Y
, chosen independent of , for small positive .
Now choose 
 ∈ (0, /2) and x0 so that
u0(x)< 
 for all xx0. (2.8)
Since under our hypotheses u(x0) is continuous in , we see that u(x0)< 
 for all small enough > 0. Suppose that
for each > 0 there is <  for which
lim sup
x→∞
u(x). (2.9)
Then there is y >x0 so that u(y)=
. If the y accumulate at a ﬁnite y0 as  → 0, we see that u0(y0)=
, contradicting
(2.8). Thus y → ∞ as  → 0. By the -dependent version of Lemma 2.2 (with 2
 in place of ), there is > 0 so that
u(x)< 2
 for all  ∈ (0, ) and all x >y, contradicting (2.9). 
3. Prüfer angles
We now consider the ﬁrst-order equation
′(, x) = 1 − (q(x) − + 1)sin2(, x), ′ = d/dx (3.1)
on [0,∞) where q ∈ L1loc[0,∞) satisﬁes (M0) and (M1). We note that this equation is of the form considered in
Section 2 with
g := q − + 1, h(u) := sin2u. (3.2)
We assume an initial condition of the form
(, 0) =  ∈ [0, )
for (3.1), and then
cot (, x) = y
′(x)
y(x)
for any nonzero solution of (1.1), (1.2).
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Lemma 3.1. For a given  ∈ R, there is an integer n = n()0 so that
n< (, x)< (n + 1) for all x sufﬁciently large.
Proof. Suppose
(, x) → ∞ as x → ∞. (3.3)
Let 0< 
< <  and put
xn = min{x|(, x) = n+ 
}, n1.
Since
n+ 
− = (, xn) − (, 0) =
∫ xn
0
′(, t) dt
(1 + || + |q|)xn,
we see that xn → ∞ as n → ∞.
We now use Lemma 2.2 to ﬁnd Y
, and ﬁx N so that xN >Y
,. Note that u(x) := (, x) − N satisﬁes (2.1) with
(3.2) and that u(xN) = 
. Thus Lemma 2.2 then gives u(x)<  for all x >xN , contradicting (3.3). Since [1, Theorem
8.4.3]
(, x) increases through multiples of , (3.4)
(, x) must therefore be trapped between neighbouring multiples of  for large x. 
This result enables us to make the following.
Deﬁnition 3.2. For each integer n0 we deﬁne
	n = { ∈ R|n< (, x)< (n + 1) for all x sufﬁciently large},
	+n = { ∈ 	n|(, x) → (n + 1) as x → ∞},
	−n = { ∈ 	n|(, x) → n as x → ∞}.
We note that if  ∈ 	n\	+n then by Corollary 2.3 and (3.4) we have  ∈ 	−n , so
	n = 	−n ∪ 	+n . (3.5)
We now explore the sets 	±n in more detail.
Lemma 3.3. For each n,	−n is open.
Proof. Suppose  ∈ 	−n , so there is x0 such that n< (, x)< (n+1) for all xx0. Then (3.4) and the monotonicity
of  in  show that for small enough < 0, n< ( + , x)< (, x) for all xx0. In particular, ( + , x) → n
as x → ∞ so +  ∈ 	−n .
Next we apply Lemma 2.4 with a = x0, u = (+ , x) − n and small enough > 0 to give lim supx→∞ (+
, x)< (n + 1). Corollary 2.3 and (3.4) now imply that +  ∈ 	−n . 
Lemma 3.4. For each n,	+n consists of at most one point.
Proof. Assume , ˜ ∈ 	+n with < ˜ and write = ˜− > 0, (x) = (n + 1)− (, x), ˜(x) = (n + 1)− (˜, x)
and = − ˜. Thus (x), ˜(x) and (x) are all positive and tend to zero as x → ∞. For M large enough we deﬁne
xm for m>M so that
(x)<(xm) = 1/m for all x >xm, (3.6)
and we note that xm → ∞ as m → ∞.
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A simple calculation with g = q − + 1, g = q − + 1, yields
′ = (g − g)(sin2− sin2˜) + g(sin2− sin2˜) +  sin2˜. (3.7)
If g0, we see from (3.7) that ′0 so (x)1/m for x >xm, contradicting (3.6). Hence we shall assume that g < 0.
We shall also take m large enough to ensure that
, ˜ ∈ (0, /2). (3.8)
Using (3.7) we have
′g(sin2− sin2˜) = g sin(+ ˜) sin
g, (3.9)
and hence (3.6) gives
(xm + t) 1
m
eg (3.10)
for t ∈ [0, 1].
Now put m = {x ∈ [xm, xm + 1]|G(x)< 0}, where
G = g(sin2− sin2˜) + sin2˜
represents the ﬁnal two terms on the right side of (3.7). Then on m,
sin2>
(
1 − 
g
)
sin2 ˜,
so
sin>
(
1 − 
g
)1/2
sin ˜= (1 + ) sin ˜, (3.11)
say, where > 0. Using the inequalities sin− sin ˜< and sin ˜> 2˜/, which follows from (3.8), we obtain from
(3.11)
> sin− sin ˜> 2˜

on m. (3.12)
Now we can use (3.6) and (3.12) to reﬁne our previous analysis of (3.9), giving
sin2− sin2˜= sin(+ 2˜) sin(+ 2˜)< 1
m2
(1 + /) (3.13)
on m.
In the other direction,
sin2− sin2˜= sin(+ ˜) sinsin2 4
2
2
, (3.14)
since 0<< /2 by (3.8). Thus we can integrate (3.7) across [xm, xm + 1] to give, via (3.10)–(3.14),
(xm + 1) − 1
m

∫ xm+1
xm
(g − g)(sin2− sin2˜) +
∫
m
G
 1
m2
(∫ xm+1
xm
4e2g
2
(g − g) +
(
1 + 

)
g
)
> 0
for m large enough, by virtue of (2.3). Hence (xm + 1)> 1/m, contradicting (3.6). 
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Remark 3.5. Analogues of Lemmas 3.3 and 3.4 (for sets of the form Sn =⋃nk=0	k) are given in [5, Proposition 14],
but the proof depends (via [5, Lemma 11]) on superlinearity of q. For Molcˇanov potentials, q(x) need not even tend to
∞ with x, and this complicates our analysis considerably.
4. The points n
Let us deﬁne
n = sup	−n ,
for n = 0, 1, 2, . . . . It follows from [1, Theorem 8.4.6] that
(, x) → ∞ as  → ∞ for any x > 0. (4.1)
Thus each 	−n is bounded above and so n <∞. The next result (which is well known for bounded intervals) gives
more, at least for n = 0.
Lemma 4.1. 	−0 
= ∅.
Proof. Choose  ∈ (, ), > 0 so that  := −+ sin2> 0, and  sufﬁciently negative to ensure
(q − + 1)> 1. (4.2)
We claim that  ∈ 	−0 . If this fails then (, x) for some x, so a minimal value x0 exists such that (, x0) = .
Choose a sequence xn, n1 with xn ↑ x0, so
− (, xn)> 0 (4.3)
for all n1. On the other hand, for n large enough,
t ∈ (xn, x0) ⇒ sin2(, t)> ,
so
− (, xn) =
∫ x0
xn
′(, t) dt

∫ x0
xn
[1 − (q − + 1)sin2(, t)] dt
< 0
by (4.2). This contradicts (4.3), and our claim is established. 
We are now ready to give a complete description of the sets 	±n .
Theorem 4.2. The n, n0, are ﬁnite and increase strictly with n to ∞.
Setting −1 = −∞, we have for all n ≥ 0
	−n = (n−1, n), 	+n = {n}, 	n = (n−1, n].
Proof. First consider the case n= 0. By Lemma 4.1 and the preceding remarks, 0 is ﬁnite and since (, x) increases
with  for ﬁxed x, Lemma 3.3 shows that 	−0 = (−∞, 0).
Suppose 0 /∈	0. Then (0, x)>  for some x by (3.4). Thus for sufﬁciently small < 0, (0 + , x)>  so
0 + /∈	0. This contradicts the fact that 0 + belongs to	−0 , so in fact 0 ∈ 	0. By (3.5) and Lemma 3.3, 0 ∈ 	+0 ,
so Lemma 3.4 gives 	+0 = {0}, and the case n = 0 is established.
We now proceed by induction on n, so assume 	−n−1 
= ∅, 	+n−1 = {n−1}. Then (n−1, x) → n as x → ∞ and
for small enough > 0, u(x) = (n−1 + , x) − n satisﬁes lim supx→∞ u(x)<  by Lemma 2.4. With (3.4) and
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Corollary 2.3, this yields n−1 +  ∈ 	−n showing 	−n 
= ∅. Now we can essentially repeat the arguments used for
n = 0 to show 	−n = (n−1, n), 	+n = {n}.
Finally, we note by Lemma 3.1 that for any  ∈ R there is n = n() satisfying n > . Thus the n cannot have a
ﬁnite limit. 
We can summarize some of our conclusions so far as follows.
Corollary 4.3. (i) For all real , () = limx→∞ (, x) exists as a multiple of .
(ii) () is constant in , except for jumps at n given by
(n−) = n, (n) = (n+) = (n + 1), n0.
(iii) For any nonzero solution of (1.1), (1.2), (, x) approaches (n + 1) from below as x → ∞ if, and only
if, = n.
It is in the sense of (iii) above that we can regard such solutions (or “eigenfunctions”) of (1.1), (1.2) as satisfying a
“boundary condition at inﬁnity”.
It remains to connect the above constructions with the L2(0,∞) operator T∞ deﬁned in Section 1.
Corollary 4.4. The n are precisely the eigenvalues of T∞, and the corresponding eigenfunctions all have n zeros
in (0, 1).
Proof. Suppose y satisﬁes (1.1), (1.2). Then by Lemma 3.1, y has a ﬁnite number of zeros, so by scaling if necessary
we can assume that y is ultimately positive.
If (, x) approaches a multiple of  from above, then y′/y = cot (, x) → ∞, and we can select X so that
cot (, x)> 1 for xX. Then we have, for xX∫ x
X
y′
y
=
∫ x
X
cot (, t) dt > x − X
and so
y(x)> y(X)e(x−X)
showing that y /∈L2(0,∞).
If (, x) tends to a multiple of  from below, then y′/y = cot (, x) → −∞, and we can select X so that
cot (, x)< − 1 for xX. Then as above we come to
y(x)< y(X)e−(x−X)
for xX, and this leads to y ∈ L2(0,∞).
Thus by Theorem 4.2, if = n for some n (resp.  
= n for any n) then  is (resp. is not) an eigenvalue of T∞.
The ﬁnal contention follows from Corollary 4.3(iii). 
Remark 4.5. An analogue of Corollary 4.4 is given in [5, Proposition 14], but the proof there is relatively involved,
and it depends on both of the extra conditions on q mentioned in Section 1.
5. General summary
We remind the reader of our standing assumptions at the beginning of Section 1—in particular, (M0) holds throughout.
So far we have discussed only the point spectrum of T∞, but the relevant results may be expressed more generally as
follows.
Theorem 5.1. If (M1) holds, then the spectrum of T∞ is discrete, and the eigenvalues and eigenfunctions satisfy
Corollary 4.4.
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Proof. This follows from [6, Theorem VIII.4.1] and our earlier analysis. 
On the other hand it is also known ([6, TheoremVIII.4.1]) that (M1) is necessary for T∞ to have a discrete spectrum.
Combining this with our results and with the oscillatory characterization of essential spectra we can give a broader
summary of our results as follows.
Theorem 5.2. The following are equivalent:
(i) (M1) holds.
(ii) The spectrum of T∞ is discrete.
(iii) The results of Sections 3 and 4 hold.
(iv) For each ﬁnite , () exists ﬁnite.
(v) For each ﬁnite , (, x) is bounded for x0.
(vi) The differential equation (1.1) is nonoscillatory for each  if b = ∞.
Proof. The equivalence of (i) and (ii) follow from Theorem 5.1 and the necessary condition [6, Theorem VIII.4.1]
noted above. Then the implications (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒ (vi) are obvious or follow from the previous sections.
Now if (vi) holds then the inﬁmum of the essential spectrum of T∞ is +∞ (see [10, Theorem 14.6]). Thus T∞ has
discrete spectrum, i.e., (ii) holds. 
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