Abstract. This paper deals with two-step hybrid block method with one generalized off-step points for solving second order initial value problem. In derivation of this method, power series of order nine are interpolated at the first two step points while its second and third derivatives are collocated at all point in the selected interval. The new developed method is employed to solve several problems of second order initial value problems. Convergence analysis of the new method alongside numerical procedure is established. The performance of the proposed method is found to be more accurate than existing method available in the literature when solving the same problems.
Introduction
This article considered the solution to the general second order initial value problem (IVPs) of the form y = f (x, y, y ), y(a) = δ 0 , y (a) = δ 1 . x ∈ [a, b].
(
Equation (1) occurs in different fields of applied mathematics, among which are elasticity, fluid mechanics, and quantum mechanics as well as in engineering and physics. The existence and uniqueness of the solution for these equations have been discussed in [11] . In general, finding the exact solutions of these equations is not easy. Over the years,
Development of the Method
In this section, two step hybrid block method with one generalized off-step points i.e x n+s for solving (1) is derived. Let the approximate solution of (1) to be the power series polynomial of the form:
where x ∈ [x n , x n+2 ] for n = 0, 1, 2, ..., N − 1 with r represent the number of points and h = x n − x n−1 is a constant step size of partition of interval [a, b] which is division as a = x 0 < x 1 < ... < x N −1 < x N = b.
Differentiating (2) twice and thrice yields
y (x) = f (x, y, y ) = q+d−1 i=2
y (x) = d(x, y, y , f ) =
Interpolating (2) at x n , x n+1 and collocating (3) and (4) at all points in the selected interval produces ten equations which can be written in matrix of the form:
where
Gaussian elimination method is Employed on (2) to give the unknown values of a i s, i = 0(1)9. Substituting these values into equation (2) produces the following a continuous implicit scheme
The first derivative of equation (6)with respect to x gives
where 
Equation (6) is evaluated at the non-interpolating point x n+s and x n+2 while Equation (7) is evaluated at all points to give the discrete schemes and its derivative. The discrete scheme and its derivatives are then combined in a matrix form as below
−(s−1)(−15s 8 +128s 7 −358s 6 +140s 5 +1148s 4 −2380s 3 +740s 2 +110s−82) 10080s 2 (112s 3 −87s 2 +29) 840s 3 (−1560s 3 +315s 2 +96s−41) 5040s 3 h −(−1122s 3 +522s 2 +123s−92) 10080s 3 h (45s 9 −378s 8 +1098s 7 −840s 6 −2016s 5 +5040s 4 −3120s 3 +630s 2 +192s−82)
5040s 2 h (15s 8 −144s 7 +546s 6 −1008s 5 +840s 4 −354s 2 +210s−41) 10080s 2 h (318s 2 −558s+343)
The elements of C n+1 and D n+1 are shown in Appendix A. Multiplying (8) with the inverse of K gives
where K (0) is 6 × 6 identity matrix and
The elements ofC n+1 andD n+1 are presented in Appendix B
Properties of the Method

Order of the Methhod
Extending to [7] , the linear difference operator L associated with main block of (9) is defined as 
Definition 3.1 Hybrid block method (9) and associated linear operator (10)are said to be of order p, ifC 0 =C 1 =2 = · · · =C p+2 = 0 andC p+2 = 0 with error vector constants C p+2 .
Employing Definition (3.1)into equation (9) yields ∞ j=0
This gives, the new method of order [8, 8, 8 
Zero Stability
According to [4] , the block method is said to be zero stable if the roots of the first characteristic function π(x) satisfies that |x z | ≤ 1, and if |x z | = 1 then, the multiplicity of x z must not greater than two. In order to find the zero-stability ofŶ M , π(x) = |x I −B| = 0 is solved where I andB are 3 × 3 identity matrix and coefficients matrix of y n respectively. This is demonstrated below
whose solutions are x = 0, 0, 1. Hence, our method is zero stable for all s ∈ (1, 2)
Consistency
Two step hybrid block method (9) is said to be consistent if its order greater than or equal one i.e. P ≥ 1. Therefore, our method is consistent for all s ∈ (1, 2).
Convergence
Theorem 3.1 (Henrici, 1962) . Consistency and zero stability are sufficient conditions for a linear multistep method to be convergent, [10] .
Since our method is zero stable and consistent, this implies that it is convergent for all s ∈ (0, 1).
Numerical Results
In this section, we test the effectiveness and validity of our newly derived scheme in equation (12) by applying it to some second order differential equations. All calculations and programs are carried out with the aid of Maple 13 software.
In finding the accuracy of our methods, the following second order ODEs are examined. The new block methods solved the same problems the existing methods solved in order to compare results in terms of error. Exact solution:
y(x) = 1 + 
Error in our method
Errors in [3] 1.003125 1.003076525857696100 1.003076525857589300 1.0680E −13 8.30E −8 1.006250 1.006057503083516400 1.006057503083044100 4.7228E −13
1.16E −6 1.009375 1.008944995088837600 1.008944995106134400 1.7296E −11 6.63E −6 1.012500 1.011741018167988700 1.011741018202483700 3.4495E −11 9.49E −6 1.015625 1.014447542686413900 1.014447542754808500 6.8394E −11
1.95E −6 
Conclusion
Hybrid block method with step length two and one generalized off-step point s ∈ (1, 2) has been developed. The new method was established to be convergent with order, at least, eight for all equations in the proposed block. The derived method able to solve both linear and non-linear second ODEs problems without converting to the equivalents system of first order ODEs. The generated results, as appear in the tables 1-3, shown that the derived methods are notable better than those methods in literature. 
