ABSTRACT Rising popularity of online gaming and video streaming applications are making tremendous data demands on cellular networks. With higher resolutions, novel multimedia services, and ubiquitous video streaming, the objective to fulfill the quality constraints becomes critical and challenging. It is important that a network operator is able to optimize its resource usage while being able to guarantee the quality of service (QoS) to its subscribers. To this regard, we first propose a methodology to evaluate the upper limits on the traffic volume and the usage of resource blocks for a single cell to ensure seamless video streaming in dense urban environments. By applying these upper limits to the cells distributed in a large area, we subsequently investigate if the deployed spectrum of a network operator is sufficient to address the traffic demands without compromising the QoS. In particular, the upper limits are evaluated by considering practical resource usage pattern of video streaming along with the spectral efficiency analysis. Our statistical study is based on real time, in-field measurements from live LTE-A systems in Seoul, South Korea. Moreover, using system level simulations we forecast the average spectral efficiency of a cell which can be utilized to predict the cell traffic volume per hour. The understanding of current practical resource usage in LTE-A systems along with the methodology proposed in this paper can help network operators for efficient future spectrum deployments.
I. INTRODUCTION
One thing has become very clear over the recent past is that the wireless applications generate an avalanche of global mobile traffic, which is predicted to reach zetabyte range per year by 2021 [1] . Of this, the size-able contribution is expected to come from video content traversing the network. According to Cisco VNI forecast, the video traffic will surpass 185 exabytes per month in the year 2021 [1] . In view of this unprecedented growth in video streaming demands along with increasing user density and quality expectations, industry, researchers, and even the governments are focusing on ways to effectively utilize the available frequency specThe associate editor coordinating the review of this manuscript and approving it for publication was Adnan Shahid. trum for improved broadband access in dense areas. While the data demands are expected to keep soaring, the spectrum resources are sparse. The limited availability of spectrum resource for conducive wireless communications is a compelling challenge that cannot be ignored. To achieve spectrum demands, new and more frequency blocks in high frequency mmWave range are being incorporated in New Radio of 5G networks [2] , [3] . However, it is notable that the range of frequencies that facilitate wireless links between users and base stations (or eNodeBs), is not unlimited and therefore is very precious. Limited availability of radio frequency spectrum necessitates careful management of the spectrum not only for the network operators but also for the governments [4] .
Over the recent past, several mobile network operators have participated in mobile spectrum auction for obtaining the spectrum (mostly sub 6 GHz) to accommodate the mobile traffic demand generated by subscriptions. At these sub 6 GHz frequencies, the propagation characteristics are reliable over several kilometers [5] resulting in their current widespread deployment. Considering the cost, convenience and popularity, it is neither simple nor prudent to ignore frequencies below 6 GHz. Over 580 mobile network operators use 4G LTE-A technology worldwide and many of them have a progressive plan to deploy 5G New Radio network in 2020. It is crucial from these network operators' point of view that the resource usage is optimized without compromising the Quality of Service (QoS) while also being capable of predicting the saturation point when the currently deployed spectrum is insufficient to support the demands of subscribers.
In most cases, LTE-A network operators use 10 or 20 MHz bandwidth in the band class categorized by 3GPP (3rd Generation Partnership Project) for global frequency harmonization. The network operators usually employ multiple 10/20 MHz bands. With the fixed spectrum bandwidth already deployed, the rise in the number of smart devices results in decrease in the supportable data rate per user. Therefore, we believe that the operators should utilize certain percentage of available resources on the average sense while reserving remaining for new incoming users, in order to avoid critical degradation of LTE services. In this paper, we propose an evaluation methodology for the utilization threshold of the LTE-A spectrum beyond which the network operators would not be able to provide their subscribers reasonable QoS. As one of the mostly typical LTE services, we consider the QoS provision for video streaming. The proposed measurement-based evaluation methodology consists of four steps: 1) measuring the spectrum utilization of video streaming for a user in dense-area cells, 2) analyzing the cell average spectral efficiency of the current LTE-A systems by combining in-field measurements and system level simulations, 3) observing the average traffic volume supportable by a cell in a hourly scale, 4) comparing the traffic volume and the spectrum utilization of the cells, in a city level, to the corresponding upper limits. The approach presented in this paper may also serve for the future spectrum resource management or redeployment [6] . More precisely the contributions of the paper are as follows:
• We present the upper limit of the resource block (RB) utilization that guarantees seamless video streaming service to the new user even at the cell edges. We also investigate the resulting upper limit on the cell traffic volume per hour. The two upper limits are then used to examine if the current deployed spectrum is sufficient from the view point of network operators. We elaborate on how the two aforesaid limits are dependent on required data rate for high-definition (HD) video streaming and spectral efficiency evaluations.
• The required data rate is obtained by real time and in-field measurement of the resource usage pattern while considering an exemplar mobile video streaming.
By considering YouTube service as a representative example, we measure the real time mobile traffic for the three major network operators in South Korea utilizing NETIMIZER Diagnostic Monitor Logger (DML) and NETIMIZER Diagnostic Monitor Analyzer (DMA) of the Spiretech make. Connecting to a user device, DML is capable of collecting physical layer raw signal of the user device while DMA is a software tool for extracting LTE-A related parameters of the user from the raw signal.
• Subsequently, average cell spectral efficiency (SE) is evaluated through system level simulations (SLS) while the simulation scenarios are set according to real time and in-field data measurements. USRP (B-210) is used for collecting signals transmitted by eNodeBs in live LTE-A networks in Seoul. While DML and DMA are used for analyze the parameters specified for a single user, the USRP-based measurement enables us to analyze the cell (or system) related parameters. The collected data is used for parameter conditioning in SLS.
We not only present the average values of SE, but also forecast the SE values for the years to come.
• Simulations are carried out using the modified Vienna LTE-A simulator. Unfortunately, the original Vienna simulator and the previously presented SE simulators are not available for 256 QAM (Quadrature Amplitude Modulation) module [7] - [9] . Thus, By implementing 256 QAM into the original Vienna simulator, we computed the average cell SE of LTE-A systems with 256 QAM.
• Finally, utilizing the data of the cells in Seoul, which is provided by a major network operator in South Korea, we evaluate the ratio of cells that manifest higher than the computed upper limits on the traffic volume per hour and the RB usage ratio per cell. The analysis can help to foresee if the current bandwidth is sufficient to provide subscribers reasonable QoS from the view point of network operators. The rest of the paper is organized as follows: In Section II, we present the literature survey and research background. In Section III, we describe the overall procedure to determine the upper limits on the usable RBs in a cell and the cell traffic volume per hour. Section IV, first introduces our methodology to collect real time data in the current LTE-A systems which is followed by analysis of the measured data to obtain the data rate required for seamless video streaming. In Section V, we delineate the SE analysis while focusing on the both in-field measurements and SLS. In Section VI, the results on the upper limits are derived and are then applied to investigate the sufficiency of network operators' spectrum deployment. Finally, conclusion is drawn in Section VII.
II. RESEARCH BACKGROUND
Recently, several techniques, like cellular link bandwidth prediction, analytical model of connection density and user experienced data rate, urban traffic patterning and the likes 67864 VOLUME 7, 2019 have been analyzed in order to help network operators with the designing and deployment of the mobile radio networks [10] - [12] . Authors in [10] provide analysis to evaluate the levels of network capabilities in utilizing the spatial distribution. The methodology was designed to generate synthetic base stations with diverse realizations of connection density and user experienced data rate [10] . The patterns of mobile data consumption along with irregular activities were investigated in [11] . The aim of the work is to develop an understanding of mobile traffic consumption in urban areas. Machine learning based prediction framework is employed in [12] to firstly identify the important upper/lower layer features which are then applied to predict link bandwidth in real time. Though these recent studies were based on data analysis, they were not aimed at observing the resource usage upper limit that ensures satisfactory Quality of Service (QoS). To the best of our knowledge, the applicable limits that examine whether the given bandwidth is sufficient to provide subscribers good services per cell at the ground level, has not been reported in the existing literature. Moreover, not only our aim is novel, our methodology of data analysis is contemporary and comprehensive.
Cellular traffic, resource usage, handover, and the likes are measured in the recent research works for analysis of data in wireless networks [13] - [15] . While the measurement was carried out using test software TEMs pocket, the analysis was conducted by applying Active Analyzer software in [13] with the details of measurement techniques being minimal. In [15] , the practical measurement results were recorded for live LTE network using tool called NEMO Handy. Handover was observed while a file downloading transpired. Subsequently, the relationships among signal to interference and noise ratio (SINR), reference signal received power (RSRP), reference signal strength indicator (RSSI) and reference signal received quality (RSRQ) were analyzed to evaluate their effect on throughput. In [14] , authors highlighted the challenge of obtaining real network data that is crucial for planning, optimization and management. The data was collected using Online Watcher for LTE (OWL), an open source. Subsequently, software defined radio (SDR) is employed for analyzing traffic intensity and traffic pattern along with the correlation between the number of users and their generated traffic. Unlike the aforesaid works, our methodology is based on investigation of resource usage while streaming video at the cell edges. NETIMIZER DMA is utilized to extract the required parameters from the raw signals. We also use USRP (B-210)-based measurement platform to obtain downlink control information (DCI) delivered in physical downlink control channel (PDCCH) in every LTE-A subframe. DML tool, connected to a user equipments (UEs), provides RSRP and the data from DML is saved with GPS coordinates. The measured values are integrated with SLS. The comprehensive details of our methodology are elaborated in the Sections IV and V.
III. OVERALL PROCEDURE TO DETERMINE UPPER LIMITS
Radio network performance is evaluated on the basis of key performance indicators (KPIs), such as data rate, spectral efficiency, bandwidth, control plane latency, user plane latency, reliability, battery life, mobility, etcetera. However, while estimating the spectrum allocation requirements and efficiency of network resource utilization, it is the spectral efficiency (SE) that plays the major role [16] . The largest spectrum demand is always in urban regions as they exhibit typically dense wireless traffic environments. Based on the analysis of the traffic of sampled LTE-A cells in urban regions [16] , it can be considered that the average cell SE in the downlink is one of the most important KPI parameters.
SE is closely linked to the channel quality indicator (CQI) reported by users. According to 3GPP releases, CQI is determined by the measured SINR at each user. The higher is the SINR, the higher is the CQI. In succession, the CQI corresponds to a modulation and coding scheme (MCS) index through the mapping table presented in 3GPP releases. In turn, the MCS index and number of usable RBs can be used to determine the transport block sizes (TBS) with the duration of 1 ms transmission time interval (TTI). Thus, there is close association between SINR (or CQI, MCS index), the number of RBs in a cell, TBS and the cell SE. In view of these relationships, we try to determine the upper limits on the RB usage such that the QoS is not compromised while users receive video streaming service in a dense urban environment. Subsequently, this understanding along with the SE analysis is used to derive cell traffic volume per hour.
We consider video streaming service for our analysis as it constitutes as the major contributor to the spectrum bandwidth usage [1] . Recently, Ericsson reported that video streaming accounted for from 56% of mobile data traffic in 2017 and it is expected to further rise to 73% by 2023 [17] . At present, many subscribers enjoy standard-definition (SD) video (480p) or HD video (720p) streaming service through YouTube or Netflix in urban lifestyle. Recent survey in U.S showed that YouTube is popularly used by almost three-fourth of the adults in the country. Moreover, 94% of these users are aged between 18 to 24 years [18] which roughly translates that the popularity is here to stay. The increase in video streaming raises a few important questions: 1) What is the required data rate (R req ) for satisfying seamless HD or full-HD video streaming service at the cells in dense urban environment? 2) How many RBs are needed to maintain the R req in the downlink at cell edges? 3) What ratio of usable RBs should the operator reserve at each cell for maintaining seamless video streaming for a new incoming user so as to avoid degradation of service? 4) What is the long term impact of reserving RBs for seamless video streaming on the cell traffic volume? In the current commercial networks, the network operators leverage the parameters of radio network optimization in relation to capacity and data rate on a finite bandwidth in a cell. Note that the case of cell edge has to be considered as we are looking towards seamless mobile service which is an important measure for good QoS. To address the aforesaid questions we consider a simple equation
where η e is the downlink spectral efficiency at cell edges in bits/s/Hz and f RB is the bandwidth of an RB which can be exactly taken as 180 KHz for the evaluation, and N u represents the number of RBs required for maintaining R req at cell edges. Then, N u can be obtained by manipulating the equation (1) as
Thus, if we can ascertain the required data rate for the video streaming along with spectral efficiency at cell edges, we can determine the number of RBs that are required for seamless video streaming service. According to our survey from the network operators, we have checked that when establishing the LTE-A networks in a large area like city scale, the eNodeBs are deployed to satisfy the minimum SE of 0.75 bps/Hz at cell edges. Later, our extensive measurements in Gangnam area also confirmed the same and in this paper, we apply η e as 0.75 bps/Hz.
When a user crosses the cell edge and moves from one cell to another, the new cell should be able to provide uninterrupted video streaming to this new incoming user. Thus, it is important that RBs, to support R req data rate, for at least one incoming user are reserved in the cell for all times to ensure seamless video streaming. Defining that N t is the total number of RBs available in the cell out of which N u RBs are reserved for seamless streaming at the cell edges, we can obtain the upper limit on the ratio of usable RBs ( r ) as
r can be defined as the upper limit on percentage of RBs that the cell can use out of a total of N t RBs in order to guarantee seamless video streaming for the new user at cell edges.
Finally, we can obtain the upper limit on the cell traffic volume per hour (T u ) in the unit of bytes/cell/hour when r portion of RBs are used by the cell at anytime. T u can be computed as
where η avg is the average downlink cell SE. Since f RB and N t are fixed values, both r and T u can be obtained if R req and downlink cell SE values are known. Unfortunately, in practice it is difficult to find accurate values for R req and the average cell SE (η avg ). In the subsequent sections, we present methodologies to compute these two values.
• Data rate evaluations: In section IV, we first present a measurement-based methodology to find the required data rate (R req ) for the mobile video streaming. We physically download video at the cell edges from live LTE-A systems. Then the measured data is analyzed to ascertain R req that can support video streaming in a cell.
• Average SE evaluations: In Section V, we elaborate on the methodology applied for analyzing downlink cell SE. The data set measured from real-field is utilized to assist SLS in obtaining η avg .
We would like to emphasize that investigating the upper limits for the cell traffic volume and the RB utilization that guarantees the seamless video streaming is not a dynamic process. Thus, the elaborate measurements are worth the effort since they provide fundamentals for QoS provision. We believe that the exemplar methodology provided in this paper can also be extended to future 5G networks. In Fig. 1 , we have summarized our contributions and the overall procedure.
IV. DATA RATE REQUIRED FOR HD VIDEO STREAMING
In this section, we introduce the measurement-based methodology to evaluate resource usage pattern while considering mobile video streaming. Subsequently, the measured data is analyzed to estimate the data rate that is required to enable HD video streaming.
A. METHODOLOGY FOR DATA COLLECTION
As the aim is to provide quality broadband service to users in the dense areas, we selected Gangnam area in Seoul, South Korea for our measurements. Gangnam, is believed to have the highest population density in Seoul and therefore, is the perfect representation of a rough communication environment. Additionally, we focus our measurements on cell edge conditions since seamless mobile service is one of the key requirement. The details of measurement are elaborates as follows:
1) Set-Up: Three smart phone devices from three major network operators in South Korea were utilized for the measurements while their frequency and bandwidth were set as given in Table 1 . We use OPT-A, OPT-B, and OPT-C to represent the network operators, SKT, KT, and LGU+ where the order is random to maintain the anonymity (OPT-A does not necessarily represent SKT). The smart phones were connected to DML to collect the raw signals and they were on board a slowly driven vehicle that scanned through most of the roads in an area enclosed by dashed red line in Fig. 2 . 2) Parameters: Using real time mobile traffic data thus collected by DML and analyzed by DMA, several LTE related parameters such as, dominant cell PCI (Physical Cell Identities), neighbor cell PCI, RSRP, SINR were retrieved. A representative example is presented in Fig. 3 where dominant PCIs of OPT-A are highlighted for the coverage marked by solid blue line in Fig. 2 . Different colors represent different dominant cell PCIs, that is, the eNodeB IDs that provide the strongest signal to the device. 3) Coverage: The scanned data was utilized to obtain the average cell coverage for each network provider in Gangnam area. The average cell coverage (C avg ) is evaluated as
where N PCI is the total number of dominant cell PCIs recorded in the measured area. The average cell coverage areas for OPT-A, OPT-B and OPT-C are where the dominant cell PCI intersected the neighbor cell PCI. We call it as handover point. Since Gangnam is very large area covered by small cells, we were able to find many such handover points. Amongst these identified handover points, the ones with low SINR and large number of neighboring cells were shortlisted as they represent the most rough communication environment. RSRP at the shortlisted handover points was measured by physically visiting them. Finally, the points where the measured RSRP of the neighboring cell became close to that of the dominant cell (with difference of around 2dB) were selected as cell edges for our experiment. 5) Video Streaming: YouTube service is considered as a representative to emulate the video streaming environment. YouTube HD video (available on https://www.youtube.com/watch?v=ttz4Sr0tZFg) with the setting of 720p and 30 frames per second (fps), was downloaded at the identified cell edges obtained by aforesaid methodology for 5 minutes. The total size of 5-minutes video is 65 MB.
B. DATA ANALYSIS
DMA is a tool to extract the user related LTE parameters from the measured raw signal and the process is called parsing. Using DMA, we parsed the collected data in an interval of 1 ms (subframe) to obtain Layer 1 (L1) parameters like, dominant cell SINR, the number of RBs, TBS, etc. While, we expected relatively low SINR at the cell edges, the average SINR values were found to vary from 3 dB to 27 dB. There are two plausible explanations for the observed high SINR at the sampled cell edges: (i) with dense cell deployment, the cell coverage per cell is small which results in high received power at the smart phones, (ii) low interference may manifest due to some neighboring cells being in inactive mode i.e., possibility of no data transmission from neighboring cells at the time of measurements. We consider both the extremes, high SINR and low SINR for our analysis as shown in Fig. 4 which represents OPT-A's exemplar values. While Fig. 4 (a) delineates the assigned RBs and TBS observed over a time for average SINR of 24.953 dB, Fig. 4 (b) represents the same parameters for a lower SINR of 6.479 dB. It is interesting to note from Fig. 4 , that all the 50 RBs are assigned for video streaming for 51% and 64% of the observation instances when SINR values are 24.954 dB and 6.479 dB, respectively. It can be interpreted that the user with low SINR is assigned the all the resource as long as there are available RBs. However, with lower SINR the assigned TBS is relatively small. For the higher SINR the average of assigned TBS is 55.49 Kbits and for the lower SINR the average assigned TBS value is 19.64 Kbits. Another important observation can be obtained from Fig. 4 is that for the 5 minutes of video download, while 24.954 dB SINR manifests 10, 447 number of resource assignment subframes, SINR of 6.479 dB exhibits almost thrice (29, 782) subframes. In both the cases the total bits served is almost similar (72 and 73 MB). Therefore, to overcome impediments of low SINR, the system needs more resource assignments in the time domain. As aforesaid, the video streaming at the cell edge was performed for 5 minutes with video size of 65 MB. However, the total served bits are observed to be around 73 MB. This is because of the overheads at L1 which can be evaluated as 
In general, control headers that are introduced to the upper layer packets along with the possible re-transmissions (caused by channel errors) contribute to the overhead at L1.
C. DATA RATE EVALUATION
Based on our extensive data measurement and analysis, we evaluate the real time and practically obtained L1 data rates at cell edges. Evaluating data rate is important as it indicates the size of bits transmitted per unit time and can be expressed by the formula
The data rates for three network operators (OPT-A, OPT-B and OPT-C), obtained from the measured number of samples, are shown in Fig. 5 . While each bar represents the average value of data rate, each line segment delineates the standard deviation. The average data rates for OPT-A, OPT-B and OPT-C are respectively, 1. 
V. AVERAGE SPECTRAL EFFICIENCY
In this section, we determine the average downlink cell SE (η avg ) through SLS where the setting of simulation scenarios is supported by in-field measurements. In particular, based on the in-field measurements, we check the transmission mode (TM) used in practical commercial networks. Note that TM is the most important parameter that directly affects the cell SE. We present our measurement methodology followed by details of integration of the measured data with SLS.
A. DATA MEASUREMENTS
The real field measurements were performed to extract the cell related LTE parameters in the commercial networks. The data set was collected around Gangnam area in Seoul at peak traffic hours. For instance, downlink signals were captured for the selected cell with our measurement platform near the exit 12 of Gangnam subway station in Seoul as shown in Fig. 6 at around 7 : 00 PM in the evening when it is highly crowded. The details of measurement are as follow:
We employed USRP (B-210)-based measurement platform to obtain DCI and cell configuration information. USRP can do functions as a user receiver and can save in-phase and quadrature phase samples by utilizing analog to digital conversion. Subsequently, the processing of the received signal was performed based on user's receiver algorithm using a laptop as shown in Fig. 7 . The main purpose of this setting is to observe the control signal of eNodeB, i.e., physical downlink control channel (PDCCH), which is a function not supported by DMA which was applied in the measurements introduced in the previous section. 2) Measured Data: The data set comprised of DCI delivered in PDCCH at every subframe granularity. It can be decoded if C-RNTIs are known [17] , [19] . Unlike previous works where the focus was on seeking valid RNTI, we concentrate on the DCI format that was FIGURE 7. Platform to observe the resource usage of an eNodeB. performing SLS, we set more portions for TM3 in the following subsections. It is not difficult to imagine that for OPSM, the number of antennas embedded by the user devices may also affect the data rate of each user which further affects the average cell SE. We shall also take into account this aspects in SLS too.
B. SIMULATIONS THROUGH SLS
The average downlink cell SE could be obtained by utilizing SLS. We performed our simulations using Vienna downlink SLS. Unfortunately, the original Vienna simulator is not capable for 256 QAM (Quadrature Amplitude Modulation) module [7] , [8] which was already supported by commercial eNodeBs and user devices. Thus, we developed and then combined 256 QAM with the Vienna simulator. The modified set up is utilized to compute average cell SE for an LTE cell with 256 QAM which is also in accordance with the urban region scenario provided in 3GPP releases [9] . Table 2 shows the simulation parameters used for the modified Vienna simulator. The user scheduling algorithms is generally governed by operator's private policy and the operators do not open the algorithm they adopted. Therefore, like general simulations in the literature, we adopt the proportional fair scheduler which provides optimal performance while considering cell capacity and user fairness in a conventional manner. The fast fading channel module which was already integrated in Vienna SLS was used for modeling wireless channels as it reflects random characteristic of the real channel.
C. SE ANALYSIS
In the downlink of practical systems, eNodeBs and users have different supportable multiple input multiple output (MIMO) operations in a variety of TM modes over fading channels. It is notable that the cell SE largely depends on MIMO operations and TM distributions. The selection of TM depends on channel characteristics. Based on the test measurements around the gates of Gangnam subway stations in Seoul, South Korea, as mentioned before, it is found that most of the time DCI format 2A are used for PDSCH. As DCI format 2A corresponds to TM3 [20] , we can conclude that most users are operated with TM3. Therefore, for instance study, the percentages of TM1, TM2, TM3, and TM4 are chosen to 5%, 5 %, 80 %, and 10 %, respectively for SLS. For each TM ratio configurations, SE increases with the increase in the ratio of MIMO capabilities at both the eNodeBs and the users. Several smart phones with 2-antenna still remain in use even though 4-antenna devices were introduced in 2017 in the market. By considering the growth rate of number of active 4 × 4 MIMO capable devices and using the aforesaid SLS, we can obtain the average cell SE over years. The forecast is based on gradual increase in the percentage of eNodeBs and UEs with 4 × 4 antennas. It is to be noted that supporting 2 × 2 MIMO is the basic requirement of 4G LTE systems according to 3GPP release 8. Therefore, we set eNodeBs and the user devices are capable of supporting 2 × 2 MIMO in 2016 as the first commercial 4-antenna devices were introduced in 2017. Then, we gradually increase the portion of 4 × 4 MIMO operations for the both eNodeB and users over years. By considering the smart phone switching frequency in South Korea [21] , we assume that in each year, the portions increase by 20% and 10% for the eNodeBs and the users, respectively. By such a setting, through performing SLS we can obtain the average SE as shown in Fig. 8 . As expected with the increase in MIMO capabilities, the SE per year also gradually increases. While in the year 2017, average SE is 1.77 bps/Hz it increases to 1.88 bps/Hz in 2018 and so on.
VI. RESULTS AND APPLICATIONS OF THE UPPER LIMITS
To evaluate the upper limits introduced in Section III, we first consider 10 MHz bandwidth in 2.1 Ghz frequency as an example. We can obtain the following results.
• Elaborated in Section IV, we observed that in practice the average data rate of 2 Mbps is required for the smooth HD video streaming. Moreover, according to the data collected form samples cells in Gangnam area, the SE at cell edges is satisfied with 0.75 bps/Hz which was surveyed from the network operators in South Korea. Thus, using N t = 50 for 10 MHz bandwidth, R req as 2 Mbps, and η e as 0.75 bps/Hz, we can obtain the This upper limit could be considered as the threshold of (usable) RBs in a cell that the network operator can utilize (while reserving the rest) to guarantee its subscribers reasonable QoS without the critical degradation of LTE services.
• From Fig. 8 , we observed that the average cell SE is 1.77 bps/Hz in 2017. By applying r = 70% for 10 MHz bandwidth into (4), the upper limit on traffic volume can be calculated as 
Similarly the upper limit on the volume of cell traffic for the year 2018 can be obtained as 5.922 GB/hour/cell where we applied the average cell SE as 1.88 bps/Hz for 2018. As the average SE is expected to increase due to the higher MIMO modes supported by the user devices, the upper limit of traffic volume would also increase over years as shown in Fig. 9 . Note that increase in upper limit of T u does not necessarily mean that the network operator would be able to support seamless video streaming indiscriminately as will be elaborated in the subsequent discussion.
A. APPLYING THE UPPER LIMITS TO REALISTIC LTE-A NETWORKS
There is an essential need to study the spectrum challenge from the view point of network operators. It is important to investigate if current spectrum is sufficient to guarantee the QoS requirements of the subscribers. It is not difficult to expect that the spectrum bottleneck may initially occur in the dense urban areas where the network operators need to support high traffic volume. The evaluated upper limits were applied to the realistic LTE-A cell deployment in Seoul, South Korea with the aim to derive guidelines for spectrum addition.
While the upper limits evaluated so far could apply for a single cell, we should consider a large number of cells from the view point of network providers. Therefore, to guide if the current spectrum is sufficient or not, among the large number of cells in Seoul, we propose to consider the portion (or ratio) of the cells that exceed the both upper limits: the volume of traffic (Fig. 9 ) and the ratio of usable RBs (equation (8)). For example, the portion for 2017 and 2018 could be respectively expressed as
In the following, we introduce how to obtain the portion : 1) Data Collection: The data about the traffic volume and the RB utilization was provided by one of the network operators, OPT-A for 2.1 GHz frequency and 10 MHz bandwidth in Seoul, South Korea. The data collection pertains to five weekdays for the third week of March in 2017 and third week of February in 2018. Each entry in the observed data consists of cell ID, eNodeB location, cell traffic volume (GB/hour) and the average number of used RBs during the observation period. 2) Cell Sampling: As there are a large number of cells in Seoul while we have to observe a long time duration for each cell behavior, we perform the following sampling procedure to reduce the data size. For each weekday, over a window of 24 hours, the collected data is analyzed to obtain one hour of the highest RB usage ratio. . It is clear from the real time in-field measurements that the value of increased almost 10 times over the span of a year. With the evident steep increase in , it becomes crucial to understand about its limit beyond which the network operators should consider providing more spectrum.
B. THRESHOLD th
We can introduce a factor th as the threshold of the overall cell ratio for which the two upper limits are simultaneously not satisfied. This threshold could provide a guideline such that when becomes larger than th , the network operator should consider preparing for more frequency spectrum or deploying of additional co-site cells to reduce the traffic volume and RB usage. For instance, we can set the threshold to th = 50%. As the sampling cells were selected by the rule of the top 10% of cells in terms of RB usage with our methodology, = 50% would implicitly imply that the 5% of all total cells deployed in a city manifest less than 2 Mbps at the cell edge during the peak hour. We believe that 5% is a reasonable number to judge the QoS based performance of the network. For the case when is chosen as 50%, in the year 2018 ( Figure 10 ) the bandwidth is found to be sufficient to provide subscribers reasonable QoS since 2018 = 25.6% < 50%. This systematic approach not only provides assessments for the LTE deployment over years but can also serve for future spectrum management.
VII. CONCLUSION
Mobile traffic has been undergoing exponential growth due to rise in number of smart phones and popularity of video streaming applications. In this paper, we present two upper limits: (i) the traffic volume of a cell and (ii) the usage of resource blocks in a cell, for seamless video streaming in an urban region. Subsequently, the sufficiency of frequency band per cell is investigated by applying the evaluated limits. Our evaluations are based on the cell average spectral efficiency and the required data rate for video streaming that are obtained by real time and in-field measurements performed at Seoul, South Korea. Numerical simulations for obtaining the average SE are carried out using modified Vienna LTE-A simulator. We believe that understanding the complexity of video streaming in large urban environment is a very powerful approach to design a system with not only good QoS but also efficient spectrum utilization. At last, based on the proposed two upper limits, we investigated the portion of the cells which exceed the two limits among all the cells in Seoul. From 2011 to 2013, he was a Postdoctoral Fellow with the University of British Columbia, Vancouver, BC, Canada. From 2013 to 2014, he was a Research Professor with Gyeongsang National University, Tongyeong, South Korea. Since 2014, he has been with the Division of Electrical Engineering, Hanyang University, Ansan, South Korea, where he is currently an Associate Professor. His research interests include medium-access control and radio resource management for random access networks, and scheduling systems considering advanced signal processing and queuing performance. VOLUME 7, 2019 
