Abstract -In this paper, the problem of passivity analysis for neural networks with time-varying delays and norm-bounded parameter uncertainties is considered. By constructing a new augmented Lyapunov functional, a new delay-dependent passivity criterion for the network is established in terms of LMIs (linear matrix inequalities) which can be easily solved by various convex optimization algorithms. Two numerical example are included to show the effectiveness of proposed criterion.
Introduction
Recently, neural networks have been successfully applied in various science and systems in Engineering such as pattern recognition, image processing, signal processing, fixed-point computations, associative memory, and other scientific areas. In application of neural networks, the equilibrium points of the designed networks should be stable. Also, in the hardware implementation of neural networks, time delays often occurs due to the finite switching speed of amplifiers and the inherent communication of neurons. Since it is well known that the existence of time delays may cause poor performance, oscillation, or instability, the stability analysis of neural networks with time delays has been extensively studied.
For references, see [1] - [5] and references therein.
On the other hand, in various engineering and scientific areas, stability analysis can be linked to the theory of dissipative systems which postulates that the energy dissipated inside a dynamic system is less than the energy supplied from external source [6] . In the field of nonlinear control, the concept of dissipativeness was firstly introduced by
Willems [7] in the form of inequality including the storage and supply rate. Since then, passivity analysis has been one of important method for analysing the stability of nonlinear system. The main advantage of passivity analysis is that the passivity properties of a concerned system can keep the system internal stability by only using input-output characteristics and thus can lead to general conclusions on stability. In this regard, many efforts have been devoted to passivity analysis for neural networks with time-varying delays [8] - [11] . Chen et al. [9] investigated the problem of passivity for uncertain neural networks with time-varying discrete and distributed by utilizing delay-decomposition technique and free weight matrices. Recently, the problem of passivity analysis for uncertain stochastic neural networks with interval time-varying delays was studied by Fu et al. [10] . Very recently, in [11] , without ignoring any useful information in the deriving process, improved passivity criteria for uncertain neural networks with time-varying delays was derived in terms of LMIs. However, there are still rooms for further improvements in passivity criteria for neural networks with time-varying delays.
In this paper, the problem of passivity analysis for uncertain neural networks with time-varying delays and norm-bounded parameter uncertainties is investigated.
Unlike the methods of [9] - [11] , no free weighting 
Problem formulation
where the time-varying nonlinear function  satisfies
The delay, , is a time-varying continuous function
where   is a positive scalar and   is any constant one.
Assume that the activation functions,        be nondecreasing, bounded and globally Lipschitz;that is,
which is equivalent to the following inequality
Let us define
then, system (1) can ber rewritten as
The objective of this paper is to investigate robust delay-dependent passivity criteria for the above system (8) . Before deriving main results, the following definition and lemmas are needed.
Definition 1 [6] . The system (1) 
for all   ≥  and all solution of (1) with    Lemma 1 (Finsler's Lemma) [14] . Let
The following statement is equivalent:
where  ⊥ is a right orthogonal complement of .
Lemma 2 [15] . For any constant matrix ∈  ×  , 
Lemma 3 [13] . From Lemma 1, for any constant matrix ,      , the following integral inequalities can be easily obtained: 
holds, if and only if
Main result
In this section, new robust passivity criterion for system (8) 
The notations for some matrices are defined as:
Now, the following Theorem 1 will be introduced. 
where      and  are defined in (15) 
An upper bound of    can be 
Here, note that Eq. (6) means
From the above three equations (26) 
From Eq. (3) and (7), the inequality
can be obtained. Then, there exists a positive scalar  such that
From ( 
Numerical examples
In this section, it will be shown Theorem 1 can provide less conservative results by checking maximum delay bounds for guaranteeing passivity of system (8) with utilized system parameters of other literature. Example 1. Consider the uncertain neural networks (8) with
For the system (8) with the parameters mentioned above, maximum delay bounds for guaranteeing the system (8) passive were investigated in [9] and [10] listed as Table 1 . By applying Theorem 1 to the system (8), one can obtain maximum delay bounds with various condition of   which is also listed as Table 1 . From By applying Theorem 1 to the above system, maximum delay bounds such that system (37) is passive can be obtained as shown in Table 2 . From Table 2 , it can be confirmed that Theorem 1 also provides larger delay bounds than the very recent results of [8] and [11] . 
Conclusion
In this paper, the new passivity criterion for uncertain neural networks with time-varying delays and normbounded parameter uncertainties was proposed in the form of LMI framework by utilizing more past history about activation function and the triple integral form of Lyapunov-Krasvoskii's functional. Through two numerical examples, the improvements of our proposed criterion has been successfully verified.
