Abstract. The paper studies existence, uniqueness and stability of stationary equilibrium distributions in a class of stochastic dynamic models common to economic analysis. We provide applications to a heterogeneous agent model and two nonlinear multisector time series models with unbounded state space.
Introduction
Stability and instability of random dynamic systems are among the most fundamental themes of economic modeling. In the theory of long-run growth, stability is the key criterion behind convergence (or divergence) of cross-country income series. Stability analysis also has applications to business cycles, demand for credit and real cash balances, sustainable exploitation of renewable resources, and calculation of ruin probabilities from insurance premiums and claims. For models of economic learning stability determines the degree of convergence to long-run rational expectations equilibria. In econometrics many Monte Carlo calculations rely on the stability of Markov chains which have as their limit the distribution from which one wishes to sample. 1 In this paper we study the large class of dynamic economic models whose evolution can be described by a semigroup of operators (P t ) t∈T on L 1 := L 1 (S, B, λ), where topological space S is the state space for the endogenous and exogenous variables of the economic system, B is the Borel sets on S, and λ is some σ-finite measure. The interpretation is that if ψ ∈ L 1 is a density giving the probability distribution of the time zero state, then its image under P t is the density which gives the probability distribution of the state at time t ∈ T. In other words, t → P t ψ describes the orbit or flow of probability mass over time.
Here T may be either [0, ∞) or N 0 := N ∪ {0}.
Another possible interpretation in economics is that the initial condition ψ may describe the distribution at time zero of some variable across a heterogenous agent population, such as initial wealth, or initial stock of physical or human capital. In this case, when P t is constructed to reflect the laws of motion that drive the system, P t ψ will be the distribution of the same variable across agents at time t.
Our interest is in whether or not this system is (globally) asymptotically stable, in the sense that there is a unique density ψ * with the property (1) P t ψ * = ψ * , ∀ t ∈ T, and lim
Here · is the L 1 norm, and D := {ψ ∈ L 1 : ψ ≥ 0 and ψ = 1} is the collection of all densities on S. The objective is to develop simple sufficient conditions for (1) that are both applicable and easy to verify for common economic and econometric models, as well as to extend existing results on asymptotic stability of Markov semigroups.
After stating our main stability result three applications are given.
First we study the dynamics of a heterogenous agent model recently introduced by Checchi and García-Peñalosa (2004) , which is in turn a generalization Galor and Zeira (1993) . The second application is a short proof of asymptotic stability for the threshold autoregression model of Chan and Tong (1986) under suitable conditions on parameters and the shock. The third gives a general stability condition for models evolving on the positive cone of finite dimensional vector space.
Such models are typical in economic applications.
Conditions for dynamic stability of stochastic economic models with a
Markovian structure have been studied by many authors. Early studies include Mirman (1970) and Futia (1982 
Formulation of the Problem
First we give some definitions and examples. A linear operator P send-
From the definition it follows that every Markov operator is both positive and a contraction. 4 By a Markov semigroup is meant a collection (P t ) t∈T of self-mappings on L 1 such that 1. P t is a Markov operator for each t ∈ T;
2. P 0 = I, the identity map on L 1 ; and 3. P s • P t = P s+t for all s, t ∈ T (semigroup under composition).
In practice Markov semigroups appear in several ways, probably the most common being via transition probability functions of Markovian motion on S. By a transition probability function we mean a map
∀t ∈ T; and p(t, x, ·) ∈ D for each t ∈ T and x ∈ S. Heuristically, one thinks of p(t, x, y)λ(dy) as the probability of travelling to y from x after t units of time have elapsed.
3 Subsets of L 1 both tight and uniformly integrable are weakly precompact by the famous Dunford-Pettis Theorem. 4 That is, ψ ≥ 0 implies Pψ ≥ 0, and
For example, financial time series are sometimes assumed to follow an Ornstein-Uhlenbeck process
where µ, σ are positive constants and (B t ) ∞ t=0 is a Brownian motion. In this case it is well-known that (X t ) ∞ t=0 has transition probability function
It is not difficult to verify that if p is a transition probability function then the collection of operators (P t ),
is a Markov semigroup. The density P t ψ is then interpreted as the marginal distribution of the time t state given that p is the law of motion and ψ is the initial distribution of the state.
Markov semigroups with the representation (2) for some transition probability function p will be called integral Markov semigroups.
Discrete time Markovian systems may also generate integral Markov semigroups. Suppose that p : S × S → [0, ∞) is jointly measurable and satisfies p(x, ·) ∈ D for all x ∈ S, where p(x, y)λ(dy) is thought of as representing the probability that the state variable transits from x to y in one step. If we define
is a transition probability function for T = N 0 , and (P t ) t∈T defined as in (2) is an integral Markov semigroup.
It is not difficult to check that in this case (i.e., when time is discrete)
we have P t = P t , where P t is defined as the t-th iterate of the map
As an application, consider the well-known threshold autoregression model (Chan and Tong, 1986) . The model is a nonlinear AR(1) process with the form
where X t takes values in R N , the family of sets (
matrices and N ×1-dimensional vectors respectively. As usual, 1{P } = 1 if the statement P is true and zero otherwise. The idea is that when X t is in the region of the state space B k , the state variable follows the law of motion A k X t + b k . The shock ξ is assumed to be an independent and identically distributed R N -valued process with density g.
For this model S = R N , and λ is the Lebesgue measure. (In which case we write dx, dy instead of λ(dx), λ(dy) etc., and for S .) When the current state X t is equal to the given constant x ∈ R N , a simple change of variable argument shows that the conditional density p(x, ·)
for the next period state X t+1 is
Now the corresponding semigroup (P t ) can be constructed from (2) and (3). As we noted above, defining P as in (4) we get P t = P t , the t-th iterate of P, for every t ∈ T.
Results
In this section the main result is stated. To do so we first need some assumptions on the state space and the underlying measure. The main application we envisage is that S is a Borel subset of finite dimensional vector space R N , and λ is the Lebesgue measure. The next condition is used to obtain tightness. 
Conditions such as this are often called drift conditions. It ensures that the state variable tends to return to the "center" of the state space over time. Of course in an arbitrary metric space such as S 6 As usual,
there is no center, but we can generate the space using the expanding sequence of compact sets from the definition of the norm-like function V . This sequence provides a notion of expansion from the center of the space towards the edges.
The main theorem can now be stated. The proof is given in Section 5.
Theorem 3.1. Let (P t ) t∈T be an integral Markov semigroup with transition probability function p. If Conditions 3.1-3.3 hold for common s ∈ T, then (P t ) t∈T is asymptotically stable.
Applications
In this section we give three applications of Theorem 3. extention of Galor and Zeira (1993) can be outlined as follows.
7 Consumers live for two periods. In the first they decide whether or not to 7 Refer to their paper for motivation and further details.
educate themselves. Study incurs a fixed cost f , but increases their individual labor input from 1 to h > 1 efficiency units. In the second they work for firms, which use the constant returns technology
where K t is capital, L t = n t + hs t is labor, n t and s t are the amounts of unskilled and skilled labor respectively, and A t is the current shock.
The sequence (A t ) is uncorrelated. Let us assume it is lognormally distributed. That is, ln A t ∼ N (µ, σ 2 ).
Dropping the time subscript for now, in the second period agent i receives utility
where c i is consumption, b i is a bequest to the next generation in his or her dynasty, and Y i is individual income. Income Y i is equal to either Aw+Rx i or Awh+R(x−f ) according to whether the agent is unskilled or skilled. Here Aw is the wage rate, R is the gross world interest rate and x i,t = b i,t−1 is the wealth of the agent. (In the term Aw, A is the shock and w is a constant depending on parameters and R, the value of which is determined by a profit maximization assumption.)
Optimal consumption implies that a fraction (1 − α) of Y i is consumed and the remainder αY i is bequest. From this result and (8) it can be deduced that agent i should go to school if and only if
Note that skill acquisition increases mean income whenever h > 1 + (E(A)w) −1 Rf . On the other hand, the volatility of wage income for skilled workers is Var(A)w 2 h 2 , compared to Var(A)w 2 for unskilled workers.
Since b i = αY i , individual wealth evolves according to (10)
Following Checchi and García-Peñalosa we assume that αR < 1.
Set S = [0, ∞), and let λ be the Lebesgue measure. From (10) we can formulate the flow of wealth distributions over time as the orbit of an integral Markov semigroup (P t ) by using the construction given in Section 2.
Recall that p(x, ·) has the interpretation of the density representing the conditional distribution for the next period state, given that the current state is equal to x ∈ S. A simple change of variable argument applied to (10) shows that this distribution is
where g(x) is equal to the lognormal density when x > 0 and g(x) = 0 when x ≤ 0. We have dropped the subscript i because all agents have the same law of motion.
A plot of p is given in Figure 1 . The origin is the corner of the graph farthest from the viewer, and x and y increase in the direction of the arrows. The parameters are w = 5, h = 7, R = 1.1, f = 6, α = 0.15, µ = 1 and σ = 0.5.
Suppose now that ψ t ∈ D is the current distribution of wealth across the agent population. In this case, the next period distribution ψ t+1 is given by (12) ψ t+1 (y) = p(x, y)ψ t (x)dx.
Intuitively, (12) says that the probability of observing an agent with wealth y at t + 1 is equal to the probability that a dynasty's wealth moves from x to y in one period, times the probability of observing an agent with wealth x at t, summed across all x.
So if P is defined by (4) for p given in (11), then (12) says that ψ t+1 = Pψ t . It follows that ψ t = P t ψ 0 , where ψ 0 is the initial wealth Figure 1 . The transition probability function (11) distribution, and P t is the t-th iterate of P. In other words, the law of motion for the wealth distribution is t → P t ψ 0 , where P t := P t .
Proposition 4.1. For this economy the Markov semigroup (P t ) is asymptotically stable. As a result, there is a unique long run distribution of wealth ψ * , and, in addition,
An estimation of the long run distribution for wealth ψ * is presented in Figure 2 . The distribution is calculated using Glynn and Henderson's (2001) "look-ahead" estimator
T t=1 generated by (10) .
The parameters are the same as for Figure 1 . 
The claim is true, because x ≤ y implies p(x, y) > 0, and because there exists an N ψ with
ψ(x)dx > 0, so when y ≥ N ψ we must have
That P overlaps supports is now immediate from (14) .
Regarding Condition 3.2, note that the lognormal density is bounded by a constant M < ∞, say. But then p(x, y) ≤ (αw) −1 M , which establishes the condition.
Regarding Condition 3.3, note that for our choice of S the identity V (y) = y is a Lyapunov function. We have Proposition 4.2. Let (P t ) t∈T be the Markov semigroup generated by the dynamical system (5). Suppose that g is strictly positive on R N , that g ≤ M for some M < ∞, and that E ξ := z g(z)dz < ∞. If, in addition, α := max k α k < 1, where α k is the spectral radius of A k , then (P t ) is asymptotically stable.
For example, if ξ is multivariate normal then g satisfies all of the hypotheses of Proposition 4.2.
Proof. We check that the conditions of Theorem 3.1 hold for s = 1, recalling that p(1, x, y) := p(x, y), where in this case p(x, y) is given by (6) . Condition 3.1 follows from positivity of g, which gives p > 0 everywhere via (6) . Then (4) implies that supp Pψ > 0 for every ψ ∈ D. Condition 3.2 is immediate from the assumption g ≤ M .
Regarding Condition 3.3, let V := · , the Euclidean norm on R N .
Then for any x ∈ R N we have Consider the system X t+1 = T (X t , ξ t ), where the vector of shocks ξ t takes values in S with density g, and T : S × S → S. The sequence (ξ t )
is independent. We assume that the map T is described by
where each T n : S → (0, ∞) is measurable. Note that in each sector we have required that the sectoral shock is multiplicative. Thus the model can be thought of as a multidimensional version of those studied by Horbacz (1989) and Stachurski (2003) .
A standard change of variable argument now shows that when the current state is equal to x, the next period state has distribution
.
Consider the following conditions. 
The main result of this section is N n=1 z n ≤ M for all z ∈ S, then (P t ) is asymptotically stable.
For example, if ξ is multivariate lognormal then g satisfies all of the hypotheses of Theorem 4.1.
Proof. We check that the conditions of Theorem 3.1 hold for s = 1.
Condition 3.1 follows immediately from positivity of g and the expression (16). Condition 3.2 follows from the assumptions on g, because
Finally, Condition 3.3 follows from Proposition 4.3, as V is clearly norm-like.
Proofs
For the remainder of the paper, let us agree to call Markov operator P asymptotically stable iff the semigroup (P) t∈N 0 defined by P 0 = I, P t = P t is asymptotically stable. The following result simplifies the proof of Theorem 3.1 by showing that in the case of Markov semigroups it is sufficient to verify stability for the discrete semigroup formed by iteration of some fixed member.
Lemma 5.1. Let (P t ) t∈T be a Markov semigroup. If the operator P s is asymptotically stable for some s ∈ T, then so is the semigroup (P t ) t∈T .
We provide a proof for completeness, although the ideas are available in the literature-see for example the discussion in Lasota and Mackey (1994, pp. 201-2 and Remark 7.4.2).
Proof. Write P for P s . Let P be asymptotically stable with fixed point ψ * ∈ D. Pick any ε > 0 and any t ∈ T. Choose N ∈ N so that
Regarding asymptotic stability, for ψ ∈ D choose N ∈ N so that
where we have used the fact that every Markov operator is an L 1 contraction (Lasota and Mackey, Proposition 3.1.1).
We need the following auxiliary notion. 
The notation K ⊂⊂ S means that K is a compact subset of S, and
Applying a famous theorem of Dunford and Pettis, any subset of D is weakly precompact whenever it is both tight and uniformly integrable, provided that the measure λ is locally finite. Thus, in view of Theo- Proof. Fix ε > 0. Write P for P s and p(x, y) for p(s, x, y). Since {P t ψ} is tight, there exists a compact set K such that (17)
For arbitrary Borel set A ⊂ S, the decomposition
holds. Consider the first term in the sum. We have
But by the hypothesis and the fact that the image of a continuous realvalued function h on a compact set K is bounded by some constant
Therefore,
Combining (17), (18) and (19), we obtain the bound
for any t and any A ∈ B. Setting δ := ε/(2N ) now gives the desired result.
Regarding tightness, we need the following lemma (Meyn and Tweedie, 1993 Lemma D.5.3-the proof is straightforward). The following kind of argument is quite standard (see, for example, the Lasota and Mackey, 1994, § §10.5).
Lemma 5.3. Let (P t ) t∈T , p, s ∈ T, V , α and β be as in Theorem 3.1.
If ψ ∈ D and V ψ dλ < ∞, then the trajectory {P 
where we have used the previous bound on A r with the bound for all x ∈ S. Setting α := θ ∨ γ < 1 and β := k + C gives the desired result.
