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Para comodidad del lector presentamos las siguientes tablas de notaciones, que se
seguira´n a lo largo de toda la tesis.
S´ımbolo
R,C Conjunto de los nu´meros reales, complejos
Rn,Cn Conjunto de vectores de n componentes en R, C
Rm×n,Cm×n Conjunto de matrices de m filas y n columnas con componentes en R, C
In Matriz identidad de orden n
AT Traspuesta de A
rango(A) Rango de A
R(A) Espacio columna de A
A−1 Inversa de A
A† Pseudoinversa de Moore-Penrose de A
A ≤ B Desigualdades matriciales componente a componente: aij ≤ bij ∀i, j
|A| Valor absoluto de A: |A|ij = |aij| ∀i, j
θ(x, y) A´ngulo agudo entre los vectores x e y
PX Proyeccio´n ortogonal sobre el subespacio X
λi i-e´simo autovalor de A
λ̂i i-e´simo autovalor calculado de A
σi i-e´simo valor singular de A
σ̂i i-e´simo valor singular calculado de A
‖ · ‖2 Norma vectorial 2 o Eucl´ıdea: ‖x‖2 = (xTx)1/2






‖ · ‖2 Norma matricial 2 o norma espectral: ‖A‖2 = σma´x(A)
O(·) Notacio´n O-grande de Landau
u Unidad de redondeo
κ(A) Nu´mero de condicio´n de A: κ(A) = ‖A‖‖A−1‖
relgapλ(A, λi) gap relativo en los autovalores: relgapλ(A, λi) = mı´nj 6=i
|λj−λi|
|λi|






ALN A´lgebra Lineal Nume´rica
HRA Alta Precisio´n Relativa (High Relative Accuracy)
RRD Descomposicio´n que revela el rango (Rank revealing decomposition)
EVP Problema de autovalores (Eigenvalue problem)
SEVP Problema de autovalores de matrices sime´tricas (Symmetric eigenvalue problem)
SVD Descomposicio´n en valores singulares (Singular value decomposition)
LSE Sistemas de ecuaciones lineales (Linear systems equations)
LSP Problema de mı´nimos cuadrados (Least squares problems)
GE Eliminacio´n Gaussiana (Gaussian elimination)
GECP Eliminacio´n Gaussiana esta´ndar con pivote completo (GE complete pivoting)
GEPP Eliminacio´n Gaussiana esta´ndar con pivote parcial (GE partial pivoting)
BP-LDLT Factorizacio´n sime´trica por bloques de Bunch y Parlett con pivote completo
flops Operaciones en coma flotante (Floating point operations)
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Resumen
Esta tesis se enmarca dentro del campo de la Alta Precisio´n Relativa (HRA)
en A´lgebra Lineal Nume´rica (ALN). Sus l´ıneas maestras son dos. Por un lado, el
disen˜o y ana´lisis de algoritmos que permitan resolver problemas de A´lgebra Lineal
con ma´s precisio´n de la habitual para matrices con estructura. Y por otro el estudio
de la teor´ıa espec´ıfica de perturbaciones necesaria para tratar los problemas que nos
ocupan. En nuestra investigacio´n hemos tratado dos:
La obtencio´n de soluciones precisas del problema de mı´nimos cuadrados para
matrices con estructura (Cap´ıtulo 3).
La obtencio´n de autovalores y autovectores precisos para matrices sime´tricas
graduadas (Cap´ıtulo 4).
Cla´sicamente, el A´lgebra Lineal Nume´rica (ALN) es una disciplina de los Me´todos
Nume´ricos que desarrolla algoritmos eficientes y estables para
Resolver sistemas de ecuaciones lineales (LSE): Ax = b con A ∈ Cn×n y b ∈ Cn,
Resolver problemas de mı´nimos cuadrados (LSP): mı´nx∈Cn ‖Ax − b‖2, donde
‖ · ‖2 es la norma eucl´ıdea usual, A ∈ Cm×n y b ∈ Cm,
Calcular autovalores y autovectores de matrices (EVP): Ax = λx, A ∈ Cn×n,
x ∈ Cn y λ ∈ C, y
Calcular la Descomposicio´n en Valores Singulares (SVD) de matrices: A =




Los cuatro problemas cla´sicos del A´lgebra Lineal Nume´rica (ALN) siguen siendo
objeto de intensa investigacio´n debido a cuatro causas principales relacionadas entre
s´ı:
(a) las aplicaciones actuales requieren ca´lculos eficientes con matrices cada vez ma´s
grandes para las que los algoritmos existentes son muy lentos;
(b) las arquitecturas de los ordenadores evolucionan continuamente, lo que obliga
a crear o modificar algoritmos para buscar la ma´xima eficiencia;
(c) los requerimientos de precisio´n cada vez son mayores;
(d) aparecen continuamente nuevas clases de matrices estructuradas para las cuales
se debe intentar desarrollar algoritmos espec´ıficos ma´s eficientes y/o precisos
que los existentes.
Hoy en d´ıa el ALN es una disciplina muy amplia que engloba muchos otros pro-
blemas motivados por las aplicaciones. Los problemas cla´sicos y modernos del ALN
esta´n completamente permeados de la idea clave de aprovechar la estructura concreta
de las clases de matrices que aparecen en las aplicaciones en el desarrollo de algo-
ritmos espec´ıficos para dichas matrices, que resuelvan nume´ricamente los problemas
con ma´s rapidez y/o precisio´n que los algoritmos va´lidos para matrices generales y
que reduzcan la memoria utilizada por el ordenador.
Los mejores algoritmos actualmente existentes en el ALN son estables en sentido
regresivo, pero esto, a veces, no es suficiente porque se pueden cometer errores inad-
misiblemente grandes cuando se aplican a matrices con nu´meros de condicio´n muy
grandes. El objetivo general de la investigacio´n en algoritmos de alta precisio´n den-
tro del ALN es aprovechar la estructura de ciertas clases de matrices para calcular
magnitudes con un error mucho menor que el de los algoritmos tradicionales va´lidos
para matrices generales y esencialmente con el mismo coste computacional que ellos,
esto es, coste O(n3) operaciones en coma flotante (flops) en matrices n× n.
Alcanzar alta precisio´n (HRA) so´lo es posible para tipos particulares de matri-
ces mediante algoritmos espec´ıficos para las mismas que explotan la estructura del
problema para acelerar la velocidad de los ca´lculos, disminuir los requerimientos
de memoria y mejorar la precisio´n de la solucio´n en comparacio´n con algoritmos
esta´ndar.
Nuestra investigacio´n se enmarca en un programa general para encontrar solu-
ciones precisas de los cuatro problemas cla´sicos del A´lgebra Lineal Nume´rica, apro-
vechando las propiedades de las Descomposiciones que Revelan el Rango (RRD)
xii
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usando un esquema ba´sico de algoritmo de 2 pasos que puede ser usado para resolver
diferentes problemas con HRA:
Algoritmo (Algoritmo de 2 pasos para obtener HRA)
Paso 1: Calcular una RRD precisa de A = XDY.
Paso 2: Aplicar algoritmos, espec´ıficos a cada problema tratado, a los factores
X,D, Y para obtener la respuesta.
La ventaja de este esquema es su modularidad y que es adaptable a distintos
problemas y tipos de matrices. En principio permite obtener HRA para cualquier
tipo de matriz para la que se pueda obtener una RRD precisa.
Este esquema de Algoritmo en 2 pasos, partiendo de una RRD precisa, se aplica
ya a la SVD, a Sistemas de Ecuaciones Lineales (LSE), al Problema Sime´trico de Au-
tovalores (SEVP). Nosotros lo hemos ampliado al Problema de Mı´nimos Cuadrados
(LSP), Cap´ıtulo 3, y al Problema Sime´trico de Autovalores (SEVP) para matrices
graduadas, Cap´ıtulo 4.
En el Cap´ıtulo 3 se ha desarrollado una nueva teor´ıa de perturbaciones multipli-
cativa para la pseudoinversa de Moore-Penrose (Seccio´n 3.2) y para la solucio´n de
mı´nima longitud del problema de Mı´nimos Cuadrados (Seccio´n 3.3), y se ha imple-
mentado un algoritmo para el LSP y se ha realizado su ana´lisis de errores (Seccio´n
3.5), y los correspondientes experimentos nume´ricos (Seccio´n 3.6).
El resultado que dan los me´todos cla´sicos para el error de la solucio´n de mı´nima
longitud de un problema de Mı´nimos Cuadrados es:
‖x̂0 − x0‖2
‖x0‖2 ≤ u g(m,n)κ
2
2(A), (0.0.1)
donde g(m,n) es una funcio´n moderadamente creciente de m y n. Esta cota no ga-
rantiza ningu´n d´ıgito de precisio´n en la solucio´n calculada si la matriz A esta´ mal
condicionada. Desafortunadamente, muchos tipos de matrices estructuradas que apa-
recen en las aplicaciones esta´n mal condicionadas y los algoritmos convencionales
calculara´n soluciones del problema de mı´nimos cuadrados con errores relativos pro-
gresivos grandes. La nueva teor´ıa de perturbaciones multiplicativas, unida al ana´lisis
de errores del algoritmo que proponemos, muestran que el error progresivo cometido
en la solucio´n de mı´nima longitud (va´lido para problemas de rango completo, rango
xiii
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deficiente, o incluso para sistemas lineales infraterminados m < n) viene dado por:
‖x̂0 − x0‖2
‖x0‖2 ≤ c u
[





donde c es una constante entera pequen˜a, py(m,n) y px(m,n) son funciones
de m y n moderadamente creciente. El u´nico factor potencialmente grande es
‖A†‖2‖b‖2/‖x0‖2, pero un ana´lisis cuidadoso de este factor muestra que es pequen˜o
para la mayor´ıa de vectores b.
En el Cap´ıtulo 4 se muestra el trabajo realizado para encontrar soluciones precisas
del Problema Sime´trico de Autovalores (SEVP) para matrices graduadas. Una matriz
sime´trica A = AT ∈ Rn×n es llamada graduada si S−1AS−1 ≡ B es una matriz bien
condicionada para alguna matriz diagonal escalada S = diag[s1, . . . , sn].
En primer lugar se ha demostrado una nueva teor´ıa de perturbaciones estructura-
da para matrices de la forma A = SBS. En la Seccio´n 4.2 se presenta el Teorema 4.2.3
que nos da la sensibilidad del problema a perturbaciones de tipo A˜ = S(B + δB)S.
Se usa la te´cnica de transformar perturbaciones aditivas en perturbaciones multipli-
cativas. Se encuentra que la sensibilidad del problema viene gobernada, entre otros,
por un factor nuevo τD. La sensibilidad bajo perturbaciones de ese tipo depende del
nu´mero de condicio´n de los correspondientes factores LDLT de B y de los elementos
de la matriz diagonal S de dos maneras: su orden, despue´s del pivotaje, y el taman˜o
relativo de los elementos consecutivos en las posiciones de los bloques 2 × 2 de la
matriz D. Este efecto es completamente nuevo y no se ha tenido en cuenta en previos
ana´lisis.
El algoritmo que se ha usado en este caso tambie´n ha constado de 2 pasos.
Con el fin de calcular una RRD se ha usado la factorizacio´n sime´trica por bloques
PAP T = LDLT con estrategia de pivote completo de Bunch y Parlett (factorizacio´n
BP-LDLT ). Para el segundo paso se ha usado el Algoritmo de Jacobi impl´ıcito [30]. El
ana´lisis de errores del algoritmo junto con la teor´ıa de perturbaciones multiplicativas
muestra que los autovalores y los autovectores se calculan con errores que, a primer
orden en la unidad de redondeo u, son
|λ̂i − λi|
|λi| ≤ q(n) u
(
τ ΞB + κ2(L̂)
)
+O(u2)
sin θ(qi, q̂i) ≤ q(n) u
(







donde ΞB es una cantidad pequen˜a si A esta´ bien escalada, L̂ es el factor L de la
factorizacio´n BP-LDLT de A y θ(qi, q̂i) es el a´ngulo agudo entre los autovectores
xiv
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exacto y calculado, respectivamente, qi y q̂i. El factor τ controla el escalamiento y es
definido como el ma´ximo de tres factores,















El resultado anterior demuestra, en contra de la visio´n tradicional basada en el
caso definido positivo, que no es suficiente que B este´ bien condicionada y que los
elementos diagonales de la matriz escalada este´n ordenados decrecientemente. Si A
es una matriz bien escalada en el sentido usual, con los elementos diagonales de S
ordenados decrecientemente, entonces τL ≤ 1, pero el nuevo factor τD nos dice que
esto no es suficiente para obtener alta precisio´n. El factor τD proviene de la presencia
de los bloques 2× 2 en la factorizacio´n de Bunch & Parlett de A = LDLT . Si existe
un bloque 2 × 2 en las posiciones i e i + 1 en la matriz diagonal por bloques D y
si existe un “salto”, ya sea aumentando o disminuyendo en los elementos diagonales
de S, si y si+1, habra´ un “condicionamiento efectivo”de taman˜o τD que amplifica la





Esta tesis se enmarca dentro del campo de la Alta Precisio´n Relativa (HRA)
en A´lgebra Lineal Nume´rica (ALN). Sus l´ıneas maestras son dos. Por un lado, el
disen˜o y ana´lisis de algoritmos que permitan resolver problemas de A´lgebra Lineal
con ma´s precisio´n de la habitual para matrices con estructura. Y por otro el estudio
de la teor´ıa espec´ıfica de perturbaciones necesaria para tratar los problemas que nos
ocupan. Aunque se mencionara´n otros problemas relacionados, los que hemos tratado
en nuestra investigacio´n son dos:
La obtencio´n de soluciones precisas del problema de mı´nimos cuadrados para
matrices con estructura (Cap´ıtulo 3).
La obtencio´n de autovalores y autovectores precisos para matrices sime´tricas
graduadas (Cap´ıtulo 4).
Esta tesis presenta dos caracter´ısticas distintivas que no es frecuente encontrar
unidas: (a) presta especial atencio´n a las demostraciones matema´ticas de estabilidad y
precisio´n de los algoritmos considerados –lo que incluye las correspondientes teor´ıas
de perturbaciones de los problemas tratados; y (b) engloba todos los aspectos del
A´lgebra Lineal Nume´rica (ALN): el desarrollo de la teor´ıa necesaria, el desarrollo
de nuevos algoritmos, sus ana´lisis de estabilidad y su implementacio´n pra´ctica en el
ordenador.
Antes de presentar nuestro trabajo sobre los temas anteriores, daremos una breve
panora´mica del estado actual del campo en el que se situ´a nuestra investigacio´n.
Cla´sicamente, el A´lgebra Lineal Nume´rica (ALN) es una disciplina de los Me´todos
Nume´ricos que desarrolla algoritmos eficientes y estables para
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Cap´ıtulo 1
Resolver sistemas de ecuaciones lineales (LSE): Ax = b con A ∈ Cn×n y b ∈ Cn,
Resolver problemas de mı´nimos cuadrados (LSP): mı´nx∈Cn ‖Ax − b‖2, donde
‖ · ‖2 es la norma eucl´ıdea usual, A ∈ Cm×n y b ∈ Cm,
Calcular autovalores y autovectores de matrices (EVP): Ax = λx, A ∈ Cn×n,
x ∈ Cn y λ ∈ C, y
Calcular la Descomposicio´n en Valores Singulares (SVD) de matrices: A =
UΣV ∗ con A ∈ Cm×n, U y V matrices unitarias y Σ ∈ Cm×n diagonal con
entradas no negativas.
Estos problemas son los problemas cla´sicos del A´lgebra Lineal Nume´rica. Existen
muchos algoritmos nume´ricos para resolver estos problemas cla´sicos. Un tratamiento
enciclope´dido de los mismos puede encontrarse en la referencia fundamental de Golub
y Van Loan [39].
Tras algunos antecedentes en el siglo XIX de la mano de prestigiosos matema´ticos
como Gauss y Jacobi, el comienzo de la investigacio´n sistema´tica en ALN puede
situarse, sin mucha precisio´n, en la de´cada de 1950 y sus logros desde entonces han
sido espectaculares. Cabe destacar en este sentido que en el an˜o 2000 la revista SIAM
News de la Society for Industrial and Applied Mathematics pu´blico el art´ıculo The
Best of the 20th Century: Editors Name Top 10 Algorithms [15], donde J. Dongarra
y F. Sullivan dieron una lista de los que, en su opinio´n, eran los 10 algoritmos ma´s
importantes del siglo XX. De entre ellos, 4 eran algoritmos de ALN (me´todos de
Krylov, factorizaciones matriciales LU y QR, el algoritmo QR para autovalores y la
transformada ra´pida de Fourier). Podemos decir, por lo tanto, que al menos para los
cuatro problemas cla´sicos mencionados anteriormente existen algoritmos eficientes y
estables disponibles en librer´ıas muy prestigiosas como LAPACK [1], ARPACK [50]
y MATLAB.
A pesar de ello los cuatro problemas cla´sicos del A´lgebra Lineal Nume´rica (ALN)
siguen siendo objeto de intensa investigacio´n debido a cuatro causas principales re-
lacionadas entre s´ı:
(a) las aplicaciones actuales requieren ca´lculos eficientes con matrices cada vez ma´s
grandes para las que los algoritmos existentes son muy lentos;
(b) las arquitecturas de los ordenadores evolucionan continuamente, lo que obliga
a crear o modificar algoritmos para buscar la ma´xima eficiencia;
2
Introduccio´n
(c) los requerimientos de precisio´n cada vez son mayores;
(d) aparecen continuamente nuevas clases de matrices estructuradas para las cuales
se debe intentar desarrollar algoritmos espec´ıficos ma´s eficientes y/o precisos
que los existentes.
Hoy en d´ıa el ALN es una disciplina muy amplia que engloba muchos otros proble-
mas aparte de los cla´sicos. La mayor´ıa de estos nuevos problemas esta´n motivados por
las aplicaciones que se esta´n expandiendo desde las a´reas cla´sicas (solucio´n nume´rica
de ecuaciones diferenciales, estad´ıstica, optimizacio´n, control,...) a nuevas a´reas co-
mo miner´ıa de datos, reconocimiento de patrones, procesamiento de ima´genes, f´ısica
cua´ntica, etc. Muchas de estas nuevas aplicaciones exigen calcular magnitudes ma-
triciales distintas de las cla´sicas y, por lo tanto, el desarrollo de nuevos algoritmos.
Los problemas cla´sicos y modernos del ALN esta´n completamente permeados de
la idea clave de aprovechar la estructura concreta de las clases de matrices que apare-
cen en las aplicaciones en el desarrollo de algoritmos espec´ıficos para dichas matrices,
que resuelvan nume´ricamente los problemas con ma´s rapidez y/o precisio´n que los
algoritmos va´lidos para matrices generales y que reduzcan la memoria utilizada por
el ordenador. Obviamente estos objetivos pueden no lograrse simulta´neamente: los
requerimientos de precisio´n pueden limitar los de rapidez, o los de almacenamiento,
etc. Esta idea clave de aprovechar la estructura esta´ en contraste con la investigacio´n
desarrollada en las primeras de´cadas del ALN (∼ 1950 − 1980), en las que la ma-
yor parte de los avances se centraron en algoritmos generales va´lidos para matrices
cualesquiera (eliminacio´n Gaussiana, factorizacio´n QR para problemas de mı´nimos
cuadrados, algoritmo QR para autovalores, bidiagonalizacio´n de Golub y Kahan para
valores singulares). Las referencias [58, 59], junto con la bibliograf´ıa en ella citada,
constituye un buen punto de partida para comprender la importancia de las matrices
estructuradas en el ALN moderna.
Los mejores algoritmos actualmente existentes pueden cometer errores inadmi-
siblemente grandes cuando se aplican a ciertas matrices que son importantes en la
pra´ctica, por lo tanto es necesario recordar co´mo son los errores cometidos por estos
algoritmos tradicionales del ALN y por que´ es necesario mejorarlos. Para evitar en-
trar en una discusio´n muy extensa nos centraremos en los errores en los algoritmos
directos para calcular autovalores de matrices sime´tricas (SEVP) y para resolver sis-
temas de ecuaciones lineales (SEL), sin embargo dificultades similares aparecen en
todos los problemas del ALN.
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Los mejores algoritmos del ALN son estables en sentido regresivo. Por simplicidad,
explicaremos este concepto considerando el caso particular de los algoritmos para
calcular los autovalores, λ1 ≥ · · · ≥ λn, de una matriz sime´trica A = AT ∈ Rn×n.
Diremos que un algoritmo para el ca´lculo de autovalores es regresivamente estable si,
para cada matriz A, los autovalores de A calculados mediante el algoritmo, son los
autovalores exactos de una matriz ligeramente perturbada
A+ E (1.0.1)
(esto es, la matriz E es pequen˜a, por ejemplo en norma, comparada con la matriz A).
Si para calcular los autovalores de una matriz sime´trica real A empleamos un me´todo
regresivamente estable, los autovalores calculados por dicho me´todo λ̂1 ≥ · · · ≥ λ̂n,
sera´n los autovalores exactos de una matriz perturbada A + E tambie´n sime´trica,
donde la matriz E acumula, por decirlo de alguna manera, todos los errores debidos
al redondeo en las operaciones aritme´ticas que requiere el proceso del ca´lculo de
autovalores
Lo primero que se debe notar sobre un algoritmo estable en sentido regresivo es
que la ecuacio´n (1.0.1), no nos da el error cometido en los autovalores calculados. Para
acotar dicho error necesitamos un resultado de perturbacio´n matricial que relacione
los autovalores de A (los exactos) con los de A+ E (los calculados). En el caso que
nos ocupa este es el teorema de perturbacio´n de Weyl [17], que implica que
|λ̂i − λi| ≤ ‖E‖2 = O(u)‖A‖2 ∀i, (1.0.2)
donde u es la unidad de redondeo del ordenador (u ≈ 10−16 si se calcula en doble
precisio´n).
Los algoritmos disponibles en LAPACK [1] para el problema espectral sime´trico
(QR, Divide y Conquista, Multiple Relatively Robust Representations (MRRR) y el
algoritmo cla´sico de Jacobi [17]) son estables en sentido regresivo. Tambie´n lo es el
algoritmo utilizado por MATLAB (QR). Sin embargo queremos dejar claro que no
todos los algoritmos del ALN son estables en sentido regresivo y que aquellos que lo
son se consideran verdaderas joyas del Ana´lisis Nume´rico y muy satisfactorios desde
el punto de vista de los errores cometidos. La razo´n es que, como en la pra´ctica las
entradas de una matriz suelen venir afectadas de errores, la precisio´n alcanzada por
dichos algoritmos simplemente refleja esta incertidumbre. De (1.0.2), teniendo en
cuenta que para una matriz sime´trica su norma coincide con el mo´dulo del autovalor








que sera´ muy grande si |λmax||λi| & 10
16. No´tese que para el autovalor de mo´dulo mı´nimo
λmin, el cociente
|λmax|
|λmin| = ‖A‖2 ‖A
−1‖2 ≡ κ2(A) (1.0.4)
es precisamente el nu´mero de condicio´n de la matriz [39] en la norma espectral. Por
lo tanto, los errores cometidos pueden ser muy grandes para matrices mal condicio-
nadas.
Algo semejante ocurre en otro caso muy conocido, la solucio´n de sistemas de
ecuaciones lineales. Consideremos A ∈ Cn×n y no singular, y sea x̂ la solucio´n del
sistema de ecuaciones Ax = b calculada por medio de la factorizacio´n LU utilizan-
do eliminacio´n Gaussiana con pivote parcial. El error regresivo esta´ dado por [43,
Teorema 9.4]:
(A+ E)x̂ = b, con |E| = O(u) |L̂||Û |, (1.0.5)
donde L̂ y Û son los factores calculados por la factorizacio´n LU. Ahora bien, situa´ndo-
nos en un caso favorable, si L̂ y Û son factores no negativos entonces |L̂||Û | = |L̂Û |,
por la tanto la cota dada en la ecuacio´n (1.0.5) se convierte en:
(A+ E)x̂ = b, con |E| = O(u) |A|. (1.0.6)
La teor´ıa de perturbaciones de LSE es bien conocida, las soluciones de Ax = b y




1− ‖A−1‖‖E‖ . (1.0.7)
Usando el mismo razonamiento que en la obtencio´n de la ecuacio´n (1.0.4), con-
cluimos que el error relativo de la solucio´n de sistemas de ecuaciones lineales v´ıa la
factorizacio´n LU obedece:
‖x̂− x‖
‖x‖ = O(u)κ(A). (1.0.8)
La cota dada en la ecuacio´n (1.0.8) no garantiza un so´lo d´ıgito de precisio´n si
κ(A) & 1/u, es decir, si A esta´ mal condicionada con respecto a la inversa de la
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unidad de redondeo. Desafortunadamente, muchas de las matrices estructuradas que
aparecen en las aplicaciones esta´n muy mal condicionadas. Dos ejemplos cla´sicos son
las matrices de Cauchy y de Vandermonde [43, Cap´ıtulos 22 y 28].
El objetivo general de la investigacio´n en algoritmos de alta precisio´n dentro del
ALN es aprovechar la estructura de ciertas clases de matrices para calcular magni-
tudes con error mucho menor1 que el de los algoritmos tradicionales va´lidos para
matrices generales y esencialmente con el mismo coste computacional que ellos, esto
es, coste O(n3) operaciones en coma flotante (flops) en matrices n×n. Debe quedar
claro que los algoritmos de alta precisio´n son, en general, ma´s lentos que los tradi-
cionales, pero no mucho ma´s lentos. Ello se refleja en que la dependencia del coste
en la dimensio´n es del mismo tipo. Esta limitacio´n en el coste computacional impli-
ca que el uso de programas de precisio´n variable o ca´lculo simbo´lico esta´ prohibido
en la investigacio´n en algoritmos de alta precisio´n por su extrema lentitud y por la
dependencia del coste computacional del condicionamiento del problema.
Volviendo al caso particular del ca´lculo de los autovalores de matrices sime´tricas
explicado anteriormente, la meta ideal de un algoritmo de alta precisio´n es calcular
los autovalores con errores
|λ̂i − λi|
|λi| = O(u) ∀i, (1.0.9)
en vez de con errores (1.0.3).
De la misma manera, para el caso de sistemas de ecuaciones lineales el objeto de
la alta precisio´n sera´ lograr que la solucio´n calculada x̂ satisfaga que:
‖x̂− x‖
‖x‖ = O(u). (1.0.10)
Cuando los autovalores calculados por un algoritmo satisfacen una cota de error
como la que aparece en (1.0.9) se dice que el algoritmo alcanza alta precisio´n relativa
(HRA). La diferencia fundamental respecto a los algoritmos tradicionales es que los
errores en (1.0.9) y (1.0.10) son siempre pequen˜os independientemente de la magnitud
del nu´mero de condicio´n tradicional de la matriz, mientras que los que aparecen en
(1.0.3) y (1.0.8), a veces son pequen˜os (para matrices bien condicionadas) y a veces
no (para matrices mal condicionadas).
1El significado riguroso de la frase error mucho menor depende del problema particular que se
considere, as´ı como de los requerimientos de precisio´n impuestos por la aplicacio´n o el usuario. En
sentido general puede decirse que su significado matema´tico es calcular con un error gobernado por




Alcanzar alta precisio´n (HRA) so´lo es posible para tipos particulares de matrices
mediante algoritmos espec´ıficos para las mismas. Siguiendo con el caso particular de
los autovalores de matrices sime´tricas (SEVP) ello es fa´cil de entender intuitivamen-
te: si una matriz no tiene ninguna estructura adicional, las (n2 + n)/2 entradas de
su parte triangular inferior son para´metros independientes, no hay razo´n para espe-
rar ma´s que la estabilidad regresiva tradicional explicada en (1.0.1). Sin embargo, si
una matriz depende de unos ciertos para´metros, existe la posibilidad de desarrollar
algoritmos que sean estables en sentido regresivo respecto de los para´metros que de-
finen la matriz o, al menos, que produzcan errores relativos de magnitud como si lo
fueran. Ello restringe enormemente el conjunto de perturbaciones posibles asociadas
a los errores regresivos y puede disminuir dra´sticamente el nu´mero de condicio´n res-
pecto de este conjunto restringido de perturbaciones y, por consiguiente, los errores
cometidos.
Matrices con estructuras particulares aparecen frecuentemente en la teor´ıa y apli-
caciones [58, 59]. Como consecuencia, el disen˜o y ana´lisis de algoritmos especiales
que involucran matrices estructuradas es un a´rea cla´sica del A´lgebra Lineal Nume´rica
que atrae la atencio´n de muchos investigadores. Algoritmos especiales para resolver
sistemas de ecuaciones estructurados o problemas estructurados de autovalores esta´n
incluidos en muchas referencias esta´ndar, por ejemplo [17, 39, 43, 49, 73].
El objetivo al considerar algoritmos especiales es explotar la estructura del proble-
ma para acelerar la velocidad de los ca´lculos, disminuir los requerimientos de memoria
y mejorar la precisio´n de la solucio´n en comparacio´n con algoritmos esta´ndar.
Las primeras matrices consideradas asociadas al problema de autovalores fueron
las matrices tridiagonales y bidiagolanes. El primer ana´lisis de errores de un algo-
ritmo de alta precisio´n relativa se debe a Kahan [47], un trabajo que tendr´ıa su
continuacio´n en Demmel y Kahan [21], donde se propone un algoritmo para calcular
con alta precisio´n relativa tanto valores singulares de matrices bidiagonales como
autovalores de ciertas matrices sime´tricas tridiagonales. Un algoritmo alternativo es
el algoritmo dqds de Fernando y Parlett [38], que tambie´n calcula con alta precisio´n
relativa los valores singulares de matrices bidiagonales, y lo hace con un esfuerzo
computacional comparable al de algoritmos de cara´cter generalgeneral tipo QR. En
cuanto al problema de autovalores para matrices tridiagonales, los algoritmos de alta
precisio´n relativa ma´s usados son los propuestos por Dhillon y Parlett [26, 27].
Ma´s tarde fueron consideradas las matrices hermı´ticas densas; diversos autores di-
sen˜aron diferentes algoritmos. En primer lugar, Barlow y Demmel presentan en [3] un
algoritmo de alta precisio´n relativa para autovalores de matrices escaladas diagonal-
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mente dominantes. Basa´ndose en ello, Demmel y Veselic´ obtienen en [25] uno de los
resultados ma´s n´ıtidos y llamativos de este a´rea, al demostrar que el algoritmo cla´sico
de Jacobi (con un criterio de parada adecuado) calcula con alta precisio´n relativa los
autovalores de matrices sime´tricas definidas positivas, algo que ya hab´ıan conjetura-
do, sin demostrarlo, Hari y Veselic´ en [71]. De hecho, Demmel y Veselic´ muestran que
el algoritmo de Jacobi es o´ptimo para el caso de las matrices definidas positivas, en el
sentido de que los errores introducidos por el algoritmo son del mismo orden que los
errores inherentes al proceso de almacenar la matriz en el ordenador. En particular,
el algoritmo de Jacobi es ma´s preciso que cualquier algoritmo, como QR, biseccio´n, o
divide y conquista, que inicialmente tridiagonalice la matriz. Veselic´ y Slapnicˇar, por
su parte, extienden en [66, 70, 72] parte de los resultados de [25] al caso de matrices
hermı´ticas indefinidas, proponiendo un algoritmo de tipo Jacobi que, adema´s de las
habituales rotaciones trigonome´tricas de Jacobi, utiliza rotaciones hiperbo´licas. Hay
que destacar que en este caso no se alcanza la alta precisio´n relativa para cualquier
tipo de matriz hermı´tica, y adema´s el algoritmo no es capaz de proporcionar alta
precisio´n relativa para todas las matrices que, de acuerdo con la teor´ıa, lo admiten.
Esto se logro´ con posterioridad con dos nuevos algoritmos. En [33] Dopico, Molera y
Moro presentaron un algoritmo, basado en una SVD previa, que obten´ıa HRA para
cualquier matriz para la que se pudiera obtener una RRD precisa. Y en 2009, Dopico,
Koev y Molera [30] presentaron un algoritmo, de Jacobi impl´ıcito, que manten´ıa la
simetr´ıa del problema y que tambie´n alcanzaba HRA para cualquier matriz para la
que se pudiera obtener una RRD precisa. Entre otras referencias, para los problemas
de la SVD (Descomposicio´n en Valores Singulares) y el SEVP (Problema Sime´trico
de autovalores) ver tambie´n [35, 36, 48, 75].
Algoritmos especiales para resolver sistemas de ecuaciones estructurados ma´s
precisos que los me´todos esta´ndar aparecieron desde los inicios del A´lgebra Lineal
Nume´rica, por ejemplo en [6], Bjo¨rck y Pereyra, encuentran las soluciones cuando la
matriz de coeficientes es una matriz de Vandermonde, en [32] Dopico y Molera, cal-
culan soluciones exactas para las matrices estructuradas a las que es posible calcular
una RRD precisa.
Algoritmos para calcular soluciones del problema de mı´nimos cuadrados mı´nx ‖b−
Ax‖2, donde A ∈ Rm×n es una matriz estructurada, con ma´s precisio´n que la con-
seguida por los algoritmos esta´ndar con el mismo coste computacional, es decir,
O(n2m) flops, han recibido atencio´n cuando la matriz A es diagonalmente escala-
da [4, 16, 44, 64]. Para otras clases de matrices estructuradas en [53] los autores
resuelven el problema para matrices totalmente positivas.
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En [3, 18–25, 28, 62, 75] encontramos soluciones precisas del problema de auto-
valores y del problema de valores singulares, cuando la matriz tiene una estructura
particular. Pero en 1999 Demmel, Gu, Eisenstat, Slapnicˇar, Veselic´ y Drmacˇ [20]
realizaron una contribucio´n fundamental en el campo de la alta precisio´n relati-
va (HRA) al presentar un punto de vista unificado que permite tratar muchos de
los casos anteriores. La conclusio´n fundamental en [20] es que los valores singula-
res de una matriz A se pueden calcular con alta precisio´n relativa si y so´lo si la
matriz se puede factorizar nume´ricamente con alta precisio´n relativa en la forma
A = XDY con D diagonal y X e Y bien condicionadas. Observemos que es-
to significa que si A esta´ mal condicionada, entonces el factor diagonal tambie´n lo
es. Esto es lo que en [20] se define como una Descomposicio´n que Revela el Rango
(Rank-Revealing-Decomposition, (RRD)) (ver la Definicio´n 2.4.1 y tambie´n [43, Sec-
cio´n 9.12]). Obse´rvese que la SVD es un caso particular de RRD (y que en ese caso
el resultado de [20] es trivial).
La propiedad fundamental por la cual una RRD es muy u´til en ca´lculos con alta
precisio´n relativa, es que sus factores determinan de manera precisa la SVD de la
matriz original, es decir, pequen˜as perturbaciones relativas componente a componen-
te en los elementos de la matriz D y pequen˜as perturbaciones relativas en norma en
X e Y , producen pequen˜as perturbaciones en los valores singulares de A y pequen˜as
perturbaciones en los vectores singulares con respecto al gap relativo de los valores
singulares [20]. Adema´s, muestran que la u´nica teor´ıa de perturbaciones que se re-
quiere para tal unificacio´n es la ya desarrollada por Eisenstat e Ipsen en [37] y por
Li en [51, 52]. En esta misma l´ınea, Demmel y Koev presentan en [22] condiciones
necesarias y suficientes sobre matrices estructuradas para que se pueda calcular con
alta precisio´n relativa su descomposicio´n en valores singulares.
Para resolver el problema de autovalores con alta precisio´n relativa de matrices
sime´tricas para las cuales es posible calcular una RRD, se han propuesto diversos
algoritmos en el pasado. Estos algoritmos esta´n basados en el algoritmo de Jacobi
“one-sided” [17, Seccio´n 5.4.3] (ver tambie´n la Seccio´n 2.5). Los algoritmos en [25, 34,
55] proporcionan HRA para matrices sime´tricas definidas positivas; y el algoritmo
de Jacobi Impl´ıcito [30] lo hace para matrices sime´tricas generales . En ambos casos
el uso de un adecuado criterio de parada es crucial.
Calcular una RRD precisa A = XDY no es siempre sencillo. Para casi cualquier
matriz A ∈ Cm×n una RRD (potencialmente imprecisa) puede calcularse aplicando
eliminacio´n Gaussiana esta´ndar con pivote completo (GECP) para obtener, excepto
permutaciones, una factorizacio´n LDU, donde X = L ∈ Cm×r es trapezoidal inferior
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unitaria (notacio´n de [43, p. 355]), D ∈ Cr×r es diagonal y no singular e Y = U ∈ Rn
es trapezoidal superior unitaria [20, 43]. Otra opcio´n es usar el algoritmo QR de
Householder con pivote por columnas y tomar X = Q, D = diag(R) e Y = D−1R,
excepto permutaciones. Muy raramente GECP o QR con pivote por columnas fallan
para producir factores X e Y bien condicionados. En [40, 57, 60] podemos encontrar
otras estrategias de pivotaje que garantizan factores bien condicionados. Sin embargo
ni GECP esta´ndar ni QR con pivote por columnas son precisas para matrices mal
condicionadas y, actualmente, RRDs con precisio´n garantizada pueden calcularse so´lo
para clases particulares de matrices estructuradas a trave´s de GECP que explotan
cuidadosamente la estructura para obtener factores precisos, y en el caso de matrices
graduadas (esto es, matrices de la forma S1BS2 con B bien condicionada, S1 y S2
diagonales), utilizar factorizacio´n QR de Householder con pivote completo [42].
El ca´lculo de RRDs precisas es posible para muchas clases de matrices sime´tricas:
matrices diagonalmente dominantes [3], matrices definidas positivas diagonalmente
escaladas y bien condicionadas [25], algunas matrices indefinidas diagonalmente esca-
ladas y bien condicionadas [65], M-matrices diagonalmente dominantes de´biles [23],
matrices de Cauchy, matrices de Cauchy diagonalmente escaladas, matrices de Van-
dermonde, matrices totalmente no negativas [28], “total signed compound matrices”,
matrices escaladas diagonalmente totalmente unimodulares [62], matrices diagonal-
mente dominantes bien parametrizadas [75]. Gracias a la intensa investigacio´n desa-
rrollada en los u´ltimos 20 an˜os sobre ca´lculo de SVDs con alta precisio´n relativa,
existen algoritmos para calcular RRDs precisas de muchas clases de matrices m× n
estructuradas en O(mn2) operaciones. Estas clases incluyen incluso algunas de las
existentes inicialmente so´lo para matrices sime´tricas: matrices de Cauchy, matrices
de Cauchy diagonalmente escaladas, matrices de Vandermonde y algunas matrices
“related unit-displacement-rank” [18]; matrices graduadas [20, 42]; matrices ac´ıcli-
cas (incluyen matrices bidiagonales ), “total signed compound matrices”, matrices
diagonalmente escaladas totalmente unimodulares [20]; M-matrices diagonalmente
dominantes [23, 63]; matrices polinomiales de Vandermonde que involucran polino-
mios ortonormales [24]; matrices diagonalmente dominantes [29, 75].
Se puede afirmar que nuestra investigacio´n se enmarca en un programa general
para encontrar soluciones precisas de los cuatro problemas cla´sicos del A´lgebra Lineal
Nume´rica, aprovechando las propiedades de la RRD (revisamos el significado de RRD
“precisa” en la Definicio´n 2.4.2) dadas en [20]. En [20] se introdujo el esquema ba´sico




Algoritmo 1.0.1 (Algoritmo de 2 pasos para obtener HRA)
Paso 1: Calcular una RRD precisa de A = XDY.
Paso 2: Aplicar algoritmos, espec´ıficos a cada problema tratado, a los factores
X,D, Y para obtener la respuesta.
Por ejemplo, en [20], para resolver el problema de la SVD se aplico´, una combi-
nacio´n de descomposicio´n QR y Jacobi “one-sided”(Algoritmo 2.5.4).
La ventaja de este esquema es su modularidad y que es adaptable a distintos
problemas y tipos de matrices. En principio permite obtener HRA para cualquier tipo
de matriz para la que se pueda obtener una RRD precisa. Como la clase de matrices
para las que esto se puede hacer es amplia (ve´ase ma´s arriba), y adema´s susceptible
de aumentar con nuevas clases de matrices estructuradas, las posibilidades pra´cticas
son grandes.
En concreto este esquema (Algoritmo en 2 pasos, partiendo de una RRD precisa)
se aplica ya, adema´s de a la SVD [20], a Sistemas de Ecuaciones Lineales (LSE) [32],
al Problema Sime´trico de autovalores (SEVP) [13, 30] y al Problema de Mı´nimos
Cuadrados (LSP) [11, 12].
En esta tesis hemos trabajado en el Problema de Mı´nimos Cuadrados (LSP),
Cap´ıtulo 3, y en el Problema Sime´trico de autovalores (SEVP) para matrices sime´tri-
cas graduadas, Cap´ıtulo 4.
En [32] Dopico y Molera trataron el problema de calcular de manera precisa la
solucio´n de sistemas lineales de ecuaciones usando el esquema anterior. Nosotros
hemos realizado una extensio´n no trivial de este trabajo, con el fin, de resolver de
manera precisa el problema de mı´nimos cuadrados (Cap´ıtulo 3). Esto ha requerido el
desarrollo de una nueva teor´ıa de perturbaciones multiplicativa de la pseudoinversa
de Moore-Penrose (Seccio´n 3.2) y para la solucio´n de mı´nima longitud del problema
de Mı´nimos Cuadrados (Seccio´n 3.3), as´ı como la de implementar de forma espec´ıfica
un algoritmo para el LSP y su ana´lisis de errores (Seccio´n 3.5), y experimentos
nume´ricos (Seccio´n 3.6).
En relacio´n con el problema de encontrar soluciones precisas de los sistemas de
ecuaciones lineales Ax = b, presentamos a continuacio´n el algoritmo, siguiendo la
estructura de obtener la solucio´n en dos pasos
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Algoritmo 1.0.2 (Algoritmo de 2 pasos para obtener HRA para LSE)
Paso 1: Calcular una RRD precisa de A = XDY.
Paso 2: Resolver XDY x = b mediante tres pasos:
Resolver X s = b.
Resolver Dw = s mediante wi = si/di, i = 1 : r.
Resolver Y x = w.
El procedimiento descrito anteriormente calcula soluciones precisas, incluso para
matrices A mal condicionadas, puesto que, cada entrada de w se calcula con error
relativo menor que u, es decir, el sistema lineal mal condicionado Dw = s se resuelve
de manera precisa, y adema´s Xs = b e Y x = w tambie´n se resuelven de manera
precisa, ya que X e Y son factores bien condicionados. En [32, Teorema 4.2] se
demostro´ que el error relativo para la solucio´n calculada x̂ por el algoritmo descrito
anteriormente es
‖x̂− x‖
‖x‖ ≤ u f(n) ma´x{κ(X), κ(Y )}
‖A−1‖ ‖b‖
‖x‖ , (1.0.11)
donde f(n) es una funcio´n moderadamente creciente de n. Observemos que el u´nico
factor potencialmente grande que aparece en la ecuacio´n (1.0.11) es ‖A−1‖ ‖b‖/‖x‖,
ya que X e Y son los factores bien condicionados de una RRD. El ana´lisis cuidadoso
de este factor muestra [14, 32] que, aunque puede llegar a valer κ(A), es pequen˜o
para la mayor´ıa de vectores b, incluso si A esta´ mal condicionada. Este hecho lo
explicaremos cuidadosamente en la Seccio´n 3.3.1.
En el Cap´ıtulo 3 se recoge nuestro trabajo para tratar problemas estructurados de
mı´nimos cuadrados mı´nx ‖b−Ax‖2, donde A ∈ Rm×n y b ∈ Rm, con ma´s precisio´n que
la conseguida con algoritmos convencionales. Generalmente el problema de mı´nimos
cuadrados mı´nx ‖b−Ax‖2 con rango completo por columnas se soluciona por medio
de la factorizacio´n QR o de la SVD, ambos me´todos son regresivamente estables,
es decir, la solucio´n calculada por cualquiera de ellos, x̂0, es la solucio´n exacta del
problema de mı´nimos cuadrados mı´nx ‖(b + ∆b) − (A + ∆A)x‖2, donde ‖∆b‖2 ≤
c umn ‖b‖2, ‖∆A‖2 ≤ c umn3/2 ‖A‖2, u es la unidad de redondeo del ordenador y
c denota una pequen˜a constante entera [43, Teorema 20.3]. Este resultado fuerte de
errores regresivos junto con la teor´ıa de perturbaciones cla´sica en norma del problema
de mı´nimos cuadrados ([74, Teorema 5.1], [5, Teorema 1.4.6]), implican la siguiente
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cota de error progresiva en la solucio´n calculada x̂0 con respecto a la solucio´n exacta
x0
‖x̂0 − x0‖2
‖x0‖2 ≤ u g(m,n)κ2(A)
2, (1.0.12)
donde g(m,n) es una funcio´n moderadamente creciente de m y n. Esta cota no garan-
tiza ningu´n d´ıgito de precisio´n en la solucio´n calculada si la matriz A esta´ mal condi-
cionada. Desafortunadamente, muchos tipos de matrices estructuradas que aparecen
en las aplicaciones esta´n mal condicionadas y los algoritmos convencionales calcu-
lara´n soluciones del problema de mı´nimos cuadrados con errores relativos progresivos
grandes. Nuestro objetivo ha sido proponer un algoritmo para resolver problemas es-
tructurados de mı´nimos cuadrados con alta precisio´n relativa, esto lo obtendremos a
trave´s de la RRD y el algoritmo constara´ de los dos pasos fundamentales tal y como
mencionamos anteriormente:
Algoritmo 1.0.3 (Algoritmo de 2 pasos para obtener HRA)
Paso 1: Calcular una RRD precisa de A = XDY.
Paso 2: Calcular la solucio´n de mı´nima longitud de mı´nx ‖XDY x− b‖2
mediante tres pasos:
Calcular la solucio´n u´nica s de mı´nx ‖b−Xx‖2 v´ıa la factorizacio´n
QR de Householder.
Calcular la solucio´n w del sistema lineal Dw = s como wi = si/di,
i = 1 : r.
Calcular la solucio´n de mı´nima longitud x0 del sistema lineal
infraterminado Y x = w utilizando el me´todo Q [43, Cap´ıtulo 21].
Al estar los factores X e Y bien condicionados, los pasos primero y tercero
mı´nx ‖b − Xx‖2 e Y x = x2 son resueltos de manera precisa, el u´nico factor mal
condicionado es la D, pero el paso donde se utiliza este factor se hace de manera efi-
ciente garantizando soluciones precisas, incluso si el factor D esta´ mal condicionado.
La nueva teor´ıa multiplicativa de la pseudoinversa de Moore-Penrose y para la
solucio´n de mı´nima longitud del problema de Mı´nimos Cuadrados, unidos al ana´lisis
de errores del algoritmo muestran que el error progresivo cometido en la solucio´n
de mı´nima longitud (para problemas de rango completo, rango deficiente, o incluso
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para sistemas lineales infraterminados m < n) viene dado por:
‖x̂0 − x0‖2
‖x0‖2 ≤ c u
[





donde c es una constante pequen˜a entera2, p(m,n) es una funcio´n de m y n modera-
damente creciente, py(m,n) := (p(m,n) + nr
3/2) y px(m,n) := (p(m,n) + mr
3/2); y
no con errores (1.0.12). El u´nico factor potencialmente grande es ‖A†‖2‖b‖2/‖x0‖2.
Al igual que en el caso de LSE mostrado arriba, el ana´lisis cuidadoso de este factor
muestra que es pequen˜o para la mayor´ıa de vectores b (Seccio´n 3.3.1).
En el Cap´ıtulo 4 se muestra el trabajo realizado en esta tesis para encontrar
soluciones precisas del Problema Sime´trico de Autovalores (SEVP) para matri-
ces graduadas. Una matriz sime´trica A = AT ∈ Rn×n es llamada graduada si
S−1AS−1 ≡ B es una matriz bien condicionada para alguna matriz diagonal es-
calada S = diag[s1, . . . , sn].
En primer lugar se ha demostrado una nueva teor´ıa de perturbaciones estructura-
da para matrices de la forma A = SBS. En la Seccio´n 4.2 se presenta el Teorema 4.2.3
que nos da la sensibilidad del problema a perturbaciones de tipo A˜ = S(B + δB)S.
Se usa la te´cnica de transformar perturbaciones aditivas en perturbaciones multipli-
cativas. Se encuentra que la sensibilidad del problema viene gobernada, entre otros,
por un factor nuevo τD (ver (4.0.4)). La sensibilidad bajo perturbaciones de ese tipo
depende del nu´mero de condicio´n de los correspondientes factores LBDBL
T
B de B
y de los elementos de la matriz diagonal S de dos maneras: su orden, despue´s del
pivotaje, y el taman˜o relativo de los elementos consecutivos en las posiciones de los
bloques 2× 2 de la matriz D. Este efecto es completamente nuevo y no se ha tenido
en cuenta en previos ana´lisis.
En 2009, Dopico, Koev y Molera [30] presentaron el algoritmo de Jacobi impl´ıcito,
basa´ndose en los 2 pasos del Algoritmo 1.0.1 (Ver Algoritmo 2.5.6), y demostraron
que se pod´ıa calcular con HRA el SEVP para cualquier matriz sime´trica para la que
se pudiera obtener una RRD precisa. Nosotros hemos analizado el SEVP para un
caso concreto de matrices estructuradas sime´tricas, las matrices graduadas.
El algoritmo que se ha usado en este caso (Algoritmo 4.3.1) ha constado de 2
pasos como el Algoritmo 1.0.1. Con el fin de calcular una RRD, en este caso se
ha usado la factorizacio´n sime´trica por bloques PAP T = LDLT con estrategia de
pivote completo de Bunch y Parlett, BP-LDLT [1, 39, 43]: L es triangular inferior




con unos en la diagonal y en la pra´ctica esta´ bien condicionada, y D es diagonal por
bloques, con bloques de dimensio´n 1 o´ 2. Los bloques 2× 2 diagonales son matrices
indefinidas sime´tricas, y los correspondientes bloques diagonales de L son matrices
identidad de orden 2. Este me´todo tambie´n es conocido como me´todo de pivotaje
diagonal y lo describiremos en la Seccio´n 4.1. Para el segundo paso se ha usado
el Algoritmo 2.5.6 (de Jacobi impl´ıcito). El algoritmo y su ana´lisis de errores se
presentan en la Seccio´n 4.3. Se demuestra que nuestro algoritmo introduce pequen˜as
perturbaciones multiplicativas regresivas de la matriz, y despue´s se utiliza el hecho
bien conocido que estas pequen˜as perturbaciones multiplicativas producen pequen˜as
perturbaciones relativas en los autovalores y autovectores, Teoremas 2.2.2 y 2.2.3.
En definitiva el algoritmo propuesto muestra la sensibilidad del problema SEVP
para matrices sime´tricas graduadas A = SBS. Los autovalores y los autovectores se
calculan con los errores dados en el Corolario 4.3.6, a primer orden en la unidad de
redondeo u,
|λ̂i − λi|
|λi| ≤ q(n) u
(
τ ΞB + κ2(L̂)
)
+O(u2) (1.0.14)
sin θ(qi, q̂i) ≤ q(n) u
(







donde ΞB es una pequen˜a si A esta´ bien escalada (vea´se el Corolario 4.3.6 para su
definicio´n), L̂ es el factor L de la factorizacio´n BP-LDLT de A y θ(qi, q̂i) es el a´ngulo
agudo entre los autovectores exacto y calculado, respectivamente, qi y q̂i. El factor
τ controla el escalamiento y es definido como el ma´ximo de tres factores,















Previamente no exist´ıan resultados sobre las condiciones que S = diag[s1, . . . , sn]
y B tienen que satisfacer para obtener soluciones precisas del problema de autovalores
de matrices sime´tricas generales A = SBS. El resultado anterior demuestra, en
contra de la visio´n tradicional basada en el caso definido positivo, que no es suficiente
que B este´ bien condicionada y que los elementos diagonales de la matriz escalada
este´n ordenados decrecientemente. Si A es una matriz bien escalada en el sentido
usual, con los elementos diagonales de S ordenados decrecientemente, entonces τL ≤
1, pero el nuevo factor τD nos dice que esto no es suficiente para obtener alta precisio´n.
El factor τD proviene de la presencia de los bloques 2 × 2 en la factorizacio´n de
Bunch & Parlett de A = LDLT (ver Seccio´n 4.1). Si existe un bloque 2 × 2 en las
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posiciones i e i+ 1 en la matriz diagonal por bloques D y si existe un “salto”, ya sea
aumentando o disminuyendo en los elementos diagonales de S, si y si+1, habra´ un
“condicionamiento efectivo”de taman˜o τD que amplifica la perturbacio´n de entrada
de taman˜o relativo u. Observemos que esto es un nuevo feno´meno, que no aparece
por ejemplo en las perturbaciones de valores singulares de matrices graduadas [20].
La precisio´n de este algoritmo es comprobada por medio de experimentos nume´ri-
cos en la Seccio´n 4.4.
Para finalizar esta Seccio´n es importante mencionar los art´ıculos a que ha dado
lugar la investigacio´n conducente a esta tesis: el contenido del Cap´ıtulo 3 corresponde
a los art´ıculos [11, 12]. El art´ıculo [11], ha sido aceptado recientemente por la revista
SIAM Journal on Matrix Analysis, y el art´ıculo [12] se sometera´ en breve a la revista
Linear Algebra and its Applications. As´ı mismo, el contenido de los art´ıculos [11, 12]
se han presentado en los siguientes Congresos Internacionales: Householder Sympo-
sium XVIII, 7th International Congress on Industrial and Applied Mathematics, The
17th International Linear Algebra Society Conference y 2012 SIAM Conference on
Applied Linear Algebra.
El contenido del Cap´ıtulo 4 corresponde al art´ıculo [13] que ha sido enviado a la
revista Electronic Transactions on Numerical Analysis y presentado en los Congre-
sos Internacionales: XVII Congreso Colombiano de Matema´ticas y A´lgebra Lineal,
Ana´lisis Matricial y Aplicaciones - ALAMA 2012.
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Descomposiciones que revelan el rango y alta
precisio´n relativa: Preliminares y resultados previos
En este cap´ıtulo vamos a presentar los resultados y definiciones necesarias en
los que esta´ basado nuestro trabajo, que se expondra´ en los cap´ıtulos siguientes.
Empezaremos con una seccio´n dedicada a la notacio´n que va a ser empleada a lo
largo de la memoria (ver tambie´n el Tabla de S´ımbolos y Siglas). A continuacio´n
expondremos resultados conocidos con anterioridad sobre teor´ıa de perturbaciones
que nos sirven de base y de referencia. Haremos especial hincapie´ en el concepto de
perturbaciones multiplicativas y la factorizacio´n de matrices conocida en la literatura
como RRD (Rank Revealing Decompositions o´ Descomposiciones que Revelan el
Rango). Se tratara´n tanto los problemas de autovalores para matrices sime´tricas
(SEVP, Symmetric Eigenvalue Problem) como los sistemas de ecuaciones lineales
(LSE, Linear Systems of Equations) y los problemas de mı´nimos cuadrados (LSP,
Least Square Problems). La importancia de la alta precisio´n relativa (HRA, High
Relative Accuracy) viene principalmente de que se pueden construir algoritmos que
permiten calcular las cantidades objetos de estudio (autovalores, solucio´n de mı´nima
longitud del LSP, ...) con la precisio´n que se merecen. En la u´ltima seccio´n de este
cap´ıtulo haremos un breve resumen de los algoritmos ma´s relevantes de la HRA para
el resto de esta memoria.
2.1. Notacio´n
Denotaremos por ‖ · ‖ cualquier norma vectorial Rn y su correspondiente norma
matricial inducida por ‖A‖ := ma´x‖x‖=1 ‖Ax‖, a menos que en se indique en el
sub´ındice. El s´ımbolo In representara´ la matriz identidad de taman˜o n × n y la
17
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expresio´n AT denotara´ la transpuesta de A. Dada una matriz sime´trica A ∈ Rn×n, sus
autovalores ordenados se denotara´n por λ(A) = {λ1, λ2, . . . , λn} tales que λi ≥ λi+1,
para i = 1 : n− 1. Dada A ∈ Rm×n, con m ≥ n, sus valores singulares se denotara´n
por σ1(A) ≥ · · · ≥ σn(A) ≥ 0. u es la unidad de redondeo del ordenador (u ≈ 10−16).
Dada una matriz G ∈ Rm×n con entradas gij, |G| denotara´ la matriz con entradas
|gij|. Expresiones como |G| ≤ |B| significan que |gij| ≤ |bij| para 1 ≤ i ≤ m, 1 ≤ j ≤
n. Denotaremos por A† ∈ Rn×m la pseudoinversa de Moore-Penrose de A ∈ Rm×n.
Recordemos que si A ∈ Rn×n es no singular , entonces A† = A−1, donde A−1 es la
inversa de A. Usaremos la notacio´n de MATLAB para submatrices: A(i : j, :) indica
la submatriz de A consistente de las filas i hasta la j y A(:, k : l) indica la submatriz
de A consistente de las columnas k hasta la l. El gap relativo en los autovalores lo
notamos como relgapλ(A, λi), donde




El gap relativo en los valores singulares lo representamos por relgapσ(A, σi),
donde





2.2. Teor´ıa de perturbaciones del problema de au-
tovalores y de valores singulares
Es bien conocido el teorema de perturbaciones de Weyl [69] que expresa el cambio
en los autovalores bajo perturbaciones aditivas de una matriz sime´trica1.
Teorema 2.2.1 Sean λ1 ≥ . . . ≥ λn los autovalores de A y λ̂1 ≥ . . . ≥ λ̂n los
autovalores de A+ E, ambas sime´tricas, entonces, para i = 1, . . . , n, se cumple que
|λi − λ̂i| ≤ ‖E‖2 (2.2.1)
θ(vi, v̂i) ≤ ‖E‖2
mı´nj 6=i |λi − λj| (2.2.2)
donde θ(vi, v̂i) es el a´ngulo agudo entre los autovectores vi y v̂i correspondientes,
respectivamente, a los autovalores λi y λ̂i.
1Hemos an˜adido tambie´n por completitud y brevedad el resultado de autovectores, que no apa-
rece habitualmente en el Teorema de Weyl.
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Como se menciono´ en la Introduccio´n, estas cotas pueden no ser satisfactorias
para los autovalores de mo´dulos ma´s pequen˜os, o para los correspondientes autovec-
tores, o para autovectores con autovalores con gap pequen˜o mı´nj 6=i |λi − λj|.
Sin embargo, si las perturbaciones son pequen˜as pero en sentido multiplicativo, se
puede demostrar a partir del Teorema de Weyl 2.2.1, que pequen˜as perturbaciones
multiplicativas de una matriz producen pequen˜as perturbaciones relativas en sus
autovalores y autovectores [37, 52].
Teorema 2.2.2 [37, Teorema 2.1] Sea A = AT ∈ Rn×n y A˜ = (I + E)A(I + E)T ∈
Rn×n, tal que I + E es no singular. Adema´s, supongamos que λ1 ≥ · · · ≥ λn y
λ˜1 ≥ · · · ≥ λ˜n, son los autovalores de A y A˜, respectivamente. Entonces
|λ˜i − λi| ≤ (2 ‖E‖2 + ‖E‖22) |λi|, para i = 1, . . . , n.
Teorema 2.2.3 [52, Teorema 3.1] Sea A = AT ∈ Rn×n y A˜ = (I + E)A(I + E)T ∈
Rn×n, tal que I + E es no singular, con η = ‖E‖ < 1. Adema´s, supongamos que
q1 ≥ · · · ≥ qn y q˜1 ≥ · · · ≥ q˜n, son los autovectores de A y A˜, respectivamente.
Entonces







, 1 ≤ i ≤ n,
donde θ(qi, q˜i) es a´ngulo agudo entre qi y q˜i.
Para el caso de autovalores mu´ltiples, o clu´sters de autovalores muy cercanos en el
sentido relativo, una cota similar se cumple para los senos de los a´ngulos cano´nicos
de los correspondientes subespacios invariantes.
Un resultado similar se obtiene para la SVD:
Teorema 2.2.4 [37, Teorema 3.1], [52, Teorema 3.5] Sean A ∈ Rm×n y A˜ = (I +
E) A (I + F ) ∈ Rm×n con SVDs, respectivamente, A = UΣV T , A˜ = U˜Σ˜V˜ T . Sean
ηE = ‖E‖2, ηF = ‖F‖2, η = ma´x{ηE, ηF} y η′ = 2η + η2.
Entonces
1. La diferencia entre los valores singulares de A y A˜ obedece
|σi − σ˜i|
σi
≤ ηE + ηF + ηEηF ≤ η′, 1 ≤ i ≤ n.
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2. El a´ngulo entre los vectores singulares izquierdos ui y u˜i (o entre los derechos








mı´n(relgapσ˜(A, σi), 2)− η′ + η
)
, 1 ≤ i ≤ n,
siempre que mı´n(relgapσ˜(A, σi), 2) > η
′. En el caso de valores singulares mu´lti-
ples, o grupos de valores singulares muy pro´ximos, hay una cota similar para
los senos de los a´ngulos cano´nicos entre los subespacios correspondientes.
Los Teoremas 2.2.2, 2.2.3 y 2.2.4 son la base para los ana´lisis de HRA para los
problemas SEVP y SVD. La te´cnica siempre pasa por expresar el ana´lisis de erro-
res como un resultado multiplicativo regresivamente y despue´s aplicar los teoremas
anteriores, esto se vera´ en la Seccio´n 2.5 y en el Cap´ıtulo 4.
2.3. Teor´ıa de perturbaciones de sistemas de ecua-
ciones lineales y problemas de mı´nimos cua-
drados
En esta seccio´n presentamos resultados conocidos de teor´ıa de perturbaciones
para sistemas de ecuaciones lineales y problemas de mı´nimos cuadrados, teniendo en
cuenta que los resultados de perturbaciones aditivas producen cambios relativos muy
grandes en la solucio´n del problema, por lo tanto, si nuestro intere´s es obtener alta
precisio´n relativa, tendremos que buscar una alternativa para perturbar adecuada-
mente el problema. Para los sistemas de ecuaciones lineales y el problema de mı´nimos
cuadrados, procederemos de la siguiente manera, analizamos el efecto que tiene en la
solucio´n el hecho de perturbar so´lamente el lado derecho del problema y observamos
que el nu´mero de condicio´n asociado a esta particular estructura de perturbacio-
nes es pequen˜o. Luego perturbamos adecuadamente ambos lados del problema, es
decir perturbamos multiplicativamente la matriz de coeficientes asociada y pertur-
bamos el vector del lado derecho. Observamos que las cotas relativas conseguidas son
pequen˜as.
Teorema 2.3.1 [43, Teorema 7.2] Sea Ax = b y (A+∆A)x˜ = b+h, donde ‖∆A‖ ≤
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El nu´mero de condicio´n (‖A
−1‖‖f‖
‖x‖ +‖A−1‖‖E‖) y la sensibilidad del problema apa-
recen generalmente como lo indicamos en el Teorema 2.3.1, pero en casos especiales,
el nu´mero de condicio´n no aparece completo. Por ejemplo, si queremos calcular la
solucio´n del sistema de ecuaciones lineales Ax = b, y consideramos perturbaciones
so´lamente en el vector b, es decir, consideramos que Ax˜ = b + h con ‖h‖ ≤ ‖b‖,
entonces: x˜ = A−1(b+ h), con lo que tenemos un resultado para la sensibilidad de la










‖x‖ es el nu´mero de condicio´n de Ax˜ = (b + h) con ‖h‖ ≤ ‖b‖. Particu-
larmente, se ha demostrado en [43, pa´g. 121] que









Como κ(A) = ‖A−1‖‖A‖ y Ax = b, entonces,
1 ≤ κ(A, b) ≤ κ(A),
pero la idea es demostrar que si fijamos A de tal manera que κ(A)  1, entonces
κ(A, b)  κ(A) para la mayor´ıa de vectores b, es decir que, κ(A, b) usualmente es
pequen˜o. La explicacio´n de este hecho para el caso de la ‖ · ‖2 y su norma matricial
inducida, lo presentamos a continuacio´n.
Teorema 2.3.2 [14] Sea A = UΣV T la SVD de A ∈ Rm×n tal que rango(A) = r ≤
n ≤ m y Pk la proyeccio´n ortogonal sobre el subespacio generado por las u´ltimas k
columnas de U . Entonces
κ2(A, b) ≤ σr+1−k
σr
‖b‖2
‖Pkb‖2 , para k = 1 : r. (2.3.3)








Si σr−1 ≈ σr, esta cota sera´ pequen˜a con un alta probabilidad para vectores
aleatorios b tales que cos θ(ur, b) ≈ 0. Observemos que (2.3.3) puede interpretarse di-
ciendo que el nu´mero de condicio´n efectivo para el problema Ax˜ = b+h es σr+1−k/σr,
donde k es un nu´mero natural pequen˜o, tal que ‖Pkb‖2/‖b‖2 no es muy pequen˜o.
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La teor´ıa de perturbaciones multiplicativas ha recibido considerable atencio´n
cuando se desea obtener soluciones precisas del problema de autovalores y del proble-
ma de valores singulares [37, 45, 46, 51, 52]. Para el problema de encontrar soluciones
precisas de sistemas de ecuaciones la teor´ıa de perturbaciones multiplicativas apare-
cio´ recientemente en [32, Lema 3.1], sin embargo presentamos una versio´n a primer
orden en  de este resultado.
Teorema 2.3.3 [32, Lema 3.1] Sea Ax = b y (I + E)A(I + F )x˜ = b + h, donde
‖h‖ ≤ ‖b‖, I + E ∈ Rn×n y I + F ∈ Rn×n son matrices no singulares tales que









Observemos que el factor ‖A
−1‖‖b‖
‖x‖ que aparece en la cota (2.3.4) es pequen˜o,
con lo que, pequen˜as perturbaciones multiplicativas en la matriz implican pequen˜as
perturbaciones en la solucio´n. Como una conclusio´n importante, tenemos que el
factor ‖A
−1‖‖b‖
‖x‖ no aparece so´lamente en perturbaciones del lado derecho, sino que
aparece en perturbaciones de tipo multiplicativo.
Siguiendo las mismas l´ıneas presentadas en esta seccio´n para sistemas de ecua-
ciones, presentamos resultados ana´logos para el problema de mı´nimos cuadrados
Ax ≈ b.
Teorema 2.3.4 [43, Teorema 20.1] Sean A ∈ Rm×n (m ≥ n) y (A + ∆A) con
‖∆A‖2 ≤ ‖A‖2 matrices de rango completo. Supongamos adema´s que
mı´n
x∈Rn
‖Ax− b‖2, y r = b− Ax. (2.3.5)











Si escribimos el Teorema 2.3.4 a primer orden en , obtenemos el siguiente resul-
tado.
Teorema 2.3.5 Sean A ∈ Rm×n (m ≥ n) y (A+∆A) con ‖∆A‖2 ≤ ‖A‖2 matrices
de rango completo. Supongamos adema´s que
mı´n
x∈Rn
‖Ax− b‖2, y r = b− Ax. (2.3.7)
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Entonces, si  κ2(A) < 1 tenemos que
‖x˜− x‖2








Si resolvemos el problema de mı´nimos cuadrados Ax˜ ≈ b + h con ‖h‖2 ≤ ‖b‖2,









‖x‖ es el nu´mero de condicio´n del problema de mı´nimos cuadrados pertur-
bando so´lo el vector b. En la Seccio´n 3.3.1, demostramos que este factor habitual-
mente es pequen˜o.
Por el ana´lisis realizado para sistemas de ecuaciones, sabemos que si perturbamos
multiplicativamente la matriz podemos obtener que el nu´mero de condicio´n del pro-
blema es ‖A
†‖‖b‖
‖x‖ , pero como este factor es habitualmente pequen˜o, entonces tenemos
que pequen˜as perturbaciones multiplicativas en los factores implican pequen˜as per-
turbaciones multiplicativas en la solucio´n. Esto lo resumimos en el siguiente teorema,
el cual es un resultado a primer orden del Teorema 3.3.1.
Teorema 2.3.6 Sea Ax ≈ b y (I + E)A(I + F )x˜ ≈ b + h, donde ‖h‖2 ≤ ‖b‖2, y









2.4. Descomposiciones que revelan el rango y
teor´ıa de perturbaciones
Como ya se ha indicado en la Introduccio´n, en [20] se presento´ un tratamiento
unificado para el ca´lculo de la SVD con alta precisio´n relativa mediante el uso de la
RRD (Rank Revealing Decomposition). Partiendo de ese resultado para valores sin-
gulares, con posterioridad se ha ido aplicando esa te´cnica a los otros tres problemas
del A´lgebra Lineal: problema de autovalores [30] y Cap´ıtulo 4, sistemas de ecuacio-
nes lineales [32] y por u´ltimo problema de mı´nimos cuadrados que corresponde al
Cap´ıtulo 3. En esta l´ınea, una de las ideas fundamentales en este trabajo son los
conceptos de RRD y RRD precisa [20] (ver tambie´n [43, Seccio´n 9.12]).
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Definicio´n 2.4.1 Sea A ∈ Cm×n, la factorizacio´n XDY de A, donde X ∈ Cm×r,
D = diag(d1, d2, . . . , dr) ∈ Cr×r es diagonal y no singular e Y ∈ Cr×n, son tales
que rango (X) = rango (Y ) = r, y X e Y son matrices bien condicionadas, la
llamaremos RRD de A.
Notemos que esto significa que el rango de A es r, y que si A esta´ mal condicio-
nada, entonces el factor diagonal D es tambie´n mal condicionado.
Para obtener soluciones precisas en el marco teo´rico que introducimos en este
trabajo es necesario partir de RRDs precisas, por lo tanto, definimos la RRD precisa
de una matriz A siguiendo las l´ıneas de la definicio´n dada en [20].
Definicio´n 2.4.2 Sea A = XDY una RRD de A ∈ Cm×n, donde X ∈ Cm×r,
D = diag(d1, . . . , dr) ∈ Cr×r e Y ∈ Cr×n y sean X̂ ∈ Cm×r, D̂ = diag(d̂1, . . . , d̂r) ∈
Cr×r e Ŷ ∈ Cr×n los factores calculados por un cierto algoritmo en un ordenador
con unidad de redondeo u. Decimos que la factorizacio´n X̂D̂Ŷ ha sido calculada de
manera precisa, o es una RRD precisa, si
‖X̂ −X‖2
‖X‖2 ≤ u p(m,n),
‖Ŷ − Y ‖2
‖Y ‖2 ≤ u p(m,n) y (2.4.1)
|d̂i − di|
|di| ≤ u p(m,n), i = 1 : r, (2.4.2)
donde p(m,n) es una funcio´n moderadamente creciente de m y n, es decir, una
funcio´n acotada por un polinomio de grado bajo en m y n, tal que
ma´x{κ2(X) , κ2(Y )} u p(m,n) < 1/2 . (2.4.3)
2.4.1. Descomposicio´n en valores singulares y problema
sime´trico de autovalores
El resultado fundamental de [20] se basaba en que los factores de una RRD
determinan de manera precisa la SVD de la matriz original, es decir, pequen˜as per-
turbaciones relativas componente a componente en los elementos de la matriz D y
pequen˜as perturbaciones relativas en norma en X e Y , producen pequen˜as pertur-
baciones en los valores singulares de A y pequen˜as perturbaciones en los vectores
singulares con respecto al gap relativo de los valores singulares.
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Teorema 2.4.3 [20, Teorema 2.1] Sean A = XDY T y A˜ = X˜D˜Y˜ T RRDs con
SVDs, respectivamente, A = UΣV T , A˜ = U˜Σ˜V˜ T , donde X˜, D˜ e Y˜ T esta´n definidas
as´ı:
X˜ = X + δX, con
‖δX‖2
‖X‖2 ≤ 
Y˜ = Y + δY, con
‖δY ‖2
‖Y ‖2 ≤ 
D˜ = D + δD, con
|δDii|
|Dii| ≤  para todo i,
con 0 ≤  < 1. Sea η =  (2 + ) ma´x{κ2(X), κ2(Y )} < 1 y η′ = 2η + η2. Entonces
1. A˜ = (I + E) A (I + F ) con ma´x {‖E‖2, ‖F‖2} ≤ η.
2. La diferencia entre los valores singulares de A y A˜ obedece
|σi − σ˜i| ≤ η′ |σi|, 1 ≤ i ≤ n.
3. El a´ngulo entre los vectores singulares izquierdos ui y u˜i (o entre los derechos








mı´n(relgapσ(A, σi), 2)− η′ + η
)
, 1 ≤ i ≤ n,
siempre que mı´n(relgapσ(A, σi), 2) > η
′. En el caso de valores singulares mu´lti-
ples, o grupos de valores singulares muy pro´ximos, hay una cota similar para
los senos de los a´ngulos cano´nicos entre los subespacios correspondientes.
Hemos modificado ligeramente el enunciado que se presenta en [20, Teorema 2.1]
an˜adiendo el punto 1 de los resultados. Queremos destacar de forma expl´ıcita que
bajo las hipo´tesis del teorema, la perturbacio´n de los factores se puede escribir como
una pequen˜a perturbacio´n multiplicativa de la matriz. Los otros dos resultados del
teorema se obtienen inmediatamente sin ma´s que aplicar el teorema 2.2.4. De esta
manera destacamos el papel crucial de la teor´ıa multiplicativa de perturbaciones
en establecer, en este caso, que valores y vectores singulares son poco sensibles a
perturbaciones de la RRD.
De una forma similar al problema de valores singulares anterior se puede tratar
el problema sime´trico de autovalores. Dopico y Koev demostraron en [28] tambie´n
que a partir de una RRD sime´trica y precisa de una matriz tambie´n sime´trica es
posible calcular sus autovalores y autovectores con alta precisio´n relativa.
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Teorema 2.4.4 [28, Teorema 2.1] Sean A = XDXT y A˜ = X˜D˜X˜T RRDs de las
matrices sime´tricas A ∈ Rn×n y A˜ ∈ Rn×n respectivamente. Sean λ1 ≥ · · · ≥ λn los
autovalores de A y λ˜1 ≥ · · · ≥ λ˜n los autovalores de A˜. Sean q1, . . . , qn y q˜1, . . . , q˜n




|Dii| ≤ β para todo i,
donde 0 ≤ β < 1. Sea η = β(2 + β)κ2(X) menor que 1; entonces
|λi − λ˜i| ≤ (2η + η2)|λi|, 1 ≤ i ≤ n,
y







, 1 ≤ i ≤ n,
donde θ(qi, q˜i) es el a´ngulo agudo entre qi y q˜i. Para el caso de autovalores mu´ltiples,
o clu´sters de autovalores muy cercanos en el sentido relativo, una cota similar se
cumple para los senos de los a´ngulos cano´nicos de los correspondientes subespacios
invariantes.
2.4.2. Sistemas de ecuaciones lineales v´ıa la RRD
Las te´cnicas anteriores tambie´n se han extendido a los otros dos grandes pro-
blemas del A´lgebra Lineal Nume´rica, los sistemas de ecuaciones lineales [32] y los
problemas de mı´nimos cuadrados [11]. Este u´ltimo problema es el objeto del Cap´ıtulo
3 de esta memoria, y all´ı nos ocuparemos de e´l.
En [32] se demostro´ que si la matriz de un LSE Ax = b se puede factorizar de
forma precisa entonces la solucio´n del LSE cambia poco al variar los factores de la
RRD. Se presenta aqu´ı so´lo el resultado a primer orden (para el resultado completo
ver [32, Teorema 3.2])
Teorema 2.4.5 [32, Teorema 3.2] Sea A ∈ Cn×n con RRD XDY y b ∈ Cn. Sea
XDY x = b y (X + ∆X)(D + ∆D)(Y + ∆Y )x˜ = b + h, donde ‖∆X‖ ≤ ‖X‖,
‖∆Y ‖ ≤ ‖Y ‖ |∆D| ≤ |D| y ‖h‖ ≤ ‖b‖ y supongamos que κ(Y ) < 1 y que
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ya que no requieren que se calcule ‖X−1b‖ y no sobreestima significativamente la
variacio´n de la solucio´n si κ(X) es pequen˜o.
Ya se presento´ en la Seccio´n 2.3 una breve explicacio´n de por que´ el factor ‖A
−1‖ ‖b‖
‖x‖ es
habitualmente pequen˜o. En la Seccio´n 3.3.1 se presentara´ el factor equivalente para
el LSP ‖A
†‖ ‖b‖
‖x‖ y se vera´ tambie´n que es usualmente pequen˜o.
2.5. Algoritmos y errores
El estudio de la alta precisio´n relativa tiene su fin u´ltimo en poder calcular mag-
nitudes con ma´s precisio´n que la que garantizan los algoritmos convencionales. En
esta seccio´n vamos a describir los algoritmos presentes en la literatura que garantizan
HRA. Describiremos los algoritmos y los resultados que se obtienen de sus ana´lisis
de errores, es decir la precisio´n esperada cuando se ejecutan en un ordenador.
Antes de empezar recordaremos que en los ana´lisis de errores presentados en la
Secciones 3.5 y 4.3 usaremos el modelo de errores convencional para aritme´tica en
coma flotante [43, Seccio´n 2.2]
fl(a b) = (a b)(1 + δ),
donde a y b son nu´meros reales en coma flotante,  ∈ {+,−,×, /}, y |δ| ≤ u.
Recordemos que este modelo tambie´n se cumple para nu´meros complejos en coma
flotante si u es reemplazada por una constante ligeramente ma´s grande, ver [43,
Seccio´n 3.6]. Suponemos tambie´n que no ocurre overflow ni underflow.
El campo de la HRA tiene una larga tradicio´n (vea´nse las referencias citadas en
el Cap´ıtulo 1), sin embargo en la forma en que se enfoca en esta memoria data de los
primeros an˜os de la de´cada de 1990. Entre las referencias destacamos la de Demmel
y Veselic´ [25]. En ella se inicia el esquema, que ha resultado tan fruct´ıfero despue´s, de
Factorizacio´n+Algoritmo espec´ıfico para lograr la HRA. En ese trabajo se mostraba
que el algoritmo de Jacobi impl´ıcito aplicado a los factores de Cholesky de una matriz
sime´trica definida positiva pod´ıa alcanzar HRA, al contrario que el algoritmo QR;
esto tambie´n sirvio´ para traer a primera plana de los algoritmos del A´lgebra Lineal
Nume´rica los algoritmo de tipo Jacobi que estaban ligeramente olvidados.
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Los algoritmos de tipo Jacobi esta´n basados en las rotaciones del mismo nombre.
i j






























Para ma´s detalles ver los siguientes libros cla´sicos [17, Seccio´n 5.3.5], [39, Seccio´n
8.5] y [61, Cap´ıtulo 9].
Quiza´s la forma ma´s conocida de usar las rotaciones de Jacobi es para diagona-
lizar una matriz sime´trica haciendo rotaciones simulta´neas, por la derecha y por la
izquierda. Es lo que se conoce como el algoritmo de Jacobi “two-sided”. Ligeramente
menos conocido es el algoritmo de Jacobi “one-sided”que sirve para calcular la SVD
de una matriz (ver por ejemplo [39]).
La esencia del algoritmo “one-sided” es aplicar impl´ıcitamente el algoritmo “two-
sided” a la matriz G = ATA. E´sta no se calcula nunca expl´ıcitamente, segu´n se van





Algoritmo 2.5.1 (Algoritmo de Jacobi “one-sided”)
Input: A ∈ Rn×n
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repetir
para i, j
calcular gii, gij, gjj de G = A
TA como en la ecuacio´n (2.5.2)
calcular una rotacio´n de Jacobi R(i, j, c, s) tal que:










A = AR(i, j, c, s)






calcular σi = ‖G(:, i)‖ para i = 1, . . . , n.
los vectores singulares izquierdos, sera´n las columnas
normalizadas de G.
A partir del algoritmo “one-sided” 2.5.1 para calcular la SVD, se puede disen˜ar
el siguiente algoritmo [25] para calcular los autovalores y los autovectores de matrices
sime´tricas definidas positivas:
Algoritmo 2.5.2 [25, Algoritmo 4.4]
Input: A = AT ∈ Rn×n definida positiva.
Output: Autovalores λi y autovectores Q de A.
Paso 1: Calcular una descomposicio´n de Cholesky con pivote completo de
A = LLT .
Paso 2: Calcular la SVD de L usando el Algoritmo 2.5.1:
LR1R2 · · ·Rp = UΣ, donde Σ = diag(σ1, . . . , σn).
Paso 3: λi = σ
2
i para i = 1 : n y Q = U .
Obse´rvese que es un algoritmo de tipo 2 pasos como los usados en esta memoria
y en otras situaciones (ver el Cap´ıtulo 1).
Se demostro´ en [25, 55, 56] que si los autovalores y los autovectores de matrices
sime´tricas definidas positivas son calculados por el algoritmo 2.5.2, entonces, los
errores en los autovalores calculados esta´n dados por el siguiente resultado.
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Teorema 2.5.3 Sea A = SBS una matriz sime´trica definida positiva, con S =
diag[a
1/2
11 , . . . , a
1/2
nn ], bii = 1 y {λi}ni=1 los autovalores de A. Sean {λ̂i}ni=1 los autova-











Si la matriz A esta´ bien escalada, es decir, si κ2(B) & 1, entonces todos los
autovalores esta´n calculados con varios d´ıgitos de precisio´n.
El siguiente hito en la historia reciente de los algoritmos de alta precisio´n relativa,
es el Algoritmo 3.1 de [20], que calcula la solucio´n precisa del problema de valores
singulares de A, v´ıa la RRD de A.
Algoritmo 2.5.4 (Solucio´n precisa del problema de valores singulares)
Input: X ∈ Rm×n, D ∈ Rn×n e Y ∈ Rn×n tales que A = XDY
es una RRD de A.
Output: Σ = diag(σ1, . . . , σn) la matriz de valores singulares y, U ∈ Rm×n
y V ∈ Rn×n matrices de vectores singulares izquierdos y derechos
respectivamente.
Paso 1: Calcular la factorizacio´n QR con pivote por columnas XD = QRP .
Paso 2: Multiplicar las matrices R,P e Y para obtener W = RPY
Paso 3: Calcular la SVD de W = UΣV T usando el Algoritmo 2.5.1.
Paso 4: multiplicar las matrices Q y U para obtener U = QU
La alta precisio´n relativa la garantizamos a partir de la teor´ıa multiplicativa de
perturbaciones, Teorema 2.4.3, y el ana´lisis de errores del Algoritmo:
Teorema 2.5.5 [33, Teorema 2.1] El Algoritmo 2.5.4 produce errores multiplicativos
regresivos cuando es ejecutado con unidad de redondeo u, es decir, Si A = XDY ∈
Rm×n es la RRD calculada en el paso 1 del Algoritmo 2.5.4 y ÛΣ̂V̂ T es la SVD
calculada por el algoritmo, entonces, existen matrices U ′ ∈ Rm×r, V ′ ∈ Rn×r, E ∈
Rm×m y F ∈ Rn×n tales que U ′ y V ′ tienen columnas ortonormales,
‖U ′ − Û‖ = O(u), ‖V ′ − V̂ ‖ = O(u)
‖E‖ = O(uκ(X)), ‖F‖ = O(uκ(R′)κ(Y )),
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donde R′ es la matriz con mejor nu´mero de condicio´n de todos los escalamientos por
filas de la matriz triangular R que aparece en el Algorithm 3.1 de [20] y
(I + E)A(I + F ) = U ′Σ̂V ′T .
Se demostro´ en [20], que κ(R′) es a lo sumo de orden O(n3/2κ(X)), pero en la pra´ctica
se observa mediante diferentes experimentos nume´ricos que κ(R′) se comporta como
O(n).
A continuacio´n presentamos otro hito significativo. El algoritmo de Jacobi impl´ıci-
to [30, Algoritmo 1] aplicado a matrices sime´tricas, definidas o indefinidas, produce
HRA si se parte de una matriz de la que se ha calculado una RRD precisa.
Sea A = XΩXT una factorizacio´n sime´trica de A, donde X ∈ Rn×n y Ω =
diag(ω1, . . . , ωn) ∈ Rn×n son matrices no singulares. La idea es aplicar el algoritmo
sime´trico (“two-sided”) de Jacobi de forma impl´ıcita, eligiendo en cada paso una
rotacio´n de Jacobi R tal que la posicio´n (i, j) de A = XΩXT sea cero. En cada paso
del proceso so´lo se actualiza el factor X y la matriz Ω, que es la que porta el mal con-
dicionamiento, permanece constante, es decir, pasamos de XΩXT a RT (XΩXT )R,
manteniendo la matriz factorizada (X → RTX). Se demostro´ en [30, Teorema 6]
que si XΩXT es una descomposicio´n precisa que revele el rango, entonces el Algo-
ritmo de Jacobi impl´ıcito, calcula soluciones precisas del problema de autovalores y
autovectores.
Algoritmo 2.5.6 (Algoritmo de Jacobi impl´ıcito [30, Algoritmo 1])
Input: X ∈ Rn×n una matriz bien condicionada y Ω = diag(ω1, . . . , ωn) ∈ Rn×n
no singular.
Output: Λ = diag(λ1, . . . , λn) y U ∈ Rn×n matrices de autovalores y
autovectores, respectivamente.
κ̂(X) es el valor calculado de κ(X)
U = In
G = X diag(
√|ω1|, . . . ,√|ωn|)
J = diag(sign(ω1), . . . , sign(ωn))
repetir
para i = 1 hasta n− 1
para j = i+ 1 hasta n























G = R(i, j, c, s)T G











|aii| ≤ 2κ̂(X) para todo i
)
calcular λi = aii para i = 1, . . . , n.
Las cotas de errores multiplicativas regresivas dadas en el Teorema 2.5.7 pueden
combinarse fa´cilmente con los Teoremas 2.2.2 y 2.2.3 para probar que el Algoritmo
2.5.6 calcula los autovalores y los autovectores de una RRD XDXT con alta precisio´n
relativa:
Teorema 2.5.7 [30, Teorema 6] Si NR es el nu´mero de rotaciones de Jacobi aplica-









, entonces la matriz de autovalores calculada, Λ̂ = diag(λ̂1, . . . , λ̂n),
y la matriz calculada de autovectores, Û , esta´n cerca de las matrices de autovalores y
autovectores de una pequen˜a perturbacio´n multiplicativa de XDXT . Es decir, existe
una matriz ortogonal U ∈ Rn×n tal que
U Λ̂UT = (I + E)XDXT (I + E)T , (2.5.4)
con ‖E‖F = O(u (n2κ̂(X) +NRκ(X))) y ‖Û − U‖F = O(NR u).
Por u´ltimo, extendiendo las ideas de usar la RRD como buena parametrizacio´n
que refleja la sensibilidad de los problemas espectrales a los sistemas de ecuaciones
lineales, Dopico y Molera [32] mostraron co´mo se pueden calcular soluciones con alta
precisio´n de LSE, Ax = b, para cualquier matriz de la que se pueda obtener una
RRD precisa mediante el siguiente algoritmo:
Algoritmo 2.5.8 [32, Algoritmo 4.1]
Input: A ∈ Cn×n, b ∈ Cn
2Ver (2.5.1), R(i, j, c, s) es la notacio´n usual para las rotaciones de Jacobi en los ı´ndices (i, j) y
en el a´ngulo θ, es decir: R(i, j, c, s) = In excepto en las posiciones R(i, j, c, s)ii = R(i, j, c, s)jj =
cos(θ) = c y R(i, j, c, s)ij = −R(i, j, c, s)ji = − sin(θ) = −s.
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Output: x , solucio´n de Ax = b
Paso 1: Calcular una RRD precisa de A = XDY , con D = diag(d1, d2, . . . , dn).
Paso 2: Resolver los tres sistemas de ecuaciones,
X s = b −→ s,
D w = s −→ w,
Y x = w −→ x,
donde X s = b e Y x = w se resuelven por cualquier me´todo regresivo
estable, tal como, eliminacio´n Gaussiana con pivote parcial (GEPP) o
factorizacio´n QR, y Dw = s es resuelto como wi = si/di, i = 1 : n.
El Teorema 2.4.5 expresa la sensitividad de la solucio´n del sistema Ax = b, donde
A = XDY , para perturbaciones de los factores de A. E´sta depende de los nu´meros
de condicio´n de X e Y , los cuales son pequen˜os si A = XDY es una RRD, y tambie´n
de la expresio´n ‖A−1‖‖b‖/‖x‖, la cual es moderada para la mayor´ıa de vectores b,
segu´n los comentarios realizados al final de la Seccio´n 2.4.
El ana´lisis de errores del Algoritmo 2.5.8 demuestra que e´stos se pueden escribir
como pequen˜os errores regresivos multiplicativos, y as´ı se obtiene que:
Teorema 2.5.9 Sea ‖ · ‖ una norma vectorial en Cn cuya norma matricial in-
ducida satisface que ‖Λ‖ = ma´xi=1:n |λi| para todas las matrices diagonales Λ =
diag(λ1, . . . , λn). Sean X̂, D̂, e Ŷ los factores de A calculados en el Paso 1 del
Algoritmo 2.5.8 y supongamos que satisfacen
‖X̂ −X‖
‖X‖ ≤ u p(n),
‖Ŷ − Y ‖
‖Y ‖ ≤ u p(n), y |D̂−D | ≤ u p(n) |D |, i = 1 : n,
donde X,D e Y son los correspondientes factores exactos de A, p(n) es una funcio´n
poco creciente de n, y u es la unidad de redondeo. Supongamos tambie´n que los
sistemas X s = b e Y x = w se resolvieron con un algoritmo regresivamente estable
tal que cuando es aplicado a cualquier sistema lineal Bz = c, B ∈ Cn×n y c ∈ Cn,
calcula una solucio´n ẑ que satisface
(B + ∆B )ẑ = c, con ‖∆B ‖ ≤ u q(n) ‖B ‖,
donde q(n) es una funcio´n poco creciente n tal que q(n) ≥ 4√2/(1− 4u). Sea
g(n) := p(n) + q(n) + u p(n)q(n).
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1. Si x̂ es la solucio´n calculada de Ax = b usando el Algoritmo 2.5.8, entonces
(X + ∆X )(D + ∆D )(Y + ∆Y )x̂ = b,
donde ‖∆X ‖ ≤ u g(n) ‖X ‖, |∆D | ≤ u g(n) |D |, y ‖∆Y ‖ ≤ u g(n) ‖Y ‖.
2. Adema´s, si x es la solucio´n exacta de Ax = b, ( u g(n)κ(Y ) ) < 1 y ( u g(n) (2+




1− u g(n)κ(Y )
(
κ(Y ) +
1 + (2 + u g(n))κ(X)






Observacio´n 2.5.10 La ecuacio´n (2.5.5) se puede simplificar considerablemente si
so´lo prestamos atencio´n a los te´rminos de primer orden
‖x̂− x‖
‖x‖ ≤ u g(n)
(
















Estas cotas muestran que el error relativo en la solucio´n es O(u) si κ(X), κ(Y ) y
‖A−1‖ ‖b‖/‖x‖ son pequen˜os.
En los Cap´ıtulos 1 y 2 hemos presentado el estado actual del campo de la alta pre-
cisio´n relativa. Dentro de las ideas mostradas aqu´ı se ha encuadrado la investigacio´n
que presentamos en esta memoria. La idea clave es la obtencio´n de HRA mediante
algoritmos que usan RRDs precisas y que luego aprovechan la estructura espec´ıfica
del problema. Este esquema ya se ha aplicado con e´xito a problemas de valores sin-
gulares, a problemas sime´tricos de autovalores y a sistemas de ecuaciones lineales.
Nosotros lo hemos extendido a problemas de mı´nimos cuadrados (Cap´ıtulo 3) y al
problema sime´trico de autovalores para un tipo especial de matrices: graduadas sime´-
tricas. Los trabajos existentes en el campo al comienzo de mi investigacio´n han dado
la pauta, pero en este memoria se presentan nuevos algoritmos, Algoritmo 3.5.1 y
4.3.1; nuevos ana´lisis de errores, Teorema 3.5.2 y Corolario 4.3.5; y nuevos resultados
de teor´ıa de perturbaciones de la pseudo inversa de Moore-Penrose, Teoremas 3.2.2,
3.2.3, 3.2.5, nuevos resultados de teor´ıa de perturbaciones de problemas de mı´nimos
cuadrados 3.3.1 y nuevos resultados de teor´ıa de perturbaciones de problemas de
autovalores de matrices sime´tricas graduadas Corolario 4.2.4.
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Teor´ıa de perturbaciones multiplicativas y
soluciones precisas del problema de m´ınimos
cuadrados
Distintas clases de matrices con estructuras particulares aparecen frecuentemen-
te en la teor´ıa y las aplicaciones [58, 59]. Como consecuencia, el disen˜o y ana´lisis
de algoritmos especiales que involucran matrices estructuradas es un a´rea cla´sica de
investigacio´n del A´lgebra Lineal Nume´rica que atrae la atencio´n de muchos inves-
tigadores. Algoritmos especiales para resolver sistemas de ecuaciones estructurados
o problemas estructurados de autovalores, aparecen en muchas referencias esta´ndar
[17, 39, 43, 49, 73], pero es ma´s raro encontrar algoritmos especiales para resolver pro-
blemas de mı´nimos cuadrados. En general, el objetivo, al considerar algoritmos espe-
ciales es explotar la estructura del problema para acelerar la velocidad de los ca´lculos
y disminuir los requerimientos de memoria y mejorar la precisio´n de la solucio´n en
comparacio´n con algoritmos esta´ndar. Sobre este u´ltimo objetivo, mencionemos que
desde los primeros d´ıas del A´lgebra Lineal Nume´rica se han desarrollado algoritmos
especiales para resolver sistemas de ecuaciones lineales estructurados de manera ma´s
precisa que con algoritmos esta´ndar (ver las referencias en [32, 43]). El desarrollo de
algoritmos precisos para problemas de autovalores es mucho ma´s reciente. Sus inicios
datan del principio de los 90’s con el famoso art´ıculo [21], el cual recibio´ considerable
atencio´n (ver por ejemplo, [3, 20, 25, 30, 33, 35, 36, 38, 48, 66, 75] entre otras muchas
referencias). El presente cap´ıtulo trata de una parte del “A´lgebra Lineal Nume´rica
Precisa” para la cual no existen muchas referencias disponibles en la literatura: algo-
ritmos para resolver problemas estructurados de mı´nimos cuadrados mı´nx ‖b−Ax‖2,
donde A ∈ Rm×n y b ∈ Rm, con ma´s precisio´n que la dada por algoritmos esta´ndar
y ma´s o menos el mismo coste computacional, es decir, O(n2m) flops. Sobre este
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tema so´lamente conocemos la referencia [53], la cual trata de una clase particular
de problemas de mı´nimos cuadrados. El me´todo esta´ndar para resolver problemas
de mı´nimos cuadrados mı´nx ‖b− Ax‖2 con rango completo por columnas es utilizar
la factorizacio´n QR calculada con el algoritmo de Householder [43, Cap´ıtulo 19 y
20]. Dicho me´todo es regresivamente estable, es decir, la solucio´n calculada x̂0 es la
solucio´n exacta del problema de mı´nimos cuadrados mı´nx ‖(b+ ∆b)− (A+ ∆A)x‖2,
donde ‖∆b‖2 ≤ c umn ‖b‖2, ‖∆A‖2 ≤ c umn3/2 ‖A‖2, u es la unidad de redondeo
del ordenador y c denota una pequen˜a constante entera [43, Teorema 20.3]. Resul-
tados de errores regresivos ana´logos se cumplen para otros me´todos de solucio´n del
problema de mı´nimos cuadrados basado en descomposiciones ortogonales. Por ejem-
plo, la descomposicio´n en valores singulares (SVD)1. Este resultado fuerte de errores
regresivos, junto con la teor´ıa de perturbaciones cla´sica “normwise” del problema de
mı´nimos cuadrados [74, Teorema 5.1] (ver tambie´n [5, Teorema 1.4.6, p. 30]), impli-
ca la siguiente cota de error progresiva en la solucio´n calculada x̂0 con respecto a la
solucio´n exacta x0 del problema de mı´nimos cuadrados
‖x̂0 − x0‖2










donde A† es la pseudoinversa de Moore-Penrose de A, ‖A‖2 denota la norma es-
pectral de A y κ2(A) = ‖A‖2 ‖A†‖2 es el nu´mero de condicio´n espectral de A. La
cota en (3.0.1) es mayor que uκ2(A) y puede ser mucho mayor en ciertas condicio-
nes, y as´ı, (3.0.1) no garantiza ningu´n d´ıgito de precisio´n en la solucio´n calculada
si κ2(A) & 1/u, es decir, si A esta´ mal condicionada con respecto a la inversa de la
unidad de redondeo. Desafortunadamente, muchos tipos de matrices estructuradas
que aparecen en las aplicaciones esta´n extremadamente mal condicionadas y los al-
goritmos esta´ndar para problemas de mı´nimos cuadrados pueden calcular soluciones
con errores relativos muy grandes. Dos ejemplos famosos son las matrices de Vander-
monde, las cuales aparecen en problemas de interpolacio´n polinomial y las matrices
de Cauchy [43, Cap´ıtulos 22 y 28].
Nuestro objetivo en este trabajo es presentar un marco teo´rico general para la so-
lucio´n del problema de mı´nimos cuadrados y probar rigurosamente que dicho me´todo
permite calcular, para muchas clases de matrices estructuradas soluciones, con cotas
de error mucho ma´s pequen˜as que la presentada en (3.0.1). El marco teo´rico del que
1Cabe sen˜alar que el error regresivo en A cometido por la solucio´n del problema de mı´nimos cua-
drados v´ıa la factorizacio´n QR de Householder es “columnwise”, es decir, ‖∆A(:, j)‖2 ≤ c umn ‖A(:
, j)‖2 para j = 1 : n (notacio´n de MATLAB) y, por lo tanto, este resultado es ma´s fuerte que el
mencionado anteriormente. Sin embargo, esta cota “columnwise” no se cumple para la solucio´n v´ıa
SVD, ya que las transformaciones ortogonales son aplicadas a la matriz A por ambos lados.
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hablamos se basa en el concepto de descomposicio´n que revela el rango (RRD), ini-
cialmente introducida en [20] para calcular la SVD con alta precisio´n relativa. nuestro
me´todo consiste en calcular la solucio´n mı´nima de mı´nx ‖b− Ax‖2 en 2 pasos:
1. Primer paso. Calcular una RRD precisa de A = XDY , en el sentido de [20]
(revisamos el significado de RRD precisa en la Definicio´n 2.4.2).
2. Segundo paso. Este paso lo realizaremos en tres etapas: (1) calcular la solucio´n
u´nica s de mı´nx ‖b−Xx‖2 v´ıa la factorizacio´n QR de Householder; (2) calcular
la solucio´n w del sistema lineal Dw = s como wi = si/di, i = 1 : r; y (3) calcular
la solucio´n mı´nima x0 del sistema lineal infraterminado Y x = w utilizando el
me´todo Q [43, Cap´ıtulo 21]. El vector x0 es la solucio´n de mı´nima longitud de
mı´nx ‖b− Ax‖2.
Veremos que el procedimiento descrito anteriormente calcula soluciones precisas in-
cluso para matrices A extremadamente mal condicionadas, ya que el sistema li-
neal mal condicionado Dw = s es resuelto de manera precisa, y adema´s que
mı´nx ‖b − Xx‖2 e Y x = w tambie´n son resueltos de manera precisa ya que X e
Y esta´n bien condicionadas. Probaremos en la Seccio´n 3.5 que el error relativo pa-
ra la solucio´n de mı´nima longitud x̂0 de mı´nx ‖b − Ax‖2 calculada por el me´todo
propuesto es
‖x̂0 − x0‖2
‖x0‖2 ≤ u f(m,n)
(





donde f(m,n) es una funcio´n moderadamente creciente de m y n. No´tese primero
que (3.0.2) es mejor que (3.0.1), ya que X e Y esta´n bien condicionadas, y as´ı, el
u´nico factor potencialmente grande en (3.0.2) es ‖A†‖2 ‖b‖2/‖x0‖2, el cual tambie´n
aparece en (3.0.1). Pero el verdadero punto importante en la cota (3.0.2) es que si
A es fija, entonces ‖A†‖2 ‖b‖2/‖x0‖2 es pequen˜o para la mayor´ıa de los vectores b,
incluso para matrices A muy mal condicionadas. Este hecho es bien conocido si A es
cuadrada y no singular, como lo indicamos en la Seccio´n 2.3 (ver tambie´n [2, 14] y
[32, Seccio´n 3.2]) y, como explicaremos en la Seccio´n 3.3.1, tambie´n se cumple para
matrices generales en dos sentidos: para la mayor´ıa de vectores aleatorios b, y para
la mayor´ıa de vectores b con un valor fijo del residuo relativo ‖Ax0 − b‖2/‖b‖2 no
cercano a 1. En este cap´ıtulo la frase “para la mayor´ıa de los vectores b” se puede
entender en cualquiera de esos dos sentidos.
La idea y los resultados discutidos anteriormente se parecen a los presentados en
[32] para calcular soluciones precisas de sistemas de ecuaciones lineales estructurados
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Ax = b con A no singular. Sin embargo, el ana´lisis para problemas de mı´nimos cua-
drados es mucho ma´s complicado y requiere te´cnicas muy diferentes para desarrollar
una nueva teor´ıa de perturbaciones multiplicativas, necesaria para probar la cota de
error presentada en (3.0.2). Adema´s, los resultados y algoritmos que presentamos son
generales: son va´lidos para matrices A con y sin rango completo. Aunque nos cen-
tramos principalmente en problemas de mı´nimos cuadrados, estos resultados pueden
ser aplicados para resolver sistemas de ecuaciones lineales infradeterminados.
La mayor´ıa de los algoritmos citados en la introduccio´n del Cap´ıtulo 2 determinan
exactamente el rango de matrices de rango deficiente y para estas clases de matrices
listadas anteriormente, el me´todo introducido en este art´ıculo resuelve problemas de
mı´nimos cuadrados con alta precisio´n relativa acotados como en (3.0.2). Esta cota
de error es O(u f(m,n)) para la mayor´ıa de los vectores b independientemente del
nu´mero de condicio´n tradicional de las matrices, y as´ı garantiza soluciones precisas.
Este cap´ıtulo esta´ organizado como sigue. En la Seccio´n 3.1 se introduce la no-
tacio´n ba´sica, los conceptos y los resultados que se utilizara´n en todo el cap´ıtulo. La
Seccio´n 3.2 estudia la variacio´n de la pseudoinversa de Moore-Penrose bajo pertur-
baciones multiplicativas y, basado en estos resultados, en la Seccio´n 3.3 presentamos
cotas para perturbaciones multiplicativas de problemas de mı´nimos cuadrados. Como
consecuencia, en la Seccio´n 3.4 presentamos cotas perturbativas para problemas de
mı´nimos cuadrados cuya matriz de coeficientes esta´ dada como una RRD con facto-
res perturbados. En la Seccio´n 3.5 presentamos un nuevo algoritmo para calcular de
manera precisa el problema de mı´nimos cuadrados v´ıa la RRD y el correspondiente
ana´lisis de errores regresivo y progresivo. La precisio´n de este algoritmo se verifica
en la Seccio´n 3.6 por medio de exhaustivos experimentos nume´ricos.
3.1. Preliminares y conceptos ba´sicos
Dado que consideramos problemas de mı´nimos cuadrados, usaremos la nor-
ma ma´s natural para estos problemas: la norma vectorial eucl´ıdea, es decir, dado
x = [x1, . . . , xn]
T ∈ Rn, ‖x‖2 := (|x1|2 + · · ·+ |xn|2)1/2, y para matrices A ∈ Rm×n
la correspondiente norma matricial inducida ‖A‖2 := ma´x‖x‖2=1 ‖Ax‖2, llamada la
norma espectral o norma 2 de A. En la Seccio´n 3.2.1, usaremos tambie´n normas ma-
triciales unitariamente invariantes [69, Cap´ıtulo II. Seccio´n 3], que sera´n denotadas
por ‖ · ‖. El s´ımbolo In denotara´ la matriz identidad de orden n× n, pero usaremos
simplemente I si el taman˜o es claro en el contexto, y AT denota la transpuesta de
A. Usaremos la notacio´n de MATLAB para submatrices: A(i : j, :) indica la subma-
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triz de A consistente de las filas i hasta la j y A(:, k : l) indica la submatriz de A
consistente de las columnas k hasta la l. Dada A ∈ Rm×n, con m ≥ n, sus valores
singulares se denotara´n como σ1(A) ≥ · · · ≥ σn(A) ≥ 0.
El Lema 3.1.1 sera´ utilizado para derivar algunas cotas de perturbaciones.
Lema 3.1.1 Sean B,C ∈ Rm×n, S ⊆ Rm y W ⊆ Rn subespacios vectoriales y sean
PS ∈ Rm×m y PW ∈ Rn×n proyectores ortogonales sobre S y W, respectivamente.
Entonces se cumple:
(a) ‖PSB + (I − PS)C‖2 ≤
√
‖B‖22 + ‖C‖22 .
(b) ‖BPW + C(I − PW)‖2 ≤
√
‖B‖22 + ‖C‖22 .
Demostracio´n. (a). Sea x ∈ Rn tal que ‖x‖2 = 1. Dado que los vectores PSBx y
(I − PS)Cx son ortogonales, entonces ‖(PSB + (I − PS)C)x‖22 = ‖PSBx‖22 + ‖(I −
PS)Cx‖22 ≤ ‖Bx‖22 + ‖Cx‖22 ≤ ‖B‖22 + ‖C‖22 y
‖PSB + (I − PS)C‖2 = ma´x‖x‖2=1 ‖(PSB + (I − PS)C)x‖2 ≤
√
‖B‖22 + ‖C‖22 .
La parte (b) se sigue de aplicar (a) a la transpuesta y de que para cualquier
matriz, ‖A‖2 = ‖AT‖2.
Dada una matriz G ∈ Rm×n con entradas gij, denotaremos por |G| a la matriz
con entradas |gij|. Expresiones como |G| ≤ |B|, donde B ∈ Rm×n, significan que
|gij| ≤ |bij| para 1 ≤ i ≤ m, 1 ≤ j ≤ n.
La pseudoinversa de Moore-Penrose de A ∈ Rm×n juega un papel importante en
este trabajo. Es bien sabido que la u´nica matriz Z ∈ Rn×m tal que
(i) AZA = A, (ii) ZAZ = Z, (iii) (AZ)T = AZ, y (iv) (ZA)T = ZA,
(3.1.1)
o equivalentemente, tal que
AZ = PA y ZA = PZ , (3.1.2)
donde PA y PZ son los proyectores ortogonales sobre el espacio columna de A y de
Z, respectivamente. La equivalencia de las cuatro condiciones en (3.1.1) y las dos
condiciones en (3.1.2) pueden ser encontradas en [10, Teorema 1.1.1]. Denotaremos
por A† ∈ Rm×n la pseudoinversa de Moore-Penrose de A ∈ Rm×n. Recordemos
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que si A ∈ Rn×n es no singular, entonces A† = A−1 y tambie´n que la SVD de A
nos permite obtener una expresio´n para A† y probar muchas de sus propiedades
[69, Cap´ıtulo 3]. R(A) y N (A) denotara´n respectivamente el espacio columna y el
espacio nulo de A. Es fa´cil ver que R(AT ) = R(A†), entonces, por (3.1.2), PA = AA†
y PAT = PA† = A
†A son respectivamente los proyectores ortogonales sobre R(A) y
R(AT ).
Enunciamos en el Lema 3.1.2 algunas propiedades muy conocidas [10] de la pseu-
doinversa de Moore-Penrose que necesitaremos a lo largo de este cap´ıtulo.
Lema 3.1.2 (a) Si A tiene rango completo por filas, entonces A† = AT (AAT )−1
y AA† = I.
(b) Si A tiene rango completo por columnas, entonces A† = (ATA)−1AT y A†A = I.
(c) Sean F ∈ Rm×r y G ∈ Rr×n. Si rango (F ) = rango (G) = r, entonces (FG)† =
G†F †.
La solucio´n de mı´nima longitud del problema de mı´nimos cuadrados mı´nx∈Rn ‖b−
Ax‖2 es x0 = A† b y la solucio´n de mı´nima longitud de un sistema lineal indeter-
minado Ax = b es tambie´n x0 = A
† b. Si A = XDY ∈ Rm×n es una RRD de A,
entonces dos aplicaciones del Lema 3.1.2-(c) implican que A† = Y †D−1X† y la solu-
cio´n de mı´nima longitud del problema de mı´nimos cuadrados o de un sistema lineal
indeterminado es x0 = Y
†D−1X† b.
3.2. Perturbaciones multiplicativas para la pseu-
doinversa de Moore-Penrose
En esta seccio´n y en la Seccio´n 3.3, consideramos una perturbacio´n multiplicativa
de una matriz general A ∈ Rm×n, es decir, una matriz A˜ = (I +E)A(I + F ), donde
(I + E) ∈ Rm×m e (I + F ) ∈ Rn×n son matrices no singulares. El objetivo final es
acotar en la Seccio´n 3.3, la expresio´n ‖x˜0−x0‖2/‖x0‖2, donde x0 y x˜0 son las solucio-
nes de mı´nima longitud de los problemas de mı´nimos cuadrados mı´nx∈Rn ‖Ax− b‖2
y mı´nx∈Rn ‖A˜x− b˜‖2, respectivamente. Este objetivo se alcanza a trave´s del teorema
principal de esta seccio´n, el Teorema 3.2.2, donde obtenemos dos expresiones para
A˜† en terminos de A†, (I +E)−1 e (I + F )−1. Utilizamos las expresiones de A˜† para
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desarollar en la Seccio´n 3.2.1 cotas para ‖A˜†−A†‖/‖A†‖ en cualquier norma unitaria-
mente invariante y en particular, en la norma 2. Aunque estas cotas no son necesarias
para nuestro resultado final, resaltamos que encontrar cotas perturbativas para la
pseudoinversa de Moore-Penrose es un tema cla´sico en el Ana´lisis Matricial (ver [74]
y [69, Cap´ıtulo 3, Seccio´n 3]) que ha llamado la atencio´n de muchos investigadores.
Mostramos que los resultados en la Seccio´n 3.2.1 son mejores que los presentados en
[9], los cuales tienen una naturaleza diferente y son obtenidos a trave´s de un me´todo
diferente. La teor´ıa multiplicativa de perturbaciones de matrices es muy importante
en el ca´lculo de autovalores y valores singulares con alta precisio´n [37, 45, 46, 51, 52]
y tambie´n el ca´lculo de soluciones precisas de sistemas de ecuaciones [32, Lema 3.1].
Hasta donde sabemos, no ha sido estudiada en el contexto de encontrar soluciones
precisas del problema de mı´nimos cuadrados.
El Lema 3.2.1 es un resultado te´cnico que utilizaremos en la demostracio´n del
Teorema 3.2.2.
Lema 3.2.1 Sean A ∈ Rm×n y A˜ = (I+E)A(I+F ) ∈ Rm×n, donde (I+E) ∈ Rm×m
e (I + F ) ∈ Rn×n son matrices no singulares. Entonces las siguientes igualdades se
cumplen:
(a) PA(I + E
T )(I − PA˜) = 0.
(b) (I − PA˜T )(I + F T )PAT = 0.
Demostracio´n. (a) Dado queR(A˜) = R((I+E)A) entonces (I−PA˜)(I+E)A = 0.
As´ı que, (I − PA˜)(I + E)AA† = (I − PA˜)(I + E)PA = 0, lo cual es equivalente a
PA(I + E
T )(I − PA˜) = 0.
(b) Aplicar la parte (a) a A˜T = (I+F T )AT (I+ET ), luego conjugar y transponer
la igualdad.
Ahora, enunciamos el resultado principal de esta seccio´n, el cual es va´lido para
matrices de rango completo, matrices de rango deficiente y para perturbaciones de
cualquier magnitud.
Teorema 3.2.2 Sean A ∈ Rm×n y A˜ = (I +E)A(I + F ) ∈ Rm×n, donde (I +E) ∈
Rm×m e (I + F ) ∈ Rn×n son matrices no singulares. Entonces
A˜† = PA˜T (I + F )










I + ET (I − PA˜)− ÊPA˜
)
, (3.2.2)
donde Ê = (I + E)−1E y F̂ = (I + F )−1F .
Demostracio´n. Definamos Z := PA˜T (I +F )
−1A†(I +E)−1PA˜. Probaremos que Z
satisface las condiciones (3.1.2) reemplazando A por A˜. Recordemos que PA˜T = A˜
†A˜
y PA˜ = A˜A˜
†. Entonces
A˜Z = A˜(I + F )−1A†(I + E)−1PA˜ = (I + E)AA
†(I + E)−1PA˜
= (I + E)AA†(I + E)−1A˜A˜† = (I + E)AA†A(I + F )A˜† = A˜A˜† = PA˜.
Ana´logamente,
ZA˜ = PA˜T (I + F )
−1A†(I + E)−1A˜ = PA˜T (I + F )
−1A†A(I + F )
= A˜†A˜(I + F )−1A†A(I + F ) = A˜†(I + E)AA†A(I + F ) = A˜†A˜ = PA˜T .
(3.2.3)
La igualdad (3.2.3) implica que R(A˜T ) ⊆ R(Z) y la definicio´n de Z implica que
R(Z) ⊆ R(A˜T ). As´ı, R(Z) = R(A˜T ) y la ecuacio´n (3.2.3) implica ZA˜ = PZ . Por lo
tanto, las condiciones (3.1.2) se cumplen para A˜ y Z = A˜†, con lo que se demuestra
(3.2.1).
A continuacio´n, utilizamos (3.2.1) para demsotrar (3.2.2). Primero, escribimos
(I + E)−1 = I − (I + E)−1E = I − Ê e (I + F )−1 = I − (I + F )−1F = I − F̂ .
Sustituyendo estas expresiones en (3.2.1), tenemos
A˜† = PA˜T (I − F̂ )A†(I − Ê)PA˜ = PA˜T (PAT − F̂ )A†(PA − Ê)PA˜. (3.2.4)
Por el Lema 3.2.1-(a) se sigue que PA(I + E
T (I − PA˜)) = PAPA˜. Ana´logamente,
del Lema 3.2.1-(b) tenemos que, ((I − PA˜T )F T + I)PAT = PA˜TPAT . Finalmente,
sustituyendo estas relaciones en (3.2.4), y usando que A†PA = A† y PATA† = A†,
obtenemos (3.2.2).
Si m = n y A es no singular, entonces PA˜ = PA˜T = In, (3.2.1) y (3.2.2) se
convierten en A˜−1 = (I+F )−1A−1(I+E)−1. Si A tiene rango completo por columnas,
entonces A˜ tiene rango completo por columnas, PA˜T = In, (3.2.1) se simplifica a A˜
† =







I + ET (I − PA˜)− ÊPA˜
)
.
Finalmente, si A tiene rango completo por filas, entonces A˜ tambie´n tiene rango
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completo por filas, PA˜ = Im, (3.2.1) se simplifica a A˜
† = PA˜T (I + F )
−1A†(I + E)−1
y (3.2.2) a A˜† =
(







Detacamos que la expresio´n (3.2.2) garantiza, que bajo pequen˜as perturbaciones
multiplicativas de A, obtenemos pequen˜as perturbaciones multiplicativas de A†.
Las hipo´tesis del Teorema 3.2.2 garantizan que rango (A) = rango (A˜). Esto
simplifica considerablemente el ana´lisis del cambio de la pseudoinversa de Moore-
Penrose con respecto a perturbaciones aditivas A˜ = A + ∆A [69, 74]. Adema´s, el
Teorema 3.2.3 implica que si la condicio´n de´bil ma´x{‖E‖2, ‖F‖2} < 1 se cumple,
entonces A˜ = (I+E)A(I+F ) es una perturbacio´n aguda de A (ver la definicio´n en [74,
Definicio´n 7.2] y tambie´n en [69, Cap´ıtulo III, Definicio´n 3.2]). Es bien conocido que
perturbaciones agudas introducen simplificaciones au´n para perturbaciones aditivas
A˜ = A+ ∆A. Las cotas en el Teorema 3.2.3 sera´n utilizadas en la Seccio´n 3.3.
Teorema 3.2.3 Sean A ∈ Rm×n y A˜ = (I +E)A(I + F ) ∈ Rm×n, donde (I +E) ∈
Rm×m e (I + F ) ∈ Rn×n son matrices no singulares, adema´s consideremos PN (A) y
PN (A˜) los proyectores ortogonales sobre el espacio nulo de A y A˜, respectivamente.
Entonces:
(a) ‖PA˜ − PA‖2 = ‖PA˜(I − PA)‖2 = ‖PA(I − PA˜)‖2 ≤ ‖E‖2.
(b) ‖PA˜T − PAT ‖2 = ‖PA˜T (I − PAT )‖2 = ‖PAT (I − PA˜T )‖2 ≤ ‖F‖2.
(c) ‖PN (A˜) − PN (A)‖2 ≤ ‖F‖2.
Demostracio´n. (a). Los subespacios R(A) y R(A˜) tienen la misma dimensio´n.
As´ı que, de [69, Cap´ıtulo I, Teorema 5.5], ‖PA˜ − PA‖2 = ‖PA˜(I − PA)‖2 = ‖PA(I −
PA˜)‖2. Adema´s, por el Lema 3.2.1-(a), ‖PA(I − PA˜)‖2 = ‖ − PAET (I − PA˜)‖2 ≤
‖ET‖2 = ‖E‖2.
La parte (b) se demuestra aplicando (a) a la expresio´n A˜T = (I+F T )AT (I+ET ).
Finalmente, la parte (c) se obtiene de (b), PN (A) = I − PAT y PN (A˜) = I − PA˜T .
El Corolario 3.2.4 proporciona una expresio´n para A˜† − A† que se obtiene direc-
tamente de (3.2.2). Este corolario sera´ utilizado en la Seccio´n 3.2.1 y en el Teorema
3.3.1.
Corolario 3.2.4 Sean A ∈ Rm×n y A˜ = (I + E)A(I + F ) ∈ Rm×n, donde (I +
E) ∈ Rm×m e (I + F ) ∈ Rn×n son matrices no singulares, Ê = (I + E)−1E y
F̂ = (I + F )−1F . Entonces





T (I − PA˜)− ÊPA˜ y ΘF = (I − PA˜T )F T − PA˜T F̂ . (3.2.6)
3.2.1. Cotas de perturbaciones multiplicativas para la pseu-
doinversa de Moore-Penrose
Como explicamos en el primer pa´rrafo de la Seccio´n 3.2, los resultados en esta
seccio´n no sera´n utilizados en ningu´n otro lugar del cap´ıtulo. El objetivo principal en
esta seccio´n es presentar cotas para ‖A˜†−A†‖/‖A†‖. Supongamos que A 6= 0, ya que
en otro caso el problema es trivial. Como resultado principal tenemos el Teorema
3.2.5.
Teorema 3.2.5 Sean A ∈ Rm×n y A˜ = (I +E)A(I + F ) ∈ Rm×n, donde (I +E) ∈
Rm×m e (I + F ) ∈ Rn×n son matrices no singulares, y sean Ê = (I + E)−1E y F̂ =
(I + F )−1F . Denotemos por ‖ · ‖ una norma invariante unitariamente normalizada















‖E‖22 + ‖F‖22 +
(







‖Ê‖22 + ‖F̂‖22 + (‖E‖2 + ‖F‖2 + ‖E‖2 ‖F‖2)2 .
Demostracio´n. (a). La cota para ‖A˜† − A†‖/‖A†‖2 se obtiene directamente de
(3.2.5), teniendo so´lamente en cuenta que para cualquier matriz B y C, ‖BC‖ ≤
‖B‖2‖C‖ y ‖BC‖ ≤ ‖B‖‖C‖2 [69, pa´gina 80]. La cota para ‖A˜† − A†‖/‖A˜†‖2 se
obtiene de la cota para ‖A˜†−A†‖/‖A†‖2 intercambiando los roles de A y A˜, es decir,
considerando A como una perturbacio´n multiplicativa A˜, o bien A = (I+E)−1A˜(I+
F )−1 = (I − Ê)A˜(I − F̂ ), esto equivale a intercambiar ‖E‖ y ‖F‖ en las cotas por
‖Ê‖ y ‖F̂‖, respectivamente, y vice versa.
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(b). Observemos que de (3.2.6), el Lema 3.2.1-(b) y PAT = A
†A, tenemos
(I + ΘF )A
†A = (I + (I − PA˜T )F T − PA˜T F̂ )PAT
= PAT + (I − PA˜T )F TPAT − PA˜T F̂PAT
= PAT − (I − PA˜T )PAT − PA˜T F̂PAT
= PA˜T (I − F̂ )PAT ,
y si multiplicamos por la derecha la expresio´n anterior por A†
(I + ΘF )A
† = PA˜T (I − F̂ )A† . (3.2.7)
Similarmente, pero usando el Lema 3.2.1-(a), tenemos
A† (I + ΘE) = A†(I − Ê)PA˜ . (3.2.8)
Ahora, usamos (3.2.5), (3.2.7)-(3.2.8) y (3.2.6) para demostrar que
A˜† − A† = (I + ΘF )A†ΘE + ΘFA†
= PA˜T (I − F̂ )A†ΘE + ΘFA†
= PA˜T
[
(I − F̂ )A†ΘE − F̂A†
]
+ (I − PA˜T )F TA†
= PA˜T
[
A†ΘE − F̂A†(I + ΘE)
]
+ (I − PA˜T )F TA†
= PA˜T
[
A†ET (I − PA˜)− A†ÊPA˜ − F̂A†(I − Ê)PA˜
]
+ (I − PA˜T )F TA† .
(3.2.9)
Queda entonces aplicar el Lema 3.1.1 a la ecuacio´n (3.2.9) y obtenemos
‖A˜† − A†‖22 ≤ ‖A†ET (I − PA˜)− [A†Ê + F̂A†(I − Ê)]PA˜‖22 + ‖F TA†‖22
≤ ‖A†ET‖22 + ‖A†Ê + F̂A†(I − Ê)‖22 + ‖F‖22 ‖A†‖22
≤ ‖A†‖22
(
‖E‖22 + ‖F‖22 + (‖Ê‖2 + ‖F̂‖2 + ‖Ê‖2 ‖F̂‖2)2
)
,
lo cual nos proporciona una cota para ‖A˜†−A†‖2/‖A†‖2 en la parte (b). Con lo que,
la cota para ‖A˜† − A†‖2/‖A˜†‖2 se obtiene intercambiando los roles de A y A˜ como
lo hicimos en la demostracio´n de la parte (a).
Observacio´n 3.2.6 Resaltamos los siguientes puntos del Teorema 3.2.5.
(a) Las cotas en el Teorema 3.2.5 mejoran significativamente las cotas cla´sicas
para el cambio relativo de la pseudoinversa de Moore-Penrose a perturbaciones
aditivas A˜ = A + ∆A (ver [74, Teorema 4.1] y [69, Cap´ıtulo III, Corolario
3.10]). El punto importante es que las cotas en el Teorema 3.2.5 no dependen
de κ2(A), mientras que las cotas cla´sicas si.
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(b) La cota en la parte (a) del Teorema 3.2.5 tiene la ventaja de ser va´lida para
cualquier norma invariante unitariamente normalizada, pero para la norma 2,
la cota en la parte (b) es siempre mejor que la dada en la parte (a), dado que√
x2 + y2 ≤ x+ y, para nu´meros reales x e y tales que x ≥ 0, y ≥ 0 y√
‖E‖22 + ‖F‖22 +
(





‖E‖22 + ‖F‖22 + ‖Ê‖2 + ‖F̂‖2 + ‖Ê‖2 ‖F̂‖2
≤ ‖E‖2 + ‖Ê‖2 + ‖F‖2 + ‖F̂‖2 + (‖E‖2 + ‖Ê‖2) (‖F‖2 + ‖F̂‖2) .
(c) Si A tiene rango completo por filas, entonces A˜ tiene rango completo por filas
y adema´s PA˜ = Im. As´ı que, la expresio´n para ΘE que aparece en (3.2.6) se
simplifica a ΘE = −Ê y todos los te´rminos que contienen ‖E‖ o´ ‖E‖2 en las
cotas del Teorema 3.2.5 se anulan (pero es necesario mantener ‖Ê‖ y ‖Ê‖2).
(d) Si A tiene rango completo por columnas, entonces A˜ tiene rango completo por
columnas y adema´s PA˜T = In. As´ı que, la expresio´n para ΘF que aparece en
(3.2.6) se simplifica a ΘF = −F̂ y todos los te´rminos que contienen ‖F‖ o´ ‖F‖2
en las cotas del Teorema 3.2.5 se anulan (pero es necesario mantener ‖F̂‖ y
‖F̂‖2).
(e) Si en el Teorema 3.2.5 restringimos el taman˜o de las perturbaciones a
ma´x{‖E‖2, ‖F‖2} < 1, una condicio´n que garantiza que (I + E) e (I + F )
sean no singulares, entonces las desigualdades esta´ndar de normas matriciales
[39] implican
‖Ê‖2 ≤ ‖E‖2
1− ‖E‖2 y ‖F̂‖2 ≤
‖F‖2
1− ‖F‖2 . (3.2.10)
Estas desigualdades pueden ser usadas en la parte (b) del Teorema 3.2.5 para
obtener cotas en te´rminos de ‖E‖2 y ‖F‖2.
(g) Finalmente, con la restriccio´n adicional ma´x{‖E‖2, ‖F‖2} < 1, el Teorema
3.2.5 puede completarse con
‖A†‖2
(1 + ‖E‖2)(1 + ‖F‖2) ≤ ‖A˜
†‖2 ≤ ‖A
†‖2
(1− ‖E‖2)(1− ‖F‖2) .
El lado derecho de la desigualdad proviene de (3.2.1), lo cual implica que
‖A˜†‖2 ≤ ‖(I + F )−1‖2 ‖A†‖2 ‖(I + E)−1‖2. Para la desigualdad del lado iz-
quierdo: consideremos A como una perturbacio´n multiplicativa de A˜, es decir,
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A = (I + E)−1A˜(I + F )−1, y apliquemos (3.2.1) con los roles de A y A˜ in-
tercambiados para obtener A† = PAT (I + F )A˜†(I + E)PA. Esto implica que
‖A†‖2 ≤ (1 + ‖F‖2)‖A˜†‖2(1 + ‖E‖2).
Recientemente en [9, Seccio´n 4] fueron presentadas cotas de perturbaciones mul-
tiplicativas para la pseudoinversa de Moore-Penrose. Las cotas presentadas en [9]
no esta´n basadas en expresiones para A˜† como las del Teorema 3.2.2, son obtenidas
siguiendo un me´todo diferente. En el resto de esta seccio´n comparamos las cotas
presentadas en el Teorema 3.2.5 con las propuestas en [9]. Escribimos las cotas mul-












‖E‖22 + ‖Ê‖22 + ‖F‖22 + ‖F̂‖22 . (3.2.12)
Notemos que la presencia del ma´x{‖A†‖2, ‖A˜†‖2} dificulta comparar las cotas presen-
tadas en (3.2.11)-(3.2.12) con las cotas presentadas en el Teorema 3.2.5. Por ejemplo,
si ‖A†‖2 = ‖A˜†‖2, entonces la cota en (3.2.11) es obviamente mejor que la del Teo-
rema 3.2.5-(a), pero si ‖A†‖2  ‖A˜†‖2, entonces (3.2.11) no da informacio´n sobre
‖A˜† − A†‖/‖A†‖2, mientras que el Teorema 3.2.5-(a) si. Sin embargo, como discuti-
remos a continuacio´n, las cotas en el Teorema 3.2.5 son mejores que las presentadas
en (3.2.11)-(3.2.12) ambas a primer orden.
Si consideramos perturbaciones muy pequen˜as e ignoramos los ter´minos de segun-
do orden, entonces podemos reemplazar ma´x{‖A†‖2, ‖A˜†‖2} y mı´n{‖A†‖2, ‖A˜†‖2},
simplemente por ‖A†‖2, esto permite hacer comparaciones fa´cilmente. El Teorema
3.2.5-(a) y la ecuacio´n (3.2.11) proporcionan la misma cota a primer orden, es decir,
‖A˜† − A†‖/‖A†‖2 ≤ 2(‖E‖ + ‖F‖). Sin embargo, a primer orden, el lado derecho
de la ecuacio´n (3.2.12) es Ξ =
√
3
√‖E‖22 + ‖F‖22 y la cota en el Teorema 3.2.5-(b)
es Γb =
√‖E‖22 + ‖F‖22 + (‖E‖2 + ‖F‖2)2. Para comparar Γb y Ξ, utilizamos que
(x+ y)2 ≤ 2(x2 + y2), para nu´meros reales x e y tales que x ≥ 0 e y ≥ 0 . As´ı que
Γb ≤
√
3 ‖E‖22 + 3 ‖F‖22 = Ξ,
implica, que a primer orden, la cota en el Teorema 3.2.5-(b) es siempre mejor que la
presentada en (3.2.12).
2la cota dada en (3.2.12) es presentada en [9] para la clase de normas unitariamente invariantes
llamadas Q-normas, las cuales incluyen, entre otras, la norma espectral y la de Frobenius.
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Para perturbaciones suficientemente grandes, la presencia del ma´x{‖A†‖2, ‖A˜†‖2}
hace que las ecuaciones (3.2.11) y (3.2.12) sean inaplicables en ciertas situaciones, ya
que uno de los objetivos esta´ndar de la teor´ıa de perturbaciones es acotar ‖A˜†−A†‖
sin conocer A˜† y teniendo so´lamente algunas cotas sobre las normas de las perturba-
ciones E y F . Ilustramos esto con un ejemplo. Sean A = [1 0; 0 1; 0 0] ∈ R3×2 (hemos
utilizado la notacio´n de MATLAB para las matrices), E = diag(−4/5,−4/5,−4/5)






‖E‖2 = 0,8, ‖F‖2 = 0,8, ‖Ê‖2 = 4, ‖F̂‖2 = 4,
los cuales dan: 9,6 para la cota en (3.2.11); 32,64 para la cota en el Teorema 3.2.5-(a);
7,07 para la cota en (3.2.12); 24,03 para la primera cota del Teorema 3.2.5-(b); y
6,084 para la segunda cota del Teorema 3.2.5-(b). Por lo tanto, en este ejemplo, las
ecuaciones (3.2.11)-(3.2.12) fallan al dar una cota para ‖A˜† −A†‖2/‖A†‖2, mientras
que las cotas en el Teorema 3.2.5 dan estimaciones fuertes (en particular aquellas en
el Teorema 3.2.5-(b)).
3.3. Perturbaciones multiplicativas para proble-
mas de mı´nimos cuadrados
En esta seccio´n consideramos el problema de mı´nimos cuadrados
mı´n
x∈Rn
‖Ax− b‖2, A ∈ Rm×n, b ∈ Rm, (3.3.1)
y el problema de mı´nimos cuadrados perturbado
mı´n
x∈Rn
‖A˜x− b˜‖2, A˜ = (I + E)A(I + F ) ∈ Rm×n, b˜ = b+ h ∈ Rm , (3.3.2)
donde (I + E) ∈ Rm×m e (I + F ) ∈ Rn×n son matrices no singulares. Nuestro
objetivo es encontrar una cota superior para el cambio relativo ‖x˜0 − x0‖2/‖x0‖2,
donde x0 = A
†b y x˜0 = A˜†b˜ son respectivamente las soluciones de mı´nima longitud de
(3.3.1) y (3.3.2). Tambie´n examinamos el cambio de los residuos asociados r = b−Ax0
y r˜ = b˜− A˜x˜0. El Teorema 3.3.1 es el resultado principal en esta seccio´n.
Teorema 3.3.1 Sean x0 y x˜0 respectivamente las soluciones de mı´nima longitud de
(3.3.1) y (3.3.2), y sean r = b − Ax0 y r˜ = b˜ − A˜x˜0 los correspondientes residuos.
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Sea Ê = (I + E)−1E y F̂ = (I + F )−1F , definamos αE :=
√
‖E‖22 + ‖Ê‖22 y αF :=√
‖F‖22 + ‖F̂‖22, y asumamos que ‖h‖2 ≤ ‖b‖2. Entonces las siguientes cotas se
cumplen
‖x˜0 − x0‖2 ≤ αF ‖x0‖2 + [αE (1 + αF ) (1 + ) +  (1 + αF ) ] ‖A†‖2 ‖b‖2 y
(3.3.3)
‖r˜ − r‖2 ≤ ‖b‖2
√
(+ ‖E‖2)2 + ‖E‖22 . (3.3.4)
Demostracio´n. Veamos primero (3.3.3). La demostracio´n esta´ basada en el Coro-
lario 3.2.4, que implica:





(b+ h) + A†h
=
(
A†ΘE + ΘF A† + ΘF A†ΘE
)
(b+ h) + A†h
=
(
A†ΘE + ΘF A†ΘE
)
(b+ h) + ΘF x0 + ΘF A
†h+ A†h .
Tomando norma 2 en ambos lados y teniendo en cuenta las propiedades de las nor-
mas, tenemos
‖x˜0−x0‖2 ≤ ‖ΘF‖2‖x0‖2+[‖ΘE‖2 (1 + ‖ΘF‖2) (1 + ) +  (1 + ‖ΘF‖2)] ‖A†‖2 ‖b‖2 .
(3.3.3) se sigue del Lema 3.1.1 que implica ‖ΘE‖2 ≤ αE y ‖ΘF‖2 ≤ αF .
Ahora, demostremos (3.3.4). Primero, observemos que
r˜ − r = h− A˜ x˜0 + Ax0
= h− A˜A˜† b˜+ Ax0
= (I − A˜A˜†)h+ Ax0 − A˜A˜† b
= (I − A˜A˜†)h+ Ax0 − A˜A˜† (r + Ax0)
= (I − A˜A˜†) (h+ Ax0)− A˜A˜† r . (3.3.5)
Observemos que los sumandos en (3.3.5) son vectores ortogonales, ya que PA˜ = A˜A˜
†,
recordemos que Ax0 = PAb, r = (I − PA)b y el Teorema 3.2.3, para obtener (3.3.4)
como a continuacio´n
‖r˜ − r‖22 = ‖(I − PA˜) (h+ PAb)‖22 + ‖PA˜ (I − PA)b‖22
≤ (‖h‖2 + ‖(I − PA˜)PAb‖2)2 + ‖PA˜ (I − PA)b‖22
≤ (‖b‖2 + ‖E‖2‖b‖2)2 + ‖E‖22 ‖b‖22 .
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Si A tiene rango completo por filas o columnas la cota (3.3.3) se simplifica en el
sentido explicado en las partes (d) y (e) de la Observacio´n 3.2.6. Si A tiene rango
completo por filas, entonces r˜ = r = 0 y ‖r˜ − r‖2 = 0.
Las cotas en el Teorema 3.3.1 mejoran significativamente las cotas cla´sicas para
el cambio relativo de las soluciones de mı´nima longitud y para los residuos del pro-
blema de mı´nimos cuadrados bajo perturbaciones aditivas A˜ = A+∆A [74, Teorema
5.1]. Con el objetivo de comparar, enunciamos estas cotas cla´sicas de perturbacio-
nes como aparecen en [5, Teorema 1.4.6] para el caso rango (A) = rango (A˜) y
η := κ2(A) ‖∆A‖2/‖A‖2 < 1. Sea x˜0 la solucio´n mı´nima del problema de mı´ni-
mos cuadrados mı´nx∈Rn ‖(b + ∆b) − (A + ∆A)x‖2 y x0 la solucio´n mı´nima de
mı´nx∈Rn ‖b − Ax‖2, y sean r˜ := (b + ∆b) − (A + ∆A)x˜0 y r := b − Ax0. Enton-
ces, si suponemos que x0 6= 0 y definimos A := ‖∆A‖2/‖A‖2 y b := ‖∆b‖2/‖b‖2,






















En la ecuacio´n (3.3.7), es conveniente recordar que (‖A‖2‖x0‖2)/‖b‖2 ≤ κ2(A) y
‖r‖2 ≤ ‖b‖2. Luego, observemos que la cota para ‖r˜ − r‖2/‖b‖2 en (3.3.7) incluye
te´rminos que pueden ser muy grandes aunque A y b sean muy pequen˜os. Esto sucede
si κ2(A) es grande y si ‖r‖2 6= 0 no es muy pequen˜o. En cambio, si ‖E‖2 y  son
muy pequen˜os, entonces la cota para ‖r˜− r‖2/‖b‖2 que se obtiene de (3.3.4) siempre
es muy pequen˜a. Con respecto a las cotas para ‖x˜0 − x0‖2/‖x0‖2: la cota en (3.3.6)
aumenta las perturbaciones en los datos al menos por un factor κ2(A) y el aumento
puede ser ma´s grande bajo ciertas condiciones. Adicionalmente, (3.3.6) incluye el
factor ‖A†‖2 ‖b‖2/‖x0‖2, el cual es el u´nico factor potencialmente grande en la cota
que se obtiene de (3.3.3). Mostraremos en la Seccio´n 3.3.1 que ‖A†‖2 ‖b‖2/‖x0‖2 es
un nu´mero moderado excepto para elecciones muy particulares de b. Por lo tanto,
(3.3.3) siempre mejora (3.3.6) y, si ‖E‖2, ‖F‖2, y  son muy pequen˜os, entonces
(3.3.3) produce cotas muy pequen˜as para ‖x˜0 − x0‖2/‖x0‖2 para casi todo b.
Las cotas en el Teorema 3.3.1 no pueden ser aplicadas directamente debido a
la presencia de Ê y F̂ . El Corolario 3.3.2 resuelve esta deficiencia restringiendo la
magnitud de las perturbaciones y usando la ecuacio´n (3.2.10). El Corolario 3.3.2 se
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demuestra directamente del Teorema 3.3.1 y es enunciado de manera conveniente
para su uso en la Seccio´n 3.4.
Corolario 3.3.2 Con la misma notacio´n e hipo´tesis del Teorema 3.3.1, y suponien-









(1− ν)2 . (3.3.8)
Entonces las siguientes cotas se cumplen
‖x˜0 − x0‖2






(+ µ)2 + µ2 . (3.3.10)










‖x0‖2 + h.o.t , (3.3.11)
donde h.o.t significa te´rminos de orden superior (high order terms) en , µ y ν.
Probaremos en la Seccio´n 3.3.2 que, a primer orden, la cota de perturbaciones
para ‖x˜0 − x0‖2/‖x0‖2 que se obtiene del Teorema 3.3.1 es o´ptima. Es decir, puede
ser alcanzada salvo una constante. En este contexto, es interesante observar que otro
procedimiento para obtener cotas de perturbaciones multiplicativas para el problema
de mı´nimos cuadrados es utilizar el Teorema 3.2.5, como describimos a continuacio´n:




(b+h)+A†h, as´ı que ‖x˜0−x0‖2 ≤ ‖A˜†−A†‖2(‖b‖2+
‖h‖2)+‖A†‖2‖h‖2, esto puede ser combinado con el Teorema 3.2.5-(b) y ‖h‖2 ≤ ‖b‖2
para obtener una cota para ‖x˜0−x0‖2/‖x0‖2. La cota obtenida (la llamaremos ΓLP )
incluye en todos sus te´rminos el factor ‖A†‖2 ‖b‖2/‖x0‖2. Esto contrasta con la cota
obtenida de (3.3.3) (lo llamaremos ΓLS) la cual tiene un te´rmino que es simplemente
αF (ver tambie´n los te´rminos θν en (3.3.9) o´
√
2 ν en (3.3.11)). As´ı, ΓLP es mucho
mayor que ΓLS si ma´x{‖E‖2, }  ‖F‖2 y ‖A†‖2‖b‖2/‖x0‖2 es grande (esto se puede
comprobar fa´cilmente a primer orden). Adicionalmente, podemos demostrar a primer
orden que siempre se cumple que ΓLS ≤ 2 ΓLP y si ‖A†‖2‖b‖2/‖x0‖2 ≥ 2 entonces
ΓLS ≤ ΓLP . Entonces, podemos concluir que el me´todo considerado en el Teorema
3.3.1 es mejor que el usado en el Teorema 3.2.5.
Finalmente, observemos que todos los resultados en esta seccio´n, igual que en la
Seccio´n 3.2, son va´lidos para cualquier valor de m y n, esto es, si m ≥ n o´ m < n.




3.3.1. ¿Por que´ el factor ‖A†‖2 ‖b‖2/‖x0‖2 es pequen˜o?
Esta seccio´n esta´ relacionada con [32, Seccio´n 3.2] (ver tambie´n Seccio´n 2.3),
que considera el mismo problema para una matriz no singular A. Aunque el hecho
que A ∈ Rm×n sea rectangular, obliga a realizar modificaciones no triviales, las
conclusiones ma´s importantes permanecen igual. El Teorema 3.3.1 y el Corolario
3.3.2 prueban que la sensibilidad de la solucio´n de mı´nima longitud, x0 = A
†b del
problema de mı´nimos cuadrados bajo perturbaciones multiplicativas esta´ regida por
‖A†‖2 ‖b‖2/‖x0‖2. Esta cantidad es justamente el nu´mero de condicio´n del problema
de mı´nimos cuadrados, cuando so´lamente el lado derecho b de mı´nx∈Rn ‖Ax− b‖2 es
perturbado, como lo demostramos en la ecuacio´n (2.3.9). Ma´s precisamente, es fa´cil
demostrar que si x0 = A
†b, entonces
‖A†‖2 ‖b‖2
‖x0‖2 = l´ım→0 sup
{‖x˜0 − x0‖2
‖x0‖2 : x˜0 = A
† (b+ h), ‖h‖2 ≤  ‖b‖2
}
.
Por lo tanto, el Teorema 3.3.1 prueba ba´sicamente que las perturbaciones multiplica-
tivas tienen un efecto sobre la solucio´n de mı´nima longitud del problema de mı´nimos
cuadrados similar a perturbar so´lamente el lado derecho b.
Notemos que 1 ≤ ‖A†‖2‖b‖2/‖x0‖2, pero, en general, ‖A†‖2‖b‖2/‖x0‖2  κ2(A),












puede ser considerado como un nu´mero de condicio´n para el problema de mı´nimos
cuadrados bajo perturbaciones aditivas muy pequen˜as de A y b (en efecto, se ha
demostrado en [74, Seccio´n 6] que la cota (3.3.6) es aproximadamente alcanzada a
primer orden en las perturbaciones), y ‖A†‖2 ‖b‖2/‖x0‖2 ≤ κLS(A, b). Pero el primer
punto clave en esta seccio´n es mostrar que si A es fija, entonces ‖A†‖2 ‖b‖2/‖x0‖2
es un nu´mero moderado para la mayor´ıa de los vectores b, incluso si κ2(A)  1 y
as´ı κLS(A, b) 1, lo cual implica que ‖A†‖2 ‖b‖2/‖x0‖2  κLS(A, b) para la mayor´ıa
de los problemas de mı´nimos cuadrados mal condicionados cuya matriz de coeficientes
es A. Sin embargo, esto no es suficiente para nuestro propo´sito, ya que si rango(A) <
m, entonces para la mayor´ıa de vectores b el a´ngulo agudo θ(b,R(A)) entre b y el
espacio columna de A no es pequen˜o, lo cual es equivalente a decir que el residuo
3Si A es no singular o, si Ax0 = b, entonces ‖A†‖2 ‖b‖2/‖x0‖2 ≤ κ2(A). Sin embargo, consi-
deremos A = [1 0; 0 1; 0 0] ∈ R3×2 y b = [η; 0; 1] ∈ R3×1. En este caso x0 = [η; 0] ∈ R2×1 y
‖A†‖2 ‖b‖2/‖x0‖2 =
√|η|2 + 1/|η| tiende a ∞ si η → 0 mientras κ2(A) = 1.
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relativo ‖Ax0−b‖2/‖b‖2 = sin θ(b,R(A)) no es pequen˜o. Pero muy frecuentemente en
la pra´ctica, los problemas de mı´nimos cuadrados tienen residuos relativos pequen˜os,
dado que los problemas corresponden a sistemas lineales inconsistentes Ax ≈ b que
esta´n cercanos de ser consistentes. Por lo tanto, el segundo punto importante en
esta seccio´n es que, si fijamos A para considerar todos los vectores b tales que Υ =
θ(b,R(A)) < pi/2 tambie´n fijo, podemos demostrar que para la mayor´ıa de estos
vectores b el factor ‖A†‖2 ‖b‖2/‖x0‖2 es un nu´mero moderado mucho ma´s pequen˜o
que κLS(A, b) cuando A esta´ muy mal condicionada.
Para explicar las propiedades mencionadas anteriormente, supongamos que
rango (A) = r y sea A = UΣV T la SVD de A, donde U ∈ Rm×r y V ∈ Rn×r
tienen columnas ortonormales, Σ = diag(σ1, . . . , σr) ∈ Rr×r , y σ1 ≥ · · · ≥ σr > 0.











donde ur es la u´ltima columna de U y θ(ur, b) es el a´ngulo agudo entre ur y b. Note
que la cota sobre ‖A†‖2 ‖b‖2/‖x0‖2 en (3.3.12) puede ser grande so´lo si b es “casi”
ortogonal a ur. Por ejemplo, si A es una matriz fija extremadamente mal condicio-
nada (por ejemplo κ2(A) = 10
1000) y b es considerado como un vector aleatorio cuya
direccio´n esta´ uniformemente distribuida en todo el espacio, entonces la probabili-
dad que 0 ≤ θ(ur, b) ≤ pi/2 − 10−6 es aproximadamente 1 − 10−6. Observemos que
la condicio´n 0 ≤ θ(ur, b) ≤ pi/2 − 10−6 implica que ‖A†‖2 ‖b‖2/‖x0‖2 . 106, lo cual
es un nu´mero moderado comparado a 101000. En particular, si los para´metros per-
turbativos µ, ν y  en el Corolario 3.3.2 son 10−16, entonces ‖A†‖2‖b‖2/‖x0‖2 . 106
proporciona una excelente cota para la variacio´n de la solucio´n de mı´nima longitud
del problema de mı´nimos cuadrados. Incluso, es posible que ‖A†‖2‖b‖2/‖x0‖2 sea
moderado aunque cos θ(ur, b) ≈ 0. Esto puede verse como una extensio´n del caso
de matrices no singulares a matrices generales del resultado original presentado por
Chan y Foulser (Teorema 2.3.2).
En el argumento anterior, el vector b puede estar en cualquier lugar en el espa-
cio. Luego, consideremos vectores b tales que Υ = θ(b,R(A)) < pi/2 se mantiene
constante. Describiraremos todos estos vectores a continuacio´n: sea y ∈ Rr cualquier
vector y sea U⊥ ∈ Rm×(m−r) tal que [U U⊥ ] ∈ Rm×m es unitaria. Entonces elegimos
cualquier z ∈ Rm−r tal que ‖z‖2 = ‖y‖2 tan Υ, y definimos b = Uy + U⊥z. Sabemos
que Υ = θ(b,R(A)), ya que R(U) = R(A). Adema´s, de (3.3.12), es fa´cil demostrar
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(cos Υ) · (cos θ(er, y) ) , (3.3.13)
donde er es la r-e´sima columna de Ir. La cota en (3.3.13) es una cantidad “geome´tri-
ca” que no depende de κ2(A), si suponemos que Υ no es muy cercano a pi/2, y que
es un nu´mero moderado para la mayor´ıa de los vectores y, es decir, para la mayor´ıa
de los vectores b tales que Υ = θ(b,R(A)).
Finalmente, discutimos una interesante relacio´n entre ‖A†‖2‖b‖2/‖x0‖2 con el
te´rmino de κLS(A, b) que depende de κ
2









En relacio´n a nuestra discusio´n ‖A†‖2‖b‖2/‖x0‖2 es un nu´mero moderado para la
mayor´ıa de los vectores b. Por lo tanto, Φ es acotado superiormente por un nu´mero
moderado de veces de κ2(A) para la mayor´ıa de los vectores b y como consecuen-
cia, κ22(A) so´lamente afecta la sensibilidad del problema de mı´nimos cuadrados en





‖b‖2 = Φ , (3.3.15)
lo cual implica que para residuos relativos suficientemente grandes (pensar, por
ejemplo, en ‖r‖2/‖b‖2 ≥ 10−3) y matrices A muy mal condicionadas, tenemos
‖A†‖2‖b‖2/‖x0‖2  Φ ≤ κLS(A, b), incluso si ‖A†‖2‖b‖2/‖x0‖2 es grande.
3.3.2. El nu´mero de condicio´n para perturbaciones multipli-
cativas del problema de mı´nimos cuadrados
En esta seccio´n demostramos que ‖A†‖2‖b‖2/‖x0‖2 es el nu´mero de condicio´n
bajo perturbaciones multiplicativas del problema de mı´nimos cuadrados salvo una
constante. El lector debe notar que, por simplicidad, consideramos en nuestra de-
finicio´n de nu´mero de condicio´n que la variacio´n relativa de b y las perturbaciones
multiplicativas izquierdas y derechas tienen el mismo orden.
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Teorema 3.3.3 Usando la misma notacio´n e hipo´tesis del Corolario 3.3.2 con los
para´metros µ, ν y  iguales a η, definamos el nu´mero de condicio´n
κ
(M)
LS (A, b) := l´ımη→0
sup
{‖x˜0 − x0‖2
η ‖x0‖2 : x˜0 = [(I + E)A(I + F )]
† (b+ h),














LS (A, b) . (3.3.16)

















lo cual implica la desigualdad izquierda de (3.3.16). Para demostrar la desigualdad
del lado derecho elegimos una perturbacio´n tal que E = 0, F = 0 y h = ηw, donde
‖w‖2 = ‖b‖2 y ‖A†w‖2 = ‖A†‖2‖w‖2. Para esta perturbacio´n ‖x˜0 − x0‖2/‖x0‖2 =
‖A†h‖2/‖x0‖2 = η ‖A†‖2‖b‖2/‖x0‖2. Por lo tanto, la expresio´n “sup” que aparece en
la definicio´n de κ
(M)
LS (A, b) implica que ‖A†‖2‖b‖2/‖x0‖2 ≤ κ(M)LS (A, b).
3.3.3. Cotas de perturbaciones multiplicativas para otras so-
luciones del problema de mı´nimos cuadrados
Cotas para el cambio en las soluciones de problemas de mı´nimos cuadrados se
pueden obtener fa´cilmente a partir del Teorema 3.3.1 y Teorema 3.2.3-(c) que son una
pequen˜a modificacio´n de la ecuacio´n (3.3.3). Dado que el residuo de un problema de
mı´nimos cuadrados es el mismo para todas sus soluciones, no es necesario considerar
nuevas cotas perturbativas para el residuo.
Teorema 3.3.4 Si y ∈ Rn es una solucio´n del problema de mı´nimos cuadrados
(3.3.1), entonces existe una solucio´n y˜ ∈ Rn del problema de mı´nimos cuadrados
(3.3.2) tal que
‖y˜ − y‖2 ≤ (αF + ‖F‖2) ‖y‖2 + [αE (1 + αF ) (1 + ) +  (1 + αF ) ] ‖A†‖2 ‖b‖2 ,
donde αE, αF y  se definen como en el enunciado del Teorema 3.3.1.
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Demostracio´n. Dado y, existe un vector z ∈ Rn tal que y = x0 + PN (A)z, donde
x0 es la solucio´n de mı´nima longitud de (3.3.1). Recordemos tambie´n que ‖y‖22 =
‖x0‖22 + ‖PN (A)z‖22 y por lo tanto, ‖PN (A)z‖2 ≤ ‖y‖2. Elegimos la siguiente solucio´n
de (3.3.2), y˜ = x˜0 + PN (A˜)PN (A)z, donde x˜0 es la solucio´n mı´nima de (3.3.2). Por lo
tanto
‖y˜ − y‖2 ≤ ‖x˜0 − x0‖2 + ‖(PN (A˜) − PN (A))PN (A)z‖2 ≤ ‖x˜0 − x0‖2 + ‖F‖2‖y‖2 ,
donde hemos utilizado el Teorema 3.2.3-(c). Ahora, usamos (3.3.3) y ‖x0‖2 ≤ ‖y‖2
para obtener el resultado.
Observemos que el cambio relativo ‖y˜ − y‖2/‖y‖2 esta´ acotado por
ma´x{1, ‖A†‖2‖b‖2/‖y‖2}, que es menor o igual que ‖A†‖2 ‖b‖2/‖x0‖2. Por lo tanto, la
solucio´n de mı´nima longitud es la ma´s sensible de las soluciones bajo perturbaciones
multiplicativas.
3.4. Perturbacio´n del problema de mı´nimos cua-
drados en los factores
Como explicamos en la Introduccio´n, presentamos en la Seccio´n 3.5 un algorit-
mo preciso para la solucio´n del problema de mı´nimos cuadrados mı´nx∈Rn ‖b− Ax‖2
utilizando una RRD precisa XDY de A, el Algoritmo 3.5.1. El ana´lisis de errores
del Algoritmo 3.5.1 lo presentamos en el Teorema 3.5.2 y muestra que la solucio´n
calculada es la solucio´n exacta del problema de mı´nimos cuadrados correspondien-
te a una RRD con factores cercanos a (X + ∆X)(D + ∆D)(Y + ∆Y ), donde las
perturbaciones son “normwise” para los factores bien condicionados X e Y , y “com-
ponentwise” para los elementos diagonales y potencialmente mal condicionados del
factor D. Por lo tanto, es necesario desarrollar cotas perturbativas para la solucio´n
del problema de mı´nimos cuadrados cuya matriz de coeficientes esta´ expresada co-
mo una RRD bajo perturbaciones en los factores. Esto es presentado en el Teorema
3.4.1, y su demostracio´n se basa en escribir las perturbaciones en los factores como
una perturbacio´n multiplicativa de toda la matriz.
Recordemos que, por el Lema 3.1.2-(c), si A = XDY es una RRD de A, enton-
ces A† = Y †D−1X†. Por lo tanto, la solucio´n de mı´nima longitud del problema de
mı´nimos cuadrados mı´nx∈Rn ‖b−XDY x‖2 es x0 = Y †D−1X†b.
Teorema 3.4.1 Sean X ∈ Rm×r, D ∈ Rr×r e Y ∈ Rr×n tales que rango (X) =
rango (Y ) = r, D es diagonal y no singular y b ∈ Rm. Sea x0 la solucio´n de
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mı´nima longitud de mı´nx∈Rn ‖b − XDY x‖2 y x˜0 la solucio´n de mı´nima longitud
de mı´nx∈Rn ‖(b + h) − (X + δX)(D + δD)(Y + δY )x‖2, donde ‖δX‖2 ≤ α‖X‖2,
‖δY ‖2 ≤ β‖Y ‖2, |δD| ≤ ρ|D|, y ‖h‖2 ≤ ‖b‖2. Sean r = b − XDY x0 y
r˜ = (b+ h)− (X + δX)(D + δD)(Y + δY ) x˜0. Supongamos que
µ := ακ2(X) < 1 y ν := [β + ρ(1 + β)]κ2(Y ) < 1, (3.4.1)
y definamos los para´metros θµ y θν como en la ecuacio´n (3.3.8). Entonces, la cota
(3.3.9) se satisface con A† reemplazada por Y †D−1X†, la cota (3.3.10) se satisface y











Demostracio´n. Sean A = XDY y A˜ = (X + δX)(D + δD)(Y + δY ). Escribamos
A˜ como una perturbacio´n multiplicativa de A:
A˜ = (I + δXX†)XD (I +D−1 δD)Y (I + Y †δY )
= (I + δXX†)XDY (I + Y †D−1 δD Y ) (I + Y †δY )
=: (I + E)A(I + F ),
donde E = δXX† y F = Y †δY + Y †D−1 δD Y + Y †D−1 δD δY . Luego, tomando en
cuenta que ‖δDD−1‖2 ≤ ρ, tenemos
‖E‖2 ≤ ακ2(X) = µ < 1, ‖F‖2 ≤ [β + ρ(1 + β)]κ2(Y ) = ν < 1,
y el Teorema 3.4.1 se obtiene inmediatamente del Corolario 3.3.2.
Dado que los factores X e Y de una RRD esta´n bien condicionados, de la ecuacio´n
(3.4.2) tenemos que la sensitividad respecto a perturbaciones de los factores de la so-
lucio´n de mı´nima longitud del problema de mı´nimos cuadrados mı´nx∈Rn ‖b−XDY x‖2
esta´ nuevamente controlada por ‖A†‖2‖b‖2/‖x0‖2, donde A = XDY , que es un
nu´mero moderado para la mayor´ıa de los vectores b (ver Seccio´n 3.3.1). Note que
el Teorema 3.4.1 es va´lido si m ≥ n o si m < n, es decir, para problemas de mı´ni-
mos cuadrados o para sistemas de ecuaciones lineales infradeterminados, ya que el
Corolario 3.3.2 se cumple en ambos casos.
3.5. Algoritmo y ana´lisis de errores
En esta seccio´n presentamos el Algoritmo 3.5.1 para resolver el problema de
mı´nimos cuadrados mı´nx∈Rn ‖b − Ax‖2 y demostramos que calcula la solucio´n de
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mı´nima longitud con error relativo acotado por O(u) ‖A†‖2 ‖b‖2/‖x0‖2, lo cual es
simplemente O(u) para la mayor´ıa de vectores b de acuerdo con lo discutido en la
Seccio´n 3.3.1. El primer paso del algoritmo calcula una RRD precisa de A = XDY ∈
Rm×n en el sentido de la Definicio´n 2.4.2, lo cual es posible para muchas clases de
matrices estructuradas como hemos dicho en la Introduccio´n. Los siguientes pasos
del Algoritmo 3.5.1 esta´n basados en el hecho de que, acorde al Lema 3.1.2-(c), la
solucio´n de mı´nima longitud es x0 = Y
†(D−1(X†b)) y en las siguientes observaciones:
(1) s = X†b es la solucio´n u´nica del problema de mı´nimos cuadrados de rango
completo por columnas mı´nx∈Rr ‖b − X x‖2; (2) w = D−1(X†b) es la solucio´n u´nica
del sistema lineal Dw = s; y (3) Y †(D−1(X†b)) es la solucio´n u´nica del sistema lineal
indeterminado con rango completo por filas Y x = w. Observemos que este me´todo
es va´lido si m ≥ n y si m < n. Por lo tanto, en el u´ltimo caso y, si rango (A) = m,
el me´todo resuelve de manera precisa el sistema lineal infradeterminado Ax = b.
La solucio´n mı´nima x0 del sistema infraterminado Y x = x2 es calculado v´ıa el Q-
Me´todo descrito en [43, Seccio´n 21.1] y que recordamos brevemente a continuacio´n.
La idea es calcular a primer orden una factorizacio´n QR reducida de Y T = WRY ∈
Rn×r utilizando el algoritmo de Householder, donde W ∈ Rn×r satisface W TW = Ir
y RY ∈ Rr×r es triangular superior y no singular. As´ı, Y = RTYW T ∈ Rr×n y el Lema
3.1.2-(c) implican que Y † = (W T )† (RTY )
† = W R−TY , donde R
−T
Y denota la inversa
de RTY . Finalmente, x0 = W (R
−T
Y x2) y R
−T
Y x2 es calculado resolviendo el sistema
triangular RTY x = x2 por sustitucio´n progresiva. En la pra´ctica, es importante notar
que el factor W no se requiere expl´ıcitamente, so´lamente necesitamos la habilidad de
multiplicar W veces un vector y esto puede hacerse multiplicando las permutaciones
de Householder resultantes de la factorizacio´n QR de Y T por [(R−TY x2)
T , 0]T ∈ Rn.
Estamos ahora en posicio´n de enunciar el Algoritmo 3.5.1.
Algoritmo 3.5.1 (Solucio´n precisa del problema de mı´nimos cuadrados v´ıa la
RRD)
Input: A ∈ Rm×n, b ∈ Rm
Output: x0 la solucio´n de mı´nima longitud de mı´nx∈Rn ‖b− Ax‖2
Paso 1: Calcular una RRD precisa de A = XDY en el sentido de la Definicio´n
2.4.2, donde X ∈ Rm×r, D ∈ Rr×r es diagonal, Y ∈ Rr×n y
rango (A) = rango (X) = rango (Y ) = rango (D) = r.
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Paso 2: Calcular la solucio´n u´nica s de mı´nx∈Rr ‖b−X x‖2 usando la
factorizacio´n QR de Householder de X.
Paso 3: Calcular la solucio´n u´nica w del sistema lineal diagonal Dw = s como
wi = si/dii, i = 1, . . . , r.
Paso 4: Calcular la solucio´n de mı´nima longitud x0 de Y x = w usando
el Q-me´todo, es decir, v´ıa la factorizacio´n QR de Householder de Y T .
Antes de realizar el ana´lisis de errores del Algoritmo 3.5.1, observemos que por
el teorema de perturbaciones de Weyl [69], las diferencias entre los valores singu-
lares ordenados de X y X̂ esta´n acotadas como |σi(X̂) − σi(X)| ≤ ‖X̂ − X‖2 ≤
u p(m,n) ‖X‖2, para i = 1 : r. Por lo tanto, |σi(X̂)−σi(X)|/σi(X) ≤ u p(m,n)κ2(X),
para i = 1 : r. Ana´logamente podemos acotar las diferencias entre los valores sin-
gulares ordenados de Y e Ŷ . Como consecuencia, la condicio´n (2.4.3) implica que
rango (X) = rango (X̂) = r, rango (Y ) = rango (Ŷ ) = r y
κ2(X)
3
≤ κ2(X̂) ≤ 3κ2(X) y κ2(Y )
3
≤ κ2(Ŷ ) ≤ 3κ2(Y ) . (3.5.1)
La ecuacio´n (3.5.1) nos permite usar indistintamente κ2(X), κ2(Y ) o´ κ2(X̂),
κ2(Ŷ ) en las cotas de error obtenidas con el coste de modificar ligeramente algunas
de las constantes involucradas.
El coste computacional en el Paso 1 del Algoritmo 3.5.1 depende del tipo espec´ıfi-
co de matrices y del algoritmo usado entre los mencionados en la introduccio´n. De
cualquier manera, todos estos algoritmos tienen un coste de O(mn2) flops si m ≥ n
y O(m2n) flops si m < n. El te´rmino principal del coste de los Pasos 2, 3 y 4 es
2r2(m− r/3), r y 2r2(n− r/3) flops, respectivamente. Dado que r ≤ mı´n{m,n}, el
coste total del Algoritmo 3.5.1 es O(mn2) flops si m ≥ n y O(m2n) flops si m < n.
Los errores de redondeo regresivos cometidos por el Algoritmo 3.5.1 son analiza-




1− nu and γ˜n :=
cnu
1− cnu , (3.5.2)
donde c denota una pequen˜a constante entera cuyo valor exacto no es esencial en el
ana´lisis. Antes de enunciar y demostrar el Teorema 3.5.2, comentamos la necesidad
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y el significado de las hipo´tesis usadas en el teorema. Primero, asumimos que los
factores X̂, D̂ e Ŷ calculados en el Paso 1 en aritme´tica en coma flotante satis-
facen (2.4.1), (2.4.2) y (2.4.3) , lo cual implica que rango (X) = rango (X̂) = r,
rango (D) = rango (D̂) = r, rango (Y ) = rango (Ŷ ) = r y (3.5.1). Por lo tanto,
podemos usar κ2(X) y κ2(Y ) en los errores de los Pasos 2 y 4 en vez de κ2(X̂) y
κ2(Ŷ ) al coste de no prestar atencio´n a los valores exactos de las constantes nume´ricas
en las cotas de errores. La hipo´tesis ma´x{κ2(X), κ2(Y )}
√
r γ˜rma´x{m,n} < 1 garantiza
que los errores regresivos ∆X̂ sobre X̂ en el Paso 2 preservan el rango completo, es
decir, rango (X̂) = rango (X̂ + ∆X̂) = r y lo mismo para los errores regresivos de
Ŷ en el Paso 4. Finalmente, la hipo´tesis te´cnica κ2(Y )n r
2 γ˜n < 1 se necesita para
aplicar [43, Teorema 21.4] en el ana´lisis de errores del Paso 4.
Presentaremos en el Teorema 3.5.2 dos enunciados para los errores regresivos del
Algoritmo 3.5.1, uno con respecto a los factores calculados X̂, D̂ e Ŷ de A y otro
con respecto a los factores exactos, el cual es el resultado usado generalmente. La
razo´n para presentar estos dos enunciados es que el primero da errores regresivos por
filas y columnas en X̂ e Ŷ ma´s fuertes que el segundo. Esto puede ser usado para
obtener errores regresivos ma´s fuertes para algunas clases particulares de matrices,
tales como matrices de Cauchy.
Teorema 3.5.2 Sean X̂ ∈ Rm×r, D̂ ∈ Rr×r e Ŷ ∈ Rr×n los factores de A calculados
en el Paso 1 del Algoritmo 3.5.1 y supongamos que satisfacen las cotas de error dadas
en las ecuaciones (2.4.1) y (2.4.2) con respecto a los factores exactos X, D e Y de
A. Supongamos tambie´n que (2.4.3),
ma´x{κ2(X), κ2(Y )}
√
r γ˜rma´x{m,n} < 1 y (3.5.3)
κ2(Y )n r
2 γ˜n < 1 (3.5.4)
se cumplen. Sea x̂0 la solucio´n de mı´nima longitud calculada del problema de mı´nimos
cuadrados mı´nx∈Rn ‖b−Ax‖2 usando el Algoritmo 3.5.1 en precisio´n finita con unidad
de redondeo u. Entonces los siguientes enunciados se cumplen:
(a) x̂0 es la solucio´n de mı´nima longitud de
mı´n
x∈Rn
‖(b+ ∆b)− (X̂ + ∆X̂)(D̂ + ∆D̂)(Ŷ + ∆Ŷ )x‖2, (3.5.5)
donde
‖∆X̂(:, j)‖2 ≤ γ˜mr ‖X̂(:, j)‖2, ‖∆Ŷ (j, :)‖2 ≤ γ˜nr ‖Ŷ (j, :)‖2, para j = 1, . . . , r
|∆D̂| ≤ γ˜1 |D̂|, ‖∆b‖2 ≤ γ˜mr ‖b‖2 .
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(b) x̂0 es la solucio´n de mı´nima longitud de
mı´n
x∈Rn
‖(b+ ∆b)− (X + ∆X)(D + ∆D)(Y + ∆Y )x‖2, (3.5.6)
donde




r γ˜mr u p(m,n)) ‖X‖2,




r γ˜nr u p(m,n)) ‖Y ‖2,
|∆D| ≤ (u p(m,n) + γ˜1 + γ˜1 u p(m,n)) |D|, ‖∆b‖2 ≤ γ˜mr ‖b‖2 .
(c) Si x0 es la solucio´n de mı´nima longitud exacta de mı´nx∈Rn ‖b−Ax‖2, entonces
‖x̂0−x0‖2/‖x0‖2 puede acotarse como en el Teorema 3.4.1 con α = (u p(m,n)+√
r γ˜mr +
√




r γ˜nr u p(m,n)), ρ =
(u p(m,n) + γ˜1 + γ˜1 u p(m,n)) y  = γ˜mr. En particular, a primer orden en u,
y si c es una constante entera pequen˜a, entonces
‖x̂0 − x0‖2
‖x0‖2 ≤ c u
[





donde py(m,n) := (p(m,n) + nr
3/2) y px(m,n) := (p(m,n) +mr
3/2).
Demostracio´n. Para demostrar la parte (a) escribamos los errores regresivos en
los pasos 2, 3 y 4 del Algoritmo 3.5.1.
1. Los errores regresivos del Paso 2 esta´n dados en [43, Teorema 20.3]: la solucio´n




‖(b+ ∆b)− (X̂ + ∆X̂)x‖2 , (3.5.7)
donde ‖∆X̂(:, j)‖2 ≤ γ˜mr‖X̂(:, j)‖2, para j = 1, . . . , r, y ‖∆b‖2 ≤ γ˜mr ‖b‖2.
Por lo tanto, ‖∆X̂‖2 ≤ ‖∆X̂‖F ≤ γ˜mr‖X̂‖F ≤
√
rγ˜mr‖X̂‖2. Note que,
como mencionamos anteriormente, las ecuaciones (2.4.1) y (2.4.3) impli-
can rango (X) = rango (X̂) = r, por lo tanto el teorema de pertur-
baciones de Weyl [69] para valores singulares y (3.5.3) implican |σr(X̂ +
∆X̂) − σr(X̂)|/σr(X̂) ≤ ‖∆X̂‖2/σr(X̂) ≤
√
rγ˜mrκ2(X̂) < 1, y finalmente,
rango (X̂) = rango (X̂ + ∆X̂) = r. Como consecuencia, x̂1 satisface
x̂1 = (X̂ + ∆X̂)
†(b+ ∆b), (3.5.8)
con X̂ + ∆X̂ ∈ Rm×r tal que rango (X̂ + ∆X̂) = r.
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2. Como consecuencia de [43, Lema 3.5], la solucio´n, x̂2, calculada en el Paso 3
cumple que
(D̂ + ∆D̂) x̂2 = x̂1 con |∆D̂| ≤ γ˜1|D̂|, (3.5.9)
con D̂+∆D̂ ∈ Rr×r diagonal y no singular, dado que (2.4.2) y (2.4.3) implican
rango (D) = rango (D̂) = r y γ˜1 < 1 por (3.5.3).
3. Los errores regresivos del Paso 4 esta´n dados en [43, Teorema 21.4]. Para
aplicar [43, Teorema 21.4] necesitamos que rango (Ŷ ) = r, el cual se sigue de
(2.4.1) y (2.4.3), y la hipo´tesis
‖ |Ŷ †| |Ŷ | ‖2 r n γn < 1,
se cumple por la ecuacio´n (3.5.4), dado que ‖ |Ŷ †| |Ŷ | ‖2 r n γn ≤
κ2(Ŷ ) r
2 n γn < 1. Con esta condicio´n, la solucio´n de mı´nima longitud calculada
en el Paso 4 x̂0, es la solucio´n mı´nima exacta del sistema lineal indeterminado
(Ŷ + ∆Ŷ )x = x̂2 ,
con ‖∆Ŷ (j, :)‖2 ≤ γ˜nr‖Ŷ (j, :)‖2, para j = 1, . . . , r. Adema´s, podemos demos-
trar que rango (Ŷ ) = rango (Ŷ + ∆Ŷ ) = r utilizando un argumento similar
al usado para demostrar el resultado ana´logo para X̂ + ∆X̂. Por lo tanto, x̂0
satisface
x̂0 = (Ŷ + ∆Ŷ )
†x̂2, (3.5.10)
con Ŷ + ∆Ŷ ∈ Rr×n y rango (Ŷ + ∆Ŷ ) = r.
De las ecuaciones (3.5.8), (3.5.9) y (3.5.10) tenemos que
x̂0 = (Ŷ + ∆Ŷ )
†(D̂ + ∆D̂)−1(X̂ + ∆X̂)†(b+ ∆b) (3.5.11)
=
[
(X̂ + ∆X̂) (D̂ + ∆D̂) (Ŷ + ∆Ŷ )
]†
(b+ ∆b) , (3.5.12)
donde la segunda igualdad se obtiene del Lema 3.1.2-(c). Esto y las cotas que hemos
desarrollado para X̂, D̂ e Ŷ demuestran la parte (a) del Teorema 3.5.2.
La demostracio´n del Teorema 3.5.2-(b) se obtiene fa´cilmente de la parte (a). Las
ecuaciones (2.4.1) y (2.4.2) nos permiten escribir X̂ = X +EX , D̂ = D+ED e Ŷ =
Y +EY , con ‖EX‖2 ≤ u p(m,n) ‖X‖2, |ED| ≤ u p(m,n)|D| y ‖EY ‖2 ≤ u p(m,n)‖Y ‖2.
Por lo tanto, podemos escribir
X̂ + ∆X̂ = X + EX + ∆X̂ =: X + ∆X , (3.5.13)
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donde
‖∆X‖2 ≤ ‖EX‖2 + ‖∆X̂‖2
≤ u p(m,n) ‖X‖2 +
√
r γ˜mr‖X̂‖2
≤ u p(m,n) ‖X‖2 +
√
r γ˜mr (‖X‖2 + ‖EX‖2)
≤ (u p(m,n) +√r γ˜mr +
√
r γ˜mr u p(m,n)) ‖X‖2 . (3.5.14)
Ana´logamente,
D̂ + ∆D̂ =: D + ∆D , con |∆D| ≤ (u p(m,n) + γ˜1 + γ˜1 u p(m,n)) |D| ,




r γ˜nr u p(m,n))
‖Y ‖2 .
Si estas u´ltimas ecuaciones junto con (3.5.13) y (3.5.14) se reemplazan en (3.5.5),
entonces obtenemos la ecuacio´n (3.5.6) y as´ı demostramos la parte (b). Finalmente,
la parte (c) es una consecuencia inmediata de (b) y el Teorema 3.4.1.
Observemos que, como en una RRD los factores X e Y esta´n bien condicionados,
el Teorema 3.5.2-(c) garantiza que el error progresivo en la solucio´n calculada por el
Algoritmo 3.5.1 esta´ acotado por O(u)‖A†‖2‖b‖2/‖x0‖2.
3.6. Experimentos Nume´ricos
En esta seccio´n mostraremos experimentos nume´ricos realizados usando MATLAB
los cuales ilustran como son los errores cometidos por el Algoritmo 3.5.1 comparados
con las predicciones teo´ricas y con los errores cometidos por el me´todo usual para
resolver problemas de mı´nimos cuadrados, es decir, usando la factorizacio´n QR cal-
culada con el algoritmo tradicional de Householder implementado en MATLAB [43,
Seccio´n 20.2]. Para esto, usaremos tres clases importante de matrices rectangula-
res estructuradas que pueden tener nu´meros de condicio´n muy grandes: Matrices de
Cauchy, de Vandermonde y Graduadas. Para matrices pertenecientes a estas clases,
RRDs precisas en el sentido de la Definicio´n 2.4.2 pueden ser calculadas usando los
algoritmos dados en [18] y [42]. Presentaremos so´lamente experimentos para matrices
A ∈ Rm×n con entradas reales, m ≥ n y tales que rango(A) = n, lo cual significa
que consideramos so´lamente problemas de mı´nimos cuadrados con solucio´n u´nica.
Sabemos de (3.0.1) y (3.3.14) que si x̂0 es la solucio´n u´nica de mı´nx∈Rn ‖Ax− b‖2








la cual es una cota ma´s grande que (3.0.1) pero confiable en la mayor´ıa de situaciones.
En cambio, el Algoritmo 3.5.1 satisface (ver (3.0.2) y el Teorema 3.5.2-(c))
‖x̂0 − x0‖2
‖x0‖2 ≤ u f(m,n)
(





En nuestros experimentos, hemos calculado el error relativo en la solucio´n para ambos







, ΘRRD := u
(





con el fin de comprobar, la veracidad de las cotas (3.6.1) y (3.6.2).
Observamos que el Algoritmo 3.5.1, hasta ahora es el ma´s preciso de los dos:
para un vector aleatorio b, alcanza errores relativos en norma de orden la unidad de
redondeo, lo que significa que ΘRRD es O(u) casi siempre, incluso para matrices A
mal condicionadas.
3.6.1. Matrices de Cauchy
Las componentes de una matriz de Cauchy, C ∈ Rm×n, m ≥ n, son definidas en
te´rminos de dos vectores z = [z1, . . . , zm]




, i = 1, . . . ,m, j = 1, . . . , n. (3.6.4)
Matrices de la forma G = S1CS2, donde C es una matriz de Cauchy y, S1 y S2 son
matrices diagonales y no singulares, en [18] son llamadas matrices quasi-Cauchy, las
cuales incluyen, como un caso particular, las matrices de Cauchy para S1 = Im y
S2 = In. Las matrices quasi-Cauchy tienen rango completo por columnas si zi 6=
zj para calquier i 6= j, yk 6= yl para cualquier k 6= l y zi 6= −yj para todo i y
j. El Algoritmo 3 en [18] utiliza una versio´n estructurada de GECP para calcular
una RRD precisa de cualquier matriz quasi-Cauchy cuadrada. Este algoritmo puede
ser extendido fa´cilmente para el caso de matrices rectangulares, y esta versio´n la
usaremos en los experimentos de esta seccio´n para calcular la RRD en el Paso 1 del
Algoritmo 3.5.1. El coste total de este paso es 2mn2−2n3/3+O(n2+mn) operaciones
ma´s mn2/2− n3/6 +O(n2 +mn) comparaciones.
Con el objetivo de hacer sencillas referencias, resumamos y mencionemos los dos
algoritmos que son usados en esta seccio´n para resolver mı´nx∈Rn ‖Cx− b‖2, donde C
es una matriz de Cauchy:
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LS-QR: dados los vectores z e y, las componentes de C son calculadas como en
(3.6.4) y el problema de mı´nimos cuadrados es resuelto usando la factorizacio´n
QR de Householder implementada en MATLAB.
LS-RRD: el problema de mı´nimos cuadrados es resuelto usando el Algoritmo
3.5.1 y la RRD del Paso 1 es calculada con la versio´n rectangular del Algoritmo
3 en [18] discutido anteriormente.
Las factorizaciones QR necesarias en los Pasos 2 y 4 del Algoritmo 3.5.1 son cal-
culadas con la rutina qr de MATLAB. Observemos que en este caso, en el sistema
lineal Y x = x2 del Paso 4 la matriz Y es no singular y por lo tanto GEPP se puede
utilizar para obtener su solucio´n.
En nuestros experimentos, hemos generado matrices de Cauchy con vectores z e
y aleatorios, tambie´n hemos generado vectores b y hemos calculado la solucio´n de
mı´nx∈Rn ‖Cx− b‖2 usando los algoritmos LS-QR y LS-RRD. Para calcular los errores
relativos ‖x̂0−x0‖2/‖x0‖2, tomamos como solucio´n “exacta” x0 la calculada utilizan-
do el comando svd de MATLAB ejecutado en precisio´n aritme´tica variable. En cada
experimento hemos fijado la precisio´n a 2 log10 |D1/Dn|+30 d´ıgitos decimales, donde
D1 y Dn son respectivamente, las entradas diagonales ma´s grande y ma´s pequen˜a (en
valor absoluto) de la matriz diagonal D en la RRD de C calculada en el Paso 1 del
Algoritmo 3.5.1. La motivacio´n de tomar 2 log10 |D1/Dn|+30 d´ıgitos decimales, viene
del hecho de que |D1/Dn| tiene una magnitud similar a κ2(C), ya que X e Y esta´n
bien condicionadas, y esto, de acuerdo con (3.6.1) y a la discusio´n en la Seccio´n 3.3.1,
el error en el algoritmo tradicional para mı´nimos cuadrados es casi siempre mucho
menor que uκ22(C). Los vectores aleatorios z, y y b se han elegido de la distribucio´n
uniforme en el intervalo [0, 1] (comando rand en MATLAB), o bien, de la distribucio´n
normal (comando randn en MATLAB). En todos los experimentos hemos analizado
las ocho posibilidades resultantes en la seleccio´n de las distribuciones aleatorias para
z, y y b.
Dos tipos de experimentos se han realizado. En el primer grupo hemos fijado
el taman˜o de la matriz: m × n = 100 × 50, 50 × 30 o´ 25 × 10. Para cada taman˜o
hemos generado 50 × 8 conjuntos diferentes de vectores aleatorios z, y y b, por lo
tanto, generamos un total de 400 problemas de mı´nimos cuadrados diferentes para
cada taman˜o. En la Figura 3.6.1 mostramos los resultados para el caso 100 × 50
cuando los vectores z y b son seleccionados de la distribucio´n normal y el vector y
de la distribucio´n uniforme en [0, 1]. Hemos graficado en una escala log-log el error
relativo ‖x̂0−x0‖2/‖x0‖2 de la solucio´n, contra el nu´mero de condicio´n de las matrices
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(calculado a partir de la SVD “exacta” en precisio´n aritme´tica variable usada para
calcular la solucio´n “exacta” x0) para los algoritmos LS-QR y LS-RRD. Aparte de
esto, tambie´n hemos representado las cantidades ΘQR y ΘRRD que aparecen en la
ecuacio´n (3.6.3). Observamos que el error relativo en el algoritmo LS-RRD es de orden
u veces una pequen˜a constante, como se predijo, mientras que el error para LS-QR
es escalado casi lineal con respecto a κ2(C) hasta saturarse. La dependencia lineal
en κ2(C) del error relativo en LS-QR es la predecida en la ecuacio´n (3.6.1) dado
que ‖C†‖2‖b‖2/‖x0‖2 ha sido siempre moderada en estos experimentos. Tambie´n
podemos observar que la cota ΘRRD es bastante buena y no sobreestima los errores
actuales. Para otros taman˜os y otras formas de generar z, y y b, los resultados han
sido similares.
En nuestro segundo grupo de experimentos, hemos fijado el nu´mero de filas de la
matriz y variado el nu´mero de las columnas. Hemos probado con matrices de taman˜o
m = 100, n = 10 : 10 : 90 (5 × 8 conjuntos de vectores aleatorios z, y y b para cada
taman˜o), m = 50, n = 10:2 :40 (10× 8 conjuntos de vectores aleatorios z, y y b para
cada taman˜o) y m = 25, n = 5:5 :20 (20× 8 conjuntos de vectores aleatorios z, y y
b para cada taman˜o). Esto hace un total de 2280 matrices. La Figura 3.6.2 muestra
los resultados para m = 50, n = 10 : 2 : 40 para cuatro combinaciones diferentes
de distribuciones aleatorias para z, y y b. Para cada taman˜o graficamos el ma´ximo
error relativo de las 10 muestras. De nuevo, los errores relativos de la solucio´n del
algoritmo LS-RRD son de orden u veces una constante pequen˜a, mientras que para
el algoritmo LS-QR son muy grandes. Para otros taman˜os y otras formas de generar
z, y y b se obtienen resultados similares.
Para todos los experimentos con matrices de Cauchy, el rango del nu´mero de
condicio´n ha sido 100 . κ2(C) . 10100, el ma´ximo valor del te´rmino ‖C†‖2‖b‖2/‖x0‖2
ha sido 1376, 8 ≤ κ2(X) ≤ 72 y 13 ≤ κ2(Y ) ≤ 58.
3.6.2. Matrices de Vandermonde
Hemos desarrollado experimentos nume´ricos del Algoritmo 3.5.1 similares a los
presentados en la Seccio´n 3.6.1 con matrices de Vandermonde. Las matrices de Van-
dermonde aparecen naturalmente en problemas de interpolacio´n polinomial. Dado
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Figura 3.6.1: Error relativo progresivo ‖x̂0 − x0‖2/‖x0‖2 frente κ2(C). C matrices de Cauchy aleatorias de orden
100 × 50. Los vectores z y b son seleccionados de la distribucio´n normal esta´ndar y el vector y de la distribucio´n
uniforme en [0, 1].
un vector de puntos z = [z1, . . . , zm]
T ∈ Rm tal que zi 6= zj si i 6= j y un conjunto
de “valores de la funcio´n” b = [b1, . . . , bm]
T ∈ Rm, el problema de encontrar el po-
linomio Pn−1(z), de grado menor o igual a n − 1, con n ≤ m, que mejor se ajusta
a los datos z y b en el sentido de mı´nimos cuadrados es equivalente a resolver el
problema de mı´nimos cuadrados mı´nc∈Rn ‖V c− b‖2 donde V ∈ Rm×n es una matriz
de Vandermonde, cuyas entradas esta´n dadas por
vij = z
j−1
i , i = 1, . . . ,m, j = 1, . . . , n, (3.6.5)
y la solucio´n buscada c ∈ Rn es el vector que contiene los coeficientes del polinomio
Pn−1(z) = c1 + c2z + · · · + cnzn−1. Un me´todo que calcula una RRD precisa de
cualquier matriz de Vandermonde fue presentado en [18, Seccio´n 5] y esta´ basado en
el siguiente hecho, si F ∈ Rn×n es la transformada discreta de Fourier de orden n×n,
entonces V F es una matriz quasi-Cauchy cuyos para´metros pueden ser calculados de
forma precisa en O(mn) operaciones, as´ı como las sumas y restas de cualquier par de
estos para´metros. Entonces, una RRD precisa de V F = XDY puede ser calculada
con el Algoritmo 3 en [18] adaptado al caso de matrices rectangulares como en la
Seccio´n 3.6.1. Finalmente, V = X D (Y F T ) es una RRD precisa de V . El coste total
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Figura 3.6.2: Error relativo progresivo ‖x̂0 − x0‖2/‖x0‖2 frente n, para matrices de Cauchy de orden m × n con
m = 50 y n = 10 : 2 : 40 (10 matrices por cada taman˜o) para cuatro combinaciones diferentes de distribuciones
aleatorias (mode=1 denota la distribucio´n normal esta´ndar y mode=2 denota la distribucio´n uniforme en [0, 1]) para
z, y y b.
es el mismo que para matrices de Cauchy: 2mn2 − 2n3/3 +O(n2 +mn) operaciones
ma´s mn2/2 − n3/6 + O(n2 + mn) comparaciones. Este algoritmo sera´ usado para
calcular la RRD en el Paso 1 del Algoritmo 3.5.1. Los dos algoritmos usados en esta
seccio´n para resolver mı´nx∈Rn ‖V x− b‖2 son:
LS-QR: dado el vector z, las componentes de V son calculadas como en (3.6.5)
y el problema de mı´nimos cuadrados es resuelto usando la factorizacio´n QR de
Householder implementada en MATLAB.
LS-RRD: el problema de mı´nimos cuadrados es resuelto usando el Algoritmo
3.5.1 y la RRD del Paso 1 es calculada con la versio´n rectangular discutida
anteriormente del me´todo presentado en [18, Seccio´n 5].
En nuestros experimentos, generamos vectores aleatorios b y matrices de Vander-
monde con vectores aleatorios z, y calculamos la solucio´n de mı´nx∈Rn ‖V x−b‖2 usan-
do los algoritmos LS-QR y LS-RRD. Para calcular el error relativo ‖x̂0 − x0‖2/‖x0‖2,
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“exacta” x0. Los vectores aleatorios z y b han sido elegidos de la distribucio´n uniforme
en [0, 1] o bien, de la distribucio´n normal. En todos los experimentos hemos probado
las cuatro combinaciones resultantes de la eleccio´n de las distribuciones aleatorias
para z y b.
Hemos probado con matrices m × n de taman˜os m = 50, n = 5 : 5 : 30; m =
100, n = 10 : 5 : 60; y m = 500, n = 100 : 50 : 250. Para cada taman˜o hemos
generado diferentes conjuntos de vectores aleatorios z y b (para m = 50, 100, 25× 4
diferentes conjuntos y para m = 500, 10 × 4 diferentes conjuntos), generando un
total de 1860 problemas de mı´nimos cuadrados diferentes. La Figura 3.6.3 muestra
los resultados para los taman˜os m = 100 y n = 10:5 :60, cuando los vectores z y b son
seleccionados de la distribucio´n normal. Hemos graficado en una escala log-log el error
relativo ‖x̂0−x0‖2/‖x0‖2 de la solucio´n frente el nu´mero de condicio´n de las matrices
(calculado a partir de la SVD “exacta” como en la Seccio´n 3.6.1) para los algoritmos
LS-QR y LS-RRD. Adema´s, hemos graficado las cantidades ΘQR y ΘRRD
4 que aparecen
en la ecuacio´n (3.6.3). Los resultados son similares a los obtenidos en la Figura 3.6.1
para las matrices de Cauchy y referimos al lector a los comentarios hechos en la
Seccio´n 3.6.1. Para otros taman˜os y otras formas de generar z y b los resultados han
sido similares, produciendo el algoritmo LS-RRD errores relativos que son siempre de
orden u veces una pequen˜a constante y el algoritmo LS-QR errores relativos escalados
linealmente con respecto a κ2(V ) y que son muy grandes para κ2(V ) muy grandes.
Para todos nuestros experimentos con matrices de Vandermonde, el rango de los
nu´meros de condicio´n ha sido 100 . κ2(V ) . 1070, el ma´ximo valor del te´rmino
‖V †‖2‖b‖2/‖x0‖2 ha sido 1076, 4 ≤ κ2(X) ≤ 65 y 3 ≤ κ2(Y ) ≤ 87.
3.6.3. Matrices Graduadas
Otra clase de matrices para la cual es posible calcular una RRD precisa bajo
ciertas condiciones son las matrices graduadas: matrices de la forma A = S1BS2 ∈
Rm×n, con S1 ∈ Rm×m y S2 ∈ Rn×n matrices diagonales y no singulares que pueden
ser arbitrariamente mal condicionadas, B ∈ Rm×n una matriz bien condicionada,
y rango(A) = n. Por lo tanto, la matriz A puede tener nu´mero de condicio´n muy
grande. Higham en [42] determina condiciones tales que si la factorizacio´n QR con
4Para mantener la escala de la figura graficamos mı´n (ΘQR, 10) en vez de ΘQR, dado que va-
























Figura 3.6.3: Error relativo progresivo ‖x̂0 − x0‖2/‖x0‖2 frente κ2(V ) para matrices de Vandermonde aleatorias V
de taman˜os 100× 10:5 :60. Los vectores aleatorios z y b son seleccionados de la distribucio´n normal esta´ndar.
pivote completo (pivote por columnas junto con pivote por filas u ordenamiento por
filas, para ma´s detalles ver [42] ) de una matriz graduada A es calculada y la SVD
del factor R permutado es calculado por medio del Algoritmo 2.5.1, entonces la SVD
de A se obtiene con alta precisio´n relativa. En esta seccio´n mostramos que, bajo
las mismas condiciones, la factorizacio´n QR con pivote completo puede usarse para
resolver de manera precisa y eficiente el problema de mı´nimos cuadrados cuya matriz
de coeficientes es graduada. Para este propo´sito, observemos que si PRAPC = QR
es la factorizacio´n QR reducida con pivote completo, donde PR y PC son matrices
de permutaciones, Q ∈ Rm×n y R ∈ Rn×n, entonces una RRD A = XDY se puede
obtener como se muestra a continuacio´n:






donde D := diag(R), X := P TRQ e Y := D
−1 RP TC . En este caso, el Paso 2 del
Algoritmo 3.5.1 se reduce a x1 = Q
TPRb y los Pasos 3-4 pueden combinarse en
uno so´lo sin afectar los errores de redondeo, dado que los errrores son componente a
componente y D es diagonal. Combinar estos pasos se hace simplemente para resolver
el sistema lineal (RP TC )x = x1. Por lo tanto, D no es necesario y el Algoritmo 3.5.1 se
simplifica al Algoritmo 3.6.1, el cual es casi siempre el algoritmo usual para resolver
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problemas de mı´nimos cuadrados usando la factorizacio´n QR.
Algoritmo 3.6.1 (Solucio´n precisa para problemas de mı´nimos cuadrados v´ıa QR
con pivote completo cuando la matriz de coeficientes es graduada)
Input: A ∈ Rm×n matriz graduada, b ∈ Rm, m ≥ n = rango(A).
Output: x0 solucio´n u´nica de mı´nx∈Rn ‖b− Ax‖2
Paso 1: Calcular la descomposicio´n QR reducida con pivote completo (ver [42])
de A, A = P TRQRP
T
C .
Paso 2: Calcular x1 = Q
T PR b.
Paso 3: Resolver el sistema lineal consistente RP TC x = x1 para obtener x0.
El coste del Algoritmo 3.6.1 es esencialmente el mismo que el del me´todo QR
de Householder, es decir, 2mn2 − 2
3
n3 flops, ya que el coste del pivotaje es O(mn).
Como es usual, no es necesario formar expl´ıcitamente la matriz Q. El Algoritmo 3.6.1
se puede aplicar tambie´n para matrices A que no sean graduadas, pero entonces la
precisio´n no estar´ıa garantizada.
Es importante notar que GECP tambie´n puede usarse para calcular bajo las
mismas condiciones una RRD precisa de una matriz graduada [20, Seccio´n 4] y el
Algoritmo 3.5.1 puede usarse para resolver de manera precisa problemas de mı´nimos
cuadrados cuando la matriz de coeficientes es graduada. Sin embargo, este procedi-
miento requiere calcular una factorizacio´n QR en el Paso 2 del Algoritmo 3.5.1 y
por lo tanto es ma´s costoso que el Algoritmo 3.6.1.
Ahora, explicamos brevemente y de manera simplificada cuales son los errores
cometidos por el Algoritmo 3.6.1. Estos errores son ba´sicamente iguales a los del
Algoritmo 3.5.1, si consideramos como RRD de A la siguiente factorizacio´n A =
(P TR Q)D (D
−1 RP TC ), y por lo tanto son determinados por los errores cometidos en
el ca´lculo de la factorizacio´n QR con pivote completo. Para hacer la notacio´n ma´s
simple, asumimos que la matriz A ha sido pre-pivoteada, es decir, que el Paso 1 del
Algoritmo 3.6.1 produce PR = Im y PC = In. Observe que esto induce correspon-
dientemente pre-permutaciones en S1, B y S2. Primero, se demostro´ en [42, Teorema
2.5] que si A = S1BS2 ∈ Rm×n(m ≥ n) con S1 y S2 matrices diagonales arbitrarias
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y no singulares, entonces el factor R̂ calculado en el Paso 1 del Algoritmo 3.6.1,
satisface
S1(B + ∆B)S2 = QR̂, con ‖∆B‖2 = O(u)‖B‖2, (3.6.6)
donde Q ∈ Rm×n es una matriz con columnas ortonormales. La notacio´n O-grande en
(3.6.6) oculta algunos factores: factores de crecimiento y polinomios de grado menor
en m y n, que pueden ser importantes en algunos casos. Para ma´s detalles, ver
[42]. Sin embargo, nuestros experimentos (como aquellos en [42]) muestran que en la
pra´ctica O(u) es una constante pequen˜a multiplicada por u. Si calcula´ramos el factor
Q expl´ıcitamente, entonces obtendr´ıamos una matriz Q̂ tal que ‖Q − Q̂‖2 = O(u)
[43, ecuacio´n (19.13)], donde Q es la matriz que aparece en (3.6.6). Por lo tanto, en
la siguiente discusio´n, no distinguiremos entre la Q exacta y la calculada.
Ahora necesitamos obtener, del error regresivo en (3.6.6), errores progresivos
sobre la RRD del mismo tipo que aparece en la Definicio´n 2.4.2. Con este fin, recor-
demos que si B = LU es una factorizacio´n LU de B (sin pivote) con L ∈ Rm×n y
U ∈ Rn×n, cuyos factores esta´n bien condicionados y tales que ‖B†‖2 ≈ ‖L†‖2‖U−1‖2,
entonces en [20, Teorema 4.1] se demostro´ que S1(B+∆B)S2 puede escribirse como
5
S1(B + ∆B)S2 = (I + E)A(I + F ), (3.6.7)
con ma´x(‖E‖2, ‖F‖2) = O(τ ‖∆B‖2‖B†‖2) = O(u) τ κ2(B), (3.6.8)
donde el factor τ controla el gradiente (despue´s de las permutacion en el Paso 1 del
Algoritmo 3.6.1) y esta´ dado por
τ = ma´x(1, τ1, τ2), con τ1 = ma´x
1≤j≤n
j ≤ k ≤ m
|(S1)kk|
|(S1)jj|





Combinando (3.6.6) y (3.6.7), ignorando los te´rminos de segundo orden y definiendo
D̂ := diag(R̂), obtenemos que A = (I−E)QD̂(D̂−1R̂)(I−F ). Por lo tanto, X = (I−
E)Q, D̂ e Y = (D̂−1R̂)(I−F ) pueden ser consideradas como los factores de una RRD
exacta de A, cuyos factores calculados ser´ıan X̂ = Q, D̂ e Ŷ = (D̂−1R̂). Observemos
que en este caso los factores diagonales exactos y calculados son los mismos. Por lo
tanto, podemos usar (3.6.8) para obtener ma´x{‖X̂−X‖2/‖X̂‖2 , ‖Ŷ −Y ‖2/‖Ŷ ‖2} =
O(u) τ κ2(B), lo cual nos permite aplicar el Teorema 3.5.2-(c) reemplazando p(m,n)
5Las actuales cotas son ma´s complicadas e incluyen κ2(L) y κ2(U), y pueden ser mucho ma´s
grandes que κ2(B), ya que el pivotaje se realiza sobre A y no sobre B (para ma´s detalle ver [20,
Seccio´n 4] y [42]). En nuestra discusio´n, pretendemos enfatizar los principales factores que controlan
los errores en la pra´ctica y no presentar un ana´lisis riguroso.
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por τ κ2(B) y obtener a primer orden el siguiente error progresivo en la solucio´n
calculada por el Algoritmo 3.6.1
‖x̂0 − x0‖2








donde usamos el hecho que κ2(Q) = 1. Un punto clave en la cota (3.6.10) es el
para´metro τ , el cual penaliza a κ2(B). Puede ser muy grande ya que las matrices
diagonales S1 y S2 pueden ser arbitrariamente mal condicionadas. Sin embargo, las
permutaciones provenientes de QR con pivote completo casi siempre reordenan S1 y
S2 de forma que τ sea de orden uno.
















Figura 3.6.4: Error relativo progresivo ‖x̂0−x0‖2/‖x0‖2 frente κ2(B) para matrices graduadas aleatorias A = S1BS2
de taman˜o 100× 40, con B, S1 y S2 generados con la opcio´n (b) que se explica en el texto.
Con el objetivo de comprobar la precisio´n del Algoritmo 3.6.1 para matrices
graduadas A, hemos desarrollado diferentes experimentos nume´ricos similares a los




LS-QR: calcula la solucio´n usando la factorizacio´n QR de Householder con pi-
vote por columnas implementada en MATLAB.
LS-RRD: usa el Algoritmo 3.6.1 y la factorizacio´n QR necesaria en el Paso 1 se
obtiene usando ordenamiento por filas y pivotaje por columnas [42].
Observe que los algoritmos LS-QR en las Secciones 3.6.1 y 3.6.2 usaron la factori-
zacio´n QR de Householder sin pivote. Ahora, usaremos pivote por columnas para
ilustrar que el ordenamiento por filas adicional en LS-RRD es fundamental para ob-
tener soluciones precisas. Para calcular el error relativo ‖x̂0 − x0‖2/‖x0‖2, seguimos
el procedimiento presentado en la Seccio´n 3.6.1 con D = diag(R).
En nuestros experimentos, hemos generado matrices aleatorias de la forma
A = S1BS2, donde B es construida siempre usando el modo 3 en la rutina randsvd
de “Test Matrix Toolbox” desarrollado por Higham [41], es decir, B es una matriz
densa aleatoria con un nu´mero de condicio´n dado y con sus valores singulares distri-
buidos geome´tricamante. Las matrices diagonales S1 y S2 son generadas tambie´n con
randsvd usando una variedad de distribuciones para valores singulares, es decir, para
sus entradas diagonales. Hemos llevado a cabo experimentos donde los taman˜os m×n
de las matrices A y B han sido m = 50, n = 10:10:30 y m = 100, n = 20:20:60. Las
matrices A se han construido de la siguiente manera: hemos seleccionado matrices
B con nu´meros de condicio´n κ2(B) = 10
i, para i = 1:10. Hemos generado matrices
diagonales S1 y S2 con entradas diagonales seleccionadas de uno de los tres pares
de distribuciones: (a) las entradas de S1 y S2 tienen sus logar´ıtmos uniformemente
distribuidos (modo 5 en randsvd), pero las entradas de S1 esta´n ordenadas decre-
cientemente y las entradas de S2 esta´n ordenadas crecientemente; (b) las entradas de
S1 y S2 esta´n geome´tricamente distribuidas (modo 3 en randsvd) pero las entradas
de S1 esta´n ordenadas crecientemente y las entradas de S2 esta´n ordenadas decre-
cientemente; (c) entradas distribuidas geome´tricamente en orden decreciente para S1
y entradas con sus logar´ıtmos uniformemente distribuidos ordenadas crecientemente
para S2. Tomamos κ2(S1) = κ2(S2) = 10
k con k = 2:2 :16. Para cada taman˜o, para
cada opcio´n (a), (b) o´ (c), y para cada tripleta (κ2(B), κ2(S1), κ2(S2)), fueron gene-
radas diez matrices y diez vectores b, cuyas entradas siguen la distribucio´n normal.
Esto hace, para cada taman˜o y cada κ2(B), un total de 10× 8× 3 = 240 matrices.
En la Figura 3.6.4 mostramos los resultados para matrices S1 y S2 de taman˜o
100× 40 con opcio´n (b) para las matrices. Hemos graficado en una escala log-log el
ma´ximo error relativo para todas las 80 matrices con un κ2(B) en particular. Obser-
vamos que el error para el algoritmo LS-RRD se comporta como O(u)κ2(B), el cual,
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de acuerdo con (3.6.10) implica que los nu´meros τ , κ2(D̂
−1R̂) y ‖A†‖2‖b‖2/‖x0‖2 han
sido de orden uno en todos estos experimentos. El error del algoritmo LS-QR pierde
hasta seis d´ıgitos de precisio´n, comporta´ndose notablemente peor que LS-RRD. Hemos
graficado una l´ınea punteada mostrando la cantidad m uκ2(B). El comportamiento
para todos los otros taman˜os de matrices y todos los otros modos de randsvd son
similares.
Para todos nuestros experimentos con matrices graduadas el rango de los nu´me-
ros de condicio´n ha sido 10 . κ2(A) . 1040 y el valor ma´ximo del te´rmino
‖A†‖2‖b‖2/‖x0‖2 ha sido 108 y 2 ≤ κ2(D̂−1R̂) ≤ 18.
3.6.4. Experimentos nume´ricos controlando el residuo
En los experimentos nume´ricos realizados anteriormente el vector b ha sido se-
leccionado aleatoriamente. Por lo tanto, el residuo relativo ρr := ‖b − Ax0‖2/‖b‖2
ha sido pocas veces muy pequen˜o, ya que si rango(A) = n < m, entonces es muy
poco probable que θ(b,R(A)) sea muy pequen˜o. En esta seccio´n, consideramos di-
ferentes tipos de experimentos en los cuales generamos vectores aleatorios b con un
valor fijo de ρr. Para este propo´sito, hemos desarrollado experimentos con matri-
ces de Cauchy y Vandermonde de taman˜o m × n de la siguiente manera. Primero
obtenemos la RRD de la matriz A = XDY . Calculamos la SVD completa de la
matriz X (lo cual se puede hacer de manera precisa utilizando el comando svd de
MATLAB dado que X esta´ bien condicionada): X = UXΣXV
T
X , donde UX ∈ Rm×m,
ΣX ∈ Rm×n y VX ∈ Rn×n. Entonces, particionamos UX = [U1 U2], donde U1 ∈ Rm×n
y U2 ∈ Rm×(m−n), y generamos vectores aleatorios α ∈ Rn y β ∈ Rm−n tales que
‖α‖2 = ‖β‖2 = 1. Con esto definimos
b0 := U1α ∈ R(A), ∆b := t U2β ∈ R(A)⊥ y b := b0 + ∆b , (3.6.11)








ya que la solucio´n x0 satisface Ax0 = b0. Hemos usado matrices de Cauchy de
taman˜o m = 100 × n = 20 : 20 : 60 y matrices de Vandermonde de taman˜o
m = 50 × n = 5 : 5 : 25. Para cada taman˜o hemos cambiado el valor de t para
obtener residuos relativos ρr = 10
[−16:2:−2]. Para cada taman˜o y para cada valor de
ρr hemos generado 10 matrices y 10 vectores b, usando la distribucio´n normal para
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los para´metros de las matrices y para los vectores α y β. Finalmente, para cada va-
lor de ρr, obtenemos el valor ma´ximo de todos los errores relativos progresivos para
todos los taman˜os y todos los experimentos aleatorios. Los resultados para las ma-
trices de Vandermonde son mostrados en la Tabla 3.6.1. Resultados similares fueron
obtenidos para las matrices de Cauchy. Puede observarse que el ana´lisis en la Seccio´n
3.3.1 se cumple independientemente del taman˜o del residuo relativo, au´n cuando este
es muy pequen˜o. Resaltamos nuevamente que el verdadero punto importante en la
cota (3.0.2) es que ‖A†‖2 ‖b‖2/‖x0‖2 es pequen˜o para casi todos los vectores b para
cualquier taman˜o fijo del residuo relativo no cercano a uno, independientemente del
mal condicionamiento de la matriz A.
log10(‖b−Ax0‖2/‖b‖2) −16 −14 −12 −10 −8 −6 −4 −2
QR : log10(‖∆x‖2/‖x0‖2) −2,7 −2,8 −2,1 −2,5 −3,8 −3,5 −3,3 −2,6
RRD : log10(‖∆x‖2/‖x0‖2) −14,1 −14,0 −13,8 −13,9 −14,1 −14,0 −13,8 −13,8
Tabla 3.6.1: Experimentos controlando el residuo. El error relativo progresivo ‖∆x‖2/‖x0‖2 se muestra para ambos
algoritmos LS-QR y LS-RRD descritos en la Seccio´n 3.6.2 para diferentes valores del residuo relativo. Este experimento
se hizo con matrices de Vandermonde de taman˜os m = 50 × n = 5 : 5 : 25. Todos los vectores aleatorios necesarios
se eligieron de la distribucio´n normal esta´ndar.
3.6.5. Experimentos donde ‖A†‖2 ‖b‖2 / ‖x0‖2 no es pequen˜o
En todos los experimentos aleatorios presentados en las Secciones 3.6.1, 3.6.2,
3.6.3 y 3.6.4 el factor ‖A†‖2 ‖b‖2/‖x0‖2 ha sido moderado y por lo tanto el Algo-
ritmo 3.5.1 resuelve de manera precisa todos los problemas ejecutados de mı´nimos
cuadrados. Por lo tanto, estos experimentos han confirmado la discusio´n en la Sec-
cio´n 3.3.1. Por supuesto, es posible preparar experimentos donde ‖A†‖2 ‖b‖2/‖x0‖2
no sea pequen˜o y el Algoritmo 3.5.1 no sea preciso, pero esto requiere seleccionar
cuidadosamente los vectores b. Hemos procedido de la siguiente manera: Definimos
los vectores b como b = u1 + b⊥, donde u1 es el vector singular izquierdo de A corres-
pondiente al valor singular ma´s grande y b⊥ es cualquier vector aleatorio ortogonal a
R(A). Notemos que para vectores de este tipo ‖A†‖2 ‖b‖2/‖x0‖2 = κ2(A)
√
1 + ‖b⊥‖22
y como consecuencia, los errores relativos progresivos en las soluciones cometidos por
el Algoritmo 3.5.1 han sido grandes y proporcionales a la unidad de redondeo por
el nu´mero de condicio´n de las matrices. Sin embargo, sin importar este hecho, los
errores del Algoritmo 3.5.1 han sido mucho ma´s pequen˜os que los cometidos por el
algoritmo QR de Householder. La razo´n es que el error (3.0.1) para la QR de Hou-
seholder incluye el te´rmino Φ definido en (3.3.14) y para los vectores b = u1 + b⊥,
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Φ = κ2(A)
2‖b⊥‖2, el cual es muy grande si κ2(A) es grande y ‖b⊥‖2 = ‖r‖2 no es muy
pequen˜o. Recordemos en este contexto nuestra discusio´n de la ecuacio´n (3.3.15). Co-
mo ha sido resaltado en [32], note que para matrices mal condicionadas, los vectores
b = u1 + b⊥ deben ser generados usando algoritmos altamente precisos para obtener
u1 y b⊥ (ver [20] y Seccio´n 3.6.4). Si el vector b es construido usando aritme´tica en
coma flotante usual y el comando svd en MATLAB, los errores de redondeo hacen im-
posible que b tenga exactamente la estructura requerida y el Algoritmo 3.5.1 calcule




Ca´lculo de autovalores y autovectores precisos de
matrices sime´tricas graduadas
Cuando utilizamos algoritmos convencionales para calcular autovalores y autovec-
tores de matrices sime´tricas reales mal condicionadas en aritme´tica en coma flotante,
so´lamente los autovalores con valor absoluto grande son calculados con precisio´n re-
lativa garantizada. Los autovalores muy pequen˜os pueden calcularse sin precisio´n
relativa, e incluso con el signo equivocado. Los autovectores esta´n calculados con
errores pequen˜os con respecto al gap relativo de los autovalores. Esto significa que si
u es la unidad de redondeo y, qi y q̂i son los respectivos autovectores exactos y calcu-
lados correspondientes al autovalor λi, entonces el a´ngulo agudo entre estos vectores
esta´ acotado por sin θ(qi, q̂i) ≤ O(u)/gapi, donde gapi = mı´nj 6=i |λi − λj|/ma´xk |λk|.
Lo cual implica que si existe ma´s de un autovalor muy pequen˜o, entonces los corres-
pondientes autovectores esta´n calculados con errores grandes, incluso si los autova-
lores muy pequen˜os esta´n bien separados en el sentido relatido. Ver [1, Seccio´n 4.7]
para un resumen sobre cotas de errores para problemas de autovalores sime´tricos.
Esto puede ser muy diferente si consideramos matrices con cierta estructura. Una
matriz sime´trica A = AT ∈ Rn×n es llamada graduada (o escalada) si B := S−1AS−1
es una matriz bien condicionada para alguna matriz diagonal S = diag[s1, . . . , sn], S
sera´ el escalamiento de la matriz graduada A. En [54], Martin, Reinsch y Wilkinson
demostraron que una matriz graduada tendra´ autovalores pequen˜os insensibles a
pequen˜as perturbaciones relativas en los elementos de la matriz.
En este cap´ıtulo estamos interesados en encontrar condiciones sobre las matrices
S y B para obtener soluciones precisas del problema de autovalores cuando A es una
matriz sime´trica. Nuestro objetido es disen˜ar un algoritmo para calcular autovalores
y autovectores de matrices sime´tricas graduadas de orden n × n con alta precisio´n
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relativa, respetando la simetr´ıa del problema, con coste O(n3), es decir, aproxima-
damente el mismo coste de los algoritmos convencionales para matrices sime´tricas.
Por alta precisio´n relativa en un problema de autovalores, queremos decir que los
autovalores λi, los autovectores qi y las correspondientes partes calculadas λ̂i y q̂i,
satisfacen:
|λ̂i−λi| ≤ O(u)|λi| y sin θ(qi, q̂i) ≤ O(u)
relgapλ(A, λi)
para i = 1, . . . , n. (4.0.1)
Estas condiciones garantizan que los nuevos algoritmos calculan todos los autovalores,
incluyendo los ma´s pequen˜os con el signo y d´ıgitos principales correctos. Sin embargo,
los autovectores correspondientes a autovalores muy pequen˜os relativamente bien se-
parados son calculados de manera precisa. En el caso de autovalores mu´ltiples, o un
clu´ster de autovalores muy cercanos en el sentido relativo, la cota dada anteriormente
para sin θ(qi, q̂i) es muy grande o tiende a infinito. En este caso, entendemos por
alta precisio´n relativa que los senos de los a´ngulos cano´nicos entre los subespacios
invariantes perturbados y sin pertubar correspondientes al clu´ster de autovalores
acotados por O(u) sobre el gap relativo entre los autovalores en el clu´ster y aquellos
fuera de e´l [51]. Lo cual significa que el nuevo algoritmo calculara´ bases precisas de
subespacios invariantes correspondientes a clu´sters de autovalores bien separados en
el sentido relativo del resto de los autovalores.
Hasta ahora la posibilidad de calcular los autovalores y autovectores con alta
precisio´n relativa de matrices sime´tricas bien escaladas ha estado restringida para
algunas clases especiales de matrices. En [3] los autores demostraron que los au-
tovalores y los autovectores de matrices sime´tricas diagonalmente dominantes bien
escaladas pueden ser calculados de manera precisa. En [25] se estudiaron las matrices
sime´tricas escaladas definidas positivas (ver tambie´n [55, 56]). Esto es un resultado
importante ya que el problema de autovalores para matrices definidas positivas fue
el primero en ser tratado con el objetivo de obtener alta precisio´n relativa utilizando
una factorizacio´n de Cholesky y rotaciones de Jacobi.
Existen resultados parciales para el caso indefinido. En [67, 70], la clase de ma-
trices para las cuales es posible resolver el problema fue ampliado significativamente,
aunque sus resultados se basaron en las propiedades del factor polar definido positivo
de A, que no son fa´ciles de obtener a partir de la matriz A. Por tanto, no existen
resultados, fa´ciles de comprobar, sobre las condiciones que S = diag[s1, . . . , sn] y B
tienen que satisfacer para obtener soluciones precisas del problema de autovalores
de matrices sime´tricas generales A = SBS. En este cap´ıtulo vamos a demostrar
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que, contrario a lo convencional, y al caso definido positivo, no es suficiente que B
este´ bien condicionada y que los elementos diagonales de la matriz escalada este´n
ordenados decrecientemente, despue´s de la permutacio´n producida por el pivotaje.
Demostramos en el Corolario 4.2.4 que bajo perturbaciones de la matriz B de ta-
man˜o ‖δB‖2 ≤ ‖B‖2, el error relativo en los autovalores y en los autovectores, para
i = 1, . . . , n, esta´ dado por∣∣∣∣∣ λ˜i − λiλi
∣∣∣∣∣ ≤  τ O (κ2(B)) +O(2) (4.0.2)
| sin θ(qi, q˜i)| ≤  τ O (κ2(B))
relgapλ(A, λi)
+O(2) (4.0.3)
donde θ(qi, q˜i) es el a´ngulo agudo entre qi y q˜i. El factor τ controla el escalamiento
y es definido como el ma´ximo de los siguientes tres te´rminos,















Si A es una matriz bien escalada en el sentido usual, con los elementos diagonales
de S ordenados decrecientemente, entonces τL ≤ 1, pero el nuevo factor τD nos dice
que esto no es suficiente para obtener buen acondicionamiento bajo perturbaciones
de la forma S(B + δB)S. El factor τD proviene de la presencia de los bloques 2× 2
en la factorizacio´n de Bunch & Parlett de A = LDLT (ver Seccio´n 4.1). Si existe
un bloque 2 × 2 en las posiciones i e i + 1 en la matriz diagonal por bloques D y
si existe un “salto”, ya sea aumentando o disminuyendo en los elementos diagonales
de S, si y si+1, habra´ un “condicionamiento efectivo”de taman˜o τD que amplifica
la perturbacio´n de entrada de taman˜o relativo . Observemos que esto es un nuevo
feno´meno, que no aparece por ejemplo en las perturbaciones de valores singulares de
matrices graduadas. En [20] se demostro´ que
Teorema 4.0.1 [20, Teorema 4.1]
|σi(A˜)− σi(A)|
|σi(A)| ≤ ma´x{1, τ}{κ(L) + κ(U)} ‖L
−1‖ ‖U−1‖ ‖δB‖+O(‖δB‖2),







Esto demuestra que, si L y U esta´n bien condicionadas, entonces la descomposicio´n en
valores singulares de A y A˜ = S1(B+δB)S2 tienen garantizada alta precisio´n relativa
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cuando ‖δB‖/‖B‖ es pequen˜a y τ ≤ 1. Pero el para´metro τ en [20] es equivalente a τL
en (4.0.4). Como los valores singulares son el mo´dulo de los autovalores, comparando
la ecuacio´n (4.0.2) y el Teorema 4.0.1 podemos ver que la principal diferencia es
el factor τD en el Teorema 4.0.1. Mostraremos en este cap´ıtulo que este factor es
necesario y aparece en la sensitividad del problema de autovalores, y por lo tanto, se
oculta y no se muestra expl´ıcitamente en los otros factores en la cota del Teorema
4.0.1.
El algoritmo que proponemos ofrece la precisio´n que merecen las matrices sime´tri-
cas graduadas A = SBS dados por los resultados de teor´ıa de perturbaciones (4.0.2)
y (4.0.3). La idea para construir este algoritmo es la misma utilizada para construir el
Algoritmo 1.0.1, el concepto de descomposicio´n que revela el rango mencionada en la
Introduccio´n. Para este propo´sito utilizaremos la factorizacicio´n LDLT por bloques
de Bunch & Parlett con pivote completo (factorizacio´n BP-LDLT ). La factorizacio´n
BP-LDLT no proporciona en general una verdadera RRD, ya que no garantiza que
el nu´mero de condicio´n del factor L sea pequen˜o, sin embargo en la pra´ctica si lo
es. En cualquier caso, indicamos en todos los resultados que presentamos en este
cap´ıtulo expl´ıcitamente la dependencia sobre los nu´meros de condicio´n adecuados.
Nuestro camino para demostrar (4.0.2) y (4.0.3) sera´ similar al presentado en
la Seccio´n 3.3. Demostraremos que nuestro algoritmo introduce pequen˜as pertur-
baciones multiplicativas regresivas de la matriz, y entonces utilizaremos el hecho
bien conocido que estas pequen˜as perturbaciones multiplicativas producen pequen˜as
perturbaciones multiplicativas en los autovalores y autovectores, Teoremas 2.2.2 y
2.2.3.
El Cap´ıtulo esta´ organizado de la siguiente manera: revisamos en la Seccio´n 4.1
resultados ba´sicos relacionados con la factorizacio´n LDLT la cual obtenemos por me-
dio del me´todo de Bunch & Parlett con pivote completo. En la Seccio´n 4.2 mostramos
como pasar de perturbaciones aditivas de matrices graduadas a perturbaciones mul-
tiplicativas. En la Seccio´n 4.3 presentamos el algoritmo para calcular autovalores y
autovectores con alta precisio´n relativa v´ıa una RRD y el correspondiente ana´lisis
de errores progresivo y regresivo. La precisio´n de este algoritmo es comprobada por
medio de un experimentos nume´rico en la Seccio´n 4.4. Por u´ltimo presentamos un
ejemplo nume´rico ilustrativo.
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4.1. Matrices sime´tricas indefinidas y me´todo de
pivotaje diagonal
En esta seccio´n revisamos las propiedades principales de la factorizacio´n sime´trica
LDLT por bloques obtenida por el me´todo de Bunch & Parlett con pivote completo
(factorizacio´n BP-LDT ). La cual nos proporcionara´, bajo ciertas condiciones, una
RRD precisa para una matriz sime´trica, necesaria si queremos garantizar la ma´xima
precisio´n del algoritmo.
La factorizacio´n ma´s utilizada para matrices sime´tricas [1, 39, 43] es la factoriza-
cio´n LU por bloques:
PAP T = LDLT , (4.1.1)
donde P es una matriz de permutaciones, L es triangular inferior unitaria y D es
diagonal por bloques, con bloques de dimensio´n 1 o´ 2. Los bloques 2×2 diagonales son
matrices indefinidas sime´tricas, y los correspondientes bloques diagonales de L son
matrices identidad de orden 2. Este me´todo es llamado generalmente como me´todo de
pivotaje diagonal [43, Seccio´n 11.1] y puede implementarse con pivote parcial, pivote
completo o “rook pivoting”. Estamos interesados en calcular una RRD sime´trica,
por lo tanto, nos enfocaremos en el me´todo de Bunch & Parlett con pivote completo
[8], el cua´l en la pra´ctica produce matrices L bien condicionadas. Notemos que una
factorizacio´n de la forma LDLT no es una RRD, ya que la matriz D no es diagonal.
Para obtener una RRD, realizaremos una factorizacio´n espectral de cada uno de los
bloques 2 × 2 de la matriz D, as´ı, D = V ΩV T con Ω diagonal y V ortogonal y
diagonal por bloques como en D. Finalmente
PAP T = LDLT = (LV )Ω(LV )T := XΩXT , (4.1.2)
es una RRD sime´trica. Este procedimiento ha sido esencialmente introducido en [65]
para calcular una descomposicio´n indefinida sime´trica GJGT , donde J = diag(±1).
Notemos que la factorizacio´n por bloques GJGT puede calcularse fa´cilmente a partir
de XΩXT como:










:= GJGT . (4.1.3)
Sin embargo, si XΩXT es calculada de forma precisa, entonces la factorizacio´n GJGT
por bloques tambie´n es calculada de manera precisa, y viceversa. Se ha demostrado
tambie´n en [28] que la factorizacio´n BP-LDLT por bloques es calculada de forma
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precisa si y so´lo si la factorizacio´n XΩXT es calculada de manera precisa. En el resto
del cap´ıtulo usaremos las tres factorizaciones a medida que se vayan necesitando.
Para ser ma´s espec´ıficos, describimos el me´todo a continuacio´n. Sea Π una matriz







donde E es una matriz no singular 1×1 o´ 2×2. La matriz de pivotaje E y la matriz de
permutaciones Π se eligen comparando los nu´meros µ0 = ma´xi,j |aij| ≡ |ars| (r ≥ s)
y µ1 = ma´xi |aii| ≡ |app|. Si µ1 ≥ αµ0, donde α es un para´metro (0 < α < 1),
entonces E = app, y si µ1 < αµ0, entonces E tiene dimensio´n 2 y E21 = ars. El valor
cla´sico para el para´metro es α = (1+
√














Supongamos que E es una matriz de dimensio´n 2 × 2, y sea E = UΛUT su fac-














El procedimiento se repite recursivamente sobre el complemento de Schur B −
CE−1CT . Este me´todo tiene un coste de n3/3 operaciones ma´s O(n2), que es el
coste de la diagonalizacio´n ortogonal del bloque 2×2. Dado que utilizar pivote com-
pleto requiere la submatriz completa, la cual se busca en cada etapa, son necesarias
hasta n3/6 comparaciones.
El ana´lisis de errores de esta factorizacio´n para cualquier estrategia de pivotaje
es similar al de la factorizacio´n LU usual. La estabilidad de la factorizacio´n LDLT
por bloques esta´ garantizada por el siguiente teorema.
Teorema 4.1.1 [43, Teorema 11.3] Supongamos que la factorizacio´n LDLT por blo-
ques con cualquier estrategia de pivotaje es aplicada a una matriz sime´trica A ∈ Rn×n
para obtener la factorizacio´n calculada PAP T ≈ L̂D̂L̂T , donde P es una matriz de
permutaciones y D tiene bloques diagonales de dimensio´n 1 o´ 2, entonces
P (A+ δA)P T = L̂D̂L̂T (4.1.7)
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donde
|δA| ≤ p(n)u(|A|+ P T |L̂||D̂||L̂|TP ) +O(u2), (4.1.8)
con p(n) un polinomio lineal.
La estrategia en la eleccio´n de la permutacio´n determina co´mo acotar la norma
de los factores |L||D||L|T en te´rminos de ‖A‖. El me´todo de Bunch & Parlett con
pivote completo es el ma´s costoso pero determina las mejores cotas. Otros me´todos
para elegir permutaciones pueden encontrarse en [43, Secciones 11.1.2 y 11.1.3], pero
una dificultad que tenemos con este me´todo es que no se puede acotar el factor L de
la factorizacio´n LDLT calculada. Sin embargo, para el me´todo de Bunch & Parlett
[43, Teorema 8.12, Problema 8.5] se puede demostrar que
‖L‖∞ ≤ 2,78n. (4.1.9)
y que
κ∞(L) ≤ (3,78)n n. (4.1.10)
Esta cota es parecida a la obtenida para GECP. Por lo tanto, existe una remota
posibilidad de que la estrategia de pivotaje de Bunch & Parlett falle al calcular el
factor bien condicionado L.
El nu´mero de condicio´n de la matriz diagonal por bloques D esta´ acotado por el




el cual involucra todos los elementos del complemento de Schur a
(k)
i,j (k = 1 : n) que
aparecen durante el proceso. Para la factorizacio´n BP-LDLT por bloques, el factor de
crecimiento esta´ acotado por ρ ≤ (1 +α−1)n−1 = (2,57)n−1. Dicha cota es pesimista,
sin embargo, en [7] el autor muestra que:
ρ ≤ Bcp 3,07(n− 1)0,446, (4.1.12)
donde Bcp es la cota para el factor de crecimiento de la factorizacio´n LU con pivote
completo.
En resumen, no se puede garantizar que, en general, la factorizacio´n BP-LDLT
proporcione una verdadera RRD, con κ∞(L) pequen˜o. En cualquier caso, indicamos
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en todos los resultados que presentamos en este cap´ıtulo expl´ıcitamente la depen-
dencia sobre los nu´meros de condicio´n adecuados. Por conveniencia y claridad es ne-
cesario introducir alguna notacio´n adicional relacionada con la factorizacio´n LDLT
que sera´ utilizada en el resto del ca´p´ıtulo.
Definicio´n 4.1.2 Dada una factorizacio´n PAP T = LDLT de una matriz sime´trica
A ∈ Rn×n, como en la ecuacio´n (4.1.1), donde D tiene un conjunto de bloques de
dimensio´n 1× 1 o´ 2× 2. Definimos la estructura de bloques asociada a la facto-
rizacio´n LDLT como el conjunto de enteros ILDLT ⊆ {1 : n} tales que j ∈ ILDLT si
un bloque 2× 2 inicia en la posicio´n (j, j) de la matriz D.
Adema´s, para cualquier matriz M ∈ Rn×n, dada una estructura de bloques ILDLT ,
definimos
1. ML := strilB(M) la parte triangular inferior estricta por bloques de M .
2. MD := diagB(M) la parte diagonal por bloques de M .
3. M[L+ 1
2




A partir de las definiciones presentadas anteriormente, resulta sencillo demostrar
algunas propiedades ba´sicas:
Lema 4.1.3 Sea M ∈ Rn×n, ILDLT una estructura de bloques, y C ∈ Rn×n una
matriz diagonal por bloques con respecto a ILDLT . Entonces:
(M C)D = MD C, (CM)D = CMD, (4.1.13)
(M C)L = MLC, (CM)L = CML. (4.1.14)
4.2. Teor´ıa de perturbaciones de matrices sime´tri-
cas graduadas
En esta seccio´n presentamos resultados para matrices sime´tricas reales gradua-
das A = SBS, donde S es diagonal y representa el escalamiento de A y B es una
matriz que factorizamos en la forma P TBP = LBDBL
T
B como en la ecuacio´n (4.1.1).
El resultado principal en esta seccio´n es el Teorema 4.2.3, que nos permite escribir
perturbaciones aditivas de matrices graduadas como perurbaciones multiplicativas.
86
Ca´lculo de autovalores y autovectores precisos de matrices sime´tricas graduadas
Entonces, usando los resultados de perturbaciones multiplicativas dados en los Teo-
remas 2.2.2 y 2.2.3, obtenemos en el Corolario 4.2.4, una cota para la sensibilidad
del problema de autovalores cuando la matriz es sime´trica graduada. Primero repro-
ducimos de [31] dos lemas que sera´n necesarios en nuestro ana´lisis. Estos dos lemas,
nos proporcionan la sensibilidad a primer orden de los factores de la factorizacio´n
por bloques LDLT y GJGT a perturbaciones aditivas de la matriz.
Lema 4.2.1 [31, Teoremas 5.1 y 6.2] Sean A ∈ Rn×n y A˜ = A+E matrices sime´tri-
cas y no singulares con factorizacio´n BP-LDLT por bloques PAP T = LDLT y
PA˜P T = L˜D˜L˜T , respectivamente. Supongamos adema´s que ‖L−1E ′L−TD−1‖ < 1
con E ′ = PEP T . Entonces, a primer orden en ‖E ′‖,
L˜ = L+ L(L−1E ′L−TD−1)L y
D˜ = D + (L−1E ′L−T )D.
En lo que resta del cap´ıtulo tambie´n necesitaremos la factorizacio´n GJGT de una
matriz de la forma J + F :
Lema 4.2.2 Sea J + F ∈ Rn×n una matriz sime´trica y no singular, con J =
diag(±1) una matriz diagonal, y supongamos que ‖F‖ < 1/4. Entonces, para cual-
quier estructura por bloques ILDLT , una factorizaciacion sime´trica GJG
T de J + F ,
a primer orden en ‖F‖ es,
J + F = GJG
T





J + F = (I + FLJ +RLJ)(J + FU +RU) (4.2.1)
(donde FU representa la parte triangular superior por bloques, incluyendo la diagonal
de la matriz F ). Esto define RL y RU , los cuales son residuos de segundo orden. Para
demostrar que RL y RU son te´rminos de segundo orden en ‖F‖, procederemos como
en [68]. De la ecuacio´n (4.2.1) tenemos una expresio´n para RL +RU
−(RL +RU) = −R = FLJFU + FLJRU +RLJFU +RLJRU . (4.2.2)
Tomando normas y estudiando los residuos de segundo orden en ‖R‖ tenemos
‖R‖ ≤ 2‖F‖
2
1− 2‖F‖+√1− 4‖F‖ . (4.2.3)
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Ahora, a primer orden en ‖F‖
J + F = (I + FLJ)(J + FU) = (I + FLJ)J(I + JFD + JF
T
L ), (4.2.4)
y escribimos una expresio´n, a primer orden en ‖F‖, para J(I + JFD + JF TL ):
J(I+JFD+JF
T
L ) = J(I+JFD)(I+JF
T









Sustituyendo la ecuacio´n (4.2.5) en (4.2.4) tenemos el resultado deseado.
Ahora utilizaremos los Lemas 4.2.1 y 4.2.2 para demostrar el siguiente teorema,
el cual, es el resultado principal en esta seccio´n. Con este teorema, demostramos
como perturbaciones aditivas de la matriz B se pueden convertir a perturbaciones
multiplicativas de la matriz A = SBS.
Teorema 4.2.3 Sea A ∈ Rn×n una matriz sime´trica graduada A = SBS con B =
P TLBDBL
T
BP la factorizacio´n BP-LDL
T de B, producida por cualquier estrategia
de pivote, con estructura de bloques ILDLT , S = PSP
T = diag[s1, . . . , sn] (si > 0),
y A˜ = S(B + δB)S tambie´n sime´trica. Entonces, a primer orden en δB, podemos
escribir PA˜P T como
PA˜P T = (In + E)PAP
T (In + E)
T (4.2.6)
donde
|E| ≤ τ |LB|
[|L−1B | |PδBP T | |L−TB |][L+ 1
2
D]
|D−1B | |L−1B | (4.2.7)
y















Demostracio´n. Primero escribimos B = P TLBDBL
T
BP en la forma B =
P TGJGTP, como en la ecuacio´n (4.1.1):
PA˜P T = PS(P TGJGTP + δB)SP T = SG(J +G−1δBG−T )GTS, (4.2.9)
donde δB := PδBP T . La matriz J +G−1δBG−T es sime´trica, por lo tanto usando el
Lema 4.2.2 podemos calcular a primer orden en F := G−1δBG−T , su factorizacio´n
GJGT :
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donde, usando la notacio´n presentada en el Lema 4.1.3,
G = In + F[L+ 1
2
D]J. (4.2.11)
Reemplazando la ecuacio´n (4.2.10) en (4.2.9) y escribiendo J =
G−1S−1PAP TS−1G−T , tenemos que:
PA˜P T = SGGJG
T
GTS = (In + E)PAP
T (In + E)
T (4.2.12)
donde
E = SGGG−1S−1 − In := SHS−1 (4.2.13)
Por lo tanto, de las ecuaciones (4.2.11) y (4.1.3), escribimos la siguiente expresio´n
para H
H = GGG−1 − In = LBV |Ω|1/2F[L+ 1
2
D]J |Ω|−1/2V TL−1B ,
pero V |Ω|1/2, es una matriz diagonal por bloques, luego por el Lema 4.1.3, reescribi-






V |Ω|−1/2J |Ω|−1/2V TL−1B .







y sustituyendo en la ecuacio´n (4.2.13):



















∣∣∣∣ = τ (4.2.17)
con τ definido como en la ecuacio´n (4.2.8). Las matrices H y E son triangular inferior




Las componentes diagonales: i = j. En este caso∣∣∣∣ sisj
∣∣∣∣ = 1. (4.2.18)
Los elementos de la parte triangular inferior estricta de la matriz: i > j. En
este caso∣∣∣∣ sisj
∣∣∣∣ ≤ τL. (4.2.19)
Las componentes en uno de los bloques diagonales 2× 2: j = i+ 1 o´ j = i− 1.
En este caso∣∣∣∣ sisj
∣∣∣∣ ≤ τD. (4.2.20)
De las ecuaciones (4.2.18)-(4.2.20) y de la definicio´n de τ tenemos (4.2.17). Final-
mente, de las ecuaciones (4.2.14)-(4.2.16) obtenemos (4.2.7).
A partir del teorema anterior obtenemos el siguiente corolario.
Corolario 4.2.4 Con las mismas hipo´tesis del Teorema 4.2.3, y supongamos adema´s
que {λ1, . . . , λn} y {λ˜1, . . . , λ˜n} son respectivamente los autovalores de A = SBS y
A˜ = S(B + δB)S, y que q1, . . . , qn y q˜1, . . . , q˜n son los correspondientes autovectores
ortonormales, con ‖δB‖2 ≤ ‖B‖2, entonces, para i = 1, . . . , n se cumple que∣∣∣λ˜i − λi∣∣∣ ≤ 2  τ κ32(LB)κ2(DB)|λi|+O(2) (4.2.21)







donde θ(qi, q˜i) es el a´ngulo agudo entre qi y q˜i.
Demostracio´n. De (4.2.7) tenemos








‖F ‖D−1B ‖2 ‖L−1B ‖2
≤ τ√
2





‖LB‖2 ‖L−1B ‖2‖LB‖2‖DB‖2 ‖LTB‖2‖L−TB ‖2‖D−1B ‖2 ‖L−1B ‖2,(4.2.23)
donde hemos utilizado el hecho que ‖δB‖2 ≤ ‖B‖2 ≤ ‖L‖2‖D‖2 ‖LT‖2. De la
ecuacio´n (4.2.23) y de los Teoremas 2.2.2, 2.2.3 y 4.2.3 obtenemos (4.2.21) y (4.2.22).
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4.3. Algoritmos y ana´lisis de errores
En esta seccio´n presentamos un algoritmo para calcular autovalores y autovecto-
res de matrices sime´tricas graduadas con alta precisio´n relativa.
El me´todo consiste ba´sicamente en calcular una factorizacio´n LDLT con el algo-
ritmo de Bunch & Parlett descrito en la Seccio´n 4.1, y con esto calcular una des-
composicio´n que revele el rango sime´trica diagonalizando ortogonalmente los bloques
2×2 de la matriz D y finalmente aplicar el Algoritmo de Jacobi impl´ıcito (Algoritmo
2.5.6) para obtener soluciones precisas del problema de autovalores una vez que una
descomposicio´n que revele el rango precisa sea dada [30]. El ana´lisis de errores de
los dos primeros pasos del algoritmo son presentados respectivamente en el Teorema
4.3.2 (factorizacio´n LDLT ) y el Lema 4.3.3 (RRD sime´trica usando rotaciones de
Jacobi de los bloques 2 × 2 en D). Finalmente, en el Teorema 4.3.4 presentamos el
ana´lisis de errores completo del Algoritmo 4.3.1, el cual incluye el efecto del tercer
paso: el Algoritmo de Jacobi Impl´ıcito.
A continuacio´n presentamos el Algoritmo 4.3.1 que calcula la solucio´n del pro-
blema de autovalores de matrices sime´tricas. Este me´todo, as´ı como el ana´lisis de
errores presentado en el resto de esta seccio´n, garantizan alta precisio´n relativa en
la solucio´n del problema de autovalores de matrices sime´tricas graduadas. La alta
precisio´n en este algoritmo no depende so´lamente del escalamiento de la matriz, sino
tambie´n de la relacio´n entre el escalamiento y la posicio´n de los bloques 2 × 2 de
la factorizacio´n de Bunch & Parlett. Esta relacio´n esta´ controlada por el para´me-
tro τ (ver Teorema 4.2.3) como explicaremos en la discusio´n presentada despue´s del
Teorema 4.3.4.
Algoritmo 4.3.1 (Solucio´n precisa del problema de autovalores de matrices sime´tri-
cas graduadas)
Input: A ∈ Rn×n matriz sime´trica.
Output: Λ = diag(λ1, . . . , λn) y U ∈ Rn×n matrices de autovalores y
autovectores, respectivamente.
Paso 1: Calcular la factorizacio´n BP-LDLT por bloques de A = P TLDLTP ,
tal que D = diag(D1, . . . , Dp), donde Di ∈ Rsi×si son bloques
sime´tricos con si = 1 o´ si = 2.
Paso 2: Convertir A = P TLDLTP en una descomposicio´n que revele el rango
A = XΩXT .
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a. Di = ViΩiV
T
i [28, Lema A.5], tal que
Si si = 1, entonces Vi = 1 y Ωi = Di ∈ R.
Si si = 2, entonces Vi ∈ R2×2 es ortogonal y Ωi ∈ R2×2
es diagonal.
b. V = diag(V1, . . . , Vp) y Ω = diag(Ω1, . . . ,Ωp).
c. X = P TLV .
Paso 3: Aplicar el Algoritmo 2.5.6 para obtener U y Λ tal que A = UΛUT .
El coste total del Algoritmo 4.3.1 es el siguiente. La factorizacio´n BP-LDLT
tiene un coste de n3/3 operaciones ma´s n3/6 comparaciones por el pivote completo.
El coste de la diagonalizacio´n ortogonal de los bloques 2 × 2 es O(n). El coste del
Algoritmo de Jacobi Impl´ıcito es 9n3Nsw donde Nsw es el nu´mero de barridos de
Jacobi [30]. Para el algoritmo cla´sico de Jacobi [39, Seccio´n 8.5] Nsw es proporcional
a log(n) (ver tambie´n Secciones 8 y 9 de [30])
El ana´lisis de errores del primer paso del Algoritmo 4.3.1 esta´ dado por el siguiente
teorema.
Teorema 4.3.2 Sea A ∈ Rn×n una matriz sime´trica y no singular, y L̂, D̂ los fac-
tores calculados por el algoritmo de Bunch & Parlett con matriz de permutaciones
P , en aritme´tica finita con unidad de redondeo u, entonces
L̂D̂L̂T = (In + E1)PAP
T (In + E1)
T (4.3.1)
donde








con q(n) un polinomio lineal en n. Adema´s, si para alguna matriz diagonal y no
singular S = diag[s1, . . . , sn] con si > 0, definimos L̂B := S
−1L̂S, D̂B := S−1D̂S−1,
entonces







|D̂−1B ||L̂−1B |+O(u2), (4.3.3)
donde
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Demostracio´n. Del Teorema 4.1.1 tenemos que:
A = P T L̂D̂L̂TP − δA (4.3.5)
donde
|δA| ≤ 2 p(n) u P T |L̂||D̂||L̂T |P +O(u2). (4.3.6)
Aplicamos el Teorema 4.2.3 a la ecuacio´n (4.3.5) teniendo en cuenta las siguientes
equivalencias
Teorema 4.2.3 Ecuacio´n (4.3.5)
S = S In
τ τ = 1
A = B P T L̂D̂L̂TP






con lo que podemos escribir la ecuacio´n (4.3.5) como










Reemplazando la ecuacio´n (4.3.6) en (4.3.7) tenemos:









Ahora, si L̂ = SL̂BS
−1 y D̂ = SD̂BS, entonces







|D̂−1B ||L̂−1B |S−1+O(u2). (4.3.8)
La matriz que aparece al lado derecho de la desigualdad es triangular inferior por
bloques como la matriz E del final de la demostracio´n del Teorema 4.2.3, por lo
tanto, procediendo de la misma manera tenemos (4.3.3).
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Presentamos una observacio´n importante sobre la relacio´n entre la matriz “ori-
ginal” de escalamiento S, la matriz de permutaciones P , la matriz “final” de esca-
lamiento S y la matriz “interior” B. La matriz de permutaciones P esta´ fijada por
medio de la factorizacio´n BP-LDLT
A = SBS ≈ P T L̂D̂L̂TP.
Suponemos que la matriz A esta´ bien escalada por la matriz S, pero en general, los
elementos diagonales de S no esta´n ordenados decrecientemente. El pivote completo
tiende a poner los elementos ma´s grandes en la parte superior, de tal manera que
la matriz de escalamiento S = PSP T de PAP T tenga sus elementos diagonales
ordenados decrecientemente,
PAP T ≈ SL̂BS−1 SD̂BS S−1L̂TBS = SL̂BD̂BL̂TBS.
De esta manera, el producto L̂BD̂BL̂
T
B desempen˜a la doble funcio´n de la matriz B
y su factorizacio´n exacta L̂BD̂BL̂
T
B (con la estrategia de pivotaje inducida por el
pivote completo sobre A, que, en general, no sera´ la permutacio´n que producir´ıa la
estrategia de Bunch&Parlett sobre B) que aparecen en el Teorema 4.2.3. Claramente,
ni la matriz B, ni las matrices L̂B o´ D̂B son creadas en el algoritmo.
El ana´lisis de errores del segundo paso del Algoritmo 4.3.1 lo presentamos en el
siguiente Lema.
Lema 4.3.3 Supongamos que el Algoritmo 4.3.1 es aplicado en un ordenador con
unidad de redondeo u. Sean L̂ y D̂ los factores y P la matriz de permutaciones
calculados por la factorizacio´n BP-LDLT en el primer paso, y X̂ y Ω̂ los factores
calculados en el segundo paso del Algoritmo 4.3.1. Adema´s, supongamos que los blo-
ques 2 × 2 de la matriz D̂ se han diagonalizado usando rotaciones de Jacobi como
aparece en [28, Ape´ndice A.1]. Entonces
X̂Ω̂X̂T = (In + E2)P










con c una pequen˜a constante entera.
Demostracio´n. Como los bloques de la matriz D̂ se han obtenido a partir de
la factorizacio´n BP-LDLT , el Lema A.5 de [28] se puede aplicar (con k = 0) para
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demostrar que los factores V̂ y Ω̂ calculados en el paso 2.b del Algoritmo 4.3.1
satisfacen, para i = 1, . . . , p, (p es el nu´mero total de bloques de la matriz D̂),
‖V̂i − Vi‖F ≤ c u +O(u2) (4.3.11)




donde Ω = diag(Ω1, . . . ,Ωp) y V = diag(V1, . . . , Vp) son los factores exactos. El
factor X̂ es calculado como X̂ = fl(P T L̂V̂ ). Como esta operacio´n so´lamente involura





donde X es el factor exacto de P T L̂D̂L̂TP .
Ahora, tenemos que
P T L̂D̂L̂TP = XΩXT = (X̂ + δX)(Ω̂ + δΩ)(X̂ + δX)T . (4.3.14)
De la ecuacio´n (4.3.12)
Ω̂ii + δΩii = Ω̂ii(1 + αi) =
√
1 + αi Ω̂ii
√
1 + αi con |αi| ≤ c u
de
Ω̂ + δΩ = (In + ED)Ω̂(In + ED), (4.3.15)
donde ED diagonal y tal que ‖ED‖2 ≤ c u y de la ecaucio´n (4.3.13) tenemos
‖δX‖2 ≤ ‖δX‖F ≤
(
c u +O(u2)
) ‖X̂‖F ≤ (c u√n+O(u2)) ‖X̂‖2.
Finalmente, reemplazando (4.3.15) en (4.3.14) obtenemos
P T L̂D̂L̂TP = (In + δXX̂
−1)X̂(In + ED)Ω̂(In + ED)X̂T (In + δXX̂−1)T
:= (In − E2)X̂Ω̂X̂T (In − E2)T ,
donde















ya que κ2(X̂) ≈ κ2(L̂).
Ahora combinamos el Teorema 4.3.2, el Lema 4.3.3 y el Teorema 6 de [30] para
obtener el resultado final de errores multiplicativos regresivos de los autovalores y
autovectores calculados por el Algoritmo 4.3.1.
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Teorema 4.3.4 Sea A ∈ Rn×n una matriz sime´trica y no singular, sean Λ̂ y Û las
matrices de autovalores y autovectores de A calculados por el Algoritmo 4.3.1 en
un ordenador con unidad de redondeo u y sean L̂ y D̂ los factores calculados por
la factorizacio´n BP-LDLT . Entonces existe una matriz ortogonal U ∈ Rn×n tal que
‖Û − U‖F ≤ c n2 u y
U Λ̂UT = (In + E)A (In + E)
T (4.3.16)
donde
‖E‖2 ≤ q(n) u











con q(n) un polinomio cuadra´tico en n.
Demostracio´n. Procederemos a primer orden en u. Para obtener (4.3.16) so´lamen-
te tenemos que aplicar en orden inverso el ana´lisis de errores del Algoritmo 4.3.1. En
el u´ltimo paso del algoritmo la descomposicio´n espectral se obtuvo a partir de una
RRD. Por lo tanto del Teorema 6 en [30], sabemos que existe una matriz ortogonal
U ∈ Rn×n tal que
U Λ̂UT = (In + E3) X̂Ω̂X̂
T (In + E3)
T
con ‖Û − U‖F ≤ c n2 u y
‖E3‖F ≤ c n2 uκ2(L̂). (4.3.18)
Luego, por el Teorema 4.3.2 y el Lema 4.3.3 tenemos los errores cometidos por
los pasos 1 y 2; escribiendo todos estos resultados juntos tenemos












‖|E1|‖2 ≤ q(n) u
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Si definimos In+E = (In+E3)(In+E2)(In+P
TE1P ), entonces (4.3.19) se convierte
en (4.3.16), donde
‖E‖2 ≤ ‖E1‖2 + ‖E2‖2 + ‖E3‖2 ≤ ‖|E1|‖2 + ‖E2‖2 + ‖E3‖2. (4.3.22)
Si en (4.3.22), reemplazamos (4.3.18),(4.3.20) y (4.3.21) tenemos (4.3.17).
El ana´lisis de errores presentado en el Teorema 4.3.4 nos permite expresar el error
regresivo cometido por el Algoritmo 4.3.1 como una perturbacio´n multiplicativa de
la matriz. Combinando este resultado con los Teoremas 2.2.2 y 2.2.3 obtenemos nues-
tro resultado principal, el cual establece la precisio´n obtenida para los autovalores y
autovectores calculados por el Algoritmo 4.3.1.
Corolario 4.3.5 Sea A ∈ Rn×n una matriz sime´trica y no singular, y S =
diag[s1, . . . , sn] con si > 0, y sean λ̂1, . . . , λ̂n y q̂1, . . . , q̂n, respectivamente, los autova-
lores y los autovectores calculados por el Algoritmo 4.3.1 en un ordenador con unidad
de redondeo u. Ahora, supongamos que λ1, . . . , λn y q1, . . . , qn son respectivamente,
los autovalores y los autovectores ortogonales exactos de A. Entonces
|λ̂i − λi|
























q(n) es un polinomio cuadra´tico en n y θ(qi, q̂i) es el a´ngulo agudo entre qi y q̂i.
El Corolario 4.3.5 proporciona cotas para el error progresivo en los autovalo-
res y en los autovectores calculados por el Algoritmo 4.3.1 en te´rminos de cantidas
calculadas. Sin embargo, si como en el Teorema 4.3.2, disponemos de alguna infor-
macio´n adicional relacionada con el escalamiento de la matriz, la precisio´n obtenida
de los autovalores y autovectores calculados por el Algoritmo 4.3.1 se puede escribir
dependiendo expl´ıcitamente del escalamiento:
Corolario 4.3.6 Con las mismas hipo´tesis del Corolario 4.3.5 y supongamos




−1L̂S, D̂B := S−1D̂S−1, entonces
|λ̂i − λi|
|λi| ≤ q(n) u
(
τ ΞB + κ2(L̂)
)
+O(u2) (4.3.23)
sin θ(qi, q̂i) ≤ q(n) u
(

































Concluimos que el Algoritmo 4.3.1 calculara´ de manera precisa todos los au-
tovalores con el signo y nu´mero de d´ıgitos principales correctos y los autovectores
correspondientes a los autovalores bien separados de una matriz graduada A, siempre
y cuando se cumplan las siguientes condiciones:
1. Existe un escalamiento S de la matriz A tal que la factorizacio´n de Bunch &
Parlett
PAP T ' L̂D̂L̂T = S S−1L̂S S−1D̂S−1 SL̂TS−1 S := SL̂BD̂BL̂TBS
proporciona matrices L̂B y D̂B con nu´meros de condicio´n moderados.
2. Los factores del escalamiento τL y τD son pequen˜os. Si PAP
T esta´ bien escalada
en el sentido usual, con los elementos en la diagonal de S ordenados decrecien-
temente, entonces τL ≤ 1, pero esto so´lamente no garantiza alta precisio´n para
una matriz graduada sime´trica indefinida. Tambie´n es necesario que el nuevo
factor τD sea pequen˜o. El factor τD proviene de la presencia de los bloques
2× 2 en la factorizacio´n de Bunch & Parlett de A. Si existe un bloque 2× 2 en
la posicio´n i, i + 1, de la matriz diagonal por bloques D, y un “salto” ya sea
creciente o decreciente, en los elementos diagonales de S, si y si+1, habra´ un
“condicionamiento efectivo” de taman˜o τD que amplifica las perturbaciones de
entrada de orden u.
Insistimos una vez ma´s que la principal novedad en este cap´ıtulo es la presencia
del factor τD en las cotas para la alta precisio´n de los autovalores y autovectores
de matrices graduadas sime´tricas indefinidas. Esto se ha demostrado en el Corolario
4.3.6. En la siguiente seccio´n mostraremos algunos experimentos nume´ricos para
confirmar la presencia de este factor.
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4.4. Experimentos y ejemplos nume´rico
Hemos demostrado rigurosamente en el Corolario 4.3.6 que el Algoritmo 4.3.1
calcula los autovalores y autovectores de una matriz sime´trica graduada A con alta
precisio´n relativa siempre que A este´ bien escalada y que los nu´meros de condicio´n
de las matrices escaladas L̂B y D̂B sean pequen˜os. En esta seccio´n presentaremos
un experimento nume´rico para comprobar la dependencia de τ en los errores relati-
vos progresivos de los autovalores y autovectores de matrices sime´tricas graduadas.
Comparamos respectivamente, los autovalores y los autovectores calculados por el
Algoritmo 4.3.1, {λ̂i}ni=1 y {q̂i}ni=1, con los autovalores y los autovectores “exactos”,
{λi}ni=1 y {qi}ni=1, calculados con la funcio´n eig de MATLAB con 100 d´ıgitos de pre-
cisio´n. Adema´s, presentamos un ejemplo nume´rico para ilustrar que los resultados
en el Corolario 4.3.6 son intr´ınsecos, es decir, la presencia del factor τD es indepen-
diente del algoritmo utilizado para el ca´lculo. Todos los experimentos en esta seccio´n
han sido desarrollados en MATLAB R2012a con u = 2−53. A partir de las ecuaciones
(4.3.23) y (4.3.24) en el Corolario 4.3.6 para los errores progresivos en los autovalores













) . C2 τ, (4.4.2)





















En nuestros experimentos consideramos que ΞB ≈ κ3(LB)κ(DB), por lo tanto,





En este experimento nume´rico definimos una estructura por bloques para la facto-
rizacio´n BP-LDLT de B = L0D0L
T
0 con al menos un bloque 2×2. Ahora, generamos
una matriz diagonal S ∈ Rn×n tal que sus elementos diagonales son potencias de
diez, finalmente generamos una matriz de permutaciones aleatorias P0 y con es-




0 . El Algoritmo
4.3.1 es aplicado a estas matrices para calcular los autovalores. En el Paso 1 se lle-
va a cabo la factorizacio´n por bloques de A: PAP T ≈ L̂D̂L̂T , con esto definimos
S = PSP T , L̂B = S
−1L̂S y D̂B = S−1D̂S−1. El factor τL siempre es menor o igual
que uno, ya que la factorizacio´n de Bunch & Parlett utiliza pivote completo.
Para este proceso generamos matrices aleatorias utilizando los comandos rand y
randn de MATLAB y consideramos diferentes taman˜os de matrices: 50 × 50, 100 ×
100 y 200 × 200. Las entradas diagonales de S son potencias enteras de diez con
los exponentes elegidos de dos maneras. En la primera forma de eleccio´n de los
exponentes, elegimos aleatoriamente las potencias en el intervalo [-10, 10], y en la
segunda, en las posiciones correspondientes a uno de los bloques 2× 2 los elementos
diagonales de S son S(i, i) = τD 10
si y S(i + 1, i + 1) = 10si donde si es un nu´mero
entero aleatorio que pertenece al mismo intervalo del resto de los exponentes.
Para cada valor de τ , consideramos 300 muestras y calculamos el valor ma´ximo
de Φ, para el caso de los autovalores y el valor ma´ximo de Ψ, para los autovectores.
Obtenemos resultados similares en todos los casos. En las Figuras 4.4.1 y 4.4.2 hemos
graficado respectivamente, los resultados para los errores relativos de los autovalores
y de los autovectores para las matrices sime´tricas graduadas de orden 100 descritas
anteriormente.
Puede observarse que el factor τ aparece en el ma´ximo error relativo de los autova-
lores y tambie´n en el ma´ximo error relativo de los autovectores como lo demostramos
en el Corolario 4.3.6.
4.4.2. Ejemplo nume´rico
Presentamos ahora un ejemplo nume´rico, con el cual podemos observar la sensi-
bilidad del problema de autovalores de una matriz graduada sime´trica independien-
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Figura 4.4.1: Error relativo progresivo en los autovalores. Φ como en la ecuacio´n 4.4.3 frente τ para matrices sime´tricas
graduadas aleatorias A = SBS con B = L0D0LT0 de orden n = 100, con al menos un bloque 2× 2.
temente del algoritmo usado. Sea A = SBS la siguiente matriz graduada
A =

3,00e+ 20 1,50e+ 20 1,50e+ 10 −1,50e+ 10
1,50e+ 20 7,50e+ 19 2,25e+ 10 −2,50e+ 09
1,50e+ 10 2,25e+ 10 7,5e− 01 −6,00e− 01





1,0e+ 10 0 0 0
0 1,0e+ 10 0 0
0 0 1,0e+ 00 0





3,0 1,50 1,50 −1,50
1,5 0,75 2,25 −0,25
1,5 2,25 0,75 −0,60



















Figura 4.4.2: Error relatico progresivo en los autovectores. Ψ como en la ecuacio´n 4.4.4 frente τ para matrices
sime´tricas graduadas aleatorias A = SBS con B = L0D0LT0 de orden n = 100, con al menos un bloque 2× 2.
Sea A˜ = SB˜S una perturbacio´n de la matriz A con B˜ = B + δB, donde δB es una
matriz de perturbaciones sime´trica tal que ‖δB‖ = 10−12‖B‖.
La matriz A esta´ muy mal condicionada, ya que κ(A) = 8,33e + 20, pero A es
una matriz graduada ya que κ(B) = 21,06.
Ahora, calculamos una factorizacio´n por bloques BP-LDLT de A:
L =

1 0 0 0
0,5 1 0 0
5e− 11 0 1 0





3e+ 20 0 0 0
0 0 1,5e+ 10 0
0 1,5e+ 10 0 0
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con κ(D) = 5,99e20 y κ(L) = 1,64. Sean
LB =

1 0 0 0
0,5 1 0 0
0,5 0 1 0
−0,5 0,1 0,33 1
 y DB =

3 0 0 0
0 0 1,5 0
0 1,5 0 0
0 0 0 0,5

los factores de la factorizacio´n por bloques BP-LDLT de B, tales que κ2(DB) =
5,99 y κ2(LB) = 2,51. La relacio´n entre todas estas matrices es






Los autovalores “exactos” de A y A˜ calculados con la funcio´n eig de MATLAB
















Segu´n la ecuacio´n (4.2.21), en el Corolario 4.2.4, la cota, a primer orden en ,
para el ma´ximo error relativo entre los autovalores de A = SBS y A˜ = S(B+ δB)S,
con ‖δB‖ ≤ ‖B‖, esta´ dada por:
|λ˜i − λi|
|λi| ≤ 2  τ κ
3
2(LB)κ2(DB) ≈ 2 · 10−9 τ.
En este ejemplo, y sin considerar los factores pesimistas κ32(LB)κ2(DB) pero
tomando en cuenta que τ = τD = 10


















Observamos que el primer y el tercer error relativo en los autovalores son de orden
τ , y que el segundo y el cuarto son de orden . El factor τ aparece tal y como lo
indicamos en la ecuacio´n (4.4.5).
Segu´n la ecuacio´n (4.2.22) en el Corolario 4.2.4, la cota, a primer orden en ,
para el seno del a´ngulo entre los autovectores de A = SBS y A˜ = S(B + δB)S, con
‖δB‖ ≤ ‖B‖, esta´ dada por:







Procediendo como en la ecuacio´n (4.4.5), esperamos que el factor τ tambie´n a-
parezca en el error relativo de los autovectores, es decir
ma´x
i
(sin θ(qi, q˜i)) . 10−2. (4.4.7)
Los errores relativos entre los autovectores “exactos” de A y Â son:







de la misma manera que para las diferencias relativas de los autovalores, obser-
vamos que el primer y el tercer error relativo en los autovectores son de orden τ , y
que el segundo y el cuarto son de orden .
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Conclusiones y trabajos futuros
La idea clave de esta memoria es la obtencio´n de Alta Precisio´n Relativa (HRA)
para ca´lculos en A´lgebra Lineal Nume´rica. Esto se hace mediante algoritmos que usan
Descomposiciones que Revelan el Rango (Rank Revealing Decompositions, RRDs)
precisas y que luego aprovechan la estructura espec´ıfica del problema. Este esquema
ya se hab´ıa aplicado con e´xito a Problemas de Valores Singulares (SVD), al Problema
Sime´trico de Autovalores y Autovectores (SEVP) y a Sistemas de Ecuaciones Lineales
(LSE). Nosotros lo hemos extendido a Problemas de Mı´nimos Cuadrados (Cap´ıtulo
3 ) y al Problema Sime´trico de Autovalores y Autovectores para un tipo especial de
matrices: Graduadas Sime´tricas (Cap´ıtulo 4).
En los Cap´ıtulos 3 y 4 hemos presentado y analizado cuidadosamente dos nue-
vos algoritmos, para calcular respectivamente soluciones precisas para problemas
de mı´nimos cuadrados mı´nx∈Rn ‖Ax − b‖2, y soluciones precisas para problemas de
autovalores y autovectores de matrices sime´tricas graduadas, tales que una descom-
posicio´n que revele el rango precisa de la matriz de coeficientes A pueda ser cal-
culada. Como lo explicamos en la introduccio´n del Cap´ıtulo 2, esto es posible para
diferentes clases de matrices estructuradas que pueden tener nu´meros de condicio´n
extremadamente grandes, y probablemente, sera´ posible para ma´s clases en el futuro.
Adicionalmente, el Algoritmo 3.5.1 tambie´n puede aplicarse para calcular de manera
precisa soluciones mı´nimas de sistemas lineales infradeterminados.
Los trabajos existentes en el campo al comienzo de mi investigacio´n han dado
la pauta, pero en este memoria se presentan nuevos algoritmos, Algoritmo 3.5.1 y
4.3.1; nuevos ana´lisis de errores, Teorema 3.5.2 y Corolario 4.3.5; y nuevos resulta-
dos de teor´ıa de perturbaciones de la pseudo inversa de Moore-Penrose, Teoremas
3.2.2, 3.2.3 y 3.2.5, nuevos resultados de teor´ıa de perturbaciones de Problemas de
105
Cap´ıtulo 5
Mı´nimos Cuadrados 3.3.1 y nuevos resultados de teor´ıa de perturbaciones de Proble-
ma Sime´trico de Autovalores y Autovectores para Matrices Graduadas Sime´tricas,
Corolario 4.2.4.
Esta investigacio´n ha dado lugar a tres publicaciones: el contenido del Cap´ıtulo 3
corresponde a los art´ıculos [11] y [12]. El art´ıculo [11], ha sido aceptado recientemente
por la revista SIAM Journal on Matrix Analysis, y el art´ıculo [12] se sometera´ en
breve a la revista Linear Algebra and its Applications. El contenido del Cap´ıtulo 4
corresponde al art´ıculo [13] que ha sido enviado a la revista Electronic Transactions
on Numerical Analysis.
Adema´s la investigacio´n incluida en esta tesis ha sido presentada en los siguientes
Congresos Internacionales, los describiremos haciendo referencia al cap´ıtulo corres-
pondiente.
El contenido del Cap´ıtulo 3, se ha presentado en:
Householder Symposium XVIII. Tahoe City - Estados Unidos. Junio 2011.
7th International Congress on Industrial and Applied Mathematics. Vancouver
- Canada´. Julio 2011.
The 17th International Linear Algebra Society Conference. Braunschweig -
Alemania. Agosto 2011.
2012 SIAM Conference on Applied Linear Algebra. Valencia - Espan˜a. Junio
2012.
El contenido del Cap´ıtulo 4, se ha presentado en:
XVII Congreso Colombiano de Matema´ticas. Cali - Colombia. Agosto de 2009.
A´lgebra Lineal, Ana´lisis Matricial y Aplicaciones - ALAMA 2012. Legane´s -
Espan˜a. Junio 2012.
En la actualidad estamos trabajando en calcular la SVD con HRA usando un
algoritmo de tipo Jacobi impl´ıcito en las l´ıneas presentadas en [30], este trabajo se
ha presentado en:
VIII International Workshop on Accurate Solution of Eigenvalue Problems.
Berl´ın - Alemania. Junio 2010.
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The 16th ILAS Conference of the International Linear Algebra Society. Pisa -
Italia. Junio 2010.
XVIII Congreso Colombiano de Matema´ticas. Bucaramanga - Colombia. Julio
2011.
Esta tesis junto con otros trabajos existentes [20, 30, 32] muestran que, para
aquellas matrices para las cuales puede calcularse una descomposicio´n que revele el
rango precisa, podemos desarrollar de manera precisa y eficiente casi todas las tareas
cla´sicas del A´lgebra Lineal Nume´rica, es decir, solucio´n de sistemas lineales, solucio´n
de problemas de mı´nimos cuadados, ca´lculo de autovalores y autovectores de matrices
sime´tricas y descomposicio´n de valores singulares, para obtener errores relativos de
orden u para problemas muy mal condicionados donde algoritmos esta´ndar fallan en
proporcionar hasta un d´ıgito correcto de precisio´n. El u´nico problema ba´sico que es
excluido de este marco teo´rico es el problema no sime´trico de autovalores. Investigar
hasta donde la descomposicio´n que revela el rango nos permite resolver de manera
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