Historical surface air temperature (SAT) records from 59 Arctic stations north of 64°N
Introduction
In this paper we further the analysis of Arctic variability by reexamination of the surface air temperature (SAT) from major weather observation stations with long record lengths. We focus on changes in each season and in different regions of the Arctic, rather than concentrating on annual zonal averages, because extensive averaging can often obscure the underlying physics.
With recent understanding of the North Atlantic Oscillation (NAO) and Arctic Oscillation (AO) dynamics and their relation to stratospheric cooling in winter and spring, we can also develop a more regionally and seasonally dependent conceptual model of Arctic temperature change. Our analysis also provides a reevaluation of the instrumental temperature record in that we base our methodology on station data rather than gridded analyses as in earlier studies. This approach avoids the possible introduction of artifacts due to gridding, which is particularly important in understanding the results from Principal Component Analysis (PCA).
The most difficult issue in retrospective analyses of the Arctic is the range of starting dates in the instrumental record. Although data coverage is far from complete, there is considerable information from the land areas of the Arctic dating from the early 20th century. Przybylak (2000) notes that there is good Arctic coverage since the 1950s. Due to the strong spatial correlation within Arctic subregions (Przybylak 2003) however, there is adequate coverage on decadal scales since the 1930s. Unfortunately, stations beginning in the mid-1930s do not fully resolve the mid-century warming episodes, and records from the 1880s are limited to only two subregions, W. Greenland and Scandinavia, which show a close negative relation in temperature. Representative hemispheric spatial coverage (20 stations) is available beginning in 1912 when Svalbard came on line, and we focus primarily on this period.
The fourth International Polar Year is scheduled for 2007 and is focused on unresolved issues of polar influence on climate variability. It is fitting to review the data that began with the first polar year (1882-1883), which marked a transition from exploration to scientific study in the Arctic. It is also fitting to update the analyses of the many authors in the 1920s-1940s who noted 3 the warm temperature anomalies of the period (Ahlmann 1948) and pioneered the concept of high-latitude climate variability, in contrast to the prevailing uniformitarianism.
Recent studies show considerable change in the Arctic over the previous three decades in both physical and biological indicators (Serreze et al. 2000; Overland et al. 2003) . These indicators suggest a shift in atmospheric patterns such as the AO and related stratospheric cooling around 1989, while sub-Arctic records such as permafrost temperatures show linear trends from the 1970s. It is important to put Arctic change in the past 30 years in the context of the period from the early 1800s to present, noting the warm temperature anomalies in the mid 20th century as the end of a long period of rising temperatures. Recent analyses of the midcentury warming suggest that internal atmospheric variability is important to its explanation and that the regional dynamics were different compared to recent decades (Hanssen-Bauer and Førland 1998; Bengtsson et al. 2003; Johannessen et al. 2003 ). As we shall show, it is also important to note the large seasonal and regional differences in understanding temperature change on decadal time scales throughout the 20th century.
Two recent studies call into question whether changes in the recent period (1990s) are unique compared to longitudinally averaged, historical temperature data; both papers note the warm events in 1920 -1950 . Przybylak (2002 states that while 1991-2000 is the warmest decade of the second half of the 20th century, "the question remains whether the tendency will continue and whether the first decades of the 21st century will exceed the levels of the 1930s and 1940s." Polyakov et al. (2002) concludes that Arctic air-temperature trends during the 20th century do not support the predicted polar amplification of global warming, and propose a 50-year Low Frequency Oscillation (LFO) in Arctic temperatures.
In contrast, modeling studies for the IPCC report (Stott et al. 2001 ) and proxy temperature records (Crowley 2000; Biffra and Osborn 2002) make the case for recent warming relative to the previous two centuries based on external forcing driven by solar variations, aerosols from volcanoes, and carbon dioxide. In particular, the cool period in the first half of the 1800s can in part be associated with major aerosol production, while the warm period in the first half of the 4 20th century had almost no volcanic production (Robock 2000) . Warming in the last half of the 20th century is presented as an argument for the uniqueness of recent CO 2 increases in overcoming the increase in volcanic influence in the last 50 years. Thus we have competing visions for the future at high northern latitudes: a 50-year cycle going to colder temperatures or continued warming.
In resolving this issue it is important to resolve methodological issues. The usual formulation of PCA requires a complete temporal/spatial data matrix. Previous analyses beginning in 1881 and 1892 (Kelly et al. 1982; Semenov and Bengtsson 2003) rely on gridded fields where much of the area in early years is completed by a fill-in rule. We avoid the need for gridding by conducting three PCAs with time series limited to those stations beginning in or before 1886, 1912, and 1936 . This approach requires that we fill only a few temporal data gaps.
We contrast the use of a Monte Carlo approach with a statistical procedure for calculating principal components from mildly gappy data (Davis 1976) . We also limit our PCA to north of 64°N, remaining Arctic centric, while earlier studies included considerably more stations southward to 60°N and 40°N.
The next section discusses the available data series. This is followed by a visual and semiquantitative (PCA) inspection and interpretation of the series over the nearly complete historical record of SAT.
Data sources, preparation, and analysis methods for monthly SAT data

a. Sources of station records
The long-term records of monthly mean SAT are based primarily on the Global Historical Climatology Network (GHCN) dataset version-2 (http://www.ncdc.noaa.gov/cgi-bin/ res40.pl?page=ghcn.html). The data are organized by World Meteorological Organization (WMO) location index, with records from adjacent locations supplementing that from the primary site. A secondary source of monthly mean data is the World Monthly Surface 5 Climatology (WMSC) dataset (http://dss.ucar.edu/catalogs/ranges/range560.html). The selected time series were cross checked with the data set from Polyakov et al. (2002) .
b. Time series selection
It is important to define a southern border of the Arctic for climatological study. There are few stations north of 80°N, but a major increase in the number of stations as one extends the southern domain south from 65°N to 60°N. Many authors use a fixed latitude such as 60°N (Walsh 1977) or 62°N (Polyakov et al. 2002) . Climatological/botanical limits include the tundra line (<10° maximum monthly temperature) or a more comprehensive multiseasonal, multimeteorological element approach (Przbylak 2000) . The definition is more complex if one considers the southern limits of hydrologic river basins, which flow into the Arctic. There is no firm selection criteria.
For our purpose, we propose a southern limit of 64°N. Adding the many stations south of this latitude would bias results to the sub-Arctic region. On the other hand, 64°N provides a reasonable climatological limit for stations that lie north of the Arctic front in winter and provide sufficient geographic and temporal station coverage. For example, we include Fairbanks, AK but not Anchorage. We also include some interior stations in northern Canada and Russia that have long instrumental records. In maps of recent temperature trends (Chapman and Walsh 1993) there are north-south orientations to anomalies, which suggest these relatively lower latitude stations can be representative of higher latitudes. Another concern is the Scandinavian peninsula, which is subject to strong warm air advection. Przbylak (2000) excludes this region while Polyakov et al. (2002) includes stations south to Thorshaven and Aberdeen. Our criteria includes northern Scandinavian stations which are often subject to Arctic air masses; we will show later that these stations correlate well with anomalies at Arctic stations further east. They are also important as they often form a dipole (NAO) with stations in the Baffin Bay region.
Therefore to minimize data gaps and maximize the number of useable long time series, data were combined as follows:
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• all stations north of 64°N in the GHCN database were selected; this avoided biasing an "Arctic" subset with the large number of stations from 60-64°N,
• each record was initially populated with data from the primary WMO location,
• data gaps were successively filled using information from the supplementary adjacent location, if available, in the order they appear in the GHCN Version-2 file,
• updates, and some insertions in earlier gaps, were made based on the WMSC (ds570.0) dataset,
• time series, for each station and month, were quality-checked and a few spurious values were eliminated, and
• stations starting after 1936 were not used, with a few exceptions where regional coverage is sparse, such as the Canadian Arctic.
The zonal coverage of the identified stations is not uniform. In data rich areas, such as Scandinavia and the western Russian Federation, some series were removed; the stations retained were those deemed optimal in terms of duration of coverage, continuity of data, and representativeness. The result is a set of 59 stations which will be used for visual inspection.
They are plotted in Fig. 1 
c. Methods
For visual presentation of time series and principal components, we apply a 5-year running average. We justify the five-year smoothing as an approach for investigating centurylong decadal change. Climate records often indicate change through a shift in the frequency of extreme events. For example, the number of winters with cold stratospheric temperature 7 anomalies increased in the 1990s relative to the 1980s. Changes in the frequency of volcanic events can affect regional and hemispheric SAT on decadal time scales. There are natural changes in storminess from year-to-year. There is also the potential for a high-latitude influence from the quasi-biennial-oscillation. Thus decadal scales appear to be appropriate to address climate variability over the instrumental record; for visual inspection it is helpful to suppress the interannual scale. 
Visual inspection and PCA of historical temperature time series
As discussed below, visual inspection suggests strong spatial correlation of temperature anomalies within different segments of the Arctic at decadal scales. We will refer to six sectors in the text corresponding to Scandinavia, Siberia, Beringia, NW Canada, Baffin Bay, and E.
Greenland; these regions are located in Fig. 1 
a. Winter
We begin the analysis by inspecting the time/longitude plots of temperature anomalies relative to 1961-1990 means for December-January ( also have this wintertime seesaw pattern (Rigor et al. 2000) ; there was a warming in the European sector of the Arctic, but a cooling trend in the remainder of the Arctic. During the positive phase of the AO in the 1990s tropospheric/stratospheric coupling is considered important in maintaining this pattern (Newman et al. 2001; Moritz et al. 2002; Ambaum and Hoskins 2002) .
For comparison with the winter pattern (A), there are instrumental records which extend back to the 1700s just south of our region in northern Europe, e.g., Stockholm (Moberg et al. 10 2002) . Figure 4 shows a multi-resolution analysis (MRA) based upon the maximal overlap discrete wavelet transform and the Haar wavelet (Percival and Mofjeld 1997) . This MRA is an additive decomposition of the January temperature record for Stockholm in terms of a 64-year interval (S5) and bands of 2-4, 4-8, 8-16, 16-32, and 32-64 The third wintertime pattern (C) is based on EOF mode 3 for the 1912 records and shows an in-phase behavior for Baffin Bay and Scandinavia (Fig. 7) . Pattern (C) is also supported by the second EOF for the records beginning in 1886, which has stations in only these two regions. The PCs (Fig. 7, bottom) show a general increase in positive values beginning from 1923 through 11 1945, which is again evident in Fig. 2 . In contrast to the 1920s, the 1930s (pattern C) has Scandinavia and Baffin Bay in phase. Hanssen-Bauer and Førland (1998) note that the continued warming at Svalbard (Stn. 2) in the 1930s was not associated with NAO type warm air advection processes as in the 1990s. Bengtsson et al. (2003) relate the warming in the 1930s to a high Arctic mode of internal variability, separate from the more subarctic NAO influence. Skeie (2000) and Bengtsson et al. (2003) make the case that sea ice variability in the Barents/Kara Sea provides a positive feedback to maintain the warm temperature anomalies. However, the Baffin Bay area also contributes to pattern C, so changes in atmospheric circulation on larger scales are also indicated. Finally, EOF mode 2 in winter for the short record (not shown) had an Arcticwide in phase behavior not present in the longer analyses.
In summary, based on both visual inspection and PCA of the winter (December-January series), the Scandinavian sector shows a strong interdecadal signature throughout the instrumental record with extended warm temperatures in the mid 1930s. Siberia had warm anomalies from the 1930s through the late 1940s, generally in phase but occurring somewhat later than Scandinavia. A major event was the warm anomalies across Siberia and North America (Stns. 7-46) in the 1980s when Scandinavia was cool; subsequently this event has reversed for all regions except NE Canada. Our decadal analysis reinforces the point made by other authors that care must be taken in selecting intervals for calculating linear trends. For example, from examining Fig. 2 , Siberia and Alaska (Stns. 24-37) would show a positive trend over the previous 40 years in a regression analysis even though the main feature was a single decadal warming episode in the 1980s that was followed by cool anomalies.
b. Spring
Spring as represented by April surface temperature anomalies (Fig. 8) is the time when sunlight returns to the Arctic and the winter stratospheric polar vortex weakens and breaks down.
The most striking feature in the figure is the longitudinal bandedness of the anomalies; this bandedness cannot be attributed to longitudinal smoothing since we have applied none. The bandedness is shown in the large warm anomalies since the late 1980s, with particularly strong anomalies in Siberia, Beringia, and NW Canada (Stns. 11-50). Except for a short period in the mid 1970s, the Arctic was cool in spring from the 1960s to the late 1980s. There are previous isolated warm anomalies in the late 1940s/early 1950s, covering Siberia, Beringia, NW Canada, and Baffin Bay; these regions match the magnitude of the warmest anomalies in the 1990s.
The Scandinavian sector (Stns. 1-9) does not contain strong anomalies during spring of either sign over the length of the record. However, we do note cool anomalies in spring in the 1920/1930s in contrast to the warm wintertime anomalies. On the other hand, Baffin Bay (Stns. 45-53) was warm in both winter and spring during the 1930s. The first PCA pattern (A)
for April (Fig. 9) is represented by the EOF mode 1 for all three records beginning in 1886, 1912, and 1936 . It shows an in phase behavior for the Arctic, but with little contribution from the Scandinavia, E. Greenland, or Baffin Bay sectors. The PC time series for these three estimates (Fig. 9, bottom panel) show high values in the 1940s and early 1950s and also over much of the 1990s, which is consistent with Fig. 8 . The recent warming is of particular interest. Rigor et al. (2000) found that during spring almost all the central Arctic shows significant warming trends over the previous 20 years. The warming in Alaska relates to changes in the frequency of southerly warm air advection events during the breakdown of the polar vortex (Overland et al. 2002) . The importance of this spring pattern (A) in contrast to the winter pattern (A) is highlighted by Rogers and McHugh (2002) , who note the similarity of the AO and NAO pattern in winter, but a separation of an Arctic-centric AO pattern from a more N. Atlantic-oriented NAO pattern during spring.
The second pattern (B) for spring (Fig. 10) , supported by all three EOF mode 2s, suggests a plus-minus shape with North America out-of-phase with Eurasia. The PC time series of these EOFs (Fig. 10, bottom) point to an event from the mid 1920s through 1940 that can be seen in 1990, 1993, 1995, and 1997 . Note that the wind patterns (based on SLP) in both March and April will impact April temperature anomalies. There is anomalously low SLP over the Arctic with south-westerly winds in opposition to the climatological winter pattern of strong cold easterlies in the region from eastern Siberia east to northeastern Canada. There are also southerly wind anomalies feeding warm air north of Siberia.
The previous warm spring period in Beringia from 1939-1941 (Fig. 11, left) 
c. Summer, fall, and other months
For summer, one would expect smaller anomalies in part because of increased importance of radiative processes and the melting of sea ice which can buffer temperature extremes near coastal stations. Hence note that the temperature anomaly scale on Fig. 12 for summer (July-August) is half that for the winter (Fig. 2) and spring (Fig. 8) . In Scandinavia summer 14 temperature anomalies are often reduced because the land-sea contrast is less compared to winter. PCAs of summer temperature anomalies are not shown as they had little large-scale temporal or spatial structure, presumably because of the small amplitudes and more local character compared with winter or spring.
Like spring the temperature anomalies of fall, as represented by October (Fig. 13) 
Discussion
a. Comparison with previous PCAs
All previous PCAs that we are aware of have been based on gridded fields of SAT. Walsh (2003) mid-century third PC also seems to composite these two seasonal events. The Kelly et al. (1982) results of an in phase behavior between Baffin Bay and Siberia in the 1930s support the conclusion of Semenov and Bengtsson (2003) that the character of the 1930s is separate from the NAO. This interpretation is reinforced by our winter pattern (C); the Arctic temperature signal in the 1930s is a separate mode (at least mathematically) from the interdecadal NAO, our winter pattern (A).
b. Long-term behavior 1800-2002
Except for winter in northern Europe and fall in central Siberia, all SAT records show a general warming over the period of record (Figs. 2, 8, 12, 13) . That these trends are in nonwinter months is consistent with papers that suggest a reduction in volcanic influence from the mid 1800s through the 1950s. The upward trend of SAT has continued during recent decades despite an increase in volcanic forcing. Several authors suggest that this continued trend is due to anthropogenic forcing (d 'Arrigo and Jacoby 1993; Free and Robock 1999, Fig. 7; Stott et al. 2001 ).
While cooling due to increased volcanic aerosols may be true for the non-winter months, several authors make a case for winter warming in Eurasia from an increase in volcanic eruptions (Robock and Mao 1992; Graf et al. 1993; Stenchikov et al. 2002) . Robock and Mao (1992) note high latitude winter warming from the 12 largest volcanoes since 1883, also evident in our Fig. 2 .
The physical argument is that the radiational effects are large at low latitude, producing primarily a dynamical response in mid and high latitudes due to increased latitudinal temperature gradients. as proposed by Polyakov et al. (2002) , in the proxy data before 1920 (Briffa and Osborn 2002) .
That the physics for the mid-century warming may be different from the 1990s warm period (Hanssen-Bauer and Førland 1998; Bengtsson et al. 2003 ) is an additional argument against an LFO. Thus, there is no clear justification for extrapolating a 50-year cycle forward, as there is no clear extrapolation backward to the 1800s.
c. Processes
Temperature anomalies in the Arctic, at least in fall through spring, are primarily driven through temperature advection. This is documented for the Scandinavian sector in winter (Fu et al. 1999 ) and the remaining Arctic in spring (Overland et al. 2002) . Thus the positive phase of the AO provides warming and cooling in the Atlantic sector but not a strong advective signal in the remainder of the Arctic in the winter (Rigor et al. 2002) , but considerable advective warming in the remainder of the Arctic in the spring when the polar vortex breaks down. The strong dynamic (wind) control in the Arctic cool season suggests care should be taken in estimating annual temperatures from summer-based proxy data which are often controlled by radiational processes. It is also possible that sea ice processes and change in land cover, such as the increase in shrubs (Sturm et al. 2001) promote the persistence of spring and summer anomalies on decadal scales. Relating temperature and local wind patterns is insufficient, however; future work needs to focus on larger scale forcing of the upper atmospheric long wave patterns through changes in latitudinal temperature gradients.
We hypothesize the following conceptual model for Arctic change (Fig. 14) . The figure is modified from Stenchikov et al. (2002) , and is consistent with the modeling work of Shindell (2003) . It represents processes of the troposphere and lower stratosphere from the North Pole to the subtropics. One of the most robust changes in the 1990s was the cold temperature anomalies in the northern lower stratosphere that led to a larger latitudinal temperature gradient and stronger polar vortex (IPCC Report 2001, page 121) . Through the physics of the Arctic Oscillation (Thompson and Wallace 1998) this increase in the polar vortex is associated with increased warm air advection near the surface in the NE Atlantic sector in winter and NW North America in spring (Overland et al. 2002) . Reduced low-level temperature gradients can provide a positive feedback to the polar vortex through decreased drag on lower stratospheric winds (EP fluxes) (Stenchikov et al. 2002) , but this is a chaotic intraseasonal (Baldwin and Dunkerton 2001) process. However, changes in the Arctic, such as reduced sea ice and tundra area as well as from upper ocean heat storage and advection, can provide multi-year memory to the system. Such a decadal feedback signal could have occurred in the 1930s . Ozone may reinforce the dynamic cooling of the Arctic stratosphere, especially in spring when it is important to the polar vortex dynamics (Newman et al. 2001) . Radiation processes have their largest direct effect in the subtropics but force the subarctic circulation through latitudinal temperature gradients. Thus, at least for the cool season anomalies, the Arctic is most responsive to dynamic factors through changes in temperature advection, forced by subtropical radiative processes and stabilized by surface feedbacks.
Conclusions
There are considerable differences in decadal SAT variability in the Arctic across seasons and regions. These differences are apparent in both the visual and semi-quantitative (PCA) investigation of the data. Much previous work centers on annual, six month, and Arctic-wide averages (Kelley et al. 1982; Przbylak 2000; Polyakov et al. 2002; Semenov and Bengtsson 2003) . However, investigating spatial patterns in annual data or temporal patterns in longitudinally averaged data leads to considerable confounding of Arctic processes.
In hindsight our separating the PCA into three periods 1886-2002, 1912-2002, and 1936-2002 to understand the influence of historical station coverage is justified. The second EOF for the more recent 1936-2002 period was, for example, distinct from the other PCAs based on longer data periods. Using the larger amounts of recent station data to establish an EOF pattern, and then extrapolating earlier in time by projecting onto fewer stations to determine the PCs, is questionable.
In this study we have used PCA to track the major features shown in time/longitude plots of SAT. For example, the nearly Arctic-wide simultaneous events of the 1910s and 1980s are resolved by our winter pattern B. We also confirm the winter N. Atlantic seesaw pattern and that the mid 20th-century warming in winter is mathematically separable from this seasaw pattern in PCA. Our PCs differ somewhat from the previous multi-month composite analyses. Our analysis of winter pattern (A) emphasizes a continuing NAO interdecadal oscillation, and a separate warming represented by pattern (C) in the 1930s similar to Semenov and Bengtsson (2003) . Our spring pattern (A) emphasizes warming in the 1940s/1950s and 1990s. However, based on the preponderance of the evidence, only spring in the 1990s and possibly the summer, show an Arctic-wide SAT signal, consistent with a pan-Arctic change in circulation patterns. It will be important to monitor this large-scale change over the next several decades.
Figure Captions
1. Location map for 59 stations used in the study (See Table 1 ). Also indicated are approximate regional sectors: Scandinavia, Siberia, Beringia, NW Canada, Baffin Bay, and E Greenland.
Smaller station numbers in italics denote stations used in the time/longitude plots but are excluded from the PCA analysis due to short records or geographic proximity. Note that the range of the color scale is half of the winter and spring plots (Figs. 2, 8 ).
13. Time/longitude plots of temperature anomalies for fall (October) similar to Fig. 2. 14. A hypothesized conceptual model of Arctic change. A chaotic polar vortex (AO) has a weak positive feedback through reduced low-level temperature gradients and the influence of dynamic cooling on ozone. The surface warming in the Arctic is stabilized by terrestrial, oceanic, and sea ice multi-year processes, while the system can be driven by latitudinal differences in radiative processes due to volcanic, carbon-dioxide, and solar forcing in the subtropics. 
Nominal Pass Band
Figure 4
Multi-resolution analysis of the January monthly temperature record for Stockholm (bottom curve) based on the Haar maximal overlap discrete wavelet transform with symmetric boundary conditions; the time series is from Moberg et al. (2002) . Note the weak upward trend in the low frequency curve (top) and the considerable energy in the interdecadal (8-year half cycle) decomposition during the 20th century.
Figure 5
The second winter (December-January) pattern (B) is represented by EOF mode 2 for station data beginning 1912 and EOF mode 3 for data starting 1936; see Table 2 . Note the broad positive signal with the exception of Baffin Bay. 
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Figure 12
Time/longitude plots of temperature anomalies for summer (July-August) similar to Fig. 2 . Note that the range of the color scale is half of the winter and spring plots (Figs. 2, 8 ). weak positive feedback through reduced low-level temperature gradients and the influence of dynamic cooling on ozone. The surface warming in the Arctic is stabilized by terrestrial, oceanic, and sea ice multi-year processes, while the system can be driven by latitudinal differences in radiative processes due to volcanic, carbon-dioxide, and solar forcing in the subtropics.
