Abstract. Penalized likelihood is a well-known theoretically justified approach that has recently attracted attention by the machine learning society. The objective function of the Penalized likelihood consists of the log likelihood of the data minus some term penalizing non-smooth solutions. Subsequently, maximizing this objective function would lead to some sort of trade-off between the faithfulness and the smoothness of the fit. There has been a lot of research to utilize penalized likelihood in regression, however, it is still to be thoroughly investigated in the pattern classification domain. We propose to use a penalty term based on the Knearest neighbors and an iterative approach to estimate the posterior probabilities. In addition, instead of fixing the value of K for all pattern, we developed a variable K approach, where the number of neighbors can vary from one sample to another. The chosen value of K for a given testing sample is influenced by the K values of its surrounding training samples as well as the most successful K value of all training samples. Comparison with a number of well-known classification methods proved the potential of the proposed method.
Introduction
The basic concept behind penalized likelihood is that a good model should possesses two indispensable properties: the goodness of fit and the smoothness of the fit [1] , [2] . However, as these two are primarily conflicting goals, a trade-off that suits the given application is pursued. The penalized likelihood approach seeks to achieve that trade-off by defining an overall objective function consisting of the log-likelihood of the data minus a roughness measure, and subsequently maximizing this objective function. The likelihood function is a measure of the faithfulness of the fit, while the roughness function is a penalty term that penalizes non-smooth solutions.
An example of the roughness function is the integral of the square of the second derivative of the function, leading to the following objective function (see [3] ):
One example of a penalized likelihood regression is the well-known regression spline model [4] . Most of the penalized regression work focused on finding a complete functional formulation and the optimization is performed mostly in the Hilbert space [5] . For the classification problem the underlying function would be the class posterior probabilities. These are the functions which we attempt to estimate and for which we impose smoothness. Among the works considering penalized likelihood classification is the work of O'Sullivan et al [6] , which was subsequently analyzed and extended in many other studies [7] , [8] , [5] , [9] , [10] . The basic idea of these approaches is to assume that the class posterior probability (considering a two-class case with classes C 1 and C 2 ) is modeled as a logit function applied to some (unrestricted) function. This is a mean to enforce the [0, 1] bound on the posterior probability. In some of these works thin-plate spline is used as smoothness penalty, and in some others general smoothness penalties are used with the help of the theory of reproducing kernel hilbert spaces. The problem could be solved through a parametric representation, whose parameters are obtained through Newton-Raphson iteration. A related approach is to consider the logistic regression problem (which is essentially a two-class classification problem) in the framework of penalized likelihood regression (see [11] and see also the generalization to the multinomial logistic regression case in [12] ), or the generalized additive model [13] (which also tackles in some way the penalized logistic regression problem).
A different methodology based on a Bayesian paradigm is the Gaussian process classification (GPC) approach [19] . While it does not have a penalized likelihood element in it, it enforces smoothness by defining a Bayesian prior that assigns a higher probability to smooth solutions. Again, imposing a logit function lead to intractable integrals that can only be approximated. Another related approach [15] uses the K-nearest neighbor class memberships in some way to describe the priors. It is a Bayesian approach, with the key parameters being attached some priors and these are then integrated out. Again, the integral is intractable and MCMC is proposed as a way to evaluate it.
In this paper we propose a new penalized likelihood classification method for the two-class case. Rather than insisting on evaluating the posterior probability as a functional form (which makes it generally quite difficult), we evaluate it only for the points we need, that is for the training and the testing points. We use as a measure of roughness the sum of square difference between the posterior of a point and that of its K nearest neighbors. We therefore managed to avoid the use of the logit function, which in all above works was an obstacle to obtaining straightforward analytic solutions. We propose an iterative algorithm that converges to the maximum of the penalized likelihood function in few iterations. While we make use of some kind of pattern distance matrix like in the case of Gaussian process classification, the philosophy and the approach is quite different.
We tested the proposed method on a number of UCI benchmark datasets. As it turns out, it produces a classification performance beating many of the well-known methods (such as SVM and several other methods) and comparable to GPC (it is generally believed that SVM and GPC are among the best two classification approaches [16] ). On the other hand the computation time was much less than that of GPC. Another advantage of the method is that it is entirely based on distances between the training patterns (like the K nearest neighbor classifier and the GPC). So it can handle also non-numeric inputs, for example text inputs whereby some distance function can be defined. The proposed method is also very simple, consisting of only a simple iteration, and requiring little development time to implement it and no sophisticated optimization routines.
The paper is organized as follows. The proposed method is presented in the next section. The following section details the classification algorithm. In Section 5 we present the simulations results, followed by the conclusions section.
The Proposed Method
Let x m ∈ R L denote the feature vectors, with x 1 , . . . , x M denoting the training patterns, and x M+1 , . . . , x M+N denoting the test patterns. In this work we consider only the two-class case. The class membership y gm for class label g and training pattern x m is defined as follows: it equals 1 if x m ∈ C g and equals 0 otherwise, where g ∈ {1, 2}.
Let P gm ≡ P (C g |x m ) denote the posterior probability for class C g , and g=1 P gm = 1. The purpose of the proposed method is to estimate the posterior probabilities P gm , both for the training set and the test set. Knowing the posterior probabilities will automatically determine the classification of the patterns. As we will shortly see, the posterior probabilities are obtained by defining the penalized likelihood function and subsequently maximizing it, leading to an iterative algorithm.
The likelihood of the data is given by
Denote by K(x m ) as the set of K m -nearest neighbors of point x m (their indexes), and K m the size of K(x m ), which can vary from one pattern to another. We define a roughness function based on the square differences of the posteriors of neighboring data points. Specifically, it is given by
where h is the class that x m belongs to (either 1 or 2), hence, y hm = 1. Note that Eq. 2 can be written as L = M m=1 P hm . We define our overall objective function as a combination of the log-likelihood function and the roughness function:
The first term in the penalized log-likelihood J focuses on the goodness of fit aspect. It gauges how well that the considered P hm 's fit the observed data (i.e. the given class memberships). The second term serves to penalize the roughness of the underlying posterior function. A posterior surface where its values for neighboring points are close (i.e. having low R) will generally be smooth, and conversely a high R is indicative of a rough or wiggly surface. The goal is to find the posterior probabilities that maximize the penalized log-likelihood J.
We will therefore achieve a compromise between faithfully respecting the class memberships of the training data and the smoothness property of the posterior surface, with λ being the parameter that controls the degree of smoothness.
The Proposed Algorithm
The goal is to solve the following maximization problem:
Maximize J (given by (5)) w.r.t. the variables:
It is easy to see that J is a convex function w.r.t. the P gm 's. Hence the problem has a unique maximum. The algorithm proposed below is based on cycling through all variables, each time optimizing w.r.t. only one of the variables (through a line search). In each step, the optimum w.r.t. one variable can be obtained analytically, as show below.
where S(x m ) is the set of patterns for which x m is one of the neighbors, S m is the length of S(x m ). To find the value of P hm that maximizes J, we need to make the right hand side of Eq. 7 equals 0, which would lead to
Eq. 9 is a quadratic equation that can easily be solved. The algorithm of the proposed method is given below.
1. Start with any initial choice e.g.
2. while the change in the posteriors between the current and previous iteration is greater than a certain threshold (T hresh), execute step 3. 3. For each training pattern, m = 1 to M : (a) Set:
P hm (11) where K m is the number of nearest neighbors, S(x m ) is the set of data points for which x m is one of the nearest neighbors, and S m is the size of set S(x m ). ThusP hm is the mean of the values of P hm for some sort of neighborhood of points around x m . (b) Truncate if P hm goes out of the constraint box, set:
(c) Let f = h, f ∈ {1, 2}, set:
calculate the error associated with using k j -nearest neighbors, j = 1 : n, and set K m to the value that minimizes the error, E mj , as follows
where 
where Q m represents the set of training patterns that surrounds x m (local neighborhood), while M represents the set of all training patterns. T E is a threshold, which can be the mean of E Mj . (b) Calculate the posterior probabilities P gm , g ∈ {1, 2}:
This algorithm performs an iterated estimation of the posteriors through Eq. 10, which is basically the closed-form outcome of the one-variable search that is performed by cycling through all variables. Eq. 14 shows how the value of K m can vary from one pattern to another. This can lead to a higher value of J when compared to using a fixed K for all patterns. The iterations should carry on until the change in the posteriors from one cycle till the next is small. Once the algorithm converges, we use the obtained final values of the P gm 's as the estimated posteriors of training data points, which will be used to estimate the posteriors of the test data points. The rationale behind Eq. 15 is to first check the error of the local neighborhood. If the error is small, then the neighborhood would influence the choice of K m . Otherwise, use the value of K that, on average, is most reliable over all training samples. Recalling that P gm ≡ P (C g |x m ) , then the final classification of a test data point is estimated as class C 1 if P 1m > P 2m , otherwise it is class C 2 .
Simulation Results
A number of benchmark datasets were used to test the performance of the proposed method. We have compared the performance of the proposed method to that of the following well-known classification methods:
-Bayes classifier ( [17] , p. 168) with the class-conditional densities estimated according to the Parzen window density estimator (PARZEN) [18] . A key parameter for the Parzen estimator is the width of kernels h. We used the value derived in [18] (Silverman's rule):
S ii /L denotes the mean of the diagonal of the sample covariance matrix S, L is the dimension of the space, and I is the number of data points (we used Gaussian kernels). -Gaussian process classification using the expectation propagation approximation [19] . We used the non-optimized (GPC) and optimized (GPCo) versions. The latter attempts to approximate the integrals in the Gaussian process classification formula. We used the software available in [14] . -Support vector machines (SVM) (Scholkopf and Smola [20] ). We used a radial basis function SVM implemented using the OSUsvm toolbox 1 . The values of C and γ for the latter are set using a K-fold validation procedure (we used five-fold validation and allowed C and γ to range between [0.5, 1.5]). -K-nearest neighbor classifier. The value of K was set using a five-fold validation process (only odd numbers that range between 3 and 25 were considered).
-Evidential K-nearest neighbor (KNNds). This algorithm is based on the Dempster-Shafer theory of evidence taking into account the distance and class label information of the neighbors for generating soft decision vectors [21] 2 .
We tested all these competing methods on real-world pattern classification problems, mostly from the UCI repository [22] . We also tested those algorithms on the well-known two-spiral classification problem. This dataset consists of points on two inter-wined spirals that cannot be linearly separated, as shown in Fig. 1 . Table 1 summarizes the characteristics of the datasets used in this paper. Patterns that consist of missing values were removed from the datasets. In certain cases, attributes that consist of many missing values were excluded to minimize the number of removed patterns. Categorical attributes were changed to attributes with integer values to enable the chosen algorithms to handle them. For all considered problems the input attributes are first scaled so that they lie in a suitable range. We used 80% of the data as a training set, and the remaining 20% as a test set. We performed 20 runs for each method, each run with a different random train/test partition. Then we average the classification accuracies on the test sets of the 20 runs.
In order to compare the performance of the various algorithms mentioned above, we used the following measures: Table 1 . Datasets used to evaluate the performance of classifiers -Geometric mean error ratio. For the two classifiers that have errors a 1 , a 2 . . . , a n and b 1 , b 2 . . . , b n respectively (n represents the number of runs), the geometric error ratio is:
This measure reflects the relative performance of one classifier with respect to another. If the outcome is less than 1, then it is an indication that the first classifier outperforms the second classifier in terms of error reduction. -Win-Tie-Loss. This is an important measure, where the three values are the number of datasets for which classifier a obtained better, equal, or worse performance outcomes than classifier b. -Sign test. The p-values of a two-tailed sign test based on the win-tie-loss record. if p is significantly low, then one can conclude that it is unlikely that the outcome was obtained by chance, i.e., the difference between the two classifiers is significant. On the other hand, a higher p value indicates that the two classifiers are not significantly different.
For detailed description of these measures the reader is referred to [23] , [24] . The PLC algorithm described in section 3 only needed few iterations to converge for all of the 17 datasets when we set T hresh to 0.01. Table 2 shows the average classification accuracy of the competing methods with the estimated standard deviation. It also shows if (PLC) is significantly different from other classifiers from a statistical viewpoint. For a given dataset, if PLC is significantly better than a certain classifier, then a bullet is displayed next to that classifier's result. On the other hand, an open circle indicates that the classifier is significantly better than PLC. A quick glance at the table would show that there are more bullets than open circles. PLC is found to be particularly better than Parzen, GMM, KNNds and KNN. However, the results indicate that PLC is not significantly better than the Gaussian process and SVM, particularly GPCo. As mentioned earlier, these two classifiers are considered in the literature to be among the best classification approaches.
In order to present a more detailed analysis of the classification results, Table  3 presents other comparison measures. The first row of the table represents the mean accuracy across all the datasets. According to this measure PLC is found to be the second best classifier, after GPCo, outperforming all remaining classifiers, including SVM. The table also presents pair-wise comparisons between the classifiers according to their geometric error ratio (ṙ), and the win-tie-loss (s). Also shown is the p-value of the sign test for the win-tie-loss (p). According to these measures, PLC outperformed Parzen, KNN, and KNNds. In fact the geometric error ratio indicates that PLC is slightly better than GPC and not too different from SVM. On the other hand, the win-tie-loss favors the Gaussian process and support vector machine over PLC. However, as seen from the p-value measure, only GPCo is significantly better than PLC.
The above results indicate that GPCo is the only classifier that is significantly better from a statistical point of view. So, it would be important to compare these two classifiers in terms of computational complexity. Table 4 shows the computation time of both GPCo and PLC for all considered datasets. The table indicates that PLC is considerably faster than GPCo, which represents a great advantage for the proposed algorithm.
Conclusion
A new classification method based on penalized likelihood concept is presented in this paper. The method is based on defining a roughness term based on the Knearest neighbors. We have developed an algorithm that converges to the global optimum in only few iterations. We have also proposed to allow the value of K to vary from one pattern to another, which proved to be useful in maximizing the objective function. When compared with several well-known classification methods, the proposed classifier achieved a performance competitive with the top models, but with less computational time. As such, the proposed approach can be ranked among the top binary classification algorithms. 
