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In this paper, we set up the local well-posedness of the initial value problem for the
dispersion generalized periodic KdV equation: ∂tu + ∂x|Dx|αu = ∂xu2, u(0) = ϕ for α > 2,
s  − α4 and ϕ ∈ Hs(T). And we show that the − α4 is a lower endpoint to obtain the
bilinear estimates (1.2) and (1.3) which are the crucial steps to obtain the local well-
posedness by Picard iteration. The case α = 2 was studied in Kenig et al. (1996) [10].
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1. Introduction
The initial value problem (IVP) associated to the dispersion generalized periodic KdV equation could be stated as{
∂tu − ∂x|Dx|αu = ∂xu2;
u(x,0) = ϕ(x), ϕ ∈ Hs(T). (1.1)
Here u is a real-valued function with spacial variable x deﬁned on the circle T = R/2πZ. Operator |Dx| is deﬁned by the
Fourier multiplier ̂|Dx|αu(ξ) = |ξ |α uˆ(ξ) and α  2 is a real number. If we take α = 2, (1.1) is exactly a KdV equation. And if
α = 4, (1.1) could be modiﬁed as a Kawahara equation (5th-order KdV). One may also release α to less than 2. More exactly,
when α = 1, (1.1) changes to be a Benjamin–Ono equation. Since α > 2 is essential in our argument, we lost the results on
Benjamin–Ono equations. We may deﬁne the solution ﬂow formally as
SαKdV(t)ϕ := u(t),
for any ﬁxed α  2. A basic question is to set up a local well-posedness for the solution ﬂow SαKdV (t): On any given ball in
Hs (for some ﬁxed s ∈ R), the ﬂow map SαKdV(t) is continuously (in our argument, the solution would be analytic) deﬁned
for some non-zero interval of time t ∈ [−T , T ]. If T could be extend to inﬁnity, then we call SαKdV(t) is global well-posed.
The well-posedness of KdV problem, i.e. α = 2, was well understood both in periodic case and non-periodic case (i.e.
x ∈ R). Kenig, Ponce and Vega [10] extended the local well-posedness analysis of Bourgain [1], valid for s  0, to the
range s > − 34 for non-periodic case and s  − 12 for periodic case. The global well-posedness was set up by Colian-
der, Keel, Staﬃlani, Takaoka and Tao [5,6] in the same ranges. The global well-posedness for s = − 34 was obtained by
Guo [8]. Both − 34 and − 12 are sharp in the sense that if we are looking for analytic solution ﬂows. In [10], the authors
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s < − 12 for periodic case. Later, in [4], Christ, Colliander and Tao showed that, for the non-periodic KdV with s < − 34
(see also [11]) and for periodic KdV with s < − 12 , the solution maps are ill-posed if we ask for C2 continuous solu-
tions.
While for α > 2, there were less results than the case α = 2 for both periodic and non-periodic problems. Most of the
results focus on the non-periodic Kawahara problems (α = 4). Chen, Li, Miao and Wu [2] set up the local well-posedness
of non-periodic Kawahara problem for s > − 74 . In [3] Chen and Guo obtained the global well-posedness for s  − 74 . For
periodic problems, only very recently, Gorsky and Himonas [7] obtained the local well-posedness if α is an even integer
larger than 2 and s > − 12 . Even − 12 is sharp for α = 2, we wish to distinguish the difference of the value of α. Thus an
interesting problem is to extend their results to sharp indices for all α > 2. In this paper, we make a modest step on this
way. We extend the local well-posed property of the solution map to s−α4 for α > 2.
Theorem 1.1. If α > 2, then for s−α4 and ϕ ∈ Hs, there exists T = T (‖ϕ‖Hs ) > 0 such that the Cauchy problem (1.1) has a unique
solution u ∈ C([0, T ], Hs) ∩ Y s. And the solution map SαKdV : ϕ → u is an analytic map on Hs.
The exact deﬁnition of Y s could be found in Section 2. It is interesting that if we take α = 2, −α4 is exactly − 12 the
sharp index for KdV problem to be well-posed. We also hope to know if −α4 is sharp for the case α > 2. To set up the local
well-posedness by Picard iteration, the crucial step is to set up the following bilinear estimates. And the −α4 is the lowest
index to guarantee them to be correct.
Theorem 1.2. For α > 2, s−α4 , and f , g ∈ Y s, we have
(∑
n∈ Z˙
|n|2s
∫
R
|wˆ f g(n, λ)|2
〈λ − n|n|α〉 dλ
) 1
2
 ‖ f ‖Y s‖g‖Y s , (1.2)
and
(∑
n∈ Z˙
|n|2s
[∫
R
|wˆ f g(n, λ)|
〈λ − n|n|α〉 dλ
]2) 12
 ‖ f ‖Y s‖g‖Y s , (1.3)
where wˆ f g(n, λ) = i8π2 n fˆ  gˆ(n, λ).
By the above bilinear estimates, the local well-posedness would be obtained through a common approach. Now we
consider the other side. Could we show the −α4 is sharp? In this paper, we give a counterexample which shows that one
could not obtain the local well-posedness of (1.1) if s < −α4 by Picard iteration in Y s . We state it as:
Theorem 1.3. For α > 2 and s < −α4 , bilinear estimates (1.2) and (1.3) fail.
In [4], the authors constructed a scattering solution for modiﬁed periodic KdV, which exists globally in time, and is
asymptotic to solution of the corresponding linear equation up to the explicit phase shift. This solution was used to demon-
strate the lack of local well-posedness for s < 12 . Then by a Miura transform, they showed that periodic KdV is ill-posed
in Hs for s < − 12 . Here we fail to give a description for the ill-posedness for dispersion generalized KdV equations. But we
believe that −α4 should be the sharp index to obtain a local well-posedness in the sense the solution map is at least C2
continuous. We leave it as an open problem.
Here and in what follows we use A  B to denote that A  C B , where C is a positive constant and may change from
line to line. The rest of this paper is devoted to the argument for Theorem 1.1. In Section 2, we set up some preliminaries
which are essential to our proof. More exactly, we ﬁrst give a lower bound for the resonance function which describes the
interaction of two waves. Then we use the lower bound estimate to recover the regularities in the non-linear term. At the
end of Section 2 we obtain a canonical estimate for the resonance set. In Section 3, we set up (1.2). Section 4 is used to
prove (1.3). In Section 5, we ﬁnish the local well-posedness argument and give a counterexample for the bilinear estimates
(1.2) and (1.3) for s < −α4 .
2. Preliminaries
On the circle, the Fourier transform is deﬁned as
uˆ(n) = 1
2π
∫
u(x)exp(−inx)dx.T
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Hsx =:
{
u ∈ S(T): ‖u‖Hsx = (2π)1/2
∥∥〈k〉suˆ∥∥l2k < ∞
}
, (2.1)
where 〈k〉 := (1+ |k|2) 12  (1+ |k|). Let P0 denote the mean operator:
P0u := 1
2π
2π∫
0
u dx,
or equivalently P0u = uˆ(0).
The solution of KdV equation is mean-preserving, and it will be convenient to work in the case mean-zero date uˆ(0) =∫
T
ϕ(x)dx = 0, which allows us to replace n ∈ Z with n ∈ Z˙(Z˙ = Z\{0}). One can easily pass from the mean-zero case to the
general mean case by a Galilean transformation u(t, x) 
→ u(t, x− P0(u)t) − P0(u) (see [9]).
We will perform the Picard iteration in a spatio-temporal function Y s , which is the completion of functions that are
Schwarz in time and C∞ in space with the norm:
‖u‖Y s = ‖u‖X
s, 12
+ ∥∥〈n〉suˆ(n, λ)∥∥l2n L1λ , (2.2)
where
‖u‖X
s, 12
= ∥∥〈n〉s〈λ − |n|αn〉1/2uˆ(n, λ)∥∥l2n L2λ . (2.3)
The study of periodic KdV has been based around iteration in the space Xs, 12
. This space barely fails to control the L∞t Hsx
norm. Y s is a slight modiﬁcation of Xs, 12
such that
‖u‖L∞t Hsx  ‖u‖Y s . (2.4)
We now introduce the following elemental estimates on the resonant function. Resonant function is a very important
concept in the analysis of the non-linear dispersion equation. More exactly, we consider the non-linear part of the KdV
equation is u∂xu. By the Fourier transform, it can be written in frequency as
n
∑
n1∈Z˙
∫
λ1∈R
uˆ(n1, λ1)uˆ(n− n1, λ − λ1)dλ1. (2.5)
During the argument, we mainly focus on the iteration of the two functions in (2.5), which we understand as two linear
KdV ﬂows iterating with each other. The resonance function
dα(n,n1) = λ − n|n|α −
(
λ1 − n1|n1|α
)− (λ − λ1 − (n − n1)|n − n1|α)
= −n|n|α + n1|n1|α + (n − n1)|n− n1|α, (2.6)
gives a description of the set where two KdV ﬂows interact. For which we have the following lower bound estimates.
Lemma 2.1. For any α  2, there is a positive constant Cα such that∣∣dα(n,n1)∣∣ Cα(max{|n|, |n1|})α−2∣∣nn1(n − n1)∣∣, (2.7)
and
(
max
{|n|, |n1|})2  ∣∣nn1(n − n1)∣∣ (max{|n|, |n1|})3, (2.8)
with nn1(n − n1) = 0.
Proof. (2.8) is obvious. We need to show (2.7). If α = 2,
d2(n,n1) = 3nn1(n − n1).
For ﬁxed α > 2, without loss of generality, we assume |n| |n1|.
n|n|α − n1|n1|α − (n − n1)|n− n1|α = (n − n1)|n|α + n1
[|n|α − |n1|α]− (n − n1)|n − n1|α
= (n − n1)
[|n|α − |n − n1|α]+ n1[|n|α − |n1|α].
By an analysis of the signs of n and n1, we always have∣∣dα(n,n1)∣∣max{|n− n1|∣∣(|n|α − |n− n1|α)∣∣, |n1|∣∣(|n|α − |n1|α)∣∣}.
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∣∣dα(n,n1)∣∣ ∣∣n1[|n|α − |n1|α]∣∣ Cα |n|αn1  Cα(max{|n|, |n1|})α−2∣∣nn1(n − n1)∣∣.
If |n| ∼ |n1| and n · n1 > 0, by the mean value theorem, there exits ξ ∈ [n1,n] or [n,n1], with |ξ | ∼ |n| such that
∣∣dα(n,n1)∣∣ ∣∣n1[|n|α − |n1|α]∣∣
≈ |n1||ξ |α−1|n− n1| = Cα
(
max
{|n|, |n1|})α−2∣∣nn1(n− n1)∣∣. (2.9)
Similarly, if |n| ∼ |n1| and n · n1 < 0, there exists η ∈ [n,n − n1] or [n − n1,n] with |η| ∼ |n|, such that
∣∣dα(n,n1)∣∣ |n − n1|∣∣[|n|α − |n− n1|α]∣∣
≈ |n1||η|α−1|n − n1| = Cα
(
max
{|n|, |n1|})α−2∣∣nn1(n− n1)∣∣.  (2.10)
Besides the regularity on space, we need to dispose the module on mixed term 〈λ−n|n|α〉, which describes the effect of
the linear term on the regularity of time. We ﬁrst state the following elemental estimate without proof.
Lemma 2.2. For any ε > 0, we have
I(α) =
∫
R
dβ
(1+ |β|)1+ε(1+ |α − β|)1+ε  Cε
1
(1+ |α|)1+ε .
We now use the lower bound of the resonance function to recover the derivative on the non-linear term u∂xu. For which
we borrow almost 12 regularity on the maximal module on time. Notice in Lemma 2.2 to dispose the regularity on time,
we need to preserve an ε regularity on the maximal module. This ε lost asks us to have stronger dispersion term. For this
reason, we could only obtain the result for α > 2.
Proposition 2.3. Let α > 2, and 0< ε < 1 such that 0< 4ε1−ε <
4ε
1−2ε < α − 2. If s−α4 , and
Q s,ε = |n|
2s+2|n1(n − n1)|−2s
σ 1−ε(λ,λ1,n,n1)
,
with σ(λ,λ1,n,n1) ≈max{|λ − n|n|α |, |λ1 − n1|n1|α |, |λ − λ1 − (n − n1)|n− n1|α |}, nn1(n − n1) = 0, we have
Q s,ε  1.
Proof. We start our proof with some basic estimates on the indices. Since 0< 4ε1−ε <
4ε
1−2ε < α − 2, we have
α(1− ε) > 2, (2.11)
and
−α
4
> − (1+ α)(1− ε) + 2
2
. (2.12)
By Lemma 2.1, we obtain that
σ(λ,λ1,n,n1)
1
3
(∣∣λ − n|n|α∣∣+ ∣∣λ1 − n1|n1|α∣∣+ ∣∣λ − λ1 − (n − n1)|n − n1|α∣∣)
 1
3
|dα | Cα
3
(
max
{|n|, |n1|})α−2∣∣nn1(n− n1)∣∣.
◦ Case I: |n|  |n1|.
This means that
|dα | |n|α |n1|.
Putting this lower bound estimate into Q s,ε , we obtain
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σ 1−ε(λ,λ1,n,n1)
 |n|
2|n1|−2s
|n|α(1−ε)|n1|1−ε
≈ 1|n1|2s+(1−ε)|n|α(1−ε)−2
 1|n1|2s+(α+1)(1−ε)−2
 1.
Here we used (2.11), (2.12) and s−α4 .
◦ Case II: |n| ∼ |n1| and |n − n1| ∼ |n|.
The lower bound on σ(λ,λ1,n,n1) allows us to have
|n|2s+2|n1(n− n1)|−2s
〈λ − n|n|α〉1−ε 
|n|−2s+2
|n|(α+1)(1−ε) ≈
1
|n|2s+(α+1)(1−ε)−2  1,
which follows from (2.12) and s−α4 .
◦ Case III: |n| ∼ |n1| and |n − n1|  |n1|. One just needs to replace the |n1| with the |n − n1| in case I. We omit the
details.
◦ Case IV: |n|  |n1|.
In this case, we ﬁrst notice that
|n|2s+2|n1(n− n1)|−2s
〈λ − n|n|α〉1−ε 
|n|2s+2−(1−ε)
|n1|4s+α(1−ε) .
If s−α4 (1− ε), the right-hand side above could be controlled by
|n|2s+2−(1−ε)
|n|4s+α(1−ε) 
1
|n|2s+(α+1)(1−ε)−2 .
Otherwise α4  s < −α4 (1− ε), we have
2s + 2− (1− ε) < −α
2
(1− ε) + 1+ ε = −α − 2
2
(1− ε) − (1− ε) + 1+ ε < −2ε + 2ε = 0.
Thus
|n|2s+2−(1−ε)
|n1|4s+α(1−ε) 
|n1|2s+2−(1−ε)
|n1|4s+α(1−ε) ∼
1
|n1|2s+(α+1)(1−ε)−2 .
We ﬁnish our proof by noticing that (2.12) and s−α4 . 
We ﬁnish this section with a canonical estimate. This estimate describes the size of the set where two KdV ﬂows interact.
Proposition 2.4. For ﬁxed λ ∈ R, n ∈ Z, and j  1, let
G j =
{
n1 ∈ Z; 2 j−1 
∣∣λ − n1|n1|α − (n − n1)∣∣n− n1|α | < 2 j},
and
G0 =
{
n1 ∈ Z;
∣∣λ − n1|n1|α − (n − n1)|n − n1|α∣∣ 1}.
We have
#G j  2 j. (2.13)
Proof. Moreover, for ﬁxed j  0, we split four cases
G++j = {n1 > 0; n − n1 > 0, n1 ∈ G j}; (2.14)
G+−j = {n1 > 0; n − n1 < 0, n1 ∈ G j}; (2.15)
G−+ = {n1 < 0; n − n1 > 0, n1 ∈ G j}; (2.16)j
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G−−j = {n1 < 0; n − n1 < 0, n1 ∈ G j}. (2.17)
For ﬁxed λ and n, denote
f (x) = λ − (x|x|α + (n− x)|n − x|α).
When we consider (2.14),
f (x) = λ − (xα+1 + (n − x)α+1).
The derivatives of f are
f ′(x) = −(α + 1)(xα − (n− x)α),
and
f ′′(x) = −(α + 1)α(xα−1 + (n − x)α−1).
It is easy to obtain that
∣∣ f ′′(x)∣∣ 1, for x,n − x 1.
Thus the Taylor expansion at x = n2 gives
#G++j  2
j/2. (2.18)
We now consider (2.15). Now the function changes as
f (x) = λ − (xα+1 − (x− n)α+1).
Thus
f ′(x) = −(α + 1)(xα − (x− n)α).
To obtain a lower bound on | f ′|, we consider the right-hand side bracket. By the mean value theorem, we have
xα − (x− n)α = −α(x− ξ)α−1 · n, for some ξ between 0 and n.
Since x− 1max(0,n), we have |x− ξ | 1. This means that we have
∣∣ f ′(x)∣∣ 1.
Again by the mean value theorem, we have
#G+−j  2
j. (2.19)
For (2.16), we ﬁrst write it as
{
n1 > 1; n+ n1 > 1, 2 j−1 
∣∣λ + n1|n1|α − (n+ n1)|n + n1|α∣∣< 2 j}.
We now consider the function
f (x) = λ + (xα+1 − (n + x)α+1).
Thus
f ′(x) = (α + 1)(xα − (n + x)α).
With the same argument as (2.15), we obtain that
∣∣ f ′(x)∣∣ 1.
And then
#G−+j  2
j. (2.20)
For (2.17), we ﬁrst notice that n1 < 0 and n < 0. By change of the variables, we write it as{
n1 > 1; n+ n1 > 1, n > 0, 2 j−1 
∣∣λ + n1|n1|α + (n + n1)|n+ n1|α∣∣< 2 j}.
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f (x) = λ + (xα+1 + (n + x)α+1).
It is obvious that
∣∣ f ′(x)∣∣= (α + 1)(xα + (n+ x)α) 1.
Thus we have
#G−−j  2
j. (2.21)
We now ﬁnish the proof for (2.13). 
3. Proof of (1.2)
For a function f ∈ Xs , we deﬁne
P f (n, λ) = |n|s
〈
λ − n|n|α 〉 12 ∣∣ fˆ (n, λ)∣∣.
Thus we have
‖ f ‖Xs =
( ∑
n1∈Z˙
∫
R
(
P f (n, λ)
)2
dλ
) 1
2
= ∥∥P f (n, λ)∥∥l2n L2λ .
And
∣∣wˆ f g(n, λ)∣∣≈ |n| ∑
n1∈Z˙
∫
R
∣∣ fˆ (n − n1, λ − λ1)∣∣∣∣gˆ(n1, λ1)∣∣dλ1. (3.1)
Since we are working with mean-zero date, we may assume that nn1(n − n1) = 0.
By the deﬁnition of P f (n, λ), (1.2) equals to show that
[∑
n
∫
R
(∑
n1
∫
R
Q (n, λ,n1, λ1)P f (n − n1, λ − λ1)P g(n1, λ1)dλ1
)2
dλ
] 1
2
(3.2)

∥∥P f (n, λ)∥∥l2n L2λ
∥∥P g(n, λ)∥∥l2n L2λ , (3.3)
where Q (n, λ,n1, λ1) denotes the following quality:
|n|s+1|n1(n − n1)|−s
〈λ − n|n|α〉 12 〈λ1 − n1|n1|α〉 12 〈λ − λ1 − (n − n1)|n − n1|α〉 12
.
Let
A = {(n, λ,n1, λ1): ∣∣λ − λ1 − (n − n1)|n − n1|α∣∣ ∣∣λ1 − n1|n1|α∣∣}.
By symmetry, the proof of (3.2) (3.3) is reduced to estimate
[∑
n
∫
R
(∑
n1
∫
R
(χA Q )(n, λ,n1, λ1)P f (n − n1, λ − λ1)P g(n1, λ1)dλ1
)2
dλ
] 1
2
. (3.4)
We distinguish two cases.
• Case I: |λ1 − n1|n1|α | |λ − n|n|α |.
In this case, the set A is replaced by
AI =
{∣∣λ − λ1 − (n − n1)|n− n1|α∣∣ ∣∣λ1 − n1|n1|α∣∣ ∣∣λ − n|n|α∣∣}.
Cauchy–Schwarz’s inequality allows us to control (3.4) by
∥∥∥∥
(∑
n1
∫
(χAI Q )
2(n, λ,n1, λ1)dλ1
) 1
2
(∑
n1
∫
P2f (n − n1, λ − λ1)P2g(n1, λ1)dλ1
) 1
2
∥∥∥∥
l2n L
2
λ
.R R
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S2I = sup
n,λ
∑
n1
∫
R
(χAI Q )
2(n, λ,n1, λ1)dλ1.
We claim that
S2I  1, for s−
α
4
, (3.5)
by which, we can easily obtain
(3.4) S I
∥∥P f (n, λ)∥∥l2n L2λ
∥∥P g(n, λ)∥∥l2n L2λ  ‖ f ‖Xs‖g‖Xs .
We now prove the claim (3.5). Since 〈λ − n|n|α〉 is the largest among the three time brackets, Q 2 could be written as
|n|2s+2|n1(n− n1)|−2s
〈λ − n|n|α〉1−ε
1
〈λ1 − n1|n1|α〉1+ε/2〈λ − λ1 − (n − n1)|n− n1|α〉1+ε/2 .
By Proposition 2.3, for s−α4 (n, λ,n1, λ1) ∈ AI , we have
S2I  sup
n,λ
∑
n1
∫
λ1
dλ1
〈λ1 − n1|n1|α〉1+ε/2〈λ − λ1 − (n− n1)|n − n1|α〉1+ε/2 .
Letting
I1 =
∫
λ1
dλ1
〈λ1 − n1|n1|α〉1+ε/2〈λ − λ1 − (n − n1)|n − n1|α〉1+ε/2 ,
we have S2I  supn,λ
∑
n1
I1(n,n1, λ). Make the change of variables β = λ1 − n1|n1|α , letting α = −(n − n1)|n − n1|α −
n1|n1|α + λ. By Lemma 2.2, we have
I1(n,n1, λ)
1
〈λ − n1|n1|α − (n− n1)|n − n1|α〉1+ε/2 .
Therefore, S2I  supn,λ S I (n, λ), where
S I (n, λ) =
∑
n1
1
〈λ − n1|n1|α − (n− n1)|n − n1|α〉1+ε/2 .
By Proposition 2.4, we have
S I (n, λ)
∑
j1
2− j(1+ε/2)#G j  1. (3.6)
Thus we have
S2I  1.
• Case II: |λ − n|n|α | < |λ1 − n1|n1|α |.
Here the set A becomes
AII =
{∣∣λ − λ1 − (n− n1)|n − n1|α∣∣< ∣∣λ1 − n1|n1|α∣∣, ∣∣λ − n|n|α∣∣< ∣∣λ1 − n1|n1|α∣∣}.
This means we need to estimate∥∥∥∥
∑
n1
∫
R
(χAII Q )(n, λ,n1, λ1)P f (n − n1, λ − λ1)P g(n1, λ1)dλ1
∥∥∥∥
l2n L
2
λ
. (3.7)
By duality, the l2nL
2
λ norm equals
sup
‖d‖
l2n L
2=1
∑
n,n1
∫
2
d(n, λ)(χAII Q )(n, λ,n1, λ1)P f (n − n1, λ − λ1)P g(n1, λ1)dλ1 dλ. (3.8)
λ R
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sup
‖d‖
l2n L
2
λ
=1
(∑
n1
∫
λ1
[∑
n
∫
λ
(χAII Q )
2(n, λ,n1, λ1)dλ
][∑
n
∫
λ
d2(n, λ)P2f (n − n1, λ − λ1)dλ
]
dλ1
) 1
2
‖g‖Xs .
Denote
S2II = sup
n1,λ1
∑
n
∫
λ
(χAII Q )
2(n, λ,n1, λ1)d(n, λ).
We now need to show for s−α4 ,
S2II  1. (3.9)
This case is similar to the previous, by Proposition 2.3, for (n, λ,n1, λ1) ∈ AII , we obtain
S2II  sup
n1,λ1
∑
n
I2(n,n1, λ1),
where
I2(n,n1, λ1) =
∫
λ
dλ
〈λ − n|n|α |〉1+ε/2〈λ − λ1 − (n − n1)|n − n1|α〉1+ε/2 .
Thus by Lemma 2.2, we have
I2(n,n1, λ1)
1
〈(n− n1)|n − n1|α − n|n|α + λ1〉1+ε/2 .
Similar to the proof of case I, we have
S2II  sup
n1,λ1
∑
n
1
〈(n − n1)|n − n1|α − n|n|α + λ1〉1+ε/2  1.
So we complete the proof of (1.2).
4. Proof of (1.3)
As in the proof of (1.2), we also consider (1.3) in the same two cases. (1.3) could be written as∥∥∥∥
∫
R
∑
n1
∫
R
(χA Q 2)(·, λ,n1, λ1)P f (· − n1, λ − λ1)P g(n1, λ1)dλ1 dλ
∥∥∥∥
l2n
 ‖ f ‖Xs‖g‖Xs .
Here we use Q 2(n, λ,n1, λ1) to denote
|n|s+1|n1(n − n1)|−s
〈λ − n|n|α〉〈λ1 − n1|n1|α〉 12 〈λ − λ1 − (n− n1)|n − n1|α〉 12
.
• Case I: |λ1 − n1|n1|α | |λ − n|n|α |.
As before, the set A is replaced by
AI =
{∣∣λ − λ1 − (n − n1)|n− n1|α∣∣ ∣∣λ1 − n1|n1|α∣∣ ∣∣λ − n|n|α∣∣}.
By duality of l2(Z), we need to estimate
sup
‖d‖l2=1
∑
n
d(n)
∫
λ
∑
n1
∫
λ1
(χAI Q )(n, λ,n1, λ1)P f (n − n1, λ − λ1)P g(n1, λ1)dλ1 dλ.
By Cauchy–Schwarz, we could control it by
sup
‖d‖l2=1
[∑
n1
∫
λ
(∑
n
∫
λ
(χAI Q 2)
2(n, λ,n1, λ1)dλ
)(∑
n
∫
λ
d2(n)P2f (n − n1, λ − λ1)dλ
)
dλ1
] 1
2
‖g‖Xs .
1
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S2I ′ = sup
n1
∑
n
∫
λ1
∫
λ
(χAI Q 2)
2(n, λ,n1, λ1)dλdλ1  1.
By Lemma 2.1, we always have
∣∣λ − n|n|α∣∣max(|n1|, |n|)α.
For some 0< r < 12 , we write S I ′ as
S2I ′ =
∑
n
∫
λ
∫
λ1
1
max(|n|, |n1|)α(1−r) · (χAI Q r)
2(n, λ,n1, λ1)dλ1 dλ,
where Q 2r denotes
|n|2s+2|n1(n− n1)|−2s
〈λ − n|n|α〉 ·
1
〈λ1 − n1|n1|α〉1+r/2〈λ − λ1 − (n − n1)|n− n1|α〉1+r/2 .
◦ Subcase I: |n| |n1|.
By Proposition 2.3, we have
|n|2s+2|n1(n− n1)|−2s
〈λ − n|n|α〉  1. (4.1)
And S2I ′ could be controlled by
∑
n
∫
λ
∫
λ1
1
|n|α(1−r) ·
dλ1 dλ
〈λ1 − n1|n1|α〉1+r/2〈λ − λ1 − (n − n1)|n− n1|α〉1+r/2 .
By Lemma 2.2 we have∫
λ1
dλ1
〈λ1 − n1|n1|α〉1+r/2〈λ − λ1 − (n − n1)|n − n1|α〉1+r/2 
1
〈λ − (n1 − n)α − n1|n1|α〉1+r/2 .
Therefore, we obtain
S2I ′ 
∑
n
1
|n|α(1−r)
∫
λ
1
〈λ − (n1 − n)α − n1|n1|α〉1+r/2 dλ 1.
◦ Subcase II: |n|  |n1|.
This case is just the same as above, but only replace the max(|n|, |n1|)α(1−r) term by |n|(α+1)(1−r) .
• Case II: |λ − n|n|α | < |λ1 − n1|n1|α |.
Now we replace A with AII = {|λ−λ1 − (n−n1)|n−n1|α | < |λ1 −n1|n1|α |, |λ−n|n|α | < |λ1 −n1|n1|α |}. Let 0< ε < 1 satisfy
Proposition 2.3, we denote Q as
|n|s+1|n1(n − n1)|−s
〈λ1 − n1|n1| 12 〉 12− ε2
· 1
〈λ − n|n|α〉 12+ ε8 〈λ − λ1 − (n − n1)|n − n1|α〉 12+ ε4
.
Again by duality of l2(Z), we need to estimate
sup
‖d‖l2=1
∑
n
d(n)
∫
λ
∑
n1
∫
λ1
(χAII Q )(n, λ,n1, λ1)P f (n − n1, λ − λ1)P g(n1, λ1)dλ1 dλ. (4.2)
We now introduce
d(n, λ) = d(n)
〈λ − n|n|α〉 12+ ε8
,
which satisﬁes
‖d‖l2 ≈
∥∥d(n, λ)∥∥ 2 2 .n ln Lλ
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sup
‖d‖l2=1
[∑
n1
∫
λ1
(∑
n
∫
λ
(χAI Q ε)
2(n, λ,n1, λ1)dλ
)(∑
n
∫
λ
d2(n, λ)P2f (n − n1, λ − λ1)dλ
)
dλ1
] 1
2
‖g‖Xs ,
where Q ε denotes
|n|s+1|n1(n − n1)|−s
〈λ1 − n1|n1| 12 〉 12− ε2
· 1
〈λ − n|n|α〉 12+ ε8 〈λ − λ1 − (n − n1)|n− n1|α〉 12+ ε4
.
Thus we come to the same situation as the case II in the proof of (1.2). We omit the details.
5. Proof of Theorem 1.1 and Theorem 1.3
Taking the Fourier transform with respect to x in (1.1), we have
∂t uˆ(n, t) − in|n|α uˆ(n, t) = −wˆ(n, t), uˆ(n,0) = ϕˆ(n),
where wˆ(n, t) = û∂xu(n, t). We are not working the Y s norm directly on the equation since the function has no integrability
in time. A cutting off according to time is necessary. Let ψ(t) be a bump function with support in {|t| < 1} and ψ(t) = 1 for
|t| < 12 , we obtain
ψ(t)u(x, t) = 1
2π
ψ(t)
∑
n∈Z˙
ϕˆ(n)ei(nx+n|n|αt)
+ i
(2π)2
∞∑
k=1
ik
k!ψ(t)t
k
∑
n∈Z˙
ei(nx+n|n|αt)
∞∫
−∞
ψ
(
λ − n|n|αt)(λ − n|n|α)k−1 wˆ(n, λ)dλ
+ i
(2π)2
ψ(t)
∑
n∈Z˙
ei(nx)
∞∫
−∞
1− ψ(λ − n|n|α)
λ − n|n|α e
iλt wˆ(n, λ)dλ
− i
(2π)2
ψ(t)
∑
n∈Z˙
ei(nx+n|n|αt)
∞∫
−∞
1− ψ(λ − n|n|α)
λ − n|n|α wˆ(n, λ)dλ, (5.1)
where wˆ(n, λ) = i
8π2
nuˆ  uˆ(n, λ).
5.1. Proof of the local well-posedness
Let T denote the map deﬁned by the above expressions. In order to prove Theorem 1.1, we will show that the map
u 
→ Tu is a contraction in a small ball of Y s space, which needs the following estimates.
Theorem 5.1. Let α > 2. If s−α4 , then there is a constant c = c(ψ) > 0 such that for all u, v ∈ Y s
‖T u‖Y s  c
(‖u‖2Y s + ‖ϕ‖Hs), (5.2)
and
‖T u − T v‖Y s  c
(‖u + v‖Y s‖u − v‖Y s). (5.3)
As a straightforward application of Theorem 5.1, we obtain the following proposition.
Proposition 5.2. Let c = c(ψ) be the constant appearing in Theorem 3.1. If ‖ϕ‖Hs  2/(9c2), then T is a contraction on the closed
ball B(0,1/(3c)) in Y s.
Therefore, local well-posedness for suﬃciently small date (‖ϕ‖Hs  2/(9c2)) follows from Proposition 5.2. For large date,
we can exploit the scaling argument, since s−α is subcritical.4
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the following estimate:
‖T u‖Y s  ‖ϕ‖Hs +
(
‖w‖
Xs,−
1
2
+
(∑
n∈ Z˙
|n|2s
[∫
R
|wˆ(n, λ)|
〈λ − n|n|α〉 dλ
]2) 12)
. (5.4)
Then (5.2) follows from (5.4) and the bilinear estimates in Theorem 1.2 with f = g = u. We notice that Tu − T v is the
dispersion general KdV equation with non-linear term as u∂xu − v∂xv with initial data ϕ = 0. By bilinear estimates with
f = u + v and g = u − v , we can ﬁnish the proof of (5.3).
5.2. Counterexamples to the bilinear estimates (1.2) and (1.3) for s < −α4
For any f˜ = P f (n, λ) ∈ L2λl2n , we deﬁne the bilinear form Bs( f˜ , f˜ ) with
ns+1
〈λ − n|n|α〉 12
∑
n1 =0, n1 =n
∞∫
−∞
(n1(n− n1))−s f˜ (n1, λ1) f˜ (n− n1, λ − λ1)dλ1
〈λ1 − n1|n1|α〉 12 〈λ − λ1 − (n− n1)|n − n1|α〉 12
.
(1.2) equals
‖Bs( f˜ , f˜ )‖L2λl2n  c‖ f˜ ‖
2
L2λl
2
n
(5.5)
with s−α4 .
Next, we give a counterexample to say (5.5) fails for s < −α4 . We choose
f˜ = anχ1
(
λ − n|n|α).
Here χb(λ − n|n|α) is
χb
(
λ − n|n|α)=
{
1, |λ − n|n|α | b;
0, elsewhere,
(5.6)
and
an =
{
1, n = N,1− N;
0, elsewhere.
(5.7)
We evaluate Bs( f˜ , f˜ )(n, λ) at n = 1 and obtain
Bs( f˜ , f˜ )(1, λ) ≈ 1
(1+ |λ − 1|) 12
· 1
N2s
,
for those λ’s for which in a unit size interval of λ1’s we have
∣∣λ1 − N|N|α∣∣ 1, ∣∣λ − λ1 − (1− N)|1− N|α∣∣ 1.
Moreover, the lower bound estimate on the resonance function implies |λ − 1| Nα .
Hence, for any N ∈ N, we have
1
N
α
2
· 1
N2s
 c.
Therefore, s  −α4 . The same function could be used to show that (1.3) also fails for s < −α4 . We omit the details. This
completes the proof of Theorem 1.3.
Acknowledgments
We would like to thank the referee for the careful reading of the manuscript and some helpful suggestions. This work was partially supported by NSF
of China (Grant No. 10801012) and Program for Changjiang Scholars and Innovative Research Team in University.
718 J. Li, S. Shi / J. Math. Anal. Appl. 379 (2011) 706–718References
[1] J. Bourgain, Fourier transform restriction phenomena for certain lattice subsets and applications to nonlinear evolution equations, Part II, Geom. Funct.
Anal. 3 (1993) 209–262.
[2] W. Chen, J. Li, C. Miao, J. Wu, Low regularity solutions of two ﬁfth-order KdV type equations, J. Anal. Math. 107 (2009) 221–238.
[3] W. Chen, Z. Guo, Global well-posedness and I-method for the ﬁfth-order Korteweg–de Vries equation, arXiv:0910.5895v1.
[4] M. Christ, J. Colliander, T. Tao, Asymptotics, frequency modulation and low regularity ill-posedness for canonical defocussing equations, Amer. J.
Math. 125 (2003) 1235–1293.
[5] J. Colliander, M. Keel, G. Staﬃlani, H. Takaoka, T. Tao, Multilinear estimates for periodic KdV equations and applications, J. Funct. Anal. 211 (2004)
173–218.
[6] J. Colliander, M. Keel, G. Staﬃlani, H. Takaoka, T. Tao, Sharp global well-posedness for KdV and modiﬁed KdV on R and T, J. Amer. Math. Soc. 16 (3)
(2003) 705–749.
[7] J. Gorsky, A. Himonas, Well-posendness of KdV with higher dispersion, Math. Comput. Simulation 80 (2009) 173–183.
[8] Z. Guo, Global well-posedness of Korteweg–de Vries equation in H−3/4(R), J. Math. Pures Appl. 91 (2009) 583–597.
[9] A. Himonas, G. Misiolek, Well-posedness of the Cauchy problem for a shallow water equation on the circle, J. Differential Equations 161 (2000) 479–
495.
[10] C. Kenig, G. Ponce, L. Vega, A bilinear estimate with application to the KdV equation, J. Amer. Math. Soc. 9 (1996) 573–603.
[11] N. Tzvetkov, Remark on the local illposedness for KdV equation, C. R. Acad. Sci. Paris 329 (1999) 1043–1047.
