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SECOND MAIN THEOREM FOR HOLOMORPHIC
CURVES INTO ALGEBRAIC VARIETIES INTERSECTING
MOVING HYPERSURFACES TARGETS
LIBING XIE AND TINGBIN CAO
Abstract. Since the great work on holomorphic curves into algebraic
varieties intersecting hypersurfaces in general position established by
Ru in 2009, recently there has been some developments on the second
main theorem into algebraic varieties intersecting moving hypersurfaces
targets. The main purpose of this paper is to give some interesting
improvements of Ru’s second main theorem for moving hypersurfaces
targets located in subgeneral position with index.
1. Introduction and main results
It is well-known that in 1933, H. Cartan established Nevanlinna theory for
meromorphic functions to the case of linearly nondegenerate holomorphic
curves into complex projective spaces intersecting hyperplanes in general
position, and conjectured that it is still true for moving hyperplanes tar-
gets. From then on, higher dimensional Nevanlinna theory has been studied
very hot (refer to [13, 16, 7]). In 2009, Ru [12] proposed a great work
on second main theorem of algebraically nondegenerate holomorphic curves
into smooth complex varieties intersecting hypersurfaces in general position,
which is a generalization of the Cartan’s second main theorem and his own
former result [10] completely solving the Shiffman’s conjecture[14] under the
motivation of Corvaja-Zannier [15] in Diophantine approximation.
Thus, it is natural and interesting to investigate the Ru’s second main
theorem into complex projective spaces and even into complex algebraic
varieties for the moving hypersurfaces targets. Based on their affirmation
of the Shiffman’s conjecture for moving hypersurfaces targets [3], recently,
Dethloff and Tan [2] continue to prove successfully the following theorem. In
the special case where the coefficients of the polynomials Qj’s are constant
and the variety V is smooth, this is the Ru’s second main theorem [12].
Theorem 1.1. [2] Let V ⊂ Pn(C) be an irreducible (possibly singular) va-
riety of dimension u, and let f be a non-constant holomorphic map of C
into V. and let D = {D1, . . . ,Dq} be a family of slowly moving hypersur-
faces (with respect to f) in general position, and let Q = {Q1, . . . , Qq}
be the set of the set of the defining homogeneous polynomials of D with
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degQj = dj , (j = 1, ..., q) and Qj(f) 6≡ 0 for j = 1, . . . , q. Assume that f is
algebraically nondegenerate over KQ. Then, for any ǫ > 0,
q∑
j=1
(1/dj)mf (r,Dj) ≤ (u+ 1 + ǫ)Tf (r)(1)
holds for all r outside a set with finite Lebesgue measure.
Very recently, Yan-Yu [17] gave an improvement of the Quang’s version [8,
Theorem 1.1] of the second main theorem with moving hypersurfaces located
in subgeneral position in complex projective space by the method of Dethloff
and Tan [2]. They observed that the condition that “f is algebraically
nondegenerate over KQ” in Theorem 1.1 and Quang’s result [8, Theorem
1.1] is difficult to check, and weaken this condition to the case when the
holomorphic curve is only assumed to be nonconstant.
Theorem 1.2. [17] Let f be a nonconstant holomorphic curve from C into
P
n(C), and let D = {D1, . . . ,Dq} be a family of slowly moving hypersurfaces
(with respect to f) in m-subgeneral position, and let Q = {Q1, . . . , Qq} be the
set of the set of the defining homogeneous polynomials of D with degQj =
dj , (j = 1, ..., q) and Qj(f) 6≡ 0 for j = 1, . . . , q. Then, for any ǫ > 0,
q∑
j=1
(1/dj)mf (r,Dj)(2)
≤ ((m−min{n,m/2}+ 1)(min{n,m/2}+ 1) + ǫ)Tf (r)
holds for all r outside a set with finite Lebesgue measure.
In this paper, we combine their methods [2, 17] together and adopt the
new concept of the index of subgeneral position due to Ji-Yan-Yu [5] to ob-
tain some interesting developments of Ru’s second main theorem for moving
hypersurfaces targets, which are improvements of Theorem 1.1 and Theo-
rem 1.2. Before the statement of our results, we first need to recall some
definitions and notations in Nevanlinna theory as follows.
Let f : C → Pn(C) be a holomorphic map, the characteristic function of
f is defined by
Tf (r) =
∫ 2π
0
log ‖ f(reiθ) ‖
dθ
2π
,
where f = (f0, . . . , fn) is a reduced representation of f with f0, . . . , fn hav-
ing no common zeros and ‖f‖ = max{|f0(z)|, . . . , fn(z)|}. Especially, for
a meromorphic function f on C, we can choose two holomorphic functions
f0, f1 on C without common zeros such that f = [f0 : f1] : C→ P
1(C), and
then define the characteristic function of f .
We note that a divisor on Pn(C) is a hypersurface defined by some homo-
geneous polynomial. Now, we introduce the so-called moving hypersurface
on Pn(C). For a positive integer d, we set
Id := {I = (i0, . . . , in) ∈ Z
n+1
≥0 |i0 + . . .+ in = d},
and nd = ♯Id.
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A moving hypersurface D in Pn(C) of degree d is defined by
D(z) = {[x0, . . . , xn] ∈ P
n(C)|Q(z) =
∑
I∈Id
aI(z)x
I = 0}.
where aI , I ∈ Id, are holomorphic functions on C without common zeros,
and xI = xi00 · · · x
in
n . Then, for each z ∈ C, D(z) is a (fixed) hypersurface
in Pn(C). If d = 1, D is called a moving hyperplane. Since a moving hy-
persurface D can be regarded as a holomorphic map D : C → Pnd−1(C)
defined by z 7→ [. . . , aI(z), . . .]I∈Id , we call D a slowly moving hypersurface
with respect to f if TD(r) = o(Tf (r)) possibly outside of a set with finite
Lebegue measure.
Let Q = {Q1, . . . , Qq} be a family of homogeneous polynomials with
degQj = dj defining D = {D1, . . . ,Dq}. Assume that
Qj =
∑
I∈Id
aj,Ix
I , j = 1, ..., q.
We denote by KQ the smallest subfield of meromorphic function field M
which contains C and all
aj,Is
aj,It
, where aj,It 6≡ 0, j ∈ {1, ..., q}, It, Is ∈ Idj .
Assume that f is linearly nondegenerate over KQ if there is no nonzero linear
form L ∈ KQ[x0, . . . , xn] such that L(f0, . . . , fn) ≡ 0, and f is algebraically
nondegenerate over KQ if there is no nonzero homogeneous polynomial Q ∈
KQ[x0, . . . , xn] such that Q(f0, . . . , fn) ≡ 0.
The proximity function of f with respect to the moving hypersurface D
is defined as
mf (r,D) =
∫ 2π
0
λD(f(re
iθ))
dθ
2π
,
where λD(f) = log
‖f‖d‖Q‖
|Q(f)| is the Weil function and ‖Q‖ = maxI∈Id{|aI |}.
According to [5], we can give a similar definition for moving hypersurfaces
located in m-general position with index k.
Definition 1.3. Let {D1, . . . ,Dq} be a family of moving hypersurfaces in
algebraic variety V ⊂ Pn(C).
(a). The hypersurfaces are said to be in general position (or say in weakly
general position) if there exists z ∈ C (if this condition is satisfied for one
z ∈ C, it is also satisfied for all z except for a discrete set) for any subset
I ⊂ {1, . . . , q} with ♯I ≤ dimV + 1,
codim
(⋂
i∈I
Di(z) ∩ V
)
≥ ♯I.
(b). The hypersurfaces are said to be in m-subgeneral position (m ≥
dimV ) if there exists z ∈ C (if this condition is satisfied for one z ∈ C, it is
also satisfied for all z except for a discrete set) for any subset I ⊂ {1, . . . , q}
with ♯I ≤ m+ 1,
dim
(⋂
i∈I
Di(z) ∩ V
)
≤ m− ♯I.
(c). The hypersurfaces are said to be in m-general position with index k
if D1, . . . ,Dq are in m-subgeneral position and if there exists z ∈ C (if this
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condition is satisfied for one z ∈ C, it is also satisfied for all z except for a
discrete set) for any subset I ⊂ {1, . . . , q} with ♯I ≤ k,
codim
(⋂
i∈I
Di(z) ∩ V
)
≥ ♯I.
(Here we set dim ∅ = −∞.)
Now we state our main results which are improvements and extensions
of Theorem 1.1 and Theorem 1.2 concerning moving hypersurfaces targets
located in subgeneral position with index.
Theorem 1.4. Let f : C → V ⊂ Pn(C) be a nonconstant holomorphic
curve, where V is an irreducible algebraic subvariety of dimension u. Let
D = {D1, . . . ,Dq} be a collection of slowly moving hypersurfaces in m-
subgeneral position with index k, and let Q = {Q1, . . . , Qq} be the set of the
defining homogeneous polynomials of D with degQj = dj and Qj(f) 6≡ 0 for
j = 1, . . . , q. Then, for any ǫ > 0,
q∑
j=1
1
dj
mf (r,Dj)(3)
≤
((
m−min{u, t}
max{1,min{m− u, k}}
+ 1
)
(min{u, t}+ 1) + ǫ
)
Tf (r)
holds for all r outside a set with finite Lebesgue measure, where
t =
m− 1 +max{1,min{m− u, k}}
2
.
Remark 1.5. (i). For the special case whenever k = 1, noting that m ≥ u,
we get that max{1,min{m − u, k}} = 1 and t = m2 . Then Theorem 1.4
recovers Theorem 1.2.
(ii). For the special case whenever k > 1 and m ≥ 2u, we have t = m−1+k2 >
m
2 ≥ u ≥ k, then
(
m−min{u,t}
max{1,min{m−u,k}} + 1
)
(min{u, t} + 1) in the right side of
(3) reduces to
(
m−u
k
+ 1
)
(u+ 1) . This implies that (3) is better than (2).
When k is strictly greater than one, we have the following complement
result of Theorem 1.4. In the special case whenever k > 1 and m ≥ 2u,
we find that max{m2k , 1}(u+1) is smaller than
(
m−u
k
+ 1
)
(u+ 1) , and thus
(4) is better than (3); whenever k > 1 and m ≤ 2k < 2u, one can also
easily deduce that (4) is better than (3); however, we do not know which
one between (4) and (3) is better whenever k > 1 and 2k < m < 2u.
Theorem 1.6. Let f : C → V ⊂ Pn(C) be a nonconstant holomorphic
curve, where V is an irreducible algebraic subvariety of dimension u. Let
D = {D1, . . . ,Dq} be a collection of slowly moving hypersurfaces in m-
subgeneral position with index k (k > 1), and let Q = {Q1, . . . , Qq} be the
set of the defining homogeneous polynomials of D with deg Qj = dj and
Qj(f) 6≡ 0 for j = 1, . . . , q. Then, for any ǫ > 0,
q∑
j=1
1
dj
mf (r,Dj) ≤
(
max{
m
2k
, 1}(u + 1) + ǫ
)
Tf (r)(4)
holds for all r outside a set with finite Lebesgue measure.
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Let us introduce the definition of the so-called (k, ℓ) condition for moving
hypersurfaces, originated from [4, 17].
Definition 1.7. Let f = [f0 : . . . : fn] be a holomorphic curve from C
into V ⊂ Pn(C), where V is an irreducible algebraic subvariety of dimen-
sion u. And let D = {D1, . . . ,Dq} be a family of moving hypersurfaces
defined by a set of homogeneous polynomials Q = {Q1, . . . , Qq} and be m-
subgeneral position with k(0 < k ≤ ℓ). For an integer 0 ≤ ℓ ≤ u, f is said
to be ℓ-nondegenerate over KQ if dimV
′ = ℓ, where IKQ(V ) is the ideal in
KQ[x0, · · · , xn] generated by I(V ), and V
′ is the variety constructed by all
homogeneous polynomials P ∈ IKQ(V ) such that P (f0, . . . , fn) ≡ 0,
From the proof of Theorem 1.4 one can easily get the following result,
which recovers Theorem 1.1 for the special case m = ℓ = u and k = 1, and
[17, Theorem 2.1] for the special case k = 1, respectively.
Theorem 1.8. Let f = [f0 : . . . : fn] be a holomorphic curve from C
into V ⊂ Pn(C), and let D = {D1, . . . ,Dq} be a family of slowly moving
hypersurfaces defined by a set of homogeneous polynomials Q = {Q1, . . . , Qq}
with degQj = dj , degQj(f) 6≡ 0 for j = 1, . . . , q and be m-subgeneral
position with index k (1 ≤ k ≤ ℓ). Assume that f is ℓ-nondegenerate over
KQ. Then, for any ǫ > 0,
q∑
j=1
1
dj
mf (r,Dj) ≤
((
m− ℓ
min{m− ℓ, k}
+ 1
)
(ℓ+ 1) + ǫ
)
Tf (r)
holds for all r outside a set with finite Lebesgue measure.
Whenever k > 1, from the proof of Theorem 1.6 one can also easily get
the following result which is a complement of Theorem 1.8.
Theorem 1.9. Let f = [f0 : . . . : fn] be a holomorphic curve from C
into V ⊂ Pn(C), and let D = {D1, . . . ,Dq} be a family of slowly moving
hypersurfaces defined by a set of homogeneous polynomials Q = {Q1, . . . , Qq}
with with degQj = dj, degQj(f) 6≡ 0 for j = 1, . . . , q and be m-subgeneral
position with index k(1 < k ≤ ℓ). Assume that f is ℓ-nondegenerate over
KQ. Then, for any ǫ > 0,
q∑
j=1
1
dj
mf (r,Dj) ≤
(
max{
m
2k
, 1}(ℓ + 1) + ǫ
)
Tf (r)
holds for all r outside a set with finite Lebesgue measure.
The remainder below is the proofs of the theorems, in which the methos
to deal with moving targets by Dethloff-Tan [2], Yan-Yu [17], and the tech-
niques to deal with hypersurfaces in subgeneral position instead of Nochka’s
weights owing to Quang [8, 9] are used in this paper.
2. Proof of Theorem 1.4
Firstly, we may assume that Q1, . . . , Qq have the same degree degQj =
dj = d. Set
Qj(z) =
∑
I∈Id
aj,I(z)x
I , j = 1, ..., q.
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For each j, there exists aj,Ij(z), one of the coefficients in Qj(z), such that
aj,Ij(z) 6≡ 0. We fix this aj,Ij , then set a˜j,I(z) =
aj,I (z)
a
j,Ij
(z) and
Q˜j(z) =
∑
I∈Id
a˜j,I(z)x
I
which is a homogeneous polynomial in KQ[x0, . . . , xn]. By definition of the
proximity function and Weil function, we have
λDj (f) = log
‖f‖d‖Qj‖
|Qj(f)|
= log
‖f‖d‖Q˜j‖
|Q˜j(f)|
,
for j = 1, . . . , q. Denote by CQ the set of all non-negative functions h : C→
[0,+∞] ⊂ R¯, which are of the form
|g1|+ · · ·+ |gs|
|gs+1|+ · · · + |gt|
,
where s, t ∈ N, g1 + · · · + gt ∈ KQ \ {0}. It is easy to see that the sums,
products and quotients of functions in CQ are again in CQ. Obviously, for
any h ∈ CQ, we have ∫ 2π
0
log h(reiθ)
dθ
2π
= o(Tf (r)).
Since D = {D1, . . . ,Dq} are in m-subgeneral position, we have the following
lemma.
Lemma 2.1. [3, 8, 17] For any Dj1 , . . . ,Djm+1 ∈ D, there exist functions
h1, h2 ∈ CQ such that
h2‖f‖
d ≤ max
k∈{1,...,m+1}
|Q˜jk(f0, . . . , fn)| ≤ h1‖f‖
d.
For each given z ∈ C (excluding all zeros and poles of Q˜j(f)), there exists
a renumbering {1, . . . , q} such that
|Q˜1(z)(f)(z)| ≤ |Q˜2(z)(f)(z)| ≤ · · · ≤ |Q˜q(z)(f)(z)|.
By Lemma 2.1, we have maxj∈{1,...,m+1} |Q˜j(z)(f)(z)| = |Q˜m+1(z)(f)(z)| ≥
h‖f‖d for some h ∈ CQ, i. e. ,
‖f(z)‖d
|Q˜m+1(z)(f)(z)|
≤
1
h(z)
.
Hence,
q∏
j=1
‖f(z)‖d
|Q˜j(f)(z)|
≤
1
hq−m(z)
m∏
j=1
‖f(z)‖d
|Q˜j(z)(f)(z)|
,
and
q∑
j=1
λDj(f(z)) ≤
m∑
j=1
λDj(z)(f(z)) + log h
′, forh′ ∈ CQ.(5)
Let KQ be an arbitrary field over C generated by a set of meromorphic
function on C. Let V be a sub-variety in Pn(C) of dimension u defined by
the homogenous ideal I(V ) ⊂ C[x0, · · · , xn]. Denote by IKQ(V ) the ideal in
KQ[x0, · · · , xn] generated by I(V ).
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(i). If f : C → V ⊂ Pn(C) is algebraically degenerate over KQ, there ex-
ists a nonzero homogeneous polynomial P ∈ IKQ(V ) ⊆ KQ[x0, · · · , xn] such
that P (f0, . . . , fn) ≡ 0. We can construct an ideal IKQ(V
′) ⊆ IKQ(V ) gen-
erated by all homogeneous polynomials P ∈ IKQ(V ) ⊆ KQ[x0, · · · , xn] such
that P (f0, . . . , fn) ≡ 0. Since KQ[x0, · · · , xn] is a Noetherian ring, IKQ(V ) is
finitely generated. Assume that IKQ(V
′) is generated by homogeneous poly-
nomials P1, . . . , Ps. Consider the variety V
′ constructed by P1, . . . , Ps. Let
degV ′ = ∆ and dimKQ V
′ = ℓ where 0 < ℓ ≤ u. Note that f has the follow-
ing property: there exists no homogeneous polynomial P ∈ IKQ(V )/IKQ(V
′)
such that P (f0, . . . , fn) ≡ 0.
For a positive integer N , let IKQ(V )N be the vector space of homogeneous
polynomials of degree N , and let IKQ(V
′)N := IKQ(V
′) ∩ IKQ(V )N . Set
V ′N := IKQ(V )N/IKQ(V
′)N , denote by [g] the projection of g in V
′
N . We
have the following basic fact from the theory of Hilbert polynomials (e.g.
see [15]):
Lemma 2.2. M := dimKQ V
′
N =
∆Nℓ
ℓ! + ρ(N), where ρ(N) is an O(N
ℓ−1)
function depending on the variety V ′. Moreover, there exists an integer N0
such that ρ(N) is a polynomial function of N for N > N0.
Let a be an arbitrary point in C such that all coefficients of P1, . . . , Ps are
holomorphic at a, denote by I(V ′(a)) the homogeneous ideal in C[x0, . . . , xn]
generated by P1(a), . . . , Ps(a), let V
′(a) be the variety in V (a) ⊂ Pn(C)
defined by I(V ′(a)), then we have
Lemma 2.3. [3, 8, 17] dimV ′(a) = ℓ, for all a ∈ C excluding a discrete
subset.
Next, we prove the following lemma concerning on the hypersurfaces lo-
cated in m-subgeneral position with index k, which plays the role in this
paper. The method of it is originally from Quang [8, 9].
Lemma 2.4. Let Q˜1, . . . , Q˜m+1 be homogeneous polynomials in KQ[x0, . . . , xn]
of the same degree d ≥ 1, in (weakly) m-subgeneral position with index k.
For each point a ∈ C satisfying the following conditions:
(i) the coefficients of Q˜1, . . . , Q˜m+1 are holomorphic at a,
(ii) Q˜1(a), . . . , Q˜m+1(a) have no non-trivial common zeros,
(iii) dimV ′(a) = ℓ,
then there exist homogeneous polynomials P˜1(a) = Q˜1(a), . . . , P˜k(a) = Q˜k(a),
P˜k+1(a), . . . , P˜ℓ+1(a) ∈ C[x0, . . . , xn] with
P˜t(a) =
m−ℓ+t∑
j=k+1
ctjQ˜j(a), ctj ∈ C, t ≥ k + 1,
such that (
ℓ+1⋂
t=1
P˜t(a)
)
∩ V ′(a) = ∅.
Proof. We assume that Q˜i (1 ≤ i ≤ m+ 1) has the following form
Q˜i =
∑
I∈τd
aiIω
I .
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By the definition of the m-subgeneral position, there exists a point a ∈ C
such that the following system of equations
Q˜i(a)(ω0, . . . , ωn) = 0, 1 ≤ i ≤ m+ 1
has only trivial solution (0, . . . , 0). We may assume that Q˜i(a) 6≡ 0 for all
1 ≤ i ≤ m+ 1, and for any k moving hypersurfaces, we have
dim

 k⋂
j=i
Dj(a) ∩ V
′(a)

 = ℓ− k
(On the one hand, it is obvious dim
(⋂k
j=iDj(a) ∩ V
′(a)
)
≥ ℓ − k; on the
other hand, according to the definition of m-subgeneral position with index
k, we have dim
(⋂k
j=iDj(a) ∩ V
′(a)
)
≤ ℓ− k).
For each homogeneous polynomial Q˜ ∈ C[x0, . . . , xn], we denote by D the
fixed hypersurface in Pn(C) defined by Q˜, i.e.,
D = {(ω0, . . . , ωn) ∈ P
n(C) | Q˜(ω0, . . . , ωn) = 0}.
Setting P˜1(a) = Q˜1(a), . . . , P˜k(a) = Q˜k(a), we see that
dim
(
t⋂
i=1
Di(a) ∩ V
′(a)
)
≤ m− t, t = m− ℓ+ k + 1, . . . ,m+ 1,
where dim ∅ = -∞.
Step 1. We will construct P˜k+1 as follows. For each irreducible componet
Γ of dimension ℓ− k of
⋂k
i=1 P˜i(a) ∩ V
′(a), we put
V1Γ = {c = (ck+1, . . . , cm−ℓ+k+1) ∈ C
m−ℓ+1,Γ ⊂ Dc(a),
where Q˜c =
m−ℓ+k+1∑
j=k+1
cjQ˜j}.
Here, Dc(a) = P
n(C) with c = (0, . . . , 0) ∈ Cm−ℓ+1. By definition, V1Γ is a
subspace of Cm−ℓ+1. Since
dim
(
m−ℓ+k+1⋂
i=1
Di(a) ∩ V
′(a)
)
≤ ℓ− k − 1,
there exists i ∈ {k + 1, . . . ,m − ℓ + k + 1} such that Γ 6⊂ Di(a). This
implies that V1Γ is a proper subspace of C
m−ℓ+1. Since the set of irreducible
components of dimension ℓ − k of
⋂k
i=1 P˜i(a) ∩ V (a) is at most countable,
we have
C
m−ℓ+k \
⋃
Γ
V1Γ 6= ∅.
Hence, there exists (c1(k+1), . . . , c1(m−ℓ+k+1)) ∈ C
m−ℓ+1 such that Γ 6⊂
P˜k+1(a), where P˜k+1 =
∑m−ℓ+k+1
j=k+1 c1jQ˜j, for all irreducible components of
dimension ℓ− k of
⋂k
i=1 P˜i(a) ∩ V (a). This clearly implies that
dim
(
k+1⋂
i=1
P˜i(a) ∩ V
′(a)
)
≤ ℓ− (k + 1).
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Step 2. We will construct Pk+2 as follows. For each irreducible componet
Γ′ of dimension ℓ− k − 1 of
(⋂k+1
i=1 P˜i(a) ∩ V
′(a)
)
we put
V2Γ′ = {c = (ck+1, . . . , cm−ℓ+k+2) ∈ C
m−ℓ+2,Γ′ ⊂ Dc(a),
where Q˜c =
m−ℓ+k+2∑
j=k+1
cjQ˜j}.
Then V2Γ′ is a subspace of C
m−ℓ+2. Since dim
(⋂m−ℓ+k+2
i=1 Di(a) ∩ V
′(a)
)
≤
ℓ− k − 2, there exists i ∈ {k + 1, . . . ,m− ℓ+ k + 2} such that Γ′ 6⊂ Di(a).
This implies that V2Γ′ is a proper subspace of C
m−ℓ+2. Since the set of
irreducible components of dimension ℓ− k− 1 of
(⋂k+1
i=1 P˜i(a) ∩ V
′(a)
)
is at
most countable, we also have
C
m−ℓ+k+1 \
⋃
Γ′
V2Γ′ 6= ∅.
Hence, there exists (c2(k+1), . . . , c2(m−ℓ+k+2)) ∈ C
m−ℓ+2 such that Γ′ 6⊂
P˜k+2(a), where P˜k+2 =
∑m−ℓ+k+2
j=k+1 c2jQ˜j, for all irreducible components of
dimension ℓ− k − 1 of
(⋂k+1
i=1 P˜i(a) ∩ V
′(a)
)
. This clearly implies that
dim
(
k+2⋂
i=1
P˜i(a) ∩ V
′(a)
)
≤ ℓ− (k + 2).
Repeat again the above steps, after (ℓ+ 1− k)-th step we get the hyper-
surface P˜k+1(a), . . . , P˜ℓ+1(a) satisfying that
dim

 t⋂
j=i
P˜j(a) ∩ V
′(a)

 ≤ ℓ− t,
where t = m− ℓ+ k + 1, . . . ,m+ 1.
In particular,
(⋂ℓ+1
j=1 P˜j(a) ∩ V
′(a)
)
= ∅. This yields that P˜1(a), . . . , P˜ℓ+1(a)
are in general position. We complete the proof of the lemma. 
Since there are only finitely many choice of m + 1 polynomials from
Q˜1, . . . , Q˜q, the total number of such P˜
′
js is finite, so there exists a con-
stant C > 0, for t = k+1, . . . , ℓ and all z ∈ C (excluding all zeros and poles
of all Q˜j(f)), by Lemma 2.4 we can construct P˜1 = D1, . . . , P˜k = Dk, P˜k+1,
. . . , P˜ℓ+1 from Q˜1, . . . , Q˜m+1 such that
| P˜t(z)(f)(z) |≤ C max
k+1≤j≤m−ℓ+t
| Q˜j(z)(f)(z) |= C | Q˜(m−ℓ+t)(z)(f)(z) |
for k + 1 ≤ t ≤ ℓ, and thus,
λD(m−ℓ+t)(z)(f)(z) ≤ λP˜t(z)(f)(z) + log h
′′, h′′ ∈ CQ, for k + 1 ≤ t ≤ ℓ.
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Combing the above inequality with (5), we have
q∑
j=1
λDj(z)(f)(z)
≤
k∑
j=1
λDj(z)(f)(z) +
m−ℓ+k∑
j=k+1
λDj(z)(f)(z) +
m∑
m−ℓ+k+1
λDj(z)(f)(z) + log h
′
≤
k∑
j=1
λDj(z)(f)(z) +
m−ℓ+k∑
j=k+1
λDj(z)(f)(z) +
ℓ∑
j=k+1
λP˜j(z)(f)(z) + log h
′′,
=
ℓ∑
j=1
λP˜j(z)(f)(z) +
m−ℓ+k∑
j=k+1
λDj(z)(f)(z) + log h
′′.
This gives that if m− ℓ ≤ k, we have
q∑
j=1
λDj(z)(f)(z) ≤
ℓ∑
j=1
λP˜j(z)(f)(z) +
m−ℓ∑
j=1
λDj(z)(f)(z) + log h
′′(6)
=
ℓ∑
j=1
λP˜j(z)(f)(z) +
m−ℓ∑
j=1
λP˜j(z)(f)(z) + log h
′′,
and if m− ℓ ≥ k, we get
q∑
j=1
λDj(z)(f)(z) ≤
ℓ∑
j=1
λP˜j(z)(f)(z) +
m−ℓ∑
j=1
λDj(z)(f)(z) + log h
′′(7)
≤
ℓ∑
j=1
λP˜j(z)(f)(z) +
m− ℓ
k
k∑
j=1
λDj(z)(f)(z) + log h
′′
=
ℓ∑
j=1
λ
P˜j(z)(f)(z)
+
m− ℓ
k
k∑
j=1
λ
P˜j(z)(f)(z)
+ log h′′′,
where h′′′ ∈ CQ. Hence, by (6) and (7), we get
q∑
j=1
λDj(z)(f)(z)(8)
≤
ℓ∑
j=1
λP˜j(z)(f)(z) +
m− ℓ
min{m− ℓ, k}
ℓ∑
j=1
λP˜j(z)(f)(z) + log h
∗
=
(
1 +
m− ℓ
min{m− ℓ, k}
) ℓ∑
j=1
λP˜j(z)(f)(z) + log h
∗,
where h∗ = max{h′′, h′′′} ∈ CQ.
Fix a basis {[φ1], . . . , [φM ]} of V
′
N with [φ1], . . . , [φM ] ∈ IKQ(V ), and let
F = [φ1(f), . . . , φM (f)] : C→ P
M−1(C).
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Since f satisfies P (f) 6≡ 0 for all homogeneous polynomials P ∈ IKQ(V )/
IKQ(V
′), F is linearly nondegenerate over KQ. We have
TF (r) = NTf (r) + o(Tf (r)).(9)
For every positive integer N divided by d, we use the following filtration of
the vector space V ′N with respect to P˜1(z), . . . , P˜ℓ(z). This is a generalization
of Corvaja-Zanniers filtration [1], see in the two references [10, 2, 17].
Arrange, by the lexicographic order, the ℓ-tuples i = (i1, . . . , iℓ) of non-
negative integers and set ‖i‖ =
∑
j ij.
Definition 2.5. [10, 2, 17](i) For each i ∈ Zℓ≥0 and non-negative integer N
with N ≥ d‖i‖, denote by IiN the subspace of IKQ(V )N−d‖i‖ consisting of all
γ ∈ IKQ(V )N−d‖i‖ such that
P˜ i11(z) · · · P˜
iℓ
ℓ(z)γ −
∑
e=(e1,...,eℓ)>i
P˜ e11(z) · · · P˜
eℓ
ℓ(z)γe ∈ IKQ(V
′)N
(or [P˜ i11(z) · · · P˜
iℓ
ℓ(z)γ] = [
∑
e=(e1,...,eℓ)>i
P˜ e11(z) · · · P˜
eℓ
ℓ(z)γe] on V
′
N ) for some γe ∈
IKQ(V )N−d‖e‖.
(ii) Denote by Ii the homogeneous ideal in IKQ(V ) generated by
⋃
N≥d‖i‖ I
i
N .
Remark 2.6. [10, 2, 17] From this definition, we have the following prop-
erties.
(i). (IKQ(V
′), P˜1(z) · · · P˜ℓ(z))N−d‖i‖ ⊂ I
i
N ⊂ IKQ(V )N−d‖i‖, where we de-
note by (IKQ(V
′), P˜1(z) · · · P˜ℓ(z)) the ideal in IKQ(V ) generated by IKQ(V
′)∪
{P˜1(z) · · · P˜ℓ(z)}.
(ii). I i ∩ IKQ(V )N−d‖i‖ = I
i
N .
(iii).
IKQ(V )
I i
is a graded module over IKQ(V ).
(iv). If i1−i2 := (i1,1−i2,1, . . . , i1,ℓ−i2,ℓ) ∈ Z
ℓ
≥0, then I
i2
N ⊂ I
i1
N+d‖i1‖−d‖i2‖
.
Hence Ii2 ⊂ Ii1 .
Lemma 2.7. [10, 2, 17] {Ii|i ∈ Zℓ≥0} is finite set.
Denote by
∆iN := dimKQ
IKQ(V )N−d‖i‖
IiN
.(10)
Lemma 2.8. [10, 2, 17] (i). There exists a positive integer N0 such that, for
each i ∈ Zℓ≥0, ∆
i
N is independent of N for all N satisfying N − d‖i‖ > N0.
(ii). There is an integer ∆¯ such that ∆iN ≤ ∆¯ for all i ∈ Z
ℓ
≥0 and N
satisfying N − d‖i‖ > 0.
Set ∆0 := mini∈Zℓ
≥0
∆i = ∆i0 for some i0 ∈ Z
ℓ
≥0.
Remark 2.9. [10, 2, 17] By (iv) of Remark 2.6, if i − i0 ∈ Z
ℓ
≥0, then
∆i ≤ ∆i0 .
Now, for an integer N big enough, divisible by d, we construct the follow-
ing filtration of V ′N with respect to {P˜1(z) · · · P˜ℓ(z)}. Denote by τN the set of
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i ∈ Zℓ≥0, with N −d‖i‖ > 0. arranged by the lexicographic order. Define the
spaces Wi = WN,i by
Wi =
∑
e>i
P˜ e11(z) · · · P˜
eℓ
ℓ(z) · IKQ(V )N−d‖e‖.
Plainly W(0,...,0) = IKQ(V )N and Wi ⊃Wi′ if i
′ > i, so {Wi} is a filtration of
IKQ(V )N . Set W
∗
i = {[g] ∈ V
′
N |g ∈Wi}. Hence,{W
∗
i } is a filtration of V
′
N .
Lemma 2.10. [10, 2, 17] Suppose that i′ follows i in the lexicographic order,
then
W ∗
i
W ∗
i
′
∼=
IKQ(V )N−d‖i
I iN
.
Combining with the notation (10), we have
dim
W ∗i
W ∗
i′
= ∆iN .
Set
τ0N = {i ∈ τN |N − d‖i‖ > N0.andi− i0 ∈ Z
ℓ
≥0}.
We have the following properties.
Lemma 2.11. [10, 2, 17] (i). ∆0 = ∆
i for all i ∈ τ0N .
(ii). ♯τ0N =
1
dℓ
Nℓ
ℓ! +O(N
ℓ − 1).
(iii). ∆iN = ∆d
ℓ for all i ∈ τ0N .
We can choose a basis B = {[ψ1], . . . , [ψM ]} of V
′
N with respect to the
above filtration. Let [ψs] be an element of the basis, which lies inW
∗
i /W
∗
i′ , we
may write ψs = P˜
e1
1(z) · · · P˜
eℓ
ℓ(z)γ, where γ ∈ IKQ(V )N−di. For every 1 ≤ j ≤ ℓ,
we have ∑
i∈τN
∆iN ij =
∆N ℓ+1
(ℓ+ 1)!d
+O(N ℓ)(11)
(The proof of (11) can be seen in [10, the equality (3.6)]). Hence, by (11)
and the definition of the Weil function, we obtain
M∑
s=1
λψs(f(z)) ≥
(
∆N ℓ+1
(ℓ+ 1)!d
+O(N ℓ)
)
·
ℓ∑
j=1
λP˜j(z)(f(z)) + log h
∗∗,(12)
where h∗∗ ∈ CQ. The basis [ψ1], . . . , [ψM ] can be written as linear forms
L1, . . . , LM (over KQ) in the basis [φ1], . . . , [φM ] and ψs(f) = Ls(F). Since
there are only finitely many choices of Q˜1(z), . . . , Q˜(m+1)(z), the collection
of all possible linear forms Ls(1 ≤ s ≤ M) is a finite set, and denote it by
L := {Lµ}Λµ=1 (Λ < +∞). It is easy to see that KL ⊂ KQ.
Lemma 2.12. (Product to the sum estimate, see [11]) Let H1, . . . ,Hq be
hyperplanes in Pn(C) located in general position. Denote by T the set of all
injective maps µ : {0, 1, . . . , n} → {1, . . . , q}. Then
q∑
j=1
mf (r,Hj) ≤
∫ 2π
0
max
µ∈T
n∑
i=0
λH˜µ(i)(f(re
iθ))
dθ
2π
+O(1)
holds for all r outside a set with finite Lebesgue measure.
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By (8), (12) and Lemma 2.12, take integration on the sphere of radius r,
we have
∆N ℓ+1
(ℓ+ 1)!d
(1 +O(1)) ·
q∑
j=1
mf (r,Dj)(13)
≤
(
m− ℓ
min{m− ℓ, k}
+ 1
)∫ 2π
0
max
K
∑
j∈K
λLj (F(re
iθ))
dθ
2π
+ o(Tf (r))
for all r outside a set with finite Lebesgue measure, where the set K ranges
over all subset of {1, . . . ,Λ} such that the linear forms {Lj}j∈K are linearly
independent.
Lemma 2.13. [11] Let f be a non-constant holomorphic map of C into
P
M(C). Let Hj = aj0x0 + · · · + ajMxM , j ∈ {1, . . . , q} be q linear homoge-
neous polynomials in Kf [x0, . . . , xM ]. Denote by K{Hj}qj=1 the field over C of
all meromorphic functions on C generated by aji, i = 0, . . . ,M ; j = 0, . . . , q.
Assume that f is linearly non-degenerate over K{Hj}qj=1 . Then for each ε > 0,
we have
1
2π
∫ 2π
0
max
K
log
∏
k∈K
(
‖f‖ ·maxi=0,...,M |aki|
|Hk(f)|
(reiθ))dθ ≤ (M + 1 + ε)Tf (r)
holds for all r outside a set with finite Lebesgue measure, where maxK is
taken over all subsets K ⊂ {1, . . . , q} such that the polynomials Hj(j ∈ K)
are linearly independent over K{Hj}qj=1 .
By Lemma 2.13, we have, for any ǫ > 0,∫ 2π
0
max
K
∑
j∈K
λLj (F(re
iθ))
dθ
2π
≤ (M + ε)TF (r) + o(Tf (r))(14)
holds for all r outside a set E with finite Lebesgue measure. Taking ε = 12
in (14), and from (9) and (13), we obtain
∆N ℓ+1
(ℓ+ 1)!d
(1 +O(1)) ·
q∑
j=1
mf (r,Dj)
≤
(
m− ℓ
min{m− ℓ, k}
+ 1
)
(M + ǫ)TF (r) + o(Tf (r))
=
(
m− ℓ
min{m− ℓ, k}
+ 1
)
(
∆N ℓ
ℓ!
+ ρ(N) + ǫ)NTf (r) + o(Tf (r)), r 6∈ E,
i.e.,
q∑
j=1
1
d
mf (r,Dj) ≤
(
m− ℓ
min{m− ℓ, k}
+ 1
)
(ℓ+ 1 + o(1))Tf (r), r 6∈ E.
Take N large enough such that ǫ <
(
m−ℓ
min{m−ℓ,k} + 1
)
o(1), where ǫ > 0 is
any given in the theorem. Then we have
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q∑
j=1
1
d
mf (r,Dj) ≤
((
m− ℓ
min{m− ℓ, k}
+ 1
)
(ℓ+ 1) + ǫ
)
Tf (r)(15)
holds for all r 6∈ E. Since k ≤ ℓ ≤ u ≤ m, we have
(
m− ℓ
min{m− ℓ, k}
+ 1)(ℓ+ 1) ≤ (
m− ℓ
min{m− u, k}
+ 1)(ℓ+ 1) ≤
{
( m−umin{m−u,k} + 1)(u + 1) , m− 1 + min{m− u, k} > 2u
( m−pmin{m−u,k} + 1)(p + 1) , m− 1 + min{m− u, k} ≤ 2u
,
where p = m−1+min{m−u,k}2 , equivalent to
(
m− ℓ
min{m− ℓ, k}
+ 1)(ℓ+ 1) ≤ (
m− ℓ
min{m− u, k}
+ 1)(ℓ+ 1) ≤
{
( m−umax{1,min{m−u,k}} + 1)(u + 1) , m− 1 + max{1,min{m− u, k}} > 2u
( m−tmax{1,min{m−u,k}} + 1)(t+ 1) , m− 1 + max{1,min{m− u, k}} ≤ 2u
,
where t = m−1+max{1,min{m−u,k}}2 . Thus, we have
(
m− ℓ
min{m− ℓ, k}
+ 1)(ℓ+ 1)
≤ (
m− ℓ
max{1,min{m− u, k}}
+ 1)(ℓ + 1)
≤ (
m−min{u, t}
max{1,min{m− u, k}}
+ 1)(min{u, t}+ 1).
Therefore, it gives from (15) that
q∑
j=1
1
d
mf (r,Dj)(16)
≤
((
m−min{u, t}
max{1,min{m− u, k}}
+ 1
)
(min{u, t}+ 1) + ǫ
)
Tf (r)
holds for all r 6∈ E.
(ii). If f : C → V ⊂ Pn(C) is algebraically nondegenerate over KQ, then
ℓ = u, we have obtain (15) and thus (16) follows.
Secondly, for the general case whenever all Qj may not have the same de-
gree. Then consider Q
d
dj
j instead of Qj. We have mf (r,Dj) =
dj
d
mf (r,D
d
dj
j ).
Then the theorem is proved immediately.
3. Proof of Theorem 1.6
Without loss of generality, we may assume that all degQj = dj = d, other-
wise, we only considerQ
d
dj
j instead ofQj and havemf (r,Dj) =
dj
d
mf (r,D
d
dj
j ).
From the proof of Theorem 1.4, we also can construct hypersurfaces
P˜1(a), . . . , P˜ℓ+1(a) by using the same method of Lemma 2.4 such that they
are in general position in V ′. And by using former filtration method, we
can choose a basis B = {[ψ1], . . . , [ψM ]} of V
′
N with respect to the above
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filtration. Let [ψs] be an element of the basis, which lies in W
∗
i /W
∗
i′ , we may
write ψs = P˜
e1
1(z) · · · P˜
eℓ
ℓ(z)γ, where γ ∈ IKQ(V )N−di. For every 1 ≤ j ≤ ℓ, we
have the relations (5), (11), (12) and (14). Hence, we can obtain by (12)
that
M∑
s=1
λψs(f(z))(17)
≥ (
∆N ℓ+1
(ℓ+ 1)!d
+O(N ℓ)) ·
ℓ∑
j=1
λP˜j(z)(f(z)) + log h
∗∗
≥ (
∆N ℓ+1
(ℓ+ 1)!d
+O(N ℓ)) ·
k∑
j=1
λDj(z)(f(z)) + log h
∗∗,
where h∗∗ ∈ CQ.
Lemma 3.1. [6, Lemma 10.1] Let V ′ be a vector space of finite dimension
ℓ. Let V ′ = W1 ⊃ W2 ⊃ · · · ⊃ Wh and V
′ = W ′1 ⊃ W
′
2 ⊃ · · · ⊃ W
′
h be two
filtration of V ′. There exists a basis v1, . . . , vℓ of V
′ which contains a basis
of each Wj and W
′
j.
By Lemma 3.1, we can construct another distinct filtration according
to the above basis B = {[ψ1], . . . , [ψM ]} as follows: if 2k ≤ m, then we
may construct the second filtration of V ′N by Q˜k+1(a), . . . , Q˜2k(a) when us-
ing Lemma 2.4; if 2k > m, then the second filtration is constructed by
Q˜k+1(a), . . . , Q˜m(a). Then similarly as (17) we also get from the second
filtration that
M∑
s=1
λψs(f(z))(18)
≥ (
∆N ℓ+1
(ℓ+ 1)!d
+O(N ℓ)) ·
2k∑
j=k+1
λDj(z)(f(z)) + log h
∗∗, (2k ≤ m)
or
M∑
s=1
λψs(f(z))(19)
≥ (
∆N ℓ+1
(ℓ+ 1)!d
+O(N ℓ)) ·
m∑
j=k+1
λDj(z)(f(z)) + log h
∗∗, (2k > m).
We remark that if Q˜1(a), . . . , Q˜q(a) are in m-subgeneral position with
index k > 1, then Di and Dj have no common components for i 6= j. Hence,
it gives from (17) and (18), we have
M∑
s=1
λψs(f(z))(20)
≥ (
∆N ℓ+1
(ℓ+ 1)!d
+O(N ℓ)) ·
2k∑
j=1
λDj(z)(f(z)) + log h
∗∗, (2k ≤ m),
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or by (17) and (19) we have
M∑
s=1
λψs(f(z))(21)
≥ (
∆N ℓ+1
(ℓ+ 1)!d
+O(N ℓ)) ·
m∑
j=1
λDj(z)(f(z)) + log h
∗∗, (2k > m).
Now it follows from (5), (20) and (21) that
∆N ℓ+1
(ℓ+ 1)!d
(1 +O(1)) ·
q∑
j=1
λDj (f(z))(22)
≤
∆N ℓ+1
(ℓ+ 1)!d
(1 +O(1)) ·
m∑
j=1
λDj (f(z)) + log h
′
≤ max{
m
2k
, 1}
M∑
s=1
λψs(f(z)) + log h
∗∗∗
where h∗∗∗ ∈ CQ. By Lemma 2.12 and taking integration of both sides of
(22) on the sphere of radius r, we have
∆N ℓ+1
(ℓ+ 1)!d
(1 +O(1)) ·
q∑
j=1
mf (r,Dj)(23)
≤ max{
m
2k
, 1}
∫ 2π
0
max
K
∑
j∈K
λLj (F(re
iθ))
dθ
2π
+ o(Tf (r))
for all r outside of a set E with finite Lebesgue measure, where the set K
ranges over all subset of {1, . . . ,Λ} such that the linear forms {Lj}j∈K are
linearly independent.
By (14), (9) and (23), we obtain
q∑
j=1
1
d
mf (r,Dj) ≤ max{
m
2k
, 1}(ℓ + 1 + o(1))Tf (r), r 6∈ E.
For any given ǫ > 0, take N large enough such that max{m2k , 1}o(1) < ǫ.
Then we have
q∑
j=1
1
d
mf (r,Dj) ≤
(
max{
m
2k
, 1}(ℓ + 1) + ǫ
)
Tf (r), r 6∈ E.
Since k ≤ ℓ ≤ u ≤ m, we have
q∑
j=1
1
d
mf (r,Dj) ≤
(
max{
m
2k
, 1}(u + 1) + ǫ
)
Tf (r), r 6∈ E,
which completes the proof of the theorem.
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