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In previous papers, the notions of “closedness” and “strong closedness” in set-based
topological categories were introduced. In this paper, we give the characterization of closed
and strongly closed subobjects of an object in the category Prord of preordered sets and
show that they form appropriate closure operators which enjoy the basic properties like
idempotency (weak) hereditariness, and productivity.
We investigate the relationships between these closure operators and the well-known
ones, the up- and down-closures. As a consequence, we characterize each of T0, T1, and
T2 preordered sets and show that each of the full subcategories of each of T0, T1, T2
preordered sets is quotient-reﬂective in Prord. Furthermore, we give the characterization
of each of pre-Hausdorff preordered sets and zero-dimensional preordered sets, and show
that there is an isomorphism of the full subcategory of zero-dimensional preordered sets
and the full subcategory of pre-Hausdorff preordered sets. Finally, we show that both of
these subcategories are bireﬂective in Prord.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Order theory is a branch of mathematics that studies various kinds of binary relations that capture the intuitive notion
of a mathematical ordering. Orders appear everywhere – at least as far as mathematics and related areas, such as computer
science, are concerned (see [15,16,27–29]).
Domain theory is a fast-growing branch in the interface between mathematics and computer science that studies special
kinds of partially ordered sets commonly called domains. Consequently, domain theory can be considered as a branch of
order theory. The primary motivation for the study of domains, which was initiated by Dana Scott in the late 1960s, was the
search for a denotational semantics of the lambda calculus, especially for functional programming languages in computer
science [27–29].
A concept that plays an important role in the theory is the one of a directed subset of a domain, i.e., of a non-empty
subset of the order in which each two elements have some upper bound that is an element of this subset. Naturally, one has
a special interest in those domains of computations in which all consistent speciﬁcations converge, i.e., in orders in which
all directed sets have a least upper bound. This property deﬁnes the class of directed complete partial orders, or dcpo for
short. Indeed, most considerations of domain theory do only consider orders that are at least directed complete.
Alexandroff spaces were ﬁrst introduced in 1937 by Alexandroff under the name discrete spaces in [2], where a topo-
logical space is called an Alexandroff space if the intersection of any family of open sets is open. With the advancement of
categorical topology in the 1980s, Alexandroff spaces were rediscovered when the concept of ﬁnite generation was applied
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around the same time in the context of topologies resulting from denotational semantics and domain theory in computer
science. A systematic investigation of these spaces from the point of view of general topology, which had been neglected
since the original paper by Alexandroff, was taken up by Arenas in [3]. In [21], McCord had observed that there was a
duality between partially ordered sets and Alexandroff T0-spaces. In [24], Naturman extended these results to a duality
between Alexandroff spaces and preordered sets in general, providing the preorder characterizations as well as the interior
and closure algebraic characterizations.
Baran, in [4] and [5], introduced the notion of (strong) closedness in set-based topological categories and used these
notions in [7] and [9] to generalize each of the notions of compactness, connectedness, Hausdorffness, and perfectness to
arbitrary set-based topological categories. In this paper, we aim to show that they form appropriate closure operators in the
sense of Dikranjan and Giuli [13] in the category Prord of preordered sets.
Recall, in [4,6] and [10] that two characterizations of the pre-Hausdorff objects in an arbitrary topological category, de-
noted by PreT 2 and PreT ′2 (deﬁned in 6.1, below) were introduced, which are both equivalent to the classical pre-Hausdorff
axiom in the category of topological spaces. (Where a topological space is called PreT2 (or in [12], R1) if whenever for any
two distinct points there is a neighborhood of one missing the other, then the two points have disjoint neighborhoods). In
any topological category, in [8], it is shown that PreT ′2 implies PreT 2. In [10], it is proved that the full subcategory PreT2(E)
of PreT 2 objects of a topological category E is a topological category.
Note, in [23], that PreT 2 objects are used to characterize the decidable objects, [19] or [20] in a topos, where an ob-
ject X of E, a topos is said to be decidable if the diagonal  ⊂ X2 is a complemented subobject [20]. Furthermore, it is
shown, in [22], that PreT ′2 objects play a role in the general theory of geometric realizations, their associated interval and
corresponding homotopy structures.
Another use of pre-Hausdorff objects (PreT 2 and PreT ′2) is to deﬁne various forms of each of Hausdorff objects and
regular objects, and consequently normal objects in arbitrary topological categories [4,6,8].
Zero-dimensional spaces were deﬁned by Sierpinski [30] in 1921 (a topological space is zero-dimensional if it has a base
consisting of clopen sets [18] or [32]). In 1997, Stine in [31] proved that a topological space (X, τ ) is zero-dimensional
if and only if there exists a family of discrete spaces (Xi, τi) and a family of functions f i : X → Xi such that τ is the
topology induced on X by (Xi, τi) via f i , i.e., a zero-dimensional topological space can be characterized by using induced
structures and discreteness. In view of this, in [11] and [31] the notion of zero-dimensional object was introduced to
arbitrary topological categories (since constructions such as initial lifts and discreteness are available).
The organization of the paper is as follows: In Section 2, we recall some basic deﬁnitions of “closedness” and “strong
closedness” in set-based topological categories. In Section 3, we give the characterization of both closed and strongly closed
subsets of a preordered set. In Section 4, we show that both the notions of closedness and strong closedness that are
deﬁned in Section 3 form appropriate closure operators in the sense of Dikranjan and Giuli [13] in the category Prord of
preordered sets which enjoy such basic properties as idempotency (weak) hereditariness, and productivity. Furthermore,
we investigate the relationships between these closure operators and the up- and down-closures, and as a consequence
we characterize each of T0, T1, T2 preordered sets. Finally, we show that the subcategories TiPrord of Ti-preordered sets,
i = 0,1,2 are quotient-reﬂective in Prord. In Section 5, we characterize zero-dimensional preordered sets and show that
the full subcategory Dim(Prord) of zero-dimensional preordered sets is bireﬂective in Prord. In Section 6, we give the
characterization of PreT 2 and PreT ′2 preordered sets, and show that the full subcategories PreT2(Prord) and PreT′2(Prord)
of PreT 2 (resp. PreT ′2) preordered sets are bireﬂective in Prord. Moreover, we show that all of these three full subcategories
PreT2(Prord), PreT′2(Prord) and Dim(Prord) are pairwise isomorphic.
2. Preliminaries
Recall, [1,14,17] or [26], that a functor U : E → SET is said to be topological, or that E is a topological category over SET,
the category of sets, if U is concrete (i.e., faithful and amnestic (i.e., if U ( f ) = id and f is an isomorphism, then f = id)),
has small (i.e., set) ﬁbers, and is such that every U -source has an initial lift or, equivalently, is such that each U -sink has a
ﬁnal lift.
Note that a topological functor U : E → SET is said to be normalized if constant objects, i.e., subterminals, have a unique
structure, and to be geometric if its left adjoint, the discrete functor D is left exact, i.e., preserves ﬁnite limits [1,20] or [26].
Note also that U has a right adjoint, called the indiscrete functor. Recall, in [1] or [26], that an object X ∈ E is indiscrete
iff every map U (Y ) → U (X) lifts to a map Y → X for each object Y ∈ E and an object X ∈ E is discrete iff every map
U (X) → U (Y ) lifts to map X → Y for each object Y ∈ E.
Recall that a full and isomorphism-closed subcategory S of E is
(a) Epireﬂective in E iff it is closed under the formation of products and extremal subobjects (i.e., subspaces);
(b) Quotient-reﬂective in E iff it is epireﬂective and is closed under ﬁner structures (i.e., if X ∈ S, Y ∈ E, U X = UY , and there
exists an E-morphism j : Y → X satisfying U j = idU X , then Y ∈ S);
(c) Bireﬂective in E iff it is epireﬂective and contains I, the subcategory of all indiscrete objects.
The categorical terminology is that of [1] or [26].
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words, the pushout of p : 1 → B along itself (where 1 is a terminal object in SET). More precisely, if i1 and i2 : B → B∨p B
denote the inclusions of B as the ﬁrst and second factor, respectively, then i1p = i2p is a pushout diagram. A point x in
B
∨
p B will be denoted by x1 (x2) if x is in the ﬁrst (resp. the second) component of B
∨
p B . Note that p1 = p2.
The skewed p-axis map Sp : B∨p B → B2 is given by Sp(x1) = (x, x) and Sp(x2) = (p, x). The fold map at p, ∇p :
B
∨
p B → B is given by ∇p(xi) = x for i = 1,2 [4] or [5].
Note that the maps Sp and ∇p are the unique maps arising from the above pushout diagram for which Spi1 = (id, id) :
B → B2, Spi2 = (p, id) : B → B2, and ∇pi j = id, j = 1,2, respectively, where id : B → B is the identity map and p : B → B is
the constant map at p.
The inﬁnite wedge product
∨∞
p B is formed by taking countably many disjoint copies of B and identifying them at
the point p. Let B∞ = B × B × · · · be the countable cartesian product of B . Deﬁne A∞p :
∨∞
p B → B∞ by A∞p (xi) =
(p, p, . . . , x, p, p, . . .), where xi is in the i-th component of the inﬁnite wedge and x is in the i-th place in (p, p, . . . , x,
p, p, . . .) and∞p :∨∞p B → B by∞p (xi) = x for all i, [4] or [5].
Note, also, that the map A∞p is the unique map arising from the multiple pushout of p : 1 → B for which A∞p i j =
(p, p, p, . . . , p, id, p, . . .) : B → B∞ , where the identity map, id, is in the j-th place.
Let U : E → SET be topological and X an object in E with U (X) = B . Let M be a non-empty subset of B . We denote by
X/M the ﬁnal lift of the epi U -sink q : U (X) = B → B/M = (B\M)∪{∗}, where q is the epi map that is the identity on B\M
and identifying M with a point ∗ [4].
Let p be a point in B .
Deﬁnitions 2.1. (Cf. [4] or [5].)
1. X is T1 at p iff the initial lift of the U -source{
Sp : B
∨
p
B → U(X2)= B2 and ∇p : B∨
p
B → UD(B) = B
}
is discrete, where D is the discrete functor which is a left adjoint to U .
2. p is closed iff the initial lift of the U -source{
A∞p :
∞∨
p
B → B∞ = U(X∞) and ∞
p
:
∞∨
p
B → UD(B) = B
}
is discrete.
3. M ⊂ X is strongly closed iff X/M is T1 at ∗ or M = ∅.
4. M ⊂ X is closed iff ∗, the image of M , is closed in X/M or M = ∅.
5. If B = M = ∅, then we deﬁne M to be both closed and strongly closed.
Remarks 2.2. (1) In TOP, the category of topological spaces, the notion of closedness coincides with the usual closedness [4],
and M is strongly closed iff M is closed and for each x /∈ M there exists a neighborhood of M missing x, [4]. If a topological
space is T1, then the notions of closedness and strong closedness coincide [4].
(2) In general, for an arbitrary topological category, the notions of closedness and strong closedness are independent
of each other [5]. Even if X ∈ E is T1, where E is a topological category, then these notions are still independent of each
other [5].
3. Closed and strongly closed subobjects
The category Prord of preordered sets has as objects the pairs (B, R), where B is a set and R is reﬂexive and transitive
relation on B , and as morphisms (B, R) → (B1, R1) those functions f : B → B1 such that if aRb, then f (a)R1 f (b) for all
a,b ∈ B . Note that Prord is a topological category over SET [25] and [26].
3.1. A source { f i : (B, R) → (Bi, Ri), i ∈ I} is initial in Prord iff for all a,b ∈ B, aRb if and only if f iaRi f ib for all i ∈ I [25]
and [26].
3.2. An epimorphism f : (B, R) → (B1, R1) is ﬁnal in Prord iff for all a,b ∈ B1, aR1b if and only if there exists a sequence
ai ∈ B1, i = 1,2, . . . ,n with a = a1R1a2R1a3R1 · · · R1an = b such that for each k = 1,2, . . . ,n − 1, there is a pair ck, ck+1 ∈ B
such that f (ck) = ak , f (ck+1) = ak+1 and ckRck+1 [25].
3.3. The discrete (resp. indiscrete) structure R on B in Prord is given by aRb iff a = b, for a,b ∈ B (resp. R = B2).
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sets is discrete, and the regular subobject of a discrete preordered set is discrete.
Lemma 3.5. Let (B, R) be a preordered set.
1. (B, L) is T1 at p iff for x ∈ B, if xRp or pRx, then x = p.
2. A point p in B is closed iff for x ∈ B, if xRp and pRx, then x = p.
Proof. (1) Suppose (B, R) is T1 at p. If x ∈ B and xRp, then
π1Sp(x, p)Rπ1Sp(p, x) = xRp, π2Sp(x, p)Rπ2Sp(p, x) = xRx,
where πi : B2 → B , i = 1,2, are the projection maps, andp(x, p) = x =p(p, x). Since (B, R) is T1 at p, it follows from
2.1, 3.1, and 3.3 that (x, p) = (p, x), i.e., x = p. Similarly, if pRx, then x = p.
Conversely, suppose that for x ∈ B , if xRp or pRx, then x = p. We show that (B, R) is T1 at p. By 2.1, 3.1, and 3.3, we
need to show that for each pair u and v in the wedge, π1Sp(u)Rπ1Sp(v), π2Sp(u)Rπ2Sp(v), andp(u) =p(v) if and
only if u = v .
If u = v , then π1Sp(u)Rπ1Sp(v), π2Sp(u)Rπ2Sp(v), and p(u) =p(v) since R is reﬂexive. Suppose that
π1Sp(u)Rπ1Sp(v), π2Sp(u)Rπ2Sp(v), andp(u) =p(v). It follows that u and v have the form (x, p) or (p, x) for some
x ∈ B . If u = (x, p) and v = (p, x), then π1Sp(u)Rπ1Sp(v) = xRp, π2Sp(u)Rπ2Sp(v) = xRx, andp(u) = x =p(v). By the
assumption, we have x = p, i.e., u = v . Similarly, if u = (p, x) and v = (x, p), then u = v . Hence, (B, R) is T1 at p.
(2) Suppose p is closed and for x ∈ B , xRp and pRx. We show that x = p. Note that
π1A
∞
p (x, p, p, . . .)Rπ1A
∞
p (p, x, p, p, . . .) = xRp, π2A∞p (x, p, p, . . .)Rπ1A∞p (p, x, p, p, . . .) = pRx,
and πi A∞p (x, p, p, . . .)Rπi A∞p (p, x, p, p, . . .) = pRp for all i  3, where πi : B∞ → B are the projection maps, for all i ∈ I , and
∞p (x, p, p, . . .) = x =∞p (p, x, p, p, . . .). Since p is closed, i.e., by 2.1, 3.1, and 3.3, we have (x, p, p, . . .) = (p, x, p, p, . . .),
i.e., x = p.
Conversely, suppose that for x ∈ B , if xRp and pRx, then x = p. We show that p is closed, i.e., by 2.1, 3.1, and 3.3, the
initial lift of A∞p and∞p is discrete. Let u and v be any points in the inﬁnite wedge with πi A∞p (u)Rπi A∞p (v) for all i, and
∞p (u) =∞p (v). It follows easily that u = xk and v = xn for some k and n.
We must show that u = v . Note that πk A∞p (u)Rπk A∞p (v) = xRp, πn A∞p (u)Rπn A∞p (v) = pRx, and πi A∞p (u)Rπi A∞p (v) =
pRp for all i = k. By the assumption xRp and pRx, it follows that x = p i.e., u = xk = xn = v . If u = v , then
πi A∞p (u)Rπi A∞p (v) for all i, and∞p (u) =∞p (v) since R is reﬂexive. Hence, the initial lift of A∞p and∞p is discrete,
i.e., by 2.1, p is closed. 
Theorem 3.6. Let (B, L) be a preordered set.
1. Suppose M ⊂ B is strongly closed, x ∈ B and there exists a ∈ M such that xRa or aRx. Then x ∈ M.
2. Suppose M ⊂ B is closed, x ∈ B and there exists a,b ∈ M such that xRa and bRx. Then x ∈ M.
Proof. 1. Suppose M is strongly closed, x ∈ B and there exists a ∈ M such that xRa or aRx. Note that q(x)R ′(q(a) = ∗)
or (q(a) = ∗)R ′q(x), where R ′ is the quotient structure on B/M that is induced by the map q : B → B/M (deﬁned in the
introduction). By 2.1 and 3.5(1), it follows that q(x) = ∗, i.e., x ∈ M .
Conversely, suppose that the conditions hold and yR ′∗ or ∗R ′ y for some y ∈ B/M . It follows from 3.2 that there exist
x ∈ B and a ∈ M such that xRa or aRx with q(x) = y and q(a) = ∗. By assumption, x ∈ M and consequently, y = q(x) = ∗,
i.e., by 3.5(1), (B/M, R ′) is T1 at ∗. Hence, by 2.1, M is strongly closed.
2. Suppose M is closed, x ∈ B and there exists a,b ∈ M such that xRa and bRx. We need to show that x ∈ M . Note that
q(x)R ′(q(a) = ∗) and (q(b) = ∗)R ′q(x). Since ∗ is closed in B/M , it follows from 3.5(2) that q(x) = ∗, i.e., x ∈ M .
Conversely, suppose that the conditions hold and yR ′∗ and ∗R ′ y for some y ∈ B/M . It follows from 3.2 that there exist
x ∈ B and a,b ∈ M such that xRa and bRx with q(x) = y and q(a) = ∗ = q(b). By assumption, we get x ∈ M . It follows that
y = q(x) = ∗, and by 3.5(2), ∗ is closed. Therefore, by 2.1, M is closed. 
Lemma 3.7.
1. Let f : (A, S) → (B, R) be a morphism in Prord. If D ⊂ B is (strongly) closed, so also is f −1(D).
2. Let (B, R) be a preordered set. If N ⊂ B is (strongly) closed and M ⊂ N is (strongly) closed, so also is M ⊂ B.
Proof. 1. Suppose D ⊂ B is closed, x ∈ A and there exists a,b ∈ f −1(D) such that xSa and bSx. By 3.6, we need to show
that x ∈ f −1(D). Note that f (x) ∈ B and f (a), f (b) ∈ D with f (x)R f (a) and f (b)R f (x). Since D ⊂ B is closed, by 3.6(2),
f (x) ∈ D and consequently, x ∈ f −1(D). Thus, f −1(D) is closed.
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2. Suppose N ⊂ B and M ⊂ N are strongly closed, x ∈ B and there exists a ∈ M such that xRa or aRx. By 3.6, we need to
show that x ∈ M . Since N ⊂ B is strongly closed and M ⊂ N , by 3.6(1), x ∈ N . It follows that x ∈ M since M ⊂ N is strongly
closed.
The proof for closedness is similar. 
4. Closure operators
Let E be a set based topological category.
We recall (cf. [13,15]), that a closure operator C of E is an assignment to each subset M of (the underlying set of) any
object X of a subset CM of X such that:
(a) M ⊂ CM;
(b) CN ⊂ CM whenever N ⊂ M;
(c) (continuity condition): For each f : X → Y in E and M a subset of Y , C( f −1(M)) ⊂ f −1(CM), or equivalently, f (CM) ⊂
C( f (M)).
Then M ⊂ X is called C-closed (C-dense) in X if CM = M (CM = X ) [13,15]. The following terms are also deﬁned in [13,15]:
A closure operator C is called idempotent if C(CM) = CM , and it is weakly hereditary if every subobject of any object in
E is C-dense in its C-closure.
The discrete closure operator δ is deﬁned by setting δ(M) = M for each X ∈ E and M ⊂ X . The trivial closure operator ∂ is
deﬁned by setting ∂(M) = X for each X ∈ E and M ⊂ X .
The closure operators of E form a large complete lattice with δ and ∂ as bottom and top elements. For closure operators
C and D , the meet C
∧
D and join C
∨
D are deﬁned by (C
∧
D)(M) = C(M) ∩ D(M) and (C∨ D)(M) = C(M) ∪ D(M) for
each X ∈ E and M ⊂ X .
The idempotent hull of a closure operator C is denoted by Cˆ (this is the least idempotent closure operator above C ).
A closure operator C is said to be additive if for each X ∈ E and M and N ⊂ X , C(M∨N) = C(M) ∪ C(N) = C(M)∨ C(N),
and it is called hereditary if for each X ∈ E and M and N ⊂ X with M ⊂ N , C(MN ) = N∧C(M), where C(MN ) denotes the
C-closure of M in N .
We now show that the notions of closedness and strong closedness form appropriate closure operators of Prord and
investigate which of the properties idempotency (weak) hereditariness, additivity and productivity are enjoyed by each of
them.
Deﬁnition 4.1. Let (B, R) be a preordered set, and M ⊂ B . The (strong) closure of M is the intersection of all (strongly) closed
subsets of B containing M , and it is denoted by cl(M) (resp. scl(M)).
Theorem 4.2. Both scl and cl are idempotent, weakly hereditary, productive, and hereditary closure operators of Prord.
Proof. This follows from Lemma 3.7 and [15, Exercise 2.D, Theorems 2.3 and 2.4, Propositions 2.5 and 3.6]. 
Let (B, R) be a preordered set and M ⊂ B . The up-closure of M is given by
↑B (M) = {x ∈ B: there exists a ∈ M such that aRx}
and the down-closure of M is given by
↓B (M) = {x ∈ B: there exists a ∈ M such that xRa},
[15, p. 56]. Note that ↑ and ↓ are idempotent, hereditary, productive, grounded, and fully additive closure operators of
Prord [15, p. 58].
Theorem 4.3. cl =̂↑∧ ↓, the idempotent hull of ↑∧ ↓, and scl =̂↑∨ ↓, the idempotent hull of ↑∨ ↓.
Proof. This follows from Theorem 3.6 and Deﬁnition 4.1. 
Remarks 4.4. In TOP, the category of topological spaces, by [4, §2.2.6] we have cl = K and scl = ̂K∨ K ∗ , where K , the
ordinary Kuratowski operator, and its opposite K ∗ (called the inverse Kuratowski operator in [15]) are closure operators [15,
p. 75]. Furthermore, if a topological space X is T1, then cl= K = scl.
Let C be a closure operator of E. Set:
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{
X ∈ E: x ∈ C({y}) and y ∈ C({x}) implies x = y},
E1C =
{
X ∈ E: C({x})= {x} for each x ∈ X},
E2C =
{
X ∈ E: C() = , the diagonal}.
For E = TOP, the category of topological spaces, and C the ordinary closure we obtain the class of T0-spaces, T1-spaces and
T2-spaces, respectively.
Theorem 4.5. Let (B, R) be a preordered set.
(1) (B, L) ∈ Prord0C , where C =↑, ↓, scl or cl, iff (B, R) is a partially ordered set.
(2) (B, L) ∈ Prord1C , where C =↑, ↓, scl or cl, iff (B, R) is a discrete preordered set.
(3) (B, L) ∈ Prord2C , where C =↑, ↓, scl or cl, iff (B, R) is a discrete preordered set.
Proof. (1) Follows from Theorem 4.3 and [15, Theorem 3.6, p. 59].
(2) Follows easily from the Deﬁnitions of these closures and Theorem 4.3.
(3) The proof for C =↑ and C =↓ is clear. We prove it for C = scl and C = cl. Suppose (B, L) ∈ Prord2scl , and xRy for
x, y ∈ B . Note that (x, y)R2(y, y), where R2 is the product structure on B2, and consequently (x, y) ∈ scl() =  by the
assumption and Theorem 3.6. Hence, x = y, i.e., (B, R) is discrete. Conversely, if (B, R) is discrete, then, by Theorem 3.6,
 ⊂ B2 is strongly closed, and consequently, (B, L) ∈ Prord2scl .
Suppose (B, L) ∈ E2cl and xRy. Note that (x, y)R2(y, y) and (x, x)R2(x, y). Since (B, L) ∈ Prord2cl , i.e., cl() = , it fol-
lows from Theorem 3.6 that (x, y) ∈ , i.e., x = y. Thus, (B, R) is discrete. The converse follows easily from Theorem 3.6. 
Theorem 4.6. The subcategories PrordjC , j = 0,1,2, are quotient-reﬂective in Prord, where C =↑,↓, scl or cl.
Proof. It follows easily from Theorem 4.5 that each of these subcategories are full, isomorphism-closed, closed under the
formation of subspaces, products, and ﬁner structures. 
Remarks 4.7. (1) Let PoSet be the full subcategory of Prord determined by those preordered sets (B, R), where R is an
anti-symmetric relation on B . It follows from Theorem 4.5 that the categories PoSet and Prord0C are isomorphic, where
C =↑,↓, scl or cl.
(2) If a preordered set (B, L) ∈ Prord1C , where C =↑,↓, scl or cl, then by Theorem 4.5(2), we have C = δ, the discrete
closure operator.
(3) Let Alex be the category of Alexandroff topological spaces. Then, by [15] or [24], there is an isomorphism of Alex
and Prord. Let T0Alex be the full subcategory of T0-spaces in Alex. Then, by (1) and [15, Corollary 3.6], there are pairwise
isomorphisms of T0Alex, PoSet, and Prord0C , where C =↑,↓, scl or cl.
5. Zero-dimensional preordered sets
Recall that a topological space (X, τ ) is called zero-dimensional provided that X has a basis consisting of open and closed
sets [18] or [32]. In 1997, Stine [31] proved that a topological space (X, τ ) is zero-dimensional if and only if there exists
a family of discrete spaces (Xi, τi), and a family of functions f i : X → Xi , such that τ is the topology induced on X by
(Xi, τi) via f i , i.e., a zero-dimensional topological space can be characterized by using induced structures (initial lifts) and
discreteness. In view of this, we have the following deﬁnition given in [11] or [31].
Deﬁnition 5.1. Suppose that U : E → B is topological and that D : B → E is the discrete functor. An object X ∈ E is called a
zero-dimensional object provided that there exists objects Bi in B, i ∈ I , and morphisms f i : U (X) → Bi such that { f i : X →
D(Bi), i ∈ I} is the initial lift of { f i : U (X) → U (D(Bi)) = Bi, i ∈ I}.
Remarks 5.2. (1) If E = TOP and B = SET, then by the above, Deﬁnition 5.1 reduces to the usual notion of zero-dimensional
topological space.
(2) Let U : E → B be a normalized topological functor. It is shown in [11] that if X is an indiscrete object in E, then X
is a zero-dimensional object.
Theorem 5.3. A preordered set (B, R) is a zero-dimensional object iff R is an equivalence relation on B.
Proof. Suppose that (B, R) is a zero-dimensional preordered set. We show that R is symmetric. Suppose that for a,b ∈ B ,
aRb. Since (B, R) is zero-dimensional, by Deﬁnition 5.1, there exist non-empty discrete preordered sets (Bi, Ri), i ∈ I , and a
family of functions f i : B → Bi such that f i : (B, R) → (Bi, Ri) is the initial lift of f i : B → Bi . Note that f i(a)Ri f i(b) for all
2082 M. Baran, J. Al-Safar / Topology and its Applications 158 (2011) 2076–2084i ∈ I . It follows that f i(a) = f i(b), since for all i ∈ I , (Bi, Ri) are discrete preordered sets. Hence, we have f i(b)Ri f i(a), and
consequently, bRa, i.e., R is symmetric and so R is an equivalence relation on B .
Conversely, suppose that R is an equivalence relation on B . If B = {a}, a one point set, then R = B2 = {(a,a)} is the
indiscrete structure on B , and by 3.4 and Remarks 5.2(2), (B, R) is a zero-dimensional preordered set. Suppose |B|  2
and R is an equivalence relation on B . In Deﬁnition 5.1, take Bi = B/R , the set of equivalence classes of B , and deﬁne
f i : B → B/R by f i(a) = [a], the equivalence classes of a for a ∈ B .
Let R1 be the discrete structure on B/R . Suppose that a,b ∈ B and f i(a)R1 f i(b). Since R1 is discrete, by 3.3 f i(a) = f i(b),
i.e., [a] = [b] and consequently, aRb since R is an equivalence relation. Hence, by 3.1, f i : (B, R) → (B/R, R1) is the initial
lift of f i : B → B/R , and by Deﬁnition 5.1, (B, R) is a zero-dimensional preordered set. 
Theorem 5.4. The full subcategory Dim(Prord) of zero-dimensional preordered sets is bireﬂective in Prord.
Proof. It follows easily from Theorem 5.3 that Dim(Prord) is full, isomorphism-closed, and closed under the formation
of subspaces and products. Note, by 3.3 and Theorem 5.3, that Dim(Prord) contains all indiscrete preordered sets. Hence,
Dim(Prord) is bireﬂective in Prord. 
6. Pre-Hausdorff preordered sets
Let B be a set and B2
∨
 B
2 the wedge product of B2, i.e., two disjoint copies of B2 identiﬁed along the diagonal, .
A point (x, y) in B2
∨
 B
2 will be denoted by (x, y)1 (resp. (x, y)2) if (x, y) is in the ﬁrst (resp. second) component of
B2
∨
 B
2 [4].
Recall that the principal axis map A : B2∨ B2 → B3 is given by A(x, y)1 = (x, y, x) and A(x, y)2 = (x, x, y). The skewed
axis map S : B2∨ B2 → B3 is given S(x, y)1 = (x, y, y) and S(x, y)2 = (x, x, y) [4].
Deﬁnitions 6.1. (Cf. [4,6,10].) Let U : E → B be topological, where B has ﬁnite limits and colimits, and X an object in E
with U (X) = B .
(1) X is PreT 2 iff the initial lift of the U -source {S : B2 ∨ B2 → U (X3) = B3} and the initial lift of the U -source{A : B2∨ B2 → U (X3) = B3} coincide.
(2) X is PreT ′2 iff the initial lift of the U -source {S : B2
∨
 B
2 → U (X3) = B3} and the ﬁnal lift of the U -sink {i1, i2 :
U (X2) = B2 → B2∨ B2} coincide, where i1 and i2 are the canonical injections.
Remarks 6.2. (1) Note that, for the category TOP of topological spaces, PreT 2 and PreT ′2 are equivalent, and reduce to the
classical pre-Hausdorff separation axiom, where a topological space is called PreT2 [4] or in [12] R1, if two distinct points
have disjoint neighborhoods whenever there is neighborhood of one missing the other.
(2) In any topological category, it is shown in [8] that PreT ′2 implies PreT 2, but that the converse is not true, in general.
(3) It is shown in [10] that the full subcategory PreT2(E) of PreT 2 objects in a topological category E is bireﬂective in
the topological category E, and consequently it is a topological category, but that the full subcategory PreT′2(E) of PreT ′2
objects in E is not a topological category, in general.
(4) Note that, in [23], the PreT 2 objects are used to characterize the decidable objects [19,20] in a topos, where an
object X of E in a topos is said to be decidable if the diagonal  ⊂ X2 is a complemented subobject [20]. Furthermore, it is
shown, in [22], that PreT ′2 objects play a role in the general theory of geometric realizations, their associated interval and
corresponding homotopy structures.
Another use of pre-Hausdorff objects (PreT 2 and PreT ′2) is to deﬁne various forms Hausdorff object, regular object, and
normal object in arbitrary topological categories [4,6,8].
Theorem 6.3. A preordered set (B, R) is preT 2 iff R is an equivalence relation on B.
Proof. Suppose (B, R) is PreT 2 and that for x, y ∈ B we have xRy. We need to show that yRx, i.e., R is symmetric. Note
that
π1A(x, y)1Rπ1A(y, x)2 = xRy = π1S(x, y)1Rπ1S(y, x)2,
π2A(x, y)1Rπ2A(y, x)2 = yRy = π2S(x, y)1Rπ2S(y, x)2, and
π3A(x, y)1Rπ3A(y, x)2 = xRx,
where πi : B3 → B , i = 1,2,3, are the projection maps. Since (B, R) is preT 2, it follows from 3.1 and Deﬁnition 6.1 that
π3S(x, y)1Rπ3S(y, x)2 = yRx. This shows that R is symmetric. Hence, R is an equivalence relation on B .
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for any pair u and v in the wedge,
π1A(u)Rπ1A(v), π2A(u)Rπ2A(v) and π3A(u)Rπ3A(v) iff
π1S(u)Rπ1S(v), π2S(u)Rπ2S(v) and π3S(u)Rπ3S(v), respectively.
We consider various possibilities for u and v; namely u = (x, y)1, (x, y)2 or (x, x) and v = (z,w)1, (z,w)2 or (z, z) for some
x, y,w, z ∈ B .
If u = (x, y)1 and v = (z,w)1, then π1A(u)Rπ1A(v) = xRz = π1S(u)Rπ1S(v), π2A(u)Rπ2A(v) = yRw = π2S(u)Rπ2S(v),
and π3A(u)Rπ3A(v) = xRz iff π3S(u)Rπ3S(v) = yRw .
If u = (x, y)1 and v = (z,w)2, then π1A(u)Rπ1A(v) = xRz = π1S(u)Rπ1S(v), π2A(u)Rπ2A(v) = yRz = π2S(u)Rπ2S(v).
Note that π3A(u)Rπ3A(v) = xRw iff π3S(u)Rπ3S(v) = yRw (since R is an equivalence relation).
If u = (x, y)1 and v = (z, z), then π1A(u)Rπ1A(v) = xRz = π1S(u)Rπ1S(v), π2A(u)Rπ2A(v) = yRz = π2S(u)Rπ2S(v).
Clearly, π3A(u)Rπ3A(v) = xRz iff π3S(u)Rπ3S(v) = yRz.
Similarly, if u = (x, y)2 or (x, x), and v = (z,w)1, (z,w)2 or (z, z), then we have
π1A(u)Rπ1A(v), π2A(u)Rπ2A(v) and π3A(u)Rπ3A(v) iff
π1S(u)Rπ1S(v), π2S(u)Rπ2S(v) and π3S(u)Rπ3S(v), respectively,
since R is an equivalence relation on B . Hence, (B, R) is PreT 2. 
Theorem 6.4. A preordered set (B, R) is PreT ′2 iff R is an equivalence relation on B.
Proof. Suppose (B, R) is PreT ′2 and that for x, y ∈ B we have xRy. Note that
π1S(y, x)1Rπ1S(y, x)2 = yRy, π2S(y, x)1Rπ2S(y, x)2 = xRy, and π3S(y, x)1Rπ3S(y, x)2 = xRx,
where πi : B3 → B , i = 1,2,3, are the projection maps. Since (B, R) is PreT ′2, it follows from 3.1, 3.2 and Deﬁnition 6.1, that
(y, x)R2(a,a) and (a,a)R2(y, x) for some a in B with i1(y, x) = (y, x)1, i2(y, x) = (y, x)2, where R2 is the product structure
on B2, and consequently yRa, xRa, aRy and aRx.
Since R is transitive, in particular, yRx, i.e., R is symmetric and consequently R is an equivalence relation.
Conversely, suppose R is symmetric. We will show that (B, R) is PreT ′2, i.e., by 3.1, 3.2, and Deﬁnition 6.1, for any pair
u, v in the wedge,
(I) If u and v are in different components of the wedge, then there exist (a,b), (c,d), (e, e) in B2 such that (a,b)R2(e, e)
and (e, e)R2(c,d), with ik(a,b) = u, in(c,d) = v for some k,n = 1 or 2 and k = n, and if u and v are in the same
component of the wedge, then there exists a pair (a,b), (c,d) in B2 such that (a,b)R2(c,d) and ik(a,b) = u, ik(c,d) = v
for some k = 1 or 2
if and only if
(II) π1S(u)Rπ1S(v), π2S(u)Rπ2S(v) and π3S(u)Rπ3S(v).
If (I) holds and u, v are in different component of the wedge, then (a,b)R2(e, e) and (e, e)R2(c,d) with ik(a,b) = u,
in(c,d) = v for some k,n = 1 or 2 and k = n. We may assume k = 1 and n = 2. It follows that aRe, bRe, eRc, and eRd;
and consequently aRc = π1S(u)Rπ1S(v), bRc = π2S(u)Rπ2S(v) and bRd = π3S(u)Rπ3S(v). Similarly, if u and v are in the
same component, then π1S(u)Rπ1S(v), π2S(u)Rπ2S(v) and π3S(u)Rπ3S(v). This show that (I) implies (II).
We now show that (II) implies (I). We consider various cases for u and v: u = (x, y)1, (x, y)2 or (x, x) and v = (z,w)1,
(z,w)2 or (z, z) for some x, y,w, z ∈ B . If u = (x, y)1 and v = (z,w)1 and (II) holds, then π1S(u)Rπ1S(v) = xRz,
π2S(u)Rπ2S(v) = yRw and π3S(u)Rπ3S(v) = yRw , and consequently (x, y)R2(z,w), i1(x, y) = u, i1(z,w) = v . If u =
(x, y)1 and v = (z,w)2 and (II) holds, then π1S(u)Rπ1S(v) = xRz, π2S(u)Rπ2S(v) = yRz and π3S(u)Rπ3S(v) = yRw . By
assumption, we have zRy and consequently zRw (since R is transitive). Note that (x, y)R2(z, z) and (z, z)R2(z,w) with
i1(x, y) = u, i2(z,w) = v . If u = (x, y)1 and v = (z, z) and (II) holds, then π1S(u)Rπ1S(v) = xRz, π2S(u)Rπ2S(v) = yRz and
π3S(u)Rπ3S(v) = yRz, and so we have (x, y)R2(z, z), i1(x, y) = u, i1(z, z) = v .
Similarly, one can show that the result holds for the remaining cases of u and v . Hence, (II) implies (I), and consequently,
(B, R) is PreT ′2. 
Theorem 6.5. Let (B, R) be a preordered set. The following statements are equivalent.
(1) (B, R) is zero-dimensional.
(2) (B, R) is PreT 2 .
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(4) (B, R) is PreT ′2 .
Proof. Combine Theorems 5.3, 6.3 and 6.4. 
Let EqRel be the full subcategory of Prord determined by those preordered sets (B, R), where R is a symmetric relation
on B .
Corollary 6.6. All of the categories PreT 2(Prord), PreT ′2(Prord), EqRel, and Dim(Prord) are pairwise isomorphic and they are
bireﬂective in Prord.
Proof. This follows from Theorems 5.3, 5.4 and 6.5. 
Remark 6.7. (1) An Alexandroff topological space (X, τ ) is PreT2 if and only if it is zero-dimensional (see Lemma 4.2.3
of [31]).
(2) Let U : E → B be a geometric topological functor into a topos B. By [11, Theorem 3.9] or [31, Theorem 4.3.4, p. 90],
if X is a zero-dimensional object, then X is a PreT 2 object. However, a zero-dimensional object may not be a PreT ′2 object
in general (see [11, Remark 4.15]).
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