Abstract. Many biological systems can be modeled as multiaffine hybrid systems. Due to the nonlinearity of multiaffine systems, it is difficult to verify their properties of interest directly. A common strategy to tackle this problem is to construct and analyze a discrete overapproximation of the original system. However, the conservativeness of a discrete abstraction significantly determines the level of confidence we can have in the properties of the original system. In this paper, in order to reduce the conservativeness of a discrete abstraction, we propose a new method based on a sufficient and necessary decision condition for computing discrete transitions between states in the abstract system. We assume the state space partition of a multiaffine system to be based on a set of multivariate polynomials. Hence, a rectangular partition defined in terms of polynomials of the form (xi − c) is just a simple case of multivariate polynomial partition, and the new decision condition applies naturally. We analyze and demonstrate the improvement of our method over the existing methods using some examples.
Introduction
A biological system is a complex network of biologically relevant entities. The analysis of complex biological systems can significantly benefit from the theory and techniques developed in the area of hybrid systems [15, 5, 4, 7, 6, 16, 12, 11, 22, 21] . The class of multiaffine hybrid systems [17, 9] is particularly suited to model and analyze a broad range of biological systems. However, due to the nonlinearity of multiaffine systems, it is often difficult to verify their properties of interest directly. A common strategy to tackle this problem is based on the idea of hybridization. In this setting, a given system is replaced by an abstraction where the system state space is partitioned and the original nonlinear dynamics is replaced with a simpler one in each induced partition. The resulting abstraction can either keep some approximated version of continuous dynamics [3, 2] or reason in discrete terms only [19, 20, 18] . In the following, we consider discrete abstractions of hybrid systems.
The quality of a discrete abstraction of a multiaffine system depends closely on the partition scheme of the state space and the conservativeness of discrete transitions between abstract states. A simple idea to partition the state space is to use a set of hyperplanes that are perpendicular to coordinate axes [13, 8, 23] , hence the resulting regions are a set of hyperrectangles. The benefits of rectangular partition can be described as follows: 1) vertices of the hyperrectangles can be easily obtained, 2) some properties can be applied to establish the discrete transitions between abstract states (e.g., Proposition 1). However, since a rectangular partition does not take into account the feature of the vector flow, it could be inefficient. To address this problem, in [1, 30, 29, 28] , a set of polynomials was used for partitioning the continuous state space. The idea is that, given a set of polynomials Φ = {ϕ i (x) ∈ R[x], i = 1, . . . , K}, each ϕ i (x) can partition the state space into three parts: (1) {x ∈ R n | ϕ i (x) < 0}, (2) {x ∈ R n | ϕ i (x) = 0} and (3) {x ∈ R n | ϕ i (x) > 0}. Thus, |Φ| polynomials altogether can partition the state space into at most 3 |Φ| parts. Both of the aforementioned partition methods have to address an important issue: how to establish discrete transitions between the abstract states (i.e. partitioned regions)? A common decision condition used by the existing methods is that, a positive first-order Lie derivative of ϕ i (x) at some point x τ in the hypersurface ϕ i (x) = 0 suffices to prove a trajectory being able to reach the region of ϕ i (x) > 0 from the region of ϕ i (x) < 0 and vice versa. However, this conditional test sometimes fails (i.e. the first-order Lie derivative is 0) and an overapproximating transition relation has to be built.
In this paper, similar to [29, 28] , the state space partition is assumed to be based on a set Φ of multivariate polynomials. To reduce the conservativeness of a discrete abstraction of multiaffine system, we propose a necessary and sufficient condition to build the discrete transitions between the abstract states. The idea is that, given a hypersurface H ϕi = {x ∈ R n | ϕ i (x) = 0} with ϕ i ∈ Φ, a trajectory can pass through H ϕi at some x τ ∈ H ϕi if and only if there exists an odd number N such that the N 'th-order Lie derivative L N f ϕ i of ϕ i is not equal to 0 and all the i'th-order Lie derivative (for 1 < i < N ) of ϕ i is 0 at x τ , and fortunately, there is an upper bound for N which is computable using the Gröbner basis. More specifically, the direction of the trajectory relative to H ϕi at x τ depends on the sign of L N f ϕ i : if L N f ϕ i > 0, the trajectory moves from the region of ϕ i (x) < 0 to the region of ϕ i (x) > 0, otherwise, the direction reverses. For any two adjacent abstract states u and v (see Definition 4 for adjacency), the problem of deciding the transition relation between them is equivalent to deciding whether there exists a trajectory that passes through the intersection of multiple hypersurfaces, which can be formalized as a first-order logic formula consisting of Lie derivatives of ϕ i (x) and can be solved by an SMT solver.
The main contribution of this paper includes: 1) we propose a necessary and sufficient condition for building discrete transitions between abstract states, 2) we design an algorithm for establishing the transition relations between abstract states, 3) we analyze and demonstrate the improvement of our method over the existing methods.
The rest of the paper is organized as follows. Section 2 gives the preliminaries required for the paper. Section 3 describes the partition scheme and the mapping between the abstract states and the original state regions. Section 4 proposes the method for establishing discrete transitions between abstract states. In Section 5, we analyze and demonstrate the improvement of our method over existing methods. Finally, we conclude in Section 6.
Preliminaries
In this section, we recall some backgrounds we need throughout the paper. We first clarify some notation conventions. If not specified otherwise, we decorate vectors in bold face (e.g., x), we use the symbol K for a field, R for the real number field, C for the complex number field (which is algebraically closed) and N for the set of natural numbers, and all the polynomials involved are multivariate polynomials. In addition, for all the polynomials p(x), we denote by x the vector composed of all the variables that occur in the polynomial. |Ψ | denotes the cardinality of the set Ψ .
, where K is a field. Then we set
It is easy to verify that g 1 , ..., g s is an ideal and it is called the ideal generated by {g 1 , ..., g s }.
For the denotative convenience, we need to first present the notation of Lie derivative, which is widely used in the discipline of differential geometry. For a given polynomial ϕ ∈ K[x] and a continuous systemẋ = f (where f = (f 1 , ..., f n )), the high-order Lie derivative of ϕ is defined as follows.
Essentially, the k'th-order Lie derivative of ϕ is the k'th derivative of ϕ w.r.t. time t and hence reflects the change of ϕ over time t. Note that we just write
q be a multiaffine function on the ndimensional rectangle R ⊂ R n and x = (x 1 , ..., x n ) ∈ R, suppose F i is the lowest-dimensional face of R that contains x. Then, f (x) is a convex combination of the values of f at the vertices of F i .
Definition 3 (Multiaffine System).
A multiaffine System is a tuple M def = X, f , Init , where 1. X is the state space of the system M , 2. f is a Lipschitz multiaffine polynomial vector flow function, and 3. Init is the initial set described by a semialgebraic set.
A multiaffine polynomial is a polynomial for which if we fix all the variables but one, the polynomial will become a linear polynomial.
State Space Partition and Abstract State Mapping
In this section, we introduce the partition scheme we adopt throughout the paper and the mapping of the original states to the abstract states.
State Space Partition
We assume to use a set of multivariate polynomials to partition the state space. There are several ways available to derive the set of polynomials [30, 29, 24] : 1) take the polynomials occurring in the vector flow function, the guards and the property to be verified, 2) compute the Lie derivatives of the existing polynomials iteratively, 3) discover algebraic invariants of the system. The details of these techniques are not covered in this paper.
The idea of polynomial-based partition is as follows. Given a set of polynomials Φ = {ϕ i (x) ∈ R[x], i = 1, . . . , K}, each ϕ i (x) can partition the state space into three parts:
Thus, |Φ| polynomials altogether can partition the state space into at most 3 |Φ| regions, each region of the partition can be represented as {x ∈ R n | ϕ i (x) ∼ i 0} with ∼ i ∈ {>, =, <}. In the following, we describe how to map these regions to abstract states.
Abstract states mapping
Given a multiaffine system C = X, Init, f , a polynomial set Φ = {ϕ i (x) ∈ R[x], i = 1, . . . , K} can partition a state space into at most 3 K regions and every state x ∈ X can be mapped to an abstract state in
Conversely, we have the following concretization function Con : V Φ → 2 X that maps an abstract state to a region of the original state space.
In the abstract state space, there could exist discrete transitions only between the abstract states whose corresponding regions in the original state space are adjacent, which we now define formally. 
where dim(w) = K i=1 |w i | is called the dimension of an abstract state. Essentially, Definition 4 means that one of two adjacent abstract states can be obtained by setting some of the nonzero components of the other state to zero. The definition is reasonable because any trajectory x(t) cannot get from the region of ϕ i (x) < 0 to the region of ϕ i (x) > 0 without crossing the hypersurface ϕ i (x) = 0.
Definition 5. (Discrete Abstraction) Given a multiaffine system C = X, f, Init and a polynomial set Φ = {ϕ i (x) ∈ R[x], i = 1, . . . , K}, a discrete abstraction of C w.r.t. Φ is the transition system C Φ = V Φ , T Φ , Init Φ , where
K is the abstract state space;
V Φ ×V Φ is the set of discrete transitions such that (u, v) ∈ T Φ if and only if there exists a trajectory x(t) and t 1 , t 2 ∈ R ≥0 and t 2 > t 1 satisfying:
A discrete abstraction is an overapproximation of the original system. Given a partition, to construct a precise discrete abstraction, the key point is to make the set T Φ of discrete transitions as small as possible. The technique for this purpose is presented in the following section.
Establishment of Discrete Transitions
In this section, we introduce how to establish the discrete transitions between the abstract states.
A necessary and sufficient condition
Suppose we have a polynomial set Φ = {ϕ i (x) ∈ R[x], i = 1, . . . , K} for the partition, according to Definition 5, for a given pair of abstract states u and v. There is a discrete transition from u to v if and only if u and v are adjacent and there exists a trajectory that reaches Con(v) from Con(u).
iff the formula
holds, where I 0 is the set of initial states and k ∈ N. Moreover, if L N f ϕ > 0, the direction of the trajectory points from the region of ϕ(x) < 0 to the region of ϕ(x) > 0, and otherwise, the direction reverses.
Proof. The Taylor expansion of ϕ(x(t)) at time τ is as follows.
(4) ⇒ (3): By applying the condition (4) to the Taylor expansion (5), we can derive that ϕ(
N for some trajectory x(t) with x(τ ) = x τ . Since N = 2k − 1 is an odd number, there must exist a real > 0 such that,
Therefore, condition (3) holds. 
We assume the condition (4) does not hold, i.e. the following formula holds.
∀x ∈ H : ∀N = 2k − 1 :
If M = +∞, according to the formula (6), we have ∀t ∈ (τ − , τ + ) : ϕ(x(t)) = 0, which contradicts the formula (3)
, which contradicts the condition (3), or 2. if M is an odd number, it contradicts the condition (7). Therefore, we have that (3) ⇒ (4) holds. Remark 1. The Formula (4) in Theorem 2 is a sufficient and necessary condition for deciding whether a system can pass through a hypersuface defined by a multivariate polynomial. In pratice, univariate polynomials (i.e. x i − c) instead of multivariate ones are most widely used for partitioning for their simplicity, where the resulting partition is rectangular, hence, Theorem 2 applies naturally. Note that in this simplfied case, -if N = 1, then Formula (4) simplifies to ∃x τ ∈ H : f i (x τ ) = 0 (where f i is the i'th component of the vector flow function f ), which is used by Proposition 3 in [8] . This is the most intuitive way for a trajectory to pass through the hyperplane. -if N > 1, which means f i (p) = 0 and the vector field of a system is tangent to the hyperplane at x τ ∈ H, the system is still capable of crossing H for having one of the odd-order Lie derivatives of (x i − c) be positive and all the other lower-order Lie derivatives vanish at x τ .
In Theorem 2, higher-order Lie derivatives are used to characterize the relationship between a hypersurface and a vector flow. In fact, there are also other theories on hybrid systems which are based on higher-order Lie derivatives [25, 24, 26] . In [27] , J. Liu et al. used higher-order Lie derivatives to describe a necessary and sufficient condition for a multivariate polynomial to be an inductive invariant for a continuous system, which needs to check all positive integers for the existence of a positive integer N > 0 such that the N 'th-order Lie derivative is negative and all the i'th-order Lie derivative (for i < N ) are equal to 0. In our case, we only need to check the existence of an odd number N such that the N 'th-order Lie derivative is positive or negative, depending on the direction of the trajectory that we want to check at the boundary of {x ∈ R | ϕ(x) ≤ 0} and all the other lower-order Lie derivatives are 0. Note that the ϕ(x)'s are not limited to univariate polynomials, that is, our partitions are not limited to rectangular regions.
One key point to apply Formula (4) is how to determine the constant N . Fortunately, there exists a computable upper bound M for N based on Gröbner basis theory [27] . Since the continuous systems under consideration are assumed to be multiaffine, L j f ϕ must be a polynomial in R[x]. According to Theorem 1, we have
The principle for Formula (8) is trivial, since for every k ≥ γ there must exist
f ϕ must be 0 for all k ≥ 0, which contradicts the fact that N satisfies Formula (4). The value of γ is computed iteratively by using the Gröbner basis. To compute the Gröb-ner basis, some powerful tool packages are available in popular mathematical softwares such as Maple. We implemented Algorithm 1 in Maple to compute γ. In Algorithm 1, R represents the high-order Lie derivative of ϕ, the function GrobnerBasis is used to compute the Gröbner basis G of L Based on Theorem 2, we further derive the following corollary for establishing a discrete transition between adjacent abstract states. Corollary 1. Given a continuous system C = X, f , Init and a set Φ = {ϕ i (x) ∈ R[x], i = 1, · · · , K} of real coefficient polynomials, let C Φ = V Φ , T Φ , Init Φ be the corresponding discrete abstraction, where V Φ is the abstract state space and T Φ ∈ 2 V Φ ×V Φ is the set of abstract transitions, and let u, v ∈ V Φ . Then there exists a discrete transition e = (u, v) ∈ T Φ if and only if Adj(u, v) and
where Min(u, v) returns the state of lower dimension and m i ∈ N.
Proof. By Theorem 2, we can easily prove that the corollary holds.
Remark 2. Here we give an intuitive explanation for Corollary 1. According to Definition 4, if there is a transition from u to v, it must be one of the following two cases: 1) dim(u) > dim(v), then there exists a trajectory which reaches the intersection of the hypersurfaces
, then there exists a trajectory which escapes the intersection of the hypersurfaces. However, no matter in which case, we can decide the direction of the trajectory only by the signs of the higher-order Lie derivatives of
, it is easy to show that there is also a transition (v, −u) or (−u, v) correspondingly. Now, we use an example to demonstrate the application of Corollary 2 to establishing discrete transitions. Example 1. Consider the following multiaffine system.
be the set of polynomials for partitioning. We aim to decide the transition relation between the abstract states u = (−1, −1, 1) and v = (0, 0, 0), which corresponds to the regions
By applying Algorithm 1, we can get γ 1 = 4, γ 2 = γ 3 = 3. Since dim(u) = 3 > 0 = dim(v) and Con(v) contains a single point x τ = (8, 8, 8) , by computing the Lie derivatives of ϕ i (x) at x τ , we get
In this case, as shown in Figure 1 , the trajectory of the system is tangent to the plane x 1 − 8 = 0 at x τ . Since L f ϕ 1 = 0 at x τ , we cannot decide the direction of the transition between u and v by considering only the first-order Lie derivative like in [10] . However, according to Corollary 1, we can decide that there is a discrete transition from u to v.
Computation method
In the previous section, we have introduced a necessary and sufficient condition for deciding whether there exists a discrete transition between two abstract states. According to Corollary 1, the essential problem is to decide whether Formula (9) holds for two adjacent states u and v, which involves deciding the satisfiability of a first-order logic formula built on a set of nonlinear polynomial equations and inequalities. To solve this problem, a number of SMT solvers are available, such as Z3, SMT-RAT etc. Given two abstract states u and v, we use Algorithm 2 to decide the transition relation between them. The idea of the algorithm is as follows. Given any two abstract states u and v, if they are adjacent, we select the one with lower dimension, represented as w = Min(u, v). As commented in Remark 2, the higher-order Lie derivatives of {ϕ i (x) | u i = v i , i = 1, · · · , K} in the domain Con(Min(u, v)) suffice to determine the transition relation between u and v. In Algorithm 2, the set I u,v collects the indices of the hypersurfaces where u differs from v. Lines 5 to 8 are used to construct all the possible combinations of Lie derivatives of {ϕ i | u i = v i , i = 1, · · · K} occurring in Formula (9). Then, we check with an SMT solver in line 10 if there exists a combination of the Lie derivatives which makes Formula (9) hold.
Discussion and Examples
In this section, we analyze and demonstrate the improvement of our method over the existing methods using some examples. Note that to be intuitive, we refer an abstract state to its region of concrete states in the following.
Theorem 2 presents a sufficient and necessary condition for deciding the existence of a trajectory passing through a hypersurface ϕ(x) = 0 at a single point by a series of Lie derivatives of ϕ(x). However, as indicated in Corollary 1, what we need to handle are mainly semialgebraic sets which are usually infinite. For example, given a rectangular partition for a 3-dimensional state space, the adjacent regions of a box consist of rectangles, edges, and vertices. To decide whether there exists a trajectory passing through an adjacent region, a general solution is to apply an SMT solver, which is known to have a doubly-exponential complexity. Hence, there are other attempts to simplify this problem in special cases. In [8] , G. Batt et al. presented a sufficient and necessary condition for deciding the existence of transitions between adjacent hyperrectangles (their definition of adjacent regions refers to those n-dimensional hyperrectangles having an (n−1)-dimensional facet in common). The condition states that for any two adjacent full-dimensional hyperrectangles R and R (assuming R is greater than R in x i ), there exists a transition from R to R if and only if there exists a vertex on the shared facet F i of R and R satisfyingẋ i = f i > 0 (note that this is not true for adjacent hyperrectangles with shared facets of dimension lower than n − 1). The condition is obvious for the sufficiency, but not for the necessity according to Theorem 2. To prove the necessity, we need to prove that there exists no trajectory from R to R if f i ≤ 0 for all the vertices of F i . This can be addressed in two cases: -f i < 0 for some vertex. According to the property of multiaffine functions described in Proposition 1, it is obvious that f i (x τ ) < 0 for all x τ ∈ F i \∂F i , where ∂F i denotes the boundary of f i . Therefore, all the trajectories that pass through F i at the internal points must point from R to R instead of the reverse. -f i = 0 for all vertices. We can easily derive from Proposition 1 that f i = 0 for all the internal points of F i . However, according to Theorem 2, we cannot conclude that there exist no trajectories from R to R without further knowledge about the higher-order derivatives of (x i − c). Nevertheless, we have the following proposition which asserts that all the Lie derivatives of (x i − c) at any internal points of F i are 0 if the first Lie derivative of x i at all the vertices of F i are 0. Therefore, there exists no trajectory no matter in which direction, i.e. from R to R or reversely. Suppose we have a rectangular partition for the system in Example 2 that contains two boxes R and R which share the facet F i , where V(F i ) = {(0, 0, 1), (1, 0, 1), (0, 1, 1), (1, 1, 1)}. We can easily verify that L M f f 3 (x) = 0 on the plane x 3 = 1 for all M ≥ 0, which means that all the pairs of boxes besides (R, R ) that share the plane x 3 = 1 cannot reach one another. However, according to Proposition 2, x 3 = 1 is an invariant and there could exist plenty of trajectories on the plane x 3 = 1 for which only the variables x 1 and x 2 change over time while x 3 stays unchanged. The section of the vector field at the plane x 3 = 1 is shown in Figure 2 , and we can see that the system is unsafe. However, by using the abstraction method in [8] , the transitions in the plane x 3 = 1 are ignored and hence the resulting transition system could be verified to be safe.
In [23] , M. Kloetzer and C. Belta constructed an over-approximation for the original system by taking into account all the transitions between the hyperrectangles of different dimensions from 0 to n. In order to deal with the case of trajectories being tangent to the shared facet of neighboring hyperrectangles (i.e f i (x) = 0), the authors decide the direction of the trajectory by the direction of the vector flow in the neighboring hyperrectangles. This strategy works well only when the direction of the vector flow in the neighboring region is definite. Otherwise, the procedure fails and bidirectional transitions between two hyperrectangles have to be added in order to get an over-approximation. We present two examples to demonstrate how this can be handled by our method.
