A previous paper of the present author was devoted to the study of the convergence properties of the iterates of a certain transformation of distribution functions (d.f.'s) of a random variable (r.v.) . In this paper the definitions and some of the results are extended to the case of bivariate d.f.'s. 
iii) .F(+oo, +oo) = lira XtVF {x, y) -1 and (iv) F(x, y) is left continuous in each variable; i.e., lim F(x + h,y) = F(x, y)
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for all x and y with a similar left continuity in y. We shall let F x (x) -F(x, oo) and F 2 (y) = F(^y y) be the marginal d.f.'s of X and Y respectively and μ(i, j) = EiXΎ 5 ) be a product moment of order i + j when it exists finitely. Hence μ(ί, 0) and μ (0, i) are the ί-th moments of the marginal d.f.'s F x and F 2 respectively. For brevity we let μ = μ(l, 1).
Let us remark at this point that (1) all of the results of this paper (and more) follow immediately from the univariate case if F is the d.f. corresponding to a product measure; i.e., X and Y are independent and (2) although we are dealing explicitly with the bivariate case, the treatment and the results carry over in a direct way to distributions in the positive quadrant of R n , n ^> 3. We develop now the requisite background material before introducing the bivariate transform in § 2.
The following two lemmas for integration by parts are basic. These formulas are known [11] , but apparently not readily available, and so we give them in a form convenient for our use. - [[g(x,b)-g(x,0) ]df (x,0) ( (
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It is well known that the double Riemann-Stielt jes integral exists when, for example, one of the functions / and g is continuous and the other is of bounded variation (cf. [3] (x, y) .
Jo Jo Jo Jo
Proof. Let a > 0, b > 0 and S = [0, a] x [0, b] . Using (1.1) and simplifying we get ( G(x, y) 
Next, noting (1.2) and integrating by parts G(x, y)dF(x, y) and letting α, b -> co we get A = + co. The JS lemma is proved in any case.
where F* is defined in (1.5) . In particular, *(x,y) dydx.
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We now recall that the characteristic function ], x, y -> oo for all positive r, r' smaller than R. (u, v) exists finitely for max(|ί|, \t'\) < R. Pick positive numbers r, r ! such that r < R, r f < R and then s, s' such that r < s < i? and r r < s' < i2. Then there exists a positive constant C such that (u, v) x jŷ exp (sx + s'y)F*(x, y) .
2. The bivariate transform* We now define the bivariate transform and its iterates. Let F(x, y) Gϊ (u, v) dvdu (u, v) where
In view of (1.8) G n (x, y) is indeed an absolutely continuous d.f. for n^l.
Furthermore, if X and Y are independent so that F(x, y) = F 1 (x)F 2 (y) we see that the bivariate transform of F is the product of the univariate transforms introduced in [10] of the marginal d.f/s F x and F 2 . In the general case, however, no such simple relationship exists. This is important to the understanding of why a separate treatment of the two dimensional case is necessary and also helps explain the difficulty in strengthening part (v) of Theorem 4.1.
In this section we obtain the relation between the moments of F and of G n for n ^ 1. Proof. Clearly Λf *(0, 0) = 1. Further, the existence of the m.g.f. M in N implies the existence of M t (u) and M 2 (u) for (u, 0) e N and (0, u) e N respectively. Consider first the case t t > 0, t 2 > 0, (t ly t 2 ) e N. The first assertion in the theorem follows at once from Lemma 1.3 by using G(x, y) = (e hx -l)(e Hy -1) and noting that
M*(t 19 t 2 ) of G^x, y) exists in N and
(» 2 ) (/A)W(if .) &) M + ], i2 0 M*(t 19 0) -G«ί 1 )- 1 [3ilf/3ί.ko> -3^/3^1(00,], t, Φ 0 M M M (tit *(t lt *(0, *(0, ί 2 ) = (μtJz) 0) = (^ί,)- 1 0) = l [dM/dU\i tlM -dM/i [dMldtχ o , t2) -dM/iΛP(ίn t 2 ) = 1 \ exp (t,x + t 2 y)F*{x, y)dydx .
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The result follows similarly when t{t 2 Φ 0, t γ and/or t 2 negative. We now turn to the second equation in (2.1) and merely sketch the proof. Since the m.g.f. M defines a holomorphic function in a "band" containing N, the integral 
Thus, the quantity in square brackets on the right side of the second equation in (2.1) 
reduces to y( e h* -i)dF(x, y) .
Use of Lemma 1.3 again gives us the result. The third equation in (2.1) is proved in the same way. The theorem is completely proved.
We shall write μ(i, j; n) to denote E Gn (XΎ j ), i ;> 0, j ^ 0, n ;> 1. The following results are easily proved. If F has a m.g.f., these results are obtained as corollaries to Theorem 2.1.
exists finitely for all nonnegative integers i and j, then for all such i and j and n ^ 1,
3* A convergence theorem for d.f.'s on a finite rectangle* In this section we prove the following theorem:
To prove the theorem we need several inequalities concerning the growth rates of moments which we now obtain. For every nonnegative real number m, n, p, q and real number t, we have
so that, if the moments are positive and finite we get
Let r, s be positive integers. Letting 2m = r + 1, 2w = s + 1, 2j> = r -1, 2? = s -1 in (3.1) and then s + 1 = r we obtain
Similarly,
Setting 2m = 2#> = r, 2n = 2q = s in (3.1) we get
and its dual lim μ lln (n, n) = ab .
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Proof. Similar to Boas [1] .
COROLLARY.
Proo/. It suffices to prove (3.10) since (3.11) follows from it. Let i = 1. Clearly lim sup^oo μ(w + 1, n)fμ(n 9 n) ^ α. Since
we have from (3.5), for n Ξ> 2,
which implies that the lim inf of the left side is at least b"
x ab = α. For a general i we use (3.5) and induction on i to get
Similarly we have the dual results
Proof. It suffices to consider k = 1, i ^ 1.
in view of (3.10)-(3.13).
In a similar fashion
by (3.14) and (3.15) .
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We are now ready to prove Theorem 3.
which converges to aH\ b j jl (Lemma 3.4) . This last quantity is the moment of order (i, j) of G(x, y) given in the statement of the theorem. The result now follows by the bivariate moment convergence theorem. We observe that the limit distribution is the product of two univariate distributions; i.e., the limiting random variables are independent. 
f.'s) H n (x, y) = G n (c n x, d n y), Ht{x, y) = l-m\x) -H™(y) + H n (x, y), G*(x, y) = l-G^(x) -G™(y) + G(x, y)
I Ht(x, y)dydx, and b = \ \ G*(x, y)dydx. We note that b n = E Hn (XY) and b = E G {XY). We further recall that a d.f. is proper if there is no straight line in the xy-jΛane which contains the whole mass of the distribution. The main result of this section is the following theorem. 
viii) G(x, y) is continuous and the convergence H n (x, y) -> G(x, y) is uniform in x and y.
Proof. The first five parts of the theorem follow as in Theorem 4.1 in [10] . As for the remainder, we first prove that G(x, y) is continuous. This involves several steps.
Step 1 Proof. It is clear by the bounded convergence theorem that g n -*9 pointwise. To obtain a subsequence converging uniformly we shall show that {g n } is uniformly bounded and equicontinuous and then appeal to the Arzela-Ascoli theorem [6, p. 242] .
First {g n } is uniformly bounded since |g n (x, y)\ <^ b n ^ M. Now we prove that it is equicontinuous. Let ε be given, (ε < 1). Choose 
, y')du ^{y-y')M/a < §M/a < ε using Step 2. In a similar fashion
Step 4 is proved. We now turn to the proof of the continuity of G (x, y) . Clearly, G is continuous at (c, 0), c > 0 since by Step 1 G(x, y 
This equation is also true for x = c, y = d. Choose δ < min (η, a).
Then, for \x -c\ < δ, \y -d\ < δ we have that (x, y) belongs to the domain of g and
The proof of the continuity of G(x, y) is completed. Since H n (x, y) converges to G(x, y) and these are all continuous d.f.'s, the bivariate version of a familiar result [9, p. 438] asserts that the convergence H n ->G is uniform. This uniform convergence now yields parts (vi) and (vii) of the theorem immediately. Theorem 4.1 is completely proved. REMARK 1. A consequence of (ii) is the asymptotic equivalence:
Thus, the theorem gives the asymptotic nature of only the product of the normalizing sequences in terms of the rate of growth of the moments of F. It might be natural to seek conditions under which the normalizers will be given by
for some constant k > 0. If (4.2) holds, it is natural to expect 1/k and bk to correspond to the first moments of the marginal d.f.'s G ί and G 2 of the limiting d.f. G. This is true and is seen as follows. By a straightforward calculation
and g(x) = \ f(u)du we have g n -*g by the bounded convergence Jo theorem. In fact, applying the Arzela-Ascoli theorem to {g n }, it is easy to conclude that g n , -> g uniformly in x, where n r is a suitable subsequence of the natural numbers. It now follows by the MooreOsgood theorem [7, p. 285 ] that lim lim g n ,(x) = lim lim g n ,(x); i.e., (H n ) to μ ifj (G) only for i = j. Remark 1 above extends this to the case i = 0, j = 1 and i = 1, j = 0 under the condition (4.2) . It might be interesting to investigate if the general moment convergence is a consequence of (4.2) but we shall not pursue that in this paper. REMARK 3. Under the conditions of the theorem and (4.2) the following relations for the growth rates of the moments of F are easilyobtained:
We observe that ( Proof. Uuder the stated conditions all the moments X n and σ n respectively of U and V are finite and the moments of the d.f. of (X, Y) and of its nth iterated transform are given by
Choosing the c n and d n as in (4.2) with b -1, k = 1 we see after some simplification that μ i}j (H n ) -> il j! as n->°°. (Here we have used Lemmas 4.2 and 4.3 in [10] ). Such a choice of c n and d n is valid since c n+ί /c n and d n+ί /d n are bounded. Indeed they approach 1. The theorem is proved.
REMARK. If U and V have independent exponential distributions then the joint probability density function (p.d.f.) of X and Y is the one considered in Example 5.3.
We close this section with the following result illustrating a situation where the normalizers are as in (4.2) but the limit d.f. is not necessarily a d.f. of independent r.v.'s. To prove the theorem we merely need to verify that the mements of G(x, y) determine it uniquely. This follows readily from the following sufficient condition for the determinateness of a moment sequence {m iS }, namely, that the series ΣΓi=o m^y'lil jl have a nonvanishing radius of convergence (cf. [4, P ' 217] ).
In the present case and this clearly satisfies the sufficiency condition. given by [1 -(1 -x) n ] for 0 < x < 1 and one for x > 1. Thus G n (x, y) converges to the degenerate distribution (degenerate at the origin). But G n (x/n, y/n) converges to the product of exponential d.f.'s. 
