Abstract. Let X be a compact Kähler manifold of dimension k ≤ 4 and f : X → X a pseudo-automorphism. If the first dynamical degree λ 1 (f ) is a Salem number, we show that either
Introduction
Given X a compact Kähler manifold and f : X → X a dominant meromorphic map. It is interesting to see whether f has a non-trivial invariant meromorphic fibration. More precisely, the following question was asked by many people Question 1: Let X be a compact Kähler manifold and f : X → X a dominant meromorphic map. Is there a compact Kähler manifold Y with 0 < dim(Y ) < dim(X), and dominant meromorphic maps π : X → Y and g : Y → Y such that π • f = g • π?
D.-Q. Zhang called a map having no non-trivial meromorphic fibration a primitive map. Diller-Favre [5] classified Question 1 in the case X is a surface and f is bimeromorphic map. For a dominant meromorphic map f : X → X, there are associated bimeromorphic invariants called dynamical degrees (see Subsection 2.1 for definition of this). By the works in [6] and [7] , having a non-trivial invariant meromorphic fibration put some constraints on dynamical degrees of f . For example, if X has dimension 3 and f is pseudo-automorphic (we recall here that f is pseudo-automorphic if it is bimeromorphic and both f and f −1 have no exceptional divisors, see e.g. [10] ) then we necessarily have λ 1 (f ) = λ 2 (f ), and if moreover π is holomorphic and dim(Y ) = 2 then λ 1 (f ) is a Salem number (see Lemma 2) . As a first step toward resolving Question 1, we may ask whether the reverse of this is true, that is: Question 2: Let X be a compact Kähler manifold of dimension 3 and f : X → X a pseudo-automorphism with λ 1 (f ) > 1.
i) If λ 1 (f ) = λ 2 (f ), does f have a non-trivial invariant meromorphic fibration? ii) If λ 1 (f ) is a Salem number, does f have a non-trivial invariant meromorphic fibration?
Our first main result below shows that for pseudo-automorphisms f in dimensions 3 and 4, that λ 1 (f ) being a Salem number has an interesting dynamical consequence. Theorem 1. Let f : X → X be a pseudo-automorphism of a compact Kähler manifold. Assume that λ 1 (f ) is a Salem number.
1) If dim(X) = 4 then either λ 1 (f ) = λ 3 (f ) or λ 1 (f ) 2 = λ 2 (f ). 2) If dim(X) = 3 then λ 1 (f ) = λ 2 (f ).
Note that since f is pseudo-automorphic, λ 1 (f ) is the spectral radius of the linear map f * : H 1,1 (X) → H 1,1 (X) (see Lemma 1) . Since f * preserves the cone psef cohomology classes, it follows from Perron-Frobenius theorem that λ 1 (f ) is an eigenvalue of f * : H 1,1 (X) → H 1,1 (X). In connection with Question 2, Bedford-Kim [1] constructed an example of a pseudo-automorphism f : X → X, where X is a composition of point blowups of P 3 . This map has no non-trivial invariant meromorphic fibration, but its dynamical degrees have the property that λ 1 (f ) = λ 2 (f ) is a Salem number strictly greater than 1. However, our next main result shows that the answer to Question 2 ii) is affirmative for the case X is a complex 3-tori and π is an equivariant holomorphic fibration.
Theorem 2. Let X be a complex 3-torus and f ∈ Aut (X) with λ 1 (f ) > 1. If λ 1 (f ) is a Salem number, then X admits a non-trivial f -equivariant holomorphic fibration .
Remarks.
1) We will prove a stronger conclusion: X admits f -equivariant holomorphic fibrations both over a complex 1-torus Y 1 and complex 2-torus Y 2 such that λ 1 (f ) = λ 1 (g 2 ) for the induced automorphism g 2 of Y 2 .
2) The converse of Theorem 2 is also true, see Corollary 1.
Our last two main results show that even in the category of complex 3-tori equipped with automorphisms and equivariant holomorphic fibrations, the answer to Question 2 i) is negative. However the answer is affirmative if some constraints on the Picard number ρ of the torus X are satisfied. Theorem 3. 1) There is a projective 3-torus X with Picard number 9 and has an automorphism f : X → X with λ 1 (f ) = λ 2 (f ) > 1 but f has no non-trivial equivariant holomorphic fibrations.
2) There are non-projective 3-torus X with Picard number 0 or 3 having an automorphism f : X → X with λ 1 (f ) = λ 2 (f ) > 1 but f has no non-trivial equivariant holomorphic fbrations.
Theorem 4. Let X be a complex 3-tori having an automorphism f : X → X with λ 1 (f ) = λ 2 (f ) > 1 but f has no non-trivial equivariant holomorphic fibrations.
1) If X is projective then the Picard number of X must be 9.
2) If X is non-projective then the Picard number of X must be 0 or 3.
Theorems 3 and 4 are proved by analysing the Galois groups of the characteristic polynomials of such maps f , similar to the argument used by Voisin [22] . We can construct all examples in Theorem 3.
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Proof of Theorem 1
In the first subsection we recall the definition and some properties of dynamical degrees of meromorphic maps. In the second subsection we prove Theorem 1 together with some other properties of pseudo-automorphisms.
2.1. Dynamical degrees. Let f : X → X be a dominant meromorphic map, here X is a compact Kähler manifold. There is a well-defined pullback map f * : H p,p (X) → H p,p (X). One way to define this pullback map is as follows. We choose Γ to be a resolution of singularities of the graph of f , and let π, g : Γ → X be the induced holomorphic maps to the source and the target. If θ be a smooth closed (p, p) form, then g * (θ) is also a smooth closed (p, p) form. Then the pushforward π * g * (θ) is well-defined as a closed (p, p) current. The cohomology class of π * g * (θ) depends only on the cohomology class of θ. Thus we define f
Dinh and Sibony ([8] and [9] ), showed that the dynamical degrees are well-defined (i.e. the limits in the definition exist), and are bimeromorphic invariants. There is one other method to define λ p (f ). We let r p (f ) = max |λ|, here λ runs over all eigenvalues of f * : H p,p → H p,p (X) be the spectral radius of this pullback. Then
In particular, if f is holomorphic then λ p (f ) = r p (f ). Some properties of dynamical degrees: λ p (f ) ≥ 1 for all p ≥ 1, and
When f is holomorphic, the results by Gromov [15] and Yomdin [24] prove that the topological entropy h top (f ) of f equals max 0≤p≤k log λ p (f ). For a general meromorphic map, we can still define its topological entropy. Dinh and Sibony [9] , proved that h top (f ) ≤ max 0≤p≤k log λ p (f ).
Given 0 ≤ p ≤ k. We say that f * is p-algebraic stable if for any n ∈ N, (f n ) * = (f * ) n as linear maps on H p,p (X) (see ). We can define similar notion for the pushforward f * .
2.2. Pseudo-automorphisms. Let X be a compact Kähler manifold of dimension k and f : X → X be a pseudo-automorphism.
The following result was given in Propositions 1.3 and 1.4 in [3] when dim(X) = 3. Lemma 1. 1) The maps f * and f * are all 1-algebraic stable.
Proof. 1) Let θ be a closed smooth (1, 1) form. Then since f is pseudo-automorphic, the two currents (f n ) * (θ) and (f * ) n (θ) differ only on an analytic set of codimension at least 2. Therefore they are the same current. Taking cohomology classes, we obtain 1).
2) Proving similarly as in 1), we have that f * f * is the identity map on H 1,1 (X). Because f is bimeromorphic, f * = (f −1 ) * . From this we obtain 2).
The following lemma is essentially known, but we present a proof for the convenience of the readers.
Lemma 2. Let X be a compact Kähler manifold of dimension 3 and f : X → X a pseudo-automorphism. Assume that there is a compact Kähler manifold Y with 0 < dim Y < dim X = 3, and dominant meromorphic maps π :
ii) If in addition π is holomorphic and dim Y = 2, then λ 1 (f ) is either 1 or a Salem number.
Proof. i) There are two cases to consider:
Case 1: dim Y = 2. By results in Dinh-Nguyen [6] (for projective manifolds) and in [7] (for general compact Kähler manifolds), in the case where the maps π, f and g are holomorphic see also Nakayama-Zhang [18] , there are relative dynamical degrees λ 0 (f |π) and λ 1 (f |π) with the following properties: λ 0 (f |π) = 1, λ 1 (f |π) ≥ 1, and
Because f is a pseudo-automorphism, we have λ 3 (f ) = 1. Since both λ 2 (g), λ 1 (f |π) ≥ 1, it follows that λ 2 (f ) = λ 1 (f |π) = 1. Then it follows that λ 2 (f ) = λ 1 (f ) = λ 1 (g).
Case 2: dim Y = 1. In this case we proceed as in Case 1. ii) If π is holomorphic and dim Y = 2 then g is a pseudo-automorphism of a surface, hence must be an automorphism. Therefore λ 1 (g) is a Salem number (see e.g. Diller-Favre [5] ). From Case 1 of i) we find that λ 1 (f ) = λ 1 (g) is a Salem number.
2.3. Proof of Theorem 1. We now give the proof of Theorem 1. By part 2) of Lemma 1, if λ is an eigenvalue of f * :
Hence Theorem 1 follows from the following stronger result.
Proof. 1) First, we show the inequality λ 1 (f ) ≤ λ 1 (f −1 ) = λ 3 (f ). In fact, since by assumption 1/λ 1 (f ) is an eigenvalue of f * : H 1,1 (X) → H 1,1 (X), it follows from the first paragraph of the proof that λ 1 (f ) is an eigenvalue of (f −1 )
Here we can not argue as above since a priori we do not know that 1/λ 1 (f −1 ) is also an eigenvalue of (f −1 )
We instead proceed as follows. Again λ 1 (f ) is an eigenvalue of (f −1 )
Since f is bimeromorphic and X has dimension 4, we have λ 2 (f ) = λ 2 (f −1 ). From the log-concavity of dynamical degrees, we obtain
has only one eigenvalue larger than λ 2 (f −1 ). From the above, both λ 1 (f −1 ) = λ 3 (f ) and λ 1 (f ) are eigenvalues of (f −1 )
. Therefore, we must have λ 1 (f ) = λ 3 (f ), as claimed.
2) Proceed as in 1), we deduce that either
Therefore the first case can not happen, and we conclude that λ 1 (f ) = λ 2 (f ).
Equivariant holomorphic fibrations on complex tori
Throughout this section, we consider a complex torus X of dim X = n, a complex n-torus for short. We write X as the quotient of the universal covering space C n by a discrete Z-submodule L ⊂ C n , of rank 2n:
In this description, L ≃ Z 2n and we have a natural identification
and the weight one Hodge structure
Note that the bimeromorphic selfmap of X is necessarily biholomorphic, i.e., the group of bimeromorphic selfmaps Bir (X) coincides with the group of biholomorphic selfmaps Aut (X). This is because X has no rational curve as complex subvarieties. We denote by Aut group (X) the group of automorphisms of the complex Lie group X.
Let f ∈ Aut (X). We are interested in the following:
Recall that the Stein factorization map is a unique finite morphism. So, by taking the Stein factorization of π, we may further assume without loss of generality that Y is normal and π has connected fibers.
In this section, we will use the notations introduced here and always assume that a holomorphic fibration is surjective onto a normal base space and has connected fibers.
3.1. f -admissible submodules and f -equivariant fibrations. We call a Zsubmodule M of L admissible if M is primitive, i.e., L/M is torsion free, and M carries the weight one sub-Hodge structure of L in the sense that
. Each admissible submodule M defines a complex subtorus
of X and vice versa. Here by a complex subtorus, we mean a compact connected complex Lie-subgroup of the complex Lie group X. The primitivity in the converse is as follows. The quotient X/Z by a complex subtorus Z is a compact connected abelian holomorphic Lie group, i.e., a complex torus, and the quotient map g : X → X/Z is a locally trivial fibration. Therefore, we have a natural exact sequence
The following important lemma is well-known. It is a direct consequence of Lemma 2.1 in [4] . Proof. Let Z be a general fiber of π. By Lemma 2.1 in [4] , Z is a subtorus of X, π : X → Y factors through g : X/Z → Y and g is a finite map. Since π has connected fibers, g is then a bimeromorphic finite map. Since Y is normal, this implies g is an isomorphism by the Zariski main theorem.
We call an admissible Z-submodule M of L f -admissible if f * (M ) = M and 0 < rank M < 2n = rank L. Here f * is the automorphism of L naturally induced by f ∈ Aut (X).
From this lemma, we obtain the following useful:
Theorem 6. The following conditions are equivalent:
Proof. Assume (i). Let π : X → Y be an f -equivariant holomorphic fibration. By Lemma 3, Y is a complex torus. Then
satisfies the requirement of (ii), by f • π = π • g. Note that π * is a homomorphism preserving weight one Hodge structure. Assume (ii). Let Z be a subtorus of X corresponding to an f -admissible Zsubmodule M of L and q : X → Y be the quotient map onto the quotient torus Y = X/Z. Decompose f as f = t a • h, where h ∈ Aut group (X) and t a : x → x + a is a translation by a ∈ X. Then h(Z) = Z by the construction. Thus
for all x ∈ X. Moreover, by h(Z) = Z, we have
for all z ∈ Z and x ∈ X. Hence the selfmap f :
Since π is a smooth surjective morphism and Y is also smooth, it follows that g ∈ Aut (Y ). Hence g : X → Y is an f -equivariant fibration.
3.2. f -admissible submodules and the minimal polynomial of f . Consider the minimal polynomial m(t) and the characteristic polynomial Φ(t) of the action f * ∈ Aut (L) of f ∈ Aut (X). Then m(t), Φ(t) are monic polynomials in Z[t]. We have f * ⊗ id C = F ⊕ F , where
and F is the complex conjugate map on
We have the following generalized eigenspace decomposition of the action of f * on
is the genaralized eigenspace of F with eigenvalue α and similarly for GV F (α). We have then the f -stable decomposition
Proof. Since m(t) is monic and not irreducible in Z[t], there are two cases:
Case (a). m(t) has at least two distinct irreducible factors over Z[t], i.e., there is a decomposition m(t) = m 1 (t)m 2 (t) such that m 1 (t), m 2 (t) ∈ Z[t]\Z and m 1 (t) and m 2 (t) has no common root in C. Recall that the roots of m(t) and Φ(t) are the same modulo multiplicities. Therefore, we have also a decomposition Φ(t) = F 1 (t)F 2 (t) such that F 1 (t), F 2 (t) ∈ Z[t] \ Z and F 1 (t) and F 2 (t) has no common root in C.
Case (b). m(t) = q(t) k where k ≥ 2 and q(t) ∈ Z[t] is irreducible. First, consider Case (a). In this case, we shall show that the following stronger result which we shall use later:
Proof. By the assumption, there are h 1 (t), h 2 (t) ∈ Z[t] and an integer N such that such that
Thus, by the basic property of the generalized eigenspace decomposition, M i ⊗ C is the direct sum of the generalized eigenspaces of f * with eigenvalue α j such that
. Hence, {1, 2, · · · , s} is decomposed into the disjoint union of two proper subsets J i (i = 1, 2) such that
regardless that α j is real or not (see also the remark before Theorem 7). Hence, M i are f -admissible and therefore X has two f -equivariant holomorphic fibrations
The last two assertions follow from the generalized eigenspace decomposition above.
So, we are done in Case (a). Next, consider Case (b). Let V F (α i ) (resp. V F (α i )) be the eigenspace of F (resp. F ) with eigenvalue α i (resp. α i ). Consider
, it follows from Gauss's elimination theory or the freeness, hence flatness, of C as Z-module, we have
Now, by considering the Jordan canonical form of f , we obtain that
Since α 1 is of multiplicity greater than or equal to 2, it follows that V F (α 1 ) = V G F (α 1 ). Hence 0 < rank M < rank L as desired. Therefore X has an f -equivariant holomorphic fibration by Theorem 6. Remark 1. Obviously, the converse of Theorem 7 is not true. For instance, consider f := −id X×X ∈ Aut (X × X). Then, m(t) = t + 1 but the second projection p 2 : X × X → X is an f -equivariant holomorphic fibration. Here we notice that −1 is the eigenvalue of
The following is a partial converse of Theorem 7. Recall that m(t) is the minimal polynomial f * |L over Z.
Then X has no f -equivariant holomorphic fibration.
Proof. By (i), m(t) has n distinct simple roots. Denote them by
X ) has the following eigenspace decomposition:
and therefore F -eigenspace decomposition
coincides with the set of roots of m(t). This follows since m(t) is the minimal polynomial of f * ⊗ id C = F ⊕ F also over C. Assume that there would be an fadmissible submodule M of L. By dim V (α i ) = 1 and f -admissibility, there would be a non-empty subset I of {1, 2, · · · , n} such that
regardless that α i is real or not. Since m(t) is irreducible over Z, it follows that any two elements of S are Galois conjugate to each other over Q. Thus, by I = ∅, we would have
, whence M = L, by the primitivity, a contradiction. Hence there is no f -admissible Z-submodule of L, and therefore by Theorem 6, X admits no f -equivariant holomorphic fibration.
Proposition 3 can be used to construct a pair (X, f ∈ Aut (X)) with no fequivariant holomorphic fibration when dim X = 2k ≥ 4, even if λ 1 (f ) is a Salem number. We need the following result on Salem numbers Lemma 4. If α is a Salem number, then so is α k for any positive integer k.
Proof. This follows that any Galois conjugate of α k > 1 is β k for some Galois conjugate β of α and vice versa.
Lemma 5. For each even positive integer 2k, there is a Salem number of degree 2k.
Proof. There are Salem numbers of small degrees, say, 2, 4, 6, 8. When k ≥ 4 is odd, this lemma is proved by Gross-McMullen (see Theorem 7.3 in [16] ). They show first that for each even degree 2m, there is a monic polynomial C 2m (t) ∈ Z[t] such that zeros of C 2m (t) are all distinct, real and in (−2, 2). Then they show next that for odd k ≥ 5, the polynomial
is a Salem trace polynomial of degree k for all large integer a and more. This means that the polynomial R k (t) has k − 1 roots belong to (−2, 2) and the other root is > 2, and moreover R k (t) is irreducible. Let us briefly recall their argument. The former is easy to show by inspecting the graph of the functions C k−3 (t 2 − 4) and 1/(t− a). For the latter, we observe that if P (t) is an irreducible factor of R k (t) having all roots in (−2, 2) then P (t) belongs to a finite set of polynomials. Since when a → ∞ the roots of R k (t) converge to the roots of C k−3 (t)(t 2 − 4), eventually P (t) must divide C k−3 (t). But R k (t) = 1 at the roots of C k−3 (t) and hence they can not have a nontrivial common factor. Therefore no such P (t) exists, and hence R k (t) is irreducible because it has only one root outside of (−2, 2).
The corresponding Salem polynomial S 2k (t) = t k R k (t + 1/t) gives a desired Salem number. The same proof shows that for even k, the polynomial
is a Salem trace polynomial of degree k for large integer a. So, again, the corresponding Salem polynomial S 2k (t) gives a desired Salem number. Now we proceed to construct our examples.
Proposition 4. For each integer k ≥ 2, there are a projective complex 2k-torus X and f ∈ Aut (X) such that
and it is a Salem number, yet (ii) X has no f -equivariant holomorphic fibration.
Proof. Let E be an elliptic curve and consider X = E 2k . Then, we have a natural inclusion GL 2k (Z) ⊂ Aut group (X). Note that this is not true for general complex torus.
Choose a Salem number α of degree 2k. Such number exists by Lemma 5. Let
be the minimal polynomial of α. Consider the following matrix
Then M 2k ∈ SL 2k (Z) and the characteristic polynomial of M 2k , as well as its minimal polynomial, is the Salem polynomial S 2k (t). Let f be the corresponding automorphism of X. Then the action of f on H 0 (X, Ω 1 X ) * is given by the multiplication of M 2k under the natural obvious dual basis of H 0 (X, Ω 1 X ). Thus f satisfies all the requirements of Proposition 3 and the result (ii) follows. The dynamical degrees of f satisfy
This follows from H 2d (X, Z) = ∧ 2d H 1 (X, Z) and the fact that α is a Salem number. Since α is a Salem number, so is α 2 by Lemma 4.
4. Automorphisms of complex 3-tori with
Throughout this section and next section, we consider a 3-torus
and its automorphism f ∈ Aut (X) such that
By Theorem 1, the last condition is satisfied if λ 1 (f ) is a Salem number. We also use the following notations in this section and next section. 4.1. Notation. As in the previous section, we naturally identify
We denote the eigenvalues of f * |H 0 (X, Ω 1 X ) * , counted with multiplicities, by α, β, γ .
Without loss of generality, we may and will assume that |α| ≥ |β| ≥ |γ| .
Then the set of eigenvalues of the C-linear extension of f * |H 1 (X, Z) = f * |L, counted with multiplicities, is
and therefore the set of eigenvalues of f * |H 2 (X, Z), counted with multiplicities, is S 2 := {αα, αβ, αγ, βα, ββ, βγ, γα, γβ, γγ, αβ, αγ, βγ, αβ, αγ, βγ } . This is because H 2 (X, Z) = ∧ 2 H 1 (X, Z), and therefore, S 2 = ∧ 2 S 1 in an obvious sense. Similarly, the set S i of eigenvalues of
Thus, the k-th λ k (f ) is the spectral radius of f * |H 2k (X, Z). Under the same identification, one can speak of the Hodge decomposition of H i (X, Z), naturally induced by the standard one on H i (X, Z). Note however that under th natural identification H i (X, Z) = H 6−i (X, Z)
* by the Poincarè duality, i.e., via the cup product, we have
We denote the characteristic polynomial of f * |L by
This is a monic polynomial of degree 6 with integer coefficients. The set of roots of Φ(t), counted with multiplicities, is exactly S 1 , and the minimal splitting field of Φ(t) is
We denote the Galois group of Φ(t), i.e., the Galois group of the field extension K/Q by G f . G f naturally acts on S 1 , S 2 . G f also acts on
the Galois orbit of x and an element in G f x a Galois conjugate of x. Needless to say, the action of f * |H i (X, Z) preserves the Hodge decomposition, but the action of G f on H i (X, K) does not necessarily preserve the Hodge decomposition. In what follows, both the geometric action of f * and the algebraic action of G f play crucial roles.
General properties.
We shall use the following basic facts frequently: Lemma 6. 1) |αβγ| = 1. In particular, the constant term of Φ(t) is 1.
2) λ 1 (f ) = |α| 2 and λ 2 (f )
4) The K-linear extension of f * |H i (X, Z) is diagonalizable, and so is C-linear extension.
5) If X is projective, then αβγ is a root of unity.
Proof. Since f * |L is invertible over Z and L is of even rank, it follows that
and the first assertion of 1) follows. Note that αβγ is the eigenvalue of f * |H 0 (X, Ω 3 X ) * . Then, by Proposition 14.5 in [23] , it is a root of unity when X is projective, and 5) holds.
By |α| ≥ |β| ≥ |γ| and by the facts that S 2 = ∧ 2 S 1 and S 4 = ∧ 4 S 1 , 2) follows. Since λ 1 (f ) = λ 2 (f ) > 1, it follows from 2) that |β| = 1 and |α| > 1. Hence, by 1), |γ| = 1/|α|, and 3) follows.
By 3), the eigenvalues of
follows that f * |L is diagonalizable over C. Since all the eigenvalues are in K, it is already diagonalizable over K. Hence f * |H i (X, Z) = ∧ i f * |L is diagonalizable also over K.
and F 1 (t), F 2 (t) have no common root in C, then X admits f -equivariant holomorphic fibrations both over a complex 1-torus Y 1 and complex 2-torus Y 2 such that the characteristic polynomial of (g i ) * |H 1 (Y i , Z) is exactly F i (t) (i = 1, 2). Here g i is the induced automorphism of Y i . In particular, deg F 1 (t) = 2 and deg F 2 (t) = 4.
2) X admits no f -equivariant holomorphic fibration if and only if Φ(t) is irreducible in Z[t]. Moreover, in this case, all roots of Φ(t) are non-real.
Proof. 1) follows from Proposition 2. If Φ(t) is irreducible in Z[t]
, then it is also the minimal polynomial. Hence if part of 2) follows from Proposition 3 and Lemma 6 3). If X has no f -equivariant holomorphic fibration but Φ(t) would not be irreducible, then Φ(t) = F (t) 2 for some irreducible F (t) ∈ Z[t] by 1) and Lemma 6 3). However, then β = β, whence β = ±1 again by Lemma 6 3). Thus F (t) = (t± 1)h(t) for some h(t) ∈ Z[t], a contradiction. So, if X has no f -equivariant holomorphic fibration, then Φ(t) is irreducible in Z[t]. In particular, the roots α, β, γ α, β, γ are mutually distinct, whence, all are non-real.
Proof of Theorem 2.
In this subsection, we prove Theorem 2 in the Introduction. We use the same notation as before. By the assumption of Theorem 2,
2 is a Salem number. We reduce the proof to Theorem 8 by studying the action of the Galois group G f on S 1 and S 2 .
Lemma 7. β is not a Galois conjugate of α, i.e., there is no σ ∈ G f such that β = σ(α).
Proof. Since |α|
2 is a Salem number, it follows from the description of the set S 2 that |γ| 2 and |α| 2 are Galois conjugates of |α| 2 = αα and all other Galois conjugates δ of |α| 2 satisfy δ ∈ S 2 , |δ| = 1 and δ ∈ Q. In particular, ββ = 1 is not a Galois conjugate of |α| 2 . Assume to the contrary that there is σ ∈ G f such that β = σ(α). Set ǫ := σ(α) and
First consider the case where α ∈ R, i.e., the case where α = α. Then x = β 2 and therefore |x| = 1. Thus x is either αγ or αγ by the description of S 2 and the fact that α is real. So, we can write x = αy, where y is either γ or γ. Then σ(x) = σ(αy) = βσ(y) is also Galois conjugate of the Salem number |α| 2 . Hence |σ(y)| is either |γ| 2 , |α| 2 or 1. By α = y, we have σ(y) ∈ S 1 \ {β}. Hence by Lemma 6 3), we have σ(y) = β. However, then σ(x) = ββ = 1, a contradiction.
Next consider the case where α ∈ R, i.e., the case where α = α. Since S 1 is preserved by G f and α = α, it follows that ǫ = σ(α) ∈ S 1 \ {β}. Therefore, by the description of S 2 \ {ββ = 1}, our x is either one of βα , βγ , βα , βγ .
However, then |x| = 1, |x| = |α| 2 and |x| = |γ| 2 again by Lemma 6 3), a contradiction to the fact that x is a Galois conjugate of the Salem number |α| 2 . Hence β is not a Galois conjugate of α.
Hence we have a decomposition Φ(t) = F 1 (t)F 2 (t), F 1 (t), F 2 (t) ∈ Z[t] \ Z such that F 1 (t) and F 2 (t) have no common root. Now Theorem 2 follows from Theorem 8, 1).
Remark 2. By Proposition 4, a similar result does not hold for even dimensional complex tori. It is interesting to see whether a similar statement is true for higher odd dimensional complex tori X or not.
Some consequences.
Corollary 1. Let X be a complex 3-torus with f ∈ Aut (X) such that λ 1 (f ) > 1. Here we do NOT assume λ 1 (f ) = λ 2 (f ) from the beginning. Nevertheless, the following conditions are equivalent:
(i) X has an f -equivariant holomorphic fibration.
(ii) λ 1 (f ) is a Salem number.
Proof. That (ii) implies (i) is proved in Theorem 2.
We prove that (i) implies (ii). Let π : X → Y be an f -equivariant holomorphic fibration and g be the automorphism of Y induced by f . We have two cases :
Case (a). This follows from part ii) of Lemma 2. Case (b). It suffices to show that X has an f -equivariant holomorphic fibration also over complex 2-torus.
Let α, β, γ be the eigenvalues of f * |H 0 (X, Ω On the other hand, some eigenvalue, say α, of f * |H 0 (X, Ω 1 X ) * satisfies |α| > 1. This is because λ 1 (f ) > 1. In particular, α is not a Galois conjugate of β. Hence, the minimal polynomial m(t) ∈ Z[t] of f * satisfies Case (a) in the proof of Theorem 7. Thus, by Proposition 2, we have an f -equivariant holomorphic fibration X → Y ′ also over a complex 2-torus, as desired.
The following corollary classifies the Salem first dynamical degrees of automorphisms of complex 3-tori:
Corollary 2. Let Sal (n) be the set of Salem first dynamical degrees of automorphisms of complex n-tori. Then Sal (3) = Sal (2).
Remark 3.
Note that the first dynamical degree of an automorphism of complex 2-tori is a Salem number if and only if it is greater than 1. Reschke gives a complete description of Sal (2) in terms of the corresponding Salem polynomials ( [19] ).
Proof. Proof of Sal (2) ⊂ Sal (3): Let E be a complex 1-torus and Y be a complex 2-torus, Then, we have λ 1 (f ) = λ 1 (g) for X = Y × E and f = (g, id E ) ∈ Aut (X), and the result follows.
Proof of Sal (3) ⊂ Sal (2): Assume that λ 1 (f ) ∈ Sal (3) for an automorphism f of a complex 3-torus X. Then, by Theorem 2, X admits an f -equivariant holomorphic fibration π : X → Y over complex 2-tori Y such that λ 1 (g) = λ(f ) for the induced automorphism g of Y . This implies the result.
Special polynomials of degree 6 -Geometry and Algebra
In this section we introduce the notion of a special polynomial of degree 6 and study their properties in both geometric representation of automorphisms of complex 3-tori and algebraic representation of the Galois group. This is crucial in our proof of Theorems 3 and 4 in Introduction.
Special polynomials and complex 3-tori. Let p(t) be a monic irreducible polynomial in Z[t]
of degree 6 such that p(0) = 1. Let S := {ζ 1 , ζ 2 , ζ 3 , ζ 4 , ζ 5 , ζ 6 } be the set of roots of p(t) in C. Here ζ i are mutually distinct, ζ i = ±1, because p(t) is irreducible in Z[t]. We call p(t) special if in addition the following condition (A) is satisfied (after re-ordering ζ i suitably):
(A) |ζ 1 | = |ζ 2 | = 1, |ζ 3 | = |ζ 6 | > 1 and |ζ 4 | = |ζ 5 | < 1 and all ζ i are non-real.
Remark 4. 1) |ζ 1 | = |ζ 2 | = 1 already implies ζ 1 , ζ 2 are non-real; otherwise some of them is ±1, a contradiction to the irreducibility of p(t) in Z[t].
2) ζ 2 = ζ 1 , ζ 6 = ζ 3 and ζ 4 = ζ 5 because p(t) is of real coefficients so that if nonreal ζ i is a root of p(t), then so is ζ i . By ζ 2 = ζ 1 and |ζ 1 | = 1, we have ζ 1 ζ 2 = 1. This will be very important in the next subsection.
3) Let f be an automorphism of a complex 3-tori X. If λ 1 (f ) = λ 2 (f ) > 1 and X has no f -equivariant holomorphic fibration, then the characteristic polynomial Φ(t) of f * |L is a special polynomial by Lemma 6 3) and Theorem 8 2) . Note that the fact that all roots are non-real also follows from Theorem 8 2).
Let p(t) be a special polynomial with the roots ζ i satisfying condition (A). We re-name ζ i so that β := ζ 1 , α := ζ 3 , γ := ζ 5 . Then ζ 2 = β, ζ 4 = α and ζ 6 = γ.
Proposition 5. Given a special polynomial p(t), there are complex 3-tori X = C 3 /L and its automorphism f such that the characteristic polynomial of f * |L is p(t), λ 1 (f ) = λ 2 (f ) > 1 and X has no f -equivariant holomorphic fibration.
Proof. Let us consider the quotient Z-module:
M is a free Z-module of rank 6 and we have an automorphism F ∈ Aut (M ) induced by the natural multiplication of t:
Here we note that the constant term of p(t) is 1 so that F is an automorphism of M . The minimal polynomial of F is p(t) by definition. Let V (δ) be the eigenspace of the C-linear extension of F of the eigenvalue δ ∈ S. Then dim V (δ) = 1 and
Since none of δ is real by (A), it follows that
is discrete and of rank 6 in
is a complex 3-torus. By construction, the action of F on M naturally descends to an automorphism f of X with f * = F on H 1 (X, Z) = M . For this f , we have
, X has no f -equivariant holomorphic fibration by Theorem 8 2).
Remark 5. 1) In general, there are several ways to construct (X, f ) in Proposition 5. We call the construction in the proof a standard construction from p(t). We note that any (X, f ) satisfying the condition of Proposition 5 is isogenous to the standard one from p(t), up to the 8 possible choices of α, β, γ from S. In fact L = H 1 (X, Z) is torsion free R-module of rank 1. Here the ring R is defined by
as Q[t]/(p(t))-modules. This is because Q[t]/(p(t)) is a field. Hence (X, f ) is isogenous to one of the 8 standard ones. If in addition R is PID, then L is isomorphic to Z[t]/(p(t)) as R-modules, so that (X, f ) is isomorphic to one of the 8 standard ones.
2) Geometric properties of (X, f ), for instance, projectivity, Picard number, are not so apparent even for the standard ones from p(t). In order to clarify this, we need to study the Galois groups of special polynomials. This is the main topics of the next subsection. Note that projectivity, Picard number are invariant under isogenies. So, we may study them only for standard ones.
5.2.
Galois group of some special polynomials of degree 6. Let p(t) be a special polynomial with the roots ζ i with condition (A). In this subsection we study the Galois group G of the splitting field
of p(t) over Q. G naturally acts on the set of roots S and it is transitive by the irreducibility of p(t). Hence G is a transitive subgroup of S 6 = Aut set (S).
In addition to the condition (A), which is always assumed, we also consider the following conditions occasionally:
(AP), "projectivity assumption", is a condition closely related to the fact in Lemma 6 5).
The condition (AR), "reciprocal assumption", is an algebraic condition. Recall that ζ 1 ζ 2 = 1. Hence (AR) implies that p(t) is reciprocal, i.e., p(t) is written as
q(t) is unique determined from p(t) with (AR), and it is a monic polynomial of degree 3, necessarily in Z[t]. Since p(t) is irreducible in Z[t], so is q(t).
We call q(t) the special trace polynomial of a special polynomial p(t) with (AR). Later, we will see that (AP) implies (AR) for special polynomials.
Lemma 8. Assume the condition (AR) and define x = ζ 1 + ζ 2 , y = ζ 3 + ζ 4 and z = ζ 5 + ζ 6 . Then q(t) = (t − x)(t − y)(t − z), x is real, |x| < 2, x = 0, ±1 but y and z = y are non-real. Moreover, the Galois group of q(t), i.e., the Galois group of the field extension Q(x, y, z)/Q is S 3 = Aut set ({x, y, z}).
Proof. By the definition of q(t), we have q(t) = (t − x)(t − y)(t − z). Since |ζ 1 | = 1 and ζ 2 = ζ 1 , ζ 1 = ±1, it follows that x is a real number with −2 < x < 2. If x = 0, ±1, then ζ would be a root of unity of degree ≤ 2, a contradiction to the irreducibility of p(t) in Z [t] . By definition z = y. Since q(t) is irreducible in Z[t], it follows that y = z = y, whence they are non-real. Since q(t) ∈ Z[t] is an irreducible cubic polynomial with non-real root, it follows that
whence the Galois group is the whole S 3 .
Theorem 9. Assume (AR). Then the Galois group G conjugates in the symmetric group S 6 = Aut set (S) to one of the following 4 groups (Here and hereafter we denote ζ i by i in the description): G 48 = (12) , (13)(24) , (135)(246) . This group has 48 elements. G 24 = (12) , (135)(246) . It is a subgroup of G 48 , has 24 elements and is isomorphic to S 4 .
H 24 which is another subgroup of G 48 having 24 elements and isomorphic to S 4 but not conjugates to G 24 in S 6 . For a description of this group please see [17] . For our purpose in this paper we need to know only that H 24 contains the group G 12 below.
G 12 = (135)(246) , (13)(24) , (12)(34)(56) . This is a subgroup of H 24 and has 12 elements.
H 6 = (135)(246) , (12)(36)(45) . This group is isomorphic to the symmetric group S 3 .
Proof. From the assumption (AR), we see that if σ ∈ G then it permutes the sets {ζ 1 , ζ 2 }, {ζ 3 , ζ 4 } and {ζ 5 , ζ 6 }. Therefore G conjugates to an imprimitive transitive subgroup of the group G 48 , the latter being the semi-direct product S ⊕3 2 ⋊S 3 , called the wreath product of S 3 and S 2 . From the classification of transitive subgroups of S 6 , we find that G conjugates with one of the following 8 groups : G 48 , G 24 , Γ 12 , G 12 , C 6 (the cyclic group of order 6), S 3 , Γ 24 , H 24 . Here we follow the notations in the paper Hagedorn [17] .
It can be checked that the discriminant
is negative. Therefore by Theorem 3 in [17] , G can not conjugate to the groups Γ 12 and Γ 24 . It remains to check that G can not conjugate to the cyclic group C 6 . This is easy to see since if it was so, then G has 6 elements and hence it must be the Galois group S 3 of the splitting field over Q of the special trace polynomial q(t), hence can not be C 6 .
We next compute the orbits under the actions of the groups S 3 , G 12 and G 24 of the set
Here the numbers appear in ∧ 2 S with multiplicity, for example the number 1 appears 3 times in ∧ 2 S as numbers ζ 1 ζ 2 , ζ 3 ζ 4 and ζ 5 ζ 6 ; ζ 1 ζ 2 = ζ 3 ζ 4 = ζ 5 ζ 6 = 1.
Lemma 9. 1) ∧ 2 S decomposes under the action of the group
into the following four S 3 -orbits:
2) ∧ 2 S decomposes under the action of the group (13)(24), (12)(34)(56) into the following three G 12 -orbits:
3) S decomposes under the action of the group (135)(246) into the following two G 24 -orbits:
Proof. This follows from a direct calculation.
Theorem 10. Assume the condition (AP). Then the condition (AR) is satisfied and the Galois group G is exactly either (13)(24), (12)(34)(56) or H 6 = (135)(246), (12)(36)(45) ≃ S 3 as the subgroup of S 6 = Aut set (S) (without taking conjugate in S 6 ).
Proof. Since G acts transitively on S, there is σ ∈ G such that σ(ζ 1 ) = ζ 3 . Then σ(ζ 2 ) = ζ 4 or ζ 5 by ζ 1 ζ 2 = 1. First we observe that σ(ζ 2 ) can not be ζ 5 . Otherwise,
which would imply that ζ 1 = 1, a contradiction. Therefore σ(ζ 2 ) = ζ 4 , and moreover ζ 3 ζ 4 = 1 again by ζ 1 ζ 2 = 1. Since p(0) = 1 we have ζ 1 ζ 2 ζ 3 ζ 4 ζ 5 ζ 6 = 1, which combined with ζ 1 ζ 2 = 1 and ζ 3 ζ 4 = 1 implies also that ζ 5 ζ 6 = 1. Hence (AR) is satisfied. Now we can speak of the special trace polynomial q(t) of p(t).
Since the splitting field Q(x, y, z) of q(t) under the notation of Lemma 8, is a subfield of K, we have a surjective group homomorphism
Here the target group is naturally regarded as the Galois group of the trace polynomial q(t) under the identification x = {1, 2}, y = {3, 4}, z = {5, 6}, and it is generated by a 1 = (xyz) and a 2 = (yz).
Proof. By (AP), we have ζ 1 ζ 3 ζ 5 = 1 and ζ 2 ζ 4 ζ 6 = 1. If some two of i, j, k would be in {{1, 2}, {3, 4} {5, 6}}, then ζ i ζ j ζ k is non-real by (AR). So, we may assume that i ∈ {1, 2}, j ∈ {3, 4}, k ∈ {5, 6}. If i, j, k were not the same parity, then there would be unique l ∈ {i, j, k}, say 2, such that the parity of l is different from other two. For instance if l = 2, Then, ζ 2 ζ 3 ζ 5 = 1. Combining this with ζ 1 ζ 3 ζ 5 = 1, we would have ζ 1 = ζ 2 , a contradiction. Now consider N := Ker q. Let σ ∈ N . Then σ(ζ 1 ) ∈ {ζ 1 , ζ 2 }, σ(ζ 3 ) ∈ {ζ 3 , ζ 4 } and σ(ζ 5 ) ∈ {ζ 5 , ζ 6 }. Thus by Lemma 10 and by
, it follows that σ = id or σ = (12)(34)(56). Hence |N | ≤ 2 and if |N | = 2, then N = (12)(34)(56) and |G| = 12.
If N = {id}, then G ≃ S 3 , and the unique lifts σ 1 , σ 2 of a 1 and a 2 generate G. We have σ 1 (ζ 1 ), σ 1 (ζ 2 ) ∈ {ζ 3 , ζ 4 }, σ 1 (ζ 3 ), σ 1 (ζ 4 ) ∈ {ζ 5 , ζ 6 } and σ 1 (ζ 5 ), σ 1 (ζ 6 ) ∈ {ζ 1 , ζ 2 }. By Lemma 10, ζ 1 ζ 3 ζ 5 = 1 and ζ 2 ζ 4 ζ 6 = 1, it follows that σ 1 = (135)(246) or σ 1 = (145236). Since σ 1 is of order 3, it follows that σ 1 = (135)(246). Since the complex conjugation map τ = (12)(36)(54) in G and it is one of the lift of a 2 . Thus σ 2 = τ and we are done.
Consider the case N = (12)(34)(56) . Set σ 0 := (12)(34)(56). There are two choices of the lift of a 1 and a 2 respectively. The are transformed by σ 0 . As in the case above, the complex conjugation map τ = (12)(36)(54) in G and it is one of the lift of a 2 . the possible lift of a 1 are (135)(246) and (145236) and they are transformed by σ 0 . Hence we choose (135)(246) as one of the lift of a 1 . Hence the group G is generated by (12)(34)(56), (12)(36)(54), (135)(246), as claimed. This completes the proof.
Projective examples.
Theorem 11. There is a projective complex 3-torus of Picard number 9 having an automorphism f ∈ Aut X such that λ 2 (f ) = λ 1 (f ) > 1 but X has no f -equivariant holomorphic fibration. Moreover if p(t) is the characteristic polynomial of f * :
and G is the Galois group of the splitting field of p(t) over Q, then both cases G = S 3 and G = G 12 exist.
Proof. We give two example satisfying G = S 3 and G = G 12 .
1) Example 1: G = S 3 . Let z 1 , z 2 , z 3 be the zeros of
Then z i and 1/z i = z 2 i − 1 are all algebraic integers. So z i /z j (i = j) are also algebraic integers. h(x) has one real root and two non-real roots. Call z 1 the real root, then z 3 is the complex conjugate of z 2 and z 2 = z 3 .. Then z 1 > 1 and in fact it is the smallest Pisot number. Hence none of z i /z j (i = j) is real. By the relation of zeros and coefficients for cubic polynomials, we have z 1 z 2 z 3 = 1. Hence
The discriminant of the cubic polynomial h(x) is
and this is not a square of a rational number. It follows that the Galois group G of h(x) over Q is S 3 , the symmetric group of degree 3. In particular, G doubly transitively acts on {z 1 , z 2 , z 3 }. Hence G acts transitively on {z i /z j |i = j}. Hence the polynomial
is irreducible. It can be checked easily that p(t) has zeros
such that none of them are real and
It remains to show the projectivity of X. We order the zeros of p(t) as β, β, α, γ, γ, α such that the condition (AP ) is satisfied. Let K be the minimal splitting field of p(t). We first show that the Galois group G of K/Q is the group S 3 given in Theorem 10. In fact, by Theorem 10 it suffices to show that G is not the group G 12 . Assume otherwise that G = G 12 . Then by the computation in Lemma 9, {αα, αβ, αβ, βγ, γβ, γγ} is a G-orbit. Note that all of the numbers in {αα, αβ, αβ, βγ, γβ, γγ} are distinct: First, by using the absolute values of these numbers we see that the 4 numbers αα, αβ, βγ, γγ are distinct, and then it follows easily that all the 6 numbers are distinct since they are in a G-orbit. We conclude that the minimal polynomial of αα has degree 6. But this gives a contradiction since αα = z 3 1 , and the minimal polynomial of z 3 1 has degree 3. Therefore we showed that G = S 3 .
The computation in Lemma 9 shows that {αα, αβ, αβ}, {βγ, γβ, γγ} are Gorbits.
Consider the natural action of f and the G-action on
naturally induced by the action on K. Note that the eigenvalues of f are in K. We denote by W K (δ) ⊂ H 2 (X, K), the eigenspace of the action of f with eigenvalues δ over K. Note that
(To see this we only need to check that none of the numbers αβ, αγ, βγ, αβ, αγ, βγ can be of the form ζ i ζ j for some ζ i , ζ j ∈ {α, β, γ}. For example, if αβ has this form, then by considering the absolute values, we conclude that αβ must be either αβ or αβ. But none of these are possible since both α and β are non-real.)
By the description of the action of G on K in Theorem 10, W is also G-stable Klinear subspace of H 2 (X, K). Hence, by the theory of Galois descent (see e.g. GilleSzamuelly [13] ), there is a Q-linear subspace Q of
is the eigenspace of f with eigenvalue δ over C. Recall that our X is X = (V (α) ⊕ V (β) ⊕ V (γ))/L. Let z 1 , z 2 , z 3 be the global linear coordinate of X corresponding to V (α), V (β), V (γ) respectively. Then, by the description of the action of f on H 1 (X, Z), we see that each direct summand of the above decomposition is in H 1,1 (X, C). For instance,
Thus, again by the Galois descent applied for the extension C/R, we have
On one hand, the Kähler cone in H 1,1 (X, R) is open. On the other hand, N ⊗ Q is dense in N ⊗ R. Thus, by the equality above, there is an element of N which is also in the Kähler cone of X, that is, there is an integral Kähler class of X. Hence by the fundamental theorem of Kodaira, X is projective as claimed.
2) Example 2: We let q(t) = t 3 − 5t 2 + 10t − 1. Using Maple, we can check that the discriminant of q(t) is < 0, q(2)q(−2) < 0, and q(0)q(1)q(−1) = 0. Let
is irreducible and all of its solutions are non-real. By Maple we can check that the Galois group of p(t) has order 12. We can also check that p(t) has 3 roots α, β, γ with |α| > |β| = 1 > |γ| and αβγ = 1. If we order the roots of p(t) as β, β, α, γ, γ, α, then Theorem 10 gives that G is exactly the group G 12 . Lemma 9 shows that {αα, αβ, αβ, βγ, βγ, γγ} is a G-orbit. If we construct the torus X using the roots α, β, γ of p(t), then we can show that X is projective and has Picard number 9 and the induced automorphism f : X → X satisfies the desired properties.
Conversely, if X is a projective 3-torus having f : X → X is an automorphism with λ 1 (f ) = λ 2 (f ) > 1 but f has no non-trivial equivariant holomorphic fibration, then the Picard number of X must be 9.
Theorem 12. Let X be a projective 3-torus having an automorphism f : X → X with λ 1 (f ) = λ 2 (f ) > 1 but f has no non-trivial equivariant holomorphic fibration. Then the Picard number of X is 9.
Proof. By Proposition 14.5 in [23] , after replacing f by an iterate, we may assume that f * : H 1,0 (X) → H 1,0 (X) has eigenvalues α, β, γ with |α| > |β| = 1 > |γ| and αβγ = 1. Then we list the roots of the characteristic polynomial p(t) of f * : H 1 (X, Z) → H 1 (X, Z) in the following order β, β, α, γ, γ, α. By Theorem 10, we see that the Galois group of the splitting field of p(t) over Q is either S 3 or G 12 . Then the argument in the proof of Theorem 11 concludes that X has Picard number 9.
5.4. Non-projective examples. We first show that the Picard numbers of nonprojective examples must be 0 or 3, then show that these two cases can be realized.
Theorem 13. Let X be a complex 3-torus having an automorphism f : X → X with λ 1 (f ) = λ 2 (f ) > 1 yet f has no non-trivial equivariant holomorphic fibration. If X is non-projective then the Picard number of X is 0 or 3.
Proof. Let p(t) be the characteristic polynomial of f * : H 1 (X, Z) → H 1 (X, Z). By Remark 5, if we choose an appropriate order for the roots of p(t), then X is one of the examples constructed in Proposition 5. Let G be the Galois group over Q of p(t). Then from Theorem 9, G is conjugate in S 6 to H, where H is one of the groups G 48 , G 24 , H 24 , G 12 , S 3 . Note that either H = S 3 , or it contains G 12 , or it contains G 24 . Recall that τ = (αα)(ββ)(γγ) ∈ G is the complex conjugation.
1) First consider the case H = S 3 , hence G is isomorphic to S 3 . By Sylow's theorem, there is an element σ of order 3 of G, and G is generated by σ and the complex conjugation τ . After composing on the left or right with the complex conjugation or replacing σ with σ 2 , we may assume that σ is one of the following σ 1 = (βαγ)(βγα), σ 2 = (βαγ)(βγα), σ 3 = (βαα)(βγγ), and σ 4 = (βαα)(βγγ).
In the case σ = σ 1 , we can argue as in Theorem 11 to see that X has Picard number 9 and hence must be projective. But we assumed that X is non-projective hence this case can not happen.
In the case σ = σ 2 , we find that the G-orbits are Z 1 = {αα, γβ, βγ}, Z 2 = {γγ, βα, βα}, Z 3 = {αβ, αγ, βγ, αβ, αγ, βγ}, and Z 4 = {ββ, αγ, αγ}. From this, argue as in the proof of Theorem 14, we find that the maximal G-stable set all of its numbers have the form λ i λj is {γγ, βα, βα, ββ}. None of these 4 numbers can belong to Z 1 , Z 2 or Z 3 . Hence X has Picard number ≤ 4. We next show that the Picard number of X is exactly 3. In fact, let dz 1 , dz 2 , dz 3 , dz 1 , dz 2 , dz 3 be the eigenvectors of f * : H 1 (X, K) → H 1 (X, K) with eigenvalues β, α, γ, β, α, γ. Since σ = (βαγ)(βγα) it follows that σ acts on the eigenvectors as follows {Kdz 1 , Kdz 2 , Kdz 3 }, {Kdz 1 , Kdz 3 , Kddz 2 }. Therefore it follows that {Kdz 1 ∧ dz 1 , Kdz 2 ∧ dz 3 , Kdz 3 ∧ dz 2 } is a σ-orbit, and in fact is a G-orbit (e.g. by considering the eigenvalues, which are all 1). Hence Kdz 1 ∧ dz 1 is not in N S K (X), which implies that the Picard number of X is ≤ 3. It remains to show that the Picard number of X is ≥ 3. To see this we consider the K-vector space
. This vector space is G-stable, hence by the theory of Galois descend we have that there is
. This implies that N S C has Picard number at least 3, and hence it has Picard number exactly 3.
The case σ = σ 3 can not happen, because σ • τ is the permutation (αβγβα) thus can not belong to a group of order 6. Similarly the case σ = σ 4 can not happen.
Therefore in case 1) we have the Picard number of X is 3.
2) G is not isomorphic to S 3 . We consider two subcases: a) Subcase 2.1: αγ = γα. We order the roots as follows
We divide still into two further subcases: Subcase 2.1.1: G = κHκ −1 with H < S 6 contains G 12 . In this case from Lemma 9, the G 12 -orbits are Z 1 = {αα, γβ, βα, γγ, βγ, βα}, Z 2 = {βα, αγ, βγ, αβ, αγ, βγ},
Then any G-stable set S must contain one of the following κZ 1 , κZ 2 , Z 3 , Z 4 , Z 5 (since the three numbers in Z 3 , Z 4 , Z 5 are 1, these are G-orbits). Note that no element of Z 1 can belong to Z 2 and vice versa. Therefore no element of κZ 1 can belong to κZ 2 and vice versa.
If both κZ 1 and κZ 2 belong to a same G-orbit, then argue as in 1) we see that X has Picard number 3.
Consider now the case κZ 1 and κZ 2 are different G-orbits. If κZ 1 ∩ Z 2 = ∅ then κZ 1 = Z 1 , then using the G-stable set Z 1 , Z 3 , Z 4 , Z 5 and arguing as in the proof of Theorem 11, we conclude that X has Picard number 9 and is projective which contradicts to our assumption. Similarly, if κZ 2 ∩ Z 2 = ∅ then we obtain a contradiction. Thus we must have κZ i ∩ Z 2 = ∅ for i = 1, 2. This implies that for any G-stable set S which contains only numbers of the form λ i λ j must belong to the union of Z 3 , Z 4 , Z 5 , and argue as in 1) we see that X has Picard number 3. Subcase 2.1.2: G = κHκ −1 with H < S 6 contains G 24 . In this case we can argue as in the above to find that X has Picard number 3. b) Subcase 2.2: αγ = γα = 1. Here we switch the roles of γ and γ in the Subcase 2.1, and find the corresponding further subcases of Subcase 2.2 + Subcase 2.2.1: G = κHκ −1 with H < S 6 contains G 12 . The G 12 -orbits are Z 1 = {αα, γβ, βα, γγ, βγ, βα}, Z 2 = {βα, αγ, βγ, αβ, αγ, βγ}, Z 3 = {ββ}, Z 4 = {αγ}, Z 5 = {γα}.
Again we find that Z 1 ∩ Z 2 = ∅. Therefore κZ 1 ∩ κZ 2 = ∅. Also, if κZ 1 and κZ 2 belong to the same G-orbit then we see that X has Picard number ≤ 1. Now we assume that κZ 1 and κZ 2 are different G-orbits. We can also assume that either κZ 1 ∩ {αβ, αβ, αγ, αγ} = ∅ or κZ 2 ∩ {αβ, αβ, αγ, αγ} = ∅, since otherwise if S is a G-stable set whose any number is of the form λ i λ j then S ∩ κZ 1 = S ∩ κZ 2 = ∅, and hence S has at most 1 element ββ. Argue as in 1) we see that X has Picard number 0.
Thus we now consider two possibilities: i) Possibility 1: κZ 2 ∩{αβ, αβ, αγ, αγ} = ∅. It then follows that {αβ, αβ, αγ, αγ} is contained in κZ 1 . Since any number in {α, α, β, β, γ, γ} appears exactly twice as a factor of a number in Z 1 , the same is true for κZ 1 . Thus we have two subpossibilities:
-Sub-possibility 1.1: κZ 1 = {αβ, αβ, βγ, βγ, αγ, αγ} and κZ 2 = {αα, αβ, γγ, αβ, βγ, βγ}. We exclude this sub-possibility as follows. Let σ ∈ G be an element of order 3, which exists by Sylow's theorem. Since ββ = αγ = αγ = 1, after composing σ on the left and right with the complex conjugation as needed we can assume that σ is either σ 1 = (βαα)(βγγ) or σ 2 = (βαγ)(βγα). If σ = σ 1 then we find that σ(αβ) = αα which is a contradiction since αβ and αα belong to different G-orbits. If σ = σ 2 then we find that σ(βγ) = αα and again obtain a contradiction. Hence sub-possibility 1.1 can not happen.
-Sub-possibility 1.2: κZ 1 = {αβ, αβ, βγ, βγ, αα, γγ} and κZ 2 = {αγ, αβ, αγ, αβ, βγ, βγ}. We exclude this sub-possibility as follows. Let σ ∈ G be an element of order 3, which exists by Sylow's theorem. Since ββ = αγ = αγ = 1, after composing σ on the left and right with the complex conjugation as needed we can assume that σ is either σ 1 = (βαα)(βγγ) or σ 2 = (βαγ)(βγα).
If σ = σ 1 we obtain the contradiction σ(αα) = αβ, but these numbers belong to different G-orbits.
If σ = σ 2 we obtain the contradiction σ(γγ) = αβ. Hence sub-possibility 1.2 can not happen. ii) Possibility 2: κZ 1 ∩ {αβ, αβ, αγ, αγ} = ∅. In this case we proceed as in Possibility 1. + Subcase 2.2.2: G = κHκ −1 with H < S 6 contains G 24 . In this case we can argue as in the above to find that X has Picard number 0. Theorem 14. For r = 0 or 3, there is a non-projective 3-torus X of Picard number r having an automorphism f : X → X with λ 1 (f ) = λ 2 (f ) > 1, yet f has no nontrivial equivariant holomorphic fibrations.
Proof. 1) An example with Picard number 0. Let q(t) = t 3 + t 2 − 1. Since −t 3 q(1/t) = t 3 − t − 1, it follows that q(t) is irreducible, it has one real root x and two non-real roots y and z = y. Moreover |x| < 2 and x = 0, ±1. We let p(t) = t 3 q(t + 1/t) = t 6 + t 5 + 3t 4 + t 3 + 3t 2 + t + 1.
Then p(t) has coefficients in Z, p(0) = 1, and we denote the roots of p(t) by β and β (the roots of t 2 − xt + 1), α, γ (the roots of t 2 − yt + 1), and α, γ (the roots of t 2 − zt + 1). We arrange such that |α| = |α| > |β| = |β| = 1 > |γ| = |γ|. We can see that all of these numbers are non-real. Hence we can use the construction in Proposition 5 for the polynomial p(t) to obtain a complex 3-torus X and an automorphism f : X → X such that λ 1 (f ) = λ 2 (f ) > 1, yet f has no non-trivial equivariant holomorphic fibration. Using the software Maple we find that the Galois group G of the splitting field over Q of p(t) has order 48. Proceed as in part 2b) of the proof of Theorem 13, we conclude that the Picard number of X is 0.
2) An example with Picard number 3. We choose again the polynomial p(t) := t 6 + 3t 5 + 5t 4 + 5t 3 + 5t 2 + 3t + 1 in the proof of Theorem 11. Let again the zeros of p(t) be S := {α , β , γ , α , β , γ } , such that |α| > |β| = 1 > |γ| .
Unlike in the proof of Theorem 11, we order the zeros of p(t) as β, β, α, γ, γ, α such that the condition (AP ) is not satisfied, i.e. here we order such that βαγ = 1. In this case, the Galois group of K/Q is not exactly S 3 but only isomorphic to S 3 . The construction in Proposition 5 for the polynomial p(t) gives again a complex 3-torus X and an automorphism f : X → X such that λ 1 (f ) = λ 2 (f ) > 1, yet f has no non-trivial equivariant holomorphic fibration. In this case, part 1) of the proof of Theorem 13 gives that the Picard number of X is 3.
