Abstract It is shown how a variant of Connes's trace formula can be used to give a proof of the Riemann hypothesis for L-functions with Größencharacter for function fields.
Introduction
The Riemann hypothesis for L-functions with Größencharacter for function fields has been proved by Weil [8] . In [1] , Bombieri gave a simplified proof following ideas of Stepanov. Both proofs use algebraic geometry of the curves involved (and their Jacobians). As these methods don't carry over to the number field case, a proof using only Fourier analysis of ideles and adeles is called for.
In this spirit, A. Connes [2] gave an asymptotic trace identity that is equivalent to the Riemann hypothesis. He managed to give direct proves for analogous formulae in the local and the semi-local case, but he could only prove the global formula as a consequence of the Riemann hypothesis. In this paper we give a direct proof of a variant of Connes's S-local trace formula and deduce the Riemann Hypothesis from it.
Notation
In this section we fix notations. Let k be a global field of positive characteristic p. Then k is the function field of some curve defined over a finite field. Let q = p m be the number of elements of the field of constants in k. Let V be the set of valuations or places of k. For each v ∈ V let k v be the completion of k at v and let O v be the ring of integers of the local field k v , i.e. O v consists of all x ∈ k v which satisfy v(x) ≥ 0. For each v ∈ V fix a uniformizer at p, i.e. an element π v of O v such that v(π v ) = 1. Let A be the adele ring of k, i.e. the subset of the infinite product v∈V k v consisting of all elements (x v ) v with x v ∈ O v for all but finitely many v. We say that A is the restricted product of the k v and write this as A =ˆ v k v . For any subset S of V let A S =ˆ v∈S k v and A S =ˆ v / ∈S k v , then A = A S × A S . The ring A is a locally compact ring and k embeds diagonally as a discrete subring that is cocompact as additive group. For x ∈ k v let |x| v be its modulus, i.e. the unique positive real number such that for any measurable subset A of k v we have µ(xA) = |x| v µ(A), where µ is any additive Haar measure on k v . It then turns out that |x| v = q
where q v is the number of elements of the residue class field of k v . We will write q v = q d(v) and call the number d(v) ∈ N the degree of the place v.
The group of ideles, i.e. the multiplicative group A × of invertible elements of A is the restricted product of the k × v with respect to their compact subgroups O × v . In this way the ideles form a locally compact group whose topology differs from that inherited from the adeles. The group k × embeds diagonally as a discrete subgroup of A × . Let the absolute value on A × be defined as |x| = v |x v | v , which does make sense since almost all factors are one. Then this coincides with the modulus of x for any given additive Haar measure on A. Let A 1 be the set of all a ∈ A × such that |a| = 1, then k × forms a cocompact subgroup of A 1 . Likewise, for any set of places S the group of units A × S of the ring A S forms a locally compact group and so does the group of norm one units
Let S(A) be the Schwartz-Bruhat space of A, i.e. the space of all locally constant functions on A with compact support. Any f ∈ S(A) is a finite sum of functions of the form f = v f v , where f v is locally constant and of compact support on k v and f (x) = v f v (x v ); further for all but finitely many v the function f v then coincides with 1 Ov , the characteristic function of O v ⊂ k v . Fix a nontrivial additive character ψ on A which is trivial on k. Note that then the lattice k in A becomes self-dual [6] , i.e., for x ∈ A we have ψ(xγ) = 1 for every γ ∈ k ⇔ x ∈ k.
Every additive character on A decomposes into a product
where ψ v is a character of k v . For v ∈ V let n(v) denote the order of ψ v , i.e., n(v) is the greatest integer k such that ψ v is trivial on π
Then n(v) = 0 for all but finitely many v (Cor. 1.IV in [6] ).
For any set S of places let ψ S = v∈S ψ v . Then ψ S is a nontrivial additive character on A S . Fix a Haar measure dx on A S by the condition that it is self-dual with respect to ψ S . To explain this, let the Fourier transform on S(A S ) be defined byf
Then the measure is normalized so thatf (x) = f (−x). More explicitly this means that dx = v∈S dx v with dx v giving the set O v the volume q
For any set S of places define the ring
and let k × S be the units of this ring. Then k
The group k 
. Moreover, as a consequence of Theorem 1 of [2] it follows that the image of E forms a dense subspace of
Let Λ > 0 be in the value group q Z , and letQ Λ,0 be the subspace of S 0 (A) consisting of all functions f with f (x) = 0 =f(x) for all x with |x| > Λ.
. We denote the orthogonal projection onto the space Q Λ,0 by the same symbol.
Let h be a Schwartz-Bruhat function on k × \A × , i.e. the function h is locally constant and of compact support. We write h ∈ S(k
At this point it appears more natural to consider instead
and we will come back to this convention later, but for the time being we will use U(h), as some expressions become simpler then.
Let Λ > 1 be in the value group q Z , and let
for u = 1 and whose Fourier transform vanishes at 1. Another way to characterize this distribution is to say it is the unique distribution that agrees with
Letĥ : k × \A × → C be the Fourier transform of h. In particular writê
2 The semi-local trace formula
Let S ⊂ V be a finite set of places that is supposed to be large enough. This means that S satisfies the following conditions:
• The image of the absolute value | · | S :
• S contains all places v for that the order n(v) of the character ψ is nonzero.
• S is so large, that c S = v∈S q
• Fix a finite set E ⊂ A 1 such that
Then for each e ∈ E, the set S contains all places v with e v / ∈ O × v .
If we embed A × S into A × by x → (x, 1, . . . ) and S is large enough, then the set E can be chosen to be contained in A × S . We will tacitly assume this. We will further assume that E is a set of representatives for
We define ψ S = v∈S ψ v as a character of A S and the Fourier transform on S(A S ) byf (x) = A S f (y)ψ(xy)dy. Let S 0 (A S ) be the space of all f ∈ S(A) with f (0) = 0 =f(0). Proof: The map α is well defined since k As a consequence of the lemma, α induces a pullback isomorphism
Now let x ∈ A S and write (x, 1) for the element of A that coincides with x in S and is equal to 1 everywhere else. We get f ((x, 1)) = f S (x), and
Ef (x, 1) =Ē S (f )(x). The function f is by construction invariant under the multiplication by O × T , hence lies in the space of invariants
, and we conclude thatĒ S (f S ) = α * E(F ). The second assertion of the proposition follows from Lemma 2 in Appendix I of [2] .
For Λ > 0 letQ S,Λ,0 be the subspace of S 0 (A S ) consisting of all f ∈ S 0 (A S ) such that f (x) = 0 =f (x) whenever |x| > Λ. Let Q S,Λ,0 be the closure in
. We also write Q S,Λ,0 andQ S,Λ,0 for the orthogonal projections. 
as Λ → ∞. Actually, Connes shows a slightly different assertion in [2] , namely, instead of one projection Q S,Λ there is a product of two projectionŝ P Λ P Λ . But similar to the global case it is easy to see that, in the absence of infinite places, Connes's statement is equivalent to the above.
Let z = v∈S z v be in A × S . Then, for every plave v of k,
So we get
. Since S is large enough we infer that c S ≥ 1. Then for a ∈ A 
≤|x|≤Λ} . Let f 0,Λ be the Fourier transform of f 1,Λ .
Lemma 2.4 Suppose that h is supported in {|x| ≤
1}. Then Q S,Λ U(h)E S (f 1,Λ ) ≡ c S |b| − Λ 2 q c S − Λ 2 qĥ (0)E S (f 1,Λ ) mod (Q S,Λ,0 ) .
Proof: Note first that the assertion only depends on the
Then it follows that h is a finite linear combination of functions of the form 1 bO
Since |b| ≤ 1, we get that Q S,Λ U(h)E S (f 1,Λ ) equals
It follows that there is a λ ∈ C with Q S,Λ U(h)E S (f 1,Λ ) − λE D (f 1,Λ ) ∈ Q S,Λ,0 and this λ is
For α, β in the value group we can choose A(α, β) = α≤q k ≤β π
, we getĥ(0) = vol(O × S ). The lemma follows. Now write f 1,Λ = e 1,Λ + q 1,Λ , where q 1,Λ ∈ Q S,Λ,0 and e 1,Λ is orthogonal to Q S,Λ,0 . Likewise write f 0,Λ = e 0,Λ + q 0,Λ . Let l(E S (f )) = f (0) for E S (f ) ∈ Q C S,Λ . Note that l is well defined and that ker(l) = Q C S,Λ,0 ⊕ Ce 1,Λ . Likewise letl(E S (f )) =f (0) and note that ker(l) = Q S,Λ,0 ⊕ Ce 0,Λ . The operator Q S,Λ U(h) preserves ker(l) if supph ⊂ {|x| ≤ 1}, and it preserves ker(l) if supph ⊂ {|x| ≥ 1}.
where ϕ Λ ∈ Q S,Λ,0 .
Proof: Without loss of generality we can assume that h = (q − 1)1 bO
, and let
.
1,Λ ) tends to zero as Λ → ∞. Similar to the last proof we get
and this also equals Q S,Λ U(h)E S (f 1 1,Λ ). Repeating the argument of the last lemma we get
Sinceĥ ( Suppose further that h is supported in {|x| ≥ 1}. Then Q S,Λ U(h) preserves ker(l) = Q S,Λ,0 ⊕ Cẽ 1,Λ , and we get
Next we show thatq 1,Λ tends to zero as Λ → ∞. We use the fact that for any ϕ ∈ Q S,Λ,0 the integral ϕ(x)|x|
We infer that
The right hand side tends to zero as Λ → ∞. Thereforeq 1,Λ → 0. Using Lemma 2.4 we get for supph ⊂ {|x| ≤ 1},
The Fourier transform turns ker
Sinceĥ (0) =ĥ (1) andĥ (1) =ĥ (0), we get for supp(h) ⊂ {|x| ≥ 1},
Likewise, we get for supp(h) ⊂ {|x| ≥ 1},
We have proved the following lemma, which also implies the theorem.
Lemma 2.6
As Λ → ∞, we have
Proof of the Riemann Hypothesis
. There is a finite set of places S that is large enough (sec. 2) such that g = g S g S , where g S ∈ S(A × S ) and
By Theorem 2.3, we know that
Further, let
Then W is the Weil distribution in Connes's normalisation [2] . To match other sources you have to replace h(x) with h(
We also define f S and V S (f S ) in the obvious way. Set
then ∆ is the usual Weil distribution. The Riemann hypothesis in question is equivalent to the positivity of ∆, i.e., that ∆(f ) ≥ 0 whenever f is of the form g * g * for some g ∈ S(k × \A × ), where * is the convolution product
and g * (x) = g(x −1 ). We have proved that, as Λ → ∞,
This proves (i). We further see that
as well asĥ(1) =ĥ S (1). Finally note that
The last equation follows from the same computation with S replaced by V and the fact that A
Λ
, Λ also is a set of representatives of the set of all x ∈ A × of absolute value between
Proof: The first assertion follows from (i) of the last lemma. For the second let v / ∈ S. Then
, then it follows that q −r ≤ |γ| S ≤ q r and |γ| w = 1 for every w / ∈ S, w = v. Therefore it follows q −r ≤ |γ| v ≤ q r which implies |γ| v = 1 since q v > q r . Therefore u → g(γu) is a multiple of
These two lemmas imply and this is zero if |x| > 1. We want to show that |a j | ≥ 1/Λ for every j. So assume that there is i with |a i | < 1/Λ, i.e., 1/|a i | > Λ. We can choose i so that if j ∈ {1, . . . , N} with
Let X be the set of all x ∈ A S such that
and set I = {j : |a j | v = |a i | v ∀v ∈ V }. Then for every x ∈ X we have |x| = |π(ψ)| |a i ||α| > Λ |π(ψ)| |α| ≥ Λc S ≥ Λ. Therefore, we havef (x) = 0, and this implies j∈I c j ψ(a j x) = 0 ∀x ∈ X.
As n(v) is the order of ψ v , the family of functions on X, (ψ(a j x)) j∈I is linearly independent, hence c j = 0 for every j ∈ I, a contradiction. This implies the lemma.
To conclude the proof of the Riemann Hypothesis, note that, as Q S,Λ,0 is a subset of R S,Λ , the distribution f S → tr (R S,Λ − Q S,Λ,0 )V (f S ) is positive. By the above, this distribution equals ∆(f S ) + o(1), as Λ tends to infinity. Hence ∆(f S ) is positive, too.
