The multi-period portfolio optimization models were introduced to overcome the weaknesses of the single-period models via considering a dynamic optimization system. However, due to the nonlinear nature of the problem and rapid growth of the size complexity with increasing the number of periods and scenarios, this study is devoted to developing a novel league championship algorithm (LCA) to maximize the portfolio's mean-variance function subject to different constraints. A Vector Auto Regression model is also developed to estimate the return on risky assets in different time periods and to simulate different scenarios of the rate of return accordingly. Besides, we proved a valid upper bound of the objective function based on the idea of using surrogate relaxation of constraints. Our computational results based on sample data collected from S&P 500 and 10-year T. Bond indices indicate that the quality of portfolios, in terms of the meanvariance measure, obtained by LCA is 10 to 20 percent better than those of the commercial software. This sounds promising that our method can be a suitable tool for solving a variety of portfolio optimization problems.
Introduction
The problem of decision-making under uncertainty for choosing asset classes is one of the important topics in financial areas. Markowitz [1] was the first scholar that conducted research on portfolio optimization models. By combining optimization with probability theory, [1] models investment considering uncertainty. Taking account of the return on investment as the average of returns and the risk of investment as the variance was the technique for mathematical modeling. Therefore, risk is considered by calculating the variance in the mean-variance models, which has been studied in Yoshimoto [2] , Best and Hlouskova [3] , Liu et al. [4] , Corazza and Favaretto [5] , to mention a few examples. It is worth mentioning that the above-mentioned studies have the assumption of single-period portfolio optimization, which does not sufficiently model the realworld conditions in investment. Due to the fact that market conditions change over time and investors decide on their wealth accordingly, single-period models need to be extended to multiperiod ones. In other words, wealth allocation to asset classes in inconsistent financial markets with high diversity requires employing multi-period stochastic optimization models.
Multi-period models for portfolio optimization adequately take account of uncertainty for effective parameters like return of assets class and external cash flow [6] . This is one of the important advantages of multi-period portfolio optimization models over single-period models. The goal of multi-period portfolio optimization (MPPO) is to minimize risk and maximize return. While maximizing return of investments in portfolios is entangled with making decisions on the percentage of the overall portfolio value allocated to each portfolio component, minimizing the risk of different investment instruments is also important at the same time to create or maintain portfolios with the specified risk-return characteristics. MPPO technique demonstrates dynamic aspect of models for achieving optimal solution and efficient frontier [6, 7] .
Literature Review
As previously implied, single-period models form the basis for multi-period ones. A recent study by Ertenlice and Kalayci [8] has investigated the use of swarm intelligence for portfolio optimization in single-and multi-period optimization cases. As an example of single-period models, Yoshimoto [2] addressed the portfolio optimization considering transaction cost and its effect on the portfolio. Best and Hlouskova [3] proposed a closed-form solution for portfolio selection problem for uncorrelated and bounded assets. Deng et al. [9] developed a particle swarm optimization algorithm for cardinality constrained portfolio optimization (CCPO) problem, which outperformed genetic algorithm, simulated annealing, and tabu search. Woodside-Oriakhi et al. [10] presented metaheuristics based upon genetic algorithm, simulated annealing, and tabu search for mean-variance model of Markovitz considering the discrete constraints of buy-in thresholds and cardinality. A greedy randomized adaptive search procedure is developed in [11] for CCPO. An artificial bee colony algorithm is also proposed in [12] for CCPO.
There are plenty of models proposed for multi-period portfolio optimization. For instance, Bradley and Crane [13] introduced a multi-period bond portfolio model and a new approach for efficiently solving problems with decomposition algorithm of mathematical programming. A stochastic linear programming formulation of a firm's short-term financial planning problem had been modeled under uncertainty by Kallberg et al. [14] . Stochastic network optimization models were described for investment planning under uncertainty, and the performance of the models in simulations based on historical data was investigated by Mulvey and Vladimirou [15] . Furthermore, a multi-period mean-variance portfolio selection model with bankruptcy constraint under the framework of probability theory was developed for a stochastic market by Wei and Ye [16] . Bertsimas and Pachamanova [17] presented different robust formulations for the multiperiod portfolio optimization problems and considered transaction cost in their models. Furthermore, they compared the performance of robust formulations to the performance of the traditional mean-variance formulation. Cakmak and Ozekici [18] proposed a multi-period portfolio optimization model that rebalances the portfolio according to time horizon and the changes of market parameters. Li and Ng [19] formulated an analytical expression for the multiperiod mean-variance efficient frontier. They also introduced an algorithm for finding the optimal portfolio policy. The bankruptcy approach was used for executing optimal portfolio policy by Zhu et al. [20] . Using the downside risk criterion, Pinar [21] revisited the multi-period portfolio model. The multi-period mean-semivariance-entropy model based on possibility theory was formulated by Zhang et al. [22] . Fang et al. [23] took a fuzzy set based theory approach to the multi-period portfolio optimization problem. The multi-period portfolio model with different rates has been also introduced for borrowing and lending in fuzzy environment by Sadjadi et al. [24] . Zhang and Zhang [25] considered a multi-period fuzzy portfolio selection problem with absolute deviation as the risk control of portfolio. The model included transaction cost, borrowing constraints, threshold constraints and cardinality constraints. Additionally, discrete approximate iteration method is applied to solve the optimal portfolio. Yao et al. [26] presented multi-period mean-variance portfolio selection problem with a stochastic interest rate, where the movement of the interest rate follows Vasicek model. In addition, dynamic programming approach and Lagrange duality theory were used to overcome increasing complexity.
Given the fact that the MPPO problem is a nonlinear complex problem with many local optima, and time is a constraint for financial problems, heuristic methods seem to be good tools for achieving a trade-off between the quality and the computational time. Heuristic methods such as Tabu Search [27, 28] , Genetic Algorithm (Chan et al. [29] ), Particle Swarm Optimization (Sun et al. [30] ) are just some examples. Yan et al [31] introduced a class of multi-period semivariance model and applied a novel hybrid Genetic Algorithm (GA) with Particle Swarm Optimization (PSO) algorithm for solving this model. Zhang et al. [32] used possibilistic meanvariance approach to extend multi-period fuzzy portfolio selection problems. Moreover, they formulated a Particle Swarm Optimization algorithm for these portfolio selection problems. Liu et al. [33] investigated a multi-period portfolio selection problem with bankruptcy control and affine recourse in fuzzy investment environment and proposed a credibilistic multi-period portfolio optimization model with bankruptcy control and affine recourse. Furthermore, a hybrid Particle Swarm Optimization algorithm was used for solving the model. Liu et al. [34] presented a robust multi-period portfolio model based on the robust theory and prospect theory. To solve the model, an improved Particle Swarm Optimization algorithm was developed. Wang et al. [35] studied MPPO problem with returns considered as fuzzy random variables and proposed a fuzzy 4 simulation-based Particle Swarm Optimization algorithm for solving the problem. Li et al. [36] considered an uncertain multi-period portfolio selection problem with the influence of transaction cost and bankruptcy. They solve the problem using a genetic algorithm with penalty function. Discounted transaction costs in a fuzzy environment has been considered in multiperiod portfolio selection problem. After transforming the problem into single-objective equivalent, a differential evolution algorithm has been used to solve the problem. This paper considers the stochastic optimization model for multi-period asset class portfolio problem. Asset class includes cash, stock, bond and real state. Sample data are collected from S&P 500 and 10-year T. Bond indices. To extract scenarios from historical data, a Vector Auto Regression (VAR) model is first developed to predict the return of risky assets. An upper bound on the optimal value of the mean-variance objective function is proposed based on the surrogate relaxation of constraint via aggregation over all scenarios. We prove that the bound is valid. To solve the problem instances of MPPO, a metaheuristic algorithm is developed based on the League Championship Algorithm (LCA) and a penalty based method is used to handle entropy constraints. Our computations reveal that the proposed methodology has a drastic impact on the quality of the constituted portfolios. It improves the mean-variance objective function from 10 to 20 percent over the results provided by a commercial solver.
Therefore, the contribution of this paper is threefold; First, a multi-period portfolio optimization problem is formulated considering diversification in portfolio and uncertainty in returns of risky assets. To diversify the portfolio construction, the Shannon Entropy measure is used as an optimization constraint. To cope with uncertainty, a scenario based approach is followed and a VAR model is developed to predict the return of risky assets to be included in the optimization model. Via adopting a surrogate relaxation technique and mathematical properties, an upper bound of the optimal objective function value is also provided. To cope with the nonlinearity of the problem and to solve it for larger complex instances a League Championship Algorithm is proposed which works effective. Statistical results show that LCA significantly improves the results provided by LINGO commercial solver.
The remainder of the paper is organized as follows. In Section 2, we formulate a multiperiod portfolio optimization (MPPO) problem with investment rebalancing in several discrete time points (periods). Since there is uncertainty in MPPO problem, we also estimate return rate for risky assets with Vector Auto Regression (VAR) model based on scenario tree in Section 3. Section 4 is devoted to designing a method to obtain an upper bound on the optimal value of the objective function for our problem. In Section 5, we give a brief introduction to League Championship Algorithm (LCA) and the application of LCA on MPPO problem at hand. Section 6 presents computational experiments and results of solving the problem with LINGO/Quadratic Solver and the proposed algorithm along with the analysis of the gap between the results of the Quadratic Solver and LCA. Finally, the paper is concluded in Section 7. 
Multi-Period Portfolio Optimization (MPPO) Problem
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The set of parameters and decision variables used in the mathematical model of MPPO are defined as follows: The objective function of (1) Equation (2) states that the investor's total assets in time 0 are equal to the wealth at the beginning. Equations (3) guarantee that the investor's total assets in time are equal to the wealth at the beginning of time period under scenario . Equations (4) update the wealth accumulated at the end of the period under scenario for each asset n before rebalancing. Equations (5) depict the flow balance for all assets in each time period and scenario. Equations (6) calculate the amount of money invested in cash in time period t under scenario s after rebalancing. Finally, constraints (7) are the entropy constraints used to diversify the portfolio.
Scenario Generation Using Vector Auto Regression Model
Uncertainty in MPPO problem is modeled with a scenario tree. The important parameter that should be estimated for next periods is the return rate of risky assets. There are two general methods for modeling future asset returns [37] . The first is based on the economic parameters including interest rate, inflation, and market index. This method is called rational expectations and employs conceptual macroeconomic models. For example, market index can be used to generate scenario for the next stock return [30] . The second method, which is called adaptive expectations, depends only on the historical data of the explanatory variables. This paper does not focus on the evaluation of these methods. Due to the fact that modeling future events based on macroeconomic models is difficult, the method employed in this paper is based on the second approach.
A Vector Auto Regression (VAR) model is used to construct scenario tree. Let S represent the scenario set that is defined by : {1,2,..., } s S S 7 denoted by s  . Scenario generation can have different models. For instance, a scenario may be generated with a binary tree that bifurcates from each node two branches. The tree that is used in our model includes different paths that are depicted in Figure 1 , which has 6 scenarios and 6 periods. <<Insert Figure 1 around here>> The general equation of VAR model is as follows:
...
Then we have:
in which t r is the vector of rate of returns of the risky asset group. t k is the vector of random disturbances with mean zero and a known variance which is distributed independently in time horizon, and q is the number of lags used in the model. Furthermore, 1 ,..., q EE are time independent constant matrices that are predicted through statistical methods such as maximum likelihood estimation. H is the vector of intercepts from autoregression. Rates of the return for risky assets such as stocks and bonds are modeled based on past returns. Residuals play the main role in modeling the rate of return based on past data because they are used to model the disturbances of return in time horizon. VAR models for stock and bond are estimated using the data from 2001 to 2013 obtained from Yahoo Finance as: u for bond. These random numbers are generated using a normal distribution, since the distribution of the residuals is normal. Equations (10) and (11) are used for scenario generation with 2, 5, 10, 20 and 50 paths for 4 and 7 periods. Each path from T=0 to T=τ represents a scenario. Tables 1 and 2 show some realization of the scenarios generated with VAR model, specifically, the rate of return for two risky assets under 10 scenarios and 7 periods.
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An Upper Bound for the Optimal Value of the Mean-Variance of the MPPO Problem
The purpose of this section is to provide a method to obtain an upper bound on the optimal value of the mean variance (objective function) for the MPPO problem. Our idea for the proposed upper bound method relies on the concept of surrogate constraints. One way to relax tight constraints is to integrate them into a set of constraints that is weaker. The result is a linear programming problem that is called the relaxed problem with surrogate/substitute constraints.
Starting with Equations (2)- (5) and summing over all scenarios, then dividing by the number of scenarios (i.e., |S|), we arrive at:
,0 / ||
Let us define the following equalities:
As a result, we can rewrite Equations (12)- (14) as follows:
, , . Now the required result is attainable.
So, the final form of (17) is reduced to (19) as follows:
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In a similar way, we can treat Equations (6) to obtain the one according to (20) . 
Now we arrive at the objective function. Given that ̅ = ( ) is an upper bound on the objective function, the optimal value of the objective function of the following linear programming problem ( (21)- (25)) gives an upper bound of the optimal value of the meanvariance function.
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A League Championship Algorithm (LCA) Applied to MPPO Problem
This section is devoted to introduction of the League Championship Algorithm (LCA) along with its application to the problem of MPPO. There are some features of LCA that has made it an appropriate choice for the problem of this study. First, from a theoretical perspective, LCA's concept is easily understandable and implementable. It also has few parameters, which is a feature that would make its use more desirable. From the practical perspective, the constrained version of LCA has been evaluated in terms of its performance on 24 benchmark problems in [39] . Seven problems were quadratic and LCA demonstrates outstanding performance compared to other comparator algorithms. Therefore, the performance of this newly proposed algorithm is worth investigating on the MPPO problem, which is of quadratic nature.
The League Championship Algorithm
The League Championship Algorithm (LCA) is a population-based global optimization algorithm proposed by Husseinzadeh Kashan [39, 40, 41, 42, 43] , which is inspired by sport leagues. In this section, a brief introduction to LCA is presented along with required adjustments to make it suitable for solving MPPO problem.
The mapping between LCA and optimization problem elements is as follows: weeks represent iterations, the playing strength is expressed as fitness value, team formation represents solution, changes in its formation is like the generation of a new solution, and the number of the seasons represents stopping condition.
Rules of LCA
There are some idealized rules of the regular championship environment to imagine the artificial championship modeled by LCA. These are:
1. The result of a match is not predictable. 2. A team with higher playing strength has more likelihood of winning the other team. 3. From both teams' viewpoint, the probability that one team beats another team is assumed equal. 4. The result of a match is only win or loss. 5. Teams only concentrate on the next match instead of all future matches. 6. Any weakness in one team is the lack of a particular strength in that team.
In LCA, a team formation (solution) can be represented with a vector of size 1×n (n is the number of variables) of real numbers. Each element is related to one of the players and shows the value of the variable of the problem. X .
Creating the League Schedule
The first step is to schedule the games in each season. In this paper, a single round-robin schedule is used. A sample league scheduling is depicted in Figure 2 for a sports league with 8 teams. For the first week (a), 1 plays with 8, 2 plays with 7, and so on. For the next weeks, one team is fixed and other teams are rotated clockwise to make a complete schedule. Assuming that a sport league has L teams, the single round-robin tournament needs L× (L-1)/2 matches, where
is the number of matches and L/2 matches will be held in parallel. For a sports league with S seasons, there are S×(L-1) weeks of matches.
<<Insert Figure 2 around here>>
Deciding the Outcome of a Match
To specify winner or loser, tournament selection can be used. Based on the idealized rule 1, we may write 
From (26) and (27), we obtain
In order to decide the winner and loser, a uniformly distributed random number in [0, 1] is generated. Two cases can occur:
1. If this random number is less than or equal to 
Setting Up a New Team Formation
In each iteration, there should be a mechanism to move a set of solutions (population) by changing the configuration of each solution (team). Assessment of team's weaknesses and strengths is first step for setting up a new formation. Furthermore, changes in each team's formation are based on the result of the team which we will counter in week t+1. This task is conducted based on SWOT analysis.
Let us define the three following indices: l the team that will play with team i (i= 1,…, L) at week t+1 j the team that played with team i (i= 1,…, L) at week t k the team that played with team l at week t
The SWOT analysis is conducted according to the SWOT matrix of Figure 3 . In order to determine the team i's formation for playing with team l, if i and l both won their previous matches, the S/T strategy (first column in Figure 3 ) for team i is to focus on its own strengths (or j's weaknesses) and strengths of l (or k's weaknesses). Other cases can be interpreted similarly.
<<Insert Figure 3 around here>> According the strategy adopted, we may write the equation for updating the solution. , and the results of match analysis, we may write four strategies for new team formation: If i had won and l had won too, then the new formation is generated by: 
If i had won and l had lost, then the new formation is generated by:
If i had lost and l had won, then the new formation is generated by: 
If i had lost and l had lost too, then the new formation is generated by: Figure 4 around here>> Based on the above-mentioned concepts, the flowchart of LCA is depicted in Figure 4 . The first step is to initialize control parameters and a random population of individuals (teams). Then, a league schedule is generated based on single round-robin algorithm. The winning and losing teams of each match are determined according to the tournament selection presented in 6.1.3. The algorithm then moves to the next set of solutions by using the match analysis of SWOT matrix. This procedure is continued until a stopping criterion is met.
Application of LCA to MPPO Problem
When LCA is used to solve the mathematical model (MPPO model), the objective function and solution representation must be defined first. In this study, we used the classical return-risk function as the objective function. Due to the nature of uncertainty of multi-period problem, we need to form scenario tree. After construction of scenario tree, we will introduce the parameters required to solve the MPPO model. As previously mentioned, scenario tree was used only for prediction of one parameter, i.e., rate of return on risky assets ( , we can apply LCA to find a solution that optimizes the objective function.
Solution Representation
To run the algorithm, we introduce a new decision variable denoted by 
The amount of purchase and sell are two other decision variables in the implementation of LCA. Therefore, three sets of decision variables are used in each node for each asset and regarding n assets, we have 3*n decision variables in total in each node.
Therefore, the solution (team in LCA) is represented by a vector comprising of three sets of variables:
,, s s s n t n t n t k c y , namely the amount of money for asset n, the amount of asset n purchased, and the amount of asset n sold, respectively ( Figure 5 ).
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The number of nodes in this algorithm is equal to:
no. of nodes=[(number of periods -1)*number of scenarios]+1 and the total number of variables is [9*number of nodes], that shows problem dimensions.
Introduction of Diversification Constraint in LCA by
Penalty Function LCA was originally introduced for solving unconstrained continuous problems. This algorithm can be used for solving portfolio diversification without constraints by adopting a solution representation that takes account of other restrictions. But when diversification constraints (7) are applied, we need a technique to overcome the limitations of LCA as well. To this purpose, the penalty function method is used in this paper.
The search space of constrained optimization problems consists of two types of points: feasible and infeasible. Feasible points satisfy all constraints, while in infeasible points, at least one of the constraints is violated. Penalty function technique solved the constrained optimization problem through a series of optimization problems without constraints. If the penalty is too large, minimizing algorithms usually fall into the trap of local minimum. On the other hand, if the penalty is too small, the algorithm can hardly detect feasible optimal solutions. Penalty functions commonly fall into two main groups: static and dynamic. Static penalty functions use fixed penalty values, while dynamic penalty functions adjust penalty values in the course of search. The objective function with penalty function ( ( )) is defined as follows:
where () fx is the objective function of the problem, () hk is the penalty value that is adjusted dynamically, k is the current iteration of the algorithm, and () Hx is a penalty function that can be defined as follows:
where ( ) max{0, ( )}, 1,..., 
Computational Experiments and Results
In this section, the parameter values used for solving the problem are presented. Numerical experiments and their analyses are also presented for demonstrating the efficiency of the proposed algorithm.
Parameter Setting
Prior to the implementation of the LCA and optimization solver, historical data of rate of return of risky assets were extracted from 2001 to 2013 at yearly intervals. As already stated, S&P 500 index and 10-year T. Bond are representative of stock and bond. The other asset is called cash; therefore, we have three assets in total in this study. Also, the tested periods are 4 and 7 and the tested scenarios are 2, 5, 10, 20 and 50. Moreover, the rate of return for risky assets is predicted with VAR model and for cash, it is considered constant and equal to 0.12. Lower bound of diversification constraint is equal to ln(0,n), and it is considered equal to 0.6 in this study. Transaction cost is equal to 0.005 for stock and 0.001 for bond. These values are fixed for stock and bond in all periods and initial investment is intended to be equal to 10 $.
Furthermore, In LCA, the league size is set equal to 16, probability of success equal to 0.001 and the number of iterations for each problem equal to 12000. w 1 and w 2 are also generated every time randomly between [0,2]. These values are chosen according to a pilot study on various instances. The parameter values that result in the best results were selected for running numerical experiments.
Numerical Experiments
The value of , s nt r were estimated by using VAR model. Due to the space limitation, we just reported in Tables 1 and 2 the results of , s nt r for 10 scenarios and 7 periods. LCA and LINGO/Quadratic Solver were run to maximize the objective functions corresponding to a series of  's for each multi-period problem (QS will be used hereafter instead of LINGO/Quadratic Solver for the sake of brevity). In order to compare the performance of LCA with QS in statistical terms, Wilcoxon signed rank test has been conducted with .05 level of significance. It is worth noting that the output of QS is the same for 10 runs. The results reported in the column 'p-value' show the probability that the median of the two paired samples (objective values of LCA and QS) are equal. Entries where the difference is significant are underlined.
The MPPO Problem without Diversification Constraint
Tables 3-5 contain the results for problem sets with  = 0.1, .5, and .9 each having 10 problem instances. The first section of Tables 3-5 reports the problem number and its number of periods and scenarios. The second part of Tables 3-5 reports the objective function and run time of QS for each problem instance. The third section reports the best, the worst, the average and the standard deviation of objective function values obtained, and the average run time of the LCA algorithm for the problems with different periods and scenarios where the diversification constraint is not considered. It should be noted that LCA was executed 10 times for each problem instance to obtain the average performance in terms of the objective function and run time.
Based on the Tables 3-5 , the QS and LCA results can be compared in terms of the objective function obtained and the run time. Specifically, the best, worst and average objective function values obtained by the LCA are better than QS in all problem instances. This shows the superior performance of LCA. But, the run time of QS (less than one second) is less than the run time of LCA, which ranges between 1.5 and 39 minutes. The column containing LCA times also shows that in a fixed number of periods, the run time is sensitive to the number of scenarios. The p-values for instances show that the difference is statistically significant most of the times (29 instances out of 30 instances for all values of  ).
<<Insert Tables 3-5 around here>>
Analysis of the Results of LCA and QS
In this section, the gap between the results of QS and LCA is analyzed using (36). Tables 6, 7 and 8 report the results for the MMPO problems where the diversification constraint is considered as described previously. As can be seen in all Tables 6-8 Due to the nonlinearities in the MPPO problem, QS's solutions for the original problem with and without the diversification constraint (Shannon entropy) are local. As a result, it is possible that the solution to the problem that is solved by LCA meta-heuristic algorithm be better than the result of QS. Figures 6 and 7 show the gap between the result of QS and LCA without diversification constraint for 4-period and 7-period cases, respectively, under 2, 5, 10, 20 and 50 scenarios. For the case of 4 periods (Figure 6 ), gaps vary between 12 and 18 percent and there are similar trends for different value of .
The MPPO Problem with Diversification Constraint
<<Insert Figure 6 around here>> For the case of 7 periods (Figure 7) , the gap is relatively wider and is between 9 and 21 percent for different scenarios and  's.
Moreover, Figures 8 and 9 report similar results for the problem with diversification constraint. Figure 8 shows the gap for the 4-period case and the gap is between 8 to 14 percent for all scenarios and  's. The gap for the 7-period case is between 8 to 16 percent, as Figure 9 demonstrates.
<<Insert Figures 7 and 8 around here>> As Figures 7-9 demonstrate, all of the results of LCA are better than the output of QS in terms of objective function value (between 8 to 20 percent).
<<Insert Figure 9 around here>> In order to see the behavior of LCA in both cases of with and without diversification constraint, the convergence diagram is illustrated in Figure 10 for the instance 1 with  =0.9 for 1000 iterations.
<<Insert Figure 10 around here>>
Conclusions and Future Research
This paper used the Vector Auto Regression (VAR) to model the return of risky assets. VAR works based on historical data. Alternatively, other methods use economic indicators such as inflation, interest rates and market indexes. It is important to note that the method of using economic indicators depends on the knowledge of the economy's future and economic variables under study. As we know, the future of the market is complex to predict due to the impact of macroeconomic variables. Therefore, based on historical data from 2000 to 2013 for stocks and bonds, return of risky assets was modeled. Scenarios made for the stocks and bonds were 2, 5, 10, 20 and 50 with a period of 4 and 7 years. After scenario generation, the upper bound model was developed which had a single scenario and was convenient to solve in comparison with the problem's mathematical model. Multi-period portfolio optimization model was solved using LINGO/Quadratic Solver (QS) and a new meta-heuristic called LCA. Applying this algorithm to multi-period optimization problem was due to nonlinear and complicated nature of the problem. The results of LCA for 4 and 7 periods and all scenarios were better than the output of QS (between 8 to 20 percent) in terms of the objective function value obtained. The difference in the objective function obtained was statistically significant in most of instances. This proves the effectiveness of the LCA proposed for the problem.
The current research sought to maximize mean-variance objective function. There are other objective functions such as mean-variance-skewness and Von Neumann-Morgenstern expected utility of wealth that can be optimized instead. Additionally, the efficiency of other recently proposed meta-heuristic algorithms such as OIO [44, 45] Table 3 
