Template matching is a fundamental problem in pattern recognition, which has wide applications, especially in industrial inspection. In this paper, we propose a 1-D template matching algorithm which is an alternative for 2-D full search block matching algorithms. Our approach consists of three steps. In the first step the images are converted from 2-D into 1-D by summing up the intensity values of the image in two directions horizontal and vertical. In the second step, the template matching is performed among 1-D vectors using the similarity function sum of square difference. Finally, the decision will be taken based on the value of similarity function. Transformation template image and sub-images in the source image from 2-D grey level information into 1-D information vector reduce the dimensionality of the data and accelerate the computations. Experimental results show that the computational time of the proposed approach is faster and performance is better than three basic template matching methods. Moreover, our approach is robust to detect the target object with changes of illumination in the template also when the Gaussian noise added to the source image.
Introduction
One of the most important issues in image analysis is automatically extracting useful information from an image. This information must be explicit and can be used in subsequent decision making processes. The more commonly used image analysis techniques include template matching and statistical pattern recognition. We can classify the types of analysis we wish to perform according to function. There are two main types of functions we will wish to know about the scene in an image. First, we may wish to ascertain whether or not the visual appearance of objects is as it should be, i.e. we may wish to inspect the objects. The implicit assumption here is, of course, that we know what objects are in the image in the first place and approximately where they are. The second function of image analysis is location. If we don't find out the objects, we may wish to know where they are. The location of an object requires the specification of both horizontal and vertical coordinates. The coordinates may be specified in terms of the image frame of reference where distance is specified in terms of pixels.
Many of applications of computer vision simply need to know whether an image contains some previously defined object or whether a pre-defined sub-image is contained within a source image. The sub-image is called a template and should be an ideal representation of the pattern or object which is being sought in the image. The template matching technique involves the translations of the template to every possible position in the image and the evaluation of the measure of the match between the template and the image at that position. If the similarity measure is large enough, then the object can be assumed to be present. Various difference measures have different mathematical properties, and different computational properties have been used to find the location of template in the source image. The most popular similarity measures are the sum of absolute differences (SAD), the sum of squared difference (SSD), and the normalized cross correlation (NCC). Because SAD and SSD are computationally fast and algorithms are available which make the template search process even faster, many applications of gray-level image matching use SAD or SSD measures to determine the best match. However, these measures are sensitive to outliers and are not robust to variations in the template, such as those that occur at occluding boundaries in the image. However, although the NCC measure is more accurate, it is computationally slow. It is more robust than SAD and SSD under uniform illumination changes, so the NCC measure has been widely used in object recognition and industrial inspection such as in [1] and [2] . An empirical study of five template matching algorithms in the presence of various image distortions has found that NCC provides the best performance in all image categories [3] .
Many techniques have been developed to increase the template matching process. Chen and Hung [4] classify these techniques into three classes. First class saves the computations by reducing the number of positions searched. On the other hand, class two try to reduce the computational cost of the matching error for each search position. The techniques in the first and second classes can be combined to further improve the efficiency and this kind of hybrid methods are classified as the third class. Techniques in class one perform the matching error calculations and comparison within a partial search set which is a subset of the complete search set. The efficiency of these techniques depends on the number of the selected search positions, while the resulted minimum matching error depends on how the search positions are selected. Techniques founded in [5] - [7] belong to this class. For example the coarse-to-fine strategy divides the search process into several search steps. Starting from the origin position (0, 0), SADs of several coarsely-spaced search positions are calculated and the one with the minimum SAD is selected as the new starting position of the next step. This procedure is repeated several times with smaller and smaller spacing between the search positions until the search positions with spacing of one pixel are examined. The final search position with minimum SAD is selected as the search result.
Techniques in class two accelerate the calculation of matching error for each search position. Instead of calculating matching error, SAD, these techniques calculates a partial matching error which need less computation than SAD and whose value is less than or equal to SAD. One simple technique in this class is to subsample the pixels in the matching blocks. For example, the partial sum of absolute difference can be calculated by using a quarter of pixels regularly subsampled in each matching block [8] . Another technique, called the partial distance method [9] and [10] , can be used for speeding up the computation. For each search position, the partial sum of absolute difference is calculated. During the calculation process, if one of these partial sum absolute differences is larger than the minimum matching error computed so far, the calculation for this search position can be terminated and the calculation of the partial sum of absolute difference behind can be saved. The techniques in class three combine the techniques in the previous two classes, as described in [8] and [11] to further improve the efficiency. Another technique in this class is the hierarchical method [12] which first estimates the coarse result of the motion vector in the lower resolution image, and then refines the result in the higher resolution image within a small search region centering at the coarse result.
Reducing data in the image by converting the image from 2-D into 1-D is a new strategy in template matching introduced by [13] . He used ring projection transform to convert the 2-D template in a circular region into a 1-D gray level signal as a function of radius. Fouda [14] convert the 2-D images into 1-D vector information by summing-up the intensity values in all rows in the vertical direction. His method was sensitive to noise. In this paper, we modify the 1-D template matching algorithm to making it more robust to noise. Instead of the image scanned in one direction we scan the image in two directions to increase the features in the 1-D information vector. Then the matching process can be done under some degree of noise. The rest of the paper is organized as follows. Section 2 introduces the basic techniques in template matching. The description of proposed algorithm and its complexity analysis will be described in Section 3. Simulation and comparison results for NCC, SAD, and coarse-to-fine (CTF) standard are reported in Section 4. Then we state conclusions in Section 5.
Template Matching Basic Techniques
In this section we introduce the most important three algorithms in template matching. Starting by normalized cross correlation technique is computationally expensive. But it is very robust against noise under different illumination conditions, so it has been widely used in object recognition and industrial inspection. The second is the sum of absolute difference algorithm which is best computationally than normalized cross correlation technique. But it is not robust to intensity and contrast variations, so it can be used in some applications such as feature tracking and block motion estimation in video compression. The last is the coarse-to-fine (CTF) technique which can be reduce the computational cost by using block averaging to decrease the spatial resolution of the template and the source image. It apply the low-resolution ("coarse") template to the low-resolution source, and using the full-resolution ("fine") template only when the coarse template's degree of mismatch with the source is blew a given threshold.
Normalized Cross Correlation (NCC)
NCC has been commonly used as a metric in pattern matching to evaluate the degree of similarity between template and blocks in source image. The main advantage of the NCC over other techniques is that it is less sensitive to linear changes in the amplitude of illumination in the two compared template and block. Furthermore, the NCC is confined in the range between −1 and 1. The setting of detecting threshold is much easier than other techniques. The NCC does not have a simple frequency domain expression. It cannot be directly computed using the more efficient fast Fourier transform in the spectral domain. Its computation time increase dramatically as the window size of the template gets larger [15] .
In pattern matching applications, NCC working as follows: one finds an instance of a small template in a large source image by sliding the template window in a pixel by pixel basis, and computing the normalized correlation between them. The maximum value or peaks of the computed correlation values indicate the matches between a template and subimage in the source image. Figure 1 shows the surface plot correlation coefficient values between the template T(a) in Figure 5 (a) and blocks in the source image in Figure 4 (a). The experimental results given that the peak value 0.999. This value in the surface at position (200, 175) in the source image is the correct match for template T(a).
The values of NCC used for finding matches of the template ( ) 
Then the operations in Equation (1) is proportional to
n p n q n − − which is very time consuming.
Sum of Absolute Difference (SAD)
The SAD is another commonly used similarity measure in pattern matching. According to [16] from a maximum likelihood perspective, SAD measure is justified when the additive noise distribution is exponential. Template matching applications often use the similarity measure SAD. However, this measure is not invariant to brightness and contrast variations which occur in many practical problems [17] . SAD is faster than NCC algorithm because it requires neither multiplication nor division operations.
Assume we have a template image ( ) 
, , ,
where ( ) , f x y x y = − , the minimum value of the matrix C given us the location of the best match for the template in the source image. If one of the values of C is zero, the local block is identical to the template. Figure 2 shows the surface plot of matric C when the SAD algorithm search about template T(a) in Figure  7 (a) in the noise image in Figure 6 (b). We notice that the minimum value of matrix C is 32,384 which gives us the true position (100, 80) for T(a) in the source image.
The computation of ( )
, C x y requires a number of operations proportional to the template area ( ) n n × .
These operations are computed for each ( ) , i j in the source image where ( )
n p n q n − − the same complexity in NCC algorithm but the SAD method is faster than NCC method because the number of operations (comparison) in SAD is less than number of operations (addition, multiplication, and divisions) in NCC for each position ( ) , i j in the source image.
Coarse-to-Fine (CTF)
The coarse-to-fine strategy, proposed by Rosenfeld and Vander Brug [18] [19] , is well-known approach to reduce the computational cost of template matching. This strategy uses a low resolution template and its corresponding low resolution source image for initial coarse matching. Matching between high resolution template and original source image is applied for fine matching only when there is high similarity in the coarse matching. The coarse-to-fine technique works as follows: Upon creating the resolution levels for both template and source image, a search is conducted with the coarse template and its source image. The resulting pixel location provides a coarse location of the template pattern in the next lower level of the source image. Therefore, instead of per- forming a complete search in the next level resolution, one requires to only search a close vicinity of the area computed from the previous search. This sequence is iterated until the search in the original source image is searched.
The image resolution levels is based on reducing the dimensions of the image by a factor f , a predefined positive integer, at each resolution level. Assume we start with an image Figure 3 shows the process by which the resolution is enhanced from the low resolution shown in Figure 3 (c) where Equation (4) was applied for template matching T(b) in Figure 7(b) .
To compute the computational cost for coarse-to-fine method assume that the size of the source image is p q × . For each level of the resolution process, calculation of the sum of 2 2 × neighboring pixels requires ( )( )
additions (see Equation (4)). However, using the idea for fast calculation of the sum developed in [20] , the complexity can be reduced to be ( )( )
additions for each level. If the block size is n n × the overhead for construction the resolution process is ( )( )( ) 
. This shows that the complexity of coarse-to-fine method is better than NCC and SAD techniques.
The Proposed One-Dimensional Algorithm (M1D)
Fouda [14] proposed a template matching technique depending on converting the image data from 2-D into 1-D. His method is efficient for the time but it is sensitive to the noise. The proposed M1D method is a modification for 1-D method to avoid its sensitive to noise. In our method, we try to make the template matching is more robust to noise. This can be done by adding a new features to information vector to be of size ( ) source image which has the same size of template from two dimensional into one dimensional information vector. The new information vector data consists of two parts. The first part is the summation of all intensity values for each column in the 2-D image (see Equation (5)). The second part is the summation of all intensity values for each row in the 2-D image (see Equation (6)). In this case we scanned the 2-D image in two directions (vertical and horizontal) to make our technique more robust against noise. The new information vector (see Equation (7)) will be used in the matching process instead of 2-D image. Subsequently, this allows the search to be performed with fewer data, while still taking all pixels intensity values into account. Secondly, the sum of squared differences is used to measure the likeness between 1-D template and all possible 1-D blocks in the source image. Another measure can be used such as sum of absolute difference or Euclidean distance between template and all possible blocks in the source. Finally, the decision will be taken based on the likeness values. The block in the source with minimum similarity value will be the best match for template in the source. To formalize the problem, suppose that we have a source image S of size p q × and template image T of size m n × where m p < and n q < . The problem is to find the correct match for the template T in the source S.
First, we scan the template image in the vertical direction by adding up the intensity values of rows for each column. Then the first part 1 NT in 1-D information vector for the template is constructed and can be given by: 
NT i T i T i T i n
Next, we scan the template image in the horizontal direction by adding up the intensity values of columns for each row. Then the second part 2 NT for the template in the 1-D template information vector is constructed and given by the following formula:
Now, the template image ( ) , T i j converted to 1-D template information vector NT of length m n + which can be formulated by the following equation: 
NT i NT i NT i T i T i T i n T i T i T m i
where ( ) 
1 , , , 
Then a 1-D information vector is constructed also as in the template image by the following formula:
where ( ) , B k j is the pixel value at location ( ) , k j of the source image.
Thirdly, the likeness between template image and each corresponding block in the source are measured by sum of square difference distance between NT and NB. All these distances compute and store in new storage ( ) 
, where 1 and
The position ( ) , i j at which the smallest value of ( ) , C i j is obtained corresponds the left upper corner of the best match for the template in our proposed method. Now we discuss the computational cost considered in our proposed method. First the cost of converting the template and all blocks in the source into 1-D can be ignored in our proposed method, since for the template this need only be done once, and when we are calculating the computational cost for every position of the blocks in the source, the contribution due to summing the blocks become negligible compared with computing matrix C in Equation (11) . The main complexity of our proposed method depends on the computations found in the matrix C in Equation (11) . This equation can be written as: 
Experimental Results
In this section, we show the efficiency improvement of the proposed algorithm for one dimensional based template matching. In order to make the template matching more robust the proposed method added a new feature for the vectors made in one dimensional algorithm. To compare the efficiency of the proposed algorithm, we also implement the normalized cross correlation (NCC), sum of absolute difference (SAD), coarse to fine (CTF), and one dimensional (1-D) methods. Theses algorithms were implemented in a Matlab 7.0 on a Laptop with an Intel® Core™2 Duo CPU T7500 @ 2.20 GHz and 1.99 GB RAM. Two types of images are used for the testing purpose RGB images and gray scale images. Greens image of size 300 × 500 and its noisy version as the source image is a representative for RGB case (see Figure 4 (a) and Figure 4(b) ). Six template images of size 100 × 100 selected from the original greens image as shown in Figure 5 . The templates in Figures 5(d)-(f) are the brighter version (increase brightness from 22% to 30%) of the original templates in Figures 5(a)-(c) , respectively. Two-man image of size 240 × 300 and its noisy version as the source is a representative for gray scale case (see Figure 6 (a) and Figure 6(b) ). Six template images of size 50 × 50 selected from the original two-man image as shown in Figure 7 . The templates in Figures 7(d)-(f) are the brighter version (increase brightness from 21% to 24%) of the original templates in Figures 7(a)-(c) , respectively. Let us start by the RGB case through the greens image Figure 4 (a) and its templates in Figure 5 . To compare the robustness and the efficiency of the proposed algorithm, we add random Gaussian noises with mean 0 and variance 0.01 onto the source image as shown in Figure 4(b) and compare the performance of the pattern search on the noisy image. NCC, SAD, CTF, and the proposed M1D algorithm are guaranteed to the find the correct match from the source image, so we only focus on the comparison of search time required for these algorithms. The execution time required for these algorithms applied on the greens image in the clear case and noisy version are shown in Table 1 and Table 2 , respectively.
The results in Table 1 and Table 2 are several experiments were carried out with three different templates T(a), T(b), and T(c) and its brightness version in Figure 5 . The true position for these templates in the source image are (200, 175), (50, 15) , and (15, 150) respectively. When the brightness are increased for the three templates (T(d), T(e), an T(f) in Table 1 ) or the noises are added to the source ( Table 2 ), All the algorithms are given the same position except 1-D algorithm given (200, 164), (50, 19) , and (15, 160) respectively, which are a false positions (indicated by * in Table 1 and Table 2 ). This ensures the fact that 1-D algorithm is sensitive to noise because it depends on a little numbers of features. But 1-D algorithm gives the best running time as in Table 1 and Table 2 when the source and template are free from noise. On the other hand the proposed M1D algorithm gives a correct match when the noise are added to the template and/or source and in the same time, the running time is better than NCC, SAD, and CTF algorithms. Figure 8 and Figure 9 shows the performance of the proposed algorithm compared with other algorithms except 1-D algorithm which fail to find the correct match under noise conditions. It is clear that the proposed algorithm outperform the others in the two cases where the noise are added for template and/or added to the source.
Secondly the proposed algorithm was tested under the gray scale case through the two-man image Figure 6 (a) and its templates in Figure 7 . As in the RGB case the random Gaussian noise was added with mean 0 and variance 0.01 onto the two-man source image as shown in Figure 6 (b). Table 3 and Table 4 show the experimental results of applying different templates of size 50 × 50 as shown in Figure 7 . The templates in Figures 7(d)-(f) are the brighter versions of the original templates in Figures 7(a)-(c) , respectively. All of these experimental results show the significantly improved efficiency of the proposed algorithm for the one dimensional based pattern matching compared to NCC, SAD, and CTF. For example in the clear case from Table 1 , if we take the template T(d) we see that the improvement of SAD, CTF, 1-D, and MID are 64.47%, 72.58%, 95.65%, and 92.21% respectively. Then the 1-D is the best running time but he give a false match (indicated by *) for the templates Table 1 . Execution time by seconds of applying NCC, SAD, CTF, 1-D and the proposed M1D algorithm with the six templates shown in Figures 5(a)-(f) and the source image shown in Figure 4 (a). Table 2 . Execution time by seconds of applying NCC, SAD, CTF, 1-D and the proposed M1D algorithm with the six templates shown in Figures 5(a)-(f) and the noise source image shown in Figure 4 (b). Performance of the proposed algorithm using greens image with noise. Table 3 . Execution time by seconds of applying NCC, SAD, CTF, 1-D and the proposed M1D algorithm with the six templates shown in Figures 7(a)-(f) and the source image shown in Figure 6 (a). Table 4 . Execution time by seconds of applying NCC, SAD, CTF, 1-D and the proposed M1D algorithm with the six templates shown in Figures 7(a)-(f) and the noise source image shown in Figure 6 (b). T(d), T(e), and T(f). The proposed algorithm M1D give improvement 92.21% and give a correct match under the noise conditions. In addition, the proposed algorithm gives a correct match under illumination changes it outperforms the other algorithms in the running time.
The execution time in Table 3 and Table 4 is less than execution time of Table 1 and Table 2 because the sizes of two-man image and its templates less than the size of green image and its templates. From Table 3 we notice that 1-D algorithm is the best and it is give a correct result when the source and templates (T(a), T(b), and T(C)) are clean. But when the brightness are added to templates T(d), T(e), and T(f) the 1-D algorithm is fail to find a correct match. In this context, the proposed algorithm M1D give a correct match for brightness templates and also it gives the best results compared with other algorithms. From Table 4 when the noises are added to the source all algorithms given a correct match except the 1-D algorithm is fail when the brightness are added to the templates, but it gives the best result when templates are clean. Finally, we can say that, if the source and templates are clean 1-D gives a correct match and best running time. But if there is a noise in the source or in the templates the proposed algorithm gives a correct match and best results compared with other algorithms. Figure  10 and Figure 11 show the performance of the proposed algorithm compared with other algorithms except 1-D algorithm which fail to find the correct match under noise conditions. It can be found that our method is about 14 times faster than NCC method, about five times faster than SAD method, and about three and half times faster than CTF method in the total computation time. That the model one-dimensional information vector, due to the transformation process, allow estimation by simple sum calculation rather than a complex calculation. Therefore, the matching time of proposed algorithm is reduced. 
Conclusions
In this paper, we proposed a one-dimensional full searching algorithm for template matching. It depends on reducing image data form m n × to m n + . So it performs better than three basic two-dimensional algorithms in template matching (NCC, SAD, and CTF). The proposed algorithm scans the template and blocks in the source image in vertical and horizontal directions. Therefore, it is robust against noise when the changes of illuminations are occurred in the template image. Also experiments demonstrate that the proposed algorithm is robust to detect the object when the Gaussian noises are added to the source image.
It has been shown theoretically and experimentally that the computational cost of the proposed algorithm is ( )( ) ( ) ( ) log O p m q n mn − − , where the size of the source image is p q × and the size of the template image is m n × . The proposed algorithm resolves of the shortcomings of the image-based approach where the computational cost is huge, and expands the usefulness of template matching. To make the template matching more robust, future developments will take into consideration the correlation coefficient among sum vectors instead of the sum of square differences.
