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UNIFORM ARTIN-REES BOUNDS FOR SYZYGIES
IAN M. ABERBACH, ALINE HOSRY, AND JANET STRIULI
Abstract. Let (R,m) be a local Noetherian ring, let M be a finitely generated R-module and
let (F•, ∂•) be a free resolution of M . We find a uniform bound h such that the Artin-Rees
containment InFi ∩ Im ∂i+1 ⊆ In−hIm ∂i+1 holds for all integers i > d, for all integers n > h,
and for all ideals I of R. In fact, we show that a considerably stronger statement holds. The
uniform bound h holds for all ideals and all resolutions of dth syzygy modules. In order to
prove our statements, we introduce the concept of Koszul annihilating sequences.
1. Introduction
Let R be a Noetherian commutative ring. To paraphrase Huneke in [8], the unsubtle finiteness
condition that each ideal of R is finitely generated often, in fact, implies subtle forms of finiteness
in the ring, many of which are “uniform.” By “uniform” we mean, for instance, that one element
may annihilate the homology of an entire class of complexes, or that an integer known to exist
for a certain finite set of data (e.g., a finitely generated module and submodule, along with an
ideal), may actually apply uniformly to an infinite data set. The Main Theorem, Theorem 1.1
below, is of the latter form, but in order to prove it, we have been led to the notion of what we
call a Koszul annihilating sequence, which shows a form of finiteness of the former type.
Let R be a Noetherian ring and let M ⊆ N be finitely generated R-modules. For an ideal
I ⊆ R, the classical Artin-Rees Lemma states that there exists an integer h, depending on the
ideal I and the inclusion M ⊆ N , such that for all integers n > h, the equality
(1.0.1) InN ∩M = In−h(IhN ∩M)
holds. A weaker form of this statement, which is often used in applications, is that for all integers
n > h, the following inclusion holds:
(1.0.2) InN ∩M ⊆ In−hM.
The proof of the equality in equation 1.0.1 uses the fact that the associated graded ring of R with
respect to I and the associated graded modules of M and N with respect to I are Noetherian.
With this approach, the integer h above, which is referred to as the Artin-Rees number, clearly
depends on all of the data, that is, on I and on M ⊆ N .
Eisenbud and Hochster, in [5], first raised the question of whether or not there might be an
integer h as in equality 1.0.1 which, given M ⊆ N , works for all the maximal ideals in the ring
R. In this paper, the term “uniform Artin-Rees” was used for the first time, and an example in
a non-excellent ring was given to show that some condition on the ring is required in order to
find a uniform Artin-Rees number that works for all maximal ideals. In fact, for excellent rings,
Duncan and O’Carroll in [3] obtained a uniform Artin-Rees number for which equation 1.0.1
holds for every maximal ideal, answering Eisenbud and Hochster’s question. Their work was
preceeded by O’Carroll, who proved in [10] that an integer h can be chosen to uniformly satisfy
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inclusion 1.0.2 for all maximal ideals of an excellent ring. In [8], Huneke showed that, given the
inclusion M ⊆ N , the integer h in inclusion 1.0.2 can be chosen independently of the ideal I
under mild assumptions on the ring, for example when the ring is essentially of finite type over
a local ring (by “local” we include the condition of being Noetherian). Huneke’s result gives a
lot of information even in a local ring, whereas the O’Carroll and Duncan/O’Carroll results have
content only in rings with infinitely many maximal ideals. Our focus in this paper will remain
on local rings, with an emphasis on uniform results over the set of all ideals.
The impetus for our results is a “uniform Artin-Rees” problem raised by Eisenbud and Huneke
in [6], concerning uniform bounds of Artin-Rees type on free resolutions. Let M be a finitely
generated R-module and let (F•, ∂•) be a free resolution of M by finitely generated free modules:
. . . // Fi+1
∂i+1
// Fi // . . . // F1
∂1
// F0 // M // 0.
We define a module M to be syzygetically Artin-Rees with respect to a family of ideals I, if there
exists a uniform integer h such that for every n > h, for every i > 0, and for every I ∈ I,
InFi ∩ Im ∂i+1 ⊆ I
n−hIm ∂i+1.(1.0.3)
This definition does not depend on the free resolution (see for example Lemma 2.1 in [11]).
Eisenbud and Huneke raise the question (Question B in [6]) of whether or not, given a local ring
(R,m) and an ideal I ⊆ R, every module is syzygetically Artin-Rees with respect to I = {I}.
In [6], the authors show that given a local ring (R,m), a module M is syzygetically Artin-
Rees with respect to an ideal I ⊆ R, if M has finite projective dimension and constant rank on
the punctured spectrum. In [11], the third author of this paper observed that much stronger
statements could be made if one looks at high enough syzygies. She proved that every second
syzygy module in a local ring of dimension at most two has a certain uniform annihilation property
with respect to the family of m-primary ideals (see Theorem 5.4 of [11]). Although it is never
formally stated in her paper, one can deduce from her results that in a local ring of dimension
two, every finitely generated second syzygy is syzygetically Artin-Rees with respect to the set of
m-primary ideals, and that the integer h in inclusion 1.0.3 can be chosen independently of the
module M , i.e., we have a double uniform Artin-Rees theorem. This leads us to an extended
definition: We say that a family of modules M is syzygetically Artin-Rees with respect to a
family of ideals I if there exists an h such that inclusion 1.0.3 holds for every module of M and
every ideal of I. It is in this form that we prove our main theorem.
(1.1) Main Theorem. Let (R,m) be a local Noetherian ring of dimension d. Then, the family
of finitely generated dth syzygy modules is syzygetically Artin-Rees with respect to the family
of all ideals.
It quickly becomes apparent, when considering this problem over infinite sets of ideals and
modules, that no uniform statement is possible when we consider the beginning of a resolution,
even in very nice rings. Suppose that (R,m) is Cohen-Macaulay (or even regular) and x1, . . . , xd is
a system of parameters. The Koszul complex K•(x
t
1, . . . , x
t
d;R) is a free resolution of the module
R/(xt1, . . . , x
t
d). This complex will have Artin-Rees number at least t for the ideal (x1, . . . , xd).
But there is a uniform behavior for all such complexes past d, since all higher syzygies are zero.
The syzygetically Artin-Rees property is intertwined with finding uniform annihilators for
homology modules. In fact, given a free resolution (F•, ∂•) of an R-module M , there is an
isomorphism
InFi−1 ∩ Im(∂i)
InIm ∂i
∼= TorRi (R/I
n,M), for every i > 1.(1.1.1)
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Our work to find uniform annihilator elements for the homology module displayed above, is
inspired by the ideas contained in the monograph [7], which also relate to important homological
conjectures. In this monograph, the authors show that elements that annihilate higher homology
modules of Koszul complexes on sequences that are part of a system of parameters, can often,
after taking a power, annihilate higher homology modules of a much wider class of complexes.
Huneke’s proof of his uniform Artin-Rees and uniform Brianc¸on-Skoda theorems also relies heavily
on such elements.
In order to prove our Main Theorem, given a local ring (R,m), we need a sequence of elements
which annihilate higher Koszul homology modules of parameters. As we need this sequence to
itself form a system of parameters, we are forced to choose elements that annihilate higher Koszul
homology of part of system of parameters of appropriate length. This leads us to introduce the
notion of Koszul annihilating sequence (KAS), whose precise definition, Definition 2.3, is given in
Section 2, together with the proof of its existence, Theorem 2.6. We believe that KAS sequences
may offer a significant tool in problems where controlling higher homology modules for classes of
free complexes is important.
Section 3 is devoted to showing how Koszul annihilating sequences uniformly annihilate the
homology modules of a much larger class of complexes.
Finally, in Section 4, after proving several lemmas, we give the proof of Theorem 4.8 of which
the Main Theorem is a corollary.
2. Koszul annihilating sequences
Throughout this section, R will denote a Noetherian ring of dimension d. Let x = x1, . . . , xn
be a sequence of elements in R, and let M be an R-module. We denote the Koszul complex on
the sequence x and the module M by K•(x1, . . . , xn;M), and we denote its ith homology by
Hi(x1, . . . , xn;M).
This section is devoted to showing, given a local ring (R,m), the existence of a system of
parameters, which we call a Koszul annihilating sequence (or KAS), whose elements uniformly
annihilate higher homology modules of the Koszul complex on sequences that are part of a system
of parameters against all modules that are high syzygies. The precise definition of KAS is given
in Definition 2.3, and the existence of such a sequence for the class of dth szyzygies is the content
of Theorem 2.6.
As mentioned in the introduction, our work is inspired by the monograph of Hochster and
Huneke. The first result we need to modify is the following which is Theorem (2.16) of [7]. For
a finitely generated module M , the height of I on M , htM I, is the height of the ideal I in the
ring R/AnnRM .
(2.1) Let R be a Noetherian ring, not necessarily local. Let x1, . . . , xn be elements in the ring
R and suppose that M is a finitely generated R-module of dimension d′ such that the inequality
htM (x1, . . . , xi) > i is satisfied for all i = 1, . . . , n. Let c be an element of R such that, for
i = 0, . . . , n− 1, the equality cHi
pRp
(Mp) = 0 holds for any prime ideal p containing the elements
x1, . . . , xi+1. Then the equality c
E(d′,n,t)Hn−t(x1, . . . , xn;M) = 0 holds for 0 6 t 6 n− 1, where,
for integers δ > ν > τ > 0, the function E(δ, ν, τ) is defined recursively as follows:{
E(δ, ν, 0) = δ − ν + 1
E(δ, ν, τ) = δ + (δ + 2)E(δ, ν − 1, τ − 1), τ > 1.
We provide here an alternative version of result 2.1, with essentially the same proof as given
in [7]. With stronger hypotheses on R, we may look only at the height of the sequence on R
(not on the module M), and we may drop the dimension assumption on M . This is valuable for
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our applications to syzygies as we do not always know that syzygies have the full dimension of
the ring. On the other hand, the hypotheses on the ring will be satisfied as we will apply our
theorem to Gorenstein rings.
In our case, we define a new function E1(δ, ν, τ) recursively by{
E1(δ, ν, 0) = δ − ν + 1
E1(δ, ν, τ) = δ + (δ + 2)E1(δ − 1, ν − 1, τ − 1), τ > 1.
(2.2) Theorem. Let R be a Noetherian ring of dimension d which is catenary and locally equidi-
mensional at each maximal ideal. Let x = x1, . . . , xn be a sequence of elements of R for which
the inequality htR(x1, . . . , xi)R > i holds for all integers i with 1 6 i 6 n. Let M be a finitely
generated R-module, and let c ∈ R be an element such that the equality cHi
pRp
(Mp) = 0 holds
for any prime ideal p containing the sequence x1, . . . , xi+1 and for 0 6 i 6 n− 1.
Then, the equality cE1(d,n,t)Hn−t(x;M) = 0 holds for 0 6 t 6 n− 1.
Proof. We use induction on d, n, and t. The property of being equidimensional at maximal ideals
localizes and the statement is a local one on R at maximal ideals. Moreover, if m is a maximal
ideal of R then htRm 6 d. Since for d
′ 6 d we have E1(d
′, n, t) 6 E1(d, n, t), without loss of
generality we may assume that (R,m) is a local Noetherian catenary and equidimensional ring
of dimension d.
If t = 0, we shall show that Hn(x;M) is annihilated by c
d−n+1. We can assume that n > 1.
If n > d, then (x)R = R and all Koszul homologies vanish. If d = n, then (x) generates an
m-primary ideal and Hn(x;M) ⊆ H
0
m(M), which is annihilated by c by hypothesis. We may
thus assume that n < d. Consider cd−nHn(x;M). By the induction hypothesis on d, this
module vanishes on the punctured spectrum. The module is also a submodule of M , and hence
cd−nHn(x;M) ⊆ H
0
m(M). By hypothesis, c is in the annihilator of the module c
d−nHn(x;M).
We now assume that t > 0. Let N = annM (x1) = H1(x1;M). We may apply the case t = 0
and n = 1 to see that cd is in the annihilator of the module N . Consider the two exact sequences
(2.2.1) 0→ N →M →M ′ → 0, and
(2.2.2) 0→M ′ →M →M/x1M → 0, whereM
′ = x1M ∼=M/N.
Let r be an integer with 0 6 r 6 n− 1 and p a prime ideal containing x1, . . . , xr+1.
The short exact sequence 2.2.1 yields the following long exact sequence:
(2.2.3) · · · → HipRp(Mp)→ H
i
pRp
(M ′p)→ H
i+1
pRp
(Np)→ · · · .
Since the equality cdN = 0 holds, then cd is in the annihilator of the third module displayed in
2.2.3 for all i > 0; by hypothesis c annihilates the first module displayed in 2.2.3 for all i 6 r.
Thus, for i 6 r, cd+1Hi
pRp
(M ′p) = 0.
In particular, cd+1 kills the third term displayed below for all i < r
(2.2.4) · · · → HipRp(Mp)→ H
i
pRp
((M/x1M)p)→ H
i+1
pRp
(M ′p)→ · · · ,
where the long exact sequence comes from the short exact sequence 2.2.2. Hence, for all i < r,
cd+2 kills the middle term in 2.2.4, since by hypothesis cHi
pRp
(Mp) = 0 for i 6 r.
Because R is equidimensional and catenary of dimension d, the ring R/x1R is equidimensional
and catenary of dimension d− 1, and htR ((x2, . . . , xi+1)(R/x1R)) > i. We apply the induction
hypothesis with M/x1M replacing M , R/x1R replacing R, x2, . . . , xn replacing the original
sequence, cd+2 replacing c, and d− 1, n− 1, t− 1 replacing d, n, and t respectively to conclude
that c(d+2)E1(d−1,n−1,t−1) kills Hn−t(x2, . . . , xn;M/x1M).
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Finally, from a spectral sequence there is a long exact sequence
· · · → Hi−1(x2, . . . , xn;N)→ Hi(x;M)→ Hi(x2, . . . , xn;M/x1M)→ · · · .
Let i = n− t. Since cd annihilates the first displayed term and c(d+2)E1(d−1,n−1,t−1) annihilates
the third term, we obtain that cE1(d,n,t)Hi(x;M) = 0, as required. 
We are now ready to give the definition of a Koszul annihilating sequence.
(2.3) Definition. Let (R,m) be a local ring of dimension d and let M be a finitely generated
R-module. Given an integer i such that i 6 d, a sequence of elements, ci, ci+1, . . . , cd ∈ m is a
Koszul annihilating sequence (KAS) for M (of length d− i+ 1), if
(1) the elements ci, . . . , cd are part of a system of parameters for R, and
(2) for all integers k such that d > k > i − 1, if x1, . . . , xk, ck+1, . . . , cd are a system of
parameters for R, then the equality
cvHn(x1, . . . , xk, c
t
k+1, . . . , c
t
j;M) = 0
holds for all v > j > k > 1 and for all n, t > 1.
If M is a family of finitely generated R-modules, and ci, . . . , cd is a KAS for all M ∈ M, then
we will say that the sequence is a KAS for M.
(2.4) Remark. It is clear from the definition that if we modify a KAS by replacing each element
by a power of itself, we still have a KAS.
Moreover a KAS of length dimR is a system of parameters for R.
Theorem 2.6 below shows that for any local ring, it is always possible to find a KAS of length
d for the class of modules which are dth syzygies. Before proving the theorem, we introduce some
ideals that will be used in the proof.
(2.5) Let (R,m) be a local ring. For an integer i such that 0 6 i < d, set ai = ai(R) =
AnnRH
i
m(R) and bi = bi(R) = a0(R) · · · ai(R). It is a simple induction to see that if M is a jth
syzygy then for 0 6 i < j, bi ⊆ AnnRH
i
m(M). In particular, for every dth syzygy, and for every
0 6 i < d, bi ⊆ AnnRH
i
m(M). We also note that b0 ⊇ b1 ⊇ · · · ⊇ bd−1 and dimR/bi 6 i.
(2.6) Theorem. Let (R,m) be a local ring of dimension d. Then, there exists a KAS sequence,
c1, . . . , cd, for the family of finitely generated modules which are dth syzygies over R.
Moreover, the KAS sequence c1, . . . , cd can be chosen such that the following holds
dimR/(0 :R (0 :R cd−i)) 6 d− i − 1,
for all 1 6 i 6 d− 1.
Proof. We begin by choosing c′d ∈ bd−1−
⋃
p∈AsshR p, where AsshR denotes the set of associated
prime ideals p of maximal dimension, i.e., dimR/p = dimR. This choice is possible, since
dimR/bd−1 6 d − 1 by 2.5, and therefore, by prime avoidance, bd−1 is not contained in any
minimal prime of R of maximal dimension.
Inductively, having chosen c′d, . . . , c
′
i+1, we pick
c′i ∈ bi−1 −
⋃(
{p | p ∈ AsshRR/(c
′
i+1, . . . , c
′
d)} ∪ {p | p ∈ AssR, dimRR/p > i}
)
.
We can avoid all the above primes in question since dimR/bi−1 6 i− 1 by 2.5.
For 1 6 i 6 d, set ci = (c
′
i)
E1(d,d,d−1).
The elements cd, . . . , c1 form a system of parameters in R, and hence in R̂. Let (S, n) be a
Gorenstein ring of dimension d mapping onto R̂, say R̂ = S/I. Again, using prime avoidance, we
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may lift c1, . . . , cd to elements in S which form a system of parameters in S. Abusing terminology,
we will continue to call the elements c1, . . . , cd. For all R̂ modules, the action of the lifted elements
is the same as the action of the ci’s.
Let M be a finitely generated dth R̂-syzygy. Suppose that x1, . . . , xk ∈ S are elements such
that x1, . . . , xk, ck+1, . . . , cd are a system of parameters in S. We want to show that, given
integers v > j > k and t, n > 1, the equality cvHn(x1, . . . , xk, c
t
k+1, . . . , c
t
j ;M) = 0 holds.
By Theorem 2.2, it suffices to show that the equality c′vH
i
pSp
(Mp) = 0 holds whenever the
index i satisfies 0 6 i 6 j − 1 and the prime ideal p ∈ Spec(S) is such that (y1, . . . , yi+1) ⊆ p,
where ym = xm for 1 6 m 6 k and ym = c
t
m otherwise.
Fix an integer i ∈ {0, . . . , j − 1}, by local duality the cohomology module Hi
pSp
(Mp) is
dual to Extht p−iS (M,S)p; further the module Ext
ht p−i
S (M,S) is dual to the cohomology mo-
dule Hd−ht p+in (M). If v > d − ht p + i + 1 then, using 2.5, the equality cvH
d−ht p+i
n (M) = 0
holds, as the element cv ∈ bv−1 ⊆ bd−ht p+i. Thus we may assume that v < d− ht p + i + 1, or,
equivalently, that ht p < d−v+ i+1. We claim that the ideal p does not contain all the elements
cd, . . . , cd−(ht p−i−1). Indeed if p would contain these elements as well as y1, . . . , yi+1, then p
contains at least ht p+1 elements from a system of parameters for the ring S, contradicting the
Gorenstein assumption on S.
Therefore p does not contain all the elements cd, . . . , cd−(ht p−i−1) so that the module
Extht p−iS (M,S)p vanishes, as its annihilator contains the elements cd, . . . , cd−(ht p−i−1). Hence
the hypotheses of Theorem 2.2 hold. In particular, this shows that c1, . . . , cd is a KAS for R̂.
Note that the elements c1, . . . , cd live in R. Because R̂ is faithfully flat over R, ifM is a finitely
generated dth syzygy over R then M ⊗R R̂ is a dth syzygy over R̂. Also, −⊗R R̂ commutes with
taking Koszul homology so the vanishing condition over R̂ implies the same vanishing over R.
Thus c1, . . . , cd is a KAS over R.
Since we picked each ci to avoid appropriate associated primes of R, we also have that
dimR/(0 :R (0 :R cd−i)) 6 d− i− 1 for each i. 
KAS sequences annihilate homology modules of Koszul complexes on every sequence x (of
appropriate length) that is part of a system of parameters. However, in Lemma 4.6, we will need
to carefully choose sequences x with properties that are captured by the following definition.
(2.7)Definition. Let c = c1, . . . , cd be a KAS for a family of modulesM. A system of parameters
x = x1, . . . , xd is said to be well-suited to c if for all 1 6 i 6 j 6 d, any subset of cardinality
d− (j − i+ 1) of the sequence x together with the sequence ci, . . . , cj is a system of parameters
for R.
Using this definition (with j = d and j = d−1 respectively), the two equalities in the following
corollary are particular cases of Theorem 2.6.
(2.8) Corollary. Let c = c1, . . . , cd be a KAS sequence for the family of modules which are dth
syzygies and let x1, . . . , xd be a well-suited sequence to c. Then
cvHt(x1, . . . , xk, ck+1, . . . , cℓ;M) = 0,
cvHt(x1, . . . , xk, ck, . . . , cℓ−1;M) = 0,
for all integers v > ℓ > k > 1, for all t > 1, and for all R-modules M that are dth syzygies.
3. Uniform annihilators of homology
As shown in [7], elements that annihilate the Koszul homology are also in the annihilator
of the homology modules of a wider class of complexes. In this section we look at a class of
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complexes described, for instance, in Definition (3.16) of [7] and we study their relations with
KAS sequences.
Let (G•, ∂•) be a complex of finitely generated free modules:
0 // Gn
∂n
// Gn−1 // . . . // G1
∂1
// G0 // 0
where n is the length of the complex. For a positive integer r, denote by Ir(∂i) the ideal generated
by the r × r minors of a matrix that represents the map ∂i after a choice of basis (the ideal is
independent of the choice). The rank of the homomorphism ∂i is given by
rank ∂i = max{r | Ir(∂i) 6= 0}.
Denote by I(∂i) the ideal Irank ∂i(∂i).
The complex (G•, ∂•) satisfies the standard conditions on rank if the following equality holds
for i = 1, . . . , n:
rankRGi = rank ∂i + rank ∂i+1.
(3.1) The standard conditions on rank play a very important role on the exactness of a complex.
Buchsbaum and Eisenbud show in [2] that a complex of free modules
0 // Gn
∂n
// Gn−1 // . . . // G1
∂1
// G0 // 0
is exact if and only if it satisfies the standard conditions on rank and depthR I(∂i) > i for all
integers i > 1.
The proof of 3.1 uses several lemmas. We report two of them for easy reference. One could
consult Proposition 1.4.10 of [1] or refer to the original paper [2] for a proof.
(3.2) Let ∂ : F1 → F0 be a homomorphism between two free R-modules. Denote by M the
cokernel of ∂. Then I(∂) = R if and only ifM is a free module of rank equal to rank F0−rank(∂).
(3.3) Let 0→ Gn → · · · → G0 be a complex of free modules that satisfies the standard conditions
on rank. Assume that I(∂i) = R for all i = 1, . . . , n then the complex is split exact.
Our first proposition will show how a KAS sequence annihilates the homology of complexes
which are the tensor product of high syzygies and certain complexes satisfying the standard
conditions on rank. We will use the following result, which is Proposition 3.1 of [7]. The
statement in the original publication has a typo, so we restate it here.
(3.4) Let R be an arbitrary commutative ring and let M• be a complex
0→Mn → · · · →M1 →M0 → 0
of arbitrary R-modules. Let x = x1, . . . , xn be a sequence of elements in R, and let
d, d0, d1, . . . , dn−2 be elements of R such that
(1) di kills Hn−i(M•), for 0 6 i 6 n− 2 (this is where the correction is), and
(2) d kills Hn−j(x1, . . . , xn;Mj+1), for 1 6 j 6 n− 1.
Then D = (d0d1 . . . dn−2)d
n kills HomR(R/(x1, . . . , xn), H1(M•)).
(3.5) Proposition. Let (R,m) be a local ring of dimension d and let c1, . . . , cd be a KAS for the
family of modules which are dth syzygies. Then there exists an integer t > 0 such that
ctn+jHi(G• ⊗M) = 0,
for all integers i and j such that i > 1, 0 6 j 6 d − n, for every dth syzygy M , and for
every complex (G•, ∂•) of length n 6 d of finitely generated free R-modules with the following
properties:
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(1) G• satisfies the standard conditions on rank,
(2) For 1 6 i 6 n, the ideal I(∂i) + (ci+1, . . . , cd) is m-primary.
Proof. Denote by bi the rank of the free module Gi. We use reverse induction on the homological
degree of the complex G•.
At homological degree n, the complex looks like 0 → Gn → Gn−1, with ∂n : Gn → Gn−1.
By hypothesis I(∂n)+ (cn+1, . . . , cd) is m-primary. Choose elements y1, . . . , yn ∈ I(∂n) such that
the sequence y1, . . . , yn, cn+1, . . . , cd forms a system of parameters. Then for each 1 6 i 6 n, we
obtain I(∂n)yi = Ryi . The content of 3.2 implies that the cokernel of (∂n)yi is a free module of
rank equal to bn−1− rank(∂n)yi = bn−1− bn, where the last equality holds since the complex G•
satisfies the standard conditions on rank. In particular, the sequence
0→ (Gn)yi → (Gn−1)yi → Coker(∂n)yi → 0
is a split exact sequence.
LetM be a dth syzygy and let z ∈ Hn(G•⊗M) ⊆ Gn⊗M . Then (Gn⊗M)yi → (Gn−1⊗M)yi
is injective for each i such that 0 6 i 6 n, so there is an integer s such that ysi z = 0 for each
i such that 1 6 i 6 n, and therefore z ∈ Hn(y
s
1, . . . , y
s
n;Gn ⊗M). By Corollary 2.8, each of
cn, . . . , cd kills this homology, and so each kills z.
Suppose that the conclusion holds for all complexes of length n, at each homological degree
greater than m (with 1 6 m < n). In particular, there exists an integer k such that ckn, . . . , c
k
d
annihilate Hi(G• ⊗M) for all i > m. We need to show that there is a power of the elements
cn, . . . , cd that annihilates Hm(G• ⊗M).
Pick y1, . . . , ym ∈ I(∂m) such that y1, . . . , ym, cm+1, . . . , cd are a system of parameters. For
each 1 6 i 6 m, the localized subcomplex 0 → (Gn)yi → · · · → (Gm)yi → (Gm−1)yi is split
exact since the complex satisfies the hypothesis of 3.3. Hence, given a dth syzygy M , there is
a power s such that (ys1, . . . , y
s
m) kills the homology Hm(G• ⊗M). This implies that there is
a homomorphism that sends the identity in R/(ys1, . . . , y
s
m) to any element z ∈ Hm(G• ⊗M).
As the elements ci’s are part of a KAS, we may now apply the content of 3.4 to the complex
(0 → Gn → · · · → Gm−1 → 0) ⊗M with each d0 = · · · = dn−m−1 = c
k
j and d = cj for j > n.
Thus c
(n−m)k+n−m+1
j kills the desired homology. 
We now look at the particular complex we will use.
(3.6)Remark. Let x = x1, . . . , xh be a sequence elements of a ring R. Consider the n×(n+h−1)
matrix
B =

x1 x2 . . . xh 0 . . . . . . 0
0 x1 x2 . . . xh 0 . . . 0
. . .
0 0 . . . . . . xh
 .
The n × n minors of B are the generators of the ideal Jn, where J = (x1, . . . , xh). In [4] the
authors construct a complex (BJ,n• , ∂•) such that H0(B
J,n
• ) = R/J
n. Theorem 2 of [4] says that
if x is a regular sequence, then the complex (BJ,n• , ∂•) is a free resolution of R/J
n of length h.
Moreover, J ⊆
√
I(∂i) for all i = 1, . . . , h.
Using the particular complex above, we are finally able to list in the following proposition all
the results that are used in the next section.
(3.7) Proposition. Let (R,m, k) be a local ring of dimension d, letM be the family of all finitely
generated R-modules that are dth syzygies,and let c = c1, . . . , cd be a KAS sequence for M. Let
x1, . . . , xd be a system of parameters well-suited to c and denote by Ij the ideal (x1, . . . xj). Let
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t be the integer given by Proposition 3.5 for c. For every i and j such that 1 6 j 6 i 6 n and
for any positive integers tj+1, . . . , ti the following hold:
(1) the complex (B
Ij ,n
• , ∂•)⊗K•(c
tj+1
j+1 , . . . , c
ti
i ;R) (where if j = i there is no Koszul complex)
satisfies conditions (1) and (2) of Proposition 3.5;
(2) ctk Tor
R
1 (R/(I
n
j + (c
tj+1
j+1 , . . . , c
ti
i )),M) = 0, for all M ∈M and for all k = i, . . . , d;
(3) ctk
(
(Inj + (c
tj+1
j+1 , . . . , c
ti
i ))G ∩N
)
⊆
(
Inj + (c
tj+1
j+1 , . . . , c
ti
i )
)
N , for all modules N and free
modules G such that N ⊆ G and G/N ∈M, and for all k = i, . . . , d;
(4) ctk
(
(Inj + (c
tj+1
j+1 , . . . , c
ti−1
i−1 ))M : c
∞
i
)
⊆
(
Inj + (c
tj+1
j+1 , . . . , c
ti−1
i−1 )
)
M, for all k = i, . . . , d.
Proof. For (1), let S = Z[X1, . . . , Xd, C1, . . . , Cd] be the polynomial ring in 2d variables and
define the ring homomorphism ψ : S → R such that ψ(Xj) = xj and ψ(Cj) = cj . Denote by
Xj the sequence X1, . . . , Xj . By Remark 3.6, the complex B
Xj ,n is a free resolution over S of
the ideal (X1, . . . , Xj)
n. Since the elements C1, . . . , Cd are a regular sequence over the S-module
H0(B
Xj ,n) = S/(X1, . . . , Xj)
n, the complex BXj ,n ⊗S K•(C
tj+1
j+1 , . . . , C
ti
i ;S) is a free resolution
of S/((X1, . . . , Xj)
n, C
tj+1
j+1 , . . . , C
ti
i ) and therefore it satisfies the standard conditions on rank by
3.1. By induction on the length of the Koszul complex and using 3.6, one can see that each
ideal of rank-size minors is, up to radical, the ideal (X1, . . . , Xj , Cj+1, . . . , Ci). Base change to
R clearly preserves the rank in this case, as well as condition (2) of Proposition 3.5.
For (2), denote by F• a minimal free resolution of R/(I
n
j + (c
tj+1
j+1 , . . . , c
ti
i )). The complexes
F• and B
Ij ,n ⊗K•(c
tj+1
j+1 , . . . , c
ti
i ) are identical up to homological degree 1 and up to a change of
base. Therefore, as F• is exact, there is a chain map from B
Ij ,n ⊗K•(c
tj+1
j+1 , . . . , c
ti
i ) to F• that
lifts the identity between the free modules of homological degree 1. This chain map induces the
following surjection
H1(B
Ij ,n ⊗K•(c
tj+1
j+1 , . . . , c
ti
i ;R)⊗R M)→ Tor
R
1 (R/(I
n
j + (c
tj+1
j+1 , . . . , c
ti
i )),M).
So it is enough to show that
ctkH1(B
Ij ,n ⊗K•(c
tj+1
j+1 , . . . , c
ti
i ;R)⊗R M) = 0.(3.7.1)
This follows from part (1) and Proposition 3.5.
Statement (3) follows from (2) by isomorphism 1.1.1, for i = 1.
For (4), denote the first and the second maps of the complex BXj ,n ⊗ K•(C
tj+1
j+1 , . . . , C
ti
i ;S)
by Φ1 and Φ2. Such complex is a free resolution of S/((X1, . . . , Xj)
n, C
tj+1
j+1 , . . . , C
ti
i )
and therefore the entries of the last row of a matrix representing Φ2 generate the ideal
((X1, . . . , Xj)
n, C
tj+1
j+1 , . . . , C
ti−1
i−1 : C
ti
i ) which is equal to ((X1, . . . , Xj)
n, C
tj+1
j+1 , . . . , C
ti−1
i−1 ) for each
value of ti since the elements X1, . . . , Xj , Cj+1, . . . , Ci form a regular sequence.
Let z ∈
(
(Inj + (c
tj+1
j+1 , . . . , c
ti−1
i−1 ))M : c
∞
i
)
, there exists a tuple z ∈ Ker(Φ1⊗S IdM ), for which
z is the last entry. Notice that equation 3.7.1 reads
ctkKer(Φ1 ⊗R IdM ) ⊆ Im(Φ2 ⊗R IdM ).
Therefore, ctkz ∈ Im(Φ2⊗S IdM ) = Im(Φ2)⊗S IdM . By reading this inclusion componentwise,
we obtain that
ctkz ∈ ((X1, . . . , Xj)
n, C
tj+1
j+1 , . . . , C
ti−1
i−1 )⊗S M = (I
n
j + (c
tj+1
j+1 , . . . , c
ti−1
i−1 ))M,
which finishes the proof of the proposition. 
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4. Proof of the Main Theorem
In this section, (R,m) will be a local ring of dimension d. If (S, n) is a faithfully flat local
extension of R then the conclusion of the Main Theorem descends from S to R. Hence we
may always assume that R has an infinite residue field. The idea behind the proof of the
Main Theorem is to first pick a KAS, then reduce the statement to families of m-primary ideals
generated by minimal reductions (which are then systems of parameters) and then, by picking a
generic generating set for the reduction, change the calculation from the reduction to the KAS.
Recall that given an ideal I ⊆ R, a reduction of I is an ideal J ⊆ I such that there exists
an integer k satisfying the equality Ik+1 = JIk, which in turn implies that In ⊆ Jn−k, for all
n > k. If J ⊆ I is a reduction of I then I = J . When (R,m) has an infinite residue field, minimal
reductions of an ideal always exist. For a comprehensive treatment one may consult [9].
We will rely heavily on Huneke’s Uniform Brianc¸on-Skoda Theorem (Theorem 4.13 in [8]).
We present it in a less general form which is adequate for our needs.
(4.1) Let (R,m, k) be a complete reduced Noetherian ring. There exists a positive integer k such
that for all ideals I ⊆ R, the inclusion In ⊆ In−k holds for all n > k.
Our next theorem shows that the integer k in the definition of a reduction of an ideal can be
uniformly chosen to work for all ideals and for all reductions.
(4.2) Theorem. Let (R,m, k) be a complete local ring. There exists a positive integer k such
that for all ideals I and all reductions J ⊆ I, the inclusion In ⊆ Jn−k holds for all n > k.
Proof. Denote by N the nilradical of the ring R. If N = 0, we are done by Theorem 4.1, since
In ⊆ Jn. By Noetherian induction, for any non-zero element x ∈ N , the result holds, since the
property of being a reduction is preserved modulo nilpotent elements. We can assume that x2 = 0.
Let k1 be an integer which works mod xR, and let k2 be the UAR number for xR ⊆ R. Then
In ⊆ Jn−k1 +(xR∩In−k1 ) ⊆ Jn−k1 +xIn−k1−k2 ⊆ Jn−k1 +x(Jn−2k1−k2 +xR) ⊆ Jn−2k1−k2 . 
We need a notion of reduction that relates to the notion of KAS sequences.
(4.3) Definition. Let I be an m-primary ideal and c = c1, . . . , cd be a KAS sequence. A special
reduction of I with respect to c is a sequence x1, . . . , xd which is well-suited to c and verifies the
following, for all integers i such that 0 6 i 6 d− 1:
(1) Id−i−1 is a reduction of Id−i modulo (cd−i, . . . , cd)
(2) Id−i−1 is a reduction of Id−i modulo (0 : (0 : cd−i)),
where Ik denotes the ideal generated by x1, . . . , xk. We also set I0 = 0.
(4.4) Remark. Special reductions exist if the residue field is infinite. We need to pick the
KAS sequence such that dimRR/(0 : (0 : cd−i)) 6 d − i − 1, and this is possible by Theorem
2.6. Suppose that we have picked a KAS, c = c1, . . . , cd. There are only finitely many ideals
generated by the subsets of {c1, . . . , cd}. Thus, with an infinite field, one can choose d general
generators of the ideal I that will both be well-suited to c and satisfy the reduction conditions
(1) and (2) of Definition 4.3.
We now collect the steps that will reduce the proof of the Main Theorem for the family of all
ideals to the family of ideals generated by sequences that are special reductions.
(4.5) The following statements hold:
(1) If the Main Theorem holds for the family of all m-primary ideals then it will hold for the
family of all ideals, as I =
⋂
n>0
(I +mn) by the Krull Intersection Theorem.
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(2) In view of Theorem 4.2, we can reduce the proof of our Main Theorem to a family of
ideals that are special reductions of m-primary ideals.
We now present the technique that will allow to use an induction on the number of elements
of the sequences. Before we need a technical lemma.
(4.6) Lemma. Let (R,m) be a local ring and let N be a dth syzygy. Let c = c1, . . . , cd be a KAS
sequence with respect to the family of modules that are dth syzygies, and let t be the integer
given by Proposition 3.5 for c. Assume that the sequence of elements x1, . . . , xd is well-suited to
c. Let w be an element in N . If there exists an integer h such that
ctjw ∈ (x1, . . . , xj−1)
n−hN + (c
(i−j+1)t
i , . . . , c
2t
j+1)(x1, . . . , xj)
n−hN,
where i > j and 1 6 i 6 d, then there exists
w1 ∈ (x1, . . . , xj)
n−hN
such that
ctj(w −w1) ∈ (x1, . . . , xj−1)
n−hN + (c
(i−j)t
i−1 , . . . , c
2t
j+1
)
(x1, . . . , xj)
n−hN.
Proof. For notational simplicity, replace each ctk by ck, and let Ik be the ideal (x1, . . . , xk) for
every integer k such 1 6 k 6 d.
Let vi ∈ (x1, . . . , xj)
n−hN be the coefficient of ci−j+1i . Then
ci−j+1i vi ∈ cjN + I
n−h
j−1 N + (c
i−j
i−1, . . . , c
2
j+1)I
n−h
j N.
In particular, vi ∈
(
In−hj−1 N + (c
i−j
i−1, . . . , c
2
j+1, cj)N
)
: ci−j+1i . By Proposition 3.7 (4),
(4.6.1) civi ∈ I
n−h
j−1 N + (c
i−j
i−1, . . . , c
2
j+1, cj)N.
We claim that for every integer r such that 1 6 r 6 i− j + 1, we have
(4.6.2) crivi ∈ I
n−h
j−1 N + (c
i−j
i−1, . . . , c
i−j−r+2
i−r+1 )I
n−h
j N + (c
i−j−r+1
i−r , . . . , c
2
j+1, cj)N,
and we will prove the claim by induction on r.
The claim is true for r = 1 by 4.6.1. Assume the claim is true for r > 1.
Let ni−r ∈ N be the coefficient of c
i−j−r+1
i−r in 4.6.2. Then
ni−r ∈
(
In−hj + (c
i−j−r
i−r−1, . . . , c
2
j+1, cj)
)
N : ci−j−r+1i−r .
By Proposition 3.7 (4),
cini−r ∈
(
In−hj + (c
i−j−r
i−r−1, . . . , c
2
j+1, cj)
)
N.
Multiplying 4.6.2 by ci and substituting for cini−r yields
cr+1i vi ∈ I
n−h
j−1 N + (c
i−j
i−1, . . . , c
i−j−r+2
i−r+1 , c
i−j−r+1
i−r )I
n−h
j N + (c
i−j−r
i−r−1, . . . , c
2
j+1, cj)N,
as desired. Therefore, the claim is true for all r = 1, . . . , i− j + 1.
In particular, for r = i− j + 1, we obtain
ci−j+1i vi ∈ I
n−h
j−1 N + (c
i−j
i−1, . . . , cj)I
n−h
j N.
By hypothesis, we have the following containment
cjw ∈ I
n−h
j−1 N + c
i−j+1
i vi + (c
i−j
i−1, . . . , c
2
j+1)I
n−h
j N,
which, together with the previous containment, gives
cjw ∈ I
n−h
j−1 N + (c
i−j
i−1, . . . , c
2
j+1, cj)I
n−h
j N.
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We conclude that there exists w1 ∈ I
n−h
j N such that
cj(w −w1) ∈ I
n−h
j−1 N + (c
i−j
i−1, . . . , c
2
j+1)I
n−h
j N,
which concludes the proof. 
We will now focus our attention on choosing the sequence x1, . . . , xd to which we can apply
the previous lemma.
With the same notation as in 4.3, we can state the main reduction that is used to prove the
main theorem.
(4.7) Proposition. Let (R,m, k) be a local ring of dimension d with an infinite residue field. Let
c = c1, . . . , cd be a KAS-sequence of R, and let 0→ N → G→M → 0 be a short exact sequence
of finitely generated R-modules where M is a dth syzygy and G is a free R-module.
There exists an integer h, depending only on c, such that if I is an m-primary ideal and
x1, . . . , xd is a special reduction of I, then for all integers i such that 0 6 i 6 d − 1 and for all
n > h, the following inclusion holds
Ind−iG ∩N ⊆ I
n−h
d−i N + I
n−h
d−i−1G ∩N.
Proof. Let t be the exponent for c given by Proposition 3.5. For simplicity of notation, we replace
each cti by ci, for each integer i such that 1 6 i 6 d.
By Proposition 3.7 (3) with i = j, cd−i(I
n
d−iG ∩N) ⊆ I
n
d−iN. In particular, given an element
w ∈ Ind−iG ∩N , we obtain cd−iw ∈ I
n
d−iN. Since Id−i−1 is a reduction of Id−i modulo the ideal
(ci+1d , . . . , c
2
d−i+1, cd−i), there exists an integer h1, which, by Proposition 4.2, depends only on
the KAS sequence c, such that
Ind−i ⊆ I
n−h1
d−i−1 + (c
i+1
d , . . . , c
2
d−i+1, cd−i)R ∩ I
n−h1
d−i ,(4.7.1)
for all n > h1.
By the uniform Artin-Rees property, there exists an integer h2, depending only on the KAS
sequence c, such that
(ci+1d , . . . , c
2
d−i+1, cd−i)R ∩ I
n−h1
d−i ⊆ (c
i+1
d , . . . , c
2
d−i+1, cd−i)I
n−h1−h2
d−i .
Combining this last inclusion with inclusion 4.7.1, and setting h3 equal to h1 + h2, we obtain
Ind−i ⊆ I
n−h3
d−i−1 + (c
i+1
d , . . . , c
2
d−i+1, cd−i)I
n−h3
d−i ,
for all n > h3. Thus the containment cd−iw ∈ I
n−h3
d−i−1N + (c
i+1
d , . . . , c
2
d−i+1, cd−i)I
n−h3
d−i N holds.
It follows that there exists an element w1 ∈ I
n−h3
d−i N such that
cd−i(w −w1) ∈ I
n−h3
d−i−1N + (c
i+1
d , . . . , c
2
d−i+1)I
n−h3
d−i N.
By a repeated application of Lemma 4.6, there are elements w2, . . . ,wi+1 ∈ I
n−h3
d−i N satisfying
cd−i(w −w1 −w2 − · · · −wi+1) ∈ I
n−h3
d−i−1N ⊆ I
n−h3
d−i−1G ∩ cd−iG.
By the uniform Artin-Rees property, there exists an integer h4 > h3, depending only on the
element cd−i, such that I
n−h3
d−i−1G ∩ cd−iG ⊆ cd−iI
n−h4
d−i−1G. So we obtain
cd−i(w −w1 −w2 − · · · −wi+1) ∈ cd−iI
n−h4
d−i−1G,
for all n > h4.
Therefore there exists an element f ∈ In−h4d−i−1G such that
cd−i(w −w1 −w2 − · · · −wi+1 − f) = 0,
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and then w −w1 −w2 − · · · −wi+1 = f + z, where z ∈ (0 :G cd−i)G. It follows that
z ∈ In−h4d−i G ∩ (0 :G cd−i).
By the uniform Artin-Rees property, there exists an integer h5 > h4, which depends only on the
element cd−i, such that I
n−h4
d−i G ∩ (0 :G cd−i) ⊆ I
n−h5
d−i (0 :G cd−i). Thus z ∈ I
n−h5
d−i (0 :G cd−i), for
all n > h5.
As Id−i−1 is a reduction of Id−i modulo (0 :R (0 :R cd−i)), there exists an integer h6, depending
only on cd−i, such that I
n
d−i ⊆ I
n−h6
d−i−1 + (0 :R (0 :R cd−i)), for all n > h6. Thus, by setting h7
equal to h5 + h6, we obtain
In−h5d−i (0 :G cd−i)G ⊆ I
n−h7
d−i−1(0 :G cd−i)G ⊆ I
n−h7
d−i−1G,
which implies that f + z ∈ In−h7d−i−1G.
As w−w1− · · ·−wi+1 ∈ N and w−w1− · · ·−wi+1 = f + z, we have w−w1− · · ·−wi+1 ∈
In−h7d−i−1G ∩N. Thus, w ∈ I
n−h7
d−i N + I
n−h7
d−i−1G ∩N as desired. 
We are finally ready to prove the theorem, from which the Main Theorem in the introduction
follows as a corollary.
(4.8) Theorem. Let (R,m, k) be a local ring of dimension d. There exists an integer h such that
for all ideals I ⊆ R and for all short exact sequences of finitely generated modules 0 → A →
B →M → 0 with M is a dth syzygy,
InB ∩ A ⊆ In−hA.
Proof. If there exists such a bound for any faithfully flat extension of R then the same bound
holds for R. Thus, without loss of generality, we may assume that R is complete and has an
infinite residue field.
We can reduce to the case that the middle module is free as follows. Let G be a free module
mapping onto B and let N be the kernel of the composite map from G to M . Then G/N ∼= M
and N maps to A (via the snake lemma). If w ∈ InB ∩ A, then we may lift w to w1 ∈ I
nG.
Since w maps to 0 in M , so does w1, i.e., w1 ∈ I
nG ∩N . So, if w1 ∈ I
n−hN then w ∈ In−hA.
For the rest of the proof, we keep the notation that G is free and G/N ∼=M .
Fix a KAS sequence c for the class of finitely generated dth syzygies of R, as given by Theo-
rem 2.6. By 4.5, it is enough to find an integer h such that JnG ∩N ⊆ Jn−hN for all ideals J
that are special reductions of m-primary ideals with respect to the KAS sequence c.
Let I = Id = (x1, . . . , xd) be a special reduction. Let k be the integer given by Proposition 4.7.
By d applications of Proposition 4.7,
InG ∩N ⊆ In−kN + (In−kd−1 G ∩N) ⊆ · · ·
⊆ In−kN + In−2kd−1 N + · · ·+ I
n−(d−1)k
2 N +
(
I
n−(d−1)k
1 G ∩N
)
⊆ In−dkN.
Hence h = dk suffices. 
(4.9) Corollary. Let (R,m, k) be a local ring. Then every finitely generated module is syzyget-
ically Artin-Rees with respect to every ideal in R.
Proof. By Theorem 4.8, there exists an integer h such that if I is any ideal and if (F•, ∂•) is a
free resolution of M , then InFi ∩ ∂i+1(Fi+1) ⊆ I
n−h∂i+1(Fi+1) for i > d = dimR R. Once I is
fixed, then there are also Artin-Rees numbers for the earlier syzygies, so the maximum of h and
these numbers works for I and M . 
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A second corollary has to do with perturbations of resolutions. Let (R,m) be a local ring. A
complex G′
•
is a perturbation of G• to orders q1, q2, . . . if the free modules in each are the same
and the difference of the nth differentials maps Gn to m
qnGn−1. Eisenbud and Huneke raise the
following question (Question C in [6]): If G• is a minimal free resolution of the finitely generated
module M , is there a number q such that any complex G′
•
which is a perturbation of G• to order
q, q, . . . is exact?
(4.10) Corollary. Let (R,m) be a local ring of dimension d. Question C has an affirmative
answer. Moreover, for the class of dth syzygy modules, the integer q may be chosen depending
only on the ring.
Proof. We refer the reader to Proposition 1.1 of [6] for details of how the syzygetic Artin-Rees
property is connected to the perturbation question. 
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