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Re´sume´
La ne´gociation automatique est un sujet qui suscite un inte´reˆt croissant dans la
recherche en IA. Les me´thodes de Monte-Carlo ont quant a` elles ve´cu un grand essor,
notamment suite a` leur utilisation sur les jeux a` haut facteur de branchement tel que
le go.
Dans cet article, nous de´crivons un agent de ne´gociation automatique, Monte-
Carlo Negotiating Agent (MoCaNA) dont la strate´gie d’offre s’appuie sur la recherche
arborescente de Monte Carlo. Nous munissons cet agent de me´thodes de mode´lisation
de la strate´gie et de l’utilite´ adverse. MoCaNA est capable de ne´gocier sur des do-
maines de ne´gociation continus et dans un contexte ou` aucune borne n’est spe´cifie´e.
Nous confrontons MoCaNA aux agents de l’ANAC 2014 et a` un RandomWalker sur
des domaines de ne´gociation diffe´rents. Il se montre capable de surpasser le Random-
Walker dans un domaine sans borne et la majorite´ des finalistes de l’ANAC dans un
domaine avec borne.
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Automated negotiation is a rising topic in Artificial Intelligence research. Monte
Carlo methods have got increasing interest, in particular since they have been used
with success on games with high branching factor such as go.
In this paper, we describe an Monte Carlo Negotiating Agent (MoCaNA) whose
bidding strategy relies on Monte Carlo Tree Search. We provide our agent with op-
ponent modeling tehcniques for bidding strtaegy and utility. MoCaNA can negotiate
on continuous negotiating domains and in a context where no bound has been spec-
ified. We confront MoCaNA and the finalists of ANAC 2014 and a RandomWalker
on different negotiation domains. Our agent ouperforms the RandomWalker in a
domain without bound and the majority of the ANAC finalists in a domain with a
bound.
Keywords: Monte Carlo, Automated Negotiation, Agent
1 Introduction
La ne´gociation est une forme d’interaction dans laquelle un groupe d’agents ayant
des conflits d’inte´reˆt et un de´sir de coope´rer essaient de trouver un accord mutuellement
acceptable sur un objet de ne´gociation. Ils explorent a` cette fin les solutions selon un
protocole pre´de´fini.
La question de l’automatisation de la ne´gociation, bien connue dans les domaines
e´conomiques depuis l’ave`nement des applications de e-commerce, a rec¸u une attention
toute particulie`re dans le champ de l’intelligence artificielle et des syste`mes multi-agents.
De nombreux frameworks ont e´te´ propose´s [17] : enche`res, re´seaux contractuels, e´quilibres
ge´ne´raux ; ils permettent de ne´gocier selon plusieurs modalite´s. Les ne´gociations peuvent
eˆtre caracte´rise´es selon divers aspects portant notamment sur l’ensemble des participants
(bilate´ral ou multilate´ral), les pre´fe´rences des agents (line´aires ou non), les attributs sur
lesquels la ne´gociation porte (discrets ou continus), ou encore les caracte´ristiques du proto-
cole (borne´ ou non par le temps ou le nombre de tours). Chaque agent utilise une strate´gie
pour e´valuer l’information rec¸ue et faire des offres. Plusieurs strate´gies ont e´te´ propose´es
comme [8, 5, 19]. Elles peuvent eˆtre fixes ou adaptatives. Cependant, la plupart de ces
strate´gies reposent sur une borne connue (en temps ou en tours). Dans les applications
quotidiennes, par exemple lorsque nous cherchons a` acque´rir un bien de consommation
non critique, il est commun que le protocole ne propose aucune borne, et que chaque agent
ignore le moment ou` il coupera court a` la ne´gociation.
Dans cet article, nous e´tudions MoCaNA (Monte-Carlo Negotiating Agent), un agent
de ne´gociation automatique conc¸u pour le protocole de bargaining (ou marchandage).
Dans ce protocole, deux agents s’e´changent des offres de manie`re a` trouver un accord.
La ne´gociation s’interrompt lorsqu’un des deux adversaires accepte l’offre qui lui est faite
par son adversaire ou qu’il la rejette. MoCaNA a pour particularite´ de ne faire aucune
pre´supposition sur : 1) la line´arite´ des pre´fe´rences, 2) le caracte`re continu ou discret de
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l’espace de ne´gociation ni 3) l’imposition d’une borne par le protocole. Il exploite pour
cela des connaissances issues des domaines du General Game Playing et de l’Apprentissage
Automatique. Afin de de´cider de la valeur d’une offre, notre agent s’appuie sur la recherche
arborescente de Monte-Carlo (MCTS), une heuristique qui a e´te´ utilise´e avec succe`s dans
de nombreux jeux comme le go, qu’il combine avec de la mode´lisation d’adversaires pour
plus d’efficacite´.
Le choix de cette heuristique est guide´ par deux e´le´ments. D’abord, MCTS s’est montre´
efficace dans des jeux tre`s diffe´rents, ce qui lui a valu de nombreux succe`s en General
Game Playing. Il est aussi adapte´ aux jeux a` haut facteur de branchement. Il constitue
donc une bonne alternative pour les domaines de ne´gociation complexes dont le facteur de
branchement a` chaque proposition est l’ensemble des propositions possibles.
Cet article est oorganise´ comme suit : la section 2 introduit les travaux de la litte´rature
traitant de ne´gociation automatique et des me´thodes de Monte-Carlo. Nous proposons
ensuite une mode´lisation de la ne´gociation comme un jeu dans la section 3. La section 4
pre´sente les fonctionnalite´s de MoCaNA. Nous pre´sentons les re´sultats de la confrontation
de MoCaNA aux finalistes de l’ANAC 2014 et au RandomWalker dans la section 5. Nous
re´sumons ces contributions et donnons des pistes d’ame´lioration de notre travail dans la
section 6.
2 Travaux connexes
MoCaNA se trouve au croisement des domaines de la ne´gociation automatique et des
techniques de Monte-Carlo applique´es aux jeux. Nous donnons dans cette section une
introduction a` ces deux domaines.
2.1 Ne´gociation automatique
Les architectures des agents de ne´gociation automatique impliquent trois fonctionnalite´s
[1] : la strate´gie d’offres de´finit les offres que l’agent fait a` son adversaire ; la strate´gie
d’acceptation de´finit si l’agent accepte la proposition qui lui a e´te´ faite ou s’il fait une
contre-offre ; la mode´lisation d’adversaires permet de mode´liser certains aspects de
l’adversaire, comme sa strate´gie d’offre, son utilite´ ou sa strate´gie d’acceptation et est
utilise´ pour ame´liorer l’efficacite´ de la strate´gie d’offres de l’agent et parfois celle de sa
strate´gie d’acceptation.
2.1.1 Strate´gie d’offres
Les strate´gies d’offres utilise´es dans le cadre de ne´gociations complexes s’appuient sur
deux familles de techniques, que nous pre´sentons par la suite : les heuristiques couple´es au
domaine et les algorithmes ge´ne´tiques.
Les heuristiques s’appuient ge´ne´ralement sur des tactiques [8], qui consistent a` faire
des concessions selon un e´le´ment de la ne´gociation comme le temps e´coule´, la rarete´ de
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la denre´e ne´gocie´e, ou les concessions faites par l’adversaire. Il est possible d’adapter ces
tactiques ou de se´lectionner une offre ayant une utilite´ gagnant-gagnant s’il en existe une.
La majorite´ de ces strate´gies [8] reposent sur la connaissance de la borne, ce qui les rend
inapplicables dans notre contexte.
Les algorithmes ge´ne´tiques [5] se´lectionnent les offres qui maximisent une fonction ob-
jectif de´termine´e, les croisent et les modifient de manie`re a` les ame´liorer. Ces strate´gies
ge´ne`rent un certain nombre d’offres parmi lesquelles l’agent doit choisir celle qui sera en-
voye´e a` l’adversaire. Elles ont obtenu de bons re´sultats, sans toutefois vaincre les agents
utilisant des heuristiques.
2.1.2 Strate´gies d’acceptation
On distingue deux principales cate´gories de strate´gies d’acceptation [3] : les strate´gies
myopes et les strate´gies optimales. Les strate´gies myopes reposent sur les offres de l’ad-
versaire et celles de l’agent. Il peut s’agir d’accepter toute offre de´passant un certain seuil,
toute offre meilleure que la dernie`re faite par l’agent lui-meˆme ou que la prochaine ge´ne´re´e
par strate´gie d’offre. Il est aussi possible de combiner ces strate´gies. Les strate´gies opti-
males [3] exploitent un mode`le de la strate´gie adverse afin de de´terminer la probabilite´
d’obtenir une meilleure offre.
2.1.3 Mode´lisation de l’adversaire
La majorite´ des me´thodes de mode´lisation d’adversaire utilise´es en ne´gociation auto-
matique ont e´te´ analyse´es par Baarslag et ses colle`gues [2]. Elles permettent de mode´liser
la strate´gie d’offre, la strate´gie d’acceptation, l’utilite´ de l’adversaire, la borne qu’il s’est
fixe´, et son prix de re´serve le cas e´che´ant.
Deux familles de techniques sont adapte´es a` la mode´lisation de strate´gies d’offres
adaptatives et non borne´es : les re´seaux de neurones et les techniques reposant sur l’ana-
lyse de se´ries temporelles. Les approches base´es sur l’analyse de se´ries temporelles sont
diverses. Parmi elles, la re´gression de processus gaussien est stochastique. Elle s’appuie sur
les mouvements pre´ce´dents pour pre´dire une densite´ de probabilite´ pour le tour suivant.
Introduite par Rasmussen et Williams [15], elle a e´te´ utilise´e avec succe`s par Williams et al.
[20]. L’aspect stochastique de cette me´thode permet de ge´ne´rer des propositions diffe´rentes
a` chaque e´tape de simulation de Monte Carlo Tree Search (MCTS), selon la gaussienne
pre´dite par la re´gression. C’est cette me´thode que nous adoptons.
L’utilite´ d’un adversaire est ge´ne´ralement conside´re´e comme la somme ponde´re´e de
fonctions pour chaque attribut a` valeurs dans [0, 1] [2]. Deux familles de me´thodes sont
utilise´es. La premie`re s’appuie sur la fre´quence d’apparition de chaque valeur parmi les
propositions de l’adversaire. Elle suppose que les valeurs propose´es le plus re´gulie`rement
par l’adversaire sont celles qu’il pre´fe`re, et que les attributs variant le plus souvent sont ceux
qui ont le moins d’importance pour lui. Ces approches ne sont cependant valables que dans
le cas ou` le domaine de ne´gociation est discret. En effet, l’extension au cas continu requiert
la de´finition d’une fonction de distance de´pendant du domaine. La seconde famille de
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me´thodes repose sur l’apprentissage baye´sien. Elle est adapte´e au cas continu. La me´thode
pre´sente´e par Hindriks et Tykhonov [10] repose sur la ge´ne´ration d’hypothe`ses. Chaque
hypothe`se est constitue´e d’un ordonnancement des attributs, et d’une fonction d’utilite´
simple (line´aire ou line´aire par morceaux) pour chacun d’entre eux. Le poids associe´ a`
chaque attribut est calcule´ en fonction de l’ordre qui lui est attribue´. La fonction d’utilite´
estime´e est la somme des hypothe`ses ponde´re´e par leur probabilite´.
La strate´gie d’acceptation d’un adversaire peut eˆtre apprise de deux manie`res. On
peut d’abord faire la supposition que l’adversaire acceptera une offre sous certaines condi-
tions de´pendant de sa strate´gie d’offre et/ou de sa fonction d’utilite´ [2]. Dans ce cas, il
est possible de la de´duire des mode`les ci-dessus sans faire de calcul supple´mentaire. Dans
le cas ou` l’agent ne mode´lise pas les e´le´ments pre´ce´demment de´crits, il est aussi possible
d’utiliser des re´seaux de neurones [7]. Cela demande cependant un calcul supple´mentaire,
potentiellement couˆteux.
2.2 Me´thodes de Monte Carlo
Les me´thodes de Monte-Carlo sont utilise´es comme heuristiques pour les jeux. Elles
attribuent a` chaque mouvement possible un score calcule´ au terme d’une ou de plusieurs
simulations. Kocsis et Szepevsva´ri [12] proposent une me´thode hybridant la construction
d’un arbre de jeu, me´thode qui a fait ses preuves, et les me´thodes de Monte-Carlo. Chaque
nœud de l’arbre de jeu garde en me´moire les scores obtenus lors des simulations ou` il a e´te´
joue´, ainsi que le nombre de simulations faites dans la branche partant du nœud. Pendant
l’exploration de cet arbre, les branches privile´gie´es sont celles qui ont e´te´ peu explore´es et
celles qui ont le plus haut score dans les simulations. Cette me´thode, nomme´e recherche
arborescente de Monte-Carlo (MCTS 1) s’est vue ame´liore´e au moyen de nombreuses ex-
tensions [4].
MCTS se de´compose en quatre parties. (1) La premie`re e´tape consiste a` parcourir l’arbre
de´ja` constitue´ selon une strate´gie pre´de´finie. A` chaque nœud, on de´cide s’il faut se´lectionner
une branche de niveau infe´rieur ou en explorer une nouvelle. (2) Dans le second cas, l’arbre
se voit pourvu d’un nouveau nœud, ge´ne´re´ selon une strate´gie d’expansion. (3) Ensuite, on
simule le jeu jusqu’a` un e´tat final. (4) On calcule les scores et on les re´tropropage sur les
nœuds de l’arbre ayant e´te´ explore´s.
Les me´thodes de Monte-Carlo ont gagne´ en popularite´ suite a` leur succe`s dans les
jeux a` fort facteur de branchement, notamment le Go. En particulier, AlphaGo [18], qui a
vaincu l’un des meilleurs joueurs au monde, utilise les me´thodes de Monte-Carlo couple´es
a` de l’apprentissage profond. A` notre connaissance, seuls de Jonge et Zhang [6] ont utilise´
MCTS dans le cadre de la ne´gociation automatique. Ils se sont concentre´s sur des domaines
de ne´gociations petits, et ou` la fonction d’utilite´ adverse est facilement infe´rable, comme la
re´partition d’un dollar entre deux joueurs. Nous nous concentrons sur des domaines plus
complexes, ou` la fonction d’utilite´ adverse ne peut eˆtre facilement infe´re´e et ou` l’espace de
ne´gociation peut eˆtre grand, voire infini.
1. Monte Carlo Tree Search
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3 Jeu et ne´gociation
La recherche arborescente de Monte-Carlo est une me´thode applique´e aux jeux extensifs.
Dans cette section, nous montrons comment il est possible d’assimiler la ne´gociation a` un
tel jeu. Nous commenc¸ons par associer chaque aspect de la ne´gociation a` un e´le´ment d’un
jeu. Nous de´crivons ensuite les particularite´s de la ne´gociation, qui empeˆchent l’utilisation
des strate´gies les plus re´pandues dans MCTS. Nous concluons cette section en donnant
d’autres formalismes possibles pour la ne´gociation et en expliquant les relations qu’ils
entretiennent avec celui que nous avons choisi.
3.1 Notre formalisme
Un jeu extensif [14] est compose´ d’un ensemble de joueurs, de la description des histo-
riques de jeu possibles, d’une fonction indiquant le tour de chaque joueur et d’un profil de
pre´fe´rence. En s’appuyant sur cette de´finition, il est possible de de´finir un bargaining B
comme un jeu sous forme extensive.
De´finition 1 (Bargaining)





1. joueurs : il y a deux joueurs : un acheteur (joueur 1) et un vendeur (joueur 2),
2. historique : l’historique de la ne´gociation est compose´ des messages que les agents
s’envoient : les propositions faites par les agents, et les accept et reject. Les
historiques terminaux sont les historiques infinis et les historiques se terminant par
accept ou par reject. Chaque message est compose´ d’une paire (α, c) ou` α est
l’acte de langage (performatif) du message et, c est le contenu du message, i.e. une
liste de couples (k, v) ou` k est la cle´ d’un attribut du domaine de ne´gociation et v
la valeur correspondante. On se´pare tout historique en deux, chacun correspondant
aux actions d’un joueur : hi = (α, c)i
3. tour de jeu : la fonction tour fonctionne selon la parite´. On suppose que c’est
l’acheteur (le joueur 1) qui commence. Ainsi, ∀h ∈ H, joueur(h) = 2− (|h| mod 2)
ou` |h| est la taille de h,
4. pre´fe´rence : l’ordre sur les situations terminales de chaque joueur est induit par
une fonction d’utilite´ ui qui associe son utilite´ pour chaque historique terminal. Cette
fonction associe une utilite´ a` chaque accord possible trouve´, ainsi qu’au cas de rejet
et au cas d’historique infini 2.
La ne´gociation n’est pas un jeu combinatoire classique, comme peuvent l’eˆtre les e´checs
ou le go. La premie`re diffe´rence entre ces jeux et la ne´gociation tient au fait que cette
dernie`re est un jeu a` somme non nulle. Les agents cherchent a` trouver un accord mutuel
qui soit profitable a` chacun. Cela est particulie`rement vrai dans des domaines complexes,
2. Notons que ces deux dernie`res valeurs peuvent eˆtre diffe´rentes, par exemple si l’agent conside`re qu’il
alloue des ressources a` la ne´gociation.
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ayant de nombreux attributs, ou` une solution peut eˆtre bien meilleure que la solution par
de´faut ou` chaque agent rec¸oit son utilite´ de re´serve, i.e. quand les agents ne trouvent pas
d’accord.
Ensuite, la ne´gociation est un jeu a` information incomple`te, c’est a` dire que le type
des joueurs, ici leur profil de pre´fe´rence, est inconnu et fait meˆme ge´ne´ralement l’objet
d’une mode´lisation. Ces deux particularite´s rendent inutilisable l’Upper Confidence Tree
[12] utilise´ pour les jeux combinatoires comme le go car il est fait pour les jeux combina-
toires. Enfin, le domaine de la ne´gociation est tre`s particulier. Il peut eˆtre cate´goriel (e.g.
couleur) mais e´galement nume´rique voire continu. Cela a des conse´quences sur l’explora-
tion de l’arbre, en particulier sur le crite`re de´cidant de l’expansion d’un nouveau nœud.
Malgre´ ces difficulte´s d’adaptation, les succe`s qu’a remporte´ MCTS dans les jeux complexes
semblent indiquer qu’il pourrait s’ave´rer eˆtre une bonne strate´gie pour la ne´gociation dans
un contexte complexe.
3.2 Autres formalismes
Bien que nous utilisions le formalisme des jeux extensifs pour mode´liser la ne´gociation,
d’autres mode´lisations sont possibles, notamment en utilisant les jeux baye´siens et les jeux
stochastiques.
Les jeux a` information incomple`te peuvent eˆtre mode´lise´s en utilisant le formalisme
des jeux baye´siens [16]. Ces jeux sont traditionnellement utilise´s pour mode´liser les jeux
a` information incomple`te, mais supposent en ge´ne´ral la connaissance d’une probabilite´ a
priori sur les types possibles de l’adversaire. Notons que dans le cadre que nous nous sommes
fixe´s, il n’existe pas de telle distribution a priori. La prise en compte de l’information re´ve´le´e
par l’adversaire au cours de la ne´gociation, qui permet d’e´tablir des probabilite´s sur le profil
de pre´fe´rence, se fait au cours de la ne´gociation en utilisant la mode´lisation de l’adversaire.
Un autre formalisme possible est la mode´lisation par un jeu stochastique [11]. Les jeux
stochastiques sont une ge´ne´ralisation des processus markoviens. Le bargaining peut eˆtre
vu comme un processus de de´cision markovien (MDP), ou` chaque action de l’agent ge´ne`re
une re´action de son adversaire, amenant une transition vers un autre e´tat du jeu. Dans ce
nouvel e´tat, les actions possibles restent les meˆmes, mais l’utilite´ induite par l’acceptation
de la proposition de l’adversaire change. L’exploitation de ce formalisme se fait par une
exploration des transitions possibles et une ponde´ration par leur probabilite´. MoCaNA
cherche a` e´valuer ces probabilite´s en utilisant la mode´lisation de l’adversaire et estime
l’utilite´ attendue pour les diffe´rentes transitions possibles, i.e. les choix de l’adversaire, au
moyen de MCTS. Notons que cette me´thode s’est montre´e particulie`rement efficace pour
la planification dans les MDP, comme le montre notamment [12].
4 MoCaNA
Comme nous l’avons explique´ dans la section pre´ce´dente, la ne´gociation est un jeu
particulier. Il est donc ne´cessaire d’ajuster les heuristiques pour les jeux a` ces particularite´s.
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Dans cette section, nous pre´sentons notre agent de ne´gociation automatique exploitant
MCTS. L’architecture ge´ne´rale des diffe´rents modules de notre agent est pre´sente´e dans
la Figure 1. La strate´gie d’offre imple´mente MCTS et utilise le module de mode´lisation
d’adversaire, qui comporte deux sous-modules : l’un pour l’utilite´ de l’adversaire, l’autre
pour sa strate´gie d’offre. Le dernier module, celui de strate´gie d’acceptation, effectue une
comparaison entre la proposition de l’adversaire et la proposition ge´ne´re´e par la strate´gie
d’offre. Les diffe´rents sous-modules de l’agent ainsi que les interactions entre eux sont
de´crits dans la suite de cette section.












Figure 1 – Interaction entre les modules de MoCaNA
4.1 Mode´lisation d’adversaire
Afin de d’ame´liorer l’efficacite´ de MCTS, il est ne´cessaire de disposer d’un mode`le de
sa strate´gie d’offre ainsi qu’un mode`le de son profil de pre´fe´rence.
4.1.1 Mode´lisation de la strate´gie d’offre
Le but est de pre´dire une future proposition faites par l’adversaire au tour x∗ de la
ne´gociation. Nous utilisons la re´gression de processus gaussiens [15] qui permet de ge´ne´rer
une gaussienne centre´e en la valeur pre´dite par l’algorithme et dont l’e´cart type repre´sente
l’incertitude du mode`le.
On commence par calculer la matrice de covariance K, qui repre´sente la proximite´ entre




 k(x1, x1) . . . k(x1, xn)... ...
k(xn, x1) . . . k(xn, xn)
 (1)
on calcule ensuite la distance entre le tour dont on veut estimer la proposition x∗ et les
tours pre´ce´dents :
K∗ = (k(x∗, x1), . . . , k(x∗, xn)) (2)
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La re´gression de processus gaussien fait la supposition que chacune de ces valeurs est
la composante d’une gaussienne multivarie´e. On en de´duit :
y∗ = K∗K−1y (3)
σ2∗ = Var(y∗) = K∗∗ −K∗K−1K>∗ (4)
ou` K∗∗ = k(x∗, x∗). Nous identifions y∗ a` une variable ale´atoire gaussienne de moyenne y∗
et d’e´cart type σ∗.
Une des composantes les plus importantes de la re´gression de processus gaussien est la
de´termination du kernel. Les plus communs sont les fonctions a` base radiale, les fonctions
rational quadratic, le kernel de Mate´rn et le kernel exponential sine squared. Ces kernels
servent a` de´terminer la distance entre deux tours de ne´gociation. Nous avons teste´ ces
quatre kernels sur plusieurs ne´gociations entre agents. La Table 1 donne les re´sultats de
la re´gression de processus gaussien pour chacun de ces kernels. Nous avons fait ces tests
dans le contexte de l’ANAC 2014, ou` les pre´fe´rences ne sont pas line´aires, et avec les
finalistes de l’ANAC. Nous avons ge´ne´re´ ale´atoirement 25 sessions, et avons mode´lise´ les
deux agents, obtenant ainsi 50 mode´lisations au total. Chaque offre de chaque se´rie est
pre´dite en fonction des pre´ce´dentes et sert a` pre´dire les suivantes. La table montre la
distance euclidienne moyenne entre les propositions faites et le re´sultat de l’apprentissage.
Plus la valeur est basse, plus la pre´diction est proche de la ve´ritable se´rie.
Kernel Dist. moyenne
Fonction a` base radiale 43.288
Rational quadratic 17.766
Mate´rn 43.228
Exp. sine squared 22.292
Table 1 – Distance moyenne entre les propositions et les pre´dictions de la re´gression de
processus gaussien selon le kernel
Le kernel donnant le meilleur re´sultat est le Rational quadratic. C’est donc celui-ci que
notre agent utilise.
4.1.2 Mode`le du profil de pre´fe´rence
L’apprentissage baye´sien de´crit dans [10] suppose seulement que l’agent fait une conces-
sion a` un rythme constant, une supposition faible par rapport aux autres me´thodes.
On approxime l’utilite´ de l’adversaire par une somme ponde´re´e de fonctions triangu-
laires. Une fonction t de [a, b] ⊂ R dans [0, 1] est dite triangulaire si et seulement si :
— t est affine, et t(a) = 0 et t(b) = 1 ou t(a) = 1 et t(b) = 0 ou
— il existe c dans [a, b] tel que t est affine sur [a, c] et sur [c, b], t(a) = 0, t(b) = 0,
t(c) = 1.
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La me´thode se divise en deux e´tapes. D’abord, un certain nombre d’hypothe`ses sont
ge´ne´re´es. Ces hypothe`ses sont compose´es d’une somme ponde´re´e de fonctions triangulaires.
Chaque attribut se voit attribuer un poids et une fonction triangulaire.
L’utilite´ estime´e d’un adversaire est la somme de ces hypothe`ses ponde´re´e par la pro-
babilite´ de chacune. Cette me´thode a pour avantage de ne pas faire de supposition sur la
strate´gie de l’adversaire, mais elle suppose qu’il fait des concessions a` un rythme globale-
ment line´aire.
4.1.3 Mode`le de strate´gie d’acceptation
La strate´gie d’acceptation des agents est mode´lise´e de manie`re tre`s simple : on conside`re
qu’un agent accepte la dernie`re proposition faite par son adversaire si et seulement si son
utilite´ est meilleure que l’utilite´ ge´ne´re´e par la strate´gie d’offre. Cette mode´lisation, e´voque´e
par [2], est peu couˆteuse et permet de ne pas alourdir les calculs de´ja` nombreux de l’agent.
4.2 Strate´gie d’offres base´e sur MCTS
Les me´thodes de Monte-Carlo sont tre`s adaptatives, et ont obtenu de bons re´sultats
dans diffe´rents jeux, y compris des jeux a` grand facteur de branchement. Dans cette section,
nous introduisons une strate´gie d’offres base´e sur MCTS.
4.2.1 MCTS sans e´lagage
Comme nous l’avons explique´, MCTS est un algorithme ge´ne´ral, qui repose sur un
certain nombre de strate´gies. A` chaque fois que l’agent doit prendre une de´cision, il ge´ne`re
un nouvel arbre et l’explore en utilisant MCTS. L’imple´mentation la plus commune de
MCTS est l’Upper Confidence Tree (UCT). Cette me´thode a notamment donne´ de tre`s
bons re´sultats pour le Go. Ne´anmoins, lors de la phase de se´lection, cette imple´mentation
e´tend un nouveau nœud de`s lors que tous les enfants d’un arbre n’ont pas e´te´ e´tendus.
Or, dans le cas d’un domaine de ne´gociation contenant un attribut infini, le nombre de
fils possibles pour un nœud est infini, puisqu’il peut prendre toutes les valeurs possibles
pour cet attribut. L’algorithme e´tendra donc inde´finiment de nouveaux nœuds sans jamais
explorer l’arbre en profondeur. Si l’arbre est tre`s large, si le nombre de nœuds possibles est
plus grand que nombre de simulations, la meˆme situation apparaˆıtra.
Dans le contexte de la ne´gociation, il est donc ne´cessaire de de´finir une imple´mentation
de MCTS diffe´rente :
Se´lection Pour cette e´tape, nous utilisons le progressive widening. Le crite`re du pro-
gressive widening peut s’exprimer ainsi : un nouveau nœud est e´tendu si et seulement
si :
nαp ≥ nc (5)
ou` np est le nombre de fois ou` le parent a e´te´ simule´, nc est le nombre de fils qu’il
a, et α est un parame`tre du mode`le. S’il n’y a pas d’expansion, nous se´lectionnons
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ou` n est le nombre total de simulations faites jusqu’alors, si est le score du nœud i
et C est e´galement un parame`tre du mode`le.
Expansion La valeur d’un nœud e´tendu est quant a` elle choisie de manie`re ale´atoire,
avec une distribution uniforme sur le domaine de ne´gociation.
Simulation Nous utilisons le mode`le de strate´gie de l’adversaire, afin de rendre les
simulations plus pertinentes. Nous utilisons la re´gression de processus gaussien et
l’apprentissage baye´sien.
Re´tropropagation L’e´tape de re´tropropagation utilise aussi le mode`le de l’utilite´ de
l’adversaire, et re´percute sur les nœuds l’utilite´ de l’agent et l’utilite´ de son adver-
saire selon la mode´lisation d’utilite´.
Enfin, MCTS fait des simulations et calcule l’utilite´ attendue de toute la ne´gociation.
Il a tendance a` sous-estimer la valeur de la proposition qu’il ressort, et la probabilite´ que








Afin de n’explorer que les nœuds donnant une utilite´ importante a` l’agent, il est possible
d’utiliser des connaissances sur le jeu pour e´laguer certaines parties de l’arbre et ne pas les
de´velopper. Nous conside´rons deux cas, un e´lagage dit  fixe et un e´lagage dit  variable.
Dans le cas de l’e´lagage fixe, nous fixons a` notre agent une utilite´ minimale attendue,
i.e. une utilite´ de re´serve. Au sein de la simulation, lorsque MoCaNA produit une propo-
sition, l’utilite´ de cette proposition est calcule´e en utilisant le profil d’utilite´ de MoCaNA.
Si cette utilite´ est infe´rieure a` la valeur seuil, la branche est supprime´e.
Lorsque l’agent n’est pas capable de de´terminer un prix de re´serve, il est possible de
proce´der a` un e´lagage variable de´pendant des propositions de l’adversaire. Dans ce cas,
l’agent garde en me´moire la proposition de l’adversaire ayant pour lui la meilleure utilite´.
Toute proposition ge´ne´re´e par MoCaNA dans une simulation ayant une utilite´ infe´rieure
est e´lague´e. Avec cette politique, l’agent ne fait que des propositions meilleures que celles
que son adversaire a faites.
4.3 Architecture logicielle
Notre agent a e´te´ de´veloppe´ en java. Nous l’avons conc¸u de fac¸on a` ce qu’il soit mo-


















Figure 2 – Architecture logicielle des modules de MoCaNA
re´alise´es. Nous avons pour cela construit un module permettant a` notre agent de s’in-
terfacer avec Genius. L’agent est organise´ sous la forme d’interfaces imple´mente´es par
les classes de chaque module, et qui sont traduites pour Genius le cas e´che´ant. On re-
trouve dans l’architecture de MoCaNA les diffe´rents e´le´ments de´crits ci-dessus : la strate´gie
d’offre incluant MCTS et les concepts allant avec (e.g. notions d’arbre, de nœud), un mo-
dule de mode´lisation de la strate´gie adverse et un mode`le de l’utilite´. Nous n’avons pas
imple´mente´ de module pour la mode´lisation de la strate´gie d’acceptation. Cette architec-
ture est repre´sente´e dans la Figure 2. LesR repre´sentent les messages envoye´s et rec¸us par
l’agent.
Les simulations de MCTS e´tant tre`s gourmandes en terme de puissance de calcul,
nous les avons paralle´lise´. L’aspect stochastique de notre mode´lisation de strate´gie d’offre
assure que deus simulations lance´es du meˆme point n’auront pas le meˆme re´sultat, tout en
privile´giant les valeurs les plus probables. La re´gression de processus gaussien, qui repose
sur le calcul matriciel, a e´te´ de´veloppe´e en utilisant la librairie JAMA. Les parame`tres
du kernel de cette me´thodes sont quant a` eux optimise´s en utilisant la librairie Apache
Commons Math.
5 Expe´rimentations
Pour e´valuer notre agent, nous utilisons le framework Genius [13], qui permet de cre´er
des sessions de ne´gociation et des tournois. Nous confrontons MoCaNA au RandomWalker
ainsi qu’aux agents de l’ANAC 2014.
5.1 Protocole expe´rimental
Genius permet de ne´gocier sur des attributs entiers ou discrets, mais pas encore
continus. Nous utilisons le domaine de ne´gociation de l’ANAC 2014 de´crit par [9]. Les
compe´titions de 2015 et de 2016 se sont concentre´es respectivement sur la ne´gociation mul-
tilate´rale, et sur les smart grids. A` notre connaissance, les agents de ne´gociation de l’ANAC
2017 n’ont pas encore e´te´ mis a` disposition. Les attributs sont entiers, et varient de 0 a`
10. Plusieurs variantes ont e´te´ propose´es allant de 10 attributs a` 50 attributs. Nous nous
12
focalisons sur le contexte a` 10 attributs. Le contexte utilise´ n’a aucun taux de re´duction.
L’utilite´ est une somme ponde´re´e de fonctions non line´aires sur chaque attribut. L’utilite´
de re´serve des agents (dans le cas ou` ils ne trouvent pas d’accord) est 0, c’est a` dire la
valeur minimale.
Nous fixons en outre la borne de chaque session de ne´gociation a` 1 heure. Apre`s ce
temps, la ne´gociation s’interrompt et les agents obtiennent leur utilite´ de re´serve, c’est-a`-
dire 0. Nous calibrons notre mode`le de manie`re empirique. Lorsque notre agent peut choisir
parmi 200 propositions, il s’en trouve ge´ne´ralement une qui procure a` la fois une haute
utilite´ pour lui et son adversaire. Afin que l’arbre soit e´galement explore´ en profondeur,
nous lui laissons assez de temps pour qu’il ge´ne`re en moyenne 50.000 simulations. Ainsi,
chaque pour faire une proposition, notre agent prend 3 minutes. Nous obtenons α = 0.489.
5.2 Re´sultats
Nous distinguons deux contextes de ne´gociation : un contexte ou` la borne est pre´sente
et connue des adversaires, face aux agents de l’ANAC 2014, et un ou` elle est assez loin
pour eˆtre conside´re´e comme inexistante, face au RandomWalker.
5.2.1 ANAC 2014
La Table 2 montre les re´sultats de notre agent face aux finalistes de l’ANAC 2014, de´crits
par [9], ordonne´s selon leur re´sultats a` l’ANAC 2014 dans la cate´gorie utilite´ individuelle.
Les scores repre´sentent l’utilite´ moyenne de notre agent et de son adversaire moyenne´ sur
20 ne´gociations, 10 avec chaque profil. Plus le score est haut, plus l’utilite´ de l’agent est
e´leve´e et mieux l’agent a re´ussi la ne´gociation. Le nombre suivant le score pre´ce´de´ du signe
± est l’e´cart type de la se´rie. L’utilite´ moyenne est calcule´e en ne prenant en compte que
les ne´gociations qui ont re´ussi. La dernie`re colonne repre´sente le taux d’accord atteint par
les agents, c’est a` dire le nombre de fois ou` les agents parviennent a` un accord divise´ par
le nombre total de ne´gociations.
Le taux d’accord tre`s faible peut eˆtre explique´ par notre strate´gie, qui ne s’accorde pas
du tout a` la distance a` la borne, puisqu’elle ne la prend pas en compte. Cette caracte´ristique
l’empeˆche de ressentir la pression du temps (en anglais time pressure) qui est utilise´e par les
autres agents pour de´cider s’ils conce`dent beaucoup ou non. Plus de 50% des ne´gociations
se soldent par un e´chec (contre 45% pour les autres agents).
Les deux versions de l’e´lagage ame`nent une ame´lioration significative. Avec l’e´lagage
par une valeur fixe, notre agent ne fait et n’accepte que des propositions pour lesquelles
il recevrait une utilite´ de 0.8 au moins. Cela a un effet important sur le re´sultat des
ne´gociations. Celles qui se terminent permettent a` notre d’agent d’obtenir une bonne utilite´,
mais elles sont moins nombreuses que dans le cas pre´ce´dent, en particulier en ce qui concerne
les agents avec lesquels notre agent avait de´ja` un taux d’accord faible.
L’autre me´thode d’e´lagage est moins dure pour les adversaires, puisque l’e´lagage repose







































































































































































































































































































































































































































































































revanche, est bien meilleure que dans le cas sans e´lagage. Elle l’est moins, en revanche, que
dans le cas avec un e´lagage fixe de 0.8. Notre agent bat la majorite´ de ses compe´titeurs.
Quelle que soit la technique d’e´lagage, elle permet aux agents de ne pas explorer les
branches ininte´ressantes, et donc de rechercher les meilleures solutions parmi les solutions
acceptables. Elles sont en cela meilleure que la ponde´ration a posteriori.
5.2.2 Contexte sans borne
En ce qui concerne la ne´gociation avec le Random Walker, MoCaNA semble beaucoup
mieux s’en sortir, meˆme sans e´lagage. Il obtient un score e´leve´, 0.703(±0.062) contrairement
au Random Walker 3, qui obtient un score moyen de 0.378(±0.077). ce qui confirme que
notre agent est geˆne´ par la pre´sence de la borne, et le fait qu’il ne s’appuie pas dessus.
Notre agent est donc un bon ne´gociateur de`s lors qu’on ne lui impose pas de borne. La
pre´sence de cette dernie`re coupe la ne´gociation avant qu’il ne puisse arriver a` un accord
avantageux pour lui. Les ne´gociation re´ussissant (moins de 50%), sont donc celles pour
lesquelles il a fait le plus de concessions, ce qui a pour effet de lui confe´rer une utilite´
moindre que celle de son adversaire.
6 Conclusion
Dans cet article, nous avons pre´sente´ un agent de ne´gociation automatique capable de
ne´gocier dans un contexte ou` les agents ne se fixent pas de borne, ni temporelle ni en termes
de nombre de tours et ou` le domaine de ne´gociation peut eˆtre continu. Apre`s avoir de´crit la
ne´gociation sous forme de jeu extensif, nous avons de´crit une strate´gie d’offres s’appuyant
sur une version de MCTS et sur deux me´thodes de mode´lisation de l’adversaire. Pour l’une
d’entre elles, la re´gression de processus gaussiens, dont nous avons teste´ plusieurs kernels et
retenu le meilleur. Nous avons propose´ deux variantes a` notre strate´gie d’offre s’appuyant
sur des e´lagages des branches.
Aucun agent n’est conc¸u pour ne´gocier dans un contexte aussi re´aliste que celui pour
lequel MoCaNA a e´te´ conc¸u. Nous l’avons donc compare´ aux finalistes de l’ANAC 2014,
dont le contexte est le plus proche de celui pour lequel notre agent est conc¸u et a` un
RandomWalker. Les expe´rimentations ont montre´ qu’il est difficile d’obtenir un haut taux
d’accord pour un agent n’ayant pas conscience de la time pressure. Dans les cas ou` un
accord est trouve´, l’e´lagage ame´liore grandement la performance de MoCaNA et lui permet
de battre la majorite´ de ses adversaires, au prix d’une baisse du taux d’acceptation.
Les perspectives de ces travaux comprennent l’e´largissement du spectre de domaines sur
lequel MoCaNA est capable de ne´gocier, notamment a` tester des domaines de ne´gociations
forme´s d’attributs cate´goriels uniquement, continus uniquement, et mixtes. Un autre type
de protocoles a` tester re´side dans les protocoles multilate´raux, notamment des protocoles
1:n de type enche`res ou n:m de type many-to-many bargaining. Une autre perspective
consisterait a` concevoir une version de l’ANAC sans borne. Il serait enfin inte´ressant de
3. Cet agent est de´crit dans [3] et fait des propositions ale´atoires.
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voir dans quelle mesure MoCaNA pourrait inte´grer des informations supple´mentaires telles
que la borne, des connaissances sur la nature des attributs afin d’en tirer parti lorsque cela
est possible.
Il est aussi possible d’ame´liorer MoCaNA en se concentrant sur MCTS. Il serait par
exemple inte´ressant de voir comment un double e´lagage, par une valeur fixe et selon les
propositions de l’adversaire, influerait sur l’utilite´ et le taux d’accord de MoCaNA. Une
autre ame´lioration, qui permettrait d’augmenter le nombre de simulations de MoCaNA
et donc de diminuer le temps de calcul ou d’augmenter la performance de notre agent
serait d’imple´menter des algorithmes comme All Moves As First ou la Rapid Action Value
Estimation.
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