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Channel flow, the pressure driven flow between parallel plates, has exact coherent structures that
show various degrees of localization. For states which are localized in streamwise direction but
extended in spanwise direction, we show that they are exponentially localized, with decay constants
that are different on the upstream and downstream side. We extend the analysis of Brand and
Gibson [J. Fluid Mech. 750, R1 (2014)] for stationary states to the case of advected structures that
is needed here, and derive expressions for the decay in terms of eigenvalues and eigenfunctions of
certain second order differential equations. The results are in very good agreement with observations
on exact coherent structures of different transversal wave lengths.
PACS numbers:
Close to onset, turbulence in subcritical shear flows is
spatially and temporally intermittent. One manifestation
of the intermittency is the coexistence of laminar and
turbulent regions for the same global flow conditions that
result in chaotic spatio-temporal patterns [1–4]. Another
is the existence of isolated localized turbulent structures
which are not influenced by neighboring structures and
can appear in the form of puffs or slugs in pipe flow [5]
or spots in plane Couette [6–8] and Poiseuille flow [9].
The localized patterns and their evolution are important
for an understanding of the spatio-temporal dynamics of
transitional flows [10] and in particular for the proposed
link to the phenomenology of directed percolation [11–
13], where a sufficiently strong decay of the interactions
between structures is one of the criteria for the selection
of the appropriate universality class [14].
The relation between the transition to turbulence and
exact coherent structures (ECS), their secondary bifurca-
tions and the formation of a dense web of dynamical links
between the different states has been studied in several
flows [15–20]. For the case of plane Poiseuille flow (PPF)
that is considered here, examples of ECS and their bifur-
cations include travelling waves [21–24], relative periodic
orbits [25, 26] and streamwise [27] and doubly-localized
relative periodic orbits [28].
For an understanding of localized turbulence from its
microscale, localized ECS as described in [20, 23, 28–31]
are necessary. The states tend to be exponentially local-
ized in the streamwise direction, and more strongly lo-
calized in the spanwise direction. In very large domains,
and if they are localized in both directions, there are in-
dications for algebraic contributions as well. Specifically,
localized ECS in plane Couette flow and plane Poiseuille
flow show an exponential decay [23, 31] which for doubly-
localized states becomes algebraic for large distances [28].
In pipe flow, the rate of decay in streamwise direction has
been shown to decrease with increasing Reynolds number
[32].
The model of Brand&Gibson [31] provides a rationale
for an exponential decay and a relation between the de-
cay, the Reynolds number, and the spanwise modulation
in the case of plane Couette flow. It has been tested and
verified for the streamwise velocity component in the tails
of streamwise localized stationary solutions. We here ex-
tend their model to travelling ECS in plane Poiseuille
flow, and show that the decay rates in the upstream and
downstream direction are different, and that this asym-
metry is controlled by the advection speed of the struc-
tures.
For our studies of PPF we choose a coordinate system
where the x-axis is oriented along the direction of the
flow and the plates are located parallel to the x-z-plane
at y = ±d. The Reynolds number Re = U0d/ν is defined
using half the distance between the plates d together with
the laminar center-line velocity U0 and the kinematic vis-
cosity ν. With U0 and d the scales for velocity and length,
the laminar profile becomes U(y) = 1 − y2. We decom-
pose the velocity field u˜ into a laminar background and
a deviation, u˜ = U(y)ex + u, and will henceforth focus
on the deviations u = (u, v, w), where u, v and w are
the streamwise, wall-normal and spanwise velocity com-
ponents, respectively.
For the numerical simulations we use the spectral code
Channelflow [33], and for the identification of the exact
solutions the Newton-method [34] already implemented
in channelflow. For the linear algebra routines and the
eigenvalue calculations we use the Eigen-package [35]. In
all simulations, a constant mass flux is imposed. We
use two states for the comparison between the theo-
retical predictions and the observed decay. One state,
henceforth referred to as POE , is a streamwise localized
ECS relative periodic orbit obtained by edge tracking
[28, 36, 37]. The orbit is mirror-symmetric with respect
to the center plane (sy-symmetry). By restricting the
system to a subspace symmetric under wall-normal (sy)
and spanwise (sz) reflections, it is possible to identify
a second streamwise localized relative periodic orbit, la-
belled POEyz. Both states have in common that they
are long-wavelength instabilities [32, 38] of streamwise
extended travelling wave solutions: POE bifurcates sub-
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FIG. 1: Visualization of the two localized ECS POEyz (a)
and POE (b). The plots show isosurfaces of positive (red)
and negative streamwise velocity and isosurfaces of the Q-
vortex criterion (yellow) at Q = 0.01 and Q = 0.001 . The
entire computational domain is 402d long, but only a section
of length 52d is shown in the figures. For both states the
shown computational domain has width of 2pi.
critically from the travelling wave TWE [28] and POEyz
connects at high Re to the travelling wave TWEyz [24].
The orbits are shown in Fig. 1. For the present study
we prescribe spanwise wavenumbers of γ = 1 for POE
and of γ = 2 for POEyz. This allows us to study the
dependence of the decay rates on the spanwise wavenum-
ber, a parameter that affects the localization rate in
plane Couette flow [31]. For the orbit POE a numeri-
cal resolution Ny ×Nz = 49× 48 with 24 modes per 2pi
length in streamwise direction is used. For POEyz we use
Ny × Nz = 49 × 32 and 32 modes per 2pi in streamwise
direction.
We quantify the localization properties using the max-
imum values of the velocity components as a function
of streamwise coordinate x, with the maximum taken
over spanwise and wall-normal positions, as shown in Fig.
2(a) for the state POE . As in previous studies [28, 31], all
three velocity components decay exponentially, but since
there is no symmetry in the flow direction, the decay
rates in the upstream and downstream direction differ in
general. One also notes that the decay of the streamwise
and spanwise components is similar, but different from
the one in the normal velocity component.
The key to the explanation of the decay rates is the
observation that away from the center of the ECS, the
velocity components are small and can be described with
a linearization of the Navier-Stokes equation around the
laminar profile. The terms that remain for the perturba-
tion u are
∂tu + U(y)∂xu + v∂yU(y)ex = −∇p+ 1
Re
∆u (1)
Here, U(y) = 1− y2 is the laminar velocity profile and p
the pressure fluctuations in the perturbation. In order to
separate the contributions of each term to the equation,
we show in Fig. 2(b) the maximum over spanwise and
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FIG. 2: Localization properties of the state POE at Re =
1100. (a) maximum M of the absolute values of the velocity
components is shown versus streamwise coordinate x. Black
lines show exponential decays with decays constants obtained
from the model for the upstream and downstream tails. (b)
the maximum norm of the terms of the linearized equations
which contribute to the change of the streamwise component
are shown.
wall-normal positions of the different terms as a func-
tion of streamwise positions x. The data shows that in
the tails we can neglect the coupling to the wall-normal
velocity and to the base flow (v∂yU), as well as the sec-
ond order derivative ν∂xxu. We also neglect the pressure
fluctuations since the plateau value which can be seen in
Fig. 2(b) is related to the periodic boundary conditions
and decreases with increasing domain length.
Without these terms, the equation for the streamwise
component reduces to
∂tu+ U(y)∂xu = Re
−1(∂yyu+ ∂zzu) . (2)
This equation is the plane Poiseuille flow equivalent of the
equation obtained by Brand&Gibson [31] for the tails of
localized states in plane Couette flow. It shows that the
form of the equation is primarily a consequence of the
Cartesian geometry and of the linearization around the
laminar profile.
The reflection symmetry on the midplane in plane Cou-
ette flow allows for the existence of stationary solutions,
of the type analyzed in [31]. In the absence of this sym-
metry, all ECS for PPF are advected in streamwise di-
rection. The travelling waves in plane Couette flow de-
scribed in [39] also lack this symmetry and the analysis
we describe here should also apply to localized versions
of these travelling waves. Therefore, the ansatz for the
flow field in the tails has to include the advection, and we
take a spanwise periodic and streamwise travelling field
of the form
u(x, y, z, t) = u(y) exp [iγz − µ(x− ct)/Re] . (3)
3In this ansatz γ is the spanwise wavenumber, c is the wave
speed and µ is the decay rate that we want to calculate.
Substituting the ansatz and the PPF baseflow in Eq. 2
then gives
u′′ − (γ2 + µ(c+ y2 − 1))u = 0 (4)
and we have to seek solutions that satisfy the friction
boundary conditions u(±1) = 0. A general solution of
this second order differential equation can be given in
terms of parabolic cylinder functions Dν(z) [40],
u(y) = a ·Dν1(
√
2 4
√
µy) + b ·Dν2(i
√
2 4
√
µy). (5)
with indices ν1 = (−γ2 − cµ+ µ−√µ)/(2√µ) and ν2 =
(γ2 + (c − 1)µ − √µ)/(2√µ). The boundary conditions
u(±1) = 0 provide a set of linear equations that only has
non-trivial solution if the discriminant
f(µ) = Dν1(−
√
2 4
√
µ) ·Dν2(i
√
2 4
√
µ)
−Dν1(
√
2 4
√
µ) ·Dν2(−i
√
2 4
√
µ). (6)
vanishes. This function is readily evaluated using suit-
able numerical software, and one can compute or read
off the zeros from curves like the ones shown in Fig. 3(a).
The specific case in Fig. 3(a) uses the parameters c = 0.85
(the average wavespeed of POE at Re = 1100) and
γ = 1.0, and has zeros at µ = −54.9, −48.97 and 57.26.
However, the properties of the eigenvalues and the
eigenfunctions become more transparent when consider-
ing the relation between (4) and an eigenvalue problem
for a one-dimensional Schro¨dinger equation with a po-
tential V (y),
− u′′ + V (y)u = Eu. (7)
Eq. 4 is then reinterpreted as an eigenvalue problem for
(7) with potential V (y) = γ2 + µ(c− 1) + µy2, boundary
conditions u(±1) = 0, and eigenvalue E = 0. Since γ and
c are prescribed, the task is to determine µ such that the
eigenvalue problem has a consistent solution. Examples
of the potential and its eigenvalues are shown in Figs.
3(b) and (c). This form of the eigenvalue problem allows
some qualitative conclusions and approximations to the
decay rates and the shape of the profiles. As the type of
the potential changes when µ changes sign, we consider
the downstream and upstream situations separately.
On the downstream side, µ = κ2 is positive. Then the
potential V (y) is a harmonic oscillator with a minimum
at y = 0 of depth Vmin = γ
2 + (c − 1)κ2 and curvature
V ′′ = 2κ2. The minimum of the potential has to be nega-
tive, so that c < 1 and κ2 > γ2/(1−c). The region where
the potential is larger than the eigenvalue, V (y) > 0, is
the classically forbidden region where the solutions usu-
ally fall off quickly. So if the boundary points y = ±1
are sufficiently far inside the forbidden region they may
be moved out to ±∞ with little effect on the eigenval-
ues (and the eigenfunctions). For the case shown in
Figs. 3(b) the forbidden region starts near |x| ≈ 0.4 and
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FIG. 3: Determination of the decay exponent µ. Panel (a)
shows f(µ) vs. µ for γ = 1.0 and c = 0.85. The zeros are
marked by blue symbols. Circles and squares are used if the
corresponding profile is symmetric and asymmetric, respec-
tively. At µ = 413 (not shown) another zero with an asym-
metric profile exists. Panel (b) shows the potential V (y) for
the downstream decay, for γ = 1.0, c = 0.85 and µ = 57.26
(blue), where a symmetric eigenfunction with eigenvalue 0 ex-
ists (red). Panel (c) shows the potential for the parameters
γ = 1.0, c = 0.85 and µ = −48.97 (blue) on the upstream side.
Here, 0 is an eigenvalue with a symmetric eigenfunction (red),
while the asymmetric eigenfunction (green) corresponds to an
eigenvalue of 1.51. The dashed lines in (b) and (c) indicate
the positions of the eigenvalues for the eigenfunctions of the
same color.
the approximation to consider the boundary conditions
u(±∞) = 0 is justified. The ground state for such a har-
monic potential has a Gaussian form, u ∝ exp(−κy2/2)
and an eigenvalue that lies at a value κ above the mini-
mum, so that the equation for κ becomes Vmin + κ = 0
or
γ2 − (1− c)κ2 + κ = 0. (8)
The relevant solution of this quadratic equation is
κ0 =
1
2(1− c) +
√
γ2
1− c +
1
4(1− c)2 . (9)
For the specific case shown in Fig. 3, this results in the
approximate values µ0 ≈ 57, in excellent agreement with
the value µ = 57.26 from the exact expression. The cal-
culation also shows that the eigenfunction can be well
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FIG. 4: Streamwise velocity profiles on the downstream (a)
and upstream (b) side for the states POE (red) and POEyz
(blue) at Re = 1100 and Re = 1800, respectively. Circles
represent DNS data and solid lines are used for the model
profiles. In addition, the dashed green lines show a gaussian
exp (−κy2/2) in (a), and an Airy function in (b), as approx-
imate eigenfunctions for the corresponding eigenvalue prob-
lems for POE . Since the profiles are symmetric to the center-
line, only one half of the channel width is shown.
approximated by a Gaussian controlled by κ ≈ 7.55, as
shown by the dashed green line in Fig. 4(a).
On the upstream side, µ is negative, and the potential
is an inverted parabola with a maximum in the middle,
Vmax = γ
2+(1−c)|µ|. The potential assumes its minima
at the walls, Vmin = γ
2 − |µ|c, and since these minima
have to be negative, we have |µ| > γ2/c. The potential
starts with a linear slope away from the wall, so that the
approximate potential has the form V ≈ Vmin + 2|µ|y˜,
where y˜ = y + 1 is the distance from the wall at y = −1.
Proceeding as in the previous case one notes that the
corresponding reference eigenvalue problem is that for
eigenstates in a linear potential, with boundary condi-
tions u(0) = u(∞) = 0. This problem has Airy functions
as its basic solutions, and a first eigenvalue at E1(2|µ|)2/3
above the potential minimum, where E1 = 2.338 is the
numerical value in a potential with slope 1, [41]. Accord-
ingly, the determining equation for µ becomes
γ2 − |µ|c+ E1(2|µ|)2/3 = 0, (10)
with the approximate solution |µ| ≈ (4.676/c)3(1 +
0.029c2γ2). For TWE at Re = 1100 the decay rate from
the approximate model becomes µ = −86, which dif-
fers considerably from the value obtained from the exact
equation. The reason for this discrepancy is apparent
from the form of the potential: the classically forbidden
region lies in the center, but the value of the potential
is not very high, so that the profile still maintains a sig-
nificant value near 0 before it enters the other boundary
layer. The approximate expression for the eigenvalues
shows, however, that this situation will change when the
structures are closer to the wall where the wave speed c
becomes smaller and the damping |µ| stronger. Similarly,
also larger values of γ will give stronger localization near
the wall and along the streamwise direction.
In order to compare the predictions for the decay from
the model (2-6) to the DNS data for the two states POE
and POEyz we have to extract decay rates from the DNS
data. For the decay constants we fit an exponential to
the spanwise wall-normal maximum of the streamwise ve-
locity component on the downstream and upstream sides
of the structures. To avoid congestion by transients, we
only use data that are at least 100d (upstream side) and
50d (downstream side) from the center of the structures.
The domains used in the simulations are therefore neces-
sarily very long. For the orbit POE the decay constants
were calculated in a domain with a streamwise length Lx
of 565h. For shorter domains decay rates that are smaller
in absolute value, corresponding to a slower decay, are ob-
served. The rates for the tails of the two structures and
for different Reynolds numbers are shown in Figs. 5(a)
and (b) using solid symbols.
The spanwise wavenumber γ that enters the model
represents the wavenumbers in the structures that dom-
inate the tails, and does not need to coincide with the
wavenumber of the domain. We therefore compared the
observed decay with decays computed from (6) for dif-
ferent values of γ. For POE we find that the best fit is
achieved for γ = 1, the wavenumber of the domain. For
the mirror symmetric state POEyz the best agreement
with the numerical data is achieved for γ = 4, twice the
value of the domain size. This decrease in wavelength in
the tail is induced by the spanwise mirror symmetry of
the structure and reflected in the presence of four streaks
in Fig. 1(a)
The ansatz for the velocity field in (3) describes the de-
cay in downstream direction as exp(−µx/Re), and sug-
gests that both the upstream and downstream length of
the structures should increase proportional to Re. How-
ever, the eigenvalue problem (4) for µ contains an im-
plicit Re dependence due to the variation of the wave
speed c(Re). As shown in Fig. 5(c), the wave speed c,
determined as the average wave speed of an ECS calcu-
lated by dividing the displacement over one period by
the length of the period, increases with Reynolds num-
ber. It is only once this dependence is taken into account
that the localization rates determined from the DNS and
from the model give the very good agreement shown in
Figs. 5(a) and (b). The model data are also shown in
Fig. 2(a) where a black line indicates the theoretical pre-
diction for the streamwise component (blue). The effects
of the Reynolds number dependence on the localization
length of the structures are different on the upstream and
downstream side. On the upstream side, Fig. 5(a) shows
that µ becomes less negative with increasing Re. Ac-
cordingly, the localization length, defined as Re/|µ|, in-
creases with Re and the structures become stretched out
along the wall. On the downstream side, Fig. 5(b) shows
that µ(Re) increases, roughly proportional to Re, so that
the localization length Re/|µ| varies only little. This is
in agreement with observations in [28]. The localization
properties of modes with different spanwise wavenumbers
γ are shown in Fig. 6. The increasing absolute value |µ|
on the upstream side indicates more strongly localized
structures, whereas there are little changes on the down-
stream side. The wave speeds used in Fig. 6 are near 1/2.
In the limit c→ 1, which may be obtained for structures
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FIG. 5: Decay constants for exact coherent states as a func-
tion of Reynolds number. (a) Upstream side for POE (red)
and POEyz (blue). The model predictions, which are ob-
tained from roots of Eq. 6, are shown as continuous lines, the
decay rates fitted to the DNS data as triangles and squares,
respectively. (b) Same as (a) for the downstream side. (c) Av-
erage wavespeed for both states. The variation in wavespeed
with Re is responsible for the variation in decay constants.
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FIG. 6: Dependence of the decay constants µ on the spanwise
wavenumber γ for different wavespeeds c for the symmetric
profile on the upstream (solid) and downstream side (dashed).
that are localized in the center, and in the limit c → 0
for structures that are localized very close to the walls,
the eigenvalues diverge and the structures should become
strongly localized (in the downstream and upstream di-
rection, respectively). However, we do not have examples
of flow structures on which to verify this prediction.
The present extension of the Brand&Gibson [31] anal-
ysis to advective structures in PPF shows how the decay
and the profile of the structures on the downstream and
upstream side are related to the wave speed and span-
wise wavenumber. Similar analyses should be possible
for other advected structures, such as localized version
of travelling waves in plane Couette flow [39] or localized
structures in the asymptotic suction boundary layer [42].
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