Abstract. Performing global alignment between protein-protein interaction (PPI) networks of different organisms is important to infer knowledge about conservation across species. Known methods that perform this task operate symmetrically, that is to say, they do not assign a distinct role to the input PPI networks. However, in most cases, the input networks are indeed distinguishable on the basis of how well the corresponding organism is biologically well-characterized. For well-characterized organisms the associated PPI network supposedly encode in a sound manner all the information about their proteins and associated interactions, which is far from being the case for not well characterized ones. Here the new idea is developed to devise a method for global alignment of PPI networks that in fact exploit differences in the characterization of organisms at hand. We assume that the PPI network (called Master) of the best characterized is used as a fingerprint to guide the alignment process to the second input network (called Slave), so that generated results preferably retain the structural characteristics of the Master (and using the Slave) network. We tested our method showing that the results it returns are biologically relevant.
Introduction
High-throughput technologies, including genome sequencing, expression profiling, cellular localization and other methods for large-scale protein-protein interactions, have provided a large amount of information for few well-characterized model organisms such, as for instance, the yeast Saccharomyces cerevisiae [6, 11] . On the other hand, for many organisms, the genome sequence has been determined, but coding sequences have been functionally annotated on the sole basis of sequence similarity. Although it is certainly true that similar protein sequence implies similar protein function, inferring protein functions of not yet well characterized organisms by exploiting protein sequence similarity to other organism proteins may be complicated by specie-specific diversifications or when species are not closely related. Furthermore, it has been noted that to fully understand cell activity, proteins cannot be analyzed independently from the other proteins of the same organism, because they seldom act in isolation to perform their tasks ( [18] ).
The protein-protein interactions of a given organism are usually modeled by a network, called protein-protein interaction (PPI) network, highlighting the mutual interactions between pairs of proteins. By comparing the PPI networks of different organisms the complex mechanisms at the basis of evolutionary conservations can be uncovered and the biological meaning of groups of interacting proteins belonging to not yet well characterized organisms can be thus inferred. As a result, a number of approaches have been recently presented in the literature for local [13, 3] and global [15, 16, 7, 10, 12] alignment of PPI networks.
In this context, the research presented here deals with global alignment of PPI networks. Global network alignment aims at finding a unique (possibly, the best) overall alignment of the input networks, in such a way that all the nodes of the networks are mapped. Unfortunately, exact algorithms for PPI network global alignment cannot be afforded, inasmuch as the PPI network alignment problem can be reduced to subgraph isomorphism checking, that is known to be NP-complete [5] and, therefore, heuristic approached are to be adopted.
A common characteristics of known methods for global alignment handle their input PPI networks symmetrically, that is to say, they do not take advantage of the (usually available) knowledge about how well the corresponding organisms are biologically well-characterized. Indeed, while for well-characterized organisms, the associated PPI networks supposedly encode in a sound manner all the information about their proteins and associated interactions, this is far from being the case for not well characterized ones. Therefore, it seems sensible to devise methods for global alignment that in fact exploit differences in the characterization of the organisms at hand, which is precisely the main idea underlying this paper. In particular, in our approach, the PPI network (called Master) of the best characterized organism is used as a fingerprint to guide the alignment process to the second input network (called Slave), so that generated results preferably retain the structural characteristics of the Master network. This is obtained by generating from the Master (and using the Slave) a finite automaton, called alignment model, which is then fed with a (linearization of) the Slave network for the purpose of generating, via the Viterbi algorithm, matching subgraphs. In this way most of the structural information of the Master is kept, while only the Slave information useful to understand how much of the Master has been conserved in the Slave is exploited in the alignment process. Such an asymmetric alignment may be relevant for example when the Master network is refined with information taken from multiple literarure sources, also taking into account the accuracy of each reported interaction (see [9] for the Saccaromices cerevisiae network). Indeed, the Master may contain in this case valuable information for the search of known complexes modelling the cell machinery of other less studied organisms.
While our technique is valuable in all those cases where the biological characterization of the input organisms is rather different, it can demonstrate itself useful also in cases where the two input networks are in fact equally well characterized. Indeed, in such cases, one of the input networks can be set as the Master, while the other is used as the Slave, thus "constraining" the alignment process to be preferably bound to the first network structural characteristics. The process can be then continued by exchanging the roles of the two networks at hand.
In more detail, the technique presented here amounts to iteratively extracting similar connected subgraphs from the input networks. The algorithm starts by searching for an initial seed, that is, a best pair of proteins (p, q) (one from the first network and one from the second) to be matched. To this end, information about both protein sequence similarity and networks topology are used 3 . Then, the seed is expanded to a pair of matching subgraphs of the two input networks by exploring the nodes adjacent to p and q. When a new pair of connected subgraphs is eventually discovered, the two subgraphs are deleted from the input networks and the subgraph extraction procedure is started again. The process is iterated until no further solutions can be generated. The set of all the protein pairings resulting from the discovered subgraph matchings makes the global alignment between the input networks.
In order to asses the effectiveness of the approach, several experiments have been conducted over the PPI networks of Saccharomyces cerevisiae (yeast) and Drosophila melanogaster (fly). Experimental results on the these two networks demonstrate that our technique is able to find biologically significant subgraph pairings, some of which are not generated by other global alignment methods.
The rest of the paper is organized as follows. In Section 2 some basics concepts are illustrated. In Section 3 the procedure to match connected subgraphs is described, while Section 4 illustrates the algorithm we propose to perform global alignment of two PPI networks. In Section 5, the main results obtained by applying the technique to align the yeast and fly networks are illustrated. Finally, in Section 6, brief conclusions are drawn.
Preliminaries
A PPI network can be modeled as an indirect graph N = P, I , where P is a set of nodes, each denoting a specific protein in the considered organism, and I is the set of edges representing protein-protein interactions. Nodes can be labeled by protein names or by database ids. Now, let us denote with a • b the concatenation of elements (or pairs) a and b. Analogously, for elements (or pairs) a 1 , a 2 , . . . , a n ,
• (a n−1 • a n )))), and, for an ordered set A,
• (a n−1 • a n )))) where A = a 1 , a 2 , . . . , a n . Furthermore, given a PPI network N = P, I and a node p ∈ P, the adjacency set of p is the set ad j(p) = {q ∈ P|{p, q} ∈ I} of nodes adjacent to p.
Next we introduce the technical machinery useful to our purposes. We begin by modeling the Master network by defining its associated automata, called the alignment model, which is defined below.
Definition 1. (Alignment model)
Let N M = P M , I M and N S = P S , I S be two PPI networks that we call Master and Slave, resp., and let k be an integer such that k ≥ 1. Furthermore, let D be a set of triplets p, q, s pq and s th be a real value such that for p ∈ P M and q ∈ P S , s pq is the similarity value for p and q and s th is a threshold value. Finally, let v and v be two values such that v < v .
An alignment model M of order k for N M w.r.t. N S is a finite state automaton such that:
-the states of the automaton include one state for each protein in P M ∪ P S and, moreover, states β, τ, and a set of states h defined as follows; -β is the initial state and it is linked to itself by a transition with value v;
-the state τ is linked to itself by a transition with value v; -each node of P M corresponds to a state of level 0, presenting an input transition from the node β with value v , and an output transition towards the node τ with value v; -for each state of level i = 0, . . . , k − 2 corresponding to a node p ∈ P M , there is a set of states of level i + 1 linked in input and in output to the state of level i by transitions with value v . Each state of level i + 1 corresponds to a node p ∈ ad j(p); -each state of level i = 0, . . . , k − 2 corresponding to a node p ∈ P M , is linked to a state i+1 by a transition with value v. The state i+1 , in its turn, is linked to itself and to the node p by transitions with value v; -states β and τ emit any symbol with emission value equal to 1; -each state of level i corresponding to a node p ∈ P M emits symbols of the type (q, i) (q ∈ P S ) whose emission value is equal to 1 if s pq ≥ s th , while it is equal to 0 otherwise; -each state i emits symbols of the type (q, j) (q ∈ P S , j ≥ i) with emission value 1, and all the other symbols with emission value 0. Figure 1 shows the generic structure of an alignment model of order two. Note that each output sequence of an alignment model can be obtained by following the different paths in the model. Each path has a specific value, and goes through at most one state of level 0, even several times. Furthermore, the value v characterizes input/output transitions to/from states corresponding to nodes in P M , while the value v characterizes transitions corresponding to the other states.
Let π be a path of the alignment model and w(π) be its weight, that is, the sum of the values of the transitions in π. Intuitively, we point out that paths scoring high weights will correspond to good pairings between Master and Slave nodes, as will be more clear below. Indeed, the weights give a measure of how much the Slave "matches" the Master for the nodes involved in the corresponding paths.
As already pointed out in the Introduction, in order to perform the alignment process using the alignment model, the Slave network has to be first linearized. The following definitions are useful to this aim.
Definition 2. (k-tour)
Let N = P, I be a PPI network, p ∈ P and k be an integer, k ≥ 1. A k-tour for p, is defined as tour k (p) = T k (p, 0) where, for a generic node a: 
The following definition extends previous Definition 2 to leave out a specific group of nodes from the adjacent sets under consideration.
Definition 3. (partial k-tour)
Let N = P, I be a PPI network, p ∈ P, k be an integer, k ≥ 1 and Q be a subset of P. A partial k-tour for p is defined as:
where, for a generic node a:
Both a k-tour and a partial k-tour can be referred to a specific set of nodes Q ⊆ P. In such a case, they are denoted by
, where ord(Q ) is any given permutation of the elements of Q . 4 
Subgraph extraction
This section describes the technique designed to match connected subgraphs. As already pointed out, it uses alignment models and k-tours defined in Section 2, along with the Viterbi algorithm [4] . The Viterbi algorithm has been proposed in 1967 [17] as a method of decoding convolutional codes, and it has been also exploited to solve the problem of estimating the state sequence of a discrete-time finite-state Markov process observed in memoryless noise [4] . In this work, we apply it to find the path scoring the maximum weight on the alignment model, without referring to any probabilistic meaning. In the following, we assume that, for each pair of proteins belonging to distinct networks, a basic similarity value (e.g., protein sequence similarity [1] ) is known and stored in a suitable dictionary. Let N M = P M , I M and N S = P S , I S be the two input PPI networks, where N M is the Master and N S is the Slave. Let D be a dictionary of basic similarities, that is, a set of triplets p x , p y , s b such that p x ∈ P M , p y ∈ P S and s b is the basic similarity between p x and p y . Finally, let k be an integer such that k ≥ 1. The procedure Connectedsubgraphs Extraction includes two main steps:
1. find the pair of nodes (p 0 , q 0 ), such that p 0 ∈ P M and q 0 ∈ P S , to be set as best-pair, that is, the seed pair of nodes making the starting solution S 0 ; 2. expand S 0 to obtain the solution S f corresponding to a pair of similar connected subgraphs C L and C F of the two input networks.
Step 1 and Step 2 are performed by two algorithms, called Best-pair Finder and Expander, that are described in detail in the following sections.
Best-pair Finder
Given the two networks N M and N S , the integer k and the dictionary D of basic similarity in input, Best-pair Finder returns in output the best-pair (p 0 , q 0 ) as follows.
An alignment model M of order k for N M w.r.t. N S is generated, and a k-tour T F for the set of nodes in N S is considered as the output sequence of M. Here, high weights of the paths on M correspond to good pairings between Master and Slave nodes. In fact, the value w(π) of a path π gives a measure of how much the Master node corresponding to the state of level 0 in the path "matches" with the emitted symbol, that corresponds to a Slave node. The notion of "good matching" we adopt is referred to the basic similarity associated with both p 0 and q 0 , and their correspondent adjacent nodes.
To obtain the best match between a node p 0 of the Master and a node q 0 of the Slave, the path π scoring the maximum weight has to be chosen, and the Viterbi algorithm [4, 8] is exploited to this aim. Figure 3 (a) , where the lef-most one is the Master and the right-most one is the Slave. We set k = 2 and in Figure 3 (b) the pairs of proteins whose basic similarity is greater than the input threshold are shown. Figure 4 illustrates the alignment model M of order k for the Master w.r.t. the Slave (we adopted a compact view in which the transition values v and v are omitted and the states are represented by circles adjacent to the corresponding nodes).
Example 2. Consider the two networks shown in
(a) When the Viterbi algorithm is applied, the following path on M is returned:
The path π associates the first symbol of T F , that is, the node q 1 of the Slave, to the Master node corresponding to the state of level 0 in π, that is, p 4 . Therefore, the returned best-pair is (p 4 , q 1 ).
However, to better understand why this is the returned solution, let us consider the following five alternative paths on M:
Following the same reasoning as before, the path π 1 leads to the pairing of nodes p 1 and q 1 1 . Note that such a better matching depends on both the topology and the node similarities characterizing the two networks.
Both the paths π 4 and π 5 produce the pairing (p 2 , q 4 ), while the path π 2 pairs p 3 and q 3 . Note that, like π, the paths π 2 , π 4 and π 5 also pass through five v transitions. Thus, each one of the pairs (p 4 , q 1 ), (p 3 , q 3 ) and (p 2 , q 4 ) would produce a good matching.
Finally, we note that path π 3 is a special one. In fact, it does not contain any state of level 0, and does not pass through any state characterized by v transitions. Thus, it would be returned by the Viterbi algorithm only if there is no pair of proteins sharing basic similarities greater than the threshold.
Expander
Once that the best-pair of proteins composing the starting solution S 0 = {(p 0 , q 0 )} is computed by Best-pair Finder, S 0 has to be expanded until no more proteins belonging to connected sub-graphs we are generating can be paired.
The Expander takes in input two networks N M and N S , an integer k, the current solution S 0 and the basic similarity dictionary D, and returns in output the solution S f corresponding to matching two connected subgraphs in the input networks.
To expand S 0 , the Expander algorithm first analyzes the adjacent sets ad j(p 0 ) and ad j(q 0 ) to find a suitable pair (p 1 , q 1 ), such that p 1 ∈ ad j(p 0 ) and q 1 ∈ ad j(q 0 ), to be added to S 0 . This process leads to the generation of a new partial solution S 1 = {(p 0 , q 0 ), (p 1 , q 1 )}. The algorithm works analogously to expand S 1 until the final solution S f is generated.
At the generic step i, the pair (p i , q i ) is computed according to the following procedure. Let S i−1 = {(p 0 , q 0 ), (p 1 , q 1 ), (p 2 , q 2 ), . . . , (p i−1 , q i−1 )} be the solution at the step i − 1. A partial k-tour T F p for the set of nodes in N S on the set Q = {q 0 , q 1 , . . . , q i−1 } is generated, as well as a special alignment model M p for N M . This model is obtained accordingly to the following variant of Definition 1:
-Nodes in the set P = {p 0 , p 1 , p 2 , . . . , p i−1 } can not be associated to states of level greater than 0, and only nodes in P are states of level 0. Furthermore, states of level 0 are not linked to any state , nor to the state τ; -each state of level 0 emits symbols of the type (p, q), such that p ∈ P and q ∈ Q with value 1, and any other symbol with value 0; -there is a transition with value v from each node of level 1 to the node τ; -there are no transitions from nodes of level 1 to nodes of level 0;
We call partial alignment model the alignment model M p generated as described above. Differently from the alignment model of Definition 1, M p allows to select pairs of proteins belonging to the adjacent sets of already chosen proteins, obtaining the correspondence between connected subgraphs as a final solution.
The partial tour T F p is used as the output sequence of M p , and the Viterbi Algorithm is applied again to find the path π scoring maximum weight. Then, the pair (p i , q i ) corresponding to π is added to S i−1 , generating this way the new solution S i .
Note that, in the partial alignment model, only nodes of level 1 concur to generate the solution, while nodes of level 0 guarantee that, if the subgraphs generated at the previous step are connected, the new ones will be connected as well, and sharing the same spanning tree.
Example 3. Consider again the two networks in Figure 3 . As discussed in Example 2, Best-pair Finder returns the solution S 0 = {(p 4 , q 1 )}. Consider the following partial 2-tour for the set Q = {q 1 }: When Expander is called, the path π = β, p 4 , p 3 , τ, . . . , τ is returned by the Viterbi algorithm and the solution S 1 = {(p 4 , q 1 ), (p 3 , q 3 )} is generated at the first iteration. Then, the partial tour T F p = {(q 1 , 0), (q 1 , 0), (q 4 , 1), (q 1 , 0), (q 2 , 1), (q 1 , 0)} and the partial model M p displayed in Figure 5 (b) are produced, leading to the solution
At the third iteration, the partial tour T F p = {(q 1 , 0), (q 2 , 1), (q 1 , 0), (q 3 , 0), (q 2 , 1), (q 3 , 0), (q 4 , 0)} and the partial model M p shown in Figure 5 (c) are generated. In this case, the Viterbi algorithm returns the path π = {β, β, β, β, β, β, p 2 }.
Since π does not contain any state of level 1, this means that no further node can be added to the final solution, that is then S 2 . The constructed match between the two connected subgraphs is shown in Figure 6 . 
Global alignment
To perform a global alignment between two networks N M = P M , I M and N S = P S , I S , the procedure Connected-subgraphs Extraction, illustrated in Section 3, is called iteratively on the two input networks, at each iteration discarding from the analysis protein nodes belonging to the current solution. The process stops when no further correspondence between pairs of subgraphs is returned. Discarding nodes means eliminating them and all the associated edges from the input networks. This way, a one-to-one correspondence between pairs of nodes in the two networks is constructed. Figure 7 illustrates a snapshot of the algorithm Global Alignment. In detail, the two networks N M and N S and an integer k are provided in input, and the output solution S is set equal to the empty-set at the beginning. Then, the procedure Connected-subgraphs Extraction is called on N M , N S and k, and the solution S i it returns is added to S. At this point, nodes included in S i and all the associated edges are eliminated from the two networks, and Connected-subgraphs Extraction is called again until it does not return any further solution. The final S returned in output will consist in a set of correspondences between pairs of (non-overlapping) connected subgraphs of N M and N S .
Experimental Results
We tested our technique on the two PPI networks of Saccharomyces cerevisiae (yeast) and Drosophila melanogaster (fly). We exploited interaction data collected from BI-OGRID [2] and DIP [14] . In particular, the resulting yeast network has 5, 443 nodes and 31, 898 interactions, while the fly network has 7, 404 nodes and 25, 830 interactions. The size of the two interaction datasets highlights that the yeast is better characterized than the fly, since a smaller number of fly interactions has been discovered although D. melanogaster has a larger number of proteins than S. cerevisiae. This is also confirmed by the larger amount of documentation available for the yeast.
We run BLAST [1] to compute the basic similarity dictionary D containing the sequence similarity of pairs of proteins in the two networks. In particular, we exploited the BLAST bit-score to measure protein sequence similarity.
We performed two different series of experiments, in both cases comparing our results with those returned by one of the most successful tools for global alignment, that is, IsoRank [12] . IsoRank is based on the eigenvalue concept similar to that of the Google PageRanking. It works in two stages: first associate a score with each possible match between nodes of the two networks, and then construct the mapping for the global Global Alignment Input: -a basic protein similarity dictionary D -two PPI networks N M = P M , I M and N S = P S , I S -an integer k Output: a set S = {S 1 , S 2 , . . . , S p }, where each S i is a set of node pairs representing the correspondence between two connected subgraphs of N M and N S 1: set S = ∅ 2: repeat 3:
call Connected-subgraphs Extraction on N M , N S , k and D
set S = S ∪ {S i } 5:
set
set I M = I M − I M , where I M is the set of edges associated with nodes in P M 7:
set P S = P S − P S , where P S = {q 1 , q 2 , . . . , q m } 8:
set I S = I S − I S , where I S is the set of edges associated with nodes in P S until S i ∅ Fig. 7 . Global Alignment network alignment by extracting mutually-consistent matches according to a bipartite graph weighted matching performed on the two entire networks.
In the first series of tests, we set the yeast network as the Master and the fly network as the Slave. Then, analyzed things the other way around. In both cases we fixed k = 2, and exploited a threshold value of 40.00 on the sequence similarity in order to discard those pairings corresponding to low biological meaning.
The yeast as the Master and the fly as the Slave
When the yeast PPI network has been set as the Master, our system returned a global alignment involving 945 protein pairings, with BLAST similarity bit-scores in the range [45.0, 820.5] . This confirms that the two organisms are not too much related from the evolutionary point of view.
On the same PPI networks, IsoRank returned a global alignment involving 5, 499 protein pairings. The fact that the alignment returned by our approach involves a smaller set of pairings is due to the threshold value that we forced on the sequence similarity. In fact, relaxing that constraint the number of returned protein pairs becomes larger. Although when, as in the discussed case, the global alignment returned by our system involves a smaller set of pairings than IsoRank, our system returned pairings (in this case, 764 pairings) that IsoRank did not. On the other hand, all those pairings returned by IsoRank but not by our system have sequence similarity lower then the threshold value. Theese results point out that aligning the two networks from a different point of view, where the approximation plays different roles on the two sides and only what of the Master is conserved in the Slave is searched for, leads to different and still biologically meaningful results. Table 1 illustrates the top 20 pairings, if results are ordered by protein sequence similarity. In particular, both SWISSPROT ids and protein names, when they were available, are shown, together with the sequence similarity between the pair of associated proteins. The only three of these pairings found also by IsoRank are outlined in Italic. The yeast proteins shown in Table 1 are correctly paired by our system with the fly homolog when available or with a very similar counterpart. The proteins aligned include enzymes involved in carbohydrate metabolism (P16862 / P52034; P00890 / Q9W401; P23337 / Q9V FC8), mitochondrial enzymes involved in various metabolic pathways (Q00711 / Q94523; P00890 / Q9W401; Q08822 / Q7JWF1), glycosyl trasferase (P39007 / Q9XZ53) and other enzymes, but also chaperonin proteins (P22202 / O97125; Q05931 / P29845; P19882 / Q9V MN5) and proteins involved in endocytosis (P36022 / Q9U3Y5; P41810 / P45437) are part of the graph. Figure 8 displays one of the pairs of connected subgraphs associated during the alignment process. In particular, some of the considered proteins are probably involved in protein import into peroxisome matrix and fatty acid beta-oxidation.
The fly as the Master and the yeast as the Slave
When the fly has been exploited as the Master and the yeast as the Slave, the system returned a global alignment involving 707 pairings. Also in this case, there are 589 pairings that IsoRank did not returned. This series of experiments allowed us to make some interesting considerations. In fact, when the focus is turned on the fly network, and most of its structural information are kept, the resulting alignment is smaller than in the previous case. This is possibly due in part to the fact that the yeast is better characterized than the fly, thus, it presents a larger number of interactions. When the yeast is the Slave, most of its structural information gets lost, and thus some of the associations found in the previous case are no longer recognized.
A second key to explain the results is the following. When a PPI network is exploited as the Master, this makes the search process to follow a precise direction, that is, searching for those regions of the Master which have been conserved in the Slave. Our analysis shows that, according to the available interaction data, there are more yeast regions that have been conserved in the fly than vice versa, which is reasonable observing that the fly is a more complex organism than the yeast. Another aspect to consider is that, also in this verse, the system is able to return significative associations. Table 2 illustrates the top 20 pairings w.r.t. protein sequence similarity, where only nine pairings (highlighted in Italic) have been returned also by IsoRank. Note that six pairings, pointed out in bold, have been found also in the case yeast-Master and fly-Slave. Looking at Table 2 it is possible to observe that our system correctly pairs most conserved proteins that include, as in the previous example, mainly metabolic enzymes (P41572 / P53319; Q76NQ9 /P15274; P52029 / P12709; CG9244 / P39533; Q8IQQ0 / P20967), glycosyl trasferase (P39007 / Q9XZ53), aminoaciltRNA-synthetase (Q8IP94 / P04801; Q0E993 / P07806) that are crucial enzymes for protein synthesis, and RNA polymerase subunits (P25167 / P22276). Yeast dynein heavy chain, that in Table 1 was paired with the fly homolog, here is paired with the fly male fertility factor kl3. Nevertheless, this unknown fly factor is probably a dynein subunit because of its molecular features and its inferred GO annotations.
The two global alignments obtained for the two different settings of the Master and the Slave share 181 pairings.
Conclusions
We proposed a method for global alignment of PPI networks, based on a "Master-Slave" approach. In particular, one of the two input networks is set as the "Master", and the other one as the "Slave". The difference between Master and Slave is that most of the Master structural information, suitably encoded by a finite state automaton, are kept and exploited during the alignment process, while the Slave is linearized in order to be considered as a possible output of the automaton. The goal of the approach is that of using the Master as a guide for the global alignment to be performed, in order to search for those regions of the Master that are conserved in the Slave. Experimental results on the two networks of Saccharomyces cerevisiae and Drosophila melanogaster showed that our technique is able to find significant pairings, and confirmed that exchanging the Master with the Slave the alignment process takes different directions.
The method is general enough to be applied to other types of networks. Furthermore, the approach can be extended to handle multiple network alignment by iteratively aligning pairs of networks and taking, at any iteration, the set of already aligned networks, encoded as a suitable finite state automaton, as the Master. We argue that, when more reliable and accurate interaction data will be available, our approach can effectively support the discovery and prediction of unknown protein functions for the less characterized organisms, providing a new direction of investigation that is orthogonal to those of the other techniques.
