Verschiedene Klassifikationsverfahren konnten bereits zeigen, dass es möglich ist, zwischen gesunden Säuglingsschreien und pathologischen Säuglingsschreien zu unterscheiden. Bislang fehlte jedoch ein systematischer Vergleich der verschiedenen Ansätze. Für diesen Artikel wurden in einer systematischen Literatursuche 9 Klassifikationsmodelle identifiziert, die bereits in der Säuglingsschreiforschung genutzt wurden. Zusammen mit drei weiteren, bislang ungenutzten Ansätzen, wurden die Schreie von gesunden Säuglingen sowie von Säuglingen mit Laryngomalazie, Lippen-Kiefer-Gaumenspalte, Hörstörung, Sauerstoffmangel und Hirnschädigung anhand ihrer akustischen Parameter klassifiziert. Die Leistungsfähigkeit aller Modelle wurde mittels eines standardisierten Schemas nach Genauigkeit, Überanpassung an den Trainingsdatensatz und Nachvollziehbarkeit des Verfahrens bewertet und verglichen. Die Ergebnisse zeigen, dass einige der Modelle Schwächen in der Genauigkeit und Nachvollziehbarkeit aufweisen. Jedoch erzielen Modelle wie die C5.0 und J48 Entscheidungsbäume vielversprechende Ergebnisse, die das Erkennen des jeweiligen Störungsbildes am Schrei mit einer hohen Genauigkeit ermöglichen.
IntroductIon
The infant cry is one of the earliest capabilities for human communication. In their early stage of life, infants communicate pain, discomfort or desires by crying. Infant cry research in general is an interdisciplinary field of research covering, amongst others, medical and biological aspects like anatomy, physiology and pathology, physical and mathematical aspects like acoustics and signal analysis as well as linguistic aspects like phonetics. Findings of infant cry research are relevant for various health professions like nurses, midwifes or speech therapists and medical professions like pediatricians by helping to interpret the infant cry in order to recognise an infant's needs or health state. Cries of infants can be seen as an indicator for several developmental diseases. Different types of classification algorithms have been used in the past to classify infant cries of healthy infants and those with developmental diseases. To determine the ability of classification models to discriminate between healthy infant cries and various cries of infants suffering from several diseases, a literature search for infant cry classification models was performed; 9 classification models were identified that have been used for infant cry classification in the past. These classification models, as well as 3 new approaches were applied to a reference dataset containing cries of healthy infants and cries of infants suffering from laryngomalacia, cleft lip and palate, hearing impairment, asphyxia and brain damage. Classification models were evaluated according to a rating schema, considering the aspects accuracy, degree of overfitting and conformability. Results indicate that many models have issues with accuracy and conformability. However, some of the models, like C5.0 decision trees and J48 classification trees provide promising results in infant cry classification for diagnostic purpose.
For about six decades, researchers of various scientific professions have been exploring acoustic features of the infant cry, like fundamental frequency, intensity or resonance frequencies. Many studies indicate that the infant cry is suited to identify an infant's mood, for example, hunger, tiredness or discomfort. Apart from that, research has shown that the infant cry may be an early indicator for the infant's health state. Differences in acoustic parameters have been related to central nervous system insults like brain haemorrhage or asphyxia (Lester et al., 2002; Corwin et al., 1992; Blinick et al., 1971; Nugent et al., 1996; Michelsson et al., 1977; Verduzco-Mendoza et al., 2012) , to disturbances of the vocal neuromuscular maturation (Lind et al., 1967; Golub and Corwin, 1982; Fort and Manfredi, 1998) , to various developmental disorders like hearing impairment (Möller and Schönweiler, 1999; Arch-Tirado et al., 2004; Varallyay, 2007; Etz et al., 2012) or autism (Esposito et al., 2013; Sheinkopf et al., 2012) , to brain disorders (Sirvio and Michelsson, 1976; Fisichelli and Karelitz, 1966; Wasz-Hockert et al., 1968; Karelitz and Fisichelli, 1962) and to genetic defects like the Down syndrome (Fisichelli and Karelitz, 1966; Lind et al., 1970 ), Krabbe's disease (Thoden and Michelsson, 1979) and the cri-duchat syndrome (Wasz-Hockert et al., 1968; Vuorenkoski et al., 1966) . Inspired by these promising achievements and boosted by the growing capabilities of information technology, much research has been conducted to find approaches for automatically predicting an infant's state of health based on acoustic infant cry features. Several classification model approaches originating from mathematical or computer science disciplines were applied to the infant cry. Classification model algorithms -also called supervised-learning algorithms -are trained on a training dataset containing predictor variables (e.g., acoustic features of an infant cry) and for which the classification result is known (e.g., the state of health of an infant). After the training phase has finished, the classification model can be used to classify data for which the result is not known. By this, an infant's state of health could be predicted by applying a classification model on the acoustic features measured for the infant's cry. Results reported for training such classification models are promising. However, there is no consensus on which classification models are best suited for infant cry classification. Available reports in the literature are not comparable as models were trained on different data. This article aims to provide a systematic comparison of various models used for infant cry classification. As known to the authors, this is the first systematic comparison of infant cry classification models. The remaining article is structured as follows. Section 2 introduces the structure of the systematic literature search and the classification model review. Section 3 presents the major results of this review. Models and model ratings are provided. Finally, Section 4 interprets the ratings and provides recommendations for future use of classification models in infant cry research.
MetHod
A systematic classification model comparison was conducted with a literature search aiming to identify all possible classification models and to compare them systematically. For this purpose, the model review consisted of two major parts, a literature search and the systematic model rating. The literature itself was not reviewed (as would be done in systematic literature reviews), but the classification models used were identified. Next, the classification models were applied to a common reference dataset and rated systematically. The model review was divided into two phases. First, a systematic literature search was conducted to identify which classification models have already been used in infant cry research (Section 2.1). Second, models were compared and rated on their performance in infant cry classification in a model review (Section 2.2). Sections 2.3 and 2.4 describe the dataset used as reference for the model review.
systematic literature search
For the literature search, the research question as well as inclusion and exclusion criteria were specified. For the literature search and the model review, the following major research question was stated: 'Which supervised-learning classification model is best suited to classify infant cries according to their state of health'? This main research question was split into two subquestions: (a) What supervised-learning classification models have already been used in infant cry research? and (b) Which one of these models is best suited to classify infant cries according to their state of health? Inclusion and exclusion criteria were defined. Both sets cover criteria for the publication as well as for the model approach itself. For publications to be included, they had to describe the application of classification models in infant cry research and they had to be written in English or German. The described modelling approach had to be applicable to metric explanatory variables and to nominal predictor variables and had to be robust against nonnormally distributed data. Publications were excluded if they did not provide a sufficient description of the modelling approach in order to understand how the approach worked. For the literature search, seven online libraries and indexes covering the research field were selected: ACM digital library (ACM, 2014) (Thomson Reuters, 2014) . All data sources were searched for articles describing the application of classification models in infant cry research. For the search strategy, the search term was composed to cover major keywords relevant for the research question, as well as synonyms and related terms as well as broader terms and narrower terms in order to find all relevant literature. Based on these terms, the following search string was composed:
(classif* OR predict* OR forecast* OR "machine*learning" OR "supervised*learning") AND (model* OR algorithm* OR approach*) AND (infant* OR baby OR babies OR newborn* OR neonate*) AND (cry* OR cries) Applying this search string to the libraries sometimes required adaption to the specific search engine (e.g., some libraries used the symbols '&&' instead of the keyword 'AND'; others did not support wildcards like '*', which required to write down all possible morphological variants of a word, e.g., 'predictive', 'prediction', 'predictions', 'predicting' instead of 'predict*'). After defining the setting, the literature search was conducted. The result sets of articles from each data source were collected in one central bibliography. The articles that were gathered by the initial search were scanned (title, abstract) and obviously irrelevant articles were excluded. In addition, duplicates were identified and removed. The references of the previously selected articles were explored to identify additional literature. Concluding the literature search, all articles that remained in the bibliography after the filtering were read in detail, focusing on understanding what models were applied to infant cry classification and how these models work. The relevance of the articles was confirmed and supervisedlearning classification models were extracted.
Classification Model Review
For conducting the model review, a common framework for comparing and rating the classification models was defined. Criteria for classification model quality were identified and weightings were provided. Table  1 summarises the rating scheme that was defined. All criteria are rated by an ordinal value between 0 (lowest rating) and 4 (highest rating). Values that are of metric nature were categorised into these five ratings. Rating criteria are described in the following. Only cut-off values provided 3
Only feature importance provided 2
Basic conformability 1

No conformability 0
Accuracy is the most important aspect for rating the classification models. It is defined as the precision of the model on the test dataset (a sample not used for training the classification models, but only for validating their accuracy; see Section 2.3).
where N 11 is the number of infant cries that were classified correctly and N the overall number of cries. The higher the accuracy on the test dataset, the better. To be comparable with the other criteria, the accuracy value was categorised into an ordinal accuracy category Acc from 0 to 4. 0 is the worst accuracy category (accuracy below 50%) and 4 is the best (accuracy above 96%). The degree of overfitting describes how much the model is generalisable to classify unknown cries correctly. It is computed as the difference between the accuracy of the model on the test dataset and the training dataset (c.f. Section 2.3):
Degree of overfitting=Accuracy Test -Accuracy Training.
Small values indicate better generalisability. The degree of overfitting is categorised, too. The OFit categories are from 0 (worst category, degree of overfitting higher than 30%) to 4 (best category, degree of overfitting smaller than 5%; negative values are allowed and fall into this best category, too). Conformability (Conf) depicts how well a classification model can be conformed by experts. Ratings are given in categories from 0 (no conformability) to 4 (highest conformability category). Basic conformability (category 1) requires that experts can understand how the prediction of the model came about (i.e., the way a data item was categorised is transparent). For higher conformability values, the model must provide information about the importance of the exploratory variables (category 2) or about cut-off values describing what value ranges are typical for a predicted group (category 3; here, the knowledge about value ranges was rated higher than the knowledge about which variables were most influencing for model predictions). If feature importance as well as cut-off values are provided, the highest rating (category 4) is given. Higher conformability ratings are better for evaluating the correctness of the classification model. As the rating of conformability might be subjective, this factor was rated by two independent reviewers. In cases where ratings differed between reviewers, the ratings were discussed and one rating acceptable to both reviewers was picked. The overall rating (R) was computed as the weighted average of the three categorised criteria:
Therefore, the overall rating takes a value between 0 (worst rating) and 4 (best rating). The selection of weights is discussed in Section 4. After having defined the rating scheme, four software systems were evaluated on their ability to compute the classification models that had been identified during the literature search; two proprietary software systems (IBM SPSS Statistics 20 (IBM, 2013b) and IBM SPSS Modeler 15 (IBM, 2013a) ) and two open-source systems (R 3.0.2 (The R Foundation for Statistical Computing, 2014) and RapidMiner 6 (Rapid-I, 2014) ). These four systems implemented most of the classification algorithms. Models for which no implementing software was found, had to be excluded from the review. Classification models were then applied to a reference dataset. The reference dataset contained 468 cry samples from healthy infants as well as infants with various disorders. The reference dataset is described in Section 2.3 in detail.
Classification models had many parameters influencing the quality of the model. To find the best settings for each model, different settings were tested automatically. By this, all relevant combinations of parameter settings were evaluated to find the best parameter setting for each model. Classification models were rated according to the rating scheme and results were documented. Model ratings were assessed and suggestions about which classification model approach to use for infant cry classification were provided. The interpretation of our findings is provided in Section 4.1.
Data Selection
Altogether, cry signals were recorded from 69 infants. Thirty-one of these infants were healthy, full-term babies without any pregnancy complications and indication of physical or neurological disorders. Nineteen infants were hearing impaired with a threshold above 60 dB HL. Ten infants had a unilateral cleft lip and palate (UCLP). Three infants suffering from asphyxia, two infants with brain damage and four infants with laryngomalacia were contributed to the dataset. The infants were between 1 and 7 months of age. For all infants in the pathological groups, it was ensured that they did not suffer from any other disease than the one representing the group. All cries were recorded on a Zoom H2n recorder with a sampling rate of 48 kHz, placed about 30 cm from the infants' mouth. The study was approved by the Ethic Review Committee of the Fresenius University of Applied Science. Depending on the overall duration of an infant's crying episode, 3 to 11 single-cry utterances were extracted from the episode resulting in 468 cry utterances in total. To allow the rating of model accuracy, the dataset was split into a training dataset used for training a classification model and a separate test dataset used only for rating the model accuracy. Thirty per cent of the cry samples from each group were allocated to the test dataset by chance; the remaining 70% of samples formed the training dataset. Table 2 provides an overview about group sizes for the training and test dataset. 
Acoustic Analysis
The cries were analysed acoustically with Praat Version 5.3.39 (Boersma and Weenink, 2013b) . Overall, 19 acoustic parameters were computed for each cry. For the fundamental frequency (F0), Praat's autocorrelation algorithm (Boersma, 1993) was used to calculate the median, the interquartile range and the 90th and 10th percentiles as lower and upper bounds of F0, with a setting between 100 Hz and 1000 Hz.The median of the first six formants (F1-F6) as references to frequency ranges with high spectral intensities were computed with the Burg algorithm (Press et al., 2002) . The upper frequency was set to 8000 Hz. The microvariability of vocal fold vibration (Jitter and Shimmer values) was analysed with the waveform-matching algorithm (Boersma, 2009) . For the intensity, the median, the interquartile range and the 10th and 90th percentiles were computed with Praat's intensity algorithm. With the forward cross-correlation analysis (Boersma and Weenink, 2013a) , the mean of the harmonic-to-noise ratio (HNR) and its standard deviation were estimated. The number and the degree of voice breaks were calculated as well as the fraction of unvoiced pitch frames. The duration of each cry utterance was also measured. Cry parameters were aggregated for each cry, that is, they were stationary and no temporal development was captured (stationary analysis is a common approach in infant cry research; c.f. Michelsson et al., 2002; Robb et al., 2007; Rautava et al., 2007; Branco et al., 2007; Goberman and Robb, 2005) .
results
systematic literature search
Overall, 579 articles were found by the initial search. Table 3 summarises how many articles were found in each database. Sixty-four out of 579 articles remained in the bibliography after filtering (31 articles from medical bibliography databases and 33 articles from computer science bibliographies). No additional literature was identified by exploring the bibliography of the 64 relevant articles. By reading the articles, nine different types of classification models that had been used for infant cry classification were identified. Table 4 summarises the models and lists studies that used them. 
Bayes Classifier
Amaro-Camargo and Reyes-Garcia ( 
K-Nearest Neighbour (KNN)
Cohen and Lavner (2012) Weighted Rough Set Framework Own and Abraham (2012) 
Classification Model Review
The nine identified classification models are described in the following. Classification algorithms based on fuzzy logic were neither implemented in one of the given systems, nor was it possible to find any ready-to-use software system providing fuzzy classification. Therefore, fuzzy classification could not be applied to the dataset. The same problem occurred for weighted rough sets; no ready-to-use software was found, either. Hidden Markov models were available as plug-in for one of the given systems. However, for Markov models it became apparent that they were not suited for the given dataset: Markov models are focused on temporal data, whereas the reference dataset is based on stationary parameters. To keep classification models comparable, Markov models were excluded as they would require different data from the other classification models.
Apart from the classification models identified in the infant cry classification literature, the software systems provided four additional classification models, which were included in the review; three additional classification tree approaches (C&R decision tree, CHAID decision tree and Quest decision tree) and logistic regression. Logistic regression models provide linear formulae for classifying items into categorial groups. Figure 1 summarises all classification models that were applied to the reference dataset in this article. Algorithms in filled boxes have already been used in the literature and algorithms with blank boxes have not yet been used in the literature and were included in the review. The classification models were applied to the reference dataset and rated according to the rating scheme. Table 5 provides the results of the classification model and ratings. Ratings are briefly explained in the following.
Decision Tree Ratings
Five different algorithms for training decision trees were applied to the reference dataset. Accuracy on the test dataset varied between 69.32% and 98.64% resulting in accuracy ratings Acc from 1 to 4. The highest degree of overfitting (difference between the accuracy on training and test datasets) was 24.80%, the lowest was -1.44% (i.e., the accuracy on the test dataset was higher than on the training dataset). Ratings for overfitting OFit were between 1 and 4. Conformability of all decision trees was rated with 4 ('Cut-off values and feature importance provided') because decision rules within the trees allow identifying characteristic properties of each cry group.
Fig 1. Overview of classification model algorithms that have been included in the model review
The overall rating ( ) was between 2.00 and 4.0 for the decision trees.
K-nearest Neighbour
The best k-nearest neighbour model reached an accuracy value of 91.48% on the test dataset resulting in a rating of 3 for Acc. A degree of overfitting at 4.44% led to an OFit rating of 4. Conformability of k-nearest neighbour models were rated with the basic degree (Conf=1). No characteristic cut-off values could be extracted from the model representation. In addition, feature importance was limited to the top three most important features. Further information about the importance of the remaining acoustic properties of the cry signal is missing. Overall, the k-nearest neighbour model was rated with 2.56.
Bayes Classifier
The Bayes classifier had an accuracy of 80.68% on the test dataset (Acc=2) and an overfitting of 10.35% (OFit=2). Cut-off values were recognisable by exploring the probability statistics of the Bayes classifier results (Conf=3). Summarising, the Bayes classifier got a rating of 2.33.
Linear Discriminant Analysis
Linear discriminant analysis achieved 79.55% accuracy on the test dataset resulting in a rating Acc of 1. With a degree of overfitting at , the model reached a rating OFit of 2. Cutoff values for each acoustic feature were not recognisable. However, information about the feature importance was provided, resulting in a rating Conf of 2. The overall rating for linear discriminant analysis was 1.56.
Logistic Regression
The best logistic regression model reached a rating Acc of 1 with 69.89% accuracy on the test dataset; the overfitting of 25.22% was rated with OFit=1. Similar to linear discriminant analysis models, only the feature importance was recognisable, and therefore, Conf was rated with 2. Overall, logistic regression got a rating of 1.33.
Support Vector Machine
The best support vector machine model only reached an accuracy of 53.98% on the test dataset resulting in a rating Acc of 1. However, accuracy on the test dataset was even higher than on the training dataset, providing a high rating OFit=4 for the degree of overfitting. As for discriminant analysis, no cut-off values were provided; this resulted in a rating Conf of 2 for providing only feature importance information. Aggregating the single rating values resulted in an overall rating of 2.00 for the support vector machine.
Artificial Neural Networks
Two types of artificial neural networks were trained, multilayer perceptron based network and radial basis function based network. Accuracy values for these two types of models were 79.50% and 73.90%, respectively, on the test dataset; both values resulted in a rating of 1 for . A degree of overfitting at 16.80% resulted in a rating of 2 for OFit for the multilayer preceptron network; OFit for the radial basis network was rated with 4 (4.80%). Both types of artificial neural networks only provide information about the feature importance (Conf=2).
No information about what characteristics of the cry signal lead to a prediction was given. Overall, multilayer preceptron networks were rated with 1.56; radial basis function networks were rated with 2.00 in summary.
dIscussIon
The discussion section is split into two parts: the interpretation of the review results (which is part of the review process) is presented first and threats to validity are discussed thereafter. The article ends with a conclusion and outlook on future work.
Interpretation of Review Results
The systematic literature search identified much research that explored supervised-learning models for infant cry classification. Many different approaches have been used so far, but no systematic comparison of models has been conducted.
On the training dataset, most classification models achieved high accuracy values confirming the promising results reported in the literature. However, when validating the models on an independent test dataset, accuracy often dropped significantly. On the test dataset, only two models have accuracy values beyond 90% (C5.0 decision trees with 98.64% and K-nearest neighbour with 91.48%). The remaining models seem to have serious problems with correctly predicting an infant's state of health by her cry. Additionally, the gap between high accuracy on the training dataset and much lower accuracy on an independent test dataset indicates another problem of classification models: model overfitting. Overfitting occurs when models are too specialised on the training dataset. It leads to a lack of abstraction and therefore prevents correct classification of data that is slightly different from the training dataset. Analysis of model validity should not depend on statistical values only. Therefore, understanding how models predict data and to verify the correctness of this prediction by experts, is very important. Here, several models suffered from too complex algorithms and too little insight into the classification process. Here, decision tree approaches provided the best conformability as they allow to verify the decision rules of the trees visually. However, trees should not grow too large as they then can get very complicated to understand as well. Overall, suitability of classification models for infant cry analysis varied between high suitability and low suitability. Interestingly, classification models that have not been explored in infant cry research very well (e.g., several decision tree approaches or k-nearest neighbour) performed better than modelling approaches that have often been used in infant cry classification (e.g., neural networks). Based on this observation, our major recommendation derived from the model review would be to give those 'exotic' classification models a try and explore their suitability for infant cry classification in more detail in future research.
threats to Validity
The validity of systematic review processes may be influenced by various factors. In this systematic classification review, the following potential factors were identified and addressed to improve validity as much as possible. First, the rating framework might be biased to favour certain models. For this reason, a short literature search was performed prior to the review, in order to identify rating factors used in other classification model reviews (classifying various data). Parameters were selected and adapted to fit the classification of infant cries. In addition, the weighting of the single rating factors is arbitrary. Here, the selection followed the authors' view on what is important for infant cry classification.
As the most important factor, the accuracy of the model on an independent test dataset was chosen. With a slightly lower priority -but still very important -the conformability was seen. In the authors' opinion, it is not sufficient to rely on statistical accuracy values but to be able to validate model ratings by experts; this requires high transparency of the rating process. As the least important aspect, the degree of overfitting was chosen as it is not quite as important as the first two factors. The reference dataset was constructed to cover healthy cries as well as multiple pathologies in order to identify the models' abilities to discriminate among many groups. For some pathologies, it is difficult to recruit many subjects resulting in different group sizes in the dataset. As a threat to validity, this might introduce bias when training classification models. However, for infant cry classification used as an early indicator of an infant's state of health, it is more important to be able to discriminate between healthy and non-healthy cries. Here, the reference dataset contains about 60% healthy cry samples and 40% non-healthy ones. Classification models were rated on their overall accuracy and not on their ability to predict certain groups for this reason. Quality (especially the accuracy) of models might vary, depending on the parameter selection for the classification algorithms. For this reason, multiple combinations of reasonable parameter values were selected and models were trained with each parameter setting, automatically. By this, the parameters providing the model with the highest quality were selected for each classification approach to ensure that the best result was achieved.
Conclusion and Future Work
Summarising, this article presents a systematic review of classification models for infant cry classification. In a systematic literature search covering seven well-known databases of medical and computer science publications, 579 articles were analysed to extract 12 different classification model approaches that have already been used in the literature for infant cry classification. Nine of those approaches plus three additional approaches that
have not yet been used for infant cry classification were enabled and applied to a reference dataset containing 468 cry samples from 69 infants grouped into six different states of health. Models were rated systematically according to a predefined rating framework. Results indicate that many models have issues with accuracy and conformability (i.e., if the validity of models can be confirmed by experts by exploring the models). However, some of the models provide promising results in infant cry classification.
Some of the models that have not yet been explored very well in the infant cry classification literature achieved better results than approaches that have often been used for classification. Our recommendation for future research is, to give those approaches a try and explore their suitability for infant cry classification in more detail. Concluding, the findings of our research show that classification models exist that perform well in classifying healthy and pathological infant cries and therefore could be used to develop a screening instrument based on the acoustic characteristics of infant cries for identifying various kinds of pathological development, early. Such screening instruments may in future be helpful for various health professions concerned with infants like nurses, midwifes, therapists or pediatricians.
