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We study the effective gravitational theory on a brane in a six-dimensional Einstein-Maxwell model
of flux compactification, regularizing a conical defect as a codimension-one brane. We employ the
gradient expansion technique valid at low energies. A lowest order analysis showed that standard
four-dimensional Einstein gravity is reproduced on the brane. We extend this study to include
second order corrections in the effective equations, and show that the correction term is given by
a quadratic energy-momentum tensor. Taking the thin-brane limit where the regularized brane
shrinks to the pole, we find that the second order metric diverges logarithmically on the brane,
giving rise to divergences in the brane effective action. Away from the branes, the effective action
is however well-defined.
PACS numbers: 04.50.-h
I. INTRODUCTION
Six-dimensional (6D) gravity models with codimension-two branes are intriguing frameworks in which some of the
more interesting physics of extra dimensions, such as flux stabilization, can occur, while still being sufficiently simple
to be analytically tractable [1, 2, 3, 4] (see also [5, 6]). Models in which the two extra dimensions are large, i.e. sub-
millimeter scales, are interesting because they are not yet ruled out by table-top Newton’s law experiments, but can also
resolve the Hierarchy problem through the so-called ADD mechanism with large extra dimensions [7]. Furthermore,
they have the potential to provide interesting new insights into the cosmological constant problem [1, 2], whilst giving
clear observational signatures that will be testable in accelerators, e.g., LHC (Large Hadron Collider). However, any
codimension-two source generically generates (conical) singularities which makes the study of such systems highly
non-trivial [8] (see Ref. [9] for recent considerations). Matter sources on codimension-two branes are therefore to be
understood as regularized objects. In particular, one popular way to regularize a codimension-two brane is to smooth
it out as a codimension-one brane, hence giving it a finite thickness, and then introduce regular caps to remove the
singularities [10, 11]. This was done explicitly in the model of 6D Einstein-Maxwell flux compactification, for which it
was shown that 4D Einstein gravity is reproduced in the weak field regime [10, 12]. Moreover, the low energy effective
theory in such a model was derived using the gradient expansion method [13], also giving rise to conventional 4D
gravity at low energies [14]. The effective theory at lowest order is explicitly finite and independent of any divergences
associated to the codimension-two sources.
In this paper, we extend the gradient expansion analysis to next order to determine the leading order corrections
to standard 4D gravity. We find that the corrections exhibit clearly the logarithmic divergences associated with the
codimension-two sources. We briefly show that provided the metric is defined in such a way as to be finite in the
bulk, the effective theory in the bulk remains finite while diverging logarithmically on the codimension-two brane.
The rest of the paper is organized as follows. In Sec. II, we carefully describe the derivation of the low energy
effective theory on regularized branes. In particular we show that the analysis of Ref. [14] was incomplete but that
the main result remains valid. In Sec. III, we derive the next order corrections focusing for simplicity on the case
where the regularized branes only contain conformal matter. In Sec. IV we discuss the issue associated with the
divergence in the thin-brane limit. Finally we give a summary and discussion in Sec. V. We present in Appendix A
some useful computations for the derivation of the effective theory, and derive the effective action up to second order
in Appendix B.
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2II. GRADIENT EXPANSION APPROACH: AN IMPROVED ANALYSIS
The gradient expansion method has been employed by Fujii, Kobayashi, and Shiromizu (henceforth FKS) [14] to
study regularized braneworlds in 6D Einstein-Maxwell theory [10, 11]. In that work, the authors showed that standard
4D Einstein gravity is reproduced at first order in the gradient expansion. However, not all of the required boundary
conditions were satisfied in that analysis which was therefore incomplete. In this section, we revisit the FKS gradient
expansion approach, showing that an additional degree of freedom (the lapse function) must be included in the metric
ansatz so that the solution is consistent with all the boundary conditions. We also show that the main result of FKS
remains valid.
We consider the system described by the action
S =
∑
I=N,0,S
SI +
∑
i=N,S
Si +
∑
i=N,S
SGH,i, (1)
where the bulk action is given by the sum of
SI =
∫
d6x
√−g
[
M4
2
(
6R− 1
L2I
)
− 1
4
FMNF
MN
]
, (2)
with I = N (for the north cap), 0 (for the central bulk), and S (for the south cap), and each of the 4-brane actions
Si is
Si =
∫
d5x
√−q
[
−λ(i) −
v2(i)
2
qµˆνˆ
(
∂µˆΣ(i) − eAµˆ
) (
∂νˆΣ(i) − eAνˆ
)
+ L(i)m
]
, (3)
with i = N (for the north brane) and S (for the south brane). Capital Latin indices label the 6D coordinates, Greek
indices are restricted to the 4D coordinates, and hatted Greek indices run over the 5D coordinates along the branes:
µˆ = µ, θ. The Gibbons-Hawking term is given by
SGH,i = −M4
∫
d5x
√−q[[Kˆ]]
i
. (4)
In the above action FMN = ∂MAN − ∂NAM is the field strength of the U(1) gauge field AM , λ(i) is the tension of the
brane, v(i) is a constant parameter, Σ(i) is a scalar field localized on the brane, and L(i)m is the Lagrangian of usual
matter. Kˆ is the 5D trace of the extrinsic curvature of the brane and [[· · · ]] denotes the difference between the two
sides of the surface under consideration. In what follows, we will suppress the labels I and i unless necessary.
Since we are mainly interested in the thin-brane limit of the effective theory, we focus our analysis on the unwarped
case. Using this implicit assumption, the metric can then be written as
ds2 = qµˆνˆdx
µˆdxνˆ + gξξdξ
2
= gµν(x, ξ)dx
µdxν + L2e2ζ(x) sin
2ξdξ2 + L2B2e2ψ(x,ξ) sin2ξdθ2, (5)
where the lapse ζ(x) is the new degree of freedom, and we assume a cylindrical symmetry for the metric. Notice that
in the gradient expansion, the (µθ) component is of order O(ε3/2), where ε is the small expansion parameter to be
specified below. This component is hence suppressed [14].
The north and south poles are respectively located at ξ = 0 and π. The conical deficit is controlled by the parameters
B (= BN , B0, BS). Since the caps are regular, we require that BN = BS = 1 and ψ(0) = ψ(π) = 0, while in general
we have B0 6= 1. The regularized branes are located at ξ = ξN and ξS . Continuity of the induced metric across the
brane imposes LN = B0L0 = LS (=: ℓ).
The system is governed by the the following set of equations [14], including the evolution equations,
nξ∂ξK
νˆ
µˆ + KˆK
νˆ
µˆ =
5R νˆµˆ −
1
4L2
δ νˆµˆ −
1
M4
(
FµˆMF
νˆM − 1
8
δ νˆµˆ F
2
)
− 5Dµˆ5Dνˆζ sin2ξ − 5Dµˆζ5D νˆζ sin4ξ, (6)
the Hamiltonian constraint,
5R+K νˆµˆ K
µˆ
νˆ − Kˆ2 =
1
L2
− 2
M4
(
FξMF
ξM − 1
4
F 2
)
, (7)
3and the momentum constraints,
5Dνˆ
(
K νˆµˆ − δ νˆµˆ Kˆ
)
=
1
M4
FµˆMF
ξMnξ, (8)
where K νˆµˆ is the extrinsic curvature of ξ = constant hypersurfaces, n
ξ = 1/
√
gξξ, F
2 := FMNF
MN , and 5Dµˆ is the
covariant derivative with respect to the 5D metric qµˆνˆ . Notice that since the positions of the branes are given by ξ =
constant, the brane extrinsic curvature in (4) must be identified as the one used in Eqs. (6)–(8). We also have the
Maxwell equations
∇NFNM = 0, (9)
where ∇N is the covariant derivative with respect to the 6D metric.
The evolution equations, constraints, and the Maxwell equations (6)–(9) are supplement with the boundary condi-
tions at the branes and poles. At the poles we will impose the regularity conditions as specified in what follows. The
boundary conditions on the branes are given by the Israel junction conditions,
[[
K νˆµˆ − δ νˆµˆ Kˆ
]]
= − 1
M4
T νˆµˆ(tot), (10)
where
T νˆµˆ(tot) := −λδ νˆµˆ + v2
[
(∂µˆΣ− eAµˆ)(∂ νˆΣ− eAνˆ)− 1
2
(∂λˆΣ− eAλˆ)(∂λˆΣ− eAλˆ)δ νˆµˆ
]
+ T νˆµˆ , (11)
and T νˆµˆ comes from the matter Lagrangian Lm. In what follows we assume that there is no matter on the south
brane, T νˆµˆ |S = 0. Since the brane action couples to the gauge field, FMN has a discontinuity at the position of the
brane. This discontinuity is described by the jump conditions[[
nξFξµˆ
]]
= −ev2(∂µˆΣ− eAµˆ). (12)
Following FKS, we solve the above set of equations using the gradient expansion technique. The metric, extrinsic
curvature, and the Maxwell field are expanded as [14]
gµν = hµν(x) + εg
(1)
µν + · · · , ζ = ζ(0) + εζ(1) + · · · , ψ = ψ(0) + εψ(1) + · · · ,
K νˆµˆ =
(0)
K νˆµˆ +ε
(1)
K νˆµˆ + · · · , Aθ = A(0)θ + εA(1)θ + · · · ,
where the small parameter ε is the ratio of the bulk curvature scale to the 4D intrinsic curvature scale, ε ∼ ℓ2|R|.
Therefore, the covariant derivative with respect to the 4D metric hµν , Dµ, gives rise to O(ε1/2) contributions.
A. Zeroth order result
The zeroth order evolution equations are given by
1
L
∂ξ
(0)
K νµ +
( (0)
K λλ +
(0)
K θθ
) (0)
K νµ = −
1
4L2
+
1
4
(0)
Fξθ
(0)
F ξθ,
1
L
∂ξ
(0)
K θθ +
( (0)
K λλ +
(0)
K θθ
) (0)
K θθ = −
1
4L2
− 3
4
(0)
Fξθ
(0)
F ξθ, (13)
and the Maxwell equation is ∂ξ(sin ξ
(0)
F ξθ) = 0. They are solved by
(0)
K νµ = 0,
(0)
K θθ =
1
L
cot ξ,
(0)
Fξθ= ℓM
2 sin ξ, ψ(0) = ζ(0) = 0. (14)
One can easily check that (14) indeed satisfies the zeroth order representation of the constraint equations (7) and (8).
The gradient expansion of the brane scalar field is Σ = Σ(0)(θ, x) + σ(1)(x) + · · · . It follows from the equation of
motion that ∂2θΣ
(0) = 0, leading to [14]
Σ(0) = nθ + σ(0)(x), n = 0,±1, ... . (15)
4The Israel conditions at the branes are given by
 λ =
v2
2
1
ℓ2 sin2 ξ
(n− eA(0)θ )2
[[L−1]] cot ξ = −2λ/M4
, (16)
and the jump condition for the Maxwell field reads
[[L−1]]ℓM2 sin ξ = −ev2(n− eA(0)θ ), (17)
where ξ should be understood as the position of the brane that we are considering.
B. First order analysis and the recovery of 4D gravity
The traceless and trace parts of the (µν) evolution equations at first order are given by1
∂ξ
(1)
K
ν
µ +cot ξ
(1)
K
ν
µ = LR
ν
µ , (18)
∂ξ
(1)
K µµ +cot ξ
(1)
K µµ = L
(
R+ F (1)
)
, (19)
where K νµ and R
ν
µ are the traceless part of K
ν
µ and R
ν
µ (the 4D Ricci tensor of hµν), respectively, R := R
µ
µ , and the
first order expansion of the field strength is expressed as
M4F (1) :=
(0)
Fξθ
(1)
F ξθ +
(1)
Fξθ
(0)
F ξθ . (20)
The (θθ) evolution equation is
∂ξ
(1)
K θθ +2 cot ξ
(1)
K θθ +cot ξ
(1)
K µµ = −
3
4
LF (1) − 1
L
ζ(1), (21)
and the Hamiltonian constraint is
2 cot ξ
(1)
K µµ = L
(
R+ F (1)
)
. (22)
The momentum constraints are to be discussed below.
The general solution to the traceless evolution equation (18) is given by
(1)
K
ν
µ = −LR νµ cot ξ +
χ νµ (x)
sin ξ
, (23)
where χ νµ is a traceless integration constant. This can be fixed by imposing the regularity condition at the poles,
(1)
K
ν
µ→ 0 (ξ → 0, π), (24)
and the Israel conditions at the south brane,
[[ (1)
K
ν
µ
]]
S
= 0. (25)
We find
(1)
K
ν
µ = R
ν
µ ×


LN tan(ξ/2)
−α1
2
L0 cot(ξ/2) +
α2
2
L0 tan(ξ/2)
−LS cot(ξ/2)
, (26)
1 Here and hereafter we use “trace(less)” in the 4D sense.
5where we defined
α1 := 2
(
sin2(ξS/2) +
LS
L0
cos2(ξS/2)
)
, (27)
α2 := 2− α1 = 2
(
1− LS
L0
)
cos2(ξS/2). (28)
Then, the Israel conditions at the north brane,
[[ (1)
K
ν
µ
]]
N
= −T
ν
µ
M4
, (29)
gives
V
2πℓ sin ξN
R
ν
µ =
T
ν
µ
M4
, (30)
where V is the volume of the 2D internal space:
V := 2πℓ
∫ pi
0
L sin ξdξ
= 2πℓ sin ξN
[
LN tan(ξN/2) +
1
2
L0 (α1 cot(ξN/2)− α2 tan(ξN/2))
]
. (31)
The analysis of the trace part equations results in a complicated expression for a general solution, which is deferred
to Appendix A. This leads to 15 unspecified functions, which are fixed using the boundary conditions. At the poles
we require the following regularity conditions:
(1)
K θθ , ψ
(1), A
(1)
θ → 0 (ξ → 0, π). (32)
Notice that
(1)
K µµ is trivially regular at the poles (see Appendix A). The continuity of the induced metric implies that
ψ(1) is continuous across the branes. We also require that A
(1)
θ is continuous across the branes so that the brane
action is well-defined. Thus, [[
ψ(1)
]]
= 0,
[[
A
(1)
θ
]]
= 0. (33)
The Israel conditions and the jump condition for the Maxwell field at the branes are summarized as follows:
(µµ) :
[[ (1)
K θθ +
3
4
(1)
K µµ
]]
=
v2
M4
1
ℓ2 sin2 ξ
[
(n− eA(0)θ )2ψ(1) + (n− eA(0)θ )eA(1)θ
]
+
1
4M4
T µµ , (34)
(θθ) :
[[ (1)
K µµ
]]
= − v
2
M4
1
ℓ2 sin2 ξ
[
(n− eA(0)θ )2ψ(1) + (n− eA(0)θ )eA(1)θ
]
+
1
M4
T θθ , (35)
(Maxwell) :
[[
L−1
( (1)
Fξθ −ζ(1) sin2ξ
(0)
Fξθ
)]]
= e2v2A
(1)
θ , (36)
where we consider the south brane to be empty, T νµ |S = T θθ |S = 0. We are then left with the 3 × 2 regularity
conditions, 2 × 2 continuity conditions, 1 × 2 (θθ) Israel conditions, and 1 × 2 Maxwell jump conditions. Finally,
considering the trace of the Israel condition on the south brane, we end up with a total of 15 boundary conditions.
Using them all we can write the x-dependent functions CI , ζ
(1)
I , ΨI , ΘI , aI in terms of R and T
θ
θ . Finally, the (µµ)
Israel condition at the north brane is used to derive the trace part of the effective equations.
We have therefore confirmed that all of the boundary conditions can be satisfied consistently. In fact, this is
sufficient for the purpose of deriving the effective equations at first order, as we can do so without knowing all the
integration constants explicitly (although this has lead to an incomplete analysis in [14] as explained below).
To see this point clearly, it is convenient to use [14]
K(1) =
(1)
K θθ +
3
4
(1)
K µµ +
1
L
cot ξ ψ(1) +
L
M4
(0)
F ξθA
(1)
θ . (37)
6It follows from the evolution equations and Hamiltonian constraint that
∂ξ
(
sin ξ K(1)
)
=
1
4
LR sin ξ. (38)
The general solution is given by
K(1) = −1
4
LR cot ξ +
χ(x)
sin ξ
, (39)
where χ is an integration constant.
The regularity conditions at the poles read K(1) → 0 as ξ → 0, π. With the help of the zeroth order junction
conditions, Eq. (34) can be written as
[[
K(1)
]]
N
=
1
4
T µµ
M4
,
[[
K(1)
]]
S
= 0. (40)
Determining the integration constants by the regularity and the Israel condition at the south brane, we obtain
K(1) = R
4
×


LN tan(ξ/2)
−α1
2
L0 cot(ξ/2) +
α2
2
L0 tan(ξ/2)
−LS cot(ξ/2)
. (41)
The Israel condition at the north brane reduces to
V
2πℓ sin ξN
R = −T
µ
µ
M4
. (42)
Combining this with the traceless result (30), we finally obtain the effective equations
R νµ −
1
2
δ νµ R = 8πG T
ν
µ , (43)
where 4D gravitational constant is given by (8πG)−1 := M4V and T νµ is the energy-momentum tensor integrated
along the θ-direction,
T
ν
µ :=
∫
T νµ
√
gθθdθ = 2πℓ sin ξNT
ν
µ . (44)
Eq. (43) shows that standard 4D general relativity is reproduced on the brane at lowest order. Notice also that the
momentum constraints,
Dν
(1)
K
ν
µ −DµK(1) = 0, (45)
are trivially satisfied thanks to the Bianchi identities, leading to the energy-momentum conservation on the brane,
DµT µν = 0.
In this paper, we will mainly focus on the analysis of the thin-brane limit where the regularized branes shrink to
the poles: ξN → 0 and ξS → π. We take the effective energy-momentum tensor T νµ to be finite in the limit ξN → 0.
The lowest order effective equations (43) do not depend explicitly on the positions of the branes. They are dependent
implicitly on ξN through the volume of the 2D internal space (31). This volume remains finite in the limit ξN → 0.
(In particular, since the south brane is empty, one can take ξS = π, in which case the internal space volume simplifies
to V = 4πℓL0.) Therefore, Eq. (43) is free from any divergences in the thin-brane limit.
One can compute K(1) directly by substituting the result of Appendix A into the definition of K(1) [Eq. (37)]. We
then find that all the integration constants cancel except for a, and one can identify a = χ. Although the effective
equations can be derived by using the special combination of the variables K(1) and only the (µµ) junction conditions,
the remaining boundary conditions (35) and (36) must be satisfied by appropriately chosen CI , ζ
(1)
I , ΘI , and ΨI . In
the FKS analysis [14], the additional degrees of freedom ζ
(1)
I (x) were overlooked and the (θθ) Israel junction condition
as well as the Maxwell jump condition were not consistently satisfied. We should emphasize that the definition of
K(1) is precisely the same as that in [14]; the more general metric ansatz (5) does not give rise to any additional
contributions to K(1), and hence FKS have obtained the correct effective equations.
7III. SECOND ORDER CORRECTIONS
We continue to solve the governing equations at second order in the gradient expansion. Although being straight-
forward, the general expression for the second order result can be quite messy. In this section, we therefore focus
on conformally invariant matter, i.e., on the traceless energy-momentum tensor for brane matter, T µµ = 0. We also
assume that T θθ = 0. Using the lowest order effective equations, we see that the scalar curvature vanishes, R = 0,
and so all the “trace part” integration constants also vanish. Thus, we have
(1)
K µµ =
(1)
K θθ = ψ
(1) = ζ(1) =
(1)
Fξθ= A
(1)
θ = 0.
This restriction greatly simplifies the analysis while capturing the main features of the thin-brane limit.
Integrating
(1)
K
ν
µ , we get
g(1)µν (x, ξ) = 2U(ξ)Rµν , (46)
where
U(ξ) =


−2L2N ln
[
cos(ξ/2)
cos(ξN/2)
]
(ξ < ξN )
−α1L20 ln
[
sin(ξ/2)
sin(ξN/2)
]
− α2L20 ln
[
cos(ξ/2)
cos(ξN/2)
]
(ξN < ξ < ξS)
−2L2S ln
[
sin(ξ/2)
sin(ξS/2)
]
− α˜L20 (ξ > ξS)
, (47)
with
α˜ := α1 ln
[
sin(ξS/2)
sin(ξN/2)
]
+ α2 ln
[
cos(ξS/2)
cos(ξN/2)
]
. (48)
The integration constants are determined so that g
(1)
µν (x, ξN ) = 0 (i.e., so that the brane induced metric is given by
hµν) and the metric is continuous across each of the branes. It is instructive to summarize here the properties of the
function U(ξ):
∂2ξU + cot ξ∂ξU = L
2, (49)
∂ξU(0) = ∂ξU(π) = 0, (50)
[[U ]]N,S = 0, U(ξN ) = 0, [[∂ξU/L]]S = 0. (51)
The second order part of the 5D Ricci tensor is given by
[
5R θθ
](2)
= 0 and
[
5R νµ
](2)
= −2U(ξ)S νµ (x) , (52)
where
S νµ (x) := RµλRλν −
1
2
DλDµRλν − 1
2
DλDνRµλ + 1
2
D2R νµ . (53)
The evolution equations at second order reduce to
1
L
(
∂ξ
(2)
K νµ +cot ξ
(2)
K νµ
)
=
[
5R νµ
](2)
+
1
4
F (2)δ νµ , (54)
1
L
(
∂ξ
(2)
K θθ +2 cot ξ
(2)
K θθ +cot ξ
(2)
K µµ
)
= −3
4
F (2) − 1
L
ζ(2), (55)
and the Hamiltonian constraint is
L
([
5R µµ
](2)
+ F (2)
)
= 2 cot ξ
(2)
K µµ −L
(1)
K
ν
µ
(1)
K
µ
ν , (56)
where we defined
M4F (2) :=
(0)
Fξθ
(2)
F ξθ +
(2)
Fξθ
(0)
F ξθ . (57)
8Let us first consider the traceless part of Eq. (54). We can immediately integrate the traceless evolution equation
to obtain
(2)
K
ν
µ = 4L
3
N S˜ νµ
{
cos ξ − 1
2 sin ξ
− ln[cos(ξ/2) cos(ξN/2)]
sin ξ
− cot ξ ln
[
cos(ξ/2)
cos(ξN/2)
]}
(ξ < ξN ), (58)
(2)
K
ν
µ =
2L30α1
sin ξ
S˜ νµ
{
cos ξ
2
+ ln [sin(ξ/2)]− cos ξ ln
[
sin(ξ/2)
sin(ξN/2)
]}
+
2L30α2
sin ξ
S˜ νµ
{
cos ξ
2
− ln [cos(ξ/2)]− cos ξ ln
[
cos(ξ/2)
cos(ξN/2)
]}
+
Ξ νµ (x)
sin ξ
(ξN < ξ < ξS), (59)
and
(2)
K
ν
µ = 4L
3
SS˜ νµ
{
cos ξ + 1
2 sin ξ
+
ln[sin(ξ/2) sin(ξS/2)]
sin ξ
− cot ξ ln
[
sin(ξ/2)
sin(ξS/2)
]}
−2α˜LSL20S˜ νµ
1 + cos ξ
sin ξ
(ξ > ξS), (60)
where S˜ νµ is the traceless part of S νµ : S˜ νµ := S νµ − (1/4)δ νµ S λλ . Notice that Dν S˜ νµ = 0 when R = 0. The integration
constants in the capped regions are determined using the regularity conditions:
(2)
K
ν
µ→ 0 as ξ → 0, π. There is then
one remaining integration constant Ξ νµ in the bulk region, which is to be fixed by imposing the Israel condition at the
south brane,
[[ (2)
K
ν
µ
]]
S
= 0. (61)
The traceless part of the Israel conditions at the north brane is given by
V
2πℓ sin ξN
R
ν
µ −
[[ (2)
K
ν
µ
]]
N
=
1
M4
T
ν
µ , (62)
which, with some manipulation, reduces to
V
2πℓ sin ξN
R
ν
µ +
β
sin ξN
S˜ νµ =
1
M4
T
ν
µ , (63)
where
β := −2
∫ pi
0
U(ξ)L sin ξdξ
= −2 (1− cos ξN + 4 ln[cos(ξN/2)])L3N − 2 (1 + cos ξS + 4 ln[sin(ξS/2)])L3S
+2(1 + cos ξS)α˜LSL
2
0 − (cos ξN − cos ξS)(α1 + α2)L30
+2
{
(1− cos ξS) ln
[
sin(ξS/2)
sin(ξN/2)
]
α1 − (1 + cos ξS) ln
[
cos(ξS/2)
cos(ξN/2)
]
α2
}
L30. (64)
Using the leading order effective equations we can write S˜ νµ in terms of the integrated energy-momentum tensor T
ν
µ .
Thus, we obtain the effective equations
R
ν
µ =
T
ν
µ
M2Pl
+ 8πℓβ
M4
M6Pl
Π˜ νµ , (65)
where
Π˜ νµ = −
1
4
TµλT
λν
+
1
16
δ νµ TρλT
ρλ
+
1
8M2pl
[
DλDµT νλ +DλDνT
λ
µ −D2T
ν
µ
]
. (66)
For completeness let us look at the second order extension of the quantity defined in Eq. (37):
K(2) :=
(2)
K θθ +
3
4
(2)
K µµ +
1
L
cot ξ ψ(2) +
L
M4
(0)
F ξθA
(2)
θ . (67)
9The trace part of the second order evolution equations (54) and the Hamiltonian constraint (56) give the evolution
equation for K(2):
1
sin ξ
∂ξ
(
sin ξK(2)
)
=
1
4
L[ 5R µµ ]
(2) − 1
2
L
(1)
K
ν
µ
(1)
K
µ
ν
= −1
2
[
U/L2 + (∂ξU/L
2)2
]
L3R νµ R
µ
ν , (68)
while the trace part of the Israel conditions reduces to
[[K(2)]]N,S = 0. (69)
We also require the regularity at the poles: K(2) → 0 as ξ → 0, π. The solution to Eq. (68) is written in terms of
three integration constants, which are fixed by the regularity at the poles and the Israel condition at the south brane.
The resulting solution then automatically satisfies the Israel condition at the north brane. Using Eq. (49) one finds
that the solution can be expressed simply as
K(2) = − 1
2L
U∂ξU R
ν
µ R
µ
ν . (70)
Eqs. (50) and (51) guarantee that the solution satisfies the required boundary conditions. Since K(2)(ξN ) = 0 and
[[K(2)]]N = 0, the trace part of the effective equations is trivial at second order.
The momentum constraints at second order reduce to
Dν
(2)
K
ν
µ −
(1)
Γλµν
(1)
K
ν
λ −DνK(2) = 0, (71)
where
(1)
Γλµν =
1
2h
λσ
(
Dµg(1)νσ +Dνg(1)µσ −Dσg(1)µν
)
and g
(1)
µν is traceless. Recalling that Dν S˜ νµ = 0, one can easily check
that Eq. (71) is consistently satisfied.
An example: the radiation-dominated universe
Using the effective equations (65), we can obtain the modified Friedmann equation in the radiation-dominated
universe as
H2 =
ρ
3M2Pl
(
1 +
ρ
ρ∗
)
, (72)
where H is the Hubble parameter, ρ is the energy density and
ρ∗ :=
3M2Pl
8π
V
ℓβ
. (73)
This Friedmann equation is valid when ρ ≪ |ρ∗|. The ρ2 correction term here is similar to what has been found in
the Randall-Sundrum brane cosmology [15].
IV. 4D EFFECTIVE ACTION AND THIN BRANE LIMIT
A. Effective action
In this section we present the 4D low energy effective action to first and second order. The derivation of these
effective theories is presented in detail in Appendix B and here we focus on the main results.
Using the first order expression for the metric in the bulk, one can integrate the action over the 2D internal space
and obtain the following 4D action when including the boundary contributions,
S
(1)
4D =
VM4
2
∫
d4x
√
−hR+
∫
d4x
√
−hLm, (74)
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where for the matter action we use the dimensional reduction over the θ-direction∫
d5x
√−qLm →
∫
d4x
√
−hLm . (75)
Proceeding similarly for the second order terms, we obtain the second order effective action
S
(2)
4D = 2πℓM
4
∫
d4x
√
−h β
4
R
ν
µ R
µ
ν , (76)
where we assumed conformal matter on the north brane and an empty south brane.
B. Thin-brane limit
Since no matter is present on the south brane, the limit ξS → π is regular and can be taken without further ado.
(In this limit, we simply have α1 = 2 and α2 = 0.) On the north brane, on the other hand, the limit ξN → 0 should
be taken with care as it leads to a divergent term:
β → −4L30 − 8L30 ln[sin(ξN/2)]. (77)
At the linearized level, we expect these divergences to be renormalizable so that any brane and bulk observables are
finite [16, 17]. More precisely, the propagator of fields living in the bulk are finite when evaluated away from the
brane, while the propagator of fields confined to the brane (matter fields) are finite despite their coupling with bulk
fields.
In the present case, the coefficient of the nonlinear term S˜ νµ (or Π˜ νµ ) diverges and the effective equations are likely
to be invalid in the thin-brane limit. Furthermore, the metric is not finite away from the brane in this limit [see
Eq. (47)]. We now investigate whether it is possible somehow to avoid these divergences by reconsidering the choice
of the integration constant (which is attributed to the different boundary condition imposed at the north brane). For
this purpose we instead consider the modified metric defined as
gˆ(1)µν (x, ξ) = g
(1)
µν (x, ξ)− 4L20Rµν ln [sin(ξN/2)] , (78)
so as to remove any divergences in the bulk. The additional term here corresponds to the change of the integration
constant. The first order correction to the bulk metric is then expressed as
gˆ(1)µν (x, ξ) = −4Rµν ×

L
2
N ln
[
cos(ξ/2)
cos(ξN/2)
]
+ L20 ln [sin ξN/2] (0 < ξ < ξN )
L20 ln [sin(ξ/2)] (ξN < ξ < π)
. (79)
The metric evaluated on the brane is now given by
hˆµν := hµν − 4L20Rµν ln[sin(ξN/2)], (80)
rather than hµν . We observe that in this representation, the metric in the bulk is independent of the regularization
procedure and taking the thin-brane limit poses no problem. On the brane, the metric diverges logarithmically where
the regularizing scale ξN is sent to zero, as expected for codimension-two systems [8].
In terms of this new metric, the second order effective theory is still given by (76), but with β now replaced by
βˆ := β + 4L20
V
2πℓ
ln [sin(ξN/2)]
= −4L30
{
cos2(ξN/2) +
L3N
L30
sin2(ξN/2) + 2
L3N
L30
ln[cos(ξN/2)] + 2
(
1− LN
L0
)
sin2(ξN/2) ln[sin(ξN/2)]
}
. (81)
Notice that hµν is not the induced metric on the brane, but only its finite part, in this notation. Actually, hµν is
the metric on the south pole: gµν(x, π) = hµν + gˆ
(1)
µν (x, π) = hµν . The effective theory will therefore be a good
approximation for observers away from the brane, where the metric remains finite. In the thin brane limit ξN → 0,
βˆ remains finite: βˆ → −4L30, so that the effective theory for hµν (away from the brane) is well-defined. In order to
see whether this theory makes sense for branes observers, one should study how couplings of brane matter fields with
gravity ought to be renormalized and give finite physical observables. This is however beyond the scope of this study.
Before closing this section, it is worth mentioning that for a relativistic particle living on the brane, the quadratic
energy-momentum tensor Π˜ νµ vanishes. In this case the thin-brane limit ξN → 0 is manifestly regular at second
order. This fact (at least partly) explains why the procedure to construct shockwave solutions in codimension-two
braneworlds [9, 18] works so well.
11
V. SUMMARY AND DISCUSSION
In this paper we have derived the higher order corrections to the effective theory of 6D Einstein-Maxwell theory,
regularizing the conical branes as codimension-one objects. We first improved the previous analysis of [14] at lowest
order and confirmed the validity of their central result, hence recovering 4D Einstein gravity as an effective theory.
We then derived the next order correction, focusing on conformally invariant matter for simplicity, and analyzed the
thin-brane limit in which the regularized brane shrinks to the pole. At lowest order the 4D effective action is free from
any divergences, but we have found that at second order the brane metric diverges in the thin-brane limit. We can
instead define the effective theory with respect to the metric that remains finite in the bulk. With the metric defined
as such, the effective action is well-behaved even at second order. As expected, however, this metric diverges on the
brane and one should carefully treat the brane couplings before making any physical conclusions. In particular, we
expect such couplings to be renormalized as in [16, 17]. This issue is left for future studies.
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APPENDIX A: SOLVING THE TRACE PART EQUATIONS AT FIRST ORDER
In this Appendix we shall solve the “trace part” evolution equations. Below we will introduce several integration
constants without stating so.
Combining the trace equation (19) and Hamiltonian constraint (22) we find
∂ξ
(1)
K µµ − cot ξ
(1)
K µµ = 0, (A1)
which is solved to give
(1)
K µµ = LC(x) sin ξ. (A2)
Now the (θθ) evolution equation reduces to
∂ξ
(1)
K θθ +2 cot ξ
(1)
K θθ +
5
2
LC cos ξ =
3
4
LR− 2
L
ζ(1), (A3)
and the general solution is given by
(1)
K θθ =
(
3
16
LR− 1
4L
ζ(1)
)
2ξ − sin(2ξ)
sin2ξ
− 5
6
LC sin ξ +
Θ(x)
sin2ξ
. (A4)
Note that
(1)
K θθ is given in terms of the metric functions as
(1)
K θθ =
1
L
∂ξψ
(1) − 1
L
ζ(1) cos ξ sin ξ. (A5)
This leads to
ψ(1) = −
(
3
8
L2R− ζ
(1)
2
)
ξ cot ξ +
5
6
L2C cot ξ − LΘcot ξ + 1
2
ζ(1) sin2 ξ +Ψ(x). (A6)
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Lowering the indices of
(1)
F ξθ in (20) we get
F (1) = 2
L2ℓM2
1
sin ξ
(1)
Fξθ − 2
L2
(
ψ(1) + ζ(1) sin2ξ
)
. (A7)
This and the Hamiltonian constraint, F (1) = −R+ 2C cos ξ, yield
(1)
Fξθ= ∂ξA
(1)
θ = ℓM
2 sin ξ
[
−1
2
L2R+ ψ(1) + ζ(1) sin2ξ + L2C cos ξ
]
. (A8)
Integrating (A8) we obtain
A
(1)
θ /ℓM
2 =
L2R
2
cot ξ − 11
24
L2C cos(2ξ)−
(
3
8
L2R− ζ
(1)
2
)
(ξ sin ξ + cos ξ)
−LΘsin ξ −Ψcos ξ + 3
2
ζ(1)
(
− cos ξ + 1
3
cos3 ξ
)
+ La(x). (A9)
In the above we have 15 unspecified quantities:
CI , ζ
(1)
I , ΨI , ΘI , aI (I = N, 0, S). (A10)
APPENDIX B: FOUR-DIMENSIONAL EFFECTIVE ACTION
In this Appendix, we derive the effective action and confirm that the effective equations are deduced from the
action.
We start with the first order bulk action. Using the six-dimensional Einstein equation, 6R = 34L
−2+ 14M
−4F 2, and
the Hamiltonian constraint (22), we have∫
d6x
√−g
[
M4
2
(
6R− 1
L2I
)
− 1
4
F 2
]
= M4
∫
d6x
√−g
(
1
4L2
− 1
8M4
F 2
)
= 2πℓM4
∫
dξd4x
√
−h sin ξ
(
1
4
LR− 1
2
cot ξ
(1)
K µµ
)
. (B1)
Using the evolution equation (A1) we find∫
dξ cos ξ
(1)
K µµ =
[
sin ξ
(1)
K µµ
]pi
0
−
∫
dξ sin ξ∂ξ
(1)
K µµ
= −
∑
i=N,S
sin ξi
[[ (1)
K µµ
]]
i
−
∫
dξ cos ξ
(1)
K µµ . (B2)
Therefore, the bulk action reduces to
M4V
4
∫
d4x
√
−hR + 2πℓM4
∑
i=N,S
∫
d4x
√
−h1
4
sin ξi
[[ (1)
K µµ
]]
i
. (B3)
Each of the brane actions and surface contributions is given by
−M4
∫
d5x
√−q [[Kˆ]] +
∫
d5x
√−q
[
−λ− v
2
2
(∂µˆΣ− eAµˆ)(∂µˆΣ− eAµˆ) + Lm
]
. (B4)
Up to first order, this therefore reduces to
− 2πℓM4
∫
d4x
√
−h sin ξi
([[
K(1)
]]
+
1
4
[[ (1)
K µµ
]])
, (B5)
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where we used the zeroth order jump condition for the Maxwell field (12). At the south brane we have [[K(1)]]S = 0,
while at the north brane, the bulk solution (41) implies [[K(1)]]N = − 14R · V/2πℓ sin ξN . Therefore, the sum of the
bulk, branes, and surface term contributions up to first order is
S
(1)
4D =
VM4
2
∫
d4x
√
−hR+
∫
d4x
√
−hLm, (B6)
where a reduction ∫
d5x
√−qLm →
∫
d4x
√
−hLm (B7)
is understood.
We now compute the second order of this action. We focus on the case where the matter energy-momentum tensor
is traceless and hence use the bulk solution presented in the previous section. The bulk action at second order is given
by
2πℓM4
∫
d4xdξ
√
−h sin ξ
(
−1
4
LF (2)
)
= 2πℓM4
∫
d4xdξ
√
−h sin ξ
(
1
4
L[R µµ ]
(2) − 1
2
cot ξ
(2)
K µµ +
1
4
L
(1)
K
ν
µ
(1)
K
µ
ν
)
, (B8)
using the Hamiltonian constraint at second order (56). Similarly we find that∫
dξ cos ξ
(2)
K µµ =
[
sin ξ
(2)
K µµ
]pi
0
−
∫
dξ sin ξ∂ξ
(2)
K µµ
=
[
sin ξ
(2)
K µµ
]pi
0
−
∫
dξ
(
cos ξ
(2)
K µµ − sin ξLK νµ K µν
)
,
and the bulk action (B8) then reduces to
− 2πℓM4
∫
d4xdξ
√
−h1
2
U(ξ)L sin ξS µµ + 2πℓM4
∑
i=N,S
∫
d4x
√
−h1
4
sin ξi
[[ (2)
K µµ
]]
i
. (B9)
The second order brane actions and the Gibbons-Hawking terms are expressed as
− 2πℓM4
∑
i=N,S
∫
d4x
√
−h sin ξi
([[
K(2)
]]
i
+
1
4
[[ (2)
K µµ
]]
i
)
= −2πℓM4
∑
i=N,S
∫
d4x
√
−h 1
4
sin ξi
[[ (2)
K µµ
]]
, (B10)
using the bulk solution (70) to eliminate [[K(2)]]. Notice that Eq. (B10) cancels the second term in Eq. (B9), and
hence we end up with
S
(2)
4D = 2πℓM
4
∫
d4x
√
−h β
4
R
ν
µ R
µ
ν . (B11)
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