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Abstract 
This article proposes the study and experiment of infant sound features extraction by using discrete wavelet transform (DWT) 
techniques. The DWTs using in this research are Haar, Symlet2 and Coiflet1 mother wavelets. In this classification, the Dunstan 
baby language is the infant sound data.  The extracted features from the infant sound by DWT are learned by using the extreme 
learning machine (ELM) neural network. The results of this learning are compared in term of learning accuracy.  From the 
experimental result, it is found that the average result of the ELM with Haar wavelet features extraction at number node of 30 is 
better than results of ELM with other wavelets in term of learning accuracy. However, there are insignificant differences in 
learning accuracy when the number of nodes is increased from 20 to 30 nodes. 
 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility ofthe Organizing Committee of iEECON2016. 
Keywords:Feature Extraction, Discrete Wavelet Transform, Extreme Learning Machine 
1. Introduction 
The infant care agencies or a new mother can’t understand an infant behaviour because an infant can’t 
communicate with other person by human language. Priscilla Dunstan works together with research organizations in 
order to study behaviour of babies [1]. They had surveyed a number of 1,000 peoples in 7 countries associated with 
the sound of children crying all 30 nationalities during the new born to six months. They found that the baby needs 
to communicate with a parent or caregiver by the behaviour of the pronunciation of the same sound. For examples, 
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“Neh” indicates a hungry, “Owh” baby is likely onset sleepy, “Heh” babies needs to respond to the babysitter that 
they discomfort, “Eairh” babies have gas or bloating in the abdomen and “Eh” indicates burping of the baby . 
Because the baby sound is non-periodic signal, the discrete wavelet transform (DWT) techniques [2]-[3] such as 
Haar, Symlets and Coiflets are used to extract the features of the baby sound for their behaviours classification. The 
selected DWT are compared the coefficients that provides the best accuracy for the classification of infants 
behaviours.  
The neural networks have been used to recognize the human voice by tone and duration characteristic [4]. 
Because the baby sounds are difference to the human voice, the modified neural network is used to classification the 
babies sounds. The extreme learning machine (ELM) is s presented by Huang, et al [5].The ELM is interested model 
to classify the babies behaviours from DWT coefficients, and the single layer feed forward neural network (SLFN) 
[6] will be used to evaluate the accuracy of the classifications. The results will be compared by hidden layers of 10, 
20 and 30 nodes. 
2. Methodology 
2.1 Discrete Wavelet Transforms (DWT) 
 The DWT coefficients are usually sampled from the continuous wavelet transform (CWT) on a dyadic grid, 
choosing the parameters of translation b = n2m and scale a =2m. The mother wavelet in DWT (\) is defined as  
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Where  \  is the mother wavelet, a is the scale, b is the translation. 
DWT is used to analyze the signal x(k) by decomposing it into its coarse and detailed information, which is 
accomplished by using successive high-pass and low-pass filtering operations as equation (2) and (3).  
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Where yhigh(n) and ylow(n) are the outputs of the high-pass and low-pass filters, h and g are impulse response 
coefficients of mother wavelet as shown in table 1. 
    Table 1: The coefficients of Haar, Symlet2 and Coeiflet1mother wavelets. 
Coefficients 
Wavelet 
Haar Symlet2 Coiflet1 
h0 0.7071067812 -0.1294095226 -0.0156557281 
h1 0.7071067812 0.2241438680 -0.0727326195 
h2  0.8365163037 0.3848648469 
h3  0.4829629131 0.4829629131 
h4   0.3378976625 
h5   -0.0727326195 
g0 -0.7071067812 -0.4829629131 0.0727326195 
g1 0.7071067812 0.8365163037 0.3378976625 
g2  -0.2241438680 -0.8525720202 
g3  -0.1294095226 0.3848648469 
g4   0.0727326195 
g5   -0.0156557281 
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The numerical results of wavelet coefficients are shown in table 1. The mother wavelets are Haar, Symlet2 and 
Coiflet1. The Haar wavelet is discontinuous and resembles a step function. The Symlets are symmetrical wavelets. 
This family is orthogonal and compactly supported in time. The Coiflets family is built by Coifman and Ingrid 
Daubechies. This family is characterized by its highest number of vanishing moments. It is compactly supported and 
orthogonal however, it is nearly symmetrical. This family gives better accuracy when using mother wavelet with 
lower order of N in case of high level distortion. 
2.2 Neural Network model 
 ELM neural network is the methods that used for teaching SLFN. The SLFN comprises input, hidden and 
output layers. Each item of N data in the datasets of SLFN represents a sequence (xi , ti). The SLFN have number of 
node in hidden layer of ෩[7]. SLFN in extreme step begins by weighted randomly, and the inclination of the node j 
from ƒ(WjXi+bi) when ƒ is a non-linear activation function in output layer. The performance of this work has been 
the target data and input data into the ELM model. The calculation accuracy is shown in the term of percentages as 
equations (4) and (5) [5]. 
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Where T is the set of data items to be classified, Outc is the class of the item Out, and classify (Out) returns the 
classification of Out by Neural network. 
3. Proposed Method 
 
Fig.1 Block diagram of the infant cry classification 
 
Fig.2 Example of normalized infant crying signal 
The proposed methodology to classify the infant behaviours is shown in Fig.1. The infant’s crying signal is sent 
to signal processing for signal preparation then the conditioned signal is extracted features by DWT algorithm. The 
DWT coefficients called characteristics vectors is normalized by pre-processing data process then the normalized 
data is sent to ELM neural network for classification infant behaviours in term of accuracy.  
4. Experimentations 
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4.1 Infants Cry Data Feature Extraction 
 The infant’s cry database of Dunstan baby language (DBL) is used as the tested data. The DBL collects 
information from a number of 1,000 kids in seven countries, and total of 30 nationalities. An example of normalized 
infant sound is shown in Fig. 2. The DWT with Haar, Symlets2 (Sym2) and Coiflets1 (Coif1) mother wavelets are 
used to extract features of the infant cry signal. The number of filter bank cascading is5 levels. The data from DWT 
is classified by ELM neural network at number hidden layers of 10, 20 and 30 nodes. The classification type of 
infants sound are “Eh”, “Eairh”, “Heh”, “Neh” and “Owh”. The results from ELM in term of accuracy are shown in 
table 2. 
4.2 Results and Discussions 
 From table 2, when numbers of node are increased, the average learning accuracy result of ELM with Haar 
wavelet feature extraction is better than the results of ELM with feature extraction by Sym2 and Coif1 wavelets. The 
numbers of node are increased from 20 to 30 nodes, when it is no significant difference in learning accuracy results. 
 However, the relation of number of node and learning time is that the learning time is increased when 
number of node is also increased. The Haar wavelet has lower number of coefficients than of Sym2 and Coif1 
wavelets as show in table 1 which the computation time is shorter than of Sym2 and Coif1 wavelets.   
 
            Table 2: The accuracy from feature extraction methods 
Voice Node Wavelet Node Wavelet Node Wavelet Haar Sym2 Coif1 Haar Sym2 Coif1 Haar Sym2 Coif1 
Eh 
10 
98.23 98.58 98.18 
20 
98.40 98.59 98.19 
30 
98.43 98.58 98.24 
Eairh 98.62 98.46 98.29 98.80 98.44 98.32 98.90 98.45 98.28 
Heh 98.30 98.39 98.11 98.53 98.4 98.11 98.43 98.39 98.14 
Neh 98.27 98.49 98.18 98.58 98.57 98.22 98.63 98.54 98.19 
Owh 98.44 98.42 98.36 98.64 98.47 98.39 98.66 98.54 98.38 
Average 98.37 98.47 98.22 Average 98.59 98.49 98.25 Average 98.61 98.50 98.25  
 
5. Conclusions 
In this study, the Haar DWT wavelet is the most suitable wavelet family when it is compared with Sym2 and 
Coif1 wavelets.  The comparison is based on evaluating the accuracy for learning in order to classify of infants cry 
signals. The accuracy of the system is validated using infants cry signals from three different subjects. The results 
show that the Haar wavelet features extraction has a better ELM learning accuracy at 20 and 30 nodes. This result 
provides the benefit to identify infant behaviour from their sounds which it can be applied to the infant care agencies 
in the future. 
6. Acknowledgements 
The authors would like to thank Faculty of Electrical Engineering, Mahasarakham University for supporting 
fund to this research. 
References 
1. Efrain R., Jessica B., Monica T., Jesus F. and Edgar C., A context-aware baby monitor for the automatic selective archiving of the language of 
infants, In: Proc. 2013 Mexican International Conference on Computer Science pp. 60 – 67. 
2. Mallat, S.G., A theory of multiresolution signal decomposition: the wavelet representation.IEEE Transactions on Pattern Analysis and Machine 
Intelligence,1989, 11, pp. 674–693. 
3. Daubechies, I.,Ten Lectures on Wavelets(New York: Society forIndustrial and Applied Mathematics (SIAM)),1992. 
4. Wei,H.,Cheong-Fat,C., Chiu-Sing, C. and Kong-Pang,P. An Efficient MFCC Extraction Method in Speech Recognition. In: Proc. 2006 IEEE 
International Symposium on Circuits and Systems, ISCAS 2006, pp.145-128. 
5. Huang, G.B., Zhu C., and Siew, K. Extream Learning Machine: Theory and applications. Neurcomputing. 70 (2006), pp. 489-501. 
6. HasanTemurtas, Nejat Yumusak, FeyzullahTemurtas., A comparative study on diabetes disease diagnosis using neural networks, Expert 
Systems with Applications 36 (2009) 8610–8615. 
