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Abstract—Convolutional neural networks (CNNs) have shown
good performance in polarimetric synthetic aperture radar
(PolSAR) image classification due to the automation of feature
engineering. Excellent hand-crafted architectures of CNNs in-
corporated the wisdom of human experts, which is an important
reason for CNN’s success. However, the design of the architec-
tures is a difficult problem, which needs a lot of professional
knowledge as well as computational resources. Moreover, the
architecture designed by hand might be suboptimal, because it is
only one of thousands of unobserved but objective existed paths.
Considering that the success of deep learning is largely due to
its automation of the feature engineering process, how to design
automatic architecture searching methods to replace the hand-
crafted ones is an interesting topic. In this paper, we explore
the application of neural architecture search (NAS) in PolSAR
area for the first time. Different from the utilization of existing
NAS methods, we propose a differentiable architecture search
(DAS) method which is customized for PolSAR classification.
The proposed DAS is equipped with a PolSAR tailored search
space and an improved one-shot search strategy. By DAS, the
weights parameters and architecture parameters (corresponds to
the hyperparameters but not the topologies) can be optimized
by stochastic gradient descent method during the training. The
optimized architecture parameters should be transformed into
corresponding CNN architecture and re-train to achieve high-
precision PolSAR classification. In addition, complex-valued DAS
is developed to take into account the characteristics of PolSAR
images so as to further improve the performance. Experiments on
three PolSAR benchmark datasets show that the CNNs obtained
by searching have better classification performance than the
hand-crafted ones.
Index Terms—Polarimetric synthetic aperture radar (PolSAR)
classification, convolutional neural network (CNN), neural archi-
tecture search (NAS), Automatic machine learning (AutoML)
I. INTRODUCTION
POLARIMETRIC synthetic aperture radar (PolSAR) is anindispensable sensor in earth observation. It can provide
abundant target information in all-weather and all-times, which
is not available for other sensors. More and more attention has
been paid to the development PolSAR and the interpretation
of PolSAR images. As the basis of PolSAR interpretation,
PolSAR image classification has been a hot research field
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in recent years. For quite a long time in the past, features
with clear physical scattering meanings are eager to be stud-
ied in PolSAR classification area, i.e. target decomposition
techniques. The idea of target decomposition is to decompose
PolSAR image into several known scattering characteristics.
The earliest Pauli decomposition is based on polarization
scattering matrix by defining different basis matrix. Then
many target decomposition based feature extraction methods
have been introduced, such as Cameron decomposition [1],
Yamaguchi four-component scattering power decomposition
[2], and some variants [3]. Statistical based feature methods
have also been widely used and some unsupervised feature
engineering methods [4], [5] are explored to realize better
classification results. However, it is still difficult to construct
complete features due to the complex imaging mechanism of
PolSAR. Therefore, PolSAR image classification is still an
open problem.
Deep learning [6] has made remarkable progress in natural
language processing, computer vision and it has the potential
to be applied in more fields. Its main idea is to automatically
learn features through a neural network instead of hand-crafted
feature filters. As the main carrier of deep learning technique
in image processing field, convolutional neural network (CNN)
has aroused the interest of a large number of researchers
since AlexNet and ImageNet Large-Scale Visual Recognition
Challenge 2012 [7]. Compared with the ordinary CNN [8],
AlexNet explored its ability to process large-scale data by
increasing the depth of the network. Given AlexNet’s great
success, a large number of studies have been carried out to
design powerful architectures so as to obtain better perfor-
mance [9]–[16]. Novel architectures have greatly promoted
the development of CNNs. It can be said that CNN’s current
achievements are largely due to the efforts of experts on the
issue of neural architecture design.
Some researchers in SAR and PolSAR area have begun
to use CNNs to improve image classification due to the
difficulty in designing features manually. Geng et al. firstly
explored the application of deep neural network in SAR
image classification [17]. After that, many CNN-based classi-
fication methods have sprung up. They can be divided into
two parts according to different research objectives: target
recognition and terrain classification. Standard SAR image
automatic target recognition (SAR-ATR) can be divided into
three stages: detection, discrimination and classification. The
last step is very important, which needs a fine recognition of
the image slices with possible targets. In order to achieve high-
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2precision target recognition, an all-convolutional architecture
was proposed in [18] for SAR-ATR. Over 99% accuracy
was obtained on Moving and Stationary Target Acquisition
and Recognition (MSTAR) dataset. A Highway units based
architecture was proposed in [19] to achieve SAR image target
recognition in the environment of limited training samples.
They obtained the matched precision compared with the
method in [18] under the premise of reducing 30% training
data. Multiview SAR data was generated and a multi-input
CNN architecture was proposed in [20] to get the features of
targets from different views. In order to reduce the demand
of extensive labeled samples, high-order features extracted by
CNN were made into feature dictionary, and the end-to-end
training was carried out through feature metric and two-stage
optimization [21]. Different from the task of target recognition,
the purpose of terrain classification is to predict each pixel
of a PolSAR image. At this stage, the general paradigm of
PolSAR image terrain classification follows the first work
[24]: The complex-valued PolSAR data are first converted
into a real-valued tensor. Well-designed CNNs are then used
for classification. The architecture with two convolutional
layers was proposed in [24] and achieved 92.46% accuracy
on PolSAR Flevoland data. Transfer learning based ensemble
CNNs was used to realize scene classification on the data
acquired from P-band Chinese airborne PolSAR system [25].
In order to make up the shortages of slice-based classification
methods, i.e. slow speed and lack of global information,
fully convolutional networks [26] was introduced to achieve
better full image classification [27], [28]. Some works studied
new representations of PolSAR data, so as to improve the
performance of CNN-based methods from the perspective of
data [29]–[31]. Considering the particularity of PolSAR data,
complex-valued CNN architectures have also been studied
to some extent [32]–[34]. At present, the research of CNN-
based PolSAR image classification methods mainly focus on
building PolSAR tailored network architectures, or designing
architectures for the environment of limited training samples.
As can be seen from the work described above: Manually
designing CNN’s architecture is the problem that researchers
have been engaged in the past few years, whether in optical
image or radar image area. After a lot of research, there are
many experiences and methods to guide the design of neural
architectures. Therefore, a new research direction is emerging,
i.e. neural architecture search (NAS), to replace the classical
hand-crafted architectures. The superiority of NAS is reflected
in two aspects. On the one hand, the success of deep learning
is largely due to its automation of the feature engineering
process. It can be expected that if this automated process is
extended to the machine learning model design stage, it will be
possible to further improve its performance. On the flip side,
it is a costly task to design a tailored neural architecture for a
certain problem. This is also the biggest difficulty in utilizing
deep learning technique to solve problems in other fields, e.g.
radar image processing. Zoph et al. proposed the concept of
NAS to deal with these two problems [35]. They noticed that
the topology and hyperparameter of a neural network could
be typically specified by a variable-length string. Therefore,
a recurrent network called controller was used to generate
such string. The controller was trained with reinforcement
learning [36] to maximize the expected accuracy of the string-
transformed architecture on validation set. Theoretically, one
can get the most powerful architecture in the current search
space at the end of the controller’s training. This work has
some overlap with automatic machine learning [37] and meta
learning [38], [39], and it also lays a foundation for reinforce-
ment learning based NAS studies. Then, improvements for
such kind of search methods began to emerge. Zoph et al.
searched architectures on a small dataset and then transferred
it to large dataset, called NASNet, achieved the state-of-the-
art on ImageNet dataset [40]. NASNet got 1.2% better in
top-1 accuracy than the best hand-crafted architecture while
having lower computational complexity. The powerful ability
of NAS attracts a large number of researchers, and many
different search strategies were used to search better archi-
tectures, such as random search [41], Bayesian optimization
and evolutionary methods [42], [43]. However, the methods
based on evolution or reinforcement learning require training
all candidates over and over again to find the optimal archi-
tecture, which brings unaffordable computational difficulties.
For example, one needed to spend 104 GPU days in order to
obtain a good neural architecture [40], [44], which seriously
restricts the development of NAS’s theory and application.
Therefore, many acceleration methods have been studied,
including small but effective cells-based search space [43],
fast model evaluation [45], [46] and proxy mechanism [40].
Although these methods sped up the search process to some
extent, the main reason for their inefficiency was not changed:
NAS is treated as discrete sequential decision process, which
leads to architecture sampling and evaluation [47]. In order
to fundamentally find a low-cost way, Liu et al. relaxed the
architecture representation and proposed the gradient-based
NAS (DARTS) [48]. Unlike ordinary methods of applying
evolution or reinforcement learning with a controller over
a discrete and non-differentiable search space, DARTS built
a continuous search space by a serious of attention-based
architecture parameters. Thanks to DARTS, the search time
reduced from thousands of GPU days to one day. However,
the approximate solution to the bilevel optimization problem
made DARTS unstable. On basis of DARTS, some improved
gradient-based methods are being gradually explored [49],
[50]. It is worth to note that NAS is closely related to network
pruning [51], [52]. The author thinks that the difference
between the two lies in: NAS has a considerable search space
and its main objective is to find the architecture with high
precision in the search space. With a slight difference, pruning
methods only search in a small space. They try to find an
lightweight architecture while maintaining the accuracy as
much as possible. Even so, some ideas shown in pruning
methods are of great significance to the development of NAS.
The objective of this paper is to improve PolSAR image
terrain classification with the aid of CNNs. Based on the
previous analysis, the obstacle to achieve this goal lies in
the difficulty in designing PolSAR tailored CNN architectures.
This difficulty is partly reflected in the fact that architecture
design requires considerable expertise of neural networks,
which is lacking in PolSAR area. However, the author believes
3that with the efforts of researchers [31], [32], this will not be
a stumbling block for future development. The author thinks
that the main problem in the future research of CNNs-based
PolSAR image classification methods is that the unsatisfactory
performance of hand-crafted suboptimal architectures. There-
fore, we consider seeking help from NAS to achieve the
objective. Based on the above considerations, our objective
is transformed to design a cost-effective NAS method to
automatically search high-performance architectures, and use
the searched architectures to better classify the terrains of
PolSAR images.
Inspired by previous works, in this paper, a differentiable
gradient-based architecture search method (DAS) is proposed
according to the characteristics of PolSAR classification to
seek the optimal CNN architecture for better terrain classifi-
cation. More specifically, a PolSAR tailored search space is
defined whose variables are the hyperparameters of convolu-
tions, i.e. spatial size and output depth. The reason for such
search space comes from the observation that the influence
of topology on performance is less than that of hyperparam-
eter setting in the task of image slices based classification.
Different from the evolution or reinforcement learning based
methods, continuous relaxation is applied to the PolSAR
tailored search space, and gradient-based search strategy is
implemented. Therefore the search process of DAS is one-
shot based on stochastic gradient descent, which brings about
fast search speed. Moreover, an improved search strategy
is proposed to avoid the repeated convolution operations as
well as the approximate bilevel optimization in the classi-
cal gradient-based NAS method [48]. To the best of our
knowledge, this is the first work which tries to look for
the CNN architecture through automatic search instead of to
design it manually, in radar image processing area. Compared
with the hand-crafted architectures, the proposed method has
better interpretability and stronger performance. Furthermore,
complex-valued version of DAS is proposed to fit the complex-
valued data format of PolSAR images. It is noteworthy that the
proposed methodd can not only be used for searching suitable
architectures for PolSAR image classification from scratch,
but also improving the existing methods in a plug-and-play
manner. Experimental results on three widely used PolSAR
benchmark datasets demonstrate the validity of the proposed
methods.
The rest of this paper is organized as follows: The proposed
architecture search method and its complex-valued version
are introduced in Section II. Experiments and analyses are
presented in Section III. Section IV concludes of this paper
and gives possible future directions.
II. METHODOLOGY
In this section, an automatic search method for optimized
CNN architecture and its complex-valued version are pro-
posed. The proposed methods are equipped with a PolSAR
tailored search space and an improved search strategy, so as
to realize a cost-effective search of suitable architectures for
PolSAR classification.
A. CNNs for PolSAR Classification
Powerful data fitting ability of CNNs has been valued with
the continuous increase of available data. At the beginning,
CNN was used for handwritten data recognition [8], and then
it became brilliant in image processing [7], [12]. Considering
that CNNs have achieved the state-of-the-arts in many tasks
of optical image processing, it was applied to radar image
processing for the first time to realize high-precision terrain
classification [17], [24]. A general paradigm of CNNs-based
PolSAR classification methods can be seen from Fig. 1.
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Fig. 1. General flow chart of classical CNNs-based PolSAR image classifi-
cation methods.
As shown in the above figure, the aim of PolSAR image
classification is to give a certain category to every pixel.
Firstly, small slices are cut around the central pixel according
to the polarization coherence matrix of PolSAR data and the
ground truth map. Each image slice is treated as a sample with
supervisory information and the training and testing sets can
be obtained from the labeled image slices. Finally, researchers
need to design a suitable CNN architecture and implement
training and testing on different sets.
B. Principle of NAS
CNN uses cascaded feature extractors which are learned
(i.e. optimized) from training data. The automation of feature
engineering is recognized as an important reason for CNN’s
success. Accompanied by this success is the transformation
from hand-crafted features to hand-crafted neural architec-
tures. This demand led to the birth of NAS [35], which aims
to automate the process of architecture engineering.
Designing suitable architectures can be treated as a search
problem, like hyperparameter optimization [53]. Search space,
search strategy and performance estimation strategy are the
components of NAS [54]. Search space is a collection of all
possible neural architectures. Search strategy can be seen as
the core part of NAS, which is used to find suitable architec-
tures in search space. Every time a candidate architecture is
found, it needs to be evaluated by an performance estimation
strategy, and loss and accuracy are commonly used evaluation
criteria. Decision of the above three comes down to the trade-
off between precision and search speed.
4C. The Proposed DAS
We propose a novel architecture search method, named
DAS, according to the characteristics of slice-based PolSAR
terrain classification. The aim of DAS is to search the hy-
perparameters, including the size of kernels and the depth of
output, of a particular topology. In this work, topology is fixed
to a cascaded five-layers convolution network with two pooling
layers. The reason for this will be analyzed later. Another aim
of DAS is to search the architecture efficiently, so it draws
lessons from one-shot NAS methods to a great extent. In DAS,
the architectures with different hyperparameter combinations
are represented by a series of attention-based architecture pa-
rameters. Through stochastic gradient descent on the training
set, the architecture parameters can be efficiently optimized,
and then the optimized architecture can be obtained by the
optimal architecture parameters. The proposal of DAS can
be divided into the following steps: Definition of PolSAR
tailored search space, continuous relaxation of the search
space, linear combination of convolutions, and improved one-
shot architecture search.
1) PolSAR Tailored Search Space: Definition of the search
space is important for a search method, because search space
determines the number of architectures that can be represented
in principle. In general, the search space is exponentially large
or even unbounded for a NAS method, which greatly limits
the search speed. In fact, the redundancy in search space can
be eliminated by incorporating prior knowledge. Considering
the fact that slice-based PolSAR image classification is quite
different from optical image classification, i.e. inputs of the
former is image slices with very small size (usually no
more than 20 × 20), and input size of the latter is generally
more than 200× 200. For this reason, architectures of CNNs
used for PolSAR classification have a shallower depth (less
than 10 layers and no more than 3 pooling) compared with
optical classification used ones (more than 100 layers). More
layers means that the complexity of the topology can grow
exponentially, so the search of topologies is popular in the
NAS for optical image processing. However, the size of the
input image slices limits the depth of PolSAR classification
used architectures. Therefore, the following assumption can be
made: For image slices based PolSAR classification, the choice
of hyperparameters is at least as important as the topologies
to the performance of the architectures with similar number
of trainable parameters. In order to verify the assumption,
numerical simulation is carried out. One side, architectures
with different topologies but similar number of trainable
weights were trained and tested. The other side, architectures
obtained by four kinds of different hyperparameters under
the LeNet topology were tested. The experimental results are
shown in Fig. 2, which can support our assumption.
It can be seen from the numerical simulation that the ar-
chitecture changes caused by topology or hyperparameter will
lead to performance changes. Compared with the importance
of the two, the influence of hyperparameter is at least not less
than that of topology. About 6% of accuracy improvement can
be obtained by changing hyperparameters, while changing the
topology can only obtain less than 2% in the experiments.
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Fig. 2. Study on the change of performance caused by topology and
hyperparameter. (a) Performance of the architectures with different topologies
but similar computational complexity. (b) Performance of the architectures
with the same topology but multiplied number of trainable parameters.
Based on the above analyses, when defining the PolSAR tai-
lored search space, we focus on finding better combinations of
hyperparameters under a specific topology in order to achieve
cost-effective architecture search. Without loss of generality,
the most commonly used cascaded CNN architecture [18],
[24], [31], [32], [55] is used as the topology to be searched,
which has three convolution layers, two pooling layers and
two fully connected layers. The search of DAS is carried out
in this topology. Hyperparameters of the topology constitute
the search space of DAS, i.e. the size of convolution kernels
and the output depth of convolution operations. An intuitive
diagram of the search space tailored for PolSAR classification
is shown in Fig. 3.
The height and width of convolution kernels, and the
number of output channels are variables of the search space,
which are noted as Sh, Sw, C. In this way, the total number
of potential architectures Ntotal in the proposed search space
can be obtained:
Ntotal =
l∏
i=1
Sih × Siw × Ci (1)
where l means the number of layers of the used topology
and l = 5 in this work. It is worth noting that using such
a fixed topology is to verify the validity of DAS as well as
reduce the search complexity as much as possible. Searching
hyperparameters within various kinds of architectures suitable
for PolSAR classification are also supported by DAS.
2) Continuous Relaxation: After determining the appro-
priate search space, an efficient search strategy needs to be
designed to implement NAS with a single GPU. Based on this
requirement, continuous relaxation proposed by DARTS [48]
is applied to our search space. Let O be a set of candidate
operations, for the input x, continuous relaxation can be
defined as follows:
o˜(x) =
∑
o∈O
σ(Ao)o(x) (2)
where Ao notes the architecture parameters assigned to oper-
ation o(·), and σ(·) means the weight of corresponding oper-
ation generated by an activation function. From the definition,
continuous relaxation can be seen as using a mixed operation
to replace the categorical choice of a particular operation.
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Fig. 3. Illustration of the proposed PolSAR tailored search space for DAS. Architecture search is carried out based on a five-layers CNN. The variables in
the proposed search space are hyperparameters of each trainable layer, not the topology.
Softmax activation is used over architecture parameters to
generate the weights of o(·) in [48], and (2) specified to:
o˜(x) =
∑
o∈O
σsoftmax(Ao)o(x)
=
∑
o∈O
exp(Ao)∑
o′∈O exp(Ao′ )
o(x).
(3)
In this work, Sparsemax activation [56] which can be seen
as a truncated Softmax is used in DAS to increase the sparsity
of architecture parameters. If the architecture parameters are
sorted as A(1) ≥ · · · ≥ A(K), a set k can be found with
k(A) := max{k ∈ [K]|1 + kA(k) >
∑
j≤kA(j)}. Then the
mixed operation of DAS can be written as:
o˜(x) =
∑
o∈O
σsparsemax(Ao)o(x)
=
∑
o∈O
max(0,Ao − τ(A))o(x)
(4)
where τ(·) is a threshold function defined as τ(A) =
((
∑
j≤k(A)A(j))− 1)/k(A). The vector activated by Sparse-
max tends to be a normalized sparse vector, which can
accelerate the convergence of the search process.
Specifically, for the case of DAS, o(x) represents convo-
lution with different hyperparameter combination, and A =
{α, β} where α notes the architecture parameter of kernel size
and β for the one of output depth. If there are n choices for
kernel size and m choices for output depth in a certain layer,
(4) can be expressed as:
o˜(x) =
m∑
i=1
σsparsemax(αi)(
n∑
j=1
σsparsemax(βj)(Wi,j ∗ x))
=
n,m∑
i,j=1
α
′
iβ
′
j(Wi,j ∗ x)
(5)
where the weights generated by Sparsemax activation are
simplified as α
′
, β
′
, and Wi,j represents corresponding convo-
lution matrix, ∗ means convolution operation. In this way, the
discrete search space of DAS can be relaxed to be continuous,
and the search of architectures can be transformed into the
optimization of the architecture parameters α, β.
3) Linear Combination of Convolution: Note that (2)-(5)
need to calculate all possible operations and then weighted
sum, which brings huge computational complexity. Especially
for (5), nm times convolution is required, which is impractical
when the product is very large. Therefore, linearity of convo-
lution is utilized in DAS and multiple convolution calculations
are avoided by using linear combination of convolutions
instead of (5), which can be expressed as:
o˜(x) =
n,m∑
i,j=1
(α
′
iβ
′
jWi,j) ∗ x (6)
To support the linear combination of convolutions, each
kernel matrix must be the same size. However, different
hyperparameter combinations lead to different size of kernel
matrix. So transformations of each kernel matrix in both spatial
and channel is needed. In DAS, we follow the transformation
method of [49].
(a) (b)
Fig. 4. Transformation of convolution kernels. The dark solid part represents
the untransformed convolution kernel, and the light dotted part represents
zero-padding. (a) The process of spatial transformation. (b) The process of
channel-wise transformation.
The process of spatial transformation can be seen from
Fig. 4a. Let h1 × w1, h2 × w2, · · · , hn × wn denote all
candidate kernel sizes. Based on the fact that convolution with
the kernel of hi × wi is identical to the same convolution
when its kernel is appropriately zero-padded to the size of
hmax × wmax, where hmax = max{h1, h2, · · · , hn} and
wmax = max{w1, w2, · · · , wn}. Thus, all kernel matrices are
spatially padding to the size of hmax × wmax while keeping
the original operation unchanged.
6The process of channel-wise transformation can be seen
from Fig. 4b. A simple trick is used to realize the channel-
wise transformation by adjusting the number of input channels
instead of changing the one of output channels. In this way,
all kernel matrices are channel-wise padding to the size of
cmax × cout. In order to save computational resources, in this
paper, hmax and wmax are set to 5 for l = 1, 2, and 3 for l = 3.
hmax = wmax = 1 for the fully connected layers. In addition,
cmax is set to 64 for l = 1, 2, 3, and 1024 for l = 4. Similar
ideas have emerged in some channel-wise pruning studies [57]
whose connotation is to use the statistical information of i+1th
layer to guide the architecture search of ith layer.
4) Two-Step One-Shot Architecture Search: The computa-
tional difficulty is alleviated by the relaxation of search space
and the linear combination of convolutions. In this part, we
propose a two-stage one-shot architecture optimization method
to further reduce the memory requirements as well as keep the
search precision of DAS.
It can be seen that (6) contains
∑
i,j hi × wi × cj × cout
weight parameters. Such a large number of trainable parame-
ters not only causes the demand for memory, but also aggra-
vates the difficulty of optimization. To handle this problem,
n×m groups of weight parameters are merged into one with
the size of hmax × wmax × cmax × cout in [49]. Although
the number of parameters is reduced by parameter merging,
untractable bias is introduced because all the branches share
the parameter from the biggest kernel matrix. Instead of
roughly relaxing n × m groups parameters to 1, in DAS,
a two-stage optimization for architecture parameters is used
to relax n × m to n + m. Specifically, the optimization of
α and β is carried out in an alternating iterative way to
avoid the multiplication of weight parameters caused by jointly
optimization. When β is fixed, (6) is reduced to the following
expression:
o˜(x) =
n∑
i=1
(α
′
iβ
′
Wi) ∗ x (7)
and when α is fixed, it can be expressed as:
o˜(x) =
m∑
j=1
(α
′
β
′
jWj) ∗ x. (8)
Due to the intentionally diversified candidate architectures
in DARTS, separate optimization of architecture and weight
parameters are needed [52], which leads to a bilevel optimiza-
tion problem. In contrast, DAS has the PolSAR tailored search
space with small diversity, so it is suitable to optimize the
architecture and weight parameters on a single training set.
We introduce the optimization problem of DAS as follows:
(α∗, β∗) = argmin
α,β∈A
{Ltrain(A, w) + γR(A)} (9)
which can be alternately optimized by:
α∗ = argmin
α
{Ltrain(α,w, βfixed) + γR(α)} (10)
and
β∗ = argmin
β
{Ltrain(β,w, α∗) + γR(β)} (11)
where Ltrain(·) notes cross-entropy loss on training set and
R(·) is a regularization function weighted by γ. L1 regulariza-
tion is used in DAS to add sparsity to architecture parameters.
The iterative search process of DAS for architecture parame-
ters is outlined as Algorithm 1. Once the optimal architecture
parameters α, β are determined, the corresponding model can
be constructed by keeping top-k strongest operations of each
optimal architecture parameter (k = 1 in this work), and re-
trained to achieve PolSAR classification.
Algorithm 1 Two-Step One-Shot Architecture Search for DAS
1: Begin;
2: Prepare Training and validation sets D = {xi, yi}Ni=1,
xi ∈ Rn×n, positive integers I1, I2 and B1, B2, hyper-
parameter γ and learning rate ξ.
Step One: Searching for α∗
3: Prepare βfixed. Initialize weight parameters w, b and ar-
chitecture parameters α.
4: for epoch in I1: do
5: for batch in B1: do
6: Forward propagation by (7) with trainable parameters
of w,α;
7: Update α by gradient descent for (10);
8: end for
9: end for
Step Two: Searching for β∗;
10: Prepare α∗. Initialize weight parameters w, b and archi-
tecture parameters β.
11: for epoch in I2: do
12: for batch in B2: do
13: Forward propagation by (8) with trainable parameters
of w, β;
14: Update β gradient descent for (11);
15: end for
16: end for
17: return α∗, β∗
D. Complex-Valued DAS
The proposed DAS is extended to the complex domain
for better performance (CV-DAS). Instead of only supporting
real-valued calculations, all real operations are converted to
complex operations in CV-DAS. In CV-CNNs [32]–[34], the
weight of filters should be complex numbers so the weight
w ∈ C and bias b ∈ C of a layer can be expressed as
w = <(w) + j=(w) and b = <(b) + j=(b). Complex-valued
convolution can be defined as follows:
xi+1 = (<(W i) ∗ <(xi)−=(W i) ∗ =(xi))
+ j(<(W i) ∗ =(xi) + =(W i) ∗ <(xi))
+ <(Bi) + j(=(Bi))
(12)
where xi, xi+1 denote the output feature map of i − 1th and
ith layer, W i and Bi are the weight matrix and bias vector of
ith layer. Complex ReLU (CReLU) activation [58] is used in
DAS for activate the complex-valued products of convolutions.
It can be defined as:
CReLU(z) = max(0,<(z)) + jmax(0,=(z)). (13)
7Complex-valued fully connected layer can be seen as a
special complex-valued convolution layer with 1 × 1 kernel
size. A feature vector whose dimension is the number of target
categories can be obtained after two times of fully connected
layers, and its amplitude is used to make final predictions.
Other parts of DAS, including search space and search
strategy, remain unchanged. Compared with real-valued DAS,
CV-DAS can maintain the integrity of PolSAR data and mine
the physical scattering mechanism hidden in the complex-
valued covariance or coherency matrices.
III. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, experiments used datasets and evaluation
criteria are introduced firstly. Based on that, the performance
of the proposed methods are demonstrated and analyzed under
three widely used PolSAR benchmark datasets. The classifica-
tion results of the whole map and testing accuracy under three
different criteria are recorded and compared.
A. Datasets Description
We employ three widely-used PolSAR datasets in the
experiments: AIRSAR San Francisco, AIRSAR Flevoland,
ESAR Oberpfaffenhofen. Figs. 5-7 show their Pauli maps and
ground truth maps respectively. Besides, Tables I-III show
some details about the three benchmark datasets.
1) AIRSAR San Francisco: This PolSAR image has been
widely used in literatures. It is an L-band, full polarimetric
image of San Francisco, as shown in Fig. 5. The size of this
image is 900×1024 and the spatial resolution is 0.6m×1.6m.
Each pixel of this image can be classified into five categories,
including mountain, ocean, urban, vegetation, and bare soil.
The number of the labeled pixels can be seen in Table I.
(a) (b)
Ocean Urban VegetationMountain Bare soil
Fig. 5. AIRSAR San Francisco dataset and its color code. (a) Pauli RGB
map. (b) Ground truth map.
TABLE I
NUMBER OF PIXELS IN EACH CLASS FOR AIRSAR SAN FRANCISCO
AIRSAR San Francisco
Class code Name Reference data
1 Mountain 59035
2 Ocean 321583
3 Urban 334418
4 Vegetation 53509
5 Bare soil 13487
Total - 782032
2) AIRSAR Flevoland: As shown in Fig. 6, an L-band, full
polarimetric image of the agricultural region of the Nether-
lands is obtained through NASA/Jet Propulsion Laboratory
AIRSAR. The size of this image is 750×1024 and the spatial
resolution is 0.6m × 1.6m. There are 15 kinds of ground
objects including buildings, stembeans, rapeseed, beet, bare
soil, forest, potatoes, peas, lucerne, barley, grasses, water and
three kinds of wheat. The number of the labeled pixels can be
seen in Table II.
(a) (b)
Beet
Peas
Grass
ForestPotatoes
Rapeseed
Lucerne
Bare soil
Buildings
Water
Barley
Stembeans
Wheat One
Wheat Two
Wheat Three
Fig. 6. AIRSAR Flevoland dataset and its color code. (a) Pauli RGB map.
(b) Ground truth map.
TABLE II
NUMBER OF PIXELS IN EACH CLASS FOR AIRSAR FLEVOLAND
AIRSAR Flevoland
Class code Name Reference data
1 Buildings 963
2 Rapeseed 17195
3 Beet 11516
4 Stembeans 6812
5 Peas 11394
6 Forest 20458
7 Lucerne 11411
8 Potatoes 19480
9 Bare soil 6116
10 Grass 8159
11 Barley 8046
12 Water 8824
13 Wheat one 16906
14 Wheat two 12728
15 Wheat three 24584
Total - 184592
3) ESAR Oberpfaffenhofen: An L-band, full polarimetric
image of Oberpfaffenhofen, Germany, 1200×1300 scene size,
are obtained through ESAR airborne platform. Its Pauli color-
coded image and ground truth map can be seen in Fig. 7. Each
pixel in the map is divided into three categories: built-up areas,
wood land and open areas, except for some unknown regions.
The number of the labeled pixels can be seen in Table III.
B. Experimental Setting
1) Data Representations: During the training and testing,
PolSAR images are represented by the polarization coherence
8(a) (b)
Bulit-up Areas
Wood Land
Open Areas
Fig. 7. ESAR Oberpfaffenhofen dataset and its color code. (a) Pauli RGB
map. (b) Ground truth map.
TABLE III
NUMBER OF PIXELS IN EACH CLASS FOR ESAR OBERPFAFFENHOFEN
ESAR Oberpfaffenhofen
Class code Name Reference data
1 Built-up areas 310829
2 Wood land 263238
3 Open areas 733075
Total - 1307142
matrix T, which can be defined as:
~k =
1√
2
[SHH + SV V , SHH − SV V , 2SHV ]T , (14)
[T ] = 〈~k~kH〉 (15)
where SPQ(P,Q ∈ {H,V }) represents the backscattering
coefficient of the polarized electromagnetic wave in emitting
Q direction and receiving P direction. H and V represent the
horizontal and vertical polarization, respectively. According to
the reciprocity theorem, the S matrix satisfies SHV = SV H .
Notice that the polarization coherence matrix T is a Hermitian
matrix, every element except the diagonal element is a com-
plex number. Generally, we take the upper triangular elements
[T11, T12, T13, T22, T23, T33] as the input data. For real-valued
models, complex-valued data are divide into real parts and
imaginary parts as the input; For complex-valued models,
original data are directly as the input. Benchmark PolSAR
images are sliced into the size of 15×15 image patches around
the central pixel with the stride sliding windows of 1 according
to the ground truth map, as can be seen from Tables I-III, to
generate the training, validation, and testing datasets.
2) Comparing Methods and Parameter Settings: The effec-
tiveness of the proposed methods are proved by comparisons
with some effective alternative methods. Three non deep
learning based methods are chosen including Wishart classifier
[59], support vector machines (SVM) [60], and SVM with
radial basis function kernel (RBF-SVM). Four deep learning
based methods including CNN [24], complex-valued CNN
(CV-CNN) [32], and polarimetric-feature-driven CNN (SF-
CNN) [29] are selected for comparison. The architectures
searched by the proposed methods, i.e. DAS and CV-DAS,
are noted as DAS-CNN and CVDAS-CNN for convenience.
Considering that the network structure obtained through the
search is highly transferable [40], we do architecture search on
a small dataset and then evaluate the obtained architectures in
different benchmarks. In this work, the process of architecture
search is carried out on Flevoland data, with 300 training
samples of each category and 200 training epoch. Complete
search process is repeated ten times to reduce the randomness
of the searched architectures.
After the architecture search, the model retraining is needed
to achieve the final classification. The number of training
epoch is an important hyperparameter for the training of all
involved methods, which determines whether weights of the
network converge or not. In order to find a suitable value of
epoch on every datasets, experiments are carried out and the
results are shown in Figs. 8-10.
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Fig. 8. Overall accuracy curves of the two methods on training and validation
sets of San Francisco dataset respectively. (a) CNN. (b) DAS-CNN.
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Fig. 9. Overall accuracy curves of the two methods on training and validation
sets of Flevoland dataset respectively. (a) CNN. (b) DAS-CNN.
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Fig. 10. Overall accuracy curves of the two methods on training and
validation sets of Oberpfaffenhofen dataset respectively. (a) CNN. (b) DAS-
CNN.
From the experimental results one can see that the error rate
of real-valued CNN and DAS-CNN on training and validation
sets tend to be stable within 500 iterations. Therefore, the
value of training epoch is set to 500 in all experiments and
9a small validation set is used to select the best model from
many iterations. Some other setting as follows: After each
convolution layer, a ReLU activation layer is added. In order
to speed up the optimization of objective function and obtain
better approximate solution, stochastic gradient descent with
adaptive moment estimation [61] are used with the learning
rate of 10−4. Number of mini-batch is set to 64 during the
training. Deep learning toolbox [62] is utilized to minimize
the difficulty of algorithm implementation.
3) Evaluation Criteria: To evaluating the performance of
the algorithms mentioned in this paper, overall accuracy (OA),
average accuracy (AA), and kappa coefficient (Kappa) are
chosen as criteria, which can be defined as follows
OA =
∑c
i=1Mi∑c
i=1Ni
, AA =
1
c
c∑
i=1
Mi
Ni
(16)
where c is the number of categories. Mi, Ni denote the number
of ith category correctly classified samples and the number of
the ith category labeled samples respectively.
Kappa =
OA− P
1− P , with P =
1
N2
c∑
i=1
H(i, :)H(:, i) (17)
where N is the number of testing samples and H denotes the
classification confusion matrix.
C. Experimental Results
The experimental results from testing sets on involved
three PolSAR benchmarks are shown in Tables IV-VI. The
whole map classification results are shown in Figs 12-14.
Generally speaking, deep learning based methods show more
powerful classification ability than non deep learning methods.
Moreover, two improved version, i.e. CV-CNN and SF-CNN
have better performance than the ordinary CNN. Although
no attention has been paid to the neural design, architectures
searched by the proposed DAS and CV-DAS emerge the best
generalization performance in three benchmark datasets. The
experimental results on each dataset are analyzed as follows.
Classification results of the whole map on San Francisco
data can be seen from Fig. 12. Architectures obtained by the
proposed search methods, especially CVDAS-CNN, achieve
higher completeness of the terrains in the classification maps.
It can be seen from the results that the proposed methods
have better recognition accuracy than the comparing methods
for the identification of urban and vegetation. The proposed
methods also avoid the situation that urban are wrongly
divided into mountain in SF-CNN. This observation proves
that the proposed methods can find better CNN architectures
to achieve good classification results on San Francisco dataset.
The experimental results on testing set are shown in Table IV,
it can be seen that the proposed methods achieve the best and
the second results on three criteria, respectively. 3.05% and
4.45% increase of OA and Kappa are accomplished through
DAS for real-valued CNN and 2.49%, 3.71% for complex-
valued CNN. This can verify the correctness of the theoretical
analysis from the experimental point of view.
With the addition of DAS, the performance of CNN has
been improved in all categories except for the category bare
soil. This shows that DAS has good adaptability in the real-
valued topology in experiments. After the search of CV-DAS,
the architecture has a little degeneration in ocean and bare soil
categories, and improved in other categories, especially in the
recognition of mountain category.
The whole map classification results on Flevoland data
are presented in Fig. 13, from which one can see that the
classification results of the searched architectures are clearer
and more close to the ground truth map. Table V shows the
experimental results of each algorithm on Flevoland dataset.
The proposed two methods achieve the best and the second
performance. With the help of DAS and CV-DAS, the recogni-
tion accuracy of real-valued and complex-valued architectures
in almost every category has been improved, especially for
the categories of rapeseed, bare soil and grass. From the
global point of view, the architecture searched by CV-DAS
gets 98.32% OA, which is much higher than the results of
other comparing methods. The process of search improves
2.41% OA and 2.64% Kappa for real-valued CNN, 2.62%
OA and 2.85% Kappa for complex-valued CNN. This further
proves that the proposed two search methods can improve
the performance of a specific architecture in a plug-and-play
manner.
Fig. 14 reports the whole map classification results on
Oberpfaffenhofen dataset. It can be seen from the results
that there is a certain deviation in the recognition of bulit-
up areas (red area) and wood land (green area) by ordinary
architectures, and the addition of DAS and CV-DAS correct
this deviation to a certain extent. Table VI shows the results
of involved methods on testing set, from which one can
see that the addition of the proposed search methods has
brought certain improvement to the three evaluation criteria of
the comparing methods. DAS is capable of getting accuracy
increments of 1.58%, 1.57%, and 2.58% for OA, AA, and
Kappa coefficient, respectively. For CV-DAS, the value of
increments changes to 1.47%, 2.14%, and 2.55%. These
results indicate that the automatically optimized architectures
obtained by the proposed search methods do have superior
performance compared to the hand-crafted ones.
Comparisons between five CNNs-based methods are shown
in Fig. 11, from which one can see that the proposed two
methods have better performance on each benchmark dataset
for the three evaluation criteria. It is worth noting that the
architectures of DAS-CNN and CVDAS-CNN used in three
groups of experiments are obtained by searching on Flevoland
data. From the experimental results it can be seen that the
transfer of the two architectures to the other two dataset still
shows quite good performance, which proves that the proposed
search methods have good robustness.
D. Discussion
The above experimental results show that the architectures
obtained by the proposed DAS and CV-DAS achieved the state
of the art performance. A global analysis and discussion are
given after experimental simulations.
Firstly, thanks to the continuous relaxed search space, the
proposed methods can be optimized by SGD to do one-shot
10
82
84
86
88
90
92
94
96
V
al
ue
 o
f 
C
ri
te
ri
a 
(%
)
 
 
CN
N
CV
−C
NN
SF
−C
NN
DA
S−
CN
N
CV
DA
S−
CN
N
OA
AA
Kappa
(a)
93
94
95
96
97
98
99
V
al
ue
 o
f 
C
ri
te
ri
a 
(%
)
 
 
CN
N
CV
−C
NN
SF
−C
NN
DA
S−
CN
N
CV
DA
S−
CN
N
OA
AA
Kappa
(b)
80
82
84
86
88
90
92
V
al
ue
 o
f 
C
ri
te
ri
a 
(%
)
 
 
CN
N
CV
−C
NN
SF
−C
NN
DA
S−
CN
N
CV
DA
S−
CN
N
OA
AA
Kappa
(c)
Fig. 11. Performance comparison of involved deep learning based methods on three benchmarks. (a) Result on San Francisco. (b) Result on Flevoland. (c)
Result on Oberpfaffenhofen.
TABLE IV
CLASSIFICATION RESULT COMPARISONS (%) FOR AIRSAR SAN FRANCISCO DATASET.
Method Wishart SVM RBF-SVM CNN CV-CNN SF-CNN DAS-CNN CVDAS-CNN
Mountain 56.25 64.45 67.40 90.99 88.19 87.50 92.43 95.12
Ocean 91.67 98.19 97.97 93.24 95.61 96.79 95.62 94.66
Urban 76.24 66.49 82.00 88.57 90.05 89.34 92.77 95.28
Vegetation 80.59 68.34 64.80 82.47 83.83 83.49 85.38 85.68
Bare soil 86.69 83.09 62.59 95.70 93.40 97.11 93.55 92.73
OA 81.49 75.89 81.34 90.38 91.83 92.01 93.43 94.32
AA 78.29 76.11 74.95 90.19 90.22 90.85 91.95 92.69
Kappa 72.87 67.63 74.03 85.47 87.54 87.82 89.92 91.25
(d)(c)(a) (b)
(h)(e) (f) (g)
Fig. 12. Classification results of whole map on AIRSAR San Francisco data with different methods. (a) Result of Wishart. (b) Result of SVM. (c) Result
of RBF-SVM. (d) Result of CNN. (e) Result of CV-CNN. (f) Result of SF-CNN. (g) Result of DAS-CNN. (h) Result of CVDAS-CNN.
architecture search, which brings about a very fast search
speed. In our experimental environment, it takes only a few
hours to implement once architecture search. This is beneficial
for others to repeat and follow-up our work. Not only that,
the architectures obtained by searching have a strong diversity
compared with the current widely used ones in PolSAR area.
Convolution kernels with 3 × 3 spatial size have been the
choice of mostly existing studies, because its performance in
optical image processing tasks is quite good. However, in our
experiments, the size of 3× 3 can not show an overwhelming
advantage. 2×1, 5×5 and 1×1 convolutions are used in DAS-
CNN and 3×1, 1×1 and 1×1 ones are used in CVDAS-CNN.
11
TABLE V
CLASSIFICATION RESULT COMPARISONS (%) FOR AIRSAR FLEVOLAND DATASET.
Method Wishart SVM RBF-SVM CNN CV-CNN SF-CNN DAS-CNN CVDAS-CNN
Buildings 68.02 88.47 87.54 100.00 99.58 100.00 100.00 100.00
Rapeseed 50.16 81.38 85.04 80.77 92.21 93.79 89.82 96.97
Beet 91.86 90.11 90.91 94.54 95.33 98.82 95.15 96.18
Stembeans 93.04 85.26 88.21 98.96 98.22 99.47 99.90 99.44
Peas 87.06 94.30 94.38 98.21 98.44 97.54 98.10 98.97
Forest 72.94 82.22 85.19 97.85 99.45 96.96 98.39 98.87
Lucerne 90.82 87.91 89.10 93.82 97.68 98.04 96.29 96.34
Potatoes 58.83 74.14 81.50 95.30 87.33 94.36 95.00 98.61
Bare soil 94.46 95.14 94.72 90.79 83.65 99.13 99.33 98.14
Grass 65.36 70.52 66.01 82.14 91.85 92.82 95.21 97.24
Barley 94.24 95.45 94.95 96.91 99.58 97.92 96.96 99.95
Water 52.95 97.08 97.67 99.77 99.99 99.90 100.00 100.00
Wheat one 89.76 70.16 79.11 96.43 96.84 96.00 98.38 98.92
Wheat two 84.41 82.79 78.57 90.26 96.67 92.51 94.72 98.62
Wheat three 82.44 78.66 86.73 98.96 98.96 95.29 98.69 98.49
OA 77.15 82.69 85.77 94.23 95.70 96.17 96.64 98.32
AA 78.42 84.91 86.64 94.31 95.72 96.84 97.06 98.45
Kappa 75.15 81.18 84.50 93.70 95.31 95.83 96.34 98.16
(d)(c)(a) (b)
(h)(e) (f) (g)
Fig. 13. Classification results of whole map on AIRSAR Flevoland data with different methods. (a) Result of Wishart. (b) Result of SVM. (c) Result of
RBF-SVM. (d) Result of CNN. (e) Result of CV-CNN. (f) Result of SF-CNN. (g) Result of DAS-CNN. (h) Result of CVDAS-CNN.
TABLE VI
CLASSIFICATION RESULT COMPARISONS (%) FOR ESAR FLEVOLAND DATASET.
Method Wishart SVM RBF-SVM CNN CV-CNN SF-CNN DAS-CNN CVDAS-CNN
Built-up areas 45.19 55.35 47.20 77.85 77.02 78.09 81.55 80.48
Wood land 74.87 79.38 90.07 91.44 90.75 88.43 91.03 93.55
Open areas 94.49 89.48 91.35 93.10 94.23 93.87 94.51 94.38
OA 78.80 77.83 79.15 89.14 89.44 89.02 90.72 90.91
AA 71.52 74.07 76.21 87.46 87.33 86.80 89.03 89.47
Kappa 63.39 65.00 66.98 81.59 82.00 81.33 84.17 84.55
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(d)(c)(a) (b)
(h)(e) (f) (g)
Fig. 14. Classification results of whole map on ESAR Oberpfaffenhofen data with different methods. (a) Result of Wishart. (b) Result of SVM. (c) Result
of RBF-SVM. (d) Result of CNN. (e) Result of CV-CNN. (f) Result of SF-CNN. (g) Result of DAS-CNN. (h) Result of CVDAS-CNN.
This result also shows the difference between PolSAR image
classification and optical image classification. We suspect that
the reason for this phenomenon may be that image slices
require a smaller convolution kernel to keep more details.
The selected number of nodes of fully connected layers also
show good diversity, but the trend of change is roughly pre-
dictable, that is, performance increases as the number of nodes
adds. Furthermore, the improved optimization method of DAS
avoids the bilevel optimization problem that classical gradient
based NAS methods need to face. In our test, this improvement
indeed improves the stability of the search process. Last but
not least, the proposed search method is highly flexible and
can be extended to any network architectures in any tasks to
optimize their hyperparameters. Therefore, the proposed DAS
and CV-DAS are not just searching suitable architectures for
PolSAR image classification from scratch, they also can be
used as plug-and-play complementary components to improve
the performance of existing methods.
IV. CONCLUSION
In this paper, the task of PolSAR image classification is
promoted with the help of NAS for the first time. On basis of
the gradient-based NAS, a tailored search method for PolSAR
classification is proposed, which fully considers the form of
PolSAR data and the task characteristics of classification.
In the proposed DAS, search space and search strategy are
specially improved in order to automatically design suitable
architectures for PolSAR classification. Compared with the
ordinary paradigm of designing PolSAR classification used
architectures manually, the proposed methods are quite cost-
effective. Furthermore, the complex-valued version of DAS is
introduced to fit the data format of PolSAR images. It is shown
that searched architectures have more powerful performance
and better interpretability than hand-crafted ones.
Experiments on three widely used PolSAR benchmark
datasets show that the architectures obtained by the proposed
search methods have certain advantages over ordinary hand-
crafted ones, which is reflected in the higher accuracy of
the proposed methods in testing sets, and more close to the
ground truth map in the whole map classification. The main
reason why the proposed method has more powerful perfor-
mance is that most of the PolSAR classification used CNN
architectures are only one path in the DAS’s search space.
The proposal of DAS indicates the future research direction
of deep learning technique in PolSAR image classification.
For our future works, better input forms of PolSAR data,
high-precision NAS methods and their application to PolSAR
semantic segmentation are all the issues we are considering.
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