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SYMPLECTIC AND ISOMETRIC SL(2,R)-INVARIANT
SUBBUNDLES OF THE HODGE BUNDLE
ARTUR AVILA, ALEX ESKIN, AND MARTIN MO¨LLER
1. Introduction
Suppose g ≥ 1, and let κ = (κ1, . . . , κn) be a partition of 2g−2, and
let H(κ) be a stratum of Abelian differentials, i.e. the space of pairs
(M,ω) where M is a Riemann surface and ω is a holomorphic 1-form
on M whose zeroes have multiplicities κ1 . . . κn. The form ω defines a
canonical flat metric on M with conical singularities at the zeros of ω.
Thus we refer to points of H(κ) as flat surfaces or translation surfaces.
For an introduction to this subject, see the survey [Zo2].
The space H(κ) admits an action of the group SL(2,R) which gen-
eralizes the action of SL(2,R) on the space GL(2,R)/SL(2,Z) of flat
tori.
Affine measures and manifolds. The area of a translation surface
is given by
a(M,ω) =
i
2
∫
M
ω ∧ ω¯.
A “unit hyperboloid”H1(κ) is defined as a subset of translation surfaces
in H(κ) of area one. For a subset N1 ⊂ H1(κ) we write
RN1 = {(M, tω) | (M,ω) ∈ N1, t ∈ R} ⊂ H(κ).
Definition 1.1. An ergodic SL(2,R)-invariant probability measure ν1
on H1(κ) is called affine if the following hold:
(i) The support N1 of ν1 is a suborbifold of H1(κ). Locally in
period coordinates (see §2 below), the suborbifold N = RN1 is
defined as subset of Cn by complex linear equations with real
coefficients.
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(ii) Let ν be the measure supported on N so that dν = dν1da.
Then ν is an affine linear measure in the period coordinates on
N , i.e. it is (up to normalization) the restriction of Lebesgue
measure to the subspace N .
Definition 1.2. We say that a suborbifold N1 for which there exists a
measure ν1 such that the pair (N1, ν1) satisfies (i) and (ii) is an affine
invariant submanifold.
Note that in particular, any affine invariant submanifold is a closed
subset ofH1(κ) which is invariant under the SL(2,R) action, and which
in period coordinates looks like an affine subspace.
We also consider the entire stratum H(κ) to be an (improper) affine
invariant submanifold.
The tangent space of an affine submanifold. Suppose N is an
affine invariant submanifold. Then, by definition, in period coordinates
the tangent bundle TN of N is determined by a subspace TC(N ) of the
vector space the ambient manifold is modeled on. Condition i) implies
moreover that this subspace is of the form
TC(N ) = C⊗ TR(N ),
where TR(N ) ⊂ H1(M,Σ,R). Let p : H1(M,Σ,R) → H1(M,R) be
the natural map. We can then consider the subspace p(TR(N )) ⊂
H1(M,R).
The Forni subspace. Let ν be a finite SL(2,R)-invariant measure
on H1(κ). For ν-almost all x ∈ H(κ), let F (x) ⊂ H1(M,R) be the
maximal SL(2,R)-invariant subspace on which the Kontsevich-Zorich
cocycle acts by isometries in the Hodge inner product (see §2 below).
Then, the subspaces F (x) form an SL(2,R)-invariant subbundle of the
Hodge bundle.
For the Masur-Veech (i.e. Lebesgue) measure on H1(κ), the Forni
subspace F (x) = {0} almost everywhere. However, there exist affine
SL(2,R)-invariant measures ν for which F (x) 6= 0 for ν-almost-all x,
see e.g. [Fo2], [FoM].
Terminology. By the term Hodge bundle over an affine manifold N
we mean the (flat) vector bundleH1
R
with fiberH1(M,R) over the point
(M,ω) ∈ N . By a flat subbundle, we mean a subbundle which is flat
with respect to the Gauss-Manin connection. By an SL(2,R)-invariant
subbundle we mean a subbundle which is fiberwise equivariant with
respect to the SL(2,R) action. Note that flat subbundles are automat-
ically SL(2,R)-invariant, but there exist SL(2,R)-invariant subbunles
which are not flat.
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The main results. In this note, we prove the following:
Theorem 1.3. Let ν be an affine measure on H1(κ) and let N be affine
submanifold on which ν is supported. Then,
(a) Except for a set of ν-measure 0, F (x) is locally constant on N ,
and thus defines a flat subbundle of the Hodge bundle H1
R
over
N .
(b) For ν-almost-all x, p(TR(N ))(x) is orthogonal to F (x) with re-
spect to the Hodge inner product at x.
(c) For ν-almost-all x, p(TR(N ))(x) is orthogonal to F (x) with re-
spect to the intersection form.
As corollaries, we get the following:
Theorem 1.4. Any affine manifold N is symplectic, in the sense that
the intersection form is non-degenerate on p(TR(N )).
Theorem 1.5. The Hodge bundle H1
R
over any affine manifold N is
semisimple, in the sense that any flat subbundle has a complementary
flat subbundle.
However the main motivation for this paper is that a somewhat more
technical version of Theorem 1.3 where one does not assume that ν
is an affine measure, see Theorem 7.2 below, is needed in [EMi] to
complete the proof of the fact that all SL(2,R)-invariant measures are
affine. (Theorem 7.2 is only needed in [EMi] in the presence of relative
homology).
Organization of the paper. In §2, we recall the definitions of the
Kontsevich-Zorich cocycle and the Forni subspace, and make some pre-
liminary statements. In §3, we define the “real-analytic envelope”,
which is local real-analytic version of the Zariski closure of the support
of an SL(2,R)-invariant measure, and prove that it is locally affine.
(This construction is only needed for the proof of Theorem 7.2; in that
case, in view of the fact that the Forni subspace is a real-analytic ob-
ject, we use it to effectively replace the support of the measure by its
real-analytic envelope, which is an affine subspace).
In §4, we state some additional local properties of the Forni subspace.
In §5, we define a connection along unstable (and stable) submanifolds
which is different from the Gauss-Manin connection; we then show
that the Forni subspace is equivariant and isometric with respect to
this connection, and that the restriction of the connection to the Forni
subspace is real-analytic. This allows us, in §6, to prove a preliminary
formula for the variation of the Forni subspace along stable and unsta-
ble leaves. Finally, in §7, we use this formula to compute the parallel
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transport a vector in the Forni subspace along a closed path composed
of segments along stable and unstable leaves, and show that the re-
sulting monodromy map is unipotent. Since the monodromy must also
take values in a compact group, this shows that the monodromy map
is the identity, from which we deduce that the Forni subspace is flat.
We note that, from the point of view of partially hyperbolic dy-
namics, the connection we use is given by the holonomy along the
strong foliations of a fiber bunched cocycle. The calculation in this
paper arises naturally when showing that the projective action of the
groupoid generated by the holonomies does not preserve some measure,
a property which is commonly used to establish the non-triviality of
Lyapunov spectra, see e.g. [BGV], [AV] and references therein.
Acknowledgements. The authors would like to thank Alex Wright
for making several useful suggestions, in particular regarding the for-
mulation of Theorem 1.3 and Theorem 1.5. We would also like to thank
the referee for his careful reading of the paper and for making numer-
ous detailed comments which have helped us to greatly improve the
presentation.
2. The Kontsevich-Zorich Cocycle
Algebraic Hulls. The algebraic hull of a cocycle is defined in [Zi2].
We quickly recall the definition: Suppose a group G acts on a space X ,
preserving a measure ν, and suppose H is an R-algebraic group. Let
A : G × X → H be a cocycle, i.e. A is a measurable map, such that
A(g1g2x) = A(g1, g2x)A(g2, x). We say that the R-algebraic subgroup
H ′ of H is the algebraic hull of A if H ′ is the smallest R-algebraic
subgroup of H such that there exists a measurable map C : X → H
with the property that
C(gx)−1A(g, x)C(x) ∈ H ′ for almost all g ∈ G and almost all x ∈ X .
It is shown in [Zi2] that the algebraic hull exists and is unique up to
conjugation.
Period Coordinates. Let Σ ⊂ M denote the set of zeroes of ω. Let
n = |Σ|, and let k = 2g + n − 1. Let {γ1, . . . , γ2g} be a symplectic
Z-basis for the homology group H1(M,Z), and let {γ1, . . . , γk} denote
its extension to a Z-basis for the relative homology group H1(M,Σ,Z).
We can define a map Φ : H(κ)→ Ck by
Φ(M,ω) =
(∫
γ1
ω, . . . ,
∫
γk
w
)
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The map Φ (which depends on a choice of the basis {γ1, . . . , γk}) is
a local coordinate system on the stratum H(κ) near (M,ω). Alterna-
tively, we may think of the cohomology class [ω] ∈ H1(M,Σ,C) as a
local coordinate on the stratum H(κ). We will call these coordinates
period coordinates.
The SL(2,R)-action and the Kontsevich-Zorich cocycle. We
write Φ(M,ω) as a 2 by n matrix x. The action of g = ( a bc d ) ∈ SL(2,R)
in these coordinates is linear. We choose some fundamental domain for
the action of the mapping class group, and think of the dynamics on
the fundamental domain. Then, the SL(2,R) action becomes
x =
(
x1 . . . xk
y1 . . . yk
)
→ gx =
(
a b
c d
)(
x1 . . . xk
y1 . . . yk
)
A(g, x),
where A(g, x) ∈ Sp(2g,Z) ⋉ Rn−1 is the Kontsevich-Zorich cocycle.
Thus, A(g, x) is change of basis one needs to perform to return the
point gx to the fundamental domain. It can be interpreted as the
monodromy of the Gauss-Manin connection (restricted to the orbit of
SL(2,R)).
The following theorem is essentially due to Forni [Fo], and Forni-
Matheus-Zorich [FMZ1]. It is stated as [EMi, Theorem A.6]. For a
self-contained proof (which essentially consists of references to [FMZ1])
see Appendix A of [EMi].
Theorem 2.1. Let ν be an ergodic SL(2,R)-invariant probability mea-
sure. Then,
(a) The ν-algebraic hull G of the Kontsevich-Zorich cocycle is semi-
simple.
(b) On any connected finite cover of H1(κ), each ν-measurable ir-
reducible SL(2,R)-invariant subbundle of the Hodge bundle is
either symplectic or isotropic.
The Forni subspace.
Definition 2.2 (Forni Subspace). Let
(2.1) F (x) =
⋂
g∈SL(2,R)
g−1(AnnBRgx),
where for (M,ω) ∈ H1(κ) the quadratic form BRω (·, ·) is as defined in
[FMZ1] by
BRω (α, β) =
∫
M
αβ
ω
ω
.
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Remark. The form BRω (·, ·) measures the derivative of the corre-
sponding period matrix entry along a Teichmu¨ller deformation in the
direction of the quadratic differential ω2 (Ahlfors-Rauch variational
formula).
It is clear from the definition, that as long as its dimension remains
constant, F (x) varies real-analytically with x.
Theorem 2.3. Suppose ν is an ergodic SL(2,R)-invariant probability
measure. Then the subspaces F (x) where x varies over the support of ν
form the maximal ν-measurable SL(2,R)-invariant isometric subbundle
of the Hodge bundle.
Proof. Let F (x) be as defined in (2.1). Then, F is an SL(2,R)-
invariant subbundle of the Hodge bundle, and the restriction of BRx
to F (x) is identically 0. Consequently, by [FMZ1, Lemma 1.9], F is
isometric.
Now supposeN is any other ν-measurable isometric SL(2,R)-invariant
subbundle of the Hodge bundle. Then by [FMZ1, Theorem 2], N(x) ⊂
AnnBRx . Since N is SL(2,R)-invariant, we have N ⊂ F . Thus F is
maximal. 
Theorem 2.4. On any finite connected cover of H1(κ), the following
statements hold.
(a) The Forni subspace is symplectic, and its symplectic comple-
ment F † coincides with its Hodge complement F⊥.
(b) Any SL(2,R)-invariant subbundle of F⊥ is symplectic, and the
restriction of the Kontsevich-Zorich cocycle to any SL(2,R)-
invariant subbundle of F⊥ has at least one non-zero Lyapunov
exponent.
Proof. See [EMi, Theorem A.9] (the proof of which consists of refer-
ences to [FMZ1]). 
Remark. In view of Theorem 2.4, the Forni subspace corresponds
to the maximal compact factor of the algebraic hull of Kontsevich-
Zorich cocycle over the action of SL(2,R). By definition, all Lyapunov
exponents on the Forni subspace are zero. However, the (non-SL(2,R)-
invariant) zero-Lyapunov subspace of the Kontsevich-Zorich cocycle
may be larger, see [FMZ2] for an example.
3. The Real Analytic Envelope
In this section, we define a local real-analytic version of the Zariski
closure of the support of an SL(2,R)-invariant probability measure. To
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study the Forni subspace, we must work in the real-analytic category,
since the Forni subspace is a real-analytic object.
Let ν be an ergodic SL(2,R)-invariant probability measure on the
stratum. We break up the stratum into charts, and consider each chart
as a subset of Cn.
Let B(x, ǫ) denote the ball centered at x of radius ǫ. Let N(x, ǫ)
be the smallest real-analytic subset (in the sense of [N, Definition I.1])
of B(x, ǫ) such that ν(B(x, ǫ) ∩ N(x, ǫ)c) = 0, where N(x, ǫ)c denotes
the complement of N(x, ǫ). Such an N(x, ǫ) exists by [N, Corollary
V.2]. Note that if x is disjoint from the support of ν, N(x, ǫ) will be
the empty set for any sufficiently small ǫ.
Let N be a real analytic set. A point y ∈ N is called regular if,
near y, the set N is a real-analytic submanifold of Cn. Let Nreg denote
the set of regular points of N and let Nsing denote the set of singular
points.
Lemma 3.1. There exists ǫ0 = ǫ0(x), such that the following conditions
hold:
i) For all ǫ < ǫ0
N(x, ǫ) = N(x, ǫ0) ∩B(x, ǫ).
ii) If S ⊂ B(x, ǫ0) is a real-analytic subset for which the inclusion
Sx ⊃ Nx(x, ǫ0) holds on the level of germs, then S ⊃ N(x, ǫ0).
iii) The real-analytic set N(x, ǫ) has finitely many irreducible com-
ponents.
iv) [N, Proposition III.5, p. 39] holds for B(x, ǫ0), i.e. there is a
non-zero analytic function δx on B(x, ǫ0), such that the set of
regular points Nreg(x, ǫ0) contains {x : δx(x) 6= 0}.
Proof. Claim i) follows from [N, Corollary V.1]. Claim ii) is a con-
sequence of the Weierstrass preparation theorem, proven in [N, The-
orem V.1, p. 98]. We have to shrink ǫ0 somewhat more to achieve
this.
The third claim is obvious on the level of germs ([N, Proposition III.1,
p. 32]), i.e. Nx(x, ǫ0) = ∪ki=1Nx,i with Nx,i irreducible germs. On
B(x, ǫ0) by ii) there are irreducible analytic subsets Ni with germs
Nx,i. Moreover, by ii) we have N(x, ǫ0) = ∪
k
i=1Ni. This proves iii).
The statement iv) is claimed in [N, Proposition III.5, p. 39] for ir-
reducible germs. It can obviously be extended to a finite number of
irreducible components taking the product of the corresponding func-
tions δi on the components Ni. 
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Remark. The containment in iv) may be strict; see e.g. [N, Exam-
ple 3, page 106].
Notation. Let ǫ0 = ǫ0(x) be as in Lemma 3.1. We denote B(x, ǫ0) by
U(x) and N(x, ǫ0) ⊂ U(x) by N(x).
The following lemma follows directly from the definition of N(x) and
Lemma 3.1.
Lemma 3.2. Suppose f : U(x) → R is a real analytic function such
that f(y) = 0 for ν-almost-all y ∈ N(x). Then f is identically zero on
N(x).
Corollary 3.3. Let ǫ0 and B(x, ǫ0) be as in Lemma 3.1. Then,
ν(N(x) ∩ {δx 6= 0}) > 0, in particular ν(N(x)reg) > 0.
Proof. Suppose not. Then, ν is supported on a proper real analytic
subset of N(x), which contradicts Lemma 3.1 and the definition of
N(x). 
Lemma 3.4. The sets N(x), N(x)reg and N(x)sing are SL(2,R)-equi-
variant in the following sense: suppose that g ∈ SL(2,R), and let
U(g, x) = U(gx)∩ gU(x). Then U(g, x) is an open neighborhood of gx,
and on U(g, x) we have
N(gx) = gN(x), N(gx)reg = gN(x)reg, N(gx)sing = gN(x)sing.
Proof. Since ν is g-invariant, we have N(gx) = gN(x) on U(g, x) by
the definition of N(x). Since the SL(2,R) action is smooth, the same
argument shows that N(gx)reg = gN(x)reg. The final assertion follows
from the fact that N(x)sing = N(x) \N(x)reg. 
In view of Lemma 3.4, the function dimN(x) is SL(2,R)-invariant
and ν-measurable on the stratum. Therefore, since ν is assumed to
be ergodic, there exists a set Φ with ν(Φ) = 1 and d ∈ N such that
dimN(x) = d for all x ∈ Φ.
Lemma 3.5. Suppose N ⊂ U is the intersection of a real-analytic
subset of Cn with an open set U ⊂ Cn, y ∈ Nreg, V ⊂ U is a neighbor-
hood of y satisfying Lemma 3.1, and N ′ is a real-analytic set such that
N ′ ∩ V ⊂ N ∩ V and dimN ′ = dimN . Then, N ′ ∩ V = N ∩ V .
Proof. On the level of germs at y this is precisely [N, Proposition 7,
p. 41]. By our choice of neighborhoods according to Lemma 3.1 ii), an
equality of the germs implies equality of the analytic sets that induce
the germs. 
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Proposition 3.6. For ν-almost all y in the stratum, we have y ∈
N(y)reg.
Proof. Let
E = {y : y ∈ N(y)reg}.
By Lemma 3.4 the set E is SL(2,R)-invariant. Therefore, by ergodicity,
it is enough to show that ν(E) > 0. We start with some y0 such that
N(y0) is not empty.
Choose an arbitrary x ∈ N(y0)∩{δy0 6= 0}∩Φ. By Corollary 3.3, for
the neighborhood U(x) of x we know that ν(N(x)reg) > 0. Therefore
(3.1) ν(N(x)reg ∩ Φ) > 0.
Suppose y ∈ N(x)∩{δx 6= 0}∩Φ. Choose a neighborhood V of y with
V ⊂ U(y)∩U(x). Then, by Lemma 3.1 i) we have N(y)∩V ⊂ N(x)∩V .
Also since both x ∈ Φ and y ∈ Φ, we have dimN(x) = dimN(y).
Therefore by Lemma 3.5, we have N(y) ∩ V = N(x) ∩ V . Hence we
may take δx = δy and conclude
N(y) ∩ {δy 6= 0} ∩ V = N(x) ∩ {δx 6= 0} ∩ V
as well as N(y)reg ∩ V = N(x)reg ∩ V . Since y was assumed to be in
N(x)∩ {δy 6= 0}, we have y ∈ N(y)∩ {δy 6= 0}. Thus, y ∈ E. We have
shown that
N(x) ∩ {δx 6= 0} ∩ Φ ⊂ E.
Therefore, by (3.1), ν(E) > 0. 
Proposition 3.7. For ν-almost all x, N(x) ⊂ U(x) is affine. In par-
ticular, TN(x) is preserved by the complex structure J .
Outline of Proof. The relevant parts of the argument labelled “Proof
of Propositions 4.1 and 2.2” in [AG, §4] apply. The “second step” and
“third step” can be done for almost all y ∈ N(x). Then by Lemma 3.2,
the conclusion of the “third step” holds for all y ∈ N(x). Then the
“fourth step” of the “Proof of Propositions 4.1 and 2.2” proceeds ex-
actly as in [AG, §4], and this shows that N(x) is affine. 
The above argument also proves the following: Let Y be a real-
analytic space supporting an SL(2,R)-action. Suppose F : N → Y
is a (locally defined) real-analytic function, in the sense that for each
neighborhood N(x), the restriction of F to N(x) is real-analytic. Such
a function F is SL(2,R)-equivariant, if it invariant in in the sense of
Lemma 3.4, i.e. that for g ∈ SL(2,R) and x in the support of ν, for
y ∈ N(gx) ∩ gN(x) we have F (gy) = gF (y). Finally, we let
L(x) = {y ∈ N(x) : F (y) = F (x)}
be the level set of F .
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Proposition 3.8. Suppose F : N → Y is a real-analytic SL(2,R)-
equivariant function. In addition, suppose that for ν-almost all y ∈
N(x), y is a regular point of F . Then, for ν-almost all x, the level
set L(x) through x is affine, and TL(x) is preserved by the complex
structure J .
4. The Forni subspace revisited.
Everything in this section is a local statement about the intersection
of the tangent space to the real analytic envelope of ν and the Forni
subspace. Since everything is local (say around x) we may assume by
Proposition 3.7 that the real analytic envelope N = N(x) of ν is affine.
Since the form BRx (·, ·) depends real-analytically on x, we may (for
ν-almost all x ∈ H1(κ)) shrink U(x) so that dimF (y) stays constant
for all y ∈ N(x). Then F (y) depends real-analytically on y ∈ N(x).
We have the following:
Lemma 4.1. For ν-almost all x there exists a neighborhood U(x) such
that for all y ∈ N(x) the following hold:
(a) The subspace F⊥(y) defined as the orthogonal complement of
F (y) using the Hodge inner product is SL(2,R)-invariant.
(b) For v ∈ F (y), and w ∈ F⊥(y), 〈v, w〉 = 0, where 〈·, ·〉 denotes
the symplectic form.
(c) If y = a+ bi, then the space spanned by a and b is contained in
F⊥(y).
(d) The restriction of the symplectic form to F (y) is non-degenerate.
Proof. Since F (y) depends real-analytically on y and the Hodge inner
product does, also F⊥(y) depends real-analytically on y. Therefore,
by Lemma 3.2 it is enough to show (a)-(d) for y in the support of ν.
The statements (a), (b), (d) follow immediately from Theorem 2.4. To
prove (c), we claim that the tautological subbundle (the one spanned
by a and b) is symplectically orthogonal to F on the support of ν.
Indeed, a spans the Lyapunov subspace E−1(y) of the cocycle A(y, t)
corresponding to the Lyapunov exponent −1. Since A(y, t) preserves
the symplectic structure, and the Hodge norm of any vector v ∈ F is
preserved by the cocycle, one gets
〈v, a〉 = 〈A(y, t)v, A(y, t)a〉 → 0
as t → ∞. Therefore 〈v, a〉 = 0. By a similar argument involving
taking a limit as t→ −∞, we get 〈v, b〉 = 0. 
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5. A connection on the unstable leaf.
Period Coordinates and the geodesic flow. Locally around a
point x = (M,ω) ∈ H1(κ) we identify the tangent space to the stratum
with
H1(M,Σ,C) = H1(M,Σ,R)⊗R C.
In this identification SL(2,R) acts on C ∼= R2. Let gt =
(
et 0
0 e−t
)
denote
the geodesic flow.
The condition area(M) = 1 defining the “unit hyperboloid” H1(κ)
in cohomological coordinates is equivalent to 〈p([ω]), p([ω¯])〉 = −2i,
where 〈·, ·〉 is the symplectic product, and p([ω]) ∈ H1(M ;C) is the
absolute cohomology class of the holomorphic 1-form defining the flat
structure. Differentiating, we get the following equation for the vectors
α in the tangent space considered as a real hyperplane in H1(M,Σ;C):
〈p(α), p([ω])〉+ 〈p([ω]), p(α)〉 = 0 ,
where p : H1(M,Σ;C) → H1(M ;C) is the natural projection. Thus,
when c := p(α) ∈ H1(M ;R) is a purely real class and p[ω] = a+ ib, we
get the condition 〈c, b〉 = 0. Similarly, when i · c := p(α) ∈ i ·H1(M ;R)
is a purely imaginary class, we get the condition 〈c, a〉 = 0. Finally,
the vector [ω¯] is tangent to the Teichmu¨ller geodesic and is transversal
both to p−1(Ann(b)) and to i·p−1(Ann(a)), where by Ann(v) we denote
the symplectic annihilator of a real absolute cohomology class v in the
ambient space H1(M ;R). Hence, the sum
p−1(Ann(b))⊕ R[ω¯]⊕ i · p−1(Ann(a))
is a direct sum and thus defines a hyperplane. We have proved that
all vectors in this hyperplane belong to the tangent space to the “unit
hyperboloid”. Hence, this hyperplane coincides with the tangent space
to the unit hyperboloid.
By [Fo, §2], we may consider the subspace p−1(Ann(b)) as strictly
unstable; the subspace R[ω¯] as neutral and the subspace ip−1(·Ann(a))
as strictly stable for the Teichmu¨ller geodesic flow. We identify leaves
of the unstable foliation of gt with afine subspaces of H
1(M,Σ,R).
More precisely, for x = a+ ib, let
W uu(x) = TN(x) ∩ {s ∈ H1(M,Σ,R) : 〈p(s), p(b)〉 = 0},
and
W ss(x) = TN(x) ∩ i {s ∈ H1(M,Σ,R) : 〈p(s), p(a)〉 = 0},
where N(x) is the affine subspace defined in §3, and TN(x) is its linear
part. (Note that if the support of ν is an affine manifold M, then the
subspace N(x) ⊂ H1(M,Σ,C) coincides with the tangent space to M
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at x). In view of the above discussion, if x = a+ bi, then the unstable
leaf through x is identified with x+W uu(x), and the stable leaf through
x is identified with x+W ss(x).
Let A(x, t) denote the Kontsevich-Zorich cocycle (i.e. the action
of the Gauss-Manin connection on the real relative cohomology). We
view A(x, t) as an endomorphism of H1(M,Σ,R), whereas [AG] use
the parallel transport Dgt : H
1(M,Σ,R) → H1(gtM,Σ,R). The two
maps differ by a scaling factor et.
Lyapunov Exponents. Let {λi : i ∈ Λ} denote the Lyapunov
exponents of the cocycle A(x, t) acting on the real Hodge bundle H1
R
with respect to the Teichmu¨ller flow on the support of the ergodic
SL(2,R)-invariant probability measure ν. Let
Λ− = {i ∈ Λ : λi < 0}, Λ
+ = {i ∈ Λ : λi > 0}.
For a generic point x in the support of ν, let Ei(x) be the Lyapunov
subspace (at x) corresponding to the Lyapunov exponent λi. Since
we are considering the invertible case of the Osceledets Multiplicative
ergodic theorem, we have
H1(M,R) =
⊕
i∈Λ
Ei(x).
Suppose x ∈ supp ν, and s ∈ W uu(x). For s sufficiently small x+ s
is a well-defined point in H1(κ) and is in the same leaf of the unstable
foliation as x. We do not assert that x + s is in the support of ν. In
our local coordinates,
gt(x+ s) = gtx+ e
tA(x, t)s.
A flat connection on the unstable leaf. Suppose v(x) ∈ F (x).
Since for small s ∈ W uu(x) the subspaces F (x + s) and F⊥(x) are
complementary, we may write
v(x) = vx(x+s)−u(x, s), where vx(x+ s) ∈ F (x+ s), u(x, s) ∈ F
⊥(x).
Then,
(5.1) vx(x+ s) = v(x) + u(x, s).
Thus we have a linear map P+(x, x+ s) : F (x)→ F (x+ s) such that
P+(x, x+ s)v(x) = vx(x+ s).
In view of Lemma 5.1 below, it is easy to see that the map P+(x, x+s)
coincides with the restriction to the Forni subspace of the measurable
flat connection P+ defined in [EMi, 4.2]. The main difference is that in
our context, the map P+(x, x + s) depends real-analytically on x and
x+ s.
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Fix β > 0 and let K ′β be the set where all saddle connections have
length at least β. Then the Hodge inner product Qx(·, ·) is uniformly
continuous onK ′β/2. We can pick a compact subset Kβ ⊂ K
′
β of positive
measure such that the subspaces F (x) are uniformly continuous on Kβ.
We denote by ‖ · ‖ the Hodge norm, given by ‖v‖x = Qx(v, v)
1/2.
Lemma 5.1. Suppose x is ν-generic. Then, for s ∈ W uu(x),
(a) The vector P+(x, x+ s)v(x) depends real-analytically on s.
(b) P+(x, x+ s)v(x) is the unique vector in F (x+ s) such that for
any sequence tn → −∞ with gtnx ∈ Kβ, we have
(5.2) ‖A(x, tn)P
+(x, x+ s)v(x)−A(x, tn)v(x)‖ → 0.
(c) For any s1 and s2 in W
uu(x), we have
P+(x+ s1, x+ s1 + s2)P
+(x, x+ s1)v(x) = P
+(x, x+ s1 + s2)v(x).
Proof. The statement (a) is clear from the definition of P+(x, x + s)
and the fact that F (x + s) is analytic in s. To see (b), we will apply
the geodesic flow to (5.1). Let yn = gtnx. Let ξn ∈ W
uu(yn) be such
that gtn(x+ s) = yn + ξn.
t = 0 t = tn −∞
W uu(x) W uu(yn)
x+ s
yn + ξn
x
yn
We have ξn → 0 as tn → −∞. Also,
A(x, tn)v(x) = A(x, tn)P
+(x, x+ s)v(x)− A(x, tn)u(x, s).
We may start with v(x) of norm ‖v(x)‖ = 1, and let
α = ‖P+(x, x+ s)v(x)‖.
Note that for s ∈ W uu(x) sufficiently small and t < 0,
A(x, t) = A(x+ s, t)
Then, by our convention on the Kontsevich-Zorich cocycle
(5.3) ‖A(x, tn)v(x)‖yn = 1, ‖A(x, tn)P
+(x, x+ s)v(x)‖yn+ξn = α.
Also, A(x, tn)v(x) ∈ F (yn) and
A(x, tn)P
+(x, x+ s)v(x) ∈ F (yn + ξn), A(x, tn)u(x, s) ∈ F
⊥(yn).
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Since ξn → 0 and yn ∈ Kβ, we have F (yn + ξn) → F (yn). This,
combined with (5.3) implies that
(5.4) A(x, tn)u(x, s)→ 0,
which proves (5.2). To show the uniqueness in (b), note that since
the action of the Kontsevich-Zorich cocycle on the Forni subspace is
isometric, there can be at most one vector v′ ∈ F (x+ s) such that
(5.5) ‖A(x, tn)v
′ − A(x, tn)v‖ → 0.
This completes the proof of (b).
To see (c), note that (5.5) holds with v′ ∈ F (x+s1+s2) being either
the left-hand-side or the right-hand-side of the displayed equation in
(c). Since the v′ satisfying (5.5) is unique, the two sides of the displayed
equation in (c) are equal. 
Notation. In view of (c), when there is no potential for confusion, we
denote vx(x+ s) = P
+(x, x+ s)v(x) simply by v(x+ s).
Remark. The equation (5.4) implies that
(5.6) v(x+ s) = v(x) + v0(x, s) +
∑
i∈Λ+
vi(x, s)
where v0(x, s) ∈ E0(x) ∩ F⊥(x), and for i ∈ Λ+, vi(x, s) ∈ Ei(x) ⊂
F⊥(x). The subspace E0(x) ∩ F⊥(x) may be non-empty since there
can be zero Lyapunov exponents outside of the isometric subbundle F ,
see [FMZ2].
Lemma 5.2. (cf. [EMi, Proposition 4.4(b)]) The fiberwise parallel
transport P+ defined above preserves the Hodge inner product Q(·, ·)
on F . In other words, for v, w ∈ F (x), and s ∈ W uu(x),
Qx+s(v(x+ s), w(x+ s)) = Qx(v(x), w(x)) .
Proof. Let tn, yn, ξn be as in the proof of Lemma 5.1. We have
(5.7) Qyn(A(x, tn)v(x), A(x, tn)w(x)) = Qx(v(x), w(x))
and
(5.8)
Qyn+ξn(A(x, tn)v(x+ s), A(x, tn)w(x+ s)) = Qx+s(v(x+ s), w(x+ s)) .
We have ξn → 0, and by Lemma 5.1 (b) we have
‖A(x, tn)v(x+ s)−A(x, tn)v(x)‖ → 0,
‖A(x, tn)w(x+ s)− A(x, tn)w(x)‖ → 0.
Thus, the left-hand-sides of (5.7) and (5.8) approach each other as
tn →∞. Thus the right-hand-sides of (5.7) and (5.8) are equal. 
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6. A Formula for P+(x, x+ s).
In this section, we derive an explicit formula, Lemma 6.4, for the
fiberwise parallel transport map P+ defined in the previous section.
The main tool is the real-analyticity of the fiberwise connection P+.
Let Ai(x, t) denote the restriction of A(x, t) to Ei(x).
Lemma 6.1. Let s, v0(x, s) and vi(x, s) be as in (5.6). For every δ > 0
there exists a compact set Kˆ = Kˆ(δ) of measure at least 1 − δ, such
that the following holds: Suppose t < 0 is such that gtx ∈ Kˆ. Then for
i ∈ Λ+ ∪ {0} we have the Taylor expansion
(6.1) vi(x, s) = Ai(x, t)
−1
∑
α
ci,α(e
tA(x, t)s)α,
where α is a multi-index, and the ci,α ∈ Ei(gtx)∩F
⊥(gtx) are bounded
independently of t.
Proof. Let y = gtx, and let ξ be such that
gt(x+ s) = y + ξ.
Then, ξ = etA(x, t)s. Write
A(x, t)v(x+ s) = w(y + ξ).
Since ‖v(x)‖ = 1, and A(x, t) acts isometrically on the Forni subspace,
we deduce ‖w(y)‖ = 1.
Since w(y+ ξ) depends real-analytically on ξ, we can Taylor expand
wi(y + ξ) = wi(y) +
∑
α
ci,αξ
α,
where ci,α ∈ Ei(y), α is a multi-index and we use the standard multi-
index notation. In particular |α| denotes the sum of the indices in α.
Let Kβ be as in §5. We choose K
′ ⊂ Kβ of measure at least 1−δ/2 so
all the Lyapunov subspaces Ei(y) are uniformly continuous functions of
y ∈ K ′. Also, for each i, α, choose a number ǫi,α such that
∑
i,α ǫi,α <
δ/2. We choose a compact set Ki,α of measure at least 1 − ǫi,α such
that the Taylor coefficient ci,α is uniformly bounded (in terms of i and
α) on Ki,α. Finally, let
Kˆ = K ′ ∩
⋂
i,α
Ki,α.
Then the measure of Kˆ is at least 1− δ, and also all the Taylor coeffi-
cients ci,α are uniformly bounded (in terms of i and α) for y ∈ Kˆ.
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For i ∈ Λ+ ∪ {0},
Ai(x, t)vi(x, s) =
∑
α
ci,α(e
tA(x, t)s)α,
(and we used the fact that vi(0) = 0). Now applying Ai(x, t)
−1 to both
sides, we obtain (6.1). 
Remark. It is clear from Lemma 6.1 that vi(x, s) is a polynomial in s,
i.e. for each s ∈ W uu(x) the dependence of vi(x, s) for varying s in a
fixed basis of Ei is polynomial in s. Indeed if |α| is sufficiently large
(depending on the Lyapunov spectrum) then for any t < 0 such that
gtx ∈ Kˆ, the coefficient of sα in vi(x, s) is bounded by
‖Ai(x, t)
−1‖‖etA(x, t)‖α ≤ C‖Ai(x, t)
−1‖e(1−λ2)|α|t ≤ Ce−te(1−λ2)|α|t
where λ2 < 1 is second Lyapunov exponent of the Kontsevich-Zorich
cocycle. Thus, if |α| > 1/(1 − λ2), the right-hand-side tends to 0 as
t→ −∞.
Let p : H1(M,Σ,R)→ H1(M,R) be the natural projection map. We
recall that the Lyapunov spectrum of the Kontsevich-Zorich cocycle on
H1(M,Σ,R) consists of the Lyapunov spectrum of the Kontsevich-
Zorich cocycle on H1(M,R) union dim(ker p) zeroes. It can also be
shown that if λ is a nonzero Lyapunov exponent, E˜λ the Lyapunov
subspace of H1(M,Σ,R) corresponding to λ, and Eλ the Lyapunov
subspace corresponding to λ on H1(M,R), then p(E˜λ) = Eλ, and p
induces an isomorphism between these two subspaces. For proofs of
these statements, see e.g. [Zo1].
Lemma 6.2. Suppose s ∈ W uu(x) ∩
⊕
j∈Λ+ E˜j(x). Then, F (x+ s) =
F (x).
Proof. Suppose v(x) ∈ F (x), and for i ∈ Λ+ ∪ {0} let vi(s) be as in
(5.6). Write
s =
∑
j∈Λ+
sj,
where sj ∈ E˜j(x). Then, as t→ −∞,
‖etA(x, t)sj‖ ≈ e
(1+λj)t‖sj‖
and
‖A(x, t)−1ci,α‖ ≤ Ce
−λit, where λi ≤ 1.
It now follows from (6.1) that for t < 0 such that gtx ∈ Kˆ,
‖vi(x, s)‖ ≤ C‖A(x, t)
−1‖ max
j∈Λ+
‖etA(x, t)sj‖ ≤ Cmax
j∈Λ+
e(1−λi+λj)t‖sj‖
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which tends to 0 as t > −∞ since 1−λi ≥ 0 and λj > 0. Thus, v(x+s)
is independent of the sj for j ∈ Λ+. 
Let N(x) be as in §3. By Proposition 3.7, we have
TN(x) = C⊗ TRN(x),
where TRN(x) is a subspace of H
1(M,Σ,R).
Let L(x) ⊂ TRN(x) be the smallest SL(2,R)-invariant subspace such
that p(L(x)) ⊃ F⊥(x) ∩ TRN(x). We have
(6.2) TRN(x) = L(x) + p
−1(F (x))
This sum of subspaces need not be direct.
Lemma 6.3. Suppose x0 ∈ supp ν, and x ∈ N(x0). Then, for all
s ∈ L(x),
F (x+ s) = F (x).
Proof. For x ∈ N(x0), let L(x) denote the set of y in N(x0) such that
F (y) = F (x). Then L(x) is a real-analytic set which is SL(2,R)-
equivariant. We can think of F as a function from N to the Grassma-
nian. Let r be such that DF has generically rank r on the support of ν.
Then, by Lemma 3.2, rankDF ≤ r on N(x0) (otherwise the support
of ν would be contained in a proper real-analytic subset of N(x0)),
and by continuity, rankDF ≥ r on a neighborhood of x ∈ N . By the
implicit function theorem, L(x) is regular on a neighborhood of x in
the support of ν. Then, by Proposition 3.8, for almost all x, the set
L(x) is affine and defined over R. Since being affine and being defined
over R are real-analytically closed conditions, by Lemma 3.2, the same
is true for all x ∈ N(x0).
Thus there exists an SL(2,R)-invariant subspace Lˆ(x) ⊂ TRN(x)
such that L(x) = {x+ z : z ∈ C⊗ Lˆ(x)}. Note that for x = a + ib,
we know that a ∈ E˜−1(x), therefore
W uu(x) ∩
⊕
j∈Λ+
E˜j(x) = TRN(x) ∩
⊕
j∈Λ+
E˜j(x),
Therefore, by Lemma 6.2,
TRN(x) ∩
⊕
j∈Λ+
E˜j(x) ⊂ Lˆ(x),
hence
p(TRN(x)) ∩
⊕
i∈Λ+
Ei(x) ⊂ p(Lˆ(x)).
Let us now prove that
(6.3) p(TRN(x)) ∩ F
⊥(x) ⊂ p(Lˆ(x)).
18 ARTUR AVILA, ALEX ESKIN, AND MARTIN MO¨LLER
Since p(Lˆ(x)) is SL(2,R)-invariant, V (x) = p(Lˆ(x)) ∩ F⊥(x) is an
SL(2,R)-invariant subbundle. Clearly,
(6.4) p(TRN(x)) ∩
⊕
i∈Λ+
Ei(x) ⊂ V (x).
By Theorem 2.4 (b) the subbundle V (x) is symplectic. Then, its sym-
plectic complement V ′ inside F⊥ ∩ p(TRN) is also SL(2,R)-invariant
and p(TRN)∩F⊥ = V ⊕V ′. If V ′ 6= {0}, then by Theorem 2.4 (b), the
Lyapunov spectrum of V ′ ⊂ p(TRN) contains at least one nonzero Lya-
punov exponent and hence, since it is symplectic, at least one strictly
positive Lyapunov exponent. This contradicts (6.4). Thus (6.3) holds.
Since L(x) is the minimal SL(2,R)-invariant subbundle such that
p(L(x)) ⊃ p(TRN(x)) ∩ F⊥(x), we have, by (6.3), L(x) ⊆ Lˆ(x). From
the definition of Lˆ(x), this implies that F (y) = F (x) for s ∈ L(x). 
Lemma 6.4. Suppose x ∈ N(x0) is in the support of the measure ν.
If x = a+ bi (with Area(x) = 〈a, b〉 = 1), we have for any v(x) ∈ F (x)
and any s ∈ W uu(x),
(6.5) P+(x, x+ s)v(x) ≡ v(x+ s) = v(x) + 〈v, p(s)〉p(b).
Proof. For s sufficiently small, we have in view of (6.2),
TRN(x) = L(x+ s) + p
−1(F (x)).
Therefore, we may write s = s1 + s2, where s1 ∈ L(x + s) and s2 ∈
p−1(F (x)). Then, by Lemma 6.3, F (x+ s) = F (x+ s2). Then, by the
definition of v,
v(x+ s) = v(x+ s2).
We now apply (6.1) with s = s2. Note that A(x, t) acts with zero
Lyapunov exponents on p−1(F (x)). Let vi(x, s2) be as in (5.6). Then,
‖vi(x, s2)‖ ≤ C
∑
α
‖Ai(x, t)
−1‖et|α|sα2 ≤ C
∑
α
e(−λi+|α|)tsα2
Since λi ≤ 1, we see that the coefficient of s
α
2 for any |α| > 1 tends
to 0 as t → −∞ with gtx ∈ Kˆ. Therefore all quadratic and higher
order terms vanish. Also the only surviving linear term is with λi = 1.
Note that the Lyapunov subspace on H1(M,R) corresponding to the
Lyapunov exponent 1 is 1-dimensional, and p(b) belongs to it. Hence,
v((x+ s1) + s2) = v(x+ s1) + Φx(s2)p(b),
where Φx is a linear map. Thus,
v(x+ s) = v(x) + Φx(s2)p(b).
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But, we know that v(x+ s) has to be symplectically orthogonal to the
SL(2,R) orbit at x + s, i.e. the space spanned by p(a + s) and p(b).
Thus,
0 = 〈p(a+ s), v(x+ s)〉 = 〈p(a+ s), v(x)〉+ Φx(s2)〈p(a+ s), p(b)〉.
From s ∈ W uu(x) we deduce 〈p(s), p(b)〉 = 0. Moreover, we have
〈p(a), v(x)〉 = 0 and 〈p(a), p(b)〉 = 1. Then,
Φx(s2) = −〈p(s), v(x)〉 = −〈p(s2), v(x)〉.
Thus (6.5) follows. 
7. The curvature of the connection.
We have defined a connection P+ on unstable leaves. Similarly, there
is a connection P− on stable leaves. Also, by its definition, the Forni
subspace is constant along the neutral (i.e. geodesic flow) direction.
Since all of these connections are real-analytic, they can together de-
fine a connection P on the real-analytic envelope of the support of the
measure. Even though both P+ and P− are flat virtually by definition,
it is not obvious whether the connection P is flat. The key calcula-
tion of this paper is the following proposition, which can be viewed as
computing the curvature of P .
Proposition 7.1. Suppose x0 is in the support of ν, and let N =
N(x0). Let TN be the tangent space to the affine manifold N . We
have by Proposition 3.7, that TN = C⊗TRN for some subspace TRN ⊂
H1(M,Σ,R). Then, for all x ∈ N ,
(7.1) p(TRN) ⊂ F
⊥(x)
and F (x) is locally constant on N .
Proof. Suppose (7.1) fails on a set of positive measure. Then there is
a positive measure set of pairs x′, y in the support of ν such that such
that y − x′ ∈ TN and p(y − x′) 6∈ C⊗ F⊥(x′).
Write x′ = a′ + b′i. Let H(x′) ⊂ H1(M,Σ,R) denote the R-linear
span of the vectors a′ and b′. Since C⊗H(x′) coincides with the tangent
space to the GL(2,R) orbit of x′, we have H(x′) ⊂ TRN(x
′). Let
H†(x′) ⊂ p(TRN(x′)) denote the symplectic complement to p(H(x′))
in p(TRN(x
′)).
Since ν is SL(2,R)-invariant, the conditional measures of ν along
the SL(2,R)-orbit are Lebesgue. Also note that for g ∈ SL(2,R) and
x = gx′, we have
TN(x) = TN(x′) H(x) = H(x′) and F (x) = F (x′).
20 ARTUR AVILA, ALEX ESKIN, AND MARTIN MO¨LLER
Since the foliation of N = N(x) by SL(2,R) orbits is transverse to the
foliation whose leaves are of the the form x+TN(x)∩(C⊗p−1(H†(x))),
for almost all pairs x′, y we can find x = gx′ in the support of ν such
that
(7.2) y − x ∈ TN(x) ∩ (C⊗ p−1(H†(x)).
Let x = a+ bi, and let δ ∈ TRN(x) denote the real part of y−x. Then
we have by (7.2),
〈p(δ), p(a)〉 = 〈p(δ), p(b)〉 = 0.
Also, since F (x) = F (x′) and p(y − x′) 6∈ C⊗ F (x′) we have
p(δ) 6∈ F⊥(x).
Recall that by Theorem 2.4 the subspace F⊥ coincides with the sub-
space F † symplectically orthogonal to F . Recall also that Rp(a) ⊕
Rp(b) ⊂ F⊥.
Let ǫ > 0 be sufficiently small. Now let v be an arbitrary element of
F (x). We will now move v around a square
a+ bi→ (a+ δ) + bi→ (a+ δ) + (b+ ǫa)i→ a + (b+ ǫa)i→ a+ bi.
In other words we compute
P−(a+ (b+ ǫa)i, a + bi)P+((a + δ) + (b+ ǫa)i, a + (b+ ǫa)i)
P−((a+ δ) + bi, (a + δ) + (b+ ǫa)i)P+(a+ bi, (a + δ) + bi)v
as indicated in the picture.
a+(b+ǫ)i
•
P−

(a+δ)+(b+ǫ)i
•
P+
oo
•
x=a+bi
P+ // •
(a+δ)+bi
P−
OO
• Step 1: moving from a + bi to (a + δ) + bi. Note that since δ ∈
TRN(a + bi) and 〈p(δ), p(b)〉 = 0 we conclude δ ∈ W uu(a + bi) and
we can apply Lemma 6.4. Using (6.5) with x = a+ bi and s = δ we
get
v → v + 〈v, p(δ) 〉p(b) =: v1.
• Step 2: moving from (a + δ) + bi to (a + δ) + (b + ǫa)i. We claim
that ǫa ∈ W ss(a + δ + bi). Indeed, we have ǫa ∈ TRN(a + bi) (since
ǫa belongs to the tangent space to the GL(2,R) orbit at a + bi).
Since N = N(x) is affine, TRN(a + δ + bi) = TRN(a + bi), and
thus, ǫa ∈ TRN(a + δ + bi). Since 〈p(ǫa), p(a)〉 = 0, we obtain
ǫa ∈ W ss(a + δ + bi) as claimed. Using (6.5) with the contracting
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and expanding directions reversed (and taking into account the sign
change coming from the fact that (6.5) was derived assuming 〈a, b〉 =
+1) and x = (a+ δ) + bi and s = ǫa we get
v1 → v + 〈v, p(δ)〉p(b)− 〈v + 〈v, p(δ)〉p(b), ǫp(a)〉 p(a+ δ)
= v + 〈v, p(δ)〉p(b) + ǫ〈v, p(δ)〉 p(a+ δ) =: v2.
• Step 3: moving from (a+ δ)+ (b+ ǫa)i to a+ (b+ ǫa)i. Again, since
N is affine, we have −δ ∈ TRN(a + bi) = TRN(a + δ + (b + ǫa)i).
Since 〈p(−δ), p(b+ǫa)〉 = 0, we conclude −δ ∈ W uu(a+δ+(b+ǫa)i).
Using (6.5) with x = (a + δ) + (b+ ǫa)i and s = −δ we get
v2 → v + 〈v, p(δ)〉p(b) + ǫ〈v, p(δ)〉p(a+ δ)
− 〈v + 〈v, p(δ)〉p(b) + ǫ〈v, p(δ)〉p(a+ δ), p(δ)〉p(b+ ǫa)
= v + 〈v, p(δ)〉p(b) + ǫ〈v, p(δ)〉p(a+ δ)− 〈v, p(δ)〉p(b+ ǫa)
= v + ǫ〈v, p(δ)〉p(δ) =: v3.
• Step 4: moving from a + (b + ǫa)i to a + bi. In this case obviously
ǫa ∈ W ss(a+(b+ǫa)i). Using (6.5) with x = a+(b+ǫa)i and s = −ǫa
(and taking into account the sign change coming from reversing a
and b) we get
v3 → v + ǫ〈v, p(δ)〉p(δ) + 〈v + ǫ〈v, p(δ)〉p(δ), ǫp(a)〉p(a)
= v + ǫ〈v, p(δ)〉p(δ) =: v4.
Thus, moving around the square, we map v to v + ǫ〈v, p(δ)〉p(δ). This
contradicts Lemma 5.2. Therefore (7.1) holds. (In the case when p(δ) 6∈
F (x), then this computation shows that moving around the square
does not preserve F (x); this is a contradiction to the definition of the
connection P+.) 
We have proved:
Theorem 7.2. There exists a subset Ψ of the stratum H1(κ) with
ν(Ψ) = 1 such that for all x ∈ Ψ there exists a neighborhood U(x)
such that for all y ∈ U(x) ∩Ψ we have p(y − x) ∈ F⊥(x).
Theorem 7.2 is used in [EMi] to complete the proof that any SL(2,R)
invariant measure is affine.
Proof of Theorem 1.3. LetN be an affine submanifold, and let ν be the
affine measure supported on N . Then for ν-almost all x ∈ N , N(x) =
N , where N(x) is as in §3. Then parts (a) and (b) of Theorem 1.3
follow immediately from Proposition 7.1. Also part (c) of Theorem 1.3
follows immediately from part (a) of Theorem 2.4. 
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Proof of Theorem 1.4. Let N be an affine submanifold, and let ν be
the affine measure supported on N . By Proposition 7.1, then tangent
space is contained in the orthogonal complement of the Forni subspace,
i.e. TR(N ) ⊂ F⊥. Then, by Theorem 2.4 (b), the tangent space TR(N )
is symplectic. 
Proof of Theorem 1.5. The proof is a lightly modified version of the
proof of [EMi, Theorem A.6]. By Proposition 7.1 and Theorem 2.4 we
have the locally constant decomposition
H1(M,R) = F⊥ ⊕ F,
where both factors are SL(2,R)-invariant. Suppose L is a locally con-
stant SL(2,R)-invariant subbundle of the Hodge bundle. Let L† be the
symplectic complement to L, and let L1 = L ∩ L†. Then, L1 is locally
constant. Also L1 is isotropic, and therefore by [EMi, Theorem A.4],
[EMi, Theorem A.5] and Theorem 2.3, L1 ⊂ F .
Note that by Lemma 5.2 and Proposition 7.1, F is locally constant
and the monodromy representation restricted to F has compact image.
Therefore there exists a an SL(2,R)-invariant locally constant subbun-
dle L2 of F such that F = L1 ⊕L2. Let L3 = L2 ⊕F⊥; then L3 is also
locally constant and SL(2,R)-invariant. Then,
L = L1 ⊕ (L ∩ L3), L
† = L1 ⊕ (L
† ∩ L3),
and
H1(M,R) = L1 ⊕ (L ∩ L3)⊕ (L
† ∩ L3).
Thus L† ∩ L3 is an SL(2,R)-invariant locally constant complement to
L. 
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