Abstract-The Markov chain approximation numerical methods, widely used to compute optimal value functions and controls for stochastic systems, was extended to general controlled nonlinear (and possibly reflected) diffusions with delays in a recent book of the author, and the convergence of many types of algorithms was proved. The path, control and/or reflection terms can all be delayed. If the control and/or reflection terms are delayed, the memory requirements can be huge. Recasting the problem in terms of a "wave equation" yields algorithms with considerably reduced memory needs. We concentrate on the algorithms and present data showing that the methods work well.
I. Introduction
The Markov chain approximation numerical methods [5] are widely used to compute optimal value functions and controls for stochastic and deterministic systems. One approximates the original process by a controlled finite-state Markov chain that satisfies certain minimal properties and solves the Bellman equation, which yields the approximating costs and controls, then shows that the costs converge as the approximations become finer. The method is robust and [5] has many ways of getting the approximating chains and methods of solution. The proofs are purely probabilistic, and require very weak conditions: one interpolates the optimal chain to a continuoustime process and then, via probabilistic methods, shows that this converges to an optimal diffusion.
In [1] , [2] , [3] we extended the methods to controlled general nonlinear delayed diffusion models, to numerically obtain the optimal costs and controls. The path, control, and reflection terms can all be delayed. Many algorithmic forms were considered. Much attention was devoted to the amount of required memory. If the control and/or reflection terms are delayed, then the memory requirements can be huge. We took an alternative approach for this case. The delay equation was represented in terms of a type of stochastic "wave equation" whose numerical solution yields the optimal costs and controls. With appropriate algorithms the memory needs are much reduced. Convergence theorems were proved as the approximation parameters go to their limits, but no data was presented to illustrate the practical algorithmic issues or evaluate Partially supported by NSF grant performance. This paper deals with the algorithmic aspects, and presents data that shows its great potential for general nonlinear stochastic models with delays.
Delayed reflection terms occur in communications models where they correspond to buffer overflows, and where this data is sent to the admission controller via a transportation delay. Internet admission control with delays of acknowledgements was our original motivation. 1 The model and assumptions are in Section 2. Section 3 represents the solution in terms of a stochastic wave equation. The Markov chain approximation method is reviewed for the no-delay case and extended to the delay case in Section 4. Section 5 concerns the algorithmic details, and numerical data is in Section 6. Due to space limitations and the subject complexity, we give only a detailed outline. See [3] , [2] for the mathematical development.
II. The Model and Assumptions
For convenience, the IR r -valued (Euclidean r-space) process x(·) will be confined to a closed convex polyhedron G ∈ IR r (with an interior), by the boundary reflection process z(·)
2 Let x i = ith component of a vector x and y i (·) the component of z(·) due to reflection from the ith face of G and write z(t) = i d i y i (t), where d i is the reflection direction on the ith face. If such a reflection models a buffer overflow, then d i is an inward normal.
Our model takes the delayed diffusion equation form
1) where the last term models the delayed reflection or buffer overflow and τ =maximal delay. The initial condition iŝ x = {x(s), −τ ≤ s ≤ 0},û = {u(s), −τ ≤ s ≤ 0}, and, if the reflection term is delayed,ŷ = {y(s), −τ ≤ s ≤ 0}. 1 Reflecting boundaries occur in general queueing/communications systems [4] , or when the path is bounded for numerical convenience.
The non restrictive and standard conditions on the d i are those in [5, Section 5.7] , to which the reader is referred. 3 In addition, we suppose that the control takes values in a compact set U and is measurable and nonanticipative. The functions b(·), c(·), p(·), σ(·) (and k(·) in (2.2)) are bounded and continuous, and there is a unique weak-sense solution to (2.1) for each initial condition and control. All functions of θ are zero for θ < −τ and θ > 0. µ a (·) is a finite measure on [−τ, 0] with µ a ([−t, 0]) → 0 as t → 0. In order that x(·) be well defined we need to assure that the delayed reflections and non-delayed reflections are "separated." This is assured by assuming that there is τ 0 ∈ (0, τ ] such that p(θ) = 0 for θ ≥ −τ 0 . The cost function. Letx,û,ŷ denote the canonical value of the (path, control, reflection) segments on [−τ, 0]. For β > 0, vector q, and control u(·), our cost will be
The boundary condition is χ 1 (t, −τ ) = 0. The reflection term z 0 (·) is for χ 0 (·), taking values in G. The solution to (3.2) is defined by (3.5) below. Theorem 3.1 asserts that χ 0 (·) = x(·), which justifies the representation. The numerical method will be based on these processes. The initial conditions are χ 0 (0) = x(0) and
The next theorem says that (3.1), (3.2) can be used as the basis of the numerical algorithms. 
The solution to (3.2) is always interpreted as
The cost function is (2.2) with χ 0 (t) replacing x(·).
A motivating approximation. For later use, consider a discrete-state-time approximation to (3.1), (3.2), where
Define the operator Φ δ , analogously to (3.4), by
with (Φ δ f (·))(t, θ) = 0 otherwise. Then we can write
It can be shown that χ 0,δ (·) converges to x(·) [3] as δ → 0. This approximation cannot be used for practical numerical computations. The solution values would have to be discretized, which would likely entail communication between non neighboring points. Also, one would need to keep track of time to know when to shift, thus introducing another state variable and an increase in memory requirements. But the form will guide part of the construction of the numerical approximation that will be used.
IV. The Markov Chain Approximation Method
A no-delay case. The method is well known [5, Chapter 5] so only a brief description will be given. Recall the procedure for the system dx = b(x, u)dt + σ(x)dw + dz. Let h =approximation parameter and S h the regular hgrid in IR r . Determine a finite-state controlled Markov chain ξ h n that has the "local" properties of x(·) and solve the optimization problem for a cost function approximating (2.2). The state space has two parts. The first is G h = G ∩ S h , on which the chain approximates the diffusion. If the chain leaves G h , it is returned immediately, consistently with the local reflection direction. Thus, define ∂G + h =points not in G h to which the chain can move in one step from G h . Let P {ξ
h (x,x|α) = transition probability under control value α.
Local consistency. Let u h n = control at step n. Let E h,α x,n (resp., covar h,α x,n ) be the expectation (resp., covar) given the data to step n and ξ
1) The methods in [5] obtain ∆t h (·) as a byproduct of getting p h (x,x|α). Call such approximations "explicit." For x ∈ ∂G + h , move to the closest points in G h , with the conditional mean direction being a reflection direction at x. [5] has an extensive discussion of methods for getting good approximations.
Generally, p h (x,x|α), x ∈ G h , can be written as a ratio:
where
These forms are appropriate for and will be used for the delay case also. Define ∆t
By centering around the conditional expectation, given the data to step n, we can write 
Continuous-time interpolations. Note the similarity of (4.4) to a finite-difference approximation to the diffusion. The chain ξ h n is used for the numerical computations. The proofs of convergence [5] use a continuoustime interpolation (of the optimal chain) that approximates x(·). This is constructed roughly by using the ∆t h n (or asymptotically equivalent) intervals as interpolation intervals. Let ψ h (t) and u h (·) denote the interpolations of the path and control, and z h (·) the interpolation of { a(ψ h (s))ds. From this point on the proof shows that any (weak-sense) limit is an optimal diffusion processes, and that the costs converge to the optimal value of (2.2). The "implicit" numerical procedure. There is a related numerical approximation, called the "implicit" approximation [5, Chapter 12] , with which the time variable is just another state variable, and that will have considerable advantages for alleviating the memory size problem for us. The state space of the approximating Markov chain is a discretization of (x, t)−space, and the component due to the time variable does not necessarily increase at each step. Let δ = O(h) be the discretization level for the time variable.
Given p h (·), ∆t h (·), those for the implicit method can readily be computed [5, Section 12.4] . If at the current step the time variable does not advance, then the distribution of the next spatial state is just p h (x,x|α). So one need only get the conditional probability that the time variable advances. The transition probabilities p h,δ (·) and interpolation interval ∆t h,δ (·) for the implicit procedure are obtained from = indicator that the time variable advances at step n. The processes can be represented in a form analogous to (4.5), and any limit is an optimal process [5] .
V. Approximating the System With Delays
We want algorithms that minimize the memory requirements. The comments concerning the approximation (3.7) suggest that the time variable and θ need to have the same increments, at least in an asymptotic sense. Discretizing θ and then χ 0 (t), χ 1 (t, θ) so that (4.1) holds would yield time (∆t h n ) and θ intervals of order O(h 2 ), so that θ would take O(1/h
2 ) values, much too high. The implicit method alleviates these problems and avoids the need to keep track of the time since the last shift.
Let τ /δ =integer, and let θ take values in T δ = {−τ + δ, . . . , −δ, 0}. Since χ 1 (t, −τ ) = 0, there is no need for θ = −τ . The Markov chain approximating (χ 0 (t), χ 1 (t, ·)) will be denoted by (ξ
will take values in G h ∪ ∂G + h with instantaneous reflection back if it leaves G h . Suppose that for each θ ∈ T δ , ξ 1,h,δ n (θ) takes values in a regular h 1 = O(h)-grid. For notational simplicity, use h = h 1 in this section. Henceforth, purely for simplicity of development, drop the delayed reflection term. The method is similar if there were such terms. The algorithm for the implicit approx. procedure. As in Section 4 for the implicit method, let φ h,δ n = time variable. The steps are divided into two classes, corresponding to the time variable advancing or not. Due to the coordination between the advance in the time variable and the "shift" in θ associated with the operator Φ δ , if time advances at step n, then the transitions are 
1,h,δ n (0) = x 1 and control value α used, the probability that ξ 0,h,δ n+1 takes the valuex 0 , conditioned on the event that the time variable does not advance at step n, guided by the form (3.1), is
(5.2) Thus the transition probability for ξ 0,h,δ n has the same dependence on the drift vector and covariance matrix of χ 0 (·) as for the analogous non-delay case and any algorithms in [5, Chapter 5] can be used to get
]. Define the probability that the time variable advances at step n by (4.6), namely,
Define the interval for the implicit procedure by (4.6):
n ), and ∆t
At step n one first decides whether time advances or not, using (5.3). By local consistency, for ξ 0,h,δ n ∈ G h and I h,δ n = 0,
Thus, we can write 
4) where the conditional covariance of the martingale difference β
The transition probability (5.2) was easy to get since χ 0 (t) evolves as a diffusion, but with χ 1 (t, 0) as one of the dynamical terms . The transitions for ξ 1,h,δ n (θ) when time does not advance use the comments concerning (3.7) as a guide, and seeks to approximate each of its right-hand terms separately. Since there are usually several steps between successive updates of the time variable, these right-hand terms are approximated as a sum of terms. We proceed as follows, with ξ 1,h,δ n (−τ ) = 0. If time does not advance at step n, then we use
To attain the conditional mean (5.5), one randomizes between grid points that are closest to q h,δ n (θ). The motivation for (5.5) is that over the average number of steps that that occur between time variable advances, (5.5) sums to approximately the two right-hand terms of (3.7). If we sought to add the terms corresponding to the two righthand terms in (3.7) only when the time variable is advanced, we would have to keep track of the running sums of the q h,δ n (θ), which would amount to an additional state component, and the consequent increase in memory requirements.
The cost function is a discretization of (2.2), with initial data χ 0 (0), χ 1 (0, ·) in the form (3.3). Without loss of generality, we can suppose that the values of the initial data (3.3) are on the grid for each θ. With control u(·) used, an acceptable form of the cost function is
Since the shifts occur at random times for fixed h, δ, with mean (interpolated time) intervals δ, the approximation to the maximum delay is random, but converges to τ as h, δ → 0. In applications, the shift occurs at deterministic times, δ, 2δ, · · ·. Owing to the nature of the discretizations, the effective average maximum delay is τ − δ, so in the numerical computations a slightly larger delay value should be used. Continuous time interpolations and convergence. Recall the interpolation ψ h (·) in (4.5). Let ψ 0,h,δ (·), u 0,h,δ (·) denote the continuous time interpolations with intervals ∆t h,δ n , and define z 0,h,δ (·) and y 0,h,δ (·) analogously. Analogously to (4.5), we can write (modulo negligible terms)
and the quadratic variation of the martingale
The proof of convergence [3] , [2] requires that we show that ψ 0,h,δ (·) converges to x(·), and that the second term on the right converges to the sum of the first and last term on the right of (2.1), and that the limit is an optimal diffusion. There are many details and the reader is referred to the references. Our interest here is in the algorithms and supporting data.
VI. Data and discussion.
An algorithm for the Implicit Procedure, and the Bellman eqn. The Bellman equation depends on the choice (among the asymptotically equivalent forms) of the cost function. One form, for ξ 0 ∈ G h , and with the definition e h,δ (ξ 0 , ξ There is an analogous form for the reflecting states. V (·) does not depend on φ, since the transition probabilities and cost rates don't. Example. Suppose that there is only a point delay at −τ , and no delayed reflection term. Then for θ = −τ + δ,
and it is zero otherwise. Let τ = 4δ. Then we can write
and ξ 
The limit χ 1 (t, 0) of ξ 1,h,δ (t, 0) equals the correct driving term b(χ
is what is approximated by the numerical algorithm, but χ 0 (t, 0) and its approximations are not physical quantities. The physical system is (6.2). The control u(·) is the approximation that is given by the numerical algorithm. Its value u(t) is a function of the approximations to x(t) and χ 1 (t), and the latter must be constructed as well as possible from the applications data, which are the path and control values. On the computation of χ 1 (−iδ). For illustrative purposes and notational simplicity, specialize the above example by setting b(x, u) = u. The numerical procedure gives controls of the form u(ξ 0 , ξ 1 (0), ξ 1 (−δ), . . . , ξ 1 (−3δ)), and only ξ 1 (−3δ) is updated between advances in the time variable. In the simulations let χ 1 (−iδ) denote the estimated values, with the applied control being
and shift when real time advances by δ. Since χ 1 (−3δ) is not a physical quantity, it must be estimated from the computed controls, guided by (6.1). The best method has yet to be found, but the following was useful. Estimate χ 1 (−3δ) at the nth step after the start of an interval by Since the values of the χ 1,h,δ n were discrete in the numerical procedure, the control is defined only for values in a discrete set, so a rounding procedure needs to be used. Data. In all cases the control is allowed to take only the values ±1, and the cost rate is (x − 1) 2 . I.e., we wish to push the path to x = 1. The path and a local average (a relaxed control approximation) of the numerically computed optimal controls are plotted. We use h = .1, h 1 = .25, and χ 1,h,δ n is constrained to [−1, 1]. The effective maximum average delay in the application is τ − δ. The first two figures are for the system dx = u(t − τ )dt + x(t)(1 − x(t)/2)dt + σdw(t) + dz(t) on the interval [0, 2], where τ = 1.5, δ = .25 (a six-step approximation of the original delay interval). In this case, ∆t h n =constant. A constant value u = .5 would keep the path at x = 1. Figure 1 is noiseless and the result is perfect. In Figure  2 , the noise variance is 0.1. The result is very good, with sample mean close to unity and sample variance close to the computed optimum. In Figures 3 and 4 , both the path and control are delayed, and δ = .3, there are four intervals and h 1 = .25. The average delay of the process used in the numerical algorithm is is 0.9, but x(t− .8), u(t − .8) is used in simulation. Often, owing to the approximations due to the discretizations, the nominal delay used in the numerical computation needs to be a little larger than the mean delay used in the application. The system in Figure 3 is noiseless. For the run in Figure  4 , the mean path is very close to unity, and the variance is close to the cost computed by the numerical procedure. The initial increase in the path is due to the effects of the delay and initial condition. The data illustrate the usefulness of the approach for nonlinear problems.
