The theory of intuitionistic fuzzy set has attracted much attention because of its stronger ability in depicting and modeling uncertainty. Recent years, numbers of distance measures of intuitionistic fuzzy sets have been proposed to distinguish the information conveyed by intuitionistic fuzzy sets. However, many existing distance measures cannot meet the requirements of a metric distance. So defining new distance measure for intuitionistic fuzzy sets is important to provide more choice in application. A new method to measure the distance between intuitionistic fuzzy sets is proposed in this paper. The proposed method is developed based on the divergence measure between intuitionistic fuzzy sets, which was firstly introduced by Shannon based on the idea of entropy. The mathematical properties of the new distance measure are discussed, and it is shown that the proposed distance measure satisfies all axiomatic properties of intuitionistic fuzzy distance measure. Numerical examples are presented to verify the effectiveness and reasonability of the new distance measure. Finally, the new distance measure is applied in innovation management to solve the decision making problems. It is illustrated that the proposed distance measure performs better than most of existing measures.
I. INTRODUCTION
The theory of fuzzy set has been proposed by Zadeh [1] for more than half a century. For its success in handling uncertainty, imprecision and ambiguity, fuzzy sets have been applied in many areas such as automatic control, decision making, and artificial intelligence. Fuzzy sets are generalized from classical sets by extending the characteristic function to the membership function. In a fuzzy set, values between 0 and 1 are used to depict the membership function. And the membership function and the non-membership function are summed to 1. Such constraint leads to the drawback that fuzzy sets cannot capture all kinds of uncertainty in reality. To avoid such limitation of fuzzy sets, Atanassov [2] developed the theory of intuitionistic fuzzy set (IFS) by removing the constraint on membership function and non-membership function. For an IFS, the sum of membership function and non-membership function is a value in interval [0, 1]. The gap
The associate editor coordinating the review of this manuscript and approving it for publication was Pengcheng Liu . between 1 and the sum of membership and non-membership degrees is named as the hesitation degree. Unlike fuzzy sets, IFSs release the constraint on the sum of membership and non-membership degree, so IFSs can depict uncertainty better than fuzzy sets. After decades' development, IFSs have received much attention and have been used to solve problems in many fields including uncertainty modeling [3] , pattern recognition [4] , [5] , fault diagnosis, intelligent computation, and so on. Moreover, intuitionistic fuzzy sets have been extended to a much broader scope to handing more kinds of uncertainty [6] - [10] .
In the research on intuitionistic fuzzy theory, the definition of intuitionistic fuzzy measures such as distance, similarity, entropy, and uncertainty receives much attention [11] - [13] . Among these measures, distance measure and similarity measure are usually considered as couple representations. They are used to distinguish the information conveyed by intuitionistic fuzzy sets. Distance and similarity measures of intuitionistic fuzzy sets are also helpful tools in the application of pattern recognition and decision making in VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ intuitionistic fuzzy environment. So numbers of distance measures of intuitionistic fuzzy sets have been proposed, and new intuitionistic fuzzy distance measures are being developed.
Because of their potential in promoting the application of intuitionistic fuzzy theory, intuitionistic fuzzy distance and similarity measures have been studied by many researchers for decades. The similarity measure proposed by Chen [14] can be regarded as the first intuitionistic fuzzy similarity measure, since it was claimed by Bustine and Burillo [15] that vague set and intuitionistic fuzzy set are identical to each other. Following Chen's similarity measure, Hong and Kim [16] modified it and proposed a new measure. But Hong and Kim's measure may lead to counter-intuitive results in some situation. Then, researchers from many fields proposed different types of similarity and distance measures for intuitionistic fuzzy sets, which speeded up the development of intuitionistic fuzzy theory, both in theoretical and practical levels. Li and Cheng [17] defined a similarity measure for intuitionistic fuzzy sets and used it to solve the problem of pattern recognition. Mitchell [18] pointed that the measure proposed by Li and Cheng [17] may fail to distinguish different IFSs in some cases, so he proposed a new measure to avoid such drawback. Liang and Shi [19] also found unreasonable results caused by the similarity measure proposed by Li and Cheng [17] , and they proposed several new kinds of intuitionistic fuzzy similarity measure. Based on the Hausdorff distance, Hung and Yang [20] developed an intuitionistic fuzzy distance measure, which was used to define several intuitionistic fuzzy similarity measures. These measures were successfully applied in linguistic variables. Following this work, Hung and Yang [21] , [22] proposed other kinds of similarity measures for intuitionistic fuzzy sets. Szmidt and Kacprzyk [23] put forward the geometric interpretation of intuitionistic fuzzy sets, based on which they defined four kinds of intuitionistic fuzzy distance measures. These four distance measures can be well interpreted from geometric view. But they may lead to counter-intuitive cases in some situation. So these four distance measures were modified by Szmidt and Kacprzyk [24] , and Grzegorzewski [25] . Xu and Yager [26] further modified the measure proposed in [24] . Cosine similarity was introduced to intuitionistic fuzzy sets by Ye [27] . The performance of cosine similarity measure was verified by the application of pattern recognition and medical diagnosis. By considering the lengths of lines and rectilinear figure areas, Zhang and Yu [28] proposed two geometrybased distance measures. Chen and Chang [29] proposed an intuitionistic fuzzy similarity measure based on transformation techniques. Then Chen et al. [30] , [31] proposed some improved measure according to the transformation between an intuitionistic fuzzy value and a right-angled triangular fuzzy number. These similarity measures have specific geometrical features that can ease understanding.
From above analysis we can note that research on intuitionistic fuzzy distance and similarity measures has lasted for more than twenty years. And various measures have been put forward and applied in many practical applications. However, many existing similarity and distance measures are not competent to deal with some specific cases in practical problems. Some of them may lead to unreasonable or counterintuitive results in some situations. Other new constructed measures may have complex expression without clear feature. So distance and similarity measures for intuitionistic fuzzy sets are still an open topic attracting many researchers. More reasonable and optimized measures are being sought to overcome ''blind spots'' in existing measures. Moreover, since there is no universal distance and similarity measures that are suitable for all cases, it is necessary to choose the best one for the specific problem. Thus, developing more distance measures for intuitionistic fuzzy sets can enrich the choice of decision makers in application. This motivates us to develop new distance measures for intuitionistic sets.
In this work, a new method is developed to measure the distance between intuitionistic fuzzy sets. The new distance measure is established based on the divergence between two intuitionistic fuzzy sets. This is an attempt to define intuitionistic fuzzy distance measure from a different perspective. We note that the divergence between intuitionistic fuzzy sets has been studied by Hung and Yang [32] . But the divergence measures proposed in [32] are not considered in the perspective of distance measure. The divergence measure used in this paper is another modified form of K-L divergence, which is different from that proposed in [32] . The properties of the new distance measure will also be discussed. The performance of the proposed distance measure will be illustrated by the application of innovation management decision-making, where the innovation of several projects will be assessed.
The rest of this paper is arranged as following. Section 2 presents some knowledge related to intuitionistic fuzzy sets. Some representative distance and similarity measures are reviewed in Section 3. In Section 4, a new distance measure is proposed based on the divergence measure, together with related proof on its properties. Several numerical examples are applied to compare the proposed measure with other measures in Section 5. The new distance measure is used in the decision-making of innovation assessment in Section 6. In the last section, we make conclusions of this paper.
II. PRELIMINARIES
Definition 1 [1] : A fuzzy set A defined in the universe of discourse X = {x 1 , x 2 , · · · , x n } is expressed as:
where µ A (x) : X → [0, 1] is the membership degree of x with respect to A. Definition 2 [2] : In the universe of discourse X = {x 1 , x 2 , · · · , x n }, an intuitionistic fuzzy set A in X is defined as:
where µ A (x) : X → [0, 1] and ν A (x) : X → [0, 1] are membership degree and non-membership degree, respectively, with the condition:
The hesitation degree of intuitionistic fuzzy set A defined in X is expressed as π A (x), calculated by:
It is apparent that for any element x in X , the hesitation degree satisfying the condition 0 ≤ π A (x) ≤ 1. The complement of A is expressed as
We can also note that when π A (x) = 0 for all elements in X , the intuitionistic fuzzy set A becomes to a fuzzy set. So fuzzy set can be considered as special intuitionistic fuzzy set with zero hesitation degree.
Following the definition of intuitionistic fuzzy sets, an intuitionistic fuzzy value (IFV) is expressed as µ, v . In the following, the set of all intuitionistic fuzzy sets in X is denoted as IFSs(X ).
Definition 3 [2] : For two intuitionistic fuzzy sets A and B defined in X = {x 1 , x 2 , · · · , x n }, they have the following relations:
According to above relation between intuitionistic fuzzy sets, two intuitionistic fuzzy values can be ranked as follows.
Definition 4 [2] : Given two intuitionistic fuzzy values a = µ a , v a and b
. This is also called as the partial order between intuitionistic fuzzy values, since it can be used for only parts of intuitionistic fuzzy values satisfying its required condition. Based on this relation, in the space of all intuitionistic fuzzy values, the smallest one is 0, 1 , and the largest one is 1, 0 .
In order to rank all intuitionistic fuzzy values, a linear order for intuitionistic fuzzy values is necessary. The most widely used linear order is defined based on score function and accuracy function. The score function of an IFV a = µ a , v a is defined as s(a) = µ a − v a , and its accuracy function is defined as h(a) = µ a + v a [34] . The linear order between intuitionistic fuzzy values a = µ a , v a and b = µ b , v b is expressed as [35] :
Distance and similarity measures are two important concepts in the development of intuitionistic fuzzy theory. The axiomatic definition of distance measure between intuitionistic fuzzy sets is defined as:
Definition 5 [37] : For a mapping D : IFS × IFS → [0, 1] and two intuitionistic fuzzy sets A and B defined in X , D(A, B) is a distance measure between intuitionistic fuzzy sets if it satisfies the following properties: Li and Cheng [17] proposed the definition of intuitionistic fuzzy similarity measure as following.
Definition 6 [17] : For a mapping S : IFS × IFS → [0, 1], it is a similarity measure between intuitionistic fuzzy sets A ∈ IFSs(X ) and B ∈ IFSs(X ), if S(A, B) satisfies the following properties:
(S1) 0 ≤ S(A, B) ≤ 1;
From the axiomatic properties of distance and similarity measures, we can see that distance measure and similarity measure are complementary. Thus, similarity measures can be used to define distance measures, and vice versa. If S(A,B) is the similarity measure between intuitionistic fuzzy sets A and B, D(A, B) = 1 − S(A, B) is definitely the distance measure between A and B.
III. EXISTING INTUITIONISTIC FUZZY DISTANCE MEASURES
To review existing distance and similarity measures between intuitionistic fuzzy sets, we consider two intuitionistic fuzzy set A and B defined in the universe of discourse X = {x 1 , x 2 , · · · , x n }. For the sake of exposition, we transform similarity measures to distance measures.
Based on the relation between vague sets and intuitionistic fuzzy sets, the similarity measure proposed by Chen [14] can be expressed as:
Then the related distance measure can be written as:
According to the similarity measure proposed by Hong and Kim [16] , we can get a distance measure as:
The similarity measure S DC proposed by Li and Cheng [17] can lead to a distance measure D DC as:
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Liang and Shi [19] have proposed three similarity measures, which can be used to generate three distance measures as following:
The similarity measure proposed by Mitchell [18] can be used to construct a distance measure D HB :
where
Based on the ratio-based similarity measure defined by Szmidt and Kacprzyk [23] , a ratio-based distance measure can be expressed as:
Based on the well-known Euclidean distance and Hamming distance, Szmidt and Kacprzyk [24] proposed some distance measures between IFSs A and B, (14) , (15) as shown at the bottom of the next page. Wang and Xin [37] introduced a distance measure D WX (A, B):
By discriminate the information conveyed by different IFSs, Vlachos and Sergiadis [36] introduced the degree of discrimination between IFSs, which is denoted as I IFS (A, B) and can also be called the discrimination information of IFSs:
According to Ye's cosine similarity [27] , a cosine-based distance measure can be constructed as:
Recently, Jiang et al. [33] proposed a distance measure for intuitionistic fuzzy sets based on the transformed isosceles. The distance measure can be expressed as: (21) , as shown at the bottom of the next page.
IV. THE PROPOSED DISTANCE MEASURE FOR IFSs
Although many distance measures for intuitionistic fuzzy sets have been proposed, some of these measures may fail to solve practical decision-making problems. This may be caused by the outputs with little discrimination or by the inconsistent and counter-intuitive results calculated by the measure. Thus, more satisfactory distance measure for intuitionistic fuzzy sets is needed to overcome the drawbacks and sweep up the blind spot in existing measures. In this section, a new distance measure will be proposed based on the divergence between intuitionistic fuzzy sets.
Divergence measures were firstly introduced by Shannon based on the idea of entropy in information theory. Following Shannon's work, many kinds of divergence measures have been proposed. Among different types of divergence measures, we will use the K-L divergence to construct distance measure for intuitionistic fuzzy sets.
Given two probability distributions P 1 and P 2 for a discrete random variable X , the K-L divergence between P 1 and P 2 is defined as:
To avoid the cast that p 2j = 0, K (P 1 , P 2 ) can be modified by:
where λ is a value with 0 < λ ≤ 1. Then the symmetric divergence measure can be defined by:
Since all probabilities are less than 1, here we let λ = 1. For two intuitionistic fuzzy sets A and B defined in X = {x 1 , x 2 , · · · , x n }, the divergence between A and B can be defined as:
We note that distance measure and divergence measure are both used to quantify the difference between information. So the divergence measure can be used to construct a distance measure.
Based on above analysis, we can propose a new definition of distance measure for intuitionistic fuzzy sets. Suppose that A and B are two intuitionistic fuzzy sets
respectively, the distance between them can be calculated by the following expression:
Theorem 7: For two AIFSs A and B defined in X = {x 1 , x 2 , · · · , x n }, D L (A, B) is the distance between them. Proof: To facilitate the proof, for (x, y) ∈ [0, 1] × [0, 1], we construct a function as following:
Then D L (A, B) can be expressed as:
The partial derivative of f (x, y) can be obtained as:
, we can assume x ≥ y without any loss of generality. Then we can get ∂f /∂x ≥ 0 and ∂f /∂y ≤ 0, which indicates that the monotonicity of f (x, y) with respect to x is opposite to that with respect to y. In other words, f (x, y) gets its maximum value in (1,0), and the maximum value is ln2. Moreover, x ≥ y indicates that
(1) We can get D L (A, B) ≥ 0 by f (x, y) ≥ 0.
Since f (x, y) gets its maximum value ln2 in (1,0),
So the maximum value of D L (A, B) is 1. Hence, we get that 0 ≤ D L (A, B) ≤ 1.
(2) When A = B, we can easily get that D L (A, B) = 0. f (x, y) = (x − y) ln 1+x 1+y = 0 indicate that x − y = 0 or ln 1+x 1+y = 0, which implies that x = y.
(3) By the expression of D L (A,B) , we can get:
(4) Given three intuitionistic fuzzy sets A, B and C defined in X satisfying A ⊆ B ⊆ C, then we have:
When x ≥ y, we can get ∂f /∂x ≥ 0 and ∂f /∂y ≤ 0, which indicates that f (x,y) is increasing with x and decreasing with y. When x ≤ y, we can get ∂f /∂x ≤ 0 and ∂f /∂y ≥ 0, which indicates that f (x, y) is decreasing with x and increasing with y.
Considering the monotonicity of f (x,y), we can get:
From above analysis, we can see that the measure D L (A, B) satisfy all properties in Definition 2.5. So D L (A, B) is the distance between intuitionistic fuzzy sets A and B.
For two intuitionistic fuzzy sets A and B, we can see that the divergence degree L(A,B) and the distance value D L (A, B) are different in the step of normalization. To meet the property of distance value range, we normalize the divergence measure L(A, B) to obtain the distance measure D L (A, B) which falls into the unit interval [0,1].
If the weights of x i , i = 1, 2, · · · , n, is considered, the weighted distance between two AIFSs A and B in X = {x 1 , x 2 , · · · , x n } can be measured as:
where w i is the weighting factor of x i , i = 1, 2, · · · , n, w i ∈ [0, 1] and n i=1 w i = 1. Theorem 8: D LW (A, B) is a distance measure between two AIFSs A and B defined in X = {x 1 , x 2 , · · · , x n }.
Proof: It is trivial from the proof of Theorem 1.
V. COMPARISON WITH OTHER MEASURES
In this section, we use numerical experiments to show the performance of the proposed distance measure by comparing it with other measures. Generally, the rationality and effectiveness of the distance measure are reflected by its discriminability on the difference between intuitionistic fuzzy sets. In this example, we use six different couples of intuitionistic fuzzy sets A and B, which have been included in many work [27] . For comparison, the values of distance degree calculated by the measures in Section 3 are also presented. The results are listed in Table 1 .
From Table 1 , we can see that most of existing measures provide unreasonable results except the distance measure We can see that some distance measures including D C , D DC , D S LS , D VS , and D Y cannot reflect the difference between case 5 and case 6. We also note that the distance measures D VS and D Y cannot deal with the cases containing 0 membership function or membership function. For the cases 1 and 2, we can note that these are four different intuitionistic fuzzy sets. So the comparison between the distance values in case 1 and case 2 cannot illustrate any problem, and this is also unnecessary. From above analysis, we can see that D H LS , D JJ and the proposed measure D L can provide reasonable results. Compared with the distance measures D H LS and D JJ , D L has more specific physical meaning. Moreover, the proposed distance measure has a more concise expression than the latest distance measure D JJ . So it can be inferred that the proposed measure performs better than existing measures.
VI. APPLICATION TO INNOVATION MANAGEMENT
It has been known that the distance and similarity measures of intuitionistic fuzzy sets can be used to distinguish different information conveyed by intuitionistic fuzzy sets. Therefore, similarity and distance measures can be used to solve the pattern recognition and decision-making problems in innovation management. We have verified the effectiveness and reasonability of the proposed distance measure. Next, we will use two kinds of problems in innovation management to test the performance of the proposed distance measure in application.
A. EVALUATION OF INNOVATION LEVEL
This kind of problem is to determine the innovation level of a given project based on the incomplete knowledge provided by experts. In innovation management, it is usual to evaluate the innovation level of projects. But the innovation level cannot be quantified by specific value because of the uncertainty caused by the expertise of decision-makers. So it is convenient to utilize intuitionistic fuzzy sets to depict the uncertainty in innovation management. Example 9: Suppose that the innovation level provided by experts are denoted by intuitionistic fuzzy set L 1 , L 2 and L 3 defined in X = {x 1 , x 2 , x 3 , x 4 }. They are given as follows:
Consider a project A to be evaluated. The innovation level of project A is expressed by intuitionistic fuzzy set
To evaluate the innovation level of project A, we can calculate the distance between A and three levels provided by experts. Based on the principle of minimum distance, the project A will be assessed as the level L i that satisfies D(A, L i ) = min j=1, 2, 3 {D(A, L j )}. The distance values calculated by existing measures and the proposed measure are provided in Table 2 . The evaluation results based on different measures are also listed in the last column. Table 2 shows that only five existing distance measures can be used to assess the innovation level of the project A. We cannot evaluate the innovation level of project A by using other existing measures since the minimum distance value is not unique. For example, the distance values D(A, L 1 ) and D(A, L 3 ) are identical for measures D HK , D E LS , D H LS , D HB , and D WX . For the distance measures D NE and D NH , they cannot distinguish L 1 from L 2 because of their equal distance values. The distance measure D VS fails to recognize the innovation level of project A because the distance value between L 1 and A cannot be calculated. Comparing with existing distance measures, we can see that the proposed distance measure D L can achieve reasonable results. Based on the proposed distance measure D L , the innovation level of project A is assessed to L 3 , as the result obtained by other six effective measures.
Example 10: Suppose that the innovation level provided by experts are denoted by intuitionistic fuzzy set L 1 , L 2 and L 3 defined in X = {x 1 , x 2 , x 3 }. They are given as follows:
Consider a project A to be evaluated. The innovation level of project A is expressed by intuitionistic fuzzy set A = { x 1 , 0.1, 0.2 , x 2 , 0.4, 0.5 , x 3 , 0, 0 }.
To evaluate the innovation level of project A, we can calculate the distance between A and three levels provided VOLUME 8, 2020 by experts. Based on the principle of minimum distance, the project A will be assessed as the level L i that satisfies D(A, L i ) = min j=1, 2, 3 {D(A, L j )}. The distance values calculated by existing measures and the proposed measure are provided in Table 3 . The evaluation results based on different measures are also listed in the last column. Table 3 shows that all existing distance measures fail to assess the innovation level of the project A since we cannot obtain the unique minimum distance value based on these measures. For example, the distance values D(A, L 1 ) and D(A, L 3 ) are identical for measures D C , D DC , D H LS , D NE , and D WX . The distance measures such as D HK , D HB , D SK , and D NH also cannot distinguish different levels because the obtained distance values between A and three levels are equal base on these measures. We can note that the distance values of D SK (A, L 1 ), D SK (A, L 2 ) and D SK (A, L 3 ) are all equal to 0, which seems against the axiomatic property of distance measure. The measures D VS and D Y fail to measure the distance value between A and three levels due to the zero antilogarithm and zero divisor. It is shown that the distance measure D JJ and the proposed distance measure D L can distinguish three levels. But we can see that there are two decision results L 1 and L 3 . This is because the levels L 1 and L 3 are difficult to distinguish. We need more information to reach the final decision. Based on the different distance values, we can decide that the innovation level of project A is L 1 . In this example, we can see that the proposed distance measure and D JJ perform better than other measures that cannot distinguish three levels.
Example 11: Suppose that the innovation level provided by experts are denoted by intuitionistic fuzzy set L 1 , L 2 and L 3 defined in X = {x 1 , x 2 , x 3 }. They are given as follows: To evaluate the innovation level of project A, we can calculate the distance between A and three levels provided by experts. Based on the principle of minimum distance, the project A will be assessed as the level L i that satisfies D(A, L i ) = min j=1, 2, 3 {D(A, L j )}. The distance values calculated by existing measures and the proposed measure are provided in Table 4 . The evaluation results based on different measures are also listed in the last column.
Based on the principle of minimum distance value, in Table 4 , we can see that the innovation level of project A should be assessed as L 3 using the proposed distance measure D L and most of other existing measures. It is shown that the measure D VS cannot be used to evaluate the innovation level of project A due to the zero antilogarithm. Moreover, D SK get a result different from other measures. This example shows that the proposed distance measure can perform as well as most of existing measures.
B. RANKING OF INNOVATION LEVEL
This kind of problem aims at comparing the innovation level of several projects, based on the evaluation results with respect to numbers of attributes. This problem is solved in the framework of multi-attribute decision making (MADM). The problem can be described as following. Supposed that m projects will be assessed, they are denoted as a set X = {x 1 , x 2 , · · · , x m }. They will be evaluated according to n attributes. The attribute set is A = {a 1 , a 2 , · · · , a n }. The weight of each attribute a i is w i , with 0 ≤ w i ≤ 1 and n i=1 w i = 1. The innovation level of all projects can be expressed by a decision matrix as:
In the decision matrix, each element d ij = µ ij , v ij represents the innovation level of project x i considering attribute a j , with i = 1, 2, · · · , m and j = 1, 2, · · · , n. Based on the proposed distance measure and technique for order preference by similarity to an ideal solution (TOPSIS) method [38] , we can propose a new method to rank the innovation level of projects. The new method can be depicted as following:
Step 1: Get the positive ideal solution α + = (α + 1 , α + 2 , · · · , α + n ) and the negative ideal solution α − = (α − 1 , α − 2 , · · · , α − n ) under all attributes based on the partial order relation between IFVs. Each positive value α + j is calculated as:
Each negative value α − j is obtained as:
Step 2: Utilize the proposed distance measure of IFVs to calculate the distance value between the evaluating result d ij = µ ij , v ij of project x i respect to attribute a j and the relative positive ideal value α + j of attribute a j , with i = 1, 2, · · · , m and j = 1, 2, · · · , n. Construct the positive distance matrix G + = (g + ij ) m×n . The distance is expressed as:
Step 3: Appling the distance measure of IFVs to calculate the distance value between the evaluating result d ij = µ ij , v ij of alternative x i respect to attribute a j and the relative negative ideal value α − j of attribute a j , with i = 1, 2, · · · , m and j = 1, 2, · · · , n. Construct the negative distacne matrix
The similarity degree is expressed as:
Step 4: Based on the attribute weights w i and the distance matrices G + and G − , calculate the weighted positive score S + (x i ) and weighted negative score S − (x i ) for each project x i , respectively, i = 1, 2, · · · , m. The positive and negative scores are calculated as: S + (x i ) = 1 − n j=1 w j g + ij and S − (x i ) = 1 − n j=1 w j g − ij .
Step 5: Obtain the relative closeness degree T (x i ) of each project x i as:
Step 6: Get the ranking order of all alternatives by the comparing their relative closeness degree. Larger closeness degree indicates higher innovation level.
Then we use several examples to show the implementation of the proposed method. Comparison with other methods will also be presented to show the performance of the proposed method.
Example 12: A company of venture investment wants to choose a project to support. The innovation level of these projects need to be evaluated. There are five projects to be assessed. The manager of the investment company evaluate the innovation level of these projects by considering four attributes. Five projects are given as: (1) This problem can be solved by the following steps:
(1) By comparing all IFVs in each column, we can obtain the relative positive and relative negative ideal solutions as:
(2) Using the distance measure D L defined in Eq. (28) for IFVs and the expression in Eq. (33), we can get the positive distance matrix as: 
, we can rank five projects x 1 , x 2 , x3, x 4 and x 5 in the preference order:
If we solve this problem by by Joshi and Kumar's method [39] , Wu and Chen's method with w q = 1, w q = 2/3, w q = 1/3, w a = 1, w a = 2/3, w a = 1/3 [40] , and the method proposed by Chen, Chen et al. [41] , we can get the ranking order as x 2 x 5 x 4 x 3 x 1 . This indicates that the ranking order obtained by the proposed method is slightly different from the results obtained by these methods. But the project with the highest innovation level is identical; and the project with the lowest innovation level is also identical. This example indicates that the proposed method is capable to solve MADM problems in intuitionistic fuzzy environment. It can yield reasonable choose as existing methods.
Example 13:
A company of venture investment wants to choose a project to support. The innovation level of these projects need to be evaluated. There are five projects to be assessed. The manager of the investment company evaluate the innovation level of these projects by considering four attributes. Five projects are given as: (1) x 1 : the solar energy;
(2) x 2 : the car-sharing; (3) x 3 : the AI-aided medical diagnosis; (4) x 4 : the unmanned driving; (5) x 5 : the smart furniture. Four attributes to be accounted are: (1) a 1 : the project design; (2) a 2 : the utilization of new technology; (3) a 3 : the application prospect; (4) a 4 : the feasibility. The weights attributes a 1 , a 2 , a 3 and a 4 are 0.1, 0.2, 0.3 and 0.4, respectively. So we have w 1 = 0.1, w 2 = 0.2. w 3 = 0.3 and w 4 = 0.4. The decision matrix expressed by IFVs is shown as following: (1) Based on the partial order relation between IFVs, the relative positive and negative ideal solutions of each attribute can be get as:
(2) We can get the positive similarity matrix according to the proposed distance measures: This problem can also be solved by the methods proposed in [39] and [41] . Based on the methods in [39] and [41] , the ranking order can be obtained as x 1 x 2 x 5 x 3 x 4 , which is same as the result obtained by our proposed method. We can note that the method proposed in [40] cannot be used to solve this problem due to the case of ''division by zero''.
It is shown that the proposed over performs the method proposed by Wu and Chen [40] since it can overcome the drawback of the latter. And the method developed based on the new divergence-based distance measure performs as well as Joshi and Kumar's method [39] , and the method of Chen et al. [41] .
These examples show that the proposed distance measure can be used to solve MADM problems in innovation management with intuitionistic fuzzy information. Moreover, the new developed method for solving MADM problems performs as well as the method proposed in [39] and [41] , which are also proposed on the basis of TOPSIS method. However, we note that the method in [39] use the Hausdorffmetric-based distance measure, whose discrimination ability is weaker. Furthermore, the method in [39] also has the trouble of ''division by zero''. The MADM method proposed in [41] is also effective enough in intuitionistic fuzzy environment. But the similarity measure utilized in [31] is defined based on the right-angled triangular fuzzy numbers [31] , which is more complex than the proposed distance measure. So the MADM method developed from the proposed divergence-based distance method and the TOPSIS method is much easier to implement with less computation complexity. Example 4 and example 5 show that the proposed distance measure is competent to solve MADM problems. All examples above demonstrate that the proposed distance measure is effective and rational not only from the mathematical perspective but also in the application level.
VII. CONCLUSION
Although numbers of distance and similarity measures of intuitionistic fuzzy sets have been proposed, many of them may lead to unreasonable results. In this paper, a new divergence-based distance measure is proposed to enrich intuitionistic fuzzy distance measures. The proposed measure is developed based on the modified divergence measure between intuitionistic fuzzy sets. It is proved that the proposed measure satisfy all properties in the axiomatic definition of intuitionistic fuzzy distance measure. So the proposed measure is a metric distance for intuitionistic fuzzy sets. To verity the performance of the proposed measure, numerical examples are firstly used to make comparison with existing distance measures. It is shown that the proposed measure can obtain reasonable results. Then the proposed measure is applied in the decision making problems of innovation management to test its applicability. It is illustrated that the proposed distance measure can perform better than most of existing measures, especially in some extreme cases. Based on the proposed distance measure, more decision methods such as the extended Vlsekriterijumska Optimizacija I Kompromisno Resenje (VIKOR) method will be developed in subsequent work. The application of the proposed distance measure in real decision-making problems is also the focus of future work. We will also try to extend the proposed measure to more general fuzzy sets, such as type-2 fuzzy sets and interval-values intuitionistic fuzzy sets.
