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11 Introduction and Background
Microbial communities exist in all ecosystems, such as groundwater and soil as well
as the skin surface and the gastrointestinal tract. It is estimated that our planet
is inhabited by 5 × 1030 prokaryotic cells [WCW98]. Alone the human body holds
more bacterial cells (1014) than it itself consist of (1013) [Sav77, Ber96].
The microbes of the communities interact with each other and take part in the
biological processes surrounding them. A profound expertise of the habitat can help
estimating effects changing or new outside influences have on the complex system
of the microbial communities.
Microbial communities can be characterized by various geochemical and biochemi-
cal measurements. One possible means of investigation is sequencing the genomic
material with next generation sequencing (NGS). In the analysis of individual mi-
crobes, increased throughput and lower cost of NGS technologies promoted scientific
achievements with great impact [KSL+13]. The availability of NGS has lead to a
rapid increase of generated data, challenging data storage, management and anal-
ysis. Various computational methods are developed to analyze NGS data, in the
early stages for genomic and nowadays also for metagenomic data. Pipelines are
generated to gather such analysis tools and easily apply a standard procedure of
common analysis techniques.
In recent years approaches integrating data from several experiments have been
used to consider complex mechanism from different angles. Epigenomics, transcrip-
tomics, proteomics and genomics each serve as a different powerful angle, which are
combined capable of unraveling complex processes and organisms [HHR10].
The goal of this thesis is to characterize the deep groundwater microbial communities
by means of metagenomic analysis. Several established as well as novel techniques
will be applied to preprocessed data sets. These methods focus on means of (1)
verifying the adequacy of taxonomic unit and enzyme representation in the sample,
(2) highlighting similarities between samples by principal component analysis, (3)
visualizing metabolic pathways with manually drawn metabolic maps from the Ky-
oto Encyclopedia of Genes and Genomes, and (4) estimating taxonomic distribution
of pathways.
We will analyze metagenomic sequencing data from deep groundwater samples which
were taken from two different sites and different depths in Finland, Olkiluoto and
Outokumpu. The sample from Olkiluoto was taken from groundwater fractures and
2the samples from Outokumpu where taken from different depths of the same deep
bore hole. The samples were taken directly from their environment. Therefore they
can be compared in respect of the microbes and the living conditions surrounding
them.
In the following background knowledge crucial for the course of this thesis is pre-
sented.
1.1 Metagenomics
The term metagenomics was first coined in 1998 [HRB+98] and is nowadays de-
fined as the direct extraction of the whole genome information from a habitat and
its following analysis. The microbial community of a habitat typically consists of
microorganism, such as bacteria, some protozoans, archaea and fungi, as well as
bacteriophages.their own metabolism, are often not classified as microorganism.
Before the advent of metagenomics, samples of one habitat were analyzed by first
cultivating the individual microorganisms separately. However, as seen in the “Great
count anomaly”[SK85], it is believed that up to 99% of microorganism in environ-
mental samples cannot be cultured with currently available technologies [ALS95].
In the past, this lead to a limited and biased view on the microbial communities
which was improved with the emerge of metagenomic studies. For instance, one
of the first metagenomic study greatly improved our view on naturally occurring
marine plankton by discovering bacterial rhodopsins that function as light-driven
proton pumps [BAK+00]. Later, the diversity of microorganism in water environ-
ments was revealed by two major studies [VRH+04, RHS+07], which identified 148
novel phylotypes and ∼360 species as well as predicted ∼7 million novel genes.
Metagenomic analysis entails several steps. The first step is analyzing the extrac-
tion and sequencing of DNA. Sequencing approaches can be divided into whole
(meta)genome shotgun sequencing, which randomly sequences the mixed genomes,
and target sequencing, which only sequences specifically targeted gene(s).Typical
targets are the 16S rRNA gene or genomic regions such as the Internal Transcribed
Spacer (ITS) regions, as they allows for species level classification. Targeted se-
quencing is more cost and time efficient, as well as more specific and exact, but it
also assumes some existing knowledge of the sample at hand and the results are
useful only for a limited number of applications.
Given the sequencing reads of a whole genome shotgun sequenced sample, two dif-
3ferent strategies of genome reconstruction exist. A first strategy is to assemble the
reads into longer, more specific contigs and use these less error-prone sequences as
the basis for taxonomic classification and functional analysis. A second strategy
works on the initial short read which avoids chimeric assembly, but leads to a high
error rate and a big quantity of reads to be processed.
Various projects focus on obtaining open-source metagenomic samples. For instance,
The Earth Metagenomic Project http://www.earthmicrobiome.org/ focuses on soil
samples and The Human Microbiome Project, http://commonfund.nih.gov/hmp/index,
focuses on disease related body sites, namely oral cavity, nasal cavity, skin, gastroin-
testinal tract and urogenital tract.
Metagenomics still faces several problems. The sample preparation and the sequenc-
ing method can cause biased results. The read lengths generated during sequencing
influence sequence assembly, gene prediction and subsequently further analysis. In
addition, analysis results are potentially affected by the sample inherent character-
istics, such as the average genome size of the organism of the sample. preparation,
[TG12, PT12] .
1.1.1 Preparation of Metagenomic Samples
Assembly of metagenomes. The de novo assembly of metagenomes is an im-
portant but challenging step in metagenomic analysis [PS10]. During the assem-
bly shorter, overlapping reads are combined to larger contigs. In the past, single
genome studies reconstructed one genome at a time and the main goal was a com-
plete gap less sequence. However, nowadays metagenomic studies try to reconstruct
the genomes of multiple organisms at the same time. Some of the organisms are
closely related and have very similar genomes. The similarities in their genomes
unavoidably lead to chimeras, contigs based on reads originally from multiple or-
ganisms, which may not even classify in the same phyla [MIB+07]. In addition, the
probability of finding overlapping reads is low in many environments and strongly
depends on how well the genomes are coverage by the sequenced reads. [SH05].
Removal of Contamination. Contamination with human DNA or other mate-
rial may occur during the sampling and DNA extracting process of genomic analysis.
Therefore, screening the initial contig or read data sets is a necessary step. There
exist a few tools designed for removal of contamination from metagenomics data
sets, such as DeconSeq [SE11]. Based on the sample and its preparation process,
4different cleaning steps may have to be applied.
1.2 Phylogeny and Taxonomy
Phylogeny is the evolutionary history of a species or groups of related species. It is
represented in the ‘Tree of Life’; a hierarchical structure in which every life-form is
represented in relation to every other life-form. A first drawing of this concept was
created by Darwin, a reproduction of one of the first ‘Tree of Life’ representations
by is shown in Figure 1.
Figure 1: Partial reproduction of an illustration in Darwin’s Origin of Species of 1859
(6. ed. 1872). Taken from Kutschera’s ‘’From the scala naturae to the symbiogenetic
and dynamic tree of life” [Kut11]. Five Darwinian species theories are added to
illustrate the evolution of species from a common ancestor (A).
Taxonomy is the identification, naming and classification of the diverse forms of life.
Classifications can be done with different levels, or ranks of specificity, with species
being the most specific. At any given level, a named taxonomic unit is called a
taxon [RUC+10]. Initially, Carl von Linnaeus, the father of modern taxonomy as
we know it, proposed a simple five-level system: kingdom > class > order > genus
> species [vLS59]; however, many additional intermediate levels were added later.
The most notable intermediate levels are the domain (placed above the kingdom),
the phylum (ordered between kingdom and class), and the family (between order
and genus).
5Taxonomy of metagenomic samples. The microbiomes in metagenomic sam-
ples can be highly variable in their taxonomic composition [TCH+04]. The approach
for the characterization of taxonomic diversity is designated by the basic concept of
the used sequencing method. For the determination of the taxons, the sequencing
method of choices is targeted sequencing. Commonly ribosomal rRNA is used as a
marker gene for taxon identification. The other approach, based on whole genome
shotgun sequencing, uses short, random reads as representations of the composition
of their source genomes.
Regardless of the sequencing method, the generated sequence reads, either targeted
or random, are grouped into bins. This process, called binning, is either taxonomy
dependent or taxonomy independent [MMG12]. Taxonomy dependent methods as-
sign read annotation based on similarity to sequences/models of known phylogenetic
origin. These methods highly depend on available reference genomes in databases
as well as obtaining sufficient similarity. Thus, many reads might stay unassigned.
All taxonomy dependent binning methods should therefore only be considered as
estimations of the microbiome compositions. Methods which are independent of
taxonomy, on the other hand, bin reads based on mutual similarities and don’t
require reference databases [MMG12].
Several classification and binning tools exist. Taxonomic depend binning tools are
MG-Rast [GWW+10], MEGAN[HMW+11], PhyloPythiaS[PHP+11] and PhymmBL
[BS09], to name a few. Fewer taxonomic independent binning tools exist; some
representatives are TETRA[TWL+04] and MetaCluster[LYY+11].
1.3 Metabolism
Life relies on thousands of biochemical reactions that occur within a cell. The the
complete set of chemical reactions that manage the material and energy resources of
an organism is referred to as metabolism. The vast number of biochemical reactions
are almost all connected to each other, the final products of one or multiple reaction
function as the starting substances of the next reaction, thus creating a complex
network. A series of chemical reactions that either build or break down a complex
molecule is called a metabolic pathway [RUC+11, AJL+07].
Metabolic reactions can be divided into two main categories: Anabolism and catabolisms.
Anabolism connects simple molecules to more complex ones, for instance the syn-
thesis of proteins from amino acids is an anabolic reaction. The required energy is
6stored in the new compound molecule. Catabolism is the complement of anabolism.
Complex molecules are degraded and energy is released. For instance, the polysac-
carid starch as found in many food products, is hydrolyzed in order to gain energy
[RUC+11, AJL+07].
Enzymes play a key role in the monitoring of metabolism. The Chemical reactions
in the cell would normally take place at a much higher temperature, but enzymes
catalyze, that is to say increase the rate, of reactions taking place. Enzymes are
specialized proteins, thus can be linked back to genes in the genome, meaning their
quantitative and temporal occurrence is controlled by the cell. There are, however, a
few exceptions: Some chemical reactions are non enzymatic and occur spontaneously
[CF11].
Metabolism of metagenomic samples. Many pipelines offer solutions for func-
tional annotation of metagenomic samples, such as CAMERA [SCL+11], MG-RAST
[GWW+10], IMG-M [MCC+12]. The most straightforward and most common ap-
proach for functional annotation, which is implemented in most available pipelines, is
the homology-based approach. This approach depends on a comprehensive database
of already well annotated genes.
Another approach for functional annotation is motif or pattern based, in which the
focus is moved to structural similarity instead of, despite similar function, sometimes
diverse sequences. Databases such as PROSITE [SCdC+10] and PRINTS [ABF+03]
and pipelines such as IMG-M [MCC+12] support this approach. Furthermore, it
is possible to apply a context-based approach, for instance genomic neighborhood
[DSHB98], or an approach inferring the putative role of a protein, such as membrane
proteins with HMM-TM [BLH06] or lipoproteins with LIPO [BKS+06].
Typically, homology-based approaches, that are performed against publicly avail-
able reference sequence datasets, result in very reliable functional annotations for
metagenomic sequences [PT12]. However, it should be noted that this approach
suffers from the short read length of current next generation sequencing (NGS).
The average read length of Illumina is ∼ 300bp [Ill14], significantly shorter than the
average size of ∼ 1000bp of a protein [MMT+07].
72 Data sets and Preparation
In this chapter we will introduce all data sets used throughout the thesis. The data
sets stem form several sources and may either be metagenomic or individual genomic
samples. The sequencing data underwent preparation steps as well as functional and
taxonomic annotation, which is described in Section 2.2 of this Chapter.
2.1 Description of Data
2.1.1 Metagenomic Samples from Deep Boreholes in Finland
Six novel metagenomic water samples were taken from two different sites in Fin-
land. The samples OLKR40 and OLKR49 were taken from groundwater fractures
at ∼600m and ∼500m in Olkilouto, Finland and sequenced by 454 total sequenc-
ing technique. The samples OUTO3, OUTO4, OUTO5, OUTO6 were taken from
967m, 2260m, 500m, 2300m, respectively, in a deep borehole located in Outokumpu,
Finland. DNA extraction for the OUTO samples was done using two different DNA
sample preparation kits, Trueseq (OUTO3 and OUTO5) and Nextera (OUTO4 and
OUTO6). All OUTO samples were sequenced by the Illumina paired-end sequencing
method with the Illumina GenomeAnalyzer. An overview of these data sets can be
found in Table 1.
2.1.2 Publicly Available Metagenomic Samples
Two additional water metagenomic samples were used as baseline references. The
GW sample metagenomic data set is from groundwater microbial community from
a contaminated well in Oak Ridge, Tennessee [HDG+10]. The sequence reads were
assembled into 421 contigs. The MAAOC sample was retrieved from a freshwater
propionate anammox bacterial community from a bioreactor in Nijmegen, Nether-
lands [Ins14]. The samples were sequenced with the short insert Sanger and 454-
Titanimum technique. An overview of these data sets can be found in Table 2.
2.1.3 Publicly Available Genomic Samples
In addition to metagenomes, genomic material from multiple individual microbes
were also used as reference data sets. We selected a set of 39 publicly available
8Sample Origin depth Sequencing DNA kit Assembly
OUTO3 Outokumpu,
Finland
967m llumina
paired-end
Truseq DNA kit Yes
OUTO4 Outokumpu,
Finland
2260m llumina
paired-end
Nextera DNA Yes
OUTO5 Outokumpu,
Finland
500m llumina
paired-end
Truseq DNA kit Yes
OUTO6 Outokumpu,
Finland
2300m llumina
paired-end
Nextera DNA Yes
OLKR40 Olkiluoto,
Finland
∼ 600m 454 No
OLKR49 Olkiluoto,
Finland
∼ 500m 454 No
Table 1: Overview of metagenomic samples from deep boreholes in Finland
Sample Origin Sequening Assembly
GW groundwater mi-
crobial community,
contaminated well
Oak Ridge, Tennessee
- Yes
MAAOC freshwater propionate
anammox bacterial
community,bioreactor
Nijmegen, Nether-
lands
short-insert Sanger and 454 -
Table 2: Reference metagenomic data sets
genomes covering the domains archaea, bacteria and the eukaryotic kingdom of fungi.
From the domain bacteria we considered the following four phyla: Proteobacteria,
Firmicutes, Chlorobacteria, and Bacteroidetes. The Proteobacteria can be further
classified into Alpha, Beta, Gamma, Delta, and Epsilon class. The Bacteroidetes
are represented only by the class of Flavobacteria.
An overview of the genomic data sets, as well as their unique assession number under
which they have been submitted to DDBJ/EMBL/GenBank databases [BvdBC+00],
can be found in Table 3, 4, and 5.
9Sample ID Name Class
NC 007205.1 Alpha Candidatus Pelagibacter ubique HTCC1062 Alpha
NC 010505.1 Alpha Methylobacterium radiotolerans JCM 2831 Alpha
NC 008752.1 Beta-Acidovorax citruli Beta
NC 011992.1 Beta-Acidovorax ebreus TPSY Beta
NC 014207.1 Beta-Methylotenera versatilis 301 Beta
NC 012968.1 Beta-Methylotenera mobilis JLW8 Beta
NC 016830.1 Gamma Pseudomonas fluorescens F113 Gamma
NC 009512.1 Gamma Pseudomonas putida F1 Gamma
NC 002977.6 Gamma Methylococcus capsulatus str. Bath Gamma
NC 010943.1 Gamma Stenotrophomonas maltophilia K279a Gamma
NC 014972.1 Delta Desulfobulbus propionicus DSM 2032 Delta
NC 014844.1 Delta Desulfovibrio aespoeensis Aspo-2 Delta
NC 017454.1 Delta Geobacter sulfurreducens KN400 Delta
NC 007575.1 Epsil Sulfurimonas denitrificans DSM 1251 Epsil
NC 014762.1 Epsil Sulfuricurvum kujiense DSM 16994 Epsil
NC 008554.1 Epsil Syntrophobacter fumaroxidans MPOB Epsil
Table 3: Reference genomes of proteobacteria
Sample ID Name Phylum
NC 009441.1 Flavo Flavobacterium johnsoniae UW101 Flavo
NC 009613.1 Flavo Flavobacterium psychrophilum JIP02/86 Flavo
NC 014960.1 Chlor Anaerolinea thermophila UNI-1 Chlorobacteria
NC 010175.1 Chlor Chloroflexus aurantiacus J-10-fl Chlorobacteria
NC 008346.1 Firmi Syntrophomonas wolfei Firmicutes
NC 013520.1 Firmi Veillonella parvula DSM 2008 Firmicutes
NC 013216.1 Firmi Desulfotomaculum acetoxidans DSM 771 Firmicutes
NC 018017.1 Firmi Desulfitobacterium dehalogenans ATCC 51507 Firmicutes
NC 009253.1 Firmi Desulfotomaculum reducens Firmicutes
NC 018068.1 Firmi Desulfosporosinus acidiphilus SJ4 Firmicutes
Table 4: Reference genomes of bacteria
2.2 Preparation of Data
The data sets introduced above are in a wide range of qualities. This section focuses
on the processing steps the different samples underwent in order to be comparable.
10
Sample ID Name Domain
NC 000916.1 Archaea Methanothermobacter thermautotrophicus str.
Delta H chromosome
Archaea
NC 003552.1 Archaea Methanosarcina acetivorans C2A chromosome Archaea
NC 015416.1 Archaea Methanosaeta concilii GP6 chromosome Archaea
NC 002689.2 Archaea Thermoplasma volcanium GSS1 chromosome Archaea
CD 000001.1 Fungi cryptococcus neoformans grubii h99 2 contigs Fungi
CD 000002.1 Fungi neurospora crassa or74a finished 10 contigs Fungi
CD 000003.1 Fungi ustilago maydis 1 contigs Fungi
Table 5: Reference genomes of archaea and fungi
The overall goal is the retrieval of the following matrices, which are the starting
point and input for the methodologies presented in the main part of this thesis.
• A sample × enzyme matrix containing the number of times each enzyme was
found in each sample.
• A sample × enzyme matrix containing the best corrected blast bit scores for
each enzyme in each sample.
• For each sample: a enzyme × taxonomic unit matrix on each taxonomic level.
In the following, further details about the construction of these matrices are given.
2.2.1 Preparation of the Novel Metagenomic Samples from Finland
challenging step in metagenomic analysis [PS10]. In the past, single genome studies
reconstructed one genome at a time and the main goal was a gapless sequence.
Metagenomic studies on the the other hand tries to reconstruct the genomes of
multiple organisms at the same time, some of which are closely related and thus
show similarities in their genomes. The similarities in their genomes will unavoidable
lead to chimeras, contigs based on reads originally from multiple organisms. These
organisms may not even classify in the same phyla [MIB+07]. In addition, the
probability of finding overlapping reads is low in many environments and strongly
depend on how well the genomes are coverage by the sequenced reads. [SH05].
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Performed assembly. For the novel OLKR samples, the read distribution was
too sparse to generate an assembly. The OUTO samples, on the other hand, covered
the genomes sufficiently so that an assembly was possible. Here three different
tools were used: MetaVelvet [NHTS12], MetaIDBA [PLYC11] and String Graph
Assembler (SGA) [SD12]. Each of them has a different approach to assembly. Each
tool was applied to our four samples and for each sample the best resulting assembly
was chosen based on the best overall assembly size, the largest found contig and the
best weighted median of the average length of a set of sequences, also called N50
value.
Performed removal of contamination. For this study, a work-flow specifically
designed for the data was used. This workflow is based on homologies to the NCBI’s
protein database. All reads or contigs which align using BLAST to a human or
eukaryotic associated sequence in the database, but not to a bacteria or archaea,
were removed. A high identity of 95% and an alignment length of ≥ 100 bp prevent
incorrect removal of contigs or reads.
2.2.2 Preparation of the Reference data sets
The publicly available (meta)genomes were sequenced in various laboratories and
different methods for DNA preparation, sequencing and further processing have been
applied to them. We assume that the reads of the publicly available data sets have
been subject to the best possible processing and assembly to contigs.
2.2.3 Searching for Homologies in Annotated Protein Databases
BLAST [AGM+90], the Basic Local Alignment Search Tool, is a widely used algo-
rithm to find similar regions between nucleotide or protein sequences. Using this
tool, the reads or contigs of the data sets were compared with the Uniprot protein
knowledge base [JBD+09]. Only sequences from the manually annotated and re-
viewed Swiss-Prot section of Uniprot were used in order to increase the reliability
of the protein annotation. The proteins in the Uniprot database are represented
by their amino acid sequence. However, our reads and contigs are nucleotide se-
quences. BLASTx is a special BLAST program which translates the nucleotide
sequence into the corresponding 6 amino acid sequences and then compares it to a
protein database. We used this tool for finding similar proteins to those encoded
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by our nucleotide reads and contigs. For each read or contig, BLAST gives a list
of hits of similar proteins and their alignments. Additionally the list includes, the
origin species as well as statistical values like a percentage of identity, the matching
length of the read, a bit score and an e-value. The bit score shows the validity of the
alignment, where a higher score means a better alignment. The e-value is calculated
based on the bit score and is the number of alignments expected by chance with the
particular score or better. we only keep hits above certain, empirically determined,
threshold in order to avoid using proteins for our further analysis with low similar-
ity. All hits had to have a matching length of at least 30 base pair, a percentage of
identity of at least 40% and an e-value below 1× 10−6.
2.2.4 Correcting of BLAST Bit Score
In this section we want to normalize and correct the BLAST bit scores to our further
needs. Three main issues are considered:
1. Searching a metagenomic sample against a database is an alteration of the
original purpose of BLAST, which is simply searching for a single read in a
database. Now, we blast a set of reads, the metagenomic sample against a
database, thus testing for multiple reads if they are in the database. By doing
this, we increase the chance that we observe a hit as true, although it did just
appear by chance. There is a need to correct the statistical values given by
BLAST accordingly.
2. Some of the sequence reads may hit to the same protein. All hits will contribute
to our belief that the protein in question is present in our sample. The reads
do not overlap, or the overlap is not sufficiently strong to result in a contig
during assembly, or the reads originate from different species. Nevertheless,
we detected said protein in our sample multiple times and do want to give a
bit score accordingly.
3. The proteins in the database differ in their sequence length. A complete align-
ment to a shorter protein will always result in a smaller bit score than a
complete alignment to a longer protein. A shorter sequence is more likely to
be generated by chance. For our purposes, we need values in the same range
for each protein, rather focusing on the perceptual length of each protein being
covered.
13
As stated in Section 2.2.3, each alignment is assigned a bit score and e-value. They
help to determine the evidence of the homology and the likelihood of an alignment
to have arisen by chance. The likelihood is based on the prospect that a certain
sequence is generated randomly based upon a protein sequence model alone.
Both of these values, bit score and e-value, are based on the high scoring pairs
(HSPs). HSPs are segment pairs which cannot be extended or trimmed anymore in
order to achieve a higher score. The score for an HSPs, in the following denoted as
Sraw, is calculated as
λSraw =
l∑
pos=1
λSrawpos
where λSrawpos is the score for a single amino acid match, calculated as
λSrawpos = log
pij
qiqj
and where:
• l is the length of the HSP.
• pij is the amino acid frequency of a match between i and j taken from a scoring
matrix such as BLOSUM62 [HH92].
• qi and qj are the frequency of amino acid i and j, respectively.
• λ is a scoring matrix dependent normalization factor.
The Blast bit score is calculated as:
Sbit =
λSraw − ln(k)
ln(2)
where k is a further scoring matrix dependent constant.
The E-value E is then calculated as:
E = kmneλS
raw
where n and m are the effective length of the read sequence and database sequences.
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BLAST bit score correction Under the current BLAST scoring scheme, the bit
score is independent of the read length and the size of the target database. This is a
disadvantage because bit scores from different searches are not comparable since the
different read length are result in different search space. The E-value is dependent
of the read length and the size, however, it is unsuitable to be corrected for the other
issues mentioned above.
Search space correction for individual HSPs. (Issue 2) We adjust the bit score
by considering the actual search space according to
Sbitnew = S
bit − ln(mn)
ln(2)
(1)
where n and m are the effective length of the read sequence and database
sequences.
Combining of HSPs. (Issue 1) In many cases, BLAST aligns one read sequence
to one protein with multiple ordered non-overlapping HSPs. If we combine
the HSPs, we need to consider the gaps between them, as well. We calculate
a bit score Sbitcor of a read-protein pair from alignment score of multiple, HSPs,
as following:
Sbitcor =
1
ln(2)
(
λ
r∑
i=1
Srawi − ln(kmn)− (r − 1)ln(k) + 2ln(g)− ln(r!)
)
where r is the number of HSPs and g is the total gap length between all HSPs.
Note that the equation includes the adjustments of Equation 1, thus, Srawi
denotes the initial bit score returned by BLAST for each HSPs.
Protein length correction. (Issue 3) For the analysis in this thesis, another issue
arises. The length of the protein sequence limits the maximum of the bit
score, two proteins sequences with different lengths have two different maxima.
Thus, we calculated the individual maxima for all found proteins and used the
percentage of the maxima as the final corrected BLAST bit score.
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3 Assessing Adequacy of the Sample Coverage and
Annotation in Metagenomics
In this section we consider the problem of inspecting metagenomic sequencing data
in terms of covering the original habitat. More specifically, we examine if the sets of
features, such as enzymes or species, represent the environmental sample sufficiently.
3.1 Introduction
Reliable classifying and recognizing if a metagenomic sample represents the habitat
is of crucial importance for the further analysis of the data set. An incomplete
representation either caused by the sequence data or the retrieval of information will
limit any additional study. On the other hand, the knowledge that the habitat is
well described, by covering the original genomic material multiple times, is beneficial
as well. Especially if a metagenomic study is one of the first study focusing on an
ecosystem, the number of different species as well as the genomic content is unknown.
The design of future studies of the ecosystem can be reasoned upon the outcome of
previous sampling, so the sample volume may be adjusted accordingly.
A first approach in assessing the adequacy of the sample coverage can be the analysis
of the species diversity. Diversity in ecosystems can be classified into α diversity, β
diversity and γ diversity. α diversity is the biodiversity in a certain habitat whereas
β diversity measures and compares the diversity between a number of ecosystems.
γ diversity described the overall biodiversity over a region, thus usually includes
multiple ecosystems [TG12, WGF10].
The method of choice in biodiversity measurement is targeted sequencing of 16S
(prokaryotic) or 18S (eukaryotic) rRNA gene. This, for the protein synthesis essen-
tial gene, is present in all cells. In extensive database with reference 16S/18S rRNA
genes is available with Silva [QPY+13]. A common approach is to estimate the
species by clustering rRNA sequences into Operational Taxonomic Units (OTUs)
based on sequence similarities [CZC+13]. OTUs can be clustered to different de-
grees of specificity, corresponding to different levels in phylogeny, such as species,
class and genus.
One of many tools to estimate the coverage obtained from sampling based on
16S/18S OTU annotations are rarefaction curves. In a rarefaction curve the number
of OTUs is plotted as a function of number of samples, here clones. The curve, which
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usually starts with a step increase of additional OTU’s, stagnates if no additional
OTUs are found with increasing sample size. An illustration of different rarefaction
curves is given in 2.
Figure 2: Schematic representation of common rarefaction curves. For the green
curve, most or all species are sampled. In the blue curve, the habitat was not
exhaustively sampled. Red represents a species rich habitat, only a small fraction
was sampled. [WGF10]
Rarefaction curves were for instance used in the analysis of Chrons Disease [PBGLVC+13]
and in the analysis of the effect of antibiotics on microbial communities [GHSM12].
There are also several indexes measuring the species diversity, such as Shannon index
and Simpson index [PBGLVC+13, AKB09]. Also, newly defined derivations of such
indexes arise in the recent years [AKB09]. Those indexes typically are based on
count data, therefore the indexes are biased if a the same species is represented by
multiple, not exact but very similar copies of 16S/18S rRNA [].
For an analysis of the representation of functional properties similar indexes to the
taxonomic representation, like Shannon index, are used [UIL+13].
We will also use several further basic statistical tools in to infer the representation
of our habitat. The application fields of these methods are wide spread, thus it is
not surprising that they have been used in some way in connection to metagenomics
before, for instance in generally designed toolboxes for metagenomic analysis [SH08].
One of these methods are Venn diagrams. John Venn (1834-1923) introduced these
as a means of testing the validate of categorical sets. They visualize inclusion and
exclusion between sets by a number of intersecting cycles [Bri14].
Another graphical method to summarize qualitative data. A cycle is divided into
slices, the size of each representing the proportional number of elements in this
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corresponding category [Bri14].
3.2 Methodology
Accuracy and coverage
We estimate the accuracy of the functional and taxonomic annotation and of the
coverage of the original genomic context with a modification of the rarefaction curve.
Bootstrapping is a method for testing and estimate the confidence interval for un-
known parameters. Bootstrapping randomly subsamples, with replacement, the
original data set and calculated the to be estimated value based on the subsam-
ples. The average of all subsamples, as well as the distribution helps estimate the
confidence of the initially derived value [Efr03].
We assume a set of metagenomic sequences S = s1, ..., sn, and sets of features
E = {e0, e1, ..., ek}, where each e is a feature such as an enzymes or a taxon on a
taxonomic levels. One features is always reserved to be undefined e0 =?. Each si
maps to one element in E. We plot the the number of features as a function of the
number of the sequences. We generate samples with increment of 2500 sequences.
At each of the sampling points, we apply bootstrapping.
Furthermore, the plots will be supported by indicated the maximums |E| of possible
γ diversity. Sets of the different metagenomic and genomic samples are taken as
estimates γ diversity representations. One line is plotted at the maximum |E| for
all sample contigs, another line at the maximum of all reads and a further line at the
maximum |E| for all the samples, thus, this maximum is indicating the γ diversity.
Basic comparison of metabolic content
Given feature sets from similar environmental samples we expect considerable in-
tersection and modest relative complements. Logical relationships between small
numbers of sets are easily visualized by Venn diagrams. To increase the intuitively,
the sets are drawn in proportion to each other.
Quantitative composition of the metagenome sample
So far, we have only consider the features as binary entities without any hierarchical
structure or quantity. The relative proportions of OTUs of the data is easy to obtain
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by extracting collections of features instead of sets. In case of the species feature,
the hierarchical structure can be derived from taxonomic trees.
In metagenomic samples the species composition is of interest. Generally, it is
obtained by a 16S rRNA analysis. 16S rRNA are ideal marker genes to reconstruct
phylogenies as they are essential to any organism and consist of highly conserved as
well as hypervariable regions.
3.3 Results
We will now apply the previously presented methods on the metagenomic samples
and selected reference individual genomes presented in Chapter 2.
First we will consider the accuracy and the coverage of the enzymes which we analyze
with the modified rarefaction curves.
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Figure 3: Number of Enzymes in bootstrapped metagenomic samples, shown as
a rarefaction curve. Maximum shows the number of enzymes from all data sets,
maximum reads, and maximum contigs show the maximum of all data sets, all data
sets derived from read data and all data sets derived from available contig data
Figure 3 shows the modified rarefaction curves of the novel OLKR and OUTO
samples for the feature sets of Enzymes. We observe that all of the growth of curves
stagnates although they do not completely converge. These curves are similar to
a curve that represents all of the features as seen in Figure 2 (green curve). The
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OLKR samples, which are only available as read sequences, converge slower than
the contig samples of OUTO. The overall found enzymes of the OLKR samples and
OUTO3 are in a similar range and are higher than the OUTO4 and OUTO5 number
of enzymes.
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Figure 4: Comparison of OUTO 4 read and contig samples, shown with rarefaction
curves. Maximum, maximum reads, and maximum contigs show, respectively, the
maximum of all data sets, all data sets derived from read data and all data sets
derived from available contig data. NOTICE the different scale of (a) and (b)
In Figure 4 the rarefaction curve of species and genus of OUTO4 are shown, in each
case for the assembled and for the unassembled sequences. Two different taxonomic
levels are show consequently the absolute number of OTU’s differ. Whereas the
contig based curves converge quickly, the read based curves converge slower, and do
not reach a plateau. In addition, the overall found OTU’s differ greatly between
assembled and unassembled data, both on genera and species level of the taxonomic
annotation.
Figure 5 shows the rarefaction curve for the sample of OUTO. We shows four dif-
ferent taxonomic levels, species, genus, order and class. The higher the taxonomic
level, the more the rarefaction curve converges with increasing sequencing size. This
consequently resolves from the decreasing number of different OTU’s in each taxo-
nomic level. The class and order level are well represented, whereas the species level
is not exhaustively captured by the OUTO samples. The genus level seems to be
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Figure 5: Average number of different taxonomic units in bootstrapped metage-
nomic samples for OUTO. Maximum, maximum reads, and maximum contigs show,
respectively, the maximum of all data sets, all data sets derived from read data and
all data sets derived from available contig data
somewhat well represented by the sequence samples. (Notice the difference in scale
of the species and genus rarefaction curve.) Overall the different OUTO samples
behave similarly.
It should be noted that, due to the inclusion of {?} in the feature set, the not
mapped sequences map to ? and thus shift the values of the y-axis by 1.
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Figure 6: Number of genus and their overlap of different sample combinations.
In Figure 6 Venn diagrams for the genus level are shown. The Venn diagram in 6a
shows the difference between the the two samples of OLKR, OLKR49 and OLKR40.
Although both samples contain mutually exclusive genera, the majority of the genera
is the same. The Venn diagram in 6c shows the differences between the three OUTO
samples. Each sample has its own exclusive set of genera, OUTO5 has the largest
number of unique genera. In addition, the sample OUTO5 contains many genera also
found in OUTO3 but not in OUTO4. The differences in annotated genera number
between OUTO 4 assembled and unassembled become obvious in Venn diagram 6b
In Figure 7 summaries of the different possible Venn diagrams for the three setups for
the taxonomic annotation. In absolute numbers, the higher the taxonomic level the
bigger the intersection between the different samples, and the smaller the number of
unique OTUs in a sample. The summary shows the individual contributions of the
samples as percentages, thus, generating a normalization for every taxonomic level.
In Figure 7a the two OLKR samples are examined. The OLKR49 sample contains
more unique OTU’s than OLKR40 on all levels. On the phyla level OLKR40 can be
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Figure 7: Summary of logical relationships represented by Venn diagrams.
seen as merely a subset of OLKR49. In Figure 7b the assembled and unassembled
OUTO4 samples are shown. As already seen in previous investigations, the read
data continuously annotates a greater amount of OTU’s. On the lower taxonomic
levels, norank1, species and genus the read sample consists of twice as much OTU’s
than the contig sample. In Figure 7c the three OUTO samples are examined. A
1This level the same as a strain, a subtype of microorganisms, a genetic variant.
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clear core of OTUs for all three samples on all taxonomic levels is observed. OUTO5
and OUTO3 have a bigger set of unique OTUs than OUTO4.
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Figure 8: Genus composition for the OLKR40 and OLKR49 samples
Figure 8 shows the OLKR40 and OLKR49 composition of the genus taxon. Major
genera, bacilli, escherichia and so on, are found in both samples. However, genera
only contributing to a smaller extend to the community are usually not found in
both samples. The percentage of the contribution of each genus vary greatly between
the closely related habitats.
3.4 Discussion and Conclusion
Advantages of Assembled Samples We were able to observe multiple times
the effects the assembly of the data had on the outcome of the results. Rarefaction
curves for read data reach higher maxima and converge slower. Venn diagrams
support the observations that the read data annotates to a greater number of OTU’s
or enzymes. I can be assumed that, because the read data is less specific in their
annotation than the contigs, the read data annotates randomly to closely related
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features, either OTU or Enzymes. Thus, the assembly of the data sets is important.
Also, it does infer for the OLKR samples a cautious further analysis.
Enzyme Representation. The enzymes are well represented by our sequencing
set as shown by the rarefaction curves in Figure 3. The maxima for a sample of
found enzymes as well as the speed of convergence depends on the possibility to
assembly the data, thus, explaining the slight difference between the OLKR and
OUTO samples. Although the overall found enzymes in OUTO3 is similar to the
number of enzymes found in OLKR it is reasonable to assume that OUTO3 is richer
in enzymes, because the functional annotation was based on the more specific contig
data sets.
Taxonomic Representation Based on the rarefaction curves and the Venn dia-
grams, genus is a somewhat reasonable represented taxonomic level in all the sam-
ples. Closer inspection of the genus level in the OLKR samples reveals the con-
tributing genera and the proportion. Domain knowledge lets us assume that the
proportions might not be correct, however, generally the found genera are reason-
able. A analysis of actual 16S/18S rRNA would greatly improve this aspect of
the studied metagenome. It could also serve as a reference for correctness of the
proportional composition.
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4 Pattern Detection with Principal Component
Analysis
In this chapter we consider the problem of mining for characteristics differences
between the metabolic content of metagenomic samples by means of principal com-
ponent analysis (PCA) [Pea01].
4.1 Introduction
PCA is a technique of multivariant statistics, a set of processes in which multiple
statistical variables are analyzed. The goal of these statistics is the detection of
dependency structures between variables. Multivariant statistics are divided into
inductive statistics, in which the data is fit to a predefined structure, and into
exploitative statistics, in which the structure is attempted to be extracted from the
data. In inductive statisics, we assume to already know the underlying structure, but
a structure may be incorrect and therefore lead to overfitting. Explorative statics
on the other hand is trying the more difficult task to determine unknown structures.
Both staticial fields, inductive and explorative, can be subdivided into typical rep-
resentants and main methods. Inductive statiscs is mostly represented by regression
analysis, which in turn can be subdivided into 3 main methods: Lasso, elastic net
and ridge regression [WPT+11]. Explorative statistics has three main approaches.
A first approach is the reduction of many variables to latent constructs, such as
done with PCA, correspondence analysis and factor analysis. Other approach in
explorative statistics include the clustering to groups of observations and multidi-
mensional scaling.
For the scope of this thesis, we will in the following reduce the wide field of multi-
variant analysis and focus here on PCA used in metagenomics.
PCA is a technique with multiple application fields; (1) dimensional reduction, (2)
lossy data compression, (3) feature extraction, and (4) data visualization [Jol86].
There exist two definitions of PCA, both resulting in the same algorithm. Already
in 1901 Pearson [Pea01] defined PCA as a linear projection that minimizes an av-
erage projection cost. The average projections cost is the mean squared distance
between the data points and their projections. In 1933, Hotelling defined the same
idea as the orthogonal projection of the data onto a lower dimensional linear space,
while ensuring that the variance of the projected data is maximized. We thus have
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to formulations, a minimum-error formulation by Pearson and a maximum vari-
ance formulation by Hotelling [Jol86]. PCA has been a successful tool for two main
reasons. Firstly, the principal components sequentially hold the maximum variabil-
ity. Therefore, the first principal component holds the most information about the
variance in the data, and only the n-first principal components that satisfies a user-
defined variance requirement have to be considered. Also, the principal components
are uncorrelated and can be interpreted individually [ZHT04].
Furthermore, there are several variances of the classic PCA as mentioned above.
For instance, it is possible to express PCA as a probabilistic latent variable model
which is dissolved to the maximum likelihood solution. Some advantages of this
definition are, that it can deal with missing data and that it can be trained with the
Expectation-Maximization-Algorithms (EM-Algorithms).
A further variance from the classical PCA is Sparse PCA. In comparison to the
maximum variance formulations by Hotelling, spare PCA only hold up to explain
most of the variance of the given data. An approach by Zou and Hastie [ZHT04]
uses lasso or elastic net constraint to produce modified principal components with
sparse loading. This advantages in so far, that the principal component are no
longer forced to be linear combination of all the original variables, also, the loading
of each principal component is less likely to be non zero, thus allowing for an easier
interpretation of the results.
PCA as a technique is used by a number of metagenomic analysis software. For
example, PCA is implemented in the web server for comparative metagenomics
METAGENassist [AXL+12]. The samples are displayed on a two-dimensional clus-
ter/scatter plot by selecting two of the principal components. PhyloSift [DJL+14]
offers a software pipeline for the phylogenetic analysis of genomes and metagenomes.
Here, the comparison between sample phylogenies is done with edge PCA [ME13],
which depends on a reference phylogenetic tree, called phylogenetic placements.
Edge PCA analyzes a matrix where rows list each sample, columns correspond to
edges in the reference phylogeny and the individual matrix cells hold the difference
in placed sequence probability masses on either side of the edge. The standard
dimensionality-reduction of PCA is applied to find the contribution the correspond-
ing reference phylogeny holds for the variation among the samples in that dimension.
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4.2 Methodology
In this chapter we compare the metabolic, not the taxonomic, content of the different
samples. In order to do so, we use the publicly available metagenomic and genomic
samples described in Chapter 2 as reference and apply standard PCA as well as
modification, Sparse PCA. Previous analysis by biologists hinted at similarities in
the metabolic content to fungi and/or archaea. Thus, they were included in the
genomic reference set. We base our analysis on the Sample × Enzyme matrix
containing the corrected BLAST bit score and to a binarization of the same matrix.
PCA Principal Component Analysis (PCA) was first described by K.Peason in
1901 [Pea01] as a method in physics, statistics and biology to represent points in
the plane or other, lower dimensional spaces. PCA transforms the variables into
linear combinations, principal components, that describe the maximum variance in
the data.
Two approaches of transformation are commonly used. Either a singular value
decomposition (SVD) of the original data matrix or an eigenvalue decomposition of
the covariance matrix of the original values is performed [ZHT04, dEJL07]. Here,
we used the latter approach. Based on the eigenvalue for each eigenvector we can
sort the PCs and calculate the variance of the original data they explain.
Sparse PCA (SPCA). In standard PCA, the PCs are linear combinations of all
variables. Consequently all weights, also called loadings, of the PCs are usually non-
zero. Therefore, in our application, all enzymes are assigned a loading for each PC,
and again all enzymes are used to describe each PC. This is a disadvantage because
each PC has an underlying biological interpretation [dEJL07]. So the enzymes
which contribute to the first PC are associated with the most variance in between
our samples. An approach which circumvents this disadvantage is Sparse PCA
[ZHT04], which interprets PCA as a regression optimization problem. Regression
analysis tries to describe a dependent variable with multiple independent variables.
The lasso can be integrated into the regression optimization. Lasso is a variable
selection technique which simultaneously produces accurate and sparse models by
penalizing based on the difference between the actual values and the values defined
by the regression. Typically, the least square penalty term is used.
The here presented sparse PCA was calculated with the ‘elasticnet’ R package
[ZHT04]. The non-zero loadings of each PC were limited to 40.
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4.3 Results
In this section, we show a selection of PCA results which focuses on the following
aspects:
1. Comparison of PCA and SPCA.
2. Comparison of corrected BLAST bit score and binary data.
3. First four PCs for OLKR.
4. First four PCs for OUTO.
Table 6 list the corresponding samples for all following PCA plots which contain
number annotation.
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Number Sample
1 OLKR40
2 OLKR49
3 OUTO3
4 OUTO4
5 OUTO5
6 OUTO6
7 GW
8 MAAOC
18 Alpha Candidatus Pelagibacter ubique HTCC1062
19 Alpha Methylobacterium radiotolerans JCM 2831
20 Beta-Acidovorax citruli
21 Beta-Acidovorax ebreus TPSY
22 Beta-Methylotenera versatilis 301
23 Beta-Methylotenera mobilis JLW8
24 Gamma Pseudomonas fluorescens F113
25 Gamma Pseudomonas putida F1
26 Gamma Methylococcus capsulatus str. Bath
27 Gamma Stenotrophomonas maltophilia K279a
28 Delta Desulfobulbus propionicus DSM 2032
29 Delta Desulfovibrio aespoeensis Aspo-2
30 Delta Geobacter sulfurreducens KN400
31 Epsil Sulfurimonas denitrificans DSM 1251
32 Epsil Sulfuricurvum kujiense DSM 16994
33 Epsil Syntrophobacter fumaroxidans MPOB
34 Flavo Flavobacterium johnsoniae UW101
35 Flavo Flavobacterium psychrophilum JIP02/86
36 Chlor Anaerolinea thermophila UNI-1
37 Chlor Chloroflexus aurantiacus J-10-fl
38 Firmi Syntrophomonas wolfei
39 Firmi Veillonella parvula DSM 2008
40 Firmi Desulfotomaculum acetoxidans DSM 771
41 Firmi Desulfitobacterium dehalogenans ATCC 51507
42 Firmi Desulfotomaculum reducens
43 Firmi Desulfosporosinus acidiphilus SJ4
44 Archaea Methanothermobacter thermautotrophicus str. Delta H chromosome
45 Archaea Methanosarcina acetivorans C2A chromosome
46 Archaea Methanosaeta concilii GP6 chromosome
47 Archaea Thermoplasma volcanium GSS1 chromosome
48 Fungi cryptococcus neoformans grubii h99 2 contigs
49 Fungi neurospora crassa or74a finished 10 contigs
50 Fungi ustilago maydis 1 contigs
Table 6: Universal number of individual samples in all PCA plots.
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Comparison of PCA and SPCA. We will here now examine the different results
for PCA and SPCA, applied to the same data sets.
First, Table 7 shows the average running time for PCA and SPCA, applied re-
peatedly to our data sets. The standard PCA shows a significantly better time
performance in practice.
In Figure 9 we compare the outcome for SPCA and PCA of OUTO together with
two metagenomes as well as publicly available genomes. Both plots show the first
against the second PC. Overall, the positioning of the samples on the plots are very
similar. Slight changes of positioning are observed for 11 and 12, Pseudomonas. The
axis ranges differ, due to the difference in transformation. The important directions
are maintained.
Comparison of corrected BLAST bit score and binary data. In general,
our lower quality metagenomic samples obtain lower corrected BLAST bit scores.
Here, we compare the corrected BLAST bit score PCA results, based on binary data
just indicating whether or not we detected an enzyme.
In Figure 10 the PCA plots for PC1 against PC4 are given based on corrected
BLAST bit score and on the binary data. The plots differ, the richer metagenomic
OUTO samples are put to an extreme. The PC4 only accounts for around 56% of
the variance, however, this was the case for most of the plots (http://www.cs.
helsinki.fi/group/urenzyme/deepfun/OLKI/SPCA_Bacteria_Binary/). It ap-
pears, that the metagenomic samples, which in general hit more, diverse enzymes,
are now overly emphazised.
We now examine both, the OUTO and the OLKR samples further by exploring the
first 4 PCs of both SPCA analyses. Figure 11 shows several PCA plots for the OLKR
analysis together with the reference metagenomes and genomes. The first four PC
together make up around 80 % of the variance. The fungi and archaea are usually
situated further away from the bacteria. The OLKR samples lay within the bacteria.
User System Elapsed
Sparse PCA 1144.9723 0.1542 1145.9709
PCA 17.2519 0.0586 17.3712
Table 7: Average running time (seconds) for Sparse PCA and PCA. Each method
was applied 10 times to 5 different sized matrices.
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The two Gamma Pseudomonas bacteria 11 and 12 are usually somewhat separated
from the other samples. Pseudomonas is an organism appearing in various habitats.
A further investigation of the enzymes we detected for these bacteria revealed, that
they seem to hold enzymes none of the other bacteria hold. Therefore, the unique
placement of these is reasonable.
In Figure 12 the first four PC of the OUTO analysis are shown. Together they around
56% of the variance in the sample. The OUTO samples are richer in their metabolic
content and they have more enzyme annotations. Therefore, the generated Sample×
Enzyme matrix is less sparse. Nevertheless, similar to the OLKR samples, the fungi
and archaea are separated from the bacteria and the OUTO samples. Pseudomonas
is again separated from the rest of the bacteria.
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samples, public metagenome samples and the public genomes.
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Figure 11: Sparse Principal Component Analysis for OLKR.
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Figure 12: Sparse Principal Component Analysis for OUTO.
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4.4 Discussion
The differences in SPCA and PCA results are small. The minor constraint relax-
ations of Sparse PCA affect our results to a minor extent. The gain in intuition of
interpretation is great. Therefore the more time-consuming SPCA is worthwhile for
this kind of analysis.
Using binary data matrices has not proven to generate fruitful results. The dif-
ferences between metagenomic and genomic samples were highlighted, instead of
highlighting differences between their metabolic content. In general PCA/SPCA
was sensitive to differences in the sample preparation. Therefore, analysis of simi-
larly generated samples should be favored.
Neither the OLKR nor the OUTO samples have shown great similarities in terms of
the metabolic content to fungi or archaea. Thus, the initial assumption of fungi or
archaea could not be independently confirmed. More specific analysis, maybe with
a higher quality data sets, might still hold up to the initial assumption; however,
this is not expected.
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5 Metabolic Pathway Visualization
In this section, a visualization methodology of the functional annotation, the en-
zymes, is proposed.
5.1 Introduction
The Kyoto Encyclopedia of Genes and Genomes (KEGG) is a reference knowledge
database linking genomes to biological systems and environments. Since it was first
introduced in 1995 by the Kanehisa Laboratories, 16 different databases have been
established. The databases can be classified into four major group:
1. systems,
2. genomic,
3. chemical,
4. and health.
The reliability of the information given is held high by basing the presented infor-
mation on published and verified experimental results. One of the project’s first
goals was the KEGG pathway database which holds manually drawn pathway maps
visualizing for instance metabolic pathways [Kan96].
As recently stated in “Data, information, knowledge and principle: back to metabolism
in KEGG” (2014) [KGS+14] the future outlook for the KEGG pathway maps is a
switch from Enzyme Commission number (EC) annotations to KEGG’s own classi-
fication system, KEGG orthologs (KO). KEGG orthologs are manually defined and
context-dependent groups of orthologs genes. Ortholog genes are genes in different
species which originate from the same gene in a common ancestor. Increasing dis-
crepancy between EC number classification and pathways has made this switch of
annotation necessary. Not all pathways have an associated EC number and a lack of
sequence information of many enzymes has lead to only half of the pathways of the
KEGG pathways maps to be annotated with EC numbers [KGS+14]. A web-based
server, KAAS [MIO+07], has been developed to support future genome and gene
mapping to the K number of KO.
KEGG pathway maps are widely used in metabolic capacity visualization. Hence
they have been integrated into metagenomic analysis pipelines such as MG-Rast
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[GWW+10] and IMG-M [MCC+12], an extension of IMG [MCP+12], to accommo-
date metagenomic data.
Vanted [RJH+12, JKS06] is a general support software for multi-omics data sets. The
software supports dynamic networks and allows for automatic integration of informa-
tion from various databases. Initially, it largely depended on the KEGG database,
integrating the metabolic information via the KGLM file format [KAG+08], but it
now incorporates various databases and their formats. The visualizations in the
Vanted software are dynamic, and the user can manually edit the network.
A competing metabolic pathway database to KEGG is Metacyc [MCP+12]. Meta-
cyc pathways are, similar to KEGG, experimentally derived and are widely used
as a reference. Metacyc visualization is supported by the ‘Pathway Tool’ of the
Biocyc database. A recent comparision by Altman et al. [ATK+13] between KEGG
and Metacyc showed, that the KEGG database contains significantly more metabo-
lites, also called compounds, but the Metacyc database contained significantly more
reactions, thus pathways.
In the course of this thesis we show examples of KEGG pathway maps uses for the
metagenomic samples presented in Chapter 2. The full selection of KEGG path-
way maps is available online at http://www.cs.helsinki.fi/group/urenzyme/
deepfun/colorpathway_screened/. It is also possible to see the colored versions
on the maps on the original KEGG webpage, allowing the user to interactively re-
trieve more detailed information about the elements on the maps, such as the single
pathways and the compounds.
5.2 Methodology
We superimpose the corrected BLAST bit score and the count data separately on
382 KEGG metabolism pathway maps. Primarily, EC number annotations were
used. When no EC number was available, the KO number was taken into account.
Annotation was based on alignment of the sequence reads or contigs to Uniprot
entries, as described in in chapter 2.
A coloring scheme from blue to red, ranging from 0 to the highest corrected BLAST
bit score or count of the sample was calculated. The color coding of all maps
of one sample is universal; however, it is not comparable between samples. If no
Blast bit score or count is assigned to a reactions on the map, it is displayed in
grey. Reactions in white indicate that it was not possible to color these due to the
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ongoing annotation migration process of KEGG. Yellow reactions are not catalyzed
by enzymes and occur spontaneously.
For each map either the corrected Blast bit values or the counts of one sample were
displayed. In addition to a community map showing the whole samples annotation,
the three species with the highest overall reaction count per sample were selected
and maps just displaying the corrected Blast bit score or count for these species
were generated.
The KEGG REST API was used to automatically retrieve the maps from the online
web interface.
5.3 Results
For the sample OUTO3 the six species with the most EC and KO annotations
were: Bacillus cerus (Taxon id: 1396), Streptococcus pyogenes (Taxon id: 1314),
Streptococcus pneumonia (Taxon id: 1313), Clostridium botulium (Taxon id: 1491),
Bacillus subtilis (Taxon id: 1423), and Lysterina monocytogenes (Taxon id: 1639).
The overall highest corrected BLAST score for one EC or KO in the complete sample
was 0.857 and the overall highest number of hits to one EC or KO was 184.
As an example we will inspect the basic metabolism pathway of the citrate cycle for
sample OUTO3 of the whole community as well as three species specific maps. The
aerobic citrate cycle poses as a possible energy supply source for bacteria [Lev11].
In Figure 13 the topmost map shows that most of the pathways of the citrate cycle
are present in our overall OUTO3 community. The enzymes 4.1.3.6, 1.1.1.41, 1.2.7.3
are not present in our community, nevertheless the compounds of these pathways
are connected indirectly. However, we have no evidence of the OUTO3 community
to transfer the compound Fumarate to the compound Oxaloactate, or the other way
around.
Moving on to the species specific map of Bacillus Cereus we notice that only three
pathways are covered. As described in the Biomodels database [EMB14], the genome
sequence of Bacillus cereus seems does lack genes for the full cycle, but contain
genes for specific segments of the cycle. However, the samples do not cover all of the
pathways associated with Bacillus cereus. The Streptococcus pyogenes pathway map
shows no colored pathways. A doctoral thesis [Lev11] focusing on this species has
shown that the citrate cycle is mostly missing in Streptococcus pyogenes. Although
it is capable of citrate uptake, energy is produced thought glycolysis and pyruvate
metabolism in Streptococcus.
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Figure 13: Citrate cycle, OUTO3 sample
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5.4 Discussion
The presented KEGG maps enabled us to visualize metabolic pathway findings
of sequencing data in a way that assists biological interpretation. The maps show
models that are highly reliable because they are based upon published, peer-reviewed
results.
A drawback is that the tedious process of drawing the maps causes are slightly
outdated and any partly superficial pathway maps. Any pathway defined is just
an abstraction and will be superficial. Furthermore, the layout and arrangement
of the maps leaves little flexibility in the selection and arrangement of metabolites
and pathways to the user. At the same time, the strict, unalterable maps are easily
recognized and make for a quick orientation.
Due to the currently on-going annotation transition of the KEGG maps, it can not
be ensured that all annotations of the here presented maps are colored. Thus white,
uncolored pathways are present in the maps. After the completion of the migration
process by KEGG the KO annotation the here presented method can easily be
adapted to the change. Further improvements of the KO annotations, using such
tools as KAAS, could be considered.
In the shown citrate cycle map the full citrate cycle was not recovered based upon
our OUTO3 sample. One possible explanation is that the citrate cycle is actually
not present in the community. Another possibility is that the recovery of the data
was incomplete either at the sampling, sequencing or functional annotation step.
However, it become obvious that individual organisms are only able to execute part
of the cycle and that only the full community is capable of full citrate cycle.
It is unlikely that Streptococci pyogenes is in any of our data samples as it usually
colonizes skin and tonsils of humans, causing different infectious diseases. Assuming
no contamination during the sampling and sequencing procedure, we could conclude
that OUTO3 holds a species, or species group, which is most similar to Streptococci
pyogenes and either is a novel or a not in uniprot presented species. However,
another conclusion could be that we simply observed many random similarities to
the well explored S.pyogenes, that would suggest that we need further techniques to
avoid spurious alignments.
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6 Taxonomic Distribution of Pathways
In this Chapter we want to analyze how the pathways are distributed between the
different taxons in our samples. We apply a novel strategy of kernel methods and
k-mediods clustering to achieve this goal.
6.1 Introduction
So far, we have characterized the environmental habitat of deep biosphere bedrock
by the taxonomic distribution and the metabolic content. Advancing on this now, we
combine these two fields and determine which taxon are involved in which metabolic
processes.
At present, such analysis focus on specific, essential pathway components. So is for
instance an extensive review available concentrating on the distribution of the six
different CO2 fixation pathways in autotrophs of extreme biotopes [MCRFAS12].
The presented findings are mostly based on experimental results. A more com-
putational approach, this time focusing on the nitrogen fixation, predicts possible
capabilities of this biochemical pathway in species not yet known to hold nitrogen
fixation means [DSFM+12]. Nitrogen fixation is difficult to experimentally deter-
mine, but in the paper a novel set of genes is proposed as minimum criterion and
extensive searches for these in metabolic genomes were constructed.
Another study focuses on the geographic distribution sulfur oxidation and OTU’s
between terrestrial sulfidic spring [HE13]. This study, based on statistical analysis,
such as canonical correspondence analysis, was also able to give evidence of niche
space for bacteria oxidizing reduced sulfur compounds.
Here, we present a novel computational strategy for the taxonomic distribution
of pathways based on kernel methods as well as clustering approaches. Kernel-
ized clustering approaches have been used before in metagenomic analysis. TACOA
[DKG+09] is an approach for a taxonomic classification based on kernelized k-nearest
neighbor clustering. K-nearest neighbor (k-NN) is a comonly used classifying ap-
proach, which assigns objects based on a majoritiy vote of the k nearest neighbours.
Kernels are methods that transfer data into a different, higher dimensional space
in which a previously impossible calculation or clustering is possible. A well know
representative of these method is the support vector machine, SVM. TACOA now
circumvents a major drawback of kNN, the ‘curse of dimenionaltiy’ in high di-
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Figure 14: Outline of the novel strategy for taxonomic distribution of pathways min-
ing. An OTU × Enzymes matrix is generated based on the metagenomic samples.
The identification is performed in two steps. A kernel method, here the dot product,
transforms the original data into OTU × OTU and Enzyme × Enzymes matrices.
Partitioning around mediods, PAM, clustering is performed on these, and a back
mapping, using the original data, creates a two cluster view of the matrix.
mensional data by applying a Gaussian kernel. By smoothing the data with the
kernel, the complete reference database is considered for the clustering instead of
strict neighborhoods. The general problem TACOA tackles, supervised phylogenetic
clustering, is a sophisticated solution to the phylogenetic annotation performed in
Chapter 2, based on homology identified with BLAST. However, the analysis of
TACOA is limited to on sequencing methods generating longer sequencing reads.
Our novel stategy for taxonomic distribution of pathways determination is a kernel-
ized k-medoids clustering approach.
6.2 Methodology
Here we now outline a novel strategy for the the detection of taxonomic distributions
of pathways. An overview of the outline is shown in Figure 14. Based on the
metagenomic sample, an OTU × Enzyme matrix is generated. The approach used
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is described in Chapter 2, but other annotation approaches can be used, as well.
An inner product kernel is used to transfer this matrix into two different spaces,
one pairwise comparing the enzyme profiles of the OTU’s (OTU × OTU), and one
comparing the OTU profiles of the enzymes (Enzymes × Enzymes).
Given the objects p = (p1, p2, ..., pn) and q = (q1, q2, ..., qn) the dot product k(p, q)
is defined as
k(p, q) = 〈p, q〉 =
n∑
i=1
piqi
After this, a partitioning around mediods, PAM, clustering is applied. The PAM
clustering, also k-median, clusters the set of objects into k classes based on minimiz-
ing distances between the objects in a class. Each class is represented by the object
with the overall smallest distances, the mediod. The mediod represents supports
an intuitive interpretation of the clusters. We used the PAM clustering [KR90] im-
plemented in the R package ‘cluster’. The clustering method used the Euclidean
distance, which is defined as:
d(p, q) =
√√√√ n∑
i=1
(pi − qi)2
In order to verify the goodness of the clustering, silhouette [Rou87] was used.
The Silhouette coefficient is a measument for cluster cohesion and separation first
introduced by P.J. Rousseeuw [Rou87]. accurary of individual object classification,
the speration of individu The measurement grades a performed clustering on three
levels of specificity:
1. Correct assignment of individual object to their cluster.
2. Separation of an individual cluster.
3. Overall cohesion and separation of the clustering.
The Silhouette coefficient for an individual object is based on the cohesion within
its cluster and the separation from the closest neighboring cluster. A supporting
illustration is given in Figure 15. The intra-cluster cohesion for an object i of cluster
A is the average dissimilarity of i to all other objects in A, further refered to as a(i).
The seperation of object i in cluster A is described as b(i) = minimumC 6=Ad(i, C)
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Figure 15: Silhouette coefficient for the object i in cluster A.
where d(i, C) is the average dissimilarity of i to all objects in C. Furthermore let
us define cluster B with minimumC 6=Ad(i, C) the neighbor cluster of object i in A.
The silhouette value for the i-th point, s(i), is then defined as:
s(i) =
a(i)− b(i)
max{a(i), b(i)}
The silhouette value ranges from −1 to 1, where 1 indicating a very good cluster
assignment for object i and −1 indicates a misclassification of i. A silhouette value
around 0 indicates that object i lies in between cluster A and B.
The Silhouette coefficient for an individual cluster C is now calculated as the average
Silhouette value of all elements in the cluster; s(C) = 1|C|
∑
s(i) with ic ∈ C.
The Silhouette coefficient for the overall clustering result is the average of the silhou-
ette value of the individual clusters, thus s(clustering) = 1
k
∑
s(C) with for each C
in the clustering.
To identify the optimal number of clusters k in our fanny clustering, an elbow
method was used. Here, multiple fanny clustering runs with increasing number of k
is plotted against the average silhouette value.
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After deciding on the optimal cluster for each of the two matrices, the cluster can
be mapped back on the original data. On this resulting matrix, analysis of variance
(ANOVA) can be performed. We used here a chi-squared test. Our approach allows
to classify an element multiple times, therefore the degree of freedom had to be set
to 1.
6.3 Results
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Figure 16: Elbow method for the enzyme PAM clustering. On the x-axis k is given,
on the y-axis the average silhouette value is plotted. The three OTU levels, species
(black), class (red) and phylum (green) are shown.
We will here only show the results for the OUTO3 sample. Figure 16 shows the elbow
function for the enzyme matrix. It ranges from 5 to 55 separate clusters, the average
silhouette value is calculated for the multiples of 5. The best silhouette values are
best for the smallest amount of clusters. Besides 5 clusters on the species level,
none of the silhouette values is above 0.5. A threshold of 0.5 is usually considered
to indicate a mediocre structure of the data.
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Figure 17: OUTO3, Enzymes on species level, 20 clusters. Negative heatmap of the
inner product between the cluster medians and all other enzymes is shown.
A negative heatmap, Figure 17, shows the medians for each cluster and their inner
product to all enzymes in the Enzyme × Enzyme matrix. Many times, the inner
product is 0, showing that the two enzymes had not a single OTU in common.
The elbow curves for the OTU’s for different taxonomic levels are shown in Fig-
ure 18. PAM was applied with clusters between 2 and 10. The overall number of
different OTUs is smaller. Thus, a smaller number of clusters is reasonable. Overall,
higher average silhouette values are reached, indicating that the clusters capture an
underlying structure of enzyme profiles for the taxons.
A negative heatmap, Figure 19, shows the medians for each cluster and their inner
product to all OTU in the OTU × OTU matrix. Although 0 is observed, the
frequency is less. Especially, no two cluster medians are essentially the same.
As the clustering apporach has not lead to any significant result for the enzymes, a
48
0.
4
0.
5
0.
6
0.
7
0.
8
Number of Cluster
Av
e
ra
ge
 S
ilh
ou
et
te
2 3 4 5 6 7 8 9 10
species
class
phylum
Figure 18: Elbow method for the OTU’s PAM clustering. On the x-axis k is given,
on the y-axis the average silhouette value is plotted. The three OTU levels, species
(black), class (red) and phylum (green) are shown.
back mapping and further statistical test did not lead to any further results.
6.4 Discussion
Here we presented an outline and first results for a possible taxonomic distribution
of pathways detection method.
The clustering of the Enzyme × Enzyme matrix has not lead to strong silhouette
values, indicating no structure underlying this data. An increase of the number of
clusters might reveal specific, small groups of similar enzymes. However, most of
the pairwise comparisons of the enzymes showed that they do not have any OTUs in
common. Different kernel methods could also be applied to the initial data. The dot
product, however, already is a non-symmetric measurement. The matrix data is too
sparse for this novel strategy. A different annotation approach or more sequencing
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Figure 19: OUTO3, OTUs on species level, 4 clusters. Negative heatmap of the
inner product between the cluster medians and all other enzymes is shown.
data might be a solution.
The clustering of the OTU × OTU matrix is promising. Clusters separate well and
medians are reasonable.
For testing purposes, simulated data could be generated and a full analysis per-
formed. Further validation of this strategy could be done by using the leave-one-out
cross-validation strategy. Furthermore, the chi-square test should be replaced. The
chi-squared test is an approximation of the Fisher’s exact test. The Fisher’s exact
test can, nowadays, be computed within reasonable time, making the chi-square
test somewhat obsolete [PB10]. Moreover, different clustering techniques, such as
the overlapping clustering of fanny [KR90] could relax constraints that are not sup-
ported by biological environments. Because, for example an organism is most likely
involved in multiple metabolic processes.
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7 Concluding Remarks
We here characterized novel metagenomic samples from the relatively unexplored
deep biosphere. We applied several techniques to analyze the taxonomic composition
and metabolic capacity of the microbial communities.
In Chapter 3 we presented several basic and more advanced techniques to assessing
the adequacy of the sample coverage and annotation in the novel metagenomic sam-
ples. We were not able to use indexes, such as the Shannon index, although they are
commonly used in biodiversity analysis. These indexes are supposed to be used with
single copy genes. Our metagenomic data does not fulfill this criterion. However, we
were able to modify the rarefaction curve to our needs. Furthermore, we extended
its application field by also using it for estimating the functional annotations. We
have to keep in mind though, that, as opposed to the original rarefaction curve, we
now measure two factors simultaneously. The original function of rarefaction curve
assessed whether or not the sample size was adequate for the habitat. The use of
the rarefaction curve as presented here is also greatly affected by the annotation
method. With a different reference database, or another, not homology-based an-
notation method, other results might have occurred. Methods like MetaID [SG13],
an alignment-free n-gram approach designed for short reads, could be considered in
the future.
For the here shown novel metagenomic samples of deep biosphere the sample size
should at least covers the genomic material to an extend that an assembly is possible
in the future. Otherwise biases due to incorrect annotations arise.
In Chapter 5 we provided and extensive visualization of the metabolic capacities in
our metagenomic samples. We are currently collaborating with domain experts in
order to investigate further novel interpretations of the metabolic pathways.
Further in Chapter 4 we conducted a comparative analysis of the deep biosphere
metagenomes and publicly available metagenomes as well as individual genomes.
We using two variants of PCA, the standard PCA and a variation, the sparse PCA.
The use of sparse PCA conducted results similar to PCA, however with the advert
of easier to interpret PCs.
We were not able to confirm initial assumptions of Fungi or Archaea metabolism in
the deep bedrock biosphere.
Finally, in Chapter 6 we outline a novel approach to learn the taxonomic distribution
of pathways. First results are promising and further improvement on the approach
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as well as the initial annotations process could lead to identifying pathways imple-
mented by specific taxonomic units.
The here presented work has given preliminary understanding of the deep bedrock
biosphere. Further analysis and further sampling would be necessary to establish a
profound knowledge in order to assess risks connected to altering the environment.
As a last point, it should be noted that further results are available at:
http://www.cs.helsinki.fi/group/urenzyme/deepfun/
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