In this paper, we propose the Isogeometric Residual Minimization (iGRM) with direction splitting. The method mixes the benefits resulting from isogeometric analysis, residual minimization, and alternating direction solver. Namely, we utilize tensor product B-spline basis functions and alternating direction methods. We apply a stabilized mixed method based on residual minimization. We propose a preconditioned conjugate gradients method with a linear computational cost resulting from a Kronecker product structure of the system of linear equations. We test our method on two-dimensional simulations of advection-diffusion problems, including the problem with the manufactured solution, the Eriksson-Johnson problem, and a rotating flow problem. We compare our method to the Discontinuous Petrov-Galerkin and the Streamline Upwind Petrov-Galerkin (SUPG) stabilization methods. The resulting method is not restricted to a Kronecker product structure of the diffusion or advection data.
Introduction
The alternating directions method (ADS) is discussed, among many other sources, in [1] [2] [3] [4] [5] [6] and solves finite differences parabolic and hyperbolic problems. A modern version of this method solves different classes of problems [7, 8] .
Isogeometric analysis (IGA) [9] bridges the gap between the Computer Aided Design (CAD) and Computer Aided Engineering (CAE) communities. The idea of IGA is to apply spline [10] basis functions to the construction to the finite element method (FEM). IGA has multiple applications in time-dependent simulations, including phase-field models [11, 12] , phase-separation simulations with application to cancer growth simulations [13, 14] , wind turbine aerodynamics [15] , incompressible hyper-elasticity [16] , turbulent flow simulations [17] , transport of drugs in cardiovascular applications [18] or the blood flow simulations and drug transport in arteries simulations [19] [20] [21] .
Recently, the direction splitting method was applied [22] [23] [24] for fast solution of the projection problem with isogeometric analysis. The direction splitting method delivers fast simulations for explicit dynamics [25] [26] [27] [28] [29] . For tensor product grids the explicit time integration scheme with isogeometric discretization is equivalent to the solution of a sequence of isogeometric L2 projections.
The minimun residual methods aim to find u h ∈ U h such that
where U and V are Hilbert spaces, b : U × V → R is a continuous bilinear (weak) form, U h ⊂ U is a discrete trial space, and ∈ V ' is a given right-hand side. Several discretization techniques are particular incarnations of this wide-class of residual minimization methods. These include: the least-squares finite element method [30] , the discontinuous Petrov-Galerkin method (DPG) with optimal test functions [31] , the variational stabilization method [32] , or the automatic variationally stable finite element method [33] . We propose residual minimization techniques which exploit the tensor product structure of the discrete space to deliver fast and reliable Uzawa-like iteration schemes to solve the resulting global system in few iterations. We approach the residual minimization as a saddle point (mixed) formulation, as described in [35] . We exploit the Kronecker product structure of the isogeometric residual minimization method to obtain a linear computational cost preconditioner for conjugate gradients solver (CG).
In this paper, we describe the benefits we obtain from designing a method that blends isogeometric analysis, residual minimization, and the alternating directions solver. We call our method isogeometric Residual Minimization (iGRM) with direction splitting preconditioner.
We apply our method to the solution of stationary advection-diffusion problems. We test our method on four stationary computational problems, including the problem with the manufactured solution, the Eriksson-Johnson model problem, and the circular wind problem.
The Isogeometric Residual Minimization Method (iGRM)
For the sake of simplicity, we focus on a two-dimensional model in space, but the formulation can be easily extended to three-dimensions.
Residual minimization method for the global problem
For a general weak problem: Find u ∈ U such as
we define the operator B :
so we can reformulate the problem as
We wish to minimize the residual
We introduce the Riesz operator as
We can project the problem back to V
3
The minimum is attained at u h when the Gâteaux derivative is equal to 0 in all directions:
We define the residual r = R −1
V (Bu h − l) and our problem is reduced to
which is equivalent to
From the definition of the error representation in term of the residual we have
Thus, our problem reduces to the following semi-infinite problem:
We discretize the test space V m ∈ V to get the discrete problem:
where ( * , * ) Vm is an inner product in
Remark 1. We define the discrete test space V m to be sufficiently close to the abstract V space, to ensure stability, in a sense that the discrete inf-sup condition is satisfied. Thus, we can gain stability enriching the test space V m while fixing the trial space U h .
Minimal residual discretization for the global problem with B-splines
We approximate the solution as tensor products of one dimensional B-splines basis functions of uniform order p in all directions to simplify the discussion. We denote the basis functions in the x-direction for the discrete trial and tests spaces as n a and N A , respectively. Similarly, we denote the basis functions in the y-direction for the discrete trial and tests spaces as m b and M B , respectively. To simplify the notation, we assume that basis functions for the trial space have the same polynomial order p in both directions with continuity p − 1, in our tests. Additionally, the basis of the trial space has polynomial order q ≥ p with continuity k ≤ p − 1. Thus, we write the discrete trial functions as:
w ab n a m b (14) and the tests functions as
Conjugate Gradients method for the isogeometric residual minimization
In this Section we derive an iterative algorithm to solve the resulting residual minimization problem. We denote by Ω the bounded open set of R d with Lipschitz continuous boundary ∂Ω, where d = 2, 3. The advection-diffusion-reaction equation
where we assume sufficient regularity of the solution.
The corresponding linear matrix system of the residual minimization method is
where the terms are arising from isogeometric discretization of (16) with respect to the minimization of the energy norm A, which is defined as
From (18), we have
Now we approximate A bỹ
and substitute this into (17).
Iterative algorithm
We derive an iterative method for solving (17) . Firstly, from (17) for a given approximate solution u k and a residual t k , we consider iteration residuals to be
Since we partitioned A =Ã −K, we get
To solve this system we introduce a predictor-multi-corrector scheme. We build a dual problem, which resembles the features of a preconditioner. We define
Ideally, these could be computed from
namely
We however do not know how to solve the (25) fast, so in our iterative procedure we replace A byÃ.
We solve now the dual problem
We subtract the first equation multiplied by B T from the second
We substitute the residual from (23) to the first equation in (29) to get
We introduce
to get
Now, we substitute the residual from (23) , the definition of δd k from (31) into the second equation in (29) , and by using (22), we get
Thus, the resulting update becomes
Here the first equation is a primal update and the second equation is solved using a Conjugate-Gradient (CG) type method. SinceÃ has a Kronecker product structure (20) , and we use B-spline basis functions for the discretizations, the factorizations of theÃ matrix has a linear computational cost. This is because the Kronecker product matrices can be factorized in two steps. In the first step we factorize the first Kronecker product sub-matrix (M x + ηK x ), while in the second sub-step we factorize the second sub-matrix (M y + ηK y ), both of linear cost with respect to their one dimensional set of unknowns. Thus, these matrices are 2p + 1 diagonal, where p stands for the B-spline order, and the total cost of factorization is linear (c.f., [24, 25] for more details). Thus, the cost of the application of the preconditioner is linear.
Algorithm 1 describes the overall iterative solution scheme (17) . The u k and r k stands for the iterative solutions of our residual minimization problem. The inner loop represents the CG algorithm, used to compute u k+1 , where p j and q j are the search directions. In the CG algorithm, the search direction is initialized with δc k , and the update to the residual r k+1 uses δd k .
Algorithm 1 Inner-Outer Iterative Method
Initialize {u 0 = 0; r 0 = 0}
Calculate in a sequence
end for Calculate in a sequence
end for
To determine the convergence, for the inner loop, we iterative until α (j+1) ≤ tolerance, and denote this iteration as j c . The outer iteration calculates
The outer iteration stops at c k+1 ≤ tolerance.
Convergence of the iterative algorithm
Since the inner loop of Algorithm 1 is essentially a preconditioned CG and both the CG and preconditioned CG have been proven to be convergent (see, for example, [41] ), we focus on the spectral analysis of (37) in Algorithm 1.
Applying the initialization u (0) = u k of the inner loop in Algorithm 1 and using the first two equations of (37), we obtain
where c k is the update of u k . Similarly, using the third and fourth equations of (37), we obtain
To simplify the spectral analysis and without loss of generality we set F = 0. Thus, combining (39) and (40) gives
Let η = h 2 . Now, we analyze the spectrum of
We apply the spectral decomposition [42] of matrix K ξ , ξ = x, y with respect to M ξ and arrive at
where D ξ is a diagonal matrix with entries to be the eigenvalues of the generalized eigenvalue problem
and P ξ is a matrix with all the columns being the eigenvectors. We assume that all the eigenvalues are sorted in ascending order and are listed in D ξ and the j-th column of P ξ is associated with the eigenvalue λ ξ,j = D ξ,jj . Using (43) and (21), we now calculatẽ
where
We assume here that the mesh is uniform in both directions. Thus, similarly we havẽ
The middle term is a diagonal matrix. Thus, a typical eigenvalue ofÃ
where i, j are indices of eigenvalues in each dimension. The spectral radius ofÃ
where λ ξ,max , ξ = x, y are the maximum eigenvalues in each dimension. Immediately, we have 0 < λ ≤ ρ < 1.
Thus, the eigenvalues of the amplifying block-matrix (the vector in terms of c k is from inner CG) in (41) are 1 and λ, which are bounded by 1 and the eigenvalues of their powers are also bounded by 1. Hence, the iterative Algorithm 1 is convergent.
Numerical results for stationary problems

A manufactured solution problem
We focus on a model problem with a manufactured solution. For a unitary square domain Ω = (0, 1) 2 , the advection vector β = (1, 1) T , and P e = 100, = 1/P e we seek the solution of the advection-diffusion equation
with Dirichlet boundary conditions u = g on the whole of Γ = ∂Ω. We utilize a manufactured solution u(x, y) = (x + e P e * x − 1 1 − e P e )(y + e P e * y − 1 1 − e P e ) enforced by the right-hand side, and we use homogeneous Dirichlet boundary conditions on ∂Ω.
We introduce first the weak formulation
where n = (n x , n y ) is the versor normal to Γ, and h is the element diameter,
where the red terms correspond to the weak imposition of the Dirichlet boundary conditions on Γ and we set g = 0 here, and f corresponds to the manufactured solution, and the blue terms resulting from the integration by parts, which are often denoted as consistency terms [46] , and the gray represents the penalty terms. In our problem we seek the solution in space
We plug the weak form (52) and the inner product (54) into the iGRM setup (13) and we use the preconditioned CG solver described in Section 3. In this problem we study the h-and p-convergence of the iGRM method on uniform grids, using different combinations of trial and test functions. We do not employ adaptive Shishkin grids here [34] . We increase the accuracy by increasing the order and continuity of trial spaces (k-refinement [9, 48] ), and by testing with quadratic C 0 B-splines, since increasing the test space further does not improve the accuracy of the solution. Nevertheless, increasing trial space order and continuity improves the accuracy of the solution. Similarly, refining the mesh also improves the accuracy of the solution. Table 1 illustrates the h and p-convergence of the method. The rows represent p-refinement of the trial test, from (p, p − 1) to (p + 1, p), and the columns represent h-refinement, from n × n mesh to 2n × 2n mesh. The p refinement with fixed test space (2, 0) increases the problem size from (n + p) × (n + p) + (n + 2) × (n + 2) to (n + p + 1) × (n + p + 1) + (n + 2) × (n + 2), while the h refinement with fixed test space (2, 0) increases the problem size from (n + p) × (n + p) + (n + 2) × (n + 2) to (2n + p) × (2n + p) + (2n + 2) × (2n + 2), which makes the higher continuity grids attractive.
Problem 2 with boundary layer
In the second problem we solve advection-diffusion equations
over the square domain Ω = (0, 1) 2 , the right-hand side f = 1, the advection vector β = (1, 1) T , with zero Dirichlet boundary conditions. We use the Pecklet number P e = 1/ = 10 6 . Again, we use weak imposition of Dirichlet boundary conditions. The weak formulation where n = (n x , n y ) is the versor normal to Γ, the second line corresponds to the consistency terms and the third line corresponds to the symmetric interior penalty terms of Nitsche [46] .
We use 2 × 2 Shishkin mesh [34] presented in Figure 1 . In this problem we study the quality of the solution for large Pecklet numbers, e.g. P e = 10 6 on simple 2 × 2 mesh, using different combinations of trial and test functions. The numerical results are summarized in Figure 2. 
Erikkson-Johnson model problem
Let us focus on the model Eriksson-Johnson problem with the modifications proposed by [35] . For the square domain Ω = (0, 1) 2 and the advection vector β = (1, 0) T , we seek the solution of the advection-diffusion equation
We partition the boundary Γ = ∂Ω into the inflow Γ − = {x ∈ Γ : b · n < 0} = {(x, y) : x * y = 0} and the outflow Γ + = {x ∈ Γ : b · n ≥ 0}. We introduce Dirichlet boundary conditions u = g = sin(Πy) for x ∈ Γ − u = 0 for x ∈ Γ + weakly on the boundary Γ. The problem is driven by the inflow Dirichlet boundary condition and develops a boundary layer of width at the outflow x = 1. We introduce first the weak formulation for the Eriksson-Johnson problem
In this problem, we test the residual minimization method applied for the ErikksonJohnsson problem on a 2 × 2 simple Shishkin mesh presented in Figure 3 . We refine the mesh by breaking these four elements in the Shishkin mesh manner as described in [34] .
We compare with residual minimization method [35] using Lagrange (2,0) polynomials for trial and (3,0) polynomials for testing. In our method, we use (2,1) trial B-splines with (3,0) test B-splines. Thus, our trial spaces have higher continuity and are smaller, and the test spaces are selected to be identical to those used in [35] . The numerical results are presented in Figures 2-3 , for P e = 10 4 and P e = 10 6 . The convergence in L 2 and H 1 norms is summarized in Tables 4 and 5 . When comparing with [35] , we we use the information in Figure 5 .3, where L 2 is plotted for P e = 10 4
and P e = 10 6 . We first compare our method against the one presented in [35] for P e = 10 4 . For comparable mesh sizes, in the order of 2000 DOFs, the errors are comparable. But for P e = 10 6 iGRM delivers an error which is about an order of magnitude smaller. Thus, we conclude that for higher order B-splines the residual miniminization delivers better accuracy for higher Pecklet numbers.
A commonly used stabilization technique is the SUPG method [36, 37] In this method we modify the weak form in the following way
where R(u) = ∂u ∂x + ∆u, and τ −1 = βx hx + βy hy
, where in our case diffusion term = 10 −6 , and convection term β = (1, 0), and h x and h y are horizontal and vertical dimensions of an element. Thus, we have Table 4 : Comparison of the iGRM and SUPG methods starting on 2 × 2 grid presented in Figure  3 , for the Erikkson-Johnson problem with P e = 10000. Figure  3 , for the Erikkson-Johnson problem with P e = 1, 000, 000.
As Tables 2 and 3 show, iGRM delivers solutions results that are orders of magnitude better than SUPG. Nevertheless, the resulting algebraic system for iGRM is presently an order of magnitude more expensive than the direct solver solution with MUMPS of the SUPG system. In future work we will report on optimizations that accelerate the resolution of the iterative method we propose.
Circular wind problem
In the fourth problem we solve a circular flow with the following advectiondiffusion equations
over the rectangular domain Ω = (0, 1) × (−1, 1), with zero right-hand side f = 0, the advection vector β(x, y) = (β x (x, y), β y (x, y)) = ψ(
) modeling the circular wind, where ψ is the wind force coefficient. We introduce Γ 1 = {(x, y) : 
We introduce the Dirichlet boundary condition weakly on the boundary Γ. The weak formulation
where n = (n x , n y ) is the versor normal to Γ,
n = (n x , n y ) is the versor normal to the boundary, and the right-hand side forcing is equal to 0. We plug the weak form (66) and the inner product (54) into the iGRM setup (13) and we use the preconditioned CG solver described in Section 4. We use 128 × 128 mesh with trial (2,1) test (2,0). We use Pecklet number P e = 1, 000, 000 and the wind force b = 1. The numerical results are summarized in Figures 4-6 .
Conclusions
We present a stabilized isogeometric analysis method that exploits the Kronecker product structure of the computational problem. The trial space in our solution scheme uses maximum continuity B-splines. To accelerate the solution of the algebraic scheme, we introduce preconditioner for the resulting conjugate gradients method which has linear cost. We call our method isogeometric residual minimization (iGRM) with direction splitting preconditioner. We verify the accuracy and efficiency of the solution on four stationary problems, including a problem with an analytical solution, the Eriksson-Johnson problem, and a circular wind problem. In this method, the diffusion and advection coefficient functions can be arbitrary. The problem coefficients do not restrict the efficiency of the solution scheme when they are not Kronecker products. Our future work will extend this method to other problems, such as the Stokes problem [38] , and the Maxwell problems [39, 40] , the development of the method for time-dependent problems [47] , as well as the development of the parallel software dedicated to the simulations of different non-stationary problems with the iGRM method. We will also develop the mathematical foundations on the error analysis, and the convergence of the method.
