Counting non-isomorphic three-connected planar maps  by Walsh, T.R.S
JOURNAL OF COMBINATORIAL THEORY, Series B 32, 33-44 (1982) 
Counting Non-isomorphic Three-Connected Planar Maps 
T. R. S. WALSH 
Department of Computer Science, University of Waterloo, 
Waterloo, Ontario N2L 3G1, Canada 
Communicated by The Managing Editors 
Received January 28, 1980 
A counting formula for the number of non-isomorphic planar maps with m edges 
was obtained by V. A. Liskovets, and non-isomorphic 2-connected planar maps 
were counted by Liskovets and the author. R. W. Robinson’s generalization of 
Polya’s counting theory can be applied to these formulae to count, in polynomial 
time, non-isomorphic planar maps satisfying various sets of restrictions. Here two 
sets of planar maps are counted: maps with given 2connected components, and 3- 
connected maps. 
A map on an oriented surface is defined combinatorially as in [2, p. 
131, but in the notation of [ 131. Let E be a finite set of edges, X = { -1, 
+I ) x E be the corresponding set of bits, and - (minus) be the involution 
on X which exchanges (-1, e) and (+l, e) for all e E E. The permutation 
P: X -+ X is called a combinatorial map if the group generated by P and - 
is transitive on X. The vertices of the map are the cycles of P. 
An isomorphism from P: X+X onto P’: X’ +X’ is a l-l correspondence 
a: X+X’ such that a(P(b)) = P’(a(b)) and a(-(b)) = - (a(b)) for all b E X, 
so that an automorphism on P is a permutation on X which commutes with 
both P and -. A l-l correspondence between non-isomorphic 
combinatorial maps and non-homeomorphic topological maps on oriented 
surfaces, where a homeomorphism is considered to preserve orientation, was 
established in [ 31. In the topological model of the combinatorial map P, the 
bit P(b) is obtained from the bit b by rotating counter-clockwise around their 
common vertex by one “edge-end.” In agreement (up to conjugacy) with [3], 
the dual of the map P is the map P- (where permutations are multiplied 
from right to left), so that the faces of the map P are defined to be the cycles 
of the permutation P-, and the genus g of P is given by the Euler-Poincare 
formula 
n-m+f=2(1-g), (1) 
where n, m and f are the number of vertices, edges, and faces of P. A planar 
map is a map of genus 0. 
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A rooted map (P, r) is a map P with a distinguished bit r, its root. An 
isomorphism from (P, r) onto (P’, r’) is assumed to take r into r’. It is easily 
shown [ 1, p. 16; 2, p. 28; 9, p. 2521 that a rooted map has only the trivial 
automorphism. This makes rooted maps much easier to count up to 
isomorphism than unrooted maps, and in [9] one can find counting formulae 
for the number of m-edged rooted planar maps of various types, including all 
maps, 2-connected maps (defined in [9, p. 2551 as non-separable) and 3- 
connected maps (defined in [9, p. 2591). 
Unrooted plane trees were counted up to isomorphism in 1964 [5]. 
Recently V. A. Liskovets found a counting formula for the number of non- 
isomorphic m-edged planar maps [6], and a similar formula for 2-connected 
planar maps was found by Liskovets and the author [7]. The enumerative 
schemes in all these works yield not only the number of non-isomorphic 
maps of the corresponding types but also valuable information about the 
cycle structure of their automorphisms. It is well known that a non-trivial 
automorphism of a planar map with m edges fixes k < 2 edges, permuting 
their ends, and divides the remaining m - k edges into j cycles of length 
i = (m - k)/j, where i = 2 if k > 0; so we denote its cycle type by x,‘yt (this 
form of cycle type can be found in [4, p. 1281). The cycle index of a planar 
map is the sum of the cycle types of all its automorphisms divided by the 
number of its automorphisms, and the cycle index sum of a set of pairwise 
non-isomorphic planar maps is the sum of the cycle indices of all the maps 
in the set. 
For each of the three above-mentioned sets of planar maps, their cycle 
index sum was implicitly computed as part of the derivation of the counting 
formula. For plane trees with m > 1 edges, it is 
T(m)=& [& (z)xY+ 2 d (~)(~)Xht]+ 
t<m 
+ & ( (m ml),2 )x~m~lvz~l~ 2h 
1 
(2) 
0, 2/m, 
where #(d) is the Euler totient function. For planar maps with m > 1 edges, 
t<m 
(m--2y2 2 
x2 Yl, 21m, 
+ (3) 
Yl9 2lm, 
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where A’(m) = 2(2m)! 3”/m! (m + 2)! is the number of rooted m-edged 
planar maps [9, p. 2541. And for 2-connected planar maps with m >, 2 edges 
it is 
2/m, 
+ (4) 
Wn, 
where B’(m) = 2(3m - 3)!/m! (2m - 2)! is the number of rooted m-edged 2- 
connected planar maps [9, p. 2571. 
From these formulae the cycle index sums for many other sets of planar 
maps can be computed using te theory of composition of cycle index sums 
developed in [S] as a generalization of Polya’s counting theory and extended 
in [ 1 l] to the above-defined cycle types. We describe below two different 
types of composition of maps, one-pole and two-pole compositions. Applying 
the theory of [8] and [ 111 to these we obtain, respectively, a formula for the 
cycle index sum of the set of maps whose 2-connected components are taken 
from a given set, and a recursive formula for the cycle index sum of the set 
of 3-connected maps. We also indicate briefly how the cycle index sum for 
some other sets of maps may be obtained. When the substitutions xi = xi and 
y, =x are made in the cycle index sum for a given set of maps, the coef- 
ficient of x”’ in the resulting power series is the number of non-isomorphic 
maps with m edges in that set. 
Given a planar map h4, with m edges and a sequence of 2m rooted maps 
Mi, I < i < 2m, taken from some set S of rooted maps, a one-pole 
composition M of the component9 Mi, 1 < i < 2m, around the core M, is 
constructed as follows. Assign to each rooted map Mi a distinct bit, called 
bi, of M,. If Mi has at least one edge, call ri its root, and insert Mi into MO 
so that P-‘(ri) of Mi becomes P-‘(bi) in M. Topologically speaking, Mi is 
inserted by its root at the vertex Vi and in the face fi of h4, containing bi “in 
between” the edge-ends bi and P-l(bi), and Vi and f;: become identified, 
respectively, with the vertex and the face of Mi containing ri (see Fig. 1) or, 
if Mi has no edges, with its one vertex and face. 
If all the maps M formed in this way are pairwise non-isomorphic, their 
cycle index sum can be found from the cycle index sum Z(S) of S (which is, 
of course, a power series in x,) and the cycle index Z(M,) of MO by using [8, 
p. 336, formula 81: each Xi in Z(M,) is replaced by x,(Z(S)(,,)~, where 
Z(S),i, is the polynomial obtained from Z(S) by multiplying all the indices 
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bzim,= (-l,e,), b 2i= (*l,e,), I= 1,2,3 
P = Ub, ,bJ,bj )(b,,b,,b,) 
- = (b, ,bz “b& )(b,,$ ) 
P- =‘b, ,$“bz,$H$,b5) 
FIGURE 1 
by i (in the notation of [ 81 it would be written Z(S)[xj + Xii]), and each y1 in 
Z(M,) is replaced by y, Z(S)(,, . Borrowing from the notation of 181, we call 
this cycle index sum Z(M,)[x, -+ x,(Z(S)~,,)‘; y1 --f y, Z(S),,,]. 
As an example of the use of one-pole composition, we generalize the ideas 
of [ 51 to obtain a formula for the cycle index sum Z of the set S of maps 
whose 2-connected components are take from a given set S, in terms of the 
cycle index sum Z, of S, and the cycle index sum f(x,) of the set of rooted 
maps formed by rooting all the maps in S in all inequivalent ways. 
Given a planar map M, remove the loops and then divide the underlying 
graph into 2-connected components C, , C, ,... . The blocks of M are defined 
to be the loops and the submaps consisting of the edges in C,, C,,... . Two 
blocks of M are called aQacent if they have a common face f and a 
common vertex v [7]--and u must necessarily be incident. A cutpoint of M 
is an incident face-vertex pair V; u) shared by more than one block. The 
graph T(M) whose vertices are the blocks and cutpoints of M, with a 
cutpoint (f, u) adjacent in Z’(M) to a block B if both$ and u have some bits 
in B, is a tree, called the block-cutpoint tree of M. Since the vertices of 
COUNTING 3-CONNECTED PLANAR MAPS 37 
degree 1 of T(M) are all blocks, T(M) must have a centre C, which is either 
a block or a cutpoint, and any automorphism of M induces an 
automorphism on T(M) which fixes C. And it is easy to prove the planar 
map analogue of [8, p. 343, Theorem 51: C is the o&y vertex of Z’(M) fixed 
by a non-trivial automorphism of h4. 
The coefficient of x’: in Z is found by dividing the coefficient of x7 in 
f(xi) by 2m. The rest of 2 is the part independent of x, in the sum of the 
following two terms. The first term comes from the maps M such that the 
centre of T(M) is a block, and is the cycle index sum of the one-pole 
compositions of rooted maps from S around blocks in S, or 
ZrJx, + x*wiw; Yl + YlfWl. (5) 
The other term comes from the maps M such that the centre of T(M) is a 
cutpoint. By the arguments used in [5], the coefficient of X& in this term is 
(t/m) #(m/t) Cf= i (l/i) q(t, i), where q(t, i) is the number of ordered i-tuples 
of rooted maps from S, each with at least one edge and with a total of c 
edges, whose root does not belong both to the vertex and the face of a cut- 
point. 
Let fi(x) = CE1 q(t, 1) x’. Then f(x) = 1 + C;“=i f;(x) = (1 -fJx))-‘. 
Let F(x) = C& Cf=, (l/i) q(t, i)x’. Then F(x) = xi”=, (l/i)fi(x) = 
- ln( 1 -Jo) = In(f(x)); so that Ci=, (l/i) q(t, i) is the coefficient of x’ in 
Indf(x)), which we denote by (lndf(x)), x’). Summing, we get the following 
expression for Z: 
z=1+ =V ,;, g uvl), x3 + 
It is sometimes convenient to write the second to last term in (6) as 
This formula can be used directly to count planar maps with no loops and 
planar maps with neither loops nor isthmuses: starting from the set of all 2- 
connected maps with at least one edge we make S, by excluding the loop- 
map, and in the second case the link-map also, and the formulae for f(x) are 
given in [ 13, p. 23 11. On the other hand, if S, consists only of the link-map 
we retrieve formula (2) for counting plane trees, and then non-isomorphic 
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maps without vertices of degree 1 can be counted as the cores of one-pole 
decompositions, whose components are rooted trees, of maps which are not 
trees. Similarly, by eliminating trees with loops allowed at each vertex we 
can count non-isomorphic maps with neither vertices nor faces of degree 1. 
A 2-pole network is a planar map N with a distinguished face-its outside 
face-and 2 distinguished bits-its poles, distinguished one from another as 
source and sink-belonging to the outside face, such that if an (oriented) 
edge e, not a loop, is inserted so that that the source becomes P(+l, e) and 
the sink becomes P(-1, e), the resulting planar map is 2-connected. The two 
poles of N belong of necessity to different vertices, and these are identified 
with the end-vertices of e. A (2-pole) network N is called pole-symmetric if it 
has an automorphism which permutes its source and its sink. If N is not 
pole-symmetric, the network formed by changing the names of the poles of N 
is considered distinct from N and is called the mate to N. A pole-symmetric 
set of networks is a set S which contains the mate to every non-pole- 
symmetric network in S. For each network N we define the positive cycle 
index Z’(N) as the cycle type of the trivial automorphism of N. If N is pole- 
symmetric, we define the negative cycle index Z-(N) to be the cycle type of 
the (unique) automorphism which permutes its poles; otherwise we define 
Z-(N) to be 0. These definitions are extended to pole-symmetric sets by 
summation. 
Given a planar map MO with m edges and a sequence of m 2-pole 
networks Ni with source si and sink ti, 1 < i < m, taken from some pole- 
symmetric set S, a two-pole composition M of the components Ni, I < i < m, 
around the core MO is constructed as follows. Assign to each network Nj a 
distinct edge, called e,, of Mi, and replace e, by Ni so that (+ 1, ei) and 
(-1, ei) are replaced in their respective vertices by si, P(s,),..., P-‘(s,) and 
tiT p(ti>Ya-*> P-‘(ti) as in Fig. 1. Thus the end-vertices of ei are identified with 
the vertices of Ni containing the poles. If e, is incident to one face, this face 
is identified with the outside face of Ni ; otherwise the outside face of Ni is 
split into two, one containing each pole, and these faces are identified with 
the two faces incident with e,. 
If all the maps M formed in this way are pairwise non-isomorphic, their 
cycle index sum can be found from Z(M,), the cycle index of MO, and the 
positive and negative cycle index sums Z+(S) and Z-(S) of the set S using 
[ 11, Proposition 2.21: each xi in Z(M,,) is replaced by Z+(S)ci, and each y1 
in Z(M,) by Z-(S). As in [ 111, we abbreviate Z(MO)[xi+ Z+(S)(i); 
Yl+ z-w1 to Zwow(S)1~ 
As an example of the use of two-pole composition, we find a recursive 
formula for the cycle index sum of the 3-connected planar maps, using the 
theory developed in [ 111 to count 3-connected graphs. 
A chain is a 2-pole network consisting of the edges e, ,..., ek connected in 
series, with (-I, e,) = P(+l, e,, ,), i = 1,2 ,..., k - 1, and with its source at 
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(+ 1, e,) and its sink at (-1, ek). A link-network is a chain with one edge 
(and two vertices). A bond is a set of at least two edges connected in 
parallel, with all the negative ends joined at one vertex and all the positive 
ends at the other. A 2-pole bond is a bond which is also a 2-pole network. 
The edges of a 2-pole bond are of necessity linearly ordered as e, , e2 ,..., ek, 
and for definiteness, (+l, e,) is called its source and (-1, ek) its sink. A 
composition whose core is a chain with at least two edges is called a series 
union of its components. A composition whose core is a 2-pole bond is 
called a parallel union of its components, but a map which is expressed as a 
parallel union of 2-pole networks is a two-pole composition whose core is a 
bond but not a 2-pole bond. An s-network (ap-network) is a 2-pole network 
which can be expressed as a series union (parallel union) of other networks. 
With these definitions, the discussions in [lo] and [ 111 can be applied 
directly to maps, with a few modifications which are noted below. 
Let D+ and D- be the positive and negative cycle index sums for all the 
2-pole networks with at least one edge, and let B = C,“=* B(m). Then by 
formula (4) and [ 11, Proposition 2.11, 
D+=Z$= f B’(m+l)xy: 
1 WI=1 
D-=2253 
aYl 2Tm 
xy-2wy; + 
xi”- 1112 Yl. 
(7) 
If S+ - x, and S- -y, are the positive and negative cycle index sums for 
s-networks, then by [ 11, Formulae 6 and 71, 
St =x, +D+(D+ -S+ +x,); (9) 
S- = y, + (1 + D-)(D:,, - S:,, +x2). (10) 
Since a 2-pole bond has the same cycle indices as a chain, the positive and 
negative cycle index sums for p-networks are also St - x, and S- -y,, 
respectively. 
Define the following polynomials: 
Q+=D+-S++x,; (11) 
Q-=D--S-+y 1; (12) 
H+=Q+-s+; (13) 
H-=Q--s-. (14) 
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Then H+ and H- are the positive and negative cycle index sums for h- 
networks, since these are networks with at least two edges which are neither 
s-networks nor p-networks. 
Let F be the cycle index sum for plane bricks, which are 3-connected 
planar maps with at least six edges. Applying the discussion preceding 
formula (17) in [ 111, we conclude that B can be expressed as follows: 
(a) a term F[D] for the two-pole compositions of networks around 
plane bricks, 
(b) plus a term for the two-pole compositions of non-s-networks 
around polygons with at least three edges, 
(c) plus a term for the two-pole compositions of non-p-networks 
around bonds with at least three edges, 
(d) minus a term for maps which are the parallel unions of two 
networks, each with at least two edges, not both 2-networks and not both p- 
networks, 
(e) plus twice a term for the component-exchanging automorphisms of 
maps which are the parallel unions of two isomorphic h-networks. 
Term b consists of two parts. One part is for automorphisms of the 
polygon corresponding to rotations in its plane; by [ 11, formula 171, this is 
-4Q' - %Q')" - +Q&, + ?i 2 kWWWn(l - Q,&>>. 
d=l 
(15) 
The other part is for automorphisms of the polygon corresponding to 
rotations of the sphere which turn the polygon over; by [l 
this is 
1, formula 181, 
(1 - Q:,,>-' Q:,,($Q- + +(Q-)' + fQ:,J (16) 
Term c is identical to term b, since polygons are the duals o f bonds. 
The parallel unions referred to in terms d and e are maps, not 2-pole 
networks, so that they are two-pole compositions whose core is the map with 
two parallel edges, which has four automorphisms. Then by [ 11, formula 
211, term d is $(D+ -x1)* - f(S’ -x1)* + +(D- -yl)* - f(S- -y,)* + 
f(D,,, - x2) - (SC,, - x2), which simplifies to 
. . 
and term e, after doubling, is H&. SO 
F[D] =B - 2 x ((15) + (16)) + (17) -H:,,. (18) 
TABLE I 
The Number of Non-isomorphic 3-Connected Planar Maps 
with m Edges, 6 < m < 50 
m Number of maps 
6 
I 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
41 
48 
49 
50 
. . 1 
. . 0 
. . 1 
. . 2 
. . 3 
. . 4 
. . 15 
. . 32 
. . 89 
. 266 
* 791 
. 2496 
. 8012 
26028 
85888 
286608 
965216 
. 3218116 
. 11221548 
. 38665192 
. 134050521 
. 467382224 
1638080277 
5768886048 
20407622631 
12494211840 
258521335313 
925322011852 
3323258053528 
11973883092034 
. 43213314100200 
156836969693156 
569961330200576 
2016641113454818 
1584534211120818 
21164845224462192 
101862027752012402 
374484866509396780 
1379489908513460150 
. 5091261809172626888 
18824263140379151072 
69720692361264075376 
258656974847325207704 
961114733720526387894 
3516132121611644389508 
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Once F[D] has been computed, F may be extracted recursively in the 
manner described in [ 111. The first few terms in F are 
& (XT + 8x: + 3x:y:) + & (4x7 + 4x: + 8x:) + 
+ &(6x; + 12x: + 18x&) + 
+ &(24x;’ + 16x: + 20~;~;) + & (66x:’ + 22x;y,) + 
+ & (214x;’ + 34x; + 56x; + 12x: + 8x; + 36~;~;) + . . . . (19) 
The coefficients have been computed up to 50 edges, and the numbers of 
3-connected planar maps with up to 50 edges are given in Table I. The 
following shortcut was used: only the terms independent of x, were 
computed in the way described above, and the coefftcient of x7 was found by 
computing the number of rooted m-edged 3-connected planar maps, using 
Tutte’s formula [9, p. 2651, and dividing by 2m. 
From the cycle index sum F of the 3connected planar maps we can count 
2connected plane graphs-that is, 2connected maps with neither loops nor 
multiple edges-by building them up from their 2-connected components. 
Then (6) can be used to count connected plane graphs, and then vertices of 
degree 1 can be eliminated from these in the same way as from maps. Planar 
maps with no vertices of degree 2 can be counted as the cores of two-pole 
decompositions, whose components are chains, of maps which are not 
polygons, and similarly vertices of degree 2 can be eliminated from plane 
trees, from 2-connected maps, and from maps with no vertices of degree 1. 
Finally, the theory introduced in [ 11, Section 41 to count 2-connected graphs 
with no vertices of degree 2 can be adapted to maps to count not 2- 
connected plane graphs with no vertices of degree 2 but 2-connected maps 
with neither faces nor vertices of degree 2. 
Some of these applications of one- and two-pole decompositions are quite 
complicated-especially counting 2-connected plane graphs-and in some 
cases the recursion formulae obtained can be inverted to yield explicit 
formulae. Details are available from the author in the form of the original 
version of this paper, entitled “New Maps for Old.” 
Although formulae obtained from Polya theory are usually difftcult to 
compute, the cycle index sums of planer maps contain so few terms that 
O(m3) operations suffice to do any of the above enumerations up to m edges, 
and some can be done in O(m’). In the case of 3-connected maps, the 
computations were done for m < 50 in less than 1 min on the BESM-6 
computer in the Computing Centre of the USSR Academy of Sciences in 
Moscow. 
We pose some unsolved problems, in increasing order of interest, for that 
dwindling breed of enumerators who have not yet been forced by financial 
necessity to switch to a more practical line of work. 
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1. Count other sets of planar maps, in particular 2-connected plane 
graphs with no vertices of degree 2 (warning: removing vertices of degree 2 
may create parallel edges). 
2. Deduce (4) from (3), using (6). The coefficients can of course be 
computed in this way, but can they be put into closed form? 
3. Count all these sets of maps by number of vertices as well as 
number of edges. In [6] there is a scheme for counting planar maps with n 
vertices and m edges, and their cycle index sum can be computed and then 
used to find the corresponding sums for other sets of maps, but it will be 
hard work. 
4. Note that since isomorphism corresponds to orientation-preserving 
homeomorphism, a map and its mirror image may be non-isomorphic. Thus, 
in particular, the enumeration of non-isomorphic 3-connected maps is not 
equivalent to the enumeration of convex polyhedra or 3-connected planar 
graphs. Now count all these sets of maps up to a generalized type of 
isomorphism which includes reflections. Wormald has done it for m-edged 
planar maps [ 141. Can their cycle index sum be computed and then used to 
find the corresponding sums for other sets of maps, in particular 3-connected 
maps? 
For anyone wishing to check out a formula for small values of m, tables 
of numbers of computer-generated maps are available from the author [ 121. 
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