We present optimality conditions for bilevel optimal control problems where the upper level, to be solved by a leader, is a scalar optimal control problem and the lower level, to be solved by several followers, is a multiobjective convex optimal control problem. Multiobjective optimal control problems arise in many application areas where several conflicting objectives need to be considered. Minimize several objective functionals leads to solutions such that none of the objective functional values can be improved further without deteriorating another. The set of all such solutions is referred to as efficient (also called Pareto optimal, noninferior, or nondominated) set of solutions. The lower level of the semivectorial bilevel optimal control problems can be considered to be associated to a "grande coalition" of a p-player cooperative differential game, every player having its own objective and control function. We consider situations in which these p players react as "followers" to every decision imposed by a "leader" (who acts at the so-called upper level). The best reply correspondence of the followers being in general non uniquely determined, the leader cannot predict the followers choice simply on the basis of his rational behavior. So, the choice of the best strategy from the leader point of view depends of how the followers choose a strategy among his best responses. In this paper, we will consider two (extreme) possibilities: (i) the optimistic situation, when for every decison of the leader, the followers will choose a strategy amongst the efficient controls which minimizes the (scalar) objective of the leader; in this case the leader will choose a strategy which minimizes the best he can obtain amongst all the best responses of the followers: (ii) the pessimistic situation, when the followers can choose amongst the efficient controls one which maximizes the (scalar) objective of the leader; in this case the leader will choose a strategy which minimizes the worst he could obtain amongst all the best responses of the followers. This paper continues the research initiated in [17] where existence results for these problems have been obtained.
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Introduction
The aim of this paper is to obtain optimality conditions for the semivectorial bilevel optimal control problems introduced in [17] where existence results have been established. Semivectorial bilevel optimal control problems are bilevel problems where the upper level corresponds to a scalar optimization problem and the lower level to a multiobjective optimal control problem. Multiobjective optimal control problems arise in many application areas where several conflicting objectives need to be considered. Minimize several objective functionals leads to solutions such that none of the objective functional values can be improved further without deteriorating another. The set of all such solutions is referred to as efficient (also called Pareto optimal, noninferior, or nondominated) set of solutions (see e.g. [38] ). The lower level of the semivectorial bilevel optimal control problems can be considered to be associated to a "grande coalition" of a p-player cooperative differential game, every player having its own objective and control function. We consider situations in which these p players react as "followers" to every decision imposed by a "leader" (who acts at the so-called upper level).
The best reply correspondence of the followers being in general non uniquely determined, the leader cannot predict the followers choice simply on the basis of his rational behavior. So, the choice of the best strategy from the leader point of view depends of how the followers choose a strategy among his best responses. In this paper, we will consider two (extreme) possibilities:
(i) the optimistic situation, when for every decison of the leader, the followers will choose a strategy amongst the efficient controls which minimizes the (scalar) objective of the leader; in this case the leader will choose a strategy which minimizes the best he can obtain amongst all the best responses of the followers;
(ii) the pessimistic situation, when the followers can choose amongst the efficient controls one which maximizes the (scalar) objective of the leader; in this case the leader will choose a strategy which minimizes the worst he could obtain amongst all the best responses of the followers.
The semivectorial bilevel control problems which model these two situations, and which will be described in the next section, include the following problems which have been intensively studied in the last decades so we will give essentially a few earlier references,
• optimizing a scalar valued function over the efficient set associated to a multiobjective optimization (mathematical programming) problem; (introduced in [45] and investigated in [8, 9, 10, 11, 12, 13, 25, 26, 27, 33, 36, 37] and [50] for a survey)
• optimizing a scalar valued function over an efficient control set associated to a multiobjective optimal control problem (introduced and investigated in [15] , followed by [18] );
• semivectorial bilevel static problems (introduced and investigated in [16] , followed by [14, 3, 22, 31, 51, 30] , for the optimistic case);
• Stackelberg problems (introduced in [49] and investigated e.g. in [5, 43, 40] );
• Bilevel optimization problems (e.g. [46, 42, 41, 28, 24] and [29] for an extensive bibliography);
• Stackelberg dynamic problems (introduced in [23, 48] and investigated e.g. in [6, 46, 44, 47] and [5] , book with an extensive bibliography).
In this paper, we rewrite the optimistic and pessimistic semivectorial bilevel control problems as bilevel problems where the lower level is a scalar optimization problem which admits a unique solution, using scalarization techniques as in [17] . So we are able to give optimality conditions for the lower level problem in the general case (supposing that the leader's controls are bounded) using Pontryagin maximum principle. This theoretically allows to obtain under suitable conditions the dependence of the optimal control on the leader's variables. However, this approach is very difficult to apply because one needs to solve a bilocal problem. That is why we consider the particular but important case when the followers problem is linearquadratic. In this case we show that using a resolvent matrix obtained from data, we can explicitly solve the bilocal problem and express the optimal control and the state as functions of leader's variables, and we show that these dependences are continuously differentiable. Finally we present optimality conditions for the upper levels of the optimistic and pessimistic problems .
Preliminaries and problem statement
All the assumptions and notations considered in this section and introduced in [17] will be kept throughout this paper.
For the leader we denote by J l the scalar objective, by u l the control function, and by U l the set of admissible controls. For the followers we denote by J f = (J 1 , . . . , J p ) the vector objective (p-scalar objectives), by u f = (u 1 , . . . , u p ) the control function whose values belong to the set
U f is assumed to be nonempty, closed, convex, and 0 ∈ U f . Real numbers t 0 , T are fixed (t 0 < T ) and represent respectively the initial time and an upper bound of the final time. The set of final time values T = [t,t ] ⊂]t 0 , T [, where t ≤t. The final time, denoted t 1 ∈ T , may be variable and it is decided by the leader, hence t 1 is fixed in the followers problem. We assume that
is closed, nonempty and convex.
For each fixed (t 1 , u l ) ∈ T × U l , the followers have to solve the following parametric multiobjective control problem, called lower level problem:
x(t 0 ) = x 0 (4)
where 
stands for the usual Hilbert space of equivalence classes (two functions are equivalent iff they coincide a.e.) of (Lebesgue) measurable functions u from [t 0 , T ] to R m , such that the function t → u T (t)u(t) is (Lebesgue) integrable over [t 0 , T ] endowed with the norm u 2 := Finally we consider the following semivectorial bilevel optimal control problems:
called "optimistic semivectorial bilevel control problem", and
called "pessimistic semivectorial bilevel control problem".
Remark 1. Note that the terminal time t 1 is fixed for the lower level problem, but it is a decision variable for the leader. Of course, a particular case can be obtained when the terminal time t 1 is fixed for the leader too, i.e. when T = {t 1 }.
Remark 2. (LL) (t 1 ,u l ) may be also considered as the problem to solve by the "grande coalition" of a p-player cooperative differential game, (see [35] and its extensive references list) where the functional J i and the control u i represent the payoff and the control of the player number i, i ∈ {1, . . . , p}. Then, our optimistic semivectorial bilevel problem corresponds to a strong Stackelberg problem in which, for any choice of (t 1 , u l ), the leader can force the followers to choose amongst the σ-control processes one which minimizes the leader payoff. On the other hand, the pessimistic semivectorial bilevel problem corresponds to a weak Stackelberg problem in which, for any choice of the leader variables (t 1 , u l ), the followers could choose amongst the σ-control processes one which is the worst for the leader.
We assume that for all t 1 ∈ [t 0 , T ] and all (u l , u f , x) ∈ L Proposition 1. Each of the following is a sufficient condition for (H).
(a) F = R n .
(b) For each t 1 ∈ T , the linear systeṁ
is controllable, i.e. for any
, and the corresponding solution verifies x(t 1 ) = x 1 .
Proof. It is easy to adapt the proof given in [17, Proposition 1] , where the initial condition is x(t 0 ) = x 0 (instead of x(t 0 ) = 0 as above).
It can be easily proved that
. Thus the problem (LL) (t 1 ,u l ) can be rewritten as a p-objective convex optimization problem:
) is a σ-control process of problem (LL) (t 1 ,u l ) . We will denote E σ (t 1 , u l ) the set of all σ-controls of the p-objective optimization problem (M) (t 1 ,u l ) .
Thus, using Lemma 1 and the well known scalarization results from vector optimization (see e.g. [38] ) we obtain the following. Theorem 1. (see [17] 
, where U l and U f are given in (1) and (11) respectively. The control process (û f , x (t 1 ,u l ,û f ) ) is weakly (resp. properly) efficient for problem (LL) (t 1 ,u l ) if and only if there exist nonnegative real numbers (resp. positive real numbers) θ 1 , . . . , θ p with p i=1 θ i = 1 such thatû f is an optimal control for the classical scalar optimal control problem :
In the sequel we need the following sets
and the following hypotheses:
is strictly convex on R m if σ = we, and (Hc) σ :
where b i , c i , d i have been introduced in the preliminary assumptions (PA).
Theorem 2. (see [17] ) Let σ ∈ {we, pe} and (t 1 , u l ) ∈ T × U l . Assume that H σ (t 1 ) holds. Moreover, suppose that at least one of the following hypotheses holds:
(ii) (Hc) σ .
Then, for each θ = (θ 1 , . . . , θ p ) ∈ Θ σ , there exists a unique optimal control u f (θ,
It is obvious that according to Theorem 1,
, there exists θ ∈ Θ σ such that u f is the unique optimal control of the scalar problem (S) (θ,t 1 ,u l ) .
Thus we can state the following.
Under the hypotheses of Theorem 2 we have that the
In the sequel we will keep all the hypotheses of Theorem 2 in addition to the preliminary assumptions (PA).
Equivalent formulations of problems (OSVBC) σ and (PSVBC) σ
Consider, for each (θ,
where U f (t 1 , u l ) andJ i are given respectively in (11) and (9).
Note that problem (OSV BC) σ can be written equivalently as an optimistic semivectorial bilevel optimization problem
According to Theorem 2, for each (θ,
Then we obviously have the following.
Proposition 2. (see [17] Problem (OSV B) σ is equivalent to the problem
Thus, the optimistic semivectorial problem (OSVB) σ , can be rewritten as an optimistic bilevel optimization problem (also called strong Stackelberg problem)
where u f (θ, t 1 , u l ) is the unique minimizer to the problem
Here the upper and lower level are given by scalar optimization problems and the lower level admits a unique solution.
In the same way the pessimistic semivectorial problem can be rewritten as a pessimistic bilevel optimization problem (leading to a so-called weak Stackelberg problem, see [19] where this terminology was introduced).
Proposition 3. (see [17] ) Problem (P SV BC) σ is equivalent to the problem
Finally, we can rewrite that problem as
where u f (θ, t 1 , u l ) is the unique minimizer of the problem
Necessary and Sufficient Conditions for the Scalarized Lower Level Problem
Let (t 1 , u l ) ∈ T × U l , and θ = (θ 1 , . . . , θ p ) ∈ Θ σ be given. The scalarized problem (S) (θ,t 1 ,u l ) can be written as
Hamilton-Pontryagin function associated to this control defined by Since we use L 2 controls, and the Pontryagin maximum principle usually uses controls in L ∞ , we will consider two particular situations in order to be able to get necessary and sufficient conditions for problem (S) (θ,t 1 ,u l ) , as stated below.
The case when U
In this subsection we assume the set U f is bounded (and closed, convex with non-empty interior), and the leader's controls are essentially bounded, i.e.
. Also, suppose the target set F = {x ∈ R n | Gx = a}, where the matrix G ∈ R k×n , and a ∈ R k are given. Moreover we assume that rank(G) = k. However the results presented in this subsection are also valid when F = R n by taking G = 0, a = 0.
We obtain the following.
, a nonnegative real number λ 0 and a vector v ∈ R k with (λ(·), λ 0 , v) = 0 such that
and, for almost all t ∈ [t 0 , t 1 ]
Moreover, if the linearized systeṁ
is controllable (i) , then we can take above λ 0 = 1.
and v ∈ R k such that (14-16) are verified with λ 0 = 1, then (x * , u f * ) is an optimal control process for problem (S) (θ,t 1 ,u l ) .
. Therefor we can apply [39, Theorem 5.19 ] to obtain the first part (necessary conditions). Note that [39, Theorem 5.19 ] is stated for autonomous systems, but the same proof apply for non-autonomous systems.
For the second part (sufficiency conditions) we can use [39, Theorem 5.22] which also holds for non autonomous systems with the same proof.
Remark 3. Since U f is convex and closed and H is concave w.r.t. u f , relation (16) can equivalently be written as a variational inequality
Finally, we can conclude the following.
Corollary 2. Let (t 1 , u l ) ∈ U l , and let θ ∈ Θ σ . Assume that the linearized system (17-18)
e. u f is the unique optimal control for problem S (θ,t 1 ,u l ) presented in Theorem 2) if, and only if, there exists
If A and B f do not depend on t, it is well known that this system is controllable if, and only if,
and, for almost all t ∈ [t 0 , t 1 ],
5.2 The case U f = R m f : the followers problem is linear-quadratic; explicit expressions of u f (θ, t 1 , u l , ·) and
In this subsection we consider the case when U f = R m f , U l is an arbitrary closed, convex set with non empty interior in L 
Note that this particular choice of f i and ψ i agrees with all the assumptions (PA).
Let us denote
Thus, the scalarized problem (S) (θ,t 1 ,u l ) becomes the linear quadratic problem
We have the following result which is probably known also for L 2 controls, but we will present a proof for the sake of completeness.
verify the differential system and the initial condition for problem (LQP). Then the control process (x * (·), u f * (·)
Proof.
) verify the differential system and the initial condition for problem (LQP). We have for almost
With the initial condition for x(·), x * (·) and final condition for λ(·) we get by integration
Denote
Using the fact that for any symmetric positive semidefinite matrix P , for all vectors v, v * we obviously have
is an optimal control process for problem (SQP).
) be a solution of (LQP) (which exists and is unique according to Theorem 2). Let λ(·) ∈ H n 1 ([t 0 , t 1 ]) be the solution of the linear system (26) verifying the final condition (27) 
, denoting by x(·) the corresponding solution of the differential system and the initial condition for problem (LQP), we have (using a similar calculus as before)
On the other, using the fact that the directional derivative of J at the optimal point (x * (·),
Finally we obtain
, we obtain that (28) is satisfied.
Next we will show that, in the linear-quadratic case, it is possible to compute explicitly the optimal control and state as a function of the parameters θ, t 1 , u l by means of a 2n × 2n resolvent matrix of a linear differential system based on data. This fact will allow us to find explicit optimality conditions for our bilevel problems.
Recall that u f (θ, t 1 , u l , ·) denotes the unique optimal control of the scalarized problem (S) (θ,t 1 ,u l ) . The corresponding unique state and adjoint state (verifying Theorem 4) will be denoted by x(θ, t 1 , u l , ·) and λ(θ, t 1 , u l , ·).
To be more precise, the functions x(θ, t 1 , u l , ·) and λ(θ, t 1 , u l , ·) verify the following boundary linear problem
x(θ, t 1 , u l , t 0 ) = x 0 (32)
and
Given t 1 ∈ T and θ ∈ Θ σ , consider the matrix valued function P (θ, t 1 , ·) : [t 0 , t 1 ] → R n×n which, under our hypotheses about matrices Q f (θ), Q(θ, t), R(θ, t), is the unique continuously differentiable solution (see e.g. [1] ) of the Riccati matrix differential equation (RMDE) on [t 0 , t 1 ]:
satisfying the final time condition
Moreover, P (θ, t 1 , t) is a symmetric positive definite matrix for each t.
Following [18] we can express P in terms of a resolvent matrix depending directly on data. Thus consider for all (θ, t) ∈ Θ σ × [t 0 , t 1 ] the 2n × 2n matrix which defines the linear system (30, 31)
The proof of the following result can be found in [18] .
Proposition 4. Let Ψ(θ, ·, ·) be the resolvent (or state transition) matrix associated to the linear differential system defined by L(θ, t), i.e., for each s ∈ [t 0 , T ], Ψ(θ, ·, s) satisfies the Cauchy problem:
Let us divide the matrix Ψ(θ, t, s) into four n × n blocks
s) .
Then, for all t ∈ [t 0 , t 1 ], the matrix [Ψ 11 (θ, t, t 1 ) + Ψ 12 (θ, t, t 1 )Q f (θ)] is invertible and
Next, let us denote by ξ(θ, t 1 , u l , ·) ∈ H n 1 ([t 0 , t 1 ]) the unique solution of the following linear Cauchy problem
Lemma 2. For all t ∈ [t 0 , t 1 ] we have
Proof. Computing the derivative ∂ ∂t λ(θ, t 1 , u l , t)−P (θ, t 1 , t)x(θ, t 1 , u l , t)−ξ(θ, t 1 , u l , t) , and then, using (30) (31) (32) (33) , (RMDE), (35) , (37) and (38) , the result follows easily.
Denote by Ξ(θ, t 1 , ·, ·) the resolvent matrix associated to (37), i.e. for all (θ,
Based on this we are able to solve the boundary problem (30) (31) (32) (33) in terms of data.
, and for all t ∈ [t 0 , t 1 ] we have
Remark 4. The right hand side member in the formulas giving x(θ, t 1 , u l , t) and λ(θ, t 1 , u l , t) in Corollary 3 is defined for all (t 1 , t) ∈]t 0 , T [×[t 0 , T ] (and not only for (t 1 , t) ∈ T × [t 0 , t 1 ]), and for all θ belonging to an open convex set Ω with Θ σ ⊆ Ω. Indeed, the formulas in Corollary 3 have a meaning as long as R(θ, t) > 0.
When σ = pe, by (HLQP) pe it is obvious that we can take Ω = R p ++ . When σ = we, the continuous function
u f attains its minimum value, say α i , on the compact set [t 0 , T ] × S, where S is the unit sphere in R m f , i = 1, . . . , p. According to (HLQP) we we have α i > 0 for all i. Then, it is easy to see that we can take
We will extend the functions x(·, ·, ·, ·) and λ(·, ·, ·, ·) based on these formulas as continuous functions from Ω×]t 0 , T [×L Using the differentiability with respect to parameters of a differential equation and some straightforward computation we have the following.
We have the following formulas for all (θ, t, s)
By (36) and the previous Proposition we obtain immediately the following.
, and verifies the following formulas.
ı?' 1 2
Using an analog calculus we obtain
The computation of ∂Ψ ij ∂t 1 (θ, t, t 1 ) can be obtained using (44)
we have
The computation of the partial derivatives of A(θ, t 1 , t) can be obtained using (36), Proposition 6, and the obvious formulas
Proof. It is easy to see from Corollary 3 and (30-31) that the maps u l → x(θ, t 1 , u l , ·) and
, hence (52) and (53) hold. Then, by (34) we obtain that the map 
are a.e. differentiable on ]t 0 , T [, and for almost all
Moreover, for each t 1 ∈]t 0 , T [ such thatū l is continue (iii) at t 1 , these functions are differentiable in t 1 .
4. The functions u f (·, ·, ·, ·), x(·, ·, ·, ·) and their partial derivatives can be explicitly represented as functions of data (supposing we are able to compute the resolvent matrices Ψ and Ξ).
Proof. By Corollary 3, Remark 4 and Propositions 5-8, we obtain the points 1 and 4.
To prove the point 2 we will use the fact that, by Corollary 3, we can write
where α(θ, t 1 , t) = Ψ 11 (θ, t, t 0 ) + Ψ 12 P (θ, t 1 , t 0 ) x 0 and X(θ, t 1 , t, s) is described later in relations (61) 
We obtain easily that the function (θ, Since the embedding C(
. Also, using Lebesgue's dominated convergence theorem, we obtain easily that the function (θ,
X(θ, t 1 , t, s)u l (s)ds, and writing y(θ , t 1 , u l , t) − y(θ, t 1 , u l , t) = y(θ , t 1 , u l , t) − y(θ , t 1 , u l , t) + y(θ , t 1 , u l , t) − y(θ, t 1 , u l , t) ,
In the sense that there exists a functionũ l continue at t1 andū l (t) =ũ l (t) a.e. on [t0, T ]. Note that by Lusin's theorem, we can find measurable sets of arbitrarily small positive measure, and such functionsũ l which are continuous on the complement of those sets.
we obtain that
which finally prove the continuity of the function (θ,
. With similar arguments we can prove the continuity of the function (θ,
, and the point 3.
6 Optimality conditions for the upper level, i.e. for problems (OB) σ and (PB) σ
In this section we will restrain to the case considered in Subsection 5.2. Moreover we will suppose that U l is the closed ball
where R is a strictly positive real.
The optimistic bilevel problem
We begin with some preliminary results in order to obtain an existence result when U f is not assumed to be bounded so we cannot apply the results obtained in [17] . We could adapt the proof given in [17] but we will give direct proofs for the sake of completeness.
Lemma 3. Let X and Y be arbitrary sets and let J : X × Y → R ∪ {+∞} such that, for each x ∈ X, the set argmin J(x, ·) is nonempty. Then the problems
and min Conversely, let (x,ȳ) be a solution for problem (57). This means that, for all x ∈ X and y ∈ argmin J(x, ·), we have we have J(x,ȳ) ≤ J(x, y ) = min y∈Y J(x, y), hence for all (x, y) ∈ X × Y , we have J(x,ȳ) ≤ J(x, y). Therefore (x,ȳ) is a solution for problem (56).
Lemma 4. Let X = X × X where X is a compact metric space, X is a closed bounded convex set in a reflexive Banach space X , and let Y be a compact metric space. Let J :
X × Y → R ∪ {+∞} be a lower semicontinuous function on the topological product space X × (X , s) × Y , where s denotes the topology on X induced by the strong topology of X . Suppose that J(x , ·, y) is convex for each fixed (x , y) ∈ X × Y .
Then the hypotheses of Lemma 3 are fulfilled, and argmin J(·, ·, ·) = ∅.
Proof. 1. From Banach-Alaoglu-Kakutani theorem, X is compact for the weak topology of X denoted w. Thus X × Y = (X × X ) × Y is compact in the topological product space [X × (X , w)] × Y . Let us show that J is sequentially lower semicontinuous on [X × (X , w X )] × Y , where w X stands for the topology on X induced by the weak topology of X . Indeed, for any real α, let us denote
Since J is lower semicontinuous on
Since (x k ) converges weakly to x , by Mazur's lemma [32, page 6] , there is a sequence (x k ) converging to x in (X , s) such that, for any k,x k is a convex combination of x k 's. Then, by the convexity of X and of J(x k , ·, y k ), we havex k ∈ X and
Thus (x k ,x k , y k ) ∈ SL α and (x k ,x k , y k ) converges to (x , x , y) in X × (X , s) × Y , hence (x , x , y) ∈ SL α . Therefore SL α is sequentially closed in X × (X , w) × Y , hence J is sequentially lower semicontinuous on X × (X , w) × Y . Finally, by Weierstrass' theorem we obtain that argmin J(·, ·, ·) = ∅.
Let now x = (x , x ) ∈ X = X × X be fixed. Since Y is compact and J(x, ·) is lower semicontinuous on Y , we obtain from Weierstrass' theorem that argmin J(x, ·) = ∅.
Theorem 6. In addition to hypotheses (PA) we suppose that, for each t
is a convex function.
Moreover we suppose the following hypothesis
there is some α ∈ L ∞ ([t 0 , T ]) and some real constant β such that, for almost all t ∈ [t 0 , T ], and for all
Then problem (OB) we has at least one solution and it is equivalent to the problem
Proof. We will show that all the hypotheses of Lemma 4 are fulfilled (denoting X = T , X = U l , Y = Θ we , X = L m l 2 ([t 0 , T ]), x = t 1 , x = u l , y = θ, J(x , x , y) =Ĵ l (θ, t 1 , u l )), and then the conclusion follows from Lemma 3.
U l is (strongly) closed, bounded and convex in L m l 2 ([t 0 , T ]), T and Θ we are compact. For fixed (t 1 , θ) ∈ T × Θ we , the functionĴ l (θ, ·, t 1 ) is convex since, for any t ∈ [t 0 , T ], the function f l (t, ·, ·, ·) is convex, and u l → u f (θ, t 1 , u l , ·), u l → x(θ, t 1 , u l , ·) are affine functions by Proposition 8.
To finish the proof it is sufficient to show thatĴ l is lower semicontinuous on Θ we × T × U l , where U l is endowed with the topology induced by the strong topology of L m l k l , t), x(θ k ,t 1 , u k l , t))| ≤ M. Finally, let us show that both integrals in (60) have the same limit as k → +∞, which is t 1 t 0 f l (t,ū l (t), u f (θ,t 1 ,ū l , t), x(θ,t 1 ,ū l , t))dt. To do this it is sufficient to prove that these convergences hold for a subsequence. Since (u k l ) converges in L m l 2 ([t 0 , T ]), there exists a subsequence (u k l ) k , such that (u k l (t)) k converges toū l (t) a.e. on [t 0 , T ]. Then, we can apply Lebesgue's dominated convergence theorem to obtain the last claim.
Therefore, using the fact that for each t 1 ∈ T the functionĴ l (·, t 1 , ·) is lower semicontinuous, we obtain lim Let (θ,ū l ) ∈ Θ we × U l solve (OB) we . Then there are nonnegative real numbers µ, l 1 , . . . , l p and a real number ν such that ∇ u lĴ l (t 1 ,θ,ū l )(t) + µū l (t) = 0 a.e. on [t 0 , T ],
∂Ĵ l ∂θ i (t 1 ,θ,ū l ) − l i + ν = 0, i = 1, . . . , p,
and of course Let (t 1 ,θ,ū l ) ∈ T × Θ we × U l solve (OB) we . Suppose thatū l is continuous att 1 (see footnote (iii)). Then there are nonnegative real numbers µ, l 1 , . . . , l p , l p+1 , l p+2 and a real number ν such that ∇ u lĴ l (t 1 ,θ,ū l )(t) + µū l (t) = 0 a.e. on [t 0 , T ],
∂Ĵ l ∂t 1 (t 1 ,θ,ū l ) − l p+1 + l p+2 = 0,
l p+2 (t −t 1 ) = 0,
