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In this work we study the anti-periodic problem{
x′(t) ∈ −∂φx(t)− ∂Gx(t)+ f (t), a.e. t ∈ R,
x(t) = −x(t + T ), t ∈ R
in a separable Hilbert space where φ : D(φ) ⊆ H → (−∞,+∞] is an even lower semi-
continuous convex function, G : H → R is an even continuous differentiable function such
that ∂G is a demi-continuous mapping of class (S+) or pseudo-monotone and f : R → H
is a continuous mapping satisfying f (t + T ) = −f (t) for t ∈ R. Two existence results are
obtained.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The study of anti-periodic solutions for nonlinear evolution equations is closely related to the study of periodic solutions
and it was initiated by Okochi [1]. Since then the anti-periodic problems have been extensively studied by many authors;
see [2–22] and the references therein. In [23] Okochi showed that the equation{
x′(t) ∈ −∂φ(x(t))+ f (t), a.e. t ∈ R,
x(t) = −x(t + T ), t ∈ R (E 1.1)
has a solution where φ : D(φ) ⊆ H → H is an even lower semi-continuous convex function and f : R → H satisfies
f (t + T ) = −f (t) and f (·) ∈ L2(0, T ). The equation{
x′(t) ∈ −Ax(t)+ ∂Gx(t)+ f (t), a.e. t ∈ R,
x(t) = −x(t + T ), t ∈ R (E 1.2)
has been studied in [9,11], where A : D(A) ⊆ H → H is a densely defined self-adjoint mapping with D(A) compactly
embedded into H , and{
x′(t) ∈ −∂φ(x(t))+ ∂Gx(t)+ f (t), a.e. t ∈ R,
x(t) = −x(t + T ), t ∈ R (E 1.3)
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has been studied in [12] where φ : D(φ) ⊆ H → H is an even lower semi-continuous convex function with a compact
assumption on the α-level set of φ. In [10] the authors studied the anti-periodic problem{
x′(t) ∈ −∂Gx(t)+ f (t), a.e. t ∈ R,
x(t) = −x(t + T ), t ∈ R (E 1.4)
where ∂G is a mapping of class (S+). We finally mention that the anti-periodic problem of a gradient type equation was
studied by Haraux in [16]. The purpose of the present work is to study the anti-periodic problem{
x′(t) ∈ −∂φ(x(t))+ ∂Gx(t)+ f (t), a.e. t ∈ R,
x(t) = −x(t + T ), t ∈ R (E 1.5)
where φ is the same as in (E 1.1) and ∂G is a demi-continuous mapping of class (S+). We prove an existence result for (E 1.3)
without a compact condition and we also derive an existence result for when ∂G is a demi-continuous pseudo-monotone
mapping.
2. Existence results
In this section, we prove an existence result for (E 1.5). For completeness, we first recall some definitions.
Definition 2.1. An operator T : D(T ) ⊆ E → 2E∗ is said to be monotone if (f − g, x− y) ≥ 0 for all x, y ∈ D(T ), f ∈ Tx, g ∈
Ty. Now T is said to be maximal monotone if T is monotone and doesn’t have a proper monotone extension.
Definition 2.2. Let T : D(T ) ⊆ E → E∗ be a mapping. If (xj) ⊂ D(T ), xj ⇀ x0 ∈ D(T ) and lim supj→∞(Txj, xj − x0) ≤ 0
implies that (Tx0, x0 − v) ≤ lim infj→∞(Txj, xj − v) for all v ∈ D(T ), then T is said to be a pseudo-monotone mapping.
Definition 2.3. Let T : D(T ) ⊆ E → E∗ be a mapping. If (xn) ⊂ D(T ) and xn converges weakly to x0 in E such that
lim sup
n→∞
〈Txn, xn − x0〉 ≤ 0,
and then xn → x0 ∈ D(T ), then T is said to be a mapping of class (S+).
Definition 2.4. Let T : D(T ) ⊆ E → E∗ be a mapping. If xn → x0 implies that Txn ⇀ Tx0, then we say that T is demi-
continuous.
The following result is an easy consequence of Definitions 2.1–2.4.
Proposition 2.5. Let T : E → E∗ be a continuous monotone mapping, S : E → E∗ a demi-continuous mapping of class
(S+), P : E → E∗ a demi-continuous pseudo-monotone mapping; then T + S and S + P are demi-continuous mappings of class
(S+).
In the following, L2([0, T ];H) =
{
f : [0, T ] → H; ∫ T0 ‖f (s)‖2ds < +∞}, the norm in L2([0, T ];H) is denoted by
‖f (·)‖L2 =
(∫ T
0 ‖f (s)‖2ds
) 1
2
, Ca = {u : R → H is continuous and u(t + T ) = −u(t)}, and the norm in Ca is defined by
‖u(·)‖a = maxt∈[0,T ] ‖u(t)‖.
Theorem 2.6. Let H be a real separable Hilbert space and let φ : D(φ) ⊆ H → (−∞,+∞] be an even proper lower semi-
continuous convex function, G : H → R a continuously differentiable even function such that ∂G is a demi-continuous bounded
mapping of class (S+) and f : R→ H continuous satisfying f (t + T ) = −f (t) for t ∈ R. Then the anti-periodic problem{
u′(t) ∈ −∂φu(t)− ∂G(u(t))+ f (t), a.e. t ∈ R,
u(t) = −u(t + T ), t ∈ R (E 2.1)
has a weak solution u(·).
Proof. For each λ > 0, we consider the anti-periodic problem{
u′(t) = −∂φλu(t)− ∂Gu(t)+ f (t), a.e. t ∈ R,
u(t) = −u(t + T ), (E 2.2)
where ∂φλ is the Yosida approximation of ∂φ. Since ∂φλ is Lipschitz and monotone, by Proposition 2.5, ∂φλ+ ∂G is a demi-
continuous boundedmapping of class (S+). Now Theorem 2.4 in [10] guarantees that (E 2.2) has a weak solution uλ(t). Since
∂φλu(t)+ ∂Gu(t) and f (t) are continuous one can easily check that uλ(t) is a strong solution.
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Take the inner product with u′λ(t) and integrate over [0, T ]; we note that∫ T
0
(∂φλuλ(t), u′λ(t))dt = 0,
∫ T
0
(∂Guλ(t), u′λ(t))dt = 0,
and we obtain∫ T
0
‖u′λ(t)‖2dt ≤
∫ T
0
|f (t)|2dt.
Therefore, {u′λn(·)}∞n=1 has a subsequence which converges weakly in L2([0, T ],H), where λn → 0+ as n→∞. For simplic-
ity, we may assume that u′λn(·) ⇀ v(·). Since maxt∈[0,T ] ‖uλn(t)‖ ≤
√
T
2 ‖u′λn(·)‖L2 , we may assume that uλn(0) ⇀ v0 ∈ H ,
and thus uλn(t) = uλn(0)+
∫ t
0 u
′
λn
(s)ds⇀ v0 +
∫ t
0 v(s)ds = v0(t) for t ∈ [0, T ].
Since ∂G is bounded, we obtain that ∂Guλn(·) and ∂φλnuλn(·) are bounded in L2([0, T ],H); therefore wemay assume that
∂φλnuλn(·) ⇀ a(·), ∂Guλn(·) ⇀ g(·) in L2([0, T ],H).
Take the inner product on both sides of (E 2.2) with uλn(t)− v0(t) and integrate over [0, T ]; we get∫ T
0
(u′λn(t), uλn(t)− v0(t))dt =
∫ T
0
(−∂φλnu(t)− ∂Guλn(t)+ f (t), uλn(t)− v0(t))dt.
On letting n→∞, noting that ∫ T0 (u′λn(t), uλn(t)− v0(t))dt → 0, ∫ T0 (f (t), uλn(t)− v0(t))dt → 0, we get
lim sup
n→∞
∫ T
0
(∂φλnuλn(t), uλn(t)− v0(t))dt = − lim infn→∞
∫ T
0
(∂Guλn(t), uλn(t)− v0(t))dt.
Note that ∂G is a mapping of class (S+), so we have (see for example [10, p. 360])
lim inf
n→∞ (∂Guλn(t), uλn(t)− v0(t)) ≥ 0, t ∈ [0, T ]. (2.1)
Thus it follows that
lim sup
n→∞
∫ T
0
(∂φλnuλn(t), uλn(t)− v0(t))dt ≤ 0,
so we have lim supn→∞
∫ T
0 (∂φλnuλn(t), uλn(t))dt ≤
∫ T
0 (a(t), v0(t))dt .
Note the map defined by ψh(t) = {w(t) ∈ L2([0, T ],H), w(t) ∈ ∂φh(t), a.e. t ∈ [0, T ]}, h(t) ∈ D(∂φ), a.e. t ∈ [0, T ]
is a maximal monotone mapping in L2([0, T ],H), and we have ∫ T0 (∂φλnuλn(t) − w(t), Rλnuλn(t) − u(t))dt ≥ 0,∀u(·) ∈
D(ψ),w(·) ∈ ψu(·), where Rλnuλn(t) = uλn(t)− λn∂φλnu(t). Let n→∞; we get∫ T
0
(a(t), v0(t))dt ≥
∫ T
0
(a(t), u(t))dt +
∫ T
0
(w(t), v0(t)− u(t))dt.
Therefore∫ T
0
(a(t)− w(t), v0(t)− u(t))dt ≥ 0.
Consequently, we have v0(t) ∈ D(∂φ), a(t) ∈ ∂φv0(t), a.e. t ∈ [0, T ]. Thus
lim inf
n→∞
∫ T
0
(∂φλnuλn(t), uλn(t)− v0(t))dt ≥ 0
and
lim sup
n→∞
∫ T
0
(∂Guλn(t), uλn(t)− v0(t))dt ≤ 0. (2.2)
From (2.1) (and Fatou’s lemma) and (2.2) we get limn→∞
∫ T
0 (∂Guλn(t), uλn(t)− v0(t))dt = 0. Hence (∂Guλn(t), uλn(t)−
v0(t)) → 0 in measure, so it has a subsequence (∂Guλnk (t), uλnk (t) − v0(t)) → 0 for almost all t ∈ [0, T ]. Since ∂G is
a demi-continuous mapping of class (S+), we have uλnk (t) → v0(t), and g(t) = ∂Gv0(t), a.e. t ∈ [0, T ]. Thus we have
v(t) ∈ −∂φv0(t) − ∂Gv0(t) + f (t), a.e. t ∈ [0, T ], and v′0(t) = v(t) in the sense of weak derivative. Therefore v0(t) is a
weak solution of (E 2.1). 
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Theorem 2.7. Let H be a real separable Hilbert space and let φ : D(φ) ⊆ H → (−∞,+∞] be an even proper lower semi-
continuous convex function, G : H → R a continuously differentiable even function such that ∂G is a demi-continuous bounded
pseudo-monotone mapping and f : R→ H continuous, satisfying f (t + T ) = −f (t). Then the anti-periodic problem{
u′(t) ∈ −∂φu(t)− ∂G(u(t))+ f (t), a.e. t ∈ R,
u(t) = −u(t + T ), t ∈ R (E 2.3)
has a weak solution u(·).
Proof. We consider the problem ( > 0){
u′(t) = −∂φu(t)− ∂G(u(t))− u(t)+ f (t), a.e. t ∈ R,
u(t) = −u(t + T ), t ∈ R. (E 2.4)
By Proposition 2.5, ∂φ+∂
[
Gu+ 2‖u‖2
] = ∂φ+∂Gu+u is a demi-continuous boundedmapping of class (S+). Theorem
2.4 in [10] guarantees that (E 2.4) has aweak solution u(·). The same reasoning as in Theorem 2.6 guarantees that {u′(·)}>0
is bounded in L2([0, T ],H), so u(·) is bounded in Ca; thus ∂Gu(·) is bounded in Ca, and {∂φu(·)} is bounded in L2([0, T ],H).
We may assume that u′(·) ⇀ v(·), ∂φ(·) ⇀ f0(·), and ∂Gu(·) ⇀ g(·) in L2([0, T ],H), and u(0) ⇀ u0 in H as  → 0+, so
u(t) = u(0)+
∫ T
0 u
′
(s)ds⇀ u(t) = u0 +
∫ t
0 v(s)ds as  → 0+.
Take the inner product on both sides of (E 2.4) with u(t)− u(t) and integrate over [0, T ]; we get∫ T
0
u′(t), u(t)− u(t) =
∫ T
0
(−∂φ(t)− ∂Gu(t)− u(t)+ f (t), u(t)− u(t))dt.
Since ∂G is pseudo-monotone, we have
lim inf
→0+
∫ T
0
(∂Gu(t), u(t)− u(t))dt ≥ 0, (2.3)
and lim→0+
∫ T
0 (u
′
(t), u(t)− u(t))dt = 0, so we have
lim sup
→0+
∫ T
0
(∂φ(t), u(t)− u(t))dt ≤ 0.
Thus
lim sup
→0+
∫ T
0
∂φ(t), u(t)dt ≤
∫ T
0
(f0(s), u(s))ds.
Again, the map ψh(t) = {w(t) ∈ L2([0, T ],H), w(t) ∈ ∂φh(t), a.e. t ∈ [0, T ]}, h(t) ∈ D(∂φ), a.e. t ∈ [0, T ] is a maximal
monotone mapping in L2([0, T ],H), and we have ∫ T0 (∂φu(t)−w(t), Ru(t)− h(t))dt ≥ 0,∀h(·) ∈ D(ψ),w(·) ∈ ψh(·),
where Ru(t) = u(t)− ∂φu(t). Let  → 0+; we get∫ T
0
(f0(t), u(t))dt ≥
∫ T
0
(f0(t), h(t))dt +
∫ T
0
w(t), u(t)− h(t)dt.
Therefore∫ T
0
(f0(t)− w(t), u(t)− h(t))dt ≥ 0.
Consequently we have u(t) ∈ D(∂φ) a.e. t ∈ R and f0(t) ∈ ∂φu(t) a.e. t ∈ R, and this implies that
lim inf
→0+
∫ T
0
(∂φ(t), u(t)− u(t))dt ≥ 0.
Therefore
lim sup
→0+
∫ T
0
(∂Gu(t), u(t)− u(t))dt ≤ 0. (2.4)
From (2.3) and (2.4), we obtain
lim
→0+
∫ T
0
(∂Gu(t), u(t)− u(t))dt = 0.
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Now using the pseudo-monotonicity of ∂Gwe get
(∂Gu(t), u(t)− v) ≤ lim inf
→0+
(∂Gu(t), u(t)− v), ∀v ∈ H, t ∈ [0, T ]. (2.5)
Put v = u(t)− ∂Gu(t)+ g(t) in (2.5) and integrate over [0, T ] to get∫ T
0
(∂Gu(t), ∂Gu(t)− g(t))dt ≤
∫ T
0
lim inf
→0+
(∂Gu(t), u(t)− u(t)+ ∂Gu(t)− g(t))dt,
and therefore∫ T
0
(∂Gu(t), ∂Gu(t)− g(t))dt ≤
∫ T
0
(g(t), u(t))dt +
∫ T
0
(g(t),−u(t)+ ∂Gu(t)− g(t))dt.
This gives∫ T
0
(∂Gu(t)− g(t), ∂Gu(t)− g(t))dt ≤ 0.
Thus ∂Gu(t) = g(t) a.e. t ∈ T , so v(t) ∈ −∂φu(t)− ∂Gu(t)+ f (t) a.e. t ∈ [0, T ], and u′(t) = v(t) in the sense of the weak
derivative. 
3. An example
Example 3.1. Let b : R→ R be an even function satisfying the following conditions:
(1) b′(x) : R→ R is continuous, and |b′(x)| ≤ L|x| + α for x ∈ R, where L > 0, α > 0 are constants;
(2) (b′(x)− b′(y))(x− y) ≥ β|x− y|2 for x, y ∈ R, where β > 0 is a constant.
Let K ⊂ H10 (0, 1) be a closed convex subset such that 0 ∈ K , and−K = K . Let IK (u) = 0 if u ∈ K , and IK (u) = +∞ if u 6∈ K ;
then IK is a proper lower semi-continuous convex function. Consider the problemut(t, x) ∈ −∂ IK (u(t, x))− b
′(u(t, x))u′′(t, x)+ (1+ x2) sin3 t, a.e. t ∈ R, x ∈ (0, 1),
u(t + pi, x) = −u(t, x), t ∈ R, x ∈ (0, 1),
u(t, 0) = u(t, 1) = 0, t ∈ R.
(E 3.1)
We say that (E 3.1) has a generalized solution if there exist u(t, ·) ∈ H10 (0, 1) for t ∈ R satisfying u(t + pi, x) =−u(t, x), u(t, x) ∈ D(∂ IK ), a.e. t ∈ R, and h(t, x) ∈ ∂ Ik(u(t, x)) such that∫ 1
0
ut(t, x)v(x)dx = −
∫ 1
0
〈h(t, x), v〉dx−
∫ 1
0
b′(u′(x))v′(x)dx+
∫ 1
0
v(x)(1+ x2) sin3 tdx,
for all v(·) ∈ H10 (0, 1). Put
Gu = 1
2
∫ 1
0
[b′(u′(x))]2dx
for u(·) ∈ H10 , and f (t, x) = (1+ x2) sin3 t, (t, x) ∈ R× (0, 1). As in [10],
(∂Gu, v) =
∫ 1
0
b′(u′(x))v′(x)dx, ∀v(·) ∈ H10 (0, 1),
and ∂G is continuous and bounded and a mapping of class (S+).
Now (E 3.1) is equivalent to{
u′(t) ∈ −∂ IKu(t)− ∂Gu+ f (t, ·), a.e. t ∈ R,
u(t + pi) = −u(t), t ∈ R. (E 3.2)
Theorem 2.6 guarantees that (E 3.2) has a solution and so (E 3.1) has a solution.
Finally we remark that the evolutional inequality problem
∫ 1
0
[ut(t, x)− (1+ x2) sin3 t](u(t, x)− v(x))dx+
∫ 1
0
b′(ux(t, x))ux(ux(t, x)− vx)dx ≥ 0,
v ∈ H10 (0, 1), u(t, x) ∈ K , a.e. t ∈ R,
u(t + pi, x) = −u(t, x), t ∈ R, x ∈ (0, 1),
u(t, 0) = u(t, 1) = 0, t ∈ R
is equivalent to (E 3.1), so it has a solution.
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