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Blaylock: Virtual Sonography

VIRTUAL SONOGRAPHY
ABSTRACT
A system and method are disclosed to ingest sonography data at a high frame rate, to
generate a high quality 3D model. The system could comprise standard sonography
equipment, coupled to a computer with graphics display and machine learning software. The
method works by a user generating 2D ultrasonic images of an object, which are sent to the
computer. The machine-learning system then uses the sonography data to create 3D models
from collections of 2D video, and creates a platonic 3D model of the subject. While the user
is scanning the object, the system then presents gaps in the 3D model which the user fills by
scanning the corresponding locations in greater detail, to complete generation of the high
quality 3D model. This model can then be used with a computer, cell phone, or tablet to allow
a doctor or curious bystander to rotate, view from varying angles.
BACKGROUND
The current state of the art in diagnostic sonography produces 3D models of surfaces
only, and those models are interpolated imperfectly from a limited number of low-resolution
samples. At the same time, the sonogram can be tuned to show specifics, e.g., the beating
heart of a fetus in real time. It takes a lot of training and practice to learn to interpret
sonogram images quickly and accurately. However, currently there is no way to process the
data to create a 3D model for later viewing, or to produce high quality images that are easy to
interpret.
DESCRIPTION
This disclosure presents a system and method to ingest sonography data at a high
frame rate, continuously and real-time, into a machine-learning system primed to recognize
anatomical features of humans or other animals. The system could comprise standard
sonography equipment, coupled to a computer with graphics display and machine learning
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software. The method is illustrated schematically in FIG. 1. As shown in FIG. 1, in step 1 a
user generates 2D ultrasonic images of an object, which are sent to the computer (step 2). The
machine-learning system then uses the sonography data in a manner analogous to existing
systems which create three dimensional models from collections of 2D video (step 3), and
creates a platonic three dimensional model of the subject. While the user is scanning the
object, the system presents gaps in the 3D model (step 4) which the user fills by scanning the
corresponding locations in greater detail (step 5). This high quality 3D model is then used
with a computer, cell phone, or tablet to allow a doctor or curious bystander to rotate, view,
or take bisections from varying angles (step 6).

FIG. 1: Method of generating high quality 3D models from sonography images
As a motivating example, consider a fetal anatomy survey. Over the course of a
doctor's office visit, a sonographer moves the wand over the woman's body, looking at the
cross-section of the head, the torso, the abdomen and the upper thigh area of the fetus. The
sonographer moves the wand to take the angles and power levels which add missing regions
of the model or add details to the regions of the model which appear too coarse for diagnostic
purposes. The high quality 3D model is generated in real-time, interpolating over every frame
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taken so far. The machine learning model could use a standard reference set of exploded
cross sections that are shown in a side-bar so that the sonographer can monitor the data
collection for exterior and interior surfaces at once. As the data becomes available, the doctor
can use the exploded cross-sections for quick determination, or if something looks unusual,
can interact directly with the high quality 3D model.
As an extension of the concept, VR could be deployed as an interaction modality. In
their interaction with the model, the doctor can not only rotate the 3D model, but also crosssection at any point, or from any angle. If the doctor wants a particular cross section, they can
specify it on a "platonic" 3D model, and it will be shown to the sonographer as one of the
reference cross-sections which needs to be gathered. When the appointment is over, the
caregivers can take home a much more detailed 3D model of their fetus that much more
accurately reflects what their fetus would look like if they were to use a laparoscopic camera.
They could even interact with it in virtual reality if they wanted to.
The major advantage of the system and method are rendering sonography data into
more comprehensible images that would make diagnosis faster and more accurate.
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