Abstract. We consider a delay differential equation (DDE) model for El-Niño Southern Oscillation (ENSO) variability.
and Battisti and Hirst (1989) also studied a nonlinear version of (1), in which a cubic nonlinearity is added to the rhs of the equation:
where 0 < α < 1 and τ > 0. This system has three steady states, obtained by finding the roots of the rhs:
The so-called inner solution T 0 is always unstable, while the outer solutions T 1,2 may be stable or unstable depending on the parameters (α, τ ). If an outer steady state is unstable, the system exhibits bounded oscillatory dynamics; in (Suarez and Schopf, 1988) it was shown numerically that a typical period of such oscillatory solutions is about two times the delay τ .
The delay equation idea was very successful in explain-
ing the periodic nature of ENSO events. Indeed, the delayed negative feedback does not let a solution fade away or blow up, as in the ordinary differential equation (ODE) case with τ = 0, and thus creates an internal oscillator with period depending on the delay and particular form of the equation's rhs. DDE modeling has also emphasized the importance of nonlinear interactions in shaping the complex dynamics of the ENSO cycle. At the same time, many important details of ENSO variability still had to be explained.
First, a delayed oscillator similar to (1) or (2) typically has periodic solutions with well-defined periods. However, the occurrence of ENSO events is irregular and can only be approximated very coarsely by a periodic function. Second, El-Niño events always peak during the Northern Hemisphere (boreal) winter, hence their name; such phase locking cannot be explained by a purely internal delayed oscillator. Third, the value of the period produced by the delay equations deviates significantly from actual ENSO interevent times of 2-7 years. The delay τ , which is the sum of the basin-transit times of the westward Rossby and eastward Kelvin waves, can be roughly estimated to lie in the range of 6-8 months.
Accordingly, model (2) suggests a period of 1.5-2 years, at most, for the repeating warm events; this is about half the dominant ENSO recurrence time. Tziperman et al. (1994) have demonstrated that these discrepancies can be removed -still within the DDE framework -by considering nonlinear interactions between the internal oscillator and the external periodic forcing by the seasonal cycle. These authors also introduced a more realistic type of nonlinear coupling between atmosphere and ocean to reflect the fact that the delayed negative feedback saturates as the absolute value of the key dependent variable T increases; note that in (1) the feedback is linearly proportional to the delayed state variable T (t − τ ). Munnich et al. (1991) studied an iterated-map model of ENSO and made a detailed comparison between cubic and sigmoid nonlinearities. As a result, the sigmoid type of nonlinearity was chosen in (Tziperman et al., 1994) , resulting in the periodically forced, nonlinear DDE dT /dt = −α tanh [κ T (t − τ 1 )]
+ β tanh [κ T (t − τ 2 )] + γ cos(2 π t).
Model (3) was shown to have solutions that possess an integer period, are quasiperiodic, or exhibit chaotic behavior, depending on the parameter values. The increase of solution complexity -from period one, to integer but higher period, and on -to quasiperiodicity and chaos -is caused by the increase of the atmosphere-ocean coupling parameter κ. The study (Tziperman et al., 1994) also demonstrated that this forced DDE system exhibits period locking, when the external, "explicit" oscillator wins the competition with the internal, delayed one, causing the system to stick to an integer period; see also the more detailed analysis of phase locking in the intermediate coupled model (ICM) of Jin et al. (1994; 1996) .
To summarize our motivation for the choice of a "toy model," work during the past 30 years has shown that ENSO dynamics is governed, by and large, by the interplay of several nonlinear mechanisms that can be studied in simple forced DDE models. Such models provide a convenient paradigm for explaining interannual ENSO variability and shed new light on its dynamical properties. So far, though, DDE model studies of ENSO have been limited to linear stability analysis of steady-state solutions, which are not typical in forced systems, case studies of particular trajectories, or one-dimensional scenarios of transition to chaos, varying a single parameter while the others are kept fixed. A major obstacle for the complete bifurcation and sensitivity analysis of such DDE models lies in the complex nature of DDEs, whose numerical and analytical treatment is much harder than that of their ODE counterparts.
In this work we take several steps toward a comprehensive analysis of DDE models relevant for ENSO phenomenology. In doing so, we also wish to illustrate the complexity of phase-parameter space structure for even such a simple model of climate dynamics.
In Section 2, we formulate our DDE model, provide basic theoretical results for this type of DDEs, present the numerical integration method used, and describe several solution types and their possible physical interpretation. In Section 3, we proceed to explore fully solution behavior over a broad range of the model's three most physically relevant parameters. We reproduce several dynamical solution features and bifurcation scenarios previously reported in the literature for both simpler (Saunders and Ghil, 2001) and more detailed (Jin et al., , 1996 Tziperman et al., 1994 Tziperman et al., , 1995 Ghil and Robertson, 2000; Neelin et al., 1994 Neelin et al., , 1998 Dijkstra, 2005) 
Model and numerical integration method

Model formulation and parameters
We consider a nonlinear DDE with additive, periodic forcing,
here t ≥ 0 and the parameters a, κ, τ, b, and ω are all real and positive. Equation (4) is a simplified one-delay version of the two-delay model considered by Tziperman et al. (1994) ; it mimics two mechanisms essential for ENSO variability: delayed negative feedback via the function tanh(κ z) and periodic external forcing. As we shall see, these two mechanisms suffice to generate very rich behavior that includes several important features of more detailed models and of observational data sets. Including the positive Bjerkness feedback (Philander, 1990; Bjerknes, 1969; Neelin et al., 1994 Neelin et al., , 1998 is left for future work.
The function h(t) in (4) represents the thermocline depth deviations from the annual mean in the Eastern Pacific; accordingly, it can also be roughly interpreted as the regional SST, since a deeper thermocline corresponds to less upwelling of cold waters, and hence higher SST, The model (4) is fully determined by its five parameters:
feedback delay τ , atmosphere-ocean coupling strength κ, feedback amplitude a, forcing frequency ω, and forcing amplitude b. By an appropriate rescaling of time t and dependent variable h, we let ω = 1 and a = 1. The other three parameters may vary, reflecting different physical conditions of ENSO evolution. We consider here the following ranges of these parameters:
To completely specify the DDE model (4) we need to prescribe some initial "history," i.e. the behavior of h(t) on the interval [−τ, 0) (Hale, 1977) . In most of the numerical experiments below we assume h(t) ≡ 1, −τ ≤ t < 0, i.e.
we start with a warm year. Numerical experiments with alternative specifications of the initial history suggest that this choice does not affect our qualitative conclusions.
Basic theoretical results
To develop some intuition about the dynamics of Eq. (4), we consider two limiting cases. In the absence of the feedback, a = 0, the model becomes a simple ODE and hence has only a sinusoidal solution with period 1. One expects to observe the same behavior for b/a ≫ 1. In the absence of forcing, b = 0, we obtain a well-studied DDĖ
The character of the solutions of this equation depends strongly on the delay τ . For small delays, one expects to see behavior reminiscent of the corresponding ODE with zero delay; the general validity of such "small-delay expectations" is analyzed in detail in (Bodnar, 2004) . For larger delays the nonlinear feedback might produce more complex dynamics. These heuristic intuitions happen to be true:
Eq. (5) has an asymptotic solution that is identically zero for τ ≤ τ 0 , and admits periodic solutions with period 4τ for τ > τ 0 , where the critical delay is τ 0 = π/(2 κ) (Cao, 1996; Nussbaum, 1979; Chow and Walter, 1988) . In addition, it is known that the null solution is the only stable solution for τ ≤ τ 0 . At τ = τ 0 the system undergoes a Hopf bifurcation, and the trivial steady state transfers its stability to a periodic solution. Among other solutions, an important role is played by the so-called slow oscillating solutions, whose zeros are separated by a distance of at least the delay τ . In particular, Chow and Walther (1988) showed that periodic solutions with period 4 τ and the symmetry condition −h(t) = h(t − 2 τ ) are exponentially asymptotically stable; that is, any other solution will approach one of these solutions at an exponential rate. Moreover, for τ > τ 0 , these solutions may be the only stable ones (Chow and Walter, 1988 (Diaz and Markgraf, 1992; Philander, 1990; Jiang et al., 1995; Ghil et al., 2002) .
Below we summarize basic theoretical results about Eq. (4). Following the traditional framework (Hale, 1977; Nussbaum, 1998) , we consider the Banach
where | · | denotes the absolute value in R. For convenience,
we reformulate the DDE initial-value problem (IVP) in its rescaled form:
Proposition 1 (Existence, uniqueness, continuous dependence) For any fixed positive triplet (τ, κ, b) , the IVP (6)- (7) has a unique solution h(t) on [0, ∞). This solution depends continuously on the initial data φ(t), delay τ and the rhs of
for any finite T .
Proof. See Appendix B.
From Proposition 1 it follows, in particular, that the system (6)- (7) Our numerical experiments suggest, furthermore, that all stable solutions of (6)- (7) are bounded and have an infinite number of zeros.
Numerical integration
The results in this study are based on numerical integration of the DDE (6)- (7). We emphasize that there are important differences between numerical integration of DDEs and ODEs.
The first important difference is in the requisite initial data.
The solution of a system of ODEs is determined by its value at the initial point t = t 0 . When integrating a DDE, terms like h(t − τ ) may represent values of the solution at points prior to the initial point. Because of this, the given initial data must include not only h(t 0 ), but also a "history" of the values h(t) for all t prior to t 0 in the interval that extends as far back at the largest delay.
Another important issue in solving DDEs arises when a delayed value of the argument falls within the current integration step. In order to avoid limiting the step size to be smaller than the smallest delay, or, alternatively, to avoid extrapolating the previous solution, an iterative procedure must be used to obtain successive approximations of the delayed solution that will yield a satisfactory local error estimate. The implementation of this iterative procedure affects profoundly the performance of a DDE solver.
These and other specific features of DDE numerical integration require development of special software and often the problem-specific modification of such software. We used here the Fortran 90/95 DDE solver dde solver of Shampine and Thompson (2006) , available at http://www.radford.edu/ ∼ thompson/ffddes/. This solver implements a (5,6) pair of continuously embedded, explicit
Runge-Kutta-Sarafyan methods (Corwin et al., 1997) . Technical details of dde solver, as well as a brief overview of other available DDE solvers are given in Appendix C.
The numerical simulations in this paper require very long integration intervals, leading to prohibitive storage requirements. This difficulty led us to incorporate several new options in dde solver; they are also described in Appendix C.
Examples of model dynamics
In this subsection we illustrate typical solutions of the problem (6)- (7) and comment on physically relevant aspects of tions (Madden and Julian, 1971 , 1972 , 1994 or westerlywind bursts (Gebbie et al., 2007; Harrison and Giese, 1988; Verbickas, 1998; Delcroix et al., 1993) . 
Critical transitions
Numerical characterization of solution behavior
In this section we focus on the onset of instabilities in the model (6)-(7). Taking a "metric" approach to the problem, we study the change in several statistics of a trajectory as the model parameters change. This approach is complementary to the "topological" one, which forms the basis for the stability analysis of dynamical systems (Andronov and Pontryagin, 1937; Katok and Hasselblatt, 1995 Technically, we proceed in the following way. For each fixed triplet of parameters (b, κ, τ ) we find a numerical ap- We report results for the following trajectory statistics:
where N is the maximal integer less than (T max − T min )/δ; and mean of positive values
where 1 A is the characteristic function of the set A, identically equal to one for all points in A and zero outside of A.
Furthermore, we have computed, but do not show here, the trajectory variance, the mean of negative values, and upper 90% and 95% quantiles; the results are very similar for all the statistics we have examined.
We also computed an approximation to the period of a solution. Specifically, for any positive integer ∆ we define the ∆-discrepancy
Ifĥ i ≡ h(t i ), for a periodic solution h with period P = δ ∆,
we have R ∆ = 0. In numerical experiments, we can only guarantee that the ∆-discrepancy of a periodic solution is small enough: R ∆ < r ǫ = 4 ǫ 2 /V ar(ĥ), where ǫ is the absolute numerical precision. We call near-period the minimal number P = δ ∆ such that
for some prescribed 0 < η ≪ 1. The first condition ensures that the ∆-discrepancy R ∆ is small enough, while the second one guarantees that R ∆ is a local minimum as a function of ∆. The following proposition follows readily from the definition of P.
Proposition 2 (Convergence theorem). The near-period P
converges to the actual period T of a continuous periodic function h(t) when the numerical step δ and nominal accuracy ǫ decrease: lim δ→0, ǫ→0 P = T.
The continuity requirement in the hypothesis is too restrictive for this statement, but it suffices for our purpose, since solutions of model (6), for a given triplet (b, τ, κ), are smooth. The rate of convergence in Proposition 2 depends strongly on the period structure of h(t). The rate is high for functions with "simple" periods, e.g. with a single local maximum within the period T , and may be arbitrarily low in the general case; e.g. for h = h 1 + γ h 2 , where h 1 has period T /2, h 2 period T , and γ is small enough, the convergence is quite slow.
To summarize, the near-period P approximates the actual period T for periodic functions. The functional P can also be defined for certain functions that are not periodic. For instance, this may be the case for a quasiperiodic function h(t) = p 1 (t)+p 2 (t), where each p i (t) is periodic and the two periods, T 1 and T 2 , are rationally independent. It is also the case for a near-periodic function h(t) = p 0 (t)+ p 1 (t), where p 0 (t) is periodic, and p 1 (t) has sufficiently small amplitude.
As we shall see, the period approximation P is quite helpful in understanding the structure of our model's solution set.
Small forcing amplitude and frequency locking
We mentioned in Sect. 2.2 that, without external forcing (b = 0), the nontrivial stable solutions of the model (6)- (7) are periodic with period 4 τ . When the external forcing is small, b ≪ 1, the dynamical system tries to retain this property. Figure 3 shows the near-period P as a function of the delay τ for fixed b = 0.03 and κ = 100. Here r η = R 1 , that is we compare the ∆-discrepancy R ∆ with the one-step discrepancy R 1 ; the latter measures the degree of continuity of our discrete-time approximation to h(t). Straight dashed lines in the figure correspond to P = 4 τ k for positive integer k. One can see that the solution's near-period is always a (Jin et al., , 1996 Tziperman et al., 1994 Tziperman et al., , 1995 Ghil and Robertson, 2000) and GCMs (Ghil and Robertson, 2000) , as well as in certain observations (Ghil and Robertson, 2000; Yanai and Li, 1994) . 
Unstable behavior
In this subsection we illustrate the model's parametric instabilities using the four trajectory statistics introduced in Sect. 3.1: maximum M , mean E, mean of positive values The maximum map M (b, τ ) (Fig. 6a) The mean map E(b, τ ) (Fig. 6b) . To emphasize the parametric instabilities, we show here log 10 |E|. Deviations of E from 0 reflect the trajectory's asymmetry; hence the larger values of this map indicate asymmetric solutions. In this experiment, we use a numerical precision of 10 −4 , so that values of log 10 |E| < −4 effectively correspond to symmetric trajectories, E = 0. One can see that the symmetry, characteristic for trajectories from the smooth region (bottom right part), breaks across the neutral curve. In the unstable region, the magnitude of the asymmetry is very intermittent; it ranges over three orders of magnitude, taking its maximal value in the region that corresponds to the jump in the trajectory maximum, cf. panel (a). hibits a discontinuity across this neighborhood. In fact, one arrives at the same conclusion by comparing the maximum map to the mean map, cf. panels (a) and (b), respectively. The near-period map P(b, τ ) (Fig. 6d) . The near-period is varying over the interval [0, 27] in this map. As we have noticed, not all of these values correspond to trajectories that are actually periodic, rather than just nearly so (see Sect. 3.1)
The mean of positive values
. The large constant regions, though, do reflect the actual periods; as a rule, they correspond to small values of P. Examples include: P = 1, within the smooth part of the map (bottom right); P = 2 within the middle horizontal tongue; P = 3 within the top right part; and P = 5 in a small tongue that touches the left margin of the plot at (b = 1, τ = 0.44). 
Discussion
We have considered a toy model for ENSO variability that is governed by a delay differential equation (DDE) with a single, fixed delay and periodic forcing. Thus, we follow a line of research pioneered by Suarez and Schopf (1988) , Battisti and Hirst (1989), and Tziperman et al. (1994) , who have shown that DDE models can effectively capture complex phenomena found in much more detailed ENSO mod- els, as well as in observational data sets. DDE models are very simple and, at the same time, exhibit rich and complex behavior. Stability and bifurcation analysis for such models can be carried out analytically only to some extent, but numerical methods are being actively developed (Baker, 2000; Baker et al., 1995; Engelborghs et al., 2001 ), and we have not yet taken full advantage here of either approach.
To initiate stability and bifurcation analysis of ENSOrelated DDE models, we started here with a descriptive numerical exploration of Eqs. (6)- (7) (6)- (7) with a single delay reproduces the Devil's staircase scenario documented in other ENSO models, including ICMs and GCMs, as well as in observations (Jin et al., , 1996 Tziperman et al., 1994 Tziperman et al., , 1995 Ghil and Robertson, 2000) . (Madden and Julian, 1971 , 1972 , 1994 and westerly wind bursts (Gebbie et al., 2007; Harrison and Giese, 1988; Verbickas, 1998; Delcroix et al., 1993) in the Tropical Pacific are affected by ENSO's interannual modes at least as much as they affect them in turn. The latter result likewise suggests that interdecadal variability in the extratropical, thermohaline circulation (Dijkstra, 2005; Dijkstra and Ghil, 2005) might also interfere constructively with ENSO's intrinsic variability on this time scale.
A sharp neutral curve in the (b − τ ) plane separates smooth parameter dependence in the solutions' map of "metrics" (Taylor, 2001; Fuglestvedt et al., 2003) from "rough" behavior. We expect such separation between regions of smooth and rough dependence of solution metrics on parameters in much more detailed and realistic models, where it is harder to describe its causes as completely.
Finally, it appears that, even in as simple a model as our DDE, the mean, extrema and periodicity of solutions can change (a) spontaneously, without any change in the external forcing; and (b) one of these characteristics can change considerably, while others change but very little.
Furthermore, certain parts of parameter space involve only small and smooth changes, while others involve large and sudden ones. It is quite conceivable that such behavior might arise in intermediate climate models (Jin et al., 1996; Neelin et al., 1994 Neelin et al., , 1998 and GCMs (Murphy et al., 2004; Stainforth et al., 2005) .
Appendix A A simple example of DDE complexity
In his classical book (Hale, 1977) on functional differential equations, Jack Hale remarks that systematic study of differential equations with dependence on the past started with the work of Volterra on predator-prey models and viscoelasticity at the beginning of the 20th century. DDEs have thus been actively studied and applied for almost a century. Still, they are a relatively new modeling tool when compared to ODEs, and their theory and numerical analysis are much less developed than for ODEs. To develop the reader's intuition for DDEs, we discuss in this appendix a simple autonomous ODE and the corresponding DDE obtained by introducing a fixed time delay; our goal is to illustrate how this apparently innocuous modification complicates the solution set of the equation and renders its analytical and numerical study more elaborate.
We start with the linear, scalar ODĖ
Assuming a solution of the form x = c e λ t , we substitute it in (A1) to find its characteristic equation This example illustrates an important general property of autonomous ODEs: their characteristic equations are polynomials in λ and thus have a finite set of (complex-valued) solutions that can be easily found. As a result, the finite set of solutions to (A1) can also be described easily.
Let us introduce now a delay τ into Eq. (A1):
This modification implies that it takes some finite time τ for changes in the model state x(t) to affect its rate of changė x(t). Such an assumption makes sense in many applications, with numerous specific examples given in the Introduction to Hale (1977) , and in Kolmanovskii and Nosov (1986) . Proceeding as before, we assume a solution of the form x = c e λ t and obtain the characteristic equation
The fact that not all exponential terms cancel out in (A3) changes dramatically the solution set of this characteristic equation. It can be shown that (A3) has an infinite number of complex solutions; hence there exists an infinite number of functions that satisfy Eq. (A2) (Hale, 1977; Falbo, 1995) . A general solution to (A2) is given by (Falbo, 1995) :
Here p k ± i q k are complex solutions of (A3), C 1k and C 2k are arbitrary constants, and C 0 , C 1 , C 2 , C 3 depend on the values of α and τ : for α < −1/(τ e), C i = 0, i = 0, 1, 2, 3;
for α = −1/(τ e), C 0 is arbitrary, and C i = 0, i = 1, 2, 3;
for −1/(τ e) < α < 0, C 0 = C 3 = 0, C 1 , C 2 are arbitrary, and r 0 , r 1 are the real roots of (A3); finally for α > 0, C i = 0
for i = 0, 1, 2, C 3 is arbitrary, and r is the only real root of (A3). Accordingly, this simple autonomous linear DDE may have increasing, decreasing, and oscillating solutions.
The "burst" of complexity in the solution set of (A2) compared to that of (A1) This difficulty may be illustrated using our very simple
where we set, without loss of generality, τ = α = 1. For
, where x (k) denotes the k-th derivative. In general, if there is a discontinuity of order k at a time t * , meaning that x (k) has a jump at t = t * , then as t crosses the value t * + 1, there is a discontinuity in x (k+1) because of the term x(t − 1). With multiple delays τ i , a discontinuity at time t * propagates to the times
and each of these discontinuities in turn propagates. If there is a discontinuity of order k at time t * , the discontinuity at each of the times t * + τ j is at least of order k + 1. Because the effect of a delay appears in a higher-order derivative, the solution does become smoother as the integration proceeds.
This "generalized smoothing" proves to be quite important to the numerical solution of DDEs.
To illustrate these statements, suppose we wish to solve Eq. (A5) with history x(t) ≡ 1 for t ≤ 0. On the interval
Thus, the DDE on this interval reduces to the ODEẋ(t) = 1 with initial value x(0) = 1. We solve this problem to obtain x(t) = t + 1 for 0 ≤ t ≤ 1. Notice that this solution exhibits a typical discontinuity in its first derivative at t = 0 because it is zero to the left of the origin and unity to the right. Now that we know the solution for t ≤ 1, we can reduce the DDE on the interval 1 ≤ t ≤ 2 to an ODEẋ = (t − 1) + 1 = t with initial value x(1) = 2 and solve this problem to find that x(t) = 0.5t 2 + 1.5 on this interval. The first derivative is continuous at t = 1, but there is a discontinuity in the second derivative. In general, the solution of the DDE on the interval
is a polynomial of degree k + 1 and the solution has a discontinuity of order k + 1 at time t = k.
In order for a solver to account for these specific features of DDEs and to solve them efficiently, accurately and reliably, there must be a great deal of care taken "under the hood" of the solver. Discontinuities need be tracked only up to the order of the integration method, since higher-order discontinuities do not affect the performance of the solver,
i.e. its procedures for error estimation and step size control.
Our solver of choice, dde solver, tracks discontinuities explicitly and includes them as integration grid points, in order to avoid interpolating across them. For problems with constant delays, it is possible to build the necessary "discontinuity tree" in advance and to step exactly to each point in the tree.
For problems with state-dependent delays, the discontinuity times are not known in advance. In this case, dde solver tracks discontinuities using root finding, in conjunction with the primary integration method's underlying polynomial interpolants, to locate the discontinuities and restart the integration at each such point. Some other available solvers handle discontinuity propagation differently; but the best solvers do take special precautions of one kind or another, since ignoring discontinuities can significantly affect the reliability of a DDE solver. We refer in this context also to several distinct approaches to the numerical solution of Boolean delay equations (Dee and Ghil, 1984; Ghil and Mullhaupt, 1985; Saunders and Ghil, 2001; Zaliapin et al., 2003) .
Appendix B Proof of Proposition 1
Consider the IVP (6)- (7), with the rhs of the DDE (6) denoted by
Existence of the solution to this problem on [0, T ] for some T > 0 readily follows from the continuity of F (t, h) and the general existence theorem for DDEs (Hale (1977) , Theorem 2.1, p. 41). Moreover, Nussbaum (Nussbaum (1998) , Theorem 1, p. 3) remarks that if there exist constants A and Uniqueness could be derived from the Lipschitz property of F (t, h) in h and the general uniqueness theorem (Hale (1977) , Theorem 2.3, p. 42). However, for our system the uniqueness can be established in a simpler way. Indeed, assume that x(t) and y(t) are solutions of (6)- (7) 
with rhs F (t, h(t − τ )) and the initial condition φ(t). Then, for 0 < t ≤ τ ,
Thus, the solutions x and y are identical up to t = τ > 0.
The uniqueness is proven by successively advancing in time by intervals of length τ .
Continuous dependence on initial conditions and the rhs of (6) for any finite T follows from the existence and uniqueness and the general continuous dependence theorem (Hale (1977) , Theorem 2.2, p. 41). To show the continuous dependence on the delay τ , also for finite T , we consider the sequence τ k → τ , k → ∞, and for any τ k introduce the time scale change:
and one finds
Clearly, the rhs of this system converges to F as k → ∞.
This shows that a small change in the delay τ can be considered as a small change of the rhs of the Eq. (6) with the same delay. Hence, continuous dependence on the rhs implies continuous dependence on the delay.
Appendix C DDE solvers
C1 Our solver of choice: dde solver
The DDE solver dde solver (Shampine and Thompson, 2006 ) was used to perform the numerical experiments reported in this paper; dde solver is a Fortran 90/95 extension of its Fortran 77 predecessor dklag6 (Corwin et al., 1997) . Both dde solver and dklag6 implement a (5,6) pair of continuously embedded, explicit Runge-KuttaSarafyan methods. We refer to (Corwin et al., 1997) for the coefficients and precise details of the methods used, and to (Shampine, 1994) for a discussion of continuously embedded Runge-Kutta methods. Both methods in the pair are based on piecewise-polynomial approximants, which are used for error estimation and step size selection, to handle the necessary interpolations for delayed solution values, and to track derivative discontinuities that are propagated by the system delays, while the sixth-order method is used to perform the actual integration.
As discussed in (Shampine and Thompson, 2006) , dde solver was designed to solve systems of DDEs with state-dependent delays in as "user-friendly" a fashion as possible, while at the same time retaining and extending the solution capabilities of dklag6. Our solver was also designed so that usage approaches the convenience of the MATLAB (2007) DDE solvers dde23 and ddesd. For example, storage management is handled automatically by the solver, thus relieving the user of the necessity to supply work arrays whose sizes are not known in advance. Several options are available for supplying necessary information about the problem and for dealing with its special characteristics. All options have carefully chosen defaults that can be changed by the user. These include the ability to supply vectors or functions to define the delays and the initial solution history, the ability to specify points corresponding to known derivative or solution discontinuities, tracking delay-induced derivative discontinuities, the ability to cope with small delays, the ability to handle state-dependent events (e.g., times at which it is desirable to make qualitative changes or parameter changes in the underlying system of DDEs), and the ability to solve so-called neutral DDEs, which contain delayed derivatives. The solver builds and returns a Fortran 90 solution structure that may be used for various tasks, e.g., for plotting purposes. An interpolation module uses this structure, for example, to perform additional interpolations requested by the user.
The numerical studies in this paper led us to incorporate several new options in dde solver. By default, the solver retains the entire solution history. The numerical simulations in this paper, though, require very long integration intervals, leading to prohibitive storage requirements. We added, therefore, an option to have the solver trim points from the solution history queue that precede the largest delay. A related option was added to allow the user to provide a module to process solution information before it is discarded, thus retaining the ability for user interpolation.
The dde solver with these added options is available at http://www.radford.edu/ ∼ thompson/ffddes/. In addition to the solver, a variety of example programs can also be found there; they may be used as convenient templates for other problems. This solver is a Fortran 90/95 compliant selfcontained module with no restrictions on its use. In particular, it is not compiler dependent and has been used successfully with most of the available F90/F95 compilers, including, for example, g95, Lahey LF90, Lahey-Fujitsu LF95, Salford FTN95, SUNf95, and Compaq.
C2 Other DDE solvers
Other capable DDE software is available. Some noteworthy solvers include archi, ddverk, dde23, and ddesd.
Like dde solver, the first three of these solvers implement pairs of continuously embedded, explicit Runge-Kutta methods. Thus, archi (Paul, 1995) is based on a (4,5) pair, and allows the user to specify either extrapolation or iterative evaluation of implicit formulas. The solver ddverk (Enright and Hayashi, 1997 ) is based on a (5,6) pair and it handles small and vanishing delays iteratively. Defect error control is used to detect suspected derivative discontinuities, locate them and use special interpolants when stepping over them. The two solvers dde23 (Shampine and Thompson, 2001 ) and ddesd (Shampine, 2005) are available in the MATLAB problem solving environment; dde23 is based on a (2,3) pair and is applicable to DDEs with constant delays. It is worth noting that the dde23 user interface led to many of the design decisions used in dde solver. The solver ddesd incorporates novel methods based on control of the solution residual and is intended for systems with statedependent delays. In addition to these solvers, two other popular and well-known tools include the DDE-BIFTOOL package (Engelborghs et al., 2001 ) and the XPPAUT package (Ermentrout, 2002) . Each of these packages contains a variety of tools that are useful for analyzing delayed dynamical systems.
