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Abstract  
The currently common methods in automatic speech recognition and labeling are usually supervised which need 
manually labeled transcriptions. Considering the high cost and time-consuming especially in the acoustic model 
training stage, a new data selection method named Grammar-based Semi-Supervised Incremental Learning is 
proposed requiring only a small number of manually labeled data to initialize the acoustic model. The initial model is 
loaded to recognize a great number of unlabeled transcriptions to receive the N-best results which are analyzed and 
further synthesized and used to choose the optimal results for iterately system retraining according to the proposed 
method. The experimental results show that this method can significantly improve the performance of the acoustic 
model in LVCSR, and moreover the whole labeling system. Besides, a syllable-covering explanation about the 
improvement is given. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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Introduction
 Automatic Speech Recognition and Labeling (ASRL) system is a multi-level labeling system based 
on the Automatic Speech Recognition (ASR) especially the Large Vocabulary Continuous Speech 
Recognition (LVCSR) technology. As the core part of ASRL, the performance of LVCSR influences the 
whole system. However, unfortunately, as in other intelligent information processing fields, a serious 
problem is confronted in the field of LVCSR: it is usually very difficult to obtain large number of labeled 
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data. Generally, during the acoustic (and language) modeling training of LVCSR, all training corpus need 
to be manually labeled with very high cost. By contraries, unlabeled data is relatively easy to get. Semi-
supervised learning is able to take advantage of both labeled and unlabeled data which has been proven to 
be an effective way to solve this kind of problem [1][2]. Semi-supervised learning methods are 
commonly classified into several classes as Expectation Maximization (EM) [3], co-training [4], 
incremental learning [5]. Among these approaches, incremental learning is a simple and effective method. 
In recent years several researchers applied semi-supervised incremental learning methods to the acoustic 
model training of LVCSR [6][7] and during the learning process confidence measure is usually 
introduced for data selection [8]. Convincing results show that semi-supervised learning method works in 
the field of LVCSR. 
 In this paper we apply semi-supervised incremental learning to the acoustic model training of the 
LVCSR stage in the ASRL system, and propose a new data selection method in the incremental learning 
procedure named Grammar-based Semi-Supervised Incremental Learning (GBSSIL). The basic principle 
of the proposed incremental learning method is to use a small number of manually labeled corpus to 
initialize the model parameters, and then load the model to recognize the unlabeled ones to receive N-best 
results, and synthesize the “correct” labeled corpus by GBSSIL algorithm to help adjust the model 
parameters. This process is repeated for several times until finally a model with acceptable improvement 
is acquired. And in our ASRL system, the labeling task relies on LVCSR and works better as the 
recognition correctness rate arises. 
 The rest of this paper is organized as follows. In Section II we discuss the framework of the base 
system of ASRL and its existing problems. Section III introduces incremental learning process including 
the configuration for the classifier, the decoding method, and proposes the detail of the GBSSIL 
algorithm; the experimental results are also shown and illustrated. Further automatic labeling system is 
described in Section IV. Finally the conclusion is given in Section V. 
2.ASRL Base System Framework and Existent Problems 
2.1.Base System Framework 
 Our ASRL system is based on the LVCSR technology. The base system contains 6 modules as 
shown in Fig. 1 which also gives the whole workflow of the whole system: first the audio/video 
collection device is designed and implemented to collect the audio/video signals in MPEG file format via 
the TV cable which are then transformed into proper audio file format (e.g. WAV file); The MFCC 
features are extracted from these audio files in the feature extraction phase; The feature vector sequences 
are divided into sentences via short time average energy and short time average cross zero ratio; 
Furthermore these feature vectors are used to verify the speakers using GMM method; And then the 
corresponding recognition models are invoked for speech recognition; Finally the further labeling work is 
proceeding. The detail of this process can be found in [9]. 
Fig. 1 Framework of ASRL 
2.2. Existent Problems 
 In the base system, normally the training data set must be totally transcribed by human experts. 
Moreover, once the environment of recognition is changed, which is very common in LVCSR, it is likely 
to cause the decline of performance. In order to fit to the new environment, a great quantity of new 
corpus should be chosen and labeled. We have spent months for the transcription of CCTV news video 
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files. The transcription and corresponding audio/video files form a multimedia label database (MMLDB). 
The database contains 186 video files, each of them lasting for about 40 minutes. Totally 45000 sentences 
are manually segmented and labeled in syllable and character level [9]. The entire process needs human 
expertise and is very time-consuming, and incremental learning can be very effective in this process. 
3.Semi-supervised Incremental Learning in LVCSR 
 The semi-supervised incremental learning method is introduced to the ASRL system where a new 
data selection strategy is proposed. Specifically the system continuously adds “Machine” labeled corpus 
to supplement the training corpus for system retraining and improve the performance of the acoustic 
models. 
3.1.Classifier Configuration 
 As a wrapper method, incremental learning needs a basic classification method. Hidden Markov 
Model is adopted as the classifier. Ph97 [10] is taken as the acoustic modeling element. Baum-Welch 
algorithm is the base training algorithm. During the training process three states left-to-right HMM 
without crossing is used to model subwords and Gaussian mixtures as the state observation probability 
distribution. To characterize the impact of co-articulation, the monophone model is extended to triphone 
model according to the context in the training transcriptions. To solve the problem of the sparseness of 
training data, the states of triphone model are tied using data-driven decision tree state clustering. Finally, 
the mixture number of the Gaussian models is augmented for robust model training. 
 Token passing is adopted during the decoding process [11]. The key steps in this algorithm are as 
follows: 
1) Pass a copy of every token in state i to all connecting states j, incrementing the log probability of 
the copy by     log logij ja b o tª º ¬ ¼ , where ija  is the probability of transition from state i to state j, and 
  jb o t  is the probability density from which the speech vector  o t  is generated when entering state j
at time t.
2) Examine the tokens in every state and discard all but the tokens with the N highest probability. 
 Lattices are then generated and converted into the N-best form. However, there is a major difference 
between our N-best results and normal ones in that: generally although there are N results for the N-best 
results, only the top-1 result will be output normally with the others discarded; while ours keep all top-N 
histories for applying the GBSSIL algorithm. Besides, bigram model is introduced for language 
modeling. 
3.2.Semi-supervised Learning Procedure 
 The semi-supervised learning procedure in the LVCSR system is given in detail as follows (see Fig. 
2): 
y  Initialization Phase: when the system starts up, only a small amount of manually labeled corpus is 
used to train the initial model named INIT_M. 
y  One-best Phase: One-best phase actually means the top-1 result is output among the N-best results. 
Through loading INIT_M, the speech recognition module recognizes more video files to get the 
One-best result corresponding to each segment; in this phase, we assume that all of the results are 
“correct” or “Machine” labeled and the “correct” labeled corpus are used together with manually 
labeled corpus to train the model named ONE-M. 
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y  N-best Phase: first, the system loads INIT_M or ONE-M to recognize video files to get the N-best 
results of each segment; And then the system analyzes the N results by the GBSSIL algorithm to 
synthesize a result as “Machine” labeled corpus, and stores the transcriptions for further model 
retraining; The system takes into all corpus to train a model named SYS_M. This process is repeated 
until the model no longer changes or the number of iterations meets the requirement. 
Fig. 2 Framework of the LVCSR System in ASRL 
 As we can see, using the Initialization and One-best phase only is the original incremental learning 
procedure, while our contribution is in the N-best stage. 
3.3.GBSSIL Algorithm 
 All of the N histories of the N-best results are needed for the GBSSIL algorithm. One example is 
given in Fig. 3 (here we set N = 5). The results consist of three elements: Chinese character, syllable and 
score corresponding to the Chinese character. The GBSSIL algorithm makes use of grammar rules and 
confidence measure (token passing decoding log score) information together to filter the results of each 
segment, and then synthesize an optimal result as “Machine” labeled corpus corresponding to the 
segment shown in Fig. 4. 
 Before introducing the GBSSIL algorithm formally, two criterions are given. And for Criterion I 
Sum-of-Pair score is defined. 
 Definition: 
 Sum-of-Pair Score (SP-Score): 
   
1
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 In (1), ic  is the i
th item of the column after time alignment, and  ,i jd c c  is a measurement function 
evaluating the similarity between the two items ic  and jc  where we define: 
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 Criterion I: Choose the item with the highest Sum-of-Pair score. 
Criterion II: Choose the item if for N results the number of the one is at least N-
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Fig. 3 N-best Results Example 
Fig. 4 Synthesized Transcription
 Formal description of the data selection algorithm GBSSIL is as follows:  
____________________________________________________________________________________
___________________
DO: Read a speech file 
 Token-passing decoding 
 BEGIN Check out the N-best results: 
  IF 
   The results are too short which means that there is at least one result containing less than 
two characters 
  THEN 
   Discard the current sentence, and GOTO DO 
  ELSE 
   IF 
    Criterion I is required 
   THEN 
    Regard the character as “correct” transcription, and output it 
   ELSE 
    Get the next character to combine with the current one as a “word pair”, and then search it 
in the vocabulary list 
    IF 
     The word pair is in the list 
    THEN 
     Choose the word pair with the highest value of token passing score, and finally output 
the word pair instead 
    ELSE 
     Pick up the current character with the highest value of Token-passing score, and 
output it 
    ENDIF 
   ENDIF 
  ENDIF 
  IF 
   More than 60% of characters in the sentence are picked up directly by Criterion II 
  THEN 
   Accept the whole sentence and output it 
  ELSE 
   Discard the whole sentence and GOTO DO 
  ENDIF 
 END Check out the N-best results 
GOTO DO
3.4.Experimental Results and Analysis 
 Our main study focuses on LVCSR for Mandarin Chinese using semi-supervised incremental 
learning algorithm. CCTV news updates every day, and its speech and vocabulary are progressively 
evolving, which is very suitable for our research. As a result, CCTV MMLDB is used for experiments. 
 In the Initialization phase, we first incrementally select in sequence 1200, 2400, 3600 and 4800 
manually labeled sentences from MMLDB to train the acoustic model and use these models to recognize 
20 news video files including about 10000 sentences to receive the N-best results, and then use all corpus 
(manually and “Machine” labeled) to train the model according to the GBSSIL algorithm. This process 
continues until the performance no longer changes (here we set the iteration times to 4 for simplicity). 
And the test set is an unseen video which is randomly picked up from MMLDB. 
 For Chinese, the number of syllables is 2057. Here we try to give an explanation on the improvement 
of performance using syllable-covering. We count the number of syllables which show up more than 5 
times in different phases. Fig. 5 gives the syllable-covering situation of the training corpus. Fig. 6 shows 
the recognition correctness rate in different phases. In Fig. 5 and Fig. 6, STANDARD stands for the test 
result using the acoustic model trained by the 4800 initial manually labeled corpus and the manually 
labeled corpus corresponding to 20 recognized news video files. ALL stands for all 45000 manually 
labeled corpus which is obviously the most in syllable number and the best in the recognition rate. 
 In the One-best Phase, the number of syllables becomes more than in the Initialization Phase, but the 
recognition rate arises not much. The reason is that in this phase we carry out One-best decoding, so only 
one result corresponding to each segment is obtained, which discards some useful local information we 
can make full use of. In the N-best Phase, the recognition correctness rate becomes higher than in the 
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One-best Phase, while the number of syllables grows only a little. We think the reason is that during the 
N-best Phase, N results corresponding to a single segment are retrieved, and using the GBSSIL data 
selection algorithm the system gets more useful information to improve the accuracy of the recognition 
results. 
 From the recognition rates, we may conclude that the One-best Phase adds more errors than the N-
best Phase. So we decide to remove the One-best Phase, and preserve the Initialization and N-best Phase. 
The correctness rate after iterations is listed in Fig. 7. We find that the correctness rate becomes better; 
however, the correctness rate starts to decline after the third iteration. Still the results are better than using 
One-best.
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Fig. 6 Recognition Correctness Rate in Different Phases 
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Fig. 7 Recognition Correctness Rate in N-best Test
4.Automatic Labeling System 
 Based on LVCSR technology, the ASRL system can implement the automatic labeling which 
extends the LVCSR results into structural multi-layer information: Scene labeling: according to the 
endpoint detection and the speaker recognition results, the cutting parts can be labeled as four classes: 
human speaking, background music, silence, and others; Acoustic environment labeling: this level adds 
acoustic information tags to every segment of the video, e.g. Signal to Noise Ratio; Speaker labeling: 
speaker switch points, gender and who-is-who are all done in the level, and the average correctness rate is 
90.0% when recognizing 12 classes: 5 male announcers, 5 female announcers, 1 male non-announcer, 
and 1 female non-announcer; Sentence labeling: sentence labeling only gives the sentence transcriptions; 
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Word labeling: word level labeling can present more detail than sentence level, e.g. the word level 
segmentation, the beginning and ending time of the words. 
 Through these processes, abundant structural multi-layer content labels can be acquired for 
information retrieval and further study. 
5.Conclusion 
 In this paper, we describe the framework of LVCSR in ASRL, and propose GBSSIL data selection 
strategy to further improve performance of the acoustic model. The work extends the present model 
training and data selection in theory and practice. And the experiments show an improving result. This 
will lay a solid foundation for future ASRL system development. 
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