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Abstract
In this note we revisit a less known symmetrization method for functions with
respect to a topological group, which we call G-averaging. We note that, although
quite non-technical in nature, this method yields G-invariant minimizers of functionals
satisfying some relaxed convexity properties. We give an abstract theorem and show
how it can be applied to the p-Laplace and polyharmonic Poisson problem in order to
construct symmetric solutions. We also pose some open problems and explore further
possibilities where the method of G-averaging could be applied to.
1 Introduction
Identifying symmetries of problems has always been of importance in the deeper under-
standing of mathematical and physical problems. As Kawohl wrote in [27]: “Many problems
in analysis appear symmetric, yet in fact their solutions are sometimes nonsymmetric.” It
has been a subject of thorough study in the theory of partial differential equations, to find
conditions that imply the inheritance of the symmetries of the problem to its solutions. For
example Dacorogna et al in [13] and subsequently Belloni and Kawohl in [3] studied symme-
try properties of minimizers of problems related to best Sobolev constants and isoperimetric
problems in crystallography. Symmetries of systems of semilinear equations in the context
of criticality, were studied by Bozhkov and Mitidieri in [5], using Pohozˇaev’s and Noether’s
identities and Lie group theory. When it comes to quasilinear equations, D’Ambrosio et al
in [14] studied the symmetry properties of distributional solutions. Lastly, Kro¨mer studied
the radial symmetries of non-convex functionals in [29].
A number of methods exist in order to prove inheritance of symmetries, many of them
are described in [27] and in the more recent survey [47]. Here we will try to give a short
description of the available tools, that have been so far developed an implemented; this list
of references is by far not exhaustive.
Maybe one of the most widely developed one is Alexandrov’s moving plane method [1],
adapted to pdes by Serrin in [41] and further used by Gidas, Ni and Nirenberg in [19, 20]
to prove that positive solutions to the semilinear Poisson problem in a ball, are radial. This
method has been further refined by Cle´ment and Sweers in [10] to include subsolutions
and by Kawohl and Sweers in [28] to include Steiner-symmetric domains. In the case of
exterior domains, we refer to the work [39] of Reichel and to the work [43] of Sirakov. For
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semilinear systems in bounded domains see Troy [45] and for the unbounded case the work
[8] of Busca and Sirakov. For polyharmonic semilinear equations see Gazzola, Grunau and
Sweers’ monograph [18]. For quasilinear equations we refer to Serrin and Zou [42]. Da Lio
and Sirakov in [11] extended the method to viscosity solutions to fully nonlinear equations.
Fleckinger and Reichel in [15] proved radiality of global solution branches for problems
involving the p-Laplacian on balls. Herzog and Reichel treated elliptic systems in ordered
Banach spaces in [22]. For more details and for an application of to p-Laplace equations
see also Brezis’ survey [6], Pacella and Ramaswamy’s survey [35] or Fraenkel’s monograph
[16]. For more details on the maximum principle and related symmetry results we also
refer to Pucci and Serrin’s monograph [38]. One can also use symmetry methods to prove
nonexistence results, as did Pohozˇaev ([37] or [44, Chapter III, 1] and references therein) or
Reichel and Zou in [40].
Moreover, a reflection method was considered by Lopes in [30, 31] and further developed
by Maris¸ in [32] in order to prove symmetry of constrained minimizers that possess either
some continuation properties or increased regularity. Later works using this method include
the one by Jeanjean and Squassina [25] and references therein.
Another method consists in the so-called technique of symmetrization and symmetric
rearrangements and foliations; see for example Kawohl’s monograph [26] and the surveys
of Brock [7] and Pacella and Ramaswamy [35]. Symmetrization techniques can also find
application in minimax problems, as Van Schaftingen proved in [46]. Concerning Schwarz
symmetrization, we would also like to mention Hajaiej and Kro¨mer’s recent work [21] and
the references therein.
All the above methods are quite technical and often make assumptions which are sim-
ilar in nature. However, in some cases, symmetry can be obtained via short and elegant
arguments. For example, uniqueness of solutions to a symmetric problem leads directly to
invariance; otherwise any symmetric transformation of a solution will also be one. Or, that
minimizers of strictly convex functionals must inherit the symmetry of the problem as shown
by Montenegro and Valdinoci in [33].
Finally we would also like to refer to the work of Pacella and Weth [36] for proving
symmetry results via Morse theory, and to the work of Jarohs and Weth [24] for nonlocal
problems.
The present article is of a similar nature. We consider an averaging type symmetrization
of a function and its properties when it comes to inheritance of symmetry. This idea was
firstly used by Nicolaescu in [34] in order to prove radiality of optimal controls for increasing
cost functionals controlled by a semilinear Poisson state equation. In [29], Kro¨mer applied
it also to prove radiality of minimizers. It was also used by Struwe in his monograph [44,
3.3 Remark, p.82] to construct symmetric pseudo-gradient flows for functionals on Banach
spaces. Up to our knowledge, it has not been used in its full generality to prove inheritance
of symmetry to solutions, despite its compact and elegant form. (The method in the radial
cases above will follow from the one presented here if one assumes a mean value theorem
for integrals; see Section 3.1.) The aim of this note is to explore the possibilities that this
method may have, when it comes to finding symmetric solutions.
2 Existence of invariant minimizers
We begin by making clear what we mean by the G-averaging of an element of a general
Banach space. We will later make this more concrete by applying the method on appropriate
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function spaces.
Definition 2.1. Let X be a Banach space, C ⊆ X closed and convex and G a compact
topological group acting continuously on C. Moreover, let θ denote the Haar-measure on G
(the unique left- and right-invariant probability measure with respect to the Borel σ-algebra
on G) and u ∈ C. Define the G-average of u by
uG ··=
∫
G
g · u dθ(g), (1)
where the integral is in the sense of Bochner.
Example 2.2 ([34, Proposition 4.2]). For X = C[−1, 1] we get
uO(1)(x) =
1
2
(
u(x) + u(−x)
)
,
whereas for X = C(Ω) with Ω ··= {z ∈ C : |z| < 1} we get
uO(2)(z) =
1
4 pi
∫ 2pi
0
(
u
(
eiφ z
)
+ u
(
eiφ z
))
dφ.
Still, it is not directly clear why the G-average is well-defined in the abstract setting. This
problem is dealt with in the next lemma.
Lemma 2.3. Let X be a Banach space, C ⊆ X closed and convex and G a compact topolog-
ical group acting continuously on C. Moreover, let u ∈ C. Then the G-average of u (defined
by (1)) satisfies uG ∈ C.
Proof. Since G acts on C we have that g · u ∈ C for all g ∈ G and since C is closed and
convex holds that convGu ⊆ C. Moreover, due to the continuity of the G-action we get
that the real function g 7→ ‖g · u‖X is continuous. Since G is compact we estimate∫
G
‖g · u‖X dθ(g) ≤ max
g∈G
‖g · u‖X
∫
G
dθ(g) <∞, (2)
since θ is a probability measure and the function g 7→ ‖g · u‖X attains its maximum in
the compact space G. Thus the mapping g 7→ g · u is Bochner integrable. But then [23,
Proposition 1.2.12] implies that uG ∈ convGu and thus uG ∈ C. 
We can now prove the main abstract result on the inheritance of symmetry from a
minimization problem to its minimizers. The importance of the result lies in the fact that we
neither impose regularity nor any kind of maximum principle. Our assumptions only include
some convexity and invariance. Although 1. and 2. in the theorem below are partially
overlapping, the reason for this formulation is to illustrate different approaches: Jensen’s
inequality is not indispensable to the proof.
Theorem 2.4. Let X be a Banach space, C ⊆ X closed and convex and G a compact
topological group acting continuously on C. Assume that F : X→ R has a minimizer in C
and that it is G-invariant with respect to the minimizer, i.e., F (g · u) = F (u) for all g ∈ G,
where u ∈ C is the (local) minimizer. Moreover assume that either
1. F is convex, and either continuous at uG or lower semi-continuous in C, or
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2. F is lower semi-continuous and convex in convGu.
Then uG is a G-invariant minimizer of F in C.
Proof. First note that uG is G-invariant: due to the (left) invariance of the Haar measure
we have for any g˜ ∈ G that
g˜ · uG =
∫
G
(g˜ · g) · u dθ(g) =
∫
G
g · u dθ(g) = uG.
We consider the cases separately:
1. Since F is a convex functional we can either apply a version of Jensen’s inequality for
the Bochner integral ([23, Proposition 1.2.11]):
F (uG) = F
(∫
G
g · u dθ(g)
)
≤
∫
G
F (g · u) dθ(g)
=
∫
G
F (u) dθ(g) = F (u)
∫
G
dθ(g) = F (u),
or use the fact that the subdifferential of F at uG is not empty:
F (g · u) ≥ F (uG) + 〈β
∗, g · u− uG〉X∗,X
for all g ∈ G, for a nonzero β∗ ∈ ∂F (u). Integrating the above in G with respect to the Haar
measure we obtain F (uG) ≤ F (u) and, together with Lemma 2.3, that uG is a minimizer in
C.
2. Since uG ∈ convGu, there exists a sequence {tn g1,n · u + (1 − tn) g2,n · u}n∈N, where
g1,n, g2,n ∈ G, strongly converging to uG. Due to the semi-continuity and convexity of F we
get
F (uG) = F
(
lim
n→∞
(
tn g1,n · u+ (1− tn) g2,n · u
))
≤ lim
n→∞
F
(
tn g1,n · u+ (1− tn) g2,n · u
)
≤ lim
n→∞
(
tn F
(
g1,n · u) + (1− tn)F (g2,n · u
))
= F (u).
Again, using Lemma 2.3, we infer the minimality of uG. 
Next we apply the above abstract theorem in more precise setting. Namely, we prove
the inheritance of symmetry from the domain to weak solutions to the p-Laplace Poisson
problem, only assuming an decreasing nonlinearity.
Corollary 2.5. Let Ω ⊂ Rn be a bounded Lipschitz domain and let G denote the subgroup
of O(n) corresponding to the symmetries of Ω. Assume that G is compact and that the
functional F : W 1,p0 (Ω)→ R defined by
F (u) ··=
∫
Ω
(1
p
|∇u|p − f(u)
)
dx, (3)
with f : R→ R concave and p > 1, possesses a minimizer. Then F possesses a G-invariant
minimizer.
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Proof. Define the action of G on W 1,p0 (Ω) by composition (pullback) as
(g · u)(x) ··= u(g x)
and note that the standard norm in W 1,p0 (Ω) is G-invariant: Since orthogonal matrices
preserve lengths we calculate∣∣∇(u(g x))∣∣ = ∣∣g⊤∇u(g x)∣∣ = |∇u(g x)|
and keep in mind that | det g| = 1. We only need to prove the continuity of the action,
which, although similarly elementary in nature, we include for the sake of completeness. Let
v ∈ C∞0 (Ω) and g1, g2 ∈ G. Since v and its first derivatives are Lipschitz continuous we get
that
‖g1 · v − g2 · v‖1,p ≤ Cv d(g1, g2),
for some constant Cv > 0. Here d denotes the standard (Euclidean) metric in O(n). Let ε > 0
and pick any u1, u2 ∈ W
1,p
0 (Ω) with ‖u1 − u2‖1,p < ε/4, v ∈ C
∞
0 (Ω) with ‖u1 − v‖1,p < ε/4
and g1, g2 ∈ G with d(g1, g2) < ε/(4Cv). We then obtain that
‖g1 · u1 − g2 · u2‖1,p ≤ ‖g1 · u1 − g2 · u1‖1,p + ‖g2 · u1 − g2 · u2‖1,p
= ‖g1 · u1 − g2 · u1‖1,p + ‖g2 · u1 − g2 · u2‖1,p
≤ ‖g1 · u1 − g1 · v‖1,p + ‖g1 · v − g2 · v‖1,p + ‖g2 · v − g2 · u1‖1,p
+ ‖g2 · u1 − g2 · u2‖1,p
= ‖u1 − v‖1,p + Cv d(g1, g2) + ‖v − u1‖1,p + ‖u1 − u2‖1,p
<
ε
4
+ Cv
ε
4Cv
+
ε
4
+
ε
4
= ε,
i.e., the action of G on W 1,p0 (Ω) is continuous. Thus, applying Theorem 2.4 we obtain the
existence of a G-invariant minimizer. 
Remark 2.6. The group G is supposed to include any possible symmetries of the domain,
that is, rotations with respect to a fixed angle and a vector, reflections with respect to any
hyperplane and of course rigid motions. As long as all these symmetries form a compact
subgroup of O(n) (which is for example the case for any finite subgroup, or for any subgroup
corresponding to rotations around any number of vectors, since it will be isomorphic to some
SO(m), m ≤ n), the G-average of a minimizer will be symmetric with respect to all of the
symmetries of the domain.
Remark 2.7. The moving plane method relies strongly on the existence of some kind of
comparison principle for solutions. But such results are generally not available for higher
order pdes. Still, if one restricts the problem to balls, it is possible to substitute the use
of comparison principles by kernel estimates and monotonicity properties of the biharmonic
Green function (see [18, Section 7.1]). It is not clear how to extend this to general domains,
since the a formula for the Green function is explicitly available only for balls ([18, Section
1.2]). The G-averaging method does not rely on such results and yields directly symmetric
minimizers, as shown in the next corollary.
Corollary 2.8. Let Ω ⊂ Rn be a bounded Lipschitz domain and let G denote the subgroup
of O(n) corresponding to the symmetries of Ω. Assume that G is compact and that the
functional F : H2m0 (Ω)→ R defined by
F (u) ··=
∫
Ω
(1
2
(∆mu)2 − f(u)
)
dx, (4)
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with f : R→ R concave and m ∈ N, possesses a minimizer. Then F possesses a G-invariant
minimizer.
Proof. Define as in the proof of Corollary 2.5 the action of the group via composition and
note that it is continuous in H2m0 (Ω). Moreover, since the Laplacian is invariant with respect
to orthogonal transformations, so is its m-th power. Finally, F is a convex functional so that
Theorem 2.4 proves the claim. 
Remark 2.9. Since the method of G-averaging works for minimizers, the assumptions for
right-hand sides are relaxed compared to the moving plane method. Writing the strong
Euler-Lagrange equations for (3) and (4):
{
−∆pu = f
′(u) in Ω
u = 0 on ∂Ω
and
{
∆2mu = f ′(u) in Ω
∂αu|∂Ω = 0 for |α| ≤ 2m− 1
remark that we only assume a decreasing f ′, whereas one would normally assume Lipschitz
continuous right-hand sides when applying the moving plane method. Still, there are re-
finements of the latter assumption; discontinuous nonlinearities satisfying some technical
assumptions are treated in [16, Section 3.2].
3 Further possible applications of the G-averaging
In what follows we will present some open questions and possible generalizations and
applications of the presented method.
3.1 A mean value theorem in Banach spaces
If one assumes that a “strong” mean value theorem is true, that is, there exists gu ∈ G
such that uG = gu · u for a minimizer u, then we can directly see that
F (uG) = F (gu · u) = F (u), and u = (g
−1
u · gu) · u = g
−1
u · uG = uG.
In general, it is not possible to obtain anything better than the assertion
1
µ(A)
∫
A
f(x) dµ(x) ∈ conv f(A)
for a Bochner integrable function f : Ω → X and a µ-measurable A ⊂ Ω. One way to
prove this is using the Hahn-Banach separation theorem to arrive to a contradiction (see [17,
Proposition 2.1.21]). Would it be possible to use non-convex separation theorems involving
separating functionals in normal cones like the one in [4] together with specific connectedness
assumptions on the group G, to obtain a more accurate result for the G-average? Having
such, one could relax the convexity assumptions on the functional.
3.2 Less convexity, more structure
As already mentioned in the introduction, there are methods to prove the symmetry of
minimizers that do not assume convexity (but still either some regularity of positivity) for
solutions to pdes. Is it possible to obtain a result just by direct substituting the G-average
into the functional? What is the relation of the G-average to other symmetrizations? Is
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it possible to deal with more general functionals? Answers to these questions will not only
enable the study of minimizers, but also of critical points in the spirit of [46]. Taking G-
averages of a Palais-Smale sequence would directly lead to critical points, since the action
of the group G on the underlying space is continuous.
3.3 Polyconvexity
An interesting application of the G-average would be in the context of nonlinear elasticity.
This is a vectorial case and as it is well known (see eg. Ciarlet’s classical monograph [9])
that convexity turns out to be quite restrictive: so-called hyperelastic materials are modelled
by non-convex energies. That is where the so-called polyconvex functionals are of interest.
This notion was firstly introduced by Ball in [2] and it is a sufficient condition for the weak
lower semi-continuity of the energies. Still, the proof of Theorem 2.4 does not directly work
for polyconvex functionals. We shortly describe the problem and begin with the definition:
Definition 3.1 ([12, Definition 5.1]). A function f : Rk×n → R is called polyconvex if
there exists g : Rτ(k,n)→ R convex, such that
f(ξ) = g
(
T (ξ)
)
, where T (ξ) ··= (ξ, adj2 ξ, . . . , adjmin{k,n} ξ),
adjs ξ denotes the matrix of all s× s minors of the matrix ξ ∈ R
k×n with 2 ≤ s ≤ min{k, n},
and
τ(k, n) ··=
min{k,n}∑
s=1
(
k
s
)(
n
s
)
.
Let Ω ⊂ Rn be a bounded Lipschitz domain and for p > 1 define the functional
F : W 1,p(Ω;Rk)→ R, by F (u) ··=
∫
Ω
W (x, u,∇u) dx,
where W (x, ·, ξ) is a.e. convex and G-invariant and W (x, s, ·) is a.e. polyconvex and G-
invariant (one should also assume some integrability and continuity on W , for example that
it is a so-called normal integrand). One would like to prove that if F possesses a minimizer
in some closed and convex set C ⊆ W 1,p(Ω;Rk) (incorporating the boundary conditions),
then F possesses a G-invariant minimizer.
Arguing as in the proof of the previous theorem, we obtain the action of G on C is
continuous and thus from Lemma 2.3, the G-average of the minimizer u satisfies uG ∈ C.
Thus it is left to show that F (uG) ≤ F (u) and for that one would hope that polyconvexity
allows one to use Jensen’s inequality pointwise. However for that one would need to prove
that
adjs∇uG = adjs
∫
G
(g · ∇u) g dθ(g) =
∫
G
adjs
(
(g · ∇u) g
)
dθ(g),
but this does not work since integrals do not respect multiplication. So a way out would be
either to prove an assertion in the spirit of part 2. of Theorem 2.4, or, assuming that more
is known for the minimizer u, to provide a more explicit description of its G-average.
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