Abstract. Saturation-based calculi such as superposition can be successfully instantiated to decision procedures for many decidable fragments of first-order logic. In case of termination without generating an empty clause, a saturated clause set implicitly represents a minimal model for all clauses, based on the underlying term ordering of the superposition calculus. In general, it is not decidable whether a ground atom, a clause or even a formula holds in this minimal model of a satisfiable saturated clause set.
Introduction
Saturation-based calculi such as ordered resolution [2] or superposition [16] can be successfully instantiated to decision procedures for many decidable fragments of first-order logic [8, 14, 11] . Given a set N of clauses, saturation means the exhaustive recursive application of all calculus inference rules up to redundancy resulting in a potentially infinite clause set N * . If the calculus is complete, either N * contains the empty clause, meaning that N is unsatisfiable, or the set N * implicitly represents a unique minimal Herbrand model N * I produced by a model generating operator out of N * . The model generating operator is based on a reduction ordering ≺ that is total on ground terms and also used to define the redundancy notion and inference restrictions underlying a superposition calculus.
Given a model representation formalism for some clause set N , according to [7, 4] , each model representation should ideally represent a unique single interpretation, provide an atom test deciding ground atoms, support a formula evaluation procedure deciding arbitrary formulae, and an algorithm deciding equivalence of two model representations.
By definition, the superposition model generating operator produces a unique minimal model N postulate. As first-order logic is semi-decidable, the saturated set N * may be infinite and hence decision procedures for properties of N * I are hard to find. Even if N * is finite, any other properties like the ground atom test, formula evaluation, and equivalence of models are still undecidable in general, showing the expressiveness of the saturation concept. For particular cases, more is known. The atom test is decidable if N * is finite and all clauses Γ → Δ, s≈t ∈ N * are universally reductive, i.e., vars(Γ, Δ, t) ⊆ vars(s) and s is the strictly maximal term in Γ → Δ, s≈t or a literal in Γ is selected [10] . This basically generalizes the wellknown decidability result of the word problem for convergent rewrite systems to full clause representations. Even for a finite universally reductive clause set N * , clause evaluation (and therefore formula evaluation) and the model equivalence of two such clause sets remain undecidable.
More specific resolution strategies produce forms of universally reductive saturated clause sets with better decidability properties. An eager selection strategy results in a hyper-resolution style saturation process where, starting with a Horn clause set N , eventually all clauses contributing to the model N * I are positive units. Such strategies decide, e.g., the clause classes VED and PVD [7, 4] . The positive unit clauses in N * represent so-called ARMs (Atomic Representations of term Models). Saturations of resolution calculi with constraints [16, 4] produce in a similar setting positive unit clauses with constraints. Restricted to syntactic disequality constraints, the minimal model of the saturated clause set can be represented as a DIG (Disjunctions of Implicit Generalizations). DIGs generalize ARMs in that positive units may be further restricted by syntactic disequations. In [9] it was shown that the expressive power of DIGs corresponds to the one of so-called contexts used in the model evolution calculus [3] and that the ground atom test as well as the clause evaluation test and the equivalence test are decidable.
We extend the results of [9] for DIGs and ARMs to more expressive formulae with quantifier alternations using saturation-based techniques. We first enhance the non-equational part of our superposition calculus for fixed domains [12] with syntactic disequations (Section 3). The result is an ordered resolution calculus for fixed domains with syntactic disequations that is sound (Proposition 1) and complete (Theorem 1). Given an ARM representation N * , we show that are decidable for any clause C, and for any clause C in which no predicate occurs both positively and negatively (Theorem 3). In order to cope with existential quantifiers in a minimal model semantics, we do not Skolemize but treat existential quantifiers by additional constraints. Missing proofs can be found in a technical report [13] .
Preliminaries
We build on the notions of [1, 17] and shortly recall here the most important concepts as well as the specific extensions needed for the new calculus.
Terms and Clauses. Let Σ = (P, F ) be a signature consisting of a finite set P of predicate symbols of fixed arity and a finite set F of function symbols of fixed arity, and let X ∪ V be an infinite set of variables such that X, V and F are disjoint and V is finite. Elements of X are called universal variables and denoted as x, y, z, and elements of V are called existential variables and denoted as v, possibly indexed. We denote by T (F , X ) the set of all terms over F and X ⊆ X ∪ V and by T (F ) the set of all ground terms over F . Throughout this article, we assume that T (F ) is non-empty. An equation or disequation is a multiset of two terms, usually written as s t or s t, respectively. A multiset s 1 t 1 , . . . , s n t n of equations is often written as s t. An atom over Σ is an expression of the form P (t 1 , . . . , t n ), where P ∈ P is a predicate symbol of arity n and t 1 , . . . , t n ∈ T (F , X) are terms. To improve readability, atoms P (t 1 , . . . , t n ) will often be denoted P ( t).
A clause is a pair of multisets of atoms, written Γ → Δ, interpreted as the conjunction of all atoms in the antecedent Γ implying the disjunction of all atoms in the succedent Δ. A clause is Horn if Δ contains at most one atom, and a unit if Γ → Δ contains exactly one atom. The empty clause is denoted by .
Constrained Clauses.
A constraint α over Σ = (P, F ) (and V ) is a multiset of equations v t and disequations s t where v ∈ V and s, t ∈ T (F , X). We denote the equations in α by α and the disequations by α . We call α the positive part of α and say that α is positive if α = α . A constraint is ground if it does not contain any universal variables. A ground constraint is satisfiable if (i) all of its equations are of the form v t or t t and (ii) it does not contain a disequation of the form t t. This means that we interpret α as a conjunction and and as syntactic equality and disequality, respectively.
Let
A constrained clause α C over Σ (and V ) consists of a constraint α and a clause C over Σ, such that each v i appears exactly once in α and α = v 1 t 1 , . . . , v n t n . The set of all variables occurring in a constrained clause α C is denoted by vars(α C). A constrained clause α C is called ground if it does not contain any universal variables, i.e. if vars(α C) = V . We abbreviate α C as α C if vars(α ) ∩ (vars(α )∪vars(C)) = ∅ and no variable appears twice in α . Such a constrained clause is called unconstrained if α is empty. We regard clauses as a special case of constrained clauses by identifying a clause C with C.
Substitutions.
A substitution σ is a map from X ∪ V to T (F , X) that acts as the identity map on all but a finite number of variables. We (non-uniquely) write
and σ is the identity map on (X ∪ V ) \ Y . A substitution is identified with its extensions to terms, equations, atoms, and constrained clauses, where it is applied to both constraint and clausal part.
The Orderings. Any ordering ≺ on atoms can be extended to clauses in the following way. We consider clauses as multisets of occurrences of atoms. The occurrence of an atom A in the antecedent is identified with the multiset {A, A}; the occurrence of an atom A in the succedent is identified with the multiset {A}. Now we lift ≺ to atom occurrences as its multiset extension, and to clauses as the multiset extension of this ordering on atom occurrences.
An occurrence of an atom A is maximal in a clause C if there is no occurrence of an atom in C that is strictly greater with respect to ≺ than the occurrence of A. It is strictly maximal in C if there is no other occurrence of an atom in C that is greater than or equal to the occurrence of A with respect to ≺. Throughout this paper, we will assume a well-founded reduction ordering ≺ on atoms over Σ that is total on ground atoms.
Herbrand Interpretations.
A Herbrand interpretation over the signature Σ is a set of atoms over Σ. We recall from [1] the construction of the special Herbrand interpretation N I derived from an unconstrained (and non-equational) clause set N . If N is consistent and saturated with respect to a complete inference system (possibly using a literal selection function), then N I is a minimal model of N with respect to set inclusion. Let ≺ be a well-founded reduction ordering that is total on ground terms. We use induction on the clause ordering ≺ to define sets of atoms Prod(C), R(C) for ground clauses C over Σ. Let Prod(C) = {A} (and we say that
In both cases, R(C) = C C Prod(C ). We define the interpretation N I as N I = C Prod(C). We will extend this construction of N I to constrained clauses in Section 3.
Constrained Clause Sets and Their Models. Given a constrained clause set N , a Herbrand interpretation M over Σ = (P, F ) is a model of N , written M |= N , if and only if there is a substitution σ : V → T (F ) such that for every constrained clause α C ∈ N and every substitution τ : vars(α C)\ V → T (F ), αστ being valid (i.e. satisfiable) implies that Cτ is true in M. 2 If N is finite, this is equivalent to the formula ∃ v. α C∈N ∀ x.α → C being true in M, where x are the universal variables in α C and is interpreted as syntactic equality. Inferences, Redundancy and Derivations. An inference rule is a relation on constrained clauses. Its elements are called inferences and written as
. . , α k C k are called the premises and α C the conclusion of the inference. An inference calculus is a set of inference rules.
A ground constrained clause α C is called redundant with respect to a set N of constrained clauses if α is unsatisfiable or if there are ground instances α 1 C 1 , . . . , α k C k of constrained clauses in N with satisfiable constraints and the common positive constraint part
4 A non-ground constrained clause is redundant if all its ground instances are redundant.
Given an inference system, a ground inference is redundant with respect to N if some premise is redundant, or if the conclusion is redundant, where the maximal premise is used instead of the conclusion in the ordering constraint. A non-ground inference is redundant if all its ground instances are redundant. A constrained clause set N is saturated with respect to the inference system if each inference with premises in N is redundant wrt. N .
A derivation is a finite or infinite sequence N 0 , N 1 , . . . of constrained clause sets such that for each i, there is an inference with premises in N i and conclusion α C that is not redundant wrt.
. . is fair if every inference with premises in the constrained clause set N ∞ = j k≥j N k is redundant with respect to j N j .
A Constrained Ordered Resolution Calculus
In [12] , we introduced a superposition-based calculus to address the problem whether N |= Σ ∀ x.∃ y.φ, where N is a set of unconstrained clauses and φ a formula over Σ. There, both N and φ may contain equational atoms. The basic idea is to express the negation ∃ x.∀ y.¬φ of the query as a constrained clause set N where all constraints are positive and the constraint part enables a special treatment of the existential variables without Skolemization. For example, ∃x.∀y.¬P (x, y) corresponds to the constrained clause set N = {v x P (x, y) →}. If the saturation of N ∪N terminates, it is decidable whether N ∪ N has a Herbrand model over Σ, i.e. whether N |= Σ ∀ x.∃ y.φ.
In our current setting with constrained clauses that contain only predicative atoms, only two rules from the original calculus are needed. Extending these to clauses with constraints containing both equations and disequations yields the constrained ordered resolution calculus COR given by the following two inference rules. The rules are defined with respect to a selection function that assigns to each clause a possibly empty set of atom occurrences in its antecedent. Such occurrences are called selected and every inference with this clause has to use a selected atom.
Ordered Resolution:
Where not explicitly stated otherwise, we assume a selection function that selects no occurrences at all.
We will now show that we can decide whether a finite constrained clause set N that is saturated by COR has a Herbrand model over Σ and, if so, how to construct such a model. As constrained clauses are an extension of unconstrained clauses, the construction of a Herbrand model of N is strongly related to the one from [1] for unconstrained clause sets as recalled in Section 2. The main difference is that we now have to account for constraints before starting the construction. To define a Herbrand interpretation N I of a set N of constrained clauses over Σ, we proceed in two steps:
(1) Let V = {v 1 , . . . , v n } and let A N = {α | (α ) ∈ N } be the set of all constraints of constrained clauses in N with empty clausal part. A N is covering (for Σ) if for every positive ground constraint β = v t over Σ there is a satisfiable ground instance α of a constraint in A N such that β = α .
We define a constraint α N as follows: If A N is not covering, let α N = v t be a positive ground constraint that is not equal to the equational part of any satisfiable ground instance of a constraint in A N .
6 If A N is covering, let α N be an arbitrary ground constraint. We will show that N is Herbrandunsatisfiable over Σ in this case.
(2) N I is defined as the Herbrand interpretation N I associated to the (unconstrained) ground clause set
and α N σ = α σ and ασ is satisfiable} .
As an example consider the signature Σ = (∅, {0, s}), V = {v} and the two constrained clause sets
}. Then A M is covering but A N is not, and we may choose either {v 0} or {v s(0)} for α N .
One easily sees that N I is independent of α N if all clauses in N are unconstrained. If moreover N I |= N , then N I one of the minimal models of N wrt. set inclusion and we call N I the minimal model of N .
While it is well known how the second step in the construction of N I works, it is not obvious that one can decide whether A N is covering and, if it is not, effectively compute some α N . This is, however, possible for finite A N : Let {x 1 , . . . , x m } ⊆ X be the set of universal variables appearing in A N . A N is covering if and only if the formula ∀x 1 , . . . , x m . α∈AN ¬α is satisfiable in T (F ). Such so-called disunification problems have been studied among others by Comon and Lescanne [5] , who gave a terminating algorithm that eliminates the universal quantifiers from this formula and transforms the initial problem into an equivalent formula from which the set of solutions can easily be read off.
We will now show that Herbrand-satisfiability or unsatisfiability over Σ is invariant under the application of inferences in COR and that a saturated constrained clause set N has a Herbrand model over Σ (namely N I ) if and only if A N is not covering.
Proposition 1 (Soundness). Let α C be the conclusion of a COR inference with premises in a set
As usual, the fairness of a derivation can be ensured by systematically adding conclusions of non-redundant inferences, making these inferences redundant.
The following theorem relies on soundness, redundancy, and fairness rather than on a concrete inference system. Hence its proof is exactly as in the unconstrained case or in the case of the original fixed domain calculus (cf. [1, 12] ): Let N 0 , N 1 Proof. Let M be a Herbrand model of N over Σ = (P, F ). Then there is a substitution σ : V → T (F ) such that for every constrained clause α C ∈ N and every substitution τ : v 1 v 1 σ, . . . , v n v n σ for some substitution σ : V → T (F ), this means that A N is not covering. 
Proposition 2 (Saturation).
Looking at the ground instance δ D = (α, β Λ, Γ → Π, Δ)σ of the conclusion, we see that δ is satisfiable and N I |= D.
On the other hand, as the inference is redundant, so is the constrained clause δ D, i.e. D follows from ground instances δ C i of constrained clauses of N all of which are smaller than (α C)σ. Because of the minimality of Cσ, all C i hold in N I . So N I |= D, which contradicts N I |= D.
-C = Γ → Δ, A and Aσ is strictly maximal in Cσ. This is not possible, since then either Cσ or a smaller clause must have produced Aσ, and hence N I |= Cσ, which contradicts the choice of Cσ.
-No literal in C = Γ → Δ, A is selected and Aσ is maximal but not strictly maximal in Cσ. Then Δ = Δ , A such that A σ = Aσ. So there is an inference by ordered factoring as follows:
As above, ασ is satisfiable and we can derive both N I |= (Γ → Δ , A )σ and N |= (Γ → Δ , A )σ, which is a contradiction.
Combining Propositions 2, 3 and 4, we can conclude: 
Decidability of Model Equivalence and Formula Entailment for DIGs
In Section 3, we showed how saturated sets of constrained clauses can be regarded as (implicitly) representing certain Herbrand models. Other representations of Herbrand models include sets of non-ground atoms or the more flexible so-called disjunctions of implicit generalizations of Lassez and Marriott [15] . We show how both types of representation can be seen as special cases of the representation by saturated constrained clause sets. Based on this view, we reprove that the equivalence of any given pair of representations by disjunctions of implicit generalizations is decidable, and we extend the known results on the decidability of clause and formula entailment (cf. [9] ). To do so, we translate a query M |= φ into a constrained clause set that is Herbrand-unsatisfiable over a certain signature iff M |= φ holds. The Herbrand-unsatisfiability can then be decided using the calculus COR. P ( t), then we say that G is an implicit generalization over P . If  G 1 , . . . , G n are implicit generalizations over P 1 , . . . , P n , respectively, we say that {G 1 , . . . , G n } is a DIG over {P 1 , . . . , P n }.
Definition 1. An implicit generalization G over Σ is an expression of the form
We will now translate each DIG D into a set R 0 (D) of constrained clauses whose minimal model is M(D). The set R 0 (D) may also have other Herbrand models, which means that in general |= Ind and |= Σ do not agree for R 0 (D). Hence the calculus COR is not complete for M(D) based on R 0 (D) alone. We use a predicate completion procedure that was proposed by Comon and Nieuwenhuis [6] to enrich R 0 (D) by additional constrained clauses, such that the resulting clause set R(D) has exactly one Herbrand model over the given signature.
In general, the completion procedure works as follows:
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(1) Let P be a predicate and let N P be a finite and saturated set of clauses over Σ = (P, F ) such that all clauses in N are of the form Γ → Δ, P ( t), where P ( t) is a strictly maximal literal occurrence. Combine all these clauses into a single formula φ P → P ( x) where
the y i are the variables appearing in N P , and the x j are fresh variables. (2) In the minimal model (N P ) I , this formula is equivalent to ¬φ P → ¬P ( x).
If all variables appearing in Γ → Δ, P ( t) also appear in P ( t), ¬φ P can be transformed using quantifier elimination [5] into an equivalent formula ψ that does not contain any universal quantifiers. This quantifier elimination procedure is the same that we used in Section 3 to decide the coverage of constraint sets. (3) This formula can in turn be written as a set N P of constrained clauses. The union N P ∪ N P is the completion of N P . (4) If N is the union of several sets as in (1) defining different predicates, then the completion of N is the union of N and all N P , P ∈ P, where N P is the set of all clauses in N having a strictly maximal literal P ( t).
Comon and Nieuwenhuis showed in [6, Lemma 47 ] that the minimal model of a Herbrand-satisfiable unconstrained saturated clause set is also a model of its completion. Moreover, the union of the original set and its conclusion has at most one Herbrand-model over the given signature. 
We 
D). Then R(D) has exactly one Herbrand model over
Hence for every formula φ over Σ , it holds that {P ( s 1 ) , . . . , P ( s n )}, then this is equivalent to P ( t) being an instance of P ( s) but not of any P ( s j ). This is turn is equivalent to R 0 ({G i }) |= IndṖi ( t) and R 0 ({G i }) |= IndPi ( t). That this holds for some i is equivalent to R 0 (D) |= Ind P ( t), or by Lemma 1 to R(D) |= Σ P ( t).
Proposition 5 (Equivalence of D and R(D)). Let D be a DIG and let P ( t) be a ground atom over Σ. Then M(D) |= P ( t) iff R(D) |= Σ P ( t).

Proof. Let
Let us investigate the shape of the constrained clauses of R(D) more closely. Consider first an implicit generalization G = P ( s)/{P ( s 1 ), . . . , P ( s n )}. All constrained clauses in R 0 (G) are unconstrained units. The completion procedure adds constrained unit clauses of the following forms:
contains, in addition to clauses as just presented, only clauses of the formṖ ( x) →P ( x), P ( x), where P ( x) is the maximal literal occurrence. The only additional constrained clauses in R(D) come from the completion of signature predicates and are of the form
whereṖ j1 ,P j1 , . . . ,Ṗ jn ,P jn are the fresh predicates introduced for P . Note that all constrained non-unit clauses contain a unique literal that is maximal for all instances of the constrained clause, namely P ( x).
Example 2. Consider the DIG D from Example 1. The sets R 0 (G 1 ) and R 0 (G 2 ) consist of the following unconstrained clauses:
additionally contains the unconstrained clauseṡ
To compute R(D), we have to look at the sets of clauses defining the predicateṡ P 1 ,Ṗ 2 ,P 1 ,P 2 , and P :
The negation ofṖ 1 in the minimal model of R 0 (D) is obviously defined by ¬Ṗ 1 (x, y) ⇐⇒ ¬∃x , y .x s(x )∧y s(y ). The quantifier elimination procedure simplifies the right hand side to x 0 ∨ y 0. This results in the unconstrained completion
Analogously, the negation ofṖ 1 in the minimal model of R 0 (D) is defined by ¬Ṗ 1 (x, y) ⇐⇒ x y. The corresponding completion is not unconstrained:
Whenever the maximal literal of some input clause is non-linear, i.e. whenever a variable appears twice in this literal, then such constraints consisting of disequations always appear. E.g. the completion of {→ Q(x, x, x)} adds the three clauses x y Q(x, y, z) →, x z Q(x, y, z) →, and y z Q(x, y, z) →. Such non-linearities are also the only reason for the appearance of constraint disequations. The completions ofṖ 2 andP 2 are computed analogously as
, y) →} and
For P , we have that
Rewriting the right hand side to its disjunctive normal form allows to translate this definition into the following clause set:
The set R(D) is then the union of R 0 (D) and all N Q , Q ∈ {Ṗ 1 ,Ṗ 2 ,P 1 ,P 2 , P }.
Lemma 2.
Let D be a DIG over Σ = (P, F ) and let P be the set of fresh predicates in R(D). Then the class of constrained clauses over (P , F ) of the following forms is closed under the inference rules of COR:
Moreover, the saturation of a finite set of such constrained clauses with COR terminates.
Lemma 3. Let D be a DIG over Σ = (P, F ) and let P be the set of fresh predicates in R(D). If N is a set of constrained clauses over Σ containing at most one literal each, then it is decidable whether R(D) ∪ N is Herbrand-satisfiable over Σ = (P ∪ P , F ).
Proof. Let M * be a saturation of M = R(D) ∪ N by the calculus COR. By Theorem 1, Herbrand-unsatisfiability of M over Σ is equivalent to the coverage of A M * , which is decidable if M * is finite. To prove that M * is finite, we show that any derivation starting from M is finite. The only constrained clauses containing at least two literals and a predicate symbol of P are of the formṖ
, where P ∈ P,Ṗ j1 ,P jn , . . . ,Ṗ jn ,P jn ∈ P are the fresh predicates introduced for P , and P ( x) is the maximal literal occurrence in both types of constrained clauses (cf. the remarks following Lemma 1). Since each inference between constrained clauses containing predicate symbols of P reduces the number of atoms featuring such a predicate, there are only finitely many such inferences. The conclusion of an inference
between two constrained clauses in R(D) using P ∈ P is a tautology (and thus redundant), because eitherṖ i ( x) orP i ( x) appears in both Γ and Δ. The remaining derivable constrained clauses over (P , Σ) obey the restrictions of Lemma 2, hence the saturation terminates.
With this preliminary work done, we can decide whether two DIGs represent the same model: Expressed as a satisfiability problem of constrained clauses, we have to check
Theorem 2 (DIG Equivalence). Equivalence of DIGs is decidable by saturation with respect to COR.
} is Herbrandsatisfiable over Σ. To do so, we saturate this set with respect to COR.
Since
} is saturated, all non-redundant inferences use at least one descendant of v 1 x, v 2 y P (x, s(y)) →. The following constrained clauses can be derived. We index the new constrained clauses by (0). . . (9) . Each of these constrained clauses is derived from one clause in R(D) (which is not given here) and another clause that is indicated by its index: (7) or (8) No further non-redundant constrained clauses can be derived. The constraint
} consisting of the constraints of the constrained clauses (0), (6) , and (9) is covering, which means that the whole constrained clause set is Herbrand-unsatisfiable over Σ,
Apart from deciding equivalence of DIGs, we can decide for formulas from a number of classes whether they are true in models represented by DIGs. 
Conclusion
We have extended the decidability results of [9] for ARMs to arbitrary formulas with one quantifier alternation and for DIGs to several more restrictive formula structures with one quantifier alternation. Our approach has potential for further research. We restricted our attention to a non-equational setting, whereas our initial fixed domain calculus [12] considers equations as well. It is an open problem to what extend our results also hold in an equational setting. In [9] , the finite and infinite (open) signature semantics for DIGs was considered. Our results refer to the finite signature semantics where actually only the signature symbols of a finite saturated set are considered in the minimal model. It is not known what an infinite (further symbols) signature semantics means to our approach. Finally, in [9] the question was raised what happens if one considers more restrictive, e.g., linear DIGs. We know that linear DIGs require less effort in predicate completion but it is an open question whether this has further effects on decidability (complexity) results.
