South Africa is on the brink of implementation of mandatory fluoridation of municipal water following the final approval by Parliament in 2001. The ability to accurately measure fluoride in water is an obvious prerequisite for the safe and effective implementation of water fluoridation. This paper evaluates the current status of fluoride determination in water in South Africa. The study was undertaken by the University of Johannesburg in collaboration with the South African Bureau of Standards as part of their ongoing Water-Check Programme. River water, borehole water, and synthetic water samples were sent to 66 participating laboratories in South Africa in March 2004. The results obtained from the analysis of 7 fluoride-containing samples with varying matrix composition, show that 50% of the laboratories could achieve results that fall between a lower limit of -20% and an upper limit of +20% relative to the true value. The precision (%RSD) for the determination of samples with fluoride concentration at the important level below 0.5 mg/ℓ was poor, ranging from ±20% at 0.5 mg/ℓ to ±100% at 0.1 mg/ℓ. The two major analytical techniques used by the participating South African laboratories were ISE (40%) and IC (36%).
Introduction
The Department of Health in South Africa has legislated regulations in respect of fluoridation of potable water supplies in September 2000 (Department of Health, 2000) . The final regulations were approved by Parliament in September 2001. South Africa is therefore awaiting the implementation of mandatory fluoridation of municipal water up to a level of 0.7mg/ℓ. The addition of F -to drinking water up to this level has been approved because of its much publicised beneficial effects on reducing the incidence of dental caries (Underwood, 1977; Murray et al., 1991) . The possible negative effects of over-exposure to F -, dental and skeletal fluorosis (Liu, 1995; Chen et al., 1993 Chen et al., , 1996 Butler et al., 1985; Richards et al., 1967) are also well known. F -has a relatively narrow range between intake associated with beneficial effects and exposures causing negative effects. As levels of fluoride are increased, the risk of dental fluorosis increases more rapidly than the decrease in dental decay. Because of the small margin of safety between beneficial and toxic levels of F -, the consequences of accidental overdosing could be serious. The ability to accurately measure fluoride concentration in water is therefore an obvious prerequisite for the safe and effective implementation of water fluoridation. In a recent paper (Haarhoff, 2003) it was pointed out that any measurement error, e.g. a modest systematic underestimation of fluoride before and after dosing, will be compounded during the required feedback loop in the dosing procedure resulting in a significant overdose.
The purpose of this study was to evaluate the current status and proficiency of South African laboratories with regard to fluoride determination in water. The study was undertaken in collaboration with the South African Bureau of Standards (SABS) as part of their ongoing Water-Check Programme. Water-Check is a high-frequency inter-laboratory proficiency testing programme with the objective of providing a rapid report-back service to participants for self evaluation. A set of F --containing solutions with different matrix compositions and some containing elements that could interfere with the fluoride determination, was included in the test samples sent out to the participating laboratories. This was done to evaluate the effect of matrix composition and common interferences on routine F -determination in South Africa. A secondary aim was to collect information with regard to the types of analytical technique currently used in South Africa for F -determination and to compare their performance capabilities. 
Test samples

Results and discussion
Statistical evaluation of results
The Water-Check Programme makes use of robust statistics, applying down-weighting of outlying data without excluding such data for data evaluation. For this study, all the original values, outliers included, were recaptured electronically in the reporting process adopted by the SABS. The Z-score for each result is calculated and an average Z-score then calculated for each laboratory. The Z-scores are calculated as follows:
Z-score , x =robust mean (median) in case of natural samples or Z-score , t = true value in case of synthetic samples
The F -data consisted of 446 F -values obtained from the 66 participating laboratories of which 44 returned method information sheets. The statistical summary of the results is presented in Table 2 . True values were not available for the natural water samples, river water (Sample 1) and borehole water (Sample 2).
In the synthetic samples the medians were relatively close to the true values, F -was under-estimated in Samples 4, 6 and 7 by -12.0%, -7.4% and -5.3%, respectively, and over-estimated by 1.1% in Sample 8 and by 30.0% in Sample 5. In the latter case the F -concentration of 0.1 mg/ℓ in the sample is very low and close to the limit of quantitative determination for the techniques used in this study. Because of the low concentration even a small measurement uncertainty of 0.01 mg/ℓ for example, will result in a large relative error of 10%. The standard deviations vary between 30% and 77% for F -concentrations below 0.5 mg/ℓ. This large spread in results emphasises the difficulty in determining F -at the (for fluoridation) critically important concentration levels below 0.5 mg/ℓ. As could be expected the SDs improve substantially with increasing F -concentration above 0.5 mg/ℓ. The complication introduced when Al is present, is reflected in the relatively high SD for Sample 4. Al forms complexes with F -such as AlF 2+ and AlF 2 + thus rendering F -analytically inaccessible as F -, resulting in an under-estimation of the free F -concentration. The problem can be resolved by adding a decomplexing agent such as CDTA (trans-1, 2-cyclohexylenedinitrilo) tetra-acetic acid. In using ISEs (ion selective electrodes) a decomplexing agent is usually part of the TISAB (total ionic strength adjustment buffer) solution recommended for F -determination. The effectiveness of this procedure strongly depends on the type and condition of the TISAB solution used.
Formate, an organic acid anion that might be present in natural water samples, gives a retention time of close to F -in the ion chromatographic determination of F -and could result in the chromatographic peaks overlapping. The relatively small negative error shown for Samples 6 and 7 seems to indicate, however, that the formate interference is negligible at the concentration levels of F -and formate in these samples. In natural water samples there are many unknown dissolved and suspended components that could affect the F -measurements. It is therefore to be expected that SDs will be high at the low F -concentrations in these samples.
Comparison of analytical methods
Data from the method information sheets, returned by 44 out of 66 laboratories, were analysed to compare the correlation between accuracy and analytical method. The methods used by the different laboratories are listed in Table 3 . The Z-score is a useful indication of the accuracy of a measurement. Absolute Z-scores are graphically shown in Fig. 1 . The Z-score expresses the deviation of a measurement from the median or true value relative to the standard deviation. A smaller Z-score indicates a better accuracy. The overall average absolute Z-scores for ISE, the spectrophotometric SPANDS (2-(para-sulphophenylazo)-1, 8-dihdroxynaphthalene-3, 6-disulphonate) method, and IC (ion chromatography) are 0.98, 1.25, and 1.33 respectively. 
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Lab X, the Analytical Chemistry Research Laboratory at the University of Johannesburg, shows the lowest Z-score in this inter-laboratory study. The good performance of this laboratory is the result of applying a set of precautions and diligently avoiding pitfalls associated with the determination of fluoride using ISEs and IC. The study of pitfalls in ISE and IC determination of fluoride conducted in this laboratory is reported elsewhere (Noh, 2005) .
The performance of the analytical laboratories in South Africa, participating in this proficiency testing exercise for the measurement of F -, is summarised in Table 4 . 56% of laboratories in this study reported results that fall within the Z < 1 category. Table 4 gives a general evaluation of laboratory performance in terms of Z-score. The more strict requirements applicable to the fluoridation environment, however, demand that we look more carefully at the above assessment. If the standard deviations given in Table 2 are taken into consideration, the Z<1 limit could hardly be considered good in cases where the%RSD > 20% as is the case for Samples 1, 2, 4, 5, and 6. It can, for example be shown that an under-estimation of 20% will lead to overdosing of nearly 30% in a typical fluoridation application (Haarhoff, 2004 ).
An alternative way of evaluating laboratory performance is to use the cumulative distribution plot of all the measurement data shown in Fig. 2 to provide an estimate of measurement error. If ±20% is arbitrarily chosen as the maximum allowable error (equivalent to a lower limit and upper limit at an ordinate value of 0.8 and 1.2, respectively in Fig. 2 ) for F -determination in fluoridation applications, only 50% of the participating laboratories produced reasonably good results.
In Fig. 3 , a cumulative distribution plot for each method shows that 63% of the F -measurements made by ISE, fall within the ±20% limits, while for the SPADNS method 52%, and for IC only 39% fall within the ±20 limits.
Cumulative distribution plots for each sample shown in Laboratory code Average absolute Z-score of the measurements fall within the ±20% limits. The degree of difficulty in reliably analysing low-level F -is once again emphasised. The performance of the laboratories on a per sample basis is summarised in Table 5 .
The complexity of a natural water matrix, in particular river water, and the effect it has on the reliability of F -measurements are reflected in the fact that only 28% of the measurements for the river water sample fall within the ±20% limit. This is a serious cause for concern given the fact that water matrices similar to this one would be encountered during the fluoridation process. It is also clear that the presence of Al, a common interferent, can compromise the result when adequate precautions are not taken.
Determination of composition of natural water samples
The natural water samples were analysed by ICP-OES (inductively coupled plasma-optical emission spectrometry) and IC at the University of Johannesburg to determine whether any elements present in the samples could have sufficiently high concentrations to constitute an interference risk.
A Varian Liberty 100 ICP-OES spectrometer was used for the determination of the elements: Li, B, Na, Mg, Al, Ca, Cr, Mn, Fe, Co, Ni, Cu, Zn, Sr, Ba, Cd, Pb and Bi. A 1 000 mg/ℓ Multi IV (Merck SA) multi-element ICP-OES standard was used to prepare calibration standards by appropriate dilution with 2% HNO 3 . The experimental conditions used in ICP-OES measurements are summarised in Table 6. A Dionex DX-120 ion chromatographic system, equipped with a Dionex anion exchange column system (AG 14A+AS14A), was used for the determination of the anions: F -, formate, Cl -, Br -, NO 3 -, NO 2 -, PO 4 3-, SO 4 2-in the natural samples. The standard HCO 3 -/CO 3 2-(1.0 mM HCO 3 -+ 3.5mM CO 3 2-) eluant, recommended for anion determinations with this column, was used in all determinations.
The results are summarised in Table 7 for those species in Samples 1 and 2 where the concentrations were more than the method detection limit (MDL).
The results show relatively low levels of Al, an element known to interfere in the ISE determination of F. At this level the TISAB solutions normally used for F -determination (TISAB III) would adequately resolve the reduction in F -signal caused by the presence of Al. The reason for the high%RSDs could therefore be ascribed to the relatively low F -concentrations in the samples and to the matrix effects.
Determination of Laboratory Fortified Matrix (LFM) samples
A useful procedure to assess whether a method is prone to matrix effects is the Laboratory Fortified Matrix (LFM) Method, which is a quality control procedure used in the EPA approved method for F -determination (Daniel, 1997). The LFM sample is an aliquot of an environmental sample to which known quantities of the method analytes are added. The LFM is analysed exactly like a sample, and its purpose is to determine whether the sample matrix contributes bias to the analytical results. The background concentrations of the analytes in the sample matrix must be determined in a separate aliquot and the measured values in the LFM corrected for background concentrations. The LFM should be prepared at concentrations no greater than five times the highest concentration observed in any field sample.
Per cent recovery is calculated using the following equation: R = where: R = % recovery Cs = fortified sample concentration C = sample background concentration S = concentration equivalent of analyte added to sample
The satisfactory recovery limits range between 75 and 125%. If the recovery of any analyte falls outside the designated LFM recovery range, the recovery problem encountered with the LFM is judged to be matrix induced and the results for that sample and the LFM are reported with a "matrix induced bias" qualifier.
To check the possible effect of the matrix on the determination of F -in the Water-Check samples, the samples were spiked with known amounts of F -, to prepare a set of LFM check samples. The recoveries obtained in the analysis of these samples are given in Table 8 .
The results, except Sample 1 using ISE, displayed acceptable recoveries (75 to 125%, US EPA method 300.1) for F -in all matrices. This indicates that the analytical methods, ISE and IC, are both acceptable methods to measure F -in water samples. The initial% recovery of Sample 1 (river water) was 155.0%, which was out of the reasonable recovery range (75 to 125%). Therefore Sample 1 was further analysed with ISE using three different methods. In the first, the sample was measured 24 h after fortification, in the second, the sample was filtered first and then measured after fortification, while in the third, the sample was measured after fortification, filtration and UV treatment. The filtration was chosen with the expectation that removal of any unknown factors that could affect the F -determination in the natural samples, would improve the accuracy. UV lamp exposure was tested with the expectation of breaking up the organic material in natural samples. The recoveries improved to 90.7% and 91.3%, respectively, after filtration and filtration with UV lamp exposure. However, the result 24 h after fortification was the least impressive, 298%, and was in fact worse than before. This indicated that filtration was necessary in natural river water samples for accurate F -measurement, although not the case in the synthetic samples with ISE. Sample 2 (borehole water), another natural sample, showed a reasonable LFM recovery value, even without filtration. It is therefore clear that the matrix could affect the analytical results for F -determination, even though the analytical method was accurate enough. When the ion composition of these samples was compared (Table 6) , Sample 2 contained a larger concentration of each element. Even though a lower concentration of ions occurred in the river water sample, the LFM recovery value was out of the acceptable recovery range. This means that there were other factors that caused the erroneous LFM value in the river water sample. This problem could be solved by filtration.
In the case of synthetic samples, the recovery for Sample 4, which contained Al interference, was lower, 86.2%, for ISE determination than for the other samples. This occurred because of the formation of Al-F complexes and the less than 100% efficiency of the decomplexing agent to break up the complex. In the case of IC the recovery of Sample 4 was 102.5%. This means that Al at this level is not problematic in the determination of F -, using IC in terms of interference, but the precipitation of Al hydroxide in basic medium should be considered, since precipitation could damage the column.
The recoveries for Sample 5 were lower for both methods (92.4% and 91.6%), because of a very low level of F -at 0.10 mg/ℓ. The other synthetic Samples, 6, 7 and 8, yielded good results, close to 100% recovery. These samples did not display any significant interference that could result in serious error.
Conclusion
F
-measurement by ISE is the predominant method used by the 66 participating laboratories to determine fluoride in water samples. Results obtained by this method produced the best average Z-scores. 50% of the measurements obtained from all the methods and all 66 laboratories fall between an arbitrarily set lower limit of -20% and an upper limit of +20% with respect to the median or true value. It can be shown that an under-estimation of 20% could lead to an overdose of almost 30% in a typical fluoridation application. Obviously the accuracy limits achieved by the best 50% of the laboratories are hardly adequate for ensuring reliable and accurate dosage in a fluoridation programme. The results have shown that by taking the necessary precautions and avoiding the numerous pitfalls in fluoride determinations very accurate results are indeed attainable. 
