This paper studies the nature of capital adjustment at the plant-level. We use an indirect inference procedure to estimate the structural parameters of a rich specification of capital adjustment costs. In effect, the parameters are optimally chosen to reproduce
Motivation
The goal of this paper is to understand the nature of capital adjustment costs. This topic is central to the understanding of investment, one of the most important and volatile components of aggregate activity. Moreover, understanding of the nature of adjustment costs is vital for the evaluation of policies, such as tax credits, that attempt to influence investment and thus aggregate activity. Despite the obvious importance of investment to macroeconomics, it remains an enigma.
Costs of adjusting the stock of capital reflect a variety of interrelated factors that are difficult to measure directly or precisely.
1 Changing the level of capital services at a business generates disruption costs during installation of any new or replacement capital and costly learning must be incurred as the structure of production may have been changed. Installing new equipment or structures often involves delivery lags and time to install and/or build.
The irreversibility of many projects caused by a lack of secondary markets for capital goods acts as another form of adjustment cost.
Some industry case studies (e.g., Holt et al. [1960] , Peck [1974] , Ito, Bresnahan and
Greenstein [1998] ) provide a detailed characterization of the nature of the adjustment costs for specific technologies. A reading of these industry case studies suggest that there are indeed many different facets of adjustment costs and that, in terms of modelling these adjustment costs, both convex and nonconvex elements are likely to be present.
As direct measurement of these many factors is difficult, for the most part the study of capital adjustment costs has been indirect through studying the dynamics of investment itself. 2 Holt et. al. [1960] found a quadratic specification of adjustment costs to be a good approximation of hiring and layoff costs, overtime costs, inventory costs and machine setup costs in selected manufacturing industries. These components of adjustment costs for changing the level of production are relevant here but are by no means the only relevant costs. In terms of changes in the level of capital services, Peck [1974] studies investment in turbogenerator sets for a panel of 15 electric utility firms and found that "The investments in turbogenerator sets undertaken by any firm took place at discrete and often widely dispersed points of time."In their study of investment in large scale computer systems, Ito, Bresnahan and Greenstein
[1998] also find evidence of lumpy investment. Their analysis of the costs of adjusting the stock of computer Despite this perspective from the industry case studies, the workhorse model of the investment literature has been a standard neoclassical model with convex costs (often approximated to be quadratic) of adjustment. 3 This model has not performed that well even at the aggregate level (see Caballero [1999] ) but the recent development of longitudinal establishment databases has raised even more questions about the standard convex cost model.
An alternative approach, highlighted in the work of Doms-Dunne [1993] , Cooper, Haltiwanger and Power [1999] , Abel-Eberly [1994 , and Caballero, Engel and Haltiwanger [1995] , argues that nonconvexities and irreversibilities play a central role in the investment process. The primary basis for this view, reviewed in detail below, is plant-level evidence of a nonlinear relationship between investment and measures of fundamentals, including investment bursts (spikes) as well as periods of inaction.
One limitation of this recent empirical literature is that it has focused primarily on Gourieroux and Monfort [1996] and Smith [1993] . We recover structural estimates of the convex and nonconvex components of adjustment costs.
capital include items which they term "... intangible organization capital such as production knowledge and tacit work routines." 3 Hamermesh and Pfann [1996] provide a detailed review of convex adjustment cost models and numerous references to the motivation and results of that lengthy literature.
There are two characteristics of the data that we use extensively in linking the theory and the plant-level data. The first is an estimated relationship between investment rates and fundamentals, measured as profitability shocks which we infer from plant-level observations. This relationship is highly nonlinear: investment is relatively insensitive to small variations of profitability but responds quite strongly to large shocks. This nonlinear relationship is closely associated with the highly skewed nature of the investment rate distribution at the micro level. The second is the low serial correlation of plant level investment rates relative to the estimated serial correlation of the driving processes. We take these prominent features of the data and, through the indirect inference procedure, recover the underlying structural parameters.
Our results can be summarized by reference to extreme models. A model without adjustment costs is excessively responsive to shocks and, somewhat surprisingly, this response is clearly nonlinear. 4 From this perspective, the role of adjustment costs is to temper the response of investment to fundamentals. The convex cost of adjustment model cannot reproduce the observed nonlinear relationship between investment and profitability. Further, the convex adjustment cost model is not sensitive enough to shocks and creates significant positive serial correlation of investment rates. Thus richer models of adjustment are needed.
Both the nonconvex and the irreversibility models are able to produce nonlinear relationships between investment and fundamentals which are much closer to the data. Further both of these models imply inactivity and investment bursts. Interestingly, irreversibility creates an asymmetry as well since the loss from capital sales is more relevant when profitability shocks are below their mean. From our estimation of a structural model of adjustment, combination of convex and nonconvex adjustment costs is necessary to fit prominent features of observed investment dynamics.
In terms of macroeconomic implications, the natural question is whether these nonconvexities "matter" for aggregate investment. Our findings indicate that at the plant-level, the nonconvexities identified in our estimation are important: a model with only convex adjustment does poorly at the plant level. However, a model with only convex adjustment costs fits the aggregate data created by our estimated model reasonably well though (as reported independently by Cooper, Haltiwanger and Power [1999] , hereafter CHP) the convex models 4 Although this result is less surprising once one takes into account the highly nonlinear relationship between profits and capital that emerges empirically.
tend not to track investment well at turning points. We find that the nonconvexities are less important at the aggregate relative to the plant-level. The use of the retirements data requires a somewhat modified definition of investment.
Facts

Data Set
The definition of investment and capital accumulation that we use follows that of CEH and satisfies:
where I t is our investment measure, EXP t is real gross expenditures on capital equipment, RET t is real gross retirements of capital equipment, K t is our measure of the real capital stock (generated via a perpetual inventory method at the plant level), and δ t is the in-use depreciation rate. This measurement specification differs from the usual one that uses only 5 While the balanced panel enables us to avoid modelling the entry/exit process there is undoubtedly a selection bias induced.
gross expenditures data and the depreciation rate captures both in-use and retirements.
Following the methodology used in CEH, we use the data on expenditures and retirements along with investment deflators and BEA depreciation rates to construct real measures of these series and also an estimate of the in-use depreciation rate. 6 In what follows, we focus on the investment rate, I t /K t , which can be positive or negative.
Moments of the Data
The histogram of investment rates that emerges from this measurement exercise are reported in Figure 1 . It is transparent that the investment rate distribution is non-normal having a considerable mass around zero, fat tails, and is highly skewed to the right (standard tests for non-normality yield strong evidence of skewness and kurtosis). Some of the main features of the distribution (and its underlying components in terms of gross expenditures and retirements) are summarized in Table 1 . First, note that about 8% of the (plant, year)
observations entail an investment rate near zero (investment rate less than 1% in absolute value). Of this inaction, about 6% of the observations indicate gross expenditures less than 1% of the plant capital stock and the retirement rate is less than 1% in 42.3% of our observations. Thus the data exhibit significant inaction in terms of capital adjustment. This is one of the driving observations for our analysis.
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These observations of inaction are complemented by periods of rather intensive adjustment of the capital stock. In the analysis that follows we term episodes of investment rates in excess of 20% spikes. 8 Investment rates exceed 20% in about 18% of our sample observa- 6 A relevant measurement point here is that the retirement data are based upon sales/retirements of capital that yield a change in the book value of capital. Using a FIFO structure and the history of investment and retirements, CEH develop a method to convert this to a real measure of retirements. The methodology yields a measure of the real changes in the plant-level capital stock induced by retirements. In what follows, it is important to note that it does not already capture the difference between buying and selling prices of capital that may influence the adjustment process. We recover that difference in our estimation. tions. On average these large bursts of investment account for about 50% of total investment activity. Decomposing the investment rate in terms of gross expenditures and retirements, there are gross expenditure rate spikes in approximately 23% of the plants while negative investment spikes occur in about 1.4% of the observations. These properties of the investment distribution illustrate a key feature of the micro data: investment rates are highly asymmetric. It is important to emphasize that our measurement of negative investment is through a direct measurement of retirements reflecting purposeful selling or destruction of capital. We find a negative investment rate in roughly 10 percent of our observations, zero investment in almost 10 percent and positive investment rates in the remaining 80 percent of our observations. This striking asymmetry between positive and negative investment is an important feature of the data that our analysis seeks to match. 
Non-Linearities in the Relationship Between Investment and Fundamentals
A closely related aspect of recent empirical findings from micro data is the nonlinear relationship between investment and fundamentals. 9 This evidence, along with the observed periods of inactivity and investment bursts, is certainly suggestive of nonconvex costs of adjustment.
However, one must be careful since these observations, particularly the investment bursts, may be indicative of large shocks as well. Hence a key to our analysis is understanding the need to reduce our analysis to a dynamic discrete choice problem. Nonetheless looking at these extreme episodes is informative about both the data and the models. 9 For example, CHP find that the probability of having a large investment episode is increasing in the time since the last episode and CEH find a highly nonlinear relationship between the rate of investment and a measure of the gap between desired and actual capital.
mapping from exogenous shocks to the profitability of enterprizes to their capital adjustment. As explained below, by identifying shocks we can infer the nature of adjustment costs from observed investment behavior.
Investment Profitability Relationship
Our indirect inference techniques rely heavily on exploiting a simple reduced form empirical relationship between investment and a measure of fundamentals. For our analysis, variations in fundamentals are measured through shocks to plant level profitability. We first describe how profitability is measured at the plant level and then provide an empirical characterization of the investment-profitability relationship.
Estimation of Profit Functions
Current profits, for given capital, are given by Π(A, K),
where the variable inputs (L) have been optimally chosen, a shock to profitability is indicated by A and K is the current stock of capital. That is,
where R(Â, K, L) denotes revenues given the inputs of capital (K) and labor (L) and a shock to revenues, denotedÂ . Here Lw(L) is total labor cost. Clearly this formulation assumes there are no costs of adjusting labor. Once we specify a revenue function, we can use this optimization problem to determine the labor input and to derive the profit function Π(A, K),
where A reflects both the shocks to the revenue function and variations in costs of labor.
Throughout the analysis, the plant level profit function is specified as
A key parameter is thus θ, the curvature of the profit function. This profit function can be derived from a model in which the production function is Cobb-Douglas (CRS) and the plant sells a product in an imperfectly competitive market. If α L denotes labor's coefficient in the Cobb-Douglas technology and ξ is the elasticity of the demand curve, then
This parameter was estimated from the our panel of plants from the LRD. To do so, we assume that there are both aggregate (A t ) and plant specific profitability shocks (ε it ), with A it =A t ε it . Real profits and capital stocks were calculated at the plant level as explained above. We then estimated θ from (3) using nonlinear least squares.
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From the plant-level data, θ is estimated at .5 (standard error is 0.01). Using the LRD plant-level data, we estimate α L = .72 using cost shares. This, in turn implies a demand elasticity of -4.8 and a markup of about 27 percent.
Based upon this estimate of θ, we can, in principle, use the profit and capital measures along with (3) to solve for the profit shocks A it . In practice, we generate the profit shock series in an indirect fashion. The reason is that we suspect that there is considerable measurement error in profits with a nontrivial number of outliers so that the implied distribution of profit shocks has an enormously large variance. To avoid this problem with measurement error in profit rates, we obtain A it indirectly by using the first order condition for employment which depends upon A it , capital and the parameters underlying θ for which we have estimates. Employment is measured with much less measurement error and accordingly we find a substantially lower variance of the profit shocks using this indirect method. Even with this indirect method, we remove fixed effects from the distribution of profit shocks. As discussed below, if there are some underlying structural differences across businesses (which there undoubtedly are) that yield permanent differences in profitability across businesses, then we need to remove them from impacting our analysis since such structural, permanent heterogeneity is outside the scope of our model.
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With the estimate of the profit shocks at the plant level, we decompose these shocks into aggregate and idiosyncratic components. The aggregate component is simply the yearly mean of the profit shocks; the idiosyncratic component is the deviation from that mean. The estimated serial correlation of the (log) aggregate shocks is .84 with a standard deviation of .09 while the serial correlation is .53 for the idiosyncratic shocks and the standard deviation is .24, considerably larger. These series provide the necessary information for the solution of the plant level optimization problem which requires the calculation of a conditional expectation of future profitability. 12 10 We used plant level fixed effects in this specification and estimated θ using the methodology proposed by Kiviet [1995] . 11 If instead one used the direct measure of profit shocks from the residual profit/capital relationship, removing fixed effects still leaves an enormous variance with incredible outliers -again suggesting the presence of substantial measurement error in our direct measures of profit rates. 12 Clearly these series as well as those obtained from production function estimation at the plant level are
The Investment Profitability Relationship Letting a it =ln(A it ), we study the following relationship between investment and profitability:
whereĩ it is the deviation of the investment rate at plant i in period t from the plant specific mean. Likewise,ã it is a deviation from the plant specific mean. Given our interest in understanding nonconvexities in the adjustment process, we allow the investment rate to be a nonlinear function of profitability shocks. 13 In (5) we include the lagged shock to incorporate the dynamic response of investment to shocks. Finally, year effects are included so that we can control for general equilibrium effects, operating through time series variations in wages and interest rates, which are not fully present in our investment model.
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This very simple specification is motivated in a number of ways. First, the prior literature and our analysis of basic moments above suggests a nonlinear relationship between investment and fundamentals. In particular, we know from Table 1 that the investment distribution exhibits a relatively small share of negative rates, a mode at zero investment and then a distribution of positive rates which is very skewed to the right. Moreover, we know from Figure 8 of CEH that there is a highly nonlinear relationship between investment and a measure of the gap between desired and actual investment with modest negative rates even for large negative gaps and increasingly large investment rates for positive gaps. The above simple regression has the potential to capture key features of the asymmetric distribution of investment and the related nonlinear relationship between investment and fundamentals found in the prior literature. It is true that the above specification puts much less structure on this relationship than in the prior literature -but this is intentional as our methodology of independent interest in terms of evaluating competing models of business cycles. 13 We use deviations from means in this regression to remove effects of unobserved heterogeneity. Specifying this relationship in terms of deviations of means instead of fixed effects is important given the potential role for nonlinearities -we don't want to abstract from any fixed nonlinear relationship which a fixed effects specification would imply. For reasons of parsimony, we do not split the shock into aggregate and idiosyncratic components for this estimation. 14 The year effects will absorb any common shocks and, given they are specified in this nonparametric fashion, any nonlinear response to common shocks is accounted for by these year effects as well. Here common shocks include shocks to aggregate profitability as well as (potentially endogenous) factor price movements.
In what follows, it is extremely important to emphasize that we are exploiting the cross sectional differences in investment dynamics across plants to identify adjustment costs having controlled for common shocks.
seeks to identify basic features of the data that we can measure/estimate relatively precisely and then in turn relate that to the underlying structural model via indirect inference techniques.
A second related motivation for the above specification is that we are relatively confident of our ability to measure the investment rate and the profit rate shocks that are used in the above specification. Moreover, in our subsequent analysis using numerical value function iteration we can specify the underlying shock process in the simulated environment to mimic closely the distribution of the shocks in the actual data. Put differently, this reduced form specification has a great advantage in yielding a tight relationship between estimating this reduced form regression in the actual data and the simulated data.
Estimation of (5) at the plant level yields parameter values reported in Table 2 . There are two key aspects of the investment relationship that emerge:
• investment responds in a nonlinear way to profitability shocks.
• the serial correlation of investment rates at the plant level is much less than the serial correlation of the driving processes
There is a statistically significant and economically important nonlinearity in the relationship between investment rates and profitability. For values of the profitability shock near its mean, the investment rate is near zero. It rises rapidly at an increasing rate as the profitability shock increases. Thus, for positive values ofã it , the relationship is increasing and convex. In contrast, the response to reductions in profitability is not nearly as large.
Thus there is an asymmetry between the response to positive and negative profitability shocks which mimics the basic features of the data emphasized in Table 1 This nonlinearity is also seen in Figure 2 which relates the investment rate (deviated from mean) to the profitability shock, for a given lagged value of that shock. The investment rate is a convex function of the profitability shocks and is more responsive to the larger deviations in profitability. innovations in the profitability shock. 15 There are two points to note from this figure. 15 The shock is assumed to follow an AR1 process with a coefficient of .53 to mimic the idiosyncratic shocks to profitability
First is the dynamic of the response to a shock: investment bursts when there is a shock to profitability and then quickly returns to its original level. Evidently, investment displays weak persistence relative to the driving process. 16 Second, the response to the large variation in profitability is much stronger than the response to the small variation. This again reflects the underlying nonlinearity in (5).
Before proceeding it is worth noting that the R-squared reported in Table 2 is 0.0751.
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While this may seem small, recall that this model is estimated in deviation form so any fixed effects are omitted. In plant-level regressions, accounting for approximately 8 percent of the variation having abstracted from fixed effects is actually quite good.
Models and Quantitative Implications
Our most general specification of the dynamic optimization problem at the plant-level is assumed to have both components of convex and nonconvex adjustment costs. Formally, we consider variations of the following stationary dynamic programming problem: This section of the paper provides an overview of the competing models of adjustment.
The parameterizations are summarized in Table 3 , at the end of this section. For each, we describe the associated dynamic programming problem and display some of the quantitative predictions of the models in Table 4 . At this stage these quantitative properties are meant 16 From the plant level data, the serial correlation ofĩ it is close to zero while the serial correlation of the idiosyncratic shocks is .53. 17 One interesting feature is that the year effects are statistically significant but add very little (less than one percent) of explanatory power. It is clearly the idiosyncratic variation in profit shocks that is accounting for the variation here. to facilitate an understanding of the competing models. Accordingly, the parameter values are set to "reasonable" levels from the literature. The next section of the paper discusses estimation of underlying parameters.
Common Elements of the Specification
For the numerical analysis and subsequent estimation, we specify processes for the simulated shocks based upon the actual distributions uncovered from the estimation of the profit function. In the simulations, the aggregate shocks are represented by a first-order, two-state Markov process with A t ∈ {A h , A l } with a transition matrix given by T . We set A h , A l and T to reproduce the variance and serial correlation of the aggregate shocks inferred from our analysis of plant level profitability.
18 The idiosyncratic shocks take 11 possible values and are also serially correlated. The transition matrix for these shocks is computed directly from the empirical transitions observed at the plant-level and thus reproduces statistics from the idiosyncratic profitability shock series.
For the remaining parameters, we set the annual discount factor (β) at .95 and the annual rate of depreciation at 6.9%. This depreciation rate is consistent with the one used to create the capital stock series at the plant level less a retirement rate of 3.2%.
Convex Costs of Adjustment
The traditional investment model assumes that costs of adjustment are convex. Here we adopt a quadratic cost specification and consider the following specification of the adjustment function,
where γ is a parameter. The first-order condition for the plant level optimization problem relates the investment rate to the derivative of the value function with respect to capital and the cost of capital (p). That is, the solution to (6) implies 18 The variance of the shocks as well as the degree of serial correlation are based upon the empirical analogues of A t in the LRD (that is, we compute the empirical analogue of A t by taking the yearly mean of the A it series computed from the LRD). Accordingly, the aggregate shocks are set at 9% above and below the mean of 1 and the transition matrix has the diagonal elements of .9.
where i is the investment rate and EV k is the expectation of the derivative of the value function in the subsequent period. In practice, this derivative is not observable.
If profits are proportional to the capital stock, θ =1, the model reduces to the familiar "Q theory" of investment in which the value function is proportional to the stock of capital.
Hence, the derivative of the value function can be inferred from the average value of a firm,
As suggested by (7), the investment policy has a partial adjustment structure. There is a gap between the value of a marginal increment to the capital stock and the price of capital. The optimal policy is to partially close this gap where the speed of adjustment is parameterized by γ. Clearly, this model implies continuous investment activity and thus will be unable to match observations of inactivity. Note though that large bursts of investment are possible within this framework as long as the shocks are sufficiently volatile and persistent.
We also study the special case of no adjustment costs, C(I, A, K) ≡ 0. In this case, the optimal capital stock for the plant satisfies:
which comes directly from (6) . In this specification, the future capital stock and thus investment are extremely responsive to variations in persistent movements in profitability. Using this first order condition along with the capital accumulation equation implies:
where ρ is the serial correlation of the A process and A −1 is the lagged value of the profitability shock. Hence investment responds nonlinearily to an innovation (ε) in profitability. Further, the investment rate is a decreasing function of the level of profitability in the previous period.
This arises from the fact the higher profitability in the previous period implies a larger capital stock this period and hence a lower investment rate, given ε. We shall see these features 19 This point is made by Hayashi [1982] . Of course, given that the estimate of the curvature of the profitability function is significantly less than 1, any Q theory based investment regressions are misspecified. reemerge Generally, these nonconvex costs of adjustment are intended to capture indivisibilities in capital, increasing returns to the installation of new capital and increasing returns to retraining and restructuring of production activity.
Nonconvex costs of Adjustment
For this formulation of adjustment costs, the dynamic programming problem is specified as:
where the superscripts refer to active investment "a" and inactivity "i". These options, in turn, are defined by:
In this second optimization problem, the cost of adjustment is independent of the investment activity of agent as described above.
The intuition for optimal investment policy in this setting comes from CHP. In the absence of profitability shocks, the plant would follow an optimal stopping policy: replace capital iff it has depreciated to a critical level. Adding the shocks creates a state dependent optimal replacement policy but the essential characteristics of the replacement cycle remain:
there is frequent investment inactivity punctuated by large bursts of capital purchases/sales.
20 That analysis also allowed for a loss proportional to current profits due to shutdowns and so forth.
Here we do not allow that form of adjustment cost as it is impossible to separate it from the idiosyncratic profitability shocks we have estimated.
Relative to the partial adjustment of the convex model, the model with nonconvex adjustment costs provides an incentive for the firm to "overshoot its target" and then to allow physical depreciation to reduce the capital stock over time.
Transactions Costs
Finally, as emphasized most recently by Abel and Eberly [1994, 1996] , it is reasonable to consider the possibility that there is a gap between the buying and selling price of capital, reflecting, inter alia, capital specificity and a lemons problem. 21 This is incorporated in the model by assuming that
where p b ≥ p s . In this case, the gap between the price of new and old capital will create a region of inaction.
The value function for this specification is given by:
where the superscripts refer to the act of buying capital "b", selling capital "s" and inaction "i". These options, in turn, are defined by:
and
Here we distinguish between the purchase of new capital (I) and retirements of existing capital (R). As there are no vintage effects in the model, a plant would never simultaneously purchase and retire capital. The presence of irreversibility will have a couple of implications for investment behavior.
First, there is a sense of caution: in periods of high profitability, the firm will not build its capital stock as quickly since there is a cost of selling capital. Second, the firm will respond to an adverse shock by holding on to capital instead of selling it in order to avoid the loss associated with p s < p b .
Evaluation of Illustrative Models
As indicated by Table 3 , we explore the quantitative implications of four models. While these parameterizations are not directly estimated from the data, they provide some interesting benchmark cases that highlight the key issues arising between models with convex and non- Our quantitative findings for the specifications in Table 3 along with data from the LRD are summarized in Table 4 . Subsequent figures show the estimated relationships between investment rates and profitability for these four models. The associated regression coefficients are reported in Table 4 as well. As noted earlier, there is evidence of lumpiness and inaction in the LRD. In addition,
there is essentially no autocorrelation in plant-level investment and a nontrivial positive correlation between investment and profitability. As noted earlier, the lack of autocorrelation is noteworthy given that idiosyncratic shocks to profitability exhibit a serial correlation of 0.53.
Comparing the columns of Table 4 pertaining to the illustrative models with the column labelled LRD, none of the models alone fits these key moments from the LRD. The extreme case of no adjustment costs (labelled No AC) is given in the second column. This model produces no inaction but is capable of producing bursts in response to variations in the idiosyncratic profitability shocks. It also generates a large fraction of observations with negative investment. Note that this model actually creates negative serial correlation in investment rates reflecting the policy function for investment rates given in (8) . In terms of the regressions, clearly the model without adjustment costs is more responsive to current and lagged shocks than is the case in the LRD. Evidently, the empirical role of adjustment costs is to temper the response of investment to fundamentals relative to the extreme No AC case.
The quadratic adjustment cost model (denoted CON) adds convex adjustment costs to the No AC model. This specification mutes the response of investment to profitability shocks even at a modest value of the adjustment parameter. Further, it cannot capture either the inactivity or investment bursts or negative investment and yields much higher autocorrelations and investment/profit correlations than are observed in the data. In fact, the convex cost of adjustment model, through the smoothing of investment, creates serial correlation in investment relative to the shock process.
Non-convex costs of adjustment (NC) and/or the model with irreversibility (TRAN)
are able to create investment inactivity at the plant level. However, the pure non-convex model creates modest negative serial correlation in investment data and a lower correlation between investment rates and profitability. The negative serial correlation of the NC model is analogous to the upward sloping hazards characterized by CHP. As indicated by the regression coefficients, both of these specifications temper the response of investment to shocks relative to the No AC case. In the TRAN model, there is a reluctance to accumulate capital given the loss in value if that capital must be sold. For both the NC and TRAN models, there are no observations with negative investment. As will become clear, it requires only modest adjustment costs to induce complete irreversibility.
Looking at Figure 4 , note that in the absence of adjustment costs, the response of investment to a profitability innovation is quite large. This response is then offset by a negative investment in the subsequent periods as the profitability shock returns to its original level.
The convex model clearly dampens the response to the shock. Further, the partial adjustment structure is evident: the investment rate gradually returns to zero. Both the nonconvex and transactions cost models, produce response patterns that are similar to the NC case but are tempered. For the TRAN specification, this dampened response to adverse shocks seems warranted since selling off capital when profitability falls is "expensive". 
Estimation
None of these extreme models is rich enough to match key simple properties of the data.
Our approach is to consider a hybrid model with all forms of adjustment costs and, in turn, to estimate the key parameters of this hybrid model by matching the implications of the structural model with key features of the data.
Indirect Inference
The methodology that we use for this purpose is the indirect inference method of Gourieroux and Monfort [1996] and Smith [1993] . There are two key elements in the implementation of this methodology. First, there is the question of selecting a reduced form regression for the indirect inference procedure. Second, there is the issue of unobserved heterogeneity. We discuss these in turn. In the course of this presentation, it will become clear why the indirect inference methodology has particular advantages in this setting.
The key to this methodology is a regression (hereafter termed the reduced form regression) which is run on both actual and simulated data. The simulated data set is created by solving the dynamic programming problem given a vector of parameters. The resulting policy functions are then used to create a panel data set comparable to the LRD. The structural parameters are chosen so that the coefficients of the reduced form regression from the simulated data are "close" to the estimates from the actual data.
The choice of a reduced form regression is a crucial piece of the analysis. For our purposes, the reduced form regression needs to satisfy two criteria. First, the parameters of the regression should be "informative" about the underlying structural parameters. That is, as the structural parameters are varied, the regression coefficients should be responsive. 23 Second, the reduced form regression should summarize relevant aspects of the investment decision. As emphasized above, one of the basic insights of the recent theoretical and empirical literature on nonconvexities is that they imply nonlinearities in the relationship between 23 More formally, a sufficient condition for identification of the parameters (as in Assumption 2 of Smith [1993] ) is that there exists a one-to-one mapping between the structural parameters and the moments calculated from the data. The sensitivity of the reduced form coefficients to variations in the structural parameters is a property of the regression that can be evaluated in simulations and reappears in determining the magnitude of the standard errors.
investment and fundamentals. 24 This point was used to motivate our analysis of the nonlinear relationship between investment rates and profitability and we continue to use that relationship as a focus for our estimation. We argue that investigating this nonlinear relationship dominates an estimation strategy of matching unconditional moments. First, it is important to deal with unobserved heterogeneity which leads us to estimate (5) using deviations from plant-level means. 25 This control for unobserved heterogeneity is not possible if we try to match unconditional moments. Second, while useful for motivation, we are concerned that focusing on measures of inaction may not be informative for the estimation of structural parameters due to both measurement error of capital purchases and difficulties approximating near zero investment with our discrete state formulation. Thus our specification remains:
Structural Estimation of a Mixed Model
The model we estimate includes convex and nonconvex adjustment processes as well as irreversible investment. This combining of adjustment cost specifications may be appropriate for a particular type of capital (with say installation costs and some degree of irreversibility) and/or may also reflect differences in adjustment cost processes for different types of capital.
Our data is not rich enough to study a model with heterogeneous capital.
Specifically, assume that the dynamic programming problem for a plant is given by:
For example, the specification and findings in CEH can be interpreted in this fashion. More directly, Barnett and Sakellaris [1999] explicitly fit a flexible functional form allowing for a nonlinear relationship between investment and Q and find evidence of significant nonlinearities. In this earlier work, the precise link between the underlying structural model and the nonlinear empirical specifications is not specified. In many ways, the value-added of our approach and analysis is that we make this link explicit and in turn we can recover the underlying structural parameters. 25 Clearly there is unobserved heterogeneity in the LRD. To match our model with data thus requires us to either build the unobserved differences across plants into our analysis or to purge the LRD of these differences. We have chosen the latter approach which seems quite natural within the regression oriented indirect inference methodology.
where, as above, the superscripts refer to the act of buying capital "b", selling capital "s"
and inaction "i". These options, in turn, are defined by:
We Table 2 . Further, let Ψ s (Θ) denote the vector of regression coefficients from estimation of (9) on the simulated data set, ignoring the constant term. Note that this vector of reduced form parameters depends on the vector of structural parameters, Θ, in a nonlinear way.
The estimateΘ minimizes the weighted distance between the actual and simulated regression coefficients. Formally, we solve
where W is a weighting matrix. We use the optimal weighting matrix given by the inverse of the variance-covariance matrix of the regression coefficients.
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Of course, the Ψ s (Θ) function is not analytically tractable. Thus, the minimization is performed using numerical techniques. Given the potential for discontinuities in the model 26 See Smith [1993] .
and the discretization of the state space, we used a simulated annealing algorithm to perform the optimization. Table 5 reports our results for different specifications along with standard errors. The last column presents £(Θ) from (4.2), a measure of fit for the model. The first row estimates the complete model with three structural parameters used to match three reduced form coefficients. Here we find that we are able to come fairly close to matching the regression coefficients with a parameter vector given by: Θ = [2.14 0.0352 1]. These parameter estimates imply relatively modest, but statistically and economically significant, convex and nonconvex adjustment costs.
The estimates are consistent with no transactions cost though this parameter is not pinned down in the estimation. Given the estimates for (F, γ) variations in p s have no effect on optimal behavior and thus leave the reduced form coefficients unchanged. 27 This identification problem arises because at the estimated values for (F, γ), the plant never sells
capital. This feature of the analysis is interesting in its own right and is not dependent upon the moments we are trying to match via indirect inference. That is, a feature of the model is that for sufficiently high γ a firm will never find it optimal to sell capital -instead it will just let the depreciation process eliminate any "excess" capital over time. It turns out that the value of γ for which this is true is not very high -it is roughly true for γ > 1. This latter feature of our analysis serves as a important computational benchmark. That is, even in the absence of frictions in the secondary markets, a modest amount of convex adjustment costs induces complete irreversibility (in the presence of depreciation, of course).
Restricted versions of the estimated model are also reported for purposes of comparison.
The estimate with only convex adjustment costs, the "γ only" case, comes closest to the estimated model though, interestingly, the value of γ here is very low relative to the value of 2.141 estimated in the specification with both quadratic and nonconvex adjustment costs.
Note too, that in the specifications in which F is set to zero, there is support for large transactions costs: p s is substantially below one when it is the only adjustment cost and also when it is estimated jointly with γ. Interestingly, when p s is the only adjustment cost, p s is driven to the point where irreversibility sets in -that is when p s = 0.84 and other adjustment costs are zero, we find that the fraction of observations with negative investment is zero. When p s is jointly estimated with γ, the irreversibility is not quite complete but still quite strong (the fraction of observations with negative investment is only 0.0465). Table 5 Figure 6 shows the nonlinear relationship between investment and profitability while the impulse response function for investment is illustrated in Figure 7 . From Figure 6 we see that indeed our estimated model captures the nonlinear response of investment to profitability shocks.
Looking at Figure 7 , note that the estimated response of investment is less than the one obtained from the LRD. Further, the estimated model shows relative little dynamics in contrast to the data where adjustment is more gradual. Evidently the estimated convex combination of the quadratic adjustment costs and the nonconvex adjustment costs creates a balance between the large response to the shock followed by sales (created by F ) and the gradual but tempered response (through γ).
Using our estimates, we can return to the moments reported in Table 4 which were not explicitly included in the our estimation procedure. With regard to our motivating themes of inaction and bursts of investment, the estimated model has both features reflecting both the nonconvex adjustment. In particular, the estimated model exhibits investment spikes (investment rates in excess of 20%) in about 3.2% of the plant year observations compared to the 18% spike rate in the LRD. Further, the investment inaction rate is about 60 % which is substantially higher than that found in the data and the fraction with negative investment is, as noted, zero which is smaller than that found in the data. With these estimates, the correlation between profitability and investment is 0.486 while the serial correlation of investment rates is 0.077. Both of these correlations are much closer to the data than either the pure quadratic or no adjustment cost models. As argued earlier, the introduction of nonconvex adjustment costs reduces both the responsiveness of investment to shocks and its serial correlation.
Interestingly, while the combination of γ and p s alone do not produce as good of a fit as the estimated model with γ and F , this model matches these other moments more closely.
In particular, using the estimated model with γ and p s alone, the inaction rate is 9% and the spike rate is only 2.8%. As noted, one striking feature of our results is that our best fits (either restricted or unrestricted) imply complete or almost complete irreversibility. To investigate this finding further, the upper panel of Figure 8 shows the relationship between the function £(Θ) (termed criterion value) and p s again holding all other adjustment costs at zero. The lower panel of Figure 8 shows the relationship between the fraction of observations with negative investment and p s holding all other adjustment costs at zero. As is clear from the figure, any value of p s below 0.84 yields complete irreversibility and it is over this range that we obtain the best fit to our reduced form regression (holding all other adjustment costs at zero).
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The patterns exhibited in Figure 8 are interesting for a number of reasons. For one, Figure 8 provides a numerical benchmark for the threshold value of p s that induces complete irreversibility. For another, it is striking that the best fit is for the range where there is complete irreversibility. Our interpretation is that this is being driven by trying to match the key feature of the data emphasized in Figure 1 and Table 1 : namely, the distribution of investment rates is highly asymmetric. Our reduced form regression captures this asymmetry as discussed in section 2 via the nonlinear relationship between investment and fundamentals.
Thus, even though we do not precisely match the fractions of observations with positive, inactive and negative investment rates, we do capture the asymmetry and the closely related nonlinearity between investment and fundamentals.
Evaluation
Are these results reasonable? Of interest relative to other studies is our estimate of γ. This parameter has received enormous attention in the literature since a regression of investment rates on the average value of the firm (Q) will identify this parameter when the profit function is proportional to K and the cost of adjustment function is convex and homogenous of degree one. Using the Q-theoretic approach, estimates of γ range from over 20 (Hayashi [1982] ) to as low as 3 (Gilchrist-Himmelberg [1995] , unconstrained subsamples, bond rating).
Our estimates of γ = 2.141 for the full model is within the ballpark of previous estimates 28 It is a bit difficult to see that the threshold in Figure 8 where the fraction of investment that is negative goes to zero and the criterion value is at a minimum is 0.84. The reason for this is that at high values of p s (near 1) the fraction negative is large and the criterion function value is very large so the scale on the graphs make it difficult to note small changes in the variables of interest. Note that the finding that any value of p s below 0.84 yields the same fit implies difficulties in interpreting the coefficient and standard error in Table 5 for p s when this is the only adjustment cost. We can identify the threshold at which the best fit is achieved and as such we can compute the numerical derivatives at this threshold that permit computation of the standard error. The results for this case should be interpreted in that manner. To study this point, we simulated a panel data set using our estimated model with both quadratic and nonconvex adjustment costs. From this data set and the associated values from the dynamic programming problem, we constructed measures of expected discounted average Q. 29 We then regressed investment rates on these measures of average Q and used then inferred the value of γ from the regression coefficient on average Q. When γ = 2.141 is used in the simulation, the coefficient on average Q in a regression of investment rates on a constant and average Q is very precisely estimated at .0751 implying an estimate of γ = 13.3! Thus, the measurement error induced by replacing marginal with average Q biases the coefficient on average Q downwards enough to create an inferred value of the convex adjustment cost parameter that is well within the range of conventional estimates.
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Further, while others have considered models with nonconvex costs of adjustment, there are no estimates comparable to our estimate of the fixed cost. 31 This estimate implies that the fixed cost of adjustment is almost 0.04% of average plant level capital.
The extent this fixed cost matters for investment decisions depends on its size relative to the gain from adjustment. Formally, define
29 Given the one-period time to build, the convex model relates investment to the expected discounted value of the derivative of the value function, as in (7). 30 Essentially the substitution of average for marginal Q creates a negative correlation close to unity between the "error" and average Q. Of course, this correlation goes to 0 if the profit function is proportional to K.
Cooper-Ejarque develop this point to argue that the same measurement error can explain the significance of profit rates in Q regressions in the absence of capital market imperfections. That same result obtains here with nonconvex adjustment costs: profit rates are also significant when added as a regressor along with average Q. 31 In particular, neither CHP nor CEH estimate adjustment costs directly. Further, while fixed costs of adjustment are present in the Abel and Eberly [1999] model they do not appear to be estimated either.
where V act is the value of action (regardless of whether it involves buying or selling capital) and V i is the value of inaction. So, ∆V (A, K) measures the state contingent gain to action excluding the fixed cost of adjustment (which has been added back). Figure 9 shows ∆V (A, K) and the nonconvex adjustment cost (F K) for a particular value of A as a function of K using the estimates of the full model. Note that ∆V (A, K) is less than F K over a substantial range of the capital stock state space. Thus the fixed cost is large enough to generate inaction over this region.
Finally, the plausibility that p s is such that it induces complete irreversibility can in principle be viewed in the context of the literature that has examined the secondary market for capital. As noted we apparently do observe some capital being sold and a recent paper by Figure 8 , our finding of complete irreversibility is being driven by the best fit attempting to capture the asymmetric distribution of investment rates.
Sectoral Results
Though our analysis of plant-level investment includes fixed effects, the aggregate approach we have taken certainly imposes the equality of various parameters (e.g., depreciation rates, mark-ups, transition matrices for shocks, etc.) across sectors. Further, the regression coefficients from (9) used in the indirect inference are forced to be equal across sectors. Also, the overall fit of the model, as measured by the £(Θ) statistic leaves some room for improvement.
Thus it is interesting to study some specific sectors in detail. In this subsection, we reestimate the model for some leading sectors: Transportation (371) and Aerospace (372). For this exercise, we reestimated the curvature of the profit function and recalculated depreciation rates and transition matrices for profitability shocks by sector.
32 Table 6 presents results from the estimation of (9) for these two sectors. The response of investment to profitability shocks differs significantly across the two sectors. In particular, investment is much more responsive to shocks in 372 than in 371 and the response in 372 is almost linear. Further, the dynamic response is quite small in 371 relative to 372.
The estimation results for the structural parameters of the adjustment processes for the two sectors are also reported in Table 6 . Once again we find support for the presence of both convex and nonconvex adjustment costs. Further, the convex and nonconvex adjustment costs are such that at p s equal to one there is complete irreversibility (so that p s is essentially irrelevant and thus cannot be further identified). The aerospace industry (372) Table 6 5 Aggregate Implications
The estimation results reported in Table 5 indicate that a model which mixes both convex and nonconvex adjustment processes can match moments calculated from plant level data quite well. An issue for macroeconomists, however, is whether the presence of nonconvexity 32 The rates of physical depreciation were .063 for sector 371 and .071 for sector 372. The curvature of the profit functions differ across these sectors was .43 for 371 and .41 for 372.
at the microeconomic level "matters" for aggregate investment. CEH find that introducing the nonlinearities created by nonconvex adjustment processes can improve the fit of aggregate investment models. CHP find that the convex adjustment cost model fits aggregate investment (across their manufacturing plants) reasonably well on average. However, there are years where the interaction of an upward sloping hazard (investment probability as a function of age) and the cross sectional distribution of capital vintages does matter for aggregate investment.
To study the contribution of nonconvex adjustment costs to aggregate investment (defined by aggregating across the plants in our sample), we compare the aggregate implications of our estimated model, termed the best overall fit model, against two models with convex costs of adjustment. The first, termed the estimated convex model, is the best fit of the pure convex model to the properties of the micro data as reported in Table 5 (with γ = .3165 ).
The second, termed the alternative convex model imposes γ = 2,which is closer to that found in Q-based investment models, described in Gilchrist-Himmelberg [1995] for example. We simulated all three models for 100 periods using the same draw of aggregate and idiosyncratic shocks. The three simulated times series are shown in Figure 10 .
For this exercise, we treat the aggregate time series created by the best overall fit model as "truth" and consider how well the alternative convex adjustment costs models match this time series. It is apparent that the alternative convex model does very poorly in terms of its aggregate dynamics. Aggregate investment from this specification is much smoother than that implied by the best overall fit model. Note, however, that the aggregate investment implied by the estimated convex model does a reasonably good job of matching the aggregate investment behavior of the best overall fit model. For this latter comparison, there are differences at "turning points" when the aggregate shock changes from one state to another.
In particular, when the aggregate shock switches from below to above its mean, the resulting burst of investment is much higher for the best overall fit model than for the estimated convex model.
Using these three series, we computed a pseudo R 2 measure defined as the fraction of the fluctuations in the aggregate investment rate that are explained by the alternative convex models. 33 For the series shown in Figure 10 , this measure of goodness of fit for the alternative 33 Letting ε be the difference between aggregate investment from the estimated model (est) and the convex model, we defined our goodness of fit measure as 1-var(ε)/(var(est)). convex model is 0.22 while it is 0.93 for the estimated convex model. These findings along with Figure 10 suggest that the alternative convex model, parameterized at "conventional" levels, yields aggregate dynamics that are far from those associated with the best overall fit model.However, the estimated convex model (which has quite weak convexity) yields aggregate patterns that are not too far from those implied by the best fit model.
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In our simulated environment, we can explore the factors that yield increases or decreases the fraction that can be accounted for by the convex model. If we double the variance of aggregate shocks for example this pseudo R 2 measure for the best fit convex model drops to 91.7%. 35 This sensitivity to the magnitude of the aggregate shocks is intuitive as larger aggregate shocks push the distribution of plants into different regions of the nonlinear relationship between investment and fundamentals that are a key feature of models with nonconvexities.
This finding is important in practice because it suggests that the micro nonconvexities that we estimate as being important in the micro data are likely to be most important empirically for aggregate investment at times of especially large shocks.
It is also of interest to ask the question how well does the estimated convex model fit the overall distribution of investment rates. 36 Recall that we have been able to identify the adjustment costs using cross sectional differences in investment dynamics across plants having controlled for aggregate shocks. However, even though we have been able to identify the adjustment costs, aggregate variation in investment will reflect the complex interaction of shocks, endogenous factor prices, and adjustment dynamics.
and/or due to endogenous interest rate fluctuations. Our focus here is more of a pure aggregation exercise considering the aggregate implications of the alternative mixed and pure specifications of structural models given the distributions of aggregate and idiosyncratic shocks.
Conclusions
The goal of this paper is to analyze capital dynamics through competing models of the investment process: what is the nature of the capital adjustment process? The methodology is to take a model of the capital adjustment process with a rich specification of adjustment costs and solve the dynamic optimization problem at the plant level. Using the resulting policy functions to create a simulated data set, the procedure of indirect inference is used to estimate the structural parameters.
Our empirical results point to the mixing of models of the adjustment process. The LRD indicates that plants exhibit periods of inactivity as well as large investment bursts. Further, the relationship between investment rates and measures of profitability at the plant level is highly nonlinear. The resulting distribution of investment rates at the micro level is highly skewed even though the distribution of shocks is not. A model which incorporates both convex and nonconvex aspects of adjustment, including irreversibility, fits these observations best.
In terms of further consideration of these issues, we plan to continue this line of research by introducing costs of employment adjustment. This is partially motivated by the ongoing literature on adjustment costs for labor as well as the fact that the model without labor adjustment costs implies labor movements that are not consistent with observation.
Further, it would be insightful to utilize this model to study the effects of investment tax subsidies. Here those subsidies enter quite easily through policy induced variations in the cost of capital.
