The study explains a new emerging methodology Variational Bayesian Inference (VB) to structure optimization of Fuzzy System (Takagi-Sugeno fuzzy system). Recently, the study of (Kumar et al. 2010 a) introduced a mixed Takagi-Sugeno fuzzy filter whose antecedents are deterministic while the consequents are random variables. The parameters of fuzzy filters are inferred under VB framework. The objective of this study is to show how computational intelligence based model contribute to the methodology of constructing models of software processes and products. The study provides detailed software implementation of Variation Bayesian approach to mixed deterministic/stochastic fuzzy models and also helps in software developments of some computational optimization algorithms based on Variational Bayesian approach. The developed MATLAB software can be used in the field of image processing, signal processing, pattern recognition, machine learning.
INTRODUCTION
A real world modeling problems [5] , [6] , [10] typically involves the uncertainties and fuzzy systems are considered suitable tools for dealing with uncertainties [2] , [4] . Also many real-world physical processes are generally characterized by the presence of non-linearity, complexity and uncertainty. These processes cannot be represented by linear models used in conventional system identification [8] . Fuzzy logic, the logic underlying the modes of reasoning which are approximate rather than exact, can be used for the modeling of real-world uncertain complex processes. Fuzzy framework offers the following advantages in comparison to the classical techniques:
 Uncertainty can be handled by capturing the process behavior using fuzzy sets.

The inference procedure becomes more robust and flexible with approximate reasoning methods.
The fuzzy rule-based systems are probably the most important application of fuzzy set theory of Zadeh [1] . Depending on the form of the fuzzy rules considered and types of inputs and outputs, two tyes of rule-based fuzzy systems are distinguished: 1) Mamdani, 2) Takagi-Sugeno. A fuzzy rule based model suitable for approximation of many systems and functions is the Takagi Sugeno fuzzy model [3] . The TakagiSugeno type fuzzy models are typically chosen in data driven modelling problems because Takagi-Sugeno fuzzy models facilitate the mathematical development and analysis of the systematic methods for generating fuzzy rules from a given input-output data set. In the last few years, a large research effort has been made to combine the learning capability of neural networks with the knowledge representation of fuzzy logic results in Neuro Fuzzy systems, which extract fuzzy rules from training data [7] . Now a day, the Variational Bayes (VB) method is not a new technique and has been widely studied by the researchers. The VB framework has the advantage over Bayesian framework which is a powerful technique for the statistical inference of model parameters. The reason being VB framework is less computationally intensive than other Bayesian methods. The VB method approximates the posterior distribution over a model in an analytical manner [11] , and minimizes the Kullback-Leibler (KL) divergence of the approximate posterior from the true posterior density [12] .
Variational Bayesian Inference
In a model selection task the role of a Bayesian is to calculate the posterior distribution over a set of models given some a priori knowledge and some new observation (data Given a probabilistic model of the data, the log of "evidence" or marginal likelihood can be written as:
Thus a lower bound on log evidence using Jensen"s inequality is obtained, which is seek to maximize. Maximizing F is equivalent to minimizing the KL divergence between () qw and ( | , ) p w y m , so a tractable q can be an approximation to the intractable posterior.
PROBLEM
Consider a Takagi 
A Mixed Deterministic/Stochastic Fuzzy Model
The filter, as seen from (1) 
VB for Mixed Deterministic/Stochastic Fuzzy Models [9]
The considered fuzzy filtering problem in VB framework is stated in Problem 1. 
and Problem 1 can be rewritten as  and a probability distribution () q  by maximizing the lower bound on the quantity:
The finite mixture models are widely used in stochastic modeling of data. It is assumed that there exist a finite set of random sources whose convex combination might have generated the observed data.
The concern is to model the observed data as a mixture of different Takagi s is a discrete indicator variable for the filter chosen to model data. Now, model the probability density function of the observed output data as a weighted average of the fuzzy filters" output density functions: s is a discrete indicator variable for the filter chosen to model data. The probability density function of the observed output data is modeled as a weighted average of the fuzzy filters" output density functions:
THE MATHEMATICAL DERIVATION
The mathematical derivation of the results has been directly taken from section III of [9] .
THE ALGORITHMS [9]
Algorithm 1 VB inference of the fuzzy filter combination 
Remark 3: The algorithms 2 and 3 were implemented in MATLAB 6.5 [13] and involve a nonlinear constrained optimization problem. The parameter estimation, based on the nonlinear optimization problem, was performed by running a single iteration of the algorithm "fmincon" available in MATLAB Optimization Toolbox [14] .
SOFTWARE IMPLEMENTATION
Algorithms explained have been implemented in MATLAB 6.5. This section presents some pieces of software code developed during the computational optimization process of algorithms. [mv] = GaussianMembership(x,t); case 'clustering'
Code for the choice of antecedent matrix
[mv] = ClusteringMembership(x,t); case 'triangular'
[mv] = TriangularMembership(x,t); end return %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Software code for Clustering Membership Value
function [mv] = ClusteringMembership(x,t) n1 = length(t); if x <= t(1), mv(1) = 1; elseif x <= t(2), mv(1) = ((x-t(2))^2)/((x-t(2))^2+(x-t(1))^2); else mv(1) = 0; end if x >= t(n1-1) & x <= t(n1), mv(n1) = ((x-t(n1-1))^2)/((x-t(n1-1))^2+(x-t(n1))^2); elseif x > t(n1), mv(n1) = 1; else mv(n1) = 0; end for i = 2:(n1-1), if x >= t(i-1) & x <= t(i) mv(i) = ((x-t(i-1))^2)/((x-t(i-1))^2+(x-t(i))^2); elseif x >= t(i) & x <= t(i+1) mv(i) = ((x-t(i+1))^2)/((x-t(i+1))^2+(x-t(i))^2); else mv(i) = 0; end end return %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Software implementation of study 1
The first example taken from [15] as in [9] , deals with the identification of a noisy time series. 
, ylabel('negative free energy'), xlabel('iteration count'); subplot(212), semilogy(component_pmf,':','LineWidth',2), ylabel('components probability'), xlabel('iteration count'); pause(0.0001); del_q = 100*(max(abs(q-qo))); end q optimal_model_index = find(q==max(q)); optimal_model_index FEC=sqrt(mean((y_test-EvalFuzzyFilter(x_test,FM {optimal_model_index})).^2)); no_fuzzy_rules = optimal_model_index + 2; no_parameters = no_fuzzy_rules*(3); NFE FE 
Software implementation of study 2
The second example taken from [16] as in [9] , where the aim is to approximate the following nonlinear function:
  y_testEvalFuzzyFilter(x_test,FM{1}) ).^2)); FE(2) = sqrt(mean((y_test-EvalFuzzyFilter(x_test,FM{2})).^2)); FE(3) = sqrt(mean((y_test-EvalFuzzyFilter(x_test,FM{3})).^2)); FE(4) = sqrt(mean((y_test-EvalFuzzyFilter(x_test,FM{4})).^2));
