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Abstract—Encoded Local Projections (ELP) is a recently
introduced dense sampling image descriptor which uses
projections in small neighbourhoods to construct a his-
togram/descriptor for the entire image. ELP has shown
to be as accurate as other state-of-the-art features in
searching medical images while being time and resource
efficient. This paper attempts for the first time to utilize
ELP descriptor as primary features for facial recognition
and compare the results with LBP histogram on the
Labeled Faces in the Wild dataset. We have evaluated
descriptors by comparing the chi-squared distance of each
image descriptor versus all others as well as training
Support Vector Machines (SVM) with each feature vector.
In both cases, the results of ELP were better than LBP in
the same sub-image configuration.
Index Terms—Facial Recognition, Encoded Local Pro-
jections (ELP), SVM, LBP
I. INTRODUCTION
Facial recognition is an important field of com-
puter vision with an ever-growing list of appli-
cations including person detection for biometric
security, facial autofocus in cameras, and automatic
detection and tagging of people in images [1],
[2]. Extracting distinct and robust face features is
considered an essential part of this process. Hand-
crafted methods, especially local binary patterns
(LBP), have proven their discriminative power in
face recognition tasks [3]. The principal objective of
this paper is to examine the application of the En-
coded Local Projections (ELP) descriptor [4] for the
facial recognition problem. ELP has demonstrated
superior results for image search for three medical
datasets. In this paper, the performance of ELP in
facial recognition domain is assessed and compared
to the LBP as one of the most successful methods
for this purpose.
Despite the high accuracy of deep solutions
(which require large volumes of data and resources
to train), providing alternatives helps broaden the
scope of solutions and foster implementations of
more generic and applicable feature extraction algo-
rithms. Moreover, in the Wild dataset literature, the
top results still belong to the combination of deep
network and pure LBP [5] or LBP-based methods
[6], hence, empirically justifying continuous work
on handcrafted image descriptors[7].
In this work, to facilitate the comparison of
LBP and ELP, the chi-squared distance of image
descriptors is calculated and the best match (short-
est distance) is reported as a response. Further,
to compare the learning contribution, a Support
Vector Machine (SVM) classifier is used to classify
the LBP and ELP histograms to recognize facial
images. The results of facial recognition using ELP
feature extraction show that ELP histogram has a
significant discrimination power for facial recog-
nition and classification which in most cases is
superior to LBP results.
II. BACKGROUND
From early years of machine vision development,
face recognition has gone through numerous phases
and efforts regarding its corresponding applicability
and complexity [8]. Recognition of human faces in
real-world applications must be invariant to several
changes such as light, poses, expressions, varying
resolutions, and occlusions [9]. To overcome these
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challenges, this task has been mainly divided into
four sub-divisions: face detection and localization,
pre-processing and normalization, feature extrac-
tion, and finally feature matching [1]. Each stage
itself can be a challenging problem and several
datasets have been created to investigate algorithm
development for addressing these challenges [10].
In this study, we have approached the problem
of recognition in a way that is proposed in the
Labeled Faces in the Wild dataset: “Given two
pictures, each of which contains a face, decide
whether the two people pictured represent the same
individual” [11]. Holistic and local methods are two
main classes of algorithms that have been applied
in face recognition literature [9]. The most well-
known holistic methods, looking at the pixel level
across the whole image at one glance, are PCA-
Eigenface [12], LDA [13] from early stages, and
deep solutions in recent years [14] or SP-RBC for
holistic projection-based descriptors [15]. On the
other hand, local methods such as LBP [16], SIFT
[17], and HoG [18] are applied in small parts (local
neighbourhoods) of the image.
Although in light of recent progress in deep
learning, it has become extremely difficult to ignore
deep networks as a potential solution, the best-
reported performance, at least in the Wild dataset,
still belongs to the combination of LBP and deep
networks [6]. Therefore, it seems that investigation
of new methods such as ELP yielding better perfor-
mance in comparison to LBP could be quite helpful.
A. Local Binary Patterns (LBP)
The LBP operator is among the best texture
descriptors with high computational efficiency. Its
invariance to grey level changes makes it ideal for
image analysis in many domains. A basic operator
for a 3 × 3 neighbourhood is shown in Figure 1.
The LBP operator can also use neighbourhoods of
different sizes to process textures at different scales.
The local neighbourhood, using the notation (p, r),
consists of a set of p sampling points evenly spaced
on a circle with radius r and centered at the pixel
that is to be labelled. When a sampling point lies
outside the center of a pixel, bilinear interpolation
is used. A visualization of three different (p, r) is
depicted in Figure 2.
Fig. 1: The basic LBP operator on a 3× 3 window [19]
Fig. 2: The circular windows (8,1), (16,2), and (8,2) [19]
Every pixel of an image is then assigned a label
by the LBP operator by binarizing the neighbour-
hood of each pixel with the center pixel value as
the threshold. The histogram of these labels can
then be used as a texture descriptor [19]. In 2002,
an extension of LBP, uniform rotationally invariant
patterns was introduced by Ojala et. al [20] which
not only improves its performance but also reduces
the histogram size substantially by merging all uni-
form patterns.
III. ENCODED LOCAL PROJECTIONS
Radon transform [21] was introduced in 1986 by
J. Radon. This transform defined as R(θ, ρ) along
parallel lines ρ and at certain angles θ can be
formulated as
R(ρ, θ)=
∞∫
−∞
∞∫
−∞
f(x, y)δ(ρ−x cosθ−ysin θ)dxdy (1)
Here, δ(·) represents the Dirac delta function. Ev-
ery projection pθ computed using Radon transform
captures a pattern arrangement along ρ at a certain
angle θ. Radon transform and its inverse have been
widely used in the medical domain [22]. In recent
years, there has been an increasing interest in ap-
plying Radon transform as a descriptor, based on its
power to preserve the pattern [22], [23].
ELP is a histogram-based method that operates
on local windows of grey level images [4]. It works
by examining and creating binary codes from local
projections. To efficiently create a histogram, a rela-
tively small number of projections must be selected
in each neighborhood. The projections that capture
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large changes are the ones that are significant to
capture the image details. Flat or homogeneous
parts of the image with little to no changes (not
sufficiently heterogeneous) are disregarded. Thus, to
determine the homogeneity of each window Wi,j ,
we may use
H = 1− 1
2nbits
√∑
i
∑
j
(Wij −m)2, (2)
where m = mediani,j(Wi,j) and nbits denotes the
number of bits used to encode the image (e.g.,
nbits = 8, 12, 16). The projection that lies along the
axis of maximum change, is termed the “anchor pro-
jection” and is denoted by θ∗. The anchor projection
(θ∗) is determined using the gradient ∂
∂ρ
R(ρj, θi)
across parallel lines ρi:
θ∗ = argmax
i
∫
j
∂
∂ρ
R(ρj, θi). (3)
As an efficient implementation, one may simply
search for an angle θ∗ whose projection, p, has the
maximum amplitude [4]:
θ∗ = argmax
j
[max[R(ρ1, θi), ..., R(ρ|p|, θi)]]. (4)
Since the anchor projection alone may not be
enough to encode all the information in an image,
additional projections (“adjunct projections”) are
computed and anchored to pθ∗ (starting at θ∗):
Θ = {θ∗, θ∗ + α1, θ∗ + α2, θ∗ + α3}. These could
be equidistant projections: Θ = {θ∗, θ∗ + pi/4, θ∗ +
pi/2, θ∗ + 3pi/4}.
These projections need to be encoded in some
way to facilitate meaningful and efficient frequency
recording. This can be done using “Min-Max” en-
coding [24] applied on the gradient of the pro-
jections. For a projection vector p of size n and
its derivative p′ = ∂
∂ρ
p, the binary encoding b,
∀i ∈ {1, 2, ..., n− 1}, can be given as
b(i) =
{
1, if p′(i + 1) > p′(i)
0, otherwise
. (5)
Finally, using the results of all encoded changes,
an overall histogram is generated. The ELP his-
togram represents the key aspects of the images,
as each change in the image (edges, corners etc.)
corresponds to a change in the local histogram.
Fig. 3: Visualization of ELP (from left to right): original
image, ELP features for θ∗, ELP features for θ∗ + 90.
The ELP histograms can be generated in two
different ways: 1) Merged histogram, which counts
all binarized derivatives of the projections θ with
|h| = 2|P |, and 2) Detached histograms, where all
binarized derivatives from each projection are put
into a separate histogram and then concatenated into
a single longer histogram h with |h| = |θ| × 2|P |.
The detached version of the histogram has slightly
higher discrimination power. The ELP descriptor
can be displayed by visualizing the decimal values
converted from binary patterns as pixel values as
shown in Figure 3. In ELP computations, as is the
case for LBP, the entire image can divided into small
sub-images, which are encoded independently, and
the resulting histograms are concatenated to obtain
a final image histogram.
Figure 4 shows all steps of the ELP in one
window for an x-ray image.
The idea of using ELP for facial detection is
motivated by the fact that ELP captures spatial pro-
jection patterns in local windows across an image.
Since a face can be regarded as a composition of
micro patterns [19], these patterns can be very well
captured through spatial projections by the ELP
operator.
IV. EXPERIMENTS
The goal of our experiments is to measure the
discrimination power of ELP in comparison to LBP
for facial recognition. In the first stage, images are
encoded using ELP and LBP descriptors, and then
standardized to zero mean and unit variance. The
encoded version of each image is then compared
to every image in the dataset to compute the chi-
squared distance. The images with the least chi-
3
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Fig. 4: Construction of the ELP histogram (based on a
modified version of illustration in [4]).
squared distance are chosen to be the nearest neigh-
bors and are assumed to have the same class as the
input image. 5-Nearest neighbors are evaluated to
calculate an accuracy metric. After this, a classifier
(multi-class SVM) is trained to further determine
the discrimination power of the descriptors when
applied to the classification task.
A. Dataset
To ensure the reproducibility of the results, the
publicly available Labelled Faces in the Wild (LFW)
dataset is used [11]. LFW contains a total of 13233
grayscale images of 5749 different people. About
1680 people have more than 2 images, and only 5
people have more than 100 images in the dataset.
Each image is 112 × 84 in dimensions. By con-
sidering the fact that the experiments are an initial
Fig. 5: Sample images from the LFW dataset
TABLE I: Dataset distribution
Name Number of Images Percentage
Colin Powell 236 20.7
Donald Rumsfeld 121 10.6
George W Bush 530 46.5
Gerhard Schroeder 109 9.6
Tony Blair 144 12.6
comparison between ELP and LBP, we have chosen
a relatively small subset from LFW by selecting all
5 people with more than 100 samples. As a result,
our selected subset contains 1140 images from 5
different identities. Figure 5 shows sample faces
from the dataset. Information about the distribution
of the faces can be found in Table I .
B. Feature Extraction
As discussed in Section IV, each image is sepa-
rately encoded using both ELP and LBP descriptors.
For the rotation invariant and uniform LBP descrip-
tors we have used the Local Binary Patterns class
as provided by the scikit-image library in Python.
The major tuning parameters are number of sub-
images, radius, and number of points to be evaluated
in each neighborhood. Sub-image histograms are
then concatenated across the entire image. Figure 6
shows the LBP histogram along with the original
image. For the ELP descriptor, the major tuning
4
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Fig. 6: Encoding an image into an LBP histogram (radius =
3, sample points = 24)
Fig. 7: Encoding an image into an ELP histogram (window
size = 10×10, overlap = 2, homo. threshold = 0.95)
parameters are number of sub-images, window size,
and homogeneity threshold. Two separate versions
of the descriptor (merged and detached as discussed
in section III) are evaluated. Figure 7 shows the ELP
histogram along with the original image.
From Figure 6 and Figure 7, it can be seen that
the lengths of the LBP (26) and ELP detached
(1024) are very different. The small length of LBP is
due to the use of uniform and rotationally invariant
patterns. This concept may also be applicable to
ELP, a possibility that future works may consider.
C. Feature Evaluation
The nearest neighbour search based on chi-
squared distance is used to evaluate the relative sim-
ilarity of image descriptors belonging to the same
class. In the first stage, the k-NN search approach is
used to evaluate ELP and LBP performance. Each
target feature is evaluated against each candidate
feature to find its five closest neighbors based on
the smallest chi-squared distance values. A majority
vote is taken among the five nearest neighbors and
the resulting feature class is taken to be the output
class (based on our experiments 5-NN showed better
performance than 1-NN and 3-NN for both LBP
and ELP). If the output class is the same class as
the target feature, then the search is classified as
positive, otherwise negative.
D. Parameter Settings
Based on [4], the window size of 10 × 10 with a
unit pixel stride gives the best classification results.
More tuning experiments are then run for this ex-
periment with window sizes of 8 to 11, and a stride
of 1 pixel. In addition, it is determined that a homo-
geneity threshold of 0.95 out of tested values {0.65,
0.75, 0.85, and 0.95} provides the best results. Both
detached and merged histograms produced by ELP
descriptor are evaluated. The detached version is
found to generally perform better at search and
classification. The additional projections α = {θ∗,
θ∗ + 45, θ∗ + 90, θ∗ + 125} are used following the
observations in [4]. Experiments are run classifying
the entire encoded image, the concatenated 2 × 2
encoded sub-images, and 3 × 3 sub-images. The
ELP results are reported as ELP(w,t) where w is
the window size and t is the histogram type (m for
merged and d for detached).
For LBP, experiments are run with varying num-
ber of sub-images, radius, and the number of sample
points. As mentioned in Section II-A ’uniform rota-
tionally invariant’ LBP is used for all experiments.
Numerous different image splitting is used from
encoding the whole image to dividing the image
into 12 × 12 sub-images. A smaller radius of 1
pixel with 8 sample points along with a larger radius
of 3 and 24 sample points is used. The two sets
of {r, s} values and different sub-image configura-
tions are tested using the chi-squared distance and
classification using SVM. The corresponding results
obtained are discussed in Section V-A and V-B. The
LBP results are reported as LBP(n,r) where n is the
number of neighbors and r is the radius.
E. SVM Classifier
The C-Support Vector Classifier (SVC) imple-
mentation from the scikit-learn toolkit is used for
SVM classification with an ‘rbf’ kernel [25]. The
two main parameters that require tuning for opti-
mization are the penalty parameter C and the kernel
coefficient γ. A range of C values between 10−7 to
107 and γ values between 10−5 to 103 are exper-
imented with for each iteration to find a suitable
value which maximizes classification accuracy. The
5
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classifier is trained on 80% of the overall dataset and
tested on the remaining 20%. The split between the
training-testing data is randomly generated.
V. RESULTS
The results obtained from the experiments de-
scribed in Section IV are presented in this section.
Table II reports the descriptor length for different
LBP and ELP parameter settings. As can be seen,
for both methods, increasing the number of sub-
images leads to higher accuracy. However, since
ELP is defined for relatively large windows (around
10× 10), applying on very small sub-images leads
to an improper representation in each histogram.
By considering the rather small face sizes in the
dataset(112× 84), we do not go beyond 3× 3 sub-
images (37×28). Thus for experimental setting, we
start from the whole image and divide it into 2× 2
and then 3×3 sub-images. In the end, we investigate
smaller sub-images (as depicted in Fig. 8) for just
LBP, to evaluate its best possible accuracy.
A. Search
Search using ELP yields a maximum accuracy of
89.6% for a window size of 10× 10, pixel stride of
1, homogeneity threshold of 0.95, histogram type
of detached, and 3 × 3 sub-images. Search using
LBP yields a maximum accuracy of 82.5% for a
radius of 3 and 24 sample points at same sub-
image configuration (3×3) while it catches the best
accuracy of 88.5% at 7× 7 sub-images.
Table III summarizes the final accuracy scores ob-
tained for search based on the five nearest neighbor
approach using chi-squared distance for histograms
when running on an entire image and concatenated
histograms of sub-images.
By considering the fact that, LBP accuracy in-
creases with more sub-images (as can be seen in
Fig. 8) and peaks at 7 × 7 sub-images, while
ELP cannot be examined in such small windows,
still, the retrieval accuracy for ELP is higher than
LBP. However, The feature length of the best LBP
results (1274 bins for 7 × 7) is still very small in
comparison with the best ELP (9216 bins).
B. Classification
Classification using ELP histograms yields a
maximum accuracy of 89.9% for a window size
TABLE II: Descriptor length for different parameters
Sub-images LBP(8,1) LBP(24,3) ELP(10,m) ELP(10,d)
Whole Image 10 26 256 1024
2 × 2 40 104 1024 4096
3 × 3 90 234 2304 9216
TABLE III: Search accuracy for ELP and LBP
Sub-images LBP(8,1) LBP(24,3) ELP(10,m) ELP(10,d)
Whole Image 61.4% 68.2% 71.9% 74.3%
2 × 2 67.2% 76.5% 76.8% 82.5%
3 × 3 74.6% 82.5% 82.1% 89.6%
Fig. 8: Influence of increasing sub-image in LBP
of 10 × 10, pixel stride of 1, homogeneity thresh-
old of 0.95, histogram type of merged and 3 × 3
sub-images. Classification using the LBP histogram
yields a maximum accuracy of 79.8% for a radius
of 3, 24 sample points, and 3 × 3 sub-images.
Table IV summarizes the final accuracy scores
obtained using the two descriptors for multi-class
classification when running on entire image and
concatenated histograms of sub-images.
When the entire image is encoded, classification
accuracy for ELP is much higher than LBP. As the
number of sub-images increases, both ELP and LBP
improve in performance. Maximum classification
accuracy of 89% for LBP is obtained for 6×6 sub-
images. This aligns with the curve seen in figure 8
where 6×6 and 7×7 sub-images demonstrate high
accuracy in search.
VI. DISCUSSION AND CONCLUSIONS
In this paper, the application of encoded local
projections (ELP) has been explored in face recogni-
tion domain and its results have been compared with
6
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TABLE IV: Classification accuracy for ELP and LBP
Sub-images LBP(8,1) LBP(24,3) ELP(10,m) ELP(10,d)
Whole Image 56.1% 63.2% 73.7% 82%
2 × 2 65.4% 67.1% 79.4% 85.5%
3 × 3 67.1% 79.8% 89.9% 89.5%
LBP. Once the features (histograms) are extracted,
they are used to search for the five nearest neighbors
in the dataset based on the chi-squared distance.
Both ELP and LBP perform well in this domain.
ELP performs better than LBP in general, however,
ELP length is much higher than the LBP. The en-
coded data is then used to train a C-Support Vector
Classifier (SVC) for purpose of facial recognition.
ELP performs as well as LBP with an accuracy
of 89.9 compared to LBP’s accuracy of 89. From
the results, it can be concluded that ELP is a solid
descriptor that can be used for facial recognition
as it captures spatial projection patterns in local
windows across a face.
The results obtained in this research provide
empirical evidence for the potential of ELP to be
used to encode facial images. There are certain
experiments that can be done to further evaluate
the utility of ELP in facial recognition. It is rec-
ommended to tune the three additional projection
angles apart from the anchor projection. In this
paper, the projection angles used in [4], which
apply to medical images, were used, however, dif-
ferent projection angles tuned specifically for facial
features might be able to capture more detail. In
addition, more projection angles can be added to in-
crease the number of features captured in additional
directions. Experimenting with different classifiers
can be useful to get better results. Using a neural
network can potentially produce better results if the
dataset size is large enough.
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