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Показана возможность реализации алгоритма адаптации к флуктуациям 
фазового распределения сигналов средой, базирующегося на методе Нью-
тона, без формирования и обращения матрицы Гессе.  
 
Квазиоптимальные алгоритмы адаптации фазовой антенной решет-
ки (ФАР) к искажениям амплитудно - фазового распределения (АФР) 
сигналов средой распространения радиоволн описаны в [1,2]. Они обес-
печивают точность адаптации, близкую к потенциально возможной, но 
требуют для своей реализации большое количество промежуточных вы-
числений. Вызвано это необходимостью оценки дисперсии ошибок фа-
зирования по каждой составляющей разложения АФР и коэффициентов 
корреляции между этими ошибками. Для получения максимально прав-
доподобных оценок этих параметров необходимо делать большое коли-
чество выборок сигналов и производить при каждой выборке ориенти-
ровочно 2N2 (N – количество каналов в решетке) операций умножения. 
В многоканальных РЛС это может быть причиной того, что время до-
стижения установившегося режима в системах адаптации превысит вре-
мя корреляции флуктуаций АФР сигналов. 
Существенно меньшее количество промежуточных вычислений могут 
иметь алгоритмы адаптации, базирующиеся на методе Ньютона, формиру-
ющем максимально правдоподобные оценки измеряемых величин за мини-
мальное число итераций [3]. Однако, подготовка каждой следующей итера-
ции в этом методе требует вычисления элементов матрицы Гессе, состав-
ленной из вторых производных функции качества, и ее обращения. Если эту 
матрицу не удастся диагонализировать, то реализация метода Ньютона так-
же требует большого количества промежуточных вычислений. 
Целью работы является доказательство возможности диагонализи-
ровать матрицу Гессе в алгоритме адаптации к искажениям АФР сигна-
лов методом Ньютона для ситуаций, когда функцией качества адаптации 
выбран интегральный критерий в виде достижения максимума средней 
мощности сигнала в сумматоре решетки, а измеряемыми величинами 
являются коэффициенты ряда Уолша - Фурье, которым представлено 
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АФР. 
Постановка задачи. Рассматривается вариант адаптации ФАР к 
искажениям фазового распределения (ФР). Комплексная амплитуда сме-
си сигнала и шума, принятая в i - м канале N канальной линейной экви-
дистантной антенной решетки записывается в виде 
  1N,0i  ,njexpxy iii   ,                                  (1) 
где in  x  ,  - комплексные амплитуды сигнала и шума соответственно;  
          i  - описывают искажения ФР в принимаемой радиоволне.  
ФР в решетке  si , формируемое системой адаптации, и i  пред-
ставлены рядом Фурье в базисе функций Уолша 
                        i,rw; i,rwss
r
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,                          (2) 
где ;1S,0s;1N,0r   r  - номера членов разложения; S,s  - номера и 
количество шагов итерационного процесса;  i,rw  - функции Уолша, 
упорядоченные по Адамару [4];  s, rr 

 - коэффициенты ряда Уолша, 
описывающие искажения фазового распределения и их оценки системой 
адаптации соответственно. 
Учитывая (2), выходной суммарный сигнал решетки представляется 
в виде 
       sjexpnjexpxsY i
i
ii   .                         (3) 
Средняя мощность смеси для статистически независимых x  и in  
равна 
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где 1N,0 k  , а знак    обозначает статистическое усреднение; 
2
c xp   - средняя мощность сигнала в каналах решетки; 
   ss rrr 

.                                            (5) 
Алгоритм, реализующий метод Ньютона при поиске коэффициен-
тов r

, максимизирующих  sP , записывается в виде [3] 
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                                     sPsCs1s 1 ,                    (6) 
где 

 - вектор-столбец коэффициентов r

, размерности 1N ; 
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матрица Гессе размерности NN . 
Градиент функции качества  sGn  по n - й составляющей разложе-
ния Уолша 
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шумовая составляющая градиента. 
Если шумы в каналах решетки статистически независимы, то сред-
нее значение   0sGnщ  . С учетом этого выражения (7) можно предста-
вить в виде 
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а  sF  соответствует  sFn  при n = 0. 
Анализ алгоритма. Для определения градиента в (10) и элементов 
матрицы Гессе (6), воспользуемся разложением 
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Используя свойство ортогональности функций Уолша [4]  
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можно показать, что для малых ошибок или в режиме, близком к уста-
новившемуся (когда в (12) u  3), справедливо: 
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Из (15), (16) видно, что по мере завершения переходных процессов 
в системе адаптации  матрица Гессе действительно диагонализируется. 
Разность  snn 

  стремится к нулю, что означает стремление к нулю 
недиагональных членов этой матрицы. Диагональные члены, согласно 
(15), по величине стремятся к удвоенной мощности сигнала в исправной 
решетке и одинаковы для всех членов разложения (2). 
Используя приведенные приближения можно показать, что для ма-
лых ошибок алгоритм (4) сходится за одну итерацию  
         nnnc2c2nn 0pN2pN201   . 
При программировании предлагаемого алгоритма необходимо 
учесть, что выражения (10) - (16) получены в предположении, что про-
цедуры усреднения уже совершены. Реально наблюдению доступно 
ограниченное число выборок сигналов и вместо (10) алгоритмически 
можно реализовать вычисление среднего градиента по формуле 
           M,1m   , sYsYsYsYjMsG
m
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(18) 
 sYm  - соответствует  sY m,n  при n = 0; 
       m  - номера выборок смеси сигнала и шума. 
       M  - количество выборок смеси сигнала и шума. 
При выборе способа определения элементов  sC  необходимо 
учесть следующее. Диагональные элементы  sC 1  в основном опреде-
ляют длину шагов в итерационном  процессе (4), а недиагональные эле-
менты - степень взаимного влияния ошибок адаптации между составля-
ющими разложения (2). Следовательно, расчет элементов  sC 1  в этом 
алгоритме адаптации позволяет учитывать те же эффекты, что и расчет 
дисперсии ошибок и их взаимной корреляции в квазиоптимальном алго-
ритме [1]. 
В предлагаемом алгоритме, учитывая тенденцию изменения эле-
ментов матрицы Гессе ((15) – (16)), можно на каждом шаге итерацион-
ного процесса рассчитывать только один, одинаковый для всех состав-
ляющих разложения, диагональный член обратной матрицы Гессе 
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Такой способ расчета  sC 1n
  позволяет изменять в процессе адап-
тации длину шагов итерационной процедуры пропорционально измене-
нию ошибок адаптации и обеспечить в конце переходного процесса оп-
тимальную величину шага. 
Выводы. Представление искажений ФР сигналов средой рядом Уо-
лша и измерение в процессе адаптации коэффициентов этого ряда поз-
воляют организовать вычисления согласно методу Ньютона, формиру-
ющему за минимальное число итераций максимально правдоподобные 
оценки измеряемых величин, без формирования и обращения матрицы 
Гессе. Для подготовки последующих итераций необходимо произвести 
только операции быстрого преобразования Уолша (БПУ). Если N = 2n, 
то БПУ содержит только nN   операций сложения и вычитания [4]. Это 
позволяет существенно увеличить быстродействие алгоритма и исполь-
зовать его для адаптации к быстрым изменениям АФР сигналов за счет 
изменения параметров среды или из - за колебаний конструкции решет-
ки. 
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