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Abstract
We present a survey of some recent results on the ratio of two gamma functions and prove the following inequalities
for the product:
1
2(1 + x1 + x2)6(1 + x1)(1 + x2)¡(1 + x1 + x2)
for x1; x2 ¿ 0 and x1 · x2 = 1. Finally, we study the possible extension to k variables of the lower bound above. c© 2001
Elsevier Science B.V. All rights reserved.
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1. The ratio of two gamma functions
The ratio of two gamma functions has been investigated intensively by many authors even in
recent years. For example, the remarkable inequalities presented by Gautschi [9] in 1959,
n1−s ¡
(n+ 1)
(n+ s)
¡ exp[(1− s) (n+ 1)]; 0¡s¡ 1; n= 1; 2 : : : ; (1.1)
where  (x) = ′(x)=(x) is the logarithmic derivative of the gamma function, have found great
interest and many authors have provided improvements and extensions (see [12] for references). In
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1983, Kershaw [17] gave sharper inequalities of the same type for x¿ 0 and 0¡s¡ 1;
[
x +
s
2
]1−s
¡
(x + 1)
(x + s)
¡
[
x − 1
2
+
(
s+
1
4
)1=2]1−s
; (1.2)
exp[(1− s) (x + s1=2)]¡ (x + 1)
(x + s)
¡ exp
[
(1− s) 
(
x +
s+ 1
2
)]
: (1.3)
The left-hand inequality in (1.2) was extended by Lorch [21] in 1984 to prove a sharpened inequality
for the ultraspherical polynomials P()n (x) of degree n= 0; 1; 2; : : : ; and parameter 0¡¡ 1,
(n+ )1−(sin )|P()n (cos )|¡ 21−=(); 066 (1.4)
which, of course, reDnes the Bernstein inequality [25]
n1−(sin )|P()n (cos )|¡ 21−=(); 066: (1.5)
Earlier, Durand [7] generalized the standard result (1.5). As a consequence of (23) in [7], there
follows the bound, for 0¡¡ 1; n¿0;
(sin )|P()n (cos )|¡
(n=2 + )
()(n=2 + 1)
; 066: (1.6)
In (1.5) the ratio 21−=() cannot be replaced by a smaller one, but it is possible to improve the
factor n1−. In 1992, Laforgia [19] supplied a very simple proof of inequality (1.5) based on the
integral representation of P()n (x), due to Stieltjes, but not yet used to show (1.5). He proved that
the term n−1 can be replaced by (n+ )=(n+ 1).
Since, for 0¡¡ 1, the inequality
(n+ )=(n+ 1)¡n−1
holds, this ratio of gamma functions provides another reDnement of the Bernstein inequality. Recently,
Alzer [4], following the same method used by Laforgia, established that the factor n−1 can be
replaced by the ratio
(n+ 32)=(n+ 1 +
1
2):
This result leads to the following inequality for ultraspherical polynomials:
(sin )|P()n (cos )|¡
21−
()
(n+ 32)
(n+ 1 + 12)
; 066: (1.7)
Since, the function (n+ )=(n+ 1) is strictly decreasing on [0;∞), 0¡¡ 1, we have
(n+ 32)
(n+ 1 + 12)
¡
(n+ )
(n+ 1)
; 0¡¡ 1; n¿0:
So, (1.7) improves Laforgia’s result. Moreover, Alzer established the inequality
(n+ 32)
(n+ 1 + 12)
¡ (n+ )−1; 0¡¡ 1; n¿0
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to show that (1.7) is also sharper than the inequalities of Bernstein and Lorch. Alzer [4] does not
compare (1.7) with Durand’s bound (1.6). Using the numerical software Matlab, it seems that for
some values of n and , 0¡¡ 1, inequality (1.6) is stronger than (1.7).
Some of the previous results on the ratio of gamma functions can be improved if we consider
only x¿x0 ¿ 0, for some x0. Earlier, Laforgia [18] gave some examples of this type. Recently, the
authors with PeLcariMc [13] and Palumbo [24] gave a uniDed treatment and some extensions of all
such results.
We have noted that it is possible to extend the Kershaw inequalities (1.2) and (1.3), for each
s¿ 0 and x¿ 0; for example, inequality (1.2) is valid for 0¡s¡ 1 or s¿ 2, while the reverse
inequalities are valid for 1¡s¡ 2. Moreover, we gave a complete picture concerning inequalities
of the form
(x + )1−s ¡
(x + 1)
(x + s)
or
(x + 1)
(x + s)
¡ (x + )1−s
for x¿x0 ¿ 0, for some Dxed x0. If either 0¡s¡ 1 or s¿ 2; then
(x + s)
(x + 1)
¿ (x + )s−1; 0¡s¡ 1 or s¿ 2; (1.8)
where  = 12(−2x0 − 1 +
√
4x20 + 4x0(1 + s) + 4s+ 1); that is the value of  depends on the values
of x0 and s. If 1¡s¡ 2; we have the reverse inequality in (1.8). Similar results [13] also hold for
the inequalities of the type
(x + 1)
(x + s)
¿ exp[(1− s) (x + )]
or the reverse
(x + 1)
(x + s)
¡ exp[(1− s) (x + )];
for any x¿ 0, ¿ 0 and s¿ 0.
The proofs of the Gautschi–Kershaw type inequalities are based on the limit relation [1]
lim
x→∞
(x + 1)
(x + s)
(x + )s−1 = 1
or
lim
x→∞
(x + 1)
(x + s)
exp[(s− 1) (x + )] = 1;
respectively, and on the behaviour of the functions
F(x) = f(x)=f(x + 1); G(x) = g(x)=g(x + 1);
where
f(x) =
(x + 1)
(x + s)
(x + )s−1
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and
g(x) =
(x + 1)
(x + s)
exp[(s− 1) (x + )];
respectively, for all x¿ 0 and s; ; ¿ 0.
The lower bound and the upper bound in the Gautschi–Kershaw-type inequalities actually fol-
low from the monotonicity properties of the functions f(x) and g(x) respect to x, Dxed  and ;
respectively, [23,6,15,14].
Bustoz and Ismail [6] proved the following more general results related to Gautschi–Kershaw
inequalities. The functions
f(x) =
(x + 1)
(x + s)
(x + s=2)s−1;
g(x) =
(x + s)
(x + 1)
exp
[
(1− s) 
(
x +
s+ 1
2
)]
are completely monotonic on (0;∞) for 06s61.
Other classes of completely monotonic functions were presented earlier by Muldoon [23] and
more recently by Alzer [2]. As a consequence, new upper and lower bounds are derived for the
ratio (x + 1)=(x + s).
In the asymptotic expansion of ln(x), for x →∞,
ln(x) ∼ (x − 12) ln x − x + 12 ln(2) +
∞∑
k=1
B2k
2k(2k − 1)x2k−1 ;
all the remainders Rn(x) are convex if n is even and concave if n is odd on (0;∞) [22]. More
generally, Alzer [3] extended a result of Muldoon in the case n=0 and proved that all the functions
associated with the previous asymptotic expansion are completely monotonic. These results leads to
some methods for producing sharp bounds for the ratio of  functions and related functions, based
on convexity and concavity properties of the gamma function.
In [3], Alzer showed another remarkable result, that is the completely monotonicity on (0;∞) of
the product
n∏
=1
(x + a)
(x + b)
provided
06a16a26 · · ·6an; 06b16b26 · · ·6bn;
k∑
i=1
ai6
k∑
i=1
bi k = 1; : : : ; n− 1 and
n∑
i=1
ai =
n∑
i=1
bi:
This generalizes a result of Bustoz and Ismail [6] for n= 2; the function
p(x; a; b) =
(x)(x + a+ b)
(x + a)(x + b)
; x¿ 0; a; b¿0
is completely monotonic on (0;∞); it is decreasing to its limit 1 and p(x)¿ 1.
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As we have seen in Section 1, monotonicity and convexity properties and, as consequences,
inequalities, abound for the ratio of gamma functions, but seem scarce for products of gamma
functions. In Section 2, we give some results about this situation.
2. Inequalities for the product of gamma functions
In 1974, Gautschi [10] proved the inequality conjectured by Rao Uppuluri
2
1=(x) + 1=(1=x)
¿1; 0¡x¡∞ (2.1)
which states that the harmonic mean of (x) and 1=(1=x) is greater than or equal to (1) = 1.
Because of the well-known inequalities between the harmonic, geometric and arithmetic means,
inequality (2.1) implies, for example,
(x)(1=x)¿1; 0¡x¡∞: (2.2)
An alternative proof of (2.2) was given by Kairies [16] and an extension of (2.2) was presented by
Laforgia and Sismondi [20]:[
(x + 1)
(x + )
(1=x + 1)
(1=x + )
]1=2
¿
1
(+ 1)
for x¿ 0 and 0¡¡ 1. In the case ¿ 1 the inequality must be reversed. If we deDne
f(x) =
(x + 1)
(x + )
;
the previous inequality shows that the geometric mean inequality
G
(
f(x); f
(
1
x
))
¿
1
(+ 1)
holds. Recently, Alzer [5] deduced that the harmonic mean of [(x)]2 and [(1=x)]2 is greater than
or equal to 1, i.e.,
2
1=((x))2 + 1=((1=x))2
¿1 for all x¿ 0:
This result is based on monotonicity properties of some functions connected with  = ′= and it
is stronger than the Gautschi inequality (2.1).
A natural attempt at generalizing (2.1) to more variables would be
n∑n
k=1 1=(xk)
¿(x1x2 : : : xn)1=n;
which however is false (see for example the case n=2; x1 = 1; x2 large). Gautschi [11] showed that
the conjecture
n∑n
k=1 1=(xk)
¿1 for all xk ¿ 0;
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with x1x2 : : : xn=1 is evident for n=1; 2; : : : ; 8; but false for n¿9. He also showed that for all n¿1;[
n∏
k=1
(xk)
]1=n
¿1 for all xk ¿ 0 with x1x2 : : : xn = 1:
We observe that the lower bound (2.2) is pessimistic. For example, (5)(0:2)=110:179 and we
prove here more accurate inequalities than (2.2) for the product of gamma functions.
Theorem 2.1. For x1; x2 ¿ 0 and x1x2 = 1; we have
1
2(1 + x1 + x2)6(1 + x1)(1 + x2)¡(1 + x1 + x2): (2.3)
In the lower bound equality occurs for x1 = x2 = 1.
From the inDnite product formula [8]
(1 + z) =
∞∏
n=1
(1 + 1=n)z
1 + z=n
;
we have, for n variables x1; x2; : : : ; xn;
(1 + x1)(1 + x2) · · ·(1 + xn)
(1 + x1 + x2 + · · ·+ xn) =
∞∏
n=1
[
1 + (x1 + x2 + · · ·+ xk)=n
(1 + x1=n)(1 + x2=n) · · · (1 + xk=n)
]
: (2.4)
In the case n= 2, putting x1 = x and x2 = 1=x, (2.4) gives
(1 + x)(1 + 1=x)
(1 + x + 1=x)
=
∞∏
n=1
1 + (1=n)(x + 1=x)
(1 + x=n)(1 + 1=(nx))
:
Let x + 1=x = 2y; we clearly have
1 + 2y=n
1 + 2y=n+ 1=n2
¡ 1 with y¿1: (2.5)
As a consequence, we obtain the upper bound in (2.3). If we prove that, for y¿1;
1 + 2y=n
1 + 2y=n+ 1=n2
¿
1 + 2=n
(1 + 1=n)2
;
we can conclude that
(1 + x)(1 + 1=x)
(1 + x + 1=x)
¿
∞∏
n=1
1 + 2=n
(1 + 1=n)2
=
1
(3)
=
1
2
;
which gives the lower bound in (2.3). But this is clearly true because it is equivalent to
2
n2
(y − 1)¿0 with y¿1:
Equality is assumed, of course, when y = 1; i.e., x = 1.
Now, we report here an attempt at generalizing (2.3) to more variables. A natural generalization
of the lower bound in (2.3) would be the conjecture:
1
k!
(1 + x1 + x2 + · · ·+ xk)6(1 + x1)(1 + x2) : : : (1 + xk)
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for xi ¿ 0; i=1; : : : ; k and x1x2 : : : xk=1. But, we see easily that this inequality is false by considering
for example the case k = 3; x1 = 1; x2 = 5; and x3 = 1=5. In fact, it is only true for k = 2.
Indeed, we show here that the reverse inequality holds for k¿3; that is
(1 + x1)(1 + x2) : : : (1 + xk)6
1
k!
(1 + x1 + x2 + · · ·+ xk); (2.6)
but, unfortunately, under the constraints xi ¿ 0; i= 1; : : : ; k and x1 = x2 = · · ·= xk−2 = 1, xk−1xk = 1.
So, inequality (2.6) is actually equivalent to the following:
(1 + xk−1)(1 + xk)6
1
k!
(k − 1 + xk−1 + xk) (2.7)
for k¿3 and xk−1xk=1. Hence, (2.6) is not a generalization to k variables of the right-hand inequality
in (2.3), but (2.6) gives new upper bounds for the product of gamma functions. So, from (2.3) and
(2.7), setting xk−1 = x1 and xk = x2, we have for k¿3;
1
2(1 + x1 + x2)6(1 + x1)(1 + x2)6
1
k!
(k − 1 + x1 + x2); k¿3
with x1, x2 ¿ 0 and x1x2 = 1. Equality is assumed when x1 = x2 = 1:
Proof of 2.6. In the product formula (2.4), we determine the maximum of the function
1 + (x1 + x2 + · · ·+ xk)=n
(1 + x1=n)(1 + x2=n) · · · (1 + xk=n) ;
under the constraints xi ¿ 0, i=1; : : : ; k and x1x2 : : : xk =1. Using Lagrange multipliers, the problem
is equivalent to Dnding the maximum of the function
f(x1; x2; : : : ; xn) = ln
[
1 +
x1 + x2 + · · ·+ xk
n
]
−
k∑
i=1
ln
(
1 +
xi
n
)
− 
k∑
i=1
ln xi
with
k∑
i=1
ln xi = 0:
A stationary point s= [s1; s2; : : : ; sk]
T must be a solution of the system of equations
@f
@xi
=
1
n+ x1 + x2 + · · ·+ xk −
1
n+ xi
− 
xi
= 0; i = 1; 2; : : : ; k
k∏
i=1
xi = 1
or, equivalently,
1
n+ xi
− 
xi
=
1
n+ x1 + x2 + · · ·+ xk ; i = 1; 2; : : : ; k; (2.8)
k∏
i=1
xi = 1:
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We deduce from (2.8), for any n¿1;
1
n+ xi
− 
xi
=
1
n+ xj
− 
xj
; i; j = 1; 2; : : : ; k; i = j;
that is,
(xi − xj)
[
1
(n+ xi)(n+ xj)
− 
xixj
]
= 0
with
∏k
i=1 xi = 1.
Obviously, a solution is s1 = s2 = · · ·= sk =1. Now, we investigate whether there are two distinct
si in s; say si1 = si2 such that
1
(n+ si1)(n+ sj)
− 
si1sj
= 0
and
1
(n+ si2)(n+ sj)
− 
si2sj
= 0:
We get
n+ si1
n+ si2
=
si1
si2
;
which implies si1 = si2 . So, we deduce that the only solution of system (2.8) is s1 = s2 = · · ·= sk =1.
As a consequence, the function
1 + (x1 + x2 + · · ·+ xk)=n
(1 + x1=n)(1 + x2=n) · · · (1 + xk=n)
has a stationary point at s1 = s2 = · · ·= sk = 1 and its value is
1 + k=n
(1 + 1=n)k
:
In order to prove that the function f has a maximum at the stationary point s1 = s2 = · · ·= sk = 1;
we need to prove the inequality
1 + (x1 + x2 + · · ·+ xk)=n
(1 + x1=n)(1 + x2=n) · · · (1 + xk=n) −
1 + k=n
(1 + 1=n)k
60; (2.9)
under the constraints xi ¿ 0, i = 1; : : : ; k and x1x2 : : : xk = 1.
We are able to prove (2.9) only in the particular case x1 = x2 = · · · = xk−2 = 1, and xk−1 = x;
xk = 1=x,
1 + (k − 2 + x + 1=x)=n
(1 + 1=n)k−2(1 + x=n)(1 + 1=(nx))
− 1 + k=n
(1 + 1=n)k
60: (2.10)
As before, we set x + 1=x = 2y in (2.10), which becomes
2
n2
(y − 1)
(
k − 2− 1
n
)
60; with y¿1:
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This is clearly true for k¿3. Finally, we obtain the inequality
(1 + x)(1 + 1=x)
(k − 1 + x + 1=x)6
1
(k + 1)
; for k¿3: (2.11)
Since the function (k−1+ x+1=x)=k! is increasing with respect to k; in inequality (2.11) we have
the best upper bound for k = 3.
Remark. If k = 2 the left-hand side in (2.9) is positive, in accordance with Theorem 2.1.
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