Abstract: Clustered observations such as longitudinal data are often analysed with generalized linear mixed models (GLMM). Approximate Bayesian inference for GLMMs with normally distributed random effects can be done using integrated nested Laplace approximations (INLA), which is in general known to yield accurate results. However, INLA is known to be less accurate for GLMMs with binary response. For longitudinal binary response data it is common that patients do not change their health state during the study period. In this case the grouping covariate perfectly predicts a subset of the response, which implies a monotone likelihood with diverging maximum likelihood (ML) estimates for cluster-specific parameters. This is known as quasi-complete separation. In this paper we demonstrate, based on longitudinal data from a randomized clinical trial and two simulations, that the accuracy of INLA decreases with increasing degree of cluster-specific quasi-complete separation. Comparing parameter estimates by INLA, Markov chain Monte Carlo sampling and ML shows that INLA increasingly deviates from the other methods in such a scenario.
Laplace approximation in INLA is more accurate compared to the simplified Laplace approximation but in most cases nearly coincide according to ?. However, for the RI and RI+RS models of the toenail infection data we found substantial differences between the two approximation strategies and the simplified Laplace approximation was closer to the results obtained by MCMC, if the hyperparameters are not fixed. This differences may well be related to the problem of substantial cluster-specific quasicomplete separation. In the main text the reported results are always based on the simplified Laplace approximation.
Estimation with prior distribution
In Figure 1 the marginal posterior distributions for the fixed effects β based on INLA with simplified and with full Laplace approximation and with MCMC are shown with a prior distribution on the hyperparameters. The same prior distributions for the hyperparameters as described in the main text are used. Figure 2 shows the corresponding marginal posterior distributions for the hyperparameters. 
Estimation with fixed hyperparameters
In Figure 
Convergence diagnostics
In this section we provide convergence diagnostics of the MCMC run for the RI and 
Random intercept model (RI) with fixed hyperparameters

