This paper develops a simple model of land use with roots in von Thunen's work. A cross-section version of the model is estimated with data from a satellite image and other geographical sources for a region in central Mexico. Parameters from the model are used to examine the effects of reduced human activity. If variables that proxy human influence are changed to reflect reduced impact, "forest" area increases and "irrigated crop" area is reduced.
A Simple Model of the Determinants of Land Use
A given parcel of land has a variety of resources associated with it. These resources might be vegetative (timber, productive soil), mineral, or locational (e.g., proximity to a harbor). We assume these resources will be used if it is profitable to do so. The choice of a particular land use is made by comparing the net present value of the profitability of all possible land uses. If we assume that a given land use has a single marketed product, the net present value of the return to that land use, its net present rent (R hl ) at time T, is given by 2 R hlT = 4 I t = 0 á P hlT + t Q hlT + t -C hlT + t X hlT + t é e -i l t dt
(1) P hlt -price of output from land use h at location l at time t C hlt -vector of input costs for land use h at location l at time t Q ht -quantity of output from land use h at location l at time t X ht -vector of optimal inputs for land use h at location l at time t i l -discount rate of operator of parcel at l 3 2 This derivation follows that in Chomitz and Gray but introduces the time dimension explicitly. 3 The discount rate is location-specific to reflect differences in security of access. For example, the operator of an illegal plot in a national park is likely to have a much higher discount rate than the operator who has legal title to a parcel of land and effective control over its use.
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The land use with the highest R hlT is chosen from among the possible land uses on the parcel.
We assume that production (dropping subscripts) can be characterized by the following function
where the G are parcel-specific geophysical factors such as soil type and elevation that affect productivity.
The demand for inputs (again without subscripts) is
Substituting 2 and 3 into 1 (ignoring the location and land use subscripts) and solving, we get 
The price of an output at a given location is determined by the price in the nearest market (P hm ) minus the cost of transporting the good to that market.
Similarly, the price of an input at a given location is determined by its price in the nearest market (C xm ) plus the cost of transporting the input from the market.
C hl = C xm + T xl
3 Substituting 5 and 6 into 4, we get 
The use of a particular piece of land is a dynamic process. Changes in prices, physical infrastructure (roads, canals, etc.) , population density, and the national economy can cause land use to change. For this analysis, we have only cross-section data. This means we have no data on changes in prices or temporal changes in land use. However, we observe changes in land use across space. To take advantage of this fact, we construct proxies for location-specific P and C following Chomitz and Gray based on cost-of-access measures. 
RD hl -a measure of least cost access to parcel h for land use l 4 .
We expect that location-specific output price falls as access cost increases (g 1hl < 0) and location-specific input cost rises (d 1hl > 0) for land uses with marketed output.
However for some land uses with no marketed output (for example, idle land) the effect of cost of access is zero or even positive.
Since neither the proxy for P nor for C is time dependent, we can rewrite 4 as
Now we substitute the proxies of 8 into 9, take logs of both sides, combine constants and add an error term to obtain 10.
Given the hypotheses above about the underlying parameters (0 < a < 1, g < 0,
and d > 0) we expect b 1 to be negative (except for land uses with no marketed output), b 2 to be positive for G variables ordered so that an increase in G increases output per unit of land, and b 3 to be negative 5 .
The discount rate is influenced by both the local interest rate and the nature of local land use rules. It is not uncommon for informal use rules to play a more important role in determining land use than official rules and regulations. If data on land tenure are available, they can act as a proxy for the location-specific effects of changing discount rates. Parcel h will be devoted to land use k if
If the u are Weibull distributed and uncorrelated across land uses, then 11 is equivalent to a multinomial logit model where
X -3 sets of variables;
G -site specific geophysical variables S -spatial effects geophysical variables, described below The region is characterized by high plains and even higher mountains ( Figure   1 ). The average elevation is 2,350 meters and the highest point is 3,850 meters. The image is located northwest of Mexico City with a major road running from the east above the long lake to the northwest corner. The city of Queretaro is located in the north east corner of the image.
At the time the image was taken, the spring rains had not arrived so only irrigated fields had any crop cover. Much of the land is devoted to dryland agriculture and it is quite common to see a small field on a hillside next to an uncultivated area of scrub brush and stones. Parcels on hillsides are less likely to be cultivated. Goat grazing and fuel wood gathering are common in the hills. In the ejido land tenure system, cultivated areas are associated with a specific individual, while grazing and forest areas are more likely to be communal lands with relatively open access allowed for members of the local ejido.
Identifying Land Use
For this analysis, data collection at the location of the image was not possible.
Hence, any land use categories must be identified from satellite images, other digital data, and qualitative analysis based on a brief visit to the location. Reference, Richards). A histogram peak identifies a "cluster" of pixels with similar reflectance values in three frequency bands. The cluster is a set of pixels around each peak. We allowed the software to determine the number of clusters, by including 8 peaks such that 99 percent of the pixels are accounted for. This approach yielded seven clusters (Figure 2 ). Based on a visual inspection of Figure 1 and some knowledge about the region we infer that the land use associated with cluster 6 is primarily forest; cluster 7 is primarily irrigated cropped land. Unfortunately, some areas that appear to be forested in Figure 1 were classified in the same category as irrigated areas. This might be due to the confounding effect of shadows on the classification process. 7 In the remaining discussion, we use the terms cluster and land use category interchangeably.
Other data sources and manipulation
We used six geophysical and three socioeconomic variables. The geophysical variables are elevation, slope, soil, potential intensity of solar radiation, a dummy equal to 1 for north-facing slopes, and a dummy equal to 1 for flat pixels. A seventh geophysical variable designed to capture spatial effects is discussed below. The socioeconomic variables are cost of access to nearest road, large population center, and village.
Slope and aspect (direction of largest slope, 0 = north, 45 = east, 90 = south, 135 = west) can be computed from the elevation data that are part of the NALC project.
Because this part of Mexico is north of the equator, north-facing slopes receive less solar radiation than south-facing slopes. Therefore, we converted the aspect data into a dummy variable for north-facing slopes. Slope and elevation data can be combined with information on the sun's elevation and azimuth (degrees away from north) to calculate the intensity of solar radiation on each location. This "shade" variable has a range from 0.3 to 1.3 in the data set.
The raw soils data were provided by Norman Bliss, EROS Data Center, and were based on data from the Mexican government. These data were transformed into a discrete index with one for least productive soils for annual crop production and nine for most productive soils. The index values were provided by Hari Eswaran, a USDA soil scientist. The index was derived from a map where the number of discrete soil regions is much less than the number of pixels in the image. Therefore, the soils index is only a rough approximation of the actual productivity of the soil at a given location.
Three variables were included to measure different kinds of access -to nearest road, to nearest large population center and to nearest small population center or village. The data on location of roads and population centers were derived from vectors contained in the Digital Chart of the World, published by the Defense Mapping Agency. These vectors were extracted and converted to raster format in IDRISI. The Costgrow module in IDRISI calculates the least cost route to the nearest feature (eg. road) by traversing a friction surface. We constructed the friction surface from the square root of the slope (in degrees). In other words, the larger the square root of the slope, the greater the cost of traversing a location. Rivers and lakes were added as barriers in the friction surface; that is, a pixel that contains a river or lake cannot be traversed. The road cost-of-access variable is most relevant for mechanical transport activities, say by truck. The village cost-of-access variable is most relevant for activities done by foot or animal traction. Examples include collecting fuel wood and cultivating small plots. In addition to the cost variables, we also tried the model with Euclidean distance and we report overall results for the two approaches below.
Spatial Econometric Issues
An important econometric issue is how to deal with what Anselin terms "spatial effects" -spatial autocorrelation and spatial heterogeneity. The concept of spatial autocorrelation is summarized in Tobler's first law of geography, " . . . everything is related to everything else, but near things are more related than distant things." (Tobler) Spatial autocorrelation is similar to time-wise dependence encountered in time-series analysis, but is complicated by the multidirectional nature of dependence in space. The spatial weight matrix is the formal representation of this dependence; it specifies the potential interaction between two spatial units that is not captured explicitly. Spatial heterogeneity "is related to the lack of stability over space of behavioral or other relationships under study." (Anselin, p9) The general expression of spatial effects is (Anselin, p 34): 
z -exogenous variables that cause heteroskedasticity
If a = 0, h = s 2 (ie, homoskedastic errors).
An intuitive explanation of the weight matrix for vegetative cover is that W e reflects the effect of unmeasured variables such as soil nutrients or rainfall common to a location and its neighbors. W l reflects effects such as windborne seeding where having vegetation at one location means it is more likely that neighboring locations will also have that vegetation.
Both heteroskedastic errors and spatial dependence in the error term cause inefficient but asymptotically unbiased estimates of b. Since the data set used in estimation has over 26,000 observations, the potential for these effects is ignored in this paper. The inclusion of spatially lagged variables can lead both to inefficiency and biased parameter estimates, because the lagged dependent variable is correlated with the error term. 
It is similar to a correlation coefficient with a range of -1 to 1 if W is rowstandardized 9 . Using a queen's case weight matrix (eight neighbors are included), I is
.910 for the full image (with over 2.5 million locations). For the sample used in estimation, I is .472. Whatever approach is used to test significance, these values are significantly greater than 0, showing the existence of spatial dependence.
To correct for this potential bias, we combine two approaches. First, following
Haining (pp 131-133) we use a coding scheme, selecting a sample from the full data set so no two sites in the sample are neighbors. Second, we construct a variable based on the neighbors in the original data set. Since the dependent variable is qualitative, we use a normalized vegetative index (NDVI) value for each neighbor. This approach assumes that the spatial effects are primarily associated with vegetative cover. The proxy lag variable for location 0,0 is defined as 9 In a row-standardized weight matrix, w
Bn i , j -intensity value of band n at relative point i, j
The procedure followed is to draw a sample (every tenth point from every tenth row in the image), use data from the original data set to calculate the spatially weighted NDVI and estimate the betas of a multinomial logit model. We then use these betas with new values for the cost-of-access variables to estimate how land use changes as the cost-of-access variables change.
Results
This section has two parts. In the first, we discuss the predictive power of the model, using several alternate approaches. In the second, we discuss the effects on predicted land use of econometrically changing access cost.
Alternate approaches to assessing predictive power
It is not possible to calculate the standard R 2 with a multinomial logit model. as the base and set its betas to zero (Greene, 1993, p 666) . This means that the estimated betas are relative to the betas in the base category. Hence it is not possible to
give economic meaning to the estimated betas unless prior information is available about the betas of the base category. For example, we expect the true beta for the price of the output to be positive (an increase in the output price increases rent). However, if the beta for the base category is larger than the beta for another category, the estimated beta might be negative.
It is also possible to estimate the marginal effects, that is, the effect of a one unit change in a RHS variable on the probability that a location is in a given category, and their asymptotic significance. The formula for the marginal betas is (Greene, 1991, p 478:
10 The permutations that include the logs of selected geophysical variables have very high condition numbers (>300). Presumably, the effect of taking logs of a subset of the RHS variables is to reduce the covariance in the X matrix.
Since the P j are functions of the RHS variables, so are the marginal betas. Table   2 reports the marginal betas for categories 6 and 7, evaluated at the mean of the RHS variables for those categories 11 . In other words, we ask the hypothetical question, for a location with geophysical and socioeconomic characteristics equal to the mean of those for the forest (irrigated crop) locations, what is the partial effect of a change in the RHS variables on the probability that this location is forest (irrigated crop) area.
Since our interest is primarily in the cost-of-access variables, we report only their marginal betas. For the most part, the effects are as expected. An increase in the cost of access to roads (RDCost) and villages (PNTCost) reduces the probability that a location with irrigated crops will remain cropped and increases the probability that a forested location will remain forested. The effects of access to large population centers is ambiguous in sign but do not differ significantly from zero for either category.
An alternate approach to assessing the predictive power of the model can be derived from the prediction matrix. This matrix is constructed by first assigning locations to categories with the highest predicted probability. The results are entered into a matrix whose rows show the number of locations actually in a given category and whose show the number of locations predicted to be in a given category. Diagonal 11 A common practice is to report the marginal betas at the mean of the RHS variables for the whole sample. However, this is not necessarily the best choice. For example, suppose a particular land use category is found only at a small fraction of the available locations. The mean RHS characteristics for the whole sample are unlikely to be a good representation of the characteristics of the subset of locations in a particular category. A small change from the mean value of one of the RHS variables is likely to have little effect on the probability that the average location will be in the particular category. elements of the prediction matrix are correct predictions. Off-diagonal elements are incorrect predictions. The prediction matrix is similar to a "confusion" matrix in the remote sensing literature which compares categories identified using a classification scheme with actual categories identified by ground observation (Richards, p 272) .
Several measures of aggregate classification accuracy have been proposed in this literature (Congalton, 1991 as reported in Richards, p 272). We report four hereaverage, producer, and user accuracy, and kappa (k).
The "average" accuracy is the sum of the diagonals divided by the total number of observations.
The next two assessment statistics are for individual categories. "Producer" accuracy (Congalton, 1991) is the probability that the actual value is predicted correctly.
It is the diagonal element of a row divided by the sum of the values in that row.
"User" accuracy is the probability that a prediction is correct. It is the diagonal element of a column divided by the sum of the values in that column. It can be seen from the formulae that the average accuracy measure is essentially a weighted average of the producer and user accuracy measures.
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The final measure of accuracy from the remote sensing literature is kappa (k)
x i + = 3 j x ij (ie the sum over all columns for row i)
x ij (ie the sum over all rows for column j) measures suggest that the model is much better at predicting some categories than others. The best performance is for categories six (forest) and seven (irrigated crop).
The predictive power for categories three, four, and five is not very good.
A drawback of the prediction matrix has two drawbacks is that it does not show the "strength", or power, of the prediction. A pixel can be assigned to a category even when the predicted probability value for that category is low, if the probability values for the other categories are even lower. The consequences can be striking, as seen in However, in the predicted image (Figure 4) , almost all the category 1 locations are in the lower two-thirds and almost all the category 2 locations are in the upper one-third of the image. The explanation of this phenomenon requires a closer examination of the predicted probability values (Table 5 and Figure 5 ). We can also use two statistics base on the probability values -the maximum value and the correlation with other probability values -to assess the predictive power of the model.
The highest probability value for a land use category gives an indication of the strength of the model in identifying locations in that category. The maximum value for category 1 is 0.657 and for categories 2 and 3 the highest values are less than 0.6.
Hence, the predictive power for these categories is low. Categories 6 and 7 have high maximum values (greater than 0.99), and the high skewness and kurtosis values suggest a bimodal distribution of probabilities. This is borne out in an examination of Figure 5 , discussed below.
A correlation matrix for the probability values can be used to indicate the discriminatory power of the model. If two categories have a large positive correlation coefficient, the model has difficulty discriminating between them. On the other hand, large negative values suggest strong discrimination power. The results in Table 6 suggest that the model does not discriminate well between categories 1 and 3, 2 and 4, and 3 and 5 (large positive correlation coefficients). However, categories six and seven are strongly identified (large negative correlation coefficients), except with each other.
A qualitative approach to assessing predictive strength is to plot the probability values for each category as an image. Figure 5 shows the probability images for land use categories 1, 2, and 3 in the top row and categories 5, 6, and 7 in the bottom row. A probability of zero is black, a probability of one is white, and shades of grey indicate intermediate probabilities. It is evident from this image that the model gives especially strong predictions for locations in categories 6 and 7. Where a location is predicted to be in these categories, the probability value is high (close to pure white).
From this figure it is also clear why the predicted locations for categories 1 and 3 show the 1/3-2/3 pattern described above. The category 1 probability image has a slightly lighter shade (higher probability) in the bottom 2/3 while the category 2 probability image has a slightly lighter shade in the top 1/3. This slight difference in probabilities is probably not statistically significant, but causes the skewed assignment of category 1 and 2 pixels seen in Figure 3 .
To summarize, whether using the pseudo R 2 measures, the prediction matrix and the various statistics borrowed from remote sensing, or the strength of prediction measures using the probability values, the model's overall predictive power is moderately good. In addition, at a disaggregated level, the model predicts categories 6 and 7 well.
Effects of increasing access cost
The econometric results can be used to estimate the effect on land use of increasing the various access cost measures. We increase the cost-of-access variables at each location by the maximum in the sample (and two times maximum for cost of 20 access to the nearest road) and reestimate the probability values and predicted values at each location (Table 7 and Table 8 ). Figure 6 displays probability images for six land use categories (categories 1 to 3 and 5 to 7) when the cost of access to the nearest road is increased by the sample maximum; Figure 7 is the probability images when the cost of access to the nearest village is increased by the sample maximum.
We highlight the results that affect categories 6 and 7, the areas that are identified as forest and irrigated crops. First, for an average pixel in the whole sample, changing the road access cost increases the probability that it is forested as expected (Table 7) . Using the prediction matrix approach to allocate pixels to categories, the change in road access increased forest pixels by 20 percent and decreased irrigated crop area by 16 percent. Increasing the access cost to large population centers has a similar effect on forest area but is not as large. The effect on irrigated area is positive; the probability that an average pixel is irrigated goes up slightly as does the predicted number of irrigated pixels.
Increasing the cost of access to the nearest village has apparent perverse effects on forest area. For the average pixel in the whole sample, the increased cost actually reduces the probability that it is forested. However, if we examine just category 6 (forest) pixels, the changed access to village has almost no effect on the probability of being forested (the probability drops from 0.681 to 0.671, Table 8 ) and the number of predicted pixels drops by less than 9 percent. Furthermore, the cost-of-access change increases the probability that a cropped pixel will become forested (from 0.350 to 0.423, Table 8 ). The predicted number of crop pixels drops by almost 50 percent.
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The most dramatic effect of increasing the cost of access to the nearest village is in category 4 ( Table 9 ). The probability that a pixel is in this category, which we have tentatively identified as uncultivated hillsides and scrub areas, increases dramatically for all categories. The number of pixels in this category increases ten-fold.
Without direct observations on the ground, any interpretation of these results must be viewed with caution. With this caveat in mind, the results suggest that the development of roads in this location has had a significant effect on agricultural land use and deforestation. Roads seem to influence locations most near currently forested areas. Removing roads allows forests to "grow" back down mountainsides.
Removing roads also reduces the probability that irrigated crop land will remain irrigated. "Removing" villages has little direct effect on forest pixels. Instead the effect appears to be to shift land use from many categories to the category that represent idle land with natural vegetation.
Conclusions
This paper has shown how data from a satellite image and other geographical sources can be used in a model of land use determination. For a region in central Mexico, the cross-section results suggest that road access to a location does affect on land use. The locations identified as "forest" increase as road access becomes more difficult. Increasing the access cost to villages also has a dramatic effect, increasing the likelihood of natural vegetation in many locations. From a statistical perspective the variables in the model and its structure had moderate aggregate predictive power.
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However, it performed much better predicting some land use categories, forests and irrigated crop areas, than others.
These results should be viewed with caution; the experiments used values outside the sample set. Furthermore, the model is essentially static and land use change is a dynamic process. Finally, field observation is crucial to assessing the accuracy of the land use classification scheme. Despite these caveats, the results have reasonable interpretations. And the development of techniques to turn satellite images into economic data opens a vast, and until now unexploited, data set for analysis of environmental problems. Notes:
The first two columns report summary statistics for the cost-of-access socioeconomic variables. The second two columns report summary statistics when euclidean distance is used as a measure of cost of access. The first and third columns report summary statistics when four geophysical variables are entered in unlogged form; the second and fourth columns report summary statistics when the logs of the geophysical variables are used. The differences are small except for the condition number. It is the ratio of the square roots of the largest and smallest eigenvalues of the X'X matrix. A condition index greater than 30 suggests the existence of multicollinearity.
The average accuracy and Kappa values are defined in the text. Units: Elevation -1000 meters; slope -degrees; spatial lag -index, 0-1; soil typeinteger index, 1-9; north facing -dummy, 1 for north-facing; flat -dummy, 1 for 0 slope locations; shaded -index, 0.3 -1.3. locations that are actually in cluster 1 are predicted to be in cluster 2. The values in the diagonal are correctly predicted pixels in each cluster.
As described in the text, cluster 6 is presumed to have most of the irrigated crop area and that cluster 7 has most of forested areas on mountain tops. It is not possible to associate the remaining clusters with unique land uses although we suspect that category 4 is relatively undisturbed brush located on hill sides and tops. The values in the cells of this table are the average probabilities over the whole sample. For example, the probability that a location is in cluster 1 in the predicted image is 28.9 percent.
PP -minimum cost to nearest population center increased by sample maximum PNT -minimum cost to nearest village increased by sample maximum RD -minimum cost to nearest road increased by sample maximum RD2 -minimum cost to nearest road increased by two times sample maximum Note: A cell value in this table indicates the average probability that a pixel originally in category 6 (category 7) is in categories 1 to 7. For example, the estimated probability that a category 7 pixel is in category 1 is 0.059. The second, third and fourth columns
give the average probabilities when the three cost-of-access variables are changed as identified in Table 7. 31 Table 9 : The probability that the average pixel in a category is in category 4. Note: A cell value in this table indicate the probability that a pixel originally in a category is actually in category 4. The first column reports those values for the original data set. The second column reports values when the cost of access to the nearest village is increased to the sample maximum. For example, for pixels in category 5, the probability that those pixels are actually in category 4 is only 4.8 percent.
However, if the cost of access to the nearest village is increased to the sample maximum, the probability that those pixels are in category 4 rises to 19.5 percent.
