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Abstract
In this work, we study the generalization capability of algorithms from an information-theoretic perspective. It has
been shown that the generalization error of an algorithm is bounded from above in terms of the mutual information
between the algorithm’s output hypothesis and the dataset with which it was trained. We build upon this fact and
introduce a mathematical formulation to obtain upper bounds on this mutual information. We then develop a strategy
using this formulation, based on the method of types and typicality, to find explicit upper bounds on the generalization
error of smooth algorithms, i.e., algorithms that produce similar output hypotheses given similar input datasets. In
particular, we show the bounds obtained with this strategy for the case of -DP and µ-GDP algorithms.
Index Terms
generalization, differential privacy, mutual information, mixture approximation
I. INTRODUCTION
A learning algorithm is a mechanism that takes a collection of data samples as an input and outputs a hypothesis.
The usage of this type of algorithm spans from estimating the sinusoidal parameters of a received, noisy signal [1]
to detecting and localizing a tumor from an MRI scan [2]. The generalization capability of a learning algorithm
indicates its ability to perform similarly in new, unseen data, as it performed in the finite amount of data with which
it was trained. Therefore, characterizing this capability allows us to evaluate the worth of an algorithm outside of
the training data and, with a proper characterization framework, design robust algorithms.
A common characterization of the generalization capability of a learning algorithm is given by bounding its
generalization error. This error is defined as the difference between the performance of an algorithm’s output
hypothesis, on average, evaluated on the total population of some distribution and evaluated on a finite set of N
samples of the said distribution. A recent line of work has established that an upper bound on this error is controlled
by the mutual information between the dataset the algorithm is trained on and the hypothesis it produces [3]–[6];
that is, the more an algorithm relies on the training data to produce its hypothesis, the less it generalizes.
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2In the context of statistical analysis, a privacy mechanism is an algorithm that answers queries about a given
dataset in a way that is informative about the queries themselves but not the specific records (or samples) in the
dataset. Private learning algorithms are a special class of learning algorithms that employ a privacy mechanism to
analyze the training dataset; hence, these algorithms produce hypotheses that are uninformative about the dataset
with which they were trained. Therefore, there is a connection between these two desirable properties: privacy and
generalization.
This connection has already been studied for differentially private algorithms, e.g., [7], [8]. Differential privacy [9]
was the first mathematically rigorous framework for privacy. In its most basic form, it defines the privacy level
of an algorithm as the maximum log-likelihood ratio between the algorithm’s outputs for two similar inputs. If
this ratio is bounded for any two similar inputs, an adversary cannot easily distinguish said inputs. Hence, if an
adversary cannot determine which of two inputs of an algorithm is the cause of the observed output, it means that
the distribution of outputs does not depend to a great extent on any one of the input samples.
Recently, a new definition of privacy was introduced in [10]: f -differential privacy (f -DP). This privacy framework
is described in terms of a hypothesis test to distinguish between two inputs of an algorithm based on the output
the algorithm produced with one of them. More specifically, an algorithm is said to be f -DP if the trade-off curve
described by the Type-I and Type-II errors of the aforementioned hypothesis test lies above the non-increasing,
convex function f [10]. The function f is thus the parameter that determines the privacy level of the algorithm. A
particular, and important, parametrization of these algorithms is given by µ-Gaussian differentially private (µ-GDP)
algorithms, where f is defined as the trade-off function between two unit-variance Gaussian distributions with mean
0 and µ, respectively.
When used in a learning setting, the aforementioned private algorithms share an important property: smoothness.
This means that similar input datasets produce similar output hypotheses. In this work, we focus on studying the
generalization error of learning algorithms that share this property.
A. Related work
Traditional approaches to characterizing the generalization error are based on the Rademacher complexity, the
Vapnik–Chervonenkis (VC) dimension, probably approximately correct (PAC) Bayesian theory, compression bounds,
or stability theory, to name a few. The reader is referred to [11] for a thorough exposition of these topics.
More recently, there have been several approaches that leverage information-theoretic measures in order to bound
the generalization error. For instance, the authors of [4] and [12] use the mutual information between the (entire)
training dataset and the output hypothesis, while the authors of [6] follow up this work using the mutual information
between a single data sample and the output hypothesis. The use of the mutual information, the lautum information,
and the maximal leakage is proposed in [13] while the authors of [14] leverage the Wasserstein distance.
In this work, we follow the path started by Russo and Zou in [3], where they introduce a framework for
characterizing the bias in data exploration. More precisely, they show that the expected bias of an estimator is
bounded from above by a function of the mutual information between the estimator and the rule for selecting such
estimator. Using this framework, the authors of [4] show that this is equivalent to saying that the generalization error
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3is bounded from above by a function of the mutual information between the dataset and the output hypothesis of a
learning algorithm. It is important to note that, in [3], the bias is assumed to be sub-Gaussian, which implies that the
risk function is sub-Gaussian in [4]. However, in [5], it is shown that, if the bias is sub-Gamma or sub-Exponential,
then the bias is also bounded from above by a function (albeit different) of the mutual information between the
estimator and the rule.
All these works show that the generalization capability of an algorithm is tied with a measure of the dependence
between the output hypothesis and the training dataset, which is in line with the bounds based on stability theory,
e.g., [11, Chapter 13], [15]–[17].
In the case of differentially private algorithms, this property has already been leveraged (i) to study the accuracy
of an algorithm’s answers to an analyst’s queries, e.g., with the following concentration bounds [8, Theorems 9–11],
[17, Theorem 7.2], and [18, Lemmas 7, 15, and 22]; and (ii) to find bounds on the (approximate) max-information
between the input dataset and an algorithm’s output hypothesis [7, Theorems 7 and 8].
B. Contribution and organization of the paper
In this paper, we introduce a mathematical formulation to bound from above the mutual information between
a dataset and the output hypothesis of a learning algorithm, thus bounding the generalization error as well. This
formulation is based on a variational approximation, in the form of a mixture, of the distribution of the output
hypothesis of an algorithm. It leverages the trade-off between the responsibilities (weights) of the mixture elements,
and the similarity between said elements and the distribution of the hypothesis, given a particular dataset.
If an algorithm is smooth, i.e., similar input datasets produce similar hypotheses, then the aforementioned trade-
off can be exploited to find tighter bounds on the generalization error. This is done by selecting the mixture elements
to be the hypotheses’ conditional distributions that best cover the set of possible datasets. The rule for selecting
such a cover of the hypothesis space is determined by the level of smoothness of the algorithm.
We develop a strategy, based on the method of types, to find explicit upper bounds on the mutual information
using this formulation. First, we show that this strategy can recover a trivial bound on the mutual information.
Then, we leverage the smoothness property from -DP and µ-GDP algorithms to obtain tighter bounds.
The paper is organized as follows. First, in Section II, we introduce the notation used throughout the paper. Then,
in Sections III and IV, we mathematically define the problem and introduce some theory relevant for developing our
findings. Section V presents our main results on strict upper bounds for the mutual information and generalization.
Finally, in Section VI we summarize and contextualize our findings. All proofs can be found in the Appendices.
II. NOTATION
In this section, we introduce the notation and definitions that will be used throughout the article.
Calligraphic letters (e.g., X ) represent sets; except from the special sets of the real, positive real, and positive
integer numbers, which are denoted by R, R+, and Z+, respectively. Capital letters (e.g., X) mostly denote random
variables, while their lower-case counterparts (e.g., x) denote instances of said random variables. Unless stated
otherwise, the same letter is used for a random variable, its instances, and the set it is contained in.
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4A random variable X is a function X : Ω → X from the probability space (Ω,F ,P) to the target space
X ⊆ R. It is described by its probability distribution PX , defined as the set function PX(B) = P{X ∈ B}, for
all B ∈ B, where B is the set of Borel sets on R. In this work, we deal mostly with discrete random variables,
and thus pX(x) = PX({x}) denotes the probability mass function (pmf) of X evaluated at x. However, some of
our results are also valid for absolutely continuous random variables, in which case pX(x) denotes the probability
density function (pdf) of X evaluated at x, where pX is a non-negative Borel measurable function such that
PX(B) =
∫
B
pX(x)dx for all B ∈ B. If we consider two random variables X and Y , their joint probability
distribution is denoted as P(X,Y ) and their joint pmf or pdf, as p(X,Y ). The conditional probability distribution (or
Markov kernel) of Y given X is denoted as PY |X , and the conditional pmf or pdf (if it exists), once X is fixed
(i.e., X = x), is denoted as pY |X=x.
For a function ϕ : X → Y , the expected value of ϕ(X) is denoted as Ex∼PX [ϕ(X = x)] or EPX [ϕ(X)]. We
may use either EPX [ϕ] or E[ϕ(X)] as shorthands when it is clear from context. If the random variable X has a
pmf or pdf pX we may also write EpX [ϕ(X)] or EpX [ϕ]. The function log denotes the natural logarithm.
Definition 1. The entropy1 of X (or, likewise, entropy of pX ) is defined as
h(pX) , −EpX
[
log(pX)
]
. (1)
Definition 2. The cross-entropy of X relative to Y (or cross-entropy of pX relative to pY ) is defined as
hpY (pX) , −EpY
[
log(pX)
]
. (2)
Definition 3. Let P and Q be two probability distributions. Then, if P is absolutely continuous with respect to Q,
the Kullback–Leibler (KL) divergence or relative entropy is defined as
DKL(P ‖Q) , EP
[
log
(
dP
dQ
)]
, (3)
where dP/dQ is the Radon–Nikodym derivative. Otherwise DKL(P ‖Q) =∞. In the case that P and Q have pmfs
or pdfs p and q, respectively, the KL divergence is
DKL(p ‖ q) , Ep
[
log
(
p
q
)]
. (4)
if P is absolutely continuous with respect to Q, and DKL(p ‖ q) =∞ otherwise.
Definition 4. Let X and Y be two random variables with probability distributions PX and PY , and with joint
probability distribution P(X,Y ). Then, the mutual information between X and Y is defined as
I(X;Y ) , DKL
(
P(X,Y )
∥∥ PX ⊗ PY ). (5)
Definition 5. We say that a function f : X ×Z+ → R is asymptotically bounded from above by g : X ×Z+ → R
if there exist k ∈ R+ and n0 ∈ Z+ such that for all n > n0 and x ∈ X , we have that f(x, n) ≤ kg(x, n). We
denote this by f  g.
1If the random variable X is continuous, h(pX) has different properties than if X were discrete and h(pX) is also called differential entropy.
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5III. PROBLEM FORMULATION
A dataset S ∈ S is a collection of N instances Zn ∈ Z , i.e., S = {Z1, Z2, . . . , ZN}. A learning algorithm
A : S → W , characterized by the conditional probability distribution PW |S , is a mechanism that takes a dataset of
instances S as input and returns as output a hypothesis w ∈ W sampled from PW |S .
Assumption 1. We consider that the instances are sampled i.i.d. from PZ; therefore, S is a random variable with
probability distribution PS = P⊗NZ over ZN . Furthermore, we assume that |Z| <∞.
Assumption 2. We assume that either W is countable, and therefore the pmf pW |S=s exists for all s ∈ S; or that
there is a bijection between W and R such that the pdf pW |S=s exists for all s ∈ S, e.g., if W is defined by the d
learnable parameters of a neural network, then W ⊆ Rd. We also use W as the notation for the representation in
R of the original hypothesis target space via the bijection.
Let l : W ×Z → R+ be a non-negative loss function. This function is a measure of how bad a hypothesis W
explains the instance Z. Then, the population and empirical risks of a fixed hypothesis w are defined as
LPZ (w) , EPZ [l(w,Z)] and (6)
LS(w) ,
1
N
∑
Z∈S
l(w,Z), (7)
respectively. This way, the generalization error of a learning algorithm A is defined as the expected difference
between the population and the empirical risks. That is,
gen(PZ , PW |S) , EP(S,W ) [LPZ (W )− LS(W )], (8)
where P(S,W ) = PS ⊗ PW |S .
The following result bounds the absolute value of the generalization error from above when the loss function is
σ-sub-Gaussian. We recall that a random variable X is σ-sub-Gaussian if E[expλ(X − E[X])] ≤ exp
(
λ2σ2
2
)
for
all λ ∈ R [19].
Theorem 1 ([4, Theorem 1]). Let S ∈ S be a dataset of N instances Zn ∈ Z sampled i.i.d. from PZ . Let also
W ∈ W be a hypothesis obtained with an algorithm A, characterized by PW |S . Suppose l(w,Z) is σ-sub-Gaussian
under PZ for all w ∈ W . Then, ∣∣gen(PZ , PW |S)∣∣ ≤ σ√2I(S;W )
N
. (9)
Note that, by Hoeffding’s inequality, if −∞ < Lmin ≤ l(w,Z) ≤ Lmax < ∞ almost surely, then l(w,Z) is
(Lmax−Lmin)/2-sub-Gaussian. Hence, if |Z| <∞, then l(w,Z) is σw-sub-Gaussian with σw = maxa,b∈Z:a6=b |l(w, a)−
l(w, b)|/2. This means that, if σ˜ = supw∈W σw exists, then l(w,Z) is σ˜-sub-Gaussian for all w ∈ W .
Following Theorem 1, we look for upper bounds on the mutual information I(S;W ), thus bounding the gener-
alization error from above. We require the mutual information upper bounds to grow slower than N , so that the
resulting generalization error upper bounds tend to 0 as N increases.
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6IV. PRELIMINARIES
In this section, we review some relevant theory needed to develop our findings. First, in Subsection IV-A, we
recall some results of the KL divergence and the mutual information. Then, in Subsection IV-B, we introduce the
method of types and its relationship with the concept of a dataset. Finally, in Subsection IV-C, we present -DP
and µ-GDP algorithms and their properties related to smoothness.
A. Kullback–Leibler divergence and mutual information
The KL divergence between two pmfs or pdfs p and q can be decomposed as
DKL(p ‖ q) = Ep
[
log(p)
]− Ep[ log(q)] = −h(p) + hp(q). (10)
If we consider two random variables X ∈ X and Y ∈ Y with probability distributions PX and PY , and with
conditional probability distribution PY |X , then
I(X;Y ) = EPX
[
DKL(PY |X ‖ PY )
]
, (11)
which may also be denoted as DKL(PY |X ||PY |PX).
In order to bound the above quantity, we introduce the following lemma, a consequence of the golden formula [20,
Theorem 3.3].
Lemma 1 ([20, Corollary 3.1]). Let X ∈ X and Y ∈ Y be two random variables with conditional probability
distribution PY |X , and with marginal distributions PX and PY , respectively. Then,
I(X;Y ) ≤ EPX
[
DKL(PY |X ‖QY )
]
, (12)
where QY may be any probability distribution over Y . Moreover, (12) is achieved with equality if and only if
QY = PY .
B. Method of types and datasets
Let ZN = (Z1, Z2, . . . , ZN ) be a sequence of i.i.d. random variables such that Zn has probability distribution
PZ for all n ∈ [N ]. Then, ZN is also a random variable with probability distribution P⊗NZ .
Definition 6 ([21, Section 11.1]). The type TZN , or empirical probability distribution, of a sequence ZN ∈ ZN
is the relative proportion of occurrences of each symbol of Z . That is, TZN (a) = N(a|ZN )/N for all a ∈ Z ,
where N(a|ZN ) is the number of times the symbol a occurs in the sequence ZN . The set of all possible types of
sequences of elements from Z of length N is denoted by TZ,N .
An interesting property of the types is that, although the number of elements in ZN scales exponentially in N , the
total number of types only scales polynomically in N . It is known that |TZ,N | ≤ (N + 1)|Z| [21, Theorem 11.1.1].
This can be marginally improved by the following claim, which is tighter for finite N and alphabets of small
cardinality, especially binary alphabets.
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7Claim 1. |TZ,N | ≤ (N + 1)|Z|−1, with equality if and only if |Z| = 2.
Proof: See Appendix G1.
Another interesting property of the type TZN of a sequence ZN is that it is equal to that of any permutation
of the same sequence, i.e., TZN = TP(ZN ), where P is a random permutation. Therefore, the type TZN uniquely
identifies the dataset S with elements {Z1, Z2, . . . , ZN}, where the order of the instances is irrelevant. For this
reason, we define the type of the dataset S as
TS , TZ˜N , (13)
where Z˜N is any sequence generated by all the N instances of S. In this way, we can define the distance between
two datasets S and S′ by means of their types TS and TS′ .
Definition 7. The distance between two datasets S and S′ is defined as the minimum number of instances that
need to be changed in S to obtain S′. It is proportional to the total variation distance between the types TS and
TS′ ,
d(S, S′) , 1
2
∑
a∈Z
∣∣N(a|S)−N(a|S′)∣∣ = N
2
∥∥TS − TS′∥∥1,
where N(a|S) is the number of times the symbol a occurs in the dataset S.
C. Privacy mechanisms
A stochastic algorithm A is said to be -DP if, given a particular output of A, the maximum log-likelihood ratio
between any two neighboring input datasets is upper-bounded by . Similarly, A is said to be µ-GDP if distinguishing
between any two neighboring input datasets is, at least, as hard as distinguishing between two Gaussian random
variables with unit variance and means at a distance µ. A proper definition of these frameworks is outside the scope
of this work and we direct the interested reader to [9, Section 2] (-DP) and [10, Section 2] (µ-GDP) for more
details.
The concept of neighboring datasets relates to a measure of distance between datasets. In this work, we consider
two datasets to be neighbors, i.e., they have a distance 1, if they differ in one element (see Definition 7). Other
works might consider this a distance 2 since it involves removing one element from the first dataset and then adding
a different element. We want all datasets to have the same number of elements, and thus we believe that this second
definition of distance is not appropriate.
Two important properties of -DP and µ-GDP algorithms are:
1) Given any two (fixed) neighboring datasets s and s′, the KL divergence of their respective output distributions
is bounded by [10, Lemma D.8]
DKL
(
A(s)
∥∥ A(s′)) ≤  tanh( 
2
)
(14)
if A is -DP, and by [10, Theorem. 2.10]
DKL
(
A(s)
∥∥ A(s′)) ≤ 1
2
µ2 (15)
May 13, 2020 DRAFT
8if A is µ-GDP.
2) Given datasets that are at a distance k, an -DP algorithm A is k-DP [9, Theorem. 2.2] and a µ-GDP
algorithm A is kµ-GDP [10, Theorem. 2.14].
A direct consequence of these two properties is condensed in the following claim.
Claim 2. Given an algorithm A, if two (fixed) datasets s and s′ are at a distance k, then the KL divergence of
their respective output distributions is bounded from above as
DKL
(
A(s)
∥∥ A(s′)) ≤ k tanh(k
2
)
≤ k (16)
if A is -DP, and as
DKL
(
A(s)
∥∥ A(s′)) ≤ 1
2
k2µ2 (17)
if A is µ-GDP.
Remark 1. The tightness of the bound on the r.h.s. of (16) may be analyzed using the first term of the Taylor
expansion of tanh(·), which reveals that
k tanh
(
k
2
)
≤ min
{
1
2
k22, k
}
. (18)
We note that, if  ≥ 2/k, the linear approximation in (16) is tighter than the quadratic one; moreover, this
approximation becomes increasingly accurate as k increases, given a fixed .
Incidentally, the linear upper bound may also be obtained through the bound on the max-divergence in [9,
Remark 3.1].
V. MAIN RESULTS
In this section, we present our main results on generalization. First, in Subsection V-A, we introduce an auxiliary
lemma that is essential to our results. Then, in Subsection V-B, we introduce a generic upper bound for any learning
algorithm. Finally, in Subsection V-C, we present upper bounds on private algorithms; more specifically, on -DP
and µ-GDP algorithms.
A. Auxiliary lemma
The following lemma, inspired by the variational approximation given in [22], bounds the KL divergence between
two probability distributions P and Q, where the latter is a mixture probability distribution.
Lemma 2. Let P and Q be two probability distributions with pmfs (or pdfs) p and q, respectively. Further assume
that q is a mixture of a finite number of pmfs (or pdfs) qb, i.e., q(x) =
∑
b ωbqb(x), where
∑
b ωb = 1. Then, we
have the following upper bounds:
DKL(p ‖ q) ≤ − log
(∑
b
ωb exp
(−DKL(p ‖ qb))) (19)
≤ min
b
{
DKL(p ‖ qb)− log(ωb)
}
. (20)
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9Proof: See Appendix A.
Equation (20) depicts the trade-off between the responsibility ωb of the element of the mixture qb and its similarity
with the pmf (or pdf) p. Intuitively, the KL divergence between p and q is bounded from above by the divergence
between p and the closest, most probable element of q. Particularly, we note that, if the weights ωb are the same
for every element of the mixture, the bound (20) is controlled by the element that is closest to p in KL divergence.
This behavior of the bound will be useful in the proofs of the main results. This bound is especially tight when one
element of the mixture is either very probable, or much closer to p than the others. In the scenario where neither
of these two conditions is met, the bound (20) is loose and (19) is preferred.
B. A simple upper bound through the method of types
The following proposition bounds from above the mutual information I(S;W ) by means of Claim 1 and Lemmas
1 and 2.
Proposition 1. Let S ∈ S be a dataset of N instances Zn ∈ Z sampled i.i.d. from PZ . Let also W ∈ W be a
hypothesis obtained with an algorithm A, characterized by PW |S . Then,
I(S;W ) ≤ (|Z| − 1) log(N + 1). (21)
Proof: See Appendix B.
Note that in the proof of Proposition 1 we do not leverage the properties of Lemma 2 at its fullest, since we
do not take advantage of the combination of the KL divergence and the mixture probabilities for the minimization.
However, we observe how Lemma 2 allows us, naively, to obtain the same bound that one would obtain through
the following decomposition of the mutual information:
I(S;W ) = h(S)− h(S|W )
(a)
≤ h(S)
≤ log |S|
(b)
≤ (|Z| − 1) log(N + 1), (22)
where (a) is due to the non-negativity of the entropy for non-continuous random variables [21, Lemma 2.1.1], and
(b) stems from Claim 1 and the fact that there are as many datasets as possible types, i.e., |S| = |TZ,N |.
Both Proposition 1 and (22) state the fact that, if |Z| is finite, the number of possible datasets grows polynomially
in N , which is independent of how the algorithm works. In other words, even if the algorithm selects a different
output hypothesis for each dataset, I(S;W ) cannot grow faster than logarithmically in N . Therefore, according to
Theorem 1, if l(w,Z) is σ-sub-Gaussian under PZ for all w ∈ W ,∣∣gen(PZ , PW |S)∣∣ ≤ σ√2(|Z| − 1) log(N + 1)
N
, (23)
which vanishes as N grows. In the sequel, we restrict ourselves to algorithms that are -DP or µ-GDP, and thus
we can improve upon this simple upper bound.
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C. Upper bounds on generalization for private algorithms
The following proposition bounds from above the mutual information I(S;W ) of -DP and µ-GDP algorithms
by means of Definition 6, Lemmas 1 and 2, and Claim 2.
Proposition 2. Let S ∈ S be a dataset of N instances Zn ∈ Z sampled i.i.d. from PZ . Let also W ∈ W be a
hypothesis obtained with an algorithm A, characterized by PW |S .
1) If A is -DP and  ≤ 1, then
I(S;W ) ≤ (|Z| − 1) log
(
1 + eN
)
. (24)
2) If A is µ-GDP and µ ≤ 1/√|Z| − 1, then
I(S;W ) ≤ 1
2
(|Z| − 1) log
(
1 + e(|Z| − 1)µ2N2
)
. (25)
For lower privacy guarantees, i.e.,  > 1 or µ > 1/
√|Z| − 1, the upper bounds on I(S;W ) are no better than
the one in Proposition 1.
Proof: See Appendix C.
As previously mentioned, -DP and µ-GDP algorithms are smooth, or stable, in the sense that neighboring inputs
produce similar outputs. The proof of Proposition 2 thus relies on a covering of the space of datasets and employs
Lemma 2 to bound I(S;W ). We see that for a reasonably private algorithm, i.e.,  ≤ 1/e or µ ≤ 1/√e(|Z| − 1),
the upper bounds (24) and (25) are tighter than the general one (21) (since
√
1 +N2 < 1 +N for N ≥ 1).
The upper bounds from Propositions 1 and 2 can be tightened if a more accurate value for the number of
hypercubes needed to cover the space of datasets is used. However, this improvement in tightness comes at the
expense of losing simplicity in the final expressions. The following proposition summarizes the impact, in the
previous results, of using a better approximation for the total number of covering hypercubes.
Proposition 3. Let S ∈ S be a dataset of N instances Zn ∈ Z sampled i.i.d. from PZ . Let also W ∈ W be a
hypothesis obtained with an algorithm A, characterized by PW |S .
1) If A is -DP and  ≤ 1/N , then
I(S;W ) ≤ (|Z| − 1)(1 + N)− 1
2
log 2pi(|Z| − 1), (26)
and if 1/N <  ≤ 1, then
I(S;W ) ≤ (|Z| − 1) log
(
1 +
2
|Z| − 1N
)
+ (|Z| − 1) log
(
e2
2
)
− 1
2
log 2pi(|Z| − 1). (27)
2) If A is µ-GDP and µ ≤ 1/(N√|Z| − 1), then
I(S;W ) ≤ (|Z| − 1)
(
1 +
|Z| − 1
2
µ2N2
)
− 1
2
log 2pi(|Z| − 1), (28)
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and if 1/
(
N
√|Z| − 1) < µ ≤ 1/√|Z| − 1, then
I(S;W ) ≤ (|Z| − 1) log
(
1 +
2√|Z| − 1µN
)
+ (|Z| − 1) log
(
e
3
2
2
)
− 1
2
log 2pi(|Z| − 1). (29)
3) For any algorithm A, or if A is -DP and  > 1, or if A is µ-GDP and µ > 1/
√|Z| − 1, then
I(S;W ) ≤ (|Z| − 1) log
(
1 +
N
|Z| − 1
)
+ (|Z| − 1)− 1
2
log 2pi(|Z| − 1). (30)
Proof: See Appendix D.
We note that, for large N or µN , the gap between (24) and (27), and the gap between (25) and (29) grows as
(|Z| − 1) log
( |Z| − 1
e
)
+
1
2
log 2pi(|Z| − 1). (31)
This highlights the benefit of Proposition 3 for alphabets of large cardinality.
We also note that (30) is a valid upper bound on I(S;W ) if the algorithms are not smooth. Similarly to
Proposition 1, the covering mixture used here takes every possible dataset. However, this bound improves upon (21)
by using a more exact value for the total number of datasets. Consequently, the gap between (21) and (30) also
scales as (31) for large N .
We further note that, according to Theorem 1, if l(w,Z) is σ-sub-Gaussian under PZ for all w ∈ W and using
the bounds (24) and (25) from Proposition 2 or the bounds (27) and (29) from Proposition 3, the generalization
error is asymptotically bounded as follows,∣∣gen(PZ , PW |S)∣∣  σ√2(|Z| − 1) log(γN)
N
, (32)
for both -DP and µ-GDP algorithms with  = γ and µ = γ, respectively. Comparing the bounds (23) and (32),
we see the advantage of the private algorithms in reducing the generalization error, given that γ < 1.
A final result is found in the following proposition, where the covering is not done on the whole space but rather
the most likely datasets.
Proposition 4. Let S ∈ S be a dataset of N instances Zn ∈ Z sampled i.i.d. from PZ . Let also W ∈ W be a
hypothesis obtained with an algorithm A, characterized by PW |S .
1) If A is -GDP and  ≤ 2, then
I(S;W ) ≤ |Z| log
(
1 + e
√
N logN
)
+ 2|Z| 
N
, (33)
while if  > 2,
I(S;W ) ≤ |Z| log (1 + 2√N logN)+ 2|Z| 
N
. (34)
2) If A is µ-GDP and µ ≤ 2/√|Z|, then
I(S;W ) ≤ |Z|
2
log
(
1 + e|Z|µ2N logN)+ |Z|µ2, (35)
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while if µ > 2/
√|Z|,
I(S;W ) ≤ |Z| log (1 + 2√N logN)+ |Z|µ2. (36)
Proof: See Appendix E.
Ignoring the constant factors in (33) and (35), the generalization error according to Theorem 1, if l(w,Z) is
σ-sub-Gaussian under PZ for all w ∈ W , is asymptotically bounded as follows,
∣∣gen(PZ , PW |S)∣∣  σ
√
2|Z| log
(
γ
√
N logN
)
N
. (37)
for -DP and µ-GDP algorithms with  = γ and µ = γ, respectively.
If we compare this asymptotic behavior with the one from (32) we see now how the privacy coefficients  and
µ multiply
√
N logN instead of N . We note that
√
N logN < N for N ≥ 1, which highlights the benefit of
discriminating between typical and non-typical datasets.
Remark 2. We note that the common Laplace or Gaussian mechanisms that assure -DP and µ-GDP add random
noise of variance proportional to the inverse of the square of the parameter  or µ [9, Section 3.3], [10, Theorem 2.7].
If we compare the upper bounds obtained for -DP and µ-GDP algorithms in Propositions 2, 3, and 4, we observe
that their asymptotic behaviors appear to be almost identical by letting2 µ = /
√|Z| − 1. This suggests that, even
if both measures of privacy are not equivalent, µ-GDP algorithms need to be “noisier” than -DP algorithms, as
|Z| grows, in order to obtain similar generalization performance.
The main reason for this behavior is that our results depend on the smoothness of the algorithm, measured
by the KL divergence between the hypotheses obtained by two datasets at a distance k (see Claim 2). If we let
 = µ = γ, then the tighter upper bound of the KL divergence for γ-DP algorithms is always smaller than the upper
bound for γ-GDP algorithms (see Remark 1). Moreover, the looser upper bound of the KL divergence for γ-DP
algorithms, i.e., kγ, is smaller than the upper bound for γ-GDP algorithms once γ > 2/k. Therefore, the hypothesis
distribution of µ-GDP algorithms changes more rapidly with the distance between two datasets, thus making these
kind of algorithms less smooth. If we recall that the distance (in expectation) between two datasets grows with the
size of the sample space Z , we can intuit the relationship between µ and  in our results for generalization.
VI. DISCUSSION
In this section, we review our results as well as discuss future directions these might open. First, we contextualize
our findings with some proposed applications. Then, we compare our results with current upper bounds on private
algorithms. Finally, we conclude with the limitations of our work and present future steps to improve it.
A. Applications
The results from Section V can be used in two different ways, namely:
2In the case of Proposition 4, we would need µ = /
√|Z| to be more precise.
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• They can be adapted to other families of algorithms with stability or smoothness properties. That is, if the KL
divergence of the hypotheses of a family of algorithms, produced by two datasets s and s′ at a distance k, is
bounded from above by some value V , then Propositions 2, 3, and 4 can be replicated with this quantity in
mind.
For example, the privacy framework of Re´nyi differential privacy [23] states that an algorithm A is (α, )-RDP
if Dα(A(s) ‖A(s′)) ≤  for any two neighboring datasets s and s′, where Dα(f ‖ g) is the Re´nyi divergence.
Given the monotonicity of the Re´nyi divergence with respect to α, DKL(A(s) ‖A(s′)) ≤ Dα(A(s) ‖A(s′)) if
α ≥ 1; the case 0 < α < 1 is more challenging but still possible to bound. Furthermore, this framework also
has an extension for group privacy, e.g., [23, Proposition 2], which enables the use of our results.
• They can characterize the generalization error of learning algorithms that have been proved to be -DP or
µ-GDP. For instance, the Noisy-SGD and Noisy-Adam [24, Algorithms 1 and 2], private, regularized variants
of the common stochastic gradient descent (SGD) and Adam [25, Algorithm 1] algorithms, are approximately
B
N
√
T (e1/ν2 − 1)-GDP, where B is the batch size, T is the number of iterations made by the algorithm, and ν
is the noise scale [24]. This example also highlights the benefit of private algorithms for generalization, given
that the privacy parameter µ decreases with the inverse of the number of samples N .
B. Comparison with current strict bounds
The current strict bounds on generalization for differentially private algorithms are based on the max-information
I∞(S;W ) and β-approximate max-information Iβ∞(S;W ) between the training dataset S of an algorithm and
the hypothesis W it produces [9, Definition 2]. The (approximate) max-information is another measure for the
dependence between two random variables.
This measure has been used to obtain concentration bounds on the absolute difference between the empirical
and population risks [7]. However, if we note that I(S;W ) ≤ I∞(S;W ), we see that the bounds on the max-
information can be combined with Theorem 1, if l(w,Z) is σ-sub-Gaussian under PZ for all w ∈ W , to find
strict upper bounds on the generalization error. The bounds leveraging β-approximate max-information cannot be
compared with the proposed ones in this work, given that there is no strict relationship between this measure and
mutual information.
In [7, Theorem 7] it is stated that an -DP algorithm A, characterized by PW |S , trained on a dataset S of N i.i.d.
samples, and that produced a hypothesis W ∈ W has a bounded max-information. More precisely, I∞(S;W ) ≤ N .
If we compare the asymptotic behavior of this bound with those of Propositions 2 and 3, and 4, i.e., I(S;W )  (|Z|−
1) log(N) and I(S;W )  |Z| log(√N logN), we see that the bounds presented in this work are asymptotically
tighter. Nonetheless, our bounds depend on the cardinality of the input space, which is not the case in [7].
C. Future work
The results and ideas presented here build a framework for bounding the mutual information between a training
dataset and the resulting output hypothesis of a learning algorithm. Even though the obtained bounds have a good
asymptotic behavior, they have an undesired offset produced by the cardinality of the sample space |Z|. A future
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step, then, is to use the ideas from Lemma 2 and Proposition 4, along with weak typicality, to extend this work to
continuous random variables, thus producing tighter bounds on the generalization error.
APPENDIX
A. Proof of Lemma 2
Given a positive set of coefficients {φb} such that
∑
b φb = 1, we obtain the following upper bound on the
cross-entropy,
hp(q) = −Ep [log (q)]
= −Ep
[
log
(∑
b
ωbqb
)]
= −Ep
[
log
(∑
b
φb
ωbqb
φb
)]
(a)
≤ −Ep
[∑
b
φb log
(
ωbqb
φb
)]
, hˆp(q, {φb}), (38)
where (a) follows from Jensen’s inequality.
We may tighten this upper bound by minimizing the convex function hˆp(q, {φb}) over the linear constraint∑
b φb = 1 with the Lagrangian L({φb}, λ) = hˆp(q, {φb}) + λ (
∑
b φb − 1). The optimal value for φb is
∂
∂φb
L({φb}, λ) = 0 ⇔ φb = ωb
exp(λ+ 1)
expEp[log(qb)],
which satisfies the linear constraint when
φ∗b =
ωb expEp [log(qb)]∑
b′ ωb′ expEp [log(qb′)]
. (39)
Therefore,
hˆp(q, {φ∗b})
= −Ep
[∑
b
φ∗b
(
log(ωbqb)− log(φ∗b)
)]
= −Ep
[∑
b
φ∗b
(
log (ωbqb)− Ep [log (ωbqb)]
+ log
(∑
b′
ωb′ expEp[log(qb′)]
))]
(a)
= − log
(∑
b′
ωb′ exp
(− hp(qb′)))
(b)
= h(p)− log
(∑
b′
ωb′ exp
(−DKL(p ‖ qb′))) , (40)
where (a) follows from
∑
b φ
∗
b = 1 and the definition of the cross-entropy in (2); and (b) stems from the KL
divergence decomposition from (10).
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Thus, by employing (10), (38), and (40), we obtain the bound from (19):
DKL(p ‖ q) = −h(p) + hp(q)
≤ −h(p) + hˆp(q, {φ∗b})
= − log
(∑
b
ωb exp (−DKL(p ‖ qb))
)
. (41)
We can further leverage the log-sum-exp bounds to obtain a more comprehensible upper bound on the relative
entropy:
DKL(p ‖ q) ≤ − log
(∑
b
ωb exp
(−DKL(p ‖ qb)))
= − log
(∑
b
exp
(−DKL(p ‖ qb) + log(ωb)))
≤ − log exp max
b
{−DKL(p ‖ qb) + log(ωb)}
≤ min
b
{
DKL(p ‖ qb)− log(ωb)
}
, (42)
which is exactly the bound (20). This concludes the proof of Lemma 2.
B. Proof of Proposition 1
First, we apply Lemma 1 to the mutual information I(S;W ) and obtain
I(S;W ) ≤ EPS
[
DKL(PW |S ‖QW )
]
, (43)
that depends on the variational distribution QW . This bound becomes increasingly tighter the closer QW is to the
real distribution of the hypothesis, PW , as argued in the proof of Lemma 1.
Let us consider the pmf (or pdf) qW of the variational distribution QW to be a mixture of all the dataset types
TS , with mixture probability (or responsibility) of ωS ; that is,
qW =
∑
s∈S
ωspW |Ts . (44)
Then, if the probability weights {ωs}s∈S were to perfectly describe3 pW , the upper bound would hold with equality.
Then, we leverage Lemma 2 to obtain a more tractable upper bound. That is,
I(S;W )
≤ Es∼PS
[
min
s′∈S
{
DKL
(
pW |S=s
∥∥ pW |Ts′ )− logωs′} ]
=
∑
s∈S
pS(s) min
s′∈S
{
DKL
(
pW |S=s
∥∥ pW |Ts′ )− logωs′} . (45)
A naive approach is to consider an equiprobable mixture qW , i.e., ωs = |S|−1 = |TZ,N |−1 for all s ∈ S. Then,
since
∑
s∈S pS(s) = 1 and pW |S=s = pW |Ts , we have that
I(S;W ) ≤ log |S| ≤ (|Z| − 1) log(N + 1), (46)
3As stated in Section III, we assume that S is a discrete random variable and that the conditional pmf (or pdf) pW |S=s exists for all s ∈ S.
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where the second inequality stems from Claim 1. This proves the proposition.
C. Proof of Proposition 2
The proof takes advantage of the property that a private algorithm, e.g., -DP or µ-GDP, produces statistically
similar outputs for neighboring datasets. As in the proof of Proposition 1, we employ Lemma 2 to obtain an upper
bound on I(S;W ) but, this time, the mixture only uses some pW |Ts .
We start by noting that all the types Ts lie inside the unit hypercube [0, 1]|Z|−1. Although Ts is a vector of |Z|
dimensions, since the last dimension is completely defined by the preceding |Z|− 1, its possible values are located
in a (|Z| − 1)-dimensional subspace. This is the intuition behind Claim 1.
To simplify the analysis, instead of studying the types, we focus on the vector of counts Ns, which is a scaled
version of the type, i.e., Ns(a) = N(a|s) for all a ∈ Z . As with the types, the first |Z|− 1 dimensions completely
define the vector of counts, and thus Ns lies in a [0, N ]|Z|−1 hypercube.
We split the [0, N ] interval of each dimension in 1 ≤ t ≤ N parts, thus resulting in a [0, N ]|Z|−1 hypercube
cover of t|Z|−1 smaller hypercubes4. The types defined by the first |Z| − 1 components of the vector of counts at
the center of these smaller hypercubes are the ones selected to create the mixture. We note that the side of every
small hypercube has length
l , N
t
(47)
and, more importantly, it has l′ , blc+ 1 atoms.
If l′ is odd, we choose the central atom as the corresponding coordinate for the center of the small hypercube.
On the other hand, if l′ is even, we enlarge the small hypercube in one unit and choose the center of this enlarged
hypercube. Hence, the distance between the center and any other atom in the small hypercube, in only one of the
dimensions is, at most,
|Ns(ai)−Ns′(ai)| ≤ blc+ 1
2
≤ N
2t
+
1
2
, ∀i ∈ [|Z| − 1], (48)
where ai is the ith element of Z . Therefore, for the first |Z| − 1 components, the maximal distance between any
vector of counts and the vector of counts at the center of the small hypercube is bounded by (|Z|−1)(N/t+1)/2. In
the worst case, all the counts in these first dimensions are off the center with the same sign (e.g., Ns(ai)−Ns′(ai) =
−(N/t + 1)/2 for all i ∈ [|Z| − 1]) and the last dimension (not directly included but existent in the vector of
counts) has to compensate for it. Hence, the distance on the last dimension of the vector of counts is bounded from
above by
|Ns(a|Z|)−Ns′(a|Z|)| ≤
(
N
2t
+
1
2
)
(|Z| − 1). (49)
The covering devised this way makes sure that the distance d(s, si), as described in Definition 7, between any
dataset s belonging to the ith hypercube and its center si is upper-bounded as follows,
d(s, si) ≤
(
N
2t
+
1
2
)
(|Z| − 1) ≤ N
t
(|Z| − 1), (50)
4We note that there are only N + 1 coordinates in every dimension to choose as the center of a small hypercube. If we were to choose
t = N + 1, then we would have one hypercube per type, and thus we would not exploit the fact that the algorithm is smooth.
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since t ≤ N . We then replicate the proof of Proposition 1 from (45) using this new mixture and the properties of
-DP and µ-GDP algorithms, i.e., Claim 2.
1) -DP algorithms: We have that
I(S;W )
≤
∑
s∈S
pS(s) min
s′∈S′
{
DKL
(
pW |S=s
∥∥ pW |Ts′ )− logωs′}
≤ N
t
(|Z| − 1)+ (|Z| − 1) log t, (51)
where the second inequality follows from (16) in Claim 2, (50), and the fact that there are at most t|Z|−1 smaller
hypercubes. The value of t that minimizes (51) is
t = N, (52)
and the following bound is obtained after replacing this value into (51),
I(S;W ) ≤ (|Z| − 1) log (eN) . (53)
However, this result is only meaningful if the condition 1 ≤ t ≤ N , as mentioned earlier in the proof, holds true,
i.e., 1/N ≤  ≤ 1.
On the one hand, if the optimal t is such that t > N , we still need to choose t = N + 1, as the maximum
covering that can be designed selects one hypercube per type. Proposition 1 has already addressed this situation
and its result is tighter than (51), with t = N + 1, because of the loose upper bound (50). On the other hand, if
the optimal t is such that t < 1, we still need to choose t = 1; a smaller t implies that we are covering a volume
larger than [0, N ]|Z|−1. The following upper bound is found in this way,
I(S;W ) ≤ (|Z| − 1)N. (54)
We may further combine the bounds (53) and (54) into the more compact, albeit looser bound (24). We note that
x < log(1 + ex) if x ≤ 1, which is equivalent to (54)<(24) if N < 1, precisely the region where (54) is valid.
2) µ-GDP algorithms: If we leverage (17) from Claim 2 instead of (16) we now have that
I(S;W )
≤
∑
s∈S
pS(s) min
s′∈S′
{
DKL
(
pW |S=s
∥∥ pW |Ts′ )− logωs′}
≤ 1
2
N2
t2
(|Z| − 1)2µ2 + (|Z| − 1) log t, (55)
where the value of t that minimizes (55) is now
t =
√
|Z| − 1µN, (56)
which yields
I(S;W ) ≤ (|Z| − 1) log
(√
e(|Z| − 1)µN
)
. (57)
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If we operate analogously as with -DP algorithms, we obtain that when µ ≤ 1/√|Z| − 1, I(S;W ) is bounded
from above by (25), and that otherwise Proposition 1 is tighter. This concludes the proof of Proposition 2.
Remark 3. A keen reader might notice that the upper bound on the KL divergence in (51) is not the tighter formula
from (16) using tanh. Instead, we chose the linear upper bound for simplicity.
As mentioned in Remark 1, this approximation is better than a quadratic one if  ≥ 2/k. Had we chosen this
other approximation, the result for -DP would be the same as the one for -GDP. Comparing (53) and (57), with
 instead of µ, we see that (53) is looser whenever |Z| ≤ 1 + e, i.e., only for binary and ternary alphabets.
For typical datasets, where |Z| could be in the hundreds or more, the linear approximation is thus very tight.
Therefore, in the remaining proofs, we use the linear approximation in (16) for the KL divergence between outputs
of -DP algorithms.
D. Proof of Proposition 3
In the proof of Proposition 2, we devised a covering of the whole space [0, N ]|Z|−1 with t|Z|−1 small hypercubes.
However, we observe that many of the hypercubes we designed contain no vector of counts. Particularly, there are
only counts inside the hypervolume comprised between the origin and the (|Z| − 2)-simplex. This simplex defines
the manifold where the first |Z|− 1 dimensions of the vector of counts sum up to N in the [0, N ]|Z|−1 hypercube.
Therefore, there are no possible vectors of counts above it since any dataset is restricted to N samples; however,
there are many vectors below it since the |Z|th dimension “compensates” for the unseen samples in the first |Z|−1
dimensions.
For this reason, we only keep the hypercubes strictly needed to cover the hypervolume under the (|Z|−2)-simplex.
This hypervolume is a hyperpyramid of height N and its base is the hypervolume under the (|Z| − 3)-simplex.
Moreover, this hypervolume has |Z|−1 perpendicular edges of length N which intersect at the origin. For example,
the hypervolume under the 1-simplex is the right triangle with a vertex in the origin and two edges that go from
0 to N on both axes. The number of hypercubes needed to cover the hypervolume under the (|Z| − 2)-simplex is
given in the following lemma.
Lemma 3. The minimum number of hypercubes of a regular t×K grid on the [0, N ]K hypercube that covers the
hypervolume under the (K − 1)-simplex is
SK(t) =
1
K!
(t+K − 1)!
(t− 1)! ≤
1
K!
(
t+
K − 1
2
)K
. (58)
Proof: See Appendix F.
From Lemma 3 we know that we only need
S|Z|−1(t) =
1
(|Z| − 1)!
(t+ |Z| − 2)!
(t− 1)!
≤ 1
(|Z| − 1)!
(
t+
|Z| − 2
2
)|Z|−1
(59)
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hypercubes to cover all the possible vectors of counts in the [0, N ]|Z|−1 hypercube instead of the t|Z|−1 used in
Proposition 2. We then replicate the proof of Proposition 1 from (45) using the properties of -DP and µ-GDP
algorithms, as we did in Proposition 2.
1) -DP algorithms: If we use the bound (16) in Claim 2, (50), and the fact that the number of smaller hypercubes
is bounded by (59), we obtain that
I(S;W )
≤
∑
s∈S
pS(s) min
s′∈S′
{
DKL
(
pW |S=s
∥∥ pW |Ts′ )− logωs′}
≤ N
t
(|Z| − 1)+ (|Z| − 1) log
(
t+
|Z| − 2
2
)
− log(|Z| − 1)!. (60)
The analytical expression for the value of t that minimizes (60) is quite convoluted, so we study solutions of the
form t = αN , α > 0, based on the results from Proposition 2. Then, in order to meet the condition 1 ≤ t ≤ N ,
we need that 1/(αN) ≤  ≤ 1/α. Furthermore, we bound from above the last term in (60) using Stirling’s formula,
i.e.,
− log(|Z| − 1)! ≤ −1
2
log 2pi(|Z| − 1)
− (|Z| − 1) log(|Z| − 1) + (|Z| − 1). (61)
This way, we obtain the upper bound
I(S;W )
≤ (|Z| − 1) log
(
αe
1
α+1
|Z| − 1N +
1
2
|Z| − 2
|Z| − 1e
1
α+1
)
− 1
2
log 2pi(|Z| − 1)
≤ (|Z| − 1) log
(
e
1
α+1
2
(
1 +
2α
|Z| − 1N
))
− 1
2
log 2pi(|Z| − 1). (62)
Although it is possible to obtain an analytical formula for the optimal value of α in (62), we obtain no insights
from it. Instead, we provide a suboptimal value by analyzing the argument of the logarithm, in particular its
derivative with respect to α. We observe that, as N/(|Z| − 1) increases, the minimizing α tends to 1 from above;
if N = |Z| − 1, then α ≈ 1.37 is optimal, which is already quite close to the limit. Therefore, we obtain (27) by
setting α to 1.
Having set α = 1, if the optimal t (= N) is such that t < 1, we fix t = 1 in (60) as explained in the proof of
Proposition 2. After some algebraic manipulations, we obtain the bound (26).
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2) µ-GDP algorithms: If we leverage (17) in Claim 2 instead of (16), we have that
I(S;W )
≤
∑
s∈S
pS(s) min
s′∈S′
{
DKL
(
pW |S=s
∥∥ pW |Ts′ )− logωs′}
≤ 1
2
N2
t2
(|Z| − 1)2µ2 + (|Z| − 1) log
(
t+
|Z| − 2
2
)
− log(|Z| − 1)!. (63)
As for -DP algorithms, the analytical expression for the value of t that minimizes (63) is quite convoluted, so we
study solutions of the form t = α
√|Z| − 1µN , based on the results from Proposition 2. Then, in order to meet
the condition 1 ≤ t ≤ N , we need that
1
αN
√|Z| − 1 ≤ µ ≤ 1α√|Z| − 1 , (64)
and we obtain the upper bound
I(S;W )
≤ (|Z| − 1) log
(
αe
1
2α2
+1√|Z| − 1µN + 12 |Z| − 2|Z| − 1e 12α2+1
)
− 1
2
log 2pi(|Z| − 1)
≤ (|Z| − 1) log
(
e
1
2α2
+1
2
(
1 +
2α√|Z| − 1µN
))
− 1
2
log 2pi(|Z| − 1). (65)
We analyze again the derivative with respect to α of the argument of the logarithm in (65). We now observe
that, as µN/
√|Z| − 1 increases, the minimizing α also tends to 1 from above; if µN = √|Z| − 1, α ≈ 1.19 is
optimal, which is already quite close to the limit. Therefore, we obtain (29) by setting α to 1.
If the optimal value of t is such that t < 1, we proceed similarly as with -DP algorithms and we obtain the
remaining bound.
3) General algorithms: For both -DP and µ-GDP, if the privacy guarantees are not good enough, the minimiza-
tions in (60) and (63) result in an optimal value of t > N . As explained in the proof of Proposition 2, we choose
t = N + 1 as, otherwise, we would have more smaller hypercubes than types. In this case, there is one type per
hypercube and we may replicate the proof of Proposition 1 and continue from (45). That is,
I(S;W )
≤
∑
s∈S
pS(s) min
s′∈S
{
DKL
(
pW |S=s
∥∥ pW |Ts′ )− logωs′}
(a)
= logS|Z|−1(N + 1)
≤ (|Z| − 1) log
(
N + 1 +
|Z| − 2
2
)
− log(|Z| − 1)!, (66)
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where (a) is due to ωs = |S|−1 =
(
S|Z|−1(N + 1)
)−1
for all s ∈ S. After replacing the factorial with Stirling’s
approximation (61) and performing some algebraic manipulations, we obtain the bound (30). This concludes the
proof of Proposition 3.
E. Proof of Proposition 4
In the proofs of Propositions 2 and 3, we designed a covering of the whole space of datasets to approximate
the marginal distribution of the output hypothesis. However, as N increases, the datasets that are more likely to
be chosen accumulate on a certain region of space. Similarly to typical sequences, we may define typical datasets
given the connection between datasets and types. We recall the definition of the strong typical set:
T Nε (Z) ,
{
ZN :
∣∣TZN (a)− pZ(a)∣∣ ≤ ε if pZ(a) > 0,
N(a|ZN ) = 0 otherwise}, (67)
where TZN (a) and N(a|ZN ) are defined in Definition 6. For simplicity, we denote the strong typical set as T in
the sequel. We also assume that pZ(a) > 0 for all a ∈ Z; otherwise, we may eliminate the elements with zero
probability and reduce the cardinality of Z .
Directly from the definition in (67), we have that, for all ZN ∈ T ,∣∣N(a|ZN )−NpZ(a)∣∣ ≤ Nε, ∀a ∈ Z, (68)
and by Hoeffding’s inequality and the union bound,
P{ZN /∈ T } ≤ 2|Z| exp(−2Nε2). (69)
If we choose ε =
√
logN
N , we get that the typical vector of counts NS is found inside a |Z|-dimensional hypercube5
of side
lT ≤ 2
√
N logN, (70)
with a probability
P{S ∈ T } ≥ 1− 2|Z|N−2. (71)
We may now devise a covering of the set T by splitting each dimension in t parts. Thus, the side of each small
hypercube has length
l , lT
t
≤ 2
√
N logN
t
, (72)
5Here we note that the covering is performed in a |Z|-dimensional space, unlike the previous proofs where we covered (|Z|−1)-dimensional
spaces. Although this leads to a looser bound, the final expression is more manageable.
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where t ≤ 2√N logN or, otherwise, we have less than one type per hypercube. Following a similar analysis as in
the previous proofs, we have that, for every dimension i ∈ [|Z|], the distance between the center and any other
atom in the small hypercube is bounded as follows,
|Ns(ai)−Ns′(ai)| ≤ blc+ 1
2
≤
√
N logN
t
+
1
2
≤ 2
√
N logN
t
. (73)
where the last inequality is due to the bound on t. Therefore, the distance d(s, si), as described in Definition 7,
between any dataset s belonging to the ith hypercube and its center si is bounded as
d(s, si) ≤
√
N logN
t
|Z|. (74)
We now proceed to bound the desired mutual information using Lemma 1 and the law of total expectation,
I(S;W )≤ Es∼PS
[
DKL(pW |S=s ‖ qW ) | S ∈ T
]
P{S ∈ T }
+Es∼PS
[
DKL(pW |S=s ‖ qW ) | S /∈ T
]
P{S /∈ T }, (75)
where the second term on the r.h.s of (75) may be bounded from above using (71) and (19) from Lemma 2. More
precisely, for all s /∈ T ,
DKL(pW |S=s ‖ qW )
(a)
≤ − log
(∑
s′
ωs′ exp
(−DKL(pW |S=s ‖ pW |S=s′))
)
(b)
≤
∑
s′
ωs′DKL(pW |S=s ‖ pW |S=s′)
≤ max
s′
{
DKL(pW |S=s ‖ pW |S=s′)
}
, (76)
where (a) is due to (19) and considering the mixture qW as the weighted sum of pW |S=s′ , where each s′ is the
dataset at the center of the covering hypercubes; and (b) stems from Jensen’s inequality. Next, we may leverage
Claim 2 in order to find the upper bounds for -DP and µ-GDP algorithms.
1) -DP algorithms: If we assume the worst case in bound (16) from Claim 2, we have that (76) leads to
DKL(pW |S=s ‖ qW ) ≤ N. (77)
Therefore, since (76) does not depend on S, and taking into account (71), we have that
Es∼PS
[
DKL(pW |S=s ‖ qW ) | S /∈ T
]
P{S /∈ T } ≤ 2|Z| 
N
. (78)
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The first term on the r.h.s. of (75) may be analyzed similarly as in the previous proofs but considering only the
covering of T ; this reduced covering determines the maximum distance (74) inside each small hypercube. In other
words,
Es∼PS
[
DKL(pW |S=s ‖ qW ) | S ∈ T
]
≤
√
N logN
t
|Z|+ |Z| log t. (79)
The value of t that minimizes this expression is
t =
√
N logN, (80)
where we need to verify that 1 ≤ t ≤ 2√N logN . If this condition holds, we may replace (80) in (79) and, jointly
with (75) and (78), obtain
I(S;W ) ≤ |Z| log(e
√
N logN) + 2|Z| 
N
. (81)
Given the constraint on t, the range of  for which this bound is valid is
1√
N logN
≤  ≤ 2. (82)
If  < 1/
√
N logN , which corresponds to an optimal t such that t < 1 according to (80), we choose t = 1 as it
was noted in the proof of Proposition 2. In this case, the mutual information is bounded as follows,
I(S;W ) ≤ |Z|
√
N logN + 2|Z| 
N
. (83)
We then proceed to combine (81) and (83) into a single, more compact bound. Using a similar argument as in the
proof of Proposition 2, we obtain (33).
Finally, if  > 2, which corresponds to t > 2
√
N logN , we fix t = 2
√
N logN+1. In this case, we are including
each dataset in T into the mixture. Instead of replacing this value of t in (79), we note that a uniform covering of
T results in
Es∼PS
[
DKL(pW |S=s ‖ qW ) | S ∈ T
]
P{S ∈ T }
(a)
≤
∑
s∈T
pS(s) min
s′∈T
{
DKL
(
pW |S=s
∥∥ pW |Ts′ )− logωs′}
= P{S ∈ T } log |T |
(b)
≤ |Z| log (1 + 2√N logN), (84)
where (a) is due to Lemma 2; and (b) follows from the fact that T is contained by a Z-dimensional hypercube of
side 2
√
N logN as stated in (70). Combining (75), (78), and (84), we obtain (34).
2) µ-GDP algorithms: If we assume now the worst case in bound (17) from Claim 2 and taking into account (76),
we have that
DKL(pW |S=s ‖ qW ) ≤ 1
2
µ2N2, (85)
which in combination with (71) means that
Es∼PS
[
DKL(pW |S=s ‖ qW ) | S /∈ T
]
P{S /∈ T } ≤ |Z|µ2. (86)
May 13, 2020 DRAFT
24
0
0
1
1
2
2
3
3
4
4
5
5
n1
n2
Fig. 1. Example for N = 5 samples, K = 2 dimensions, and t = 4 parts per dimension. The number of highlighted blocks is S2(4) = 10.
Taking into account Claim 2 and that we are considering only the covering of T , the first term on the r.h.s.
of (75) is now
Es∼PS
[
DKL(pW |S=s ‖ qW ) | S ∈ T
]
≤ 1
2
N logN
t2
|Z|2µ2 + |Z| log t, (87)
which is minimized when t =
√|Z|N logNµ. If we operate analogously as for -DP algorithms, we obtain (35)
when µ ≤ 2/√|Z|, and (36) otherwise. This concludes the proof of Proposition 4.
F. Proof of Lemma 3
We start the proof by observing that, if the segment [0, N ] is divided in t parts, we need all t parts to cover it,
i.e., S1(t) = t. Then, we note that the number of squares from a regular t× t grid needed to cover the area under
the 1-simplex is given by
S2(t) =
t∑
j=1
(t− j + 1) = 1
2
t(t+ 1), (88)
since we need all vertical squares in the first column, and one less for every additional column, see Figure 1 for a
visual example. We observe that it is possible to rewrite (88) as
S2(t) =
t∑
j=1
j =
t∑
j=1
S1(j). (89)
This formulation is quite intuitive since the base of the pyramid has S1(t) blocks, the second level has S1(t− 1)
blocks, and so on, until we reach the level t which has S1(1) blocks. Furthermore, this recursion applies to any
dimension, i.e.,
SK(t) =
t∑
j=1
SK−1(j). (90)
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For example, the number of cubes needed to cover the volume under the 2-simplex is given by
S3(t) =
t∑
j=1
1
2
j(j + 1) =
1
6
t(t+ 1)(t+ 2). (91)
In what follows, we show that the recursion in (90) may be directly computed as SK(t) = fK(t), where
fK(t) ,
1
K!
(t+K − 1)!
(t− 1)! . (92)
We prove this by induction. We have already shown that SK(t) = fK(t) for K = 1, 2, and 3. Now, assuming it is
true for K − 1, we show it also holds for K. First, we note the following equality
fK−1(t) =
fK(t)− fK(t− 1) if t > 1,1 if t = 1, (93)
which may be obtained by some simple algebraic manipulations. Then, assuming t > 1,
SK(t) =
∑t
j=1
SK−1(j)
(a)
=
∑t
j=1
fK−1(j)
(b)
= 1 +
∑t
j=2
fK(j)− fK(j − 1)
= fK(t), (94)
where (a) comes from the induction assumption, and (b) is due to (93). The case t = 1 follows trivially since
fK(1) = 1 for any K ∈ Z+; thus, the first part of (58) is proved.
The upper bound on SK(t), the second part of (58), stems from the following small result.
Claim 3. For any t,M ∈ Z+,
(t+M)!
(t− 1)! ≤
(
t+
M
2
)M+1
(95)
Proof: See Appendix G2
We may then proceed to bound the corresponding term in (92) with (95), where we set M = K − 1. This
concludes the proof of Lemma 3.
G. Proofs of secondary results
1) Proof of Claim 1: The exact number of types is given by [26, Problem 2.1]
|TZ,N | =
(
N + |Z| − 1
|Z| − 1
)
. (96)
Then, we may bound |TZ,N | from above as follows,
|TZ,N | = (N + |Z| − 1)!
(|Z| − 1)!N !
=
∏|Z|−1
i=1
(
1 +
N
i
)
≤
∏|Z|−1
i=1
(1 +N)
= (N + 1)|Z|−1, (97)
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with equality if and only if |Z| = 2.
2) Proof of Claim 3: We start the proof by noting the following upper bound, that is valid for any t, a, b ∈ R:
(t+ a)(t+ b) ≤
(
t+
a+ b
2
)2
, (98)
which is a simple consequence of the equality
(t+ a)(t+ b) +
(a− b)2
4
=
(
t+
a+ b
2
)2
.
Therefore, if M = 2L, L ∈ Z+, there is an odd number of terms (2L+ 1) on the l.h.s. of (95). We may pair all
the terms that are equidistant from the center, with the exception of the middle one, and bound them using (98) to
obtain
(t+ L)2L(t+ L) =
(
t+
M
2
)M+1
.
On the other hand, if M = 2L+ 1, L ∈ Z+, there is now an even number of terms (2L+ 2) on the l.h.s. of (95).
We may nonetheless pair all the terms that are equidistant from the center and, by using (98), also obtain the bound(
t+
2L+ 1
2
)2L+2
=
(
t+
M
2
)M+1
.
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