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Chapter 1
Introduction
1.1 Abstract
Suslin’s problem is a question on linear orders presented by Russian mathematician
Mikhail Yakovlevich Suslin in a posthumous 1920 publication[1]. The purpose in this
paper is to show the independence of the problem’s hypothesised solution Suslin’s Hy-
pothesis and the Zermelo–Fraenkel axiomatisation of set theory (with Choice, 6.1) ZFC.
To this end, we go through the basics of forcing in chapter 2. After this, we recount
some preliminary results in chapter 3 for background, and the problem at hand is finally
tackled in 4 and 5. The full ZFC axioms are listed in chapter 6.
Along the way, we give a brief introduction to iterated forcing and go over some related
results on Martin’s Axiom.
1.2 Partial orders, filters, and notation
As we’ll be working extensively with orders – partial and linear – some liberties with
language will be taken where confusion is unlikely. For example, we may refer to P as a
partial order when meaning "the pair (P,) is a partial order with  ordering P".
Let then P be a partial order, p, q 2 P . If there exists r 2 P such that r  p and
r  q, we say that p and q are compatible. We denote this by p k q. In the other case, p
and q are naturally incompatible, and we write p ? q.
Definition 1.1. A filter F on a partial order (P,) is a subset of P such that:
1. F 6= ;
2. If p, q 2 F , there is some element r 2 F such that r  p and r  q (i.e. p k q).
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3. If p 2 F , and q 2 P such that p  q, then q 2 F .
In brief, a filter is an nonempty, upwards closed subset of pairwise compatible elements
of P , containing also a witness for the compatibility of a given pair. A filter F on P is a
proper filter if F 6= P .
Definition 1.2. A filter F on P is an ultrafilter if it is maximal with respect to set
inclusion. In other words, there is no proper filter F 0 on P such that F ( F 0.
A subset D ✓ P is dense in P if for all p 2 P there exists q 2 D such that q  p.
Similarly, we say that D ✓ P is dense below p 2 P , if for all r  p there exists q 2 D
such that q  r.
Given a collection D of sets dense in P , a filter F on P is called D-generic if it
intersects all sets in D. As a special case, we call a filter on P generic over a model M,
if it intersects every dense set D ✓ P for which D 2M.
Given a statement A, we denote by ZFC+A the theory of ZFC and A.
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Chapter 2
Forcing
First presented by Paul Cohen in 1964, forcing is a method – or rather the method – of
proving consistency and independence results in set theory. It will also be the primary
tool used in this paper. Forcing allows us to construct models of set theory wherein a
statement or statements we are interested in hold. This happens by extending a given
model of the axioms of set theory, say ZFC, with a set outside of the model. By clever
choice of this set, we obtain a model of the axioms and the statement at hand – only if
this is possible, of course.
The theorems shown by this type of construction are of the form "Con(ZFC) !
Con(ZFC+A)", wherein A is some statement. In other words, we show that the con-
sistency of (for example) ZFC implies its consistency with A. As mentioned in the above
description, we begin forcing from a given model of ZFC – without proof that any such
actually exists. This is as much as we can hope to achieve, as shown by Gödel’s second
incompleteness theorem.
Our introduction to the forcing method will be brief. A host of literature on the
subject exists, some of which can be found in the bibliography. Before going any further,
some model theoretical definitions and results are necessary.
In general, we will denote our models by fraktur – e.g. M – and the domain of said
model by M . In the following pages we’ll find it useful for our models to have certain
properties, namely countability and transitivity. In this section it is shown this may be
assumed without loss of generality.
Definition 2.1. A class C is transitive, if x 2 C implies x ⇢ C. M = (M,2) is a
transitive model if M is transitive.
Definition 2.2. A relation E over a class M is extensional if for all x, y 2M
x 6= y , {z 2M : zEx} 6= {z 2M : zEy}.
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In other words, the relation E defines each set in M in the way the 2-relation usually
does.
Theorem 2.3. Mostowski’s collapsing theorem: If E is a well-founded extensional
relation over X, there exists a transitive M and an isomorphism ⇡ : (X,E) ! (M,2).
Furthermore, these M and ⇡ are unique.
Proof: Define for all x 2 X; ⇡(x) = {⇡(z) : zEx}. The function is well-defined
since our relation E is well-founded. Let then M = ran(⇡). This M is transitive – for
⇡(x) 2M , we have ⇡(y) 2M for every yEx.
To show that ⇡ is injective, we make use of the fact that E is extensional: Suppose
that there exist x, y 2 X such that x 6= y, ⇡(x) = ⇡(y). Suppose further that x, y are
minimal such sets. Now there exists a 2 X such that aEx but not aEy. Since however
⇡(a) 2 ⇡(x) = ⇡(y), there must exist some b 2 X for which bEy, ⇡(b) = ⇡(a). Thus b 6= a
but ⇡(b) = ⇡(a), which is a contradiction: we assumed x, y to be minimal.
Next, we show that for all x, y
xEy , ⇡(x) 2 ⇡(y).
If xEy, ⇡(x) 2 ⇡(y) follows directly from the definition of ⇡. Assume then that ⇡(x) 2
⇡(y). It follows again from the definition that there exists zEy, ⇡(z) = ⇡(x). The function
is injective, so z = x.
The class M and the function ⇡ are therefore as wanted. The uniqueness follows from
the fact that no two distinct transitive classes are isomorphic:
Suppose T, T 0 are transitive classes, and ⇡ : T ! T 0 an isomorphism. We can show
by induction that ⇡ is the identity map – suppose thus that ⇡(x) = x for all x 2 y, and
let ⇡(y) = z. Now for each x 2 y, x = ⇡(x) 2 ⇡(y) = z, so y ✓ z. On the other hand,
if x0 2 z, we have some x 2 T for which ⇡(x) = x0. Since ⇡ is an isomorphism, we have
x 2 ⇡ 1(z) = y, and by the induction assumption x0 = x. Thus z ✓ y, and z = y. ⇤
There thus exists for a given model an isomorphic transitive model. The following key
theorem in turn gives us a countable model of ZFC:
Theorem 2.4. Löwenheim-Skolem Theorem: Consider a signature L and an infinite
L-structure M . Let    |L| be an infinite cardinal. There now exists an L-structure N of
cardinality  such that
1. if  < |M | then N is an elementary substructure of M
2. if  > |M | then N is an elementary extension of M .
5
Proof: We’ll prove the first point, or the so-called downward Löwenheim-Skolem the-
orem.
For a given L-formula  (x, y1, . . . , yn), we find a function f  : Mn ! M such that
8a, b1, . . . , bn 2M either
M |=  (f (b1, . . . , bn), b1, . . . , bn)
or
M |= ¬9a (a, b1, . . . , bn).
f  thus picks some element satisfying   for the given parameters, if any.
The function f , or the Skolem-function of  , is well-defined for every  : if M |=
 (a, b1, . . . , bn), then there exists x 2M such that  M(x, b1, . . . , bn). Let then f (b1, . . . , bn)
be the least such x, with respect to a given well-order onM . WhereM |= ¬9a (a, b1, . . . , bn),
f (b1, . . . , bn) may be arbitrary.
For a subset A of M we define
F0(A) = {x 2M : f (a1, . . . , an) = x for some   and a1, . . . , an 2 A}.
Further, for n 2 ! let Fn+1(A) = F0(Fn(A)). Finally we denote F (A) =
S
n2! Fn(A).
F (A) is the closure of A under the functions f .
Now we start with A ✓ M such that |A| = , and let N = F (A). Since the number
of first-order L-formulas is |L|<!, or |L| + @0, we have |F0(A)|  |A| + |L| + @0 = . By
induction on n 2 !, we get |F (A)| = .
Finally, we show that N is indeed an elementary substructure of M – this is done by
the Tarski-Vaught test. Let therefore  (x, y1, . . . , yn) be an L-formula and b1, . . . bn 2 Nn
be such that M |= 9x (x, b1, . . . , bn). Now there exists f  such that f (b1, . . . , bn) 2 N
(since N was closed under f ) and
M |=  (f (b1, . . . , bn), b1, . . . , bn).
N is an elementary substructure of M . ⇤
2.1 Definitions and notation
From here on we’ll work in a countable, transitive model of ZFC M. Unless otherwise
explicitly stated, power sets, the class of ordinals etc. refer to those inM. Let then (P,<)
in M be a partial order. We call such a (P,<) a notion of forcing and the elements of P
forcing conditions. For p, q 2 P , we say that p is stronger than q if p < q.1
1The naming conventions in use are numerous – one might call P a forcing poset, the elements simply
conditions, etc. (P,<) is not always required to be a partial order, a preorder may suﬃce. Often the
largest element in P is also explicitly named. 1 and > (top) are common symbols for this. The direction
of the order also varies; some authors write p > q when p is stronger than q.
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Associated with a notion of forcing P 2M we have a classMP of P-names. A P -name
is a set of the form
{(⌧, p) : ⌧ is a P   name, p 2 P}.
The definition is recursive, defining P -names in terms of P -names. We can describe the
recursion as follows:
• Name(0) = ;;
• Name(↵ + 1) = P(Name(↵)⇥ P ) [Name(↵);
• Name(↵) = [{Name( ) :   < ↵}, when ↵ is a limit ordinal.
Each Name(↵) is defined by the previous sets Name( ),   < ↵. The axiom of
foundation (6.1) guarantees that the recursion terminates and the definition is sound.
The class MP of P -names is now {Name(↵) : ↵ 2 Ord}. Given the class of names
associated with a notion of forcing, we define their interpretation. We do this with respect
to a filter G on P . The exact filters we are looking for depend on the modelM. Recalling
the definition of a generic filter from 1.2, we call a filter G simply generic over M if it
intersects all sets D 2M dense in P .
Given a P - name ⌧ , its interpretation with regard to G is
⌧G = { G : ( , p) 2 ⌧ and p 2 G}.
The model we are concerned with is now
M[G] = {⌧G : ⌧ 2M is a P  name},
that is, the class of P -names in M (i.e. MP ) interpreted with respect to a filter G
P -generic over M. We call this a generic extension of M.
2.2 The forcing relation
The forcing language associated with a notion of forcing P is a first order language con-
taining names for elements ofM and one for G. The forcing relation is a relation between
the forcing conditions p and sentences of the forcing language. We write p    ; p forces
 :
Definition 2.5. Let   be a sentence in the forcing language and p 2 P . p     if for all
G ✓ P generic over M, it holds that if p 2 G, then M[G] |=  .
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Immediately from the definition we can see some basic properties of the forcing rela-
tion.
1. Suppose p    , and q  p. Then q    .
2. p     ^  if and only if p     and p    .
3. Suppose p    , and `  !  . Then p    .
Proof: 1. Let p     and q  p. Suppose G is P -generic over M. Now if q 2 G, then
p 2 G, and thus M[G] |=  ; q    .
2. Whenever p 2 G, p     and p    , by definition M[G] |=   and M[G] |=  . Thus
M[G] |=   ^  whenever p 2 G: p     ^  . The other direction follows symmetrically.
3. Whenever p 2 G, M[G] |=  . Since `  !  , M[G] |=  . Now by definition p    .
The forcing relation as defined above is thus a natural, full description of the theory of
the model M[G]. This model is however of little use until we can prove it to be a proper
model of set theory. In other words, we would like to be able to define p     in M. To
this end, we’ll introduce another definition of the forcing relation, denoted by  ⇤. We
then proceed to prove that for any p 2 P and formula   of the forcing language,
p     , (p  ⇤  )M.
By the notation (p  ⇤  )M we essentially mean "p  ⇤   is true in M" – this intuition
should suﬃce for our needs. More precisely we can define  M for any formula  by
induction:
1. (x = y)M , x = y
2. (x 2 y)M , x 2 y
3. (  ^  )M ,  M ^  M
4. (¬ )M , ¬ M
5. (9x )M , 9x(x 2M ^  M)
Definition 2.6. Let P 2 M be a notion of forcing. For p 2 P and P -names  , ⌧ , we
write p  ⇤   = ⌧ if both 1. and 2. below hold:
1. for all q  p and ( 0, s) 2  , if q  s, then there are r  q and (⌧ 0, t) 2 ⌧ such that
r  t and r  ⇤  0 = ⌧ 0.
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2. for all q  p and (⌧ 0, t) 2 ⌧ , if q  t, then there are r  q and ( 0, s) 2   such that
r  s and r  ⇤ ⌧ 0 =  0.
Given p, ⌧,  , we can now in M decide whether p  ⇤   = ⌧ holds. To show this,
consider an ordering <⇤ of MP :
For P -names  , ⌧ , we write   <⇤ ⌧ if there are  i 2MP for i  n 2 ! and pi 2 P, i < n,
such that  0 =  ,  n = ⌧ and ( i, pi) 2  i+1 for all i < n.
This order is well-founded: for a contradiction, suppose there is a <⇤-decreasing se-
quence (⌧i)i2! in MP . Now for each i 2 !, we find a sequence of P -names ( ij)jni for
some ni 2 ! such that  ij 2 dom( ij+1). Further, for all i, we have  ini 2 dom( i+10 ). From
the sequence of P -names obtained by concatenating ( ij)jni for all i 2 ! we obtain an
infinite decreasing 2-sequence, a contradiction.
We may then naturally extend this order to pairs of P -names: (⌧,  ) ⇤ (⌧ 0,  0) if
⌧ ⇤ ⌧ 0 and   ⇤  0. The order remains well-founded by the same argument.
Now C = {(p,  , ⌧) : p  ⇤   = ⌧} is a class in our ground model M: for a triple
x = (p, ⌧,  ) we have x 2 C if and only if p 2 P , ⌧ and   are P -names, and the three
satisfy the definition 2.6. This definition is recursive on the order ⇤ of MP 2, and thus
decidable in M. This will allow us to reduce truth in the extension M[G] to M, as the
following lemma begins to show:
Lemma 2.7. Let G be P -generic over M.
1. If p 2 G, p  ⇤   = ⌧ , then  G = ⌧G.
2. If  G = ⌧G, then there exists some p 2 G such that p  ⇤   = ⌧ .
Proof: We prove the statement by induction – assume that the lemma holds for all
⌧ 0 2 ⌧ and  0 2  .
For the first item, let p 2 G be such that p  ⇤   = ⌧ . It suﬃces to show that  G ✓ ⌧G.
Inclusion in the other direction follows then by symmetry. Let now ( 0, s) 2   be such
that s 2 G. We wish to show that  0G 2 ⌧G. Let q 2 G be such that q  p, s. By definition
2.6, there then exists some r  q and (⌧ 0, t) 2 ⌧ such that r  t, and r  ⇤  0 = ⌧ 0. Further,
we can assume that this r is in G: the set
{r 2 P : r  s! 9(⌧ 0, t) 2 ⌧(r  t ^ r  ⇤  0 = ⌧ 0)}
is dense below p. By the induction assumption  0G = ⌧ 0G 2 ⌧G.
Next, suppose that  G = ⌧G, and assume that 2. holds for all  0G 2  G, ⌧ 0G 2 ⌧G.
We need to find p 2 G such that p  ⇤   = ⌧ . Again, we’ll settle to show that there
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exists p 2 G for which 1. in definition 2.6 holds. By symmetry, there then exists p0 2 G
satisfying 2., which is suﬃcient; their common lower bound in G then satisfies both.
Suppose thus towards contradiction that no suitable p 2 G exists. For p 2 P , let
q(p) 2 P, ( (p), s(p)) 2   be such that 1. in definition 2.6 fails for these, if such elements
exist. Let then
D = {p 2 P : 9r 2 P (p  q(r))} [ {p 2 P : q(p), ( (p), s(p)) do not exist}.
This set is dense in P : consider some r 2 P . If q(r) exists, then q(r) 2 D and especially
q(r)  r. If q(r) does not exist, we have r 2 D. Any P -generic G must therefore
intersect D. By our assumption no element of G satisfies 1., so G must intersect the set
{p 2 P : 9r 2 P (p  q(r)}. G is as a filter downwards closed, so q(r), r 2 G for some
r 2 P . But now for all (⌧ 0, t) 2 ⌧ where t 2 G, there is no p 2 G such that p  ⇤  (r) = ⌧ 0.
By the induction assumption,  (r)G 62 ⌧G, a contradiction.
The case of atomic formulas of the type x = y is thus clear. Forcing of atomic formulas
involving 2 can now be defined likewise recursively:
Definition 2.8. Let P 2 M be a notion of forcing. For p 2 P and P -names ⌧,  , we
write p  ⇤   2 ⌧ if for all q  p, there are r  q and (⌧ 0, s) 2 ⌧ such that r  s and
r  ⇤ ⌧ 0 =  .
This definition of the forcing relation is next extended to other formulas by recursion
on the complexity of the formula in question:
Definition 2.9. Let P 2 M be a notion of forcing. For p 2 P and a formula   of the
related forcing language, we define p  ⇤   as follows:
1. If   is atomic, see definitions 2.6 and 2.8.
2. If   = ¬ ; p  ⇤   if there is no q  p for which q  ⇤  .
3. If   =  ^ ✓; p  ⇤   if p  ⇤  and p  ⇤ ✓.
4. If   = 9v (v, ⌧1, . . . , ⌧n); p  ⇤   if for all q  p, there exists a P -name ⌧ and some
r  q such that r  ⇤  (⌧, ⌧1, . . . ⌧n).
This definition of the forcing relation agrees with our previous one defined in 2.5:
Theorem 2.10. Suppose G is P -generic over M.
1. If p 2 G, p  ⇤  (⌧1, . . . ⌧n), then M[G] |=  ((⌧1)G, . . . (⌧n)G).
2. IfM[G] |=  ((⌧1)G, . . . (⌧n)G), then there exists some p 2 G such that p  ⇤  (⌧1, . . . ⌧n).
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Proof: For atomic formulae we have shown this in 2.7. Note also that  ⇤ has the
properties shown for   on page 8, namely that if p  ⇤   and q  p, then q  ⇤  . We now
prove the full theorem by induction on the complexity of  . Assume thus that the claim
holds for  , ✓.
1.   = ¬ : for item 1. suppose p 2 G is such that p  ⇤ ¬ , but M[G] |=  . Then by
our assumption that 2. holds, there exists q 2 G, q  ⇤  , and further for any r  p, q,
r 2 G, r  ⇤  , a contradiction.
Let then M[G] |=  . Again, for a contradiction suppose there is no p 2 G, p  ⇤  .
Then by definition for all p 2 G there exists q  p such that q  ⇤  . We can find some
such q 2 G by looking at the dense set
D = {p 2 P | ¬9q  p(q  ⇤  )} [ {p 2 P | p  ⇤  }.
G must intersect the latter half of the union, since we assumed that for all p 2 G, p 6 ⇤  .
By the induction assumption M[G] |=  , a contradiction.
2.   =  ^ ✓: if p 2 G, p  ⇤  and p  ⇤ ✓, we have M[G] |=  and M[G] |= ✓.
M[G] |=  ^ ✓.
The second item is as simple. SupposeM[G] |=  ^ ✓; nowM[G] |=  andM[G] |= ✓,
so there exist p, q 2 G such that p  ⇤  , q  ⇤ ✓. Now if r 2 G is such that r  p, q, we
have r  ⇤  ^ ✓.
3.   = 9v (v, ⌧1, . . . , ⌧n): Suppose p 2 G, p  ⇤ 9v (v, ⌧1, . . . , ⌧n). Now the set of
r 2 P for which there exists a P -name ⌧ such that r  ⇤  (⌧, ⌧1, . . . , ⌧n) is dense below p.
By assumption M[G] |=  (⌧G, (⌧1)G, . . . , (⌧n)G), and thus M[G] |=  .
Finally, let M[G] |=  , and let ⌧ be such that M[G] |=  (⌧G, (⌧1)G, . . . , (⌧n)G). Let
r 2 G be such that r  ⇤  (⌧, ⌧1, . . . , ⌧n). Then for any p  r, p  ⇤  (⌧, ⌧1, . . . , ⌧n), and
r  ⇤  . ⇤
The two definitions for the forcing relation are thus indeed equivalent. Going forward,
we’ll be making use of the former – what’s important is that we’ve shown "p    " to be
decidable in the ground model M.
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2.3 The model M[G]
The key properties of the generic extension M[G] are the following:
M ✓M[G] and G 2M[G](2.11)
OrdM[G] = OrdM(2.12)
M[G] is a model of ZFC(2.13)
M[G]is the least transitive extension of M containing G(2.14)
First, we need to show thatM[G] is indeed an extension ofM. Given some set x 2M ,
we find a name x˘ such that x˘G = x.
Let > denote the greatest element of P . For x 2 P , let x˘ = {(y˘,>) : y 2 x}. We
now have ;˘ = ;. Continuing, if we denote 1 = {;}, then 1˘ = {(;˘,>)} = {(;,>)}.
Likewise 2 = {0, 1} = {;, {;}} and 2˘ = {(;˘,>), (1˘,>)} = {(;˘,>), ({;˘,>},>)}. We call
this P -name x˘ the canonical name for x.
Given a filter G on P and a name x˘, we can show that x˘G = x by induction. Suppose
therefore that y˘G = y for all y 2 x. Since G is a filter we have > 2 G, and it follows that
x˘G = {y˘G : (y˘,>) 2 x˘} = {y˘G : y 2 x}.
By the induction assumption
x˘G = {y˘G : y 2 x} = {y : y 2 x} = x.
We have shown that M ✓M[G] for any filter G.
ForM[G] to have the properties we desire, we must have G 2M[G]. For this, consider
the name X = {(p˘, p) : p 2 P}. We now have XG = {p˘G : (p˘, p) 2 X, p 2 G}. From our
construction of p˘ it follows that XG = {p : p 2 P, p 2 G} = P \ G = G 2 M[G]. This
name for G is often denoted by G˙. This finishes the proof of (2.11).
Note that the domain of M[G] consists of (interpretations of) P -names, which are
defined in the above recursion as consisting of their predecessors. The generic extension of
a transitiveM is therefore also transitive. This property will prove vital for our purposes.
We can show that certain definitions are absolute between transitive models of set theory;
we say that a formula   is absolute in a given class of models if it has the same truth
value in all models of the class.
The next item on our list states that OrdM[G] = OrdM. Recall first the definition of
an ordinal:
An ordinal is a transitive set linearly ordered by 2 .
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We can see that this definition is absolute between transitive models of ZFC. The notion
of being a transitive set can be defined as
x is transitive$ 8y 2 x(8z 2 y(z 2 x)).
Given two transitive modelsM and N with x 2M,N, supposeM 6|= "x is transitive".
There must then exist some y 2 x,M witnessing this failure of transitivity. Since N is
also transitive, we have y 2 N; x is not transitive in N either.
Similarly, "x is linearly ordered by 2" is stated as
8y, z 2 x(y 2 z _ z 2 y _ z = y)
Any two transitive models containing x also contain all of its elements – if the above
fails in one model, it fails likewise in the other.
Now sinceM ✓M[G], we have OrdM ✓OrdM[G]. To show the inclusion the other way,
we make a counter-assumption: suppose there exists some ↵ 2 OrdM[G] \ OrdM. Now
OrdM ✓ ↵ – if not, we have some   2 OrdM such that ↵ <  . Since M is transitive, this
would imply ↵ 2M.
Let then ↵˘ be the canonical P -name for ↵. Let A = {  | 9p 2 P : ( , p) 2 ↵˘}. A is
obtained by separation from the transitive closure2 of ↵˘; A 2M. Let  then be a cardinal
in M and f : A ⇥ P !  a bijection in M. Now + 2 OrdM, and we have + 2 ↵ in
M[G]. Now there is some p 2 P forcing this: p   ˘+ 2 ↵˘. Further, for all   2 +, we
find p  2 P and    2 A such that p       =  ˘.
Let then g : + ! A ⇥ P be the function   7! (  , p ). This is an injection in M –
if   6=  0 and (  , p ) = ( 0 , p0 ), we have p     =  ˘ and p     =  ˘0 for some p,   – a
contradiction.
We’ve found an injection f  g : + !  inM, a contradiction. Thus OrdM = OrdM[G],
(2.13) holds.
The notions of forcing that are of particular interest satisfy the splitting condition:
For all p 2 P , there exist q, r 2 P such that q, r < p, and for no s 2 P s  q, r.
That is, for any element of the partial order, we find two elements below it with no
common lower bound.
Let then P 2 M be a notion of forcing with the splitting condition. If G is a filter
P -generic over M, then P \ G is dense due to the splitting condition: given p 2 P , we
find below it pairwise incompatible elements r and q. Since G is a filter, only one of these
may be in G, i.e. under any p 2 P there exists q 2 P \G.
2The transitive closure of a set x is the least (with respect to ✓) transitive set containing x.
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If G 2 M, we also have P \ G 2 M, as M is a model of set theory. Since G was
generic, we should have G \ (P \G) 6= ; – a contradiction. It follows that G 62M.
The existence of generic filters is in general not obvious. Here we make use of the fact
that M was chosen to be countable: M may only contain countably many dense subsets
of P , and the existence of G follows from the Rasiowa-Sikorski lemma (see 4.6).
Since a generic set is not in M, we can choose our notion of forcing so that M[G]
extendsM in interesting ways. As an example, consider the following partial order (P,):
P = {p : X ! {0, 1} | X ✓ ! is finite} and for p, q 2 P, p  q , q ✓ p.
Let G then be a filter on P generic over M. Now for all p, q 2 G, we have p k q; the
functions p and q agree on dom(p) \ dom(q). Thus SG : X ! {0, 1} is a function.
Consider then the sets Dn = {p 2 P | n 2 dom(p)}, n 2 !. These sets are dense: for
p 2 P , either n 2 dom(p) (in which case p 2 Dn), or q = p [ {n, 0}  p, q 2 Dn.
G intersects each Dn, and therefore dom(
S
G) = !.
S
G is a function from ! to {0, 1}
(i.e. a subset of !) and
S
G 62M. We’ve successfully added a new subset of the natural
numbers to our model.
We have now defined M[G], but it remains to show that this is indeed a model of
ZFC. This happens simply by verifying each axiom on by one3. In the spirit of brevity
we’ll settle to only sketch the proof.4
Recall that M[G] is transitive. It follows that M[G] satisfies extensionality and foun-
dation. Since M ✓M[G], infinity is likewise satisfied.
For the axiom of pairing, consider any x, y 2M[G] – there exist P -names x0, y0 2MP
of which x and y are interpretations of. Now z0 = {(x0,>), (y0,>)} is a name in MP and
its interpretation is the desired pair {x, y}.
The union and power set axioms are verified similarly. Given x 2M[G], let x0 be the
corresponding name in M, and consider the set u =
S{dom(y) : y 2 dom(x0)}. Now uG
is the union over x. Likewise, for the power set we can find a name corresponding to each
subset of x, and the power set is found as the interpretation of this collection.
The axiom schema of separation is obtained as follows – given x 2M[G] , let x0 2MP
be a name as above. Fix n parameters a1, . . . , an 2MP and a formula  (y, v, a1, . . . , an).
We now need to show that {z 2 x : ( (z, x, (a1)G, . . . , (an)G))M[G]} 2M[G]. For this, let
w = {hv, pi : v 2 dom(x0), p   (v 2 x0 ^  (v, x0, a1, . . . , an))}.
3For the axioms, see 6.1.
4A thorough investigation of all axioms can be found in e.g. [2], [3], or practically any basic set theory
book that covers forcing.
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w is now a P -name, and
wG = {z 2 x :M[G] |=  (z, x, (a1)G, . . . , (an)G)}.
Separation is therefore satisfied in M[G].
For the axiom schema of replacement, we construct a name much as in the case of
separation. Let  (x, y) be a formula (possibly with further variables omitted here) and
let ⌧G 2M[G] be such that
(8x 2 ⌧G9!y( (x, y)))M[G].
We now need to show that there exists   2MP for which
(8x 2 ⌧G9y 2  G( (x, y)))M[G].
Let S be the set of P -names such that for all (⇡, p) 2 ⌧ and q  p, if q   9!y (⇡, y), then
{r  q : 9µ 2 S such that r    (⇡, µ)}
is dense below q. We can now show that   = S ⇥ {>} is as wanted. Given x 2 ⌧G, let
(⇡, p) 2 ⌧ be such that ⇡G = x, p 2 G. Since M[G] |= 9!y (x, y), we find some q 2 G
forcing this. We may further assume that q  p. Now by our definition of S there exists
r  q, r 2 G such that r    (⇡, µ) for some µ 2 S. Thus M[G] |=  (x, µG), and further
M[G] |= 9y 2  G( (x, y)).
Replacement is therefore satisfied in M[G].
The axioms of ZF are hence all satisfied inM[G]. The axiom of choice (AC) is verified
in the form given by the following lemma:
Lemma 2.15. AC holds in a model N if and only if for all x 2 N there exists ↵ 2 Ord
and a function f such that dom(f) = ↵, x ✓ ran(f).
Proof: Assume x, f,↵ are as above. Let g(z) = min{f 1{z}} for z 2 x. Now g is an
injection of x into ↵, and by defining yRz $ g(y) < g(z), R is a well-ordering of x. ⇤
Let x = x0G 2 M[G] where x0 is such that dom(x0) = {f(↵) : ↵ <  }. The function
f 2M here enumerates the domain of x0, and its existence follows from the fact that AC
holds in M. Let then g = {x↵ : ↵ <  } ⇥ {>}, where x↵ is a name for h↵, fG(↵)i. This
can be found as in the proof for the pairing axiom.
Now g 2M, and gG = {h↵, fG(↵)i : ↵ <  }, so gG is a function on   with x ✓ ran(gG).
M[G] satisfies the axiom of choice, and therefore all of ZFC.
The last point on our list states that M[G] is the least transitive extension of M
containing G. The proof is simple – consider a transitive extension N of M with G 2 N.
Now if ⌧ 2MP then ⌧ 2 N, and since G 2 N, ⌧G 2 N. Thus M[G] ✓ N.
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Chapter 3
The real line
3.1 Characteristics of R
To approach our problem, we will have to define the set of real numbers R. For this, we
will first recount some definitions.
A linear order (P,<) is dense, if for each a, b 2 P such that a < b, there exists c 2 P
for which a < c < b. Similarly, a set A ⇢ P is dense in P , if for every a, b 2 P such that
a < b, there exists c 2 A such that a < c < b. A linear order (P,<) is unbounded if it has
no greatest and no least element.
Theorem 3.1. Any two countable, dense, unbounded linearly ordered sets are isomorphic.
Proof: Let P and S be two countable, dense and unbounded linear orders. Let P =
{an : n 2 N} and S = {bn : n 2 N}. We will construct an isomorphism f : P ! S as
inductively: first, define f(a0) by picking some (any) element of S. Next, define f 1(b0) as
any an such that the order is preserved. Continue the same way with f(a1), f 1(b1), f(a2)
and so on. For any k 2 N, we can define f(ak) = bl preserving the order. The function f
has been defined for only finitely many an, and since S is dense and unbounded, we can
always find a suitable bl. ⇤
We call a linear order P complete if every nonempty subset of P which has an upper
bound also has a least upper bound – or supremum – in P . Q is not complete; for example,
the set {q 2 Q : q2 < 2} does not have a supremum in Q.
Theorem 3.2. Let (P,<) be a dense unbounded linear order. There exists a complete
unbounded linear order (C, ) such that
1. P ✓ C, and < and   agree on P,
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2. P is dense in C.
Proof: It suﬃces to construct a complete unbounded linear order C (the completion of
P ) containing a set isomorphic to P .
A Dedekind cut in P is a pair (A,B), where A and B are nonempty subsets of P such
that
• A [ B = P ,
• for all a 2 A, b 2 B we have a < b,
• if B has a greatest lower bound b 2 P , then b 2 B.
Each such cut splits P into two disjoint sets. Let C be the set of all Dedekind cuts in P .
Define the order   on C as (A1, B1)   (A2, B2)$ A1 ⇢ A2.
Let X = {(Ai, Bi) : i 2 I} 6= ; be a bounded subset of C. The supremum of X is now
(
S
i2I Ai,
T
i2I Bi): for any (A,B) 2 X, we have A = Ai for some i 2 I, and A ✓
S
i2I Ai.
On the other hand, if (C,D) is an upper bound of X, we have Ai ✓ C for all i 2 I.
Therefore
S
i2I Ai ✓ C. Since (
S
i2I Ai,
T
i2I Bi) 2 C, C is complete.
For p 2 P , let Ap = {x 2 P : x < p} and Bp = {x 2 P : x   p}. Now the subset of C
{(Ap, Bp) : p 2 P} is isomorphic to P . This set is dense in C: given (A,B) and (C,D)
with (A,B) < (C,D)) in C, we find p 2 C \ A. Now (A,B)   (Ap, Bp)   (C,D). ⇤
Theorem 3.3. The completion C of a dense unbounded linear order P is unique up to
isomorphism.
Proof: Let C1 and C2 be two completions of P . We construct an isomorphism f : C1 ! C2.
First, for p 2 P , we let f(p) = p. For c 2 C1, let f(c) = sup{f(p) : p 2 P, p  c}. If
c2 2 C2 \ P , then c2 = sup(A) for some A ⇢ P . Now let c1 be the supremum of A in C1:
clearly f(c1) = c2; f is a surjection. If c < c0 for c, c0 2 C1, we find some p0 2 P for which
c < p0 < c0. Hence
f(c) = sup{f(p) : p 2 P, p  c}  p0 < sup{f(p) : p 2 P, p  c0} = f(c0).
f is thus also an injection. Similarly if c  c0, we have f(c)  f(c0) since {f(p) : p  c} ✓
{f(p) : p  c0}; f is an isomorphism. ⇤
Theorem 3.4. The real line is up to isomorphism the unique dense unbounded complete
linear order with a countable dense subset.
Proof: The real line R is defined as the completion of the set of rational numbers Q.
The rational numbers are as a dense, unbounded, countable linear order unique up to
isomorphism (3.1). It follows from the previous theorem that R as the completion of Q
is likewise unique up to isomorphism. ⇤
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Chapter 4
Suslin’s problem
As shown in Theorem 3.4, the real line is up to isomorphism the unique dense, unbounded,
complete linear order with a countable dense subset. In 1920, Mikhail Yakovlevich Suslin
presented the question whether the last condition could be replaced with a weaker one,
the countable chain condition:
Definition 4.1. S satisfies the countable chain condition (hereafter "ccc") if every set of
pairwise disjoint open intervals of S is at most countable.
Suslin’s problem is now the following question:
Let S be a linear order such that
1. S is dense and unbounded;
2. S is complete;
3. S satisfies ccc.
Is S necessarily isomorphic to the real line?
If S is a linear order satisfying 1.-3. and S is not isomorphic to R, we call S a Suslin
line. Suslin’s hypothesis (SH) is now the proposition that no Suslin lines exist, i.e., that
the answer to the above problem is positive. To tackle the independence of SH, we will
first reformulate it as a statement concerning trees.
4.1 Trees
Definition 4.2. A tree is a partially ordered set (T,<), such that for each x 2 T , the
set {y 2 T : y < x} is well-ordered by <. We call the members of the set {y : y < x} the
predecessors of x.
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Note that the ordering here diﬀers from that of our other partial orders (i.e. notions of
forcing). In a tree, the root is the least element, whereas in a notion of forcing, it is the
greatest. For x 2 T , we denote by o(x) the order-type of the set of predecessors of x. The
↵th level of a tree T consists of those x 2 T for which o(x) = ↵. The height of T is now
sup{o(x) + 1 : x 2 T}, i.e., the least ordinal ↵ such that the ↵th level of T is empty. A
tree with height ↵ is called an ↵-tree.
A branch is a maximal linearly ordered subset of T . The length of a branch is its
order-type. If b is a branch with length ↵, we call it an ↵-branch.
An antichain of a partial order is now a set of elements of P that are pairwise incom-
patible. In the case of a tree, an antichain A is a set of elements pairwise incomparable.
That is, neither p < q nor q < p holds for all p, q 2 A. The definition of ccc (4.1) can be
equivalently stated for partial orders: a partial order P satisfies ccc if every antichain in
P is at most countable. In the case of the real line, consider the set of open intervals of
R ordered by set inclusion – this satisfies ccc as a partial order.
One can generalize the notion of ccc to arbitrary cardinality: a partial order P satisfies
the -chain condition (-cc) if every antichain of P has cardinality less than . Ccc may
therefore be written as @1-cc.
Definition 4.3. A tree T is a Suslin tree if
1. height(T ) = !1;
2. every branch of T is at most countable;
3. T satisfies ccc.
Theorem 4.4. There exists a Suslin line if and only if there exists a Suslin tree.
Proof: First, given a Suslin line S, we will construct a Suslin tree T . The elements of
T will be closed intervals of S ordered by inverse set inclusion – for I, J 2 T , I  J iﬀ
J ✓ I.
Construct the elements of T inductively – let I0 = [a0, b0], a0 < b0, be an arbitrary
interval of S. Given I  = [a , b ] for all   < ↵ < !1, look at the set of endpoints
C = {a  :   < ↵}[ {b  :   < ↵}. C is countable and therefore not dense in S – otherwise
S would be separable and as such isomorphic to R. Since C is not dense, there exists
some interval I ⇢ S disjoint from C. Let I↵ = I.
(T,) = ({I↵ : ↵ < !1},◆) is now an uncountable partial order. By our construction
of T , if ↵ <  , either I↵   I  or I↵\I  = ;. Thus the set of predecessors {I 2 T : I   I↵}
is well-ordered for all ↵ and T is a tree.
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We need to show that T satisfies the conditions 1-3 in (4.3). It suﬃces to show that
2 and 3 are satisfied – if every branch and every level (as an antichain) is countable, T
must have height !1 to be uncountable.
An antichain in T is a set of incomparable elements, i.e. a set of disjoint intervals of
S. Since S is a Suslin line, no such set is uncountable. T thus satisfies ccc, condition 3.
An uncountable branch in T corresponds to a sequence [a↵, b↵], ↵ < !1 of intervals of S
such that   > ↵ implies a  > a↵ and b  < b↵. Let J↵ = (a↵, a↵+1). The set {J↵ : ↵ < !1}
is now an uncountable set of pairwise disjoint, open intervals of S, a contradiction. Every
branch in T must be at most countable. T satisfies condition 2 and therefore also condition
1, T is a Suslin tree.
Next, given a Suslin tree T , we construct a Suslin line S. Without loss of generality,
we may assume T is a normal tree.
Definition 4.5. A tree T is a normal tree if it satisfies the following conditions:
1. T has a unique least element (i.e. the root);
2. if x 2 T is not maximal, it has infinitely many immediate successors;
3. for any x 2 T , there exists some y > x on any given level of T greater than o(x);
4. if   < !1 is limit, and x, y 2 T are on level  , if {z 2 T : z < x} = {z 2 T : z < y},
then x = y;
5. each level of T is at most countable.
We shall call the above the normality conditions – any ↵-tree satisfying the above is a
normal ↵-tree.
Given a Suslin tree T we can construct another one satisfying the above conditions.
Every level of a tree is an antichain, so condition 5 must already be satisfied. For the rest,
some work is necessary.
To guarantee condition 3, simply remove all points x in T for which the set of successors
Tx = {y 2 T : y > x} is countable. Call the new tree T 0. Now for any x 2 T 0, and any
↵ > o(x), there exists y 2 T such that Ty is uncountable, and o(y) = ↵. y 2 T 0, so T 0
satisfies 3.
For condition 2, consider the branching points of T 0. These must be uncountably
many – otherwise they all lie below some level ↵ < !1, in which case there must be an
uncountable branch for T 0 to be uncountable. Let T 00 consist of the branching points of
T 0. Each point in T 00 has at least two immediate successors.
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Consider for a change condition 4. Whenever there are to distinct elements x, y with
the same set of predecessors A, add to the tree an element z such that z > a for all
a 2 A, and z < b for any b such that b > a for all a 2 A. By this we move any points
contradicting 4 on to a successor ordinal level. Denote the tree consisting of T 00 and these
additional points by T 000. Let T 0000 consist of the limit levels of T 000 – this tree now satisfies
conditions 2-5. We get 2 from the fact that each x between two limit levels is a branching
point, giving us infinitely many successors by the next limit. Condition 1 is now fulfilled
by simply taking a subtree of a suitable element in T 0000. For brevity, let us call this tree
again T .
The Suslin line S will consist of the branches of the normal !1-tree T . Each branch
b ⇢ T is countable. Given an element x 2 T , x has countably many immediate successors.
We enumerate the set of successors of x, and equate a branch b with a sequence of natural
numbers: e.g. (1, 3, 5, . . . ) corresponds to the branch with the root, the first successor
of the root, the third successor of that element, the fifth successor of that, and so on.
We order the sequences lexicographically: given two distinct branches a = (a1, a2, ...) and
b = (b1, b2, . . . ), let ↵ be the least index at which their sequences diﬀer. Number 4 of our
normality conditions assures that ↵ is not a limit ordinal. Thus a↵ 1 = b↵ 1, and we can
define a < b iﬀ a↵ < b↵. S is now linearly ordered by <.
To make our construction unbounded from below, we simply remove the least element
(1, 1, 1, . . . ).
S is also dense: let a < b, ↵ being the least index such that a↵ < b↵. Let c agree
with a up to some   > ↵, and let c +1 > a +1. Now c↵ = a↵ < b↵, so c < b, and since
c +1 > a +1, a < c.
For completeness, let X be some subset of S with some upper bound s 2 S. We can
construct x = supX as follows:
• If max{yi | y 2 X} and max{yi+1 | y 2 X} are defined, let xi = max{yi | y 2 X}.
• Ifmax{yi|y 2 X} is defined butmax{yi+1|y 2 X} is not, let xi = max{yi|y 2 X}+1
and xj = 1 for all j > i.
Note that max{y1 | y 2 X}  s1 is defined, and thus is x as well.
Given an open interval (a, b) in S, there exists x 2 T such that the set Ix = {c 2
S : x 2 c} is a subset of (a, b). If Ix and Iy are disjoint, x and y cannot be on the same
branch, making them incomparable in T . Given a set of disjoint, open intervals (a, b)↵
of S, there are corresponding intervals Ix↵ such that x↵, x  are incomparable if ↵ 6=  .
Since T satisfies ccc, each such set must be at most countable. S satisfies ccc.
It remains to show that S is not isomorphic to R. For this, it suﬃces show that S is
not separable: Let C be a countable subset of S, i.e. a countable set of branches of T .
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Let ↵ < !1 be greater than the length of any b 2 C. Now if x 2 T is on level ↵, the
interval Ix does not contain any branch in C. C is not dense in S. ⇤
4.2 The consistency of ZFC+SH
4.2.1 Martin’s axiom
We can show that SH is consistent with ZFC, that is, that Con(ZFC) ! Con(ZFC+SH).
For this, we’ll introduce another statement independent of ZFC. Martin’s axiom concerns
the existence of generic filters on a given partial order. The existence of generic filters in
general is not obvious. Some results do follow directly from ZFC.
Lemma 4.6. (The Rasiowa-Sikorski lemma) If (P,<) is a partial order and D a countable
collection of dense subsets if P , there exists a D-generic filter on P .
Proof: We’ll prove a slightly stronger claim – in fact, for any p 2 P , there exists a D-
generic filter G such that p 2 G: Let D = {Dn : n 2 N+}. Let p0 = p, and for each n, let
pn+1 2 Dn+1 be such that pn+1  pn.
Now G = {q 2 P : q   pn for some n > 0} is a D-generic filter on P and p 2 G: If
p   q 2 G, we have p 2 G. If p, q 2 G, we have p   pn and q   pm for some n,m > 0. By
our choice of the sequence pk, we have either pn   pm or pm   pn, so there exists r 2 G
such that r  p and r  q. In addition, for all n > 0, G \Dn 3 pn. ⇤
Let us name the generalisation of the lemma above for an arbitrary cardinality of D:
For an infinite cardinal , let MA denote the following statement: If P is a partial order
satisfying ccc, and D a collection of dense subsets of P with cardinality at most , then
there exists a D-generic filter on P .
Note that MA@0 is provable in ZFC – it follows directly from the Rasiowa-Sikorski
lemma. In the case of a countable D, P need not satisfy ccc. For a higher cardinality this
is necessary. On the other hand, MA does not hold for    2@0 :
Theorem 4.7. MA2@0 does not hold.
Proof: Let P be the set of finite functions with dom(f) ⇢ ! and ran(f) = {0, 1}. Define
a partial order  on P : f  g if and only if g ✓ f .
(P,) is countable and thus satisfies ccc. For each n < ! define
Dn = {f 2 P : n 2 dom(f)}.
The sets Dn are dense in P : given f 2 P , either f 2 Dn, or n 62 dom(f), in which
case g = f [ {(n, 0)} is a in both P and Dn, and g  f .
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For each f 2 !2, define
Ef = {g 2 P : 9n 2 dom(g) such that g(n) 6= f(n)}.
The sets Ef are likewise dense in P . Given g 2 P , either g 6✓ f – in which case g 2 Ef
– or g ✓ f . In the latter case, let n 2 ! \ dom(g), and define h = g [ {(n, 1   f(n))}.
Now h 2 Ef and h  g.
By MA2@0 , there exists a filter G on P intersecting each Dn and Ef . Let h = [G. h
is now a function: if (n, a), (n, b) 2 h, there exist some f, g 2 G such that (n, a) 2 f and
(n, b) 2 g. Since G is a filter, there exists some f 0 2 G such that f 0  f, g. It must hold
that a = b. Furthermore, dom(h) = ! – given n 2 !, there exists some f 2 G \Dn, and
thus n 2 dom(h).
Since h 2 !2, we can define Eh as above. Since G is generic, we must have some
f 2 G \ Eh. By definition of Eh, there is some n 2 dom(f) such that f(n) 6= h(n), but
since f 2 G, f ⇢ h, a contradiction. ⇤
MA holds for  = @0, but not for    2@0 . What happens in between?
Martin’s axiom (MA): MA holds for all  < 2@0 .
MA is independent of ZFC. Note that the continuum hypothesis implies MA: if 2@0 = @1,
MA is equivalent to MA@0 which as we saw is a theorem of ZFC. On the other hand, if
2@0 > @1, MA implies MA@1 . This brings us to the following theorem.
4.2.2 Consistency of SH
Theorem 4.8. If MA@1 holds, no Suslin trees can exist.
Proof: Assume towards contradiction that there exists a Suslin tree T and further without
loss of generality that T is normal. Let P be the partial order obtained by reversing the
order on T . Since every antichain in T is countable, P also satisfies the countable chain
condition. For ↵ < !1, let D↵ = {x 2 T : o(x) > ↵}, i.e. the union of levels in T above
↵. Each D↵ is clearly dense in P . Let D = {D↵ : ↵ < !1}. By MA@1 , there exists
a D-generic filter G on P . Any two elements p and q in G must have a common lower
bound in P , that is, a common upper bound in T . Any p and q in G must therefore be
on the same branch in T , making G an !1-branch in T . T is not a Suslin tree. ⇤
SH therefore holds in any model of ZFC in which both MA and ¬CH hold. It still
remains to show that one such exists. We’ll return to this proof in chapter 5.
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4.3 Independence of SH
Before tackling the specifics of the consistency proof, we will show the other half of the
independence result. In this chapter we will show the following theorem due to Jech and
Tennenbaum.[3]
Theorem 4.9. If ZFC is consistent, then there exists a model of ZFC in which a Suslin
tree exists.
In other words, the claim is now that Con(ZFC) ! Con(ZFC+¬SH).
The proof is one by forcing. Starting from a countable, transitive model of ZFC M,
we construct an extension M[G] in which a (normal) Suslin tree exists. As our notion of
forcing, we’ll have a partial order (P,<) of countable trees.
Let P be the collection of all trees T for which there exists ↵ < !1 such that
1. each t 2 T is a function from some   < ↵ to !;
2. if t 2 T and s = t   for some  , s 2 T – in other words, T is closed under restrictions;
3. if   + 1 < ↵, and t :   ! ! 2 T , then t [ h , ni is in T for every n < !;
4. if   < ↵, and t :   ! ! 2 T , then for every   such that      < ↵, there exists
s :   ! ! 2 T such that s  = t;
5. for all   < ↵, T \  ! is at most countable.
Each such T ordered by set inclusion is a normal ↵-tree for some ↵ < !1. We order the
set P of trees T as above by setting
T < T 0 , 9↵ < height(T ) : T 0 = {t ↵ : t 2 T}.
Now T is stronger than T 0 if it is an extension of T 0 – i.e., we obtain T by adding levels
to T 0.
Let G now be filter on P -generic over M, and let T ⇤ =
S{T : T 2 G}. T ⇤ can now
be shown to be the desired tree in M[G].
For any T, T 0 in P , either one is an extension of the other, or they are incompatible.
Since G is a filter, any two conditions in it must be compatible. We can see that T ⇤ is
a normal tree – consider the normality conditions in 4.5: for one, T ⇤ has a unique root
;. Condition 3 in the above definition of T 2 P ensures every t 2 T ⇤ has infinitely many
immediate successors. For a given t :   ! ! 2 T ⇤, we find on any level ↵ >   of T ⇤ some
s : ↵! ! such that s  = t. The normality condition 4 follows again from our definition
of G. Finally, each level ↵ of T ⇤ is countable since T \ ↵! is countable for all T 2 P . T ⇤
is thus a normal tree, and furthermore one of height at most !1.
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At this point we have to make sure that (!1)M = (!1)M[G], that is, the cardinal @1 is
preserved between the models. Generally, cardinals above ! need not remain cardinals
in M[G]. As an example, let  be an uncountable cardinal in M, and consider the set
P = {p : n! |n 2 !}. in other words, P is the set of finite sequences of . We order P
by p  q $ q ✓ p. Let G then be P -generic over M – now f = SG is a function from !
to .
For   < . let D  = {p 2 P :   2 ran(p)}. Such D  are dense: for an arbitrary
q : n!  2 P , we either have   2 ran(q) (in which case q 2 D ) or p = q[{(n+1, )} 
q, p 2 D .
It follows that ran(f) = . f : ! !  is a surjection in M[G], and the notion of
forcing P collapses  to a countable ordinal.
There is a number of properties of a notion of forcing that ensure the preservation of
cardinals. We’ll be making use of the following:
Definition 4.10. A partial order (P,) is -closed, if whenever   <  and {p  :   <  }
is a decreasing sequence in P , there exists q 2 P such that q  p  for all   <  .
Lemma 4.11. Let A,B 2 M. Assume P 2 M is a -closed partial order for some
cardinal  inM such that |A| < . Let G be P -generic overM, and f 2M[G] a function
from A to B. Then f 2M.
Proof: Without loss of generality, we assume A is an ordinal; A = ↵ < . Let K be
the set of functions in M from ↵ to B, and let f : ↵ ! B be an arbitrary function in
M[G]. We wish to show that f 2 K. For a contradiction, suppose this is not the case –
then there exists p 2 G forcing this. Let f˙ be a P -name such that f˙G = f , and let p 2 G
be such that
p   f˙ is a function from ↵˘ to B˘ and f˙ 62 K˘.
Now construct in M sequences {p  :    ↵} ✓ P and {x  :   < ↵} ✓ B such that:
1. p0 = p,
2. p   p  for all     ,
3. p +1   f˙( ˘) = x˘ .
Given p , we find suitable p +1 and x  as follows: since p   p, we have
p    f˙ is a function from ↵˘ to B˘,
and as a consequence
p    9x 2 B˘(f˙( ˘) = x).
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There are thus x  2 B and p +1  p  such that p +1   f˙( ˘) = x˘ . For a limit ordinal
 , we use the definition of P being -closed to find p  (especially, we find p↵  p  for all
  < ↵).
Let now g 2M be the function   7! x ,   < ↵. Now g 2 K.
Given any filter F P -generic overM with p↵ 2 F , we have p  2 F for all   < ↵. Thus
f˙F ( ) = x  for all   < ↵ and f˙F = g 2 K. But now p0 = p 2 F and we had assumed
p   f˙ 62 K˘, a contradiction. ⇤
It is now simple to see that any -closed P preserves cofinalities  , that is,
(cf( ))M =   ) (cf( ))M[G] =  
whenever    . If not, there is a cofinal function f :  0 !  ,  0 <   in M[G]
witnessing this. But then by the above lemma f 2M, and (cf( ))M   0 <  .1
This is suﬃcient for our needs; if P preserves cofinalities  , it also preserves regular
cardinals  . Every limit cardinal is a limit of (regular) successor cardinals – any singular
cardinals   are therefore also preserved.
Returning to our proof of Theorem 4.9, suppose now towards contradiction that @1 did
collapse. In other words, (@1)M is countable in the extension M[G]. Consider a sequence
of conditions T0, T1, . . . , Tn, . . . in P such that for all n, Tn+1 is an extension of Tn. NowS
n2! Tn is a countable normal tree extending each Tn, and as such in P . The notion of
forcing P is @0-closed. All countable sequences of sets inM (especially those of (@1)M) in
the generic extension are already found inM. The cofinality of (@1)M must be preserved,
so it remains an uncountable ordinal. Furthermore, since @1 is the least uncountable
cardinal, it remains as such in the generic extension.
We’ve shown that T ⇤ has height at most !1. To show that the height is exactly !1,
we need to check that each level ↵ < !1 of the tree is unempty. This is done by proving
that for any ↵ < !1 the set D↵ = {T 2 P : height(T )   ↵} is dense in P (and therefore
intersected by G).
Let T0 2 P and ↵ < !1 be such that height(T0) =   < ↵. We need to find T 2 P with
height at least ↵ extending T0. It suﬃces to find such T with height   + 1 – we can then
proceed by induction to find one of height ↵. At limits, we simply take the union, which
was already shown to be as wanted.
If   is a successor ordinal, we find T simply by extending T0 with an additional level.
If on the other hand   is a limit ordinal, some work is necessary. For each t 2 T0, there
1Note that cofinalities of sets in M cannot increase in the generic extension – any cofinal function
from M is also found in M[G].
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exists a branch of T0 b with length   such that t 2 b: this follows from the normality
condition 4 above. For each t 2 T0, let bt be such a branch. Let then
T = T0 [ {s : s = [bt for some t 2 T0}.
T is clearly an extension of T0, and one of height   + 1. Since T0 was countable, so is the
added level – we have T 2 P .
T ⇤ is now of height !1. Finally, we need to verify that it satisfies ccc. For this purpose,
we’ll be looking at the maximal antichains of T ⇤ – an antichain A of T is maximal if there
is no antichain A0 in T such that A ( A0. In other words, every t 2 T is comparable to
some a 2 A. A maximal antichain of T is not necessarily maximal in a given extension of
T . This is however the case, if the antichain is bounded – we say that S ✓ T is bounded
if all s 2 S are at levels  ↵ for some ↵ < height(T ).
Lemma 4.12. If A is a maximal antichain in a normal tree T 2 P and A is bounded,
then A is maximal in any extension T 0 of T .
Proof: Let A, T be as above and T 0 be some extension of T . Let ↵ be an ordinal such
that each element a 2 A is at a level  ↵. If t0 2 T 0 \ T , there exists some t 2 T on some
level     ↵ such that t ⇢ t0. Since A was a maximal antichain, t is comparable to some
a 2 A, and we have a ✓ t ⇢ t0. Thus t0 is comparable to a. ⇤
Here the boundedness of A is necessary: as a counter-example, let (T,✓) be the tree
of all finite functions f : n! !, n 2 !. The set
{f : n! ! | 8m  n  2(f(m) = 0) ^ f(n  1) = 1}
is an (unbounded) antichain of T , and can be extended to a maximal antichain A. For all
n 2 !, the function f : n! !; f = 0 is comparable to g : (n+1)! !; g  n= 0, g(n) = 1,
and thus f 62 A. Let T 0 be an extension of T such that g : ! ! !; g = 0 is in T 0. Now g
is not comparable to any f 2 A, A is not a maximal antichain in T 0.
Note that if height(T ) is a successor ordinal, every subset, especially every maximal
antichain of T is bounded. The following lemma provides us with an extension to a given
T with just this property.
Lemma 4.13. Let ↵ be a countable limit ordinal, T 2 P a normal ↵-tree and A a maximal
antichain of T . There exists an extension T 0 2 P of T with height ↵ + 1 such that A is
maximal in T 0.
Proof: We find the extension T 0 the same way as before: for every t 2 T we find
a 2 A comparable with t. Let bt be a branch of length ↵ containing both t and a. Let
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T 0 = T [{[bt : t 2 T}. As in the earlier case, T 0 2 P , and since every t 2 T is comparable
to some a 2 A, so is [bt. A is maximal in T 0. ⇤
The proof for Theorem 4.9 is completed by showing that
M[G] |= every antichain of T ⇤ is countable
It suﬃces to show this for every maximal antichain in T ⇤ – any antichain can be
extended to a maximal one. Let therefore A be a maximal antichain of T ⇤. Let A0 be a
name for A and T 2 G a condition such that
T   A0 is a maximal antichain of T˙ ⇤
Consider then the following subset of P :
D = {T0  T : there is a bounded maximal antichain B of T0, and T0   B ✓ A0}
This set is dense below T : for an arbitrary T1  T , we construct a tree in D below it.
Since T1  T , it forces the statement "A0 is a maximal antichain of T˙ ⇤, and T˙ ⇤ extends
T˘1". For each t 2 T1, there exists an extension T 01 and an element st 2 T 01 such that
t and st are comparable, and T 01   s˘t 2 A0.
T1 is countable, so we can do this for each s 2 T1 one by one. The resulting tree is an
extension of T1 for which the above holds for every s 2 T1. Denote this extension by T2.
We can repeat the construction to get a sequence of trees T1   T2   T3 · · ·   Tn . . . such
that for all n
1. Tn+1 is an extension of Tn,
2. 8t 2 Tn 9st 2 Tn+1 (t and st are comparable, and Tn+1   s˘t 2 A0).
Let then T! =
S
n2! Tn and A⇤ = {st : t 2 T!}. This is a maximal antichain: given t 2 T!,
t appears in Tn for some n 2 !. Thus there exists st 2 Tn+1   T! such that t and st are
comparable. What is more, T!   A⇤ ✓ A0: for every st 2 A⇤, T!   s˘t 2 A0.
As a final step, we apply Lemma 4.13 to get an extension T 0! of T! in which A⇤ is a
bounded maximal antichain. Since T 0!   A⇤ ✓ A0, we have T 0! 2 D. D is therefore dense.
Since D is dense, we have D\G 6= ;. There therefore exists T 0 2 G\T and a bounded
maximal antichain B of T 0 such that B ✓ A. T ⇤ is an extension of T 0, and by Lemma
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4.12 B must also be maximal in T ⇤. It follows that B = A. B, and consequently A, is
countable.
We’ve shown that any maximal antichain of T ⇤ is countable. T ⇤ therefore satisfies ccc.
The countability of all branches of T ⇤ follows: suppose that b is an uncountable branch
of T ⇤. For each t 2 b, let st 2 T ⇤ be some extension of t such that st 62 b. Now {st | t 2 b}
is an uncountable antichain; a contradiction. T ⇤ is a Suslin tree. ⇤
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Chapter 5
Iterated forcing and Martin’s Axiom
5.1 Iterated forcing
5.1.1 Forcing in two steps
If Q is a partial order this time in M[G], and H a generic filter on Q, we can define the
extensionM[G][H] as we did withM and G before. However, as we’ll see in this section,
this kind of iterated extending may be generally done in one fell step – we can find a
suitable partial order inM such that forcing with it (once) produces the modelM[G][H].
The process of iterative construction of this partial order is what we’ll call iterated forcing.
In applications of forcing, iteration is one of the most commonly used methods of finding
a suitable partial order.
The basic tools for our construction are defined as follows:
Definition 5.1.
1. Q = (Q, Q, >Q) is a P -name for a partial order if Q, Q, >Q are P -names and
>P forces that Q is a partial order on Q with the greatest element >Q.1
2. By P ?Q we denote the set
{(p, ⌧) : p 2 P, 9q 2 P such that (⌧, q) 2 Q, p   ⌧ 2 Q},
and we order this by setting (p, ⌧)  (q,  ) if p  q and p   ⌧   .
3. i : P ! P ?Q is the function p 7! (p,>Q).
1>P , >Q are the greatest elements of P, Q respectively. The subscript for this and the orders P , Q
will be omitted when clear from context.
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Lemma 5.2. The mapping i above is a complete embedding, that is:
1. p, q 2 P, p  q $ i(p)  i(q);
2. p, q 2 P, p ? q $ i(p) ? i(q);
3. (p, ⌧) 2 P ?Q, q  p! (p, ⌧) k i(q).
Proof: Let p, q 2 P . For 1, let p  q. Now already >P forces that >Q  >Q, so we
have p  q, p   >Q  >Q, and thus i(p) = (p,>Q)  (q,>Q) = i(q). On the other hand,
if i(p)  i(q), then p  q follows directly from the definition of the order  on P ?Q.
For 2, let first p ? q. Suppose then there exists a common lower bound (r, ⌧) of
i(p), i(q). Now r  p, q, a contradiction – we must have i(p) ? i(q). For the other
direction, suppose i(p) ? i(q) but p k q. There exists r  p, q, and we have i(r) 
i(p), i(q), a contradiction.
Finally for 3, let (p, ⌧) 2 P ? Q, q  p. Since >P forces ⌧  ⌧ and ⌧  >Q, we have
(q, ⌧)  (q,>Q), (p, ⌧).
We can now show that extendingM with P ?Q is the same as extending first with P
and then with Q. First, a lemma:
Lemma 5.3. If G is P ?Q-generic over M, then GP = i 1(G) is P -generic over M.
Proof: That GP is a filter follows directly from the previous lemma. Let then D 2M
be a set dense in P , and define D0 = {(p, ⌧) 2 P ?Q : p 2 D}.
D0 is dense in P ? Q; let (p, ⌧) be arbitrary. Since D is dense, there is q  p, q 2
D. Then (q, ⌧)  (p, ⌧), and (q, ⌧) 2 D0. Now i 1(D0) = D, and since G is generic,
G \D0 6= ;. We find some (p, ⌧) 2 G \D0, and as a greater element also (p,>Q) 2 G –
thus i 1(p,>Q) = p 2 GP \D. ⇤
Like GP above, we define GQ as follows: if G is P ?Q-generic overM, then GQ is the
set of ⌧GP such that (p, ⌧) 2 G for some p 2 P .
If G is P -generic over M, and H ✓ QG (Q again being a name for a partial order)
then we denote by G ?H the set {(p, ⌧) 2 P ?Q : p 2 G and ⌧G 2 H}.
The two sets GP , GQ allow us to prove a basic result; a two-step forcing can be reduced
to a single iteration:
Lemma 5.4. Let G be P ? Q-generic over M, F = GP and H = GQ. Then H is
QF -generic over M[F ], G = F ?H and M[G] =M[F ][H].
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Proof: We’ve shown that F is generic in the previous Lemma (5.3). Next, we show
the same for H. Let ⌧F 2 H, and  F   ⌧F . For H to be a filter, we should have  F 2 H.
Let (p, ⌧) 2 G, and let q 2 F be such that q   ⌧   . Let (r, ⇡) 2 G be a common lower
bound for (p, ⌧), (q,>). Then r   ⇡  ⌧ and r   ⌧    – already q forces the latter, and
r  q. By transitivity, r   ⇡   , and by definition (r, ⇡)  (r,  ). Since G was a filter,
we have (r,  ) 2 G, and therefore  F 2 H. H is upwards closed.
Next, given two elements ⌧F ,  F 2 H, we need to show that ⌧F k  F . There exist
p, q 2 P such that (p, ⌧), (q,  ) 2 G. Let (r, ⇡) 2 G be the common lower bound for these
– now ⇡F 2 H. Further, ⇡F  ⌧F ,  F , since r 2 F forces both ⇡  ⌧ and ⇡   . H is
thus a filter.
To prove that H is generic, let   be a P -name for a set dense in QF . There is then
some p 2 F forcing this. Let then D = {(q, ⌧) 2 P ? Q : q  p, p   ⌧ 2   or q ? p}. D
is dense in P ? Q: let (r,  ) be arbitrary. If r ? p, we have (r,  ) 2 D. If on the other
hand r k p, let q  p, r. As shown before, it follows that i(q) k (r,  ). Since  F was
dense, we find some ⇡    with ⇡ 2   – without loss of generality, let q force this. Now
q  r, q   ⇡ 2   ^ ⇡   , and it follows that (q, ⇡)  (r,  ), (q, ⇡) 2 D; D is dense in
P ?Q.
Let then (q, ⌧) 2 D \G; G is a filter, so we have q k p. It follows that ⌧F 2  F \H.
Next, we show that G = F ?H – recall that F ?H = GP ?GQ. Let first (p, ⌧) 2 G. Now
since G is a filter, (p,>) 2 G. Thus p 2 i 1(G) = GP . Immediately from the definition
of GQ we get ⌧GP 2 GQ – thus (p, ⌧) 2 F ?H.
Suppose then (p, ⌧) 2 F ? H. By definition, we have p 2 F and ⌧F 2 H. It follows
that (p,>) 2 G, and there is some q 2 P such that (q, ⌧) 2 G and p forces ⌧ 2 Q. Using
the fact that G is a filter, we find some (r,  )  (p,>), (q, ⌧). Now (r,  )  (p, ⌧), so
(p, ⌧) 2 G: G = F ?H.
Finally, it remains to show that M[G] = M[F ][H]. This follows easily from the
previously shown fact that M[G] is the least extension of M containing G (see 2.3). It
suﬃces to show that G 2M[F ][H] and F,H 2M[G].
Starting with the former, we have F,H 2 M[F ][H]. Further, since G = F ? H and
P ?Q 2M[F ][H], we have
G = {(p, ⌧) 2 P ?Q : p 2 F, ⌧G 2 H} 2M[F ][H]
by simple separation. Thus M[G] ✓M[F ][H].
For inclusion in the other direction, recall that F = GP = i 1(G); clearly F 2M[G].
Continuing, H = GQ = {⌧G : (p, ⌧) 2 G for some p 2 P}; we get H from G,P , and the
interpretation ⌧ 7! ⌧G definable in M[G]. Thus H 2 M[G], and we can conclude that
M[G] =M[F ][H]. ⇤
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5.1.2 General iterated forcing
So far we’ve explored how forcing works in two stages. If P is a partial order in M, and
Q1 a P -name for a partial order, we get the two step iteration P2 = P ? Q1. Forcing in
any finite number of iterations follows naturally: if P,Q1, P2 are as before, and Q2 is a
P2-name for a partial order, we let P3 = P2 ? Q2. P3 consists of elements of the form
((p0, p1), p2) where p0 2 P, p0   p1 2 Q1 and (p0, p1)   p2 2 Q2. Inductively one can then
apply the process to any number of ’nested’ partial orders to define Pn for n 2 !.
In defining this iteration rigorously, we’ll make some notational simplifications. First
of all, we’ll write the elements of Pn simply as sequences of n elements – e.g. (p0, p1, p2)
in the case of P3 above. For convenience, we’ll also assume that P0 = {;}, giving as the
step 0 extension M[G0] =M. If p = (p0, p1, . . . , pn 1) is a sequence in Pn, we denote by
p m, m < n the subsequence (p0, p1, . . . , pm 1) 2 Pm (note here the diﬀerence between pm
and p  m). Now p  m  pm 2 Qm where Qm is a Pm-name for a partial order. For the fully
detailed partial orders we’d write Pn as (Pn,n,>n). Indices on the order and greatest
element will be omitted when clear from context.
One could now continue to the limit simply by letting P! consist of all sequences
p = (pn)n<! for which p  n2 Pn. We will however additionally require that for p 2 P!,
we have pn = >n for all but finitely many n 2 !. What we have then is a finite support
iteration – to summarize:
Definition 5.5. The sequence (P↵, Q↵)↵  is a finite support iteration if it is as follows:
1. P0 = {;}.
2. For all ↵ <  , Q↵ is a P↵-name for a partial order.
3. For all ↵ <  , P↵+1 is the set of all sequences p = (p0, . . . , p↵) such that p   2 P 
for all    ↵ and p↵ is such that for some q 2 P↵, (p↵, q) 2 Q↵, and p ↵  p↵ 2 Q↵.
P↵+1 is ordered by setting p  q if p ↵ q  ↵ and p ↵  p↵  q↵.
4. When ↵ is a limit, P↵ is the set of all sequences p = (p0, . . . , p↵) as above, for which
the support supp(p) = {  < ↵ : p  6= > } is finite. P↵ is ordered by having p  q if
p   q    for all   < ↵.
Notice that P↵+1 defined above is isomorphic to P↵ ? Q↵. Note also that Q  is never
used, it exists only to simplify notation – P  is however necessary.
Analogously one can define a countable support iteration (P↵, Q↵)↵ , where   is un-
countable – we can make do with finite supports.
For    ↵    we denote by i↵  the function from P  to P↵ mapping p = (p0, . . . , p  1) 2
P  to (p0, . . . , p  1,> , . . . ,>↵ 1). That is, i↵  (p) = q is such that p = q   , and q  = > for
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all   from   to ↵. The following basic properties follow now directly from the definition
of the order :
1. If p ↵ q, then p    q   .
2. If p   q, then i↵  (p) ↵ i↵  (q).
3. If p, q 2 P↵ are such that p  ? q   , then p ? q.
4. If supp(p) \ supp(q) ✓  , then p ? q if and only if p  ? q   .
5. For p, q 2 P , p ? q if and only if i↵  (p) ? i↵  (q).
In the primary proof of this chapter the following lemmas will prove important – they
show that a finite support iteration of ccc partial orders results in a ccc partial order. We
start with the two-step case:
Lemma 5.6. Suppose P 2 M is a partial order such that M |= "P has -cc" for a
regular . Let Q be a P -name for a partial order for which >P   "Q has ˘-cc". Now
M |= "P ?Q has -cc".
Proof: Suppose towards contradiction that (p↵, ⌧↵), ↵ <  is an antichain of P ?Q in
M. Note that (p↵)↵< cannot be an antichain since P has -cc. Let   = {(↵˘, p↵) : ↵ < }.
  is a P -name in M and >P     ✓ ˘.
Let G be P -generic over M. Now (⌧↵)G, ↵ 2  G is an antichain of QG in M[G]: let
  6=   be such that p , p  2 G. Suppose (⌧ )G and (⌧ )G were compatible. In other words,
there exists q 2 G, µ 2 Q such that q   µ  ⌧  and q   µ  ⌧ . We may further assume
that q  p , p . Now (q, µ)  (p , ⌧ ), (p , ⌧ ), a contradiction – hence (⌧↵)G, ↵ 2  G
must be an antichain.
Since >P   "Q has ˘-cc" and (⌧↵)G, ↵ 2  G is an antichain, we must have | G| < 
in M[G].  G is a set of ordinals, so there exists   <  such that >P     ✓  ˘. However,
if p  2 G, we have   2  G, i.e. p     ˘ 2  ; a contradiction. ⇤
Lemma 5.7. Let  be a regular uncountable cardinal and (P↵, Q↵)↵  a finite support
iteration in M such that >   "Q↵ has ˘-cc" for all ↵ <  . Then M |= "P↵ has -cc" for
all ↵.
Proof: Proceed by induction on ↵: for successor ↵ the claim was shown in the previous
lemma. Let thus ↵ be limit. For a contradiction, suppose {p  :   < } is an antichain of
P↵ in M. Now {supp(p ) :   < } is a collection of  finite subsets of ↵. Here we make
use of a combinatorial result which deserves its own proof:
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Lemma 5.8. (The  -system lemma) Let  be a regular uncountable cardinal and A a
collection of  finite sets. There exists a sub-collection B ✓ A and a finite (possibly
empty) set S such that |B| =  and for any a, b 2 B, a \ b = S.
Proof: Since A is uncountable and  = |A| regular, there exists some n < ! such that
 many sets in A have size n. Let thus B0 = {a 2 A : |a| = n} for such n. We prove the
claim by induction on n.
If n = 1, we have a set of  singletons and S = ; is as wanted. Suppose then
that the claim holds for m and let n = m + 1. If some x is found in  sets of B0, let
B1 = {a \ {x} : a 2 B0}. By the induction assumption there is B ✓ B1 and a finite S
satisfying the claim for B1. We find B0 = {b 2 B0 : b \ {x} 2 B} ✓ B0 with the desired
property.
In the case that no element is found in  sets of B0, we define a↵,↵ <  as follows:
given a  for   < ↵, let a↵ 2 B0 be such that a↵ \ a  = ; for all   < ↵. Such a↵ can
always be found since  was regular and |S <↵ a | = |↵| <  = |SB0|.
B = {a↵ : ↵ < } and S = ; are now as wanted. ⇤
Returning to the proof of Lemma 5.7, recall that A = {supp(p ) :   < } was
a collection of  finite subsets of ↵. There thus exists some finite S ⇢ ↵, and B =
{supp(q ) :   < } ✓ A as in 5.8. Let   < ↵ be such that S ✓  . Now {q    :   < } is
an antichain of P  contradicting the assumption that P  satisfies -cc for all   < ↵. ⇤
The importance of our previous lemma is made apparent in the following. We next
show that -cc forcings preserve cardinals   . As a case of special interest, ccc forcings
preserve all cardinals (! being absolute).
Lemma 5.9. Suppose P has -cc, and let G be P -generic over M. Let A, B 2 M be
such that there exists a surjection f : A! B in M[G]. Then there exists F : A! P (B)
in M such that for all a 2 A, f(a) 2 F (a) and (|F (a)| < )M.
In other words, though f may depend on G, we can in M find a function F approxi-
mating it to a certain degree.
Proof: InM there exists a name f˙ for f . Let p 2 P be such that p   ”f˙ is a function
from A˘ to B˘”. For each a 2 A, let F (a) = {b 2 B | 9q  p(q   f˙(a˘) = b˘)}. F (a) is the
set of elements of B for which a may be mapped under diﬀerent interpretations of f˙ . If
q, q0 2 P force f˙(a˘) = b˘ and f˙(a˘) = b˘0 respectively and b 6= b0, q and q0 are incompatible.
For all b 2 F (a) the qb 2 P forcing f(a) = b form therefore an antichain; F (a) must have
cardinality < . ⇤
Theorem 5.10. Suppose P has -cc for some regular , and let G be P -generic over M.
If   is a regular cardinal    in M, it remains one in M[G].
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Proof: Suppose not; there is a cardinal      inM which collapses inM[G]. There is
then a function f 2M[G] witnessing this; f :  0 !   is a surjection and  0 <  . Let then
F 2M be as in the previous lemma, i.e. f(↵) 2 F (↵) and |F (↵)| <  for all ↵ 2  0. Now
since ran(f) =   and f(↵) 2 F (↵), we have S ran(F ) =  . However, this contradicts  
being a regular cardinal in M:
S
ran(F ) =
S
↵2 0 F (↵) is a union of less than   sets of
size |F (↵)| <    . ⇤
A -cc forcing therefore preserves regular cardinals   , which as previously mentioned
is suﬃcient for preserving all cardinals   .
5.2 Consistency of ZFC+MA+¬CH
In this section we’ll be making use of iterated forcing to tackle Con(ZFC)! Con(ZFC+
MA + ¬CH). Our goal is to construct a model in which MA↵ holds for every ↵ < 2!,
and 2! =  for some regular cardinal  fromM. We will present the proof as in [2], which
adapts the original 1971 proof by Solovay and Tenenbaum[4] from boolean algebras to the
theory of forcing used in this paper.
The idea is to construct a chain of extensions M↵ for ↵  ; given M↵, we take a
ccc partial order P↵ 2 M↵ and let M↵+1 = M↵[G↵] for G↵ P↵-generic over M↵. The
construction will be such that for a ccc partial order Q in M for which |Q| < , we find
that Q = P↵ for some ↵ < . G↵ 2M is then the desired generic filter on Q.
The statement of Martin’s axiom (see 4.2.1) talks about the collection of all ccc partial
orders, which is a proper class in M. We can however restrict the investigation to a set
of partial orders. First of all, for MA it is enough to consider only partial orders of size
 :
Assuming the statement of MA holds for partial orders of size  , consider some ccc
partial order (P,) and a collection D of  sets dense in P . Starting with some Q0 ✓ P
of size  , we close it under the functions fD, D 2 D for which fD(p) 2 D, fD(p)  p,
and a function g : P 2 ! P such that
8p, q(9r  p, q ! g(p, q)  p, q).
If Q is this closure of Q0 under   finitary functions, it has cardinality   (recall the
proof for Theorem 2.4). The closure under g guarantees that Q has ccc. Each D \ Q is
dense in Q: for any q 2 Q, fD(q)  q is in D\Q. Denote by D0 the set {Q\D : D 2 D}.
Now if G is a D0-generic filter on Q, we can extend it to a D-generic filter F on P by
simply closing it downwards.
For MA, we can further restrict ourselves to partial orders of the form (, , 0), i.e.
those with domain  and a greatest element 0. Taking again a ccc partial order (P,)
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with |P |   and a collection D of  sets dense in P , Let S be a set such that |S| = ,
S \ P = ;. We order P [ S by having p < s for any s 2 S, p 2 P , and s  s0 for all
s, s0 2 S. In other words, we add a set of  pairwise equal (in terms of ) elements above
all of P . We may then fix any s 2 S as the greatest element, giving the partial order
P 0 = (P [ S,, s). Since |P [ S| = , we may suppose that the domain is indeed , and
P 0 is of the desired form. Any set dense in P clearly remains dense in P 0, so a D-generic
filter on P 0 restricted to P is D-generic, as wanted.
To see that ¬CH holds in our final extension, and to ensure that the construction
covers all relevant partial orders, we’ll make use of nice names :
Definition 5.11. Let P 2M be a notion of forcing, G a filter P -generic over M, and ⌧
a P -name. A P -name   is a nice name for a subset of ⌧ if it satisfies the following:
• dom( ) ✓ dom(⌧);
• For all ⇡ 2MP , the set {p 2 P : (⇡, p) 2  } is an antichain.
Lemma 5.12. Let P 2 M be a notion of forcing, and ⌧,   2 MP . There exists a nice
name ⇡ 2MP for a subset of ⌧ such that
>   (  ✓ ⌧ !   = ⇡).
Proof: For every µ 2 dom(⌧), let Aµ be a maximal antichain of P such that for all
p 2 Aµ, p   µ 2  . Let then
⇡ =
[
{{µ}⇥ Aµ : µ 2 dom(⌧)}.
⇡ is a nice name for a subset of ⌧ since for all µ 2 dom(⇡) we have µ 2 dom(⌧), and
for any such µ, {p 2 P : (µ, p) 2 ⌧} = Aµ is an antichain.
Let then G be P -generic over M. We wish to show that if  G ✓ ⌧G, then  G = ⇡G.
Suppose thus that  G ✓ ⌧G, and let x 2  G. Now x = µG for some µG 2 ⌧G. If G\Aµ 6= ;,
we have µG 2 ⇡G and  G ✓ ⇡G; suppose therefore that this is not the case. There then
exists some p 2 G such that for all q 2 Aµ, p ? q. Since µG 2  G, we find some p0 2 G
forcing this. Let then r 2 G be a lower bound for p, p0. But now A = Aµ [ {r} is still an
antichain such that for all p 2 A, p   µ 2  . This is a contradiction since we assumed Aµ
to be maximal. Hence  G ✓ ⇡G.
For inclusion in the other direction, let x 2 ⇡G. Again, x = µG for some (µ, p) 2
⇡, p 2 G. Now p 2 Aµ, and thus p   µ 2  ; x = µG 2  G, and ⇡G ✓  G. ⇤
By the above lemma, we can compute the number of subsets of a set in a generic
extension by computing the number of nice names. This will be helpful when looking at
the size of 2! or the number of partial orders on a set.
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Theorem 5.13. Suppose    !1 is a regular cardinal in M with 2< = . There exists
a partial order P 2 M for which M |= "P has ccc", and M[G] satisfies MA, 2! =  for
any G P -generic over M.
Proof: First, let f : ! ⇥ be a surjection such that for all ↵ < , if f(↵) = (⌘, µ),
then ⌘  ↵. This f will be used later for enumeration.
We now rigorously define the iteration previously described. When done, the sequence
(P↵, Q↵)↵ will be a finite support iteration satisfying the following:
• Q↵ = ( ˘↵, ↵, 0˘) for all ↵ < . That is, Q↵ will have as its domain the ordinal  ↵,
and 0 as its greatest element.
• Let "ccc(Q)" abbreviate the statement "Q is (a P -name for) a ccc partial order
with domain   2 Ord and 0 as the greatest element". For all ↵ < , we will have
>↵   ccc(Q↵).
• For all ↵ < , >↵    ˘↵  ˘. It follows that |P↵| <  when ↵ < , and |P|  .
Since |P|   and P has ccc, there exist at most (!)! nice P-names for subsets
of !˘. We assumed that 2< = , so (!)! = . Our final extension will therefore satisfy
2!  .
Likewise for all ↵,   < , the number of nice P↵-names for subsets of  ⇥  (especially
partial orders on  ) is at most (!)  = .
Given P↵, we now define Q↵ = ( ˘↵, ↵, 0˘). Let {( ↵  , ↵  )} < be an enumeration of
all pairs ( , ) where   <  is a cardinal and   a nice P↵-name for some subset of  ⇥  .
We now use the function f to choose where in our iteration each ( ↵  , ↵  ) is considered.
Suppose f(↵) = (⌘, µ). Then ⌘  ↵, and the P⌘-name  ⌘µ is defined. Denote now by  
the P↵-name i↵⌘ ( ⌘µ) and similarly let  ↵ =  ⌘µ.
For  ↵ we choose a P↵-name such that
>↵   ccc( ˘↵, ↵) ^ (ccc( ˘↵, ) ! ↵= ).
In other words we choose as  ↵ the previously defined  , or in the case that it no longer
is a name for a ccc partial order, simply some name for a ccc partial order. Note that
there always exists some ccc partial order on  ; e.g.  ⇥  .
We’ve now defined the iteration (P↵, Q↵)↵. Let thus P = P, and let G be P -generic
over M.
Suppose   <  is a cardinal in M[G],   a ccc partial order on   with the greatest
element 0, and D a collection of at most   dense subsets of ( , ). To check that M[G]
satisfies MA , we need to find a D-generic filter on ( , ).
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For all ↵  , we write G↵ = (i↵) 1(G). We can now find some   <  such that D,
( , ) 2 M[G ]. For this, it suﬃces to show that for each P -name for an element of D
or  , the support is a subset of  . Recall that  was a regular cardinal, i.e. cf() = .
Each P -name for an element in D,  has finite support, and |D|, |   |  | ⇥  | =   < .
The set of supports for their elements cannot be cofinal in , and we can find a suitable
  < .
With   <  such that D, ( , ) 2M[G ], let   <  be such that  = (    )G  . That
is,   is the index of the P -name for   in the enumeration used in defining the iteration.
Let then ↵     be such that f(↵) = ( ,  ).
Now if  0 is the P↵-name i↵ (    ), we have ( 0)G↵ = .
The notion of being a partial order on   is absolute between transitive models of ZFC2.
To ensure thatM[G↵] |= ccc( , ), we do need to check that   remains ccc inM[G↵]. For
this, recall that we assumedM[G] to satisfy ccc( , ). If this failed inM[G↵], there would
be an uncountable antichain of ( , ) inM[G↵]. This antichain would remain uncountable
inM[G] since our iteration uses ccc partial orders therefore preserving cardinals (see 5.10)
– a contradiction.
Recall from the construction that we chose  ↵ such that
>↵   ccc( ˘↵, ↵) ^ (ccc( ˘↵, 0) ! ↵= 0).
Since ( 0)G↵ =  and M[G↵] |= ccc( , ), we have ( ↵)G↵ = ( 0)G↵ = . Therefore in
M[G↵+1], we have a filter F ( , )-generic over M[G↵]. Further, D 2M[G↵], so F must
also intersect every set in D. We have found a D-generic filter on ( , ); M [G] indeed
satisfies MA .
To finish the proof, we recall that MA  implies 2!    . Thus in M[G], it holds that
2!   , and since 2< = , M[G] |= 2!  . We can conclude that
M[G] |= (2! = ) ^ (8(  < )MA ). ⇤
This finishes the proof for Con(ZFC) ! Con(ZFC + MA + ¬CH). Since MA +
¬CH implies that Suslin’s hypothesis holds (see Theorem 4.8), we can conclude that
Con(ZFC)! Con(ZFC + SH + ¬CH) does as well.
2See e.g. Ch. IV, §3 of [2], and note that "R is a partial order on X" is  0.
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5.3 Concluding remarks
To summarise, we’ve shown – or noted – the following consistency results:
• Con(ZFC)! Con(ZFC + ¬SH) (4.9)
• Con(ZFC)! Con(ZFC + CH), and thus
• Con(ZFC)! Con(ZFC +MA) (4.2.1)
• Con(ZFC)! Con(ZFC +MA+ ¬CH) (5.13), and as a consequence
• Con(ZFC)! Con(ZFC + SH)
We started by directly showing ¬SH to be compatible with ZFC. For the other half of
the independence proof, we covered CH and MA, noting their independence of ZFC. MA
was shown to be implied by CH, but we also found the conjunction MA + ¬CH to be
compatible with ZFC. The two assertions bring us to our goal by MA + ¬CH implying
SH.
The results can be generalised to higher cardinalities: the generalised Suslin Hypothesis
(GSH) proposes analogous qualities for linear orders of arbitrary uncountable cardinality,
and is as well independent of ZFC. Another generalisation is the Aronszajn tree, which
is an uncountable tree with no uncountable branches or levels (making every Suslin tree
an Aronszajn tree.) More generally, a -Aronszajn tree is a tree of size  with no 
branches or levels. For  > @1, the existence of -Aronszajn trees is undecidable in ZFC
– a thorough treatise on this and other tree related results can be found in [6], Chapter 7.
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Chapter 6
Appendix
6.1 The ZFC axioms
Following are the axioms of Zermelo–Fraenkel set theory with the axiom of choice.
Axiom of extensionality:
8x8y(8z(z 2 x$ z 2 y)! x = y)
Axiom of pairing:
8x8y9z(x 2 z ^ y 2 z)
Axiom schema of separation:
For any formula   with free variables among x, z, v1, ..., vn the following is an axiom
8x8v1 . . . 8vn9y8z(z 2 y $ (z 2 x ^  ))
Axiom of union:
8x9A8y8z((z 2 y ^ y 2 x)! z 2 A)
Axiom of powerset:
8x9y8z(8a(a 2 z ! a 2 x)! z 2 y)
Axiom schema of replacement:
For any formula   with free variables among A, x, y, v1, ..., vn the following is an axiom
8A8v1 . . . 8vn(8x(x 2 A! 9!y  )! 9B8x(x 2 A! 9y(y 2 B ^  )))
41
Axiom of infinity:
9x(; 2 x ^ 8y(y 2 x! y [ {y} 2 x))
Axiom of foundation:
8x(9y(y 2 x)! 9z(z 2 x ^ ¬9a(a 2 z ^ a 2 x)))
Axiom of choice:
8x(; 62 x! 9f : x!
[
x(8y(y 2 x! f(y) 2 y)))
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