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Abstract 
In recent years manufacturing enterprises are increasingly automated and coJlect and 
store large quantities of data relating to their products and production systems. This 
electronicaJly stored data can hold both process measures and hidden information, 
which can be very important when discovered. Knowledge discovery in databases 
provides the tools to explore historic or current data to reveal many kinds of 
previously unknown knowledge from these databases. 
Manufacturing enterprises data is complex and may include information relating to 
design, process improvement and limitations, manufacturing machines and tools, and 
product quality. This thesis focuses on issues relating to information extraction from 
engineering databases in general and from manufacturing processes in particular using 
their historical databases. It also addresses the important issue of how the process or 
the design of the product can be improved based on such information. 
Different data mining algorithms, their applicability in manufacturing engineering and 
their relevant application literature is reviewed. The important issues relating to the 
problems of data extraction, cleaning and transformation are also discussed. 
Methodologies are presented to supervise clustering and Association Rules. Existing 
algorithms are modified relating to clustering and rough set's heuristic algorithms to 
classify the data and extract the useful rules. In the end two generic methodologies are 
detailed to identity manufacturing process limitations and any relationships between 
different manufacturing parameters with the output dimensions of the product. Each 
methodology has been tested using case study data from complex manufacturing 
processes. 
Relations and associations between different dimensions of the products are 
considered to reveal elements that may be helpful in product design and the 
manufacturing production system's limitations. The results are then used to find the 
best possible production parameters. In the end, recommendations are given of how to 
share the discovered knowledge between different manufacturing facilities within and 
extended enterprises. 
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Chapter 1: Introduction and Motivations 
Chapter 1 
Introduction and Motivations 
Manufacturing industry must fully exploit all of its resources and learn from both its 
mistakes and triumphs if it is to continually improve and compete effectively in 
increasingly demanding international markets. The most valuable resource that any 
successful company has is its expertise (that exists in the form of information and 
knowledge about its products, processes and markets) and efficient and effective ways 
of exploiting this expertise, for example by learning from previous or operational 
experiences are therefore critical to future company success. Commonly 
manufacturing enterprises strive to survive in the market by increasing the quality of 
their products and by decreasing their prices. The competition in the market is so high 
that enterprises have to continuously improve their designs and introduce new and 
improved products in short time durations. 
Design and quality improvement is expensive both in terms of time and overhead 
costs, and the costs increase as engineering tolerances are decreased and become more 
difficult to achieve. Manufacturing engineers work hard to address this issue by using 
their engineering skills and statistical tools. There are many possible reasons for poor 
quality, including possible faults in the design of the new products or limitations of 
the manufacturing machinery and process or errors by the work force. The problem 
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can be any one or a combination of any of these or other more obscure causes. It can 
be very difficult to detect design or manufacturing limitations using traditional 
statistical tools, and therefore other tools and techniques need to be explored. 
In most current manufacturing facilities data is collected for several reasons, and in 
many cases it may be possible to reuse this data with advanced artificial intelligence 
(AI) and machine learning (ML) tools, which are increasingly popular and very 
successful these days because of the cheaper availability of improved computing 
power. Such tools can use online or recorded data from the past performance of the 
manufacturing process and from previous products and analyse it to identify any 
natural relationships, trends or governing rules that may be present among the 
different variables of the collected data. These relationships may reveal the true story 
of what is really happening through trends that may be invisible to the people working 
on the related processes. The use of AI techniques to search for unknown patterns and 
relationships is commonly referred to as data mining. This thesis will show how many 
versatile and comprehensive data mining tools can be adopted and used in 
manufacturing to identify problems that may be recorded, and hidden in existing data. 
Therefore, in addition to solving technical problems data mining can also be used to 
improve strategic and operational planning by looking into past business performances 
and behaviours of the manufacturing processes and the whole enterprise. 
The aim of this research is therefore to look deeply into the 
usefulness and applicability of available data mining tools in 
the manufacturing context, 
with the main objective being 
To develop workable and generic methodologies, for using existing 
data mining algorithms to identify valuable knowledge about the 
design of the manufactured products, manufacturing constraints or the 
limitations of the process capability. 
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Another important target of this research is to improve the control of a product's 
output dimensions through better understanding of their relationships with the 
manufacturing process variables. Hence further objectives of this research are:-
1. To Identify ways of controlling product output dimensions through 
data mining product Input values and manufacturing process 
variables. 
2. To Investigate the applicability and value of data mining In the 
context of quality assurance In manufacturing, and 
3. To Identify ways of discovering design or manufacturing 
capability constraints using data mining. 
Different data mining tools including Regression, Clustering, Decision Trees, Neural 
Networks, Rough Set Theory and Association Rules have been considered and 
investigated. However, this thesis will primarily focus on Association Rules and their 
related methodologies. These are discussed more deeply because their application in a 
manufacturing context is a major contribution of this research since no successful 
attempt has been made in the past to use Association Rules for controlling the 
manufacturing process output. This thesis also shows that a beneficial by-product of 
the developed methodologies is that data mining can also be a successful step and 
additional tool for the design of experiments techniques. 
All the work done and reported in this research has been applied and tested on Rolls 
Royce's Wide Chord Fan Blade (WCFB) manufacturing unit. The results of the 
research were analysed by the experts at Rolls Royce's manufacturing facility and 
were also validated on subsequent batches of product manufactured after the first data 
collection. 
1.1 Motivations for the Research 
Data mining tools are increasingly used in many industries, particularly in the 
banking, commercial and retail sectors, however their reported use in manufacturing is 
very limited [I]. At first sight, this slow acceptance may seem strange, since many 
3 
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areas of manufacturing routinely record large quantities of data, which may be 
appropriate for mining. However, further consideration shows that there are many 
reasons why the acceptance of data mining in manufacturing may not be as 
straightforward as it initially seems. 
The first reason for slow adoption relates to investment. The term Data Mining 
covers a very wide range of tools and techniques, and in most applications it is not 
immediately obvious which approach is most suitable and likely to produce the best 
results and rewards. Successful mining is often dependent on the skill and experience 
of the practitioners. Generally, manufacturing industry is under strong market 
competition and needs to see clear financial payback and future gain before investing 
in new tools and techniques. Hence new methodologies and approaches to reduce the 
risks and possibilities of failed or ineffective mining and increase the potential for 
• exploitation of the extracted knowledge are needed before manufacturing industry is 
likely to commit strongly to data mining approaches. 
A second major reason for low utilisation of data mining in manufacturing is due to 
the types and quality of data available. The experiences gained through this research 
have shown that many existing data mining algorithms cannot be immediately or 
routinely applied to existing manufacturing data, without substantial data cleaning and 
pre-processing. 
An important issue that restricts extensive use of data mining in engineering is that 
data collection tends to be manual rather than automatic, resulting in errors, 
incomplete and unclean data. Manual based collection systems increase problems of 
inaccurate and incomplete data, restricting the use of advanced tools for data analysis 
as resources are used up in cleaning the databases and data marts. Most technical 
experts in engineering believe that all the information relating to process and product 
problems can be found in the data, but they do not know "how" as simple statistical 
analysis gives only simple patterns and statistical results. Machine learning and 
artificial intelligence analysis tools are therefore needed to search for the more 
complex patterns and underlying relationships. 
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A few motivating factors for using data mining in engineering in general and in 
manufacturing engineering in particular are as follow 
I. Manufacturing enterprises routinely collect process and product data for audit 
purposes or to use it to determine the causes of any faults or problems using SPC 
or Six Sigma approaches but much of the data is not really analysed. 
2. Analysis of the whole data at once is not a usual practice in manufacturing domain 
unlike other areas such as banking, marketing and retail market data. 
3. Unlike banking and financial enterprises data is not always available for every 
single event although some advanced manufacturing systems record substantial 
details of their processes and products. 
4. Currently only limited use is made of historical production data to determine 
developing trends with different attributes or relationships between product and 
process. 
5. Generally feed back from the manufacturing facility to design is informal or 
limited in nature. 
6. It is normal to look for the causes of any specific problem at the terminal where it 
occurs instead of investigating any other reasons or responsible factors in the 
previous processes. 
7. Quality assurance systems work randomly on the process controlling parameters 
rather than obtaining limits for process variables responsible for the quality related 
problems. 
8. Manufacturing is process related so even when looking at product related issues it 
is valuable to examine the processes that the product has passed through. 
9. Generally manufacturing constraints information is available for any specific 
product's design but there is often no direct feedback from on going production. 
I 0. Conventional preventive maintenance and fault detection methods are time and 
resource consuming and mostly do not use historical information recording the 
relevant events. 
11. Solutions generated from one product line may be useful for other similar lines but 
generally little effort is put into inter and intra enterprise knowledge sharing of 
solutions. 
12. Design of the product is mostly based on the customer's or market demands but 
there tends to be limited information available about its manufacturability 
5 
Chapter 1: Introduction and Motivations 
especially when the engineering tolerances are very small and the shape of the 
product is complex. 
13. Any attempts made to find the effects of process variables on the quality of the 
products tend to be done using the expensive and time consuming techniques of 
Design of Experiments (DOE). 
6 
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Research Scope 
Data Mining has increasingly gained the attention of researchers and scientists 
throughout the last decade. There have been several very useful algorithms introduced 
and later modified for mining large volumes of data. Initially data mining was 
considered to be an extension of statistics and that is why it has been extensively used 
in banking and financial organizations. The usefulness of data mining algorithms soon 
gained the attention of other fields such as marketing, telecommunications, 
bioinformatics, insurance, fraud detection, and e-commerce. All these sectors have 
used the discovered information effectively to improve their services, processes and 
quality. 
Although little use of data mining has yet been made in engineering, the importance of 
data is well accepted and many data acquisition systems have been developed to 
record information about products and production systems. 
Manufacturing enterprises have used several quality assurance tools successfully to 
improve the quality of their products and production rates. Advanced statistical tools 
such as six sigma and black belt projects have been introduced to increase the quality 
of many products. Improvements up to certain quality limits are often not problematic 
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but further increases in quality beyond these limits can greatly increase the costs. It is 
also possible that some hidden limitations will prevent any further improvement. 
Detection of such hidden causes can consume significant amounts of resources and it 
may in fact be impractical to detect the true reasons for quality limitations by using 
traditional tools. 
2.1 Scope of Research - Issues 
2.1.1 Manufacturing Engineering 
The use of data mining applications in manufacturing engineering is a relatively new 
area. Most of the research done in the manufacturing sector has been focused on the 
semi conductor industry for fault detection and productivity improvement. By and 
large the research done has used decision trees, clustering and neural networks with 
the exception of certain other techniques for the knowledge discovery process. 
However there are large areas within the manufacturing domain that have been 
considered by researchers and practitioners for the use of data mining and these are 
fully explained and discussed in chapter 5 of this thesis. This previous work and the 
many factors enumerated in chapter I, indicate considerable scope for increasing the 
application of data mining in manufacturing. 
Generally the important goal of manufacturing processes is to create a perfectly 
manufacture-able design for a product and to produce the product according to the 
design. This core aim of the manufacturing process is very important, and all other 
activities are there to support it, to increase productivity and to decrease costs. 
The design improvement process of the product is usually based on customer feedback 
and this information might be collected using questionnaires and direct interviews. 
Aesthetic features and the usability of the product may be improved by design 
alterations but little consideration is given to how to exactly manufacture that product 
or part of the product within engineering tolerance [2). In some cases the 
manufacturing engineering team may not realize that there are certain design features 
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or combinations of features that cannot be produced exactly and in consequence 
efforts may be wasted by trying to make the product exactly according to the 
engineering design. This is the identification of process limitations, that is 
determination of what the process is capable of producing in terms of products that 
match each and every aspect from the design. This is an area of particular interest in 
the current thesis, and will be explored in chapters 8 and 9. 
Another important issue for manufacturing enterprises is how to improve the quality 
of the product i.e. to produce the product exactly within engineering tolerances and 
then further squeeze the tolerances. Six-sigma methodology is often used to achieve 
these goals of increasingly accurate products, by using statistical analysis of process 
and product data to determine areas where performance should be improved. The 
manufacturing process is then tuned to manufacture the product more precisely 
·. according to the design. In some case when the causes are unknown, expensive and 
time consuming design of experiments (DOE) techniques are used to identify the 
relevant manufacturing variables. If problem variables are identified then the results of 
DOE are used to control the output. Chapter 10 will explore the use of data mining in 
this context. 
2.1.2 Data Mining 
In recent years data classification has been done using clustering, decision trees and 
neural networks on manufacturing data (many references can be found in chapter 5). 
Original manufacturing data can be troublesome for several reasons, which are 
discussed in chapter 8. Hence alternative techniques are required and an investigation 
of existing and commonly used data mining techniques has therefore been undertaken 
during this research. New techniques and methodologies have been devised and 
investigated alongside techniques previously used and reported in the manufacturing 
domain. These new methodologies of data mining for engineering design and process 
constraint problems have been tested along with their scope of classification for 
different kinds of manufacturing engineering problems. 
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Keeping in mind the above issues, the following tasks have been undertaken to meet 
the objectives listed in chapter! 
I. Reviewing the past applications of data mining in manufacturing engineering 
databases with their results. 
2. Identifying of key areas in manufacturing where data mining is least/never 
applied. 
3. Developing methodologies to effectively use data mining algorithms for the 
defined problems, if any. 
4. Introducing some existing but previously unused data mining tools to design and 
manufacturing areas. 
5. Working on other practical methodologies that can be used efficiently as an 
alternative or supportive tool for design of experiments. 
6. Suggesting possible ways of sharing and exploiting discovered knowledge from 
different product design and manufacturing processes. 
2.2 Research Findings and Contributions 
The first stage of the reported research was to develop the theories of how to use data 
mining tools appropriately for manufacturing engineering databases. Figure 2.1 shows 
the research scope at a conceptual level. The manufacturing and data mining areas 
have been studied separately and also in combination. The research contribution areas 
are highlighted in black, and these lie in the overlapped regions of both of these areas. 
To achieve the objectives of this research, many practical case-study experiments have 
been carried out, using manufacturing process and product measurement data, with a 
range of data mining algorithms. This practical work was very important to develop 
theories of how to use data mining tools appropriately on manufacturing engineering 
databases. The experiences gained through the practical case studies have enabled 
methodologies to be determined for using a range of existing data mining algorithms 
in manufacturing contexts. The proposed methodologies address issues of data 
cleaning and pre-processing which are specific to manufacturing environments. In 
addition, new, generic methodologies for the use of Association Rules for the 
10 
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identification of product design errors and manufacturing constraints are also 
Research 
Scope 
Figure 2.1: Research Scope 
Manufacturing 
Engineering 
Product & Process Quality I 
Data Mining 
Clustering 
Decision Trees 
Regression 
Association 
Rough Set 
Data Mining In 
Manufacturing 
Research. 
Contribution 
proposed. Full details of the research findings, contributions and future work are 
given in chapter I I. 
The block diagram shown in figure 2.2 illustrates the different stages of research 
Analysis of 
_.., Different _.., 
available tools 
Conduct 
Identify _.., ~ Develop r+ Experimental- _.., Generalize Areas Theory and ion and Results Methodology Deduce 
Results 
Study the 
_.., Background, _.., 
Similar 
Applications 
Figure 2.2: Block Diagram of Research Stages 
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carried out to achieve the defined goals. 
2.3 Structure of the Thesis 
The thesis is divided into five main sections, as shown in figure 2.3. 
2.3.1 Basis 
This section contains two chapters. The first chapter is introductory, giving the 
research focus, objectives and motivations for the wider application of data mining in 
manufacturing. The second chapter discusses the scope of the research, identifies the 
areas of research contributions and explains the structure of the thesis. 
2.3.2 Tools Review & Experimental Tools 
This section is divided into two subsections. In the first subsection, well-understood 
and developed data mining tools and algorithms are discussed. The second subsection 
consists of chapter 4 which focuses on the main experimental tool used for this 
research i.e. Association Rule which has been used to develop two methodologies 
1. To extract product design information related to the process limitations, 
and 
2. To establish relationships between process variables and product 
dimension and determine how this methodology can be used as an 
additional or alternative tool in Design of Experiments technique. 
A further contribution of this research is that it also developed methods of supervising 
Association Rules and clustering. A methodology of finding the relevant cluster of a 
data point (zone strategy) and a modified heuristic algorithm are also proposed and 
applied during this research. 
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2.3.3 Literature Review, Data Mining in Manufacturing 
This section consists of chapter 5. It covers a wide variety of publications published in 
a varied range of journals, personal Web Pages, material found using 
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Figure 2.3: An Overview of the Thesis 
www.citeseers.com and other common search engines such as Google and Yahoo. 
This chapter gives an overview of the research work done in engineering in general 
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and in manufacturing engineering in particular, using data mining tools. This section 
is very important as it provides a view of the valuable and wide ranging research that 
exists in data mining in manufacturing and enables the contributions reported in this 
thesis to be set in context. 
2.3.4 Experimental Research & Case Study 
This section consists of five chapters, chapters 6-10. The first chapter in this section 
covers well developed data mining methodologies, CRISP-OM & SEMMA, used by 
researchers and practitioners in the field of data mining. As the whole research is 
based on an industrial case study, chapter 7 introduces the product and the details of 
the manufacturing process. Chapter 8 reports on several techniques, which were tried 
to classifY the available data and discover governing rules or patterns. A few 
interesting methodologies were developed and are reported in the same chapter. The 
last two chapters in this section cover the two generic methodologies developed for 
extracting useful knowledge as targeted in the research scope. These chapters also 
include the results of the research and individual research contributions. 
2.3.5 Conclusions & Future Research 
This section consists of chapter 11 which discusses the results of the research, their 
validity and additional areas where the research can be applied. This chapter also 
focuses on the extension of the reported research to share information in an extended 
manufacturing environment and introduces a networking model to store the 
knowledgebase and proposes this as a way forward for knowledge sharing between 
different projects and peoples in an extended enterprise. 
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Chapter 3 
Data Mining Tools 
About twelve years ago it was estimated that the amount of information is doubled 
every twenty months [3]. But due to the rapid increase in computing power and recent 
advancements in data acquisition systems it is more probable that information now 
increases much faster than it did more than a decade ago. These immense quantities of 
data offer huge potential but it is impossible to manually process such large amounts 
of data in the hope of discovering useful bits of knowledge. Scientists and researchers 
therefore started developing machine learning and artificial intelligence tools, which 
are more powerful than available statistical tools to analyse the big databases. Hence 
data mining started to emerge as a separate knowledge discovery tool. 
Data Mining's roots are in statistical analysis but its algorithms are much more 
innovative, faster and more advanced. In this chapter only selected algorithms 
considered of use in the reported research are explained with their higher-level 
implementation details for the manufacturing data. The details of other data mining 
tools are beyond the scope of this thesis so only introductory definitions of a few of 
them are given at the end of this chapter. Association rule is particularly important in 
this research and is discussed separately in chapter 4. 
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In this chapter regression, decision trees and rough set theory's heuristic algorithm for 
classification of the data and clustering are discussed in detail. The concept of 
supervising clustering for engineering applications is also explained. The 
implementation details of clustering, decision trees and rough set theory's heuristic 
algorithm are given in chapter 8. 
3.1 Data Mining 
Data Mining can be defined as the exploration and analysis by automatic or semi 
automatic means of large or small quantities of data in order to discover meaningful 
trends, patterns or rules. 
Data mining is a powerful new technology with great potential to help companies 
focus and work on the most important information in their data warehouses to collect 
hidden information residing in them. Data mining tools help in predicting future 
behaviours and trends, allowing businesses to make proactive, knowledge-driven 
decisions based on past experiences and knowledge obtained from the databases. The 
tools, automated methods, and prospective analyses offered by data mining move 
beyond the analyses of past events provided by retrospective tools typical of decision 
support systems. Data mining tools can answer business activity related questions that 
traditionally were too time consuming to answer and resolve. They dig into databases 
to look for hidden patterns, finding predictive information that experts may miss 
because it lies outside their expectations. 
The term 'data mining' is just one of several terms, including knowledge extraction, 
data archaeology, information harvesting, and even data dredging, that actually 
describe the concept of knowledge discovery in databases. It is defined as "non-trivial 
process of identifYing valid. novel, potentially usefol, and ultimately understandable 
patterns in data" [ 4]. 
The term knowledge discovery in databases (KDD) was formalized in 1989 in 
reference to the general concept of being broad and 'high level' in the pursuit of 
seeking knowledge from data. The tenn data mining has been used by statisticians, 
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data analysts and the MIS (management information systems) community, whereas 
KDD has been mostly used by AI and ML researchers. 
Data Mining is a small step of the overall process of knowledge discovery in database 
or KDD. The whole process can be divided into four iterative sub-stages as shown in 
figure 3.1. 
3.1.1 Data Cleaning 
Data Cleaning is a complex and time consuming task and requires substantial 
resources to be reserved for the whole data mining process. Cleaning can only be done 
when process and data details are understood properly. 
Pre-Processing 
Data Mining 
Transfonnation 
/Pre-processing 
,.----"! Data Selection 
Problem Definition 
(if any ... ) 
Figure 3.1: Data Mining Stages 
3.1.2 Pre-processing 
Most of the time not all the data is required for analysis and some times it needs to be 
converted into different formats depending on the type of the problem and data mining 
17 
Chapter 3: Data Mining Tools 
algorithm selected for use. The pre-processing stage requires some intelligent thinking 
of data transformation and also requires the data mining algorithm to be understood. 
Data transformation is not required in all data mining implementations but in most 
manufacturing engineering related applications data transformation becomes an 
essential part because of the different kinds of attributes and range of the values. 
3.1.3 Data Mining 
This is the stage where the data mining algorithm is implemented on the clean and 
transformed data. This step may require the use of several algorithms in order to 
obtain the desired results. Different data mining algorithms are detailed in section 3.2 
of this chapter. 
3.1.4 Result Evaluation 
As data mining is the discovery of understandable and useful patterns or results, all 
results need to be validated on the system from where the data was collected. The 
results can be presented in the forms of graphs, tables or rules. Therefore results are 
validated on the manufacturing system and if some errors are produced then the 
results should be fine tuned to generate more exact and reliable results. These results 
can be used on the current manufacturing system and stored for future reference or 
consultation. 
3.2 Data Mining Algorithms 
There are several advanced and complex ML and AI algorithms working under the 
kernel of knowledge discovery and data mining process. These algorithms have been 
presented in several data mining books such as [5], [6], [7], [8], [9], [10], [I 1]. 
A few of the main categories of data mining frequently used algorithms will now be 
discussed. 
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3.2.1 Regression 
Regression is a well developed statistics tool for prediction and data analysis. 
Statistical regression requires the specification of a function over which the data is 
fitted. In order to specifY the function it is necessary to know the fonns of equations 
governing the correlation for a data set. In other words regression is used to establish 
the relationship of a dependent variable and one or more independent variables. The 
general fonn for linear regression is Y = mX + c, where Y is the dependent variable 
that needs to be predicted, X is the independent variable that is used to predict Y, c is 
the intercept and m is the slope. The m and c are chosen to minimize the squared sum 
of the residuals [12-15]. This is a straight line equation to find the best fit among the 
data points by using the least square method to minimize the error between the actual 
data and the estimated line. The same methodology is used in non-linear or 
polynomial regression which try to fit a polynomial or other functions between the 
dependent and independent variables. 
Data Mining employs linear and non-linear regression from statistics, which are 
widely used for correlating data. Regression is considered to be a statistical technique 
but as it helps predict the future of the variables it also targets what data mining is 
required for predictive modeling [16]. 
From the perspective of AI and in accordance with [ 4] regression is learning a 
function that maps a data item to a real-valued prediction variable. There are many 
applications of regression, for example, predicting consumer demand patterns of the 
customers/consumers as a function of advertising expenditure and predicting the 
output dimensions of the product with the wear of the die used as the time log 
independent variable. 
3.2.2 Classification Tools 
Classification of data based on the decision attribute can result in the identification of 
useful rules that govern the data. There has been a tremendous amount of research 
done for new classification algorithms and to improve existing classification 
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algorithms to give reliable results in a minimum number of scans of the data because 
of the huge amounts of data that have to be processed in each scan. 
3.2.2.1 Decision Trees 
Decision trees are a popular and commonly used classification type of algorithm 
where classification is done by generating tree like structures that have different test 
criteria for a variable at each of the nodes and new leaves are generated based on the 
results of the tests at the nodes. This is one of the most widely used data mining tools 
in manufacturing enterprises to generate governing rules in the data. 
Decision Tree is a supervised learning system in which classification rules are 
constructed from the decision tree. It takes in a set of objects, the training data set, and 
builds the decision tree by partitioning the training set. Attributes are chosen based on 
the "information content" and "gain" to split the set, and a tree is built for each subset, 
until all members of the subsets belong to the same class. 
Decision Tree's ID3 and C4.5 algorithms were introduced by Quinlan [17, 18]. Most 
other algorithms (except for CHAID which is older than C4.5) are enhancements to 
C4.5. A very good survey was done by Murthy [19] in which he critically analysed 
most of the decision tree algorithms. 
It is important to understand the basic decision tree algorithm first before examining 
more advanced developments in the algorithm. ID3, stands for "Inductive 
Dichotomizer", and this is a non-incremental algorithm, which means that it derives 
its classes from a fixed set of training data. Incremental algorithms can revise 
developed concepts if necessary, using a new sample, but the decision trees ID3 
algorithm in contrast, is an inductive type where the specific classes once created by 
ID3 are expected to work for all future instances or data with the same dimensions. 
ID3 is a greedy algorithm, which constructs a decision tree in the top down recursive 
manner, and never checks back on its previous decisions. ID3 is an improved version 
of a Concept Learning System (CLS), as it includes a feature selection heuristic. The 
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CLS algorithm will therefore be discussed first and then the general 103 algorithm 
will be considered. 
Step l: 
If 
then 
If 
then 
All instances in training dataset C, are positive 
Create YES node and halt 
All instances in training dataset C, are negative 
create NO node and halt 
Otherwise select a feature, F with values v1, v2, ... v.and create a decision node. 
Step 2: 
Partition the training instances in C into subset C., C2, ... , c. according to the value of V 
Step 3: 
Apply the algorithm recursively to each of the sets C;. 
The important thing to note in the CLS algorithm is that the trainer (or expert) decides 
which feature to select. In contrast, in the 103 algorithm the feature selection step is 
done using information content and information gain calculations as shown in the 
algorithm below. 
103 algorithms work where the training data consists of discrete valued attributes, the 
set of candidate attributes i.e. attribute-list and is given below [9] 
Create a node N; 
If samples are all of the same class C, then 
Return N as a leaf node labelled with the class C; 
if attribute-list is empty then 
return N as a leaf node labelled with the most common class in samples; 
//majority voting 
select test-attribute, the attribute among attribute-list with the highest information 
gain; 
label node N with test-attribute; 
for each known value a; of test-attribute //partition the samples 
grow a branch from node N for the condition test-attribute= a;; 
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let Si be the set of samples in samples for which test-attribute= a1; !la partition 
if Si is empty then 
attach a leaflabelled with the most common class in samples; 
else attach the node returning by Generate_decision_tree(s1, attribute-list--test-
attribute); 
ID3 algorithms work out the best attribute in the training instances to separate the 
given example. If the selected attribute exactly classifies the training sets then ID3 
stops otherwise it recursively operates to determine the best possible attribute from the 
remaining possibilities until it exactly classifies all of them. 
Attribute Selection: 
Attribute selection is the main decisive factor during the building of the decision tree. 
The selection of the attribute is aimed at minimizing the depth of the tree so each 
attribute is tested against a metric or value called the information gain. This method 
helps in taking closest, on average, to the decisive attribute to split by indicating the 
highest value for that attribute compared with the others. 
Information Content is the quantity of weighted information gained for an attribute 
corresponding to the decision class variables present in the training data. It can be 
calculated on the basis of the probability of the possible outcomes as follows: 
If there are m different answers (classes),vi, each one having a probability p1 then the 
information content, I, will be, 
m 
I (pJ,pz, ... ,pm) = L- pilog 2 pi 
1=1 
If the decision tree node associated with a set of s examples, S, where the class label 
has m values defining classes C1, with si examples of each class (i = 1,2,3, ... ,m), the 
information content can be estimated as; 
- m • ·- m Sl SI I (SJ, sz, SJ, ... , Sm)- L- pdog2 p1-- L -log2 -
J;;l i==l s s 
Now let the attribute X have v different values [x1, x2, x3, ... , x,] and suppose the X 
attribute is used to partition the set of examples, S, into subsets [S1, S2, S3, ... S,), where 
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Sj contains the examples from S which have the value a1 for X. Now let sif be the 
number of examples of class C1 in subset Sj. Then the expected information based on 
the partition using X will be the sum of the multiples of the probability of choosing a 
branch and the information content of that branch summed over all v available 
branches or: 
In the above equation the information content of the branch is 
m 
I (SJj, Szj, ... , Smj) = L- Py log, Py where Pu= i.e. the probability that an 
i=l 
example in Sj belongs to class C1• 
The "information gain" by branching on X can be calculated as; 
Gain(AJ = I(s~, s2, ... , Sm)- E(A) 
Consider a very simple database of "model wooden pieces" below to elaborate the 
whole process of branching and the ID3 algorithm, 
TID Size Colour Shape Satisfied (Class) 
I B Yellow Rectangular Yes 
2 A Orange Triangular No 
3 A Orange Circular Yes 
4 c Orange Triangular No 
5 c Black Cylindrical Yes 
6 c Orange Cylindrical No 
7 c Black Cylindrical Yes 
.. Table 3.1: Sample data for Dectston Tree Example 
Now at the root node any of the three attributes i.e. size, colour or shape can be chosen 
first. First check the information content of the root node to see if it requires any split 
or not. (it is obvious from the class variable that there are 3 No and 4 Yes in the class 
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(satisfied) attribute so information content must have some values which will be 
greater than zero) 
I (3, 4) = -(3/7)log2(3/7)- (417)log2(4/7) = 0.9852 
Now consider splitting using any of the three attributes, e.g. shape, 
Shape 
(1,2,3,4,5,6,7) 
Rectangular Triangular 
(1)- Yes (2,4)-No 
Circular 
(3)- Yes 
Figure 3.2: Splitting the data using Shape 
Cylindrical 
(5,6,7)-? 
Now the information content of each of the resulting nodes is calculated. 
As Rectangular, Triangular and Circular shapes have only one output class, in the 
same node, so the information content is zero, 
!Rectangular= 1(0,1) = -(l/l)log2(l/l) = 0 
But for Cylindrical there are two yes and one no output class so the information 
content for Cylindrical is 
fcylindrical = 1(1,2) = -(1/3)log2(1/3)- (2/3)log2(2/3) = 0.9183 
And the expected information content of the daughter node will be, 
I 2 I 3 E(X) = -xO+ -xO +- x 0 + -x 0.9183 =0.3936 
7 7 7 7 
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The information Gain for Choosing Shape as the splitting node will be, 
Gain (Shape)= 0.9852-0.3936 = 0.5916 
In a similar fashion the Gain for other attributes, i.e. size and colour can be calculated 
and the output gain for these attributes is, 
E(Size) = 0.8571, Gain(size) = 0.1281 
E(Colour) = 0.4636, Gain (Colour)= 0.5216 
So for this specific example the Shape attribute has maximum gain and the algorithm 
will split the tree on Shape. Once the tree structure is developed, different leaf 
conditions of the tree are then translated into the governing rules for that specific 
output class. 
Problems with 103 
There are certain problems associated with the 103 algorithm like the unnecessary leaf 
extensions or bushy tree structure development due to noisy data. This problem can be 
handled either by getting rid of the noisy data at the data cleaning stage or by tree 
pruning techniques. 
There are two common techniques used for tree pruning. 
1- Prepruning Approach 
2- Postpruning Approach 
In the prepruning approach the tree building is halted by further splitting the nodes 
into leaves. The node where the tree structure is halted becomes the leaf of the 
previous node. Different measures can be taken into account such as information gain 
to decide when to stop further splitting of the tree structure. If the partitioning at the 
sample node results in a split, which is far below the defined threshold, then further 
splits can be halted. But finding the appropriate threshold value is a problem as a 
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higher threshold results in a tree that is too simplified and a lower threshold number 
will produce a bushy tree that requires further pruning. 
The postpruning technique works on the fully grown tree and removes the branches to 
simplifY the tree structure. It works on each of the final leaves to converge into the 
node, which becomes the leaf of the previous node and is labelled by the most 
frequent class of the former branch. The cost complexity pruning or postpruning 
algorithm [20], then calculates the expected error rate that results due to the subtree 
pruning from that node. The expected error rate is also calculated if the subtree is not 
pruned considering the weighting of each branch and after comparing the error rate 
the decision is made to either prune the tree or keep it. Later on after generating a set 
of progressively pruned trees an independent test is carried out to check the accuracy 
of each tree. Finally the tree, which minimizes the expected error rate, is preferred. 
There are several other algorithms developed for decision tree pruning. Details of such 
algorithms are out of the scope of this thesis. A good survey on all decision tree 
simplifYing algorithms done by Breslow and Aha [21] can be consulted if further 
information is required about tree pruning. 
3.2.2.1.1 Further Developments in Decision Tree Algorithms 
C4.5 was the starting point of a new and advanced era of decision tree algorithms. 
Many developments have been suggested in C4.5 dealing with different issues 
including incremental issues, scalability issues and parallel processing issues. CHAID 
[22], CART [20], FACT [23], CRUISE [24], QUEST (Quick, Unbiased and Efficient 
Statistical Tree) [25] are a few of the many examples in decision tree classification 
research work. Several incremental versions of decision tree algorithms have been 
proposed which include ID4 [26] and ID5 [27]. These algorithms work in cases when 
the new training data is given for training or classifYing the data. These incremental 
algorithms restructure the old tree rather than building the new tree based on the new 
training data. 
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Another important area of research in the decision trees was scalability of the decision 
trees. Important algorithms concerning this issue include, SLIQ (Supervised Learning 
In Quest) [28], SPRINT [29] and BOAT [30]. 
The SLIQ algorithm is designed to classify large training datasets. It uses a pre-sorting 
technique in the tree-growth phase, which helps in avoiding costly sorting at each 
node. SLIQ keeps a separate sorted list for each continuous attribute, called the 
attribute list and a single memory resident list called the class list. An entry in the 
class list corresponds to a data item, and has a class label and name of the node it 
belongs to in the decision tree. An entry in the sorted attribute list has an attribute 
value and the index of a data item in the class list. SLIQ grows the decision tree in 
breadth-first manner. For each attribute, it scans the corresponding sorted list and 
calculates information gain I entropy value of each distinct value of all the nodes in 
the frontier of the decision tree simultaneously. After the information gain I entropy 
values have been calculated for each attribute, one attribute is chosen for a split for 
each node in the current frontier, and they are expanded to produce a new frontier. 
Then one more scan of the sorted attribute list is performed to update the class list for 
the new nodes. 
3.2.2.2 Rule Induction 
Rule induction is the extraction of useful rules from the data in the form of 
IF ... THEN. Rules can also be extracted using the decision tree algorithms and they 
can also be extracted without tree building. Rules from the decision trees can be 
extracted using paths from the root to the leaf node. Each attribute value pair along a 
given path forms the IF part of the rule and the leaf node holds the class prediction 
forming the rule's THEN part. Rules from the decision tree or inducted directly from 
data are much easier to understand by the human brain then a complicated tree 
structure or very large data set. 
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3.2.2.3 Rough Set Theory 
Zdzislaw Pawlak introduced Rough Set Theory in the early 1980's [31, 32]. Rough set 
theory is a classification tool. It works with discrete variables so if the data is in the 
form of continuous value attributes then it should first be transformed into discrete 
value attributes. 
Rough set is based on the set approximation methods or establishment of equivalent 
classes with the given training data. The data sets within the training data that form an 
equivalent class are indiscernible i.e. the data entries or samples are the same in a11 the 
attributes defining that class. But in the real world this does not always happen, as 
there is always a possibility of undistinguished classes existing that are based on the 
attributes. Rough set can be used to approximately or roughly define such classes. 
For example considering the data given in table 3.2 showing the two attributes, 
applied pressure and the die temperature of the blow moulding machines and the 
decision attribute which is the surface finish. 
Inside Air Pressure Die Temp. Surface Finish 
Xi 4-6 250 Good 
X2 4-6 105 Bad 
X3 7-9 120-125 Bad 
X4 7-9 120-125 Good 
xs 10-12 126-225 Bad 
X6 4-6 126-225 Good 
X7 10-12 126-225 Bad 
Table 3.2: Sample Data for Rough Set Theory 
Table 3.2 shows that records XJ, X4 are indiscernible from their attribute values. The 
rough approximation for the given class C (shown in the enclosure) can be 
Figure 3.3: Rough Set Approximations 
Upper Approximation 
ofC 
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approximated in two sets, a lower approximation of C is the interior of the above 
figure and the upper approximation of C shown by the out closure in the above figure. 
The lower approximation set has the same surface finish output i.e. 'Bad' for all the 
attributes present in its sample whereas for the upper approximation there is an 
ambiguity about the output, since the indiscernible records, X3 and X4 produced 
different surface finish output. 
Another important use of Rough set theory is to reduce the dimensions of the data by 
indicating those attributes, which do not effect the indiscernibility relation present in 
the data. The rejected attributes are redundant since their removal cannot have any 
adverse effects on the classification of the data. There are usually several sets of such 
attributes and those with minimum number of attributes are called "reducts". Finding 
such reducts is very important for analyzing very large databases using any of the 
available data mining algorithms as the time required for analysis reduces 
considerable when working only with reducts. 
Rough set theory's classification algorithm called MD-heuristic, developed by 
Komorowski et al [33], can be used on smaller sized databases and can handle 
Boolean class output to exactly classifY the data or to find the lower approximation 
sets. This classification can be used to extract governing rules for the output class 
variables. Some fundamental concepts of this MD-heuristic algorithm will now be 
explained through a simple example, before the details of the algorithm are given. A 
slight modification of the heuristic algorithm and its application are given in detail in 
chapter 8. 
Consider the decision system shown in Table 3.3. In order to discretize the data it is 
necessary to determine any appropriate partitioning point between the continuous 
variables. These partitioning points will then help in classifYing similar data points 
from the rest of the data. These partitioning points are called cuts. 
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X a b d 
Tl 1.6 4 I 
T2 2 I 0 
T3 2.6 6 0 
T4 2.8 2 I 
T5 2.8 4 0 
T6 3.2 6 I 
T7 2.6 2 I 
Table 3.3 
Cut: A cut is the exact centre of the two continuous values of any attribute arranged in 
ascending order in the data. For example the data of the attribute "a" arranged in 
ascending order will be, 
1.6, 2, 2.6, 2.8, 3.2 
and the cuts of "a" will be, 
cut_at: 1.8 
cut_a2: 2.3 
cut_a3: 2.7 
cut_a4: 3 
Similarly for variable "b" the data in ascending order will be 
I, 2, 4, 6 
and the cuts for variable "b" will be 
cut_bt: 1.5 
cut_b2: 3 
cut_b3: 5 
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The data must be classified based on the decision values given in column d of the 
above table, therefore according to the heuristic a matrix X* is built based on the 
output class as shown below. Each entry of the cuts in the table is based on the 
assumption of whether or not the cut lies between the two data values of the two 
transactions shown in the first column. If the cut value is between these two variables 
then it is assigned I otherwise 0, 
X* cut_ a I cut_a2 cut_al cut_lL! cut_bi cut_b2 cut_bl 
Tl,T2 I 0 0 0 I I 0 
Tl, T3 I I 0 0 0 0 I 
Tl, T5 I I I 0 0 0 0 
T4,T2 0 I I 0 I 0 0 
T4,T3 0 0 I 0 0 I I 
T4,T5 0 0 0 0 0 I 0 
T6,T2 0 I I I I I I 
T6, T3 0 0 I 0 0 0 0 
T6, T5 0 0 0 0 0 0 I 
T7,T2 0 I 0 I I 0 0 
T7,T3 0 0 0 0 0 I I 
T7, T5 0 0 I 0 0 I 0 
Sum 3 5 6 2 4 6 5 
.. Table 3.4: DeciSIOn System Matrix to determme the cut classifymg maximum vanables 
Now the column with maximum sum is deleted with aU rows having "I" in them, as 
that column is classifying the maximum objects of data. This means that this cut is 
classifying maximum data points. In this example cut_a3 and cut_ b2 have the 
maximum sum. If cut_al is taken as the required output, the resultant matrix will be:-
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X* cut_ a I cut_a2 cut_l4 cut_bi cut_b2 cut_b3 
Tl, T2 I 0 0 I I 0 
Tl,T3 I I 0 0 0 I 
T4,T5 0 0 0 0 I 0 
T6, T5 0 0 0 0 0 I 
T7, T2 0 I I I 0 0 
T7, T3 0 0 0 0 I I 
Sum 2 2 I 2 3 3 
.. Table 3.5: Decision System Matrix to detenmne second cut 
Once again any of the columns with maximum sum can be taken i.e. cut b3 or cut bz. 
- -
So lets take cut_ b3, 
X* cut_ a I cut_a2 cut_l4 cut_bi cut_b2 
Tl, T2 I 0 0 I I 
T4, T5 0 0 0 0 I 
T7, T2 0 I I I 0 
Sum 1 1 1 2 2 
.. Table 3.6: Decision System Matnx to determme third cut 
Again lets take cut_ bz as maximum classifying cut then the remaining matrix will be, 
X* cut_ai cut_a2 cut_l4 cut_bi 
T7, T2 0 I I I 
Sum 0 1 1 1 
.. Table 3.7: DeciSion System Matnx to determme fourth cut 
Finally, for the last cut, any of the three cuts with sum value "I" can be taken, so take 
it as cut_ a2, 
The data point and the cuts are shown in the figure 3.4. Here it is clear that the cuts 
discovered by the MD-Heuristic algorithm exactly classify the data points into similar 
classes. The same algorithm can also be applied to three or multidimensional data for 
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its classification. But in order to classify the data in more than two classes different 
methods have been tried and are discussed in chapter 8. 
The MD-Heuristic Algorithm will now be examined with a few examples of the 
extracted rules. 
3.2.2.3.1 MD·Heuristic Algorithm 
Step I: Construct the table X* from X (shown in Table 3.3) such that set B =X* 
Step 2: Chose a column from B with the maximum sum or maximum occurrence of 
"1" 
Step 3: Delete column resulted in step 2 and all the rows having "I" in that column. 
Step 4: IfB is non-empty then repeat step 2 and 3 else stop. 
b 
6 ,-
5 
4. j-
3 
1.5 -
X ul" 
X "0" 
J , I, 2.3 1.0 2.0 
X X ul" 
.. , 
X "0" 
X X "1" 
.. , 
a 
2.7 ,I, 3.0 
Figure 3.4: Data Classification using Cuts determined by Heuristic Algorithm 
Now based on the output of the heuristic algorithm simple rules can be generated 
using the cut values as the variables in the IF statement and the Boolean output in the 
THEN statement. 
33 
For example 
IF (2.7>"a">2.3)&(0> "b">3)THENd=l 
IF (2.7>"a">2.3)& "b">5THENd=O 
3.2.3 Neural Networks 
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Neural Networks work on the same principles as the neurons of a human brain. They 
have the ability to learn, remember, forget and match similar patterns. Neural 
Networks are widely used in the AI community for discovering patterns in the data 
and for data classification. Their data classification capability is used in mining large 
databases. However, they have been applied successfully in only a few applications 
that involve classification because they require more time for processing than other 
classification algorithms. This time, called training time, varies depending on the 
number of training cases, the number of nodes in the network and the setting of the 
learning algorithm's parameters. There have been several kinds of neural networks in 
use including back propagation, feed forward, Kohonen's self organizing maps etc 
[34, 35]. The construction of a Neural Network varies from network to network. A 
simple network may consist of an input layer, a hidden layer and an output layer. In 
multi-layer networks there can be more than one hidden layers depending on the 
requirements. The cells of the layers or neurons are associated with weight factors, 
which actually remember the information. 
One of the advantages of neural networks is that they can handle data on which they 
have not been trained so they are very flexible in their applications and data 
classification compared with the decision trees, which are limited to their training 
data's set patterns and always search for the same patterns in the data. But the big 
disadvantage of neural networks is that they sometimes fail to converge and hence fail 
to classify the data. 
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3.2.4 Clustering 
Clustering is an unsupervised data classification technique worked by grouping data 
points, which are similar to each other but are different from the other data points in 
other groups/clusters or from noisy data [36, 37]. 
Cluster analysis has been studied for more than 40 years as an applied statistical 
technique and used in many disciplines [38, 39]. Clustering is a very general concept 
and applies the natural ability of the human mind for making groups of things, which 
are similar to each other but different from others during its learning process which is 
acquired since childhood. That is why children start understanding the difference 
between animals and plants and then differences between different animals and so on. 
Clustering is a useful technique that can be applied to a variety of problems. In 
business it can be used to distinguish between different kinds of customers and in 
medicine it can classifY different patient groups. In engineering it can be used to 
classifY different output products based on the manufacturing variables, as will be 
explained in chapters 8. 
In the data mining field, research has been focused on finding effective and efficient 
clustering methods for very large datasets. Efforts are being focused on scalability 
from small-scale to large-scale problem handling, effectiveness of clustering, different 
types of data, handling noisy data and handling complex multidimensional data and 
cluster shapes. 
3.2.5 Clustering Algorithms 
Clustering algorithms can be divided into five main categories as listed below and are 
shown in figure 3.5. 
Hierarchical Methods 
• Agglomerative Algorithms 
• Divisive Algorithms 
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Partitioning Methods 
• Relocation Algorithms 
• Probabilistic Clustering 
• K-medoids Methods 
• K-means Methods 
• Density-Based Algorithms 
I - Density-Based Connectivity Clustering 
11 - Density Functions Clustering 
Grid-Based Methods 
Clustering Algorithms Used in Machine Learning 
• Gradient Descent and Artificial Neural Networks 
• Evolutionary Methods 
Algorithms For High Dimensional Data 
• Subspace Clustering 
• Projection Techniques 
• Co-Clustering Techniques 
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The most important of these clustering techniques are hierarchical and partitioning 
techniques. Therefore only these two are explained below with brief details. 
3.2.5.1 Hierarchical Methods 
In hierarchical clustering the clusters are built in the form of a dendrogram or a tree 
structure. It is divided into two further subclasses, Agglomerative Algorithms and 
Divisive Algorithms. These two types of clustering algorithms were first introduced 
by Kaufman and Rousseeuw [36]. Agglomerative hierarchical clustering starts from 
36 
Hierarchical 
Met ___ s 
Agglomerative Divisive 
Relocation 
Algorithms 
Algorithms Algorithms 
Probabilistic 
Clustering 
Partitioning 
Methods 
K-medoids 
Methods 
Chapter 3: Data Mining Tools 
Grid-Based Clustering Algorithms For 
Methods Algorithms Used in High Dimensional 
Machine ming D ta 
Gradient Descent Evolutionary 
and Artificial Methods 
Neural Networks ;=;:_-t----, 
Subspace Projection Cc-Clustering 
Clustering Techniques Techniques 
K-means Methods Density-Based 
A/go ilhms 
Density-Based 
Connectivity 
Clustering 
Density Functions 
Clustering 
Figure3.5: Types of Clustering Algorithms 
the bottom considering each data point or node as the individual cluster and then starts 
merging them together to form larger clusters until one final cluster is formed 
covering all the data points or until it satisfies any termination criteria or condition. 
The merging of the smaller clusters into larger clusters is based on some merging 
conditions such as average Euclidean distance between the objects in two clusters. 
Divisive Hierarchical Clustering is exactly the reverse of the agglomerative clustering 
and it starts from the top level having one large cluster and then starts subdividing it 
into small sections until each object or data point will become its own cluster having 
only one point. 
A further development to hierarchical clustering to improve the clusters quality was to 
integrate the hierarchical clustering with non-hierarchical clustering methods. An 
example of such a technique is, "Balanced Iterative Reducing and Clustering Using 
Hierarchies" or BIRCH introduced in [ 40] which in the first phase used hierarchical 
clustering using a clustering feature tree or CF tree and then used another method such 
as k-means clustering. Another important method of performing hierarchical 
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clustering is by linkage analysis or by nearest neighbor analysis such as, "Clustering 
Using REpresentatives" or CURE [41] and CHAMELEON [42]. Further details of 
these methods can be found in the respective articles. 
3.2.5.2 Partitioning Methods 
Partitioning methods are one of the most widely used clustering methods in the data 
mining community. In partitioning methods all the n data points are divided into k 
partitions (k !> n) called clusters. These partitions have some optimizing criteria called 
the similarity function for example distance which makes all the objects within a 
partition similar to each other and different from the other clusters or partitions. 
Partitioning methods have several different kinds of algorithms as listed above but the 
most important and widely used are k-means, k-medoids and density based 
partitioning methods. In the reported research k-mean clustering [39, 43] was used in 
the technique of partially supervised clustering that will be explained in chapterS, and 
therefore further details are now given ofk-mean clustering. 
The K-Means clustering algorithm was first proposed by MacQueen [44]. This is one 
of the most widely used clustering algorithms for scientific and industrial applications. 
The algorithm works in a very simple way. Initially it assigns k objects randomly as 
the centres or means of the k cluster. The rest of the objects are assigned to these 
objects based on the similarity, such as distance, to these k objects. When all the 
remaining objects are assigned to different clusters then the new mean of the clusters 
formed is determined and again the process of reassigning of all the objects is done 
until there is no further change in the centres or means of the clusters or the 
termination criteria is met which is normally the squared error calculated according to 
the following equation. 
Where E is the sum of the squared error for all the data points or objects in the 
database, x is the point under consideration in the two, three or multidimensional 
space depending on the number of variables of the objects, and mi is the means of 
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cluster C,. This condition or criteria makes the resulting k clusters compact and 
separate from other clusters. 
One of the problems with k-means and k-medoids algorithms is the requirement of 
feeding in the number of partitions k before the algorithm starts. So most of the time it 
works on a trial and error basis to find the appropriate number of clusters or otherwise 
initially a rough idea of the number of clusters can be made using hierarchical 
clustering before proceeding fork-means or k-medoids clustering. 
3.2.6 Genetic Algorithms 
· This is one of the most recent methodologies used as a data mining tool. It is an 
optimization technique to find the best possible solution and can be used for 
classification purposes. Genetic Algorithms [ 45] attempt to incorporate the idea of 
sexual reproduction in which the genes of two parents combine to form those of their 
children. When it is applied to problem solving, the basic premise is that it can create 
an initial population of individuals representing possible solutions to the problem. 
These members have different characteristics, which make them fit or unfit for the 
population. The members which are comparatively more fit survive and have higher 
probability of mating than the less fit members, to produce offspring that have a 
significant chance of retaining the desirable characteristics of their parents. Rules are 
initially generated at random, which represent the solution to the problem. Then pairs 
of rules (usually the strongest rules are selected as parents), like Darwin's theory of 
evolution, are combined to produce offspring for the next generation rules. The three 
genetic operators reproduction, crossover and mutation processes are used to 
randomly modify the genetic structures of some members of each new generation. The 
system runs for several generations or times to produce the next set of rules. The 
process is terminated when an acceptable or optimum solution is found, or after some 
fixed time limit and finally the most suitable or appropriate generation or solution is 
gained. 
Genetic algorithms are mostly used for problems that require optimisation with 
respect to some computable criterion. The quantity to be minimized is often the 
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number of classification errors on a training set. Large and complex problems require 
a fast computer in order to obtain appropriate solutions in a reasonable amount of 
time. The availability of high-speed computers makes it easier to mine large data sets 
using genetic algorithms. 
3.3 Conclusion: 
This chapter covers the most widely used tools for data mining that have been 
considered in this research project except for Association Rules, which will be 
discussed in the next chapter. These tools were developed and used in the early age of 
data mining and have subsequently been refined and modified with the passage of 
time as computing power and storage capacity increased and is still increasing at a 
tremendous rate. The tools discussed are not designed specifically for any particular 
problem and can therefore be tried for any kind of knowledge exploration process 
from the historical data. As explained in chapter 5, researchers and practitioners have 
used the different data mining tools explained in this chapter for knowledge discovery 
processes. 
Regression analysis is a very common statistical tool used for a wide range of 
applications. It is a good tool to build predictive models but has limitations for 
building a very accurate model unless the model exactly fits the past data. 
Data Classification tools are most commonly used tools in data mining and they can 
also be useful for engineering applications as detailed in chapter 5. Data classification 
can be used to find good or bad product data clusters, which helps in identifying 
engineering problems. The data classification may fail to converge successfully 
therefore the classification tools as explained in this chapter may fail to produce any 
good results. 
Other tools like Neural Networks, Support Vector Machine (SVM) and Genetic 
Algorithms can produce good results but there is equally a chance of not giving very 
clear patterns. It is therefore necessary to do simple data analysis on a sample data to 
see if there are any patterns emerging in the dataset. After sample data analysis using 
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available data mining tools the right tool can be selected for the extensive search of 
the patterns or model building for the whole database. 
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Chapter4 
Association Rules 
4.1 Introduction 
Association Rule is one of the tools of a knowledge discovery process to find the 
relationships or affinity between different attributes of the provided data. This 
technique was initially used to analyse the market basket data of retail business such 
as Wal-Mart, Boots, Tesco and Sainsburys etc., so that Association Rules find out 
which products are bought together or in other words the buying habits of the 
customers. Initially the data mining community only used Association Rules in this 
specific area. Therefore in the literature most of the applications of Association Rules 
are found relating to market basket analysis for assistance in helping marketing 
campaigns, floor placing and inventory control, and attached mailing in direct 
marketing [46]. But gradually researchers and practitioners realized that the technique 
could be applied in a broader context and used in different areas of marketing, fraud 
detection in medical insurance, decision analysis and business management [9]. 
Agrawal, Imielinski and Swami proposed Association Rules in their AIS (Agrawal 
Imielinski Swami) Algorithm in 1993 [47]. The Apriori Algorithm [48] was proposed 
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by Agrawal in his second paper on Association Rules in 1994. The Apriori algorithm 
caught the attention of the whole data mining community because of its ability to 
quickly find associations between different attributes within the data. Therefore in 
recent years most of the research on Association Rules has been based on the Apriori 
algorithm. Further details about different algorithms to reduce the computation time 
and space of the Apriori are detailed in section 4.3.2 of this chapter. An Association 
Rule discovers how one attribute is related with another attribute or items by finding 
the items appearing in the same records/transaction or in other words the relationship 
can be discovered by finding the frequent itemsets appearing in the database with 
more than a defined threshold value of support and confidence. 
An Association Rule is made up of two parts called the antecedent and the 
consequent. The rules are typically shown with an arrow from the antecedent towards 
the consequent, since it indicates or measures the affinity of the antecedent towards 
the consequent. Discovering Association Rules is a two-stage process. In the first 
stage all the frequent item sets are found using Association Rule algorithm and in the 
second stage the rules are extracted from those frequent item sets which have a 
defined confidence limit. 
4.1.1 Important Definitions 
It is useful to understand a few basic terrninologies and definitions before Association 
Rules are discussed in detail. These definitions need to be consulted during the rest of 
the chapter, as these terms will be used frequently to explain the Association Rules. 
4.1.1.1 Association Rule 
Let I = {I~, I2, I3o ... Im} be the set of items and T = {t1, t2, tJ, ... t.} represent the 
transactional database, where ti = {lu, I12, 113, ... I1k} and Iy e I. If X, Y are the subsets 
of I, called the itemsets then Association Rule will be an implementation of the form 
X::::> Y such that X 11 Y = 4> [47]. 
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4.1.1.2 ltemset 
Any set of items in a transaction is called an itemset. For example the items purchased 
in a supermarket in one transaction will be an itemset or alternatively a tuple of 
dimensions of a product can be an itemset. 
4.1.1.3 Support 
Support is a very important measure in assessing the Association Rule extracted from 
the data. The support indicates the percentage of the data, which contains both the 
antecedent and consequent of the Association Rule. 
For the Association Rules X => Y, support can be defined as the number of 
transactions or percentage of transactions in T, that contain both sides of the rules i.e. 
X u Y or this can be expressed as; 
support (X=> Y) = P(X v .l? 
4.1.1.4 Confidence 
Confidence is the percentage of the support of both antecedent and consequent 
together to the support of antecedent or the left side of the rule. 
Confidence can be defined as the ratio of number of transactions that contain X u Y 
to the number of transactions that contain X for the Association Rule X => Y. It can 
be written as, 
Sunport(X U Y) 
conjidence(X => .l? = .-. = P(Y I X)) 
Support(X) 
4.1.1.5 Lift 
Lift is the ratio of support of the rule to the ratio of the supports of antecedent and 
consequent. For an Association Rule X=> Y lift can be defined as; 
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Lift(X ==? l? = Support(X u Y) = Confidence(X ::::> Y) 
Support(X)Support(Y) Support(Y) 
If the value of lift is more than I then it shows that Y is more frequent in those 
transactions where X is also present than those that do not have X. 
4.1.1.6 Leverage 
Leverage is the difference between the observed support of a rule and the support that 
would be expected if the two were independent [49]. 
It can be written as, 
Leverage(X ::::> Y)= Support(X ::::> Y)- Support(X) * Support(Y) 
4.1.1.7 Chi Square 
Chi Square is a non-parametric test of statistical significance for bivariate tabular 
analysis. It can be used to check the quality of the discovered Association Rules. The 
chi squared significance test takes into account both the presence and the absence of 
items in sets which makes this test a much better measure than support or confidence 
measurements for the discovered Association Rules. The details can be found in 
Appendix -A 
4.2 Association Mining 
Market basket analysis actually focuses on customer's buying habits and its results 
help the supermarkets to promote combinations of products appropriately and also to 
arrange their shelves to provide as much convenience to their customers as possible. 
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For example, if an 
association is found, e.g. 
if a customer buys cake 
then s/he will buy the 
candles as well, then it is 
easier to conclude that 
candles should be put 
somewhere near the 
, Q Transaction 4 
~~~~ . Transaction 3 ~W~ ~ ~.r. Transaction 2 
.~.,-.i If~ ~-.r.. Transaction 1 
.,.,i ~i 
·~~ 
cake's isle so that Figure 4. I: Market Basket Transactions 
customers could find 
them easily. Similarly a relationship like beer implies to nappies suggests that nappies 
should be visible from the beer isles so that customers do not forget to pickup the 
nappies as well. 
It is interesting to see how association rules work to discover frequent itemsets. This is 
shown in the following simple example where different items are named as A, B, C, 
D, E, F and G. 
Example (Market Basket) 
Consider the following retail store 
example. There are ten transactions in the 
database shown in table 4.1. These 
transactions show different items that are 
purchased together by different customers 
and they will be used to find any kind of 
association that exists between these items 
T.ID Items 
I A,B,H 
2 B, I, F 
3 B,E 
4 A,B,I 
5 G,E 
6 B,E 
7 A,E 
8 A,B,E,H 
9 A,B,E 
10 G, E, I, F 
Tabie4.1: TransactiOnal database 
or items that are bought together more frequently. It is necessary to set a minimum 
acceptable frequency of the itemsets say 20%. This means that only combinations of 
items that occur with a frequency of at least 2 for the itemsets in the whole 
transactions will be considered. In order to analyse this data it is useful to understand 
the Association Rule's Apriori algorithm proposed by Agrawal [48]. 
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4.2.1 Apriori Algorithm 
Let 
'D' is transactional database 
'ms' is minimum support 
'L' frequent itemsets in D 
's' subset of frequent itemset 
'c' candidate i temset 
L1 = find first frequent itemset (D); 
for (k=2; Lk-1., q>; k++) { 
Ck = apriori_gen(Lk-1, ms); 
for each transaction t E D {//scan D for counts 
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C1 =subset (Ck, t); //get the subsets of t that are candidates 
for each candidate c e C. 
c. count++; 
} 
Lk = {c E ck I c.count ;>: ms} 
I I Subroutine 
apriori_gen(Lk-h ms) /I L,_,: frequent k-1 itemsets 
for each itemset it e Lk-1 
for each itemset [z e Lk-1 
} 
if(lt[l] = h[l] 1\ lt[2] = !)[2]" ... /\ /1[k-2] = /z[k-2]" /1[k-l] = /z[k-1]) then { 
c = /1 [><] [z; //join step: generate candidate 
ifhas_infrequent_subset(c, Lk.1) then 
delete c;//prune step: remove unfruitful candidate 
else add c to Ck; 
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11 Subroutine 
has_infrequent_subset(c, Lk-1) // c:candidate k-itemset, L,_,:frequent (k-1) itemsets 
for each (k-1) subsets s of c 
ifs ~ Lk-l then 
return TRUE; 
return FALSE; [9, 48] 
The Apriori algorithm takes the transactional data and returns all the frequent itemsets 
that are present in the data with at least the minimum defined support. The subroutine 
Apriori_gen takes frequent (k-1) itemsets and minimum support and makes all the 
possible combinations from those by joining them. It returns the candidate itemsets for 
the next iteration. 
An important property of the Apriori algorithm is that, "all nonempty subsets of a 
frequent itemset must also be frequent" and this assumption is used in the 
"Apriori_gen" subroutine, by calling the has_infrequent_subset subroutine. All the 
subsets of the possible combinations from the joining step are checked for the 
minimum support or presence in the previous frequent itemsets in this subroutine i.e. 
"has_infrequent_subset". If all subsets are found to be frequent then the combination 
is also frequent otherwise it is not 
Once the frequent itemsets are found then extraction of Association Rules is very 
simple. According to the Apriori property all the subsets of the frequent itemsets are 
also frequent therefore Association Rules are made of all of the subsets of the frequent 
itemsets. Association Rule for all the subsets 's' of a frequent itemset '/'will be of the 
forms~ 1-s. A flow chart for the Apriori algorithm is shown in the figure 4.1. 
The transactional data given in table 4.1 is scanned to find the first frequent itemsets. 
The output is shown in the table 4.2 with counts of each itemset The next step is to 
ignore those itemsets, which do not have the required support (the support is set to 
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20% or 2 for this example). The infrequent itemsets (in this case none) are then 
deleted, leaving the frequent itemsets shown in the table 4.3. 
Stagel: Data Scanning for L1: Stage2: Joining & Pruning: 
•Scan the Data to find support S of each item 
• 
•Use Lt_.f><l 4.1 to generate candidate K- ~ itemsets 
•Compare with Minimum Support 
•Get the first Frequent ltemset L1 
•Use A priori property to prune the infrequent 
itemsets I 
+ 
Stage3: Frequent Itemsets: 
•Scan the database to find the support of each 
itemset 
•Use Apriori property to prune the infrequent 
itemsets I 
Condition: No 
•Is Candidate itemset =Null 
Yes 
StageS: Association Rule: Stage4: Generating Frequent Itemsets: 
•Detennine the Association Rules from the •Generate all subsets of each non empty 
frequent itemsets L using subsets in the fonn frequent itemsets L. 
of s:::::> L-s 
Figure 4.1: Apriori Algorithm flow diagram 
In the next step all the possible combinations are made from the frequent itemsets of 
table 4.3 and are shown in the table 4.4 with their frequency in the given transactional 
database. These itemsets have many infrequent itemsets, which are removed. The 
output of the frequent itemsets L2 after pruning the infrequent itemsets is listed in table 
4.5. The next set of frequent itemsets generated from L2 is shown in table 4.6. All the 
possible combinations from itemsets in table 4.5 are checked using Apriori property 
by checking the frequency of the subsets of the possible combination. Only those 
itemsets are listed in table 4.6 whose subsets are all frequent and present in table 4.5. 
This will finally result in the frequent itemsets shown in the table 4. 7 as no further 
combinations can be made where all subsets are frequent. 
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Cl Item set 
{A} 5 
{B} 7 
{E} 7 
JF} 2 
{G} 2 
{H} 2 
{I} 3 
Table 4.2: I" Possible Combmat10n 
H2 Itemset 
{A,B} 4 
{A,E} 3 
fA;+}- + 
{A,H} 2 
, () 
, () 
{B,E} 4 
{B, I} 2 
_{8, H} 2 
, () 
, + 
_-fB;-fr_ + 
, + 
{E, G} 2 
rn.m. + , 
-fi,lil () 
-fl;-Gt + 
{I, F} 2 
, () 
, () 
rr> _In + , 
• nu Table 4.4. 2 Possible Combma!ions 
H3 ltemset 
{A, B, E} 2 
{A,B,H} 2 
• rl Table 4.6. 3 Possible Combmat10ns 
Using Apriori Property 
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Ll ltemset 
{A} 5 
{B} 7 
{E} 7 
{F} 2 
{G} 2 
{H} 2 
{I} 3 
Table 4.3: I 81 Frequent 1temset 
L2 ltemset 
{A,B} 4 
{A, E} 3 
{A,H} 2 
JB,E} 4 
{B, I} 2 
{B, H} 2 
{E,G} 2 
nu Table 4.5: 2 Frequent 1temsets 
L3 Items et 
{A, B, E} 2 
{A,B,H} 2 
• ru Table 4.7. 3 Frequent 1temsets 
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These frequent itemsets can then be used to extract the possible Association Rules. 
There could be many possible associations present in the data. These Association 
Rules are, 
A~B 
B~H 
B~E 
A&B~H 
A&B~E 
etc. 
Therefore using the Apriori algorithm frequent itemsets can be discovered and hence 
the Association Rules are determined. It is always likely that a large number of rules 
will be discovered and that these will include many useless rules. In contrast, 
algorithms that result in only a few rules can miss many important rules [50]. In order 
to get good quality rules some kind of filtration is required. A measure of lift and 
leverage help in determining the interesting rules, and using Chi Square to determine 
which rules are poor and should be rejected ensures reliable results. The rule filtering 
method will be discussed in detail in the rule quality section of chapter 9. 
So far in this chapter, the basic Apriori algorithm has been discussed and 
demonstrated on the market basket data. The history and development of Association 
Rules will now be examined and areas where benefits can be gained from this 
technique in the manufacturing domain will be considered. 
4.3 History and Developments in Association Rule 
Algorithms 
It is interesting to survey the research done on Association Rules mining in the data 
mining domain. Data mining involves very large databases, which could be from 
megabytes to gigabytes or terabytes and historically most of the research done on 
Association Rules has focused on how to enhance the performance of the algorithm 
and get the results in minimum time. The Association Rules algorithm generates 
numerous rules therefore some research has also focused on methods to extract only 
useful Association Rules. 
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In order to extract the rules from the database, the data need to be scanned several 
times to identify the frequent itemsets. Scanning the whole very large database again 
and again, and the combining and pruning stages consume a lot of time and memory 
space [51). Therefore people have proposed different methods to accelerate the 
working of the A priori algorithm. 
There are two main categories of development of Association Rule mining algorithms. 
One branch can be categorized as sequential algorithms and the other as parallel 
algorithms. 
4.3.1 Sequential Algorithms 
4.3.1.1 AIS AI gorithm 
This was the very first algorithm proposed by Agrawal [ 4 7] in 1993. The algorithm 
discovers the qualitative rules with only one item in the consequent side. During its 
implementation this algorithm makes multiple passes over the entire database to scan 
the whole transactions to find out the frequent itemsets. During the first scan the 
algorithm determines the support of each individual item. Only those items, having 
frequency equal or more than the minimum frequency, are kept for extension to 
produce the next collection of itemsets. In the second scan the frequent items are 
extended with the other items in the transactions to generate new candidate itemsets, 
arranged in lexicographic order. After generating the candidate itemsets their 
frequencies are determined along with the duplications and those itemsets having 
frequencies less than the minimum support are pruned out. 
The AIS algorithm has several problems. It generates too many candidate itemsets 
which are later pruned out as being less frequent [48]. Also the data structure required 
to maintain the large number of candidates is not defined. 
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4.3.1.2 Apriori Algorithm 
Agrawal [ 48] developed the Apriori algorithm in I 994. This algorithm initiated an 
extensive research area in market basket data analysis. Apriori Algorithm is a great 
achievement in the history of mining Association Rules [52]. The details of this 
algorithm were given in section 4.2.1. 
After the Apriori algorithm was unveiled most of the subsequent research has been 
targeted on increasing the efficiency of the algorithm. A few of the proposals are 
enumerated below. 
4.3.1.3 Apriori Tid 
This algorithm was proposed by Agrawal [ 48] in the same paper in which he proposed 
the A priori Algorithm. The A priori-Tid algorithm used the apriori_gen function to 
find the candidate itemsets before the pass begins. Unlike Apriori where the entire 
database is scanned in each pass to count support, Apriori-Tid uses an encoding of the 
candidate itemsets used in the previous pass denoted by !dt to find the support instead 
of scanning the whole database. Each member of the !dt consists of two parts. The first 
part is the transaction id and the second part is the set of itemsets. Each item in the 
transactional database is conceptually the first itemset. Large itemsets L1 are found 
using minimum support threshold from Q1 and from L1 the next candidate set of items 
C2 is generated as shown in the following example. 
TID Items r---r-------------~ TID 
100 A, H, I IOO 
200 B,H,E 200 
300 A,B,H,E 300 
400 B,E 
Table 4.8: Database 
Itemset Support Items et Support 
A} 2 fA,B} I 
B1 3 lA, m 2 
m 3 fA, E} I 
-{E} 3 m, m 2 
Table 4.10: L1 fB,ID 3 
fH,E} 2 
Table 4.I I: C2 
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TID Set of Itemsets Items et Support 
100 I {A, H}} _{A,H} 2 
200 { {B, H), {B, E), {H, E)} {B, H) 2 
300 {{A, B}, {A, H}, {A, E}, {B,E} 3 
{B, Hl, {B, E}, {H, Ell 
400 IlB, E}} {H,E} 2 
Table 4.12: !:a Table 4.13: L2 
TID Set of itemsets 
200 { {B, H, E)} 
300 { {B, H, El} 
Table 4.15: ~ 
I Itemset 
{{B, H, E)} 
Support 
2 
Table 4.16: L3 
Fork> I, ~is generated by finding the itemsets present in Ck-1 in the transactional 
database. There is always a chance for higher values of k that the itemsets from Ck-1 
may not be found in the transaction, which will reduce the number of transactions in 
~hence ultimately reducing the number of transactions to scan by the algorithm. This 
technique makes the algorithm work faster to generate frequent itemsets. 
4.3.1.4 Apriori Hybrid 
The Apriori Hybrid algorithm is a combination of two algorithms, i.e. Apriori and 
Apriori-Tid algorithms. In the earlier passes the Apriori algorithm is used whereas in 
the later passes the A priori-Tid algorithm is used to take advantage of its fewer 
numbers of scans of the transactional database. But switching between the algorithms 
involves some cost. For larger databases the Apriori Hybrid algorithm performs better 
than the A priori algorithm except where switching occurs at the very end of the passes 
[53]. 
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4.3.1.5 Hash Based Techniques 
Hash based techniques studied by Park et al [51]reduce the size of the candidate k-
itemsets, for all K> I but especially when k=2. During the scan of the data to count the 
frequency of each of the items a hash tree is generated to count the 2-itemsets during 
the same scan. In this step a hash tree is built on the fly for the purpose of efficient 
counting. The Hash Tree algorithm generates hash buckets where it stores the itemsets 
using the hash function h(x, y) =((order ofx) * 10 +(order ofy)) mod n (here n=7 is 
used in the example). The algorithm during the scan checks if the item set already 
exists or not. If yes then the count of the itemset is increased otherwise a new bucket 
is created with a count of one. In this way at the end the buckets with minimum or 
higher support will give all the highly frequent itemsets. This technique reduces the 
number of candidate itemsets examined in order to generate 2 frequent itemsets from 
the data. 
Hash based technique can better be understood by considering this simple example. 
TID Items Order CJ Frequency 
I ABI 1 {A} 2 
2 AHI 2 {B} 2 
3 BI 3 .{HJ 2 
Table 4.17: 4 {I} 3 
Table 4.18: 
Making a hash table. 
Bucket {HI} 
Contents {AI} {BI} {AH} 
{AI} {BI} {AB} {AH} 
Count I 2 2 1 3 
Bucket 0 I 2 3 4 5 6 
Address 
Table 4.20: Hash Table 
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4.3.1.6 Transaction Reduction Technique 
The basic idea behind this technique is that if a transaction does not have a frequent k-
itemset then it would not have any (k+l)-frequent itemsets. It is therefore useless to 
consider such transactions during the scan of the data and searches for these 
transactions can be eliminated hence saving the time spent in scanning for such 
transactions. The techniques of transaction reduction were discussed in [54]. 
4.3.1.7 Partitioning Technique 
This technique was suggested by Savasere et al [55] in 1995. The partitioning 
algorithm reduces both CPU time and 110 overheads requiring only two scans of the 
database. This algorithm works in two phases. In tbe first phase the whole database is 
divided into n non-overlapping partitions. All the frequent itemsets within these 
partitions, called local frequent itemsets are determined. Where a partition p is p s:;; D, 
D is the database, and any two different partitions p1 and pj are non-overlapping if, 
p,npj=rA andi;'j. 
If the minimum support for transaction in D is ms, then the minimum itemset support 
count for a partition is, ms • the number of transactions in that partition. 
These local frequent itemsets may or may not be frequent in the entire database D. But 
there should be at least one local frequent itemset, in any of the partitions, and this 
will be frequent with respect to the entire database D. 
In tbe second phase all the local candidate frequent itemsets are combined to form the 
global candidate frequent itemsets and the data D is scanned again to find the support 
of all the global candidate frequent itemsets to finalize the global frequent itemsets. 
4.3.1.8 Sampling Technique 
Sampling is another technique to speed up the Apriori to find all the candidate 
frequent itemsets (56]. In this technique a sample data S is picked randomly from the 
main database D and then the frequent itemsets are searched in S instead of D. This 
technique produces efficient results with little trade off of accuracy. A sample size is 
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chosen so that it can be manipulated in the computer's main memory quickly or more 
efficiently. All the frequent itemsets are determined in the sample database S. As there 
could be a chance that some frequent itemsets may be missed due to sampling 
therefore a lower support is set for the sample database. This will help to include more 
items in the frequent itemsets. After determining the frequent itemsets the whole 
database is scanned to find the global support of each of the itemsets. 
4.3.2 Parallel Algorithms 
There are many algorithms proposed for parallel Association Rule mining. The 
parallel algorithms are classified in two categories, i.e. data parallelism and task 
parallelism. There are many fast algorithms proposed for data parallelism and task 
parallelism techniques but here only initially proposed basic algorithms are listed in 
detail. 
4.3.2.1 Data Parallelism- CDA (Count Distribution Algorithm) 
CDA algorithm was proposed by Agrawal [57]. The databases are divided into n 
partitions for n processors. CDA works in three stages. In the first stage local support 
of the local frequent itemsets is found. In the next step, all processors exchange the 
local support of all candidates to find out the global support of the candidate itemsets. 
In the third step, global large itemsets are found and the next set of candidates are 
generated. The Count Distribution Algorithm keeps on repeating these three steps 
until no further candidates are found. 
In 1995 Park [58] modified the CDA into PDM(Parallel Data Mining) in which he 
introduced the hash technique to prune the candidate itemsets. In this technique, 
during the kth pass the local count in the hash table fork+ Jth itemset is exchanged in 
addition to the local count of the kth itemset. 
Other data parallelism algorithms are Distributed Mining Algorithm [DMA] proposed 
by Cheung in 1996 [59] and Common Candidate Partitioned Database [CCPD] 
proposed by Zaki in 1996 [60]. 
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4.3.2.2 Task Parallelism- DD (Data Distribution Algorithm) 
In the data distribution algorithm [57] the database as well as the candidates are 
partitioned among different processors in a round robin way. This algorithm works in 
three stages as well. Initially each process counts its candidates given to it in parallel 
with other processors using its local database partitions. In the next phase each process 
broadcasts its database partition to the other processors and receives from other 
processors. After receiving the other processors partitions it scans those database 
partitions to get the global support count in the whole database. In the last stage, each 
processor determines the large itemsets in its partition, and exchanges information 
with the other processors to find the large itemsets globally and then generates the 
next itemsets. These itemsets are then distributed among the processors for the next 
stage until no more candidates can be generated. 
Eui-Hong Han [61] proposed Intelligent Data Distribution (IDD) in 1997 which was 
an improvement in DD. He used a simple intelligent system in the first partitions by 
distributing the candidates across the processors with same first item. Therefore each 
processor has to check only those subsets which begin with one of the items assigned 
to the processor. 
The HPA (Hash-based Parallel Mining) algorithm proposed by Shintani [62] uses a 
hashing technique with the same hash function to compute all the candidates. In the 
continuation of the task parallelism Zaki in 1997 [63] proposed a set of algorithms 
named Parallel Association Rules (PAR) algorithms. Details of these algorithms can 
be consulted in the above reference. 
It is clear that the early valuable but inefficient Apriori Algorithm has evolved 
significantly and can now be applied using a variety of fast and efficient parallel 
algorithms, if the database size is significantly large. 
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4.4 Conclusion: 
This chapter detailed association rules, its history and emergence of the Apriori 
algorithm. This tool produced very successful results for extracting information from 
the Rolls Royce data as will be detailed in chapter 9 and I 0. Association Rules have 
not previously been used in this context for engineering databases but the research 
reported in this thesis will show that they are simple to use and can produce good 
results. Two types of problems are addressed in this thesis one relates to the process 
capability and the other to discover the reasons for faulty products. Association Rules 
proved to be simple in application and powerful enough to produce results quickly and 
reliably. The outcome can be tested using statistical tests like chi-square before the 
final conclusion of the responsible factors of the faulty products or process limitations. 
It is therefore concluded that trying Association Rules before testing any other data 
mining tools may save time and effort. Especially for engineering applications where 
analysts are trying to discover the relationships between one entity and other entities 
Association Rules can be applied. 
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Chapter 5 
Data Mining Applications in Engineering: 
A Review 
5.1 Introduction 
A critical question addressed by this research is whether data mining can enable 
manufacturing industry to better exploit knowledge that may lie hidden in their 
existing large databases and data warehouses. Spiegler [64] reviewed two models of 
knowledge. The first model is well-known and it follows a conventional hierarchy and 
transformation of data into information and knowledge with a spiral and recursive way 
of generating knowledge. The other presents a reverse hierarchy where knowledge 
may appear before data and information processing. 
Data are routinely recorded from almost all the processes of a manufacturing 
organisation such as product and process design, material planning and control, 
assembly, scheduling, maintenance and recycling etc. Automated and semi-automated 
data processing using data acquisition systems rapidly increases the size of the 
enterprise's databases. The idea of finding patterns in manufacturing, design, business, 
or medical data is not new. Databases have been processed for finding existing 
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relationships within the data since the beginning of statistics, and traditionally, this 
was done by skilled analysts. As data mining emerged, researchers and practitioners 
started applying this technology in different areas such as banking, finance, retail 
market, marketing, insurance, fraud detection, scientific and engineering data etc. to 
discover any hidden relationships or patterns. 
The use of AI in engineering in general and in manufacturing in particular started in 
late 1980s (65, 66]. The scope of these activities, however, has recently changed. The 
advancement in data acquisition systems and successful development of storage 
technology at cheaper rates, and research & development in machine learning and 
artificial intelligence tools have enticed researchers to move forward towards 
discovering knowledge from databases (KDD). In the recent past data mining has 
been successfully applied for these purposes in many areas of manufacturing. 
There is an emerging need for data-oriented knowledge discovery techniques in many 
fields of industry especially in the manufacturing sector. Manufacturing companies, 
their subcontractors and companies in the supply chain record millions of transactions 
through their data acquisition systems during the product life cycle. These data can be 
analyzed to identify hidden patterns in the parameters that control manufacturing 
processes or the quality of products. The main advantage of data mining is that the 
required data for analysis can be collected during normal operation of the 
manufacturing process being studied. In this case it is not necessary to do expensive 
experimentation or introduce additional processes for data collection. 
In manufacturing the use of data mining techniques explicitly started at the beginning 
of 90s [ 67, 68] and gradually it advanced by receiving attention from the whole 
community. Different areas in manufacturing engineering are now using the advanced 
techniques of data mining to explore hidden knowledge, for example it is used in 
preventive maintenance, fault detection, design, production problems, quality 
assurance, scheduling, decision support systems etc. 
This chapter presents a comprehensive overview of the relevant data mining 
applications in manufacturing engineering especially in the areas of production 
processes, control, maintenance, resource planning, engineering design etc. The 
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remainder of the chapter briefly describes associated manufacturing enterprise 
applications where data mining is applied to extract knowledge for improvement. The 
challenging area of data mining system integration is also approached. Finally, the 
conclusions and future research directions outline the progress made by the ongoing 
research related to the manufacturing control and quality improvement. 
5.2 Data Mining Methodologies for Manufacturing 
CRISP-DM (Cross Industry Standard Process for Data Mining), So!EuNet (Data 
Mining and Decision Support for Business Competitiveness: A European Virtual 
Enterprise), Kensington Enterprise Data Mining (Imperial College, Department of 
Computing, London, UK), Data Mining Group (DMG), and SEMMA (Enterprise 
Miner) have established methodologies, and developed languages and software tools 
for the standardization of industrial application of data mining. However most of the 
products focus on the data mining algorithm implementation and application 
development rather than on the ease-of-use, integration, scalability and portability. 
Several integration aspects are still neglected as shown in [69], although Neaga and 
Harding [70, 71] present a holistic approach of a wide range of data mining 
applications suitable for manufacturing enterprises. The application of data mining 
techniques is mainly directed to identifying strategic and operational requirements, 
which can be used to set long-term objectives for performance improvement. The 
areas of manufacturing enterprise design, engineering and re-engineering, information 
modeling and the suitability of applying data mining techniques in order to use the 
previous knowledge, and information about enterprise are dealt with in [70, 71]. 
The research of Neaga and Harding presents a framework for the integration of 
complex enterprise applications including data mining systems [69, 72]. These 
approaches include the definition and the development of a common knowledge 
enterprise model, which represents a combination between the previous projects on 
manufacturing enterprise architectures, and Object Management Group (OMG) 
models and standards related to data mining. 
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5.3 Relevant Data mining Applications in Engineering 
This review is focused mostly on the industrial applications or case studies of data 
mining in engineering or closely related fields, from the late 1980's to date. 
The temporal stacked area chart in figure 5 .I shows the work done in different 
application areas of engineering. It clearly indicates the current trends of the industry 
towards applications of data mining. Especially since the beginning of the new 
century people have started to focus on solving their problems using their historical 
databases. The areas like manufacturing operations, fault detection, engineering 
design and decision support systems have gained the attention of the research 
community, although there is still substantial potential in these areas. The other areas 
like maintenance, layout design, resource planning and shop floor control require even 
more attention and further exploration. 
In each of the following subsections a time series progress figure has been provided 
Data Mining in Engineering 
No. of Papers 
o Material Properties 
• Resource Planning 
D Shop Floor Control 
D Concurrent Engineering 
• Layout Design 
D Scheduling 
• Maintenance 
DCRM 
• Decision Support 
•Ouality 
o Design Engineering 
o Fault Detection 
• Manufacturing 
FigureS.!: Temporal Stacked Area Chart Showing History of Applications of Data 
Mining in Different Areas in Manufacturing Enterprises. 
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for quick reference of the development or data mining implementation history in the 
particular area. 
5.3.1 Engineering Design 
Engineering design is a multidisciplinary, multidimensional and non-linear decision 
making process where parameters, actions, components and so on are selected. This 
selection is often made on historical data, information and knowledge. It therefore 
seems to be a prime candidate area for data mining applications and although as yet 
only a few papers have been found reporting applications of data mining in design 
engineering, as figure 5.4 shows, this has been an area of increased activities in recent 
years. 
Sim and Chan [73] developed a knowledge based expert system for rolling element 
bearing selection in engineering design. They used heuristic knowledge supported by 
manufacturers catalogue to obtain an optimal decision. The input temporal data for 
design sift through the knowledge base to arrive at the final design specification. 
Kusiak et a/ [74] proposed algorithms to match the features of the product to predict 
the similar output. They applied rough set theory for prediction, which helped in cost 
estimation. Ishino and Jin [75] used data mining approach for knowledge acquisition 
in design from the data obtained through observing design activities using a CAD 
system. They developed a method called Extended Dynamic Programming to extract 
the knowledge. Romanowski and Nagi [76] proposed a design system which supports 
the feedback of the data mined knowledge from the life cycle data to the initial stages 
of the design process. Giess et a/ [77, 78] used data mining on manufacturing and 
assembly database of gas turbine rotor to determine and quantity relationships 
between the various balance and vibration tests and highlight critical areas. This 
knowledge can then be fed back to designer about the tolerance and can be used for 
the future design of components. They used decision tree in the initial stage to 
determine appropriate areas of investigation and to identity problems with the data. In 
the next stage they used an artificial neural network to model the data. Hamburg [79] 
used data mining technique to support product development by analysing global 
environment aspects, market situation, strategy, philosophy and culture of the 
manufacturing and customer behaviour. They used a decision tree on the enterprise 
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data to integrate these in product development. Romanowski and Nagi [80, 81] used a 
data mining approach for forming generic bills of materials (GBOMS), entities that 
represent the different variants in a product family and facilitate the search for similar 
design and configuration of new variants. By combining data mining approaches such 
as text and tree mining in a new tree union procedure that embody's the GBOM and 
design constraints in constrained XML, the technical difficulties associated with a 
generic bill of material are resolved. 
[73] [74] [77] [70] 
1~ 1~ 1m 1~1~1m 2~w~ ~ 
I I I I I I I I I I ........ ....._,I__."""'TI----.-1-'--,I ....... .......,I__."""'TI----.--'--.-..J......,I+• Engineering Design 
1987 1989 1991 1993 1995 1997 1999 2001 2003 2005 
[75][76] [78] [80][81] 
Figure 5.4: A Time Line Diagram for Research and Applications of Data 
Mining in Engineering Design 
5.3.2 Data Mining in Manufacturing 
Data mining has already become a powerful tool to exploit information from existing 
large databases [82] and manufacturing enterprise data warehouses [70, 71, 83]. It is 
now receiving attention from different fields of industry to take advantage of the 
versatility and deftness of its different algorithms and techniques. 
Data collection in manufacturing organizations is common but its use tends to be 
restricted to a few applications. Advanced AI and ML tools used in data mining 
provide excellent potential to better control the manufacturing systems, especially in 
complex manufacturing environments where detection of the causes of problems is 
difficult. 
Semiconductor manufacturing is complex and faces several challenges relating to 
product quality, scheduling, work in process, cost reduction, reducing queues at the 
workstations, fault diagnosis etc. To overcome these problems several methods and 
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systems such as Rule Based Decision Support Systems (RBDSS) [84], CAQ [85], 
Knowledge Acquisition from Response Surface Methodology (KARSM) and GID3 
[86] or generalized 103, a decision tree algorithm for fault diagnostics and decision 
making have been developed and used. Gardener and Bieker [87] showed substantial 
savings in the manufacture of semiconductors by applying decision trees and neural 
networks to solve the lower yielding problems in the wafer manufacture. Sebzalli and 
Wang [88] used principal component analysis and fuzzy C-means clustering on data 
collected from a refinery catalytic process to identity operational spaces and develop 
operational strategies for the manufacturing of desired products and to minimise the 
loss of product during product change. Four operational zones were discovered, with 
three for product grade and the fourth region giving high probability of producing off-
specification product. Lee and Park [67] used self-organizing maps and Last and 
Kandel [89] use information fuzzy networks for the quality checks and extracted 
useful rules from their model to check the quality of the products. Andrew Kusiak 
[90] proposed a rule structuring algorithm that can handle data from different sources 
to extract rules, which is very helpful in semiconductor manufacturing. This algorithm 
forms relevant meta structures for semiconductor applications and enhances the utility 
of extracted knowledge. Dabbas and Chen [91] proposed to consolidate and integrate 
data from different semiconductor manufacturing sources into one consolidated clean 
database to generate different factory performance reports. Their method can be 
further exploited to use data mining to extract information from these reports. 
Different data mining tools that can be used for yield improvement in integrated 
circuit manufacturing (IC) are discussed in [92]. The data mining tools are discussed 
in the perspective of improvement or acceleration of the yield improvement during the 
manufacturing phase. Another successful application of a sophisticated data mining 
algorithm is reported by Fountain et a/ [93]. They used a Naive Bayes probabilistic 
model for their theoretic decision making approach to optimise testing of dies (!Cs 
still in the wafer form) during a die-level functional test. Their results show a 
substantial savings in testing costs and hence the overall costs compared with other 
testing policies. such as 'exhaustive', 'package all' and 'Oracle'. 
Lee [94] has discussed and suggested several principles towards a knowledge base 
factory environment based on the data collected over several stages of the 
66 
Chapter 5: Data Mining Applications In Engineering: A Review 
manufacturing related processes. A comparative study of implicit and explicit 
methods to predict the non-linear behaviour of the manufacturing process, using 
statistical and artificial intelligence tools was done and discussed by Kim and Lee 
[95]. 
In manufacturing enterprises one of the interesting areas of research has been 
discovering the optimal machining parameters to minimise the machining errors such 
as tool wear, tool breakage and tool deflection, which could results in slower 
production rates and increase in costs. Park and Kim [96] reviewed different 
techniques based on CAD systems, operation research and AI to determine the 
optimal solutions to these errors and for online adaptive control using knowledge base 
expert systems. Other different knowledge based systems have also been proposed in 
[97] for mining of condition interpretation of tools and quality of the products. 
Chen et a/ [98] used data mining in hyperspace to find material properties. They used 
MasterMiner to build their hyperspace data mining model, which uses n principle 
factors or most relevant variables and builds a mathematical model to determine the 
solution equation in n dimensional space for a specific material property. This 
technique is very useful in chemical and material industry where different variables 
affect one or more properties of the material or chemical reaction. 
Maki and Teranishi [99] [I OO]developed an intelligent system in Hitachi for online 
data analysis using data mining techniques. Their system used a rule induction 
algorithm to extract rules using an automated data mining engine and deliver the 
results to the users using the intranet, so that whenever they want they can check the 
results. Larry Adams [I 0 I] analysed different software that can be used to mine a 
factory's data and compared the features of information sharing. Shahbaz's [83] 
integrated data mining model is the next level knowledge sharing when once the data 
is mined then this relevant data and data mining results can be shared within the 
factory and outside to the other sites using a neutral data format. Shahbaz et a/ used 
association rules for product design improvement [102] and used supervised 
association rules for controlling the product dimensions by controlling the process 
variables [103, 104]. Their methodology can be used as an alternative to design of 
experiments methodology. 
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Gertosio and Dussauchoy [I 05) have used linear regression analysis to determine and 
establish the relationships between different truck engine test variables and their 
performance. Their simple methodology shows up to 25% saving in the test process 
time. A method to reduce the component testing time before assembling them is 
proposed by Yin et a! [106). They used genetic algorithms and rough set to work out 
on the past test data to determine the optimal test criteria which substantially reduce 
the overall testing time. Another successful application of a regression model is 
presented in [I 07] to predict the performance of the knurling process and the quality 
of the knurls. They showed similar results by using both regression and neural 
networks. 
An interesting work has been done by Mere et a! [I 08) to determine the optimal 
mechanical properties of galvanised steel by using clustering and neural networks. 
They used clustering in the first instance and then they used neural networks to those 
clusters to predict the mechanical properties of the steel. 
[85] 
[102] [103] 
[104] [105] 
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Figure 5.2: A Time Line Diagram for Research and Applications of Data 
Mining in Manufacturing 
5.3.3 Decision Support System 
Knowledge is the most valuable asset of an organisation. The decision makers make 
confirmed decisions based upon a combination of judgement and knowledge from 
various departments. Decision support and knowledge management and processing 
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are interdependent activities in many organizations. Ideally, ail the relevant 
knowledge should be put forward before making a decision. Knowledge discovery 
process of data mining helps in obtaining this information. The knowledge extracted 
from databases can be used to integrate with the existing expert system. Gerbot [I 09) 
used fuzzy logic and possibility theory to compliment the decision support system to 
modify the scheduling. Koonce et al [ 110) used data mining to help engineers in 
understanding the behaviour of the industrial data. They developed a software tool 
called DBMine implanting Bacons algorithm, Decision trees and DB learn. They used 
it to find patterns in job shop scheduling sequences generated by genetic algorithm 
[ill). Caskey [112) developed a general environment for providing the right 
knowledge at the right time. They used GA and neural network in identifying the 
structure of the data. The knowledge extracted was in the form of "actual control 
applied~ performance obtained" and the knowledge generated can be used to 
increase the accuracy of the system or validate the performance model. Kusiak [I 13) 
used data mining to support the decision making process. Different data mining 
techniques are used to generate rules for the given manufacturing system. An 
appropriate subset from these rules are then selected, which represents the control 
signature of the manufacturing enterprise. The control signature is a set of feature 
values or their ranges that leads towards an expected output. Kusiak [114] used rough 
set theory to determine the association between control parameters and the product 
quality in the form of decision rules and generated the control signature from those 
rules. Lee and Park [ 115] presented an agent based customer centric electronic 
commerce model in a make to order semi conductor manufacturing environment. 
They used data mining for a decision support system providing a set of 
recommendations reflecting domain knowledge. Knowledge based systems can be 
used to enhance the application range of simulation. They can be used to provide the 
necessary statistical knowledge required to take any decision in scheduling and 
rescheduling in manufacturing operations. Syemeonidis et al [116) used data mining 
techniques to make the enterprise resource planning (ERP) system more versatile and 
adaptive. They integrated the knowledge extracted in companies selling policies. 
Huang [117) presented an agent based system for knowledge management focused on 
the decision support of modular and collaborative product design and manufacture. 
They used data mining techniques to discover knowledge using a neural network for a 
decision support system. 
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Bolloju et al [ 118] suggested an interesting approach for integrating decision support 
systems and knowledge management processes across organizations using knowledge 
discovery techniques such as OLAP. Based on this approach, a general framework has 
been proposed in order to develop enterprise decision support systems by defining 
and using model marts and model warehouses for structured repositories of 
knowledge obtained through various sources upon conversion. They assume that in 
the process of decision-making, decision makers combine different types of data (e.g., 
internal data and external data) and knowledge (both tacit and explicit knowledge) 
available in various forms in the organization. 
A very interesting combination between neural networks and OLAP called Neural On-
Line Analytical Processing System (NOLAPS) is developed in order to enhance the 
decision support functionality for a network of enterprises NOLAPS uses a neural 
network for extrapolating probable outcomes based on available pattern of events, and 
OLAP for converting complex data into new information and knowledge. The areas 
addressed are the selection of business partners, coordination in the distribution of 
production processes and the prediction of production problems. The adoption of 
NOLAPS in real industrial situations is also suggested in [119]. 
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Figure 5.6: A Time Line Diagram for Research and Applications of Data 
Mining in Decision Support Systems 
5.3.4 Shop Floor Control and Layout 
Chen [120] used association rules in cell-formation problems. Association among the 
machines are found from the process database, which leads to the identification of 
occurrences of other machines with the occurrence of a machine in the cell. This 
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approach also clusters the parts and machines into families and cells simultaneously 
and hence requires minimal manual judgement. 
Chao et al [121] presented an intelligent system to generate associative data for input 
in layout generation tools. They used an expert system, object oriented database and 
cluster analysis, which ensures data consistency and determines the strength of 
relationship between the two things in consideration. Mitkas et a/ [122] presented a 
multi agent system for concurrent engineering equipped with data driven inference 
engine. The behaviour and intelligence of each agent in the system is obtained by 
performing data mining on available application data and the respective knowledge 
domain. Srinivas et al presented a multi agent based control architecture which uses 
data mining for decision support systems [123]. 
Belz and Mertens [124] used SIMULEX coupled with a knowledge based system to 
model the plant and evaluate the various results of various rescheduling measures. 
They used MANOV A for statistical analysis. The collected data can be analysed to 
identifY the normal and abnormal patterns in it. Kwak and Yin [125] presented a data 
mining based production control for testing and rework in dynamic CIM. Their system 
analyses the present situation and suggests dispatching rules to be followed and also 
how data mining can be used to evaluate the effect of those decisions. 
[124] [123][125] 
1994 1996 1 998 2000 2002 2004 
-
r-111-r__..l """T"--'-1 _,.._.1--r ......... l ..,.._.l~....-..,shop Floor Control 1 1 1 • and Layout 
1993 1995 1997 1999 2001 2003 
[121] [120] [122] 
Figure 5.8: A Time Line Diagram for Research and Applications of Data 
Mining 
5.3.5 Fault Detection and Quality Improvement 
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Fault diagnosis is one of those areas where data mining has been applied frequently, 
and indeed one of the earliest reports of data mining in manufacturing, by Malkoff 
[65] falls into this area of interest. A common and instinctive approach to problem 
solving is to examine what has happened in the past to better understand the process, 
then predict and improve performance in the future. Hence, commonly in reported 
literature in this area, error rates in a manufacturing process are used as input for 
knowledge acquisition to assist the quality control engineers. Data mining equipped 
with data analysis techniques can help in identifying the patterns that lead towards 
potential failure of machines. This methodology helps in identifying not only the 
defective products but also simultaneously can determine the significant factors that 
influence the success or failure of the process. The knowledge thus generated by 
intensively searching huge databases can be integrated with the existing knowledge 
based expert system to enhance process performance and product improvement. 
Apte et a/ [126] used many computational techniques for quality control in 
manufacturing. They deployed it in the disk drive manufacturing line to reduce the 
number of expensive tests while meeting the performance criteria. They applied rule 
induction, neural network, decision tree, and k-nearest neighbour in their 
experimentation. Lee and Park [67] used self-organizing maps to determine the 
optimal areas of inspection for a manufactured wafer. This technique can save a lot of 
time that is used in carrying out a I 00% inspection of the semiconductor wafer. 
Malkoff [65] introduced a methodology which uses temporal data in performing fault 
diagnosis in a subsystem of a Navy Ship propulsion system. It uses machine learning 
to determine which patterns in the binary tree match to that of the presented data and 
accordingly generate the corrective actions. Liao et a/ [127] presented fuzzy clustering 
based techniques for welding flaw detection. They also presented a comparison 
between two fuzzy clustering methods i.e. fuzzy k-nearest neighbours and fuzzy c-
means. Liao et a/ [128, 129] presented an integrated database and expert system for 
assisting the human analyst in identifying the failure mechanism of mechanical 
components. They used inductive learning for knowledge acquisition from training set 
data. Liao et a/ [ 130] used a multi layer perceptron neural network to model the 
radiographic welding data. Whereas Last and Kandel [89] use information fuzzy 
networks to build their prediction model for the quality checks and then they used this 
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model for the extraction of rules. Shen et a/ [13l]used rough set theory to diagnose 
more than one category of faults in a generic manner. Rough set is used to extract the 
rules leading to the failure. These rules are used to distinguish the fault type or to 
inspect the dynamic characteristic of the machinery. They demonstrated their 
approach for valve fault in multi-cylinder for diesel engine. Lu [132] used data mining 
on enterprise data to improve the quality of the product. They decreased the dimension 
of the data and then applied different data mining tools for quality improvement. 
Maki and Teranishi [99] developed an automated data mining for data analysis in 
manufacturing and use on an LCD production line. Their system consisted of three 
main features. First, it defined the data feeding and mining automated concurrently 
with the production process. They used an induction method for mining and also 
determined its statistical significance. Their system had the facility to store the 
generated rules in the intranet of the company and lastly, their system could also 
predict the temporal variance in the process. Zhou et a/ [133] applied a decision tree 
expert to drop test analysis of electronic goods. They used the C4.5 algorithm to 
obtain knowledge that can be feedback to the design team. Kusiak and Kurasek [134] 
used data mining to solve the quality engineering problems (solder ball defects) in the 
manufacturing of printed circuit board (PCB). They used rough set theory to 
determine the causes of defect which needed further investigation. Oh et a/ [135] 
presented an intelligent control system using a data mining architecture for quality 
improvement in the process industry. They used a Neural Network modelling method 
to establish the relation between process and quality variables and identified the main 
causes of defects, which also provided optimised parameter adjustments. Skormin et 
a/ [136] used data mining for accurate assessment and forecasting of the probability of 
failure of hardware, such as avionics based on the historical data of environmental and 
operational conditions. They developed a heuristic for the determination of 
informative subspace in low dimension and then used a decision tree to model the 
data. Chen et.al. [137] used association rule for defect detection in semiconductor 
manufacturing. They determine the association between different machines and their 
combination with defects to determine the defective machine. They used Piatetsky-
Shapiro formula to determine the statistical significance of the association determined. 
Tseng et al. [138, 139]used Rough Set theory to resolve quality control problems in 
PCB manufacturing by identifYing the features that produces solder ball defect and 
also determined the features that significantly affects the quality of the product. Tseng 
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et a/ [I40]aiso used rough set theory on machining data to identifY the relationship 
between the features of the machining process and surface roughness. Shi et a/ 
[14I]used neural network to model non-linear cause and effect relationship and 
applied it in the chemical and PCB manufacturing process. 
Another interesting work is reported by Yuan et al [I42] in determining the toxicity 
(Microtox) in the process effluents from a chemical plant using neural networks and 
principal component analysis. Their software analyser predicts the toxicity level and 
help in developing strategies in process operations for toxicity reduction in the 
effluents. 
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Figure 5.5: A Time Line Diagram for Research and Applications of Data 
Mining in Fault Detection and Quality Improvement 
5.3.6 Data Mining in Maintenance 
Preventive maintenance has always been of key importance in process and 
manufacturing engineering. Databases contain the events of failure of the machines 
and the behaviour of the relevant equipment at the time of the failure. So they contain 
very important information and can be used in maintenance management programme 
design. Dentcho Batanov et al [I43] worked on knowledge based and maintenance 
systems in 1993. They developed a prototype system called EXPERT-MM, which 
works on historical failure data and provides suggestions for an appropriate preventive 
maintenance schedule. A data based design of optimal maintenance methods has also 
been proposed by Lie-Fern Hsu and Shyanjaw Kue [144]. They started working on 
this project at the beginning of the I 990s and they suggested that I 00% of the 
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inspection should start after the manufacture of certain number (n) of parts and when 
the bad parts fractions reaches a certain threshold value then preventive maintenance 
should start to bring the process in control again. After controlling the process again 
after n number of parts the procedure can be repeated in a cycle. It therefore becomes 
clear that maintenance operations and quality control are interrelated. Quality control 
databases can then be used to design the preventive maintenance plans. Sylvain, Fazal 
and Stan [145] used different data mining techniques which includes decision trees, 
rough sets, regression and neural networks to predict the component failure based on 
the data collected from sensors of the aircraft. Their results also lead to the designing 
of the preventive maintenance policies before failure of any component. Romanowski 
and Nagi [ 146] applied data mining in maintenance domain to identify subsystems 
which were responsible for low equipment availability, recommending a preventive 
schedule and they found that sensors and frequency response gives the most 
information about the fault. They used a decision tree to model the data. 
Although very few reports of data mining applications have been identified in the 
maintenance area, it was the earliest identified area that used data mining. 
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Figure 5.3: A Time Line Diagram for Research and Applications of Data 
Mining in Engineering Maintenance 
5.3.7 Customer Relationship 
Customer Relationship Management (CRM) is concerning with the modalities for an 
organization including a manufacturing company to keep their most profitable 
customers and at the same time reduce the costs and increase the values of interaction 
to consequently maximize the profits. Furthermore nowadays the marketing model is 
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slightly changing from the product to the customer model. Within a competitive and 
global business environment, the application of data mining for CRM related to 
manufacturing industry has become a hot topic. 
CRM is also as important as producing high quality and low cost products, and is also 
complementary to demand management which may be defined as a set of practices 
aimed at managing and coordinating a demand chain, starting from the end customer 
and working backward to raw material and suppliers. In order to collect information 
about customer's demands data is collected and analysed and then the product design 
features are changed to meet the customer's demands. Similarly in service industry the 
data from the customers is the only source of knowledge of product satisfaction. 
Morita et al [147] used data mining for customer segmentation to find out which 
customers are likely to shift from one cellular company to another. They used a rule 
induction algorithm on the transformed data to build the rules and then predict the 
prospect moves of the customers. Hui and Jha [148] used DBMiner to develop a 
decision support system using a customer service database and used neural networks 
and case based reasoning to mine the unstructed customer data to identity the machine 
faults. Rygielski et al [ 149] discussed different data mining techniques and gave an 
overview of customer relationship management. They presented two case studies one 
used neural networks and other Chi-Square Automation Interaction Detection 
(CHAID) to improve the business by targeting customer's data. They gave a 
comparison of both the models comparing the simplicity of implementation of 
CHAID versus the accuracy of neural networks. Agard and Kusiak [150] used data 
mining on customer response data for its utilisation in the design of product families. 
They used clustering for customer segmentation i.e. to classifY the customer into 
different groups. 
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5.4 Concluding Thoughts on Applications of Data 
Mining in Engineering 
Nowadays the trends in DM are not only directed at the refinement of the algorithms 
and their application in several engineering areas, but also towards the integration of 
the existing sophisticated systems, standardization, the use common methods and 
tools, and the definition of repeatable projects. 
This chapter has covered a wide variety of papers from engineering areas where data 
mining has been used to extract hidden information from the databases. In the recent 
past there is healthy growth in the publications in some of the engineering areas such 
as manufacturing, fault detection and design, whilst some areas such as customer 
relationship management, shop floor control and resource planning have achieved 
comparatively less attention from data miners. It is interesting to see an exponential 
growth of data mining applications in the semiconductor industry. The reason for this 
is the very large amount of data generated during its manufacture and the fact that a 
small improvement can make a big different in terms of resourses. 
Most of the other reported applications have been carried out to determine the causes 
of malfunctioning of the system and this information leads towards the better 
functioning of the manufacturing enterprise. As the bulk of the work has been carried 
out for semi-conductor manufacturing processes, many other manufacturing processes 
are either unexplored or have only been slightly explored. Recent trends indicate an 
increasing awareness as more and more people are using data mining in engineering 
for problem solving. It is expected that future research will be directed at analysing 
data related to design, shop floor control, scheduling, ERP, supply chain and in 
developing a generic system where these can be integrated to the existing knowledge 
based systems to enhance their capability. 
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Chapter 6 
Data Mining Process Models 
Knowledge Discovery in Databases works in a systematic way to apply data mining 
algorithms to discover any hidden information in the data. The whole process of data 
mining implementation is a set of processes rather than a set of tools. In data mining 
literature, different general frameworks have been proposed to serve as guidelines for 
how to collect and analyse the data, prepare and present the results, how to implement 
the results and to monitor the improvement. There are many advantages to having a 
standard model. Such models if followed make the data mining process faster, 
manageable, reliable and cheaper. By using a data mining methodology the data 
mining project irrespective of size becomes easier to manage and control. 
The well established and developed data mining process models are, 
• CRISP-OM 
• SEMMA 
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6.1 CRISP-OM (CRoss Industry Standard Process for Data 
Mining) 
CRISP (Cross-Industry Standard Process for data mining) was proposed in late 1996 
by a European consortium of companies1 to serve as a non-proprietary standard 
process model for data mining. CRISP-OM is a project developing an industry-neutral 
and tool-neutral Data Mining process model. Two of the project sponsors, OHRA 
(Netherlands) and DaimlerChrysler, successfully used the CRISP model in the 
development of specialized process models during the early stages of its development. 
Subsequently many companies have successfully used this methodology and it is one 
of the most widely used in the data mining community according to a poll done by 
KDnuggets [1]. 
CRISP-OM can be summarized into six basic stages, 
6.1.1 Problem/Business Understanding 
Understanding the business process and development of the initial technical problem 
definition is the very first stage of CRISP methodology. The most basic requirement 
for people who are working on data mining is that they should thoroughly understand 
the process or business before the data mining implementation. This is a very 
important stage as a non familiar person can misunderstand the data and the problem 
and the whole information extraction process could then be found to be in vain in the 
later stages. 
6.1.2 Data Understanding 
This phase deals with the data collection and then description of the data and relevant 
detail. An initial data survey needs to be carried out and the data quality is checked at 
this phase. 
6.1.3 Data Preparation 
In this phase data is prepared for the data mining algorithm. Data is cleaned from 
noise and abnormalities and any duplications or errors in the data are removed after 
documentation. If data requires any transformation or combination then these changes 
1 Daimler Chrysler (then Daimler-Benz), SPSS (then ISL) and NCR 
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should be done only after careful consideration based on the data and the type of data 
mining algorithm that the miner intends to use. 
6.1.4 Modelling 
In this phase the data mining algorithm is applied on the prepared data. This stage can 
require many iterations with the data preparation stage before the final model selection 
is achieved. During the iterations the model parameters are fine tuned and tested 
several times. 
6.1.5 Evaluation 
The mined results are assessed at this stage. The assessment of the results is based on 
the initial understanding of the business or process problem. The model is reviewed 
and any further required developments are considered at this stage before finally 
deploying the model, if the results are feasible. 
6.1.6 Deployment 
The deployment strategies should be documented before the results are deployed to 
see their effectiveness. Deployment can be as simple as generating a report or as 
complex as implementing a repeatable data mining process. 
For each of these phases, CRISP-OM provides a step by step guide [151]. This 
process model is both generic and designed to be customisable, e.g. it can naturally be 
specialized both for specific tasks, such as CRISP-OM for classification and CRISP-
OM for association rules, and also for specific process, e.g. CRISP-OM for 
manufacturing process, or for specific engineering task, e.g. CRISP-OM for product 
design improvement and even for specific business tasks, e.g. CRISP-OM for attrition 
modelling in telecommunications. 
6.2 SE MMA (Sample, Explore, Modify, Model, Assess) 
This data mining methodology was developed by SAS Institute Inc. as a systematic 
and structured guide to mining the data [152]. This methodology is easy to implement 
but could require many iterations before getting the required results. This 
methodology's sample data is chosen in the beginning and therefore there is always a 
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probability that during the assessment phase the model will fail. The details of the 
main phases of SEMMA are explained below. 
6.2.1 Sample 
Intelligent selection methods for the sample data can save both model evaluation time 
and computing time. Sample data should be large enough to contain the desired 
significant or hidden information but small enough to manipulate quickly using the 
available computing power. If any trends or relationships are present in the whole data 
then their traces can be discovered in the sample data. If a piece of information is so 
tiny that it is not represented in a sample and yet is so important that it has significant 
influence on the whole big picture, it can be discovered using summary methods. 
6.2.2 Explore 
Exploring the sample data is the first step towards knowledge discovery from within 
the data as it can give a flavour of the relationships that are present in the data and aid 
understanding of unanticipated trends. Exploring the data sample helps any 
unanticipated trends within the data to be understood. Data exploration can be done 
visually or statistically. If visual exploration of the data does not show any kind of 
basic trends then statistical techniques can be used to understand the basic 
relationships. 
6.2.3 Modify 
In most data mining applications data needs modification in terms of transformation, 
combination or conversion of the variables. This is a very critical stage of data 
exploration. In most cases the variables do not all need modification but careful 
consideration of each and every variable is necessary in order to successfully deploy 
the data mining algorithm. Detection of outliers is also done at this stage to get rid of 
them carefully before the modelling stage. Modification of the data is an iterative 
process with the data mining results, as when data mining algorithms are applied on 
the data the user can come to fairly good conclusions of what data modification is 
necessary and return to this stage as required. 
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6.2.4 Model 
This is the knowledge discovery phase. Different AI and ML algorithms have been 
developed to automatically search for the hidden information in the data and to 
reliably predict the desired outcome. Modelling techniques in data mining vary from 
regression to decision trees and from Genetic Algorithms to neural networks. Each 
model has its particular strengths and is appropriate within specific data mining 
situations dependent upon the data. 
6.2.5 Assess 
The obtained results are assessed on the basis of their performance and of their 
validity for the whole dataset. The recommended way to assess the sample is to apply 
the chosen data mining model on another sample of data and then on the whole data 
set. If the results do not work on the whole data set then the data sample needs 
reconsideration and the whole process needs repetition with the new data set. 
6.3 Conclusions 
These process models are widely used by the data mining community. CRISP-DM 
and SEMMA provide a step by step guide for data mining implementation. CRISP-
OM is easier to use than SEMMA in a sense that it provides a detailed neutral 
guideline that can be used by any novice in the data mining field. SEMMA is 
developed as a set of functional tools for SAS's Enterprise Miner software. Therefore 
those who use this specific software for their tasks are more likely to adopt this 
methodology. Secondly if the discovered relationships do not follow in the whole 
database then new samples must be examined which means repeating the whole data 
mining process. 
The details of each step of CRISP-DM make it easy to use, faster to implement and 
make it a reliable methodology. The detailed substages are just guidelines and if 
required any of the sub-stages can be skipped. It therefore becomes easy to adopt the 
CRISP-DM methodology fully or partially depending upon the problem and 
requirements. This was the main reason that the CRISP-DM has been used as a 
standard guide to implement the data mining research that is reported in this thesis. In 
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the later chapters it will become clear that whilst this methodology has not being 
adopted in full, its main guidelines have been adopted. 
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Chapter 7 
Introduction of the Product and 
Manufacturing Process used in Case 
Study 
Rolls Royce Plc is a global leader in gas turbine technology and power systems and 
has been engaged in jet engine design and production since 1943. The major case 
study work under taken during this research has used information and data from the 
manufacture of Wide Chord Fan Blades (WCFB) at Rolls Royce compression 
systems. Rolls Royce Plc have many sites including Bankfield and Ghyll-Brow which 
are both situated in Barnoldswick, Lancs. Most of the engineering work for WCFB is 
performed at the Bankfield site, and this includes forming and shaping operations. 
Chemical cleaning (involving metal removal using strong acids) and edge cutting of 
the blades using the high tech vapour blasting machines are carried out at the Ghyll-
Brow site. 
The WCFB is one of the most critical parts of the aeroplane engines. WCFB are the 
outward part of the engine. They are mounted on the engine shaft and provide the 
required thrust to the aircraft and also suck and compress the air for the gas turbine. 
Almost 75% of the air sucked in by the engine blades is used to provide the thrust and 
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the rest of the air is compressed and passed through the gas turbine to burn the fuel 
and provide energy to run the engine shaft. 
The RB211 was the 
first engine to use 
WCFBs. Although, 
the WCFBs are 
much larger than 
the traditional fan 
blades, there is 
hardly any weight 
penalty because the 
WCFBs are 
hollowed and the 
blade count is Figure7.1: Trent 500 Engine Source: Rolls Royce, http://www.rolls-royce.com 
reduced by a third. 
Furthermore, they are aerodynamically more efficient and less susceptible to vibration 
problems. 
Manufacturing WCFBs is complicated and requires sophisticated processes. The raw 
material used to manufacture a WCFB is titanium alloy. A comparison of the specific 
strength of different metal alloys used to manufacture different part of the engine, 
against temperature is 
shown in figure 7 .2. 
Titanium is used at the 
cold end of the engine i.e. 
fan blades, low pressure 
compressor blades, discs, 
bearing housings, etc. It is 
its lightness that is 
required. As the gas is 
compressed it gets hotter, 
requiring steels that can 
withstand the heat, but this Figure 7.2: Specific Strength of different Alloys used 
in Trent Engines 
Source: Rolls Royce, http://www.rolls-royce.com 
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adds to the weight. Steels are used on the intermediate pressure compressor. As soon 
as the gas is burnt the temperature soars, so nickel based alloys are used in the turbine. 
7.1 Manufacturing Process 
A WCFB is made from five pieces. Two flat titanium plates called panels, one thin 
titanium metal sheet called the membrane and two titanium solid rectangular bars 
called cheek pieces 
The whole process of manufacturing the WCFBs of Trent 500 engine (and many other 
types, such as Trent 800, Trent 900 series and the different varieties of Honey Comb 
blades) starts as soon as the panels, membrane and cheek pieces are received from a 
subcontractor. 
The membrane is a thin metal piece which is placed between the two screen printed 
panels before a diffusion bonding process, which is explained later in this section, 
Flat Pannels 
Figure7.3: Parts of Wide Chord Fan Blade 
takes place. When the blade is blown to make the inside of the blade hollow, this 
membrane makes the web inside the blade. The two cheek pieces are thick metallic 
pieces, which form the base of the blade. These are the pieces, which actually mount 
on the engine when the blade is fixed on the engine shaft. The metallurgical 
information about all the pieces is also downloaded from the sub-contractor's system 
to the local database system at Rolls Royce. This information is kept by the laboratory 
at RR during the whole life of the blade, and includes all the relevant data of the blade 
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for audit historical reasons and/or tracing back all the information (if required) 
regarding the blade, once it is in service. The manufacture of WCFB is complex and 
large quantities of data are collected at many stages for each blade. It therefore 
provides considerable potential for data mining exploration. 
7.2 Manufacturing Stages and Data Collection Details 
"The actual numerical values of process parameters and other confidential 
information about the Rolls Royce manufacturing details have been modified or 
omitted in the descriptions in this and later chapters at the request of Rolls Royce 
Plc." 
7.2.1 Inspection on the receipt of raw panels, membrane and 
cheek pieces 
The five pieces, that are used to make the blade, are visually inspected upon arrival, 
and the pieces are given a unique number and are recorded manually. A unique blade 
number is also given at this stage which will remain with the blade for the rest of its 
life whether it passes all the manufacturing process successfully or is rejected at any 
later stage during the manufacturing process. The contiguous processes are Bi 
Fluoride etching, visual inspection, etching again, then binocular inspection to see any 
cracks on the surface of the parts, degreasing and a penetrant inspection process. In 
the penetrant examination the surfaces are coated with a penetrant material and then 
the surface is washed, the material fills the cavities (if there are any) and then during 
the subsequent inspection the filled areas appear and indicate the presence of material 
faults. No data is collected during these processes but pieces can be rejected if any 
cracks appear during the penetrant inspection. After this the panels are degreased 
again for cleaning and then are finally cleaned using de-mineralised water. 
7.2.2 Cleaning, Printing and Baking Process 
All the pieces of the blade, when confirmed to be fit for diffusing together, are cleaned 
and printed in a specially designed building. Diffusion bonding is a very critical stage 
during the manufacturing process therefore extra care is taken to make sure that the 
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blade parts are without any contamination. All the pieces are cleaned chemically by 
removing a very thin layer of the surface material. No data is recorded during this 
cleaning process. 
After chemical cleaning the panels and the cheek pieces are taken into a specially 
designed closed printing room. The air pressure inside the working areas (printing 
room) is kept higher than the atmospheric pressure to avoid any inside movement of 
the air with dust particles. 
The panels are taken into the printing room where the panels are screen printed on the 
inside surfaces. The details of the printing screen, printing time, particle count for 
different sized particles (in the room), the printing material batch number, the 
viscosity of the printing material and the blade number are recorded. 
After the printing has been completed, the pieces with the membrane inside and the 
cheek pieces at the bottom end are Argon Welded. A pipe is also welded with the 
panel pieces, at the junction of the flat panels and membrane and this is used during 
the super plastic forming (SPF) process to blow the panels. The main reason for this 
peripheral argon welding is to keep the inside clean area safe from dust or any other 
contamination. 
After the Argon welding the weld is checked for leaks. This is done by exposing the 
welded panels to Helium gas and a suction pump is attached with the welded pipe to 
the panels where the helium detector is attached. If there is any leak in the weld the 
Helium (being a very small molecule) will sneak in from the leak/crack and will go 
inside the blade panels and from inside will be sucked by the pump and the detector 
will detect it. 
If the piece passes this test then it will be purged with argon and be connected to the 
vacuum pumps and be baked at a high temperature. During the baking process the 
panels remain connected to the vacuum pumps. 
There are two baking stations or lines. During the baking process the panels are placed 
on frames made of carbon which can accommodate six blades at a time as the baking 
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machines have six cabinets. There are six vacuum pumps used separately for each 
panel and these are used to create a vacuum in the blade. During the baking process 
the station number, baking time, the vacuum level before and after the baking process, 
baking operator's id and the baking trays number or set number are recorded. 
After the baking process the pipe is spot welded to retain the vacuum inside the blade 
and then put in to the diffusion-bonding machine. 
7.2.3 Diffusion Bonding 
In the diffusion bonding process the five pieces are heated to a very high temperature 
and put under an immense pressure. The five pieces of the blade, due to the immense 
applied heat and pressure then merge together into one piece like the mother alloy. At 
this high temperature and pressure a transfer of molecules between the parts takes 
place to make it a homogenous solid part. The pressure is applied using Argon gas in 
the furnace (container), so that a homogenous pressure will be applied on the surfaces 
from all directions to merge all pieces into a uniform piece. In the diffusion bonding 
process only the surfaces on the two panels, which were screen-printed, will not 
merge with the sandwiched membrane. 
The diffusion bonding process can be repeated only once if any fault occurs in the 
setting or due to any other reason but second time heating narrows the margin of 
reprocess or reheat which can potentially be carried out in the SPF (super plastic 
forming) process. This is because there is a defined time (based on the metallurgy of 
the material) during which it can be exposed to such a high temperature. 
The run number, frame details, time, position (on the frame), operator details and 
temperature and temporal readings of the pressures are recorded during the diffusion 
bonding process. 
After the bonding process the part is visually inspected for any defects and then sent 
for the next process. 
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7.2.4 Ultrasonic and Water Jet Cut 
After the diffusion bonding all the pieces become one solid piece. This solid piece or 
raw blade is transferred to the Ghyll-Brow site for the vapour blast and ultrasonic 
inspection of the cheek pieces. The data from the ultrasonic inspection is generated in 
the form of images which are converted into hard copies for recording purposes. The 
reason for the ultrasonic inspection of the cheek pieces is to check that during the 
bonding process the cheek pieces have merged with the panels properly and that there 
is not any area left where bonding has not occurred. 
After the ultrasonic, the periphery of the blades is cut to size using the water jet 
cutting method. This is a newly introduced method, as previously milling machines 
were used to cut the periphery of the blades resulting in lot of material waste. In the 
water jet cutting machine water, mixed with grit under very high pressure, is blasted 
on the blade to achieve close to the required finished aerofoil shape. It acts like a 
powerful laser to cut the blade to shape. The operation is CNC controlled and two 
blades can be cut at one time. The water jet cutting process has helped to reduce 
material waste. This is because milling machine operations require the panel sizes to 
be larger. This new water jet process requires the blades to be only slightly larger and 
hence reduces material waste. 
7.2.5 Super Plastic Forming (SPF) 
The partly manufactured blade is now approximately at its final geometric size and it 
travels from the Ghyll Brow to the Bankfield site for super plastic forming. The first 
process it undergoes in this stage of its manufacture is rough twisting. There are four 
twisting machines. The dies used for rough twisting are regularly replaced (for 
overhauling). The blades are heated and are twisted roughly to the shape required. 
Once the blades are twisted and removed they tend to regain their original straight 
shape. In order to avoid this phenomenon blades are shifted to another set of machine 
called hot creeping machines for hot creep forming where they are kept at high 
temperature in the hot creep forming (HCF) dies for some time to permanently attain 
the shape of the dies. Here the dies are used for several hundred blades before 
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replacing. The only data currently available from twisting and hot creep forming is 
blade id, twisting or HCF station number and die id. 
After hot creeping the blades are again vapour blasted for surface cleaning. A pipe is 
again welded at the previous present hole used, which was spot welded after creating 
vacuum before diffusion bonding. The blade is sprayed with a surface coat to prevent 
the blade from sticking in the die, due to the very high temperature involved in the 
super plastic forming process. 
In the SPF process the blades are placed in dies and placed in the SPF press cavity. 
Pressure is applied 
gradually with argon gas 
inside the blade using the 
attached pipe and the 
temperature is raised to a 
very high degree. The 
blade blows up from 
inside, expanding where 
it was screen-printed 
since in these areas it 
does not have any kind of 
bonding with the material 
on the opposite side of 
the panel. 
Figure7.4: Blade Section 
Source: Rolls Royce, http://www.rolls-royce.com 
SPF is a very important process and therefore is controlled very carefully. The gas 
pressure supplied inside is raised gradually so that the membrane will form a zigzag 
pattern inside the blade as shown in the blade section in figure 7 .4. 
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Figure 7.5: WCFB Manufacturing Process -Different stages 
(Source: Rolls Royce Plc) 
The temporal data of temperature and pressure is recorded during the process and the 
data of the overall process like station number, die number, operator id, time, start & 
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temporal temperatures and blade id are recorded. The dies used in the SPF process are 
replaced after regular periods of continuous service. 
After the SPF process the pipe is removed and the entry hole is welded again. The 
blade is vapour blasted to clean the surface of the blade and then the thickness of the 
blades is checked at the datum line called the E-Max check. This measurement is 
important in the sense that it indicates the accuracy of the SPF process. After the E-
max the blade is X-rayed to check the details of the inside web, formed by the SPF. 
The inside web should be in a triangular form (the SPF process is controlled to only 
form triangular shapes inside the blade) as shown in figure 7.4and not a semi circular 
shapes. The X-ray data is recorded in paper format and no other data is recorded. 
The entrance of the pipe is plasma welded to keep the vacuum inside and the pipe is 
removed and then leak tested (tap tested) to check the vacuum inside. 
After the leak or tap test the blade undergoes a cleaning and polishing process called 
Metabo Polishing. During the Metabo the outer surface of the blade is polished. The 
blade is fixed on a fixture on a CNC machine and the fine emery belt cleans and 
polishes the surface of the blade. No data is collected during these operations as it is 
only a cleaning process. 
After the Metabo the blade is vapour blasted again. The blade is then faced using 
adaptive milling machines from the end to create the aerofoil shape. After the 
machining process the surface of the blade become rough therefore etching is done 
again to remove a thin layer from the surface to make the outer surface smooth. The 
only data recorded during the machining processes is the id of the machine used for 
any specific blade. 
The tip of the blade is again x-rayed to check the boundary of the inside cavity. The 
Metabo polishing process is repeated to smooth the blade to a very fine shape. The 
blade is degreased and visually inspected for any surface finish problems. 
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7.2.6 Root A Scan and CMM Inspection 
An ultrasonic test called Root A scan is done on the blade to determine the inside web 
structure. The details of the results are recorded on paper and no soft data is recorded 
relating to the root scan. After the root-A the blade is inspected on the CMM for 
different defined spatial dimensions in the design of the blade. The detailed geometric 
data recorded during the CMM inspection is available. This data is very important as 
it is used to decide if any rework is required, and therefore also to reject or accept a 
blade. 
After the CMM dressing, Metabo, degreasing and cleaning is done. The blade is 
visually inspected and then an ultrasonic test is done to check the wall thickness. No 
data is recorded in electronic format during these stages. 
7.2.7 Finishing and Final Processes 
After the ultrasonic inspection machining is done again on any part if required and 
then a tap test is conducted to check the vacuum in the blade. After the leak test (tap 
test) the blade is degreased and etched and then visually inspected using binoculars, 
degreased again and then a penetrant test is carried out to check for any surface 
cracks. 
The surface treatment is done by shot peen using metal and glass. Data is recorded in 
electronic format, recording the different pressure values at nozzles, cycle time etc. 
After the metal and glass peen process, the surface is visually checked again and then 
super polished. Ceramic blocks are used for super polishing. A frequency check is 
done to measure the natural frequency of the blade, which is very important as it 
affects the vibration of the engine. Data is collected in paper format only. After the 
frequency check the Moment weights are measured. Three moment weights are 
measured i.e. radial, tangential and axial and these are used during the assembly of the 
engine. If any unexpected reading is recorded then the blade is considered for major or 
minor concessions and its approval is sought from the assembly and design 
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department. When approval is gained, the blade is engraved with the part number and 
is lubricated with the dry film and packed. (Concession is the special permission 
obtained from the design and assembly department if any of the dimensions of the 
blades is out of tolerance. They check that specific dimension and if it is not critical 
and does not harm on the life of the blade then concession is normally granted but the 
blade is observed in the future. If the out of tolerance dimension is critical then the 
blade is rejected.) 
7.3 Defining Tasks and Process Data Selection 
It is clear from the previous process descriptions that important manufacturing data is 
collected at several stages of manufacture. There are also several important stages 
where data is not recorded in electronic format but is recorded using conventional 
methods and results are only available in paper format. 
In order to achieve the aims and objectives set out in the first chapter, the whole 
process was carefully observed and discussed with technical personnel from Rolls 
Royce. It is clear that the most important stages relate to forming and shaping the 
blades. Forming stages are the processes where blades get their desired form, and 
include twisting, hot creeping and super plastic formation. During the shaping stage 
blades go through the processes to gain their required shape. Machining is the main 
shaping process. In order to check the quality of these two stages the complete 3D 
scan of the blade is done using CMMs, which record all the outer design dimensions 
of the blade. 
The diffusion bonding process is also an important process and is directly related to 
the printing process. As all the required data is recorded for both of these processes 
these two processes can also be interesting stages for data analysis for fault detection. 
Any errors occurring in these two stages will appear during the SPF process where 
inside web formation will be affected and appear in the ultrasonic inspection. As the 
data of the ultrasonic test was not available in the electronic format but only available 
as printed scans, it was decided not to do the analysis at this stage with printing, 
diffusion bonding and ultrasonic output data. 
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As explained in chapter 2 this research is mainly aimed at using data mining to 
discover design errors and manufacturing limitations rather than for fault detection. 
Therefore the CMM data is interesting to determine what kind of information can be 
retrieved from the output dimensional data. As these dimensions are mainly produced 
by the forming and shaping processes, the relevant data of twisting, hot creeping, SPF 
and machining can be utilized in this analysis. 
Data from super plastic forming and CMM was available in the electronic form. 
Twisting, HCF and machining data could be converted into soft form if required 
during the analysis or application of any of the data mining algorithm. Once the 
required manufacturing process stages are identified, data mining can be started. 
7.4 Summary 
This chapter gave an introduction to the product (WCFB) used for the case study, 
including details of the manufacturing processes involved and detailed data that is 
collected at different stages of the manufacturing processes. The processes and data 
that can be utilized for the implementations have also been highlighted. 
The next three chapters will cover several case study experiments leading to two novel 
and generic data mining methodologies to extract product design and manufacturing 
process limitation knowledge. The relationships of process variables with the product 
dimensions will also be considered. Finally the case study will be used to introduce a 
new methodology that can be used as an alternative to expensive design of 
experiments techniques. 
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Chapter 8 
-.•'' 
Manufacturing Data Classification for 
Governing Rules or Patterns' Discovery 
8.1 Manufacturing Data Background 
The data from different manufacturing stages at Rolls Royce Plc has been collected 
and stored in a central data warehouse as explained in chapter 7. Initially a survey was 
done to see which processes contained the maximum information for data mining. 
Four main categories of data were under consideration at this stage. 
Print room and Printing process Data 
Diffusion Bonding process Data 
Super Plastic Forming (SPF) Data 
Coordinate Measuring Machine (CMM) Data 
As the last two categories of data contained the most complete information of all the 
previous processes it was decided that this research would only use the SPF and CMM 
data. The results from these two processes could then be extended and shared with 
data from the initial manufacturing processes, if applicable, using a central reusable 
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data mining knowledgebase, which will be discussed in chapter 11. Separate data 
mining can be done on printing and diffusion bonding processes to determine any 
relationships between these operations' variables with the defects on the blades. 
However as a major aim of this research was to extract design and manufacturing 
process control information, since the main forming operation of the blade is the SPF 
process and the shape is measured in the CMM process, it is most appropriate that the 
data from these two processes be considered. Another important process between SPF 
and CMM is the machining process, which uses adaptive machining. Unfortunately 
little information is recorded at the machining process therefore those dimensions on 
which the machining process has a significant effect have been omitted just to 
minimize the machining effect on the examined dimensions of the data. Details of the 
effects of machining on different dimensions and sections as provided by RR 
personnel are as shown in the table below. 
Effect of Machining on: 
Main Dimensional Category Top Middle Bottom 
Section Section Section 
Blade Form Angle Minimal Minimal Minimal 
Aerofoil Shape Inside No No No 
Aerofoil Shape Outside Minimal Minimal Minimal 
Maximum Thickness No No No 
Thickness of the leading edge at 38,1 Yes Yes Yes 
Disposition No No No 
Bow No No No 
Lean No No No 
Wave No No No 
Alignment Yes Yes Yes 
.. Table 8.1: Effect of Machmmg on Different DimensiOns 
Details about different dimensions are given in the next chapter, section 9.1. Each 
tuple in the database represents data from a uniquely identified Blade ID. 
Approximately 294 variables have been used to represent each product, and in 
addition to the ID, these include dimensional values from the measured products and 
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process parameters relating to the set-up and state of the particular manufacturing 
machinery used in the manufacture of each individual product. Further fields have 
been used to store categorization data, which provide metrics of how well individual 
aspects of the product meet their specification. A simplified table of manufacturing 
process sample data is shown in table 8.2. The last column shows one additional 
variable that has been added during this case study as a class variable from the CMM 
Data. 
Blade ID C-DROP C-TIME S-TEMP A-TEMP IPTO PT Class/Dimension 
RGMI0271 6.05 21 -12.16 5.41 860 1068 Mlower 
RGM10276 6.22 18 -2.27 4.31 764 121S Nominal 
RGM10305 4.54 24 -5.78 9.5 685 886 Nominal 
RGMI0313 6.01 19 4.59 12.92 738 1181 Mlower 
RGM10319 6.06 10 4.94 13.7 680 857 Slower 
... ... ... ... ... ... .. . .. . 
... ... ... ... ... .. . .. . .. . 
... ... ... ... ... ... .. . .. . 
Table 8.2: Example ofManufactunng Process Data 
The objectives of this research, as far as the manufacturing operation is concerned, are 
to identify the effect of SPF on the final dimensions of the product measured by the 
CMM, ideally by identifying rules which relate process parameter variables with 
product parameters. Eventually the company wish to be able to use knowledge of 
these relationships to control the SPF process in such a manner that all the important 
output dimensions will remain as close to the nominal values as possible. Therefore 
the main objective of the data mining was to classify the data accurately and then to 
control the manufacturing process parameters so accurately that the product's 
dimensions will remain near the nominal. By doing this, if at any time the dimensions 
go out of control, then the SPF Process should be controlled in such way that the 
output products dimension will return to near the nominal. A further task is to 
determine the relationships of different dimensions with each other so that by 
controlling one dimension, the effect on other dimensions can be measured and 
controlled. 
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8.2 Data Preprocessing 
Data from the SPF and CMM machines was cleaned from noise and errors, as 
inevitably there were some missing values and incorrect entries present in the data. 
Data transformation and categorization is a compulsory stage in data mining in 
manufacturing as in manufacturing processes it is very difficult to make perfectly 
identical products, with the same parameter values each time. So based on these 
assumptions the data was categorized into 11 ranges (this number can be varied 
according to the accuracy requirements). Two obvious ranges as shown in figure 8.1 
are out of upper tolerance and out of lower tolerance limits. The manufacturing 
tolerance is then divided into ten equal parts and named as shown in figure 8.1. All 
the values of the products that lie in a certain range were determined and they were 
replaced with their respective category as shown in figure 8.1. Table 8.3 & 8.4 
provides an example of how 
this works. All the other 
class variable values were 
replaced with categorical 
values, in a similar manner to 
help in classifying the data. 
The contents of figure 8.1 
and example table 8.3 & 8.4 
should indicate that achieving 
the appropriate output class 
range for any specific 
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Fig 8.1: Data Categorization into 11 easily achievable 
category has more possibilities than trying to classify the data for any particular 
numerical value, which is practically impossible. 
Only six SPF parameters were selected for detailed analysis. The numerical values for 
these parameters were transformed into smaller categories based on their maximum 
and minimum specified values. The reason for transforming these data values is the 
same as given above, i.e. controlling the exact parameter values is far more difficult 
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than controlling a range of values. That transformation of the data is also helpful in 
controlling those parameters that control the output of the production process. 
Nominal Dimension: 21.58 Example of Data Categorization 
Upper limit: 22.58 
Lower limit: 20.83 
Then 
If replace 
the value 
with 
Original Categorized 
Maximum Maximum 
Dimension Dimension 
Dimension>22.58 Uout 21.43 Slower 
22.58>Dimension>=22.405 Upper 21.51 Slower 
22.405>Dimension>=22.23 H-Upper 21.37 Slower 
22.23>Dimension>=22.055 M-Upper 21.54 Nominal 
22.055>Dimension>=21.88 S-Upper 20.14 Lout 
21.88>Dimension>=21.53 Nominal 21.5 Slower 
21.53>Dimension>=21.355 S-Lower 21.69 Nominal 
21.355>Dimension>-21.18 M-Lower 21.84 Nominal 
21.18>Dimension>-21.005 H-Lower 21.5 Slower 
21.005>Dimension>=20.83 Lower 21.54 Nominal 
Dimension<20.83 Lout Table 8.4: Categonzatwn results 
Table 8.3: Data Categonzatwn 
8.3 Regression Analysis 
Regression (see section 3.2.1) is one of the very old statistical and data mining tools to 
find the relationships between two variables. It also helps in predicting the future 
trends, which makes this tool informative and valuable. 
In the case of Rolls Royce's data, regression was used to find any initial information 
about the relationships between the different dimensions of the WCFB. This 
information was used to guide decisions for any next stage data mining tools to be 
used and also to find the relationships of any particular dimension with the others. 
Only the CMM data was used for the regression analysis, as this is the only product 
related data that could be used independently for regression analysis. The total number 
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of dimensions recorded by CMM are large, making the possible number of 
combinations for regression too high i.e. of the order of {(m*n)2 I 2} where m is the 
type of dimension (e.g. maximum thickness etc) and n is the number of sections of the 
dimension, therefore only the top, middle and bottom sections were considered for 
regression analysis with direct and cross dimensional relationships e.g. top section to 
top section relationship, bottom section to bottom section relationship, top section to 
bottom sections and vice versa with middle section to middle section as well. It is 
important to note that both linear and non-linear regression is used to find any 
significant governing relationships that may be present between the different 
dimensions. 
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Figure 8.2: Regression Analysis Sample results 
The existence of relationships between the dimensions could indicate how particular 
dimensions might be controlled using other dimensions. There is also the possibility 
that controlling a particular dimension could have adverse effect on other dimensions 
which could lead to interesting chain process effects by controlling only one 
dimension. It was concluded that regression analysis was not sufficient in this case to 
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determine the exact relationships between different dimensions, as the accuracy of the 
predicted regression lines was too low. This leads to the conclusion that some 
classification method would also be required to find the relationships between the 
process and product variables. Some of the regression relationship results are shown 
in the figure 8.2 for illustration purposes. 
A complete chart of the relationships is shown in the table below. 
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The next approach considered was data classification as this has been used extensively 
for engineering databases as detailed in chapter 3 and chapter 5. If any classification is 
present in the data, it easily leads to governing rules for the output dimensions and 
classifications may also be present based on controlling process variables. 
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Decision tree, clustering and rough set theory's heuristic algorithm were all tried, and 
in order to get refined and exact classification results a new method of a partially 
supervising clustering method was also introduced. The remainder of this chapter is 
given to the description and discussion of these experiments. 
8.4 Decision Trees 
Decision tree algorithms are used extensively for data classification especially for 
problem identification or fault detection. These algorithms can classify the data on the 
basis of conditions of different attributes. The resultant trees can be translated into the 
form of rules and then those rules can be used to control the manufacturing process by 
considering the nature of the effect of the manufacturing process on the product 
dimensions. Details on different decision tree algorithms are given in chapter 3. 
Decision tree algorithms were applied on the SPF data and one of the output 
dimensions of the blade was used as the class attribute. This could be the easiest and 
simplest way to find the limits on the six or less SPF variables that can result in either 
faulty or perfect output. 
In order to obtain the classification results different decision tree algorithms were tried 
including ID3 and C4.5 provided in SIPINA (http://eric.univ-
lyon2.fr/-ricco/sipina.html). Initially randomly half of the cleaned data, 1870 (out of 
3740 records) was used as the training dataset with different dimensions as the class 
variable. The objective of the data mining exercise was to find those variables, which 
caused the class variable to move away from the nominal dimension. But when the 
results were obtained they were almost all meaningless or unimportant. The tree depth 
was up to 25 (if all the examples are taken at the training dataset) levels and there 
were hundreds of nodes making it impossible to generate any sensible rules. The main 
reason for this is considered to be either the complexity of the data or the very precise 
process making it impossible to obtain any kind of classification. As there are only six 
attributes present the depth of the trees obtained indicates that the gain factor (as 
explained in chapter 3) must be guiding the algorithm to divide the data time and 
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again using the same attribute. As previously explained the decision tree algorithms 
are greedy and work in a recursive manner so they don't look back at which attribute 
they used previously for classification resulting in such a deep tree which is useless 
even after pruning. The examples of a few of the rules produced are shown below. 
IF CTime >=4.50 and PTO! < 952.50 and PT < 1071.50 and STemp < 12.38 and 
A Temp < 12.52 and CTime >=22.50 and CDrop >=5.64 and PT < 773.50 and PT 
>=691.50 and PTO! >=669.50 and ATemp >=0.52 and CTime >=23.50 and CDrop 
>=6.08 and PTO! < 710.00 and CTime >=24.50 and CDrop < 6.43 and A Temp < 9.24 
and STemp >~.02and ATemp >=7.02 THEN AM_Max wiJI be Mlower (Only I 
example covered this rule) 
IF CTime >=4.50 and PTO! < 952.50 and PT < 1071.50 and STemp < !2.38 and 
A Temp< 12.52 and CTime < 22.50 and PT< 663.50 and STemp < 13.68and PTO! 
>=573.50 and CTime < 14.50 and PT< 660.00 and PTO!< 590.50 THEN AM_Max 
will be Mlower ( 4) and Slower (I )(This rule is generated from a node which has a 
depth of 15). 
Other examples of classifYing variables gave similar results. The confusion matrix for 
the classification of AM_Max, given in table 8.8, shows that the algorithm was able to 
classify the data as there is not a big difference in the actual and predicted error. But 
this error rate is too high to produce definite ranges of the SPF variable that could give 
precise output. 
The failure of decision tree rule generation meant that it was necessary to look for 
natural groupings within the multidimensional space and to see if there were any 
groups present in this or any subspace [!53]. 
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Label Slower Nominal Hlower Mlower Supper M upper Hupper Lower Predicted Total Predicted Error 
Slower 291 336 I 27 I 0 0 0 656 55.64 
Nominal 100 628 11 21 0 0 0 0 760 17.36 
Hlower 24 30 25 9 0 0 0 3 91 72.52 
Mlower 89 136 5 113 0 0 0 0 343 67.05 
Supper I 2 I 0 2 0 0 0 6 66.67 
M upper 0 0 0 0 0 0 0 0 0 100 
Hupper 0 I 0 0 0 0 0 0 I 100 
Lower 4 3 0 0 0 0 0 6 13 53.84 
Actual Total 509 1136 43 170 3 0 0 9 1870 
Actual Error 42.82 44.71 41.86 33.52 33.33 100 100 33.33 
Table 8.8: Confuswn Matrtx for AM_Max (from SIPINA) 
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8.5 Clustering 
There are two main types of clustering commonly used for data mining applications, 
partitional and hierarchical clustering as explained in chapter 3. Hierarchical 
clustering groups data objects into the form of a tree until it covers all the objects in 
one cluster. It has further subdivisions like agglomerative and divisive hierarchical 
clustering, which respectively use bottom up and top down strategies to make clusters. 
Partitional clustering in contrast can group or partition the data into a given number of 
groups based on certain criteria so that similar kinds of objects come in one group and 
groups are as different as possible from each other. 
The reason for performing clustering was to determine whether any natural grouping 
of the input parameters existed which may result in a specific output. Any natural 
grouping of the manufacturing process data would result in the data points in n 
dimensional space (in this case 6 dimensional space) being close together for a 
specific output, thus indicating trends in the data. Experiments using unsupervised 
clustering on the data resulted in a mixture of clusters having different class variables 
in all the clusters separated everywhere in those clusters. Uniform distribution of the 
class variables in all the clusters indicated that no natural grouping of the data existed 
in n dimensional space. Hence the options were therefore either to attempt subspaces 
clustering to get low level clusters in the sub spaces of the main data space or to try to 
supervise the k-mean clustering method. 
8.5.1 Supervised Clustering 
Data mining for any kind of the data, whether from manufacturing, financial or other 
sources, requires the information to be searched in a logical and understandable way. 
If clustering is used then the clusters should be able to describe the database in a 
meaningful way to the end user [4]. In order to supervise the k-mean clustering 
method, the whole database was split into parts equal to the number of categories 
present in the class variable, as shown in the figure 8.3. Splitting the database into 
many parts helps make pure clusters of a specific class. Each data is then again 
clustered in then dimensional space of variables from VarJ, Var2, Var3 ... Varn. 
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It is impossible to visualize six (n) dimensional space but if the same methodology is 
applied in two-dimensional space, then it will look similar to figure 8.4. 
Fig 8.3: A two dimensional image of supervised clusters 
The six dimensional space contains different clusters but each cluster was supposed to 
be pure (without overlaps or intersections in an ideal situation). The shape of the 
clusters can be determined by the distance of each member from the center of the 
cluster. In the experiments with Rolls Royce data, most of the clusters so formed were 
found to be overlapping, hence, making them impure and difficult to predict. When 
the training data was tested for classification, there were very few points which 
belonged to only one cluster but in many cases, several clusters claimed the training 
dataset point making it hard to predict its correct class in the six dimensional space. A 
two-dimensional plot of this situation looks similar to figure 8.4. 
Fig 8.4: A two dimensional image of supervised clusters (real case) 
In order to determine the exact (correct) class (cluster) of the data point between the 
claiming clusters, a zone strategy was applied to resolve the contention. 
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8.5.1.1 Zone Strategy Algorithm 
The zone strategy algorithm was as follows: 
Step I: Find the centres of all the clusters. 
Step 2: Find the nearest and farthest points and then consider a region in the n (six) 
dimensional space bounded by these two distances as radii. 
Step 3: Divide the whole region into p equal zones. 
Step 4: Find the number of members of that cluster in that specific zone. 
Step 5: Calculate the density of that zone over the whole n (six) dimensional spherical 
zone. 
The number of claiming clusters was determined for each specific point of the training 
dataset. Then the zone id, was determined in which the disputed data point lies and 
then the densest among all claiming clusters zone evaluated and checked against the 
original records to complete the training as shown in figure 8.5. 
It was discovered that this strategy gave 60-70% exact classification where the densest 
cluster is the real claimant of the point. However, in 20-30% of cases the second 
Disputed 
Data Point 
Figure 8.5: A two dimensional image of the different zones of overlapping clusters 
who both claim a data point (More than two clusters claiming a point were also 
common). 
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densest zone was found to be the correct claimant rather than the densest zone. 
The objective of the supervised clustering was to exactly classifY the manufacturing 
data but again the results were not sufficiently accurate to devise a manufacturing 
strategy based on the classification. 
In order to exactly classifY the data there were now two possibilities remaining. One 
was to try neural networks to classifY the data into different defined class attributes or 
the alternative was to use the rough set method [154] to identifY small but exact 
clusters or classes of the data. 
Neural Networks [155] are very popular because of their classification capabilities but 
long training times and patience are required and it is very difficult to extract the 
governing rules from them. Neural networks might therefore possibly classifY the data 
but after classification it could be very difficult to map the classification to check our 
hypotheses of controlling the output or the quality of the product by moving the class 
attributes from one class to another using the SPF process attributes. Rough set's 
heuristic algorithm may be able to classifY the data into exact classes but there were 
considerable memory and time restrictions for the heuristic algorithms. As the 
available data sets from Rolls Royce were comparatively small if only one class and 
six process variables were to be considered (compared to big data warehouses used in 
data mining which range from hundreds of gega and/or terabytes) and computer 
facility allowed the heuristic algorithm to be used, which is designed to classifY the 
data into two classes. 
8.5.1.2 Feature Extraction using MD- heuristic Algorithm 
Rough Sets by Zdzislaw Pawlak [31] deal with the classification analysis of data 
tables. Rough sets can be used to model the feature extraction process from the data 
tables and it can then be developed further to output classified data sets. 
Classification of the data can help in understanding the behaviour of the different 
parameters that are controlling the production process and can help to understand how 
the process can be improved in order to achieve a very well controlled process. The 
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motivation of this algorithm is to classify the data into exact clusters and then extract 
the rules from those clusters. Those governing rules can be used to change the class of 
a specific process by just controlling the parameters of the process. The MD-heuristic 
Algorithm is not feasible for very large databases but can be used for relatively 
smaller databases but before any processing, the required and available computer 
memory should be estimated as in some cases too much memory space and time will 
be required to produce the results 
8.6 Rough Set Modelling 
A data table as shown in table 8.9 can be described as (O,V,Av), where 
0 is a set of objects 
V is a set of attributes 
Av is a set of values of attributes in V 
The set V is divided into two subsets, D and B, condition attributes and decision 
attributes respectively, DcV and B=V-D. The measured value of an attribute is 
represented by condition set and decision attribute represents the outcome of 
classification. 
Pv [xv,Yv] is the interval of value of attribute V(Cuts) 
Sv is the set of partition Pv of attribute V 
lj/V is a Boolean formula consisting of set ofPv which uniquely defines the set 
of cut separating objects in the data table. 
lj/(0~,02) is a Boolean formula consisting of set ofPv which uniquely defines the set 
of cut separating of objects 0~,02 
The first basic step of this approach is to find the cuts Pv (these are the calculated 
means of pairs of each attribute's values arranged in ascending or descending order). 
A decision matrix is generated based on the value of the attribute compared with the 
value of the cut to distinguish between the objects and then a heuristic algorithm 
(discussed later) is applied to identity those specific cuts, which classifY the data into 
main classes. The classical heuristic approach is used to classifY the data into two 
classes but here it is used to classifY the data table into n number of classes. 
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The objective of using the heuristic algorithm was to determine which cuts partition or 
classify the maximum number of attributes in the database. It is a complex problem to 
partition the multidimensional database as the complexity increases exponentially as 
the number of attributes or dimensions increases [156]. 
8.6.1 Illustrative Example 
For the classification of the five tuples shown in the table 8.9, all the cuts of all the 
variables were calculated first and then a decision matrix generated to find those cuts 
which classify the maximum number of data points. 
The first five transformed tuples from the table 8.2 are shown below 
CDrop CTime STemp A Temp PTOI PT AY_LE_381 
ID 
Varl Var2 Var3 Var4 Var5 Var6 Class 
RGMI0271 MSl 6 21 -12 5 12 18 Mlower 
RGMI0276 MS2 6.2 18 -2 4 8 21 Nominal 
RGMI0305 MS3 4.5 24 -6 10 5 12 Nominal 
RGMI0312 MS4 6 19 5 13 7 20 Mlower 
RGMI0313 MSS 6.1 10 5 14 5 11 Slower 
Table 8.9: Example Data for Class1ficat10n 
Or it can be written simply as: 
I 14 
0 
1 
I 
0 
I 
Chapter 8: Manufacturing Data Classification for Governing Rules or Pattern's Discovery 
0 { MSl, MS2, MS3, MS3, MS4, MS5} 
V { Varl, Var2, Var3, Var4, Var5, Var6} 
Avad { 6, 6.2, 4.5, 6, 6.1} 
Avar2 {21, 18, 24, 19, 10} 
Avar3 {-12, -2, -6, 5, 5} 
Avar4 {5, 4, 10, 13, 14} 
Avar5 {12, 8, 5, 7,5} 
Avar6 {18,21,12,20,11} 
Ac1ass {Mlower, Nominal, Slower} 
pvarl {(A,B,C), 5.25, 6.05, 6.15} 
pvar2 {(D,E,F,G),l4, 18.5, 20, 22.5} 
pvarJ {(H,l,J), -9, -4, 1.5} 
pvar4 {(K,L,M,N),4.5, 7.5, 11.5, 13.5} 
pvarS {(O,P,Q),6, 7.5, 10) 
pvar6 {(R,S,T),l4.5, 19, 20.5) 
Sv {A,B,C,D,E,F,G,H,I,J,K,L,M,N,O,P,Q,R,S,T} 
The classical heuristic algorithm can only classifY two classes so Mlower was 
transferred into one class and rest of the class variables into another class as shown in 
the table 8.9. 
A B c D E F G H I J K L M N 0 p Q R s T 
MS1,MS2 0 I I 0 I I 0 I I 0 I 0 0 0 I I I 0 I I 
MS1,MS3 I 0 0 0 0 0 I I 0 0 0 I 0 0 0 I I I 0 0 
MSl,MSS 0 I 0 I I I 0 I I I 0 I I I I I I I 0 0 
MS4,MS2 0 I I 0 I 0 0 0 0 I I I I 0 0 I 0 0 0 I 
MS4,MS3 I 0 0 0 0 I I 0 I I 0 0 I 0 I 0 0 I I 0 
MS4,MSS 0 I 0 I I 0 0 0 0 0 0 0 0 I I 0 0 I I 0 
.. TableS.! 0: DeciSIOn Matrix 
The process of generating a decision matrix is discussed now. The values of the cuts 
A, B and C have been calculated by listing the 5 values of Var I in ascending order, 
i.e. 4.5, 6, 6.1, 6.2. A is therefore the mean of 4.5 and 6, i.e. 5.25. A is then compared 
to the Var values for MS! and MS2, and as 5.25 is not in the range (6, 6.2), a 0 is 
entered in the top left hand corner under the column 'A' of the decision matrix. If a 
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cut value lies in the current range then I is written, and if not 0 is entered. Generation 
of the decision matrix continues in this way. The Os and Is in the matrix provide a 
measure of how well each cut classifies the data. In a later step the contents of each 
column are summed to find which cut classifies most of the data as explained in 
chapter 3. All combinations of the classifYing variable (O's) and the remaining 
variables (I 's) will be listed in the rows and all the cuts will be listed in the columns 
as shown in the table 8.1 0. For simplicity, the cut identifiers have been written in 
alphabetic order and these represent the cuts from variables I to 6 (a total of 20 in this 
example). The number of rows in table 8.10 is the product of the number of 
classifYing identifiers (MS numbers) multiplied by the remaining identifiers (from 
table 8.9). 
And hence from the above table 8.10: 
1j!(MSI,MS2) = (BvCvEvFvHvlvKvOvPvQvSvT) 
1j!(MSI,MS3) = (AvGvHvLvPvQvR) 
1j!(MSI,MS5) = (BvDvEvFvHvlvJvLvMvNvOvPvQvR) 
1j!(MS4,MS2) = (BvCvEvJvKvLvMvPvT) 
lji(MS4,MS3) = (AvFvGvlvJvMvOvRvS) 
1j!(MS4,MS5) = (BvDvEvNvOvRvS) 
ljlv = {(1j!(MSI,MS2))/\( 1j!(MSI,MS3)) /\( 1j!(MSI,MS5)) /\( 1j!(MS4,MS2)) 1\ 
(1j!(MS4,MS3)) /\( 1j!(MS4,MS5))} 
Which on simplification reduces to 
ljlv = {(8/\A) v(B/\G) v(B/\R) v(E/\A) v(E/\G) v(E/\R) v(P/\0) v(P/\R) v(P/\S) 
v(R/\C) v(R/\K) v(R/\ T)} 
The above result indicates that the data can be classified using either of the above 
combinations. This is only the first step of classification as these cuts only classifY one 
class. For the next class, the data of the classified class variable is removed and the 
process repeated for the next variable, which is to be classified. 
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The result can be checked by applying the modified MD-Heuristic Algorithm, which 
is designed for more than two classes if they are originally not mixed with each other 
and is actually built on the classical MD-heuristic Algorithm. 
8.6.2 Modified MD-Heuristic Algorithm 
1- Choose one classifying attribute out of n and change it to zero and the remaining 
attributes into I 's. 
2- Construct the binary table from tuples if the value of the cut is present between the 
them or not (decision matrix) 
3- Find the sum of each column and identify the column with the maximum sum and 
record it as a prospective cut. 
4- Find the I 's in that column and delete those rows containing I 's and record that 
column as the classifying cut. 
5- Repeat the process until the sum of the columns is zero or the matrix is empty. 
6- Remove the classified tuple from the database and choose a second classifying 
tuple and replace its 'one' with zero. 
7- Repeat the steps from 2 to 6 until all the class variables are classified and cuts are 
recorded. 
So in this example the cuts for Mlower were found to be B and A. In the next stage, 
delete the records with Mlower as the classifying variable and repeat the process to 
find the rest of the cuts that classify the remainder of the data into distinguishable 
classes. The chosen example has only 5 data points so the remaining data will be left 
with the three records and the process can be repeated to find the cuts either for 
Slower or Nominal class. 
After calculating all the distinguishable cuts that actually classify each of the products 
in a six dimensional space, rules can be extracted from the database. From the data 
table, a data point (a six dimensional point in this case) can be traced back to find 
which cuts it lies between. The region in a six dimensional space is identified which 
can hold only data points of a particular class. After identifying the class the six 
dimensional regions bound with the cuts as starting and end points in each axis a rule 
can be generated using an 'IF', 'THEN' statement and then the rest of the data can be 
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scrolled to find which other records follow that rule. In a similar way the whole 
database can be checked to find the exact classification of that data and then rules can 
be generated which govern the manufacturing process. 
At this stage both the Heuristic algorithm and clustering converge to give the same 
results. The only difference would be the size or ranges of the clusters. As the 
Heuristic Algorithm gives the ranges in six (n) dimensions it will be in the form of a 
six dimensional box. Adjacent boxes can be combined to form a cluster of boxes to 
give a larger irregular shaped form that will form a kind of cluster. But that cluster 
will be of very precise and exact size limited by the cuts on the different variables 
compared with the clusters formed by the K-mean clustering method which covers a 
range around the centre of the cluster. 
8. 7 Conclusion 
This chapter detailed the application of four different data mining algorithms that were 
used on the Rolls Royce data to identify any unknown trends or relationships. These 
experiments were important as they contributed considerably to understanding this 
complex data even though these data mining approaches did not produce final 
solutions themselves. 
Regression Analysis helps in understanding the relationships of different dimensions 
of the blade with each other. The regression analysis results were sufficient to predict 
the trends of one dimension relating to the other dimension but were not good enough 
to exactly predict the outcome of any one dimension varying with any other 
dimension. These results helped to determine that there were some kinds of 
relationships present, some of them are obvious and understandable and some of them 
were new and needing further exploration. Different dimensions of the blade were 
mostly within engineering tolerances but were fluctuating within their allowed limits 
or tolerances making it hard to precisely predict the relative dimensions. The 
fluctuations, as shown in figure 8.2, were not predictable so it was impossible to come 
to any sharp relationships with the regression analysis. It was useless to establish any 
precise relations of any dimension with any of the controlling process variables as no 
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single variables can have the total influential effect on any other dimension, rather the 
effects are caused by the combined influences of multiple variables. 
The idea of supervising Clustering (which is an unsupervised data classification 
method) was new and gave good results up to a certain extent. There were few 
clusters, which exactly classified the data, but in most cases the clusters were 
overlapped and in these overlapped clusters the zone strategy gave mixed results 
ranging from 60-100 % classification. The average results were in the range of 70-
80%, which were not sufficiently accurate to implement on the manufacturing process 
to control the output dimensions of the blade. 
Rough set methodology can exactly classify the data in two different classes but when 
it comes to more than two classes then complications of mixing old classified 
attributes with the new ones start arising, as was the case with clustering. Secondly it 
is not practical to use the modified MD-Heuristic algorithm on large sized databases 
therefore this methodology was also dropped. 
The last two methodologies i.e. supervised clustering and New MD-Heuristic 
Algorithm failed for the available data from Rolls Royce but it does not conclude that 
they can not be used for other kinds of data. 
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The different manufacturing stages that a blade goes through 
have been explained in detail in chapter 7. The scope of the 
research provided in chapter 2, highlighted the areas of work 
that have been targeted in this research. The details of the 
clustering, regression, decision trees and rough set algorithms 
given in the last chapter conclude the reasons why those 
algorithms failed for certain types of complex data. The 
experiments carried out with these algorithms contribute 
towards achieving the main aim of this research, as the 
results obtained clearly show that these commonly used 
approaches are not always applicable in manufacturing, 
particularly when dealing with complex product or process 
data. Hence, to achieve the objectives of this research, it was 
necessary to examine alternative approaches to data mining 
which have not previously been used in manufacturing Figure 9.1: Wide Chord 
Fan Blade 
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environments. This chapter will therefore explain the choice of Association Rule for 
desired information collection and how and why this was done after several 
unsuccessful attempts with classification algorithms. 
Product dimensional data can be a source of knowledge about the manufacturing 
process limitations and that knowledge can be usefully applied in improving the 
product design. Hence only product dimensions have been considered in this section 
while the relationships between product and process will be discussed in the next 
chapter. Therefore at this stage process data is not required. 
The detailed manufacturing process diagram, shown in chapter 7 (figure 7.5), shows 
that the product's dimensions are measured after the SPF and machining process using 
CMM machines. After the CMM inspection there are not any significant operations on 
the blade that change the dimensions of the blade. Therefore this CMM output is 
considered to be the blade's final dimensions. 
Before proceeding towards the data mining methodology for the extraction of design 
information from the data and the knowledge about the manufacturing limitation it is 
interesting to have a quick overlook at the different dimensions of the blade. 
9.1 CMM Measurements 
The blade has a complex three dimensional shape. There are about 294 dimensions 
measured using the CMM machines. There are 14 main dimensions each of which is 
further subdivided into different sections making a total number up to 294. Out of 
these 14 main dimensions there were I 0 of them having variations so these were 
selected in the first instance. The remainder of the 4 main dimensions are consistent 
and since such values do not provide additional information they have not played any 
role in the information extraction process. 
The ten main dimensions and the number of sections for each particular dimension are 
listed in table 9.1, 
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Dimension Class No of Sections 
Blade Form Angle 13 
Aerofoil Shape Inside Form 13 
Aerofoil Shape Outside Form 13 
Maximum Thickness 13 
Thickness ofleading Edge at 38,1 (mm) 12 
Disposition of Aerofoil 13 
Bow of Aerofoil I Value 
Lean of Aerofoil 12 
Wave of Aerofoil !I 
Alignment of Aerofoil 4 
Table 9.1: Different Mam D1mens1ons of the WCFB 
These dimensions quantify the blade's shape and contour in a three dimensional 
space. Before giving any kind of data operational details it is important to understand 
these dimensions. 
9.1.1 Blade Form Angle 
Blade form angle is the angle made by the tip of the blades with the engine datum line 
as shown in the figure 9.1. All the blades are mounted on the shaft of the engine, 
which is considered to be the main datum for the assembly and manufacture of the 
Engine Datum Line 
Figure 9.1: Plan view of the WCFB to show Blade Form Angle 
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blades. 
If the two tips of the chord of the blade at the top are joined (end of the blade, opposite 
side of the cheek pieces) then this line makes an angle with the centre line of the blade 
which is called the blade form angle. 
9.1.2 Aerofoil Shape Inside/Outside Form 
These values are the reference values calculated from the original readings of the 
CMM machines. In a three dimensional space the blade's aerofoil locating points are 
noted in a matrix called the shape matrix. The shape matrix data is recorded and is 
adjusted mathematically so that the central value will be shifted to origin (0.00) and 
the rest of the values are adjusted accordingly. From this shape matrix, the maximum 
values are picked up and are recorded as aerofoil shape inside and outside form 
values. 
9.1.3 Maximum Thickness 
This dimension is easy to conceive, as is the maximum thickness of the blade at a 
particular section. This can be defined as the diameter of a virtual ball which can be 
fitted inside the blade at the different recording sections. 
9.1.4 Thickness of the leading edge at 38,1 
This is the thickness of the blade from the 381•• 
leading edge at 38. I mm. (Leading edge is 
thicker with a rounded edge and the trailing 
edge is the sharper or tapered edge) 
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9.1.5 Disposition of Aerofoil 
Disposition is the bend of the blade from the nominal size. Disposition is actually the 
offset of the centre line of the blade towards or away from the blade but parallel to the 
base of the blade or centre line of the engine shaft. 
9.1.6 Bow of Aerofoil: 
This is the maximum value of the disposition. 
9.1.7 Lean of Aerofoil: 
This is the disposition in the direction towards or away but parallel to the engine 
datum line. So it is actually the disposition right angle to the disposition of the 
aerofoil. 
9.2 DATA MINING 
As previously explained the CRISP-DM methodology has been used for these data 
mining experiments and the data cleaning, the initial stage of knowledge discovery 
process, is now explained in detail. After data cleaning, different data transformation 
methodologies will be explained. From this will follow the novel methodology of 
Association Rule implementation. After extracting the rules their validity will be 
discussed and different methods will be explained of extracting only the useful rules 
from the scores of rules that result from the Association Rule mining. 
9.2.1 Data Cleaning 
Data cleaning is a very important stage in the process of knowledge extraction from 
the database and can consume most of the resources allocated for data mining 
projects. Manufacturing data is likely to have more noise and garbage than other data 
kinds e.g. financial data, market basket data, data from web logs etc. There are several 
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reasons for this, for example, the process may be restarted several times due to 
different reasons and each time this results in a new tuple being generated irrespective 
of whether it is filled or not and these noisy tuples become part of the original data. It 
is therefore a very crucial stage to clean the data to make it ready for different 
transformations and different data mining techniques. It is particularly important to 
look in detail at the whole process when the data input involves human interaction at 
any stage of data collection. In the data collection and storage stage some of the data 
is feed in by the operators which may include the details of the personal information 
of the operators such as operators ID, his/her shift details, machine ID, starting 
conditions of the operation and any product input details. In this kind of situation there 
is always a chance that the operator will miss a keystroke resulting in wrong 
information being stored. Data cleaning involves identification of such records and 
then corrects them if possible or otherwise removes such records from the training and 
test dataset. Duplication in records is mostly the result of when the machine 
malfunctions and/or the operator has to restart the process on the product or 
sometimes occurs at the start when new products are introduced for operation as they 
have to run different test products before the actual start of the original production and 
this results in several multiplications in the data. 
Data integration and combination is also a problem in manufacturing enterprises 
where each stage or process data is stored separately and requires consolidation either 
in the form of a relational database or a flat data table. Matching the records can be a 
problematic task, which in practice can reduce the size of the data a great deal. The 
reason can be either missing data (keyed in by the operators), lost data, data not in the 
electronic format (for example data stored in the form of ultrasonic or x-ray images or 
drawings), data without the main or primary id of the records, partial transformation 
of non electronic data into electronic information and confusing data with some kind 
of duplication where most of the records match exactly except for a few dissimilarities 
which require further investigations and time. All such kinds of problems need fixing 
during the cleaning process and need proper recording [ 151] for future consultation 
when the results need to be translated in the form of process constraints or design 
changes etc. 
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Data from Rolls Royce was collected in the form for comma separated files containing 
all the measurements of different dimensions of the blade, done by the CMM 
machines. The data contains two types of information, the details of the CMM and 
milling machines used before measurement and the data of the dimensions of the 
blades. The details of the data are shown in the table 9.2. 
Data ID recorded Details 
CMM_DATE Date of data recording 
CMM_TIME Time of data recording 
BLADE ID Blade Identity 
CMM_MC Machine Identity 
COUNT Count of the reading 
OPERATOR_ID Operator's identity 
AEROFOIL MC Machine id on which aerofoil is machined 
MC_DATE Machining date 
MC_TIME Machining time 
AI BFA Blade form angle section AI 
AA_BFA Blade form angle section AA 
AD BFA Blade form angle section AD 
... ... 
... .. . 
... ... 
AU_WAVE Wave Section AU 
AW WAVE Wave Section A W 
AY WAVE Wave Section AY 
Table 9.2: Detatls of the Data of WCFB 
As the proposed idea for this stage of the data mining was that the design information 
of the blade and the process limitation can be worked out using the product output 
dimensions, in this implementation the only data used was the product's output 
dimensions. The data related to other aspects of the product, CMM and aerofoil 
machining resource information was therefore ignored. 
126 
Chapter 9: Product Design Improvement and Discovery of Manufacturing Process Constraints ... 
The required data was loaded into Oracle in the form of a consolidated table from 
different files and in the first stage the required data was extracted using simple SQL 
queries into a target table identified by the blade IDs. Duplications in the database 
were also identified using the SQL. Once the duplicate records were highlighted it 
became easy to discover the different categories of duplications present in the data. 
There were three kinds of duplicate records, 
I- Identical records 
2- Duplicate Records but ones with missing values 
3- Confusing Records 
Identical Records: It is easy to identify and clean identical records. Identical tuples are 
exactly the same in all respects. So it is simple to get rid of one of the duplicate tuples 
and it was not necessary to keep any kind of longer-term record of these errors having 
been corrected. 
Duplicate Records but one with Missing Values: Such records are also easy to identify 
but need a little bit of consideration in processing. The tuple with all fields filled with 
different values are kept as the original records but such records are noted down in a 
separate table for future reference so that they can be easily identified if any kind of 
unusual relationships that include them are found. 
Confusing Records: Confusing records were those which had the same blade Ids but 
have different values in the different files. Some times most of the fields are identical 
except for a few. Some records have entirely different values in many different fields. 
These records are checked manually with the machining dates and CMM dates. 
Consultation with the people at RR and close inspection of such records reveals that 
such records are due to test runs during the start of the production. As one or more of 
the records in the confusing set usually has an earlier date from the other dates, it is 
easy to identify and clear from the database. 
After dealing with all the missing, duplicated, multiple and confusing records each 
attribute is checked for noise by plotting their scatter plots. Scatter plots help to 
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quickly identify the abnormal values that result due to any abnormality or keystroke 
errors. Such data values were removed from the data and recorded separately with any 
reasons, if any for the noise. The whole data cleaning process is shown in the 
following block diagram. 
Data loaded in Duplications in 
Data from RR- ORACLE and the Data are 
Flat Files consolidated identified 
Missing values Data With 
are replaced or ~ Missing Values is Data clear of any 
record is deleted identified Duplication 
1 
Data is checked Noise removed. 
Data is Clean of for any noise Data ready for 
Missing Values using scatter plots Transformation 
Figure 9.3: Flow Diagram for Data Cleaning 
After the cleaning process data is ready for transformation. Initially there were 4726 
tuples in the raw data. The data of 3740 blades was left after cleaning. All the rest of 
the data was either duplicated or had many missing values or were confusing records 
so they are deleted from the main data file and are documented in a separate file with 
the details of the reasons of removing them from the data. If more than 25% of the 
values were missing from any individual record then that record was not included for 
analysis. But if in a tuple less than 25% values were missing then those missing values 
were replaced with the average value of that particular dimension. 
9.2.2 Data Transformation 
Data transformation is not always necessary in data mining in general. However in the 
case of manufacturing data, it becomes a necessary step especially when the process 
parameter or product's dimensional data is involved. This kind of transformation is 
necessary because the relationship discovery for exact measured values is virtually 
impossible and it is necessary to transform the data into some representative 
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identifiers which can then be translated back into the range of manufacturing process 
variables when the model is generated using data mining techniques in the form of 
rules developed by decision trees or clusters of these identifiers or associations. In the 
case of manufacturing data the transformation stage requires sensible understanding of 
the manufacturing process constraints and operations, the importance of dimensions of 
the products and the range of the manufacturing variations. 
Products have design 
limitations recorded as 
tolerances. Therefore to 
transform the final 
measured product data, 
the output dimensions can 
be divided into different 
sections from the upper 
engineering tolerance to 
the lower engineering 
tolerance as shown in the 
Upper Limit Uout 
Lower Limit 
Upper 
H-Unner 
M-Uooer 
S-Upper 
Nominal- --
S-Lower 
M-Lower 
H-Lower 
Lower 
Lout 
Figure 9.4: Difference sections/divisions 
for the output dimension of a product 
figure 9.4. The reason for transforming the data into these ranges is that these 
divisions are achievable for large batches of products passing through the particular 
manufacturing process compared to much smaller quantities of product recording any 
precise output dimensional values. Also with a small number of divisions the data will 
be more appropriate as input to many different kinds of algorithms instead of too 
many different values which result in very indistinct inconclusive results. This data 
transformation approach is a refinement of the Data Pre-processing approach 
described in section 8.2. 
The whole data of all the blade dimensions were converted into the categories shown 
in the figure9.4. It is important to note that the number of categories chosen can vary 
depending upon the type of the data. If very fine relationships are required then the 
number of categories can be increased. It is also very important to check the uniform 
distribution of the data. As if a uniform distribution graph is plotted then fine meshing 
will become easier. If most of the data is concentrated near one specific value then it 
is recommended that many very small divisions should be selected around this value. 
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The manufacturing at Rolls Royce is extremely precise and accurate. There are very 
few dimensions that go out of tolerance and mostly the manufactured dimensions stay 
within the engineering tolerances. Hence, in these case studies the objective was to 
propose techniques that are suitable for application on the available well controlled 
data of Rolls Royce which was mostly within the engineering tolerances. The 
techniques will therefore work to fine tune the manufacturing process and will help in 
determining the relationships between different dimensions and their manufacturing 
process parameters. The process can be used for smooth data or even for datasets that 
are behaving suspiciously in the earlier analysis. 
9.3 WORKING ON DATA 
After the data have been cleaned and transformed into the required format. 
Appropriate data must be selected for input into the data mining algorithm for initial 
analysis. This data selection or data marts generation is based on the requirement or 
problem description (if any). This is actually the second stage of data selection as 
before data transformation some data sets were also judged to be redundant. Selected 
data is consolidated into one table as required before feeding it into the data mining 
algorithm/s, which range from any of the classification tools e.g. decision trees, 
clustering, rough set theory, or Association Rules algorithms as in this case, to find 
any kind of association between the data or variables. 
9.3.1 Association Rule 
Association Rule algorithms were discussed in detail in chapter 4. In this 
implementation of Association Rules the Apriori Algorithm was used, which is based 
on the property that states, "any subset of a large itemset must be large" [157]. Here 
large means a defined support or occurrence level of a single or multiple items in the 
transactions. 
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The association or frequent itemsets are discovered by first finding the single item's 
frequent occurrence and then making combinations with those single items and 
checking whether or not their occurrence is more or equal to the defined support level. 
The process of combinations keeps on repeating until the largest frequent itemsets 
have been found. For complete detail of how the association rule algorithm works 
please consult chapter 4. The Apriori principle, as defined earlier, states that any 
subset of the frequent itemsets discovered having minimum support level would have 
the same or higher support level. The Association Rules can therefore be found using 
all those subsets of the frequent itemsets. 
9.3.2 Association Rule Mining on Product Data 
Manufacturing is a value adding process on raw material to transform it into final 
products. The aim of all manufacturing processes is to produce accurate products as 
precisely as possible according to the design. High quality manufacturing processes 
try to squeeze the engineering tolerances to produce as precisely as possible. There are 
many statistical methods used to control the production and to make the products 
within design limits. But such methods cannot identify any kind of manufacturing 
limitations in the current productions system. Association Rule mining is used on the 
historical data of manufactured 
WCFBs and the experiments 
showed that it can be used to find 
relationships, if present, that give 
useful information about the 
production capabilities and can 
also help in identifying how the 
relationship between the product 
dimensions can be used to change 
the design of Blade, if necessary. 
In earlier reported research, 
Association Rules have been 
mostly used on transactional 
aa --1-----t-----------------
ab -----r----------------
ac ·-·---~-·-·-·-·-·-·-·-·-·-·-· 
ad /:::~~:::·:::~~·;::·:.:~::·· 
-Width-
Figure 9.5: A sample product showing 
different dimensions at different sections 
databases or market basket data in retail sectors where finding associations helps in 
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aisles and shelf displays and to offer promotions etc. Similarly a product's output 
dimensions are a good measure of the quality of the production cycle and can help in 
suggesting any alteration in the design or any dependency or relation between 
different dimensions resulting from the manufacturing process. This research has 
shown that association between the output dimensions of a product, i.e. WCFB, can be 
identified using Association Rules between different measures or dimensions of the 
blade. 
To begin the Association Rule mining, the data for the product's dimensions was 
separated from the rest of the records. The product's data had already been 
transformed into different categories but it is much easier to transform the data again 
from strings into integer identifiers to use in the Apriori algorithm. A simple 
nomenclature can be defined to identify different output dimensions into integer 
identifiers. 
The details about different dimensions (CMM data) are outlined in section 9. I. As 
there are several sections (where different measurements are taken) of each of the 
dimensions, it is difficult to demonstrate the complex shape of the blade using all 
sections. It is therefore easier to understand the basic philosophy of the technique by 
considering the cuboid example shown in figure 9.5. The details of the methodology 
will therefore be explained first, using the cuboid example and then the details of the 
original case study data will be presented. 
The output dimensions of width, height and thickness for the cuboid at different 
sections are measured by CMM and are recorded. The nominal dimension at each 
section has some engineering tolerance, which was divided, into I 1 (or any other 
appropriate number as convenient) sections as shown in figure 9.4. Now for each 
blade, the measured dimensions of all the sections are translated into the appropriate 
bands. 
Thickness Width Height 
aa ab ac ad ae af aa ab ac ad aa ab ac 
D 7.55 7.5 7.45 7.45 7.5 7.55 7.55 7.45 7.45 7.55 7.55 7.5 7.55 
+ .02 .02 .02 .02 .02 .02 .02 .02 .02 .02 .02 .02 ,02 
-
.02 .02 .02 .02 .02 .02 .02 .02 .02 .02 .02 .02 .02 
Table 9.3: DimensiOns of different sectiOns w1th tolerances. --- D: D1mens10n 
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The transformation table for section "ab" of"Thickness" is shown in table9.4. 
If 
Then replace the 
value with 
Dimension>7.52 Uout 
7.52>Dimension>=7.516 Upper 
7.516>Dimension>=7.512 H-Upper 
7.512>Dimension>=7.508 M-Upper 
7 .508>Dimension>=7 .504 S-Upper 
7 .504>Dimension>= 7.496 Nominal 
7 .496>Dimension>-7 .492 S-Lower 
7 .492>Dimension>=7 .488 M-Lower 
7 .488>Dimension>=7 .484 H-Lower 
7 .484>Dimension>= 7.480 Lower 
Dimension<? .480 Lout 
Table 9.4: Data Categonzatlon 
9.3.2.1 Second Transformation 
Consider, for example a 
measured value of ab-
Thickness equal to 7.509 then 
according to the 
transformation it will be 
translated as M-Upper. This 
transformation is necessary so 
that if some valid Association 
Rules are discovered the 
manufacturing set up will be 
able to operate between the 
limits as it is not practical to 
work to exact measured 
values. 
Product data needs to be transformed from categorized data into some kind of integer 
identifiers, which are easier to use for the association algorithm to find the frequent 
itemsets and then extract the Association Rules. The integer identifier transformation 
metric for a cuboid is shown in the table 9.5a. Each integer identifier is a combination 
of two numbers containing two or three digit numbers (these numbers can be chosen 
according to the requirements). The first two digits show the tolerance band and the 
last two digits show the section of the product. For example if the ac section of Width 
is S _Lower then that value is translated as 1709. 
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U-out Upper H-Upper M-Upper S-Upper Nominal S-Lower M-Lower H-Lower Lower 
11 1Z 13 14 15 16 17 18 19 lO 
aa_Thickness 01 1101 1201 1301 1401 1501 1601 1701 1801 1901 2001 
ab_Thickness Ol 1102 1202 1302 1402 1502 1602 1702 1802 1902 2002 
ae_Thlckness 03 1103 1203 1303 1403 1503 1603 1703 1803 1903 2003 
ad_Thickness 04 1104 1204 1304 1404 1504 1604 1704 1804 1904 2004 
ae_Thickness 05 1105 1205 1305 1405 1505 1605 1705 1805 1905 2005 
af_Thickness 06 1106 1206 1306 1406 1506 1606 1706 1806 1906 2006 
aa_Width 07 1107 1207 1307 1407 1507 1607 1707 1807 1907 2007 
ab_ Width 08 1108 1208 1308 1408 1508 1608 1708 1808 1908 2008 
ac_Width 09 1109 1209 1309 1409 1509 1609 1709 1809 1909 2009 
ad_ Width 10 1110 1210 1310 1410 1510 1610 1710 1810 1910 2010 
aa_Height 11 1111 1211 1311 1411 1511 1611 1711 1811 1911 2011 
ab_Helght 1Z 1112 1212 1312 1412 1512 1612 1712 1812 1912 2012 
ac_Height 13 1113 1213 1313 1413 1513 1613 1713 1813 1913 2013 
Table9.5a: Integer Identifier Transfonnatwn Matnx for Cuboid Example 
Each set of the dimensional data of the product (cuboid in this example) in the fonn of 
integer identifiers is treated as one transaction. The whole training dataset was fed into 
the Association Aule algorithm programme, and this required the minimum support 
level to be defined as well, in order to find the frequent itemsets. Support is the 
minimum number of occurrences of the itemsets in each stage of the iteration of the 
algorithm. By increasing the support there is a chance that some important itemset 
data could be missed which could lead to some informative hidden relationship being 
missed but by decreasing support the output of frequent itemset could increase greatly 
resulting in numerous Association Rules. The best possible solution is to find the 
occurrence of each integer identifier whilst keeping the support equal to the minimum 
significant occurrence of integer identifiers. 
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2102 
2103 
2104 
2105 
2106 
2107 
2108 
2109 
2110 
2111 
2112 
2113 
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U-out Upper H-Upper M·Upper S·Upper Nominal S·Lower 
11 12 13 14 15 16 17 
1_bfa 1 1101 1201 1301 1401 1501 1601 1701 
m_bfa 2 1102 1202 1302 1402 1502 1602 1702 
bc_bfa 3 1103 1203 1303 1403 1503 1603 1703 
1_shpe_if 4 1104 1204 1304 1404 1504 1604 1704 
m_shpe_if 5 1105 1205 1305 1405 1505 1605 1705 
""_shpo_w 6 1106 1206 1306 1406 1506 1606 1706 
1_shpe_of 7 1107 1207 1307 1407 1507 1607 1707 
m_shpe_of 8 1108 1208 1308 1408 1508 1608 1708 
"c_shpo_of 9 1109 1209 1309 1409 1509 1609 1709 
~1_max 10 1110 1210 1310 1410 1510 1610 1710 
~m_max 11 1111 1211 1311 1411 1511 1611 1711 
"c_max 12 1112 1212 1312 1412 1512 1612 1712 
~s_lo_381 13 1113 1213 1313 1413 1513 1613 1713 
~x_lo_381 14 1114 1214 1314 1414 1514 1614 1714 
"o_lo_381 15 1115 1215 1315 1415 1515 1615 1715 
f!t_dlsp 16 1116 1216 1316 1416 1516 1616 1716 
~m_dlsp 17 1117 1217 1317 1417 1517 1617 1717 
~y_dlsp 18 1118 1218 1318 1418 1518 1618 1718 
f'k_bow 19 1119 1219 1319 1419 1519 1619 1719 
~1_1oan 20 1120 1220 1320 1420 1520 1620 1720 
~m_ lean 21 1121 1221 1321 1421 1521 1621 1721 
~y_loan 22 1122 1222 1322 1422 1522 1622 1722 
~a_ wave 23 1123 1223 1323 1423 1523 1623 1723 
~m_ wave 24 1124 1224 1324 1424 1524 1624 1724 
~y_wavo 25 1125 1225 1325 1425 1525 1625 1725 
Table9 .5b: Integer Identifier Transformation Matrix for WCFB Sample Data 
Identity 
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First Two Digits - Second Two Digits 
Category - Particular Dimension's section 
e.g. Nominal- AK-Bow is 1619 
M·Lower H·Lower Lower L-Out 
18 19 20 21 
1801 1901 2001 2101 
1802 1902 2002 2102 
1803 1903 2003 2103 
1804 1904 2004 2104 
1805 1905 2005 2105 
1806 1906 2006 2106 
1807 1907 2007 2107 
1808 1908 2008 2108 
1809 1909 2009 2109 
1810 1910 2010 2110 
1811 1911 2011 2111 
1812 1912 2012 2112 
1813 1913 2013 2113 
1814 1914 2014 2114 
1815 1915 2015 2115 
1816 1916 2016 2116 
1817 1917 2017 2117 
1818 1918 2018 2118 
1819 1919 2019 2119 
1820 1920 2020 2120 
1821 1921 2021 2121 
1822 1922 2022 2122 
1823 1923 2023 2123 
1824 1924 2024 2124 
1825 1925 2025 2125 
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Association Rules are then generated from the frequent itemsets, and these are all the 
possible subsets of the frequent itemsets having a minimum defined confidence. When 
the Association Rules are generated then the certainty of each of the rules is tested 
against the defined confidence level. If the confidence of any of the rule is less than 
the defined level the rule is discarded otherwise it is kept in the final output. 
As explained earlier in this section there were about I 05 important dimensions that are 
used in this case study but only the most important ones have been chosen to explain 
in detail. These dimensions are outlined in table 9.5b where these are converted into 
integer identifiers based on the tolerance category to which they belong. 
Each record or tuple is now in the form of integer identifiers. These integer identifiers 
can be translated back into the particular dimension and the tolerance band in which 
the value lies. The complete dimensional data of each blade recorded by the CMM 
machines is treated as one transaction. 
This transactional data of WCFB is fed into the Association Rule algorithm 
programme with the required support and confidence values. As explained earlier 
different support levels were tried initially as different support levels produce different 
outputs as shown in section 9.5. It is best to choose the support level equal to the 
number of any significant appearances of any integer identifier to include it in the 
rules. A higher value of support will eliminate a few of the integer identifiers from the 
rules and a lower value will result in an enormous number of rules. Each rule has its 
confidence level equal to or higher than the defined threshold level. When the rules 
were checked against the manufacturing process output some interesting facts were 
unveiled and these results will be discussed in section 9.5. However, before then, the 
important issue of the quality of the generated rules within the database must be 
addressed. It is very important to determine the validity of each of the rules before 
analysing all the output or generated rules, since this is a very long, tedious and time 
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consuming task. It is therefore important to first get rid of those rules that are actually 
misleading or not valid rules. 
9.4 RULE QUALITY 
Rules generated with very high support and confidence level are less likely to be 
misleading than rules generated with lower support levels. This can be illustrated with 
the example data shown in table 9 .6. The data shows fifteen transactions or products, 
which are chosen from the data for illustration purposes only. 
ID Data 
1 1612, 1304, 1507, ... 
2 1703, 1303, 1703, ... 
3 1611, 1303, 1602, ... 
4 1612, 1303, 1507, ... 
5 1408, 1303, 1404, ... 
6 21 06, 1303, 1703, ... 
7 1408, 1703, 1504, ... 
8 1603, 1303, 1609, ... 
9 1612, 1303, 1507, ... 
10 1312, 1303, 1803, ... 
11 1713, 1303, 1601, ... 
12 1612, 1303, 1507, ... 
13 1612, 1303, 1507, ... 
14 1401' 2006, 1507' ... 
15 1612, 1303, 1507, ... 
Table 9.6: Example Data 
Where, 
Nominal: 7.496-7.504 
s_upper: 7.504- 7.508 
h_upper: 7.508-7.512 
There are many valid rules present in this data, 
consider the following rules, 
I: 1612 ~ 1507 
( IF ab section of 'height' is nominal THEN aa 
section of 'width' is s_upper) 
2: 1612 ~ 1303 
(IF ab section of 'height' is nominal THEN ac 
section of'thickness' is h_upper) 
When the above rules are checked against the data, both seem to be valid, the first rule 
having 40% support and I 00% confidence and the second rule also have support of 
33.3% and 83.3% confidence. 
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The first rule is a valid rule because 1507 and 1612 complement each other in the 
data, whilst the second rule is misleading as 1612 is complementing 1303 but 1303 
does not complement 1612. Examination of the data shows that 1303 appears several 
times even when 1612 is not present so 1303 is independent of 1612. This situation 
clearly leads to the deduction that there is association present in the data but its 
strength is uncertain. An association is strong only when both sides of the rule come 
together and neither element appears elsewhere in the data independently. The 
absence of one variable in the rule or too many appearances of one side of the rule 
makes it less important. 
There are several different methods to detect meaningless rules. Support and 
confidence are the initial measures to get rid of the useless rules. But these two 
measures can only help up to a certain limit as explained in the above paragraph. Lift 
is also a very good measure to check the quality of the rules as detailed in chapter 4. 
Another good technique explained in the same chapter was chi square measure of the 
rules, as the chi square test takes into account both the presence and absence of items 
in the rules. 
Chi square is popular for finding the correlation of hi-variant data in the statistics 
community. A higher value of chi square for the hi-variant (both 'if statement and 
'then' statement) shows a strong relationship and a lower value indicates a weak 
relation. The strength of the relations can be found using the chi square table, given in 
appendix- A under the specific degree of freedom (I in this case). In the above quoted 
example the chi square values of first rule was 11.42 and for the second rule it was 
only 0.0694 showing a confidence (strength) of more than 99% in the first case and in 
the second case of about only 20%. These results show that even though the 
confidence of the second rule was very high, when the quality of the rule is checked it 
resulted in a very poor rule, which proves that it was not significant. 
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9.5 RESULTS AND DISCUSSION 
In order to include the dimensions, in the frequent itemsets or knowledge discovery 
process, that appear infrequently in the data, a very low support level was chosen for 
the original manufacturing data. Initially 3740 records existed after cleaning as 
training datasets, with only 9 different attributes selected (chosen as priorities), and 
each of these had 3 sections, except one attribute, which had only one section as 
shown in table 9.5b. This made a total of 25 x 11 unique items where 11 indicates the 
number of bands made between the upper and lower tolerance values of the 
dimensions at the different sections. The size of the most frequent itemset decreases as 
the support level increases and vice versa. Therefore in the first phase of the research, 
which involved finding the relationships between different dimensions of the output 
product, experiments were carried out running the Association Rule algorithm with 
20% support and 80% confidence with each transaction having 25 items. The itemsets 
generated have a maximum of I 0 items and there were I 0561 different combinations 
of frequent itemsets, each having between 2 and I 0 elements. There were in the range 
of 35,000 significant rules generated. It would have been a very difficult task to 
analyse this many rules individually, therefore the chi square value of each of the rules 
was calculated. The chi square index for I degree of freedom and 95% confidence in 
the strength of the relation of the rule is 3.841. Therefore any rules with index values 
less than 3.841 were discarded at this stage. This left 31,550 rules with a 95% (or 
greater) confidence level in the relationship indicated by the rule. A big number 
among those rules are useless as they are representing a nominal behaviour with the 
nominal behaviour of other dimensions which is perfectly fine and acceptable. 
Therefore only those rules need to be extracted which relates at least one non-nominal 
dimension with others. 
They were still too many to analyse individually, and therefore initially effort has been 
concentrated on the rules that indicate one to one relationships. Efforts were then 
turned to rules that indicated one to two or two to one relationships and so on. With 
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this step only 13 I rules were found which indicated one to one relationships (with 
20% support and 80% Confidence with chi square probability of 95% or more). One 
to one relationships are very important in identifying any design constraints of the 
product or any kind of manufacturing process limitation. Further examination of the 
remaining I 31 rules indicated that there were 82 which did not give any kind of useful 
information. For example, within these 82 relationships were rules indicating that the 
'nominal' value of one section corresponds to the 'nominal' value of any other 
section, which indicates a good manufacturing control for those dimensions and 
sections. However, the remaining 49 one to one rules revealed some very interesting 
and important facts. For example, some rules indicated that one particular 'Nominal' 
(see figure 9.4) dimension corresponds to another dimensional band being non-
Nominal. This type of result requires more attention, and provides valuable feedback 
for the design process, as such rules can help in redefining design constraints. 
The extracted rules were then tested against the new production data comprising of 
526 cleaned records, to see if they are still valid relationships in the new test data. The 
test results indicate that strong rules with high chi square values still hold in the new 
data with similar confidence of chi square index. 
It is important to note that such relationships can indicate two important aspects of 
manufacturing. The first is where a design error may exist as the relationship shows 
that naturally the two correspondent dimensions do not have a 'nominal-to-nominal' 
relationship. The other important aspect could be in identifying errors or faults in the 
manufacturing process, which might need more careful reconsideration to improve 
manufacturing practice and strategy or remove any other related fault. The remainder 
of the rules have been analysed and similar kinds of interesting design information 
have been found in them. 
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STATISTICS AND RESULTS: 
In the implementation 
Total number of transactions (cleaned) =3740 
Set Total One to Rules with 
Number Support Confidence Rules One Rules Chi Square 
> 3.841 
I 20 80 35319 131 31550 
2 40 70 2077 78 1747 
3 40 80 1762 67 1467 
4 50 70 805 56 706 
5 50 80 619 48 529 
6 60 70 436 46 402 
7 60 80 325 40 300 
8 70 70 220 27 193 
9 70 80 175 24 155 
.. Table 9.7: Statistics ofdtfferent analysts runs. 
SAMPLE RULES: 
The sample rules from the analysis are listed in Appendix-B. A sample rule is 
translated back into original parameters using table 9.5b. In the appendix the first part 
shows only significant 'one to one' rules with 20% support, 80% confidence and chi 
square probability of more than 95%. A statistical details of the analysis is shown in 
the table 9.7, showing different experiments with varying support and confidence. 
Because of very large number of rules, it is impossible to document all of them in the 
thesis. 
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9.5.1 Novelty and Contribution of Association Rules Mining in 
Manufacturing 
The work and experiments described in this chapter contribute substantially to the 
main aim and objectives of this research. A new methodology for the application 
of Association Rules on manufacturing data has been introduced. The application 
of this approach on product measurement data has enabled valuable knowledge 
about design constraints to be identified. This knowledge is valuable in its own 
right but the potential for extending the approach onto other data types offers far 
greater rewards. The novel aspects of this work can be summarised as follow 
• A new method of finding relationships between the product dimensions has 
been introduced and applied. 
• A new approach has been introduced which enables design flaws to be 
identified. 
• The same approach can be used to identity manufacturing process limitations 
and capability, e.g. to identifY that a current manufacturing process set up can 
only produce products up to a certain level of accuracy. Any further 
improvement needs either a design change, if possible, or a change in the 
manufacturing process. This will be discussed further in chapter I 0 
• This technique can be applied to any manufactured product to determine the 
product parameter relationships and process limitations. 
• In this thesis the reported techniques have been applied on very well 
controlled, complex manufacturing processes and has been found to be 
valuable and to be significantly influential to future decisions taken in 
knowledge based engineering within Rolls Royce [see following email 
reference]. However the proposed techniques could be very helpful in rough 
engineering where tolerances are difficult to control and many of the product's 
dimensions go out of engineering tolerances. 
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• This proposed technique is generic in nature and therefore can be applied to 
any kind of discrete manufacturing process. 
Contribution of this research from an industrial perspective is shown by the following 
section of an email received from Mark Turner, Chief of Manufacturing Capability 
Fan System, Rolls Royce, WCFB Manufacturing Systems, Barnoldswick, Coin, 
"The following is an extract from a keynote paper I am to present at 
EuroSPFOS, in Manchester in June, 
"Further tools for improving SPF 
Rolls-Royce Fan blades are serialised and traceable components with 
the method of manufacture based upon 'special processes', each of 
which generates a large volume of high quality process data. A 
bespoke technical computer network delivers, passes off and then 
captures these process cycles. This 'Technical LAN' provides a link 
between the Manufacturing technical control staff and the production 
equipment. 
New tool sets are emerging, beyond traditional inspection and SPC 
which will further enable a more scientific approach to manufacturing 
process control and equipment performance. Superplastic forming is 
one of the more complex production processes and not all 
relationships between process input and product output are fully 
understood. Hence Rolls-Royce is amongst the leaders in developing 
the new suite set of tools based around knowledge Engineering and 
data mining to provide automatic on line monitoring of multi-variant 
processes with predictive capability and adaptive process 
control. 
This toolset is based on 'data mining' which is defined by Hand et al 
(2001) as 'the analysis of data sets to find unsuspected 
relationships and to summarise the data in novel ways that are both 
understandable and useful to the data owner .•. ' These techniques use 
machine based learning through analysis of statistics, visualisation, 
Artificial Intelligence (AI) and data clustering. The principal tool 
employed to deliver A.I. is the use of Neural Networks, (NN) whose 
analysis capability is based on animal neuron architecture. Data 
clustering classifies similar data into groups being segregated from 
dissimilar groups. From this a series of association rules can be 
extracted to discover the relationships or affinity between 
attributes in the data. Thus by data mining using neural networks and 
data clustering the hidden relationships between SPF process inputs 
and fan blade 
product outputs can be exposed, and with understanding thereby 
controlled." 
I specifically reference Muhammad's thesis as a significant source in 
my paper, and would only do so on the basis that his work will 
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significantly influence the future direction we take in respect of 
knowledge based engineering. 
The subject of KBE and knowledge extraction from manufacturing data 
is a rapidly growing science whose full potential benefit has not yet 
been truly deter.mined, however it is already clear that this 
discipline will become increasingly significant to gaining 
competitive advantage for high technology companies such as Rolls-
Royce. 
Best Regards 
Mark Turner 
Manufacturing Technology Manager Compression Systems" 
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Chapter 10 
Association Rules to Control the Product 
Quality with Process Variables- A Step 
Forward to Design of Experiments 
Technique 
10.1 Introduction 
This chapter introduces a generic methodology to implement Association Rules for 
the identification of the relationships between manufacturing parameter values and the 
output product dimensional data and the subsequent extraction of this knowledge in 
the form of rules for future use. The methodology extracts the frequent itemsets from 
the partitioned process data that result in a particular product output class. This 
methodology helps in improving the manufacturing process and the product quality by 
determining the process controlling variables that result in a particular output class 
where class can be any section between the engineering tolerances (as explained in the 
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previous chapter). This unique feature makes this technique very useful as an 
alternative or in some cases a simplifYing, preliminary stage to the Design of 
Experiments methodology that is time consuming and requires expensive resources. 
Different data mining methods and techniques that have been used in engineering 
generally and particularly in manufacturing engineering areas have been described in 
chapter 5. In order to achieve the best balance between the proposed generic 
methodology and the design of experiments techniques, several of the reviewed 
approaches have been tried. During these experiments several AI and ML tools have 
been used to establish relationships between the process and product variables 
however, as previously explained they have not all been successful for the case study 
problems. The limitations of particular tools are due to the types of data and not 
because of the particular types of problem. Therefore it is necessary to try different 
data mining tools and methods for complex problems as certain tools may not give 
promising results for all problems. 
As an aim of the research was to develop and implement a methodology to control the 
output dimensions with the input process variables, decision trees appeared to be a 
natural choice for this kind of classification. But when they were implemented they 
failed to classifY as the gain factor that splits a node, forced only a few of the variables 
each time to split the nodes and hence the end result was rules having only one or two 
process parameter values to control the output. This was actually useless as the effect 
of the rest of the variables was unknown. In a similar fashion when supervised and 
unsupervised clustering was used to classify the data, no clusters were identified to 
give precise results for all the data but mixed clusters existed as explained in chapter 
8. 
Therefore a novel methodology of supervising Association Rules has been formulated 
and this approach can be used to identity the optimal operating values required for 
manufacturing variables in order to produce high quality products. Initial results have 
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been checked by using the product variable values in the next production batch (test 
data) to test the validity of the experimental results obtained using the proposed 
methodology and it was found that the methodology gave very promising results as 
the frequent itemsets reappeared in the predicted ways, in the new data. 
10.2 Manufacturing Process 
Manufacturing process parameters are adjusted or changed regularly to accommodate 
variations or deterioration in the manufacturing process equipment, and to consistently 
obtain the desired product quality as output. A common way of doing this is through 
the design of experiment process [158], where different manufacturing variables are 
chosen with certain controlled input levels to produce sample products to determine 
the optimal manufacturing conditions. DOE is an expensive approach and there is 
always a possibility that the results may fail due to improper selection of the 
manufacturing process parameter and/or unidentified sources of noise from the 
machines. The proposed methodology for supervising Association Rules can simplifY 
or complement DOE as it provides a way of identifYing the most relevant process 
parameters or sources of noise. 
In the manufacture of very high quality products the dimensions or other quality 
metrics of the product are checked and recorded after almost all the discrete 
manufacturing processes. But in some cases only a few critical dimensions are 
recorded after a particular manufacturing step before the product is transferred to the 
next stage for the subsequent processing. 
Block diagrams for a typical manufacturing process are shown in figure I 0.1. The 
product in the processing stage passes through different processes. In a computer 
integrated manufacturing environment not all the processes generate equal quantities 
of data. A few process stages may generate large quantities of data in contrast to some 
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other stages that will generate only limited information such as machine id, time and 
operator's id etc rather 
than process related data. 
This kind of information 
is useful to develop 
relationships for errors or 
reasons for certain faults 
or scheduling errors but is 
not sufficient to develop 
exact controlling 
relationships between the 
process and product. In 
figure I 0.1 dotted lines 
show those process which 
do not generate or 
generate only limited 
process variable data. 
Therefore whenever 
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Figure! 0.1 a(! eft), I 0.1 b(right): Manufacturing Process 
flow diagram 
engineers wish to identify relationships between a product and process, e.g. process n 
(Figure I 0.1 b) before a low data producing process then considerable concentration 
and effort should be placed on determining any effects the adjacent low data 
processes, e.g. process n+l (Figure IO.lb), may have on different dimensions of the 
product. Affected dimensions then should not be included when trying to find any 
existing relationships with parameters of process n (Figure I 0.1 b). Hence if it is 
thought that a process that generates only limited manufacturing data heavily 
influences a particular shape parameter it would be better to focus on the other product 
parameters and their relationship with the manufacturing process that generates richer 
data (process n Figure IO.lb). Figure!O.l is included purely for illustration purposes 
and therefore different metrology processes are not shown between processes. 
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This may be explained more clearly by considering the details of the Rolls Royce 
manufacturing processes that were outlined in chapter 7. The most critical 
manufacturing stage during the manufacture of the WCFB is the SPF process. 
Therefore all the minor details of SPF are recorded. The main process after SPF but 
before CMM is aerofoil machining. Due to the complex shape of the blade and to 
meet the variety of manufacturing challenges, adaptive milling machines are used for 
machining the aerofoil on the blade. Adaptive machining techniques are useful when 
one or more of the elements like position of the work piece on the machine or starting 
shape of the work piece i.e. blade, are unknown since in- process measurement is used 
to decrease the information gaps in the process chain. As this process is 
comprehensively self-controlled and produces excellent results very few data details 
are recorded. Most of the changes in the form of the blades occur during the SPF 
process therefore it is interesting to determine how any specific dimension is affected 
by the SPF process variables. 
There are certain dimensions of the blade that are significantly affected by the aerofoil 
machining process and these dimensions include, "Thickness Of The Leading Edge At 
38. I mm" and "Alignment" of the blade. Dimensions such as "Blade Form Angle" 
and "Aerofoil Shape Outside" are less affected by machining but even the slight effect 
of the machining means these dimensional data cannot be used in this analysis. So, 
using figure IO.Ib, consider that process N is the SPF process and the dotted line 
process (n+ I) is the machining process. The object of the research is to find the effects 
of manufacturing variables on the dimensions of the product. As the SPF process is 
mainly responsible for the form of the blade and large quantities of data are generated 
from this process, the SPF data and the CMM data is used to determine any 
relationships present between the process variables and the output dimensions of the 
blade, excluding those dimensions that are known to be affected most by the 
machining process. 
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The process variables chosen for the data analysis were therefore: 
Start Temperature: This is the starting temperature of the furnace in which blade is 
placed. 
Average Temperature: Throughout the process, temperature is recorded after every 
minute and their average is calculated. 
C Drop Pressure: This is the pressure of the inert gas when the opening of the blade 
breaks to allow the gas to go into the blade to blow it up. 
C Time: This is the time from start of the process till the blockages are opened to 
allow the gas to blow up the blade 
Pulses to Iron: There are two pumps that send pulses of gas to blow the blade during 
the SPF process, so this pressure helps in blowing the blade. During the SPF process 
the blade gains the permanent position called the ironing. This reading therefore is the 
total number of pulse required to iron the blade. 
Total Pulses: Some times both the pumps are used to blow the blade. This normally 
happens if there is any leak, then the second pump is also started sending pulses to 
maintain the pressure inside the blade. So total pulses is the sum of the pulses of both 
the pumps. 
10.3 Data Mining 
The different stages of knowledge discovery in databases or KDD in a manufacturing 
domain adapted in this research are summarised in figure I 0.2. Details of different 
stages and methods can be found in CRISP-DM [!51] and in chapter 6. 
10.3.1 Data Cleaning 
Data collected from manufacturing and metrology processes could be a source of 
hidden knowledge about the process limitations, process improvements, design 
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Figure I 0.2: Data Mining in Manufacturing Systems Environment 
constraints, product quality and the deterioration of the manufacturing process 
machinery etc. In conventional manufacturing processes data collected about the 
quality of the product, at the end of the process, is merely used to check the quality of 
the current products going through the production resources at that time (e.g. by SPC 
analysis etc ). In cases of errors or bad quality the product may be sent back to the 
previous processes for rework. These kinds of activities can result in considerable data 
garbage, e.g. partial duplications of data etc. It therefore becomes very important to 
clean the data from such duplications and many other possible errors before deploying 
the data mining model on the data. The importance of data cleaning was emphasized 
in section 9.2.1. 
Data sets that have duplicate records are easy to clean, as all the data values are the 
same. The real problems, which require further investigation, start when data records 
are near duplicates but all the entries are not identical. These can be identified if the 
same identifier(s) exist in more than one record but other fields in the file or table 
contain different values. Such records are classified as confusing records. In this 
research two different methods were adopted to clean such records. 
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I. If confusing records are found in the manufacturing process data then the 
earlier entry of the confusing record is deleted and the later entry in the time 
domain is accepted as the genuine record. The reason for this is that an earlier 
record is due to an incomplete process or the process being stopped during the 
manufacture of that particular product. In such cases the later or final entry 
indicates the successful completion of the process (unless otheiWise stated in 
the data) and therefore is the representative of the process. 
2. If the confusing records are found in the metrology data where the dimensions 
of the product or the quality of the product is recorded then the earlier records 
are kept and the later records are discarded. The earlier records are actually the 
true representations of the previous step of the manufacturing process whereas 
the later records are likely to be the result of rework on the product. Such 
reworks may not be documented or may be documented in a different way to 
the normal production data and therefore these records do not relate to the 
previous work done on that particular product. 
The data records where data values were missing were also dealt with in two different 
ways. If the missing values represented more than 25% of the whole values in that 
tuple then the data record was discarded otheiWise the missing values were replaced 
with the average values of that attribute from the whole database. Such records were 
documented very carefully and in cases where any relationships were found in the 
data, these records were also re-examined and analysed individually and great care 
was taken to double check their validity. 
10-3.2 Data Transformation 
Data transformation is an essential stage of the KDD process when manufacturing 
process parameters or product dimensional data are involved, since it may practically 
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be impossible to discover the relationships for any exact measured values on a 
continuous scale. It is therefore necessary to transform ranges of data into some 
representative identifiers, so that a relationship can be found for a range of values 
rather than for a specific data value. Full details of how product dimensional data may 
be transformed have already been given in section 8.2 and 9 .2. 
Similarly controlling different machines for small discrete ranges of variables is easier 
than controlling them at particular specific values. These can then be translated back 
into the range of manufacturing process variables after a model has been generated 
using data mining techniques in the form of rules developed by Association Rules, 
decision trees or clusters of these identifiers. In the case of manufacturing data the 
transformation stage requires sensible understanding of the manufacturing process 
constraints and operations, the importance of particular dimensions of the products 
and the range of manufacturing variations that are likely. 
This transformation of data will also help when results have been found and 
controlling parameters identified to establish relationships between process parameters 
and product dimensions, or when output dimensions of the product are analysed with 
the input process information. The relationships will be for user's own defined 
tolerances (which are much smaller than the engineering tolerance) instead of any 
specific targeted dimensional values. 
10.3.2.1 Process Data Transformation Method 
The aim of this part of the research was to discover any relationships between the 
process parameters with the output dimensions of the product produced by that 
specific process. Consider the different data variables collected from the SPF process 
including start and average temperature, C _Time, C _Drop etc. Although these are 
continuous variables, a single value will be collected for each of them, each time the 
process operates and produces a product. Hence a large set of discrete values is 
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produced for each variable and the possible combination sets of these values may be 
in millions. The data 
for each specific 
process controlling 
variable have most of 
their values very 
closely grouped 
together, because of 
the highly controlled 
nature of the process 
however some data 
values are away from 
the majority of the 
values. The data 
transformation bands 
01 02 03 04 05 06 07 08 09 10 11 
l-a -~a-l-a~ 
Figurel0.3: Normal Distribution Curve for Process data 
or ranges should therefore be made finer near the centre or average and can be slightly 
coarser nearer to the edges of the normal distribution curve as shown in figure 10.3. 
The data values from the centre up to the I a range on either side have been divided 
into five ranges named as 04, 05, 06, 07, 08. The next set of data values, which are 
between I a and 2a from normal value have been divided into four ranges named as 
02, 03, 09, I 0. The data beyond 2a on either side has been consolidated into two 
ranges 01 and 11 as shown in the figure 10.3. This division is really at the discretion 
of the user, based on the precision of the results she/he requires. So the division of 
data can be varied into any desired number of partitions depending on the 
requirements and distribution of data. 
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S. Temp A. Temp C. Drop C. Time PTOI PT 
Band 51 52 53 54 55 56 
01 5101 5201 5301 5401 5501 5601 
02 5102 5202 5302 5402 5502 5602 
03 5103 5203 5303 5403 5503 5603 
04 5104 5204 5304 5404 5504 5604 
05 5105 5205 5305 5405 5505 5605 
06 5106 5206 5306 5406 5506 5606 
07 5107 5207 5307 5407 5507 5607 
08 5108 5208 5308 5408 5508 5608 
09 5109 5209 5309 5409 5509 5609 
10 5110 5210 5310 5410 5510 5610 
11 5111 5211 5311 5411 5511 5611 
Table I 0.1: Data TransformatiOn Matrix for Process data 
In this research six process 
variables were chosen and 
named as 51, 52, 53, 54, 55 and 
56. 
The data transformation matrix 
in table I 0.1 shows the 
transformed values in the form 
of integer identifiers for each of 
the data values of all six 
Upper Limit A 
B 
c 
D 
E 
-·- ·-- F--
G 
H 
I 
Lower Limit J K 
Figure I 0.4: Difference sections/divisions for a output 
dimension of a nrorluct 
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attributes of the process data divided into !I ranges, making a total number of 66 data 
values. This results in a much smaller number of combinations than would have 
occurred using the original discrete data values. 
The data transformation technique that has been explained for this research can be 
varied into any number of possible sub-ranges. If the normal distribution curve is very 
steep then fine slicing near the centre is required whereas in the case of a smooth 
distribution curve equally spaced limits are adequate for the transformation. 
1 0.3.2.2 Product (Process output) Data Transformation 
Product data transformation was done in the same way that was explained in section 
9.2.2. In this case the nomenclature of the different bands between the engineering 
tolerances was changed as shown in figure I 0.4 for the ease of this example. 
10.4 Data mining techniques 
As previously discussed, a range of data mining techniques could be applied to this 
challenge of relating complex manufacturing process data with final product 
dimensions. These include:-
• Decision Trees - inspired by Information Theory 
• Clustering- inspired by Natural Grouping of Entities 
• Neural Net- inspired by Biological Models 
• Genetic Algorithms - inspired by Simulated Evolution 
• Association Rules - inspired by Information Theory 
However, based on the results reported in chapters 8 and 9, the final stage of 
experiments undertaken in this research, concentrated on applying a supervised 
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approach to Association Rule mining in a unique way to obtain the desired results 
targeted at the overall aims and objectives of this research. 
10.5 Association Mining in Manufacturing 
1 0.5.1 Theory 
In market basket analysis the data is in the form of transactions and each transaction 
consists of the items purchased by a customer. By analogy in the manufacturing 
context, each data transaction is the data of a single manufactured product i.e. a WCF 
Blade. Hence the data of the manufacturing process related to one blade and its output 
dimensions forms one complete transaction. As the data of the output dimensions has 
Dimension 
I 
Dimension 
Dimension 
Dimension 
Dimension 
n-1 
Dimension 
n 
Data division into 
p Portions based 
on classes 
Output data }+------1 in P different 
classes 
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frc ucnt itcmscrs 
Figure 10.5: Association Rule Mining to Determine Product and Process Relationships 
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n different classes (the classes being the different bands that divide engineering 
tolerances as shown in figure 10.4) the manufacturing process data can be divided 
into n partitions. Where each partition of the transactional data gives only one type of 
class output. The role of the output dimensional data of the product finishes here and 
is not required to determine the frequent itemsets using Association Rules. Now the 
data of the manufacturing process has been divided into n portions. Each of these data 
portions will correspond to only one class. If any kind of association can be found to 
be present within these portions then this will lead to a conclusion that this association 
results in that specific output class to which that partition corresponds. 
10.5.2 Application 
To apply the above theory in the case study experiments, the manufacturing process 
data was transformed into the classes shown in figure I 0.4 and consolidated with the 
dimensional data of the blade. This data set was then split into different parts based on 
the classes that are present in the dimensional data. There are around 70 different 
dimensions of the product, which have been measured excluding those on which the 
machining process has some influence. Only one dimension was considered for the 
analysis at this stage. A total of 3740 data sets or transactions were used as training 
data and a maximum of 11 classes were present in the dimensional data i.e. n (1 ... 11 ). 
Therefore after consolidating the data into one table the data was split into n (I...! I) 
partitions as shown in figure I 0.4. The Association Rule algorithm [ 48](see chapter 4) 
was applied to each of the data partitions with a minimum support level of I% to find 
the frequent itemsets for each portion of the data. It is interesting to note that if a 
higher level of support is chosen then the number of items in the frequent itemsets 
decreases. It is therefore important to keep the support low so that all the possible 
combinations will show up. In the frequent itemsets the maximum number of items 
vary from class to class. There were a maximum of 5 items present in a frequent 
itemsets belonging to the 'F' class in the data (see figure 10.4) and a lower number of 
items in other classes. Frequent itemsets having the maximum number of items were 
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just about 2% of the total frequent itemsets. This is due to the fact that there are (11 )6 
possible sets of combinations for any specific output, and the reappearance of 
different combinations is rare. 
Each item present in the different frequent itemsets is mapping a range of possible 
values for the manufacturing variables. Different resultant frequent itemsets are giving 
the set of values of different variables, which results in a certain class of the classified 
product dimension. These sets of frequent itemsets and class output can therefore be 
translated into rules of the form IF ... THEN. 
10.5.3 Testing 
In order to check the validity of the results, output frequent itemsets are tested on the 
test dataset. However, before testing the results on the test datasets the results were 
verified on the training datasets. The reason for doing this check was the possibility of 
any indication of a different class for a certain discovered frequent itemset. There 
were in total 925 frequent itemsets discovered for all the classes present, each having 
between one and five items. When checks were made on the training datasets, it was 
discovered that about 91% of all of the frequent itemsets were exactly classified and 
gave the same output or class and the remaining 9% of the data gave mixed results. 
These 9% of the frequent itemsets indicated two or more different classes. These 9% 
of the frequent itemsets were therefore discarded, as they did not represent any kind of 
relationship between the process variables and the output dimensional class. The 91% 
of the frequent itemset, which were exactly classified, were then tested on the test 
data. 
The test data used was the next batch of the production data and it comprised of 526 
products manufactured from August 2003 up till November 2003. The frequent 
160 
Chapter 10: Association Rules to Control the Product Dimension with Process Variables •.• 
itemsets were therefore checked on this data. There were only 89 frequent itemsets 
present in the test data and 99% of these were exactly classified. 
Example 
An example of transformed sample data is shown in Table I 0.2. Transformation is 
done, according to the Table I 0.1 and figure I 0.4, into integer identifiers from the 
original process and product data. In this sample the dimensional or class data has 
only four different kinds of outputs therefore it is split into four portions as shown in 
table 10.3. These four smaller datasets are then used to determine the frequent 
Varl Var2 Var3 Var4 VarS Var6 c 
5107 5204 5310 5410 5504 5611 F 
5107 5208 5307 5409 5504 5607 G 
5102 5204 5306 5405 5503 5605 F 
5103 5205 5306 5406 5504 5605 G 
5103 5206 5306 5406 5503 5605 G 
5103 5205 5306 5405 5503 5605 G 
5103 5206 5305 5405 5504 5606 F 
5111 5208 5306 5406 5503 5605 F 
5103 5204 5306 5405 5503 5604 G 
5109 5205 5305 5404 5505 5610 I 
5109 5205 5306 5405 5506 5611 G 
5109 5209 5302 5402 5503 5606 H 
5111 5209 5308 5406 5503 5604 F 
5103 5205 5306 5406 5503 5604 F 
5109 5207 5301 5401 5505 5611 H 
Table! 0.2: Example Manufactunng process 
and Dimensional transformed Data 
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itemsets within each group. The 
frequent itemset of these small datasets 
will be the classified sets of process 
values for any specific output to which 
it belongs. In this example a higher 
value of support (i.e. 25%) is used 
compared with the I% used in the 
complete database because the dataset 
size is very small. A smaller choice of 
support (I -10%) could result in all the 
process parameters values (identifiers) 
present in the datasets appearing in the 
frequent itemsets. The frequent 
itemsets for class 'F' are shown in table 
I 0.4. In the second column frequent 
itemsets with two values and in the 
third column frequent itemsets with 
three process parameter values are 
listed. 
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There are nine, two items frequent itemsets and four, three items frequent itemsets. 
However, these can be consolidated, as higher values of frequent itemset can give 
more precise control over the products classified dimension. Therefore the two value 
frequent itemsets, which are also present in the three values frequent itemsets, can be 
ignored. (In this example all of the two items frequent itemsets are also present in 
Frequent 2- Frequent 3-
No. 
itemsets: itemsets: 
itemset (occurrence) itemset (occurrence) 
I Sill S406 (2) Sll1 S406 5503 (2) 
2 Sill 5503 (2) S406 5503 5604 (2) 
3 5604 S406 (2) 5306 5503 560S (2) 
4 5604 SS03 (2) S306 S406 5503 (2) 
s S60S S306 (2) 
6 S60S SS03 (2) 
7 S306 S406 (2) 
8 S306 SS03 (3) 
9 S406 SS03 (3) 
Table10.4: Frequent 1temsets of Class 'F' 
three items frequent itemsets.) 
Now after discovering the frequent 
itemsets in the datasets it is necessary to 
check if they give the same output in the 
whole database or not. In other words it is 
necessary to check the classification of the 
discovered frequent itemset over the whole 
database. These frequent itemsets were 
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~arl ~ar2 ~ar3 Var4 Var5 ~ar6 c 
SI09 ~20S S30S 5404 ss os S610 
~109 ~209 f5302 S402 jS03 ~606 H 
Sl09 ~207 ~301 S401 ss os S611 H 
~107 ~208 5307 5409 ~S04 ~607 G 
f\103 ~20S 5306 5406 ~S04 f5605 G 
SI03 ~206 ~306 5406 5S03 S60S G 
Sl03 ~20S S306 S40S 5S03 S60S G 
~103 ~204 ~306 5405 ,503 S604 G 
~109 ~20S ~306 S40S SS06 ~611 G 
~107 S204 S310 S410 SS04 ~611 IF 
f5102 ~204 ~306 S40S 5503 ~605 IF 
~103 f5206 f5305 5405 5504 f5606 F 
~Ill 5208 S306 S406 SS03 S60S F 
51Il S209 S308 S406 SS03 S604 IF 
~103 ~20S S306 5406 5S03 ~604 IF 
Tablel0.3: Data sphted mto n 
portions based on n classes present in 
the output product's dimension. 
Chapter 10: Association Rules to Control the Product Dimension with Process Variables ... 
therefore tested on the sample datasets and the results show that frequent itemset 
number I & 2 gave I 00% exact classified results, because whenever these items 
appear together in the data the output dimensional class is 'F'. In contrast, when the 
frequent itemsets number 3 & 4 were checked on the whole data, they gave mixed 
results, since the output with these frequent itemsets is 'F' and 'G'. 
Frequent itemsets I & 2 are the resultant itemsets and their validity needed to be 
tested on the test dataset. These frequent item sets can then be translated to determine 
the exact process parameters and then the rules can be generated from them. The first 
frequent itemset, ('5111 ', '5406', '5503') can be translated into a rules as, 
If the variable 1 is in band 11, variable 4 in band 6 and variable 5 is in band 3 then 
the output will be with in 'F' range. Here all bands' upper and lower limits can be 
calculated from the normal distribution curve as shown in figure I 0.3. 
A sample set of rules (values) is given in Appendix-C to show the accuracy of the 
results. Almost all the rules are I 00% classified with the exception of a few rules, 
which gave a slightly lower percentage of exact classification. In the appendix only 
the rules or sets of values resulting in Nominal classification are quoted, as this is the 
required output. There are certain sets of values that can result in other output (e.g. M-
upper, H-lower etc.). These are interesting as they show process input combinations 
that should be avoided but such sets of values cover very few examples and therefore 
have not been quoted in the Appendix. 
10.6 Discussion and Conclusions 
The discovered frequent itemsets or sets of process variable values give the 
relationships between the process parameters and specific product dimensional class 
in the form of rules. Therefore the proposed technique can be applied to determine the 
process parameter values that are required to produce a product within a certain range 
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of specified parameter values. Since the proposed method helps find the process 
variable values that best produce a product within the required tolerance band, this 
technique could also be used as an alternative to the design of experiment approach. 
Design of Experiment is a well known disciplined approach to identify the causative 
factors for manufacturing problems. In DOE the controllable input factors are 
systematically varied while the effects of these parameters on the output production 
parameters are observed [159, 160]. The overall objective is to predict the levels of 
controllable factors to minimize the noise. The experimentation methodology is 
critical in ensuring a 
statistically significant result. 
The overall steps for the 
implementation of DOE are 
shown in Figure 10.6. The 
most crucial stage of the entire 
methodology is Step 3. In this 
step, the engineers amalgamate 
their collective knowledge to 
identify, believe, instinct and 
experience the most likely 
causes for the manufacturing 
problem(s) in question [161]. 
Each of these proposed factors 
are a speculation that will be 
subsequently tested for validity 
as input parameters in the 
DOE. Unfortunately, this 
effectively puts a restriction on 
the number of independent 
Step I 
State Objective 
Step l 
Select Ou ut res onses 
Step 8 
Dia ose the Model 
Step 9 
Internret the model 
No 
Step 10 
Conformational experimental Run 
Figure 10.6: Steps for Design of Experiment 
causative variables and their levels because the number of DOE experiments increases 
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exponentially with the number of variables and their levels under test. If one fails to 
select intelligently the exact deciding factors for testing, then the output of the rest of 
the DOE work will only suggest that they missed the mark and must repeat the 
process. A typical manufacturing process generally has many variables and they 
interact at a wide range of operational (levels). Hence, selecting them correctly can be 
a difficult task. Normally the responsible factors are selected by analysing a number of 
readily available pieces of information, i.e. 
~ What failure analysis or functional tests can quickly be done 
~ Insight gained from simple statistical examination of some of the manufacturing 
data 
~ Engineering intuition developed from years of experience and training. 
The above process can be far from objective as it may be motivated by individual egos 
and department reputations. In steps 4-6, the engineer designs and runs the 
experiments based on the experimental conditions and manufactures a number of 
products while controlling the above determined factors. The steps of fabricating and 
testing the experimental product are not only time-consuming but also expensive. In 
steps 7-9, statistical analysis techniques are used to determine the cause and effect of 
the selected factors. If the experimentation is successful, then it will generate one or 
two of the selected factors as the cause of the problem and based on the experimental 
results corrective measures can be taken. A special set of experiments for validation of 
the above results will also be carried out before implementing the changes throughout 
the line. On the other hand, if the experiment showed that true factors were not found, 
the entire process must be repeated again at step 3 with a new perspective. It is not 
unusual for a complex manufacturing problem to require dozens of iterations. It is 
therefore a costly cycle time problem resulting in scrapped products, wasted materials 
and man hours on unsuccessful experiments, product shipping delays, lost market 
windows and undermined customer relationships. So there is a requirement to greatly 
increase the odds of identifying the actual causative factors quickly and correctly so 
that the lengthy DOE process needs to only be done once. 
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The previously discussed results show that Association Rules can be used to 
determine the best possible process variables and their values to manufacture a well 
controlled product. Using the proposed method does not require any planned 
experimentation. All that is required is quantities of historical operational data that can 
be used to determine the process variables that are best suited to manufacture a 
controlled product. In contrast the DOE exercise requires specially collected very 
controlled process data during the experimentation, therefore, in situations where 
product and process information is routinely collected, there are clear benefits to using 
the proposed method of Association Rules as an alternative or pre-process approach to 
DOE. 
The proposed methodology is generic in nature and can be applied to any kind of 
manufacturing process to establish relationships between process parameters and 
output product dimensions. 
10.7 NOVELTY IN THE WORK 
• The proposed methodology of using supervised Association Rules is novel and 
has not been used in any kind of engineering or any other kind of databases. 
• Experimentation has shown that the methodology can be used to control the 
product output of a process using the process variables. 
• This technique is a very useful supportive or alternative of the expensive 
design of experiments technique for quality improvement. 
• This technique if used in conjunction with the previous chapter methodology 
will work for more than one output dimensions and hence the effect of input 
controlling parameters can be observed and controlled on relevant other 
dimensions. 
• The proposed methodology can be used in the manufacture of number of 
products. 
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• It can be helpful in controlling the material properties (of any raw material or 
alloy) during their production. 
• Similarly in chemical industries this methodology could be used to control the 
output product by controlling the reactants or related variables. 
• There could be numerous additional applications possible for this technique. 
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Chapter 11 
Conclusion and Future Work 
11.1 Conclusion 
The last three chapters have highlighted different methodologies that were developed 
and adopted to meet the objectives of the research quoted in chapter 1. Based on the 
literature reported in the past in the areas of data mining and manufacturing, the 
theory building process to achieve the objectives of this research was mainly focused 
on the decision trees and clustering methodologies since these have received most 
attention and reported success from other researchers. Hence substantial time and 
resources have been consumed in developing and applying decision trees and 
clustering. 
Decision trees are considered to be very effective in fault detection and problem 
solving as they can effectively classifY the data but they failed to give any kind of 
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reliable results because of the complex data of the product used for practical 
implementations, in the Rolls Royce case studies. 
Clustering was also used extensively for data classification. Data classified in different 
clusters are related to each other within a cluster and are different from the other 
cluster members. An interesting methodology has been worked out to supervise the 
clustering process, which is normally considered to be an unsupervised data 
classification tool. In the Rolls Royce case study supervised clustering gave around 
70-80% accurate results but this was not good enough to use in the expensive 
manufacturing system to control the quality of the products. In a similar way Rough 
Sets' were also used for data classification but they too failed as reported in chapter 8. 
A new method of supervising clustering and then exactly finding the data points lying 
within the boundaries of different clusters has been proposed. That generalized 
method did not produced the required results in terms of accuracy only. The 
developed method is good enough to be tested and tried on other manufacturing data 
to find out the relationships between the process and product variables. If the 
classification could have been successful on the Rolls Royce data then the size of the 
cluster in six different dimensions could lead towards the results of process variables' 
limits for any desired output. Rough set theory and a modified heuristic algorithm, 
also failed to exactly classify the data. 
As there has been no research reported in the context of data mining to determine 
process capability and its limitations, to improve or modify the product design based 
on the process capability and to determine the relationships of the process variables 
with the product variables, this research has been a challenging task. Therefore in 
order to meet the aims and objectives of this research new and unique methods have 
been proposed, developed and implemented as reported in detail in chapter 9 and I 0 
of this thesis. This kind of use of Association Rules was novel and gives very accurate 
results, which were then implemented at the Rolls Royce manufacturing facility. 
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Another methodology has been developed to use Association Rules to control the 
output dimensions of the product (i.e. quality of the product) by controlling the 
process variables. It gives a unique and generic use of Association Rules, which has 
never before been used in this context. The developed methodologies are generic in 
nature and can be applied to any manufacturing type where the data is collected both 
from the product and process. 
Another big advantage of the methodology reported in chapter I 0 is that it can be used 
as an alternative to the expensive DOE technique. In DOE the different process 
variables must be controlled during data collection to determine their effects 
individually or collectively on the output product. This is not necessary in the reported 
research as results can be deduced from historical data. 
The results of both of these methodologies were tested on the new production data 
from the Rolls Royce facility and verified. These results were accurate enough to 
influence Rolls Royce to make a change in the reference datum during the 
manufacturing process to further control different dimensions of the WCFB and to 
reduce the rejection rate. 
The research also concludes the important fact that the selection of the most 
appropriate data mining techniques depends on the type and quality of the data. If the 
manufacturing process is controlled then it is very difficult to find classified patterns, 
which could lead to governing rules. It is therefore important to check the process and 
product's quality before data mining in order to select the right tool for data mining. 
This pre analysis could help in saving time from applying inappropriate algorithms 
(e.g. like different classification algorithms on complex, well controlled process data), 
as these may require their own data cleaning and transformation pre-processing, and 
consequently waste a lot of time and resources. 
The main contributions of this research are 
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• Development of a generic method to discover the manufacturing constraints to 
manufacture a specific product. 
• Use of the above constraints to improve the current design of the product and 
hence to produce the product more precisely within engineering tolerances. 
• Development of a generic methodology to find the relationships between 
manufacturing process controlling variables with the output dimensions of a 
product. 
• Proposed use of the above methods as a supportive and/or alternative tool for 
DOE techniques to find which manufacturing process variables are responsible 
for particular product defects or improvements. 
• A novel development of Association Rules methodologies to discover design 
information of the product. 
• A novel use of Association Rules for the extraction of useful rules for the 
output dimensions of a product based on the process variables. 
• An introduction of a supervised clustering method for the data classification. 
Although this methodology partially failed on the Rolls Royce case study data 
(irrespective of the different further investigations and method developments 
like Zone Density Strategy) it can be used for other manufacturing databases 
for exact data classifications and for the useful rule extractions. 
• A comparative study of the Rough Set's Heuristic Algorithm and the 
clustering method to determine the exact shape of the clusters. This study is 
only at an introductory level and needs some future research to determine the 
exact shapes of the clusters. 
• Suggestions for sharing information of the discovered knowledge methods 
used in its identification and its reuse at the inter and intra enterprise levels for 
similar kinds of products or for the products that are being produced after long 
intervals. 
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11.2 Future Work 
11.2.1 Design Improvement of the New Products 
As most manufacturing facilities change their designs very frequently based on 
customer and market demands, it is essential that once data mining has been done on 
one product then its results should be stored and shared with other similar 
manufacturing facilities if possible. 
Important work 
that can be done 
using the results 
of the reported 
research in 
chapter 9 is to 
reuse the design 
limitation 
knowledge, 
whenever the new 
product is 
launched. The 
figure 11.1 shows 
how design, 
manufacture and 
data mining work 
in a sequence. In 
Concept ami 
Phose I --~ 
Conceptual 
Phase 
! I I ! 
Embodiment I Embodiment 
Phase I --~ Phase 
! I 
rl I I Detail Phase I 
! 
rl Detail I Phase I 
l ! 
Manufacturing I 
Phase I 
Manufacturing 
Phase I 
--r l 
Data Collection Data Collection 
L-, ... L-, ood 
Transforntllflon Transformation 
! ! 
Association b/w Association b/w 
Different Different 
Dimensions Dimensions 
1 l 
Validation of Validation of 
Relationships Relationships 
• I Results Results 
Existing Product Future Similar Product 
Figure 11.1: Data Mining Knowledge Reuse for New Similar Products 
the reported research it is proposed that the results of the data mining can be used in 
both the detailed redesign phase and the manufacturing phase. But if the relationships 
of the product's dimensions are strong and different dimensions cannot be produced 
exactly with the manufacturing facility then these results could be used at the 
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conceptual and embodiment phase of the design of the new similar product. These 
results will then be able to help manufacture the new product exactly within 
engineering tolerances and according to the design and functionality. 
11.2.2 Data Mining Results Repository Building 
As data mining is an expensive process requiring substantial efforts to achieve quality 
results, it is very important to keep the results of the data mined knowledge and reuse 
them as often as possible instead of reinventing the wheel every time. Whenever a 
new problem arises or a new objective is set it is far easier to see if any similar work 
has been done in the past and if the desired results are available. Figure 11.2 shows the 
Yes 
Yes 
Try to generate New R!Jes In 
sane w;rr.; as Eldstlng R!Jes? 
Yes 
Figure 11.2: Steps in Solving a New Data Mining Problem using 
an Existing Rule Repository 
process that can be adopted in order to develop the data mining repository. It shows 
the whole data mining process from cleaning up to identification of the results and 
their storage in the repository. 
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11.2.3 Integrated Data Mining 
Once the repository of data mined rules has been developed, it can be shared between 
different manufacturing facilities of the same manufacturing enterprise or with the 
extended manufacturing facilities located around the globe. 
In this kind of integrated data mining repository and shared facility, not only can the 
data be mined automatically, using the data mining methodologies proposed in this 
research but also different generic data mining methodologies could be integrated 
which would be developed in future. In the proposed integrated data mining model, 
data mining techniques can be applied at the micro level within sections of the 
manufacturing processes, whilst a Main Data Mining Engine may coordinate, share 
and exchange knowledge between the individual data mining engines. The main Data 
Mining Engine when connected to individual data mining engines establishing a data 
mining network (see Figure. I 1.3) which helps to mine the whole process and share 
the mined knowledge between different facilities. The whole manufacturing process 
may be divided into small steps and the data relating to each step and its adjacent steps 
are mined independently. The whole process is therefore supported and explored by 
the remainder of the network. Its activities and results are consistently communicated 
through the Main Data Mining Engine. Thus individual areas of data mining activity 
are kept to a manageable size whilst still supporting related areas of activity. 
In an integrated manufacturing environment where the product is developed at 
separate locations or in discrete steps data mining can best be used to control any 
individual process or step through identification of hidden information or patterns in 
its associated data. The data mining algorithms can discover the relationships within 
the individual process. It cannot however be utilized for the other discrete steps 
unless a common data warehouse collects the data. The concept of the proposed 
integrated data mining model works on the basis that rules; principles and concepts 
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applicable to one manufacturing stage may also be utilized (tested and applied) for 
other similar stages, (by the exchange of activity and rules information via the Main 
Data Mining Engine). This integrated data mining model wilJ work initially at a 
factory level where a product goes into different stages and data for each and every 
step is collected and stored in a pre-designed data warehouse or in the pattern 
warehouse as knowledge is much more compact than data. Data mining activities and 
the main data warehouse will work in parallel during the whole activity with the 
production process data and company data warehouses. 
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Each stage will have its own local data mining engine and data warehouse where the 
data will be stored after cleaning. The data will also be transferred to the main data 
warehouse, which has a direct link with a pattern warehouse for the analysis or mining 
of the whole system's data. 
If the same methodology is applied to an integrated system where production is being 
done at different sites then the central data warehouse will be built on a standard 
format. The data from the individual sites will be transferred to the main data 
warehouse using XML format where the data will be mined for the whole process and 
rules/knowledge extracted will be returned back in the same format. 
The integrated data mining will be productive in the sense that if different rules are 
identified for two individual, but similar small manufacturing/production steps, the 
rules can be shared, and each data mining engine can use its knowledge to refine the 
"best" one for its particular application. In this way, knowledge can be fed into the 
main data warehouse, so results can be reused in the future. Future applications can 
then make use of the stored patterns and rules instead of always having to return to the 
original manufacturing process databases. 
The integrated model should also be aided with the online visualization model so that 
the worker who is working on the machines or products can get a clear idea about the 
process and products. Visualisation should allow a user to discuss and explain the 
logic behind the model with colleagues, internal or external customers, and other users 
For example if there is a recurring problem with a particular step or process on a 
product then visual checks for previous trends, rules or current results at other sites 
with the same or similar steps will help in getting a workable idea to fix the problem. 
Therefore visualisation of the whole mining process will help and enable the output of 
the data mining system to be understood qualitatively. 
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Appendix- A 
Chi Square (x.2) Test [157] 
This significance test was proposed for use with correlation rules. Unlike the support 
or confidence measurement, the chi squared significance test takes into account both 
the presence and the absence of items in sets. Here it is used to measure how much an 
itemset (potential correlation rule) count differs from the expected. The chi squared 
test is well understood because it has been used in the statistics community for quite a 
while. Unlike support and confidence, where arbitrary values must be chosen to 
determine which rules are of interest, the chi squared values are well understood with 
existing tables that show the critical values to be used to determine relationships 
between items. 
The chi squared statistic can be calculated in the following manner. Suppose the set of 
items is I= {II. h ... , I m). Because the occurrence and the non-occurrence of an item 
is of interest, a transaction 1j can be viewed as 
- - -
1j E {II, I I} X {h I 2} X ••• X {I m, I m) 
Given any possible itemset X, it also is viewed as a subset of the Cartesian product, 
The chi squared statistic is then calculated for X as 
Here O(X) is the count of the number of transactions that contain the items in X. For 
one item Ii. the expected value is E[IJ = O(I;), the count of the number of transactions 
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that contain Ii. E[ I i] = n - 0(/i). The expected value E[X] is calculated assuming 
independence and is thus defined as 
E[X]=n x fiE[!,] 
l=l n 
Here n is the number of transactions. 
Lets consider a database of I 00 transactions. Suppose there are two items (A, B) 
where A => B has a support of 15% means there are 15 transactions that have both A 
and B in them, and a confidence of 60% which means there are 25 transactions that 
have A in them (support and confidence are define in section 4.1.1.3 & 4.1.1.4 
respectively). If the probability to purchase item B is 70% then the contingency table, 
showing the distribution of the data will be, 
B B Total 
A 15 10 25 
A 55 20 75 
Total 70 30 100 
- --From this it can found that E[AB] = 17.5, E[A B] = 7.5, E[ AB]= 52.5 and E[ A B] = 
22.5. using these values, the chi square for this example can be calculated as, 
z_ "(O(X)-E[X]) 2 (15-17.5) 2 (10-7.5) 2 (55-52.5)2 ""'(2..:...0-.,..,2=2.:.:...5)'--2 
x-4-J - + + +-
x•l E[X] 17.5 7.5 52.5 22.5 
= 1.587 
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If all values were independent, then the chi squared statistic should be 0. A chi 
squared table can be examined to interpret this value. Examining a table of critical 
values for the chi squared statistic, it will be clear that chi squared value less than 
3.841 indicates that the independent assumption should not be rejected. This is done 
with 95% confidence. Thus, even though there appears to be a negative correlation 
between A and B, it is not statistically significant. 
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Chi Sguare Probabilities Table2 
df* 0.99S 0.99 0.97S 0.9S 0.90 0.10 o.os 0.02S 0.01 o.oos 
I 0.001 0.004 0.016 2.706 3.841 5.024 6.635 7.879 
2 0.010 0.020 0.051 0.103 0.211 4.60S 5.991 7.378 9.210 10.597 
3 0.072 0.115 0.216 0.352 0.584 6.251 7.815 9.348 11.345 12.838 
4 0.207 0.297 0.484 0.711 1.064 7.779 9.488 11.143 13.277 14.860 
s 0.412 0.554 0.831 1.145 1.610 9.236 11.070 12.833 15.086 16.750 
6 0.676 0.872 1.237 1.635 2.204 10.645 12.592 14.449 16.812 18.548 
7 0.989 1.239 1.690 2.167 2.833 12.017 14.067 16.013 18.475 20.278 
8 1.344 1.646 2.180 2.733 3.490 13.362 15.507 17.535 20.090 21.955 
9 1.735 2.088 2.700 3.325 4.168 14.684 16.919 19.023 21.666 23.589 
10 2.156 2.558 3.247 3.940 4.865 15.987 18.307 20.483 23.209 25.188 
11 2.603 3.053 3.816 4.575 5.578 17.275 19.675 21.920 24.725 26.757 
12 3.074 3.571 4.404 5.226 6.304 18.549 21.026 23.337 26.217 28.300 
13 3.565 4.107 5.009 5.892 7.042 19.812 22.362 24.736 27.688 29.819 
14 4.075 4.660 5.629 6.571 7.790 21.064 23.685 26.119 29.141 31.319 
IS 4.601 5.229 6.262 7.261 8.547 22.307 24.996 27.488 30.578 32.801 
16 5.142 5.812 6.908 7.962 9.312 23.542 26.296 28.845 32.000 34.267 
17 5.697 6.408 7.564 8.672 10.085 24.769 27.587 30.191 33.409 35.718 
18 6.265 7.015 8.231 9.390 10.865 25.989 28.869 31.526 34.805 37.156 
19 6.844 7.633 8.907 10.117 11.651 27.204 30.144 32.852 36.191 38.582 
20 7.434 8.260 9.591 10.851 12.443 28.412 31.410 34.170 37.566 39.997 
21 8.034 8.897 10.283 11.591 13.240 29.615 32.671 35.479 38.932 41.401 
22 8.643 9.542 10.982 12.338 14.041 30.813 33.924 36.781 40.289 42.796 
23 9.260 10.196 11.689 13.091 14.848 32.007 35.172 38.076 41.638 44.181 
24 9.886 10.856 12.401 13.848 15.659 33.196 36.415 39.364 42.980 45.559 
2S 10.520 11.524 13.120 14.611 16.473 34.382 37.652 40.646 44.314 46.928 
26 11.160 12.198 13.844 15.379 17.292 35.563 38.885 41.923 45.642 48.290 
27 11.808 12.879 14.573 16.151 18.114 36.741 40.113 43.195 46.963 49.645 
28 12.461 13.565 15.308 16.928 18.939 37.916 41.337 44.461 48.278 50.993 
29 13.121 14.256 16.047 17.708 19.768 39.087 42.551 45.722 49.588 52.336 
30 13.787 14.953 16.791 18.493 20.599 40.256 43.773 46.979 50.892 53.672 
40 20.707 22.164 24.433 26.509 29.051 51.805 55.758 59.342 63.691 66.766 
so 27.991 29.707 32.357 34.764 37.689 63.167 67.505 71.420 76.154 79.490 
60 35.534 37.485 40.482 43.188 46.459 74.397 79.082 83.298 88.379 91.952 
70 43.275 45.442 48.758 51.739 55.329 85.527 90.531 95.023 100.425 104.215 
80 51.172 53.540 57.153 60.391 64.278 96.578 101.879 106.629 112.329 116.321 
90 59.196 61.754 65.647 69.126 73.291 107.565 113.145 118.136 124.116 128.299 
100 67.328 70.065 74.222 77.929 82.358 118.498 124.342 129.561 135.807 140.169 
•The degrees of freedom ( df) is one less than the number of categories, not one less than the sample size 
2 Table quoted from http://www.richland.edu/james/lecture/ml70/tbl-chi.html 
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Appendix- B 
Following are the only significant one to one rules extracted from the Rolls Royce 
data using 20% support, 80% confidence and having Chi Square confidence more than 
95%. These rules can be translated using data transformation table 9.5b. The first rule 
has been translated here as an example to demonstrate the data transformation from 
table 9.5b but rest of the rules can be worked out in a similar way. 
Chi Square 
1623 => 1306 36.296707 
If aa_wave is Nominal Then bc_shape_inside will be H-Upper 
Where Nominal and H-Upper are the bands defined in figure 9.4. 
1520 => 1618 38.82983 
1520 => 1621 4.02025 
1520 => 1624 20.303461 
1405 => 1625 6.085246 
1404 => 1623 9.791707 
1507 => 1623 6.234621 
1507 => 1618 4.328592 
1507 => 1624 7.42528 
1509 => 1624 8.581146 
1408 => 1616 5.709632 
1501 => 1616 14.682515 
1501 => 1623 5.668117 
1501 => 1625 15.570039 
1501 => 1624 12.491182 
1406 => 1616 15.115841 
1406 => 1623 14.698507 
1406 => 1625 7.820984 
1406 => 1621 5.35593 
1406 => 1624 9.124983 
1409 => 1616 7.500055 
1512 => 1616 4.835293 
1512 => 1625 32.695423 
1512 => 1621 7.322681 
1515 => 1625 7.156857 
1710 => 1616 7.865478 
1710 => 1625 17.027048 
1722 => 1618 49.43084 
1722 => 1621 14.48112 
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1508 => 1623 
1711 => 1616 
1711 => 1624 
1517 => 1519 
1519 => 1517 
1517 => 1616 
1517 => 1618 
1517 => 1621 
1517 => 1624 
1519 => 1616 
1519 => 1618 
1519 => 1621 
1519 => 1624 
1504 => 1625 
1305 => 1623 
1306 => 1616 
1306 => 1625 
1306 => 1618 
1306 => 1621 
1306 => 1624 
5.636798 
11.418221 
4.643666 
3416.48999 
3416.48999 
214.344574 
55.347172 
8.836857 
16.358744 
242.03479 
62.140678 
6.707791 
20.309072 
6.324956 
10.997187 
14.149232 
74.247406 
11.318336 
14.477384 
14.477384 
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This part contains all the rules having 70% support, 80% confidence and chi-square 
confidence of 95%. There are several useless rules as they are related nominal 
dimension with other nominal dimensions. One disadvantage of high support level is 
that it can miss important rules that have low support but still can have high 
confidence and high chi square probability, which is obvious in the following rules as 
all of them are kind of normal behaviour of the very controlled manufacturing process. 
Rules 
(Support 70% -Confidence 80%) 
1602 => 1625 
1602 => 1625 1621 
1602 => 1625 1621 1624 
1602 => 1625 1624 
1602 => 1618 
1602 => 1618 1621 
1602 => 161816211624 
1602 => 1621 
1602 => 16211624 
1602 => 1624 
1616 => 1623 1625 
1623 => 1616 1625 
1616 => 1623 1625 1618 
182 
Chi-Square 
Value (>3.841) 
129527.835938 
12.586168 
21.537954 
7.986713 
5.234606 
4.451217 
13.097630 
27.087509 
36.491623 
17.885435 
9.387768 
6.464287 
67.118446 
1623 => 16161625 1618 
1616 => 1623 1625 1618 1621 
1623 1625 => 1616 1618 1621 
1623 1618 => 1616 1625 1621 
1623 1621 => 1616 1625 1618 
1616 => 1623 1625 1618 1621 1624 
1623 1625 => 1616 1618 16211624 
1623 1618 => 1616 1625 1621 1624 
1623 1621 => 1616 1625 1618 1624 
1623 1624 => 1616 1625 1618 1621 
1616 => 16231625 16181624 
1623 1625 => 1616 1618 1624 
1623 1618 => 1616 1625 1624 
1623 1624 => 1616 1625 1618 
1616 => 1623 1625 1621 
1623 1625 => 1616 1621 
1623 1621 => 1616 1625 
1616 => 1623 1625 1621 1624 
1623 1625 => 1616 1621 1624 
1623 1621 => 1616 1625 1624 
1623 1624 => 1616 1625 1621 
1616 => 1623 1625 1624 
1623 => 1616 1625 1624 
1616 => 1623 1618 
1616 => 1623 1618 1621 
1623 => 16161618 1621 
1616 => 1623 1618 1621 1624 
1623 => 1616 1618 1621 1624 
1616 => 1623 1618 1624 
1623 => 1616 1618 1624 
1623 => 16161621 
1616 => 16231621 1624 
1623 => 16161621 1624 
1616 => 16231624 
1616 => 1625 
1625 => 1616 
1616 => 1625 1618 
1625 => 1616 1618 
1618 => 1616 1625 
1616 => 1625 1618 1621 
1625 => 1616 1618 1621 
1618 => 1616 1625 1621 
1616 => 1625161816211624 
1625 => 1616161816211624 
1618 1621 => 1616 1625 1624 
1618 1624 => 1616 1625 1621 
1621 1624 => 1616 1625 1618 
1616 => 1625 1618 1624 
1625 => 16161618 1624 
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7.079484 
60.080414 
30.279146 
133.356796 
6.385100 
93.193726 
34.972515 
135.976089 
14.851293 
78.411797 
105.906258 
19.751511 
109.989990 
40.970842 
8.479937 
20.685534 
5.971848 
32.266766 
24.739571 
14.275789 
77.519547 
38.806969 
7.919654 
92.619980 
81.489510 
13.463281 
124.493782 
16.295763 
142.565857 
4.223772 
12.624566 
27.321436 
15.405088 
33.977375 
7.857643 
7.857643 
125.367035 
19.291241 
331.573029 
93.482895 
16.103695 
290.992126 
178.135452 
18.734081 
213.244492 
441.287659 
73.540710 
232.382050 
20.993845 
1618 => 1616 1625 1624 
1624 => 1616 1625 1618 
1616 => 1625 1621 
1625 => 1616 1621 
1616 => 1625 1621 1624 
1625 => 1616 1621 1624 
16211624 => 1616 1625 
1616 => 16251624 
1625 => 16161624 
1624 => 1616 1625 
1616 => 1618 
1618=> 1616 
1616 => 1618 1621 
1618 => 1616 1621 
1616 => 1618 1621 1624 
1618 => 1616 1621 1624 
1621 => 1616 1618 1624 
1624 => 1616 1618 1621 
1616 => 1618 1624 
1618 => 1616 1624 
1624 => 1616 1618 
1616 => 16211624 
1621 => 1616 1624 
1624 => 1616 1621 
1616 => 1624 
1624 => 1616 
1623 => 1625 
1625 => 1623 
1623 => 1625 1618 
1625 => 1623 1618 
1618 => 16231625 
1623 => 16251618 1621 
1625 => 1623 1618 1621 
1618 => 1623 1625 1621 
1621 => 16231625 1618 
1623 => 1625161816211624 
1625 => 1623 1618 16211624 
1618 => 1623 1625 16211624 
1621 => 1623162516181624 
1624 => 1623162516181621 
1623 => 16251618 1624 
1625 => 1623 1618 1624 
1618 => 1623 1625 1624 
1624 => 162316251618 
1623 => 1625 1621 
1625 => 1623 1621 
1621 => 1623 1625 
1623 => 1625 1621 1624 
1625 => 1623 1621 1624 
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314.932129 
150.680756 
5.466636 
6.203079 
65.123428 
7.993017 
76.099579 
94.631943 
9.158286 
154.198105 
341.601166 
341.601166 
183.419907 
289.734131 
306.512024 
277.237305 
8.788781 
222.719055 
458.300385 
318.739288 
179.424484 
92.964584 
9.886798 
232.100632 
188.309860 
188.309860 
4.330350 
4.330350 
7.241768 
60.272430 
67.780449 
30.679171 
52.654922 
58.238903 
24.684269 
57.492882 
54.870235 
79.616699 
64.639549 
119.672516 
28.274920 
58.465199 
92.341568 
66.075714 
27.539219 
4.278797 
28.816248 
59.811478 
8.665801 
1621 => 1623 1625 1624 
1624 => 1623 1625 1621 
1623 => 1625 1624 
1625 => 1623 1624 
1624 => 1623 1625 
1623 => 1618 1621 
1621 => 16231618 
1623 => 16181621 1624 
1618 => 1623 1621 1624 
1621 => 1623 1618 1624 
1624 => 1623 1618 1621 
1623 => 1618 1624 
1618 => 1623 1624 
1624 => 1623 1618 
1623 => 1621 
1621 => 1623 
1623 => 1621 1624 
1621 => 1623 1624 
1624 => 1623 1621 
1623 => 1624 
1624 => 1623 
1625 => 1618 
1618 => 1625 
1625 => 1618 1621 
1618 => 1625 1621 
1625 => 1618 1621 1624 
1618 => 1625 1621 1624 
1621 => 1625 1618 1624 
1624 => 1625 16181621 
1625 => 1618 1624 
1618 => 1625 1624 
1624 => 1625 1618 
1625 => 1621 1624 
1621 => 1625 1624 
1624 => 1625 1621 
1625 => 1624 
1624 => 1625 
1618 => 1621 1624 
1621 => 1618 1624 
1624 => 1618 1621 
1618 => 1624 
1624 => 1618 
1621 => 1624 
1624 => 1621 
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75.981918 
96.234703 
28.783201 
9.085020 
43.185005 
25.674253 
31.804125 
59.255486 
12.162217 
78.969009 
138.179611 
25.008926 
17.062229 
78.147171 
40.222782 
40.222782 
84.408646 
104.413567 
104.413567 
40.222782 
40.222782 
149.551361 
149.551361 
77.809174 
92.805588 
73.184883 
132.377441 
28.157389 
101.939369 
99.812149 
184.165344 
34.848816 
5.255144 
41.467403 
63.139637 
6.267228 
6.267228 
28.363932 
47.388866 
147.266815 
61.017319 
61.017319 
105.996605 
105.996605 
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Following are the sample rules generated by the supervised Association Rule 
methodology that relate SPF process with the output dimensions. The integer 
identifies of the SPF Process (Numeric Values greater than 5000 in the rules) can be 
translated back to the precise process band using transformation table I 0. I, and the 
table given in the end of this appendix. The last two columns shows the number of 
transactions having this set of values and the values which exactly classified 
respectively. 
Only one rule from the first set of values has been translated back as an example, the 
rest of the rules can be worked out in the same way. 
AA_ Wave Nominal 
5307 5407 5105 5505 
5307 5407 5205 5505 
5307 5407 5106 5505 
If C.Drop = 6.02- 6.25 (Band 07) 
and C.Time=16.17-18.32(Band07 
and S.Temp=-3.71- -0.89(Band06) 
and PTO! =754.17- 870.26 (Band 05) 
Then the aa_wave will be with in Nominal range. 
BC_Shap_in Nominal 
5406 5306 5606 5107 5504 
5606 5307 5107 5407 5504 
AY_Disp Nominal 
5506 5307 561 I 5407 
5606 5406 5306 5504 
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48 
47 
48 
48 
47 
23 23 
25 25 
61 60 
69 66 
Appendix- C 
5606 5107 5407 5504 38 38 
5606 5107 5205 5504 40 40 
5606 5307 5407 5504 65 64 
AK_Disp Nominal 
5605 5406 5306 5107 5504 27 25 
Al_Max Nominal 
5307 5407 5105 5505 50 49 
5307 5407 5106 5505 47 47 
AK_Lean Nominal 
5506 5307 5611 5407 61 61 
5606 5406 5306 5504 69 65 
AK_Bow Nominal 
5605 5406 5306 5107 5504 27 22 
5406 5306 5606 5106 5504 24 24 
LL UULL UULL UULL UULL UULL UULL UULL UULL UULL UULL 
C-DROP 
-oc 4.79 5.07 5.35 5.57 5.80 6.02 6.25 6.47 6.75 7.03 
C-TIME 
-oc 4.38 7.06 9.74 I 1.88 14.03 16.17 18.32 20.46 23.14 25.82 
S.Temp 
-oc -16.44 -12.9 -9.37 -6.54 -3.71 -0.89 1.94 4.77 8.30 I 1.84 
A. Temp 
-oc -.7.32 -4.09 -0.86 1.72 4.31 6.89 9.48 12.06 15.29 18.52 
PTO! 
-oc 347.86 492.97 638.08 754.17 870.26 986.34 1102.43 1218.52 1363.63 1508.74 
PT 
-oc 512.88 577.66 642.44 694.26 746.09 797.91 849.74 901.56 966.34 1031.12 
Table- Appendix D: ConversiOn Metnc to Fmd the Values of Process Vanables m D1fferent Bands 
(Using 11 Bands) 
LL: Lower Limit of the Band 
UL: Upper Limit of the Band 
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