We present an approach based on integer programming formulations of the graph coloring problem. Our goal is to develop models that remove some symmetrical solutions obtained by color permutations. We study the problem from a polyhedral point of view and determine some families of facets of the 0/1-polytope associated with one of these integer programming formulations. The theoretical results described here are used to design an efficient Cutting Plane algorithm.
Introduction
The graph coloring problem (GCP) is perhaps one of the most well-known problems in graph theory. This problem arises in many applications such as scheduling, timetabling, electronic bandwidth allocation and sequencing. Despite this practical importance, there are relatively few methods available for solving the problem exactly [2, 8, 9, 13, 14] .
Given a graph G = (V , E) with n vertices and m edges, a coloring of G is an assignment of colors to each vertex such that the endpoints of any edge have different colors. A (k)-coloring of G is a coloring that uses k colors. The chromatic number of G is the smallest number of colors needed to color G and is denoted by (G). The coloring problem is to determine (G) and to find a coloring of G that uses (G) colors.
The coloring problem is known to be NP-hard for arbitrary graphs [7] , while it is polynomially solvable for special classes of graphs, for instance perfect graphs. Even though there is little hope of finding a polynomial time algorithm for arbitrary graphs, this observation does not necessarily mean that it is impossible to devise algorithms that are reasonably fast and that can be used successfully in practice.
Like many optimization problems on graphs, the graph coloring problem can be formulated as a linear integer programming problem. In formulating discrete optimization problems, it is not only important to have a correct mathematical model, but also to have a well-structured model that can be solved effectively. Very often, there exists a natural symmetry inherent to the problem itself that, if propagated to the model, can hopelessly mire a cutting plane algorithm.
Since colors in GCP are indistinguishable, many symmetrical colorings typically exist for the same given number of colors. If feasible solutions of an integer programming GCP formulation also suffer from that symmetry drawback, a cutting plane algorithm tends to behave poorly. The main reason for that is the fact that many iterations in the cutting procedure have the same optimal value. Bearing this in mind, we propose an approach based on integer programming formulations that reduces the number of symmetric feasible solutions in order to mitigate the effects of symmetry and to have a more tractable computational model.
Cutting plane algorithms are an important tool to deal with linear integer programming problems [15] . The main idea is to consider the linear relaxation and try to strengthen it by adding violated strong valid inequalities. The algorithm can use general cuts that do not take advantages of the structure, or specially developed ones that exploit the properties of the problem. In this paper we present a cutting plane algorithm for GCP. We strengthen the polyhedra associated with the proposed integer programming models with strong valid inequalities which we prove are facet-defining in many instances. The algorithm is tested on random graphs and on a set of test problems studied in the literature. Initial results were presented in [10] .
The remainder of the paper is organized as follows. In Section 2, we present three models. Some families of facets for one of them are described in Section 3. Section 4 shows implementation details of our cutting plane algorithm. Experiments with different cuts combinations are reported in Section 5, as well as a comparison between the proposed models. In Section 6, we report our computational experience with the cutting plane algorithm on DIMACS benchmark (http://mat.gsia.cmu.edu/COLOR02) and finally the conclusions.
We expect the reader to be familiar with the polyhedral theory. See [11] for the background material needed. We close this section by introducing all the notation and definitions used throughout the paper.
Let G = (V , E) be a graph and V ⊂ V . G[V ] = (V , E )
is the induced subgraph of G by V with E = {{u, v} : {u, v} ∈ E and u, v ∈ V }. V ⊂ V is a clique in G if ∀u, v ∈ V , {u, v} ∈ E. V ⊂ V is a stable set or independent set in G if ∀u, v ∈ V , {u, v} / ∈ E. A clique (stable set) K in G is maximal if there is no clique (stable set) K = K in G with K ⊂ K . The stability number of G, (G) , is the maximum size of an independent set in G. 
Integer programming formulations
The problem of finding a minimum coloring in a graph can be formulated in many ways. In order to present integer programming formulations, we use x ij to denote binary variables, with i ∈ V and 1 j n, where x ij = 1 if color j is assigned to vertex i and x ij = 0 otherwise. We also define n binary variables w j for j = 1, . . . , n, that indicate whether color j is used in some node, i.e., w j = 1 if x ij = 1 for some vertex i.
The following is a classical integer programming formulation:
x ij ∈ {0, 1} ∀i ∈ V , 1 j n w j ∈ {0, 1} 1 j n.
Constraints (1) assert that each vertex must receive exactly one color, and constraints (2) guarantee that every pair of adjacent vertices will not be assigned the same color and that w j = 1 when some vertex has color j.
In [3] , we present some facet-defining inequalities for the polytope associated with this formulation, SCP. However, this is a symmetric formulation because all color permutations yield feasible solutions with the same objective function value, thus it is very difficult to use in practice and it is able to solve fairly small instances. The drawback arises from the indistinguishability of the variables. To avoid the symmetry of the classical model, next we propose three new models that eliminate equivalent solutions with different criteria.
Color order model
Given a (k)-coloring, any choice of k colors from {1, . . . , n} gives a feasible solution of SCP and they are all equivalent solutions. In order to eliminate some of these solutions we impose that color j can be assigned to a vertex provided color j − 1 has already been assigned. In this way, all symmetrical (k)-coloring using colors with label greater than k are not considered. To characterize these feasible solutions, it is enough to add the following sets of constraints:
w j w j +1 ∀1 j n − 1.
Let CP = conv(SCP ∩ {(x, w) : (x, w) satisfies (3) and (4)}).
The reduction of feasible solutions from SCP is very significant.
Independent set order model 1
Given a (k)-coloring, in CP there are still equivalent solutions arising from permutations of the first k colors. To eliminate some of these solutions, the next model is more restricted than the first one and imposes that the number of vertices colored by j must be greater or equal than the number of vertices colored by j + 1. In order to consider only these solutions, we add to SCP the following inequalities:
Let CP1 = conv(SCP ∩ {(x, w) : (x, w) satisfies (5) and (6)}).
The polytope CP1 is included in CP. Given a coloring, the larger the amount of independent sets with different cardinal, the greater the elimination of symmetrical solutions.
Independent set order model 2
Given a partitioning into independent sets, permutations of colors between independent sets with same cardinal give symmetrical solutions for the above model. In order to eliminate these solutions the following model considers a unique assignment of colors for each partitioning into independent sets. We sort the associated independent sets by the minimum label of the vertices belonging to each set and we only consider the coloring that assigns color j to the jth independent set. All other permutations that define the same coloring do not lead to a feasible solution.
The constraints to eliminate equivalent colorings from SCP are
Let CP2 = conv(SCP ∩ {(x, w) : (x, w) satisfies (7) and (8)}). This model eliminates completely the symmetry that arises from color indistinguishability. The three models eliminate symmetrical solutions with different criteria. It should be natural to prefer the model with the smallest number of equivalent solutions. However, it is necessary to take into account other factors, such as number of variables, number of constraints, performance of LP solver on the associated LP-relaxation, etc.
To compare and evaluate the models, in Section 5 we experiment with a cutting plane algorithm and we analyze the lower bound quality and the CPU time to achieve it.
The coloring polytope
The aim of this section is to analyze polyhedral properties of the formulations introduced above. From a polyhedral point of view, CP1 presents difficulties to be characterized since it depends on some properties of the graph. For example, if any optimal coloring of G assigns the same color to two vertices at most, all feasible solutions of CP1 satisfy Since CP1 and CP2 are both included in CP, a polyhedral study of CP also provides valid inequalities for them. The study of CP provides useful information since we observed that in many instances, some of the facet-defining inequalities of CP are also facet-defining of CP1 and CP2.
Basic properties
We assume w.l.o.g. that G has neither universal vertices nor isolated vertices. It implies that 2 (G) < |V |. First, we want to find a minimal equation system for CP and to determine its dimension.
Proof. We must show that (a) every feasible solution satisfies these constraints, (b) they are mutually independent, and (c) there are n 2 − (G) affinely independent feasible solutions. Condition (a) arises from the definition of the model, and it is not difficult to verify (b), since they act over disjoint sets of variables. To see (c), consider the colorings given in the following table, where each row corresponds to a coloring and each column to colors. W.l.o.g we suppose that v n−1 and v n are not adjacent.
• Set 0: Any (n)-coloring. We denote v i the vertex colored by i, for i = 1, . . . , n.
• For i = 1, . . . , n − 2. Set i: For j = 1, . . . , n − 1 and i = j , from the above coloring, we define (n)-colorings by switching colors j, n and i. We assign color j to v n , color i to v j and color n to v i . In this way, we construct (n − 1)(n − 2) colorings.
• Set n − 1: For j = 1, . . . , n − 1, we consider the (n)-coloring that assigns color j to v n , color n to v j and color i to v i for i = j , i = n. There are n − 1 colorings. • Set n: We consider the (n − 1)-coloring that assigns color i to v i for i = 1, . . . , n − 2, and color n − 1 to v n−1 and v n . From this (n − 1)-coloring, define the (n − 1)-coloring by switching color i and color n − 1. If we apply this procedure for all i = 1, . . . , n − 2, we construct n − 2 colorings. 
be the associated feasible solution to each coloring. To see they are affinely independent, consider a linear combination
We have to see
The first (n)-coloring is the unique coloring that assigns color n to v n , then 1 = 0. There is one (j )-coloring for each j = (G), . . . , n − 2, then it is easy to get i = 0 for these solutions.
The first (n − 3) colorings from each Set j for j = 1, . . . , n − 2, are unique in the color assigned to v j . It implies that i = 0 for them.
If we consider the set of colorings with a chosen variable equal to 1, we obtain the following implications:
From (4) and (6) it follows that jn−j +1 = 0. Then, from (7) we obtain (n−3)n+j +3 = 0 ∀j = 1, . . . , n − 2 and (5) implies (n−2)n+(n−1)+2 = 0. Replacing in (3), we get (n−2)n+j +2 = 0 ∀j = 1, . . . , n − 2 and from (4) we conclude
Therefore, we have n 2 − (G) affinely independent feasible solutions. Then, these constraints define a minimal equation system for CP. Now we characterize inequalities from the original formulation that define facets.
Proposition 2.
Let i 0 ∈ V , the following holds:
Proof.
(a) Consider one (n)-coloring that assigns color n to vertex i 0 and use the same procedure used in Proposition 1 to generate feasible solutions. Now, excluding the first one, we obtain n 2 − (G) − 1 colorings lying on the face defined by the inequality. (b) Since G − {i 0 } is not a clique, there are two non-adjacent vertices in G − {i 0 }. For notational convenience, we denote them by v n and v n−1 . Consider one (n)-coloring that does not assign color j 0 to vertex i 0 . By following the above technique to generate colorings, and excluding the (n)-coloring that assigns j 0 to i 0 , we obtain the necessary feasible solutions to proof that x i 0 j 0 0 is a facet.
Proposition 3.
Let j 0 be any color such that (G) j 0 n − 2, then the constraint w j 0 w j 0 +1 defines a facet of CP.
Proof. Consider the colorings from Proposition 1 except the (j 0 )-coloring. They lie on the face w j 0 = w j 0 +1 , then this is a facet of CP.
Completing the facets defined by the model inequalities, we state the following result.
Proposition 4. The inequality w j
0 i∈V x ij 0 defines a facet of CP for all j 0 = 1, . . . , n − 1 iff
there is some ( (G))-coloring lying on the face.
Proof. Suppose that no ( (G))-coloring lies on the face. Then any feasible solution on the face satisfies w (G)+1 = 1 and this is a contradiction. Now, to see the inequality is a facet, it is enough to consider the set of colorings from Proposition 1, exclude the (n − 1)-coloring that assigns color j 0 to v n−1 and v n , and add for all j = (G), ..., n − 2 any (j )-coloring where color j 0 is assigned to a unique vertex.
Independent set inequalities
Substructures of a graph give rise to valid inequalities for the coloring polytope of the whole graph.
We know that the set of vertices that are assigned the same color is an independent set, then its size is lower than or equal to the stability number of the graph. If we consider any subgraph G = (V , E ), adapting that property to G is quite straightforward and thus
is valid for all j 0 = 1, . . . , n where (G ) is the stability number of G . Any (n − (G ) + 1)-coloring that assigns color j 0 to a maximum independent set of G satisfies it as an equality, then it must be a proper face of CP. However, if (G ) 2, it is not a facet since no (n)-coloring satisfies it at equality. We can strengthen it by considering the color ordering to obtain
Any (n − (G ) + r)-coloring, where r 1, has (G ) − r vertices sharing the color with other vertices. Therefore, there must be at most (G ) + 1 vertices colored with r + 1 different colors, and this indicates that the inequality is valid.
We call it Independent Set inequality. The following proposition establishes when it is a facet-defining inequality.
If
• There is an independent set of size
• There exists I, a maximum independent set of G , such that V \I is not a clique.
• A ( (G))-coloring lies on the face.
Then this is a facet-defining inequality.
Proof. Let F be the proper face of CP defined by the Independent Set inequality. 
To establish their validity, we construct pairs C 1 = (X 1 , W 1 ) and C 2 = (X 2 , W 2 ) of feasible solutions lying on F that differ in the components that enable us to derive each case. Each feasible solution has X's and W 's components. For notational convenience, we note C(v) = j to indicate that x vj = 1. The W 's components follow directly from X's.
For the sake of simplicity, the colorings are specified on some subset of vertices, and ensuring that there are enough colors to assign to the rest of the graph.
From this coloring, we build an (n)-coloring by assigning color n to v 1 . Since both colorings are lying on F, we obtain
By interchanging colors j and n, we obtain
By interchanging colors j 0 and n follows
and (G )vertices
in V are colored with j 0 . If we change to n − (G ) + 1 the color of v, we have
. . , (G ). Let us denote by c 1
v and c 2 v the colors of v assigned by C 1 and C 2 , respectively. Since both colorings lie on F, it follows that
Moreover, we prove that
. Combining these equalities, we conclude that
Consider the color r such that r = j − 1 if j − 1 = j 0 , r = j − 2 otherwise. We can assume that there is C 1 , (j − 1)-coloring, such that color r is assigned to more than one vertex. From this coloring we build C 2 , (j )-coloring, by assigning color j to one of the vertices colored by r.
Since r = j 0 , n − (G ) + 1, we know that
This inequality becomes useful if we consider substructures with known stability number. That is the case for the following propositions. Proof. It is enough to verify that V = K satisfies the hypotheses of the above proposition.
(1) Since K is a maximal clique, every v ∈ V \K has a non-adjacent vertex v in K. Then G[K ∪{v}] has an independent set of size 2. (2) K is maximal clique, then there are v 1 , v 2 ∈ K such that v 1 has a non-adjacent vertex in V \K. This implies that V \{v 2 } is not a clique. (3) Any coloring that assigns color j 0 to one vertex to K satisfies the inequality at equality.
with j 0 n − k/2 is a facet-defining inequality of CP if:
Proof. We only have to check the first condition of Proposition 5. Since C k is a hole of size greater than 3, we can assert that there is I ⊂ C k , an independent set such that V \I is not a clique.
The following results on an antihole and a path run along the same arguments as the previous result. 
is a facet-defining inequality of CP if:
Vertex inequalities
For any feasible solution of the polytope CP, constraints (3) and (4) impose that if color j 0 is not assigned to some vertex, colors with label greater than j 0 are not assigned either. Moreover, no vertex uses more than one color. Both observations are put together in the following result. It is easy to see that these n 2 − (G) − 1 feasible solutions are affinely independent. Then, the valid inequality is a facet of CP.
Let v ∈ V , N(v) the neighborhood of v and (v) = |N(v)|. By combining x vj + x kj w j for all k ∈ N(v) we obtain the valid Neighborhood inequality
If r is the size of a maximum independent set in N(v), no more than r vertices can be colored with the same color, then the above inequality can be strengthened and k∈N (v) x kj + rx vj rw j is a valid inequality stronger than the previous one. This is not a facet-defining inequality but it becomes very useful to improve the LP-relaxation. The original model has mn constraints x ij + x kj w j and this size is difficult to handle for large and dense graphs. We replace the constraints in the original model with these new constraints. Despite this replacement relaxes the polytope, the computational experience shows it works better than the original formulation (see Section 4.1 for details).
Multicolor inequalities
Valid inequalities can be constructed by taking non-negative linear combinations of a linear inequality description of the set of solutions. In this way, we obtain new valid weak inequalities that are dominated by the originals. Nevertheless, we can obtain stronger valid inequalities by applying a strengthening procedure based on the combinatorial implications and integrality properties of the feasible solutions. Next we present some valid inequalities derived from the original constraints x uj + x vj w j .
Multicolor hole
Let C k = {v 1 , . . . , v k } be a hole of size k and {j 1 , . . . , j k−1 } a subset of colors such that j 1 > j i ∀i = 2, . . . , k − 1. Consider the following k − 2 valid inequalities:
. . .
Adding these inequalities, we obtain
Any feasible solution that binds the last added inequality fixes the color to v 1 , v 2 and v k and satisfies k−1 i=2 w j i = k − 2 because j 1 > j i ∀i = 2, . . . , k − 1. The other k − 3 vertices can contribute at most with k − 3. Then, the coefficient of w j 1 can be reduced to 1. This is a proper face of CP and it is a facet-defining inequality under the following conditions:
• ∀v ∈ V \C k , v has at least one non-adjacent vertex in {v 1 , v 2 , v k }.
The proof is technically not more complicated than the previous one and runs along the same arguments.
Multicolor clique
Let K = {v 1 , . . . , v p } be a clique of size p, k such that p k n − 1, and Col = {j 1 , . . . , j p−1 } ⊂ {1, . . . , k − 1}. We consider the following clique inequalities:
Adding them and considering that any coloring needs p colors to assign to K, we obtain the valid inequality
If V \K is not a clique and (G) + 1 k n − 2, it can be proved that it is a facet-defining inequality.
Multicolor path
Let 
Since c j 0 > c j ∀j = 1, . . . , r, the coefficient of w c j 0 can be reduced to R − r. Then, the following is a stronger valid inequality:
It is a proper face of CP. In case that K i = {v i , v i+1 } for i = 1, . . . , r, we have
We call it Multicolor Path inequality. This is a facet-defining inequality under the following conditions:
there is a (c j 0 − 1)-coloring such that the assigned color to v is not c i .
Implementation details of a cutting plane algorithm
In this section we describe the design and implementation of our cutting plane algorithm.
LP-relaxation
The first step in the development of a cutting plane algorithm is the definition of an initial LP-relaxation. We find that the linear relaxation of CP has too many adjacency constraints x uj + x vj w j making its resolution too slow, mainly for medium and high density graphs.
We analyze several alternatives to reduce formulation size. First, we consider the possibility of finding an edge clique cover, i.e., a set C of cliques such that for every edge {u, v} ∈ E, there is some clique K ∈ C such that u, v ∈ K. In this way, adjacency constraints may be replaced by a clique inequality defined by each clique K ∈ C and each color j = 1, . . . , n. We experiment with several heuristics to find an edge clique cover. However, computational experiments do not show a significant solution time reduction for linear relaxations.
The second alternative we try is a weak LP-relaxation dropping all the adjacency constraints. We expected the addition of clique inequalities during the cutting plane algorithm somehow made up for the relaxation quality loss. Once more, computational experiments show it is not a good choice. The lower bound increase due to cutting plane addition do not prove to be very effective.
Finally, the initial relaxation showing the best behavior is the one resulting from replacing adjacency constraints by a weak version of the Neighborhood inequalities. The coefficient r of this inequality is replaced by the cardinal of a clique partition of N(v) that we find by a greedy heuristic. As we mentioned above, this replacement relaxes the polytope but allows us to handle the model for larger graphs. It proves to be very convenient, since it shows a good balance between CPU time, memory requirements and lower bound increase.
Upper and lower bounds
Good upper as well as lower bounds on the value of the optimal solution are very important to keep the linear program reasonably sized. A lower bound is obtained by finding a maximal clique with a greedy heuristic. All the variables related to the vertices of the clique are fixed in the model by considering that the first n_cli (clique size) colors are assigned to each vertex. We apply the well-known DSATUR heuristic [2] to find a feasible solution. This solution gives an upper bound,ˆ , and allows us to eliminate model variables.
Separation algorithms
Given a fractional solution of CP, we look for a set of constraints to cut it off. After adding these valid inequalities, we resolve the LP-relaxation. The separation phase is the central part of a cutting plane algorithm and efficient separation algorithms are crucial for the success of this approach.
Next, we describe the identification procedure of violated valid inequalities. In what follows, let (x * , w * ) denote the fractional optimal solution to the current formulation.
Clique and multicolor clique inequalities
The Clique inequalities are used as cutting planes in many problems [1, 12] , and the separation problem is known to be NP-Hard. In the literature we can mainly find two strategies to detect them.
The first approach is to construct in a preprocessing phase a list of maximal cliques and keep it in a pool. At each separation round, this list is scanned in an attempt to find violated cuts. This simple procedure is very fast but, according to our experience, it cannot detect enough cuts. It has the advantage of looking for cliques once, but the clique construction does not exploit the information of the current fractional solution. We think this is the reason for the poor performance observed in our computational experience.
The second approach is to look for cliques by considering the current point and by applying a greedy heuristic. For each color j 0 , the greedy criterion is to go for violated Clique inequalities, and it makes sense to do so by constructing an ordered list of the elements in {x * ij 0 : i ∈ V and x * ij 0 < 1} in decreasing value, where x * denotes the current fractional solution. If x ij 0 is a fractional variable, we initialize a clique with vertex i. Then, it is grown into a bigger clique trying to add other adjacent vertices following the ordered list. We perform several trials limited by an input parameter. In trial k, we choose the fractional variable x i j 0 such that vertex i is the kth adjacent vertex to i in the ordered list. We add this vertex to the clique and then look in order in the rest of the list.
To avoid any additional computational effort, the clique found is also used to try a violated Multicolor Clique inequality. Since i∈V x ij 0 > w j 0 , then n j =j 0 i∈V x ij > w j 0 and thus the clique has good chances to violate the inequality. It remains to determine the set of p − 1 colors, where p is the clique size. A greedy strategy is to look for colors where the associated clique inequality is also violated or it has the smallest slack value. Then, for each color j, with 1 j j 0 − 1, we compute S j where S j = i∈clique x ij − w j . The first p − 1 colors in order of decreasing S j values are considered to attempt to find a violated inequality.
Block color inequality
These inequalities are handled by brute-force. In order to have chances to find a violated Block Color inequality, it is necessary that w j 0 be fractional. Then, for all j 0 such that 0 < w j 0 < 1, we enumerate all inequalities and find those violated by the fractional current solution.
Multicolor path inequality
For each fractional variable w k , the weight c uv = max j =1,..
is associated with each edge (u, v) ∈ E. We compute for each vertex v ∈ V , the heaviest path in G by using a greedy procedure. For any v ∈ V , we initialize the candidate path P as v and make t v trials. On trial j we extend the path by adding a vertex w characterized by being the jth maximum c vw among all the adjacent vertices to v. Then, iteratively, vertices are added to the path by choosing the one adjacent to the last vertex added to the path, not previously included in P and with maximum weight.
The computational experience shows it is not convenient to allow a vertex belongs to many paths since the found associated MultiColor Path inequalities have similar support. To avoid this situation and according to our computational tests, it is forbidden to consider a vertex belonging to n/10 violated paths in future paths.
Moreover, long size paths have few chances to give violated inequality then, the above procedure is stopped when the size of the path is equal to an input parameter. Our computational experiments show that paths with length greater than 6 are not good candidates to be violated.
A path with weight greater than w * k corresponds to a violated Multicolor Path inequality.
Hole inequality
The separation procedure is based on the GLS algorithm proposed in [5] for the Independent Set problem. Given a graph G = (V , E ), an auxiliary bipartite graph is constructed as follows. Let B = (V 1 ∪ V 2 , E B ) be a bipartite graph where for each v ∈ V we include two vertices
It is easy to see that a path P v 1 in B beginning in v 1 and ending in v 2 , considered as a set of nodes, is a cycle C v in G .
In order to find violated hole inequalities, we consider j 0 such that w * j 0 > 0 and V ⊂ V where v ∈ V if x * vj 0 is fractional. We build the associated bipartite graph B and we consider a weight c u 1 
). Thus, if it is found the shortest path between v 1 and v 2 , the cycle C v will be a good candidate to link to a violated hole inequality. We compute the shortest path by using the well-known Dijkstra's algorithm.
Cut management scheme
A cutting plane algorithm constructs and solves a sequence of LP-relaxation. A set of violated constraints is added at each iteration and it is important to take care that the linear program does not become very big, and takes a long time to solve. This problem can be avoided by removing previously introduced cuts that become not relevant to the current solution. As it is usual in cutting planes algorithms, we maintain a cut pool which contains the cuts generated so far in the algorithm that are either not included in the relaxation or subsequently dropped because they no longer appear to be active. This cut pool is very useful to memory management and it can also be considered as an auxiliary mechanism for performing separation since the pool cuts can be checked quickly for violation. Since we use a heuristic procedure to find violated constraints, it can be possible that we are not able to detect some inequalities that were detected before. Whenever the LP has been reoptimized, we first check all cuts in the cut pool, and reoptimize the LP, if more than 200 violated cuts have been found. Otherwise we call our separation routines looking for new violated inequalities.
Computational experience
In this section we present our computational experience with the cutting plane algorithm. We have performed the experiments on a Sun ULTRA workstation and the times are reported in seconds. The code is implemented in C + + using the ABACUS framework [6] and CPLEX 8.1 LP solver [4] . Our goal is to evaluate the lower bound improvement of the LP-relaxation when we strengthen it by adding valid inequalities that have already been characterized for the polytope. We have introduced several classes of valid inequalities and have given conditions under which they are facet-defining. However, facetness does not necessarily guarantee good performance if the inequality is considered as a cutting plane. Even though the separation procedure is successful, the cuts may not help to increase the lower bound.
Cutting planes
An indirect way of evaluating the quality of a cutting plane is to observe the increase produced in the lower bound when it is added to the LP-relaxation. Larger increases mean better constraints because they define deeper cuts in the relaxation polytope. However, a right balance between different aspects has to be considered.
If the added cuts are dense, they increase memory requirements and may slow down the solution of the LP's. Besides that, if the separation routine for a class of inequalities is computationally expensive in relation to the lower bound increase when they are added to the LP's, it is not worthwhile including them in the algorithm.
We conduct experiments to determine a good cut combination scheme by considering several combinations of cut families.
To compare the combinations, a cutting plane algorithm is applied for 50 rounds on random instances. G(n, p) is a random graph of n vertices and an edge between each pair of vertices with independent probability p. We use random graphs of 125 vertices with low (less than 0.3), medium (between 0.4 and 0.6) and high (more than 0.7) density.
We observe the evolution of the lower bound, LB, and take into account the CPU time needed to achieve it. The experiments show that any combination achieves the same lower bound at the end of 50 rounds, except combinations that exclude Clique cuts. The cutting plane performance is mainly due to the addition of these cuts.
The different combinations considered are tested on eight instances for each density. See references for each cut combination in Table 1. Table 2 shows the average initial gap percentage (100(ˆ − n_cli)/ˆ ), final gap percentage (100(ˆ − LB)/ˆ ), CPU time and the round where the best lower bound is achieved.
For low density graphs, there is no significant increase of the initial lower bound and the final lower bound is achieved on the first rounds. In many cases, the algorithm stops before 50 rounds because it is not possible to find violated inequalities. The CPU time increases when Hole cuts are included in the cut scheme.
For medium density graphs, the initial lower bound increases during the first iterations, then the objective function does not change from one round to the next until the middle, and it does not change again until the end. There are no instances where the algorithm stops because it cannot find cuts. The addition of Hole and Multicolor Clique cuts results in CPU time increase and a reduction of rounds to achieve the final lower bound. Table 1 Family cuts combination
Clique + Block Color + MultPath C 3 Clique + Block Color + MultPath + MultCli C 4 Clique + MultCli + Hole C 5 Clique + Block Color + MultPath + MultCli + Hole For high density graphs, the lower bound increases significantly during the algorithm, even in the last rounds. The CPU time increases significantly when Hole or Multicolor Clique cuts are included.
The experiments show that there is no combination with the best performance for all instances. To get a more direct comparison, Fig. 1 gives a summary of the above results by using the following measure of efficiency. For each cut combination C j , we obtain T C j the average over the eight instances of the ratio of the difference between the CPU time for this cut combination and the CPU time for the best cut combination for that instance over the best cut combination. If Time C j i is the CPU time required to achieve the lower bound with cut combination C j on instance i and BestTime i = min{Time
The lower the value of P C j , the better the combination C j . There is no clear computational winner among the combinations considered. However, since combinations without Multicolor Clique and Hole inequalities are generally superior in CPU time, we think it is worth including these inequalities when the algorithm cannot find any other family cuts. The scheme using Clique, Block Color and Multicolor Path inequalities is the best for medium density graphs, and its behavior is good enough for the other densities. 
Separation time
A factor that does not influence our choice of family cuts is separation procedure time. Table 3 shows for each combination, the total average time of the eight instances in the 50 rounds of the cutting plane, the average separation process time, and the corresponding percentage over the total average time. It can be observed the ratio of overall separation time is not significant, although it increases as graph's density decreases.
The process of separating Hole inequalities is a determining factor for the increase of total separation time proportion. The separation of Multicolor Cliques is also an important factor, although it does not have such a strong influence. Block Color and Multicolor Path separation procedures do not cause a significant increase in the time. We consider separation algorithms' time is not a decisive factor to choose one combination over the other.
Separation algorithm efficiency
To evaluate the efficiency of separation algorithms to find violated inequalities, we take as measure the percentage of violated cuts over the number of cuts analyzed by each procedure. We run five rounds of the cutting plane algorithm on random graphs of 125 vertices and different densities. Table 4 presents the results.
Block Color and Multicolor Path inequalities present the possibility of being violated only if variables w k , which are in the corresponding restriction, present a fractional value. Otherwise, the separation algorithm is not called. An asterisk ( * ) shows this condition in the table.
The Multicolor Path inequality separation process has a good efficiency rate, regardless the graph density. Block Color inequalities are explored by brute-force and the percentage of violated ones is very low. Nevertheless, since the procedure is very fast and its inclusion shows an improvement of algorithm's performance, such inclusion is justified.
The most inefficient separation process is the Multicolor Clique inequalities. It is a heuristic process and the percentages obtained may lead to the conclusion that the strategy used might not be a good one. However, experiments with 561  1629  13  huck  74  301  11  jean  80  254  10  games120  120  638  9  miles250  128  387  8  miles500  128  1170  20  miles750  128  2113  31  queen8_12  96  1368  12  qg_order30  900  26100  30 graphs with fewer vertices, and a more thorough search have not shown better results. Everything seems to indicate they are not inequalities frequently violated by the optimal solution of the LP relaxations. Hole separation efficiency increases as graph density decreases, whereas Clique separation efficiency maintains an even rate regardless of density.
We use several criteria to evaluate valid inequalities: the lower bound evolution, separation algorithm times and efficiency rate. All are related and lead us to conclude that they are not in conflict. The presence of Clique inequalities is essential, which along with Block Color and Multicolor Path combined, provide a good cutting plane scheme. Multicolor Clique and Hole inequalities do not present any feature that justifies their inclusion except when no other cuts can be found.
Comparing relaxations
In Section 2 we define four polyhedra: SCP, CP, CP1 and CP2. Polyhedron SCP is associated with the classical formulation of the coloring problem. Polyhedra CP, CP1 and CP2 correspond to the set of solutions provided by the three models we presented with different criteria for eliminating symmetry.
Some facet-defining inequalities derived for SCP in [3] are shared in CP, for instance, Clique inequalities. From the polyhedral study's perspective, we have already pointed out the difficulty polyhedra CP1 and CP2 present. However, since both are included in CP, the valid inequalities arising from our study are also valid for these polyhedra.
In particular, in a number of instances we find out that Clique inequalities are also facet-defining inequalities for both polyhedra.
Moreover, based on our experience, the addition of Clique inequalities in the cutting plane algorithm is essential to improve the lower bound which provides the optimum linear relaxation value. Therefore, we consider it is reasonable to use these inequalities in a cutting plane algorithm to compare the different relaxations. 
Final results and conclusions
Finally, we report our results on DIMACS instances. We have performed the experiments on a Sun ULTRA workstation and the times are reported in seconds (Machine Benchmarks User time: r100.5 = 0 s, r200.5 = 0 s, r300.5 = 1 s, r400.5 = 6 s, r500.5 = 24 s).
There are instances where the lower and the upper bound obtained with the initial heuristics are equal, then the cutting plane algorithm is not used for these graphs. These instances are showed in Table 5 .
Instances where there is no lower bound increase because the algorithm terminates, either because the CPU time limit (2 h) is reached or no further cutting planes are found, are reported in Table 6 . The information provided in the table is the number of vertices and edges, the size of the clique and the initial upper bound found by our heuristic, and the chromatic number ("?" means unknown). The initial lower bound is equal to the chromatic number for most of these graphs, then it is not possible for the algorithm to improve the lower bound. Table 7 reports instances where the lower bound is improved. The information provided in this table is the number of vertices and edges, the chromatic number, the size of the clique found by our heuristic and the initial upper bound. The last columns report the lower bound found for our algorithm and the times to achieve it by using LP-relaxations of CP and CP1, respectively. The results show that the algorithm obtains a significant improvement of the initial lower bounds with both relaxations, specially on graphs where the chromatic number is much larger than the maximum clique size. Moreover, there are instances where our algorithm is able to solve to optimality since the initial gap is closed.
There is no relaxation with the best performance for all instances. The CPU time difference to achieve the same lower bound between the relaxations is not as significant to prefer one relaxation over the other. There are some instances where the lower bound obtained with CP relaxation is improved although more CPU time is required.
This behavior confirms that our approach is a good strategy to obtain lower bounds when compared to the classical maximum clique size, except in instances deliberately constructed to be hard to color.
This conclusion points out to interesting research avenues. First, further work could be directed to characterize new valid inequalities and implement separation algorithms for them, in order to improve the cutting plane algorithm. Finally, the cutting plane procedure can be included in a branch-and-cut algorithm to obtain a competitive exact algorithm for graph coloring.
