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STATISTICAL ENVIRONMENTAL MODELS: HURRICANES,
LIGHTNING, RAINFALL, FLOODS, RED TIDE AND VOLCANOES
Rebecca Dyanne Wooten
ABSTRACT
This study consists of developing descriptive, parametric, linear and non-linear
statistical models for such natural phenomena as hurricanes, lightning, flooding, red tide
and volcanic fallout. In the present study, the focus of research is determining the
stochastic nature of phenomena in the environment. These statistical models are
necessary to address the variability of nature and the misgivings of the deterministic
models, particularly when considering the necessity for man to estimate the occurrence
and prepare for the aftermath.
The relationship between statistics and physics looking at the correlation between
wind speed and pressure versus wind speed and temperature play a significant role in
hurricane prediction. Contrary to previous studies, this study indicates that a drop in
pressure is a result of the storm and less a cause. It shows that temperature is a key
indicator that a storm will form in conjunction with a drop in pressure.
This study demonstrates a model that estimates the wind speed within a storm
with a high degree of accuracy. With the verified model, we can perform surface
response analysis to estimate the conditions under which the wind speed is maximized or
minimized. Additional studies introduce a model that estimates the number of lightning
xviii
strikes dependent on significantly contributing factors such as precipitable water, the
temperatures within a column of air and the temperature range. Using extreme value
distribution and historical data we can best fit flood stages, and obtain profiling estimate
return periods.
The natural logarithmic count of Karenia Brevis was used to homogenize the
variance and create the base for an index of the magnitude of an outbreak of Red Tide.
We have introduced a logistic growth model that addresses the subject behavior as a
function of time and characterizes the growth rate of Red Tide. This information can be
used to develop strategic plans with respect to the health of citizens and to minimize the
economic impact.
Studying the bivariate nature of tephra fallout from volcanoes, we analyze the
correlation between the northern and eastern directions of a topological map to find the
best possible probabilistic characterization of the subject data.
1CHAPTER 1: MOTIVATION OF THE PRESENT STUDY
1.1 Introduction
The present study consists of addressing some very important problems that are
inherent in the State of Florida: tropical storms, hurricanes, lightning, and flooding in
addition to a study on volcanic activity. Although all but one of the subject models
developed used real data from the State of Florida, these models can easily be adapted to
other states or other global regions.
The study consists of performing parametric inferential analysis on the subject
problem using real data and developing linear and non-linear statistical models to
estimate the key responses in the phenomena listed above. More specifically, we proceed
to identify and rank the key attributable variables and the relevant interaction among the
various entities that drive the behavior of the subject responses. The statistical models
we have developed are of high quality and can be easily implemented to estimate the
phenomenon of interest in each of the cases we studied.
The information obtained from these statistical models (tropical storms,
hurricanes, lightning, flooding and volcanic activity) are very important in terms of
strategic planning with respect to public, environmental and economical issues.
Given below are brief descriptions of the content of the study for each of the
chapters that are to follow.
1.2 Tropical Storms
We begin the study in the second chapter, “Statistical Modeling the Conditions
under which Tropical Storms are Formed: Estimating the Birth of a Tropical Storm”, by
introducing a basic conjecture, which relates wind speed to pressure and temperature, the
key entities that characterize and identify a tropical storm.
Utilizing real data from key strategically placed buoys maintained by the National
Buoy Data Center (NBDC) to make statistical inferences that prove the subject
2conjecture. First we introduce the basic descriptive statistics and parametrically analyze
the response variable (wind speed) and all attributing variables.
Second, we developed a statistical model where the response is the wind speed as
a function of atmospheric temperature, sea surface temperature, dew point and
pressure. In addition, wind gust, wind direction and day of year considered as
explanatory variables and relevant interactions are included to develop the highest quality
model possible.
The importance of this conjecture is to be able to estimate the realization of a
tropical storm. Furthermore, the developed statistical models enable us to estimate the
wind speed of a tropical storm, which plays a major roll in the statistical modeling of
hurricanes.
The quality of the model was judged by the following five criteria: 2R , 2adjR ,
hypothesis tests of coefficients using forward selection including p-values, F test for
overall model quality and Mallow’s )( pC statistic. All criteria used uniformly support
the quality of the structured model.
Key references of the present study are [5], [10], [13], [19], [32], [33], [38], [42],
[43], [44], [51], [52], [62], [69], [71] and [76].
1.3 Hurricanes
In the present chapter we develop linear and non-linear statistical models of
hurricane force winds in terms of the contributing entities measured during the course of
five recent tropical storms which reached hurricane status, category five: Wilma (2005),
Rita (2005), Katrina (2005), Ivan (2004) and Isabel (2003).
The development of the subject’s statistical model utilized the following
independent (attributable) variables: pressure, latitude and longitude converted into
Cartesian coordinates, the duration of the storm up to the given point in time, and the
day of year. Other dependent variables include: the change in position in the converted
coordinate system, the distance traveled (a function of the changes in position), and the
linear velocity of the storm in the converted coordinate system alone with the
appropriate interactions.
3The estimation of the wind speed within a tropical storm is extremely important in
being able to accurately identify the level of hurricane that we will be encountering. That
is, storm categories traditionally defined by: a tropical depression (<34 knots), a tropical
storm (34 – 63 knots), hurricane category 1 (64 – 82 knots), category 2 (96 – 110 knots),
category 3 (96 – 112 knots), category 4 (131 – 135 knots) and category 5 (>135 knots). In
addition, it is helpful in identifying the direction of the storm.
The key statistical models we have developed are of very high quality as being
using the five criteria given above. All criteria uniformly support the quality of the
developed statistical model. The subject model can be easily applied upon receiving the
necessary information that drives the model; that is, using real time data we can updated
the model and accurately estimate the wind velocity. Furthermore, the network that is in
place for collecting the necessary data can easily facilitate the applicability of the model
on an hourly basis.
In addition to developing the statistical model, we have preformed surface
response analysis to either maximize or minimize the response subject to identify the
values of the independent variables that will allow us to achieve the objective; that is,
determine the minimum or maximum wind speed with a specified (acceptable) degree of
confidence.
In this chapter we also introduces a new scaling process for hurricane status that
referred to as the “Wooten Scale”; this scale categorizes hurricane status in a way that we
feel is more stable than the commonly used Saffir-Simpson Scale. Using historical data,
we were able to establish a scale with less variance within the different categories of
hurricanes. Thus, applying the proposed scale we were able to obtain more stable
estimates of the wind speed.
Key references associated with the present study are: [4], [6], [11], [23], [26],
[27], [34], [39], [40], [41], [53], [54], [57], [58], [59], [61], [64], [66], [67], [68], [70],
and [76].
1.4 Lightning
The fourth chapter, “Statistical Analysis and Modeling of Lightning” focuses on
lightning in the State of Florida, the lightning capital of the world. Utilizing historical
4data collected by the National Lightning Detection Network (NLDN) (Fieux, Paxton,
Stano and DiMarco, 2005), we preformed parametric inferential analysis with the
response variable being the number of lightning strikes. We have identified that the best
probabilistic characterization of the number of lightning strikes is given by the Weibull
probability distribution. Knowing the probability structure of this phenomenon we are in
a position to probabilistically characterize the behavior of the number of lightning that
may occur in the State of Florida given the surrounding environmental conditions. In
addition, we are in a position to obtain estimates of the mean response, standard error and
confidence limits with an acceptable degree of confidence.
The statistical models involve the number of lightning strikes as being the
dependent variable (response) which is a function of 21 explanatory variables:
precipitable water, tropical storm wind total, sea level pressure anomaly, tropical
storm winds anomaly, and Bermuda high average. In addition to the relative
humidity (1000mb), rain in Hernando county, sea surface temperature, temperature
range, precipitation anomaly district one, relative humidity (850mb), relative
humidity (500mb), temperature (850mb), Pacific Decadal Oscillation (PDO)
standard anomaly, rain in Hillsborough county, rain in Highlands county, solar flux
standard anomaly, Pacific-North America Index (PNA) standard anomaly,
precipitation anomaly district four, day of year, and Arctic Oscillation (AO)
standard anomaly. The developed model also includes appropriate interactions. To our
knowledge, this is the only statistical model in existence to address the subject
phenomenon and although it is developed using data from the State of Florida, the model
can be easily adjusted and updated to be applicable to other states in the U.S. and in other
countries.
The subject model is of high quality, being evaluated using the five criteria stated
above. All criteria uniformly support the quality of the model. Thus, this model can be
easily applied to estimating the subject phenomenon and once new information is
gathered, the model can be easily updated on a daily basis.
Key references associated with the present study are: [9], [28], and [35].
51.5 Flooding
In the fifth chapter “Analysis and Modeling of Flood Stages” we utilize real flow
rate data collected in the State of Florida starting with the St. Johns River, the largest
river in the State of Florida, to statistically analyze the flood stage measured in feet. We
perform parametric inferential analysis of the flood stage (Nadarajah and Shiau, 2005)
and determined that the Gumbel probability distribution function offers the best
probabilistic characterization of the flood stage. Having identified the probability
distribution function, we are in a position to probabilistically characterize the behavior of
this key response variable. In addition, we can obtain estimates of the subject
phenomenon, which is very useful for strategic planning.
We developed a statistical model of the response variable (flood stage) which is a
function of the flow rate of the water and the duration of the flood. This model is
applicable to any waterway and can be updated once additional information becomes
available. Accurate estimates of the flood stage is important for public safety, strategic
planning, among others.
Key references associated with the present study are: [2], [7], [8], [9], [25], [50],
and [55].
1.6 Red Tide
In chapter six, “Analysis and Modeling of Red Tide Blooms” looks at a critical
problem facing the State of Florida in recent years; the common occurrence of Red Tide
(Dixon, 2003). The Red Tide problem is very important to the State of Florida with
respect to health issues and economic impacts, among others.
The present study, which to our knowledge is the first of its kind, is presented in
two parts. First, we perform parametric analysis on the magnitude of the bloom that
drives Red Tide. We show that the Weibull probability distribution function gives the
best probabilistic characterization of the subject phenomenon. Thus, we can
probabilistically characterize the behavior of the bloom and obtain useful information.
Secondly, we develop a statistical model to estimate the magnitude of a bloom
(the logarithmic transformation of the count of organism present in a given location.) The
logistic growth model with the inherent logarithmic transformation of the key parameter,
6effectively estimates the magnitude of the bloom with a high degree of accuracy. Such
estimates are very important planning purposes, among others.
We plan to extend the present study to the stage of being able to identify the key
contributing variables including relevant interaction that drive the response variable, the
magnitude of a Red Tide bloom. In addition, we plan to study regional differences and
time delays between blooms in key locations of the State of Florida.
Key references associated with the present study are: [24] and [25].
1.7 Volcanoes
In the seventh chapter “Bivariate Distribution of Tephra Fallout” we study the
problem of the dispersion of ashfall or tephra that accumulates during a volcanic
eruption. We utilize data that was collected at Cerro Negro in Nicaragua (Connor and
Hill, 1995) by the Geology Department at the University of South Florida, which
includes northern and southern directions and mass of tephra sieved by grain size alone
with data gleaned from various online sources are used to better understand the
underlying probability distribution that characterizes the subject data.
We preformed parametric inferential analysis; that is, analysis of the bivariate
dispersion of tephra fallout by particle size to determine if fallout can be considered
collectively. The bivariate distributions considered to analyze the data are non-correlated
bivariate Gaussian distribution, the correlated bivariate Gaussian, the rotated
(independent) non-correlated bivariate distribution and the rotated (independent) skewed
bivariate normal.
Statistical analysis was preformed to determine and rank the probabilistic fit of
the four models using 2 and 2R criteria. The best bivariate probabilistic distribution
that characterizes such phenomenon is important in understanding such volcanic fallout.
Key references associated with the present study are: [15], [16], [17], [18], [20],
[21], [22], [30], [31], [46], [61], [75], and [76].
7CHAPTER 2: STATISTICAL MODELING THE CONDITIONS UNDER WHICH
TROPICAL STORMS ARE FORMED: ESTIMATING THE BIRTH OF A
STORM
2.1 Introduction
In this first case study, we introduce a basic conjecture: temperature is a better
indicator when a tropical storm is brewing and it is a significant explanatory variable
when wind velocity is the response variable.
First, we consider the historical data gathered before and during Tropical Storm
Alberto, 2006. Using differencing, we analyzed changes in temperature and pressure as
related to the formation of Tropical Storm Alberto. In addition, molecular physics are
used to establish that there is a non-linear relationship between velocity and temperature
and therefore between velocity and pressure.
Secondly, we develop a statistical model to estimate the wind velocity (Chiu,
1994) which enables one to identify and rank the contributing entities which drive wind
speeds. It is a commonly held belief that wind speeds within a storm are driven by low
pressures and while the relationship between wind speed and pressure is extremely
important. In the present study we statistically model the wind speed as a function of
pressure and atmospheric temperature, sea surface temperature, wind gust, and
wind direction as well as dew point.
The quality of the model is verified using five criteria that are stated in Chapter 1.
All statistical criteria used uniformly support the quality of the developed models. Once
the model is established, we preformed surface response analysis to determine the values
8of the attributing variables that either maximize or minimize the response with an
acceptable degree of confidence.
More specifically, in the present study, we will address the following questions:
1. What is the physical relationship between wind speed and temperature?
2. What is the physical relationship between wind speed and pressure?
3. What are the other attributing entities which contribute to wind speed?
4. What probability distribution best characterizes the behavior of the response
variable, wind speed?
5. What probability distribution best characterizes the behavior of the explanatory
variables?
6. Using developed statistical models, estimate the subject response as a function of
significantly contributing variable?
7. What is the quality of the developed statistical model?
8. Under what environmental conditions is the expected wind speed maximized or
minimized?
2.2 Differencing Equations and Molecular Physics
The conjecture posed in this chapter is two fold; first, temperature is a better
indicator that a storm is brewing and can detect potential formations days before a storm
is classified as a tropical storm. Second, that temperature (squared) is a more significant
entity than pressure (squared). The squared relationship is based upon concepts
introduced in study of molecular physics; namely, the Boltzmann distribution of energy
as a function of temperature and the Ideal Gas Law which relates pressure and volume to
temperature.
9Conjecture: Temperature is a better indicator when a tropical storm is brewing and is a
significant explanatory variable when wind velocity is the response variable.
2.21 Testing the Conjecture
To test the conjecture that temperature is a better indicator when a tropical storm
is brewing, we gathered data gathered by National Buoy Data Center (NBDC) for the
first part of June 2006. During this time, Tropical Storm Alberto formed and dissipated.
The data utilized taken from two buoys that are near the path of the Tropical Storm
Alberto as shown in Figure 1 (Zehr, 1995). In Figure 1, the location of the first buoy near
Cuba is stared and enumerated (1) and the location of the second buoy in the Gulf of
Mexico is stared and enumerated (2). Figure 1 shows that Tropical Storm Alberto
formed near the first buoy near Cuba and moved northeast close the second buoy before
dissipating over the United States.




2.2.2 Start of Hurricane Season 2006
Consider the first tropical storm of the 2006 hurricane season. In terms of
indicating a tropical storm in brewing, data shown in Figures 2 and 3 illustrates that there
is drop in temperature days before the formation of Tropical Storm Alberto, whereas
pressure drops closer to the time of the of formation. In Figure 2 and Figure 3, red
denotes the change in temperature )1()(  tTtTdT and blue is the change in pressure
)1()(  tPtPdP . There is drop in temperature several days before there was a drop
in pressure, especially in the buoy near the location where tropical storm Alberto formed
on the tenth of June.
Figure 2: Temperature (red) and
Pressure (blue) differences at the first
buoy (42056).
Figure 3: Temperature (red) and




















Compare Figures 4 and 5, the atmospheric temperatures recorded at the first and
second buoy, respectively. The atmospheric temperature recorded at the first buoy,
become erratic days before the formation of Tropical Storm Alberto as shown in Figure
4. The atmospheric temperature drops recorded at the second buoy drops several days
before the storm passes near the second buoy.
Figures 6 and 7 illustrate that there can be a drop in pressure without a storm
forming; this is more obvious in the second buoy, Figure 7. There is a drop in pressure
on the fifth (yellow) and sixth (orange) of June and it is as low as the pressure drop on the
twelfth of June (blue), when the storm is directly over the buoy; but during the first
pressure drop the temperature was relatively stable as shown in Figures 4 and 5 on the
fifth (yellow) and sixth (orange) of June, and no storm was formed. However, during the
second drop in pressure on the tenth (purple) of June, the temperature was significantly




























Figure 4: Line graph (by day) of
atmospheric temperature for the
first buoy (42056).
Figure 5: Line graph (by day) of
atmospheric temperature for the
second buoy (42036).
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Moreover, the temperature at the first buoy where the storm was first developed
became extremely variable on the eighth and ninth of June, the day before the storm
formed whereas the pressure did not significantly drop until the tenth of June. Therefore,
it is reasonable to assume that temperature might be a better indicator when a storm is
brewing than pressure. Depressions (drops in pressure) appear to be the result of the
storm, not a cause. There is a correlation between maximum sustained winds and
pressure, but the relationship is pressure as a function of wind speed and not the other
way around. Presently, temperature data is not collected in hurricanes – only latitude,
longitude, maximum sustained winds and pressure at the eye if a hurricane are collected.
Additionally, in viewing images generated by the Earth System Research
Laboratory’s Daily Mean Composites, the pressures over the oceans as daily averages for
weeks prior to formation of the Tropical Storm Alberto indicated a pumping action in the
pressure several times before a storm is formed; this is illustrated in Figure 7 by the drop
















Figure 6: Line graph (by day) of
atmospheric pressure (hPa) for the
first buoy (42056).
Figure 7: Line graph (by day) of





2.3 Description of response variable and contributing entities
The relationship between the atmospheric temperature, pressure, water
temperature, dew point, wind-speed and wind-direction is analyzed independently.
Having a better understanding of the attributable entities that drive the subject response
(wind speed), we will be in a position to probabilistically characterize the behavior of the
subject phenomenon and statistically model wind speed as a function of atmospheric
temperature, pressure, water temperature, dew point, and wind-direction.
2.3.1 Wind Speed (WSPD)
The wind speed, w , is recorded by the buoys in meters per second, (m/s),
averaged over an eight-minute period, and then reported hourly. The wind speeds
measured at these locations are rather small; measuring only as high as 35 knot as shown
in Figure 8 whereas the storm rotating above clocked at 60 knots. From the time the
storm formed on the tenth of June thru the fourteenth of June, when it dissipated the
highest wind speed recorded during these days is no greater than on the twenty-seventh of
the same month. This is vastly different than the 60 knots recorded as the storm’s
maximum sustained wind speed.
It is important to note that this information is at the surface of the water and not
higher in the atmosphere. Hence, these measurements made at the base of the storm
where winds speeds are significantly low than the storm passing over higher in the
atmosphere will be on a different scale than Saffir-Simpson.
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Figure 8: Line graph of wind speed (m/s); the first buoy (42056) in burnt orange and the
second buoy (42036) in aqua.
2.3.2 Wind Direction (WD)
The direction in which the wind is blowing,  , is measured in bearings (degree
clock-wise off true north) over the same period used for the wind speed. As illustrated in
Figure 9, the maximum wind speeds which occurred in tropical storm Arlene where
during the time when the direction was the same at both buoys.
Figure 9: Line graph of wind directions (bearings); the first buoy (42056) in burnt orange
and the second buoy (42036) in aqua.
Storm is closest to this
buoy in the Gulf and is
at its strongest























The gusts, g , are measured as the peak 5 or 8 second gust speeds (m/s) (Figure
10) measured during an eight-minute period. Other than a few suspicion readings of 9;
that is, in the data “9” might have been used to denote missing data, but regardless of this
possible incorrect entries, there is not a single date which stands out as an indication that
the storm was forming or was even present. However, as the extreme measure over a
given time and not the average, this measure should be highly correlated to the response
variable wind speed.
Figure 10: Line graph of wind gust (m/s); the first buoy (42056) in burnt orange and the
second buoy (42036) in aqua.
2.3.4 Pressure (BAR)
The pressure P is measured at sea level. There is no significant disparity found in
the pressure leading up to the formation of the storm, but does obtain the greatest
disparity as the storm forms, Figure 11. The drop in pressure associated with the
formation of tropical storm Arlene is a significant drop, but only occurred as the storm is









lowest pressures occurred as the storm passed, and was significantly lower due to the fact
that this is the same time the storm was at its strongest.
Of all the variables considered, pressure is the least erratic; there is an obvious
daily periodicity but the transitions over time are only affected by storm conditions.
There is not a great amount of variability in pressure.
Figure 11: Line graph of atmospheric pressure (hPa); the first buoy (42056) in burnt
orange and the second buoy (42036) in aqua.
2.3.5 Atmospheric Temperature (ATMP)
The atmospheric temperature aT measured in degrees Celsius at two buoys
recorded during the same period of time as wind speeds and gust is illustrated in Figure
12. There is somewhat of a disparity between the temperatures days before the storm
occurs, but as the storm forms, these temperatures approach equilibrium. However,
unlike pressure, temperature has greater variance. While atmospheric temperature does
have a daily period the deviations within the oscillations are more sporadic and
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where the temperatures approach equilibrium, but the temperatures are warmer and
therefore able to hold more mass. It is only when there is a drop in temperature at a
buoy, which forces the air to release its gathered masses (rain) and results in a shift in the
volumes of air to balance the environment in terms of both the temperature and the
pressure.
Figure 12: Line graph of atmospheric temperature ( C ); the first buoy (42056) in burnt
orange and the second buoy (42036) in aqua
2.3.6 Sea Surface Temperature (WTMP)
It is interesting to note the differences in water (sea surface) temperature between
the two buoys, Figure 13. Days before the storm forms, there is a large difference in
water temperature; and as the temperatures reach equilibrium, the storm is formed.
Again, the temperature near Cuba is higher than those temperatures found in the Gulf.
Additionally the temperatures drive the waters to move to approach equilibrium and form
a storm. As will all these meteorological measurements, there are daily oscillations; these
sinusoidal waves are more pronounced in the measure of water temperature. This is due



























energy at night. These waters, which rustle in their bed, create choppy waters and
movement of air, which ultimately results in the birth of a storm. This implies that
temperature is a better gauge of a storm brewing in the Atlantic basin. Note, not only is
the temperature at its lowest as the tropical storm passes, but the storm is at its strongest
when the temperature difference is at its greatest between the two buoys.
Figure 13: Line graph of water temperature ( C ); the first buoy (42056) in burnt orange
and the second buoy (42036) in aqua.
2.3.7 Dew Point (DEWP)
The dew point, dT , is measured at the same height as the atmospheric temperature
is the temperature to which a parcel of air must be cooled (assuming a constant
barometric pressure) for the water vapor in the air to condense into water. The dew point
is related to the relative humidity RH .
The calculation of the dew point dT , based on the Magnus-Tetens formula
over CTC a
 600  , 00.101.0  RH and CTC d
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When considering the days before the storm is formed, there are two obvious
drops in dew point at the second buoy (42036), Figure 14. This is mimicked, however,
not as large, a few days later at the first buoy (42056). However, more interestingly, two
days before the storm, the difference in dew point is the greatest.
Figure 14: Line graph of dew point; the first buoy (42056) in burnt orange and the
second buoy (42036) in aqua.
2.4 Parametric Analysis
Parametric analysis is important for many reasons. First, in understanding the
probabilistic behavior of the phenomenon measured, the best-fit probability distribution
can be used to test hypothesis, determine accurate confidence intervals. Furthermore, this
probability distribution function can be used to estimate return periods and determine the
likelihood of a given wind speed, among others.
2.4.1 Parametric Analysis of Wind Speed
The wind speeds, Figure 15, is rather symmetric and appears as though it might be












distribution that fails to be rejected at the 0.01 significance level; the only difference is
that the mean is positively skewed, Figures 15. Furthermore, we should note that the
highest recorded wind speed at the first buoy near Cuba was recorded the day the storm
formed, June 10th and June 12th at the second buoy in the Gulf as the storm passed.
2.4.1.1 The Weibull Probability Distribution
Commonly used in reliability theory to characterize failure times, this distribution
is bounded above; that is, the data has a finite upper bound defined by the location
parameter  x . The three-parameter Weibull with ,, scalelocation   and





















































Table 1: Moments for the three-parameter Weibull
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Figure 15: Histogram of wind speed recorded at both sites; including descriptive
statistics June 2006
These extreme values are, as expected found at the buoy in the Gulf illustrated in
Figure 16b and only occurred as the storm passed. However, these higher wind speeds
also occurred at the first buoy just not as extreme illustrated in Figure 16a, alone with
Figure 16c, we can conclude that the distribution is similar in shape regardless of the
storm conditions. Furthermore, consider the data collected in 2005 as shown in Figure 16.


















Figure 16: Histogram of wind speed recorded at each site
2.4.1.2 Maximum Likelihood Estiamtes
The maximum likelihood estimates of the parameters that are inherent within the
Weibull probability distribution function is given by the following:
42056 Wind Speed 42036 Wind Speed

























































































































































































Using numerical iteration techniques, we can estimate the solutions to the system
of partial differential equations which will optimize the likelihood of an estimator; that is,





































Figure 17: Histogram and best-fit distribution
2.4.2 Parametric Analysis of Wind Direction
The wind direction is positively skewed, Figure 18, but this is not the general
distribution. There are distinct differences at each buoy.






















The buoy west of Cuba is located between two land masses, and the wind is
directed, measured clockwise from true north approximately 105° shown in Figure 19a.
However, in the Gulf the winds blow in one of two distinct directions which are
approximately in opposite direction shown in Figure 19b; this is consistent with the
rotation of the storm winds which passes nearly directly over the buoy as each eye wall
passes.
(19a) (19b)
Figure 19: Histogram of wind speed recorded at each site
These patterns are consistent with the data from the three various buoys in 2005.
The third buoy, like the first demonstrate a constant directional flow, approximately 161°
clockwise off true north. Whereas the buoy in the Gulf shows that more often than not,
the winds blow in two opposing directions. Hence, the two buoys in the Atlantic and
near Cuba can be characterized by similar distributions, but the bimodal nature of buoys
in the Gulf needs further analysis.
Consider the mixed models, equation  2 ; that is, assuming the there are two
normal directions for the wind to blow at the second buoy. The first normal direction
appears to be between 0° and 180°, and a second between 180° and 360°. Hence,
consider these partitions and the standard normal probability distribution  ,|xf ,
where  is the mean and  is the standard deviation.
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To estimate the means and standard deviations, the data was partitioned as
outlined above and the mean and standard deviations where computed. Using these
means as the base of our mixed distributions, the empirical probability distribution, and
least-squares regression was used to compute the coefficients with the following results
Table 3. With correlation coefficients %7.9922  adjRR , this mixed distribution
explains significantly the variations in the cumulative empirical probability distribution







Table 3: Estimated parameters
Figure 20: Cumulative probability distribution for the data, the normal sub functions and
the mixed distribution
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2.4.3 Parametric Analysis of Pressure
Consider the atmospheric pressure, Figures 21 and 22; the data is also best
characterized by the Weibull probability distribution; the Weibull probability distribution
was the only distribution that fails to be rejected at the 0.01 significance level. A
comparison of the best-fit two-parameter Weibull versus the three-parameter Weibull
distribution is given in Table 4. The three tests for goodness-of-fit: the Kolmogorov-
Smirnov, Cramer-von Mises and Anderson-Darling, indicate that the three-parameter
Weibull best characterizes the subject phenomenon.















064.32 A < 0.001
Table 4: Goodness-of-fit tests including statistics
Figure 21: Histogram of atmospheric pressure recorded at both sites; including
descriptive statistics.
1 The second set of statistics is for the second buoy in the Gulf for those days when storm conditions are not















We can see the storm conditions as extremes in our data, it is these points of low
pressure which makes the data seem slightly skewed Figure 20, but this is more apparent
in Figure 20. Recall, Arlene passed extremely close to the second buoy in the Gulf, and it
was on these days Figure 22a and 22b, that pressures below 1008 are recorded. However,
if we remove these days and consider only those days in which no tropical storms are
present (before June 10, 2006 and after June 14, 2006), there is a bimodal behavior to the
data in the Gulf Figure 22c.
(22a) (22b)
(22c)
Figure 22: Histogram of atmospheric pressure recorded at each sites.
42056 Pressure (hPa) 42036 Pressure (hPa)
42036 Pressure (hPa) without storm conditions
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Other than when there are tropical storm conditions, the pressures are much less
variant, but rather consistent both at each site and between each site. That is, the pressure
is more affected by the presence of storm conditions. To verify this consider various
estimates given in Table 5 for data obtained from the two initial buoys, June 2006, the
second buoy without storm days, the two buoys combined, June 2006 and finally three
buoys for all of 2005. The mean atmospheric pressures are extreme close as well as the
standard deviations. All are negatively skewed and when considered with the natural
occurring storm conditions all hold positive kurtosis.
Parameter 42056 42036 420362 Combined 2005 Three Buoys
Theta  1000 996 1002.616 880 986.47
Shape  3.8 5.7 4.87 135 6.26
Scale  9.5 20 13.63 47 30.00
Statistic
Mean 1012.9 1014.23 1015.1 1013.6 1013.6
Std Dev 2.6209 3.807 3.0289 3.341 3.3407
Skewness -0.8727 -1.211 -0.2406 -0.9085 -0.9085
Kurtosis 0.5268 3.453 -1.1445 2.8354 2.8254
Table 5: Parameters and Statistics for associated Weibull distributions for pressure
This may seem somewhat unrealistic since during hurricanes, pressures can drop
to values in the 800s, but not at sea level. In fact, in 2005, a record number of storms
occurred; 27 named storms, but the lowest recorded pressure at any of these buoys was
986.9 hPa. Among these storms, the minimum recorded atmospheric pressure on record
is 882 hPa, measured during Hurricane Wilma. Therefore, at higher altitudes, we might
set 880 , but to get a better idea of atmospheric pressures at sea level year round,
consider the data collected by three buoys. These three buoys yield similar results to the
two combined sites as shown in Table 5. Hence, we can conclude that surface pressures
in open water best described by the three-parameter Weibull probability distribution,
Figure 23, given by equation  3 .









































Figure 23: Histogram and potential best-fit distributions.
2.4.4 Parametric Analysis of Atmospheric Temperature
For atmospheric temperature, there is skew in the data; the mean is less than the
median and the data is negatively skewed, as shown by Figure 24. The statistics given
are descriptive statistics based on the real data. The sample mean atmospheric
temperature recorded was 26.3°C with a sample standard deviation of 1.75°C. Other
descriptive statistics such as the median, the variance, the range, the minimum,










Figure 24: Histogram of atmospheric temperatures recorded at both sites; including
descriptive statistics.
(25a) (25b)
Figure 25: Histogram of atmospheric temperatures recorded at each sites.
Using the double logarithm of the subject response, we can more readily
determine the best type of extreme value distribution. The normal probability plot
appears concave down, which indicates a possible Weibull probability distribution,














42056 Temperature 42036 Temperature
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the two-parameter Weibull best-fits the data with parameters estimates given in Table 6.
When the three-parameter Weibull is fit to each buoy independently, Figure 26, has






Kolmogorov-Smirnov 0961.0D 0829.0D < 0.001
Cramer-von Mises 2254.12 W 8441.02 W < 0.001
Anderson-Darling 9706.62 A 1044.52 A < 0.001
Table 6: Parameters and Statistics for associated Weibull distributions
Figure 26: Histogram of probability density functions for atmospheric temperature
Parameter 42056 42036 2005 Three Buoys
Theta  8.20 22.28 5.8
Shape  39.41 5.36 5
Scale  20.34 5.65 21
Moments
Mean 27.49 25.27 24.5511
Std Dev 0.7826 1.6767 4.8594
Skewness -0.8173 -0.2720 -0.9163
Kurtosis 0.1169 -0.8189 -0.1446
Table 7: Parameters and Moments for associated Weibull distributions








However, if we wish to discuss the atmospheric temperature at sea level, then
consider the data collected by three buoys, the two previously mentioned and a third east
of Florida in the Atlantic (41010). This additional buoy is necessary because the first
buoy was only commissioned June 2005. Then we can find the best-fit probability
density function over data collected at three buoys over the entire year of 2005 as defined
in equation  4 . However, note that 2005 as the smaller sampling of June 2006, has a
bimodal nature Figure 26; further discuss on this will be consider one seasonality and








































Figure 27: Histogram and best-fit distribution for atmospheric temperature
2.4.5 Parametric Analysis of Water Temperature
The water temperature holds the reverse distribution in terms of extreme values.
There are only a few days in which the water temperatures rise above 30 degrees Celsius.









temperature, the surface temperature is also best-fit by the Weibull probability
distribution; it is the only distribution that fails to be rejected at the 0.01 significance
level. It should able be noted that similar to the atmospheric temperature, there is a
bimodal effect that exists in the sea surface temperature as well.
The two variables, atmospheric temperature and sea surface temperature, are
highly correlated with an 2R of 92.5%. This is mainly due to the fact that both air and
water are warmed by the same sun, the water through the air; but the variation is due to
the fact the water regains heat more readily that air and cools off at a different rate.
Therefore, there are delay affects between the two contributing variables, but in general
hold similar distribution characterization, Figure 28.
Figure 28: Histogram of water temperatures recorded at both sites; including descriptive
statistics.
If we view the distributions by buoy, we see that both have extreme highs, but the
bimodal nature is less prevalent only slightly in the distribution of the temperatures in the
















Figure 29: Histogram of water temperatures recorded at each sites
Using the various data sets gathered from the three buoys from May 2, 2006 to
June 12, 2006, we can see from Table 8 that the mean temperature is approximately 25
degrees Celsius and is more variable when considered year round. However, when
considered year round, Figure 30, the bimodal nature of this phenomenon is more
dominating which reads as a flatter distribution with negative kurtosis. Better fits can be





Theta  27.80 25.52 18
Shape  2.0883 2.0668 2.1
Scale  1.0870 1.9087 9.2
Statistic
Mean 24.21 25.35 25.83
Std Dev 1.3751 0.9980 4.0457
Skewness 0.6501 1.5157 -0.6040
Kurtosis 0.4259 7.3050 -1.1586
Table 8: Parameters for associated Weibull distributions; including descriptive statistics
42056 Temperature 42036 Temperature
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Figure 30: Histogram and best-fit distributions for water temperature
2.4.6 Parametric Analysis of Dew Point
The dew point as pressure is more consistent at each site and over all. Moreover,
when determining the best probability distribution, the Weibull distribution givens the
best results in each case, Table 9. The distributions are rather symmetric with only a few
lows as shown by Figures 31 and 32.















064.32 A < 0.001
Table 9: Parameters and Statistics for associated Weibull distributions
3 The second set of statistics is for the second buoy in the Gulf for those days without storm conditions; that









Figure 31: Histogram of dew point recorded at both sites; including descriptive statistics.
(32a) (32b)
Figure 32: Histogram of dew point recorded at each site.
Statistical estimates of the various parameters of the Weibull probability
distribution have been obtained and are shown by Table 10. As illustrated by Figures 31



















Theta  21.68 8.17 -2
Shape  4.5240 14.27 4.1
Scale  3.0641 16.64 23
Statistic
Mean 24.48 24.21 19.02
Std Dev 0.6867 1.375 6.2960
Skewness -0.0672 -0.6981 0.9581
Kurtosis 0.1595 0.5980 0.0556
Table 10: Parameters for associated Weibull distributions; including descriptive statistics
Figure 33: Histogram and best fit distribution for dew point
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2.5 Multivariate Modeling of Wind Speeds near Sea Surface
As the butterfly effect suggests, there are many contributing factors which can be
the cause of larger events. Some of these contributing factors are more obvious than
others, some will remain lurking variables, but with those factors, which vary as much as
the response variable, we can use least-squares regression to best-fit a model that explains
the majority of the variation.
2.5.1 Contributing Variables
The variables of interest recorded by the buoys in the open waters around the
State of Florida as well as various other regions around the world are listed in Table 2.6.
The response variable will be taken as the wind speed and the remaining variables will be
treated as the explanatory variables, which define the wind speed recorded.
2.5.2 Statistical Model
The general form of multi-linear regression is of the form given by equation  5 ,
where )(ty is the selected response variable to be estimated, )(txi are the m different
contributing entities mi ,...,2,1 which when treated like a random variables over time
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In the proposed model, these contributing variables are shown in Table 11 will be
denoted as shown in equation  6 below. In equation  6 , the coefficients si ' are the
weights that drive the contributing variables, given in Table 11, and  is the random
error. The estimates of the s' are the key factor used to identify the significantly
contributing variables.
  dTTTPgw dwa 76543210  6
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Variable Description
w The wind speed (WSPD)
 The wind direction (WD)
g The wind gusts (GST)
P The atmospheric pressure (BAR)
aT The atmospheric temperature (ATMP)
wT The sea surface (water) temperature (WTMP)
dT The dew point (DEWP)
d The day of year (DAY)
Table 11: Variables of interest
2.5.3 Rank in order of significant (p-value) and contribution
For the first-order model in equation  6 will first be used to rank the variables
which are found to be significant by letting ijj  ;0 and rank the independent
variables with respect to their contribution to accurately estimating these responses. This
ranking will be based on the improvement in the correlation coefficients: 2R and 2adjR ,
where 2R is given by equation  7 increases as n increases. Whereas 2adjR , given by
equation  8 does not increase when additional design parameters are added to the
regression model and p is a constant; this statistic penalizes the inclusion of insignificant
model terms and therefore is a better indicator of how well the model explains the






























In the present study, the ranking of the contributing variables to the response are
listed in Table 12. Ranking was established by maximum improvement in the correlation
coefficients 2R and 2adjR .
The statistical model given by equation  9 explains only 38.9% of the variation
in the wind speed. With 2adjR of 38.6%, this is an initial model. This illustrates that a
depression (drop in pressure) would result in higher wind speeds. The negative
coefficient indicates that when all else is constant, an increase in pressure reduces the
wind speed. In fact, pressure is so much more significantly correlated (15.6%) and it















Thus, given information for  , g , P aT , wT , dT and d , we can obtain an
estimate of the wind speed, wˆ .
Rank Variable Coefficient SE of Coefficient t-ratio p-value
Constant 394.31 21.33 18.5 < 0.0001
1 P -0.3796 0.022 -17.7 < 0.0001
2 g 0.3699 0.025 14.8 < 0.0001
3 aT -0.6609 0.111 -5.9 < 0.0001
4 dT 0.4101 0.063 6.5 < 0.0001
5  -0.0051 0.001 -7.4 < 0.0001
6 d 0.0641 0.009 7.1 < 0.0001
7 wT -0.2764 0.098 -2.8 0.0049
Table 12: Ranking of contributing variables in first order model
2.5.4 Higher Order Terms
For any individual random variable ix , there may be instances when higher order
terms need to be considered. The additional terms can be hinted at by looking at the
residuals; depending on the shape – the curvature – can even indicate the degree of this
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higher order term. Thus, to increase the effectiveness of the response, we shall consider a
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where the si ' are the weights that drive the estimates of the subject response and  is
the random error.
It is worth noting that velocity (wind speed) square is related to the temperature;
such curvature may also be estimated by relating the velocity (wind speed) to the square
of the temperatures. Similarly, through the ideal gas law, this curvature might extend to





























Using this higher order statistical model, all terms except 2P are found to
significantly contributing to the response variable, w . Utilizing the subject data we have






















Table 13 below gives the estimates of the appropriate coefficients of the model
and their significant contribution to the wind speed.
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List Variable Coefficient SE of Coefficient t-ratio p-value
Constant 501.048 44.57 11.2 < 0.0001
1 P -0.3338 0.0205 -16.3 < 0.0001
2 g 0.3652 0.0235 15.5 < 0.0001
3 aT -31.8509 2.3350 -13.6 < 0.0001
4 dT 4.7408 1.2450 3.81 0.0001
5  -0.0053 0.0006 -8.24 < 0.0001
6 d 0.0286 0.0094 3.06 0.0023
7 wT 16.1906 2.3970 6.75 < 0.0001
8
2
aT 0.5722 0.0428 13.4 < 0.0001
9
2
wT -0.2995 0.0430 -6.97 < 0.0001
10
2
dT -0.0915 0.0262 -3.49 0.0005
Table 13: List of contributing variables including second order terms
2.5.5 Effect of Interaction
Additionally and more likely there is not higher-order terms generated by higher
powers of the individual term itself, but by how the individual entities interact with each
other in pairs or triplets. Thus, interactions will be considered up to second order as
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where the si ' are the weights that drive the contributing variables in estimating of the
subject response and  is the random error.
Considering all possible interactions with the significantly contributing variables
there are 21 different pairings; including the 3 higher order terms and the original seven
variables we have 31 terms that constitutes the model. This model results in the final






























With %6.522 R and %1.522 adjR , which shows that the interaction between
the temperatures and the various remaining conditions are significant contributors to
wind speed. Also, there is interaction between the atmospheric temperature and the water
temperature, between the water temperature and the pressure, and the atmospheric
temperature and the day of year. A summary of the results and the ranking process are
given by Table 14.
List Variable Coefficient SE of Coefficient t-ratio p-value
Constant 2855.51 401.5 7.11 < 0.0001
1 P -2.98363 0.4137 -7.21 < 0.0001
2 g -3.68881 0.4837 -7.63 < 0.0001
3 aT -18.0649 2.319 -7.79 < 0.0001
4 dT 5.43813 1.185 4.59 < 0.0001
5  -0.00403 6.34E-04 -6.35 < 0.0001
6 d 2.25742 0.2599 8.68 < 0.0001
7 wT -85.0271 15.14 -5.62 < 0.0001
8 gd 0.024211 0.002891 8.37 < 0.0001
9 wPT 0.096593 0.01508 6.4 < 0.0001
10
2
aT 0.830201 0.05694 14.6 < 0.0001
11 adT -0.08449 0.009337 -9.05 < 0.0001
12 waTT -0.48936 0.068 -7.2 < 0.0001
13
2
dT -0.10726 0.02495 -4.3 < 0.0001
Table 14: List of contributing variables including second order terms
2.5.6 Effect of Dummy Variables
As noted in Figure 12, there is a temperature difference between the two buoys;
that is, in general, the variables behave differently depending on location. If we
introduce a dummy variable that is zero and if the data is measured at the first buoy near
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Cuba (base level) and one if the data is measured at the second buoy in the Gulf.
Including this dummy variable Table 15 into the above statistical model we increase the
explanatory percent to 60.1% of the variation; however, causes the wind direction to
become insignificant. That is to say, the disparity between the two sites was accounted
for by the disparity in the wind direction. If we remove this now insignificant term, the
remaining model equation  15 explains 60.0% of the variation in the wind speed. Thus,

































The table below gives the specific information with respect to the significantly
contributing factors.
List Variable Coefficient SE of Coefficient t-ratio p-value
Constant 3571.14 377.3 9.47 < 0.0001
1 P -3.4729 0.3867 -8.98 < 0.0001
2 g -2.2864 0.4570 -5 < 0.0001
3 aT -21.6267 2.4700 -8.75 < 0.0001
4 dT 2.5512 1.1030 2.31 0.0209
5 d 1.4246 0.2435 5.85 < 0.0001
6 wT -110.8410 14.4800 -7.65 < 0.0001
7 B -2.9429 0.1687 -17.4 < 0.0001
8 gd 0.0152 0.0027 5.54 < 0.0001
9 wPT 0.1180 0.0141 8.36 < 0.0001
10
2
aT 0.9650 0.0609 15.9 < 0.0001
11 adT -0.0527 0.0088 -6 < 0.0001
12 waTT -0.8100 0.1196 -6.77 < 0.0001
13
2
wT 0.2139 0.0723 2.96 0.0031
14
2
dT -0.0494 0.0232 -2.13 0.0332
Table 15: List of contributing variables including interaction, second order terms and the
dummy variable for location
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If we further consider significant interaction between this dummy variable and the
remaining significantly contributing variables listed as given in Table 16, the atmospheric
temperature because insignificant with a p-value of 0.7768; that is atmospheric
temperature’s contribution is mainly explained by the interaction with other contributing
entities and atmospheric temperature squared.
The resulting model taken into consideration that additional interactions including






































Table 16 gives all relevant information that supports the structure of the proposed
statistical model. Note that 2R and 2adjR have increased to 67.3% and 66.8%,
respectively, thus given the recorded data we can insert it into the proposed model and
obtain a good estimate of the wind speed.
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List Variable Coefficient SE of Coefficient t-ratio p-value
Constant 3418.66 365.4 9.36 < 0.0001
1 P -3.38296 0.3824 -8.85 < 0.0001
2 gd 0.01433 0.002587 5.54 < 0.0001
3 aT -0.90616 3.196 -0.284 0.7768
4
2
aT 1.12009 0.06325 17.7 < 0.0001
5 wBT 2.97403 0.2962 10 < 0.0001
6 waTT -1.98408 0.1848 -10.7 < 0.0001
7 BP -0.01175 0.007156 -1.64 0.1008
8 g -2.26837 0.4324 -5.25 < 0.0001
9 Bg 0.387747 0.0423 9.17 < 0.0001
10
2
wT 1.02116 0.1051 9.72 < 0.0001
11 aBT -2.26338 0.3092 -7.32 < 0.0001
12 wT -122.424 13.74 -8.91 < 0.0001
13 wPT 0.115468 0.01387 8.32 < 0.0001
14 Bd 0.070202 0.0169 4.15 < 0.0001
15 B -0.0015 5.96E-04 -2.51 0.012
16 adT -0.02568 0.00963 -2.67 0.0078
17 dT 5.71995 1.083 5.28 < 0.0001
18 dBT -1.01842 0.1308 -7.79 < 0.0001
19
2
dT -0.10043 0.02206 -4.55 < 0.0001
20 d 0.660437 0.2709 2.44 0.0149
Table 16: List of contributing variables including interaction, second order terms and the
dummy variable for location including interaction
2.6 Model Validation
The following criteria were used to identify the quality of the developed modes:
the p-values determining significance of each contributing term in conjunction with the
2R and 2adjR statistics, and the F statistics.
We have already discussed the significance of the 2R and 2adjR statistics
previously; these statistics are outlined in Table 13. Additional statistics include the sum
of square errors for each model by source and the F-ratio. This last statistics is used in
the F-test.
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Consider the linear model, εXβY  , where X is an mn matrix,
 mjnixij ,...,2,1and,..,2,1|  are known constants and full rank; that is, nm  . The
vector β is a vector of unknown parameters m ,...,, 10 and ],...,,[ 21 nε is a
vector of non-observable independent normal random variables (RVs) with common
variance 2 and mean 0)( εE . The general linear regression test for testing the null
hypothesis 0:0 HβH , where H is an nm matrix of full rank nm  , is to reject the
null hypothesis at the confidence level  if

FF  . The significance level is






















First, we consider the residuals, the residuals for the linear model and the
developed completely interactive statistical model. The residuals show a distinct
disparity between residuals, and they are not exactly normal with mean zero and variance
one, as shown by Figure 34. This is lessened by the complete interactive statistical model
defined by equation  15 as illustrated by Figure 35. In Figure 34, the residual plot has a
distinct pattern and the normal plot illustrates a crook – the curve is not linear. In Figure
35, the residual plot has a less distinctive pattern and the normal plot is more linear.













Figure 35: Residual plot and normal score for complete interactive statistical model
When the model was developed, the full model, forward selection, backward
elimination, and stepwise selections were considered, but the ranking of contributing
variables was determined by the maximum increase in the 2R statistics. Additional
criterion used in model selection is Mallow’s )( pC statistic (1973).
The Mallow’s )( pC statistic is computed using Equation  18 where 2s
(variance) is the mean square error for the full model, pSSE is the sum of square errors
for the model with p parameters. If we have identified the right model, then the statistic
estimates the number of parameters required in the model; that is, ppC )( .
)2()( 2 pNs
SSE
pC p   18
























Regression 4168.25 7 595.465Linear 38.9 38.6
Residuals 6556.86 1393 4.707
127
Regression 4968.69 10 496.869Higher-
Order
46.3 45.9
Residuals 5756.42 1390 4.14131
120
Regression 5639.78 13 433.829Interactive 52.6 52.1
Residuals 5085.33 1387 3.66643
118
Regression 5417.38 12 451.448Buoy 50.5 50.1
Residuals 5307.74 1388 3.82402
118
Regression 7239.25 22 329.057Buoy w/
interaction
67.5 67.0
Residuals 3486.66 1379 2.5284
130
Table 17: Evaluation statistics for the quality of the models
2.6.1 Linear Statistical Model
For the linear model, the forward selection under the criterion of 0.05 to enter the
model and 0.05 to remain in the model all seven initial explanatory variables remain in
the model. This is also the case for backwards elimination. Moreover, when considering
the )( pC given in Table 18, we see that the 8)( pC and seven variables listed in
Table 15, we have 7p ; hence, this is an indication of the high quality of the developed
model.
Rank Variable Partial 2R 2R )( pC F Pr>F
1 Pressure 15.29 15.29 553.126 252.54 < 0.0001
2 Gust 12.78 28.07 243.888 248.43 < 0.0001
3 Atmospheric
Temperature
2.74 30.81 183.567 55.22 < 0.0001
4 Dew Point 3.95 34.76 95.5348 84.55 < 0.0001
5 Wind Direction 1.83 36.59 55.9297 40.17 < 0.0001
6 Day of Year 1.93 38.52 13.9449 43.77 < 0.0001
7 Sea Surface
Temperature
0.35 38.87 8.0000 7.94
0.0049
Table 18: Summary for Forward Selection (main effects) including Mallow’s )( pC
statistics
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2.6.2 Complete Interactive Statistical Model
Using the same criterion outlined above, consider the complete interactive model,
we have 8567.20)( pC as shown in Table 19 and including the constant parameter,
there are twenty-one parameters to be estimated in the model, but 20p ; and therefore
all the criteria used uniformly support the quality of the model.
Rank Variable Partial 2R 2R )( pC F Pr>F
1 P 15.25 15.25 2174.43 252.54 < 0.0001
2 gd 13.94 29.19 1588.54 275.47 < 0.0001
3 aT 3.26 32.45 1453.3 67.36 < 0.0001
4
2
aT 6.63 39.08 1175.67 152.09 < 0.0001
5 wBT 5.72 44.80 936.428 144.72 < 0.0001
6 waTT 8.28 53.08 589.216 246.33 < 0.0001
7 BP 4.00 57.08 422.4510 130.07 < 0.0001
8 g 1.77 58.85 349.663 60.08 < 0.0001
9 Bg 1.43 60.28 291.436 50.09 < 0.0001
10
2
wT 0.44 60.72 274.851 15.62 < 0.0001
11 aBT 2.42 63.14 174.89 91.26 < 0.0001
12 wT 0.55 63.69 153.998 21.13 < 0.0001
13 wPT 0.92 64.61 116.998 35.95 < 0.0001
14 Bd 0.42 65.03 101.203 16.75 < 0.0001
15 B 0.21 65.24 94.1642 8.56 0.0035
16 adT 0.15 65.39 89.9543 5.90 0.0115
17 dT 0.16 65.55 85.2396 6.40 0.0115
18 dBT 1.01 66.56 44.5568 41.91 < 0.0001
19
2
dT 0.51 67.07 24.8629 21.62 < 0.0001
20 d 0.14 67.21 20.8567 6.01 0.0144
Table 19: Summary for Forward Selection including Mallow’s )( pC statistics
Moreover, when considering the one variable t - test with the null hypothesis that
the mean residual is zero; that is, 0:0 RH  versus the alternative hypothesis,
0: RaH  , we fail to reject the null hypothesis with a p-value of 0.986; that is, the
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mean residual is not significantly different from zero. Therefore, all criteria used
uniformly support the high quality of the model.
2.7 Surface Response Analysis
Now, with the fully developed statistical model: verified and calibrated using
historical data can be used to further analyze the behavior of the response variable. Using
surface response methodology to obtain the necessary restrictions on the independent
entities; that is, what are the values of the independent variables nxxx ,...,, 21 that drive
the response  to be either maximum or minimum with 90%, 95% and 99% accuracy?
Surface response analysis would be able to identify the value that the independent
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where the si ' are the weights estimated using real data.
To perform this type of analysis, we search to find the region where we are sure
the optimum configuration of the value of the independent variables. Then using modern
day technology, we can compute runs that will lead to the full analysis of a second order
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Recall that B is a dummy variable that is either zero or one; hence, these six
equations can be solved for each location as shown in Table 20. These values of the
explanatory variables are minimums as implied by the value of pressure; the lower the
pressure, the higher the wind speed. If we consider the first buoy, 0B we have an
estimated wind speed of approximately 6 knots.
List Variable 0B 1B
1 P 1019.57 1036.57
2 g (-)5.0530 20.1313
3 aT 27.7630 28.7804
4 dT 28.5142 23.4373
5 d 158.2952 131.2368
6 wT 29.2978 29.2978
Table 20: Solutions to the partial differential equations
The contour Figure 36 illustrates that the second buoy in the Gulf of Mexico
(42036) both pressure and temperature must drop for extreme wind speeds to occur; that
is, when the pressure is less than approximately 1008 hPa and the temperature is less than
26°C, then wind speeds shown in red of up to 16.5 knots. Figure 36 also illustrates that at
the first buoy near Cuba (42056) pressure can be as high as 1015 hPa but if the
temperature below 26°C then the wind speeds can reach as high as 11.5 knots (yellow).
In addition, if both pressure and wind speeds drop, then wind speeds can reach as 14.3
knots when pressure are as high as 1006 hPa, but with a lower temperature of 25°C.
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The contour in Figures 37 and 38 show similar patterns for the sea surface (water)
temperatures and dew point versus pressure; that is, the lower the temperatures the higher
the wind speeds and if there is a drop in both temperature and pressure then relatively







































































































































Figure 38: Contour plot of wind speed over pressure and dew point
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In all the contour plots above Figures 36 thru 38 shows that when temperature
drops and pressure is below 1008, there is a profound difference in the response of the
wind. In the next case study, pressure will be related to wind speeds given there are
storm conditions.
2.8 Usefulness of the Statistical Model
The findings in this study are extremely important in many aspects: for the first
time in recorded history man is able, using real time data, to test old theories and develop
new ones. An old theory related wind speeds to pressure but as this study will show
temperature can estimate the birth of a storm. Moreover, temperature is potentially a
better estimator of hurricane force winds. Furthermore, there are broader impacts in the
form of national defense; planning and better simulating a storm once the storm is in full
fruition.
2.9 Conclusion
First, parametric analysis of the response variable (wind speed) was preformed
and we showed that the Weibull probability distribution best characterizes the behavior of
the subject phenomenon. The many various effects of the earth’s rotations (the Coriolis
Effect) as well as the amount of energy absorbed by the sun (which depends on its
relative position to the earth) create natural occurring extremes, which skew the data.
This characterization of the response variable enables us to estimate the mean, standard
error and confidence intervals based on a specified degree of confidence.
Present day storm chasers unfortunately do not recorded temperatures when
tracking a tropical storm and therefore additional data is need and to fully understand the
true contributions of temperatures to wind speed. However, as this study shows, while
the response of the wind depends both on pressure and on temperature (atmospheric, sea
surface and dew point); all three temperatures are significant with order 2 whereas
pressure is found to be significant with order 1; that is, temperatures squared are found to
be significant but pressure squared is found to be insignificant. Therefore, as indicated
by the mean kinetic energy equation and the ideal gas law, the variation in velocity (wind
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speed) is best explained by a non-linear relationship with respect to temperature. It
should be noted, that when all the contributing variables are ranked using forward
regression and maximum improvement in 2R , pressure is found.
The overall qualities of each of the statistical models that have been developed
were evaluated based on five criteria outlined in Chapter 1; all five of these criteria
uniformly support the quality of the models. In addition, with the network established via
the internet, this model can readily be updated as additional information is gathered on an
hourly basis.
We plan to extend this study to estimating all the explanatory variables and
develop a weather generator to simulate wind speeds (Georgiou, Davenport, and Vickery,
1983) (Georgiou, 1985) and the birth of a storm as well as hurricane tracking: wind
speed, directionality, duration and timing.
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CHAPTER 3: LINEAR AND NON-LINEAR STATISTICAL MODELING OF
HURRICANE FORCE WINDS: HURRICANE INTENSITY (MAXIMUM
SUSTAINED WINDS)
3.1 Introduction
The birth of a storm was considered in the previous chapter; in the present chapter
we consider the one characteristic of a storm in hurricane status; namely, the wind speed
(Darling, 1991).
Utilizing real historical data gleaned from UNISYS (Unisys Weather) and
National Oceanic & Atmospheric Administration (NOAA, 2004) for Hurricanes Wilma
(2005), Rita (2005), Katrina (2005), Ivan (2004) and Isabel (2003). The tracks of these
storms are shown by Figure 39. We develop a statistical model that depends on basic
information presently gathered by storm hunters; specifically, pressure, latitude and
longitude converted into Cartesian coordinates, the duration of the storm up to the given
point in time, and the day of year. Other dependent variables include: the change in
position in the converted coordinate system, the distance it travels (a function of the
changes in position), and the linear velocity of the storm in the converted coordinate
system alone with the appropriate interactions.
The developed statistical model can be used to simulcast the associated wind
speeds with a high degree of accuracy. In addition, with real-time data the model can
continuously be updated and used to estimate the wind speed so that we can provide
storm warnings. This is sub-model to a weather generator which can be used to simulate
the track of a hurricane as it progress from a tropical storm to hurricane categories 1 thru
5.
The quality of this statistical model was determined using the five criteria outlined
in the first two chapters. The developed statistical model is then analyzed using surface
response to determine under what conditions the response variable (wind speed) is
maximized or minimized.
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In addition, in the present chapter we introduce a new scaling process for tropical
storms and hurricanes. Referred to as the “Wooten Scale”, this redefined scale is shown
to be more stable with less variance within the defined categories when compared to the
commonly used Saffir-Simpson scale.
In our present study we will address the following questions.
1. Identify the storms addressed and why?
2. What is the difference in directional movement with respect to the season?
3. What are the contributing variables?
4. What is the model which may be used to estimate wind speeds?
5. Furthermore, what are the interactions?
6. Is the best-fit model linear or non-linear?
7. How well do the obtained model estimations compare with actual data?
8. Under what environmental conditions is the expected wind speed in a given
storm is maximized?
9. How stable is the Saffir-Simpson scale?
3.2 Description of response variable (wind speed)
The phenomenon of hurricane force winds depends on the surrounding pressure
as well as the latitude at which the circulations are formed. Hurricanes cannot be formed
on the equator thanks to the Coriolis Effect. The Coriolis Effect is caused by the suns
gravitational pull on the earth.
3.2.1 Data for Five Category 5 Tropical Storms
Data gleaned from UNISYS Tropical Estimation Center is used in the study the
five most recent storms classified as category 5, see Table 21. Provision included: charts
on the track of the storm, tracking information, position in latitude and longitude,
maximum sustained winds in knots, and central pressure (hPa).
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Figure 39: Map of five storms: Isabel (2003), Ivan (2004), Katrina (2005), Rita (2005) and Wilma (2005)
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Year Storms Max Sustained Wind Pressure Color
2005 Wilma 150 882 Purple
2005 Rita 150 ---- Red
2005 Katrina 150 902 Orange
2004 Ivan 145 910 Green
2003 Isabel 140 920 Blue
Table 21: Table of maximum hurricane force winds and their associated pressures for
five resent storms in the Atlantic region
These five storms will provide a glimpse into understanding the transitions
between Category 0 (tropical storm) to Category 1, etc. The tracks of these five storms
are illustrated in the map shown by Figure 39.
3.2.2 Response Variable
Either wind speed or pressure could be considered as the response variable;
however, the belief is that the low pressures cause hurricanes to form, therefore in this
study we will treat the wind speed as the response variable and the pressure to be a
contributing or explanatory variable.
The maximum sustained wind speed is an estimate (in multiples of five), as
computed by NOAA using the Objective Dvorak Technique (ODT) (Zehr, 1995). Other
parameters measured shown in Table 22 include pressure, time and location. All other
variables considered are manipulations of the given information, estimating partial linear
movements, linear velocity, duration, day of the year and year.
Furthermore, the measurements of latitude and longitude are not uniformly scaled,
they exist in a sphere; therefore latitudes for various longitudes are further apart near the
equator and closer together near the poles. To try modeling hurricanes into terms of its
position, these measurements first need to be converted to a Cartesian coordinates; where
linear movements are a valid measure and therefore approximation of linear velocities
exist.
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Conversion for latitude and longitude into Cartesian coordinates
If we let ma 6378137 (the approximate radius of the earth),
25722563.298
1




 , then LONLAThvx coscos)(  and LONLAThvy sincos)(  .
3.2.3 Comparison of Latitude versus Longitude and the Cartesian coordinate
The tracks of these five storms are very similar; four out of the five made their
way through the straights between Cuba and Florida as shown by Figures 40 and 41.
It is interesting to note that four out of five of the storms move west the further
north the storms moves, but the last storm moved mainly east as the storm moved,
Furthermore, as illustrated by Figure 42, this single storm started where the other four
storms ended and ended where two of the other storms began. As for the latitude, all of
the storms started closer to the equator as illustrated by Figure 43 and possibly with a few
wobbles, moves north.
Figure 40: Scatter plot of latitude
versus longitude.
Figure 41: Scatter plot of converted
latitude versus longitude into Cartesian
coordinates x and y .
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3.2.4 What is the difference in directional movement with respect to the season?
Figure 42: Line graph for longitude. Figure 43: Line graph for latitude.
Notice that Wilma occurred during winter when the earths rotation with respect to
the sun is in the southern hemisphere, whereas the other four storms were in the summer
months when the earths rotation with respect to the sun is in the northern hemisphere.
This will be significant when modeling the directionality of future hurricanes.
Figure 44: Line graph for converted
latitude and longitude with respect to x .
Figure 45: Line graph for converted










3.3 Multivariate Modeling of Hurricane Force Winds
As a tropical storm strengthens to hurricane status, there are many contributing
factors that drive the subject response (wind velocity). Statistically modeling the subject
phenomenon as a function of pressure, relative position and movement as well as day of
the year; least-squares regression is used to determine the best estimates of the
coefficients in the model.
3.3.1 Contributing Variables
In this chapter, we consider the response variable (wind speed) as a function of
















where the coefficients si ' are the weights that drive the estimate of the response and 
is the random error and the contributing parameter we defined in Table 22 given below.
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Variable Description
w Maximum sustained wind speed
P Pressure at center
LAT Longitude
LON Latitude
x Converted to Cartesian coordinates
y Converted to Cartesian coordinates
x The change in x : )()()( ttxtxtx 
y The change in y )()()( ttytyty 
   
22 yx  The distance between movements
t The change in time









The magnitude of the approximate linear velocity. Here the












 tD Duration (up to that point)
d Day of Year
Y Year
Table 22: Variables of interest
3.3.2 Rank in order of significant (p-value) and contribution
First, we will consider the regression using all categories within the five selected
hurricanes and all parameters that we ranked as shown in Table 23. This shows that
without temperature, the pressure is the most contributing variable. Then the next most
contributing variable is the location of the storm; since both coordinates are significant,
this implies both the latitude and longitude are significant, then the duration of the storm
followed by the time of year (day of year) and finally the relative movements of the
storm. Furthermore, the seemingly insignificance of the year may be due to the fact that
only three years are considered. Therefore, this model does not detect a trend being
present.
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Rank 2R (%) Variable Description
1 90.72 P Pressure
2 93.00 x Converted coordinate
3 94.03 y Converted coordinate
4 94.34 t Duration
5 94.55 d Day of year
6 94.79 v Linear velocity
7 94.88 x Change in the converted coordinate
8 95.07 y Change in the converted coordinate
9 95.17 t Change in time
10 95.19  Distance traveled
11 95.19 Y Year4
Table 23: Ranking of independent variables
3.3.3 The Statistical Model
First, we will consider the regression using all categories within the five selected
hurricanes and all parameters ranked in Table 23. Using least-squares regression, this
statistical model, as given by equation  22 and using the data outlined above, we have

































With %2.952 R and %1.952 adjR , this is a very powerful statistical model;
however, while this model does explain 95.2% of the variation in the response variable,
some of these variables are insignificant as shown in Table 24.
4 This variable yields no improvement
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List Variable Coefficient SE of
Coefficient
t-ratio p-value
Constant -3079.32 3137 -0.982 0.3269
1 P -1.1272 0.0155 -72.8 < 0.0001
2 x 0.0000 0.0000 8.84 < 0.0001
3 y 0.0000 0.0000 -8.86 < 0.0001
4 t 0.6724 0.2182 3.08 0.0022
5 d -0.0837 0.0287 -2.92 0.0037
6 v 0.0000 0.0000 1.55 0.1213
7 x -0.0001 0.0000 -5.48 < 0.0001
8 y 0.0001 0.0000 3.64 0.0003
9 t -7.7755 12.0800 -0.644 0.5201
10  0.0000 0.0000 -0.196 0.8451
11 Y 2.0844 1.5670 1.33 0.1843
Table 24: Estimates for coefficients in full linear model
The relationship between distance, velocity and change in time is tv and
therefore this model actually contains the interaction between velocities and the change in
time and it is found to be insignificant. Other insignificant variables are the change in
time and the year. Moreover, much more interesting is the residuals this model produces
Figure 46, there is an obvious bowing of the data. Hence, while the scatter plot in Figure
47 indicates the residuals are random normal, the scatter plot in Figure 46 indicates that
there is at least one higher order term. Furthermore, since pressure is the most significant
contributor, explaining up to 90% of the variation in the maximum sustained wind speed
in the presence of storm conditions, we will consider this in quadratic form.
Figure 46: Residual plot for linear
statistical model
Figure 47: Normal probability plot for












3.3.4 Higher Order Terms
Here we redevelop the above statistical model to include quadratic behavior of the















where the coefficients si ' are the weights that drive the estimate of the response and 
is the random error.
























This statistical model result in %1.962 R and %0.962 adjR , which is an
improvement of the previous statistical model with out 2P . All contributing entities are
significant with the maximum p-value of 0.0509 as shown by Table 25 below.
List Variable Coefficient SE of Coefficient t-ratio p-value
Constant -2648.09 365.9 -7.24 < 0.0001
1 P 6.7190 0.7662 8.77 < 0.0001
2 x 8.12246×10-6 0.0000 14 < 0.0001
3 y -1.35435×10-5 0.0000 -10.8 < 0.0001
4 t 0.2076 0.1056 1.97 0.0500
5 d -0.0815 0.0243 -3.35 0.0009
6 v 3.5205×10-6 0.0000 1.96 0.0509
7 x -5.80522×10-5 0.0000 -5.55 < 0.0001
8 y 6.28245×10-5 0.0000 4.27 < 0.0001
9 2P -0.0041 0.0004 -10.2 < 0.0001
Table 25: Multiple least-squares regression including significant linear terms and a
single quadratic term for pressure
Compare the residuals in Figure 46 with the residuals in Figure 48, the bowing
pattern is lessened and the residual appear more random. Furthermore, compare the
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normal probability plots in Figure 47 with the normal probability plot in Figure 49, the
second model shows a much straighter linear relationship indicating the random error is
standard normal.
Figure 48: Residual plot for model
outlined in Table 25
Figure 49: Normal probability plot for
the residuals of the model outlined in
Figure 48
Therefore, 96.1% of the variation in the wind speed is explained by the five main
explanatory variables outlined as primary variables in the study; namely, pressure,
latitude and longitude converted, day of year and duration. For the simple
transformations used to obtain the remaining contributing entities as discussed previously
in the section labeled conversion for latitude and longitude into Cartesian coordinates.
3.3.5 Interaction






















where the coefficients si ' are the weights that drive the estimate of the response and 











































ˆ .  24
The developed parsimonious interactive model explains 97.1% of the variation in
the response with %0.972 adjR . In the final model given in equation  24 , all
contributing entities are found significant with p-value < 0.0001 as shown in Table 26.
List Variable Coefficient SE of Coefficient t-ratio p-value
Constant -727.895 473.1 -1.54 0.1247
1 P 3.91341 0.8679 4.51 < 0.0001
2 x 4.92E-05 3.77E-06 13.1 < 0.0001
3 y 2.11E-04 3.07E-05 6.85 < 0.0001
4 t 0.650216 0.1006 6.47 < 0.0001
5 d -0.17842 0.02314 -7.71 < 0.0001
6 v 1.20E-05 1.75E-06 6.85 < 0.0001
7 x -6.00E-05 9.33E-06 -6.43 < 0.0001
8 y 9.45E-05 1.34E-05 7.04 < 0.0001
9 2P -0.00338 4.02E-04 -8.4 < 0.0001
10 Py -2.57E-07 3.28E-08 -7.82 < 0.0001
11 xy 7.71E-12 7.00E-13 11 < 0.0001
Table 26: Multiple least-squares regression including significant linear terms and a
single quadratic term for pressure and significant interactions
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Estimations
Figure 50: Line graph comparison for
Hurricane Wilma
Figure 52: Line graph comparison for
Hurricane Rita
Figure 54: Line graph comparison for
Hurricane Katrina
Figure 51: Line graph comparison for
Hurricane Ivan


































Figures 50 thru 54 illustrate the five storms presented in the present study; in blue
is the recorded wind speeds over the duration of the storms: Wilma, Ivan, Rita, Isabel and
Katrina; and in red, is the estimated wind speed using the developed statistical model.
When the water temperatures are hotter before the storm reaches full force and removes
the heat energy from the water, the estimations tend to be under estimated whereas the
after the storm peaks and weakens to the point of dissipation, the statistical model is more
accurate.
3.4 Cross Validation and Estimating Hurricane Katrina
The process of cross validation can be done systematically by removing one data
at a time and using the best-fit statistical model over the remaining data to estimate the
data point removed or this process can be used by partitioning the data set into two
distinct groups; one which will be used to estimate the parameters of the model, then
using the best-fit regression model, estimate the remaining data. In this study we
jackknifed the data by storm using four storms: namely Wilma, Ivan, Rita and Isabel to
best-fit the significant interactive model, which yielded a model with %2.972 R
and %1.972 adjR . Then, using this least-squares regression model we estimated
Hurricane Katrina. The estimation explained 95.8% of the variation in the wind speeds.
Using hypothesis testing, with a p-value of 0.50, we must accept that the mean
difference calculated to be 688.0d between the recorded wind speeds and the
estimated wind speeds is not significantly different from zero. Using a two-tail test, the
test statistic, 679.0t and 62 degrees of freedom, at the 0.01 significance level, we fail
to reject that the mean difference between the recorded wind speed and the estimated
wind speeds given the real time measurements of the surrounding environment is zero.
3.5 Model Validation of Complete Interactive Model
The following criteria were used to identify the quality of the developed statistical
models: the p-values determining significance of each contributing term in conjunction
with the 2R and 2adjR statistics, the F statistics and Mallow’s )( pC statistics. These
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results for evaluating the statistical model given equation  24 , are shown in Table 33.
Additional statistics include the sum of square errors for each model by source and the F-
ratio. This last statistics is used in the F-test outlined in chapter 2.
Consider the complete interactive statistical model, using forward selection with a
0.05 level in enter the model and a 0.05 level to remain in the model, then we have
43.11)( pC as shown in Table 33 and with 11p ; is an indication that the developed
model is of high quality.
Rank Variable Partial 2R 2R )( pC F Pr>F
1 2P 91.11 91.11 767.76 4046.48 < 0.0001
2 xy 2.78 93.89 407.43 178.80 < 0.0001
3 P 0.79 94.68 306.17 58.38 < 0.0001
4 Py 0.55 95.23 235.83 45.53 < 0.0001
5 x 0.26 95.49 203.78 22.62 < 0.0001
6 y 0.18 95.67 187.74 15.88 < 0.0001
7 x 0.46 96.13 124.61 46.26 < 0.0001
8 t 0.17 96.30 104.11 18.06 < 0.0001
9 v 0.20 96.50 79.63 22.45 < 0.0001
10 y 0.23 96.73 51.17 27.59 < 0.0001
11 d 0.32 97.05 11.43 41.80 < 0.0001
Table 33: Summary for Forward Selection including Mallow’s )( pC statistics
Moreover, when considering the one variable t - test with the null hypothesis that
the mean residual is zero; that is, 0:0 RH  versus the alternative hypothesis,
0: RaH  , we must fail to reject the null hypothesis with a p-value of 0.403. That is,
we accept that the mean residual is zero. Therefore, all five criteria used uniformly
support the high quality of the model.
3.6 Surface Response Analysis
The fully developed statistical model that includes all attributing variable and






































We shall use this model to perform surface response analysis as previously








dy , then we can
approximate conditions under which the estimated wind speed is maximized. Since the
partial with respect to duration and day of year are constant, and under the stated
assumptions, the partial with respect to the velocity is zero; that is, we are assuming a























To optimize this response, using standard calculus techniques yields a relative
maximum wind speed when the atmospheric pressure 261.822P , the relative position
with respect to the converted coordinates   )26.6377805,56.59379(, yx . Hence
consider contour plots for the wind speed over the converted coordinates, the point where
this model estimates an extreme high in the wind speed is the location where all storm
migrate and are at their strongest in terms of wind speed. We also see that the accuracy
of this model is restricted to the regions in which there are a significant large number of
storms to sample. Storms do not survive over land, but if the land where not there, storms
would gather more strength. But with the land as a bumper, the storms redirects, which is
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over water. This implies an additional contributing variable might be the bathymetry –
the under water equivalent of altimetry, as well as eddies that occur in the open waters.
3.7 Analysis of the Saffir-Simpson Scale
Outlined in 1969, the Saffir-Simpson Hurricane Scale is a scale classification for
tropical cyclones having sustained winds in excess when compared with tropical
depressions and tropical storms. The five-point scale categorizes western hemispherical
tropical cyclones called hurricanes based on the intensities of the estimated sustained
wind speed. These scales also gauge the amount of likely damage and flooding due to
landfall.
Herbert S. Saffir developed a scale using pressure and wind velocity to
characterize the stage of a hurricane. Robert Simpson, a meteorologist added in the
damage caused by storm surge and resulting floods, creating the Saffir-Simpson scale
which has been used to gauge storms for the past twenty-seven years.
3.7.1 Analysis of the Saffir-Simpson scale
Tropical cyclones are classified into three main groups: tropical depressions,
tropical storms, and hurricanes. Hurricanes are ranked according to their maximum









Depression TD ----- < 34 < 39
Tropical Storm TS ----- 34-63 39-73
Hurricane 1 > 980 64-82 74-95 4-5
Hurricane 2 965-980 83-95 96-110 6-8
Hurricane 3 945-965 96-112 111-130 9-12
Hurricane 4 920-945 113-135 131-155 13-18
Hurricane 5 < 920 >135 >155 >18
Table 34: Saffir-Simpson Hurricane Rating Scale as categorized by pressure and wind
speed
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3.7.2 How does the Saffir Simpson Scale compare with these five storms?
Using the same five storms used to develop the statistical models in previous
sections, Compare the midpoints of the various intervals outline for pressure by the
Saffir-Simpson scale, given in Table 35, we see there are no midpoint available for
tropical depressions, tropical storms and hurricane category one. For hurricane category
two, the Saffir-Simpson scale has a midpoint of 972.5; however, the data indicates that
this is significantly lower with a mean of 960.0 and median of 959. For hurricane
category three, the Saffir-Simpson scale is 950 which is the same as the data’s median but
slightly greater than the mean of 948.7. For hurricane category four, the Saffir-Simpson
scale is 932.5 which is relatively close to the mean of the data, 930.5, and the median,
931. For hurricane category five, the Saffir-Simpson scale gives no lower bound and
therefore no midpoint; the data indicates that the lowest pressure is approximately 882
and the mean pressure for storms with hurricane status category five is 911.9 and the
median pressure of 914.





TD ----- ----- 983-1013 1001.6 1003
TS ----- ----- 965-1007 993.8 997
1 > 980 > 955-987 975.1 979
2 965-980 972.5 940-978 960.0 959
3 945-965 950 927-969 948.7 950
4 920-945 932.5 894-955 930.5 931
5 < 920 < 882-938 911.3 914
Table 35: Comparison of pressure according to the Saffir-Simpson Hurricane
Rating Scale versus associated pressures in historical data
As shown in Table 35, the pressures at which the Saffir-Simpson Scale set do not
agree with our findings. There are overlapping pressures at which time the storm is in
transition. To further analyze this disparity, we compared the mean pressures versus wind
speeds for the original five storms, Figure 55, to the mean pressure versus wind speeds
for all storms recorded in the 1990s, Figure 56 and the 1980s, Figure 57. The scatter
plots in Figures 55 thru 57 illustrate that there is a well defined relationship between
atmospheric pressure and wind speed. In addition, this relation has curvature. Hence to
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being to analysis the relationship between wind speeds and atmospheric pressure alone,
consider the box plots for mean pressure by recorded wind speed as shown by Figure 58.
There are several wind speeds where the pressures are more variable.
Figure 55: Mean pressure versus recorded wind speeds for























Figure 56: Mean pressure versus
recorded wind speeds for all storms
recorded in the 1990s
Figure 57: Mean pressure versus
recorded wind speeds for all storms
recorded in the 1980s
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Figure 58: Box plot for pressure with respect to recorded wind speeds for the listed five
storms
If we consider pressures categorized by wind speed; first, using hypothesis testing
to determine if the mean pressure is different as the wind speed increases, we have the
following: given wp the mean recorded pressure for given wind speed, w , we can test
the null hypothesis the mean pressure for a given wind speed w is equal to the mean
pressure for the wind speed 5w . The p-values for the various hypothesis tests are given








































Table 36: Test for mean pressure
Hence, at the alpha level of 0.01, there are five distinct groups, but two of these
categories would contain only a single recorded wind speed each; namely, 145 knots and
150 knots. If we defined these two wind speeds combined as hurricane force winds
category 5. Second, we need to address the unevenly distribution of the first three
categories: 10 thru 40, 45 thru 120 and 125 thru 140. If we define wind speeds between
10 and 40 knots as category 0 (both tropical depressions and tropical storms), and define
wind speeds between 125 and 140 as category 4, then we need to partition wind speeds
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between 45 and 120 knots into the three remaining categories; namely, category 1,
category 2 and category 3. As shown in Table 36, there are several different breaking
points at the alpha level of 0.10, two of which fall reasonably with our interval, therefore
we will define wind speeds between 45 at 70 as category 1, between 75 and 100 to be
category 2 and finally wind speeds between 105 and 120 as category 3.
Compare the mean pressures by category for the five storms, first by the Saffir-
Simpson scale, Figure 59, and the Wooten scale, Figure 60. The Wooten scale is less
variance across the scale whereas the Saffir-Simpson scale is less stable.
Comparisons of categorical wind speeds between the Saffir-Simpson Scale and
the Wooten Scale show that the proposed scale has a much more balanced distribution in
most measures: count, total variance, and individual ranges, see Table 37. In the Saffir-
Simpson scale, the variance among the various categories range between 14.60 and
190.913 whereas in the Wooten scale, the variance ranges between 6.536 and 82.887.
The standard deviations are also an indication that the Wooten scale is more stable.
Figure 59: Bar charts for pressure, with
categories as assigned by the Saffir-
Simpson scale
Figure 60: Bar charts for pressure,
with categories as assigned by the
Wooten scale
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Saffir-Simpson Count Mean Median Standard Deviation Variance
C0 121 39.421 40 13.817 190.913
C1 27 70 70 5.371 28.846
C2 52 89.327 90 3.839 14.734
C3 47 104.362 105 4.25 18.062
C4 106 123.679 125 6.701 44.906
C5 49 142.653 140 3.833 14.69
Wooten Count Mean Median Std Dev Variance
C0 65 28.385 30 7.711 59.459
C1 79 56.899 55 9.104 82.887
C2 76 91.645 90 6.292 39.592
C3 77 114.026 115 5.383 28.973
C4 87 133.046 130 6.021 36.254
C5 18 147.222 145 2.557 6.536
Table 37: Descriptive statistics for wind speed as assigned by the Saffir-Simpson scale
and the Wooten scale
Comparisons of categorical pressure between the Saffir-Simpson Scale and the
Wooten Scale show the proposed scale has a much more balanced distribution in most
measures: count, total variance, and individual ranges, see Table 38. In the Saffir-
Simpson scale, the variance among the various categories range between 45.686 and
170.441 whereas in the Wooten scale, the variance ranges between 40.416 and 123.125.
The standard deviations are also an indication that the Wooten scale is more stable.
Saffir-Simpson Count Mean Median Std Dev Variance
C0 116 996.914 1000 9.914 98.288
C1 27 975.148 979 11.124 123.746
C2 52 960.000 959 6.759 45.686
C3 47 948.702 950 10.558 111.475
C4 106 930.462 931 13.055 170.441
C5 49 911.612 914 12.757 162.742
Wooten Count Mean Median Std Dev Variance
C0 65 1002.077 1003 6.357 40.416
C1 74 986.257 987 11.533 133.015
C2 76 958.329 958.5 8.284 68.624
C3 77 941.143 943 10.313 106.361
C4 87 921.057 921 11.096 123.125
C5 18 901.500 904 10.326 106.618
Table 38: Descriptive statistics for mean sea level pressure as assigned by the Saffir-
Simpson scale and the Wooten scale
81
3.7.3 The Thermodynamics Behind Molecular Velocity













where m is the mass of the particles in motion, v is the linear velocity of the particle, k
is Boltzmann constant  12223103806503.1  Kkgsmk and T is the temperature. (See
Average Molecular Kinetic Energy and Maxwell-Boltzmann distribution.) If we further
consider the ideal gas law
P
TkV  , assuming the volume V and the mass m are
constant, we have the following relationship between the relative wind speed and the
depression (change in pressure):    max
2
min PPww   . Using this as the base for
analyzing a quadratic relationship between wind speed and pressure, 98.6% of the
variation in the pressure can be explained by the least square regression of pressure onto
wind speed using the model 96.1012312669.000285818.0 2  wwP . This model is
consistent with the fact that normal atmospheric pressure (mean sea level pressure), when
little wind is present  0w , is 1013.25 which is only slightly higher than 1012.96.
Inverting this regression we have the following model to estimated wind speed







Pw . This model estimates the maximum mean level sea
pressure is 1021.511.This model supports the following relationships between wind speed
and pressure, as shown by Table 39.
Type Category Pressure (hPa) Wind (knots)
Tropical Depression/ Tropical Storm 0 995-1010 10-42
Hurricane 1 972-994 43-77
Hurricane 2 951-971 78-102
Hurricane 3 932-950 103-122
Hurricane 4 911-931 123-142
Hurricane 5 <911 >143
Table 39: Comparison of pressure according to the Wooten Hurricane Rating Scale
developed using historical data for the five hurricanes outlined in the study.
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Recall, under the assumption that the volume is constant, we have form the ideal
gas law
P







 and under the
assumptions that the pressure as a function wind speed is given by cbwawP  2 ;

















If we assume that the temperature after the peak of the storm is cooler than before
the storm, we would expect the lower the temperature the lower the pressure. Classify
the storm as Before Maximum Pressure (BP) for pressures recorded before the peak wind
speed and After Maximum Pressure (AP) for pressures recorded after the peak wind
speed. As illustrated by the green dots, the pressures BP are higher than the pressures AP,
the blue dots. Then we see that there is a difference in the relationship between wind
speed and pressure before peak wind speed and after peak wind speed. This difference is
most likely due to the temperature changes as a storm removes heat from the ocean
waters. Furthermore, the rate at which the pressure drops is related to the duration of the
storm. This is illustrated in Figure 62. Hurricanes Wilma, Rita and Katrina were more
intense storms, with wind speeds reaching 150 knots dissipated more quickly than
Hurricane Ivan and Isabel. Hurricane Ivan and Isabel reached wind speeds of 145 and
140, respectively.
Figure 61: Scatter plot of pressure versus wind speed
Classification
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Figure 62: Line graph of pressure for each storm
Here we see that the rate at which the pressure drops and the wind speed increases
is proportional or possibly exponentially related to the time or duration. The faster the
pressure drops the more intense the storm, but with shorter duration. Thus the shorter the
storm the more intense the winds produced.
3.8 Usefulness of the Statistical Model
The developed statistical model can be used to accurately estimate the wind speed
of a tropical storm as it moves and transitions into a hurricane. The estimation produced
can be used for public safely and advisories. Furthermore, in conjunction with other
developed statistical models the developed statistical model can be improved hurricane
tracking and forecasting.
3.8 Conclusion
In the present study we were able to develop a non-linear statistical model using
five resent tropical storms which reached category five status: Wilma (2005), Rita
(2005), Katrina (2005), Ivan (2004) and Isabel (2003). The difference between
directions with respect to season is in the colder months, the storms form at a higher
latitude and lower longitude (further east). The directionality of the storm will be further
studied as well as the timing and duration of tropical storms and hurricanes.
Storm
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The developed statistical model explains 97% of the variation in the subject
response (wind speed). Using the developed model we can estimate the wind speed
within a storm without weather balloons and reconnaissance. The age of information
enables us, using radar, satellites and buoys to gather enormous amounts of data,
computer and the Internet allow us to store and share the information. In addition, the
way in which the network is set up, this model can be updated on an hourly basis and
used to generate warning for public safely.
Once additional information such as temperatures are recorded in the eye of a
hurricane, the extended model could explain upwards of 99.9% of the variation in the
wind speed. At present, in this study we have shown that pressure is the most
significantly contributing variable – that is not to say that it is the cause. Furthermore,
when temperature is not included, the curvature in the wind speed data requires a
quadratic term and when the various temperature are not available, pressure of order 2 is
found to be a significantly contributing variable. The most explanatory statistical model
is non-linear. The significantly contributing variables: pressure, pressure squared, the
location in Cartesian coordinates, the change in location, the linear velocity of the
storm, the time (in hours) of duration of the storm, and interaction between the Cartesian
coordinates  xy and the y – coordinate and pressure, Py .
Analyzing the surface of this non-linear statistical model, we estimate that the
wind speed will be maximized when the pressure is low, about 882. This is the lowest
recorded pressure in our study.
The developed statistical model for hurricane intensity is a sub-model which will
eventually be used in conjunction with other sub-models that estimate the pressure, the
duration of the storm, the directionality and the timing to create a weather generator
which yield accurate simulation of hurricane tracking which would enable us to replace
the “spaghetti string” models presently used to simulate the track of a tropical storm.
Furthermore, the proposed model can be updated and applied to other regions where such
cyclones occur. Moreover, easily updated as new information is gathered and estimations
made can be utilized for advisories for public safely.
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Furthermore, we developed a scale, the Wooten scale, by which hurricane status
can be more accurate be described. That is, there is less variance within the defined
categories both with respect to wind-speed and pressure. Using this proposed scale will
make estimating the intensity of a storm as it transitions between the various categories.
It will set the initial settings of the Markov chain that will drive the weather generated
discussed above.
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CHAPTER 4: STATISTICAL ANALYSIS AND MODELING OF LIGHTNING
4.1 Introduction
Florida is the lightning capital of the world. Lightning
strikes occur when electrostatic energy within storm
conditions is unbalanced and ephemeral discharges of
static electricity are set off to help the system find
equilibrium. There have been 63 lightning events
reported to the National Environmental Satellite, Data,
and Information Service (NESDIS) in Hillsborough
County between 01/01/1950 and 12/31/2005 that
include seven deaths, forty-nine injuries, and 1.420
million dollars in property damage. There were 919
cases reported in Florida. Hence, it is important to
consider this with respect to public safety and economic
impacts. We need to obtain a better understanding of the
subject phenomenon.
In the present study, we first perform parametric inferential analysis on the
subject response, namely lightning; that is, the number of lightning strikes per month.
Using maximum likelihood estimates (MLE) we determine that the Weibull probability
distribution best characterizes the probabilistic behavior of the subject phenomenon.
Having knowledge of the probabilistic nature of lightning, enables us to estimate return
period for the peak number of lightning strikes in a given month as well as estimates of
the mean, standard error and confidence intervals at an acceptable level of confidence.
Such information could be used as measures of lightning detection and protection.
In introducing the subject analysis, we will use the technique of bootstrapping;
implementing this technique, we will obtain a more reliable estimate of the true
(unknown) average number of lightning strikes. This technique also allows us to monitor
Image 1: Photograph by C.






the mean estimate as the same size increases; that is, determine the convergence of the
estimate x as n and simultaneously reduce the standard error
n
s .
Secondly, we use real data gathered by National Lightning Detection Network
(NLDN) to develop linear and non-linear statistical models for the number of lightning
(response) as a function of the contributable variables: precipitable water, tropical
storm wind total, sea level pressure anomaly, tropical storm winds anomaly, and
Bermuda high average. In addition to the relative humidity at various levels, rain in
various counties, sea surface temperature, precipitation anomaly district one,
temperatures at various levels, temperature range, Pacific Decadal Oscillation
(PDO) standard anomaly, Solar Flux standard anomaly, Pacific-North America
Index (PNA) standard anomaly, precipitation anomaly district four, day of year,
Arctic Oscillation (AO) standard anomaly and Outgoing Long Wave Radiation
(OLR). To our knowledge, this is the first statistical model of its kind.
The developed statistical model enables us to identify and rank the contributing
entities (explanatory variables/independent variables) that explain under what conditions
lightning strikes occur (Fieux, Paxton, Stano, and DiMarco, 2005) and estimate the
response variable; namely, the number of lightning strikes in a given month. The quality
of this model was determined using the five criteria outlined in Chapter 1 and used in
Chapters 2 and 3. All criteria uniformly support the quality of the developed statistical
model. Finally, using the developed model we performed surface response analysis; that
is, we determined the values of the contributing variables that either maximize or
minimize the response with an acceptable level of confidence.
Lightning in the state of Florida is a significant event (phenomenon) that we must
make every effort to monitor and understand. Although this study concentrates on the
state of Florida, similar methodology, and procedures are applicable to other states and
further generalized to other regions where lightning is a factor. Moreover, with the
networks that have been established to maintain this information can be utilized to
continually update this statistical model and furthermore, this model can be easily
updated and applied to other states as well as other global regions.
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In our present study we will address the following questions:
1. Identify the region to be addressed and why?
2. What constitutes Lightning?
3. What is the best-fit probability distribution?
4. What is the maximum probable number of lightning strikes?
5. What is the primary contributor to the number of lightning strikes?
6. What are the significant interactions that contribute to lightning?
4.2 Description of Various Contributing Entities
The data used in the present study were obtained from several sources listed below.
The main data set consist of monthly total lightning strikes for a period of 16 years.
Monthly records previously compiled with relative humidity, temperature including
Bermuda highs, tornadoes, waterspouts, hail, among others.
1. NOAA, National Environmental Satellite, Data, and Information Service
(NESDIS).
2. Monthly cloud to ground lightning data over Florida from 1989 to 2004 for May
through September, NLDN.
3. Total monthly rainfall collected by sixteen counties in the state of Florida 1989 to
2004 from Southwest Florida Water Management District Hydrologic Data.
As we see in the histogram in Figure 63 along the a chart which includes the basic
descriptive statistics. This data is extremely skewed to the right with a monthly mean
number of lightning strikes per month, 33.691,93x , compared to the median number
of lightning strikes per month, 256,34M . Moreover, the sample deviation
21.871,120s dominates the mean with a coefficient of variation 29.1
x
sCV ; that is





Figure 63: Histogram for the number of lightning strikes per month including descriptive
statistics for the number of lightning strikes per month
With such large coefficients of variation and standard errors, the interpretation of
the mean could be misleading. We will address this issue in the next section, which will
introduce the bootstrapping technique to reduce the standard error. In this section, we are
concerned with the best-fit probability distribution. The most commonly used
distributions are: normal, log normal, exponential, two-parameter Weibull, gamma and
beta distribution.
4.3 Parametric Analysis
As illustrated in the histograms in Figure 63, the data is extremely skewed. This
data does not have a normal distribution; the skewness is measured to be 1.485 for the
monthly distribution indicating that the data is asymmetric.
It is clear that we have a peak in our distribution, which is more “curved” than the
symmetric normal distribution. Furthermore, kurtosis measuring zero is normal and
negative kurtosis indicates a flat distribution, the data in this study has a positive kurtosis;
namely, 1.35 for the monthly distribution and even greater 3.04 for the daily distribution.
Using standard goodness-of-fit methods, first for the monthly number of lightning strikes,
















Kolmogorov – Smirnov <0.001
Cramer - von Mises <0.001
Anderson - Darling <0.001
Chi-Squared 0.015
Table 40: Best-fit distribution for the
number of lightning strikes per month
Furthermore, when considering the empirical cumulative probability distribution
compared to each of the individual best-fit distributions, as shown in Table 41, the three-
parameter Weibull has the highest 2R and 2adjR indicating the three-parameter Weibull is
the best-fit distribution among the individual distributions tested.
Distribution Parameters 2R 2adjR
Weibull (2) 0,67086,6229.0   99.0% 99.0%
Weibull (3) 464.0,847.187,102   99.5% 99.5%
Table 41: Estimated parameters for the number of lightning strikes per month
However, since these models are for the most part are the same and the argument
can be made that the number of lightning strikes as shown in the sample data could be as
few as one we will employ the law of parsimony and continue our study using the two-
parameter Weibull.
Thus, the probability density function that characterize the probabilistic behavior
of the number of lightning in a given month is given by the two-parameter Weibull with
maximum likelihood estimates (MLEs) as follows: the shape parameter 6229.0 and
scale parameter 086,67 and the threshold set to zero )0(  ; and therefore, the
associated probability density function is given by equation  26 and cumulative







































































Using the maximum likelihood estimates for the remaining two-parameter and
setting the threshold at the minimum number of lightning strikes, zero we have the





dxxxfxE  , and the median 2341.247,37M ; that is the value




50.0),|(  . This results in a high variance, that is,
  10
0
2 1063389094.2),|()()(  

dxxfxExxV 
and a standard deviation of 8.659,161s and 33.220,12
n
s
Table 42 gives the percentiles for both the observed data and the estimated values.
According to the observed data, given that lightning has occurred, there is a 1% chance
that there were less than 213 strikes. There is a 50% chance that given lightning
occurred, there could be up to 34,256 strikes. There is also a 1% chance that given
lightning occurs that there could be more than 451,786 strikes. According to the
estimation, there is a 1% chance that given lightning occurs that there could be more than
778,687 strikes. Additional estimates can be made using the cumulative probability
distribution is shown in Figure 63. In example, to estimate the 80% percentile using the
Weibull probability distribution graph, we project backwards to find that approximately
150,000 strikes; that is, there is a 20% chance that given that lightning occurs that there












Table 42: Estimated values using the two-parameter Weibull
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Figure 64: Weibull cumulative probability distribution
4.4 Bootstrapping
The technique of bootstrapping is a re-sampling technique used when the
descriptive statistics are such that the sample standard deviation is significantly larger

















s , if we can generate a large enough sample size and the sample mean is
comparable to the original estimate x then we are more confident that the sample mean
is an accurate estimate of the population mean  .
Bootstrapping is a procedure that involves choosing random samples, with
replacement, from a data set and analyzing each sample the same way. This technique of
resampling as a means of acquiring more information about the uncertainty of statistical
estimators; it allows us to test the reliability of the estimates and assess whether
stochastic effects have an influence on the probabilistic distribution which characterizes
the phenomenon under study by reducing the standard error.
The original data set is considered and the following statistics computed: the
mean, standard sample deviation and the standard error. Recall the mean number of
lightning strikes per month is 33.691,93x , the standard deviation is 21.871,120s ,
and the standard error of 00.9137
n
s
 . Bootstrapping generated a data set of size
five hundred; and the above statistics were calculated again. Then, independent of the
above set, bootstrapping generated a data set of one thousand, then again we generated an
independent data set of fifteen hundred and finally we increased the data set to ten
thousand. See associated statistics in Table 43.








Original 175 93691.33 120871.2 9137.00 757820.80239 111599.8576
BS 1 500 91832.02 116924.7 5229.03 81583.11816 102080.9218
BS 2 1000 93197.93 120531.9 3811.55 85727.28544 100668.5746
BS 3 1500 89095.06 113873.5 2940.20 83332.26857 94857.85421
BS 4 10000 91138.73 118640.2 1186.40 88813.38208 93464.07792
Table 43: Sample size, mean, standard deviation, standard error and the lower and upper































n , and sequence of
standard error: 10000,...,2,1;  n
n
sn
n generated using the fifth data set described
above. The re-sampled data, the convergence of the mean, the convergence of the
standard deviation and standard error are illustrated in Figures 65 thru 68.
Note that, as ssn  as n therefore for 1n , this implies
2sn  . In
general, to reduce the standard error by a factor of nine, we would need eight-one times
as much data; that is, increase the data size from 175 to 14,175. To reduce the standard
error by a factor of 9,000 would require 14,175,000,000 data.
However, at such a slow rate of convergence, what is the point of lessening
return; that is, at what point it is necessary to increase n significantly large compared to

























Figure 65: Re-Sampling of size 10,000 Figure 66: Convergence of the mean x
Sample
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, illustrated in Figures
69 and 70.
As we see the rate at which both the mean and the standard error converges is
only significant when 500n . Thus, we can accept that the calculated mean is
acceptable, because of the convergence with increasing the sample size and reducing the
dominance of the standard error we can proceed to obtain confidence limits. Table 44



















Figure 67: Convergence of the standard
deviation ns
Figure 68: Convergence of the standard
error n
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Table 44: Confidence intervals for the mean using the two-parameter Weibull
That is, we are at least 99% confident that the true mean number of lightning
strikes per month is between 69,895 and 117,488, similarly we are at least 95% confident
that the true mean number of lightning strikes per month is between 75,658 and 111,725.
Similarly we are at least 90% confident that the true mean number of lightning strikes per
month is between 78,582 and 108,801.
Sample
Figure 69: Convergence of the standard
error np
Sample





























4.5 Multivariate Statistical Model of the Number of Lightning Strikes
In this section, we will use historical data collected by the National Lightning
Detection Network (NLDN) in conjunction with other meteorological phenomena to
identify the contributing entities or explanatory variables (independent variables) that
cause lightning to occur.
Several additional variables were made available but where not found significant
– such variables as tornados by category, waterspouts, hail by size, North Atlantic
Oscillation (NAO), Madden/Julian Oscillation, etc. For a complete list of the more than
100 variables initially considered see Appendix A. To rank the contribution of the
number of lightning of these explanatory variables, first a model was generated using
forward regression and then the variables found to be significant at the 0.01 level were
run in as model generated by adding variables in the order that maximizes the increase
to 2R .
4.5.1 Statistical Model
The initial statistical model we developed for the response variable (number of
lightning strikes) as a function of month, perceptible water, precipitation by district,
sea level pressure, Bermuda highs, relative humidity at various levels in the
atmosphere, temperatures at various levels in the atmosphere, sea surface (water)
temperature, the Pacific Decadal Oscillation (PDO), the Pacific/North America
Oscillation (PNA), the Artic Oscillation (AO), the Outgoing Long-wave Radiation
(OLR), Solar Flux as an average or an anomaly; and rainfall in sixteen counties
enumerated as follows:
Enumeration of Counties: 1 Levy, 2 Marion, 3 Citrus, 4 Sumter, 5 Hernando, 6 Lake, 7
Pasco, 8 Polk, 9 Pinellas, 10 Hillsborough, 11 Manatee, 12 Hardee, 13 Highlands, 14
Sarasota, 15 Desoto and 16 Charlotte
Table 46 gives the mathematical notations that are used in the remainder of the




m Month of year
pw Perceptible water
dp Precipitation anomaly by district; 7,6,5,4,3,2,1d
wP Sea level pressure: average
wP Sea level pressure: anomaly
w Tropical storm winds: total
w Tropical storm winds: anomaly
BT Bermuda high: average
BT Bermuda high: anomaly
Relative humidity:mbrh
Levels: 1000mb, 850mb, 700mb, 600mb, 500mb, 400mb 300mb, 200mb, 100mb
Temperature:mbT
Levels: 1000mb, 850mb, 700mb, 600mb, 500mb, 400mb 300mb, 200mb, 100mb
rangeT The maximum range between temperatures at various levels
wT Sea surface temperature
PDO Pacific Decadal Oscillation index standard anomaly
PNA Pacific/North America Oscillation index standard anomaly
AO Artic Oscillation
orl Outgoing Long-wave Radiation
sf Solar flux std anomaly
ir Rainfall: total monthly rainfall collected by sixteen counties in the state of Florida
Table 45: Variables of interest in estimating the mean number of lightning strikes
per month in the State of Florida
Not all of the variables listed in Table 46, were found significant when consider
the null hypothesis 0:0 iH  , see Table 47. In addition, when using backwards
elimination, temperature at the 850-level, day in year, sea surface temperature,
precipitation in district one, sea level pressure, AO standard Anomaly, the relative
humidity at the 500-level, and rain in Hillsborough County are insignificant at the 0.10
significance level. Therefore, our model will include the fourteen variables found to be
significant in both model selection methods. The analytical model that we wish to
























where the contributing variables have been identified in Table 46 given below,
and the s' are the weights that drive the estimate of the number of lightning strikes N
and  is the random error.





































The statistical model is of high quality because it results in %2.972 R and
%9.962 adjR . Table 48 lists the contributing variables, the estimated coefficients
including the associated standard error, and the test statistic and p-value for the
hypothesis testing. The hypothesis test determines if the coefficients i is significantly
different from zero; that is the null hypothesis is 0:0 iH  and the alternative
hypothesis that there is a significant difference.
100
Variable Coefficient SE of Coefficient t-ratio p-value
Constant -2.42E+07 2.17E+06 -11.1 < 0.0001
pw 13100.5 790.3 16.6 < 0.0001
w -1119.38 183 -6.12 < 0.0001
w 1350.21 160.9 8.39 < 0.0001
wP -0.881055 0.03293 -26.8 < 0.0001
BT 24246.7 2125 11.4 < 0.0001
1000rh -7376.78 875.4 -8.43 < 0.0001
5r 3647.69 1001 3.64 0.0004
rangeT -2862.79 905.7 -3.16 0.0019
850rh -1346.43 558.9 -2.41 0.0171
PDO 1823.8 2073 0.88 0.3803
13r 2927.62 1218 2.4 0.0173
sf -2272.54 1964 -1.16 0.2489
PNA 3193.3 1535 2.08 0.0391
4p -6306.44 1542 -4.09 < 0.0001
Table 46: Linear regression for the number of lightning strikes in a month with
respect to the ranked independent variables including the associated p-values
For the complete interactive statistical model, using the forward selection under
the criterion of 0.05 to enter the model and 0.05 to remain in the model all variables listed
in Table 47 remain in the model. Moreover, when considering the )( pC given in Table
47, we see that the 59.9)( pC but 21p ; hence, this there is a better model, possible
with fewer variables or interaction. However, the analysis of the statistical model
provides a ranking of the contributing variables and a basis for an interactive model.
101
4.5.2 Ranking of Independent Variables:
Rank Variable 2R )( pC F Pr>F
1 Precipitable water 61.00 2278.48 187.72 <.0001
2 Tropical storm wind total 71.44 1639.00 43.50 <.0001
3 Sea level pressure Anomaly 78.94 1180.07 42.03 <.0001
4 Tropical storm winds Anomaly 89.99 503.250 129.09 <.0001
5 Bermuda high average 92.34 360.465 35.70 <.0001
6 Relative humidity (1000mb) 94.76 214.068 52.99 <.0001
7 Rain in Hernando county 95.53 168.810 19.60 <.0001
8 Sea surface temperature 96.10 135.799 16.50 <.0001
9 Temperature range 96.61 106.309 16.93 <.0001
10 Precipitation Anomaly district one 96.90 87.763 12.15 0.0007
11 Relative humidity (850mb) 97.10 75.090 9.33 0.0028
12 Relative humidity (500mb) 97.40 59.078 12.66 0.0006
13 Temperature (850mb) 97.80 40.879 16.17 0.0001
14 PDO standard Anomaly 98.00 29.026 12.25 0.0007
15 Rain in Hillsborough county 98.10 25.633 4.94 0.0283
16 Rain in Highlands county 98.20 22.106 5.27 0.0237
17 Solar Flux standard Anomaly 98.30 16.945 7.23 0.0083
18 PNA standard Anomaly 98.40 14.620 4.52 0.0359
19 Precipitation Anomaly district four 98.40 12.273 4.70 0.0324
20 Day of year 98.50 9.5954 5.27 0.0237
21 AO standard Anomaly 98.56
Table 47: Ranking of independent variables using forward selection with a 0.05
level to get into the model and a 0.05 level to remain in the model.
Illustrated in Figure 71 the residuals are random; the residual plot of the estimated
values versus the residuals of that estimation are scattered with no discernable patterns as
well as the normal probability plot in Figure 72 of the residuals is approximately a
straight line and hence the residuals are approximately normal.
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Compare the actual number of lightning strikes recorded by NLDN to the
estimated values according to the model outlined in equation  29 and Table 48; as
shown in Figure 73, we see that this model accounts for seasonality. Furthermore, we see
that there are a significantly larger number of lightning strikes toward the end of May
thru September.
Figure 73: Estimated values versus recorded lightning strikes
4.5.3 Interactive Statistical Model
Here we extend the developed statistical model to include all possible interactions


























Figure 71: Residuals versus the
estimated values with main effects
variable precipitable water
































where the coefficients si ' are the weights that drive the estimate of the response and 
is the random error.
Note that the interaction relevant in the model are precipitable water and relative
humidity at the 500mb level, the sea surface (water) temperature and the relative
humidity at the 500mb level, and the sea surface pressure and the month of year.
Using the information available we have structured the following statistical model


















































This statistical model result in %4.982 R , which is an improvement of the
previous statistical model All contributing entities except sea surface temperature are
significant with the p-value < 0.05 as shown by Table 48 below.
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Variable Coefficient SE of Coefficient t-ratio p-value
Constant -1.90E+07 2400000.00 -7.93 < 0.0001
pw 21913.9 2226.00 9.84 < 0.0001
w 1491.85 156.10 9.56 < 0.0001
wP -0.934669 0.02599 -36 < 0.0001
w -1315.12 165.80 -7.93 < 0.0001
rangeT -5815.26 909.30 -6.4 < 0.0001
1000rh -4481.25 825.90 -5.43 < 0.0001
850rh -2743.72 553.90 -4.95 < 0.0001
500rh -10134.5 2853.00 -3.55 0.0005
BT 24949.8 1947.00 12.8 < 0.0001
5r 3628.99 779.40 4.66 < 0.0001
4p -4075.7 1205.00 -3.38 0.0009
wT -4.91E+03 5893.00 -0.833 0.406
sf -3194.69 1281.00 -2.49 0.0137
PNA 2.82E+03 1183.00 2.38 0.0185
13r 2310.25 941.80 2.45 0.0153
850T -1.20E+04 3026.00 -3.96 0.0001
m -569230 272400.00 -2.09 0.0383
500rhpw -229.526 56.17 -4.09 < 0.0001
500rhTw  634.607 183.50 3.46 0.0007
wP -5534.6 1751.00 -3.16 0.0019
wPm 559.587 267.20 2.09 0.0379
Table 48: Least-squares regression for the number of lightning strikes in a month with
respect to the ranked independent variables including interaction; also included are the
associated p-values
4.6 Statistical Model Validation
The following criteria were used to identify the quality of the developed statistical
models: the p-values determining significance of each contributing term in conjunction
with the 2R and 2adjR statistics, the F statistics and Mallow’s )( pC statistics. These
statistics for the model outlined in equation  30 , are shown in Table 50. Additional
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statistics include the sum of square errors for each model by source and the F-ratio. This
last statistics is used in the F-test outlined in Chapter 2.
Using forward selection with a 0.10 level of significance in enter the model and a
0.10 level of significance to remain in the model, then we have as shown in Table 49,
22)( pC where 21p ; and this is a indication of the high quality of the developed
model. In addition, the F statistical indicate that all contributing variables are
significant at the 0.10 level and %41.982 R , that is 98.41% of the variation in the
subject response (number of lightning strikes) is explained by the least-squares regression
model.
Rank Variable Partial 2R 2R )( pC F Pr>F
1 500rhpw 60.59 60.59 3627.57 265.93 < 0.0001
2 wP 13.61 74.2 2318.1 90.7 < 0.0001
3 w 6.79 80.99 1665.27 61.11 < 0.0001
4 w 8.77 89.76 822.406 145.46 < 0.0001
5 500rh 2.55 92.31 578.423 56.07 < 0.0001
6 BT 1.58 93.89 428.4 43.33 < 0.0001
7 500rhTw  1.68 95.57 268.963 63 < 0.0001
8 rangeT 0.6 96.17 212.804 26.11 < 0.0001
9 5r 0.46 96.63 170.474 22.47 < 0.0001
10 PDO 0.26 96.89 146.971 13.94 0.0003
11 1000rh 0.2 97.09 129.976 11.02 0.0011
12 pw 0.51 97.6 82.8983 34.29 < 0.0001
13 850rh 0.23 97.83 62.4231 17.28 < 0.0001
14 850T 0.24 98.07 41.2136 19.94 < 0.0001
15 PNA 0.07 98.14 36.7854 5.69 0.0183
16 4p 0.03 98.17 35.5194 2.92 0.0893
17 13r 0.07 98.24 30.2948 6.7 0.0105
18 sf 0.04 98.28 28.2024 3.86 0.0511
19 m 0.05 98.33 25.8096 4.23 0.0413
20 wP 0.04 98.37 23.8977 3.84 0.0519
21 wPm 0.04 98.41 22 3.9 0.0502
Table 49: Summary for Forward Selection including Mallow’s )( pC statistics
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Moreover, when considering the one variable t - test with the null hypothesis that
the mean residual is zero; that is, 0:0 RH  versus the alternative hypothesis,
0: RaH  , we must fail to reject the null hypothesis with a p-value of 0.9999.
Therefore, all criteria uniformly support the high quality of the statistical model.
4.7 Usefulness of the Statistical Model
Lightning affects us in several ways; one lightning casualty occurred for every
86,000 strikes (over the United States) and one death occurred for every 345,000 flashes
(NOAA). Second, lightning causes power outages. It would be useful for the energy
supply company to have a statistical model which would estimate lightning storms in
order for them to better serve customers and which minimizing expense. Not just to be
able to estimate the number of lightning based on the surrounding environmental data but
appropriately allocate resources – when should additional workers be scheduled to make
repairs to the system by estimating potential occurrence In general, to be able to develop
strategies for the safety of our citizens, among others. The developed model can be used
effectively to address these issues.
4.8 Conclusion
When the electrostatic energy within storm conditions is unbalanced and
ephemeral discharges of static electricity, this discharge is seen as light or lightning. The
phenomenon is a common occurrence in the State of Florida. Basic descriptive statistics
indicate that the mean number of lightning strikes is approximately 93,961 strikes in
given month. To verify this estimations accuracy, parametric analysis is used to show
that the number of lightning strikes per month is not normally distributed, but is skewed
in such a way that given lightning strikes occur there are more likely to be a large number
of strikes.
The Weibull probability distribution best characterize the behavior of the subject
response (number of lightning strikes). The two and three-parameter Weibull related in
that the three-parameter Weibull with a threshold 0 is the two-parameter Weibull
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distribution. Employing the law of parsimony, as well as the fact the true minimum
number of lightning strikes is zero, the two-parameter Weibull used when estimating the
return period for various numbers of lightning strikes. Further analysis utilizing the
technique of bootstrapping to generate 500 count shows that the true number of lightning
strikes per month at the 95% confidence level is between 81,583 and 102,080 strikes in a
given month.
Second, non-linear modeling of the number of lightning strikes per month (Fieux,
Paxton, Stano and DiMarco, 2005) with respect to the amount of perceptible water,
wind shear, anomalies in sea level pressure, various temperatures, relative humidity
at different levels in the atmosphere and several other significantly contributing variables,
which explains approximately 98.4% of the variation in the subject response. That is, in
the number of lightning strikes per month can be estimated based on the surrounding
environment and their interaction with %4.982 R and %2.982 adjR . Furthermore,
explaining 61.0% of the variation in the subject response (number of lightning strikes) is
explained by the amount of perceptible water in the air. Significant interactions include
the following interactions: perceptible water and relative humidity at the 500 level,
relative humidity at the 500 level and sea surface (water) temperature, the sea surface
pressure and month of year.
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CHAPTER 5: STATISTICAL ANALYSIS AND MODELING OF FLOOD
STAGES
5.1 Introduction
In our recorded history and as recently as 2005, damage initiated by or in fact
caused by extreme hydrological events have plagued many and devastated civilized
society. In order to mitigate a balance between the beneficial impacts of floodwaters
with negative impacts of such phenomena as rainfall and flooding we must have a better
understanding of the subject response; that is, the flood stage measured in feet. However,
it should be noted that flooding is not solely caused be rainfall. In 1993, during the great
flood in Mississippi, there were only eight named storms of which one reaching measures
as high as hurricane status category three. These floodwaters were caused by melting
snow, affected coastal counties in Florida. However, flooding the State of Florida is
mainly caused by rainfall.
In the present study, we shall study the flooding in the State of Florida our study
will consists of two parts. First, we will perform parametric analysis on the flood stages
in the St. Johns River, the largest river in the State of Florida. Determining the probability
distribution which best characterizes the behavior of the subject response (flood stages),
we will be able to estimate the mean, the standard error and generate confidence intervals
based on a specified level of confidence.
Second, we will develop a statistical model of the flood stage of the St. Johns
River as a function of flow rates and estimated duration of the flood event. Using the
developed statistical model of the mean response (flood stage), we are in a position to
profile various flood stages. That is, given the present flow rates, depending on the
probable duration of the flood we can accurately estimate the height of the flooding
(flood stage). We then extend the developed statistical model to include time (day of
year) up to order 3 to estimate the seasonal highs and lows.
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Such estimations of the flood stages are extremely important for public warnings
and strategic planning. Furthermore, the network in place to record and gather
information by such agencies as Southwest Florida Water Management District,
(SFWMD), easily developed statistical model can applied to obtain good estimates of
upcoming flood stages. In addition, as new data becomes available the statistical model
can be updated to improve the estimates of the coefficients that drive the attributing
variables. Although the present statistical model was developed using data from the State
of Florida, it can be easily restructured for other states or global regions (Nadarajah and
Shiau, 2005).
In our present study we will address the following questions:
1. Discuss the Generalized Extreme Value Distribution.
2. Identify the waterway addressed and why?
3. What constitutes a flood?
4. What is the best-fit probability distribution for the flood stage?
5. What are the contributing variables?
5.2 Generalized Extreme Value Probability Distribution
Three extreme value probability distributions were used to determine which of
these accurately characterizes the behavior of the subject response (flood stage). These
probability distributions are the Gumbel, the Frechet and negative Weibull (1987). The
cumulative generalized extreme value (GEV) function developed by Jenkinson (1955);
also see Hosking et al. (1985) and Galambos contains these three extreme value
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where  is the location,  is the scale and  is the shape parameter.
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x , which implies if 0 , then we
have the Frechet probability distribution where

 x and is truncated below whereas




5.2.2 Characteristics of the Various Distributions
If the probability distribution is Gumbel then the normal probability plot for
 xlnln is a straight line. If the distribution is Frechet, then normal probability plot for
 xlnln curves up and is indicative of data possesses a heavy tail. If the distribution is a
negative Weibull then normal probability plot for  xlnln has a horizontal asymptote.
5.2.3 Maximum Likelihood Estimates (MLE’s) for the Given Probability Distributions
Once the appropriate distribution is determined, then the MLE’s for the
parameters can be estimated. For the Frechet cumulative probability distribution ( 0 ),































where the MLE’s are given by the solutions to the equations given below








































































































































where the MLE’s are given by the solutions to the given equations,
 





































































































In addition, the Gumbel cumulative probability distribution  0 , the MLE’s































































However, solving this system of equations is not easily done. If instead, we




ipi , since Gumbel is a







1  . Using least squares regression and the analytical form of the Gumbel






























 or any sequence  niip 1 of n
probabilities such that 1 ii pp . In the present study, 1

n
ipi is used; this partition of
the open interval )1,0( is uniformly spaced and easy to calculate.
5.2.4 Percentiles for the Frechet, Weibull and Gumbel Probability Distributions
Using MLE’s to estimate the percentiles for the Frechet and the Weibull are given
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These estimates will be used to determine how well the flood stage data fits one
of the extreme value distribution stated above.
5.3 Descriptive Analysis of the Data
There are many gauge sites in the State of Florida with varying levels of flooding;
these sites are highlighted in the United States Geological Survey (USGS) map shown by
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Figure 75: Gauge sites along
the St. Johns River
Figure 74. As shown by Figure 74, there are no stations in the State of Florida that are in
the High Flood (black) in the State of Florida on September 12, 2006. There were six
sites where gauge readings are “much above normal” (blue); that is, sites were flood
waters are higher than the 90th percentile. Most sites are at or below normal.
Figure 74: Map of daily stream flow conditions for the State of Florida
The site used for analysis in this study is one
of three sites along Florida’s largest river, the St.
Johns River. Data gleaned from Advanced
Hydrologic Predictive Service (AHPS) maintained by
NOAA. The site of interests, shown by Figure 75, is
located at 29°00'29" latitude and 81°22'58" longitude
in land grant 38, T.17 S., R.29 E. which is in Lake
County. The hydrologic unit is near the right bank
142 miles upstream from the mouth of the river. The
St. Johns River has a drainage area of 3,066 square
miles (8.57517441010 square feet). The records extend from October of 1933 up to the
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present; in fact, real time data is available for up to 31-days updated daily the gauge used
water-stage recorder, acoustic velocity meter, water-quality monitor and data-collection
platform.
The readings used in this study were taken from the site on the St. Johns River
shown by Figure 76. The historical crests measured at this site listed in Table 50 below.
Daily reports can be gleaned offline at AHPS, which show the rivers real time
conditions as illustrated for September 12, 2006 by Figure 77. The chart on the right is
the real time flood stage for the St. Johns River, September 12, 2006. As shown by
Figure 74 as well as well as Figure 77, the water height which determines flood stage is
not in flood stage. Minimum water height (stage), the action stage, at which action must
be taken in preparation of potential flooding, is 3.7 feet. Once the water height is greater
than 4.2 feet, the river is in flood stage. A moderate flood stage is 5 feet and a major
flood stage is 5.5 feet.
Figure 76: Map of gauge site of along
the St. Johns River near Deland
(1) 6.14 ft on 1964/09/23
(2) 6.06 ft on 1953/10/11
(3) 5.84 ft on 1964/10/01
(3) 5.84 ft on 1960/10/03
(5) 5.77 ft on 1960/09/30
(6) 5.23 ft on 2004/10/01
(6) 5.23 ft on 2004/09/30
(6) 5.23 ft on 2004/09/29
(6) 5.23 ft on 1969/11/01
(10) 5.03 ft on 1964/09/18
Table 50: Historical Crests in
the St. Johns River near
Deland
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Figure 77: Real time stage (water height in feet) for St. Johns River (right) and color
ledge (above)
Therefore, we need to understand the threshold by which flood stages measured at
this site are set. The lowest flood stage is illustrated by Figure 77 is the Action Stage
which is set at 3.7 feet, the next Flood Stage is set at 4.2 feet, the Moderate Flood State is
set at 5 feet and the Major Flood Stage is set at 5.5 ft. The record flood height is 6.14 feet
and occurred more than forty years ago.
Therefore, consider surface water, field measurements gather by the USGS over
the past 23 years which includes such measures as gauge height (the surface of the water
were the gage makes its readings), width (ft), area (ft2), mean flow velocity (ft/s), inside
gage height, an outside gauge height, stream flow (ft3/s), shift adjustment (ft). These will
be the only entities considered as contributing variables.
The data used to analyze the subject response (flood stage) are shown by Figure
78 as daily gauge height (feet) over time. The time frame for this data used in the present
study is from January 1, 1934 to present.
Flood Categories (in feet)
Major Flood Stage: 5.5




Figure 78: Line graph (day past 01/01/1934) for stage height in the St. Johns River near
Deland
Given the flow rates at this site be denoted )( ii tfx  be the stochastic sequences
of flow rates recorded at time it , then our data set consists of times
n
iitT 1}{  with
ii tt 1 where time is measured in days past January 1
st, 1938. Then we can use
parametric analysis to best-fit the distribution of the flood stage. First, we will fit one of
the three extreme value distributions to the flood rates over time as shown by Figure 79
and estimate the length of time between flood peaks )(LE . Note: there are only 13 flood
events recorded between January 1, 1934 and December 31, 2004, see Table 51. From









Consider the spooled data shown by Figure 79; that is, the line graph of data by
day of year. Figure 79 shows that the flood stages are highest toward the end of the year.
It also shows that the river does not reach a major flood (greater than 5.5 feet).
Figure 79: Line graph (day of year) for stage height in the St. Johns River near Deland










1 26-Jun-34 28-Jun-34 2 27-Jun-34 4.21
2 4-Jul-34 5-Jul-34 1 4-Jul-34 4.24 7.5
3 21-Sep-45 18-Oct-45 27 30-Sep-45 4.99 4,105.5
4 1-Oct-47 14-Nov-47 44 18-Oct-47 5.00 748.5
5 3-Oct-48 3-Nov-48 31 13-Oct-48 5.20 360.5
6 15-Sep-53 17-Nov-53 63 12-Oct-53 6.06 1,825.0
7 29-Mar-60 31-Mar-60 2 29-Mar-60 4.23 2,360.5
8 3-Apr-60 3-Apr-60 - 3-Apr-60 4.20 4.5
9 13-Sep-60 8-Nov-60 56 4-Oct-60 5.83 184.0
10 13-Sep-64 5-Oct-64 22 23-Sep-64 5.01 1,450.0
11 17-Nov-94 7-Dec-94 20 23-Nov-94 4.61 11,018.5
12 17-Sep-01 23-Sep-01 6 19-Sep-01 4.31 2,491.5
13 11-Sep-01 2-Nov-01 52 30-Sep-01 5.23 11.0
Means 25 4.86 2047.25
Table 51: Flood Events in the St. Johns River near Deland
Flood Stage
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5.4 Parametric Statistical Analysis of Flood Stage Heights
First consider the distribution of the various flood stages as illustrated by Figure
80 along with the basic descriptive statistics of the data that we shall analyze. The
distribution of this data is not symmetric; the mean is skewed to the right. That is, the
mean flood stage is greater than the majority (or median) of the probable heights.
Figure 80: Histogram of flood stage height in feet including descriptive statistics.
First, consider the Gumbel distribution, using the described statistical methods we
can estimate the parameters for the Gumbel probability distribution are 86355.0ˆ 
and 769598.0ˆ  .
Second, consider the Weibull probability distribution, using real data, we estimate
using MLE’s we have 54039.0ˆ  , 093473.2ˆ  and 999629.1ˆ  . Both
distributions are accepted at the significance level of 0.01 using standard goodness-of-fit
test: the Kolmogorov-Smirnov, Anderson-Darling and Cramer-von Miser. The goodness-
of-fit can also be seen in the comparison illustrated by Figure 81, the Gumbel probability
distribution (center curve) is a better estimate of the empirical probability (upper curve)
than the Weibull probability distribution (lower curve). However when considering 2 as
























Figure 81: Comparison of empirical cumulative probability with that of the cumulative




Table 52: Test for fit of flood stage height















86355.0expexp)( xxG .  38
Knowing this cumulative probability distribution, we can create confidence
intervals for any specific level of confidence. In example, at the 95% confidence level,
the true mean water height is between -0.14 feet and 3.69 feet. We are 99% confident the
true mean water height is between -0.42 and 4.94. If we consider the 99% confidence
interval, the upper bound is action stage outlined in Figure 77; the Action Stage for the
St. John’s River near Deland is 3.7 feet.
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5.5 Statistically Modeling Flood Stages
Assuming  , the standard deviation of the flow rates, is constant then we can
estimate the mean flow rate f , by developing statistical models and identifying the
contributing variables: duration, flow rate and time of year.
5.5.1 Flood Stage as a Function of Duration
Consider the statistical model outlined by equation  39 , where jd is the
duration of the thj flood event. The data for these variables is given by Table 51. The
analytical form of the statistical model is given by,
jjj dx   10 ,  39
where the coefficients si ' are the weights that drive the estimate of the subject response
(flood stage) and si ' are the random error.
Using real data and least-squares regression, the developed statistical model is
given by equation  39 . This is given that flood conditions are in fact present. The
minimum duration needed to qualify as a flood is three and a half hours. The shortest
duration was 0+ days; setting the flow rate 2.4x , we get 146.0d days, approximately
3.5 hours.
jj dx 026288.019616.4ˆ   40
The developed least-squares regression model explains 91.1% of the variation in
the flood level high. Moreover, the duration of the flood is significant with p-value
<0.0001.
122
5.5.2 Flood Stage as a Function of Flow Rate
Further consider all the recorded flood stages over time with respect to the flow
rate in cubic feet per second. The developed statistical model given by equation  41
relates the flood state at time it denoted ix with respect to the associated flow rate if
where 0 is the mean water height if the flow rate were zero, 1 is the weight that drives
the estimate of the subject response (flood stage) depending on the flow rate of the water.
iii fx   10  41
Using real data and least-squares regression, we develop the statistical model
given by
ii fx
41052238.3229459.0ˆ   42
The developed statistical model used to estimate flow rates explain 72.9% of the
variation in the water height (flood stage). According to this statistical model, if the flow
were stopped, the estimated water level would be less than a fourth of a foot. Moreover,
to reach the flood stage of highest magnitude, the flow rates would have to be upwards of
11272.32 cubic feet per second; this is found by setting 2.4x and solving for the flow
rate f . This is consistent with the mean flow rates given flooding in progress; the mean
flow rate, given the flood stage is at least 4.2 feet is 12069.78 cubic feet per second.
When considering flow rates in general, with and without flooding, the mean is
3036.675 cubic feet per second; the minimum recorded was 3510 cubic feet per second.
Using the developed statistical model, we can estimate a more realistic minimum water
height (stage) is 1.47 when we set the flow rate to the minimum recorded.
5.5.3 Flood Stage as a Function of Both Duration and Flow Rate
















which mean that the duration will be held at zero when the river is not in flood state,
otherwise, the day of the flooding. Then we can extend equation  41 to equation  43
which includes the duration in terms of the day within the flooding period, id , that is,
iiii dfx   210 .  43




 .  44
The estimated coefficients in equation  44 are extremely close to the relationship given
by equation  42 .
Additionally, with two contributing variable, the least-squares regression model
correlation coefficient 2R increases to 73.1%; that is, 73.1% of the variation in the
subject response (flood stage in feet) is explained by the developed statistical model. The
duration within the flood event is found to be significant with p-value < 0.001.
5.5.4 Flood Stage as a Function of Duration, Flood Rate and Time
Another contributing variable is the time of year it (in days), as illustrated by
Figure 79, we see that flooding is more likely to occur in the fall. Using least-squares
regression, we find that the time of year in days should significantly contribute in
explaining the variation in the flood stage. Including this variables given by,
iiiii tdfx   3210 ,  45
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where the coefficients si ' are the weights that drive the estimate of the subject response
(flood stage) and si ' are the random error.


















The least-squares regression model given by equation  46 explains 76.4% of the
variation in the subject response; all variables are found significant with p-value <0.0001;
moreover 22 adjRR  .
If we include a higher order term for time of year, we take into account the
relative curvature in the flow rates as it rises in the summer reaching its peak in the fall
and then returning to the natural flood stage we have the statistical model given by,
iiiiii ttdfx  
2
43210 ,  47
where the coefficients si ' are the weights that drive the estimate of the subject response
(flood stage) and si ' are the random error.
Using real data and least-squares regression, we obtain the statistical model which
estimates the flood stage as a function of flow rate, duration and time of year (order 2),



























x .  48
Using standard hypothesis testing, the second order term for time of year is a
significantly contributing variable with p-value < 0.001. The least-squares regression
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model given by equation  48 implies that the higher flood stage occurs at the end of the
year and that the lowest flood stages occur when 61.0t , sometime during the first day
of the year but does not locate the higher flood stage accurately.
Hence, consider the third degree term for time which allows for both a minimum
and a maximum to be detected is given by,




43210 ,  49
where the coefficients si ' are the weights that drive the estimate of the subject response
(flood stage) and si ' are the random error.
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x , we find that the minimum flood
stage on day 94  43.94t , early May, and a maximum flood stage on day 307
 89.307t , early November. Furthermore, the developed statistical model explains
78.6% of the variation in the flood stage.
5.6 Parametric Analysis and Statistical Modeling to Create Profiles
Given that a flood event occurs, then we have identified the best probability
distribution that characterizes the subject response (flood stage); namely, the Gumbel
distribution given in equation  38 . The conditional probability under the assumption the
average flood stage depends on the duration of the flood event given by equation  40 ,







LET , where yrLE 6.5)(  .
Here, the conditional probability distribution function, )2.4|()(  xxGxF , the in terms






































Extending this formula using the developed statistical model given in equation








Knowing this conditional probability we are able to estimate the return period for a given
flood stage profiled by the floods duration.
Then we have the following return periods illustrated by Figure 82. Consider the
average flood duration, 25 day, according to Figure 82, given the flood endured for 25
days, we would estimate the mean flood height is approximately 4.85 feet and therefore a
major flood (5.5 feet) would be expect to occur every 12.5 years. Whereas, if the flood
only endured for 10 days, the mean flood height is approximately 4.46 feet and therefore
a major flood (5.5 feet) would be expected to occur every 20.8 years.
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Figure 82: The return periods in years of various flood stages depending on the duration
of the flood event.
5.7 Usefulness of the Statistical Model
This type of statistical analysis is useful in understanding the complexity of the
water ways in flood. To be able to estimate and control flooding in the State of Florida is
necessary for mitigating and planning for such events. Moreover, the developed statistical
model used to profile can be updated as new information is gathered, the probable flood
stage that will occur can be estimated enabling officials to create accurate and timely
public warnings.
The statistical model developed in this study, along with the established
probability distribution which characterizes the behavior of the subject response (flood
stage), we are in a position to not only profile various flood events, but estimate the
mean, standard error and confidence interval for a predetermine level of confidence.
5.8 Conclusion
In the present study, we determined that the Gumbel probability distribution best
characterizes the behavior of the subject response (flood stage) in the St. Johns River near















Florida. At this site, a flood is considered major if the flood stage is above 5.5 feet, a
moderate flood is 5 feet, and minimum flood stage is 4.2 feet. The action stage has been
therefore set at 3.7 feet.
Using historical floods records, the mean flood stage is 4.86 feet. On average
these floods endured for 25 days and occurred with a mean interval between floods of 5.6
years. If it were to flood for a period of 75 days, then the flood stage would reach as high
as 7.2 feet and is probable to be seen within a hundred years. The longest duration
recorded was 63 days and the mean was closer to 25 days. Assuming the duration of the
flood was 25 days, we would expect to have flood stages as high as 5.8 to 5.9 every
hundred years.
Duration is a contributing variable to flood stage, that is, the longer the flooding
persist, the higher the relative water height. The flow rate of the water is also a
significantly contributing variable; the faster the water flows, the higher the volume of
water and therefore the higher average height of the water. In addition, the time of year
included up to order 3, estimates that the seasonal low is near the 94 day of the year
(early May) and a seasonal high near the 308 day of the year (early November).
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CHAPTER 6: STATISTICAL ANALYSIS AND MODELING OF RED TIDE
BLOOMS
6.1 Introduction
Red Tide is becoming a hot topic in the State of Florida; killing fish and
negatively affecting tourism in the State. There are many different microorganisms
responsible for red tide release toxins into both the water and air. These neurotoxins can
affect the respiratory and cardiac system, reducing blood flow and slowing down the
heart. Large blooms killing thousands of fish have been documented as early as the
1800s.
In the present study, we begin with available to perform descriptive statistics
which are simple statistics which describe the number of organism within a sample and
established that the data is best analyzed through a logarithmic filter which reduces the
scale and homogenizes the variance. Utilizing historical data gathered sporadically over
the past several decades, we determined that the Weibull probability distribution best
characterize the magnitude of a bloom; that is, the probabilistic behavior of the
logarithmic transformation of the count of the organism Karenia Brevis, the primary
organism found in Red Tide (Duke, Given and Tinoco, 2004).
Secondly, we use inferential statistic to determine regional differences. Next, we
used recursion to estimate logistically – according to the logistic growth model – the rate
at when a bloom grows. That is, estimating the subject response (magnitude of a bloom)
depending on the percent of the total capacity taken up by the current bloom and the
remaining percent of the total capacity available.
Furthermore, we proceed to establish a relationship between nutrient runoff from
the State of Florida and the magnitude of a Red Tide Bloom; that is, we developed a
statistical model of the subject response (magnitude of bloom) as a function of soil
nutrients that wash into the oceans: Sulfate 4SO , Nitrate Ion 3NO and Ammonium
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Ion 4NH ; these minerals are common in fertilizers used in agriculture. The present study
can be extended to include more precise statistical models on the subject response once
consistent concurrent data is gathered; that is, we need to establish a data bank where not
just the organism count and date are recorded but salinity, water temperature, and other
contributing variables on the same temporal scale.
The present analysis is important to the State of Florida on both an environmental
and economical point of view. Accurately estimating the size of a bloom enable us to
accurate post warnings in areas affect by and outbreak, and a better understanding of the
contributing entities that the subject response; namely, the size of a bloom will lead to
understanding of the cause and effect of Red Tide.
In our present study we will address the following questions:
1. Identify the main contributor to Red Tide?
2. What is the probability distribution of the magnitude of an outbreak?
3. What are the regional differences in terms of magnitude of the bloom?
4. What is the relative growth rate of a bloom in terms of magnitude?
5. What are the contributing entities that fuel Red Tide?
6.2 Analysis of the Various Organisms Measured in Red Tide
There are 57 various generalized organisms found in over 56,000 samples taken
over a forty-eight year time spanning, 1954 thru 2002; only thirty-one organisms are
recorded in at least ten samples and twenty-one organisms
are recorded in at least one-hundred samples, Table 53,
includes a general group of “other plankton”. Only ten
organisms found in at least one thousand samples that we are
considering: Karenia (more specifically Karenia Brevis),
Diatom, Other Plankton, Gymnodinium, Dinoflagellates,
Micro-flagellates, Gyrodinium, Ciliates, Gonyaulax, and
Peridinium.
Image: Karenia Brevis
Florida Fish and Wildlife
Conservation Commission
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In the present study, we will concentrate on Karenia Brevis (formerly
Gymnodinium breve). This organism, when present in sufficient numbers (thousands or
millions of cells per milliliter) turn the water red invoking the name Red Tide. Little is
know about Red Tide and its cause and effects. One question to be addressed in this
study is whether Red Tide blooms around the State of Florida are correlated, possibly
with a time delay, to the run-off from the State of Florida. First, we must analyze the
main organism associated with Red Tide: namely Karenia Brevis.
Code Total Count Samples Mean Count per Sample Organism
KARE 8772810000 56272 155900.0924 Karenia (1)
DIAT 152712300 2557 59723.23035 Diatom (2)
OTHE 1043334 2424 430.4183168 Other Plankton (3)
GYMN 108634500 2088 52028.01724 Gymnodinium (4)
DINO 42049600 1883 22331.17366 Dinoflagellates (5)
MICR 3287360000 1865 1762659.517 Micro-flagellates (6)
GYRO 8020570 1791 4478.26354 Gyrodinium (7)
CILI 22979410 1449 15858.80607 Ciliates (8)
GONY 47679000 1445 32995.84775 Gonyaulax (9)
PERI 145862172 1081 134932.629 Peridinium (10)
CERA 7063375 857 8241.97783 Ceratium
PROR 5692300 755 7539.470199 Prorocentrum
NAUP 125476.9 439 285.8243736 Nauplii
OSCI 12907406 348 37090.24713 Oscillatoria
TRIC 688423720 347 1983930.029 Trichodesmium
FLAG 267044 296 902.1756757 Flagellates
BLUE 75459800 268 281566.4179 Blue Green Algae
COPE 42321 201 210.5522388 Copepods
POLY 268663 190 1414.015789 Polykrikos
COCH 7443913 134 55551.58955 Cochlodinium
RHIZ 95.992 114 0.842035088 Rhizosolenia
Table 53: Data compiled by number of times recorded in samplings. Includes total count
over time and mean count per sample as well as the organism and how it these organisms
are coded.
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6.3 Descriptive Statistics for Karenia Brevis
Let )(tc be the concentration of Karenia Brevis at time t , where t is measured in
days since January 1st, 1954. We have a sample of these concentrations; namely,
)( ii tcx  for the various samples taken at various times it . If we consider the raw count
of this data, then there is an extreme skew in the data as shown in Figure 83. Figure 83 is
important because it illustrates that no Karenia Breve is a common condition found in
most of the samples. There are numerous samples with zero count; that is, 0x and
therefore we consider 0x and the natural logarithm of the count (concentration5),
)(ln tc , will be considered to adjust the scale and bring the underlying distribution into
focus. Hence, this study analyzes the conditional probability distribution of the
magnitude of a bloom, given there is a count of Karenia Brevis is greater than zero; that
is, this organism is in fact present, see Figure 84.
Figure 83: Histogram of count of Karenia Brevis sampled over time















Figure 84: Histogram of the natural logarithm of the count of Karenia Brevis
sampled over time, given the count was at least one
Figures 84 give more insight into the true nature of Karenia Brevis, but there are
many times when a single organism is detected. This can be see in Figure 84, there is a
large number of samples with exactly one organize. Hence, consider when there is a
bloom – meaning the count is more than one as shown in Figure 85. In Figure 84, the
sample mean magnitude of Red Tide bloom is calculated as 9.097, whereas in Figure 85,
given that there is a bloom (more than one organism recorded) the sample mean
magnitude of Red Tide bloom is calculated as 10.118. Furthermore, the variance is















Figure 85: Histogram of the natural logarithm of the count of Karenia Brevis sampled
over time, given the count was at least two.
Consider the three subgroups: (a) no organism found (N), (b) exactly one (a
single) organism present (P) and (c) finally, when the organism is in bloom (B). Rarely is
there a single organism present (P); barely 3% of the samples recorded a count of one,
see Table 54. Normally, that is in the majority (approximately 70%) of the samples, there
are not even a single Karenia Brevis present. Only an estimated 27% of the samples
recorded is or contains a bloom; that is, more than one organism. Table 54 below gives





Table 54: Percent by category
When we further consider the count, there is a disparity between the minimum
statistic,   693.0lnmin ii x and the bulk of the remaining values as illustrated by the gap
in the histogram shown by Figure 84. Consider outliers defined by Chebyshev’s
inequality:   2
2
t

















which implies that twenty-one outliers are present, of which only two are extreme highs
leaving nineteen lower level outliers. All nineteen of these extreme outliers are
 4,3,2x whereas the upper outliers are  358000000,197656000x . Empirically,
these outliers constitute approximately 0.14% of the data count in bloom.
Hence, we will redefine the categories: first, NO organism found (N) 0x ,
organisms Present (P), but few, 50  x and finally when the organism is in full bloom
(B) 5x . This redefining does not significantly affect the percentages in each category
as given in Table 55, but does remove the gap in the histogram Figure 85 and illustrated
by Figure 86. Table 55 gives more precise estimates of the percent of the data in the
redefined subgroups. The redefinition of a bloom to be 5x instead of 1x , yields the
descriptive statistics given the chart along with the histogram illustrated by Figure 86.
While these statistics, the mean, the median, the standard deviation and the variance are






Table 55: Percent by category (redefined)
Figure 86: Histogram of the natural logarithm of the count of Karenia Brevis sampled















6.4 Parametric Inferential Analysis
Consider  )ln(ln x for the samples where Karenia Brevis is in full bloom and x
is the concentration of Karenia Brevis in a given sample. This transformation of the data
helps indicates some form of an extreme value distribution. The curvature of the normal
probability plot given in Figure 87 indicates that the Weibull probability distribution
would be a good fit. In fact, that the Weibull probability distribution as shown by Figure
88 is the only distribution at the 0.01 levels that cannot be rejected.
Figure 87: Probability plot of the double natural logarithm of the count of Karenia
Brevis sampled over time, given the count was greater then five.
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Figure 88: Histogram with best-fit distribution for the natural logarithm of the count of
















Magnitude of B oom 5;ln  xxy
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Thus, the existing data designated by x can be best characterized probabilistically
by the Weibull probability distribution function.
6.5 Logarithmic transformation and its properties
The data that characterizes as the organism count in Karenia Brevis have such a
large scale that a logarithmic transformation must first be taken to consider the
probability distribution to be useful. This transformed data will be referred to as the
magnitude of the data; that is, Niix 1ln  which need not be based on the natural logarithm
– this can be adjusted as needed to a general base Niib x 1log  . In this study, we will use
the natural logarithm.
Assuming 1ix , defined  
N
iiy 1 as the magnitude of the original data set, where
ii xy ln . Further, assume this transformed data is best fit by the two-parameter





























 ,  51
where  is the shape parameter and  is the scale parameter,
Then in terms of the original data, the transformed cumulative probability
distribution function is given by equation  52 , which yield the transformed probability
distribution function given by equation  53 . That is, we have

















































lnexp1)( .  52






























which satisfies the condition for the probability density function,






1)( dxxf X .
Proof of Property 1: Since )(yfY is a probability density function such
that 1)(0  yfY for 0y . Using the defined transformation, we have 1)(ln0  xfY






Y ; that is,
1)(0  xf X , for 1x .
Proof of Property 2: This transformed distribution )(xf X is a probability density
function. Since the transformation is continuous
x
xfxf YX





























































































































Unfortunately, solving this system of equations to optimize this likelihood
function is not easily done analytically. However, with the advent of recent technologies
we can accurately obtain estimates of the solution of the above equation using iterative
procedure (Qiao and Tsokos, 1998).




























































Thus, we can use the above expression to obtain estimates of the basic statistics of the
phenomenon of interest.
Let  ytY eEtMGF )( be the moment generating function for the standard two-
parameter Weibull in terms of y . Under the given transformation, the moment
generating function for the transformed probability density function can be expressed into
































6.5.2 Two-Parameter Weibull Probability Distribution Function
Using numerical schemes, we can estimate the two-parameter Weibull. Applying
the MLE yields a scale parameter estimate of 11ˆ  and shape parameter estimate























From the moment generating function,  kn
nnxE  1)(  we can estimate the
sample mean, sample standard deviation, skewness and kurtosis for each of the
probability distribution function and are shown in Table 56.
The three-parameter Weibull probability distribution, which gives a best-fit
probability distribution using MLE yields a threshold 693114.1ˆ  , scale parameter
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395226.9ˆ  , and shape parameter 484966.3ˆ  . This yields the cumulative
























Statistic Estimate 2 Parameter Estimate 3 Parameter
Number of Data 15022 15022
Mean 10.13 10.14




Table 56: Statistics based on the two and three-parameter Weibull
The difference between the two and three-parameter Weibull probability
distributions is insignificant. When considering the simple regress between the empirical
probability distribution and the two and three-parameter Weibull, 99.4% of the variation
in the empirical probability is explained by the estimated two-parameter Weibull
probability distribution whereas 99.5% is explained by the three-parameter Weibull
probability distribution. Both of these probability distributions are accepted at the same
level of significance results are shown in Table 57 below.
Test Statistics p-value
Kolmogorov-Smirnov D 0.0602309 Pr>D <0.001
Cramer-von Miser W-sq 12.5414661 Pr>W-sq <0.001
Anderson-Darling A-sq 71.3164327 Pr>A-sq <0.001
Table 57: Goodness-of-Fit Test for Weibull
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Since these two probability distributions are extremely close in their estimate, we
will invoke the law of parsimony and continue with the two-parameter Weibull
probability distribution function. Thus, we can proceed to estimate, given Karenia
Brevis is present, the probability of exceeding a given count in a given sample as shown
in Figure 89.
In any given sample in which Karenia Brevis is present, as few as 22 organisms
could be present. However, in every ten samples in which Karenia Brevis is present, this
number jumps to 660,000 in count or 4.13ln x . In every hundred samples in which
Karenia Brevis is present, this number jumps again to 7,452,052, which implies that
8.15ln x ; this is an increase of over 11 fold.
Recall, that there were over 56,000 samples taken over a 48-year period, at this
rate up to 1200 samples may be taken in a year. Therefore, consider the return periods
assuming 1200 samples per year, then in any given year a sample could contain upwards
of 41,243,332 count of Karenia Brevis: that is, 5.17ln x . Up to six times what is found
in every hundred samples; therefore consider the return periods for 17ln x ; that
is, 784,824,39x , see Figure 90 and Table 58.

















(Years6) Min Max Min Max
0 to 10 17 18.75 24,154,952 139,002,155
10 to 20 18.755 19.07 139,698,906 191,423,727
20 to 30 19.075 19.25 192,383,243 229,175,810
30 to 40 19.255 19.375 230,324,559 259,690,215
40 to 50 19.38 19.465 260,991,918 284,146,355
50 to 60 19.47 19.545 285,570,645 307,812,072
60 to 70 19.55 19.61 309,354,986 328,484,430
70 to 80 19.615 19.66 330,130,965 345,326,187
80 to 90 19.665 19.71 347,057,142 363,031,439
90 to 100 19.715 19.755 364,851,142 379,741,000
Table 58: Estimations for various return periods
The maximum xln as shown in Table 58 above, a high of magnitude 19.755 or
379,741,000 count in a given sample has an estimated return period of between 90 and
100 years.
6.6 Mixed Probability Distributions
Further study of the histogram, shown by Figure 91, indicates a bimodal behavior
and therefore, a mixture of the two normal probability distributions might yield an even
better fit. The mixture of two normal probability distributions is given by
       21112211 ,|1,|,,,,|  xfxfxg   56








xVxVxV ffg   .
6 Assuming 1200 samples per year
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Hence, we can compute an estimate of the expected value 13.10)()(ˆ  xExEg
and variance 72.2)()(ˆ  xVxVg . First we can estimate one of the peaks by considering
the mode of the magnitudes, 9.6M , which in a normal distribution givens an
indication to the potential first mean and since the second peak is more certain and can be
estimated as 5.12ˆ 2  this will be the initial mean. If we further assume that the sample
standard deviations are the same; that is,  ˆˆˆ 21  , then we can use least squares
regression to estimate the mixing factor,  . That is, consider the mixed model given by
equation  56 where ip is the cumulative empirical probability distribution given by
    ),|(1),|( 2111 iii xFxFp .  57
If we let   1 , the least-squares regression yields 542792.0ˆ  and
73584.0ˆ  . Using these two estimates of the mixing factor we have 542792.0ˆ1 
and 264155.0ˆ 2  , simply take the average of these two estimates results in
4034735.0ˆ  . This estimate in a better fit of the initial data to a mixed probability
distribution with 34.1872  , which is very close to the Weibull probability distribution,
with 36.1862  .
Therefore, we further consider the first estimated mixture factor 4034735.0ˆ 
in conjunction with the relationship given by
  21 ˆ1ˆˆ    58
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to either re-estimate of the lower peak 1 or upper peak 2 . If we fix the upper peak and
re-estimated the lower peak, we have 6.6ˆ1  . This yields a worse fit with 09.225
2
 .
However, if we fix the lower bound and estimate the upper peak, this yields
3.12ˆ 2  and 4764.167
2
 .
By considering various values of  and continuously re-estimating 2 , we can
reduce the chi-squared statistic as shown in Table 59. Furthermore, once we have
established the best sample means that give us the additional adjustment of the sample





ˆ1ˆˆ    59
in order to further reduce the chi-squared statistics, also shown in Table 59.
Note that these estimates for the mixing factor  and the first standard deviation
1ˆ are only accurate to the second decimal, but this reduces the chi-squared statistic
to 293.152  , which indicates a better fit using the mixed statistical model.
This is a significant improvement over both the two and three-parameter Weibull
probability distribution functions with the chi-squared statistics, 2782.302  and
7121.312  , respectively. However, as illustrated in Figure 90, all three of these














Figure 90: Comparison of the best-fit distributions and the empirical probability
distribution
Trial 1 2 1 2 
2

1 6.9 12.5 2.72 2.72 0.4034735 186.359
2 6.9 12.3 2.72 2.72 0.4 167.476
3 6.9 11.5 2.72 2.72 0.3 76.650
4 6.9 10.9 2.72 2.72 0.2 34.596
5 6.9 10.7 2.72 2.72 0.15 26.500

30 6.9 10.5 1.27 2.90 0.11 15.328
31 6.9 10.5 1.26 2.90 0.11 15.318
32 6.9 10.5 1.25 2.90 0.11 15.309
33 6.9 10.5 1.24 2.90 0.11 15.302
34 6.9 10.5 1.23 2.91 0.11 15.298
35 6.9 10.5 1.22 2.91 0.11 15.296
36 6.9 10.5 1.21 2.91 0.11 15.296
37 6.9 10.5 1.20 2.91 0.11 15.298
38 6.9 10.5 1.19 2.91 0.11 15.303
39 6.9 10.5 1.18 2.91 0.11 15.310
40 6.9 10.5 1.17 2.91 0.11 15.320
Table 59: Estimations of parameters and associated chi-squared statistic
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6.7 Regional Analysis
There are hundreds of various latitude and longitude locations recorded, these
points can be used to generate a contour plot of the xln over the various locations given
in Figure 92, but there are two distinct regions where the counts have been in excess of a
half million count of Karenia Brevis. Consider the magnitude of the bloom as defined by
the greatest integer function of the magnitude of a bloom; that is, the least integer below
the value,  )ln(int xm  , shown in the contour plot in Figure 93.
Figure 91: The contour plot of the natural logarithm of the count of Karenia Brevis with
respect to the sampling location (longitude, latitude)
6.7.1 Regional Differences on the East and West Coasts
First, consider the mean of xln for the region above the 26 latitude north;
divided into the natural regions defined by the East and West coasts of Florida,
partitioned at –81.75 longitude west. Testing the hypothesis the mean xln in the East is
the same as the mean xln in the West fails to reject that these means are different with a









of 2.686 and the mean xln for the West coast is 10.155 with a standard deviation of
2.719. There is a disparity in the number of samples taken on the East and West coast of
Florida with sampling counts of 328 and 14088, respectively. However, they are large
enough to accept the fact that the tow regions give the same results.
6.7.2 Regional Differences North and South of Tampa Bay on the West Coast
Secondly, there is an obvious increase in the number of Karenia Brevis recorded
near and within the Tampa Bay. Then a second, small region near Tallahassee with
counts of magnitude 11; however, the large area near and within Tampa Bay shows
counts of magnitudes between 2 and 19. The majority, nearly 80% of the samples is
taken from South of Tampa (latitude 118527  , longitude 741382   ), above 26
latitude north; shown by Figure 92 as SW. How does the samples collected south of
Tampa statistically compare with those samples gathered north of Tampa Bay (NW)?
Figure 92: The scatter plot of sampling locations by defined regions
There is a significant difference between the magnitudes of the blooms North of








in the North is 9.869 with a standard deviation of 2.532 with sample size 2109. The
mean magnitude in the South is 10.206 with a standard deviation of 2.748 with sample
size 11979. With 3049 degrees of freedom and a p-value less than 0.001, there is
significant evidence to show that the magnitude of blooms in the South is somewhat
greater than the magnitude of blooms in the North. This is most likely due to runoff from
Tampa Bay.
6.7.3 Regional Differences Between Tampa Bay and All Other Regions Considered
Tampa Bay is on the west central coast of between 27.5 and 28 latitude, north.
The major source of pollution to Tampa Bay is nitrogen. Nitrogen is the essential plant
nutrient in excess fuel the growth of algae blooms in the bay. More than half the
nitrogen-entering Tampa Bay comes from storm water runoff from urban and residential
areas. This runoff of storm water runs off the land with rainfall, which carries fertilizers
and pesticide residues, and even trash into the four major rivers which feed the Tampa
Bay: the Alafia, Hillsborough, Little Manatee and Manatee Rivers. There is a significant
difference between samples taken near Tampa Bay (see the various magnitudes in Figure
91) and those samples taken further away, denoted as (X)? Those points considered
“near Tampa” are locations (latitude y and longitude x ) such that the quasi-distance7 is
at most one; that is,   1)9697.27(5297.82 22  yx , see Figure 93.
There is a significant increase in magnitude between the region near Tampa Bay
and those measured further away. The mean magnitude in near Tampa is 10.283 with a
standard deviation of 2.871 with sample size 7931. The mean magnitude further away is
9.962 with a standard deviation of 2.533 with sample size 7090. With 15016 degrees of
freedom and a p-value less than 0.001, there is significant evidence to show that the
magnitude of blooms near Tampa Bay is greater than the magnitude of blooms elsewhere.
Again, this is most likely due to storm water runoff.
7 This is not an exact distance since the latitude-longitude location not first converted into Cartesian
coordinates.
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Figure 93: The scatter plot of sampling locations by near Tampa Bay and other regions
6.7.4 Regional Analysis Between the Basins Along the West Coast
There are nine basin regions outlined in the State of Florida see Figure 94. Of
these nine basins, seven touch the west coast; five in fact are attached to the Tampa Bay.
Further, we consider the partition the region by seven bands by partitioning the latitude as
shown by Figure 94, creating 16 regions where samples were taken: NE4, NE5, NE6,
NE7, NW4, NW5, NW6, NW7, SE2, SE3, SE4, SS1, SS2, SW2, SW3 and SW4. The
basic descriptive statistics for these regions are given in Table 60. The lowest mean
magnitude is 6.485 in the south east region (SE2) and highest mean magnitude is 11.733
in the north east region (NE4). The differences between regions can also be seen in the
box plot illustrated in Figure 96. Figure 96 shows, consider the regions counter-
clockwise around the State of Florida, we see that the various regions where there are
larger sample sizes, the variance is smaller than the regions the south west where the








Figure 94: Map of region by District Basins



















Region Count Mean Std Dev
NE4 38 11.733 2.626
NE5 87 10.864 2.501
NE6 43 10.262 2.930
NE7 11 10.344 2.982
NW4 336 9.968 2.679
NW5 158 8.521 2.427
NW6 1291 9.968 2.477
NW7 324 10.028 2.461
SE2 8 6.485 1.764
SE3 124 9.99 2.592
SE4 17 10.563 1.535
SS1 222 8.724 2.692
SS2 384 9.789 2.624
SW2 502 9.952 2.520
SW3 5058 10.095 2.594
SW4 6419 10.313 2.876
Table 60: Descriptive statistics for various regions
Figure 96: Box plot of the magnitudes by region
Figure 96 also shows that there is a significant amount of overlap for the
majority of these regions. However, the region SE2 on the east coast has an
extreme low magnitude of bloom. Using hypothesis testing with the null
hypothesis jiH  :0 versus the alternative that they are different jiaH  :














There are several regions where there is a significant difference between
the samples mean magnitudes, see Table 61. These are the regions with p-value <
0.1. Hypothesis testing also indicates that there is no significant difference in
between the two regions in the upper north west (NW7 and NW6) as well as
between the two regions in the upper north east (NE6 and NE7) .
Comparison p-value %
NW7 NW6 69.8
NW6 NW5 < 0.1
NW5 NW4 < 0.1
NW4 SW4 2.24
SW4 SW3 < 0.1
SW3 SW2 12.4
SW2 SS2 35
SS2 SS1 < 0.1
SS2 SE2 0.128
SS1 SE2 < 0.1
SE2 SE3 < 0.1
SE3 SE4 20.2




Table 61: Comparison of regions and p-value for adjacent regions









What is surprising is that the highest magnitude of bloom is in region 8, this is the
northeast section of the state, see ranking in Table 62. With a mean magnitude of 10.872,
this is approximately 23,000 more organism count than the second highest region, the
Tampa Bay. This might have to do with the fact that there are significantly fewer samples
taken at in the first region; moreover, is the fact that these samples may have been taken
when Red Tide was in full bloom and very few samples were taken.
However, there is significant information to show that one of the highest ranking
regions with respect to magnitude of bloom is the region just south of the Tampa Bay.
Then fourth, the region just south of the first region, which might be an indicator of the
blooms movement and growth. Furthermore, the region with the lowest mean magnitude
only had 16 samples. This is not enough information to measure the magnitude of a
bloom, but this lack of sampling might be due to the fact that no event of Red Tide has
ever been recorded in this region and therefore excluded from the sampling space.
Rank Major Region Count Mean Std Dev
1 8 179 10.872 2.692
2 3 6755 10.296 2.867
3 4 5937 10.067 2.589
4 7 141 10.059 2.492
5 1 1615 9.98 2.473
6 5 222 8.724 2.692
7 2 158 8.521 2.427
8 6 15 6.709 1.781
Table 62: Descriptive statistics for major regions
6.8 Recursion Analysis
The remainder of this study will concentrate on regions 3 and 4 outlined in Figure
99. Comparing samples monthly shown in Table 63, there are two distinct periods of
lulls in the magnitudes of bloom; namely, April, May and June (spring) and November,
December and January (winter). However, in the transitional months of February and
March, and the July thru October (summer), there is a significant increase in the
magnitudes of the blooms. During the two distinct lulls Table 64, the mean magnitudes
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fall at (approximately) or below 10, whereas in during the off months the magnitudes are
on average above 10.
Comparison of Months p-value
1 2 < 0.1
2 3 0.19
3 4 < 0.1
4 5 14.3
5 6 78.1




10 11 < 0.1
11 12 52.1
12 1 28.6
Table 63: Comparison by month and p-value for
consecutive months
Month Count Mean Std Dev
1 991 9.801 2.522
2 969 10.322 2.736
3 872 10.711 2.625
4 659 9.782 2.551
5 587 10.002 2.737
6 440 9.957 2.51
7 431 10.8 2.889
8 904 10.296 2.926
9 1782 10.574 3.178
10 1847 10.316 2.697
11 1773 9.854 2.569
12 1434 9.911 2.463
Table 64: Descriptive statistics by month
In these regions, there has been an increase in the mean magnitudes over time.
However, this increase is better explained by the increasing in the number of samples
taken more than the year in which the samples are taken. In addition, in recent years,
Karenia Brevis being the major organism associated with Red Tide has become a focus
of interest, in and of itself generates a bias. Many of the original data only recorded
Karenia Brevis and the majority of the samples were taken because of the presence of
Red Tide.
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Consider the mean magnitude by day of year and by region. There is a slight
delay, but not greatly resolved on a daily bases. Consider year 1957 for two reasons:
first, there are 116 samples hourly samples taken over a twenty-nine day period at the
same location near a bridge (Gulf Blvd) that separates the Gulf of Mexico and Boca
Ciega Bay shown in the map given in Figure 98. Second, during this same period of time,
November 1957, data was recorded in both regions as shown in Figure 99.
Figure 98: Map of location where data measured hourly.
Figure 99: The scatter plot of sampling locations by major














When these two regions considered over time, compare the mean daily magnitude
in each region, denoted by jx3 and jx4 , respectively, where j is the day in November
1957. Testing the hypothesis that the mean difference is zero; that is, the null hypothesis
is 0:0 dH  versus the alternative hypothesis that they are different, 0: daH  for
jjj xxd 43  . With a p-value of 0.82, we fail to reject that there is a significant
difference between the regions on a daily basis. Even if you consider the differences
between the minimum, median and maximum, there is insignificant evidence to show that
there is a difference between these statistics on a daily basis. Furthermore, for this one
month, there is not significant difference between the mean monthly magnitudes in each
region; this is, in testing the null hypothesis 430 :  H versus the alternative
hypothesis 43:  aH we have a p-value of 0.846. This is contrary to our findings that
over time, there is a significant difference in these means. This is actually true for these
newly defined regions. If we returned to the original, smaller regions defined in Figure
95, these differences may be more prevalent.
Let )(tA and )(tB be the mean daily magnitude in regions 3 and 4, respectively
over time t (day of year.) Consider the delay equation defined by
  )()( tbAatB ,
where  is the time delay in days and  is the random error present in the series. Using
least-squares regression and 10,9,...,9,10  , the most significant time delay between
the two regions is four days. This four-day time delay explains only 52% of the variation
in the magnitude of between the two regions. However, this is the reverse of what was
anticipated; that is, the most significant time delay is statistically modeled by the
following equation,
)4(3697.01717.6)(ˆ  tAtB for 365,...,3,2,1t .  60
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Consider the mean daily magnitudes recorded over the entire time in the two
regions. The ranking of significant time delays show at first a three-hour time delay from
the northern region to the southern region, but the second most significant time delay as
above is a four-day time delay from the southern region to the northern region. These
variations may be due to the ebb and flow of the Gulf Sea. As the lunar cycle affects
tides, we need to check delays up to 28 days.
Extend the delay times to 30,29,...,29,30  ; as before the two most
significant time delays based on the correlation coefficient are a three-hour time delay
from the southern region to the northern region equation  61 and then a four-hour delay
time from the northern region to the southern regions equation  62 .
)3(107.2869.38)(ˆ  tAtB  61
and
)4(805.1749.37)(ˆ  tAtB .  62
Consider the multiple delay effects caused by the sloshing of the open water. We
can generalize the delay equation defined by   )()( tbAatB to
  
j
jj tAbatB )()( . Using this generalize statistical model given in equation
 63 where the sbi ' are the weights that drive the estimate of the subject response (the
magnitude of a bloom in the region B),
 )4()3()( 21 tAbtAbatB .  63
where a and b are the weights that drive the estimate of the subject response and  is
the random error.
Using least-square regression we determine which of the two delays mentioned
previously is more significant. With a p-value of 0.0076, the four-hour time delay from
the northern region to the southern region is more significant than the three-hour delay in
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reverse, which shows a p-value of 0.0547. However, this four-hour delay from the
northern region only explains 3.4% of the variation in the magnitude of the bloom in the
southern region.
We would expect that the time of year would help explain the variations.
Consider the model
 cttbAatB )4()( ,
where a , b , and c are the weights that drive the estimate of the subject response and 
is the random error.
Using the same least-squares regression, both the four-hour delay (p-value =
0.0004) and the day of year (p-value < 0.0001) are significant contributors and explain
10.7% of the variation between the magnitudes of blooms in the two regions. The
majority (7.5%) of the explanation comes from the time of year, however there is an
obvious lull in the summer months Figure 100.
There is probably a trigonometric representation of this oscillation; however, the
simplification is to consider a quadratic term in time. This model explains 28.1% of the
variation in the magnitude of the bloom in the southern region. While a similar model for
the northern regions shows that both terms are significant (p-value < 0.0001), it only
explains 7.2% of the variation in the southern region.














Consider the model with the time delay, time and time squared. This model
explains 29.3% of the variation between the two regions; however, while time and time
squared are significant contributors (p-value < 0.0001), the delay effect found to be
insignificant (p-value 0.2391).
Therefore, the magnitude of the bloom is more dependent on environmental
factors in the Gulf and Atlantic and the conditions that come with the seasons. This
includes previous conditions and time. Consider the model

2)1()( dtcttbBatB ,
where a , b , c and d are the weights that drive the estimate of the subject response and
 is the random error.
This model explains 32.6% of the variation in the southern region. A similar model for
the northern region again finds these various contributing entities significant (p-value <
0.0001) but only explains a small proportion of the variation.







with 4,1A , 1B neither of the time delays from the northern is significant. Only the
day of year (time), time squared and the magnitude of the bloom previously in the region.
Based on the analysis above, the best-fit time and time delay model are given below by
equation  64 and equation  65 for each region respectively. The residuals for the
northern region are more random than the residuals for the southern region. This
indicates that while the model for the northern region explains less of the variation, the
remaining seems dependent on Mother Nature. Whereas the model for the southern
region explains more of the variation, but there are still other factors that contribute to
these phenomena. The statistical models are given by,
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251052516.30130446.0)1(234395.093214.6)(ˆ tttAtA  ,  64
and
24104892.6199236.0)1(185013.0022.22)(ˆ tttBtB  .  65
6.9 Logistic Growth Model
In all the years of data collecting, the most sampled year is 1957 in which 4138
samples were taken; however, 52.3% (2165) of these were taken in only four months
Figure 101. Moreover, approximately 11% (233) of these samplings where taken at the
same location, denoted in blue in Figure 102, are gathered on a consistent temporal scale.
Hence, we will restrict the following analysis to this time and place.















Figure 102: Line graph of magnitude of bloom by location (latitude, longitude)
Few additional samples were taken toward the beginning of the year, but the
count was zero; however, once the outbreak was in full bloom, many samples were taken.
Therefore, unfortunately, we do not have the samples from this site until October. As
illustrated in Figure 105 and Figure 106, once this bloom is present the magnitude
increase quite quickly. However, it is interesting to note that for the data collected on a
consistent basis at a single site Figure 107, there is an oscillation in the mean daily
magnitudes which might be explained by a logistic growth pattern.


























The logistical model defined by a growth constant r , the proportion of space
taken (assuming the maximum capacity is ii xC max and C relatively large) by
 11   nnn PCrPP .
Alternatively, if we define the present proportion as
C
xp nn  where nx is the
daily sample mean magnitude for the thn day, then this logistical model becomes
 11 1   nnn prpp and given as a time series yields
    11)1()( 0 tptrpptp , where ii ptp )( .  66
C 2R Growth Rate r Error 
20 15.43 -3.3277 1.3025
30 67.28 2.6848 -0.2507
40 68.66 1.7204 -0.0679
50 68.72 1.4077 -0.0227
60 68.68 1.2543 -0.0059
70 68.64 1.1635 0.0016
80 68.61 1.1034 0.0052
90 68.58 1.0607 0.0070
100 68.56 1.0288 0.0080
150 68.49 0.9437 0.0082
200 68.45 0.9061 0.0071
1000 68.37 0.8270 0.0017
1E+14 68.35 0.8093 0.0000
Table 65: Correlations given various maximum capacities
The theoretical model we propose, where estimate is given below by equation
 66 with 50C explains 68.72% of the variation in the percent is shown Figure 104.
This is equivalent to saying that the maximum capacity in a liter is a bloom of magnitude
50; or 211018.5  count is plausible.
The developed statistical model is given by
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   0227.011)1(4077.1)(ˆ  tptptp .  67
Figure 104: Line graph of percentages based on daily mean of the data (blue) and the
estimated percentage based on the previous data
Finally, the proposed model given by equation  67 gives good estimates
of the growth as a function of the time and should be used to obtain useful information on
the subject matter.
6.10 Statistical Modeling
Other contributing entities can be included such as ammonium ions, nitrate ions
and sulfate ions.
6.10.1 Ammonium Ion: 4NH
Ammonium hydroxide is a name used to describe the process of mixing an
ammonia and water. Ammonia is the compound NH3, but when dissolved in water, the
ammonia takes a proton from the surrounding water, producing a hydroxide anion and
an ammonium cation NH4, equation  68 . Molecular mass: 18.04 Daltons. Ammonium
ions are a toxic waste product produced by the metabolic system in animals and are
excreted naturally in the environment natural.

















6.10.2 Nitrate Ion: 3NO
Nitrate is a salt of nitric acid; Nitrate ion is a polyatomic anion with molecular
mass of 62.01 Daltons. The two compounds outlined above comprise the chemical
compound ammonium nitrate 34 NONH . Molecular mass: 80.04 Dalton. This larger
compound is common in fertilizer and has been used as an oxidizing agent in explosives.
6.10.3 Sulfate Ion: 24SO
Sulfate is a salt of sulfuric acid; Sulfate ion is a polyatomic anion with molecular
mass of 96.06 Daltons. Let 3,2,1);( itCi be concentrations where t is time (week of
year), let the magnitude of bloom at a given point be modeled by equation  69 and let
j be the time delay between the given point and the sites  7,...,2,1j listed in Table 66
where the measurements were made. There are several assumptions. First that the rate of
each of the concentrates is equal; that is, this model does not take into account the
interaction between constitutes and other organisms and nutrients on its path. Second,
the flow rate through the various soils as they make their way to a water source and into
the open water is also constant. Furthermore, the proposed model is a logistic regression









jiij tCbatM ,  69
where a and the sbij ' are the weights that drive the estimate of the subject response
(magnitude of bloom), )( ji tC  is the concentration of the
thi nutrient with a time
delay of j depending on which of i sites and  is the random error. The site
information is given Table 66.
The time delays ( j ) can be estimated two ways. First, using least-squares
regression, determine significant time delays. Second, using the distance between the
given point and the site jd , and with the assumed constant flow rate which can be
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estimated using wind speed and direction from various buoys in the Gulf and on land, or




FL03 Bradford Forest 10/10/1978 44 29.9747 -82.1981
FL05 Chassahowitzka National Wildlife Refuge 8/27/1996 3 28.7494 -82.5542
FL11 Everglades National Park-Research Center 6/17/1980 2 25.39 -80.36
FL14 Quincy 3/13/1984 60 30.5481 -84.6008
FL23 Sumatra 1/26/1999 14 30.1111 -84.9919
FL41 Verna Well Field 8/25/1983 25 27.38 -82.2839
FL99 Kennedy Space Center 8/2/1983 2 28.5428 -80.6444
Table 66: Location of sites where concentrations are measured
Estimated Time Delay Using Least-Squares Regression
Since all sites were operational in the year 2000 and Karenia Brevis was
significantly sampled that year, we will start with this specific year. During this year, if
we consider the three ammonias measured at the various sites, they are correlated as
expected by the chemistry. Chemical reactions are not accounted for in this preliminary
model, however if we correlate the measure of the concentration of each constituency at
each site with up to a month time delay; recall our temporal scale is weekly, hence,




3NO have a four week time
delay with 518.0r and 516.r , respectively (rank 1 and 3 in significance); however,
2
4SO is also relatively highly correlated with a four week time delay with 362.0r .
Note, this is the most central of the seven stations in Citrus County.




4SO have a three week
time delay with 516.0r , 457.r and 414.0r , respectively (rank 2, 5 and 10
respectively.) For site FL23, only 4NH is found ranked in the top ten, with a three week
delay time, however both 3NO and
2
4SO are correlated with relative high correlation
coefficients, 224.0r and 359.r , respectively.
The site FL99, actually located on the east coast, which is exposed directly to the
open water and ranked in the top ten as correlated to the magnitude of the bloom shows a
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two to three week time delay. This may simply be due to the fact these nutrients are
immediately mixed with the ocean’s water and sloshed back and forth around the State of
Florida whereas the nutrients measured at the other location must move through soils
before reaching the open waters. Two ranking contributors with three and two week time
delay, respectively, are 24SO (with 425.0r , ranked 6
th) and 3NO (with 419.0r ,
ranked 7th).
For the sites FL08 and FL11, both ranked a one week time delay as eight on this
list with 417.0r . This for site FL11 is not surprising since this site is directly on the
east coast as well, but further south and closer to where the majority of the samples were
taken in 2000. However, for site FL14 this is more surprising since this location is inset
north in the pan handle of Florida, north of FL23 which shows a three week time delay.
For site FL03, no significant delay times were found. This is to be expected since
FL03 is located in the heart of Florida and there is more land surrounding this site than
any other site. It may take more than a month for these nutrients to make their way to the
open waters of the Gulf and Atlantic.
Unfortunately there is insufficient data to regress this model for all sites and all
significant time delays, much less interaction between these nutrients. Furthermore, there
is a large temporal scale which does not allow for more precise delay times to be
estimated. Using this model, at most six terms can be considered, but as the 2R rises to
0.756, the 2adjR drops to 0.025. This means no further interpretations can be made
regarding this model without more concurrent data.
For the second method, we need to set a fixed point. First consider the center of
all the samples taken in 2000; this point lies in the middle of the Gulf at 27.69 latitude
(north) and –83.07 longitude (west). Since there is a buoy near Venice Beach, located at
27.07 latitude (north) and –82.45 longitude (west) which has additional information
such as wind direction, wind speed, gust, pressure (hPa), atmospheric temperature, water
temperature and dew point, for the year 2000, we will make this our specified point.
This data is available hourly, however to align our temporal scale, we have to
compile this data weekly. To further compound the problem, there are only seven
months of data recorded at this buoy for the year 2000. This limits the count to 27 data
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points with some weeks missing for the magnitude of the bloom present. There is
significant buoy data for more recent years; however, the data regarding Karenia Brevis
is not available.
Variable Description
)(tTa The atmospheric temperature at the specified point
)(tP The atmospheric pressure (hPa) at the specified point
)(tTd The dew point at the specified point
)(tg The gust experienced at the specified point
)(t The direction of the wind at the specified point
)(tw The speed of the win at the specified point
)(tTw The water temperature at the specified point
jd
The (quasi) distance between the specified point and the site
where nutrients are gathered.
)(tM The mean magnitude of the bloom in the Gulf and Atlantic
)(tCi The measure of concentration for the three nutrient outlined:
Table 67: Variables of Interest
It is important to note that the mean magnitude )(tM can be refined to a specific
region and not just the entire sampling space. Hence, extend this definition to )(, tM kk d
where k is in the octane where the sampling point is found relative to the specified
point, and kd is the distance between the
thk sampling point and the specified point.
However, with the limited amount of data, this extension will not be explored at this time.
Consider the ranking listed in Table 68 of the new contributing variables. Where
one might expect the mean magnitude of a bloom to depend on the water temperature,
this ranks second to the atmospheric temperature. Furthermore, when considered alone,
the atmospheric temperature explains 16.9% of the variation in the magnitude of the
bloom and is relatively significant with a p-value 0.0577; however, when considered with
the water temperature, there is an extremely high correlation between the atmospheric
temperature and the water temperature ( %902 R and %6.892 adjR ) and when both are
considered together in the statistical model, both read as insignificant at the 0.05
significance level. There are not enough data to consider interaction.
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Table 68: Rank of additional contributing variables
When comparing the contributions of the atmospheric temperature and the most
significantly contributing nutrient )4(2 tC , the atmospheric temperature is still relatively
significant with a p-value of 0.0566, whereas the compound 3NO is found to be
insignificant with p-value 0.2160.
6.11 Usefulness of the Statistical Model
The developed statistical model can be used to estimate the magnitude of a Red
Tide bloom. This is important in monitoring the magnitude of a bloom as a function of
time. The estimate of the number of organisms as a function of time can be used for
public safety and advisories. Also, the proposed model and analysis can be easily
updated once more data become available.
Furthermore, having a better understanding of regional differences enables us to
rank the regions and determine where research efforts should be concentrated. In
addition, understanding the time delays between these regions establish preliminary
functions which can be built upon.
6.12 Conclusion
The main contributor to Red Tide is Karenia Brevis. Even with the limited data
available we can determine that the probability distribution of probable bloom magnitude
is best characterization of the subject response (the magnitude of the bloom) is the
Weibull probability distribution. There is no significant difference between the two and
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three-parameter Weibull probability distribution function. Using this information we can
estimate that blooms can reach a high of 139 million organisms per sample every ten
years, but up 2.7 times that every hundred years.
There are regional differences mainly northern and southern differences.
This may be due to the proximity of the rivers and streams to the open water, or the ebb
and flow effect the open oceans have on the Gulf and shore lines surrounding Florida.
There is a correlation between the nutrients released into the soil and surface waters with
some delay effects, but without more data on a more refined time scale, these exact
correlations and delay effects can not be accurately modeled. For a more detailed
analysis, a data bank of periodic data (preferably hourly) of the original response variable
(organism count) and the various contributing entities such as salinity at several fixed
locations needs to be established.
Furthermore, according to recursive analysis, the relative logistic growth rate is
estimated as 1.4. This is based on the assumption that the maximum magnitude within a
sample (capacity) is 50.
Finally, the most significant contributing variable to the magnitude of bloom
appears to be the atmospheric temperature. The atmospheric temperature explains only
16.9% of the variation in the magnitude of the bloom. This lack of explanation might
easily be resolved temporally with a finer time scale and spatially with concurrent data.
Additional variables that need to be incorporated into the outlined model are rainfall,
storm conditions in the Gulf and Atlantic (the presence of a tropical storm or hurricane),
and riverine flow.
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CHAPTER 7: BIVARIATE PROBABILITY DISTRIBUTION OF TEPHRA
FALLOUT
7.1 Introduction
In the present chapter we study the dispersion of ash fall from a volcanic event in
two parts. First, we consider the empirical probability of a given Volcanic Explosivity
Index (VEI); that is, the associated proportion of the volcanic eruptions at Cerro Negro
which are a given VEI: 1, 2 or 3. (Connor, Hill, Winfrey, Franklin, and La Femina, 2001)
Secondly, we will perform parametric inferential analysis on the mass of tephra
measured at 80 sites around where ash fall and was presented by Connor and Hill (1995)
[15]. If there were no external forces other than gravity and all particles were perfect in
shape (round), we would expect the dispersion to be bivariate Gaussian (normal)
probability distribution to characterize the key variable, but with the rotation of the earth
and the resulting wind shear, the distribution is skewed (Genton, Editor, 2004).
Therefore, four variations of the standard bivariate normal are being considered in the
present study. The fit of these probability distributions were compared using 2 and 2R
to determine the best-fit probability distribution and percent of empirical distribution
explained by the statistical model when best characterizes the behavior of the subject
phenomenon.
Establishing the probability distribution of the subject variable (mass in cubic
meters) enables us to estimate the amount of mass that is likely to land in a given
location. This is extremely important in urban development as well as for strategic
planning and risk analysis.
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Photo by William Melson,
Cerro Negro 1968
Smithsonian Institution
In our present study we will address the following questions:
1. Identify the volcano addressed and why.
2. What is the probable VEI in a volcanic event?
3. What is the probability distribution of tephra, combined and by grain size?
4. What is the best-fit bivariate probability distribution?
The volcano of interest in this study is Cerro Negro, Nicaragua. Located at 12.5N
and 86.7W, this volcano has an elevation of 2214 feet (675 meters) and a summit of 2388
feet (728 meters). Since its birth in 1850, there
have been approximately 24 eruptions; the last
eruption was in 1999. At 155 years, this is the
youngest of Central America’s volcanoes in the
Maribios Volcanic range.
There are many uncertain data from the
dates of eruptions to the magnitude of the
eruptions. Searching Cerro Negro, Nicaragua,
there are many sites, which offer information on
volcanoes. The Global Volcanism Program,
maintained by the Smithsonian Institution, has
posted information on the duration of eruptions,
the volcano explosivity index (VEI), column
height, the tephra fallout, the lava volume and the
source area, see Table 69. Additional information
gleaned from other sources such as Estimation of
Volcanic Hazards from Tephra Fallout, (Connor, Hill, Winfrey, Franklin and La Femina,
2001).
Table 69 gives the eruptions data for Cerro Negro including the year the volcanic
event occurred, the approximate duration of the event, the cumulative volume (cubic
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meters), the approximate fall volume for the given event (cubic meters), the tephra


















1850 10 to 44 1 to 2 6.0E+06 4.3E+05 6.5E+05 5.4E+06 Formation
1867 16 2 1.0E+07 7.4E+06 8.6E+06 3.0E+03 NE/SW
1899 7 to 8 1 to 2 1.1E+07 1.7E+06
1914 6 to 6 2 1.2E+07 2.8E+06 2.8E+06
1919 10 0 to 2 1.2E+07
1923 49 2 to 3 3.9E+07 1.7E+07 3.6E+07 1.0E+07 2.0E+03
Summit
N Ridge
1929 19 0 to 2 3.9E+07 1.0E+05
1947 13 to 24 3 to 3 5.1E+07 2.3E+07 3.1E+07 3.8E+06 6.0E+03
Summit
N Flank
1948 1 0 to 2 5.1E+07
1949 1 0 to 2 5.1E+07
1950 26 2 to 3 6.8E+07 2.8E+06 3.8E+07 1.0E+05 1.5E+04
1954 1 0 to 2 6.8E+07
1957 20 2 7.4E+07 2.8E+06 2.8E+06 4.5E+06 2.0E+03
Summit
East Flank
1960 89 1 to 3 9.5E+07 1.1E+06 3.4E+07 5.2E+06 1.0E+03
Summit
South Flank
1961 1 0 to 2 9.5E+07 NE Flank
1962 2 1 9.6E+07
1963 1 0 to 1 9.6E+07
1964 0 2 9.6E+07
1968 48 2 to 3 1.2E+08 9.7E+06 2.7E+07 6.9E+06 2.0E+03
Summit
South Flank
1969 10 0 to 1 1.2E+08
1971 10.6 to 11 3 1.4E+08 3.0E+07 5.8E+07 5.0E+03
Summit
East Flank
1992 3.6 to 5 3 1.5E+08 2.3E+07 2.6E+07 5.0E+03
1995 79 to 191 1 to 2 1.5E+08 5.8E+06 3.7E+06 2.3E+03
1995 13 to 15 2 1.6E+08 2.8E+06
1999 2 to 3 1 to 2 1.6E+08 8.4E+05 1.0E+06 6.0E+05 1.0E+03 South Flank
Table 69: Eruption data for Cerro Negro
7.2 Analysis of Volcanic Explosivity Index of Cerro Negro, Nigeria
Consider the VEI for the volcanic eruptions at Cerro Negro, Nigeria. There are
several capricious data sources, see Figure 105 and Figure 106. Figure 115 shows VEI of
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0, 1, or 2 (Smithsonian) whereas the Figure 106 shows VEI of 0, 1, 2, 2.5, 3 (Connor and
Hill). One source has a VEI of zero when there is little appreciable tephra fallout, no
column height and no or little lava flow, while other sources have VEI of 1, for the same
eruption. Such as the eruption in 1995, one source states there was an eruption which
lasted 79 days, but shows a VEI of 0, and for that same year an eruption which lasted
only 13 days expelled a significant amount of volume with a VEI of 1. Whereas,
according to the Smithsonian and historical data the eruption that occurred in 1995 show
a VEI of 2.
While the two sources, (Smithsonian) and (Connor, Hill, Winfrey, Franklin and
La Femina, 2001), are different; however, they are highly correlated with an estimate of
the correlation coefficient, %8.712 R . Compare the VEI from the two sources, Table
70. The second source has several zeros whereas the first source only has record of one
or higher. That is, the first source states all eruptions have index at least one. If we
consider the proportions associated with the various levels of VEI, we see that the second
source indicates that 35% of all eruptions are insignificant with a VEI of 0, and a VEI of
1 or 2 is equally likely at 26%, but that a VEI of 3 is likely to occur 13% of the time.
More realistically, the first source indicates that a VEI of two is most likely at 61% of the
eruptions. Whereas a VEI of three is the second most likely magnitude of eruption at
30% and a VEI of one occurs the remaining 9% of the time. Note, both sources indicate
that there has never been an eruptions with VEI of four or five; this powerful eruption has
not occurred at Cerro Negro, yet.
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Figure 105: Line graph of VEI
over the years (first source)
Figure 106: Line graph of VEI
over the years (second source)
VEI Frequency (1) Frequency (2) Probability (1) Probability (2)
0 0 8 0% 35%
1 2 6 9% 26%
2 14 6 61% 26%
3 7 3 30% 13%
4 0 0 0% 0%
5 0 0 0% 0%
Table 70: Frequencies and proportions for the two data sources
Under the assumption, the first source is more realistic we will proceed with the
analysis of the remaining variables; namely, the direction of the deposit, and the
thickness of the deposit.
7.3 Trend Analysis
Consider the cumulative volumes in cubic-meters of volcanic fallout. Throughout
time, volcanic eruptions of magnitude 3 are commonly followed by eruptions of
magnitude two or one. Let  )()( tVEIntx ii  be the cumulative frequencies for each of
the three main magnitudes, 3,2,1i , shown in Figure 108, are the overall cumulative
























tp ii  ,
for 3,2,1i as illustrated in Figure 109.
Figure 109 show the convergence of the percentage of given VEI over time; that
is, approximate 9% of volcanic eruptions at Cerro Negro have VEI of 1, 61% of volcanic
eruptions at Cerro Negro have VEI of 2, and approximately 30% of volcanic eruptions at
Cerro Negro have VEI of 3.
















Figure 108: Line graph of cumulative
frequencies
Figure 109: Line graph of percentages
over time (probabilities)
We see that there are two large gaps in the line graphs given by Figures 108 and
Figure 109, the first gap appears between 1867 and 1899 (32 years) and between 1971
and 1992 (21 years); but on the average, there is an eruption every 6.2 years. In addition,
the first few eruptions after this twenty-plus year lull where one of magnitude 3 and then
two eruptions of magnitude 2 over a seven year period. In fact, over half of the
differences indicate an eruption every 3 years. However, there was a time that this
volcano lay dormant for three decades. This study will not address the probability that
there is an event in a given year, but the conditional hazard that relates to the probabilities
that a given event has a specified magnitude and where, relative to the main vent of the
volcano, the probability that the tephra will fall in a specified direction.
7.4 Direction of Deposition: Conic Sections
Data collected at Cerro Negro by the University of South Florida’s Geology
department, the mass of tephra by grain size that can be used to analyze the probability
distribution of tephra fallout. With the main vent of the volcano set as the origin,





















The majority of the tephra fallout is in the sixth sector as shown in Figure 110. As
given in Table 71, 81% of the mass falls to the south-southwest of the volcano. Also, all
mass falls south of the main vent and very little (11%) falls southeast. The differences
between the locations where the data is collected and the where tephra falls should be
minimal; that is, the data is assumed to be gathered at random (systematically) selected to
represent all locations where tephra falls. Figure 110 illustrates that the probability
distribution of the given data is not best characterized by the symmetric bivariate normal
probability distribution.


















Table 71: Data by direction (eight sectors)
Further refine this directional partition into twenty-four conical sectors shown by











s . This refined partition shows that while on 3.8% of the
samples are taken near the main vent of the volcano, 20.7% of the mass fall in this
direction. The more refined the sectors, the more normal the distribution appears as
shown in Table 72.









Sector Count Probability Cone Mean Mass Probability Mass in Cone
13 1 1.3% 282.418 8.7%
14 2 2.5% 220.426 6.8%
15 3 3.8% 380.958 11.7%
16 9 11.4% 358.461 11.0%
17 29 36.7% 457.632 14.0%
18 26 32.9% 333.708 10.2%
19 5 6.3% 436.064 13.4%
20 3 3.8% 674.304 20.7%
21 1 1.3% 116.635 3.6%
Table 72: Data by direction (twenty-four sectors)
This analysis shows that the data is not Gaussian; the dispersion of the tephra is
not symmetrically with respect to the center of the main vent. This analysis also shows
that even if the standard (non-correlated) bivariate normal is assumed, the data must
either be rotated to a primary and secondary axis or used the general (correlated) bivariate
normal.
7.5 Radial Analysis
Let the location of the main vent be the center of our volcanic eruption.
Assuming the converted latitude and longitude denoted in meters (northing and easting,
Universal in a Transverse Mercator coordinate), and then we can compute the distance
from this center marker as well as the angle. That is, the distance
   
22
cicii yyxxd 
between  ii yx , is the location of the
thi sample and  cc yx , is the location of the main
















yy1tan is off due east. Then we can best
analyze the distance and angle independently.
181
Consider the histogram of the distances sampled as shown by Figure 112 along
with the basic statistics that describe the data. More samples were taken closer to the
main vent, and fewer were taken more than 10,000 meters from the main vent, but all in
all the number of samples are uniform. Percentages for distance (with thirty contours) are
given in Table 73, but more interesting, the mass measured at these various distances
illustrated by Figure 112. Also in the table that follows, in addition to the distance
contour, it shows the count, present by distance, sample mean of the mass present and the
percent of mass at each distance. The basic descriptive statistics are also given by the
accompanying table.






















1 1 1.3% 850.883 7.7%
3 2 2.5% 294.861 2.7%
4 4 5.1% 904.855 8.2%
5 4 5.1% 481.218 4.3%
6 2 2.5% 1111.812 10.0%
7 4 5.1% 348.172 3.1%
8 2 2.5% 1132.425 10.2%
9 2 2.5% 404.726 3.7%
10 4 5.1% 633.359 5.7%
11 2 2.5% 639.388 5.8%
12 4 5.1% 508.198 4.6%
13 2 2.5% 385.726 3.5%
14 5 6.3% 390.416 3.5%
15 3 3.8% 384.823 3.5%
16 3 3.8% 326.406 2.9%
17 3 3.8% 271.232 2.4%
18 3 3.8% 277.526 2.5%
19 3 3.8% 274.951 2.5%
20 4 5.1% 198.025 1.8%
21 2 2.5% 244.189 2.2%
22 4 5.1% 177.359 1.6%
23 3 3.8% 198.457 1.8%
24 3 3.8% 153.463 1.4%
25 2 2.5% 92.025 0.8%
26 4 5.1% 212.001 1.9%
27 3 3.8% 123.487 1.1%
30 1 1.3% 62.848 0.6%
Table 73: Mass by distance
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Figure 113: Scatter plot of mass 2/ mkg and distance from the center (main vent)
Furthermore, consider the distribution of the angle i , samples appear to be
normally distribution as illustrated by Figure 114 with a mean of 252.3 off due east with
a standard deviation of 47.1; however, this is simply the sampling distribution.
However, as Figure 115 illustrates the distribution of mass is also centered about this
angle as well. The basic descriptive statistics are also given by the accompanying table.





















Figure 115: Scatter plot of mass 2/ mkg and angle off due east
Further analysis of the mass by angle indicates that the distribution of the angle of
fallout is not normally distributed. The normal plot and box plot given by Figure 116 and
Figure 117, respectively, indicate that the data is more uniformly distributed near the
central angle determined by the rotation of the earth and the direction of the wind near the
main vent. All other directions are outliers as illustrated in the box plot given by Figure
116, where an outlier is any point which falls further than three sample standard deviation
from the mean. These angles of trajectory would be uniformly distributed in over all
360°; this is due to the fact that without the external forces (and assuming perfectly









Figure 116: Normal probability plot for
direction of fallout













7.6 Particle Size Probability Distribution
These eruptions produced an ash-rich column extending 2 kilometers. Here we
see the smallest particles of ash falling away from the mushrooming column as well as
vibrator dust whereas the majority of the particles form a more liquidous buoyant state.
In general, strombolian eruptions are characterized by the sporadic explosion or
spewing forth basaltic lava from a single vent or crater. Each event is caused by the
release of volcanic gases, and they typically occur periodically - sometimes with an
appearance patterns and others more randomly. The lava fragments generally consist of
partially molten volcanic bombs that become rounded as they fly through the air.
These particles were gathered and sifted into sixteen different particle sizes phi,
d2log where d is the particle diameter measured in millimeter. The ranges in
























Table 74: Mass by diameter and size
Consider when the mass is plotted first versus diameter as shown by Figure 118
and then versus phi shown by Figure 119. Furthermore, consider the probability
distribution of the diameter and phi using mass as the frequency.
186
Figure 118: Scatter plot of mass
 2/ mkg by diameter d
Figure 119: Scatter plot of mass
 2/ mkg by size d2log
Phi does demonstrate a more normal probability distribution, but does not
compensate for the distributions in the tail. The best-fit probability distribution is the
Log-Normal probability distribution, see Table 75 below; however, many volcanologists
use the normal probability distribution which will give misleading results.
Test: Diameter (Phi) Normal Lognormal Exponential Weibull
Kolmogorov-Smirnov <0.010 <0.001 <0.001 <0.010 (<0.001)
Cramer Von Miser <0.005 <0.001 <0.001 <0.005 (<0.001)
Anderson Darling <0.005 <0.001 <0.001 <0.005 (<0.001)
Table 75: Test for best-fit distribution










where  is the set of particle sizes defined by d2log with d being the diameter









percentage particle size at each given location back to comparable mass unit. The
manipulated data is accurate up to %2 of the actual recorded percent mass.























f ,  69
where

 is the expected value (true mean) of the size  and

 is the associated
standard deviation, where the recorded mass is the frequency. It may be necessary to
include a separate weighing system to break the mass into frequency or count of number
of particles of a given size in a given mass. To consider this interpretation – given the
number of particles, the probability that a given particle is of a given size – would require
estimations on the mass of particles of a given diameter size. Here we have the




















and that of d given by




















































dFD .  71





which is the probability distribution function of the mass by particle size (diameter of
tephra.)
7.7 Statistical Modeling of Tephra Fallout
Consider the three variables, mass, distance and angle associate with tephra
fallout. Let the mass of the tephra at a given location be denoted by m , then we can
consider the linear statistical model given by
  210 dm ,  72
where the si ' are the weights that drive the estimate of the subject response and  is
the random error.
Statistically, we find that only the distance away from the main vent is significant
as contributing variables with p-value <0.0001 explaining 36.5% of the variation in the
amount of mass recorded at a given location. The direction in which the mass of tephra
found is dependent on the wind, but does not significantly contribute to the dispersion of
the mass. Thus, an acceptable estimate of the statistical model given by equation  72 is,
dm 0613542.0368.810ˆ  .  73
That is, the response variable only depends on distance from main vent. Also, turning














md ,  74
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where the si ' are the weights that drive the estimate of the subject response and  is
the random error.
The developed statistical model explains 52.7% of the variation in the distance,
but no one particle size was found to be significant. This model is important when
considering that most advection equation assume that the location where tephra is
expected to fall depends on particle size. However, the present study shows that the
location, at least in terms of distance, does not depend on particle size.
7.8 Bivariate Distribution
Consider the mass m over the northing distance y and easting distance x shown
by Figure 120. We see that the majority of the mass falls near the main vent and
depending on the direction the wind is blown from the volcano. This wind direction can
be measured, then the major and minor axis can be rotated off of the north and east at the
required angle, after which a simple non-correlated bivariate Normal distribution can be
used; however, there are many contributing factors and the wind is not the only
determining factor.
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Figure 120: Scatter plot of mass  2/ mkg











































 yx , .
Notice the function estimates given by the above probability distribution are an a












where  is the percent of the mass collected; that is, if the total fallout mass expelled by






 is the percent of the total mass measured in the
sample.
However, even with different scales, we see as shown by Figure 121(a), the
distribution of the data collected is skewed toward the volcano’s main vent; whereas, as
shown by Figure 121(b) and 121(c), the non-correlated and the correlated bivariate
Gaussian are symmetrical.
121(a) Empirical 121(b) 0.0xy 121(c) 504.0xy (dependent)
Figure 121: Empirical probability distribution for the given northern and eastern
coordinates
When comparing the empirical probability distribution with that of the general
non-correlated bivariate Gaussian probability distribution and the correlated bivariate
Gaussian probability distributions, neither account for the skewness of the data’s
distribution toward the volcano’s main vent. Compare the contour plots for the non-
correlated bivariate Gaussian probability distribution and the correlated bivariate
Gaussian probability distribution as shown by Figure 122(a) and 122(b), respectively.
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122(a) 0.0xy 122(b) 53.0xy
Figure 122: Non-correlated and correlated bivariate Gaussian distribution
In the non-correlated bivariate, the wind shear effect is not present; that is,
assuming that the directions are independent. A common practice to compensate for this
is to use the initially defined advection diffusion equations under the assumption that
each layer in the atmosphere moves collectively and fall in a normally distribution piles
when considered by grain size; that is, the assumption is that the fallout is symmetrical to
a center point and not skewed toward the main vent. This “kernel”-like approach need not
directly account for the wind shear, but moreover does not account for the skewness of
the fallout toward the main vent of the volcano.
Furthermore, while the correlated bivariate Gaussian does address the issue of
orientation without any intermediate transformations, it does not address the skewness of
the data toward the main vent as illustrate by Figure 123(a). Therefore, either we need to
sift (profile) the data according to particle size in an attempt to justify the general
bivariate Gaussian probability distribution function or test the goodness-of-fit of a
skewed probability distribution such as some form continued within the generalized
extreme value distribution (GEVD); (the Weibull, the Gumbel, the Frechet or the Pareto)
or the skewed Normal distribution.
Furthermore, the categorization of the tephra fallout by particle size defined
by )ln(d , where d is the diameter of the tephra, is normalized by the scale and
homogenized the variance. For the majority of the particle sizes, the distribution is
skewed toward the main vent of the volcano, but as the particle's size becomes smaller,
indicated by the large values of phi, the distribution losses its center of concentration and
becomes more variegated. Therefore, it is possible for the larger particle sizes to be
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combined and characterized by the same parametric distribution, whereas non-parametric
techniques may need to be for the smaller particle size.
123(a) phi –4 123(b) phi –3.5 123(c) phi –3
123(d) phi –2.5 123(e) phi –2.0 123(f) phi –1.5
123(g) phi –1.0 123(h) phi –0.5 123(i) phi 0.0
123(g) phi 0.5 123(h) phi 1.0 123(i) phi 1.5
123(j) phi 2.0 123(k) phi 2.5 123(l) phi3.0
Figure 123: Tephra fallout by particle size
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The general empirical distributions for the majority of the larger particle sizes are
very similar in skewness and dispersion to the distribution of the combined information.
The smaller particle size, the more uniform the distribution, yet the dispersed is in the
same general region as the large particle sizes. Hence, the overall correlated bivariate
probability distribution can be applied to the total mass and not by particle size to
approximate the best probabilistic behavior of the subject phenomenon (location of
fallout) using one of the three forms of the bivariate normal distribution: the rotated non-
correlated normal probability distribution, the non-rotated correlated normal probability
distribution and the rotated (independent) skew normal probability distribution.
For the data gathered at Cerro Negro, the correlation coefficient between the
northing and easting distances is 508.0ˆ xy using data location in listed form and the
estimate of the correlation coefficient 5378.0ˆ xy , using the associated mass as
weights.
The sample mean north coordinate is 525944ˆ x ( 527329ˆ x ) and sample
mean east coordinate is 1380440ˆ y ( 1380896ˆ y ), with sample standard deviations
of 3222ˆ x ( 3.2751ˆ x ) and 1720ˆ y ( 5.1416ˆ y ). Compare the north-south
and the east-west cross-section of the empirical data versus the correlated bivariate
normal distribution as shown by Figures 123 thru 126; these figures illustrate that there
the standard bivariate normal is not the best-fit distribution. There is skewness in the data
is not simulated by a symmetric normal bivariate distribution; this appears as a lean in the
data as illustrate by Figure 123. However, the empirical probability distribution shown in
Figure 125 is better characterized by the normal probability distribution shown in Figure
126.
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Furthermore, consider the three-dimensional plot of the empirical probability
distribution and the correlated bivariate normal distribution with respect to the map of
distance north by distance east shown by Figure 128 and Figure 139, respectively. This
further illustrates that the contour plots shown by Figure 130 and Figure 121, respectively.
In these contour plots, the lines represent x (true horizontal mean) and y (true vertical





























Figure 124: Scatter plot for the empirical
probability distribution and distance north
Figure 125: Scatter plot for the
correlated bivariate normal distribution and
distance north
Figure 126: Scatter plot for the empirical
probability distribution and distance east
Figure 127: Scatter plot for the correlated
bivariate normal distribution and distance east
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Figure 128: Three-dimensional scatter plot of the empirical probability distribution over
the underlying distance north and distance east.
Figure 129: Three-dimensional scatter plot of the correlated bivariate normal distribution
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Figure 130: Three-dimensional scatter plot of the empirical probability distribution over
the underlying distance north and distance east.
Figure 131: Three-dimensional scatter plot of the correlated bivariate normal distribution
over the underlying distance north and distance east.
7.9 Comparison of Four Forms of the Bivariate Normal Probability Distribution
Recall that we defined the distance    22 cicii yyxxd  between  ii yx ,


















yy1tan , off due east. We can therefore transform the northern and
eastern directions into a centralized Cartesian plane by consider the transformed data
cii xxx : and cii yyy : then in cis notation, we have iiii dyxr 
22 which
corresponding radians given by i . To rotate this data to a primary and secondary axis
where there is minimum or no correlation, we can rotate the data by a given angle  by
defining )cos(   iii rx and )sin(   iii ry . We can estimate the necessary value
of  by considering the regressed slope between x and y set equal to zero. Accurate
to the first decimal we have 8.18ˆ  which shows an associated slope of 000357.0m
and simple correlation of 000801.0r . Scatter plots of these two coordinate systems are
as shown by Figure 132 and Figure 133.
Figure 132: Scatter plot of original data Figure 133: Scatter plot of the rotated data
However, even with this rotation the mass is skewed and the majority of the
tephra fall more in one direction than in any other, namely the direction in which the
wind is blowing.
To compare these statistical models to the empirical distribution, consider the
unitized probability distribution. Recall, the sample sets consist is
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 80,...,2,1:),(  iyx ii and the empirical probability at given location is defined in












yxPp . Then, we can compute
the best-fit correlated bivariate normal probability distribution for the transformed data














yxf . Similarly, we can compute the best-fit non-
















yxg . Then we can determine which distribution yields
the best-fit.
Since x and y are independent, then )()(),( yfxfyxf YX   , where
     yxyx ,|, ,  XxxX  | and  YyyY  | . In this rotated
coordinate systems, the distribution of the minor axis is normally distributed; that is,
 2,~ yyNy   . However, the distribution of the major axis is skewed; that is the
variable x is better described by the skewed distribution given by equation  7.7 where
)(xg is the standard normal probability distribution function with parameters x and
2
x . The skewed probability distribution function is given by
     xGxgxf X  2 ,  75
where G is the cumulative normal probability distribution function,  is the skewing
factor and x is the rotated coordinate defined above.
Thus, we have four probability distributions to consider: the transformed non-
correlated bivariate normal (TNCN), the transformed correlated bivariate normal (TCN),
the transformed rotated non-correlated bivariate distribution (TRNCN) and finally, the
(independent) skewed transformed rotated non-correlated bivariate normal (STRNCN).
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To determine which of the four probability distribution best-fits the data, we





















 , we can improve the fit of
the distribution by letting 23.5ˆ  , this skewness yields a significant decrease in the 2 .
According to this statistic, the transformed correlated bivariate normal is the best-fit. Let
2
0 represent the minimum measured
2
 , then the larger such statistics are given as a
multiple of this minimum statistic, see Table 76. Furthermore, with the adjusted
statistics, 2adj we have that the first two probability distributions (statistical models), the
TNCN and the TCN are very similar, but the STRNCN shows a vast improvement over
all the remaining statistical models. Therefore, we can also consider the correlation
between ip and if for the given probability distribution function, respectively. We
compare these probability estimates given by Figures 134 thru 137.
This again indicates that the STRNCN explains more variation in the empirical
probability distribution than the other statistical models with %3.392 R ; however when
we consider the simple correlation between ip and ifˆ for the given probability
distribution function, respectively – the TRNCN is the most explanatory. Note: all data
consider in its transposed form with graph given by Figure 134 thru 137 in the coordinate
system  yx, .
In Figures 134 thru 137, are on different scales; where the empirical probability in
Figure 149 sum to one, the estimated probabilities in Figures 135 thru 137 are based on
the bivariate distribution which is only a small portion of the total probability as stated
previously.
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Statistic  yx, TNCN TCN
 -2964.3 -637.82 -2964.29 -637.82
2
 2751.46 1416.3 2751.46 1416.27
 0 0.5378







Statistic  yx , TRNCN STRNCN
 -3196.3 396.23 -3196.34 396.23
2
 2760.22 1137.5 2760.22 1137.48
 0.000 0.000
2R 17% (58.9%) 39.30% (45.1%)
2







































































































Figure 138: Contour plot for the estimated rotated non-correlated skewed bivariate
normal distribution (assuming independence).
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7.10 Usefulness
This type of analysis is extremely important on both a global scale as well as on a
local scale. Global impacts are not just the possibility of ash in the area, but also the
placement of such things as nuclear power plants and biohazard facilities. On a local
scale, there are urban planning for economic growth, and more importantly evacuation
planning in case of a volcanic eruption. Unfortunately, this is not an exact science. In
2001, volcanologists stated with 95% confidence, that Cerro Negro would erupt again
before 2005, but this has not yet come into fruition and it is over a year past this forecast
(Connor, Hill, Winfrey, Franklin and La Femina, 2001).. Does this mean we are over
due, and how does this additional time affect the probable magnitude (VEI) of the next
volcanic eruption? Consider the trend over time.
7.11 Conclusion
The volcano data analyzed in this study was obtained from Cerro Negro, Nigeria.
We have 80 sample sites from which the tephra was measured in terms of mass and
sieved down into mass by particle size. The most probable VEI for Cerro Negro is 2.
In terms of grain size, the probability distributions are the same for larger particle
size; the skewed bivariate normal. Whereas as the smaller the particle size the more
uniform the distribution. The majority of the particles, however, are large enough to
consider these masses combined.
To determine the bivariate probability distribution which best characterizes the
subject response (location of ash fall), four probability distributions are tested for
goodness-of-fit: the transformed non-correlated bivariate normal probability distribution
(TNCN), the transformed correlated bivariate normal probability (TCN), the transformed
rotated non-correlated bivariate normal probability distribution (TRNCN) and finally, the
(independent) skewed transformed rotated non-correlated bivariate normal probability
distribution (STRNCN). While both the rotated non-correlated bivariate normal
probability distribution and the correlated bivariate normal probability distribution the fit
is extremely tight, when measuring the goodness-of-fit using the chi-square statistics, 2
indicates that the correlated bivariate normal probability distribution best characterizes
the distribution of tephra. However, 2R indicates that the distribution fit to the data by
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first rotating the data to a primary axis and the non-correlated bivariate normal
probability distribution used. Thus, neither of these probability distributions account for
the skewness in the data. According the third way to determine the best-fit, 2adj
indicates that the skewed transposed (transformed by center to the main vent of the
volcano) rotated (based on removing the correlation between northern and eastern
direction) non-corrected (made to be independent) bivariate normal probability
distribution best characterizes the behavior of the subject phenomenon. The TCN
explains an estimated 35.2% to 54.6% of the variation in the empirical distribution; these
values correspond to the correlation coefficient 2R , first between if and ip , and second
between ifˆ and ip . The TRNCN explains an estimated 17% to 58.9% of the variation in
the empirical distribution and the STRNCN explains an estimated 39.3% to 45.1% of the
variation in the empirical distribution.
Knowing the bivariate probability distribution which best characterize the
behavior of the subject phenomenon (location of ash fall) is extremely important to urban
planning, strategic planning and risk analysis.
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