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Abstract
We introduce a real-valued measure mL on non-Archimedean ordered fields
(F,<) that extend the field of real numbers (R,<). The definition of mL is in-
spired by the Loeb measures of hyperreal fields in the framework of Robinson’s
analysis with infinitesimals. The real-valued measure mL turns out to be general
enough to obtain a canonical measurable representative in F for every Lebesgue
measurable subset of R, moreover the measure of the two sets is equal. In addi-
tion, mL it is more expressive than a class of non-Archimedean uniform measures.
We focus on the properties of the real-valued measure in the case where F=R, the
Levi-Civita field. In particular, we comparemL with the uniform non-Archimedean
measure over R developed by Shamseddine and Berz, and we prove that the first
is infinitesimally close to the second, whenever the latter is defined. We also de-
fine a real-valued integral for functions on the Levi-Civita field, and we prove that
every real continuous function has an integrable representative in R. Recall that
this result is false for the current non-Archimedean integration over R. The pa-
per concludes with a discussion on the representation of the Dirac distribution by
pointwise functions on non-Archimedean domains.
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1 Introduction
Measure theory on non-Archimedean fields, in particular non-Archimedean extensions
of R (and not e.g. fields of p-adic numbers) holds the promise to be relevant for many
applications. An example is the mathematical description of physical phenomena, for
instance through the representation of distributions and Young measures as pointwise
functions over non-Archimedean fields (for more details, we refer to the discussion in
[11]; some recent examples are [13, 22]). Another relevant application is differential
or algebraic geometry, as discussed for instance in [5, 27]. However, currently the
measure theory of non-Archimedean fields is limited to some particular extensions of
R or to a more restricted class of sets than e.g. the σ -algebra generated by intervals.
A particular class of non-Archimedean extensions of R where a sizeable measure
theory has already been developed is that of hyperreal fields of Abraham Robinson’s
framework of analysis with infinitesimals [34, 35]. In this context the elementary
equivalence of ∗R and R and the presence of the transfer principle allow for a rich
measure theory. An immediate consequence of the transfer principle applied to any
real-valued measure µ is that ∗µ is a hyperreal-valued set function satisfying the fol-
lowing conditions
• ∗µ is non-negative;
• ∗µ is monotone;
• ∗µ is finitely additive (and, since ∗µ is internal, it is also hyperfinitely additive).
Notice that in general the hyperreal measure ∗µ is not σ -additive, even if µ is [20].
For this reason, most of the initial works on hyperreal measure theory were focused
on hyperfinitely additive measures. For some applications, this limitation turns out not
to be restrictive, since hyperfinitely additive measures are general enough to represent
every real non-atomic measure, including those that are σ -additive [2, 26]. Moreover,
it is possible to represent uncountably many real-valued measures with a single hyper-
finitely additive measure [42], or to require further compatibility conditions between
the non-Archimedeanmeasure and the real-valued measure it represents [2, 3]. In fact,
these results are true even if one works with the family of hyperfinite counting mea-
sures, i.e. measures of the form µ(A) = |A||Ω| where Ω is a hyperfinite set, A ∈
∗P(Ω)
(i.e. A is an internal subset of Ω) and | · | denotes the internal cardinality.
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A novel contribution to hyperfinite measures has been introduced by Eskew in a re-
cent preprint [21]. Eskew defines an ultrafilter integral of functions f : X → G, where
X is an arbitrary set and G is a divisible Abelian group. The ultrafilter integral de-
pends upon the choice of an ultrafilter U over the family P f in(X) of finite subsets
of X and takes value in a nonstandard extension of the group G (more precisely, in
the ultrapower ∏i∈P f in(X)G/U). By defining a standard part from this ultrapower to
the original group G, it is possible to define a G-valued integral for every function
f : X → G. If G = R, this integral is general enough to represent every non-atomic
measure, similarly to the case of hyperfinite measures [26] and numerosities [2, 3].
By considering the integral of indicator functions, this technique can be used to define
real-valued measures over arbitrary sets. We believe that this technique can be suitably
rephrased as a hyperfinite sum taking values in ∗G, thus providing an extension of the
usual hyperfinite measures. For its generality, ultrafilter integration might be success-
fully applied to further advance the measure theory on non-Archimedean fields.
Despite the expressive power of hyperfinitemeasures, they lack some familiar prop-
erties of measures, such as σ -additivity. The problem of determining a suitable σ -
additive, real-valued measure from an internal measure has been solved by Loeb with
the introduction of the Loeb measures construction. The main idea behind the Loeb
measure construction applied to an internal measure µ consists of the following steps:
• define the real-valued set function µR by posing µR(A) =
◦µ(A);
• prove that µR is an outer measure on the algebra of internal subsets of Ω;
• use the Caratheodory’s extension theorem to extend µR to a σ -additive measure
µL on a σ -algebra that extends the algebra of internal subsets of Ω.
For more details we refer to the original paper by Loeb [30] and to other presentations
of the Loeb measure, such as [19, 20]. Since their introduction, Loeb measures have
proven to be relevant in a variety of applications. The earliest examples by Loeb dis-
cuss probability theory and stochastic processes [30], but there are further applicatons
for instance in the representation of parametrized measures [18] and in the study of
generalized solutions to partial differential equations [11, 12].
The development of a measure theory on other non-Archimedean field extensions
of R faces significant challenges. One of the most successful projects towards this goal
is the uniform measure over the Levi-Civita field defined by Shamseddine and Berz
[37, 39] and further studied by other authors [13, 22, 31, 40]. The Levi-Civita field R,
introduced by Levi-Civita in [28, 29] and subsequently rediscovered by many authors
in the ’900, is the smallest non-Archimedean ordered field extension of the field R of
real numbers that is both real closed and sequentially complete in the order topology.
The main idea behind the definiton of the uniform measure by Shamseddine and Berz
is that measurable sets are those that can be suitably approximated by closed intervals.
Similarly, measurable functions can be suitably approximated by a family of simple
functions. For more details on this topic, we refer to Section 4 and to [39, 13].
It turns out that measurable functions on the Levi-Civita field are expressive enough
to represent some distributions [13, 22]. For instance, it is possible to define some mea-
surable functions that represent the Dirac distribution, much in the spirit of the repre-
sentation of distributions with functions of nonstandard analysis or other generalized
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functions (for a detailed discussion on some representations of distributions with these
techniques we refer to [11]). Moreover, it is also possible to represent real continuous
functions with suitable equivalence classes of weak limits of measurable functions over
R [13].
However, the uniformmeasure on the Levi-Civita field has some limitations, mainly
due to the total disconnectedness of the topology induced by the non-Archimedean
metric. A first drawback is that the family of measurable set is not closed under com-
plements and over countable unions. As a consequence, there are well-known examples
of null sets whose complement is not measurable [13, 31, 39]. In addition, measurable
functions are only locally analytic, so in the Levi-Civita field it is not possible to obtain
a measurable representative of real continuous functions [13]. Finally, in Proposition
3.6 of this paper we will argue that the measurable sets in the Levi-Civita field are not
expressive enough to represent all real Lebesgue measurable sets. This is in contrast
to the hyperfinitely additive measures that represent the real Lebesgue measure and for
the corresponding Loeb measures.
Another approach to the definition of (real-valued or otherwise) measures over non-
Archimedean fields is related to model theory. One of the earliest results is the defi-
nition of a finitely additive real measure on definable sets of o-minimal extensions of
fields by Berarducci and Otero [5]. The measurable sets are those definable sets that
can be suitably approximated by finite unions of rectangles (this integrability condi-
tion is equivalent to the one used in the Caratheodory’s extension theorem only under
the hypothesis that the measure is finite). The measure introduced by Berarducci and
Otero has also provided a starting point for the development of an Hausdorff measure
for definable sets in o-minimal structures [24]. As observed by Kaiser, these measures
are defined for bounded sets and their range is just a semiring [27].
A significant contribution to the development of a non-Archimedean measure the-
ory on real closed fields F with a model-theoretic approach is the work by Kaiser [27].
He introduces a non-Archimedean measure for semialgebraic sets and a correspond-
ing integral for semialgebraic functions over non-Archimedean real closed fields with
Archimedean value groups. This measure is finitely additive, monotone and translation
invariant. In order to satisfy these properties, the measure takes values outside the field
F, since some integrals of semialgebraic functions require a notion of logarithm that
is not available for arbitrary real closed fields (for more details on this limitation, we
refer to the discussion in [27]).
It is relevant to observe that the measure developed by Kaiser for the Levi-Civita
field is not equal to the uniform measure introduced by Shamseddine and Berz, since
the former is defined only for semialgebraic sets, while the latter is defined also on
some countable unions of intervals, that are not semialgebraic.
The problem of a non-Archimedean measure and integration has also been dis-
cussed in the setting of surreal numbers by Fornasiero [23] and Costin et al. [17].
However, most of the results discussed in the latter paper are negative.
Taking into account the existing literature on measures on non-Archimedean fields,
some authors suggest that a measure theory on non-hyperreal field extensions of R
requires a tame setting. Indeed, measures in Robinson’s framework are mostly defined
on internal sets, with the notable exception of the Loeb measures (the numerosities by
Benci et al. [2, 3] and the related Ω-limit approach to probabilities [4, 14], on the other
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hand, use functions defined on the powerset of a classic set with values in a hyperreal
field. In both approaches these functions are obtained as the restriction of suitable
internal measures, as discussed for instance in [15]). So far, the notion of internal set is
only meaningful for hyperreal fields, so that the techniques of Robinson’s framework
cannot be adapted to other non-Archimedean fields. In the more general settings of
non-Archimedean real closed fields with Archimedean value groups, the measure is
defined only for semialgebraic sets, and the integral is defined only for semialgebraic
functions. Finally, in the Levi-Civita field, where there is no notion of interal set and
the existing non-Archimedean measure has been developed without model-theoretical
notions, the family of measurable sets is badly behaved: for instance, we have already
mentioned that it is not closed under relative complements.
In this paper, inspired by the success of the real-valued Loeb measure construction
and motivated from the consideration that this real-valued measure is not defined only
on a well-behaved family of sets (namely, the internal sets), we develop a uniform, real-
valued measure for non-Archimedean field extensions of ∗R. The main idea is shared
with the Lebesgue measure, and consists in defining an outer measure from the length
of intervals. However, we will not consider the length of the interval of endpoints a
and b to be equal to b−a, but rather to the standard part of this difference, namely the
real number closest to b− a. This will allow to define an outer measure and, via the
Caratheodory’s extension theorem, a corresponding σ -additive measure.
We will show that this real-valued measure shares some of the properties of the
Loeb measures. For instance, the measure is defined on a σ -algebra of subsets of F
that is rich enough to represent Lebesgue measurable subsets ofR. It is also possible to
extend the real-valued measure to Fn and, consequently, to define a real-valued integral
for functions f : F→ F.
The real-valued measure is also compatible with some of the existing measures
discussed above. If F= ∗R is a field of hyperreal numbers, then the real-valuedmeasure
agrees with the Loebmeasure obtained from the nonstandard extension of the Lebesgue
measure over R (however, it is strictly weaker than the Loeb measure, since e.g. it is
not able to assign a positive finite measure to hyperfinite unions of intervals of an
infinitesimal length). If F is Cauchy complete, then the real-valued measure agrees
with the standard part of a non-Archimedean uniform measure that generalizes the one
defined by Shamseddine and Berz for the Levi-Civita field.
Finally, we focus on the Levi-Civita field. By adapting the techniques developed in
the first part of the paper, we define a real-valued integral on the Levi-Civita field in a
way that the corresponding integrable functions are expressive enough to represent real
measurable functions. This result improves upon the previous representation obtained
by weakly Cauchy sequences of measurable functions [13]. As an application, we
improve on previous representations of the Dirac distribution by pointwise functions
on non-Archimedean domains.
1.1 Structure of the paper
Section 2 contains the definition of the measuremL and of the algebra ofmL-measurable
sets. For a matter of convenience, we will refer to mL-measurable set as L-measurable
sets. We will show that the the measure mL shares some properties with the Lebesgue
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measure: it is uniform, translation invariant and homogeneous. Moreover, we will
show that mL can be interpreted as an extension to F of the real Lebesgue measure. In
fact, the main result of this section is the proof that every Lebesgue measurable subset
of R has a canonical L-measurable representative in F with the same measure as the
original set. We also discuss the relation betwenmL and λL, the Loeb measure obtained
from the Lebesgue measure, under the hypothesis that F is a field of hyperreal num-
bers. As expected, the Loeb measure is more expressive than the real-valued measure,
however the two measures agree on a relevant class of subsets. Finally, we extend the
definition of the real-valued measure to the n-dimensional space Fn, and from this def-
inition we introduce a real-valued integral as the measure of the set under the graph of
a function. This approach is similar to the introduction of the Lebesgue integral via the
n-dimensional Lebesgue measure over Rn, presented for instance in [33].
In Section 3 we discuss the relation between the real-valued measure mL and a
non-Archimedean uniform measure m on Cauchy complete fields F. This measure
is inspired by the one developed for the Levi-Civita field by Shamseddine and Berz.
In fact, when F = R, then the measure defined in this paper coincides with the one
defined by Shamseddine and Berz. We prove that, if a set A⊆ F is m-measurable, then
it is also L-measurable and mL(A) =
◦m(A). Moreover, we will show that the non-
Archimedean measure m is significantly less expressive than the real-vaued measure
mL, since the projection of m-measurable subsets of F to R can be written as a finite
union of intervals and of a countable set.
We further pursue the development of a real measure theory on the Levi-Civita field
with the introduction of another real-valued integral on the Levi-Civita field in Section
4. The definition of this real-valued integral relies on the existing integration theory
[13, 37, 39]. In analogy with the discussion in Section 3, we prove coherence with the
existing non-Archimedean integral.
An application of the real-valued integral is presented in Section 4.7, where we
discuss the representation of some real distributions as pointwise functions defined on
the Levi-civita field, sharpening some of the results obtained in [13].
1.2 Preliminary definitions
Throughout the paper (F,<F)will denote a non-Archimedeanfield extension of (R,<R
). In particular, we will suppose that R ⊂ F and that for every x,y ∈ R x <R y if and
only if x<F y. Due to this assumption, we will often write (F,<) instead of (F,<F).
A number x ∈ F is called
• infinitesimal if |x| ≤ r for every r ∈R, r > 0;
• finite if there exists r ∈R such that |x|< r;
• appreciable if x is finite and non-infinitesimal;
• infinite if |x|> r for every r ∈R.
If x ∈ F is infinitesimal, we will write x≃ 0. If x ∈ F is a nonzero infinitesimal, we
will write x∼ 0. In analogy with Robinson’s framework of analysis with infinitesimals,
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if x ∈ F, we will refer to the set µ(x) = {y ∈ F : |x− y| ≃ 0} as the monad of the point
x. Recall also that monads are not intervals [13].
We define F f in = {x∈ F : ∃r ∈R : |x|< r}, i.e. F f in is the ring of all finite elements
of F.
We find it also useful to define the standard part of an element of F.
Definition 1.1. if x ∈ F, we define
◦x=


inf{y ∈ R : x≤ y}= sup{z ∈ R : z≤ x} if |x|< r for some r ∈ R
+∞ if x> r for all r ∈ R
−∞ if x< r for all r ∈ R.
The function ◦ : F→R∪{+∞,−∞} is well-defined and surjective. Moreover, it is
a homomorphism between the rings F f in and R.
Lemma 1.2. For every x,y ∈ F f in
1. ◦(x+ y) = ◦x+ ◦y;
2. ◦(xy) = ◦x◦y.
Proof. Let x = ◦x+ εx and y =
◦y+ εy, with εx and εy infinitesimals in F. Then x+
y = ◦x+ ◦y+ εx + εy. Since
◦x+ ◦y ∈ R and εx + εy is a sum of two infinitesimals,
◦(x+ y) = ◦x+ ◦y.
Similarly, xy= ◦x◦y+ εx
◦y+ εy
◦x+ εxεy, and
• ◦x◦y ∈ R;
• εx
◦y, εy
◦x and εxεy are infinitesimals.
We deduce that ◦(xy) = ◦x◦y.
Another useful notion borrowed from Robinson’s framework is that of nearstan-
dard point in a set.
Definition 1.3. Let A⊆ F. We will say that a point x∈ A is nearstandard in A iff ◦x∈ A.
For every a,b ∈ F with a ≤ b we will denote by [a,b]F the set {x ∈ F : a ≤ x≤ b},
and by (a,b)F the set {x ∈ F : a < x < b}. The sets [a,b)F and (a,b]F are defined
accordingly. The above definitions are extended in the usual way if a=−∞ or b=+∞.
If F= R, we will often write [a,b] instead of [a,b]R.
For all a,b ∈ F with a< b, we will denote by I(a,b) any of the sets (a,b)F, [a,b)F,
(a,b]F or [a,b]F. We will call such sets bounded intervals of F. The length of an
interval of the form I(a,b) is denoted by l(I(a,b)) and is defined as b− a.
Finally, we will denote by λ n the Lebesgue measure over Rn.
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2 A real-valued measure on non-Archimedean exten-
sions of R
We begin our treatment of a real-valued measure on non-Archimedean extensions of
R by introducing an outer measure over F that assumes values in the extended real
numbers R∪ {+∞}. This outer measure is obtained from the standard part of the
length of an interval, in analogy with the Lebesgue outer measure.
Definition 2.1. For every a,b∈ F, a≤ b, define lL(I(a,b)) =
◦(b−a). For every A⊆ F
such that there exists a sequence of bounded intervals {In}n∈N satisfying A⊆
⋃
n∈N In,
define
mL(A) = inf
{
∑
n∈N
lL(In) : A⊆
⋃
n∈N
In
}
.
If for every sequence of bounded intervals {In}n∈N we have A 6⊆
⋃
n∈N In, definemL(A)=
+∞.
The last condition of Definition 2.1 ensures that mL is defined on the powerset of
F, since e.g. F itself might not be contained in the union of any countable union of
bounded intervals. This property is essential in proving that mL is an outer measure
over F.
Lemma 2.2. The function mL : P(F)→ R∪{+∞} is an outer measure.
Proof. We have already observed that mL is defined on P(F).
Since lL(I) ≥ 0 for every interval I ⊆ F, mL(A) ≥ 0 for all A ⊆ F. Moreover,
mL( /0) = 0.
In order to prove monotonicity, i.e. that mL(A) ≤ mL(B) whenever A ⊆ B, notice
that if B⊆
⋃
n∈N In, then also A⊆
⋃
n∈N In. As a consequence we get
mL(A) = inf
{
∑
n∈N
lL(In) : A⊆
⋃
n∈N
In
}
≤ inf
{
∑
n∈N
lL(In) : B⊆
⋃
n∈N
In
}
,
as desired.
Finally, we need to prove σ -subadditivity of mL, i.e. that if An ⊆ F for all n ∈ N,
then
mL
(⋃
n∈N
An
)
≤ ∑
n∈N
mL(An).
The result is trivially true if ∑n∈NmL(An) = +∞, so assume that this is not the case.
Suppose then that ∑n∈NmL(An) ∈R: this entails also mL(An) ∈ R for every n ∈ N.
Then for every ε ∈ R, ε > 0, there exists a family of sets {Iεn,k}k∈N such that
• An ⊆
⋃
k∈N I
ε
n,k and
• ∑k∈N lL(I
ε
n,k)≥ mL(An)+
ε
2n
.
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We have also the inclusion
⋃
n∈NAn ⊆
⋃
n∈N
(⋃
k∈N I
ε
n,k
)
. From monotonicity of the
outer measure, we obtain
mL
(⋃
n∈N
An
)
≤ ∑
n∈N
(
∑
k∈N
lL(I
ε
n,k)
)
≤ ∑
n∈N
(
mL(An)+
ε
2n
)
= ε + ∑
n∈N
mL(An).
By the arbitrariness of the real parameter ε > 0, we conclude that mL is σ -subadditive.
Remark 2.3. From monotonicity of the outer measure mL we deduce that every set
contained in an interval of an infinitesimal length has outer measure 0, while if a set
contains intervals of length at least n for every n∈N, then its outer measure is infinite.
As a consequence, mL(F f in) = +∞ and mL(A) = +∞ whenever A⊃ F f in.
From the outer measure mL defined over P(F), it is possible to obtain a σ -algebra
of measurable sets.
Definition 2.4. Given the outer measure mL on F, the following family of subsets of F
is called the Caratheodory σ -algebra associated to mL:
C = {A⊆ F :mL(B) = mL(B∩A)+mL(B\A) for all B⊆ F} .
If A ∈ C, we will say that A is L-measurable.
A well known theorem of Caratheodory states that the above family C is indeed a
σ -algebra, and that the restriction of mL to C, that we will denote by mL, is a complete
measure, i.e. a measure such that mL(A) = 0 implies that, for every B⊆ A, B ∈ C and
mL(B) = 0 (for more details on the Caratheodory’s extension theorem and on complete
measures, we refer for instance to Chapter 2 of [43]).
From completeness of C, we obtain the following regularity property. In the sequel,
we will use it as a criterion for L-measurability.
Lemma 2.5. Let A,C ∈ C. If mL(A) =mL(C)<+∞, then for every B⊆ F that satisfies
A⊆ B⊆C, B ∈ C and mL(B) = mL(A) = mL(C).
Proof. Let A,B and C satisfy the hypotheses of the lemma. By monotonicity of the
outer measure, mL(A) = mL(A) ≤ mL(B) ≤ mL(C) = mL(C). Thus mL(B) = mL(A) =
mL(B).
Since A is measurable, mL(B) = mL(A∩B)+mL(B\A). However, A∩B = A and
mL(B) = mL(A), so that mL(B \A) = 0. Since C is complete, B \A ∈ C. Thus B =
A∪ (B\A), i.e. B is the union of two L-measurable sets. Since C is a σ -algebra, hence
closed also for finite unions, B is also L-measurable.
The measure mL shares some properties with the Lebesgue measure. For instance,
it is translation invariant.
Lemma 2.6. If A⊆ F is L-measurable, then for every x ∈ F the set
A+ x= {y : ∃a ∈ A : y= a+ x}
is L-measurable and mL(A) = mL(A+ x)
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Proof. This is consequence of the two properties
A⊆
⋃
n∈N
In ⇒ A+ x⊆
⋃
n∈N
(In+ x)
and lL(I) = lL(I+ x) for every interval I ⊆ F and for every x ∈ F.
The proof can then be carried out as in the usual proof of translation invariance of
the Lebesgue measure; for more details we refer e.g. to Lemma 3.15 and Theorem 3.16
of [43].
Notice however that mL is not positively homogeneous, and that the very same
notion of positive homogeneity needs to be adapted to the non-Archimedean setting.
Proposition 2.7. If A⊆ F is L-measurable and if mL(A)<+∞, then for every x ∈ F f in
the set
xA= {y : ∃a ∈ A : y= a+ x}
is L-measurable and mL(xA) = |
◦x|mL(A).
Proof. If x= 0, the desired result is trivially satisfied, since 0A= {0}.
For every x ∈ F f in, x 6= 0, and for every A ⊆ F with mL(A) < +∞, we have the
inclusion
A⊆
⋃
n∈N
In ⇒ xA⊆
⋃
n∈N
(xIn)
and the equality lL(xI) = |
◦x|lL(I) for every interval I⊆ F. This is sufficient to conclude
mL(xA)≤ |
◦x|mL(A) for every A⊆ F with mL(A)<+∞ and for every x ∈ F f in.
If x is an infinitesimal, mL(xA) ≤ |
◦x|mL(A) = 0 ·mL(A) = 0. If x ∈ F f in is appre-
ciable, then x−1 is neither infinite nor infinitesimal. Then also
mL(A) = mL(x
−1xA)≤ |◦(x−1)|mL(xA)≤ |
◦(x−1)||◦x|mL(A) = mL(A).
By combining these results, we obtain that mL(xA) = |
◦x|mL(A) for every A ⊆ F with
mL(A)<+∞ and for every x ∈ F f in.
The proof of L-measurability of the set xA under the hypothesis thatA is L-measurable
can be obtained with an argument analogous to that of Theorem 3.18 of [43].
Example 2.8. If A is a L-measurable set of an infinite measure, then positive ho-
mogeneity fails, since for x ≃ 0 it would lead to the indeterminate form mL(xA) =
|◦x|mL(A) = 0 ·+∞. In fact, let a ∈ F be a positive infinite number and consider the set
A= [0,a]. Then mL(xA) can be either zero, any positive real number, or+∞, depending
upon the value of x. For instance, for every r ∈ F f in mL(ra
−1A) = ◦r, mL(ra
−2A) = 0
and mL(ra
−1/2A) = +∞.
Remark 2.9. The measure mL shares many properties with the Lebesgue measure
over R. For instance, it is uniform, positively homogeneous and translation invariant
over F. Despite these similarities, mL does not satisfy other relevant properties of the
Lebesgue measure: for instance, it is not σ -finite, since F is not the union of countably
many sets of a finite measure. Notice however that the restriction of mL to F f in is σ -
finite. In addition, the complement of a null set needs not be a dense subset of F or F f in
(compare this property with the one discussed in Observation 3.7 of [43]), since F and
F f in are totally disconnected with respect to the topology induced by the metric [32].
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Remark 2.10. The outer measure mL and the corresponding measure mL can be suit-
ably rescaled. E.g. if one is interested in working with a measure that assigns length
1 to the intervals of the form I(0,ε), with either ε ≪ 1 or ε ≫ 1, then it is possible to
assume the alternative definition lε(I(a,b)) =
◦
(
b−a
ε
)
. The resulting measure
εmL(A) = inf
{
∑
n∈N
lε(In) : A⊆
⋃
n∈N
In
}
would have the desired property εmL(I(0,ε)) = 1. Consequently, the family of sets with
a finite εmL outer measure can be interpreted as the family of sets whose measure is of
the same magnitude as that of the intervals I(0,ε).
Many of the properties already proved for mL and mL, such as translation invari-
ance and positive homogeneity as described in Proposition 2.7, are still valid for these
rescaled measures.
2.1 Relation with the Lebesgue measure over R
We will now study the relation between the measure mL over F and the Lebesgue
measure over R. Notice that Lebesgue measurable subsets of R are not in general mL-
measurable in F. Consider for instance the real intervals A = [0,1]R and B = [0,1]F.
Since
1= mL([0,1]F) 6= mL([0,1]R)+mL([0,1]F \ [0,1]R) = 2,
we conclude that [0,1]R 6∈ C.
However, Lebesgue measurable sets over R have a canonical L-measurable repre-
sentative in F. Moreover, the measure of this representative is equal to the Lebesgue
measure of the original set.
We will prove this result at first by showing that, for every Lebesgue measurable
set A⊆ R, the set st−1(A) = {x ∈ F : ◦x ∈ A} has outer measure equal to λ (A). Then
we will prove that if A ⊆ R is Lebesgue measurable, then st−1(A) ∈ C. Notice that
st−1(A)⊆ F f in, since if x 6∈ F f in, st(x) =±∞ 6∈ A for every A⊆ R.
Proposition 2.11. If A⊆ R is Lebesgue measurable, then λ (A) = mL(st
−1(A)).
Proof. Consider an interval [a,b]R and, for all n∈N, define the intervals I(a−1/n,b+
1/n)⊂ F. We have st−1([a,b]R)⊂ I(a− 1/n,b+ 1/n) and
mL(st
−1([a,b]R))≤ mL
(
I
(
a−
1
n
,b+
1
n
))
= b− a+
2
n
.
Since infn∈N
{
b− a+ 2
n
}
= b−a,mL(st
−1(I(a,b)))≤ b−a. Notice also that I(a,b)⊂
st−1([a,b]R), I(a,b) ∈ C and mL(I(a,b)) = b− a. Then, by monotonicity of the outer
measure, mL(st
−1([a,b]R)) = b− a.
Consider now an arbitrary Lebesguemeasurable set A⊆R. Recall that its Lebesgue
measure λ (A) can be defined as
λ (A) = inf
{
∑
n∈N
l(In) : A⊆
⋃
n∈N
In
}
.
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In the above formula, In ⊆ R for all n ∈ N and l(In) is the usual length of the real
interval In. By definition, we have also
mL(st
−1(A)) = inf
{
∑
n∈N
lL(Jn) : st
−1(A)⊆
⋃
n∈N
Jn
}
.
Consider now the real intervals In = {
◦x : x ∈ Jn}, and notice that if st
−1(A)⊆
⋃
n∈N Jn,
then A⊆
⋃
n∈N In. By definition of lL, we have also lL(Jn) = l(In), so that{
∑
n∈N
lL(Jn) : st
−1(A)⊆
⋃
n∈N
Jn
}
⊆
{
∑
n∈N
l(In) : A⊆
⋃
n∈N
In
}
.
This inclusion entails the inequality λ (A)≤ mL(st
−1(A)).
In order to prove that the opposite inequality is also true, let ε ∈ R, ε > 0 and let
{In}n∈N satisfy
• A⊆
⋃
n∈N In ⊆ R and
• ∑n∈N l(In)≤ λ (A)+ ε .
Then st−1(A)⊆
⋃
n∈N st
−1(In). By σ -subadditivty and monotonicity of mL, we deduce
mL(st
−1(A))≤ mL
(⋃
n∈N
st−1(In)
)
≤ ∑
n∈N
mL(st
−1(In)).
In the first part of the proof we have shown that mL(st
−1(I)) = l(I) for every real
interval I. From this equality we deduce mL(st
−1(A))≤∑n∈N l(In)≤ λ (A)+ε . By the
arbitrariness of the real parameter ε , we obtain mL(st
−1(A))≤ λ (A), as desired.
Proposition 2.12. If A⊆ R is Lebesgue measurable, then st−1(A) ∈ C.
Proof. By σ -additivity of the measuremL, it is sufficient to prove that for every bounded
Lebesgue measurable set A⊆R, st−1(A)∈ C. Once we have proven this result, the fact
that st−1(A) ∈ C for every Lebesgue measurable A⊆R can be obtained by the fact that
C is closed under countable unions. For this reason, in the sequel of the proof we will
suppose that A is bounded.
By definition of the outer measure mL and by Theorem 2.24 of [43], it is sufficient
to prove that, if A⊆ R is Lebesgue measurable, then
◦(b− a) = mL(I(a,b)) = mL(st
−1(A)∩ I(a,b))+mL(I(a,b)\ st
−1(A)) (2.1)
for every I(a,b)⊆ F with a,b ∈ F, a≤ b.
Recall also that, by subadditivity of the outer measure mL, the inequality
◦(b− a)≤ mL(st
−1(A)∩ I(a,b))+mL(I(a,b)\ st
−1(A))
is always satisfied, so we only need to prove the opposite inequality under the additional
hypothesis that ◦(b− a)<+∞.
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Notice that [a,b]R is an interval, so it is Lebesgue measurable. The hypothesis that
A is Lebesgue measurable ensures then that A∩ [a,b]R and [a,b]R \A are Lebesgue
measurable subsets of R. Applying Proposition 2.11 we obtain
mL(st
−1(A∩ [a,b]R) = λ (A∩ [a,b]R)
and
mL(st
−1([a,b]R \A)) = λ ([a,b]R \A).
Since st−1(A)∩ I(a,b) ⊆ st−1(A∩ [a,b]R) and I(a,b) \ st
−1(A) ⊆ st−1([a,b]R \A), by
monotonicity of the outer measure we have
mL(st
−1(A)∩ I(a,b))≤ mL(st
−1(A∩ [a,b]R)) = λ (A∩ [a,b]R)
and
mL(I(a,b)\ st
−1(A))≤ mL(st
−1([a,b]R \A)) = λ ([a,b]R \A).
Putting together the two inequalities, we obtain
mL(st
−1(A)∩I(a,b))+mL(I(a,b)\st
−1(A))≤ λ (A∩[a,b]R)+λ ([a,b]R\A)= λ ([a,b]R)=
◦(b−a).
The above inequality is sufficient to conclude that equality (2.1) is satisfied for
every I(a,b)⊆ F with a,b ∈ F, a≤ b. As we argued in the beginning of the proof, this
is sufficient to entail that st−1(A) ∈ C, as desired.
Theorem 2.13. If A⊆ R is Lebesgue measurable, then the set st−1(A) = {x ∈ F : ◦x ∈
A} is L-measurable, and λ (A) = mL(st
−1(A)).
Proof. By Proposition 2.12, if A⊆ R is Lebesgue measurable, then st−1(A) ∈ C. As a
consequence, mL(st
−1(A)) = mL(st
−1(A)). By Proposition 2.11, mL(st
−1(A)) = λ (A),
so that also mL(st
−1(A)) = λ (A).
Conversely, a L-measurable subset of F f in corresponds via the standard part func-
tion to a Lebesgue measurable subset of R. In other words, the standard part function
is measure-preserving.
Theorem 2.14. If A ⊆ F f in is L-measurable, then the set
◦A = {◦x ∈ R : x ∈ A} is
Lebesgue measurable, and mL(A) = λ (
◦A).
Proof. Notice that for every A ⊆ F f in, if A ⊆
⋃
n∈N In, then
◦A ⊆
⋃
n∈N
◦In, and
◦In is
a closed interval or a singleton for every n ∈ N. Consequently, if we denote by λ the
Lebesgue outer measure over R, λ(◦A)≤ mL(A).
As in the proof of Proposition 2.12, we will consider at first only sets included in
an interval of a finite length. The desired result for arbitrary L-measurable sets can then
be obtained by σ -additivity of the measures mL and λ .
If A⊆ [−n,n]F is L-measurable, then we have
λ (◦A)+λ(◦Ac)≤ mL(A)+mL(A
c) = 2n.
However, countable subadditivity of the outer measure λ implies that
λ ([−n,n]R)≤ λ (
◦A)+λ(◦Ac).
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Putting together both inequalities, we conclude that λ (◦A)+λ(◦Ac) = 2n and, taking
into account that λ (◦B)≤mL(B) for every B⊆ F f in, we conclude that λ (
◦A) =mL(A)
for every L-measurable set A⊆ [−n,n].
In order to prove that, if A ⊆ [−n,n]F is L-measurable, then it is also Lebesgue
measurable, we will prove that
b− a= λ(I(a,b)) = λ (◦A∩ I(a,b))+λ(I(a,b)\ ◦A)
for every I(a,b) ⊆ R, with a,b ∈ R, a ≤ b. Since A is L-measurable, it satisfies the
Caratheodory condition
◦(b− a) = mL(A∩ I(a,b))+mL(I(a,b)\A)
for every I(a,b)⊆Fwith a,b∈F, a≤ b. Notice also that ◦ (A∩ I(a,b))= ◦A∩ [◦a,◦b]R
and ◦ (I(a,b)\A)⊇ [◦a,◦b]\ ◦A. By the previous part of the proof, if a,b ∈R we have
λ (◦A∩ [a,b]R) = mL(A∩ [a,b]F) and λ ([a,b]R \
◦A)≤ mL([a,b]F \A).
Taking into account that A satisfies the Caratheodory measurability condition over F,
we obtain
λ (◦A∩ I(a,b))+λ(I(a,b)\ ◦A)≤ mL(A∩ [a,b]F)+mL([a,b]F \A) = b− a,
as desired.
Thus we have proved that for every bounded L-measurable set A ⊆ F f in,
◦A is
Lebesgue measurable and mL(A) = λ (
◦A). For an arbitrary L-measurable set A⊆ F f in,
we have already argued that the desired result can be obtained from σ -additivity of the
measures mL and λ .
2.2 Relation with the Loeb measure on hyperreal fields
If F is a sufficiently saturated field of hyperreal numbers of Robinson’s framework
of analysis with infinitesimals, so that λL, the Loeb measure associated to the real
Lebesgue measure, can be defined, then it is possible to study relation between mL and
λL. From Theorem 2.13, we can already conclude that both measures agree on the
preimage of Lebesgue measurable subsets of R via the standard map function.
However the two measures are different: consider for instance an infinite hyper-
natural number N and the set A =
⋃N
n=1[n,n+N
−1]∗R. Then λL(A) = N ·N
−1 = 1.
Notice that A 6⊆ ∗R f in and that A is a hyperfinite union of intervals of an infinitesi-
mal length. Recall that hyperfinite subsets in Robinson’s framework of analysis with
infinitesimals have uncountable external cardinality (while, by definition, they have fi-
nite internal cardinality, since they can be put in an internal bijection with an internal
initial segment of ∗N. For more details on the distinction between internal and external
cardinality, we refer to [25]). As a consequence, every countable sequence of intervals
{In}n∈N satisfying A ⊆
⋃
n∈N In must include at least one interval of an infinite length,
so that mL(A) = +∞. We deduce that either A 6∈ C or mL(A) = +∞.
Despite these differences, the measure mL is compatible with the Loeb measure
λL over
∗R f in in the sense that if a subset of
∗R f in is L-measurable, then it is also
λL-measurable and the two measures coincide.
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Theorem 2.15. Let F = ∗R, a sufficiently saturated field of hyperreal numbers, and
denote byL the σ -algebra of Loeb measurable subsets of ∗R. Then for every A⊆ ∗R f in,
if A ∈ C then also A ∈ L. Moreover, mL(A) = λL(A).
Proof. Recall that, by the Caratheodory’s extension theorem, C is the smallest σ -
algebra containing the family
C =
{⋃
n∈N
In : {In}n∈N is a sequence of pairwise disjoint bounded intervals of
∗R
}
.
By definition of lL, for every interval I ⊆
∗R we have lL(I) = λL(I), so that for
every sequence of bounded intervals {In}n∈N we have the equality
∑
n∈N
lL(In) = ∑
n∈N
λL(In).
Moreover,
⋃
n∈N In ∈ L and
λL
(⋃
n∈N
In
)
= ∑
n∈N
lL(In) = mL
(⋃
n∈N
In
)
. (2.2)
For every n ∈ N, define now the following families of subsets of ∗R f in.
• Cn = C ∩P([−n,n]∗R);
• C f in = C ∩P(
∗R f in);
• Cn = C∩P([−n,n]∗R);
• C f in = C∩P(
∗R f in);
• En = {A ∈ C∩C : A⊆ [−n,n]∗R and λL(A) =mL(A)}; and
• E f in =
{
A ∈ C∩C : A⊆ ∗R f in and λL(A) = mL(A)
}
.
Notice that we are not assuming that the members of any of the above families must be
internal. By equation (2.2), λL and mL assume the same values on elements of C f in. In
addition, we have the inclusions Cn ⊆ En for every n ∈ N.
In order to prove that for every A ∈ C f in then also A ∈ E f in, i.e. that A is Loeb
measurable and mL(A) = λL(A), we will prove that Cn ⊆ En for all n ∈ N by using
Dinkyn’s pi–λ theorem. The desired result can then be obtained by noticing that, by
σ -additivity,
λL(A) = ∑
n∈N
λL (A∩ ([−n− 1,−n]∪ [n,n+1])) and
mL(A) = ∑
n∈N
mL (A∩ ([−n− 1,−n]∪ [n,n+ 1])) ,
and that the inclusion Cn ⊆ En for all n ∈ N entails that
λL (A∩ ([−n− 1,−n]∪ [n,n+1])) = mL (A∩ ([−n− 1,−n]∪ [n,n+1]))
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for all n ∈ N, so that also λL(A) = mL(A).
Recall that a pi-system over a set X is a family of subsets of X closed under finite
intersections, and a λ -system over X is a family of subsets of X that
1. contains the empty set;
2. is closed under complements;
3. is closed under countable disjoint unions.
It is easy to see that Cn is a pi-system for every n ∈ N. We now want to prove that
En =
{
A⊆ ∗R f in : λL(A) = mL(A)
}
is a λ -system for every n ∈ N.
1. Clearly /0 ∈ En, since /0⊆ [−n,n]∗R and λL( /0) = mL( /0) = 0.
2. Suppose now that λL(A) = mL(A) for some A ∈ C∩C , A ⊆ [−n,n]∗R, and let
Ac = [−n,n]∗R\A. Taking into account that [−n,n]∈C∩C , that λL([−n,n]∗R) =
mL([−n,n]∗R) = 2n for every n ∈ N and that A and A
c are disjoint, λL(A) +
λL(A
c) = mL(A)+mL(A
c) = 2n. Since we have assumed that λL(A) = mL(A),
we have also λL(A
c) = mL(A
c), i.e. Ac ∈ En, as desired.
3. Suppose that {Am}m∈N is a sequence of pairwise disjoint sets in En. By σ -
additivity of the measures λL and mL, then we have
λL
(⋃
m∈N
Am
)
= ∑
m∈N
λL(Am) and
mL
(⋃
m∈N
Am
)
= ∑
m∈N
mL(Am).
Since we have assumed that λL(Am)=mL(Am) for allm∈N, then also
⋃
m∈NAm ∈
E , as desired.
We have verified that for every n ∈ N Cn is a pi-system, En is a λ -system, and
Cn ⊆ En for every n ∈ N. Then Dinkyn’s pi–λ theorem ensures that the σ -algebra
generated by Cn is a subset of En for every n ∈ N. However, the σ -algebra generated
by Cn is Cn, so that Cn ⊆ En for every n ∈ N, as desired.
By translation invariance of the measure mL, a similar result applies also to subsets
of the translates x+ ∗R f in, x ∈
∗R. However, the above result cannot be extended over
supersets of ∗R f in (or to supersets of its translates x+
∗R f in, x∈
∗R), since the Dinkyn’s
pi–λ theorem can only be applied to finite or σ -finite measurable sets.
The difference between the two measures can be explained in terms of the model-
theoretic notions used in their definitions. In fact, the Loeb measure λL relies heavily
on the properties of star transform, on the notion of internal sets and on the transfer
principle of Robinson’s framework. Instead, the uniform measure mL is defined from
first principles and does not exploit the strength of these notions. This difference ex-
plains the greater versatility of the Loeb measures and their applicability to a variety
of mathematical problems. On the other hand, an advantage of the measure mL is that
it can be defined even for those field extensions of R where there is no analogous of a
star transform, of a transfer principle or of a notion of internal sets.
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2.3 The real-valuedmeasure in higher dimension and a real-valued
integral
In this section we generalize the definition of the real-valued measure mL to F
n for all
n ∈N.
Definition 2.16. We say that a bounded rectangle in Fn is the product of n bounded in-
tervals in F. If R= I1, . . . , In is a bounded rectangle, define m
n
L(R) =
◦ (l(I1) · . . . · l(In)).
For every A⊆ Fn such that there exists a sequence of bounded rectangles {Rn}n∈N
satisfying A⊆
⋃
n∈NRn, define
mnL(A) = inf
{
∑
n∈N
mnL(Rn) : A⊆
⋃
n∈N
Rn
}
.
If for every sequence of bounded rectangles {Rn}n∈N we have A 6⊆
⋃
n∈NRn, define
mnL(A) = +∞.
As with the one-dimensional set function mL, m
n
L is an outer measure for all n ∈N.
Consequently, one can define the σ -algebra of measurable subsets of Fn. The definition
is analogous to that of the Lebesgue integral in dimension n from the Lebesguemeasure
in dimension n+ 1, as exposed for instance in [33].
Definition 2.17. Given the outer measure mL on F
n, the following family is called the
Caratheodory σ -algebra associated to mL:
C(Fn) = {A⊆ F : mnL(B) = m
n
L(B∩A)+m
n
L(B\A) for all B⊆ F
n} .
If A ∈ C(Fn), we will say that A is L-measurable.
The family C(Fn) is a σ -algebra, and that the restriction of mnL to C(F
n), that we
will denote by mnL, is a complete measure. As we have seen for the one-dimensional
measure, the real-valued measures mnL are translation invariant and positively homoge-
neous. Moreover, by adapting the proof of Theorem 2.13, we obtain that if A ⊆ Rn
is a Lebesgue measurable set, then st−1(A) ⊆ Fn is L-measurable and mnL(st
−1(A)) =
λ n(A).
The n-dimensional measures can also be used to define a real-valued integral for
functions over F.
Definition 2.18. Let A⊆Fn, be a L-measurable set and let f :A→F be a non-negative
function. We say that f is L-integrable iff
U ( f ) = {(x1, . . . ,xn,xn+1) ∈ F
n+1 : 0≤ xn+1 ≤ f (x1, . . . ,xn)}
is L-measurable andmn+1L (U ( f ))<+∞. If f :A→F is a non-negativem
n
L-measurable
function, we define ∫
A
f dmnL = m
n+1
L (U ( f )).
We say that f : A → F is L-integrable iff f+ and f− are. If f : A → F is a L-
integrable function, we define∫
A
f dmnL =
∫
A
f+ dmnL−
∫
A
f− dmnL.
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Thanks to additivity and positive homogeneity of the measure mn+1L , the integral is
R-linear. Moreover, the linearity property can be extended in the same spirit as positive
homogeneity (see Proposition 2.7).
Proposition 2.19. If A ⊂ Fn is a L-measurable set, then for every L-integrable func-
tions f and g over A and for every x,y ∈ F f in,∫
A
(x f + yg) dmnL =
◦x
∫
A
f dmnL+
◦y
∫
A
g dmnL.
Proof. Once we prove that the setU (g) has the samemeasure as the set {(x1, . . . ,xn,xn+1)∈
Fn+1 : f (x1, . . . ,xn)≤ xn+1≤ g(x1, . . . ,xn)}, linearity is a consequence of the definition
of the integral and of positive homogeneity of the measure mn+1L .
The proof that the two sets have the same measure can be obtained by adapting
the proof of Theorem 16 (g) of Chapter 6, Section 4 of [33]. If f and g are both
step functions, i.e. if both are defined over an interval and they are piecewise con-
stant over subintervals of their domain, then the desired assertion is a consequence of
translation invariance and positive homogeneity of the measure mn+1L . If f and g are
arbitrary, the proof relies on the possibility to approximate the sets U ( f ), U (g) and
{(x1, . . . ,xn,xn+1) ∈ F
n+1 : f (x1, . . . ,xn)≤ xn+1 ≤ g(x1, . . . ,xn)} by rectangles up to an
arbitrary precision.
The integral of a function defined on a domain of a finite measure is invariant by
infinitesimal perturbations of the function.
Proposition 2.20. Let A⊆ Fn be a L-measurable set with mnL(A) < +∞. If f : A→ F
is L-integrable and if g : A→ F satisfies f (x) ≃ g(x) for every x ∈ A. Then∫
A
f dmnL =
∫
A
g dmnL.
Proof. By hypothesis over f and g, U ( f −g)⊂ A× [−1/n,1/n]F for every n ∈N. As
a consequence,mn+1L (U ( f −g))≤
2
n
mnL(A). Sincem
n
L(A)<+∞, U ( f −g) is a null set
in Fn+1. This and linearity of the integral is sufficient to entail the desired result.
Notice that the above result relies in an essential way upon the hypothesis that
mnL(A) < +∞. A counterexample that does not satisfy this hypothesis is defined as
follows. Let ε ∈ F, ε > 0 and ε ∼ 0. Define A = [0,ε−1]F, f (x) = 0 for all x ∈ A and
g(x) = ε for all x ∈ A. Then mL(A) = +∞,
∫
A f dmL = 0 and
∫
A g dmL = 1.
The integral of an integrable function whose range is F f in is not affected also by
infinitesimal perturbations of the domain.
Proposition 2.21. Let A⊆ Fn be a L-measurable set and let B be a L-measurable set
satisfying mL(A∆B) = 0. If f : A∪B→ F f in is L-integrable, then∫
A
f dmnL =
∫
B
f dmnL.
Proof. Denote by g the restriction of f to A∆B. The hypotheses over f , A and B entail
that U (g)⊂ (A∆B)× [−ω ,ω ]F for every infinite ω ∈ F. This and the hypothesis that
mL(A∆B) = 0 entail
∫
A∆B f dm
n
L = 0. The desired equality is a consequence of this
result and of linearity of the integral.
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Similarly to Proposition 2.20, the hypotheses over f are necessary. A counterexam-
ple that does not satisfy this hypothesis is defined as follows. Let ε ∈F, ε > 0 and ε ∼ 0.
Define A = [0,1]F, f (x) = ε
−1 for x ∈ [0,ε]F and f (x) = 0 otherwise. If B = [ε,1]F,
then A∆B = [0,ε]F, so that mL(A∆B) = 0. However,
∫
A f dmL =
∫
A∆B f dmL = 1 and∫
B f dmL = 0.
Finally, we can establish that every Lebesgue integrable function has a non-Archimedean
representative that is L-integrable. Moreover, the integrals of the two functions assume
the same value.
Theorem 2.22. If f : A ⊆ Rn → R is Lebesgue integrable, then f 0 : st
−1(A) → R
defined by f 0(x) = f (
◦x) is L-integrable and
∫
st−1(A) f 0 dmL =
∫
A f dx.
Proof. Suppose at first that λ n(A)<+∞. Recall that
∫
A f dx= λ
n+1(U ( f )) and that,
by an argument analogous to that of Theorem2.13, λ n+1(U ( f ))=mn+1L
(
st−1U ( f )
)
<
+∞. Thanks to the hypothesis that λ n(A) < +∞, we can adapt the proofs of Proposi-
tions 2.20 and 2.21 to obtain that mn+1L
(
st−1U ( f )
)
= mn+1L
(
U
(
f 0
))
, so that
∫
A
f dx= λ n+1(U ( f )) = mn+1L
(
st−1U ( f )
)
= mn+1L
(
U
(
f 0
))
=
∫
st−1(A)
f 0 dm
n+1
L ,
as desired.
If λ n(A) =+∞, we obtain the desired result by σ -additivity of the measures λ n and
mnL and by σ -finiteness of λ
n.
Thanks to Propositions 2.20 and 2.21, it is possible to sharpen Theorem 2.22.
Corollary 2.23. If A⊆Rn is a Lebesgue measurable set with λ n(A)<+∞, if f :A→R
is Lebesgue integrable and if B⊆ Fnf in is a L-measurable set that satisfies
◦B= A, then
f 0 : B→ F is L-integrable and
∫
B f 0 dmL =
∫
A f dx.
Moreover, if g : B → F is L-integrable and ◦g(x) = f (◦x) for every x ∈ B, then∫
B g dmL =
∫
A f dx.
3 Comparison with a class of non-Archimedean uni-
form measures
In this section we compare the real-valued measure mL to a class of uniform mea-
sures that generalize the uniform measure developed by Shamseddine and Berz for the
Levi-Civita field to arbitrary Cauchy complete non-Archimedean extensions of the real
numbers.
3.1 A class of non-Archimedean uniform measures
In analogy with the Lebesgue measure theory and following [13, 37, 39], we say that
a subset of F is m-measurable if it can be approximated with arbitrary precision by a
countable sequence of intervals.
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Definition 3.1. A set A⊆ F is m-measurable if and only if for every ε ∈ F there exist
two sequences of mutually disjoint intervals {In}n∈N and {Jn}n∈N such that
1.
⋃
n∈N In ⊆ A⊆
⋃
n∈N Jn;
2. ∑n∈N l(In) and ∑n∈N l(Jn) converge in F;
3. ∑n∈N l(Jn)−∑n∈N l(In)≤ ε .
Notice that, according to the above definition, F is not m-measurable, since if F⊆⋃
n∈N Jn, then∑n∈N l(Jn) does not converge in F. Moreover, the family ofm-measurable
sets is not an algebra, since it is not closed under complements. In addition, due to the
properties of convergence in non-Archimedean field extensions of R, it is also not
closed under countable unions. For further discussion on the family of measurable sets
on the Levi-Civita field R, we refer to [13, 31, 39].
Nevertheless, it is possible to define a F-valued function, that we will still call a
measure, according to the convention established in [39], on the family ofm-measurable
sets under the additional hypothesis that F is Cauchy complete in the order topology.
Lemma 3.2. Suppose that F is Cauchy complete in the order topology. Then for every
m-measurable set A⊂ F
m(A)= sup
{
∑
n∈N
l(In) : {In}n∈N is a sequence of mutually disjoint intervals with
⋃
n∈N
In ⊆ A
}
and
m(A) inf
{
∑
n∈N
l(Jn) : {Jn}n∈N is a sequence of mutually disjoint intervals with A⊆
⋃
n∈N
Jn
}
are well-defined. Moreover, m(A) = m(A).
Proof. The proof can be obtained from the argument in Section 2 and Proposition 2.2
of [39]. Notice that this argument only depends upon the hypothesis that F is Cauchy
complete in the order topology and does not rely on other properties of the Levi-Civita
field.
By exploiting the above Lemma, it is possible to define a measure for any m-
measurable set A.
Definition 3.3. Suppose that F is is Cauchy complete in the order topology. If A ⊂ F
is a m-measurable set, then the measure of A, denoted by m(A), is defined as
m(A) = m(A) = m(A).
Remark 3.4. If F = R, the Levi-Civita field, then the measure m of Definition 3.3 is
the uniform measure developed by Shamseddine and Berz. Its properties are discussed
in detail in [13, 37, 39].
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3.2 The relation between mL and the non-Archimedean uniform
measures
The main result of this section is that the real-valued measure mL is compatible with
the non-Archimedean unformmeasurem on every Cauchy complete non-Archimedean
extension of the real numbers. Namely, m-measurable sets are also L-measurable, and
the real-valued measure is equal to the standard part of the non-Archimedean one.
Theorem 3.5. Suppose that F is Cauchy complete in the order topology. If A ⊂ F is
m-measurable, then A ∈ C and ◦m(A) = mL(A).
Proof. Let {In}n∈N and {Jn}n∈N be two families of mutually disjoint intervals sat-
isfying
⋃
n∈N In ⊆ A ⊆
⋃
n∈N Jn and ∑n∈N l(Jn)−∑n∈N l(In) ≃ 0. As a consequence,
◦m(A) = ◦m(
⋃
n∈N In) =
◦m(
⋃
n∈N Jn).
Notice that
⋃
n∈N In and
⋃
n∈N Jn are L-measurable, since they are a countable union
of L-measurable sets. Since ∑n∈N l(In) converges in F, there exists i ∈ N such that
◦(l(In)) = lL(In) = 0 for every n> i. We deduce that
◦m
(⋃
n∈N
In
)
= ◦
(
∑
n∈N
l(In)
)
= ◦
(
∑
n≤i
l(In)
)
+◦
(
∑
n>i
l(In)
)
= ◦
(
∑
n≤i
l(In)
)
= ∑
n≤i
◦l(In).
and
mL
(⋃
n∈N
In
)
= ∑
n∈N
lL(In) = ∑
n≤i
lL(In) = ∑
n≤i
◦l(In).
From the previous equalities we conclude
mL
(⋃
n∈N
In
)
= ◦m
(⋃
n∈N
In
)
and, with a similar argument, we obtain also
mL
(⋃
n∈N
Jn
)
= ◦m
(⋃
n∈N
Jn
)
.
Thus mL (
⋃
n∈N In) =
◦m(
⋃
n∈N In) =
◦m(A) = ◦m(
⋃
n∈N Jn) = mL (
⋃
n∈N Jn) .
If mL (
⋃
n∈N In) = mL (
⋃
n∈N Jn) is finite (and possibly equal to 0), by Lemma 2.5,
we conclude that A ∈ C and mL(A) = mL (
⋃
n∈N In) = mL (
⋃
n∈N Jn) =
◦m(A).
IfmL (
⋃
n∈N In)=mL (
⋃
n∈N Jn)=+∞, we only need to prove that A is L-measurable.
Let i∈N such that ◦(l(In)) = lL(In) = 0 for every n> i. Then A=
(⋃i
n=1 In
)
∪N, where
N ⊂R is a m-measurable set withm(N)≃ 0. By the first part of the proof,N is a L-null
set, and in particular it is measurable. We have written A as a finite union of intervals
and of a L-null set. Since intervals are L-measurable and since C is a σ -algebra, hence
closed also for finite unions, we deduce that A is also L-measurable, as desired.
The previous result allows also to gauge the expressive power of the uniform mea-
sure m. In order to do so, we will exploit the standard part function ◦ in order to project
subsets of F f in to subsets of R. It turns out that m-measurable subsets of F f in are pro-
jected to the union of a set that is at most countable and of a finite union of intervals.
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Proposition 3.6. Suppose that F is Cauchy complete in the order topology. If A⊂ F f in
is measurable, then there exists a finite (possibly empty) or countable set C, a natural
number n ∈ N and m intervals K1, . . . ,Km such that
◦A= {◦x : x ∈ A}=C∪
(⋃
j≤m
K j
)
.
Proof. Since A ⊆ F f in is measurable, we deduce that m(A) is a finite number. More-
over, there are two families of mutually disjoint intervals {In}n∈N and {Jn}n∈N satisfy-
ing
•
⋃
n∈N In ⊆ A⊆
⋃
n∈N Jn,
• ∑n∈N l(Jn)−∑n∈N l(In)≃ 0 and
• m(A)−∑n∈N l(In)≃ 0.
From the above properties and finiteness of m(A) we deduce that l(In) ∈R f in and that
l(Jn) ∈R f in for all n ∈ N.
Since each of the sums∑n∈N l(In) and ∑n∈N l(Jn) converges in F, let i= sup{n∈N :
l(In) 6≃ 0} and i= sup{n ∈ N : l(Jn) 6≃ 0}. Then for every n≤ i there exists an,bn ∈R,
an < bn such that
◦In = [an,bn]R. On the other hand, if n > i then there exists cn ∈ R
such that ◦In = {cn}. Similarly, for every n ≤ i there exists an,bn ∈ R, an < bn such
that ◦Jn = [an,bn]R and for every n > i then there exists cn ∈ R such that
◦In = {cn}.
We obtain the inclusions
{cn : n> i}∪
⋃
n≤i
[an,bn]R ⊆
◦A⊆ {cn : n> i}∪
⋃
n≤i
[an,bn]R.
If we prove that
⋃
n≤i[an,bn]R =
⋃
n≤i[an,bn]R, then we obtain the desired result.
Notice that
∑
n∈N
l(Jn)− ∑
n∈N
l(In) =
(
∑
n≤i
l(Jn)−∑
n≤i
l(In)
)
+
(
∑
n>i
l(Jn)−∑
n>i
l(In)
)
.
Since l(Jn) ≃ 0 whenever n > i and l(In) ≃ 0 whenever n > i, Lemma 2.11 of [13]
implies that ∑n>i l(Jn)−∑n>i l(In)≃ 0. This result and the hypothesis that ∑n∈N l(Jn)−
∑n∈N l(In)≃ 0 entail the equality
∑
n≤i
l(Jn) = ∑
n≤i
l(In).
This can only happen if
⋃
n≤i[an,bn]R =
⋃
n≤i[an,bn]R, as desired.
As a consequence, we can choose e.g. m = i, K j = [a j,b j] for every j ≤ m and
C =
⋃
n≥i{cn}∩A.
The above result and Proposition 3.6 entail that the real-valued measure mL allows
for more measurable sets than the non-Archimedean measure m.
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4 A real-valued integral on the Levi-Civita field
In this section we exploit the same ideas used in the construction of the real-valued
measure and introduce a real-valued integral on functions defined on the Levi-Civita
field. This real-valued integral is obtained from the non-Archimedean integral defined
by Shamseddine and Berz in [39] and further developed in [13, 37]. Recently, the
integration on the Levi-Civita field has also been extended in dimension 2 and 3 by
Flynn and Shamseddine [22, 40], but in our paper we focus only on the integration in
dimension 1.
We start by recalling the basic definitions and properties of the Levi-Civita field
and of its non-Archimedean integral.
4.1 The Levi-Civita field
Definition 4.1. A set F ⊂ Q is called left-finite if and only if for every q ∈ Q the set
{x ∈ F : x≤ q} is finite. The Levi-Civita field is the set
R = {x :Q→R : {q : x(q) 6= 0} is left-finite},
with the pointwise sum and the product defined by the formula
(x · y)(q) = ∑
q1+q2=q
x(q1) · y(q2).
For a review of the algebraic and topological properties of R, we refer for instance
to [6, 8, 9, 36] and references therein.
In the Levi-Civita field there are two notions of convergence: the one induced by
the metric, analogous to the usual definition of limit for real-valued sequences, usually
called strong convergence, and the weak convergence.
Definition 4.2. A sequence {an}n∈N of elements of R strongly converges to l ∈ R if
and only if
∀ε ∈R,ε > 0,∃n ∈ N : ∀m> n |cm− l|< ε.
A sequence {an}n∈N of elements of R weakly converges to l ∈R if and only if
∀ε ∈ R,ε > 0,∃n ∈N : ∀m> n max
q∈Q,q≤ε−1
|(cm− l)(q)|< ε.
We will denote weak convergence with the expression w-limn→∞ an = l.
If an ∈R for all n ∈ N and if x0 ∈R, we assume that the expression ∑n∈N an(x−
x0)
n denotes the weak limit w-limk→∞ ∑n≤k an(x− x0)
n.
Definition 4.3. We denote by P(I(a,b)) the algebra of all power series that weakly
converge for every x ∈ I(a,b).
Since power series with real coefficients weakly converge also in R (we refer to
[13] for more details), it is possible to use them to define several extensions of real
continuous functions to functions defined on the Levi-Civita field. These extensions
are obtained from the Taylor series expansion of a function at a point.
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Definition 4.4. Let f ∈C∞([a,b]). The analytic extension of f is defined as
f∞(r+ ε) =
∞
∑
i=0
f i(r)
ε i
i!
.
for all r ∈ [a,b] and for all ε ∈Mo such that r+ ε ∈ [a,b]R (i.e. on the nearstandard
points of [a,b]R). If f is analytic, then f∞ will be called the canonical extension of f .
The only exceptions are the canonical extensions of the exponential function and of the
trigonometric functions sine and cosine, still denoted by ex, sin(x) and cos(x) for all
x ∈R with λ (x)≥ 0.
Let f ∈Cn([a,b]), possibly with n= ∞. The order k extension of f , with 0≤ k≤ n,
is defined by
f k(r+ ε) =
k
∑
i=0
f i(r)
ε i
i!
.
for all r ∈ [a,b] and for all ε ∈Mo such that r+ ε ∈ [a,b]R .
It is possible to prove that each of the extensions introduced in Definition 4.4 is
unique and well-defined. The functions f k extend the corresponding real function f ∈
Cn([a,b]) in the sense that for every x ∈ [a,b] f (x) = f k for all k ≤ n, possibly with
n = ∞. For more properties of the continuations of real functions to the Levi-Civita
field, we refer to [6, 8, 9, 10, 13, 36].
4.2 Integration on the Levi-Civita field
We briefly recall the basic notions of the non-Archimedean integration on the Levi-
Civita field, following the approach of [13], that differs from the one of [37, 39] in the
definition of the simple and measurable functions.
As with the Lebesguemeasure, the family of measurable functions is obtained from
a family of simple functions. For the remainder of the paper, we will work with the
family of simple functions P =
⋃
a,b∈R,a<bP(I(a,b)): as a consequence, a function
f is simple iff there exists an interval I such that supp f = I and f is a power series that
converges for every x ∈ I.
Proposition 4.5. If f is simple on I(a,b), then there exists a unique simple function
g : [a,b]R →R such that g|I(a,b) = f .
Proof. See [13].
With a slight abuse of notation, if f is simple on I(a,b), we will still denote by f
the simple function defined on [a,b]R that coincides with f on I(a,b).
From the algebra of simple functions it is possible to define the family of measur-
able functions. Following [13], we do not require that measurable functions must be
bounded.
Definition 4.6. Let A ⊂R be measurable and let f : A→R. The function f is mea-
surable iff for all ε ∈R, ε > 0, there exists a sequence of mutually disjoint intervals
{In}n∈N such that
24
1.
⋃
n∈N In ⊂ A;
2. ∑n∈N l(In) strongly converges in R;
3. m(A)−∑n∈N l(In)< ε;
4. for all n ∈ N, f is simple on In.
We will denote by M (A) the set of measurable functions on A.
Since every simple function has an antiderivative, it is possible to define the integral
of a simple function over an interval by imposing the validity of the fundamental theo-
rem of calculus. The integral of a measurable function over a measurable set can then
be obtained as a limit of the integrals of simple functions over a sequence of intervals
satisfying Definition 4.6.
Definition 4.7. If f is a simple function over I(a,b) whose antiderivative is F, then∫
I(a,b)
f (x) = lim
x→b
F(x)− lim
x→a
F(x).
Notice that the two limits in the previous equality are well-defined, since F is simple
on I(a,b) and, thanks to Proposition 4.5, F can be extended to a simple function on
[a,b]R .
If A⊂R is a measurable set and f : A→R is a measurable function, then define
FA =
{
{In}n∈N :
⋃
n∈N
In ⊆ A, In are mutually disjoint and ∀n ∈ N f is simple on In
}
.
The integral of f over A is defined as
∫
A
f (x) = lim
{In}n∈N∈FA, ∑n∈N In→m(A)
(
∑
n∈N
∫
In
f (x)
)
whenever the limit on the right side of the equality is defined (and possibly equal to
±∞ whenever the sequence k 7→ ∑n≤k
∫
In
f (x) diverges), and it is undefined otherwise.
The integral on the Levi-Civita field is coherent with the Lebesgue integral.
Lemma 4.8. If a,b ∈ R and f ∈Cω ([a,b]), then f∞ is measurable and∫
[a,b]
f∞ =
∫
[a,b]
f (x)dx.
Moreover, if I(c,d)⊆ [a,b]R , then∫
I(c,d)
f∞ ≈
∫
[c[0],d[0]]
f (x)dx.
However, notice that extensions of the form f k, with k ∈N, are not measurable over
sets of a non-infinitesimal measures, since they are not simple over such sets.
In analogy with the real measure theory, it is possible to introduce spaces of mea-
surable functions whose p-th power has a well-defined integral.
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Definition 4.9. Let A⊂R be a measurable set. If 1≤ p< ∞, define
L
p(A) =
{
[ f ] : f and f p are measurable,
∫
A
| f |p is defined and
∫
A
| f |p <+∞
}
.
If f ∈L p(A), then define ‖ f‖p = (
∫
A | f |
p)1/p.
The properties of the L p spaces are studied in detail in [13].
4.3 A real-valued integral on the Levi-Civita field
We now introduce a real-valued integral on the Levi-Civita field by exploiting a similar
idea as the one used in Section 2 for the introduction of the real-valued measure mL. In
order to avoid confusion with the L-integral introduced in Section 2.3, we will denote
this new integral as M-integral. The letter M suggests dependence of the integral upon
the family of measurable functions over the Levi-Civita field introduced in Definition
4.6.
Definition 4.10. Let A ⊂ R be a measurable set and let f : A → R be a bounded
function. f is M-integrable iff
sup
{
◦
(∫
A
g
)
: g ∈L 1(A) and g(x)≤ f (x) ∀x ∈ A
}
=
inf
{
◦
(∫
A
g
)
: g ∈L 1(A) and g(x)≥ f (x) ∀x ∈ A
}
.
If f is bounded and M-integrable, we define
∫ M
A
f = sup
{
◦
(∫
A
g
)
: g ∈L 1(A) and g(x)≤ f (x) ∀x ∈ A
}
= inf
{
◦
(∫
A
g
)
: g ∈L 1(A) and g(x)≥ f (x) ∀x ∈ A
}
.
Through this section, we will prove that measurable functions in L 1 are also M-
integrable, and the standard part of the non-Archimedean integral is equal to the real-
valued integral. Currently, we can only prove this result for bounded measurable func-
tions.
Proposition 4.11. Let A⊂R be a measurable set. If f ∈L 1(A) is bounded, then f is
M-integrable over A. Moreover, ◦ (
∫
A f ) =
∫M
A f .
Proof. If f ∈L 1(A), then
f ∈
{
g ∈L 1(A) : g(x)≤ f (x) ∀x ∈ A
}
∩
{
g ∈L 1(A) : g(x)≥ f (x) ∀x ∈ A
}
.
Thus ◦ (
∫
A f )≤
∫M
A f ≤
◦ (
∫
A f ), i.e.
◦ (
∫
A f ) =
∫M
A f .
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Corollary 4.12. Let A ⊂ R be a measurable set. Then, for all 1 ≤ p < +∞, if f ∈
L p(A) is bounded, f p is M-integrable and
∫M
A f
p = ◦
(∫M
A f
p
)
.
Proof. If f ∈ L p(A) is bounded, then | f |p ∈ L 1(A) is also bounded. By Corollary
4.12 of [39], |
∫
A f
p| ≤
∫
A | f
p|. Since f ∈L p(A),
∫
A | f
p| is defined and it is not equal
to +∞. Thus f p ∈L 1(A). By Proposition 4.11 we conclude that
∫M
A f
p = ◦
(∫M
A f
p
)
,
as desired.
The definition of M-integrable functions can be extended to unbounded functions
in the usual way.
Definition 4.13. Let A⊂R be a measurable set and let f : A→R be an unbounded,
non-negative function. We say that f is M-integrable iff
sup
{
◦
(∫
A
g
)
: g ∈L 1(A) and g(x)≤ f (x) ∀x ∈ A
}
<+∞
If f is unbounded, non-negative and M-integrable, we define∫ M
A
f = sup
{
◦
(∫
A
g
)
: g ∈L 1(A) and g(x)≤ f (x) ∀x ∈ A
}
.
If f is unbounded and non-positive, we say that f is M-integrable iff f− is, and we
define
∫M
A f =−
∫M
A f
−.
If f is unbounded, we say that f is M-integrable iff f+ and f− are M-integrable. If
f is unbounded and M-integrable, we define
∫M
A f =
∫M
A f
+−
∫M
A f
−.
The real-valud integral is linear.
Proposition 4.14. If A⊂R is a measurable set, then for every M-integrable functions
f and g over A and for every x,y ∈R f in,∫ M
A
(x f + yg) = ◦x
∫ M
A
f + ◦y
∫ M
A
g. (4.1)
Proof. If f and g are non-negative and if x and y are non-negative, then linearity of the
non-Archimedean integral over the Levi-Civita field and the properties of the standard
part entail the equalities
sup
{
◦
(∫
A
h
)
: h ∈L 1(A) and h(x)≤ x f (x)+ yg(x) ∀x ∈ A
}
=
◦xsup
{
◦
(∫
A
h
)
: h ∈L 1(A) and h(x)≥ f (x) ∀x ∈ A
}
+
◦ysup
{
◦
(∫
A
h
)
: h ∈L 1(A) and h(x)≥ g(x) ∀x ∈ A
}
.
This is sufficient to deduce that equation (4.1) is satisfied.
For arbitrary f ,g,x,y, the desired property can be obtained by applying the previous
part of the proof to (x f )+, (x f )−, (yg)+ and (yg)−.
27
Finally, we are ready prove that all m-measurable functions in L 1, even those that
are not bouunded, are M-integrable, and that their M-integral is equal to the standard
part of the integral of Definition 4.7.
Proposition 4.15. Let A⊂R be a measurable set. If f ∈L 1(A) and if
∫
A | f | ∈R f in,
then f is M-integrable and ∫ M
A
f = ◦
(∫
A
f
)
.
Proof. If f ∈L 1(A) is bounded, then the desired result is entailed by Proposition 4.11.
Suppose then that f is unbounded and non-negative, and that λ (
∫
A | f |) ≥ 0. As
a consequence of the latter hypothesis we have also ◦ (
∫
A f ) < +∞, so that f is M-
integrable. Moreover,
f ∈
{
g ∈L 1(A) : g(x)≤ f (x) ∀x ∈ A
}
so that ◦ (
∫
A f )≤
∫M
A f .
Let now ε ∈ R, ε > 0 satisfying 0 < λ (ε ·m(A)) < +∞. Define also a function
f˜ : A→R by posing f˜ (x) = f (x)+ ε . Then f˜ 6∈
{
g ∈L 1(A) : g(x)≤ f (x) ∀x ∈ A
}
.
As a consequence,
∫ M
A
f ≤ ◦
(∫
A
f˜
)
= ◦
(∫
A
f +
∫
A
ε
)
= ◦
(∫
A
f
)
+ ◦(ε ·m(A)).
Since 0< λ (ε ·m(A))<+∞, ◦(ε ·m(A)) = 0 and
∫M
A f ≤
◦ (
∫
A f ).
We conclude ◦ (
∫
A f ) ≤
∫M
A f ≤
◦ (
∫
A f ), as desired.
If f is unbounded, non-positive and with λ (
∫
A | f |) ≥ 0, we can apply the above
argument to − f .
For an arbitrary f ∈ L1(A), the previous arguments entail that
∫M
A f
± = ◦ (
∫
A f
±),
so that∫ M
A
f =
∫ M
A
f+−
∫ M
A
f−= ◦
(∫
A
f+
)
−◦
(∫
A
f−
)
= ◦
(∫
A
f+−
∫
A
f−
)
= ◦
(∫
A
f
)
,
as desired.
As a consequence of the coherence between the real-valued integral and the integral
in R, we obtain the following result, analogous to Corollary 4.12.
Corollary 4.16. Let A⊂R be a measurable set. If f ∈L p(A), then f p is M-integrable
and
∫M
A f
p = ◦ (
∫
A f
p).
4.4 Integrals over nonmeasurable sets
It is also possible to define a real-valued integral of functions defined upon some non-
measurable sets A ⊆R. For a relevant class of non-measurable sets, the definition is
analogous to that of the Riemann integral over unbounded sets.
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Definition 4.17. For every q ∈Q, define A(q) = {x ∈R : λ (x)≥ q} and B(q) = {x ∈
R : λ (x)> q}.
We say that a function f : A(q)→R is M-integrable if
lim
t→∞
∫ M
[−tdq,tdq]
f
exists finite inR. If f is M-integrable over A(q), we define
∫M
A(q) f (x)= limt→∞
∫M
[−tdq,tdq] f (x).
Similarly, we say that a function f : B(q)→R is M-integrable if the real limit
lim
t→q+
∫ M
[−dt ,dt ]
f
exists finite inR. If f is M-integrable over B(q), we define
∫M
B(q) f (x)= limt→q+
∫M
[−dt ,dt ] f (x).
Finally, we say that a function f : R →R is M-integrable if the real limit
lim
t→−∞
∫ M
[−dt ,dt ]
f
exists finite inR. If f is M-integrable overR, we define
∫M
R
f (x)= limt→−∞
∫M
[−dt ,dt ] f (x).
These definitions are extended in the expected way to sets of the form A(q)∩ [a,b]R,
B(q)∩ [a,b]R, [a,+∞]R and [−∞,b]R .
These integrals over non-measurable subsets of R are linear, as a consequence of
linearity of the integral over measurable sets.
Proposition 4.18. If A⊂R is a measurable set or if it is a set of the form A(q) or B(q)
for some q∈Q, then every M-integrable functions f and g over A and every x,y∈R f in
satisfy equality (4.1).
Proof. We have proven this result under the hypothesis that A is a measurable set in
Proposition 4.14.
If A=A(q) or A=B(q) for some q∈Q, then this is a consequence of the linearity of
the integral over measurable sets and of the linearity of the real limit of functions.
Example 4.19. Let a ∈R, a 6=−1, and consider the function f (x) = xa defined on the
set {x ∈R f in : x ≥ 1} = A(0)∩ [1,d
−1]R . These functions are analytic over intervals
of the form [1,n]R , with n ∈ N. However, recall that they are not integrable over
the non-measurable set {x ∈ R f in : x ≥ 1}. Nevertheless, Proposition 4.11 entails
the equality
∫M
[1,n]R
xa =
∫
[1,n]R
xa for every n ∈ N. Moreover, by Lemma 4.10 of [13],∫
[1,n]R
xa =
∫
[1,n] x
a dx= n
a+1
a+1 −
1
a+1 .
A similar argument applies to the function x 7→ x−1. In this case, we obtain that∫M
[1,n]R
x−1 =
∫
[1,n]R
x−1 =
∫
[1,n] x
−1 dx= ln(n) for every n ∈ N.
As a consequence, f (x) = xa is M-integrable over {x ∈R f in : x≥ 1} if and only if
a<−1, in analogy to what happens for the corresponding real functions.
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4.5 M-integrable representatives of real continuous functions
We will now establish an analogous of Theorem 2.22 for the M-integral. Recall that,
for the non-Archimedean integral, the only analogue to Theorem 2.22 is Lemma 4.8,
that is only valid for real analytic functions of a bounded domain. Instead, for the M-
integral we will prove that every canonical or non-canonical extension of a continuous
function f ∈ Ck([a,b]) is M-integrable, and the M-integral is equal to the Lebesgue
integral of f over [a,b].
Theorem 4.20. Let f ∈Ck([a,b]). Then f h is M-integrable for every 0≤ h≤ k and∫ M
[a,b]R
f h =
∫
[a,b]
f (x)dx.
Proof. Recall that a function s : [a,b]→ R is a step function if and only if there exist
some n ∈ N, a partition of [a,b] into n intervals I1, . . . , In and n real numbers s1, . . . ,sn,
such that s = ∑i≤n siχIi . Step functions have a well-defined Riemann integral equal to
∑i≤n sil(Ii).
If I1, . . . , In is a partition of [a,b], define J1, . . . ,Jn as the partition of [a,b]R satisfy-
ing the following properties:
• if Ii = [ai,bi], then Ji = [ai,bi]R ;
• if Ii = (ai,bi], then Ji = (ai,bi]R ;
• if Ii = [ai,bi), then Ji = [ai,bi)R ;
• if Ii = (ai,bi), then Ji = (ai,bi)R ;
If s : [a,b]→R is a step function, then it can be extended to a function s˜ : [a,b]R →
R by posing
s˜= ∑
i≤n
siJi.
The function s˜ is trivially m-measurable, moreover
∫
[a,b]R
s˜=
∫ M
[a,b]R
s˜=
∫
[a,b]
s(x) dx. (4.2)
Let now f ∈ Ck([a,b]) and let 0 ≤ h ≤ k. For every ε ∈ R,ε > 0 let also s+ε be a
step function satifying s+ε (x)> f (x) for every x ∈ [a,b] and∫
[a,b]
s+ε (x)dx−
∫
[a,b]
f (x) ≤ ε. (4.3)
Similarly, let s−ε be a step function satifying s
−
ε (x)< f (x) for every x ∈ [a,b] and∫
[a,b]
f (x)dx−
∫
[a,b]
s−ε (x)≤ ε. (4.4)
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Notice that, by definition, we have s˜+ε (x)> f h(x) for every x ∈ [a,b]R and s˜
−
ε (x)<
f h(x) for every x ∈ [a,b]R . Moreover, equations (4.2), (4.3) and (4.4) entail that∫
[a,b]R
s˜+ε −
∫
[a,b]R
s˜−ε < 2ε .
Since ε is an arbitrary positive real number, we deduce that
sup
{
◦
(∫
[a,b]R
g
)
: g(x)≤ f h(x) ∀x ∈ [a,b]R
}
=
inf
{
◦
(∫
[a,b]R
g
)
: g(x)≥ f h(x) ∀x ∈ [a,b]R
}
=
∫
[a,b]
f (x)dx
i.e. that f h isM-integrable and
∫M
[a,b]R
f h =
∫
[a,b] f (x)dx.
A similar result applies also to continuous and integrable functions defined over
open intervals or over R.
Corollary 4.21. If f ∈Ck((a,b)) and
∫
(a,b) | f (x)|dx<+∞, then f h is M-integrable for
every 0≤ h≤ k and ∫ M
(a,b)
f h =
∫
(a,b)
f (x)dx.
Proof. If f is bounded, it is sufficient to apply the same argument of Theorem 4.20.
If f is not bounded and non-negative, it is sufficient to notice that
sup
{∫
A
s(x) dx : s is a step function and s(x)< f (x) ∀x ∈ (a,b)
}
=
∫
(a,b)
f (x) dx
and that, with a similar argument as the one used in the proof of Theorem 4.20,
sup
{
◦
(∫
(a,b)R
g
)
: g(x)≤ f h(x) ∀x ∈ (a,b)R
}
=
sup
{∫
(a,b)R
s(x) dx : s is a step function and s(x)< f (x) ∀x ∈ (a,b)
}
.
For arbitrary functions f ∈ Ck((a,b)), it is sufficient to apply the previous part of the
proof to f+ and to f−. Notice also that the hypothesis
∫
(a,b) | f (x)|dx<+∞ is sufficient
to entail that both
∫
(a,b) f
+(x)dx<+∞ and
∫
(a,b) f
−(x)dx<+∞.
Corollary 4.22. If f ∈Ck(R) and
∫
R | f (x)|dx<+∞, then f h is M-integrable overR f in
for every 0≤ h≤ k and ∫ M
R f in
f h =
∫
R
f (x) dx.
Proof. It is a consequence of the definition of
∫M
R f in
f h and of the property that
∫
[a,b]R
f h=∫
[a,b] f (x) dx for every a,b ∈R.
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4.6 A restricted integration by parts for theM-integral
Notice that the M-integral does not satisfy the fundamental theorem of calculus. A
counterexample is obtained as follows: define a function F : R →R by posing
F(x) =
{
0 if x< 0 or x ∈ µ(0)
1 if x> 0 and x 6∈ µ(0).
(4.5)
Then F is continuous, F ′(x) = 0 for all x ∈ R, and F is not m-measurable over any
bounded interval that includes µ(0). However, F is M-integrable on every interval
[a,b]R ⊂R f in. Consequently, the fundamental theorem of calculus fails, since e.g. if
a< 0 and b> 0 one has
F(b)−F(a) = 1 6= 0=
∫ M
[a,b]R
F ′.
Consequently, an integration by parts formula fails for the real-valued integral.
These drawbacks occur once a sufficiently large class of functions are integrable.
In fact, it is well-known that in non-Archimedean field extensions of R derivable func-
tions with null derivative need not be constant, and that functions with positive deriva-
tive need not be increasing. For more details on this issue where F= R, we refer for
instance to [8, 39] and references therein. Notice also that in fields of hyperreal num-
bers this problem is overcome by only working with internal functions, and that the
hyperreal counterpart of function (4.5) is external.
Despite these limitations, we can still establish a reduced version of the fundamen-
tal theorem of calculus and of an integration by parts formula. As expected, these
results can only be obtained for measurable functions in the sense of Definition 4.6.
Proposition 4.23. If a,b ∈R f in, a < b and if f ,g ∈L
1([a,b]R), then for every F ∈
L 1([a,b]R) such that F
′(x) = f (x) for all x ∈ [a,b]R ,
∫ M
[a,b]R
f = ◦(F(b)−F(a)).
Proof. As a consequence of Proposition 3.24 of [13], for f and F satisfying the hy-
potheses we have ∫
[a,b]R
f = F(b)−F(a).
The desired equality can then be obtained as a consequence of Proposition 4.15.
As a consequence of the above result, we also get a restricted integration by parts
for the L-integral.
Proposition 4.24. If a,b ∈R f in, a< b and if f ,g ∈L
1([a,b]R), then
◦( f (b)g(b)− f (a)g(a)) =
∫ M
A
f ′g+
∫ M
A
f g′.
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Proof. Recall that, if f and g are analytic over the Levi-Civita field, then ( f g)′ =
f ′g+ g′ f (see e.g. Theorem 5.2 of [7]). Thanks to Proposition 4.23, we deduce that
◦( f (b)g(b)− f (a)g(a)) =
∫ M
[a,b]R
f ′g+
∫ M
[a,b]R
g′ f ,
as desired.
4.7 Delta-likeM-integrable functions and their derivatives
Flynn and Shamseddine recently showed that it is possible to represent the Dirac dis-
tribution with some measurable functions defined over the Levi-Civita field [22]. Their
results are mostly concerned with the duality between the so-called delta functions and
analytic functions over R. A duality with real continuous functions is developed in
[13], where the discussion is extended also to the derivatives of the Dirac distribution.
However, the proposed approach is somewhat cumbersome, since it is not possible to
represent real continuous functions that are not analytic with measurable functions over
the Levi-Civita field (see Proposition 3.16 and Lemma 3.17 of [13]).
This drawback is overcome by using the M-integral defined in Section 4. As an
example, we now discuss the representation of the Dirac distribution and of its deriva-
tives withM-integrable functions onR. It is relevant to compare the treatment with the
real-valued integral with the one obtained with weak limits of m-measurable functions,
discussed in detail in [13].
We extend the definition of Dirac-like measurable functions given in [13] to that of
Dirac-likeM-integrable functions.
Definition 4.25. A M-integrable function δr : R f in →R is Dirac-like at r ∈ A iff
1. δr(x)≥ 0 for all x ∈ A;
2. there exists h ∈Mo, h> 0 such that suppδr ⊆ [r− h,r+ h]R ⊆ A;
3.
∫M
R f in
δr = 1.
Notice that, as a consequence of Proposition 4.15, Dirac-like measurable functions
are also Dirac-likeM-integrable functions.
With this definition and thanks to Theorem 4.20, it is possible to show that Dirac-
likeM-integrable functions are good representatives of the real Dirac distribution.
Proposition 4.26. Let r ∈ R. For all Dirac-like M-integrable functions δr and for all
f ∈C0(R), ∫ M
R f in
(
δr · f 0
)
= f (r).
Proof. The integral is well-defined thanks to Corollary 4.22. Notice that f 0 is constant
over µ(r). Then we have∫ M
R f in
(
δr · f 0
)
= f (r) ·
∫ M
R f in
δr = f (r),
as desired.
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In a similar way it is possible to represent the derivatives of the Dirac distribution.
Proposition 4.27. Let r ∈ R. For all Dirac-like M-integrable functions δr, if δr ∈
L 1(R)∩Ck(R), then for all f ∈Cn(R) with n≥ k, and for all k ≤ j ≤ n,
∫ M
R f in
(
δ
(k)
r · f j
)
= (−1)k f (k)(r).
Proof. The integral is well-defined thanks to Corollary 4.22.
Moreover, if h ∈Mo, h > 0 satisfies suppδr ⊂ [r− h,r+ h]R , then f j ∈L
1([r−
h,r+h]R). In addition, δ
(m)
r (r±h) = 0 for every 0≤m≤ k. Taking into account these
equalities, the restricted integration by parts formula established in Proposition 4.24
ensures that∫ M
R f in
(
δ
(k)
r · f j
)
=
∫ M
[r−h,r+h]R
(
δ
(k)
r · f j
)
= (−1)k
∫ M
[r−h,r+h]R
(
δr · f
(k)
j
)
for every 0≤ m≤ k. By Proposition 4.26,
(−1)k
∫ M
[r−h,r+h]R
(
δr · f
(k)
j
)
≃ (−1)k · ◦
(
f
(k)
j (r)
)
.
Our hypotheses over j and Theorem 89 of [6] entail that ◦
(
f
(k)
j (r)
)
= f (k)(r), so the
proof is concluded.
Notice that the above proposition is false if j < k. Under this hypothesis, f j is
locally a polynomial of degree at most j, so that f
(k)
j (x) = 0 for all x ∈R f in.
A comparison of propositions 4.26 and 4.27 with their counterparts in [13] shows
the advantage of the use of the real-valued integral for the representation of real distri-
butions in the Levi-Civita field. Significantly, in [13] we were not able to define a C∞
structure over the spaces L p∩C∞(R) with the duality given by the non-Archimedean
integral. However, the results discussed in this section suggest that it is possible to do
so by using the duality induced by the real-valued integral.
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