Determinantal Martingales and Noncolliding Diffusion Processes by Katori, Makoto
ar
X
iv
:1
30
5.
44
12
v6
  [
ma
th.
PR
]  
9 J
ul 
20
14
Determinantal Martingales
and Noncolliding Diffusion Processes
Makoto Katori ∗
9 July 2014
Abstract
Two aspects of noncolliding diffusion processes have been extensively studied. One
of them is the fact that they are realized as harmonic Doob transforms of absorbing
particle systems in the Weyl chambers. Another aspect is integrability in the sense
that any spatio-temporal correlation function can be expressed by a determinant. The
purpose of the present paper is to clarify the connection between these two aspects.
We introduce a notion of determinantal martingale and prove that, if the system has
determinantal-martingale representation, then it is determinantal. In order to demon-
strate the direct connection between the two aspects, we study three processes.
MSC: 60J60; 60J65; 60G46; 15B52; 82C22
Keywords: Noncolliding diffusion processes; Harmonic Doob transforms; Martingales; De-
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1 Introduction
Two aspects of noncolliding diffusion processes have been extensively studied in probability
theory and random matrix theory. One of them is the fact that, although they are originally
introduced as eigenvalue processes of matrix-valued diffusions [9, 5], they are realized as
harmonic Doob transforms of absorbing particle systems in the Weyl chambers [15, 29, 21].
It implies that the noncolliding particle systems can be regarded as multivariate extensions
of the three-dimensional Bessel process, which is realized as an h-transform of absorbing
Brownian motion in one-dimension with an absorbing wall at the origin [26]. Another aspect
is integrability in the sense that any spatio-temporal correlation function can be explicitly
expressed by a determinant specified by a single continuous function called the correlation
kernel. Such determinantal processes are considered to be dynamical extensions of random
matrix models in which the eigenvalue ensembles provide determinantal point processes
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[28, 12, 50]. The purpose of the present paper is to clarify the connection between these
two aspects. We introduce a notion of determinantal martingale and prove that, if the
interacting particle system has an expression called determinantal-martingale representation
(DMR), then it is determinantal. In order to demonstrate the direct connection between
the two aspects through DMR, we study three processes, the noncolliding Brownian motion
(Dyson’s Brownian motion model with β = 2), the noncolliding squared Bessel process, and
the noncolliding Brownian motion on a circle.
We consider a continuous time Markov process Y (t), t ∈ [0,∞) on the state space S
which is a connected open set in R. It is a diffusion process in S or a process showing a
position on the circumference S = [0, 2πr) of a diffusion process moving around on the circle
with a radius r > 0; S1(r) ≡ {x ∈ [0, 2πr) : x+ 2πr = x}. The probability space is denoted
by (Ω,F ,Pv) with expectation Ev, when the initial state is fixed to be v ∈ S. When v is the
origin, the subscript is omitted. We introduce a filtration {F(t) : t ∈ [0,∞)} generated by
Y so that it satisfies the usual conditions (see, for instance, p.45 in [42]). We assume that
the process has a transition density (TD), p(t, y|x), t ∈ [0,∞), x, y ∈ S such that for any
measurable bounded function f(t, x), t ∈ [0,∞), x ∈ S,
E[f(t, Y (t))|F(s)] =
∫
S
dy f(t, y)p(t− s, y|Y (s)) a.s., 0 ≤ s ≤ t <∞. (1.1)
For N ∈ N ≡ {1, 2, . . . }, we put
WN(S) = {x = (x1, . . . , xN) ∈ SN : x1 < x2 < · · · < xN}.
If S = R, WN(R) is the Weyl chamber of type AN−1 [15]. For u = (u1, . . . , uN) ∈ WN(S),
we define a measure ξ by a sum of point masses concentrated on uj, 1 ≤ j ≤ N ; ξ(·) =∑N
j=1 δuj(·). Depending on ξ, we assume that there is a one-parameter family of continuous
functions
Mvξ(·, ·) : [0,∞)× S 7→ R
with parameter v ∈ S, such that the following conditions are satisfied.
(M1) Mukξ (t, Y (t)), 1 ≤ k ≤ N , t ∈ [0,∞) are continuous-time martingales;
E[Mukξ (t, Y (t))|F(s)] =Mukξ (s, Y (s)) a.s. for all 0 ≤ s ≤ t.
(M2) For any time t ≥ 0, Mukξ (t, x), 1 ≤ k ≤ N are linearly independent functions of x.
(M3) For 1 ≤ j, k ≤ N ,
lim
t↓0
Euj [Mukξ (t, Y (t))] = δjk.
We call Mξ(t, x) = {Mvξ(t, x)} martingale functions.
Let {Yj(t), t ∈ [0,∞) : 1 ≤ j ≤ N} be a collection of N independent copies of
Y (t), t ∈ [0,∞). We consider the N -component vector-valued Markov process Y (t) =
(Y1(t), . . . , YN(t)), t ∈ [0,∞), for which the initial values are fixed to be Yj(0) = uj ∈
2
S, 1 ≤ j ≤ N , provided u = (u1, . . . , uN) ∈WN(S), and the probability space is denoted by
(Ω,F ,Pu) with expectation Eu. We consider a determinant of the martingales
Dξ(t,Y (t)) = det
1≤j,k≤N
[
Mukξ (t, Yj(t))
]
, t ∈ [0,∞). (1.2)
The condition (M2) is necessary so that it is not zero constantly. This determinant is a
continuous-time martingale and we call it a determinantal martingale.
Let M(S) be the space of nonnegative integer-valued Radon measures on S, which is a
Polish space with the vague topology. In this paper the cardinality of a finite set A is denoted
by ♯A. Any element ξ ofM(S) can be represented as ξ(·) =∑j∈I δxj (·) with a countable index
set I, in which a sequence of points in S, x = (xj)j∈I, satisfies ξ(K) = ♯{xj , xj ∈ K} < ∞
for any compact subset K ⊂ S. We consider interacting particle systems as M(S)-valued
processes and write them as
Ξ(t, ·) =
N∑
j=1
δXj(t)(·), t ∈ [0,∞), (1.3)
where X(t) = (X1(t), . . . , XN(t)), t ∈ [0,∞) are defined by a solution of a given system
of stochastic differential equations (SDEs). We call x ∈ SN a labeled configuration and
ξ ∈ M(S) an unlabeled configuration. The probability law of Ξ(t, ·), t ∈ [0,∞) starting
from a fixed configuration ξ ∈ M(S) is denoted by Pξ and the process specified by the
initial configuration is expressed by (Ξ,Pξ). The expectations with respect to Pξ is denoted
by Eξ. We introduce a filtration {FΞ(t) : t ∈ [0,∞)} generated by Ξ(t) satisfying the
usual conditions. Let C0(S) be the set of all continuous real-valued functions with compact
supports on S. We set
M0(S) = {ξ ∈M(S) : ξ({x}) ≤ 1 for any x ∈ S},
which gives a collection of configurations without any multiple points.
Let 0 ≤ t ≤ T < ∞. We consider the expectation of an FΞ(t)-measurable bounded
function F , Eξ[F (Ξ(·))]. It is sufficient to consider the case that F is given as
F (Ξ(·)) =
M∏
m=1
gm(X(tm)) (1.4)
for an arbitrary M ∈ N, 0 ≤ t1 < · · · < tM ≤ T < ∞ with bounded measurable functions
gm on S
N , 1 ≤ m ≤ M . Since the particles are unlabeled in the process (Ξ,Pξ), gm’s are
symmetric functions.
Definition 1.1 Given ξ ∈M0(S), consider a process (Ξ,Pξ). If there exists a pair (Y,Mξ)
defining Dξ by (1.2) such that for any FΞ(t)-measurable bounded function F , 0 ≤ t ≤ T <∞,
the equality
Eξ[F (Ξ(·))] = Eu
[
F
(
N∑
j=1
δYj(·)
)
Dξ(T,Y (T ))
]
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holds, then we say (Ξ,Pξ) has determinantal-martingale representation (DMR) associated
with (Y,Mξ).
For any integer M ∈ N, a sequence of times t = (t1, . . . , tM) ∈ [0,∞)M with 0 ≤ t1 <
· · · < tM < ∞, and a sequence of functions f = (ft1 , . . . , ftM ) ∈ C0(S)M , the moment
generating function of multi-time distribution of (Ξ,Pξ) is defined by
Ψtξ [f ] ≡ Eξ
[
exp
{
M∑
m=1
∫
S
ftm(x)Ξ(tm, dx)
}]
. (1.5)
It is expanded with respect to ‘test functions’ χtm(·) ≡ eftm (·) − 1, 1 ≤ m ≤M as
Ψtξ [f ] =
∑
0≤Nm≤N,
1≤m≤M
∫
∏M
m=1 WNm (S)
M∏
m=1
dx
(m)
Nm
Nm∏
j=1
χtm
(
x
(m)
j
)
ρξ
(
t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
)
,
where x
(m)
Nm
denotes (x
(m)
1 , . . . , x
(m)
Nm
), and this expansion formula of Ψtξ [f ] defines the spatio-
temporal correlation functions ρξ for the process (Ξ,Pξ). Given an integral kernel,K(s, x; t, y),
(s, x), (t, y) ∈ [0,∞)× S, a Fredholm determinant is defined as
Det
(s,t)∈{t1,...,tM}2,
(x,y)∈S2
[
δstδx({y}) +K(s, x; t, y)χt(y)
]
=
∑
0≤Nm≤N,
1≤m≤M
∫
∏M
m=1 WNm (S)
M∏
m=1
dx
(m)
Nm
Nm∏
j=1
χtm
(
x
(m)
j
)
det
1≤j≤Nm,1≤k≤Nn,
1≤m,n≤M
[
K(tm, x
(m)
j ; tn, x
(n)
k )
]
(1.6)
for a sequence of functions χ = (χt1 , . . . , χtM ) ∈ C0(S)M , where dx(m)Nm =
∏Nm
j=1 dx
(m)
j , 1 ≤
m ≤M .
Definition 1.2 If any moment generating function (1.5) is given by a Fredholm determi-
nant, the process (Ξ,Pξ) is said to be determinantal. In this case, all spatio-temporal corre-
lation functions are given by determinants as
ρξ
(
t1,x
(1)
N1
; . . . ; tM ,x
(M)
NM
)
= det
1≤j≤Nm,1≤k≤Nn,
1≤m,n≤M
[
Kξ(tm, x
(m)
j ; tn, x
(n)
k )
]
, (1.7)
0 ≤ t1 < · · · < tM < ∞, 1 ≤ Nm ≤ N , x(m)Nm ∈ SNm , 1 ≤ m ≤ M ∈ N. Here the integral
kernel, Kξ : ([0,∞) × S)2 7→ R, is a function of initial configuration ξ and is called the
correlation kernel.
Let 1(ω) be the indicator of ω; 1(ω) = 1 if ω is satisfied, and 1(ω) = 0 otherwise. The
main theorem of the present paper is the following.
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Theorem 1.3 If (Ξ,Pξ) has DMR associated with (Y,Mξ), then it is determinantal with
the correlation kernel
Kξ(s, x; t, y) =
∫
S
ξ(dv)p(s, x|v)Mvξ(t, y)− 1(s > t)p(s− t, x|y), (1.8)
(s, x), (t, y) ∈ [0,∞)× S, where p is the TD of the process Y .
This type of asymmetric correlation kernel (1.8) was first obtained by Eynard and Mehta
for a multi-matrix model [10] and by Nagao and Forrester for the noncolliding Brownian
motion started at a special initial distribution (the GUE eigenvalue distribution) [35], and
has been extensively studied [13, 51, 34, 4, 12, 24, 27]. Note that, while in determinantal
point processes correlation kernels are usually symmetric [47, 46, 2], the present ‘dynamical
correlation kernel’ is asymmetric with respect to the exchange of two points (s, x) and (t, y)
on the spatio-temporal plane [0,∞)× S and shows causality in the system.
In order to show applications of Theorem 1.3, we consider the following three kinds of
interacting particle systems, (Ξ,Pξ), ξ =
∑N
j=1 δuj ∈M0(S) with Ξ(t, ·) =
∑N
j=1 δXj(t)(·), t ∈
[0,∞). For each system of SDEs, Bj(t), 1 ≤ j ≤ N, t ≥ 0 denote a set of independent
one-dimensional standard Brownian motions (BMs) started at 0. (From now on, BM means
a one-dimensional standard Brownian motion unless specially mentioned.)
Process 1 : Noncolliding Brownian motion (Dyson’s Brownian motion model with β = 2);
S = R,
Xj(t) = uj +Bj(t) +
∑
1≤k≤N,
k 6=j
∫ t
0
ds
Xj(s)−Xk(s) , 1 ≤ j ≤ N, t ≥ 0. (1.9)
Process 2 : Noncolliding squared Bessel process (BESQ(ν)) with ν > −1;
S = R+ ≡ {x ∈ R : x ≥ 0},
Xj(t) = uj +
∫ t
0
2
√
Xj(s)dBj(s) + 2(ν + 1)t
+
∑
1≤k≤N,
k 6=j
∫ t
0
4Xj(s)ds
Xj(s)−Xk(s) , 1 ≤ j ≤ N, t ≥ 0, (1.10)
where if −1 < ν < 0 the reflection boundary condition is assumed at the origin.
Process 3 : Noncolliding BM on a circle with a radius r > 0; (trigonometric extension of
Dyson’s Brownian motion model with β = 2);
We solve the SDEs
Xˇj(t) = uj +Bj(t) +
1
2r
∑
1≤k≤N,
k 6=j
∫ t
0
cot
(
Xˇj(s)− Xˇk(s)
2r
)
ds, 1 ≤ j ≤ N, t ≥ 0,
(1.11)
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on R and then define the process on S = [0, 2πr) by
Xj(t) = Xˇj(t) mod 2πr, 1 ≤ j ≤ N, t ≥ 0. (1.12)
Note that cot(x/2r) is a periodic function of x with period 2πr. By definition (1.12),
measurable functions for Process 3 should be periodic with period 2πr in the following
sense. For 0 ≤ t < ∞, if an FΞ(t)-measurable function F is given in the form (1.4),
then for any n ∈ Z,
gm((xj + 2πrn)
N
j=1) = gm(x), 1 ≤ m ≤M.
Provided u = X(0) ∈ WN(S), let τcollision = inf{t > 0 : X(t) /∈ WN(S)}. It has been
proved that Pξ(τcollision = ∞) = 1 for these three processes [8, 43, 17, 7]. The noncolliding
Brownian motion was introduced by Dyson as the eigenvalue process of Hermitian matrix-
valued process [9] and has been also called Dyson’s Brownian motion model (with parameter
β = 2) [48, 35, 15, 19, 34, 51, 21, 23, 24, 37, 27, 38, 39]. The noncolliding BESQ(ν) was
studied by Ko¨nig and O’Connell [29], where it is considered as the generalization of the
eigenvalue process of a matrix-valued process called the Laguerre process (or the complex
Wishart process). See also [5, 15, 13, 21, 52, 22, 25]. The system (1.11) with the identification
(1.12) can be regarded as a dynamical extension of the circular unitary ensemble (CUE) of
random matrix theory (see Section 11.8 in [34] and Chapter 11 in [12]) [18, 7]. The dynamics
was studied in [36] and papers cited therein. It is interesting to see that (a one-parameter
extension of) (1.11) is discussed as a driving system for a multiple radial Schramm-Loewner
evolution by Cardy [6]. Quite recently many interesting properties of related processes on
a circle are reported in [41, 40, 44, 33]. Process 3 is a trigonometric extension of Process 1
and in the limit r → ∞ Process 3 should be reduced to Process 1. Since functions used to
represent Process 3 in the present paper are all analytic with respect to r, the hyperbolic
extension will be similarly discussed [7].
We introduce sets of entire functions of z ∈ C [32], 1 ≤ k ≤ N , for u ∈ WN(S),
ξ =
∑N
j=1 δuj , v ∈ S, r > 0,
Φvξ(z) =

∏
1≤ℓ≤N,
uℓ 6=v
z − uℓ
v − uℓ , for Processes 1 and 2,∏
1≤ℓ≤N,
uℓ 6=v
sin((z − uℓ)/2r)
sin((v − uℓ)/2r) , for Process 3,
(1.13)
and integral transformations of function f = f(W ),
I[f(W )|(t, x)] =

∫
R
dw f(iw)q(t, w|x), for Processes 1 and 3,∫
R+
dw f(−w)q(ν)(t, w|x), for Process 2,
(1.14)
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with
q(t, w|x) = e
−(ix+w)2/2t
√
2πt
, (1.15)
q(ν)(t, w|x) =
(w
x
)ν/2 e(x−w)/2t
2t
Jν
(√
xw
t
)
, ν > −1, (1.16)
where i =
√−1 and Jν is the Bessel function
Jν(z) =
∞∑
n=0
(−1)n
Γ(n+ 1)Γ(n+ 1 + ν)
(z
2
)2n+ν
with the Gamma function Γ(z), which is an analytic function of z in a cut plane C\ (−∞, 0)
[53]. Appropriate limits should be taken for t = 0 in (1.15) and (1.16) and for x = 0 in (1.16)
as explained in Section 3. (Note that W in LHS of (1.14) is a dummy variable, but it will be
useful in order to specify a function f , especially when we extend the integral transformation
for multivariate functions in Section 3.)
Corresponding to the three interacting N -particle systems, we consider the following
three kinds of one-dimensional processes. The first one is BM on S = R, whose TD started
at x ∈ R is given by
p(t, y|x) = pBM(t, y|x) =

e−(y−x)
2/2t
√
2πt
, t > 0, y ∈ R
δx({y}), t = 0, y ∈ R.
(1.17)
The second one is BESQ(ν) with ν > −1 on S = R+, which is given by the solution of the
SDE,
Y (t) = u+
∫ t
0
2
√
Y (s)dB(s) + 2(ν + 1)t, t ≥ 0, u > 0,
where B is BM, and if −1 < ν < 0 a reflecting wall is put at the origin. The TD is given by
p(t, y|x) = p(ν)(t, y|x)
=

(y
x
)ν/2 e−(x+y)/2t
2t
Iν
(√
xy
t
)
, t > 0, x > 0, y ∈ R+,
yνe−y/2t
(2t)ν+1Γ(ν + 1)
, t > 0, x = 0, y ∈ R+,
δx({y}), t = 0, x, y ∈ R+,
(1.18)
where Iν(x) is the modified Bessel function of the first kind [53]
Iν(x) =
∞∑
n=0
(x/2)2n+ν
Γ(n+ 1)Γ(n+ 1 + ν)
, x ∈ R+.
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The third one is a Markov process on S = [0, 2πr), r > 0, whose TD is given by
p(t, y|x) = pr(t, y|x;N) =

∑
ℓ∈Z
pBM(t, y + 2πrℓ|x), if N is odd,∑
ℓ∈Z
(−1)ℓpBM(t, y + 2πrℓ|x), if N is even,
(1.19)
x, y ∈ [0, 2πr), t ≥ 0, where N is the number of particles of Process 3. This process shows a
position on the circumference S = [0, 2πr) of a Brownian motion moving around on the circle
S1(r) (with alternating signed densities if N is even). We will explain in Section 3.3 that it
represents an elementary process of the system of N Brownian motions on S1(r), which is
killed when any collision of particles occurs. In the following, we call this one-dimensional
Markov process Y (t) ∈ [0, 2πr), t ∈ [0,∞) simply ‘BM on [0, 2πr)’.
We will prove the following.
Theorem 1.4 For any ξ ∈M0(S), the three processes have DMRs associated with (Y,Mξ)
such that
Y is given by

BM on R, for Process 1,
BESQ(ν) on R+, for Process 2,
BM on [0, 2πr), for Process 3,
and Mξ = {Mvξ(t, x)}, v ∈ S is given by
Mvξ(t, x) = I[Φvξ(W )|(t, x)]. (1.20)
Then they are all determinantal with correlation kernels (1.8) with (1.20).
In the present paper, Section 2 is devoted to proof of Theorem 1.3. In Section 3 properties
of (Y,Mξ) are studied for the three processes. Theorem 1.4 is proved in Section 4, where
direct relations between DMRs and h-transforms are clarified. It is shown in Section 5 that,
even though the systems of SDEs (1.9)-(1.11) cannot be solved if initial configurations have
multiple points, ξ ∈ M(S) \M0(S), the martingale functions Mξ can be rewritten in the
form so that they are valid also for ξ ∈ M(S) \M0(S). The spatio-temporal correlations
of determinantal processes will determine the entrance laws for the processes from ξ ∈
M(S) \M0(S). In Section 6, as an application of Theorem 1.4, we show for Process 3 that
a non-equilibrium dynamics exhibiting a relaxation phenomenon is well-described by the
obtained correlation kernel.
Consider Processes 1 and 3. Since Φvξ(z) given by (1.13) are entire functions of z, their
integral transformations (1.14) with the integral kernel (1.15) are rewritten as
I[Φvξ(W )|(t, x)] =
∫
R
dy˜Φvξ(x+ iy˜)pBM(t, y˜|0) (1.21)
by changing the integral variable as w → y˜ with y˜ = ix+w and by Cauchy’s integral theorem.
Let Y˜ (t), t ∈ [0,∞) be BM on R started at 0, which is independent from Y (t), t ∈ [0,∞).
We write the expectation with respect to Y˜ (·) as E˜. Define a complex process
Z(t) = Y (t) + iY˜ (t), t ∈ [0,∞).
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For Process 1 it is a complex Brownian motion on C, and for Process 3 it is that defined on
{z = x+ iy : x ∈ [0, 2πr), y ∈ R}, r > 0. For Processes 1 and 3, (1.21) implies the equality
I[Φvξ(W )|(t, Y (t))] = E˜[Φvξ(Z(t))], t ∈ [0,∞). Then (1.20) gives
Mvξ(t, Y (t)) = E˜[Φvξ(Z(t))], t ∈ [0,∞). (1.22)
In these cases, the present DMR is reduced to be the complex Brownian motion representation
(CBMR), which was introduced in [27] for Process 1. On the other hand, Process 2 does
not have CBMR. We find, however, that if we transform BESQ(ν), Y (ν)(·), to the Bessel
process (BES(ν)), Ŷ (ν)(·), by Ŷ (ν) =
√
Y (ν), and if we set ν = n + 1/2, n ∈ N0 ∪ {−1},
where N0 ≡ N∪ {0}, then the corresponding martingales M̂ξ can be represented by using a
complex process
Ẑ(n+1/2)(t) = Ŷ (n+1/2)(t) + iY˜ (t), t ∈ [0,∞), (1.23)
where Y˜ (t) is BM defined independently from Ŷ (n+1/2)(t), t ∈ [0,∞). The complex-process
representation (CPR) for the noncolliding BES(n+1/2), n ∈ N0 ∪ {−1} is reported in Section
7.
2 Proof of Theorem 1.3
2.1 Preliminaries
For n ∈ N, an index set {1, 2, . . . , n} is denoted by In. Fixed N ∈ N with N ′ ∈ IN , we write
J ⊂ IN , ♯J = N ′, if J = {j1, . . . , jN ′}, 1 ≤ j1 < · · · < jN ′ ≤ N . For x = (x1, . . . , xN) ∈ SN ,
put xJ = (xj1 , . . . , xjN′ ). In particular, we write xN ′ = xIN′ , 1 ≤ N ′ ≤ N . (By definition
xN = x.)
For a finite index set J, we write the collection of all permutations of elements in J as
S(J). In particular, for In = {1, 2, . . . , n}, n ∈ N , we express S(In) simply by Sn. For
x = (x1, . . . , xN) ∈ Sn, σ ∈ Sn, we put σ(x) = (xσ(1), . . . , xσ(n)). For an n × n matrix
B = (Bjk)1≤j,k≤n, the determinant is defined by
detB = det
1≤j,k≤n
[Bjk]
=
∑
σ∈Sn
sgn(σ)
n∏
j=1
Bjσ(j). (2.1)
Any permutation σ ∈ Sn can be decomposed into a product of cyclic permutations. Let the
number of cyclic permutations in the decomposition be ℓ(σ) and express σ by
σ = c1c2 · · · cℓ(σ),
where cλ denotes a cyclic permutation
cλ = (cλ(1)cλ(2) · · · cλ(qλ)), 1 ≤ qλ ≤ n, 1 ≤ λ ≤ ℓ(σ).
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For each 1 ≤ λ ≤ ℓ(σ), we write the set of entries {cλ(j)}qλj=1 of cλ simply as {cλ}, in
which the periodicity cλ(j + qλ) = cλ(j), 1 ≤ j ≤ qλ is assumed. By definition, for each
1 ≤ λ ≤ ℓ(σ), cλ(j), 1 ≤ j ≤ qλ are distinct indices chosen from In, and {cλ} ∩ {cλ′} = ∅ for
1 ≤ λ 6= λ′ ≤ ℓ(σ). By definition ∑ℓ(σ)λ=1 qλ = n. The determinant (2.1) is also expressed as
detB =
∑
σ∈Sn
(−1)n−ℓ(σ)
ℓ(σ)∏
λ=1
qλ∏
j=1
Bcλ(j)cλ(j+1). (2.2)
2.2 Lemmas
Lemma 2.1 Assume that ξ(·) = ∑Nj=1 δuj (·) with u ∈ WN(S). Let 1 ≤ N ′ ≤ N . For
0 < t ≤ T <∞ and an F(t)-measurable symmetric function FN ′ on SN ′,∑
J⊂IN ,♯J=N ′
Eu [FN ′(Y J(t))Dξ(T,Y (T ))]
=
∫
WN′ (S)
ξ⊗N
′
(dv)Ev [FN ′(Y N ′(t))Dξ(T,Y N ′(T ))] . (2.3)
Lemma 2.2 Let u ∈ WN(S) and ξ =
∑N
j=1 δuj . Assume that there exists a pair (Y,Mξ)
satisfying conditions (M1)-(M3) and Dξ is defined by (1.2). Then for any M ∈ N, 0 ≤ t1 <
· · · < tM ≤ T <∞, χtm ∈ C0(S), 1 ≤ m ≤M , the equality
Eu
[
M∏
m=1
N∏
j=1
{1 + χtm(Yj(tm))}Dξ(T,Y (T ))
]
= Det
(s,t)∈{t1,...,tM}2,
(x,y)∈S2
[
δstδx({y}) +Kξ(s, x; t, y)χt(y)
]
(2.4)
holds, where Kξ is given by (1.8).
Lemma 2.1 shows the reducibility of the determinantal martingale in the sense that, if
we observe a symmetric function depending on N ′ variables, N ′ ≤ N , then the size of
determinantal martingale can be reduced from N to N ′. The proof is given in Section 2.3.
In Lemma 2.2, the LHS of (2.4) is an expectation of a usual determinant multiplied by
test functions, while the RHS is a Fredholm determinant. Note that the expectation in the
LHS will be calculated by performing integrals using TD, p of the process Y as an integral
kernel, while p is involved in the integral representation (1.8) of the correlation kernel Kξ
for the Fredholm determinant in the RHS. Therefore, simply to say, this equality is just
obtained by applying Fubini’s theorem. Since the quantities in (2.4) are multivariate and
multi-time joint distribution is considered, however, we also need combinatorics arguments
to prove Lemma 2.2. The proof is given in Section 2.4. It is quite similar to the proof for
the CBMR for Process 1 given in [27], but some parts of the present proof are simpler, since
here we treat only real processes.
10
2.3 Proof of Lemma 2.1
By definition (1.2) with (2.1), and independence of Yj(·), 1 ≤ j ≤ N , the LHS of (2.3) is
equal to∑
J⊂IN ,♯J=N ′
Eu
[
FN ′(Y J(t)) det
j,k∈IN
[Mukξ (T, Yj(T ))]
]
=
∑
J⊂IN ,♯J=N ′
Eu
[
FN ′(Y J(t))
∑
σ∈SN
sgn(σ)
N∏
j=1
Muσ(j)ξ (T, Yj(T ))
]
=
∑
J⊂IN ,♯J=N ′
∑
σ∈SN
sgn(σ)Eu
FN ′(Y J(t))∏
j∈J
Muσ(j)ξ (T, Yj(T ))
∏
k∈IN\J
Muσ(k)ξ (T, Yk(T ))

=
∑
J⊂IN ,♯J=N ′
∑
σ∈SN
sgn(σ)Eu
[
FN ′(Y J(t))
∏
j∈J
Muσ(j)ξ (T, Yj(T ))
]
×
∏
k∈IN\J
Eu
[Muσ(k)ξ (T, Yk(T ))] . (2.5)
By the condition (M1) of Mξ,∏
k∈IN\J
Eu
[Muσ(k)ξ (T, Yk(T ))] = ∏
k∈IN\J
Eu
[Muσ(k)ξ (t, Yk(t))] , ∀t ∈ [0, T ],
and the condition (M3) implies it is equal to
∏
k∈IN\J δkσ(k). Then (2.5) becomes∑
J⊂IN ,♯J=N ′
∑
σ∈S(J)
sgn(σ)Eu
[
FN ′(Y J(t))
∏
j∈J
Muσ(j)ξ (T, Yj(T ))
]
=
∑
J⊂IN ,♯J=N ′
Eu
[
FN ′(Y J(t)) det
j,k∈J
[Mukξ (T, Yj(T ))]
]
=
∫
WN′ (S)
ξ⊗N
′
(dv)Ev
[
FN ′(Y N ′(t)) det
j,k∈IN′
[Mukξ (T, Yj(T ))]
]
,
where equivalence of Yj(t), t ∈ [0,∞), 1 ≤ j ≤ N in probability law is used. This is the RHS
of (2.3) and the proof is completed.
2.4 Proof of Lemma 2.2
By performing binomial expansion of
∏M
m=1
∏N
j=1{1 + χtm(Yj(tm))} and by Lemma 2.1, the
LHS of (2.4) becomes∑
Nm≥0,
1≤m≤M
∑
1≤p≤N
∑
♯Jm=Nm,
1≤m≤M,⋃M
m=1 Jm=Ip
∫
Wp(S)
ξ⊗p(dv)Ev
[
M∏
m=1
∏
jm∈Jm
χtm(Yjm(tm))Dξ(T,Y p(T ))
]]
.
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On the other hand, the RHS of (2.4) has an expansion according to the definition of Fredholm
determinant (1.6). Then, for proof of Lemma 2.2, it is enough to show that, for any M ∈
N, (N1, . . . , NM) ∈ NM , the equality∫
∏M
m=1 WNm (S)
M∏
m=1
{
dx
(m)
Nm
Nm∏
j=1
χtm
(
x
(m)
j
)}
det
1≤j≤Nm,1≤k≤Nn,
1≤m,n≤M
[
Kξ(tm, x
(m)
j ; tn, x
(n)
k )
]
=
∑
1≤p≤N
∑
♯Jm=Nm,
1≤m≤M,⋃M
m=1 Jm=Ip
∫
Wp(S)
ξ⊗p(dv)Ev
[
M∏
m=1
∏
jm∈Jm
χtm(Yjm(tm)) det
j,k∈Ip
[
Mvkξ (T, Yj(T ))
]]
(2.6)
is established. Here we will prove (2.6) for arbitrary chosen M ∈ N and (N1, . . . , NM) ∈ NM .
The proof consists of four steps.
Step 1: Restricted binomial expansion
Let I(1) = IN1 and I
(m) = I∑m
j=1Nj
\I∑m−1
j=1 Nj
= {∑m−1j=1 Nj+1, . . . ,∑mj=1Nj}, 2 ≤ m ≤M .
By definition I(m)∩ I(m′) = ∅, 1 ≤ m 6= m′ ≤M . Put n =∑Mm=1Nm and τj =∑Mm=1 tm1(j ∈
I(m)), 1 ≤ j ≤ n. That is,
τj = tm ⇐⇒ j ∈ I(m), 1 ≤ j ≤ n, 1 ≤ m ≤M.
Then the integrand in the LHS of (2.6) is simply written as
n∏
j=1
χτj (xj) det
1≤j,k≤n
[Kξ(τj, xj ; τk, xk)], (2.7)
and the integral
∫
∏M
m=1 WNm (S)
∏M
m=1 dx
(m)
Nm
(·) can be replaced by {∏Mm=1Nm!}−1 ∫Sn dx (·).
By the formula (2.2) of determinant, (2.7) is expressed as
∑
σ∈Sn
(−1)n−ℓ(σ)
ℓ(σ)∏
λ=1
qλ∏
j=1
χτcλ(j)(xcλ(j))Kξ(τcλ(j), xcλ(j); τcλ(j+1), xcλ(j+1))
=
∑
σ∈Sn
(−1)n−ℓ(σ)
ℓ(σ)∏
λ=1
qλ∏
j=1
χτcλ(j)(xcλ(j))
{
Gξ(τcλ(j), xcλ(j); τcλ(j+1), xcλ(j+1))
−1(τcλ(j) > τcλ(j+1))p(τcλ(j) − τcλ(j+1), xcλ(j)|xcλ(j+1))
}
, (2.8)
where with (1.8) we have set
Gξ(s, x; t, y) ≡ Kξ(s, x; t, y) + 1(s > t)p(s− t, x|y)
=
∫
S
ξ(dv)p(s, x|v)Mvξ(t, y), (s, t) ∈ [0,∞)2, (x, y) ∈ S2. (2.9)
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We will perform binomial expansions in (2.8); for each (λ, j), we choose a term Gξ or a
term −1(τcλ(j) > τcλ(j+1))p. Here we have to note that it is not a usual binomial expansion in
the sense that, since the latter term involves an indicator function 1(τcλ(j) > τcλ(j+1)), even if
the latter term is chosen in the expansion, nothing remains when τcλ(j) ≤ τcλ(j+1). It means
that, if the condition τcλ(j) > τcλ(j+1) is not satisfied, we have no other choice than taking
the first term. Moreover, for each cyclic permutation labeled by λ, the first term has to be
chosen at least once in the qλ-times expansion. Otherwise, it vanishes, since as a matter of
course the conditions τcλ(j) > τcλ(j+1), 1 ≤ ∀j ≤ qλ cannot be satisfied in a cyclic permutation
cλ. For each cyclic permutation cλ, let Mλ be the set of first terms and M
c
λ = {cλ} \Mλ
be the set of non-vanishing second terms in this restricted binomial expansion. (Note again
that Mλ 6= ∅.) If we define a subset of {cλ},
C(cλ) =
{
cλ(j) ∈ {cλ} : τcλ(j) > τcλ(j+1)
}
, (2.10)
then {cλ} \ C(cλ) ⊂Mλ and Mcλ ⊂ C(cλ). It implies that, if we put
G(cλ,Mλ) =
∫
S{cλ}
qλ∏
j=1
{
dxcλ(j) χτcλ(j)(xcλ(j))p(τcλ(j) − τcλ(j+1), xcλ(j)|xcλ(j+1))
1(cλ(j)∈Mcλ)
×Gξ(τcλ(j), xcλ(j); τcλ(j+1), xcλ(j+1))1(cλ(j)∈Mλ)
}
, (2.11)
then, as a result of this expansion, the LHS of (2.6) is expressed as
1∏M
m=1Nm!
∑
σ∈Sn
(−1)n−ℓ(σ)
ℓ(σ)∏
λ=1
∑
Mλ:
{cλ}\C(cλ)⊂Mλ⊂{cλ}
(−1)♯McλG(cλ,Mλ). (2.12)
Step 2: Application of Fubini’s theorem
Put
F ({xcλ(k) : cλ(k) ∈Mcλ})
=
∫
SMλ
∏
j:cλ(j)∈Mλ
{
dxcλ(j) χτcλ(j)(xcλ(j))Gξ(τcλ(j), xcλ(j); τcλ(j+1), xcλ(j+1))
}
×
∏
k:cλ(k)∈Mcλ
p(τcλ(k) − τcλ(k+1), xcλ(k)|xcλ(k+1)), (2.13)
which is the integral only over SMλ . Then (2.11) is obtained by performing the integral of
(2.13) over SM
c
λ = S{cλ} \ SMλ ,
G(cλ,Mλ) =
∫
S
M
c
λ
∏
k:cλ(k)∈Mcλ
{
dxcλ(k)χτcλ(k)(xcλ(k))
}
F ({xcλ(k) : cλ(k) ∈Mcλ}). (2.14)
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In (2.13), we use the integral expression (2.9) for each Gξ(τcλ(j), xcλ(j); τcλ(j+1), xcλ(j+1)) by
letting the integral variable be v = vcλ(j), then
F ({xcλ(k) : cλ(k) ∈Mcλ})
=
∫
SMλ
∏
j:cλ(j)∈Mλ
ξ(dvcλ(j))
∫
SMλ
∏
j:cλ(j)∈Mλ
{
dxcλ(j)p(τcλ(j), xcλ(j)|vcλ(j))χτcλ(j)(xcλ(j))
}
×
∏
j:cλ(j)∈Mλ
Mvcλ(j)ξ (τcλ(j+1), xcλ(j+1))
∏
k:cλ(k)∈Mcλ
p(τcλ(k) − τcλ(k+1), xcλ(k)|xcλ(k+1)).
Let v = (vcλ(j) : cλ(j) ∈ Mλ). Since p(t, x|vcλ(j))dx gives the probability Pvcλ(j)[Ycλ(j)(t) ∈
dx], the above expresses∫
SMλ
∏
j:cλ(j)∈Mλ
ξ(dvcλ(j))Ev
[ ∏
j:cλ(j)∈Mλ
{
χτcλ(j)(Ycλ(j)(τcλ(j)))
×Mvcλ(j)ξ (τcλ(j+1), Ycλ(j+1)(τcλ(j+1)))1(cλ(j+1)∈Mλ)
×Mvcλ(j)ξ (τcλ(j+1), xcλ(j+1))1(cλ(j+1)∈M
c
λ)
}
×
∏
k:cλ(k)∈Mcλ
{
p(τcλ(k) − τcλ(k+1), xcλ(k)|Ycλ(k+1)(τcλ(k+1)))1(cλ(k+1)∈Mλ)
×p(τcλ(k) − τcλ(k+1), xcλ(k)|xcλ(k+1))1(cλ(k+1)∈M
c
λ)
}]
.
Using Fubini’s theorem, (2.14) is given by∫
SMλ
∏
j:cλ(j)∈Mλ
ξ(dvcλ(j))Ev
[ ∏
j:cλ(j)∈Mλ
χτcλ(j)(Ycλ(j)(τcλ(j)))
×
∏
j:cλ(j),cλ(j+1)∈Mλ
Mvcλ(j)ξ (τcλ(j+1), Ycλ(j+1)(τcλ(j+1)))
×
∫
S
Mc
λ
∏
k:cλ(k)∈Mcλ
{
dxcλ(k)χτcλ(k)(xcλ(k))
}
×
∏
k:cλ(k)∈Mcλ,cλ(k+1)∈Mλ
p(τcλ(k) − τcλ(k+1), xcλ(k)|Ycλ(k+1)(τcλ(k+1)))
×
∏
k:cλ(k),cλ(k+1)∈Mcλ
p(τcλ(k) − τcλ(k+1), xcλ(k)|xcλ(k+1))
×
∏
j:cλ(j)∈Mλ,cλ(j+1)∈Mcλ
Mvcλ(j)ξ (τcλ(j+1), xcλ(j+1))
]
.
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We will perform integration over xcλ(k)’s for cλ(k) ∈ Mcλ before taking the expectation
Ev . For each 1 ≤ j ≤ qλ such that cλ(j) ∈Mλ, we define
j = min{k > j : cλ(k) ∈Mλ}
j = max{k < j : cλ(k) ∈Mλ}. (2.15)
Then, for each j such that cλ(j) ∈Mλ, what we want to calculate is
χτcλ(j)(Ycλ(j)(τcλ(j)))
{ j−1∏
k=j+1
∫
S
dxcλ(k)χτcλ(k)(xcλ(k))
}
×p(τcλ(j−1) − τcλ(j), xcλ(j−1)|Ycλ(j)(τcλ(j)))
×
j−1∏
l=j+2
p(τcλ(l−1) − τcλ(l), xcλ(l−1)|xcλ(l))M
vcλ( j )
ξ (τcλ(j+1), xcλ(j+1)),
which is the multiple integral over xcλ(k)’s with indices in interval j + 1 ≤ k ≤ j − 1. Since
it is written as
j−1∏
k=j+1
∫
S
dxcλ(k)M
vcλ(j)
ξ (τcλ(j+1), xcλ(j+1))
×χτcλ(j+1)(xcλ(j+1))p(τcλ(j+1) − τcλ(j+2), xcλ(j+1)|xcλ(j+2))
×χτcλ(j+2)(xcλ(j+2))p(τcλ(j+2) − τcλ(j+3), xcλ(j+2)|xcλ(j+3))
× · · ·
×χτcλ(j−2)(xcλ(j−2))p(τcλ(j−2) − τcλ(j−1), xcλ(j−2)|xcλ(j−1))
×χτcλ(j−1)(xcλ(j−1))p(τcλ(j−1) − τcλ(j), xcλ(j−1)|Ycλ(j)(τcλ(j)))χτc(j)(Ycλ(j)(τcλ(j))),
it represents the conditional expectation of
j∏
k=j+1
χτcλ(k)(Ycλ(j)(τcλ(k)))M
vcλ( j )
ξ (τcλ(j+1), Ycλ(j)(τcλ(j+1)))
with respect to Ev [ · |Ycλ(j)(τcλ(j))]. Then (2.11) is equal to
G(cλ,Mλ) =
∫
SMλ
∏
j:cλ(j)∈Mλ
ξ(dvcλ(j))
×Ev
 ∏
j:cλ(j)∈Mλ

j∏
k=j+1
χτcλ(k)(Ycλ(j)(τcλ(k)))M
vcλ(j)
ξ (τcλ(j+1), Ycλ(j)(τcλ(j+1)))

 .
(2.16)
Step 3: Constructions of sub-cyclic-permutation σ̂ and subsets {Jλm}
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Using only the entries of Mλ 6= ∅, we uniquely define a cyclic permutation ĉλ as a
subsystem of cλ as follows. We write q̂λ = ♯{ĉλ} = ♯Mλ ≥ 1. Let j1 = min{1 ≤ j ≤ qλ :
cλ(j) ∈ Mλ} and define ĉλ(1) = cλ(j1). If q̂λ ≥ 2, we put jk+1 = jk, 1 ≤ k ≤ q̂λ − 1. Then
ĉλ = (ĉλ(1)ĉλ(2) · · · ĉλ(q̂λ)) is defined by (cλ(j1)cλ(j2) · · · c(jq̂λ)).
Moreover, we decompose the set Mλ into M subsets, Mλ =
⋃M
m=1 J
λ
m, by letting
Jλm = J
λ
m(cλ,Mλ) =
{
cλ(j) ∈Mλ : j <∃ k ≤ j, s.t. τcλ(k) = tm
}
, 1 ≤ m ≤M. (2.17)
By this definition,
∏
j:cλ(j)∈Mλ
j∏
k=j+1
χτcλ(k)(Ycλ(j)(τcλ(k))) =
M∏
m=1
∏
jm∈Jλm
χtm(Yjm(tm)). (2.18)
The subsets {Jλm} have the following properties. Assume that cλ(j) ∈Mλ.
(i) By definition (2.17), if τcλ(j) = tm, cλ(j) ∈ Jλm. That is, I(m) ∩Mλ ⊂ Jλm, 1 ≤ m ≤M .
(ii) Assume τcλ(j) = tm and j < j − 2. Then, by definition of j given by (2.15), for all k
such that j + 1 ≤ k ≤ j − 1, cλ(k) ∈Mcλ ⊂ C(cλ) and thus
τcλ(k) > τcλ(k+1) ≥ τcλ(j) = tm. (2.19)
Therefore, cλ(j) can belong to plural J
λ
m′ ’s withm
′ ≥ m. That is, Jλm∩Jλm′ 6= ∅, m 6= m′,
in general.
(iii) If τcλ(j) = tm with m ≥ 2, then cλ(j) /∈ Jλ1 by (2.19). It implies that, if cλ(j) ∈ Jλ1 ,
then τcλ(j) = t1. That is,
Jλ1 = I
(1) ∩Mλ = I(1) ∩ {cλ}.
Here the second equality comes from the definition of (2.10); if τcλ(j) = 1, since it is
the minimal value of τcλ(j), cλ(j) /∈ C(cλ).
(iv) If τcλ(j) = tm with m ≥ 3, then cλ(j) /∈ Jλm′ , 1 ≤ m′ ≤ m − 1 by (2.19). It implies
that, if cλ(j) ∈ Jλm, 2 ≤ m ≤M , then τcλ(j) ≤ tm. That is,
Jλm ⊂
m⋃
k=1
I
(k), 2 ≤ m ≤ M.
Moreover, if cλ(j) ∈ Jλm and τcλ(j) = tk with k < m, by definition (2.17), cλ(j) ∈ Jλk .
That is,
Jλm ∩ I(k) ⊂ Jλk , 1 ≤ k < m ≤ M.
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By definition of ĉλ,
∏
j:cλ(j)∈Mλ ξ(dvcλ(j)) in (2.16) is written as
∏q̂λ
j=1 ξ(dvĉλ(j)) and v is
given by v = (vĉλ(1), . . . , vĉλ(q̂λ)). By (2.19), τcλ(j+1) ≥ τcλ(k), j + 1 ≤ ∀k ≤ j. By the setting,
τcλ(j+1) ≤ tM ≤ T . Then, sinceMvξ is a continuous-time martingale,M
vcλ(j)
ξ (τcλ(j+1), Ycλ(j)(τcλ(j+1)))
can be replaced by Mvcλ(j)ξ (T, Ycλ(j)(T )), for each 1 ≤ j ≤ q̂λ in (2.16). Again, by definition
of ĉλ, ∏
j:cλ(j)∈Mλ
Mvcλ(j)ξ (T, Ycλ(j)(T )) =
q̂λ∏
j=1
Mvĉλ(j)ξ (T, Yĉλ(j+1)(T )).
Therefore, (2.16) is rewritten as
G(cλ,Mλ) =
∫
SMλ
q̂λ∏
j=1
ξ(dvĉλ(j)) Ev
 M∏
m=1
∏
jm∈Jλm
χtm(Yjm(tm))
q̂λ∏
j=1
Mvĉλ(j)ξ (T, Yĉλ(j+1)(T ))
 ,
(2.20)
where v = (vĉλ(1), . . . , vĉλ(q̂λ)).
Let M ≡ ⋃ℓ(σ)λ=1Mλ. Since n−∑ℓ(σ)λ=1 ♯Mcλ = ♯M, the LHS of (2.6), which is expanded as
(2.12) with (2.20), becomes now
1∏M
m=1Nm!
∑
σ∈Sn
∑
M:
In\
⋃ℓ(σ)
λ=1 C(cλ)⊂M⊂In
(−1)♯M−ℓ(σ)
∫
SM
ℓ(σ)∏
λ=1
q̂λ∏
j=1
ξ(dvĉλ(j))
×Ev
ℓ(σ)∏
λ=1

M∏
m=1
∏
jm∈Jλm
χtm(Yjm(tm))
q̂λ∏
j=1
Mvĉλ(j)ξ (T, Yĉλ(j+1)(T ))

 . (2.21)
We define
σ̂ ≡ ĉ1ĉ2 · · · ĉℓ(σ) (2.22)
and
Jm ≡
ℓ(σ)⋃
λ=1
Jλm, 1 ≤ m ≤M.
Note that ℓ(σ̂) = ℓ(σ), since Mλ 6= ∅ and thus ĉλ is not empty for all 1 ≤ λ ≤ ℓ(σ). Due
to the properties of Jλm, 1 ≤ λ ≤ ℓ(σ) given below (2.18), the obtained (Jm)Mm=1’s form
a collection of series of index sets satisfying the following conditions, which we write as
J ({Nm}Mm=1):
J1 = I
(1), Jm ⊂
m⋃
k=1
I
(k) for 2 ≤ m ≤M,
Jm ∩ I(k) ⊂ Jk for 1 ≤ k < m ≤M, and
♯Jm = Nm for 1 ≤ m ≤M.
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By definition
M =
M⋃
m=1
Jm. (2.23)
Step 4: Combinatorics arguments
In the previous steps, given an index set withM levels (i.e. M different times tm, 1 ≤ m ≤
M), In =
⋃M
m=1 I
(m) and a permutation σ ∈ Sn, we gave a procedure to obtain a sub-index-
set M, a sub-permutation σ̂ ∈ S(M), and a series of index sets (Jm)Mm=1 ∈ J ({Nm}Mm=1).
For obtained (Jm)
M
m=1, let
A1 = ∅ and Am = Jm ∩
m−1⋃
k=1
I
(k) = Jm ∩
m−1⋃
k=1
Jk, 2 ≤ m ≤ M.
We set Am = ♯Am, 1 ≤ m ≤ M . In the reduction from σ ∈ Sn to σ̂ ∈ S(M) and (Jm)Mm=1
with (2.23), the indices in the set Am are eliminated from the original index set I
(m) at each
level 1 ≤ m ≤M . Then
♯M =
M∑
m=1
(Nm − Am),
since ♯I(m) = Nm, 1 ≤ m ≤ M . Now we consider reversing the procedure. Given σ̂ ∈ S(M)
and (Jm)
M
m=1 with (2.23), if we represent σ̂ as (2.22) and insert the indices in Am at each
level 1 ≤ m ≤ M into cycles ĉλ, 1 ≤ λ ≤ q̂λ by perfectly tracing back the procedure, we
will obtain the original permutation σ ∈ Sn. But if we exchange the indices within each set
Am, 1 ≤ m ≤M , when we insert them into ĉλ’s, we will obtain a different permutation, say
σ′ ∈ Sn (keeping ℓ(σ′) = ℓ(σ)). It implies that the number of distinct σ’s in Sn which give
the same σ̂ and (Jm)
M
m=1 by the present reduction is given by
∏M
m=1Am!, where 0! ≡ 1. Then
(2.21) is equal to
1∏M
m=1Nm!
∑
M:
maxm{Nm}≤♯M≤N
∑
(Jm)Mm=1⊂J ({Nm}Mm=1):⋃M
m=1 Jm=M
M∏
m=1
Am!
∑
σ̂∈S(M)
(−1)♯M−ℓ(σ̂)
×♯M!
∫
W♯M(S)
ξ⊗M(dv)Ev
 M∏
m=1
∏
jm∈Jm
χtm(Yjm(tm))
ℓ(σ̂)∏
λ=1
q̂λ∏
j=1
Mvĉλ(j)ξ (T, Yĉλ(j+1)(T ))

=
∑
M:
maxm{Nm}≤♯M≤N
∑
(Jm)Mm=1⊂J ({Nm}Mm=1):⋃M
m=1 Jm=M
♯M!
M∏
m=1
Am!
Nm!
×
∫
W♯M(S)
ξ⊗M(dv)Ev
[
M∏
m=1
∏
jm∈Jm
χtm(Yjm(tm)) det
j,k∈M
[Mvkξ (T, Yj(T ))]
]
. (2.24)
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Let 1 ≤ p ≤ N , 0 ≤ Am ≤ Nm, 2 ≤ m ≤M , and A1 = 0. Assume that
M∑
m=1
(Nm − Am) = p. (2.25)
Consider
Λ1 =
{
(Jm)
M
m=1 ⊂ J ({Nm}Mm=1) : ♯
(
M⋃
m=1
Jm
)
= p,
♯
(
Jm ∩
m−1⋃
k=1
Jk
)
= Am, 2 ≤ m ≤M
}
,
Λ2 =
{
(Jm)
M
m=1 : ♯Jm = Nm, 1 ≤ m ≤ M,
M⋃
m=1
Jm = Ip,
♯
(
Jm ∩
m−1⋃
k=1
Jk
)
= Am, 2 ≤ m ≤ M
}
.
Since Yj(·)’s are equivalent in probability law in Pv , the integral in (2.24) has the same value
for all (Jm)
M
m=1 ∈ Λ1 with (2.23) and it is also equal to∫
Wp(S)
ξ⊗p(dv)Ev
[
M∏
m=1
∏
jm∈Jm
χtm(Yjm(tm)) det
j,k∈Ip
[Mvkξ (T, Yj(T ))]
]
for all (Jm)
M
m=1 ∈ Λ2.
In Λ1, J1 ≡ I(1), and for each set Jm, 2 ≤ m ≤ M , Am elements in Jm are chosen from⋃m−1
k=1 Jk, where ♯(
⋃m−1
k=1 Jk) =
∑m−1
k=1 (Nk−Ak), and the remaining Nm−Am elements in Jm
are from I(m), where ♯I(m) = Nm. Then
♯Λ1 =
M∏
m=2
{(∑m−1
k=1 (Nk − Ak)
Am
)(
Nm
Nm − Am
)}
.
In Λ2, on the other hand, N1 elements in J1 is chosen from Ip, and then for each 2 ≤ m ≤M ,
Am elements in Jm are chosen from
⋃m−1
k=1 Jk, where ♯(
⋃m−1
k=1 Jk) =
∑m−1
k=1 (Nk − Ak), and
the remaining Nm − Am elements in Jm are from Ip \
⋃m−1
k=1 Jk, where ♯(Ip \
⋃m−1
k=1 Jk) =
p−∑m−1k=1 (Nk −Ak). Then
♯Λ2 =
(
p
N1
) M∏
m=2
{(∑m−1
k=1 (Nk − Ak)
Am
)(
p−∑m−1k=1 (Nk −Ak)
Nm − Am
)}
.
By (2.25), we see ♯Λ2/♯Λ1 = p!
∏M
m=1Am!/Nm!. Then (2.24) is equal to the RHS of (2.6) and
the proof is completed.
19
2.5 Proof of Theorem 1.3
By (1.3), the moment generating function (1.5) is written in the form
Ψtξ [f ] = Eξ
[
N∏
m=1
N∏
j=1
{1 + χtm(Xj(tm))}
]
.
By assumption of the theorem, it has DMR associated with (Y,Mξ),
Ψtξ [f ] = Eu
[
N∏
m=1
N∏
j=1
{1 + χtm(Yj(tm))}Dξ(T,Y (T ))
]
.
Then Lemma 2.2 gives a Fredholm determinant expression to this as
Ψtξ [f ] = Det
(s,t)∈{t1,t2,...,tM}2,
(x,y)∈S2
[
δstδx({y}) +Kξ(s, x; t, y)χt(y)
]
with (1.8). By Definition 1.2, the proof is completed.
3 Preliminaries
3.1 Fundamental martingale-polynomials
For n ∈ N0, we consider the monic polynomials of degrees n with time-dependent coefficients,
mn(t, x) = x
n +
n−1∑
j=0
c(j)n (t)x
j , t ≥ 0
satisfying the conditions such that mn(0, x) = x
n, and that, if we replace x by the process
Y (t), t ∈ [0,∞), then they provide martingales. If there exist such polynomials {mn(t, x)}n∈N0 ,
t ∈ [0,∞), x ∈ S, we call them fundamental martingale polynomials (FMPs) associated with
the process Y .
BM and Hermite polynomials
Let Y (t), t ∈ [0,∞) be BM on S = R. The TD for BM on R is given by (1.17), p = pBM.
For n ∈ N0, the Hermite polynomials of degrees n ∈ N0 are defined by
Hn(x) =
[n/2]∑
j=0
(−1)j n!
j!(n− 2j)!(2x)
n−2j , n ∈ N0, x ∈ R.
The following is well-known (see, for instance, [45]).
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Lemma 3.1 The FMPs associated with BM on R are given by
mn(t, x) =
(
t
2
)n/2
Hn
(
x√
2t
)
, t ≥ 0, n ∈ N0.
Proof. Let
Gα(t, y) = e
αy−α2t/2, α ∈ C. (3.1)
By (1.1), we can show that, for 0 ≤ s ≤ t,
E[Gα(t, Y (t))|F(s)] =
∫
R
dy eαy−α
2t/2pBM(t− s, y|Y (s))
=
e−Y (s)
2/2(t−s)−α2t/2√
2π(t− s)
∫
R
dy e−(y
2−2Y (s)y)/2(t−s)+αy
= eαY (s)−α
2s/2 = Gα(s, Y (s)) a.s. (3.2)
That is, Gα(t, Y (t)), t ∈ [0,∞) is a continuous-time martingale. The function (3.1) is ex-
panded using the Hermite polynomials as
Gα(t, x) =
∞∑
n=0
(
t
2
)n/2
Hn
(
x√
2t
)
αn
n!
. (3.3)
Then Lemma 3.1 is immediately concluded, since we can easily confirm that mn(t, x), n ∈ N0
are monic.
BESQ(ν) and Laguerre polynomials
Next let Y (t), t ∈ [0,∞) be BESQ(ν) with ν > −1 on S = R+. For n ∈ N0, the Laguerre
polynomials of degrees n ∈ N0 with index ν > −1 are defined by
L(ν)n (x) =
n∑
j=0
(−1)j Γ(n+ ν + 1)
Γ(ν + j + 1)(n− j)!j!x
j , n ∈ N0, x ∈ R+.
Lemma 3.2 Let ν > −1. The FMPs associated with BESQ(ν) on R+ are given by
mn(t, x) = (−1)nn!(2t)nL(ν)n
( x
2t
)
, t ≥ 0, n ∈ N0.
Proof. For α ≥ 0, t ≥ 0, x ∈ R+, ν > −1, let
G(ν)α (t, x) =
eαx/(1+2αt)
(1 + 2αt)ν+1
. (3.4)
For 0 ≤ s ≤ t, we will calculate
E[G(ν)α (t, Y (t))|F(s)] =
1
(1 + 2αt)ν+1
∫
R+
dy eαy/(1+2αt)p(ν)(t− s, y|Y (s)).
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If Y (s) = 0, ∫
R+
dy eαy/(1+2αt)p(ν)(t− s, y|0)
=
1
(2(t− s))ν+1Γ(ν + 1)
∫
R+
dy yνe−(1+2αs)y/{2(t−s)(1+2αt)}
=
(
1 + 2αt
1 + 2αs
)ν+1
.
If Y (s) > 0, ∫
R+
dy eαy/(1+2tα)p(ν)(t− s, y|Y (s))
=
e−Y (s)/2(t−s)
2(t− s)Y (s)ν/2
∫
R+
dy yνe−(1+2αs)y/{2(t−s)(1+2αt)}Iν
(√
Y (s)y
t− s
)
=
(
1 + 2αt
1 + 2αs
)ν+1
eαY (s)/(1+2αs) a.s.
Here we used the integral formula∫
R+
du uν/2e−p
2uIν(q
√
u) =
qν
2νp2(ν+1)
eq
2/4p, ν > −1, p ∈ R, q > 0,
which is obtained from Eq.(4) of Section 13.3 in [53],∫
R+
dt tν+1e−p
2t2Jν(at) =
aν
(2p2)ν+1
e−a
2/4p, ℜν > −1, |arg p| < π
4
, a ∈ C, (3.5)
by setting t =
√
u, a = iq and using the equality
Iν(z) = e
−νπi/2Jν(iz), −π < arg z < π
2
. (3.6)
Therefore, G
(ν)
α (t, Y (t)), t ∈ [0,∞) is a continuous-time martingale;
E[G(ν)α (t, Y (t))|F(s)] = G(ν)α (s, Y (s)) a.s. for 0 ≤ s ≤ t.
The function (3.4) is expanded by using Laguerre polynomials as
G(ν)α (t, x) =
∞∑
n=0
(−1)nn!(2t)nL(ν)n
( x
2t
) αn
n!
.
Then the lemma is proved.
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3.2 Integral representations of martingales
For each set of FMPs {mn(t, x) : n ∈ N0} associated with the process Y (t), here we want to
determine the integral transformation of a function f of the form
I[f(W )|(t, x)] =
∫
S
dw f(cw)q(t, w|x) (3.7)
with some constant c ∈ C, such that it satisfies the equalities
mn(t, x) = I [W n| (t, x)] , ∀n ∈ N0, ∀t ∈ [0,∞). (3.8)
If so, given any polynomial f ,
I[f(W )|(t, Y (t))], t ≥ 0 is a continuous-time martingale, and
I[f(W )|(0, Y (0))] = f(Y (0)). (3.9)
Note that by setting f ≡ 1 in (3.9) we have I[1|(t, Y (t))] ≡ 1, t ≥ 0.
Lemma 3.3 Let Y be BM on R and mn, n ∈ N0 be its associated FMPs given by Lemma
3.1. Then the integral transformation (3.7) with c = i and (1.15) satisfies (3.8).
Proof. Assume t > 0. The Fourier transform of (3.1), (1/2π)
∫
R
dαe−iαwGα(t, x), is given
by (1.15). Owing to the factor e−w
2/2t in q(·, w|·), the following calculations are justified,
Gα(t, x) =
∞∑
n=0
mn(t, x)
αn
n!
=
∫
R
dw eiαwq(t, w|x) =
∞∑
n=0
∫
R
dw (iw)n
αn
n!
q(t, w|x),
which proves
mn(t, x) =
∫
R
dw (iw)n
e−(ix+w)
2/2t
√
2πt
, n ∈ N0, t > 0.
We change the integral variable by y˜ = ix + w. Since the integrand is an entire function of
y˜, the obtained integral on y˜ ∈ (−∞ + ix,∞ + ix) is equal to that on y˜ ∈ R by Cauchy’s
integral theorem,
mn(t, x) =
∫
R
dy˜ (x+ iy˜)npBM(t, y˜|0), n ∈ N0, t > 0.
Then the limit t ↓ 0 gives mn(0, x) =
∫
R
dy˜ (x + iy˜)nδ0({y˜}) = xn, n ∈ N0 as required. The
proof is completed.
Lemma 3.4 Let Y be BESQ(ν) on R+, ν > −1, and mn, n ∈ N0 be its associated FMPs
given by Lemma 3.2. If we put c = −1 and q(t, w|x) = q(ν)(t, w|t) in (3.7), where q(ν) is
given by (1.16), then (3.8) is satisfied.
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Proof. Assume t > 0 and x > 0. The integral formula (3.5) gives a Laplace transform
of (3.4), G
(ν)
α (t, x) =
∫
R+
dw q(ν)(t, w|x)e−αw with (1.16). Owing to the factor e−w/2t in
q(ν)(·, w|·), expansion with respect to α and integral over w is exchangeable and we obtain
mn(t, x) =
∫
R+
dw (−w)nq(ν)(t, w|x), n ∈ N0, t > 0, x > 0.
For t > 0, (1.16) gives
lim
x↓0
q(ν)(t, w|x) = w
νe−w/2t
(2t)ν+1Γ(ν + 1)
≡ q(ν)(t, w|0), w ∈ R+.
Note that q(ν)(t, w|0) = p(ν)(t, w|0), t > 0, w ∈ R+. Since Jν(z)/zν is an entire function
of z, q(ν)(·, ·|x) can be analytically continued to x < 0; by (3.6) we see q(ν)(t, w| − |x|) =
p(ν)(t, w||x|) with (1.18). It implies limt↓0 q(ν)(t, w| − |x|) = p(ν)(0, w||x|) = δ|x|({w}), and
we will define q(ν)(0, w|x) = limt↓0 q(ν)(t, w|x) = δ−x({w}), x ∈ R. It gives limt↓0mn(t, x) =
xn, n ∈ N0 as required. Then the proof is completed.
Now we can prove the following.
Proposition 3.5 For Processes 1 and 2, if ξ ∈ M0(S), Mξ given by (1.20) satisfies the
conditions (M1)-(M3).
Proof. For Process 1 and 2, for each 1 ≤ k ≤ N , Φukξ (z) is a polynomial of z with degree N−
1. Then it can be written as Φukξ (z) =
∑N−1
n=0 anz
n, where the coefficients an ∈ C are functions
of ξ (i.e., uj’s). By definition (1.20) and Lemmas 3.3 and 3.4,Mukξ (t, x) =
∑N−1
n=0 anmn(t, x),
where mn(t, x) are FMPs given by Lemmas 3.1 and 3.2. Then the condition (M1) is proved.
Since ξ ∈ M0(S) is assumed, the set of zeros of Φukξ (z) is different from that of Φuℓξ (z), if
k 6= ℓ, and then the condition (M2) is satisfied. By (1.13), Φukξ (uj) = δjk, 1 ≤ j, k ≤ N .
Then the condition (M3) is also satisfied.
The determinantal martingale (1.2) is now given by
Dξ(t,Y (t)) = det
1≤j,k≤N
[
I[Φukξ (W )|(t, Yj(t))]
]
, t ∈ [0,∞). (3.10)
The integral transformation (3.7) is extended to the linear integral transformation of func-
tions of x ∈ SN so that, if F (k)(x) =∏Nj=1 f (k)j (xj), k = 1, 2, then
I [F (k)(W ) ∣∣{(tℓ, xℓ)}Nℓ=1 ] = N∏
j=1
I
[
f
(k)
j (Wj)
∣∣∣ (tj , xj)] , k = 1, 2,
and
I
[
c1F
(1)(W ) + c2F
(2)(W )
∣∣{(tℓ, xℓ)}Nℓ=1 ]
= c1I
[
F (1)(W )
∣∣{(tℓ, xℓ)}Nℓ=1 ]+ c2I[F (2)(W ) ∣∣{(tℓ, xℓ)}Nℓ=1 ],
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c1, c2 ∈ C, for 0 < tj < ∞, 1 ≤ j ≤ N , where W = (W1, . . . ,WN) ∈ SN . In particular,
if tℓ = t, 1 ≤ ∀ℓ ≤ N , we write I[·|{(tℓ, xℓ)}Nℓ=1] simply as I[·|(t,x)] with x = (x1, . . . , xN ).
Then, by the multilinearity of determinant, (3.10) is written as
Dξ(t,Y (t)) = I
[
det
1≤j,k≤N
[
Φukξ (Wj)
]∣∣∣∣ (t,Y (t))]] , t ∈ [0,∞). (3.11)
3.3 Absorbing Brownian motion in Weyl alcove and martingale
Consider the following bounded region in RN ,
AAN−12πr = {x = (x1, . . . , xN) ∈ RN : x1 < x2 < · · · < xN < x1 + 2πr}. (3.12)
It is called a scaled alcove of the affine Weyl group of type AN−1 (with scale 2πr) [16, 31].
The N -particle system of Brownian motions on S1(r), whose process is killed when any pair
of particles collide, is identified with the N -dimensional absorbing Brownian motion in the
Weyl alcove AAN−12πr . Let qrN(t,y|x) be the TD of this N -particle process. For x,y ∈ AAN−12πr ,
it solves the N -dimensional diffusion equation
∂qrN (t,y|x)
∂t
=
1
2
N∑
j=1
∂2qrN(t,y|x)
∂x2j
, t ∈ [0,∞), (3.13)
under the boundary condition
qrN(t,y|x) = 0, x ∈ ∂AAN−12πr , y ∈ AAN−12πr , t ∈ [0,∞),
and the initial condition
qrN(0,y|x) =
N∏
j=1
δxj({yj}). (3.14)
When N is odd, the Karlin-McGregor argument [20] immediately gives the determinantal
expression to qrN as
qrN (t,y|x) = det
1≤j,k≤N
[∑
ℓ∈Z
pBM(t, yj + 2πrℓ|xk)
]
, (3.15)
where the (j, k)-entry of determinant is obtained by wrapping the TDs of BM given by
(1.17) [3]. When N is even, however, (3.15) does not hold as pointed by Forrester [11]. If
we moderate the initial condition (3.14) as
qrN(0,y|x) =
∑
σ∈SN
N∏
j=1
δxj ({yσ(j)}), (3.16)
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that is, we do not require that for 1 ≤ j ≤ N the particle started at xj ends at yj, but only
that it ends at yk for some 1 ≤ k ≤ N , then we can obtain the determinantal formula,
qrN(t,y|x) = det
1≤j,k≤N
[∑
ℓ∈Z
(−1)ℓpBM(t, yj + 2πrℓ|xk)
]
, (3.17)
for even N , x,y ∈ AAN−12πr , t ∈ [0,∞). A discrete analogue of this problem was first solved
by Fulmek [14] and as taking the continuum limit Liechty and Wang gave proof of (3.17)
(Proposition 1.1 in [33]). Then, if we define pr(·, ·|·;N) as (1.19), the results are summarized
as follows,
qrN (t,y|x) = det
1≤j,k≤N
[pr(t, yj|xk;N)], x,y ∈ AAN−12πr , t ∈ [0,∞). (3.18)
We give the following remarks on pr. Let v, τ ∈ C and put
z = z(v) = eπiv, q = q(τ) = eπiτ .
The Jacobi theta functions ϑµ, µ = 0, 1, 2, 3 are defined as
ϑ0(v; τ) =
∑
n∈Z
(−1)nqn2z2n,
ϑ1(v; τ) = −iq1/4zϑ0
(
v +
τ
2
; τ
)
= i
∑
n∈Z
(−1)nq(n−(1/2))2z2n−1,
ϑ2(v; τ) = q
1/4zϑ0
(
v +
1 + τ
2
; τ
)
=
∑
n∈Z
q(n−(1/2))
2
z2n−1,
ϑ3(v; τ) = ϑ0
(
v +
1
2
; τ
)
=
∑
n∈Z
qn
2
z2n.
(Note that the present functions ϑµ(v; τ) are represented as ϑµ(πv, q), µ = 0, 1, 2, 3 in [54].)
For ℑτ > 0, ϑµ(v; τ) are holomorphic for |v| <∞ and solve the partial differential equation
∂ϑµ(v; τ)
∂τ
=
1
4πi
∂2ϑµ(v; τ)
∂v2
.
By definition, we can readily confirm that
pr(t, y|x;N) =

pBM(t, y|x)ϑ3
(
i(y − x)r
t
;
2πir2
t
)
, if N is odd,
pBM(t, y|x)ϑ0
(
i(y − x)r
t
;
2πir2
t
)
, if N is even.
The equalities
ϑ0(v; τ) = e
πi/4τ−1/2e−πiv
2/τϑ2
(
v
τ
;−1
τ
)
,
ϑ3(v; τ) = e
πi/4τ−1/2e−πiv
2/τϑ3
(
v
τ
;−1
τ
)
,
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are established and they are called Jacobi’s imaginary transformations [54]. Then we obtain
pr(t, y|x;N) =

1
2πr
ϑ3
(
y − x
2πr
;
it
2πr2
)
, if N is odd,
1
2πr
ϑ2
(
y − x
2πr
;
it
2πr2
)
, if N is even.
(3.19)
If we introduce the notation
σN(m) =
{
m, when N is odd,
m− 1/2, when N is even, (3.20)
for m ∈ Z, then (3.19) is written as
pr(t, y|x;N) = 1
2πr
∑
ℓ∈Z
e−σN (ℓ)
2t/2r2+iσN (ℓ)(y−x)/r . (3.21)
It should be noted that this expression is found in Nagao and Forrester [36].
Let Y (t), t ∈ [0,∞) be the Markov process in S = [0, 2πr) such that the TD is given by
(1.19). We have called it ‘BM on [0, 2πr)’. We prove the following.
Proposition 3.6 For Process 3, if ξ ∈ M0([0, 2πr)), Mξ given by (1.20) satisfies the con-
ditions (M1)-(M3).
Proof. For Process 3, (1.22) with (1.13) gives
Mukξ (t, y) = E˜
 ∏
1≤ℓ≤N,
ℓ 6=k
sin((y + iY˜ (t)− uℓ)/2r)
sin((uk − uℓ)/2r)
 , 1 ≤ k ≤ N. (3.22)
It implies that for ℓ ∈ Z,
Mukξ (t, y + 2πrℓ) = (−1)ℓ(N−1)Mukξ (t, y)
=
{ Mukξ (t, y), if N is odd,
(−1)ℓMukξ (t, y), if N is even.
(3.23)
Then, for 0 ≤ s ≤ t, 1 ≤ k ≤ N , (1.19) gives
E[Mukξ (t, Y (t))|F(s)] =
∫ 2πr
0
dyMukξ (t, y)pr(t− s, y|Y (s);N)
=

∑
ℓ∈Z
∫ 2πr(ℓ+1)
2πrℓ
dyMukξ (t, y − 2πrℓ)pBM(t− s, y|Y (s)), if N is odd,∑
ℓ∈Z
∫ 2πr(ℓ+1)
2πrℓ
dy (−1)ℓMukξ (t, y − 2πrℓ)pBM(t− s, y|Y (s)), if N is even.
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By (3.23), it is equal to ∫
R
dyMukξ (t, y)pBM(t− s, y|Y (s)) a.s.
We can expand the function Φukξ (y + iy˜) for Process 3 as
∏
1≤ℓ≤N,
ℓ 6=k
sin((y + iy˜ − uℓ)/2r)
sin((uk − uℓ)/2r) =
N−1∑
n=−(N−1)
bne
in(y+iy˜)/2r,
where the coefficients bn are functions of uj’s. Then (3.22) gives
Mukξ (t, y) =
N−1∑
n=−(N−1)
bne
iny/2rE˜[e−nY˜ (t)/2r]
=
N−1∑
n=−(N−1)
bnGin/2r(t, y),
where Gα is defined by (3.1). As shown by (3.2) for BM on R, Y (t), t ∈ [0,∞) ,∫
R
dy Gα(t, y)pBM(t− s, y|x) = Gα(s, x), 0 ≤ s ≤ t,
for any α ∈ C. Then we can conclude
E[Mukξ (t, Y (t))|F(s)] =Mukξ (s, Y (s)) a.s.
for 0 ≤ s ≤ t, that is, (M1) is proved. Since ξ ∈ M0([0, 2πr)) is assumed, the set of zeros
of Φukξ (z) is different from that of Φ
uℓ
ξ (z), if k 6= ℓ, and the condition (M2) is satisfied. By
(1.13), Φukξ (uj) = δjk, 1 ≤ j, k ≤ N . Then the condition (M3) is also satisfied.
4 Proof of Theorem 1.4
4.1 Applications of Krattenthaler’s determinant identity
In the present paper the Vandermonde determinant is denoted by
h(x) = det
1≤j,k≤N
[xk−1j ] =
∏
1≤j<k≤N
(xk − xj), (4.1)
for x = (x1, . . . , xN) ∈ RN . We define the degree of a Laurent polynomial π(x) =
∑N
j=M ajx
j ,
M,N ∈ N, M < N , aj ∈ R, aN 6= 0 to be deg π = N . The following determinant identity is
proved in [30] (Lemma 5). Here we use the convention that empty products equal 1.
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Lemma 4.1 Let x1, x2, . . . , xN , a2, a3, . . . , aN , c be indeterminates. If π0, π1, . . . , πN−1 are
Laurent polynomials with deg πk ≤ k and πk(c/x) = πk(x) for k = 0, 1, . . . , N − 1, then
det
1≤j,k≤N
[
(xj + aN)(xj + aN−1) · · · (xj + ak+1)
×(c/xj + aN)(c/xj + aN−1) · · · (c/xj + ak+1) · πk−1(xj)
]
=
∏
1≤j<k≤N
(xj − xk)(1− c/(xjxk))
N∏
j=1
aj−1j
N∏
j=1
πj−1(−aj). (4.2)
As a corollary, we obtain the following identities.
Corollary 4.2 For x ∈ RN ,u ∈WN(R),
det
1≤j,k≤N
[ ∏
1≤ℓ≤N,ℓ 6=k
xj − uℓ
uk − uℓ
]
=
h(x)
h(u)
, (4.3)
and for y ∈ [0, 2πr)N ,w ∈WN([0, 2πr)), r > 0,
det
1≤j,k≤N
[ ∏
1≤ℓ≤N,ℓ 6=k
sin((yj − wℓ)/2r)
sin((wk − wℓ)/2r)
]
=
∏
1≤j<k≤N
sin((yk − yj)/2r)
sin((wk − wj)/2r) . (4.4)
Proof. First we put ak = −uk, 2 ≤ k ≤ N , c = 0, and
πk(x) =
k∏
ℓ=1
(x− uℓ), 0 ≤ k ≤ N − 1
in (4.2). Then we have
det
1≤j,k≤N
[ ∏
1≤ℓ≤N,ℓ 6=k
(xj − uℓ)
]
= (−1)N(N−1)/2h(x)h(u).
If we divide the both sides by
∏
1≤j,k≤N,j 6=k(uk − uj), then (4.3) is obtained [27].
Next we put ak = −uk, 2 ≤ k ≤ N , c = 1, and
πk(x) =
k∏
ℓ=1
(x− uℓ)(1/x− uℓ), 0 ≤ k ≤ N − 1
in (4.2). It is easy to confirm that πk(x) = πk(1/x) is satisfied. Then by dividing both side
by
∏
1≤j,k≤N,j 6=k(uj − uk)(1/uj − uk), we have the equality
det
1≤j,k≤N
[ ∏
1≤ℓ≤N,ℓ 6=k
(xj − uℓ)(1/xj − uℓ)
(uk − uℓ)(1/uk − uℓ)
]
=
∏
1≤j<k≤N
(xk − xj)(1/(xjxk)− 1)
(uk − uj)(1/(ujuk)− 1) . (4.5)
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Put
xj = i tan
( yj
4r
)
, uj = i tan
(wj
4r
)
, 1 ≤ j ≤ N
in (4.5). Then we obtain (4.4) and the proof is completed.
As applications of the above determinant identities, we obtain the following expressions
of determinantal martingales (3.11).
Proposition 4.3 For Processes 1 and 2, when y ∈ SN , u ∈WN(S),
Dξ(t,y) = h(y)
h(u)
, 0 ≤ t <∞. (4.6)
Proof. Using the determinant identity (4.3) with (4.1), (3.11) gives
Dξ(t,y) = I
[
h(W )
h(u)
∣∣∣∣ (t,y)]
= I
[
1
h(u)
det
1≤j,k≤N
[(Wj)
k−1]
∣∣∣∣ (t,y)]
=
1
h(u)
det
1≤j,k≤N
[
I[(Wj)k−1|(t, yj)]
]
=
1
h(u)
det
1≤j,k≤N
[mk−1(t, yj)],
where Lemmas 3.3 and 3.4 were used. By multilinearity of determinant, the Vandermonde
determinant det1≤j,k≤N [yk−1j ] does not change by replacing y
k−1
j by any monic polynomial of
yj of degree k − 1, 1 ≤ j, k ≤ N . Since mk−1(t, yj) is a monic polynomial of yj of degree
k − 1, the above is equal to det1≤j,k≤N [yk−1j ]/h(u). Then the proof is completed.
Proposition 4.4 For x ∈ [0, 2πr)N , r > 0, 0 ≤ t <∞, let
hr(t,x) = etN(N
2−1)/24r2 ∏
1≤j<k≤N
sin
(
xk − xj
2r
)
. (4.7)
Then for Process 3, when y ∈ [0, 2πr)N , u ∈WN([0, 2πr)),
Dξ(t,y) = h
r(t,y)
hr(0,u)
, 0 ≤ t <∞. (4.8)
Proof. By definition (1.13) of Φvξ for Process 3 and (4.4) of Corollary 4.2,
Dξ(t,y) = I
[
det
1≤j,k≤N
[Φukξ (Wj)]
∣∣∣∣ (t,y)] = I[hr(0,W )|(t,y)]hr(0,u) .
Since
hr(0,x) = (2i)−N(N−1)/2 det
1≤j,k≤N
[ei(2k−N−1)xj/2r], (4.9)
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multilinearity of determinant and the integral transformation I[·|(t,y)] gives
I[hr(0,W )|(t,y)] = (2i)−N(N−1)/2 det
1≤j,k≤N
[
I[ei(2k−N−1)Wj/2r|(t, yj)]
]
. (4.10)
By (1.14) with (1.15) for Process 3, we see
I[ei(2k−N−1)Wj/2r|(t, yj)] = Gi(2k−N−1)/2r(t, yj)
with (3.1), and we find that (4.10) is equal to
(2i)−N(N−1)/2 det
1≤j,k≤N
[
ei(2k−N−1)yj/2ret(2k−N−1)
2/8r2
]
=
N∏
k=1
et(2k−N−1)
2/8r2(2i)−N(N−1)/2 det
1≤j,k≤N
[
ei(2k−N−1)yj/2r
]
= et
∑N
k=1(2k−N−1)2/8r2hr(0,y),
where (4.9) was again used. For
∑N
k=1(2k−N − 1)2 = N(N2− 1)/3, the proof is completed.
Remark 1 The function hr(·,x) is not harmonic, but hr(t,Y (t)) = hr(0,u)Dξ(t,Y (t)) was
proved to be a martingale by Proposition 3.6, when Yj(t), 1 ≤ j ≤ N are BM on [0, 2πr).
Then Itoˆ’s formula implies (
∂
∂t
+
1
2
∆
)
hr(t,x) = 0, (4.11)
where ∆ =
∑N
j=1 ∂
2/∂x2j . In this sense DMR for Process 3 is a time-dependent extension of
h-transform.
4.2 Proof of Theorem 1.4 for Processes 1 and 2
We can prove that Process 1 (noncolliding Brownian motion) is obtained as an h-transform
of the absorbing Brownian motion in the Weyl chamber WN(R) [15]. Similarly, Process 2
(noncolliding BESQ(ν)) is realized as an h-transform of the absorbing BESQ(ν)(t) inWN(R+)
[29]. In both cases, the harmonic function is given by the Vandermonde determinant (4.1).
For these two processes, put
τ = inf{t > 0 : Y (t) /∈WN(S)}.
Remember the note on measurable functions given above Definition 1.1 in Section 1. Then
for ξ =
∑N
j=1 δuj ∈M0(S), u = (u1, . . . , uN) ∈WN(S), the above statement is expressed by
the equality
Eξ
[
M∏
m=1
gm(X(tm))
]
= Eu
[
1(τ > tM)
M∏
m=1
gm(Y (tm))
h(Y (tM))
h(u)
]
. (4.12)
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We introduce the stopping times
τjk = inf{t > 0 : Yj(t) = Yk(t)}, 1 ≤ j < k ≤ N.
Let πjk ∈ SN be the permutation of (j, k), 1 ≤ j, k ≤ N . Note that in a configuration u′, if
u′j = u
′
k, j 6= k, then πjk(u′) = u′, and the processes Y (·) and πjk(Y (·)) are equivalent in
probability law under the probability measure Pu′. By the strong Markov property of the
process Y (·) and by the fact that h is anti-symmetric and gm, 1 ≤ m ≤M are symmetric,
Eu
[
1(τ = τjk < tM )
M∏
m=1
gm(Y (tm))
h(Y (tM))
h(u)
]
= 0, 1 ≤ j < k ≤ N.
Since Pu(τjk = τj′k′) = 0 if (j, k) 6= (j′, k′), and τ = min1≤j<k≤N τjk,
Eu
[
1(τ < tM)
M∏
m=1
gm(Y (tm))
h(Y (tM))
h(u)
]
= 0.
Hence, (4.12) equals
Eu
[
M∏
m=1
gm(Y (tm))
h(Y (tM))
h(u)
]
.
By the equality (4.6) of Proposition 4.3, we obtain a required DMR. The proof is then
completed.
4.3 Proof of Theorem 1.4 for Process 3
The backward Kolmogorov equation for (1.11) is given as
−∂u(s,x)
∂s
=
1
2
N∑
j=1
∂2u(s,x)
∂x2j
+
1
2r
∑
1≤j,k≤N,
j 6=k
cot
(
xj − xk
2r
)
∂u(s,x)
∂xj
. (4.13)
By definition (1.12), the TD of Process 3, denoted by prN(t− s,y|x), t ≥ s ≥ 0, is obtained
as the solution of (4.13) for x,y ∈WN([0, 2πr)), which satisfies the condition
lim
s↑t
u(s,x) =
∑
σ∈SN
N∏
j=1
δxj ({yσ(j)}). (4.14)
Since we study the M([0, 2πr))-valued process (1.3), the usual condition lims↑t u(s,x) =∏N
j=1 δxj({yj}) for labeled particle system can be moderated as (4.14). Let qrN(t,y|x) be the
TD of the absorbing Brownian motion in the alcove AAN−12πr given by (3.18) with (1.19).
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Lemma 4.5 The TD of Process 3 is given by
prN(t− s,y|x) =
hr(t,y)
hr(s,x)
qrN(t− s,y|x), 0 ≤ s ≤ t <∞, x,y ∈WN([0, 2πr)),
where hr is given by (4.7).
Proof. Let u(s,x) = f(s,x)qrN(t− s,y|x) and put it into (4.13) assuming that f is C1 in t
and C2 in x. Then we have
−∂f(s,x)
∂s
qrN(t− s,y|x) =
1
2
qrN (t− s,y|x)
N∑
j=1
∂2f(s,x)
∂x2j
+
N∑
j=1
∂f(s,x)
∂xj
∂qrN (t− s,y|x)
∂xj
+
1
2r
qrN(t− s,y|x)
∑
1≤j,k≤N,
j 6=k
cot
(
xj − xk
2r
)
∂f(s,x)
∂xj
+
1
2r
f(s,x)
∑
1≤j,k≤N,
j 6=k
cot
(
xj − xk
2r
)
∂qrN (t− s,y|x)
∂xj
, (4.15)
since qrN (t−s,y|x) satisfies the diffusion equation (3.13). Now we put f(s,x) = g(s)/hr(0,x),
where g is a C1 function to be determined. Since
∂f(s,x)
∂xj
= − 1
2r
∑
1≤k≤N,
j 6=k
cot
(
xj − xk
2r
)
f(s,x),
(4.15) turns to be
−8r2d log g(s)
ds
=
N∑
j=1
 ∑
1≤ℓ≤N,ℓ 6=j
1
sin2((xj − xℓ)/2r)
−
( ∑
1≤ℓ≤N,ℓ 6=j
cot
(
xj − xℓ
2r
))2 .
(4.16)
We see that RHS of (4.16) is equal to∑
1≤j,ℓ≤N
j 6=ℓ
[
1
sin2((xj − xℓ)/2r)
− cot2
(
xj − xℓ
2r
)]
−
∑
1≤j,ℓ,k≤N
j 6=ℓ 6=k
cot
(
xj − xℓ
2r
)
cot
(
xj − xk
2r
)
=
∑
1≤j,ℓ≤N
j 6=ℓ
1−
∑
1≤j,ℓ,k
j 6=ℓ 6=k
cot
(
xj − xℓ
2r
)
cot
(
xj − xk
2r
)
.
33
Here
∑
1≤j,ℓ≤N,j 6=ℓ 1 = N(N − 1), and the identity
cot(a− b) cot(a− c) + cot(b− a) cot(b− c) + cot(c− a) cot(c− b) = −1
gives ∑
1≤j,ℓ,k≤N,
j 6=ℓ 6=k
cot
(
xj − xℓ
2r
)
cot
(
xj − xk
2r
)
= −1
3
N(N − 1)(N − 2).
Then (4.16) becomes d log g(s)/ds = −N(N2−1)/24r2, which is solved as g(s) = Ce−sN(N2−1)/24r2
with a constant C. Therefore, we have obtained the solution of (4.13) of the form u(s,x) =
CqrN (t− s,y|x)/hr(s,x). For (3.16), if and only if we set C = hr(t,y), the condition (4.14)
is satisfied. Then the proof is completed.
Proof of Theorem 1.4 for Process 3. Let Yˇ (t), t ∈ [0,∞) be N -dimensional Brownian
motion on (S1(r))N started at u ∈ WN([0, 2πr)). The expectation with respect to this
process is denoted by Eˇu. Put
τ = inf{t > 0 : Yˇ (t) /∈ AAN−12πr }.
Remember the notes on measurable functions given above Definition 1.1 and below (1.12)
in Section 1. Then Lemma 4.5 implies
Eξ
[
M∏
m=1
gm(X(tm))
]
= Eˇu
[
1(τ > tM)
M∏
m=1
gm(Yˇ (tm))
hr(tM , Yˇ (tM))
hr(0,u)
]
,
where gm, 1 ≤ m ≤ M are bounded symmetric and periodic measurable functions on
[0, 2πr)N . By Markov property, it is enough to consider the case M = 1; 0 ≤ t1 ≤ T <∞
Eξ [g1(X(t1))] = Eˇu
[
1(τ > t1)g1(Yˇ (t1))
hr(t1, Yˇ (t1))
hr(0,u)
]
.
The definition of hr given by (4.7) and the assumption u ∈WN([0, 2πr)) gives,
(RHS) = Eˇu
[
1(τ > t1)g1(Yˇ (t1))
|hr(t1, Yˇ (t1))|
hr(0,u)
]
.
By the determinantal formula (3.18) of qrN in Section 3.3, the above is written as
Eu
[∑
σ∈SN
sgn(σ)g1(Y (t1))1(σ(Y (t1)) ∈WN([0, 2πr))) |h
r(t1,Y (t1))|
hr(0,u)
]
, (4.17)
where Y (t1) = (Y1(t1), . . . , YN(t1)) and each Yj is BM on [0, 2πr), whose TD is given by
(1.19), 1 ≤ j ≤ N . Since
sgn(σ)1(σ(Y (t1)) ∈WN([0, 2πr)))|hr(t1,Y (t1))|
= 1(σ(Y (t1)) ∈WN([0, 2πr)))hr(t1,Y (t1)), σ ∈ SN ,
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(4.17) is equal to
Eu
[∑
σ∈SN
1(σ(Y (t1)) ∈WN([0, 2πr)))g1(Y (t1))h
r(t1,Y (t1))
hr(0,u)
]
= Eu
[
g1(Y (t1))
hr(t1,Y (t1))
hr(0,u)
]
.
By Markov property, this result is readily generalized as
Eξ
[
M∏
m=1
gm(X(tm))
]
= Eu
[
M∏
m=1
gm(Y (tm))
hr(tM ,Y (tM ))
hr(0,u)
]
,
for an arbitrary M ∈ N, 0 ≤ t1 < · · · < tM ≤ T < ∞. By the equality (4.8) of Proposition
4.4, the theorem is concluded.
5 Martingales for Configurations with Multiple Points
For general ξ ∈ M(S) with ξ(S) = N < ∞, define supp ξ = {x ∈ S : ξ(x) > 0} and let
ξ∗(·) =
∑
v∈supp ξ δv(·). For s ∈ [0,∞), v, x ∈ S, z, ζ ∈ C, let
φvξ((s, x); z, ζ) =

p(s, x|ζ)
p(s, x|v)
1
z − ζ
N∏
ℓ=1
z − uℓ
ζ − uℓ , for Processes 1 and 2,
p(s, x|ζ)
p(s, x|v)
1
z − ζ
N∏
ℓ=1
sin((z − uℓ)/2r)
sin((ζ − uℓ)/2r), for Process 3,
(5.1)
and
Φvξ((s, x); z) =
1
2πi
∮
C(δv)
dζ φvξ((s, x); z, ζ)
= Res
[
φvξ((s, x); z, ζ); ζ = v
]
, (5.2)
where C(δv) is a closed contour on the complex plane C encircling a point v on S once in
the positive direction. Define
Muξ ((s, x)|(t, y)) = I
[
Φuξ ((s, x);W )
∣∣∣(t, y)] , (s, x), (t, y) ∈ [0,∞)× S. (5.3)
Then it is easy to see that (1.8) is rewritten as
Kξ(s, x; t, y) =
∫
S
ξ∗(dv)p(s, x|v)Mvξ((s, x)|(t, y))− 1(s > t)p(s− t, x|y), (5.4)
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(s, x), (t, y) ∈ [0,∞)× S.
We note that, even though the systems of SDEs (1.9)-(1.11) cannot be solved for any
initial configuration with multiple points, ξ ∈ M(S) \M0(S), the kernel (5.4) with (5.3) is
bounded and integrable also for ξ ∈M(S) \M0(S). Therefore, spatio-temporal correlations
are given by (1.7) for any 0 ≤ t1 < · · · < tM <∞,M ∈ N and finite-dimensional distributions
are determined.
Proposition 5.1 Also for ξ ∈ M \M0, the determinantal processes with the correlation
kernels (5.4) are well-defined. They provide the entrance laws for the processes (Ξ(t), t >
0,Pξ).
In order to give examples of Proposition 5.1, here we study the extreme case such that
all N points are concentrated on an origin,
ξ = Nδ0 ⇐⇒ ξ∗ = δ0 with ξ({0}) = N. (5.5)
We consider Processes 1 and 2. For (5.5), (5.1) and (5.2) become
φ0Nδ0((s, x); z, ζ) =
p(s, x|ζ)
p(s, x|0)
1
z − ζ
(
z
ζ
)N
=
p(s, x|ζ)
p(s, x|0)
∞∑
ℓ=0
zN−ℓ−1
ζN−ℓ
,
and
Φ0Nδ0((s, x); z) =
1
p(s, x|0)
∞∑
ℓ=0
zN−ℓ−1
1
2πi
∮
C(δ0)
dζ
p(s, x|ζ)
ζN−ℓ
=
1
p(s, x|0)
N−1∑
ℓ=0
zN−ℓ−1
1
2πi
∮
C(δ0)
dζ
p(s, x|ζ)
ζN−ℓ
, (5.6)
since the integrands are holomorphic when ℓ ≥ N , where we assume ν > −1 and C(δ0) is
interpreted as limε↓0C(δε) for BESQ(ν).
For BM with TD (1.17), (5.6) gives
Φ0Nδ0((s, x); z) =
N−1∑
ℓ=0
zN−ℓ−1
1
2πi
∮
C(δ0)
dζ
exζ/s−ζ
2/2s
ζN−ℓ
=
N−1∑
ℓ=0
(
z√
2s
)N−ℓ−1
1
2πi
∮
C(δ0)
dη
e2(x/
√
2s)η−η2
ηN−ℓ
=
N−1∑
ℓ=0
(
z√
2s
)N−ℓ−1
1
(N − ℓ− 1)!HN−ℓ−1
(
x√
2s
)
,
36
where we have used the contour integral representation of the Hermite polynomials [49]
Hn(x) =
n!
2πi
∮
C(δ0)
dη
e2xη−η
2
ηn+1
, n ∈ N0, x ∈ R.
Thus its integral transformation is calculated as
I [Φ0Nδ0((s, x);W )∣∣ (t, y)]
=
N−1∑
ℓ=0
1
(N − ℓ− 1)!HN−ℓ−1
(
x√
2s
)
1
(2s)(N−ℓ−1)/2
I[WN−ℓ−1|(t, y)]
=
N−1∑
ℓ=0
1
(N − ℓ− 1)!HN−ℓ−1
(
x√
2s
)
1
(2s)(N−ℓ−1)/2
mN−ℓ−1(t, y)
=
N−1∑
ℓ=0
1
(N − ℓ− 1)!2N−ℓ−1
(
t
s
)(N−ℓ−1)/2
HN−ℓ−1
(
x√
2s
)
HN−ℓ−1
(
y√
2t
)
,
where we have used Lemmas 3.1 and 3.3. Then we obtain the following,
M0Nδ0((s, x)|(t, Y (t))) =
N−1∑
n=0
1
n!2n
mn(s, x)mn(t, Y (t))
=
√
πex
2/4s+Y (t)2/4t
N−1∑
n=0
(
t
s
)n/2
ϕn
(
x√
2s
)
ϕn
(
Y (t)√
2t
)
, (5.7)
where
ϕn(x) =
1√√
π2nn!
Hn(x)e
−x2/2, n ∈ N, x ∈ R.
Similarly, for BESQ(ν), ν > −1 with TD (1.18), we obtain
Φ0Nδ0((s, x); z) =
(2s)νΓ(ν + 1)
xν/2
N−1∑
ℓ=0
zN−ℓ−1
1
2πi
∮
C(δ0)
dζ
e−ζ/2s
ζN−ℓ+ν/2
Iν
(√
xζ
s
)
= Γ(ν + 1)
N−1∑
ℓ=0
(
− z
2s
)N−ℓ−1 1
Γ(N − ℓ + ν)L
(ν)
N−ℓ−1
( x
2s
)
,
where we have used the contour integral representation of the Laguerre polynomials
L(ν)n (x) =
Γ(n + ν + 1)
xν/2
1
2πi
∮
C(δ0)
dη
eη
ηn+1+ν/2
Jν(2
√
ηx)
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with the relation (3.6) [53]. By using Lemmas 3.2 and 3.4, we have
M0Nδ0((s, x)|(t, Y (t)) = I(ν)
[
Φ0Nδ0((s, x);W )
∣∣ (t, Y (t))]
= Γ(ν + 1)
N−1∑
n=0
1
Γ(n+ 1)Γ(n+ ν + 1)(2s)2n
mn(s, x)mn (t, Y (t))
= Γ(ν + 1)
( x
2s
)−ν/2(Y (s)
2s
)−ν/2
ex/4s+Y (t)/4t
×
N−1∑
n=0
Γ(n + 1)
Γ(n+ ν + 1)
(
t
s
)n
ϕ(ν)n
( x
2s
)
ϕ(ν)n
(
Y (t)
2t
)
, (5.8)
where
ϕ(ν)n (x) =
√
Γ(n+ 1)
Γ(n + ν + 1)
xν/2L(ν)n (x)e
−x/2, n ∈ N0, x ∈ R+.
Since mn, n ∈ N0 are FMPs associated with BM on S = R or BESQ(ν) on S = R+, the
processes (5.7) and (5.8) are continuous-time martingales. Then we see
E
[M0Nδ0((s, x)|(t,Y (t)))] = E [M0Nδ0((s, x)|(0,Y (0)))] = 1
for (s, x) ∈ [0, T ]× S, 0 ≤ t <∞.
By the formula (5.4), we obtain the correlation kernels for Process 1 as
K
1
Nδ0
(s, x; t, y) = pBM(s, x|0)M0Nδ0((s, x)|(t, y))− 1(s > t)pBM(s− t, x|y)
=
e−x
2/4s
e−y2/4t
KH(s, x; t, y)
with
KH(s, x; t, y) =
1√
2s
N−1∑
n=0
(
t
s
)n/2
ϕn
(
x√
2s
)
ϕn
(
y√
2t
)
− 1(s > t) 1√
2s
∞∑
n=0
(
t
s
)n/2
ϕn
(
x√
2s
)
ϕn
(
y√
2t
)
,
and for Process 2
K
2
Nδ0
(s, x; t, y) = p(ν)(s, x|0)M0Nδ0((s, x)|(t, y))− 1(s > t)p(ν)(s− t, x|y)
=
(x/2s)ν/2e−x/4s
(y/2t)ν/2e−y/4t
KL(ν)(s, x; t, y)
with
KL(ν)(s, x; t, y) =
1
2s
N−1∑
n=0
(
t
s
)n
ϕ(ν)n
(
x√
2s
)
ϕ(ν)n
(
y√
2t
)
− 1(s > t) 1
2s
∞∑
n=0
(
t
s
)n
ϕ(ν)n
(
x√
2s
)
ϕ(ν)n
(
y√
2t
)
,
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where KH and KL(ν) are known as the extended Hermite and Laguerre kernels, respectively
(see, for instance, [12]). Here we would like to emphasize the fact that these kernels have
been derived here by not following any ‘orthogonal-polynomial arguments’ [34, 12] but by
only using proper martingales determined by the chosen initial configuration (5.5). The
above kernels determine the finite-dimensional distributions and specify the entrance laws
for the systems of SDEs (1.9) and (1.10) from the state Nδ0 [21].
6 Relaxation Phenomenon in Process 3
As an application of Theorem 1.4, here we study non-equilibrium dynamics of Process 3.
For Processes 1 and 2, see [23, 24, 25].
For Process 3 we consider the following special initial configuration
η(·) =
N∑
j=1
δwj (·) with wj =
2πr
N
(j − 1), 1 ≤ j ≤ N. (6.1)
It is an unlabeled configuration with equidistant spacing on [0, 2πr). In this case the entire
function for Process 3 given by (1.13) becomes
Φwkη (z) =
∏
1≤ℓ≤N,
ℓ 6=k
sin(z/2r − (ℓ− 1)π/N)
sin((k − ℓ)π/N)
=
N−1∏
n=1
sin[{z/2r − (k − 2)π/N}+ (n− 1)π/N ]
sin(nπ/N)
.
We use the product formulas
N−1∏
n=1
sin
(nπ
N
)
=
N
2N−1
,
N∏
n=1
sin
[
x+
(n− 1)π
N
]
=
sin(Nx)
2N−1
,
and obtain
Φwkη (z) =
1
N
sin[N{z − 2πr(k − 1)/N}/2r]
sin[{z − 2πr(k − 1)/N}/2r] .
It is easy to confirm the equality
sin(Nx)
sin x
=
∑
m∈Z,
|σN (m)|≤(N−1)/2
e2iσN (m)x, N ∈ N,
where σN is defined by (3.20). Then, by (1.21), the martingale function is given by
Mwkη (t, y) =
∫
R
dy˜
1
N
∑
m∈Z,
|σN (m)|≤(N−1)/2
e2iσN (m){y+iy˜−2πr(k−1)/N}/2rpBM(t, y˜|0)
=
1
N
∑
m∈Z,
|σN (m)|≤(N−1)/2
eσN (m)
2t/2r2−iσN (m)y/r+2i(k−1)σN (m)π/N ,
39
where pBM is given by (1.17).
Now the correlation kernel is obtained by the formula (1.8),
Kη(s, x; t, y) = Gη(s, x; t, y)− 1(s > t)pr(s− t, x|y;N)
with
Gη(s, x; t, y) =
N∑
k=1
pr(s, x|wk;N)Mwkη (t, y)
=
1
N
1
2πr
N∑
k=1
∑
ℓ∈Z
∑
m∈Z,
|σN (m)|≤(N−1)/2
Kk,ℓ,m(s, x; t, y),
where we use the expression (3.21) for pr and obtain
Kk,ℓ,m(s, x; t, y) = e{σN (m)2t−σN (ℓ)2s}/2r2+i{σN (ℓ)x−σN (m)y}/r+2i(k−1){σN (m)−σN (ℓ)}π/N .
By the equality
N∑
k=1
e2i(k−1){σN (m)−σN (ℓ)}π/N = N
∑
k∈Z
1(ℓ = m+ kN),
we obtain the following decomposition,
Gη(s, x; t, y) =
∑
k∈Z
G(k)η (s, x; t, y)
with
G(k)η (s, x; t, y) =
1
2πr
∑
m∈Z,
|σN (m)|≤(N−1)/2
e−{σN (m+kN)
2−σN (m)2}s/2r2
×eσN (m)2(t−s)/2r2−i{σN (m)y−σN (m+kN)x}/r.
Since σN (m + kN)
2 > σN(m)
2 if m ∈ Z, |σN (m)| ≤ (N − 1)/2 and k 6= 0, we see that for
(s, x), (t, y) ∈ [0,∞)× [0, 2πr)
lim
T→∞
G(k)η (s+ T, x; t+ T, y) =
{ Geq(t− s, y − x), if k = 0,
0, otherwise,
where
Geq(t, x) = 1
2πr
∑
m∈Z,
|σN (m)|≤(N−1)/2
eσN (m)
2t/2r2−iσN (m)x/r.
In particular, when s = t we have
Geq(0, x) = 1
2πr
∑
m∈Z,
|σN (m)|≤(N−1)/2
e−iσN (m)x/r =
1
2πr
sin(Nx/2r)
sin(x/2r)
.
The results are summarized as follows.
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Proposition 6.1 Let (Ξ,Pη) be the Process 3 started at the configuration (6.1). It shows
a relaxation phenomenon to an equilibrium determinantal process (Ξ,Peq). The correlation
kernel of (Ξ,Peq) is given as
K
r
eq(t− s, y − x) = Geq(t− s, y − x)− 1(s > t)pr(s− t, x|y;N)
=

1
2πr
∑
m∈Z,
|σN (m)|≤(N−1)/2
eσN (m)
2(t−s)/2r2−iσN (m)(y−x)/r , if s < t,
1
2πr
sin[N(y − x)/2r]
sin[(y − x)/2r] , if s = t,
− 1
2πr
∑
m∈Z,
|σN (m)|>(N−1)/2
eσN (m)
2(t−s)/2r2−iσN (m)(y−x)/r , if s > t
for (s, x), (t, y) ∈ [0,∞)× [0, 2πr).
Let µeq be the determinantal point process with the spatial correlation kernel
Kreq(y − x) =
1
2πr
sin[N(y − x)/2r]
sin[(y − x)/2r] , x, y ∈ [0, 2πr).
This is the CUE eigenvalue distribution in the random matrix theory (see, for instance,
Section 11.1 in [34]). The above equilibrium process (Ξ,Peq) is reversible with respect to
µeq. This equilibrium determinantal process was discussed also in [36] as a stationary process
in several non-equilibrium dynamics which are expressed using quaternion determinants
(Pfaffians) and are different from the present determinantal process (Ξ,Pη).
Remark 2 The particle-density is given by ρ = N/2πr. As expected, we can see
lim
r→∞,N→∞,
ρ=const.
K
r
eq(t− s, y − x) = Ksin(t− s, y − x),
where Ksin is the extended sine kernel with density ρ defined on R,
Ksin(t− s, y − x) =

∫ ρ
0
dv eπ
2v2(t−s)/2 cos(πv(y − x)), if s < t,
sin(πρ(y − x))
π(y − x) , if s = t,
−
∫ ∞
ρ
dv eπ
2v2(t−s)/2 cos(πv(y − x)), if s > t.
It is the correlation kernel for the determinantal process describing the equilibrium dynamics
of Process 1 with an infinite number of particles [24].
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Remark 3 Consider the case that all particles have the same constant drift with drift
coefficient b. The SDEs given by (1.11) are just modified by Bj(t) → Bj(t) + bt, that is,
each BM is replaced by drifted Brownian motion. In the correlation kernel (1.8) for Process
3, what we have to do is only replacing pr(t, y|x;N) by its drift transform prb(t, y|x;N) ≡
pr(t, y|x;N)eb(y−x)−b2t/2 = pr(t, y − bt|x;N) and Mvξ(t, y) by Mvξ(t, y − bt). The correlation
kernel is then given by
Kξ,b(s, x; t, y) =
∫
[0,2πr)
ξ(dv)prb(s, x|v;N)Mvξ(t, y − bt)− 1(s > t)prb(s− t, x|y;N)
= Kξ(s, x− bs; t, y − bt),
(s, x), (t, y) ∈ [0,∞) × [0, 2πr). The correlation kernel in the equilibrium is obtained by
Kreq,b(t− s, y − x) = Kreq(t− s, y − x− b(t− s)).
7 Complex-Process Representations for BES(n+1/2)
Let Ŷ (ν)(t), t ∈ [0,∞) be the Bessel process with index ν > −1. It solves the SDE
Ŷ (ν)(t) = u+B(t) +
2ν + 1
2
∫ t
0
ds
Ŷ (ν)(s)
, u > 0, t ≥ 0,
where if −1 < ν < 0 the reflection boundary condition is assumed at the origin. The TD is
obtained from (1.18) as
p̂(ν)(t, y|x) = p(ν)(t, y2|x2)2y
=

yν+1
xν
e−(x
2+y2)/2t
t
Iν
(xy
t
)
, t > 0, x > 0, y ∈ R+,
y2ν+1e−y
2/2t
2νtν+1Γ(ν + 1)
, t > 0, x = 0, y ∈ R+,
δx({y}), t = 0, x, y ∈ R+.
Corresponding to this, the integral transformation (1.14) for Process 2 associated with
BESQ(ν) is converted into that for BES(ν) as
Î(ν)[f̂(W )|(t, x)] =
∫
R+
dw f̂(iw)q̂(ν)(t, w|x), (t, x) ∈ [0,∞)× R+, (7.1)
where
q̂(ν)(t, w|x) = w
ν+1
xν
e(x
2−w2)/2t
t
Jν
(xw
t
)
, t > 0, x > 0, (7.2)
(some arguments will be given below for x = 0 and t = 0) and f̂(z) is assumed to be a
polynomial of z2; and thus
f̂(−z) = f̂(z), z ∈ C. (7.3)
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Assume x > 0. For m ∈ N0, the Bessel functions have the following expansions by the
trigonometric functions,
J2m+1/2(x) = (−1)m
√
2
πx
[
sin x
m∑
k=0
(−1)k(2m+ 2k)!
(2k)!(2m− 2k)! (2x)
−2k
+cosx
m−1∑
k=0
(−1)k(2m+ 2k + 1)!
(2k + 1)!(2m− 2k − 1)!(2x)
−(2k+1)
]
,
J2m+3/2(x) = (−1)m
√
2
πx
[
− cosx
m∑
k=0
(−1)k(2m+ 2k + 1)!
(2k)!(2m− 2k + 1)! (2x)
−2k
+ sinx
m∑
k=0
(−1)k(2m+ 2k + 2)!
(2k + 1)!(2m− 2k)! (2x)
−(2k+1)
]
. (7.4)
They are obtained from Eq.(4.6.11) in [1]. For example, if we set m = 0 in (7.4), we have
J1/2(x) =
√
2
πx
sin x, J3/2(x) =
√
2
πx
(
sin x
x
− cosx
)
.
Then (7.1) with (7.2) gives
Î(1/2)
[
f̂(W )
∣∣∣ (t, x)] = ∫
R+
dw f̂(iw)
√
2
πt
w
x
e−(−x
2+w2)/2t sin(xw/t)
=
1√
2πt
1
ix
∫
R+
dw f̂(iw)w
{
e−(w−ix)
2/2t − e−(w+ix)2/2t
}
,
and
Î(3/2)
[
f̂(W )
∣∣∣ (t, x)]
=
∫
R+
dw f̂(iw)
√
2
πt
w
x
e−(−x
2+w2)/2t
{
t
xw
sin(xw/t)− cos(xw/t)
}
=
1√
2πt
[
t
ix3
∫
R+
dw f̂(iw)w
{
e−(w−ix)
2/2t − e−(w+ix)2/2t
}
− 1
x2
∫
R+
dw f̂(iw)w2
{
e−(w−ix)
2/2t + e−(w+ix)
2/2t
}]
.
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By the assumption (7.3), they are rewritten as
Î(1/2)
[
f̂(W )
∣∣∣ (t, x)] = 1√
2πt
1
(−i)x
∫
R
dw f̂(iw)we−(w+ix)
2/2t
=
∫ ∞+ix
−∞+ix
dy˜
x+ iy˜
x
f̂(x+ iy˜)pBM(t, y˜|0),
Î(3/2)
[
f̂(W )
∣∣∣ (t, x)] = 1√
2πt
[
t
(−i)x3
∫
R
dw f̂(iw)we−(w+ix)
2/2t
+
1
(−i)2x2
∫
R
dw f̂(iw)w2e−(w+ix)
2/2t
]
=
∫ ∞+ix
−∞+ix
dy˜
{
t(x+ iy˜)
x3
+
(x+ iy˜)2
x2
}
f̂(x+ iy˜)pBM(t, y˜|0),
where we have changed the integral variables by y˜ = w+ ix. Since the integrands are entire,∫∞+ix
−∞+ix du (·) can be replaced by
∫
R
du (·) by Cauchy’s integral theorem. Then we have the
following expressions for the integral transformations (7.1) with ν = 1/2 and 3/2,
Î(1/2)
[
f̂(W )
∣∣∣ (t, x)] = E˜[x+ iY˜
x
f̂(x+ iY˜ )
]
,
Î(3/2)
[
f̂(W )
∣∣∣ (t, x)] = E˜[{t(x+ iY˜ )
x3
+
(x+ iY˜ )2
x2
}
f̂(x+ iY˜ )
]
,
(x, t) ∈ [0,∞)× R+. These calculations are generalized as follows.
Lemma 7.1 Let f̂(z) be a polynomial of z2. Then for (t, x) ∈ [0,∞)× R+
Î(n+1/2)
[
f̂(W )
∣∣∣ (t, x)] = E˜ [Q(n+1/2)t (x+ iY˜ (t))f̂(x+ iY˜ (t))] , n ∈ N0, (7.5)
where
Q
(n+1/2)
t (x+ iy) =

(
t
2
)n
x+ iy
x2n+1
n∑
k=0
(2n− k)!
(n− k)!k!
(
2x(x+ iy)
t
)k
, x > 0, y ∈ R,
√
π
2n+1tn+1Γ(n + 3/2)
(sgn y)nyn+2, x = 0, y ∈ R,
(7.6)
for t > 0 and Q
(n+1/2)
0 ≡ 1.
Proof. For x > 0, t > 0, the integral kernel q̂(n+1/2), n ∈ N0 given by (7.2) is expanded
following (7.4) and the integral (7.1) is calculated. As demonstrated above for n = 0 and
1, integrals of functions including sin(xw/t) and cos(xw/t) over R+ are rewritten by using
the integrals of functions including e−(w+ix)
2/2t over R. Then we change the integral variable
from w to y˜ by y˜ = w+ ix. Since all the integrands are entire with respect to y˜, integrals on
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a line (−∞ + ix,∞ + ix) in C can be replaced by those on the real axis R. Then we have
the integrals in the form
∫
R
dy˜Q
(n+1/2)
t (x+ iy˜)f̂(x+ iy˜)pBM(t, y˜|0) with the first line of (7.6),
which is expressed as RHS of (7.5) by definition of E˜. The function Jν(z)/z
ν is entire and
(7.2) gives
q̂(ν)(t, w|0) = lim
x↓0
q̂(ν)(t, w|x) = w
2ν+1e−w
2/2t
2νtν+1Γ(ν + 1)
, t > 0.
Then we obtain
Î(n+1/2)[f̂(W )|(t, 0)] =
√
π
2n+1tn+1Γ(n+ 3/2)
∫
R
dy˜ ( sgn y˜)ny˜n+2f̂(iy˜)pBM(t, y˜|0), t > 0,
which gives the second line of (7.6). When t = 0, (7.5) gives f̂(x) with Q
(n+1/2)
0 ≡ 1. Then
the proof is completed.
When ν = −1/2, J−1/2(x) =
√
2/πx cosx, and we find
Î(−1/2)
[
f̂(W )
∣∣∣ (t, x)] = 1√
2πt
∫
R+
dw f̂(iw){e−(w−ix)2/2t + e−(w+ix)2/2t}
=
∫
R
dy˜ f̂(x+ iy˜)pBM(t, y˜|0) = E˜[f̂(x+ iY˜ (t))]. (7.7)
Then we define
Q
(−1/2)
t ≡ 1. (7.8)
Now we consider the following interacting particle system.
Process 2′: Noncolliding Bessel process (BES(ν)) with ν > −1;
S = R+ ≡ {x ∈ R : x ≥ 0},
Ξ̂(ν)(t, ·) =
N∑
j=1
δ
X̂
(ν)
j (t)
(·), t ∈ [0,∞),
X̂
(ν)
j (t) = uj +Bj(t) +
2ν + 1
2
∫ t
0
ds
X̂
(ν)
j (s)
+
∑
1≤k≤N,k 6=j
{∫ t
0
ds
X̂
(ν)
j (s)− X̂(ν)k (s)
+
∫ t
0
ds
X̂
(ν)
j (s) + X̂
(ν)
k (s)
}
,
1 ≤ j ≤ N, t ≥ 0, where ξ = ∑Nj=1 δuj ∈ M0(R+), Bj(t), 1 ≤ j ≤ N, t ≥ 0 are
independent BMs started at 0, and, if −1 < ν < 0, the reflection boundary condition
is assumed at the origin.
The process is denoted by (Ξ̂(ν), P̂
(ν)
ξ ), ν > −1, with an initial configuration ξ ∈M0(R+) and
expectation with respect to P̂
(ν)
ξ is written as Ê
(ν)
ξ .
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Since the transform from Process 2 to Process 2′ is obvious, as a corollary of Theorem
1.4 for Process 2, CPR for the martingales follows Lemma 7.1 and (7.7) with (7.8) as,
M̂ukξ (t, Ŷ (n+1/2)(t)) = E˜
[
Q
(n+1/2)
t (Ẑ
(n+1/2)(t))Φ̂ukξ (Ẑ
(n+1/2)(t))
]
, 1 ≤ k ≤ N, (7.9)
when n ∈ N0 ∪ {−1}. Here the complex process Ẑ(n+1/2)(·) is defined by (1.23), ξ =∑N
k=1 δuk ∈M0(R+), and
Φ̂ukξ (z) =
∏
1≤ℓ≤N,
ℓ 6=k
z2 − u2ℓ
u2k − u2ℓ
, z ∈ C, 1 ≤ k ≤ N. (7.10)
Note that BES(−1/2), Ŷ (−1/2)(·) is the reflecting Brownian motion on R+ with the reflecting
wall at the origin.
Now CPR is given for Process 2′ as follows. Let Ẑ(n+1/2)j (t), t ∈ [0,∞), 1 ≤ j ≤ N be
independent copies of (1.23) and the expectation with respect to them is written as Êu when
Ẑ
(n+1/2)
j (0) = uj, 1 ≤ j ≤ N .
Proposition 7.2 Suppose ξ =
∑N
j=1 δuj ∈ M0(R+), u = (u1, . . . , uN) ∈ WN(R+). Let
n ∈ N0 ∪ {−1} and 0 ≤ t ≤ T <∞. For any FΞ̂(t)-measurable bounded function F we have
Êξ
[
F
(
Ξ̂(n+1/2)(·)
)]
= Êu
[
F
(
N∑
j=1
δℜẐ(n+1/2)j (·)
)
det
1≤j,k≤N
[
Q
(n+1/2)
T (Ẑ
(n+1/2)
j (T ))Φ̂
uk
ξ (Ẑ
(n+1/2)
j (T ))
]]
,
where Q
(n+1/2)
t and Φ̂ξ = {Φ̂ukξ , 1 ≤ k ≤ N} are given by (7.6) with (7.8) and (7.10),
respectively.
In the present paper, we have focused on the connection between the h-transforms and
determinantal correlation functions through DMR. CPR obtained from DMR as shown above
will be, however, itself useful to analyze the process. In [27], the CBMR for Process 1 was
used to prove the tightness of a series of processes, which converges to the Dyson model
with an infinite number of particles, and the noncolliding property of the limit process.
Applications of CPRs for BES(n+1/2), n ∈ N0 will be reported elsewhere.
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