Identifying complaints from product reviews in low-resource scenarios via neural machine translation by Singh, Raghvendra Pratap et al.
Identifying Complaints from Product Reviews in Low-resource
Scenarios via Neural Machine Translation
Raghvendra P. Singh‡, Rejwanul Haque⋆, Mohammed Hasanuzzaman† and Andy Way
The ADAPT Centre
‡School of Computing, Dublin City University, Dublin, Ireland
⋆School of Computing, National College of Ireland, Dublin, Ireland




Automatic recognition of customer com-
plaints on products or services that they
purchase can be crucial for the organisa-
tions, multinationals and online retailers
since they can exploit this information to
fulfil their customers’ expectations includ-
ing managing and resolving the complaints.
Recently, researchers have applied super-
vised learning strategies to automatically
identify users’ complaints expressed in En-
glish on Twitter. The downside of these ap-
proaches is that they require labeled train-
ing data for learning, which is expensive
to create. This poses a barrier for them
being applied to low-resource languages
and domains for which task-specific data
is not available. Machine translation (MT)
can be used as an alternative to the tools
that require such task-specific data. In
this work, we use state-of-the-art neural
MT (NMT) models for translating Hindi
reviews into English and investigate per-
formance of the downstream classification
task (complaints identification) on their
English translations.
1 Introduction
Almost all online retailers allow users to freely
express their opinions and thoughts on prod-
ucts via their websites and relevant social me-
dia platforms. Customers who intend to pur-
chase a product may take purchasing decisions
based on the reviews of the product. Accord-
ingly, commercial and retail companies con-
sider product reviews as an important source
of information, and could exploit this informa-
tion to build their marketing tools and strat-
egy, and to resolve any issues in relation to the
product. This could also benefit users with
suggestions on the quality of the products or
services that they want to purchase. As for
the number of reviews of a product posted
by the users, they could range from several
hundreds to tens of thousands. E-commerce
companies and online retailers want to iden-
tify complaints given the reviews of a product
for their own benefit. Likewise, customers who
want to buy a product or service may need
such information while avoiding having to con-
sult thousands of reviews about the product.
In this context, Gupta et al. (2014) identi-
fied the relationship between users’ purchase
intent from their social media forums such
as Quora1 and Yahoo! Answers,2 and Wang
et al. (2015) investigated the problem of iden-
tifying purchase intent with using a list of seed
intent-indicators (e.g. ‘want to’). Haque et al.
(2019b) extend the work of Wang et al. (2015)
while increasing the coverage of the purchase
intent indicators with the distributed vector
representation of words using the continuous
skip-gram model (Mikolov et al., 2013).
Recently, Preotiuc-Pietro et al. (2019) au-
tomatically identified complaints from tweets
posted by social media users and potential cus-
tomers. In Singh et al. (2020), we conducted
a similar study in an attempt to identify com-
plaints from opinionated texts (reviews) about
products posted in a low-resource language,
Hindi, from the the websites of the retail gi-
ant Amazon India3 and the popular social me-
dia platform YouTube.4 For investigating this
problem in Hindi (Singh et al., 2020), as in
Gupta et al. (2014); Wang et al. (2015); Haque
et al. (2019b); Preotiuc-Pietro et al. (2019), we






by employing a number of human annotators.
The process of creating such a data set is not
easy; it is not only time-consuming and labo-
rious but also a very expensive task.
In this context, Tebbifakhr et al. (2019) in-
vestigated possibility of exploiting MT in a
specific NLP task in a language for which dedi-
cated tools are not available due to the scarcity
of task-specific training data. As in Tebbi-
fakhr et al. (2019), in this work, we consid-
ered Hindi, an under-resourced Indic language,
and investigate whether MT can play a role in
complaint identification and eliminate the re-
quirement for complaint identification tools for
Hindi, which require labeled data for training,
which is expensive to create. Accordingly, we
study the following two scenarios while con-
sidering reviews about a variety of products
from the the websites of Amazon India and
YouTube expressed in Hindi as the test exam-
ples in our experiments, namely performance
of the classifiers (complaints identifiers) built
for English on the English translations of the
Hindi reviews by (i) our MT systems and (ii)
human translators. Note that as a part of
our investigation, we created a labeled train-
ing dataset of English reviews about products
posted in Amazon, and detail the data cre-
ation process and statistics in Section 2.2.
Unlike Tebbifakhr et al. (2019) who focus
on improving a downstream task (i.e. senti-
ment classification) by controlling translations
of an MT system but at the expense of transla-
tion quality, we customise our neural MT sys-
tems using the standard and commonly-used
data augmentation and terminology-aware do-
main adaptation techniques (Jooste et al.,
2020; Haque et al., 2020c; Nayak et al., 2020b;
Parthasarathy et al., 2020) so that the trans-
lations produced by the MT systems can re-
tain source-side stylistics property and seman-
tics as much as possible. In other words, in
this study, we aim to observe the performance
of the English classifiers (complaint identifiers)
on the translations of the Hindi reviews by the
baseline, adapted/customised neural MT sys-
tems, and human translators.
The remainder of the paper is organised as
follows. In Section 2, we detail how we cre-
ated training data for our experiments. Sec-
Complaints-mining-from-Hindi-product-reviews
tion 3 describes our MT system building and
setups. In Section 4, we present our exper-
imental methodology for complaint classifica-
tion. Section 5 presents our evaluation results,
with some discussion. Section 6 concludes and
provides avenues for further work.
2 Dataset Creation
This section details the creation of training
data that has been used in this task.
2.1 The Hindi Review test data
In attempt to create an evaluation test data
of reviews, we first collected reviews written
in Hindi posted online. The reviews were
taken from two different sources: (i) websites
of Amazon India, and (ii) YouTube. Ama-
zon India has around 180 million listed prod-
ucts and YouTube has 265+ million active
users. In order to collect the reviews from the
Amazon India websites, we used the amazon-
reviews-scraper Python library6 which takes a
product name as input and provides reviews
about the product across the different lan-
guages. Similarly, in order to collect the re-
views from YouTube, we used the YouTube-
comment-downloader Python library.7 This
script provided us with reviews on the prod-
ucts across the different languages. In order to
remove noise (e.g. HTML tags, special charac-
ters) from reviews, we applied a number clean-
ing scripts including a language identifier.8
Each of the collected clean reviews is manu-
ally tagged with a particular category, namely
complaint or non-complaint. For this, we
followed the annotation scheme described in
Singh et al. (2020). A sample of annotated
test set is presented in Table 1. The statis-
tics about the test set reviews are shown in
Table 2. We can see from Table 2 that the
test set contains 400 examples, with 200 com-
plaints and 200 non-complaints reviews. The
numbers of positive and negative examples are
equal because we wanted to use a balanced test
set in our experiments. Note that the Hindi re-
6https://github.com/philipperemy/
amazon-reviews-scraper. Accessed on August
2020
7https://github.com/egbertbouman/




Hi: वो ज़न्दगी जो हम जीना चाहते हैं 0En: The life we want to live
Hi: पर फेस अनलॉक चल नहीं रहा 1En: But face unlock is not working
Hi: हन्द माध्यम के लए एक वरदान 0En: A boon for Hindi medium
Hi: पृ ों क क्वा लट व छपाई बहुत ही खराब हैं 1En: The quality and printing of pages are very poor
Hi: समान क डलवरी ही नहीं हुई 1En: The product was not delivered
Table 1: Sample Hindi reviews from test set and their manual English translations.
count words (HI) words (EN)
Reviews 400 5,141 4,762
Complaints 200 2,932 2,738
Non-Complaints 200 2,209 2,024
Table 2: Statistics of the test set reviews.
views have been manually translated into En-
glish and the statistics about the English trans-
lations of the Hindi reviews are shown in the
third column of Table 2. In addition to the
sample Hindi reviews, Table 1 shows the cor-
responding English translations of the Hindi
reviews.
2.2 The English Review data
As discussed above, for complaint identifi-
cation in English we required labeled train-
ing data for building classifiers (complaint
identifiers). Accordingly, we created la-
beled training data for English. For this,
we followed the data creation and anno-
tation methods described in Singh et al.
(2020). First, we took English reviews from
Amazon review dump.9 We sampled re-
Table 3: Statistics of the train and development
sets (English reviews).
Reviews Words Complaints
Train set 8,026 3,84,467 4,013
Dev. set 400 17,873 200
views from four different categories, namely
Books, Cell_Phones_and_Accessories, Elec-
tronics, and Movies_and_TV. The Hindi re-
views which we collected from the websites
of Amazon India and YouTube were mainly
on books and electronic goods. This is the
reason why we considered English reviews on
those four (related) product categories. As for
9https://jmcauley.ucsd.edu/data/amazon/
data cleaning and preprocessing, we adopted
the same steps as applied for Hindi (cf. Sec-
tion 2.1). Table 3 presents the statistics of the
English dataset (the training and development
sets).
3 The Hindi-to-English MT
Systems
Our MT systems are Transformer models
(Vaswani et al., 2017) which were trained us-
ing the Marian-NMT toolkit.10 The tokens
of the training, evaluation and validation sets
are segmented into sub-word units using Byte-
Pair Encoding (BPE) (Sennrich et al., 2016),
and BPE is applied individually on the source
and target languages. From our experiences
(Jooste et al., 2020; Haque et al., 2020b,c;
Nayak et al., 2020b,a; Parthasarathy et al.,
2020) in the participation in the recent shared
translation tasks (Barrault et al., 2020; May-
hew et al., 2020; Nakazawa et al., 2020) in-
volving low-resource language pairs and do-
mains, we found that the following configura-
tion usually leads to the best results in the
low-resource translation settings: (i) the BPE
vocabulary size: 6,000, (ii) the sizes of the
encoder and decoder layers: 4 and 6, respec-
tively, and (iii) learning-rate: 0.0003. As for
the remaining hyperparameters, we followed
the recommended best setup from Vaswani
et al. (2017). The early stopping criterion
is based on cross-entropy; however, the final
NMT system is selected as per the highest
BLEU score on the validation set. The beam
size for search is set to 6. We make our final
NMT model with ensembles of 8 models that
are sampled from the training run.
For building our baseline models (forward
10https://github.com/marian-nmt/marian
and backward), we used the IIT Bombay
English-Hindi parallel corpus11 (Kunchukut-
tan et al., 2017) that is compiled from a variety
of existing sources, e.g. OPUS12 (Tiedemann,
2012). After applying standard cleaning pro-
cedures including applying a language identi-
fier13 we are left with just over 1.1 million par-
allel sentence pairs. As for Hindi and English
monolingual sentences for forward-translation
and back-translation, respectively, we sampled
them from the AI4Bharat-IndicNLP Corpus
(Kunchukuttan et al., 2020) and Amazon re-
view dump (cf. Section 2.2), respectively. Ta-
ble 4 presents the corpus statistics. As above
(cf. Section 2.1), for our development set
we used 385 reviews from Amazon India and
YouTube, which were then manually trans-
lated into English (cf. last row of Table 4).
sentences words (EN) words (HI)
Train 1,102,511 22.4M 23.4M
Monolingual
English 6.86M 121.3M –
Hindi 7.82M – 142.9M
Dev. set 385 6,952 7,209
Table 4: The Corpus statistics.
We present the performance of our MT sys-
tems in terms of the automatic evaluation met-
ric BLEU (Papineni et al., 2002). Addition-
ally, we performed statistical significance tests
using bootstrap resampling methods (Koehn,
2004). We obtained the BLEU scores of our
MT systems on the test set, and the scores
are reported in Table 5. The first row of Ta-
ble 5 represents our baseline Hindi-to-English
MT system. The English-to-Hindi MT system
which has been used to translate the English
monolingual sentences (reviews) into Hindi
produced 20.52 BLEU points on the develop-
ment set. The BLEU scores of the MT sys-
tems (Base+BT and Base+BT+FT) trained
on training data that consists of both authen-
tic and (target- or/and source-original) syn-
thetic parallel data are shown in the next two
rows of Table 5. As in Caswell et al. (2019),
in order to let the NMT model know that the
given source is synthetic, we tag the source











Table 5: The BLEU scores of the English-to-Hindi
NMT systems.
We observed that the review texts generally
contain terms or product names, and termi-
nology translation is a challenging task in MT
(Haque et al., 2019a, 2020a). In order to adapt
our best MT system, Base+BT+FT, to the
task, we adopted the terminology-aware on-
the-fly adaption method Jooste et al. (2020);
Haque et al. (2020c); Nayak et al. (2020b);
Parthasarathy et al. (2020), and mine those
sentences from large monolingual datasets
that could be beneficial for fine-tuning the orig-
inal NMT model. As in Jooste et al. (2020);
Haque et al. (2020c); Nayak et al. (2020b);
Parthasarathy et al. (2020), we first identi-
fied terms in the review test set (cf. Table
2) to be translated,14 and given the list of
extracted terms, Hindi sentences which were
mined from large monolingual data are sim-
ilar in style to the test set sentences. We
mined Hindi sentences (a total of 129,800 sen-
tences) from a large monolingual corpus given
the list of terms (a total of 2,953 terms) ap-
pearing in the test set. Then, a source-original
synthetic corpus was created by translating
these mined Hindi sentences into English us-
ing the best MT system, Base+BT+FT. The
monolingual corpus that we used for this pur-
pose contains 62,679,936 sentences from the
AI4Bharat-IndicNLP Corpus. Additionally,
we mined 36,397 sentences from the source
side of the parallel training corpus and took
their target counterparts, which gives us an
authentic parallel corpus for adaptation. Fi-
nally, Base+BT+FT was fine-tuned on the
resultant training corpus (166,197 training in-
stances which contains 129,800 synthetic and
36,397 authentic sentence-pairs). As for trans-
lating the development set sentences, we fol-
14We followed Haque et al. (2014, 2018) in order to
automatically identify terms in the in-domain texts.
lowed the same strategy.
The BLEU scores of the adapted MT system
(Base+BT+FT+DA) on the test set are shown
in the last row of Table 5. When we com-
pare the original MT system with the adapted
MT system, we see that the adapted version of
Base+BT+FT, Base+BT+FT+DA, produces
a 0.64 BLEU point (corresponding to 2.38%
relative) improvement over Base+BT+FT,
and the improvement is statistically signifi-
cant.
4 The Complaint Identification
Models
4.1 LSTM Network
Nowadays, recurrent neural networks (RNN),
in particular long-short term memory (LSTM)
(Hochreiter and Schmidhuber, 1997) hidden
units, have proven to be an effective model for
many classification tasks in NLP, e.g. senti-
ment analysis (Wang et al., 2016), text classi-
fication (Joulin et al., 2016; Zhou et al., 2016).
RNN is an extension of the feed-forward neural
network (NN), which has the gradient vanish-
ing or exploding problems. LSTM deals with
the gradient vanishing and exploding problems
of RNN. An RNN composed of LSTM hidden
units is often called an LSTM network. A com-
mon LSTM unit is composed of a cell, an input
gate, an output gate and a forget gate. More








ft = σ(Wf ·X + bf ) (2)
it = σ(Wi ·X + bi) (3)
ot = σ(Wo ·X + bo) (4)
ct = ft ⊙ ct−1 + it ⊙ tanh (Wc ·X + bc) (5)
ht = ot ⊙ tanh (ct) (6)
where Wi,Wf ,Wo ∈ Rd×2d are the weighted
matrices and bi, bf , bo ∈ Rd are the biases of
LSTM, which need to be learned during train-
ing, parameterising the transformations of the
input, forget and output gates, respectively.
σ is the sigmoid function, and ⊙ stands for
element-wise multiplication. xt includes the in-
puts of LSTM cell unit. The vector of hidden
layer is ht. The final hidden vector hN repre-
sents the whole input review, which is passed
to the softmax layer after linearising it into
a vector whose length is equal to the number
of class labels. In our work, the set of class
labels includes complaint and non-complaint
categories.
4.2 Classical Supervised Classification
Models
Furthermore, we compare the LSTM network
with classical supervised classification models.
We employ the following classical supervised
classification techniques in our experiments:
• Logistic Regression (LR)
• Decision Tree (DT)
• Random Forest (RF)
• Naïve Bayes (NB)
• Support Vector Machine (SVM)
These classical learning models (LR, DT,
RF, NB and SVM) can be viewed as the base-
line in this task. Thus, we obtain a compara-
tive overview on the performance of different
supervised classification models including the
LSTM network.
4.3 Training Setup
In order to build LR, DT, RF and NB classifi-
cation models, we use the well-known scikit-
learn machine learning library,15 and per-
formed all the experiments with default param-
eters set by scikit-learn. As for the represen-
tation space, each review was represented as
a vector of word unigrams weighted by their
frequency in the reviews.
For the classifiers based on the neural net-
works, we use a 300-Dimensional word em-
beddings from fastText. We use the sigmoid
activation function with the Adam optimizer
(Kingma and Ba, 2014) and binary cross en-
tropy loss function. The size of the input layer
of the NN is 300. We employ layer normalisa-
tion (Ba et al., 2016) in the model. Dropout
15https://scikit-learn.org/stable/
(Gal and Ghahramani, 2016) between layers is
set to 0.10. The size of the embedding and
hidden layers are 300. The models are trained
with learning-rate set to 0.0003 and reshuffling
the training examples for each epoch.
5 Results and Discussion
We evaluate the performance our classifiers on
the gold-standard test set (cf. Table 2) and
report the evaluation results in this section.
In order to measure a classifier’s accuracy on
the test set, we use three widely-used evalua-
tion metrics: precision, recall and F1 measures.
The results obtained are reported in Table 6.
The first five columns of Table 6 represent our
baseline classifiers (i.e. the classical supervised
classification models). We see from the ta-
ble that these classifiers perform moderately
to excellently and LR is the best-performing
method among them (LR: a 70.35 F1 score))
when tested on the translations by our best
MT system (Base+BT+FT+DA). This classi-
fier (LR) produces an F1 score of 71.47 on the
gold-standard test set (i.e. translations of the
Hindi reviews by translators).
Table 6: Performance of the classifiers on the eval-
uation test set.
NB LR DT SVM RF LSTM
Base
P 57.64 66.98 62.82 66.82 68.78 75.76
R 41.50 72.00 73.5 69.50 70.50 75.00
F1 48.26 69.4 67.74 68.13 69.63 75.38
Base+BT
P 58.78 71.28 61.50 70.00 69.85 77.44
R 43.50 69.50 69.50 63.00 69.50 75.50
F1 50.00 70.38 65.26 66.32 69.67 76.46
Base+BT+FT
P 59.49 70.71 64.38 68.98 70.62 76.12
R 47.00 70.00 70.5 64.50 68.5) 76.5
F1 52.51 70.35 67.30 66.67 69.54 76.31
Base+BT+FT+DA
P 58.17 70.71 65.33 68.56 70.47 77.16
R 44.50 70.00 73.50 66.50 68.00 76.00
F1 50.43 70.35 69.18 67.51 69.21 76.58
Manual (Upper Bound)
P 58.22 73.55 63.55 71.82 71.42 80.10
R 42.50 69.50 68.00 65.00 67.50 78.50
F1 49.13 71.47 65.70 68.24 69.41 79.29
Hindi classifiers on Hindi reviews
P 59.09 74.14 77.77 72.16 84.51 74.71
R 65.00 76.00 31.50 70.00 30.00 65.00
F1 61.91 75.06 44.84 71.07 44.28 69.52
As for our NN-based classifier, the LSTM
network trained on fastText embeddings per-
formed excellently as we see from Table 6,
where it obtains an excellent F1 score (76.58
F1) on the test set of translations of the Hindi
reviews by Base+BT+FT+DA. It obtains an
F1 score of 79.29 on the test set of translations
of the Hindi reviews by human translators.
For comparison, we also measured the per-
formance of the Hindi classifiers that were
built on the Hindi training data released by
Singh et al. (2020) on the original reviews (i.e.
the Hindi-side of the test set; cf. Table 2),
and the results are shown in the last rows of
Table 6. We see from Table 6 that in this case,
the best-performing Hindi classifier is LR and
it produces an F1 of 75.06, which is 1.52 F1
points lower than that produced by the best-
performing English classifier on the transla-
tions by our best MT system.
We clearly see from the scores presented in
Table 6 that the performance of the English
classifiers on the translations produced by our
customised MT system (Base+BT+FT+DA)
is comparable to that of the Hindi classifiers on
the original Hindi reviews. Thus, we can say
that MT when customised or trained to trans-
late texts of specific styles (e.g. reviews about
a variety of products) can act as an alternative
to the tools that rely on task-specific (in this
work, complaint identification) training data
which is expensive to prepare.
6 Conclusion
In this paper, we presented a strategy in which
MT can be used to eliminate the requirement
for expensive task-specific data creation for
low-resource languages or domains. We inves-
tigated our strategy on complaint identifica-
tion from reviews about products posted in
Hindi. We used state-of-the-art NMT models
for translating the Hindi reviews into English,
and investigate the performance of the English
complaint identifiers on the translations of the
Hindi reviews by the Hindi-to-English MT sys-
tems. For comparison, we tested the perfor-
mance of the English classifiers on two setups:
(i) English translations of the Hindi reviews by
the MT systems, and (ii) gold-standard En-
glish translations of the Hindi reviews. We
also compared the performance of the Hindi
classifiers built on a publicly available Hindi
review training data set on the original Hindi
reviews (i.e. the Hindi-side of the review test
set).
In our experiments, we also aimed at pre-
serving source-language stylistic properties
and semantics in translation. For this, we ap-
plied standard and commonly-used data aug-
mentation techniques and terminology-aware
domain adaptation method (Jooste et al.,
2020; Haque et al., 2020c; Nayak et al.,
2020b; Parthasarathy et al., 2020) for build-
ing our Hindi-to-English NMT systems, and
used task-specific target-language monolin-
gual data. These strategies were found to be
effective in this task. We demonstrated that
the NMT systems when customised or trained
to translate texts of specific styles (e.g. user-
generated content or reviews) can act as an
alternative to those tools that require task-
specific (i.e. complaint identification) training
data which are expensive to create.
We believe that this work would bring ad-
ditional value to the social media analytics re-
search and practice given the fact that many
task-specific data are available in English only
and does not exist in many low-resource and
even some high-resource languages.
In future, we intend to test our method on
different low-resource and high-resource non-
English languages. We also plan to investigate
this method on different NLP tasks.
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