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THE HOMOTOPY TYPE OF A POINCARE´ DUALITY COMPLEX AFTER
LOOPING
PIOTR BEBEN AND JIE WU
Abstract. We answer a weaker version of the classification problem for the homotopy types of
(n − 2)-connected closed orientable (2n − 1)-manifolds. Let n ≥ 6 be an even integer, and X be
a (n − 2)-connected finite orientable Poincare´ (2n − 1)-complex such that Hn−1(X;Q) = 0 and
Hn−1(X;Z2) = 0. Then its loop space homotopy type is uniquely determined by the action of
higher Bockstein operations on Hn−1(X;Zp) for each odd prime p. A stronger result is obtained
when localized at odd primes.
1. Introduction
A connected space X is said to satisfy Poincare´ duality with respect to a coefficient ring R if for
some fixed nonzero class e ∈Hn(X ;R) the cap product
e ∩Hi(X ;R) Ð→Hn−i(X ;R)
pairing is an isomorphism for each 0 ≤ i ≤ n. These isomorphisms put additional restraints on the
cohomology ring. If we fix R to be a field, then Hi(X ;R) = 0 for i > n, and Hn−i(X ;R) ≅Hi(X ;R)
for 0 ≤ i ≤ n. In particular, Hn(X ;R) ≅ H0(X ;R) ≅ R, and there are nonsingular cup product
pairings
Hi(X ;R) ⊗Hn−i(X ;R)
∪
Ð→Hn(X ;R) ≅ R,
so the maps Hn−i(X ;R) Ð→ Hom(Hi(X ;R),R) and Hi(X ;R) Ð→ Hom(Hn−i(X ;R),R) induced
by the above pairing are isomorphisms. Every nonzero element x ∈Hn−i(X ;R) then corresponds to
a nonzeo element y ∈Hi(X ;R) such that the cup product xy is nonzero in Hn(X ;R) ≅ R.
A CW -complex P is said to be an orientable Poincare´ complex if it satisfies Poincare´ duality
with respect to all choices of coefficient ring R (see [10] for the non-orientable definition). We say P
is finite if it is finite as a CW -complex. The dimension of P is the highest degree n in which there
is a nonzero element in its Z-cohomology, and we say P is a Poincare´ n-complex.
Any closed orientable n-manifold has the homotopy type of a finite Poincare´ n-complex. The
classification of homotopy types of manifolds is then fittingly phrased in terms of classification of
Poincare´ complexes. The usual procedure is to first discard the local properties of manifolds, then
use homotopy theoretic techniques to classify homotopy types of Poincare´ complexes, with local
properties finally coming back into the picture when lifting the classification back to manifolds.
Most work to date has involved the classification of low dimensional manifolds (see [10] for a
more complete survey). That 1-connected Poincare´ 2-complexes and Poincare´ 3-complexes have
the homotopy type of a 2-sphere and 3-sphere respectively is an easy consequence of Poincare´
duality and the Hurewicz homomorphism. Milnor [12] showed that the Z-cohomology ring classifies
1-connected Poincare´ 4-complexes, while Sto¨cker [15] gave a list of four algebraic invariants that
classify the homotopy types of 1-connected orientable Poincare´ 5-complexes. Little is known beyond
these dimensions. In the highly connected case, (n−1)-connected Poincare´ 2n-complexes have been
classified by Whitehead and Wall [16], while Sasao and Takahashi [14] gave a partial solution for
(n − 1)-connected Poincare´ (2n + 2)-complexes.
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The next step in the order of difficulty is to classify (n−1)-connected Poincare´ (2n+1)-complexes.
Though this is still generally an open problem, we can apply two homotopy theoretic simplifications
that make this problem solvable. First, we consider the classification problem after our spaces have
been localized at some prime p. The motivation here is that localized spaces are much simpler from
the perspective of homotopy theory, yet they retain much of the homotopy theoretic information of
the original space (never-the-less, it is sometimes possible to lift p-local results back to the category
of integral spaces). Second, we consider the classification problem after looping our spaces. Here one
can often use the associative H-space structure on loop spaces to decompose them up to homotopy
as a weak product of simpler spaces. Spaces that are not homotopy equivalent sometimes have
the same loop space homotopy decompositions, so it is reasonable to expect that a loop space
homotopy classification will be simpler. Since there is an adjoint isomorphism [ΣX,Y ] ≅Ð→ [X,ΩY ]
of homotopy groups, a loop space homotopy classification is for many practical purposes as good as
a homotopy classification of the original spaces.
Let the homology Bockstein operation
βr ∶H∗(X ;Zp) Ð→H∗−1(X ;Zp)
be the composite H∗(X ;Zp) δrÐ→ H∗−1(X ;ZZpr ) ρrÐ→ H∗−1(X ;Zp), where ρr is the connecting map
in the homology long exact sequence associated with the short exact sequence
0Ð→ Zpr Ð→ Zpr+1 Ð→ Zp Ð→ 0,
and ρr is induced by the reduction map Zpr Ð→ Zp. Then βr where 1 ≤ t ≤ r detects Zpt summands
in the integral homology of X . Taking duals one obtains the cohomology Bocksteins
βr ∶H
∗(X ;Zp) Ð→H∗+1(X ;Zp)
with similar properties.
We show that under a few assumptions, loop space homotopy types are uniquely determined by
rational cohomology and the action of the Bocksteins operations βr.
Theorem 1.1. Fix m > 2, and let M and M ′ be (2m − 2)-connected closed orientable (4m − 1)-
manifolds (or more generally finite orientable Poincare´ complexes). Consider the following condi-
tions:
(1) βi(H2m−1(M ;Zp)) ≅ βi(H2m−1(M ′;Zp)) for each i > 0 and some prime p;
(2) H2m−1(M ;Q) ≅H2m−1(M ′;Q);
(3) H2m−1(M ;Z2)) =H2m−1(M ′;Z2)) = 0;
(4) H2m−1(M ;Q) =H2m−1(M ′;Q) = 0.
Then:
(i) There is a homotopy equivalence localized at an odd prime p
ΩM(p) ≃ ΩM
′
(p)
if and only if conditions (1) and (2) hold.
(ii) If conditions (3) and (4) hold, then there is a homotopy equivalence
ΩM ≃ ΩM ′
if and only if condition (1) holds for all odd primes p.
◻
The proof is streamlined by assuming condition (4), though with some extra work it can likely
be dropped.
2. mod-p Poincare´ Complexes
If X is a 1-connected finite type CW -complex and p a prime number, recall that the p-localization
map X
ℓ
Ð→ X(p) induces a ring isomorphism H
∗(X ;Zp) ≅Ð→ H∗(X(p);Zp), and X(p) has a p-local
CW -structure (i.e. consisting of p-local cells, whose attaching maps are maps of p-localized spheres
into p-local subcomplexes) with p-local cells in one-to-one correspondance with generators of the
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Zp-module H
∗(X(p);Zp). Because an orientable Poincare´ complex P satisfies Poincare´ duality on
mod-p homology for any prime p, then so does its p-localization P(p).
Instead of working with the p-localization P(p) of a finite orientable Poincare´ complex P , it is
more convenient to use the more general concept of a mod-p Poincare´ complex, which is a finite
p-local CW -complex Q that satisfies Poincare´ Duality on its mod-p cohomology. The dimension n
is the highest degree in which there is a nonzero element in its mod-p cohomology, and one says Q
is finite if it has a finite number of p-local cells. The (n − 1)-skeleton of Q in the p-local sense will
be denoted by Q¯. Because the mod-p cohomology generators of a p-local space are in one-to-one
correspondance with its p-local cells, one can see that Q is the cofiber of some map Sn−1(p) Ð→ Q¯.
Fix n ≥ 3 and k ≥ 1. We let Tk,n denote the set of classes of homotopy types of mod-p Poincare´(2n − 1)-complexes subject to the following conditions: the class [W ] is in T pk,n if and only if
(1) W is (n − 2)-connected;
(2) Hn−1(W ;Zp) has rank k.
Fix some class [W ] ∈ T p
k,n
. By mod-p Poincare´ duality and the first condition above, the Zp-
submodule H∗(W¯ ;Zp) of H∗(W ;Zp) is described by an isomorphism
(1) H∗(W¯ ;Zp) ≅ Zp {x∗i , y∗i ∣1 ≤ i ≤ k} ,
where ∣x∗i ∣ = n − 1, ∣y∗i ∣ = n. We can and will choose the basis for H∗(W¯ ;Zp) to satisfy the following
the conditions: there is an integer k1, with 0 ≤ k1 ≤ k, such that whenever 1 ≤ i ≤ k1, the action of
the Bockstein operations on H∗(W¯ ;Zp) satisfy
βri(x∗i ) = y∗i
for some choice of integer ri > 0 (depending on i), and whenever k1 < i ≤ k we have
βr(x∗i ) = 0
for each r > 0.
Next, recall that for any group G, a Moore space M(G,m) is unique up to homotopy type. Thus
M(G1⊕G2,m) ≃M(G1,m)∨M(G2,m). Therefore there exists a splitting of W¯ as a wedge sum of
p-localized Moore spaces Pn(pri) for i ≤ k1 corresponding to the action of βri on x∗i , and p-localized
spheres Sn−1 and Sn corresponding to the generators x∗i and y
∗
j for k1 < i ≤ k. In other words
(2) W¯ ≃(p) ⋁
1≤i≤k1
Pn(pri) ∨ ⋁
k1<i≤k
(Sn−1 ∨ Sn).
Fixing some generator z∗ ∈ H2n−1(W ;Zp) ≅ Zp, the cup product structure on H∗(W ;Zp) is
described by a k × k Zp-matrix representation
Az∗ = (aij)
where y∗j x
∗
i = aijz
∗. Set k2 = k − k1. We partition Az∗ into the block form
(3) Az∗ = ( Bz∗ Dz∗Cz∗ Ez∗ )
where Bz∗ , Cz∗ , Dz∗ , Ez∗ are respectively matrices of dimensions k1 × k1, k2 × k1, k1 × k2, k2 × k2.
Since Poincare´ Duality implies the cup product pairing as described above is nonsingular, the matrix
Az∗ is nonsingular.
Proposition 2.1. Given a class [W ] ∈ T pk,n and a generator z∗ ∈ H2n−1(W ;Zp) where n ≥ 3, the
nonsingular Az∗ is such that Cz∗ is the zero k1 × k2 matrix, and Bz∗ is symmetric when n is even,
and skew symmetric when n is odd.
See Section 4 for a proof. Since a k × k skew symmetric matrix is nonsingular if and only if k
even, the following is immediate:
Corollary 2.2. There exist no classes [W ] ∈ T p
2l+1,2m+1 such that H
2m−1(W ;Q) = 0 or H2m(W ;Q) =
0.
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We therefore focus on those classes [W ] ∈ T p
k,n
for n even. The above statements are proved in
the next two sections. We see that the homotopy type of ΩW is completely classified by rational
cohomology and the action of the Bocksteins operations as follows:
Theorem 2.3. Let [W ], [W ′] ∈ T p
k,2m
and m > 2. Then ΩW ≃ ΩW ′ if and only if the following are
satisfied:
(1) H2m−1(W ;Q) ≅H2m−1(W ′;Q);
(2) βi(H2m−1(W ;Zp)) ≅ βi(H2m−1(W ′;Zp)) for each i > 0.
◻
The subscript (p) is suppressed until the last section of this paper, and we assume that all our
spaces are p-local, or localized at p where appropriate, for some fixed odd prime p. Any reference
to a CW -structure on a p-local space is always taken to be in the p-local sense.
3. Mod-p Loop Space Homology
Keep p fixed as an odd prime number. Let P¯ be a finite type CW -complex, P be the cofiber of
some map
α∶Sn−1 Ð→ P¯
for some fixed integer n > 3, and
i∶ P¯ Ð→ P
denote the inclusion. Let
α′∶Sn−2 Ð→ ΩP¯
be the adjoint of α. Since i ○ α′ is null homotopic, the algebra map
(Ωi)∗∶H∗(ΩP¯ ;R) Ð→H∗(ΩP ;R)
factors through a map
(4) θ∶H∗(ΩP¯ ;R)/I Ð→ H∗(ΩP ;R),
for any ring R, where I is the two-sided ideal generated by the image of of α′∗ in degree n − 2.
Determining the conditions under which θ is a Hopf Algebra isomorphism is called the cell at-
tachment problem. This has a long history, having been studied by Anick [1], Bubenik [3], Fe´lix and
Thomas [5], and Halperin, Hess, and Lemaire [11, 7, 8, 9]. Lemaire [11], for one, found that θ is a
Hopf algebra isomorphism whenever the morphism of graded R-vector spaces
Torπp ∶Tor
H∗(ΩP¯ ;R)
p (R,R)Ð→ TorH∗(ΩP¯ ;R)/Ip (R,R)
induced by the canonical surjection H∗(ΩX ;R) πÐ→ H∗(ΩX ;R)/I is bijective, and R is a vector
space of characteristic p.
Our goal in this section is to determine conditions on the cohomology ring H∗(ΩP ;Zp) which
make θ a Hopf algebra isomorphism. Many highly connected mod-p Poincare´ complexes, including
the ones dealt with in this paper, are covered here. The ideal I is computed in Proposition 3.2,
and in Theorem 3.5 we use a Leray-Serre spectral sequence approach to arrive at the Hopf algebra
isomorphism θ.
Fix any integer m > 1 such that n ≥ m. Assume our CW -complex P is (m − 1)-connected
n-dimensional, with mod-p reduced homology generated by a1, . . . , aℓ and z, where
m = ∣a1∣ ≤ ∣a2∣ ≤ ⋯ ≤ ∣aℓ∣ < ∣z∣ = n.
Whenever ∣ai∣ + ∣aj ∣ = n, let the integer cij be such that a∗ja∗i = cijz∗, where a∗i , a∗j , z∗ are the
cohomology duals of ai, aj and z, and in addition, we make the following assumptions:
(1) dimP¯ < dimP , meaning P¯ is the (n − 1)-skeleton of P ;
(2) 3(m − 1) > n − 2 and n is odd;
(3) P¯ ≃ Σ2X for some X .
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As P¯ is homotopy equivalent to a suspension, cup products are trivial on H¯∗(P¯ ;Zp) ⊆ H¯∗(P ;Zp),
implying the cij ’s describe the cup-product structure for H¯
∗(P ;Zp).
Consider the mod-p homology Serre spectral sequences E¯ and E for the path fibrations of P¯ and
P , and the morphism of spectral sequences
γ∶ E¯ Ð→ E
induced by the inclusion P¯
i
Ð→ P . Here we have
E¯2∗,∗ =H∗(P¯ ;Zp)⊗H∗(ΩP¯ ;Zp),
E2∗,∗ =H∗(P ;Zp)⊗H∗(ΩP ;Zp).
The corresponding mod-p cohomology spectral sequences are labelled by switching subscripts with
superscripts as is standard.
Since P¯ is homotopy equivalent to a suspension Σ2X , the basis elements ai of H∗(P¯ ;Zp) and
H∗(P ;Zp) are transgressive. Thus, let
ui = τ(ai) ∈ H∗(ΩP ;Zp),
u¯i = τ(ai) ∈H∗(ΩP¯ ;Zp)
be the transgressions of the ai’s. Note that there is a Hopf algebra isomorphism
H∗(ΩP¯ ;Zp) ≅ T (H¯∗(ΣX ;Zp)) ≅ T (u¯1, . . . , u¯ℓ).
Since ΣX is a suspension, cup products on H¯∗(ΣX ;Zp)) are trivial, implying the algebra generators
u¯i are primitive. The algebra map (Ωi)∗ satisfies (Ωi)∗(u¯ℓ) = uℓ. Then on the second page of
spectral sequences,
γ2(1⊗ u¯i) = 1⊗ ui
γ2(ai ⊗ 1) = ai ⊗ 1.
Fix m′ to be the smallest integer such that there is a cij prime to p for some i and j satisfying
i ≤ j and ∣ai∣ = m′. If no such integer exists, set m′ = ∣z∣ = n. We now state some properties of the
spectral sequences E¯ and E.
Proposition 3.1. The following hold:
(i) The kernel of the map
(Ωi)∗∶Hn−2(ΩP¯ ;Zp) Ð→Hn−2(ΩP ;Zp)
is generated by α′∗(ιn−2), where ιn−2 ∈H∗(Sn−2;Zp) ≅ Zp is a generator.
When m′ = n, we have α′∗(ιn−2) = 0.
(ii) d¯r(E¯ri,j) = {0} for 2 ≤ r < i, and dr(Eri,j) = {0} for 2 ≤ r < i and i ≠ n.
(iii) dr(z ⊗ 1) = 0 for r <m′, so z ⊗ 1 survives to Em′n,0. The differential
dm
′
∶Em
′
n,0 Ð→ E
m
′
n−m′,m′−1
satisfies
dm
′(z ⊗ 1) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(−1)m′ ∑
∣ai ∣=m′,∣aj ∣=n−m′
cij(aj ⊗ ui), if m′ < n;
1⊗ τ(z) ≠ 0, if m′ = n.
(iv) The map
γr∶ E¯ri,j Ð→ E
r
i,j
is an isomorphism for 2 ≤ r ≤ i, j < n − 2, i ≠ n − m′, and i ≠ n. It is also
an isomorphism for 2 ≤ r ≤ i, i = n − m′ and j < m′ − 1. When i = 0, it is an
isomorphism for j < n − 2 and all r ≥ 2.
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(v) When m′ < n, the map
γr∶ E¯rn−m′,m′−1 Ð→ E
r
n−m′,m′−1
is an isomorphism for r > n −m′ and 2 ≤ r ≤m′, and the projection of the element
ζ = (−1)m′ ∑
∣ai ∣=m′,∣aj ∣=n−m′
cij(aj ⊗ u¯i)
generates its kernel for (m′ + 1) ≤ r ≤ n −m′.
(vi) The projection of 1⊗ (α′)∗(ιn−2) to E¯r0,n−2 generates the kernel of
γr∶ E¯r0,n−2 Ð→ E
r
0,n−2
for 2 ≤ r ≤ n −m′.
Proof of part (i). Notice there is the following homotopy commmutative diagram
(5)
Sn−1
α
//
ℓ

P¯
i
// P
F
f
// P¯
i
// P,
where the top row is the cofibration sequence for the map α, F is the homotopy fiber of the inclusion
P¯
i
Ð→ P , the bottom row corresponding homotopy fibration sequence, and ℓ is some lift. Since
P¯
i
Ð→ P induces an isomorphism on mod-p homology in degrees less than n, F is at least (n − 2)-
connected. It is well known that fibers and cofibers agree in the stable range. That is, the lift ℓ
induces an isomorphism on mod-p homology in degrees less than m + n − 1. Thus ℓ is an inclusion
into the bottom sphere inducing in isomorphism in degree n − 1 mod-p homology, and the adjoint
Sn−2
ℓ
′
Ð→ ΩF of ℓ induces an isomorphism in degree n − 2.
By the mod-p homology Serre exact sequence for the homotopy fibration
ΩF
Ωf
Ð→ ΩP¯
Ωi
Ð→ ΩP
the image of (Ωf)∗ is equal to the kernel of (Ωi)∗ in degree n−2. By the left homotopy commutative
square in diagram (5), α′ is homotopic to
Sn−2
ℓ′
Ð→ ΩF
Ωf
Ð→ ΩP¯ .
Since ℓ′ induces an isomorphism in degree n − 2, the element α′∗(ιn−2) must generate the kernel of(Ωi)∗ in degree n − 2.
To see that α′∗(ιn−2) = 0 whenever m′ = n, by part (iv) the map
γr∶ E¯rr,n−r−1 Ð→ E
r
r,n−r−1
is an isomorphism for r ≥ 2. Since E¯∞ = E∞ = {0}, E¯r+10,n−2 = E¯r0,n−2d¯r(E¯r
r,n−r−1
)
, and Er+10,n−2 =
Er
0,n−2
dr(Er
r,n−r−1
)
, it
follows that
γr∶ E¯r0,n−2 Ð→ E
r
0,n−2
is an isomorphism for all r ≥ 2. Since α′∗(ιn−2) generates the kernel of (Ωi)∗ in degree n − 2,
1⊗α′∗(ιn−2) ∈ E¯20,n−2 generates the kernel of γ2. But γ2 being an isomorphism implies 1⊗α′∗(ιn−2) = 0,
so α′∗(ιn−2) = 0.

Proof of part (ii). Since path fibrations are principal fibrations, differentials for the spectral se-
quence of E¯ for the path fibration of P¯ satisfy
d¯r(a⊗ b) = (1⊗ b)d¯r(a⊗ 1)
for any a, b. Similarly for the spectral sequence E for the path fibration of P .
Since the elements ai ⊗ 1 ∈ E¯
2
∣ai∣,0
are transgressive,
d¯r(ai ⊗ 1) = 0
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for r < ∣ai∣. Since γ2(ai ⊗ 1) = ai ⊗ 1 ∈ E2∣ai ∣,0, the result follows by naturality of spectral sequences.

Proof of part (iii). In E ∣ai∣∗,∗ we have the differentials
d∣ai ∣(1⊗ u∗i ) = a∗i ⊗ 1, d∣ai∣(ai ⊗ 1) = 1⊗ ui,
where u∗i and a
∗
i are the mod-p cohomology duals. Since we are assuming ∣a1∣ ≤ ⋯ ≤ ∣aℓ∣, we have∣a1∣ =min{∣a1∣, . . . , ∣aℓ∣}. When ∣ai∣ + ∣aj ∣ = n,
dm′(a∗j ⊗ u∗i ) = (−1)m′(a∗j ⊗ 1)dm′(1⊗ u∗i )
= (−1)m′(a∗ja∗i )⊗ 1
= (−1)m′cijz∗ ⊗ 1,
and since cij is divisible by p whenever ∣aj ∣ + ∣ai∣ = n and ∣ai∣ <m′, it follows that d∣aj ∣(a∗j ⊗ u∗i ) = 0.
Thus, for r <m′, the differentials
dr ∶E
n−r,r−1
r Ð→ E
n,0
r
in the cohomology spectral sequence for the path fibration of P are zero. By duality of the spectral
sequence, dr(z ⊗ 1) = 0 whenever r <m′, and so we can project z ⊗ 1 to Em′n,0.
When m′ = ∣z∣ = n, we see that z ⊗ 1 is transgressive, with
dn(z ⊗ 1) = w
for some nonzero w ∈ En0,n−1. On the other hand, when m
′ < n, we have some integers c′ij such that
dm
′(z ⊗ 1) = ∑
∣ai∣=m′,∣aj ∣=n−m′
c′ij(aj ⊗ ui)
From the duality of the spectral sequence,
(−1)m′cij = ⟨(−1)m′cijz∗, z⟩ = ⟨dm′(a∗j ⊗ u∗i ), z⟩
= ⟨a∗j ⊗ u∗i , dm′(z ⊗ 1)⟩
= ⟨a∗j ⊗ u∗i , ∑
∣as ∣=m′,∣at ∣=n−m′
c′stas ⊗ ut⟩ = c′ij .

Proof of part (iv). Since the inclusion P¯ iÐ→ P induces isomorphisms Hi(P¯ ) i∗Ð→ Hi(P ) for i ≠ n,
by the Serre homology exact sequences for the path fibrations of P¯ and P , the map ΩP¯
Ωi
Ð→ ΩP
induces isomorphisms Hi(ΩP¯) (Ωi)∗Ð→ Hi(ΩP ) for i < n− 2. Therefore E¯2i,j γ2Ð→ E2i,j is an isomorphism
for i ≠ n and j < n − 2.
By parts (ii) and (iii), elements in Eri,j are in the image of a differential dr only when i = 0, or
when i = n−m′, r =m′, and j ≥m′ − 1. By part (ii) differentials dr are zero on Eri,∗ when i ≠ n and
2 ≤ r < i. The above also holds true for the spectral sequence E¯ in place of E. Therefore γ2 extends
to isomorphisms E¯ri,j
γr
Ð→ Eri,j for 2 ≤ r ≤ i, j < n−2, i ≠ n−m
′, and i ≠ n, or when 2 ≤ r ≤ i, i = n−m′
and j <m′ − 1.
For the case i = 0, suppose by induction E¯r0,j
γr
Ð→ Er0,j is an isomorphism for some r ≥ 2 and
j < n − 2. This is true when r = 2. As we saw above E¯rr,j−r+1
γr
Ð→ Err,j−r+1 is an isomorphism when
r ≠ n −m′, r ≠ n, and r ≥ 2. Therefore it is an isomorphism for all choices of (r, j − r + 1) lying on
the positive quadrant with j < n − 2 (since j < n − 2 implies j − r + 1 < m′ − 1 whenever r = n −m′,
and r < n whenever j − r + 1 = 0). Since E¯r+10,j =
E¯r
0,j
d¯r(E¯r
r,j−r+1
)
, and Er+10,j =
Er
0,j
dr(Er
r,j−r+1
)
, it follows that
E¯r+10,j
γr+1
Ð→ Er+10,j is also an isomorphism, and the induction is finished.

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Proof of part (v). From the proof of part (iv), E¯2n−m′,m′−1 γ2Ð→ E2n−m′,m′−1 is an isomorphism. That
γ2 extends to isomorphisms E¯rn−m′,m′−1
γr
Ð→ Ern−m′,m′−1 for 2 ≤ r ≤m
′ follows by parts (ii) and (iii).
Since Em
′+1
n−m′,m′−1 =
Em
′
n−m′,m′−1
dm
′(z⊗1)
, ζ generates the kernel of E¯m
′+1
n−m′,m′−1
γ
m′
Ð→ Em
′+1
n−m′,m′−1.
We have E¯rn−m′,m′−1 ≅ E¯
r
n−m′,m′−1 and E
r
n−m′,m′−1 ≅ E
r
n−m′,m′−1 for m
′ + 1 ≤ r ≤ n −m′ following
from part (ii). Hence the projection of ζ generates the kernel of E¯rn−m′,m′−1 γrÐ→ Ern−m′,m′−1 for
m′ + 1 ≤ r ≤ n −m′.

Proof of part (vi). By part (i), (α′)∗(ιn−2) generates the kernel of (Ωi)∗, so 1⊗(α′)∗(ιn−2) generates
the kernel of E¯20,n−2
γ2
Ð→ E20,n−2.
Fix some 2 ≤ r < n −m′, and suppose the projection of 1 ⊗ (α′)∗(ιn−2) generates the kernel of
E¯r0,n−2
γ
r+1
Ð→ Er0,n−2.
Recall from part (iv) that E¯rr,n−r−1 γrÐ→ Err,n−r−1 is an isomorphism for 2 ≤ r < n−m′. Then because
E¯r+10,n−2 =
E¯r
0,n−2
d¯r(E¯r
r,n−r−1
)
and Er+10,n−2 =
Er
0,n−2
dr(Er
r,n−r−1
)
, the projection of 1 ⊗ (α′)∗(ιn−2) also generates the
kernel of E¯r+10,n−2
γr+1
Ð→ Er+10,n−2, and the result follows by induction.

For elements x and y in a graded algebra, let [x, y] = xy − (−1)∣x∣∣y∣yx denote the graded Lie
bracket. In the next lemma we use the following sets for indexing:
As,k = {(i, j)∣k < i < j ≤ ℓ, ∣ai∣ = s, ∣aj ∣ = n − s},
Bk =⋃
s
As,k = {(i, j)∣k < i < j ≤ ℓ, ∣ai∣ + ∣aj ∣ = n}.
Proposition 3.2. Set η = ⌈n
2
⌉. Consider the following elements in Hn−2(ΩP¯ ;Zp) for m ≤ s ≤ η:
κs = ∑
(i,j)∈As,0
cij[u¯i, u¯j],
Let m′ ≥m be the smallest integer such that there is a cij prime to p for some i ≤ j, with i satisfying∣ai∣ =m′. If no such integer exists, set m′ = ∣z∣ = n.
Then there exist integers bm, bm+1, . . . , bη, each prime to p, such that
α′∗(ιn−2) =
η∑
s=m
(−1)sbsκs.
We will prove Proposition 3.2 using an inductive argument on the skeleta of P . We describe the
setup for this before going into the proof.
Since ∣a1∣ ≤ ⋯ ≤ ∣aℓ∣, one can take the subcomplex Yk of P¯ , withH∗(Yk;Zp) generated by a1, . . . , ak.
Here Yℓ = P¯ , and Y0 is a point. Let us consider the quotients P /Yk and P¯ /Yk. Note P /Y0 = P ,
P¯ /Y0 = P¯ , P /Yℓ = Sn, and P¯ /Yℓ = ∗. Abusing notation, P /Yk has reduced mod-p homology generated
by ak+1, . . . , aℓ, and the single degree n generator z. The non-trivial cup products on H¯
∗(P /Yk;Zp)
are described by a∗ja
∗
i = cijz
∗ whenever ∣aj ∣+ ∣ai∣ = n, and j ≥ k. We fix mk to be the smallest integer
so that there is a cij prime to p for some i and j satisfying k ≤ i ≤ j and ∣ai∣ =mk. If no such integer
exists, set mk = ∣z∣ = n.
The (n − 1)-skeleton P /Yk is P¯ /Yk. Let αk ∶Sn−1 Ð→ P¯ /Yk be the attaching map for the single
n-cell of P /Yk,
α′k ∶S
n−2 Ð→ ΩP¯ /Yk
be the adjoint of αk, and
ik ∶ P¯ /Yk Ð→ P /Yk
the inclusion of the (n − 1)-skeleton.
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Let (E¯k) and (Ek) be the mod-p homology spectral sequence for the path-space fibration of P¯ /Yk
and P /Yk respectively, and
γ∶ (E¯k)Ð→ (Ek)
be the morphism of spectral sequences induced by ik.
Since P¯ is a double suspension, so is P¯ /Yk. Just as before, we have generators uk+1, . . . , uℓ ∈
H∗(ΩP /Yk−1;Zp), and u¯k+1, . . . , u¯ℓ ∈ H∗(Ω(P¯ /Yk−1);Zp), that are the trangressives of ak+1, . . . , aℓ,
with the u¯i’s being primitive.
Remark 3.3. The spaces P /Yk satisfy the same basic properties as P outlined at the beginning of
the section. Then Proposition 3.1 applies for P /Yk in place of P .
More precisely, in Proposition 3.1 we can take P /Yk, P¯ /Yk, αk, ik, (E¯k), (Ek), and mk in place
of P , P¯ , α, i, E¯, E, and m′ respectively. The sums in parts (ii) and (iii) of Proposition 3.1 are
taken with respect to the basis elements ak+1, . . . , aℓ of H∗(P /Yk;Zp).
Proof of Proposition 3.2. The proof proceeds using induction. At each stage we show that the
proposition holds for each quotient P /Yk in place of P . The induction starts with the base case
P /Yℓ = Sn and ends with P /Y0 = P .
Assume Proposition 3.2 holds for the quotient P /Yk, for some 1 ≤ k ≤ ℓ. That is, let us assume(α′k)∗(ιn−2) = χk, where we set
χk =
η∑
s=∣ak+1 ∣
(−1)sbsκs,k,
and
κs,k = ∑
(i,j)∈As,k
cij[u¯i, u¯j]
in H∗(Ω(P¯ /Yk);Zp). The base case k = ℓ and P /Yℓ = Sn is clearly true.
Since P¯ /Yk−1 is a double suspension, the elements u¯k, . . . , u¯ℓ in
H∗(Ω(P¯ /Yk−1);Zp) ≅ T (u¯k, . . . , u¯ℓ)
are primitive. Since 3(m − 1) > n − 2, Hn−2(Ω(P¯ /Yk−1);Zp) has no monomials of length greater
than 2, and so the brackets [u¯i, u¯j] subject to (i, j) ∈ Bk−1 form a basis for the primitives in
Hn−2(Ω(P¯ /Yk);Zp) (note that n is odd implies i ≠ j). Because ιn−2 is primitive, (α′k−1)∗(ιn−2) is a
primitive element in Hn−2(Ω(P¯ /Yk−1);Zp), and so for some integers c′′ij we can set
(α′k−1)∗(ιn−2) = ∑
(i,j)∈Bk−1
c′′ij[u¯i, u¯j].
Take the quotient map
qk−1∶ P¯ /Yk−1 Ð→ P¯ /Yk.
Notice that αk factors as qk−1 ○ αk−1, so α
′
k factors as
α′k ∶S
n−2 α
′
k−1
Ð→ Ω(P¯ /Yk−1) Ωqk−1Ð→ Ω(P¯ /Yk).
Since the algebra map (Ωqk−1)∗ sends u¯i to u¯i for i > k, and u¯k to 0, in Hn−2(Ω(P¯ /Yk);Zp) we have
(α′k)∗(ιn−2) = ∑
(i,j)∈Bk
c′′ij[u¯i, u¯j].
But (α′k)∗(ιn−2) = χk by our inductive assumption, so by comparing coefficients
c′′ij = (−1)∣ai∣b∣ai∣cij
whenever (i, j) ∈ Bk. That is, whenever k < i < j ≤ ℓ and ∣ai∣ + ∣aj ∣ = n. Therefore, in order to show
(6) (α′k−1)∗(ιn−2) = χk−1 =
η∑
s=∣ak ∣
(−1)sbsκs,k−1,
where
κs,k−1 = ∑
(i,j)∈As,k−1
cij[u¯i, u¯j],
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we note that A∣ak ∣,k ⊆ A∣ak ∣,k−1 and As,k = As,k−1 when s > ∣ak ∣, and so we are left to show there
exists an integer b∣ak ∣ prime to p such that c
′′
ij = (−1)∣ak ∣b∣ak ∣cij , for i and j satisfying k ≤ i < j,∣ai∣ = ∣ak ∣, and ∣ai∣ + ∣aj ∣ = n.
Using Remark 3.3 and part (iii) of Proposition 3.1,
dmk(z ⊗ 1) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(−1)mk ∑
∣ai∣=mk,∣aj ∣=n−mk
cij(aj ⊗ ui), if mk < n
1⊗ τ(z), if mk = ∣z∣ = n
(7)
for some nonzero 1⊗ τ(z) ∈ (Ek−1)mk0,n−1.
By part (v) of Proposition 3.1, the map
(8) γr∶ (E¯k−1)rn−mk,mk−1 Ð→ (Ek−1)rn−mk,mk−1
is an isomorphism for 2 ≤ r ≤mk, and the following element
(9) ζ = (−1)mk ∑
∣ai∣=mk,∣aj ∣=n−mk
cij(aj ⊗ u¯i)
in (E¯k−1)rn−mk,mk−1, with the sum taken with respect to the basis ak, . . . , aℓ of H∗(P¯ /Yk−1;Zp),
generates the kernel of γr for mk +1 ≤ r ≤ n−mk (note: d¯
r(E¯k−1)rn−mk,mk−1 = {0} for r in this range,
so we can project ζ).
By part (i) of Proposition 3.1, (α′k−1)∗(ιn−2) generates the kernel of
(Ωik−1)∗∶Hn−2(Ω(P¯ /Yk−1);Zp) Ωik−1Ð→ Hn−2(Ω(P /Yk−1);Zp),
and by part (vi), the projection of 1⊗ (α′k−1)∗(ιn−2) generates the kernel of
(10) γr∶ (E¯k−1)r0,n−2 Ð→ (Ek−1)r0,n−2
for 2 ≤ r ≤ n −mk. In particular
γr(1⊗ (α′k−1)∗(ιn−2)) = 0
for r ≥ 2.
We now return to showing there exists a b∣ak ∣ prime to p such that c
′′
kj = (−1)∣ak∣b∣ak ∣cij for i and
j such that k ≤ i < j, ∣ai∣ = ∣ak ∣, and ∣ai∣ + ∣aj ∣ = n. The case mk = ∣z∣ = n is easy. Here we have
cij = 0 for each choice of i, j, and (α′k−1)∗(ιn−2) = 0 by Remark 3.3 and part (i) of Proposition 3.1.
Then c′′kj = 0, and we can set b∣ak ∣ = 1. Let us therefore focus on the case mk < n. Fix q = ∣ak ∣. By
definition mk ≥ q, and since mk < n and n is odd, q < n − q.
Let us again recall that path fibrations are principal fibrations, and so our differentials satisfy
dr(a⊗ b) = (1⊗ b)dr(a⊗ 1) and d¯r(a⊗ b) = (1⊗ b)d¯r(a⊗ 1).
Consider the following element
(11) ζ′′ = ∑
∣ai∣=q,∣aj ∣=n−q
c′′ij(aj ⊗ u¯i)
in (E¯k−1)rn−q,q−1 for 2 ≤ r ≤ n − q. Since d∣ai ∣(ai ⊗ u¯j) = 1 ⊗ u¯j u¯i in (E¯k−1)∣ai ∣0,n−2, then 1 ⊗ u¯j u¯i = 0
in (E¯k−1)r0,n−2 when r > ∣ai∣, and so 1 ⊗ [u¯i, u¯j] = 1 ⊗ u¯iu¯j in (E¯k−1)r0,n−2 under the condition that∣ai∣ < ∣aj ∣. Because q = ∣ak ∣ = min{ak, . . . , aℓ}, n − q is the largest possible degree of an element
aj ∈ {ak+1, . . . , aℓ} such that ∣ai∣ + ∣aj ∣ = n for some other element ai. Then 1 ⊗ (α′k−1)∗(ιn−2) = 0 in(E¯k−1)r0,n−2 for r > n− q since it cannot be in the image of any differential. Therefore in (E¯k−1)n−q0,n−2
1⊗ (α′k−1)∗(ιn−2) = ∑
∣ai ∣=q,∣aj ∣=n−q
c′′ij(1⊗ u¯iu¯j)
= d¯n−q(ζ′′).
Since q < n− q, no nonzero element in (Ek−1)n−qn−q,q−1 is in the image of the differential dn−q. Like-
wise, no nonzero element (E¯k−1)n−qn−q,q−1 is in the image of the differential d¯n−q. Since (Ek−1)∞n−q,q−1 ={0} and (E¯k−1)∞n−q,q−1 = {0}, the differentials
d¯n−q ∶ (E¯k−1)n−qn−q,q−1 Ð→ (E¯k−1)n−q0,n−2
dn−q ∶ (Ek−1)n−qn−q,q−1 Ð→ (Ek−1)n−q0,n−2
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must both be injections. Now because d¯n−q(ζ′′) = 1 ⊗ (α′k−1)∗(ιn−2) in (E¯k−1)n−q0,n−2, and γn−q(1 ⊗(α′k−1)∗(ιn−2)) = 0, then
γn−q(ζ′′) = ∑
∣ai ∣=q,∣aj ∣=n−q
c′′ij(aj ⊗ ui) = 0.
Now suppose q =mk, where again we recall q = ∣ak ∣. In this case the projection of 1⊗(α′k−1)∗(ιn−2)
generates the kernel of γr as in equation (10). Then by naturality of the spectral sequences ζ′′
generates the kernel of
γn−q = γn−mk ∶ E¯n−mkn−mk,mk−1 Ð→ E
n−mk
n−mk,mk−1
.
But as we saw before, the kernel of this is also generated by ζ, so we must have ζ′′ = bζ for some
integer b prime to p. Comparing coefficients in equations (9) and (11), we set b∣ak ∣ = b, and we have
c′′ij = b∣ak ∣(−1)mkcij for i and j such that k ≤ i < j, ∣ai∣ =mk, and ∣aj ∣ = n−mk. Therefore equation (6)
holds in this case.
Next suppose q <mk. By part (iv) of Proposition 3.1
γn−q ∶ E¯n−qn−q,q−1 Ð→ E
n−q
n−q,q−1
is an isomorphism. Since γn−q(ζ′′) = 0, we must have c′′ij = 0 for each of the coefficients of ζ′′. Then
we can choose b∣ak ∣ = 1 for example, and the result follows as the previous case. This finishes the
induction.

Lemma 3.4. Let V = F{x1, . . . , xk} be a vector space over a field F , and T (V ) the tensor algebra
generated by V . For an odd integer N , consider a nonzero homogeneous element in T (V )
ξ = ∑
∣xi∣+∣xj ∣=N
bijxixj
satisfying the condition bij ≠ 0 if and only if bji ≠ 0, and let I be the two-sided ideal generated by ξ.
Take a nonzero homogeneous element in T (V )
u = ∑
∣xi∣=M
aixi
for some integer M and integers ai. Then for any element w ∈ T (V ), wu ∈ I if and only if w ∈ I.
Proof. We will say an element w ∈ T (V ) has length l if it is a linear combination of monomials in
T (V ) of length at most l. This gives a filtration of T (V ) by length.
Since w ∈ I implies wu ∈ I, it remains to show that w ∉ I implies wu ∉ I. The proof is by induction
on length of elements in T (V ). Assume w ∉ I implies wu ∉ I for all w ∈ T (V ) of length l. The base
case l = 0 is clearly true since u is not in I. The case l = 1 is also obviously true since ξ must have
summands bijxixj with bij ≠ 0 and ∣xj ∣ ≠M , which wu cannot have (this follows from the fact that
ξ ≠ 0, that N is odd, and the property bij ≠ 0 if and only if bji ≠ 0).
Consider a nonzero w ∈ T (V ) of length l + 1 such that w ∉ I. Let us assume wu ∈ I. Using the
inductive assumption we will show this leads to a contradiction.
Note wu has length l + 2 and and ξ has length 2. Since wu ∈ I, we can write
wu =∑
j
vjxj + vξ,
with v of length l, and each vj is some (possibly zero) element in I length l + 1.
Observe v ≠ 0, for otherwise vξ = 0, and so we would have vj = 0 whenever ∣xj ∣ ≠M , and vj = ajw
whenever ∣xj ∣ =M , which would imply w ∈ I. Expanding wu and vξ, and comparing like terms,
vjxj +∑
i
v(bijxixj) =
⎧⎪⎪⎨⎪⎪⎩
w(ajxj) if ∣xj ∣ =M ;
0 if ∣xj ∣ ≠M.
Thus
vj + vyj =
⎧⎪⎪⎨⎪⎪⎩
ajw if ∣xj ∣ =M ;
0 if ∣xj ∣ ≠M,
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where yj =∑
i
bijxi.
Take j so that ∣xj ∣ =M and aj ≠ 0. Since vj + vyj = ajw, vj ∈ I, and w ∉ I, it follows that vyj ∉ I.
Therefore v ∉ I.
Since ξ ≠ 0, there exist i and j such that bijxixj ≠ 0, implying bij ≠ 0, and in turn bji ≠ 0. If it
happens that ∣xj ∣ = M , we can instead consider the summand bjixjxi ≠ 0, where we have ∣xi∣ ≠ M
since ∣xi∣ + ∣xj ∣ = N and N is odd.
In any case, we can choose i and j such that bij ≠ 0 and ∣xj ∣ ≠M . Then yj ≠ 0, and since v ≠ 0,
vyj ≠ 0. Now because v ∉ I and v is of length l, by our inductive assumption vyj ∉ I. But vj +vyj = 0
and vj ∈ I, so vyj = −vj is a nonzero element in I, a contradiction. Therefore wu ∉ I, which finishes
our induction.

Theorem 3.5. Let P be as in the introduction to this section. Assume the following condition holds
true:
(∗) there exist elements a, b ∈ H∗(P ;Zp) such that 0 < ∣a∣ < ∣b∣ < n, ∣a∣ + ∣b∣ = n, and the cup
product ab ∈Hn(P ;Zp) is nonzero.
Then there is a Hopf algebra isomorphism
H∗(ΩP ;Zp) ≅ T (u¯1, . . . , u¯ℓ)/I,
where I is the two-sided ideal of H∗(ΩP¯ ;Zp) ≅ T (u¯1, . . . , u¯ℓ) generated by the degree n − 2 element
χ = ∑
m≤s≤ℓ
bsκs
as described in Proposition 3.2. Moreover, the looped inclusion ΩP¯
Ωi
Ð→ ΩP induces a map on mod-p
homology modelled by the canonical map T (u¯1, . . . , u¯ℓ)Ð→ T (u¯1, . . . , u¯ℓ)/I.
Proof. To avoid confusing notation, we will write monomials in T (u¯1, . . . , u¯ℓ) without the tensor
product symbol. By Proposition 3.2, the element χ ∈ H∗(ΩP¯ ;Zp) ≅ T (u¯1, . . . , u¯ℓ) is in the image of
the map
(Ωα′)∗∶Hn−2(Sn−2;Zp) Ð→Hn−2(ΩP¯ ;Zp)
induced by the adjoint α′ of the attaching map α. Thus χ is a primitive element, and (Ωi)∗(χ) = 0
in H∗(ΩP ;Zp), where i is the inclusion P¯ iÐ→ P .
Let A be the quotient algebra of the tensor algebra T (u¯1, . . . , u¯ℓ) modulo the two-sided ideal
generated by the element χ. Then A is a Hopf algebra because χ is primitive. Since (Ωi)∗(χ) = 0 in
H∗(ΩP ;Zp), the Hopf algebra map θˆ = (Ωi) factors through Hopf algebra maps
(12)
T (u¯1, . . . , u¯ℓ)
θˆ

// A
θ
yytt
t
t
t
t
t
t
t
t
t
H∗(ΩP ;Zp),
where the Hopf algebra map θ is defined by θ(u¯i) = ui.
We let m′ be the smallest integer m ≤m′ ≤ ⌊n
2
⌋ such that there is a cij prime to p for some i ≤ j,
with i satisfying ∣ai∣ =m′. By condition (∗) such an integer m′ exists, and m′ < n −m′.
Consider differential bigraded left A-modules
Eˆ2∗,∗ =⋯ = Eˆ
m
∗,∗ = Zp{1, a1, . . . , aℓ, z}⊗A,
the element
ζ = (−1)m′ ∑
∣ai ∣=m′,∣aj ∣=n−m′
cij(aj ⊗ u¯i),
with formal differentials dˆr of bidegree (−r, r−1) for r ≤m given as follows. First define the morphism
of left T (u¯1, . . . , u¯ℓ)-modules
d¯r ∶Zp{1, a1, . . . , aℓ, z}⊗ T (u¯1, . . . , u¯ℓ)Ð→ Zp{1, a1, . . . , aℓ, z}⊗ T (u¯1, . . . , u¯ℓ)
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by d¯r = 0 when r <m, and respecting the left action of T (u¯1, . . . , u¯ℓ) by assigning
d¯m(x⊗ y) = (1⊗ y)d¯m(x⊗ 1),
where d¯m(1⊗y) = 0; d¯m(ai⊗1) = 1⊗u¯i whenever ∣ai∣ =m, otherwise d¯m(ai⊗1) = 0; and d¯m(z⊗1) = ζ
when m =m′, otherwise d¯m(z ⊗ 1) = 0.
Since A is the quotient of T (u¯1, . . . , u¯ℓ) subject to the relation χ ∼ 0, for r ≤m the differential d¯r
induces a morphism dˆr of A-modules
dˆm∶Zp{1, a1, . . . , aℓ, z}⊗AÐ→ Zp{1, a1, . . . , aℓ, z}⊗A
respecting the left action of A.
Next we define inductively for r ≥m
Eˆr+1∗,∗ =
ker(dr ∶Er∗,∗ Ð→ Er∗−r,∗+r−1)
Im (dr ∶Er∗+r,∗−r+1 Ð→ Er∗,∗) .
As before, we have formal differentials given as morphisms of left A-modules
dˆr+1∶ Eˆr+1∗,∗ Ð→ E
r+1
∗−(r+1),∗+r
respecting the left action of A, and such that: dˆr+1(1 ⊗ y) = 0; dˆr+1(ai ⊗ 1) = 1 ⊗ u¯i whenever∣ai∣ = r + 1, otherwise dˆr+1(ai ⊗ 1) = 0; and dˆr+1(z ⊗ 1) = ζ if r + 1 =m′, otherwise dˆr+1(z ⊗ 1) = 0.
This gives a formal spectral sequence Eˆ = {Eˆr, dˆr}. We will need to verify that Eˆ∞∗,∗ = {0} for(∗,∗) /= (0,0), but let us assume that this is the case for now. We shall show by induction that the
restiction θ∶Ak →Hk(ΩP ;Zp) of the Hopf algebra map θ is an isomorphism for each k.
Let E be mod-p homology spectral sequence for the path fibration of P . The morphism of Hopf
algebras A
θ
Ð→H∗(ΩP ;Zp) induces a morphism of spectral sequences
θ∶ Eˆr∗,∗ Ð→ E
r
∗,∗
in the canonical way with θ(1⊗ u¯i) = 1⊗ui, θ(a¯i⊗1) = ai⊗1, and θ(z⊗1) = z⊗1. Note Eˆm0,∗ θÐ→ Em0,∗
is just our map A
θ
Ð→H∗(ΩP ;Zp), and Aq =Hq(ΩP ;Zp) = {0} for 0 < q <m − 1.
Suppose Aq
θ
Ð→ Hq(ΩP ;Zp) is an isomorphism for 0 < q < k. This implies Eˆr0,q θÐ→ Er0,q is an
isomorphism, and Eˆri,q
θ
Ð→ Eri,q is an isomorphism when q+r−1 < k. Since E
∞
∗,∗ = {0} and Eˆ∞∗,∗ = {0}
when (∗,∗) /= (0,0), for some sufficiently large M >m the map EˆM0,k θÐ→ EM0,k is an isomorphism. By
definition of spectral sequences, there is a commutative diagram of short exact sequences
Eˆr−1r−1,k−r+2
dˆr−1
//
θ

Eˆr−10,k
proj.
//
θ

Eˆr0,k
//
θ

0
Er−1r−1,k−r+2
dr−1
// Er−10,k
proj.
// Er0,k
// 0.
By induction the first vertical map is an isomorphism when r > 2. When r =M the third vertical map
is an isomorphism, and so the second vertical map is also an isomorphism. Iterating this argument
over m ≤ r <M , we see that the map
θ∶Ak = Eˆ
m
0,k Ð→ E
m
0,k =Hk(ΩP ;Zp)
is an isomorphism. This completes the induction.
It remains to check that Eˆ∞∗,∗ = {0} for (∗,∗) /= (0,0). Let E¯ be mod-p homology spectral sequence
for the path fibration of P¯ . We have
E¯m∗,∗ ≅ E¯
2
∗,∗ =H∗(P¯ ;Zp)⊗H∗(ΩP¯ ;Zp) ≅ Zp{1, a1, . . . , aℓ}⊗ T (u¯1, . . . , u¯ℓ),
and E¯∞∗,∗ = {0} when (∗,∗) ≠ (0,0). The Hopf algebra map H∗(ΩP¯ ;Zp) ≅ T (u¯1, . . . , u¯ℓ) Ð→ A
induces a morphism of spectral sequences
φ∶ E¯ Ð→ Eˆ
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in the canonical way with φ2(1⊗ u¯i) = 1⊗ u¯i, φ2(ai ⊗ 1) = ai ⊗ 1. Notice
φr ∶ E¯ri,j Ð→ Eˆ
r
i,j
is an epimorphism when i < n, and is an isomorphism when i < n, j < n − 2, and r ≤ m′. The
differentials Eˆri,j
dˆ
r
Ð→ Eˆri−r,i+r−1 are zero for r < i and i < n, so when i < n and r < min{i, n − i}, we
have projections
(13) Eˆri,j Ð→ Eˆ
r+1
i,j
that are isomorphisms. Also, χ is nonzero in E¯r0,n−2 for r ≤ n −m
′, and zero for r > n −m′ since
d¯n−m
′(ζ) = χ.
Note Eˆmk,l = {0} when 0 < k <m, k > n, or l <m− 1. We will first consider those nonzero elements
in Eˆmn,l and Eˆ
m
0,l for l ≥m − 1.
Take any nonzero x ∈ Eˆmn,l. Then x = z ⊗ w for some nonzero w ∈ A. Note dˆ
r(Eˆrn,l) = {0} when
r < m′, so we can project x to Eˆm
′
n,l. Pick w
′ ∈ T (u¯1, . . . , u¯ℓ) such that w′ projects onto w ∈ A.
Since w is nonzero in A, w′ is not in the two-sided ideal generated by χ. Take the element following
element in T (u¯1, . . . , u¯ℓ):
σ′j = w
⎛
⎝ ∑∣ai ∣=m′ cij u¯i
⎞
⎠ .
Let σj ∈ A be the projection of σ
′
j onto A. We have
dˆm
′(x) = (1⊗w)dˆm′(z ⊗ 1) = (1⊗w)(ζ)
= (−1)m′ ∑
∣ai∣=m′,∣aj ∣=n−m′
cij(aj ⊗ (wu¯i))
= (−1)m′ ∑
∣aj ∣=n−m′
aj ⊗ σj .
By condition (∗) there are integers k < l, with ∣al∣ = m′ and ∣ak ∣ = n −m′, such that clk is prime to
p, so the element σ′k is nonzero. Because n is odd and w
′ is not in the two-sided ideal generated by
χ, Lemma 3.4 implies σ′k is not in the two-sided ideal generated by χ. Therefore σk ∈ A is nonzero,
so ak ⊗ σk ∈ Eˆ
m
∗,∗ = Zp{1, a1, . . . , aℓ, z}⊗A is nonzero, and by this we see that dˆm′(x) ∈ Eˆmn−m′,l+m′−1
is also nonzero. By the projection isomorphisms (13), this implies dˆm
′(x) ∈ Eˆm′n−m′,l+m′−1 is nonzero,
and so x does not survive to Eˆm
′+1
n,l . Thus Eˆ
∞
n,l = Eˆ
m′+1
n,l = {0}.
Now take x ∈ Eˆm0,l for l ≥m − 1. We can pick x
′ ∈ E¯m0,l so that φ
m(x′) = x. Since E¯∞0,l = {0}, there
exists an x˙ ∈ E¯r∗,∗ for some r ≥m such that d¯
r(x˙) = x′. Then in Eˆr0,l,
x = φr(x′) = φr(d¯r(x˙)) = dˆr(φr(x˙)),
and so x = 0 in Eˆr+10,l . Thus Eˆ
∞
0,l = {0}.
It remains to consider those elements in Eˆmk,l when m ≤ k < n. Because the elements in Eˆ
m
k,0 for
m ≤ k < n are transgressive, the differentials Eˆik,l
di
Ð→ Eˆik−i,l+i−1 are zero for l ≥ 0 and m ≤ i < k, and
so we might as well project to Eˆkk,l.
Suppose x ∈ Eˆkk,l and x ≠ 0. We will show that dˆ
k(x) ≠ 0. Hence Eˆ∞k,l = Eˆk+1k,l = {0}. There are
three subcases: m ≤ k < n −m′, k = n −m′, and n −m′ < k < n. We assume x ≠ 0 and dˆk(x) = 0 to
arrive at a contradiction.
Let us first consider the case m ≤ k < n −m′. We can pick x′ ∈ E¯kk,l such that φ
k(x′) = x. Then
φk(d¯k(x′)) = dˆk(x) = 0, and so inspecting the kernel of E¯k0,k+l−1 φ
k
Ð→ Eˆk0,k+l−1, y
′ = d¯k(x′) ∈ E¯k0,k+l−1
must be a linear combination
y′ =∑
i
viχwi,
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where vi and wi are monomials in T (u¯1, . . . , u¯ℓ). Since x′ is nonzero in E¯k∗,∗, and E¯∞∗,∗ = {0} for(∗,∗) ≠ (0,0), y′ must also nonzero in E¯k∗,∗, and so we might as well assume the monomials vi and
wi are nonzero. Since y
′ is in the image of d¯k with k < n −m′, and (by definition of m′) χ is linear
combination containing summands cijuiuj with ∣uj ∣ = n −m′ and cij prime to p, each of the wi’s
must be a monomial of length at least 1 of the form
wi = w
′
iu¯ki
for some monomial w′i and u¯ki such that ∣u¯ki ∣ = k. Since d¯k(x′) = y′,
x′ =∑
i
aki ⊗ viχw
′
i.
But since χ is zero in A, each term viχw
′
i is as well, and so x = 0 in Eˆ
k
k,l, a contradiction. Hence we
must have dˆk(x) ≠ 0.
Now consider the case n −m′ < k < n. As in the previous case, we can write y′ as
y′ =∑
i
viχwi.
Here wχ is also zero in E¯k∗,∗ for any monomial w, since
wχ = d¯n−m
′ ⎛
⎝(−1)m
′ ∑
∣ai∣=m′,∣aj ∣=n−m′
cij(aj ⊗wu¯i)⎞⎠
Therefore each monomial wi is nonzero of length at least 1, (for otherwise 0 = y
′ = d¯k(x′), which
implies x′ = 0), with wi = w
′
iu¯ki for some monomial w
′
i and u¯ki such that ∣u¯ki ∣ = k. As before this
implies x = 0, a contradiction. Thus dˆk(x) ≠ 0.
Finally let us consider k = n −m′. In this case we can write
y′ =∑
i
viχwi +∑
i
yiχ
for some nonzero monomial vi, and nonzero monomial wi of length at least 1. As before, we must
have wi = w
′
iu¯ki for some w
′
i and u¯ki such that ∣u¯ki ∣ = n −m′. Let ζ′ ∈ E¯n−m′n−m′,m′−1 be the element
satisfying φn−m
′(ζ′) = ζ. Notice that in E¯n−m′0,n−2 we have d¯n−m′(bζ′) = χ for some integer b prime to
p. Thus
x′ =∑
i
(aki ⊗ viχw′i) + b∑
i
(1⊗ yi)ζ′.
Since χ is zero in A,
x = φn−m
′(x′) = φn−m′(b∑
i
(1⊗ yi)ζ′) = b∑
i
(1⊗ yi)ζ.
But in Eˆm
′
∗,∗ we have d¯
m′(z ⊗ 1) = ζ, so d¯m′(z ⊗ yi) = (1 ⊗ yi)ζ. So because m′ < n −m′, (1 ⊗ yi)ζ is
zero in Eˆn−m
′
∗,∗ , and it follows that x = 0, a contradiction. Hence dˆ
k(x) ≠ 0.

4. Some additional structure on the mod-p Cohomology ring
The non-trivial action of Bockstein operations impose the restrictions seen in Proposition 2.1.
Later we will see they are necessary for Theorem 2.3 to be true in general. Recall that the mod-p
Bockstein operations βr ∶H∗(X) Ð→ H∗−1(X) are derivations with respect to the homology multi-
plication induced by an H-space structure on X . That is,
βr(xy) = βr(x)y + (−1)∣x∣xβr(y).
Proof of Proposition 2.1. Take the attaching map S2n−2
α
Ð→ W¯ and its adjoint α′. By Proposi-
tion 3.2, in H2n−3(ΩW¯ ;Zp) we have
α′∗(ι2n−3) =∑
i,j
(−1)n−1aij[u¯i, v¯j].
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for some generator ι2n−3 ∈H2n−3(S2n−3;Zp). As sets we have
{r1, r2, . . . , rk1} = {s1, s2, . . . , sl}
for some s1 < s2 < ⋯ < sl and l ≤ k1. Since u¯i and v¯i are the transgressions of xi and yi, βri(v¯i) = u¯i
for 1 ≤ i ≤ k1, and βr(v¯i) = 0 for each r > 0 and k1 < i ≤ k. Therefore βst([u¯i, v¯j]) = 0 whenever j > k1
or st ≠ rj . Then because βst(α′∗(ι2n−3)) = α′∗(βst(ι2n−3)) = α′∗(0) = 0 for each t,
0 =
l∑
t=1
βst(α′∗(ι2n−3))
=
l∑
t=1
βst
⎛
⎝∑i,j(−1)
n−1aij[u¯i, v¯j]⎞⎠
= ∑
j≤k1, i
(−1)n−1aijβrj([u¯i, v¯j])
= (−1)n−1 ∑
j≤k1, i
aij[u¯i, u¯j]
= (−1)n−1 ⎛⎝
k1∑
i=1
aii[u¯i, u¯i] + ∑
j<i≤k1
(aij − (−1)naji)[u¯i, u¯j] + ∑
j≤k1,i>k1
aij[u¯i, u¯j]⎞⎠ .
When n is odd it follows that aii = 0 and aij + aji = 0 whenever j < i ≤ k1, and aij = 0 whenever
1 ≤ j ≤ k1 and k1 < i ≤ k. Namely Bz∗ is skew symmetric and Cz∗ = 0. When n is even aij − aji = 0
and [u¯i, u¯i] = 0, so there is no restriction on the aii’s. In this case Bz∗ is symmetric, and likewise
Cz∗ = 0. 
5. The Effect of Looping in Rank One
Fix a class [V ] ∈ T p1,n for p an odd prime. Again we assume that all our spaces are localized at
p. H∗(V ;Zp) is generated by x, y, and z, where ∣x∣ = n − 1, ∣y∣ = n, and ∣z∣ = 2n − 1. If βr(y) = x for
some r > 0, then we can and will take V ∈ [V ] so that (2n − 2)-skeleton V¯ of V is the Moore space
space Pn(pr). Similarly, when βr(y) = 0 for every r > 0, V ∈ [V ] can be taken so that V¯ = Sn−1∨Sn.
Let u and v in H∗(ΩV ;Zp) be the transgressions of x and y respectively, with ∣v∣ = n − 1 and∣u∣ = n − 2. The following are consequences of Proposition 3.5 and Proposition 3.2.
Corollary 5.1. Take [V ] ∈ T p1,n with n ≥ 3. Then H∗(ΩV ;Zp) ≅ T (u)⊗ T (v) as Hopf algebras. ◻
Corollary 5.2. Take [V ] ∈ T p1,n with n ≥ 3. Let α∶S2n−2 → Pn(pr) be the attaching map for the V ,
and α′∶S2n−3 → ΩPn(pr) be the adjoint map of α. Then
α′∗(ι2n−3) = [u, v].
◻
The following lemma is a special case of Barratt’s work on growth of homotopy exponents [2], or
Theorem 4.1 in [6].
Proposition 5.3. Fix some n ≥ 4, and let C be a finite wedge of Moore spaces Pn(pri). Let
s =maxi {ri}. Then
ps+kπi(C) = 0 if i ≤ pk+1(n − 2).
◻
Let S2m−1{pr} be the homotopy theoretic fiber of the degree pr map S2m−1 prÐ→ S2m−1. Recall
from [4] there exists map
(14) h∶S2m−1{pr} hÐ→ ΩP 2m(pr)
that is modelled on mod-p homology by mapping H∗(S2m−1{pr};Zp) isomorphically onto the left
T (u)-submodule ofH∗(ΩP 2m(pr);Zp) ≅ T (u, v). This map has a left homotopy inverse ΩP 2m(pr) h−1Ð→
S2m−1{pr} that induces a map on mod-p homology modelled by the abelianization map T (u, v)Ð→
S(u, v).
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Lemma 5.4. Let [V ] ∈ T p1,2m with m > 2 and βr(y) = x for some r > 0. Then v2 is spherical in
H∗(ΩV ;Zp).
Proof. Let S4m−2
α
Ð→ P 2m(pr) be the attaching map for V . By Proposition 5.3, [α] has order pr
in π4m−2(P 2m(pr)). Thus α extends to a map P 4m−1(pr) α¯Ð→ P 2m(pr). By taking the adjoint of α¯,
we have the map
α¯′∶P 4m−2(pr) Ð→ ΩP 2m(pr)
which induces
α¯′∗∶ H¯∗(P 4m−2(pr);Zp)Ð→H∗(ΩP 2m(pr);Zp).
Let u′ ∈H4m−3(P 4m−2(pr);Zp) and v′ ∈H4m−2(P 4m−2(pr);Zp) be a basis with βr(v′) = u′. Since
α¯′ restricted to S4m−3 is α′, we have
α¯′∗(u′) = ±[u, v].
We may assume that α¯′∗(u′) = [u, v] because otherwise we can replace u′ and v′ to be −u′ and −v′.
When m > 2, ∣u3∣ = 3(2m − 2) = 6m − 6 > ∣v2∣ = 2(2m − 1) = 4m − 2, which implies 2m > 4. Then
H4m−2(ΩP 2m(pr);Zp) is a 1-dimensional vector space with a basis given by v2, implying α′∗(v′) = kv2
for some k. Since
k[u, v] = βr(kv2) = βr(α¯′∗(v′)) = α¯′∗(βr(v′)) = α¯′∗(u′) = [u, v],
we have k = 1. Therefore α¯′∗(v′) = v2.
Consider the composite
f ∶P 4m−2(pr) α¯′Ð→ ΩP 2m(pr)Ð→ ΩV.
By Corollary 5.1 there is a Hopf algebra isomorphism H∗(ΩV ;Zp) ≅ T (u)⊗ T (v), and the H-map
ΩP 2m(pr) Ð→ ΩV induces a map on mod-p homology modelled by the algebra map T (u, v) Ð→
T (u)⊗ T (v) sending u to u and v to v. Thus f∗(ι4m−2) = v2.
Now f factors through a map
f¯ ∶S4m−2 Ð→ ΩV,
because its restriction to the bottom sphere S4m−3 is the adjoint of the null homotopic map S4m−2
α
Ð→
P 2m(pr) Ð→ V , and we have f¯∗(ι4m−2) = f∗(ι4m−2) = v2.

Theorem 5.5. Take [V ] ∈ T p1,2m with m > 2 and βr(y) = x for some r > 0. Then
ΩV ≃ S2m−1{pr} ×ΩS4m−1.
Proof. Consider the composite
φ ∶ S2m−1{pr} hÐ→ ΩP 2m(pr) Ð→ ΩV,
where the last map is the looped inclusion. The map S2m−1{pr} hÐ→ ΩP 2m(pr) is modelled on
mod-p homology by mapping H∗(S2m−1{pr};Zp) isomorphically onto the left T (u)-submodule of
H∗(ΩP 2m(pr);Zp) ≅ T (u, v) with basis {1, v}, where ∣v∣ = n−1 and ∣u∣ = n−2. Also, by Theorem 3.5,
there is a Hopf algebra isomorphism
H∗(ΩV ;Zp) ≅ T (u)⊗ T (v)
and the H-map ΩP 2m(pr)Ð→ ΩV induces a map on mod-p homology modelled by the algebra map
T (u, v)Ð→ T (u)⊗T (v) sending u to u and v to v. It follows that φ∗ is modelled by an isomorpism
onto the left T (u)-submodule of T (u)⊗ T (v) with basis {1, v}.
Now consider the map S4m−2
α′
Ð→ ΩV from the proof of Lemma 5.4 which makes the class v2 ∈
H∗(ΩV ;Zp) spherical. Since ΩV is an H-space, by the universal property of the James construction
for ΩS4m−1 α′ extends to an H-map ΩS4m−1
θ
Ð→ ΩV . Then θ∗ is modelled on mod-p homology by
mapping T (ι4m−2) onto the subalgebra of T (u)⊗ T (v) generated by v2.
One now sees that the product
S2m−1{pr} ×ΩS4m−1 φ×θÐ→ ΩV ×ΩV mult.Ð→ ΩV
induces an isomorphism on mod-p homology, thus is a homotopy equivalence. 
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The following theorem is probably well known.
Theorem 5.6. Take [V ] ∈ T p1,n with βr(y) = 0 for each r > 0. Then
ΩV ≃ ΩSn−1 ×ΩSn.
Proof. We take V ∈ [V ] so that V¯ = Sn−1 ∨ Sn. Recall for general spaces X and Y , the looped
inclusion Ω(X ∨Y ) Ð→ Ω(X ×Y ) = ΩX ×ΩY has a right homotopy inverse. Thus for X = Sn−1 and
Y = Sn we have a right homotopy inverse
ΩSn−1 ×ΩSn
s
Ð→ Ω(Sn−1 ∨ Sn).
On mod-p homology, s∗ is modelled by the inclusion of Hopf algebras T (u′) ⊗ T (v′) Ð→ T (u′, v′),
where ∣x′∣ = n − 2 and ∣y′∣ = n − 1. Since Ω(i′)∗ is an algebra map, it is clear that the composite
ΩSn−1 ×ΩSn
s
Ð→ Ω(Sn−1 ∨ Sn) iÐ→ ΩV
induces an isomorphism in mod-p homology, and so is a homotopy equivalence. 
6. Higher ranks
Throughout this section we fix some class [W ] ∈ T p
k,2m
with k ≥ 2, and m > 2, with all spaces
localized at an odd prime p.
We recall the properties for W described in Section 2. The generators x1, . . . , xk and y1, . . . , yk
will denote the basis for H2m−1(W ;Zp) and H2m(W ;Zp) dual to the mod-p cohomology basis that
we gave earlier, while u1, . . . , uk ∈ H2m−2(ΩV ;Zp) and v1, . . . , vk ∈ H2m−1(ΩV ;Zp) will denote the
transgressions of the xi’s and yj’s. We have βri(yi) = xi for some integers r1, . . . , rk1 , and integer
0 ≤ k1 ≤ k. For convenience we take W ∈ [W ] so that the homotopy equivalence in equation (2),
corresponding to our choice of basis above, is a homeomorphism.
Recall the k × k Zp-matrix Az∗ = (aij) associated with the cup product structure of H∗(W ;Zp)
with respect to our choice of basis. We have Az∗ is nonsingular. By Proposition 2.1 the k1 × k1
matrix Bz∗ in the block partition of Az∗ (equation 3) is symmetric, and the k2 × k1 matrix Cz∗ is
zero. In paricular aij = 0 for k1 < i ≤ k, and aij = aji whenever 1 ≤ i ≤ k1.
Let us assume k1 ≥ 1 for now. We may as well assume our mod-p homology basis has been ordered
so that
r1 =max{r1, . . . , rk1} .
Since Az∗ is nonsingular, there must exist an integer i > 1 such that ai1 ≠ 0 whenever a11 = 0. If this
is the case, for convenience we assume our mod-p homology basis corresponding to the splitting of
W¯ has been ordered so that i = 2.
We will construct a certain map
(15) q∶W Ð→ V
which will be used in the upcoming proofs. Here [V ] ∈ T p1,2m with V¯ = P 2m(pr1), and q∗ is nonzero
in degree 2n − 1, and is nonzero for some choice of degree 2m − 1 and degree 2m generators. The
restrictions on the matrix Az∗ mentioned above will be necessary in order for q to exist in general.
A similar map is constructed for the special case k1 = 0. This construction of will depend on a few
seperate cases, again assuming k1 ≥ 1:
(1) a11 ≠ 0.
(2) a11 = 0: Since Az∗ is nonsingular, there is an integer i > 1 such that ai1 ≠ 0. We must have
i ≤ k1, because aij = 0 when i > k1. So i corresponds to a Moore space P
2m(pri) in the
splitting of W¯ . We consider three subcases:
(a) r1 = r2 and a22 ≠ 0;
(b) r1 = r2 and a22 = 0;
(c) r1 > r2.
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If the first case holds, let Wˆ = W¯ /P 2m(pr1). One may notice that the quotient V =W /Wˆ , which
extends the quotient W¯ /Wˆ = P 2m(pr1), has its homotopy type in T p1,2m. Otherwise when part (a)
of the second case holds, let us fix Wˆ = W¯ /P 2m(pr2) and V =W /Wˆ . In either case we set W qÐ→ V
as the respective quotient map.
Now consider parts (b) and (c) of the second case. Az∗ being symmetric implies a21 = a12. Setting
Wˆ = W¯ /(P 2m(pr1) ∨P 2m(pr2)), let V ′ denote the quotient W /Wˆ and W q′Ð→ V ′ the corresponding
quotient map. Set t = r1 − r2 ≥ 0, and take the map P
2m(pr2) ζÐ→ P 2m(pr1) as the induced map of
cofibers in the cofibration diagram
S2m−1
pr2
// S2m−1 //
pt

P 2m(pr2)
ζ

S2m−1
pr1
// S2m−1 // P 2m(pr1).
Let V be the pushout in the pushout diagram
P 2m(pr1) ∨P 2m(pr2)
1∨ζ

// V ′

P 2m(pr1) // V,
where the horizontal maps are inclusions. Let q be the composite
q∶W
q′
Ð→ V ′ Ð→ V.
Notice q extends the composite
W¯ Ð→ W¯ /Wˆ = P 2m(pr1) ∨P 2m(pr2) 1∨ζÐ→ P 2m(pr1),
and Hn(P 2m(pr2);Zp) ζ∗Ð→ Hn(P 2m(pr1);Zp) is an isomorphism when n = 2m, and multiplication
by pt when n = 2m − 1 (hence trivial when t > 0). Thus
q∗(x∗) = x∗1 + ptx∗2 ,
and
q∗(y∗) = y∗1 + y∗2
for some generators x∗ and y∗ in H2m−1(V ;Zp) and H2m(V ;Zp). For part (c), when t = r1 − r2 > 0,
we have
q∗(x∗y∗) = (x∗1 + ptx∗2)(y∗1 + y∗2) = (a11 + a21 + pta12 + pta22)z∗ = a21z∗.
Therefore x∗y∗ = a21e
∗ for some generator e ∈ H4m−1(V ;Zp) ≅ Zp. Since we are assuming a21 ≠ 0,
the homotopy type of V is in T p1,2m. For part (b), when t = r1 − r2 = 0 and a22 = 0,
q∗(x∗y∗) = (a21 + a12)z∗ = 2(a21)z∗,
and so the homotopy type of V is in T p1,2m for this case as well.
Finally we consider the construction of the mapW
q
Ð→ V for the case k1 = 0. This time [V ] ∈ T pk,2m
satisfies V¯ = Sn−1 ∨Sn. The construction is straightforward. The nonsingular Az∗ must have ai1 ≠ 0
for some i. Assume our basis has been ordered so that i = 1. Let Wˆ = W¯ /(Sn−1 ∨ Sn), where
the spheres Sn−1 and Sn in the splitting of W¯ correspond to the generators x1 and y1. Now let
V =W /Wˆ , and q be the corresponding quotient map.
We shall let x∗ ∈ H2m−1(V¯ ;Zp) = H2m−1(V ;Zp) and y∗ ∈ H2m(V¯ ;Zp) = H2m(V ;Zp) be genera-
tors with βr(x∗) = y∗, x ∈ H2m−1(V¯ ;Zp) =H2m−1(V ;Zp) and y ∈ H2m(V¯ ;Zp) =H2m(V ;Zp) be their
homology duals, and u ∈H2m−2(ΩV¯ ;Zp) and v ∈H2m−1(ΩV¯ ;Zp) be the transgressions of x and y.
The following lemma can be viewed as an extension of Lemma 5.4.
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Lemma 6.1. Let k1 ≥ 1. There exists a map S
4m−1 f¯Ð→ ΩW such that the composite
S4m−1
f¯
Ð→ ΩW
Ωq
Ð→ ΩV
induces a map sending a generator ι2m−1 ∈ H∗(S4m−1;Zp) to v2 ∈H∗(ΩV ;Zp).
Proof. Let S4m−2
α
Ð→ P 2m(pr1) be the attaching map for the (4m − 1)-cell of V , and S4m−2 ξÐ→ W¯
the attaching map for the (4m − 1)-cell of W . Notice the map W qÐ→ V is the extension of a map
W¯
q¯
Ð→ P 2m(pri) fitting in a diagram of cofibration sequences
S4m−2
ξ
// W¯
q¯

iW
// W
q

S4m−2
α
// P 2m(pr1) iV // V.
Proposition 5.3 implies [ξ] has order pr1 in π4m−2(W¯ ), since r1 = max{r1, . . . , rk}. Thus ξ extends
to a map P 4m−1(pr1) ξ¯Ð→ W¯ .
Let P 4m−2(pr1) ξ¯′Ð→ ΩW¯ denote the adjoint of ξ¯. Let u′ ∈ H4m−3(P 4m−2(pr1);Zp) and v′ ∈
H4m−2(P 4m−2(pr1);Zp) be generators satisfying βr(v′) = u′. By the above diagram of cofibrations,
Ωq¯ ○ ξ¯′ restricted to S4m−3 is the adjoint of α, so Corollary 5.1 implies
(Ωq¯ ○ ξ¯′)∗(u′) = [u, v]
for some choice of our generator u′.
When m > 2, H4m−2(ΩP 2m(pr1);Zp) is 1-dimensional vector space with a basis given by v2. Thus(Ωq¯ ○ ξ¯′)∗(v′) = kv2 for some k, and
k[u, v] = βr1(kv2) = βr1((Ωq¯ ○ ξ¯′)∗(v′)) = (Ωq¯ ○ ξ¯′)∗(βr1(v′)) = (Ωq¯ ○ ξ¯′)∗(u′) = [u, v],
so k = 1. Therefore (Ωq¯ ○ ξ¯′)∗(v′) = v2.
Consider the composite
f ∶P 4m−2(pr1) ξ¯′Ð→ ΩW¯ ΩiWÐ→ ΩW.
Now Ωq ○ f is homotopic to ΩiV ○ Ωq¯ ○ ξ¯
′, and since H∗(ΩV ;Zp) ≅ T (u)⊗ T (v) such that H-map
ΩP 2m(pr1) ΩiVÐ→ ΩV induces a map on mod-p homology modelled by the algebra map T (u, v) Ð→
T (u)⊗ T (v), (Ωq ○ f)∗(v′) = (ΩiV )∗ ○ (Ωq¯ ○ ξ¯′)∗(v′) = (ΩiV )∗(v2) = v2.
Notice f factors through the quotient map P 4m−2(pr1) Ð→ S4m−2, as the restriction of f to the
bottom sphere S4m−3 is null homotopic, since it is the adjoint of the (null homotopic) composite
S4m−2
ξ
Ð→ W¯
iW
Ð→W . Thus f extends to a map S4m−2
f¯
Ð→ ΩW so that f¯∗(ι4m−2) = f∗(v′). Therefore
(Ωq ○ f¯)∗(ι4m−2) = (Ωq ○ f)∗(v′) = v2.
This completes the proof. 
Corollary 6.2. The map ΩW
Ωq
Ð→ ΩV has a right homotopy inverse.
Proof. Assume k1 ≥ 1 for now. By Theorem 3.5 there is a Hopf algebra isomorphism
H∗(ΩV ;Zp) ≅ T (u)⊗ T (v),
and the looped inclusion ΩP 2m(pr1) ΩiVÐ→ ΩV induces a map on mod-p homology modelled by the
algebra map T (u, v)Ð→ T (u)⊗T (v) sending u to u and v to v. Dependning on our construction of
the map W
q
Ð→ V at the start of this section, we can take an inclusion P 2m(pr1) jÐ→ W such that
the composite P 2m(pr1) jÐ→W qÐ→ V is homotopic to the inclusion iV . Now consider the composite
φ∶S2m−1{pr1} hÐ→ ΩP 2m(pr1) ΩjÐ→ ΩW.
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The map h∗ is modelled by taking H∗(S2m−1{pr1};Zp) isomorphically onto the left T (u)-submodule
of T (u, v) with basis {1, v}, so (Ωq ○φ)∗ is modelled by an isomorpism onto the left T (u)-submodule
of T (u)⊗ T (v) with basis {1, v}.
From Lemma 6.1 one has a map S4m−2
f¯
Ð→ ΩW satisfying (Ωq ○ f¯)∗(ι4m−2) = v2 ∈ H∗(ΩV ;Zp).
Since ΩW is an H-space, by the universal property of the James construction for ΩS4m−1 f¯ extends
to an H-map
f˜ ∶ΩS4m−1 Ð→ ΩW,
and (Ωq ○ f˜)∗ induces an isomorphism onto the subalgebra of H∗(ΩV ;Zp) generated by v2.
One now sees that the product
S2m−1{pr1} ×ΩS4m−1 φ×f˜Ð→ ΩW ×ΩW Ωq×ΩqÐ→ ΩV ×ΩV mult.Ð→ ΩV
induces an isomorphism on mod-p homology, and therefore is a homotopy equivalence. Since Ωq is
an H-map, this homotopy equivalence is homotopic to the composite
(16) S2m−1{pr1} ×ΩS4m−1 φ×f˜Ð→ ΩW ×ΩW mult.Ð→ ΩW ΩqÐ→ ΩV,
and so Ωq has a right homotopy inverse.
Now consider k1 = 0. Let S
2m−1∨S2m Ð→W be the inclusion inducing an isomorphism on mod-p
homology onto the subgroups generated by x1 and y1. Then the composite
i′∶S2m−1 ∨ S2m Ð→W
q
Ð→ V
is the inclusion of the (4m− 2)-skeleton of V . As we saw in the proof of Lemma 5.6, Ωi′ has a right
homotopy inverse, and we are done.

It will be very covenient to make a change in basis in the proof of the next lemma. Depending on
which of the four cases the matrix Az∗ satisfies, as described at the start of this section, we change our
basis Zp{x1, x2, x3, . . . xk} and Zp{y1, y2, y3, . . . yk} to Zp{a1, a2, a3, . . . ak} and Zp{b1, b2, b3, . . . bk} so
that for i ≥ 2 the following are satisfied:
q∗(a1) = x, q∗(b1) = y;βr1(b1) = a1 if 1 ≤ k1;
q∗(ai) = 0, q∗(bi) = 0;βri(bi) = ai if i ≤ k1;
a∗1b
∗
1 = cz
∗
∈ H4m−1(W ;Zp);
for some integer c prime to p.
Since q∗(xi) = 0 and q∗(yi) = 0 when i > 2, we can set ai = xi and bi = yi. When the first case is
satisfied, or when k1 = 0, we may leave our previous basis as it was. For parts (a), (b), and (c) of
the second case, by inspection we can set: a1 = x2, b1 = y2, a2 = x1, and b2 = y1; a1 =
1
2
(x1 + x2),
b1 =
1
2
(y1 + y2), a2 = x1 − x2, and b2 = y1 − y2; a1 = x1, b1 = y1 + y2, a2 = x1 − x2, and b2 = −y2,
respectively.
Let F be the homotopy fiber of W
q
Ð→ V , and
(17) ΩV
δ
Ð→ F Ð→W
be the induced principal homotopy fibration sequence, meaning there exists a left action
µ∶ΩV ×F Ð→ F
such that the following diagram commutes up to homotopy
(18)
ΩV ×ΩV
1×δ
//
mult.

ΩV ×F
µ

ΩV
δ
// F.
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Lemma 6.3. There is isomorphism of left H∗(ΩV ;Zp)-modules
H∗(F ;Zp) ≅ Zp {ai, bi∣2 ≤ i ≤ k}⊗H∗(ΩV ;Zp),
where ∣ai∣ = 2m − 1, ∣bi∣ = 2m, βri(bi) = ai when i ≤ k1, and the left action of H∗(ΩV ;Zp) is induced
by µ.
Proof. Recall the Hopf algebra isomorphism H∗(ΩV ;Zp) ≅ T (u)⊗T (v) from Theorem 3.5. That is,
H∗(ΩV ;Zp) is the polynomial algebra over Zp generated by u and v, where u, v ∈ H∗(ΩV ;Zp) are
the transgressions of x, y ∈ H∗(V ;Zp) in the mod-p homology Serre spectral sequence for the path
fibration of V .
The mod-p homology spectral sequence E for the principal homotopy fibration ΩV
δ
Ð→ F Ð→W
is a spectral sequence of left H∗(ΩV ;Zp)-modules, with
E2∗,∗ ≅H∗(W ;Zp)⊗H∗(ΩV ;Zp),
and left action induced by µ. Differentials commute with the left action of H∗(ΩV ;Zp), that is
dn(f ⊗ gh) = (1⊗ g)dn(f ⊗ h) whenever it makes sense.
Notice the generators ai⊗1, bi⊗1 ∈ E
2
∗,0 are transgressive since W¯ is a suspension. Since q∗(ai) =
q∗(xi) = 0 and q∗(bi) = q∗(yi) = 0 for i > 2, and likewise q∗(a2) = 0 and q∗(b2) = 0,
d2m−1(ai ⊗ g) = 0, d2m(bi ⊗ g) = 0
for every g ∈ H∗(ΩV ;Zp) and i > 1. Since q∗(a1) = x and q∗(b1) = y, and since u, v ∈ H∗(ΩV ;Zp)
are the transgressions of x, y ∈H∗(V ;Zp),
d2m−1(a1 ⊗ 1) = 1⊗ u, d2m(b1 ⊗ 1) = 1⊗ v.
Notice H∗(ΩV ;Zp) is generated by elements of the form vl or ug for monomials g ∈ H∗(ΩV ;Zp).
Since
d2m−1(a1 ⊗ g) = (1⊗ g)d2m−1(a1 ⊗ 1) = (1⊗ g)(1⊗ u) = 1⊗ gu,
no element 1⊗ gu survives to E2m0,∗ . Likewise, elements 1⊗ v
l do not survive to E2m+10,∗ since
d2m(b1 ⊗ vl−1) = (1⊗ vl−1)d2m(b1 ⊗ 1) = (1⊗ vl−1)(1⊗ v) = 1⊗ vl.
So we see that no element in E20,∗ survives to E
∞
0,∗.
Now consider those elements of the form b1⊗gu. Since 1⊗gvu = 1⊗guv does not survive to E
2m
0,∗ ,
we have
d2m(b1 ⊗ gu) = 0.
Finally consider elements of the form z ⊗ g. Note di(z ⊗ g) = 0 for i < 2m − 1 for degree reasons.
Let the integers c1, . . . , ck modulo p be such that b
∗
i a
∗
1 = ciz
∗. As mentioned before, c1 = c is nonzero.
Dualizing to the mod-p cohomology spectral sequence associated with our homotopy fibration, for
each i,
d2m−1(b∗i ⊗u∗) = d2m−1(b∗i ⊗ 1)(1⊗u∗)+ (−1)∣bi∣(b∗i ⊗ 1)d2m−1(1⊗u∗) = (b∗i ⊗ 1)(a∗1 ⊗ 1) = ci(z∗⊗ 1).
Dualizing in the other direction, we have (denoted by ζ)
ζ = d2m−1(z ⊗ 1) = k∑
i=1
ci(bi ⊗ u),
so for each g ∈H∗(ΩV ;Zp)
d2m−1(z ⊗ g) = k∑
i=1
ci(bi ⊗ gu) = (1⊗ g)ζ.
Therefore since c1 ≠ 0, b1 ⊗ gu is identified with a linear combination of elements bi ⊗ gu for i > 1 in
E2m2m,∗.
All the differentials in this spectral sequence have now been computed. Summarizing all the above
information, we see that no element in E20,∗ survives to E
∞
0,∗, elements of the form ai ⊗ g for i > 1
generate the kernel of E2m−12m−1,∗
d2m−1
Ð→ E2m−10,∗ , and elements of the form bi ⊗ g for i > 1 and b1 ⊗ gu
generate the kernel of E2m2m,∗
d2m
Ð→ E2m0,∗ . But b1 ⊗ gu is identified with a linear combination of bi ⊗ gu
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for i > 1 in E2m2m,∗, so bi ⊗ g for i > 1 generate this kernel. Since no nonzero linear combination of
elements of the form ai ⊗ g and bi ⊗ g for i > 1 is in the image of a differential, one sees E
∞
∗,∗ is
generated by a basis of elements ai ⊗ g and bi ⊗ g for i > 1 and monomials g ∈ H∗(ΩV ;Zp). The
result follows.

Let
(19) J =
k1⋁
i=2
P 2m(pri) ∨ k⋁
i=k1+1
(S2m−1 ∨ S2m).
This is the (4m − 2)-skeleton W¯ of W with P 2m(pr1) quotiented out. Our previous work amounts
to the following:
Theorem 6.4.
(i) If k1 ≥ 1 there is a homotopy equivalence
ΩW ≃ S2m−1{pr1} ×ΩS4m−1 ×Ω (J ∨ (J ∧ (S2m−1{pr1} ×ΩS4m−1))) ,
where the right-hand space is taken to be a weak product.
(ii) Similarly, if k1 = 0 there is a homotopy equivalence
ΩW ≃ ΩS2m−1 ×ΩS2m ×Ω (J ∨ (J ∧ (ΩS2m−1 ×ΩS2m))) .
Proof of part (i). By Corollary 6.2 ΩW ΩqÐ→ ΩV has a right homotopy inverse, so the homotopy
fibration sequence ΩF Ð→ ΩW
Ωq
Ð→ ΩV is split. Therefore
ΩW ≃ ΩV ×ΩF ≃ S2m−1{pr1} ×ΩS4m−1 ×ΩF,
where ΩV ≃ S2m−1{pr1} ×ΩS4m−1 by Theorem 5.5.
Let ΩV
s
Ð→ ΩW be a right homotopy inverse of Ωq, and ΩV
δ
Ð→ F be the connecting map in
the homotopy fibration sequence (17). Since δ ○ Ωq is null homotopic, we have δ ≃ δ ○ Ωq ○ s ≃ ∗,
so δ is null homotopic as well. Now by Lemma 6.3 the 2m-skeleton of F is the wedge sum J in
equation (19).
Define the composite
λ ∶ ΩV × J
1×j
Ð→ ΩV × F
µ
Ð→ F,
where j is the inclusion of the 2m-skeleton. Notice the composite
ΩV × ∗
1×∗
Ð→ ΩV × J
λ
Ð→ F
is null homotopic, as it is homotopic to δ ≃ ∗ by diagram (18). Therefore one obtains an extension
λ¯ of λ in the following homotopy commutative diagram
ΩV × ∗
1×∗
//
δ≃∗
%%
ΩV × J //
λ

ΩV ⋉ J
λ¯
yy
F
where the half-smash product ΩV ⋉ J is by definiton the cofiber of the inclusion ΩV × ∗ ⊂ ΩV × J .
By Lemma 6.3
H∗(F ;Zp) ≅ H¯∗(J ;Zp)⊗H∗(ΩV ;Zp) ≅H∗(ΩV ⋉ J ;Zp).
Observe that λ restricts to an isomorphism of the submodule
H¯∗(J ;Zp)⊗H∗(ΩV ;Zp) ⊆H∗(ΩV × J ;Zp)
onto H∗(F ;Zp), so λ¯ induces an isomorphism on mod-p homology. Therefore
F ≃ ΩV ⋉ J.
Now applying the well known general splitting of half-smash products
B ⋉ (ΣA) = (ΣA) ⋊B ≃ (ΣA) ∨ (ΣA ∧B),
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one obtains
F ≃ ΩV ⋉ J
≃ J ∨ (J ∧ΩV )
≃ J ∨ (J ∧ (S2m−1{pr} ×ΩS4m−1)),
and we are done 
Proof of part (ii). The proof is identical to that of part (i), except with Theorem 5.6 used in place
of Theorem 5.5. 
Proof of Theorem 2.3 and Theorem 1.1 part (i). For each of the homotopy equivalences in Theo-
rem 6.4 the homotopy type of the right-hand weak product is uniquely determined by the inte-
gers k and k1, and the integers r1, . . . , rk1 . The ordering is arbitrary, but we selected it so that
r1 = max{r1, . . . , rk1} when k1 > 0. As is clearly seen in Equation (2), these integers correspond
uniquely to the homotopy type of W¯ . Therefore the homotopy types of the right-hand weak prod-
ucts in Theorem 6.4 are uniquely determined by the homotopy type of W¯ .
It is clear that any two [W ], [W ′] ∈ T p
k,2m
satisfy conditions (1) and (2) in Theorem 1.1 if and
only if W¯ ≃ W¯ ′. The result follows by application of Theorem 6.4. 
7. The Integral Case
In this section spaces are not assumed to be localized. When we say that the localization of map
or space at a prime p is another map or space, we will mean that they are the same at least up to
homotopy equivalence.
Let P = {p1, p2, . . .} be the set of all prime numbers, and M be a manifold as in part (ii) of
Theorem 1.1. The uniqueness up to homotopy type of Moore spaces implies the (4m − 2)-skeleton
M¯ of M splits as a finite wedge of Moore spaces
M¯ ≃⋁
i
(⋁
j
P 2m(qri,ji )) ,
where Q = {q1, q2, . . .} ⊂ {p1, p2, . . .} is some subset of odd prime numbers. We may as well assume
the homotopy type of M (which might now longer be a manifold) has been selected so the M¯ is
homeomorphic to the above wedge of Moore spaces.
When localized at some p, mod-q Moore spaces are contractible whenever q prime to p. Then
M¯(qi) is homotopy equivalent to a wedge of the mod-qi Moore spaces in the above splitting. On the
other hand, M¯(p) is contractible when localized at any p ∈ P −Q, which implies M(p) ≃ S
4m−1
(p) .
We will need to lift some of the p-local maps constructed in the previous section to ones that
are integral. This is perhaps best done by following through the same constructions, all the while
keeping in mind we are no longer localized. First, using the recipe for the construction of the map
W
q
Ð→ V in (15), we can collapse or fold the Moore spaces in the (4m − 2)-skeleton M¯ to obtain a
map
ρ∶M Ð→ N
whose localization at each prime p ∈ Q is the map q, and whose localization at each p ∈ P −Q is a
homotopy equivalence M ≃ S4m−1(p)
≃
Ð→ S4m−1(p) ≃ N . Then the (4m−2)-skeleton of N is a finite wedge
N¯ ≃⋁
i
P 2m(qsii ),
where si =maxj {ri,j}.
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Let Q = ∏
i
S2m−1{qsii } and Q′ = ∏
i
ΩP 2m(qsii ). The p-local map h in Section 5 can be lifted to
an integral map h′ that is a choice of lift in the digram of homotopy fibrations sequence
S2m−1{pr} //
h′

S2m−1 //

S2m−1
⊂

ΩP 2m(pr) // ∗ // P 2m(pr),
for this is how h was constructed in [4]. Taking products of these maps defines the obvious map
ΩQ Ð→ ΩQ′. Using the Hilton-Milnor homotopy decomposition of ΩN¯ gives a map Q′ Ð→ ΩN¯
that is a left homotopy inverse of the canonical looped inclusion ΩN¯ Ð→ Q′. Now we define the
composite
η∶Q Ð→ Q′ Ð→ ΩN¯ Ð→ ΩM,
where the last map is the looped inclusion.
Next, construct a map
g˜∶ΩS4m−1 Ð→ ΩM,
which is the integral analogue of the map f˜ in the proof of Corollary 6.2. The construction begins
along the same lines as that of the map f¯ in Lemma 6.1. First take the attaching map S4m−2
ξ
Ð→ M¯
for the (4m− 1)-cell of M . By localizing M¯ at each prime p and applying Proposition 5.3, [ξ] must
be of order s =∏i qisi , so ξ factors through a map P 4m−1(s) ξ¯Ð→ M¯ . We then let P 4m−2(s) ξ¯′Ð→ ΩM¯
be the adjoint of ξ¯. The restriction of the map
g∶P 4m−2(s) ξ¯′Ð→ ΩM¯ Ð→ ΩM
to the bottom sphere S4m−3 is null homotopic since it is the adjoint of S4m−2
ξ
Ð→ M¯ Ð→M , which
itself is null homotopic. Then g factors through a map
g¯∶S4m−2 Ð→ ΩM,
By the universal property of the James construction for ΩS4m−1, g¯ extends to the map g˜ detailed
above.
The following is well known (see [13] for example):
Proposition 7.1. A map X Ð→ Y of finite type 1-connected CW -complexes is a homotopy equiva-
lence if and only if it induces a homotopy equivalence localized at each prime p. ◻
Using this, and our preceeding work localized at odd primes p, we prove the integral classification
in part (ii) of Theorem 1.1.
Proof of Theorem 1.1 part (ii). Combine our maps to obtain the composite
ψ∶Q ×ΩS4m−1
η×g˜
Ð→ ΩM ×ΩM
mult.
Ð→ ΩM
Ωρ
Ð→ ΩN.
Notice a S2m{qr} factor in Q has trivial mod-p homology when q is prime to p, and thus is con-
tractible when localized at p. The maps η and g˜ localize at p ∈ Q to the corresponding maps φ and f˜
in composite the composite (16), so ψ(p) is the composite (16). On the other hand, ψ(p) reduces to
a homotopy equivalence ΩS4m−1(p)
≃
Ð→ ΩN(p) when localized at p ∈ P −Q. Now applying Lemma 7.1,
ψ is itself a homotopy equivalence.
Let G be the homotopy fiber of M
ρ
Ð→ N . The homotopy fibration sequence
ΩGÐ→ ΩM
Ωρ
Ð→ ΩN
therefore has a homotopy cross-section given by the homotopy equivalence ψ, and as such there are
homotopy equivalences
ΩG ×Q ×ΩS4m−1 ≃ ΩG ×ΩN ≃ ΩM.
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The homotopy type of Q clearly depends only on the homotopy type of the (4m−2)-skeleton M¯ .
To complete the proof, we need to show that the homotopy type of ΩG also depends only on that
of M¯ .
Let I be the quotient M¯/N¯ . Localized at p ∈ Q, I(p) is homotopy equivalent to the wedge
J in Theorem 6.4. The localization G(p) is contractible when p ∈ P − Q, since ρ is a homotopy
equivalence in this case. When p ∈ Q, G(p) is the homotopy fiber F in Theorem 6.4, and we have
shown that the 2m-skeleton of F is J ≃ I(p). Thus I is the 2m-skeleton of G. We can now carry
forward with a construction similar to the one in the proof of Theorem 6.4, and produce a map
ΩN ⋉ I
γ¯
Ð→ G whose localization γ¯(p) at p ∈ Q is the homotopy equivalence ΩV ⋉ J
λ¯
Ð→ F in the
proof thereof. Localized at primes p ∈ Q, γ¯(p) is also a homotopy equivalence, since here both G(p)
and (ΩN ⋉ I)(p) ≃ I(p) ∨ I(p) ∧ΩN(p) are contractible. Lemma 7.1 now implies
G ≃ ΩV ⋉ I.
The homotopy type of N¯ is depends only on the homotopy type of M¯ , and so the same applies for
I, and consequently for G and ΩG as well.

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