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a b s t r a c t
A dual-time implicit mesh-less scheme is developed for solution of governing viscous flow
equations. The computational efficiency of the method is enhanced by adopting accelerat-
ing techniques such as local time stepping and residual smoothing. The Taylor series least
square method is used for approximation of derivatives at each node which leads to a cen-
tral difference spatial discretization. The capabilities of the method are demonstrated by
flow computations about standard cases at subsonic and transonic laminar flow conditions.
Results are presented which indicate good agreements with the alternative numerical and
experimental data. The computational time is considerably reduced when using the pro-
posed mesh-less method compared with the explicit mesh-less and finite-volume coun-
terparts using the same distribution of points.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The main problem of computational fluid dynamics (CFD) for numerical flow simulation around complex geometries
is the generation of a quality mesh. In general, the numerical mesh generation methods are classified as structured and
unstructured methods [1–3], both of which enable the generation of grid points and their connections. Each of these
methods has its own advantages and disadvantages; the answer to which method is preferable depends on the problem
to be solved. Difficulties in generating quality meshes, particularly for viscous flow simulations have recently attracted
much interest towards the so-called mesh-less methods. These methods only use clouds of nodes in the influence domain
of every node. Thus, they don’t require the nodes to be connected to form a mesh and decrease the difficulty of meshing
particularly around complex geometries. The flow derivatives are calculated using different approximation methods like
least squares. Some attempts have been made in order to use the mesh-less idea locally for computation of boundary
values within a mesh based framework [4,5]. Lohner has shown that generation of a finite-point mesh is an order of
magnitude faster as compared to an unstructured mesh for a 3D configuration [6]. Thus, development of fully mesh-less
methods for flow simulations has shown great promise. Additionally mesh-less methods have advantages regarding the
moving boundary and large deformations compared with mesh based algorithms. Besides these advantages, they have
some drawbacks i.e. shape functions are rational functions which require a high-order integration scheme to be correctly
computed. The mesh-less method is neither a finite-difference nor a finite-volume type approach. Therefore, metrics, areas,
or volumes are not computed. To minimize the lack of conservation such as the finite difference method, a higher-order
representation is used to improve solution accuracy. In particular, the computational cost of mesh-less methods is usually
higher thanmesh based ones at any iteration. Thus, researchers have focused on decreasing the computational cost ofmesh-
less methods by convergence accelerating techniques such as multi-cloud approach [7]. Several mesh-less methods have
been proposed in the literature [8,9]. Explicit time discretizations have been commonly used in most mesh-less methods
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[10–12]. Batina [11] has developed an explicit mesh-less solver based on the centered scheme with artificial dissipation.
He used a local least square curve fit approach to approximate derivatives. Katz and Jameson [13] have developed an
explicit mesh-less method based on CUSP (Convective Upwind and Split Pressure) scheme. They used different spatial
mesh-less discretization techniques including Taylor series least-square, polynomial basis least-square and radial basis
function collocation methods and showed that the Taylor series least-square method has reliable accuracy in all speed
flow conditions. However, developing an efficient implicit discretization is very vital for accelerating the convergence in
steady and unsteady mesh-less viscous flow solutions. Chen and Shu [14] developed an LU-SGS (Lower Upper Symmetric
Gauss–Seidel) implicit mesh-free algorithm to solve 2D compressible Euler equations. They showed convergence speed-
up in terms of the number of iterations compared with the explicit mesh-free counterpart without using any acceleration
techniques. However, no indication of CPU time makes it impossible to judge about the computational efficiency of the
method in comparison with the alternative procedures.
The main objectives of this research are; firstly extension of the previous work presented by authors [15] to the viscous
flow applications and secondly using fully mesh-less discretization for the whole domain including boundary layers. To
achieve the above goals the Taylor series least square method is used for approximation of derivatives at each node which
leads to a central difference spatial discretization. Second and fourth difference dissipation terms are added to suppress the
instabilities near the sharp gradients and throughout the domain. A dual-time implicit scheme is developed for mesh-less
calculations. Computational results are comparedwith those of the explicit mesh-less counterpart, experimental data, exact
results and finite-volume numerical data, in terms of accuracy and CPU time.
2. Governing flow equations
Two-dimensional Navier–Stokes equations consisting of themass,momentum, and energy conservation laws that govern
the motion of compressible viscous flows can be written in differential form as:
∂w
∂t
+ ∂f
I
∂x
+ ∂g
I
∂y
= M∞
Re∞
[
∂fV
∂x
+ ∂g
V
∂y
]
(1)
where:
w =
 ρρuρv
ρE
 , fI =
 ρuρu2 + p
ρuv
ρuH
 , gI =
 ρvρvu
ρv2 + p
ρvH
 ,
fV =
 0τxxτxy
uτxx + vτxy − qx
 , gV =
 0τxyτyy
uτxy + vτyy − qy
 .
(2)
Here p, ρ, u, v, E and H denote the pressure, density, Cartesian velocity components, total energy and total enthalpy.
M∞ and Re∞ are the free-stream Mach number and Reynolds number. The superscripts I and V correspond to the inviscid
and viscous terms of the equations respectively. For a perfect gas:
p = (γ − 1)ρ
[
E − u
2 + v2
2
]
, H = E + p
ρ
(3)
where γ is the ratio of specific heats. τxx, τyy and τxy are the viscous stress tensor components, qx and qy are the heat flux
components that are calculated as:
τxx = µ∗
[
2
∂u
∂x
− 2
3

∂u
∂x
+ ∂v
∂y
]
, τyy = µ∗
[
2
∂v
∂y
− 2
3

∂u
∂x
+ ∂v
∂y
]
, τxy = µ∗

∂u
∂y
+ ∂v
∂x

qx = − µ
∗
(γ − 1)Pr
∂T
∂x
, qy = − µ
∗
(γ − 1)Pr
∂T
∂y
(4)
where Pr is the Prandtl number and µ∗ is the non-dimensional viscosity.
3. Discretization of equations
In this work the flow equations are solved in the conservation form. Like the finite difference approach, the mesh-less
algorithm is applied directly to the differential form of the governing equations. Almost all mesh-less methods make use of
a least-square formulation and they differ from another in the way they introduce artificial dissipation which is essential
and necessary for the governing hyperbolic equations. Assume that Ci is the set of cloud points for a given point i (Fig. 1).
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Fig. 1. Schematic of point and its neighbors.
Let φij be the value of any function φ at the mid-point of the edge ij, where j is in a cloud of point i. Assuming this function
varies linearly along the edge ij and using Taylor’s formula about i to any of its cloud points as follows:
∂φ
∂x

i
(xj − xi)+

∂φ
∂y

i
(yj − yi) = φj − φi. (5)
Similar equations could be written for all cloud points associated with point i subject to an arbitrary weighting factor ωij.
This yields the following equations with a non-square coefficient matrix:

ωi1(xi1 − xi) ωi1(yi1 − yi)
. . . . . .
ωim(xim − xi) ωim(yim − yi)


∂φ
∂x

i
∂φ
∂y

i
 =

ωi1(φi1 − φi)
. . .
ωim(φim − φi)

, ωij =

1
∆x2ij +∆y2ij
 Z
2
, Z ⩾ 0. (6)
In thiswork a value of onewas used for Z andm is the number of cloud points for point i.While the above approach is used
to approximate the derivatives numerically it is found in theory that it may suffer from ill-conditioning of the coefficient
matrix due to the poor spatial arrangement of the support nodes in a cloud of point i. Ill-conditioning can arise from the
extreme number of nodes in the cloud of point i. The spatial derivatives of the function φ can then be obtained by solving
Eq. (6) using the least-square method:
∂φ
∂x

i
=
m−
i=1
aij(φj − φi),

∂φ
∂y

i
=
m−
i=1
bij(φj − φi). (7)
The coefficients in Eq. (7) can be calculated using the inverse distance weighting function as:
aij =
ωij∆xij

m∑
k=1
ωik∆y2ik

− ωij∆yij

m∑
k=1
ωik∆xik∆yik


m∑
k=1
ωik∆x2ik

m∑
k=1
ωik∆y2ik

−

m∑
k=1
ωik∆xik∆yik
2
bij =
ωij∆yij

m∑
k=1
ωik∆x2ik

− ωij∆xij

m∑
k=1
ωik∆xik∆yik


m∑
k=1
ωik∆x2ik

m∑
k=1
ωik∆y2ik

−

m∑
k=1
ωik∆xik∆yik
2 .
(8)
Applying the least-square approximations given by Eq. (7) to each component of flux functions in Eq. (1), a semi-discrete
form of the Navier–Stokes equations at point i is obtained:
∂wi
∂t
+
m−
j=1
aij∆fIij +
m−
j=1
bij∆gIij =
M∞
Re∞

m−
j=1
aij∆fVij +
m−
j=1
bij∆gVij

(9)
where△fij and△gij are defined as:
∆fij = fj − fi, ∆gij = gj − gi. (10)
Then we define a flux H = af + bg in the direction of the least-square coefficient vector for an edge ij, similar to a
directional flux through a face area on an unstructured mesh. The approximation of Eq. (9) with the directed flux becomes:
∂wi
∂t
+
m−
j=1
∆HIij =
M∞
Re∞

m−
j=1
∆HVij

, ∆Hij = (Hj − Hi) (11)
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3.1. Discretization of viscous terms
Viscous terms appearing in the right-hand side of Eq. (11) are calculated at mid-point too. These terms contain gradients
of velocity components and temperature. If the average of these gradients at midpoint is used to calculate the viscous terms,
the viscous flux discretization leads to even/odd decoupling. Therefore, it is necessary tomodify the gradients at mid-points
to remove solution instability. This can be carried out for any variableΦ as follows [16].
∇Φj+ 12 = ∇Φj+ 12 −

∇Φj+ 12 •
−→s ij − Φj − Φi|lij|
−→s ij (12)
where∇Φj+ 12 is the average of the gradient at mid-point (j+
1
2 ) or
∇Φi+∇Φj
2

and−→s ij is the unit vector between i and j or −→
Lij
|−→Lij |

. For example to calculate the τxy at mid-point (j+ 12 ):
∂u
∂y

j+ 12
=

∂u
∂y

j+ 12
−

∂u
∂x

j+ 12
∗∆xij +

∂u
∂y

j+ 12
∗∆yij − uj − ui|−→Lij |

∆yij
|−→Lij |
∂v
∂x

j+ 12
=

∂v
∂x

j+ 12
−

∂v
∂x

j+ 12
∗∆xij +

∂v
∂y

j+ 12
∗∆yij − vj − vi|−→Lij |

∆xij
|−→Lij |
.
(13)
Therefore;
τxy,j+ 12 =
1
2

µ∗j + µ∗i
 ∂u
∂y

j+ 12
+

∂v
∂x

j+ 12

. (14)
Viscous terms of the Navier–Stokes equations can produce the dissipative property that is necessary to stabilize the
numerical scheme. It can be shown that the discretization procedure is stable if the local Reynolds number for any cloud
point is less than two. This limitation leads to the high number of points in flow domain and low computational efficiency.
Thus artificial dissipation terms are used in this work to stabilize the equations that is explained in the following sections.
3.2. Artificial dissipation
A blending of the second and fourth differences of conserved variables (w) is added to Eq. (11) in order to prevent
oscillations, particularly in the neighborhood of shock waves and sharp gradients. If a defined flux is calculated at the mid-
point of edge ij instead of point j, Eq. (11) is obtained in the following form with added artificial dissipation;
∂wi
∂t
+

2
m−
j=1
∆HI
ij+ 12
− 2M∞
Re∞

m−
j=1
∆HV
ij+ 12

− Di = 0. (15)
Following the finite-volume approach presented in Refs. [17–19] the equivalent dissipation terms in amesh-less method
are defined as:
Di =
∇(ε(2)λ)∇w−∇2(ε(4)λ)△2 wi∇(ε(2)λ)∇wi = 2 m−
j=1

ζij(ε
(2)λ)j+ 12 (wj −wi)

∇2(ε(4)λ)△2 wi = 2 m−
j=1

ζij(ε
(4)λ)j+ 12 (∆
2wj −∆2wi)

△2 wk =
m−
j=1

wj −wk
 = m−
j=1

wj
−mwk
ζij =

a2ij + b2ij
dij
(16)
where ϵ(2) and ϵ(4) are local adaptive coefficients that use the pressure as a sensor to detect sharp gradients. They are
formulated as:
ϵ(2) = k2σij
ϵ(4) = max 0, k4 − ϵ(2) . (17)
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Typical values of the constants k2 and k4 are in the range 12 < k2 < 1 and
1
256 < k4 <
1
32 . σij is a pressure sensor for
shocks at any edge ij that is evaluated as:
σij =
pj − pipj + pi
 . (18)
And λij is:
λij =
uj+ 12∆xij + vj+ 12∆yij+ c j+ 12 dij (19)
where uij+ 12 and vij+ 12 are the velocity components and c ij+ 12 is the speed of sound at the mid-point of edge ij and dij is the
distance between points i and j.
4. Time discretization
Applying Eq. (15) to each node in the computational domain, the result will be a set of ordinary differential equations in
the following form:
∂wi
∂t
+ R(wi) = 0 (20)
where the second term can be represented by:
R(wi) =

2
m−
j=1
∆HI
ij+ 12
− 2M∞
Re∞

m−
j=1
∆HV
ij+ 12

− Di. (21)
The equation can be integrated in time either by explicit or implicit methods.
4.1. Explicit time integration
Eq. (20) in an explicit form can be presented as:
∂wn+1i
∂t
+ R(wn) = 0 (22)
where the superscript (n+ 1) denotes the time level (n+ 1)∆t of the approximation. The explicit four-stage Runge–Kutta
scheme is used in this study as follows [17].
w(0) = wn
w(1) = w(0) − α1.∆t.R(w(0))
. . .
w(4) = w(0) − α4.∆t.R(w(3))
wn+1 = w(4)
α1 = 0.333, α2 = 0.2667, α3 = 0.5, α4 = 1.0.
(23)
Local time stepping at any node may be implemented by employing nodes at its influence cloud [13]:
∆ti = CFL
λIi + λVi
λIi =
m−
j=1
aijuj+ 12 + bijvj+ 12 + c j+ 12a2ij + b2ij
λVi =
γ
3
2 M∞
Pr Re∞
m−
j=1

µj+ 12
ρ j+ 12

a2ij + b2ij
 (24)
where uj+ 12 , vj+ 12 , ρ j+ 12 , µj+ 12 and c j+ 12 are the velocity components, density, viscosity and speed of sound at the mid-point
(j+ 12 ), respectively and aij, bij are least squares coefficients vectors. For computational efficiency, the dissipation functionD
is calculated only at the first and third stages. These values are then being used for the subsequent second and fourth stages.
Further accelerating the convergence can be achieved by using implicit residual averaging [17].
Ri = Ri + ϵ∇2Ri. (25)
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4.2. Implicit time integration
Some important applications such as flutter analysis or moving boundary problems need time dependent calculations.
However, the stability limit of explicit schemes forces us to usemuch smaller time steps. In this situation the computational
time will be very high. To use arbitrarily large time steps, we have to discretize the equations implicitly to reduce the
computational time. The governing equations written in the discrete form of Eq. (22) can be integrated in time using a
fully implicit time discretization to give:
∂wn+1i
∂t
+ R(wn+1) = 0 (26)
where
R(wn+1) =
m−
j=1

∆HIij(w
n+1)− M∞
Re∞
∆HVij (w
n+1)

− Di(wn+1). (27)
The ddt operator is approximated by an implicit backward difference formula of kth order of accuracy with the form:
d
dt
≈ 1
∆t
k−
q=1
1
q

∆−
q (28)
where
∆−wn+1i = wn+1i −wni . (29)
If Eq. (28) is applied to the linear differential equation ( dwdt = αw), the schemes with k = 1, 2 are stable for all ∆t .
Dahlquist has shown that it is at best second-order accurate [20]. Gear however, has shown that the schemes with k ≤ 6
are stiffly stable [21], and one of the higher-order schemes may offer a better compromise between accuracy and stability,
depending on the application. Here a second order accurate time discretization is used. Thus Eq. (26) becomes:
3wn+1i
2∆t
− 4w
n
i
2∆t
+ w
n−1
i
2∆t
+ R(wn+1) = 0. (30)
However, it is noted that at the first time step a first order backward time discretization should be used. Eq. (30) forwn+1i
at the current time level is nonlinear and therefore cannot be solved directly. Thus, one must resort to iterative methods in
order to obtain the solution. The time integration of the above equation at each time step can then be seen as a modified
pseudo-time steady-state problem with a slightly altered residual R∗, referred to as an unsteady residual, which is equal to
the left-hand side of Eq. (30).
R∗(wn+1) = 3w
n+1
i
2∆t
− 2w
n
i
∆t
+ w
n−1
2∆t
+
m−
j=1

∆HIij(w
n+1)− M∞
Re∞
∆HVij (w
n+1)

− Di(wn+1). (31)
In this case, the vector of flow variables w which satisfies the equation R∗(wn+1) = 0 is the wn+1i vector that we are
looking for. In order to obtain this solution vector, we can reformulate the problem at each time step as the following
modified steady-state problem in a fictitious pseudo-time τ :
∂wn+1i
∂τ
+ R∗(wn+1) = 0. (32)
The steady state solution to Eq. (32) satisfies:
∂wn+1i
∂τ
= 0. (33)
Which means it also satisfies R∗(wn+1) = 0 and hence is also the solution of the unsteady Eq. (30). The pseudo-time
problem can be solved using any time-marching method designed to solve steady-state problems, utilizing any of the
standard acceleration techniques. In this research an explicit 4-stage Runge–Kutta scheme similar to the method explained
in Section 4.1 is used.
wn+1,m
‘+1
i −wn+1,m
‘
i
∆τ
+ R∗(wn+1,m‘) = 0 (34)
w(0) = wn+1,m‘
w(1) = w(0) − α1 ·∆τ · R∗(w(0))
. . .
w(4) = w(3) − α4 ·∆τ · R∗(w(3))
wn+1,m
‘+1 = w(4)
(35)
wherem‘ is the number of Runge–Kutta iterations.
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To analysis the stability of Eq. (32), we assume a Fourier component forwn as:
wni = Wn expIPxi (36)
where I = √−1,Wn is amplitude at time n and P is the wave number in the x direction. The term 3wn+1i2∆t shifts the Fourier
symbol of the equivalentmodel problem to the left in the complex plane. Melson et al. [22] demonstrated that the instability
is caused by that term. While this promotes stability, it may also require a limit to be imposed on the magnitude of the
local time step ∆τ relative to that of the implicit time step ∆t . The pseudo-time step (τ ) is computed in the same way as
Eq. (24). Therefore for any inner explicit iteration it can be evaluated as:
∆τi = min

CFLexp
λIi + λVi
 , 2∆ti
3

(37)
where CFLexp is the Courant number for inner explicit iterations and λIi and λ
V
i are defined in Eq. (24). The inner explicit
solution iterates until the average of the density residual reaches 0.0001. To accelerate convergence, local real and pseudo-
time stepping is used in the procedure [17]. In addition, the original residuals R∗ may be replaced by the smoothed residuals
R
∗
by solving the implicit equation:
R
∗
i = R∗i + ϵ∇2R∗i . (38)
At each point i,∇2R∗i represents the undivided Laplacian of the residuals, and ε is the smoothing coefficient that is chosen
equal to 0.5 in this research.
5. Boundary conditions
For inviscid and viscous flows at a solid boundary, no mass or other convective fluxes can penetrate the solid body,
and a no-slip boundary condition needs to be imposed in viscous flows. Ghost points are used to balance the local clouds
of boundary points to improve the condition of mesh-less discretization procedures and achieving high accuracy (Fig. 2).
Solution values at ghost pointsmay be set consistentwith physical boundary conditions to obtain a solution. Ifwall boundary
conditions are used, the velocity components at the ghost points for a solid wall boundary are computed as:
ug = uj − 2nxvn, vg = vj − 2nyvn, (for inviscid flow)
ug = −uj, vg = −vj, (for viscous flow) (39)
where vn is the normal velocity for inner point corresponding to point g given by:
vn = ujnx + vjny (40)
where uj and vj are velocity components of interior point j. The pressure and density of the ghost points are set to be the
same as those of the interior points. The following five conditions replace the integrated solution.
un = 0, ∂ut
∂n
= 0, ∂H
∂n
= 0, ∂ρ
∂n
= 0, ∂p
∂n
= −ρu
2
t
R
(41)
where p is the pressure at the surface, ut is the tangential velocity, un is the normal velocity, and R is a signed radius of body
curvature. The four boundary conditions,which are conditions on derivatives,may be solved via the least-square framework.
φi =
m∑
j=1
αijφij − ∂φ∂n
m∑
j=1
αij
, αij = nxaij + nybij (42)
where φi is the desired property at the boundary,
∂φ
∂n is the derivative given by the boundary, and the summation is taken
over the cloud for point i. αij is the least square coefficient in the normal direction at point i used to compute the normal
derivative, as illustrated in Fig. 2. In the far field, characteristic analysis is used based on Riemann invariants to determine the
values of the flow variables on the outer boundary nodes. This analysis correctly accounts for wave propagations in the far
field, which is important for rapid convergence to steady state and serve as a non-reflecting boundary condition. Riemann
invariants (R) based on free-stream and extrapolation values are calculated as [23]:
R∞ = q∞ • n− 2c∞
(γ − 1)
Re = qe • n− 2ce
(γ − 1) .
(43)
The subscript e denotes values determined from the extrapolated values using the formulation (42). The magnitude of
the normal velocity and speed of sound at the boundary nodes are found as:
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Fig. 2. Schematic of boundary conditions.
q • n = 1
2
(Re + R∞)
c = 1
4
(γ − 1)(Re − R∞).
(44)
The above characteristic far field boundary conditions assume zero circulation, which is not correct for a lifting body.
For this reason, the far field boundary has to be located very far away from the body. The distance to the far field can
be significantly shortened (one order of magnitude), if the free stream flow includes the effect of a single vortex. The
components of the corrected free stream velocity are given by the following expressions [24]:
u′∞ = u∞ +
Γ ∗ k ∗ sin(θ)
2 ∗ π ∗ Rp ∗ (1−M∞2 ∗Ω2)
v′∞ = v∞ −
Γ ∗ k ∗ cos(θ)
2 ∗ π ∗ Rp ∗ (1−M∞2 ∗Ω2)
k =

|1−M∞2|, Ω = sin(θ − α), Γ = M∞c∞Cl2
(45)
with Γ being the circulation, (Rp, θ) the polar coordinates of the far field point, α the angle of attack, Cl the lift coefficient,
andM∞ denoting the free stream Mach number, respectively. The details of pressure and density corrections can be found
in Ref. [24].
6. Results
The capabilities of the method are demonstrated by flow computations over three test cases including the flat plate,
NACA0012 wing section and circular cylinder at laminar flow conditions. All computations are carried out on a Pentium PC
Dual core with 2.00 GHz speed.
6.1. Flat plate
The first case is the well known case of air flow over a flat plate at Mach number 0.8 and Reynolds number 5000. The
point’s distribution of the domain is shown in Fig. 3 including 5913 points in total. There are 48 points on the solid boundary
and 256 points on the outer boundary for this point distribution. In this case the values of 0.0 and 0.005 are used for k2 and
k4 dissipation parameters. Implicit and explicit CFL numbers are 500000 and 3, respectively. The friction factor distribution
along the surface of the flat plate is shown in Fig. 4. As illustrated, excellent agreement is achieved for this well-known test
case compared with an analytical exact solution. The computed velocity and temperature profiles inside the boundary layer
at the x-position with the local Reynolds number of 3000 are compared with an exact analytical solution in Figs. 5 and 6
with respect to the similarity coordinate (η). As shown, very good agreements are presented in these figures again.
6.2. Circular cylinder
In order to demonstrate the ability of the new method in a simulation of separated laminar flows, a viscous flow is
calculated over a cylinder at Mach number 0.8 and different Reynolds numbers. The far field boundary is located at 40 radii
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Fig. 3. Point distribution over flat plate.
Fig. 4. Skin friction along the flat plate for Re∞ = 5000 andM∞ = 0.8.
Fig. 5. Stream wise velocity profile at Rex = 3000 andM∞ = 0.8.
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Fig. 6. Temperature profile at Rex = 3000 andM∞ = 0.8.
a b
Fig. 7. (a) Point distribution and (b) velocity contours over cylinder.
from the cylinder. The point distribution is shown in Fig. 7(a), that includes 20000 points in the domain and 200 points
on the solid boundary. For this case the values of 0.0 and 0.010 are used for k2 and k4 dissipation parameters. The velocity
contour over a cylinder is shown in Fig. 7(b) for four Reynolds numbers. The computed drag coefficients are plotted on the
experimental data [26] in Fig. 8. Comparison of the present results with the reliable numerical data [25] is also presented in
Table 1. As indicated drag coefficients are in good agreement with the corresponding numerical and experimental data.
6.3. NACA 0012
The last test case is a laminar flow over the NACA0012 airfoil at Mach number 0.8, angle of attack 10° and Reynolds
number 500. This is case number A2 of the GAMM workshop on numerical simulation of compressible Navier–Stokes
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Fig. 9. Point distribution over NACA0012.
Table 1
Computed drag coefficients at different Reynolds numbers.
Re = (ρVD)/µ Present results Shirakashi & Baranyi [25]
CDP CDV CDT CDT
4 2.5344 2.3106 4.8505 . . .
10 1.6439 1.3062 2.9501 2.9050
20 1.2628 0.8540 2.1168 2.0870
40 1.0209 0.5543 1.5752 1.5520
60 0.9031 0.4262 1.3293 1.4070
100 0.9557 0.3236 1.2810 1.3320
200 0.9390 0.2383 1.1773 1.3110
flow [27]. The point distribution over this airfoil is shown in Fig. 9 that includes 13233 points in the domain with 364 points
on the solid boundary. In the present case the values of 0.25 and 0.015 are used for k2 and k4 dissipation parameters. CFL
numbers are set to 100000 and 2.5 for implicit and explicit approaches, respectively. In Fig. 10 the pressure coefficient
distributions over the airfoil are compared with the numerical data [28] and those of the control volume counterpart
method [17] with the same point distribution. As shown, the results are in good agreement with the reference data. The
skin friction coefficient distributions are shown in Fig. 11 comparing with different numerical data [28]. It is evident from
this figure that flow separation is occurring on the upper surface of the airfoil. The predicted separation point in the present
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Fig. 10. Pressure distribution over NACA0012 at Re∞ = 500,M∞ = 0.8 and α = 10o .
Fig. 11. Skin friction distribution over NACA0012 at Re∞ = 500,M∞ = 0.8 and α = 10°.
calculations is located at 0.37 chord from the leading edge that is in the range of numerical results presented in Ref. [27].
The Mach number contours over the airfoil is shown in Fig. 12 indicating smooth variation of this flow variable throughout
the domain. Convergence histories for the new explicit and implicit mesh-less methods are presented in Fig. 13. As shown
in this figure the computational time for an implicit scheme is reduced by at least 65% compared with the explicit mesh-less
one. The rate of convergence for mesh-less calculations is also higher than a finite volume flow solver with the same point
distribution. The calculated lift and drag coefficients are 0.475 and 0.261 respectively that are again within the range of
results reported in Ref. [27], particularly, with maximum 1.0% error compared with results reported in Ref. [28].
7. Conclusions
A dual-time implicit time discretization scheme was presented for mesh-less calculation of the compressible viscous
flow equations. The Taylor series least square method was used for approximation of derivatives at each node which led
to central difference spatial discretization in a mesh-less framework with artificial dissipation terms. The capabilities of
the method were demonstrated by laminar flow computations around the flat plate, NACA0012 wing section and circular
cylinder. Results were presented which indicated good agreement with other reliable results. It was shown that the new
method can reduce the computational time by at least 65% compared with the alternative explicit mesh-less method. It was
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Fig. 12. Mach number contours over NACA0012 at Re∞ = 500,M∞ = 0.8 and α = 10o .
Fig. 13. Convergence history.
also demonstrated that using the present implicit mesh-less method it is capable of reducing the computational time by
about 70% in comparison with the similar finite volume flow solver with the same point distribution.
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