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Einleitung 
Menschliche Entscheiderinnen1 werden heutzutage zunehmend durch datenintensive Algorithmen 
ersetzt (Lee 2018). Algorithmen steuern Autos, Flugzeuge und Fahrstuhlsysteme, verschlagworten 
Fotos auf digitalen Plattformen und schreiben Nachrichten und Bücher (Esposito 2017; Matthias 2004; 
Mittelstadt et al. 2016; Vanian 2018). In vielen, wenn nicht gar den meisten, Fällen findet der Einsatz 
solcher Algorithmen im Kontext von Organisationen statt und impliziert dort weitreichende Verände-
rungen: 
„Now more than ever, computational algorithms increasingly make decisions that 
human managers used to make, changing practices of managers, policy makers, phy-
sicians, teachers, police, judges, on-demand labor platforms, online communities, and 
more” (Lee 2018, S.1). 
„Algorithmic decision-making“ (Newell, Marabelli 2015) hat in den letzten Jahren enorme Bedeutung 
erlangt und ist heutzutage in vielen Organisationen und anderen Lebensbereichen nahezu omni-
präsent. Nichtsdestotrotz spielt dieses Phänomen im soziologischen sowie im organisationswissen-
schaftlichen Diskurs bislang kaum eine Rolle. So beschäftigen sich zwar zahlreiche Studien in der Sozi-
ologie sowie der Organisationsforschung mit den Effekten digitaler Transformationen auf organisatio-
nales Entscheiden. Diejenigen Arbeiten aber, die sich im Konkreten mit Algorithmen beschäftigen, 
beschränken sich allerdings darauf zu untersuchen, inwiefern Algorithmen menschliche Entscheide-
rinnen informieren oder beeinflussen – statt auf jene Fälle zu schauen, in denen Algorithmen tatsäch-
                                                          
1  Aus Gründen der besseren Lesbarkeit werde ich im Folgenden nur die weibliche Form verwenden. Gemeint ist 
stets sowohl die grammatikalisch weibliche als auch männliche Form. 
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lich Menschen beim Entscheiden ablösen (siehe beispielsweise Brayne 2017; Davenport et al. 2012; 
Elragal, Klischewski 2017; McAfee, Brynjolfsson 2012; Miller, Mork 2013; George, Lin 2017; Provost, 
Fawcett 2013). Darüber hinaus gibt es eine Vielzahl an Arbeiten, die sich mit den sozialen Folgen algo-
rithmischen Entscheidens auseinandersetzen (siehe beispielsweise Matthias 2004; Mittelstadt et al. 
2016). Allerdings wird in diesen Studien die Organisation als Untersuchungsgegenstand zumeist nicht 
beachtet.  
In der Folge wissen wir bislang überraschend wenig darüber, welche Implikationen das Ersetzen 
menschlicher Entscheiderinnen durch Algorithmen in Organisationen hat. Mehr noch wird zwar immer 
wieder von algorithmischen Entscheidungen gesprochen, der Begriff der Entscheidung wird dabei 
aber faktisch nie definiert. Entsprechend ist bislang sogar unklar, inwiefern algorithmische Entschei-
dungen überhaupt als Entscheidungen verstanden werden können und welche Implikationen dies mit 
sich bringt. Der vorliegende Kurzbeitrag adressiert diese Forschungslücken, indem er diskutiert, inwie-
fern algorithmische Entscheidungen soziologisch als Entscheidungen theoretisiert werden können und 
welche Folgen sich daraus für Organisationen ableiten lassen.  
Das Phänomen des Algorithmischen Entscheidens 
Auf den ersten Blick handelt es sich bei Algorithmen nicht um ein neuartiges Phänomen. Organisatio-
nen kannten auch schon vor dem Aufkommen der Informationstechnologie eine Fülle von Wenn-
Dann-Regeln für ihre Mitglieder – faktisch also Algorithmen für menschliches Verhalten – und kennen 
solche Regeln bis heute (Büchner 2018). Darüber hinaus existieren seit Jahrhunderten technische Sys-
teme, die basierend auf Algorithmen bestimmte Handlungen vollziehen. Ein einfaches Beispiel hierfür 
sind Temperaturregler in Heizungen. Diese werden bereits seit dem 18. Jahrhundert industriell herge-
stellt und regeln seitdem algorithmenbasiert die Raumtemperatur. Und auch die (algorithmenbasier-
te) Informationstechnologie ist seit geraumer Zeit allgegenwärtig in unserem Leben in Form von Com-
putern, Smartphones, und mehr. Entsprechend stellt sich zunächst einmal die Frage, was eigentlich 
genau das ‚Neue‘ am Phänomen des algorithmischen Entscheidens sein soll. 
Die Antwort auf diese Frage fällt zweiteilig aus. Zum einen haben Algorithmen aufgrund rasanter 
technischer Fortschritte heutzutage eine Bandbreite an Fähigkeiten erlangt, welche diese bis vor kur-
zem nicht besessen haben (Newell, Marabelli 2015). Insbesondere selbstlernende Systeme sind hier zu 
nennen, die ihre Regeln zunehmend selbst schreiben – und dies basierend auf immer größeren Da-
tensätzen in immer komplexerer Weise (Faraj et al. 2018). Zum anderen ersetzen diese immer kom-
plexeren Algorithmen Menschen nicht mehr nur bei einfachen Tätigkeiten – wie es beispielsweise 
schon länger bei Industrierobotern der Fall ist – sondern auch bei komplexeren Entscheidungen (Mit-
telstadt et al. 2016). Entsprechend impliziert das zunehmende Ersetzen menschlicher Entscheiderin-
nen durch komplexe Algorithmen weitreichende Veränderungen in vielen gesellschaftlichen Berei-
chen. Insbesondere Organisationen spielen hierbei eine zentrale Rolle, denn in den meisten Fällen 
sind es Organisationen, die solche Algorithmen entwickeln, verkaufen und einsetzen. 
Trotz der gesellschaftlichen und organisationalen Relevanz beschäftigen sich sowohl die Soziologie 
als auch die Organisationsforschung bislang wenig mit diesem Themenkomplex. So gibt es zwar mitt-
lerweile zahlreiche Arbeiten, die sich mit der zunehmenden Nutzung von Algorithmen in Organisatio-
nen auseinandersetzen. Der Großteil existierender Forschungsbeiträge zur Nutzung von Algorithmen 
konzentriert sich dabei allerdings auf Fälle, in denen Algorithmen menschliche Entscheiderinnen in-
formieren, unterstützen oder anderweitig beeinflussen, nicht aber auf die Fälle, in denen Algorithmen 
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Menschen beim Treffen von Entscheidungen ersetzen (siehe beispielsweise Brayne 2017; Constantiou, 
Kallinikos 2014; Davenport et al. 2012; Ghasemaghaei et al. 2018; McAfee, Brynjolfsson 2012; Provost, 
Fawcett 2013; Roßmann et al. 2018).  
Forschungsarbeiten, die sich konkret mit dem Phänomen des algorithmischen Entscheidens ausei-
nandersetzen, finden sich bislang zumeist außerhalb der Soziologie und Organisationsforschung vor 
allem in den Ethik-, Technik-, und Medienwissenschaften sowie der Philosophie. In diesen Feldern 
beschäftigen sich zahlreiche Arbeiten mit den Herausforderungen und Folgen, die die zunehmende 
Substitution menschlicher Entscheiderinnen durch Algorithmen mit sich bringt. So reproduzieren und 
verstärken beispielsweise viele Algorithmen existierende Vorurteile und Diskriminierungen und sind 
dabei oft in hohem Maße intransparent (Ananny, Crawford 2018; Bozdag 2013; Brayne 2017; Burrell 
2016; Lee 2018; Mittelstadt et al. 2016). Ein zunehmendes Problem stellt dabei vor allem Zurechnung 
von Verantwortlichkeiten für Entscheidungen dar, die von autonomen Algorithmen getroffen werden 
(Matthias 2004; Mittelstadt et al. 2016). Wer sollte beispielsweise zur Verantwortung gezogen werden, 
wenn ein autonomer Kampfroboter die falsche Person tötet oder ein autonomer Chat-Bot beginnt, 
rassistische Beleidigungen von sich zu geben? Entsprechend wird in einigen Fällen sogar die Frage 
gestellt, ob die Nutzung neuartiger Algorithmen in bestimmten Settings überhaupt erlaubt sein sollte 
oder nicht (Sparrow 2007; Purves et al. 2015).  
Trotz der Einsichten, die die bisherigen Debatten in das Thema des algorithmischen Entscheidens 
geliefert haben, sind zentrale Begriffe bislang ungeklärt. Obwohl beispielsweise immerwährend von 
algorithmischen „Entscheidungen“ gesprochen wird, wird der Begriff der Entscheidung so gut wie nie 
definiert. Und obwohl algorithmisches Entscheiden maßgeblich im Kontext von Organisationen statt-
findet, findet dies bislang kaum nennenswerte theoretische Aufarbeitung. Vor dem Hintergrund der 
weitgehenden Abwesenheit soziologischer und organisationswissenschaftlicher Beiträge zu dem 
Themenbereich, ist dieser Umstand allerdings kaum überraschend. Organisationen werden außerhalb 
der Organisationssoziologie und der sonstigen Organisationsforschung typischerweise als gegeben 
hingenommen und als Phänomen nicht weiter reflektiert (Kühl 2011). Und Entscheidungen werden 
üblicherweise als ein psychologisches Phänomen angesehen, sodass eine theoretische Aufarbeitung 
von Entscheidungen, die nicht von Menschen, sondern durch Algorithmen getroffen werden, notwen-
digerweise auf einer soziologischen Ebene stattfinden muss.  
Sind algorithmische Entscheidungen überhaupt Entscheidungen? 
Obwohl in der Literatur unentwegt von algorithmischen „Entscheidungen“ die Rede ist, stellt sich zu-
nächst die Frage, ob diese überhaupt als Entscheidungen angesehen werden können. Eine Entschei-
dung wird typischerweise als eine individuelle Wahl zwischen mehreren Handlungsalternativen defi-
niert (Luhman, Cunliffe 2013, S.45); wobei die Begriffe „Entscheidung“ und „Wahl“ (choice) üblicher-
weise als Synonyme verwendet werden (Luhmann 2000; Seidl 2005; für Beispiele siehe Bruch, Fein-
berg 2017; Abend 2018). Wenn man allerdings mit einem solchen Entscheidungsverständnis an das 
Phänomen des algorithmischen Entscheidens herantritt, kann die Schlussfolgerung eigentlich nur 
lauten, dass algorithmische Entscheidungen gar keine Entscheidungen sind, weil im Falle von Algo-
rithmen nie eine Wahl zwischen Alternativen stattfindet. Algorithmen, auch die ausgefeiltesten unter 
ihnen, bilden keine menschlichen Denkprozesse nach, bei denen eine individuelle Wahl zwischen mög-
lichen Handlungsalternativen stattfinden würde (Esposito 2017). Algorithmen produzieren grundsätz-
lich einen spezifischen Output auf Basis eines bestimmten Inputs oder treffen eine Zufallsauswahl 
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(Matthias 2004). In keinem Fall ‚wählt‘ ein Algorithmus zwischen Alternativen aus in dem Sinne, dass 
auch ein anderer Output hätte gewählt werden können. Dies gilt auch für lernende Algorithmen wie 
beispielsweise neuronale Netzwerke. Zwar lernt ein solcher Algorithmus über den Zeitverlauf, indem 
er auf Basis der Inputs, die er bekommt – beispielsweise Suchanfragen durch menschliche Nutzerin-
nen – seine eigenen Regeln verändert, sodass ein bestimmter Input zu einem späteren Zeitpunkt zu 
einem anderen Output führen mag (Matthias 2004). Aber auch zu diesem späteren Zeitpunkt führt 
dann wieder ein spezifischer Input zu einem (dann neu) festgelegten Output. Eine Wahl zwischen Al-
ternativen findet seitens des Algorithmus nie statt.2 Outputs erfolgen also grundsätzlich determiniert 
oder zufallsbasiert, aber nie kontingent. 
Mit dem etablierten Verständnis von Entscheidungen kommt man folglich im Hinblick auf Algo-
rithmen nicht weiter. Nun könnte man also per Definition festlegen, dass algorithmische Entscheidun-
gen gar keine Entscheidungen sind (siehe beispielsweise Büchner 2018). Dies würde allerdings aus-
blenden, dass algorithmische Entscheidungen sowohl in der wissenschaftlichen Literatur als auch im 
Alltagsverständnis als Entscheidungen bezeichnet und behandelt werden. Mit anderen Worten werden 
algorithmische Entscheidungen recht eindeutig als Entscheidungen sozial konstituiert (hierzu Abend 
2018). Wie aber kann man algorithmische Entscheidungen als Entscheidungen theoretisch erfassen? 
Und welche Implikationen ergeben sich hieraus? Diese Fragen sollen im folgenden Abschnitt beant-
wortet werden.  
Zu einem soziologischen Verständnis algorithmischer 
Entscheidungen als Entscheidungen 
Entscheidungen als Kommunikation 
Während auch in der Soziologie oftmals ein eher psychologisches Verständnis von Entscheidungen 
vorherrscht (siehe beispielsweise Bruch, Feinberg 2017), findet sich insbesondere bei Niklas Luhmann 
(2000) ein Begriff von Entscheidungen, der diese als originär soziale Ereignisse begreift und nicht als 
psychologische bzw. individuelle Phänomene mit sozialen Effekten. Konkret schlägt Luhmann (2000) 
vor, Entscheidungen nicht als kognitive Ereignisse aufzufassen, die erst getroffen und im Anschluss 
kommuniziert werden, sondern als einen bestimmten Typus von Kommunikation.  
Für Luhmann (1995a) ist Kommunikation der Prozess, durch den soziale Realität erzeugt wird. 
Kommunikation wird hierbei als ein eigenständiges, soziales Phänomen aufgefasst, welches aus dem 
Zusammenspiel von mindestens zwei Personen emergiert (Luhmann 1995b). Kommunikation benötigt 
mindestens zwei Adressen: eine Person, die als Absenderin einer Mitteilung fungiert, und eine weitere 
Person, die als Empfängerin ein Verstehen ermöglicht. Erst wenn beide Gegebenheiten vorliegen, kann 
ein sinnhafter Informationswert in diesem Zusammenspiel und somit Kommunikation entstehen 
(Luhmann 1995a). Die entstandene Information ist dabei weder identisch mit der Mitteilung noch mit 
                                                          
2  An dieser Stelle mag man einwenden, dass ähnlich starre Regeln auch schon immer für Menschen in Organisatio-
nen galten. Organisationen kennen eine Vielzahl von Wenn-Dann-Regeln, bei denen vorgeschrieben wird, dass auf 
Basis eines bestimmten Inputs ein bestimmter Output durch den Menschen gewählt werden soll (Luhmann 2000). 
Allerdings ist ein interessanter Aspekt an solchen Regeln, dass Menschen sich eben oftmals nicht an diese halten. 
Solche Regelverstöße sind als „brauchbare Illegalität“ in vielen Fällen sogar funktional für Organisationen (Kühl 
2007). Insofern kann man auch im Falle von Wenn-Dann-Regeln immer noch von Entscheidungen auf Seiten von 
menschlichen Individuen sprechen. 
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dem was verstanden wurde. Die Information ist etwas Eigenes; ein Inhalt, der erst im Kommunikati-
onsprozess konstruiert wird und seine Existenz erst in einer weiteren Kommunikation erhält, in der an 
diese Information angeschlossen wird und dabei neue Informationswerte konstruiert. Individuen und 
individuelles Bewusstsein sind an diesem Prozess nicht direkt beteiligt. Wörter und Texte können nicht 
direkt an Gedankengänge anschließen und vice versa. Nichtsdestotrotz sind es Intentionen und Ge-
danken von Individuen, die Kommunikationsprozesse in Gang bringen und halten (Luhmann 1995b). 
Individuen müssen sprechen, schreiben, gestikulieren, sehen, hören, lesen und mehr damit Kommu-
nikation ablaufen kann und ihre Gedanken beeinflussen dabei den Kommunikationsvorgang erheb-
lich. Individuen sind für die Kommunikation (und füreinander) jedoch Black Boxes. Zwar kann man an 
unterschiedliche individuelle Personen unterschiedliche Erwartungen stellen; diese erlauben aber 
höchstens bestimmte Prognosen und Wahrscheinlichkeiten, aber keine Determinationen (Luhmann 
1987, S.429). Personen verhalten sich erwartbar, aber nicht vollständig vorhersehbar und entspre-
chend beeinflussen sie das Kommunikationsgeschehen, aber können es nicht determinieren (Luh-
mann 1995a, b). Das Zusammenspiel von mindestens zwei oder mehr Individuen erzeugt so eine not-
wendige Unbestimmtheit, durch die überhaupt erst Informationswerte als ‚Neuigkeiten‘ entstehen kön-
nen. In der Kommunikation werden auf diese Weise neue Informationswerte konstruiert, die zuvor 
noch nicht da waren und sich nicht auf einzelne Bestandteile oder involvierte Individuen reduzieren 
lassen.  
Auch wenn diese Anmerkungen zunächst abstrakt klingen mögen, so erklären sie doch treffend 
das, was vermutlich fast jede bereits erlebt haben wird. So kommt es im Alltag beispielsweise relativ 
häufig vor, dass Personen vermeintlich ‚aneinander vorbeireden‘ aber das Gespräch trotzdem weiter-
geht und seinen ganz eigenen Sinn erhält – auch wenn dieser vielleicht recht ‚sinnlos‘ erscheinen mag. 
In anderen Fällen mag man als Lehrperson beispielsweise auf Basis der Seminarinteraktion gedacht 
haben, dass Studierende die eigene Erläuterung der Systemtheorie gut ‚verstanden‘ haben – bis man 
deren Hausarbeiten liest und sich fragt, was genau in der Kommunikation eigentlich ‚verstanden‘ wur-
de. Und auch in der Wissenschaft lässt sich die ganz eigene Logik von Kommunikation häufig beobach-
ten, wenn beispielsweise ein und derselbe Text (im Theorievokabular also eine Mitteilung) ganz unter-
schiedliche Lesarten erzeugt, die allesamt als wissenschaftlich haltbar gelten können. Ohne an dieser 
Stelle zu weit in die Luhmannschen Theoriegrundlagen abdriften zu wollen, ist es für das weitere Vor-
gehen wichtig festzuhalten, dass Kommunikation als ein sozialer Prozess aufgefasst werden kann, der 
nicht auf einzelne Beteiligte reduziert werden kann und bei dem drei Elemente zusammenkommen: 
Mitteilung; Information; Verstehen (Luhmann 1995a). 
Entscheidungen sind sodann ein besonderer Typus von Kommunikation (Luhmann 2000). Während 
Kommunikationen grundsätzlich alle möglichen Informationswerte hervorbringen können, impliziert 
eine Entscheidungskommunikation immer die Kommunikation einer Wahl, die noch dazu als Wahl 
kommuniziert wird (Luhmann 2000). Das bedeutet, dass eine Entscheidungskommunikation zum ei-
nen eine gewählte Alternative kommuniziert (beispielsweise: wir stellen Kandidatin A ein), zum ande-
ren aber gleichzeitig mitkommuniziert, dass es auch andere Alternativen gab, die hätten gewählt wer-
den können (beispielsweise Kandidatin B oder C; siehe hierzu Seidl 2005). Mit anderen Worten bedeu-
tet eine Entscheidungskommunikation nicht nur die Kommunikation der gewählten Option, sondern 
auch, dass gewählt wurde. Dieses Mitkommunizieren von Alternativen kann dabei sowohl explizit als 
auch implizit erfolgen. In vielen Fällen werden Alternativen nicht explizit ausgesprochen (also mitge-
teilt) und es wird trotzdem verstanden, dass es Alternativen gab, die stattdessen hätten gewählt wer-
den können. 
Da Entscheidungen grundsätzlich mitkommunizieren, dass eine aus mehreren Alternativen ausge-
wählt wurde, implizieren sie auch immer, dass eine vermeintliche Handlung (die Wahl) durch jeman-
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den stattgefunden hat.3 Entsprechend beinhaltet eine Entscheidung immer die Annahme, dass (min-
destens) eine Person eine Wahl getroffen hat und man eben dieser Person diese Wahlhandlung auch 
zurechnen kann (Ahrne, Brunsson 2011). Entscheidungen produzieren also Verantwortungszurech-
nungen oder die Notwendigkeit einer Verantwortungszurechnung auf eine oder mehrere Personen. 
Diese Zurechnung ist wiederum eine Konstruktionsleistung der Kommunikation selbst und hat oft 
wenig damit zu tun, welche Person tatsächlich irgendetwas in einem psychologischen Verständnis 
entschieden haben mag oder nicht. Entsprechend kommt es immer wieder vor, dass jemand etwas 
entscheidet ohne es selbst (gedanklich) zu merken und dass Organisationen Verantwortliche für Ent-
scheidungen finden, die im Zweifel kaum etwas mit diesen Entscheidungen zu tun hatten (Besio 
2013/2014). 
Zusammenfassend lässt sich an dieser Stelle festhalten: Eine Entscheidung ist eine Kommunikation 
bei der verstanden wird, dass eine Wahl zwischen Alternativen stattgefunden hat. Entscheidungen 
sind also solche Kommunikationen, die im Kommunikationsprozess als Entscheidung verstanden und 
im Weiteren so behandelt werden (ähnlich argumentierend Abend 2018) und die darüber hinaus die 
Notwendigkeit einer Verantwortungszurechnung erzeugen. 
Algorithmische Entscheidungen als virtuelle Entscheidungen 
Wie kann man nun das oben beschriebene Entscheidungsverständnis auf algorithmisches Entschei-
dens übertragen? Die folgenden Ausführungen werden sich auf den Fall lernender Algorithmen fokus-
sieren.4 Technisch gesehen gibt es diverse Algorithmen, die als lernend bezeichnet werden (Burrell 
2016; Matthias 2004). Gemein haben diese allerdings üblicherweise, dass Programmiererinnen einige 
Grundstrukturen und ein Anwendungsfeld festlegen und der Algorithmus im Anschluss selbstständig 
auf Basis von Inputs ‚lernt‘ und dabei seine Regeln eigenständig schreibt und verändert. Solche ler-
nenden Algorithmen findet man beispielsweise in Form von Chat-Bots, bei der Erstellung von Ziel-
gruppenkategorien für Werbetreibende, bei der Verschlagwortung von Bildern, bei Suchmaschinen 
und bei Entscheidungen darüber, wer bestimmte Inhalte auf einer Internetseite wie YouTube moneta-
risieren darf und wer nicht (Esposito 2017; Hess 2017; Lee 2018; Vanian 2018).  
Das selbstständige ‚Schreiben‘ der eigenen Regeln erfolgt bei diesen Algorithmen allerdings nicht in 
Form explizierbarer und nachvollziehbarer Regelsysteme in Wenn-Dann-Form, sodass selbst die Pro-
grammierinnen nicht mehr ‚nachschauen‘ können, wie bestimmte Outputs zustande kommen (Burrell 
2016; Matthias 2004). Sie kennen zwar die Grundarchitektur eines von ihnen programmierten Algo-
rithmus, kennen aber die intransparenten Regeln nicht, die der Algorithmus sich auf Basis seiner Ar-
chitektur selbst kreiert. Selbstlernende Algorithmen werden so durch ihr selbstständiges Lernen zu 
Black Boxes; und weil selbst die Programmiererinnen immer weniger verstehen, wie bestimmte De-
signs zu bestimmten Ergebnissen führen, werden Algorithmen mittlerweile sogar mit „Alchemie“ ver-
glichen (Hutson 2018).5  
Nichtsdestotrotz ist so ein Algorithmus nicht mit einem menschlichen Bewusstsein zu vergleichen. 
Obwohl oft von „künstlicher Intelligenz“ die Rede ist, sind Algorithmen nicht intelligent in einem 
                                                          
3  Entscheidungskommunikationen haben darüber hinaus noch mehr spezifische Eigenschaften, etwa dass sie immer 
paradox sind und Widerspruchswahrscheinlichkeiten produzieren (siehe Luhmann 2000; Grothe-Hammer, 
Schoeneborn 2019; Seidl 2005). Aufgrund der Kürze des Beitrags wird dieser Stelle nicht näher darauf eingegangen. 
4  Für den Fall nicht-lernender Algorithmen siehe Schwarting 2015. 
5  Man mag an dieser Stelle einwenden, dass auch diese Algorithmen keine Black Boxes seien, weil man sich immer 
den zu Grunde liegenden Code anschauen könne. Allerdings kann ein Mensch anhand des Codes, den ein selbst-
lernender Algorithmus erzeugt, nicht mehr erkennen, welche Regeln vorliegen (Burrell 2016; Matthias 2004)  
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menschlichen Sinne (Esposito 2017). Ein Algorithmus kann daher für sich genommen auch nicht als 
unbestimmt angesehen werden. Er erzeugt bestimmte Regeln auf Basis bestimmter Regeln im Zu-
sammenspiel mit diversen Inputs. Seine Funktionsweise ist deterministisch (oder auch zufallsbasiert) – 
auch wenn nicht mehr vorhersagbar – und deswegen fundamental anders als menschliches Bewusst-
sein (Newell, Marabelli 2015). 
Wie oben bereits dargelegt wurde, sind Kommunikationen (und somit auch Entscheidungen) aller-
dings immer auf mindestens zwei Elemente der Unbestimmtheit angewiesen – im klassischen Ver-
ständnis also zwei Individuen – um tatsächlich neuartige Informationswerte erzeugen zu können. Ent-
sprechend eignet sich ein Algorithmus, auch ein selbstlernender, nicht, um Individuen in diesem Pro-
zess als Elemente der Unbestimmtheit zu ersetzen.  
Auch ein Algorithmus benötigt daher noch immer menscheninduzierte Inputs (beispielsweise 
Suchanfragen) und Menschen, die die Outputs wahrnehmen. Elena Esposito (2017) hat herausgearbei-
tet, dass ein Algorithmus hierbei eine Art Intermediär-Position einnimmt, indem er eine Vielzahl von 
Mitteilungen (von diversen Absenderinnen) mit einem Verstehen (auf Seiten einer Empfängerin) so 
kombiniert, dass ein neuer Informationswert entsteht, der ohne den Algorithmus nicht entstehen 
würde. Sie nennt dieses Phänomen „virtuelle Kommunikation“ (Esposito 2017).  
Algorithmen schreiben beispielsweise Nachrichtentexte, kreieren Werbezielgruppenkategorien 
oder verschlagworten Bilder, die auf Online-Plattformen hochgeladen werden. In letzterem Fall lernt 
ein Algorithmus die automatische Vergabe von Schlagworten beispielsweise auf Basis von Schlagwor-
ten, die menschliche Nutzerinnen zuvor für ähnliche Bilder vergeben haben. Der Algorithmus lernt, 
dass bestimmte Muster, Kontraste oder Farbkombinationen mit bestimmten Schlagworten versehen 
werden sollen (Burrell 2016). Auch hier ‚versteht‘ ein Algorithmus nicht in einem menschlichen Sinne, 
was beispielsweise ein Zebra oder ein Gorilla ist. Er verknüpft lediglich bestimme Inputs (Menschen 
haben Bilder mit bestimmten Merkmalen mit einem bestimmten Begriff verschlagwortet) mit einem 
neuen Input (jemand lädt ein Bild hoch, das bestimmte Merkmale hat) und erzeugt so einen Output 
(ein Schlagwort). Dieser Output stellt im Rahmen eines Kommunikationsprozesses eine Mitteilung dar, 
die von einem Menschen wahrgenommen wird und zu einem Verstehen führt. In diesem Sinne kön-
nen die Inputs, die der Algorithmus verarbeitet, als ‚Prä-Mitteilungen‘ verstanden werden, die ur-
sprünglich von Menschen stammen, aber vom Algorithmus in eine neuartige Mitteilung weiterverar-
beitet werden (ohne dass ein Verstehen stattfindet). In gewisser Weise erzeugt ein Algorithmus also 
eine Art ‚Neo-Mitteilung‘, indem er eine Vielzahl von (menscheninduzierten) Prä-Mitteilungen zu etwas 
Neuem kombiniert.  
Wenn nun jemand den Output bzw. die Neo-Mitteilung eines Algorithmus wahrnimmt – beispiels-
weise einen algorithmisch erzeugten Bericht auf einer Nachrichtenseite – dann entsteht im Verstehen 
ein neuer Informationswert, der ohne die Verarbeitung durch den Algorithmus so nicht entstanden 
wäre und nicht auf die dahinterliegenden einzelnen Prä-Mitteilungen reduzierbar ist. Erst im Verarbei-
ten einer Vielzahl unbestimmter Inputs durch den Algorithmus wird folglich neue Unbestimmtheit in 
der Kommunikation erzeugt. Wie er diese Inputs verarbeitet, hängt damit zusammen, welche Inputs er 
bereits erhalten und aus diesen gelernt hat, sodass die Unbestimmtheit dadurch entsteht, dass der 
Algorithmus nicht bestimmt, welche Inputs er erhält. Zwar determinieren seine Strukturen wie sich 
seine Strukturen auf Basis bestimmter Inputs verändern. Welche Inputs das aber tatsächlich sind, ist 
unbestimmt. Während rein technisch gesehen, der Algorithmus für sich genommen deterministisch 
operiert, wird er eingebettet in soziale Kommunikationsprozesse zu einem Intermediär, der Unbe-
stimmtheit erzeugt (ähnlich hierzu Ananny, Crawford 2018). 
Dieses Verständnis von virtueller Kommunikation lässt sich auch auf Entscheidungen übertragen. 
Auch eine Entscheidung kommt im Falle von Algorithmen demnach erst zu Stande, wenn eine Person 
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einen algorithmischen Output so wahrnimmt, dass ein Verstehen generiert wird, welches eine 
Entscheidungskommunikation konstituiert. Das präsentierte kommunikationsbasierte Entscheidungs-
verständnis erlaubt es also, algorithmische Entscheidungen tatsächlich als Entscheidungen theoretisch 
zu erfassen. Ein Algorithmus selbst trifft nie eine Wahl. Von einer Entscheidung kann aber trotzdem 
gesprochen werden, weil die Auswahl einer Alternative als eine Wahl kommuniziert wird, die auch 
hätte anders ausfallen können (wenn der Algorithmus diese statt jene Inputs bekommen hätte). Das 
Schlagwort für ein Bild hätte, betrachtet im Gesamtprozess, beispielsweise auch ein anderes sein 
können. 
Wieso also De-Organisation? 
Algorithmische Entscheidungen tatsächlich als Entscheidungen zu theoretisieren, hat weitreichende 
Implikationen, von denen aufgrund der notwendigen Kürze dieses Beitrags, abschließend nur auf eini-
ge eingegangen werden soll. Das Ersetzen menschlicher Entscheiderinnen durch Algorithmen bedeu-
tet eine weitreichende Veränderung dessen, wie eine Organisation zu ihren Entscheidungen gelangt. 
Wo zuvor organisationseigene Mitglieder direkt den Mitteilungsanteil an Entscheidungen produziert 
haben (beispielsweise die Vergabe eines Schlagwortes), rücken nun Algorithmen an deren Stelle. Zwar 
handelt es sich sowohl bei Mitgliedern als auch bei Algorithmen aus Sicht des Entscheidungsprozesses 
um Black Boxes. Allerdings erzeugt ein Algorithmus wie oben ausgeführt eine Mitteilung deutlich an-
ders als ein menschliches Mitglied. Ein Mitglied erzeugt eine Mitteilung auf Basis vorrangegangener 
Kommunikationsprozesse, die es gedanklich verarbeitet hat. Die so entstandene Mitteilung schließt 
also an zuvor erzeugte Informationen an und ist dadurch in einem gewissen Maße unbestimmt. Die 
vorherigen Mitteilungen wurden nicht direkt als Mitteilungen verarbeitet, sondern haben in einem 
Zwischenschritt erst vollständige Kommunikationsprozesse mit einem eigenen Verstehen und eigener 
emergenter Information angestoßen. Ein Algorithmus verarbeitet hingegen eine Vielzahl vorheriger 
Äußerungen (Aussagen, Texte, eingegebene Daten, Bilder, etc.) direkt zu einer neuen Mitteilung, ohne 
dass ein Verstehen oder neue Informationswerte zwischengeschaltet wären. Im Ergebnis ist die 
(Neo-)Mitteilung, die ein Algorithmus erzeugt, vollständig abhängig von den vorherigen Prä-Mittei-
lungen. Der Algorithmus wird zum Intermediär zwischen diesen Prä-Mitteilungen (getätigt durch Per-
sonen) und einem Verstehen (ermöglicht durch mindestens eine Person, die als Empfängerin fungiert). 
Diese Prä-Mitteilungen stammen allerdings in zahlreichen Fällen nicht mehr von Organisationsmit-
gliedern, sondern von Externen. Etliche Algorithmen, wie Chat-Bots oder Suchmaschinen, lernen ihre 
Regeln und erzeugen ihre Mitteilungen auf Basis von menschlichen Eingaben im Internet. In solchen 
Settings, gehören also weder die Personen auf der Empfängerinnenseite einer Entscheidung noch 
diejenigen auf der (unterliegenden) Absenderinnenseite zur Organisation, sodass letztere nur noch 
durch das Design des Algorithmus und die Auswahl des Einsatzfeldes einen Einfluss auf die Entschei-
dung selbst hat. Während zuvor bei Entscheidungen, die die Umwelt der Organisation betrafen, zu-
mindest der Mitteilungsaspekt innerhalb der Organisation (durch die eigenen Mitglieder) erzeugt wur-
de, beschränkt sich der Einfluss auf konkrete Entscheidungen im Falle selbst-lernender Algorithmen 
auf einige grundlegende Strukturdesigns. Dieser Aspekt wird noch verstärkt in Fällen, in denen Orga-
nisationen ihre Algorithmen gar nicht selbst konstruieren, sondern diese bei anderen Organisationen 
einkaufen. In vielen Fällen beschränkt sich der Einfluss auf den Entscheidungsprozess dann noch auf 
eine nachträgliche Kontrolle algorithmischer Entscheidungen und eventuelle nachträgliche Korrektu-
ren (Faraj et al. 2018). 
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Das Ergebnis ist, dass eigentlich Organisationsexterne organisationale Entscheidungen erstaunlich 
stark beeinflussen können; dann nämlich, wenn sie die entsprechenden Prä-Mitteilungen produzieren, 
die von einem Algorithmus verarbeitet werden. So hat beispielsweise vor einigen Jahren die Suche 
nach dem Begriff „Nigger King“ beim Online-Kartendienst Google Maps dazu geführt, dass das Weiße 
Haus in Washington, D.C., (Sitz des damaligen schwarzen US-Präsidenten Barack Obama) als Ergebnis 
angezeigt wurde (Fung 2015). Organisationsexterne hatten zuvor den Algorithmus über entsprechen-
de Nutzereingaben ‚trainiert‘, sodass dies als Ergebnismitteilung produziert wurde. Ähnliche Fälle hat 
es in den letzten Jahren immer wieder auch bei anderen Organisationen gegeben.  
Die betreffenden Organisationen haben in diesen Fällen selbst kaum noch am eigentlichen Ent-
scheidungsprozess teilgenommen. Es waren nicht organisationseigene Mitglieder, die die Mitteilung 
erzeugt haben, sondern Algorithmen auf Basis von Inputs von Organisationsexternen. Im Hinblick auf 
das Zusammenspiel von Mitteilung und Verstehen im Entscheidungsprozess ist die Organisation also 
weder an der Mitteilung noch am Verstehen direkt beteiligt. Nichtsdestotrotz haben solche Fälle noch 
ein weiteres Merkmal gemein, nämlich die Zurechnung der Verantwortung für die getroffene Ent-
scheidung auf die Organisation. Wie oben erläutert, produzieren Entscheidungen die Notwendigkeit 
einer Verantwortungszurechnung. Im Falle von algorithmischen Entscheidungen ist diese Zurechnung 
zunächst weniger offensichtlich als in vielen anderen Fällen. Der Algorithmus selbst ist als determinier-
tes System kaum sinnvoll zur Verantwortung zu ziehen – auch wenn mittlerweile einige genau das 
einfordern (Mittelstadt et al. 2016) – und auch die Programmierinnen können im Regelfall nur schwer 
verantwortlich gemacht werden für fragwürdige Entscheidungen wie sie im oben genannten Fall pas-
siert sind (Matthias 2004). Tatsächlich wird in diesen Fällen die Verantwortung auf die Organisationen 
zugerechnet, die sich als kollektive Personen für diese Entscheidungen rechtfertigen und die Konse-
quenzen tragen müssen. Im oben genannten Fallbeispiel der Suche nach „Nigger King“ entschuldigte 
sich das Unternehmen öffentlich und deaktivierte Funktionen des Kartendienstes Google Maps (Gibbs 
2015). In anderen Fällen ließ sich in der Vergangenheit häufig Ähnliches beobachten. Entsprechend 
scheint es so zu sein, dass, obwohl Organisationen im Falle algorithmischer Entscheidungen kaum 
noch an den einzelnen Entscheidungen beteiligt sind, diesen dennoch die Verantwortung für diese 
Entscheidungen zugerechnet wird. Dies lässt sich dadurch erklären, dass Entscheidungen die Notwen-
digkeit einer Verantwortungszurechnung erzeugen, auch im Falle algorithmischer Entscheidungen. 
Diese Verantwortungszurechnung findet dann auf Organisationen als kollektive Personen statt, die so 
behandelt werden, als ob sie die Entscheidung getroffen hätten – und das, obwohl deren Anteil am 
tatsächlichen Entscheidungsprozess im Falle algorithmischer Entscheidungen in gewisser Weise deut-
lich geringer ausfällt als im Falle menschlicher Entscheidungen. Die hier vorgeschlagene Theoretisie-
rung des Phänomens des algorithmischen Entscheidens erlaubt es entsprechend die weitreichenden 
Veränderungen, die dieses Phänomen verursacht, soziologisch zu erfassen und zu verstehen. Wie 
angedeutet, sind die Implikationen, die sich hieraus ergeben, deutlich weitreichender als in diesem 
Kurzbeitrag dargelegt werden konnte, sodass weitere Arbeiten notwendig sein werden, die sich aus-
führlich mit algorithmischen Entscheidungen, deren Charakteristika und Konsequenzen befassen. 
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