Abstract. In this note we prove a fuzzy analogue of Donsker's classical invariance principle. -We consider a fuzzy random walk S *
Introduction
This paper extends Monroe D. Donsker's classical invariance principle [5] by incorporating fuzzy random processes in the theory. That is, we are looking at stochastic processes consisting of a collection of fuzzy random variables in the sense of Puri and Ralescu [23] , indexed by a continuous parameter, defined on some probability space, and taking values in a space of fuzzy vectors endowed with an appropriate metric and associated Borel sets.
We show that the fuzzy random walk 1 , S central limit theorems, being the all-important tool of developed statistical analysis of fuzzy (just as in the case of real) data. Fuzzy stochastic processes and their applications in the natural and social sciences have been investigated by a number of authors, including Puri and Ralescu [23] ), and Brownian motion concretely and applications was investigated in [7] , [17] , [18] , [20] , [1] , [6] , [19] , to name a few.
Our reasoning and proof utilizes the specific duality between characterizing functions of fuzzy vectors, and their corresponding support functions.
This note consists of two sections:
In section 1 the requisite conceptual groundwork of fuzzy and convex analysis is set forth: fuzzy vectors, the interrelation between characterizing and support functions, fuzzy random variables and processes.
In section 2 we state and prove the main theorem of this note.
Fuzzy random variables
In this section we introduce the basic concepts and give some definitions.
Fuzzy vectors. A d-dimensional fuzzy vector x
* is defined by and may be identified with its characterizing function (see e.g. [27, 26] ). In this paper we work with vectors whose characterizing functions satisfy Definition 1.1. The characterizing function ξ x * of a d-dimensional fuzzy vector x * is a function ξ x * : R d → R satisfying: 1) ξ x * : R d → [0, 1], 2) supp ξ x * is bounded, 3) for every α ∈ (0, 1] the so called α-cut C α (x * ) of the fuzzy vector x * , C α (x * ) = {x ∈ R d : ξ x * (x) ≥ α} is a non-empty, compact, and convex set, as is C 0 (x * ) := {x ∈ R d : ξ x * (x) > 0} = supp ξ x * .
In the following we denote the set of all d-dimensional fuzzy vectors satisfying Def. 1.1 by
Remark. There are many more general definitions of fuzzy vectors. For example in [27, Definition 2.3] assumption 3) is replaced by 3 ′ ) for every α ∈ (0, 1] the α-cut C α (x * ) is non-empty, bounded, and a finite union of connected and closed bounded sets. (See also [26] ). Grzegorzewski, [9, Definition 2.1], instead of our 3) assumes 3 ′ ) which demands that the characterizing function of the fuzzy vector x * be fuzzy convex, i.e., for all λ ∈ [0, 1] and all x, y ∈ R d ,
, ξ x * (y)) .
1.1.1. Fuzzy arithmetic. We start with the Minkowski arithmetic performed on subsets of R d .
The Minkowski arithmetic of sets immediately induces an arithmetic of d-dimensional vectors from F cconv (R d ) via their α-cuts:
The sum x * ⊕ y * and multiplication x * ⊙ y * of two fuzzy d-dimensional fuzzy vectors x * and y * are defined via α-cuts as follows
Similarly, the multiplication of a fuzzy vector x * by a crisp real number λ, λ ⊙ x * is defined by the equation
, resp.) we denote the non-empty space of all compact subsets of R d (the non-empty space of all closed convex subsets of R d , resp.) and finally,
is the space of all non-empty compact and convex subsets of R d .
The space R d is equipped with the classical ℓ 2 -norm x ℓ 2 = (x
and the inner product x, y = d 1 x i y i . In order to avoid trivialities we assume throughout the paper that d > 1. In the case d = 1 we would be dealing with fuzzy intervals (numbers), which require a different set of techniques.
we can define the support function of a fuzzy vector x * as follows
The support function is positive homogeneous with respect to the u variable, i.e., for all real λ ≥ 0 and all
→ R is left continuous and non-increasing, i.e., for all 0
The proof of the following lemma is straightforward: Lemma 1.6. For every x * , y * ∈ F cconv (R d ) and for every λ ∈ R, we have that
and s λ⊙x * (α, u) = |λ|s sign (λ)⊙x * (α, u).
( 1.3)
It turns out that integrable functions with properties (i)-(iv) completely characterize the elements of F cconv (R d ). Specifically, we have the following result:
with properties (i)-(iv) there exists exactly one d-dimensional fuzzy vector
and s x * = f.
For a proof see [14] .
1.3. Metrics on the space of fuzzy vectors.
is given by the following formula: 4) and for p = ∞:
is both complete and separable (see [2, 4] 
is equipped with a standard L p -norm (and metric). Namely, for 1 ≤ p < ∞ the norm is given by:
, and the corresponding distance function is
and the corresponding metric is
The embedding is defined as follows:
be defined by
The mapping j is positive linear 2 ,i.e., for all non-negative real numbers λ, µ we have
The j-map is one-to-one and onto its image j 
Here (Ω, F , P) is some probability space and S is the space of fuzzy vectors, equipped with a metric d p , for some p ∈ [1, ∞]. The associated Borel σ-field B is generated by open balls which are open in the chosen metric d p .
As usual, X * is termed an (F − B)-measurable function iff for every B ∈ B the inverse image X * −1 (B) := {ω ∈ Ω : X * (ω) ∈ B} belongs to the σ-field F .
The notion of independence of fuzzy random variables transfers from the classical case verbatim: Definition 1.11. Fuzzy random variables X * and Y * are independent if and only if P(X * ∈ B 1 and
The following Lemma is key to our investigations:
be a sequence of mutually independent fuzzy random variables with values in the metric space
Then the sequence of support functions
, ρ p (with the Borel σ-field S generated by the metric ρ p ) and evaluated at arbitrary point (α, u)
for some j, then by properties (ii) and (iv) in section 1.2 of the support function, it follows that f (α,u) is well defined. Therefore, for two Borel sets B 1 , B 2 ⊂ R from the Borel σ-field R,
Since j is (B − S)-measurable and f (α,u) is (S − R)-measurable it follows that f (α,u) • j is (B − R)-measurable. Hence, for i = 1, 2 the respective
Thus by independence of X * m , X * n we get
To recapitulate: by the embedding theorem (Theorem 1.9) a fuzzy random variable X * (·) with values in F cconv (R d ) can be identified with a collection of real-valued random variables
The same identification serves to define the notion of normality of a fuzzy random variable. 
The Bochner expectation is well defined since for every random variable X * with values in F cconv (R d ) and for α ∈ (0, 1], and u ∈ S d−1 fixed, the support function s X * (α, u) is a real random variable. Hence the expectation on the right is the classical expectation of a real random variable.
The Bochner expectation is a fuzzy vector the characterizing function of which can be reconstructed from equality (1.10) by Theorem 1.7. Lemma 1.14. Let X * be a random variable with values in F cconv (R d ). Then the Bochner expectation also belongs to
Proof. See [28, 13] .
By Lemma 1.6 and linearity of the classical expectation E we get
and, for every λ ∈ R, 
Remark 1.17. Although the Bochner expectation is only positive linear, it has sufficiently good properties for our purposes. Remark. This modification arises quite naturally with the observation that, in the L 2 -metric space
the Bochner and Fréchet (and for that matter also the Aumann) expectations are equal:
For the proof see [13] . 
(1.13)
B X * (variance using the Bochner expectation E B ) is finite then (the classical variance) Var s X * (α, u) is finite for every α ∈ (0, 1] and u ∈ S d−1 .
Proof. i) By definition (1.13) of the Bochner expectation
(1.14)
So, if E B X * exists then, for every (α, u) ∈ (0, 1] × S d−1 , the classical expectation Es X * (α, u) exists.
ii) We apply (1.14) and use the regularity properties of support functions given just after Definition (1.5).
Donsker's type theorem for fuzzy random variables
Let X * n , n = 1, 2, . . . be a sequence of mutually independent identically distributed fuzzy random variables defined on some probability space (Ω, B, P) and taking values in the space
, for 1 ≤ p < ∞ is a complete and separable metric space whereas if p = ∞ the metric space (
We also assume that
where the expectation operator E B (the variance Var F , resp.) is defined in (1.10) (in (1.13), resp.). Let (α, u) be fixed but otherwise arbitrary. We denotẽ 
The partial sums S * k can be thought of as a natural generalization of the standard random walk in R. With the sequence {S * k } ∞ k=0 we now associate, by means of linear interpolation, a continuous-time process
where ⌊t⌋ is the floor function, i.e., the greatest integer less than or equal to t. We now normalize L * t appropriately to obtain another time-continuous process:
3) The processes L * t and M * t are elements of the function space
i.e., the space of continuous functions f : [0, ∞) → F cconv (R d ). However, we do not want to work with this function space. Instead, using the j-map defined in (1.7), we embed M * t into the space
which is more suitable for our considerations. At first we compute the support function s M * t,n of the process M * t,n defined by (2.2) and (2.3). By properties (i)-(iv) of Definition 1.1 of the support function and Lemma 1.6 we have
. Recall that on the other hand, for every random variable X * with values in F cconv (R d ) and for α and u fixed, the support function s X * (·) (α, u) is a real random variable. Now we are ready to prove the fuzzy analogue of the classical Donsker invariance theorem. In the next section we prove that, when appropriately normalized (similarly to the classical case), the random walk {S * k } approximates Brownian motion. Since Brownian motion is time-continuous process we also had to interpolate {S * k }. To ensure convergence of s M * t,n we must appropriately subtract expectations. Otherwise the process would have a drift going to infinity. Therefore we consider a modified process. For better readability we drop in our writings below the argument (α, u) of the support functions, and the B superscript of the Bochner expectation. (Recall that for all j, we write
Theorem 2.2. Let the setting be as in section 1. Lets M * t,n be defined as in (2.5) and let b t denote the classical Brownian motion in R. We assume that (2.1) is satisfied. Then for every k ∈ N and for every finite sequence of times 0 ≤ t 1 < t 2 < · · · < t k , and for every α ∈ (0, 1], and u ∈ S d−1 , we have that
Remark. For the classical Donsker invariance principle there are a number of different proofs available in the literature (see e.g. [21, 10, 24] . All of them are essentially the same, the differences are in techniques preferred by the authors. We found the approach given in [10] to be the most suitable for our purpose of generalizing the Donsker theorem to a fuzzy context. Hence we follow the main steps of the proof given in [10, p. 67] adjusting them appropriately to the fuzzy setting.
Before proceeding to the proof of Theorem 2.2 we need two simple lemmas about convergence of classical random variables in metric spaces (see e. g. [21] ).
2.0.1. Convergence of probability measures. Lemma 2.3. Let X n , Y n , n = 1, 2, . . . , and X be random variables taking values in a separable metric space (S, d). Suppose that for every fixed n ≥ 1 the random variables X n and Y n are defined on the same probability space. If, as n tends to infinity,
Lemma 2.4. Let X 1 , X 2 . . . , be a sequence of random variables with values in a metric space (S 1 , d 1 ). Assume that as n tends to infinity then
Now consider a second metric space (S 2 , d 2 ). Let f : S 1 → S 2 be a continuous function. Then, as n → ∞, the sequence
Now we have all that is needed for the proof of Theorem 2.2. Again for better readability we write out the proof for k = 2.
Proof of Theorem 2.2.
By (1.8) -the positive linearity of j -equation (2.4), and property (1.14) we have
Hence, for every ε > 0, we get as a consequence of the previous inequality and Lemma 1.19 i) that
and by Chebyshev's inequality applied to the right hand side of (2.6) we get
−→ 0 in probability.
By Lemma 2.3 it is enough to show that
Equivalently, by Lemma 2.4, taking f :
To simplify notation we introduce the following shorthand symbols: on the right hand side of (2.9).
Clearly,
− Es X * i −→ 0 in probability.
In fact, rewriting and then applying Chebyshev's inequality we get
as n goes to infinity. By the (classical) central limit theorem The right hand side in (2.10) is the product of the Fourier transforms of variables N (0, t 1 ) and N (0, t 2 − t 1 ), and the proof is finished.
