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ABSTRACT
We present a new framework for modelling discrete kinematic data. Current techniques typi-
cally involve binning. Our approach works directly with the discrete data and uses maximum-
likelihood methods to assess the probability of the dataset given model predictions. We avoid
making hard cuts on the datasets by allowing for a contaminating population in our models.
We apply our models to discrete proper-motion and line-of-sight-velocity data of Galactic
globular cluster ω Centauri and find a mildly radial velocity anisotropy β = 0.10 ± 0.02,
an inclination angle i = 50◦ ± 1◦, a V-band mass-to-light ratio Υ = 2.71 ± 0.05 M/L
and a distance d = 4.59 ± 0.08 kpc. All parameters are in agreement with previous studies,
demonstrating the feasibility of our methods. We find that the models return lower distances
and higher mass-to-light ratios than expected when we include proper motion stars with high
errors or for which there is some blending. We believe this not a fault of our models but is
instead due to underestimates or missing systematic uncertainties in the provided errors.
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1 INTRODUCTION
The structure and formation history of a system of stars is encoded
in its kinematics. Stars trace the underlying potential in which they
orbit; by studying their dynamics, we can determine how much
mass is present and where that mass is located.
Globular clusters and dwarf spheroidal galaxies are among the
lowest-mass stellar systems in the Universe. They are spherical or
mildly flattened and span a similar range of absolute magnitudes,
although dwarf spheroidals are larger than globular clusters of com-
parable brightness. Dwarf spheroidals show evidence of multiple
stellar populations with complex star formation histories (e.g. de
Boer et al. 2012). Globular clusters were once held up as prototyp-
ical single stellar populations, however, recent studies have shown
that they too appear to host multiple stellar populations (see e.g.
Gratton et al. 2004; Piotto 2009; Piotto et al. 2012). Kinematical
studies reveal that globular cluster dynamics can be explained by
accounting for the mass contained in stars, while dwarf spheroidal
dynamics require significant amounts of dark matter to reconcile
their mass budget. We do not yet understand how objects so ap-
parently similar at first glance can have such different underlying
kinematics; nor it is clear how these objects form and evolve.
For example, one formation mechanism for globular clusters
supposes that they are the stripped nuclei of dwarf galaxies (Free-
man 1993; Bekki & Freeman 2003). Dark matter has yet to be de-
tected in any globular cluster, but theory predicts that if they really
are stripped nucleated dwarf ellipticals then there should be small
amounts of dark matter left for us to find. We turn to the internal
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dynamics of the clusters. By studying the kinematics of the stars,
we are able to constrain the total mass and, from photometric stud-
ies, we can determine how much mass is present in their baryonic
components. In principle, provided the uncertainties on our esti-
mates are small, the difference between the baryonic mass and the
total mass can then tell us how much dark matter is present in these
systems. Detailed dynamical modelling of the innermost parts of
these objects can also detect intermediate mass black holes at their
centres, if indeed they are present there. However, once again, de-
tection is sensitive to the uncertainties in the results, and at present,
no intermediate mass black hole has been robustly detected in any
globular cluster.
Similar analyses can also be applied to dwarf spheroidal
galaxies. We know that these objects are dark-matter dominated,
with mass-to-light ratios M/LV ∼ 101−3 (e.g. Mateo 1998; Si-
mon et al. 2011), but the distribution of the dark matter is still an
open question. ΛCDM simulations predict that dwarf spheroidals
should have cuspy dark matter profiles (Navarro et al. 1996); obser-
vations tend to favour cored profiles but are unable to completely
rule out cusps (e.g. Amorisco & Evans 2012b; Jardel & Gebhardt
2012; Breddels et al. 2012). Recently, Pontzen & Governato (2012)
showed that dark matter cusps can become cores as a result of
supernova feedback following centrally concentrated bursts of in-
tense star formation. However, this requires efficient star formation,
while the deficit of Galactic satellites compared against ΛCDM
predictions (the “missing satellite problem”) implies that star for-
mation is highly inefficient in these objects (Pen˜arrubia et al. 2012).
This is a particular problem at the low-mass end of the Galactic
satellite population; measuring the central dark matter profiles of
the lowest-mass objects is vital.
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Addressing such issues using dynamical modelling requires
that both the data and the models themselves are good enough to
obtain meaningful answers. In the past, the lack of conclusive re-
sults was due to the amount and the quality of the data that was
available; small datasets with large errors restricted the type of dy-
namical modelling that could be done. For some systems, the data
is still the limiting factor, but this is not always the case. For objects
in the Local Group - that is our own Milky Way, sister galaxy An-
dromeda (M31) and their globular clusters and dwarf galaxy satel-
lites - we are in the fortunate position of being able to measure
photometric and spectroscopic quantities for individual stars, often
to very high precision, thanks to both their proximity and advances
in modern observing techniques. These data often include not only
line-of-sight velocities, but motions on the plane of the sky (proper
motions) and metal abundances. Combining the line-of-sight veloc-
ities and proper motions gives us the full 3-dimensional velocities
of the stars, instead of projections of that velocity. From this we
can directly calculate the velocity anisotropy and, thus, break the
degeneracies that exist between the velocity anisotropy of the stars
and the shape of the potential in which they orbit.
The Hubble Space Telescope (HST) has delivered data of ex-
ceptional accuracy, including proper motions for globular clusters
(e.g. Anderson & van der Marel 2010; Bellini et al. 2013). Recent
studies using ground-based data have proved that they too can pro-
duce remarkable results (e.g. Bellini et al. 2009); such datasets are
complementary as they probe a much larger radial extent than is
feasible with the HST. Large-scale surveys may lack the sensitivity
of the HST but are a vital tool due to the sheer number of stars that
they have observed; recent surveys such as HIPPARCOS (Perry-
man & ESA 1997), the Sloan Digital Sky Survey (SDSS; York et al.
2000) and the RAdial Velocity Experiment (RAVE; Steinmetz et al.
2006) have provided a wealth information over large regions of the
sky, which have been used to good effect in studies of the Milky
Way. For studying the smaller denizens of the Local Group, there
have also been a number of focused observing efforts; for exam-
ple, Walker et al. (2009) have published data for four of the Milky
Way’s classical dwarfs: Carina, Fornax, Sculptor and Sextans. And
the future is bright: there are a number of surveys coming online
over the next few years that will expand the data sets that are cur-
rently available. For the Milky Way in particular, Gaia will provide
velocities and abundance measurements of unprecedented accuracy
over the whole sky (Perryman et al. 2001). These data are nothing
without the tools to properly analyse them and we must ensure we
have those tools in place both to analyse the existing data and to
fully exploit the promised data when they become available.
Current dynamical modelling techniques often do not do jus-
tice to such datasets; typically, they proceed by spatially binning
the data and comparing the velocity moments in each of the bins
with the velocity moments predicted by a theoretical model. When
calculating velocity moments for a set of data, we necessarily as-
sume that all stars are members of the object that we are modelling.
If we suspect that our data set contains contaminants, then we must
take care to remove them before binning. This is a tricky endeavour
as the member and contaminating velocity distributions often over-
lap and it is difficult to disentangle the two populations. Being too
conservative with membership cuts will excise true members; be-
ing too lenient will retain non-members. In either case, the resulting
velocity moments will be estimated incorrectly. Membership selec-
tion aside, binning methods suffer from a loss of information. In
order to estimate velocity moments, each bin must contain a suffi-
cient number of stars. For the first and second moments - means and
dispersions respectively - an average of 50 stars per bin is usually
enough (for higher velocity moments, the number of stars required
increases). Even in the simplest case, a dataset of a few thousand
stars will be reduced to only a few tens of bins. Finally, the compar-
ison of estimated and model moments is often done using simple
χ2 techniques.
Binning approaches are clearly flawed, so can we do better?
Yes we can. We have developed existing dynamical modelling tech-
niques to directly fit discrete data using maximum likelihood meth-
ods. Fitting each star individually means that we no longer have to
make any quality cuts on our datasets; we can simple include a con-
taminating population in our models and fit for that too. Another
advantage of using maximum likelihood methods to fit the kine-
matics, is that the likelihoods can be extended easily to incorporate
further information, such as metal abundances. This particular ap-
plication goes beyond the scope of this paper, but the analysis we
present here is readily extensible in such a fashion.
One prime example that highlights all we are currently able
to achieve is the Galactic globular cluster ω Centauri (NGC 5139).
Located only 5 kpc from the Sun, it is large and bright and has
been observed many times with many different instruments, over a
long time baseline. As a result, there are line-of-sight velocities and
abundances available for thousands of stars (e.g. Suntzeff & Kraft
1996; Mayor et al. 1997; Reijns et al. 2006; Pancino et al. 2007) and
proper motions measurements available for hundreds of thousands
of stars (e.g. van Leeuwen et al. 2000; Bellini et al. 2009; Anderson
& van der Marel 2010). ω Centauri is an interesting object to study
as it demonstrates many qualities in common with globular clusters,
such as an apparent absence of dark matter, and also many qualities
in common with dwarf spheroidal galaxies, such as a complex star
formation history. There is also an ongoing debate concerning the
presence (or absence) of an intermediate-mass black hole (IMBH)
at its centre (Noyola et al. 2008; van der Marel & Anderson 2010;
Noyola et al. 2010).
With so many unanswered questions surrounding its structure
and origins, ω Centauri has been the focus of many studies stretch-
ing back over many years. One such study by van de Ven et al.
(2006) used both line-of-sight velocity and proper motion data to
perform a (binned) axisymmetric Schwarzschild (1979) analysis of
the cluster from which they were able to constrain the cluster dis-
tance, inclination, mass-to-light ratio and mass to good accuracy.
The large size and high quality of the datasets they used, com-
bined with the powerful orbit-based models, showed that analysis
of binned data can be very effective. However, smaller datasets will
suffer from the binning process and will not be so successful.
Our ultimate goal is to develop discrete models that use so-
phisticated modelling techniques – such as Schwarzschild’s orbital-
superposition method or made-to-measure methods (e.g. Syer &
Tremaine 1996; de Lorenzi et al. 2007; Long & Mao 2010) – that
are able to handle the physical complexities of dynamical systems
(see also Wu & Tremaine 2006; Wu 2007; Chaname et al. 2008). By
eliminating the need for binning and working directly with discrete
data, both data and models will be able to reach their full poten-
tial. However, at present, we are using a Jeans’ analysis to do the
modelling as they are simpler to understand and computationally
less expensive than the alternatives. The particular class of models
that we use are not ideal: they assume that the velocity ellipsoid
is aligned with the cylindrical coordinate system; they fix ab ini-
tio the relative contributions of ordered and random motions; and
they cannot exclude unphysical (negative) distribution functions.
Despite these disadvantages, they are adequate for our purposes
while we are developing our machinery and working to understand
the data quality we require.
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Table 1. Multi-gaussian expansion for ω Centauri from D’Souza & Rix
(2013). For each gaussian component: k is the gaussian number; Lk is the
central surface brightness; σk is the dispersion along the major axis; q′k is
the projected flattening. κk is the rotation parameter derived from kinematic
fits.
k Lk σk q
′
k κk
a
(L pc−2) (arcmin)
1 1290.195 0.475570 1.0000000 0.0
2 4662.587 1.931431 0.9991714 0.0
3 2637.784 2.513385 0.7799464 -0.4
4 759.8591 3.536726 0.7241260 -1.1
5 976.0853 5.403728 0.8556435 -0.6
6 195.4156 8.983056 0.9392021 0.0
7 38.40327 13.93625 0.9555874 0.0
8 8.387379 20.98209 1.0000000 0.0
aWe have negated the non-zero rotation parameters as we use a position
angle of -80◦ for the major axis, where D’Souza & Rix (2013) used a
position angle of 100◦.
Here we present the first steps towards developing discrete dy-
namical modelling techniques, which we apply to data for ω Cen-
tauri. As our goal here is to test the power of our likelihood formal-
ism, we use the existing dataset from van de Ven et al. (2006) that
has been rigorously tested and well-studied. Section 2 describes the
photometric and kinematic data for ω Centauri, Section 3 develops
the maximum-likelihood analysis and Section 4 outlines the clus-
ter models. In Section 5, we apply our methods to ω Centauri. We
discuss our results in Section 6 and conclude in Section 7. In a com-
panion paper, we use a similar analysis to study the mass-to-light
profile of globular cluster M15 (den Brok et al. 2013).
2 DATA
The dynamical models we will use require a surface brightness
profile for ω Centauri in the form of a Multi-Gaussian Expan-
sion (MGE Emsellem et al. 1994); we adopt the MGE derived by
D’Souza & Rix (2013). For the kinematics, we use the same proper
motion and line-of-sight velocity datasets and reduction techniques
described in Sections 2-4 of van de Ven et al. (2006). We briefly in-
troduce the MGE and outline the steps taken to combine and clean
the kinematic datasets, but refer the reader to the original papers for
more complete descriptions.
2.1 Multi-gaussian expansion
MGE models provide a smooth representation of the surface bright-
ness profile of a stellar system; they are formed from the sum of a
set of gaussian components, each of which is defined by a central
surface brightness, a major-axis dispersion and a flattening. Formu-
lae relating to MGE surface brightness expansions, mass density
and potential are given in Appendix A. Gaussians do not provide a
complete set of functions and, thus, cannot provide an exact fit to a
surface brightness profile; nevertheless, in most cases, the profiles
are accurately reproduced.
The MGE from D’Souza & Rix (2013) that we use through-
out this paper is given in the first four columns of Table 1. This was
derived by fitting to the radial number density profile of ω Centauri
from Ferraro et al. (2006) and optimised to simultaneously repro-
duce the flattening profile from Geyer et al. (1983). In the left-hand
panel of Figure 1, we show surface brightness profile of the MGE
along the major axis; the total profile is shown in black and the pro-
files for the individual gaussian components are shown as coloured
lines. In the right-hand panel of Figure 1, we show the ellipticity
profile of the MGE (black line); the coloured points show the flat-
tenings of the individual gaussian components.
2.2 Kinematic data
The proper motions come from the catalogue of van Leeuwen
et al. (2000), which contains 9847 stars. We rotate the positions
and proper motions through a position angle of -80◦ in order to
align the coordinate axes on the plane of the sky (x′, y′) with
the major and minor axes respectively. Following van de Ven
et al. (2006), we further correct the proper motions for perspec-
tive rotation – using a distance of D = 5.0 ± 0.2 kpc (Harris
1996) and systemic velocities µsysα = −3.97 ± 0.41 mas yr−1,
µsysδ = −4.38±0.41 mas yr−1(both van Leeuwen et al. 2000) and
µsysLOS = 232 km s
−1(Reijns et al. 2006) – and for solid body ro-
tation of Ω = 0.029 mas yr−1 arcmin−1. Finally, we adjust the
proper motions for any residual systemic velocity components,
which are calculated using only “clean” stars (see Section 2.3).
In crowded fields, such as we have for ω Centauri, stars may
overlap and appear to be blended, thus decreasing the accuracy with
which stellar positions – and, hence, proper motions – can be mea-
sured. Each star in the proper motion catalogue is assigned a class
flag based on its distance from other stars, where class 0 stars are
unaffected by nearby stars and class 4 stars are badly blended. We
will use this class flag later to select a subset of the proper mo-
tion stars that we are sure are unblended. The catalogue also offers
a membership probability for each star as a percentage, which we
use later to select only likely members.
For the line-of-sight velocities, we start with data for 360 stars
from Suntzeff & Kraft (1996), 471 stars from Mayor et al. (1997),
1966 stars from Reijns et al. (2006) and 4916 stars kindly provided
by Karl Gebhardt (private communication). These datasets overlap
so some stars appear more than once (though no star appears in ev-
ery dataset). These datasets are first crossmatched using catalogue
identification numbers, where they exist. We discard the nine stars
remaining without a position measurement and a further seven stars
without a positive velocity error measurement. After ensuring that
all the datasets are aligned with the coordinate system used for the
proper motion catalogue, we again rotate the positions through a
position angle of -80◦ in order to align the major and minor axes.
Following advice from Gebhardt (private communication), we dis-
card a further 3564 stars fainter than 14.5 mag at this stage as some
stars were smeared during the reduction process and misidentified
as two fainter stars. Finally, we combine the velocities of any stars
appearing in more than one of the four datasets. The final line-of-
sight velocity dataset contains 3094 unique stars.
2.3 Kinematic samples
In van de Ven et al. (2006), the datasets were thinned down further
using a series of cuts to ensure that only bona fide cluster members
with accurate velocities were included in the analysis. This was par-
ticularly important for their study as they binned their final dataset
and calculated velocity moments in each bin; non-member contam-
inants and large velocity uncertainties would have led to systematic
errors in the calculated moments.
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Figure 1. Left: The surface brightness profile of the adopted MGE model along the projected major axis. The black line traces the total surface brightness. The
coloured lines trace the surface brightness profiles of the individual gaussian components. Right: The ellipticity profile of the adopted MGE model (black line).
The coloured points show the flattenings of the individual MGE components at their corresponding dispersions. The colours identify the same components in
both panels.
Table 2. The six data subsets we use for our analysis. Dataset A is the cleaned sample that contains only members of ω Centauri, achieved by applying a series
of quality cuts. Datasets B-E gradually relax each of the cuts in turn. Dataset F is the full data set with no cuts applied. The table presents the line-of-sight
velocity (LV) cuts and proper-motion (PM) cuts applied, the number of stars in the dataset and a brief description of the dataset.
dataset LV cuts PM cuts stars description
A i, ii i, ii, iii, iv, v 3740 “clean” dataset, identical to the final sample used by van de Ven et al. (2006).
B - i, ii, iii, iv, v 4655 full LV dataset; all PM cuts still in place.
C - iv, v 4851 includes suspected PM non-members but continues to cut out blended and high-error PM stars.
D - v 5220 includes blended stars (classes 0-3) but keeps the cut on magnitude of error.
E - iv 7371 includes high-error stars but keeps the cut on blending.
F - - 9511 no cuts; contains all LV and PM stars.
The aim of our study is to develop a method that is able to
handle all contaminating populations and large uncertainties, how-
ever, we wish to test our method first on “clean” data. We use the
same criteria as van de Ven et al. (2006) to select a clean sample.
For the line-of-sight velocity (LV) dataset, a star is retained if:
(i) the uncertainty on the line-of-sight velocity is smaller than
2.0 km s−1;
(ii) the uncorrected line-of-sight velocity lies in the range 160 <
vlos < 300 km s−1
For the proper motion (PM) data set, a star is retained if:
(i) the star is known to be a cluster member from cross-matching
with the line-of-sight velocity dataset (3762 stars);
(ii) the probability of membership is greater than 68% (only for
stars not in the line-of-sight velocity dataset);
(iii) the proper motions are within 5σ (3.6 mas yr−1in right
ascension and 3.2 mas yr−1in declination) of the cluster velocity
peak;
(iv) the star is unblended (class 0);
(v) the average uncertainty on the proper motions is smaller than
0.2 mas yr−1.
The cleaned line-of-sight velocity dataset contains 2163 stars and
the cleaned proper motion dataset contains 2295 stars. There is
some overlap between the datasets; the clean combined dataset con-
tains 3740 unique stars.
Once we have verified that our methods work with this “clean”
data set, we will relax the cuts in a series of steps to see how well
our models deal with contaminants and stars with high velocity
errors. We start by relaxing the cuts on the line-of-sight velocity
dataset first and then move onto the proper-motion cuts. The kine-
matics subsamples we will use are described in Table 2.
3 MAXIMUM LIKELIHOOD ANALYSIS
Our goal is to model a discrete dataset without first binning the
data; instead we will compare models against our dataset on a star-
by-star basis using a maximum-likelihood analysis. This will also
allow us to include contaminants instead of making cuts on the data
to remove them. Here we describe the principles of a maximum-
likelihood analysis, the inclusion of a contaminating population in
our models, and the form of the cluster models and contamination
models that we will use for our study of ω Centauri.
3.1 Likelihood
Consider a dataset of N stars such that the ith star has coordinates
x′i = (x′i, y
′
i) and velocities vx′,i ± σvx′ ,i, vy′,i ± σvy′ ,i and
© 2013 RAS, MNRAS 000, 1–18
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vz′,i±σvz′ ,i, where x′ is the direction of the projected major axis,
y′ is the direction of the projected minor axis and z′ is the direction
along the line of sight. The velocity vector vi is then
vi = (vx′,i, vy′,i, vz′,i) (1)
and the error matrix Si is
Si =
 σ2vx′ ,i 0 00 σ2vy′ ,i 0
0 0 σ2vz′ ,i
 (2)
if we assume that the measurements are uncorrelated.
Suppose we have a set of models and we wish to know which
model is able to best describe the dataset. Let Θj represent the pa-
rameter set for a particular model; then the likelihood of observing
star i given model j is given by
Lij = p
(
vi
∣∣x′i,Si,Θj ) (3)
Note that we are treating the position data as prior information,
so this likelihood is a probability distribution function for the ve-
locities only and depends upon the position of the star. We adopt
this approach because selection effects can be complicated, which
means we are unable to model the number density distribution of
the cluster. Instead we wish to model the velocity distribution of
the cluster given the positions of the stars that we have.
Now the total likelihood Lj of the model is product of the
model likelihoods for each star is
Lj =
N∏
i=1
Lij . (4)
In practice, it is often easier to work with log-likelihoods `j =
lnLj . The best model is the set of parameters Θj that maximises
Lj and, hence, `j .
3.2 Contaminants
Now further suppose our dataset contains a contaminating fore-
ground or background population in addition to stars belonging to
the cluster under study. Then parameter set Θj comprises a model
for the cluster with parameters Θclj , which has a likelihood Lclij ,
and a model for the background population with parameters Θbgj ,
which has a likelihood Lbgij . Then the likelihood becomes
Lij = ηi Lclij + (1− ηi) Lbgij (5)
where ηi = 1 if the star is a member of the cluster and ηi = 0 if
the star is part of the contaminating population (intermediate val-
ues are not permitted). Unfortunately, we do not know which stars
are cluster members and which stars are contaminants, so the ηi
values are unknown. This adds N extra parameters to Θj , which is
unfeasible for modelling purposes.
Instead we introduce a mixture model that combines the clus-
ter and background likelihoods
Lij = mi
(
x′i
) Lclij + [1−mi (x′i)] Lbgij (6)
where mi (x′i) = p (ηi = 1 |x′i ) is the prior probability that the
star is a member of the cluster given its position, and hence 1 −
mi (x
′
i) is the prior probability that the star is a member of the
background population given its position.
Note, the posterior membership probability for each star under
a given model can be calculated via
mi = p (ηi = 1) =
miLclij
miLclij + (1−mi)Lbgij
. (7)
⊗
model
Θclj
observed
vi
σvi
Figure 2. Cartoon. The red curve (left) shows the velocity distribution gen-
erated by a (cluster) model with parameters Θclj at the position of the ith
star. The blue curve (right) shows a gaussian with a mean equal to the ob-
served velocity vi of the ith star and a width equal to the uncertainty σvi on
the observed velocity. In order to determine the likelihood of the observed
velocity given the measurement uncertainty and model predictions Lclij , we
convolve these two distributions.
These membership probabilities will be particularly useful once a
best model has been found.
3.3 Membership priors
Parameter mi is the prior probability that star i is a member of
the cluster, given certain of its observed properties. In this paper,
we will use only the position of a star to determine the prior on
its membership probability, however this method can be extended
to also account for other properties – such as magnitudes, colours
and metallicities – when considering whether a star is likely to be a
member of the cluster or the background.
Stars near the projected centre of the cluster are more likely to
be cluster members than stars in the outer parts. The MGE model
for the cluster gives us the luminosity surface density I of the clus-
ter, as given by equation (A12). Our dataset contains only red giant
stars; these have a narrow range of magnitudes, thus we assume
that there is a constant factor that will allow us to convert lumi-
nosity surface density I (in Lpc−2) into number surface density
dNcl (in arcsec−2) such that
dNcl
(
x′i
) ∝ I (x′i) . (8)
We also assume that there is a background number surface density
dNbg. Then the prior probability of cluster membership is given by
mi
(
x′i
)
=
dNcl (x
′
i)
dNcl (x′i) + dNbg (x′i)
(9)
The background number density contribution is unknown. We as-
sume that it is constant throughout the observed cluster field and
is equal to some fraction  of the central cluster number surface
density dN0 = dNcl (0, 0). Then the prior on cluster membership
becomes
mi
(
x′i
)
=
dNcl (x
′
i)
dNcl (x′i) + dN0
(10)
where  is unknown and will be a free parameter in our models.
3.4 Cluster and background models
Likelihood Lclij is the probability of the observed velocity vi given
the measurement uncertainties Si and the cluster-velocity distribu-
tion predicted by the model parameters Θclj at the position of the
© 2013 RAS, MNRAS 000, 1–18
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star, which can be expressed as
Lclij = p
(
vi
∣∣∣x′i,Si, ηi = 1,Θclj ) . (11)
In practice, we convolve the velocity distribution predicted by
the cluster model with a gaussian distribution representing the
observed velocity and its uncertainty. We illustrate the one-
dimensional case by the cartoon in Figure 2. The red curve (left)
shows the velocity distribution generated by a model with parame-
ters Θclj at the position of the ith star. The blue curve (right) shows a
gaussian with a mean equal to the observed velocity vi and a width
equal to the uncertainty σvi on the observed velocity. The model
predictions will change with position and, thus, will be different
for each star.
We will proceed by assuming that the velocity distribution pre-
dicted by the model is a tri-variate gaussian with mean velocity µclij
and covariance Cclij at x
′
i. The likelihood becomes
Lclij = p
(
vi |x′i,Si, ηi = 1,µclij ,Cclij
)
=
exp
[
− 1
2
(
vi − µclij
)T (
Cclij + Si
)−1 (
vi − µclij
)]√
(2pi)n
∣∣(Cclij + Si)∣∣ (12)
where n is the rank of Si; as our hypothetical dataset has proper
motions and line-of-sight velocities, n = 3. Similarly, we assume
that the background model predicts a multi-variate-gaussian veloc-
ity distribution with mean µbgij and covariance C
bg
ij .
Thus far, we have considered a dataset where all stars have full
velocity information, but this is not true for our ω Centauri dataset.
Only a subset of the stars have all three velocity components, a
further subset have only proper-motion measurements, and the rest
have only a line-of-sight velocity measurement. However, we can
still use the same modelling analysis; for stars with only 1 or 2
velocity components we simply use a uni-variate (n = 1) or bi-
variate (n = 2) gaussian for the cluster and background models.
4 JEANS’ MODELS
We model the cluster using an extended version of the axisymmet-
ric Jeans Anisotropic MGE (JAM) formalism described by Cappel-
lari (2008), who presented the projected first- and second-moment
calculations for line-of-sight velocities only. Recently, D’Souza &
Rix (2013) presented second-moment calculations for the major-
and minor-axis proper motions, and Cappellari (2012) presented
the second moment cross-terms. However, the first moments for
the major- and minor-axis proper motions remain uncalculated, so
we do so here. For completeness, we include a derivation of all the
first- and second-moment equations. The calculations are given in
full in Appendix A, we present only a brief introduction and the
final equations here.
We work within an axisymmetric framework where cylindri-
cal polar coordinates (R,φ, z), with R2 = x2 + y2, describe the
intrinsic coordinates of the system and (x′, y′, z′) are the projected
coordinates on the plane of the sky; the x′-axis is aligned with the
projected major axis, the y′-axis with the projected minor axis, and
the z′-axis lies along the line-of-sight such that the line-of-sight
vector is positive in the direction away from us.
For an axisymmetric ( ∂
∂φ
= 0) system in a steady state ( ∂
∂t
=
0), the second moment Jeans equations in cylindrical polars are
ν(v2R − v2φ)
R
+
∂(νv2R)
∂R
+
∂(νvRvz)
∂z
= −ν ∂Φ
∂R
(13)
νvRvz
R
+
∂(νvRvz)
∂R
+
∂(νv2z )
∂z
= −ν ∂Φ
∂z
(14)
In order to obtain a unique solution for the second moments
from these equations, we make two assumptions: that the velocity
ellipsoid is aligned with cylindrical polar coordinate system, so that
vRvz = 0; and that the anisotropy is constant and quantified by
v2R = bv
2
z . The projected second velocity moments along the line
of sight are then given by
I vαvβ
(
x′, y′
)
= 4pi
3
2G
∫ 1
0
N∑
k=1
M∑
j=1
ν0kqjρ0ju
2Iαβ,k
× 1
(1− Cu2)
√
E [1− (1− q2j )u2]
× exp
[
−A
(
x′2 +
(A+ B)
E y
′2
)]
du (15)
where α and β are the projected coordinate directions x′, y′ and z′
and Iαβ,k for each moment is
Ix′x′,k = bkσ2kq2k + DE2 (A+ B)
2 y′2 cos2 i+
D
2E sin
2 i (16)
Iy′y′,k =
(
bk cos
2 i+ sin2 i
)
σ2kq
2
k +Dx′2 cos2 i (17)
Iz′z′,k =
(
bk sin
2 i+ cos2 i
)
σ2kq
2
k +Dx′2 sin2 i (18)
Ix′y′,k = −DE x
′y′ cos2 i (A+ B) (19)
Ix′z′,k = DE x
′y′ cos i sin i (A+ B) (20)
Iy′z′,k =
[
(1− bk)σ2kq2k −Dx′2
]
cos i sin i. (21)
The subscripts j and k refer to quantities associated with the poten-
tial and luminous gaussians respectively.
To calculate the first moments, we must make a further as-
sumption in order to obtain a unique solution: we set the relative
contributions of random and ordered motion to the RMS velocities
via a rotation parameter κk for each component of the luminous
MGE such that
[νvφ]k = κk
([
νv2φ
]
k
−
[
νv2R
]
k
) 1
2
. (22)
The projected first velocity moments along the line of sight are
given by
I vτ
(
x′, y′
)
= 2
√
piG
∫ ∞
−∞
FτG dz′ (23)
where τ represents the projected coordinate directions x′, y′ and z′
and Fτ for each moment is
Fx′ = y′ cos i− z′ sin i (24)
Fy′ = x′ cos i (25)
Fz′ = x′ sin i. (26)
All further terms are defined in Appendix A.
Cappellari (2008) kindly made available his IDL code.
We have converted this code into C in order to speed up
the run time and extended it to calculate all three first mo-
ments and all six second moments. This code is available from
http://github.com/lauralwatkins/cjam.
The maximum likelihood formalism described in Section 3
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requires the velocity vector and covariance matrix at each point
(x′, y′). These are easily obtained from the first and second mo-
ments. The velocity prediction µ for the model is given by
µ = (vx′ , vy′ , vz′) (27)
and the covariance matrix C for the model is given by
C =
 v2x′ − vx′
2 v2x′y′ − vx′ vy′ v2x′z′ − vx′ vz′
v2x′y′ − vx′ vy′ v2y′ − vy′2 v2y′z′ − vy′ vz′
v2x′z′ − vx′ vz′ v2y′z′ − vy′ vz′ v2z′ − vz′2
 .
(28)
5 APPLICATION TO ω CENTAURI
Now that we have laid out our discrete maximum likelihood meth-
ods, we can apply them to ω Centauri. We fix the cluster systemic
velocity at µsysx′ = 3.88 ± 0.41 mas yr−1, µsysy′ = −4.44 ±
0.41 mas yr−1, vsysz′ = 232.02 ± 0.03 km s−1 (van de Ven et al.
2006). The contaminants will predominantly be dwarf stars in the
Milky Way so the contaminating population in our models is as-
sumed to have a velocity of−vsys with a dispersion1 of 50 km s−1
in all directions, which corresponds to ∼0.2 mas yr−1 at the as-
sumed distance of ω Centauri.
D’Souza & Rix (2013) determined rotation parameters2 κk for
their ω Centauri MGE; these values are given in the final column
of Table 1. They were derived by fitting to the cleaned proper mo-
tion data set from van de Ven et al. (2006), the same proper motion
dataset that we use in datasets A and B. The values of the rotation
parameters vary from κ = 0. to κ = −1.1, so it clear that adopt-
ing a single value of κ for the whole cluster would be incorrect.
However, fitting the rotation parameters for the cluster is beyond
the scope of this paper; thus, we fix the rotation parameters to the
D’Souza & Rix (2013) values.
We are left with five free parameters in our models:
(i) λ = − ln (1− β), where β is the velocity anisotropy and
assumed constant for the system, hence bk = 11−β for all k;
(ii) Υ, the mass-to-light ratio, which we assume is constant for
the system;
(iii) q, the median intrinsic flattening of the MGE, which is re-
lated to the inclination angle i via cos i =
√
q′2−q2
1−q2 where q
′ is the
median projected flattening of the MGE;
(iv) d, the distance;
(v) , the contamination fraction.
We expect that the system is approximately isotropic, thus β ∼ 0
and, hence, λ ∼ 0. van de Ven et al. (2006) found an inclination
angle i = 50◦±4◦, which gives median flattening q ∼ 0.91 for the
MGE we have adopted, and a distance d = 4.8±0.3 kpc. They also
found a V-band mass-to-light ratio Υ = 2.5 ± 0.1 M/L, how-
ever D’Souza & Rix (2013) showed that the MGE calculated by
van de Ven et al. (2006) is inconsistent with the projected flattening
of Geyer et al. (1983); as a result their mass and, hence, mass-to-
light ratio is underestimated by ∼7%. By using an improved MGE
fit, we expect to find a mass-to-light ratio of ∼2.7. Contamination
fraction  will, of course, depend upon the dataset that we use: for
1 We choose a dispersion typical of Milky Way dwarf stars, although we
note that our analysis is not sensitive to this value.
2 These parameterise the proportions of ordered and random motions via
equation (22), effectively setting the amount of rotation for the gaussian.
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Figure 3. MCMC chain evolution for dataset A. Top left: anisotropy pa-
rameter λ = − ln (1− β). Top right: V-band mass-to-light ratio Υ. Mid-
dle left: median intrinsic flattening q. Middle right: distance d. Bottom left:
contamination fraction . The points show the values visited by the walkers
at each step, coloured by their likelihood from red (high) to blue (low). The
solid (dotted) lines show the means (dispersions) of the walker values at
each step. The MCMC chain converges tightly.
the cleaned dataset A where we retain only member stars, we ex-
pect that  ∼ 0; as we relax the cuts, we expect that  will increase.
Here we have considered only the parameters estimated by the van
de Ven et al. (2006) study because we are using the same datasets
and so expect to obtain similar results if our models are success-
ful. We note that these values are generally representative of the
set of literature estimates, however we will return to this point in
Section 5.3.
In order to efficiently sample our parameter space, we turn
to Markov Chain Monte Carlo analysis; we use the EMCEE pack-
age developed by Foreman-Mackey et al. (2013), which is an im-
plementation of the affine-invariant MCMC ensemble sampler by
Goodman & Weare (2010). At each step, the algorithm uses a set
of walkers to explore the parameter space; the results from each of
the walkers informs the next choice of models to be evaluated. We
run our models with 100 walkers.
As we have already discussed, the goal of this paper is to de-
velop discrete dynamical modelling tools that are able to deal with
contaminants. However, to first test our models, we apply them to
a cleaned dataset (dataset A) for which we are confident that nearly
all stars are members of ω Centauri. Then we relax the member-
ship and quality cuts and investigate the performance of the models
when contaminants are present (datasets B-F). The six datasets we
use are described in Section 2.3.
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Figure 4. MCMC post-burn distributions for dataset A. The scatter plots show the projected two-dimensional distributions, with ellipses representing the
1σ, 2σ and 3σ regions of the projected covariance matrix. The histograms show the projected one-dimensional distributions, with lines representing the 1σ
projected covariance matrix. From top-to-bottom and left-to-right, the panels show anisotropy parameter λ = − ln (1− β), mass-to-light ratio Υ, median
intrinsic flattening q, distance d and contamination fraction . The anti-correlation between λ and q reflects the shape-anisotropy degeneracy. The discrete
nature of the contamination-fraction panels is due to rounding that we employ in our modelling.
5.1 Cleaned data set
We begin by applying our models to a dataset that has been cleaned
of possible contaminants - set A (see Table 2). Figure 3 shows
the evolution and eventual convergence of the MCMC chain. The
coloured points show the values sampled by the walkers at each
step with the colours representing the likelihood of the model, (red
high and blue low). The solid lines show the means of the walker
values and the dotted lines show the 1σ dispersions of the walker
values. All of the parameters converge tightly; the contamination
fraction converges first, and then the other parameters follow.
Our MCMC chains run for 250 steps. We consider the first
200 steps as the burn-in phase that finds the region of parameter
space where the likelihood is highest. The final 50 steps then con-
stitute the post-burn phase that explores the high-likelihood region.
Figure 4 shows the post-burn distributions for dataset A. We do not
show the points from all 50 steps, but only those from every sec-
ond step as MCMC chains have a one-step memory - that is, points
from the step n are correlated with the points from the step n− 1.
The scatter plots show the two-dimensional distributions of the pa-
rameters, with points coloured according to their likelihoods (red
high and blue low). The ellipses show the 1σ, 2σ and 3σ regions of
the covariance matrix for the post-burn parameter distribution, pro-
jected into each 2-d plane. Anisotropy parameter λ anti-correlates
with the mean flattening q – this is the shape-anisotropy degener-
acy. The histograms show the one-dimensional distributions of the
parameters; the solid black lines show the one-dimensional mean
and standard deviation. The histogram panels also give the one-
dimensional mean and uncertainty for each of the parameters. We
deliberately selected the dataset to be contaminant free, and we see
from Figure 3 that we were successful as the contamination fraction
 has converged to zero with very little scatter.
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Table 3. The post-burn one-dimensional parameter estimates and uncertainties for all six datasets. For reference, the values we expect based on the study of
van de Ven et al. (2006) are shown in the final row with the mass-to-light ratio corrected according to D’Souza & Rix (2013). Dataset A has all cuts applied;
dataset B relaxes the LV cuts; dataset C further relaxed the PM membership cuts; datasets D and E relax the PM blending cuts and errors cuts respectively;
dataset F has not cuts applied. For more details of the datasets, see Section 2.3 and Table 2. We have highlighted the results for dataset C as that is our preferred
dataset (see Section 5.3).
dataset λ β Υ (M/L) q i (deg) d (kpc) (%)
expected ∼ 0 ∼ 0 2.7± 0.1 0.91± 0.01 50± 4 4.8± 0.3 -
A 0.09± 0.03 0.09± 0.03 2.78± 0.06 0.909± 0.003 50.16+1.31−1.20 4.70± 0.09 0.002± 0.001
B 0.11± 0.02 0.10± 0.02 2.70± 0.05 0.908± 0.004 49.87+1.29−1.18 4.61± 0.08 0.190± 0.012
C 0.11± 0.02 0.10± 0.02 2.71± 0.05 0.908± 0.004 49.76+1.28−1.18 4.59± 0.08 0.259± 0.013
D 0.12± 0.03 0.11± 0.02 2.84± 0.05 0.910± 0.003 50.69+1.27−1.17 4.37± 0.07 0.259± 0.014
E 0.09± 0.02 0.09± 0.02 3.04± 0.05 0.908± 0.003 49.87+1.03−0.96 4.09± 0.07 0.404± 0.015
F 0.14± 0.02 0.13± 0.02 3.56± 0.05 0.917± 0.002 53.14+0.99−0.93 3.47± 0.05 0.406± 0.015
The one-dimensional means and uncertainties of the param-
eters are shown in Table 3, along with the results expected based
on previous studies that fitted velocity moments after binning. The
estimates we obtain are all in agreement with the values that we
expected, so our models appear to work well on the cleaned data.
5.2 Relaxing the data-selection cuts
Now we have established that our framework is successful when
applied to a set of bona fide members, it is time to start relaxing
the data-selection cuts to include contaminating populations and
high-error stars. Figure 5 shows the one-dimensional post-burn pa-
rameter distributions for all six datasets (from A at the top through
to F at the bottom), with the columns showing, from left to right:
anisotropy parameter λ, mass-to-light ratio Υ, mean flattening q,
distance d and contamination fraction . The one-dimensional pa-
rameter means and uncertainties are also indicated in each panel,
as well as collected in Table 3.
For all parameters and all datasets the distributions are gaus-
sian, implying that all six runs converged well on their region of
preferred parameter space. We have shown all parameters on the
same scale to facilitate comparison of parameter estimates across
different datasets. We can see that datasets B and C estimate pa-
rameters in excellent agreement with our clean dataset A, while
datasets D, E and F estimate high mass-to-light ratios and cor-
respondingly low distances. Also from the final column we see
that increasing the number of contaminants present in the dataset
increases the estimated contamination fraction, as expected. The
overall trends are clear, now let us consider each dataset in turn.
Set B: Contamination fraction  has increased here, reflecting
the fact that relaxing the selection cuts on the line-of-sight veloc-
ity sample introduced contaminants to the sample. However, it is
encouraging to see that the other values are all in agreement with
those obtained using dataset A, and with the values that we ex-
pected from previous studies. Our models have handled the inclu-
sion of line-of-sight contaminants very well.
Set C: Contamination fraction  has increased further as re-
laxing the velocity-selection cuts on the proper-motion sample has
included more contaminants. The other values are all in agreement
with those obtained using datasets A and B, and with the values that
we expected from previous studies. Once again, the models have
handled the proper-motion foreground population successfully.
Set D: Although the anisotropy and flattening are consistent
with the previous datasets and previous studies, the distance we
obtain here is lower than we expect and the mass-to-light ratio is
much higher so it appears that adding in blended stars from the
proper-motion dataset is unsuccessful. We note that the addition of
the blended stars has not increased the contamination fraction; so
the blended stars are predicted to be cluster members and not con-
taminants, however their inclusion has returned a set of incorrect
parameter estimates.
Set E: Once again, the distance is lower and the mass-to-light
ratio much higher than we expect, although the anisotropy and
flattening are consistent with our expectations. Including proper-
motion stars with high errors has been unsuccessful.
Set F: As including blended stars (set D) and high-error stars
(set E) separately decreased the distance and increased the mass-
to-light ratio favoured by the models, we might expect that adding
blended stars and high-error stars together (set F) would drive
the distance down even lower and the mass-to-light ratio up even
higher, and that is, indeed, what we see here. The inclination an-
gle has also increased for this dataset. Again, we note that adding
blended stars to set E to obtain set F has not changed the estimate
of the contamination fraction, indicating that the blended stars are
cluster members.
Adding in blended stars and high-error stars from the proper-
motion dataset is clearly not successful. However, we do not believe
this to be a failure of our models, as the models for datasets B and C
demonstrated that they are able to work well even when a contami-
nating population is included. Furthermore, as we discussed above,
all runs are able to converge on a best model. So the failure of
these models is not because the chain is unable to converge, instead
it is because the chain converges to incorrect mass-to-light ratios
and distances as a direct consequence of the additional data that
has been included. This suggests that the systematic errors on the
blended stars and the high-error stars in the proper-motion dataset
have been underestimated.
Our models assume that the errors on the proper motion mea-
surements are uncorrelated, which may well not be true, however,
in the absence of correlation estimates, this assumption is the best
we can do. We tried to account for the unreliability of the blended
stars and high-errors stars by adding a (constant) systematic error
in quadrature to their quoted uncertainties. For such an approach
to be successful (i.e. to return parameters consistent with those ex-
pected), the required systematic error was high, indicating that the
model was effectively disregarding these stars. Similarly, we tried
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Figure 5. MCMC post-burn distributions for datasets A (top row) through F (bottom row). The histograms show the projected one-dimensional distributions,
with lines representing the 1σ projected covariance matrix. From left-to-right, the panels show anisotropy parameter λ = − ln (1− β), median intrinsic
flattening q, mass-to-light ratio Υ, distance d and contamination fraction . The values of the mean and 1-sigma uncertainties are also given in each panel. Set
A is a cleaned sample and returns parameters consistent with previous studies. Adding line-of-sight velocity non-members or stars with high errors (set B) and
further adding proper motion non-members (set C) recovers the same parameters. Adding proper motion blended stars (set D), proper motion high-error stars
(set E) or both (set F) causes the predicted mass-to-light ratio to increase and the predicted distance to decrease; this indicates that the errors on the blended
and high-error proper motion stars have been underestimated. As expected, the contamination fraction changes for each dataset as relaxing the cuts changes
the percentage of contaminants in each sample.
including these unreliable stars with a (constant) lower weight in
our analysis. The weight required was low, once again indicating
that the model was effectively disregarding these stars. This high-
lights the fact that accurate errors are vital for studies of this nature.
5.3 Best model
We believe the velocity errors have been underestimated for the
proper motion stars for which there is some blending or for which
the errors are large. As such, we favour the models run using dataset
C; recall that to extract this dataset we made no cuts on velocity,
only on the degree on blending and on the magnitude of the velocity
uncertainties. In this way we eliminate stars for which we do not
trust the quoted errors, while still allowing the models to identify
any outliers among the remaining stars. Here we will concentrate
on the dataset C parameter distributions and models.
As we have used the same dataset as van de Ven et al. (2006),
we expected to find properties in very good agreement with that
study. Thus, so far, we have focused on comparing our results with
the van de Ven et al. (2006) study; and simply noted that these
results are in good agreement with previous and subsequent studies.
However, it is worth taking a moment here to verify that claim and
consider our results in a broader context.
Seitzer (1983) estimated a mass-to-light ratio of 2.3 M/L,
while Meylan (1987) estimated 2.9 M/L. The mass-to-light ra-
tio has been estimated as high as 4.1 M/L (Meylan et al. 1995),
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Figure 6. Predicted velocity and dispersion maps for the best model; each point represents the position of a star in our dataset (C) and the colour of the point
indicates the value of the velocity or dispersion predicted at that position. The quantity plotted is shown in the upper-left corner of each panel. The velocities
(top row) show significant rotation and the dispersions (middle row) highlight the very high central velocity dispersion of ω Centauri. The covariances (bottom
row) are clearly non-zero, demonstrating the importance of their inclusion in our likelihood calculations.
however this is likely an overestimate as this study used spherical
models, yet we know that ω Centauri is significantly flattened. Har-
ris (1996) found a distance for ω Centauri of 5.0±0.2 kpc, which is
the value we adopted for part of our data processing in Section 2.2.
Thompson et al. (2001) estimated a distance 5.36 ± 0.30 kpc us-
ing an eclipsing binary in ω Centauri and Del Principe et al. (2006)
found 5.5± 0.1 kpc using RR Lyrae stars.
More recently, van der Marel & Anderson (2010) found
a mass-to-light ratio of 2.64 ± 0.03 M/L and distance of
4.70 ± 0.06 kpc for models with no IMBH and mass-to-light ra-
tio 2.59 ± 0.03 M/L and distance 4.75 ± 0.06 kpc for mod-
els including an IMBH. Noyola et al. (2008) and Noyola et al.
(2010) adopted the distance from van de Ven et al. (2006) for their
models, and found a mass-to-light ratio ∼ 2.7 M/L outside
of the core radius, with a much higher central mass-to-light ratio
∼ 6.7 M/L, which they attribute to the presence of an IMBH.
In this study, we have estimated a mass-to-light ratio of 2.71±
0.02 M/L and a distance of 4.59± 0.08 kpc. We have already
noted that these are in good agreement with the van de Ven et al.
(2006) study and now we can see that they are also consistent with
many other previous studies.
The beauty of MCMC parameter estimation is that we obtain
not just one best-fit value (with a one-dimensional uncertainty) for
each of our free parameters, but instead a full N-dimensional pa-
rameter distribution (where Figure 4 shows a set of one- and two-
dimensional projections of that parameter space). Nevertheless,
sometimes it is useful to consider a ‘best’ model as a representative
of the wider distribution of models. We consider our best model
to be that with the mean parameters from the final distribution, as
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Figure 7. Left: A comparison of the observed and predicted proper motions (left) and line-of-sight velocities (right) as a function of projected distance for
dataset C. The lower panels show the full position-velocity plane, and the upper panels zoom in to the velocity range of the model predictions. In each panel,
the black points show velocities drawn from the model distributions at each position and the coloured points show the data. The colours represent the posterior
membership probability mi of the stars calculated via equation (10); we can see that most stars have a posterior probability of ∼ 1 (red) or ∼ 0 (blue) with
very few intermediate values, indicating that the models are very successful in identifying outliers. The coherence of the model (black) and high-membership-
probability (∼red) points demonstrates the good agreement between data and model. In order to aid visualisation, we show all stars with mi < 0.99 or
R > 20 arcmin, and every fifth star from the remaining population. Right: Velocity dispersion and anisotropy profiles along the major axis for a subset of
models from the post-burn MCMC sample. The top (upper middle, lower middle) panel shows the velocity dispersion in the direction of the major axis (minor
axis, line of sight). The bottom panel shows the minor-axis to major-axis anisotropy in green and the line-of-sight to major-axis anisotropy in blue. The dotted
line indicates isotropy. There is very little scatter between the different models, suggesting that the estimated ‘best’ parameters are a good representation of the
larger model distribution.
given in Table 3. That is, anisotropy parameter λ = 0.11, mass-
to-light ratio Υ = 2.71 M/L, median flattening q = 0.909,
distance d = 4.59 kpc and contamination fraction  = 0.00259.
To illustrate the dynamical state of ω Centauri, Figure 6 shows
predicted velocity and dispersion maps for the best model. Each
point represents the position of a star in our dataset (C) and the
colour of the point indicates the value of the velocity or dispersion
predicted at that position, as indicated by the colour bars. The top
row shows the major-axis, minor-axis and line-of-sight velocities;
all three panels show significant rotation. The middle row shows
the major-axis, minor-axis and line-of-sight velocity dispersions,
which highlight the very high central velocity dispersion of ω Cen-
tauri. The bottom panels show the covariances; while reasonably
small, they are certainly non-zero and should not be neglected in
our likelihood calculations.
Of course, the best model may not necessarily be a good
model, and so we now compare the model predictions against the
data to show that the model does indeed reproduce the data well.
Figure 7 shows the observed proper motions (left-hand panel) and
observed line-of-sight velocities (middle panel) for dataset C as a
function of projected distance. Our dataset is large so, in order to
aid visualisation, we show all stars with mi < 0.99 or R > 20 ar-
cmin, and every fifth star from the remaining population. The points
are coloured according to the posterior membership probability mi
of the stars calculated via equation (10). Note that most stars have
a posterior probability of ∼ 1 (red) or ∼ 0 (blue) with very few
intermediate values, indicating that the models are very successful
in identifying outliers. Now for each star in dataset C, we draw a
proper motion and a line-of-sight velocity from the model distri-
bution at the position of the star; we show these model predictions
as black points. As the range of the observed velocities is much
larger than the predicted velocities (as we have not excluded ve-
locity outliers in our dataset), we show the full position-velocity
plane in the lower panels and then zoom in to the velocity range
of the model predictions in the upper panels. The coherence of
the model (black) and high-membership-probability data (∼red)
demonstrates the good agreement between data and model.
Thus far we have considered a single ‘best’ model although,
as we have discussed, the MCMC process actually gives us a distri-
bution of good models. So we also wish to consider how this best
model compares to other models in the post-burn sample of the
MCMC chain. To that end, the right-hand panels of Figure 7 show
velocity dispersion and anisotropy profiles along the major axis for
a subset3 of the post-burn MCMC sample.
The top, upper middle and lower middle panels show the ve-
3 We show only a subset for clarity; the subset was chosen by first selecting
only every second run (because MCMC chains have a one-step memory, as
previously discussed) and then selecting the final five of these runs for a
total of 500 models.
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locity dispersion in the direction of the major axis, minor axis and
line of sight respectively. There is very little scatter among the 500
models represented here, indicating that the best model is repre-
sentative of the models in the post-burn sample. The bottom panel
shows the minor-axis to major-axis anisotropy in green and the line-
of-sight to major-axis anisotropy in blue. The dotted line indicates
isotropy. There is more scatter here as we are now taking the ratio
of two similar numbers, nevertheless the shapes of the anisotropy
profiles are in good agreement. We do not include a data compari-
son in these plots, as to do so we would have to clean the dataset of
contaminants, bin the remaining sample and then calculate disper-
sions in each bin; this is exactly what we have been trying to avoid
by developing these models.
6 DISCUSSION
In the previous sections, we have shown that a discrete approach to
dynamical modelling is able to recover the properties of ω Centauri
remarkably well. It is now worth considering how we might extend
the basic models we have presented here.
We have adopted a single velocity anisotropy and mass-to-
light ratio for the entire system. This is a reasonable assumption
for the present work as van de Ven et al. (2006) and van der Marel
& Anderson (2010) both showed that the change of anisotropy and
mass-to-light ratio with radius is mild. However, if we wish to in-
vestigate the possible presence of unseen matter, the models would
benefit from greater freedom in the anisotropy and mass profiles.
We have allowed the rotation parameters to vary across the clus-
ter, but we did not include these as free parameters in our mod-
els, instead fixing them to the values estimated by D’Souza & Rix
(2013). A better approach would then be to allow the anisotropy, ro-
tation and mass-to-light ratio to vary across the MGE, resulting in
nonparametric anisotropy, rotation and mass-to-light profiles (see
also van den Bosch et al. 2006; Jardel & Gebhardt 2012; den Brok
et al. 2013). The one-dimensional gaussian background models we
have used here are also overly simplistic; certainly for objects in
the Milky Way, the models could be improved by estimating the
foreground and background contamination using, for example, the
Besanc¸on models of Robin et al. (2003).
For globular clusters, like ω Centauri, there is also consid-
erable debate about the presence (or absence) of IMBHs at their
centres. Our models are readily extensible to include IMBHs: we
can simply add an extra gaussian to the mass MGE to simulate this
non-luminous massive component. In this way, we hope to deter-
mine whether or not globular clusters host IMBHs, and to place
limits on the mass of the IMBHs, if they are found to exist. Such
studies require large amounts of data near the projected centre of
the cluster. Of course, it is only stars that are physically close to the
centre of the cluster that are sensitive to an IMBH. Discrete mod-
elling is important to ensure that we make optimal use of the data
at the projected centre (see den Brok et al. 2013).
Another matter of debate for some globular clusters, including
ω Centauri, is whether or not they contain dark matter, which has
implications for theories of their formation. If they are indeed the
stripped remnants of nucleated dwarf ellipticals as has been sug-
gested, then they would once have contained dark matter; most of
this dark matter will have been stripped away, but small amounts
could still be detectable. Of course, for dwarf spheroidal galaxies,
there is no doubt of their dark matter content. We know that they
are some of the most dark-matter-dominated systems that exist, but
we do not know how that dark matter is distributed. Cosmologi-
cal simulations predict cuspy profiles while observations tend to
favour cored profiles, though modellers are typically able to find
both cored and cusped profiles that can describe the data. In light
of this, we would also like to add dark matter to our models. Just
as we discussed for the inclusion of IMBHs, we can fit for an extra
dark matter component by adding extra gaussians to the MGE that
approximate any dark matter profile we may wish to test.
The data we have used in this study is not sufficient to draw
conclusions on a possible IMBH or dark matter component in
ω Centauri, however there is more data available for ω Centauri
than we have used here, which will enable us to do so in subse-
quent studies. Anderson & van der Marel (2010) presented almost
170 000 HST proper motions near the projected centre of ω Cen-
tauri, with which we hope to search for an IMBH; similar datasets
will soon be available for many more clusters (Bellini et al. 2013).
In addition, Bellini et al. (2009) provided almost 360 000 ground-
based proper motions out to 33 arcmin, with which we hope to
study the outermost reaches of ω Centauri for evidence of dark mat-
ter.
A further extension that can be made to these models is the in-
clusion of non-kinematic data, particularly abundance information.
Dwarf spheroidal galaxies and an increasing number of globular
clusters are found to host multiple stellar populations. ω Centauri
is a prime example: Johnson & Pilachowski (2010) found that its
red giant branch (RGB) metallicity distribution is best described by
five individual, overlapping components. The origin and formation
of these populations is unknown. We would like to know if stars
of different metallicity also have different kinematical properties,
which could constrain their formation histories.
The simplest way to do this is to split a sample of stars into a
metal-rich and a metal-poor sample and to study their kinematics
separately. This has been done before for binned models of Sculp-
tor (Battaglia et al. 2008). The problem with hard cuts that split the
data is that the size of the datasets is reduced; of course, this is more
of a problem for binned models where the datasets have already
been severely degrading through the binning itself, but may also be
a challenge for discrete models, particularly when sample sizes are
small to start with. Hard cuts also require that we fix the boundary
between metal-rich and metal-poor stars, which is not straightfor-
ward as metallicity distributions are overlapping. The great power
of discrete models is that instead of making hard cuts, we can ex-
tend the likelihood functions to incorporate metallicity information
and let the models determine which stars are more likely to be metal
rich and which are more likely to be metal poor (see also Amorisco
& Evans 2012a; Amorisco et al. 2013).
This discussion also highlights another issue that we should
consider. ω Centauri is one of the best datasets that we have for
globular clusters or dwarf galaxies. We have proper-motion and
line-of-sight-velocity datasets, both numerous and to high preci-
sion. For other Local Group objects, where the data is neither as
plentiful or of such high quality, what constraints will we be able
to place on their properties? Conversely, how many (or how few)
stars do we need, and of what quality, in order to determine their
structures?
Finally, we consider how we might extend the modelling ma-
chinery itself. In this paper, we have used Jeans models to calcu-
late velocity moments for a set of model parameters. The particular
Jeans models we have used are axisymmetric, though we note that
this is not a drawback of Jeans models in general as solutions of
the Jeans equations in triaxial geometry are available (van de Ven
et al. 2003). For ω Centauri, axisymmetry is a reasonable assump-
tion, however triaxial models would be a better choice for dwarf
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spheroidal galaxies as dark matter halos are predicted to be (pro-
late) triaxial (Jing & Suto 2002). Even so, to solve the Jeans equa-
tions in general (ad-hoc) assumptions on the velocity anisotropy
have to be made, and, of greater concern, Jeans models can return
unphysical solutions with negative distribution functions. Starting
from a (parameterised) non-negative distribution function is also
very hard; even though its dependence on six phase-space coordi-
nates can in general be reduced to three integrals of motion through
Jeans’ theorem (Jeans 1915), only for specific choices like Sta¨ckel
potentials explicit expression of all integrals of motion are known
(e.g. de Zeeuw 1985). Numerical modelling techniques such as
Schwarzschild (1979)’s orbit-superposition (e.g. Rix et al. 1997;
Cretton et al. 1999; Thomas et al. 2004; van de Ven et al. 2006;
van den Bosch et al. 2008) and made-to-measure (M2M, e.g. Syer
& Tremaine 1996; de Lorenzi et al. 2007; Dehnen 2009; Long &
Mao 2010) methods return a physical solution without having to
specify the distribution function and hence also without having to
make any (ad-hoc) assumptions on the velocity anisotropy. Since
the drawback of these numerical techniques is that they can be com-
putationally expensive, the Jeans models will still be very useful to
first reduce the larger possible parameter space.
7 CONCLUSIONS
We have developed a discrete dynamical modelling framework and
have successfully applied it to Galactic globular cluster ω Centauri.
By treating the stars as discrete data points, we do not suf-
fer from the loss of information inherent in analyses that bin the
stars and calculate velocity moments in each bin. We use Jeans
models to calculate the predicted velocity and dispersion for a star
under a given set of model parameters. We allow for a contami-
nating population in the models, instead of eliminating suspected
non-member stars from the datasets a priori. Finally, we adopt a
maximum-likelihood approach to evaluate how well a model is able
to reproduce the data and use MCMC to efficiently explore our pa-
rameter space.
We tested our models on ω Centauri as it is a scientifically
interesting object for which a large quantity of high-quality data
is available. We were able to recover parameters consistent with
previous modelling attempts (e.g. van de Ven et al. 2006; van der
Marel & Anderson 2010), even in the presence of a contaminating
population. We find that ω Centauri has a mildly radial velocity
anisotropy β = 0.10± 0.02, an inclination angle of i = 50◦ ± 1◦,
a V-band mass-to-light ratio Υ = 2.71 ± 0.05 M/L and is
at a dynamical distance d = 4.59 ± 0.08 kpc. Our models have
not considered the possibility of an IMBH at its centre or of dark
matter in its outer regions, however they are readily extensible to
do so, and we plan to revisit these issues in future papers.
In a similar study with the same datasets, van de Ven et al.
(2006) found that stars from the ω Centauri proper motion cata-
logue of van Leeuwen et al. (2000) with average errors larger than
0.2 mas yr−1 inflated the velocity dispersion (below this error limit,
the velocity dispersion remained constant). As a result, they re-
moved these stars from their analysis. They also removed stars that
were blended in the photographic plates. We ran models both with
and without these low-quality (high-error or blended) stars. Models
that included the low-quality stars returned a lower best-fit distance
and a higher best-fit mass-to-light ratio than we obtained for mod-
els of the high-quality stars (which were in excellent agreement
with previous studies). The failure of our models when including
the low-quality stars is not a fault of the models but of the data and
highlights the importance or proper error estimation.
This is a promising start. However, in this preliminary analy-
sis, we have used models that require a number of undesirable as-
sumptions, we have used only simple background models and we
have not included any chemical information. Nevertheless, these
results demonstrate that we have the machinery in place to handle
both current and upcoming datasets in the Local Group, now we can
work on further developing the maximum likelihood techniques
to work with more powerful dynamical models and to incorporate
more than only velocity information. We have shown here that our
discrete models can successfully reproduce results obtained from
previous binned models. The true advantages of such a discrete
treatment of these datasets will become apparent in future papers
as we extend our models beyond that which is possible with binned
data.
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APPENDIX A: JAM CALCULATIONS
Here we present a complete derivation of all the first and second
velocity-moment calculations in the JAM formalism. Cappellari
(2008) originally calculated the line-of-sight first and second mo-
ment equations, D’Souza & Rix (2013) calculated the second mo-
ments for the major- and minor-axis proper motions, and Cappel-
lari (2012) calculated the second moment cross-terms. However,
the first moments for the major- and minor-axis proper motions
remain uncalculated, so we do so here. For completeness, we in-
clude a derivation of all the first- and second-moment equations.
We provide only a brief introduction of the models and concentrate
on the calculations; for an extended discussion on the JAM formal-
ism, see Cappellari (2008). Our code, written in C, is available at
http://github.com/lauralwatkins/cjam.
A1 Coordinate system
As we are using axisymmetric models of dynamical systems, it is
natural to use either cartesian (x, y, z) or cylindrical polar (R,φ, z)
coordinates to describe the intrinsic shape of the system, where the
z-axis is the symmetry axis and R2 = x2 + y2. The velocity com-
ponents are then related via vxvy
vz
 =
 cosφ − sinφ 0sinφ cosφ 0
0 0 1
 vRvφ
vz
 . (A1)
We define a second set of coordinates in the plane of the sky
(x′, y′, z′), where the x′-axis is aligned with the projected major
axis, the y′-axis with the projected-minor axis and the z′-axis lies
along the line-of-sight such that the line-of-sight vector is positive
in the direction away from us. Note that, while the intrinsic coordi-
nates describe a right-handed system, the sky coordinates describe a
left-handed system because of the way we have defined the positive
z′-direction. The sky coordinates related to the intrinsic coordinates
via x′y′
z′
 =
 1 0 00 − cos i sin i
0 sin i cos i
 xy
z
 . (A2)
The velocities are related similarly. Thus, the first velocity mo-
ments in the plane of the sky are
vx′ = vR cosφ− vφ sinφ (A3)
vy′ = − (vR sinφ+ vφ cosφ) cos i+ vz sin i (A4)
vz′ = (vR sinφ+ vφ cosφ) sin i+ vz cos i (A5)
and the second velocity moments are
v2x′ = v
2
R cos
2 φ+ v2φ sin
2 φ (A6)
v2y′ =
(
v2R sin
2 φ+ v2φ cos
2 φ
)
cos2 i+ v2z sin
2 i
− 2vRvz sinφ sin i cos i (A7)
v2z′ =
(
v2R sin
2 φ+ v2φ cos
2 φ
)
sin2 i+ v2z cos
2 i
+ 2vRvz sinφ sin i cos i (A8)
vx′vy′ =
(
−v2R + v2φ
)
cosφ sinφ cos i+ vRvz cosφ sin i (A9)
vx′vz′ =
(
v2R − v2φ
)
cosφ sinφ sin i+ vRvz cosφ cos i (A10)
vy′vz′ =
(
−v2R sin2 φ− v2φ cos2 φ+ v2z
)
cos i sin i
− vRvz sinφ
(
cos2 i− sin2 i) (A11)
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where we have included the fact that vRvφ = vφvz = 0 due to the
assumption of axisymmetry. We will later assume that the veloc-
ity ellipsoid is aligned with the cylindrical coordinate system, thus
fixing vRvz = 0.
A2 MGE prescription
The JAM models parameterise light and mass profiles as MGEs
(Emsellem et al. 1994). In this case, the projected surface bright-
ness I of the object is given by
I
(
x′, y′
)
=
N∑
k=1
Lk
2piσ2kq
′
k
exp
[
− 1
2σ2k
(
x′2 +
y′2
q
′2
k
)]
(A12)
where, for each of the N gaussian components, Lk is the total lu-
minosity, 0 ≤ q′k ≤ 1 is the observed (projected) axial ratio and σk
is the dispersion along the major axis. The corresponding intrinsic
(deprojected) luminous density is then
ν (R, z) =
N∑
k=1
Lk
(2piσ2k)
3/2 qk
exp
[
− 1
2σ2k
(
R2 +
z2
q2k
)]
(A13)
where the intrinsic axial ratios qk are related to the projected axis
ratios via the inclination angle of the system:
qk =
√
q
′2
k − cos2 i
sin i
(A14)
For face-on systems, i = 0◦; for edge-on systems, i = 90◦.
The mass density of the system is similarly described using a
series of M gaussians by
ρ (R, z) =
M∑
j=1
Mj(
2piσ2j
)3/2
qj
exp
[
− 1
2σ2j
(
R2 +
z2
q2j
)]
. (A15)
In general, the mass gaussians are independent of the luminous
gaussians. This density generates a gravitational potential of
Φ (R, z) = −
√
2
pi
G
∫ 1
0
N∑
k=1
MjHj(u)
σj
Du (A16)
where G is the gravitational constant and
Hj(u) =
exp
[
− u2
2σ2j
(
R2 + z
2
1−(1−q2j )u2
)]
√
1− (1− q2j )u2
(A17)
Extra features, such as black holes and dark halos, can be included
in the models by adding extra gaussians to the luminous and mass
expansions, as appropriate.
A3 Jeans equations
For an axisymmetric ( ∂
∂φ
= 0) system in a steady state ( ∂
∂t
= 0),
the second moment Jeans equations in cylindrical polars are
ν(v2R − v2φ)
R
+
∂(νv2R)
∂R
+
∂(νvRvz)
∂z
= −ν ∂Φ
∂R
(A18)
νvRvz
R
+
∂(νvRvz)
∂R
+
∂(νv2z )
∂z
= −ν ∂Φ
∂z
(A19)
In order to obtain a unique solution for the second moments from
these equations, we make two assumptions: that the velocity el-
lipsoid is aligned with cylindrical polar coordinate system, so that
vRvz = 0; and that the anisotropy is constant and quantified by
v2R = bv
2
z . (Note: when this is the semi-isotropic case when b = 1.)
If we further impose the boundary condition that νv2z = 0 as
z →∞ then the equations become
νv2φ(R, z) = b
[
R
∂(νv2x)
∂R
+ νv2z
]
+Rν
∂Φ
∂R
(A20)
νv2z (R, z) =
∫ ∞
z
ν
∂Φ
∂z
Dz. (A21)
Substituting for ν from equation (A13) and Φ from equation (A16),
we obtain[
νv2R
]
k
= bk
[
νv2z
]
k
(A22)[
νv2z
]
k
= 4piG
∫ 1
0
M∑
j=1
σ2kq
2
kνkqjρ0jHj(u)u2
1− Cu2 du (A23)
[
νv2φ
]
k
= 4piG
∫ 1
0
M∑
j=1
(DR2 + bkσ2kq2k)
× νkqjρ0jHj(u)u
2
1− Cu2 du (A24)
where νk = νk (R, z) and ρ0j = ρj (0, 0) and we have defined
C = 1− q2j − σ
2
kq
2
k
σ2j
(A25)
D = 1− bkq2k −
[
(1− bk)C + (1− q2j )bk
]
u2 (A26)
A4 Line-of-sight integration of the second velocity moments
In general, the second velocity moments have contributions from
each of the radial, azimuthal and vertical mean squared velocities,
so let us consider
I vαvβ
(
x′, y′
)
=
N∑
k=1
[∫ ∞
−∞
{
fαβ
[
νv2R
]
k
+ gαβ
[
νv2φ
]
k
+hαβ
[
νv2z
]
k
}
dz′
]
(A27)
where α and β represent each of the x′, y′ and z′ directions and
fαβ , gαβ and hαβ are all functions of z′. Substituting from the
Jeans’ equations, we get
I vαvβ
(
x′, y′
)
= 4piG
∫ 1
0
(
M∑
j=1
N∑
k=1
qjρ0ju
2
1− Cu2
×
∫ ∞
−∞
Fαβ,k νkHj(u) dz′
)
du (A28)
where
Fαβ,k = [(fαβ + gαβ) bk + hαβ ]σ2kq2k + gαβDR2, (A29)
which is function of z′.
Further substituting for the MGE components, we get
I vαvβ
(
x′, y′
)
= 4pi
3
2G
∫ 1
0
N∑
k=1
M∑
j=1
ν0kqjρ0ju
2Iαβ,k
× 1
(1− Cu2)
√
E [1− (1− q2j )u2]
× exp
[
−A
(
x′2 +
(A+ B)
E y
′2
)]
du
(A30)
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where ν0k = νk(0, 0) and we have defined
Iαβ,k = 1√
pi
∫ ∞
−∞
Fαβ,k exp
[−w2] dw (A31)
with
w = E 12 z′ + B cos i sin iy
′
E 12
(A32)
and
A = 1
2
(
1
σ2k
+
u2
σ2j
)
(A33)
B = 1
2
(
1− q2k
σ2kq
2
k
+
(1− q2j )u4
σ2j [1− (1− q2j )u2]
)
(A34)
E = A+ B cos2 i. (A35)
If Fαβ,k = K0 +K1z′+K2z′2 for constantsK0,K1 andK2, then
Iαβ,k = K0 − By
′ cos i sin i
E K1
+
E + 2B2 cos2 i sin2 iy′2
2E2 K2 (A36)
A4.1 Projected-major-axis proper motion
Now we consider the particular case for the projected-major-axis
proper motion projected second moment along the line-of-sight.
From equation (A6), we find
fx′x′ = cos
2 φ
gx′x′ = sin
2 φ
hx′x′ = 0 (A37)
so
Fx′x′,k = D sin2 i z′2 − 2Dy′ cos i sin i z′
+Dy′2 cos2 i+ bkσ2kq2k (A38)
and finally
Ix′x′,k = bkσ2kq2k + DE2 (A+ B)
2 y′2 cos2 i+
D
2E sin
2 i. (A39)
A4.2 Projected-minor-axis proper motion
Now we consider the particular case for the projected-minor-axis
proper motion projected second moment along the line-of-sight.
From equation (A7), we find
fy′y′ = sin
2 φ cos2 i
gy′y′ = cos
2 φ cos2 i
hy′y′ = sin
2 i (A40)
so
Fy′y′,k =
(
bk cos
2 i+ sin2 i
)
σ2kq
2
k + cos
2 iDx′2 (A41)
and finally
Iy′y′,k =
(
bk cos
2 i+ sin2 i
)
σ2kq
2
k +Dx′2 cos2 i. (A42)
A4.3 Line-of-sight velocity
Now we consider the particular case for the line-of-sight veloc-
ity projected second moment along the line-of-sight. From equa-
tion (A8), we find
fz′z′ = sin
2 φ sin2 i
gz′z′ = cos
2 φ sin2 i
hz′z′ = cos
2 i (A43)
so
Fz′z′,k =
(
bk sin
2 i+ cos2 i
)
σ2kq
2
k + sin
2 iDx′2 (A44)
and finally
Iz′z′,k =
(
bk sin
2 i+ cos2 i
)
σ2kq
2
k + sin
2 iDx′2. (A45)
A4.4 Projected-major-axis proper motion &
projected-minor-axis proper motion
Now we consider the particular case for the projected-major-axis
proper motion and projected-minor-axis proper motion projected
second moment along the line-of-sight. From equation (A9), we
find
fx′y′ = − cosφ sinφ cos i
gx′y′ = cosφ sinφ cos i
hx′y′ = 0 (A46)
so
Fx′y′,k = −Dx′y′ cos2 i+Dx′ cos i sin iz′ (A47)
and finally
Ix′y′,k = −DE x
′y′ cos2 i (A+ B) (A48)
A4.5 Projected-major-axis proper motion & line-of-sight
velocity
Now we consider the particular case for the projected-major-axis
proper motion and line-of-sight velocity projected second moment
along the line-of-sight. From equation (A10), we find
fx′z′ = cosφ sinφ sin i
gx′z′ = − cosφ sinφ sin i
hx′z′ = 0 (A49)
so
Fx′z′,k = Dx′y′ cos i sin i−Dx′ sin2 iz′ (A50)
and finally
Ix′z′,k = DE x
′y′ cos i sin i (A+ B) (A51)
A4.6 Projected-minor-axis proper motion & line-of-sight
velocity
Now we consider the particular case for the projected-minor-axis
proper motion and line-of-sight velocity projected second moment
along the line-of-sight. From equation (A11), we find
fy′z′ = − sin2 φ cos i sin i
gy′z′ = − cos2 φ cos i sin i
hy′z′ = cos i sin i (A52)
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so
Fy′z′,k = cos i sin i
[
(1− bk)σ2kq2k −Dx′2
]
(A53)
and finally
Iy′z′,k =
[
(1− bk)σ2kq2k −Dx′2
]
cos i sin i (A54)
A5 Line-of-sight integration of the first velocity moments
In general, the first velocity moments will have contributions from
each of the radial, azimuthal and vertical velocities. However, from
the assumption that the velocity ellipsoid is aligned with the cylin-
drical coordinate system, we have vR = vz = 0, so let us consider
I vτ
(
x′, y′
)
=
∫ ∞
−∞
ν vφ fτ dz
′. (A55)
where fτ is a function of z′ and τ represents the projected coordi-
nate axes x′, y′ and z′.
For calculation of the second moments, we were forced to
make two assumptions in order obtain a unique solution; these
are no longer sufficient for a unique solution for the first moments
and we require a further assumption. Physically, we determine (or
set) the relative contributions of random and ordered motion to the
RMS velocities. In practice, we are setting a relation between v2φ,
which we know from the Jeans equations, and vφ, which we require
to calculate the first velocity moment. To do this, we define for each
Gaussian component
[νvφ]k = κk
([
νv2φ
]
k
−
[
νv2R
]
k
) 1
2 (A56)
where κk quantifies the rotation of the kth Gaussian component
such that κk = 0 when not rotating and |κk| = 1 when the velocity
ellipsoid is circular. Then from
νvφ
2 =
N∑
k=1
[
νvφ
2]
k
(A57)
we get
νvφ =
[
ν
N∑
k=1
κ2k
([
νv2φ
]
k
−
[
νv2R
]
k
)] 12
(A58)
Substituting this into equation (A55), we obtain
I vτ
(
x′, y′
)
= 2
√
piG
∫ ∞
−∞
FτG dz′ (A59)
where Fτ = Rfτ and
G =
[
ν
∫ 1
0
N∑
k=1
M∑
j=1
κ2kνkqjρ0jHj(u)u2D
1− Cu2 du
] 1
2
. (A60)
A5.1 Projected-major-axis proper motion
Now we consider the particular case for the projected-major-axis
proper motion projected first moment along the line-of-sight. From
equation (A3), we find fx′ = − sinφ and, thus,
Fx′ = y′ cos i− z′ sin i. (A61)
A5.2 Projected-minor-axis proper motion
Now we consider the particular case for the projected-minor-axis
proper motion projected first moment along the line-of-sight. From
equation (A4), we find fy′ = − cosφ cos i and, thus,
Fy′ = −x′ cos i. (A62)
A5.3 Line-of-sight velocity
Now we consider the particular case for the line-of-sight velocity
projected first moment along the line-of-sight. From equation (A5),
we find fz′ = cosφ sin i and, thus,
Fz′ = x′ sin i. (A63)
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