ABSTRACT Some control actions (e.g., scheduling overtime production during breaks to catch up throughput) in a serial production line will drive the system to different states at the end time of the actions (defined as the action end-state), and influence the system production in future time.
I. INTRODUCTION
In a manufacturing system, different control actions may have different effects on system behavior and production in future time [1] - [4] . Some actions (e.g., scheduling overtime production during breaks to catch up throughput, scheduling machine to be in hibernation during production shift for energy saving) will drive the system to different states. Such altered system states at the end time of a selected action, i.e., action end-state, will change the system production in future time [5] , [6] . Some other actions (e.g., system reconfiguration) will impact both system state and parameters such as machine failure rate and cycle time [4] , [7] , [8] . This impact in system parameters will lead to changes in manufacturing system long-term steady-state behavior (e.g., long-term average production rate). To better evaluate the performance of different actions and select the right action for improving system production, it is critical to understand their corresponding end-state or parameter change impact on system future or long-term steady-state dynamic behavior and production [1] , [7] - [9] .
Most of the existing studies in manufacturing system performance analysis have been focused on investigating manufacturing system long-term steady-state behavior and its relationship with system parameters. Both analytical and simulation methods are developed [7] , [8] , [10] , [11] . An aggregation method is proposed in [12] to approximate long-term average production rate, work in process, etc. Liu et al. [13] introduce an aggregation method to evaluate the approximate value of system long-term performance and identify the bottleneck. By combining optimization approach and simulation-based analytics, Um et al. [14] develop systematic analysis methods to evaluate the long-term average vehicle utilization and throughput of a flexible manufacturing system with an automated guided vehicle . Manufacturing system long-term steady-state performance can be effectively used to evaluate and improve the system design and aforementioned parameter change related actions. However, due to the fundamental differences between system long-term steadystate behavior and real-time behavior, it very challenging to apply these results to manufacturing system real-time monitoring [15] and end-state future production impact analysis and evaluation [16] .
Some research has been reported to analyze manufacturing system real-time behavior and performance based on detailed sensor information [15] , [17] - [19] . Zou et al. [17] develop a data-driven model and performance evaluation method to describe real-time production dynamics and identify the causes of production loss in a real-time basis. To obtain critical production performance information, Zhang et al. [20] establish a real-time performance analysis and failure diagnosis model based on sensor data. Given the real-time sensor data, one can accurately assess manufacturing system real-time behavior and production performance through these data-driven methods. However, the prognosis of system future performance has not been emphasized in these studies.
Some studies can be found focusing on the analysis of manufacturing system future behavior [16] , [21] - [23] . Given the initial system state, Chen et al. [22] develop an algorithm based on aggregation method to approximately evaluate the probability involution of manufacturing system states during transients, such as probability distribution of buffer levels and machine processing speeds in future time. However, due to the complex nature of manufacturing systems, closedform solutions of such probability distribution can only be acquired under certain strong assumptions (e.g., production performance within a short future time window) or for certain simplified systems (e.g., 2-machine-1-buffer systems). Therefore, it is challenging to further utilize these methods to analyze and evaluate the impact of initial state (or end-state) on system future production. By using dynamic programming, Cheng et al. [5] search for optimal shutdown policies to perform maintenance, calibration, installation, and upgrade tasks in manufacturing systems. The search algorithm considers the end-state goal fulfillment benefit and the costs of overtime and lost production time. Since such benefit of each end-state is given beforehand, the end-state impact on future production is not analyzed in [5] . To conveniently and accurately evaluate the performance of different endstates and their corresponding control actions, it is essential to analyze the end-state impact on system future behavior and production, and to find the closed-form solutions to such impact. This paper is devoted to address these issues. We consider the control actions that will drive the system to different states without changing system parameters. By using the system physical constraints, we analyze and evaluate the impact of end-state on system future production. Furthermore, we propose the concept of end-state recovery time and investigate its properties to describe the pattern of this impact, and to identify the future time span within which the system production is impacted by the end-state. The robustness of different end-states against disruption events is also investigated and assessed. The major contributions of the paper are in: 1) analyzing the impact of end-state on future production and proposing the concept of end-state recovery time to identify the pattern of such impact; 2) establishing analytical methods to evaluate the end-state production impact and recovery time; and 3) obtaining a closed-form solution to calculate the robustness of the end-state and its corresponding action with respect to disruption events.
The rest of the paper is organized as follows: The assumptions and notations are given, and a mathematical model of the manufacturing system is established in Section II. Section III analyzes the end-state production impact, recovery time and robustness, and proposes analytical evaluation methods for these indexes. Numerical experiments are carried out in Section IV. Finally, Section V gives the conclusions and future works. 
II. SYSTEM DESCRIPTION AND MODELING

A. SYSTEM DESCRIPTION
The structure of a typical serial production line is presented in Fig. 1 . This production line consists of M machines (represented by rectangles) and M − 1 buffers (represented by circles). Continuous flow models are adopted for ease of analysis. In continuous flow modes, the quantity of jobs is assumed to vary continuously from zero to its capacity. Such models can be generally applied to discrete systems without affecting the real system dynamics [11] , [15] . The following notations and assumptions are adopted: 1) S i denotes the i th machine, where 1 ≤ i ≤ M . Each machine S i has a rated speed (or flow rate) 1/T i , where T i is the base cycle time of machine S i . It is also assumed that T i is non-identical for each machine, i.e., the system is asynchronous;
3) S M * denotes the slowest machine that is closest to the end-of-line machine S M , since there might be one or multiple slowest machines in a system as described in 2 13) Naturally, all machines will be switched on during production shifts, and switched off during non-production shifts or breaks. i.e., U(t) = 1, ∀t ∈ productionshifts, and U(t) = 0, ∀t ∈ breaks;
, denotes a control action, such as scheduling overtime production during breaks to catch up throughput or scheduling machine to be in hibernation during production shift. This is done by turning off (set 
B. SYSTEM MODEL
A manufacturing system is a dynamic system. We treat the random disruptions W (t) and control input U(t) as the external forces. The external forces and buffer capacity constraints will drive the machines up/down or blockage/starvation status changes as described in assumptions 7)-10), which will be reflected as changes in the buffer levels b(t). Therefore, b(t), W (t), and U(t) can be utilized to describe the manufacturing system dynamic behavior at time t. Thus, b(t) is selected as the system state variable. Given b(t), W (t), and U(t) at the time t, we can model the system by using state space equation of the form [17] , [24] .
where
, and F i ( * ) is the dynamic function of buffer B i . In addition, a measurement equation is proposed to model the system output Y (t) [24] .
where H ( * ) is the measurement equation, and V (t) is the unknown measurement errors or noise.
In this paper, we do not consider the measurement errors or noise, and (2) will then be rewritten as
According to the conservation of flow, for any two machines S i and S j , ∀i, j ∈ {1, . . . , M } , i = j, their accumulated production counts up to time t, and levels of all buffers in between satisfy the equation below.
and
Note that τ ij (t) has an upper bound. This upper bound represents the condition that all buffers between machine S i and S j are full (for i < j) or empty (for i > j). Denote β ij as this boundary. We have
Thus τ ij (t) cannot exceed this boundary, i.e.,τ ij (t) ≤ β ij . If τ ij (t) = β ij and T i < T j , then the production process at VOLUME 6, 2018 machine S i will be constrained by machine S j , i.e., the processing speed of machine S i will reduce to that of machine S j . If τ ij (t) < β ij , then the process at machine S i will not be constrained by machine S j . Hence, an operational machine either processes at its own rated speed (if it is not constrained) or at the speed of other machines (if it is constrained). Denote
. This can be further summarized as
where ζ (x, y) is a segment function defined as
By considering the interactions between all other machines and machine S i , we obtain
Inserting (8) into (5) yields the dynamic function F i ( * ) aṡ
The state space and measurement equations are then acquired by applying the previous analysis to all buffers.
. . .
Therefore, F ( * ) and H ( * ) are specified. The data-driven mathematical model of the serial production line is then illustrated by (10) and (11) . Given the initial state b (0), and sensor data of W (t) and U(t), one can obtain the system state and production performance at any given time through recursively calculation using (10) and (11) . We will further investigate how different control actions and their end-states would impact future production in Section III.
III. ANALYSIS AND EVALUATION OF END-STATE PRODUCTION IMPACT
This paper considers the control actions that will drive the system to different states, i.e., action end-states, without changing system parameters or system characteristics such as distribution of disruption events. Therefore, the future effects of such actions can be approximated by their end-state impact on system future production. In this section, we investigate the end-state production impact to better evaluate the performance of the corresponding action.
A. ANALYSIS OF END-STATE PRODUCTION IMPACT AND RECOVERY TIME
Based on the discussion at the end of Section II-A, a control action A may change the natural U(t) as described in assumption 13) 
Proof: Based on (10), we have
According to (13) , once |δb (t, A)| = 0, we can obtain that δb t , A = 0 and δḃ t , A = 0 for ∀t ≥ τ . That is to say, |δb ( * , A)| will then always be 0. Hence, based on Definition 1, (12) can be utilized to evaluate the end-state recovery time.
In addition, it is concluded from the proof of Lemma 1 that the end-state b t A end , A or perturbation δb t A end , A will only affect the system state and production performance within the recovery time. δPC t A end , t, A will settle down to a constant value after the recovery time. Typical behavior of δPC t A end , t, A is presented in Fig. 2 . Therefore, we can obtain the production impact of the end-state b t A end , A and its corresponding action A as the production perturbation δPC M t A end , t A end + T * b t A end , δb t A end , A , A within the recovery time. 
B. EVALUATION OF END-STATE IMPACT AND RECOVERY TIME IN CLEAN CASE SCENARIO
For ease of analysis and calculation, we first evaluate the end-state production impact and recovery time in clean case scenario with no disruption events.
Based on assumption 13), all machines will be switched on during production shifts, and there will be no disruption event in clean case scenario, i.e., U(t) = 1 and W (t) = 0, ∀t > t A end . By integrating (9) and (13), we have, (14) , as shown at the top of the next page, where similar to (4), we define, τ ij (t, A), as shown at the top of the next page.
According to (14) and Lemma 1, we can solve for the upper bound value T * b t A end , δb t A end , A of the recovery time
Furthermore, the perturbation in machine productions within the future time span t A end , t A end + t , t > 0, can be acquired by integrating (8) as
Then, based on (16) and the discussion after Lemma 1, we can calculate the system and machine future production impact due to the end-state b t A end , A and action A as
Note that the end-state b t A end , A and the perturbation δb t A end , A is determined by action A. In clean case scenario, by applying action A, we can improve the system future production by τ MM * t A end − τ MM * t A end , A within VOLUME 6, 2018 (15) and (17), one can quickly calculate the end-state production impact corresponding to a selected action A, and the time it takes to achieve such production impact. That is to say, the evaluation results can be utilized to assess and select the control action A for obtaining the desired end-state b t A end , A and perturbation δb t A end , A to more quickly and effectively improve system future production performance.
C. ANALYSIS OF END-STATE PRODUCTION IMPACT AND ROBUSTNESS IN STOCHASTIC SCENARIO
A real manufacturing system will face random disruption events. These events can cause changes in system dynamic behavior, and end-state production impact and recovery time. However, due to the complex dynamics of a manufacturing system, it is unlikely to directly predict the end-state production impact and recovery time in stochastic scenario. To ensure that the selected action will not cause major reduction in system future production, we instead analyze the robustness of the end-state with respect to random disruption events.
The robustness of the end-state b t A end , A , denoted by R b t A end , A , describes the ability of the end-state to withhold random disruption events without jeopardizing system future production. We further define and evaluate R b t A end , A as the largest future production reduction that can possibly be caused by the end-state b t A end , A and action A in stochastic scenario. Then
Note that the process at end-of-line machine S M is subject to both disruption event impact and slower machine constraints. Its dynamics is more complex compared to that of the slowest machine S M * , and it is thereby easier to conduct analysis on the slowest machine. Therefore, the relationship between the productions of the end-of-line machine and the slowest machine will be investigated such that we can reorganize the right hand side of (18) in the form of δPC M * ( * ).
Based on (4), (14) (19) , as shown at the top of the next page.
According to Definition 1, the perturbation in system future state δb (t, A) , t > t A end , will reduce to 0 after the end-state recovery time, i.e., |δb (t, A)| = 0, ∀t ≥ t A end + T * b t A end , δb t A end , A . Then it can be obtained based on (4) and (14) 
Inserting (20) into (19) yields, (21) , as shown at the top of the next page.
By substituting (21) into (18), we have 
on (4) and (14), we have that
Then according to (23) and assumption 16), one can derive that
If there is not disruption events in the system during the time interval [t, t + t], then δPC M * (t, t + t, u) can be calculate by using (16) as
Hence, inserting (25) into (24) yields
Again by using (16), we can rewrite (26) as, (27), as shown at the top of the next page.
Since (4) and (14) . Therefore, by utilizing (27), one can obtain that for ∀ t > 0,
That is to say, max ∀i (τ iM * (t, A) − τ iM * (t)) will not increase during time intervals with no disruption event. Case 1) in Lemma 2 is proved Similarly, we can prove case 2) in Lemma 2. The conclusions in Lemma 2 can be utilized to derive Lemma 3 as below, which describes how end-state impact δPC M * t A end , t A end + T * b t A end , δb t A end , A , A is related to the end-state b t A end , A and perturbation δb t A end , A . Lemma 3: Given a stochastic production line, for any sequence of disruption events in future time, i.e., ∀W ( * ) , the end-state production impact satisfies end , A) ), A) remains unchanged during time intervals with no disruption event. Hence, only disruption event(s) occurs within or overlaps with the end-state recovery time can cause changes in
A is assumed to be a time interval with disruption event(s).
By changing the down machine rated speed(s) to 0 and following the previous analysis in the proof of Lemma 2, one can derive that
Based on (8) and (11), it can be derived that δẎ M * (t) = v M * (t, A) − v M * (t) ≤ 0. Note that according to the definition of δPC M * (t, t + t, A), one have
, and then apply the analysis in case a) to time interval t , t + t , which provides the results that δPC M * t, t , A ≤ 0, and δPC M * t , t + t, A satisfies (28). By summarizing case a), b) and the conclusions in Lemma 2, we have that for any time interval [t, t + t] after t A end with or without disruption event(s), δPC M * (t, t + t, A) 
Inserting (30) , A) ), A) ≥ LB. Based on (22) and Lemma 3, we have that
Furthermore, the end-state b t A end , A is completely robust to random disruptions if R b t A end , A ≥ 0, which yields,
The end-state recovery time, production impact, and robustness with respect to random disruptions can be calculated through (15) , (17) and (32), respectively. Such endstate evaluation results can be utilized to assess the performance of the corresponding action, and to find the desired action to more quickly and effectively improve system future production while deliver robust performance against random disruption events.
IV. NUMERICAL EXPERIMENTS
In this section, we demonstrate the accuracy and effectiveness of the proposed end-state recovery time, production impact and robustness evaluation methods through 1000 numerical experiments. In these numerical experiments, the evaluation results are utilized to assess and select the overtime production schedule during breaks to more effectively improve system future production and deliver robust performance against random disruption events.
The machine and buffer parameters in the numerical experiments are generated by randomly taking values from the following sets:
We will apply the end-state analysis and evaluation results to design overtime production schedule during breaks. The performance of the acquired production schedule will then be evaluated.
In each experiment, the initial system state b IC is randomly generated. To improve system production, an overtime production schedule during breaks will be utilized. In this production schedule, three machines will be selected to start working two hours before the next production shift, i.e., they will work for two additional hours. Different overtime production schedules during breaks, which can be obtained by choosing different combinations of these three machines, will drive the system from the initial state b IC to their corresponding end-states.
Three different scenarios are compared: 1) baseline scenario with no overtime production schedule; 2) comparison scenario where three machines with the largest cycle times are scheduled for production during breaks; and 3) proposed method scenario where the overtime production schedule during breaks is determined by using a selection method based on the end-state analysis and evaluation results. For the selection method of Scenario 3), the desired schedule is obtained by solving the following optimization problem:
where T A and R L are the desired upper and lower bound value for end-state recovery time and robustness, respectively, which are determined based on system parameters and user preference. We select R L = 0 in our experiments to ensure that the production plan will not jeopardize system future production. Let b (1) (0), b (2) (0) and b (3) (0) denote the end-states corresponding to the selected actions for the above three scenarios. It can be seen that b (1) (0) = b IC . To evaluate the performance of the selected action in each scenario, 500 groups of simulations are conducted. The duration of these simulations is 80 hours. Each group consists of 3 simulations starting from state b
(1) (0), b (2) (0) and b (3) (0), accordingly, with the same sequence of randomly generated disruption events. For each simulation group, the corresponding system production in these 3 simulations, denoted by Y
M are the production improvements by applying the production schedule in Scenario 2) and 3), respectively. Note that in a simulation group, if Y (2) improve < 0 (or Y (3) improve < 0), then the production schedule in Scenario 2) (or Scenario 3)) failed to improve system production. The numbers of such failed simulations for Scenario 2) and Scenario 3), denoted by N (2) and N (3) , are also recorded. For ease of illustration, in each experiment, we define the scenario failure rate for Scenario 2) and 3), denoted by e (2) and e (3) , as e (2) = N (2) 500 e (3) = N (3) 500
For demonstration purpose, we show detailed results for one experiment with a 15-machine-14-buffer production line. The machine and buffer parameters of this production line are presented in TABLE 1 and 2. We select T A = 300 min. The values of N (2) and N (3) , and the average values of Y (2) improve and Y (3) improve with 95% confident interval for this experiment are provided in TABLE 3. Moreover, in all experiments, scenario failure rate e (3) for Scenario 3) is always 0. The difference in average production improvement of Scenario 3) and 2), i.e., Y (3) improve − Y (2) improve , and scenario failure rate e (2) for all experiments are given in Figs. 3 and 4 .
In these experiments, by utilizing the overtime production schedule in Scenario 3), the failure rate e (3) is always 0 TABLE 3. Average production improvement and failure number for scenario 2) and 3) in 500 simulations. and the average production improvement is generally higher. In addition, it is observed that in most cases, we can more quickly achieve a higher production improvement by using production schedule in Scenario 3). Therefore, our end-state analysis and evaluation results can be utilized in the design of overtime production schedule during breaks to more effectively improve system future production, and to deliver robust performance against disruption events.
It is noted that to satisfy the recovery time and robustness constraints in the above optimization problem, we may not be able to select the production schedule with the biggest end-state production impact value. Hence, in some experiments (less than 10% of all experiments), the average production improvement Y (3) improve for Scenario 3) will be smaller than Y (2) improve for Scenario 2). There is a tradeoff between production improvement, recovery time, and robustness of the production schedule. By sacrificing the recovery time and robustness (e.g., increasing T A or R L ), one can obtain a production schedule to achieve higher average production improvement.
V. CONCLUSION AND FUTURE WORK
Different control actions will drive the system to different end-states, and impact system future production. This paper investigates such impact and reveals that the end-state will only influence system production within a specific future time span, i.e., the end-state recovery time. Analytical evaluation methods are developed to calculate the end-state recovery time and production impact in clean case scenario.
In addition, we analyze the robustness of the end-state and its corresponding action with respect to disruption events in stochastic scenario. A closed-form solution is proposed to evaluate the end-state robustness. These end-state analysis and evaluation results can be utilized to assess and determine the corresponding control action for achieving faster and higher production improvement and obtaining robust performance in stochastic manufacturing systems.
In the future, we plan to extend the existing analysis to manufacturing systems with more complex structures such as systems with network structured framework. Furthermore, production system control and management schemes will be developed based on these end-state analysis and evaluation results to better improve manufacturing system production performance and efficiency.
