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Résumé – Une nouvelle méthodologie pour la détection de l’ischémie myocardique est proposée dans cette communication. L’originalité de la
méthode repose sur la prise en compte des dynamiques évolutives des séries extraites de l’ECG alors que les méthodes traditionnelles se basent
uniquement sur des mesures statiques. Après l’extraction d’un vecteur de caractéristiques, les dynamiques sont caractérisées à l’aide de modèles
Semi-Markovien caché (MSMC). Le détecteur d’ischémie est mis en oeuvre à partir d’un MSMC de référence et d’un MSMC ’ischémique’
et en comparant les vraisemblances des séries temporelles. Les résultats obtenus avec les enregistrements de PTCA (angioplastie coronaire
transluminale percutanée) de la base de données STAFF3 montrent un très bon de taux de détection (sensibilité de 96% et spécificité de 80%).
Abstract – A new method for myocardial ischemia detection is proposed in this communication. The originality of this method relies on the
consideration of the dynamics of times series extracted from the ECG whereas traditionnal methods are simply based on static measures. After
the extraction of a feature vector, the dynamics are caracterised with an Hidden Semi-Markovian Model (HSMM). The ischemic detector uses
a reference HSMM and an ischemic HSMM and then compare the likelihood of the time series. Results obtained with PTCA (percutaneous
transluminal coronary angioplasty) records of the STAFF3 database show a very good detection rate (96% of sensibility and 80% of specificity).
1 Introduction
La détection de l’ischémie myocardique demeure un pro-
blème de santé publique avec deux objectifs cliniques majeurs.
Le premier, en cas d’ischémie aiguë, est de diminuer le délai
entre le début de l’ischémie et l’application d’une procédure de
reperfusion adaptée [1]. Le second est la détection robuste de
l’ensemble des épisodes ischémiques, puisque leur fréquence
d’apparition est un indicateur pour la stratification de risque fu-
tur d’infarctus [2]. Parmi les données électrocardiographiques,
l’analyse de la déviation du segment ST reste la méthode la plus
répandue dans les systèmes de monitoring [3]. Il est cependant
reconnu que pour palier à sa trop faible spécificité, d’autres in-
dicateurs doivent être analysés conjointement [4]. L’objet de
la base de données STAFF3 a été d’en étudier quelques uns
sur des épisodes ischémiques induits par inflation (angioplas-
tie coronaire transluminale percutanée, PTCA) et précisément
annotés [5, 6]. Cependant, quelle que soit la méthode propo-
sée, l’étude de l’évolution des indicateurs se limite à leur tracé
en fonction du temps et la décision finale (ischémie présente
ou absente) est simplement basée sur des fonctions de décision
à simple seuil. Pour améliorer la détection, il apparaît impor-
tant de prendre en considération l’évolution temporelle de ces
indicateurs et si possible leur évolution conjointe. La solution
à ce problème peut être approchée par une modélisation des
dynamiques. Plusieurs alternatives ont été proposées pour ré-
pondre à cette problématique. Les réseaux de neurones ont été
adaptés aux séries temporelles avec par exemple les réseaux
de neurones à délai temporel [12] et les réseaux de neurones
récursifs [13]. Les espaces de phases reconstruits (EPR), large-
ment employés pour l’analyse des dynamiques des systèmes
non-linéaires, sont aussi généralisables en utilisant des mix-
tures de gaussiennes [15] ou des fonctions polynomiales [14]
pour modéliser la trajectoire intégrée dans l’EPR. Finalement,
le filtrage de Kalman présente une méthodologie pour ajuster
les paramètres de systèmes linéaires ou non-linéaires, définis
par des équations de transitions entre états et d’observations.
Comparés à ces différentes approches, les modèles de Markov
cachés semblent cependant plus adaptés, en particulier pour
le problème considéré dans cette communication : leur struc-
ture reste simple, avec un seul hyper-paramètre à ajuster (le
nombre d’états), et l’extension aux modèles semi-Markovien
cachés (MSMC) est encore plus adapté pour les signaux conti-
nus. Enfin, aucun a priori n’est requis sur les données et les
différentes manipulations des modèles (apprentissage, test, si-
mulation) sont faciles à mettre en oeuvre.
Pour représenter l’évolution des paramètres extraits de l’ECG
dans le contexte de l’ischémie, un MSMC de référence et un
MSMC ischémique sont construits, puis utilisés dans un dé-
tecteur d’ischémie. La section 2 détaille avec soin la méthode
employée alors que la section 3 propose les résultats obtenus
sur la base de données STAFF3.
2 Méthode proposée
La méthode proposée est appliquée en 3 étapes. La première
est l’extraction des caractéristiques de l’ECG, sous forme de
séries temporelles. La seconde concerne la modélisation de ces
séries, avec un modèle de référence et un modèle d’ischémie.
La dernière est l’application du détecteur à partir des courbes
de log-vraisemblance correspondant aux deux modèles.
2.1 Extraction des indicateurs de l’ECG
L’extraction d’indicateurs pertinents de l’ECG a pour objec-
tif de limiter la taille des données à analyser et de conserver
une information facilement interprétable par les cardiologues.
Elle est basée sur une chaîne de traitement du signal qui se dé-
compose en 5 étapes :
1. la suppression des interférences du secteur par filtrage
adaptatif.
2. la détection des battements de toutes les voies ECG par
l’algorithme de Pan & Tompkins [8].
3. l’application d’une analyse en composantes principales
sur chacun des battements détectés à l’étape 2. Cette étape
permet de reconstruire une représentation orthogonale
des battements et de réduire le nombre de voies (de 12
à 2 dans notre cas). Les étapes 4 et 5 sont ensuite appli-
quées sur chacune de ces deux voies.
4. le recalage des battements projetés sur le premier batte-
ment de l’enregistrement, pour limiter les variations dues
à la respiration.
5. la segmentation de chacun des battements à l’aide d’une
décomposition en ondelettes [9] qui permet d’estimer les
positions temporelles de début et de fin du complexe QRS,
de fin de l’onde T, des extrema des ondes Q, R, S et T.
Les amplitudes des extrema et le niveau ST [11] sont
aussi conservés.
Se pose ici, tout au long de cette chaîne, le problème difficile
du choix optimum des seuils de décision. Une solution assurant
l’optimisation par algorithmes génétiques a déjà été proposée
et reportée dans la littérature [9]. A l’issu de ce traitement pré-
liminaire, les indicateurs suivant (tableau 1) sont extraits et ré-
échantillonés à 1Hz.
TAB. 1 – Indicateurs extraits
Amplitudes Ondes Q, R, S et T, niveau ST
Intervalles RR, QRS (durée du complexe QRS), QT et RT
2.2 Modélisation des séries extraites
Les MSMC [7] sont une spécialisation des modèles marko-
viens pour représenter des séries temporelles multivariées et à
valeurs continues. Les états d’un MSMC à états continus dif-
fèrent des états du MMC standard sur deux points :
– chaque état représente un sous-espace des distributions
observées. Pour réduire les temps de calcul, ces distribu-
tions (multidimensionnelles dans notre cas) sont représen-
tées par des lois gaussiennes.
– chaque état modélise la loi de probabilité du temps passé
dans cet état par une loi gaussienne, tronquée en zéro.
Dans les cas de signaux continus, où les temps passés dans
chaque état peuvent être longs, la loi gaussienne semble
en effet plus adaptée que la loi géométrique initialement
présente dans les MMC.
Avant d’apprendre les modèles, les séries temporelles sont
normalisées par rapport à l’écart type mesuré sur des enre-
gistrements de référence, afin d’analyser les différents indi-
cateurs extraits avec le même poids. Ensuite les paramètres
des modèles sont initialisés à l’aide d’un MMC et dans un se-
cond temps, l’algorithme de Viterbi [10], adapté aux MSMC,
est appliqué. Deux modèles sont appris sur une base de don-
nées annotées (cf. section Résultats). Le premier, ModPTCA,
qui caractérise l’ischémie, est tout d’abord appris et le second,
ModRef , qui caractérise les autres variations des indicateurs,
hérite des états de ModPTCA, mais avec ses propres matrices
de transition et probabilités de durées dans les états. Ceci per-
met de différencier les séries en priorité en fonction de leurs
dynamiques et non en fonction de leurs amplitudes. Dans la
même optique, pour chaque indicateur et pour chaque patient,
une référence (la médiane sur les 20 premières secondes) est
systématiquement soustraite et ce sont les variations par rap-
port à cette référence qui sont conservées.
2.3 Réalisation du détecteur
En utilisant une fenêtre glissante, qui observe donc une por-
tion de série temporelle multivariée (Oi), il est possible de cal-
culer les log-vraisemblances par rapport aux deux modèles et
ainsi de les mettre en compétition. Cependant, plutôt que d’uti-
liser le maximum de vraisemblance, on préfère étudier la diffé-
rence avec un seuil S, tel que :
si LogP (Oi,ModRef )− LogP (Oi,ModPTCA) > S
alors
pas d’ischémie
sinon
ischémie
L’utilisation de cette règle se justifie par le fait qu’en pé-
riode non ischémique, la log-vraisemblance avec ModPTCA
est quelquefois légèrement supérieure à celle du modèle de
ModRef alors qu’en période d’ischémie, la différence en fa-
veur de
ModPTCA est généralement très nette (cf section Résultats).
Le seuil de décision S est donc optimisé sur les données d’ap-
prentissage, en cherchant à minimiser le nombre total d’erreurs
de détection.
3 Résultats
L’expérimentation a été réalisée sur la base de données
STAFF3. Cette base contient des enregistrements PTCA et des
enregistrements pré-opératoires pour 108 patients. Les 65 en-
registrements de patients sans antécédents d’infarctus ont été
conservés. L’intérêt majeur de cette base de données réside
dans de précises annotations des périodes d’occlusion du bal-
lon. Cette section détaille donc l’apprentissage des modèles à
partir des données de la base STAFF3 puis évalue les perfor-
mances du détecteur d’ischémie proposé.
3.1 Apprentissage des modèles
Pré­inflation Inflation Post­inflation
(1) MSMC ModPTCA
­ Lois des états
­ Lois des durées
­ Matrice de transition
(2) MSMC ModRef
­ Lois des durées
­ Matrice de transition
­ Les lois des états sont les 
même que dans ModPTCA
     Niveau ST
         Intervalle RT
          Intervalle RR
FIG. 1 – Apprentissage d’un modèle de référence et d’un
modèle ischémique. Ces modèles sont respectivement appris
à partir des indicateurs observés en pré-inflation (ou en pré-
opératoire) et en inflation.
Deux ensembles (un de référence et un d’ischémie) d’ap-
prentissage sont extraits de la base STAFF3 pour créer les mo-
dèles ModPTCA et ModRef , à partir de la moitié des patients
sélectionnés aléatoirement. Pour ModPTCA, nous exploitons
naturellement les données entre le début et la fin de l’inflation.
Pour ModRef , les données pré-
inflation, qui sont acquises avec des conditions très proche de
l’ischémie induite par l’inflation du ballon, sont utilisées en
priorité. Si l’enregistrement ne contient pas de données pré-
inflation, les ECG pré-opératoires sont utilisés en remplace-
ment. La figure 1 représente cette apprentissage en considérant
ici les indicateurs Niveau ST, Intervalle RT et RR.
3.2 Evaluation du détecteur
Le détecteur précédemment décrit section 2.3 a été appli-
qué sur les enregistrements préopératoires et sur les enregis-
trements en inflation de la seconde moitié des patients de la
base STAFF3. De plus, 10 tirages ont été réalisés pour ob-
tenir des résultats indépendants du tirage effectué. Les log-
vraisemblances sont calculées à l’aide d’une fenêtre temporelle
glissante de 140 secondes et les résultats sont analysés en fonc-
tion des indicateurs inclus dans les modèles. La figure 2 pré-
sente un exemple d’évolution des log-vraisemblances pour une
observation multivariée Oi constituée du niveau ST et des in-
tervalles RT et RR.
Testées sur: 
ModPTCA et ModRef
   Log­vraisemblance
               PTCA
                  Ref
Fenêtre glissante      Niveau ST
         Intervalle RT
          Intervalle RR
FIG. 2 – Test des séries temporelles sur les deux modèles
ModPTCA etModRef . Une fenêtre glissante présente des por-
tions des indicateurs aux modèles afin d’en estimer la log-
vraisemblance. Les deux log-vraisemblances sont ensuite com-
parées pour faire la détection.
La table 2 présente les meilleurs résultats obtenus. Les faux
positifs correspondent à des détections d’ischémies dans les
enregistrements pré-opératoires et les faux négatifs à des non-
détections dans les enregistrements avec inflation. Ils sont cu-
mulés sur les 10 tirages. Les sensibilités, spécificités et les taux
d’erreurs ont été calculés à l’aide des relations suivantes :
Se = 1− Nb FnNb PTCA ; Sp = 1− Nb FpNb Ref ;
Tx Err = Nb Fp + Nb FnNb PTCA + Nb Ref
TAB. 2 – Résultats obtenus , Fn = faux négatifs, Fp = faux
positifs, Se = sensibilité, Sp = spécificité.
Indicateurs inclus Nb Fn Nb Fp Se Sp Tx Err
RT 13 64 96.0% 80.0% 12.0%
amplR 40 68 87.5% 78.7% 16.9%
RT et amplR 17 90 94.7% 71.9% 16.7%
RT et amplT 10 110 96.9% 65.6% 18.8%
Il apparaît que les indicateurs RT et amplR produisent les ré-
sultats les plus intéressants. La sensibilité mesurée expérimen-
talement pour l’indicateur RT seul est quasiment de 96% pour
une spécificité de 80%. Cette dernière, obtenue sur les enregis-
trements pré-opératoires de la base STAFF3, correspondrait à
environ une fréquence de 3 fausses détections par heure d’en-
registrement.
La courbe ROC, évaluant les résultats de classification en
fonction du seuil de décision, pour l’indicateur RT, est repor-
tée figure 3. Cette courbe ROC montre, comme nous l’avions
souligné, qu’appliquer directement le maximum de vraisem-
blance pour assigner les séries temporelles aux deux modèles
conduit à une sensibilité élevée mais au détriment d’une spéci-
ficité faible (seuil S = 0). Le seuil S = SLearn estimé pendant
l’apprentissage n’est pas exactement le même que S = SOp-
tim, le seuil optimal en terme de taux d’erreur de classification.
SLearn est cependant déjà un bon compromis entre sensibilité
et spécificité. La différence entre SLearn et SOptim est proba-
blement due à la taille de notre ensemble d’apprentissage, qui
ne peut pas permettre à ModRef de généraliser tous les bruits
présents dans les enregistrements de référence (ce qui explique
la spécificité plus faible) mais qui est cependant suffisant pour
caractériser les dynamiques de l’ischémie (ce qui conduit à une
bonne sensibilité).
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
Pfa
S
e
 
 
ROC curve
S = 0
SLearn = −7.5
SOptim = −11
(0.2;0.96)
(0.15;0.94)
(0.43;0.98)
FIG. 3 – Courbe ROC du seuil de décision, pour une modélisa-
tion de l’indicateur RT. Points particuliers : i) S = 0, point cor-
respondant à l’application du maximum de vraisemblance ; ii)
SLearn, seuil estimé sur l’ensemble d’apprentissage ; iii) SOp-
tim, seuil optimal obtenu sur l’ensemble de test et qui minimise
la distance par rapport au point (0 ;1).
4 Conclusion
Un détecteur d’ischémie, basé sur les MSMC et exploitant
les dynamiques multivariées de séries temporelles, est proposé.
L’apprentissage de deux modèles, effectué à l’aide de l’algo-
rithme de Viterbi adapté aux MSMC, permet de caractériser
les variations des indicateurs pendant les périodes "normales"
et les variations pendant l’ischémie. Ces modèles statistiques
sont ensuite utilisés pour estimer les vraisemblances de nou-
velles séries temporelles. Les premiers résultats démontrent la
pertinence de l’approche et semblent intéressants : une très
bonne sensibilité (96%) et une spécificité de 80% sont obser-
vés. L’intervalle RT se révèle être un indicateur discriminant.
A très court terme, il apparaît donc pertinent d’intégrer des in-
dicateurs plus spécifiques, tels que les coefficients de la trans-
formée de Karhunen-Loève caractérisant l’onde T [6].
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