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a b s t r a c t
In the present work, we investigate the Dirichlet problem for a three-dimensional (3D)
elliptic equation with two singular coefficients. We find four fundamental solutions of the
equation, containing hypergeometric functions of Appell. Then using an ‘‘a-b-c’’ method,
the uniqueness for the solution of the Dirichlet problem is proved. Applying a method
of Green’s function, we are able to find the solution of the problem in an explicit form.
Moreover, decomposition formulas, formulas of differentiation and someadjacent relations
for Appell’s hypergeometric functions were used in order to find the explicit solution for
the formulated problem.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Finding fundamental solutions (FS) is amain problem,which plays an essential role to study partial differential equations
(PDE). Even formulation and solving of local and non-local boundary-value problems (BVP) are based on these FSs.Moreover,
many methods, such as the well-known theory of potentials for PDEs also depend on FSs. Especially, if one has an explicit
form of FSs to consider, there will be great possibility to investigate PDE in detail. For example, in the works of Barros-
Neto and Gelfand [1], FSs for Tricomi operator, relative to an arbitrary point in the plane, were explicitly calculated. We
also mention Leray’s work [2], where it was described as a general method, based upon the theory of analytic functions of
several complex variables, for finding FSs for a class of hyperbolic linear differential operators with analytic coefficients.
Among other results in this direction, we note a work by Itagaki [3], where 3D high-order FSs for a modified Helmholtz
equation were found. The solutions found can be applied with the boundary particle method to some 2D inhomogeneous
problems, for example, see [4].
FSs also play an important role in the numerical solution of PDEs by the Boundary Element Method (BEM). The BEM
is essentially a method for solving PDEs and can be employed for solving problems arising in applied mathematics [5].
This method is a numerical method, but BEM has application in many diverse topics in scientific computing, such as stress
analysis, potential flow, fracture mechanics, acoustics and electromagnetics. The BEM can thus be used to simulate a range
of problems, acting as a Computer Assisted Design (CAD) tool in electrical engineering, mechanical engineering, and civil
engineering [6].
∗ Corresponding author at: Institute of Mathematics and Information Technologies, Uzbek Academy of Sciences, Durmon yuli str.,29, 100125 Tashkent,
Uzbekistan.
E-mail addresses: erkinjon@gmail.com, erkinjon.karmov@usc.es (E.T. Karimov), juanjose.nieto.roig@usc.es (J.J. Nieto).
URL: http://karimovet.narod.ru (E.T. Karimov).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.04.068
E.T. Karimov, J.J. Nieto / Computers and Mathematics with Applications 62 (2011) 214–224 215
Singular PDEs appear at studying various problems of aerodynamics and gas dynamics [7] and irrigation problems [8]. For
instance, the famous Chaplygin equation [9] describes subsonic, sonic and supersonic flows of gas. This equation in various
particular cases, for example,
uxx + uyy + 13yuy = 0
has been studied bymany authors [10–12]. We also note someworks [13–15], related to the studying Chaplygin’s equation.
The theory of singular PDEs hasmany applications and possibilities of various theoretical generalizations. It is, in fact, one of
the rapidly developing branches of the theory of PDE. We refer the readers to the monographs by Bitsadze [16], Gilbert [17],
Smirnov [18] and Salakhitdinov [19] to get more detailed information on singular PDEs.
In most cases BVPs for singular PDEs based on FSs for these equations, for instance, see [20]. In some cases, evaluations of
FSs for singular PDEs are based on properties of hypergeometric functions (HF) [21,22]. We note only some works [23–25]
on BVP for 3D singular elliptic PDEs, omitting huge amount of work dedicated to the studying of BVP for 2D singular PDEs.
We note also recent works [26,27], dedicated to the studying of Dirichlet problem for singular PDEs.
In the present work we study the Dirichlet problem for the equation
Hα,β(u) := uxx + uyy + uzz + 2αx ux +
2β
y
uy = 0, (1)
where α, β are given constants with 0 < 2α, 2β < 1.
The paper is organized as follows: First, we give some preliminary information, which will be used in what follows.
Second, we find fundamental solutions for Eq. (1). In the rest of the paper we formulate the problem and investigate it.
Finally, we state our main result as a theorem.
2. Preliminaries
In this section we give some formulas which will be used in what follows. FSs for elliptic equations with singular
coefficients are directly connected with HFs. Therefore, basic properties such as decomposition formulas, integral
representations, formulas of analytical continuation, formula of differentiation for HFs are necessary for studying FSs. Euler’s
gamma-function 0(a) has the following properties [28, pp. 17–19, (2), (10), (15)]:
0(a+m) = 0(a)(a)m;0

a+ 1
2

=
√
π0 (2a)
22a−10(a)
;0

1
2

= √π. (2)
Here (a)m is the Pochhammer’s symbol for which an equality (a)m+n = (a)m(a+m)n is true [28, p. 67, (5)].
HF of Gauss has the following expression
2F1(a, b, c; x) =
∞−
n=0
(a)n(b)n
(c)nn! x
n
and a particular value [28, p. 73, (14)]
2F1(a, b, c; 1) =
∞−
n=0
(a)n(b)n
(c)nn! =
0(c)0 (c − a− b)
0 (c − a)0 (c − b) , c ≠ 0,−1,−2, . . . , ℜ (c − a− b) > 0. (3)
Moreover, the following formula [28, p. 76, (22)]
2F1(a, b, c; x) = (1− x)−b2F1

c − a, b, c; x
x− 1

(4)
is valid.
Appell’s HF has the form [29]
F2(a; b1, b2; c1, c2; x, y) =
∞−
i,j=0
(a)i+j(b1)i(b2)j
(c1)i(c2)ji!j! x
iyj, (5)
which satisfies the following system of hypergeometric equations [29]
x(1− x)uxx − xyuxy + [c1 − (a+ b1 + 1)x]ux − b1yuy − ab1u = 0
y(1− y)uyy − xyuxy + [c2 − (a+ b2 + 1)y]uy − b2xux − ab2u = 0. (6)
The following decomposition formula [29]
F2(a; b1, b2; c1, c2; x, y) =
∞−
i=0
(a)i(b1)i(b2)i
(c1)i(c2)ii! x
iyi2F1(a+ i, b1 + i; c1 + i; x) · 2F1(a+ i, b2 + i; c2 + i; y) (7)
is valid.
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For partial derivatives we have the formula [29]
∂ i+jF2(a; b1, b2; c1, c2; x, y)
∂xiyj
= (a)i+j(b1)i(b2)j
(c1)i(c2)j
F2(a+ i+ j; b1 + i, b2 + j; c1 + i, c2 + j; x, y). (8)
We will use the adjacent relation
x
b1
c1
F2(a+ 1; b1 + 1, b2; c1 + 1, c2; x, y)+ yb2c2 F2(a+ 1; b1, b2 + 1; c1, c2 + 1; x, y)
= F2(a+ 1; b1, b2; c1, c2; x, y)− F2(a; b1, b2; c1, c2; x, y). (9)
3. Fundamental solutions
Consider Eq. (1) in the domain R+ × R+ × R = {(x, y, z) : x > 0, y > 0,−∞ < z < +∞} and search for solutions of
Eq. (1) as follows
u(x, y, z) = P(r)ω(ξ, η), (10)
where
r2 = (x− x0)2 + (y− y0)2 + (z − z0)2,
r21 = (x+ x0)2 + (y− y0)2 + (z − z0)2,
r22 = (x− x0)2 + (y+ y0)2 + (z − z0)2,
ξ = r
2 − r21
r2
, η = r
2 − r22
r2
, P(r) = (r2)−1/2−α−β .
(11)
Here (x0, y0, z0) is any fixed point of the domain R+ × R+ × R.
We formally calculate all necessary derivatives and substitute them into Eq. (1):
A1ωξξ + A2ωηη + A3ωξη + A4ωξ + A5ωη + A6ω = 0, (12)
where
A1 = P(ξ 2x + ξ 2y + ξ 2z ), A2 = P(η2x + η2y + η2z ), A3 = 2P(ξxηx + ξyηy + ξzηz),
A4 = 2Pxξx + 2Pyξy + 2Pzξz + P

ξxx + ξyy + ξzz + 2αx ξx +
2β
y
ξy

,
A5 = 2Pxηx + 2Pyηy + 2Pzηz + P

ηxx + ηyy + ηzz + 2αx ηx +
2β
y
ηy

,
A6 = Pxx + Pyy + Pzz + 2αx Px +
2β
y
Py.
Calculating existing derivatives we simplify the coefficients Ai (i = 1, 6):
A1 = −4Pr2 ·
x0
x
· ξ(1− ξ), A2 = −4Pr2 ·
y0
y
· η(1− η), A3 = 4Pr2

x0
x
ξη + y0
y
ξη

,
A4 = −4Pr2

x0
x
[
2α −

1
2
+ 2α + β + 1

ξ
]
− y0
y
βξ

,
A5 = −4Pr2

−x0
x
αη + y0
y
[
2β −

1
2
+ α + 2β + 1

η
]
,
A6 = −4Pr2
[
x0
x
α

−1
2
− α − β

+ y0
y
β

−1
2
− α − β
]
.
We substitute into (12) and obtain the following system of equations:
ξ(1− ξ)ωξξ − ξηωξη +
[
2α −

1
2
+ α + β + α + 1

ξ
]
ωξ − αηωη − α

1
2
+ α + β

ω = 0,
η(1− η)ωηη − ξηωξη − βξωξ +
[
2β −

1
2
+ α + β + β + 1

η
]
ωη − β

1
2
+ α + β

ω = 0.
(13)
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Comparing system (13) with the system (6), we get
a = 1
2
+ α + β, b1 = α, b2 = β, c1 = 2α, c2 = 2β.
The system of hypergeometric equations (6) has four linearly independent solutions [29]:
u1 = k1F2(a, b1, b2; c1, c2; x, y),
u2 = k2x1−c1F2(a+ 1− c1, b1 + 1− c1, b2; 2− c1, c2; x, y),
u3 = k3y1−c2F2(a+ 1− c2, b1, b2 + 1− c2; c1, 2− c2; x, y),
u4 = k4x1−c1y1−c2 · F2(a+ 2− c1 − c2, b1 + 1− c1, b2 + 1− c2; 2− c1, 2− c2; x, y),
where kj, (j = 1, 4) are constants. Considering these solutions and taking (10) into account we find four solutions for the
Eq. (1):
u1 = k1(r2)−1/2−α−βF2

1
2
+ α + β, α, β; 2α, 2β; ξ, η

,
u2 = k2(r2)−1/2−α−βξ 1−2αF2

3
2
− α + β, 1− α, β; 2− 2α, 2β; ξ, η

,
u3 = k3(r2)−1/2−α−βη1−2βF2

3
2
+ α − β, α, 1− β; 2α, 2− 2β; ξ, η

,
u4 = k4(r2)−1/2−α−βξ 1−2αη1−2β · F2

5
2
− α − β, 1− α, 1− β; 2− 2α, 2− 2β; ξ, η

.
(14)
These solutions constitute a set of FSs. The proof of this statement can be done similarly as in the work [30]. We also
note work [22], where fundamental solutions for a more general equation were found. In fact, found solutions could not
be directly obtained from the results of the works [22,30], because domains of consideration vary. In this case variable z is
unconditional variable.
Further we use the solution u4 in order to consider the Dirichlet problem for the Eq. (1). For other main boundary-value
problems such as Neumann and Neumann–Dirichlet type problems other solutions would be used.
4. Formulation of a problem and main results
LetΩ ⊂ R+ × R+ × R be a finite simple-connected domain bounded by planes x = 0, y = 0 and by a smooth surface S.
The intersections of this surface with planes x = 0, y = 0 are denoted by Υ1,Υ2, respectively. Designate as the domainΩ1,
a plane y− z, bounded by x = 0(0 < y < b,−c < z < d) and by a curve Υ1 : x = f1(y, z).Ω2 is domain in the plane x− z,
bounded by y = 0(0 < x < a,−c < z < d),Υ2 : y = f2(x, z). Here a, b, c, d are positive constants.
Problem D. To find a function u(x, y, z) ∈ C(Ω) ∩ C2(Ω), satisfying Eq. (1) and conditions
u(0, y, z) = τ1(y, z), (y, z) ∈ Ω1, (15)
u(x, 0, z) = τ2(x, z), (x, z) ∈ Ω2, (16)
u(x, y, z) = ϕ(x, y, z), (x, y, z) ∈ S, (17)
where τ1 (y, z) , τ2 (x, z) , ϕ(x, y, z) are given functions fulfilling the following matching conditions:
τ1(0, z) = τ2(0, z), −c ⩽ z ⩽ d, τ1(y, z)|Υ1 = ϕ(x, y, z)|Υ1 ,
τ2(x, z)|Υ2 = ϕ(x, y, z)|Υ2 .
4.1. The uniqueness of the solution
One can readily check the validity of the following relation
x2αy2β [uHα,β(w)− wHα,β(u)] = (x2αy2β(uwx − wux))x + (x2αy2β(uwy − wuy))y + (x2αy2β(uwz − wuz))z .
Let Ωε be a sub-domain of Ω at a distance ε > 0 from its boundary ∂Ω = Ω1 ∪ Ω2 ∪ Ω3 ∪ S and cos(n, x)dσ =
dydz, cos(n, y)dσ = dxdz, cos(n, z)dσ = dxdy, n is the outer normal to ∂Ω .
Integrate both sides of above given equality on the domainΩε and use the classical formula of Gauss–Ostrogradsky:∫∫∫
Ωε
x2αy2β [uHα,β(w)− wHα,β(u)]dxdydz =
∫∫
∂Ωε
x2αy2β [(uwx − wux) cos(n, x)
+ (uwy − wuy) cos(n, y)+ (uwz − wuz) cos(n, z)]dσ . (18)
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Using the equality
x2αy2β

uHα,β(u)+ u2x + u2y + u2z
 = (x2αy2βuux)x + (x2αy2βuuy)y + (x2αy2βuuz)z,
we obtain∫∫∫
Ωε
x2αy2βuHα,β(u)dxdydz +
∫∫∫
Ωε
x2αy2β

u2x + u2y + u2z

dxdydz
=
∫∫∫
Ωε

x2αy2βuux

x +

x2αy2βuuy

y +

x2αy2βuuz

z

dxdydz.
Applying again the formula of Gauss–Ostrogradsky to this equality and letting ε→ 0, we get∫∫∫
Ω
x2αy2β

u2x + u2y + u2z

dxdydz =
∫∫
Ω1
y2βτ1ν1dydz +
∫∫
Ω2
x2ατ2ν2dxdz +
∫∫
S
x2αy2βϕ
∂u
∂n
dσ , (19)
where
x2αux(x, y, z)|x=0 = ν1(y, z), (y, z) ∈ Ω1,
y2βuy(x, y, z)|y=0 = ν2(x, z), (x, z) ∈ Ω2.
To prove the uniqueness of the solution, as usual, we suppose that the problem has two v,w solutions. Denoting
u = v − w we have that u satisfies homogeneous Problem D (τ1 = 0, τ2 = 0, ϕ = 0). Further we have to prove that the
homogeneous problem has only trivial solution. In this case from (19) one can easily get∫∫∫
Ω
x2αy2β

u2x + u2y + u2z

dxdydz = 0.
Hence, it follows that ux = uy = uz = 0, which implies that u is a constant function. Considering homogeneous conditions
(15)–(17), we conclude that u(x, y, z) ≡ 0 inΩ .
4.2. The existence of the solution
We prove the existence of the solution in a special case of the domainΩ in order to get the solution in an explicit form.
Assume R = a = b = c = d and letΩ = {(x, y, z) : x2 + y2 + z2 < R2, x > 0, y > 0,−R < z < R}. We find a solution of
considered problem using method of Green’s functions [31]. Therefore, first we give a definition of Green’s function for the
formulated problem.
Definition. We call the function G(x, y, z; x0, y0, z0) as Green’s function of the Problem D, if it satisfies the following
conditions:
1. this function is a regular solution of Eq. (1) in the domainΩ , except at the point (x0, y0, z0), which is any fixed point of
Ω;
2. it satisfies boundary conditions
G(x, y, z; x0, y0, z0)|x=0 = 0, G(x, y, z; x0, y0, z0)|y=0 = 0,
G(x, y, z; x0, y0, z0)|S = 0;
3. it can be represented as
G(x, y, z; x0, y0, z0) = q(x, y, z; x0, y0, z0)+ q∗(x, y, z; x0, y0, z0), (20)
where
q(x, y, z; x0, y0, z0) = k

r2
α+β− 52 (xx0)1−2α(yy0)1−2β · F2 52 − α − β;α, 1− α, 1− β; 2− 2α, 2− 2β; ξ, η

is the fundamental solution found earlier, function
q∗(x, y, z; x0, y0, z0) = −

a
R0
5−2α−2β
q(x, y, z; x0, y0, z0)
is a regular solution of Eq. (1) in the domainΩ .
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Here
x0 = a
2
R20
x0, y0 = a
2
R20
y0, z0 = a
2
R20
z0, R20 = x20 + y20 + z20 .
Excise a small ball with its center at (x0, y0, z0) and with radius ρ > 0 from the domainΩ . Designate the sphere of the
excised ball as Cρ and byΩρ denote the remaining part ofΩ .
Applying formula (18), obtain∫∫
Cρ
x2αy2β
[
u
∂G
∂n
− G∂u
∂n
]
dS =
∫∫
Ω1
y2βτ1(y, z)G∗(0, y, z; x0, y0, z0)dydz
+
∫∫
Ω2
x2ατ2(x, z)G∗∗(x, 0, z; x0, y0, z0)dxdz
+
∫∫
S
x2αy2βϕ(σ)
∂G(x, y, z; x0, y0, z0)
∂n
dσ , (21)
where
G∗(0, y, z; x0, y0, z0) = x2α ∂G(x, y, z; x0, y0, z0)
∂x

x=0
, (y, z) ∈ Ω1
G∗∗(x, 0, z; x0, y0, z0) = y2β ∂G(x, y, z; x0, y0, z0)
∂y

y=0
, (x, z) ∈ Ω2.
First, we consider an integral∫∫
Cρ
x2αy2βu
∂G
∂n
dS.
Taking (20) into account we rewrite it as follows∫∫
Cρ
x2αy2βu
∂G
∂n
dS =
∫∫
Cρ
x2αy2βu
∂q(x, y, z, x0, y0, z0)
∂n
dS +
∫∫
Cρ
x2αy2βu
∂q∗(x, y, z, x0, y0, z0)
∂n
dS
= I1 + I2.
Using the formula of differentiation (8) and adjacent relation (9) calculate
∂
∂n
q(x, y, z; x0, y0, z0) = ∂
∂x
q · cos(n, x)+ ∂
∂y
q · cos (n, y)+ ∂
∂z
q · cos(n, z). (22)
Below we give detailed evaluations for ∂
∂xq(x, y, z; x0, y0, z0):
∂
∂x
q(x, y, z; x0, y0, z0) = ∂
∂x
(k · P1 · P2 · P3)
=

k((P1)x · P2 · P3 + P1 · (P2)x · P3 + P1 · P2 · (P3)x)F2
+ P1 · P2 · P3

∂
∂ξ
F2 · ξx + ∂
∂η
F2 · ηx + ∂
∂ζ
F2 · ζx

where
P1 =

r2
α+β− 52 , P2 = (xx0)1−2α, P3 = (yy0)1−2β ,
(P1)x = 2(x− x0)r2

α + β − 5
2

P1, (P2)x = (1− 2α)x0(xx0)−2α, (P3)x = 0,
ξx = −4x0r2 −
2(x− x0)
r2
ξ, ηx = −2(x− x0)r2 η
∂
∂ξ
F2 =
 5
2 − α − β

1 (1− α)1
(2− 2α)1 F2α

7
2
− α − β; 2− α, 1− β; 3− 2α, 2− 2β; ξ, η

,
∂
∂η
F2 =
 5
2 − α − β

1 (1− β)1
(2− 2β)1 F2β

7
2
− α − β; 1− α, 2− β; 2− 2α, 3− 2β; ξ, η

.
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Using aforementioned we get
∂
∂x
q(x, y, z; x0, y0, z0) = k · P1 · P2 · P3r2

2(x− x0)

α + β − 5
2

F2
− 2(x− x0)ξ

5
2
− α − β

1− α
2− 2α F2α − 2(x− x0)η

5
2
− α − β

1− β
2− 2β F2β

+ k · P1 · P2 · P3
r2
[
1− 2α
x
r2F2 − 2x0

5
2
− α − β

F2α
]
.
Considering adjacent relation (9) we obtain
∂
∂x
q(x, y, z; x0, y0, z0) = k · P1 · P2 · P3r2 ·

2(x− x0)

α + β − 5
2

× F2

7
2
− α − β; 1− α, 1− β; 2− 2α, 2− 2β; ξ, η

+ 2x0

α + β − 5
2

F2α

7
2
− α − β; 2− α, 1− β; 3− 2α, 2− 2β; ξ, η

+ kP1P2P3 1− 2αx F2

5
2
− α − β; 1− α, 1− β; 2− 2α, 2− 2β; ξ, η

. (23)
Similarly we deduce
∂
∂y
q(x, y, z; x0, y0, z0) = k · P1 · P2 · P3r2
×

2 (y− y0)

α + β − 5
2

F2

7
2
− α − β; 1− α, 1− β; 2− 2α, 2− 2β; ξ, η

+ 2y0

α + β − 5
2

F2β

7
2
− α − β; 1− α, 2− β; 2− 2α, 3− 2β; ξ, η

+ kP1P2P3 1− 2βy F2

5
2
− α − β; 1− α, 1− β; 2− 2α, 2− 2β; ξ, η

(24)
∂
∂z
q(x, y, z; x0, y0, z0) = k · P1 · P2 · P3r2
× 2(z − z0)

α + β − 5
2

F2

7
2
− α − β; 1− α, 1− β; 2− 2α, 2− 2β; ξ, η

. (25)
Taking (22)–(25) into account we calculate
∂
∂n
q(x, y, z; x0, y0, z0) =

α + β − 5
2

k · P1 · P2 · P3 · F2

7
2
− α − β; 1− α, 1− β; 2− 2α, 2− 2β; ξ, η

× ∂
∂n

ln r2
+ α + β − 5
2

k · P1 · P2 · P3
r2
×

2x0F2α

7
2
− α − β; 2− α, 1− β; 3− 2α, 2− 2β; ξ, η

+ 2y0F2β

7
2
− α − β; 1− α, 2− β; 2− 2α, 3− 2β; ξ, η

+k · P1 · P2 · P3
×
[
1− 2α
x
+ 1− 2β
y
]
F2

5
2
− α − β; 1− α, 1− β; 2− 2α, 2− 2β; ξ, η

.
Now consider the integral
I1 =
∫∫
Cρ
x2αy2βz2γ u
∂q
∂n
dS = I11 + I12 + I13,
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where
I11 =
∫∫
Cρ
x2αy2βu ·

α + β − 5
2

· k · P1 · P2 · P3
× F2

7
2
− α − β, 1− α, 1− β; 2− 2α, 2− 2β; ξ, η

· ∂
∂n

ln r2

dS,
I12 =
∫∫
Cρ
x2αy2βu ·

α + β − 5
2

· k · P1 · P2 · P3
r2
· 2x0F2α + 2y0F2β dS,
I13 =
∫∫
Cρ
x2αy2βu · k · P1 · P2 · P3
[
1− 2α
x
+ 1− 2β
y
]
· F2

5
2
− α − β, 1− α, 1− β; 2− 2α, 2− 2β; ξ, η

dS.
We use the following spherical system of coordinates [31]:
x = x0 + ρ sin θ cosψ, y = y0 + ρ sin θ sinψ, z = z0 + ρ cos θ, 0 < θ < π, 0 < ψ < 2π, 0 < ρ <∞.
Then we have
I11 =

α + β − 5
2

· k
∫ 2π
0
dψ
∫ π
0
x1−2α0 y
1−2β
0 (x0 + ρ sin θ cosψ)(y0 + ρ sin θ sinψ)
× u(x0 + ρ sin θ cosψ, y0 + ρ sin θ sinψ, z0 + ρ cos θ)

ρ2
α+β−2
F2s sin θdθ.
First we evaluate F2s. For this aim we use decomposition formula (8) and then auto-transformation formula (4):
F2s =
∞−
i=0
 7
2 − α − β

i (1− α)i(1− β)i
(2− 2α)i(2− 2β)ii! ξ
i
sη
i
s(1− ξs)−1+α−i(1− ηs)−1+β−i
× · 2F1

−3
2
− α + β, 1− α + i; 2− 2α + i; ξs
ξs − 1

· 2F1

−3
2
+ α − β, 1− β + i; 2− 2β + i; ηs
ηs − 1

.
Here
ξs
ξs − 1 = 1−
ρ2
r21s
,
ηs
ηs − 1 = 1−
ρ2
r22s
,
r21s = 4x20 + 4x0ρ sin θ cosψ, r22s = 4y20 + 4y0ρ sin θ sinψ, 1− ξs =
r21s
ρ2
, 1− ηs = r
2
2s
ρ2
.
After the elementary evaluations we find
F2s =

r21s
α−1 
r22s
β−1 
ρ2
2−α−β · ∞−
i=0
 7
2 − α − β

i (1− α)i (1− β)i
(2− 2α)i(2− 2β)ii!

ρ2
r21s
− 1
i 
ρ2
r22s
− 1
i
× 2F1

−3
2
− α + β, 1− α + i; 2− 2α + i; 1− ρ
2
r21s

· 2F1

−3
2
+ α − β, 1− β + i; 2− 2β + i; 1− ρ
2
r22s

.
Considering (3) we deduce
lim
ρ→0 2F1

−3
2
− α + β, 1− α + i; 2− 2α + i; 1− ρ
2
r21s

= 0 (2− 2α + i)0
−β + 52 
0
 7
2 − α − β + i

0 (1− α) ,
lim
ρ→0 2F1

−3
2
+ α − β, 1− β + i; 2− 2β + i; 1− ρ
2
r22s

= 0(2− 2β + i)0
−α + 52 
0
 7
2 − α − β + i

0 (1− β) .
Now we get
lim
ρ→0 I11 = −2π · k ·

α + β − 5
2

· 22α+2β−2u (x0, y0, z0) · 0
 5
2 − α

0
 5
2 − β

0 (1− α)0 (1− β) ·P,
where
P =
∞−
i=0
 7
2 − α − β

i (1− α)i(1− β)i
(2− 2α)i(2− 2β)ii! ·
0(2− 2α + i)0(2− 2β + i)
02
 7
2 − α − β + i
 .
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Using first formula of (2) we calculate
0(2− 2α + i) = 0(2− 2α)(2− 2α)i,
0(2− 2β + i) = 0(2− 2β)(2− 2β)i,
0

7
2
− α − β + i

= 0

7
2
− α − β

7
2
− α − β

i
.
Taking (3) and
0

3
2

=
√
π
2
, 0

7
2
− α − β

=

5
2
− α − β

·
√
π0(4− 2α − 2β)
23−2α−2β0(2− α − β)
into account, after some evaluations, we have
P = 2
2−2α−2β 5
2 − α − β
 · 0(2− 2α)0(2− 2β)0(2− α − β)
0(4− 2α − 2β)0  52 − α0  52 − β .
Therefore
lim
ρ→0 I11 = k · 2π ·
0(2− 2α)0(2− 2β)0(2− α − β)
0(4− 2α − 2β) · u(x0, y0, z0).
If we choose k as follows
k = 1
2π
0(4− 2α − 2β)
0(2− 2α)0(2− 2β)0(2− α − β) , (26)
we will have
lim
ρ→0 I11 = u(x0, y0, z0).
By similar evaluations one can get that
lim
ρ→0 I12 = limρ→0 I13 = limρ→0 I2 = 0.
If we consider an integral∫∫
Cρ
x2αy2βG
∂u
∂n
dS,
using above given algorithm for evaluations (in this case calculations will be more simple), we can prove that
lim
ρ→0
∫∫
Cρ
x2αy2βG
∂u
∂n
dS = 0.
Now from (21) we can write the solution of the Problem D as follows:
u(x0, y0, z0) =
∫∫
Ω1
y2βτ1(y, z)G∗(0, y, z; x0, y0, z0)dydz +
∫∫
Ω2
x2ατ2(x, z)G∗∗
× (x, 0, z; x0, y0, z0)dxdz +
∫∫
S
x2αy2βϕ(σ)
∂G(x, y, z; x0, y0, z0)
∂n
dσ . (27)
The particular values of Green’s function is given by
G∗(0, y, z; x0, y0, z0) = k(1− 2α)x1−2α0 (yy0)1−2β
 2F1
 5
2 − α − β, 1− β, 2− 2β; ηox


x20 + (y− y0)2 + (z − z0)2
 5
2−α−β
−

a
R0
4−4α−4β
2F1
 5
2 − α − β, 1− β, 2− 2β; ηox

[
a− yy0a
2 + a− zz0a 2 + x20+z20a2 y2 + x20+y20a2 z2 − a2]
5
2−α−β
 ,
E.T. Karimov, J.J. Nieto / Computers and Mathematics with Applications 62 (2011) 214–224 223
G∗∗(x, 0, z; x0, y0, z0) = k(1− 2β)(xx0)1−2αy1−2β0 ·
 2F1
 5
2 − α − β, 1− α, 2− 2α; ξoy


(x− x0)2 + y20 + (z − z0)2
 5
2−α−β
−

a
R0
4−4α−4β
× 2F1
 5
2 − α − β, 1− α, 2− 2α; ξoy

[
a− xx0a
2 + a− zz0a 2 + y20+z20a2 x2 + x20+y20a2 z2 − a2]
5
2−α−β
 .
Here,
ξ0y = − 4xx0
(x− x0)2 + y20 + (z − z0)2
, η0x = − 4yy0
x20 + (y− y0)2 + (z − z0)2
,
ξ0y = −4a
2
R20
xx0
a− xx0a
2 + a− zz0a 2 + y20+z20a2 x2 + x20+y20a2 z2 − a2 ,
η0x = −4a
2
R20
yy0
a− yy0a
2 + a− zz0a 2 + x20+z20a2 y2 + x20+y20a2 z2 − a2 ,
Constant k has the form (26).
Hence, the main result of the paper is formulated as the following theorem:
Theorem. If τ1 (y, z) ∈ C2 (Ω1) , τ2 (x, z) ∈ C2 (Ω2) , ϕ(x, y, z) ∈ C2 (S), then the Problem D has unique solution represented
by formula (27).
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