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Abstract: Sample covariance matrices are widely used in multivariate statistical analysis.
The central limit theorems (CLT’s) for linear spectral statistics of high-dimensional non-
centered sample covariance matrices have received considerable attention in random ma-
trix theory and have been applied to many high-dimensional statistical problems. However,
known population mean vectors are assumed for non-centered sample covariance matrices,
some of which even assume Gaussian-like moment conditions. In fact, there are still another
two most frequently used sample covariance matrices: the MLE (by subtracting the sam-
ple mean vector from each sample vector) and the unbiased sample covariance matrix (by
changing the denominator n as N = n − 1 in the MLE) without depending on unknown
population mean vectors. In this paper, we not only establish new CLT’s for non-centered
sample covariance matrices without Gaussian-like moment conditions but also characterize
the non-negligible differences among the CLT’s for the three classes of high-dimensional
sample covariance matrices by establishing a substitution principle: substitute the adjusted
sample size N = n− 1 for the actual sample size n in the major centering term of the new
CLT’s so as to obtain the CLT of the unbiased sample covariance matrices. Moreover, it is
found that the difference between the CLT’s for the MLE and unbiased sample covariance
matrix is non-negligible in the major centering term although the two sample covariance
matrices only have differences n and n− 1 on the dominator. The new results are applied to
two testing problems for high-dimensional data.
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1. Introduction
Consider a sample x1, · · · ,xn of size n from a p-dimensional population x with unknown mean
µ and covariance matrix Σ. The unbiased sample covariance matrix is
Sn =
1
N
n∑
i=1
(xi − x)(xi − x)∗ , (1.1)
where x = 1n
∑
j xj is the sample mean, N := n − 1 the adjusted sample size and ∗ denotes
transpose and conjugate. Sample covariance matrices are widely applied in multivariate statistical
analysis. For example, in structure testing problems of population covariance matrices Σ, many
well-known test statistics are functionals of the eigenvalues {λj , 1 ≤ j ≤ p} of Sn that have the
form
T =
1
p
p∑
j=1
g(λj) =: µSn(g) , (1.2)
for some given function g. Such statistics are referred hereafter as linear spectral statistics (LSS)
of the unbiased sample covariance matrix Sn. For example, the log-likelihood ratio statistic for
testing the identity hypothesis for a Gaussian population is proportional to µSn(g) with g(λ) =
λ− 1− logλ (see Section 4 for more details). John’s test for the sphericity hypothesis “Σ = σ2Ip”
(σ2 unspecified) uses the square of the coefficient of variation of the sample eigenvalues
Un =
p−1
∑p
j=1(λj − λ)2
λ
2 ,
where λ = p−1
∑
j λj = µSn(λ). Clearly, Un is a function of two linear spectral statistics µSn(λ
2)
and µSn(λ) (see e.g. [22] for more details on this test). Therefore, LSS µSn(g) of the sample
covariance matrix Sn are of importance in multivariate analysis.
When the dimension p is much less than the sample size n, or equivalently, the dimension-to-
sample ratio p/n is close to zero, classical large sample theory assesses that once E‖x‖4 <∞, the
sample covariance matrix Sn is a consistent and asymptotic normal estimator of Σ. Consequently,
the same also holds for the sample eigenvalues {λj , j = 1, . . . , p} as an estimator of the population
eigenvalues of Σ. Therefore,
√
n {µSn(g)− µΣ(g)} → N(0, s2) , (1.3)
where the asymptotic variance s2 is a function of Σ and g. Here and in all the paper, µA :=
p−1
∑
i δ{αi} denotes the empirical spectral distribution (ESD) generated by the eigenvalues {αi, 1 ≤
i ≤ p} of a matrix A, so that for a given function g, µA(g) = 1p
∑
i g(αi).
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High-dimensional statistics have emerged in recent years as an important and active research
area. Applications have been found in various fields such as genomic data analysis and wireless
communications. Typically in these problems, the ratio p/n is no more close to zero and the
above large sample theory (1.3) fails to provide meaningful inference procedures. Many efforts
have been put in finding new procedures to deal with high-dimensional data. As an example, the
inconsistency of Sn as an estimator of Σ has lead to an abundant literature on covariance matrix
estimation (see e.g. Bickel and Levina [7, 8], Cai and Liu [10] and the references therein).
This paper is concerned with asymptotics of LSS µSn(g). An interesting question is what is
the CLT replacing (1.3) in the high-dimensional context? Notice that it remains challenging to
transform the above-mentioned results on covariance matrix estimation to limit theorem on LSS of
interest. It turns out that when both the dimension p and the sample size n grow to infinity, limit
theory for sample eigenvalues depend on how the ratio p/n behaves asymptotically. In this paper,
we adopt the so-called Marcˇenko-Pastur scheme where it is assumed that = p/n → y ∈ (0,∞)
as n → ∞. It has been demonstrated that such limiting scheme has a wide application scope for
real-life high-dimensional data analysis [13].
The seminal paper Bai and Silverstein [4] establishes such a CLT for the population with popu-
lation mean µ = 0 (or equivalently, µ is known and data can then be dealt with by substracting µ)
and Gaussian-like moment conditions (the population 2nd-order and 4th-order moments are the
same as those of real or complex Gaussian population), and the non-centered sample covariance
matrix is defined as
S0n =
1
n
n∑
i=1
x0ix
0
i
∗
. (1.4)
(The superscript 0 is here to remind the fact the population x0 has zero population mean). Let
yn := p/n andHp = µΣ be the population eigenvalue distribution ofΣ. As p, n→∞, it is assumed
that the ratio yn → y ∈ (0,∞) and Hp → H (weakly) for some probability distribution H . Then
the ESD µS0n converges to a nonrandom distribution F
y,H , called limiting spectral distribution
(LSD), which depends on y and the population limiting distribution H . This LSD is referred as
the generalized Marcˇenko-Pastur distribution with index (y,H) (for background on Marcˇenko-
Pastur distributions, the reader is referred to Bai and Silverstein [6, Chapter 3]). Therefore, in
the simplest form, the CLT in [4] states that
p
{
µS0n(g)− F yn,Hp(g)
} D−→ N(m(g), v(g)) , (1.5)
a Gaussian distribution whose parameters m(g) and v(g) depend only on the LSD F y,H and g.
The crucial issue here is that the major centering term F yn,Hp(g) :=
∫
g(x)dF yn,Hp(x) uses a
finite-horizon proxy of the LSD F y,H obtained by substituting, in the LSD, yn = p/n for y and
Hp for H , respectively. These substitutions are necessary because the convergence speed is n (or
p ∝ n) and any mis-estimation of order n−1 in F yn,Hp(g) will affect the asymptotic mean m(g).
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This scenario of populations with a known mean µ, is however a bit too ideal and real-life data
analyses rely on the unbiased sample covariance matrix Sn (1.1) after subtraction of the sample
mean. It has been believed for a while in the literature in high-dimensional statistics that both
sample covariance matrices Sn and S
0
n share a same CLT for their LSS, i.e. the CLT (1.5) might
apply equally to the matrix Sn. Unfortunately, this is indeed untrue. The problem can be best seen
by observing the Gaussian case. Actually, for a Gaussian population, NSn :=
n∑
i=1
(xi−x)(xi−x)∗
has a Wishart distribution WN (Σ) with N = n − 1 degrees of freedom. Since from a Gaussian
population with known population mean, the matrix NS0N =
N∑
i=1
x0ix
0∗ has the same Wishart
distribution. Then we conclude that the fluctuations of the eigenvalues {λj} of Sn are the same
as the matrix S0N so that by (1.5), it holds
p
{
µSn(g)− F yN ,Hp(g)
} D−→ N(m(g), v(g)) . (1.6)
In words, in the Gaussian case, the CLT for populations with unknown means is the same as the
CLT for populations with known means provided that in the major centering term F yn,Hp(g), one
substitutes the adjusted sample size N = n− 1 for the sample size n. This result will be referred
hereafter as the substitution principle. Notice that typically the difference between F yN ,Hp(g) and
F yn,Hp(g) is of order O(n−1) and as explained above, such a difference is non-negligible because
of the multiplication by p in the CLT. As an example, when Σ = Ip Hp = δ1 and for g(x) = x
2,
it is well-known that F yn,δ1(x2) = 1 + yn. Therefore the difference p{F yn,Hp(g) − F yN ,Hp(g)} =
p(yn − yN ) tends to −y2, a non-negligible negative constant.
This substitution principle is indeed a remarkable result and provides an elegant solution to
the question of CLT for LSS of the unbiased covariance matrix Sn from a Gaussian population. It
then raises the question whether the principle is universal, i.e. valid for general populations other
than Gaussian. One of the main results from the paper establishes this universality for arbitrary
populations provided the existence of a fourth-order moment. Meanwhile, most of the existing
methods in hypothesis testing or regression analysis with high-dimensional data assume either
Gaussian-like moment conditions or populations with known means, see e.g. [2, 3, 9, 14, 20, 21],
so that LSS of the sample covariance matrices are approximated using either the CLT (1.6) or the
CLT (1.5). The universality of the substitution principle established in this paper for these CLT’s
will then help the existing methods to cover more general high-dimensional data. Consider the
MLE (maximum likelihood estimate) of Σ
Σˆn =
1
n
n∑
i=1
(xi − x)(xi − x)∗.
By the decomposition µ
Σˆn
−F yN ,Hp = (µSn − F yN ,Hp)+(µΣˆn − µSn) , the CLT (1.6) established
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in this paper and the fact Σˆn = (1− 1/n)Sn, it readily follows that
m1(g) = p
(
µ
Σˆn
− µSn
)
(g) =
p∑
i=1
{g((1− /n)λi)− g(λi)} → −yF y,H(xg′(x)) .
That is,
p
{
µ
Σˆn
(g)− F yN ,Hp(g)
}
+m1(g)
D−→ N(m(g), v(g)) (1.7)
which shows that the difference of CLT’s between the MLE and biased sample covariance is non-
negligible, and that the CLT for LSS µ
Σˆn
(g) for the MLE Σˆn can be seen as a direct consequence of
the substitution principle (1.6) established in this paper. Another major contribution of the paper
is establish a new CLT for LSS for S0n when the Gaussian-like moment conditions are not met. In
a related work, [17] removes the Gaussian-like 4th-order moment condition, but their assumptions
of replacement, made on both the population covariance matrices Σx and the Stieltjes transform
of the LSD F y,H , are not easy to verify in applications. The new CLT of this paper removes
the Gaussian-like 2nd-order and 4th-order moment condition restrictions and the given conditions
are not only easy to satisfy but also are unremovable demonstrated by three counterexamples in
Appendix.
We next address the same problems for the class of Fisher matrices. From now on, for the sample
xi’s we will use the notations Σx = Σ and Sx = Sn. Consider another sample y1, · · · ,ym of size
m from a p-dimensional population y with mean ν and covariance matrix Σy. The corresponding
unbiased sample covariance matrix is
Sy =
1
M
m∑
j=1
(yj − y)(yj − y)∗ , (1.8)
where y = 1m
∑
j yj is the sample mean and M := m − 1 the adjusted sample size. The so-
called Fisher matrix F := SxS
−1
y is a natural statistic for the two-sample test of the hypothesis
“Σx = Σy” that the populations have a same covariance matrix. The CLT for LSS µF(g) of F has
been established in Zheng [23] assuming that both populations have zero means, i.e. µ = ν = 0 and
standardized, i.e. Σx = Σy = Ip. While keeping the standardization assumption but dropping the
condition µ = ν = 0, we prove a similar substitution principle: the CLT for LSS of F := SxS
−1
y
with arbitrary population means and population distribution (provided that a fourth-moment
exists) is the same as the CLT in [23] for populations with known means provided that one
substitutes the adjusted sample sizes (N,M) = (n − 1,m − 1) for the sample sizes (n,m) in
the centering term of the CLT in [23]. This second substitution principle can be viewed as a
consequence of the first substitution principle for sample covariance matrices.
They have been other proposals in the literature for testing hypotheses about high-dimensional
covariance matrices. In particular, procedures are proposed in Chen et al. [12], Li and Chen [15]
using a family of well-chosen U -statistics and the asymptotic theory of these procedures does not
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require that p/n tends to a positive limit. In another perspective, a minimax analysis for the one-
sample identity test Σx = Ip has been recently proposed in Cai and Ma [11]. All these proposals
are however not directly linked to the substitutions principles discussed in this paper since they
do not rely on LSS µSn(g) or µF(g) studied in this paper.
The main results of the paper, the two substitution principles and the new CLT are presented in
Sections 2 and 3. To demonstrate the importance of these principles, we develop in Section 4 new
procedures for hypothesis testing about high-dimensional covariance matrices extending previous
results to cover general Gaussian or non-Gaussian populations with unknown populations means.
Technical proofs are relegated to Section 5.
2. Substitution principle for the unbiased sample covariance matrix Sx
Before introducing the first substitution principle, we give a new CLT of LSS for non-centered
sample covariance matrix whether the Gaussian-like moment conditions exist or don’t exist.
Assumption (a) Samples are {xj = µ+ ΓXj , j = 1, . . . , n} where Xj = (X1j , . . . , Xpj)′. For each
p, {Xij, i ≤ p, j ≤ n} are independent random variables with common moments EXij = 0,
E|Xij |2 = 1, βx = E|Xij |4−|EX211|2−2, αx = |EX211|2 and satisfying the following Lindeberg
condition:
1
np
p∑
j=1
n∑
k=1
E{|Xjk|41{|Xjk |≥η√n}} → 0, for any fixed η > 0
where κ = 1 is for complex {Xij} and κ = 2 is for real {Xij}.
Assumption (b) The dimension-to-sample ratio yn = p/n tends to a positive y > 0 as n, p→∞.
Assumption (c) The sequence of (Σx = ΓΓ
∗)p≥1 is bounded in spectral norm and the ESD Hp :=
µΣx of Σx converges weakly to a LSD H as p→∞.
Assumption (d1) Γ is real or complex Xij satisfies αx = 0.
Assumption (d2) Γ∗Γ is diagonal or βx = 0.
In fact, Assumption (d1) is for the 2nd-order moment condition of Xij and Assumption (d2) is for
the 4th-order moment condition of Xij . Assumption (d2) can be interpreted as follows: suppose
the singular decomposition of Γ is Γ = U∗L1/2V, then Σ = ΓΓ∗ = U∗LU where L is the diagonal
matrix formed by eigenvalues and U∗ by eigenvectors of Σ. Then we can see that Γ∗Γ = V∗LV
is diagonal if the the unitary matrix V is an identity. It is the case especially when VY has the
same distribution as Y. So it shows that Assumption (d2) is easy to satisfy. Write xj = µ + x
0
j
with x0j = ΓXj and define the corresponding non-centered sample covariance matrix as
S0x :=
1
n
n∑
j=1
x0jx
0
j
∗
. (2.1)
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Under Assumptions (a)-(b)-(c), it is well-known that both the unbiased sample covariance matrix
Sx and non-centered sample covariance matrix S
0
x have the same LSD F
y,H , namely the Marcˇenko-
Pastur distribution of index (y,H). We recall some useful facts about these distributions (see [6]
for details). The LSD has support
[a, b] = [(1−√y)2I(0<y<1) lim inf
n
λΣxmin, (1 +
√
y)2 lim sup
n
λΣxmax], (2.2)
where it has a density function. Moreover, F y,H has a point mass 1−1/y at the origin when y > 1.
Define my to be the Stieltjes transform of the companion LSD F
y,H = (1 − y)δ0 + yF y,H . Then
my is the unique solution in C
+ = {z : ℑ(z) > 0} of the equation
z = − 1
my(z)
+ y
∫
tdH(t)
1 + tmy(z)
, z ∈ C+ = {z : ℑ(z) > 0}. (2.3)
Notice that when a finite-horizon proxy F yn,Hp is substituted for the LSD F y,H , these properties
and relationships hold with the parameters (y,H) replaced by (yn, Hp).
For Gaussian-like moment conditions βx = 0 or αx = 0 for complex population, the CLT (1.5)
for LSS of the non-centered sample covariance matrix S0x has been established first in Bai and
Silverstein [4] where the explicit limiting mean and covariance functions are given. However, this
result has a limitation in that it requires Gaussian-like moment conditions, i.e., βx = 0 αx = 0 for
complex population. There have been many efforts in the literature for removing this restriction,
see Lytova and Pastur [16] and Pan and Zhou [18]. The CLT in [18] removes the Gaussian-like 4th-
order condition βx = 0. However, their assumptions of replacement, made on both the population
covariance matrices Σx and the Stieltjes transform of the LSD F
y,H , are not easy to verify in
applications. Moreover, it is of practical importance to remove the Gaussian-like 2nd condition but
rare literature mentioned it. In this section, we propose a new CLT under Assumptions (d2) and/or
(d1) without assuming these Gaussian-like moment conditions made in [4]. Three counterexamples
are provided in Appendix to show that these assumptions (d1) and/or (d2) can’t be removed for
a general CLT for LSS of the sample covariance matrix S0x.
Theorem 2.1. Assume that either Assumptions (a)-(b)-(c)-(d1)-(d2) hold. Let f1, . . . , fk be func-
tions analytic on an open domain of the complex plan enclosing the support of the LSD F y,H and
define
Xp(fℓ) = p
{
µS0x(fℓ)− pF yn,Hp(fℓ)
}
=
p∑
i=1
fℓ(λ
0
j )− pF yn,Hp(fℓ) , (2.4)
where {λ0j} are eigenvalues of S0x. Then the random vector (Xp(f1), . . . , Xp(fk)) converges to a
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k-dimensional Gaussian random vector (Xf1 , . . . , Xfk) with mean function
EXf = − 1
2πi
∮
C
f(z)
αxy
∫ m3y(z)t2
(1+tm
y
(z))3 dH(t)(
1− y ∫ m2y(z)t2(1+tmy(z))2 dH(t))(1− αxy ∫ m2y(z)t2(1+tmy(z))2 dH(t))dz
− βx
2πi
·
∮
C
f(z) · ym3y(z)
∫
t2
(my(z)t+1)
3 dH(t)
1− y ∫ m2y(z)t2dH(t)(1+tmy(z))2
 dz,
and variance-covariance function
Cov(Xf , Xg) (2.5)
= − 1
4π2
∮
C1
∮
C2
f(z1)g(z2)
(my(z1)−my(z2))2
d
dz1
my(z1)
d
dz2
my(z2)dz1dz2 (2.6)
−yβx
4π2
∮
C1
∮
C2
[∫
f1(z1)
(my(z1)t+ 1)
2
f2(z2)
(my(z1)t+ 1)
2
dH(t)
]
dz1dz2
− 1
4π2
∮
C1
∮
C2
f1(z1)f2(z2)
[
d2
dz1dz2
log(1− a(z1, z2))
]
dz1dz2 (2.7)
where C, C1 and C2 are closed contours in the complex plan enclosing the support of the LSD F y,H ,
and C1 and C2 being non-overlapping. Finally the function a(z1, z2) is
a(z1, z2) = αx
(
1 +
my(z1)my(z2)(z1 − z2)
my(z2)−my(z1)
)
.
The proof of this refinement is given in Section 5.4. Moreover, as said above, new Assumptions
(d1) and (d2) are used as a replacement and they will be proven to be necessary by examples shown
in the appendix of the paper. The major advantage of this CLT is that the fourth-order and second-
order population moments can be arbitrary instead of matching Gaussian-like population, that is,
the parameters βx and αx may be nonzero.
When the Gaussian-like 2nd-order moment condition (κ = 2, αx = 1 for real {Xij} and κ =
1, αx = 0 for complex {Xij}) holds, it can be easily checked that the previous limiting mean and
variance-covariance functions reduce to
EXfj = −
κ− 1
2πi
∮
C
fj(z)
y
∫
m3y(z)t
2(1 + tmy(z))
−3dH(t)
[1− y ∫ m2y(z)t2(1 + tmy(z))−2dH(t)]2 dz
− βx
2πi
·
∮
C
fj(z) · y
∫ t2m3
y
(z)
(my(z)t+1)
3 dH(t)
1− y ∫ m2y(z)t2dH(t)(1+tmy(z))2
 dz, (2.8)
and variance function
Cov(Xfj , Xfℓ)
= − κ
4π2
∮
C1
∮
C2
fj(z1)fℓ(z2)
(my(z1)−my(z2))2
dmy(z1)dmy(z2) (2.9)
−yβx
4π2
∮
C1
∮
C2
fj(z1)fℓ(z2)
[∫
t
(my(z1)t+ 1)
2
t
(my(z1)t+ 1)
2
dH(t)
]
dmy(z1)dmy(z2).
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In particular, under Gaussian-like 2nd-order and 4th-order moment conditions, we recover the
CLT (1.5) of [4].
Coming to the unbiased sample covariance matrix Sx with unknown population means, as a
second main result of the paper, we establish the following substitution principle. Recall that
N = n− 1 denotes the adjusted sample size.
Theorem 2.2. (One sample substitution principle) Under the same conditions as in Theorem
2.1, define
Yp(fℓ) = p
{
µSx(fℓ)− F yN ,Hp(fℓ)
}
=
p∑
i=1
fℓ(λj)− pF yN ,Hp(fℓ) , (2.10)
where {λj} are the eigenvalues of the unbiased sample covariance matrix Sx and N = n − 1.
Then the random vector (Yp(f1), . . . , Yp(fk)) converges in distribution to the same Gaussian vector
(Xf1 , . . . , Xfk) given in Theorem 2.1.
The proof of Theorem 2.2 is postponed to Section 5.3.
3. Substitution principle for the two-sample Fisher matrix
In this section we investigate the effect in the CLT for LSS of F = SxS
−1
y when the unbi-
ased covariance matrices Sx and Sy are used. The following assumptions for the second sample
y1, . . . ,ym mimic Assumptions (a)-(b)-(c) set for the first sample x1, . . . ,xn.
Assumption (a’) Samples are {yj = ν +ΓyYj , j = 1, . . . ,m} where Yj = (Y1j , . . . , Ypj). For each
p, the elements of the data matrix {Yij , i ≤ p, j ≤ m} = {Y1, . . . , Ym} are independent
random variables with common moments EYij = 0, E|Yij |2 = 1, and E|Yij |4 = βy + 2 +
|EY 211|2, especially EY 2ij = 0 in complex case and satisfying the following Lindeberg condition:
1
mp
p∑
j=1
m∑
k=1
E{|Yjk|41{|Yjk|≥η√m}} → 0, for any fixed η > 0.
Assumption (b’) The dimension-to-sample ratio ym = p/m→ y2 ∈ (0, 1) as m, p→∞.
Assumption (c’) The sequence (Σy)p≥1 where Σy = ΓyΓ∗y is bounded in spectral norm and the
ESD H2,p of Σy converges to a LSD H2 as p→∞.
Regarding the distinction between real-valued and complex-valued populations, a same indicator
κ is used for both populations x and y since the mixed situation where one population is real-valued
while the other is complex-valued is rarely realistic in applications.
Consider first the non-centered and sample covariance matrices
S0X =
1
n
n∑
j=1
XjX
∗
j , S
0
Y =
1
m
m∑
j=1
YjY
∗
j , F
0 = S0XS
0
Y
−1
. (3.1)
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Assume that Assumptions (a)-(b)-(c) and (a’)-(b’)-(c’) are fulfilled. In this section, if both popula-
tions are complex, we assume that the second moments are null, i.e. EX2ij = EY
2
ij = 0. From now
onward, for notation convenience, the limiting ratio y = lim p/n of the x-sample is denoted by y1.
It is well-known from random matrix theory that the ESD of µF0 converges to a LSD G(y1,y2) with
compact support (Bai et al. [1], Silverstein [19]). Moreover, let f1, . . . , fk be analytic functions
on an open set of the complex plan enclosing the support of G(y1,y2). Consider linear spectral
statistics
Zp(fℓ) = p
{
µF0(fℓ)−G(yn,ym)(fℓ)
}
, (3.2)
where, similar to CLT’s for sample covariance matrices, G(yn,ym) is a finite-horizon proxy for
the LSD G(y1,y2) obtained by substituting the current dimension-to-sample ratios (yn, ym) =
(p/n, p/m) for their limits (y1, y2) = lim (p/n, p/m). Let h = (y
2
1+y
2
2+y1y2)
1/2. Then the CLT in
Zheng [23] establishes that the random vector (Zp(f1), . . . , Zp(fk)) converges to a k-dimensional
Gaussian vector (Zf1 , . . . , Zfk) with mean function
EZfj
= lim
r↓1
κ− 1
4πi
∮
|ξ|=1
fj
(
1 + h2 + 2hℜ(ξ)
(1− y2)2
)[
1
ξ − r−1 +
1
ξ + r−1
− 2
ξ + y2h
]
dξ (3.3)
+
βxy1(1− y2)2
2πi · h2
∮
|ξ|=1
fj
(
1 + h2 + 2hℜ(ξ)
(1− y2)2
)
1
(ξ + y2h )
3
dξ ,
+
βy(1− y2)
4πi
∮
|ξ|=1
fj
(
1 + h2 + 2hℜ(ξ)
(1− y2)2
)
ξ2 − y2h2
(ξ + y2h )
2
[
1
ξ −
√
y2
h
+
1
ξ +
√
y2
h
− 2
ξ + y2h
]
dξ,
and covariance function
Cov(Zfj , Zfℓ)
= −lim
r↓1
κ
4π2
∮
|ξ1|=1
∮
|ξ2|=1
fj
(
1+h2+2hℜ(ξ1)
(1−y2)2
)
fℓ
(
1+h2+2hℜ(ξ2)
(1−y2)2
)
(ξ1 − rξ2)2 dξ1dξ2 (3.4)
− (βxy1 + βyy2)(1 − y2)
2
4π2h2
∮
|ξ1|=1
fj
(
1+h2+2hℜ(ξ1)
(1−y2)2
)
(ξ1 +
y2
h )
2
dξ1
∮
|ξ2|=1
fℓ
(
1+h2+2hℜ(ξ2)
(1−y2)2
)
(ξ2 +
y2
h )
2
dξ2.
For the Fisher matrix of interest F = SxS
−1
y from populations with unknown population means
and as the second main result of the paper, we establish the following substitution principle under
an additional condition of equal covariance matrix.
Theorem 3.1. (Two-sample substitution principle) Assume that the Assumptions (a)-(b)-(c)
and (a’)-(b’)-(c’) are fulfilled with y2 ∈ (0, 1) and that Γ = Γy. Let f1, . . . , fk be functions analytic
on an open domain of the complex plan enclosing the support of the LSD G(y1,y2) and define linear
spectral statistics
Wp(fℓ) = p
{
µF(fℓ)−G(yN ,yM)(fℓ)
}
, (3.5)
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where N = n− 1 and M = m− 1 are the adjusted sample sizes, yN = p/N and yM = p/M . Then
the random vector (Wp(f1), . . . ,Wp(fk)) converges to the same limiting k-dimensional Gaussian
vector (Zf1 , . . . , Zfk) defined [23] with the mean and covariance functions (3.3)-(3.4).
The proof of this theorem is given in Section 5.5.
4. Applications to hypothesis testing on large covariance matrices
As explained in Introduction, this section is devoted to illustrate the importance of the substitu-
tion principles proposed in this paper. We consider the problem of testing hypotheses about large
covariance matrices based on the unbiased sample covariance matrices when population means
are to be estimated. In this manner, Sections §4.1 and §4.2 generalize the main results of Bai et
al. [2] on the one-sample and two-sample likelihood ratio tests on large covariance matrices. The
generalized test procedures apply for non-Gaussian populations with unknown population means.
To our best knowledge, few procedures exist for such testing problems on large sample covariance
matrices, two exceptions being Chen et al. [12], Li and Chen [15], see also Cai and Ma [11] on a
minimax study for the identity test.
4.1. Testing the hypothesis that Σ is equal to a given matrix
Let as in Introduction x1, . . . ,xn be a sample from a p-dimensional population with mean µ
and covariance matrix Σx. Consider first a one-sample test for the hypothesis H0 : Σx = Ip that
a p-dimensional covariance matrix Σx equals the identity matrix. The corrected likelihood ratio
test in Bai et al. [2] is developed by assuming that the population is Gaussian and µ = 0 (or
equivalently, µ is given). The test statistic equals
L0 = tr S0x − log |S0x| − p, (4.1)
where S0x is the non-centered sample covariance matrix given in (2.1). The following theorem is
established in [2].
Proposition 4.1. (Theorem 3.1 of [2]) Assume that the population is real Gaussian with mean
µ = 0 and covariance matrix Σx, and the dimension p and the sample size tend to infinity such
that yn := p/n→ y ∈ (0, 1). Then under H0,
υn(g)
− 12
[
L0 − p · F yn(g)−mn(g)
]⇒ N (0, 1) , (4.2)
where F yn is the Marcˇenko-Pastur law of index yn, g(x) = x− log x− 1 and
F yn(g) = 1− yn − 1
yn
log (1 − yn) ,
mn(g) = − log (1 − yn)
2
,
υn(g) = −2 log (1− yn)− 2yn .
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At asymptotic significance level α, the test will reject the null hypothesis if the statistic in
(4.2) exceeds zα, the upper α% quantile of the standard Gaussian distribution. The test has been
proved to have good powers against the inflation of the dimension p. To extend this result to general
populations with unknown population mean vector, we start by assuming that the population x
fulfills Assumption (a)-(b)-(c) of Section 2. The corrected likelihood ratio test statistic (CLRT) is
defined to be
L∗ = tr Sx − log |Sx| − p, (4.3)
where Sx is the unbiased sample covariance matrix given in (1.1).
Theorem 4.1. Assume that the population x fulfills Assumptions (a)-(b)-(c) where yn := p/n→
y ∈ (0, 1). Then under the null hypothesis H0 : Σx = Ip, for the unbiased sample covariance
matrix Sx in (1.1) and the LRT statistic L
∗ in (4.3), we have,
υ∗N(g)
− 12 [L∗ − p · F yN (g)−m∗N (g)]⇒ N (0, 1) (4.4)
where
m∗N (g) = (κ− 1)mN (g) +
βx
2
yN ,
υ∗N (g) =
κ
2
vN (g) ,
and the function g, the values F yN (g), mN(g) and vN (g) are the same as in Proposition 4.1 (notice
however the substitution of N for n in these quantities).
Let us explain how this result extends considerably the previous Proposition 4.1 proposed in
Bai et al. [2]. For real Gaussian observations, we have κ = 2 and βx = 0, then m
∗
N (g) = mN (g)
and υ∗N(g) = υN (g), so that the new CLT gives an extension of Proposition 4.1 to Gaussian
populations. If the observations are complex Gaussian, κ = 1 and βx = 0, we have m
∗
N (g) = 0
and the variance υ∗N(g) =
1
2υN(g), which is half the variance for the real Gaussian case. For
general non-Gaussian and non-centered populations, the new CLT provides a novel procedure for
the one-sample test on large covariance matrix. In this case, the variance υ∗N(g) stays the same as
for Gaussian observations, but there is an additional term 12βxyN in the asymptotic mean.
We conclude the section by reporting a small Monte-Carlo experiment that demonstrates the
importance of the sample size substitution proposed in Theorem 4.1. We simulate a standard
Gaussian population x ∼ N(0p, Ip) but we don’t assume to know anything about the mean and
the covariance matrix so that the test will be based on the statistic L∗ of (4.3). Simulation results
are listed in Table 1.
For the distribution of the CLRT statistic L∗, the experiment shows that the formula for
its asymptotic mean and variance with adjusted dimension-to-sample ratio yN = p/N always
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Table 1
Effects of the sample size substitution for the corrected one-sample LRT with unbiased covariance matrix.
Standard normal population with 10000 independent replications.
(pF yN (g) +m∗
N
(g), v∗
N
(g)) (pF yn(g) +m∗n(g), v
∗
n(g)) Empirical mean and
variance of L∗
p/n = 0.5
(p, n)=(25, 50) (8.226, 0.407) (8.017, 0.386) (8.234, 0.452)
(p, n)=(50, 100) (15.889, 0.396) (15.689, 0.386) (15.886, 0.405)
(p, n)=(100, 200) (31.228, 0.391) (31.031, 0.386) (31.231, 0.410)
(p, n)=(150, 300) (46.570, 0.390) (46.374, 0.386) (46.569, 0.404)
p/n = 0.8
(p, n)=(32, 40) (20.835, 1.794) (19.929, 1.618) (20.895, 2.158)
(p, n)=(64, 80) (39.909, 1.702) (39.053, 1.618) (39.931, 1.851)
(p, n)=(96, 120) (59.018, 1.673) (58.178, 1.618) (59.051, 1.739)
(p, n)=(128, 160) (78.135, 1.659) (77.302, 1.618) (78.132, 1.714)
outperforms the formula without the adjustment using yn = p/n. The difference is quite significant
for p/n = 0.8. This is an interesting improvement since when p/n is getting close to 1, the sample
covariance matrix has more small eigenvalues near 0 and the presence of the logarithm function in
the LRT statistic makes it more sensible with a larger variance. So a more accurate approximation
for its asymptotic distribution is particularly valuable in such situations.
4.2. Testing the equality of two large covariance matrices
The second test problem we consider is about the equality between two large covariance ma-
trices. As in Section 3, let x1, . . . ,xn and y1, . . . ,ym be samples from two p-dimensional popula-
tions with mean and covariance matrix (µ,Σx) and (ν,Σy), respectively. To test the hypothesis
H0 : Σx = Σy, a corrected likelihood ratio test is developed in Bai et al. [2] by assuming that
both populations are Gaussian and µ = ν = 0 (or equivalently, they are given). Under the null
hypothesis and because of the Gaussian assumption, one can assume without loss of generality
that Σx = Σy = Ip. Therefore the sample covariance matrices S
0
X and S
0
Y are as defined in (3.1)
and the normalized Fisher matrix is F0 = S0XS
0
Y
−1
. The LRT statistics is
T 0 =
∣∣S0X ∣∣n2 · ∣∣S0Y ∣∣m2
|c1S0X + c2S0Y |
n+m
2
, (4.5)
where c1 = n/(n+m) and c2 = m/(n+m). Recall the ratios yn :=
p
n , ym :=
p
m and set
hn = (yn + ym − ynym)1/2 .
S. Zheng, Z. D. Bai and J.Yao/Substitution principle for unbiased sample covariance matrices 14
The following result is established in [2].
Proposition 4.2. (Theorem 4.1 of [2]) Assume that both populations are real Gaussian with
respective mean 0 and covariance matrices Σk, k = 1, 2, and that p ∧ n ∧ m → ∞ such that
yn → y1 > 0, ym → y2 ∈ (0, 1). Then under H0,
υn,m(f)
− 12
[
−2 logT
0
n
− p ·Gyn,ym(f)− an,m(f)
]
⇒ N (0, 1) (4.6)
where
f(x) = log(yn + ymx) − ym
yn + ym
log x− log(yn + ym) , (4.7)
Gyn,ym(f) =
h2n
ynym
log
yn + ym
h2n
+
yn(1− ym)
ym(yn + ym)
log (1− ym)
+
ym(1− yn)
yn(yn + ym)
log (1− yn), (4.8)
an,m(f) =
1
2
[
log
(
h2n
yn + ym
)
− yn
yn + ym
log(1− ym)
− ym
yn + ym
log(1 − yn)
]
, (4.9)
υn,m(f) = − 2y
2
m
(yn + ym)2
log(1− yn)− 2y
2
n
(yn + ym)2
log(1− ym)
+2 log
h2n
yn + ym
. (4.10)
Again, a corrected LRT is obtained based on this limiting distribution and has been proved to
have good powers for large dimensions p. To extend this result to general non-Gaussian populations
with unknown population means, we start by assuming that the population x fulfills Assumption
(a)-(b)-(c) of Section 2 and the population y fulfills Assumption (a’)-(b’)-(c’) of Section 3 The
corrected likelihood ratio test statistic (CLRT) is defined to be
T ∗ =
|Sx|
n
2 · |Sy|
m
2
|c1Sx + c2Sy|
n+m
2
, (4.11)
with the constants ck defined previously. Here the unbiased sample covariance matrices Sx and Sy
are defined in (1.1) and (1.8), respectively.
Theorem 4.2. Assume that the populations x and y satisfy Assumptions (a)-(b)-(c) and (a’)-
(b’)-(c’), respectively. Then under the null hypothesis H0 : Σx = Σy,
υ∗N,M(f)
− 12
[
−2 logT
∗
n
− p ·GyN ,yM (f)− a∗N,M (f)
]
⇒ N (0, 1) , (4.12)
where
a∗N,M (f) = (κ− 1)aN,M(f) +
yNyM
2(yN + yM )2
(βxyN + βyyM ) ,
υ∗N,M (f) =
κ
2
υN,M (f) ,
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where the function f(x), and the values GyN ,yM (f), aN,M (f) and υN,M (f) are the same as in
Proposition 4.2 (notice however the substitution of (N,M) = (n − 1,m − 1) for (n,m) in these
formula).
Again it is interesting to compare this CLT to the previous one in Proposition 4.2. When
both populations are real Gaussian, κ = 2 and βx = βy = 0, we have a
∗
N,M(f) = aN,M(f) and
υ∗N,M (f) = υN,M (f), the new CLT is an extension of Proposition 4.2 to Gaussian populations.
When there are both complex Gaussian, κ = 1 and βx = βy = 0, a
∗
N,M(f) = 0 and the vari-
ance υ∗N,M (f) is reduced by half. For general non-Gaussian populations with unknown population
means, there will be always a shift in the mean, but the variance again remains unchanged com-
pared to the Gaussian situation. In summary, the substitution principle allows a full generalization
of the corrected likelihood ratio two-sample test for large covariance matrices from non-Gaussian
populations with unknown population means.
We conclude the section by reporting a small Monte-Carlo experiment to examine the effect of
the sample size substitution proposed in Theorem 4.2. We adopt standard Gaussian population for
both populations x, y ∼ N(0p, Ip) but we don’t assume to know anything about these parameters
so that the test will be based on the statistic T ∗ of (4.11). Simulation results are listed in Table 2.
Table 2
Effects of the sample size substitution for the corrected two-sample LRT with unbiased covariance matrices.
Standard normal populations with 10000 independent replications.
(pF yN ,yM (f) + a∗N,M (f), (pF
yn,ym(f) + a∗n,m(f), Empirical mean and
v∗
N,M
(f)) v∗n,m(f)) variance of T
∗
p/n = 0.5
(p, n) = (20, 40) (3.731, 0.127) (3.601, 0.118) (3.729, 0.134)
(p, n) = (50, 100) (8.820, 0.121) (8.698, 0.118) (8.819, 0.122)
(p, n) = (80, 160) (13.916, 0.120) (13.795, 0.118) (13.918, 0.125)
p/n = 0.8
(p, n) = (20, 25) (8.551, 0.714) (7.827, 0.588) (8.520, 0.776)
(p, n) = (60, 75) (23.011, 0.625) (22.382, 0.588) (23.012, 0.661)
(p, n) = (100, 125) (37.550, 0.610) (36.937, 0.588) (37.552, 0.616)
For the distribution of the CLRT statistic T ∗, the limiting parameters with adjusted dimension-
to-sample ratios yN and yM are much more accurate than using the original ones yn and ym.
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5. Proofs
Some of the proofs below use several technical lemmas which are collected and proved in Sec-
tion 5.6.
5.1. Proof of Theorem 4.1
Under the null hypothesis Σx = Ip and by the substitution principle of Theorem 2.2, it is
enough to consider the sample covariance matrix
S0N =
1
N
N∑
i=1
XiX
∗
i ,
where the Xi’s have i.i.d. (0,1) components. Applying the formula in Proposition A.1, we only
need to evaluate the mean and variance parameter in Eqs. (A.1)-(A.2) with the function g(x) =
x− log x− 1, i.e.
m∗N (g) = (κ− 1)I1(g) + βI2(g) ,
and
υ∗N (g) = κJ1(g, g) + βJ2(g, g) .
Note that the forms {Iℓ} and {Jℓ} are linear and bi-linear, respectively, and null on constants.
Using their values on the functions x and log x calculated in Eq. (4.1) to Eq. (4.10) in Wang and
Yao [22], we readily find the claimed formula for m∗N (g) and υ
∗
N (g).
5.2. Proof of Theorem 4.2
Under the null hypothesis, according to Bai et al. [2], the likelihood ratio statistic −2n−1 logT ∗
is a LSS of a Fisher matrix. Moreover, by the substitution principle of Theorem 3.1, it is enough
to consider a Fisher matrix with dimension-to-sample ratios yN = p/N and yM = p/M (instead of
yn and ym). We thus use the CLT of Zheng [23] with these ratios and the test function f defined
in (4.7), namely,
f(x) = log(yN + yMx)− yM
yN + yM
log(x) − log(yN + yM ) .
Define
f1(x) = log(yN + yMx), f2(x) = log(x) ,
so that f = f1 − yMyN+yM f2 − log(yN + yM ). The asymptotic mean E(Xfk) and the variance-
covariance functions Cov(Xfk , Xfℓ), k, ℓ = 1, 2 are found using the calculations done in Example
4.1 of Zheng [23] with the following values of the parameters c, d, c′ and d′:
c′ = 1, d′ = hn, c = hn, d = yM .
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That is, the mean function is
EXf1 =
κ− 1
2
log
(
(c2 − d2)h2n
(chn − yMd)2
)
− βxyN(1− yM )
2d2
2(chn − dyM )2
+
βy(1− yM )
2
[
2dyM
chn − dyM +
d2(y2M − yM )
(chn − dyM )2
]
,
=
κ− 1
2
log
h2n
(yN + yM )(1 − yM ) −
βx
2
yNy
2
M
(yN + yM )2
+
βy
2
y2M (2yN + yM )
(yN + yM )2
,
and
EXf2 =
κ− 1
2
log
(
((c′)2 − (d′)2)h2n
(c′hn − yMd′)2
)
− βxyN (1− yM )
2(d′)2
2(c′hn − d′yM )2
+
βy(1 − yM )
2
[
2d′yM
c′hn − d′yM +
(d′)2(y2M − yM )
(c′hn − d′yM )2
]
=
κ− 1
2
log
1− yN
1− yM −
1
2
βxyN +
1
2
βyyM .
And the variance function is
Var(Xf1) = κ log
(
c2
c2 − d2
)
+
(βxyN + βyyM )(1− yM )2d2
(ch− dyM )2
= κ log
h2n
(yN + yM )(1 − yM ) + (βxyN + βyyM )
y2M
(yN + yM )2
,
Var(Xf2) = κ log
(
(c′)2
(c′)2 − (d′)2
)
+
(βxyN + βyyM )(1 − yM )2(d′)2
(c′h− d′yM )2
= κ log
1
(1− yN)(1 − yM ) + (βxyN + βyyM ) ,
Cov(Xf1 , Xf2) = κ log
(
cc′
cc′ − dd′
)
+
(βxyN + βyyM )(1− yM )2dd′
(chn − dyM )(c′hn − d′yM )
= κ log
1
1− yN + (βxyN + βyyM )
yM
yN + yM
.
As by definition of f ,
a∗N,M(f) = EXf1 −
yN
yN + yM
· EXf2 − log(yN + yM ),
and
υ∗N,M(f) = Var(Xf1) +
y2N
(yN + yM )2
·Var(Xf2)−
2yN
yN + yM
· Cov(Xf1 , Xf2) ,
by plugging in the calculations above, we readily find the announced formula for a∗N,M(f) and
υ∗N,M (f).
5.3. Proof of Theorem 2.2
The strategy of the proof and many basic steps follow the proof of the CLT in Bai and Silverstein
[4] so that we emphasize on those calculations needed by the refinement proposed. First of all,
the truncation and the follow-up centering and normalization steps are exactly the same, that is,
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under the assumptions made on their moments, the variables {Xij}’s can be truncated at level
ηn
√
n without altering the limiting spectral distribution, where ηn → 0 slowly. Note that the 4th
moments of the truncated and re-normalized random variables may not be the same but they will
be of form κ+ 1 + βx + o(1), and for the complex case we have EX
2
ij = o(n
−1). The support set
of the LSD of Sx is
[(1−√y)2I(0<y<1) lim inf
n
λΣxmin, (1 +
√
y)2 lim sup
n
λΣxmax].
Let xr be a number greater than (1+
√
y)2 lim sup
n
λΣxmax. If y < 1, then let xl be a number between
0 and (1−√y)2 lim inf
n
λΣxmin. If y ≥ 1, let xl be a negative number. Let ηl and ηr satisfy
xl < ηl < (1−√y)2I(0<y<1) lim inf
n
λΣxmin < (1 +
√
y)2 lim sup
n
λΣxmax < ηr < xr.
Define a contour C = Cl ∪ Cu ∪ Cb ∪ Cr where
Cu = {x+ iν0 : x ∈ [xl, xr ]}, Cl = {xl + iν : |ν| ≤ ν0},
Cb = {x− iν0 : x ∈ [xl, xr ]}, Cr = {xr + iν : |ν| ≤ ν0},
and Cn = C
⋂{z : ℑ(z) > n−2}. As fj is analytic, we have by Cauchy integral theorem
Yp(fj) =
p∑
i=1
fj(λi)− p
∫
fj(x)dF
yN ,Hp(x)
= − 1
2πi
∮
C
fj(z) ·
(
1
p
tr(Sx − zIp)−1 −m(0)N (z)
)
dz,
(see (1.14) of Bai and Silverstein [4] where m
(0)
N (z) = − 1−yNz + yNm
(0)
N (z) with yN = p/N and
z = − 1
m
(0)
N (z)
+
p
N
∫
t
1 + tm
(0)
N (z)
dHp(t).
It remains to find the asymptotic distribution of
tr(Sx − zIp)−1 − pm(0)N (z),
in order to obtain the asymptotic distribution of Yp(fj). Define γi =
1√
n
ΓXi. Then, we have
Sx =
n
N
n∑
i=1
(γi − γ¯)(γi − γ¯)∗ =
n∑
i=1
γiγ
∗
i −
1
N
∑
i6=j
γiγ
∗
j = Bx −∆,
where γ¯ = 1n
n∑
i=1
γi, ∆ =
1
N
∑
j 6=k γjγ
∗
k and Bx =
∑n
i=1 γiγ
∗
i . Let A(z) = Bx − zI. We have,
(Sx − zI)−1 = (A(z)−∆)−1 = A−1(z) + (A(z)−∆)−1∆A−1(z)
= A−1(z) +A−1(z)∆A−1(z) +A−1(z)(∆A−1(z))2 + (A(z)−∆)−1 (∆A−1(z))3 .
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Therefore,
p
(
1
p
tr(Sx − zI)−1 −m(0)N (z)
)
= p
(
1
p
tr(A(z)−∆)−1 −m(0)n (z) +m(0)n (z)−m(0)N (z)
)
= p
(
1
p
trA−1(z)−m(0)n (z)
)
+ p(m(0)n (z)−m(0)N (z)) + trA−2(z)∆
+trA−1(z)(∆A−1(z))2 + tr (A(z)−∆)−1 (∆A−1(z))3, (5.1)
where m
(0)
n (z) = − 1−ynz + ynm
(0)
n (z), m
(0)
n (z) and m
(0)
N (z) satisfy
z = − 1
m
(0)
n (z)
+
p
n
∫
t
1 + tm
(0)
n (z)
dHp(t), (5.2)
z = − 1
m
(0)
N (z)
+
p
N
∫
t
1 + tm
(0)
N (z)
dHp(t), (5.3)
z = − 1
my(z)
+ y
∫
t
1 + tmy(z)
dH(t). (5.4)
By (5.1) and Lemmas 5.1 and 5.6, we have
tr(Sx − zIp)−1 − p ·m(0)N (z) = p
(
1
p
trA−1(z)−m(0)n (z)
)
+ op(1)
= p
(
1
p
tr(Bx − zIp)−1 −m(0)n (z)
)
+ op(1). (5.5)
We also need to check the following two properties of tightness and equicontinuity before con-
cluding.
(1) Tightness of tr(Sx − zIp)−1 − pm(0)N (z). Because tr(Sx − zIp)−1 − pm(0)N (z) = tr(Sx −
zIp)
−1 − tr(Bx − zIp)−1 + tr(Bx − zIp)−1 − pm(0)n (z) + pm(0)n (z)− pm(0)N (z) and the tightness of
{tr(Bx − zIp)−1− pm(0)n (z)} proved in Bai and Silverstein [4], then we only prove the tightness of
{tr(Sx−zIp)−1− tr(Bx−zIp)−1}. Let {λ˜i} and {λi} be the eigenvalues of Bx and Sx respectively
and be arranged in descending order. Let the even Bn is defined as ηl < λp < nN λ˜1 < ηr. Then it
is well-known from random matrix theory that for any positive number t, it holds for large enough
n that
P(Bcn) = o(n−t),
see e.g. Bai and Silverstein [5]. Notice that Sx =
n
NBx− nNΓX¯X¯∗Γ∗x where X¯ =
∑n
j=1Xj . Similar
to arguments in Bai and Silverstein [4], we only need to prove that there is an absolute constant
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M such that for any z1, z2 ∈ Cn,
E|tr(Bx − z1Ip)−1 − tr(Bx − z2Ip)−1 − tr(Sx − z1Ip)−1 + tr(Sx − z2Ip)−1|2
|z1 − z2|2
= E
∣∣∣tr(Bx − z1Ip)−1(Bx − z2Ip)−1 − tr(Sx − z1Ip)−1(Sx − z2Ip)−1∣∣∣2
= E
∣∣∣∣∣
n∑
i=1
(λ˜i − λi)(λi + λ˜i − z1 − z2)
(λi − z1)(λi − z2)(λ˜i − z1)(λ˜i − z2)
∣∣∣∣∣
2
≤ KE

∣∣∣∣∣∑
i=1
|λi − λ˜i|
∣∣∣∣∣
2
IBn
+ o(1) ≤M, (5.6)
where the last step of (5.6) follows from the fact that
∑
i=1
|λi − λ˜i|IBn =
∑
i=1
|λi − n
N
λ˜i|+ 1
N
n∑
i=1
λ˜i
=
∑
i=1
n
N
λ˜i − λi + 1
N
n∑
i=1
λ˜i
≤ n
N
λ˜1 − λp + 1
N
n∑
i=1
λ˜i
≤ 2ηr − ηl,
by the interlacing theorem.
(2) The equi-continuity of Etr(Sx − zI)−1 − pm(0)N (z) can be proved in a similar way to that
for the tightness of tr(Sx − zI)−1 − Etr(Bx − zI)−1, see [4] and [23].
Finally, the proof is completed.
5.4. Proof of Theorem 2.1
Now we assume that the matrix Γ is real, |EX211| < ∞. Then we consider (2.7) of Bai and
Silverstein (2004). According to Bai and Silverstein (2004), it is easy to obtain
1
n
Ej[z1trΣxA
−1
j (z1)− z2trΣx(A˘′j)−1(z2)]→ z1(b−1(z1)− 1)− z2(b−1(z2)− 1), a.s.
where Ej is the conditional expectation on r1, . . . , rj−1, r˘j+1, . . . , r˘n are an independent copy
of rj+1, . . . , rn, Aj =
n∑
i=1
rir
∗
i − zIp − rjr∗j , Akj =
n∑
i=1
rir
∗
i − zIp − rjr∗j − rkr∗k, rj = ΓX·j ,
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βk =
1
1+r∗
k
A
−1
k
rk
, βk(j) =
1
1+r∗
k
A
−1
kj
rk
and b(z)→ −zmy(z). Moreover,
1
n
[z1EjtrΣxA
−1
j (z1)− z2trΣx(A˘′j)−1(z2)]
=
1
n
EjtrΣxA
−1
j (z1)
[ j−1∑
i=1
(z1r¯ir
′
i − z2rir∗i ) +
n∑
i=j+1
(z1¯˘rir˘
′
i − z2rir∗i )
]
(A˘′j)
−1(z2)
=
1
n
j−1∑
i=1
Ej
{
z1β˘ji(z2)r
′
i(A˘
′
ji)
−1(z2)Σx
[
A−1ji (z1)−A−1ji (z1)rir∗iA−1ji (z1)βji(z1)
]
r¯i
−z2r∗i
[
(A˘′ji)
−1(z2)− β˘ji(z2)(A˘′ji)−1(z2)r¯ir′i(A˘′ji)−1(z2)
]
ΣxA
−1
ji (z1)βji(z1)ri
}
+
1
n
n∑
i=j+1
Ej
[
z1β˘ji(z2)r˘
′
i(A˘
′
ji)
−1(z2)ΣxA−1j (z1)¯˘ri − z2r∗i (A˘′j)−1(z2)ΣxA−1ji (z1)riβji(z1)
]
=
1
n
j−1∑
i=1
Ej
{
z1β˘ji(z2)
(
1
n
tr(A˘′ji)
−1(z2)ΣxA−1ji (z1)Σx −
αx
n2
tr(A˘′ji)
−1(z2)ΣxA−1ji (z1)Σx · trA−1ji (z1)Σxβij(z1)
)
−z2βij(z1)
(
1
n
tr(A˘′ji)
−1(z2)ΣxA−1ji (z1)Σx −
αx
n2
tr(A˘′ji)
−1(z2)Σx · tr(A˘′ji)−1(z2)ΣxA−1ji (z1)Σxβ˘ji(z2)
)
+
1
n
n∑
i=j+1
Ej
[
z1β˘ji(z2)r˘
′
i(A˘
′
ji)
−1(z2)ΣxA−1j (z1)¯˘ri − z2r∗i (A˘′j)−1(z2)ΣxA−1ji (z1)riβji(z1)
]
+ oa.s.(1)
=
{
− j − 1
n
αx[(z1b(z2)− z2b(z1))− b(z1)b(z2)(z1 − z2)] + (z1b(z2)− z2b(z1))
}
Ej
1
n
trΣxA
−1
j (z1)Σx(A˘
′
j)
−1(z2) + oa.s.(1)
where αx = |EX211|2. Comparing the two estimates, we obtain
Ej
1
n
trΣxA˘
−1
j (z2)ΣxA
−1
j (z1) =
z1(b
−1(z1)− 1)− (z2b−1(z2)− 1) + oa.s.(1)
− j−1n αx[(z1b(z2)− z2b(z1))− b(z1)b(z2)(z1 − z2)] + (z1b(z2)− z2b(z1))
Consequently, we obtain
1
n2
n∑
j=1
αxbn(z1)bn(z2)trEjΣxA
−1
j (z1)Ej(Σx(A
′
j)
−1(z2))
→ a(z1, z2)
∫ 1
0
1
1− ta(z1, z2)dt = log(1− a(z1, z2)),
where
a(z1, z2) =
αxb(z1)b(z2)(z1(b
−1(z1)− 1)− z2(b−1(z2)− 1))
z1b(z2)− z2b(z1)
= αx(1 +
b(z1)b(z2)(z2 − z1)
z1b(z2)− z2b(z1) )
= αx
(
1 +
my(z1)my(z2)(z1 − z2)
my(z2)−my(z1)
)
. (5.7)
Moreover we have
d2
dz2dz1
∫ a(z1,z2)
0
1
1− z dz =
d2
dz1dz2
log(1 − a(z1, z2)).
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So the covariance function Cov(Xf1 , Xf2) will have an additional term as follows
−1
4π2
∮ ∮
f1(z1)f2(z2)
[
d2
dz1dz2
log(1− a(z1, z2))
]
dz1dz2. (5.8)
By (4.10) of Bai and Silverstein (2004), we have
yn−1
n∑
j=1
Eβjdj
=
z2m2y(z)
n2
n∑
j=1
EtrA−1j (z)(my(z)Σx + Ip)
−1ΣxA−1j (z)Σx + o(1)
=
m2y(z)
n
Etr(my(z)Σx + Ip)
−3Σ2x
+
z2m4y(z)
n2
∑
i6=j
Etr(my(z)Σx + Ip)
−2Σx(rir∗i −
1
n
Σx)A
−1
ij (z)(my(z)Σx + Ip)
−1A−1ij (z)(r¯ir
′
i −
1
n
Σx) + o(1)
=
m2y(z)
n
Etr(my(z)Σx + Ip)
−3Σ2x
+
αxz
2m4y(z)
n3
n∑
j=1
Etr(my(z)Σx + Ip)
−2Σ2x · trA−1j (z)(my(z)Σx + Ip)−1A−1j (z)Σx + o(1).
Then we have
y1n
−1
n∑
j=1
Eβjdj =
αx
m2y(z)
n Etr(my(z)Σx + Ip)
−3Σ2x
1− αxm2y(z)n tr(my(z)Σx + Ip)−2Σ2x
+ o(1)
=
αxy1
∫ m2y(z)t2dH(t)
(1+tmy(z))
3
1− αxy1
∫ m2y(z)t2dH(t)
(1+tmy(z))
2
+ o(1).
Then the mean function EXf of Bai and Silverstein (2004) will be
1
2πi
∮ αxy ∫ m3y(z)t2dH(t)(1+tmy(z))3(
1− y1
∫ m2y(z)t2dH(t)
(1+tm
y
(z))2
)(
1− αxy1
∫ m2y(z)t2dH(t)
(1+tm
y
(z))2
)dz. (5.9)
By (5.5), Zheng (2012)’s (40)-(41) (or Pan (2012)) and Bai and Silverstein (2004)’s Theorem 1.1,
we have we can show that
Xp(fj) =
p∑
i=1
fj(λi)− p
∫
fj(x)dF
yn,Hp(x)
=
∮
fj(z)[tr(S
0
x − zIp)−1 − p ·m(0)n (z)]dz,
converges to a Gaussian vector with mean EXfj and covariance function Cov(Xfj , Xfk) as follows
EXf = − 1
2πi
∮
f(z)
y1αx
∮ m3y(z)t2
(1+tm
y
(z))3 dH(t)(
1− y1
∮ m2
y
(z)t2
(1+tmy(z))
2 dH(t)
)(
1− y1αx
∮ m2
y
(z)t2
(1+tmy(z))
2 dH(t)
)dz
−y1(E|X
4
11| − αx − 2)
2πi
·
∫
f(z)
m3y(z)M(z)
1− y1
∫ m2y(z)t2dH(t)
(1+tmy(z))
2
dz (5.10)
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and
Cov(Xf , Xg) = − 1
4π2
∮ ∮
f(z1)g(z2)
(my(z1)−my(z2))2
d
dz1
my(z1)
d
dz2
my(z2)dz1dz2
−y(E|X
4
11| − αx − 2)
4π2
∫ ∫
f1(z1)f2(z2)
d2
dz1dz2
my(z1)my(z2)C(z1, z2)dz1dz2
− 1
4π2
∮ ∮
f1(z1)f2(z2)
[
d2
dz1dz2
log(1− a(z1, z2))
]
dz1dz2
where a(z1, z2) is given in (5.7), M(z) be the limit of
1
p
p∑
i=1
e∗iΓ
∗
x(my(z)Σx + Ip)
−1Γxei · e∗iΓ∗x(my(z)Σx + Ip)−2Γxei,
and C(z1, z2) the limit of
1
p
p∑
i=1
e∗iΓ
∗
x(my(z1)Σx + Ip)
−1Γxei · e∗iΓ∗x(my(z2)Σx + Ip)−1Γxei,
with the i-th unit vector ei (null coordinates except the ith equal to 1). Suppose that Γ
∗Γ is
diagonal with eigenvalues {λj0}. It follows that
e∗iΓ
∗
x(my(z)Σx + Ip)
−1Γxei =
λi0
my(z)λi0 + 1
,
and
e∗iΓ
∗
x(my(z)Σx + Ip)
−2Γxei =
λi0
(my(z)λi0 + 1)
2
.
Thus, it follows that
1
p
p∑
i=1
e∗iΓ
∗
x(my(z)Σx + Ip)
−1Γxei · e∗iΓ∗x(my(z)Σx + Ip)−2Γxei
=
1
p
p∑
i=1
(λi0)
2
(my(z)λi0 + 1)
3
→
∫
t2
(my(z)t+ 1)
3
dH(t),
and
1
p
p∑
i=1
e∗iΓ
∗
x(my(z1)Σx + Ip)
−1Γxei · e∗iΓ∗x(my(z2)Σx + Ip)−1Γxei
p→
∫
t2
(my(z1)t+ 1)(my(z2)t+ 1)
dH(t)
because of Γ∗Γ is diagonal. So we obtain
EXf = − 1
2πi
∮
f(z)
αxy1
∫ m3y(z)t2
(1+tm
y
(z))3 dH(t)(
1− y1
∫ m2y(z)t2
(1+tm
y
(z))2 dH(t)
)(
1− αxy1
∫ m2y(z)t2
(1+tm
y
(z))2 dH(t)
)dz
− (E|X
4
11| − αx − 2)
2πi
·
∮ f(z) · y1m3y(z)
∫
t2
(my(z)t+1)
3 dH(t)
1− y1
∫ m2y(z)t2dH(t)
(1+tmy(z))
2
 dz,
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and
Cov(Xf , Xg) = − 1
4π2
∮ ∮
f(z1)g(z2)
(my(z1)−my(z2))2
d
dz1
my(z1)
d
dz2
my(z2)dz1dz2 (5.11)
−y1(E|X
4
11| − αx − 2)
4π2
∮ ∮ [∫
f1(z1)
(my(z1)t+ 1)
2
f2(z2)
(my(z1)t+ 1)
2
dH(t)
]
dz1dz2
− 1
4π2
∮ ∮
f1(z1)f2(z2)
[
d2
dz1dz2
log(1− a(z1, z2))
]
dz1dz2 (5.12)
The proof of Theorem 2.1 is complete.
5.5. Proof of Theorem 3.1
Recall that N = n− 1 and M = m− 1 are the adjusted sample sizes. The proof has two steps
following the decomposition
tr(F− zIp)−1 − pm(yN ,yM)(z) =
[
tr(SxS
−1
y − zIp)−1 − pm(yN ,F
S
−1
y )(z)
]
+p
[
m(yN ,F
S
−1
y )(z)−m(yN ,yM)(z)
]
,
where
• FS−1y (t) and FSy (t) are the ESDs of S−1y and Sy;
• m(y1,y2)(z) is the Stieltjes transform of the LSD G(y1,y2) of F, and to simplify the notations
we simply write m(z) = m(y1,y2)(z) if no confusion is possible, and m(z) = − 1−y1z + y1m(z);
• m(yN ,yM )(z) is obtained by replacing (y1, y2) by (yN , yM ) in m(z) = m(y1,y2)(z); and
•
m{yN ,F
S
−1
y } = −1− yN
z
+ yNm
{yN ,FS
−1
y }(z)
so that we have
z = − 1
m{yN ,F
S
−1
y }
+ yN
∫
t
1 + tm{yN ,F
S
−1
y }
dFS
−1
y (t)
= − 1
m{yN ,F
S
−1
y }
+ yN
∫
1
t+m{yN ,F
S
−1
y }
dFSy (t). (5.13)
Step 1. Given Sy, in the proof of Theorem 2.2, we have proved that the process {tr(SxS−1y −
zIp)
−1− pm{yN ,FS
−1
y }(z)} weakly tends to a Gaussian process M1(z) on the contour C with mean
function
E (M1(z)|S2) = (κ− 1) · y1
∫
m(z)3x[x+m(z)]−3dFy2(x)[
1− y1
∫
m2(z)(x+m(z))−2dFy2(x)
]2
+βx ·
y1 ·m3(z) ·
∫ dFy2(x)
x+m(z)
∫ x·dFy2(x)
(x+m(z))2
1− y1
∫
m2(z)(x+m(z))−2dFy2(x)
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for z ∈ C and covariance function
Cov(M1(z1),M1(z2)|S2) = κ ·
(
m′(z1) ·m′(z2)
(m(z1)−m(z2))2 −
1
(z1 − z2)2
)
+βx · y1 ·
∫
m′(z1) · x · dFy2(x)
(x+m(z1))2
∫
m′(z2) · x · dFy2(x)
(x+m(z2))2
for z1, z2 ∈ C where Fy2 is the Marcˇenko-Pastur law with the ratio y2.
Step 2. By (5.13) and the truth of
z = − 1
m{yN ,yM}
+ yN
∫
1
t+m{yN ,yM}
dFyM (t), (5.14)
where FyM is the Marcˇenko-Pastur law with the ratio yM = p/(M). Subtracting both sides of
(5.13) from those of (5.14) and by Theorem 2.2, we obtain
p ·
[
m{yN ,F
S
−1
y }(z)−m{yN ,yM}(z)
]
= −yNm{yn−,yM}m{yN ,F
S
−1
y }
tr
(
Sy +m{yN ,yM}Ip
)−1
− pmyM (−m{yN ,yM})
1− yN ·
∫ m{yN,yM}·m{yN,FS−1y }dFM (t)(
t+m{yN ,yM}
)
·
(
t+m{yN,F
S
−1
x }
)
(5.15)
which converges weakly to a Gaussian process M2(·) on z ∈ C with mean function and covariance
function
E(M2(z)) = −(κ− 1) ·
y2m
′(z) · [my2(−m(z))]3 · [1 +my2(−m(z))]−3[
1− y2 ·
(
my2
(−m(z))
1+m
y2
(−m(z))
)2]2
−βy ·m′(z) y2 ·m
3
0(z) · (1 +m0(z))−3
1− y2 ·m20(z) · (1 +m0(z))−2
and
Cov(M2(z1),M2(z2))
= κm′(z1)m′(z2)
(
m′y2(−m(z1)) ·m′y2(−m(z2))
[my2(−m(z1))−my2(−m(z2))]2
− 1
(m(z1)−m(z2))2
)
+βy · y2 ·
m′(z1)m′y2(−m(z1))
(1 +my2(−m(z1)))2
· m
′(z2)m′y2(−m(z2))
(1 +my2(−m(z2)))2
for z1, z2 ∈ C,
z = − 1
myM
+
yM
1 +myM
, myM (z) = −
1− yM
z
+ ymyM (z), with m0(z) = my2(−m(z2)).
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Thus tr(F− zIp)−1 − pm(yN ,yM)(z) converges to a Gaussian process {M1(z) +M2(z)} with mean
and covariance functions as follows
E(M1(z) +M2(z)) = (κ− 1) · y1
∫
m3(z)x[x +m(z)]−3dFy2(x)[
1− y1
∫
m2(z)(x+m(z))−2dFy2(x)
]2
+βx ·
y1 ·m3(z) ·
∫ dFy2 (x)
x+m(z)
∫ x·dFy2(x)
(x+m(z))2
1− y1
∫
m2(z)(x+m(z))−2dFy2(x)
−(κ− 1) ·m′(z)y2 · [m0(z)]
3 · [1 +m0(z)]−3[
1− y2 ·
(
m0(z)
1+m0(z)
)2]2
−βy ·m′(z) y2 ·m
3
0(z) · (1 +m0(z))−3
1− y2 ·m20(z) · (1 +m0(z))−2
and
Cov(M1(z1) +M2(z1),M1(z2) +M2(z2))
= βx · y1 ·
∫
m′(z1) · x · dFy2(x)
(x+m(z1))2
∫
m′(z2) · x · dFy2(x)
(x+m(z2))2
− κ
(z1 − z2)2
+κ · m
′
0(z1) ·m′0(z2)
[m0(z1)−m0(z2)]2+βy · y2 ·
m′0(z1)
(1 +m0(z1))2
· m
′
0(z2)
(1 +m0(z2))2
.
Then by Corollary 3.2 of Zheng (2012), we obtain that the random vector (Wp(f1), . . . ,Wp(fk))
where
Wp(fj) =
p∑
i=1
fj(λi)− p
∫
fj(x)dF
{yN ,yM}(x)
with eigenvalues λi of F converges weakly to a Gaussian vector (Zfj ) with mean and covariance
functions
EZfj
= lim
r↓1
κ− 1
4πi
∮
|ξ|=1
fj
(
1 + h2 + 2hℜ(ξ)
(1− y2)2
)[
1
ξ − r−1 +
1
ξ + r−1
− 2
ξ + y2h
]
dξ (5.16)
+
βxy1(1− y2)2
2πi · h2
∮
|ξ|=1
fj
(
1 + h2 + 2hℜ(ξ)
(1− y2)2
)
1
(ξ + y2h )
3
dξ ,
+
βy(1− y2)
4πi
∮
|ξ|=1
fj
(
1 + h2 + 2hℜ(ξ)
(1− y2)2
)
ξ2 − y2h2
(ξ + y2h )
2
[
1
ξ −
√
y2
h
+
1
ξ +
√
y2
h
− 2
ξ + y2h
]
dξ,
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and
Cov(Zfj , Zfℓ)
= −lim
r↓1
κ
4π2
∮
|ξ1|=1
∮
|ξ2|=1
fj
(
1+h2+2hℜ(ξ1)
(1−y2)2
)
fℓ
(
1+h2+2hℜ(ξ2)
(1−y2)2
)
(ξ1 − rξ2)2 dξ1dξ2 (5.17)
− (βxy1 + βyy2)(1 − y2)
2
4π2h2
∮
|ξ1|=1
fj
(
1+h2+2hℜ(ξ1)
(1−y2)2
)
(ξ1 +
y2
h )
2
dξ1
∮
|ξ2|=1
fℓ
(
1+h2+2hℜ(ξ2)
(1−y2)2
)
(ξ2 +
y2
h )
2
dξ2.
The proof of Theorem 3.1 is completed.
5.6. Technical Lemmas
All the lemmas in this section assume that the conditions of Theorem 2.2 are satisfied. For
simplicity of proofs, we truncate the variables Xij as XijI(|Xij |≤nηn) where ηn = o(1) because
truncation can’t influence the proofs of theorems (see Page 183 of Bai and Silverstein (2010)). For
brevity of proofs, let Xij be the normalization of the truncated XijI(|Xij |≤nηn).
Lemma 5.1. After truncation and normalization, for every z ∈ C+ = {z : ℑ(z) > 0}, we have
p(m(0)n −m(0)N )
a.s.→ (1 + zmy) ·
my + zm
′
y1
zmy
.
Proof. We have
m(0)n (z) = −
(
1− p
n
)
· 1
z
+
p
n
m0n(z), m
(0)
N (z) = −
(
1− p
N
)
· 1
z
+
p
N
m0N (z) (5.18)
where p/n→ y1 > 0. By (5.4), we obtain
m′y1(z) =
1
1
m2y(z)
− y1
∫
t2
(1+tmy(z))
2 dH(t)
, y1
∫
t
1 + tmy(z)
dH(t) =
1 + zmy(z)
my(z)
(5.19)
For brevity, m
(0)
n , m
(0)
N , my(z) are simplified as m
(0)
n , m
(0)
N and my. Using (5.2)-(5.3), we obtain
0 =
m
(0)
n −m(0)N
m
(0)
n m
(0)
N
− (m(0)n −m(0)N )
p
n
∫
t2
(1 + tm
(0)
n )(1 + tm
(0)
N )
dHp(t)
− p
n(n− 1)
∫
t
1 + tm
(0)
N
dHp(t),
that is,
n(m(0)n −m(0)N ) =
p
N
∫
t
1+tm
(0)
N
dHp(t)
1
m
(0)
n m
(0)
N
− pn
∫
t2
(1+tm
(0)
n )(1+tm
(0)
N
)
dHp(t)
→
y1
∫
t
1+tm
y
dH(t)
1
m2y
− y1
∫
t2
(1+tmy)
2 dH(t)
. (5.20)
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By (5.18), (5.19) and (5.20), we have
p(m(0)n −m(0)N ) = nm(0)n +
n− p
z
−
(
(n− 1)m(0)N +
n− 1− p
z
)
= n(m(0)n −m(0)N ) +m(0)N (z) +
1
z
→
y1
∫
t
1+tm
y
dH(t)
1
m2y
− y1
∫
t2
(1+tmy)
2 dH(t)
+
1 + zmy1(z)
z
= m
′
y ·
1 + zmy
my
+
1 + zmy1(z)
z
= (1 + zmy) ·
my + zm
′
y
zmy
. (5.21)
Thus, Lemma 5.1 is proved. 
In the sequel, we shall use Vatali lemma frequently. Let
∆ =
1
n
∑
j 6=k
γjγ
∗
k .
The normalization is by 1/n here instead of the previously used 1/N but this difference does not
affect the limits calculated here. We will derive the limit of tr(A(z)−∆)−1 − tr(A−1(z)).
Lemma 5.2. After truncation and normalization, we have
E|γ∗kA−1(z)γk − (1 + zmy1(z))|2 ≤ Kn−1
for every z ∈ C+ with a constant K.
Proof. We have γ∗kA
−1(z)γk = γ∗kA
−1
k (z)γkβk = 1 − βk, where Ak(z) = A(z) − γkγ∗k and
βk = (1 + γ
∗
kA
−1
k γk)
−1. Therefore, By (1.15) and (2.17) of Bai and Silverstein (2004), we have
E|γ∗kA−1(z)γk − (1 + zmy(z))|2 = E|βk + zmy(z)|2 ≤ Kn−1.
Corollary 5.1. After truncation and normalization, we have
E
∣∣∣∣γ∗kA−2(z)γk − ddz (1 + zmy(z))
∣∣∣∣2 ≤ Kn−1
for every z ∈ C+.
Proof. By Cauchy integral formula, we have
γ∗kA
−2(z)γk =
1
2πi
∮
|ζ−z|=ℑ(z)/2
γ∗kA
−1(ζ)γk
(ζ − z)2 dζ
and
d
dz
(1 + zmy(z)) =
1
2πi
∮
|ζ−z|=ℑ(z)/2
1 + ζmy(ζ)
(ζ − z)2 dζ.
Then E
∣∣γ∗kA−2γk − ddz (1 + zmy(z))∣∣2 ≤ Kn−1 follows from Lemma 5.2.
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Lemma 5.3. After truncation and normalization, we have E
∣∣trA−1(z)∆∣∣2 ≤ Kn−1 for every
z ∈ C+. Especially for every z ∈ C+,
E|tr(A−2(z)∆)|2 = E
∣∣∣∣∣∣ 1n
∑
j 6=k∈U
γ∗jA
−2(z)γk
∣∣∣∣∣∣
2
= O(n−1).
where U = {1, 2, · · · , n}.
Proof. We have trA−1(z)∆ = 1n
∑
j 6=k∈U
γ∗jA
−1(z)γk = 1n
∑
j 6=k∈U
γ∗jA
−1
jk (z)γkβjβk(j), whereAjk(z) =
Ak(z) − γjγ∗j for j 6= k and βk(j) = (1 + γ∗kA−1jk (z)γk)−1. We will similarly define Aijk(z) and
βk(ij) for later use. Then we obtain
E|tr(A−1(z)∆)|2 = E 1n
∑
j1 6=k1∈U
γ∗j1A
−1
j1k1
γk1βj1βk1(j1)
1
n
∑
j2 6=k2∈U
γ∗j2A
−1
j2k2
γk2βj2βk2(j2)
:=
∑
(2)+
∑
(3)+
∑
(4),
where the index (·) denotes the number of distinct integers in the set {j1, k1, j2, k2}. By the facts
that |βj | ≤ |z|ν and ν = ℑ(z), we have∑
(2) ≤ 2|z|
4
n2v4
∑
j 6=k∈U
E|γ∗jA−1jk γk|2
≤ |z|4ν4n4
∑
j 6=k∈U
Etr(ΣxA
−1
jk ΣxA
−1
jk ) ≤ pn2 |z|
4‖T‖2
ν6 ≤ Kn−1,
where K is a constant. Moreover, we have∑
(4) =
1
n2
∑
j1 6=k1 6=j2 6=k2∈U
Eγ∗j1A
−1(z)γk1γ
∗
j2A
−1(z)γk2
where
γ∗j1A
−1(z)γk1
= βj1βk1(j1)γ
∗
j1
A−1j1k1γk1
= βj1βk1(j1)
[
γ∗j1A
−1
j1k1k2
γk1 − βk2(j1k1)γ∗j1A−1j1k1k2γk2γ∗k2A−1j1k1k2γk1
]
= βj1βk1(j1)
[
γ∗j1A
−1
j1j2k1k2
γk1 − βj2(j1k1k2)γ∗j1A−1j1j2k1k2γj2γ∗j2A−1j1j2k1k2γk1
−βk2(j1k1)γ∗j1A−1j1j2k1k2γk2γ∗k2A−1j1j2k1k2γk1
+βk2(j1k1)βj2(j1k1k2)γ
∗
j1
A−1j1j2k1k2γj2γ
∗
j2
A−1j1j2k1k2γk2γ
∗
k2
A−1j1j2k1k2γk1
+βk2(j1k1)βj2(j1k1k2)γ
∗
j1
A−1j1j2k1k2γk2γ
∗
k2
A−1j1j2k1k2γj2γ
∗
j2
A−1j1j2k1k2γk1
−βk2(j1k1)β2j2(j1k1k2)γ∗j1A−1j1j2k1k2γj2γ∗j2A−1j1j2k1k2γk2γ∗k2A−1j1j2k1k2γj2γ∗j2A−1j1j2k1k2γk1
]
and
βj = bj − βjbjǫj = bj − b2jǫj + βjb2jǫ2j
βj(k) = bj(k) − βj(k)bj(k)ǫj(k) = bj(k) − b2j(k)ǫj(k) + βj(k)b2j(k)ǫ2j(k) (5.22)
with bj =
1
1+Eγ∗
j
A
−1
j
(z)γj
, ǫj = γ
∗
jA
−1
j (z)γj − Eγ∗jA−1j (z)γj , and bj(k) and ǫj(k) are similarly
defined by replacing A−1j (z) as A
−1
jk (z). By the same manner, we can decompose γ
∗
j2
A−1(z)γk2
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into similar 6 terms and then we will estimate the expectations of the 36 products in the expansion
of γ∗j1A
−1(z)γk1(γ
∗
j2
A−1(z)γk2)
∗.
Case 1. Terms with at least six A−1j1j2k1,k2(Z) in
∑
(4). We will prove that these terms are
bounded by O(n−3). We shall use the fact that all β-factors βj , βj(k), βk2(j1k1), βj2(j1k1k2Z) are
bounded |z|/v ≤ K. Let B = A−1j1j2k1,k2(Z). Say, for the product of the two 6-th terms, its
expectation is bounded by
E
∣∣∣(γ∗j1Bγj2γ∗j2Bγk2γ∗k2Bγj2γ∗j2Bγk1)(γ∗j2Bγj1γ∗j1Bγk1γ∗k1Bγj1γ∗j1Bγk2)∗∣∣∣
≤
(
E
∣∣∣γ∗j1Bγj2γ∗j1Bγk1γ∗k2Bγj2γ∗j2Bγk1∣∣∣2E∣∣∣γ∗j2Bγj1γ∗j2Bγk2γ∗k1Bγj1γ∗j2Bγk2 ∣∣∣2)1/2 .
We have
E
∣∣∣(γ∗j1Bγj2γ∗j1Bγk1γ∗k2Bγj2γ∗j2Bγk1)∣∣∣2
=
1
n
E|(γ∗j1Bγj2γ∗j1Bγk1γ∗j2Bγk1)
∣∣∣2γ∗j2B∗ΣxBγj2
≤ K
n4v2
E(γ∗j2B
∗ΣxBγj2)
3 +
K
n5
n∑
i=1
E
∣∣∣e′iΓ∗Bγj2 ∣∣∣4γ∗j2B∗ΣxBγj2
≤ K
n4
[
‖Γ∗BΣxB∗Γ‖3 + 1
n
n∑
i=1
|e′iΓ∗BΣxB∗Γei|2 · ‖Γ∗B∗ΣxBΓ‖
]
= O(n−4),
where ei is the standard i-th unit p-vector, i.e., its i-th entry is 1 and other p− 1 entries 0. In the
last step of the above derivation, we have used facts that E|X6ij2 | ≤ η2nnmaxEE|x4ij | = o(n) and
e′iΓ
∗BΣxB∗Γei ≤ ‖Σx‖2/v2.
By similar approach, one can prove that the expectation of other products with the number of
B less than or equal to 6 are bounded by O(n−3).
Case 2. Terms with five A−1j1j2k1,k2(Z) in
∑
(4). We shall use the first expansion of βj1 and βj2
and then use the bound bounded |z|/v ≤ K for β’s. Then we can show that such terms are also
bounded by O(n−3). Say, for the product of the first term of γ∗j1A
−1(z)γk1 and the 6-th term of
γ∗j2A
−1(z)γk2 , its expectation is bounded by∣∣∣∣E(βj1βk1(j1)γ∗j1Bγk1)(βj2βk2(j2)βk1(j2k2)β2j1(j2k1k2)γ∗j2Bγj1γ∗j1Bγk1γ∗k1Bγj1γ∗j1Bγk2)∗∣∣∣
=
∣∣∣∣E(βj1βk1(j1)βj2βk2(j2)βk1(j2k2)β2j1(j2k1k2) − bj1bk1(j1)bj21k2(j2)bk1(j2k2)b2j1(j2k1k2))×
γ∗j1Bγk1γ
∗
j2Bγj1γ
∗
j1Bγk1γ
∗
k1Bγj1γ
∗
j1Bγk2)
∗
∣∣∣
≤ K
(
E
∣∣∣(βj1βk1(j1)βj2βk2(j2)βk1(j2k2)β2j1(j2k1k2) − bj1bk1(j1)bj21k2(j2)bk1(j2k2)b2j1(j2k1k2))
(γ∗j1Bγk1γ
∗
j2Bγj1)
∣∣∣2E∣∣∣(γ∗j1Bγk1 ∣∣∣4∣∣∣γ∗j1Bγk2 ∣∣∣2)1/2 ≤ O(n−3).
Here, we have used the fact that each term in the expansion of(
βj1βk1(j1)βj2βk2(j2)βk1(j2k2)β
2
j1(j2k1k2)
− bj1bk1(j1)bj21k2(j2)bk1(j2k2)b2j1(j2k1k2)
)
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contains at leat one ǫ function. Then by the same approach employed in Case 1, one can show
that the bound is O(n−3).
Case 3. Terms with less than five A−1j1j2k1,k2(Z) in
∑
(4). If there are four A
−1
j1j2k1,k2
(Z) in∑
(4), we need to further expand the matrix Aj1 in ǫj1 as A
−1
j1j2
−A−1j1j2γj2γ∗j2A−1j1j2βj2(j1), expand
A−1j2 = A
−1
j1j2
−A−1j1j2γj1γ∗j1A−1j1j2βj1(j2) in ǫj2 , and then use the approach employed in Case 2 to
obtain the desired bound.
If the number is less than 4, we need to further expand the inverses of A-matrices. The details
are omitted. Finally, we obtain that ∑
(4)
= O(
1
n
).
Similarly, we have ∑
(3)
= O(
1
n
).
Because tr(A−2∆) = ddz tr(A
−1∆), then we have
E|tr(A−2∆)|2 = E
∣∣∣∣∣∣ 1n
∑
j 6=k
γ∗jA
−2γk
∣∣∣∣∣∣
2
= O(
1
n
).
The lemma is proved.
Lemma 5.4. After truncation and normalization, we have tr(A−2∆A−1∆) converges to (my(z)+
zm′y(z))(1 + zmy(z)) in L2 for z ∈ C+.
Proof. Set trA−1(z1)∆A−1(z2)∆ = 1n2
∑
i6=k,j 6=t
γ∗iA
−1(z1)γkγ∗jA
−1(z2)γt = Q1 +Q2 where
Q1 =
1
n2
n∑
j 6=k
γ∗jA
−1(z1)γjγ∗kA
−1(z2)γk and Q2 =
1
n2
∑
i6=k,j 6=t
i6=j,ork 6=t
γ∗iA
−1(z1)γkγ∗jA
−1(z2)γt.
By Lemma 5.2 and 5.3, we obtain E|Q1−(1+zmy(z1))(1+zmy(z2))|2 ≤ Kn−1 and E|Q2|2 = o(1).
We thus have E|trA−1(z1)∆A−1(z2)∆ − (1 + zmy(z1))(1 + zmy(z2))|2 = o(1). Consequently,
because trA−2(z1)∆A−1(z2)∆ =
∂rtrA−1(z1)∆A
−1(z2)∆
∂z1
, then we have E|trA−2(z1)∆A−1(z2)∆−
∂
∂z1
g(z1)g(z2)|2 = o(1). That is, trA−2(z1)∆A−1(z2)∆ converges to g(z2)g′(z1) in L2 where g(z) =
1+zmy(z). By setting z1 = z2 = z, we obtain tr(A
−2∆A−1∆) converges to g(z)g′(z) in L2. Then
Lemma is completed.
Lemma 5.5. After truncation and normalization, we have
tr(A−1∆)3(A−∆)−1 = g(z)tr((A−1∆)2(A−∆)−1) + op(1)
for z ∈ C+.
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Proof. We have
tr(A−1∆)3(A−∆)−1 = E 1
n3
∑
i6=t,j 6=g
h6=s
γ∗iA
−1γjγ∗gA
−1γhγ∗s (A−∆)−1A−1γt
=
1
n3
∑
i6=t,j 6=g
i=j,h6=s
γ∗iA
−1γjγ∗gA
−1γhγ∗s (A−∆)−1A−1γt
+
1
n3
∑
i6=t,j 6=g
i6=j,h6=s
γ∗iA
−1γjγ∗gA
−1γhγ∗s (A−∆)−1A−1γt
= g(z)
1
n2
∑
h 6=s
γ∗gA
−1γhγ∗s (A−∆)−1A−1γt + op(1)
= g(z)tr((A−1∆)2(A−∆)−1) + g(z) 1
n2
∑
g=t
h6=s
γ∗gA
−1γhγ∗s (A−∆)−1A−1γt + op(1)
= g(z)tr((A−1∆)2(A−∆)−1) + op(1).
Then by Lemma 5.6, we have
tr(A−1∆)2(A−∆)−1 = tr(A−1∆)2(A)−1 + tr(A−1∆)3(A−∆)−1
= tr(A−1∆)2(A)−1 + g(z)tr(A−1∆)2(A−∆)−1 + op(1)
=
(1 + zmy(z))(my(z) + zm
′
y(z))
1− g(z) + op(1).
Hence, we obtain the following lemma.
Lemma 5.6. After truncation and normalization, we have
trA−2(z)∆+ trA−1(z)(∆A−1(z))2 + tr (A(z)−∆)−1 (∆A−1(z))3
=
(my(z) + zm
′
y(z))(1 + zmy(z))
−zmy(z)
+ op(1)
for z ∈ C+.
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Appendix A: Complements on the CLT Theorem 2.1
This appendix is intended to give more discussions on the CLT Theorem 2.1.
A.1. The special case where Σ ≡ Ip
In this special case, the CLT for linear spectral statistics is well-known since Bai and Silverstein
[4] and the limiting mean and covariance functions can be simplified significantly. Here we report a
recent version proposed in Wang and Yao [22]. Then Hp ≡ δ{1} = H and the LSD F y1,H becomes
the standard Marcˇenko-Pastur distribution F y1 of index y1.
Proposition A.1. Under the conditions of Theorem 2.1 and assume moreover that Σ ≡ Ip. Then
the mean and covariance function of the Gaussian limit (Xf1 , . . . , Xfk) equal to
E[Xf ] = (κ− 1)I1(f) + βxI2(f) , (A.1)
Cov(Xf , Xg) = κJ1(f, g) + βxJ2(f, g) , (A.2)
where with h0 =
√
y
1
,
I1(f) = lim
r↓1
1
2πi
∮
|ξ|=1
f(|1 + h0ξ|2)
[
ξ
ξ2 − r−2 −
1
ξ
]
dξ , (A.3)
I2(f) =
1
2πi
∮
|ξ|=1
f(|1 + h0ξ|2) 1
ξ3
dξ , (A.4)
J1(f, g) = lim
r↓1
−1
4π2
∮
|ξ1|=1
∮
|ξ2|=1
f(|1 + h0ξ1|2)g(|1 + h0ξ2|2)
(ξ1 − rξ2)2 dξ1dξ2 (A.5)
J2(f, g) = − 1
4π2
∮
|ξ1|=1
f(|1 + h0ξ1|2)
ξ21
dξ1
∮
|ξ2|=1
g(|1 + h0ξ2|2)
ξ22
dξ2 . (A.6)
A.2. Comparison with the CLT’s in [4] and [18]
Compared to the CLT in Bai and Silverstein [4], Theorem 2.1 removes Gaussian-like 2nd-order
and 4th-order moment conditions and can then be applied to a broader range of populations, e.g.
non-Gaussian populations. The new CLT relies on a new condition that Γ∗Γ is diagonal. This
condition can hardly be relaxed as shown by the following example.
The following example is for complex population. The example shows that although Σx =
diag[1, 2, · · · , 1, 2] is diagonal and Gaussian-like 4th moment condition exists, there still is a coun-
terexample that shows that the convergence of LSS of sample covariance matrices doesn’t exist
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when EX2ij 6= 0, Γ∗Γ is not diagonal and Γ is complex. The counterexample shows that real Γ
and diagonal Γ∗Γ are unremoved for Theorem 2.1 when the Gaussian-like 2nd moment condition
doesn’t exist.
Example A.1. Let p = 2m and T˜ = Γ∗Γ = U∗LU (i.e. Γ = L1/2U), where Σx = L =
diag[1, 2, · · · , 1, 2] and
U∗ =
1√
2
diag
 1 eiθ1m
eiθ2m −ei(θ1m+θ2m)
 , · · · ,
 1 eiθ1m
eiθ2m −ei(θ1m+θ2m)

and Xijs are i.i.d. and have a mixture distribution: with probability τ Xij
D
=
√
3
2 Y +
i
2Z and
probability 1− τ Xij D=
√
3
2 W +
i
2V where Y, Z are i.i.d. standard normal and W,V are i.i.d. and
take values ±1 with probability 12 . Then, it is easy to verify that EXij = 0, E|X2ij | = 1, EX2ij = 12
and E|X4ij | = 2τ + 14 . Taking τ = 78 , we will have E|X4ij | = 2.
Choose f(x) = x, then the random part of LSS is
An(f) = trS
0
n − trT˜ =
1
n
n∑
j=1
(x∗jxj − trT˜)
where Xj = (x1j , · · · , xpj)′ and xj = ΓXj. The variance of An(f) is
(E|X411| − |EX211|2 − 2)
p∑
j=1
t˜ii + trT˜
2 + |EX211|2trT˜T˜′ =
6(τ − 1)m+ 5m
n
+
m(18 + 2 cos 2θ2m)
16n
.
Noting that m/n → y/2, hence normalize LSS does not converge if we choose θ2m such that
cos2 θ2m does not have a limit.
The following example is for complex population. The example shows that although Σx =
diag[1, 2, · · · , 1, 2] is diagonal and Gaussian-like 2nd moment condition exists, there still is a coun-
terexample that shows that the convergence of LSS of sample covariance matrices doesn’t exist
when E|X4ij | 6= 2 and Γ∗Γ is not diagonal. The counterexample shows that diagonal Γ∗Γ is unre-
moved for Theorem 2.1 when the Gaussian-like 4th moment condition doesn’t exist.
Example A.2. Let p = 2m, Σx = ΓΓ
∗ with Γ = U∗L1/2 and T˜ = Γ∗Γ = U∗LU, where
L = diag[1, 2, · · · , 1, 2] and
U∗ = diag
 cos θm sin θm
− sin θm cos θm
 , · · · ,
 cos θm sin θm
− sin θm cos θm

and Xijs are i.i.d. and have a mixture distribution: with probability τ Xij
D
= 1√
2
(Y + iZ) and
probability 1− τ Xij D= 1√2 (W + iV ) where Y, Z,W and V have the same distribution as given in
Example A.1. Then, it is easy to verify that EXij = 0, E|X2ij | = 1, EX2ij = 0 and E|X4ij | = 1 + τ .
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Choose f(x) = x, then the random part of LSS is
An(f) = trS
0
n − trT˜ =
1
n
n∑
j=1
(x∗jxj − trT˜)
where Xj = (X1j , · · · , Xpj)′ and xj = ΓXj . The variance of An(f) is
1
n
trT˜2 +
τ − 1
n
p∑
i=1
t˜2ii =
5m
n
+
m(τ − 1)(17− 18 cos2 θm sin2 θm)
n
.
Again, the normalize LSS does not converge if we choose θm such that cos
2 θm does not have a
limit.
The following example is for real population. The example shows that althoughΣx = diag[1, 2, · · · , 1, 2]
is diagonal and Gaussian-like 2nd moment condition exists, there still is a counterexample that
shows that the convergence of LSS of sample covariance matrices doesn’t exist when real Xij
satisfies E|X4ij | 6= 3, and Γ∗Γ is not diagonal. The counterexample shows that diagonal Γ∗Γ is
unremoved for Theorem 2.1 when the Gaussian-like 4th moment condition doesn’t exist.
Example A.3. Choose Γ as sane as in Example A.2 and Xijs are i.i.d. and their distribution is√
3/5 times a t-distribution with degrees of freedom 5. Then, it is easy to verify that EXij = 0,
E|X2ij | = 1, and E|X4ij | = 9.
Again the variance of An(f) is
2
n
trT˜2 +
6
n
p∑
i=1
t˜2ii =
10m
n
+
6m(17− 18 cos2 θm sin2 θm)
n
.
Hence, the normalize LSS does not converge if we choose θm such that cos
2 θm does not have a
limit.
