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1. Introduction
Throughout the paper, by an algebra we shall mean an algebra over a ﬁxed unital commutative
ring F . We assume without further mentioning that 12 ∈ F .
Let B be an associative algebra. It is well known that deﬁning new products in B, the Lie product
and the Jordan product, by
[x, y] = xy − yx and x ◦ y = xy + yx,
B becomes a Lie and a Jordan algebra, respectively.
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sociative algebra was initiated in the 1950’s by Herstein (see [21,22]). He obtained rather deﬁnitive
results concerning the Lie and Jordan ideal structure in the case where B was a simple ring (with
or without involution), thereby extending classical results of Cartan and Killing on simple ﬁnite-
dimensional complex Lie algebras. Some related natural questions, however, remained unsolved, and
among them, notably, all the basic questions on Lie isomorphisms. In 1951 Hua [23] described Lie
automorphisms of a simple Artinian ring B = Mn(D), D a division ring, n  3. Later on Martindale
together with some of his students considered Lie problems on simple and prime rings with cer-
tain nontrivial idempotents (see [27–31]). Lie map problems have also been considered in operator
algebras and the techniques there also rest heavily on the presence of idempotents (see [1,2,32,33]).
The ﬁrst idempotent free result on Lie automorphisms was obtained in 1993 by Brešar [12]. This
result initiated the study of various more general problems and eventually led to what is now known
as the theory of functional identities in rings (see [8,9,13]). For example, motivated by Brešar’s result,
Beidar, Martindale and Mikhalev [10] gave a description of Lie isomorphisms in prime rings with
involution. In the end of last century, all Herstein’s conjectures on Lie homomorphisms of associative
rings (with and without involution) were solved and their proofs depend heavily on the theory of
functional identities in rings (see [5–7]). For a detailed account of the theory and its applications we
refer the reader to the book of Brešar, Chebotar and Martindale [14].
Over the past years the Lie structure of superalgebras (with or without superinvolution) has been
discussed by several authors (see [19,20,25,34,35]). This line of research was motivated by the classi-
ﬁcation of the ﬁnite-dimensional simple Lie superalgebras given by Kac [24].
In 2003 Beidar, Brešar and Chebotar [4] obtained a superalgebra version of Herstein’s theorem on
Jordan homomorphisms of associative rings, using elementary methods. Since then several authors
discussed mapping problems in superalgebras, also using elementary methods (see [15,17,18,26,37,
38]).
Recently Bahturin and Brešar [3] applied the theory of functional identities in rings to the descrip-
tion of Lie superautomorphisms in certain superalgebras, using the Grassmann envelope. At the same
time the author [39] established the theory of functional identities in prime superalgebras and then
gave a description of Lie superhomomorphisms from a superalgebra onto a prime superalgebra. While
there is some overlap between their and the author’s paper, there are also essential differences. For
example, Bahturin and Brešar imposed the condition of strong degree on the even part of the super-
algebra [3, Theorem 3.1], while the author imposed the condition of algebraic degree on the odd part
of the superalgebra [39, Theorem 5.1]. It should be mentioned that their arguments demand that the
superalgebra must be a central superalgebra over F .
In [40] the author established the theory of functional identities in superalgebras and then gave a
description of k-supercommuting maps in superalgebras (with and without superinvolution).
The main purpose of the present paper is to apply the theory of functional identities on super-
algebras established in [40] to the descriptions of Lie superhomomorphisms from the set of skew
elements of a superalgebra with superinvolution into a unital superalgebra.
The paper is organized as follows. The preliminaries of superalgebras are given in the next section.
The theory of functional identities in superalgebras is presented in Section 3. The last section is de-
voted to the description of Lie superhomomorphisms in (prime) superalgebras with superinvolution.
It should be mentioned that we will follow closely the arguing from the non-super case as pre-
sented in [14, Section 6.2].
2. Preliminaries
A superalgebra A is a Z2-graded associative algebra; that is, A is the direct sum of two F -
submodules A0 and A1 such that A0A0 ⊆ A0 (i.e., A0 is a subalgebra of A), A0A1 ⊆ A1,
A1A0 ⊆ A1, and A1A1 ⊆ A0. We call A0 the even and A1 the odd part of A. Elements in
H(A) = A0 ∪ A1 are called homogeneous and we write |a| = i to mean a ∈ Ai . For an F -submodule
S of A, we put Si = S ∩Ai , i = 0,1, and say that S is graded if S = S0 + S1. We deﬁne σ : A → A
by (a0 + a1)σ = a0 − a1. Note that σ is a graded automorphism of A (i.e., σ(Ai) ⊆ Ai for i = 0,1)
such that σ 2 = 1, the identity map of A. Note that A0 = {a ∈ A | aσ = a} and A1 = {a ∈ A | aσ = −a}.
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an F -submodule S of A is graded if and only if Sσ ⊆ S . For instance, the center Z of A is clearly
invariant under any automorphism of A, and hence Z is a graded subalgebra of A.
A superalgebra A = A0 ⊕A1 is said to be a trivial superalgebra if A1 = 0, or equivalently σ = 1.
A graded ideal of A is an ideal of A which is graded when considered as an F -module. Now, A is
said to be prime if the product of any two nonzero graded ideals of A is nonzero. A is said to be
semiprime if it has no nonzero nilpotent graded ideals. If A is a semiprime superalgebra, then both
A and A0 are semiprime algebras [34, Lemma 1.2]. So, one can construct the maximal left ring of
quotients and the extended centroid of A. For these constructions and basic properties we refer the
reader to the book of Beidar, Martindale and Mikhalev [11, Chapter 2].
Deﬁne two new products in H(A), the Lie superproduct and the Jordan superproduct, by
[x, y]s = xy − (−1)|x||y| yx and x ◦s y = xy + (−1)|x||y| yx
and extend the two superproducts to A, additively. Thus
[a,b]s = [a0,b0] + [a1,b0] + [a0,b1] + [a1,b1]s
and
a ◦s b = a0 ◦ b0 + a1 ◦ b0 + a0 ◦ b1 + a1 ◦s b1
where a = a0 + a1, b = b0 + b1 and ai,bi ∈ Ai for i = 0,1. Hence, A becomes a Lie superalgebra and
a Jordan superalgebra under the two superproducts, respectively.
A graded F -submodule L of A is said to be a Lie subalgebra of A if [a,b]s ∈ L for all a,b ∈ L.
A superinvolution of A is a graded F -linear map ∗ : A → A such that
a∗∗ = a and (xy)∗ = (−1)|x||y| y∗x∗ for all a ∈ A, x, y ∈ H(A).
Set
K(A) = {x ∈ A ∣∣ x∗ = −x} and S(A) = {x ∈ A ∣∣ x∗ = x}.
We shall call K(A) the set of skew elements of A and S(A) the set of symmetric elements of A. Note
that K(A) is a Lie superalgebra and S(A) is a Jordan superalgebra.
Let Q = Q0⊕Q1 be another superalgebra with center C = C0⊕C1. A graded F -linear map α : A →
Q is said to be a superhomomorphism if (xy)α = xα yα for all x, y ∈ A. Let L be a Lie subalgebra of A.
A graded F -linear map α : L → Q is said to be a Lie superhomomorphism if [x, y]αs = [xα, yα]s for all
x, y ∈ L. A graded F -linear map α : L → Q is said to be a weak Lie superhomomorphism if there exists
an invertible element λ ∈ C0 such that [x, y]αs − λ[xα, yα]s ∈ C for all x, y ∈ L.
For a complete introduction to the basic deﬁnitions and examples of superalgebras, superinvolu-
tions, prime superalgebras and semiprime superalgebras, we refer the reader to [4,16,18–20,34–36].
3. Functional identities in superalgebras
Let Q = Q0 ⊕Q1 be a unital superalgebra with grading automorphism σ and center C = C0 ⊕ C1.
Denote by C∗0 the group of all invertible elements of C0. Fix an element ω ∈ Q as follows: If either
σ = 1 or σ is outer, we set ω = 0. Otherwise, we denote ω as an invertible element in Q such that
σ(x) = ωxω−1 for all x ∈ Q. It is easy to check that ω ∈ Q0, ω2 ∈ C0, ωx0 = x0ω for all x0 ∈ Q0, and
ωx1 = −x1ω for all x1 ∈ Q1. We shall call the ω the grading element of Q.
Let N be the set of all nonnegative integers and N ∗ = N \ {0}. Let m ∈ N ∗ . For 1 i m, let Ui
be a subset of Q such that either Ui ⊆ Q0 or Ui ⊆ Q1. We set i = ±1, where i = 1 if Ui ⊆ Q0 or
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are surjective maps. Set Sˆ =∏mk=1 Sk , Uˆ =∏mk=1 Uk , and  = {δl | l ∈ I ∪J }.
For 1 i m and G :∏k 
=i Sk → Q, we set
Gi(x¯m) = G(x1, . . . , xi−1, xi+1, . . . , xm)
for all x¯m ∈ Sˆ . For 1 i < j m and H :∏k 
=i, j Sk → Q, we set
Hij(x¯m) = H(x1, . . . , xi−1, xi+1, . . . , x j−1, x j+1, . . . , xm)
for all x¯m ∈ Sˆ and set Hij = H ji .
We shall consider functional identities on Sˆ of the following form
∑
i∈I
Eii(x¯m)δi(xi) +
∑
j∈J
δ j(x j)F
j
j (x¯m) = 0, (3.1)
∑
i∈I
Eii(x¯m)δi(xi) +
∑
j∈J
δ j(x j)F
j
j (x¯m) ∈ C + Cω (3.2)
for all x¯m ∈ Sˆ . A natural possibility when (3.1) and (3.2) are fulﬁlled is the following two cases:
Suppose that ω = 0 or each Ui ⊆ Q0. There exist maps
pij :
∏
k 
=i, j
Sk → Q, i ∈ I, j ∈ J , i 
= j,
λl :
∏
k 
=l
Sk → C + Cω, l ∈ I ∪J ,
such that
Eii(x¯m) =
∑
j∈J
j 
=i
δ j(x j)p
ij
i j(x¯m) + λii(x¯m),
F jj (x¯m) = −
∑
i∈I
i 
= j
pi ji j(x¯m)δi(x¯m) − λ jj(x¯m) (3.3)
for all x¯m ∈ Sˆ , where λl = 0 if l /∈ I ∩J .
Otherwise, there exist maps
pij :
∏
k 
=i, j
Sk → Q, i ∈ I, j ∈ J , i 
= j,
λl,μl :
∏
k 
=l
Sk → C l ∈ I ∪J ,
such that
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∑
j∈J
j 
=i
δ j(x j)p
ij
i j(x¯m) + λii(x¯m) + μii(x¯m)ω,
F jj (x¯m) = −
∑
i∈I
i 
= j
pi ji j(x¯m)δi(x¯m) − λ jj(x¯m) −  jμ jj(x¯m)ω (3.4)
for all x¯m ∈ Sˆ , where λl = 0 = μl if l /∈ I ∩ J . We shall refer to (3.3) and (3.4) as a standard solution
of (3.1) and (3.2).
Deﬁnition 3.1. (See [40, Deﬁnition 3.1].) Let d ∈ N ∗ . A triple (Sˆ;; Uˆ) is called d-superfree if the
following conditions are satisﬁed:
(a) For all m ∈ N ∗ and I,J ⊆ {1,2, . . . ,m} with max{|I|, |J |} < d + 1, we have that (3.1) implies
(3.3) and (3.4).
(b) For all m ∈ N ∗ and I,J ⊆ {1,2, . . . ,m} with max{|I|, |J |} < d, we have that (3.2) implies (3.3)
and (3.4).
If each Sk = Uk and each δl = idUi , then the Uˆ is said to be d-superfree provided that (Sˆ;; Uˆ) is
so. Let R = R0 ⊕R1 be a graded F -submodule of Q. For every 1 i m, either Ui = R0 or Ui =R1.
Then R is said to be d-superfree provided that each Uˆ is d-superfree.
Note that the Uˆ is d-superfree if and only if the triple (Sˆ;; Uˆ) is d-superfree [40, Theorem 3.5].
We remark that the concept of d-superfree subsets coincides with the concept of d-free subsets in
trivial superalgebras (see [8, Deﬁnition 1] or [14, Deﬁnition 3.1]).
If a = b + cω, where b, c ∈ C , we set a¯ = b − cω.
Remark 3.1. (See [40, Remark 3.3].) Let (Sˆ;; Uˆ) be a d-superfree triple with Ui ⊂ Q1 for some i.
Then a → a¯ is an F -linear map of C + Cω. Moreover, x0a = ax0, x1a = a¯x1 for all x0 ∈ Q0, x1 ∈ Q1,
a = a¯ if and only if a ∈ C , a = −a¯ if and only if a ∈ Cω, and ¯¯a = a.
Remark 3.2. (See [40, Remark 3.4].) Let (Sˆ;; Uˆ) be a d-superfree triple. Then:
(i) For all m ∈ N ∗ and I,J ⊆ {1,2, . . . ,m} with max{|I|, |J |} < d + 1, we have that (3.1) has a
unique standard solution.
(ii) For all m ∈ N ∗ and I,J ⊆ {1,2, . . . ,m} with max{|I|, |J |} < d, we have that (3.2) has a unique
standard solution.
Let {x1, x2, . . . , xm} be a ﬁnite set and let k be a nonnegative integer with k m. We denote by
Mkm the set of all multilinear monomials in {x1, x2, . . . , xm} of degree k and set Mm =
⋃m
k=0Mkm . It is
understood that M0m = {1}. Let M = xi1xi2 · · · xiu ∈ Mm where u m−k. Next, denote Mkm(M) as the
set of all multilinear monomials in {x1, x2, . . . , xm} \ {xi1 , xi2 , . . . , xiu } of degree k and set Mm(M) =⋃m−u
k=0 Mkm(M).
For every 1 t m, let St be a set and δt : St → Ut be a surjective map. We set
M(s¯m) = δi1(si1)δi2(si2) · · · δiu (siu ) and M = i1i2 · · ·iu
where sit ∈ Sit .
Next, set Sˆ =∏mi=1 Si and Sˆ(M) =∏m−ut=1 S jt , where
{ j1, j2, . . . , jm−u} = {1,2, . . . ,m} \ {i1, i2, . . . , iu}.
Given F : Sˆ(M) → Q, we set
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for all s¯m ∈ Sˆ .
Let M ∈ Mkm , and let λM : Sˆ(M) → C +Cω. A map Sˆ → Q deﬁned by the rule s¯m → λMM(s¯m)M(s¯m)
for all s¯m ∈ Sˆ is said to be a superquasi-monomial and is denoted by λMM . A sum ∑M∈Mm λMM of
different superquasi-monomials will be said to be a superquasi-polynomial of degree m. λ1 is said
to be central coeﬃcient.
The following useful result will be used frequently in the next section.
Theorem 3.3. (See [40, Theorem 3.7].) Let λL : Sˆ(L) → C + Cω, L ∈ Mm, be maps such that
∑
L∈Mm
λLL L = 0.
Assume that either λ1 = 0 and Uˆ is m-superfree, or Uˆ is m + 1-superfree. Then each λL = 0.
The following crucial result will be used in the next section, which is a special case of [40, Theo-
rem 3.8].
Theorem 3.4. Let n ∈ N with n < m. Let L = L0 ⊕ L1 be a superalgebra. Let Q = Q0 ⊕ Q1 be a unital
superalgebra with center C = C0 ⊕ C1 . Let α : L → Q be a graded F -linear map. Suppose that for every
1  i m, either Si = L0 , δi = α|L0 or Si = L1 , δi = α|L1 . Let n ∈ N with n < m. Let aM,N ∈ C0 , BM,N :
Sˆ(MN) → Q, M,N ∈ Mm, M ∧ N = ∅, deg(MN) =m − n, be maps such that
∑
M,N∈Mm,M∧N=∅,
deg(MN)=m−n
aM,NMBM,NN +
∑
L∈Mm
λLL L = 0.
Put
u = min{deg(M) ∣∣ aM,N BM,N 
= 0 for some N}.
Suppose that for every M,N ∈ Mm with M ∧ N = ∅, deg(MN) = m − n and aM,N BM,N 
= 0 there exist
P = P (M,N), Q = Q (M,N) ∈ Mm with P ∧ Q = ∅ and deg(P Q ) =m− n such that deg(P ) = u, BM,N =
BP ,Q and aP ,Q ∈ C∗0 . Further, assume that either λ1 = 0 and Lα is m-superfree, or Lα is m + 1-superfree.
Then λL = 0 for all L ∈ Mm with deg(L) < m − n and if aM,N BM,N 
= 0 there exist unique maps μM,K ,N :
Sˆ(MKN) → C + Cω, K ∈ Mm(MN), such that
BMNM,N =
∑
K∈Mm(MN)
μM,K ,N K .
Finally, if the BM,N s are F -multilinear maps from Sˆ(MN) into Qk, where k = 0,1, then all the μM,K ,Ns are
F -multilinear maps from Sˆ(MKN) into Ct + Ctω, where t = |1− K − 2k|/2.
In the rest of this section we assume that A = A0 ⊕ A1 is a prime superalgebra with extended
centroid C = C0 ⊕ C1. Note that the homogeneous elements in C are invertible and C0 is a ﬁeld [18,
Lemma 3.1]. Let x ∈ H(A). By deg(x) we shall mean the degree of x over C (if x is algebraic over C)
or ∞ (if x is not algebraic over C). Given a nonempty subset T ⊆ H(A), we set
deg(T ) = sup{deg(x) ∣∣ x ∈ T }.
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involution ∗. If deg((S(A) ∪ K (A)) ∩A1) 4d + 5, then both S(A) and K (A) are d-superfree.
4. Lie superhomomorphisms
Let A =A0 ⊕A1 be a superalgebra. Let L be a Lie subalgebra of A. Set H(L) = L0 ∪L1. We shall
refer to homogeneous elements in A that are of the form xyz+(−1)|x||y|+|x||z|+|y||z|zyx, where x, y, z ∈
H(A), as supertriads. We shall say that L is closed under supertriads if xyz+ (−1)|x||y|+|x||z|+|y||z|zyx ∈
L for all x, y, z ∈ H(L).
Let T be a subset of A. By 〈T 〉 we denote the subalgebra generated by T . By T ◦s T we denote
the subspace of A generated by all elements of the form a ◦s b, where a,b ∈ T .
Lemma 4.1. Suppose that L is closed under supertriads. Then 〈L〉 = L+H(L) ◦s H(L).
Proof. It suﬃces to show that u1u2 · · ·un ∈ L+H(L) ◦s H(L) for all ui ∈ H(L), where n 2. For n = 2
this is clear, just write u1u2 as 12 [u1,u2]s + 12u1 ◦s u2. Let n = 3. Note that
u1u2u3 − (−1)|u1||u2|+|u1||u3|+|u2||u3|u3u2u1
= 1
2
[u1,u2]s ◦s u3 + (−1)|u2||u3| 1
2
[u1,u3]s ◦s u2 + (−1)|u1||u2u3| 1
2
[u2,u3]s ◦s u1 ∈ H(L) ◦s H(L).
Since L is closed under supertriads we obtain
u1u2u3 = 1
2
(
u1u2u3 + (−1)|u1||u2|+|u1||u3|+|u2||u3|u3u2u1
)
+ 1
2
(
u1u2u3 − (−1)|u1||u2|+|u1||u3|+|u2||u3|u3u2u1
) ∈ L+H(L) ◦s H(L).
For n > 3, we just consider u1u2 · · ·un as (u1u2u3)u4 · · ·un and use induction argument. 
The reason for our interest in Lie subalgebras closed under supertriads is expressed as follows.
Lemma 4.2. The following two conditions are equivalent:
(i) L is closed under supertriads and L∩ (L ◦s L) = 0;
(ii) 〈L〉 has a superinvolution such that L is the set of all skew elements with respect to this superinvolution.
Proof. Trivially (ii) implies (i). Suppose (i) holds. By Lemma 4.1 we know that 〈L〉 = L ⊕ H(L) ◦s
H(L). Deﬁne ∗ by (u +∑i vi ◦s wi)∗ = −u +∑i vi ◦s wi . Adapting the arguments from the proof of
Lemma 4.1 one can easily check that
(u1u2 · · ·un)∗ = (−1)n+
∑
1i< jn |ui ||u j |unun−1 · · ·u1
for all ui ∈ H(L), which in turn implies that ∗ is a superinvolution. 
For our purpose we shall consider weak Lie superhomomorphisms. More precisely we have
Theorem 4.3. Suppose that L is closed under supertriads and L∩ (L ◦s L) = 0. LetQ = Q0 ⊕Q1 be a unital
superalgebra with center C = C0 ⊕ C1 . Let α : L → Q be a graded F -linear map such that
[u, v]αs − λ
[
uα, vα
] ∈ Cs
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Then there exist a superhomomorphism γ : 〈L〉 → 〈Lα〉C0 + C0 and an F -linear map ν : L → C0 such that
xα = λ−1xγ + ν(x) for all x ∈ L.
Proof. For x, y, z, t ∈ H(L) we set
B(x, y, z) = (xyz + (−1)|x||y|+|x||z|+|y||z|zyx)α.
If p,q ∈ Q such that p − q ∈ C + Cω, then we shall write p ≡ q. Applying α to the identity
[
xyz + (−1)|x||y|+|x||z|+|y||z|zyx, t]s + (−1)|xyz||t|[txy + (−1)|t||x|+|t||y|+|x||y| yxt, z]s
+ (−1)|xy||zt|[ztx+ (−1)|z||t|+|z||x|+|t||x|xtz, y]s
+ (−1)|x||yzt|[yzt + (−1)|y||z|+|y||t|+|z||t|tzy, x]s = 0
we have
[
B(x, y, z), tα
]
s + (−1)|xyz||t|
[
B(t, x, y), zα
]
s + (−1)|xy||zt|
[
B(z, t, x), yα
]
s
+ (−1)|x||yzt|[B(y, z, t), xα]s ≡ 0. (4.1)
Since Lα is 6-superfree in Q (and hence 5-superfree) we see by Theorem 3.4 that B is a
superquasi-polynomial of degree  3, which we write separately as follows:
B(x0, y0, z0) = λ(1)1 xα0 yα0 zα0 + λ(1)2 xα0 zα0 yα0 + λ(1)3 yα0 xα0 zα0 + λ(1)4 yα0 zα0 xα0
+ λ(1)5 zα0 xα0 yα0 + λ(1)6 zα0 yα0 xα0 + ν(1)1 (x0)yα0 zα0
+ ν(1)2 (x0)zα0 yα0 + ν(1)3 (y0)xα0 zα0 + ν(1)4 (y0)zα0 xα0
+ ν(1)5 (z0)xα0 yα0 + ν(1)6 (z0)yα0 xα0 + μ(1)1 (x0, y0)zα0
+ μ(1)2 (x0, z0)yα0 + μ(1)3 (y0, z0)xα0 + η(1)(x0, y0, z0) (4.2)
for all x0, y0, z0 ∈ L0, where λ(1)i ∈ C0 + C0ω, ν(1)i : L0 → C0 + C0ω, μ(1)i : L20 → C0 + C0ω, and η(1) :
L30 → C0 + C0ω. Moreover, ν(1)i , μ(1)i and η(1) are F -linear on each argument.
B(x1, y0, z0) = λ(2)1 xα1 yα0 zα0 + λ(2)2 xα1 zα0 yα0 + λ(2)3 yα0 xα1 zα0 + λ(2)4 yα0 zα0 xα1
+ λ(2)5 zα0 xα1 yα0 + λ(2)6 zα0 yα0 xα1 + ν(2)1 (x1)yα0 zα0
+ ν(2)2 (x1)zα0 yα0 + ν(2)3 (y0)xα1 zα0 + ν(2)4 (y0)zα0 xα1
+ ν(2)5 (z0)xα1 yα0 + ν(2)6 (z0)yα0 xα1 + μ(2)1 (x1, y0)zα0
+ μ(2)2 (x1, z0)yα0 + μ(2)3 (y0, z0)xα1 + η(2)(x1, y0, z0) (4.3)
for all x1 ∈ L1, y0, z0 ∈ L0, where λ(2)i ∈ C0 + C0ω, ν(2)1 , ν(2)2 : L1 → C1 + C1ω, ν(2)3 , ν(2)4 , ν(2)5 , ν(2)6 :
L0 → C0 + C0ω, μ(2)1 ,μ(2)2 : L1 × L0 → C1 + C1ω, μ(2)3 : L20 → C0 + C0ω, and η(2) : L1 × L0 × L0 →
C1 + C1ω. Moreover, ν(2)i , μ(2)i and η(2) are F -linear on each argument.
Y. Wang / Journal of Algebra 344 (2011) 333–353 341B(x1, y1, z0) = λ(3)1 xα1 yα1 zα0 + λ(3)2 xα1 zα0 yα1 + λ(3)3 yα1 xα1 zα0 + λ(3)4 yα1 zα0 xα1
+ λ(3)5 zα0 xα1 yα1 + λ(3)6 zα0 yα1 xα1 + ν(3)1 (x1)yα1 zα0
+ ν(3)2 (x1)zα0 yα1 + ν(3)3 (y1)xα1 zα0 + ν(3)4 (y1)zα0 xα1
+ ν(3)5 (z0)xα1 yα1 + ν(3)6 (z0)yα1 xα1 + μ(3)1 (x1, y1)zα0
+ μ(3)2 (x1, z0)yα1 + μ(3)3 (y1, z0)xα1 + η(3)(x1, y1, z0) (4.4)
for all x1, y1 ∈ L1, z0 ∈ L0, where λ(3)i ∈ C0 + C0ω, ν(3)1 , ν(3)2 , ν(3)3 , ν(3)4 : L1 → C1 + C1ω, ν(3)5 , ν(3)6 :
L0 → C0 + C0ω, μ(3)1 : L21 → C0 + C0ω, μ(3)2 ,μ(3)3 : L1 × L0 → C1 + C1ω, and η(3) : L1 × L1 × L0 →
C0 + C0ω. Moreover, ν(3)i , μ(3)i , and η(3) are F -linear on each argument.
B(x1, y1, z1) = λ(4)1 xα1 yα1 zα1 + λ(4)2 xα1 zα1 yα1 + λ(4)3 yα1 xα1 zα1 + λ(4)4 yα1 zα1 xα1
+ λ(4)5 zα1 xα1 yα1 + λ(4)6 zα1 yα1 xα1 + ν(4)1 (x1)yα1 zα1
+ ν(4)2 (x1)zα1 yα1 + ν(4)3 (y1)xα1 zα1 + ν(4)4 (y1)zα1 xα1
+ ν(4)5 (z1)xα1 yα1 + ν(4)6 (z1)yα1 xα1 + μ(4)1 (x1, y1)zα1
+ μ(4)2 (x1, z1)yα1 + μ(4)3 (y1, z1)xα1 + η(4)(x1, y1, z1) (4.5)
for all x1, y1, z1 ∈ L1, where λ(4)i ∈ C0 + C0ω, ν(4)i : L1 → C1 + C1ω, μ(4)i : L21 → C0 + C0ω, and η(4) :
L31 → C1 + C1ω. Moreover, ν(4)i , μ(4)i and η(4) are F -linear on each argument.
Note that B(x0, y0, z0) = B(z0, y0, x0). Replacing (4.2) into the two sides of this identity and ap-
plying Theorem 3.3 we then conclude that λ(1)1 = λ(1)6 , λ(1)2 = λ(1)5 , λ(1)3 = λ(1)4 , ν(1)1 = ν(1)6 , ν(1)2 = ν(1)5 ,
ν
(1)
3 = ν(1)4 , μ(1)1 (x0, y0) = μ(1)3 (y0, x0), and μ(1)2 (x0, z0) = μ(1)2 (z0, x0). So the formula (4.2) now reads
B(x0, y0, z0) = λ(1)1
(
xα0 y
α
0 z
α
0 + zα0 yα0 xα0
)+ λ(1)2 (xα0 zα0 yα0 + zα0 xα0 yα0 )
+ λ(1)3
(
yα0 x
α
0 z
α
0 + yα0 zα0 xα0
)+ ν(1)1 (x0)yα0 zα0 + ν(1)2 (x0)zα0 yα0
+ ν(1)3 (y0)xα0 zα0 + ν(1)3 (y0)zα0 xα0 + ν(1)2 (z0)xα0 yα0
+ ν(1)1 (z0)yα0 xα0 + μ(1)1 (x0, y0)zα0 + μ(1)2 (x0, z0)yα0
+ μ(1)3 (y0, z0)xα0 + η(1)(x0, y0, z0). (4.6)
Set
ζ(x, y) = [x, y]αs − λ
[
xα, yα
]
s ∈ C for all x, y ∈ H(L).
It is easy to check that
B(x, y, z) − (−1)|x||y|B(y, x, z) = [[x, y]s, z]αs
= λ[[x, y]αs , zα]s + ζ ([x, y]s, z)
= λ2[[xα, yα]s, zα]s + λ[ζ(x, y), zα]s + ζ ([x, y]s, z) (4.7)
for all x, y, z ∈ H(L). On the one hand, we get from (4.7) that
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[[
xα0 , y
α
0
]
, zα0
]
.
On the other hand, we get from (4.6) that
B(x0, y0, z0) − B(y0, x0, z0) ≡
(
λ
(1)
1 − λ(1)3
)[
xα0 , y
α
0
]
zα0 −
(
λ
(1)
1 − λ(1)2
)
zα0
[
xα0 , y
α
0
]
+ (λ(1)2 − λ(1)3 )(xα0 zα0 yα0 − yα0 zα0 xα0 )+ (ν(1)1 − ν(1)3 )(x0)yα0 zα0
+ (ν(1)2 − ν(1)3 )(x0)zα0 yα0 + (ν(1)3 − ν(1)1 )(y0)xα0 zα0
+ (ν(1)3 − ν(1)2 )(y0)zα0 xα0
+ (ν(1)2 − ν(1)1 )(z0)xα0 yα0 + (ν(1)1 − ν(1)2 )(y0)yα0 xα0
+ (μ(1)1 (x0, y0) − μ(1)1 (y0, x0))zα0 + (μ(1)2 (x0, z0) − μ(1)1 (z0, x0))yα0
+ (μ(1)1 (z0, y0) − μ(1)2 (y0, z0))xα0 .
Comparing the two expressions of B(x0, y0, z0)− B(y0, x0, z0) we may conclude that λ(1)2 = λ(1)3 , λ(1)1 −
λ
(1)
2 = λ2, ν(1)1 = ν(1)2 = ν(1)3 and μ(1)1 = μ(1)2 . Setting λ(1) = λ(1)2 , ν(1) = ν(1)2 , and μ(1) = μ(1)1 , we thus
have
B(x0, y0, z0) =
(
λ(1) + λ2)(xα0 yα0 zα0 + zα0 yα0 xα0 )
+ λ(1)(xα0 zα0 yα0 + zα0 xα0 yα0 + yα0 xα0 zα0 + yα0 zα0 xα0 )
+ ν(1)(x0)yα0 ◦ zα0 + ν(1)(y0)xα0 ◦ zα0 + ν(1)(z0)xα0 ◦ yα0
+ μ(1)(x0, y0)zα0 + μ(1)(x0, z0)yα0 + μ(1)(z0, y0)xα0
+ η(1)(x0, y0, z0). (4.8)
We next claim that λ(1) = 0. Note that
0 = B(x0, y0, x0 y0x0) − B(x0, y0x0 y0, x0). (4.9)
Replacing (4.8) into (4.9) we obtain
0 ≡ (λ(1) + λ2)(xα0 yα0 (x0 y0x0)α + (x0 y0x0)α yα0 xα0 )
+ λ(1)(xα0 (x0 y0x0)α yα0 + (x0 y0x0)αxα0 yα0 + yα0 xα0 (x0 y0x0)α
+ yα0 (x0 y0x0)αxα0
)+ ν(1)(x0)yα0 ◦ (x0 y0x0)α
+ ν(1)(y0)xα0 ◦ (x0 y0x0)α + ν(1)(x0 y0x0)xα0 ◦ yα0
+ μ(1)(x0, y0)(x0 y0x0)α + μ(1)(x0, x0 y0x0)yα0
+ μ(1)(x0 y0x0, y0)xα0 − 2
(
λ(1) + λ2)xα0 (y0x0 y0)αxα0
−
(
2λ(1)
(
xα0
)2 + 1
2
μ(1)(x0, x0) + 2ν(1)(x0)xα0
)
◦ (y0x0 y0)α
− 2ν(1)(y0x0 y0)
(
xα0
)2 − 2μ(1)(x0, y0x0 y0)xα0 . (4.10)
On the other hand, it follows from (4.8) that
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α = 1
2
B(x0, y0, x0)
= (λ(1) + λ2)xα0 yα0 xα0 + λ(1)(xα0 )2 yα0 + λ(1) yα0 (xα0 )2
+ ν(1)(x0)xα0 ◦ yα0 + ν(1)(y0)
(
xα0
)2 + μ(1)(x0, y0)xα0
+ 1
2
μ(1)(x0, x0)y
α
0 +
1
2
η(1)(x0, y0, x0). (4.11)
Replacing (4.11) into (4.10) we see that:
The coeﬃcient at yα0 x
α
0 x
α
0 x
α
0 y
α
0 in (4.10) is 2(λ
(1))2;
The coeﬃcient at xα0 y
α
0 x
α
0 x
α
0 y
α
0 in (4.10) is 2(λ
(1) + λ2)λ(1) + (λ(1))2;
The coeﬃcient at xα0 y
α
0 x
α
0 in (4.10) is (λ
(1) + λ2)μ(1)(x0, y0) − 2ν(1)(x0)ν(1)(y0).
It follows from Theorem 3.3 that 2(λ(1))2 = 0, 2(λ(1) + λ2)λ(1) + (λ(1))2 = 0 and (λ(1) +
λ2)μ(1)(x0, y0) − 2ν(1)(x0)ν(1)(y0) = 0. This implies that λ(1) = 0 and
λ2μ(1)(x0, y0) = 2ν(1)(x0)ν(1)(y0) for all x0, y0 ∈ L0. (4.12)
We thus have
B(x0, y0, z0) = λ2
(
xα0 y
α
0 z
α
0 + zα0 yα0 xα0
)+ ν(1)(x0)yα0 ◦ zα0 + ν(1)(y0)xα0 ◦ zα0
+ ν(1)(z0)xα0 ◦ yα0 + μ(1)(x0, y0)zα0 + μ(1)(x0, z0)yα0
+ μ(1)(y0, z0)xα0 + η(1)(x0, y0, z0). (4.13)
It follows from (4.1) that
[
B(x1, y0, z0), t
α
0
]+ [B(t0, x1, y0), zα0 ]+ [B(z0, t0, x1), yα0 ]+ [B(y0, z0, t0), xα1 ]≡ 0. (4.14)
According to (4.7) we have
B(t0, x1, y0) ≡ B(x1, t0, y0) + λ2
[[
tα0 , x
α
1
]
, yα0
]
.
Note that B(z0, t0, x1) = B(x1, t0, z0). Thus, the identity (4.14) can be rewritten as
[
B(x1, y0, z0), t
α
0
]+ [B(x1, t0, y0), zα0 ]+ [B(x1, t0, z0), yα0 ]
+ [B(y0, z0, t0), xα1 ]+ λ2[[[tα0 , xα1 ], yα0 ], zα0 ]≡ 0. (4.15)
Replacing both (4.3) and (4.13) into (4.15) we obtain:
The coeﬃcient at xα1 y
α
0 z
α
0 t
α
0 in (4.15) is λ
(2)
1 − λ2;
The coeﬃcient at xα1 z
α
0 y
α
0 t
α
0 in (4.15) is λ
(2)
2 ;
The coeﬃcient at yα0 x
α
1 z
α
0 t
α
0 in (4.15) is λ
(2)
3 − λ(2)2 ;
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α
0 x
α
1 t
α
0 in (4.15) is λ
(2)
4 − λ(2)5 ;
The coeﬃcient at zα0 x
α
1 y
α
0 t
α
0 in (4.15) is λ
(2)
5 − λ(2)2 ;
The coeﬃcient at zα0 y
α
0 x
α
1 t
α
0 in (4.15) is λ
(2)
6 − λ(2)5 − λ2;
The coeﬃcient at yα0 z
α
0 t
α
0 in (4.15) is ν
(2)
1 (x1) − ν(2)2 (x1) = 0;
The coeﬃcient at xα1 z
α
0 t
α
0 in (4.15) is ν
(2)
3 (y0) − ν(1)(y0) = 0;
The coeﬃcient at zα0 x
α
1 t
α
0 in (4.15) is ν
(2)
4 (y0) − ν(2)5 (y0) = 0;
The coeﬃcient at xα1 y
α
0 t
α
0 in (4.15) is ν
(2)
5 (z0) − ν(1)(z0) = 0;
The coeﬃcient at yα0 x
α
1 t
α
0 in (4.15) is ν
(2)
6 (z0) − ν(2)5 (z0);
The coeﬃcient at tα0 z
α
0 x
α
1 in (4.15) is −ν(2)4 (y0) + ν(1)(y0) = 0;
The coeﬃcient at zα0 t
α
0 in (4.15) is μ
(2)
1 (x1, y0) − μ(2)2 (x1, y0);
The coeﬃcient at xα1 t
α
0 in (4.15) is μ
(2)
3 (y0, z0) − μ(1)(x0, y0);
The coeﬃcient at tα0 x
α
1 in (4.15) is −μ(2)3 (y0, z0) + μ(1)(y0, z0).
It follows from Theorem 3.3 that λ(2)1 = λ(2)6 = λ2, λ(2)2 = λ(2)3 = λ(2)4 = λ(2)5 = λ(2)6 = 0, ν(2)1 = ν(2)2 ,
ν
(2)
3 = ν(2)4 = ν(2)5 = ν(2)6 = ν(1) = ν(1) , μ(2)1 = μ(2)2 , μ(2)3 = μ(1) = μ(1) . In view of Remark 3.1 we see
that ν(1) : L0 → C0 and μ(1) : L20 → C0. The formula (4.3) now reads
B(x1, y0, z0) = λ2
(
xα1 y
α
0 z
α
0 + zα0 yα0 xα1
)+ ν(2)1 (x1)yα0 ◦ zα0 + ν(1)(y0)xα1 ◦ zα0
+ ν(1)(z0)xα1 ◦ yα0 + μ(2)1 (x1, y0)zα0 + μ(2)1 (x1, z0)yα0
+ μ(1)(z0, y0)xα1 + η(2)(x1, y0, z0). (4.16)
Since B(t0, x1, y1) = −B(y1, x1, t0) and B(z0, t0, x1) = B(x1, t0, z0), we get from (4.1) that
[
B(x1, y1, z0), t
α
0
]− [B(y1, x1, t0), zα0 ]+ [B(x1, t0, z0), yα1 ]s − [B(y1, z0, t0), xα1 ]s ≡ 0. (4.17)
Replacing both (4.4) and (4.16) into (4.17) we obtain:
The coeﬃcient at xα1 y
α
1 z
α
0 t
α
0 in (4.17) is λ
(3)
1 − λ2;
The coeﬃcient at xα1 z
α
0 y
α
1 t
α
0 in (4.17) is λ
(3)
2 ;
The coeﬃcient at yα1 x
α
1 z
α
0 t
α
0 in (4.17) is λ
(3)
3 ;
The coeﬃcient at yα1 z
α
0 x
α
1 t
α
0 in (4.17) is λ
(3)
4 ;
The coeﬃcient at zα0 x
α
1 y
α
1 t
α
0 in (4.17) is λ
(3)
5 + λ(3)3 ;
The coeﬃcient at zα0 y
α
1 x
α
1 t
α
0 in (4.17) is λ
(3)
6 + λ(3)1 ;
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α
0 t
α
0 in (4.17) is ν
(3)
1 (x1) + ν(2)1 (x1);
The coeﬃcient at zα0 y
α
1 t
α
0 in (4.17) is ν
(3)
2 (x1) + ν(3)3 (x1);
The coeﬃcient at xα1 z
α
0 t
α
0 in (4.17) is ν
(3)
3 (y1) − ν(2)1 (y1);
The coeﬃcient at zα0 x
α
1 t
α
0 in (4.17) is ν
(3)
4 (y1) + ν(3)1 (y1);
The coeﬃcient at tα0 z
α
0 y
α
1 in (4.17) is −ν(3)2 (x1) + ν(2)1 (x1);
The coeﬃcient at xα1 y
α
1 t
α
0 in (4.17) is ν
(3)
5 (z0) − ν(1)(z0);
The coeﬃcient at yα1 x
α
1 t
α
0 in (4.17) is ν
(3)
6 (z0) + ν(1)(z0);
The coeﬃcient at zα0 t
α
0 in (4.17) is μ
(3)
1 (x1, y1) + μ(3)1 (y1, x1);
The coeﬃcient at yα1 t
α
0 in (4.17) is μ
(3)
2 (x1, z0) + μ(2)1 (x1, z0);
The coeﬃcient at xα1 t
α
0 in (4.17) is μ
(3)
3 (y1, z0) − μ(2)1 (y1, z0);
The coeﬃcient at tα0 y
α
1 in (4.17) is −μ(3)2 (x1, z0) + μ(2)1 (x1, z0).
Applying Theorem 3.3 we obtain that λ(3)1 = −λ(3)6 = λ2, λ(3)2 = λ(3)3 = λ(3)4 = λ(3)5 = 0, ν(3)1 =
ν
(3)
2 = ν(2)1 = −ν(2)1 , ν(3)3 = ν(3)4 = −ν(2)1 , ν(3)5 = −ν(3)6 = ν(1) , μ(3)1 (x1, y1) = −μ(3)1 (y1, x1), and μ(3)2 =
−μ(3)3 = μ(2)1 = −μ(2)1 . In view of Remark 3.1 we see that ν(2)1 : L1 → C1ω and μ(2)1 : L1 ×L0 → C1ω.
The formula (4.4) now reads
B(x1, y1, z0) = λ2
(
xα1 y
α
1 z
α
0 − zα0 yα1 xα1
)+ ν(2)1 (x1)yα0 ◦ zα0 − ν(2)1 (y1)xα1 ◦ zα0
+ ν(1)(z0)xα1 ◦s yα1 + μ(3)1 (x1, y1)zα0 + μ(2)1 (x1, z0)yα1
− μ(2)1 (y1, z0)xα1 + η(3)(x1, y1, z0). (4.18)
It follows from (4.1) that
[
B(x1, y1, z1), t
α
0
]+ [B(t0, x1, y1), zα1 ]+ [B(z1, t0, x1), yα1 ]+ [B(y1, z1, t0), xα1 ]≡ 0. (4.19)
Note that B(t0, x1, y1) = −B(y1, x1, t0) and
B(z1, t0, x1) = −B(x1, z1, t0) + λ2
[[
zα1 , t
α
0
]
, xα1
]
s + λ
[
ζ(z1, t0), x
α
1
]
s + ζ
([z1, t0], x1)
in view of (4.7). Then we get from (4.19) that
[
B(x1, y1, z1), t
α
0
]− [B(y1, x1, t0), zα1 ]− [B(x1, z1, t0), yα1 ]
+ [B(y1, z1, t0), xα1 ]+ λ2[[[zα1 , tα0 ], xα1 ]s, yα1 ]+ 2λζ(z1, t0)[xα1 , yα1 ]≡ 0. (4.20)
Replacing both (4.5) and (4.18) into (4.20) we obtain:
The coeﬃcient at xα1 y
α
1 z
α
1 t
α
0 in (4.20) is λ
4
1 − λ2;
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α
1 y
α
1 t
α
0 in (4.20) is λ
4
2;
The coeﬃcient at yα1 x
α
1 z
α
1 t
α
0 in (4.20) is λ
4
3;
The coeﬃcient at yα1 z
α
1 x
α
1 t
α
0 in (4.20) is λ
4
4;
The coeﬃcient at zα1 x
α
1 y
α
1 t
α
0 in (4.20) is λ
4
5;
The coeﬃcient at zα1 y
α
1 x
α
1 t
α
0 in (4.20) is λ
4
6 + λ2;
The coeﬃcient at yα1 z
α
1 t
α
0 in (4.20) is ν
(4)
1 (x1) − ν(2)1 (x1);
The coeﬃcient at zα1 y
α
1 t
α
0 in (4.20) is ν
(4)
2 (x1) + ν(2)1 (x1);
The coeﬃcient at xα1 z
α
1 t
α
0 in (4.20) is ν
(4)
3 (y1) + ν(2)1 (y1);
The coeﬃcient at zα1 x
α
1 t
α
0 in (4.20) is ν
(4)
4 (y1) − ν(2)1 (y1);
The coeﬃcient at xα1 y
α
1 t
α
0 in (4.20) is ν
(4)
5 (z1) − ν(2)1 (z1);
The coeﬃcient at yα1 x
α
1 t
α
0 in (4.20) is ν
(4)
6 (z1) + ν(2)1 (z1);
The coeﬃcient at zα1 t
α
0 in (4.20) is μ
(4)
1 (x1, y1) + μ(3)1 (x1, y1);
The coeﬃcient at yα1 t
α
0 in (4.20) is μ
(4)
2 (x1, z1) + μ(3)1 (x1, z1);
The coeﬃcient at xα1 t
α
0 in (4.20) is μ
(4)
3 (y1, z1) − μ(3)1 (y1, z1);
The coeﬃcient at tα0 z
α
1 in (4.20) is −μ(4)1 (x1, y1) − μ(3)1 (x1, y1).
Applying Theorem 3.3 we obtain that λ(4)1 = −λ(6)6 = λ2, λ(4)2 = λ(4)3 = λ(4)4 = λ(4)5 = 0, ν(4)1 =
−ν(4)2 = −ν(4)3 = ν(4)4 = ν(4)5 = −ν(6)6 = ν(2)1 , μ(4)1 = μ(4)2 = −μ(4)3 = −μ(3)1 . Then, the formula (4.5)
now reads
B(x1, y1, z1) = λ2
(
xα1 y
α
1 z
α
1 − zα1 yα1 xα1
)+ ν(2)1 (x1)yα1 ◦s zα1 − ν(2)1 (y1)xα1 ◦s zα1
+ ν(2)1 (z1)xα1 ◦s yα1 − μ(3)1 (x1, y1)zα1 − μ(3)1 (x1, z1)yα1
+ μ(3)1 (y1, z1)xα1 + η(4)(x1, y1, z1).
In particular,
0 = B(x1, y1, x1) = −ν(2)1 (y1)xα1 ◦s xα1 − μ(3)1 (x1, y1)xα1 − μ(3)1 (x1, x1)yα1
+ μ(3)1 (y1, x1)xα1 + η(4)(x1, y1, z1).
Applying Theorem 3.3 to the last identity we obtain that ν(2)1 = 0, μ(3)1 (x1, y1)−μ(3)1 (y1, x1) = 0, and
μ
(3)
1 (x1, x1) = 0. This further implies that μ(3)1 = 0. We next show that μ(2)1 = 0.
On the one hand, we get from (4.7) that
B(x0, x1, x0) ≡ B(x1, x0, x0) + λ2
[[
xα0 , x
α
1
]
, xα0
]
.
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(x0x1x0)
α = 1
2
B(x0, x1, x0) ≡ λ2xα0 xα1 xα0 + ν(1)(x0)xα1 ◦ xα0
+ μ(2)1 (x1, x0)xα0 +
1
2
μ(1)(x0, x0)x
α
1 . (4.21)
On the other hand, recalling the deﬁnition of B we get from (4.18) that
0 = B(x0x1x0, x1, x0) = λ2
(
(x0x1x0)
αxα1 x
α
0 − xα0 xα1 (x0x1x0)α
)
+ ν(1)(x0)(x0x1x0)α ◦s xα1 + μ(2)1 (x0x1x0, x0)xα1
− μ(2)1 (x1, x0)(x0x1x0)α + η(3)(x0x1x0, x1, x0). (4.22)
Replacing (4.21) into (4.22) we see that the coeﬃcient at xα0 x
α
1 x
α
0 in (4.22) is λ
2μ
(2)
1 (x1, x0). Since
Lα is 6-superfree we get from Theorem 3.3 that μ(2)1 = 0. Therefore, the four formulas of B can be
rewritten as
B(x0, y0, z0) = λ2
(
xα0 y
α
0 z
α
0 + zα0 yα0 xα0
)+ ν(1)(x0)yα0 ◦ zα0 + ν(1)(y0)xα0 ◦ zα0
+ ν(1)(z0)xα0 ◦ yα0 + μ(1)(x0, y0)zα0 + μ(1)(x0, z0)yα0
+ μ(1)(y0, z0)xα0 + η(1)(x0, y0, z0);
B(x1, y0, z0) = λ2
(
xα1 y
α
0 z
α
0 + zα0 yα0 xα1
)+ ν(1)(y0)xα1 ◦ zα0 + ν(1)(z0)xα1 ◦ yα0
+ μ(1)(y0, z0)xα1 + η(2)(x1, y0, z0);
B(x1, y1, z0) = λ2
(
xα1 y
α
1 z
α
0 − zα0 yα1 xα1
)+ ν(1)(z0)xα1 ◦s yα1 + η(3)(x1, y1, z0);
B(x1, y1, z1) = λ2
(
xα1 y
α
1 z
α
1 − zα1 yα1 xα1
)+ η(4)(x1, y1, z1).
Let us now deﬁne ν : L → C0 by the rule
ν(x) = λ−1ν(1)(x0) for all x = x0 + x1 ∈ L.
Set φ = α · λ + ν . Making use of the identity (4.12) we get from the last four formulas of B that
(x0 y0z0 + z0 y0x0)φ ≡ xφ0 yφ0 zφ0 + zφ0 yφ0 xφ0 ;
(x1 y0z0 + z0 y0x1)φ ≡ xφ1 yφ0 zφ0 + zφ0 yφ0 xφ1 ;
(x1 y1z0 − z0 y1x1)φ ≡ xφ1 yφ1 zφ0 − zφ0 yφ1 xφ1 ;
(x1 y1z1 − z1 y1x1)φ ≡ xφ1 yφ1 zφ1 − zφ1 yφ1 xφ1 .
That is,
(
xyz + (−1)|x||y|+|x||z|+|y||z|zyx)φ ≡ xφ yφ zφ + (−1)|x||y|+|x||z|+|y||z|zφ yφxφ (4.23)
for all x, y, z ∈ H(L). Next, we get from (4.23) that
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(x ◦s y) ◦s z
)φ = (xyz + (−1)|x||y|+|x||z|+|y||z|zyx)φ
+ (−1)|x||y|(yxz + (−1)|y||x|+|y||z|+|x||z|zxy)φ
≡ (xφ yφ zφ + (−1)|x||y|+|x||z|+|y||z|zφ yφxφ)
+ (−1)|x||y|(yφxφ zφ + (−1)|y||x|+|y||z|+|x||z|zφxφ yφ)
= (xφ ◦s yφ) ◦s zφ. (4.24)
Set
ε(x, y) = [x, y]φs −
[
xφ, yφ
]
s ∈ C
and
τ (x, y, z) = (xyz + (−1)|x||y|+|x||z|+|y||z|zyx)φ
− (xφ yφ zφ + (−1)|x||y|+|x||z|+|y||z|zφ yφxφ) ∈ C + Cω
for all x, y, z ∈ H(L). Our aim is to show that ε = 0. We begin by noting that
[x0 y0z0 + z0 y0x0,w0]φ ≡
[
(x0 y0z0 + z0 y0x0)φ,wφ0
]= [xφ0 yφ0 zφ0 + zφ0 yφ0 xφ0 ,wφ0 ].
On the other hand, from the identity
[x0 y0z0 + z0 y0x0,w0] =
([x0,w0]y0z0 + z0 y0[x0,w0])+ (x0[y0,w0]z0 + z0[y0,w0]x0)
+ ([z0,w0]y0x0 + x0 y0[z0,w0])
it follows that
[x0 y0z0 + z0 y0x0,w0]φ ≡ [x0,w0]φ yφ0 zφ0 + zφ0 yφ0 [x0,w0]φ + xφ0 [y0,w0]φ zφ0
+ zφ0 [y0,w0]φxφ0 + [z0,w0]φ yφ0 xφ0 + xφ0 yφ0 [z0,w0]φ
= ([xφ0 ,wφ0 ]+ ε(x0,w0))yφ0 zφ0 + zφ0 yφ0 ([xφ0 ,wφ0 ]+ ε(x0,w0))
+ xφ0
([
yφ0 ,w
φ
0
]+ ε(y0,w0))zφ0 + zφ0 ([yφ0 ,wφ0 ]+ ε(y0,w0))xφ0
+ ([zφ0 ,wφ0 ]+ ε(z0,w0))yφ0 xφ0 + xφ0 yφ0 ([zφ0 ,wφ0 ]+ ε(z0,w0))
= [xφ0 yφ0 zφ0 + zφ0 yφ0 xφ0 ,wφ0 ]+ ε(x0,w0)yφ0 ◦ zφ0
+ ε(y0,w0)xφ0 ◦ zφ0 + ε(z0,w0)yφ0 ◦ xφ0 .
Comparing we thus get
ε(x0,w0)y
φ
0 ◦ zφ0 + ε(y0,w0)xφ0 ◦ zφ0 + ε(z0,w0)yφ0 ◦ xφ0 ≡ 0.
Substituting α · λ + ν for φ and applying Theorem 3.3 we can obtain that ε(x0, y0) = 0 for all
x0, y0 ∈ L0. We next show that ε(x0, x1) = 0 and ε(x1, y1) = 0 for all x0 ∈ L0, x1, y1 ∈ L1.
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[x1 y0z0 + z0 y0x1,w1]φs ≡
[
(x1 y0z0 + z0 y0x1)φ,wφ1
]
s
= [xφ1 yφ0 zφ0 + zφ0 yφ0 xφ1 ,wφ1 ]s + (τ (x1, y0, z0) + τ (x1, y0, z0))wφ1 .
On the other hand, from the identity
[x1 y0z0 + z0 y0x1,w1]s =
([x1,w1]s y0z0 + z0 y0[x1,w1]s)+ (x1[y0,w1]z0 − z0[y0,w1]x1)
+ (x1 y0[z0,w1] − [z0,w1]y0x1)
it follows that
[x1 y0z0 + z0 y0x1,w1]φs ≡ [x1,w1]φs yφ0 zφ0 + zφ0 yφ0 [x1,w1]φs + xφ1 [y0,w1]φ zφ0
− zφ0 [y0,w1]φxφ1 + xφ1 yφ0 [z0,w1]φ − [z0,w1]φ yφ0 xφ1
= ([xφ1 ,wφ1 ]s + ε(x1,w1))yφ0 zφ0 + zφ0 yφ0 ([xφ1 ,wφ1 ]+ ε(x1,w1))
+ xφ1
([
yφ0 ,w
φ
1
]+ ε(y0,w1))zφ0 − zφ0 ([yφ0 ,wφ1 ]+ ε(y0,w1))xφ1
+ xφ1 yφ0
([
zφ0 ,w
φ
1
]+ ε(z0,w1))− ([zφ0 ,wφ1 ]+ ε(z0,w1))yφ0 xφ1
= [xφ1 yφ0 zφ0 + zφ0 yφ0 xφ1 ,wφ1 ]s + ε(x1,w1)yφ0 ◦ zφ0
+ ε(y0,w1)
[
xφ1 , z
φ
0
]+ ε(z0,w1)[xφ1 , yφ0 ].
Comparing we thus get
ε(x1,w1) y
φ
0 ◦ zφ0 + ε(y0,w1)
[
xφ1 , z
φ
0
]+ ε(z0,w1)[xφ1 , yφ0 ]− (τ (x1, y0, z0) + τ (x1, y0, z0))wφ1 ≡ 0.
Substituting α · λ + ν for φ and applying Theorem 3.3 we obtain that ε(x1, y1) = 0 and ε(x0, x1) = 0
for all x0 ∈ L0, x1, y1 ∈ L1. Since ε(x1, x0) = −ε(x0, x1) for all x0 ∈ L0, x1 ∈ L1. Hence, ε = 0. That is,
φ is a Lie superhomomorphism.
By Lemma 4.1 we have 〈L〉 = L+ H(L) ◦s H(L). We then deﬁne a map γ : 〈L〉 → Q according to
the rule
(
x+
∑
i
yi ◦s zi
)γ
= xφ +
∑
i
yφi ◦s zφi
for all x ∈ L, yi, zi ∈ H(L). We ﬁrst show that γ is well-deﬁned. Recalling L ∩ (L ◦s L) = 0, so it
enough to show that
∑
i yi ◦ zi = 0 implies
∑
i y
φ
i ◦ zφi = 0. Let tk ∈ Lk , where k = 0,1. It follows from
(4.24) that
(∑
i
yφi ◦s zφi
)
◦s tφk ≡
((∑
i
yi ◦s zi
)
◦s tk
)φ
= 0. (4.25)
Set a =∑i yφi ◦ zφi . In view of ν(L1) = 0 we get from (4.25) that
a ◦s tα1 = λ−1a ◦s tφ1 ≡ 0
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(a0 + a1)tα1 + tα1 (a0 − a1) ≡ 0
for all t1 ∈ L1. Since Lα is 6-superfree (and hence 2-superfree) we get that a ∈ C + Cω. Thus, we get
from (4.25) that
2atα0 = a ◦s tα0 = λ−1a ◦s tφ0 − λ−1a ◦s ν(t0) ≡ 0
for all t0 ∈ L0. Hence 2a = 0 and so a = 0. Thus γ is well-deﬁned.
For x, y ∈ H(L) we may write xy = 12 (x ◦s y + [x, y]s). Applying γ to this identity we have
(xy)γ = 1
2
(
xφ ◦s yφ + [x, y]φs
)= 1
2
(
xφ ◦s yφ +
[
xφ, yφ
]
s
)= xφ yφ = xγ yγ .
For x, y, z ∈ H(L) we have the identity
(x ◦s z)y = 1
2
(
x ◦s [z, y]s + (−1)|x||z|z ◦s [x, y]s + (x ◦s z) ◦s y
)
.
Since φ is a Lie superhomomorphism satisfying (4.24) it follows that
(
(x ◦s z)y
)γ = 1
2
(
xφ ◦s [z, y]φs + (−1)|x||z|zφ ◦s [x, y]φs +
(
(x ◦s z) ◦s y
)φ)
≡ 1
2
(
xφ ◦s
[
zφ, yφ
]
s + (−1)|x||z|zφ ◦s
[
xφ, yφ
]
s +
(
xφ ◦s zφ
) ◦s yφ)
= (xφ ◦s zφ)yφ = (x ◦s z)γ yγ .
Since L+H(L) ◦s H(L) = 〈L〉 we conclude that (uy)γ ≡ uγ yγ for all u ∈ 〈L〉 and y ∈ H(L). Similarly
we can obtain that (xu)γ ≡ xγ uγ for all x ∈ H(L), u ∈ 〈L〉.
We ﬁnally show that γ is a superhomomorphism. It suﬃces to show that
(x1x2 · · · xn)γ = xγ1 xγ2 · · · xγn for all xi ∈ H(L).
We prove this identity by induction on n. The case of n = 2 has been proved. For n 3, we set
ηn(x1, x2, . . . , xn) = (x1x2 · · · xn−1xn)γ − (x1x2 · · · xn−1)γ xγn ∈ C + Cω,
ςn(x1, x2, . . . , xn) = (x1x2 · · · xn)γ − xγ1 (x2 · · · xn)γ ∈ C + Cω.
For xn+1 ∈ L0, by the induction assumption we will write (xn+1x1x2 · · · xn)γ in two ways. On the
one hand we have
(xn+1x1x2 · · · xn)γ = (xn+1x1x2 · · · xn−1)γ xγn + ηn+1(xn+1, x1, x2, . . . , xn)
= ((xn+1x1x2 · · · xn−2)γ xγn−1 + ηn(xn+1, x1, x2, . . . , xn−1))xγn
+ ηn+1(xn+1, x1, x2, . . . , xn)
= xγn+1xγ1 xγ2 · · · xγn + ηn(xn+1, x1, x2, . . . , xn−1)xγn
+ ηn+1(xn+1, x1, x2, . . . , xn).
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(xn+1x1x2 · · · xn)γ = xγn+1(x1x2 · · · xn)γ + ςn+1(xn+1, x1, x2, . . . , xn)
= xγn+1
(
xγ1 (x2x3 · · · xn)γ + ςn(x1, x2, . . . , xn)
)
+ ςn+1(xn+1, x1, x2, . . . , xn)
= xγn+1xγ1 xγ2 · · · xγn + xγn+1ςn(x1, x2, . . . , xn)
+ ςn+1(xn+1, x1, x2, . . . , xn).
Consequently,
ηn(xn+1, x1, x2, . . . , xn−1)xγn ≡ xγn+1ςn(x1, x2, . . . , xn).
Fix x1, x2, . . . , xn−1 ∈ H(L). Recalling the deﬁnition of γ we get from the last identity that
ηn(xn+1, x1, x2, . . . , xn−1)xαn ≡ ςn(x1, x2, . . . , xn)xαn+1
for all xn ∈ H(L), xn+1 ∈ L0. Applying Theorem 3.3 to the last identity we obtain that ςn(x1, x2,
. . . , xn) = 0. Hence
(x1x2 · · · xn)γ = xγ1 (x2x3 · · · xn)γ = xγ1 xγ2 · · · xγn
by the induction assumption. The proof is complete. 
As a consequence of Lemma 4.2 and Theorem 4.3 we have
Corollary 4.4. Let A = A0 ⊕ A1 be a superalgebra with superinvolution and let K(A) be the set of skew el-
ements of A. Let Q = Q0 ⊕ Q1 be a unital superalgebra with center C = C0 ⊕ C1 . Let α : K(A) → Q be a
Lie superhomomorphism. Suppose that K(A)α is a 6-superfree subset ofQ. Then there exist a superhomomor-
phism γ : 〈K(A)〉 → 〈K(A)α〉C0 + C0 and an F -linear map ν : K(A) → C0 such that xα = xγ + ν(x) for all
x ∈ K(A) and ν([K(A),K(A)]s) = 0.
As a consequence of Theorem 3.5 and Corollary 4.4 we obtain the main result of this paper.
Theorem 4.5. Let A = A0 ⊕ A1 be a superalgebra with superinvolution and let K(A) be the set of skew
elements of A. Let B = B0 ⊕ B1 be a prime superalgebra with superinvolution, let K(B) be the set of skew
elements of B, and let C = C0 ⊕ C1 be the extended centroid of B. Suppose that α : K(A) → K(B) is a sur-
jective Lie superhomomorphism. If deg((S(B) ∪ K(B)) ∩ B1)  29, then there exist a superhomomorphism
γ : 〈K(A)〉 → 〈K(B)〉C0 + C0 and an F -linear map ν : K(A) → C0 such that xα = xγ + ν(x) for all x ∈ K(A)
and ν([K(A),K(A)]s) = 0.
In the rest of the section we consider trivial superalgebras. Here, Q will be a unital algebra with
center C , and R will be a subset of Q. Further, we set Q = Q/C and R = R/(R∩ C). We identity R
with (R+ C)/C ⊆Q and remark that Q is the factor Lie algebra of Q by the Lie ideal C .
It follows from Theorem 4.3 that
Corollary 4.6. Let A be an algebra. Let L be a Lie subalgebra of A such that xyz + zyx ∈ L for all x, y, z ∈ L
and L∩ (L ◦L) = 0. Let Q be a unital algebra with center C . Let α : L → Q be an F -linear map such that
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for all u, v ∈ L, where λ ∈ C is a ﬁxed invertible element. Suppose that Lα is a 6-free subset of Q. Then
there exist a homomorphism of algebras γ : 〈L〉 → 〈Lα〉C + C and an F -linear map ν : L → C such that
xα = λ−1xγ + ν(x) for all x ∈ L.
With reference to the discussion at the beginning of [14, Section 6.2] we see that Corollary 4.6 has
the following consequence.
Corollary 4.7. Let A be an algebra. Let L be a Lie subalgebra of A such that xyz + zyx ∈ L for all x, y, z ∈ L
andL∩(L◦L) = 0. LetQ be a unitalF -algebrawith center C . LetR be anF -submodule ofQ. Let ρ : L → Q
be an F -module map with Lρ =R and let λ ∈ C be an invertible element such that
[u, v]ρ = λ[uρ, vρ] for all u, v ∈ L.
Suppose that C is a direct summand of the C-module Q and R is a 6-free subset of Q. Then there exists a
homomorphism of algebras φ : 〈L〉 → 〈R〉C + C such that xρ = λ−1xφ for all x ∈ L.
We remark that Corollary 4.7 slightly improves the technical assumptions from [14, Theorem 6.15]
(also see [5, Proposition 3.4]), but the concept of the proof is more or less the same.
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