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Abstract
Recent advances in the theoretical understanding
of SGD (Qian et al., 2019) led to a formula for
the optimal mini-batch size minimizing the num-
ber of effective data passes, i.e., the number of
iterations times the mini-batch size. However,
this formula is of no practical value as it depends
on the knowledge of the variance of the stochas-
tic gradients evaluated at the optimum. In this
paper we design a practical SGD method capa-
ble of learning the optimal mini-batch size adap-
tively throughout its iterations. Our method does
this provably, and in our experiments with syn-
thetic and real data robustly exhibits nearly opti-
mal behaviour; that is, it works as if the optimal
mini-batch size was known a-priori. Further, we
generalize our method to several new mini-batch
strategies not considered in the literature before,
including a sampling suitable for distributed im-
plementations.
1. Introduction
Stochastic Gradient Descent (SGD), in one disguise or an-
other, is undoubtedly the backbone of modern systems for
training supervised machine learning models (Robbins &
Monro, 1951; Nemirovski et al., 2009; Bottou, 2010). The
method earns its popularity due to its superior performance
on very large datasets where more traditional methods such
as gradient descent (GD), relying on a pass through the en-
tire training dataset before adjusting the model parameters,
are simply too slow to be useful. In contrast, SGD in each
iteration uses a small portion of the training data only (a
mini-batch) to adjust the model parameters, and this pro-
cess repeats until a model of suitable quality is found.
In practice, mini-batch SGD is virtually always applied to
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a “finite-sum” problem of the form
x∗ := arg min
x∈Rd
1
n
n∑
i=1
fi(x), (1)
where n is the number of training data and f(x) =
1
n
∑n
i=1 fi(x) represents the average loss, i.e. empirical
risk, of model x on the training dataset. With this formal-
ism in place, a generic mini-batch SGD method performs
iterations of the form
xk+1 = xk − γk ∑
i∈Sk
vki∇fi(xk), (2)
where Sk ⊆ {1, 2, . . . , n} is the mini-batch considered in
iteration k and vk1 , . . . , v
k
n are appropriately chosen scalars.
Often in practice, and almost invariably in theory, the mini-
batch Sk is chosen at random according to some fixed prob-
ability law, and the scalars vki are chosen to ensure that
gk =
∑
i∈Sk
vki∇fi(xk) (3)
is an unbiased estimator of the gradient∇f(xk). One stan-
dard choice is to fix a mini-batch size τ ∈ {1, 2, . . . , n},
and pick Sk uniformly from all subsets of size τ . Another
option is to partition the training dataset into n/τ subsets
of size τ , and then in each iteration let Sk to be one of these
partitions, chosen with some probability, e.g., uniformly.
1.1. Accurate modelling of the second moment
Despite the vast empirical evidence of the efficiency of
mini-batch SGD (Konecˇny´ et al., 2015), and despite am-
ple theoretical research in this area (Cotter et al., 2011; Li
et al., 2014; Gazagnadou et al., 2019; Smith et al., 2019),
our understanding of this method is far from complete. For
instance, while it is intuitively clear that as the mini-batch
size approaches n the method should increasingly behave
as the full batch GD method, the prevalent theory does not
support this. The key reason for this, as explained by Qian
et al. (2019) who consider the regime where all functions
fi are smooth, and f is (quasi) strongly convex, is inappro-
priate theoretical modelling of the second moment of the
stochastic gradient gk, which is not satisfied for stochas-
tic gradients having the mini-batch structure (3). Indeed, a
typical analysis of SGD assumes that there exists a constant
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σ2 > 0 such that
E
[∥∥gk∥∥2 | xk] ≤ σ2 (4)
holds throughout the iterations of SGD. However, this is
not true for GD, seen as an extreme case of mini-batch
SGD, which always sets Sk = {1, 2, . . . , n}, and does not
hold in general for any mini-batch size. Hence, analyses
relying on assumption (4) are not only incorrect for mini-
batch SGD (Nguyen et al., 2018), but also make predic-
tions which do not reflect empirical evidence. For instance,
while practitioners have noticed that the choice τ > 1 leads
to a faster method in practice even in a single processor
regime, theory based on strong assumptions such as (4)
does not predict this. Also, several works claim that the
optimal mini-batch size for SGD is one (Li et al., 2014).
Recently, Qian et al. (2019) studied the convergence of
mini-batch SGD under a new type of assumption, called ex-
pected smoothness (ES). It is provably satisfied for stochas-
tic gradients arising from mini-batching, and which is pre-
cise enough for all mini-batch sizes to lead to nontrivial
predictions. Their assumption has the form
E
[∥∥gk∥∥2 | xk] ≤ 2A(f(xk)− f(x∗)) +B. (5)
When compared to (4), ES includes an additional term pro-
portional to the functional suboptimality f(xk)−f(x∗). In
particular, their analysis recovers the fast linear rate of GD
in the extreme case when τ = n (in this case, ES holds with
B = 0 and A = L, where L is the smoothness constant of
f ), and otherwise gives a linear rate to a neighborhood of
the solution x∗ whose size depends on B.
1.2. Search for the optimal mini-batch size
Of key importance to our work in this paper is a theoretical
result in (Qian et al., 2019) which characterizes the opti-
mal mini-batch size. We will illustrate their result here on
the example of the first of the two mini-batch schemes de-
scribed in the introduction. In particular, Qian et al. (2019)
show that the total complexity of mini-batch SGD to reach
an -neighborhood of the optimal solution x∗, i.e., the num-
ber of iterations multiplied by τ , is
T (τ) := max {K1(τ),K2(τ)} (6)
where K1 := τ(nL−Lmax) +nL and K2 := 2(n−τ)h¯(x
∗)
µ ,
L is the smoothness constant of f , Lmax is the maximum
of the smoothness constants of the functions fi, µ is the
modulus of (quasi) strong convexity of f and
h¯(x) := 1n
n∑
i=1
hi(x),
where hi(x) = ‖∇fi(x)‖2. Since both K1 and K2 are
both linear functions in τ , the expression T (τ) in (6) can
Figure 1. Number of epochs to converge to -neighborhood of
the solution for different mini-batch sizes, tested on Logistic Re-
gression using τ−partition nice sampling on a1a dataset. Our
adaptive method outperforms SGD with 87.9% of different fixed
mini-batch sizes, achieving speedup up to 250%.
be analytically minimized in τ , giving a formula for the
optimal mini-batch size τ∗ of SGD.
2. Contributions
2.1. Motivation
While the existence of a theoretically grounded formula
for an optimal mini-batch size provides a marked step
in the understanding of mini-batch SGD, the formula is
not implementable in practice for several reasons. First,
the quantity h¯(x∗) is unknown as it depends on a-priori
knowledge of the optimal solution x∗, which we are try-
ing to find. One exception to this is the case of interpo-
lated/overparameterized models characterized by the prop-
erty that ∇fi(x∗) = 0 for all i. However, in general, this
property may not hold, and when it does, we may know this
before we train the model. Second, the formula depends on
the strong (quasi)-convexity parameter µ, which also may
not be known. Third, while the formula depends on the tar-
get accuracy , in practice, we may not know what accuracy
is most desirable in advance.
Putting these parameter estimation issues aside, we may
further ask: assuming these parameters are known, does
the formula provide a good predictor for the behavior of
mini-batch SGD? If it did not, it would be less useful, and
perhaps inappropriate as a guide for setting the mini-batch
size of SGD. Qian et al. (2019) showed through experi-
ments with synthetic data that the optimal mini-batch size
does well in cases when all these parameters are assumed
to be known. However, they did not explore whether their
formula (6) provides a good model for the empirical to-
tal complexity of mini-batch SGD across all values of τ .
The starting point of our research in this paper was investi-
gating this question; the answer was rather surprising to
us, as we illustrate in Figure 1. Our experiment shows
that the theoretical predictions are astonishingly tight. The
green V-shaped line reflects the empirical performance of
Adaptive Learning of the Optimal Mini-Batch Size of SGD
SGD for various levels of mini-batch sizes, and correlates
with the shape of the theoretical total complexity function
T (τ). The orange vertical line depicts the theoretically op-
timal mini-batch size τ∗, i.e., the solution to the problem
min1≤τ≤n T (τ), and acts as a virtually perfect predictor
of the optimal empirical performance. Encouraged by the
above observation, we believe it is important to deliver the
theoretically impractical formula for τ∗ into the practical
world, and this is the main focus of our paper.
2.2. Summary of contributions
In particular, we make the following contributions:
• Effective online learning of the optimal mini-batch
size. We make a step towards the development of a
practical variant of optimal mini-batch SGD, aiming
to learn the optimal mini-batch size τ∗ on the fly. To
the best of our knowledge, our method (Algorithm 1)
is the first variant of SGD able to learn the optimal
mini-batch. The blue horizontal line in Figure 1 de-
picts the typical performance of our online method
compared to SGD with various fixed mini-batch sizes
τ . Our method can perform as if we had an almost per-
fect knowledge of τ∗ available to us before the start
of the method. Indeed, the blue line cuts across the
green V-shaped curve in a small neighborhood of the
optimal mini-batch size. In this particular example,
the speedup of our adaptive method compared to SGD
with τ = 1 is approximately 250%.
• Sampling strategies. We do not limit our selves to
the uniform sampling strategy we used for illustration
purposes above and develop closed-form expressions
for the optimal mini-batch size for several other sam-
pling techniques (Section 4). Our adaptive method
works well for all of them.
• Convergence theory. We prove that our adaptive
method converges, and moreover learns the optimal
mini-batch size (Section 5; Theorem 3).
• Practical robustness. We show the algorithm’s ro-
bustness by conducting extensive experiments using
different sampling techniques and different machine
learning models on both real and synthetic datasets
(Section 6).
2.3. Related work
Many techniques have been designed in the literature to im-
prove the performance of SGD in one way or another.
A separate stream of research attempts to progressively re-
duce the variance of the stochastic gradient estimator aim-
ing to obtain fast convergence to the solution, and not only
to a neighborhood. SAG (Schmidt et al., 2017), SAGA
(Defazio et al., 2014), SVRG (Johnson & Zhang, 2013),
L-SVRG (Kovalev et al., 2020; Hofmann et al., 2015) and
JacSketch (Gower et al., 2018) are all examples of a large
family of such variance reduced SGD methods. While we
do not pursue this direction here, we point out that Gaza-
gnadou et al. (2019) were able to specialize the JacSketch
theory of Gower et al. (2018) to derive expressions for the
optimal mini-batch size of SAGA. A blend of this work
and ours is perhaps possible and would lead to an adaptive
method for learning the optimal mini-batch size of SAGA.
Another approach to boost the performance of SGD in
practice is tuning its hyperparameters such as learning rate,
and mini-batch size while training. In this context, a lot
of work has been done in proposing various learning rate
schedulers (Schumer & Steiglitz, 1968; Mathews & Xie,
1993; Barzilai & Borwein, 1988; Zeiler, 2012; Tan et al.,
2016; Shin et al., 2017). De et al. (2017) showed that one
can reduce the variance by increasing the mini-batch size
without decreasing step-size (to maintain the constant sig-
nal to noise ratio). Besides, Smith et al. (2019) demon-
strated the effect of increasing the batch size instead of de-
creasing the learning rate in training a deep neural network.
However, most of the strategies for hyper-parameter tuning
are based on empirical results only. For example, You et al.
(2017a;b) show empirically the advantage of training on
large mini-batch size, while Masters & Luschi (2018) claim
that it is preferable to train on small mini-batch sizes.
3. SGD Overview
To proceed in developing the theory related to the optimal
mini-batch size, we give a quick review of mini-batch SGD.
To study such methods for virtually all (stationary) subsam-
pling rules, we adopt the stochastic reformulation paradigm
for finite-sum problems proposed in (Qian et al., 2019). For
a given random vector v ∈ Rn sampled from a user defined
distributionD and satisfyingED[vi] = 1, the main problem
(1) can be reformulated as
min
x∈Rd
ED
[
fv(x) =
1
n
n∑
i=1
vifi(x)
]
.
This problem can be solved by applying SGD, i.e., in iter-
ation k we sample vk ∼ D and take an SGD steps xk+1 =
xk − γk∇fvk(xk). Typically, the vector v is defined by
first choosing a random mini-batch Sk ⊆ {1, 2, . . . , n},
and then defining vki = 0 for i /∈ Sk, and choosing vki to
an appropriate value for i /∈ Sk in order to make sure the
stochastic gradient∇fvk(xk) is unbiased. This leads to the
the update rule (2) we mentioned in the introduction.
We will now briefly review four particular choices of the
probability law governing the selection of the sets Sk we
consider in this paper.
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τ−independent sampling (Qian et al., 2019). In this sam-
pling, each element is drawn independently with probabil-
ity pi with
∑
i pi = τ and E[|S|] = τ . For each element i,
we have P[vi = 1i∈S ] = pi.
τ−nice sampling (without replacement) (Qian et al.,
2019). In this sampling, we choose subset of τ examples
from the total of n examples in the training set at each iter-
ation. In this case, P [|S| = τ ] = 1. For each subset C ⊆
{1, . . . , n} of size τ , we have P[vC = 1C∈S ] = 1/
(
n
τ
)
.
τ−partition nice sampling In this sampling, we divide the
training set into partitions Cj (of possibly different sizes
nCj ), and each of them has at least a cardinality of τ . At
each iteration, one of the sets Cj is chosen with probability
qCj , and then τ−nice sampling (without replacement) is
applied on the chosen set. For each subset C cardinality τ
of partition Cj cardinality nCj , we have P[vC = 1C∈S ] =
qj/
(
nCj
τ
)
.
τ−partition independent sampling Similar to
τ−partition nice sampling, we divide the training set
into partitions Cj , and each of them has at least a cardi-
nality of τ . At each iteration one of the sets Cj is chosen
with probability qCj , and then τ−independent sampling is
applied on the chosen set. For each element i of partition
Cj , we have P[vi = 1C∈S ] = qjpi.
Sampling using τ−partition nice and τ−partition inde-
pendent sampling are the generalization of both τ−nice
(without replacement) and τ−independent sampling re-
spectively. Generalized samplings arise more often in prac-
tice whenever big datasets are distributed throughout differ-
ent nodes. Consequently, it allows us to model a real sit-
uation where distributions of training examples throughout
nodes might be very heterogeneous. These samplings are
especially interesting to be analyzed because it can model
distributed optimization where the data is partitioned across
multiple servers within which the gradient of a batch is
computed and communicated to a parameter server.
The stochastic formulation naturally leads to the concept
of expected smoothness, which can be defined as follows
(Hanzely et al., 2018)
Assumption 1 The function f is L−smooth with respect
to a datasets D if there exist L > 0 such that
ED
[
‖∇fv(x)−∇fv(x∗)‖2
]
≤ 2L(f(x)− f(x∗)). (7)
The second assumption that the above formulation depends
on is the finite gradient noise at the optimum which can be
stated as follows (Qian et al., 2019)
Assumption 2 The gradient noise σ = σ(x∗), where σ(x)
is defined as σ(x) := ED
[
‖∇fv(x)‖2
]
, is finite.
Assumptions (1) and (2) can result in inequality (5) by set-
ting A = 2L and B = 2σ. Based on the two assumptions,
the update steps in (2) provide linear convergence up to a
neighbourhood of the optimal point x∗. This convergence
is described in the following theorem (Qian et al., 2019).
Theorem 1 Assume f is µ−strongly convex and Assump-
tions 1, 2 are satisfied. For any  > 0, if the learning rate
γ is set to be
γ = 12 min
{
1
L ,
µ
2σ
}
. (8)
and
k ≥ 2µ max
{
L, 2σµ
}
log
(
2‖x0−x∗‖2

)
(9)
then E
∥∥xk − x∗∥∥2 ≤ .
Inequality (9) gives an upper bound for the number itera-
tions required to guarantee convergence to -neighborhood
in the expectation. Note that in (9) only parameters L and
σ depend on τ . In addition, in all the considered samplings,
we find out that these parameters can have form l(τ)τ where
l is a piece-wise linear function, which is particularly cru-
cial in our analysis.
4. Deriving Optimal Mini-Batch Size
After giving this thorough introduction to the stochastic
reformulation of SGD, we can move on to study the ef-
fect of the mini-batch size on the total iteration complexity.
In fact, for each sampling technique, the mini-batch size
will affect both the expected smoothness L and the gradi-
ent noise σ. This effect reflects on the number of itera-
tions required to reach to  neighborhood around the opti-
mal model (9).
4.1. Formulas for L and σ
Before proceeding, lets establish some terminologies. In
addition of having f to be L−smooth, we also assume
each fi to be Li−smooth. In τ−partition samplings (both
nice and independent), let nCj be number of data-points in
the partition Cj , where nCj ≥ τ . Let LCj be the smooth-
ness constants of the function fCj =
1
nCj
∑
i∈Cj fi. Also,
let LCj =
1
nCj
∑
i∈Cj Li be the average of the Lipschitz
smoothness constants of the functions in partition Cj . In
addition, let hCj (x) =
∥∥∇fCj (x)∥∥2 be the norm of the gra-
dient of fCj at x. Finally, let hCj (x) =
1
nCj
∑
i∈Cj hi(x).
For ease of notation, we will drop x from all of the expres-
sion since it is understood from the context (hi = hi(x)).
Also, superscripts with (∗, k) refer to evaluating the func-
tion at x∗ and xk respectively (e.g. h∗i = hi(x
∗)).
Now we introduce our first key lemma, which gives an es-
timate of the expected smoothness for different sampling
techniques, where the proof is left for the appendix.
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Lemma 1 For the considered samplings, the expected
smoothness constantsL can be upper bounded byL(τ) (i.e.
L ≤ L(τ)), where L(τ) is expressed as follows
(i) For τ -partition nice sampling, we have L(τ) =
1
nτ maxCj
nCj
qCj (nCj−1)
[
(τ − 1)LCjnCj + (nCj − τ) max
i∈Cj
Li
]
.
(ii) For τ -partition independent sampling, we have:
L(τ) = 1n maxCj
nCjLCj
qCj
+ max
i∈Cj
Li(1−pi)
qCj pi
.
Note that (i), (ii) give as special case, for having all of the
data in a single partition, the expected smoothness bound
L(τ) for τ -nice sampling (without replacement) and τ -
independent sampling, which are results of (Qian et al.,
2019). The bound on the expected smoothness constant for
τ -nice sampling without replacement is given by L(τ) =
n(τ−1)
τ(n−1)L +
n−τ
τ(n−1) maxi Li, and that for τ -independent
sampling is given by L(τ) = L+ maxi 1−pipi Lin .
Next, we move to estimate the noise gradient σ(x∗, τ) for
different sampling techniques. The following lemma can
accomplish this, where the proof is left for the appendix.
Lemma 2 For the considered samplings, the gradient
noise is given by σ(x∗, τ), where σ(x, τ) is defined as:
(i) For τ -partition nice sampling, we have σ(x, τ) =
1
n2τ
∑
Cj
n2Cj
qCj (nCj−1)
[
(τ − 1)hCjnCj + (nCj − τ)hCj
]
.
(ii) For τ−partition independent sampling, we have
σ(x, τ) = 1n2
∑
Cj
n2CjhCj+
∑
i∈Cj
1−pi
pi
hi
qCj
.
Similarly, (i) and (ii) can be specialized in the case of
having all of the data in a single partition to the gradi-
ent noise σ(x∗, τ) for τ -nice sampling (without replace-
ment) and τ−independent samplings, which are the re-
sults of (Qian et al., 2019). For τ−nice sampling with-
out replacement, we have σ(x∗, τ) = n−τnτ(n−1)
∑
i∈[n] h
∗
i ,
and for τ−independent sampling, we have σ(x∗, τ) =
1
n2
∑
i∈[n]
1−pi
pi
h∗i .
In what follows, we are going to deploy these two key lem-
mas to find expressions for the optimal mini-batch size that
will minimize the total iteration complexity.
4.2. Optimal Mini-Batch Size
Our goal is to estimate total iteration complexity as a func-
tion of τ . In each iteration, we work with τ gradients,
thus we can lower bound on the total iteration complexity
by multiplying lower bound on iteration complexity (9) by
τ . We can apply similar analysis as in (Qian et al., 2019).
Since we have estimates on both the expected smoothness
constant and the gradient noise in terms of the mini-batch
size τ , we can lower bound total iteration complexity (9) as
T (τ) = 2µ max
{
τL(τ), 2µτσ(x∗, τ)
}
log
(
2‖x0−x∗‖2

)
.
Note that if we are interested in minimizer of T (τ), we
can drop all constant terms in τ . Therefore, optimal mini-
batch size τ∗ minimizes max
{
τL(τ), 2µτσ(x∗, τ)
}
. It
turns out that all τL(τ), and τσ(x∗, τ) from Lemmas 1,
2 are piece-wise linear functions in τ , which is cruicial in
helping us find the optimal τ∗ that minimizes T (τ). Indeed,
for the proposed sampling techniques, the optimal mini-
batch size can be calculated from the following theorem,
where its proof is left for the appendix.
Theorem 2 For τ -partition nice sampling, the optimal
mini-batch size is τ(x∗), where τ(x) is given by
min
Cr
nn2Cr
eCr
(LCr−LCrmax)+ 2µ
∑
Cj
n3Cj
eCj
(hCj−hCj )
nnCr
eCr
(nCrLCr−LCrmax)+ 2µ
∑
Cj
n2Cj
eCj
(hCj−nCjhCj )
,
if
∑
Cj
n2Cj
ej
(h∗CjnCj − h
∗
Cj ) ≤ 0,
where eCk = qCk(nCk − 1), LCrmax = maxi∈Cr Li. Other-
wise: τ(x∗) = 1.
For τ−partition independent sampling with pi = τnCj ,
where Cj is the partition where i belongs, we get the op-
timal mini-batch size τ(x∗), where τ(x) is defined as
τ(x) = min
Cr
2
µ
∑
Cj
n2Cj
qCj
hCj−
n
qCr
LCrmax
2
µ
∑
Cj
nCj
qCj
(hCj−nCjhCj )+
n
qCr
(nCrLCr−LCrmax)
,
if
∑
Cj
nCj
qCj
(nCjh
∗
Cj − h
∗
Cj ) ≤ 0,
where LCrmax = maxi∈Cr Li. Otherwise: τ(x
∗) = 1.
Moreover, if all of the data are stored in one partition, then
(C) becomes formula for τ−nice sampling which as an ear-
lier result of (Qian et al., 2019),
τ(x∗) = n
2
µh
∗−Lmax+L
2
µh
∗−Lmax+nL
,
and (C) becomes formula for τ−independent sampling
from (Qian et al., 2019),
τ(x∗) = n
2
µh
∗−Lmax
2
µh
∗−Lmax+nL
.
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Figure 2. Behavior of τ−adaptive throughout training epochs.
First row: logistic regression on mushroom and a1a datasets,
respectively. Second row: ridge regression on bodyfat and mg
datasets, respectively.
Note that as  → 0 then τ∗ → n. It makes intuitive sense,
for it means that if one aims to converge to actual mini-
mizer, then SGD will turn to be gradient descent. On the
other hand, as  grows to be very large, optimal mini-batch
shrinks to 1. Also note that the larger the variance at the op-
timum, the larger the optimal mini-batch size is. If the vari-
ance at the optimum is negligible, as in the case in overpa-
rameterized models, then the optimal mini-batch size will
be 1.
5. Proposed Algorithm
The theoretical analysis gives us the optimal mini-batch
size for each of the proposed sampling techniques. How-
ever, we are unable to use these formulas directly since all
of the expressions of optimal mini-batch size depend on
the knowledge of x∗ through the values of h∗i ∀i ∈ [n]. Our
algorithm overcomes this problem by estimating the val-
ues of h∗i at every iteration by h
k
i . Although this approach
seems to be mathematically sound, it is costly because it
requires passing through the whole training set every it-
eration. Another approach that can reduce this computa-
tion is to update hki only every few iterations (e.g., once
per epoch). The third and the cheapest approach is to store
h0i = hi(x
0) ∀i ∈ [n], then set hki =
∥∥∇fi(xk)∥∥2 for i ∈
Sk and hki = hk−1i for i /∈ Sk, where Sk is the set of in-
dices considered in the kth iteration. In addition to stor-
ing an extra n dimensional vector, this approach costs only
computing the norms of the stochastic gradients that we
already used in the SGD step. All three options lead to
convergence in a similar number of epochs, so we let our
proposed algorithm adopt the last (most practical) option
of estimating h∗i .
In our algorithm, for a given sampling technique, we use
Algorithm 1 SGD with Dynamic Mini-Batch size
Input: Smoothness constants L, Li, strong convexity
constant µ, target neighborhood , Sampling Strategy S,
initial point x0, variance cap C ≥ 0
Initialize: Set k = 0
while not converged do
Set τk ← τ(xk)
Set Lk ← L(τk)
Set σk ← σ(xk, τk)
Set γk ← 12 min
{
1
Lk ,
µ
min(C,2σk)
}
Sample vk from S
Do SGD step: xk+1 ← xk − γk∇fvk(xk)
Update k ← k + 1
end while
Output: xk
the current estimate of the model xk to estimate the sub-
optimal mini-batch size τk := τ(xk) at the kth iteration.
Based on this estimate, we use Lemmas 1,2 in calculating
an estimate for both the expected smoothness L(τk) and
the noise gradient σ(xk, τk) at that iteration. After that, we
compute the step-size γk using (8) and finally conduct a
SGD step (2). The summary can be found in Algorithm 1.
Note that intuitively, as xk gets closer to x∗, our estimate
for the gradients at the optimum hki gets closer to h
∗
i and
τk get closer to optimal mini-batch size τ(x∗). Later in this
section, we show convergence of the iterates x0, x1, . . . to
a neighborhood of the solution x∗, and convergence of the
sequence of mini-batch estimates τ1, τ2, . . . to a neighbor-
hood around the optimal mini-batch size τ∗.
Convergence of Algorithm 1. Although the proposed al-
gorithm is taking an SGD step at each iteration and we can
derive one-step estimate (for γk ≤ 1
2Lk )
E
[∥∥xk+1 − x∗∥∥2 |xk] ≤ (1−γkµ)∥∥xk − x∗∥∥2+2(γk)2σ,
(10)
the global behavior of our algorithm differs from SGD. We
dynamically update both the learning rate and the mini-
batch size. At each iteration, we set the learning rate
γk ← 12 min
{
1
Lk ,
µ
2σk
}
, which depends on our estimates
of both Lk and σk. If we were guaranteed that both of
these terms are bounded above, then we can show that the
sequence of generated learning rates will be lower bounded
by a positive constant. In such cases, one can use inequality
(10) to prove the convergence of Algorithm 1. To this end,
we cap σk by a positive constant C, and we set the learning
rate at each iteration to γk ← 12 min
{
1
Lk ,
µ
min{C,2σk}
}
.
This way, we guarantee an upper bound of our estimate to
the noise gradient at each iteration. It is worth mentioning
that this addition of the capping limit C is for the theoreti-
cal treatment only and it is dropped in all of the conducted
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Figure 3. Convergence of ridge regression using τ−partition nice sampling on bodyfat dataset (first row) and τ−partition independent
sampling on mg dataset (second row). In first three columns, training set is distributed among 1, 2 and 3 partitions, respectively. Figures
in the fourth column show how many epochs does the SGD need to converge for all mini-batch sizes (single partition dataset). On
bodyfat dataset, our algorithm outperforms SGD on 85.3% of all possible fixed mini-batch sizes, while on mg dataset, our algorithm
outperforms SGD on 82.5% of all fixed mini-batch sizes. In both cases, our algorithm can achieve a speedup of 300%.
experiments. Now, we follow this informal description by
rigorous formulations and we keep the proofs to the ap-
pendix.
Lemma 3 Learning rates generated by Algorithm 1 are
bounded by positive constants γmax = 12 maxτ∈[n]
{
1
L(τ)
}
and γmin = 12 min
{
minτ∈[n]
{
1
L(τ)
}
, µC
}
.
We use Lemma 3 to bound γk in Inequality (10) to obtain
the following convergence theorem for Algorithm 1.
Theorem 3 Assume f is µ−strongly convex and assump-
tions 1, and 2 hold. Then the iterates of Algorithm 1 satisfy:
E
∥∥xk − x∗∥∥2 ≤ (1− γminµ)k ∥∥x0 − x∗∥∥2 +R, (11)
where R = 2γ
2
maxσ
∗
γminµ
. Note that the results above recover
the earlier results of (Qian et al., 2019) under fixed learning
rate γk = γ. Theorem 3 guarantees the convergence of
the proposed algorithm. Although there is no significant
theoretical improvement here compared to previous SGD
results in the fixed mini-batch and learning rate regimes,
we measure the improvement to be significant in practice.
Convergence of τk to τ∗. The motivation behind the pro-
posed algorithm is to learn the optimal mini-batch size in
an online fashion so that we get to −neighborhood of the
optimal model with the minimum number of epochs. For
simplicity, let’s assume that σ∗ = 0. As xk → x∗, then
hki = ∇fi(xk) → ∇fi(x∗) = h∗i , and thus τk → τ∗.
A more general result is proved in the appendix. In Theo-
rem 3, we showed the convergence of xk to a neighborhood
around x∗. Hence the theory predicts that our estimate of
the optimal mini-batch τk will converge to a neighborhood
of the optimal mini-batch size τ∗ which was also confirmed
by the experimental results in Figure 2.
6. Experiments
In this section, we compare our algorithm to fixed mini-
batch size SGD in terms of the number of epochs needed to
reach a pre-specified neighborhood /10. In the following
results, we capture the convergence rate by recording the
relative error ‖x
k−x∗‖2
‖x0−x∗‖2 where x
0 is drawn from a standard
normal distribution N (0, I). We also report the number of
training examples n, the dimension of the machine learn-
ing model d, regularization factor λ, and the target neigh-
borhood  above each figure.
We consider the problem of regularized ridge regression
where each fi is strongly convex and L-smooth, and x∗
can be known a-priori. The l2 regularized ridge regression
can be formulated as:
min
x∈Rd
f(x) = 12n
n∑
i=1
∥∥aTi x− bi∥∥22 + λ2 ‖x‖22 .
Also, we consider the classification problem through reg-
ularized logistic regression where the optimal model is at-
tained by running gradient descent for a long time. The l2
regularized logistic regression can be formulated as:
min
x∈Rd
f(x) = 12n
n∑
i=1
log
(
1 + exp
(
bia
T
i x
))
+ λ2 ‖x‖22 ,
where (ai, bi) ∼ D are pairs of data examples from the
training set, and λ > 0 is the regularization coefficient.
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Figure 4. Convergence of logistic regression using τ−partition nice sampling on mushroom dataset (first row) and τ−partition inde-
pendent sampling on a1a dataset (second row). In first three columns, training set is distributed among 1, 2 and 3 partitions, respectively.
Figures in the fourth column show how many epochs does the SGD need to converge for all mini-batch sizes (single partition dataset).
On mushroom dataset, our algorithm outperforms SGD on 90.2% of all possible fixed mini-batch sizes (with a speedup up to 200%),
while on mg dataset, our algorithm outperforms SGD on 87.9% of all fixed mini-batch sizes (with a speedup up to 250%).
For each of the considered problems, we performed exper-
iments on at least two real datasets from LIBSVM (Chang
& Lin, 2011). We tested our algorithm on ridge regression
on bodyfat and mg datasets in Figure 3. Results on logistic
regression on mushrooms and a1a datasets are in Figure 4.
For each of these datasets, we considered τ−partition in-
dependent and τ−partition nice sampling with distributing
the training set into one, two, and three partitions.
Moreover, we take the previous experiments one step fur-
ther by running a comparison of various fixed mini-batch
size SGD, as well as our adaptive method with a single
partition (last column of Figures 3 and 4). We plot the total
iteration complexity for each mini-batch size, and highlight
optimal mini-batch size obtained from our theoretical anal-
ysis, and how many epochs our adaptive algorithm needs
to converge. This plot can be viewed as a summary of grid-
search for optimal mini-batch size (throughout all possible
fixed mini-batch sizes). In Table 1, we record the interval
of mini-batch sizes that outperform our algorithm and the
percentage of mini-batch sizes that we outperform. Also,
we compute the maximum speedup of our algorithm com-
pared to fixed mini-batch size SGD (maxτ
T (τ)
Tadaptive
, where
Tadaptive is the total complexity of our algorithm).
Despite the fact that the optimal mini-batch size is nontriv-
ial and varies significantly with the model, dataset, sam-
pling strategy, and number of partitions, our algorithm
demonstrated consistent performance overall. In some
cases, it was even able to cut down the number of epochs
needed to reach the desired error to a factor of six. We refer
the interested reader to the appendix for more experiments,
on other datasets, different sampling strategies, and a dif-
ferent number of partitions.
Table 1. Performance of Algorithm 1 compared to fixed mini-
batch size SGD. We report the interval where it outperforms our
algorithm, the percentage where we prevail, and the maximum
achieved speedup.
Dataset Interval Percentage Speedup
bodyfat (48, 84) 85.3% ∼ x3.5
mg (208, 454) 82.5% ∼ x3
mushrooms (2573, 3371) 90.2% ∼ x2
a1a (959, 1152) 87.9% ∼ x2.5
The produced figures of our grid-search perfectly capture
the tightness of our theoretical analysis. In particular, the
total iteration complexity decreases linearly up to a neigh-
borhood of τ∗ and then increases linearly, as discussed in
section 4. In addition, Theorem 2 always captures the em-
pirical minimum of T (τ) up to a negligible error. More-
over, these figures show how close Tadaptive is to the total
iteration complexity using optimal mini-batch size T (τ∗).
In terms of practical performance, our algorithm can be
better than running SGD with 90% of all possible fixed
mini-batch sizes. This demonstrates that running the pro-
posed algorithm is equivalent to “guessing” the optimal
mini-batch size a-priori and hitting the interval of size 10%
around the optimal mini-batch size. Finally, in terms of
running time, the proposed algorithm is slightly more ex-
pensive than running vanilla SGD, since we estimate few
parameters at each iteration. However, all of these es-
timates can be done through direct substitution to their
formulas, which can be done cheaply. For example, on
the bodyfat experiment, the proposed algorithm requires
0.2322 ms per epoch, while running SGD with the optimal
mini-batch size requires 0.2298 ms.
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7. Conclusion
In this paper, We proposed a robust algorithm, which adap-
tively selects mini-batch sizes throughout training, that
consistently performs almost as if we used SGD with op-
timal mini-batch size and theoretically grounded its con-
vergence. Besides, we introduced generalized sampling
strategies that are suitable for distributed optimization. We
derived formulas for computing optimal mini-batch size,
and empirically showed its precision. The performance of
our algorithm does not depend on the complexity of these
formulas even when their computation required passing
through the whole dataset. we employ an effective tech-
nique to efficiently utilize memory usage and avoid seeing
non-sampled data-points. The proposed algorithm can be
viewed as an enhancement on SGD that is orthogonal to
many other approaches (e.g., variance reduction). Thus, it
might be possible to combine them in future work.
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A. Proof of Lemma 1
For the considered partition sampling, the indices 1, . . . , n are distributed into the sets C1, . . . , CK with each having a
minimum cardinality of τ . We choose each set Cj with probability qCj where
∑
j
qCj = 1. Note that
Pij =

0 if i ∈ Ck, j ∈ Cl, k 6= l
qk
τ(τ−1)
nk(nk−1) if i 6= j, i, j ∈ Ck, |Ck| = τk
qk
τ
nk
if i=j
.
Therefore
E
[
‖∇fv(x)−∇fv(y)‖2
]
=
1
n2
∑
Ck
∑
i,j∈Ck
Pij
pipj
〈
∇fi(x)−∇fi(y),∇fj(x)−∇fj(y)
〉
=
1
n2
∑
Ck
∑
i 6=j∈Ck
Pij
pipj
〈
∇fi(x)−∇fi(y),∇fj(x)−∇fj(y)
〉
+
1
n2
∑
Ck
∑
i∈Ck
1
pi
〈
∇fi(x)−∇fi(y),∇fi(x)−∇fi(y)
〉
=
1
n2
∑
Ck
∑
i 6=j∈Ck
nCk(τ − 1)
qCkτ(nCk − 1)
〈
∇fi(x)−∇fi(y),∇fj(x)−∇fj(y)
〉
+
1
n2
∑
Ck
∑
i∈Ck
nCk
qCkτ
〈
∇fi(x)−∇fi(y),∇fi(x)−∇fi(y)
〉
=
1
n2
∑
Ck
nCk(τ − 1)
qCkτ(nCk − 1)
∑
i 6=j∈Ck
〈
∇fi(x)−∇fi(y),∇fj(x)−∇fj(y)
〉
+
1
n2
∑
Ck
nCk
qCkτ
∑
i∈Ck
‖∇fi(x)−∇fi(y)‖2
=
1
n2
∑
Ck
nCk(τ − 1)
qCkτ(nCk − 1)
∥∥∥∥∥∑
i∈Ck
∇fi(x)−∇fi(y)
∥∥∥∥∥
2
+
1
n2
∑
Ck
nCk(nCk − τ)
qCkτ(nCk − 1)
∑
i∈Ck
‖∇fi(x)−∇fi(y)‖2
≤ 1
n2
∑
Ck
n3Ck(τ − 1)
qCkτ(nCk − 1)
2LCkDfCk (x, y)
+
1
n2
∑
Ck
nCk(nCk − τ)
qCkτ(nCk − 1)
∑
i∈Ck
2LiDfi(x, y)
≤ 1
n2
∑
Ck
n3Ck(τ − 1)
qCkτ(nCk − 1)
2LCkDfCk (x, y)
+
1
n2
∑
Ck
n2Ck(nCk − τ)
qCkτ(nCk − 1)
2 max
i∈Ck
LiDfCk (x, y)
=
1
n2
∑
Ck
2
n2Ck(τ − 1)LCk + nCk(nCk − τ) maxi∈Ck Li
qCkτ(nCk − 1)
nCkDfCk (x, y)
≤ 2 1
n
(max
Ck
n2Ck(τ − 1)LCk + nCk(nCk − τ) maxi∈Ck Li
qCkτ(nCk − 1)
nCk)Df (x, y),
where Df (x, y) = f(x) − f(y) − 〈∇f(y), x − y〉. Setting y ← x∗, leads to the desired upper bound of the expected
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smoothness which is given by
L(τ) = 1
nτ
(
max
Ck
nCk
qCk (nCk − 1)
(
n2Ck(τ − 1)LCk + nCk (nCk − τ) maxi∈Ck Li
))
.
Next, we derive a similar bound for τ−independent partition sampling.
E
[
‖∇fv(x)−∇fv(y)‖2
]
=
1
n2
∑
Ck
∑
i,j∈Ck
Pij
pipj
〈
∇fi(x)−∇fi(y),∇fj(x)−∇fj(y)
〉
=
1
n2
∑
Ck
∑
i 6=j∈Ck
Pij
pipj
〈
∇fi(x)−∇fi(y),∇fj(x)−∇fj(y)
〉
+
1
n2
∑
Ck
∑
i∈Ck
1
pi
〈
∇fi(x)−∇fi(y),∇fi(x)−∇fi(y)
〉
=
1
n2
∑
Ck
∑
i 6=j∈Ck
1
qCk
〈
∇fi(x)−∇fi(y),∇fj(x)−∇fj(y)
〉
+
1
n2
∑
Ck
∑
i∈Ck
1
qCkpi
〈
∇fi(x)−∇fi(y),∇fi(x)−∇fi(y)
〉
=
1
n2
∑
Ck
1
qCk
∑
i 6=j∈Ck
〈
∇fi(x)−∇fi(y),∇fj(x)−∇fj(y)
〉
+
1
n2
∑
Ck
1
qCk
∑
i∈Ck
1
pi
‖∇fi(x)−∇fi(y)‖2
=
1
n2
∑
Ck
1
qCk
∥∥∥∥∥∑
i∈Ck
∇fi(x)−∇fi(y)
∥∥∥∥∥
2
+
1
n2
∑
Ck
1
qCk
∑
i∈Ck
1− pi
pi
‖∇fi(x)−∇fi(y)‖2
≤ 1
n2
∑
Ck
n2Ck
qCk
2LCkDfCk (x, y)
+
1
n2
∑
Ck
1
qCk
∑
i∈Ck
1− pi
pi
2LiDfi(x, y)
≤ 1
n2
∑
Ck
n2Ck
qCk
2LCkDfCk (x, y)
+
1
n2
∑
Ck
nCk
qCk
2 max
i∈Ck
1− pi
pi
LiDfCk (x, y)
=
1
n2
∑
Ck
2(
nCkLCk
qCk
+ max
i∈Ck
(1− pi)Li
qCkpi
)nCkDfCk (x, y)
≤ 2 1
n
max
i∈Ck
(
nCkLCk
qCk
+ max
i∈Ck
(1− pi)Li
qCkpi
)Df (x, y).
This gives the desired upper bound for the expected smoothness
L(τ) = 1
n
max
i∈Ck
(
nCkLCk
qCk
+ max
i∈Ck
(1− pi)Li
qCkpi
)
.
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B. Proof of Lemma 2
Following the same notation, we move on to compute σ for each sampling. First, for τ−nice partition sampling we have
E
[
‖∇fv(x∗)‖2
]
=
1
n2
∑
Ck
∑
i,j∈Ck
Pij
pipj
〈
∇fi(x∗),∇fj(x∗)
〉
=
1
n2
∑
Ck
∑
i 6=j∈Ck
Pij
pipj
〈
∇fi(x∗),∇fj(x∗)
〉
+
1
n2
∑
Ck
∑
i∈Ck
1
pi
〈
∇fi(x∗),∇fi(x∗)
〉
=
1
n2
∑
Ck
∑
i 6=j∈Ck
nCk(τ − 1)
τ(nCk − 1)qCk
〈
∇fi(x∗),∇fj(x∗)
〉
+
1
n2
∑
Ck
∑
i∈Ck
nCk
τqCk
〈
∇fi(x∗),∇fi(x∗)
〉
=
1
n2
∑
Ck
nCk(τ − 1)
τ(nCk − 1)qCk
∑
i 6=j∈Ck
〈
∇fi(x∗),∇fj(x∗)
〉
+
1
n2
∑
Ck
nCk
τqCk
∑
i∈Ck
hi
=
1
n2
∑
Ck
nCk(τ − 1)
τ(nCk − 1)qCk
∥∥∥∥∥∑
i∈Ck
∇fi(x∗)
∥∥∥∥∥
2
+
1
n2
∑
Ck
nCk(nCk − τ)
τ(nCk − 1)qCk
∑
i∈Ck
hi
=
1
n2
∑
Ck
n3Ck(τ − 1)
τ(nCk − 1)qCk
hCk +
1
n2
∑
Ck
n2Ck(nCk − τ)
τ(nCk − 1)qCk
hCk .
Where its left to rearrange the terms to get the first result of the lemma. Next, we compute σ for τ−independent partition:
E
[
‖∇fv(x∗)‖2
]
=
1
n2
∑
Ck
∑
i,j∈Ck
Pij
pipj
〈
∇fi(x∗),∇fj(x∗)
〉
=
1
n2
∑
Ck
∑
i6=j∈Ck
Pij
pipj
〈
∇fi(x∗),∇fj(x∗)
〉
+
1
n2
∑
Ck
∑
i∈Ck
1
pi
〈
∇fi(x∗),∇fi(x∗)
〉
=
1
n2
∑
Ck
∑
i6=j∈Ck
1
qCk
〈
∇fi(x∗),∇fj(x∗)
〉
+
1
n2
∑
Ck
∑
i∈Ck
1
qCkpi
〈
∇fi(x∗),∇fi(x∗)
〉
=
1
n2
∑
Ck
1
qCk
∑
i 6=j∈Ck
〈
∇fi(x∗),∇fj(x∗)
〉
+
1
n2
∑
Ck
1
qCk
∑
i∈Ck
1
pi
hi
=
1
n2
∑
Ck
1
qCk
∥∥∥∥∥∑
i∈Ck
∇fi(x∗)
∥∥∥∥∥
2
+
1
n2
∑
Ck
∑
i∈Ck
(1− pi)hi
qCkpi
=
1
n2
∑
Ck
n2Ck
qCk
hCk +
1
n2
∑
Ck
∑
i∈Ck
(1− pi)hi
qCkpi
.
C. Proof of Theorem 2
Recall that the optimal mini-batch size τ(x∗) is chosen such that the quantity max
{
τL(τ), 2µτσ(x∗, τ)
}
is minimized.
Note that in both τ−nice partition, and τ− independent partition with (pi = τnCj ), τσ(x
∗, τ) is a linear function of τ while
τL(τ) is a max across linearly increasing functions of τ . To find the minimized in such a case, we leverage the following
lemma.
Lemma 4 Suppose that l1(x), l2(x), ..., lk(x) are increasing linear functions of x, and r(x) is linear decreasing function
of x, then the minimizer of max(l1(x), l2(x), ..., lk(x), r(x)) is x∗ = mini(xi) where xi is the unique solution for li(x) =
r(x)
Proof: Let x∗ be defined as above, and let x be an arbitrary number. If x ≤ x∗, then r(x) ≥ r(x∗) ≥ r(xi) = li(xi) ≥
li(x
∗) for each i which means r(x) ≥ max(l1(x∗), ..., lk(x∗), r(x∗)). On the other hand, if x ≥ x∗, then let i be the index
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s.t. xi = x∗. We have li(x) ≥ li(x∗) = r(x∗) ≥ r(xj) = lj(xj) ≥ lj(x∗), hence li(x) ≥ max(l1(x∗), ..., lk(x∗), r(x∗)).
This means that x∗ = mini(xi) is indeed the minimizer of max(l1(x), l2(x), ..., lk(x), r(x)).
Now we can estimate optimal mini-batch sizes for proposed samplings.
τ−nice partition: if ∑Cj n2Cjej (h∗CjnCj − h∗Cj ) ≤ 0 then τσ(τ) is a decreasing linear function of τ , and τL(τ) is the max
of increasing linear functions. Therefore, we can leverage the previous lemma with r(τ) = 2µτσ(x
∗, τ) and lCk(τ) =
n2Ck (τ−1)LCk+nCk (nCk−τ) maxi∈Ck Li
qCk (nCk−1)
nCk to find the optimal mini-batch size as τ
∗ = min
Ck
(τ∗Ck), where
τ∗Ck =
nn2Cr
eCr
(LCr−LCrmax)+ 2µ
∑
Cj
n3Cj
eCj
(hCj−hCj )
nnCr
eCr
(nCrLCr−LCrmax)+ 2µ
∑
Cj
n2Cj
eCj
(hCj−nCjhCj )
.
τ−independent partition: Similar to τ−nice partition, we have τσ(τ) is a decreasing linear function of τ if∑
Cj
nCj
qCj
(nCjh
∗
Cj − h
∗
Cj ) ≤ 0, and τL(τ) is the max of increasing linear functions of τ . Hence, we can leverage the
previous lemma with r(τ) = 2µτσ(x
∗, τ) and lCk(τ) =
nCkLCkτ
qCk
+ (nCk − τ) maxi∈Ck LiqCk to find the optimal mini-batch
size as τ∗ = min
Ck
(τ∗Ck), where
τ∗Ck =
2
µ
∑
Cj
n2Cj
qCj
hCj−
n
qCr
LCrmax
2
µ
∑
Cj
nCj
qCj
(hCj−nCjhCj )+
n
qCr
(nCrLCr−LCrmax)
.
D. Proof of Lemma 3
For our choice of the learning rate we have
γk =
1
2
min
{
1
Lk ,
µ
min(C, 2σk)
}
=
1
2
min
{
1
Lk ,max
{µ
C
,
µ
2σk
}}
≥ 1
2
min
{
1
Lk ,
µ
C
}
.
Since Lk is a linear combination between the smoothness constants of the functions fi, then it is bounded. Therefore,
both Lk and C are upper bounded and lower bounded as well as 1Lk and µC , thus also γk is bounded by positive constants
γmax =
1
2 maxτ∈[n]
{
1
L(τ)
}
and γmin = 12 min
{
minτ∈[n]
{
1
L(τ)
}
, µC
}
.
E. Proof of Theorem 3
Let rk =
∥∥xk − x∗∥∥2, then
E
[
rk+1|xk] = E [∥∥xk − γk∇fvk(xk)− x∗∥∥2 |xk]
= rk + (γk)2E
[∥∥∇fvk(xk)∥∥2 |xk]− 2γk〈E [∇fvk(xk)|xk] , rk〉
= rk + (γk)2E
[∥∥∇fvk(xk)∥∥2 |xk]− 2γk (f(xk)− f(x∗) + µ2 rk)
= (1− γkµ)rk + (γk)2E
[∥∥∇fvk(xk)∥∥2 |xk]− 2γk(f(xk)− f(x∗))
≤ (1− γkµ)rk + (γk)2(4Lk(f(xk)− f(x∗)) + 2σ)− 2γk(f(xk)− f(x∗))
= (1− γkµ)rk − 2γk((1− 2γkLk)(f(xk)− f(x∗))) + 2(γk)2σ
≤ (1− γkµ)rk + 2(γk)2σ for γk ≤ 1
2Lk .
From Lemma 3 there exist upper and lower bounds for step-sizes, γmin ≤ γk ≤ γmax, thus
E
[
rk+1|xk] ≤ (1− γkµ)rk + 2(γk)2σ ≤ (1− γminµ)rk + 2γ2maxσ.
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Therefore, unrolling the above recursion gives
E
[
rk+1|xk] ≤ (1− γminµ)kr0 + 2γ2maxσ k∑
i=0
(1− γminµ)k
≤ (1− γminµ)kr0 + 2γ
2
maxσ
γminµ
.
F. Proof of convergence to linear neighborhood in 
In this section, we prove that our algorithm converges to a neighborhood around the optimal solution with size upper
bounded by an expression linear in . First of all, we prove that σ(x) is lower bounded by a multiple of the variance in the
optimum σ∗ (in Lemma 5). Then, by showing an alternative upper bound on the step-size, we obtain an upper bound for
neighborhood size R as expression of .
Lemma 5 Suppose f is µ−strongly convex, L−smooth and with expected smoothness constant L. Let v be as in Section 3,
i.e., E [vi = 1] for all i. Fix any c > 0. The function σ(x) := E
[
‖∇fv(x)‖2
]
can be lower bounded as follows:
σ(x) ≥
{
µ2c, 1− 2
√
LLc
}
σ(x∗), ∀x ∈ Rd.
The constant c maximizing this bound is c =
(√
LL+µ2−√LL
µ2
)2
, giving the bound
σ(x) ≥
(√
LL+ µ2 −√LL
)2
µ2
σ(x∗), ∀x ∈ Rd.
Proof: Choose c > 0. If ‖x− x∗‖ ≥√cσ(x∗), then using Jensen’s inequality and strong convexity of f , we get
σ(x) ≥ ‖E [∇fv(x)]‖2 = ‖∇f(x)‖2 = ‖∇f(x)−∇f(x∗)‖2 ≥ µ2 ‖x− x∗‖2 ≥ µ2cσ(x∗). (12)
If ‖x− x∗‖ ≤√cσ(x∗), then using expected smoothness and L-smoothness, we get
E
[
‖∇fv(x)−∇fv(x∗)‖2
] (7)
≤ 2L(f(x)− f(x∗)) ≤ LL ‖x− x∗‖2 ≤ LLcσ(x∗). (13)
Further, we can write
σ(x∗)− σ(x) = E
[
‖∇fv(x∗)‖2
]
− E
[
‖∇fv(x)‖2
]
= −2E [〈∇fv(x)−∇fv(x∗),∇fv(x∗)〉]− E
[
‖∇fv(x)−∇fv(x∗)‖2
]
≤ −2E [〈∇fv(x)−∇fv(x∗),∇fv(x∗)〉]
≤ 2E [‖∇fv(x)−∇fv(x∗)‖ ‖∇fv(x∗)‖]
≤ 2
√
E
[
‖∇fv(x)−∇fv(x∗)‖2
]√
E
[
‖∇fv(x∗)‖2
]
(13)
≤ 2
√
LLc
√
σ(x∗)
√
σ(x∗)
= 2
√
LLcσ(x∗),
where the first inequality follows by neglecting a negative term, the second by Cauchy-Schwarz and the third by Ho¨lder
inequality for bounding the expectation of the product of two random variables. The last inequality implies that
σ(x) ≥
(
1− 2
√
LLc
)
σ(x∗). (14)
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By combining the bounds (12) and (14), we get
σ(x) ≥ min
{
µ2c, 1− 2
√
LLc
}
σ(x∗).
Using Lemma 5, we can upper bound step-sizes γk. Assume that σ∗ = σ(x∗) > 0. Let γ
′
max =
µ
2 max
{
1
C ,
1
2ησ∗
}
,
where η =
(√
LL+µ2−√LL
)2
µ2 .
We have
γk =
1
2
min
{
1
Lk ,
µ
min(C, 2σk)
}
≤ µ
2
max
{
1
C
,
1
2σk
}
≤ µ
2
max
{
1
C
,
1
2ησ∗
}
= γ
′
max.
Now, we use this alternative step-sizes upper bound to obtain alternative expression for residual term R = 2γ
2
maxσ
∗
γminµ
in
Theorem 3 (let’s denote it R
′
). Analogically to proof of Theorem 3 (with upper bound of step-sizes γ
′
max), we have
R
′
=
2γ
′2
maxσ
∗
γminµ
.
Finally, expanding expression for residual term R
′
yields the result:
R
′
=
2γ
′2
maxσ
∗
γminµ
=
2
(
µ
2 max
{
1
C ,
1
2ησ∗
})2
σ∗
1
2 min
{
minτ∈[n]
{
1
L(τ)
}
, µC
}
µ
= 2µ
(
max
{
1
C
,
1
2ησ∗
})2
max
{
max
τ∈[n]
{L(τ)} , Cµ
}
σ∗
= µ
(
max
{
1
C
,
1
2ησ∗
})2
max
{
max
τ∈[n]
{L(τ)} , Cµ
}
σ∗.
As conclusion, if we consider R
′
to be function of , then it is at least linear in , R
′ ∈ O().
G. Additional Experimental Results
In this section, we present additional experimental results. Here we test each dataset on the sampling that was not tested
on. Similar to the earlier result, the proposed algorithm outperforms most of the fixed mini-batch size SGD. Moreover, it
can be seen as a first glance, that the optimal mini-batch is non-trivial, and it is changing as we partition the dataset through
different number of partitions. For example, in bodyfat dataset that is located in one partition, the optimal mini-batch size
was τ∗ = 74. Although one can still sample τ = 74 when the data is divided into two partitions, the optimal has changed to
τ∗ = 57. This is clearly shown in Figure 7 where it shows that the optimal batch size varies between different partitioning,
and the predicted optimal from our theoretical analysis matches the actual optimal.
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Figure 5. Convergence of Ridge regression using τ−partition independent sampling on Bodyfat dataset (first row) and τ−partition
nice sampling on mg dataset (second row). In first three columns, training set is distributed among 1, 2, 3 and 4 partitions, respectively.
Figure 6. Convergence of Logistic regression using τ−partition independent sampling on mushrooms dataset (first row) and
τ−partition nice sampling on a1a dataset (second row). In first three columns, training set is distributed among 1, 2, 3 and 4 parti-
tions, respectively.
Figure 7. Effect of mini-batch size on the total iteration complexity. First row: mg dataset sampled using τ−nice partition sampling.
Second row: bodyfat dataset sampled using τ−independent partition sampling. From left to right: dataset is distributed across 1, 2, 3,
and 4 partitions. This figure reflects the tightness of the theoretical result in relating the total iteration complexity with the mini-batch
size, and the optimal mini-batch size. Moreover, This figure shows how close the proposed algorithm is to the optimal mini-batch size
in terms of the performance.
