Let N and P be smooth manifolds of dimensions n and p (n ≥ p ≥ 2) respectively. A smooth map having only fold singularities is called a fold-map. We will study conditions for a continuous map f : N → P to be homotopic to a fold-map from the viewpoint of the homotopy principle. By certain homotopy principles for fold-maps, we prove that if there exists a fiberwise epimorphism T N ⊕ θN → T P covering f , then there exists a fold-map homotopic to f , where θN is the trivial line bundle. We also give an additional condition for finding a fold-map which folds only on a finite number of spheres of dimension p − 1.
Introduction
Let N and P be smooth (C ∞ ) manifolds of dimensions n and p respectively with n ≥ p ≥ 2. We say that a smooth map germ of (N, x) into (P, y) has a singularity of fold type at x if it is written as (x 1 , . . . , x n ) → (x 1 , . . . , x p−1 , ±x 2 p ± · · · ± x 2 n ) under suitable local coordinate systems on neighborhoods of x ∈ N and y ∈ P . A smooth map f : N → P is called a fold-map if it has only fold singularities. We will study conditions for a given continuous map to be homotopic to a fold-map from the viewpoint of the homotopy principle. Main results of this paper are the following. Let T N , T P and θ N be the tangent bundles of N , P and the trivial bundle N × R respectively.
Theorem 0.1. Let n ≥ p ≥ 2. Let f : N → P be a continuous map. Assume that there exists a fiberwise epimorphism h : T N ⊕ θ N → T P covering f . Then there exists a fold-map g : N → P homotopic to f . Corollary 0.4 should be compared with [E2, 5.1D and 5.4] . For example, any continuous map f : S n → S p is homotopic to such a fold-map (Corollary 3.4). Theorem 0.1 is a simple consequence of Theorem 0.5 below, while we need the Phillips Submersion Theorem ( [P] ) and a further tool in the proof of Theorem 0.3 to apply Theorem 2.4.
We explain the terminology homotopy principle used in [G2] . In the 2-jet space J 2 (n, p), let Σ n−p+1,0 (n, p) be the subspace of all jets of germs with fold singularities at the origin and let Ω n−p+1,0 (n, p) be the union of all jets of regular germs and Σ n−p+1,0 (n, p). In the 2-jet space J 2 (N, P ) with projection π 2 N × π 2 P : J 2 (N, P ) → N × P , let Σ n−p+1,0 (N, P ) and Ω n−p+1,0 (N, P ) be its subbundles associated with Σ n−p+1,0 (n, p) and Ω n−p+1,0 (n, p) respectively. A smooth map f : N → P is a fold-map if and only if the image of j 2 f is contained in Ω n−p+1,0 (N, P ) and transverse to Σ n−p+1,0 (N, P ). Let C ∞ Ω (N, P ) denote the space consisting of all fold-maps equipped with the C ∞ -topology. Let Γ(N, P ) denote the space consisting of all continuous sections of the fiber bundle π 2 N |Ω n−p+1,0 (N, P ) : Ω n−p+1,0 (N, P ) → N equipped with the compact-open topology. Then there exists a continuous map
defined by j Ω (f ) = j 2 f . It follows from the well-known theorem due to Gromov[G1] that if N is a connected open manifold, then j Ω is a weak homotopy equivalence. This property is called the homotopy principle.
The existence problem of fold-maps has been first dealt with in [T] and [L1] in dimensions n ≥ p = 2 from a different viewpoint. In [E1] and [E2] Èliašberg has proved a certain homotopy principle for fold-maps in the existence level for closed smooth manifolds.
We will prove the following theorem in the existence level (see also Theorem 2.4) in §2, where two theorems [G1, 4.1.1 Theorem] and [E2, 4. 7 Theorem] will play important roles.
Theorem 0.5. Let n ≥ p ≥ 2. Let N and P be connected manifolds of dimensions n and p respectively with ∂N = ∅. Let C be a closed subset of N . Let s be a section of Γ(N, P ) such that there exists a foldmap g defined on a neighborhood of C into P , where j 2 g = s. Then there exists a fold-map f : N → P such that j 2 f is homotopic to s relative to C by a homotopy h λ in Γ(N, P ) with h 0 = s and h 1 = j 2 f .
Most of the results in the case n = p of this paper except for Theorems 0.3, 2.4 and Proposition 5.7 have already been proved in [An3] .
We refer to [B-R] , [S-S] and its references in low dimensions (3, 2) and (4, 3) in another line of investigation concerning the existence problem of fold-maps of special generic type, which are closely related to the differentiable structures of manifolds.
In §1 we explain well-known results concerning fold singularities. In §2 we state Theorem 2.4, which is another type of homotopy principle for fold-maps, and Proposition 2.5 without proofs, and prove Theorem 0.5 by using them. In §3 we prove Theorems 0.1 and 0.3 by using Theorems 0.5 and 2.4. In §4 we prove Theorem 2.4. In §5 we prove Proposition 2.5.
The author would like to thank the referee for his kind and helpful comments, which improved the paper.
Preliminaries
Throughout the paper all manifolds are smooth of class C ∞ . Maps are basically continuous, but may be smooth (of class C ∞ ) if so stated. We always work in dimensions n ≥ p ≥ 1. Given a fiber bundle π : E → X and a subset C in X, we denote π −1 (C) by E| C . Let π ′ : F → Y be another fiber bundle. A mapb : E → F is called a fiber map over a map b : X → Y if π ′ •b = b • π holds. The restrictionb|(E| C ) : E| C → F (or F | b(C) ) is denoted byb| C . In particular, for a point x ∈ X, E| x and b| x are simply denoted by E x andb x : E x → F b(x) respectively. When E and F are vector bundles over X = Y , Hom(E, F ) denotes the vector bundle over X with fiber Hom(E x , F x ), x ∈ X, which consists of all homomorphisms E x → F x . A fiberwise homomorphism, epimorphism and monomorphism E → F are simply called homomorphism, epimorphism and monomorphism respectively. The trivial bundle X × R k is denoted by θ k X . In particular, θ 1 X is often written as θ X . We review well-known results about fold singularities (see [B] , [L2] ). Let J k (N, P ) denote the k-jet space of manifolds N and P . Let π k N and π k P be the projections mapping a jet to its source and target respectively. The map π k N × π k P : J k (N, P ) → N × P induces a structure of a fiber bundle with structure group
, where L k (m) denotes the group of all k-jets of local diffeomorphisms of (R m , 0). The fiber (π k N × π k P )
−1 (x, y) is denoted by J k x,y (N, P ). Let π 2 1 : J 2 (N, P ) → J 1 (N, P ) be the canonical forgetting map. Let Σ i (N, P ) denote the submanifold of J 1 (N, P ) consisting of all 1-jets z = j 1 x f such that the kernel of d x f is of dimension i. Let Ω n−p+1 (N, P ) denote the union of Σ n−p (N, P ) and Σ n−p+1 (N, P ) in J 1 (N, P ). We denote (π (N, P ) denote the respective fibers over (x, y) . In particular, we set J k (n, p) = J k 0,0 (R n , R p ),
(R n , R p ), Σ n−p+1,0 (n, p) = Σ n−p+1,0 0,0 (R n , R p ), and Ω n−p+1,0 (n, p) = Ω n−p+1,0 0,0 2 x,y (T N, T P ) ). The structure group of J 2 (T N, T P ) is reduced to O(p) × O(n).
In this paper we often express an element of J 2 x,y (N, P ) as (α, β) for α ∈ Hom(T x N, T y P ) and β ∈ Hom(S 2 (T x N ), T y P ). For a subspace V in T y P, let pr(V ) be the orthogonal projection of T y P onto V . For an element (α, β) ∈ Σ n−p+1 x,y (N, P ), let β α denote the homomorphism defined by
where the symbol ⊥ refers to the orthogonal complement. Under the identification (1.2), α ∈ J 1 x,y (N, P ) lies in Σ i x,y (N, P ) if and only if dim Ker(α) = i, and (α, β) ∈ Σ n−p+1 x,y (N, P ) lies in Σ n−p+1,0 x,y (N, P ) if and only if β α is a non-singular quadratic form. Let ι be an integer such that 0 ≤ ι ≤ [(n − p + 1)/2] ([a] refers to the greatest integer not exceeding a). Let Σ n−p+1,0 (n, p) ι denote the subspace which consists of all elements (α, β) ∈ Σ n−p+1,0 (n, p) such that the index (the number of negative eigen values) of β α is equal to ι or n − p + 1 − ι depending on the choice of the orientation of Im(α) ⊥ . Let Σ n−p+1,0 (N, P ) ι denote the subspace of Σ n−p+1,0 (N, P ) associated to Σ n−p+1,0 (n, p) ι . By (1.1) and (1.2), J 2 (n, p) is canonically identified with
under the canonical bases of R n and R p . For a jet z = j
, where l (a) denotes the parallel translation defined by l (a)(x) = x + a. Let π Ω :
,0 (n, p) be the restriction of π J . We obtain the canonical diffeomorphisms
Furthermore, we always identify Hom(R n , R p ) with the space M p×n of all p × n matrices and identify Hom(S 2 R n , R p ) with the space of all p-tuples of n × n symmetric matrices throughout the paper. Next we review the properties of the submanifolds Σ n−p+1 (N, P ) and Σ n−p+1,0 (N, P ) along the line of [B, §7] 
. Let K and Q be the kernel bundle and the cokernel bundle of d 1 over Σ n−p+1 (N, P ) with dim K =n − p + 1 and dim Q = 1 respectively. Then we have the second intrinsic derivative
As is explained in [B, p. 412] , the second intrinsic derivative d 2 |K is extended to the epimorphism
where K is regarded as a subbundle of P ) by [B, Theorem 7.15 ] (see also another interpretation of [An3, §1] ). It has been proved in [B, Lemma 7.13 ] that there exists an exact sequence
Under these notations, a 2-jet z ∈ Σ n−p+1 (N, P ) lies in Σ n−p+1,0 (N, P ) if and only if d 2 |K z is an isomorphism. This implies that T (Σ n−p+1 (N, P )) z ∩ K z = {0} for any jet z ∈ Σ n−p+1,0 (N, P ). Hence K| Σ n−p+1,0 (N,P ) and Hom(K, Q)| Σ n−p+1,0 (N,P ) are isomorphic to the normal bundle of Σ n−p+1,0 (N, P ) in P ) and Γ(N, P ) denote the spaces defined in Introduction with the continuous map j Ω : C ∞ Ω (N, P ) → Γ(N, P ). Let Γ tr (N, P ) denote the subspace of Γ(N, P ) consisting of all sections s such that s is smooth on some neighborhood of s −1 (Σ n−p+1,0 (N, P )) and that s is transverse to Σ n−p+1,0 (N, P ). Throughout the paper,
, which we call the quadratic form associated with
(1.8)
Throughout the paper, S(s) ι denotes the subset consisting of all points c ∈ S(s) such that the index of the quadratic form q(s) c is either ι or n − p + 1 − ι. If ι = (n − p + 1)/2, then we always provide Q(s) c with the orientation such that the index of q(s) c is equal to ι. Furthermore, whenever T P is provided with a metric, Q z and Q(s) c are always identified with a line of (π 2 P ) * (T P ) z and a line of f * (T P ) c respectively. A homotopy c λ with λ ∈ [0, 1] refers to a continuous map c of I = [0, 1] into a space. For example, a homotopy h λ in Γ(N, P ) relative to a closed subset C of N refers to a continuous map h : I → Γ(N, P ) such that h λ |C = h 0 |C for any λ.
Homotopy principle for fold-maps
If for any section s of Γ(N, P ) there exists a fold-map f : N → P such that j 2 f is homotopic to s by a homotopy in Γ(N, P ), then we say that the homotopy principle for fold-maps in the existence level holds. In this section we prove Theorem 0.5 as a consequence of Theorems 2.2, 2.4 and Proposition 2.5 below. We also prove another version of Theorem 0.5 as follows.
Theorem 2.1. Let n ≥ p ≥ 2. Let N , P and C be manifolds and a closed subset of N respectively and let g be a fold-map defined on a neighborhood of C into P . Let s be a section of Γ tr (N, P ) such that j 2 g = s on a neighborhood of C and that Q(s) is a trivial bundle. Then there exists a fold-map f :
If the closure of no component of N \ C is compact, then the assertion of Theorem 0.5 is a direct consequence of [G1, Theorem 4.1.1]. Theorem 0.5 is a relative form of a special case of [An1, Theorem 1] . Its proof given there was sketchy and the proof of Proposition 2.5 below was abbreviated, because it seemed a reformulation of Theorem 2.2 below. However, it turns out that Theorem 0.5 together with Theorem 2.4 is very useful as Corollaries 0.2 and 0.4 show. This is the reason why we give here its proof in detail for the case n > p. A proof of Theorem 0.5 for the case n = p is given in [An3, Theorem 4.1] .
In the following definition let S 0 , . . . , S [(n−p+1)/2] be submanifolds of dimension p − 1 of N , C be a closed subset of N and let g be a fold-map into P defined on a neighborhood of C.
Let
) denote the space consisting of all fold-maps f : N → P , which is equipped with the C ∞ -topology, such that
) denote the space consisting of all homomorphisms h : T N → T P , which is equipped with the compact-open topology, such that
(
, then h x is of rank p, (2) for any point c ∈ S ι , there exists a neighborhood U c of c in N and a fold-map f Uc : U c → P such that h|T U c = df Uc and that S(j 2 f Uc ) ι = U c ∩ S ι , (3) for any point c ∈ C, we have h c = dg c . Then we have the continuous map
The following theorem due toÈliašberg [E2, 4.7 Theorem] will play an important role in the proof of Theorems 0.5, 2.1 and 2.4.
Theorem 2.2 ([E2]
). Let n ≥ p ≥ 2. Let N and P be connected manifolds of dimensions n and p respectively and let S 0 , . . . , S [(n−p+1)/2] , C and g be as above. Assume that each connected component of N \ C has non-empty intersection with each
) and a homotopy of homomorphisms
We begin by preparing several notions and results, which are necessary for the proof of Theorem 0.5. For the fold-map g and the closed subset C in the statement of Theorem 0.5, we take a closed neighborhood V (C) of C such that V (C) is an n-dimensional submanifold with boundary for a while and that g is defined on a neighborhood of V (C), where j 2 g = s. Without loss of generality we may assume that N \ IntV (C) is nonempty. Take a smooth function
By the Sard Theorem ( [H2] ) there is a regular value r of h C with 0 < r < 1. Then h −1 C (r) is a submanifold and we set U (C) = h −1 C ([r, 1]). We decompose N \ IntU (C) into the connected components, say L 1 , . . . , L j , . . .. It suffices to prove Theorem 0.5 for each L j ∪IntU (C). Since ∂N = ∅, we have that N \ U (C) has empty boundary. If L j is not compact, then Theorem 0.5 holds for L j ∪IntU (C) by Gromov's theorem ([G1, Theorem 4.1.1]). Therefore, it suffices to consider the special case where (C1) C has closed neighborhoods U (C) and V (C) with U (C) ⊂IntV (C), (C2) N \ V (C) = ∅ and g is defined on a neighborhood of V (C), where j 2 g = s, (C3) N \ IntU (C) is compact, connected and nonempty, (C4) ∂U (C) and ∂V (C) are submanifolds of dimension n − 1, (C5) there is a smooth function h C : N → [0, 1] satisfying (2.2) such that for a sufficiently small positive real number ε with r − 2ε > 0, r − tε (0 ≤ t ≤ 2) are all regular values of h C , and hence h
We set
In particular, we have that N \IntN 2 = U (C). Furthermore, we may assume that (C6) s ∈ Γ tr (N, P ) and S(s) is transverse to V 0 and V 2 .
) is a fold-map germ and if c is a fold singularity, then d 2 c g :
Let s be a section of Γ tr (N, P ). Recall the homomorphisms in (1.7) and (1.8)
If f is a fold-map, then it follows from the definition of the intrinsic derivative and Remark 2. We denote the bundle of the local coefficients
, which is a covering space over M with fiber π p−1 (Mono(N (s) c , T c N )) defined in [Ste, 30.1] . By the obstruction theory due to [Ste, 36.3] , we have the primary difference d(i N (s) | M , Φ(s)| M ) defined in the cohomology group with local coefficients H p−1 (M, ∂M ; B(π p−1 )). Since Mono(R n−p+1 , R n ) is identified with GL(n)/GL(p − 1), it follows from [Ste, 38.2 ] that
We should note that if p is even and n > p, then the bundle of the local coefficients is trivial. If p is odd or n = p, then we have an integer m(s, M ) such that
In the following brief proof of this fact we use the notation used in [Ste, §31] . Consider a triangulation of (M, ∂M ) and let (M ) respectively, which map them to the respective generators of π p−1 (Mono(N (s) aσ , T aσ N )) and
is equal to a generator of π p−1 (Mono(N (s) aσ , T aσ N )) and if τ (M ) is one of the other p − 1 simplexes, then δ(ω σ )(τ (M )) = 0. Therefore, we have ω τ1 = ±ω τ2 modulo Im(δ). This implies (2.4).
For the proof of Theorems 0.5 and 2.1 we need the following theorem and proposition.
Theorem 2.4. Let n ≥ p ≥ 2. Let N , P , C, s and g be ones given in Theorem 0.5 which satisfy the assumptions (C1) to (C6). Suppose for each ι that S(s) ι \ IntV (C) is a non-empty set and that (1) s 0 = s and
Proposition 2.5. Let n ≥ p ≥ 2. Let N , P , C, s and g be ones given in Theorem 0.5 which satisfy the assumptions (C1) to (C6). Then there exists a homotopy s λ relative to
The proofs of Theorem 2.4 and Proposition 2.5 will be given in §4 and §5 respectively. Here we give a proof of Theorems 0.5 and 2.1. In the proof we use the notation explained above.
Proof of Theorems 0.5 and 2.1. By the above argument, it suffices to prove Theorem 0.5 for the case where (C1) to (C6) are satisfied. If there exists an ι such that S(s) ι \ V (C) = ∅, then we have a neighborhood U in some local chart of N with Cl(U) ⊂N \ (V (C) ∪ S(s)) and a homotopy s
(1) S(s ′ 1 ) ι ∩ U is nonempty and is the boundary of an embedded p-disk within U; these p-disks are mutually disjoint.
(2) Q(s
ι ∩ U are extended to bundles over the respective p-disks. In particular, they are trivial bundles.
It follows from Proposition 2.5 for s ′ 1 that there exists a homotopy s ′′ λ relative to a neighborhood of The following lemma is a consequence of the fundamental properties of fold-maps ([E1, 3.8 and 3 .9] and [Sa1, Lemma 3.1]).
If n − p + 1 is odd, then we can provide Q(j 2 f ) with an orientation so that this index is less than (n − p + 1)/2. Consequently,
It is easy to see that h is an epimorphism.
If n − p + 1 is even, then Q(j 2 f ) is not necessarily trivial. The motivation of Theorem 0.1 is [E1, 3.10] , [An3, Theorem 4 .8] and the above lemma. We prove the following refined form of Theorem 0.1.
Proof of Theorem 3.2. We set ξ =Ker(h). Let i ξ : ξ → T N ⊕θ N be the inclusion. Let π θN : T N ⊕θ N → θ N be the canonical projection. Then we have the homomorphism π θN • i ξ : ξ → θ N , which we regard as a section of Hom(ξ, θ N ) over N . We deform h by homotopy to a smooth epimorphism, denoted by the same letter h, such that π θN • i ξ is transverse to the zero-section of Hom(ξ, θ N ). Let V be the inverse image of the zero-section of Hom(ξ, θ N ) by π θN • i ξ . Then the normal bundle of V in N is isomorphic to Hom(ξ| V , θ V ). We now consider the homomorphism h|T N :
, which is regarded as a section s ′ : N → Ω n−p+1 (N, P ). Next we show that the line bundle Cok(h|T N )| V is isomorphic to θ V . In fact, the exact sequence
where W 1 refers to the first Stiefel-Whitney class. Since Cok(h|T N )| V and θ V are line bundles, we obtain the assertion. By choosing a Riemannian metric on P , we regard Cok(h|T N )| V as a subbundle of
We take any non-singular symmetric map b :
be any extended homomorphism of b. Under the identification (1.2), we define the section s : N → Ω n−p+1,0 (N, P ) as follows. For x ∈ N , set
If x / ∈ V , then H x is nonsingular and if x ∈ V , then Ker(H x ) = ξ x and b x is nonsingular. By Theorem 2.1 there exists a fold-map g : N → P such that j 2 g and s are homotopic as sections in Γ(N, P ) and that Q(j 2 g) is a trivial bundle. In particular, g is homotopic to f , and the theorem is proved. Hence, Theorem 0.1 is also proved.
Next we prepare tools necessary for the proof of Theorem 0.
is well known as an exercise in linear algebra. For simplicity we write T (y) and T for T n (y) and T n respectively. Let
respectively, where y = (y 1 , . . . , y n ) ∈ R n . Let 0 n−p be the null vector of degree n − p. The subset of R n consisting of all points y such that T (y)I × 0 n−p . In the following lemma we set c = t (c 1 , . . . , c p , 0, . . . , 0),
Proof. Suppose that n > p and one of y p+1 , . . . , y n is not 0, say y p+1 = 0. Then we have rank
where E p is the unit matrix of rank p. Next suppose that
is of rank p − 1. This proves (1) and (2-i) for n > p. The assertions (1) and (2-i) for n = p and (2-ii, iii, iv, v) follow from a direct calculation.
We prove the assertion (2-vi). Let 0 i×j be the i × j null matrix. If p + 1 ≤ k ≤ n and p + 1 ≤ ℓ ≤ n, then we have
and hence,
Furthermore, consider the curve tc = t(c 1 , . . . , c p , 0, . . . , 0) parametrized by t. Then we have
This shows the assertion.
It will be plausible to search fold-maps which have spheres as singularities as in Theorem 0.3.
Proof of Theorem 0.3. We may assume that N is connected. Let
. By applying the Phillips Submersion Theorem ( [P] ) for π f * (T P ) • h ′ , we obtain a submersion g :
′ . Therefore, we may assume the following by a routine argument:
. We consider the bundle map
which we regard as a map U \IntD → GL + (n) by choosing appropriate orientations of T N | U and f * (T P )| U (GL + (n) refers to the group of all n × n regular matrices with positive determinants). Note that Ψ ⊕ id θ U \IntD is extended to the bundle map
which is regarded as a map U → GL
In the following, [ * ] expresses the homotopy class represented by * . It follows from (3.1) that (i GL + ) * : π n−1 (GL + (n)) → π n−1 (GL + (n + 1)) maps [Ψ| ∂D ] to 0. We use the map i j : ∂D n 1 → ∂D n 1 defined by (y 1 , . . . , y n ) → (y 1 , . . . , y n−1 , (−1) j y n ) (0 ≤ j ≤ n−p+1). In particular, we have that
This implies that if j is odd, then
We have the homomorphisms ∂ n : π n (S n−1 ) → π n−1 (SO(n − 1)) and p S * : π n−1 (SO(n)) → π n−1 (S n−1 ). Then the kernel of (i GL + ) * is described as follows (see [Ste, 23.2 Theorem and 23.4 Theorem] and [W, Proposition 4] ). If n = 1, 3, 7, then (i GL + ) * is an isomorphism and π 2 (SO(3)) ∼ = π 6 (SO(7)) ∼ = {0}. If n is odd and n = 1, 3, 7 (resp. even), then the kernel of (i GL + ) * is generated by
which is of order two (resp. ∞, and is mapped onto the twice of a generator of π n−1 (S n−1 ) by p S * ). Hence, by identifying ∂D and ∂D ], where m = 0 for n = 3, 7 and m = 0 or 1 for other odd numbers n greater than 2.
Let ℓ be a non-negative integer such that ℓ ≥ [(n−p+1)/2], which will be defined below. By identifying IntD with R n coordinated by (z 1 , . . . , z n ), we choose disjointly embedded n-disks E j (0 ≤ j ≤ ℓ) with center o j and radius 1. We represent a point x ∈ E j by the coordinates y(x) = (y 1 (x), . . . , y n (x)) = (z 1 (x), . . . , z n (x)) − o j .
Next we extend dg to a homomorphism H : T N → f * (T P ) such that H is of rank ≥ p − 1 and is of rank p − 1 exactly on a finite number of spheres embedded in E j 's. Consider the following cases to define
, where G refers to [(n − p + 1)/2] for short. Case I: n > p ≥ 2 and n is odd. (IA: m = 0, G ≡ 1(2) and ℓ = G), (IB: m = 0, G ≡ 0(2) and ℓ = G + 1), (IC: m = 1, G ≡ 0(2) and ℓ = G), (ID: m = 1, G ≡ 1(2) and ℓ = G + 1). In the cases (IA, IB, IC, ID) we set
Case II: n > p ≥ 2 and n is even.
(IIA: m ≥ 0, G ≡ 0(2) and ℓ = G + m + 1).
(IIB: m ≥ 0, G ≡ 1(2) and ℓ = G + m).
(IIC: m < 0, G ≡ 0(2) and ℓ = G + |m| + 1).
(IID: m < 0, G ≡ 1(2) and ℓ = G + |m|).
Case III: n = p ≥ 2 and n is an odd number except for 3 and 7.
(IIIA: m = 0 and ℓ = 1)
(IIIB: m = 1 and
) for x ∈ E 0 . Case IV: n = p, n = 3, 7, m = 0 and ℓ = 0.
Case V: n = p ≥ 2 and n is even. (Case VA: m > 0 and ℓ = m − 1)
(Case VB: m = 0 and ℓ = 1)
(Case VC: m < 0 and ℓ = |m| − 1)
We can extend Ψ and Ψ E to a homomorphism
In fact, in IntD, connect the base point (0, . . . , 0, 1) of E 0 with the base points (0, . . . , 0, 1) of the other E j 's (j = 0) by paths, which are disjoint except at (0, . . . , 0, 1) of E 0 . By the definition of Ψ E we have that the sum Ψ E | ∂E0 + · · · + Ψ E | ∂E ℓ and Ψ E | ∂D are homotopic to each other when regarded as maps S n−1 → GL + (n). Then it is an elementary consequence of the homotopy theory that Ψ and Ψ E are extended to Ψ U as maps
This is well defined by the property (ii). In particular, we have
In E j , let S 
Now we are ready to define a section s ∈ Γ tr (N, P ) satisfying the assumption of Theorem 2.4. Under the identification (1.2), we first define s(x) = (x, f (x); H x , B x ) for x ∈ E j as follows.
Let n > p ≥ 2. Define the integer I(j) to be I(j) = j for j ≤ G and I(j) = 0 for j > G. Then we set
where if x ∈ S p−1 Ej , then we use the notation c(x) = (c 1 (x), . . . , c n (x)) in place of y(x) = (y 1 (x), . . . , y n (x)) and write B x = −(c 1 (x)∆[4; I(j)], . . . , c p (x)∆[4; I(j)]). Recall that
Ej , then KerH x is generated by the vectors c(x), e p+1 ,..., e n and CokH x is generated and oriented by − • c(x). Furthermore, we have
for p < k ≤ n − I(j) and p < ℓ ≤ n, for n − I(j) < k ≤ n and p < ℓ ≤ n.
Namely, the symmetric matrix associated to q(s(x)) has the index I(j) under the basis c(x), e p+1 ,...,e n . Let n = p ≥ 2. When m ≤ 0 and n is even, we have to use (I
) is generated by c(x) (resp. I n −1 (c(x))), and Cok(I n −1 T (c(x))) (resp. Cok((I n −1 T ) • i 1 (y(x)))) is generated and oriented by −c − (x) (resp. −c(x)). In the cases III, IV, VA, and VB with j = 0 we set
Then it follows that
If either m = 0 and j = 1, or m < 0, then we set
Ej , q(s(x)) is nonsingular and hence s(x) ∈ Ω n−p+1,0
Ej , then H x is nonsingular and we can extend H to a section s ∈ Γ(N, P ), since the fiber of π 2 1 |Ω n−p+1,0 (N, P ) over s(x) is contractible.
By construction, S(s) ι is nonempty for each 0 ≤ ι ≤ [(n − p + 1)/2]. Next we see that s lies in Γ tr (N, P ). By definition,
Ej corresponds to the respective second intrinsic derivative d(TI
in Lemma 3.3 (we note that i 1 is a diffeomorphism). Hence, s is transverse to Σ n−p+1 (N, P ) on each S p−1 Ej . This implies the assertion.
We now consider the primary differences. Let N (s) be the orthogonal normal bundle of ∪
for all E j except for CaseVB, j = 1 and CaseVC, 0 ≤ j ≤ |m|−1.
By Lemma 3.3 and (3.2) we have N (s) c(x) = K(s) c(x) , which are generated by c(x), e p+1 , . . . , e n for n > p and by c(x) for n = p. It follows from Lemma 3.3, (3.3), and (3.4) that Q(s) c(x) is generated and oriented by − • c(x) for n > p and by −c − (x) as described above for n = p. Furthermore, by the above fact about Finally we consider CaseVB, j = 1 and CaseVC, 0 ≤ j ≤ |m| − 1. The kernel of (I n −1 T ) • i 1 (y(x)) is generated by I n −1 (c(x)) and the map ∂E j → S n−1 defined by x −→ √ 2I n −1 (c(x)) is of degree −1. Since the map ∂E j → S n−1 defined by x −→ √ 2(c(x)) is of degree 1, we have that
We have a way to remove this obstruction by using Remark 4.5 and Lemma 5.6. Let g n : R n → R n be the fold map defined by g n (x 1 , . . . , x n ) = (x 1 , . . . , x n−1 , x 2 n ). By Remark 4.5, we can choose two distinct points c
Ej for all such j's and respective small ball neighborhoods
, which do not intersect with the other E k . Furthermore, there exists a homotopy s λ ∈ Γ tr (N, P ) such that for all j in CaseVB, j = 1 and CaseVC, 0 ≤ j ≤ |m| − 1, (1) s 0 = s and S(s λ ) = S(s), We replace s 1 = j 2 g n with the section ̟ + given in Lemma 5.6 on V (c 1 j (x)) and V (c 2 j (x)) for each j. We denote this new section by s. Then by the additive property of the primary difference we have
This implies that s for the cases except for CaseVB, j = 1 and CaseVC, 0 ≤ j ≤ |m| − 1 and s satisfy the assumption of Theorem 2.4. Therefore, the assertion of Theorem 0.3 follows from Theorem 2.4. This completes the proof.
We obtain another version of a theorem due toÈliašberg [E2, 5.1D and 5.4] .
Corollary 3.4. Let n ≥ p ≥ 2. Any continuous map f : S n → S p is homotopic to a fold-map which folds exactly on the boundaries of a finite number of disjointly embedded disks of dimension p within an embedded disk of dimension p in S n .
After this paper was submitted, the author was informed of the result [Sp, Theorem 5 .1], which is related to Theorem 0.3. The approach of the arguments to his result seems quite different from ours.
Proof of Theorem 2.4
Let δ be a small positive smooth function on a manifold X equipped with a Riemannian metric and let E be a subbundle of T X. In this paper D δ (E) always denotes the associated disk bundle of E with radius δ such that exp X,x |D δ (E) x is an embedding for any x ∈ X.
The method of the proof of Theorem 2.4 is technically the same as the proof of [An3, Proposition 4.6] for the case n = p. Nevertheless, it will be necessary in understanding Theorem 0.5 to write it noticing the arguments and tools for the case n > p.
Let s be a section of Γ tr (N, P ) and let M be any one of M (s)
Then r M induces a structure of a fiber bundle with fiber
). By applying the covering homotopy property of the fiber bundle r M to the sections id T N |M and the homotopy ϕ M (s) λ , we obtain a homotopy x σ x for a germ σ x : (N, x) → (P, π 2 P • s(x)), then we define the homotopy s λ of Γ tr (N, P ) using Φ(s) λ by
(4.1)
In these cases we have , v) ).
Hence, s λ is well defined. Furthermore, we have that
4) s λ is transverse to Σ n−p+1,0 (N, P ). The property (4.1.2) is satisfied for s 1 by (4.1) and (3).
For a vector bundle F over Σ and a map j : S → Σ, the induced bundle map j * (F ) → F over j is denoted by j F in the following. The following lemma is proved similarly as in [An3, Lemma 6 .2] by using the Hirsch Immersion Theorem [H1] , and its proof is left to the reader. 
P is the canonical induced bundle map.
Here we give two lemmas necessary for the proof of Theorem 2.4. Their proofs are elementary and so are left to the reader. Lemma 4.3. Let π : E → S be a smooth (n − p + 1)-dimensional vector bundle with metric over a (p − 1)-dimensional manifold, where S is identified with the zero-section. Let f i : E → P (i = 1, 2) be fold-maps which fold exactly on S such that
] be any smooth function. Then there exists a positive function
, is contained in a convex neighborhood of f 1 (c) = f 2 (c) in P for any c ∈ S and v c ∈ π −1 (c) with v c ≤ ε(c), and that the map (1 − η)f 1 + ηf 2 is a fold-map which folds exactly on S and satisfies (
2) h λ is smooth and is transverse to Σ for any λ.
Proof of Theorem 2.4. By Lemmas 4.1 and 4.2 we may assume that s satisfies (4.1.2) and (4.2.2), where s 1 is replaced by s. In particular, we have N (s) = K(s). Since s is an embedding, we can choose a Riemannian metric on Ω n−p+1,0 (N, P ) so that the induced metric by s coincides with the metric on N near S(s). We set E(S(s)) = exp N (D δ•s (K(s))), where δ : Σ n−p+1,0 (N, P ) → R is a sufficiently small positive function such that δ • s|(S(s) ∩ N 2 ) is constant. This becomes a tubular neighborhood of S(s).
We first prove the following assertion: (A) There exists a homotopy h λ relative to N \ IntN 2−2r0 in Γ tr (N, P ) with h 0 = s satisfying the following.
(1) h λ ∈ Γ tr (N, P ) and S(h λ ) ι = S(s) ι for any λ and ι. (2) We have a fold-map G : (N \ IntN 2−2r0 ) ∪ E(S(s)) → P with j 2 G = h 1 . Take any Riemannian metric on P . If we identify Q(s) with the orthogonal normal line bundle to the immersion π
is an immersion for some positive function γ. In the proof we express a point of E(S(s)) as v c , where c ∈ S(s), v c ∈ K(s) c and v c ≤ δ (s(c) ). In the proof we say that a smooth homotopy
has the property (C) if it satisfies that for any λ (C-1) k
, and k λ |S(s) = k 0 |S(s), (C-2) k λ is smooth and transverse to Σ n−p+1,0 (N, P ). We have the quadratic form q(s) :
If we choose δ sufficiently small compared with γ, then we can define the fold-map g 0 : E(S(s)) → P by
Now we need to modify g 0 by using Lemma 4.3 so that g 0 is compatible with g. Let η : S(s) → R be a smooth function such that
Without loss of generality we may assume that G is well-defined on a neighborhood of (N \ IntN 2−2r0 ) ∪ E(S(s)) by replacing δ and E(S(s)) by smaller ones. It follows from Lemma 4.3 that G is a fold-map defined on a neighborhood of (N \ IntN 2−2r0 ) ∪ E(S(s)), that G|E(S(s)) folds exactly on S(s), and that (S(s) ). This construction is quite similar to that in [An3, Proof of Proposition 4.6], while we write it down for completeness.
Set exp Ω = exp Ω n−p+1,0 (N,P ) for simplicity. By applying Lemma 4.4 to the sections s and exp
−1 on E(S(s)) satisfying the properties (1) and (2) of Lemma 4.4. Let
We have
,0 (N, P ) coincide with each other. By Lemma 4.4 we can construct a homotopy h ′′ λ in Γ tr (E(S(s)), P ) with the property (C) such that h
. By pasting h 
on E(S(s)). We now recall the additive structure of J 2 (N, P ) in (1.2). Then we have the homotopy j λ : S(s) → J 2 (N, P ) defined by
where π 2 P • s|S(s) is the immersion as in (4.2.2). Since K(s) c = K(j 2 G) c and Q(s) c = Q(j 2 G) c by the construction of π 2 P • s|S(s) and the fold-map G, it follows that for any c ∈ S(s) we have K(j λ ) c = K(s) c and Q(j λ ) c = Q(s) c . Hence, we have that
This implies that j λ is a map of S(s) into Σ n−p+1,0 (N, P ). Therefore, the homotopy of bundle maps
induces the homotopy h 2 λ satisfying the property (C) defined by
on E(S(s)). By applying Lemma 4.4 to j 2 G|E(S(s)) similarly as h 1 λ , we have a homotopy h 3 λ satisfying the property (C) such that h
. Furthermore, we need to modify the homotopy obtained by pasting h
By applying the homotopy extension property to s and H λ , we obtain an extended homotopy with
Hence, h λ is a required homotopy in Γ tr (N, P ) in the assertion (A). We apply Theorem 2.2 for the section π 2 1 • h 1 and G. Since J 1 (N, P ) is canonically identified with
satisfies, by definition, that for any point c ∈ S(s) ι and any λ there exist a small neighborhood U λ c and a fold-map
is contractible and so on. Finally we obtain the required homotopy s λ by pasting h λ and B λ . By the construction, we have that S(s λ ) = S(s) and Q(s λ ) = Q(s) for all λ. This proves Theorem 2.4 (3). 
5 Proof of Proposition 2.5
Let X be an i × j matrix and Y be a k × ℓ matrix. Then X ∔ Y denotes the (i + k) × (j + ℓ) matrix, which is the direct sum of X and
be a decreasing smooth function such that κ(t) = 1 for 0 ≤ t ≤ 1/10, 0 < κ(t) < 1 for 1/10 < t < 1, and κ(t) = 0 for t ≥ 1. Using the identification 
For n > p ≥ 3, we define the map J by (ii) and the fact that if
On any point c ∈ S(J ι (ω(µ))), the 2-jet
is represented by the germ g ι : (R n , 0) → (R p , 0). Hence, K(J ι (ω(µ))) c and Q(J ι (ω(µ))) c are generated and oriented by e p , . . . , e n and e p respectively. Therefore, we have a canonical isomorphism
for p > 2 be the fiber map defined by m(p, n)(h)(c, v + a p+1 e p+1 + · · · + a n e n ) = (c, h(
where
Then m(p, n) induces the fiberwise homomorphism m(p, n)
) of the trivial local coefficients, and the epimorphism m(p, n)
By the definition of the primary difference we have the following lemma.
Lemma 5.2. Let n > p > 2. We have
It is easy to see that
. In its proof we use the notation introduced in [B, §1] . Let Z j,ℓ be the coordinate corresponding to the (j, ℓ) component of a p × n matrix. We have, around c ∈ S(J ι (ω(µ))),
From the definition of the intrinsic derivative, it follows that
2δ kℓ e p for p < k ≤ n − ι and p < ℓ ≤ n, −2δ kℓ e p for n − ι < k ≤ n and p < ℓ ≤ n.
(5.5) These formulas prove that J ι (ω(µ)) is transverse to Σ n−p+1 (R n , R p ) when 0 is a regular value of µ. Since the symmetric matrix associated to
the basis e p , . . . , e n is equal to ∆(
This is what we want.
We have proved the following lemma in [An3, Lemma 7 .2].
Lemma 5.3. Let p ≥ 3. For i = 1, . . . , p − 1, there exist functions µ i λ : R p → R, λ ∈ R, which are smooth with respect to the variables x 1 , . . . , x p and λ such that Lemma 5.5. There exists a homotopy ω
) is the union of R × 0 and the circle C(0, ±2) centered at (0, ±2) with radius 1/ √ 2,
2) (resp. GL − (2)) refer to the set of the regular 2 × 2 matrices with positive (resp. negative) determinants, which is provided with the orientation induced from S 1 by the map U −→ U e 2 / U e 2 .
Let h ± : R 2 → R 2 be the fold-map defined by h ± (y 1 , y 2 ) = e . Since Jh ± (cos θ, sin θ) = e −1/2 − cos 2θ − sin 2θ ± sin 2θ ±(− cos 2θ) ,
2)(cos θ,sin θ) is generated by t (cos θ, sin θ) and that Q(j 2 h ± ) (1/ √ 2)(cos θ,sin θ) is generated and oriented by t (− cos θ, ± sin θ). Indeed,
) to the circles centered at (0, 0) with radii 1/ √ 2 and 1, and to the point (0, 0) respectively.
In fact, let p Q be the orthogonal projection of R 2 onto the space generated by w ± (x 1 ). If we regard
In the following calculation let a = x 1 + 3π/2 and b = (1 − 1/ √ 2)x 2 + 1/ √ 2 for ω + , and let a = −x 1 + π/2 and
) is equal to the value at (x 1 , 0) of
The coefficient of w
. This proves the assertion Lemma 5.5 (4), since the map ( An2] ), this can be extended to the whole space R 2 × [0, 1]. Then we obtain the required homotopy ω x 2 ) ). This completes the proof.
For n > 2, we can construct a section ̟ ± ∈ Γ tr (R n , R n ) such as ω ± ∈ Γ tr (R 2 , R 2 ) by generalizing the method given in the proof of Lemma 5.5 as follows. However, we cannot assert that ̟ ± is homotopic to j 2 g n in Γ(R n , R n ). The proof is left to the reader.
Lemma 5.6. For n ≥ 2, there exists a section ̟ ± ∈ Γ tr (R n , R n ) satisfying the properties:
By applying µ i λ in Lemma 5.3 to (5.3) for p > 2 and by using Lemma 5.5 for p = 2, we prove the following. The proof for the case n = p is easier. Hence, we assume that n > p ≥ 2.
(1-i) By Lemma 5.3 we have µ
, which is connected by Lemma 5.3 (4). The first assertion follows from the fact stated just below (5.5).
( 
The proof is rather long. Under the identification (1.6), we define
n×n (x, λ)) is defined as follows. First, we may assume that if λ ≥ 9/10, then ω
. For the oriented vector e(Q(ω ± λ )) we can construct an extended vector field e ω ± (
x ∈ R 2 and λ ∈ [0, 1] with the following properties.
◮ e ω ± (
• x, λ) is continuous with respect to
◮ e ω ± ( under the identification (1.6). We define the 2 × n matrix A ι 2×n (x, λ) for x ∈ R n and λ ∈ [0, 1] to be
2 )(2x 3 , . . . , 2x n−ι , −2x n−ι+1 , . . . , −2x n ) , λ) ), e j ) = 0 for 2 < j ≤ n, q(J ι (ω ± λ )) c (e k , e ℓ ) = 2δ kℓ e(Q(ω ± λ )• c ) for 2 < k ≤ n − ι and 2 < ℓ ≤ n, q(J ι (ω ± λ )) c (e k , e ℓ ) = −2δ kℓ e(Q(ω ± λ )• c ) for n − ι < k ≤ n and 2 < ℓ ≤ n. by m(2, n)(h) = h⊕ id 02×R n−2 , where h ∈Mono(K(ω ± 1 )| R×0 , T R 2 | R×0 ). Furthermore, the canonical map
)(e k ))(e ℓ ) = 2δ kℓ ( t (− cos θ, ± sin θ)) for 2 < k ≤ n − ι and 2 < ℓ ≤ n, −2δ kℓ ( t (− cos θ, ± sin θ)) for n − ι < k ≤ n and 2 < ℓ ≤ n.
(5.16) Thus (5.12), (5.13), (5.15) and (5.16) prove (5.14) by considering the definition of q(s) via d 2 (s) in §1. This proves (2-iv).
(3) Let σ λ ∈ Γ(R n , R p ) denote J ι (ω(µ i λ )) for p ≥ 3 and J ι (ω ± λ ) for p = 2. Since σ 0 = j 2 g ι , we orient Q(σ 0 ) = θ R p−1 ×0n−p+1 by e p . From the construction of σ 1 , (5.2), Remark 5.4 and Lemma 5.5, it follows that S(σ 1 ) is constructed in R p × 0 n−p by using ω(µ For each e ℓ (R n ), we can construct the homotopy σ(e ℓ ) λ ∈ Γ(e ℓ (R n ), P ) defined by σ(e ℓ ) λ (x) = σ λ (e −1 ℓ (x)). By using σ(e ℓ ) λ 's for each M (s) ι j , we have a homotopy s λ in Γ(N, P ) defined by s λ |e ℓ (R n ) = σ(e ℓ ) λ on each e ℓ (R n ), Then it is easy to see by the additive property of the primary difference that
) is equal to 0 for all j and ι. Thus we have proved (1), (2) and (3) of Proposition 2.5.
(4) The triviality of Q(s 1 ) follows from the above construction of s 1 and Proposition 5.7 (3).
