We give a justification of the discrete analogue of Laplace's method applied to the asymptotic estimation of sums consisting of positive terms. The case considered is the series related to the hypergeometric function pFq−1(x) (with q ≥ p + 1) as x → +∞ discussed by Stokes [Proc. Camb. Phil. Soc. 6 (1889) 362-366 ]. Two examples are given in which it is shown how higher order terms in the asymptotic expansion may be derived by this procedure.
Introduction
Laplace's approximation is one of the most fundamental asymptotic techniques for the estimation of integrals containing a large parameter or variable. For integrals of the form
where f (t) and ψ(t) are real continuous functions defined on the interval [a, b] (which may be infinite), the dominant contribution as x → +∞ arises from a neighbourhood of the point where ψ(t) attains its maximum value. When ψ(t) possesses a single maximum at the point t 0 ∈ (a, b), so that ψ ′ (t 0 ) = 0, ψ ′′ (t 0 ) < 0 and f (t 0 ) = 0, then I(x) has the asymptotic behaviour I(x) ∼ f (t 0 )e xψ(t0) −2π xψ ′′ (t 0 ) 1/2 (x → +∞); see, for example, [4, p. 39] or [16, p. 57] .
The same principle may also be applied to the sum of a series of positive terms, in which the terms steadily increase up to a certain point and then steadily decrease. The asymptotic behaviour of the sum of the series can then be obtained by a discrete analogue of Laplace's method by consideration of the order of magnitude of the greatest term in the series. In 1889, Stokes [12] published a short paper in which he applied this principle to obtain the leading asymptotic behaviour of the hypergeometric-type series
where p ≥ 0, q ≥ 1 are integers, a r (1 ≤ r ≤ p) and b r (1 ≤ r ≤ q) are positive parameters and x > 0. The function F (x) covers many cases of important special functions in physical applications and, when b q = 1 say, is proportional to the generalised hypergeometric function p F q−1 (x) with numeratorial parameters a r (1 ≤ r ≤ p) and denominatorial parameters b r (1 ≤ r ≤ q − 1). Stokes argued that the dominant contribution to F (x) as x → ∞ arose from the terms in the series situated in the neighbourhood of the greatest term. By approximation of these terms in the form of a Gaussian exponential followed by replacement of the sum by an integral with limits extended to ±∞, Stokes showed in a non-rigorous fashion that
where
This result appears to be the earliest attempt at the determination of the asymptotic behaviour of a series of the form (1.1). An application of this principle that the large-argument behaviour of a series is controlled by the magnitude of the greatest term was made by Hardy [5] in the determination of the zeros of a class of integral functions.
Relatively little use appears to have been made of the discrete analogue of Laplace's method, presumably on account of its being confined to series of positive terms and the heuristic nature of its arguments. Examples can be found in [14, p. 8] 
as x → +∞. In the case of integer α, this latter function is a particular case of F (x) in (1.1) with p = 0, q = α. The same example has been discussed in Olver's book [8, p. 307 ] but using a different approach based on an integral representation of the sum together with Laplace's approximation for integrals. 1 A recent proof of a discrete analogue of Laplace's method applied to sums of the form n k=0 f n (k)q gn(k) as n → +∞, where f n (k) and g n (k) are functions defined on nonnegative integers and 0 < q < 1, has been given in [13] . These authors applied their results to derive asymptotic formulas for the q −1 -Hermite, the Stieltjes-Wigert and the q-Laguerre polynomials.
In this paper, we present a justification of Stokes' arguments for the discrete analogue of Laplace's method applied to the function F (x) in (1.1). Although other more general methods are available for the asymptotics of F (x) when x is a large complex variable, namely the classical Laplace method applied to an integral representation of the sum in (1.1) or the asymptotic theory of hypergeometric-type functions developed in [3, 17] , our aim here is to put Stokes' arguments on a more rigorous foundation. We shall restrict our attention to the case of positive parameters and variable x considered by Stokes, although it may be possible to extend the arguments to cover the case of complex x by using the ideas given in [6] applied to the determination of the relation of the maximum modulus of an integral function to its maximum term. In addition, we shall show how higher order terms in the expansion of F (x) as x → +∞ can also be derived.
The results obtained are then used to give expansions for two functions. The first example is the sum defined in (1.4) and the second example comes from a problem in combinatorics expressed in the form of an integral of a product of Hermite polynomials over (−∞, ∞).
Preliminary lemmas
We first state and prove two lemmas that will be required in the asymptotic discussion of F (x). In the course of our analysis it is necessary to introduce the positive parameter ǫ < 1 that will be chosen to scale with the asymptotic variable x given by
Lemma 1 Let a = κ/(2x), 0 ≤ δ < 1 and µ ∼ ǫx, where κ is defined in (1.3), x > 0 and ǫ is specified in (2.1). Then for nonnegative integer r, we have
Proof Consider first the sum
for a > 0 and 0 ≤ δ < 1. Then
The sum in braces can be expressed as (−) r Υ r (aµ), where the function Υ r (z) is defined by
Routine calculations show that Υ r (z) = O(z −r−1 ) as z → 0+ and, since aµ ∼
, the exponential factor in this estimate is therefore seen to be exponentially small as x → ∞ provided ν < In a similar manner, we obtain for the second sum
From (2.3) and (2.4), it follows that
Lemma 2 Let a > 0, 0 ≤ δ < 1 and r be a nonnegative integer. Then, upon neglecting exponentially small terms, we have
as a → 0.
Proof By the Poisson-Jacobi transformation [15, p. 124] we have for a > 0 and 0 ≤ δ < 1
As a → 0+, the function Ψ(a, δ) and its partial derivatives with respect to a and δ are all exponentially small controlled by e −π 2 /a . Then we have
Since ∂ r Ψ/∂a r is exponentially small for r = 1, 2, . . . as a → 0+, the result in (2.5) follows. To deal with the sum in (2.6), we first note that
As all partial derivatives of Ψ(a, δ) are exponentially small in the limit a → 0+, the result in (2.6) follows. 2
The dominant contribution to F (x)
For convenience in presentation we replace the variable x in (1.1) by x κ and consider the function
are positive parameters and x > 0.
The maximum term in this series can be obtained by examination of the ratio of the (n + 1)th term to the nth term to obtain
It then follows that the greatest term in the series corresponds to n ≃ x; for large x, the terms u n increase monotonically until n ≃ x and thereafter decrease monotonically with increasing n. We let N = ⌈x⌉, x = ⌈x⌉ − δ, with 0 ≤ δ < 1, and with ǫ as specified in (2.1) define the integers n ± by
Then we can write
The dominant contribution to F (x) as x → ∞ arises from the terms with n − ≤ n ≤ n + , where the series is sharply peaked near n = N , and will have a value controlled by the maximum term u N . The contributions from the tails n < n − and n > n + are then exponentially small compared to u N , as we now demonstrate. We have 1
due to the monotonic nature of u n for n ≤ n − , and
where (a) s = Γ(a + s)/Γ(a) is Pochhammer's symbol and p+1 F q denotes the generalised hypergeometric function with p + 1 numeratorial parameters and q denominatorial parameters. Since n + ∼ (1 + ǫ)x, the above hypergeometric function is 'balanced' in the sense that the sth term in its series expansion as x → ∞ is O(1) and approximated by n −κs + x κs ∼ (1 + ǫ) −κs . By the confluence principle [7, §3.5], we then find that
for large x and finite α. Then
It is easily shown, when 0
Hence the ratios u n± /u N = O(exp(−κx 1−2ν )), which are exponentially small as x → ∞ since ν < 1 2 . It then follows from the bounds in (3.3), (3.4) and (3.5) that the tails of the series compared to the maximum term u N are also exponentially small as x → ∞. The dominant contributuion to F (x) therefore arises from the first sum in (3.2) taken over n − ≤ n ≤ n + .
Derivation of the expansion for F (x)
From Section 3, the function F (x) can be written as
to within an exponentially small error as x → ∞, where we have used N = x + δ and the fact that 2 n ± − N = ±µ, with µ = ⌈ǫN ⌉. The terms in the sum (4.1) can now be approximated for large x by means of the well-known Stirling expansion for Γ(z) given by
where the first few Stirling coefficients γ s have the values γ 0 = 1,
51840 . Then after some routine algebra we obtain
as z → +∞, where 
where the parameters κ, ϑ are defined in (1.3) and the first few coefficients D s are given by
Now put σ = x(1 + u), where u = (k + δ)/x and define the variable
Then we find
and |u| = O(x −ν ). Since ν > 1 3 , it follows that each term appearing in T (with |k| ≤ µ) is o(x −sν ) as x → ∞ and so, upon application of the binomial theorem, we obtain
k . The P s (τ k ) are polynomials in τ k of degree 3s and consist of even (resp. odd) powers of τ k according as s is even (resp. odd), and have the form
where ω = 0 or 1 according as s is even or odd, respectively. For s = 2, 3 and 4, the coefficients β (s) r are given by 
The expansion of the summand in (4.1) in the neighbourhood of the greatest term n = N then finally becomes
for |k| ≤ µ, where τ k is defined in (4.5), µ ∼ ǫx and ǫ is specified in (2.1).
The asymptotic evaluation of the dominant sum
From (4.1) and (4.9), the dominant contribution to F (x) can accordingly be expressed in the form Thus we find
The terms in (4.11) can be evaluated by Lemma 2. From (2.5) with a = κ/(2x), we have upon neglecting exponentially small terms
−r Γ(r + as x → ∞, with the analogous sum involving odd powers of τ k being exponentially small by (2.6). Then, from (4.6), it follows that
as x → ∞, neglecting exponentially small terms. The contribution to the sum from the odd coefficients P 2s+1 (τ k ) in (4.11) is exponentially small in the limit x → ∞.
If we now define the coefficients c s by
, (4.13) the expansion for F (x) finally takes the form 14) where c 0 = 1. The next coefficient c 1 can be evaluated by noting, from (4.4) , that
to find
The coefficient c 1 agrees with that given in [9, Appendix A] when due account is taken of the different definition of F (x). The expression for the coefficient c 2 is not stated due to its complexity but can be obtained from (4.8), (4.13) and evaluation of D 2 in (4.4). Higher coefficients can be derived with the aid of Mathematica when dealing with specific cases, as is carried out in Section 5. When the variable x is replaced by x 1/κ , the leading form of (4.14) agrees with Stokes' result given in (1.2) . This concludes the justification of the discrete analogue of Laplace's method applied to the sum in (3.1).
A more detailed analysis of F (x) [17, 3] (see also [11, §2.3] ) shows that the exponential expansion in (4.14) holds for complex values of x in a sector enclosing the positive real axis. When κ > 2, additional subdominant exponential expansions appear in the asymptotics of F (x). In addition, when p = 0, there is a subdominant algebraic expansion present, which undergoes a Stokes phenomenon on the positive real x-axis.
Examples
We conclude this paper by giving two examples of the discrete analogue of Laplace's method applied to sums where higher order terms in the expansion are obtained. Example 1. Our first example is the function defined in (1.4), which we rewrite in the form
for x → ∞ and |k| ≤ µ. From (4.4), we find D 1 = −α/12 and D 2 = α 2 /288, which may then be substituted into the coefficients β (s) r in (4.7) and (4.8) to yield the coefficients c s (s ≤ 2) in (4.13) and (4.15). Then from (4.14), we obtain the expansion
Continuation of the expansion process in (4.9) and (4.10) with the aid of Mathematica yields the additional coefficients
We observe that when α = 1, we have ψ(x) = e x and the coefficients c s with s ≥ 1 correctly vanish. Although the analysis in Section 4 applies only to integer values of α, it can be shown that (5.1) holds for arbitrary finite α > 0. Consequently, the expansion for ψ(x) in (5.2) holds for α > 0.
Example 2. The second example concerns the behaviour of the integral
where H m (x) denotes the Hermite polynomial of order m. This integral arose in a combinatoric problem studied in [1] . These authors derived an asymptotic estimate by expressing I m as an integral involving a Legendre function taken round a contour surrounding the origin in the complex plane, and from this constructed a generating function to which they applied Darboux's method. The asymptotics of I m as m → ∞ were then deduced from the bahaviour of the generating function at its singularities on its circle of convergence. Here, we shall obtain an asymptotic expansion for I m by means of the discrete analogue of Laplace's method. It is shown in [1, 10] that
This sum consists of positive terms which are easily shown to possess a maximum for large m at n ≃ 
with an error that is subdominant with respect to every power of 1/m as m → ∞ (we omit these details).
From (4.2) and (4.3) with the parameter a = 1 2 , we find for n → ∞
We now let ν ≡ 2 3 m = ⌈ν⌉ − δ, where 3 0 ≤ δ < 1, and define the variables
where |t| is small compared with ν. Since m − n =
for large ν. Some routine but laborious algebra then shows that the terms in the second sum in (5.4) in the neighbourhood of the maximum term can be expanded as
This finally produces the expansion for m → ∞ in the form
where, omitting the odd-order coefficients, 
The sums appearing in this last expression may be evaluated by Lemma 2. We have from (2.5)
as ν → ∞, from which we may derive the expansion 
Concluding remarks
In Sections 3 and 4 we gave a justification of the use of the discrete analogue of Laplace's method applied to the series of positive terms F (x) in (1.1). The evaluation of the dominant contribution to F (x), which results from the terms in the series near the greatest term, was carried out by means of the Poisson-Jacobi transformation, thereby avoiding the complications inherent in expressing the sum as an integral with limits extended to ±∞, as employed by Stokes [12] and in [2, p. 304] .
We remark that the same procedure can be applied to the more general function, known as the Wright function, defined by It is seen that when α r = β r = 1, the coefficient c 1 agrees with that in (4.15) when due account is made for the additional factor n! in the denominator of (5.1).
