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Abstract
The Metropolis–Hastings algorithm allows one to sample asymptotically from any
probability distribution pi admitting a density with respect to a reference measure, also
denoted pi here, which can be evaluated pointwise up to a normalising constant. There
has been recently much work devoted to the development of variants of the Metropo-
lis–Hastings update which can handle scenarios where such an evaluation is impossible,
and yet are guaranteed to sample from pi asymptotically. The most popular approach
to have emerged is arguably the pseudo-marginal Metropolis–Hastings algorithm which
substitutes an unbiased estimate of an unnormalised version of pi for pi [Lin et al., 2000,
Beaumont, 2003, Andrieu and Roberts, 2009]. Alternative pseudo-marginal algorithms rely-
ing instead on unbiased estimates of the Metropolis–Hastings acceptance ratio have also
been proposed [Neal, 2004, Murray et al., 2006, Nicholls et al., 2012]. These algorithms
can have better properties than standard pseudo-marginal algorithms. Convergence
properties of both classes of algorithms are known to depend on the variability (in the
sense of the convex order) of the estimators involved [Andrieu and Vihola, 2014], and re-
duced variability is guaranteed to decrease the asymptotic variance of ergodic averages
and will shorten the “burn-in” period, or convergence to equilibrium, in most scenarios
of interest. A simple approach to reduce variability, amenable to parallel computations,
consists of averaging independent estimators. However, while averaging estimators of
pi in a pseudo-marginal algorithm retains the guarantee of sampling from pi asymptoti-
cally, naive averaging of acceptance ratio estimates breaks detailed balance, leading to
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incorrect results. We propose an original methodology which allows for a correct imple-
mentation of this idea. We establish theoretical properties which parallel those available
for standard pseudo-marginal algorithms and discussed above. We demonstrate the
interest of the approach on various inference problems involving doubly intractable dis-
tributions, latent variable models, model selection, and state-space models. In particular
we show that convergence to equilibrium can be significantly shortened, therefore offer-
ing the possibility to reduce a user’s waiting time in a generic fashion when a parallel
computing architecture is available.
Keywords: Annealed Importance Sampling; Doubly intractable distributions; Intractable likelihood; Markov
chain Monte Carlo; Reversible jump Monte Carlo; Sequential Monte Carlo; State-space models.
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1 Introduction
Suppose we are interested in sampling from a given probability distribution pi on some measur-
able space (X,X ). When it is impossible or too difficult to generate perfect samples from pi, one
practical resource is to use a Markov chain Monte Carlo (MCMC) algorithm which generates an
ergodic Markov chain {Xn, n ≥ 0} whose invariant distribution is pi. Among MCMC methods,
the Metropolis–Hastings (MH) algorithm plays a central rôle. The MH update proceeds as follows:
given Xn = x and a Markov transition kernel q
(
x, ·) on (X,X ), we propose y ∼ q(x, ·) and set
Xn+1 = y with probability α(x, y) := min {1, r(x, y)}, where
r(x, y) :=
pi(dy)q(y,dx)
pi(dx)q(x,dy)
(1)
for (x, y) ∈ S ⊂ X2 (see Appendix A for a definition of S) is a well defined Radon–Nikodym
derivative, and r(x, y) = 0 otherwise. When the proposed value y is rejected, we set Xn+1 = x. We
will refer to r(x, y) as the acceptance ratio. The transition kernel of the Markov chain {Xn, n ≥ 0}
generated with the MH algorithm with proposal kernel q(·, ·) is
P (x,dy) = q(x, dy)α(x, y) + ρ(x)δx(dy), x ∈ X, (2)
where ρ(x) is the probability of rejecting a proposed sample when Xn = x,
ρ(x) := 1−
ˆ
X
α(x, y)Q(x,dy)
and δx(·) is the Dirac measure centred at x. Expectations of functions, say f , with respect to pi can
be estimated with SM := M−1
∑M
n=1 f(Xn) forM ∈ N, which is consistent under mild assumptions.
Being able to evaluate the acceptance ratio r(x, y) is obviously central to implementing the
MH algorithm in practice. Recently, there has been much interest in expanding the scope of the
MH algorithm to situations where this acceptance ratio is intractable, that is, impossible or very
expensive to compute. A canonical example of intractability is when pi can be written as the
marginal of a given joint probability distribution for x and some latent variable z. A classical way
of addressing this problem consists of running an MCMC targeting the joint distribution, which may
however become very inefficient in situations where the size of the latent variable is high–this is for
example the case for general state-space models. In what follows, we will briefly review some more
effective ways of tackling this problem. To that purpose we will use the following simple running
example to illustrate various methods. This example has the advantage that its setup is relatively
simple and of clear practical relevance. We postpone developments for much more complicated
setups to Sections 4 and 5.
Example 1 (Inference with doubly intractable models). In this scenario the likelihood func-
tion of the unknown parameter θ ∈ Θ for the dataset y ∈ Y, `θ(y), is only known up to a normalising
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constant, that is
`θ(y) =
gθ(y)
Cθ
,
where Cθ is unknown, while gθ(y) can be evaluated pointwise for any value of θ ∈ Θ. In a Bayesian
framework, for a prior density η(θ), we are interested in the posterior density pi(θ), with respect to
some measure, given by
pi(θ) ∝ η(θ)`θ(y).
With x = θ, y = θ′ in (1), the resulting acceptance ratio of the MH algorithm associated to a
proposal density q(θ, θ′) is
r(θ, θ′) =
q(θ′, θ)
q(θ, θ′)
η(θ′)
η(θ)
gθ′(y)
gθ(y)
Cθ
Cθ′
, (3)
which cannot be calculated because of the unknown ratio Cθ/Cθ′ . While the likelihood function may
be intractable, sampling artificial datasets z ∼ `θ(·) may be possible for any θ ∈ Θ, and sometimes
computationally cheap. We will describe two known approaches which exploit and expand this
property in order to design Markov kernels preserving pi(θ) as invariant density.
1.1 Estimating the target density
Assume for simplicity that pi has a probability density with respect to some σ-finite measure. We will
abuse notation slightly by using pi for both the probability distribution and its density. A powerful,
yet simple, method to tackle intractability which has recently attracted substantial interest consists
of replacing the value of pi(x) with a non-negative random estimator pˆi(x) whenever it is required
in the implementation of the MH algorithm above. If E[pˆi(x)] = Cpi(x) for all x ∈ X and a constant
C > 0, a property we refer somewhat abusively as unbiasedness, this strategy turns out to lead to
exact algorithms, that is sampling from pi is guaranteed at equilibrium under very mild assumptions
on pˆi(x). This approach leads to so called pseudo-marginal algorithms [Andrieu and Roberts, 2009].
However, for reasons which will become clearer later, we refer from now on to these techniques as
Pseudo-Marginal Target (PMT) algorithms.
Example 2 (Example 1, ctd). Let hy : Y → [0,∞) be an integrable non-negative function of
integral equal to 1. For a given θ, an unbiased estimate of pi(θ) can be obtained via importance
sampling whenever the support of gθ includes that of hy:
pˆiN (θ) ∝ η(θ)gθ(y)
{
1
N
N∑
i=1
hy(z
(i))
gθ(z(i))
}
, z(i)
iid∼ `θ(·), i = 1, . . . , N, (4)
since the normalised sum is an unbiased estimator of 1/Cθ. The auxiliary variable method of Møller
et al. [2006] corresponds to N = 1. An interesting feature of this approach is that N is a free
parameter of the algorithm which reduces the variability of this estimator. It is shown in Andrieu
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Figure 1: IAC of the algorithm as a function of N .
and Vihola [2014] that increasing N in a PMT algorithm always reduces the asymptotic variance of
averages using this chain. This is particularly interesting in a parallel computing environment, but
also serial for some models. We illustrate this numerically on a simple Ising model (see details in
Section 3.3) for a 20 × 20 lattice and hy(z) = gθˆ
(
z
)
, where θˆ is an approximation of the maximum
likelihood estimator of θ for the data y. In Figure 1 we report the estimated integrated auto-
covariance (IAC) for the identity, that is limM→∞Mvar
(
SM
)
/varpi(f) for the function f(θ) = θ, as
a function of N and values of θˆ. The results are highly dependent on the value of θˆ, but adjusting
N allows one to compensate for a wrong choice of this parameter. This is important in practice
since for more complicated scenarios obtaining a good approximation of the maximum likelihood
estimator of θ may be difficult.
1.2 Estimating the acceptance ratio
One can in fact push the idea of replacing algebraic expressions with estimators further. Instead of
approximating the numerator and denominator of the acceptance ratio r(x, y) independently, it is
indeed possible to use directly estimators of the acceptance ratio r(x, y) and still obtain algorithms
guaranteed to sample from pi at equilibrium. We will refer to these algorithms as Pseudo-Marginal
Ratio (PMR) algorithms. A general framework is described in Andrieu and Vihola [2014] as well as
in Section 2.1, but this idea has appeared earlier in various forms in the literature, see e.g. Nicholls
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et al. [2012] and the references therein. An interesting feature of PMR algorithms is that we estimate
the ratio r(x, y) afresh whenever it is required. On the contrary, in a PMT framework, if the estimate
pˆi(x)/C of the current state significantly overestimates pi(x), this results in poor performance as the
algorithm will typically reject many transitions away from x as the same estimate of pi(x) is used
until a proposal is accepted. In the following continuation of Example 1, we present a particular
case of this PMR idea proposed by Murray et al. [2006].
Example 3 (Example 1, ctd). The exchange algorithm of Murray et al. [2006] is motivated by
the realisation that while for z ∼ `θ′(·) and any y ∈ Y, hy(z)/gθ′(z) is an unbiased estimator of 1/Cθ′ ,
the particular choice hy(z) = gθ(z) leads to an unbiased estimator gθ(z)/gθ′(z) of Cθ/Cθ′ . We can
expect this estimator to have a reasonable variance when θ and θ′ are close if θ 7→ gθ(z) satisfies
some form of continuity. This suggests the following algorithm. Given θ ∈ Θ, sample θ′ ∼ q(θ, ·),
then z ∼ `θ′(·) and use the acceptance ratio
q(θ′, θ)
q(θ, θ′)
η(θ′)
η(θ)
gθ′(y)
gθ(y)
gθ(z)
gθ′(z)
, (5)
which is an unbiased estimator of the acceptance ratio in (3). The remarkable property of this
algorithm is that it admits pi(θ) as an invariant distribution and hence, under mild exploration
related assumptions, it is guaranteed to produce samples asymptotically distributed according to pi.
1.3 Contribution
As for PMT algorithms, it is natural to ask whether it is possible to further improve the perfor-
mance of PMR algorithms by reducing the variability of the acceptance ratio estimator by averaging
a number of such estimators, while preserving the target distribution pi invariant. We shall see that,
unfortunately, such naïve averaging approach does not work for the PMR methods currently avail-
able as it breaks the reversibility of the kernels with respect to pi.
A contribution of the present paper is the introduction of a novel class of PMR algorithms which
can exploit acceptance ratio estimators obtained through averaging and sample from pi at equilib-
rium. These algorithms described in Section 2 naturally lend themselves to parallel computations
as independent ratio estimators can be computed in parallel at each iteration. In this respect, our
methodology contributes to the emerging literature on the use of parallel processing units, such as
Graphics Processing Units (GPUs) or multicore chips for scientific computation Lee et al. [2010],
Suchard et al. [2010]. We show that this generic procedure is guaranteed to decrease the asymp-
totic variance of ergodic averages as the number of independent ratios N one averages increases
and that the burn-in period will be reduced in most scenarios. The latter is particularly relevant
since exact and generic methods to achieve this are scarce [Sohn, 1995], in contrast with variance
reduction techniques for which better embarrassingly parallel solutions [Sherlock et al., 2017, Bornn
et al., 2017] and/or post-processing methods are available [Delmas and Jourdain, 2009, Dellaportas
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and Kontoyiannis, 2012]. We demonstrate experimentally its performance gain for the exchange
algorithm.
This new class of PMR algorithms can be understood as being a particular instance of a more
general principle which we exploit further in this paper, beyond the above example. Let Q1, Q2 : X×
X → [0, 1] be a pair of kernels such that the following Radon-Nikodym derivative
r1(x, y) :=
pi(dy)Q2(y,dx)
pi(dx)Q1(x, dy)
is well defined for (x, y) on some symmetric set S and set r1(x, y) = 0 otherwise. This can be
thought of as an asymmetric version of the standard MH acceptance ratio (1) and naturally leads
to two questions.
1. Assuming that sampling from Q1(x, ·) and Q2(x, ·) for any x ∈ X is feasible and that r1(x, y)
is tractable, can one design a correct MCMC algorithm for pi that involves simulating from
Q1(x, ·) and Q2(x, ·) and evaluating r1(x, y) ?
2. Assuming the answer to the above is positive, can this additional degree of freedom be ben-
eficial in order to design correct MCMC algorithms with practically appealing features e.g.
accelerated convergence?
The answer to the first question is unsurprisingly yes, and we will refer to the corresponding class
of algorithms as MH with Asymmetric Acceptance Ratio (MHAAR). MHAAR has already been
exploited in some specific contexts [Tjelmeland and Eidsvik, 2004, Andrieu and Thoms, 2008], but
its best known application certainly remains the reversible jump MCMC methodology of Green
[1995]. However the way we take advantage of this additional flexibility seems completely novel.
We also note, as detailed in our discussion in Section 6, that such asymmetric acceptance ratios are
also at the heart of non-reversible MCMC algorithms which have recently attracted renewed interest
in the Physics and Statistical communities [Gustafson, 1998, Turitsyn et al., 2011]. In Appendix A,
we describe and justify a slightly more general framework to the above which ensures reversibility
with respect to pi. The answer to the second question is the object of this paper, and averaging
acceptance ratios as suggested earlier is one such application.
In Section 3 we further investigate the doubly intractable scenario by incorporating the Annealed
Importance Sampling (AIS) mechanism [Neal, 2001, Murray et al., 2006] in MHAAR, and explore
numerically the performance of MHAAR with AIS on an Ising model.
In Section 4 we expand the class of problems our methodology can address by considering
latent variable models. This leads to important extensions of the original AIS within MH algorithm
proposed in Neal [2004]. We demonstrate the efficiency of our MHAAR-based approach by recasting
the popular reversible jump MCMC (RJ-MCMC) methodology as a particular case of our framework
and illustrate the computational benefits of our novel algorithm in this context on the Poisson
change-point model in Green [1995].
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In Section 5, we show how MHAAR can be advantageous in the context of inference in state-
space models when it is utilised with sequential Monte Carlo (SMC) algorithms. In particular, we
expand the scope of particle MCMC algorithms [Andrieu et al., 2010] and show novel ways of using
multiple or all possible paths from backward sampling of conditional SMC (cSMC) to estimate the
marginal acceptance ratio.
In Section 6, we provide some discussion and two interesting extensions of MHAAR. Specifically,
in Section 6.1 we discuss an SMC-based generalisation of our algorithms involving AIS. Furthermore,
in Section 6.2 we provide a new insight to non-reversible versions of MH algorithms that is relevant to
our setting. We briefly demonstrate how non-reversible versions of our algorithms can be obtained
with a small modification so that one can benefit both from non-reversibility and the ability to
average acceptance ratio estimators.
Some of the proofs of the validity of our algorithms as well as additional discussion on the
generalisation of the methods can found in the Appendices.
2 PMR algorithms using averaged acceptance ratio estimators
2.1 PMR algorithms
We introduce here generic PMR algorithms, that is MH algorithms relying on an estimator of the
acceptance ratio. We then show that in their standard form these algorithms cannot use an estimator
of this ratio obtained through averaging independent estimators. A slightly more general framework
is provided in Nicholls et al. [2012], while a more abstract description is provided in Andrieu and
Vihola [2014]. To that purpose we introduce a (U,U)-valued auxiliary variable u (we use small letters
for random variables and realisations throughout) and let ϕ : U → U be a measurable involution,
that is ϕ = ϕ−1. Then we introduce a pair of families of proposal distributions {Q1(x, ·), x ∈ X} ,
{Q2(x, ·), x ∈ X} on (X× U,X × U), where
Q1
(
x, d(y, u)
)
:= q(x,dy)Qx,y(du) (6)
with Qx,y(·) denoting the conditional distribution of u given x, y ∈ X, and
Q2
(
x,d(y, u)
)
:= q(x,dy)Q¯x,y(du), (7)
where, for any A ∈ U we have
Q¯x,y
(
A
)
:= Qx,y
(
ϕ(A)
)
. (8)
which means that in order to sample u ∼ Q¯x.y(·), one can sample u¯ ∼ Qx,y(·) and set u = ϕ(u¯).
PMR algorithms are defined by the following transition kernel
P˚ (x, dy) =
ˆ
U
Q1
(
x,d(y, u)
)
min{1, r˚u(x, y)}+ ρ˚(x)δx(dy), (9)
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where the acceptance ratio is equal, for (x, y, u) ∈ S˚ and S˚ defined similarly to (47), to
r˚u(x, y) :=
pi(dy)Q2
(
y,d(x, u)
)
pi(dx)Q1
(
x, d(y, u)
) (10)
= r(x, y)
Q¯y,x(du)
Qx,y(du)
,
and to 1 otherwise. It is clear from (10) that the acceptance ratio r˚u(x, y) is an unbiased estimator
of the standard MH acceptance r(x, y), i.e.
ˆ
U
r˚u(x, y)Qx,y(du) = r(x, y). (11)
Due to the particular form of symmetry between Q1 and Q2 imposed by (8), P˚ is reversible with
respect to pi by considering detailed balance for fixed u ∈ U; see Theorem 5 in Appendix A.
As long as PMR algorithms are concerned, we call Q1 the proposal kernel of PMR and Q2 its
complementary kernel, owing to the way (9) is constructed. Motivation for this enumeration will
be clear in Section 2.2, in particular by Remark 3.
Remark 1. A cautionary remark is in order. When we substitute a non-negative unbiased estimator
of pi for pi in the MH algorithm, the resulting PMT algorithm is pi−invariant. However, if we
substitute a positive unbiased estimator of r(x, y) for r(x, y) in the MH algorithm then the resulting
transition kernel is not necessarily pi−invariant. To establish that P˚ is pi−invariant, we require our
estimator to have the specific structure given in (10).
A particular instance of this algorithm was given earlier in the set-up of Example 1, where
x = θ, the random variable u = z corresponds to a fictitious dataset used to estimate the ratio of
normalising constants, and ϕ(u) = u. The need to consider more general transformations ϕ will
become apparent in Section 3.
This type of algorithms is motivated by the fact that while in some situations r(x, y) cannot be
computed, the introduction of the auxiliary variable u makes the computation of r˚u(x, y) possible.
However, this computational tractability comes at a price. Applying Jensen’s inequality to (11)
shows that ˆ
U
Qx,y(du) min{1, r˚u(x, y)} ≤ min{1, r(x, y)}.
Peskun’s result [Tierney, 1998] thus implies that the MCMC algorithm relying on P˚ is always
inferior to that using P for various performance measures (see Theorem 1 for details). As pointed
out in Andrieu and Vihola [2014] reducing the variability of r˚u(x, y), for example in the sense of
the convex order, for all x, y ∈ X2 will reduce the gap in the inequality above, resulting in improved
performance. From the rightmost expression in (10) a possibility to reduce variability might be to
change Qx,y
(·) (and possibly u) in such a way that Qx,y ' Q¯y,x for all x, y ∈ X, but this is impossible
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in most practical scenarios. In contrast a natural idea consists of averaging ratios r˚u(i)(x, y)’s for,
say, realisations u(1), . . . , u(N) iid∼ Qx,y(·) and use the acceptance ratio
r˚Nu (x, y) :=
1
N
N∑
i=1
r˚u(i)(x, y), (12)
where u := u(1:N) =
(
u(1), . . . , u(N)
) ∈ U := UN–we drop the dependence on N in order to alleviate
notation whenever no ambiguity is possible. While this reduces the variance of the estimator of
r
(
x, y
)
, this naïve modification of the acceptance rule of P˚ breaks detailed balance with respect
to pi. Indeed one can check that with QN1 (x,d(y, u)) := q(x,dy)
∏N
i=1Qx,y(du
(i)), h : X2 → R a
bounded measurable function and using Fubini’s result,
ˆ
X×U×X
pi
(
dx
)
QN1
(
x,d(y, u)
)
min{1, r˚Nu (x, y)}h
(
x, y
)
6=
ˆ
X×U×X
pi
(
dy
)
QN1
(
y,d(x, u)
)
min{1, r˚Nu (y, x)}h
(
x, y
)
in general. This is best seen in a scenario where X and U are finite and h(x, y) = I{x = a}I{y = b}
for some a, b ∈ X, and it can be shown that pi is not left invariant by the corresponding Markov
transition probability.
2.2 MHAAR for averaging PMR estimators
We show here how MHAAR updates can be used in order to use the acceptance ratio in (12),
while preserving pi−reversibility. Our novel scheme is described in Algorithm 1. For m ∈ N and
w1, . . . , wm ∈ R+ we let P
(
w1, . . . , wm
)
denote the probability distribution of the random variable
ω on [m] := {1, . . . ,m} such that P(ω = k) ∝ wk.
Algorithm 1: MHAAR for averaging PMR estimators
Input: Current sample Xn = x
Output: New sample Xn+1
1 Sample y ∼ q(x, ·) and v ∼ U(0, 1).
2 if v ≤ 1/2 then
3 Sample u(1), . . . , u(N) iid∼ Qx,y(·) and k ∼ P
(˚
ru(1)
(
x, y
)
, . . . , r˚u(N)
(
x, y
))
.
4 Set Xn+1 = y with probability min{1, r˚Nu (x, y)}, otherwise set Xn+1 = x.
5 else
6 Sample k ∼ U{1, . . . , N}, u(k) ∼ Q¯x,y(·) and u(1), . . . , u(k−1), u(k+1), . . . , u(N) iid∼ Qy,x(·)
7 Set Xn+1 = y with probability min{1, 1/˚rNu (y, x)}, otherwise set Xn+1 = x.
The unusual step in this update is the random choice between two sampling mechanisms for
the auxiliary variables u(1), . . . , u(N) and the fact that depending on this choice either r˚Nu (x, y)
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or 1/˚rNu (y, x) is used. Apart from the reversible jump MCMC context [Green, 1995] and specific
uses Tjelmeland and Eidsvik [2004], Andrieu and Thoms [2008], this type of asymmetric updates
has rarely been used –see Appendix A.2 for an extensive discussion and from Section 4 on for
other applications. The probability distributions corresponding to the two proposal mechanisms in
Algorithm 1 are given by
QN1
(
x,d(y, u, k)
)
:= q(x,dy)
N∏
i=1
Qx,y(du
(i))
r˚u(k)(x, y)∑N
i=1 r˚u(i)(x, y)
,
QN2
(
x,d(y, u, k)
)
:= q(x,dy)
1
N
Q¯x,y(du
(k))
N∏
i=1,i 6=k
Qy,x(du
(i)),
and the corresponding Markov transition kernel by
P˚N (x,dy) :=
1
2
[ˆ
U×[N ]
QN1
(
x,d(y, u, k)
)
min
{
1, r˚Nu (x, y)
}
+ ρ˚1(x)δx(dy)
]
+
1
2
[ˆ
U×[N ]
QN2
(
x,d(y, u, k)
)
min
{
1, 1/˚rNu (y, x)
}
+ ρ˚2(x)δx(dy)
]
, (13)
where ρ˚1(x) and ρ˚2(x) are the rejection probabilities for each sampling mechanism. We establish
the pi−reversibility of P˚N in Theorem 1.
Remark 2. It is necessary to include the variable k in QN1 and QN2 to obtain tractable acceptance
ratios validating the algorithm but, practically, its value is clearly redundant in Algorithm 1 and
sampling k is therefore not required.
Remark 3. QN1 and QN2 reduce to Q1 and Q2 in (6) and (7) when N = 1 in which case k becomes
redundant. This implies generality over PMR algorithms even for N = 1 (although probably not a
useful one), in the sense that in MHAAR one can also propose from Q2.
Example 4 (Example 2, ctd). As noticed in Nicholls et al. [2012], the exchange algorithm [Murray
et al., 2006] can be recast as a PMR algorithm of the form P˚ given in (9) where x = θ, y = θ′, u = z,
ϕ(u) = u and Qx,y corresponds to `θ′ . Hence an extension of this algorithm using an averaged
acceptance ratio estimator is given by Algorithm 1. Taking into account Remark 2, this takes the
following form. Sample θ′ ∼ q(θ, ·), then with probability 1/2 sample u(1), . . . , u(N) iid∼ `θ′(·) and
compute
r˚Nu (θ, θ
′) =
q(θ′, θ)
q(θ, θ′)
η(θ′)
η(θ)
gθ′(y)
gθ(y)
1
N
N∑
i=1
gθ(u
(i))
gθ′(u(i))
,
or (i.e. with probability 1/2) sample u(1) ∼ `θ′(·) and u(2), . . . , u(N) iid∼ `θ(·), and compute r˚Nu (θ′, θ).
This algorithm was implemented for an Ising model (see details in Section 3.3) and numerical
simulations are presented in Figure 3 where the IAC of f(θ) = θ is reported as a function of N
(red/grey colour). As anticipated, increasing N improves performance.
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2.2.1 Theoretical results on validity and performance of MHAAR
The following theorem justifies the theoretical usefulness of Algorithm 1. The result follows from
Hilbert space techniques and the recent realisation that the convex order plays an important rôle
in the characterisation of MH updates based on estimated acceptance ratios [Andrieu and Vihola,
2014]. We consider standard performance measures associated to a Markov transition probability
Π of invariant distribution µ defined on some measurable space
(
E, E). Let L2(E, µ) := {f : E →
R, varµ(f) < ∞
}
and L20(E, µ) := L2(E, µ) ∩ {f : E → R,Eµ(f) = 0}. For any f ∈ L2(E, µ) the
asymptotic variance is defined as
var(f,Π) := lim
M→∞
varµ
(
M−1/2
∑M
i=1f(Xi)
)
,
which is guaranteed to exist for reversible Markov chains (although it may be infinite) and for a
µ−reversible kernel Π its right spectral gap
GapR (Π) := inf{EΠ(f) : f ∈ L20(E, µ), varµ(f) = 1},
where for any f ∈ L2(E, µ) EΠ(f) := 12 ´E µ(dx)Π(x,dy)[f(x) − f(y)]2 is the so-called Dirichlet
form. The right spectral gap is particularly useful in the situation where Π is a positive operator,
in which case GapR (Π) is related to the geometric rate of convergence of the Markov chain.
Theorem 1. With P and P˚N as defined in (2) and(13), respectively,
1. For any N ≥ 1 P˚N is pi−reversible,
2. For all N , GapR(P˚N ) ≤ GapR(P ) and N 7→ GapR(P˚N ) is non decreasing,
3. For any f ∈ L2(X, pi),
(a) N 7→ EP˚N (f) (or equivalently first order auto-covariance coefficient) is non decreasing
(non increasing),
(b) N 7→ var(f, P˚N ) is non increasing,
(c) for all N , var(f, P˚N ) ≥ var(f, P ).
Proof. The reversibility follows from the fact that this Markov transition kernel fits in the framework
of asymmetric MH updates described in Theorem 4 in Appendix A after checking that for any
x, y, u ∈ S˚N ,
pi(dy)QN2
(
y; d(x, u, k)
)
pi(dx)QN1
(
x,d(y, u, k)
) = pi(dy)q(y,dx) 1N Q¯y,x(du(k))∏i 6=kQx,y(du(i))
pi(dx)q(x,dy)Qx,y(du(k))
∏
i 6=kQx,y(du(i))×
r˚
u(k)
(x,y)∑N
i=1 r˚u(i) (x,y)
= r˚u(k)(x, y)
1/N
r˚
u(k)
(x,y)
N×r˚Nu (x,y)
= r˚Nu (x, y). (14)
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For the other statements we first start by noticing that the expression for the Dirichlet form asso-
ciated with P˚N can be rewritten in either of the following simplified forms
EP˚N =
1
2
ˆ
pi(dx)
ˆ
U×[N]
QN1
(
x, d(y, u, k)
)
min{1, r˚Nu (x, y)} (f(x)− f(y))2
=
1
2
ˆ
pi(dx)
ˆ
U×[N ]
QN2
(
x,d(y, u, k)
)
min{1, 1/˚rNu (y, x)} (f(x)− f(y))2 .
This follows from the identities established in (13) and (14). The expression on the first line
turns out to be particularly convenient. A well known result from the convex order literature
states that for any n ≥ 2 exchangeable random variables Z1, . . . , Zn and any convex function φ
we have E
[
φ
(
n−1
∑n
i=1 Zi
)] ≤ E [φ((n− 1)−1∑n−1i=1 Zi)] whenever the expectations exist [Müller
and Stoyan, 2002, Corollary 1.5.24]. The two sums are said to be convex ordered. Now since
a 7→ −min{1, a} is convex we deduce that for any N ≥ 1, x, y ∈ X,
ˆ
UN
QNx,y(du) min{1, r˚Nu (x, y)} ≤
ˆ
UN+1
QN+1x,y (du) min{1, r˚N+1u (x, y)} (15)
where QNx,y(du) :=
∏N
i=1Qx,y(du
(i)), and consequently for any f ∈ L2(X, pi) and N ≥ 1
EP˚N+1(f) ≤ EP˚N (f).
All the monotonicity properties follow from Tierney [1998] since P˚N and P˚N+1 are pi−reversible.
The comparisons to P follow from the application of Jensen’s inequality to a 7→ min{1, a}, which
leads for any x, y ∈ X to
ˆ
U
QNx,y(du) min{1, r˚Nu (x, y)} ≤ min{1, r
(
x, y
)},
and again using the results of Tierney [1998].
This result motivates the practical usefulness of the algorithm, in particular in a parallel com-
puting environment. Indeed, one crucial property of Algorithm 1 is that in both moves QN1 (·) and
QN2 (·), sampling of u(1), . . . , u(N) and computation of r˚u(1)(x, y), . . . , r˚u(N)(x, y) can be performed
in a parallel fashion and offers the possibility to reduce the variance var(f, P˚ ) of estimators, but
more importantly the burn-in period of algorithms. Indeed one could object that running M ∈ N+
independent chains in parallel with N = 1 and combining their averages, instead of using the output
from a single chain with N = M would achieve variance reduction. However our point is that the
former does not speed up convergence to equilibrium, while the latter will, in general. Unfortunately,
while estimating the asymptotic variance var(f, P˚N ) from simulations is achievable, estimating time
to convergence to equilibrium is far from standard in general. The following toy example is an
exception and illustrates our point.
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Example 5. Here we let pi be the uniform distribution on X = {−1, 1}, U = {a, a−1} for a > 0,
Qx,−x(u = a) = 1/(1 + a), Qx,−x(u = 1/a) = a/(1 + a) and ϕ(u) = 1/u. In other words P˚ can be
reparametrized in terms of a and with the choice q(x,−x) = 1− θ for (θ, x) ∈ [0, 1)× X we obtain
P˚ (x,−x) = (1− θ)
[
1
1 + a
min
{
1, a
}
+
a
1 + a
min
{
1, a−1
}]
.
Note that there is no need to be more specific than say Qx,x(u) > 0 for x, u ∈ X × U as then a
proposed “stay” is always accepted. This suggests that we are in fact drawing the acceptance ratio,
and corresponds to [Example 8 in Andrieu and Vihola, 2014] of their abstract parametrisation of
PMR algorithms. Now for N ≥ 2 and x ∈ X we have
P˚N (x,−x) = 1− θ
2
[
N∑
k=0
βN (k) min
{
1, wk(N)
}
+
N∑
k=0
(
a
1 + a
βN−1(k − 1) + 1
1 + a
βN−1(k)
)
min
{
1, w−1k (N)
}]
,
where βN (k) is the probability mass function of the binomial distribution of parameters N and
1/(1 + a) and wk(N) := ka/N +
(
1− k/N)a−1.The second largest eigenvalue of the corresponding
Markov transition matrix is λ2(N) = 1 − 2P˚N (x,−x) from which we find the relaxation time
Trelax(N) := 1/
(
2P˚N (x,−x)), and bounds on the mixing time Tmix(,N), that is the number of
iterations required for the Markov chain to have marginal distribution within  of pi, in the total
variation distance, Levin and Peres [2017, Theorem 12.3 and Theorem 12.4]
−(Trelax(N)− 1) log(2) ≤ Tmix(,N) ≤ −Trelax(N) log(/2).
We define the time reduction, γ(N) := Trelax(N)/Trelax(1), which is independent of θ and captures
the benefit of MHAAR in terms of convergence to equilibrium. In Fig. 2 we present the evolution
of N 7→ γ(N) for a = 2, 5, 10 and γ(1000) as a function of a. As expected the worse the algorithm
corresponding to P˚ is, the more beneficial averaging is: for a = 2, 5, 10 we observe running time
reductions of approximately 35%, 65% and 80% respectively. This suggests that computationally
cheap, but possibly highly variable, estimators of the acceptance ratio may be preferable to reduce
burn-in when a parallel machine is available and communication costs are negli-geable.
2.2.2 Introducing dependence
The following discussion on possible extensions can be omitted on a first reading. There are nu-
merous possible variations around the basic algorithm presented above. A practically important
extension related to the order in which variables are drawn is discussed in Section 4 in the general
context of latent variable models. There is another possible extension worth mentioning here. Close
inspection of the proof of pi−reversibility of P˚N in Theorem 1 suggests that conditional independence
of u(1), . . . , u(N) is not a requirement. Define u(−k) :=
(
u(1), . . . , u(k−1), u(k+1), . . . , u(N)
)
.
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Figure 2: Top left: a = 2, Top right: a = 5, Bottom left: a = 10, Bottom right: evolution of γ(1000) as a function
of a
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Theorem 2. Let N ≥ 1 and for any x, y ∈ X let QNx,y(du) be a probability distribution on
(
U,U⊗N)
such that all its marginals are identical and equal to Qx,y(·). Assume that
QN1
(
x, d(y, u, k)
)
:= q(x, dy)QNx,y(du)
r˚u(k)(x, y)∑N
i=1 r˚u(i)(x, y)
,
QN2
(
x, d(y, u, k)
)
:= q(x, dy)
1
N
Q¯x,y(du
(k))QNy,x(du
(−k) | u(k)).
Then P˚N with acceptance ratio r˚Nu (x, y) as in (12) is pi−reversible. Further, if u(1), . . . , u(N) are
exchangeable with respect to QNx,y(du) then all the comparison results in Theorem 1 still hold.
Proof. One can check that
pi(dy)QN2
(
y,d(x, u, k)
)
pi(dx)QN1
(
x,d(y, u, k)
) = pi(dy)q(y,dx) 1N Q¯y,x(du(k))QNx,y(du(−k) | u(k))
pi(dx)q(x,dy)Qx,y(du(k))QNx,y(du
(−k) | u(k)) r˚u(k) (x,y)∑N
i=1 r˚u(i) (x,y)
= r˚u(k)(x, y)
1/N
r˚
u(k)
(x,y)
N×r˚Nu (x,y)
= r˚Nu (x, y),
which remains the same as in (12). The exchangeability assumption ensures that (15) holds.
Example 6. The following is a short discussion of a scenario which may be relevant in practice.
Assume that it is possible to sample u(1) from Qx,y(·) but that this is computationally expensive,
as is the case for sampling exactly from Markov random fields such as the Ising model. One could
suggest sampling the remaining samples u(−1) as defined in QN1 (·, ·) using a Qx,y−reversible Markov
transition probability Kx,y (and similarly for Qy,x(·) in QN2 (·, ·) using Ky,x), which will in general
be far less expensive. Here QN1 (·, ·) corresponds to sampling
u(1:N) ∼ Qx,y(du(1))Kx,y(u(1),du(2)) . . .Kx,y(u(N−1),du(N)).
In order to describe sampling in QN2 (·, ·), we first establish a convenient expression for QNx,y(du(−k) |
u(k)) for x, y ∈ X2 and k = 1, . . . , N . By reversibility of Kx,y, we have for k = 1, . . . , N (with
straightforward conventions for k ∈ [N ])
Qx,y(du
(1))
N∏
i=2
Kx,y(u
(i−1), du(i)) = Qx,y(du(k))
k∏
i=2
Kx,y(u
(i),du(i−1))
N∏
i=k+1
Kx,y(u
(i−1), du(i))
from which one obtains the desired conditional, and deduces that sampling the auxiliary variables
in QN2 (·, ·) consists of sampling k ∼ U{1, 2, . . . , N}, u(k) ∼ Q¯x,y(·), and then simulate the rest of
the chain “forward” and “backward” as follows
(u(k−1), . . . , u(1)) ∼
k∏
i=2
Ky,x(u
(i),du(i−1)), (u(k+1), . . . , u(N)) ∼
N∏
i=k+1
Ky,x(u
(i−1),du(i)).
18
Note that in this case, Remark 2 does not hold. While sampling k is still not necessary in QN1 (·, ·),
sampling k in QN2 (·, ·) is required. The last part of the theorem is applicable by averaging over the
set of permutations of [N ]
QNx,y
(
du
)
=
1
N !
∑
σ∈S
Qx,y(du
(σ(1)))Kx,y(u
(σ(1)),du(σ(2))) . . .Kx,y(u
(σ(N−1)),du(σ(N))),
and noting that for k ∈ [N ] and by using the reversibility as above for each σ ∈ S leads to
QNx,y
(
du
)
= Qx,y(du
(k))
1
N !
∑
σ∈S
σ−1(k)∏
i=2
Kx,y(u
(σ(i)), du(σ(i−1)))
N∏
i=σ−1(k)+1
Kx,y(u
(σ(i−1)), du(σ(i))).
We do not investigate this algorithm further here.
3 Improving PMR algorithms with AIS
Before moving on to more complex scenarios in Section 4, we focus in this section on the averaging
of acceptance ratios in the specific context of our running Example 4. The exchange algorithm
[Murray et al., 2006], described in Example 3, exploits the fact that for θ, θ′ ∈ Θ and u ∼ `θ′(·),
the ratio gθ
(
u
)
/gθ′
(
u
)
is an estimator of Cθ/Cθ′ . Another possible estimator of Cθ/Cθ′ , based on
AIS [Crooks, 1998, Neal, 2001], was also used in Murray et al. [2006]. It has the advantage that it
involves a tuning parameter which can be used to reduce the variability of the estimator, and hence
improve the theoretical performance of exchange type algorithms. It has recently been established
theoretically that this approach can beat the curse of dimensionality by reducing complexity from
exponential to polynomial in the problem dimension Andrieu et al. [2016], Beskos et al. [2014].
This is however at the expense of an additional computational cost. In this section, we show that
the AIS based exchange algorithm can be reinterpreted as a PMR algorithm of the form (9). It is
thus straightforward to extend this methodology through Algorithm 1 so as to use acceptance ratio
estimators obtained through averaging.
3.1 AIS based exchange algorithm and its average acceptance ratio form
The estimator gθ
(
u
)
/gθ′
(
u
)
for u ∼ `θ′(·) of the ratio of Cθ/Cθ′ may be very variable when the
functions gθ(·) and gθ′(·) differ too much. The basic idea behind AIS consists of rewriting the ratio
of interest as a telescoping product of ratios of normalising constants corresponding to a sequence
of artificial probability densities
Pθ,θ′,T :=
{
piθ,θ′,t(·), t = 0, . . . , T + 1
}
for some T ≥ 1 evolving from piθ,θ′,0(u) = `θ′(u) to piθ,θ′,T+1(u) = `θ(u); i.e. piθ,θ′,t(u) = fθ,θ′,t(u)/Cθ,θ′,t
where fθ,θ′,t(u) can be computed pointwise but Cθ,θ′,t is intractable. More precisely one rewrites
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Cθ/Cθ′ =
∏T
t=0Cθ,θ′,t+1/Cθ,θ′,t (with Cθ,θ′,0 = Cθ′ and Cθ,θ′,T+1 = Cθ) where the densities
{
fθ,θ′,t(·), t =
1, . . . , T
}
are such that estimating each term Cθ,θ′,t+1/Cθ,θ′,t can be performed efficiently using the
technique above for example. Good performance therefore necessitates that successive unnormalised
densities are close (and become ever closer as T increases). A naive implementation would require
exact sampling from each of the intermediate probability distributions but the remarkable fact no-
ticed independently in Crooks [1998] and Neal [2001] is that the estimators involved in the product
may arise from an inhomogeneous Markov chain, therefore rendering the algorithm highly practical.
The following proposition establishes that this algorithm is of the same form as P˚ given in (9).
Proposition 1. Assume the set-up of Example 1 and for all θ, θ′ ∈ Θ, let
1. Fθ,θ′,T =
{
fθ,θ′,t(·), t = 0, . . . , T +1
}
be a family of tractable unnormalised densities ofPθ,θ′,T
such that for t = 0, . . . , T
(a) fθ,θ′,t(·) and fθ,θ′,t+1(·) have the same support,
(b) for any u ∈ Y
fθ,θ′,0(u) = gθ′(u), fθ,θ′,T+1(u) = gθ(u), fθ,θ′,t(u) = fθ′,θ,T+1−t(u),
2. Rθ,θ′,T =
{
Rθ,θ′,t(·, ·) : Y × Y → [0, 1], t = 1, . . . , T
}
be a family of Markov transition kernels
such that for any t = 1, . . . , T
(a) Rθ,θ′,t(·, ·) is piθ,θ′,t−reversible,
(b) Rθ,θ′,t(·, ·) = Rθ′,θ,T+1−t(·, ·),
3. Qθ,θ′(·) be the probability distributions
(
U,U), where U := YT+1, defined for u := (u0, . . . , uT ) ∈
U as
Qθ,θ′(du) :=`θ′(du0)
T∏
t=1
Rθ,θ′,t(ut−1, dut), (16)
and ϕ the involution reversing the order of the components of u; i.e. ϕ(u0, u1, . . . , uT ) :=
(uT , uT−1, . . . , u0) for all u ∈ U.
Then for any θ, θ′ ∈ Θ and any u ∈ U
Q¯θ,θ′(du) = `θ′(duT )
T∏
t=1
Rθ′,θ,T−t+1(uT−t+1,duT−t),
and
Q¯θ′,θ(du)
Qθ,θ′(du)
=
Cθ′
Cθ
T∏
t=0
fθ,θ′,t+1(ut)
fθ,θ′,t(ut)
.
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The AIS based exchange algorithm of Murray et al. [2006] corresponds to P˚ in (9) with proposal
distribution
Q1(θ,d(θ
′, u)) = q(θ,dθ′)Qθ,θ′(du)
and its complementary kernel
Q2(θ,d(θ
′, u)) = q(θ,dθ′)Q¯θ,θ′(du).
Its acceptance ratio on S˚ is
r˚u(θ, θ
′) =
q(θ′, θ)
q(θ, θ′)
η(θ′)
η(θ)
gθ′(y)
gθ(y)
T∏
t=0
fθ,θ′,t+1(ut)
fθ,θ′,t(ut)
. (17)
Proof. Since Qθ,θ′(ϕ(A)) = Q¯θ,θ′(A), we can check that the pair Q1(x, ·), Q2(x, ·) satisfy the as-
sumption of Theorem 5 in Appendix A. Moreover, by the symmetry assumption on Rθ,θ′,T , we
obtain
Q¯θ,θ′(du) = `θ′(duT )
T∏
t=1
Rθ,θ′,t(uT−t+1,duT−t)
= `θ′(duT )
T∏
t=1
Rθ′,θ,T−t+1(uT−t+1,duT−t),
so we can apply Theorem 6 in Appendix B with µ0 = `θ′ , µτ+1 = `θ, τ = T and µt = piθ,θ′,t and
Πt = Rθ,θ′,t for t = 1, . . . , T to show that Q¯θ′,θ(·) is absolutely continuous with respect to Qθ,θ′(·)
and the expression for the corresponding Radon-Nikodym derivative ensures that (10) is indeed
equal to (17).
By selecting an appropriate sequence of intermediate distributionsPθ,θ′,T as detailed in Section
3.3, the variability of this noisy acceptance ratio can be reduced by increasing T . Another approach
to reduce variability is given in Algorithm 2 which consists of averaging acceptance ratios as de-
scribed in Algorithm 1. For T = 0 and N > 1 Algorithm 2 reduces to that in Example 4, for N = 1
and T > 0, we recover the exchange algorithm with bridging of Murray et al. [2006] and for T = 0
and N = 1, this reduces to the exchange algorithm. Our generalisation presents a clear computa-
tional interest: while sampling a realisation of the Markov chain defined by Qθ,θ′(·) is fundamentally
a serial operation, sampling N independent such realisations is trivially parallelisable. On an ideal
parallel computer, running the algorithm for any N > 1 or N = 1 would take the same amount of
the user’s time. We explore numerically combinations of the parameters T and N in Section 3.3.
3.2 Using a single sample from `θ′(·) per iteration
This section can be omitted on a first reading. In Algorithm 2, each of the N chains has a different
initial point, which is a sample from an intractable distribution. Obtaining such a sample can be
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Algorithm 2: MHAR for averaged AIS PMR estimators
Input: Current state θn = θ.
Output: Next sample θn+1
1 Sample θ′ ∼ q(θ, ·) and v ∼ U(0, 1).
2 if v ≤ 1/2 then
3 for i = 1, . . . , N do
4 Sample u(i)0 ∼ `θ′(·) and u(i)t ∼ Rθ,θ′,t(u(i)t−1, ·), t = 1, . . . , T .
5 Set θn+1 = θ′ with probability min{1, r˚Nu (θ, θ′)} (see (17)), otherwise set θn+1 = θ.
6 else
7 Sample u(1)T ∼ `θ′(·) and u(1)t−1 ∼ Rθ,θ′,t(u(1)t , ·), t = T, . . . , 1,
8 for i = 2, . . . , N , do
9 Sample u(i)0 ∼ `θ(·) and u(i)t ∼ Rθ′,θ,t(u(i)t−1, ·), t = 1, . . . , T .
10 Set θn+1 = θ′ with probability min{1, 1/˚rNu (θ′, θ)}, otherwise set θn+1 = θ.
computationally expensive. Algorithm 3 is an alternative that only requires one such sample at each
iteration. The proof that the associated Markov kernel is pi-reversible can be derived from Theorem
2 in Section 2.2.2, hence we omit it.
Although computationally more expensive on a serial machine, we expect Algorithm 2 to have
better statistical properties than Algorithm 3 as it uses independent chains to estimate the ac-
ceptance ratio. This is demonstrated experimentally in Section 3.3. Moreover, the computational
advantage of Algorithm 3 is questionable on a parallel architecture, where one can in principle run
all the chains in QN1 (·, ·) and QN2 (·, ·) of Algorithm 2 at the same time. In fact, Algorithm 2 may
be even faster since all the chains in the backward move can be produced in parallel whereas this
can not be done in Algorithm 3.
3.3 Numerical example: the Ising model
We illustrate the performance of Algorithms 2 and 3 on the Ising model used in statistical mechanics
to model ferromagnetism. Form,n ∈ N we consider anm×n lattice Λ. Associated to each site k ∈ Λ
is a binary variable z[k] ∈ {−1, 1} representing the spin configuration of the site. The probability
of a given configuration u = {z[k], k ∈ Λ} depends on an energy function, or Hamiltonian, which
may depend on some parameter θ. A standard choice used in the absence of an external magnetic
field is
Hθ(z) = −θ
∑
i∼j
z[i]z[j],
where i ∼ j denotes a pair or adjacent sites and θ ∈ Θ = R+ is referred to as the inverse tempera-
ture parameter. The probability of configuration z for temperature θ−1 is given by `θ(z) = gθ(z)/Cθ
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Algorithm 3: MHAR for averaged AIS PMR estimators reduced computation
Input: Current sample θn = θ.
Output: New sample θn+1
1 Sample θ′ ∼ q(θ, ·) and v ∼ U(0, 1).
2 if v ≤ 1/2 then
3 Sample u0 ∼ `θ′(·).
4 for i = 1, . . . , N do
5 Set u(i)0 = u0 and sample u
(i)
t ∼ Rθ,θ′,t(u(i)t−1, ·), t = 1, . . . , T .
6 Set θn+1 = θ′ with probability min{1, r˚Nu (θ, θ′)}, otherwise set θn+1 = θ.
7 else
8 Sample u(1)T ∼ `θ′(·) and u(1)t−1 ∼ Rθ′,θ,t(u(1)t , ·), t = T, . . . , 1,
9 for i = 2, . . . , N , do
10 Set u(i)0 = u
(1)
0 and sample u
(i)
t ∼ Rθ′,θ,t(u(i)t−1, ·), t = 1, . . . , T .
11 Set θn+1 = θ′ with probability min{1, 1/˚rNu (θ′, θ)}, otherwise set θn+1 = θ.
where gθ(z) = exp(−Hθ(z)) and Cθ =
∑
z∈{0,1}|Λ| gθ(z) is the intractable and θ-dependent normal-
ising constant. In the following experiment, we perform Bayesian estimation of θ given a 20 × 30
configuration y drawn from `θ∗(·) for θ∗ = 0.35, which is slightly above the critical (inverse) tem-
perature log(1 +
√
2)/2, resulting in strongly correlated neighbouring sites. The prior distribution
for θ is taken to be the uniform distribution on (0, 10). The difficulty here is that computing Cθ
requires the summation of 2600 terms, which is computationally infeasible.
The sequence of intermediate distributions used within AIS relies on a geometric annealing
schedule for the unnormalised densities of the annealing distributions that is
fθ,θ′,t(z) = gθ(z)
1−βtgθ′(z)βt = gθ(1−βt)+θ′βt(z), βt = 1−
t
T + 1
, t = 0, 1, . . . , T + 1.
Sampling from the intractable distribution is performed approximately by runningWolff’s algorithm,
essentially an MCMC kernel iterated for 100 iterations. For θ, θ′ ∈ Θ and t = 1, . . . , T we chose
Rθ,θ′,t to be a single iteration of the MCMC kernel of the Wolff’s algorithm targeting `θ(1−βt)+θ′βt(·).
We ran both Algorithms 2 and 3 for all of the combinations of N = 1, 10, 20, . . . , 100 and T =
1, 2, . . . , 10, 20, . . . , 100. For each run, K = 106 samples were generated and the last 3K/4 of them
were used to compute the IAC of the sequence {θi, i = 1 ≥ 1}. Figure 3 concentrates on the
two extreme scenarios where N = 1 and when T = 0, that correspond to the exchange algorithm
with bridging as in Murray et al. [2006] and our novel averaging algorithm applied to Example 4,
respectively. The figure suggests that our algorithm is computationally superior on an ideal parallel
machine, at least for the present example.
The rest of the results are shown in Figure 4. The results are organised in order to contrast
Algorithms 2 and 3. The figure suggests that Algorithm 2, which uses multiple samples from the
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intractable distribution per iteration, is uniformly better, as expected. Finally, although for large T
the performances of the two algorithms get closer, for small T the advantage of using more samples
from the intractable distribution, i.e. using Algorithm 2 is more significant.
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4 PMR algorithms for latent variable models
4.1 Latent variable models
We consider here sampling from a distribution that is the marginal of a given joint distribution.
More precisely, let (Θ, E) and (Z,Z) be two measurable spaces, and define the product spaces
X = Θ × Z and X = E ⊗ Z the corresponding product σ-algebra. Let pi(dx) := pi(d(θ, z)) be
a probability distribution on (X,X ) which is assumed known up to a normalising constant. Our
primary interest is to sample from the marginal distribution of θ,
pi(dθ) =
ˆ
Z
pi
(
d(θ, z)
)
,
assumed to be intractable, i.e. no useful density is available, even up to a normalising constant. The
doubly intractable scenario covered so far falls into this category. It exploits the fact that
pi
(
θ, z
) ∝ η(θ)gθ(y)hy(z)
gθ(z)
`θ
(
z
)
,
has pi
(
θ
) ∝ η(θ)`θ(y) as marginals, but also the additional property that sampling from the in-
tractable distribution `θ
(
z
)
is possible. This latter property is fundamental to by-pass the in-
tractability of the normalising constant, but also allows one to refresh z at each iteration of the
MCMC algorithm, in contrast with the pseudo-marginal approach. As a result the exchange algo-
rithm defines an algorithm which directly targets pi(θ) with a Markov chain defined on (Θ, E). This
however turns out to be too specific and restrictive for numerous applications, such as state-space
models.
Example 7. We consider the well-known non-linear state-space, often used to assess the perfor-
mance of inference methods for non-linear state-space models,
Zt = Zt−1/2 + 25Zt−1/(1 + Z2t−1) + 8 cos(1.2t) + Vt, t ≥ 2
Yt = Z
2
t /20 +Wt, t ≥ 1,
where Z1 ∼ N (0, 10), Vt iid∼ N (0, σ2v), Wt iid∼ N (0, σ2w). The parameter of primary interest is
θ = (σ2v , σ
2
w) and is ascribed the prior (σ2v , σ2w)
iid∼ IG(0.01, 0.01) where IG(a, b) is the inverse
gamma distribution with shape and scale parameters a and b. The aim is to infer x = (θ, z), where
the latent variable is z = z1:P for some P > 1, from a particular data set Y1:P = y1:P .
Ideally we would like to use the following “marginal” algorithm. Let q(θ, ·) be a Markov kernel on
(Θ, E) such that for each θ ∈ Θ, q(θ, ·) admits a density q(θ, ·) with respect to dθ′. The acceptance
rate of the MH algorithm with proposal kernel q(·, ·) targeting pi(θ) is
r(θ, θ′) =
q(θ′, θ)pi(θ′)
q(θ, θ′)pi(θ)
. (18)
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The latter cannot be evaluated in numerous scenarios of interest and the aim of this section is to
extend the framework developed for the doubly intractable scenario to the more general situation
where sampling of the latent variable must be included in the MCMC scheme itself and cannot
be performed exactly. This results in an algorithm tar-getting the distribution pi(d(θ, z)). It turns
out that the framework developed in Section 2 can also be easily adapted to this scenario. More
precisely, here we have x = (θ, z) and y = (θ′, z′) and the only difference with the developments
of Algorithm 1 is concerned with the order in which the variables are sampled. In Algorithm 1
we have assumed a specific sampling order for the variables involved, that is the auxiliary variable
copies are sampled after the proposed value y. Here we are going to consider the scenario where θ′
is sampled first, then the auxiliary variables u(1), . . . , u(N) are sampled from a kernel Qθ,θ′,z(du) and
z′ is proposed last, conditional upon the auxiliary variables θ, θ′, z and u(1), . . . , u(N). The resulting
expression for the acceptance ratio remains the same as that used in Algorithm 1 since it is not
affected by the order in which the variables are sampled.
4.2 AIS within MH for latent variable models
Neal [2004] suggested to use AIS, as described in Section 2 and Theorem 6 in Appendix B, in order
to achieve sampling from pi. The idea should be clear upon noticing that for θ ∈ Θ fixed, pi(θ) is
the normalising constant of the conditional distribution for z that is proportional to pi(θ, z), that
is piθ(z) ∝ pi(θ, z). To estimate the ratio pi(θ′)/pi(θ) one therefore defines a sequence of artificial
probability densities
Pθ,θ′,T :=
{
piθ,θ′,t, t = 0, . . . , T + 1
}
for some T ≥ 1 evolving from piθ,θ′,0(z) = piθ(z) to piθ,θ′,T+1(z) = piθ′(z), through a sequence of
unnormalised intermediate probability densities Fθ,θ′,T = {fθ,θ′,t, t = 0, . . . , T + 1}. The following
proposition establishes that this algorithm is conceptually of the same form as P˚ given in (9) and
this allows us to extend this methodology through Algorithm 1.
Proposition 2. Consider the latent variable model given in the introduction of Section 4 and for
any θ, θ′ ∈ Θ let
1. Fθ,θ′,T =
{
fθ,θ′,t, t = 0, . . . , T + 1
}
be a family of tractable unnormalised densities of Pθ,θ′,T
defined on
(
Z,Z) such that
(a) for t = 0, . . . , T , fθ,θ′,t and fθ,θ′,t+1 have the same support,
(b) for any z ∈ Z and t = 1, . . . , T fθ,θ′,t(z) = fθ′,θ,T+1−t(z),
(c) fθ,θ′,0(z) = pi(θ, z) and fθ,θ′,T+1(z) = pi(θ′, z),
2. Rθ,θ′,T =
{
Rθ,θ′,t(·, ·) : Z × Z → [0, 1], t = 1, . . . , T
}
be a family of Markov transition kernels
such that for any t = 1, . . . , T
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(a) Rθ,θ′,t(·, ·) is piθ,θ′,t−reversible,
(b) Rθ,θ′,t(·, ·) = Rθ′,θ,T−t+1(·, ·),
3. Rθ(·, ·) : Z×Z → [0, 1] be a piθ−reversible Markov transition kernel,
4. Qθ,θ′,z(·) be probability distributions on
(
U,U) where U := ZT+1 defined for
Qθ,θ′,z(du) = Rθ(z, du0)
T∏
t=1
Rθ,θ′,t(ut−1,dut), (19)
and let ϕ be the involution which reverses the order of the components of u; i.e. ϕ(u0, u1, . . . , uT ) :=
(uT , uT−1, . . . , u0) for all u ∈ U.
Then for any (θ, z), (θ′, z′), u ∈ (Θ× Z)2 × U
Q¯θ,θ′,z(du) = Rθ(z,duT )
T∏
t=1
Rθ′,θ,t(ut,dut−1), (20)
and
piθ′(dz
′)Q¯θ′,θ,z′(du)Rθ(u0,dz)
piθ(dz)Qθ,θ′,z(du)Rθ′(uT ,dz′)
=
pi(θ)
pi(θ′)
T∏
t=0
fθ,θ′,t+1(ut)
fθ,θ′,t(ut)
. (21)
The AIS MCMC algorithm of Neal [2004] for latent variable models corresponds to P˚ in Theorem
5 with x = (θ, z) and y = (θ′, z′), the proposal kernel
Q1(x,d(y, u)) := q(θ,dθ
′)Qθ,θ′,z(du)Rθ′(uT , dz′)
and its complementary kernel
Q2(x,d(y, u)) := q(θ,dθ
′)Q¯θ,θ′,z(du)Rθ′(u0,dz′).
Its acceptance ratio on S˚ is
r˚u(θ, z; θ
′, z′) =
pi(dx′)Q2(y,d(x, u))
pi(dx)Q1(x,d(y, u))
=
q(θ′, θ)
q(θ, θ′)
T∏
t=0
fθ,θ′,t+1(ut)
fθ,θ′,t(ut)
.
Proof. Since Q¯θ,θ′,z(A) = Qθ,θ′,z(ϕ(A)), we can check that the pair Q1(x, ·), Q2(x, ·) satisfy the
assumption of Theorem 5 in Appendix A. Next, using the symmetry assumption on Rθ,θ′,T , we
obtain
Q¯θ,θ′,z(du) = Rθ(z, duT )
T∏
t=1
Rθ′,θ,T−t+1(uT−t+1, duT−t)
and we can thus apply Theorem 6 in Appendix B (with τ = T + 2 intermediate distributions, two
repeats µ0 = µ1 and µτ = µτ+1, µt = piθ,θ′,t−1 for t = 2, . . . , τ − 1 and kernels Π1 = Rθ, Πτ = Rθ′
and Πt = Rθ,θ′,t−1 for t = 2, . . . , τ − 1) to show that piθ′ × Q¯θ′,θ,· × Rθ is absolutely continuous
with respect to piθ × Qθ,θ′,· × Rθ′ and that the expression for the corresponding Radon-Nikodym
derivative ensures that the acceptance ratio defined in (10) is indeed equal to (17).
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The standard choice made in Neal [2004] corresponds to Rθ(z, du0) = δz
(
du0
)
, but more general
choices are possible. As we shall see in the next section, a choice different from δz
(
du0
)
can improve
performance significantly when averaging acceptance ratios.
The variance of this unbiased estimator r˚u(θ, z; θ′, z′) of r
(
θ, θ′
)
can usually be tuned by increas-
ing T , under natural smoothness conditions on the sequences Fθ,θ′,T for T ≥ 1. An important point
here is that although the approximated acceptance ratio is reminiscent of that of a MH algorithm
targeting pi(dθ), the present algorithm targets the joint distribution pi
(
d(θ, z)
)
: the simplification
occurs only because the random variable corresponding to uT in (19) will be approximately dis-
tributed according to piθ′(·) when T is large enough, under proper mixing conditions.
We note that the expression for r˚u(θ, z; θ′, z′) does not depend on either z or z′, and can in
particular be calculated before sampling z′. This is of importance in what follows and justifies the
use of the simplified piece of notation r˚u(θ, θ′) below.
4.3 Averaging AIS based pseudo-marginal ratios
We show here how the algorithm of the previous section (Proposition 2) can be modified in order
to average multiple (N > 1) estimators r˚u(θ, θ′) of r(θ, θ′) while preserving reversibility of the
algorithm of interest. Let u = (u0, . . . , uT ) ∈ U = ZT+1 and k ∈ {1, . . . , N}.
Proposition 3. Assume that the conditions of Proposition 2 hold. For N ≥ 1 define the proposal
kernels QN1 (·, ·) and QN2 (·, ·) on
(
X× U× [k],X ⊗U ⊗P[k])
QN1
(
x; d(y, u, k)
)
= q(θ,dθ′)
N∏
i=1
Qθ,θ′,z(du
(i))
r˚u(k)(θ, θ
′)∑N
i=1 r˚u(i)(θ, θ
′)
Rθ′(u
(k)
T ,dz
′), (22)
QN2
(
x; d(y, u, k)
)
= q(θ,dθ′)
1
N
Q¯θ,θ′,z(du
(k))Rθ′(u
(k)
0 , dz
′)
N∏
i=1,i 6=k
Qθ′,θ,z′(du
(i)). (23)
Then one can implement P˚N corresponding to P˚ defined in Proposition 2, with QN1 (·, ·) and QN2 (·, ·)
above and
r˚Nu (θ, θ
′) =
1
N
N∑
i=1
r˚u(i)(θ, θ
′).
Proof. One can check directly that r˚N (θ, θ′) is of the expected form despite the sampling order
change
pi(dy)QN2
(
y,d(x, u, k)
)
pi(dx)QN1
(
x, d(y, u, k)
) = pi(dy)q(θ′,dθ) 1N Q¯θ,θ′,z′(du(k))Rθ(u(k)0 , dz)∏Ni=1,i 6=kQθ,θ′,z(du(i))
pi(dx)q(θ,dθ′)
∏N
i=1Qθ,θ′,z(du
(i))
r˚
u(k)
(θ,θ′)∑N
i=1 r˚u(i) (θ,θ
′)
Rθ′(u
(k)
T , dz
′)
=
q(θ′, θ)pi(θ′)
q(θ, θ′)pi(θ)
piθ′(dz
′)Q¯θ′,θ,z′(du(k))Rθ(u
(k)
0 , dz)
piθ(dz)Qθ,θ′,z(du(k))Rθ′(u
(k)
T , dz
′)
r˚−1
u(k)
(θ, θ′)
1
N
N∑
i=1
r˚u(i)(θ, θ
′).
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The implementation of the resulting asymmetric MCMC algorithm is described in Algorithm
4. The interest of introducing a general form for Rθ should now be clear: the standard choice
Rθ
(
z, ·) = δz(·) introduces dependence among u(1), u(2), . . . , u(N) which can be alleviated by the
introduction of a more general ergodic transition, which may consist of an iterated reversible Markov
transition of invariant distribution piθ. We also notice that some computational savings are possible.
For example when QN1 (·, ·) is the distribution we sample from, the acceptance ratio does not depend
on k, whose sampling can therefore be postponed until after a decision to accept has been made.
The complementary update for which we sample from QN2 (·, ·) effectively does not require sampling
k which is set to 1 in our implementation in Algorithm 4.
Algorithm 4: MHAR for averaged AIS PMR estimators for general latent variable models
Input: Current sample Xn = x = (θ, z)
Output: New sample Xn+1
1 Sample θ′ ∼ q(θ, ·) and v ∼ U(0, 1).
2 if v ≤ 1/2 then
3 for i = 1, . . . , N do
4 Sample u(i)0 ∼ Rθ(z, ·) and u(i)t ∼ Rθ,θ′,t(u(i)t−1, ·) for t = 1, . . . , T .
5 Sample k ∼ P (˚ru(1)(θ, θ′), . . . , r˚u(N)(θ, θ′)) and z′ ∼ Rθ′(u(k)T , ·).
6 Set Xn+1 = (θ′, z′) with probability min{1, r˚Nu (θ, θ′)}, otherwise set Xn+1 = x.
7 else
8 Sample u(1)T ∼ Rθ
(
z, ·), u(1)t−1 ∼ Rθ′,θ,t(ut, ·) for t = T, . . . , 1 and z′ ∼ Rθ′(u(1)0 , ·).
9 for i = 2, . . . , N , do
10 Sample u(i)0 ∼ Rθ′(z′, ·) and u(i)t ∼ Rθ′,θ,t(u(i)t−1, ·) for t = 1, . . . , T .
11 Set Xn+1 = (θ′, z′) with probability min{1, 1/˚rNu (θ′, θ)}, otherwise set Xn+1 = x.
Example 8 (Example 7, ctd.). In order to illustrate the interest of our approach, we generated
data from the model for P = 500, σ2v = 10 and σ2w = 0.1. The set-up for Algorithm 4 was as
follows. We let T = 1 and for θ, θ′ ∈ Θ the unnormalised density of the intermediate distribution
was chosen to be fθ,θ′,1(z) = pi((θ+ θ′)/2, z). The MCMC kernel Rθ,θ′,1(·, ·) was a conditional SMC
(cSMC) Andrieu et al. [2010] tar getting the intermediate distribution, with M = 100 particles and
the model transitions as proposal distributions; for convenience the cSMC kernel is described in
Section 5. We used a normal random walk proposal with diagonal covariance matrix as a parameter
proposal, where the standard deviations for σv and σw were 0.15 and 0.08 respectively. Performance,
measured in terms of convergence to equilibrium and asymptotic variance for N = 1, N = 10 and
N = 100, is presented in Figure 6 and 11. For each set-up, 2000 independent Monte Carlo runs of
length 1000 each were used to assess convergence to the posterior mean, posterior second moment
and median, via ensemble averages over the runs. We observe in Figure 6 that this simple approach
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improves performance and reduces time to convergence by approximately 50%. In addition to faster
convergence, of the order of 30%, in terms of IAC in Figure 6. The estimated IAC values were
obtained after discarding the first 300 iterations and by averaging over 2000 Monte Carlo runs. We
present further new developments for this application in Section 4.5.
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Figure 5: Convergence results for θ = (σ2v, σ2w) vs N in Algorithm 4.
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Figure 6: IAC for σ2w and σ4w vs N in Algorithm 4.
4.4 Generalisations of MHAAR algorithms for latent variable models
We now discuss two generalisations of Algorithm 4 above which will prove crucial in Section 4.5,
where we present our trans-dimensional example as an application of the methodology presented
here, albeit in a scenario involving additional complications.
4.4.1 Annealing in a different space
The first generalisation is based on the main idea that condition 3 in Proposition 2 can be relaxed
in the light of Theorem 6, and in particular allows the latent variable z and auxiliary variables ut
to live on different spaces.
30
Proposition 4. Suppose that assumptions 1a-1b and 2 of Proposition 2 are satisfied withFθ,θ′,T ,Pθ,θ′,T
andRθ,θ′,T now defined on some space
(
V,V) (and U := VT+1), (therefore piθ,θ′,0 6=piθ , and piθ,θ′,T+1 6=
piθ′ in general), and assumptions 1c and 3 replaced, for θ, θ′ ∈ Θ and z, z′ ∈ Z, with
1. the endpoint conditions for the unnormalised densities are of the form
fθ,θ′,0(v) = piθ,θ′,0(v)pi(θ),
fθ,θ′,T+1(v) = piθ,θ′,T+1(v)pi(θ
′),
2. the existence of Markov transition kernels
−→
R θ,θ′,0,
←−
R θ,θ′,T+1 : Z×V → [0, 1] and −→R θ,θ′,T+1,←−R θ,θ′,0 :
V ×Z → [0, 1] such that
piθ(dz)
−→
R θ,θ′,0(z, dv) = piθ,θ′,0(dv)
←−
R θ,θ′,0(v,dz),
piθ,θ′,T+1(dv)
−→
R θ,θ′,T+1(v,dz) = piθ′(dz)
←−
R θ,θ′,T+1(z, dv),
3. Define the proposal probability distributions on
(
U,U) such that for any u ∈ U = VT+1,
Qθ,θ′,z
(
du
)
=
−→
R θ,θ′,0(z, du0)
T∏
t=1
Rθ,θ′,t(ut−1,dut),
and the involution ϕ reversing the order of the components of u; i.e. ϕ(u0, u1, . . . , uT ) :=
(uT , uT−1, . . . , u0) for all u ∈ U.
Then for any
(
(θ, z), (θ′, z′), u
) ∈ (Θ× Z)2 × U
Q¯θ,θ′,z
(
du
)
=
←−
R θ′,θ,T+1(z, duT )
T∏
t=1
Rθ′,θ,T−t+1(uT−t+1, duT−t),
and
piθ′(dz
′)Q¯θ′,θ,z′(du)
←−
R θ,θ′,0(u0, dz)
piθ(dz)Qθ,θ′,z(du)
−→
R θ,θ′,T+1(uT ,dz′)
=
pi(θ)
pi(θ′)
T∏
t=0
fθ,θ′,t+1(ut)
fθ,θ′,t(ut)
. (24)
Furthermore, suppose the additional symmetry conditions
−→
R θ,θ′,T+1(v,dz) =
←−
R θ′,θ,0(v,dz),
−→
R θ,θ′,0(z, dv) =
←−
R θ′,θ,T+1(z, dv). (25)
Then, a generalisation of the AIS MCMC algorithm in Neal [2004] corresponds to P˚ in Theorem 5
with x = (θ, z) and y = (θ′, z′), the proposal kernel
Q1
(
x,d(y, u)
)
:= q(θ,dθ′)Qθ,θ′,z(du)
−→
R θ,θ′,T+1(uT ,dz
′)
and its complementary kernel
Q2
(
x, d(y, u)
)
:= q(θ,dθ′)Q¯θ,θ′,z(du)
←−
R θ′,θ,0(u0,dz
′).
Its acceptance ratio on set S˚ is
r˚u(θ; θ
′) =
pi
(
dy
)
Q2
(
y,d(x, u)
)
pi
(
dx
)
Q1
(
x, d(y, u)
) = q(θ′, θ)
q(θ, θ′)
T∏
t=0
fθ,θ′,t+1(ut)
fθ,θ′,t(ut)
. (26)
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Proof. The first claim follows from Theorem 7, which can be exploited with similar steps to those
in the proof of Proposition 2. The second claim on the generalisation of AIS MCMC follows from
the fact that the symmetry conditions in (25) ensure that Q1 and Q2 defined in the proposition
satisfy the assumption of Theorem 5.
Remark 4. It may appear that the additional coupling conditions on the initial and terminal dis-
tributions is only satisfied for reversible kernels. However it should be clear that in the formulation
above z, z′ and u0, . . . , uT can be of a different nature i.e. defined on different spaces, which turns
out to be relevant in some scenarios, including that considered in Section 4.5.3. In fact, the gener-
alisation of AIS MCMC mentioned in Proposition 4 corresponds to the AIS RJ-MCMC algorithm
of Karagiannis and Andrieu [2013] for trans-dimensional distributions. It also covers the standard
version of the hybrid Monte Carlo algorithm, for example.
One can build upon this generalisation and use the framework of asymmetric acceptance ra-
tio MH algorithms corresponding to P˚N of Section 4.3 in order to define a pi−reversible Markov
transition probability.
Proposition 5. Assume that the conditions of Proposition 4 hold. For N ≥ 1 define the proposal
kernels QN1 (·) and QN2 (·) on
(
X× U× [k],X ⊗U ⊗P[k])
QN1
(
x,d(y, u, k)
)
= q(θ,dθ′)
N∏
i=1
Qθ,θ′,z(du
(i))
r˚u(k)(θ, θ
′)∑N
i=1 r˚u(i)(θ, θ
′)
−→
R θ,θ′,T+1(u
(k)
T , dz
′), (27)
QN2
(
x,d(y, u, k)
)
= q(θ,dθ′)
1
N
Q¯θ,θ′,z(du
(k))
←−
R θ′,θ,0(u
(k)
0 ,dz
′)
N∏
i=1,i 6=k
Qθ′,θ,z′(du
(i)). (28)
Then one can implement P˚N corresponding to P˚ defined in Proposition 2, with QN1 (·, ·) and QN2 (·, ·)
as above and
r˚Nu (θ, θ
′) =
1
N
N∑
i=1
r˚u(i)(θ, θ
′)
with r˚u(θ; θ′) defined in (26).
4.4.2 Choosing QN1 (·, ·) and QN2 (·, ·) with different probabilities
Notice from (22) and (23) that QN1 (·) and QN2 (·) share the same proposal distribution for θ′ and
start differing from each other when generating the auxiliary variables and proposing z′ thereafter.
In some cases, depending on the values of θ and θ′, QN1 (·) (or QN2 (·)) may be preferable over QN2 (·)
(or QN1 (·)) for proposing z′. This is indeed the case in our trans-dimensional example in Section
4.5, where the θ component stands for the model number. One can enjoy this degree of freedom by
a function β : Θ2 → [0, 1] which satisfies
ˆ
β(θ, θ′)QN1 (x,d(y, u, k)) +
(
1− β(θ, θ′))QN2 (x, d(y, u, k)) = 1. (29)
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Then, we can modify the overall transition kernel of the asymmetric MCMC as follows:
˚¯PN (x, dy) =
[ˆ
β(θ, θ′)QN1 (x,d(y, u, k) min
{
1, r˚
N
u (θ, θ
′)
}
+ δx(dy)˚¯ρ1(x)
]
+
[ˆ (
1− β(θ, θ′))QN2 (x,d(y, u, k)) min{1, 1/˚rNu (θ′, θ)}+ δx(dy)˚¯ρ2(x)] (30)
where the modified acceptance ratio is defined as
r˚
N
u (θ, θ
′) := r˚Nu (θ, θ
′)
1− β(θ′, θ)
β(θ, θ′)
. (31)
Implementing the modification with respect to Algorithm 4 is straightforward: One needs to replace
v ≤ 1/2 with v ≤ β(θ, θ′) and use r˚Nu (x, y) instead of r˚Nu (x, y). Proof of reversibility is very similar
to the proof of Proposition 3 and we skip it.
Note that the condition in (29) ensures that (30) is a valid transition kernel and it is satisfied
whenever θ′ is proposed by QN1 and QN2 in the same way, as in (22) and (23) where the same q(θ,dθ′)
is used. One can in principle write an even more general kernels than the one in (30) by making β
a function of x and y and imposing a condition similar to (29), however we find this generalisation
not as interesting from a practical point of view.
4.5 An application: trans-dimensional distributions
Consider a trans-dimensional distribution p¯i(m,dzm) on X = ∪m∈Θ{m}×Zm where Θ ⊆ N and the
dimension dm of Zm depends on m. For each m, we assume that the distribution pi(m,dzm) admits
a density pi(m, zm) known up to a normalising constant not depending on m or zm. We let Zm be
the sigma-algebra of the conditional distribution pim(dzm). We are interested in efficient sampling
from the marginal distribution pi(m).
An approach for sampling from trans-dimensional distributions is the reversible jump MCMC
(RJ-MCMC) algorithm of Green [1995]. Designing efficient RJ-MCMC algorithms is notoriously
difficult and can lead to unreliable samplers. Karagiannis and Andrieu [2013] develop what they
call the AIS RJ-MCMC algorithm to improve on the performance of the standard RJ-MCMC
algorithm. The AIS RJ-MCMC algorithm is a variant of the AIS MCMC algorithm of Neal [2004]
devised for trans-dimensional distributions. Full details of the method are available in Karagiannis
and Andrieu [2013]; however, we will need to go into some details here as well, in order to state our
contribution, the reversible multiple jump MCMC (RmJ-MCMC), of which we present an instance
in Algorithm 5. In what follows, for notational simplicity, we consider only algorithms consisting of
a single “move” in Green’s terminology, between any pair of models m,m′ ∈ Θ–the generalisation
to multiple pairs is straightforward but requires additional indexing. A RJ-MCMC update can
be understood as being precisely the procedure proposed in Section 4.4.1, but adapted to the
present trans-dimensional set-up. In this scenario the nature of the target distributions comes with
the additional complication that statistically interpretable parameters (zm, zm′ for models m,m′
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respectively) must be, following Green [1995]’s idea, embedded in a potentially larger common
space and that this expanded parametrisation is only unique up to an invertible transformation.
We mainly deal with this issue in this section, as the details of the algorithm are then very similar
to those of Section 4.4.1.
4.5.1 Dimension matching and “forward” parametrisation
Following Green [1995] we couple models pairwise. More precisely, for any couple m,m′ ∈ Θ,
consider the dm,m′ and dm′,m dimensional variables such that dm + dm,m′ = dm′ + dm′,m,
zm,m′ ∈ Zm,m′ , zm,m′ ∼ ωm,m′ , zm′,m ∈ Zm′,m, zm′,m ∼ ωm′,m,
which are called dimension matching variables, with the convention that these variables and associ-
ated quantities should be ignored when either dm,m′ = 0 or dm′,m = 0. Letting the extended space
Zm,m′ := Zm × Zm,m′ , consider a one-to-one measurable mapping φm,m′ : Zm,m′ → Zm′,m with its
inverse φ−1m,m′ = φm′,m. Note that the nature of zm and zm′ may differ as may that of zm,m′ and
zm′,m, which explains the need for the (cumbersome) indexing. In order to ease the notation in the
following presentation, for zm,m′ := (zm, zm,m′) ∈ Zm,m′ and Am ∈ Zm,m′ , we will use the following
transformations with implicit reference to zm,m′ and Am,m′ :
zm′,m := (zm′ , zm′,m) = φm,m′(zm,m′), Am′,m := φm,m′(Am,m′)
z
[1]
m,m′ := zm, z
[2]
m,m′ := zm,m′ , φ
[1]
m,m′(zm,m′) := zm′ φ
[2]
m,m′(zm,m′) := zm′,m.
(32)
This change of variables plays a crucial rôle in describing and establishing the correctness of the
algorithms.
In the following, we define the ingredients required for the AIS RJ-MCMC algorithm and its
MHAAR extension, paralleling the conditions of Propositions 2 and 4.
• For any m,m′ ∈ Θ, we first define below the sequence of bridging distributions Pm,m′,T =
{pim,m′,t, t = 0, . . . , T +1} on the extended probability space
(
Zm,m′ ,Zm,m′
)
. First, we impose
the end-point condition
pim,m′,0(zm,m′) ∝ pi(m, zm)ωm,m′(zm,m′) =: fm,m′,0
(
zm,m′
)
, (33)
from which for anym,m′ ∈ Θ we define pim,m′,T+1(·) and its unnormalised density fm,m′,T+1(·)
via a change of variable, that is for any Am,m′ ∈ Zm,m′ ,
pim,m′,T+1(Am,m′) := pim′,m,0
(
Am′,m
)
,
where we recall that pim′,m,0(·) has marginal pim′(·). From the associated densities one can
define fm,m′,t(·) for t = 1, . . . , T , as discussed in earlier sections for non-trans-dimensional
setups (see also Karagiannis and Andrieu [2013] for a detailed discussion). In order to satisfy
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1b of Proposition 2 we further impose, noting the bijective nature of zm′,m = φm,m′
(
zm,m′
)
,
that for any Am,m′ ∈ Zm,m′
pim,m′,t(Am,m′) = pim′,m,T+1−t
(
Am′,m
)
, t = 1, . . . , T.
It is this set of constraints which requires care, and an arbitrary choice of parametrisation in
the calculation of the Radon-Nikodym derivative of our algorithm. The normalising constants
for fm,m′,0(zm,m′) and fm,m′,T+1(zm,m′) are pi(m) and pi(m′) respectively, so the AIS stage of
the algorithm will produce an estimate of the ratio pi(m′)/pi(m).
• Next, we define the AIS kernels used in the proposal mechanism. For any m,m′ ∈ Θ and t =
1, . . . , T we let Rm,m′,t(·, ·) be a pim,m′,t−reversible Markov kernels and impose the symmetry
conditions for any (zm,m′ , Am,m′) ∈ Zm,m′ ×Zm,m′ ,
Rm,m′,t(zm,m′ , Am,m′) = Rm′,m,T−t+1(zm′,m, Am′,m). (34)
The space bridging transition kernels
−→
Rm,m′,0 : Zm×Zm,m′ → [0, 1] and −→Rm,m′,T+1 : Zm,m′ ×
Zm′ → [0, 1] are defined as
−→
Rm,m′,0
(
zm, dzm,m′
)
:= δzm
(
dz
[1]
m,m′
)
ωm,m′(dz
[2]
m,m′)
−→
Rm,m′,T+1
(
zm,m′ , dzm′
)
:= δ
φ
[1]
m,m′ (zm,m′ )
(
dzm′
) (35)
The other space bridging kernels
←−
Rm,m′,0 : Zm,m′ × Zm → [0, 1] and ←−Rm,m′,T+1 : Zm′ ×
Zm,m′ → [0, 1] will be defined from the first two above. Specifically, for any m,m′ ∈ Θ
and
(
zm, zm′ , zm,m′ , Am,m′
) ∈ Zm × Zm′ × Zm,m′ ×Zm,m′
←−
Rm,m′,0
(
zm,m′ ,dzm
)
:=
−→
Rm′,m,T+1
(
zm′,m,dzm
)
←−
Rm,m′,T+1
(
zm′ , Am,m′
)
:=
−→
Rm′,m,0
(
zm′ , Am′,m
) . (36)
We notice the important properties, central to Green’s methodology,
pim(dzm)
−→
Rm,m′,0
(
zm,dzm,m′
)
= pim,m′,0(dzm,m′)
←−
Rm,m′,0
(
zm,m′ ,dzm
)
pim′(dzm′)
←−
Rm,m′,T+1
(
zm′ ,dzm,m′
)
= pim,m′,T+1(dzm,m′)
−→
Rm,m′,T+1
(
zm,m′ ,dzm′
) (37)
so that we are in the framework described in Theorem 7 and satisfy the corresponding condi-
tions in Proposition 4.
• Finally, we define the distribution for the auxiliary variables of AIS and the involution function.
Given m,m′ ∈ Θ, define the auxiliary variables
um,m′ := (um,m′,0, . . . , um,m′,T ) ∈ ZT+1m,m′
and the mapping ϕm,m′ : ZT+1m,m′ → ZT+1m′,m
um′,m = ϕm,m′(um,m′) :=
(
φm,m′(um,m′,T ), φm,m′(um,m′,T−1), . . . , φm,m′(um,m′,0)
)
, (38)
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so that ϕ−1m,m′ = ϕm′,m. For m,m
′ ∈ Θ and T ≥ 0, we define the distribution for the auxiliary
variables
Qm,m′,zm(dum,m′) :=
−→
Rm,m′,0(zm, dum,m′,0)
T∏
t=1
Rm,m′,t(um,m′,t−1,dum,m′,t).
Now we are ready to define the AIS RJ-MCMC algorithm. From the symmetry conditions (34) and
(36), and our choice of ϕm,m′ , one can establish that
Q¯m,m′,zm(dum,m′) =
←−
Rm′,m,T+1(zm,dum′,m,T )
T∏
t=1
Rm′,m,T−t+1(um′,m,T−t+1,dum′,m,T−t),
where um′,m,t = φm,m′(um,m′,T−t+1) for t = 0, 1, . . . , T by (38). This implies in particular that
Q¯m′,m,zm′ (dum′,m) =
←−
Rm,m′,T+1(zm′ , dum,m′,T )
T∏
t=1
Rm,m′,T−t+1(um,m′,T−t+1, dum,m′,T−t). (39)
The AIS RJ-MCMC algorithm of Karagiannis and Andrieu [2013] uses the proposal kernel
Q1((m, zm),d(m
′, zm′ , um,m′) = q(m,m′)Qm,m′,zm(dum,m′)
−→
Rm,m′,T+1(um,m′,T ,dzm′)
and its complementary
Q2((m, zm),d(m
′, zm′ , um,m′) = q(m,m′)Q¯m,m′,zm(dum,m′)
←−
Rm′,m,0(um′,m,0,dzm′), (40)
= q(m,m′)Q¯m,m′,zm(dum,m′)
−→
Rm,m′,T+1(um,m′,0,dzm′), (41)
(We have kept (41) to emphasise that one can write (and implement) both kernels using the same
auxiliary variables um,m′ . This will be more relevant in the MHAAR extension in Section 4.5.2
where one also samples from QN2 , which is based on Q2.) Equation (40), combined with (39) and
(37), show that we are in the framework of Theorem 5 and Theorem 7. The acceptance rate of the
AIS RJ-MCMC can be written in terms of m,m′, zm and um,m′ , leading to
r˚um,m′ (m,m
′) =
q(m′,m)
q(m,m′)
T∏
t=1
fm,m′,t+1(um,m′,t)
fm,m′,t(um,m′,t)
.
When T = 0, the AIS RJ-MCMC algorithm reduces to the original RJ-MCMC algorithm of Green
[1995].
4.5.2 MHAAR extension of AIS RJ-MCMC
The MHAAR extension of AIS RJ-MCMC for averaging AIS based pseudo-marginal ratios, that
is Algorithm 4 crafted for the trans-dimensional model, should be clear now. By analogy to the
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case in general latent variable models, the proposal mechanisms of the MHAAR extension of AIS
RJ-MCMC follows immediately from the kernels defined above as
QN1 ((m, zm),d(y, um,m′ , k))
:= q(m,m′)
N∏
i=1
Qm,m′,zm(du
(i)
m,m′)
r˚
u
(k)
m,m′
(m,m′)∑N
i=1 r˚u(i)
m,m′
(m,m′)
−→
Rm,m′,T+1(u
(k)
m,m′,T ,dzm′),
QN2
(
(m, zm); d(y, um,m′ , k)
)
:= q(m,m′)
1
N
Q¯m,m′,zm(du
(k)
m,m′)
−→
Rm,m′,T+1(u
(k)
m,m′,0,dzm′)
N∏
i=1,i 6=k
Qm′,m,zm′ (du
(i)
m′,m),
which leads to the averaged acceptance ratio r˚Num,m′ (m,m
′) = (1/N)
∑N
i=1 r˚u(i)
m,m′
(m,m′) when sam-
pling from QN1 (·) and r˚Num,m′ (m′,m)−1 when sampling from QN2 (·).
As discussed in Section 4.4.2, it is possible to choose between the two proposal mechanisms
with a probability dependent on the current and part of the proposed states, in contrast with the
1/2− 1/2 default choice above, leading to modified acceptance ratios of the form given in (31). We
discuss here how this can be taken advantage of for computational purposes. Assume for simplicity
of exposition that only moves from model m to models m − 1 and m + 1 are allowed (for m such
that these moves are valid). As illustrated below, it may be sensible to use QN1 (·) rather than QN2 (·)
to increase the model index and vice-versa to decrease the model index. This can be achieved for
example by setting β(m,m + 1) = 1 and β(m,m − 1) = 0. A scenario where this is a potentially
good idea is for example when zm,m+1 can take values on a continuum while zm+1,m can only take a
finite number of values, say cm+1,m. Generating N  cm+1,m copies of zm+1,m and averaging may
be wasteful in comparison to the generation of N values of zm,m+1. Using the strategy above one
can ensure that QN1 (·) is used when “going up” while QN2 (·) is only used to “go down”. This is the
case for the Poisson change-point model example of the next section.
In Algorithm 5 we present the implementation of a particular version of this algorithm, for a
general value β(m,m′), T = 0 and N ≥ 1. Because of its similarity to the RJ-MCMC of Green
[1995] but with the difference of generating multiple auxiliary variables (hence multiple jumps)
instead of one, we call this algorithm Reversible-multiple-jump MCMC (RmJ-MCMC).
4.5.3 Numerical example: the Poisson multiple change-point model
The Poisson multiple change-point model was proposed for the analysis of the coal-mining disas-
ters in Green [1995]. The model assumes that n data points y1, . . . , yn, which are the times of
occurrence of disasters with the choice y0 = 0, arise from a non-homogenous Poisson process model
on a time interval [0, L] with intensity modelled as a step function with an unknown number of
steps m having unknown starting points 0 = s0,m < s1,m, . . . < sm,m = L and unknown heights
h1,m, . . . , hm,m. We will refer to the model involving m steps as model m. Therefore, denoting
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Algorithm 5: RmJ-MCMC: Algorithm 4 for trans-dimensional models with T = 0 (no an-
nealing).
Input: Current sample Xn = (m, zm)
Output: New sample Xn+1
1 Sample m′ ∼ q(m, ·) and v ∼ U(0, 1).
2 if v ≤ β(m,m′) then
3 for i = 1, . . . , N do
4 Sample z(i)m,m′ ∼ ωm,m′(·), set u(i)m,m′ = (zm, z(i)m,m′).
5 Sample k ∼ P (˚ru(1)(m,m′), . . . , r˚u(N)(m,m′)), set z′m′ = φ[1]m,m′(u(k)m,m′).
6 Set Xn+1 = (m′, z′m′) with probability min{1,˚¯rNum,m′ (m,m′)}, otherwise set Xn+1 = Xn.
7 else
8 Sample z(1)m,m′ ∼ ωm,m′(·), set u(1)m′,m = φm,m′(zm, z(1)m,m′) and z′m′ = φ[1]m,m′(u(k)m,m′).
9 for i = 2, . . . , N do
10 Sample z(i)m′,m ∼ ωm′,m(·), set u(i)m′,m = (zm′ , z(i)m′,m).
11 Set Xn+1 = (m′, z′m′) with probability min{1,˚¯rNum′,m(m′,m)−1}, otherwise set
Xn+1 = Xn.
ωm = ({sj,m}mj=0, {hj,m}mj=1), the data likelihood under model m is
logL(y1:n;ωm) =
m∑
j=1
hj,m log
(
n∑
i=1
I[sj−1,m,sj,m)(yi)
)
−
m∑
j=1
hj,m(sj,m − sj−1,m).
The prior distribution for φm is as follows: {sj,m}m−1j=1 are distributed as the even-numbered order
statistics from 2m − 1 points uniformly distributed on [0, L]; the heights hj,m, j = 1, . . . ,m are
independent and each follow a Gamma distribution G(αk, βk), where αk and βk themselves are
independent random variables admitting distributions G(c, d) and G(e, f), respectively. Finally, the
prior distribution for m is a truncated Poisson distribution Pmmax(λ) where m ≤ mmax ≥ 1. The
hyper parameters (c, d, e, f, λ,mmax) are assumed known, we let Θ = {1, . . . ,mmax} and
zm = (ωm, αm, βm) ∈ Zm = (0, L)m−1 × (0,∞)m × (0,∞)× (0,∞)
be the within-model parameters of modelm. This defines a trans-dimensional distribution pi(m, dzm)
on X = ∪m∈Θ{m} × Zm where the dimension dm of Zm depends on m. The distribution pi(m,dzm)
admits a density pi(m, zm) known up to a normalising constant; this unnormalised density can easily
be derived from the description of the model above.
Our experiment on the Poisson change-point model focuses on showing that improvement over
standard RJ-MCMC can be obtained solely by using asymmetric MCMC with multiple dimension
matching variables (as discussed in the paragraph above); hence we run RmJ-MCMC in Algorithm
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Figure 7: Estimates of time to convergence of ENx0
[
fm(Xi)
]
to pi(m) for N = 1, 10, 100.
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Figure 8: Left: IAC for m vs number of particles N = 1, 2, . . . , 10, 20, . . . , 100 with T = 0. Right: IAC for m vs
number of particles T = 0, 1, 2, . . . , 10, 20, . . . , 100 with N = 1.
5 for several values of N and T = 0. Each run generates K = 106 samples of which the last 3K/4
are used to compute the IAC for m. Note that we also include an MCMC move for the within model
variables zm at every iteration in order to ensure irreducibility, the details of this move can be found
given in Karagiannis and Andrieu [2013]. In order to illustrate the gains in terms of convergence
to equilibrium of our scheme we ran 3000 independent realisations of the algorithm started at the
same point x0 and estimated the expectations of fm(Xi) := I{Mt = m}, that is ENx0
[
fm(Xi)
]
, by
an ensemble average and report
∣∣pˆi(m)−k−1∑3000k=1 fm(X(k)t )∣∣ for m ∈ {1, . . . , 8} and N = 1, 10, 100
in Figure 7 where pˆi(m) was estimated by a realisation of length 106 with N = 90 and T = 50,
discarding the burn-in. We see that the approach reduces time to convergence to equilibrium by
the order of 50%, while variance reduction is automatic and of the order of 60% as illustrated in
Figure 8. We also provide results for the AIS scheme for illustration.
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5 State-space models: SMC and cSMC within MHAAR
In Section 4 we have shown how the generic MHAAR strategy which consists of averaging indepen-
dent estimates of the acceptance ratio could be helpful in the context of inference in state-space
models. Here we present an alternative where dependent estimates arising from a single conditional
SMC algorithm can be averaged in order to improve performance.
5.1 State-space models and cSMC
In its simplest form, a state-space model is comprised of a latent Markov chain {Zt; t ≥ 1} taking
its values in some measurable space (Z,Z) and observations {Yt; t ≥ 1} taking values in (Y,Y).
The latent process has initial probability with density µθ(z1) and transition density fθ(zt−1, zt),
dependent on a parameter θ ∈ Θ ⊂ Rdθ . An observation at time t is assumed conditionally
independent of all other random variables given Zt = zt and its conditional observation density is
gθ(zt, yt). The corresponding joint density of the latent and observed variables up to time T is
pθ(z1:T , y1:T ) = µθ(z1)
T∏
t=2
fθ(zt−1, zt)
T∏
t=1
gθ(zt, yt), (42)
from which the likelihood function associated to the observations y1:T can be obtained
lθ(y1:T ) :=
ˆ
XT
pθ(z1:T , y1:T )dz1:T . (43)
Note that the densities fθ and gθ could also depend on t, at the expense of notational complications,
and that T is here the time horizon of the time series and should not be confused with the number
of intermediate steps in AIS in the previous sections. We allow this abuse of notation since there
are no intermediate steps involved in the methodology for HMMs developed in this paper.
In order to go back to our generic notation, we let z = z1:T and y = y1:T . With a prior
distribution η(dθ) on θ with density η(θ), the joint posterior pi(d(θ, z)) has the density
pi(θ, z) ∝ η(θ)pθ(z, y)
so that pi(θ) ∝ η(θ)`θ(y) and piθ(z) := pθ(z | y) = pθ(z, y)/`θ(y).
The conditional sequential Monte Carlo (cSMC) algorithm for this state-space model is given
in Algorithm 6, where particles are initialised using distribution hθ(·) on (Z,Z) at time 1 and
propagated at times t > 1 using the transition kernel Hθ(·, ·) on (Z,Z). The cSMC algorithm is
an MCMC transition probability, akin to particle filters, particularly well suited to sampling from
piθ(dz) Andrieu et al. [2010]. It was recently shown in Lindsten and Schön [2012] that cSMC with
backward sampling Whiteley [2010] can be used efficiently as part of a more elaborate Metropolis-
within-Particle Gibbs algorithm in order to sample from the posterior distribution pi(d(θ, z)); see
Algorithm 7.
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Algorithm 6: cSMC
(
M, θ, z
)
Input: Number of particles M , parameter θ, current sample z
Output: Particles ζ = ζ(1:M)1:T , new sample z
′
1 Set ζ(1)1 = z1.
2 for i = 2, . . . ,M do
3 Sample ζ(i)1 ∼ hθ(·).
4 Compute w(i)1 = µθ
(
ζ
(i)
1
)
gθ
(
ζ
(i)
1 , y1
)
/hθ
(
ζ
(i)
1
)
.
5 for t = 2, . . . , T do
6 Set ζ(1)t = zt.
7 for i = 2, . . . ,M do
8 Sample a(i)t−1 ∼ P
(
w
(1)
t−1, . . . , w
(M)
t−1
)
and ζ(i)t ∼ Hθ
(
ζ
(a
(i)
t−1)
t−1 , ·
)
.
9 Compute w(i)t = fθ
(
ζ
(a
(i)
t−1)
t−1 , ζ
(i)
t
)
gθ
(
ζ
(i)
t , yt
)
/Hθ
(
ζ
(a
(i)
t−1)
t−1 , ζ
(i)
t
)
.
10 Sample kT ∼ P
(
w
(1)
T , . . . , w
(M)
T
)
and set z′T = ζ
(kT )
T .
11 for t = T − 1, . . . , 1 do
12 for i = 1, . . . ,M do
13 Compute w˜(i)t = w
(i)
t fθ
(
ζ
(i)
t , ζ
(kt+1)
t+1
)
.
14 Sample kt ∼ P
(
w˜
(1)
t , . . . , w˜
(M)
t
)
and set z′t = ζ
(kt)
t .
15 return ζ = ζ(1:N)1:T and z
′ = z′1:T .
Algorithm 7: Metropolis-within-particle Gibbs
Input: Current sample Xn = (θ, z)
Output: New sample Xn+1
1 Sample z′ ∼ cSMC(M, θ, z).
2 Sample θ′ ∼ q(θ, ·).
3 Return Xn+1 = (θ′, z′) with probability
min
{
1,
η(θ′)pθ′(z, y)q(θ′, θ)
η(θ)pθ(z, y)q(θ, θ′)
}
; (44)
otherwise return Xn+1 = (θ, z′).
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Retaining one path from the T ×M samples in the cSMC algorithm involved in Algorithm 7
may seem to be wasteful, and a natural idea is whether it is possible to make use of multiple, or
even use all possible, trajectories and average out the corresponding acceptance ratios (44). We
show that this is indeed possible with Algorithms 8 and 9 in the next section. We then show
that these schemes improve performance at a cost which can be negligible, in particular when a
parallel computing architecture is available. In order to avoid notational overload we postpone the
justification of the algorithms to Appendix C. Algorithms 8 and 9 are alternative to the recently
developed method
5.2 MHAAR with cSMC for state-space models
The law of the indices k := (k1, . . . , kT ) drawn in the backward sampling step in Algorithm 6 (lines
10-14) conditional upon ζ = ζ(1:M)1:T is given by
φθ(k | ζ) :=
wT (ζ
(kT )
T )∑M
i=1wT (ζ
(i)
T )
T−1∏
t=1
wt(ζ
(kt)
t )fθ(ζ
(kt)
t , ζ
(kt+1)
t+1 )∑M
i=1wt(ζ
(i)
t )fθ(ζ
(i)
t , ζ
(kt+1)
t+1 )
.
We introduce the Markov kernel which corresponds to the sampling of a trajectory z with backward-
sampling, conditional upon ζ,
Φˇθ(ζ,dz) =
∑
k∈[M ]T
φθ(k|ζ)δζ(k)(dz),
where we define [M ] = {1, . . . ,M} and ζ(k) := (ζ(k1)1 , . . . , ζ(kT )T ). Further, for any θ, θ′, θ˜ ∈ Θ, and
z, z′ ∈ ZT , define
r˚z,z′(θ, θ
′; θ˜) =
q(θ′, θ)η(θ′)pθ′(z′, y)pθ˜(z, y)
q(θ, θ′)η(θ)pθ˜(z′, y)pθ(z, y)
. (45)
In the following, we show that it is possible to construct unbiased estimators of r(θ, θ′) using cSMC,
provided we have a random sample z ∼ piθ(·). Specifically, this is achieved as the expected value of
r˚z,ζ(k)(θ, θ
′; θ˜) with respect to the backward sampling distribution on k,
r˚z,ζ(θ, θ
′; θ˜) :=
∑
k∈[M ]T
φθ˜(k|ζ )˚rz,ζ(k)(θ, θ′; θ˜). (46)
Theorem 3. For θ, θ′, θ˜ ∈ Θ and any M ≥ 1, let z ∼ piθ(·), ζ|z ∼ cSMC(M, θ˜, z) be the gener-
ated particles from the cSMC algorithm targeting piθ˜(·) with M particles, conditioned on z. Then,
r˚z,ζ(θ, θ
′; θ˜) is an unbiased estimator of r(θ, θ′).
Theorem 3 is original to the best of our knowledge and we find it interesting in several aspects.
Firstly, unlike the estimator in Metropolis-within-Particle Gibbs (Algorithm 7), the estimators in
Theorem 3 use all possible paths from the particles generated by the cSMC. Also, with a slight
modification one can similarly obtain unbiased estimators for pi(θ′)/pi(θ) which is in some applica-
tions of primary interest. The theorem is derived from Del Moral et al. [2010, Theorem 5.2] and
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the results in Andrieu et al. [2010] relating the laws of cSMC and SMC. The proof of the theorem
is left to Appendix C.
In particular, Theorem 3 motivates us to design an asymmetric MCMC algorithm which uses
the unbiased estimator mentioned in the theorem in its acceptance ratios. We present Algorithm
8 that is developed with this motivation. The algorithm requires a pair of functions θ˜1 : Θ2 → Θ
and θ˜2 : Θ2 → Θ that satisfy θ˜1(θ, θ′) = θ˜2(θ′, θ), in order to determine the intermediate parameter
value at which cSMC is run.
Algorithm 8: MHAAR for state-space models with cSMC-based estimator of the likelihood
ratio
Input: Current sample Xn = (θ, z), number of particles M ≥ 1
Output: New sample Xn+1
1 Sample θ′ ∼ q(θ, ·) and v ∼ U(0, 1)
2 if v ≤ 1/2 then
3 Set θ˜ = θ˜1(θ, θ′).
4 Run a cSMC(M, θ˜, z) targeting piθ˜ conditional on z to obtain ζ.
5 Sample k = (k1, . . . , kT ) with probability
φθ˜(k|ζ )˚rz,ζ(k) (θ,θ′;θ˜)∑
l∈[M ]T φθ˜(l|ζ )˚rz,ζ(l) (θ,θ′;θ˜)
and set z′ = ζ(k).
6 Set Xn+1 = (θ′, z′) with probability min{1, r˚z,ζ(θ, θ′; θ˜)}; otherwise reject the proposal
and set Xn+1 = (θ, z).
7 else
8 Set θ˜ = θ˜2(θ, θ′).
9 Run a cSMC(M, θ˜, z) targeting piθ˜ conditional on u
(1) = z to obtain ζ.
10 Sample k = (k1, . . . , kT ) with probability φθ˜(k|ζ) and set z′ = ζ(k).
11 Set Xn+1 = (θ′, z′) with probability min{1, 1/˚rz′,ζ(θ′, θ; θ˜)}; otherwise reject the proposal
and set Xn+1 = (θ, z).
The proof that Algorithm 8 is reversible is established in Appendix C.2. The proof has two
interesting by-products: (i) An alternative proof of Theorem 3, and (ii) another unbiased estimate
of r(θ, θ′) that uses all possible paths that can be constructed from the particles generated by a
cSMC, which is stated in the following corollary.
Corollary 1. For θ, θ′, θ˜ ∈ Θ and any M ≥ 1, let z ∼ piθ(·), ζ|z ∼ cSMC(M, θ˜, z) be the generated
particles from the cSMC algorithm with M particles at θ˜ conditioned on z, and z′|ζ ∼ Φˇθ˜(ζ, ·).
Then, 1/˚rz′,ζ(θ′, θ, θ˜) is an unbiased estimator of r(θ, θ′).
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5.3 Reduced computational cost via subsampling
The computations needed to implement Algorithm 8 can be performed with a complexity ofO(M2T )
upon observing that the unnormalised probability can be written as
φθ˜(k|ζ )˚rz,ζ(k)(θ, θ′; θ˜) =: κz,ζ(k) = κz,ζ,1(k1)
T∏
t=2
κz,ζ,t(kt−1, kt)
for an appropriate choice for the functions κz,ζ,t. Indeed, the expression above implies that computa-
tion of r˚z,ζ(θ, θ′; θ˜) =
∑
k∈[M ]T κz,ζ(k) can be performed by a sum-product algorithm and sampling
k with probability proportional to κz,ζ(k) can be performed with a forward-filtering backward-
sampling algorithm. However, O(M2T ) can still be overwhelming, especially when M is large.
In the following, we introduce a computationally less demanding version of Algorithm 8 which
uses a subsampled version of (46) obtained from N paths drawn using backward sampling and still
preserves reversibility. Letting u = (u(1), . . . , u(N)) ∈ ZTN , consider
r˚Nz,u(θ, θ
′; θ˜) =
1
N
N∑
i=1
r˚z,u(i)(θ, θ
′; θ˜),
which is an unbiased estimator of (46) when u(1), . . . , u(N) iid∼ Φˇ(ζ, ·). In Algorithm 9 we present
the multiple paths BS-cSMC asymmetric MCMC algorithm which uses r˚Nz,u(θ, θ′; θ˜), but still targets
pi(d(θ, z)), as desired. The computational complexity of this algorithm is O(NMT ) per iteration
instead of O(M2T ); moreover, sampling N paths can be parallelised. Reversibility of the algorithm
with respect to pi(d(θ, z)) is proved in Appendix C.2.
Example 9. We consider the non-linear state-space of Example 7 for the same set-up. We conducted
experiments similar to those of Example 8, but using this time Algorithm 9 instead, for N = 1,
N = 10, N = 100 and M = 150 particles. The intermediate distribution used was similar, as
were the various proposal distributions. The results for convergence and IAC times are shown in
Figures 9 and 10 where the results from Example 7 are repeated in order to ease comparison. (Note
that, assuming perfect parallelisation and that the computation time of cSMC is proportional to the
number of particles, Algorithm 9 with M = 150 particles and Algorithm 4 with M = 100 particles
are equally costly. This is because of the non-parallelisable part of Q2 of Algorithm 4.)
Example 10. In this experiment, the true parameters are σ2v = 10 and σ2w = 1 and the data size
is T = 500. The prior and proposal parameters are the same as the previous example. We ran
Metropolis-within-Particle Gibbs of Lindsten and Schön [2012] in Algorithm 7. Number of particles
used in the cSMC moves is M = 100. For each configuration, 200 Monte Carlo runs for 100000
iterations are performed and the summary of the estimated IAC values from each run is reported
in Figure 11. One can see that increasing the number of paths improves the results. However, the
amount of improvement (at least for this seemingly not very challenging model) vanishes quickly
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Algorithm 9: MHAAR for state-space models with cSMC-based estimator of the likelihood
ratio - with reduced computation via subsampling
Input: Current sample Xn = (θ, z), number of particles M ≥ 1, number of backward paths
N ≥ 1
Output: New sample Xn+1
1 Sample θ′ ∼ q(θ, ·) and v ∼ U(0, 1).
2 if v ≤ 1/2 then
3 Set θ˜ = θ˜1(θ, θ′).
4 Run a cSMC(M, θ˜, z) to obtain the particles ζ.
5 Draw N paths with backward sampling, u(1), . . . , u(N) iid∼ Φˇθ˜(ζ, ·).
6 Sample k ∼ P (˚rz,u(1)(θ, θ′; θ˜), . . . , r˚z,u(N)(θ, θ′; θ˜)) and set z′ = u(k).
7 Set Xn+1 = (θ′, z′) with probability min{1, r˚Nz,u(θ, θ′; θ˜)}; otherwise reject and set
Xn+1 = (θ, z).
8 else
9 Set θ˜ = θ˜2(θ, θ′).
10 Sample k uniformly from {1, . . . , N} and set u(k) = z.
11 Run a cSMC(M, θ˜, z) to obtain particles ζ.
12 Draw N paths with backward sampling u(1), . . . , u(k−1), z′, u(k+1), . . . , u(N) iid∼ Φˇθ˜(ζ, ·).
13 Set Xn+1 = (θ′, z′) with probability min{1, 1/˚rNz′,u(θ′, θ; θ˜)}; otherwise reject and set
Xn+1 = (θ, z).
after N = 10; this is the reason we did not find necessary to look at the performance of Algorithm
8 for this example. In addition, the results suggest that the scenario N = 1 seems useful in that the
algorithm can beat Metropolis-within-Particle Gibbs for the same order of computation. Note that
the N = 1 case is also a recent algorithm, firstly proposed and analysed in Yıldırım et al. [2017],
with detailed comparisons with Metropolis-within-Particle Gibbs.
6 Discussion
In this paper, we exploit the ability to use more than one proposal scheme within a MH update. We
derive several useful MHAAR algorithms that enable averaging multiple estimates of acceptance
ratios, which would not be valid by using a standard single proposal MH update. The framework
of MHAAR is rather general and provides a generic way of improving performance of MH update
based algorithm for a wide range of problems. This is illustrated with doubly intractable models,
general latent variable models, trans-dimensional models, and general state-space models. Although
relevant in specific scenarios involving computations on serial machines, MHAAR algorithms are
particularly useful when implemented on a parallel architecture since the computation required to
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Figure 9: Convergence results for θ = (σ2v, σ2w) vs N in Algorithm 9 in comparison with Algorithm 4.
have an average acceptance ratio estimate can largely be parallelised. In particular our experiments
demonstrate significant reduction of the burn in period required to reach equilibrium, an issue for
which very few generic approaches exist currently.
6.1 Using SMC based estimators for the acceptance ratio
More broadly the framework of using asymmetric acceptance ratios allows us to exploit even more
general ratios of probabilities and plug them into MCMCs. For example, a non-trivial interesting
generalisation of the algorithms presented earlier is possible by replacing AIS with SMC. The gen-
eralisation is relevant when annealing is used, i.e. T > 0 and it is available for both the scenario
pi(x) = pi(θ) and pi(x) = pi(θ, z). Notice that in Algorithms 2 to 4, the acceptance ratios of the
asymmetric MCMC algorithm contain the factor
1
N
N∑
i=1
T∏
t=0
fθ,θ′,t+1(u
(i)
t )
fθ,θ′,t(u
(i)
t )
.
This average actually serves as an AIS estimator of the ratio of the normalising constants of the
unnormalised densities fθ,θ′,0 and fθ,θ′,T+1 of the initial and the last densities used in annealing.
For doubly intractable models, this quantity is Cθ/Cθ′ , whereas in latent variable models, it is
pi(θ′)/pi(θ). Although SMC is a well known alternative to AIS in estimating this ratio unbiasedly
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Figure 10: IAC times for θ = (σ2v, σ2w) vs N in Algorithm 9 in comparison with Algorithm 4.
[Del Moral et al., 2006], it is not obvious whether or how we can substitute SMC for AIS in proposal
kernels Q1 and Q2 and still preserve the detailed balance of the overall MCMC kernel with respect
to pi. It turns out that this is possible by using a SMC in Q1 and a series of backward kernels
followed by a cSMC in Q2. For interested readers, we present Q1 and Q2 with the corresponding
acceptance ratios, and the resulting algorithm in Appendix D.
6.2 Links to non-reversible algorithms
There has been recent interest in extending existing MCMC algorithms, especially those based on
MH, to algorithms having non-reversible Markov chains preserving pi as their invariant distribution.
The motivation behind such algorithms is the desire to design proposals based on the acceptance-
rejection information of the previous iterations so that the space X is explored more efficiently. For
example, it may be desirable to have a MH based Markov chain that moves in a certain direction as
long as the proposed values in that direction are accepted. In case of rejection, the direction of the
proposal is altered and the Markov chain is made to choose a new direction until the next rejection.
These non-reversible MH algorithms can be interpreted as using acceptance ratios involving two
different proposal mechanism (e.g. for different directions). Using two different proposals is in-
herent to our MHAAR algorithms, and we briefly show how MHAAR algorithms can be turned
into non-reversible MCMC. Consider one pair of such proposal mechanisms Q1(x,d(y, u)) and
Q2(x,d(y, u)) as considered throughout this paper. The acceptance ratios involved are denoted
r1,u(x, y) and r2,u(x, y) = 1/r1,u(y, x), depending no whether Q1 or Q2 is on the numerator or
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Figure 11: IAC for θ = (σ2v, σ2w) vs N in Algorithm 9 compared to Metropolis-within-Particle Gibbs (MwPG) in
Algorithm 7.
denominator. The non-reversible algorithm described in Algorithm 10 targets the extended distri-
bution pi(d(x, a)) := pi(dx)12 , where a ∈ {1, 2} and whose marginal is pi(dx) as desired, and generates
realisations {(Xn, An) ∈ X× {1, 2}, n ≥ 1} where An indicates which of Q1 or Q2 is to be used at
iteration n+ 1.
Algorithm 10: Non-reversible MHAAR
Input: Current sample and proposal state Xn = x, An = a
Output: New sample and proposal state Xn+1, An+1
1 Sample (y, u) ∼ Qa(x, ·)
2 Set (Xn+1, An+1) = (x′, a) with probability min{1, ra,u(x, y)}; otherwise reject and set
(Xn+1, An+1) = (x, 3− a).
One iteration of the algorithm is a composition of two reversible moves with respect to pi(d(x, a)):
Given (x, a), the first move consists of proposing y, a′ (and u) from Qa(x,d(y, u))I3−a(a′), accepting-
rejecting with probability min{1, ra,u(x, y)}, which is the corresponding asymmetric acceptance
probability for pi(d(x, a)). The second move simply switches the a-component: a→ 3− a, which is
reversible. We do not investigate this further here.
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A A general framework for PMR and MHAAR algorithms
Assume pi is a probability distribution defined on the measurable space (X,X ) and let Q1(·, ·) and
Q2(·, ·) be a pair of proposal kernels Q1(·, ·), Q2(·, ·) : X × (U ⊗ X ) → [0, 1], where U is a sigma-
algebra corresponding to an auxiliary random variable u defined on a measurable space (U,U). This
variable may or may not be present, and is for example ignored in the introductory Section 1.3. We
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first follow Tierney [1998] (in particular his treatment of Green [1995]’s framework) and introduce
the measure
νi
(
d(x, y, u)
)
: = pi(dx)Qi(x,d(y, u)) + pi(dy)Q3−i(y,d(x, u))
and for i ∈ {1, 2} the densities ηi(x, y, u) := d(pi ⊗ Qi)/dνi for (x, y, u) ∈ X2 × U. Now define the
measurable set
S :=
{
(x, y, u) ∈ X2 × U : η1(x, y, u) > 0 and η2(y, x, u) > 0
}
(47)
and let, for i ∈ {1, 2}
ri,u(x, y) :=
η3−i(y, x, u)/ηi(x, y, u) for (x, y, u) ∈ S,0 otherwise.
For ease of exposition, throughout the rest of the paper we may use the notation
pi(dy)Q3−i(y,d(x, u))
pi(dx)Qi(x,d(y, u))
=: ri,u(x, y),
which should not lead to any confusion. Further, for x ∈ X, we define the rejection probabilities
ρi(x) := 1−
ˆ
X×U
Qi(x, d(y, u)) min{1, ri,u(x, y)}, i = 1, 2.
In the theorem below we use the properties that for i ∈ {1, 2} and (x, y) ∈ S and u ∈ U, then
ri(x, y)r3−i(y, x) = 1 and νi
(
d(x, y, u)
)
= ν3−i
(
d(y, x, u)
)
. The following theorem serves as the
basis for proving the reversibility of all of the MHAAR algorithms developed in this paper.
Theorem 4. Consider the Markov transition kernel P˘ : X×X → [0, 1]
P˘ (x,dy) :=
2∑
i=1
1
2
[ˆ
U
Qi(x,d(y, u) min {1, ri,u(x, y)}+ δx(dy)ρi(x)
]
, x ∈ X (48)
then P˘ satisfies the detailed balance for pi.
Proof. For any bounded measurable function φ on X2:ˆ
X2×U
min {1, r1,u(x, y)}φ(x, y)pi(dx)Q1(x; d(y, u))
=
ˆ
X2×U
φ(x, y) min {1, r1,u(x, y)} η1(x, y, u)ν1
(
d(x, y, u)
)
=
ˆ
S
φ(x, y) min {1, r1,u(x, y)} r2,u(y, x)η2(y, x, u)ν1
(
d(x, y, u)
)
=
ˆ
X2×U
φ(x, y) min {1, r1,u(x, y)} r2,u(y, x)η2(y, x, u)ν2
(
d(y, x, u)
)
=
ˆ
X2×U
φ(x, y) min {1, r1,u(x, y)} r2,u(y, x)pi(dy)Q2(y; d(x, u))
=
ˆ
X2×U
φ(x, y) min {r2,u(y, x), 1}pi(dy)Q2(y; d(x, u)).
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As a result for φ as above,
2∑
i=1
1
2
ˆ
X2×U
φ(x, y) min {1, ri,u(x, y)}pi(dx)Qi(x; d(y, u))
=
2∑
i=1
1
2
ˆ
X2×U
φ(x, y) min {1, ri,u(y, x)}pi(dy)Qi(y; d(x, u)),
and detailed balance hence follows.
The following theorem validates the use of all the PMR algorithms in this paper, specifically the
algorithm corresponding to the kernel presented in (9) and the algorithms described in Propositions
1, 2 and 4.
Theorem 5. Let ϕ : U→ U be a measurable involution, that is such that ϕ ◦ϕ(u) = u for all u ∈ U
and with the set-up of Theorem 4 for a given kernel Q1(·, ·), let Q2(·, ·) be defined such that for any
measurable ψ : X2 × U→ [−1, 1]
ˆ
ψ(x, y, u)pi(dx)Q2
(
x, d(y, u)
)
=
ˆ
ψ(x, y, ϕ(u))pi(dx)Q1
(
x,d(y, u)
)
.
Then the Markov transition kernel
P˚ (x,dy) =
ˆ
U
Q1(x,d(y, u)) min {1, r1,u(x, y)}+ ρ1(x)δx(dy)
satisfies detailed balance with respect to pi.
Proof.
ν1
(
d(x, y, u)
)
= ν2
(
d(y, x, u)
)
First we show that ˆ
ψ(x, y, u)ν1(d(x, y, u)) =
ˆ
ψ(x, y, ϕ(u))ν1(d(y, x, u)). (49)
This is because for ψ bounded and measurable
ˆ
ψ(x, y, u)ν1
(
d(x, y, u)
)
=
ˆ
ψ(x, y, u)(pi ⊗Q1)
(
d(x, y, u)
)
+
ˆ
ψ(x, y, ϕ(u))(pi ⊗Q1)
(
d(y, x, u)
)
=
ˆ
ψ(x, y, ϕ(u))(pi ⊗Q2)
(
d(x, y, u)
)
+
ˆ
ψ(x, y, ϕ(u))(pi ⊗Q1)
(
d(y, x, u)
)
=
ˆ
ψ(x, y, ϕ(u))ν1
(
d(y, x, u)
)
,
where we have used our assumption on pi ⊗Q2 on the first and second line, together with the fact
that ϕ is an involution, and the definition of ν1 on the last line. As a result one can establish that
η2(x, y, u) = η1(x, y, ϕ(u)).
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Indeed, for ψ bounded and measurable,
ˆ
ψ(x, y, u)η2(x, y, u)ν2
(
d(x, y, u)
)
=
ˆ
ψ(x, y, u)pi ⊗Q2
(
d(x, y, u)
)
=
ˆ
ψ(x, y, ϕ(u))pi ⊗Q1
(
d(x, y, u)
)
=
ˆ
ψ(x, y, ϕ(u))η1(x, y, u)ν1
(
d(x, y, u)
)
=
ˆ
ψ(x, y, u)η1(x, y, ϕ(u))ν1
(
d(y, x, u)
)
=
ˆ
ψ(x, y, u)η1(x, y, ϕ(u))ν2 (d(x, y, u)) ,
where we have used (49) on the fourth line. Now for φ : X2 → [−1, 1] measurable
ˆ
X×U×X
φ(x, y) min {1, r1,u(x, y)}pi(dx)Q1(x, d(y, u))
=
ˆ
S
φ(x, y) min {1, r1,u(x, y)} η1(x, y, u)
η1(y, x, ϕ(u))
η1(y, x, ϕ(u))ν1(d(x, y, u))
=
ˆ
S
φ(x, y) min
{
r1,ϕ(u)(y, x), 1
}
η1(y, x, ϕ(u))ν1(d(x, y, u))
=
ˆ
S
φ(x, y) min {r1,u(y, x), 1} η1(y, x, u)ν1(d(y, x, u)),
and reversibility follows.
A.1 Specialisation to two specific scenarios
Although the general framework described in Theorem 4 is quite broad, our algorithms exploit it
in specific ways. In this subsection, we aim to provide some insight into the ways we exploit these
ideas in this paper. Recall that we either have x = θ in the single variable case or x = (θ, z) in the
scenario where the model involves latent variables. Throughout the paper, we design algorithms
where both Q1(·, ·) and Q2(·, ·) use the same proposal distribution for θ′, that is q(θ, ·) and differ
in the way they sample the auxiliary variables (and z′ in the latent variables scenario) such that
Q1(·, ·) and Q2(·, ·) complement each other to produce acceptance ratio estimators whose statistical
properties increase with (parallelisable) computations.
A.1.1 Single variable scenario
Here we have x = θ. Let {Q(1)θ,θ′(·) : θ, θ′ ∈ Θ} and {Q(2)θ,θ′(·) : θ, θ′ ∈ Θ} be two families of probability
distributions defined on (U,U) and ωθ,θ′ : U → [0,∞) satisfying the condition, for θ, θ′ ∈ Θ and
u ∈ U,
Q
(2)
θ′,θ(du) = Q
(1)
θ,θ′(du)ωθ,θ′(u), (50)
54
so that the expected value of ωθ,θ′(·) with respect to Q(1)θ,θ′(·) (as well as the expected value of
ω−1θ,θ′(·) with respect to Q(2)θ′,θ(·) if ωθ,θ′(·) > 0) is 1. Then the Radon-Nikodym derivative evaluated
for (θ, u, θ′) ∈ S as defined above,
ru(θ, θ
′) =
pi(dθ′)q(θ′,dθ)Q(2)θ′,θ(du)
pi(dθ)q(θ,dθ′)Q(1)θ,θ′(du)
= r(θ, θ′)ωθ,θ′(u). (51)
Note that this ratio is an unbiased estimator of the acceptance ratio of the marginal distribution,
r(θ, θ′); therefore useful algorithm can be constructed if (i) r(θ, θ′)ωθ,θ′(u) can be evaluated, and
(ii) the variance of of ωθ,θ′ can be controlled. It follows exactly from (51) and Theorem 4 that we
can construct a reversible Markov kernel using acceptance ratios involving ru(θ, θ′) as in Theorem
4 with
Q1(θ,d(θ
′, u)) = q(θ,dθ′)Q(1)θ,θ′(du), Q2(θ,d(θ
′, u)) = q(θ,dθ′)Q(2)θ,θ′(du).
If, in addition, for any measurable and bounded function φ we have
´
φ(u)Q
(2)
θ,θ′(du) =
´
φ ◦
ϕ(u)Q
(1)
θ,θ′(du) for some involution ϕ, we are precisely in the frame of the pseudo-marginal ratio
algorithms discussed in Nicholls et al. [2012], whose transition kernel is given in Theorem 5.
A.1.2 Latent model scenario
Here we have x = (θ, z) with pi(dx) = pi(dθ)piθ(dz). Let {Q(1)θ,θ′,z(·) : θ, θ′ ∈ Θ} and {Q(2)θ,θ′,z(·) : θ, θ′ ∈
Θ, z ∈ Z} be two families of probability distributions defined on (Z× U,Z ⊗ U) and ωθ,θ′ : Z×U→
[0,∞) satisfying the condition
piθ′(dz
′)Q(2)θ′,θ,z′(d(z, u)) = piθ(dz)Q
(1)
θ,θ′,z(d(z
′, u))ωθ,θ′(z, u),
so that the expected value of ωθ,θ′(z, u) with respect to piθ(dz)Q
(1)
θ,θ′,z(d(z
′, u)) is 1. Just as in the
single variable case, consider the Radon-Nikodym derivative again:
ru(x, x
′) =
pi(dx′)q(θ′,dθ)Q(2)θ′,θ,z′(d(z, u))
pi(dx)q(θ,dθ′)Q(1)θ,θ′,z(d(z′, u))
= r(θ, θ′)ωθ,θ′(z, u). (52)
Note that this ratio is an unbiased estimator of the acceptance ratio of the marginal distribution,
r(θ, θ′); therefore useful a algorithm can be constructed if (i) r(θ, θ′)ωθ,θ′(z, u) can be evaluated and
(ii) the variance of of ωθ,θ′ can be controlled. We can construct a reversible Markov kernel using
Q1(·, ·) and Q2(·, ·) as:
Q1(x,d(x
′, u)) = q(θ,dθ′)Q(1)θ,θ′,z(d(z
′, u)), Q2(x, d(x′, u)) = q(θ,dθ′)Q
(2)
θ,θ′,z(d(z
′, u)).
Similarly, if, in addition, for any bounded measurable function φ we have
´
φ(z, u)piθ(dz)Q
(2)
θ,θ′,z(d(z
′, u)) =´
φ(z, ϕ(u))piθ(dz)Q
(1)
θ,θ′,z(d(z
′, u)) for some some involution ϕ : U → U, we can use the transition
kernel given in Theorem 5 and we end up precisely in the framework of the pseudo-marginal ratio
algorithms for latent variable models discussed in Section 4.
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A.2 Generalisation and theoretical sub-optimality
One can be more general than having a single pair of proposal distributions and sampling them
with equal probabilities. In the following, we will consider multiple pairs and sampling among
proposal distributions with state-dependent probabilities. Then we will investigate the statistical
properties of this scheme by comparing it to an ideal but non-implementable algorithm in terms of
Peskun order. For some m ∈ N let {Qij(·, ·), i, j ∈ {1, . . . ,m}} be a family of proposal kernels each
from (X,X ) to (X × U,X × U) and {βij : X → [0, 1], i, j ∈ {1, . . . ,m}} such that for any x ∈ X,∑m
i,j=1 βij(x) = 1. Define the Markov transition kernel
P˘ (x,dy) :=
m∑
i=1
m∑
j=1
βij(x)
[ˆ
U
Qij(x, d(y, u)) min {1, rij,u(x, y)}+ δx(dy)ρij(x)
]
, x ∈ X (53)
where the acceptance ratios are
rij,u(x, y) :=
pi(dy)Qji(y,d(x, u))
pi(dx)Qij(x, d(y, u))
βji(y)
βij(x)
, i, j = 1, . . . ,m,
on some set S˚ij ⊂ X× U× X where the measures pi(dy)Qji(y,d(x, u)) and pi(dx)Qij(x,d(y, u)) are
equivalent (see the beginning of Appendix A) and 0 < βij(x)βji(y) <∞ and set to zero otherwise,
while the rejection probabilities at x ∈ X corresponding to all the updates are given by
ρij(x) := 1−
ˆ
U×X
Qij(x,d(y, u)) min{1, rij,u(x, y)}, i, j = 1, . . . ,m.
Reversibility of P˘ can be proven very similarly to Theorem 4, therefore it is only stated as a corollary
below.
Corollary 2. The MHAAR algorithm with transition kernel P˘ in (53) satisfies detailed balance for
pi.
The standard MH algorithm is recovered, for example, in the situation where β11(x) = 1. The
single pair version is recovered with β12(x) = β21(x) = 1/2 and Q12(·, ·) = Q1(·, ·), Q21(·, ·) =
Q2(·, ·). Algorithm 5 corresponds to the special case where β12(x) + β21(x) = 1.
The following interpretation of P˘ points to a theoretical sub-optimality of asymmetric MCMC
a careful reader may point to. Indeed, from (53), the auxiliary variable u ∈ U and the proposed
value y ∈ X are sampled from
Q˘(x, ·) :=
m∑
i=1
m∑
j=1
βij(x)Qij(x, ·),
and the proposed value is accepted with probability
α˘u(x, y) :=
m∑
i=1
m∑
j=1
βij(x)Qij(x,d(y, u))
Q˘(x, d(y, u))
min{1, rij,u(x, y)}.
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Application of Jensen’s inequality shows that for x, y ∈ X, u ∈ U, we have
α˘u(x, y) ≤ min
1,
m∑
i=1
m∑
j=1
βij(x)Qij(x,d(y, u))
Q˘(x, d(y, u))
rij,u(x, y)

= min
1,
m∑
i=1
m∑
j=1
βij(x)Qij(x,d(y, u))
Q˘(x, d(y, u))
βji(y)pi(dy)Qji(y,d(x, u))
βij(x)pi(dx)Qij(x,d(y, u))

= min
{
1,
pi(dy)Q˘(y,d(x, u))
pi(dx)Q˘(x, d(y, u))
}
=: αu(x, y), (54)
which is the acceptance probability of a pseudo-marginal ratio MH algorithm P˚ withQ1(·, ·) = Q˘(·, ·)
and ϕ(u) = u (see Theorem 5). From Peskun’s result Tierney [1998] we deduce that for this
common proposal distribution Q˘, the update P˘ has worse performance properties in terms of both
asymptotic variance and right spectral gap than P˚ . It is therefore natural to question the interest
of updates such as P˘ . An argument already noted by Tjelmeland and Eidsvik [2004], Andrieu
and Thoms [2008], is that computing the acceptance ratio in (54) is generally substantially more
computationally expensive than computing r˘ij(x, y), which may offset any theoretical advantage in
practice. It may also be that defining a desirable acceptance ratio is theoretically impossible using
the standard approach, or that practical evaluation of the acceptance ratio is impossible. This is
the case for numerous examples, including Example 4, for which
αu(θ, θ
′) = r(θ, θ′)
[∏N
i=1 gθ(u
(i))/Cθ r˚u(k)(θ
′, θ)/˚rNu (θ′, θ) +N−1gθ(u(k))/Cθ
∏
i 6=k gθ′(u
(i))/Cθ′
][∏N
i=1 gθ′(u
(i))/Cθ′ r˚u(k)(θ, θ
′)/˚rNu (θ, θ′) +N−1gθ′(u(k))/Cθ′
∏
i 6=k gθ(u(i))/Cθ
] ,
for N ≥ 1 and where we note that the unknown normalising constants do not cancel.
B Justification of AIS and an extension
We provide here a short justification of the AIS of Crooks [1998], Neal [2001], as presented in
Karagiannis and Andrieu [2013], and an extension of it that is useful in this paper. Here τ represents
the number of intermediate distributions introduced, while µ0 and µτ+1 are the distributions of
which we want the normalising constants as we assume that we only know them up to normalising
constants i.e. we know the unnormalised distributions ν0 = µ0Z0 and ντ+1 = µτ+1Zτ+1.
Theorem 6. Let
{
µt, t = 0, . . . , τ + 1
}
for some τ ∈ N be a family of probability distributions on
some measurable space
(
E, E) such that for t = 0, . . . , τ µt  µt+1. Let {Πt, t = 1, . . . , τ} be a family
of Markov transition kernels Πt : E× E → [0, 1] such that for any t = 1, . . . , τ , Πt is µt−reversible.
Let us define the following probability distributions on
(
Eτ+1, Eτ+1), ←−Π := µτ+1 × Πτ × · · · × Π1
and
−→
Π := µ0 × Π1 × · · · × Πτ for τ ≥ 1 and ←−Π := µτ+1 and −→Π := µ0 for τ = 0. Then for any
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x0:τ ∈ Eτ+1
←−
Π
(
d(xτ , . . . , x0)
)
=
τ∏
t=0
µt+1
(
dxt
)
µt
(
dxt
) −→Π(d(x0, . . . , xτ )).
Proof. The case τ = 0 is direct. Assume τ ≥ 1, we show by induction that for any j = 1, . . . , τ
←−
Π
(
d(xτ , . . . , x0)
)
=
[
j∏
t=1
µτ−t+2
(
dxτ+1−t
)
µτ−t+1
(
dxτ+1−t
)Πτ+1−t(xτ−t,dxτ−t+1)]µτ−j+1(dxτ−j) τ∏
t=j+1
Πτ−t+1
(
xτ−t+1, dxτ−t
)
,
with the convention
∏τ
t=τ+1 = I. First we check the result for j = 1
←−
Π
(
d(xτ , . . . , x0)
)
= µτ+1
(
dxτ
) τ∏
t=1
Πτ−t+1
(
xτ−t+1,dxτ−t
)
=
µτ+1
(
dxτ
)
µτ
(
dxτ
) µτ(dxτ)Πτ(xτ , dxτ−1) τ∏
t=2
Πτ−t+1
(
xτ−t+1, dxτ−t
)
=
µτ+1
(
dxτ
)
µτ
(
dxτ
) µτ(dxτ−1)Πτ(xτ−1,dxτ) τ∏
t=2
Πτ−t+1
(
xτ−t+1,dxτ−t
)
,
where we have used µτ  µτ+1 and the fact that Πτ is µτ−reversible. Now assume the result true
for some 1 ≤ j ≤ τ − 1 and τ ≥ 2, then using similar arguments as above,
µτ−j+1
(
dxτ−j
)
Πτ−j
(
xτ−j ,dxτ−j−1
)
=
µτ−j+1
(
dxτ−j
)
µτ−j
(
dxτ−j
) µτ−j(dxτ−j)Πτ−j(xτ−j ,dxτ−j−1)
=
µτ−j+1
(
dxτ−j
)
µτ−j
(
dxτ−j
) µτ−j(dxτ−j−1)Πτ−j(xτ−j−1,dxτ−j),
from which the intermediate claim follows for j + 1. Now for j = τ we obtain the claimed result
after a change of variables t← τ + 1− t in the product.
Corollary 3. Assume that we have access to unnormalised versions of the probability distributions,
say νt = µtZt. Then
←−
Π
(
d(xτ , . . . , x0)
)
=
τ∏
t=0
Zt
Zt+1
νt+1
(
dxt
)
νt
(
dxt
) −→Π(d(x0, . . . , xτ )),
and therefore
τ∏
t=0
νt+1
(
dxt
)
νt
(
dxt
) −→Π(d(x0, . . . , xτ )) =←−Π(d(xτ , . . . , x0)) τ∏
t=0
Zt+1
Zt
=
←−
Π
(
d(xτ , . . . , x0)
)Zτ+1
Z0
,
which suggests and justifies the AIS estimator.
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The following extension of the result above turns out to be of practical interest.
Theorem 7. Let τ ≥ 2, {µt, t = 1, . . . , τ} and {Πt, t = 2, . . . , τ − 1} be as in Theorem 6 above but
assume now that µ0 and µτ+1 are defined on a potentially different measurable space (F,F). Further
let
−→
Π 1,
←−
Π τ : F× E → [0, 1] and ←−Π 1,−→Π τ : E× F → [0, 1] be Markov kernels satisfying the following
properties
µ0
(
dx0
)−→
Π 1
(
x0,dx1
)
= µ1
(
dx1
)←−
Π 1
(
x1,dx0
)
,
and
µτ
(
dxτ−1
)−→
Π τ
(
xτ−1,dxτ
)
= µτ+1
(
dxτ
)←−
Π τ
(
xτ , dxτ−1
)
.
Define −→
Π := µ0 ×−→Π 1 ×Π2 · · · × −→Π τ ,
and ←−
Π := µτ+1 ×←−Π τ ×Πτ−1 · · · ×←−Π 1.
Then
←−
Π
(
d(xτ , . . . , x0)
)
=
τ−1∏
t=1
µt+1
(
dxt
)
µt
(
dxt
) −→Π(d(x0, . . . , xτ )).
Proof. The proof follows from manipulations similar to those of Theorem 6. We have,
←−
Π
(
d(xτ , . . . , x0)
)
= µτ+1
(
dxτ
)←−
Π τ
(
xτ , dxτ−1
) [τ−1∏
t=2
Πτ−t+1
(
xτ−t+1, dxτ−t
)]←−
Π 1(x1, dx0)
=
[
µτ
(
dxτ−1
)
µτ−1
(
dxτ−1
)−→Π τ(xτ−1,dxτ)] [µτ−1(dxτ−1) τ−1∏
t=2
Πt
(
xt, dxt−1
)]←−
Π 1(x1,dx0)
=
[
µτ
(
dxτ−1
)
µτ−1
(
dxτ−1
)−→Π τ(xτ−1,dxτ)] [{τ−1∏
t=2
µt
(
dxt−1
)
µt−1
(
dxt−1
)} τ−1∏
t=2
Πt
(
xt−1, dxt
)
µ1
(
dx1
)]←−
Π 1(x1,dx0)
=
{
τ−1∏
t=1
µt+1
(
dxt
)
µt
(
dxt
) }[−→Π τ(xτ−1,dxτ) τ−1∏
t=2
Πτ−t+1
(
xτ−t,dxτ−t+1
)−→
Π 1
(
x0, dx1
)
µ0
(
dx0
)]
=
{
τ−1∏
t=1
µt+1
(
dxt
)
µt
(
dxt
) }−→Π (d(x0, . . . , xτ ))
where on the second and fourth line we have used the two conditions on the arrowed kernels, and
the third line is obtained by applying Theorem 6.
Remark 5. The additional conditions are satisfied, for example, if F = E, µ0 = µ1, µτ = µτ+1,−→
Π 1 =
←−
Π 1 is µ1− reversible and likewise −→Π τ = ←−Π τ is µτ−reversible, taking us to the standard
AIS setting (with repeats at the ends). However, the generalisation obtained by those additional
conditions allow for more general scenarios of interest, in particular for annealing to occur on a
space different from that where µ0 and µτ+1 are defined. The application of our methodology for
trans-dimensional models indeed requires this generalisation; see Sections 4.4 and4.5.
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C Auxiliary results and proofs for cSMC based algorithms
First, we lay out some useful results on SMC, cSMC, for the state-space model defined in Section
5.1 dropping θ from the notation. For notational simplicity we will consider the bootstrap particle
filter where the particles are initiated from the initial distribution and propagated from the state
transition, so that h(dζ(i)1 ) = µ(dζ
(i)
1 ) and H(ζ
a
(i)
t−1
t−1 ,dζ
(i)
t ) = f(ζ
a
(i)
t−1
t−1 ,dζ
(i)
t ) in Algorithm 6 and the
particle weight is simply the observation density, wt(ζ
(i)
t ) = g(yt|ζ(i)t ). Note that our results can be
extended to other choices of h and H.
It is standard that the law of a particle filter with M particles and multinomial resampling for
ζ ∈ ZMT and a ∈ [M ]M(T−1) is [Andrieu et al., 2010]
ψ
(
d(ζ, a)
)
=
M∏
i=1
µ(dζ
(i)
1 )
T∏
t=2

M∏
i=1
wt−1(ζ
(a
(i)
t−1)
t−1 )∑M
j=1wt−1(ζ
(j)
t−1)
f(ζ
(a
(i)
t−1)
t−1 , dζ
(i)
t )
 .
What is important for us is that the marginal distribution ψ
(
dζ
)
has a simple form
ψ
(
dζ
)
=
M∏
i=1
µ(dζ
(i)
1 )
T∏
t=2
{
M∏
i=1
∑M
j=1wt−1(ζ
(j)
t−1)f(ζ
(j)
t−1,dζ
(i)
t )∑M
j=1wt−1(ζ
(j)
t−1)
}
.
Now, letting C := `(y) (recall y = y1:T ) and its estimator Cˆ(ζ) :=
∏T
t=1
1
M
∑M
i=1wt(ζ
(i)
t ), we
introduce
ψ¯
(
dζ
)
:= ψ
(
dζ
) Cˆ(ζ)
C
. (55)
We know from Andrieu et al. [2010] that this is a probability distribution, and is a way of justifying
that Cˆ(ζ) is an unbiased estimator of C–note that the ancestral history is here integrated out. For
ζ ∈ ZMT and k = (k1, . . . , kT ) ∈ [M ]T , let ζ(k) = (ζ(k1)1 , . . . , ζ(kT )T ). Furthermore, for z ∈ ZT and
ζ ∈ ZMT , define the (extended) cSMC kernel
Φ(z, d(k, ζ)) :=
1
MT
δz(dζ
(k))
M∏
i 6=k1
µ(dζ
(i)
1 )
T∏
t=2

M∏
i=1,i 6=kt
∑M
j=1wt−1(ζ
(j)
t−1)f(ζ
(j)
t−1, dζ
(i)
t )∑M
j=1wt−1(ζ
(j)
t−1)
 ,
with its marginal Φ(z,dζ) =
∑
k∈[M ]T Φ(z, d(k, ζ)). Recall the law of the indices used in the
backward-sampling procedure in order to draw a path ζ(k),
φ(k|ζ) := wT (ζ
(kT )
T )∑M
i=1wT (ζ
(i)
T )
T∏
t=2
wt−1(ζ
(kt−1)
t−1 )f(ζ
(kt−1)
t−1 , ζ
(kt)
t )∑M
i=1wt−1(ζ
(i)
t−1)f(ζ
(i)
t−1, ζ
(kt)
t )
.
with a convention for f when t = 1. Finally, define the joint distribution of the indices and path
drawn via backward sampling,
Φˇ(ζ,d(k, z)) = φ(k | ζ)δζ(k)(dz).
and its marginal Φˇ(ζ,dz) =
∑
k∈[M ]T Φˇ(ζ,d(k, z)).
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Lemma 1. For any z ∈ ZT , k ∈ [M ]T , and ζ ∈ ZMT ,
pi(dz)Φ(z,d(k, ζ)) = ψ¯
(
dζ
)
Φˇ(ζ,d(k, z)).
Proof. For the left hand side, we have
pi
(
dz
)
Φ(z, d(k, ζ)) =
1
MT
pi(dz)δz(dζ
(k))
×
M∏
i=1,i 6=k1
µ(dζ
(i)
1 )
T∏
t=2

M∏
i=1,i 6=kt
∑M
j=1wt−1(ζ
(j)
t−1)f(ζ
(j)
t−1, dζ
(i)
t )∑M
j=1wt−1(ζ
(j)
t−1)
 .
For the right hand side, first we note the identity
ψ¯
(
dζ
)
φ(k | ζ) = 1
MT
pi(dζ(k))
M∏
i=1,i 6=k1
µ(dζ
(i)
1 )
T∏
t=2

M∏
i=1,i 6=kt
∑M
j=1wt−1(ζ
(j)
t−1)f(ζ
(j)
t−1, dζ
(i)
t )∑M
j=1wt−1(ζ
(j)
t−1)

so that we get
ψ¯
(
dζ
)
Φˇ(ζ,d(k, z)) =
1
MT
pi(dζ(k))δζ(k)(dz)
×
M∏
i=1,i 6=k1
µ(dζ
(i)
1 )
T∏
t=2

M∏
i=1,i 6=kt
∑M
j=1wt−1(ζ
(j)
t−1)f(ζ
(j)
t−1, dζ
(i)
t )∑M
j=1wt−1(ζ
(j)
t−1)

which is equal to pi
(
dz
)
Φ(z, d(k, ζ)).
Lemma 1 immediately leads to the following corollaries which will be useful in the subsequent
proofs.
Corollary 4. For any z ∈ ZT and ζ ∈ ZMT ,
pi(dz)Φ(z, dζ) = ψ¯
(
dζ
)
Φˇ(ζ,dz).
Corollary 5. For any N ≥ 1 (z, u(1), . . . , u(N)) ∈ Z(N+1)T , (k,k(1), . . . ,k(N)) ∈ [M ](N+1)T , and
ζ ∈ ZMT ,
pi(dz)Φ
(
z,d(k, ζ)
) N∏
i=1
Φˇ(ζ,d(k(i), u(i))) = ψ¯
(
dζ
)
Φˇ(ζ,d(k, z))
N∏
i=1
Φˇ(ζ,d(k(i), u(i)))
which establishes that z, u(1), . . . , u(N) are exchangeable under the joint distribution
pi(dz)
ˆ
ζ
Φ
(
z, dζ
) N∏
i=1
Φˇ(ζ,du(i)) = ψ¯
(
dζ
) ˆ
ζ
Φˇ(ζ,dz)
N∏
i=1
Φˇ(ζ,du(i)).
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C.1 Proof of unbiasedness for the acceptance/likelihood ratio estimator of Al-
gorithm 8
From here on, we have θ back in the notation. Let F : ZT → R be a real-valued function and
given ζ ∈ ZTM , denote Φˇθ(ζ, F ) its conditional expectation with respect to the backward sampling
distribution Φˇθ(ζ, ·),
Φˇθ(ζ, F ) =
∑
k∈[M ]T
F (ζ(k))φθ(k|ζ).
which is a function of ζ. It is a result from Del Moral et al. [2010, Theorem 5.2] that for any
F : ZT → R, the expectation of Φˇθ(ζ, F ), scaled by Cˆθ(ζ)/Cθ, with respect to the law of SMC, ψθ
is piθ(F ):
ψθ
(
Cˆθ(ζ)
Cθ
Φˇθ(ζ, F )
)
= piθ(F ).
The crucial point here is that we can rewrite the identity above in terms of ψ¯θ as
ψ¯θ
(
Φˇθ(ζ, F )
)
= piθ(F ). (56)
owing to (55). Now, we have the necessary intermediate results to prove Theorem 3.
Proof. (Theorem 3) Let γθ(z) := pθ(z, y) be the unnormalised density for piθ(z) so that γθ(z) =
pi(θ)`θ(y). We can write the estimator in (46) as
r˚z,ζ(θ, θ
′; θ˜) =
q(θ′, θ)
q(θ, θ′)
η(θ′)
η(θ)
γθ˜(z)
γθ(z)
Φˇθ˜
(
ζ,
γθ′
γθ˜
(·)
)
.
The expectation of r˚z,ζ(θ, θ′; θ˜) with respect to the law of the mechanism described in Theorem 3
that generates r˚z,ζ(θ, θ; θ˜) is ˆ
piθ(dz)Φθ˜(z, dζ )˚rz,ζ(θ, θ
′; θ˜).
To see that this is indeed r(θ, θ′), firstly observe that
piθ(dz)
γθ˜(z)
γθ(z)
=
γθ˜(z)
γθ(z)
piθ(z)
piθ˜(z)
piθ˜(dz) =
`θ˜(y)
`θ(y)
piθ˜(dz). (57)
Secondly, using Corollary 4, we have
piθ˜(dz)Φθ˜(z, dζ)Φˇθ˜
(
ζ,
γθ′
γθ˜
(·)
)
= ψ¯θ˜(dζ)Φˇθ˜
(
ζ,
γθ′
γθ˜
(·)
)
ψˇ(ζ,dz). (58)
Therefore, we haveˆ
piθ(dz)Φθ˜(z, dζ )˚rz,ζ(θ, θ
′; θ˜) =
q(θ′, θ)
q(θ, θ′)
η(θ′)
η(θ)
`θ˜(y)
`θ(y)
ˆ
ψ¯θ˜(dζ)Φˇθ˜
(
ζ,
γθ′
γθ˜
(·)
)
ψˇ(ζ,dz)
=
q(θ′, θ)
q(θ, θ′)
η(θ′)
η(θ)
`θ˜(y)
`θ(y)
piθ˜
(
γθ′
γθ˜
(·)
)
= r(θ, θ′)
62
where the first line is due to (57) and (58), the second line follows from (56) and the last line is due
to the identity piθ˜
(
γθ′/γθ˜
)
= `θ′(y)/`θ˜(y).
C.2 Proof of reversibility for Algorithms 8 and 9
First we show the reversibility of Algorithm 8 that uses the Rao-Blackwellised estimator of the
acceptance ratio
Theorem 8. The transition probability of Algorithm 8 satisfies the detailed balance with respect to
pi(d(θ, z)).
Proof. Let u = (k, ζ,k′) ∈ [M ]T ×ZTM × [M ]T . The proposal kernels that correspond to the moves
of Algorithm 8 are
QM1 (x,d(y, u)) = q(θ,dθ
′)Φθ˜1(θ,θ′)(z, d(k, ζ))
φθ˜1(θ,θ′)(k
′|ζ )˚rz,ζ(k′)(θ, θ′; θ˜1(θ, θ′))∑
l∈[M ]T φθ˜1(θ,θ′)(l|ζ )˚rz,ζ(l)(θ, θ′; θ˜1(θ, θ′))
δζ(k′)(dz
′),
QM2 (x,d(y, u)) = q(θ,dθ
′)Φθ˜2(θ,θ′)(z,d(k, ζ))Φˇθ˜2(θ,θ′)(ζ,d(k
′, z′)).
First, observe that, for any z, z′ ∈ ZT , and θ, θ′, θ˜ ∈ Θ, equation (45) can be rewritten as
r˚z,z′(θ, θ
′; θ˜) =
q(θ′, θ)
q(θ, θ′)
η(θ′)
η(θ)
pi(d(θ′, z′))
pi(d(θ˜, z))
pi(d(θ˜, z′))
pi(d(θ, z))
= r(θ, θ′)
piθ′(dz
′)
piθ˜(dz
′)
piθ˜(dz)
piθ(dz)
. (59)
From Corollary 5, for (θ, z) ∈ X, u = (k, ζ,k′) ∈ [M ]T × ZTM × [M ]T , and z′ ∈ ZT we have
piθ(z)Φθ(z,d(k, ζ))Φˇθ(ζ,d(k
′, z′)) = piθ(dz′)Φθ(z′,d(k′, ζ))Φˇθ(ζ,d(k, z)). (60)
Using those relations, and letting θ˜ = θ˜1(θ, θ′) = θ˜2(θ′, θ), we arrive the Radon-Nikodym derivative
pi(dθ′)piθ′(dz′)QM2 (y,d(x, u))
pi(dθ)piθ(dz)Q
M
1 (x,d(y, u))
= r(θ, θ′)
piθ′(dz
′)Φθ˜(z
′, d(k′, ζ))Φˇθ˜(ζ,d(k, z))
piθ(dz)Φθ˜(z,d(k, ζ))
φθ˜(k
′|ζ )˚r
z,ζ(k
′) (θ,θ′;θ˜)∑
l∈[M ]T φθ˜(l|ζ )˚rz,ζ(l) (θ,θ′;θ˜)
δζ(k′)(dz
′)
=
r(θ, θ′)
r˚z,z′(θ, θ′, θ˜)
piθ′(dz
′)
piθ˜(dz
′)
piθ˜(dz)Φθ˜(z,d(k, ζ))Φˇθ˜(ζ,d(k
′, z′))
piθ(dz)Φθ˜(z,d(k, ζ))Φˇθ˜(ζ,d(k
′, z′))
r˚z,ζ(θ, θ
′; θ˜)
=
r(θ, θ′)
r˚z,z′(θ, θ′, θ˜)
piθ′(dz
′)piθ˜(dz)
piθ˜(dz
′)piθ(dz)
piθ(dz)Φθ˜(z,d(k, ζ))Φˇθ˜(ζ,d(k
′, z′))
piθ(dz)Φθ˜(z,d(k, ζ))Φˇθ˜(ζ,d(k
′, z′))
r˚z,ζ(θ, θ
′; θ˜)
= r˚z,ζ(θ, θ
′; θ˜). (61)
The analysis in the proof above not only bears an alternative proof of Theorem 3 on the unbi-
asedness of (46) but also implicitly proves Corollary 1; as we show below.
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Proof. (Theorem 3) Equation (61) can be modified to obtain
piθ(dz)Φθ˜(z,d(k, ζ))
φθ˜(k
′|ζ )˚rz,ζ(k′)(θ, θ′; θ˜)∑
l∈[M ]T φθ˜(l|ζ )˚rz,ζ(l)(θ, θ′; θ˜)
δζ(k′)(dz
′)
r˚z,ζ(θ, θ
′; θ˜)
r(θ, θ′)
= piθ′(dz
′)Φθ˜(z
′,d(k′, ζ))Φˇθ˜(ζ,d(k, z)).
Integrating both sides with respect to all the variables except θ and θ′ leads toˆ
piθ(dz)Φθ˜(z,dζ )˚rz,ζ(θ, θ
′; θ˜) = r(θ, θ′)
upon noticing that r˚z,ζ(θ, θ′; θ˜) does not depend on k′ or z′ and the right hand side is a probability
distribution. Noting that piθ(dz)Φθ˜(z,dζ) is exactly the distribution of the mechanism described in
Theorem 3 that generates r˚z,ζ(θ, θ′; θ˜), we prove Theorem 3.
Proof. (Corollary 1) Similarly to the previous proof, we can write
piθ(dz)Φθ˜(z,d(k, ζ))Φˇθ˜(ζ,d(k
′, z′))
r(θ′, θ)
r˚z′,ζ(θ′, θ; θ˜)
= piθ(dz
′)Φθ˜(z
′,d(k′, ζ))
φθ˜(k|ζ )˚rz′,ζ(k)(θ′, θ; θ˜)∑
l∈[M ]T φθ˜(l|ζ )˚rz′,ζ(l)(θ′, θ; θ˜)
δζ(k′)(dz
′).
Again, integrating both sides with respect to all the variables except θ and θ′ leads toˆ
piθ(dz)Φθ˜(z, dζ)Φˇθ˜(ζ,dz
′)(1/˚rz′,ζ(θ′, θ; θ˜)) = r(θ, θ′).
Since 1/˚rz′,ζ(θ′, θ; θ˜) is the estimator in question in Corollary 1 and piθ(dz)Φθ˜(z, dζ)Φˇθ˜(ζ,dz
′) is
exactly the distribution of the described mechanism that generates it, we prove Corollary 1.
Next, we show the reversibility of Algorithm 9 that uses a subsampled version of the Rao-
Blackwellised acceptance ratio estimator.
Theorem 9. The transition probability of Algorithm 9 satisfies the detailed balance with respect to
pi(dx).
Proof. For any θ ∈ Θ and z ∈ ZT , define the kernel on (ZTN ,Z ⊗TN ) for N paths drawn via
backward sampling following cSMC at θ conditioned on z
Rθ(z,d(u
(1), . . . , u(N))) =
ˆ
ζ
Φθ
(
z,dζ
) N∏
i=1
Φˇθ(ζ,du
(i)).
By the exchangeability result of Corollary 5, it holds for any 0 ≤ k ≤ N that
piθ(du
(0))Rθ(u
(0), du(1:N)) = piθ(du
(k))Rθ(u
(k), du(−k)),
where u(−k) = (u(0), . . . , u(k−1), u(k+1), . . . , u(N)), and therefore
piθ(dz)δz(du
(0))Rθ(u
(0),du(1:N))δu(k)(dz
′) = piθ(dz′)δz′(du(k))Rθ(u(k), du(−k))δu(0)(dz). (62)
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Letting u = (u(0), . . . , u(N)), the proposal kernels that correspond to the moves of Algorithm 9 are
QM,N1
(
x; d(y, u, k)
)
= q(θ,dθ′)δz(du(0))Rθ˜1(θ,θ′)(u
(0), du(1:N))
r˚z,u(k)(θ, θ
′; θ˜1(θ, θ′))∑N
i=1 r˚z,u(i)(θ, θ
′; θ˜1(θ, θ′))
δu(k)(dz
′),
QM,N2
(
x; d(y, u, k)
)
= q(θ,dθ′)
1
N
δz(du
(k))Rθ˜2(θ′,θ)(u
(k),du(−k))δu(0)(dz).
Now we use (62), letting θ˜ = θ˜1(θ, θ′) = θ˜2(θ′, θ), we can write
piθ′(dz
′)QM,N2
(
y; d(x, u, k)
)
= q(θ′, dθ)
piθ′(dz
′)
piθ˜(dz
′)
1
N
piθ˜(dz
′)δz′(du(k))Rθ˜(u
(k),du(−k))δu(0)(dz)
= q(θ′, dθ)
piθ′(dz
′)
piθ˜(dz
′)
1
N
piθ˜(dz)δz(du
(0))Rθ˜(u
(0),du(1:N))δu(k)(dz
′).
Exploiting the relation between above and
piθ(dz)Q
M,N
1
(
x; d(y, u, k)
)
= q(θ,dθ′)
piθ(dz)
piθ˜(dz)
piθ˜(dz)δz(du
(0))Rθ˜(u
(0), du(1:N))δu(k)(dz
′)
r˚z,z′(θ, θ
′; θ˜)∑N
i=1 r˚z,u(i)(θ, θ
′; θ˜)
,
and finally noting (59), we conclude
pi(dy)QM,N2
(
y; d(x, u, k)
)
pi(dx)QM,N1
(
x; d(y, u, k)
) = 1
N
N∑
i=1
r˚z,u(i)(θ, θ
′; θ˜).
D Substituting SMC for AIS in the acceptance ratio in MHAAR
To avoid repeats, we restrict ourselves to the description of the generalising Algorithm 4, i.e. when
pi(x) = pi(θ, z). Therefore, let us go back to the setting in Section 4, where we have the joint
distribution pi(x) = pi(θ, z), the unnormalised densities for the intermediate steps of AIS, piθ,θ′,t ∝
fθ,θ′,t, t = 0, . . . , T + 1, Rθ, and Rθ,θ′,t, t = 1, . . . , T , as detailed in Proposition 2.
Consider Q1 of Algorithm 4. Instead of AIS in Algorithm 4, we want the sample paths u
(i)
0:T ,
i = 1, . . . , N to interact via an SMC algorithm that uses resampling in the annealing steps. Recalling
the definition for Qθ,θ′,z in equation (19), the SMC algorithm that executes this change has the
following unnormalised target distribution
Aˆθ,θ′z(du) = Qθ,θ′,z(du)
T∏
t=0
fθ,θ′t+1(ut)
fθ,θ′t(ut)
. (63)
Let us define Cθ,θ′,z :=
´
Aˆθ,θ′,z(du) so that the normalised target distribution of the SMC is
Aθ,θ′,z(du) =
Aˆθ,θ′z(du)
Cθ,θ′,z
. (64)
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One important observation is that
ˆ
piθ(dz)Cθ,θ′,z =
pi(θ′)
pi(θ)
.
Denote all the particles generated by the SMC by ζ = u(1:N)0:T and let ψθ,θ′,z be the law of ζ with
respect to the SMC that targets Aθ,θ′,z. Notice that the ratio
Cˆθ,θ′,z(ζ) =
T∏
t=0
1
N
N∑
i=1
fθ,θ′,t+1(u
(i)
t )
fθ,θ′,t(u
(i)
t )
,
is the unbiased SMC estimator of Cθ,θ′,z, so that
ˆ
piθ(dz)ψθ,θ′,z(dζ)Cˆθ,θ′,z(ζ) =
pi(θ′)
pi(θ)
.
Then, a sensible candidate for the acceptance ratio would be
r˚Nζ (θ, θ
′) :=
q(θ′, θ)
q(θ, θ′)
Cˆθ,θ′,z(ζ).
It turns out that we can develop an SMC based MHAAR algorithm that uses r˚Nζ (θ, θ
′); this is shown
in Algorithm 11. We prove its reversibility in the subsequent theorem.
Theorem 10. The transition kernel of Algorithm 11 satisfies the detailed balance with respect to pi.
Proof. Since Cˆθ,θ′z(ζ) is an unbiased SMC estimator of Cθ,θ′,z, we can define the probability distri-
bution
ψ¯θ,θ′,z(dζ) =
Cˆθ,θ′,z(ζ)
Cθ,θ′,z
ψθ,θ′,z(dζ). (65)
Denote the law of all the particles in cSMC conditioned on u by Φθ,θ′(u, ·) and the law of the path
obtained by backward sampling given particles ζ by Φˇθ,θ′(ζ, ·). Then, Q1 and Q2 of Algorithm (11)
can be written as
Q1(x,d(y, ζ, u)) = q(θ,dθ
′)ψθ,θ′,z(dζ)Φˇθ,θ′(ζ,du)Rθ′(uT , dz′),
Q2(x,d(y, ζ, u)) = q(θ,dθ
′)Q¯θ,θ′,z(du)Rθ′(u0,dz′)Φθ′,θ(u,dζ).
where Q¯θ,θ′,z is defined with the involution ϕ(u0, . . . , uT ) = (uT , . . . , u0) as before. Note that in
practice, we do not need to generate or store all the variables involved in Q1 and Q2. This is reflected
in Algorithm 11 where there is no direct reference to u in Q1(x,d(y, ζ, u)) and Q2(x, d(y, ζ, u)).
Indeed, in the calculation of the acceptance ratio we only use (θ, z), ζ, and (θ′, z′). A similar
shortcut taken in the implementation of the algorithm is in the labelling of the conditioned path in
Q2. However; we choose to formally define Q1 and Q2 as above, since with those definitions it is
straightforward to show the detailed balance.
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Algorithm 11: MHAR for averaged SMC PMR estimators for general latent variable models
Input: Current sample Xn = x = (θ, z)
Output: New sample Xn+1
1 Sample θ′ ∼ q(θ, ·) and v ∼ U(0, 1).
2 if v ≤ 1/2 then
3 for i = 1, . . . , N do
4 Sample u(i)0 ∼ Rθ(z, ·).
5 for t = 1, . . . , T do
6 for i = 1, . . . , N do
7 Sample u(i)t ∼
∑N
j=1
w
(j)
t−1∑N
l=1 w
(l)
t−1
Rθ,θ′,t(u
(j)
t−1, ·), where w(j)t−1 =
fθ,θ′,t(u
(j)
t−1)
fθ,θ′,t−1(u
(j)
t−1)
.
8 Sample k ∼ P(w(1)T , . . . , w(N)T ) and z′ ∼ Rθ′(u(k)T , ·).
9 Set Xn+1 = (θ′, z′) with probability min{1, r˚Nζ (θ, θ′)}, otherwise set Xn+1 = x.
10 else
11 Sample u(1)T ∼ Rθ′(z, ·).
12 for t = T, . . . , 1 do
13 Sample u(1)t−1 ∼ Rθ,θ′,z(u(1)t , ·).
14 Sample z′ ∼ Rθ′(u(1)0 , ·).
15 for i = 2, . . . , N do
16 Sample u(i)0 ∼ Rθ′(z′, ·).
17 for t = 1, . . . , T do
18 for i = 2, . . . , N do
19 Sample u(i)t ∼
∑N
j=1
w
(j)
t−1∑N
l=1 w
(l)
t−1
Rθ′,θ,t(u
(j)
t−1, ·), where w(i)t =
fθ′,θ,t(u
(i)
t−1)
fθ′,θ,t−1(u
(i)
t−1)
.
20 Set Xn+1 = (θ′, z′) with probability min{1, 1/˚rNζ (θ′, θ)}, otherwise set Xn+1 = x.
Using equation (65), Corollary 4, and (63) in order, we have
ψθ,θ′,z(dζ)Φˇθ,θ′(ζ,du) =
Cθ,θ′,z
Cˆθ,θ′,z(ζ)
ψ¯θ,θ′,z(dζ)Φˇθ,θ′(ζ,du)
=
Cθ,θ′,z
Cˆθ,θ′,z(ζ)
Aθ,θ′,z(du)Φθ,θ′(u,dζ)
=
1
Cˆθ,θ′,z(ζ)
Aˆθ,θ′,z(du)Φθ,θ′(u,dζ)
=
1
Cˆθ,θ′,z(ζ)
T∏
t=0
fθ,θ′t+1(ut)
fθ,θ′t(ut)
Qθ,θ′,z(du)Φθ,θ′(u,dζ)
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Therefore, we arrive at the Radon-Nikodym derivative
pi(dy)Q2(y,d(x, ζ, u))
pi(dx)Q1(x, d(y, ζ, u))
=
q(θ′, θ)
q(θ, θ′)
pi(θ′)
pi(θ)
piθ′(dz
′)Q¯θ′,θ,z′(du)Rθ(u0, dz)
piθ(dz)Qθ,θ′,z(du)Rθ′(u0, dz′)
Cˆθ,θ′,z(ζ)∏T
t=0
fθ,θ′t+1(ut)
fθ,θ′t(ut)
=
q(θ′, θ)
q(θ, θ′)
pi(θ′)
pi(θ)
pi(θ)
pi(θ′)
T∏
t=0
fθ,θ′t+1(ut)
fθ,θ′t(ut)
Cˆθ,θ′,z(ζ)∏T
t=0
fθ,θ′t+1(ut)
fθ,θ′t(ut)
=
q(θ′, θ)
q(θ, θ′)
Cˆθ,θ′,z(ζ),
we have used the identity in (21).
It should now be clear how the generalisation introduced in Algorithm 11 can be modified for
Algorithms 2 and 3, which were developed for pi(x) = pi(θ). Let us remark the main difference
that in the algorithms of Section 3, u(i)0 ’s are sampled from the initial distribution of the annealing
schedule directly, whereas for the algorithms in Section 4, we exploit the z component of the current
sample to start the SMC (remember u(i)0 ∼ Rθ(z, ·), which becomes u(i)0 = z when Rθ(z, ·) = δz(·)).
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