Abstract: There are several third order numerical methods having same efficiency index appeared in literature for solving nonlinear equations of a single variable. Practically, if we apply these methods in different nonlinear equations, we can observe that all methods are not performed equally for given nonlinear equations. The main objective of this paper is to show through numerical experiment that the performance of some third order methods having the same efficiency index does not perform equally for particular nonlinear equation. For the numerical comparison, we use Matlab software.
Introduction
Solving nonlinear equations of single variable is one of the most important problems in numerical analysis. Nonlinear equations have appeared in almost every branches of science and engineering. Finding the solution of this type of equations analytically is almost impossible. So several researchers are interested to find the numerical solution of nonlinear equations. During last two decades, a lot of new efficient numerical methods have been obtained by several authors for solving nonlinear equations. One of the well-known and widely used numerical method for solving nonlinear equation , where ⊂ → a scalar function on an open interval D, is the Newton method [2] − ′ (1) which converges quadratically to simple root of , i.e., and ′ ≠ . In the literature, several variants of this method have appeared for solving nonlinear equations with higher order of convergence. Some of them can be found in [1, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . Definition: [9] Efficiency index is simply defined as , where p is the order of convergence of the method and m is the number of function evaluations required by the method per iteration. The efficiency index of Newton method is 1.41.
Description of Methods
Suppose be a simple zero of a sufficiently differentiable function and consider the numerical solution of the equation . Weerakoon and Fernando [13] used the technique of numerical integration to improve Newton's method. In fact, they approximated the integral in the Newton's theorem ′ (2) by trapezoidal rule, that is,
and then obtained the following third order method as a variant of Newton's method:
where * − ′ .
The method (3) is known as arithmetic mean Newton's method, which can also be expressed as
If we compare the method (4) with the Newton's method (1), the difference is only we replace ′(x) in (1) by the arithmetic mean of and * to get (4) . Several authors took forward this idea of using Newton's theorem but approximating the integral ′ by many other variants instead of trapezoidal rule.
zban [10] used the harmonic mean instead of arithmetic mean in (4) and obtained third order new variant of Newton's method
This method is known as harmonic mean Newton's method.
Also in the same paper [10] , he approximated the integral in Newton's theorem (2) by the midpoint integration rule instead of the trapezoidal rule and obtained third order variant of
which is known as midpoint Newton's method.
Ababneh [1] used contra harmonic mean instead of arithmetic mean in (4) and obtained a third order new variant of Newton's method
Potra and Pt [11] suggested a modification of Newton's method with third order convergence defined by
All the numerical methods mentioned above are of order three and we have to evaluate three functions per iteration in all methods.
Numerical Experiments
In this Section, we study the numerical performance of the methods which are described in previous section. Numerical computations reported here have been carried out in a Matlab software. We have used the stopping criteria − where The functions, used as numerical examples are given below:
The Tables given below show the performance of the arithmetic mean Newton's method (AMNM), harmonic mean Newton's method (HMNM), midpoint Newton's method (MNM), contra harmonic mean Newton's method (CHMNM) and Potra and Pt method (PPM) when we apply these methods on each of the function mentioned above. Table 4 : 
Conclusion
In Section 3, if we observe carefully in all Tables, harmonic mean Newton's method converges faster than all other mentioned methods and Potra and Pt method has less degree of convergence than all other mentioned methods in most of the cases for mentioned error tolerance. However, in case of function , all other methods take three iterations to get the simple solution but arithmetic mean Newton's method, i.e., trapezoidal method takes only two iterations for the supposed initial guess. Also from Table 7 , for the function , Potra and Pt method converges faster than all other mentioned methods. Thus, in general, it is clear that iterative methods having the same order of convergence and the same efficiency index may not perform equally for a given nonlinear equation of a single variable.
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