Image registration algorithms based on gradient methods provide quantitative motion measurements from sequences of video images. Although such measurements can be degraded by image noise, larger degradations typically result from systematic bias in the algorithms that is present even if the images are noise-free. To improve the accuracy of motion measurements, we have developed a new class of multi-image algorithms based on multi-dimensional digital filters. The new algorithms provide better estimates of spatial and temporal gradients and also compensate for motion blur caused by the non-zero acquisition time of the imager. We have optimized filters for measuring arbitrary motions, and we illustrate results when those filters are used to estimate constant velocity movements. We also show results for filters that are optimized for harmonic analysis of periodic motions. Using these algorithms, systematic bias in the amplitude of sinusoidal motion is less than 0.001 pixels for motions smaller than one pixel in amplitude. This represents a hundred-fold decrease in bias compared to existing methods.
Introduction
Recent advances in CCD imaging technology have made high quality video imagers widely available. In combination with a computer, video imagers allow not only qualitative observations of motion but also quantitative measurements. Our goal is to take advantage of this combination to enable high resolution motion analysis of biological and artificial micromachines that are otherwise difficult targets of study [1; 2; 3; 4; 5; 6] .
Our approach is to estimate motions from sequences of images obtained using stroboscopic illumination [3] . While motions can be estimated by processing sequences of images pairwise, processing larger groups of images can be advantageous. For example, combining multiple images into higher level constructions, such as "mosaics," can lead to an efficient and complete representations that can be useful for video compression, video indexing, search, and manipulation [7] . Furthermore, processing sequences naturally leads to iterative schemes that can dramatically improve accuracy and reduce computational costs [8] . One mechanism that leads to increased accuracy is that increasing the number of frames in the estimation procedure tends to increase the number of constraints [9; 10] . Our goal is to take advantage of multiple images to develop algorithms to estimate motions with subpixel accuracy.
Our algorithms are based on spatio-temporal gradients [11; 12; 13; 14] . Unlike edge detection methods [15] or point-correspondence methods [16; 17] , algorithms based on spatio-temporal gradients can be used to register arbitrary images: no prior knowledge of the target is necessary. Furthermore, these algorithms take advantage of information from all parts of the image (rather than just at edges or other features), which is particularly important for the registration of noisy images.
Many groups have examined multi-image spatiotemporal filters for motion estimation. Several groups estimate velocity using tuned Gabor filters [18; 19; 20; 21] . Other groups examined multi-image gradient methods [22; 23; 24] . These authors generally address the complications of detecting arbitrary motion fields, occlusion, and robustness to small local gradients ("the aperture problem").
We have focused on a different issue: how each step in a motion detection algorithm affects the ultimate resolution of the resulting estimates. Specifically, we focus on determining the relationship between gradient errors and motion estimation errors.
Many physical factors contribute to errors in motion estimates based on video images, including shot noise due to the quantum nature of light, Johnson noise in electrical amplifiers, fixed-pattern noise due to pixel-to-pixel changes in imager sensitivity, and mechanical stability of the mea-surement apparatus [3; 25] . Algorithmic factors are also important. In fact, errors due to intrinsic bias in algorithms based on first difference approximations to gradients [11] are typically larger than those due to physical factors for modern scientific-grade cameras [26] .
We view motion estimation as a signal processing problem. To remove the algorithmic limitations, we developed a new class of multi-image algorithms based on multidimensional digital filters. Because filter errors decrease roughly exponentially with filter support [27] , a small increase in filter support can lead to significantly more accurate gradient estimates, and therefore motion estimates.
The filters can be optimized for specific applications. We demonstrate general motion detection algorithms. Also, because the measurement of sinusoidal motions is so important in measuring the modes of mechanical systems, we create algorithms specialized for harmonic analysis of periodic motions. Simulations of the new methods show that the systematic bias in the amplitude of sinusoidal motion is less than 0.001 pixels for motions smaller than one pixel in amplitude. This represents a hundred-fold decrease in bias compared to first-difference methods. In fact, systematic errors due to bias in the new algorithms are reduced to the point that they are tiny compared to random errors due to noise, even for images from low-noise, scientific grade, CCD imagers.
Motion Estimation Algorithms
Translations of a scene cause brightness changes that are related by the "constant brightness assumption" [11; 12] 
where the sums are over , provides a first difference approximation to the gradient of a one-dimensional function. This first difference filter best approximates spatial gradients between pixels. To obtain a gradient estimate at a pixel, one can average two first difference estimates to obtain Y 68
To satisfy Equation 2, all three gradients must be estimated at one location in space and time. (Examples of problems with gradients that are not co-located can be found elsewhere [27; 28; 24] .) If the filter in Equation 5 is used to estimate all three gradients, then the gradients are colocated at a pixel. However if the first difference filter is used, the gradients do not satisfy the co-location condition. To co-locate gradients in multiple dimensions, we introduce interpolation filters. For example can limit the maximum spatial frequency projected onto the camera, and thereby avoid "aliasing" [30] . An additional source of low-pass filtering results because each pixel in a CCD camera collects light from a portion of the image with an area on the order of the square of the interpixel distance (i.e., "fill factors" are typically close to 1). This non-zero sampling area tends to decrease high spatial frequencies [30] . Effects of this low-pass filtering could be compensated by using inverse filters. However, such compensation is not necessary for accurate motion estimation. Because the same linear filtering is applied to each image in a sequence, the spatial filtering is equivalent to changing the spatial frequency content of the target without changing its motion. Unlike the image of the target, imaging noise due to the quantum nature of light and due to Johnson noise in the amplifiers tends to be broadband. For the majority of our microscope images, signal energy decreases with spatial frequency and is smaller than the noise energy for spatial frequencies above 2, where o is the Nyquist frequency. The difference in spatial frequency content between the signal and noise encourages two actions. First, we use a spatial lowpass filter (Figure 1 ) to attenuate high frequency noise (as in a Weiner filter). Second, we ignore high frequencies when designing the gradient estimation filters. This allows us to create more accurate filters in the spectrum of interest.
Temporal Filters
Images are obtained by integrating the light that falls on an imager during a non-zero acquisition time. The non-zero acquisition time smoothes temporal changes in brightness, blurs moving objects, and leads to errors in motion estimates [3] . Such errors can be reduced by incorporating knowledge of the acquisition process into the motion estimation algorithm. For example, if the imager collects light uniformly during the image acquisition time, then temporal changes in brightness will simply be low-pass filtered; the cutoff frequency of the filter decreases as the image acquisition time increases. Suppose that motions of a target cause changes in brightness with temporal radian frequency q . If the image acquisition time is equal to the sampling period (so that the imager collects light striking its surface during the entire sampling period) then the non-zero acquisition time reduces the apparent magnitude of the brightness changes during the cycle by a factor of r # st X u w v a x C y v " x [30] . Such changes in brightness can be compensated by inverse filtering with
which is shown in Figure 2 .
Filter Design
The Parks-McClellan algorithm [31; 30] creates filters that minimize a weighted error in the frequency domain with a weighting function that determines the relative importance of an error at a particular frequency. For spatial filters, we set the weighting function to be q for frequencies below and 0 for frequencies above. An ideal interpolating filter has a magnitude of at all frequencies q ; an ideal differentiator has a magnitude equal to q [30] . Filters were calculated using the Matlab 5.1 "remez" function [32] and are listed in the appendix. Examples are shown in Figure 3 . Figure 3 illustrates the fundamental tradeoff between odd and even filters. Derivative filters of odd length best approximate the derivatives at points co-located with pixel centers. However, due to their symmetry, the magnitudes of such filters are , which is exactly the ideal interpolation filter. Thus, even length filters better approximate derivative filters than odd length filters of comparable length. However, odd length filters (which are always of length 1) better approximate interpolation filters than do even length filters, which are always longer.
It is possible to change the filter accuracy tradeoff by considering the pre-filter. The pre-filter can be implemented by convolving it with both the spatial derivative and spatial interpolation filters. In the frequency domain, this is equivalent to multiplying the spectrums of the gradient and interpolation filters by the spectrum of the pre-filter. The resulting spectrums need not resemble those of ideal interpolation or differentiation filters. Only the ratio of the spectrums must remain near the ideal ratio, v . One can create much more accurate filters by designing interpolation and gradient filters together, rather than separately. A small error in the gradient filter spectrum can be corrected by a corresponding identical error in the interpolation filter spectrum. We design spatial filters by minimizing a weighted error of the ratio of the spectrums of the interpolation and gradient filters. We use a squared error with a weighting function that is the same as that used with the Park-McClellan algorithm except at low frequencies. The new weighting function was set to 3 o for all frequencies less than o "
. This change produced significantly improved the performance of the resulting filters. We initialize our minimization using the Park-McClellan filters convolved with the pre-filter. We then search for a local minimum in the weighted error of the ratio using the simplex method [33] . The error in ratio of a few example filters are shown in Figure 4 ; the filters are given in the appendix. The shapes of the spectrums of the individual filters are unremarkable and are not shown.
The same method of design does not work for temporal filters. Changing the pre-filter in space changes the image of the target without changing its apparent motion. Changing the pre-filter in time changes the apparent motion of the target.
Small Motions
Motions of a target cause changes in pixel brightnesses that depend on both the temporal properties of the motion and the spatial properties of the scene. For example, large changes in pixel brightness can result from either large displacements of a low contrast target or from small displacements of a high contrast target. Temporal changes in pixel brightness are particularly simple for motions that are small compared to the distances over which the spatial gradients in brightness change significantly. For such motions, temporal changes elsewhere. By excluding high temporal frequencies, we are able to make significantly more accurate filters in the remainder of the spectrum. We choose the q weighting so that for small motion, and therefore small temporal frequencies, the filters are particularly accurate. The gradient and interpolation filters are made to include the pre-filter. The resulting filters are shown in Figure 5 . Notice that the length 8 derivative filter is a significantly better approximation to the ideal than is the length 7 derivative filter.
Periodic Motions
For periodic motion, changes in brightness are periodic, consisting of a linear combination of a fundamental frequency and its harmonics. The temporal filters need to be accurate in only a small bandwidth around those frequencies. Figure 5 .
Since the motions are assumed to be periodic, we allow the temporal filters to wrap, using the first picture as if it followed the last and the last picture as if it preceded the first. Eight velocities are estimated at times midway between sampling times. The amplitude and phase of the first three and a half velocity harmonics are estimated using a discrete Fourier transform of the eight velocities. To determine the displacement amplitude and phase, we divide the velocity amplitude by the driving frequency and shift the phase by 90 degrees.
Volumes of Support
We test multi-image gradient-based algorithms with gradient filter designs of four different volumes of support:j The remaining algorithms use spatial filters designed using the ratio minimization. All of these algorithms use the same 8-point temporal filter designed using the Parks 
Methods
Motion estimation algorithms are tested by applying them to estimate motions of computer-generated images and computer-generated shifts of measured images. Computergenerated noise processes are applied to the images to simulate effects of imaging noise.
Images
We analyze motion estimates for three different test images ( Figure 6 ). The first is a dark spot on a bright background. This image is defined mathematically by
where¨is the distance from pixel
to the center of the spot and controls the background intensity. The small feature size provides little signal energy and the bright background produces large amounts of shot noise (described below). Thus, this image tests the algorithms under low signal-to-noise conditions. Furthermore, the mathematical representation allows its center to be placed at arbitrary locations in the image -on or between pixel centers. To avoid artifacts that could result if the spot were always aligned with the pixel grid, the center of the spot is chosen randomly ( ¥ and © coordinates uniformly distributed ª pixel around the center of the image) for each test. The second image is a light micrograph of silicon micromachine designed by Exponent Failure Analysis Associates. This image represents our interests in metrology of microelectromechanical systems (MEMS). The third image is a synthetic aperture radar (SAR) image of the Galapagos Islands 1 . This image has significant energy in high spatial frequencies and tests the robustness of the algorithms to high spatial frequencies.
Translations
Translations of the simulated spot are accomplished by recalculating images using Equation 7 . Translations of the fatigue test device and SAR images are accomplished by taking the discrete Fourier transform of the 512 by 512 pixel images, multiplying by space-shifting filters (
) and then inverse transforming. To avoid artifacts near the boundaries of the image, gradients are evaluated in only the center 32 by 32 pixel region (so that only the center 40 by 40 pixels are used for even the longest of the filters tested). The analysis regions are shown in Figure 6 To simulate finite image acquisition time, we average 100 images evenly spaced in time during the acquisition period. For the fatigue test structure and SAR images, we 
Simulated Noise
We simulate the effects of imaging noise, including fixedpattern noise, shot noise and quantization errors. Motion is simulated by creating a sequence of eight high-precision images representing the average number of electrons collected at each pixel. Fixed-pattern noise is simulated by multiplying these images by a spatial array of pseudo-random gain factors taken from a Gaussian distribution (mean = 1, standard deviation = 0.00315) simulating fixed pattern noise with energy that is x 0 dB below the average signal energy. The same spatial array is used for each of the eight images within one motion sequence. Shot noise is simulated using a pseudo-random Poisson number generator to convert the average number of electrons to an integer representing the number of electrons in one randomly chosen instance. The number of electrons is then divided by 32 (the number of electrons needed to increment the A/D output of a camera by one) and truncated (to model quantization errors).
All noise simulations are repeated using 10 different sequences of images for each of 10 different fixed-noise patterns. Different shot noise patterns are used for each image in each of the 100 sequences. The average brightness in the analysis region of each of the initial images is normalized so that the shot noise is x 0 dB smaller than the signal energy.
Results
To investigate errors in motion estimates based on video images, we simulate the performance of four classes of algorithms: first differences [11; 12] , LBC [26; 3] , multiimage gradient-based methods specialized for periodic motion, and multi-image gradient-based methods generalized for arbitrary motion. Simulations in the absence of imaging noise reveal systematic biases that limit the ultimate resolution of the motion estimation algorithm. Studies with imaging noise illustrate the relative performance of each algorithm for particular imaging conditions as well as conditions when bias, noise, or both are important.
Bias in Estimates of Sinusoidal Motions
Four multi-image algorithms were designed to estimate sinusoidal motions of a target (Section 3.6). Filters for three of the algorithms (q $ q ,, and) were designed by minimizing errors in the ratio of the gradient and interpolation filters (Section 3.4). For comparison, filters for the remaining algorithm () were designed using the Parks-McClellan algorithm. Differences among these algorithms, the first difference algorithm, and LBC were assessed using noisefree images of the spot (Equation 7) undergoing sinusoidal motion. Results are shown in Figure 7 .
For each algorithm, errors in estimating the magnitude of the motion tend to increase with the amplitude of the motion. However, trends for small and large motions differ. For small displacement amplitudes (less than 1 pixel), the bias is (1) a nearly linear function of displacement amplitude for each algorithm, (2) more than an order of magnitude smaller for multi-image algorithms than it is for the first-difference or LBC methods, and (3) more than two orders of magnitude smaller for the¢ and q °q ¢ algorithms than it is for the first-difference or LBC methods. For large displacement amplitudes (greater than 3 pixels), the magnitude bias is similar for the first-difference and multi-image methods and is significantly smaller for LBC.
Biases for the7
and q ± q 7
algorithms are very similar. We find that the the performance of the two algorithms is significantly different only when processing images of high spatial-very content such as the Galapagos Islands. For the SAR image of the Galapagos Islands (not shown), the q °q ¢ algorithm performs 10 times better than the"
algorithm for small motions. The"
algorithm, which uses spatial filters created with the Parks-McClellan algorithm rather than the ratio-minimization, performs as well as the q ° q algorithm and significantly worse than theand ) q j ) q ! algorithms. Because of their relatively poor performance using small filter supports, multi-image gradient-based algorithms whose spatial filters are created with the Parks-McClellan algorithm are not explored in the remainder of this paper.
Sinusoidal motions of the spot image sequence were also estimated using multi-image algorithms with filters designed for arbitrary motions (Section 3.5). The resulting biases (not shown) were generally larger than those for algorithms that were specialized for periodic motions: amplitude biases were typically 10% greater and phase biases were approximately 3 times larger.
Noise-free images of the fatigue device undergoing sinusoidal displacements were simulated to assess errors in motion estimates using the multi-image algorithm with a S q $ " q 
Bias in Estimates of Uniform Motion
Eight multi-image algorithms were designed to estimate arbitrary motions of a target (Section 3.5). ). Differences among these algorithms, the first difference algorithm, and LBC were assessed using noise-free images of the spot, fatigue test device, and Galapagos Island undergoing uinform (constant velocity) motion. Results are shown in Figure 9 .
Many of the trends for algorithms using 8-point temporal filters ( Figure 9 , left panels) are similar to those seen in Figure 7 . For example, errors tend to increase with the velocity of the motion. Also, trends for small and large velocities differ. For small velocities (less than 0.5 pixel/frame), the bias is a nearly linear function of displacement amplitude for each algorithm and roughly an order of magnitude smaller for multi-image algorithms than it is for the first-difference or LBC methods. Figure 5 ).
Effects of Noise
To characterize effects of imaging noise, images of sinusoidal motions were calculated and then degraded by simulated fixed-pattern noise (with energy 50 dB below that of the signal), shot noise (with energy 50 dB below that of the signal), and quantization errors (12-bit resolution). Biases in motion estimates using the periodic-specific X q X q Y radians. Figure 12 shows the multi-image algorithm standard deviation of phase for the fatigue test device imagesequence. The standard deviations range from about q 0
radians. The standard deviations of phase for the SAR image-sequence are quantitatively similar to those for the fatigue test image-sequence. Standard deviations for phase estimates of the motion of the spot range from a factor of three to a factor of five higher for both algorithms, retaining the same form seen in Figure 12 .
Discussion
The accuracy of motion measurements from video images is limited not only by physical factors such as noise but also by algorithmic factors, including systematic bias that is present even in the absence of noise. Our goal was to create an algorithm whose inherent errors are smaller than the errors and variations caused by noise. We accomplished that goal. Consider the estimation of sinusoidal motions of a high contrast target (the fatigue test structure). Even the small amounts of imaging noise expected for a high quality, 12-bit, scientific imaging system cause variations in amplitude estimates on the order of 0.001 pixels (Figure 12 ). By contrast, algorithmic errors for this image sequence are significantly less than 0.001 pixel for motions smaller than a pixel (Figure 8 ). Thus the bias in the algorithm can be ignored for motions smaller than a pixel.
The spot image sequence was chosen to represent a difficult motion target. The small size of the spot means that fewer than 30 pixels contribute useful information for the motion estimate, even though all 1024 pixels in the spot image sequence contribute to the noise. Imaging noise typical for a high quality camera cause variations in amplitude estimates of the spot on the order of 0.01 pixel (not shown). Errors in the absence of noise for all of the multi-image algorithms are smaller than 0.01 pixel for motion amplitudes less than 3 pixels (Figure 7) . Furthermore, the bias in estimates using the multi-image algorithms are more than an order of magnitude smaller than those for previous algorithms (first differences and LBC) for motion amplitudes smaller than 1 pixel. As would be expected, in the presence of noise, performance of the multi-image motion estimation algorithms was different for different images. Amplitude biases reached 0.05 pixels for large motions (near 2 pixels) for all of the images (Figure 10 ). For the multi-image algorithm, bias was smallest for the SAR image and largest for the spot image.
This result is consistent with the fact that the signal energy is greatest for the SAR image and least for the spot. In contrast, biases for LBC are not only larger than those for the multiimage method, they are also much less target dependent. The bias in LBC is not significantly improved by the greater amount of signal that is available in the fatigue and SAR image sequences than in the spot image sequence. 
Motions larger than a pixel
The bias in estimating the amplitude of sinusoidal motion becomes large for displacement amplitudes greater than a pixel ( Figure 7) . One reason for the increase is that while motions may be sinusoidal, the brightness of a pixel does not vary sinusoidally with time. As motions become larger, the energy at high temporal frequencies of the brightness function increases. For motions larger than about a pixel, there is significant energy in temporal frequencies greater than the Nyquist frequency; this energy is aliased to other frequencies, causing errors.
Performance of the multi-image algorithms for large amplitude motions can be improved. For example, if the images are down-sampled, super-pixel motions are converted to sub-pixel motions. The critical part of such a downsampling strategy is the low-pass filtering, which removes large spatial frequencies. As noted in Section 3.5, these large spatial frequencies cause large temporal frequencies. From this argument, it follows that the low-pass filter used as part of our spatial filters (Figure 1) is not only important to filter out low signal-to-noise regions of the spectrum. It also affects the dynamic range of the motion estimator. 
Volume Support
Filter errors cause motion estimation errors. This is most apparent in Figure 9 where the " q a q and a q " q ° algorithms perform many orders of magnitude poorer than the ) q j q ,° andalgorithms. Figure 5 shows that the error in the 7-point temporal derivative is much larger than the 8-point derivative filter. Since the A q A q and A q A q algorithms are otherwise the same, we conclude that temporal filter error dominates the °algorithm. For small motions, errors in spatial filters dominate errors in temporal filters. Figure 9 shows that for motions smaller than about 0.1 pixels per frame, changing from theto theto the)
algorithm has almost no discernible effects. Conversely, changing from theto thea or È q Y É q a algorithm has a large effect. We conclude that errors in spatial filters dominate errors in temporal filters for the smallest motions.
For motions larger than about 1 pixel, the performance of the q k q k ,j andk algorithms converge. Thus, for large motions, spatial filters support is almost unimportant. This can be explained from the discussion in the last section: there is significant energy in high temporal frequencies for large motions. Thus, temporal filters which are accurate for high temporal frequencies produce more accurate motion estimates than temporal filters which are accurate only in the smallest part of the spectrum. For the largest motions, temporal frequencies are aliased leading to errors in all temporal filters, regardless of support.
Comparison of multi-image algorithms with LBC
The bias in LBC estimates is smaller than those for the multi-image algorithms for the largest amplitude motions ( Figure 7 ). This is not surprising, since reducing bias for large amplitude motions was the problem that motivated development of LBC [26] . Also, LBC uses a king stepping approach which allows it to better handle motions larger than a pixel. The bias in LBC estimates is larger than that for the multi-image algorithms for the smallest amplitude motions. In fact, the bias in LBC is nearly equal to that of the first-difference method. It is possible to show that in the limit of small displacements, estimates with LBC approach those based on the first-difference algorithm. Thus for small motions, the bias of LBC is larger than the bias of the multiimage gradient based methods because the new methods use more accurate filters.
Computational Costs
The motion estimation algorithms that are compared in this paper differ not only in statistical performance but also in computational costs. Implementing the filters directly, the number of computations for multi-image and first-difference algorithms are 7.3, and 14.2 respectively. On a modern computer, we have found that this increase in computation time is insignificant compared to the time required to read the images from a disk (which is invariant across algorithms). For further speed enhancement, it is also possible to take advantage of the fact that the gradient filters are composed from one dimensional filters to achieve a scaling of ¡ % £ ® Ò Ó .
Other Image Sequences
The images we examined are not standard ones in the machine vision community. Most of the standard images have been designed to test issues such as occlusion, regions of small gradients, and complex motion fields. We have only addressed accuracy in this paper, not these other complicating issues (although we believe that our methods could be incorporated into other algorithms designed to address these issues). We briefly report results testing our algorithms with three standard images from Barron et. al: Sinusoid1, Sinusoid2 and the Translating Tree Sequence [34] . Instead of the temporal filters reported in this paper, we use temporal filters that do not compensate for the finite acquisition time of a camera. ) algorithms all performed roughly the samegenerating errors less than 0.02 and 0.01 pixels/frame in each direction respectively. These errors are comparable to those reported for the spot, fatigue device, and Galapagos Island images in this paper. For the image sequence Sinusoid2, U ( £ G A § , our methods had errors smaller than { x pixels. For the Translating Tree Sequence, we designed a Lucas and Kanade [35] windowing scheme exactly as described by Barron [34] , using our derivative filters. Preliminary tests show our filters yield results comparable to those reported by Barron. Barron effectively uses q X q X filters in his gradient estimates (larger than the filters used in this study). The Translating Tree Sequence suffers from temporal aliasing along the borders of the objects in the scene. We have not attempted to optimize our filters to compensate for temporal aliasing.
Conclusions
We have developed a class of multi-image gradient-based algorithms whose inherent errors for measuring motions are smaller than the errors and variations introduced by noise typical for scientific-grade CCD cameras. The algorithms use filters to accurately estimate derivatives and therefore accurately estimate motions. The methods have more than an order of magnitude less error than the first difference algorithm created by Horn and Schunck [11] and Davis and Freeman's LBC [26] .
We introduced a method of using filters to compensate for the effects of the non-zero acquisition time of an imager. The non-zero acquisition time blurs moving objects and would otherwise leads to errors in motion estimates. We also introduced a method for designing spatial derivative and interpolation filters together in order to obtain high accuracy motion estimates with relatively small filter support. Finally, we note that even with only two images, it is possible to improve the error of the first difference algorithm by using higher order spatial filters.
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