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A family F of square matrices of the same order is called
a quasi-commuting family if (AB − BA)C = C(AB − BA)
for all A, B, C ∈ F where A, B, C need not be distinct. Let
fk(x1, x2, . . . , xp), (k = 1, 2, . . . , r), be polynomials in the inde-
terminates x1, x2, . . . , xp with coefﬁcients in the complex ﬁeld C,
and letM1, M2, . . . , Mr be n × nmatrices overCwhich are not nec-
essarily distinct. Let F(x1, x2, . . . , xp) = ∑rk=1 Mkfk(x1, x2, . . . , xp)
and let δF (x1, x2, . . . , xp) = det F(x1, x2, . . . , xp). In this paper,
we prove that, for n × n matrices A1, A2, . . . , Ap over C, if{A1, A2, . . . , Ap, M1, M2, . . . , Mr} is a quasi-commuting family,
then F(A1, A2, . . . , Ap) = O implies that δF (A1, A2, . . . , Ap) = O.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let C denote the complex ﬁeld and let Cn×n denote the set of all n × n matrices over C. The well
known Cayley–Hamilton theorem asserts that every matrix A ∈ Cn×n satisﬁes its own characteristic
polynomial χA(x) = det(xI − A), i.e. χA(x) = O, where I and O denote the identity matrix and the
zero matrix, respectively [4].
TheCayley–Hamilton theoremhas a variety of applications such as control systems, electric circuits,
systemswithdelays, singular systems,multi-dimensional linear systems, etc. [6]. TheCayley–Hamilton
theorem has been extended in various ways. For instance, Chang and Chen [2] extended the theorem
to pairs of commutingmatrices, Kaczorek [7,8,9] extended it to rectangularmatrices and pairs of block
matrices.
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The extensions of the Cayley–Hamilton theorem given in [2] and [11] can be stated as
follows [10].
Theorem 1. Let A, B ∈ Cn×n and letχA,B(x, y) = det(xA − yB). If A andB commute, thenχA,B(B, A) = O.
In [10], Kaddoura and Mourad gave a proof of Theorem 1 which is differen from those in [2,11]. In
this paper, we extend Theorem 1 to general polynomials with matrix coefﬁcients.
LetF be a family of n × nmatrices.F is called a commuting family if any twomatrices in the family
commute under matrix multiplication. F is said to be simultaneously triangularizable if these exists an
n × n nonsingular matrix S such that S−1AS is upper triangular for every A ∈ F [5].
In [3], it is proved that a family {A1, A2, . . . , Am} of square matrices of the same order is simultane-
ously triangularizable if and only if
(i) p(A1, A2, . . . , Am)(AiAj − AjAi) is nilpotent for every polynomial p(x1, x2, . . . , xm) in noncommu-
tative indeterminates x1, x2, . . . , xm and for all i, j = 1, 2, . . . , m, and, moreover, if the condition
(ii) Ak(AiAj − AjAi) = (AiAj − AjAi)Ak for all i, j, k = 1, 2, . . . , m,
holds, then so does the condition (i). We shall call a family F of square matrices of the same order
a quasi-commuting family if (AB − BA)C = C(AB − BA) for all A, B, C ∈ F where A, B, C need not be
distinct. Certainly a commuting family is a quasi-commuting family.
2. Main result
Let C[x1, x2, . . . , xp] and Cn×n[x1, x2, . . . , xp] denote the sets of all polynomials in the indetermi-
nates x1, x2, . . . , xp with coefﬁcients inC and inC
n×n, respectively.
For f1, f2, . . . , fr ∈ C[x1, x2, . . . , xp], and forM1, M2, . . . , Mr ∈ Cn×n, let
F(x1, x2, . . . , xp) =
r∑
k=1
Mkfk(x1, x2, . . . , xp) (1)
and
δF(x1, x2, . . . , xp) = det F(x1, x2, . . . , xp). (2)
Then F ∈ Cn×n[x1, x2, . . . , xp] and δF ∈ C[x1, x2, . . . , xp]. For A1, A2, . . . , Ap ∈ Cn×n, if {A1, A2, . . . , Ap,
M1, M2, . . . , Mr} is a quasi-commuting family, then for any nonsingular matrix S ∈ Cn×n,{
S−1A1S, S−1A2S, . . . , S−1ApS, S−1M1S, S−1M2S, . . . , S−1MrS
}
(3)
is a quasi-commuting family and
r∑
k=1
(
S−1MkS
)
fk
(
S−1A1S, . . . , S−1ApS
)
= S−1F(A1, A2, . . . , Ap)S, (4)
δF
(
S−1A1S, S−1A2S, . . . , S−1ApS
)
= δF(A1, A2, . . . , Ap). (5)
The following lemma is due to Barker [1] of which we give another yet very simple proof.
Lemma 2 [1]. Let T1, T2, . . . , Tn be n × n upper triangular matrices such that the (j, j)-entry of Tj is 0 for
each j = 1, 2, . . . , n. Then T1T2 · · · Tn = O.
Proof. We prove the Lemma by induction on n. The lemma clearly holds for n = 1. Assume that
n > 1. For each i = 1, 2, . . . , n let Si be the matrix obtained form Ti by deleting the ﬁrst row and the
ﬁrst column. Then by induction assumption we have S2S3 · · · Sn = O. Now
S.-G. Hwang / Linear Algebra and its Applications 434 (2011) 475–479 477
T1T2 · · · Tn =
[
0 ∗
0 S1
] [∗ ∗
0 S2
] [∗ ∗
0 S3
]
· · ·
[∗ ∗
0 Sn
]
,
=
[
0 ∗
0 S1
] [∗ ∗
0 S2S3 · · · Sn
]
,
=
[
0 ∗
0 S1
] [∗ ∗
0 O
]
= O,
and the proof is complete. 
Now we are ready to give our main result.
Theorem 3. For fk(x1, x2, . . . , xp) ∈ C[x1, x2, . . . , xp] and Mk ∈ Cn×n, (k = 1, 2, . . . , r), let
F(x1, x2, . . . , xp)andδF(x1, x2, . . . , xp)be thepolynomialsdeﬁedby (1)and (2), respectively. ForA1, A2, . . . ,
Ap ∈ Cn×n, if {A1, A2, . . . , Ap, M1, M2, . . . , Mr} is a quasi-commuting family and F(A1, A2, . . . , Ap) = O,
then δF(A1, A2, . . . , Ap) = O.
Proof. Since {A1, A2, . . . , Ap, M1, M2, . . . , Mr} is quasi-commuting family, it is simultaneously triangu-
larizable, and thus we may assume, by (3), (4), (5), that Ai’s andMk ’s have the form
Ai =
⎡
⎢⎢⎢⎢⎢⎣
λ
(i)
1 ∗ · · · ∗
0 λ
(i)
2 · · · ∗
...
...
. . .
...
0 0 · · · λ(i)n
⎤
⎥⎥⎥⎥⎥⎦
, Mk =
⎡
⎢⎢⎢⎢⎢⎣
μ
(k)
1 ∗ · · · ∗
0 μ
(k)
2 · · · ∗
...
...
. . .
...
0 0 · · · μ(k)n
⎤
⎥⎥⎥⎥⎥⎦
for each i = 1, 2, . . . , p and each k = 1, 2, . . . , r. Let x = (x1, x2, . . . , xp) and observe that
F(x) =
r∑
k=1
⎡
⎢⎢⎢⎢⎢⎣
μ
(k)
1 ∗ · · · ∗
0 μ
(k)
2 · · · ∗
...
...
. . .
...
0 0 · · · μ(k)n
⎤
⎥⎥⎥⎥⎥⎦
fk(x)
=
⎡
⎢⎢⎢⎢⎢⎣
∑
k μ
(k)
1 fk(x) ∗ · · · ∗
0
∑
k μ
(k)
2 fk(x) · · · ∗
...
...
. . .
...
0 0 · · · ∑k μ(k)n fk(x)
⎤
⎥⎥⎥⎥⎥⎦
and hence that
δF(x1, x2, . . . , xp) =
n∏
j=1
⎛
⎝ r∑
k=1
μ
(k)
j fk(x1, x2, . . . , xp)
⎞
⎠ .
Letj =
(
λ
(1)
j , . . . , λ
(p)
j
)
, (j = 1, 2, . . . , n). Then since
O = F(A1, A2, . . . , Ap),
=
r∑
k=1
⎡
⎢⎢⎢⎢⎢⎣
μ
(k)
1 ∗ · · · ∗
0 μ
(k)
2 · · · ∗
...
...
. . .
...
0 0 · · · μ(k)n
⎤
⎥⎥⎥⎥⎥⎦
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× fk
⎛
⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎣
λ
(1)
1 ∗ · · · ∗
0 λ
(1)
2 · · · ∗
...
...
. . .
...
0 0 · · · λ(1)n
⎤
⎥⎥⎥⎥⎥⎦
, . . . ,
⎡
⎢⎢⎢⎢⎢⎣
λ
(p)
1 ∗ · · · ∗
0 λ
(p)
2 · · · ∗
...
...
. . .
...
0 0 · · · λ(p)n
⎤
⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎠
=
⎡
⎢⎢⎢⎢⎢⎣
∑
k μ
(k)
1 fk(1) ∗ · · · ∗
0
∑
k μ
(k)
2 fk(2) · · · ∗
...
...
. . .
...
0 0 · · · ∑k μ(k)n fk(n)
⎤
⎥⎥⎥⎥⎥⎦
,
we see that
r∑
k=1
μ
(k)
j fk
(
λ
(1)
j , . . . , λ
(p)
j
)
= 0
for every j = 1, 2, . . . , n. Let
Tj =
r∑
k=1
μ
(k)
j fk(A1, A2, . . . , Ap), j = 1, 2, . . . , n.
Then Tj is an upper triangular matrix whose (j, j)-entry is
r∑
k=1
μ
(k)
j fk
(
λ
(1)
j , . . . , λ
(p)
j
)
= 0.
Hence, by Lemma 2, we have δF(A1, A2, . . . , Ap) = ∏nj=1 Tj = O. 
Corollary 4. Let fk, gk ∈ C[x1, x2, . . . , xp], k = 1, 2, . . . , r, be such that
r∑
k=1
fk(x1, x2, . . . , xp)gk(x1, x2, . . . , xp)
is the identically zero polynomial. For a commuting family {A1, A2, . . . , Ap} ⊂ Cn×n, let
F(x1, x2, . . . , xp) =
r∑
k=0
fk(x1, x2, . . . , xp)gk(A1, A2, . . . , Ap).
Then δF(A1, A2, . . . , Ap) = O.
Proof. LetMk = gk(A1, A2, . . . , Ap). Then
F(x1, x2, . . . , xp) =
r∑
k=1
Mkfk(x1, x2, . . . , xp)
and hence
F(A1, A2, . . . , Ap) =
r∑
k=1
Mkfk(A1, A2, . . . , Ap)
=
r∑
k=1
fk(A1, A2, . . . , Ap)gk(A1, A2, . . . , Ap) = O
since
∑r
k=1 fk(x1, x2, . . . , xp)gk(x1, x2, . . . , xp) is the identically zero polynomial. Thus the Corollary
follows from Theorem 3. 
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Example 1. Let
f1(x, y, z) = x − y, f2(x, y, z) = y − z, f3(x, y, z) = z − x
and
g1(x, y, z) = z, g2(x, y, z) = x, g3(x, y, z) = y.
then
f1g1 + f2g2 + f3g3 = (x − y)z + (y − z)x + (z − x)y
is the identically zero polynomial. Let {A, B, C} ∈ Cn×n be a commuting family and let
F(x, y, z) = f1(x, y, z)g1(A, B, C) + f2(x, y, z)g2(A, B, C) + f3(x, y, z)g3(A, B, C).
Then
F(x, y, z) = (x − y)C + (y − z)A + (z − x)B.
Thus, by Corollary 4, we have δF(A, B, C) = O.
Example 2. Let f1(x, y) = −y, f2(x, y) = x, g1(x, y) = x, g2(x, y) = y. Then
f1g1 + f2g2 = −yx + xy
is the identically zero polynomial. Let A, B ∈ Cn×n be such that AB = BA and let
F(x, y) = f1(x, y)g1(A, B) + f2(x, y)g2(A, B).
Then F(x, y) = xA − yB. Thus by Corollary 4, Theorem 1 follows.
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