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Abstract. In this work we study a semilinear category ModSDk which
appears as a full subcategory of the category of p-torsion Breuil–Kisin
modules. We view ModSDk as extending Fontaine–Laffaille theory (for
p-torsion coefficients) to weights contained in the range [0, p]. As an
application we relate the restriction to inertia of a residual representation
ρ, with the weights ⊂ [0, p] for which ρ has a crystalline lift. This allows
us to deduce some new cases of the weight part of Serre’s conjecture for
unitary groups of rank n.
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Let p be a prime. We study a category described in terms of semi-
linear algebra, which by results of Gee–Liu–Savitt is closely related to the
reduction modulo p of crystalline representations with Hodge–Tate weights
in the interval [0, p]. While more complicated than the category of p-torsion
Fontaine–Laffaille modules, we show these two categories behave sufficiently
similarly that we are able to extend results on the reduction of crystalline
representations with Hodge–Tate weights in [0, p− 1] to weights in [0, p].
We begin this introduction by explaining the applications of our results
to Galois representations and the weight part of Serre’s conjecture. Then we
give more details on the integral p-adic Hodge theory used to deduce these
applications. In particular we describe the semilinear category alluded to
above.
1. Inertial Weights
The weight part of Serre’s conjecture, and its generalisations beyond the
classical case of GL2 over Q, is closely related to the following local problem.
For a continuous residual representation ρ of the Galois group of a local field
K/Qp determine the collection of Hodge–Tate weights for which ρ admits a
crystalline lift. We refer to [15] for a detailed discussion of the relationship
between these two problems.
In this work we assume K/Qp is unramified and let k denote the residue
field of K. To any Galois representation ρ : GK → GLn(Fp) one associates
a set of weights W (ρ)crys. By a weight λ = (λτ )τ∈HomFp (k,Fp) we mean
a collection of n-tuples of distinct integers λτ indexed by embeddings τ :
k → Fp. We assert that λ ∈ W (ρ)crys if and only if ρ has a crystalline
lift (i.e. there exists a crystalline representation ρ : GK → GLn(Zp) such
that ρ = ρ ⊗Zp Fp) with τ -th Hodge–Tate weights λτ . Recent advances in
modularity lifting results lead to another natural set of weights W (ρ)diag ⊂
W (ρ)crys, defined to be the subset containing those λ for which ρ admits
a crystalline potentially diagonalisable lift (in the sense of [2]) with τ -th
Hodge–Tate weight λτ . In this work we consider a third explicit set of
weights W (ρ)inert (a precise description is given below) which depends only
on ρss|IK (see Lemma 7.3.4) which we compare with W (ρ)crys and W (ρ)diag.
If ρ is semisimple then standard arguments give that W (ρ)inert ⊂W (ρ)diag.
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For ∗ ∈ {inert,diag, crys} let W (ρ)∗≤p denote the subset containing those
λ = (λτ ) such that λτ = (λτ,1 > . . . > λτ,n) with λτ,1 − λτ,n ≤ p. We prove:
Theorem A (Theorem 7.3.2). Let ρ be as above. Then W (ρ)crys≤p ⊂
W (ρ)inert≤p . In particular, if ρ is semisimple then W (ρ)
diag




In some cases we are able to prove that W (ρ)crys≤p = W (ρ)
diag
≤p without
the assumption that ρ is semisimple (Corollary 8.2.3). These results were
already known when n = 2 by the work of Gee–Liu–Savit [16] and this thesis
should be viewed as an extension of their methods to higher dimensions.
The relevance of this result is that, after the work of [2] and [1], pro-
ducing potentially diagonalisable lifts of a given Hodge–Tate weight is a
key obstruction to proving change of weight results for automorphic Galois
representations. Combining Theorem A (and the non-semisimple cases men-
tioned above) with [1] we deduce the following (for any unfamiliar notation
we refer to Chapter 10).
Theorem B. Let F be an imaginary CM field with maximal totally
real subfield F+, and suppose that F/F+ is unramified at all finite places,
that every place F+ dividing p splits completely in F , and that if n is even
then n[F : Q]/2 is even. Assume further that p > 2 is unramified in F .
Suppose that r : GF → GLn(Fp) is an irreducible representation with split
ramification. Assume that:
• There is an RACSDC automorphic representation Π of GLn(AF )
such that
– r ∼= rp,ι(Π).
– For each place w|p of F , rp,ι(Π)|GFw is potentially diagonalis-
able.
– For each place w|p of F , r|GFw satisfies one of the following
conditions
(1) is semisimple,
(2) is cyclotomic-free (see Notation 3.3.1) and a successive
extension of characters,
(3) or Fw = Qp, r|GFw is cyclotomic-free and each irre-
ducible subquotient has dimension ≤ 4.
– r(GF (ζp)) is adequate.
Let a be a global Serre weight and assume that1 a ∈ W (r)crys≤p . Then r is
modular of weight a.
Let us say a word about the assumption that our weights differ by at
most p. Ideally one would like a good understanding of the full set of weights
W (ρ)crys. However a given ρ will admit more crystalline lifts the further
1Note here W (r)crys≤p refers to a set of global Serre weights, rather than the local set
of weights defined above.
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apart one allows the Hodge–Tate weights to be, and this is reflected in the
fact that the full set of weights W (ρ)crys is very complicated. In partic-
ular the behaviour witnessed by Theorem A does extend to weights fur-
ther than p apart, and the inclusion W (ρ)inert ⊂ W (ρ)crys will be very far
from an equality. It is currently unknown to what extent one should expect
W (ρ)diag = W (r)crys. In the context of the weight part of Serre’s conjecture,
a proof in dimension n will (or is likely to) require a good understanding of
the set W (ρ)crys≤(n−1)p of weights with λτ,1 − λτ,n ≤ (n− 1)p. For this reason
Theorem B does not prove modularity of all expected weights (except when
n = 2, and this was already known by [16]).
We conclude this part of the introduction by giving a precise description
of W (ρ)inert. Recall that the continuous irreducible representations of GK on
an Fp-vector space have a simple structure: each is induced from a character
over an unramified extension of K. These characters can also be described
explicitly. If L/K is an unramified extension with residue field l and fL = [l :




where ψ is an unramified character, where θ runs over the elements of
HomFp(l,Fp), and where the χθ are the characters defined as follows. For
θ ∈ HomFp(l,Fp) the θ-th fundamental character is the composite
χθ : GL → O×L(piL) → l
× θ−→ F×p
where piL is any choice of p
fL − 1-th root of a uniformiser of K and the
first map is given by σ 7→ σ(piL)/piL. Using the relation χpθ = χθ◦ϕ one
can write every character uniquely as above with the rθ ∈ [0, p − 1]. In
this work however it is important to allow rθ to vary arbitrarily; thus to
every character we associate a whole collection of multisets of integers. For






θ ). While the χθ
depend on the choice of uniformiser of K, they do so only up to unramified




with the sum running over a collection (possibly with multiplicity) of unram-
ified extensions L/K. We define W (ρ)inert to be the set of weights λ = (λτ )
such that ρss may be expressed as in (1.1.1) such that
{λτ,1, . . . , λτ,n} = {rθ | θ|k = τ}
Note the −rθ appearing in the definition of IndL(rθ); thus for Theorem A
to be true we must normalize our Hodge–Tate weights such that the cyclo-




To prove Theorem A we define and study a category of objects, defined
in terms of semilinear algebra, which is related to the reduction modulo p
of crystalline representations with Hodge–Tate weights contained in the in-
terval [0, p].
In order to explain these semilinear objects we recall the notion of a
Breuil–Kisin module. Fix a uniformiser of K and let E(u) denote the min-
imal polynomial of that uniformiser over K0 = W (k)[
1
p ]. A Breuil–Kisin
module is a finitely generated module M over S = W (k)[[u]] equipped with
a semilinear (for the Zp-algebra endomorphism which on W (k) lifts the p-th
power map on k and sends u 7→ up) endomorphism which becomes an iso-
morphism after inverting E(u) ∈ S. In particular we consider the following
two collections of Breuil–Kisin modules:
• ModBKfree, those Breuil–Kisin modules finite free over S.
• ModBKk , those Breuil–Kisin modules finite free over S/p = k[[u]].
(the notation in the second bullet point is used throughout this work, but
the first is not).
The category ModBKfree appears in work of Breuil and Kisin on integral p-
adic Hodge theory. Kisin [20] attaches to any crystalline ρ : GK → GLn(Zp)
a rank n object M(ρ) ∈ ModBKfree and proves that ρ 7→ M(ρ) is a fully
faithful functor. The Breuil–Kisin module M(ρ) can be viewed as an integral
intermediary between the structures on the filtered isocrystal associated to
ρ[1p ] by Fontaine:
• There is a ϕ-equivariant identification of M(ρ) ⊗S W (k) with a
W (k)-lattice insideDcrys(ρ[
1
p ]). Here we viewW (k) as an S-algebra
via u 7→ 0.
• Viewing OK as an S-algebra via u 7→ pi (the fixed uniformiser of K)
we can identify M(ρ)⊗S OK with an OK-lattice inside DdR(ρ[1p ]).
Moreover M(ρ) (or more correctly the frobenius twist of M(ρ))
can be equipped with a filtration which, after inverting p, gives
the filtration on DdR(ρ[
1
p ]). A consequence is that the Hodge–Tate
weights can be read off of M(ρ)[1p ] as follows. Since S[
1
p ] is a
principal ideal domain the theory of elementary divisors applies
and for any choice of S-basis (e1, . . . , en) of M(ρ) we can write
(1.2.1) ϕ(e1, . . . , en) = (e1, . . . , en)AΛB
with A,B ∈ GLn(S[1p ]) and Λ = diag(Eri). The ri are then the
Hodge–Tate weights of ρ. We emphasise the necessity of inverting
p in this construction.
• Let K∞ = K(pi1/p∞) be the field obtained by adjoining a compati-
ble system of p-th power roots of pi to K. Then, from M(ρ) one can
recover ρ|GK∞ via ρ|GK∞ = (M(ρ)⊗SW (C[))ϕ=1. The ring W (C[)
is one of Fontaine’s period rings and the GK∞-action is obtained by
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asserting that GK∞ acts trivially on M(ρ) and acts in the natural
way on W (C[).
In fact the formula M 7→ T (M) = (M ⊗S W (C[))ϕ=1 makes sense for any
Breuil–Kisin module M , and describes an exact functor from the category of
Breuil–Kisin modules to the category of GK∞-representations. Exactness of
this functor means that if M(ρ) = M(ρ)⊗Sk[[u]] ∈ ModBKk and ρ = ρ⊗ZpFp
then T (M(ρ)) = ρ|GK∞ . The inertial weights W (ρ)inert of ρ can be recovered
from ρ|GK∞ , so the inertial weights of ρ can be recovered from M(ρ).
The starting point of this work is a theorem of Gee–Liu–Savitt [16]
which says that if K is unramified over Qp and the Hodge–Tate weights of
ρ lie in the interval [0, p] then the second bullet point above is valid without
inverting p. This implies that the Hodge–Tate weights of ρ are observed
by M(ρ). A precise statement of the result of Gee–Liu–Savitt is that if
K/Qp is unramified then there exists an S-basis of M(ρ) such that (1.2.1)
is valid with A,B ∈ GLn(S) and B ≡ 1 modulo p. This shows that with
the following definition M(ρ) ∈ ModSDk when the Hodge–Tate weights of ρ
are contained in [0, p].
Definition 1.2.2. We will study the full subcategory ModSDk inside
ModBKk whose objects are those M ∈ ModBKk satisfying the following two
conditions.
(1) There exists a k[[u]]-basis (e1, . . . , en) such that
ϕ(e1, . . . , en) = (e1, . . . , en)AΛ
where A ∈ GLn(k[[u]]) and Λ = diag(uri).
(2) The integers ri lies in the interval [0, p]. We call the integers ri the
weights of M .
For the rest of this introduction assume K is unramified over Qp.
Remark 1.2.3. Since k[[u]] is a principal ideal domain, if M ∈ ModBKk
then for any choice of k[[u]]-basis of M we can write ϕ = AΛB with A,B ∈
GLn(k[[u]]) and Λ diagonal with powers of u along the diagonal. Thus we
make sense of the weights of M , they are the ri such that Λ = diag(u
ri).
Being in ModSDk means that weights of M lie in the interval [0, p] and that
B ∈ GLn(k[[up]]).
Note that the representations considered in the previous section were all
valued in Zp or Fp; this is necessary to even make sense of inertial weights
of a residual representation. On the other hand Breuil–Kisin modules only
behave well with respect to coefficients which are finite over Zp. To recover
the setting of the first section we therefore fix a finite extension E/Qp with
ring of integers O and residue field kE . We study a variant ModBKk (O) of
ModBKk whose objects consist of M ∈ ModBKk equipped with a O-action (a
homomorphism O → EndBK(M)). Likewise we make sense of ModBKfree(O)
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and ModSDk (O). For any Breuil–Kisin module M with such an O-action, the
functorality of M 7→ T (M) means that T (M) is an O-valued representation.
Throughout we allow ourselves to take E as large as we like so as to
avoid any rationality issues. This allows us, for any M ∈ ModSDk (O), to
make sense of the inertial weights of the kE-valued representation T (M)
(note the discussion of inertial weights from the previous section is made for
representations of GK , but residual representations of GK∞ behave in an
entirely analogous manner).
Theorem C. Let N ∈ ModSDk .
(1) Let 0→M → N → P → 0 be an exact sequence in ModBKk . Then
M and P are in ModSDk and the weights of N equal the union of
the weights of M and P .
(2) Suppose N is irreducible as an object of ModSDk (O) (this is the same
as T (N) being irreducible as a kE-representation of GK∞) and has
distinct weights. Then the weights of N coincide with the inertial
weights of T (N).
See Proposition 4.3.13 for (1) and Corollary 7.3.1 for (2). Using the
result of Gee–Liu–Savitt mentioned above, it is straightforward to deduce
Theorem A from this result. As well as Theorem C we are able to establish
some additional results concerning the categories ModSDk and Mod
SD
k (O).
The following theorem motivates our use of the term strongly divisible (see
Lemma 6.1.2 and Proposition 6.2.2).
Theorem D. Let M ∈ ModBKk and assume that the weights of M are
contained in the interval [0, p− 1].
(1) For such M there exists a functorial association M 7→Mk into the
category of p-torsion Fontaine–Laffialle modules. Further, M ∈
ModSDk if and only if Mk is strongly divisible, in the sense of [12].
(2) If M ∈ ModSDk and has weights contained in [0, p− 2] then there is
a natural identification of (the dual of) T (M) with the restriction
to GK∞ of the GK-representation associated to Mk in [12].
We see no reason that part (2) does not hold for weights in [0, p− 1] but
we are unable to prove this. This theorem illustrates some relation between
ModSDk and strongly divisible p-torsion Fontaine–Laffaille modules. Each of
these latter objects arise from the reduction modulo p of some crystalline
representation with Hodge–Tate weights in the interval [0, p− 1], and so we
ask whether every M ∈ ModSDk arises as M(ρ) for some crystalline ρ : GK →
GLn(Zp) with Hodge–Tate weights in [0, p]? Under some conditions we are
able to answer this question in the affirmative.
Theorem E. Let M ∈ ModSDk (O). Then M = M(ρ) for some crys-
talline ρ with Hodge–Tate weights [0, p] if T (M) is cyclotomic-free (see No-
tation 3.3.1) and one of the following conditions is satisfied.
(1) The weights of M are contained in [0, p− 1].
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(2) Each irreducible subquotient of T (M) is a character.
(3) K = Qp and each irreducible subquotient has dimension ≤ 4.
The notion of cyclotomic-freeness is an n-dimensional extension of the
avoidance of representations of the form ( χcyc ∗0 1 ) where χcyc denotes the
cyclotomic character.
The proof of this theorem goes in the same way that one typically pro-
duces crystalline lifts of residual representations, namely by induction on
the length. One produces crystalline lifts of the irreducible subquotients
of M (i.e. M with T (M) irreducible as a GK∞-representation) and one
then produces crystalline lifts of extensions. We do the latter by computing
dimensions of ext groups in ModSDk and relating this dimension with the
dimension of the space of crystalline extensions (in characteristic zero). It
is in this step that the cyclotomic-freeness assumption is used. One is left
needing to lift irreducible objects of ModSDk . This is straightforward when
the irreducible objects are of rank one (so the theorem follows in case (2)).
When the weights of M are contained in [0, p−1] we show M is induced from
a rank one Breuil–Kisin module (as is the case in Fontaine–Laffaille theory)
from which case (1) of the theorem follows. For low-dimensional reasons
the same is true when in case (3). Unfortunately not every irreducible ob-
ject of ModSDk (O) is induced from a rank one object (and so in this respect
ModSDk is more complicated than the category of p-torsion strongly divisi-
ble Fontaine–Laffaille theory) and we do not know how to find crystalline
liftings in these cases.
If every M ∈ ModSDk was of the form M(ρ) for some crystalline ρ then
it would follow that the GK∞-representation T (M) would extend to a GK-
representation. In fact one would know more. Recall the ring OC[ : as a ring
this can be identified with the ring of integers of an algebraic closure of k[[u]]
but it comes with extra structure; in particular it admits a natural action
of GK . The most important ingredient of the result of Gee–Liu–Savitt [16]
quoted above is that if ρ is crystalline then they show that M(ρ)⊗k[[u]]OC[
admits a semilinear GK-action satisfying
(σ − 1)(m) ∈M(ρ)⊗k[[u]] up/p−1OC[
for each σ ∈ GK and each m ∈M(ρ). This is true without any assumption
on the Hodge–Tate weights of ρ. We show:
Theorem F. Let M ∈ ModBKk with weights in the interval [0, p]. As-
sume also that M is χpcyc-free (Definition 5.1.1). Then M ∈ ModSDk if and
only if M⊗k[[u]]OC[ admits a continuous ϕ-equivariant GK-action satisfying
(σ − 1)(m) ∈M ⊗k[[u]] up/p−1OC[
for σ ∈ GK and m ∈M .
The notation of being χpcyc-free is somewhat similar condition to the
cyclotomic-freeness assumption appearing in Theorem E. It is an n-dimensional
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version of the exclusion of Breuil–Kisin modules M ∈ ModBKk which are ex-
tensions of the form 0→M(Zp)→M →M(Zp(−p))→ 0.
3. Non-regular Hodge–Tate weights
The final part of this work involves an attempt to extend the range of
Hodge–Tate weights beyond [0, p]. In general the above results are simply
false outside this range, but we are able to show it can be done for Hodge–
Tate weights which are sufficiently non-regular (we say Hodge–Tate weights
are regular if they are all distinct; in particular the Hodge–Tate weights
discussed in the first section are regular). The next result indicates what
we can prove for representations which are sometimes called F -crystalline.
In practice we are able to be more flexible about the kind of non-regular
Hodge–Tate weights we consider (see Theorem 9.4.14) but we restrict to the
F -crystalline case to illustrate ideas.
Theorem G. Fix an embedding τ : k → Fp and let f = [K : Qp]. Let
ρ : GK → GLn(O) be a crystalline representation and assume that for τ 6= τ ′
the τ ′-th Hodge–Tate weights of ρ are all zero. Assume further that the τ -th
Hodge–Tate weights are contained in the interval
[0, pf − xf ]
where xf > 0 is the smallest integer such that f + xf > vp((p
f − xf − 1)!).
Then M(ρ) is in the full subcategory of ModBKk (O) whose objects satisfy
condition (1) of Definition 1.2.2 and the weights of M(ρ) coincide with the
Hodge–Tate weights of ρ.
Using the inequality vp(x!) ≤ x/(p−1) we see that xf ≤ pf−1−f+df−1p e.
As a consequence of this theorem it is possible to replace all the results in this
introduction with the interval [0, p] replaced with the Hodge–Tate weights
as described in the theorem, but we shall not spell this out in this work.
4. Previous Work
Questions similar to those answered by Theorem A have been considered
by a number of people. When n = 2 and K = Qp the result is a consequence
of calculations due to Breuil (as described in [3, The´ore`me 3.2.1]). When
n = 2, p > 2 and K is any unramified extension of Qp then Theorem A is due
to Gee–Liu–Savitt [16]. Our methods should be viewed as a generalisation
to GLn of their methods. In particular they consider the category Mod
SD
k
(though they do not give it this name) and prove part (1) of Theorem C for
extensions of rank one Breuil–Kisin modules. These results were extended
to allow p = 2 in the work of Wang [29].
There have also previously been extensions of the methods of Gee–Liu–
Savitt beyond two dimensions. Gao [13] [14] has considered cases in which
the residual representation is a successive extension of characters, and ob-
tains results similar to part (2) of Theorem E, and Theorem B when all the
local residual representations satisfy condition (2).
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CHAPTER 2
Overview of Crystalline Representations
In this chapter we give a brief introduction to the theory of crystalline
representations. Additionally we gather together the tools from p-adic Hodge
theory which shall be used in the following chapters to study these repre-
sentations.
1. Period Rings
Throughout we let k be a finite field. We shall write K0 for W (k)[
1
p ]. We
let K denote a totally ramified extension of K0 of degree e. Let C denote the
completion of an algebraic closure K of K and let OC be its ring of integers.
Let us also fix a Zp-generator  = (1, 2, . . .) of Zp(1). Thus n ∈ K satisfies
pn = n−1 and 1 = 1.
Construction 2.1.1. Recall the construction of the tilt OC[ of OC . As
a ring it is defined to be the inverse limit lim←−OC/p with transition maps
given by x 7→ xp. This is a domain and we write C[ for its fraction field.
The obvious map lim←−OC → OC[ (again with transition maps x 7→ x
p)
is a multiplicative bijection and the projection OC[ → OC onto the first
coordinate yields a multiplicative map which we express as x 7→ x]. Letting
vp denote the valuation on C normalised so that vp(p) = 1 we obtain a
valuation v[(x) = vp(x
]) on C[ for which C[ is complete. If pi[ ∈ OC[ is any
element with v[(pi[) > 0 then the pi[-adic topology on OC[ coincides with
the topology induced by v[ and C[ = OC[ [ 1pi[ ].
Set Ainf = W (OC[). There is a unique continuous homomorphism θ :
Ainf → OC sending [x] 7→ x] where [·] denotes the teichmuller map. Inside
Ainf there are the following distinguished elements.
(1) µ = []− 1
(2) ξ = µ
ϕ−1(µ)
The kernel of θ is a principal ideal and a necessary and sufficient condition
that x ∈ ker θ is a generator is that v[(x) = 1 where x ∈ OC[ denotes the
reduction modulo p of x. Thus ξ generates the kernel of θ. Let B+dR be
the ξ-adic completion of Ainf [1/p]. It is a complete discrete valuation ring
with residue field C. There is a homomorphism Zp(1) → B+dR which sends
15
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We set t = log([]), which is a uniformizer of B+dR. The action of GK =
Gal(K/K) on OC induces an action on OC[ and hence on Ainf . Since the
ideal (ξ) is stable under this action GK also acts on B
+
dR. The element t
satisfies σ(t) = χcyc(σ)t for all σ ∈ GK = Gal(K/K), where χcyc denotes
the cyclotomic character.
Construction 2.1.2. Let ν ∈ Ainf be a generator of ker θ. Let Amax




n with xn ∈ Ainf a sequence which converges p-adically to zero
in Ainf . This ring is p-adically complete and stable under the action of GK .
The automorphism ϕ on Ainf lifting x 7→ xp on OC[ extends to an injective
Zp-algebra endomorphism of Amax. The ring Amax does not depend on the
choice of ν. We let B+max = Amax[
1





These rings are discussed in detail in [6]. As in loc. cit. we use the rings
Amax, B
+
max and Bmax in place of the more usual period rings Acrys, B
+
crys
and Bcrys. One advantage is that B
+
max is topologically better behaved than
B+crys, as the following lemma indicates.
Lemma 2.1.3. Equip B+max with the topology described by asserting that
(pnAmax)n≥0 forms a basis of open neighbourhoods of 0. Then B+max is com-
plete and any principal ideal aB+max ⊂ B+max is closed.
Proof. Completeness of B+max is clear since Amax is p-adically complete.
To check that a principal ideal aB+max is closed consider a sequence bi ∈
aB+max which converges to b ∈ B+max; we must show b ∈ aB+max. Since B+max
is a domain and complete it suffices to show bia converges in B
+
max. That
this is the case follows from [6, Proposition III.2.1] which asserts that if
||x|| = inf{n|x∈pnAmax} pn then
p−1||x||||y|| ≤ ||xy|| ≤ ||x||||y||
for all x, y ∈ B+max (the right inequality is obvious but the left inequality is
not; in particular it is not true if Amax and B
+
max are replaced with Acrys
and B+crys). This shows that
|| bia −
bj
a || ≤ p||a|| ||bi − bj ||
and so, as (bi) is a convergent sequence, we conclude that (
bi
a ) is Cauchy,
and hence convergent. 
2. CRYSTALLINE REPRESENTATIONS 17
2. Crystalline Representations
By a p-adic Galois representation we mean a finite dimensional Qp-vector
space V equipped with a continuous Qp-linear action of the Galois group
GK .
In the following we shall make a number of assertions. These are all well-
known when the ring Bmax is replaced by the usual ring of crystalline periods
Bcrys (see for instance [11, Section 5]). From these standard results one
easily deduces the statements we make here using that there are inclusions
ϕ(Bmax) ⊂ Bcrys ⊂ Bmax (for this see [6, III.2]).
Construction 2.2.1. If V is a p-adic Galois representation then GK
acts on the tensor product V ⊗Qp Bmax via the respective actions on each
component. Since BGKmax = K0 the GK-invariants
Dcrys(V ) = (V ⊗Qp Bmax)GK
form a K0-vector space. It can be shown that multiplication Dcrys(V )⊗K0
Bmax → V ⊗QpBmax is injective which implies Dcrys(V ) is finite-dimensional
over K0.
The injective frobenius endomorphism ϕ on Bmax induces an injective
(and therefore bijective) frobenius semilinear endomorphism ϕ of Dcrys(V ).
Definition 2.2.2. A p-adic Galois representation V is crystalline if the
natural ϕ,GK-equivariant map
(2.2.3) Dcrys(V )⊗K0 Bmax → V ⊗Qp Bmax
is an isomorphism. This is equivalent to asking that dimK0 Dcrys(V ) =
dimQp V .
Remark 2.2.4. Any crystalline representation is de Rham in the sense
that the inclusionBmax⊗K0K ⊂ BdR induces an equality betweenDcrys(V )K :=
Dcrys(V )⊗K0 K and (V ⊗QpBdR)GK . The filtration F iBdR = tiB+dR induces
a filtration F iDcrys(V )K = (V ⊗Qp tiB+dR)GK on Dcrys(V )K such that ten-
soring (2.2.3) up to BdR gives a GK-equivariant identification
Dcrys(V )⊗K0 BdR = V ⊗Qp BdR




i⊗F j , and V is given the trivial filtration F 0V = V, F−1V =
0).
Fontaine [11, The´ore`me 5.3.5] has proven the following result.
Proposition 2.2.5. The functor V 7→ Dcrys(V ) from the category of
crystalline representations into the category of filtered ϕ-modules (i.e finite
dimensional K0-vector spaces D equipped with a frobenius semilinear auto-
morphism and a filtration on DK) is a fully faithful, exact ⊗-functor1.
1By a ⊗-functor we mean a functor which is compatible with tensor products and
duals defined suitably in either category.
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Definition 2.2.6. If V is a crystalline representation HT(V ), the Hodge–




Thus the cyclotomic character has Hodge–Tate weight −1.
3. Extensions of Crystalline Representations
If V is a p-adic Galois representation we let H i(GK , V ) denote continu-
ous group cohomology. We let Exti(−,−) denote the i-th Yoneda extension
group in the abelian category of p-adic Galois representations. Each of these
groups are Qp-vector spaces.
Construction 2.3.1. Let Vi be a pair of p-adic Galois representations.
To any class in H1(GK ,Hom(V2, V1)), represented by a 1-cocycle c : GK →
Hom(V2, V1), one attaches the p-adic Galois representation whose underlying
Qp-vector space is V = V1 ⊕ V2 with GK-action given by
σ((v1, v2)) = (σ(v1) + cσ ◦ σ(v2), σ(v2))
(here we write cσ in place of c(σ) to ease notation). The representation V
sits in an exact sequence 0→ V1 → V → V2 → 0. This construction induces
a homomorphism H1(GK ,Hom(V2, V1))→ Ext1(V2, V1).
Conversely, if 0 → V1 → V → V2 → 0 is an exact sequence of p-adic
Galois representations then any choice of splitting (in the category of Qp-
vector spaces) gives rise to a 1-cocycle
cσ : V2
σ−1−−→ V2 → V σ−→ V → V1
This construction induces a homomorphism Ext1(V2, V1)→ H1(GK ,Hom(V2, V1))
which is inverse to the map of the previous paragraph.
Definition 2.3.2. Define Ext1crys(V2, V1) ⊂ Ext1(V2, V1) to be the subset
whose elements are classes represented by exact sequences 0 → V1 → V →
V2 → 0 with V crystalline.
Proposition 2.3.3. Let Vi be a pair of crystalline p-adic Galois repre-
sentations. Then Ext1crys(V2, V1) is a subspace of Ext
1(V2, V1) of Qp-dimension
[K : Qp] Card({i−j < 0 | i ∈ HT(V1), j ∈ HT(V2)})+dimQp HomQp[GK ](V2, V1)
Proof. Set W = Hom(V2, V1) and let H
1
f (GK ,W ) be the kernel of
the map H1(GK ,W ) → H1(GK ,W ⊗Qp Bmax). We claim the identifica-
tion H1(GK ,W ) → Ext1(V2, V1) discussed in Construction 2.3.1 identifies
H1f (GK ,W ) with Ext
1
crys(V2, V1). This will imply that Ext
1
crys(V2, V1) is a
Qp-subspace.
To see the claim let c be a 1-cocyle representing a class in H1(GK ,W )
and let V = V1 ⊕ V2, with GK-action given as in Construction 2.3.1, be the
corresponding extension. It is immediate from the construction of V that
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the class of c is in H1f (GK ,W ) if and only if there exists a GK-equivariant
identification V ⊗Qp Bmax = (V1 ⊗Qp Bmax)
⊕
(V2 ⊗Qp Bmax).
Thus to prove H1f (GK ,W ) and Ext
1
crys(V2, V1) are identified we just have
to show that for V sitting in an exact sequence 0 → V1 → V → V2 → 0
with Vi crystalline, V is crystalline if and only if this sequence splits GK-
equivariantly after tensoring with Bmax. If V is crystalline then, recalling
that Dcrys(−) is an exact functor, any Qp-splitting of 0 → Dcrys(V1) →
Dcrys(V ) → Dcrys(V2) → 0 gives rise to a GK-equivariant splitting of 0 →
V1 ⊗Qp Bmax → V ⊗Qp Bmax → V2 ⊗Qp Bmax → 0. If instead we have
such a GK-equivariant splitting then the sequence stays exact after taking
GK-invariants and so we get an exact sequence
0→ Dcrys(V1)→ Dcrys(V )→ Dcrys(V2)→ 0
We conclude that dimK0 Dcrys(V ) = dimQp V1 + dimQp V2 = dimQp V , and
so V is crystalline. Thus we see that H1f (GK ,W ) and Ext
1
crys(V2, V1) may
be identified, as was claimed.
We remark that HT(Hom(V2, V1)) = {i−j | i ∈ HT(V1), j ∈ HT(V2). To
see this we use that V 7→ Dcrys(V ) is a⊗-functor and soDcrys(Hom(V2, V1)) =
Dcrys(V2)
∨ ⊗ Dcrys(V1). Now to complete the proof one can invoke the di-
mension formula for the H1f as described in e.g. [23, Proposition 1.24] (note
that in loc. cit. the H1f whose dimension formula is computed is defined
using Bcrys in place of Bmax; it is however easy to see each description gives
identical subspaces of H1, using that ϕ(Bmax) ⊂ Bcrys ⊂ Bmax). 
4. Breuil–Kisin Modules
By a crystalline Zp-lattice we shall mean a GK-stable Zp-lattice inside a
crystalline p-adic Galois representation. All the constructions described in
this section depend upon the choice of a uniformizer pi ∈ K and a compatible
system of p-th power roots pi1/p
n
of pi. Such a compatible system is the same
as an element pi[ = (pi, pi1/p, . . .) ∈ OC[ with (pi[)] = pi. Let us once and for
all fix such a pi and pi[.
We write K∞ for K(pi1/p
∞
).
Notation 2.4.1. Let S = W (k)[[u]]. We equip this ring with a Zp-
algebra endomorphism ϕ which acts on W (k) as the frobenius and which
sends u 7→ up. View S as a subring of Ainf via
∑
aiu
i 7→ ∑ ai[pi[]i. This
embedding is compatible with the ϕ’s on each ring. Let E(u) ∈ S denote
the Eisenstein polynomial over K0 such that E(pi) = 0.
Definition 2.4.2. A Breuil–Kisin module is a finitely generated S-
module M equipped with an isomorphism2
ϕM : M ⊗ϕ,S S[ 1E ]→M [ 1E ]
2Form ∈M we write ϕM (m) in place of ϕM (m⊗1). Then ϕM describes a ϕ-semilinear
map M →M [ 1
E
]. From this semilinear map M →M [ 1
E
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We denote the category of Breuil–Kisin modules by ModBKK . We write M
ϕ
for the image of M ⊗ϕ,S S under ϕM . When there is no risk of confusion
we write ϕ for the isomorphism ϕM .
Remark 2.4.3. The category ModBKK is an abelian category. Moreover
this category admits natural notions of tensor product and internal hom:
• If M and N are two Breuil–Kisin modules then we write M ⊗ N
for the Breuil–Kisin module with underlying S-module M ⊗S N
and with frobenius given by ϕM ⊗ ϕN .
• The set of S-linear homomorphisms HomS(M,N) between two
Breuil–Kisin modules is made into a Breuil–Kisin module, written
Hom(M,N), as we now explain. Since ϕ is flat on S the nat-
ural map HomS(M,N) ⊗ϕ S[ 1E ] → HomS[ 1E ](M ⊗ϕ S[
1
E ], N ⊗ϕ
S[ 1E ]) is an isomorphism [27, Tag 087R]. Similarly the natural map
HomS(M,N)[
1
E ] → HomS[ 1E ](M [
1
E ], N [
1




](M ⊗ϕ S[ 1E ], N ⊗ϕ S[ 1E ])→ HomS[ 1E ](M [
1
E ], N [
1
E ])
which sends f 7→ ϕN◦f◦ϕ−1M makes Hom(M,N) into a Breuil–Kisin
module.
With these definitions the evaluation map Hom(M,N)⊗M → N describes
a morphism of Breuil–Kisin modules.
Notation 2.4.4. Recall that if OE is the p-adic completion of S[ 1u ] then
an etale ϕ-module over OE is a finitely generated OE -module N et equipped
with an isomorphism N et ⊗ϕ,OE OE ∼= N et.
Proposition 2.4.5 (Fontaine). The functor N et 7→ T (N et) = (N et⊗OE
W (C[))ϕ=1 is an exact ⊗-equivalence between the category of etale ϕ-modules
over OE and the category of finitely generated Zp-modules equipped with a
continuous Zp-linear action of GK∞. The representation T (N et) is deter-
mined up to isomorphism by the existence of a ϕ,GK∞-equivariant isomor-
phism
N et ⊗OE W (C[) ∼= T (N et)⊗Zp W (C[)
Proof. There are two parts to this proposition. First note that our
embedding S → Ainf modulo p induces an inclusion k((u)) → C[. This
inclusion identifies u with (pi, pi1/p, . . .) which is fixed by GK∞ , and so the
action of GK on C
[ induces a homomorphism
GK∞ → Aut(C[/k((u))perf)
Since C[ is the completed algebraic closure of k((u)) we may identify the
right hand side with Gk((u)). Since the completion of K∞ is a perfectoid
field in the sense of [24], whose tilt is the completed perfection of k((u)),
this map is an isomorphism (e.g. by [24, Theorem 3.7]).
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For the second part of the proposition we invoke the results of [8, Section
A]. Note that the result stated here differs from its usual formulation in that
the ring W (C[) is usually replaced with a smaller ring OÊur , the completion
of the maximal unramified extension of OE . In [8, Propostion 1.2.6] the
result is proven with OÊur in place of W (C[), so to prove our proposition we
just need to show that
(N et ⊗OE OÊur)ϕ=1 ⊂ T (N et) = (N et ⊗OE W (C[))ϕ=1
is an equality. For this it suffices to consider the case when N et is killed
by p. In this case the equality follows because for any algebraically closed
field F of characteristic p and any finite dimensional F -vector V equipped
with a ϕ-semilinear bijection, V ϕ=1 is a finite dimensional Fp-vector space
of dimension equal to the F -dimension of V . 
Proposition 2.4.6. There is an exact ⊗-functor M 7→ T (M) = (M ⊗S
W (C[))ϕ=1 from ModBKK to the category of finitely generated Zp-modules
equipped with a continuous Zp-linear action of GK∞. The representation
T (M) is determined up to isomorphism by the existence of a ϕ,GK∞-equivariant
identification
M ⊗S Ainf [ 1ϕ−1(µ) ] ∼= T (M)⊗Zp Ainf [ 1ϕ−1(µ) ]
Proof. Since the map S→ OE is flat the functorM 7→M et = M⊗SOE
is an exact ⊗-functor from ModBKK to the category of etale ϕ-modules, and
so from Proposition 2.4.5 we deduce that M 7→ T (M) = T (M et) is an exact
⊗-functor as required.
To show that there exists a ϕ,GK∞-equivariant identification as stated
we appeal to [4, Lemma 4.26]. A little care needs to be taken when doing
this however; our embedding S→ Ainf is different from that of [4], which is
obtained by composing our embedding with ϕ on Ainf . The upshot of this is
that if M is a Breuil–Kisin module, M⊗SAinf is not a Breuil–Kisin-Fargues
module as defined in [4, §3.4]. However M ⊗ϕAinf is a Breuil–Kisin-Fargues
module. It is for this reason that ϕ−1(µ) appears here where µ would appear
in [4]. 
Our interest in Breuil–Kisin modules comes from the following theorem
of Kisin. To state his result we must first introduce some notation.
Notation 2.4.7. Define Orig to be the subring of K0[[u]] consisting of
power series which converge on the open unit disk. We equip Orig with
the unique ϕ extending that on S ⊂ Orig. The embedding of S into Ainf
extends to an embedding of Orig into B+max, and again this is compatible
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It can be shown that ϕ(λ) is invertible in Amax (for instance see Lemma 9.1.3
below applied with ν = E([pi[])). Thus we can view Orig[ 1ϕ(λ) ] as a subring
of B+max compatibly with frobenius.
Let Ŝ denote the E-adic completion of S[1p ]. Note that Ŝ is a complete
local ring with residue field S[1p ]/E = K; by Hensel’s lemma it is therefore a
K-algebra. The embedding S→ Ŝ extends to an embeddingOrig[ 1ϕ(λ) ]→ Ŝ
which sends a function onto its Taylor expansion around u = pi. Since
E([pi[]) is a uniformizer of B+dR the embedding ofOrig[ 1ϕ(λ) ] into B+max extends
to an embedding of Ŝ → B+dR. This embedding is compatible with the
filtrations, the filtration on Ŝ being the E-adic filtration.
Theorem 2.4.8 (Kisin). There is a fully faithful covariant ⊗-functor
T 7→ M(T ) from the category of crystalline Zp-lattices into the full sub-
category of Breuil–Kisin modules free over S. The module M(T ) admits
functorial ϕ,GK∞-equivariant identifications:
(2.4.9) M(T )⊗S Bmax ∼= T ⊗Zp Bmax ∼= Dcrys(V )⊗K0 Bmax
such that as submodules of (2.4.9) we functorially have
M(T )ϕ ⊗S Orig[ 1ϕ(λ) ] = Dcrys(V )⊗K0 Orig[ 1ϕ(λ) ]
and
(2.4.10) M(T )⊗S Ainf [ 1ϕ−1(µ) ] = T ⊗Zp Ainf [ 1ϕ−1(µ) ]
This last identification characterises M(T ) up to isomorphism. Additionally
as submodules of (2.4.9) basechanged up to BdR we have
M(T )⊗S Ŝ = F 0(Dcrys(V )K ⊗K Ŝ[ 1E ]) =
∑
i
F iDcrys(V )K ⊗ E−iŜ
Sketch of proof. The functor T 7→ M(T ) was constructed in [20].
Since this formulation is a slight variant of what appears in [20] we sketch
how the results of loc. cit. allow us to deduce the above.
First assume that F 0DK = DK where D = Dcrys(V ) and DK = D ⊗K0
K. Associated to D is a finite free Orig-module M(D) equipped with an
injection M(D) ⊗ϕ Orig → M(D) which becomes an isomorphism after
inverting λ, see [20, Lemma 1.2.2]. The moduleM(D) is constructed, using
the filtration on DK , as an Orig-lattice inside D ⊗K0 Orig[ 1λ ] in such a way
that
(2.4.11) D ⊗K0 Orig ⊂M(D)ϕ
with cokernel killed by a power of ϕ(λ) (see [20, Lemma 1.2.6]), and such
that as submodules of M(D)⊗Orig BdR = D ⊗K0 BdR,
(2.4.12) F 0(DK ⊗K Ŝ[ 1E ]) =
∑
i
F iDK ⊗K E−iŜ =M(D)⊗Orig Ŝ
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(see [20, Lemma 1.2.1]). Further Kisin shows that, as a consequence of the
fact that D is admissible (i.e. is in the image of V 7→ Dcrys(V )), there
exists a Breuil–Kisin module M such that M(D) = M ⊗S Orig, see [20,
Lemma 1.3.13].
A straightforward twisting argument shows that the above statements
remain valid without the assumption that F 0D = D: if F 0D 6= D then
define D(−n) = D with the shifted filtration F iD(−n)K = F i−nDK , and
define Orig(n) = Orig equipped with the semilinear map given by ϕOrig(n) =
E−n. For n large enough that F 0D(−n)K = D(−n)K one sets M(D) =
M(D(−n))⊗Orig(n). Then stillM(D) satisfies each of (2.4.11) and (2.4.12)
and is such that M(D) = M ⊗Orig for some Breuil–Kisin module M .
Let us remark that the M as above is not unique; in particular it is
not necessarily the M(T ) of the theorem. Instead one finds M(T ) as an
S-lattice inside M [1p ] as we now explain. Note that for such an M all of the
identifications of the theorem follow from the above except (2.4.10). Since
λ is a unit in Bmax we can base change the identification M ⊗S Orig[ 1λ ] =
D ⊗K0 Orig[ 1λ ] to obtain ϕ-equivariant identifications
(2.4.13) M ⊗S Bmax ∼= D ⊗K0 Bmax ∼= V ⊗Qp Bmax
Each of these identifications are compatible with the GK∞-actions. As a
consequence of (2.4.12) we see that
M ⊗S B+dR = F 0(D ⊗K0 BdR) = V ⊗Qp B+dR
as submodules of (2.4.13) basechanged up to BdR. As M ⊗SBmax = V ⊗Qp
Bmax it follows that M ⊗S F 0Bmax = V ⊗Qp F 0Bmax, where F 0Bmax =
Bmax ∩ B+dR. There is an exact sequence 0 → Qp → Bϕ=1max → BdR/B+dR →
0 [6, Proposition III.3.1.] and so (F 0Bmax)
ϕ=1 = Qp. Therefore V =




ϕ=1 ⊂ V . By Proposition 2.4.6 we have that
M ⊗S Ainf [ 1ϕ−1(µ) ] = T ′ ⊗Zp Ainf [ 1ϕ−1(µ) ]
as submodules of (2.4.13). As a consequence the Zp-rank of T ′ equals the S-
rank of M , which equals the Qp-dimension of V ; thus T ′ is a Zp-lattice inside
V . If T = T ′ then we take M = M(T ). If not the previous identification
still allows us to identify ϕ-equivariantly M ⊗S E with the etale ϕ-module
N et(V ) over E associated to V |GK∞ . Here E = OE [1p ] where, as in 2.4.4, OE
is the p-adic completion of S[ 1u ]. If N
et(T ) ⊂ N et(V ) is the etale ϕ-module
over OE associated to T |GK∞ then we set M(T ) = N et(T )∩M [1p ]. One can
show that M(T ) is finite free over S and is therefore a Breuil–Kisin module
which satisfies all the above properties.
The fact that the existence of an identification as in (2.4.10) characterises
M(T ) up to isomorphism follows from a result of Kisin [20, Proposition
2.1.12] which implies that the functor M 7→ T (M) is fully faithful when
restricted to Breuil–Kisin modules which are free over S. 
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Remark 2.4.14. Combining (2.4.10) with Proposition 2.4.6 shows that
T (M(T )) = T |GK∞ . Since the functor M 7→ T (M) is exact T (M(T ) ⊗
S/p) = (T ⊗Fp)|GK∞ . This means we can compute the reduction modulo p
of T , at least after restricting to GK∞ , by computing the reduction modulo p
of M(T ).
Corollary 2.4.15. Let T be a fixed crystalline Zp-lattice. Then M 7→
T (M) induces a bijection{ Breuil–Kisin modules M ⊂M(T )[1p ]
which are S-finite free and have









Remark 2.4.16. It should be emphasised that T 7→ M(T ) is not an
exact functor. However we shall see below that it is exact after inverting p.
Definition 2.4.17. Let ModBK-isoK denote the category of finite free
S[1p ]-modules M equipped with an isomorphism





∼= M [ 1E ]
such that ϕ-equivariantly M = M◦[1p ] for some M
◦ ∈ ModBKK .
Remark 2.4.18. Note that any morphism in ModBK-isoK is obtained from
a morphism M◦ → N◦ in ModBKK by inverting p. Since M◦[1p ] is free over
S[1p ] for any M
◦ ∈ ModBKK ([4, Proposition 4.3]) the category ModBK-isoK
can be identified with the isogeny category ModBKK ⊗Qp. Since ModBKK is
abelian it follows that ModBK-isoK is abelian.
Proposition 2.4.19. There is an exact fully faithful functor V 7→M(V )
from the category of crystalline representations into ModBK-isoK such that
M◦ 7→ T (M◦) induces a bijection{Breuil–Kisin modules M◦ ⊂M(V )
which are S-finite free and such







Proof. The functor sends V onto M(T )[1p ] for any crystalline Zp-lattice
T ⊂ V . Using Corollary 2.4.15 we see that M(T )[1p ] does not depend upon
the choice of T . The only thing that needs to be checked is exactness of the




] Orig[ 1λ ] = Dcrys(V )⊗K0 Orig[ 1λ ]
As S[1p ] is a principal ideal domain the ring Orig[ 1λ ] is flat over S[1p ]. In fact
it is faithfully flat; any maximal ideal of S[1p ] is generated by a polynomial
with at least one zero on the open unit disk, on the other hand units in
Orig[ 1λ ] either have no zeroes, or infinitely many zeroes coming from λ’s in the
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denominator. From this faithful flatness we deduce exactness of V 7→M(V )
from exactness of V 7→ Dcrys(V ). 
5. Crystalline Representations with Coefficients
Our interest in p-adic Galois representations does not extend to issues
concerning rationality, and so it will be convenient for us to consider not all
p-adic Galois representations but those which take values in GLn(E) with
E some sufficiently large finite extension of Qp. In this section we show how
the above constructions should be adapted to accommodate this point of
view.
Thus let us once and for all fix a coefficient field3 E/Qp with ring of
integers O and residue field kE . Additionally we write $ for any uniformizer
of E. We shall always allow ourselves to assume that E is arbitrarily large.
In particular we shall assume K0 ⊂ E.
Definition 2.5.1. A continuous representation of GK on an E-vector
space V is crystalline if V , viewed as a Qp-vector space and so a p-adic Galois
representation, is crystalline. If this is the case we say V is a crystalline
E-representation. Functoriality of V 7→ Dcrys(V ) then implies that the K0-
vector space Dcrys(V ) admits a ϕ-equivariant action of E and so in particular
may be viewed as a module over K0 ⊗Qp E.
Remark 2.5.2. Recall that E is assumed to contain K0. We typically
reserve the symbol τ for an element of HomQp(K0, E) = HomFp(k, kE). The
map W (k)⊗ZpO →
∏
τ :k→kE O given by a⊗b 7→ (τ(a)b)τ is an isomorphism.
We let iτ ∈ W (k) ⊗Zp O denote the idempotent corresponding to the τ -th





where Mτ = iτM . The O-module Mτ may be described as the subset of M
on which the action of W (k) coincides with the action of τ(W (k)) ⊂ O.
If V is a crystalline E-representation then applying this to Dcrys(V )
allows us to decompose this module as
∏
τ Dcrys(V )τ .
Lemma 2.5.3. If V is a crystalline E-representation then Dcrys(V ) is
free as a module over K0 ⊗Qp E.
Proof. Each Dcrys(V )τ is a E-vector spaces and we have to show
they all have the same E-dimension. This will follow if we can show that
ϕ : Dcrys(V ) → Dcrys(V ) restricts to an E-linear map ϕ : Dcrys(V )τ◦ϕ →
Dcrys(V )τ . Recall that Dcrys(V )τ is the set of v ∈ Dcrys(V ) such that
3We apologize for our use of E for both the coefficient field and the minimal poly-
nomial of pi. In all cases it should be clear from the context which E we are referring
to.
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(k ⊗ 1)v = (1 ⊗ τ(k))v for all k ∈ K0. Thus, if v ∈ Dcrys(V )τ◦ϕ and
k ∈ K0 then
(k ⊗ 1)ϕ(v) = ϕ((ϕ−1(k)⊗ 1)v) = ϕ((1⊗ τ(k))v) = (1⊗ τ(k))ϕ(v)
and so ϕ(v) ∈ Dcrys(V )τ . 
Remark 2.5.4. Lemma 2.5.3 tells us that Dcrys(V )K is free over K ⊗Qp
E. As the filtration on Dcrys(V )K is by K⊗QpE-modules the decomposition
Dcrys(V )K =
∏
Dcrys(V )K,τ is a decomposition of filtered modules. Note
however that the filtered pieces need not be free over K ⊗Qp E.
Definition 2.5.5. For each τ ∈ HomFp(k, kE) we define HTτ (V ), the
τ -th Hodge–Tate weights of V , to be the multiset of integers which contains
i with multiplicity equal to the E-dimension of
griDcrys(V )K,τ
Remark 2.5.6. If V is n-dimensional over E then HT(V ) contains n[E :





over all τ of [E : K0]-copies of the multiset HTτ (V ).
Arguing as in the proof of Proposition 2.3.3 we deduce:
Proposition 2.5.7. Let Vi be two crystalline E-representations and
let Ext1(V2, V1) denote the first Yoneda extension group in the category
of continuous representations of GK on E-vector spaces. Then the subset
Ext1crys(V2, V1) ⊂ Ext1(V2, V1) consisting of classes represented by crystalline
extensions is a subspace of E-dimension∑
τ :k→kE
Card
({i−j < 0 | i ∈ HTτ (V1), j ∈ HTτ (V2)})+dimE HomE[GK ](V2, V1)
A crystalline O-lattice T is a GK-stable OE-lattice inside a crystalline
E-representation. For such T the Breuil–Kisin module M(T ) admits a ϕ-
equivariant action of O and is therefore a Breuil–Kisin module with O-action
as defined below:
Definition 2.5.8. A Breuil–Kisin module with O-action is a pair (M, ι)
whereM is an object of ModBKK and ι is a nonzero Zp-algebra homomorphism
ι : O → EndBK(M). Equivalently a Breuil–Kisin module M with O-action
is a finitely generated SO = S⊗ZpO-module equipped with an isomorphism
M ⊗ϕ,SO SO[ 1E ] ∼= M [ 1E ]
where ϕ here denotes the O-linear extension of ϕ on S. We let ModBKK (O)
denote the category of such objects.
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Remark 2.5.9. As in Remark 2.4.3 the category ModBKK (O) is an abelian
category which admits natural notions of tensor product and internal hom.
The tensor product of two objects has underlying SO-module M ⊗SO P .
The internal hom Hom(P,M)O has underlying its underlying module as
HomSO(P,M) and is equipped with a frobenius just as in Remark 2.4.3.
Remark 2.5.10. If M is an object of ModBKK (O) then viewing M as a





where each Mτ is a module over (SO)τ = O[[u]]. Arguing as in Lemma 2.5.3
shows that ϕ restricts to a map ϕ : Mτ◦ϕ →Mτ [ 1E ] which is semilinear over
O[[u]] for the endomorphism ∑ aiui 7→∑ aiuip (which we also write as ϕ).
As a consequence we deduce that if M is free as an S-module then M
is free as a SO-module. Likewise, if M is killed by $ so that it is a module
over SO/$ = k[[u]]⊗Fp kE then, if M is free when viewed as a k[[u]]-module
it is free as a SO/$-module.
In the following proposition we write AO = A⊗Zp O for any Zp-algebra
A. Analogously to Proposition 2.4.6 we have:
Proposition 2.5.11. There is an exact ⊗-functor M 7→ TO(M) =
(M⊗SOW (C[)O)ϕ=1 from the category ModBKK (O) to the category of finitely
generated O-modules equipped with a continuous O-linear action of GK∞.
The representation TO(M) is determined up to isomorphism by the existence
of a ϕ,GK∞-equivariant identification
M ⊗SO Ainf [ 1ϕ−1(µ) ]O ∼= TO(M)⊗O Ainf [ 1ϕ−1(µ) ]O
Moreover there are GK∞-equivariant identifications T (M)
∼= TO(M).
Proof. The first part follows by an argument identical to that used
to prove Proposition 2.4.6. For the comparison of T (M) and TO(M) use
that the natural map M ⊗S W (C[) → M ⊗SO W (C[)O, which is clearly
ϕ,GK∞-equivariant, is an isomorphism. 

CHAPTER 3
Torsion representations of GK and GK∞
We maintain the notation of Chapter 2, so that K is a finite extension of
Qp with residue field k and K∞ is the extension of K obtained by adjoining
a compatible system of p-th power roots of a fixed uniformiser pi ∈ K (see
the beginning of Section 2.4.2).
The purpose of this chapter is twofold. Firstly we recall the structure
of irreducible p-torsion representations of GK (and also GK∞). Secondly,
motivated by the fact that Breuil–Kisin modules give rise to representations
of GK∞ we prove a result concerning restriction of representations from
GK to GK∞ . We shall show that restriction is fully faithful if one restricts
attention to certain cyclotomic-free torsion representations.
1. Preliminaries
If H is a closed subgroup of a profinite group G and V is a discrete
H-module (i.e. an abelian group equipped with the discrete topology and a
continuous Z-linear action of H) then the (co-)induced module
IndGH V = {continuous f : G→ V such that f(hg) = h · f(g) for all h ∈ H, g ∈ G}
is a discrete G-module via right translation.
If V and W are two G-modules let Hom(V,W ) for the set of Z-linear
homomorphisms V → W , equipped with the usual G-action g(f)(v) =
g(f(g−1(v))). If V = V U for some open subgroup U ⊂ G then Hom(V,W )
is a (discrete) G-module. This is particular true if V is finite. We have
Lemma 3.1.1. Let V be a G-module satisfying V = V U for some open
subgroup U ⊂ G and let W be any H-module W . Then there are G-
equivariant isomorphisms
Hom(V, IndGHW ) = Ind
G
H Hom(V |H ,W )
These are functorial in V and W .
Remark 3.1.2. By functoriality the lemma remains true if for any ring
A we suppose V and W are A-modules with A-linear actions of G and H,
and if we take Hom(−,−) to be the set of A-linear homomorphisms. In
practice we will always apply the lemma in this setting.
We shall also make use of the projection formula which says that if V
and W are A-modules with continuous (for the discrete topology) A-linear
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actions of G and H respectively then there exist functorial isomorphisms
V ⊗A IndGHW = IndGH(V |H ⊗AW )
We shall slightly abuse notation by writing IndKL in place of Ind
Gal(∗/K)
Gal(∗/L) if
L/K is a finite extension; in all cases the field ∗ will be evident from the
context.
2. Irreducible Torsion Representations
Recall our coefficient field E, with ring of integers O and residue field
kE . Unless otherwise mentioned, by a representation we mean a continuous
representation on a finite dimensional kE-vector space. Recall we are as-
suming E is arbitrarily large so that in particular the following lemma holds
for any given representation.
Lemma 3.2.1. Let G be a finite group and suppose that I ⊂ G is a
normal abelian subgroup of order prime to p such that G/I is abelian and
1 → I → G → G/I → 1 is split. Then any irreducible representation V
of G on a kE-vector space is induced from a character H → k×E for some
subgroup H ⊂ G with I ⊂ H.
Proof. Our assumption that I is abelian of order prime to p and that
kE is large means that we can decompose V |I =
⊕
χ Vχ as a sum of subspaces
on which I acts by characters χ : I → k×E . The group G/I acts on the set of
such χ: if v ∈ Vχ then γv ∈ Vχ(γ) where χ(γ)(x) = χ(γ−1xγ). Let us fix a χ
appearing in V |I and let I ⊂ H ⊂ G be the subgroup corresponding to the
stabiliser of χ in G/I. Note that [G : H] ≤ dimkE V by the orbit-stabiliser
theorem.
Frobenius reciprocity (Lemma 3.1.1) implies there exists a nonzero map
V |H → IndHI χ. Since G is a semidirect product it is easy to see that χ being
fixed by the action of H/I implies χ extends to a character χ : H → k×E .
This implies IndHI χ = χ ⊗ R where R denotes the regular representation
of H/I. As H/I is abelian all irreducible representations of H/I are one-
dimensional and so R admits a composition series Rn ⊂ . . . ⊂ R0 = R such
that each Ri/Ri+1 is one-dimensional. If i is the largest integer such that
V |H → IndHI χ factors through χ⊗Ri then V |H → χ⊗Ri/Ri+1 is nonzero.
Letting χ′ = χ ⊗ Ri/Ri+1 and applying Frobenius reciprocity there exists
a nonzero map V → IndGH χ′ which, V being irreducible, must be injective.
We conclude that [G : H] = dimkE Ind
G
H χ
′ is ≥ dimkE V . The inequality
of the first paragraph implies [G : H] = dimkE V and so this map is an
isomorphism. 
Remark 3.2.2. Recall that if L/K is any finite Galois extension then
we obtain a filtration by normal subgroups P (L/K) ⊂ I(L/K) ⊂ Gal(L/K)
by asserting that σ ∈ I(L/K) (respectively σ ∈ P (L/K)) if and only if for
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all x ∈ OL and any choice of uniformiser piL ∈ L
σ(x)− x ∈ piLOL, (respectively σ(x)− x ∈ pi2LOL)
The map σ 7→ σ(piL)/piL defines an injection I(L/K)/P (L/K) → k×L and
the image is the subgroup µe(k
×
L ) = {z ∈ KL | ze = 1} where e is the order
of I(L/K)/P (L/K).
The extension L/K is unramified if I(L/K) = 1, and tamely ramified if
P (L/K) = 1. Let Kur denote the maximal unramified extension of K, i.e.,
the union of all finite unramified extensions of K, and let Kt denote the
maximal tamely ramified extension of K.
Lemma 3.2.3. Any irreducible representation of Gal(Kt/K) is induced
from a character over an unramified extension of K.
Proof. We would like to put ourselves in the situation of Lemma 3.2.1.
Firstly our representation factors through some finite quotientG = Gal(L/K)
with L/K tamely ramified. Being tamely ramified I = I(L/K) embeds into
k×L and so is abelian (even cyclic) of order prime to p. As the quotient G/I
may be identified with Gal(kL/k) it is cyclic. However it is not always the
case that G will be a semidirect product of I and G/I. To fix this observe
that we may replace L by any tamely ramified extension of L. We claim if
L is sufficiently large then G will be a semidirect product of I and G/I. If
this is possible then we can apply Lemma 3.2.1 to deduce the result.
Replacing L by a totally tamely ramified extension of L we can arrange
that e = e(L/K) is divisible by Card(k×L ), so that µe(k
×
L ) = k
×
L . Since L/K
is tamely ramified P (L/K) = 1 which means the map σ 7→ σ(piL)/piL is injec-
tive and so defines an isomorphism I → µe(kL) = k×L . With this assumption
we prove that G is a semidirect product by showing that H2(G/I, I) = 0,
the action of G/I on I being given by conjugation.
Note that the isomorphism I → k×L is compatible with the action of G/I
with G/I acting on k×L via the identification G/I = Gal(kL/k). Since G/I
is cyclic H2(G/I, I) may be described explicitly as
H2(G/I, I) = (k×L )
G/I/N(k×L ) = k
×/N(k×L )
where N : k×L → k× denotes the norm map. Norm maps between finite
fields are surjective so H2(G/I, I) = 0 as was claimed. 
We obtain the following well-known result:
Proposition 3.2.4. (1) Any irreducible representation of GK on
a kE-vector space is induced from a character over an unramified
extension.
(2) Any irreducible representation of GK∞ on a kE-vector space is in-
duced from a character over L∞ = K∞L with L an unramified
extension of K.
Proof. The subgroup Gal(K/Kt) of GK is pro-p and so the subspace
of V fixed by this subgroup is non-zero. As Gal(K/Kt) is normal in GK this
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subspace is a GK-stable subspace and so, since V is irreducible, the action of
Gal(K/Kt) on V must be trivial. As such we can view V as an irreducible
representation of Gal(Kt/K) and apply Lemma 3.2.3. This proves (1).
For (2) setKt∞ = KtK∞. Then Gal(K/Kt∞) is a subgroup of Gal(K/Kt)
and so is pro-p. Thus the action of GK∞ on any irreducible representation
V of GK∞ factors though Gal(K
t∞/K∞). Since K∞ is totally wildly ram-
ified we have Kt ∩ K∞ = K. As such restriction induces an isomorphism
Gal(Kt∞/K∞) → Gal(Kt/K). This isomorphism identifies Gal(Kt∞/L∞)
with Gal(Kt/L) and so (2) follows from (1). 
Lemma 3.2.5. Let L/K be an unramified extension. Let W be a one-
dimensional representation of GL on a kE-vector space and let V = Ind
K
L W .
Then the restriction map H0(GK , V )→ H0(GK∞ , V ) is an isomorphism.
Proof. If L∞ = K∞L then GL ∩ GK∞ = GL∞ and so restriction of
functions gives a map V → IndK∞L∞ W of GK∞-representations which fits
into a commutative diagram
V IndK∞L∞ W
W W |GL∞
whose vertical arrows are given by evaluation at 1. Since K∞ ∩ L = K
the inclusion GK∞ ⊂ GK induces an identification GK∞/GL∞ = GK/GL.
Hence V → IndK∞L∞ W is an isomorphism of GK∞-representations. Passing
to cohomology we obtain a commutative diagram
(3.2.6)




H i(GL,W ) H
i(GL∞ ,W |GL∞ )
The vertical arrows are isomorphisms and the horizontal arrows are the re-
striction maps (see [26, Section 2.5]). Taking i = 0 we see that to prove the
lemma it suffices to show that H0(GL,W ) → H0(GL∞ ,W ) is an isomor-
phism.
The GL-action on W is given by a character χ : GL → k×E , we must
show that if χ is trivial on GL∞ then it is trivial on GL. The kernel of χ
corresponds to a tamely ramified extension of L. If χ is trivial on GL∞ then
this tame extension must be contained in L∞ and so, as L∞/L is totally
wildly ramified, must be equal to L. Hence χ is trivial on GL and we are
done. 
We record the following two corollaries:
Corollary 3.2.7. If V is an irreducible GK-representation then V |GK∞
is irreducible also.
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Proof. We know V = IndKL W with W one dimensional. From the
proof of Lemma 3.2.5 we know V |GK∞ = IndK∞L∞ W . As V is irreducible, for
each γ ∈ Gal(L/K), the W (γ) are pairwise non-isomorphic. Thus they are
pairwise non-isomorphic when restricted to GL∞ (by Lemma 3.2.5 in the
one dimensional case). This shows IndK∞L∞ W is irreducible. 
Corollary 3.2.8. Let V and W be continuous irreducible representa-
tions of GK . Then any GK∞-equivariant isomorphism V → W is GK-
equivariant.
Proof. Assume there exists a GK∞-equivariant isomorphism so that
dimkE W = dimkE V . Then there is an unramified extension L/K such that
V = IndKL V1 and W = Ind
K
L W1 with V1 and W1 each one dimensional. We




1 with γ running over Gal(L/K). Using Lemma 3.1.1
(here we use Hom(−,−) to denote the set of kE-linear homomorphisms) we
have GK-equivariant identifications











If f ∈ IndKL Hom(W (γ)1 , V1) is fixed by GK∞ then Lemma 3.2.5 implies f is
fixed by GK which implies the corollary. 
3. Restriction
Let A be an Artin local ring with residue field kE and let C denote the
category of finitely generated A-modules equipped with a continuous (for the
discrete topology) A-linear action of GK . Throughout this section, if V,W ∈
C, we shall write Hom(V,W ) for the set of A-linear homomorphisms V →W
with the usual GK-action. Since V is finite we have that Hom(V,W ) ∈ C.
Notation 3.3.1. In this section we consider the full subcategory Ccyc
of C whose objects are cyclotomic-free, i.e. those V ∈ C which admits a
composition series 0 = Vn ⊂ . . . ⊂ V0 = V such that Vi/Vi+1 ⊗ Zp(1) is not
isomorphic to Vj/Vj+1 for any j > i. In other words
H0(GK ,Hom(Vi/Vi+1 ⊗ Zp(1), Vj/Vj+1)) = 0
for j > i. Pictorially, if V is a kE-vector space we can express
V ∼
. . . ∗ ∗0 V1/V2 ∗
0 0 V0/V1

and we ask that for each i no block above Vi/Vi+1 is isomorphic to Vi/Vi+1⊗
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Note that in our definition of cyclotomic-freeness we do not require that
every composition series of V satisfies the conditions describes in Nota-
tion 3.3.1. For instance if the cyclotomic character is not trivial modulo p





is cyclotomic-free because the compo-
sition series kE ⊂ V is as in Notation 3.3.1. However the composition series
kE(χcyc) ⊂ V is not as in Notation 3.3.1.
Remark 3.3.2. Ccyc is closed under subquotients. To see this suppose
V is as in Notation 3.3.1 and W ⊂ V is a GK-stable submodule. Set
Wi = W ∩ Vi; then Wi/Wi+1 ↪→ Vi/Vi+1 so Wi/Wi+1 is either zero or equal
to Vi/Vi+1. It follows that, after re-indexing, the Wi form a filtration as in
Notation 3.3.1. If we set (V/W )i = Vi/(W ∩Vi) then (V/W )i/(V/W )i+1 ↪→
Vi/(Vi+1 + (W ∩ Vi)), since Vi/(Vi+1 + (W ∩ Vi)) is a quotient of Vi/Vi+1 it
follows similarly that (V/W )i is a filtration of V/W as in Notation 3.3.1.
Warning 3.3.3. While Ccyc is closed under subquotients it is not closed
under extensions; for instance any character is in Ccyc but if p = 2 the
cyclotomic character is trivial so the sum of two copies of a character is not
in Ccyc.
Recall our assumption that kE is large so that Proposition 3.2.4 holds
for (all irreducible subquotients of) any object of Ccyc we consider. The key
input to the results of this section is the following. It has previously been
observed with varying degrees of generality in e.g., [7], [17] and [21].
Proposition 3.3.4. Let V be an object of C and suppose that V admits
a filtration 0 = Vn ⊂ . . . ⊂ V0 = V by GK-stable submodules such that
• each Vi/Vi+1 = IndKLiWi with Li/K unramified and Wi of rank one,
• and H0(GK , Vi/Vi+1 ⊗ Zp(−1)) = 0.
Then the restriction map H i(GK , V ) → H i(GK∞ , V ) is an isomorphism if
i = 0 and is injective if i = 1.
Note we do not require the filtration in the proposition to be a compo-
sition series, so that the Vi/Vi+1 need not be irreducible.
Proof. We shall argue by induction on the length n of the filtration.
If n = 1 then V is induced from a character. Thus the i = 0 part of the
proposition follows from Lemma 3.2.5. For the i = 1 part we appeal to the
diagram (3.2.6) with i = 1. This reduces the proposition to the case when
V is one dimensional and not equal to the cyclotomic character. For such
V the result is proven in [17, Lemma 5.4.2].
For general V consider the exact sequence 0 → V1 → V → V/V1 → 0.
Both V1 and V/V1 admit filtrations as in the proposition so we may assume
inductively that the result holds for V1 and V/V1. Consider the following
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commutative diagram, whose rows are exact.
0 H0(GK , V1) H
0(GK , V ) H
0(GK , V/V1) H
1(GK , V1) H
1(GK , V ) H
1(GK , V/V1)
0 H0(GK∞ , V1) H
0(GK∞ , V ) H
0(GK∞ , V/V1) H
1(GK∞ , V1) H
1(GK∞ , V ) H
1(GK∞ , V/V1)
o o
An easy diagram chase completes the argument. 
Lemma 3.3.5. Let V,W be objects of C admitting composition series (Vi)i
and (Wj)j such that for all i, j
H0(GK ,Hom(Vi/Vi+1 ⊗ Zp(1),Wj/Wj+1)) = 0
Then Hom(V,W ) satisfies the conditions of Proposition 3.3.4.
Proof. First consider the filtration on Hom(V,W ) given by Hom(V,Wi).
Since the sequences
0→ Hom(V,Wi+1)→ Hom(V,Wi)→ Hom(V,Wi/Wi+1)
are exact the subquotients of this filtration are subobjects of Hom(V,Wi/Wi+1).
This means that if we can prove the lemma when W = Wi/Wi+1 then we
will have proved the lemma in general, so assume this is the case. Now
Hom(V,W ) also admits a filtration Hom(V/Vn−i,W ) and since the sequences
0→ Hom(V/Vn−i,W )→ Hom(V/Vn−i+1,W )→ Hom(Vn−i/Vn−i+1,W )
are exact, the subquotients of this filtration are subobjects of Hom(Vn−i/Vn−i+1,W ).
This reduces the lemma to the case with V and W both induced from char-
acters. Write V = IndKL ψ and W = Ind
K
F ρ with F and L unramified
extensions of K and characters ψ and ρ. By Lemma 3.1.1 and Mackey’s






where γ runs over a finite subset of GK . Thus Hom(V,W ) admits a filtration
whose subquotients are the summands on the right. If we can show that
(3.3.6) H0(GK , Ind
K
FL Hom(ψ
(γ) ⊗ Zp(1), ρ)) = 0
then we will be done. If it is not zero then ψ(γ)⊗Zp(1) = ρ on GFL. Suppose
for a contradiction that this equality holds. Then both ψ(γ) and ρ extend
to characters of GF∩L. If F 6= L then GF∩L is a proper subgroup of one




W = IndKF ρ are irreducible. Thus F = L and so Ind
K
L ψ
(γ)⊗Zp(1) ∼= IndKF ρ.
But then V ⊗ Zp(1) ∼= W which is also a contradiction. We conclude that
(3.3.6) holds which finishes the proof. 
Lemma 3.3.7. Suppose V,W ∈ Ccyc and consider the restriction map
H0(GK ,Hom(V,W )) → H0(GK∞ ,Hom(V,W )). If either V or W is irre-
ducible then this map is an isomorphism.
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Proof. Suppose that V is irreducible and let (Wj)j denote a GK-
composition series W as in Notation 3.3.1. Suppose that f : V → W is
a non-zero GK∞-equivariant homomorphism. There will be a largest j such
that f factors through Wj ↪→W ; then the composite
g : V
f−→Wj →Wj/Wj+1
will be non-zero. Every GK-irreducible representation is irreducible as a
GK∞-representation by Corollary 3.2.7. Thus g must be aGK∞-isomorphism,
and so a GK-isomorphism after Corollary 3.2.8. As such we obtain a GK∞-
equivariant splitting f ◦ g−1 of
(3.3.8) 0→Wj+1 →Wj →Wj/Wj+1 → 0
Lemma 3.3.5 applied with V = Wj/Wj+1 and W = Wj+1 allows us to
invoke Proposition 3.3.4 to deduce that there exists a GK-splitting h of
(3.3.8). We have h − f ◦ g−1 ∈ H0(GK∞ ,Hom(Wj/Wj+1,Wj+1)) and so
using Proposition 3.3.4 again we deduce that h− f ◦ g−1 is GK-equivariant.
Since h is GK-equivariant and g is a GK-equivariant isomorphism it follows
that f is GK-equivariant.
Now we prove the result when W is irreducible. Let f : V → W be a
non-zero GK∞-equivariant map. Since mAV ⊂ V is GK-stable and in the
kernel of f we can suppose f is a map of kE-vector spaces. It is easy to see
that if V ∈ Ccyc is a kE-vector space then V ∨ = Hom(V, kE) is in Ccyc also.
The argument of the first paragraph therefore shows that f∨ : W∨ → V ∨ is
GK-equivariant, and so f is GK-equivariant too.

Theorem 3.3.9. Let V,W ∈ Ccyc. Then any GK∞-equivariant f : V →
W isomorphism is GK-equivariant.
Proof. We argue by induction on the length of V as aGK-representation.
If V is irreducible we appeal to Corollary 3.2.8. For general V let (Vi)
be a composition series for V as in Notation 3.3.1. Lemma 3.3.7 implies
f : Vn−1 →W is GK-equivariant and so Wn−1 := f(Vn−1) is GK-stable. We
have the following commutative diagram whose rows are exact.
0 Vn−1 V V/Vn−1 0
0 Wn−1 W W/Wn−1 0
o f o
Since Wn−1 is a GK-stable submodule of W , our inductive hypothesis allows
us to assume the two outer vertical arrows are GK-equivariant. Applying
Lemma 3.3.5 with V = V/Vn−1 and W = Vn−1 shows that Proposition 3.3.4
applies, and so the restriction mapH1(GK ,Hom(V/Vn−1, Vn−1))→ H1(GK∞ ,Hom(V/Vn−1, Vn−1))
is injective. This implies there must exist a GK-equivariant h : V → W fit-
ting into the diagram. If not, identifying Vn−1 = Wn−1 and V/Vn−1 =
W/Wn−1 as GK-representations via the outer vertical maps of the diagram,
we see thatW and V represent distinct classes inH1(GK ,Hom(V/Vn−1, Vn−1))
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which become equal in H1(GK∞ ,Hom(V/Vn−1, Vn−1)). Clearly the map h
must equal f which proves the theorem. 
The previous theorem is all that will be required for future applications,
but one could ask if it is possible to remove the requirement that f be an
isomorphism. Our problem with proving this seems to arise in showing that
kernels and images of GK∞-equivariant maps are GK-stable. However if we
assume that χcyc 6∼= 1 modulo p then we have the following argument.
Theorem 3.3.10. Let V and W be objects of Ccyc and assume the
cyclotomic character is non-trivial modulo p. Then the restriction map
H0(GK ,Hom(V,W ))→ H0(GK∞ ,Hom(V,W )) is an isomorphism.1
Proof. Let (Vi)i denote a GK-composition series for V as in Nota-
tion 3.3.1. We argue by induction on the lengths of both V and W . Using
Lemma 3.3.7 we may assume the statement is true whenever one of V or
W is replaced by a representation with strictly smaller length. If every
GK∞-equivariant element of Hom(V,W ) factors through V → V/Vn−1 then
H0(GK∞ ,Hom(V,W )) = H
0(GK∞ ,Hom(V/Vn−1,W ))
and the result would follow from our inductive hypothesis. Thus we may as-
sume there is a non-zero GK∞-equivariant map Vn−1 →W . By Lemma 3.3.7
this map must be GK-equivariant and we obtain an exact sequence
0→ Hom(V, Vn−1)→ Hom(V,W )→ X → 0
where X may be viewed as a GK-stable submodule of Hom(V,W/Vn−1).
Passing to cohomology we obtain the following diagram (which commutes
and has exact rows).
0 H0(GK ,Hom(V, Vn−1)) H0(GK ,Hom(V,W )) H0(GK , X) H1(GK ,Hom(V, Vn−1))
0 H0(GK∞ ,Hom(V, Vn−1)) H0(GK∞ ,Hom(V,W )) H0(GK∞ , X) H1(GK∞ ,Hom(V, Vn−1))
o α o
The inductive hypothesis implies the leftmost vertical arrow is an isomor-
phism. SinceW/Vn−1 ∈ Ccyc we also have thatH0(GK ,Hom(V,W/Vn−1))→
H0(GK∞ ,Hom(V,W/Vn−1)) is an isomorphism and so, becauseX ⊂ Hom(V,W/Vn−1),
the same is true for the third vertical arrow above. If the rightmost vertical
map is injective then that α is an isomorphism follows from a diagram chase.
To establish this injectivity it suffices to check that Proposition 3.3.4 can be
applied to Hom(V, Vn−1). Note that H0(GK ,Hom(Vi/Vi+1⊗Zp(1), Vn−1) =
0 for i < n−1 by hypothesis. Also, because we are assuming the cyclotomic
character is non-zero, the same is true for i = n − 1. Thus Lemma 3.3.5
implies Proposition 3.3.4 can be applied, which finishes the proof. 
Let us conclude the section by giving an application of these results to
GK and GK∞-stable lattices inside extensions.
1If we took kE = Fp then this result could be stated in terms of full-faithfulness of
restriction from GK to GK∞ .
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Notation 3.3.11. If G is a topological group acting linearly and con-
tinuously on a topological abelian group M then we let Z1(G,M) denote
the group of continuous 1-cocycles G→ M and B1(G,M) ⊂ Z1(G,M) the
group of 1-coboundaries.
Lemma 3.3.12. Let W be a finite free O-module equipped with a con-
tinuous O-linear action of GK . Let W = W ⊗O kE and suppose that the
conditions of Proposition 3.3.4 hold for W .
(1) If b ∈ B1(GK ,W [1p ]) is such that bσ ∈ W for all σ ∈ GK∞ then
b ∈ Z1(GK ,W ).
(2) If c ∈ Z1(GK ,W ) is such that cσ = 0 for all σ ∈ GK∞ then c = 0.
Proof. (1) There is a w ∈ W such that $nbσ = (σ − 1)w for some
n ≥ 0. If n = 0 then there is nothing to prove so assume otherwise. Since
bσ ∈ W for σ ∈ GK∞ we deduce that w, the image of w in W/$n, is fixed
by GK∞ . Since the conditions of Proposition 3.3.4 holds for W they also
hold for W/$n. Thus the i = 0 part of Proposition 3.3.4 applied to W/$n
shows that w is then fixed by GK and so bσ ∈W for all σ ∈ GK .
(2) If c is zero on GK∞ then the i = 1 part of Proposition 3.3.4 implies
the class [c] = 0 in H1(GK ,W ). Therefore cσ = (σ− 1)w is a 1-coboundary.
We must have w fixed by GK∞ and so the i = 0 part of Proposition 3.3.4
implies w is fixed by GK . In other words c = 0. 
Proposition 3.3.13. Let 0 → V1 → V → V2 → 0 be an exact se-
quence of continuous GK-representations on finite dimensional E-vector
spaces. Let T ⊂ V be a GK∞-stable O-lattice such that T1 = T ∩ V1 and
T2 = Im(T ) ⊂ V2 are both GK-stable O-lattices of V1 and V2 respectively.
Let W = Hom(T2, T1) and W = W ⊗O kE. Suppose the conditions of Propo-
sition 3.3.4 hold for W . Then T is GK-stable.
Proof. With T1 and T2 as defined T fits into an exact sequence 0 →
T1 → T → T2 → 0. As in Construction 2.3.1, choosing an O-splitting of this
sequence we obtain a continuous 1-cocycle c : GK →W [1p ] in Z1(GK ,W [1p ])
given by the composition
cσ : T2
σ−1−−→ T2 → T σ−→ V → V1
Since T is assumed GK∞-stable we have cσ ∈ W for σ ∈ GK∞ . Since both
T1 and T2 are assumed GK-stable we have that T is GK-stable if and only
if cσ ∈W for all σ ∈ GK .
Recall from [28, Proposition 2.3] that the natural map H1(GK ,W ) →
H1(GK ,W [
1
p ]) (the H
1’s here describing continuous group cohomology) in-
duces an isomorphism H1(GK ,W )[
1
p ] = H
1(GK ,W [
1
p ]). As such there exists
n ≥ 0 (which we shall assume to be minimal) such that, with c as in the
previous paragraph, the class of $nc in H1(GK ,W [
1
p ]) equals a class repre-
sented by a cocycle in Z1(GK ,W ). This means there is a b ∈ B1(GK ,W [1p ])
such that $ncσ − bσ ∈W for all σ ∈ GK . As cσ ∈W for σ ∈ GK∞ we have
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bσ ∈ W for σ ∈ GK∞ . Thus Lemma 3.3.12 implies bσ ∈ W for all σ ∈ GK
and so $nc ∈ Z1(GK ,W ). We can therefore consider c the reduction of
$nc modulo $. If n ≥ 1 then c|GK∞ = 0 and so Lemma 3.3.12 tells us that




Strongly Divisible Breuil–Kisin modules
In this chapter we introduce the notion of a strongly divisible Breuil–
Kisin module and prove some basic results about their structure. A key
result of Gee–Liu–Savitt says that the reduction modulo p of a Breuil–
Kisin module associated to any crystalline representation with Hodge–Tate
weights in [0, p] will be strongly divisible.
Remark 4.0.1. In later chapters we shall make the assumption that
K = K0. For this chapter this is not strictly necessary since all the objects
we consider depend only on the residue field of K. However it is worth
emphasising that when K 6= K0 the categories we study in this section are
not the correct ones from the point of view of the reduction of crystalline
representations with Hodge–Tate weights in [0, p] (at best they relate to
crystalline representations with Hodge–Tate weights in [0, p/e]).
1. Filtrations
The language of filtered modules will be useful for us. Let A be a
commutative ring equipped with a collection of ideals (F iA)i∈Z satisfying
F i+1A ⊂ F iA, (F iA)(F jA) ⊂ F i+jA, F iA = A for i << 0
Let Fil(A) denote the category whose objects are A-modules equipped with
a collection of A-submodules (F iM)i∈Z satisfying
F i+1M ⊂ F iM, (F iA)(F jM) ⊂ F i+jM, F iM = M for i << 0
Morphisms in Fil(A) are A-module homomorphisms f : M → N which
satisfy f(F iM) ⊂ F iN .




where gri(M) = F iM/F i+1M . The module gr(A) admits an obvious struc-
ture of a ring and each gr(M) admits the structure of a module over gr(A).
Remark 4.1.2. If M is an object of Fil(A) and N ⊂ M is an A-
submodule the induced filtration on N is that given by F iN = N ∩F iM . If
f : M → N is a surjective A-module homomorphism the quotient filtration
on N is that given by F iN = f(F iM).
The category Fil(A) admits kernels and cokernels: if f : M → N is a
morphism in Fil(A) then the A-submodule ker(f) with the induced filtration
is the kernel in Fil(A). The A-module coker(f) with the quotient filtration
arising from the map N → coker(f) is the cokernel of f in Fil(A). It follows
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that Fil(A) admits images and coimages: coim(f) = coker(ker(f) → M)
and Im(f) = ker(N → coker(f)). Every morphism f factors as
M → coim(f)→ Im(f)→ N
Definition 4.1.3. A morphism f : M → N in Fil(A) is strict if F iN ∩
f(M) = f(F iM) for all i ∈ Z. Equivalently f is strict if coim(f)→ Im f is
an isomorphism in Fil(A).
Remark 4.1.4. The filtration on A induces the structure of a topological
ring on A; the F iA form a basis of open neighbourhoods of zero. Similarly
the filtration on an object M of Fil(A) gives M the structure of a topological
A-module. Then
• M is discrete if and only if F iM = 0 for i >> 0;
• M is Hausdorff if and only if ∩F iM = 0;
• M is complete if and only if the natural map M → lim←−M/F
iM is
an isomorphism.
Lemma 4.1.5. Let f : M → N be a morphism in Fil(A) which is an
isomorphism of A-modules.
(1) Then f is an isomorphism in Fil(A) if and only if gri(M)→ gri(N)
is injective for all i.
(2) If M is complete and N Hausdorff then f is an isomorphism in
Fil(A) if and only if gri(M)→ gri(N) is surjective for all i.
Proof. The following diagram commutes and has exact rows.
0 F i+1M F iM gri(M) 0
0 F i+1N F iN gri(N) 0
a b c
Since M → N is an isomorphism of A-modules the leftmost and central
vertical arrows are injective. The snake lemma gives an exact sequence
0→ ker c→ coker(a)→ coker(b)→ coker(c).
If c is injective for all i one proves that each F iM → F iN is surjective by
increasing induction on i; using as the base case the fact that F iM → F iN
is surjective for i << 0, since F iM = M for i << 0.
For (2) we argue as in [25, Proposition 6]. Take n0 ∈ F iN . If c is
surjective we can findm0 ∈ F iM and n1 ∈ F i+1N such that b(m0) = n0−n1.
Repeating this construction with n0 replaced with n1 and so on, we obtain a
sequence of elements mj ∈ F i+jM,nj ∈ F i+jN such that b(mj) = nj−nj+1.
If M is complete then, as F iM ⊂ M is closed, ∑mj converges to an m ∈
F iM . Since
∑
0≤j≤n b(mj) = n0 − nn+1 we have b(m) − n0 ∈ ∩jF jN . As
N is Hausdorff it follows that b(m) = n0. 
Lemma 4.1.6. Let f : M → N be a morphism in Fil(A). Then the
following are equivalent.
(1) f is strict;
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(2) gr(ker(f))→ gr(M)→ gr(N) is exact;
(3) 0→ gr(ker(f))→ gr(M)→ gr(N)→ gr(coker(f))→ 0 is exact.
If M is complete and N is Hausdorff then the same is true with (2) replaced
by
(2′) gr(M)→ gr(N)→ gr(coker(f)) is exact for all i;
Proof. It is straightforward to check (without any conditions on M and
N) that (2) is equivalent to gri coim(f)→ gri Im(f) being injective for all i,
that (2′) is equivalent to this map being surjective for all i, and that (3) is
equivalent to this map being an isomorphism for all i. Thus the equivalence
of (1),(2) and (3) follows from Lemma 4.1.5(1) applied to the morphism
coim(f) → Im(f). Similarly using Lemma 4.1.5(2) one deduces the state-
ment with (2) replaced with (2′), noting that M being complete implies
coim(f) is complete and N being Hausdorff implies Im(f) is Hausdorff. 
Lemma 4.1.7. Let M be a Hausdorff object of Fil(A) with A complete.
Suppose (mj) is a finite collection of elements of M and suppose that there
are integers rj such that mj ∈ F rjM . Let mj denote the image of mj in
grrj (M). If the mj generate gr(M) over gr(A) then M is complete and the





If the mj form a gr(A)-basis of gr(M) then the mj are an A-basis of M .





(F i−rjA)mj . Then the sur-
jection N → M is a morphism in Fil(A) with gr(N) → gr(M) surjective
(respectively an isomorphism if the mj form a gr(A)-basis of gr(M)). Since
A is complete N is complete and so Lemma 4.1.6 implies N →M is a strict
surjection (respectively an isomorphism) which prove the lemma. 
We now put ourselves in the following situation. Let a ∈ A be a nonze-
rodivisor and equip A with the a-adic filtration (so F iA = aiA). Let M
be a finite free A-module and let N ⊂ M [ 1a ] be a finitely generated A-
submodule with N [ 1a ] = M [
1
a ]. We make N into an object of Fil(A) by
setting F iN = aiM ∩N .
Lemma 4.1.8. Suppose that A is complete. Give N/a the quotient filtra-
tion and suppose that a finite collection (gi) of elements of N is given along
with integers (ri) such that gi ∈ F riN . If the images of gi in grri(N/a) form
a gr(A/a) = A/a-basis of gr(N/a) then the (gi) form a basis of N and the
(a−rigi) form a basis of M .
Proof. The induced filtration on the kernel aN of N → N/a is given
by F i(aN) = aN ∩ F iN = aF i−1N (because a is not a zerodivisor).
Lemma 4.1.6 implies there is an exact sequence
(4.1.9) 0→ gri−1(N) a−→ gri(N)→ gri(N/a)→ 0
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Thus gr(N)/a = gr(N/a) where a ∈ gr(A) denotes the homogeneous element
of degree 1 represented by a ∈ A. It is then easy to see (e.g. using the graded
version of Nakayama’s lemma) that the images of the gi in gr(N) generate
this module over gr(A). Since ∩iai gr(A) = 0 they are also gr(A)-linearly
independent. As N is finitely generated N is Hausdorf and so we may apply




As the gi are A-linearly independent the (a
−rigi) are A-linearly independent.
To show they generate M take m ∈ M and n large enough that anm ∈ N .
Then anm ∈ FnN and so anm = ∑ aigi with ai ∈ Fn−riA. It follows that
m =
∑
(ari−nai)(a−rigi) and so, since (ari−n)Fn−riA ⊂ A, we are done. 
Remark 4.1.10. As a consequence of Lemma 4.1.8 we see that there
exists an A-basis (mi) of M such that (u
rimi) is an A-basis of N if and only
if for each i, gri(N/a) is finite free over A/a (the lemma only implies the if
direction of this statement but the converse is easy to check).
Finally we give criteria to determine when two filtrations on a single
module are the same (we apply this result only when A is a field).
Lemma 4.1.11. Let M be an A-module equipped with two discrete filtra-
tions GiM ⊂ F iM . Equip each griF (M) with the filtration induced by G and
suppose that each griG(gr
j
F (M)) is A-projective of finite constant rank. Then








with equality if and only if G = F .
Proof. Observe that
H ij := griG(gr
j
F (M)) = (F
jM ∩GiM)/(F j+1M ∩GiM + F jM ∩Gi+1M)
so by symmetry H ij = grjF (gr
i
G(M)). Choosing A-splittings of the exact
sequences 0 → Gi+1 grjF (M) → Gi grjF (M) → H ij → 0 allows us to (non-
canonically) identify grjF (M) =
⊕
iH
ij as A-modules. Similarly griG(M) =⊕
j H
ij . If follows that each graded piece of G and F are projective of finite


















If j ≤ i then GiM ⊂ F jM and so F j griG(M) = griG(M). Thus H ij = 0








F (M). If we have
equality then we must have H ij = 0 for j > i. We finish the proof by showing
this implies GjM = F jM for each j. Let us induct on j; the base case is
taken care of because, each of F and G being discrete, both F jM,GjM
are zero for large j. We are assuming H ij = 0 for j > i and so Hj−1,j =
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Hj−2,j = . . . = 0. Thus Gj grjF (M) = G
j−1 grjF (M) = . . . = gr
j
F (M) and
so GjM + F j+1M = F jM . By the inductive hypothesis F j+1M = Gj+1M
and we conclude GjM = F jM . 
Notation 4.1.12. Say that a sequence of morphisms M → N → P in
Fil(A) is exact if it is exact as a sequence of A-modules and if M → N
is strict. Lemma 4.1.6 implies that a sequence 0 → M → N → P → 0
in Fil(A) which is exact in the category of A-modules is exact in Fil(A) if
and only if 0 → gr(M) → gr(N) → gr(P ) → 0 is an exact sequence of
A-modules.
Corollary 4.1.13. Let k be a field and let 0 → M f−→ N g−→ P → 0 be
a sequence of finite dimensional discrete objects in Fil(k) which is exact in








i(P ) (respectively ≥)
Conversely if one of f or g is strict then equality implies the sequence is
exact in Fil(k).






with equality if and only if g is strict. If f is strict Lemma 4.1.6 tells us that









The lemma follows when we assume f is strict. If g is strict we argue






with equality if and only if f is strict. As g is strict 0 → gr(ker g) →









and the result follows. 
2. Torsion Objects
Notation 4.2.1. We denote by ModBKk the full subcategory of the cat-
egory of ModBKK (Definition 2.4.2) whose objects are modules which are free
over S/p = k[[u]].
Remark 4.2.2. Observe that E(u) is congruent to ue modulo p (recall
e = [K : K0]). Thus an object of Mod
BK
k is a finite free k[[u]]-module
equipped with a ϕ-semilinear injection
ϕ : M ↪→M [ 1u ]
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which becomes a bijection after inverting u. In particular, since OE/p =
k((u)) (Notation 2.4.4) an object of ModBKk is the same thing as a k[[u]]-
lattice inside a p-torsion etale ϕ-module.
Lemma 4.2.3. The exact ⊗-functor M 7→ T (M) restricts to an essen-
tially surjective functor from ModBKk to the category of continuous repre-
sentations of GK∞ on finite dimensional Fp-vector spaces. Moreover, if
M ∈ ModBKk and
0→ T1 → T (M)→ T2 → 0
is an exact sequence of GK∞-representations then there exists a unique exact
sequence
0→M1 →M →M2 → 0
in ModBKk such that T (Mi) = Ti.
Proof. The functor N et 7→ T (N et) from p-torsion etale ϕ-modules to
Fp-representations of GK∞ is an exact equivalence by Proposition 2.4.5.
Thus, if T is a p-torsion GK∞-representation there is a p-torsion etale ϕ-
module N et such that T (N et) = T . Any k[[u]]-lattice M in N et is an object
of ModBKk (Remark 4.2.2) and T (M) = T (N
et) = T .
For the second part, we can find an exact sequence of etale ϕ-modules
0 → N et1 → N et → N et2 → 0 such that T (N eti ) = Ti and such that M is
a k[[u]]-lattice inside N et. Taking M1 = M ∩ N et1 and M2 = Im(M) ∩ N et2
shows an exact sequence as desired exists in ModBKk . If M1 ⊂M was another
object of ModBKk giving rise to T1 then M1 must be a k[[u]]-lattice inside
N et1 . However since M/M1 must be torsion-free as a k[[u]]-module there can
only be one such M1. 
Lemma 4.2.3 is true only for p-torsion Breuil–Kisin modules. For in-
stance for etale ϕ-modules N which are free over OE , the assertion that
there exists a Breuil–Kisin module M such that M ⊗S OE = N is a consid-
erably restrictive assertion.
Construction 4.2.4. Let M ∈ ModBKk . By a composition series for M
we mean a filtration
0 = Mn ⊂ . . . ⊂M0 = M
by sub-Breuil–Kisin modules such that each Mi/Mi+1 is an irreducible ob-
ject (that is admits no non-zero proper subobjects of N ∈ ModBKk such
that the cokernel of N ↪→ Mi/Mi+1 is k[[u]]-torsion free) of ModBKk . After
Lemma 4.2.3 being irreducible is equivalent to asking that T (Mi/Mi+1) is an
irreducible GK∞-representation. Lemma 4.2.3 also implies that composition
series for M are in bijection with composition series for T (M).
Warning 4.2.5. It is not the case that the set of irreducible factors of
a composition series is independent of the choice of composition series. See
the following example.
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Example 4.2.6. Let k be the quadratic extension of Fp and let M =
k[[u]]⊗Fp k2E . Writing HomFp(k, kE) = {τ ◦ϕ, τ} the modules Mτ and Mτ◦ϕ
are free rank two modules over kE [[u]] with bases given by (eτ , fτ ) and
(eτ◦ϕ, fτ◦ϕ) respectively. We make M into an object of ModBKK (O) (in fact
an object of ModBKk (O), see Notation 4.4.1) by setting










where α ∈ k×E is not equal to 1. On the other hand if α− x = 1 then










This shows that M admits two composition series and the irreducible factors
of these two composition series are not permutations of each other.
3. Strong Divisibility
The aim of this section it to describe a full subcategory ModSDk ⊂ ModBKk
(Definition 4.3.7). The motivation comes from a result of Gee–Liu–Savitt
(Theorem 4.5.1) which implies that if T is a crystalline Zp-lattice with
Hodge–Tate weights in [0, p] then M(T )/p is an object of ModSDk .
We call objects of ModSDk strongly divisible Breuil–Kisin modules. We
shall justify this name by relating strongly divisible Breuil–Kisin modules
to Fontaine–Laffaille theory (Chapter 6).
Once we have defined ModSDk the main result of this section is to show
that this category is stable under subquotients (Proposition 4.3.13).
Construction 4.3.1. Let M be an object of ModBKk . Recall that M
ϕ
denotes the image ϕ(M ⊗ϕ,SS) inside M [ 1u ]. In other words it is the k[[u]]-
submodule of M [ 1u ] generated by ϕ(M). We equip M
ϕ with a filtration
given by F iMϕ = Mϕ∩uiM . The association M 7→Mϕ describes a functor
ModBKk → Fil(k[[u]]).
In a similar way we equip M with a filtration by setting F iM = {m ∈
M | ϕ(m) ∈ uiM}. Again this construction is functorial in M . Observe
that the semilinear injection
ϕ : M ↪→Mϕ
is compatible with these two filtrations.
Lemma 4.3.2. Make Mk = M/u and M
ϕ
k = M
ϕ/u into objects of Fil(k)
by equipping each with the quotient filtration coming from M and Mϕ re-
spectively. Then the injection ϕ : M ↪→ Mϕ induces a semilinear map of
filtered modules
Mk →Mϕk
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which is functorial in M and a k-semilinear bijection of vector spaces.
Proof. All that needs to be checked is that ϕ : M → Mϕ becomes
an isomorphism after reducing modulo u and as Mk and M
ϕ
k have the same
dimension over k we only need to check surjectivity. By definition Mϕ is the
k[[u]]-module generated by ϕ(M) ⊂ M [ 1u ] so surjectivity modulo u follows
since ϕ is an automorphism on k = k[[u]]/u. 
Definition 4.3.3. If M is an object of ModBKk we let Weight(M) be the
multiset of integers which contains i with multiplicity equal to
dimk gr
i(Mϕk )
Lemma 4.3.4. Let M be an object of ModBKk . The following are equiva-
lent:
(1) The map Mk →Mϕk is an isomorphism of filtered modules.
(2) There exists a k[[u]]-basis (fi) of M and integers (ri) such that
(urifi) is a k[[u
p]]-basis of ϕ(M).
Proof. Suppose first that Mk → Mϕk is an isomorphism of filtered
modules. We can find integers ri and elements gi ∈ F riM whose images
in gr(Mk) form a k-basis. As the induced map gr(Mk) → gr(Mϕk ) is an
isomorphism it follows that the images of ϕ(gi) ∈ ϕ(M) in gr(Mϕk ) form a
k-basis. Applying Lemma 4.1.8 with M = M , N = Mϕ and a ∈ A equal to
u ∈ k[[u]] proves that (1) implies (2) with fi = u−riϕ(gi).
To prove (2) implies (1) we use the fi to give explicit descriptions of the
filtration on Mϕk . Since ϕ(M) generates M
ϕ over k[[u]], if m ∈ Mϕ then
there are αi ∈ k[[u]] such that m =
∑
αi(u
rifi). If m ∈ F jMϕ then, since




and so F jMϕk =
∑




gi ∈ M is such that ϕ(gi) = urifi then gi ∈ F jM if ri ≥ j. If gi denotes
the image of gi in Mk then since the map Mk → Mϕk sends gi 7→ f i, it
induces surjections F jMk → F jMϕk . Thus Mk →Mϕk is an isomorphism in
Fil(k). 
Remark 4.3.5. Note that if we have a basis as in (2) of Lemma 4.3.4




Thus the multiset {ri} is equal to Weight(M).
Remark 4.3.6. Isomorphism classes of objects in ModBKk can be de-
scribed explicitly. Choosing a basis and considering the matrix of ϕ : M ↪→
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where A ∼ B if there exists C ∈ GLn(k[[u]]) such that A = C−1Bϕ(C).
Recall that any invertible matrix over k((u)) can be written as C1ΛC2 where
Λ = diag(uri) and Ci ∈ GLn(k[[u]]). Under this bijection:
• If M is an object of ModBKk corresponding to a ϕ-conjugacy class
represented by C1ΛC2 then the (ri) = Weight(M).
• The isomorphism classes of Breuil–Kisin modules satisfying the
equivalent conditions of Lemma 4.3.4 identify with the ϕ-conjugacy
classes represented by matrices C1Λ with C1 ∈ GLn(k[[u]]) and
Λ = diag(uri).
It will not be true that the collection of objects in ModBKk satisfying the
equivalent properties of Lemma 4.3.4 is stable under subquotients. However
this will be true if one considers such M with Weight(M) ⊂ [0, p].
Definition 4.3.7. An object of ModBKk is strongly divisible if M satisfies
the equivalent properties of Lemma 4.3.4 and if Weight(M) ⊂ [0, p]. We
denote the full subcategory of strongly divisible Breuil–Kisin modules by
ModSDk .
Remark 4.3.8. If M ∈ ModBKk then there are exact sequences
0→ gri−1(Mϕ) u−→ gri(Mϕ)→ gri(Mϕk )→ 0
0→ gri−p(M) u−→ gri(M)→ gri(Mk)→ 0
The first is just the exact sequence (4.1.9) in the case M = M and N = Mϕ
with A = k[[u]] and a = u. The second exact sequence is obtained similarly
(using that F i(uM) = u(F i−pM)).
Lemma 4.3.9. Let 0 → M → N → P → 0 be an exact sequence in
ModBKk .
(1) The map N → P is strict when viewed as a map of filtered modules
if and only if 0 → Mk → Nk → Pk → 0 is an exact sequence in
Fil(k) in the sense of Notation 4.1.12.
(2) The map Nϕ → Pϕ is strict if and only if 0→Mϕk → Nϕk → Pϕk →
0 is exact in Fil(k)
(3) Statement (2) is equivalent to Mϕk → Nϕk being strict, which is
equivalent to Nϕk → Pϕk being strict.
Proof. Note that M → N is strict as a map of filtered modules. To see
this suppose m ∈M ∩F iN , then ϕ(m) ∈ ϕ(M)∩uiN ⊂M [ 1u ]∩uiN . Since
M → N has u-torsionfree cokernel M [ 1u ] ∩ uiN = uiM . Thus m ∈ F iM .
Similarly Mϕ → Nϕ is strict. We deduce that N → P is strict if and only
if 0 → gri(M) → gri(N) → gri(P ) → 0 is exact for each i (Lemma 4.1.6).
Likewise Nϕ → Pϕ is strict if and only if 0 → gri(Mϕ) → gri(Nϕ) →
gri(Pϕ)→ 0 is exact.
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Using the second exact sequence of Remark 4.3.8 we obtain the following
commutative diagram with exact rows.
0 0 0
0 gri−p(M) gri(M) gri(Mk) 0
0 gri−p(N) gri(N) gri(Nk) 0





The previous paragraph shows that if N → P is strict then the left and
middle columns are exact, and so the right column is exact also. Conversely
if the right column is exact then one proves the middle column is exact by
increasing induction on i (for small enough i, F iM = M so gri(M) = 0).
This proves (1). The same argument but with the diagram replaced with the
diagram obtained by considering the first exact sequence of Remark 4.3.8
proves (2) also.
It remains to show that if Mϕk → Nϕk or Nϕk → Pϕk is strict then 0 →
Mϕk → Nϕk → Pϕk → 0 is exact. It suffices to show that
∑
i∈Weight(M) i +∑
i∈Weight(P ) i =
∑
i∈Weight(N) i after Corollary 4.1.13. Remark 4.3.6 says
that
∑
i∈Weight(M) i equals the u-adic valuation of the determinant of ϕ :
M → M [ 1u ]. Since this is clearly additive on exact sequences the lemma
follows. 
Lemma 4.3.10. Let 0 → M → N → P → 0 be an exact sequence in
ModBKk . Suppose M and P satisfy the equivalent conditions of Lemma 4.3.4.
If N → P is strict then N satisfies the equivalent conditions of Lemma 4.3.4
also.
Proof. Consider the following commutative diagram.







The left and right vertical arrows are isomorphisms by assumption. Since
N → P is strict, part (1) of Lemma 4.3.9 implies the bottom row is ex-
act. Thus gri(Nϕk ) → gri(Pϕk ) is surjective and so Nϕk → Pϕk is strict by
Lemma 4.1.6. Part (3) of Lemma 4.3.9 then implies the top row is exact.
We conclude that Nk → Nϕk is an isomorphism in Fil(k). 
Lemma 4.3.11. Let 0 → M → N → P → 0 be an exact sequence in
ModBKk . Suppose that N satisfies the equivalent conditions of Lemma 4.3.4
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and that Mk → Nk is strict. Then N → P is strict and M and P also
satisfy the equivalent conditions of Lemma 4.3.4.





As maps of k-vector spaces the horizontal arrows are injective and the ver-
tical arrows are isomorphisms. By assumption the maps Mk → Nk and
Nk → Nϕk are strict. It follows that Mϕk → Nϕk and Mk → Mϕk are strict
also.





As maps of k-vector spaces the vertical maps are isomorphisms and the
horizontal arrows are surjections. By assumption the leftmost vertical arrow
is strict. Using part (3) of Lemma 4.3.9, Mϕk → Nϕk being strict implies
Nϕk → Pϕk is strict. It follows that Pk → Pϕk and Nk → Pk are strict. Thus
M and P are as in Lemma 4.3.4 and after (1) of Lemma 4.3.9 we know
N → P is strict. 
Lemma 4.3.12. Suppose N is strongly divisible. If 0→M → N → P →
0 is an exact sequence in ModBKk then Mk → Nk is strict.
Proof. We have a commutative diagram with exact rows (Remark 4.3.8)
0 gri−p(M) gri(M) gri(Mk) 0
0 gri−p(N) gri(N) gri(Nk) 0
α
One knows that M → N is strict (as was shown in the first paragraph of the
proof of Lemma 4.3.9) so the left and middle vertical arrows are injective
by Lemma 4.1.6. We have to show α is injective for every i.
Let us show that gri(N) = 0 for i < p. For injectivity of α when i < p
we argue as follows. As Weight(N) ⊂ [0, p], and because Nk ∼= Nϕk , we have
gri(Nk) = 0 for i < 0. Hence gr
i(N) = gri−p(N) for i < 0. This implies
gri(N) = 0 for i < 0 because for small enough i, F iN = N . Using the
diagram we deduce that gri(M) = 0 for i < 0 also, and that for i < p we
have gri(M) = gri(Mk) and gr
i(N) = gri(Nk). This proves α is injective
when i < p.
For injectivity of α when i ≥ p it suffices to show F iNk = 0 for i > p
(because then F iMk = 0 for i > p so α is just the zero map when i > p
and when i = p, α is the inclusion F iMk → F iNk). Let us prove this is the
52 4. STRONGLY DIVISIBLE BREUIL–KISIN MODULES
case. Since Weight(N) ⊂ [0, p] we have gri(Nk) = 0 for i > p; it suffices to
show F iNk = 0 for i >> p. But Nk is both Hausdorff (being a quotient of
N , which is Hausdorff) and a finite dimensional k-vector space, this forces
F iNk to vanish for large i. So we are done. 
Putting all this together we deduce the following.
Proposition 4.3.13. Let 0 → M → N → P → 0 be an exact sequence
in ModBKk .
(1) If N ∈ ModSDk then M and P are strongly divisible and the sequence
0→Mϕk → Nϕk → Pϕk → 0
is exact in Fil(k). Thus Weight(N) = Weight(M) ∪Weight(P ).
(2) If P,M ∈ ModSDk then N ∈ ModSDk if and only if N → P is strict.
Proof. This follows by putting together Lemma 4.3.9, Lemma 4.3.10,
Lemma 4.3.11 and Lemma 4.3.12. 
4. Strong Divisibility with Coefficients
In this section we adapt the discussion of the previous section to allow
for coefficients.
Notation 4.4.1. Let ModBKk (O) denote the full subcategory of ModBKK (O)
whose objects are finite free over k[[u]]. We say a pair (M, ι) is strongly divis-
ible if M is, and let ModSDk (O) denote the full subcategory of such objects.
Remark 4.4.2. As in Remark 2.5.10 any M ∈ ModBKk (O) is free as a





with each Mτ a finite free module over kE [[u]]. Note that the filtration on







k,τ as filtered vector spaces (each component being a filtered kE-vector
space).
We can refine Definition 4.3.3 for objects M of ModBKk (O).
Definition 4.4.3. For each τ ∈ HomFp(k, kE) let Weightτ (M) be the





Mϕk,τ we have that Weight(M) equals the union over all τ of
[kE : k] copies of Weightτ (M).
The following is a version of Lemma 4.3.4 for objects of ModBKk (O) and
is proved in exactly the same fashion.
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Lemma 4.4.4. Let M be an object of ModBKk (O). Then the following are
equivalent:
(1) The semilinear map Mk →Mϕk is an isomorphism of filtered mod-
ules.
(2) For each τ : k → kE there exists a kE [[u]]-basis (fi) of Mτ and
integers (ri) such that (u
rifi) is a kE [[u
p]]-basis of ϕ(M)τ .
Allowing coefficients Proposition 4.3.13 refines to:
Proposition 4.4.5. Let 0 → M → N → P → 0 be an exact sequence
in ModBKk (O).
(1) If N ∈ ModSDk (O) then M and P are both strongly divisible and
for each τ ∈ HomFp(k, kE) we have Weightτ (N) = Weightτ (M) ∪
Weightτ (P ).
(2) If M,P ∈ ModSDk (O) then N ∈ ModSDk (O) if and only if N → P
is strict.
Remark 4.4.6. The analogue of Remark 4.3.6 for ModBKk (O) says that:
choosing kE [[u]]-bases for each Mτ and taking the matrices representing ϕ
with respect to these bases describes a bijection{ isomorphism classes of rank n
objects of ModBKk (O)
}
↔ GLn(kE((u)))f/ ∼
where f = [K : Qp] and where two f -tuples of matrices satisfy (Aτ ) ∼ (Bτ ) if
there exist Cτ ∈ GLn(kE [[u]]) such that Aτ = C−1τ Bτϕ(Cτ◦ϕ) for all τ . As in
Remark 4.3.6 each Aτ can be written as CτΛτC
′
τ with Cτ , C
′
τ ∈ GLn(kE [[u]])
and Λτ = diag(u
ri,τ ).
• The multiset {ri,τ} is the multiset Weightτ (M).
• The M which satisfy Lemma 4.4.4 correspond to classes represented
by an f -tuple of matrices (Aτ ) such that each Aτ = CτΛτ .
Remark 4.4.7. Just as in Remark 4.3.5 if bases as in (2) of Lemma 4.4.4
exist then the multiset {ri,τ} is characterised by the property that it contains
i with multiplicity equal to the kE-dimension of gr
i(Mk,τ ). In particular the
multiset is equal to Weightτ (M).
5. Crystalline Representations and Strong Divisibility
In this brief section we provide the motivation for the category ModSDk (O).
Theorem 4.5.1 (Gee–Liu–Savitt). Assume K = K0 and that K∞ ∩
K(µp∞) = K. Let T be a crystalline O-lattice with HTτ (T ) ⊂ [0, p] for
each τ : k → kE. Then M = M(T )/$ is an object of ModSDk (O) and
Weightτ (M) = HTτ (T ).
Proof. In the case p > 2 this follows from [16, Theorem 4.22]. We
give a proof without the p = 2 assumption, see Theorem 9.4.14 with all
nτ = 1. 
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Remark 4.5.2. If p > 2 then it is always true that K∞ ∩K(µp∞) = K.
When p = 2 is it possible that K∞ ∩ K(µp∞) 6= K. However Wang [29,
Lemma 2.1] has shown that it is always possible to choose the uniformiser
pi such that K∞ ∩K(µp∞) = K.
6. Rank Ones
In this section we recall a standard classification of the rank one objects
M ∈ ModBKk (O). Further we describe the character through which GK∞
acts on T (M) in terms of the fundamental characters for K. For the con-
venience of the reader we repeat the definition of these characters given in
the introduction.
Definition 4.6.1. Let piK be a p
f − 1-th root of pi. For each τ ∈
HomFp(k, kE) the τ -th fundamental character of K is defined to be the
composite
χτ : GK → O×K(piK) → k
× τ−→ k×E
where the first map is given by σ 7→ σ(piK)piK . This character does not depend
upon the choice of piK . Note also that χτ◦ϕ = χ
p
τ .
Notation 4.6.2. If M ∈ ModBKK (O) is free of rank one over k[[u]]⊗Fp kE
then each Mτ is free of rank one over kE [[u]]; choosing generators eθ we find
ϕ(eτ◦ϕ) = Aτeτ for some Aτ ∈ kE((u)). By changing basis we can arrange
(see [16, Lemma 6.2]) that for any fixed τ ′ we have
Aτ = (a)τu
rτ
where rτ ∈ Z, a ∈ k×E and (a)τ = a if τ = τ ′ and 1 otherwise. In this case
we write M ∼= S({rτ}; a).
Remark 4.6.3. Any rank one object of ModBKk (O) satisfies the equiva-
lent conditions of Lemma 4.4.4. Since Weightτ (S({rτ}; a)) = {rτ} we have
that S({rτ}; a) ∈ ModSDk (O) if rτ ∈ [0, p].
Lemma 4.6.4. The action of GK∞ on T (S({rτ}; a)) is through the (re-





where ψa denotes the unramified character sending geometric frobenius onto
a.
Proof. It is clear that S({rτ}; a) ⊗ S({sτ}; b) = S({rτ + sτ}; ab) so,
since M 7→ T (M) is a tensor functor, it suffices to show that
(1) T (S({0}; a)) ∼= ψa
(2) T (S({δτ,τ ′}; 1) ∼= χτ ′
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where the δτ,τ ′ = 0 unless τ = τ
′ in which case it equals −1.
For (2) note that if x ∈ C[ satisfies ϕf (x) = ux then ∑ eτ ′◦ϕi ⊗ϕf−i(x)
is an element of (S({δτ,τ ′}; 1) ⊗Fp C[)ϕ=1. The set of such x is a one-
dimensional k-vector space and so we get a non-zero (and therefore bijective)
kE-linear GK∞-equivariant map
{x ∈ C[ | ϕf (x) = ux} ⊗k,τ ′ kE → T (({δτ,τ ′}; 1))
The map {x ∈ C[ | ϕf (x) = ux} → {z ∈ C | zpf = piz} given by x 7→ x] is
bijective and GK∞-equivariant. As the action of GK∞ on {z ∈ C | zpf = piz}
is through the composite
GK → O×K(piK) → k
×
(the first map being given by σ 7→ σ(piK)piK ) it follows that GK∞ acts on
T (({δτ,τ ′}; 1)) through χτ ′ . Isomorphism (1) follows similarly since the GK∞
(even GK) action on the set of x ∈ k ⊂ C[ satisfying ϕf (x) = a−1x is
through ψa. 
Corollary 4.6.5. We have T (S({rτ}; a)) ∼= T (S({sτ}; b)) if and only
if a = b and there exists integers δτ ∈ Z such that rτ = pδτ◦ϕ − δτ + sτ .








i modulo pf − 1
Proof. This follows because χτ◦ϕ = χ
p
τ . 
Proposition 4.6.6. Let T be a rank one crystalline O-lattice. If HT(T ) =
{rτ} then there exists a ∈ k×E such that M(T )/$ ∼= S({rτ}; a).
Proof. See e.g. [16, Lemma 6.3]. 
7. Extensions
The aim of this section is to compute the dimensions of the first Yoneda
extension group in the exact category1 ModSDk (O).
1The categories ModBKk (O) and ModSDk (O) are not abelian categories because cok-
ernels may not be free k[[u]]-modules. However both are exact categories. Checking this
amounts to checking that either category is closed under forming the pushout of a mor-
phism f : M → N with torsion-free cokernel along an arbitrary morphism g : M → P .
The pushout is constructed as
coker(A
(−f,g)−−−−→M ⊕ P )
so this is clear for ModBKk (O), and follows for ModSDk (O) from Proposition 4.4.5. We
mention this because the formalism of an exact category is sufficient to make the usual
construction of the Yoneda extension groups work.
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Construction 4.7.1. If M is an object of ModBKk (O) we let H0(M)
and H1(M) denote the cohomology of the complex
M
ϕ−1−−→M [ 1u ]
The H i(M) are kE-vector spaces. If P and M are objects of Mod
BK
k (O) then
H1(Hom(P,M)O) (see Notation 2.5.9 for the construction of Hom(P,M)O)
can be identified functorially with first Yoneda extension group Ext1kE (P,M)
in the exact category ModBKk (O) as we now explain.
• Write R = k[[u]]⊗Fp kE . For any f ∈ HomR[ 1
u
](P⊗ϕR[ 1u ],M [ 1u ]) let
Nf be the object of Mod
BK
k (O) with underlying R-module P
⊕
M
and frobenius ϕNf = (ϕM + f, ϕP ). Then Nf sits in an exact
sequence
0→M → Nf → P → 0
One checks that this construction induces a homomorphism of abelian
groups Hom(P ⊗ϕ R[ 1u ],M [ 1u ])→ Ext1kE (P,M) which is functorial
in P and M . In particular it is a homomorphism of kE-vector
spaces. Since every extension in ModBKk (O) of P by M splits as an
R-module this homomorphism is surjective.
• To compute the kernel of this homomorphism suppose we have a
commutative diagram in ModBKk (O) as below.






∼−→ M ⊕ P may be written as (IdM +β, IdP )
for some β ∈ HomR(P,M). Unwinding what it means for this to
be an isomorphism in ModBKk (O), we see that
(4.7.2) f + β[ 1u ] ◦ ϕP = ϕM ◦ ϕ∗β
where β[ 1u ] = β ⊗ Id : P [ 1u ] → M [ 1u ] and ϕ∗β = β ⊗ Id : P ⊗ϕ
k((u))→M ⊗ϕ k((u)).
• We can identify HomR[ 1
u





Hom(P,M)O[ 1u ] via ϕ
−1
P . Under this identification (4.7.2) shows
that the kernel of Hom(P,M)O[ 1u ] → Ext1kE (P,M) is equal to the
image under ϕ− 1 of Hom(P,M)O. In other words there are func-
torial identifications
(4.7.3) H1(Hom(P,M)O) = Ext1kE (P,M)
Example 4.7.4. The space of extensions Ext1kE (P,M) is infinite dimen-
sional and too large. The following example describes an extension which
we do not wish to consider. Let d ≥ 1.






On the one hand2 Weight(N) = {0, d + 1}. On the other hand N is an
extension of two rank one Breuil–Kisin modules with weights 1 and d. We
shall avoid this phenomenon by describing particular subsets of Ext1kE .
Variant 4.7.5 (Effective extensions). The following construction gives
a subset of Ext1kE for which the weights behave well. If M ∈ ModBKk (O) let
H ieff(M) denote the cohomology of the complex
ϕ− 1 : F 0Mϕ →Mϕ
Then H0eff(M) = H
0(M). The inclusion Mϕ → M [ 1u ] induces a map
H1eff(M)→ H1(M) which is injective (if m ∈Mϕ can be written as ϕ(m′)−
m′ with m′ ∈M then m′ ∈M ∩Mϕ). Define
Ext1eff(P,M) ⊂ Ext1kE (P,M)
to be the image of H1eff(Hom(P,M)
O) under (4.7.3). We remark that Ext1eff
is finite dimensional (we shall not give a proof). We shall not use Ext1eff in
the following (instead we refine this construction in Variant 4.7.9) but feel
it is worth introducing to illustrate the ideas of this section. For this reason
we give the proof of the following lemma (though it too will not be used
later on).
Lemma 4.7.6. Let 0 → M → N → P → 0 be an exact sequence in
ModBKk (O). Then 0 → Mϕk → Nϕk → Pϕk → 0 is an exact sequence of
filtered modules if and only if N represents a class in Ext1eff(P,M).
Proof. With notation as in Construction 4.7.1 we can assume N =
Nf◦ϕP for some f ∈ Hom(P,M)O[ 1u ]. Thus as a module N = M ⊕ P with
ϕN = (ϕM + f ◦ ϕP , ϕP ).
After Lemma 4.3.9 exactness of 0→Mϕk → Nϕk → Pϕk → 0 is equivalent
to Nϕ → Pϕ being strict. Note that if z′ ∈ Pτ◦ϕ ⊗kE [[u]],ϕ kE [[u]] is such
that ϕP (z
′) = z then
ϕ(0, z′) = (f(z), z)
Thus strictness of Nϕ → Pϕ is equivalent to asking that for each z ∈ F iPϕτ
there exists m ∈ uiMτ such that m− f(z) ∈Mϕτ . Since f ∈ Hom(P,M)O,ϕ
if and only if f(Pϕ) ⊂ Mϕ we immediately see that f ∈ Hom(P,M)O,ϕ
implies Nϕ → Pϕ is strict, as we can then take m = 0.
Now suppose Nϕ → Pϕ is strict. We must find g ∈ Hom(P,M)O such
that f − g + ϕ(g) ∈ Hom(P,M)O,ϕ. For each τ we can choose a basis zi of
Pτ such that u
rizi form a basis of P
ϕ. Applying the above paragraph we
obtain mi ∈ uriM such that mi − f(urizi) ∈ Mϕ. Let g ∈ Hom(P,M)O be
the function which on Pτ is given by zi 7→ miuri . Then f − g + ϕ(g) acts on
Pϕτ by:
uriz 7→ f(uriz)−mi + ϕ(g)(uriz) ∈Mϕτ








1 + u 0





u(1 + u)−1 (1 + u)−1
−1 1
)
58 4. STRONGLY DIVISIBLE BREUIL–KISIN MODULES
Variant 4.7.7. A possible variant of Ext1eff is described as follows.
We will briefly consider such extensions in the following chapter. If M ∈
ModBKk (O) let H i[0,p](M) denote the cohomology of the complex
F−pM ϕ−1−−→ u−pM
Again H0[0,p](M) = H
0(M) and H1[0,p](M) ⊂ H1(M). Note that if all the
weights of M are ≥ −p then Mϕ ⊂ u−pM and so H1eff(M) ⊂ H1[0,p](M).
Define
Ext1[0,p](P,M) ⊂ Ext1kE (P,M)
to be the image of H1[0,p](Hom(P,M)
O) under (4.7.3). The relevance of this
definition is explained by the following lemma.
Lemma 4.7.8. Let 0 → M → N → P → 0 be an exact sequence in
ModBKk (O). Suppose Weight(N) ⊂ [0, p]. Then Weight(P ) and Weight(M) ⊂
[0, p] and N represents a class in Ext1[0,p](P,M).
Proof. Note that Weight(P ) ⊂ [0, p] is equivalent to asking that upP ⊂
Pϕ ⊂ P (and likewise with P replaced with N or M). Since 0→M → N →
P → 0 is exact with each term a free module we see that both M and P
have weights contained in [0, p].
It remains to show that N represents a class in Ext1[0,p](P,M). We may
suppose that N = Nf◦ϕP for some f ∈ Hom(P,M)O[ 1u ] as in Construc-
tion 4.7.1. Thus N = M ⊕ P with ϕN = (ϕM + f ◦ ϕP , ϕP ). Suppose
f 6∈ u−p Hom(P,M)O, so that f(upP ) 6⊂ M . Since upP ⊂ Pϕ there is a
p′ ∈ P ⊗k[[u]],ϕ k[[u]] such that ϕP (p′) ∈ upP and f ◦ ϕP (p′) 6∈ M . However
then ϕ(0, p′) = (f ◦ ϕP (p′), ϕP (p′)) which is not contained in N . 
Variant 4.7.9 (Strongly Divisible Extensions). The following refine-
ment of Variant 4.7.5 will be the focus of our attention for the rest of this
section. If M is an object of ModBKk (O) then we let H iSD(M) denote the
cohomology of the complex
M ∩ ϕ(M) ϕ−1−−→ ϕ(M)
Then H0SD(M) = H
0(M). The inclusion ϕ(M) → M [ 1u ] induces a map
H1SD(M) → H1(M) which is injective (if m ∈ ϕ(M) can be written as
ϕ(m′)−m′ with m′ ∈M then m′ ∈M ∩ ϕ(M)). Let
Ext1SD(P,M) ⊂ Ext1kE (P,M)
denote the image ofH1SD(Hom(P,M)
O) under (4.7.3). Note that Ext1SD(P,M) ⊂
Ext1eff(P,M).
Remark 4.7.10. Note that for M ∈ ModBKk (O), the cokernel of ϕ− 1 :
F 0M → M injects into H1(M) (the map sends an element in the cokernel
represented by m ∈ M onto the class in H1(M) represented by m; if this
latter class is zero then m = ϕ(n)− n for some n ∈ N and so n ∈ F 0M , i.e.
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m is zero in the cokernel). The image of this injection coincides with image
of H1SD(M) ⊂ H1(M) since if f ∈ M then f ≡ ϕ(f) modulo (ϕ − 1)(M).
This means that if
0→M → N → P → 0
is an exact sequence representing a class in Ext1SD(P,M) then, with notation
as in Construction 4.7.1, we can identify N = Nf◦ϕP with f ∈ Hom(P,M)O
or with f ∈ ϕ(Hom(P,M)O), as we choose.
Construction 4.7.11. If 0 → M → N → P → 0 is an exact se-
quence in ModBKk (O) and Q ∈ ModBKk (O) then tensoring (in the sense of
Remark 2.5.9) with Q induces a map
Ext1kE (P,M)→ Ext1kE (P ⊗Q,M ⊗Q)
Under (4.7.3) this corresponds to the map induced by f 7→ f ⊗ Id on
Hom(P,M)O → Hom(P ⊗ Q,M ⊗ Q)O. As f 7→ f ⊗ Id is ϕ-equivariant
we see that Ext1SD(P,M) is mapped into Ext
1
SD(P ⊗Q,M ⊗Q).
Lemma 4.7.12. Let 0→M → N → P → 0 be an extension in ModBKk (O)
and suppose that P satisfies the equivalent conditions of Lemma 4.4.4. Then
N → P is strict if and only if, under the identification (4.7.3), the class of
this extension lies in Ext1SD(P,M).
Proof. The proof is similar to that of Lemma 4.7.6. With notation as
in Construction 4.7.1 we can assume Nf◦ϕP for some f ∈ Hom(P,M)O[ 1u ].
Thus as a module N = M
⊕
P and ϕN = (ϕM + f ◦ ϕP , ϕP ). We have to
show N → P being strict implies there exists g ∈ Hom(P,M)O such that
f −g+ϕ(g) ∈ ϕ(Hom(P,M)O), and conversely if f ∈ ϕ(Hom(P,M)O) then
N → P is strict. Note that:
• If f ∈ Hom(P,M)O[ 1u ] then f ∈ ϕ(Hom(P,M)O) if and only if
f(ϕ(P )) ⊂ ϕ(M).
The map N → P is strict if and only if, for every τ and every z ∈ F iPτ◦ϕ,
there exists (m′, z) ∈ Nτ◦ϕ such that
ϕ((m′, z)) = (ϕ(m′) + f(ϕ(z)), ϕ(z)) ∈ uiNτ
Equivalently there exists m ∈ uiMτ such that f(ϕ(z))−m ∈ ϕ(M)τ . Thus
if f ∈ ϕ(Hom(P,M)O) then it is immediate that N → P is strict (take
m = 0).
As P satisfies the equivalent condition of Lemma 4.4.4 we can find, for
each τ , a basis (zi) of Pτ and integers ri such that u
rizi forms a basis of
ϕ(P )τ (Lemma 4.4.4). If N → P is strict then we may choose mi ∈ uriMτ
such that f(urizi)−mi ∈ ϕ(M)τ . Define g ∈ Hom(P,M)O by asserting that
the function g acts on Pτ by zi 7→ u−rimi. Then f − g+ϕ(g) acts on ϕ(P )τ
by
urizi 7→ f(urizi)−mi + ϕM ◦ g ◦ ϕ−1P (urizi) ∈ ϕ(M)τ
Thus f − g + ϕ(g) ∈ ϕ(Hom(P,M)O). 
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Corollary 4.7.13. If P,M ∈ ModSDk (O) and 0 → M → N → P → 0
is an exact sequence in ModBKk (O) then N is strongly divisible if and only
if this extension represents a class in Ext1SD(P,M).
Our next aim is to compute the dimension of H1SD.
Lemma 4.7.14. Let M be an object of ModBKk (O). Both H1SD(M) and
H0(M) are finite and if χ(M) = dimkE H
1






Proof. Finiteness of H0(M) follows from Proposition 2.4.6 because
H0(M) ⊂ T (M). For the rest of the lemma consider the inclusion uM →M .
It induces a commutative diagram whose rows are exact.
0 F 0(uM) F 0M Q1 0
0 uM M Mk 0
ϕ−1 ϕ−1 α
The snake lemma yields a long exact sequence (note here we are identifying
H1SD(M) with the cokernel of ϕ− 1 : F 0M →M as in Remark 4.7.10)
0→ H0(uM)→ H0(M)→ kerα→ H1SD(uM)→ H1SD(M)→ cokerα→ 0





To see this choose a splitting (as kE-vector spaces) of the exact sequence
0 → F 1M → F 0M → gr0(M) → 0. Then we can write F 0M = F 1M ⊕
gr0(M). Observe that F 0(uM) = (uM) ∩ F 1M and that this is the kernel
of F 1M → F 1Mk. Therefore
F 0M/F 0(uM) = F 1Mk ⊕ gr0(M)
Choosing splittings of 0 → F i+1Mk → F iMk → gri(Mk) → 0 allows us to
identify the first term of the above sum with
⊕
i∈Z≥1 gr
i(Mk). For the second
term: there are exact sequences 0 → gri−p(M) → gri(M) → gri(Mk) → 0




which verifies the claim.
Provided we have finiteness of the H1SD(uM) and H
1
SD(M) the formula
of the lemma follows by considering the alternating sums of the dimen-
sions in the long exact sequence above: we see that χ(N) − χ(uN) =
dimkE cokerα−dimkE kerα, which is equal to the kE-dimension of Q2 minus
the kE-dimension of Q1. The explicit descriptions of Q1 and Q2 just given
shows this is equal to∑
τ
Card({i < 0 | i ∈Weightτ (M) and i 6∈ pZ})
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To finish the proof we must show that H1SD(M) is finite.
Observe that, except for the H1SD(M) and H
1
SD(uM), all the terms in
the long exact sequence above are finite. Therefore finiteness of H1SD(M)
can be deduced from finiteness of H1SD(u
nM) for large enough n. In fact
H1SD(u
nM) will vanish for n large enough, as we now show. If n is large
N = unM satisfies F 0N = N and so H1SD(N) = 0 if ϕ− 1 is surjective as a
map N ∩ ϕ(N) = ϕ(N)→ ϕ(N). Equivalently ϕ− 1 is surjective as a map
N → N . Increasing n if necessary we can assume that F 1N = N ; then for
x ∈ N , ϕ(x) ∈ uN and so the sum ∑ϕi(−x) converges to y ∈ N . Since
ϕ(y)− y = x it follows that H1SD(N) = 0 which completes the proof. 
Corollary 4.7.15. Let M be an object of ModBKk (O) and assume that






Proof. We make the following two observations.
• If F 1M = M (i.e. if gri(Mk) = 0 for i < 1) then clearlyH0(M) = 0.
This combined with the observation made in the last paragraph of
the proof of Lemma 4.7.14 implies that for any M and sufficiently
large n, χ(unM) = 0.
• Also note that if m ∈ F i(uM) then ϕ(m) ∈ ui(uM) and so u−1m ∈
F i+1−pM , and vice-versa. Thus F i(uM) = uF i+1−pM and so
dimkE gr
i((uM)k) = dimkE gr
i+1−p(Mk)
Applying Lemma 4.7.14 and using these two observations we see that (even









Since gri(Mk) = 0 for i < −p the inner sum for n = 0 counts the dimensions
of gri(Mk) for i < 0 and 6= −p and the inner sum for n = 1 counts the
dimension of gr−p(Mk). The remaining inner sums are all zero which proves
the result. 





Card({i− j < 0 | i ∈Weightτ (M), j ∈Weightτ (P )})
Proof. First let us show that
{i− j | i ∈Weightτ (M), j ∈Weightτ (P )} = Weightτ (Hom(P,M)O)
To see this choose a basis (mi) of Mτ such that (u
rimi) is a basis of ϕ(M)τ .
Then the integers ri are the elements of Weightτ (M). Likewise choose a
basis (pj) of Pτ such that (u
sjpj) are a basis of ϕ(P )τ . One checks that if
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fij is the element of Hom(P,M)
O which is zero everywhere except that it
maps pj 7→ mi then the fij form a basis of Hom(P,M)Oτ and uri−sjfij forms
a basis of ϕ(Hom(P,M)O)τ . Now appeal to Remark 4.4.7.
The previous paragraph shows that Hom(P,M)O satisfies the equivalent
conditions of Lemma 4.4.4 and so dimkE gr
i(Hom(P,M)Ok ) = dimkE gr
i(Hom(P,M)O,ϕk ).
Since Weight(Hom(P,M)O) ⊂ [−p, p] it follows that gri(Hom(P,M)Ok ) = 0
for i < −p. Thus Corollary 4.7.15 applies with M = Hom(P,M)O. Using




Remark 4.7.17. This proposition should be compared with the number
of possible extensions described in [16, Theorem 7.9].
Remark 4.7.18. Let M,P ∈ ModSDk (O), and let 0 → M1 → M →
M/M1 → 0 be an exact sequence in ModSDk (O). Then we have an exact
sequence in ModBKk (O)
(4.7.19) 0→ Hom(P,M1)O → Hom(P,M)O → Hom(P,M/M1)O → 0
We claim this sequence stays exact after applying F 0. After the proof of
Lemma 4.3.9 this will follow if Hom(P,M)O → Hom(P,M/M1)O is strict as
a map of filtered modules. After Lemma 4.7.12 this will follow if the above
exact sequence represents a class in Ext1SD(Hom(P,M/M1)
O,Hom(P,M1)O)
(as in the proof of Proposition 4.7.16 we have that Hom(P,M/M1)
O satis-
fies the equivalent conditions of Lemma 4.4.4). Since the (4.7.19) is ob-
tained from 0 → M1 → M → M/M1 → 0 by tensoring with P∨ =
Hom(P, k[[u]]⊗Fp kE)O this follows from Construction 4.7.11. Thus we have
the following commutative diagram with exact rows:
0 F 0 Hom(P,M1)
O F 0 Hom(P,M)O F 0 Hom(P,M/M1)O 0
0 Hom(P,M1)
O Hom(P,M)O Hom(P,M/M1)O 0
ϕ−1 ϕ−1 ϕ−1
By the snake lemma we therefore obtain (functorial) long exact sequences
0→HomBK(P,M1)→ HomBK(P,M)→ HomBK(P,M/M1)→
→ Ext1SD(P,M1)→ Ext1SD(P,M)→ Ext1SD(P,M/M1)→ 0
Likewise we obtain a long exact sequence for any exact sequence in P . One
can also produce similar long exact sequences for the groups Ext1kE ,Ext
1
eff
and Ext1[0,p] but we shall only use the long exact sequence considered above.
CHAPTER 5
Strong Divisibility and Galois Actions
Notation 5.0.1. For this section we assume that K = K0. Note
that while this assumption does not alter the categories ModBKk (O) and
ModSDk (O) it does alter how we view k[[u]] as a subring of OC[ (see Nota-
tion 2.4.1). In particular the assumption K = K0 implies v
[(u) = 1.
We have already seen the result of Gee–Liu–Savitt which says that any
crystalline representation with Hodge–Tate weights in [0, p] gives rise to
an object of ModSDk (O) via T 7→ M(T )/$. The following theorem is the
crucial observation which allows Gee–Liu–Savitt to prove this. Note that
unlike Theorem 4.5.1 this result requires no restriction on the Hodge–Tate
weights (also a variant holds without the assumption that K = K0).
Theorem 5.0.2 (Gee–Liu–Savitt). Let T be a crystalline O-lattice and
M = M(T )/$. Then there exists a continuous OC[ ⊗Fp kE-semilinear,
ϕ-equivariant action of GK on M ⊗k[[u]] OC[ which satisfies the following.
• For all m ∈M and all σ ∈ GK
(σ − 1)(m) ∈M ⊗k[[u]] u
p
p−1OC[
• For all m ∈M and σ ∈ GK∞
(σ − 1)(m) = 0
Proof. When p > 2 this is essentially [16, Corollary 5.10] (note they
consider M with a frobenius twist which is why p2/p − 1 appears in loc.
cit.). We give a proof (which allows p = 2) in the final chapter. The
theorem follows by reducing Lemma 9.2.13 modulo $, using that v[(u) = 1
and v[(ϕ−1(µ)) = 1/(p − 1) (where µ denotes the image of µ ∈ Ainf in
OC[). 
1. Crystalline Galois Actions
Definition 5.1.1. Let M ∈ ModBKk (O). We say that M is χpcyc-free if
Weight(M) ⊂ [0, p] and M admits a composition series
0 = Mn ⊂ . . . ⊂M0 = M
(see Construction 4.2.4) such that if Mi/Mi+1 ∼= S({p}; a) for some a ∈ k×E
then Mj/Mj+1 6∼= S({0}; b) for any b ∈ k×E and any j > i. Pictorially, if we
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express M as . . . ∗ ∗0 M1/M2 ∗
0 0 M0/M1

then if a block is isomorphic to S({p}; a) then no block above it is isomorphic
to S({0}; b).
The aim of this chapter is to prove the following theorem.
Theorem 5.1.2. Let M ∈ ModBKk (O) be χpcyc-free. Then M ∈ ModSDk (O)
if and only if there exists a continuous OC[⊗Fp kE-semilinear, ϕ-equivariant
action of GK on M ⊗k[[u]] OC[ which satisfies the following.
• For all m ∈M and all σ ∈ GK
(σ − 1)(m) ∈M ⊗k[[u]] u
p
p−1OC[
• For all m ∈M and σ ∈ GK∞
(σ − 1)(m) = 0
Definition 5.1.3. We say an object M ∈ ModBKk (O) admits a crys-
talline1 GK-action if M ⊗k[[u]] OC[ has a GK-action as in the theorem.
Remark 5.1.4. If M ∈ ModBKk (O) admits a crystalline GK-action then
we obtain a GK-action on T (M) = (M ⊗k[[u]] C[)ϕ=1 which extends the
GK∞-action and makes the identification (from Proposition 2.4.6)
M ⊗k[[u]] C[ = T (M)⊗Fp C[
GK-equivariant. The continuity of the GK-action on M ⊗k[[u]] OC[ implies
the GK-representation T (M) is continuous (since the subspace topology on
Fp ⊂ C[ is the discrete topology).
Remark 5.1.5. Let M and N ∈ ModBKk (O) and suppose both admit
crystalline GK-actions. In order that a morphism M → N induces a GK-
equivariant map M ⊗k[[u]]OC[ → N ⊗k[[u]]OC[ it is necessary and sufficient
that the induced map T (M) → T (N) is GK-equivariant (where the GK-
actions on T (M) and T (N) are as in Remark 5.1.4). Necessity is clear.
To see sufficiency observe that, since M ⊗k[[u]] C[ = T (M) ⊗Fp C[ is GK-
equivariant and likewise with M replaced by N , if T (M) → T (N) is GK-
equivariant then so is M ⊗k[[u]] C[ → N ⊗k[[u]] C[. Thus M ⊗k[[u]] OC[ →
N ⊗k[[u]] OC[ is also.
1The term crystalline here comes from Theorem 5.0.2. While we have not yet written
out the details, we believe that an easy modification of the arguments in Lemma 9.2.13
allow Theorem 5.0.2 to be proven for semi-stable representations, except that for m ∈M
we only have
(σ − 1)(m) ∈M ⊗k[[u]] u1/p−1OC[
The loss of a factor of u in this semistable result is due to that fact that the monodromy
N in the semistable case is non-zero.
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Every rank one object of ModBKk (O) admits a crystalline GK-action, and
this action can be expressed explicitly.
Lemma 5.1.6. Let M = S({rτ}; a) (Notation 4.6.2). Then M admits a
unique crystalline GK-action given by





i and η(σ) is the unique pf − 1-th root of (σ) =
σ(u)/u ∈ Zp(1) ⊂ OC[ such that η(σ) ≡ 1 modulo mC[.
Proof. Theorem 5.0.2 and Proposition 4.6.6 together imply M admits
a crystalline GK-action. Since there is at most one way to extend a GK∞-
valued character to a GK-valued character (Corollary 3.2.8) Remark 5.1.5
implies this crystalline GK-action is unique.
In fact the previous paragraph shows there can exist at most one con-
tinuous ϕ-equivariant and kE-equivariant GK-action on M ⊗k[[u]]OC[ which
is trivial on M when restricted to GK∞ . One easily checks that such a GK-
action must be of form given in the lemma (thus to prove the lemma it is
not necessary to check that η(σ)Θτ − 1 ∈ up/p−1OC[ ; though this can be
checked by hand, see Lemma 5.6.8). 
2. Induction and Restriction
Notation 5.2.1. Let L/K be the unramified extension corresponding to
a finite extension l/k, and let L∞ = K∞L. Set SL = W (l)[[u]]. Extension
of scalars along the inclusion f : S→ SL describes a functor
f∗ : ModBKK → ModBKL
For M ∈ ModBKK the module f∗M = M ⊗S SL is made into a Breuil–Kisin
module via the semilinear map m ⊗ s 7→ ϕM (m) ⊗ ϕ(s): this map induces
the isomorphism
(ϕ∗f∗M)[ 1E ] = (f
∗ϕ∗M)[ 1E ] = f
∗(ϕ∗M [ 1E ])
f∗ϕM−−−−→ f∗(M [ 1E ]) = (f∗M)[ 1E ]
with the first = coming from the fact that ϕ ◦ f = f ◦ ϕ. The natural
isomorphism
f∗M ⊗SL Ainf [ 1ϕ−1(µ) ] ∼= M ⊗S Ainf [ 1ϕ−1(µ) ]
is clearly ϕ,GL∞-equivariant. It follows from Proposition 2.4.6 that T (f
∗M) =
T (M)|GL∞ .
Notation 5.2.2. With notation as in Notation 5.2.1, restriction of scalars
along f induces a functor
f∗ : ModBKL → ModBKK
If M ∈ ModBKL we equip f∗M with the obvious semilinear map m 7→ ϕM (m).
Let us verify that this makes f∗M into a Breuil–Kisin module. The semi-
linear map induces the composite:
(ϕ∗f∗M)[ 1E ]→ (f∗ϕ∗M)[ 1E ] = f∗(ϕ∗M [ 1E ])
f∗ϕM−−−→ f∗(M [ 1E ]) = (f∗M)[ 1E ]
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which we claim is an isomorphism. It suffices to check the natural map












Proof. The standard adjunction between f∗ and f∗ provides functo-
rial S-linear isomorphisms HomS(M,f∗N) → HomSL(f∗M,N). Explicitly
this map sends α onto the homomorphism m ⊗ s 7→ sα(m). As this is
ϕ-equivariant we get isomorphisms as claimed. 
Lemma 5.2.4. Let N ∈ ModBKL . Then there are functorial identifications
ιN : T (f∗N)→ IndK∞L∞ T (N) such that the diagram
HomBK(M,f∗N) HomBK(f∗M,N)
HomGK∞ (T (M), Ind
K∞
L∞ T (N)) HomGL∞ (T (M)|GL∞ , T (N))
5.2.3
g 7→ιN◦T (g) T
3.1.1
commutes for all M ∈ ModBKK . The horizontal arrows are obtained from
the identifications in Lemma 5.2.3 and Lemma 3.1.1 by respectively taking
ϕ-invariants and GK∞-invariants.
Proof. Let OE,L be the p-adic completion of SL[ 1u ]. The map f :
S → SL extends to a map f : OE → OE,L and so we can make sense
of the operations f∗ and f∗ on etale ϕ-modules. Write M et = M ⊗S OE
and N et = N ⊗SL OE,L. Then clearly f∗(M et) = (f∗M)et, and because
OE,L = OE ⊗S SL we also have that f∗(N et) = (f∗N)et. We obtain maps
HomBK(M,f∗N)→ Homet(M et, f∗N et), HomBK(f∗M,N)→ Homet(f∗M et, N et)
which commute with T . The analogue of Lemma 5.2.3 in the setting of etale
ϕ-modules is proved in exactly the same way, and the obtained identification
is compatible with maps above. Thus to prove the lemma we may replace
HomBK with Homet (homsets in the category of etale ϕ-modules) and M
and N with M et and N et in the diagram of the lemma.
Since M et 7→ T (M et) is an equivalence of categories the map (3.1.1) ◦
T ◦ (5.2.3) ◦ T−1 describes an identification
(5.2.5) HomGK∞ (V, T (f∗N))→ HomGK∞ (V, IndK∞L∞ T (N))
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for any continuous GK∞-representation V on a finitely generated Zp-module.
As (5.2.5) is functorial in V Yoneda’s lemma provides the isomorphism ιN .
As (5.2.5) is functorial in N we see that ιN is functorial. 
Lemma 5.2.6. Assume that k ⊂ l ⊂ kE.









Proof. By functoriality both f∗ and f∗ preserve O-actions. Recall
from Remark 2.5.2 that for each τ ∈ HomFp(k, kE) there is an idempotent
iτ ∈ k[[u]]⊗Fp kE . Likewise for each θ ∈ HomFp(l, kE) there is an idempotent
iθ ∈ l[[u]]⊗Fp kE . Note that the inclusion k[[u]]⊗Fp kE → l[[u]]⊗Fp kE sends
iτ 7→
∑
θ|k=τ iθ. Thus (f
∗M)θ = Mθ|k and (f∗N)τ =
∏
θ|k=τ Nθ. Both (1)
and (2) then follow by verifying the second condition of Lemma 4.4.4. 
Lemma 5.2.7. Let M ∈ ModBKk (O) and let f be as in Notation 5.2.1.
Then M ∈ ModSDk (O) if and only if f∗M ∈ ModSDl (O).
Proof. After Lemma 5.2.6 we only have to show that f∗M being strongly
divisible implies M is strongly divisible. Observe that there is an injective
morphism M → f∗f∗M which sends m 7→ m⊗1. Since f∗f∗M ∈ ModSDk (O)
by Lemma 5.2.6 and M → f∗f∗M has torsionfree cokernel, Proposition 4.4.5
implies M ∈ ModSDk (O). 
3. The Key Lemma
If M ∈ ModBKk (O) we write M [ = M ⊗k[[u]] OC[ . The purpose of this
section is to give the main technical input into the proof of Theorem 5.1.2.
Hypothesis 5.3.1. Consider pairs P,M ∈ ModSDk (O) with the property
that P and M admit composition series
0 = Pn ⊂ . . . ⊂ P0 = P, 0 = Mm ⊂ . . . ⊂M0 = M
such that for each i and j
Hom(Pi/Pi+1,Mj/Mj+1)
O 6∼= S({−p}; a)
for any a ∈ k×E .
Remark 5.3.2. Note that if M ∈ ModBKk (O) with Weight(M) ⊂ [0, p]
then M is χpcyc-free if there exists a composition series 0 = Mn ⊂ . . . ⊂
M0 = M such that for each i the pair
Mi/Mi+1,Mi+1
is as in Hypothesis 5.3.1.
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Lemma 5.3.3. Let P and M be a pair as in Hypothesis 5.3.1. For any
unramified extension L/K, with notation as in Notation 5.2.1, the pair f∗P
and f∗M are also as in Hypothesis 5.3.1.
Proof. Let (Pi) and (Mj) be composition series of P and M as in
Hypothesis 5.3.1. Choose a refinement of the filtration (f∗Pi)i of f∗P to a
composition series, and do the same for M . If these composition series are
not as in Hypothesis 5.3.1 then for some i and j there will exist subquotients
Pi ∈ ModSDl (O) of f∗(Pi/Pi+1) andMj ∈ ModSDl (O) of f∗(Mj/Mj+1) such
that
Hom(Pi,Mj)O ∼= S({−p}; a)
For this to be true we must have Pi ∼= S({p}; b) and Mj ∼= S({0}; c)
with a = cb−1. If Pi ∼= S({p}; b) then T (Pi) = ψbχ−1cyc (Lemma 4.6.4) is
a subquotient of T (Pi/Pi+1)|GL∞ . Since T (Pi/Pi+1) is irreducible it has
the form IndK∞F∞ ϑ for some unramified extension F/K and some character
ϑ, and so we must have that ϑ equals ψbχ
−1
cyc when restricted to L∞F∞.
However this implies T (Pi/Pi+1) is not irreducible unless F∞ = K∞. Thus
we must have that Pi/Pi+1 = S({p}; b1/p[l:k]). Likewise if Mj = S({0}; c)
then Mj/Mj+1 = S({0}; c1/p[l:k]).2 But this contradicts the assumption that
(Pi) and (Mj) are composition series as in Hypothesis 5.3.1. 
The relevance of the hypothesis is that it allows us to prove the following
lemma and corollary.
Lemma 5.3.4. Let P and M be as in Hypothesis 5.3.1. Then there exists
no sequence xi ∈ Hom(P,M)O,[ = Hom(P,M)O ⊗k[[u]] OC[ such that
(5.3.5) ϕ(xi)u
p = xi+1 6∈ uHom(P,M)O,[
for all i ≥ 0.
Proof. Let L/K be a sufficiently large unramified extension such that,
with notation as in Notation 5.2.1, composition series of both f∗P and




[,M [). Since (f∗P )[ = P [, and likewise for M , it follows
that Hom(P,M)O,[ = Hom(f∗P, f∗M)O,[. Thus we may replace P and M
with f∗P and f∗M (note that f∗P and f∗M satisfy Hypothesis 5.3.1 by
Lemma 5.3.3) and therefore we may assume that every irreducible subquo-
tient of P or M is of rank one.
We shall argue by induction on the length of Hom(P,M)O. If it has
length one then both P andM are of rank one and Hom(P,M)O ∼= S({rτ}; a)
2Here we have used that if l/k is a finite extension then with notation as in Nota-
tion 5.2.1, f∗S({rτ};x) = S({sθ}; y) where sθ = rθ|k and y = x1/p
[l:k]
. To check this
note that f∗S({rτ};x) = S({sθ}; y) for some sθ and y ∈ k×E . That sθ = rθ|k follows from
Lemma 5.2.6(1). That y = x1/p
[l:k]
follows because the unramified character ψy on GK∞
sending the geometric Frobenius to y sends the geometric Frobenius in GL∞ onto y
p[l:k] .
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with rτ ∈ [−p, p] and a ∈ k×E . As P and M are as in Hypothesis 5.3.1 not





ϕn(x0) = xn 6∈ uHom(P,M)O,[
On the other hand for each τ we can choose a generator eτ of Hom(P,M)
O
τ








f−i(rτ◦ϕi+p)eτ which, since each rτ◦ϕi + p ≥ 0 with at least one > 0, is
killed by reduction modulo u. As the eτ generate S({rτ}; a) ⊗k[[u]] OC[ we
get a contradiction.
For the inductive step observe that (with P1 as in Hypothesis 5.3.1) the
pairs P1,M and P/P1,M are both as in Hypothesis 5.3.1. Thus, provided
P is not of rank one so that P/P1, P1 6= 0, we may assume that the lemma
holds for the outer terms of the exact sequence
0→ Hom(P/P1,M)O,[ → Hom(P,M)O,[ → Hom(P1,M)O,[ → 0
Respectively write H1, H and H2 for the modules in this sequence (so that
0→ H1 → H → H2 → 0 is exact). Let xi denote the image of xi in H2. If x0
is zero then x0 ∈ H1 and xi ∈ H1[ 1u ]∩H = H1 and not in H1[ 1u ]∩uH = uH1;
by our inductive assumption no such x0 can exist. Thus x0 6= 0 and since xi
satisfies (5.3.5) our inductive assumption implies we must have xi ∈ uH2 for
some i. Since all the terms in the above exact sequence are free the sequence
stays exact after reducing modulo u. It follows there exists yi ∈ H1 such
that yi ∈ xi + uH. Since Weight(Hom(P,M)O) ⊂ [−p, p] (see the proof of
Proposition 4.7.16) we have ϕ(H) ⊂ u−pH. Thus the inductively defined
sequence yi+j+1 = u
pϕ(yi+j) is such that yi+j is contained in
xi+j + u
pjH ⊂ xi+j + uH
Note that each yi+j ∈ H1 and further is not contained in uH1 (if it were
then xi+j ∈ uH, a contradiction). Thus (yi+j)j≥0 is a sequence in H1 as
in the lemma. However our inductive assumption implies no such element
exists so we obtain a contradiction. Thus, provided P is not of rank one, no
such x0 can exist.
If P has rank one one argues similarly using the exact sequence 0 →
Hom(P,M1)
O → Hom(P,M)O → Hom(P,M/M1)O → 0. 
Corollary 5.3.6. Let P and M be as in Hypothesis 5.3.1. Then for





converges in up/p−1 Hom(P,M)O,[ and is the unique solution in up/p−1 Hom(P,M)O,[
to (ϕ− 1)(X) = x.
Proof. Let H = Hom(P,M)O,[. As ϕ(H) ⊂ u−pH we see that x ∈
u+p/p−1H implies ϕ(x) ∈ up+p/p−1H for any  ≥ 0. Thus, as up/p−1H ⊂ H
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is closed, if X converges it will do so in up/p−1H. It also follows that if
there is an N such that ϕN (x) ∈ u1+p/p−1H then the sum X converges.
Suppose the sum does not converge, then xn := u
−p/p−1ϕn(x) ∈ H \ uH for
all n ≥ 0. However, as xi+1 = upϕ(xi), the existence of such xi contradicts
Lemma 5.3.4. We conclude that the sum X must converge in up/p−1H.
Clearly (ϕ− 1)(X) = x. If (ϕ− 1)(X ′) = x also then (ϕ− 1)(X −X ′) = 0.
We can write X−X ′ = up/p−1X0 with X0 ∈ H. Then upϕ(X0) = X0 and so
Lemma 5.3.4 implies X0 ∈ uH. But then ϕn(up/p−1X0) converges to zero,
and so X −X ′ = 0. 
4. Constructing Galois Actions
In this section we shall prove the only if direction of Theorem 5.1.2. In
fact we prove slightly more:
Proposition 5.4.1. Let M ∈ ModSDk (O) and let 0 = Mn ⊂ . . . ⊂
M0 = M be a composition series as in Definition 5.1.1. Then M admits a




We shall argue by induction on the length of M ; thus the main part
of the proof involves showing that crystalline GK-actions can be extended
along strongly divisible extensions (this will be where we use the results of
the previous section).
Construction 5.4.2. If M,P ∈ ModBKk (O) both admit crystalline GK-
actions then Hom(P,M)O admits a crystalline GK-action given as follows.
Let R[ = OC[ ⊗Fp kE . If f ∈ Hom(P,M)O,[ = HomR[(P [,M [) then σ(f) =
σ ◦ f ◦ σ−1.
Construction 5.4.3. Let 0→M → N → P → 0 be an exact sequence
in ModBKk (O) and suppose M and P admit crystalline GK-actions. After
Construction 4.7.1 we may assume there is an f ∈ Hom(P,M)O[ 1u ] such
that N = M ⊕ P with frobenius given by
ϕN (m,n) = (ϕM (m) + f ◦ ϕP (z), ϕP (z))
To give N a crystalline GK-action making 0 → M [ → N [ → P [ → 0
equivariant is to give fσ ∈ Hom(P,M)O,[ = HomR[(P [,M [) for each σ ∈ GK
such that
σ(m, z) = (σ(m) + fσ ◦ σ(z), σ(z))
satisfying the following conditions:
• The fact that the action of σ on N is a continuous group action
translates to asking that fσ ∈ Z1(GK ,Hom(P,M)O,[) (continuous
1-cocycles), i.e. that
fστ = fσ + σ(fτ )
where the action of GK on fσ is as in Construction 5.4.2.
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• The fact that the GK-action is ϕ-equivariant translates to
(ϕ− 1)(fσ) = (σ − 1)(f)
• The fact that (σ − 1)(n) ∈ up/p−1N [ for n ∈ N translates to
fσ ◦ σ(z) ∈ up/p−1M [
for each z ∈ P . Since (σ − 1)(z) ∈ up/p−1P [ this is equivalent to
asking that fσ ∈ up/p−1 Hom(P,M)O,[.
• Since (σ − 1)(n) = 0 for σ ∈ GK∞ and n ∈ N , and the same is
true for m ∈M and z ∈ P , it follows that fσ(z) = 0 for z ∈ P and
σ ∈ GK∞ . Thus fσ = 0 whenever σ ∈ GK∞ .
Lemma 5.4.4. Let P and M be as in Hypothesis 5.3.1 and assume further
that both P and M admit crystalline GK-actions. If 0→M → N → P → 0
is an exact sequence in ModSDk (O) then N admits a unique crystalline GK-
action making 0→M [ → N [ → P [ → 0 equivariant for the GK-action.
When P and M are both rank one the uniqueness of such an action was
observed in [16, Lemma 8.1].
Proof. Keep the notation of Construction 5.4.3. Since N is assumed
to be strongly divisible we may choose f so that f ∈ Hom(P,M)O (Re-
mark 4.7.10). As the GK-action on Hom(P,M)
O is crystalline (σ− 1)(f) ∈





is the unique element in up/p−1 Hom(P,M)O,[ satisfying (ϕ− 1)(fσ) = (σ−
1)(f). For σ ∈ GK∞ we have (σ− 1)(f) = 0 so fσ = 0. Since (σ− 1)(f) is a
continuous 1-cocycle, and ϕ and σ commute, the same is true for fσ. Thus
fσ satisfies all the necessary conditions to induce a crystalline GK-action on
N . This proves the lemma. 
Proof of Proposition 5.4.1. First suppose that each of the subquo-
tients Mi/Mi+1 are of rank one. If M is of rank one itself then we have
already seen that M admits a unique crystalline GK-action. For general M
we have an exact sequence
0→M1 →M →M/M1 → 0
Arguing inductively on the length of M we may assume M1 and M/M1
admit unique crystalline GK-actions such that each M
[
i ⊂M [1 is GK-stable.
Since M is strongly divisible this is an exact sequence in ModSDk (O). The
pair M/M1 and M1 are as in Hypothesis 5.3.1 and so Lemma 5.4.4 implies
M admits a unique crystalline GK-action extending the GK-action on M
[
1 ⊂
M [. This proves the proposition when each of the Mi/Mi+1 are rank one.
Now we prove the proposition when M is irreducible (i.e. T (M) is ir-
reducible as a GK∞-representation) but not of rank one. Let L/K be the
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unramified extension of degree equal to the kE-dimension of T (M) so that





that any composition series of f∗M has rank one subquotients and is a com-
position series as in Definition 5.1.1 (if not then f∗M must have S({p}; a)
as a subquotient and so χ(γ) = ψaχ
−1
cyc for some γ. This contradicts the ir-
reducibility of T (M)). The previous paragraph then implies f∗M admits a
crystalline GL-action which induces a GL-action on T (f
∗M) preserving the
direct sum decomposition; in particular this GL-action induces a continuous
extension of χ from GL∞ to GL.
It follows that the GL-action on T (f
∗M) = T (M) extends to a unique
continuous GK-action because we can identify T (M) = Ind
K
L χ (see the
proof of Lemma 3.2.5). Note this action is compatible with the GK∞-action
on T (M). Via the identification
M ⊗k[[u]] C[ = T (M)⊗Fp C[
we obtain a continuous GK-action on M
[ ⊗ C[. We claim this gives a crys-
talline GK-action on M , i.e. we claim that (1) σ(m) = m for all m ∈ M
and σ ∈ GK∞ , and (2) that (σ − 1)(m) ∈ up/p−1M [ for all m ∈ M and
σ ∈ GK (so that in particular M [ is GK-stable). Observe that (1) holds
because by construction the GK-action on T (M) extends the GK∞-action.
Since the GL-action is a crystalline GL-action (2) holds for σ ∈ GL. Using
the lemma below we conclude that (2) holds for all σ ∈ GK , which proves
the proposition when M is irreducible.
Lemma 5.4.5. Every σ ∈ GK can be written (non-uniquely) as a product
σurσ∞ with σur ∈ GL and σ∞ ∈ GK∞.
Proof. SinceK∞ is totally wildly ramified the natural inclusion induces
an isomorphism GK∞/GL∞ → GK/GL where L∞ = LK∞ (see the proof of
Proposition 3.2.4) and so we have a commutative diagram with exact rows:
1 GL GK Gal(L/K) 1
1 GL∞ GK∞ Gal(L∞/K∞) 1
It is easy to deduce the lemma from this diagram. 
Note this GK-action on M
[ is unique because there is only one way to
extend the GK∞-action on T (M), by Corollary 3.2.8.
To finish the proof of the proposition we again induct on the length of
M . The previous paragraph establishes the base case. The inductive step
proceeds exactly as it did in the first paragraph. 
5. Functoriality and Uniqueness
In this section we briefly discuss the extent with which the construction
of the previous section, which associates to any χpcyc-free object of Mod
SD
k (O)
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a crystalline GK-action, is functorial or unique. For the following reasons
we are not able to say anything in general.
• Our construction of the crystalline GK-actions in Proposition 5.4.1
requires a choice of composition series. It is unclear to us whether
the obtained GK-action depends upon this choice. Thus it is un-
clear whether this GK-action is unique.
• We also do not know whether, if M → N is a morphism of χpcyc-free
objects in ModSDk (O) and (Mi) is a composition series of M as in
Definition 5.1.1, the image of this filtration in N can be extended
to a composition series of N again satisfying the conditions of Defi-
nition 5.1.1. Being unable to do this we are not able to deduce any
kind of functoriality statements.
On the other hand if we assume the following stronger cyclotomic-
freeness result (in the spirit of Notation 3.3.1) then we are able to say
something about functoriality and uniqueness.
Notation 5.5.1. Let V be a continuous representation of GK∞ on a
finite dimensional kE-vector space. We say that V is cyclotomic-free it
admits a composition series 0 = Vn ⊂ . . . ⊂ V0 = V such that for each i
H0(GK∞ ,Hom(Vi/Vi+1 ⊗ Zp(1), Vj/Vj+1)) = 0
for j > i. Note that if V is a GK-representation then V is cyclotomic-free
in the sense of Notation 3.3.1 if and only if V |GK∞ is cyclotomic-free (using
the results of Chapter 3).
Remark 5.5.2. If M ∈ ModBKk (O) is such that T (M)|GL∞ is cyclotomic-
free for some unramified extension L/K then M is χpcyc-free. Note that it is
not however sufficient only that T (M) be cyclotomic-free. For instance if





with a ∈ k×E not equal to 1 then M is not χpcyc-free but T (M) is cyclotomic-
free.
Proposition 5.5.3. Let M ∈ ModSDk (O) be χpcyc-free and be such that
T (M) is cyclotomic-free. Then M admits a unique crystalline GK-action
and if p > 2 the association M 7→ T (M) from ModSDk (O) to GK-representations
is functorial.
Proof. If M admits two different crystalline GK-actions then by Re-
mark 5.1.5 we obtain two different extensions of the GK∞-action on T (M)
to a GK-action. By Theorem 3.3.9 this is impossible, and so the crystalline
GK-action on M is unique. For functoriality; if M → N is a morphism of
Breuil–Kisin modules as in the proposition, then we obtain a map of GK∞-
representations T (M) → T (N). If p > 2, Theorem 3.3.10 implies this map
must be GK-equivariant for the GK-actions on T (M) and T (N). 
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Example 5.5.4. We conclude this section by giving an example of an
M ∈ ModSDk (O) which admits two different crystalline GK-actions. We
point out that this example is not χpcys-free. Take k = Fp and let M be the
strongly divisible Breuil–Kisin module






The associated GK∞-representation fits into a split exact sequence 0 →
Fp → T (M) → Fp(χcyc) → 0. If cσ ∈ Z1(GK ,Fp(χcyc)) is a 1-cocycle such






Here u1/p−1 is a fixed choice of p − 1-th root of u in OC[ . Note that if e1















describes a continuous GK-action on T (M) it follows that σ defines a contin-
uous ϕ-equivariant GK-action on M ⊗k[[u]]O[C . It is a crystalline GK-action
because
σ − 1 =
(
0 σ(up/p−1)cσ
0 η(σ)p − 1
)
∈ up/p−1 M2(OC[)
If we choose cσ = 0 then T (M) with the induced GK-action fits into a split
exact sequence 0 → Fp → T (M) → Fp(χ−1cyc) → 0. However, if we choose
an identification µp(K) = Fp and set cσ = σ(pi1/p)/pi1/p then cσ|GK∞ = 0
and cσ represents a non-trivial class in H
1(GK ,Fp(χcyc)). Therefore T (M)
with the induced GK-action fits into a non-split exact sequence 0 → Fp →
T (M) → Fp(χ−1cyc) → 0. This shows that a strongly divisible Breuil–Kisin
module may admit multiple crystalline GK-actions.
6. Completing the Proof of Theorem 5.1.2
The aim of this section is to finish the proof of Theorem 5.1.2. First we
will need the following lemma.
Lemma 5.6.1. Let N ∈ ModBKk (O) admit a crystalline GK-action, and
let 0 → T1 → T (N) → T2 → 0 be an exact sequence of GK-representations
(with the GK-action on T (N) as in Remark 5.1.4). Let
0→M → N → P → 0
be the corresponding exact sequence in ModBKk (O) (Lemma 4.2.3). Then the
GK-action on N ⊗k[[u]] OC[ induces a crystalline GK-action on M and P .
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Proof. By hypothesis both T1 and T2 have GK-actions making the
exact sequence
0→ T1 ⊗Fp C[ → T (N)⊗Fp C[ → T2 ⊗Fp C[ → 0
GK-equivariant. Since M ⊗k[[u]] C[ = T1 ⊗Fp C[ it follows that if m ∈ M
and σ ∈ GK then σ(m) ∈M ⊗k[[u]] C[. Thus
σ(m)−m ∈ (N ⊗k[[u]] up/p−1OC[) ∩ (M ⊗k[[u]] C[)
Since the quotient N/M = P is free over k[[u]] this intersection is equal
to M ⊗k[[u]] up/p−1OC[ . Thus the crystalline GK-action on N restricts to a
crystalline GK-action on M . This implies that the crystalline GK-action on
N ⊗k[[u]] OC[ descends through the surjection N ⊗k[[u]] OC[ → P ⊗k[[u]] OC[
to a GK-action satisfying σ(z)− z ∈ P ⊗k[[u]] up/(p−1)OC[ for all z ∈ P . 
Proof of Theorem 5.1.2. We need to show that if M admits a crys-
talline GK-action and has Weight(M) ⊂ [0, p] then M ∈ ModSDk (O). After
Lemma 5.2.7 it suffices to show f∗M is strongly divisible for some unram-
ified extension L/K. Arguing as in the proof of Lemma 5.3.3 we see that
since M is χpcyc-free, so is f∗M . Thus we may suppose that each irreducible
subquotient of M is of rank one.
We shall argue by induction on the length of M . If M is of rank one itself
then there is nothing to prove since all rank one objects of ModBKk (O) with
weights contained in [0, p] are strongly divisible. If M has length greater
than one then we fit M into an exact sequence
0→M1 →M →M/M1 → 0
where M1 is as in Hypothesis 5.1.1. Thus M/M1 is of rank one. Since
Weight(M) ⊂ [0, p] Lemma 4.7.8 impliesM represents a class in Ext1[0,p](M/M1,M1).
By Lemma 5.6.1 both M/M1 and M1 admit crystalline GK-actions and
so by induction we may suppose both M/M1 and M1 are strongly di-
visible. Thus, to finish the proof we have to show that any extension
in Ext1[0,p](M/M1,M1) admitting a crystalline GK-action as in Construc-
tion 5.4.3 lies in Ext1SD(M/M1,M1). Since the pair M/M1 and M1 are as in
Hypothesis 5.3.1 this follows from Proposition 5.6.3 below. 
Construction 5.6.2. For M ∈ ModBKk (O) satisfying Weight(M) ⊂
[−p,∞] and which are endowed with a crystalline GK-action, define
MGal ⊂ u−pM
to be the set of f such that there exists a continuous 1-cocycle fσ ∈ Z1(GK ,M [)
satisfying the following:
• (ϕ− 1)(fσ) = (σ − 1)(f),
• fσ ∈ up/p−1M [, and
• fσ = 0 for σ ∈ GK∞ .
76 5. STRONG DIVISIBILITY AND GALOIS ACTIONS
These are precisely the conditions required in Construction 5.4.3. Note that
if m ∈ M then (ϕ − 1)(m) ∈ MGal: since Weight(M) ⊂ [−p,∞] we have
ϕ(M) ⊂ u−pM so (ϕ − 1)(m) ∈ u−pM and we can take fσ = (σ − 1)(m).
Thus it makes sense to define H1Gal(M) to be the cokernel of
ϕ− 1 : M →MGal
Note that the inclusion of MGal → M [ 1u ] induces an inclusion H1Gal(M) →
H1(M). Note also that if M → N is a morphism preserving crystalline
GK-actions then M
Gal is mapped into NGal. Thus H1Gal(M) is functorial in
M (for morphisms respecting crystalline GK-actions).
If P and M ∈ ModBKk (O) both admit crystalline GK-actions and have
weights in [0, p] then Hom(P,M)O has weights in [−p, p] and so it makes
sense to define
Ext1Gal(P,M) ⊂ Ext1[0,p](P,M) ⊂ Ext1kE (P,M)
as the submodule identified withH1Gal(Hom(P,M)
O) (where we give Hom(P,M)O
the crystalline GK-action as in Construction 5.4.2) under (4.7.3). Again this
is functorial in both P and M (for morphisms respecting crystalline GK-
actions).
Proposition 5.6.3. Let P and M be as in Hypothesis 5.3.1 and as-
sume both admit crystalline GK-actions. Assume that P is of rank one and
all irreducible subquotients of M are of rank one. Then Ext1Gal(P,M) =
Ext1SD(P,M).
Using the following lemma we shall reduce this proposition to the case
when M is of rank one.
Lemma 5.6.4. Let P and M be as in Hypothesis 5.3.1 and further assume
that both P and M admit crystalline GK-actions. Let 0 → M1 → M →
M/M1 → 0 be an exact sequence in ModSDk (O) obtained as in Lemma 5.6.1
and assume that P and M1 are as in Hypothesis 5.3.1. Then there is a long
exact sequence
0→HomBK(P,M1)→ HomBK(P,M)→ HomBK(P,M/M1)→
→ Ext1Gal(P,M1)→ Ext1Gal(P,M)→ Ext1Gal(P,M/M1)
Proof. Using the snake lemma it suffices to show that the bottom row
of the following diagram is exact.
0 Hom(P,M1)




Let H1, H and H2 respectively denote the terms of the top row, so that
0→ H1 → H → H2 → 0 is exact. We first observe that this extension lies in
Ext1SD(H2, H1) (note that H2 and H1 are not strongly divisible because their
weights are not contained in [0, p] but that Ext1SD(H2, H1) still makes sense,
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see the construction given in Variant 4.7.9) because it is obtained from 0→
M1 → M → M/M1 → 0 by tensoring with P∨ = Hom(P, k[[u]] ⊗Fp kE)O
(Construction 4.7.11). Thus we can identify H = H1 ⊕H2 with Frobenius
given by
ϕH = (ϕH1 + f ◦ ϕH2 , ϕH2)
for some f ∈ Hom(H2, H1)O (see Construction 4.7.1 and Remark 4.7.10).
SinceH admits a crystallineGK-action there is a cocycle σ 7→ fσ in Z1(GK ,Hom(H2, H1)O)
such that
σH = (σH1 + fσ ◦ σH2 , σH2)
The fact that σH commutes with ϕH implies ϕ◦fσ◦ϕ−1−fσ = σ◦f ◦σ−1−f .
The map HGal1 → HGal is clearly injective. For exactness in the middle,
suppose h ∈ HGal is zero in u−pH2 so that h ∈ u−pH1. Since h ∈ HGal
there is a corresponding 1-cocycle hσ satisfying the conditions of Construc-
tion 5.4.3. We have to show there exists such a 1-cocycle contained in
Z1(GK , H
[




σ). Since (ϕ − 1)(h1σ, h2σ) =















τ ) + fσ ◦ σ(h2τ )
(ϕ− 1)(h1σ) + f ◦ ϕ(h2σ) = (σ − 1)(h)
Since h2σ ∈ up/p−1H[2 and f ∈ Hom(H2, H1)O it follows that f ◦ ϕ(h2σ) ∈
up/p−1H[1. The pair P and M1 are as in Hypothesis 5.3.1 and so Corol-
lary 5.3.6 says there is a unique Xσ ∈ up/p−1H[1 such that (ϕ − 1)(Xσ) =
(f ◦ ϕ(h2σ)). Then
h1σ +Xσ ∈ up/p−1H[1
satisfies all the conditions which ensure h ∈ HGal1 , except possibly that
h1σ + Xσ is a 1-cocycle. To show it is note that by the first equation of
(5.6.5) it suffices to check that Xστ −Xσ −σ(Xτ ) = −fσ ◦σ(h2τ ). Note that
Xστ −Xσ − σ(Xτ ) is the unique solution in up/p−1H[1 to
(5.6.6)
(ϕ− 1)(X) = f ◦ ϕ(h2στ )− f ◦ ϕ(h2σ)− σ ◦ f ◦ ϕ(h2τ )
= f ◦ ϕ ◦ σ(h2τ )− σ ◦ f ◦ ϕ(h2τ )
(for second equality we’ve used that h2σ is a 1-cocycle). Recall that ϕ ◦ fσ ◦
ϕ−1 − fσ = σ ◦ f ◦ σ−1 − f . Evaluating at σ ◦ ϕ(h2τ ) and using that ϕ and
σ commute, and that ϕ(h2τ ) = h
2
τ , we see that (5.6.6) equals −(ϕ− 1)(fσ ◦
σ(h2τ )). Thus h
1
σ + Xσ defines a 1-cocycle and h ∈ HGal1 . This finishes the
proof. 
Proof of Proposition 5.6.3. Lemma 5.4.4 implies Ext1SD(P,M)
O ⊂
Ext1Gal(P,M)
O; we have to show this inclusion is an equality. First sup-
pose that M is of rank one. Then we can choose an identification N :=
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Hom(P,M)O = S({rτ}; a) with rτ ∈ [−p, p] and a ∈ k×E , and generators eτ
of Nτ such that
ϕ(eτ◦ϕ) = (a)τurτ eτ





i (see Lemma 5.1.6). Let f =
∑
Fτeτ ∈ NGal
represent a class in H1Gal(N). We have to show this class is in H
1
SD(N).
Since H1SD(N) ⊂ H1Gal(N) and every element of kE [[u]]eτ represents a class




−p + . . .+ F (1)τ u
−1, F (i)τ ∈ kE
Since f is in NGal there are fσ ∈ up/p−1N [ such that (ϕ−1)(fσ) = (σ−1)(f).




Fτ )eτ ∈ up/p−1N [. In other words we have that
(5.6.7) σ(Fτ )η(σ)
Θτ − Fτ ∈ up/p−1OC[
(recall that η(σ) is a pf − 1-th root of (σ) = σ(u)/u). Let σ ∈ GK be such
that (σ) is a Zp-generator of Zp(1). Lemma 5.6.8 below shows that
σ(ui)η(σ)Θτ − ui = ui(η(σ)Θτ+(pf−1)i − 1)
with −p ≤ i < 0 has valuation i+ pp−1 unless i ≡ Θτ ≡ rτ modulo p, in which
case it has valuation ≥ i + p2p−1 . The divisibility (5.6.7) therefore implies
F
(i)





τ urτ eτ which is contained in
ϕ(N). We conclude that f represents a class in H1SD(N) which proves the
proposition when M is of rank one.
Lemma 5.6.8. Let n ∈ Z. Let σ ∈ GK be such that (σ) = η(σ)pf−1 is a
Zp-generator of Zp(1). Then the valuation of η(σ)n − 1 is p
1+vp(n)
p−1 .
Proof. This is [16, Lemma 6.6]. 
For the general case of the proposition we argue by induction on the
length of M . Since P and M are as in Hypothesis 5.3.1 we can fit M into
an exact sequence 0 → M1 → M → M/M1 → 0 such that P and M1 are
also as in Hypothesis 5.3.1. Combining Lemma 5.6.4 and Remark 4.7.18 we















By our inductive hypothesis the first and the third inclusions are equalities,
so we deduce the middle inclusion is an equality. This completes the proof
of the proposition. 
CHAPTER 6
Comparison with Fontaine–Laffaille Theory
As in the previous chapter we assume throughout that K = K0. We
describe a functor from the category of objects of ModSDk with Weight(M) ⊂
[0, p− 1], to the category of strongly divisible Fontaine–Laffaille modules as
considered in [12].
When Weight(M) ⊂ [0, p − 2] we compare the Galois representation
associated to the corresponding Fontaine–Laffaille module in [12] with the
GK∞-representation T (M). We are unable to do this when Weight(M) ⊂
[0, p− 1] although we expect the same result to hold.
1. Fontaine-Laffaille Theory
For this section we shall not work with coefficients. Following [12] we
write MFk for the category whose objects are triples (M,M
i, ϕi) where M is
a k-vector space, M i is a filtration on M and ϕi : M i →M is a ϕ-semilinear
map such that ϕi(M i+1) = 0.
Construction 6.1.1. If M ∈ ModBKk is such that Weight(M) ⊂ [0, p−




in MFk as follows. The vector space Mk and the filtration on Mk are as
defined in Lemma 4.3.2. The ϕi are semilinear maps F iMk → Mk whose
construction we now explain. For i ∈ Z we have maps ϕ
ui
: F iM →M which
fit into commutative diagrams







If i ∈ [0, p − 1] then the image of ϕ
ui−p is contained in uM . Therefore the
map ϕ
ui
descends to a semilinear ϕi : F iMk = F
iM/u(F i−pM) → Mk.
Note that ϕi(F i+1Mk) = 0 and so M 7→ (Mk, F iMk, ϕi) describes a functor
taking values in MFk. Observe that this construction only makes sense if
Weight(M) ⊂ [0, p− 1].
Lemma 6.1.2. With M as above, M is strongly divisible as a Breuil–
Kisin module if and only if Mk is a strongly divisible object of MFk (i.e.∑
ϕi(F iMk) = Mk).
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Proof. Let (fi) be a k[[u]]-basis of M such that (u
rifi) is a k[[u]]-basis
of ϕ(M), as in Lemma 4.3.4. Let gi ∈M be such that ϕ(gi) = urifi. Letting
gi, f i denote the respective images in Mk, then gi ∈ F riMk and ϕri(gi) = f i.
Thus if M ∈ ModSDk then
∑
ϕi(F iMk) = Mk.
Conversely, choose a basis (gi) of Mk adapted to the filtration, so that
there are integers rj such that F
iMk =
⊕
i≥rj kgj . By construction F
pMk =
0 and F 0Mk = Mk so rj ∈ [0, p−1]. Choose lifts gi ∈ F riM of the gi and let
fi = u
−riϕ(gi) ∈M . Since the gi form a basis of M the (urifi) form a basis
of ϕ(M). If f i denotes the image of fi in Mk then ϕ
ri(gi) = f i. Therefore,
if
∑
ϕi(F iMk) = Mk then the f i form a basis of Mk, and hence the fi form
a basis of M . This shows M is strongly divisible. 
Definition 6.1.3. Let MFSDk denote the full subcategory of MFk whose
objects are finite dimensional over k, are strongly divisible (in the sense that∑
ϕi(M i) = M) and satisfy M0 = M,Mp = 0.
2. Comparison with Strong Divisibility
Recall that a (contravariant) functor is defined from MFSDk into the
category of finite dimensional Fp-vector spaces equipped with a continuous
GK-action by
T ∗FL(M) = HomMFk(M, S˜)
where S˜ ∈ MFk is an object that may be identified with a subring of Acrys/p
(the functor described in [12] is in terms of Ext groups but coincides with
T ∗FL by [12, Lemme 3.8]). The GK-action on T
∗
FL(M) is induced by the
GK-action on S˜. This functor preserves dimensions, i.e. the k-dimension
of M equals the Fp-dimension of T ∗FL(M). Explicitly S˜ can be defined as
follows (see [12, Proposition 5.9]).
• As a k-vector space S˜ = (OC/p)[ξ] is a polynomial ring in one
variable over OC/p.
• The filtration S˜i is the ideal generated by pi/p and ξ for 0 ≤ i < p,
and S˜p = 0.
• The frobenius ϕi : S˜i → S˜ sends
λ0 + λ1ξ + λ2ξ
2 + . . . 7→
{
ϕi(λ0)(1 + ξ)
i if i < p− 1
ϕi(λ0)(1 + ξ)
i + λp1(1 + ξ)
p if i = p− 1
Here ϕi(λ0) is the image in OC/p = OC[/u of λ˜p0/ui for any lift
λ˜0 ∈ OC[ of λ0.
The GK-action on S˜ is the natural one on OC/p and fixes ξ.
Remark 6.2.1. Let a = {x ∈ OC | vp(x) > p−2p−1}. If Mp−1 = 0 then
there is a GK-equivariant map
T ∗FL(M)→ HomMFk(M,OC/a)
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induced by the map S˜ → OC/a sending ξ 7→ 0. In [9, 3.3. Lemme 1] it is
shown this map is an isomorphism.
Proposition 6.2.2. Let M ∈ ModSDk and suppose that Weight(M) ⊂
[0, p− 2]. Then there exists functorial GK∞-equivariant identifications
Hom(T (M),Fp) = T ∗FL(Mk)
Proof. As the functor in Proposition 2.4.5 is a tensor functor, Hom(T (M),Fp) =
Homϕ,k[[u]](M,C
[). Let
a[ = {x ∈ OC[ | v[(x) > p−2p−1}
Lemma 6.2.4 below shows that the image of any f ∈ Homϕ,k[[u]](M,C[) is
contained in OC[ and that reducing modulo a[ induces an injection
Homϕ,k[[u]](M,C
[)→ Hom(Mk,OC[/a[)
Since the source of this map consists of ϕ-equivariant homomorphisms one
easily checks that the image is contained in HomMFk(Mk,OC/a) (here we
have identified OC/a = OC[/a[ as quotients of OC/p = OC[/u).
Since Weight(M) ⊂ [0, p − 2], F p−1Mk = 0 and so by Remark 6.2.1
we have an injective map Hom(T (M),Fp) → T ∗FL(Mk). As the source and
target have the same finite Fp-dimension we conclude that this injection is
an isomorphism. 
Remark 6.2.3. The proposition should be true allowing weights in [0, p−
1], but we are unsure how to compare S˜ with OC[ .
Lemma 6.2.4. Let M ∈ ModBKk be such that Weight(M) ⊂ [0, i]. Then
any ϕ-equivariant k[[u]]-linear homomorphism f : M → C[ has image in
OC[. Further the image is not contained in u
i
p−1 +OC[ for any  > 0.
Proof. The fact that Weight(M) ⊂ [0, i] is equivalent to asking that
uiM ⊂Mϕ ⊂M . Thus
uif(M) ⊂ f(Mϕ) ⊂ f(M)
As M is finitely generated f(M)OC[ ⊂ C[ is a fractional ideal and so
equals uαOC[ for some α ∈ Q. Since f is ϕ-equivariant and ϕ is an
automorphism of OC[ we have that f(Mϕ)OC[ = ϕ(f(M)OC[) and so
uif(M)OC[ ⊂ ϕ(f(M)OC[) ⊂ f(M)OC[ . These inclusions imply that
i+ α ≥ pα ≥ α




We continue to assume that K = K0. Our aim is to study the irre-
ducible objects of ModSDk (O) (i.e. those with T (M) irreducible as a GK∞-
representation). The main result of this chapter is that if M ∈ ModSDk (O)
is irreducible and is such that Weightτ (M) is distinct for each τ , then the
weights of M coincide with the inertial weights of T (M).
1. Irreducible Objects
Any irreducible representation of GK∞ is induced from a character.
In this section we explore the extent with which the analogous statement
holds for irreducible M ∈ ModSDk (O). We show that this is the case when
Weight(M) ⊂ [0, p− 1].
Notation 7.1.1. We shall consider both objects M ∈ ModBKk (O) and









Throughout this chapter we shall use τ to denote an embedding of k → kE
and θ to denote an embedding of l→ kE .
Lemma 7.1.2. Let M ∈ ModSDk (O) and assume that T (M) = IndK∞L∞ χ
for a character χ. Let f : S→ SL be as in Notation 5.2.2 with L/K of de-




(7.1.3) M ⊂ f∗N
inducing an isomorphism after applying T such that:
(1) Write N ∼= SL({rθ};x). For each 0 ≤ i < n define
N i := SL({r(i)θ };x)
where r
(i)
θ = rθ◦ϕ−i[k:Fp]. Then there exist nonzero N
(i) ⊂ N i such
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(2) If δθ is the smallest non-negative integer such that u
δθeθ ∈M under
(7.1.3) then
pδθ◦ϕ − δθ + rθ ∈Weightθ|k(M)
and if p 6= 2 then δθ ∈ [0, 1]. If p = 2 then δθ ∈ [0, 1] unless all
rθ = 0 and all δθ = 2.
Remark 7.1.4. The important part of this lemma is the existence of N
and the fact that the rθ and the δθ◦ϕ−δθ+rθ are contained in [0, p]. Besides
this (1) is used only to deduce Corollary 7.1.8 below.
Remark 7.1.5. Assuming the rank one N exists as in the lemma observe
that if we allow ourselves to replace M with M tensored with the rank one
object S({0};x−1/n) ∈ ModBKk (O) then we can assume that N = S({rθ}; 1).
Proof of Lemma 7.1.2. The representation T (M)|GL∞ = T (f∗M)
decomposes as
⊕
χ(γ) with γ ∈ Gal(L∞/K∞) = Gal(l/k). Recall each






j[k:Fp]) ⊂ T (f∗M)
is such that T i/T i+1 = χ(ϕ
i[k:Fp]) and corresponds (via Construction 4.2.4)
to a composition series1
0 = Fn ⊂ . . . ⊂ F 0 = f∗M
by objects of ModSDl (O). Each subquotient F i/F i+1 is of rank one with
T (F i/F i+1) = χ(ϕ
i[k:Fp]). Take N = F 0/F 1.
Using Lemma 5.2.3 we obtain a map M → f∗N which induces the iden-
tity after applying T (use the commutativity of the diagram in Lemma 5.2.3).
Thus this map is injective with torsion cokernel. By functoriality it is
O-equivariant and so Mτ ⊂ (f∗N)τ =
∏
θ|k=τ Nθ. The map f
∗M → N
(which we shall call γ0) can be described explicitly in terms of the inclusion
M ⊂ f∗N . On (f∗M)θ = Mθ|k → Nθ it is given by∑
θ′|k=θ|k
αθ′eθ′ 7→ αθeθ, αθ′ ∈ kE [[u]]
Let us now describe the filtration F i on f∗M in terms of the N i (as described
in (1) of the lemma). For each θ we can choose generators eiθ of N
i
θ such
that frobenius is given by ϕ(eiθ◦ϕ) = (x)u
r
θ◦ϕ−i[k:Fp]eiθ (with (x) = x or 1
depending on θ). One checks that T (N i) = χ(ϕ
i[k:Fp]) (using Lemma 4.6.4).
1Warning! Even though these filtrations split after applying T they need not be split
themselves.
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There are surjections γi : f
∗M → N i which on (f∗M)θ = Mθ|k are given by
the ϕ-equivariant maps∑
θ′|k=θ|k
αθ′eθ′ 7→ αθ◦ϕ−i[k:Fp]eiθ, αθ′ ∈ kE [[u]]
If we set F i = ker(γi : F
i−1 → N i−1) then we obtain a filtration with
F i/F i+1 ⊂ N i. As we have already mentioned T (N i) = χ(ϕi[k:Fp]) and so the
F i are the F i from the first paragraph. Now (1) follows with N (i) = F i/F i+1







and because Weightθ|k(M) = Weightθ(f
∗M) by Lemma 5.2.6.
For (2) let P ⊂ N be the rank one object of ModBKl (O) generated by
the uδθeθ, so that f∗P ⊂ M ⊂ f∗N . The integers pδθ◦ϕ − δθ + rθ are the
weights of P and so to prove that pδθ◦ϕ − δθ + rθ ∈ [0, p] it suffices to
exhibit P as a submodule of f∗M with torsionfree cokernel (because this
will imply the weights of P will be contained in Weight(f∗M) ⊂ [0, p] by
Proposition 4.4.5). The map P → f∗M described by
uδθeθ 7→ (uδθeθ)⊗ iθ
(where iθ is the idempotent of l[[u]]⊗Fp kE as in the proof of Lemma 5.2.6)
is ϕ-equivariant and so describes an injective morphism in ModBKl (O). The
cokernel of this map would be torsion if and only if uδθ−1eθ ∈ M for
some θ, which contradicts the choice of δθ. This implies pδθ◦ϕ − δθ + rθ ∈
Weightθ|k(M) ⊂ [0, p]. Now we show δθ ∈ [0, 1]. By (1) we know rθ ∈ [0, p]
and so pδθ◦ϕ − δθ ≤ p. For any θ we have
(7.1.6)
(pn[k:Fp]−1 − 1)δθ =
n[k:Fp]−1∑
i=0
pi(pδθ◦ϕi+1 − δθ◦ϕi) ≤ p(pn[k:Fp]−1 − 1)/(p− 1)
As δθ ≥ 0 this implies δθ ∈ [0, 1] unless p = 2, in which case we deduce
that δθ ∈ [0, 2]. If p = 2 and δθ◦ϕ = 2 for some θ then 2δθ◦ϕ − δθ + rθ =
4− δθ + rθ ∈ [0, 2]. Since rθ ∈ [0, 2] it follows that δθ = 2 and rθ = 0. From
this we deduce that δθ = 2 and rθ = 0 for all θ. 
Remark 7.1.7. The map γ0 : f
∗M → N from the above proof is surjec-
tive. Since f∗(uN) ⊂ M it follows that for each θ′ with θ′|k = τ there are
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Corollary 7.1.8. With notation as in Lemma 7.1.2, if r ∈Weightτ (M)
then there is a θ with θ|k = τ and an rθ such that
r ∈ {rθ, rθ − 1, rθ + p− 1, rθ + p}
Proof. From (1) of Lemma 7.1.2 we know r ∈Weightθ(N (i)) for some
i. Since N (i) ⊂ N i are both rank ones, if eiθ is a generator of N iθ then there
is a δiθ ≥ 0 such that uδ
i
θeiθ is a generator of N
(i)
θ . As the θ-th weight of
N i is rι where ι = θ ◦ ϕ−if , we see that Weightθ(N (i)) = {pδiθ◦ϕ − δiθ + rι}.
Arguing as in (7.1.6) shows that δiθ ∈ [0, 1] for each θ, unless p = 2, all the
rι = 0 and all the δ
i
θ = 2. The result follows. 
Lemma 7.1.9. Let M be as in Lemma 7.1.2 and assume T (M) is irre-
ducible. Then for any
∑




Proof. Since M is strongly divisible and irreducible it admits a unique
crystalline GK-action (Proposition 5.5.3). Likewise f∗N admits a unique
crystalline GK-action, and since M → f∗N induces the identity on T (M)
this inclusion must be compatible with the two GK-actions (Remark 5.1.5).







(recall we use f to denote [k : Fp]). Thus for any
∑







Θθ − 1)eθ ∈M ⊗k[[u]] up/p−1OC[
Choose σ such that (σ) is a Zp-generator of Zp(1), so that v[(η(σ)i − 1) =






eθ ∈M ⊗k[[u]] OC[
Since η(σ)
Θθ−1
η(σ)−1 = 1 + η(σ) + . . . + η(σ)
Θθ−1 ≡ Θθ = rθ modulo up/p−1OC[





αθrθeθ ∈ (M ⊗k[[u]] OC[) ∩N = M
whenever αθ ∈ kE . The equality (M ⊗k[[u]] OC[) ∩N = M follows because
k[[u]]→ OC[ is faithfully flat (see e.g. [5, §3.5 Proposition 9]). It is straight-
forward to check that the implication in (7.1.10) is equivalent to asking that
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whenever αθ ∈ kE . 
Remark 7.1.11. With notation as in Lemma 7.1.2, the representation
T (M) is irreducible if and only if χ(ϕ
fi) 6= χ for any 0 < i < n. Equivalently









j modulo p[k:Fp]n − 1
(see Corollary 4.6.5). In particular, for any 0 < i < n, we cannot have
rθ = rθ◦ϕfi
for every θ : l→ kE .
We conclude this section by showing that in the Fontaine-Laffaille range
irreducible objects of ModSDk (O) are always induced from rank ones.
Proposition 7.1.12. Suppose that M ∈ ModSDk (O) and suppose that
T (M) is irreducible. Then M is as in Lemma 7.1.2 and there is an inclusion
M ⊂ f∗N . If Weight(M) ⊂ [0, p− 1] then M = f∗N .
Proof. Suppose thatM 6= f∗N , so that not all the δθ (as in Lemma 7.1.2(2))
are zero. If all the δθ = 1 then pδθ◦ϕ − δθ + rθ = p − 1 + rθ for all θ.
Since these numbers are contained in Weight(M) we must have all the
rθ = 0. But this contradicts the assumption that M is irreducible (by
Remark 7.1.11). If p = 2 this also rules out the possibility of δθ = 2 for
all θ. Thus there must be θ such that δθ◦ϕ = 1 and δθ = 0. However then
pδθ◦ϕ − δθ + rθ = p+ rθ ∈ [0, p− 1] which is impossible. 
Corollary 7.1.13. Let M ∈ ModSDk (O) be such that T (M) is irre-
ducible. If Weight(M) ⊂ [0, p − 1] then M = M(IndKL T )/$ for some rank
one crystalline O-lattice for L, an unramified extension of K. Moreover we
can take T so that Weightτ (M) = HTτ (Ind
K
L T ).
Proof. Proposition 7.1.12 implies M = f∗N with N ∈ ModSDk (O) of
rank one. After Proposition 4.6.6 there is a rank one crystalline O-lattice T
with HTθ(T ) = Weightθ(N) and M(T )/$
∼= N . Now IndKL T is a crys-
talline O-lattice with HTτ (IndKL T ) = HTθ(T ) for any θ : l → k with
θ|k = τ . (see [15, Corollary 7.1.2]). Since T (f∗M(T )) ∼= IndKL T we must
have M(IndKL T )
∼= f∗M(T ). Hence M ∼= f∗N ∼= M(IndKL T )/$ and so
Weightτ (M) = HTτ (Ind
K
L T ). 
2. Irreducible Objects II
Proposition 7.1.12 is not true without the assumption that Weight(M) ⊂
[0, p−1] (see Example 7.2.11). In this section we show however that a slightly
weaker result does hold in general. Regrettably our proof is not very elegant.
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Theorem 7.2.1. Let M ∈ ModSDk (O) be such that T (M) is irreducible
of kE-dimension n and let L/K be the unramified extension of degree n.
Assume each Weightτ (M) consists of distinct integers. Then (with notation
as in Notation 5.2.1) there exist rank one objects M ′ ⊂ N ∈ ModSDl (O)




inducing identifications T (M) = T (f∗M ′) = T (N).
The rank one N ∈ ModSDl (O) is obtained from Lemma 7.1.2. In order to
prove the theorem we may replace M by the ‘unramified twist’ as discussed




We prove the theorem by distinguishing between the following two cases.
Recall the integers δθ defined in (2) of Lemma 7.1.2.
• Case 1: Each δθ ∈ [0, 1] and there is a θ′ such that δθ′ = 0 (i.e.
eθ′ ∈M).
• Case 2: All the δθ = 1 (i.e. no eθ ∈M).
Note that these two cases cover all possible situations, even when p = 2, since
if δθ 6∈ [0, 1] then all the rθ = 0 (see (2) of Lemma 7.1.2) which contradicts
the irreducibility of T (M) = T (f∗N).
Remark 7.2.2. Let M ∈ ModSDk . In this section we will repeatedly use
that
• if m ∈M then ϕ(m) ∈M ,
• if m ∈M is such that ϕ(m) ∈ up+1M then m ∈ uM .
To see this note that if gri(Mk) = 0 for i < 0 then F
0Mk = F
−1Mk = . . . =
Mk and so F
0M = M , i.e. if m ∈ M then ϕ(m) ∈ M . If gri(Mk) = 0
for i > p then F p+1Mk = F
p+2Mk = . . . = 0 and so F
p+1M ⊂ uM , i.e if
ϕ(m) ∈ up+1M then m ∈ uM .
Proof of Theorem 7.2.1 in Case 2. Suppose all the δθ = 1. As rθ
and the pδθ◦ϕ − δθ + rθ = p − 1 + rθ are contained in [0, p] we must have
rθ ∈ [0, 1]. We shall show this contradicts the fact that T (M) is irreducible.
For any τ ∈ HomFp(k, kE) observe that there cannot exist only one
ι ∈ HomFp(l, kE) with ι|k = τ and rι = 1. Indeed by Remark 7.1.7 there
exists αθ ∈ kE such that eι +
∑
αθeθ ∈ M , and by Lemma 7.1.9, if all
the rθ = 0 then eι ∈ M which contradicts the fact that δι = 1. Similarly
there cannot exist only one ι with ι|k = τ and rι = 0. As a consequence we
see that dimkE T (M) ≥ 4; if not then all the rθ with fixed θ|k would have
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to be equal which contradicts the assumption that T (M) is irreducible (by
Remark 7.1.11).
From Corollary 7.1.8 it follows that any weight of M must be contained
in the set
{0, 1, p− 1, p}
As Weightτ (M) is assumed to consist of distinct integers we must have
dimkE T (M) ≤ 4, so T (M) must be 4-dimensional. For any τ and any θ
with θ|k = τ the list (rθ◦ϕ3[k:Fp] , rθ◦ϕ2[k:Fp] , rθ◦ϕ[k:Fp] , rθ) consists of 0’s and 1’s.
The previous paragraph explained why there cannot be only one 1 or only
one 0 in this list. Thus, up to cycling this list i.e. replacing θ with θ◦ϕi[k:Fp],
we can assume that (rθ◦ϕ3[k:Fp] , rθ◦ϕ2[k:Fp] , rθ◦ϕ[k:Fp] , rθ) equals one of
(0, 0, 1, 1) (0, 1, 0, 1) (1, 1, 1, 1) (0, 0, 0, 0)
If one of the last three possibilities occurs for every θ then we would always
have rθ = rθ◦ϕ2[k:Fp] , which contradicts the irreducibility of T (M) by Re-
mark 7.1.11. Thus there must be a τ and θ with θ|k = τ such that the first
possibility occurs. Combining Remark 7.1.7 and Lemma 7.1.9 shows there
will be an αθ ∈ kE such that
eθ◦ϕ[k:Fp] + αθeθ ∈M
Since ϕ sends u(eθ◦ϕ[k:Fp]+1 + αθeθ◦ϕ) onto u
p+1(eθ◦ϕ[k:Fp] + αθeθ) we deduce
from Remark 7.2.2 that eθ◦ϕ[k:Fp]+1 + αθeθ◦ϕ ∈ M . Therefore we must have
rθ◦ϕ[k:Fp]+1 = rθ◦ϕ (by Lemma 7.1.9) and so
(rθ◦ϕ3[k:Fp]+1 , rθ◦ϕ2[k:Fp]+1 , rθ◦ϕ[k:Fp]+1 , rθ◦ϕ) = (0, 0, 1, 1) or (1, 1, 0, 0)
But this is impossible because arguing inductively it implies that
(rθ, rθ◦ϕ3[k:Fp] , rθ◦ϕ2[k:Fp] , rθ◦ϕ[k:Fp]) = (0, 0, 1, 1) or (1, 1, 0, 0)
Thus M as in Case 2 cannot exist. 
Remark 7.2.3. The following proof of the theorem in Case 1 will not
use that T (M) is irreducible or that the weights of M are distinct. Thus
to remove the distinctness of the weights one only has to treat Case 2.
However without the distinctness assumption one cannot reduce to the ≤ 4
dimensional situation, in which case the combinatorics seem to become quite
complicated.
Proof in Case 1. Suppose M 6= f∗N so that not all the δθ = 0. Then
we can choose θ′ such that δθ′ = 0 and δθ′◦ϕ = 1. For m ∈ {0, . . . , [k :
Fp]n−1} define θm = θ′ ◦ϕm. Inductively define subsets of HomFp(l, kE) by
setting X−1 = ∅ and for 0 ≤ m ≤ n[k : Fp]− 1 setting Xm = Xm−1 if there
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Otherwise set Xm = Xm−1 ∪{θm}. Thus X0 = ∅ and X1 = {θ1}. Note that
X−1 ⊂ . . . ⊂ Xnf−1 =: X. Observe that:
(Ob1) If there exists αθ ∈ kE such that∑
θ∈X
αθeθ ∈M
then all αθ = 0.
This implies the αθ from (7.2.4) are unique. Combining this with Lemma 7.1.9
we deduce:






and such that if τ = θm|k then all the θ may be taken to run over
θ satisfying θ|k = τ . In particular the sum lies in Mτ .
Let us now outline the strategy for the rest of the proof. Let M ′ ⊂ N
be the rank one object with (M ′)θ generated by
fθ =
{
eθ if θ 6∈ X
ueθ if θ ∈ X
Setting gθ◦ϕ = fθ◦ϕ (the reason for this notation should become clear after
reading the below) observe that we have
ϕ(gθ◦ϕ) = up+rθfθ if θ 6∈ X, θ ◦ ϕ ∈ X(C1)
ϕ(gθ◦ϕ) = urθfθ if θ, θ ◦ ϕ 6∈ X(C2)
ϕ(gθ◦ϕ) = urθ−1fθ if θ ∈ X, θ ◦ ϕ 6∈ X(C3)
ϕ(gθ◦ϕ) = urθ+p−1fθ if θ, θ ◦ ϕ ∈ X(C4)
We claim that M ′ satisfies the requirements of the lemma. In other words we
claim that Weightτ (M) = ∪θ|k=τ Weightθ(M ′). As Weightτ (M) ⊂ [0, p] we
must have rθ = 0 when θ is as in (C1) and rθ > 0 when θ is as in (C3). This
is the content of the next two lemma’s (note we should also have 0 ≤ rθ ≤ 1
when θ is as in (C4) but in this case δθ◦ϕ = δθ = 1 and so this follows from
the fact that pδθ◦ϕ − δθ + rθ ∈ [0, p]).
Lemma 7.2.5. If θ ∈ X and θ ◦ ϕ 6∈ X then rθ > 0.
Proof. Let θ = θm and let us use θ to denote a general element of
HomFp(l, kE). If m = fn−1 then pδθ0−δθfn−1 +rθfn−1 = rθ[k:Fp]n−1−1 ∈ [0, p]
by (2) of Lemma 7.1.2, and so rθ[k:Fp]n−1 > 0 (note: for this to be true
we require eθ0 = eθ′ ∈ M ; this is the point we use that we are in Case
1). If m 6= [k : Fp]n − 1 then by (Ob2) there are αθ◦ϕ ∈ kE such that
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eθm+1 +
∑






As uN ⊂M we can remove the terms with rθ > 0 from this sum. Thus we
may suppose eθm +
∑
θ◦ϕ∈Xm αθ◦ϕeθ ∈M . Each θ appearing in this sum is
either in Xm−1 or is not, in either case we can write eθ +
∑
ι∈Xm−1 βιeι ∈M





which contradicts the fact that θm ∈ X. 
Lemma 7.2.6. If θ 6∈ X and θ ◦ ϕ ∈ X then rθ = 0.
Proof. Again let θ = θm and again let us use θ to denote a general
element of HomFp(l, kE). Because eθm+1 6∈ M we have that pδθm+1 − δθm +
rθm = p − δθm + rθm (note that m 6= n[k : Fp] − 1 since eθ′ ∈ M). By (2)
of Lemma 7.1.2 this is contained in [0, p] so rθm ∈ [0, 1]. Suppose rθm = 1.






Here we have used that if rθ ≡ 1 modulo p and in [0, p] then rθ = 1. Using





(because u times this element is in M and ϕ of it equals up+1 times the
element above it). For each eθ◦ϕ appearing in this sum, θ ◦ ϕ is either an
element of Xm or is such that eθ◦ϕ +
∑
ι∈Xm βιeι ∈M for some βι ∈ kE . It
therefore follows that there exists γκ ∈ kE such that eθm+1 +
∑
κ∈Xm γκeκ ∈
M which contradicts the assumption that θm+1 ∈ X. 
To prove the theorem we have to show Weightτ (M) = Weightτ (f∗M ′).
Using Lemma 4.4.4 and Remark 4.4.7 we see this is implied by the following
claim.
Claim. For each τ there are kE [[u]]-bases (gθ◦ϕ)θ|k=τ ofMτ◦ϕ and (fθ)θ|k=τ
of Mτ such that the identities (C1)-(C4) hold.
We define the gθ◦ϕ and fθ case-by-case.
2If m = [k : Fp]n − 1 then θm+1 doesn’t make sense, which is why we had to treat
that case separately.
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• Consider (C1), i.e. θ 6∈ X and θ ◦ ϕ ∈ X. Lemma 7.2.6 implies
rθ = 0. By (Ob2) there are αι ∈ kE such that




with rι ≡ 0 modulo p. If ι ◦ ϕ 6∈ X then rι > 0 (by Lemma 7.2.5),
so rι = p. On the other hand if eι◦ϕ 6∈ M then rι ∈ [0, 1] (because
pδι◦ϕ − δι + rι = p − δι + rι ∈ [0, p]). We deduce that if ι ◦ ϕ 6∈ X
then eι◦ϕ ∈ M . If instead ι ◦ ϕ ∈ X then rι ∈ [0, 1] (because
pδι◦ϕ − δι + rι = p − δι + rι ∈ [0, p]) and so we must have rι = 0.
Therefore









because uN ⊂M . We have ϕ(gθ◦ϕ) = upfθ.
• Consider (C2), i.e. θ 6∈ X and θ ◦ ϕ 6∈ X, and suppose rθ = 0.
Using (Ob2) there are αι◦ϕ ∈ kE such that




We define fθ := ϕ(gθ◦ϕ) ∈Mτ . Thus




• Consider (C2), i.e. θ 6∈ X and θ ◦ ϕ 6∈ X, and suppose rθ > 0. By
(Ob2) there are αι ∈ kE such that




with each rι ≡ rθ modulo p. Define







with the sums running over the ι appearing in fθ. Note the last
term can appear only if rθ = p. We have ϕ(gθ◦ϕ) = urθfθ and so
ϕ(ugθ◦ϕ) = up+rθfθ. As rθ > 0 Remark 7.2.2 implies gθ◦ϕ ∈Mτ◦ϕ.
• Consider (C3), i.e. θ ∈ X and θ◦ϕ 6∈ X. By Lemma 7.2.5 we know
rθ > 0. Define




as in (Ob2) and define
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Now if eθ◦ϕ ∈ M then by uniqueness of (Ob2), gθ◦ϕ = eθ◦ϕ and
fθ = ueθ so ϕ(gθ◦ϕ) = urθ−1fθ. If eθ◦ϕ 6∈ M then rθ = 1 (because
pδθ◦ϕ− δθ + rθ = p− 1 + rθ ∈ [0, p]) and so ϕ(gθ◦ϕ) = fθ = urθ−1fθ.
In particular we see that fθ ∈Mτ .
• Consider (C4), i.e. θ ∈ X and θ ◦ ϕ ∈ X. Put gθ◦ϕ := ueθ◦ϕ and
fθ := ueθ. Then ϕ(gθ◦ϕ) = urθ+p−1fθ.
The next two lemmas verify the claim and so finish the proof. 
Lemma 7.2.7. The (fθ)θ|k=τ just defined form a kE [[u]]-basis of Mτ .
Proof. Let W be the kE [[u]]-span of all the fθ, so that W ⊂M . Since
the kE [[u]]-rank of M equals nf , the number of the fθ, it suffices to show
W = M .
The first step is to show ueθ ∈W for each θ. If θ is as in (C4) then this is
obvious. It is also obvious if θ is as in (C3) and eθ◦ϕ ∈M for then fθ = ueθ.
If θ is as in (C1) then ufθ = ueθ +
∑
uαιeι where the sum runs over ι ∈ X
such that if ι ◦ ϕ 6∈ X then eι◦ϕ ∈ M ; by the previous two sentences we
deduce ueθ ∈W . At this point note we’ve shown ueι ∈W if ι ◦ ϕ ∈ X. If θ
is as in (C3) but with eθ◦ϕ 6∈M then




















If ι ◦ ϕ ∈ X and ι 6∈ X then ι is as in (C1) and so fι = eι +
∑
κ∈X ακeκ. It







κ∈X βκeκ ∈ M which implies by (Ob1) that all βκ = 0.
Thus ueθ ∈W . At this point we know all ueθ ∈W except if θ is as in (C2),









1+rιeι if rθ = 0
and so that ueθ ∈ W follows from all the cases we have previously worked
out.
To finish the proof note that if Q ⊂ N is the kE-vector space spanned
by the eι with ι ∈ X then (Ob1) implies Q ∩M = 0 (we used this above to
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show ueθ ∈W when θ is as in (C3)). If θ is as in (C1) then eθ − fθ ∈ Q by
definition. Using this and the fact that ueθ ∈W for all θ we see additionally
that if θ is as in (C2) with rθ = 0, then there exists w ∈W such that
eθ − w ∈ Q
This is also true if θ is as in (C2) with rθ > 0 since then eθ − fθ ∈ Q. Thus
if θ 6∈ X there exists w ∈ W such that eθ − w ∈ Q. Now take an arbitrary
element z =
∑
αθeθ ∈ M . We need to show it lies in W . We can assume
αθ ∈ kE because we know ueθ ∈ W for all θ. By the above we can find a
w ∈ W such that z − w ∈ Q; however since z − w ∈ M we conclude that
z = w. Thus the (fθ) generate M which proves the lemma. 
Lemma 7.2.8. The (gθ◦ϕ) just defined form a kE [[u]]-basis of Mτ◦ϕ.
Proof. The idea is the same as the previous lemma, but the details are
slightly different. Again let W ⊂ M be the sub-kE [[u]]-module spanned by
the gθ◦ϕ; again we have to show W = M .
First we show ueθ◦ϕ ∈W for all θ. If θ is as in (C4) then this is clear. It
is also clear if θ is as in (C3) and eθ◦ϕ ∈M because in this case gθ◦ϕ = eθ◦ϕ.
If θ is as in (C1) then









with each ι ∈ X, so using the two previous cases we deduce ueθ◦ϕ ∈ W .
In particular we’ve checked ueθ◦ϕ ∈ W whenever θ ◦ ϕ ∈ X. If θ is as in
(C3), without eθ◦ϕ ∈ M , or as in (C2) with rθ = 0 then ueθ◦ϕ ∈ W since
ugθ◦ϕ = ueθ◦ϕ +
∑
ι∈X uαιeι, and each ueι ∈W by the above. At this point
the only remaining case is when θ is as in (C2) with rθ > 0. If θ is as in
(C2) with rθ > 0 then







with each ι ∈ X. As we’ve shown above that if ι ∈ X then ueι◦ϕ ∈ W we
deduce that ueθ◦ϕ ∈W . This completes the proof that ueθ ∈W for all θ.
We finish the proof just as in the previous lemma. Let Q ⊂ N be the
kE-span of the eθ with θ ∈ X, so that Q ∩M = 0. If θ is as in (C3) then
eθ◦ϕ − gθ◦ϕ ∈ Q by construction. Likewise if θ is as in (C2) with rθ = 0.
Using this and the fact that ueθ ∈ W for all θ we also see that if θ is as in
(C2) with rθ > 0 then there exists a w ∈ W such that eθ◦ϕ − w ∈ Q. This
shows that if θ ◦ ϕ 6∈ X then there exists a w ∈W such that
eθ◦ϕ − w ∈ Q
Thus for any general element Z =
∑
αθeθ ∈ M there exists w ∈ W such
that Z−w ∈ Q∩M . We conclude Z = w ∈W which finishes the proof. 
In low dimensions there do not exist M as in Theorem 7.2.1 with M 6=
f∗N :
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Lemma 7.2.9. Let M be as above but without the assumption that Weightτ (M)
consists of distinct integers. If [L : Qp] ≤ 4 (i.e. n[K : Qp] ≤ 4) then
M = f∗N .
Proof. Let us treat only the case [L : Qp] = 4, the other cases follow
by a similar (and easier) argument.
By the proof of the theorem in case 2 (the arguments in this case when
[L : Qp] ≤ 4 are valid without assuming the distinctness of Weightτ (M)) we
may assume eθ ∈ M and eθ◦ϕ 6∈ M . Let us first show that eθ◦ϕ2 6∈ M . If
eθ◦ϕ2 ∈ M then by Remark 7.1.7 we must have eθ◦ϕ3 6∈ M and there must
exist an α ∈ kE such that
(7.2.10) eθ◦ϕ + αeθ◦ϕ3 ∈M
Note that rθ◦ϕ3 > 0 since δθ◦ϕ3 = 1 and δθ = 0. Similarly rθ◦ϕ > 0. Us-
ing Lemma 7.1.9 we deduce that rθ◦ϕ = rθ◦ϕ3 . We also have that rθ = 0 since
δθ = 0 and δθ◦ϕ = 1, and likewise rθ◦ϕ2 = 0. This implies (rθ◦ϕ3 , rθ◦ϕ2 , rθ◦ϕ, rθ) =
(r, 0, r, 0) where r = rθ◦ϕ3 = rθ◦ϕ, which is periodic of order 2. This contra-
dicts the irreducibility of T (M) by Remark 7.1.11.
Next we show there cannot exist an α ∈ kE such that any of eθ◦ϕ +
αeθ◦ϕ2 , eθ◦ϕ + αeθ◦ϕ3 or eθ◦ϕ2 + αeθ◦ϕ3 are in M . Suppose eθ◦ϕ + αeθ◦ϕ2 ∈
M . Since δθ◦ϕ = δθ◦ϕ2 = 1, rθ◦ϕ ∈ [0, 1]. If rθ◦ϕ = 0 then ϕ(eθ◦ϕ +
αeθ◦ϕ2) = eθ+αeθ◦ϕ ∈M which is impossible. Hence rθ◦ϕ = 1 and as rθ◦ϕ ≡
rθ◦ϕ2 modulo p we must have rθ◦ϕ2 = 1. But then ϕ(u(eθ◦ϕ2 + αeθ◦ϕ3)) =
up+1(eθ◦ϕ + αeθ◦ϕ2) and so by Remark 7.2.2 we have eθ◦ϕ2 + αeθ◦ϕ3 ∈ M .
Let us show this is impossible. If not then we must have eθ◦ϕ3 6∈M and so
rθ◦ϕ2 ∈ [0, 1] and rθ◦ϕ3 > 0. As they are both congruent modulo p they must
both be equal to 1. However then ϕ(u(eθ◦ϕ3 +αeθ)) = up+1(eθ◦ϕ2 +αeθ◦ϕ3)
and so eθ◦ϕ3 +αeθ ∈M which is a contradiction. Similarly one shows there
cannot exist α ∈ kE such that eθ◦ϕ + αeθ◦ϕ3 ∈M .
It follows that there must exist α1, α2 ∈ k×E such that eθ◦ϕ + α1eθ◦ϕ2 +
α2eθ◦ϕ3 ∈M . This is also impossible because then rθ◦ϕ = rθ◦ϕ2 = rθ◦ϕ3 = 1
and so eθ◦ϕ2 +α1eθ◦ϕ3 +α2eθ ∈M which contradicts the previous paragraph.

Example 7.2.11. The following is an example of M as in Theorem 7.2.1
with M 6= f∗N . Let K = Qp and L/K be the unramified extension of degree
5. Fix a θ ∈ HomFp(l, kE) and integers 1 ≤ n ≤ p, 0 ≤ x ≤ p. Consider the
rank one
N = S({x, n, 0, n, 0}; 1) ∈ ModBKl (O)
Thus Nθ◦ϕi is generated by eθ◦ϕi and for i = 0, . . . , 4
ϕ(eθ◦ϕi+1) = u
rieθ◦ϕi
where (r4, . . . , r0) = (x, n, 0, n, 0). Let M ⊂ f∗N be the submodule gener-
ated by
eθ◦ϕ4 , eθ◦ϕ3 + eθ◦ϕ, eθ◦ϕ2 , ueθ◦ϕ, eθ
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One computes that




0 0 0 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 −1
0 0 0 1 0


un 0 0 0 0
0 1 0 0 0
0 0 un−1 0 0
0 0 0 up 0
0 0 0 0 ux


1 0 0 0 0
0 1 0 0 0
−1 0 1 0 0
0 0 0 1 0
0 0 0 0 1

which shows that M is strongly divisible. The pair M and N are as in
Lemma 7.1.2 (with notation as in the proof of this lemma one just has to
check that the map γ0 : f
∗M → N is surjective, and this is clear). In
particular we see that M 6= f∗(N ′) for any rank one N ′ ∈ ModBKl (O). One
can take M ′ from Theorem 7.2.1 to be the Breuil–Kisin module generated
by
eθ◦ϕ4 , eθ◦ϕ3 , ueθ◦ϕ2 , eθ◦ϕ, eθ
3. Inertial Weights
In this section we show how Theorem 7.2.1 implies Theorem A from the
introduction.
Corollary 7.3.1. Let M ∈ ModSDk (O) be irreducible with Weightτ (M)
consisting of distinct integers for each τ . Then there are integers rθ ∈ [0, p]
such that, with notation as in Lemma 4.6.4,




and Weightτ (M) = {rθ | θ|k = τ}.
Proof. Theorem 7.2.1 implies T (M) = T (f∗M ′) with M ′ ∈ ModSDl (O)
of rank one, and Weightτ (M) = ∪θ|k=τ Weightθ(M ′). Thus T (M) = IndK∞L∞ T (M ′).




θ where {rθ} = Weightθ(M ′) so the
corollary follows. 
Theorem 7.3.2. Let T be a crystalline O-lattice and let T = T/$. As-
sume that HTτ (T ) ⊂ [0, p] and consists of distinct integers for each τ . Then
there are unramified extensions Lζ/K, with residue field lζ , and characters






and integers rθ such that:
(1) Each induced summand is irreducible.
(2) ζ = ψζ
∏
χ−rθθ where the product runs over θ ∈ HomFp(lζ , kE) and
ψζ denotes some unramified character.
(3) HTτ (T ) = {rθ | θ|k = τ}.
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Proof. Our assumption that kE is sufficiently large means we can write
T
ss
as in (7.3.3). Thus T admits a composition series whose subquotients are
each isomorphic to IndKLζ ζ. If M = M(T )/$ then, since T (M) = T |GK∞ ,
M admits a composition series
0 = Mn ⊂ . . . ⊂M0 = M
such that each T (Mi/Mi+1) ∼= IndKLζ ζ for some ζ. If p = 2 choose pi such that
K∞ ∩K(µp∞) = K as in [29, Lemma 2.1] (recall Remark 4.5.2). Therefore
Theorem 4.5.1 implies M ∈ ModSDk (O) and Weightτ (M) = HTτ (T ). By
Proposition 4.4.5 each Mi/Mi+1 ∈ ModSDk (O) and⋃
i
Weightτ (Mi/Mi+1) = HTτ (T )
In particular Weightτ (Mi/Mi+1) consists of distinct integers for each i and
so Corollary 7.3.1 applies. Thus
IndKLζ ζ|GK∞ ∼= IndK∞Lζ,∞(ψa
∏
χ−rθθ )
where the rθ are such that Weightτ (Mi/Mi+1) = {rθ | θ|k = τ}. Using
that IndKLζ ζ|GK∞ = IndK∞Lζ,∞ ζ (see the proof of Lemma 3.2.5) the theorem
follows. 
Theorem A is an immediate consequence of Theorem 7.3.2 via a straight-
forward twisting argument. We conclude this section by showing that the
set of inertial weights of a semisimple residual representations ρ : GK →
GLn(kE) depends only on ρ|IK .
Lemma 7.3.4. Let ρ, ρ′ : GK → GLn(kE) be two continuous semisimple
representations. Suppose there is a finite unramified extension L/K such
that there is an isomorphism ρ|L → ρ′|L. Then ρ = ⊕ρi, with each ρi




Proof. The isomorphism ρ|L → ρ′|L induces an isomorphism
ι : IndKL ρ|L = ρ⊗R→ ρ′ ⊗R = IndKL ρ′|L
where R = IndKL 1 is the regular representation for Gal(L/K). As ρ is
semisimple we can write ρ = ⊕ρI where each ρI is the sum of all those
Jordan–Holder factors of ρ which differ by an unramified twist. Likewise
we can write ρ′ = ⊕ρ′J . The Jordan–Holder factors JH(R) of R are all
unramified characters so ι must restrict, for each I, to maps
(7.3.5) ρI ⊗R→ ρ′J ⊗R
for some J . Since the direct sum of these restrictions of is an isomorphism
each of (7.3.5) is an isomorphism. We can therefore assume ρ = ρI , ρ
′ = ρ′J .
The fact that JH(R) consists of characters means that JH(ρ⊗R) = JH(ρ)⊗
JH(R), and likewise for ρ′⊗R. This means that every irreducible summand
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of ρI is an irreducible summand of ρ
′ twisted by some unramified character,
and conversely for every irreducible summand of ρ′. From this the lemma
follows. 
CHAPTER 8
Crystalline Lifts of Breuil–Kisin modules
We saw in the previous chapter that every crystalline O-lattice gives rise
to an object of ModSDk (O) via T 7→ M(T )/$. In this chapter we explore
whether every object of ModSDk (O) arises in this way. Though we are not
able to answer this question in general, in some instances we show it to be
true.
1. Crystalline Extensions
The aim of this section is to prove the following proposition.
Proposition 8.1.1. Let Ti be two crystalline O-lattices with Hodge–Tate
weights contained in [0, p]. Let T i = Ti/$ and suppose that Hom(T 2, T 1)
satisfies the conditions of Proposition 3.3.4. Let M i = M(Ti)/$ and con-
sider an exact sequence
(8.1.2) 0→M1 →M →M2 → 0
representing a class in Ext1SD(M2,M1). Then there exists an extension
0 → T2 → T → T1 → 0 of crystalline O-lattices such that 0 → M(T2) →
M(T ) → M(T1) → 0 is an exact sequence of Breuil–Kisin modules which
after reducing modulo $ is the exact sequence (8.1.2).
In [16,17] similar results are proven when both Ti are one-dimensional.
However their strategy only produces extensions T such that T (M) and T
are isomorphic as Galois representations, which is weaker than asking that
M(T )/$ = M . As in [16,17] our proof is based upon a comparison of the
dimensions of H1SD and Ext
1
crys. The argument is complicated by fact that
T 7→M(T ) is not an exact functor. Instead we use that T 7→M(T ) becomes
exact after inverting p.
Notation 8.1.3. Let ModBK-isoK (O) denote the category of pairs (M, ι)
where M is on object of ModBK-isoK (Definition 2.4.17) and ι is an O-action.
Just as in Remark 2.4.18 this is the isogeny category of ModBKK (O). The
functor V 7→M(V ) of Proposition 2.4.19 sends a crystalline E-representation
onto an object of ModBK-isoK (O) and the bijection of Proposition 2.4.19 re-
stricts to{ Objects M◦ ⊂M(V ) in ModBKK (O)
which are SO-finite free with
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This last fact follows because of [20, Proposition 2.1.12] which says that
M 7→ T (M) is fully faithful on Breuil–Kisin modules which are finite free
over S.
Remark 8.1.4. For M in ModBKK (O) or ModBK-isoK (O) we define H i(M)
as the cohomology of
M
ϕ−1−−→M [ 1E ]
Respectively these are O-modules or E-vector spaces. If M ∈ ModBKK (O)
then the maps M → M/$ and M → M [1p ] induce maps on cohomology.
Since tensor products are right exact H1(M) ⊗O kE is the cokernel of ϕ −
1 : M/$ → (M/$)[ 1E ] and so the map H1(M) → H1(M/$) induces an
isomorphism H1(M)⊗O kE → H1(M/$). Likewise when one applies ⊗OE.
Thus we obtain identifications
(8.1.5) α : H1(M)⊗OE → H1(M [1p ]), β : H1(M)⊗O kE = H1(M/$)
Notation 8.1.6. Let Ext1E(P,M) denote the first Yoneda extension
group in the abelian category ModBK-isoK (O). If Hom(P,M)E denotes the
internal hom in ModBK-isoK (O), defined in the usual way, then arguing as
in Construction 4.7.1 (which is viable since each of P and M are free over
S ⊗Zp E, which can be seen using [4, Proposition 4.3]) we see there are
functorial identifications
H1(Hom(P,M)E) = Ext1E(P,M)
Likewise if Ext1O(P ◦,M◦) denotes the first Yoneda extension group in Mod
BK
K (O)
then, provided Hom(P,M)O is projective as an SO-module (e.g. if both P
and M are free over SO), a variant of Construction 4.7.1 implies that there
are functorial identifications
H1(Hom(P ◦,M◦)O) = Ext1O(P
◦,M◦)
Under our identifications H1 = Ext1∗ the maps (8.1.5) are precisely the maps
Ext1E ← Ext1O → Ext1kE which send (the class of) an exact sequence onto
(the class of) that exact sequence tensored repectively with E or kE












The maps α and β are those described in (8.1.5). The map γ is obtained by
applying V 7→M(V ) (from Proposition 2.4.19) to exact sequences represent-
ing classes in Extcrys(V2, V1). This makes sense since V 7→ M(V ) is exact.
Exactness of M 7→ M(V ) also implies that this functor preserves pushouts
and pullbacks; thus γ is E-linear. Since V 7→ M(V ) is fully faithful we see
that γ is injective.
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Let Θ′ denote the image of γ and let Θ denote the preimage of Θ′ under
α. If 0 → M(T1) → M◦ → M(T2) → 0 represents a class in Θ then
by definition M◦ ⊗O E = M(V ) where V is a crystalline E-representation
fitting into an extension 0 → V1 → V → V2 → 0. The bijection from
Notation 8.1.3 shows that T = T (M◦) is a GK∞-stable O-lattice inside V
which, since M 7→ T (M) is exact, sits in a GK∞-equivariant exact sequence
0 → T1 → T → T2 → 0. Our assumption on Hom(T 2, T 1) allows us to
apply Proposition 3.3.13; thus T is a GK-stable lattice in V and so M
◦ =
M(T ). Using Theorem 4.5.1 it follows that β maps every element of Θ into
Ext1SD(M2,M1). Using (8.1.5) we deduce that
Θ⊗O kE ↪→ Ext1SD(M2,M1)
On the other hand since α is given by inverting p, the image of α is an
O-lattice inside Ext1E(M(V2),M(V1)) and its kernel is the torsion subgroup
Ext1O(M(T2),M(T1))tors. Thus we can decompose Θ as
Θfree ⊕ Ext1O(M(T2),M(T1))tors
where Θfree is a freeO-module of rank equal to the E-dimension of Ext1crys(V2, V1).
Using Lemma 8.1.7 below and Proposition 2.5.7 we see that
dimkE (Θ⊗O kE)−dimkE HomBK(M2,M1) =∑
τ
Card({i− j < 0 | i ∈ HTτ (V1), j ∈ HTτ (V2)})
Since HTτ (Vi) = Weightτ (M i) by Theorem 4.5.1, it follows from Proposi-
tion 4.7.16 that Ext1SD(M2,M1) and Θ⊗O kE have the same kE-dimension.
Hence
Θ⊗O kE = Ext1SD(M2,M1)
which shows that any extension 0→M1 →M →M2 → 0 which represents
a class in Ext1SD(M1,M2) arises as the reduction of 0→M(T1)→M(T )→
M(T2)→ 0 for some crystalline extension 0→ T1 → T → T2 → 0. 
To finish the proof we just need to prove the following lemma.
Lemma 8.1.7. If T1 and T2 are crystalline O-lattices then
dimkE (Ext
1
O(M(T2),M(T1))tors ⊗O kE) = dimkE HomBK(M2,M1)
−dimE HomE[GK ](V2, V1)
Proof. The kE-dimension of Ext
1
O(M(T2),M(T1))tors⊗O kE equals the
kE-dimension of the $-torsion subgroup of Ext
1
O(M(T2),M(T1)). To com-
pute this latter group we consider the exact sequence 0 → M(T1) $−→
M(T1)→M1 → 0 in ModBKK (O); the associated long exact sequence reads
0→ HomBK(M(T2),M(T1)) $−→ HomBK(M(T2),M(T1))→ HomBK(M(T2),M1)
→ Ext1O(M(T2),M(T1)) $−→ Ext1O(M(T2),M(T1))
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Identifying HomBK(M(T2),M1) = HomBK(M2,M1) we see that the kE-
dimension of the $-torsion subgroup of Ext1O(M(T2),M(T1)) equals
dimkE HomBK(M2,M1)− dimkE HomBK(M(T2),M(T1))/$
By full faithfullness of T 7→ M(T ) we have that HomBK(M(T2),M(T1)) =
HomO[GK ](T2, T1). Since HomO[GK ](T2, T1) isO-free and equals HomE[GK ](V2, V1)
after inverting p the lemma follows. 
2. Crystalline Liftings
As a consequence of Proposition 8.1.1 we can deduce a crystalline lifting
result for Breuil–Kisin modules.
Definition 8.2.1. A crystalline O-lattice T is obvious if it admits a
composition series (i.e. a filtration by GK-stable submodules
0 = Tn ⊂ . . . ⊂ T0 = T
such that each Ti/Ti+1 is irreducible and p-torsion-free) such that for each i
there is an unramified extension Li/K and a crystalline character ζ˜i : GLi →
O× such that Ti/Ti+1 ∼= IndKLi ζ˜i.
We remark that after [2, Lemma 1.4.3] obvious crystalline representa-
tions are potentially diagonalisable.
Theorem 8.2.2. Let M ∈ ModSDk (O) and suppose that T (M) is cyclotomic-
free (as in Definition 5.5.1). Suppose further that one of the following holds.
(1) T (M) is a successive extension of characters.
(2) Weight(M) ⊂ [0, p− 1].
(3) K = Qp, every irreducible subquotient of T (M) has kE-dimension
≤ 4.
Then there exists an obvious crystalline O-lattice T with Hodge–Tate weights
in [0, p] such that M(T )/$ = M .
Proof. Argue by induction on the length of T (M). If M has length
one then the existence of a T follows in case (1) and (2) from Corollary 4.6.6
and Corollary 7.1.13 respectively. Case (3) follows from Lemma 7.2.9.
For the inductive step fit M into an exact sequence 0 → N → M →
P → 0 in ModSDk (O). Since T (M) is cyclotomic-free N and P may be chosen
such that T (P ) and T (N) are as in Lemma 3.3.5, so that Proposition 3.3.4
applies to Hom(T (P ), T (N)). Our inductive hypothesis provides us with
crystalline O-lattices TP and TN with M(TP )/$ = P,M(TN )/$ = N . The
result then follows immediately from Proposition 8.1.1. 
As an immediate consequence we deduce:
Corollary 8.2.3. Let ρ : GK → GL(V ) be a continuous representa-
tion of GK on a finite dimensional kE-vector space and assume that ρ is
cyclotomic-free. For each τ ∈ HomFp(k, kE) let Wτ be a multiset of integers
in [0, p] (not necessarily distinct). Consider the statement:
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ρ has a crystalline lift with τ -th Hodge–Tate weight Wτ if and only
if ρ has an obvious crystalline lift with the same τ -th Hodge–Tate
weights.
This statement is true in any of the following situations:
(1) ρ is a successive extension of characters.
(2) Wτ ⊂ [0, p− 1].
(3) K = Qp and every irreducible subquotient of ρ has dimension ≤ 4.

CHAPTER 9
Controlling the Shape of Crystalline Breuil–Kisin
modules (after Gee–Liu–Savitt)
The aim of this chapter is to explain a small improvement in the work
Gee–Liu–Savitt (Theorem 4.5.1). We hope this can be used to extend these
methods to crystalline representations with Hodge–Tate weights outside the
range [0, p]. The improvement involves proving Proposition 9.2.16 which
was suggested to be true in [16, Remark 4.9].
We shall show that this at least allows us to extend results analogous
to those above to crystalline representations with non-regular Hodge–Tate
weights outside the range [0, p]. See Theorem 9.4.14 for a precise statement
of the Hodge–Tate weights we consider.
It should be emphasised that most of the ideas in this chapter are ideas
of Gee–Liu–Savitt. The only significant difference is our use of Bmax in place
of Bcrys which allows for improvements in certain places, and our treatment
of the case p = 2.
1. Period Rings Revisited
For this section we drop our assumption that K is unramified over Qp,
thus K is a totally ramified extension of degree e over K0 as described in
the beginning of Chapter 2.
Recall from Construction 2.1.1 and Construction 2.1.2 where the rings
Amax and Ainf are defined. Recall also the element µ = []− 1 ∈ Ainf , where
 ∈ Zp(1) is our fixed choice of Zp-generator.
Lemma 9.1.1. For n ≥ 1 we have ϕ−1(µ)n−1n ∈ Amax.




p ∈ Ainf . The element ϕ(α) lies in the ideal
{x ∈ Ainf | ϕn(x) ∈ ker θ for all n ≥ 0}
of Ainf , which is known to be principal and generated by µ (see [10, Pro-
postion 5.1.3]). Thus we may divide α by ϕ−1(µ) and so deduce that
ϕ−1(µ)p−1
p ∈ Amax. Write n = psm with m coprime to p. As ps − 1 =
(p − 1)(1 + p + . . . + ps−1) we have n − 1 ≥ ps − 1 ≥ (p − 1)s. Thus
ϕ−1(µ)n−1
ps ∈ Amax and the lemma follows. 
Lemma 9.1.2. The element tµ ∈ Amax is a unit.
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n . Thus − tµ = 1 + Q where Q =∑
n≥2
(−µ)n−1
n . If n ≥ 2 then (−µ)
n−1
n is topologically nilpotent for the p-
adic topology on Amax. Thus Q is topologically nilpotent which implies the
lemma. 
For the next lemma we let x 7→ x(0) denote the map Ainf → W (k)
which lifts the projection OC[ → k onto the residue field. Via the section of
OC[ → k which sends y ∈ k onto ([y], [y]1/p, . . .) ∈ OC[ we view x(0) as an
element of Ainf for any x ∈ Ainf . Note that θ(x(0)) = x(0).




n( νν(0)) converges to an element of Amax with the follow-
ing properties.




Proof. We begin with two easy observations:
• If x ∈ OC[ with v[(x) = 1 then ϕn([x]) ∈ pp
n
Amax. Indeed we can
write x] = py for some y ∈ O×C . Choose y[ ∈ O×C[ with (y[)] = y.
Then [x] − p[y[] generates ker θ and so [x]−p[y[]p ∈ Amax, and [x] ∈
pAmax.
• This also shows that if x ∈ OC[ with v[(x) > 0 then [x] is topolog-
ically nilpotent in Amax.
To show that the infinite product converges in Amax it suffices to show that
ϕn( νν(0) − 1) ∈ Amax and converges to zero p-adically. Since ν − ν(0) lies in
the kernel of x 7→ x(0) we can write





with v[(xi) > 0. We claim further that v
[(x0) = 1. Since θ(ν(0)) = ν(0) =
−x]0 − x]1p − . . . and since every vp(x]i) > 0 we have ν(0) ≡ x]0 modulo
p1+OC where  = min{vp(x]1), 1}. Hence our claim is equivalent to asking
that ν(0) ∈ pW (k)×. Let us show that this claim implies convergence of λ
and (1) and (2). The claim and the first bullet point imply that [x0]ν(0) ∈ Amax






with v[(xi) > 0 and αi =
pi
ν(0) ∈ W (k). The two bullet points above imply
that ϕn( νν(0)−1) converges to zero in Amax so the product converges in Amax.
Moreover we see ϕn( νν(0)−1) is topologically nilpotent in Amax when n ≥ 1 so
ϕ(λ) is a unit in Amax. To prove (2) we need to show that λϕ
−1(µ) ∈ tpAmax.
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Lemma 9.1.2 shows that tpAmax =
µ
pAmax. Thus (2) is implied by λ ∈ νpAmax
which follows because ν(0) ∈ pW (k).
It remains to prove the claim i.e. to prove that vp(ν(0)) = 1. Note
that [p[] − p ∈ Ainf is a generator of ker θ if p[ satisfies (p[)] = p. Thus
ν = α([p[] − p) for some unit α ∈ Ainf . We have ν(0) = −α(0)p and since
α(0) ∈W (k)× this proves the claim. 
Lemma 9.1.4. Let a ∈ Ainf ∩ µnB+max. Then a ∈ µnAinf .
Proof. It suffices to treat the case n = 1. The map θ extends to a
homomorphism B+max → C. In particular, for m ≥ 0 we have ϕm(a) ∈
ϕm(µ)B+max and so θ(ϕ
m(a)) = 0. The lemma then follows again from the
observation that the ideal
{x ∈ Ainf | ϕn(x) ∈ ker θ for all n ≥ 0}
is generated by µ ([10, Proposition 5.1.3]). 
As in Section 4 of Chapter 2 let pi be a uniformiser of K and let pi[ ∈ OC[
be such that (pi[)] = pi.
Lemma 9.1.5. If a ∈ Ainf ∩ [pi[]nB+max then a ∈ [pi[]nAinf .
Proof. In [22, Lemma 3.2.2] it is proved that [pi[]nB+crys ∩ Ainf =
[pi[]nAinf . Since ϕ(B
+
max) ⊂ B+crys ⊂ B+max, if b ∈ B+max is such that [pi[]nb ∈
Ainf then [pi
[]pnϕ(b) ∈ [pi[]pnB+crys∩Ainf . Liu’s result then implies ϕ(b) ∈ Ainf
and so b ∈ Ainf also. 
Notation 9.1.6. Recall Orig denotes the subring of K0[[u]] consisting of
power series which converge on the open unit disk (Notation 2.4.7). Inside




i ∈ Orig we have
f ∈ Smax ⇔ vp(fi) + b iec ≥ 0⇔ vp(fi) + ie ≥ 0
The second equivalence follows because vp(fi) ∈ Z.
Remark 9.1.7. We make two observations. The first is that Smax[
1
p ] =
Orig. To see this recall f = ∑ fiui ∈ Orig if and only if ∑ fixi converges for
all x ∈ C[ with vp(x) > 0. In other words, if and only if vp(fi) + ir → ∞
for every r > 0. In particular if f ∈ Orig then vp(fi) + ie → ∞ and so all
but finitely many of the coefficients of f satisfy vp(fi) +
i
e ≥ 0. The second
observation is that for any f ∈ Smax there are polynomials qi ∈ W (k)[u] of





where E = E(u) ∈ W (k)[u] is the minimal polynomial of pi over W (k). To









iqi | qi → 0}
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In each case the qi ∈W (k)[u] are polynomials of degree < e which converge
p-adically to zero (to see that R1 is a ring one just has to check that any
polynomial in W (k)[u] lies in R1 which can easily be checked by induction
on the degree). It is clear both R1 and S1 are p-adically complete, and so
since u
e
p ∈ R1 and Ep ∈ S1, we must have R1 = S1. Thus Smax = S1∩Orig =
R1 ∩ Orig and the claim follows.
Lemma 9.1.8. Let f =
∑
fiu
i ∈ Orig. Then f ∈ Smax if and only if∑
fi[pi
[]i ∈ Amax.





where the qi ∈ K0[u] are polynomials of degree < e converging to zero





[]) ∈ Amax if and only if qi ∈ W (k)[u]. To see this we use a
result of Colmez. Following [6, §V.3] call an element x of B+dR with θ(x) 6= 0
flat if x ∈ pw(x)Ainf where w(x) is the integer part of vp(θ(x)). We also say 0
is flat. If qi =
∑e−1
0 aiu





and, since 0 ≤ vp(pii) < 1 for all 0 ≤ i < e, the vp(aipii) are distinct. Thus
w(qi([pi
[])) = min vp(ai) and so qi([pi
[]) ∈ pw(x)Ainf . Therefore qi([pi[]) is flat.






n with ν a generator of ker θ ∩Ainf and yn ∈ B+dR flat, then
x ∈ Amax if and only if w(yn) ≥ 0 and w(yn) converges to ∞. Applying this
with ν = E([pi[]) proves the lemma. 
2. Galois and Monodromy
We do not assume K/Qp is unramified in this section.
Notation 9.2.1. Let T be a crystalline Zp-lattice, let V = T ⊗Zp Qp,
and let M(T ) be the associated Breuil–Kisin module from Theorem 2.4.8.
Then there are ϕ,GK∞-equivariant identifications
(9.2.2) M(T )⊗S Bmax ∼= T ⊗Zp Bmax ∼= Dcrys(V )⊗K0 Bmax
The middle and rightmost terms above admit natural GK-actions which
commute with ϕ. For these GK-actions the right ∼= is GK-equivariant. Via
the above identification we obtain a GK-action on M(T )⊗S Bmax.
Lemma 9.2.3. The GK-action on (9.2.2) stabilises the submodule
M(T )ϕ ⊗S B+max ∼= Dcrys(V )⊗K0 B+max
If we make B+max a topological ring by asserting that the p
nAmax form a
system of open neighbourhoods of zero then this GK-action is continuous.
Proof. Clearly Dcrys(V )⊗K0 B+max is GK-stable since B+max ⊂ Bmax is
GK-stable. Since the action of GK on B
+
max is also continuous the same is
true for the action on Dcrys(V )⊗K0 B+max. 
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Notation 9.2.4. Let us write M(T ) = M(T )⊗S Orig. Recall λ ∈ Orig
from Notation 2.4.7. From the sketched proof of Theorem 2.4.8 we have
identifications
(9.2.5) M(T )[ 1λ ] ∼= Dcrys(V )⊗K0 Orig[ 1λ ]
as submodules of (9.2.2). We equip the modules in (9.2.5) with a differential
operator N over ∂ = −u ddu by decreeing that N vanishes on Dcrys(V ). Since
∂ϕ = pϕ∂ we have the relation
(9.2.6) Nϕ = pϕN
Additionally, since ∂(Orig[ 1λ ]) ⊂ uOrig[ 1λ ] we also have
(9.2.7) N (M(T )[ 1λ ]) ⊂ uM(T )[ 1λ ]
Remark 9.2.8. The operator N is uniquely determined amongst those
differential operators over ∂ on M(T )[ 1λ ] satisfying (9.2.6) and (9.2.7); in-
deed as ϕ is bijective on Dcrys(V ), if N is any such operator then for any
d ∈ Dcrys(V ) can be written as d = ϕn(dn) for any n ≥ 1. This implies
N (d) ∈ ϕn(uM(T )[ 1λ ]) for all n ≥ 1. As such N|D = 0.
Lemma 9.2.9. For all m ∈M(T ) one has λN (m) ∈ uM(T ).
Proof. With notation as in the sketched proof of Theorem 2.4.8 we have
M(T ) = M(D) where D = Dcrys(V ). The construction of M(D) is given
in [20, Subsection (1.2)]. In loc. cit. M(D)[ 1λ ] = D⊗K0 Orig[ 1λ ] is equipped
with a differential operator N∇ over −uλ ddu by decreeing it vanishes on D.
Thus N∇ = λN . In [20, Lemma 1.2.2] it is shown that N∇ restricts to an
operator N∇ :M(D)→M(D) which proves the lemma. 







We remind the reader that the formal power series log([(σ)]) converges in
B+dR to αt where α ∈ Zp and t is the period defined in 2.1.1. In particular
log([(σ)]) ∈ Amax. If (σ) is a Zp-generator of Zp(1) then α ∈ Z×p .




N n(m)⊗ σ(a)(− log([(σ)]))
n
n!
Proof. It is enough to show the above formula is valid on M(T )[ 1λ ].
Using the identification (9.2.5) we view Dcrys(V ) as lying inside M(T )[ 1λ ].
Any K0-basis of Dcrys(V ) is an Orig[ 1λ ]-basis of M(T )[ 1λ ]. Therefore it suf-
fices to show the above formula is valid for m = fd with f ∈ Orig[ 1λ ] and
d ∈ Dcrys(V ).
1109. CONTROLLING THE SHAPE OF CRYSTALLINE BREUIL–KISIN MODULES (AFTER GEE–LIU–SAVITT)
By definition N n(fd) = ∂n(f)d. As the GK-action on Dcrys(V ) is trivial
we have σ(fd) = σ(f)d where the action of GK on f arises from the em-
bedding of Orig[ 1λ ] into Bmax. The lemma therefore reduces to the following







converges to σ(f). It suffices to consider f = [pi[]i. Then σ(f) = [(σ)]i[pi[]i.
On the other hand, since ∂n(f) = (−i)nf , the sum (9.2.12) equals exp(log([(σ)]i))f .
If this sum converges then it will do so to [(σ)]if which proves the first part
of the lemma. To show convergence it suffices to show that the sequence
(log([(σ)]))n
n! lies in Amax and in this ring converges p-adically to zero. Since
log([(σ)] = αt ∈ pAmax, if pnn! ∈ Zp and tends p-adically to zero then will
be done. Always p
n
n! ∈ Zp and this sequence is a null-sequence when p > 2.
However 2
n
n! is not 2-adically a null-sequence. To remedy the argument when
p = 2 note that µ = ([]1/2 + 1)([]1/2 − 1) and so µ4 ∈ Amax. Lemma 9.1.2
then implies that log([(σ)] ∈ 4Amax. As 4nn! is 2-adically a null-sequence
everything is still valid. 
Lemma 9.2.13. The module M(T )ϕ ⊗S Ainf is stable under the action
of GK . Moreover if m ∈ ϕ(M(T )) and σ ∈ GK then
(σ − Id)n(m) ∈M(T )ϕ ⊗S [pi[]pµnAinf
when n = 1. If χcyc(σ) = 1 then the above is true for n ≥ 1.
Proof. Lemma 9.2.3 tells us that σ(m) ∈ M(T )ϕ ⊗S B+max if m ∈
M(T )ϕ. On the other hand, we know that as submodules of (9.2.2) we have
M(T )ϕ ⊗S Ainf [ 1µ ] = M(T )⊗S Ainf [ 1µ ] ∼= T ⊗Zp Ainf [ 1µ ]
Here we’ve used that Ainf [
1
ϕ−1(µ) ] ⊂ Ainf [ 1µ ] (as µ = ξϕ−1(µ)). Since Ainf [ 1µ ]
is a GK-stable subring of Bmax it follows that σ(m) ∈ M(T )ϕ ⊗S Ainf [ 1µ ].
Lemma 9.1.4 implies that B+max ∩ Ainf [ 1µ ] = Ainf from which the first state-
ment follows.
Now let us check the second statement. We first verify that (σ −
Id)n(m) ∈ M(T )ϕ ⊗S [pi[]ptnB+max. We shall do this by checking that







N j(m)⊗ (− log([(σ)]))
j
j1! . . . jn!
When n = 1 this is just Lemma 9.2.11. For n > 1 this will only be true if
χcyc(σ) = 1. Arguing as in Lemma 9.2.11 one checks that (9.2.14) converges.
If χcyc(σ) = 1 then σ(log[(σ)]) = log([(σ)]). Using Lemma 9.2.11 and the
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i1! . . . in+1!
Inducting on n we see that (9.2.14) equals (σ−Id)n(m). Iterating the relation
pϕN = Nϕ gives pjϕN j = N jϕ. If m = ϕ(m′) then N j(m′) ∈ M(T ) ⊗S
uOrig[ 1ϕ(λ) ] and so N j(m) ∈ M(T )ϕ ⊗S upOrig[ 1λ ]. Therefore each term of
(9.2.14) lies in M(T )ϕ ⊗S [pi[]ptnB+max. Lemma 2.1.3 implies [pi[]ptnB+max is
closed inside B+max, and as a consequence M(T )
ϕ ⊗S [pi[]ptnB+max is closed
in M(T )ϕ⊗SB+max. Thus (9.2.14) is in M(T )ϕ⊗S [pi[]ptnB+max which proves
our claim.
This claim, the statement of the first part of the lemma, and the fact that
tn[pi[]pB+max ∩ Ainf = µn[pi[]pAinf together imply the lemma. To check the
last fact recall that tµ is a unit in Amax and so t
n[pi[]pB+max = µ
n[pi[]pB+max.
Now use Lemma 9.1.4 and Lemma 9.1.5. 
Lemma 9.2.15. If σ ∈ GK is such that χcyc(σ) = 1 then the operator N
on M(T )[ 1λ ] is given by








Proof. As in the proof of Lemma 9.2.11 it suffices to show the formula
is valid for m = fd with d ∈ Dcrys(V ) and f ∈ Orig[ 1λ ]. Note that N (m) =
∂(f)d and (σ − Id)n(m) = (σ − Id)n(f)d. Thus checking the validity of










We may assume that f = ui = [pi[]i. Since χcyc(σ) = 1 we have σ([(σ)]) =
[(σ)], so (σ − Id)n([pi[]i) = ([(σ)]i − 1)n[pi[]i. We remark that [(σ)]i − 1 is
divisible by µ in Ainf and therefore
([(σ)]i−1)n
n converges p-adically to zero




−i[pi[]i = ∂(f). 
Recall Smax = W (k)[[u,
ue
p ]] ∩ Orig. We equip this ring with the ϕ it
inherits from the ϕ on Orig. After Lemma 9.1.8 we have Smax = Amax∩Orig.
Proposition 9.2.16. Let m ∈M(T ). Suppose that K∞∩K(µp∞) = K.
Then λN (m) ∈M(T )⊗S upSmax.
Proof. The assumption that K∞ ∩ K(µp∞) = K implies that there
exists σ ∈ GK such that χcyc(σ) = 1 and such that log([(σ)]) = αt for some
α ∈ Z×p .
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Observe how the second statement of Lemma 9.2.13 is equivalent to
asking that (σ − Id)n(m) ∈ M(T ) ⊗ ϕ−1(µ)n[pi[]Ainf . By Lemma 9.1.1
ϕ−1(µn)[pi[]Ainf ⊂ ϕ−1(µ)[pi[]Amax. Thus each term of








lies in M(T ) ⊗S [pi
[]ϕ−1(µ)
t Amax. The same is true for the entire sum which
follows because, arguing as in Lemma 2.1.3,
[pi[]ϕ−1(µ)
t Amax ⊂ Amax
is closed for the p-adic topology. Applying Lemma 9.1.3 with ν = E([pi[])
gives λϕ
−1(µ)
t ∈ 1pAmax. We then deduce that λN (m) ∈ M(T )⊗S [pi
[]
p Amax.
After Lemma 9.2.9 we know also that λN (m) ∈M(T )⊗SuOrig. The lemma
now follows because [pi
[]
p Amax ∩ uOrig = upSmax (see Lemma 9.1.8). 
Remark 9.2.17. Recall Remark 4.5.2 with regards the condition K∞ ∩
K(µp∞) = K.
Remark 9.2.18. This result provides an improvement of [16, Proposi-
tion 4.7] as suggested might be possible in [16, Remark 4.9].
3. Filtrations on Crystalline Breuil–Kisin Modules
Throughout this section, unless otherwise stated, T denotes a crystalline
Zp-lattice, V = T ⊗Zp Qp, and M = M(T ). Additionally let us write D in
place of Dcrys(V ).
Lemma 9.3.1. Make Mϕ⊗SŜ into an object of Fil(Ŝ) by setting F i(Mϕ⊗S
Ŝ) = (Mϕ ⊗S Ŝ)∩Ei(M ⊗S Ŝ). Then there is a natural exact sequence of
Ŝ-modules
0→Mϕ ⊗S Ŝ E−→Mϕ ⊗S Ŝ fpi−→ DK → 0
Moreover, the map fpi is a strict morphism in Fil(Ŝ).
Proof. This follows from Theorem 2.4.8. The second identification of
this theorem tells us that Mϕ ⊗S Ŝ = DK ⊗K Ŝ. Thus we obtain the
map fpi by reducing this identification modulo E. To see that fpi is strictly
compatible with the filtrations use the final identification of Theorem 2.4.8,
which tells us that M ⊗S Ŝ = F 0(DK ⊗K Ŝ[ 1E ]). We therefore have
F i(Mϕ⊗SŜ) = EiF 0
(
DK⊗KŜ[ 1E ]
)∩(DK⊗KŜ) = ∑F jDK⊗KEmax{0,i−j}Ŝ
and so fpi(F





Notation 9.3.2. Let M = M ⊗S Orig[ 1ϕ(λ) ]. As usual write Mϕ for
the Orig[ 1ϕ(λ) ]-module generated by ϕ(M). Equivalently Mϕ = Mϕ ⊗S
Orig[ 1ϕ(λ) ].
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Lemma 9.3.3. Equip Mϕ and Mϕ respectively with filtrations F iMϕ =
Mϕ ∩ EiM and F iMϕ =Mϕ ∩ EiM.
(1) The inclusions Mϕ → Mϕ → Mϕ ⊗S Ŝ are strict morphisms in
Fil(S).
(2) The restriction of fpi induces an exact sequence of Orig[ 1ϕ(λ) ]-modules
0→Mϕ E−→Mϕ fpi−→ DK → 0
and fpi is strict as a morphism of filtered modules.
(3) The restriction of fpi to M
ϕ induces an exact sequence of S-modules
0→Mϕ E−→Mϕ →Mfpi → 0
where Mfpi := fpi(M
ϕ) ⊂ DK . If Mfpi is given the subspace filtration
coming from DK then fpi becomes strict after inverting p.
Proof. Since all the modules in the lemma are free over the respective
rings each of (1),(2) and (3) follow from the observation that for j ≥ 1 the
inclusions S→ Orig[ 1ϕ(λ) ]→ Ŝ induce maps
S/Ej ↪→ Orig[ 1ϕ(λ) ]/Ej
∼−→ Ŝ/Ej
in which the first inclusion becomes an isomorphism after inverting p. Let
us explain this only for (3), the other parts follow by similar arguments.
Since S/E → Ŝ/E is injective it follows that Mϕ ∩ (EMϕ ⊗S Ŝ) = EMϕ;
hence the kernel of fpi : M
ϕ → DK is EMϕ. This shows the sequence in
(3) is exact. To show it becomes strict after inverting p take i ∈ Z; we
must show fpi(F
iMϕ)[1p ] = fpi(F
i(Mϕ ⊗S Ŝ)). Let j ≥ 1 be large enough
that Ej(Mϕ ⊗S Ŝ) ⊂ F i(Mϕ ⊗S Ŝ). As S/Ej → Ŝ/Ej is surjective after
inverting p we can write any m̂ ∈ F i(Mϕ ⊗S Ŝ) as m + Ejn̂ for some
m ∈ Mϕ[1p ], n̂ ∈ Mϕ ⊗S Ŝ. We see m ∈ Ei(M ⊗S Ŝ) and so by (1)
m ∈ F i(Mϕ)[1p ]. Thus
(F iMϕ)[1p ] + E
j(Mϕ ⊗S Ŝ) = F i(Mϕ ⊗S Ŝ)
and that fpi(F
iMϕ[1p ]) = fpi(F
i(Mϕ ⊗S Ŝ)) follows.
It remains to prove the claim concerning S/Ej → Orig[ 1ϕ(λ) ]/Ej →
Ŝ/Ej . The injectivity of these maps follows because for A ∈ {S,Orig[ 1ϕ(λ) ]},
EiŜ∩A[ 1E ] = EiA. Surjectivity follows because Ŝ is the E-adic completion
of S[1p ] so Ŝ/E
j = S[1p ]/E
j . 
Remark 9.3.4. The map fpi : M
ϕ → Mfpi will not in general be strict.
As we discuss below, when fpi is strict we obtain comparison between the
weights of M/p (in the sense of Definition 4.3.3) and the Hodge–Tate weights
of T .
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Lemma 9.3.5. For any S-basis e of M the determinant of the matrix
X ∈ GLn(S[ 1E ]) is defined by ϕ(e) = eX has E-adic valuation∑
i∈HT(V )
i
(i.e. is this power of E multiplied by a unit in S).
Proof. The E-adic valuation of X does not change if we replace e by a
basis ofM so we are free to take e to be any Orig[ 1ϕ(λ) ]-basis ofM. The map
fpi :Mϕ → DK is strict and so choosing K-bases of gri(DK) and applying
Lemma 4.1.8 applied with A = Orig, a = E and M = M, N = Mϕ,
we obtain a basis e of M such that ediag(Eri) is a basis of Mϕ where
HT(V ) = {ri}. Thus ϕ(e) = ediag(Eri)A for some A ∈ GLn(Orig[ 1ϕ(λ) ])
which proves the lemma. 
Lemma 9.3.6. Suppose K is unramified over Qp. Let M = M/p which
is an object of ModBKk . Suppose that one of either fpi : M
ϕ → Mfpi or
q : Mϕ → Mϕ is strict. Then there are isomorphisms of filtered modules
M
ϕ
/u→Mfpi/p, functorial in T .
Proof. As K = K0 is unramified over Qp we have that E = u−pi. Thus
as k-vector spaces we can identify M
ϕ
/u and Mfpi/p with M
ϕ/(u, p) =: M
ϕ
k









We can equip M
ϕ




ing from the surjection M
ϕ → Mϕk (this is the filtration as defined in
Lemma 4.3.2), and the quotient filtration coming from the surjection Mfpi →
M
ϕ
k (where Mfpi is equipped with the subspace filtration coming from its in-
clusion into DK) which we shall denote by G
iM
ϕ
k . It suffices to prove that







If fpi is strict then G
i ⊂ F i and if q is strict then F i ⊂ Gi. Thus after












We prove this equality by showing both the left and right hand sides are
equal to
∑
i∈HT(V ) i. First consider the right hand side: since Mfpi ⊂ DK
is strict gri(Mfpi) ⊂ gri(DK) with p-torsion cokernel. Thus
∑
i∈HT(V ) i =∑
idimk gr
i(Mfpi)/p. On the other hand, since Mfpi → Mϕk is strict when
M
ϕ
k is given the filtrationG
i, it follows that griG(M
ϕ
k ) = gr
i(Mfpi)/ gr
i(pMfpi).









i∈HT(V ) i. For
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Remark 4.3.6 this sum is just the u-adic valuation of the determinant of the
matrix of ϕ : M →M [ 1u ] in any basis. This is equal to the E-adic valuation
of the determinant of ϕ : M → M [ 1E ] in any basis as in Lemma 9.3.5 and
this lemma shows
∑
i∈HT(V ) i. 
Corollary 9.3.7. Assume K = K0 and that T is a crystalline O-lattice.
If fpi is strict then Weightτ (M/$) = HTτ (V ).
Proof. Functoriallity of the identification of Lemma 9.3.6 implies the
identification M
ϕ
/u = Mfpi/p is O-linear. Thus Mϕ/($,u) = Mfpi/$ in
Fil(kE). Arguing as in the proof of Lemma 9.3.6, the multiset containing i
with multiplicity equal to dimkE gr
i(Mfpi ,τ/$) is the multiset HTτ (V ). From
this the result follows. 
4. Strictness of fpi
Keep the notation of the previous section, so that (unless otherwise
stated) T denotes a crystalline Zp-lattice, V = T ⊗Zp Qp, and M = M(T ).
Lemma 9.4.1. The operator N sends F iMϕ onto F i−1Mϕ.
Proof. If m ∈ Mϕ then, using that Nϕ = pϕN and Lemma 9.2.9, it
follows that N (m) ∈Mϕ. If m ∈ EiM, using the Leibnitz rule, we see also
that N (m) ∈ Ei−1M. 
Lemma 9.4.2. A necessary and sufficient condition that x ∈ Mϕ lie in
F iMϕ is that fpi(x) ∈ F iDK and N (x) ∈ F i−1Mϕ.
Proof. Our proof is based upon the observations made in [17, Propo-
sition 2.1.12]. Temporarily write F i = F iMϕ. If we define
F˜ i = {x ∈Mϕ | N(x) ∈ F i−1, fpi(x) ∈ F iDK}
then we must show F i = F˜ i for each i. Lemma 9.4.1 and the fact that
fpi(F
i) = F iDK tells us that F
i ⊂ F˜ i. For small enough i we have F i =Mϕ
and so, for such i, F i = F˜ i is immediate. Using this observation as the base
case we prove equality for all i by induction.
Thus we suppose that F j = F˜ j for j < i. If x ∈ F˜ i then, since fpi(F i) =
F iDK , we can write x = y + Ez with y ∈ F i and z ∈ Mϕ. We see that
Ez ∈ F˜ i and we claim this implies z ∈ F˜ i−1 = F i−1. If this were the case
then we would have Ez ∈ F i and so x ∈ F i.
Since Ez ∈ F˜ i one has N (Ez) = EN (z) + ∂(E)z ∈ F i−1. As ∂(E) is









and so by induction on l it follows that fpi(N l(z)) ∈ F i−1−lDK for l ≥ 0. As
such in order to show that z ∈ F i−1 we just need to show N (z) ∈ F i−2. We
shall prove more, namely that N l(z) ∈ F i−1−l for l > 0. For large enough l
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one knows that N l(z) ∈ F i−1−l =Mϕ. Then we argue by decreasing induc-
tion on l: from the above we know fpi(N l(z)) ∈ F i−1−lDK and, by inductive
hypothesis, N (N l(z)) ∈ F i−2−l. We conclude thatN l(z) ∈ F˜ i−1−l = F i−1−l
which completes the proof. 
Hypothesis 9.4.3. From now on we assume K is unramified over Qp.
Thus K = K0 and E(u) = u− pi.
Definition 9.4.4. Let H(u) = u−pipi . For x ∈Mϕ inductively define x(i)







Lemma 9.4.5. Suppose that F 0Mϕ = Mϕ. Then for all x ∈ Mϕ with
fpi(x) ∈ F rDK we have x(i) ∈ F δiMϕ where δi = min{i, r}.
Proof. We argue by induction on i. The claim when i = 0 is obvi-
ous. For general i, using Lemma 9.4.2, it suffices to show that N (x(i)) ∈
F δi−1Mϕ. Since δi−1 ≥ δi − 1 it is actually enough to show N (x(i)) ∈





















(l − 1)! N
l(x(i−1))︸ ︷︷ ︸
(b)
Since F 0Mϕ =Mϕ the term (a) above lies in F i−1Mϕ ⊂ F δi−1Mϕ. From
Lemma 9.4.1 and the inductive hypothesis that x(i−1) ∈ F δi−1Mϕ we deduce
that N l(x(i−1)) ∈ F δi−1−lMϕ. Then, since 1 + ∂H(u) = −H(u), we deduce
that each summand of (b) also lies in F δi−1Mϕ. 
Lemma 9.4.6. Let n ≥ 0 and let f ∈ ϕn(upW (k)[[up ]]). If f converges
around u = pi then f =
∑∞
0 αi(u − pi)i for some αi ∈ K0 such that if












nj . On the other
hand since f converges around u = pi it has a Taylor expansion
∑∞
i=0 αi(u−
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nj)(pnj−1) . . . (pnj−m+1) and vp(pnj−i) = vp(i) for 0 <






nj) + vp((m− 1)!)− vp(m!) = vp(pnj)− vp(m)
if m ≥ 1 and 0 if m = 0. This proves the inequality and therefore the
lemma. 
Lemma 9.4.7. Let a ≥ 1 and k ≥ 0. Then ∂k(H(u)a)a! is a Z-linear
combination of H(u)
a′
a′! for 1 ≤ a′ ≤ a.
Proof. If k = 0 there is nothing to prove. Since ∂(H(u)) = −1−H(u)






















if k > 0 (for the second equality we use that ∂n(−1−H(u)) = (−1)n(−1−
H(u))). The lemma follows easily by induction on k. 
Lemma 9.4.8. For any x ∈Mϕ and any i ≥ 0 the elements x(i)−x may




with a, b ≥ 1.
Proof. We argue by induction on i. The claim is clearly true when
i = 0 and i = 1; thus assume the lemma holds for x(i−1) − x. We can write






Therefore our inductive hypothesis tells us that x(i) − x is a Z-linear com-




a! N b(x)) with a, b ≥ 1 and
l ≥ 0. We need to show that when l ≥ 1 these terms may be expressed as

















Using the previous lemma we deduce that (9.4.9) may be expressed as an





1189. CONTROLLING THE SHAPE OF CRYSTALLINE BREUIL–KISIN MODULES (AFTER GEE–LIU–SAVITT)
with 0 ≤ a′ ≤ a. Using that x!y! divides (x+ y)! we deduce the lemma. 
Lemma 9.4.10. Suppose that F 0Mϕ =Mϕ and K∞∩K(µp∞) = K. Let














Proof. Suppose x = ϕn(y) for some y ∈ M . Proposition 9.2.16 says
that N (y) ∈M⊗S upSmax[ 1λ ]. The fact that ∂(upSmax[ 1λ ]) ⊂ upSmax[ 1λ ] implies
further that
N b(y) ∈M ⊗S upSmax[ 1λ ]
Iterating the relation Nϕ = pϕN yields N bϕn = pbnϕnN b and as such we
find
N b(x) = pbnϕn(N b(y)) ∈ pbnMϕ ⊗ ϕn(upSmax[ 1λ ])
Here we use that F 0Mϕ =Mϕ so that ϕn(M) ⊂M . It follows we can write
N b(x) = ∑dk=0 βkek for some βk ∈ pnbϕn(upSmax[ 1λ ]). Note that the power
series λ is invertible in W (k)[[up ]] and so ϕ
n(upSmax[
1
λ ]) ⊂ ϕn(upW (k)[[u
p
p ]]).
Thus we can apply Lemma 9.4.6 to βk. The result follows. 
Lemma 9.4.11. Assume that F 0Mϕ =Mϕ and K∞∩K(µp∞) = K. Let
x ∈ ϕn(M) be such that fpi(x) ∈ F rDK . Then for 0 < i ≤ pn there exists
an x
(i)




trun − x ∈ pLMϕ
where L = pn + n− 1− (i− 1)− vp((i− 1)!).
Proof. Choose an S-basis e1, . . . , ed of M
ϕ. As a consequence of
Lemma 9.4.10 we deduce that there exist βk,m,b ∈ K0 with vp(βk,m,b) ≥

















(u− pi)m+aek + EiMϕ
Note that EiMϕ ⊂ F iMϕ since F 0Mϕ =Mϕ. Let Aa,b denote the double
sum in (9.4.12). Lemma 9.4.8 says that x(i) − x = ∑ za,bBa,b for some
za,b ∈ Z; set x(i)trun = x +
∑
za,bAa,b. As i > 0 we have that fpi(Aa,b) =
fpi(Ba,b). This and the fact that by construction fpi(x
(i)) = fpi(x), we have
fpi(x
(i)
trun) = fpi(x). Further, Lemma 9.4.5 tells us that x
(i)
trun ∈ F δiMϕ. We
finish the proof by showing that each Aa,b lies in p
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and that, allowing a, b and m to vary subject to a, b ≥ 1, m ≥ 0 and
m + a < i, the minimal value of the right hand side of this inequality is L
(obtained when m = 0, a = i− 1 and b = 1). 
Recall the map fpi : M
ϕ →Mfpi of filtered modules defined in Lemma 9.3.3,
where Mfpi ⊂ Dcrys(V ) is given the subspace filtration. If T is a crystalline
O-lattice then fpi is O-linear and so fpi restricts to give maps of filtered
modules fpi : M
ϕ
τ →Mfpi ,τ for each τ : k → kE .
Lemma 9.4.13. Assume that T is a crystalline O-lattice. Let τ ∈ HomFp(k, kE)
and let n ≥ 1 be an integer. If HTτ◦ϕi(V ) = {0, . . . , 0} for 0 < i < n (when
n = 1 this is a vacuous condition) then the inclusion ϕn(Mτ◦ϕn) ⊂ Mτ
induces an equality
fpi(ϕ
n(Mτ◦ϕn)) = Mfpi ,τ
Proof. Since HTτ◦ϕi(V ) = {0, . . . , 0} for 0 < i < n the analogue of
Lemma 9.3.5 with coefficients implies that Mϕ
τ◦ϕi = Mτ◦ϕi . Thus, arguing
by induction, it follows that ϕn(Mτ◦ϕn) generates M
ϕ
τ over Sτ = O[[u]].
Since the map fpi is just reduction modulo E, it follows that fpi(ϕ
n(Mτ◦ϕn))
generates Mfpi ,τ over O[[u]]/E = O. This implies fpi(ϕn(Mτ◦ϕn)) = fpi(Mϕτ )
since the latter subset is stable under the action of O (recall that ϕ on M
is O-linear). 
We are now ready to prove our generalisation of Theorem 4.5.1.
Theorem 9.4.14. Suppose that T is a crystalline O-lattice and that
K∞ ∩ K(µp∞) = K. For each τ ∈ HomFp(k, kE) choose integers nτ ≥ 1.
Assume that for each τ
HTτ◦ϕi(V ) = {0, . . . , 0}
for each 0 < i < nτ and that
HTτ (V ) ⊂ [0, pnτ − xnτ ]
where for any n ≥ 1, xn denotes the smallest integer satisfying n + xn >
vp((p
n− xn− 1)!). Then M = M(T )/$ satisfies the equivalent condition of
Lemma 4.4.4, and Weightτ (M) = HTτ (T ) for each τ .
Proof. First let us show that fpi is strict. This will imply Weightτ (M) =
HTτ (T ) (Corollary 9.3.7). Since all the Hodge–Tate weights of T are ≥
0 we have F 0Mϕ = Mϕ. Since all the τ -th Hodge–Tate weights are
≤ pnτ − xnτ , F rMfpi ,τ = 0 for r > pnτ − xnτ . Therefore to prove fpi is
strict we have to show that for any x ∈ F rMfpi ,τ with r ≤ pnτ − xnτ there
exists xtrun ∈ F rMϕτ with fpi(xtrun) = x. By Lemma 9.4.13 there is an
x ∈ ϕnτ (Mτ◦ϕn) such that fpi(x) = x. By definition of xnτ we have that
pnτ +nτ−1−(i−1)−vp((i−1)!) > 0 when i = pnτ−xnτ , and so Lemma 9.4.11
provides us with an xtrun = x
(i)
trun ∈ F rMϕτ such that
xtrun − x ∈ pMϕτ
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Thus xtrun ∈ Mϕτ ∩ F rMϕτ = F rMϕτ (this last equality follows from (1) of
Lemma 9.3.3). This proves fpi is strict.
It remains to prove thatM satisfies the equivalent conditions of Lemma 4.4.4.
Since fpi : M
ϕ →Mfpi is strict we have
gri(Mϕτ /E) = gr
i(Mfpi ,τ )
The filtration on Mfpi ,τ is defined so that each gr
i(Mfpi ,τ ) is O-torsionfree.
Lemma 4.1.8 may then be applied with M = Mτ , N = M
ϕ
τ and A =
O[[u]], a = E; thus there is an O[[u]]-basis (mi) of Mτ such that (urimi) is
a O[[u]]-basis of Mϕτ . The urimi are obtained by choosing any lifting of an
O-basis of grri(Mϕτ /E) to F riMϕτ . By the previous paragraph we see that
any element of grri(Mϕτ /E) can be lifted to an element xtrun ∈ F riMϕτ with
xtrun ≡ x modulo pMϕτ for some x ∈ ϕnτ (Mτ◦ϕnτ ) ⊂ ϕ(Mτ◦ϕ). Thus we
can arrange that there are xi ∈ ϕnτ (Mτ◦ϕ) ⊂ ϕ(Mτ◦ϕ) such that urimi ≡
xi modulo pM
ϕ
τ . The image (mi) of the (mi) is then a basis of M as in
Lemma 4.4.4. This finishes the proof. 
Remark 9.4.15. Given integers nτ one could define a full subcate-
gory ModSD,nτk (O) of ModBKk (O) as follows: an object M ∈ ModBKk (O)
is contained in ModSD,nτk (O) if M satisfies the equivalent conditions of
Lemma 4.4.4 and for each τ
Weightτ (M) ⊂ [0, pnτ ]
and Weightτ◦ϕi(N) = {0, . . . , 0} for each 0 < i < nτ . It is straightforward
(but somewhat more tedious since almost every argument requires a induc-




As a consequence Theorem 7.3.1 holds for crystalline representations as
in Theorem 9.4.14. Note that the Hodge–Tate weights allowed by Theo-
rem 9.4.14 are more restrictive than the weights allowed in the definition of
ModSD,nτk (O). We believe that Theorem 9.4.14 holds more generally with
xnτ = 0 but we do not know how to prove this.
CHAPTER 10
Serre Weights
In this chapter we define the various terms which appear in Theorem B,
and show how to deduce this theorem from Theorem 7.3.1. This is essentially
trivial once the required definitions and results from [18] and [1] have been
recalled.
1. Local Serre Weights
In this section we specialise results from [18] and [19] to the case of GLn.
Let TZ ⊂ GLn,Z denote the split maximal torus consisting of diagonal matri-
ces. The character group X = X(TZ) can be identified with
⊕n
i=1 Zi = Zn;











aii = (a1, . . . , an) ∈ Zn. The set of roots of GLn
are then R = {i − j | i 6= j} and we choose simple roots i − i+1 for
1 ≤ i ≤ n− 1. The corresponding Borel Bn (respectively the opposite Borel
B−n ) is the group over Z of upper triangular matrices (respectively the group
of lower triangular matrices). We define
Zn+ = {(a1, . . . , an) | ai ≥ ai+1}
so that under the identification X = Zn the dominant characters X+ corre-
spond to Zn+. We also set
Xs = {(a1, . . . , an) ∈ X | 0 ≤ ai − ai+1 ≤ ps − 1}
whenever s ≥ 0. Thus X0 = (1, . . . , 1)Z. We can view any λ ∈ X+ = Zn+ as
a character of B−n via the surjection B−n → T .





to be the algebraically induced module. See [19, Section II, 8.6].
If A is a field of characteristic 0 then H0A(λ) is the irreducible represen-
tation of highest weight λ. The same is not true in characteristic p.
Definition 10.1.2. Let E be an algebraic extension of Qp, with ring of
integers O and residue field F. For λ ∈ X+ = Zn+ we define
• Mλ be the representation obtained by evaluatingH0Z(λ) on GLn(O).
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• Pλ be the representation obtained by evaluating H0F(λ) on GLn(F).
• Let Fλ be the sub-F-representation of Pλ generated by the highest
weight vector.
These representations coincide with the similarly named representations de-
fined in [1, Section 2]. Note however that H0A(λ) is induced over the opposite
Borel whereas in loc. cit. the inductions occur over the Borel of upper trian-
gular matrices; this is the reason for the slight differences between the two
definitions of Mλ.
There is the following result of Jantzen, see [18, Corollary 3.17].
Theorem 10.1.3 (Jantzen). Suppose that F is a finite field of cardinality
q = pf .
(1) For λ ∈ Xf the Fλ are irreducible F-representations of GLn(F) and
every such irreducible representation arises in this way.
(2) We have Fλ ∼= Fµ if and only if λ− µ ∈ (q − 1)X0.
(3) Fix an embedding τ0 : F → Fp through which we identify F = Fq.
Every irreducible Fp-representation of GLn(F) can be written as⊗
τ∈HomFp (F,Fp)
Fλτ ⊗F,τ Fp
with λτ ∈ X1. Two such tensor products are isomorphic if and only
if
∑f−1
i=0 (λτ0◦ϕi − λ′τ0◦ϕi)pi ∈ (q − 1)X0.
In general Pλ will not be irreducible. However when λ is in the closure
of the lowest alcove the representations Pλ and Fλ coincide (see [18, Propo-
sition 3.16]). In particular we have
Lemma 10.1.4. Let λ ∈ X+ = Zn+ be such that
λ1 + (n− 1)− λn ≤ p
Then Fλ = Pλ.
Definition 10.1.5. Let F be a finite field of characteristic p. A Serre
weight for GLn(F) is an isomorphism class of irreducible F-representations
of GLn(F).
Note that the set of Serre weights is in bijection with the set of isomor-
phism classes of irreducible Fp-representations of GLn(F).
2. The Global Setup
Everything in this section is taken from [1, Section 2.1], specialised to
the case in which p is unramified in F . Our aim is to globalise the notion
of a Serre weight, and explain what it means for a residual representation
r : GF → GLn(Fp) to be modular of such a weight, as in Theorem B. Thus
let F be an imaginary CM field, with maximal totally real subfield F+ and
assume as in Theorem B that
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• F/F+ is unramified at all finite places.
• Every place v|p of F+ splits in F .
• If n is even then n[F+ : Q]/2 is even.
• p > 2 is unramified in F .
With these assumptions there exists a reductive algebraic groupG/F+ which
is an outer form of GLn with G/F ∼= GLn/F , and such that if v is a finite
place of F+ then G is quasi-split at v, while if v is an infinite place of F+
then G(F+v )
∼= Un(R). Further a model of G over OF+ may be defined
such that if v is a place of F+ which splits in F as wwc then there exist
isomorphisms ιw : G(OF+v ) ∼= GLn(OFw).
Since p is unramified in F we can identify HomQ(F,Qp) =
∐
w|p HomFp(kw,Fp)
where the union runs over the places w of F above p. The global setting
we shall consider puts some restriction upon the weights which can appear,




to be the subset consisting of λ ∈ (Zn+)HomQ(F,Qp) satisfying
λτ,i = −λτ◦c,n+1−i








There is a clear relation between these weights and Serre weights, as we have
defined, coming from (3) of Theorem 10.1.3. In [1] elements of (X1)
HomQ(F,Qp)
0
are referred to as Serre weights.
Now we summarise the different senses in which a continuous irreducible
r : GF → GLn(Qp) or r : GF → GLn(Fp) is modular or automorphic, as
described in [1, Section 2].
• A cuspidal automorphic representation of GLn(AF ) is RACSDC
(regular, algebraic, conjugate self dual, and cuspidal) if pi∞ has the
same infinitesimal character as some irreducible representation of
ResF/Q GLn, and pi
c = pi∨. Such a pi is said to have level prime to
p if piv is unramified for all v|p. If λ ∈ (Zn+)HomQ(F,Qp) write Σλ for
the irreducible algebraic representation of GL
HomQ(F,Qp)
n given by
the tensor product of τ of the irreducible representation of GLn of
highest weight λτ . An RACSDC representation pi of GLn(AF ) is
said to have weight λ if pi∞ has the same infinitesimal character as
Σ∨λ . In this case we necessarily have that λ ∈ (Zn+)
HomQ(F,Qp)
0 .
Fix an isomorphism ι : Qp ∼= C. Attached to any RACSDC
representation pi of GLn(AF ) there is a continuous semisimple rep-
resentation rp,ι(pi) : GF → GLn(Qp) satisfying a number of prop-
erties (see [1, Theorem 2.1.2]). Here we record only the property
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that if pi has level prime to p then rp,ι(pi) is crystalline and if pi has
weight λ then for each τ : F → Qp we have
HTτ (rp,ι(pi)) = {λτ,1 + n− 1, . . . , λτ,n}
We say that a continuous irreducible r : GF → GLn(Qp) is auto-
morphic if there exists an RACSDC pi such that r ∼= rp,ι(pi), and
say r is automorphic of weight λ ∈ (Zn+)HomQ(F,Qp)0 if pi has weight
λ. Likewise a continuous irreducible r : GF → GLn(Fp) is auto-
morphic (of weight λ) if r ∼= rp,ι(pi).
Definition 10.2.1. For each place v of F+ over p, fix a place v˜ of F
above v. Let S˜ denote the set of v˜. With notation as in Definition 10.1.2 take
E = Qp, so we obtain representations Mλ and Fλ of the groups GLn(Zp)












which is a representation of
∏
v˜∈S˜ GLn(Zp). We view Mλ as a representation
of G(OF+ ⊗Z Zp) via the isomorphisms ιv˜ : G(OF+v )






which is a representation of
∏
v˜∈S˜ GLn(kv˜). If λ ∈ (X1)
HomQ(F,Qp)
0 then Fλ is
irreducible. As withMλ we can view Fλ as a representation of G(OF+⊗ZZp).
The representations Fλ and Mλ of G(OF+ ⊗Z Zp) do not depend upon the
choices of v˜ made.
• Now we describe the notion of being modular in the sense of coming
from an algebraic modular form on G. Let U ⊂ G(A∞F+) be a good
compact open subgroup as described in [1, Definition 2.1.5] and W
a Zp-module with an action of G(OF+ ⊗Z Zp). We write S(U,W )
for the space of algebraic modular forms of level U and weight W ,
i.e. the space of functions
f : G(F+)\G(A∞F+)→ Fλ
satisfying f(gu) = u−1p · f(g) for all u ∈ U . Here up denotes the
image of u under the projection from G(A∞F+) onto G(OF+ ⊗Z
Zp). Let T be a finite set of finite places of F+ which split in F ,
containing every place above p and every place v which splits in F
and is such that Uv 6= G(OF+v ). Define the Hecke algebra TT,univ to
be the commutative Zp-algebra generated by formal variables T
(j)
w
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for all 1 ≤ j ≤ n and all places w of F lying above a place v of F+
which splits in F and is not contained in T . The algebra TT,univ
acts on S(U,W ) via the Hecke operators











where $w denotes a uniformiser of Fw. If m is maximal ideal of
TT,univ with residue field Fp and is such that S(U,Mλ)[1p ]m 6= 0 then
there exists a continuous semisimple representation
rm : GF → GLn(Fp)
which is uniquely determined by a list of properties given in [1,
Section 2]. We say that a continuous irreducible r : GF → GLn(Fp)
is modular of weight λ ∈ (Zn+)HomQ(F,Qp)0 if there exists a good level
U which is sufficiently small (i.e. there exists a finite place v of
F+ the projection from U to G(F+v ) contains no elements of finite
order other than the identity) and a maximal ideal m of TT,univ (for
some finite set of places T ) such that
– S(U,Fλ)m 6= 0 (this implies S(U,Mλ)[1p ]m 6= 0 so the represen-
tation rm exists), and
– r ∼= rm.
We say a continuous representation r : GF → GLn(Fp) has split
ramification if r|GFw is unramified for any finite place w of F which
does not split in F+. If r is modular of some weight then it must
have split ramification.
We conclude this section by stating the following lemma which illustrates
the relation between the notions of automorphy and modularity given above.
Lemma 10.2.2. Let r : GF → GLn(Fp) be a continuous irreducible rep-
resentation with split ramification. If r is modular of weight λ there is an
RACSDC automorphic representation pi of GLn(AF ) of weight λ and level
prime to p, which is unramified at all finite places of F which do not split
over F+, such that r ∼= rp,ι(pi). Conversely, if there is an RACSDC auto-
morphic representation pi of GLn(AF ) of weight λ and level prime to p which
is unramified at all finite places of F which do not split over F+, and is such
that r ∼= rp,ι(pi), then r is modular of some weight µ ∈ (Zn+)HomQ(F,Qp)0 such
that the representation Pλ has Fµ as a Jordan–Holder factor.
This is [1, Lemma 2.1.11].
3. Proof of Theorem B
Maintain the notation from the previous section. In the following def-
inition we globalise the notions of W (ρ)crys and W (ρ)diag defined in the
introduction.
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Definition 10.3.1. Let r : GF → GLn(Fp) be a continuous represen-
tation satisfying rc = r∨χ1−ncyc . We let W (r)crys be the set of λ = (λw) ∈
(X1)
HomQ(F,Qp)
0 such that for each w | p the local representation r|GFw has a
crystalline lift whose τ -th Hodge–Tate weights for each τ ∈ HomFp(kw,Fp)
are
{λw,τ,1 + n− 1, . . . , λw,τ,n}
Likewise we define W (r)diag to be those weights for which r|GFw has a po-
tentially diagonalisable crystalline lift. We write W (r)diag≤p and W (r)
crys
≤p for
the subsets consisting of λ with
λw,τ,1 + n− 1− λw,τ,n ≤ p
Theorem 10.3.2. Suppose r : GF → GLn(Fp) is irreducible with split
ramification. Assume that
• there is an RACSDC automorphic representation pi of GLn(AF )
such that
– r ∼= rp,ι(pi) (so that in particular rc ∼= r∨χ1−ncyc ).
– For each place w | p of F , rp,ι(pi)|GFw is potentially diagonal-
isable.
– r(GF (ζp)) is adequate.
Let λ ∈ (X1)HomQ(F,Qp)0 and assume that λ ∈ W (r)diag. Then there is a
µ ∈ (X1)HomQ(F,Qp)0 such that
• r is modular of weight µ.
• There is a Jordan–Holder factor of Pλ which is isomorphic to Fµ.
This is [1, Theorem 4.1.9]. Using this we can prove Theorem B.
Proof of Theorem B. Let λ ∈W (r)crys≤p . Then Pλ = Fλ (Lemma 10.1.4)
and so, by the above theorem, it suffices to show λ ∈ W (r)diag≤p . This will
follow if for each place w | p above W (r|GFw )diag≤p = W (r|GFw )crys≤p . If rGFw is
semisimple this follows from Theorem A. If r|GFw satisfies any of the other
conditions from Theorem B this follows from Corollary 8.2.3. 
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