The question of whether electromyographic (EMG) data from a single regon of the forearm can be used to Qstinguish between various simple classes of finger motion is examined. Extensive clustering of data is performed to identify useful features for pattern classification. Sets of neural networks are trained to classify movements from each possible pairing of fingers. A multilayered network is constructed to &stingush between all five possible feature types.
Introduction
Over the past several decades, investigators have increasingly exploited the detection and analysis of various biological signals for use in applications such as the medical hagnosis of dsorders, control of artlficial prosthesis, and the enhancement of human-computer interfaces. One of the areas of investigation has been the use of EMG signals, whch are the electrical result of the neuromuscular activation of muscle contractions. These signals can be detected using current surface electrode technology, and the speed of modern computer systems makes the real time analysis and discrimination of the various classes of signals an increasingly viable option. This makes possible, for instance, the real-time control of prosthetics by handicapped indviduals or the enhanced manipulation of virtual reality type environments by computer users. In addition, recent theoretical work in the adaptive processing of signals has greatly increased the arsenal of tools that researchers can apply to such problems.
Current efforts include the use of artificial neural networks and the application of fuzzy logc, in addtion to more traditional signal processing tools [1, 2, 3, 4] . This paper outlines the design and testing of a system that can use EMG data from only a single regon on the forearm to distinguish whch of the hand's five digits is being l&ed from a rest position (palm down, arm resting on table). The task of distinguishmg between any given pair of fingers is first considered. The more &cult question of being able to distinguish between any one of the five fingers being raised (one at a time) is then considered. It is hoped that these efforts will eventually lead to robust finger motion classification systems that are largely independent of precise positioning of the sensory apparatus.
Data Acquisition
Data acquisition and signal preprocessing were performed using the BiomuseTM system whch is manufactured by Biocontrol Systems Inc. The system detects changes in the EMG potential on the surface of the skin through a set of surface electrodes whch provide Merential signals covering the relevant sensitivity range of 0.5-10,000pvolts.
The EMG signal was sampled at 500Hz for periods of up to 30 seconds. The test subject's arm was resting on a table, and the thumb and each finger were sequentially l&ed off of the table to create five Merent categories of test signal. Four such sets of data were collected from four different positions on the arm. the medial, central, and lateral areas on the bottom of the forearm, and the central part of the top of the forearm. Subsequent analysis of the data from these four distinct arm positions was carried out independently of each other, as the goal was to i d e n w a single measurement region that would provide enough signal information to determine which Q g t was being l&ed.
Data associated with each digit and each measurement position was preprocessed by being separated into 100 point, non-overlapping segments which were then Fourier transformed and low pass filtered to obtain estimates of their spectral content. The choice of 100 points was made empirically based on early results that suggested that 0-7803-3210-5/96 $4.0001996 IEEE this would be a large enough frame size to obtain a frequency resolution that provides a sufficiently diverse set of features for accurate classification. This choice of frame size was also small enough to reduce the nonstationary effects of the signal. The resulting transformed data sets contained data points for each of the 20 possible fingedmeasurement combinations Each data point contained 5 1 features, corresponding to the frequencies from O H z @C) through 250Hz (the sampling Nyquist frequency) in 5Hz intervals. Separate portions of this data were used for training and for testing of the finished networks.
Feature Selection

Two Finger Case
In order to select effective sets of features to provide input to the neural network classifiers, extensive efforts were made to cluster the data using both standard k-means and nearest neighbor algorithms. In the case of classification between pairs of fingers, the training data was grouped into ten sets corresponding to all combinations of data from five fingers taken two sets at a time. These ten sets of data were then clustered using all combinations of both one feature and two feature pairings (51 cases for one feature, 1275 for two features). In this way, a search was made for near optimal sets of features that could be used to discriminate between any given pair of digits. In all cases, the k-means clustering results proved to be superior to the nearest neighbor clustering results. Clustering by pairs of features provided results superior to the clusters generated from individual features, as wauld reasonably be expected. Because of the large d~imensionality of the feature space, exhaustive searches of feature sets containing more than two features would not be practical, although selective searches by genetic or other means might prove effective.
General results of the clustering runs indcated that the central location on top of the forearm provided the most favorable separation of the five classes of signals when considered in pairs. Favorable sets of features, selected from among the best clustering data, anid recorded from this location, are summarized in Table 1 . These features were selected as the inputs to the neural network classifier described in the next section.
Five Finger Case
In the case of classification between all five fingers, the training data was grouped into five set5 corresponding to all combinations of data from one finger versus the other four, Because of the results discussed above, clustering was performed using only the k-mieans algorithm. Once again, all combinations of one feature and two finger pairs were considered, and data from all four arm positions was analyzed. General results of the runs indicated that the central area on the bottom of the forearm was marginally superior to the other sites, and the following work was performed with data from only that location.
Neural Network Architecture and Training
Two Finger Case
Ten radial basis networks were designed using the features tabulated in Table 1 . Each network contained a hidden layer of radial basis functions and a linear layer of output neurons. Each network was trained on an appropriate set of test vectors containing data taken from the two fingers that that network was supposed to class@. The radlal basis layers were created one neuron at a time, with each new neuron based on the input vector whch would result in lowering the network error the imost [5] . The ten networks were then tested using independent data. The results are summarized in Table 1 .
Five Finger Case
Several neural network architectures have been designed with the goal of achieving a robust five finger classification. Each of these networks used a first layer of five radal basis neural networks that were constructed as discussed above and that were trained using features appropriate for their indvidual classification task. For instance, the first such network was used to dstingush the thumb (finger 1) from fingers two, three, four, and five. The features used, which were sdected from among the best clustering results, were 25Hz anid 4SHz ffrequency information. The choices for all fiwe networks are summarized in Table 2 .
The classification results for the first layer of networks has generally fallen within the 40% to 60% range, dependmg on the size of the training set and the choice of radlal basis network parameters. While these results are much better than random (20%), they are far from ideal. The five case classrfier performed at only a 40% to 60% level. Dflerent neural network architectures or adltional hidden layers might provide better performance. The use of different or additional features derived from the test data might also be useful. However, it may also be necessary to simultaneously acquire data from two or more parts of the arm in order to make a classrfication with a h g h probability of success.
