We investigate a multi-agent system with a behavior akin to the cluster formation in systems of coupled oscillators. The saturating attractive interactions between an infinite number of non-identical agents, characterized by a multimodal distribution of their natural velocities, lead to the emergence of clusters. We derive expressions that characterize the clusters, and calculate the asymptotic velocities of the agents and the critical value for the coupling strength under which no clustering can occur. The results are supported by mathematical analysis.
For the particular case of a symmetric and unimodal distribution of the natural velocities, the relationship with the Kuramoto model of coupled oscillators is highlighted. While in the generic case the emergence of a cluster corresponds to a second-order phase transition, for a specific choice of the natural velocity distribution a first-order phase transition may occur, a phenomenon recently observed in the Kuramoto model. We also present an example for which the clustering behavior is quantitatively described in terms of the coupling strength.
As an illustration of the potential of the model, we discuss how it applies to the dynamic process of opinion formation.
Introduction
In [1, 2, 8] we introduced a model representing a system of (a finite number of) mutually attracting, non-identical agents; each agent has a natural velocity, which governs its behavior in the absence of other agents. The agents are attracted to other agents by a saturating interaction function, modulated by a coupling strength, which plays a crucial role in the behavior of the system: for high values, distances between agents remain bounded; for lower values, several clusters arise, each with its characteristic velocity.
The model is relevant for multi-agent systems characterized by a dispersion of the parameters of the individual agents and attractive forces trying to synchronize the behavior of the agents. Examples include animal swarms [23, 6, 17, 8] , opinion formation [12, 26, 5, 9] , systems of coupled oscillators [25, 16] .
Research on swarming usually deals with the behavior and/or formation of a single cluster (see e.g. [21] ), although the coexistence of multiple clusters is also considered [13] . Regarding opinion formation, in addition to focusing on consenus reaching [12] , or considering multiple clusters [9] , there are some models that -inspired by the Ising model -consider a polarization into two opposite opinions [5, 26] . In systems of coupled oscillators one may investigate the synchronization of a single cluster [14] , but most models allow the existence of multiple clusters. One distinguishes between phase clustering [19, 10] and frequency clustering [18] , depending on whether a cluster is characterized by identical phases or identical frequencies. The type of clustering that we will consider in this paper corresponds with frequency clustering.
Due to the complexity and richness of the dynamics of some of these models, analytical results often relate to the existence and local stability properties of some of their solutions [10, 27, 3] , while exploration of the parameter space is usually done by simulations [11, 15] . The model proposed in [1, 2] may be considered a simplification of the Kuramoto model of coupled oscillators, retaining its (frequency) clustering behavior, with an increased potential for developing analytical results. Furthermore, it may be relevant for applications that are not related to coupled oscillators, as we have illustrated in [8] for swarming and opinion formation, and in [2] for compartmental systems.
In this paper we investigate how the results of [1, 2] may be recast for an infinite number of agents. We rewrite the conditions for clustering in terms of the distribution of the natural velocities of the agents, and describe how these newly obtained conditions determine the clustering behavior and its dependence on the coupling strength.
In the next section we recall and explain the results of [1, 2] . In sections 3 and 4 we propose a reformulation of the main result of [1, 2] for an infinite number of agents. Under some additional assumptions it is proven (see section A of the appendix) that these conditions indeed characterize the clustering behavior in the infinite case. In section 5 we present an example and we show that the cluster formation is remarkably similar to the emergence of partial synchronization in the Kuramoto model. After discussing potential extensions of the model, we illustrate its relation with the process of opinion formation.
A finite number of agents: preliminary results
The model from [1, 2] is described by the following differential equations:
for i in {1, . . . , N} and t in R, with N > 1. The function f is odd, nondecreasing, Lipschitz continuous and there exists a d > 0 such that
The dispersion of the natural velocities b i and the attractive interaction (represented by f ) leads to the formation of different clusters. The clusters consist of agents for which the differences in natural velocities are sufficiently small such that the attractive interactions keep them together, while the differences in natural velocities between the clusters is too large with respect to the attraction.
For n ∈ N 0 denote by I n the set {1, . . . , n} (I 0 = ∅) and let G = (G 1 , . . . , G M ) be an ordered partition of I N . For convenience we will assume that
with |G k | denoting the number of elements in G k ) denote the subset containing the largest p numbers in G k and setḠ
For a non-empty set S ⊂ I N and a vector w denote by w S the average of w over all elements in S:
In [1, 2] a solution x of (1) is said to exhibit clustering behavior with respect to G if
• the distances between agents in the same cluster remain bounded (i.e. |x i (t) − x j (t)| is bounded for all i, j ∈ G k , for any k ∈ I M , for t ≥ 0); • after some positive time T , the distances between agents in different clusters are at least d and grow unbounded with time;
• the agents are ordered according to their membership to a cluster:
This is the definition of clustering behavior for finite N ; for an infinite number of agents we will introduce an adapted version.
We recall the following results from [2] .
Theorem 1 The inequalities
are necessary and sufficient conditions for clustering behavior with respect to G of all solutions of the system (1).
The formulation of (2b) is slightly different from [2] , but it is equivalent under the assumption on the order of the b i -values, as is easily verified.
The independence of initial conditions of the clustering behavior follows immediately by observing that the distance in the state space between two solutions x and x * of (1) is non-decreasing: it can be verified (see [2] ) that
(See also remark 5 later on.)
Using the independence of initial conditions, one derives that the cluster structure G follows the order of the
This is implied by the fact that, for an initial condition with
, this order will be preserved for t ≥ 0, since whenever This theorem was proven (see [2] ) by noticing that for high values of F the equations (2) are satisfied for the choice G = (I N ), and by proving that, with F continuously decreasing until (2) ceases to hold at some value F , one can switch to another cluster structure G for which (2) is satisfied in the interval [F , F ) for some F < F . The argument can be repeated until F equals zero, resulting (in the generic case) in N disjoint intervals for F , each corresponding to a different cluster structure.
Define the values v k as follows:
It is easy to verify (see [2] ) that, for a solution x of (1) exhibiting clustering behavior with respect to G, v k is the average velocity over the cluster G k for sufficiently large t. The following theorem states (under some additional conditions) that it is also the asymptotic velocity of the individidual agents in G k . The behavior of solutions of (1) can be summarized as follows. The attracting interconnection structure causes a shift for each agent from the natural velocity b i to the asymptotic velocity v k (with i ∈ G k ), but does not alter the order of the velocities, as determined by the parameters b i . After some finite time agents in different clusters will be separated over a distance of at least d, and their interaction will equal the saturation value ±F . The distances between agents belonging to the same cluster will converge, and the asymptotic velocity of these agents is therefore equal to the average velocity v k of the agents in G k .
Theorem 3 Assume that f is increasing in the interval

An infinite number of agents
The model
From now on we assume that the natural velocities b are chosen randomly from a continuous distribution with density function g with
Extending the model (1) to an infinite number of agents, we propose that the dynamics are governed by the following partial differential equation:
for all b, t in R, where we assume x(b, t) to be continuous in b to guarantee that the integral is well-defined. The interaction function has the same properties as before: f is odd, non-decreasing, and Lipschitz continuous, but the saturation property is relaxed: lim
This relaxation has also been discussed in a previous paper [8] .
The behavior of the model is illustrated in Fig. 1 , where f is defined as
with F equal to 5 3 . The density function g is defined as To investigate the system (1), the approach in [2] was based on the existence of an initial condition such that all clusters are separated over a distance d for all t ≥ 0. This approach is not possible to prove results for (3) similar to the finite N case, since such an initial condition may not exist. On the one hand this may be a consequence of the presence of an infinite number of clusters. On the other hand, a cluster might have an infinite size, i.e. since a cluster may contain an infinite number of agents, it is possible that (at a fixed time instant) there is no upper bound for the distance between pairs of agents from the same cluster. A related difficulty is the possibility that x(b, t), for a fixed t, grows unbounded with b, possibly causing the transient time (towards the 'clustering regime') to become infinitely large 1 . (Fig. (b) ). The results were obtained by simulating the finite model (1) with N = 1000 (with
2 )/N ) where G is the cumulative density function) using the Euler method with a time step equal to 0.01.
However, with some restrictions imposed on the interaction function f and on the initial condition, we are still able to obtain analytical results. In the next section we apply a heuristic approach to rewrite the conditions (2) for an infinite number of agents, and we present our main theorem, the proof of which is given in section A of the appendix.
Cluster structure
We assume that the property that agents with equal natural velocities belong to the same cluster, which is valid for the finite case, also holds for the infinite case: we may therefore characterize the clusters by sets of b-values. Because of the order preservation of the cluster structure with respect to the natural velocities, these sets are convex (or can be extended to a convex set if some natural velocities are not present in the system 2 ), and therefore they are either singletons or intervals of non-zero length. Consequently each cluster constitutes a well-defined fraction of the population (equal to the integral of g over the corresponding interval). A singleton corresponds to a zero fraction, while a cluster associated with an interval represents a non-zero fraction of
) is approximately b 2 , and for a density function g with infinite support, there will be no finite time t for which
, and agents with natural velocities slightly smaller than b 1 belong to the same cluster as agents with natural velocities slightly larger than b 2 , then the interval associated with this cluster is assumed to also
the population. From now on we will not refer to the singletons as clusters. (Notice that for the finite case, any non-empty set of agents corresponds to a non-zero fraction of the population; the use of 'non-zero fraction' terminology when defining clusters extends therefore both to the finite and the infinite case.)
We will denote the intervals of non-zero length, each corresponding to a cluster, by I k (k ∈ I N , where N ∈ N∪{+∞} denotes the number of these intervals
3 ), and we denote the lower and upper endpoint of I k by c k and d k respectively. The union of the singletons, i.e. the set of all natural velocities b of agents not belonging to a cluster, will be denoted by S.
We define clustering behavior for the system (3) as follows. A solution x of (3) is said to exhibit clustering behavior with respect to a set of intervals
is bounded for all b 1 and b 2 belonging to a common interval
For an arbitrary interval I with endpoints 
Led by the expression for v k in the finite case, we introduce the asymptotic velocity function v : R → R:
For each i, this number is finite, since the intervals I k are disjoint and the interval [n, n + 1) has a finite length. Considering all possible values for i, each interval I k contained in [n, n + 1) will be counted. Since R is a countable union of intervals [n, n+1) (with n ∈ Z), and the number of intervals I k we haven't counted yet all contain an integer -and are therefore also countable -it follows that the number of intervals I k is countable.
Clustering conditions
In this section we adopt a heuristic approach to formulate conditions for the clustering behavior of the model (3). We present our main theorem, providing more rigorous arguments for the characterization of the clustering behavior, and we discuss the general scenario of the emergence of the clusters with increasing coupling strength.
Extending the clustering conditions to the infinite case
To extend the conditions (2) to the system (3), we apply the following reasoning. For a natural velocity b ∈ S we consider (2a) with the two groups of agents G k+1 and G k corresponding to the natural velocities in the intervals (b , b + ) and (b − , b ) respectively, in which we let approach zero. The inequality (2a) becomes
denoting an expression that goes to zero when goes to zero), because of the continuity of g. This leads to
or, after dividing by and taking the limit → 0,
For k ∈ I N we obtain for condition (2a)
The equations (2b) can be reformulated as
The conditions on the sets I k and S, defining the clusters, can then be summarized as
The equations (5b) and (5c) are obtained from previous inequalities together with the result of taking the limits p → c k and p → d k in (5d). They are equivalent with
In other words, the average value of the density function g over an interval I k equals
2F
, and the average value of b over the associated cluster corresponds to the center of the interval I k .
Main clustering result
The relevance of the conditions (5) for the system (3) is established by the following theorem. Furthermore, the sets I k and S R \ k∈I N I k satisfy (5) , and, defining v by (4),
Theorem 4 Assume that f is odd, non-decreasing and satisfies lim
The extra assumptions on f may not be necessary, as they do not appear in the finite case, but they simplify the mathematical analysis. The proof is given in section A of the appendix.
Theorem 4 implies that the conditions (5) are necessary for the associated clustering behavior. They cannot be sufficient, since if g is constant in some interval, then different solutions for the set of intervals I k satisfying (5) exist (even without making a distinction between open and closed intervals). E.g.
Taking into account these aspects, Theorem 1 suggests that an adaptation of (5) might exist that -under some extra conditions -represents a sufficient condition for clustering behavior of solutions of the system (3).
For convenience we assume in the remainder of the paper (except for section A of the appendix) that the conditions (5) 'largely' characterize the clustering behavior of solutions of (3), keeping in mind that this may not be true for particular values of F , and that (5) does not tell us whether to consider open or closed intervals I k .
Cluster growth with increasing coupling strength
If g has a finite number of local maxima, the creation or disappearance of the clusters can be described as follows. For F < 1 2 max(g) there are no clusters, and then S = R. For F 1 2 max(g) a cluster arises in an interval I 1 containing the value where the maximum of g is attained. When increasing F , this cluster increases such that (6) reaches another local maximum of g then a new cluster arises, associated with an interval for the natural velocities that contains the value of b for which the local maximum of g(b) is attained. This guarantees that outside the intervals I k the equations (5a) will hold. In section B.1 of the appendix we provide arguments indicating that for a fixed p, (5d) will continue to hold when increasing F . Since for a given p, the first occurrence of (5d) when increasing F appears for p = c k in (5b) or p = d k in (5c), this suggests that (5d) will always hold when applying this procedure. This means that -while increasing F -we only need to consider the equations (6) . Of course, if two clusters collide (i.e. c k − d k−1 → 0 for some k) when increasing F , they become one cluster. In section B.3 of the appendix we verify that this new cluster still satisfies (6).
This scenario is illustrated in Fig. 2 , where the same density function g is considered (dashed line) as before when illustrating the dynamics in Fig. 1 :
for all b in R. The solid line in Fig. 2 shows the endpoints c k and d k (horizontal axis) of the cluster intervals I k versus the value of g F 1/(2F ) (vertical axis), which is equal to the average value of g over an interval I k (see equation (6a)).
As an illustration, the dotted lines show the two cluster intervals I 1 and I 2 for a value of g F = 0.3. 
Remark 5
In [2, 8] we showed that the clustering behavior of solutions of the system (1) with finite N was independent of the initial condition. Below we show that the extension of the approach from [2, 8] to the system (3) fails.
Consider the solution x * corresponding to the initial condition x * (b, 0) = 0, ∀ b ∈ R, and let x be an arbitrary solution for which
exists for t = 0 and satisfies
However, the implication that V is bounded does not imply that the integrand in the definition of V (t), and therefore also x(b, t) − x * (b, t), is bounded in t for any b. Consequently, the boundedness of V is not sufficient to conclude that x * and x have the same clustering behavior.
A unimodal and symmetric distribution: relation to the Kuramoto model
In this section we consider a symmetric and unimodal density function g, and we investigate the phase transition associated with the emergence of a cluster.
We also compare the behavior of the system (3) with the behavior of the Kuramoto model, and in particular we discuss the possibility for the occurrence of a first-order phase transition in both models, under similar conditions. (As in [20, 4] , we will use the notions of first-order and second-order phase transitions to describe the onset of the cluster formation, even though the system (3) may not correspond to a thermodynamic system.)
General scenario: a second-order phase transition
If g is strictly increasing in R − and strictly decreasing in R + , there will be at most one cluster I k (N ≤ 1), as can be derived from (6) 
, and (6a) can be written as
with at most one non-zero solution for d 1 for a fixed value of F (as can be inferred from the properties of g).
If g is not strictly monotonous in R − and R + , then g is constant in some interval, and we will assume that also in this case there is at most one cluster, associated with the interval I 1 , with c 1 = −d 1 and d 1 the largest solution to (7) . (See also the discussion below Theorem 4.)
If there are no clusters, we will set I 1 ∅ and c 1 = d 1 0 (notice that d 1 = 0 is always a solution of (7) 
Consequently, at the onset of the cluster formation, α I 1 can be approximated for F ≥ 1/(2g(0)) as
This relation shows that when a cluster emerges around 0 with g (0) < 0, α I 1 grows continuously -but not differentiably -with F , indicative of a second-order phase transition.
Example 6 Consider the distribution g, defined by
for which
, and thus the relation between d 1 and F for d 1 = 0 is given by
It also follows that
This relation is illustrated in Fig. 3 , showing the typical evolution of an order parameter for a second-order phase transition. (Fig. (a) ) and evolution of the order parameter in terms of F (Fig. (b) ) for the given example.
Relation to the Kuramoto model
The emergence of a single cluster in the current model is similar to the development of partial synchronization in the Kuramoto model [14] . This model, introduced by Kuramoto to describe synchronization in systems of coupled oscillators, is represented by the differential equationṡ
for i in {1, . . . , N} and t in R, where the natural frequencies ω i are drawn from a distribution g, which is unimodal and symmetric. For an infinite number of oscillators the behavior is either incoherent -oscillators with different natural frequencies exhibit different long term average frequencies -or characterized by one synchronized cluster -consisting of oscillators with the same frequency -and the remaining oscillators moving incoherently. An order parameter r is introduced in [14] and is shown to satisfy a self-consistency equation (for details, see [24] ), which we write as
emphasizing the similarity with equation (7). There is always the solution r = 0, corresponding to total incoherence, while for K above the critical value of K c = 2 πg(0) a non-zero solution exists, with the corresponding partially synchronized cluster consisting of all oscillators with ω ∈ [−Kr, Kr]. For K K c the product Kr can be approximated by (see [24] )
which has a striking resemblance to (8) .
For multimodal or asymmetric distributions of the parameters b and ω, we notice some differences in the behavior of the current model and the Kuramoto model:
• Clusters of the model (3) always start in a local maximum of the distribution of the natural velocities, while for the Kuramoto model this is no longer true for a general distribution of the natural frequencies (see e.g. [7] ). However, for the Kuramoto model, the clusters still seem to originate 'near' a local maximum, and a high density of oscillators (in the natural frequency space) is still a requirement for clustering. This can be attributed to the different structure of the interactions in both models. Because of the saturation of the interaction in the model (3), it makes no difference for the properties of a particular cluster what the actual values of b are for agents that do not belong to this cluster; the effective interaction will be the same saturation value. However, for the Kuramoto model, the interaction between oscillators will vary with varying ω-values, even if they do not belong to the same cluster. As a result, the size and the location of a cluster in the Kuramoto model will depend on the overall properties of the distribution of the natural frequencies, while for the model (3) only local properties need to be considered.
• Although (3) can (qualitatively) generate the clustering process of the Kuramoto model, other phenomena typical for systems of coupled oscillators such as frequency locking [15] or induction of clusters by resonances [7] are not reproduced by (3), which explains why this model is easier to analyze than the Kuramoto model. This is also related to the previous remark, since these phenomena do not depend on local properties only, which makes it harder to investigate them.
A first-order phase transition
In the Kuramoto model (see previous section) there is a first-order phase transition when the distribution of the natural frequencies is uniform [20, 4] . In a similar way the system (3) exhibits a first-order phase transition for a distribution g where the maximum is attained in an interval I (with a uniform distribution as a special case). Denoting by g 0 the value of g in this interval, a cluster will emerge for F = 1/(2g 0 ), containing all agents with natural velocities in I (possibly excluding the endpoints of I). The order parameter α I 1 will jump from zero to
introducing a discontinuity, which is characteristic for a first-order phase transition. (See Fig. 4 .) (Fig. (b) ) for the density function g shown in Fig. (a) , indicating a first-order phase transition.
Extensions
The model (3) can be extended to include weighting factors and a general interaction structure (as has been done for the finite case in [8] ), but, except for the observations below, we will not elaborate on this.
Weighting factors
Introducing a weighting function γ : R → R + 0 (where
db is assumed to be finite), results in the following system:
Obviously, an appropriate redefinition of g leads again to (3) , and the mathematical treatment is not affected by the introduction of weighting factors.
General coupling structure
Introducing a dependency of the interaction on the natural velocities of the interacting agents results in:
then results from [8] may be used to obtain conditions similar to (5) for the emerging clusters. However, a different approach from the one in this paper will be needed to support these conditions by mathematical analysis. An important point implied by the results from [8] consists of the fact that v will not necessarily be non-decreasing, and agents with small natural velocities may have larger asymptotic velocities than agents with larger natural velocities.
Opinion formation
In this section we show how the model (3) may apply to opinion formation, with on the one hand a wide range of possible outcomes, and on the other hand the potential to obtain these outcomes by analytical means.
An opinion on a particular matter is represented by a real number, with zero corresponding to a neutral position. We consider a large number of individuals taking part in a discussion. (For smaller numbers of participants the approach should be based on the finite model (1).) Each individual has his own opinion, which may evolve in time as a result of the discussion with the other participants. Since opinions cannot grow unbounded, x(b, t) in (3) seems not to be appropriate as a quantity to represent an opinion. Instead we will take the time derivatives y = ∂x ∂t as a measure of someone's opinion. (Although in [22] , in a similar model, the value of x was chosen to represent an opinion, we believe that y is a better choice as it is guaranteed to be bounded in time.) Furthermore we assign weights γ(b) to the participants, as introduced in the previous section. Assuming that the weights are normalized as follows:
the equations for y can be written as (assuming x(b, 0) = 0, for all b in R)
for all b in R.
In general each participant starts with an 'a priori' opinion b, while with time and through interaction, different groups may be formed, each characterized by a final opinion v(b). The pressure to reach a decision, or the tendency to adapt one's opinion by paying attention to each other's arguments is reflected by the interaction strength F . As an example we consider a Gaussian distribution for the a priori opinions:
and we compare constant weights:
for all b in R, (equivalent to not considering any weights) with the following weight distribution:
for all b in R. This latter weight distribution reflects that people with extreme opinions are usually more inclined to try to convince other people of their beliefs.
The resulting evolution of the clusters is shown in Fig. 5 , similarly as in Fig. 2 : besides the modified density functions γ 1 g and γ 2 g (dashed lines), the boundaries of the associated clusters are represented on the horizontal axis (solid lines) with the corresponding value of g F 1/(2F ) shown on the vertical axis. The modified distribution γ 1 g is unimodal and will therefore result in the emergence of a single cluster, while γ 2 g is bimodal (and symmetric around zero) and will give rise to two clusters, which will merge and form one cluster only if the value of F is sufficiently large (and g F is sufficiently small). This new cluster will be smaller than the corresponding cluster for the weight function γ 1 , but the difference in cluster size goes to zero with increasing F . We conclude that the influence of the weight function γ is only relevant for intermediate values of F , for which γ 1 may result in a substantial agreement, while γ 2 leads to either no consensus at all or a polarization into two opposing opinions. Depending on the coupling strength F and the shape of the modified density function γg, different outcomes are possible, from total heterogeneity with each individual having its own opinion, over a combination of clusters of participants with a common opinion and individuals with their own opinion, to total consensus (if g has finite support).
The model (11) distinguishes itself from other existing models (for an overview, see [12] ) not only by its potential for generating a wide range of outcomes, but also by its analytical tractability, allowing us to calculate the final opinions.
Conclusion
We have considered the continuum limit in a multi-agent clustering model for which the behavior of the agents is determined by non-identical preferential velocities and a saturating attraction between the agents. There are an infinite number of agents, represented by a multimodal distribution for the natural velocities. We have investigated the long term behavior of the model, thereby deriving conditions characterizing the emerging cluster structure. The velocities of the agents converge to limit values, which can be represented by a continuous function of the natural velocities. The intervals where this function is constant correspond to the different clusters; each cluster is associated with a single asymptotic velocity value.
With increasing coupling strength, clusters arise at local maxima of the density function that defines the natural velocities. When the coupling strength is increased further, the clusters grow, and in case two (or more) clusters collide, they merge and form a new cluster. The evolution of the clusters can be easily described analytically.
The clustering behavior of the model is similar to the behavior of the Kuramoto model of coupled oscillators. As in the Kuramoto model clusters appear if the product of density and coupling strength is (locally) high enough. Furthermore, in both models the emergence of a cluster generally resembles a second-order phase transition, but a well-chosen distribution of the natural velocities may lead to behavior characteristic of a first-order phase transition. However, in the clustering model the location and the size of a cluster only depend locally on the density function defining the natural velocities, while for the Kuramoto model there is a dependence on the entire distribution of the natural frequencies.
In addition to similarities with the dynamic behavior of the Kuramoto model, the clustering model may be relevant for applications not related to coupled oscillators, such as opinion formation. Depending on the coupling strength and on the distribution of the a priori opinions, different outcomes are possible, ranging from different opinions for all individuals to a complete consensus. 
A Proof of Theorem 4
We first show that both ∂x ∂b and ∂ 2 x ∂t∂b are non-negative in R × R + .
Non-negativeness of
Taking the partial derivative to b in (3) results in
The differential equation (A.1) can be solved for
By the choice of the initial condition it follows from (A.1) that
is negative for some b ∈ R and some t > 0 and define t 1 as 
It follows that for fixed b and b , I k for some k ∈ I N . Then x exhibits clustering behavior with respect to the set of intervals I k .
Denote by c k , resp. d k , the lower, resp. upper, endpoint of the interval I k . Then for any > 0 and
are unbounded (and non-decreasing), and it is easy to verify that for t → +∞ the expression
Defining v by
we obtain that lim t→∞ ∂x ∂t
is nondecreasing in b, it follows that v is also non-decreasing.
The conditions (5)
We now show that the intervals I k and S satisfy (5) 
and thus
The right hand side cannot be negative since 
which can be made arbitrarily small by letting b 1 and b 2 approach c k and
Taking the limits p
Combining these results leads to
proving that v is continuous. Furthermore, since v is non-decreasing in S, it follows that ∂v ∂b . (5a) ), and the sets I k and S satisfy the equations (5).
B Persistence of the clustering conditions with increasing coupling strength
In this section we provide some arguments for the explanation in section 4.3.
We consider the growth of a single cluster with increasing coupling strength, and the merging process of two 'colliding' clusters, by investigating the conditions (5), implicitly assuming that these characterize the emerging clusters in the system (3) (see also the discussion below Theorem 4).
B.1 Cluster growth
We consider a set of intervals I k (k ∈ I N ) satisfying the conditions (5) (with S R \ k∈I N I k ), and we investigate the growth of these clusters when the coupling strength F is increased.
Because of technical difficulties, our analysis may not cover all aspects that would be needed for a complete mathematical proof, and we will occasionally use a more heuristic approach, especially for particular distributions g (see later on).
B.1.1 Continuation of the cluster intervals
For a particular interval I k , we investigate the continuation of (6b), since this condition characterizes the cluster interval without relating it to the coupling strength F . After solving this equation one obtains a family of intervals for which (6a) can be used to calculate the corresponding values of the coupling strength.
Pick a k in I N and set m 0
, and for m ∈ R and h ∈ R + , define F by 
and
and thus (if
We will assume that ∂F ∂m (m 0 , h 0 ) = 0, allowing us to apply the implicit function theorem to find a functionm :
Since the intervals I k and S satisfy (5), the inequalities 
is satisfied for m = m 0 and h = h 0 . 
Consequently the clusters grow with increasing coupling strength. As h is increased from h 0 on, then, if one of the inequalities in (B.1) is no longer satisfied for some value of h and m =m(h), this implies (in the generic case, see also Remark 7) that another cluster must have appeared for a value of the coupling strength smaller thanF (h) at another local maximum of g, and that both clusters must have merged (see also section B.3) for an intermediate value of the coupling strength. This implies that the continuation ofm is no longer relevant for (3) (m f , h f ) = 0. Since (B.1) is also satisfied for m = m f and h = h f (by continuity), both inequalities hold with equality, and, as noticed in Remark 7, this implies that g is a non-generic distribution, and for concenience we will not elaborate on this. It follows that, for a generic distribution g, the growth of a cluster interval -as long as it is relevant for the system (3) -is characterized by the functionsm (orc k andd k ), together withF .
As noticed in section 4.3, the emergence of new clusters at values b where a local maximum of g(b) is attained when the coupling strength F is increased above 1/(2g(b)) ensures that (5a) remains satisfied. Furthermore, the evolution of the cluster intervals with F according to the equations (6) ensures that (5b) and (5c) are satisfied. In the next section we show that (5d) also remains satisfied.
we can rewrite this in terms of C(h):
It follows that if C(h 1 ) ≤ 0, then C(h) ≤ 0, for all h in [h 1 , h f ].
As already mentioned in section 4.3, the first occurrence of (5d) for a given p when increasing F is automatically satisfied since then either p = c k or p = d k for some k and thus (5d) follows from either (5b) or (5c). As we have just shown it will remain satisfied when the clusters continue to grow with further increases of F . (Notice however that the proof is not complete since it does not include the cases where p = c k or p = d k , as the differentiability of the function C is no longer clear in this case, and the notation should be extended. For convenience, we prefer not to elaborate on this.)
B.3 Two clusters merging
In this section we verify that two clusters, represented by the intervals I k and I k+1 , with d k − c k+1 → 0 (as a result of some limiting process F < − → F for some F ) and satisfying the equations (5b), (5c) and (5d), will result in a new cluster, with endpoints c k and d k+1 , and satisfying the same conditions. Since this merging process leaves S unchanged, the inequalities (5a) remain satisfied. For equations (5b) and (5c) we will consider the equivalent form (6).
It follows that
Concerning (5d) we consider the case where p ∈ (c k , d k ). The case p ∈ (c k+1 , d k+1 ) is similar.
First notice that
Using this equation, it follows that
