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Abstract 
Yu. J., Face polynomials and inversion formula, Journal of Pure and Applied Algebra 78 
(1992) 213-219. 
Based on the concept of the minimal polynomial in the polynomial ring @[x,, , x,,] over the 
complex number field @. we give a new proof that a C-automorphism of the ring C[x,, , x,,] 
is completely determined by its face polynomials. As a consequence, a generalization of McKay 
and Wang’s two-variable inversion formula to the multi-variable case is given. 
1. Introduction 
It has been proved recently that any @-automorphism of the polynomial ring 
@1x,, ‘. . , x,,] over the complex field @ is completely determined by its face 
polynomials [l, 3-51. In this paper we give a new proof of this theorem, based on 
the concept of the minimal polynomial in the polynomial ring of several variables 
over a field. As a consequence, we obtain a new inversion formula for the 
multi-variable case, it may be viewed as a generalization of McKay and Wang’s 
explicit inversion formula for two variables (see [4]). We hope that the method 
here will give a new impetus to the attempt of solving the Jacobian Conjecture 
(see [2]). Although the theorems in this paper have been proved for polynomials 
over C, all the theorems remain true if @ is replaced by an arbitrary field. 
2. Preliminaries 
Lemma 1. Let f,, . . . , f,,EC[x,, . . ,x,~_,] contain n - 1 algebraically indepen- 
dent polynomials; then there exists a unique (up to a constant factor) irreducible 
polynomial h(x, , . . , x,) such that h( f, , . . , f,,) = 0. 
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Proof. Clearly f,, . . , f,, are algebraically dependent. So we can conclude the 
existence of such an h. Without loss of generality, we may assume that 
f, , . . , f,, _ , are algebraically independent. If there is another irreducible polyno- 
mial k(x,, . . . , x,) such that k(f, , . , f,,) = 0, then the resultant Res ,,.,, (h, k) = 
R(x,, . . . ,X,-I ) has the property that R( f, , . , f,,_, ) = 0. The algebraic 
independence of f,, . . , f,_, forces R(x,, . . ,X,_,) =O. However, 
R(x,, . . , x,IP, ) = 0 implies that the greatest common divisor of h and k in 
a=@ for ;ome ,:;)!x,!k hence in a=[~, y. . ) -L~ ][x,,] is not a constant. Thus k = ch 
‘K 
Remark. We may call h a minimal polynomial off,. . . . , f,, in @[x, , . . , x,?]. It is 
a generalization of the usual minimal polynomial of an algebraic element over a 
field. 
Lemma 2. ~etf-(f,, . . . , f,,)~C[x,,. . . ,x,,] such thal 
qx,, . . . > x,1 = @[f,, . . 7 fnl 
~ndfetf~‘=g=(g ,,..., g,,). Then 
(1) f,(x,,.“,~,~,,o,x,+,,.~~,x,), 
fn(X,r~~~,X,~,rO,X,+,,..~,X,l) 
contain n - 1 algebraically independent elements. 
(2) &(X,3 . . 3 x,,) is a minimal polynomial for 
fiGI>. . . > x,-,7 0, xi+,, . . ,x,,> , 
Proof. 
(1) @[x,3. . . 9 X,-I, . 3 x,,] 
=@~f,(~,~..~,~,-,~~,~,+,,..~ ,x,), 
. . . , fn(X,,~~~,~,~,,O,Xi+,,...rX,,)l. 
Since x,, . ,xi_,,x,+,, . , x, are n - 1 algebraically independent elements, 
must contain n - 1 algebraically independent elements. 
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(2) Since g is an automorphism, 
tL(fi(X,> . 9 x,1,. . . 7 f,(x,, . . ,x,)) = x, , 
hence gi is irreducible, and 
By the definition of the minimal polynomial, we get the conclusion of (2). (7 
3. Main theorems 
Theorem 3. Let 
f=(f,, . . . ,f,>,P=Cf,,... dJ:@[x I”“ >x,,1*qx,,. .‘,X,,l 
be two polynomial automorphisms such that 
fi(O, x21 . , xn) = J<o, x2, . . , x,) ) 
f,(x ,,“‘., x,_,,o)=~~(x,,...,x,-,~~)~ 
Proof. Let 
f-‘=g=(g ,,..., g,) and f-‘=g=(g,,. . .,g,,). 
By Lemma 2, both g, and S, are minimal polynomials of 
Hence by Lemma 1, gi = a,g, for ai EC*, i = 1,2, . , n. It follows that x, = 
J(a,g,, . . , a,&+,) for all j. Replacing x, by $, x, by fz, . . , x, by fn, we have 
(*) f;(x,, . . . 3 x,> =f;(a,x,, . . . , a,~,) 
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for all j. Since f is invertible, there is a j, 15 j 5 n such that the coefficient of x, in 
f, is nonzero. Pick k such that k # i; then 
fi(X,,~..,Xk-,,O,Xk+,~...,X,,) 
=X(x,, . . >xk-,,O,xk+,, . . . TX,,> by hypothesis 
= f,(a,x,, . . , ak-,~k-,, 0, ak+,~k+,’ . 3 a,~,,) by (*I 
Comparing the coefficients of x,, wehavea,=l.Thusg=gandf=$ Cl 
Remark. This proof still works if we replace C by any domain R. Unfortunately, 
our proof cannot be applied to the reduced ring case, as in [l] and [3]. But it has a 
very nice consequence: 
Theorem 4. Let 
be a C-uutomorphism and let 
f--‘=g=(g,,.-JJ. 
Suppose h,(x, , . . . , x,,) is a minimal polynomial for 
Then 
g’=hi(f,(O 
h, 
,..., O,l,O ,..., 0) ,..., f,,(O ,..., O,l,O I..., 0)) 
where each 1 is at the ith component. 
Proof. We know that cg; = hi for some c E @* by Lemmas 2 and 1. Hence 
cg((f,, . , f,,) = h,(f,, . . . , f,>, and hence 
c=h,(f,(O ,..., O,l,O ,..., 0) ,..., f,,(O ,... ,O,f,O,...,O>> 
where each 1 is at the ith component. 0 
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4. The case n = 2 
The next lemma is taken from [4, Theorem 1, p. 2461. 
Lemma 5. (Abhyankar, McKay and Wang) Let u(f), u(f) E C[t] be polynomials 
with zero constant terms and let one of them be nonzero; then 
Res,(u(t) - x, u(t) - Y) = h(x, y)” , 
where 
9 = [C(t) : C(4t>, u(t))1 
and h(x, y) is an irreducible polynomial in C[x, y]. q 
Theorem 6. Zf 
f=(f,, f,>:qx~Yl+@[x~Yl’ f, (0, 0) = f2(0> 0) = 0 
is a C-automorphism and f -’ = g = (g,, g2), then 
Res,( f, (0, t) - x, f2(0, t) - Y> 
gl(x’ ‘I= Res,(f,(O, t) -f,(l,O>, f,(O, t) - f2(1, 0)) ’ 
Res,(f, (t, 0) - x, fdt, 0) - y) 
g2(x’ ‘) = W(f,(t, 0) -fdO, I), fZ(t, 0) - f2(0, 1)) 
Proof. Since C[x, y] = @[f,(x, y), fi(x, y)l, we have 
C[t] = C[f,(O, t), f,(O> t>l = C[f,(t, O), fz(t7 WI 
Hence, by Lemma 5, 
Rq(f,(O, t) - x, f,(O, t) - Y) . 
Res,(f, (6 0) - .G f2(t7 0) - Y) 
are irreducible. Also by the property of resultant, they are minimal polynomials 
of 
(f,(R Y)? f2(0’ Y)) and (f,(x, O), f2(x, 0)) 
respectively. Now the conclusion follows from Theorem 4. q 
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Theorem 6 is another version of the main theorem of [4], but our proof is much 
easier. Comparing Theorem 6 to [4, Theorem 12, p. 2521 and [5, Theorem 3, p. 
1051, we get new equalities: 
Corollary 7. Zf 
is a C-automorphism, then 
= (_l)rT+‘J Res,tf+ , ‘+) 
and 
Res,(f,W) -f,(O, 1L MA -fi(03 1)) 
f, (t3 0) f2(c 0) = (-l)k.Z Res,(--_ , 7) , 
where 
J = a(.f,, f2) 
8(x, Y) ’ 
n = deg f(O, t) , 
k = deg f(t, 0) . 0 
We record them here in the hope that they may be useful for proving the 
two-variable Jacobian Conjecture. 
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