Introduction
One of the important design parameters of a possible future neutrino factory (NF) or muon collider (MC) is the energy of the high-power proton accelerator that will be used to produce the pions, whose decay muons will be captured, cooled and stored in a storage ring, either to produce intense neutrino beams, or to provide μ + μ¯ collisions. Until recently, the study of the yield of captured muons as a function of proton beam energy has had to rely on simulations [1, 2] , since data on pion production cross-sections over the relevant phase space has been quite sparse. Recent publication of data from the large angle spectrometer of the HARP experiment [3, 4] makes it possible to address this question with experimental data.
In this paper we first present a calculation of the acceptance of the NF/MC front end channel using the MARS15 code [5] . The acceptance is defined to be the number of muons (or pions), as a fraction of the number of pions produced at the target, that reach the end of the 50-m long tapered solenoid channel. It is computed in terms of the momentum and angle, p and θ, of the pions leaving the target. The acceptance is then convoluted with the measured double-differential cross-section of pion production from a tantalum target, which is close in atomic weight to mercury, the favored target material for the NF/MC projects [1] . The acceptance-weighted cross-section is integrated over the measured phase space, and divided by the beam kinetic energy, to give a value proportional to the muon yield normalized to constant proton beam power. Finally, corrections are made for the phase space not covered by the HARP results, and for the effects of hadronic showers that develop in a thick target, and which are not accounted for in the pure cross-section data. The beam-power normalized muon yield is presented as a function of incident proton kinetic energy between 2.2 GeV and 11.1 GeV (3 p 12 GeV/c), which brackets the beam energies under consideration for highpower proton sources at Fermilab [6] and CERN [7] .
Front-End Channel Acceptance
The function of the NF/MC front-end channel is to efficiently capture pions exiting the target in the forward hemisphere, to provide a channel in which the pions decay to muons, and to allow adequate distance for a correlation to develop between the energy of the particles and their time of arrival at the end of the channel. The front-end channel model [1] used in this calculation is shown in Fig. 1 . Figure 1 . MARS model of the NF/MC front-end channel. The yellow blocks represent the superconducting solenoid coils while the dark-blue ones are for the normal conducting coils of the 20-T hybrid solenoid. The red arrows indicate the strength and direction on the magnetic field. The black area represents the mercury jet target system with its absorber.
It consists of a series of solenoids, represented by the blocks, which generate a magnetic field of 20 T at the center of the pion production target, and which drops smoothly to 1.25 T for z > 20 m, as shown in Fig. 2 . The solenoid channel is filled with a heavy absorber, which has an inner radius of 7.5 cm around the target, and which grows linearly to 30 cm for z > 18.62 m. In this paper, the material within the solenoid channel is treated as a perfect absorber. It was found in earlier studies [1] that the contribution of pions scattered from the innermost material to the yield at the end of the channel was at the level of a few percent, since secondary particles that re-enter the channel are efficiently swept back into the absorber by the solenoidal field. Therefore, this simplifying assumption has practically no effect on the computed acceptance.
It should be noted that this channel was optimized for the proton beam energies of 16 GeV [8] and 24 GeV [9] . Although, the solenoid channel parameters optimized for the capture of the muons of interest (see below) are not very sensitive to the proton beam energy [10] , the front-end channel could need to be fine-tuned for the lower energies considered in this paper. In this paper, to compute with MARS15 the acceptance, only the solenoid channel is included; the mercury jet target is not simulated. Pions are generated from a point source at position where the beam would exit the downstream end of the target, 27 cm downstream of center of the first, high-field solenoid that surrounds the target. The pions are tracked through the solenoid channel and allowed to decay. The decay muons are tracked to the end of the channel, 50 m downstream of the target. The acceptance is defined as the probability that a pion of a given angle and momentum at the target yields a surviving muon (or pion) at the end of the channel. In addition, to be accepted, the muon (or pion) must have a kinetic energy in the range 40 < T μ < 180 MeV, in order to be efficiently captured by the downstream RF channel [10] . The acceptance function is expressed in terms of the kinematic variables of the pion as it exits the target, in the coordinate system of the solenoid channel. Because this is a straight, axially symmetric solenoid channel, the acceptance is identical for both pion signs. The acceptance, A, is shown in Fig. 3 as a function of pion momentum and angle at the target. The acceptance is large (>70%) for 150 < p π < 300 MeV/c and θ π < 0.5 rad, and for θ π < 1.1 rad and 150 < p π < 200 MeV/c. The fall-off in acceptance at low momenta results from the requirement that the muon kinetic energy is at least 40 MeV (100 MeV/c). The drop in acceptance at high momenta comes primarily from the requirement that T μ < 180 MeV (265 MeV/c), and secondarily from the transverse momentum p T < 225 MeV/c that is captured by the target solenoid (B z = 20 T, r = 7.5 cm). The acceptance extends a bit beyond θ = π/2 since the pions are generated slightly downstream of the center of the target solenoid, where the magnetic field is maximum, resulting in a small "magnetic mirror" effect. The natural edges of the acceptance are smeared by the kinematics of the π→μν decay. [3] and the HARP-CDP group [4] . The HARP-CDP group presents its results in terms of p T rather than p, resulting in the non-linear boundary in Fig. 3 . The lower limit in p T and θ of the published HARP-CDP results varies somewhat from data set to data set. The region above and to the right of the boundary represents the largest region that is covered by their results for all beam momenta 3 p beam 12 GeV/c on a tantalum target and for both π + and π¯ final state particles. Weighted by the differential phase space 2πsinθdθdp, the region analyzed by HARP (HARP-CDP) covers 87% (65%) of the front-end channel acceptance. Thus the measured pion production cross-sections, weighted by the acceptance, can give a good estimation of the beam energy dependence of the muon yield even with no corrections for the fact that these data do not cover the forward region, θ < 350 mrad.
Energy Dependence of the Integrated Cross-Sections
The favored target material for the neutrino factory and muon collider is liquid mercury [1] , although solid targets made of other heavy nuclei, such as tantalum or tungsten, are still under consideration [2] . For this study we have used the cross-sections measured by HARP for tantalum. This is the heaviest target for which published results are available from both HARP groups, allowing an important check on the sensitivity of the conclusions to which analysis of the HARP raw data is used. The double differential cross-sections are weighted by the acceptance of the front-end channel, and integrated over the full published data set. The integrated, acceptance-weighted cross-sections are then divided by the beam proton kinetic energy to give a measure of the muon yield at constant beam power.
The propagation of the errors, from the individual points to the acceptance-weighted integrated cross-section, must take account of the significant systematic errors on each point. These are typically larger than the statistical errors for individual differential cross-section measurements, and are substantially correlated among the individual points. In practice, this means that the error propagation can only be accurately done by the HARP groups themselves. Both the HARP [11] and HARP-CDP [12] groups have done this calculation for us.
The acceptance-weighted cross-sections, divided by beam energy, for π + and π¯ production by protons off of tantalum are shown in Figs. 4 and 5 as a function of the beam energy for the HARP and HARP-CDP results, respectively. Three error bars are shown for each point: the inner-most is the statistical error; the middle includes the systematic errors that do not correlate among the individual points, added in quadrature with the statistical errors; the outer-most includes the statistical error and all systematic errors, including those that are fully correlated among the data points. Where only one or two error bars are visible, this is because the smaller errors are smaller than the data point. The beam power normalized, acceptance-weighted cross-section is relatively insensitive to the beam energy between 2 and 11 GeV. The π¯ yield is largest at 4.1 GeV (5 GeV/c), and is within 10% of the maximum at 2.2 and 7.1 GeV (3 and 8 GeV/c). For π + production, the maximum yield is at 2.2 GeV, although the yield, based on the HARP results, is essentially the same at 4.1 GeV. The yield is down by 12% at 7.1 GeV, based on the HARP results, and 20% based on the HARP-CDP analysis.
The overall acceptance-weighted cross-section is 30-40% lower using the HARP-CDP data than using the HARP results. This is principally a consequence of the smaller phase space analyzed by the CDP group (see Fig. 3 ). When the HARP cross-sections are integrated only over the region covered by the CDP analysis, the π¯ results from the two groups are very similar: the CDP results are 5-6% higher for 2-7 GeV and 15% higher for 11 GeV. For π + , the difference is larger: the CDP cross-section is lower by about 20% for the three higher energy points and 13% lower at the lowest energy. This is qualitatively consistent with the difference between the two groups regarding particle identification, in which HARP identifies some particles as pions, which CDP says are protons.
An overall figure of merit for the neutrino factory is the sum of π + and π¯ cross-sections: Y P = (Aσ⁺ + Aσ¯)/T beam , where Aσ⁺(Aσ¯) is the integrated cross-section for π + (π¯) production. This quantity, normalized to the value at 4.1 GeV, is shown in Fig. 6 . The single error bar shown here represents the total uncorrelated error: statistical error added in quadrature with the uncorrelated component of the systematic error. The overall yield is maximum at 4.1 GeV, and is within 5% (10%) of the maximum at 2.2 GeV (7.1 GeV). The yield is down by about 25% at 11.1 GeV. The results are essentially the same whether we use the cross-section data published by the main HARP group or those published by the HARP-CDP group.
Estimated Correction for Phase Space not Covered by the HARP Data
The results presented by the main HARP group cover momenta p π > 100 MeV/c. Below this limit, the acceptance of the NF/MC front-end is negligible (see Fig. 3 ), and the lack of data in this region is not an issue. However, the CDP group presents results with a higher minimum p π of about 150 MeV/c (p T < 100-160 MeV/c, depending on θ), and the acceptance is not negligible below their minimum p T . Thus, in the analysis which follows, in which we estimate the correction for the phase space not covered by the HARP data, we consider only the results coming from the main HARP group. In contrast to the drop-off in acceptance at low momentum, the acceptance remains high down to θ = 0. Thus the lack of data for θ < 350 mrad (20°) cannot be ignored, particularly since the fraction of the total cross-section at small angle is likely to be energy dependent. Fig. 7 shows the acceptance-weighted single differential cross-sections divided by beam energy, A(dσ/dθ)/T beam , integrated over p, using the data from the main HARP group. The error bars represent the total uncorrelated errors [11] . The cross-sections at different beam energies have similar shapes. All have a maximum in the 550 < θ < 750 mrad bin, and begin to drop towards smaller angle. This suggests that the fraction of the total cross-section below 350 mrad is not too large, and that this fraction is not a strong function of energy. However, a careful examination of the data in Fig. 7 reveals that the slope between the two smallest angle bins is largest for the smallest beam energy, and becomes progressively smaller with increasing beam energy. This suggests that a larger fraction of the total cross-section is in the forward region at higher beam energy.
To get an indication of the possible magnitude of the energy dependence of the correction for the missing cross-section data, we do a simple quadratic extrapolation of the data, constrained to pass through the two lowest angle measurements and dσ/dθ = 0 for θ = 0 (since the available phase space → 0 as θ → 0). The integral from 0 to 350 mrad of the extrapolated cross-sections gives an estimated increment, A·Δσ, to the measured acceptance weighted cross-sections. The results of the extrapolation are shown in Table 1 . The estimated increment varies from about 12% at 2.2 GeV to about 19% at 11.1 GeV. The errors shown in the second column of Table 1 are computed only from the error bars on the two lowest angle data points, and do not take account of any uncertainty that results from the use of this ad hoc extrapolation method. The third column of Table 1 shows how this correction for the unmeasured region would affect the quantity we are interested in, which is the ratio of the acceptance weighted cross-section A·σ at a given energy to that at the reference energy of 4.1 GeV. The correction Rθ, amounts to only a few percent. Given the ad hoc nature of this correction, we take the uncertainty in Rθ to be equal to its difference from 1, which is larger than the error derived from the errors in the second column. Figure 7 . Acceptance-weighted differential cross-section, integrated over momentum, divided by beam energy, using the HARP cross-section data for π + (top) and π¯(bottom). The points for T beam = 2.2 GeV and 7.1 GeV have been displaced by -10 mrad and + 10 mrad respectively for clarity of presentation. 
Correction for Thick Target Effects
The HARP data discussed here were taken with thin targets of 5% of a nuclear interaction length (λ I ), and represent the inclusive cross-sections for pion production by protons on a Ta nucleus. In the neutrino factory, a thick target of length 1.5~2 interaction lengths (λ I ) will be used [1] . In a thick target, there can be secondary interactions of the incident proton and of the outgoing hadrons, i.e. a hadronic shower, which are not accounted for in the pure crosssections discussed above. These secondary interactions can reduce the muon yield through pion absorption, or increase it through creation of additional pions. As shown in Ref. [11] , the showering in the target will certainly add additional beam energy dependence not accounted for in the simple cross-section data.
The HARP experiment has measured pion production from thick targets, and the main HARP group has recently published results for carbon, tantalum and lead targets [14] . They have made corrections for the secondary interactions of the outgoing pions, ``such that the effective target is transparent for the secondary `product' pions and one 1 λ I long for the `beam particles' ''. Thus these data cannot be used directly and additional corrections need to be performed to calculate the effect of re-interaction. This would have to be done in any case because the HARP target was different in diameter (30 mm) and length (1 λ I ) from the target found to be optimal for the NF/MC, 10 mm and 2 λ I , respectively [1, 8, 9] . We have chosen instead in this paper to estimate the thick vs. thin target effects using simulations. The HARP data on thick targets may be used in future studies, particularly once both groups have produced consistent thick target results.
For each of the beam energies for which HARP has presented results, we have run MARS15 simulations, using both the default MARS generator and the LAQGSM [15] generator, for all hadron-nucleus interactions in tantalum target of length 0.05 λ I and 2 λ I , and diameter = 1 cm. The angle and momentum of each particle exiting the target is recorded, and each pion is weighted by the acceptance of the NF/MC front-end channel, which was previously computed and presented above. The result is the yield, Y, of muons captured by the front-end channel per incident proton. To take account of the major, but uninteresting effect that more of the incident protons interact in the thick than in the thin target, we then compute the yield per interacting beam proton, Y I = Y/(1 -e -L/ λ I ), where L is the target length. Then this quantity is divided by the beam kinetic energy to give the yield, Y P = Y I /T beam , normalized to constant proton beam power. The ratio of R t = Y P (L/λ I =2) / Y P (L/λ I =0.05) is an effective "amplification factor" due to showering in the target, relative to the simple pion production cross-section. Finally, the ratio of R t at a given beam energy to that at the reference energy of 4.1 GeV is the correction factor for thick target effects, which we apply to the results given in Fig. 5 above. Table 2 shows the results of these simulations, summed over π + and πˉ final states. Each entry in this table is the average of the values computed with the default MARS generator and the LAQGSM generator. The correction for the thick target effects, normalized to 4.1 GeV, is shown in the last column. The error on the correction is taken from the Monte Carlo statistical errors added in quadrature with a systematic error, which we estimate to be ± half the difference between the two simulation results. Naturally, the amplification factor grows with beam energy. The combination of this correction factor and the one for the unmeasured region θ< 350 mrad is plotted in Fig. 8 . Table 2 . Beam power normalized yield of captured muons Y P calculated by MARS15 for thin and thick tantalum targets, and, in the last column, the "amplification factor" due to showering in the target, relative to the simple pion production cross-section, normalized to the value at 4.1 GeV. Results are averages over calculation with the two different event generators. Figure 8 . Combined correction R θ for the unmeasured region, θ < 350 mrad, and R t for the effect of hadronic shower development in a 2 λ I target, relative the correction at 4.1 GeV. Fig. 9 shows the yields of muons, 50 m downstream of the target in the NF/MC front-end channel at constant beam power, as a function of beam energy, and normalized to the yield at T beam = 4.1 GeV. This figure shows the results with and without corrections for the unmeasured region θ < 350 mrad and the effect of hadronic shower development in a thick target. The points labled "HARP cross-section data" are computed directly from the acceptance-weighted cross-section data in Fig. 4 , by summing over the two pion charges and dividing by the value at T beam = 4.1 GeV. The points labled "Corrected for θ min and thick target effects" are similarly computed by multiplying the data in Fig. 4 by the correction factors in Tables 1 and 2 , and dividing by the value at T beam = 4.1 GeV. The net effect of the corrections is to shift the optimal beam energy from ~4 GeV to ~7 GeV. With the corrections, the beam-power normalized yield at 2 GeV goes from a few percent below that at 4 GeV to 15% below. The yield at 7 GeV goes from 9% below to 5% above that at 4 GeV, and the yield at 11 GeV goes from 28% below to 9% below that at 4 GeV. 
Conclusions
The beam energy of the proton driver for a neutrino factory or muon collider is an important design parameter, which can now be chosen based on experimental data from the HARP experiment. In this study we have shown that the measured HARP pion production cross-sections, when convoluted with the acceptance of the front-end channel and divided by the beam energy, is maximum for T beam of about 4 GeV, and is within 10% of this maximum for 2 < T beam < 11 GeV. When this result is corrected for the estimated contribution in the region θ < 350 mrad, which was not measured by HARP, and for the effects of hadronic shower development in a thick target of λ I = 2, beam energy giving the largest muon yield, at constant beam power, is about 7 GeV. The dependence of the muon yield on proton beam energy is relatively flat, and any energy between 4 and 11 GeV has a yield that is within 10% of the maximum. In fact, the beam power normalized yield is still 85% of the optimum value for beam energy as low as 2 GeV. These conclusions confirm with a much more complete analysis those reached by HARP themselves in an initial analysis in [3] . They do not depend significantly on whether the results of the main HARP group are used or those from the HARP-CDP group.
One can, therefore, conclude that, from the point of view of muon production and capture, any beam energy in the 4-11 GeV range represents a good choice for the proton driver for a NF/MC. This provides significant latitude in the design of high-power proton sources, which can consider many other optimization parameters than beam energy, such as the ability to concentrate the power in a few bunches or radiation damage issues, without compromising their utility for a neutrino factory or muon collider.
