A kernel adapted to the spectral dimension of hyperspectral images is proposed in this paper. A distance based on a statistical cluster model is used to construct a radial kernel. This class specific kernel realizes a compromise between a conventional Gaussian kernel and a Gaussian kernel on the first principal components of the considered class. An automatic gradient optimization is used to select the optimal hyperparameters. Experimental results on a real hyperspectral image show the kernel is effective compared to the conventional Gaussian kernel. Furthermoren the proposed kernel is less sensitive to one hyperparameter compared to the Gaussian kernel applied on the first principal components of the data.
INTRODUCTION
The Gaussian kernel is assuredly one of the most used kernels in kernel learning algorithms for remote sensing applications [1] . It is based on the Euclidean distance between two samples (or spectra), x and z, in the input space R d :
where σ is a hyperparameter that, roughly speaking, controls how two samples are considered as close or similar in R d . For high dimensional data, such as hyperspectral images, it is known that the conventional Euclidean distance may suffer from the dimension [2] . An alternative kernel, which is based on the Mahalanobis distance between two samples, has been proposed in [3] and in particular in [4] for the classification of remote sensing images:
where Σ is the covariance matrix of either the whole training samples or the samples of the considered class. However, computing the inverse of Σ for hyperspectral images is difficult and thus regularization is needed [5] .
In [6] , the inversion of the covariance matrix Σ was regularized to make it well conditioned even in high dimensional space and allow to define eq. (2) for each class separately. The regularization method was based on the probabilistic principal component analysis (PPCA) [7] , which assumed that the observed d variables x are a linear combination of p unobserved variables s, p being lower than d:
with s ∼ N (0, I p ) and ε ∼ N (0, ε 2 I d ) (N (0, I p ) being the normal distribution of dimension p with zero mean 0 and identity covariance matrix I p ). It comes that Σ has the following expression:
where λ i is the i th singular value of W and u i its corresponding left-singular vector. All the parameters (λ, u andε) can be estimated from the sample covariance matrixΣ
and the intrinsic dimensionp is estimated using the Bayesian Information Criterion (BIC) [8] . It follows that the inverse can be computed explicitly:
This statistical model can be understood equivalently by a geometrical assumption: The data, with some additional white noise, belong to a cluster that lives in a lower dimensional space A, namely the signal subspace. Hence, the original input space can be decomposed as
by constructionĀ is the noise subspace), see Figure 1 for an illustration in R 3 . Therefore, it is possible to compute the distance between two samples only in the signal subspace:
or in both the signal and noise subspace:
The above equation is therefore an approximation of the conventional Mahalanobis distance but it is more appropriate for high dimensional space. Eq. (6) leads to our first definition of the regularized Mahalanobis kernel [6] , for which one parameter σ l per component is considered:
. (8) Experimental results on one hyperspectral remote sensing image have shown that SVM classifiers can perform better with such a kernel [6] . Following this encouraging results, a new kernel using the above PPCA model is proposed in this article for the classification of remote sensing images. A regularized Mahalanobis kernel is built using (7), i.e., the distance between two samples is computed both in the signal and noise subspace and one hyperparameter per component is defined.
FULLY REGULARIZED MAHALANOBIS KERNEL
For such a kernel, the distance between two samples is computed in the full dimensional space with the assumption that the last d − p singular vectors contain the noise exclusively. This model has two main theoretical advantages over kernel (8): 1. Two samples may be close in the signal subspace but far in the original space, this being a problem for classification purposes. It can be handled by considering the noise subspace together with the signal subspace. Consider for instance z, z and x in Figure 1 . In A, z seems closer to x than z, while it is not as it can be seen by addingĀ in the distance computation.
2. An accurate estimation of the signal subspace sizê p is necessary for kernel (8) : The worst scenario beingp << p, i.e., relevant singular vectors are discarded. By considering both the signal and the noise subspaces, it makes the new kernel less sensitive top. Even in the worst scenario, the singular vectors are still considered.
Computing (7) requires the estimation of ε and the last (d − p) singular vectors u i , which can be difficult even in moderate dimensions. Hopefully, it is possible to compute (7) without estimating the u i 's using the following property of singular vectors: (5) can be written as:
Hence, only one more parameter (ε) has to be estimated compared to (8) : 
where σ i are the kernel hyperparameters which are tuned during the training step. This kernel is a compromise between kernel (1) and kernel (8) . If σ i = +∞, ∀i ∈ {1, . . . ,p} then kernel (11) turns to the conventional Gaussian kernel (1), while if σp +1 = +∞ then kernel (11) turns to kernel (11). 
EXPERIMENTAL RESULTS
In this section, results obtained on a real data set are presented. The data are the University Area of Pavia, Italy, acquired with the ROSIS-03 sensor. The image has 103 bands and is 610×340 pixels. Nine classes have been defined by a photo-interpret, see Table 2 first column for details. The results must be considered as 9 binary classification problems: No fusion rule was applied to obtain the multiclass classification result. For the classification, a SVM with a gradient based approach was used to tune the hyperparameters [9] . The approach uses O. Chapelle algorithm and the SVM solver was the libsvm [10] . The fully regularized Mahalanobis kernel has been compared with the conventional Gaussian kernel, the conventional Mahalanobis kernel and our previous kernel (8) . The empirical covariance matrix Σ c for class c was computed with the available training samples. The estimatedp are reported in Table (1) . Classification results are reported in Table 2 . The proposed kernel leads to an increase of the classification accuracy, compared to the conventional Gaussian or Mahalanobis kernels. For the considered data set, kernel (8) and (11) provide similar results, with a slight advantage for the Reg-Mahalanobis kernel with an overall accuracy of 95.7%. Except for class "meadow", both kernels show similar performances. Regarding the total training time, the fully regularized kernel is a little more computational demanding, since one parameter has to be tuned. Figure 3 presents the overall accuracies as a function of the dimension of the signal subspace p for the class "Bitumen". It can be seen that, using both the signal and noise subspaces with kernel (11) makes the classifi- cation accuracy less dependent on the number of selected components. For kernel (8) , a too small value ofp results in lower classification accuracies. Furthermore, it can be seen that the optimal dimension p is 11 wich is smaller than the BIC estimate. For that class, the cumulative variance is 99.75% for the first 11 eigenvalues and 99.88% for the first 21 eigenvalues. The eigenvectors 12 to 21 contain only 0.13% of the total variance, which variance can be mainly imputable to noise. Hence these noisy features may perturb the hyperparamter optimization process.
CONCLUSIONS
A new regularized Mahalanobis kernel is proposed in this paper for the classification of remote sensing images. It is based on the assumption that the samples of a given class follow the PPCA model, i.e., the data-related information lives in a lower dimensional subspace. For each class, specific signal and noise subspaces are estimated. Then an approximated Mahalanobis distance is used to construct the kernel. The proposed kernel realizes a compromise between a Gaussian kernel on the data on the input space and on the space spanned by the first principal components of the considered class. Experimental results on a real hyperspectral image show that the proposed kernel leads to an increase of the classification accuracies compared to the conventional Gaussian kernel. Furthermore, the influence of the estimation of the signal subspacep is limited by comparison with the previous proposed regularized Mahalanobis kernel, which make the proposed kernel less sensitive to the estimation of the hyperparameterp with the BIC. The estimation ofp must be investigated since experimental results on one class show that it did not provide the optimal value in terms of classification accuracies.
Further research will be conducted to reduce to computational load: The optimization of the hyperparameters is sensitive to local minima. Another field of research concern the use of subspace model for the construction of kernel. For instance, the polynomial kernel can be written in terms of a polynomial kernel in the signal and noise subspace.
