In this paper, we consider pose estimation of 3-D objects from an aerial perspective using eigendecomposition. We first outline a sampling method to acquire images of the object from an aerial view by sampling the upper unit hemisphere. Using this hemispherical sampling pattern, the computational burden of computing the eigendecomposition can be reduced by using the HemiSpherical Harmonic Transform (HSHT) to "condense" information due to the hemispherical correlation. We then propose a computationally efficient algorithm for approximating the eigendecomposition based on the HSHT analysis.
Introduction
Over the last several decades, object recognition and pose detection of three-dimensional (3-D) objects from twodimensional (2-D) images have become important issues in computer vision and robotics applications. Subspace methods represent one computationally efficient approach for dealing with this class of problems. Subspace methods, also referred to as eigenspace methods, principal component analysis, or the Karhunen-Loeve transformation [1] , have been used for a variety of application domains. All of these applications are based on the fact that a set of highly correlated images can be approximately represented by a small set of eigenimages [2, 3] . Once the principal eigenimages of an image data set have been determined, using these eigenimages is very computationally efficient for the on-line classification of 3-D objects. Unfortunately, the offline calculation for determining the appropriate subspace dimension, as well as the principal eigenimages themselves is computationally expensive.
This drawback has been addressed using several different approaches [4] [5] [6] [7] . In [7] , Chang et al. showed that if the image data set was correlated in one dimension, then the FFT may be used to approximate the required subspace dimension, as well as the principal eigenimages. This result is based on the fact that for a large class of objects, most of the energy in the image data set is contained in the low frequency harmonics.
In this paper the work of [7] is extend to objects correlated in 2-dimensions. In general, if pose detection of 3-D objects from an aerial view is desired, the training image data set needs to contain views of the object captured from an aerial perspective. Acquiring images of the object from an aerial view may be accomplished by sampling the upper unit hemisphere with the object at its center. Once the image data set is constructed in this manner, we take advantage of the hemispherical sampling pattern by using the HemiSpherical Harmonic Transform (HSHT) detailed in [8] in place of the FFT to capture the frequency information of this data set. We then propose an algorithm for approximating the subspace dimension, as well as the principal eigenimages using the resulting HSHT analysis.
Preliminaries
In this work (as in [7] ), a gray-scale image is described by an h × v array of square pixels with intensity values normalized between 0 and 1. Thus, an image will be represented by a matrix X ∈ [0, 1] h×v . Because sets of related images are considered in this paper, the image vector f of length m = hv is obtained by "row-scanning" an image into a column vector, i.e., f = vec(X T ). The image data matrix of a set of images X 1 , . . . , X n is an m×n matrix, denoted X, and defined as X = [f 1 , · · · , f n ], where typically m > n with fixed n. Because we will be sampling images on the unit hemisphere, it should be noted that f = f (ξ p ) where ξ p , p ∈ {0, . . . , n − 1} is the unit vector pointing at the angle of co-latitude θ p ∈ [0, π/2] measured down from the z axis, and the angle of longitude φ p ∈ [0, 2π), which is the parameterization of the hemisphere in spherical coordinates.
The singular value decomposition (SVD) of X is given by
where U ∈ R m×m and V ∈ R n×n are orthogonal, and The measure we will use for quantifying the accuracy of these estimates is the "energy recovery ratio" denoted ρ, and is defined as
where || · || F denotes the Frobenius norm. Note that if thẽ u i are orthonormal, ρ ≤ 1 [7] .
The principal calculation required with subspace methods is the precomputation of estimates of the left singular vectorsũ 1 , . . . ,ũ k of the m × n matrix X. This is a very computationally expensive operation when m and n are large. Reducing this computational expense by exploiting correlation between images has been the topic of much previous research. In [7] , Chang et al. showed that if the image data matrix was correlated in one dimension, then the FFT may be used to approximate the desired subspace dimension k, as well as the principal eigenimagesũ 1 , . . . ,ũ k . Our solution to this problem follows the work of Chang; however, because the object is no longer correlated in only one dimension, the direct FFT approach is no longer effective. Furthermore, because we are sampling on the hemisphere, the FFT is multivalued at the north pole and discontinuous at the equator; hence, it is not well posed in the latitude direction. It is still possible however to use the HSHT to approximate the desired subspace dimension k, as well as the principal eigenimages of the image data matrix X. A brief introduction to the HSHT is presented in the next section.
Spherical Harmonics

Introduction
Over the last decade, spherical harmonics have been gaining popularity in the computer vision and computer graphics arena [9] [10] [11] [12] [13] [14] . In the context of modern computer vision applications, the information received is in digital format, thus the development of a discrete spherical harmonic transform is needed to process the data. The tessellation of the sphere to form a discrete sampling pattern can be done using several different approaches. In this work, we use the Hierarchical Equal Area isoLatitude Pixelization (HEALPix) [15] sampling pattern. The HEALPix sampling pattern has several advantages over other tessellations, in particular, it does not discriminate by oversampling the polar region [16] . An example of the proposed method for capturing images on the hemisphere using the HEALPix sampling pattern is depicted in Fig. 1 . 
Hemispherical Harmonic Transform
A real valued bandlimited function f (γ p ) whose domain is the upper hemisphere of L 2 (S 2 ) may be represented by its hemispherical harmonic expansion as
where f (ξ p ) ∈ [0, 1] is a single pixel of the image data vector f (ξ p ). Once again we remind the reader that ξ p , p ∈ {0, . . . , n − 1} is the unit vector pointing at the angle of co-latitude θ p ∈ [0, π/2] measured down from the upper pole, and the angle of longitude φ p ∈ [0, 2π) is the parameterization of the unit hemisphere in spherical coordinates. In the above equation, it is assumed that the signal power for l > l max is insignificant, and l max is chosen such that aliasing does not occur. The expansion coefficients are calculated by
where H m l (ξ p ) is the real-valued hemispherical harmonic defined by
withP m l (x) being a shifted associated Legendre polynomial of degree l and order m, x = 2cos(θ p ) − 1, and
is a normalization constant [8] .
Eigendecomposition Algorithm
Our objective is to estimate the desired subspace dimension k, as well as the principal eigenimagesũ 1 , . . . ,ũ k of X such that ρ (X,ũ 1 , . . . ,ũ k ) > μ, where μ is the user specified energy recovery ratio. The first step in computing the desired subspace dimension k, as well as the principal eigenimages, is to construct the image data matrix X. As mentioned in Section 3, the HEALPix sampling pattern is used to capture images of the object in the upper hemispherical region (Fig. 1) . This sampling pattern is based on subdividing the sphere using the parameter N side , resulting in 2N side (3N side + 1) images captured from various aerial vantage points on the hemisphere [15] . Setting l max = 1.5N side − 1, the shifted Legendre polynomials will not alias on the hemisphere for N side > 1 and a power of 2. Furthermore, because the sampling pattern is isolatitudinal, the computation of the Legendre polynomials (which is the most computationally expensive portion in the HSHT algorithm) is minimal.
In this paper, we are using CAD generated ray-traced images, examples of which are shown in Fig. 2 (the CAD models were provided by [17] ). Once the image data matrix X has been constructed, we compute the matrix G whose i th row is the HSHT of the i th row of X, denoted from this point forward as HSHT(X). Note, the HSHT(X) may be computed quickly by pre-computing the hemispherical harmonics for different values of N side and storing them for later use. Even though the image data matrix X is hemispherically correlated (i.e., correlated in both θ and φ) as opposed to a single parameter, similar to [7] , the principal eigenimagesũ 1 , . . . ,ũ k of SVD(G) serve as excellent estimates to those of X. We now propose an algorithm for estimating the required subspace dimension k, as well as the principal eigenimages of X, based on a user specified energy recovery ratio μ.
HSHT Eigendecomposition Algorithm 
Compute SVD(H q ).
The key observation here is that H q contains q columns which is considerably less than the 2N side (3N side + 1) columns of X.
Steps 3 through 6.
Note that k ≤ q.
It should be noted that with the above truncation of l max , only (1.5N side ) 2 harmonic images are generated, as a result, it is not possible to recover 100% of the energy. While this may be viewed as a drawback in terms of image reconstruction, this is actually an advantage in terms of computational complexity. Furthermore, because subspace methods typically work well with a much smaller subspace dimension, and as a result less recoverable energy, this method has shown significant computational savings with little loss in performance. The actual amount of recoverable energy is dependant on the object; however for all 20 objects in Fig. 2 , over 92% of the energy was recoverable at N side = 8.
Experimental Results
The above HSHT eigendecomposition algorithm was tested on the objects shown in Fig. 2 . The parameter N side = 8 was used, resulting in 2N side (3N side + 1) = 400 images per object. The images were then both scale and intensity normalized to create the image data matrix X. Finally, the matrix G was computed condensing the image data set from 400 images to (1.5N side ) 2 = 144 harmonic images. The true SVD(X) was also computed for a ground truth comparison. Table 1 shows the mean, min, and max time required to estimate the subspace dimension k, and return the left singular vectorsũ 1 , . . . ,ũ k required to meet the user specified energy recovery ratio μ = 0.85 and μ = 0.9 for all objects in Fig. 2 . As can be seen from the table, the proposed algorithm results in an average speed up of 5.62 for μ = 0.85, and 4.65 for μ = 0.90 as compared to the direct SVD(X). In the table, all times are in seconds computed with MAT-LAB on a 2.13 GHz Intel dual core. The subspace dimension required for the proposed algorithm to meet the user specified energy recovery ratio μ = 0.85 and μ = 0.9 is shown in Fig. 3 . As can be seen in the figure, the estimated subspace dimension is typically not much larger than that computed by the direct SVD(X), specifically at the lower value of μ. 
Conclusions and Future Work
We have illustrated a computationally efficient algorithm for estimating the eigendecomposition of hemisphericallycorrelated images using the discrete hemispherical harmonic transform. The algorithm was then tested on a variety of 3-D objects with images captured from different vantage points around the hemisphere. In addition to significant computational savings as compared to the direct SVD approach, we have shown that the estimated subspace dimension is typically not much larger than the direct SVD approach. Future work will focus on validating the proposed algorithms on true 3-D objects rather than CAD models.
