Abstract-We present a framework for segmenting and storing filament networks from scalar volume data. Filament networks are encountered more and more commonly in biomedical imaging due to advances in high-throughput microscopy. These data sets are characterized by a complex volumetric network of thin filaments embedded in a scalar volume field. High-throughput microscopy volumes are also difficult to manage since they can require several terabytes of storage, even though the total volume of the embedded structure is much smaller. Filaments in microscopy data sets are difficult to segment because their diameter is often near the sampling resolution of the microscope, yet these networks can span large regions of the data set. We describe a novel method to trace filaments through scalar volume data sets that is robust to both noisy and undersampled data. We use graphics hardware to accelerate the tracing algorithm, making it more useful for large data sets. After the initial network is traced, we use an efficient encoding scheme to store volumetric data pertaining to the network.
INTRODUCTION
F ILAMENTS are common structures in biomedical imaging. Vascular trees are visible using many common imaging techniques such as MRI and CT, while cellular and subcellular structures are visible using microscopy [17] . The advent of new methods in high-throughput microscopy allows subcellular imaging on a much larger scale. These techniques create data sets that embed complex volumetric structures, such as neuronal and microvascular networks, consisting of vast numbers of interconnected filaments. These networks pose a unique problem in segmentation. The filaments are very thin and therefore must be imaged at a high resolution. In addition, they span large volumes of tissue. Volumetric data sets embedding comprehensive filament networks are therefore very large, even though the volume of the embedded network is often < 6 percent of the volume of the entire data set.
We present a framework for segmenting complex filament networks stored in volumetric data sets. We use a heuristic tracking method to create a model of the network. This model consists of filament centerlines, which provide an estimate of the internal medial axis of the network, including filament position and connectivity. We then use encoding based on Dynamic Tubular Grids (DT-Grids) [14] to store the volumetric data representing the network. In addition to providing significant compression, this technique can be used to eliminate data outside of the network, resulting in reduced noise and cleaner visualization. We show that our segmentation algorithm is highly parallelizable and can be run entirely on high-performance graphics hardware for fast results.
In this paper, we focus on segmenting data sets produced using high-throughput microscopy, since the structures embedded in these data sets are particularly difficult to segment using standard techniques due to their size and complexity. In particular, we will demonstrate our methods on data sets produced using Knife-Edge Scanning Microscopy (KESM) [9] and Array Tomography (AT) [13] . Both of these imaging techniques produce volumetric data sets embedding complex interconnected networks (Fig. 1) . We also test our algorithm on standard biomedical data sets by performing vessel segmentation in CT images and fibrin protein segmentation in confocal microscopy images.
PREVIOUS WORK
Many filament tracking algorithms are available for standard medical imaging applications such as CT and MRI image segmentation. An extensive review on the subject is given by Kirbas and Quek [8] . These focus on the segmentating large blood vessels, often using extensive image processing as an initial step [25] , [26] . Multiscale techniques [19] , [3] can be used for feature detection; however, most of the filaments in high-throughput microscopy data are thin, requiring the highest level of detail to resolve. This makes multiscale segmentation impractical since the resulting downsampling destroys filament information. Centerline detection [15] , [23] , and thinning [7] are generally based on selecting threshold values. These techniques work for high-contrast data; however, finding useful thresholds in high-throughput microscopy data is difficult since noise often causes misclassifications. These misclassifications result in topological errors in the resulting network centerline, as well as false positives due to oversegmentation. In addition, thin filaments often drop below the sampling resolution, creating gaps in thresholdbased segmentations (Fig. 1c) . Region growing approaches [21] , [16] require some initial surface, which is difficult to find given the complex topology of the embedded network. The methods that we describe in this paper could potentially be used as an initial condition for region growing approaches. Template matching methods [20] are robust in the presence of noise but require a large template library containing oriented templates at multiple scales. In addition, filter matching is performed on every voxel even though only a small percentage of the volume contains structural data.
Vector tracking algorithms [1] are effective for continuous structures with a well-defined surface but have trouble with low-contrast filaments or filaments with ill-defined or "fuzzy" surfaces (Fig. 1d) . Vector tracking methods also have some aspects in common with Lagrangian tracking methods used for flow visualization [18] and tractography in Diffusion Tensor MRI (DT-MRI) [2] . Although these methods perform particle-based vector tracking, they require an underlying vector field for particle advection. Our data sets contain embedded networks without an underlying flow field. We must therefore compute the path of these embedded filaments based only on scalar intensity information.
Many vessel tracking algorithms in the literature also take advantage of the tree-like structure of vessels. This assumption is applicable for MRI and CT, where only large vessels are imaged but is not true at the microscopic level where the capillaries form an interconnected network. The algorithm that we propose works for both cyclic and acyclic structures and has aspects in common with both tracking and template matching methods. Also, we do not require preprocessing of the image data.
FILAMENT TRACKING
We are given a 3D volume data set Ã of uniformly spaced samples of a biological specimen containing a filament network. The biological tissue is stained such that samples on the network exhibit one intensity value I n while samples outside the network exhibit some background intensity I b . The algorithms described here assume that I n > I b . Images with dark filaments can be handled with minor adjustments to the given cost functions, or by inverting the input images.
If the data set Ã represents an ideal image of the network, we could set a threshold value I t that specifies the boundary between the network and the surrounding tissue. However, the data set is generally corrupted by imaging artifacts and noise. These include artifacts caused by tissue preparation and staining. In addition, the sampling resolution is not always high enough to resolve all filaments in the network. We first create a model of the structure and connectivity of the filament network embedded within Ã.
We track individual filaments through the data set using a predictor corrector algorithm (Fig. 2) . We estimate the centerline of a filament by determining the path of a single particle, which we refer to as a tracer, over time as it moves down each filament. At any given time t, the tracer has three properties:
. The tracer position p t on the filament centerline. . A vector v t representing the estimated trajectory. . A radius r t defining the size of a template used to match the filament cross section. Given a tracer state at time t, we use an update algorithm that computes the next tracer state at time ðt þ 1Þ (Algorithm 1). The functions PredictPath, CorrectPosition, and EstimateSize are used to update the properties of the tracer over time. These functions are described in the following sections.
Algorithm 1
The predictor-corrector algorithm used to determine the next point along the axis of the filament.
Function TracerStep Input: 2 . A predictor-corrector algorithm. An initial prediction of the particle path (P) is made and the particle is advanced. A correction step (C) then refines the particle position to lie on the filament axis.
Predicting Trajectories
Given the current tracer properties, we specify a heuristic method used to estimate the new trajectory v 0 such that an estimate of the tracer position p 0 , where
lies close to the filament centerline. In order to find the optimal direction vector, we choose a series of vectors V ¼ ½v 0 ; v 1 . . . v n that lie within a solid angle of the tracer trajectory v t . We then select the vector v i that it is most closely aligned with the trajectory of the filament centerline.
For each vector, we take a volume sample S P ðx; y; zÞ starting at p t and oriented such that the z-axis for S P is aligned with the vector v i 2 V (Fig. 3) . We specify the cost function C pred , which is minimized when these conditions are met:
x;y;z wðx; yÞ S P ðx; y; zÞ À f template ðx; yÞ :
Here, f template ðx; yÞ is a template function, described below, and wðx; yÞ is a weight function used to limit sampling outside of the filament surface. Note that S P is the only function with a dependence on z. Thus, we consider S P to be a series of images of the cross section of the filament. These images are compared to a template and then summed in order to create an integrated image representing the difference between the filament cross section and the template. This integration process reduces the effects of artifacts and noise in the data set. The function f template ðx; yÞ is a user-specified template that matches the filament cross section. Most biological filaments have a cross section that is mostly circular. In cases where filaments have fine surface details, integration along v i tends to blur these details. Therefore, the filament cross section is generally well represented using a Gaussian template:
where G is a Gaussian function scaled to the range [0.0, 1.0] with a standard deviation equal to the filament radius. The weight function wðx; yÞ is used to eliminate bias from other nearby filaments. This weight function also makes C pred rotationally invariant along v i since the actual sample image S P is more easily collected as a cube. For wðx; yÞ, we use a circular Gaussian slightly wider than the template function. These functions are shown in Fig. 4 . An optimal direction estimate v 0 is selected by finding the vector v i with the lowest cost.
Position Correction
When moving the tracer along the estimated trajectory v 0 of the filament centerline, there is generally some error in the final position due to the finite number of vectors in V used for prediction. We correct the new tracer position by taking a second series of samples. We test a set of points P ¼ ½p 0 ; p 1 . . . p m that lie in the plane defined by p 0 with normal v 0 within distance of p 0 . For each point, we take another volume sample starting at p i 2 P in the direction of Àv 0 (Fig. 5 ). The cost function used to evaluate each sample point is given by
where S C is the volume sample for p i and Gðr t Þ is a Gaussian scaled to the range [0.0, 1.0] with standard deviation r t . The new tracer position is selected based on the position that maximizes the value of C corr . After the final position p tþ1 is computed, we set the tracer trajectory to the actual value
which takes into account the final position p tþ1 computed using both prediction and correction steps.
Template Radius
The final step in our tracking algorithm updates the radius r t of the template. Adjusting the size of the template is necessary to allow our algorithm to better match both the template and weight functions to the filament cross section. This limits sampling to a region local to the filament and is a key advantage of our algorithm over standard template matching. Instead of processing the entire data set, we consider only regions local to the network. Finally, this provides a rudimentary estimate of the filament radius, which we later use to extract filament information from the volume. Note that this estimate reflects a discrete estimate of how well the template size matches the filament, rather than an accurate measurement of the filament radius. Once the centerline for a filament is found, methods are available for more accurately computing the filament radius [10] . We estimate the new template radius by creating another series of volume samples of the region between p t and p tþ1 . We specify a series of radius values r ¼ ½r 0 ; r 1 ; r 2 . . . r n . For each sample radius r i 2 r, we compute the response of a template of radius r i using C pred (2) . The template size that provides the best response (lowest value of C pred ) is the new template radius r tþ1 . As described in Section 4, this value is used to dynamically adjust the size of the volume samples, template function, and weight function.
COMPUTATION ON GRAPHICS HARDWARE
Our tracking algorithm is significantly more efficient than template matching since sampling is limited to voxels near the network. Our heuristic also ensures that orientations and sizes close to those actually describing the filament structure and centerline are tested. However, creating the volume samples necessary for prediction, correction, and resizing requires that a small region of the data set be reconstructed and resampled. Together with the large number of volume samples required for accurate evaluation, this becomes the most computationally expensive part of our algorithm. Other vector tracking methods deal with this by imposing strict limitations on sampling. For example, Al Kofahi et al. [1] sample a limited number of points along the filament surface, which reduces stability when the surface is not well defined or contains sharp features (Fig. 1d) .
In this section, we show that testing the entire filament cross section can be performed efficiently using graphics hardware. Cost function evaluation and branch detection can also take advantage of the shader pipelines and rasterization functions available on modern graphics hardware. By performing the computation completely on the graphics card, we also avoid introducing bottlenecks caused by data transfer across the system bus.
Sampling
We take advantage of hardware-accelerated texture lookup and interpolation by loading the volume data to the GPU as a 3D texture. Samples are taken by creating a stack of quadrilaterals specified in texture space (Fig. 6a) . Each quadrilateral represents a single slice along the z-axis of the sample function S (Section 3.1). We then specify a texture matrix that transforms the points representing each quad to match the properties of the tracer ðp t ; v t ; r t Þ at each vertex (Fig. 6b) .
For efficiency, we precompute all of the vectors, points, and scales used for prediction, correction, and sizing, respectively. We then position stacks of quadrilaterals in texture space at the appropriate positions and orientations (Fig. 6c ). These prepositioned sample planes are then stored in three separate display lists, which can be rendered during the prediction, correction, and sizing stages. Sampling is performed by specifying a texture matrix describing the transformation to the current tracer state. We then render the appropriate display list for the prediction, correction, and sizing stages.
In order to facilitate the evaluation of cost functions, we store the results of the sampling stage in a 2D texture map. We do this by specifying geometric coordinates for each of the vertices in the prediction, correction, and sizing display lists. We specify these coordinates so that the quadrilaterals are rendered in a 2D array (Fig. 6d) . We store each z-slice of the volume sample as a row in the texture while each vector ðv i Þ, point ðp i Þ, or template radius ðr i Þ is stored as a column.
Cost Function Evaluation
After rendering the samples to a texture, we use the render target to evaluate the cost function for each step of the tracking algorithm. The final result of each cost function is calculated in four passes:
. Render the sample geometry to a texture (Section 4.1). . Evaluate the cost functions using a fragment program. . Integrate the result for each sample using a reduction operation. . Copy the final cost values from the GPU.
As an initialization step, we precompute both the template and weight functions and store them as textures ( Figs. 4b and 4c) . After rendering the samples, we evaluate the cost function inside the summation [(2) and (4)]. We use a fragment program to perform this computation on every pixel in the sample texture and store the result in a new texture. We then use a multistep reduction operation [6] to integrate the pixel values representing each sample. The output of the reduction is a vector of values, each representing a result of the cost function for each sample.
Branch Detection
We determine network connectivity based on the proximity of two filament centerlines and their associated diameter. As each filament is tracked, we build a line strip from the history of all tracer positions. This line strip represents the centerline of the filament. After each filament is completely tracked, the centerline is added to a display list representing the entire network. As we track each subsequent filament, we check for an intersection with the existing network.
At each time step, we create an orthographic view volume between positions p t and p tþ1 along z, with x and y extents equal to the tracer radius r t . We then render the network display list. Any rendered geometry that is not culled by the viewport transformation indicates an intersection between the current filament and the rest of the network. We then search through all filaments to find the exact branch point. Although we test for intersections at each time step, this operation can be performed quickly using the OpenGL selection buffer [24] . We perform the more complex search through all filaments only if an intersection with the network is detected.
Simulation
We now consider parameters that influence the effectiveness of our algorithm on a data set. As is the case with Lagrangian tracking techniques using particle advection, the time step Át affects the stability and accuracy of our algorithm [(2) and Algorithm 1] . Note that we are using an implicit predictor-corrector method for advancing the tracer position, so our choice of Át is less constrained than for explicit (prediction only) integration. We set 0 < Át 1.
Values of Át > 1 should be avoided since this would advance the tracer across regions of a filament that have not been sampled.
Another important set of parameters specify the resolution of the volume samples. Provided that the resolution in the xy-plane is large enough to represent the filament cross section (% 10 pixels), this has little effect on the tracking results. The z-axis resolution, however, is an important consideration. This value is dependent on the noise in the data set and the smoothness of the filament surface. Increasing the value provides more integration along the filament length and, therefore, more accuracy in noisy data, at the expense of greater sampling and evaluation time. High-contrast blood vessels with smooth surfaces required only two sample planes while we used up to z ¼ 5 for fluorescence data in AT (Figs. 1b and 1d) .
The depth of the volume sample, representing the length of the filament along which the sample is integrated, depends on the average filament curvature. We used a smaller depth for high-curvature KESM microvascular filaments and Lung CT while longer samples were used to track networks containing low-curvature filaments found in AT, fibrin protein, and neuron data sets (Section 6). An overview describing how our parameters affect the tracking results is given in Section 6.1.
Stopping Conditions
The large size of high-throughput data sets and the memory constraints on graphics hardware limits our data size to 512 3 voxel blocks. We therefore stop tracking when filaments reach the edge of the data set. If larger data sets are desired, we break them into multiple blocks that are tracked separately and joined at the interface.
Some types of networks, such as neural networks, have filaments that can terminate. In other cases, a filament may no longer be trackable due to noise over an extended region or because it has dropped below the sampling resolution. We end tracking by constraining the template radius r t to some minimum value. When a filament in the data set terminates, the template shrinks below the specified threshold. Tracking also stops at filament intersections as mentioned in Section 4.3.
Seed Point Selection
We begin tracking from initial values of p 0 , v 0 , and r 0 . We set these seed points using a method similar to the one proposed by Al-Kofahi et al. [1] . The data set is projected onto a plane and seed point positions are placed based on a conservative threshold and projected back into the data set. Based on the seed point position, the initial tracer state is set using a two-step process:
. The position is refined and the initial orientation and size are determined using a single prediction, correction, and sizing step. Although p 0 can be altered during the correction step, it is not moved along the predicted direction. . Two tracers are created with identical position and size but with opposite trajectory (v 0 and Àv 0 ). This produces a list of tracers, where there are two tracers for each seed point. We iterate through this list, tracking each associated filament. In order for the data set to be fully tracked, every segment must contain a seed point. If a segment contains more than one seed point, successive tracers will immediately detect the resulting centerline geometry and terminate (Section 4.3). This termination requires less than 6 ms on average to compute.
DATA STORAGE
Our tracking algorithm produces a graph representing the structure and topology of the embedded network. We now show how this graph is used to classify volumetric data associated with the network. We then compress the network data, taking advantage of the small volume of the network relative to the embedding data set Ã. This also allows us to eliminate excess noise, improving the quality of volumetric visualizations. In addition to classifying each voxel as inside or outside of the network, we also associate each voxel with a single filament.
Network Bounding Volumes
We first determine if any given voxel is part of the network. We use an implicit representation of the network based on the information acquired during tracking (Section 3). Given the traced network, we create a bounding volume that allows us to classify each voxel. This bounding volume is based on the tracked filament centerlines and the template radius. In most cases, the template radius provides an upper bound on the filament radius. In extremely noisy data sets where the filaments contain sharp surface features, the user may have to add an additional scale factor to increase the radius of the bounding volume around the filament.
One possible representation for the bounding volume is an L-Block Structure [11] . This structure uses a series of Axis-Aligned Bounding Boxes (AABBs) placed along each filament. The voxel data stored inside the AABB can be inserted or extracted from the original image without resampling. The overhead for an AABB requires a single position and size along each axis.
Consider a single filament segment specified by two points p n and p nþ1 with radii r n and r nþ1 . A filament segment is guaranteed to be bounded by an AABB around two spheres, each positioned at points p n and p nþ1 with radii r n and r nþ1 , respectively (Fig. 7a) . As each segment is bounded, however, the L-Blocks overlap significantly (Fig. 7b) . Redundant information in L-Blocks is eliminated using a time-consuming iterative refinement algorithm [4] . In addition, L-Blocks are designed for archival storage and do not allow random access.
A tighter bound can be constructed using a series of truncated generalized cones (TGCs) [5] . Each TGC is defined by two adjacent points along a filament. The TGCs are connected end to end with the caps oriented by the direction of neighboring line segments:
where a, b, and c are three consecutive points on the medial axis of a filament. The radius of each end cap at point p n is equal to r n (Fig. 9 ).
Once we have constructed a linked series of TGCs for each filament, we determine if a point is inside the bounding volume by implicitly defining the region within a TGC. Assuming that there is a point p x under consideration, we determine if the point lies within the TGC specified by the end caps ðp n ; n n ; r n Þ and ðp nþ1 ; n nþ1 ; r nþ1 Þ, where p n is the point at the center of the end cap, n n is the end cap normal calculated from (6) , and r n is the end cap radius. We first find the plane that passes through points p x , p n , and p nþ1 with normal (Fig. 8a )
For each end cap, we find the end point of the line segment that represents the intersection of the end cap with the plane (Fig. 8b ):
If p x lies within the polygon formed by ðp n ; p r;n ; p r;nþ1 ; p nþ1 Þ, it is also within the TGC. We now determine if a point is part of a filament by testing the point against every TGC for every filament in the network. We accelerate this by computing an AABB around each TGC using the position p n , normal n n , and radius r n of each end cap. Since the end cap is circular, we compute the minimum and maximum extents of the end cap n along any axis. This equation for the x-axis is
where X ¼ ½1 0 0. The position and size of the AABB along the x-axis are computed using AABB X;pos ¼ minðAABB X;n ; AABB X;nþ1 Þ; ð10Þ AABB X;size ¼ maxðAABB X;n ; AABB X;nþ1 Þ À AABB X;pos :
By snapping each AABB to the embedding function Ã, we compare only voxels within an AABB with the associated TGC. We then label each voxel as either inside or outside of the network. We can also classify each voxel with its associated filament. 
Encoding
The volume of an embedded network is usually much less than that of the entire data set. We can therefore reduce the amount of space used to store the classified network by encoding each voxel into a space-saving data structure. In addition to acting as a bounding volume, L-Blocks (Linked AABBs) are efficient for storage. However, they must be uncompressed to a regular grid in order to allow random access. The most common structure for storing sparse 3D data is the octree. However, octrees are inefficient for spacefilling volumetric structures. We instead use a DT-Grid [14] . This is a run-length encoding method for storing sparse volumetric data and has been shown to provide more compression and faster random access than octrees. DTGrids provide significant compression by eliminating empty space between volumetric structures. Further details can be found in the paper by Nielson and Museth [14] .
RESULTS
We have tested our algorithm for tracking filaments in both high-throughput and standard biomedical data sets:
. AT: High-throughput microscopy data set containing neural networks. These filaments are difficult to segment using standard techniques because they have an ill-defined surface, nonuniform intensity among filaments, uneven distribution of stain through the filaments, and standard imaging noise (CCD, photon shot, and camera noise; Figs. 15a and 1a) . . KESM vasculature: High-throughput microscopy data set containing cellular and vascular data. Filaments are low contrast and have high curvature. Thinning and isosurface segmentation results in oversegmentation due to cellular structures outside of the network while the high curvature and lowcontrast of the vessels makes standard vectortracking impractical (Figs. 16 and 10 ). . KESM neurons: High-throughput microscopy data set containing neural networks. These filaments frequently drop below the sampling resolution of the microscope, resulting in frequent gaps in the network. The very low contrast and gradual changes in intensity also makes it impossible to select an isovalue or transfer function that completely classifies the network (Fig. 17) . . Lung CT: Standard biomedical data set with complex structure. This data set is high contrast and contains very little noise; however, the filaments are short and have high curvature (Fig. 15b) . (i) ) sample only the surface, which is often ill defined in AT data sets while our tracking method ((e) and (j)) samples the entire filament cross section.
. Fibrin: Data set imaged using confocal microscopy. These filaments are low curvature but frequently drop below the sampling resolution (Fig. 19) . The images also contain artifacts, such as CCD noise, commonly found in confocal imaging.
Tracking
We first track each data set using the methods described in Sections 3 and 4. Using the AT data set, we provide a qualitative comparison of our tracking method with thinning [7] , filtering, and vector tracking using only surface sampling (Fig. 11) . Thinning algorithms have difficulty with noisy data and produce topologically incorrect skeletons with several extraneous segments due to oversegmentation of the original isosurface. These artifacts can be reduced using filtering techniques, such as the median filter; however, this is time consuming and causes additional breaks in filaments that are near the sampling resolution. Finally, previous methods sample only the filament surface, which is ill defined due to highfrequency surface features, noise, and nonuniform staining.
We also provide an overview of how our tracking parameters affect the resulting centerlines (Fig. 12 ).
GPU Speedup
We have implemented both CPU and GPU-based algorithms for comparison. We consider only the prediction step, which requires the most samples. We also compare our full GPUbased algorithm to an implementation using multiple CPU cores. The linear speedup reflects the high level of parallelism. We feel that this is an important result, showing future means of speedup for large data sets since we do not expect processor speed to increase at an appreciable rate. We compare four implementations in Fig. 13 :
. CPU-based implementation (single core);
. CPU-based implementation (quad core);
. CPU-based evaluation (GPU performs sampling);
. GPU-based implementation.
The majority of time on all hardware tested is spent interpolating samples. As expected, using the GPU for sampling provides the largest factor of speedup. When using graphics hardware for sampling and the CPU for evaluation of the cost function, the transfer of data across the bus is the major bottleneck. When the GPU is fully utilized, performing all computation on the graphics card provides around a 4Â to 5Â speedup over only using the GPU for sampling (and a 20Â speedup over the single CPU implementation). As the number of fragment processors increases, we expect this factor to become larger.
We provide a breakdown of the time required to sample a 512 3 KESM vascular data set ( Table 1 ). The data set and resulting centerlines are shown in Fig. 10 .
Compression
After tracking and classifying the network, we compare the memory required to store the classified data using L-Blocks and DT-Grids against that for the original uniform grid (Fig. 14) . In addition to providing better compression in all cases, DT-Grids allow random access into the data set and avoid storing redundant data. In all cases, a large percentage of the data representing the space between filaments was culled using the TGC bounding volume (Table 2) .
We compare results using volume rendering to display KESM data both before and after filament tracking and encoding. Segmentation of the underlying network allows us to cull noise and excess data from the visualization, providing higher quality images describing network structure (Fig. 16) . The underlying structure of the network also allows us to extract volume data associated with specified filaments. After tracing a large block of cellular data, we select an individual cell for visualization (Figs. 17a and 17b) . (Fig. 10) The total time required to track the data set is given (left) along with an average breakdown of the operations required for a single tracking step (center). Further breakdown of an average prediction step is also shown (right). We also show an example of segmented and traced AT and Lung CT images (Fig. 15) .
Since each threaded series of blocks contains all of the volumetric data necessary to reconstruct the filament, individual filaments or filament networks can be rendered independently of the rest of the data set. This is done by selecting a single node and traversing the network in a breadth-first fashion (Fig. 18) . This technique can also be used to locate independent networks by expanding a network until all valid nodes are reached. We use this to extract individual cells in neuronal populations (Fig. 17c) as well as individual connected components in spinal cord microvasculature scanned using KESM (Fig. 20) .
CONCLUSIONS AND FUTURE WORK
In this paper, we propose a framework for segmenting filament networks from volumetric data sets produced using high-throughput microscopy, enabling more effective visualization and analysis. This allows us to visualize structures, such as fine surface details, that would not be visible by rendering the filaments as imposters [12] or streamlines [22] . Our main goal is to provide a fast and automated segmentation algorithm, making it possible to classify volumetric data associated with a complex network in large data sets. Finally, we have shown that our framework is general enough to work with data sets from more standard forms of medical imaging.
Our tracking algorithm gains significant benefits from the parallelism in modern graphics hardware, particularly through the use of GPU texture units for sampling. We can gain further efficiency by limiting the number of samples taken based on a priori knowledge of our data set. For example, the medial axis of a blood vessel tends to curve less as the radius of the vessel increases. We could therefore reduce the number of samples taken as the vessel radius increases. Since our samples are stored in a display list, it would be inefficient to do this for every filament. We could, however, sort seed points and trace them in order of ascending radius. This would allow us to increase the number of samples at a finite number of intervals while tracing an entire data set. Although these algorithms provide a basis for segmenting and analyzing filament networks, we have not addressed methods for dealing with errors in the network structure. For example, our algorithm determines network connectivity based on proximity, which is not always an accurate method. An intersection in a network made up of several neurons could represent a branch in a single neuron, a synaptic connection between two neurons, or two filaments passing close to one another.
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