ABSTRACT Software Defined Networks (SDN) is an emerging network architecture. It is shown that SDN can be deployed in a variety of small size networks, such as personal area networks and local area networks. Nevertheless, the deployment of SDN in large scale networks, such as wide area networks, raises a lot of concerns. In these scenarios, SDN relies on traditional hop-by-hop forwarding scheme which may lead to performance degradation due to heavy control traffic incurred and flow tables over-consumption. Source routing can be utilized to reduce control traffic and flow table consumption by installing only one flow table entry in the ingress switch and encoding complete routing path of a particular flow in the packet header. However, it will lead to severe bandwidth overhead which may also degrade network performance. In this paper, we propose an efficient forwarding scheme called Arbitrary Jump Source Routing (AJSR), which makes use of MPLS-based source routing. AJSR aims to achieve a trade-off between the control traffic overhead and the bandwidth overhead by dividing the complete routing path of a particular flow into arbitrary length sections and distributing these sections at different switches along the flow's routing path. To find the most suitable flow entry placement scheme, we formulate the flow entry placement problem as an optimization problem and present a dynamic programming solution with the objective of maximizing the overall cost saving. Through simulation experiments, we find that AJSR can effectively achieve a trade-off between the control traffic overhead and the bandwidth overhead.
I. INTRODUCTION
Software Defined Networking (SDN) is an emerging network architecture which relies on the separation of control and data planes. This separation enables the network operators to gain a flexible and fine-grained control over the network elements. Nowadays, research and industry communities have deployed SDN into several modern wide area networks (WANs), such as B4 [1] and Open Science, Scholarship and Services Exchange (OS3E) [2] , where more flexible control operations and lower cost can be achieved. However, there are some drawbacks raising many concerns.
As the most influential technology in SDN, OpenFlow uses flow entries to implement network functions. To match incoming packets and intricate forwarding rules as fast as possible, the forwarding table at each switch is normally implemented by ternary content addressable memory (TCAM) [3] , which is an extremely expensive and power-hungry resource. So, the capacity of forwarding tables is typically limited to several thousands. There are evidences that the network throughput will be decreased with a limited flow table space [4] . Moreover, as a flow is routed hop-by-hop along its routing path, all the intermediate switches have to maintain forwarding information state on these intermediate switches. It will be a heavy burden for the controller to manage the forwarding state on each switch along the path for every flow. Furthermore, WANs span large distances which inevitably introduces control traffic propagation delay. This will become a major contributor to the network convergence time, and finally affects the overall performance of the network.
Source routing is a technique which aims to reduce control traffic and flow table consumption. In source routing, the ingress switch specifies the routing path that a packet should be forwarded through the network in the packet header. Recently, a Multi-Protocol Label Switching (MPLS)-based forwarding scheme was proposed in Software Defined Wide Area Networks (SD-WANs) [5] - [7] , where the controller installs one flow entry in the ingress switch to encapsulate an ordered list of labels denoting the complete forwarding path in the packet header. The other intermediate switches perform MPLS label based forwarding without flow entry matching. Therefore, MPLS-base forwarding scheme reduces control traffic and flow table consumption. However, this forwarding scheme leads to serious bandwidth overhead because extra MPLS labels are appended to the packet header, hence the overall performance may be degraded.
In this paper, we propose an efficient forwarding scheme called Arbitrary Jump Source Routing (AJSR). AJSR takes advantages of MPLS-based forwarding scheme. It is intends to achieve a trade-off between the control traffic overhead and the bandwidth overhead by dividing the complete routing path of a particular flow into arbitrary length sections and distributing these sections at different switches on the flow's routing path. In order to find the most suitable flow entry placement scheme, we formulate the flow entry placement problem as an optimization problem and present a dynamic programming solution with the objective of maximizing the overall cost saving. Through simulation experiments, we find that AJSR can effectively achieve a trade-off between the control traffic overhead and the bandwidth overhead.
The main contributions of this paper are listed as follows: Firstly, we summarize the existing hop-by-hop forwarding scheme (OpenFlow), MPLS-based forwarding scheme and JumpFlow, and analyze their advantages and disadvantages. Inspired by JumpFlow's flow entry placement scheme, we propose AJSR, a MPLS-based forwarding scheme which achieves a trade-off between control traffic overhead and the bandwidth overhead by dividing the complete routing information into arbitrary length sections.
Secondly, we formulate the flow entry placement scheme problem and solve it with a dynamic programming solution by properly selecting the number and the placement scheme of flow entries.
Finally, we evaluate the proposed AJSR algorithm against hop-by-hop and MPLS-based forwarding scheme in a real switch-level WAN topology with a real traffic pattern. Experiment results show that AJSR can effectively achieve a trade-off between control traffic overhead and the bandwidth overhead in SD-WANs.
The rest of the paper is organized as follows. Section II reviews the related work. Section III introduces the problem background and discusses the motivation for this paper. Section IV models the problem and presents a dynamic programming solution. Section V presents the performance evaluation. Section VI concludes the paper.
II. RELATED WORKS
After achieving a great success in local area networks (LAN), the research and the industry communities are trying to deploy SDN in large-scale networks. Google first deployed SDN into the private WAN connecting their private data centers distributed worldwide, which is called B4 [1] . Internet2 has also deployed a 34-node SDN across the US to support advanced scientific research called OS3E [2] . The success of B4 and OS3E proved the feasibility of deploying SD-WAN, however there are still some concerns before it can be widely adopted.
Among these problems, the most important one is the limitation of flow table space. Cohen et al. [4] concentrate on maximizing global network flows, in environments where the size of the forwarding table in the network is limited. They formulate this problem as an optimization problem and present approximation algorithms for it. There are some researches present flow entry placement schemes that solve the flow table space limitation problems. They argue that the load of flow table is unbalance among the switches in the network. They put forward to efficiently use the TCAM resource on each switch by decomposing a large flow table into small pieces and distributing these small flow tables across the network, while preserving the overall SDN policy semantics [8] , [9] . These flow entry placement schemes is helpful to balance the size of flow tables across the network, and may reduce the total number of flow entries by sharing some of them with other connections. But these schemes result in unwanted packet traveling inevitably, which may raise security problems. Moreover, decomposing the flow table is a hard problem [8] .
Source routing has gained attention as it can reduce the redundancy of flow table. Mourad Soliman et al. [5] use source routing as an alternative to hop-by-hop forwarding scheme in a SD-WAN production deployment. He addresses the performance impacts problem caused by increasing the number of network elements and reducing the sensitivity in performance due to controller placement. As an alternative source routing based solution, Segment Routing (SR) has been recently proposed to provide traffic engineering (TE) by simplifying control plane operations [10] , [11] . Clarence Filsfils et al. [12] introduce the SR architecture, describe its related ongoing standardization efforts, and review the main use-cases envisioned by the network operators. The works in [13] , [14] propose two experimental implementations of SR respectively with an OpenFlow-based controller and with a Path Compute Element (PCE)-based controller.
In source routing, the forwarding path is required to be encapsulated in labels, such as MPLS and Virtual Local Area Network (VLAN) tag. As these labels cause bandwidth overhead, reducing or eliminating this overhead becomes a very interesting problem. SwitchReduce is a system aiming to reduce switch states and controller involvement in OpenFlow networks [15] . Sarvesh Bidkar et al. [16] , [17] proposed Hierarchical Segment Routing (H-SR), which is a SR implementation for Carrier Ethernet networks to improve scalability of segment routed networks based on a hierarchical segment routing framework. With H-SR, the network is divided into clusters and specific swap nodes are selected within every cluster. The swap node works as an intermediate node, which breaks the complete route into sub-routes and limits the number of labels. However, swap nodes selection depends largely on the network topology. Alessio Giorgetti et al. [18] propose two algorithms, Segment Routing Reverse (SR-R) and Segment Routing Direct (SR-D), for SR label stack computation of strict routes that guarantee minimum label stack depth. Nonetheless their algorithms only support node label. JumpFlow is a forwarding scheme that uses the available VLAN identifier (VID) in the packet header to carry routing information [20] . In order to achieve low and balance flow table usage, this paper formulates and solves the flow entry placement problem. JumpFlow eliminates the bandwidth overhead. However, JumpFlow has many drawbacks and is unsuitable to be deployed in SD-WAN which we will further discuss in section III.
III. BACKGROUND AND MOTIVATION A. HOP-BY-HOP FORWARDING
Hop-by-hop forwarding scheme is the simplest scheme which is commonly used in various networks to forward packets. In OpenFlow enabled networks, it works as follows: whenever a new flow arrives at an ingress switch of the network, the switch sends a flow setup request to the controller as it has no corresponding flow table entry; the controller accepts the request and calculates a routing path for the flow. Then flow entries are installed in every switch on that path. The flow will then be forwarded hop-by-hop to the destination according to the flow table entries. An example of this hop-by-hop forwarding scheme is depicted in Fig. 1 . The hop-by-hop forwarding scheme introduces huge redundancy in flow tables and heavy communication traffic load between the controller and switches. For a single path, the controller must install flow entries in every switch along the path. Moreover, each packet must take flow table entries matching operation and execute corresponding actions in every intermediate switch, which leads to a considerable forwarding latency. This forwarding latency may be unacceptable in some real time networks.
B. MPLS-BASED FORWARDING
In traditional MPLS-based forwarding scheme, when a packet enters an ingress switch, the switch sends a flow setup request to the controller as it has no corresponding flow table entry. Then the controller accepts the request and calculates a routing path for the flow. Finally, the controller install a flow entry in the ingress switch, all the MPLS labels which indicate the forwarding ports will be added to the packet header. Intermediate switches forward the packet to the next hop according to the port number encapsulated in the label until the packet reaches its destination [21] .
FIGURE 2. MPLS-based forwarding scheme.
An example is shown in Fig. 2 . In this scheme, controller only installs one flow entry in the ingress switch for every flow. Comparing with the hop-by-hop forwarding scheme, the flow table redundancy, the communication traffic load between the controller and the switches and the forwarding latency can be reduced significantly in MPLS-based scheme. However, each packet needs to encapsulate multiple MPLS labels. The longer the path, the more labels are encapsulated in each packet's header. As one MPLS label consumes 32 bits, the bandwidth waste will be quite severe for flows with long path. In Fig. 2 , the number of MPLS labels introduced per packet is 4 + 3 + 2 + 1 = 10. As each MPLS consumes 32 bits, there are typically some flows contain hundreds or even thousands of packets, the overhead is quite severe [19] .
C. JumpFlow
Comparing with traditional MPLS-based forwarding scheme, JumpFlow [20] avoids the bandwidth overhead by leveraging the available information fields in the packet header to carry routing information, such as the VID field. With JumpFlow, the complete routing information is divided into several sections, and these sections are distributed at different switches on the flow's routing path. It achieves low and balanced flow table usage by proper flow entry placement scheme. An example is shown in Fig. 3 .
However, carrying routing path in VID field is unpractical in SD-WAN. First, all the switches must support IEEE 802.1Q Standard. However, telecom operators usually rely on the VID field to achieve network service division [22] , [23] . Encapsulating routing path in VID field will destroy the network architecture. In addition, core switches in wide area networks usually have hundreds or even thousands of ports. The limitation of 12 bites VID field space will make JumpFlow meaningless in these networks. For example, switches in B4 have 128 ports, only one hop can be encoded in VID field. Further, intermediate switches are reuqired to modify the packet header, which imposes more complexity in switches. At last, deploying JumpFlow in networks where the port number of switches are different are difficult and inefficient. It may leads to serious scalability problem.
IV. AJSR FORWARDING ENTRIES PLACEMENT SCHEME
In this section, we will explain our AJSR flow entry placement scheme in detail. Firstly, in section 4.1 we will show the basic idea of AJSR; then, in section 4.2, we will formulate the flow entries placement problem; at last, a dynamic programming based solution is proposed and proved in section 4.3.
A. OVERVIEW
Inspired by JumpFlow's flow entry placement scheme, we propose AJSR. AJSR differs from JumpFlow in the following three aspects: Firstly, JumpFlow aims to achieve a low and balanced flow table usage. However, AJSR is intended to achieve a trade-off between control traffic overhead and bandwidth overhead.
Secondly, AJSR can carry arbitrary number of forwarding information. Limited by the 12-bits VID field, the maximum number of hops a JumpFlow packet can carry is [ 12 log 2 (n) ], where n denotes the number of switch ports. It is unsuitable for SD-WANs with large n values.
Finally, AJSR leverages MPLS labels to carry routing path. Carrying routing path in MPLS labels brings a lot of advantages. On the one hand, there is enough space in MPLS labels to encode the port of any switch. Switches only need to perform MPLS label pop, push and read operation on each packet. There is no requirement to modify the packet. On the other hand, forwarding information of each hop is encapsulated in MPLS labels separately. This will solve the inefficient path encoding and decoding problem when the network switches are heterogeneous with different number of ports. The disadvantage with carrying routing path in MPLS labels is the bandwidth overhead introduced by appending multiple MPLS labels to the packets. Nevertheless, the bandwidth overhead can be significantly reduced by adopting a suitable flow entry placement scheme, as will be detailed later in this section. Comparing Fig. 2, and Fig. 4 , we can find that it is efficient to reduce the bandwidth overhead by introducing some flow table entries. As Fig. 4 shows, along the path, 1 + 0 + 1 + 0 + 1 + 0 = 3 MPLS labels are introduced for each packet. This overhead seems acceptable. Since AJSR allows packets to carry arbitrary numbers of MPLS labels, different flow entry placement scheme can result in different bandwidth overhead. Taking Fig. 4 and Fig. 5 as a pair of comparison, the controller installs the same number of flow table entries but in different schemes in switches along the same path. The total MPLS overhead in Fig. 5 is 3 + 2 + 1 + 0 = 6, while the total overhead in Fig. 4 is 3 .
Therefore, the flow table entry placement scheme plays a key role in narrowing the bandwidth overhead. Hereafter, we will solve these problem by formulating the flow entry placement problem as an optimization problem with the objective of maximizing the overall cost saving. The goal of AJSR is to achieve a trade-off the control traffic overhead and the bandwidth overhead for a specific path.
B. PROBLEM MODELING
We are given a directed graph G = (V , E), where V and E are sets of switches and directed links in the network. There is a link cost c(e) for each link e between two switches, and a link cost d(e) for link e between the controller and a switch. We define a path P between source and destination denoted as a vector P = s 1 , . . . , s J , where s i (1 ≤ i ≤ J ) is the i-th switch on path P and J is the length of the path. We now formulate the flow entry placement scheme on path P between the source and the destination. The flow entry placement scheme can be formulated as a ordered set F = {f 1 , . . . , f r }, where 1 ≤ f 1 < f 2 < . . . < f r ≤ J is the index of the contact switch on path P. We call a switch is a contact switch if it loads a section of routing path for a flow. As the ingress switch must be a contact switch, for every flow entry placement scheme we always have f 1 = 1. For example, the flow entry placement scheme in Fig. 5 
(1)
To model the routing information for a flow on a specific path P, we first define a vector K = k 1 , . . . , k J , where
is the number of MPLS labels switch s i can add to the packet. Moreover, as the controller has the overview of the network, for any flow entry placement scheme F the controller can always calculate a K corresponding to it to make sure that the packet will be routed to the corresponding destination. Note the egress switch also needs to forward the packet to the host. Therefore, for a packet on path P, there must be forwarding information on every switch to keep the packet forwarding. For a specific path P, k m can be determined as
where J is the length of the path P and 1 ≤ m ≤ J . For example, the number of MPLS labels can be added on each switch in Fig. 5 is denoted as K = 0, 0, 3, 0, 0, 0 . Now, we will formulate the bandwidth overhead saving by installing a flow entry on s i of path P. In this paper, we use the total number of bits introduced on the path P by the MPLS labels to measure the bandwidth overhead of P, and the bandwidth overhead reduction after installing a flow entry on ith switch as the bandwidth overhead saving BOS(i).
Take Fig. 6 as an example, introducing a flow entry on switch S3 reduces the the number of MPLS labels from 5 + 4 + 3 + 2 + 1 + 0 = 15 to 1 + 0 + 3 + 2 + 1 + 0 = 7. After introducing a flow entry on S3, the complete routing path is divided into two sections. It is easily to found out that by adding a contact switch in a section, the bandwidth overhead saving only happens on links before the switch in this section.
We now formulate the bandwidth overhead saving on path P = s 1 , . . . , s J . Let s 1 be the ingress switch or upstream contact switch, s J is the last switch on this path and others are intermediate switches along the path. The flow entry placement scheme is initialized as F = {1}. As described earlier, flow table entry can direct packets to its next hop. Therefore, if a flow entry is placed on the f x -th switch of this path, the reduction of the MPLS labels on each link before the f x -th switch can be calculated simply through
As each MPLS label consumes 32 bit, if we further consider the link cost between two switches, the bandwidth overhead saving BOS(f x ) is given by
where
denotes the total link cost from the last contact switch to switch f x , c(t) denotes the cost of the t-th link on the path P, A denotes the number of packets of a flow. We formulate the control traffic penalty CO(f x ) as the total bit number of control traffic introduced by placing a flow entry on the f x -th switch on the path P. As every flow entry install instruction has a fixed size M . If we further consider the link cost between the switch and the controller, the control traffic penalty CO(f x ) can be denoted as
After formulating the bandwidth overhead saving and control traffic penalty, the overall cost saving C of placing a flow VOLUME 5, 2017 entry on the f x -th switch on the path P is given by
Thereby, for a flow entry placement scheme F = {f 1 , . . . , f r } on the path P = s 1 , . . . , s J (1 = f 1 < f 2 < . . . < f r ≤ J ), the overall cost saving is given by
It represents the benefits by adopting a specific flow entry placement scheme. Our objective is to find a flow entry placement scheme F = {f 1 , . . . , f r } in a subset of nodes of a specific path P that maximizes the overall cost saving, thereby minimizing the total cost.
C. DYNAMIC PROGRAMMING SOLUTION
To simplify the analysis, we first provide a generalized definition of the problem. The flow entry placement problem is simply an J-optimization problem with the objective of maximizing the objective function cost(J : f 1 , . . . , f r ). In the following, we will develop a dynamic programming algorithm to solve this problem. Theorem 1 will prove that the J-optimization problem must contain optimal solutions to some subproblems.
Theorem 1: There is a path P = s 1 , . . . , s J in the network. Suppose r > 1 and F = {f 1 , . . . , f r } is an optimal solution to an J-optimization problem. On the same path there is an flow entry placement scheme U = {u 1 , . . . , u r } which is an optimal solution to the (f r −1)-optimization problem. Then {u 1 , . . . , u r , f r } is also an optimal solution to the J-optimization problem. In Appendix, we show how Theorem 1 is established.
We need the following definition before presenting the recurrences for dynamic programming. According to Theorem 1, we can conclude that if L m > 1,
Hence, we can check all the possible locations of f r and select the one that maximizes the objective function. Therefore, the flow entry placement problem can be solved by dynamic programming with these recurrence. The detail of the algorithm is shown in Algorithm 1.
Algorithm 1 Dynamic Programming Solution
Input: The path P = s 1 , . . . , s J ; flow table usage L P = l 1 , . . . , l J ; link cost LC P = lc 1 , . . . , lc J ; Output: The flow entry placement scheme F = {f 1 , . . . , f r }; Initialize:
V. EXPERIMENT AND EVALUATION
As JumpFlow is unpractical to be deployed in SD-WAN, which we have already illustrated in section III. In this section, we evaluate the performance of MPLS-based forwarding scheme, hop-by-hop forwarding scheme and AJSR in OpenFlow enabled networks respectively. In MPLS-based forwarding scheme, when a new flow enters into the network, the controller only installs one flow entry in the ingress switch, the complete routing path is encapsulated to the packet header. In hop-by-hop forwarding scheme, when a new flow enters into the network, the controller installs one flow entry on each switch along the path. In AJSR, when a new flow enters into the network, the controller installs one flow entry on each contact switch according to the entry placement scheme described in section IV.
A. EXPERIMENT SETTINGS
In the following simulations, we use a real switch-level WAN topology with a real traffic pattern. The topology is a part of China Education and Research Network (CERNET). It contains 41 switches and 258 unidirectional links. The topology is shown in Fig. 7 [24] . All the switches are homomorphism, the number of switch ports is 128 and the each switch can hold 20000 flow entries. The controller communicates with switches through OpenFlow 1.4. For each flow in our simulation, the source switch is selected according to the traffic pattern. But the destination is chosen randomly. Between the source and the destination, a shortest path is calculated according to the link cost. We run our simulation 200 times. In each simulation, the operation time is divided into 20 time slots evenly. In each time slots, the flow arrival rate is fixed and driven by a Poisson distribution. To simplify our experiment, we assume a centralized controller is placed at node Beijing. Link cost is configured according to the distance, and no flow will get expired during simulation. Although it is impossible to know the packet number of a flow when it first arrives the ingress switch, we can use the average length of flows to determine the flow entry placement scheme. In our simulation, the number of packet per flow is driven by a Normal distribution which is similar to [25] .
In order to evaluate the performance of our method, the following metrics are token into consideration: bandwidth overhead, the number of control messages, flow rejection percentage and the time of the first flow rejection. Fig. 8 shows the overall flow rejection rate of three different forwarding schemes with different flow arrival rate. As can been seen from the figure, hop-by-hop forwarding scheme performs worst, with flow rejection rate ranges from 10.22% to 89.26%. This is reasonable since hop-by-hop forwarding scheme installs flow entry in every switch along the path. Comparing with the other two schemes, hop-byhop forwarding scheme consumes the largest number of flow entries to configure a single path. Therefore, some switches will reach their flow table capacity and become bottleneck switches. As long as there is one bottleneck switch on the path, all the flows routed through that path will be rejected.
B. RESULTS AND DISCUSSION
In this simulation, traditional MPLS-based forwarding scheme performs best. It is because MPLS-based forwarding scheme only installs one flow table entry in the ingress switch for every flow. So comparing with hop-by-hop forwarding scheme and AJSR, MPLS-based forwarding involves the fewest number of flow entries to configure a path. As the distribution of flow is not even, when the flow arrival rate increase (exceeds 40000 flows/slot), some switches will become bottlenecks of the network.
Comparing with hop-by-hop forwarding scheme, AJSR can significantly reduce the flow rejection rate. It is because that AJSR breaks the hop-by-hop forwarding constraint by distributing routing path of a particular flow at different contact switches which are selected properly. AJSR focus on maximizing the overall cost saving. So, some switches may be frequently selected as contact switches to maximize the overall cost saving, and these switches will become bottlenecks and reject flow entering into the network through them. So, as the flow arrival rate increase, AJSR also rejects a small number of flows. The rejection rate can be further reduced if load balance is considered in AJSR, which is left as a future study.
Since MPLS-based forwarding scheme does not reject a flow until the flow arrival rate exceeds 40000 flows/slot, Fig. 9 only shows the time slot number when the first flow VOLUME 5, 2017 rejection occurs of AJSR and hop-by-hop forwarding scheme with different flow arrival rate. In this figure, we can find that AJSR does not incur flow rejection until the flow arrival researches 10,000 flows/slot. Even if flow rejection occurs, AJSR postpones the time that the first flow rejection occurs at least 3 time slots later than hop-by-hop forwarding scheme. It is because the fact that AJSR consumes less flow table entries than hop-by-hop forwarding scheme to configure a path. Fig. 10 shows the total bandwidth overhead of MPLS-based forwarding scheme and AJSR forwarding scheme with different flow arrival rate. In this figure, the bandwidth overhead of traditional MPLS-based forwarding scheme and AJSR increase linearly as the flow arrival rate increase from 2000 flows/slot to 22000 flows/slot. Obviously, AJSR can effectively reduce the bandwidth overhead caused by encapsulating forwarding information in MPLS labels. Traditional MPLS-based forwarding scheme introduces a huge amount of bandwidth overhead because it requires the complete forwarding information to be encapsulated in the ingress switches. AJSR divides the complete routing information into small sections and distributes these sections to different contact switches along the flow's routing path. Fig. 11 shows the overall control traffic of three different forwarding schemes with different flow arrival rate. In this figure, the overall control traffic of three forwarding scheme increase almost linearly as the flow arrival rate increase from 2000 flows/slot to 22000 flows/slot. It is obvious to find that hop-by-hop forwarding scheme performs worst and MPLS based forwarding scheme performs best. Surprisingly, AJSR introduce slightly more control traffic than MPLS-based forwarding scheme, for the same reason mentioned before.
VI. CONCLUSION
In this paper, we propose AJSR, which is a variation of MPLS-based forwarding scheme. It aims to achieve a tradeoff between the control traffic overhead and the bandwidth overhead by dividing the complete routing path of a particular flow into arbitrary length sections and distributing these sections at different contact switches along the flow's routing path. To find the most suitable flow entry placement scheme, we formulate the flow entry placement problem as an optimization problem and present a dynamic programming solution with the objective of maximizing the overall cost saving. The simulation results validate the effectiveness of the proposed AJSR scheme. In future work, we will extend our model by considering the flow table usage balance to get better performance. (12) Combining (11) and (12) 
