Protein design algorithms must search an enormous conformational space to identify favorable conformations. As a result, those that perform this search with guarantees of accuracy generally start with a conformational pruning step, such as dead-end elimination (DEE). However, the mathematical assumptions of DEE-based pruning algorithms have up to now severely restricted the biophysical model that can feasibly be used in protein design. To lift these restrictions, I propose to prune local unrealistic geometries (PLUG) using a linear programming-based method. PLUG's biophysical model consists only of well-known lower bounds on interatomic distances. PLUG is intended as pre-processing for energy-based protein design calculations, whose biophysical model need not support DEE pruning. Based on 96 test cases, PLUG is at least as effective at pruning as DEE for larger protein designs-the type that most require pruning. When combined with the LUTE protein design algorithm, PLUG greatly facilitates designs that account for continuous entropy, large multistate designs with continuous flexibility, and designs with extensive continuous backbone flexibility and advanced non-pairwise energy functions. Many of these designs are tractable only with PLUG, either for empirical reasons (LUTE's machine learning step achieves an accurate fit only after PLUG pruning), or for theoretical reasons (many energy functions are fundamentally incompatible with DEE).
INTRODUCTION
Computational protein design is the identification of protein sequences that optimize a desired function, typically involving binding 6, 9, 31, 37 . Specifically, given the 3-D structure of a protein, protein design algorithms can identify mutations in the sequence of the protein that will minimize its energy-either the energy of the protein itself 5, 6, 10, 15, 27 , or a derived quantity such as a binding energy of the protein to a ligand 7, 13, 25, 30 . Predictions of sequences' energies are based on a biophysical model. This model includes an energy function mapping molecular geometry to energy, as well as a set of conformational degrees of freedom that are considered flexible, and bounds on how much each degree of freedom can move.
Efficient protein design algorithms must search an enormous space of sequences and conformations, which grows exponentially as mutable residue positions are added to the design. Approximations are thus commonly made to speed up the search, at a significant cost in accuracy. One common assumption is that each residue can only access a limited, discrete set of conformations known as ideal rotamers 5, 23 , which correspond to observed modal values in the space of sidechain dihedral angles. Another is that the energy function is a sum of terms depending on at most two residues' conformations-that is, it is pairwise. The most efficient protein design algorithms rely on these assumptions to calculate an energy matrix that stores precomputed energetic interactions between pairs of rotamers at different residues. This precomputation dramatically speeds up protein design calculations. An energy matrix can be used to efficiently perform simulated annealing 4, 27, 48 , which can yield an answer quickly with no guarantees of accuracy and with error that empirically increases for larger designs 44 , or as input to a search algorithm with provable guarantees of accuracy. Many algorithms with such guarantees are available, including DEE/A* 5, 10, 13, 17, 22, 29, 36 , integer linear programming 26, 40 , branch-24 and tree 50 decomposition-based methods, and weighted constraint satisfaction algorithms 40, 46, 47 .
Although simulated annealing and DEE/A* have both been extended to account for continuous flexibility, this comes at a significant computational cost. Simulated annealing becomes very inefficient when the energy matrix is not available. Hence continuous flexibility, if accounted for at all, is used only in a small number of rounds of sampling at the end of the calculation 48 , which may prevent the identification of favorable conformations significantly different from the best conformation found in discrete search. DEE/A* has been extended to account for continuous flexibility while maintaining guarantees of accuracy 10, 13, 20, 21, 38, 39 , by using lower bounds on pairwise interaction energy that are calculated by minimizing pairwise interaction energies for particular rotamer pairs in isolation. In particular, while DEE determines if a rotamer can be pruned by computing a difference between energies based on a discrete energy matrix and checking if it is greater than zero 5 , the iMinDEE algorithm computes the same energy difference using the pairwise energy matrix and checks if it is greater than an energy buffer called the pruning interval 10 .
iMinDEE is proven to be accurate if the pruning interval is large enough. It must be at least the difference between the globally optimal energy computed using the pairwise minimized energy matrix, and the true globally optimal energy (calculated using minimization of fully defined conformations rather than just pairs). Thus the pruning interval is in some sense an upper bound on how much the pairwise minimized energy can deviate from the true minimized energy, for purposes of pruning.
The machine learning-based LUTE algorithm 21 is currently the most efficient way to perform protein design with continuous flexibility. It learns an energy matrix that closely approximates the continuously minimized energies. LUTE can be applied to multiple states of a protein system-for example bound and unbound states, possibly with multiple binding partners-to perform multistate designs that optimize for properties like binding affinity and specificity, using the COMETS algorithm 18 . However, the presence of high-energy conformations in a conformational space can cause the number of parameters required for a low-residual LUTE fit to be prohibitively large. Thus, a pruning method like iMinDEE must be performed before the fitting of the LUTE matrix. This limits the applicability of LUTE, and indeed of continuously flexible protein design in general, to designs that are either suitable for running iMinDEE pruning (requiring pairwise energy functions and certain other conditions) or have small enough sequence and conformational spaces to allow efficient and accurate LUTE fits with only very obvious steric clashes being pruned 21 . Thus, a more general pruning method would help for such designs.
PLUG provides this more general pruning method. Rather than relying on an energy matrix or indeed any biophysical assumptions about energy, it merely generates geometric constraints representing steric clashes (pairs of atoms coming unrealistically close together).
The conditions that cause steric clashes have actually been characterized more precisely than protein energetics in general, and are routinely used in visualizing protein structures and detecting problems in crystallographic structure determination, e.g. using the Probe software 49 and the MolProbity server 2 . PLUG eliminates clashing portions of conformational space from consideration in designs, enabling more efficient and accurate application of LUTE and other protein design algorithms.
PLUG is implemented in the osprey 11, 13, 14, 35 open-source protein design package. osprey has yielded many designs that performed well experimentally-in vitro 1, 8, 12, 16, 38, 43, 45 and in vivo 8, 16, 38, 43 as well as in non-human primates 43 -and contains a wide array of flexibility modeling options and provably accurate design algorithms 11, 14 . These features will allow PLUG to be used for many different types of designs.
By presenting PLUG, this paper makes the following contributions: 1. A method for pruning portions of protein (or other polymer) conformational space based on geometry and a model of steric clashes.
2.
A method to apply this pruning method in protein designs using the LUTE algorithm, greatly facilitating its use with extensive backbone flexibility, non-pairwise energy functions, and continuous sidechain entropy and in multistate designs. Many of these designs would not be practical without PLUG, as shown empirically here. 
Empirical results

MATERIALS AND METHODS
Background: Voxel representation of conformational space
Consider a polymer (for example, a protein) consisting of a chain of residues. Chemically, the polymer is defined by its sequence, which defines each residue as a particular chemical species (a particular amino-acid type, in the case of a protein). Designing the polymer requires searching over a sequence space, represented as a set of possible chemical species for each residue. For example, a simple sequence space for a protein might consist of all sequences in which a protein has either valine or alanine at residue position 1, either glutamate or aspartate at residue 2, and the wild-type amino-acid type at all other residues. The objective function for the search over sequence space can vary from design to design. One may wish to simply minimize the energy of the protein (to optimize stability), or optimize binding to a particular partner, or optimize specific binding to one partner but not another. Each of these types of designs can be approached using biophysical modeling, which requires a representation of the polymer's conformational space: the set of 3-D geometries that each sequence can exhibit 18 . The conformational flexibility of the polymer will be modeled using n internal coordinates x = {x i | i ∈ {1, ..., n}}. These internal coordinates can be sidechain dihedral angles or backbone perturbations 22 , or even backbone internal coordinates generated using the CATS algorithm 19 that allow the protein backbone to move locally in all locally feasible directions. The conformational space of the system is then defined as the the union of voxels 10, 13, 22 . Each voxel v is defined by a sequence and the inequality constraints
for i ∈ {1, ..., n}, where a i (v) and b i (v) are voxel-specific bounds defined per the modeling assumptions. If a i (v) < b i (v), the coordinate x i has continuous flexibility in v.
The role of PLUG will be to identify voxels with continuous flexibility that are not biophysically feasible, and to exclude them from the conformational space. This simplifies the problem and enables the subsequent use of algorithms (e.g., LUTE 21 ) that can search over a very large space of voxels as long as those voxels are "well-behaved" energetically.
For example, when a conformation contains non-bonded atoms that are very close to each other, the energy is extremely sensitive to small conformational changes, leading to an illconditioned search problem that is difficult for LUTE to solve. But conformations with such atoms are not biophysically feasible (they are referred to as sterically clashing), and PLUG can remove them.
It is useful to consider not only voxels in the conformation space of the entire protein, but also voxels in the conformational space C(P ) of a subset P of the protein's residues. Such a voxel is defined only by amino-acid type assignments to the residues in P , along with bounds on a subset of the internal coordinates: for example, the conformation of the residues in P will not depend on the value of the sidechain dihedrals of a residue r / ∈ P .
If |P | = 1 then the voxel is called a residue conformation or RC 22 . The conformational space of each residue is small enough to enumerate explicitly (often <100 RCs). PLUG is a preprocessing step for this combinatorial search.
Linear model of steric clashes
Computational prediction of favorable conformations in proteins is still very difficult 33 . However, crystallographic data as well as high-level quantum chemistry calculations have established limits on how close nonbonded pairs of atoms can be found in a biophysical system (except as minuscule contributors to a conformational ensemble). This work will use the lower bounds from Ref. 49 on the distance between two nonbonded atoms of particular element types. These lower bounds include exceptions for hydrogen bonds and for atoms within a few bonds of each other, which are also used here. If continuous flexibility is neglected, it is easy to remove a voxel v whose conformations all violate these lower bounds,
because v consists of a single conformation and inter-atom distances can be computed directly. In the presence of continuous flexibility, it becomes a more difficult problem. Let
.., m}} be the set of internal coordinates bounded in v. Thus we can say
x ∈ v if the vector x of internal coordinate values respects the box constraints that define v. Let {a j } be the set of atoms whose conformation is described by v; for example if |v| is an RC (single-residue voxel) then this set will only include atoms in that residue. Let d jk (x) denote the distance between atoms a j and a k , as a function of the continuous internal coordinates x. Finally, let b jk denote the lower bound based on Ref. 49 on that distance; for example if a j is a carbon and a k is a hydrogen not within a few bonds of a j , then b jk will be the minimum sterically feasible distance between a nonbonded carbon and hydrogen. PLUG aims to determine if there exists a conformation in v without steric clashes: that is,
In general this problem is NP-hard even if all the atomic coordinates vary linearly with respect to all the internal coordinates. However, within the constraints of a voxel, we can use an approximation that makes the problem tractable: we assume that interatomic distances vary linearly with respect to continuous internal coordinates. For example, within the voxel representing a single rotamer, a 1 • increase in the value of a particular sidechain dihedral has roughly the same effect on interatomic distances no matter what the other dihedrals' values are. The error in this approximation is similar to the uncertainty in the lower bound on interatomic distances (a few tenths of an angstrom: lower bounds on interatomic distances can reasonably be taken as 0.25 to 0.4 angstroms of overlap between van der Waals spheres 49 ;
see Fig. 1 ). Moreover, the approximation is often empirically very accurate (see Fig. 2 ). Areas of conformational space erroneously excluded by the linearized constraint are likely to be missed by an energy minimizer anyway. This is because a convex obstacle like a clashing atom is likely to block the minimizer from exploring conformational space on the other side (see Fig. 2 , middle bottom).
Linearized inequalities representing clashes are computed by starting at the center of a voxel (where the minimizer also starts), identifying a point x where d jk (x) = b jk by Newton's method, and then taking the numerical derivative of d jk (x) with respect to x ( Fig. 3) , yielding a constraint
that linearly approximates the true constraint d jk (x) ≥ b jk . (The quantities u jk and w jk are chosen to provide this linear approximation).
Once these linear constraints are computed, the problem of satisfying Eq. (2) becomes a linear programming problem: finding x such that
where the first set of constraints just defines the voxel (see Eq. 1). Thus, sterically clashing voxels can be identified by linear programming: these are simply voxels for which the system of inequalities in Eq. (4) is unsatisfiable.
Matrix precomputations
Since the introduction of DEE 5 
Protocols for using PLUG in protein design
Once the PLUG and pruning matrices have been precomputed, PLUG can be used in a few ways in the protein design computation. First, it can be used as a pre-pruning step just like DEE, removing RCs or tuples of RCs from consideration during combinatorial search.
Second, PLUG can be used to prune many-residue voxels later in the design computation.
The latter is particularly useful when computing a LUTE matrix 21 , to ensure that the training set for the fitting of LUTE coefficients does not contain inevitably clashing voxels.
In this case PLUG pruning is used as part of the pruning check for partial conformations during drawing of sample voxels for the training and validation sets (see Ref. 21) . In other words, the LUTE matrix is trained to predict the continuously minimized energies only of non-clashing voxels. This significantly reduces LUTE residuals in the presence of backbone flexibility modeled with CATS 19 (see Fig. 4 ). The reason this higher-order pruning is helpful is because a pair of residues may be able to escape a clash when no other residues are around, but the motion that escapes that clash may cause a clash for a different residue pair, once the conformational space of a larger number of residues is taken into account.
RESULTS AND DISCUSSION
Pruning power of PLUG Table 2) , PLUG pruned all RCs-it found that steric clashes are unavoidable. Although it is possible to find a minimum-energy sequence and conformation for each of these test cases, this conformation is expected to be biophysically unrealistic (e.g., see Fig. 6 ). In this sense PLUG improves the realism of protein design. It ensures that the minimum-energy voxel contains a non-clashing conformation.
Thus, if PLUG is used in a design, either the predicted minimized-energy conformation will be free of steric clashes, or it will be obtainable by energy minimization starting at a conformation free of steric clashes (and thus any steric clashes will be purely due to the energy function judging other interactions as more important than the steric clash).
PLUG enables the highly efficient LUTE algorithm to incorporate extensive backbone flexibility
The CATS algorithm 19 greatly increased the level of continuous backbone flexibility available in combinatorial protein design, but at a significant computational cost. Precomputation of a LUTE matrix 21 , which faithfully represents continuously minimized energies despite having the form of a discrete energy matrix, can reduce this cost. Unfortunately, conformational spaces with CATS flexibility have many steric clashes, resulting in high LUTE residuals and impeding the use of LUTE to speed up CATS. Fortunately, PLUG pruning appears to resolve this problem ( Fig. 4 ; Table 3 ). A pairwise LUTE matrix was also computed for each of these systems with a rigid backbone but with continuous sidechain entropy. Residuals were all below 0.005 (kcal/mol) 2 (Table 4 ). This calculation defines the energy of a voxel differently than usual. Instead of minimizing the energy E with respect to the values x of the continuous degrees of freedom within the voxel, the voxel energy is defined as the free energy
where R is the gas constant, T is the temperature, and v is the voxel. The integral was computed by Monte Carlo integration. Together with the K * free energy algorithm 13, 30 , which approximately discrete partition functions efficiently, this method can be used to compute free energies of binding that include both continuous and discrete entropy.
Also, the procedure for provable computation of a pruning interval 10 , and thus for iMinDEE, is not applicable to multistate designs unless suitable energy constraints are applied manually by the user. iMinDEE for multistate designs is also limited by the fact that it can only use competitors of the same amino-acid type as a candidate RC for pruning (i.e., only type-dependent DEE 51 can be performed). PLUG suffers no such reduction in power or limitation on provability, and thus will greatly facilitate multistate designs. In this case, the strength of PLUG is that its pruning threshold is based on well-known geometric criteria, not on an energy threshold that must somehow be tuned or known a priori to achieve meaningful results.
CONCLUSIONS
The LUTE algorithm 21 allows efficient incorporation of many types of advanced modeling into protein design. However, it requires a pre-pruning step to remove "ill-behaved" confor- 
