Abstract. Stone-Cech compactifications derived from a discrete semigroup S can be considered as the spectrum of the algebra B(S) or as a collection of ultrafilters on S. What is certain and indisputable is the fact that filters play an important role in the study of Stone-Cech compactifications derived from a discrete semigroup. It seems that filters can play a role in the study of general semigroup compactifications too. In the present paper, first we review the characterizations of semigroup compactifications in terms of filters and then extend some of the results in [5] concerning the Stone-Cech compactification to a semigroup compactification associated with a Hausdorff semitopological semigroup.
Introduction
It is well known that for a discrete semigroup (S, .), the Stone-Cech compactification βS can be regarded as the set of all ultrafilters on S and so the semigroup operation of S can be extended in a natural way to (βS, +). Indeed, for p, q ∈ βS, p + q ∈ βS is defined by p + q = {A ⊆ S : Ω q (A) ∈ p}, where Ω q (A) = {x ∈ S : λ −1
x (A) ∈ q} and λ x denotes the left translation by x. Moreover {A : A ⊆ S} forms a basis for the topology of βS, where A = {p ∈ βS : A ∈ p}, and (βS, +) is a compact Hausdorff right topological semigroup with S contained in its topological center. The topological and algebraic structures of βS from the ultrafilters point of view have been studied extensively in the book of Hindman and Strauss [4] . For an extensive account about ultrafilters the readers may refer to [2] and [3] . Alternatively βS viewed as a semigroup compactification of S may be obtained as the set of all multiplicative means on B(S) (see [1] ).
For an m-admissible subalgebra F (of CB(S)) on a Hausdorff semitopological semigroup S, it has been shown in [6] , that the semigroup compactification S F (which is the set of all multiplicative means on F) can be obtained as a suitable quotient space of the set of all z-ultrafilters.
The purpose of this paper is to use filter methods mentioned in [5] to obtain more information about S F . Here, for filters obtained from an madmissible subalgebra F, the operation of addition for filters has been defined. In the special case in which S is a discrete semigroup the definition will be the same as the definition ascribed to Glazer (see [4] ). Also we give some characterizations of closed subsemigroups and closed (left and right) ideals of S F , whose discrete versions are given by Papazian in [5] . In fact, in this paper Lemma 3.9, Theorems 3.13, 3.15, 3.18, 3.20 and Corollaries 3.14, 3.16 3.19 have been stated by Papazian in [5] , when S is a discrete semigroup.
Preliminaries
Throughout this paper S is a Hausdorff semitopological semigroup and CB(S) is the C * -algebra of all bounded continuous complex-valued functions on S with supremum norm. Let F be an m-admissible subalgebra of CB(S), then the set of all multiplicative means of F, which we denote by S F , equipped with the Gelfand topology is a compact Hausdorff right topological semigroup, whose multiplication is given by µν(f ) = µ(T ν f ), where T ν (f )(s) = ν(L s f ) for all s ∈ S, µ, ν ∈ S F and f ∈ F. Furthermore the evaluation mapping ε : S → S F is given by ε(s)(f ) = f (s) and is a continuous homomorphism onto a dense subsemigroup of S F contained in the topological center of S F . In other words, (ε, S F ) is a semigroup compactification of S. Also ε * : C(S F ) → F is an isometric isomorphism and f = (ε * ) −1 (f ) ∈ C(S F ) for f ∈ F is given by f (µ) = µ(f ) for all µ ∈ S F , (see [1] ). Now we quote some prerequisite material from [6] for the description of S F in terms of filters. For all f ∈ F, Z(f ) = f −1 ({0}) is called a zero set and we denote the collection of all zero sets by Z(F).
A z-filter is said to be a z-ultrafilter if it is not contained properly in any other z-filter. We put FS = {p ⊆ Z(F) : p is an z-ultrafilter}. It is obvious that x = {Z(f ) : f ∈ F, f (x) = 0} is an ultrafilter and x ∈ FS. If p ∈ FS, then there is µ ∈ S F such that A∈p ε(A) = {µ}, also for each µ in S F there exists p ∈ FS such that A∈p ε(A) = {µ}. If A ∈ Z(F), and there exists a neighborhood U of µ in S F such that U ⊆ ε(A), then A ∈ p (see [6] ).
Unlike the discrete setting, there is no simple relationship between S F and FS. FS is equipped with a topology whose base is {( A) c : A ∈ Z(F)}, where A = {p ∈ FS : A ∈ p} is a compact space which is not Hausdorff in general. It is obvious that ∼ is an equivalence relation on FS. Let [p] be the equivalence class of p ∈ FS, and let , put A = { p : A ∈ p} for A ∈ Z(F) and R = { p : p ∈ FS}. It is obvious that {( A) c : A ∈ Z(F)} is a basis for a topology on R, R is a Hausdorff and compact space and also S F and R are homeomorphic (see [6] ). So we have R = {A µ : µ ∈ S F }, where A µ = p. Definition 2.3. For all x, y ∈ S, we define
, and so f (xy) = 0 and this implies that T ε(y) f (x) = f (xy) = 0. Therefore x ∈ Z(T ε(y) f ) and
Definition 2.5. Let {x α } and {y β } be two nets in S, such that lim α ε(x α ) = µ and lim β ε(y β ) = ν, for µ, ν ∈ S F . We define
It is obvious that Definition 2.5 is well-defined and (R, e) is a compact right topological semigroup, where e : S → R is defined by e[x] = x. Also the mapping ϕ : S F → R defined by ϕ(µ) = p, where A∈p ε(A) = {µ}, is an isomorphism (see [6] ).
The operation "·" on S extends uniquely to (R, * ). Thus (R, e) is a semigroup compactification of (S, ·), that e : S → R, and e[x] = {A ∈ Z(F) : x ∈ A} for each x ∈ S, is an evaluation map. Also e[S] is a subset of the topological center of R and cl R (e[S]) = R. For more details see [6] .
Hence S F and R are topologically isomorphic and so S F ≃ R. In this paper we write A for A, and we define
A is a finite and nonempty subset of S}.
Also λ x denotes the left translation by x ∈ S and ρ µ denotes the right translation by µ ∈ S F .
and this implies that x ∈ (A ∩ B) • . Remark : If A, B ∈ Z(F), then necessarily A∩ B = A ∩ B is not true. For example let F be an m-admissible subalgebra of CB(R) such that S F = R ∞ . Then there exist A, B ∈ Z(F) such that A ∩ B = ∅, ∞ ∈ A and ∞ ∈ B.
Some results on semigroup compactifications
When S be a discrete semigroup, operations can be defined on the collection of filters on S which are helpful in the study of βS. When S is a Hausdorff semitopological semigroup and F is an m-admissible subalgebra of CB(S), we shall consider S F as a collection of filters. Finding the rules governing them is the essential goal of this paper. Definition 3.1. A filter A ⊆ Z(F) is called a pure filter if for some p ∈ FS, A ⊆ p implies that A ⊆ p. The collection of all pure filters is denoted by P(F).
It is obvious that p ∈ R is a maximal member of P(F). We want to know which semigroup properties are suggested by filters, so the subcollection of all pure filters can be important.
Definition 3.2. For a filter A ⊆ Z(F), we define
Lemma 3.3. Let A and B be filters. Then the following statements hold. 
and therefore A = J .
(v) It is obvious that A is a pure filter and A ⊆ A. Now let A be a pure filter, then for every p ∈ A, A ⊆ p and this implies that A ⊆ e p∈A p = A.
(vi) It is clear. Definition 3.4. Let A be a nonempty subset of R. We call A the pure filter generated by A.
Definition 3.5. Let A, B ⊆ Z(F) be filters. We define
where [A] = {f ∈ F + : Z(f ) = A} Lemma 3.6. Let A, B be filters then A ⊙ B is a filter.
Proof : Let A, B ∈ A ⊙ B and A µ ∈ B, then for each h ∈
Definition 3.7. Let A and B be filters, we define A + B = A ⊙ B.
By Definition 3.4, A + B is a pure filter generated by A ⊙ B. The " + " operation on P(F) is not necessarily commutative.
Lemma 3.8. Let A and B be pure filters and µ, ν ∈ S F , then
. Hence Z(f ) ∈ A ⊙ A µ , and this implies that η / ∈ A ⊙ A µ . So A ⊙ A µ ⊆ D and we will have
and A ν ∈ A. Hence f (νµ) = νµ(f ) = ν(T µ f ) = 0 and so νµ ∈ A. Therefore we will have D ⊆ A∈A⊙A µ A = A ⊙ A µ , and this completes the proof.
(ii) Obvious.
and this implies that A + B = A ⊙ B ⊆ A ν ∈B,A µ ∈A A µν .
(iv) Obvious.
Lemma 3.9. Let A be a pure filter such that A ⊆ A + A. Then A is a subsemigroup of R.
Proof : It is obvious that A ⊆ A + A ⊆ A µ ,A ν ∈A A µν . So A µ , A ν ∈ A implies that A ⊆ A µν and so A µν ∈ A. Hence A is a subsemigroup. Definition 3.11. Let A be a filter and A ∈ Z(F); we define
Clearly, for each A ∈ Z(F) and filter A we have
Lemma 3.12. Let A and B be filters and A, B ∈ Z(F).
Proof : (i) Clearly we have:
(
ii) It is obvious that [A] + [B] ⊆ [A ∩ B] for all A, B ∈ Z(F). Also for each
Now for any filter A, we can write 
x (A), and this implies that λ −1 x (A) ∈ A, (Lemma 2.2.). Theorem 3.13. Let A be a filter. Then the following statements are equivalent.
Proof : (ii) → (i) Let Ω A (A) = S for all A ∈ A, so Z(T µ f ) = S for each A µ ∈ A and f ∈ [A]. Hence Z(T µ f ) = S ∈ A ν for each A ν ∈ R, A µ ∈ A and f ∈ [A]. Therefore f (νµ) = νµ(f ) = ν(T µ f ) = 0 for all A ν ∈ R, A µ ∈ A and f ∈ [A] and so νµ ∈ A. This implies that R * A ⊆ A∈A A = A.
(i) → (ii) Let A be a left ideal, then x * A ⊆ A ⊆ A for each A ∈ A and x ∈ S. So A ⊆ λ −1
x (A) for all A ∈ A and x ∈ S and then implies that
, by Lemma 3.12, we will have
Therefore for all A µ ∈ R and A ν ∈ A we have A µν ∈ (A) • , and so for each Proof : It is obvious. Therefore if A is a pure filter, we will have "∀A ∈ A, Ω A (A) = S" if and only if A is a left ideal. Since for each A, B ∈ P(F), A ⊆ B if and only if B ⊆ A, then for A ∈ P(F), A is a minimal left ideal in R if and only if A is maximal in P(F) with respect to the property "∀A ∈ A, Ω A (A) = S". This concept is similar to the discrete case, (see [5] ). Theorem 3.15. Let A be a pure filter, then A is a right ideal of R if and only if A ⊆ A + A ν for any A ν ∈ R.
Proof : If A is a right ideal of R, then A * R ⊆ A, and so A ⊆ A µ + A ν for any A µ ∈ A and A ν ∈ R. Then for A ∈ A we have Z(
and A ν ∈ R, and so A ∈ A + A ν for all A ν ∈ R. Hence A ⊆ A + A ν for all A ν ∈ R.
Conversely, if A ⊆ A + A ν for all A ν ∈ R, then A ⊆ A µ + A ν = A µν for each A ν ∈ R and A µ ∈ A. Hence A * R ⊆ A. Proof : If A ⊆ A + A ν for every A ν ∈ R, then A is a right ideal by Theorem 3.15.
Conversely, since S is a commutative semigroup and A ⊆ A + A ε(x) for any x ∈ S, therefore A ∈ A implies Z(L x f ) = Z(T ε(x) f ) ∈ A for each f ∈ [A] and x ∈ S. Hence we will have Z(T µ f ) = S for all f ∈ [A] and A µ ∈ A, and so Theorem 3.13 implies A is a left ideal. Proof : (i) → (ii) Assume that A is a minimal left ideal of R and suppose that (ii) is not true. Assume further that there exists A ∈ Z(F) such that A − A = ∅ and for some B ∈ Z(F) with the property S − A ⊆ (B) • and for all F ∈ [S] <ω implies x∈F λ −1
x (A) = ∅ since A ∪ B = S, we will have λ −1 x (B) ∈ A and this is a contradiction. Therefore λ −1
x (B) and this is a contradiction. So Λ has the finite intersection property and generates a filter L. Since A is a left ideal therefore for every D ∈ Z(F) such that A ⊆ (D) • then we will have
x (D)) • for each x ∈ S, and so λ −1
x (D) ∈ L for every x ∈ S. Therefore Ω L (E) = S for every E ∈ L and this implies L is left ideal, by Theorem 3.10.
Since Now we have a contradiction.
