This paper aims at the time-series data analysis. We propose the possibility of adding additional features to the existing time series data set, to improve the prediction performance of the prediction model. The main goal of our research was to find a proper method for building a prediction model for the time-series data, using also machine learning methods. In this phase of research, we aim at the data analysis and proposal of the ways to add additional features to our dataset. In this paper, we aim at adding derived parameters from one of the original features. We also propose incorporating LAG's into the dataset as new features, to enhance the prediction performance on the time series based data.
INTRODUCTION
Time series data can be found in various areas, like industry, economy, healthcare and so on. They are describing important processes and have huge knowledge potential. By analyzing these data we can obtain valuable information about these processes, and we can also build a prediction models to predict future values of the time series data. Such prediction models can improve the overall control, minimizing failures in the system and even maximizing the effectivity of the investigated process [2, 3] . Many times it is not enough to use only available original time series data and it is needed to search for additional features to improve the prediction performance. In this paper we aim at proposing two possible ways of adding new features to the original dataset. Proposed methods are applicable in cases, where there are no external data to be added to the data set and it is needed to derive new features from the original data set [3, 4, 5] .
DESCRIPTION OF THE TIME SERIES DATA
In this research, we are working with time series data from a thermal plant. The original dataset consists of two parameters. First is the date time feature and second parameter is the thermal power output. Whole dataset consists records from three years. The measurement frequency was set 10 minutes, which means 144 measurements / records per day.
The dataset can be seen in Figure 1 , with time on the horizontal axis and thermal power output on the vertical one. At first sight it is clear that there is obvious seasoning in these data. Figure 2 shows the distribution of our target variable. In our case, the target variable is the thermal power output. These figures clearly indicate that the data can be described by the bimodal distribution.
This distribution is used with the data with two or more peaks. Bimodal distribution in general can indicate different groups in the data set, and also the fact that the data is of a sinusoidal character.
Figure 2 Distribution of our target variable

Adding new features to the data set
In this part of our paper, we would like to present adding additional features to our time series data set. One way of adding these new features to the time series data set is by using lags. When working with the time series data, we assume that we know all past values of the target variable.
By adding lags, we simply add new columns of data to the original dataset. These columns are filled with past values of the target variable. For example if we know that the information (value of our target) should not significantly change for 10 records, our new feature lag01 will start at the 11-th record of the target, but with the first value of our target [1, 3, 5] .
This concept of adding lags to our data set should improve the performance of the prediction model. The amount of added lags depends on the performance result of the prediction model.
After adding lags to our dataset, we also added other additional features. We derived these features from the existing original feature of the dataset (date-time). From this feature, we were able to derive the parameters such as year, hour, day of the week, and weekend. All additional features including lags were added by using Python libraries.
The accuracy of the model will be evaluated using MAPE (mean absolute percentage error) [2, 3, 4]:
(1)
Testing new features with a simple linear regression model
After adding new features to our dataset, we tested how much they would improve prediction performance. For testing purposes, we decided to use a simple linear regression model. We tested the additional parameters in three scenarios.
In the first test case, we ran the regression model twice: first, only with the original dataset, and then, with lags, without using the original target variable. After running these testing scenarios, we compared the performance of each case, and we also computed the mean absolute percentage error, which, in this case, was equal to 10.05%. Figure 3 shows a plot of the two cases; it is clear that the model was sufficiently accurate.
Figure 3 Plot of two cases; t is clear that the model was sufficiently accurate (red lineoriginal data, green lineprediction)
For the second test scenario, we used the derived parameters instead of using lags. Figure 4 shows the difference between running a regression model with the original target variable and with only the derived parameters. The mean absolute percentage error is much higher than in the first scenario, where lags were used. In this case, MAPE is equal to 18.15%.
Figure 4 The difference between running a regression model with the original target variable and with only the derived parameters (red lineoriginal data, green lineprediction)
In the third test scenario, we decided to run the regression model with both lags and new derived parameters. Figure 5 shows also the plotted results and differences between using the original target variable and the group of additional parameters. In this case, we can see that the mean absolute percentage error is equal to 9.56%, which is less than in the first scenario, where only lags were used. This result makes it clear, that the combination of lags and derived parameters can improve the prediction performance of the linear model.
Figure 5 Results and differences between using the original target variable and the group of additional parameters (red lineoriginal data, green lineprediction)
ATTAINED RESULTS Figure 6 illustrates the importance plot of the additional parameters in our dataset. As we can see, the combination of lags and derived parameters can give us better results in respect of the mean absolute percentage error. However, Figure 6 shows that the most important parameter is the lag_12, followed by the parameter of year. In this plot, we can also see the lags which have only little to no effect on the regression performance. Based on this Figure, we can remove these lags from our dataset, which can lead to a smaller data file, thus reducing the computing requirements to run a prediction model. 
CONCLUSION
In this paper, we were dealing with adding new features to the dataset to enhance the performance of the prediction model. In our research, we dealt with the time series data, which is a special type of data that should be treated with certain methods. Time series data can be used to predict future behaviour of the examined process based on the previous values and trends of the target variable. In our research, we dealt with the time series data from a thermal plant; the target variable in this case was the thermal power output measured in megawatts. The original dataset contained only the date time and the target variable. In this paper, we presented how to add new features to the data set, and we also tested the impact of these new features on the prediction performance. For testing purposes, we decided to use a simple linear regression model. In conclusion we can say that the use of additional features can improve the prediction performance of the prediction model. In our future work, we will aim at building a machine learning based prediction model to predict the future values of the target variable.
