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Abstract
We consider a family of self-adjoint Ornstein–Uhlenbeck operators Lα in an infinite dimensional Hilbert
space H having the same gaussian invariant measure μ for all α ∈ [0,1]. We study the Dirichlet problem
for the equation λϕ − Lαϕ = f in a closed set K , with f ∈ L2(K,μ). We first prove that the variational
solution, trivially provided by the Lax–Milgram theorem, can be represented, as expected, by means of
the transition semigroup stopped to K . Then we address two problems: 1) the regularity of the solution ϕ
(which is by definition in a Sobolev space W1,2α (K,μ)) of the Dirichlet problem; 2) the meaning of the
Dirichlet boundary condition. Concerning regularity, we are able to prove interior W2,2α regularity results;
concerning the boundary condition we consider both irregular and regular boundaries. In the first case we
content to have a solution whose null extension outside K belongs to W1,2α (H,μ). In the second case we
exploit the Malliavin’s theory of surface integrals which is recalled in Appendix A of the paper, then we are
able to give a meaning to the trace of ϕ at ∂K and to show that it vanishes, as it is natural.
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In this paper we present some results on second order elliptic and parabolic equations with
Dirichlet boundary conditions in a closed set of a separable real Hilbert space H (norm | · |, inner
product 〈·,·〉).
A motivation for the study of Dirichlet problems in proper subsets of H is to provide a natural
development of the potential theory in infinite dimensions started in [9]. Only a few results seem
to be available in this field, see e.g. [5] and the references therein.
The finite dimensional theory in spaces of continuous functions is hardly extendable to the in-
finite dimensional setting. While in finite dimensions smooth boundaries consist only of regular
points in the sense of Wiener, in infinite dimensions this is not true: for instance, certain hyper-
planes and the boundary of the unit ball contain dense subsets of irregular points for suitable
Ornstein–Uhlenbeck operators [4]. This leads to the lack of regularity results up to the boundary.
Here we avoid a part of such difficulties working in suitable L2 spaces.
To begin with, we consider a class of Ornstein–Uhlenbeck operators of the type
Lαϕ(x) = 12 Tr
[
Q1−αD2ϕ(x)
]− 1
2
〈
x,Q−αDϕ(x)
〉
, (1.1)
where Q ∈ L(H) is a symmetric positive operator with finite trace, and 0 α  1.
The most popular among such operators are L0 and L1:
L0ϕ(x) = 12 Tr
[
QD2ϕ(x)
]− 1
2
〈
x,Dϕ(x)
〉
,
is the operator that arises in the Malliavin calculus (e.g., [14]), while
L1ϕ(x) = 12 Tr
[
D2ϕ(x)
]− 1
2
〈
x,ADϕ(x)
〉
(with A = Q−1) is the generator of the Ornstein–Uhlenbeck semigroup with the best smoothing
properties. See e.g. [5].
The operators Lα exhibit an important common feature: the associated Ornstein–Uhlenbeck
semigroups Tα(t) in Cb(H) have the same invariant measure μ = NQ, the Gaussian measure of
mean 0 and covariance Q. In this paper we shall consider realizations of the operators Lα in the
space L2(K,μ), where K is a closed set in H with nonempty interior part ˚K .
A unique weak solution to the Dirichlet problem{
λϕ(x)− Lαϕ(x) = f (x), in K,
ϕ(x) = 0, on ∂K (1.2)
with λ > 0 and f ∈ L2(K,μ) is easily obtained via the Lax–Milgram Theorem, applied in a
Hilbert space ˚W 1,2α (K,μ) “naturally” associated to Lα (see next section). This allows to define
a dissipative self-adjoint operator Mα in L2(K,μ) such that ϕ = R(λ,Mα)f . As all dissipative
self-adjoint operators in Hilbert spaces, Mα is the infinitesimal generator of an analytic contrac-
tion semigroup.
We give an explicit expression of the semigroup generated by Mα . Precisely, we identify it
with the natural extension to L2(K,μ) of the so-called stopped semigroup T K(t). In analogyα
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Borel measurable functions defined in K) by
T Kα (t)ϕ(x) = E
[
ϕ
(
Xα(t, x)
)
1τxt
]
=
∫
{τxt}
ϕ
(
Xα(t, x)
)
dP, ∀x ∈ K, (1.3)
where τx is the entrance time in the complement of K ,
τx := inf
{
t  0: Xα(t, x) ∈ Kc
}
, ∀x ∈ K, (1.4)
and Xα(t, x) is the solution to
dXα(t, x) = −12A
αXα(t, x) dt +A(α−1)/2 dW(t), X(0, x) = x. (1.5)
Here W(t) is a standard cylindrical Wiener process in H , defined in a filtered probability space
(Ω,F , (Ft )t0,P).
The definition of T Kα (t) is similar to the one in [15], where the exit time from ˚K , τ˜x :=
inf{t  0: Xα(t, x) ∈ ˚Kc} was used instead of our τx . In finite dimensions, if K is the closure
of a bounded open set with smooth boundary the two definitions are equivalent, and T Kα (t) is
the semigroup associated to the realization of Lα with Dirichlet boundary condition [8, §6.5].
Therefore, a lot of regularity results, both interior and up to the boundary, are well known. In in-
finite dimensions, interior regularity results were given in [15] for α > 0 that extended to infinite
dimensions a result of [7]. We do not know regularity results up to the boundary, even in the case
of very smooth bounded sets such as balls.
Here we prove that μ is a sub-invariant measure for T Kα (t). Therefore, T Kα (t) has a natural ex-
tension (still called T Kα (t)) to a contraction semigroup in L2(K,μ). The domain of its generator
LKα consists of the range of the resolvent operator,
R
(
λ,LKα
)
f =
∞∫
0
e−λtT Kα (t)f dt, f ∈ L2(K,μ), (1.6)
which is well defined for λ > 0 since T Kα (t) is a contraction semigroup. We prove that for each
λ > 0 and f ∈ L2(K,μ), the function ϕ := R(λ,LKα )f belongs to the above mentioned space
˚W 1,2α (K,μ), and satisfies the weak formulation of (1.2). Therefore, LKα = Mα .
Our main tool in the proof is the approximating Feynman–Kac semigroup
P εα (t)ϕ(x) = E
[
ϕ
(
Xα(t, x)
)
e−
1
ε
∫ t
0 V (Xα(s,x)) ds
]
, (1.7)
where V is a (fixed) bounded continuous function that vanishes in K and has positive val-
ues in Kc . Its infinitesimal generator in L2(H,μ) is the operator Mεα : D(Mεα) = D(Lα)
→ L2(H,μ), Mεαϕ = Lαϕε − 1ε V ϕ, and we prove that for each ϕ ∈ L2(K,μ), t > 0, λ > 0
we have
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ε→0
(
P εα (t)ϕ˜
)
|K, R
(
λ,LKα
)
ϕ = lim
ε→0
(
R
(
λ,Mεα
)
ϕ˜
)
|K
in L2(K,μ), where ϕ˜ is the null extension of ϕ to the whole H .
Problem (1.2) is of interest for λ = 0 too. Using the fact that D(LKα ) is compactly embedded
in L2(K,μ), in Section 3.3 we prove that 0 ∈ ρ(LKα ) and that a Poincaré estimate holds in
˚W 1,2α (K,μ), for α ∈ (0,1]. Therefore, the supremum of σ(LKα ) is negative.
These results are proved without additional assumptions on K . In particular, we do not require
that K is bounded, or that its boundary is smooth.
If the boundary of K is suitably smooth, it is possible to define surface integrals and traces
at the boundary of functions in the Sobolev spaces W 1,2α (K,μ). Then we prove that the traces
of the functions in ˚W 1,2α (K,μ) vanish. Therefore, the Dirichlet boundary condition in (1.2) is
satisfied in the sense of the trace, and T Kα (t)ϕ has null trace at the boundary for every t > 0 and
ϕ ∈ L2(K,μ).
Surface integrals for gaussian measures in Hilbert spaces are not a straightforward extension
of the finite dimensional theory. To our knowledge the best reference is [2, §6.10], where the
Malliavin theory is presented. It deals with level surfaces of smooth functions g in a more gen-
eral context than ours, since Souslin spaces X are considered instead of Hilbert spaces. A part
of the theory may be simplified in our Hilbert setting, and moreover some of the smoothness
assumptions on g can be weakened. Therefore, we end the paper with Appendix A describing
surface measures for level surfaces of suitably regular functions g : H → R.
Several related important problems remain open, even for bounded K with smooth boundary.
Among them:
(a) While in finite dimensions ϕ = R(λ,LKα )f is a strong solution to (1.2) and it belongs to
W 2,2(K,μ) under reasonable assumptions on the boundary ∂K [13], in infinite dimensions
we do not know whether ϕ possesses second order derivatives in L2(K,μ), even if K is the
closed unit ball. In fact, even in the case α = 1, the estimates found in [4,15] are very bad
both near the boundary and near t = 0, and it is not clear how to use them to get informations
on the resolvent.
(b) We do not know whether T Kα (t) is strong Feller in K (i.e., it maps Bb(K), the space of
the bounded Borel functions in K , to Cb(K)). This problem is open even for K = {x ∈ H :
|x| 1}.
(c) In finite dimensions, if ∂K is regular enough there are several characterizations of the space
˚W 1,2α (K,μ), that coincides with ˚W
1,2
1 (K,μ) for every α ∈ [0,1]. The most obvious is the
following: since μ is locally equivalent to the Lebesgue measure, ˚W 1,21 (K,μ) coincides with
the space of the functions f ∈ W 1,21 (K,μ) whose trace at the boundary vanishes. We do not
know whether a similar characterization holds in infinite dimensions.
Referring to problem (a), in the recent paper [1] a self-adjoint realization L of L1 in L2(K,μ)
with Neumann boundary condition has been studied, in the case that K is a convex set with
regular boundary. By means of a different (and better) approximation procedure, it has been
proved that the resolvent R(λ,L) maps L2(K,μ) into W 2,21 (K,μ).
Here we prove interior W 2,2α regularity, for those α such that Tr[Q1−α] < ∞. In this case we
show that for every ball B ⊂ K with positive distance from ∂K and for every ϕ ∈ D(LKα ), the
restriction ϕ|B belongs to W 2,2(B,μ).α
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We denote by 〈·,·〉 and by | · | the scalar product and the norm in H . L(H) is the space of the
linear bounded operators in H .
Let Q be a symmetric (strictly) positive operator in L(H) with finite trace, and let A := Q−1.
Accordingly, let {ek} be an orthonormal basis in H consisting of eigenfunctions of Q, i.e.
Qek = λkek, Aek = 1
λk
ek, ∀k ∈ N.
We denote by Dk the derivative in the direction of ek and by D the gradient of any differentiable
function. Moreover we set xk = 〈x, ek〉 for all x ∈ H , k ∈ N.
Throughout the paper we consider the σ -algebra B(H) of the Borel subsets of H and the
Gaussian measure with center 0 and covariance Q in B(H), denoting it by μ.
An orthonormal basis of L2(H,μ) consists of the Hermite polynomials. More precisely, for
each n ∈ N ∪ {0} let
Hn(ξ) := (−1)nn!−1/2eξ2/2Dn
(
e−ξ2/2
)
, ξ ∈ R,
be the usual normalized n-th Hermite polynomial. We denote by Γ the set of all γ : N → N∪{0}
such that
∑∞
k=1 γ (k) < ∞. For each γ ∈ Γ let
Hγ (x) :=
∞∏
k=1
Hγ(k)
(
xk√
λk
)
, x ∈ H,
be the corresponding Hermite polynomial in H . Then, the linear span H of all the Hermite poly-
nomials Hγ is dense in L2(H,μ), and the linear span Λ0 of the functions Hγ ⊗ eh, with γ ∈ Γ
and h ∈ N, is dense in the space L2(H,μ;H) of all the (equivalence classes of) measurable
functions F : H → H such that ∫
H
|F(x)|2 μ(dx) < ∞.
Other important dense subspaces of L2(H,μ) are the spaces Eα(H), the linear spans of the
real and imaginary parts of the functions x → ei〈x,h〉, with h ∈ D(Aα), 0 α  1.
2.1. Sobolev spaces over H
We have the following integration formula,
∫
H
Dkϕ dμ = 1
λk
∫
H
xkϕ dμ, ϕ ∈ Eα(H), k ∈ N. (2.1)
It may be extended to
∫
〈Dϕ,G〉dμ+
∫
ϕ divGdμ =
∫
ϕ
〈
x,AG(x)
〉
dμ, ϕ ∈ C1b(H), G ∈ Λ0, (2.2)H H H
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Eα(H) ⊂ L2(H,μ) to L2(H,μ;H), by
Q(1−α)/2Dϕ =
∞∑
k=1
λ
(1−α)/2
k Dkϕ ek.
Using formula (2.2) it is easy to see that Q(1−α)/2D is closable. We still denote by Q(1−α)/2D its
closure, and by W 1,2α (H,μ) the domain of the closure. (Note that for α = 0, Q1/2D is nothing
but the Malliavin derivative.) W 1,2α (H,μ) is endowed with the inner product
〈ϕ,ψ〉
W
1,2
α (H,μ)
=
∫
H
ϕψ dμ+
∫
H
〈
Q(1−α)/2Dϕ,Q(1−α)/2Dϕ
〉
dμ
=
∫
H
ϕψ dμ+
∞∑
k=1
∫
H
λ1−αk DkϕDkψ dμ. (2.3)
So, W 1,2α (H,μ) is the completion of Eα(H) in the norm associated to the scalar product (2.3).
It is also possible to characterize it through the Hermite polynomials. We have ϕ ∈ W 1,2α (H,μ)
iff
∑
γ∈Γ
∞∑
h=1
γhλ
−α
h ϕ
2
γ < ∞
in which case the above sum is equal to
∫
H
|Q(1−α)/2Dϕ|2 dμ. Indeed, the proof in [5, Sect.
9.2.3] for α = 1 works as well for any α ∈ [0,1).
From this characterization it is clear that W 1,2α (H,μ) ⊂ W 1,20 (H,μ) for every α ∈ (0,1], with
continuous embedding.
Similarly, W 2,2α (H,μ) is the completion of Eα(H) in the norm associated to the scalar product
〈ϕ,ψ〉
W
2,2
α (H,μ)
= 〈ϕ,ψ〉
W
1,2
α (H,μ)
+
∫
H
Tr
[
Q2−2αD2ϕD2ψ
]
dμ
= 〈ϕ,ψ〉
W
1,2
α (H,μ)
+
∞∑
h,k=1
∫
H
λ1−αh λ
1−α
k Dh,kϕDh,kψ dμ.
Next lemma is a consequence of [2, Lemma 5.1.12] or [5, Lemma 9.2.7].
Lemma 2.1. There is C > 0 such that∫
H
|x|2ϕ(x)2 dμ C‖ϕ‖2
W
1,2
0 (H,μ)
, ϕ ∈ W 1,20 (H,μ).
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hence, in all spaces W 1,2α (H,μ)),∫
H
Dkϕψ dμ = −
∫
H
ϕDkψ dμ+ 1
λk
∫
H
xkϕψ dμ, ϕ,ψ ∈ W 1,20 (H,μ), k ∈ N. (2.4)
For 0 α  1 let Tα(t) be the Ornstein–Uhlenbeck semigroup
Tα(t)ϕ(x) :=
∫
H
ϕ(y)Ne−tAα/2x,Qt (dy), t > 0, (2.5)
with
Qt :=
t∫
0
e−sAαQ1−α ds = Q(I − e−tAα ).
Tα(t) is a Markov semigroup in Cb(H), whose unique invariant measure is μ. Its extension to
L2(H,μ) is a strongly continuous contraction semigroup, still denoted by Tα(t), whose infinites-
imal generator Lα is the closure of Lα : Eα(H) → L2(H,μ).
The domain of Lα is continuously embedded in W 2,2α (H,μ). Moreover, for any ϕ, ψ ∈ D(Lα)
we have ∫
H
Lαϕψ dμ = −12
∫
H
〈
Q(1−α)/2Dϕ,Q(1−α)/2Dψ
〉
dμ. (2.6)
We refer to [5, Ch. 9, 10] for the proofs of the above statements, and we add further properties
of the spaces W 1,2α (H,μ) that will be used later. For each ϕ ∈ L1(H,μ) we denote by ϕ the
mean value of ϕ,
ϕ :=
∫
H
ϕ dμ.
Proposition 2.2. Let 0 α  1. Then
(a) A Poincaré estimate holds in W 1,2α (H,μ), and precisely∫
H
(ϕ − ϕ)2 dμ λα1
∫
H
∣∣Q(1−α)/2Dϕ∣∣2 dμ, (2.7)
where λ1 is the maximum eigenvalue of Q.
(b) The space W 1,2α (H,μ) is compactly embedded in L2(H,μ) for α > 0.
Proof. A proof of statement (a) that follows the approach of Deuschel and Strook [6] is in
[5, Ch. 10] for α = 1. The same procedure works for α ∈ [0,1), since the key points of the proof
still hold. Precisely, we have
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(ii) ∫
H
ϕLαϕ dμ = − 12
∫
H
|Q(1−α)/2Dϕ|2 dμ, ϕ ∈ D(Lα);
(iii) limt→∞ T α(t)ϕ(x) = ϕ, ϕ ∈ Eα(H), x ∈ H .
Once (i), (ii), (iii) are satisfied one can follow the proof of [5, Prop. 10.5.2] step by step. (ii) and
(iii) follow from [5, Prop. 10.2.3, Prop. 10.1.1]. To check that (i) holds is easy and it is left to the
reader.
Statement (b) should be well known, however we give here a simple proof following
[3, Thm. 10.16] that concerns the case α = 1. We write every element ϕ of L2(H,μ) as
ϕ =∑γ∈Γ ϕγHγ , with ϕγ = 〈ϕ,Hγ 〉. We already remarked that ϕ ∈ W 1,2α (H,μ) iff
∑
γ∈Γ
∞∑
h=1
γhλ
−α
h ϕ
2
γ < ∞.
If a sequence (ϕ(n)) is bounded in W 1,2α (H,μ), say ‖ϕ(n)‖W 1,2α (H,μ) K for each n ∈ N, a subse-
quence (ϕ(nk)) converges weakly in W 1,2α (H,μ) to a limit ϕ, that still satisfies ‖ϕ‖W 1,2α (H,μ) K .
We shall show that limk→∞ ‖ϕ(nk) − ϕ‖L2(H,μ) = 0.
For each N ∈ N, let ΓN = {γ ∈ Γ : ∑∞h=1 γhλ−αh < ∞}. Then
∫
H
(
ϕ(nk) − ϕ)2 dμ = ∑
γ∈ΓN
(
ϕ(nk)γ − ϕγ
)2 + ∑
γ∈Γ cN
(
ϕ(nk)γ − ϕγ
)2

∑
γ∈ΓN
(
ϕ(nk)γ − ϕγ
)2 + 1
N
∑
γ∈Γ
∞∑
h=1
γhλ
−α
h
(
ϕ(nk)γ − ϕγ
)2

∑
γ∈ΓN
(
ϕ(nk)γ − ϕγ
)2 + (2K)2
N
.
For ε > 0 fix N ∈ N such that 4K2/N  ε. Since α > 0, then limh→∞ λ−αh = +∞, so that the
set ΓN has a finite number of elements. Since ϕ(nk) converges weakly to ϕ in W 1,2α (H,μ), it con-
verges weakly to ϕ in L2(H,μ); in particular limh→∞ ϕ(nk)γ = ϕγ for each γ ∈ ΓN . Therefore,
for k large enough we have
∑
γ∈ΓN (ϕ
(nk)
γ − ϕγ )2  ε, and the statement follows. 
2.2. Sobolev spaces over K
Throughout the paper we assume that K ⊂ H is a closed set with positive measure. To avoid
trivialities, we assume that also Kc has positive measure.
To treat the Dirichlet problem (1.2) we introduce Sobolev spaces over K . We denote
by W 1,2α (K,μ) the space of the functions u : K → R that have an extension belonging to
W 1,2(H,μ), endowed with the standard inf norm. Moreover we denote by ˚W 1,2(K,μ) the sub-α α
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belongs to the Sobolev space W 1,2α (H,μ). Therefore,
‖u‖2
W
1,2
α (K,μ)
=
∫
K
u2 dμ+
∫
K
∣∣Q(1−α)/2Du∣∣2 dμ, u ∈ ˚W 1,2α (K,μ),
so that the W 1,2α (K,μ)-norm in ˚W 1,2α (K,μ) is associated to the inner product
〈u,v〉
W
1,2
α (K,μ)
=
∫
K
uv dμ+
∫
K
〈
Q(1−α)/2Du,Q(1−α)/2Dv
〉
dμ. (2.8)
From the results of the next section it will be clear that such a space is not trivial, since it coincides
with the domain of (I − LKα )1/2. Moreover, since W 1,2α (H,μ) is continuously embedded in
W
1,2
0 (H,μ), then ˚W
1,2
α (K,μ) is continuously embedded in ˚W
1,2
0 (K,μ), for every α ∈ (0,1].
2.3. The weak solution to (1.2)
The quadratic form Qα associated to Lα ,
Qα(u, v) := 12
∫
K
〈
Q(1−α)/2Du,Q(1−α)/2Dv
〉
dμ, u, v ∈ ˚W 1,2α (K,μ), (2.9)
is continuous, nonnegative, and symmetric. Therefore, for every λ > 0 and f ∈ L2(K,μ) there
exists a unique ϕ ∈ ˚W 1,2α (K,μ) such that
λ
∫
K
ϕv dμ+ 1
2
∫
K
〈
Q(1−α)/2Dϕ,Q(1−α)/2Dv
〉
dμ =
∫
K
f v dμ, ∀v ∈ ˚W 1,2α (K,μ). (2.10)
The function ϕ may be considered as a weak solution to (1.2). Moreover, there exists a dissipative
self-adjoint operator Mα in L2(K,μ) such that ϕ = R(λ,Mα)f . Like all dissipative self-adjoint
operators in Hilbert spaces, Mα is the infinitesimal generator of an analytic contraction semi-
group, and several properties of Mα follow. See e.g. [11, Ch. 6].
3. The Dirichlet semigroup
In this section we give an explicit representation formula for the semigroup generated by
the operator Mα defined in Section 2.3, through the approximation procedure described in the
Introduction. Moreover we show some properties of the semigroup and of its generator.
3.1. The approximating semigroups
We fix once and for all a function V ∈ Cb(H) such that
V (x) = 0, x ∈ K, V (x) > 0, x ∈ Kc.
For ε > 0 let P ε(t) be defined by (1.7).α
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H
(
P εα (t)ϕ(x)
)2
μ(dx)
∫
H
ϕ2(x)μ(dx). (3.1)
Consequently, P εα (t) is uniquely extendable to a C0-semigroup in L2(H,μ) which we shall de-
note by the same symbol.
Proof. We have in fact, by the Hölder inequality
(
P εα (t)ϕ(x)
)2  E(ϕ2(Xα(t, x))e− 2ε ∫ t0 V (Xα(s,x)) ds) Tα(t)(ϕ2)(x),
where Tα(t) is the Ornstein–Uhlenbeck semigroup defined in (2.5). Since μ is invariant for Tα(t),
then ∫
H
(
P εα (t)ϕ(x)
)2
μ(dx)
∫
H
Tα(t)
(
ϕ2
)
(x)μ(dx) =
∫
H
ϕ2(x)μ(dx).  (3.2)
We denote by Mεα the infinitesimal generator of P εα (t) in L2(H,μ) and we want to show that
Mεα = Lα − 1ε V . To this aim, for λ > 0 and f ∈ L2(H,μ) we consider the resolvent equation
λϕε −Lαϕε + 1
ε
V ϕε = f. (3.3)
Proposition 3.2. Let λ > 0, ε > 0, and f ∈ L2(H,μ). Then Eq. (3.3) has a unique solution
ϕε ∈ D(Lα), and the following estimates hold∫
H
ϕ2ε dμ
1
λ2
∫
H
f 2 dμ, (3.4)
∫
H
∣∣Q(1−α)/2Dϕε∣∣2 dμ 2
λ
∫
H
f 2 dμ, (3.5)
∫
Kc
V ϕ2ε dμ
ε
λ
∫
H
f 2 dμ. (3.6)
Proof. Fix λ > 0 and ε > 0. Since Lα is maximal dissipative and ϕ → 1ε V ϕ is bounded and
monotone increasing in L2(H,μ), it follows by standard arguments that the operator
D(Lα) → L2(H,μ), ϕ → Lαϕ − 1
ε
V ϕ,
is maximal dissipative. So, Eq. (3.3) has a unique solution ϕε ∈ D(Lα), that satisfies (3.4).
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yields
λ
∫
H
ϕ2ε dμ+
1
2
∫
H
∣∣Q(1−α)/2Dϕε∣∣2 dμ+ 1
ε
∫
Kc
V ϕ2ε dμ =
∫
H
f ϕε dμ. (3.7)
The inequality λ
∫
H
|ϕε|2 dμ
∫
H
f ϕε dμ yields again (3.4). The inequality
1
2
∫
H
∣∣Q(1−α)/2Dϕε∣∣2 dμ ∫
H
f ϕε dμ
implies (3.5), using the Hölder inequality in the right-hand side and then (3.4). The inequal-
ity
1
ε
∫
Kc
V ϕ2ε dμ
∫
H
fϕε dμ
implies (3.6), using again the Hölder inequality in the right-hand side and then (3.4). 
Proposition 3.3. Let Mεα be the infinitesimal generator of P εα (t). Then D(Mεα) = D(Lα) and
Mεαϕ = Lαϕ −
1
ε
V ϕ, ∀ϕ ∈ D(Lα). (3.8)
Proof. Let us show that D(Lα) ⊂ D(Mεα), and that (3.8) holds.
First, let ϕ ∈ D(Lα)∩Cb(H). For x ∈ H , h > 0 we have
P εhϕ(x)− ϕ(x) = Tα(h)ϕ(x)− ϕ(x)+ E
[(
e−
1
ε
∫ h
0 V (Xα(r,x)) dr − 1)ϕ(Xα(h,x))]. (3.9)
We recall that, since Aα is self-adjoint, Xα(·, x) possesses a.s. continuous paths [12,16]. There-
fore the functions r → ϕ(Xα(r, x)) and r → V (Xα(r, x)) are continuous a.s. Dividing both sides
of (3.9) by h and letting h → 0, we obtain limh→0(P εhϕ − ϕ)/h = Lαϕ − V ϕ/ε pointwise and
(by dominated convergence) in L2(H,μ), so that ϕ ∈ D(Mεα) and (3.8) holds.
Let now ϕ ∈ D(Lα), and let (ϕn) be a sequence of functions in Eα(H) that converges to ϕ
in D(Lα). Then, ϕn → ϕ in L2(H,μ), so that 1ε V ϕn → 1ε V ϕ in L2(H,μ), moreover Lαϕn →
Lαϕ in L2(H,μ). It follows that Mεαϕn → Mεαϕ in L2(H,μ), and since Mεα is closed, then
ϕ ∈ D(Mεα) and (3.8) holds.
The other inclusion D(Mεα) ⊂ D(Lα) is immediate. Indeed, for any ϕ ∈ D(Mεα) set f = λϕ−
Mεαϕ, and let ϕε be the solution of (3.3). Then ϕε ∈ D(Lα) ⊂ D(Mεα), so that (λ − Mεα)−1f =
ϕε = ϕ which implies that ϕ ∈ D(Lα). 
Remark 3.4. From the very beginning, one would be tempted to replace the continuous func-
tion V by 1Kc in the definition of Mε . But with this choice the proof of Proposition 3.3
does not work. Indeed, it is not obvious that (P εhϕ − ϕ)/h converges as h → 0 for any
ϕ ∈ Cb(H)∩D(Lα), if x ∈ ∂K , because the function r → 1Kc(Xα(r, x)) could be discontinuous
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rather than in pointwise convergence. However, we prefer to make no further assumptions on ∂K
in this first part of the paper.
3.2. Identification of T Kα (t)
Let T Kα (t), P εα (t) be defined by (1.3), (1.7) respectively.
Proposition 3.5. For any ϕ ∈ Bb(H), t > 0, and for any x ∈ K we have
lim
ε→0P
ε
α (t)ϕ(x) = T Kα (t)ϕ|K(x). (3.10)
Moreover T Kα (t) is a semigroup of linear bounded operators in Bb(K).
Proof. Let t > 0, x ∈ K . Then{
τKx  t
}= {ω ∈ Ω: Xα(s, x) ∈ K, ∀s ∈ [0, t)}
and {
τKx < t
}= {ω ∈ Ω: ∃s0 ∈ (0, t): Xα(s0, x) ∈ Kc}.
Then we have
P εα (t)ϕ(x) =
∫
{τKx t}
ϕ
(
Xα(t, x)
)
dP +
∫
{τKx <t}
ϕ
(
Xα(t, x)
)
e−
1
ε
∫ t
0 V (Xα(s,x)) ds dP.
In view of the dominated convergence theorem, to prove the statement it is enough to show that
lim
ε→0 e
− 1
ε
∫ t
0 V (Xα(s,x)) ds = 0, (3.11)
for a.s. ω such that τKx (ω) < t .
We already mentioned that Xα(·, x) possesses a.s. continuous paths. Let ω ∈ Ω be such that
Xα(·, x)(ω) is continuous. If τKx (ω) < t , there exist s0 < t , δ > 0 (depending on ω) such that
Xα(s, x) ∈ Kc, ∀s ∈ [s0 − δ, s0 + δ].
Since V is continuous and it has positive values in Kc , then
c := inf{V (X(s, x)): s ∈ [s0 − δ, s0 + δ]}> 0.
It follows that
e−
1
ε
∫ t
0 V (Xα(s,x)) ds  e− 2cε δ → 0, as ε → 0.
So, (3.11) holds. The last statement is straightforward. 
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notation. For each ϕ ∈ Bb(K) we set
ϕ˜(x) =
{
ϕ(x), if x ∈ K,
0, if x /∈ K.
Proposition 3.6. For any ϕ ∈ Bb(K), t > 0, we have∫
K
(
T Kα (t)ϕ(x)
)2
μ(dx)
∫
K
ϕ2(x)μ(dx). (3.12)
Consequently, T Kα (t) can be uniquely extended to a C0 semigroup of contractions in L2(K,μ).
Proof. By the Hölder inequality we have for all x ∈ K(
T Kα (t)ϕ(x)
)2  E[ϕ2(Xα(t, x))1τKx t] E[ϕ˜2(Xα(t, x))1τKx t] Tα(t)(ϕ˜2)(x).
Since μ is invariant for Tα(t), it follows that∫
K
(
T Kα (t)ϕ(x)
)2
dμ
∫
K
Tα(t)
(
ϕ˜2
)
(x) dμ

∫
H
Tα(t)
(
ϕ˜2
)
dμ
∫
H
Tα(t)
(
ϕ˜2
)
dμ
∫
H
ϕ˜2 dμ =
∫
K
ϕ(x)2 dμ.
The conclusion follows. 
We shall denote by LKα the infinitesimal generator of T Kα (t) in L2(K,μ).
Proposition 3.7. For any f ∈ L2(K,μ) and t > 0 we have
lim
→0
(
P εα (t)f˜
)
|K = T Kα (t)f, in L2(K,μ) (3.13)
and, for λ > 0,
lim
→0
(
R
(
λ,Mεα
)
f˜
)
|K =
(
λ−LKα
)−1
f, in L2(K,μ). (3.14)
Proof. Let f ∈ Cb(H). By Proposition 3.5, P εαf converges pointwise to T Kα (t)f in K . More-
over, |(P εα (t)f )(x)| ‖f ‖∞, |(T Kα (t)f )(x)| ‖f ‖∞ for each x ∈ K and t > 0. By dominated
convergence, limε→0 ‖P εα (t)f − T Kα (t)f ‖L2(K,μ) = 0.
Let now f ∈ L2(K,μ). Since Cb(H) is dense in L2(H,μ), there is a sequence (fn) ⊂ Cb(H)
such that
‖f˜ − fn‖L2(H,μ) 
1
, ∀n ∈ N.n
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+ ∥∥T Kα (t)fn − P εα (t)fn∥∥L2(K,μ) + ∥∥P εα (t)(fn − f˜ )∥∥L2(K,μ)
 2
n
+ ∥∥T Kα (t)fn − P εα (t)f˜n∥∥L2(K,μ), ∀n ∈ N,
and (3.13) follows.
To prove (3.14), we use the identity (in L2(H,μ))
R
(
λ,Mεα
)
f˜ =
∞∫
0
e−λtP εα (t)f˜ dt.
Taking the restrictions to K of both sides and using (3.13) we obtain
lim
→0
(
R
(
λ,Mεα
)
f˜
)
|K =
∞∫
0
e−λtT Kα (t)f dt,
which coincides with (3.14). 
Theorem 3.8. For every λ > 0 and f ∈ L2(K,μ), the function ϕ := R(λ,LKα )f belongs
to ˚W 1,2α (K,μ) and satisfies (2.10). Therefore, T Kα (t) is the semigroup generated by Mα in
L2(K,μ).
Proof. For ε > 0 define ϕε := R(λ,Mεα)f˜ . By Proposition 3.3, ϕε is the solution to (3.3), with f
replaced by f˜ . By Proposition 3.2, the W 1,2α (H,μ)-norm of ϕε is bounded by a constant indepen-
dent of ε. Therefore, there is a sequence εk → 0 such that ϕεk converges weakly in W 1,2α (H,μ)
to a function Φ . Let us prove that Φ = ϕ˜.
For every ψ ∈ L2(K,μ) we have∫
K
Φψ dμ = lim
k→∞
∫
H
ϕεk ψ˜ dμ = lim
k→∞
∫
K
ϕεkψ dμ =
∫
K
ϕψ dμ
since, by Proposition 3.7, limε→0 ‖ϕε|K − ϕ‖L2(K,μ) = 0. Then, Φ|K = ϕ.
Moreover, ∫
Kc
Φ2V dμ =
∫
H
Φ ·ΦV 1Kc dμ = lim
k→∞
∫
H
ϕεkΦV 1Kc dμ,
and by estimate (3.6) and the Hölder inequality we have∣∣∣∣ ∫ ϕεkΦV 1Kc dμ∣∣∣∣ ( ∫
c
ϕ2εkV dμ
)1/2( ∫
c
Φ2V dμ
)1/2
→ 0 as k → ∞.H K K
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For every v ∈ ˚W 1,2α (K,μ) and k ∈ N we have (since
∫
H
V ϕεk v˜ dμ = 0)
λ
∫
H
ϕεk v˜ dμ+
1
2
∫
H
〈
Q(1−α)/2Dϕεk ,Q(1−α)/2Dv˜
〉
dμ =
∫
H
f v dμ,
and letting k → ∞ we obtain
λ
∫
H
ϕ˜v˜ dμ+ 1
2
∫
H
〈
Q(1−α)/2Dϕ˜,Q(1−α)/2Dv˜
〉
dμ =
∫
H
f v˜ dμ,
so that ϕ satisfies (2.10), and the statement follows. 
3.3. Consequences
We list here some consequences of the results of this section, that hold for every α ∈ [0,1].
(i) T Kα (t) is an analytic semigroup in Lp(K,μ) for every p ∈ (1,∞).
(ii) The space ˚W 1,2α (K,μ) coincides with the domain of (I −LKα )1/2.
(iii) For each f ∈ L2(K,μ) we have∫
K
∣∣Q(1−α)/2DTKα (t)f ∣∣2 μ(dx) 1√
t
∫
K
f 2(x)μ(dx), t > 0.
These statements follow in a standard way from the fact that the infinitesimal generator LKα
of T Kα (t) is the operator associated to the symmetric quadratic form Qα defined in (2.9), and that
it is dissipative.
Less standard consequences are a Poincaré inequality in the space ˚W 1,2α (K,μ) and the invert-
ibility of LKα for α > 0, proved in the next proposition.
Proposition 3.9. For α ∈ (0,1] the spaces ˚W 1,2α (K,μ) and D(LKα ) are compactly embedded in
L2(K,μ). Moreover 0 ∈ ρ(LKα ), and a Poincaré inequality holds in ˚W 1,2α (K,μ),
‖u‖L2(K,μ)  C
∫
K
∣∣Q(1−α)/2Du∣∣2 dμ, u ∈ ˚W 1,2α (K,μ).
Proof. Since the embedding W 1,2α (H,μ) ⊂ L2(H,μ) is compact by Proposition 2.2(b), the
embedding ˚W 1,2α (K,μ) ⊂ L2(K,μ) is compact too. Indeed, a sequence un is bounded in
˚W 1,2α (K,μ) iff the sequence u˜n is bounded in W 1,2α (H,μ). In this case, there is a subsequence
of u˜n that converges to a function v ∈ L2(H,μ). Therefore, a subsequence of un converges to
the restriction v|K , in L2(K,μ).
Since the domain D(LKα ) is continuously embedded in ˚W 1,2α (K,μ), it is compactly embedded
in L2(K,μ). Therefore, the spectrum of LKα consists of (nonpositive) eigenvalues. Let us prove
that 0 is not an eigenvalue.
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0 =
∫
K
uLKα udμ = −
1
2
∫
K
∣∣Q(1−α)/2Du∣∣2 dμ = −1
2
∫
H
∣∣Q(1−α)/2Du˜∣∣2 dμ,
and by the Poincaré inequality in W 1,2α (H,μ) (Proposition 2.2(a)) we have∫
H
(
u˜−
∫
H
u˜dμ
)2
dμ = 0.
So, u˜ is constant a.e. in H , but since it vanishes in Kc , whose measure is positive, then it vanishes
a.e. in H . Therefore, u = 0.
This implies that the seminorm u → (∫
K
|Q(1−α)/2Du|2 dμ)1/2 is in fact an equivalent
norm in ˚W 1,2α (K,μ), that is, a Poincaré inequality holds in ˚W 1,2α (K,μ). Indeed, since −LKα
is invertible, also (−LKα )1/2 is invertible, so that the seminorm u → ‖(−LKα )1/2u‖L2(K,μ) =
1
2
∫
K
|Q(1−α)/2Du|2 dμ is an equivalent norm in D((−LKα )1/2) = ˚W 1,2α (K,μ); in other words
there is C > 0 such that ‖u‖L2(K,μ)  C
∫
K
|Q(1−α)/2Du|2 dμ for every u ∈ ˚W 1,2α (K,μ). 
4. Interior regularity
In this section we prove an interior regularity result for the solution to (1.2) for α < 1. We use
the following lemma.
Lemma 4.1. For every ϕ ∈ D(Lα) and for every β ∈ Eα(H), the product ϕβ belongs to the
domain of Lα , and
Lα(ϕβ) = βLαϕ + ϕLαβ +
〈
Q1−αDϕ,Dβ
〉
.
Proof. Since Eα(H) is dense in D(Lα), there is a sequence (ϕn) ⊂ Eα(H) that converges to ϕ
in D(Lα). For every n, βϕn is still in Eα(H), hence it belongs to D(Lα) and the statement
follows easily. 
Proposition 4.2. Assume that
TrQ1−α =
∞∑
k=1
λ1−αk < ∞.
Then for every y ∈ ˚K and r > 0 such that dist(B(y, r), ∂K) > 0, the restriction to B(y, r) of the
solution ϕ to (1.2) belongs to W 2,2α (B(y, r),μ).
Proof. It is enough to prove that the statement holds for y ∈ D(Aα/2). Indeed, since D(Aα/2) is
dense in H , for each y ∈ ˚K and r > 0 such that dist(B(y, r), ∂K) > 0 there are y1 ∈ ˚K∩D(Aα/2)
and r1 > r such that B(y, r) ⊂ B(y1, r1) and dist(B(y1, r), ∂K) > 0.
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ρ : R → [0,1] be a C2 function such that
ρ(ξ) = 1, ξ  r2, ρ(ξ) = 0, ξ  r21 ,
and define a cutoff function θ by
θ(x) := ρ(|x − y|2), x ∈ H.
Our aim is to show that the product ϕ˜θ belongs to W 2,2α (H,μ). Since the restriction to B(y, r)
of ϕ˜θ coincides with the restriction to B(y, r) of ϕ, the statement will follow.
The proof is in three steps. As a first step, we show that θ ∈ D(Lα). Then we show that
ϕεθ belongs to D(Lα) for every ε > 0, where ϕε = R(λ,Mεα)f˜ . Eventually, we prove that ϕ˜θ ∈
W 2,2α (H,μ).
First step: θ ∈ D(Lα). We approach each x ∈ H by the sequence xn =∑nk=1〈x, ek〉ek , and we
consider the sequence of functions
θn(x) := ρ
(|xn − yn|2), x ∈ H, n ∈ N.
Each of them belongs to D(Lα). This is because it depends only on the first n coordinates,
it is bounded and it has bounded first and second order derivatives, and in finite dimensions
the inclusion C2b(H) ⊂ D(Lα) holds. Therefore, it is easy to see that there exists the limit
limt→0(Tα(t)θn − θn)/t = Lαθn in L2(H,μ), where
Lαθn(x) = ρ′
(|xn − yn|2)
(
n∑
k=1
λ1−αk −
n∑
k=1
λ−αk 〈x, ek〉〈x − y, ek〉
)
+ 2ρ′′(|xn − yn|2)〈Q1−α(xn − yn), xn − yn〉. (4.1)
Letting n → ∞, ρ′(|xn − yn|2) and ρ′′(|xn − yn|2)〈Q1−α(xn − yn), xn − yn〉 converge in
L2(H,μ) to ρ′(|x − y|2) and to ρ′′(|x − y|2)〈Q1−α(x − y), x − y〉, respectively, by dominated
convergence. The sum
∑n
k=1 λ
−α
k 〈x, ek〉〈x − y, ek〉 converges too. Indeed, for p < q ∈ N we
have∥∥∥∥∥
q∑
k=p
λ−αk 〈x, ek〉〈x − y, ek〉
∥∥∥∥∥
L2(H,μ)

q∑
k=p
∥∥λ−α/2k 〈x, ek〉∥∥L2(H,μ)∥∥λ−α/2k 〈x − y, ek 〉∥∥L2(H,μ)
=
q∑
k=p
λ
(1−α)/2
k λ
−α/2
k
(
λk +
∣∣〈y, ek〉∣∣2)1/2

q∑
k=p
λ
(1−α)/2
k
(
λ
(1−α)/2
k + λ−α/2k
∣∣〈y, ek〉∣∣)

q∑
λ1−αk +
1
2
(
λ1−αk + λ−αk
∣∣〈y, ek〉∣∣2),
k=p
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∑∞
k=1 λ
1−α
k < ∞ by assumption, and
∑∞
k=1 λ
−α
k |〈y, ek〉|2 < ∞ because y ∈ D(Aα/2).
Therefore,
∃L2(H,μ)− lim
n→∞
n∑
k=1
λ−αk 〈x, ek〉〈x − y, ek〉 :=
〈
x,Aα(x − y)〉.
(Note that 〈x,Aα(x − y)〉 is not defined pointwise.) It follows that ρ′(|xn − yn|2) ·∑n
k=1 λ
−α
k 〈x, ek〉〈x − y, ek〉 converges to ρ′(|x − y|2)〈x,Aα(x − y)〉 in L2(H,μ). Since Lα
is closed, θ ∈ D(Lα).
Second step: ϕεθ belongs to D(Lα). Since ϕε ∈ D(Lα) and Eα(H) is a core of Lα , there is
a sequence of exponential functions βn that converges to ϕε in D(Lα). Since θ is bounded,
βnθ converges to ϕεθ in L2(H,μ). By Lemma 4.1, βnθ belongs to D(Lα) for every n, and we
have
Lα(βnθ) = βnLαθ + θLαβn +
〈
Q1−αDβn,Dθ
〉
.
As n → ∞, βn converges to ϕε , Lαβn converges to Lαϕε , and 〈Q1−αDβn,Dθ〉 =
〈Q(1−α)/2Dβn,Q(1−α)/2Dθ〉 converges to 〈Q(1−α)/2Dϕε,Q(1−α)/2Dθ〉 in L2(H,μ) since
D(Lα) ⊂ W 1,2α (H,μ) and Q(1−α)/2Dθ is bounded. Therefore, Lα(βnθ) converges in L2(H,μ),
and since Lα is closed, ϕεθ belongs to D(Lα) and
Lα(θϕε) = (Lαθ)ϕε +
〈
Q(1−α)/2Dθ,Q(1−α)/2Dϕε
〉+ θLαϕε. (4.2)
Third step: ϕ˜θ belongs to W 2,2α (H,μ). Using (4.2) and (3.3) we get
λθϕε −Lα(θϕε) = θf˜ − (Lαθ)ϕε −
〈
Q(1−α)/2Dθ,Q(1−α)/2Dϕε
〉 := f1,ε.
The L2 norm of the right-hand side f1,ε is bounded by a constant independent of ε. Therefore,
‖θϕε‖D(Lα) is bounded by a constant independent of ε, and since D(Lα) is continuously embed-
ded in W 2,2α (H,μ), also ‖θϕε‖W 2,2α (H,μ) is.
Let {εk} be the sequence used in the proof of Proposition 3.8, so that ϕεk converges weakly in
W 1,2α (H,μ) to ϕ˜. Possibly taking a further subsequence, (θϕεk ) converges weakly in W 2,2α (H,μ)
to a function u that belongs to W 2,2α (H,μ). Then u = θϕ˜; indeed, for each ψ ∈ L2(H,μ) we have∫
H
uψ dμ = lim
k→∞
∫
H
θϕεkψ dμ = lim
k→∞
∫
H
θϕ˜ψ dμ.
So, θϕ˜ ∈ W 2,2α (H,μ). 
5. Domains with smooth boundaries
In this section we assume that
K = {x ∈ H : g(x) 1}
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assume that supg > 1, so that K is a proper subset of H , and infg < 1, so that the interior
part of K is not empty and the surface measure dσ is well defined in the boundary Σ of K ,
Σ = {x ∈ H : g(x) = 1}. See Appendix A, to which we refer for the definition and properties of
surface measures.
The aim of this section is to give a reasonable definition of the trace at ∂K of any function in
W 1,2α (H,μ), and to show that the functions in ˚W 1,2α (H,μ) have null trace at ∂K . This implies
that R(λ,LKα )f satisfies the Dirichlet boundary condition in (1.2) in the sense of the trace for
every f ∈ L2(K,μ), and that T Kα (t)f has null trace at the boundary for every t > 0 and f ∈
L2(K,μ).
As a first step we prove integration formulas for functions in the core E0(H).
Proposition 5.1. Let k ∈ N be such that Dkg/|Q1/2Dg| ∈ W 2,20 (H,μ). Then for every ϕ ∈ E0(H)
we have ∫
K
Dkϕ dμ = 1
λk
∫
K
xkϕ dμ+
∫
Σ
Dkg
|Q1/2Dg|ϕ dσ. (5.1)
If |Q1/2Dg| ∈ W 2,20 (H,μ), then for every ϕ ∈ E0(H) we have∫
Σ
ϕ2
∣∣Q1/2Dg∣∣dσ1 =
{∫
K
ϕ〈Q1/2Dϕ,Q1/2Dg〉dμ+ ∫
K
L0gϕ2 dμ, (a)
− ∫
Kc
ϕ〈Q1/2Dϕ,Q1/2Dg〉dμ− ∫
Kc
L0gϕ2 dμ. (b)
(5.2)
Proof. For small ε > 0 define the pathwise linear function θε by
θε(ξ) :=
⎧⎨⎩
2, ξ  1 − ε,
1
ε
(1 − ξ)+ 1, 1 − ε < ξ < 1 + ε,
0, ξ  1 + ε,
and set
ρε(x) := θε
(
g(x)
)
, x ∈ H.
Since θε is Lipschitz continuous, then ρε ∈ W 1,20 (H,μ) [2, Rem. 5.2.1]. Then the product ρεϕ
belongs to W 1,20 (H,μ) and Dk(ρεϕ) = θ ′ε(g(x))Dkg(x)ϕ(x)+ ρε(x)Dkϕ(x), so that∫
H
(Dkϕ)ρε dμ− 1
ε
∫
1−ε<g<1+ε
ϕDkg dμ = 1
λk
∫
H
xkϕρε dμ, k ∈ N. (5.3)
Let us prove (5.1). Letting ε → 0, ρε converges pointwise to 21K in H \ Σ , whose measure
is 1. Since ρε  2, by dominated convergence we get
∃ lim
ε→0
1
2ε
∫
ϕDkg dμ =
∫
Dkϕ dμ− 1
λk
∫
xkϕ dμ.1−ε<g<1+ε K K
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W
2,2
0 (H,μ), by Remark A.7 we have
lim
ε→0
1
2ε
∫
1−ε<g<1+ε
ϕDkg dμ =
∫
Σ
Dkg
|Q1/2Dg|ϕ dσ
and (5.1) follows.
Let us prove (5.2)(a). For every ε > 0 and k ∈ N, the function ρεϕ2Dkg still belongs to
W
1,2
0 (H,μ). Therefore we may replace ϕ in (5.3) by λkϕ2Dkg, and summing over k (recall
Lemma 2.1), we obtain∫
H
2ϕ
〈
Q1/2Dϕ,Q1/2Dg
〉
ρε dμ+
∫
H
2L0gϕ2ρε dμ = 1
ε
∫
1−ε<g<1+ε
ϕ2
∣∣Q1/2Dg∣∣2 dμ.
Letting ε → 0 as before, by dominated convergence we get
lim
ε→0
∫
H
ϕ
〈
Q1/2Dϕ,Q1/2Dg
〉
ρε dμ =
∫
K
ϕ
〈
Q1/2Dϕ,Q1/2Dg
〉
dμ,
lim
ε→0
∫
H
L0gϕ
2ρε dμ =
∫
K
L0g ϕ
2 dμ.
Therefore, there exists the limit
lim
ε→0
1
2ε
∫
1−ε<g<1+ε
ϕ2
∣∣Q1/2Dg∣∣2 dμ = ∫
K
ϕ
〈
Q1/2Dϕ,Q1/2Dg
〉
dμ+
∫
K
L0g ϕ
2 dμ
that we identify as a boundary integral. Indeed, since ϕ2|Q1/2Dg| ∈ W 2,20 (H,μ), by Remark A.7
we have
lim
ε→0
1
2ε
∫
1−ε<g<1+ε
ϕ2
∣∣Q1/2Dg∣∣2 dμ = ∫
Σ
ϕ2
∣∣Q1/2Dg∣∣dσ.
So, (5.2)(a) holds. To prove (5.2)(b), we may follow the same procedure replacing K by Kc and
θε by
θ˜ε(ξ) :=
⎧⎨⎩
0, ξ  1 − ε,
1
ε
(ξ − 1)+ 1, 1 − ε < ξ < 1 + ε,
2, ξ  1 + ε,
or else, we may use the equality∫
c
ϕ
〈
Q1/2Dϕ,Q1/2Dg
〉
dμ+
∫
c
L0gϕ
2 dμ = −
∫
ϕ
〈
Q1/2Dϕ,Q1/2Dg
〉
dμ−
∫
L0gϕ
2 dμK K K K
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H
L0g ϕ
2dμ = −1
2
∫
H
〈
Q1/2Dg,Q1/2D
(
ϕ2
)〉
dμ = −
∫
H
〈
Q1/2Dg,Q1/2Dϕ
〉
ϕ dμ
(see formula (2.6)). 
As a second step, with the aid of Proposition 5.1 we prove an integration by parts formula in
W
1,2
0 (H,μ) and we define the trace ϕ|Σ at the boundary Σ of any function in W
1,2
0 (H,μ).
Corollary 5.2. Assume that |Q1/2Dg| ∈ W 2,20 (H,μ), and that |Q1/2Dg| is bounded and L0g
has at most linear growth either on K or on Kc . Then for every ϕ ∈ W 1,20 (H,μ) there exists ψ ∈
L2(Σ,σ ) with the following property: for each sequence (ϕn) ∈ E0(H) such that limn→∞ ‖ϕn −
ϕ‖
W
1,2
0 (H,μ)
= 0, the sequence (ϕn|Q1/2Dg|1/2|Σ ) converges to ψ in L2(Σ,σ ).
Proof. It is sufficient to recall formula (5.2) and Lemma 2.1. 
Note that the assumptions of Corollary 5.2 are satisfied by the functions g in Example A.3 of
Appendix A.
Definition 5.3. Under the assumptions of Corollary 5.2, for each ϕ ∈ W 1,20 (H,μ) the trace of ϕ
at Σ is defined by
ϕ|Σ = ψ|Q1/2Dg|1/2 ,
where ψ is given by Corollary 5.2.
Note that in general ϕ|Σ does not belong to L2(Σ,σ ), because |Q1/2Dg|−1/2 may be un-
bounded in Σ . Of course, if |Q1/2Dg|−1/2 is bounded in Σ (that is, if infΣ |Q1/2Dg| > 0), then
ϕ|Σ ∈ L2(Σ,σ ) for every ϕ ∈ W 1,20 (H,μ) and the mapping W 1,20 (H,μ) → L2(Σ,σ ), ϕ → ϕ|Σ
is continuous.
In general, we have the following lemma.
Lemma 5.4. Under the assumptions of Corollary 5.2, for every ϕ ∈ W 1,20 (H,μ), ϕ|Σ ∈ L1(Σ,σ )
and the mapping W 1,20 (H,μ) → L1(Σ,σ ), ϕ → ϕ|Σ is continuous.
Proof. Since ϕ|Σ = ψ |Q1/2Dg|−1/2 with ψ ∈ L2(Σ,σ ), it is sufficient to prove that
|Q1/2Dg|−1/2 ∈ L2(Σ,σ ). The assumptions ‖Q1/2D2gQ1/2‖L(H)/|Q1/2Dg|2 ∈ L2(H,μ)
and |Q1/2Dg|−1 ∈ L4(H,μ), that are contained in assumption (A.8), imply that the function
ϕ˜ := |Q1/2Dg|−1 belongs to W 1,20 (H,μ). By Corollary 5.2, ϕ˜|Q1/2Dg|1/2 = |Q1/2Dg|−1/2 has
trace in L2(Σ,σ ). 
Corollary 5.5. Let the assumptions of Corollary 5.2 be satisfied. The following statements hold
for every α ∈ [0,1].
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mula (5.1) holds.
(ii) If ϕ ∈ ˚W 1,2α (K,μ), its trace at Σ1 vanishes.
Proof. Since W 1,2α (H,μ) ⊂ W 1,20 (H,μ), and ˚W 1,2α (K,μ) ⊂ ˚W 1,20 (K,μ), it is enough to prove
that the statements hold for α = 0.
(i) It is sufficient to approach every ϕ ∈ W 1,20 (H,μ) by a sequence (ϕn) ⊂ E0(H), and to
recall Lemma 5.4.
(ii) If ϕ ∈ ˚W 1,20 (K,μ), it vanishes a.e. in Kc , and formula (5.2)(b) yields the statement. 
Appendix A. Surface integrals
We consider level surfaces of smooth functions g. We refer to [2, §6.10], where the functions g
under consideration belong to the space W∞(H,μ) defined by
W∞(H,μ) :=
⋂
k∈N,p>1
Wk,p(H,μ)
and Wk,p(H,μ) is the completion of the smooth cylindrical functions1 in the norm
‖f ‖k,p := ‖f ‖Lp(H,μ) +
k∑
j=1
( ∫
H
[ ∑
i1,...,ij1
(
λi1 · · · · · λikDi1 . . .Dikf (x)
)2]p/2
μ(dx)
)1/p
.
(In particular, the spaces Wk,2(H,μ) coincide with our Wk,20 (H,μ) for k = 1,2.)
Another assumption is
∣∣Q1/2Dg∣∣−1 ∈ ⋂
p>1
Lp(H,μ).
Our aim here is to give a simplified presentation of surface measures in the case of a Hilbert
space setting, under less heavy (although less elegant) assumptions on g.
For any continuous g : H → R and r in the range of g let us define the level sets
Σr :=
{
x ∈ H : g(x) = r}.
We shall define probability measures on the surfaces Σr with r in the interior part of the range
of g. To this aim, a first step is the study of the image of μ on R under the mapping g, defined by
(
μ ◦ g−1)(I ) := μ(g−1(I )), I ∈ B(R).
1 That is, functions of the type f (x) = ϕ(〈x, x1〉, . . . , 〈x, xn〉) with x1, . . . , xn ∈ H and ϕ ∈ C∞(Rn).b
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with respect to the Lebesgue measure. Similarly, for ρ ∈ L1(H,μ) we shall consider the signed
measure
(ρμ)(B) :=
∫
B
ρ(x)μ(dx), B ∈ B(H)
and its image under the mapping g,(
ρμ ◦ g−1)(I ) := (ρμ)(g−1(I )), I ∈ B(R),
and we shall give sufficient conditions for ρμ ◦ g−1 to have continuous density kρ with respect
to the Lebesgue measure. A key role will be played by the function ψ defined by
ψ := L0g|Q1/2Dg|2 −
〈Q1/2D2gQ1/2 ·Q1/2Dg,Q1/2Dg〉
|Q1/2Dg|4 , (A.1)
if g ∈ D(L0). We shall use the following proposition.
Proposition A.1. Let g ∈ D(L0) be such that |Q1/2Dg|−1 ∈ L4(H,μ). Then
(a) μ ◦ g−1 is absolutely continuous with respect to the Lebesgue measure.
(b) If a function ρ ∈ W 1,10 (H,μ) is such that
ψρ ∈ L1(H,μ), |Q
1/2Dρ|
|Q1/2Dg| ∈ L
1(H,μ), (A.2)
where ψ is defined in (A.1), then ρμ ◦ g−1 is absolutely continuous with respect to the
Lebesgue measure.
Proof. To prove statement (a) we shall show that there exists C > 0 such that∣∣∣∣ ∫
R
ϕ′(r)
(
μ ◦ g−1) (dr)∣∣∣∣ C‖ϕ‖∞, ϕ ∈ C1b(R). (A.3)
For each k ∈ N we have
Dk(ϕ ◦ g)(x) = ϕ′
(
g(x)
)
Dkg(x), x ∈ H, (A.4)
so that 〈
D(ϕ ◦ g)(x),QDg(x)〉= (ϕ′ ◦ g)(x)∣∣Q1/2Dg(x)∣∣2, x ∈ H, (A.5)
i.e.
(
ϕ′ ◦ g)(x) = 〈Q1/2D(ϕ ◦ g)(x),Q1/2Dg(x)〉1/2 2 , a.e. x ∈ H. (A.6)|Q Dg(x)|
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R
ϕ′(r)
(
μ ◦ g−1) (dr) = ∫
H
ϕ′ ◦ g dμ =
∫
H
∑
k λkDk(ϕ ◦ g)(x)Dkg(x)
|Q1/2Dg(x)|2 dμ.
Integrating by parts and recalling that
Dk
(
1
|Q1/2Dg|2
)
= −2
∑
i λiDigDikg
|Q1/2Dg|4 (A.7)
we obtain∫
H
ϕ′ ◦ g dμ = −
∫
H
ϕ ◦ g
∑
k
λkDk
(
Dkg
|Q1/2Dg|2
)
dμ+
∫
H
ϕ ◦ g
∑
k
xkDkg
|Q1/2Dg|2 dμ
= −
∫
H
ϕ ◦ g
∑
k
λk
(
Dkkg
|Q1/2Dg|2 − 2Dkg
∑
i λiDigDikg
|Q1/2Dg|4
)
dμ
+
∫
H
ϕ ◦ g
∑
k
xkDkg
|Q1/2Dg|2 dμ
= −2
∫
H
(ϕ ◦ g)(x)ψ(x)dμ,
where the function ψ is defined in (A.1). The first addendum in ψ , L0g/|Q1/2Dg|2, belongs to
L1(H,μ) since both L0g and 1/|Q1/2Dg|2 are in L2(H,μ). Concerning the second addendum
we have
|〈Q1/2D2gQ1/2 ·Q1/2Dg,Q1/2Dg〉|
|Q1/2Dg|4 
‖Q1/2D2gQ1/2‖L(H)
|Q1/2Dg|2 .
Recalling that there exists C0 > 0 such that [2, Thm. 5.7.1]∥∥x → ∥∥Q1/2D2gQ1/2∥∥L(H)∥∥L2(H,μ)  C0‖g‖D(L0),
it follows that the second addendum in ψ belongs to L1(H,μ). Then formula (A.3) follows, with
C = ‖ψ‖L1(H,μ)  const (‖g‖D(L0) + ‖|Q1/2Dg|−1‖L4(H.μ)).
We prove statement (b) by the same procedure, replacing μ by ρμ. For every ϕ ∈ C1b(R) we
have ∫
H
(
ϕ′ ◦ g)ρ dμ = ∫
H
∑
k
λkDk(ϕ ◦ g)(x)Dkg(x) ρ(x)|Q1/2Dg(x)|2 dμ
=
∫
ϕ ◦ g
(
−2ψρ − 〈Q
1/2Dg,Q1/2Dρ〉
|Q1/2Dg(x)|2
)
dμH
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〈Q1/2Dg,Q1/2Dρ〉/|Q1/2Dg(x)|2 belong to L1(H,μ). Then,∣∣∣∣ ∫
R
ϕ′(r)
(
μ ◦ g−1) (dr)∣∣∣∣= ∣∣∣∣ ∫
H
(
ϕ′ ◦ g)ρ dμ∣∣∣∣ C‖ϕ‖∞, ϕ ∈ C1b(R)
with C = 2‖ψρ‖L1 + ‖|Q
1/2Dρ|
|Q1/2Dg| ‖L1 . The statement follows. 
Proposition A.2. Let the assumptions of Proposition A.1 hold. Then:
(a) If the function ψ defined in (A.1) belongs to W 1,20 (H,μ), then the density k of μ ◦ g−1
belongs to W 1,1(R).
(b) If ρ ∈ W 1,10 (H,μ) satisfies (A.2) and moreover, setting
ρ1 := 2ψρ + 〈Q
1/2Dg,Q1/2Dρ〉
|Q1/2Dg|2
we have ρ1 ∈ W 1,10 (H,μ), ψρ1 ∈ L1(H,μ), |Q
1/2Dρ1|
|Q1/2Dg| ∈ L1(H,μ), then kρ ∈ W 1,1(R).
Proof. To prove statement (a) we shall show that there is C1 > 0 such that∣∣∣∣ ∫
R
ϕ′′(r)
(
μ ◦ g−1) (dr)∣∣∣∣ C1‖ϕ‖∞, ϕ ∈ C2b(R).
Indeed, this implies that k is weakly differentiable with k′ ∈ L1(R).
Differentiating (A.4) we get
Dkk(ϕ ◦ g)(x) = ϕ′′
(
g(x)
)(
Dkg(x)
)2 + ϕ′(g(x))Dkkg(x), x ∈ H,
and summing over k
Tr
(
QD2(g ◦ ϕ))= ϕ′′(g(x))∣∣Q1/2Dg(x)∣∣2 + ϕ′(g(x))Tr(QD2g(x))
so that
ϕ′′ ◦ g = Tr(QD
2(ϕ ◦ g))
|Q1/2Dg|2 −
(
ϕ′ ◦ g)Tr(QD2g)|Q1/2Dg|2
= 2L0(ϕ ◦ g)+ 〈x,D(ϕ ◦ g)〉|Q1/2Dg|2 −
(
ϕ′ ◦ g)2L0g + 〈x,Dg〉|Q1/2Dg|2
= 2L0(ϕ ◦ g)|Q1/2Dg|2 −
(
ϕ′ ◦ g) 2L0g|Q1/2Dg|2 .
Using again (A.7) we get
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H
(
ϕ′′ ◦ g)dμ = ∫
H
(
−〈Q1/2D(ϕ ◦ g),Q1/2D(∣∣Q1/2Dg∣∣−2)〉− 2(ϕ′ ◦ g) L0g|Q1/2Dg|2
)
dμ
=
∫
H
ϕ′ ◦ g
(〈
Q1/2Dg,2
Q1/2D2gQ1/2 ·Q1/2Dg
|Q1/2Dg|4
〉
− 2 L0g|Q1/2Dg|2
)
dμ
= −2
∫
H
(
ϕ′ ◦ g)ψ dμ,
where ψ is defined in (A.1). Then we may use Proposition A.1, with ρ = ψ . By assump-
tion, ψ ∈ W 1,20 (H,μ) ⊂ W 1,10 (H,μ), moreover ψ2 ∈ L1(H,μ) and |Q
1/2Dψ |
|Q1/2Dg| ∈ L1(H,μ)
since |Q1/2Dψ | ∈ L2(H,μ), |Q1/2Dg|−1 ∈ L2(H,μ). We get | ∫
H
(ϕ′ ◦ g)ψ dμ| 
C‖ψ‖
W
1,2
0 (H,μ)
‖ϕ‖∞, and statement (a) follows.
Concerning statement (b), the proof is similar, replacing μ by ρμ. For every ϕ ∈ C2b(R) we
have∫
H
(
ϕ′′ ◦ g)ρ dμ = ∫
H
(
2ρL0(ϕ ◦ g)
|Q1/2Dg|2 − 2
(
ϕ′ ◦ g) ρL0g|Q1/2Dg|2
)
dμ
=
∫
H
(
−
〈
Q1/2D(ϕ ◦ g),Q1/2D
(
ρ
|Q1/2Dg|2
)〉
− 2(ϕ′ ◦ g) ρL0g|Q1/2Dg|2
)
dμ
=
∫
H
ϕ′ ◦ g
(〈
Q1/2Dg,2
Q1/2D2gQ1/2 ·Q1/2Dg
|Q1/2Dg|4
〉
− 2 L0g|Q1/2Dg|2
)
ρ dμ
−
∫
H
ϕ′ ◦ g 〈Q
1/2Dg,Q1/2Dρ〉
|Q1/2Dg|2 dμ
= −
∫
H
ϕ′ ◦ g
(
2ψ ρ + 〈Q
1/2Dg,Q1/2Dρ〉
|Q1/2Dg|2
)
dμ = −
∫
H
ϕ′ ◦ gρ1 dμ,
where the function ρ1 satisfies the assumptions of Proposition A.1(b). We obtain
| ∫
H
(ϕ′ ◦ g)ρ1 dμ| C‖ϕ‖∞ and the statement follows. 
One can play with ρ and g in order that the assumptions of Proposition A.2(b) are satisfied.
In the next proposition we give sufficient conditions that are useful for the sequel.
Proposition A.3. The assumptions of Proposition A.2(b) are satisfied by every ρ ∈ W 2,20 (H,μ)
provided g ∈ D(L0) is such that⎧⎪⎨⎪⎩
|Q1/2Dg|−1 ∈ L4(H,μ), ψ ∈ W 1,40 (H,μ),
‖Q1/2D2gQ1/2‖L(H)
1/2 2 ∈ L2(H,μ),
‖Q1/2D2gQ1/2‖L(H)
1/2 3 ∈ L2(H,μ).
(A.8)|Q Dg| |Q Dg|
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R
ϕ′′(r)
(
ρμ ◦ g−1) (dr)∣∣∣∣ C2‖ρ‖W 2,20 (H,μ)‖ϕ‖∞, ϕ ∈ C2b(R).
Consequently, if ρn → ρ in W 2,20 (H,μ) then kρn → kρ in W 1,1(R), hence kρn → kρ in L∞(R).
Proof. Since ψ ∈ L2 and |Q1/2Dg|−1 ∈ L4, then ρ1 ∈ L1. Computing Q1/2Dρ1 we obtain
Q1/2Dρ1 = ρQ1/2Dψ +ψQ1/2Dρ − Q
1/2D2gQ1/2 ·Q1/2Dρ +Q1/2D2ρQ1/2 ·Q1/2Dg
|Q1/2Dg|2
+ 2〈Q1/2Dg,Q1/2Dρ〉Q1/2D2gQ1/2 ·Q1/2Dg|Q1/2Dg|4 .
Estimating each addendum we get
• ρ|Q1/2Dψ | ∈ L1, since |Q1/2Dψ | ∈ L2;
• ψ |Q1/2Dρ| ∈ L1, since ψ ∈ L2;
• ‖Q1/2D2gQ1/2‖L(H)|Q1/2Dρ||Q1/2Dg|2 ∈ L1, since
‖Q1/2D2gQ1/2‖L(H)
|Q1/2Dg|2 ∈ L2;
• ‖Q1/2D2ρQ1/2‖L(H)|Q1/2Dg| ∈ L1, since 1|Q1/2Dg| ∈ L2;
• |Q1/2Dρ| ‖Q1/2D2gQ1/2‖L(H)|Q1/2Dg|2 ∈ L1, as above.
Therefore ρ1 ∈ L1, and ‖ρ1‖L1(H,μ)  c‖ρ‖W 2,20 (H,μ).
The assumptions ψ ∈ L4, 1|Q1/2Dg| ∈ L4 imply that ψρ1 ∈ L1.
To check that |Q
1/2Dρ1|
|Q1/2Dg| ∈ L1 we redo the estimates above, dividing each term by |Q1/2Dg|.
We get
• ρ |Q1/2Dψ ||Q1/2Dg| ∈ L1, since |Q1/2Dψ | ∈ L4 and 1|Q1/2Dg| ∈ L4;
• ψ |Q1/2Dρ||Q1/2Dg| ∈ L1, since ψ ∈ L4 and 1|Q1/2Dg| ∈ L4;
• ‖Q1/2D2gQ1/2‖L(H)|Q1/2Dρ||Q1/2Dg|3 ∈ L1, since
‖Q1/2D2gQ1/2‖L(H)
|Q1/2Dg|3 ∈ L2;
• ‖Q1/2D2ρQ1/2‖L(H)|Q1/2Dg|2 ∈ L1, since 1|Q1/2Dg| ∈ L4;
• |Q1/2Dρ| ‖Q1/2D2gQ1/2‖L(H)|Q1/2Dg|3 ∈ L1, as above.
Therefore, the norms ‖ψρ1‖L1 and ‖ |Q
1/2Dρ1|
|Q1/2Dg| ‖L1 are bounded by c‖ρ‖W 2,20 (H,μ). Applying
Proposition A.2(b) the statement follows. 
Example. Let us consider some simple examples.
(a) g(x) = 〈b, x〉, with |b| = 1,
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(c) g(x) =∑13k=1 x2k .
In all these cases g satisfies the conditions of Proposition A.3.
Proof. In the case (a) we have Dg = b, D2g = 0 so that L0g = −〈b, x〉/2 = −g/2 and
ψ = − 〈b, x〉
2|Q1/2b|2
which belongs to W 1,40 (H,μ). The other conditions of Proposition A.3 are obviously satisfied.
In the case (b) we have Dg(x) = 2T x, D2g(x) = 2T so that L0g = Tr[QT ] − g and
ψ(x) = Tr[QT ] − 〈T x,x〉
2|Q1/2T x|2 −
〈Q2T 3x, x〉
|Q1/2T x|2 . (A.9)
Since tk = 0 for infinitely many k, then x → |Q1/2Dg(x)|−1 belongs to all spaces Lp(H,μ).
Indeed, |Q1/2Dg(x)|2  4∑Nk=1 λit2k x2k where N is so large that at least [p] + 1 addenda do not
vanish. The other assumptions of Remark A.3 are easily seen to be satisfied.
In the case (c) we still have g(x) = 〈T x,x〉 with T ∈ L(H), T x = ∑13k=1 xkek , so
that tk = 0 only for k = 1, . . . ,13. However, |Q1/2Dg(x)|−1  c0(∑13k=1 x2k )−1/2 with c0 =
1/min{λ1/2k : k = 1, . . . ,13} so that |Q1/2Dg|−1 ∈ Lp(H,μ) for every p < 13. The function ψ
is still given by (A.9) on span{e1, . . . , e13} and it belongs to Lp(H,μ) for every p < 13/3, in par-
ticular it belongs to L4(H,μ), as well as |Q1/2Dψ |−1. The other conditions of Proposition A.3
are easily seen to be satisfied. 
In the cases (a) and (b) with T = I it is possible to give a representation formula for k that
shows that k ∈ C∞, see [10]. In the case (c) we have |Q1/2Dg(x)|−1  c1(∑13k=1 x2k )−1/2 with
c1 = 1/max{λ1/2k : k = 1, . . . ,13} so that |Q1/2Dg|−1 /∈ Lp(H,μ) for p  13.
The construction of the surface measures goes as follows. First, one constructs surface mea-
sures depending explicitly on g by an approximation procedure.
One fixes once and for all a convex compact set K which is symmetric with respect to the
origin and has positive measure, say μ(K) > 1/2. Such a K does exist. Indeed, it is well known
that there are compact sets K˜ with positive (arbitrarily close to 1) measure (a simple proof is e.g.
in [3, Thm. 6.2]). The absolute convex hull K of K˜ is compact, symmetric with respect to the
origin and contains K˜ , so that μ(K) μ(K˜).
Then we need a regular cutoff function. The proof of its existence follows closely
[2, Prop. 5.4.12], with a few simplifications due to our Hilbert space setting.
Lemma A.4. Let K ⊂ H be compact, convex, symmetric with respect to the origin, with μ(K) >
1/2. Then there exists a function θ ∈ W∞(H,μ) such that θ ≡ 1 on K , θ = 0 a.e. outside 2K
and 0 θ(x) 1 for all x ∈ H .
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Consequently, limm→∞ μ(mK) = 1. Fix m ∈ N such that
μ(mK) >
8
9
.
Let us consider the Minkowski functional defined by pK(x) := inf{α > 0: x ∈ αK} for x ∈ E,
and the function d(x) := inf{pK(x − y): y ∈ K} if x ∈ E, d(x) = 1 if x /∈ E. We modify it
setting
ϕ(x) = 1 − h(d(x)), x ∈ H,
where h(t) = t for t  1 and h(t) = 1 for t  1. The function ϕ is Borel measurable, has values
between 0 and 1, ϕ ≡ 1 on K and ϕ ≡ 0 outside E and outside 2K . We regularize it applying
T0(t), where t > 0 is chosen such that
1 − e−t/2 < 1
8
, m
√
1 − e−t < 1
8
.
Since ϕ ∈ Bb(H), then T0(t)ϕ ∈ W∞(H,μ) (e.g., [2, Prop. 5.4.8]).
Moreover,
T0(t)ϕ(x)
2
3
, ∀x ∈ K, T0(t)ϕ(x) 35 , ∀x ∈ E \ 2K. (A.10)
Indeed, let x ∈ K . Then e−t/2x ∈ K , and for each y ∈ mK we have √1 − e−t y ∈ K/8. The
sum e−t/2x +√1 − e−t y belongs to 9K/8, so that d(e−t/2x + √1 − e−t y) 1/8 and therefore
ϕ(e−t/2x +√1 − e−t y) 7/8. Since μ(H \mK) 1/9, we get T0(t)ϕ(x) 7/8 − 1/9 > 2/3.
Let now x ∈ E \ 2K . Since e−t/2 > 7/8, e−t/2x /∈ 7K/4 and consequently for every y ∈ mK
the sum e−t/2x + √1 − e−t y does not belong to 7K/4 −K/8 = 13K/8. Therefore, d(e−t/2x +√
1 − e−t y) 5/8, so that ϕ(e−t/2x + √1 − e−t y) 3/8. Again since μ(H \ mK) 1/9, we
get T0(t)ϕ(x) 3/8 + 1/9 = 35/72 < 3/5, and (A.10) is proved.
Now fix a function η ∈ C∞(R) such that 0 η 1, η(t) = 0 for t  3/5, η(t) = 1 for t  2/3,
and set
θ(x) = η(T0(t)ϕ(x)), x ∈ H.
The function θ is what we were looking for. It has values between 0 and 1, it belongs to
W∞(H,μ), θ(x) = 1 for x ∈ K and θ(x) = 0 for x ∈ E \ 2K . Since μ(E) = 1, then θ(x) = 0
for almost all x ∈ H \ 2K . The statement follows. 
Now we fix ϕ0 ∈ C∞c (R) with 0 ϕ0  1,
∫
R
ϕ0(t) dt = 1 and ϕ0 ≡ 1 in a neighborhood of 0,
ϕ0 ≡ 0 outside (−1,1). Then for each r ∈ R the sequence {ϕ0(j (t − r)) dt/j} converges weakly
to the Dirac measure δr .
For each r in the interior part of g(H) we set
θn(x) = θ
(
x
)
, x ∈ H ; ϕj (t) = ϕ0(j (t − r)) , j ∈ N, t ∈ R.n j
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general setting of [2] in the Hilbert space case, we refer to [2, Lemma 6.10.1, Thm. 6.10.2] for
the proof.
Proposition A.5.
(a) For each n ∈ N, the sequence of measures
νn,j (dx) = θn(x)ϕj (g(x))
k(g(x))
μ(dx)
converges weakly to a measure νn concentrated on Σr := g−1(r). Moreover, for each con-
tinuous f ∈ W 2,20 (H) we have∫
H
f dνn =
∫
Σr
f dνn = kf θn(r)
k(r)
. (A.11)
(b) In its turn, the sequence νn converges weakly to a probability measure σ (g)r concentrated
on Σr , such that for each continuous f ∈ W 2,20 (H) we have∫
H
f dσ
(g)
r =
∫
Σr
f dσ
(g)
r = kf (r)
k(r)
. (A.12)
Definition A.6. For every Borel bounded function ϕ : H → R and for every r in the interior part
of g(H) we set ∫
Σr
ϕ dσr := k(r)
∫
Σr
ϕ
∣∣Q1/2Dg∣∣dσ (g)r .
Remark A.7. It is easy to see that for every f : H → R such that f |Q1/2Dg| ∈ W 2,20 (H,μ) ∩
C(H) we have ∫
Σr
f dσr = lim
ε→0
1
2ε
∫
r−εg(x)r+ε
f
∣∣Q1/2Dg∣∣dμ.
Indeed, applying Proposition A.2 we get
lim
ε→0
1
2ε
∫
r−εg(x)r+ε
f
∣∣Q1/2Dg∣∣dμ = lim
ε→0
1
2ε
r+ε∫
r−ε
d
(
f
∣∣Q1/2Dg∣∣ ◦μ)
= lim
ε→0
1
2ε
r+ε∫
kf |Q1/2Dg|(t) dt = kf |Q1/2Dg|(r).r−ε
2672 G. Da Prato, A. Lunardi / Journal of Functional Analysis 259 (2010) 2642–2672On the other hand, by Proposition A.5(b) we have
kf |Q1/2Dg|(r) = k(r)
∫
Σr
f
∣∣Q1/2Dg∣∣dσ (g)r
and the right-hand side is just ∫
Σr
f dσr by definition.
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