Young was elected a Fellow of Peterhouse in 1886. There was no dissertation or examination; it was a matter of course because of his place in the tripos. He remained a Fellow until 1892, but was never given any permanent position either by the college or the university. It was not until he was an old man that his college, in 1939, elected him an Honorary Fellow.
The next thirteen years of Young's life were spent, almost exclusively, in teaching and examining. It was common enough then for Cambridge mathema ticians to earn quite large sums by private coaching, and Young set himself resolutely to do so. Here the Westcott connexion was a help, bringing him a good many pupils. He also went twice to Charterhouse as a temporary assistant master. It is difficult for any one who knew Young only later to imagine him as a schoolmaster, but he seems to have enjoyed the experience. He did much examining, at Eton (where he awarded the 'Tomline prize' to P. H. Cowell) and at other big schools; but primarily, through all these years, he was a coach. His position became a little more official in 1888, when Girton made him a lecturer in mathematics. 'Lecturing' at Girton meant, in effect, more coaching, and after this coaching absorbed practically all his time and energy. He was working from early morning till late at night, sometimes taking two classes simultaneously in adjacent rooms, and often going without lunch.
There is general agreement that Young was an excellent coach, and here again I find something surprising in the testimony to his merits. It is easy enough to imagine him a great inspiration to any first-rate pupil, but he did not have the chance of teaching more than a very few. He had the monopoly of Girton, but Girton wranglers were rare; the second whom he taught was his future wife. I should hardly have expected him to have had the patience necessary for success with less gifted pupils, but apparently it was just there that he excelled.
His preferences in mathematics also seem very surprising to any one familiar with his later work. He had read widely, and could teach anything in reason, but astronomy was his pet subject. 'Astronomy' was the mathematical astronomy required for the tripos of those days, and a man who could make that stimulating must have been a teacher indeed. This interest lasted, and his first suggestion for 'independent work', in the early days of his marriage, was one of a textbook of astronomy to be written in collaboration with his wife.
And all this time we hear not one word of research. Young was the most original of the younger Cambridge mathematicians; twenty years later he was the most prolific. Yet no one suggested to him that he might have it in him to be a great mathematician; that the years between twenty-five and forty should be the best of a mathematician's life; that he should set to work and see what he could do. The Cambridge of those days would seem a strange place to a research student transplanted into it from to-day.
I still find it difficult to visualize Young's own attitude during these early years of unproductivity. The productivity, when it did come, was so astonishing; it seems at first as if it must have been the sequel to years of preparation, by a man who had succeeded at last in finding his subject and himself. One would
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Obituary Notices have supposed that any one so original, however he might be occupied, must surely have found something significant to say, but actually, the idea of research seems hardly to have occurred to Young. M r Cowell says that Young once told him that he 'deliberately accepted ten years of drudgery', that he 'fancied his knowledge of the Stock Exchange', and that he thought that he could 'win his leisure' by thirty-five; but 'leisure' meant freedom, comfort, reading, and travel, not a life of mathematical research. The truth seems to be that Young had really no time to think of much but his teaching; that the atmosphere of Cambridge was mathematically stifling; that no one was particu larly anxious to look out for or encourage originality; and that he was too much absorbed in his routine, in his pupils and their performance, to dream of higher ambitions.
However that may be, the dreams were to come and the 'drudgery' to end, and the end came quickly after Young's marriage. In 1896 he married Grace Chisholm, the second of his wrangler pupils. Mrs Young's father was H. W. Chisholm, for many years Warden of the Standards2; and her brother, Hugh Chisholm, was editor of the Encyclopaedia Britannica. The family carries on this tradition of distinction, and two of Young's six children are well known to us as mathematicians. The eldest son, Frank, was killed as an airman in France in 1917.
The great break in Young's life came, quite suddenly, in 1897; and here perhaps I had better quote Mrs Young's own words. 'At the end of our first year together he proposed, and I eagerly agreed, to throw up lucre, go abroad, and devote ourselves to research.' It implies a revolution in Young's whole attitude to mathematics. But Mrs Young had studied in Gottingen before her marriage, and knew what the air of a centre of research was like, so that possibly the revolution was a little less abrupt than it appears. At any rate, the Youngs left Cambridge for Gottingen in September. 'Of course all our relations were horrified, but we succeeded in living without help, and indeed got the reputation of being well off'. Young's 'banker's instincts' had served him well.
Young's permanent home was abroad for the rest of his life, in Gottingen until 1908 and then in Switzerland, first in Geneva and afterwards in Lausanne; but the continuity of home life was much broken by his many activities. In 1901 he came back to Cambridge, and had rooms in Peterhouse during term time for some years, returning home for vacations. During 1902-1905 he was Chief Examiner to the Central Welsh Board, and seems to have thrown himself into the work with all his usual enthusiasm. His reputation was now rising, and he became a Fellow of the Royal Society in 1907, but it was not until 1913 that he obtained any definitely academic position. He was still not properly appreciated, and I can remember that, when he was a candidate for the Sadleirian chair in 1910, no one in Cambridge seemed to take his candidature very seriously.
The next few years were his years of greatest activity. He wrote a great deal -there are forty papers of his in volumes [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] Young was well over sixty now and regarded his career as a constructive mathematician as finished, but there were other openings for his activities. He had always been keenly interested in the international organization of mathe matics; and this brings me to the one controversy where I found myself in active opposition to him. We had no quarrel and, so far as I know, lost no respect for one another: our differences concerned means rather than ends but, within their limits, they were irreconcilable. They had first appeared on the Council of the London Mathematical Society in 1922-1924, when he was President and I was Secretary, and the Society refused to send delegates to the mathematical congress at Toronto.
In 1929 Young became President of the International Union of Mathe maticians, one of the unions formed, under the aegis of the International Research Council, in 1919-1920. It seemed an honourable position, and there is no doubt that Young thought that he could use it to do real service to the cause of international co-operation, and worked wholeheartedly to that end. I am afraid (though my judgment is no doubt biassed) that it brought him little but worry and disappointment.
The truth seems to me to be that Young, though the objects of his activity were irreproachable, was carrying them on under an impossible handicap. The Union had been so much prejudiced by its previous history that all his efforts were foredoomed to failure. It had been founded too soon, before the passions of the war had had any time to cool; it was shackled by the statutes of the International Research Council; and these statutes had been largely inspired by men anxious to direct them towards a boycott of ex-enemy nations. These feelings (with which Young had never sympathized) gradually weakened, and the opposition was always strong, so that in 1926 the Council declared itself 310 Obituary Notices ready to open its ranks. But then, as might have been anticipated, the 'enemy nations' showed no desire to accept favours from such a quarter. It was in these discouraging circumstances that Young succeeded to the Presidency of the Union. He did his best, but the case was hopeless; the majority of mathematicians had made up their minds to scrap all this machinery and to start again. The Zurich Congress of 1932 broke away from the Union, and that was effectively its end.
I think that Young himself ended by feeling that he was well quit of a thankless job. He turned back to his other old interests: law (he had been a member of Lincoln's Inn from early days), finance, and above all languages. These included Jugoslav and Polish, two of the most intricate of Central Europe.
The end of Young's life was rather tragic, since he was cut off from his family completely by the war. Mrs Young had left him, as they meant for a few days only, and the collapse of France prevented her return; and his children were settled in London, South Africa and Paris. He had always been the centre of a family, and found himself imprisoned in Switzerland and practically alone. Little had been heard from him, but it is known that he died quite suddenly, that he 'just went out', and that the University of Geneva, of which he was an honorary doctor, did him every honour.
It is not particularly difficult to estimate Young's rank as a mathematician. There is no mystery about him; his work, three books and over 200 papers, is entirely characteristic; one may get a little lost in it at times, but both apprecia tion and criticism are straightforward tasks. Two features of it stand out on almost every page, intense energy and a profusion of original ideas. Indeed it is obvious to any reader that Young has a superabundance of ideas, far too many for any one man to work out exhaustively. One feels that he should have been a professor at Gottingen or Princeton, surrounded by research pupils eager to explore every bypath to the end. It may be that he had hardly the temperament or the patience to lead a school in this way, but he never had a chance to try.
His style is better in his books than in his papers, which are sometimes rather rambling and diffuse-faults natural in the writing of a man with many ideas, anxious to press on in a field which is developing rapidly and where there are many rivals. He makes astonishingly few mistakes, and the critical passage will almost always be found to be accurate and clear; but his repetitions are sometimes rather trying to a reader anxious to dig out the kernel of what he has to say. A theorem will be proved, in varying degrees of generality, in half a dozen .different papers, with continual cross-references, and promises of further developments not always fulfilled. It is not surprising that a good many of Young's theorems should have been missed and rediscovered. At his best, however, he can be as sharp and concise as any reader could desire; and he (or he and his wife together) could write an excellent historical and critical resume, with just the right spice of originality.3
There is one particular compliment which I find it easy to pay to Young. His work stands up stoutly to critical examination. There are men who seem to me admirable mathematicians so long as they write about geometry or physics-it is easy to be impressed by what one does not understand very well. Young's best work seems to me to be his work on the subjects which I myself know best, on the theory of Fourier and other orthogonal series, on the differ ential calculus, and on certain parts of the theory of integration.
I will say something first about the last of these subjects, not because his work here (except that on the 'Stieltjes integral' in 20) seems to me his very best, but because it is the most widely known, and because it was the occasion of a disappointment which, coming as it did right at the beginning of his active career, might easily have broken the spirit of a weaker man.
The theory of functions of a real variable has been written afresh during the last forty or fifty years. In particular, the foundations of the integral calculus have been entirely remodelled; and it is acknowledged by every one that, among those who have reconstructed them, Lebesgue stands first. The 'Lebesgue integral' opens the blocked passages and smooths the jagged edges which disfigured the older theories, and gives the integral calculus the aesthetic out lines of the best 'classical' mathematics. In particular it brings integration and differentiation into harmony with one another. It is Lebesgue's theorems about integrals and derivatives, the core of any modern treatment of the subject, which are his greatest achievement.
Young, working independently, arrived at a definition of the integral different in form from, but essentially equivalent to, Lebesgue's. He had not made Lebesgue's applications: the great theorems about integrals and derivatives are Lebesgue's and his alone. But naturally Young's integral, being equivalent to Lebesgue's, 'has them in it'. If Lebesgue had never lived, byt the mathematical world had been presented with Young's definition, it would have found Lebesgue's theorems before long. In the definition itself Young was anticipated by about two years, and it must have been a heavy blow to a man who was just beginning to find himself as a mathematician; but he recognized the anticipation magnanimously, and set himself whole-heartedly to work at the further develop ment of the theory. The phrase 'the Lebesgue integral' is Young's.
It may seem a paradox, but it is possible that Young's work on integration, fine as it was, actually impeded his recognition. These subjects were not popular, even in France, with conservatively minded mathematicians. In England they were regarded almost as a morbid growth in mathematics, and it was convenient for men out of sympathy with Young's interests, and perhaps a little jealous of his growing reputation, to dismiss him as 'the man who was anticipated by Lebesgue'. It is easy enough now to recognize the absurdity of such a view: if Young had never given his definition of an integral, his reputation would not be very materially affected.
Most of this work is set out in 4, 5, and 6; it is in 6 that the 'Young integral' is actually defined. All these papers were written in ignorance of Lebesgue's work, and recast when Young discovered it. This spoils their continuity a little,
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Obituary Notices and it is perhaps a pity that he did not leave them as they stood and add the acknowledgments necessary in appendices; the genesis and progress of his own ideas would then have stood out more clearly. It is plain that Young, in his first essays at a theory of integration, was rather hypnotized by the familiar Darboux sums. He wished, at first, to preserve their properties, and came only gradually to see that the essential thing is to get away from them. I confine myself to the ordinary integral over an interval, leaving aside integrals over sets and extensions to many dimensions. Then the essential results of 5 are («) that the Darboux upper integral is unchanged by replacing f(x) by its 'upper function'; and ( b) that if / is 'upper semithe set in w hich/> & is closed and has (in the old sense) a content I(k), then I{k) is (again in the old sense) integrable, and where 5 is the length of the interval and K and K ' any lower and upper bounds for /. There are similar results, of course, for the lower integral. Here already we have the germs of the famous sums of Lebesgue.
In 6 he treats the whole subject more systematically. Starting from the point of view of Riemann and Darboux, he considers the effect of the most obvious changes which might be made in their definitions. In § 6 he suggests a 'tentative' definition (which is substantially that which he ultimately adopted) and shows that its results are inconsistent with those of Darboux. He therefore dismisses it temporarily, and considers other definitions which secure agreement but seem otherwise unsatisfactory. Here he repeats a good deal of the analysis of 5.
It is only in § 24 that he takes the decisive step. 'We now return to the tentative definitions of § 6, which we saw did not agree with the usual definitions. On the other hand, the definitions we have since constructed seem more artificial than these. It suggests itself, therefore, that the most logical plan is to throw overboard the Riemann and Darboux definitions altogether and to define an integral as follows . . .' Divide ( a, b) in any way into meas let Fv and f v be the upper and lower bounds of / in Then (using the same symbol for a set and its measure) the upper and lower integrals of / are respec tively the lower bound of HYFvev and the upper bound of 2 f ve". If / is measur able, in Lebesgue's sense, then the upper and lower integrals are each equal to the Lebesgue integral, and can be expressed in the form (1). The definitions presuppose Young's definition of measure, which had been worked out in 4 and which is also equivalent to Lebesgue's. In one way they are more general than Lebesgue's, since they do not presuppose the measurability of /, and Young's procedure seems at first a good deal more straightforward. He does not change a great deal in the older definitions; there is no such inversion of the roles of x and y as Lebesgue makes so dramatically.
In later papers, 9, 18 and 20, Young developed the whole theory differently, by the 'method of monotone sequences'. In this we begin by defining the integral for some particularly simple class of functions, such as continuous (1) / functions or step-functions, and agree that monotone sequences are integrable term-by-term (this convention supplying the definition of the integrals of their limits). This procedure4 is particularly well adapted to of theorems in the integral calculus. But I mention it here less for this reason than because it led Young to one of his admitted triumphs.
There is another important generalization of the Riemann integral, the integral first defined by Stieltjes in 1894. The Stieltjes integral covers sums as well as ordinary integrals, and has come rapidly into vogue since about 1909, primarily because of its outstanding importance in the theory of 'linear functionals'. In Stieltjes integration we integrate one function / with respect to another function g: the classical case is that in which / is c monotone. It was inevitable, after Lebesgue's work, that mathematicians should try to combine the two generalizations, and define the integral of any Lebesgueintegrable/ with respect to any monotone £. In particular, Lebesgue had tried, but his results were not altogether satisfactory. Young solved the problem with complete success: he showed that his method of monotone sequences could be applied to this more general problem with little more than verbal changes.
The best tribute to Young's work that I can quote is that of Lebesgue him self.5 Referring to his own attempt, he says 'En realite, je n'avais que tres imparfaitement compris ce role [that of monotone sequences], sans quoi je n'aurais pas ecrit . . Young solves the problem by two, slightly different, methods. In the first (which is rather more fundamental) he starts with 'simple u-or /-functions': a simple w-function, for example, being a step function whose value at a jump is not less than its neighbouring values. If is such a function, and g is increasing, then he defines f f dg by
where the x{ are the points of discontinuity.6 The definition is then generalized progressively, the final results being
where/* (/* ) is a lower (upper) semi-continuous function greater (less) than /. The Stieltjes integral f f dg is the common value of j and j f dg, when these two agree.
It is now a commonplace that any definition of the integral with respect to x may be generalized to cover integration with respect to g: we have only to replace the measure of a set e by the variation of g over e. If we do this either to Lebesgue's definition, or to that adopted originally by Young, we obtain a definition of j f dg which agrees with that just quoted.
Young's work on integration, which reaches its peak in the paper on the Stieltjes integral, was preceded and accompanied by a whole flood of papers on the theory of sets of points and its application to the general theory of functions. A considerable part of the contents of these papers is incorporated in the Youngs' book 2, published in 1906 and, unfortunately, never revised and reprinted. But I must pass on to the other two fields in which Young seems to me to show his powers at their highest. These are the theory of Fourier series (and other special orthogonal series), and the elementary differential calculus of functions of several variables.
(1) There is a long series of papers on Fourier series in volumes 9-18 of the Proceedings of the London Mathematical Society and volumes 85-95 of the Proceedings of the Royal Society. Of his many contributions to this theory, I suppose that most of us would put first the theorems now known, in their final form, as the 'Young-Hausdorff' theorems. I state them as they appear, for example, in Zygmund's book.
Suppose that 1 </>< 2 and that p' is the 'conjugate' index -1) (so that £ '> 2 ); and that J r and S r are defined, for any r > l , by JXf) = f j / r * ) '" , = g w ) * .
If J p is finite, and the cn are the (complex) Fourier constants of /, then Sp,<,Jr If S p is finite, then there is an / of which the cn are the Fourier constants, and J p,< S p.Both theorems become false if p> 2. If = 2 (and so ' = 2), then they reduce to the famous 'Parseval' and 'Riesz-Fischer' theorems. Young (14, 15, 17) put the problem and found the solution, but it was not until eleven years later that Hausdorff completed the proof. Young proved the theorem only for the infinite sequence of special values of , viz. 2, 4, f, f> • ••, for which p' is an even integer. It was a fine theorem even then, and the first of the ' p, p" theorems of which the subject is now so full. Young's proof depends upon an inequality which has other important applications. If p> 1 and 1 <q< p' (so X.\i2 andjyw are posi *» = 2 x,y t 8+t-n is the 'Faltung' or 'resultant' of xn and y n, then
More elegantly, if \ > 0 , //.>0 and \ + / x < l , then (2) {z)^S1m_K )(x)S1 n1_^(y).
There are naturally many extensions and 'integral analogues'. The simplest cases of the theorems are those in which -= 4. Suppose, for example, that 2 |c n|*<oo, and that Cn is the Faltung of cn with itself. Then Cn is the Fourier constant of f Bu X|Cn|2< (2 |c n|*)3. Hence, by the Riesz-Fischer th e o re m ,/2 is i.e. is L4, and i f |/|W -S |C " |2 < ( S |c J i) 3 , Z7T J -7 jwhich isJf4(/)</S,(c). The inequalities when^> = -|, f , ... maybe deduced similarly from the appropriate generalizations of (2) . But the hypothesis that p' is an even integer is essential for the success of this type of argument, and Hausdorff had to add a quite different technique.
There is another, and simpler, inequality of Young's which has also proved fruitful in the theory of Fourier series. Young observed in 10 (as no doubt many others had done before him) that (2) It will be seen from these examples that Young's work can be as simple, as terse, and as 'snappy' as any mathematician could desire: it is quite absurd to picture him as a man habitually absorbed in a cloud of abstractions. I will give one more example: this is a theorem which seems to me perhaps the most beautiful that he ever proved.
Trigonometrical series of the special types 2 \ w cos n0 and 2A.nsin nd, where Xn is positive and d e c r e a s i n g , have many striking properties which illu the general theory. It was observed, for example, by Fatou that the series sin 20 sin 30 log 2 Tog 3 + ' " ' 3 16 Obituary Notices although it converges for every 6, is not a Fourier series: its integrable. Young (16) showed that the corresponding cosine series (which looks at first the less promising, since it diverges for = 0) a Fourier series; more generally, 2Xn cos nd is a Fourier series whenever is positive, decreases to 0, and is convex. The kernel of the proof lies in the simple observation that f(0) = |X0 + i> »cos nd = \S ( \ -2 \n+1 +Xn+2) -1 0 Sln ^2U by two partial summations, and so that f is positive for be completed in a number of ways, of which that chosen by Young is not quite the most concise.
(3) I have only space to mention a few more of Young's many contributions to the theory of Fourier series, most of which can be found somewhere in Zygmund.
(i) First, there is 'Young's convergence test' (12, 21, 22) : of this there are many generalizations, and I state it only in its simplest and most significant form. If, in the usual notation, cp(t) = |{ /( # + f) + f(0-£->0, and the variation of u ( f > ( u) in (0, t) is ), then the Fourier serie for t = 0, converges to </>( + 0). This is an important extension of the famous test of Jordan, and includes one particularly interesting special case, in which < f > is continuous and = 0 {t~l) for small t. (ii) Young was the first to attack seriously the convergence problems presented by the series H{bn cos n0-an sin n0) 'conjugate' to the Fourier series of /. The 'natural' sum for this series is the 'conjugate function'
and all that was known before Young was that it converges to f(0 ) when the integral (3) is absolutely convergent: this test corresponds to 'Dini's test' for the Fourier series. Young (11, 12, 22) found tests for convergence corresponding to Jordan's, de la Vallee-Poussin's, and his own, and tests for summability corresponding to Fejer's and Lebesgue's. Suppose, for example, to take the simplest case, that / is of bounded variation; then a necessary and sufficient condition for the convergence of the conjugate series is the existence of / (0) as a 'Cauchy integral', an elementary generalized integral down to 0. This is the natural condition. 
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~+ Since for a fixed 0 in (0, 7r), it is to be expected that the convergence theory of Legendre series will, in broad outline, resemble that of Fourier series; but there are important differences, due at bottom to the fact that the points i 1 are singular points of Legendre's equation. In particular it is not true that the general term of the series necessarily tends to 0, or (what is the same thing) that and Hobson showed that, if this condition is satisfied, that the series is con vergent for any x, interior to ( -1, 1), near which / is of bounded variation. At the ends of the interval, where the analogy with Fourier series fails, much more stringent conditions are required. Hobson's theorem was an important advance, but it is not a theorem of the ideal type. Like any other test for the convergence of a Legendre series, it contains two clauses; a 'broad' condition, here (6) , involving all the values of /; and a 'local' condition involving only those assumed near the particular x in question. For Fourier series, the 'broad' condition disappears, since it is simply that / is integrable, and this is implied in the definition of a Fourier series. For Legendre series, some 'broad' condition is essential, but the 'local' condition should consist simply of a reduction of the problem: the Legendre series converges if, and only if, the corresponding Fourier series converges. The first theorem of this kind was proved in 1918 by Haar, his 'broad' condition being that |/ |2 is integrable; this is less general than Hobson's condition (6), though Haar's theorem is better in other ways.
Young attacked the problem in 23, and may be said to have solved it definitively. His fundamental idea is that of changing the 'broad' condition into a condition on the coefficients an. The natural condition is plainly (5), and Young shows that, if this condition is satisfied, then a necessary and sufficient condition fox the convergence of the Legendre s e r i e s , at any internal point vergence of the Fourier series of f (or of any other function which agrees with / near x). The theorem includes all known previously and, since (5) is in any case necessary for convergence, it is difficult to suggest any improvement.
In 24 Young treats the same problem for 'Bessel-Fourier' series: the technique is more difficult, but the essential ideas are the same, and the final theorem is equally satisfactory. (5) It was probably in the theory of Fourier series (and these connected series that Young did his finest work, but it is arguable that his most important work was in a much more elementary field.
