In the present paper we propose a new model of monthly river flow rate as a simple nonlinear function of air temperature and rainfall. Response surface methodology is used to analyze the observed monthly flow rates from 1950 to 1990 for Great Morava River, as the largest domestic river in Serbia. Obtained results indicate significant linear and quadratic effect of both individual factors, while two-factor interactions show significantly smaller influence, indicating occurrence of maximum flow rate for low temperature and high rainfall regime. Statistical reliability of the proposed model is verified by internal and external validation, the latter of which included comparison of predicted and observed values from 1991 to 2012. It is shown that predicted flow rates exhibit a similar statistical pattern as observed ones, with a satisfying value of Nash-Sutcliffe coefficient (NSE ¼ 0.73), although the derived model cannot capture well the highest flow rates. Obtained results further indicate the sequence of residuals represents random time series, which is confirmed by appropriate test statistics and surrogate data testing. The advantage of using the derived model for hydrological simulations in river basins instead of existing ones lies in its explicit mathematical form, making it suitable for quick and reliable estimation and prediction of monthly flow rates. Key words | air temperature, flow rate, prediction model, rainfall, response surface methodology ; Chen et al. ), genetic programming (Rodriguez-Vazquez et al. ), and phase-space reconstruction technique (Sivakumar et al. ; Ng et al. ; Khatibi et al. ) are by far the most popular, since they enable fast computation, without explicitly solving the inter-relations among the input parameters. In other words, they are designed to identify the connection between the input factors and the response (output data), without going into the analysis of the internal structure of the physical process. The main drawback of using these models is that they often do not lead to a better understanding of the river flow process. Nevertheless, these methods usually provide results of satisfying accuracy in the absence of accurate information about the physical mechanisms underlying the river flow at a particular location.
INTRODUCTION
Modeling of river flow rates lies in the focus of hydrological research, primarily since these rates are used as a basis for sizing water systems, including river reservoirs and retention ponds, and for optimizing the water management process. In particular, time series of flow rates are used to identify 'criti- The second approach towards the modeling of river flow rate uses physically based models, which mimic the hydrological processes either by finite difference approximation of the partial differential equation representing the mass, momentum, and energy balance or by empirical equations (Abbott et al. ; Young & Beven ; Spruill et al. ) . Such models include primary components of the hydrologic cycle, such as interception, snowmelt, evapotranspiration, sub-surface runoff, groundwater flow, surface runoff, and channel routing. Moreover, these models are usually defined as distributed, since they take into account spatial variability of vegetation, soil, topography, etc.
According to the way that a river basin is discretized, there are semi-distributed models, including TOPMODEL (Shen & Phanikumar ) . Nevertheless, although previous research largely focused on these models, they typically require excessive input data and parameters and, therefore, are difficult to apply practically.
The third approach, formally known as conceptual modeling, provides representation of different hydrological processes in a form of simple mathematical expressions.
They are typically defined as lumped models, since spatial variability of watershed characteristics are ignored. The main disadvantage of this class of models, which includes STANFORD IV (Crawford & Linsley ) , SSARR (US Army Corps of Engineers ), TANK (Sugawara et al. ) , and ARNO (Todini ) , is that their parameters are not directly measurable and must be inferred from the observed data.
Within the present paper, we aim to develop a model that could give a clear insight into the mechanism in the background of flow rate, but is based on simple mathematical relations among the influential parameters. In addition, such a model should be both easy to use and provide high prediction accuracy. For this purpose, we apply response surface methodology (RSM), which has already produced favorable results in hydrologic forecasting (Yu et al. ) , as well as in the area of geotechnical analysis (Kostić et al. 2015) , concrete production (Fang & Perera ; Bektas & Bektas ), and analytical chemistry (Hibbert ; Cela et al. ) . Our approach relies on previously observed values, but at the same time, it includes the effects of some external factors, which are estimated to predetermine the flow rate. Some of the former investigations suggest that amount of rainfall and air temperature could be solely used to determine river flow rate (Zealand Concerning the fact that models of river flow rate have been extensively investigated by previous authors using both black-box and purely physical approaches, one may wonder about the merit of the present research. There might be three main reasons for this. First, in order to formulate such a model, we use a RSM (Fisher ; Deming & Morgan ), which enables satisfying predictive power using a relatively small number of input data. In that way, regions that lack systematic hydrologic observations could develop a solid model for making reliable hydrologic forecasting. In particular, the model that is developed belongs to the class of conceptual models, which are based on relatively simple mathematical relations and, therefore, can be easily applied in engineering practice. In the general case, response surface method is based on the analysis of a small number of observations in which statistically adequate combinations of input factors are suggested. After the most important input factors are selected, a mathematical model is built using nonlinear regression technique. Such a model could be further used for estimation and prediction of flow rate, without the need for the actual measurements in situ.
As a second reason, the proposed methodology which is based on flow forecasting solely using rainfall and air temperature could be useful when other parameters describing the watershed properties are missing, due to weak network of monitoring stations, or ambiguous observation data.
Moreover, sensitivity analysis performed in the present paper enables relatively easy estimation of the influence of controlling parameters on river flow rate, and it could also be used for assessment of controlling factors other than rainfall and temperature, such as evapotranspiration and different watershed properties (vegetation, soil type, topography, etc.) . A similar approach has already been used in Zhan et al. () . Finally, a model which is formulated using only recordings of temperature and rainfall could be used for river flow forecasting on the basis of different climatic scenarios in the future.
The paper is organized as follows. Applied methods are briefly described in the section below, followed by a section describing the study area and the input data. Derivation of model and testing of its statistical significance is provided in the section after, followed by the effect of input data analyzed. A brief review of the obtained results is given in the final section, together with suggestions for further research.
APPLIED METHODS
In order to derive a model of river flow rate, we apply RSM. The core idea of RSM lies in performing a small number of well-defined experiments, which enable definition of the quadratic relationship among investigated factors and observed responses. In the case of two-factor influence, the aforementioned relationship can be graphically represented as a response surface, enabling clear interpretation of individual factors' influence, as well as prediction of response values for different combinations of input factors. Nevertheless, in the present case, input data are recorded in situ and, therefore, RSM is applied using 'historical' design. In particular, we use observations of the chosen influential parameters, namely, air temperature and rainfall, and the corresponding response, i.e., monthly flow rate, in order to determine the appropriate model, which provides reliable relation among the examined variables. In general, RSM is applied in the following stages:
(a) Choice of the most important input factors that predetermine the flow rate. In the present case, this step is constrained by the available observation data, which are rainfall and air temperature. (d) Building of a mathematical model using multiple linear regression and least squares method of approximation in the following general form:
where Y is the response variable (i.e. monthly flow rate), which could be defined as a linear or nonlinear function of the examined input factors X i and X j (i.e., air temperature and rainfall). Coefficients β 0 , β i , and β j denote coefficients for intercept and linear term, respectively, while β ij , β ii , and β jj correspond to coefficients of quadratic terms. Coefficients of the cubic terms are β iii , β iij , β ijj , and β jjj , where (i,j) ¼ (1,2). From the strict mathematical viewpoint, applied method belongs to the class of 
CASE STUDY
In the present paper we analyze monthly river flow rates observed in a period from 1950 to 2012 at a hydrological station, Ljubicěvski Most, which covers the main part of Great Morava River basin ( Figure 1 ) with a drainage area of 37,320 km 2 . We chose this basin as a case study because it is the largest river basin in Serbia, and, consequently, with the greatest and the most reliable observation database.
Great Morava River basin, at the mouth of the Danube River, yields approximately 6 × 10 9 m 3 of water per year (Prohaska ) . It is constituted of two major tributaries, namely, the Western and Southern Morava with specific water yield of 7.15 m 3 /s/km 2 and 6.08 m 3 /s/km 2 , In order to develop a proper model, we assume that rainfall and air temperature predetermine the flow rate.
One should note that these climatic data were the only reliable numeric information about the investigated watershed, which is the reason why the prediction model is 
MODEL DEVELOPMENT
In order to create a reliable model of monthly flow rate, the value of each input factor, cumulative monthly precipitation P and the average monthly temperature T, is coded on three levels (Table 2) × 10 À6 × P × T À 2:296 × 10 À4 × P 2 þ 1:098 × 10 À3 × T 2 þ 1:152 × 10 À5 × P 2 × T À 5:931 × 10 À5 × P × T 2 (2)
Results of the ANOVA test indicate that the developed model is statistically significant (Table 3) .
Obtained values of coefficient of determination, R 2 ≈ 0.79 ( Figure 2) , and adjusted coefficient of determination (R 2 ≈ 0.79) given in Table 3 indicate that the model describes the analyzed system with satisfying statistical reliability. Moreover, the high value of predicted R 2 (0.78),
which is a marker of internal validation, suggests that simulation power of the proposed model is sufficiently accurate. 
in which k l¼ (l × N)/100 and k u¼ (u × N)/100, where l and u represent lower and upper limits in percentage, N is the number of data and ξ is a relative error between observed flows, Q o , and estimated flows, Q e , in %:
In the present case, we assume that the upper limit is u ¼ 100%, while the estimation power of the derived model is examined for different values of lower limit in the range 0-95%. One should note that symbol PPTS(l) denotes the peak percent threshold statistics of the top l% data. As is shown in Table 4 , PPTS statistics show higher values for higher magnitude flows, indicating higher estimation error.
Apparent inability of the derived model (2) Figure 3) .
One of the probable reasons for this lies in the fact that validation of the derived model is performed for pronounced dry period, i.e., drought in South-Eastern Europe, which is well recorded in the last decade of the 20th century. This causes lower monthly flow rates in the validation phase enabling higher prediction accuracy of the derived model.
As for the influence of other factors on higher prediction accuracy in the validation stage, there are not reliable and systematic data about the appreciable land cover change in the calibration period, or any known water abstractions.
One should note that derived model (2) is still not able to capture high flow rates, which is confirmed by the low correlation between the highest three observed values of flow rate (Figure 3) . Explanation for this could be found in the snowmelt effect, as it was already suggested as a reasonable explanation for the results of model calibration.
PPTS statistics for prediction performance of the model in verification stage are given (Figure 4(a) and 4(b)). ACF and PACF suggest similar correlation pattern at different time lag with greater values of ACF ρ and PACF α kk for predicted time series (Figure 4(c) and 4(d) ).
Regarding the properties of residuals, obtained results indicate that residuals represent a sequence of independent numbers that follow normal distribution, indicated by p-value larger than 0.05 for Anderson-Darling test (Figure 5(a) )
and Kolmogorov-Smirnov test (Figure 5(b) ). Although the Ryan-Joiner test resulted in p-value smaller than 0.05 ( Figure 5(c) ), which could arise due to the effect of sample size, visual inspection of quantile-quantile plot implies that deviations from straight line are minimal (R 2 ≈ 0.97), showing only slight skew for high quantiles (Cs ¼ 0.191), which indicates that medium and lower quantiles closely follow normal distribution ( Figure 5(d) ). In order to test the null hypothesis that data are independent random numbers, surrogates are generated by randomly shuffling the residuals without repetition, after which the zeroth-order prediction error is calculated for both the original recording and the generated surrogates.
Obtained results indicate that γ 0 is within γ for all the examined cases, preventing us from rejecting the null hypothesis with significance level α ¼ 1 ( Figure 6 ). 
IMPACT OF INPUT DATA
After a reliable mathematical model (2) reaches its maximum for low temperatures (at approximately 0.9 W C), after which it starts to decrease due to significant quadratic effect of temperature. As for the twofactor interaction, it is clear from Figure 9 that maximum flow rate is obtained for the combined effect of high rainfall and low temperature, which corresponds well with the previously analyzed individual effects.
From a hydrological viewpoint, observed decline of monthly flows in the domain of higher rainfall (Figure 8(a) ) could be explained by the fact that such high rainfall values in Great Morava River basin occur in conjunction with negative air temperatures, which transform rainfall into snow form (Figure 8(a) ). This is further confirmed by the slight decline of flow rate for low air temperatures (Figure 8(b) ). Maximum flow rate is obtained for air temperature slightly above 0 W C, when the snow melt effect starts to significantly affect the amount of flow rate. we are aware of the fact that the proposed model is limited in the way that it is formulated only for a single drainage basin. Nevertheless, in that case, this paper could be considered as a methodological paper, in the way that it describes the methodology for creating a convenient model for flow prediction based only on rainfall and temperature.
Validation of the created hydrological model suggests that predicted monthly flow rates could be used for hydrological simulations in Great Morava River basin. Moreover, the model can be used for prediction of monthly flow rates using the forecasted meteorological time series. This fact makes it an essential element for decision-making processes in the water industry.
One should note that the main advantage of the developed model over the existing ones lies in its simple and explicit mathematical expression, which enables easy and quick esti- 
