Dynamic voltage and frequency scaling (DVFS) is an essential mechanism for power saving in smartphones and mobile devices. Central processing unit (CPU) load based DVFS algorithms are widely used due to their simplicity of implementation. However, such algorithms often lead to a poor response time, which is one of the most important factors of user experience, especially for interactive applications. In this paper, the response time is mathematically modeled by considering the CPU frequency and characteristics of the running applications based on the Linux kernel's completely fair scheduler (CFS), and a Response time constrained Frequency & Priority (RFP) control scheme for improved power efficiency of smartphones is proposed. In the RFP algorithm, the CPU frequency and priority of the interactive applications are adaptively adjusted by estimating the response time in real time. The experimental results show that RFP can save energy up to 24.23% compared to the ondemand governor and up to 7.74% compared to HAPPE while satisfying the predefined threshold of the response time in Android-based smartphones.
Introduction
Reducing energy consumption while maintaining performance is one of the most important design objectives for battery operated mobile devices such as smartphones and tablet PCs. As applications running on smartphones become more complex and many of them require real time responses, they require powerful hardware resources. Such requirements increase the power consumption resulting in reduced battery life of smartphones.
To address this problem, Android based smartphones adopt the dynamic voltage and frequency scaling (DVFS) technique [1] , [2] . DVFS schemes conduct power saving by adjusting the frequency and voltage of the CPU(s). Since the CPU power consumption increases with the CPU frequency, DVFS schemes reduce the CPU power consumption by decreasing the CPU frequency. However, decreasing the CPU frequency reduces the processing speed, which leads to slower response times for interactive applications. The response time is usually defined as the time interval between a user's input and the device's reaction. Many applications running on smartphones are interactive applications, which use user interfaces (UIs), such as games, web browsing, and image editors. The response time is a very important fac- tor of user experience for interactive applications. There have been many studies that quantify the requirements of response time. Despite slight differences between users, it is reported that a user commonly feels discomfort when the response time exceeds 150 ms [3] . Therefore, it is important to meet the response time threshold for interactive applications. Especially, as more smartphones provide multitasking functionality, interactive applications may run simultaneously with several other active applications. In such an environment, it is difficult to meet the response time threshold of an interactive application, because the interactive application and other active applications share limited CPU resources. Therefore, it is a challenging issue to reduce the energy consumption with the DVFS technique while guaranteeing the response time threshold of interactive applications at lower CPU frequencies. The CPU scheduler influences the performance of executing tasks by distributing the CPU resources among tasks. There have been studies on the analysis of Linux kernel schedulers [4] - [7] . The completely fair scheduler (CFS) is the default scheduler which has been used since Linux kernel version 2.6.23 (which was released in Oct. 2007) to Linux kernel version 4.5 (the newest version when this paper was written), and it is designed to provide fairness among tasks. In Android based smartphones, since CFS assigns the same default weight to all running applications, when an interactive application runs with other active applications, it may result in a poor response time. Therefore, it is a challenging issue to effectively distribute the limited CPU resources among applications according to their characteristics.
In order to deal with these problems, in this paper, the power consumption of smartphones and the response time of interactive applications are analyzed based on the CPU frequency and the interactive application's priority. The response time of interactive applications is mathematically modeled by considering the CPU frequency and the application's characteristics based on CFS. Then, the Response time constrained Frequency & Priority (RFP) control scheme for improved power efficiency of smartphones is proposed, which controls both the CPU frequency and priority of the interactive application to reduce the energy consumption of the smartphone. RFP determines the optimal CPU frequency and priority of the interactive application based on the current system status parameters and the response time model, and adaptively applies the optimum settings to the system.
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In order to evaluate the effectiveness of RFP, the energy consumption and response time are compared with the ondemand governor and human and application-driven frequency scaling for processor power efficiency (HAPPE) [8] . The performance evaluations were conducted on an Android smartphone under various environment settings, because the response time is an especially important issue in smartphones [9] . The experimental results show that RFP can save up to 24.23% compared to the ondemand governor and up to 7.74% compared to HAPPE while satisfying the response time threshold of the interactive application.
The rest of this paper is organized as follows. Section 2 describes the background and related work. Section 3 analyzes the power consumption and response time. Section 4 provides the mathematical model of the response time. Section 5 explains the RFP algorithm. Section 6 provides the performance evaluations of the proposed algorithm. Finally, Sect. 7 concludes this paper and describes future research directions.
Background and Related Work

DVFS
DVFS is a power saving mechanism that adjusts both the CPU frequency and voltage according to the system status and the performance level. Smartphones do not always need to run applications with the highest CPU frequency. Thus, by decreasing the CPU frequency, DVFS effectively reduces the power consumption. In Android based smartphones, a kernel module called the governor controls the CPU frequency. The existing governors are explained in the followings [10] - [12] .
The performance governor keeps the CPU frequency to the highest level, whereas the powersave governor sets the CPU frequency to the lowest level. The ondemand governor increases the CPU frequency to the highest level when the CPU load is above the predefined threshold and decreases the CPU frequency step by step when the CPU load is below the predefined threshold. The ondemand governor is used as the default governor on most existing Android based smartphones.
CFS
CFS is the scheduler that is currently used in Android based smartphones. The goal of CFS is to provide fairness among tasks proportional to their weight [13] . In the CFS algorithm, each task's weight is decided by the task's nice value, which is an integer in the range of [−20, 19] . When a task's nice value is decreased by 1, the task's weight is increased m times, where m is the multiplication factor for the weight, which is 1.25 in Linux kernel version 3.4.0. In Android based smartphones, CFS assigns the same default nice value 0 to running applications. In addition, CFS executes tasks by increasing order of their virtual runtime.
The virtual runtime of task τ i at time t is denoted as
where W 0 and W(τ i ) are respectively the weight of nice value 0 and task τ i , and A(τ i , t) is the time that task τ i has occupied the CPU in time duration [0,t). CFS executes tasks based on each task's time slice, and the time slice of task τ i is denoted as
where S is the set of tasks in the run queue and p is the period. The period p is defined as p = max[6, 0.75N]ms in Linux kernel version 3.4.0, where N is the number of tasks in set S .
Related Work
Reducing the power consumption of the CPU is an important issue for mobile devices, especially for smartphones [14] . Most existing DVFS algorithms (including the governor mechanisms) control the CPU frequency based only on the CPU load [10] - [12] , [15] . When several delay tolerant applications (with a heavy combined CPU load) are executed together with response time sensitive interactive applications, load based DVFS algorithms may lead to over use of power by ineffectively increasing the CPU frequency [8] , [16] . In addition, they may not quickly increase the CPU frequency for interactive applications which may result in a poor response time performance. In order to solve these problems of load based DVFS techniques, many studies have been proposed. In [17] , the response time and power consumption of existing DVFS schemes adopted in recent smartphones were analyzed. Based on this study, in [16] , the event-driven DVFS scheme was proposed, which distinguishes interactive tasks with other tasks and increases the CPU frequency at the occurrence of an interactive event. In [18] , the time slice based (TSB) algorithm was proposed, which adjusts the CPU frequency to meet the performance requirement of executing tasks by using their time slice. These proposed algorithms use the application's characteristics to control the CPU frequency, but do not use any response time information. This could lead to user dissatisfaction due to poor response time.
To solve user dissatisfaction due to response time problems, many studies which use the response time information to control the CPU frequency have been proposed. In [19] , power-aware response time control (PARTIC) for virtualized web servers was proposed. PARTIC controls the CPU frequency based on the running application's response time. The response time is periodically monitored by checking the user experiences of Internet services. Since, in smartphones, there are many applications that do not use Internet services, PARTIC may not be applicable to these cases. In [8] , the HAPPE scheme was proposed. HAPPE controls the CPU frequency according to each user and each interactive application. For this purpose, HAPPE needs to build a user application frequency profile, which differentiates the threshold of the changing policy of the CPU frequency. In addition, HAPPE requires the user to manually input user experience by pressing the performance key for an improved performance, or the power key for a more power efficient slower performance.
In [4] - [6] , the response times of several Linux schedulers are compared, where it is shown how the response time is affected by the OS's scheduling algorithm. Based on these fundamental studies, to improve the response time, virtual runtime-based CFS (VT-CFS) which promotes the priority of the interactive tasks was proposed [7] . VT-CFS improves the response time of the interactive task, but does not consider the power consumption of executing tasks.
The above DVFS algorithms consider the power consumption and/or the response time. However, because these algorithms use the trade-off relation between the power consumption and response time by controlling only the CPU frequency, these algorithms are not able to minimize the power consumption while satisfying a target response time. The proposed RFP algorithm was developed to reduce the energy consumption by controlling the CPU frequency while satisfying the response time threshold of the target interactive application by means of priority control.
Response Time and Power Consumption Analysis
The objective of this paper is to minimize the energy consumption of mobile devices while the response time threshold of the interactive application is satisfied by controlling the CPU frequency and nice value applied to the processing of the interactive application. The CPU frequency and nice value of the interactive application are two major parameters that have a significant influence on the power consumption and response time. Therefore, in this section, the amount of influence that the CPU frequency and nice value of the interactive application has on the power consumption and response time is analyzed through various experiments. The key parameters used in this paper are summarized in Table 1 .
Analysis of Response Time
In this paper, the response time is defined as the time interval between an user's input and the device's reaction. The response time consists of four components, which are scheduling latency, waiting time, service time, and preemption latency. The scheduling latency L s is the time interval between a task becoming runnable and executing the task. During this time, the task is awaiting execution in the run queue. The waiting time T w is the time duration for which a task is in sleep state. In general, a task is executed for some duration and then sleeps until the completion of the I/O requests to the memory. The service time T s is the amount of the time spent by the CPU executing a task. Finally, the preemption latency L p is the time duration for which a task is preempted by other tasks. A task commonly may be preempted multiple times until its execution is completed. The response time of the interactive application τ A can be defined as follows Figure 1 shows a simplified sequence of task executions for an interactive application. A user touches the screen at time t 0 . Then InputReader tasks are executed to convey the input event to the interactive task from t 0 to t 1 . The interactive task is executed by competing with other tasks from t 2 to t 9 . During this period, in the figure, it is assumed that the interactive task goes into sleep state at time t 5 , the task wakes up at time t 6 , and the task is executed again. In this example, each response time component of the interactive application τ A can be obtained as follows
Experimental Environment
For the experiments on response time, interactive applications which need user input were selected. The selected three interactive applications are Asphalt 8, Modern Combat 5, and Paint-Joy [20] . These interactive applications are in the popularity high ranks of racing games, first person shooter (FPS) games, and image editors, respectively. In addition, interactive applications commonly run with other active applications, and the response time of interactive applications considerably depends on the active applications. In order to analyze the effects of a heavy load of active applications on the response time, a CPU-intensive application was implemented as an Android application written in Java.
The CPU-intensive application was designed to invoke installed applications in the smartphone, where N a number of applications were activated. The set of activated applications, which exclude the target interactive application, is denoted as S a . The activated applications of S a were set to generate approximately an average normalized CPU load of 0.4. The nomalized load of 0.4 was used in existing studies [4] , [7] . In each experiment, an interactive application was executed with or without the CPU-intensive application. During this time, input events for each interactive application occurred as follows: driving a car in Asphalt 8, shooting a gun in Modern Combat 5, and drawing circles in Paint-Joy. When an input event occurred, the InputReader, Interactive task, and SurfaceFlinger were sequentially executed as described in Sect. 3.1. The four response time components were measured with trace-cmd tool. The trace-cmd traces the time information of all tasks and records the data in the trace.dat file. The response time was measured from the trace.dat file using (3) . During the experiments, the power consumption was measured by using a Monsoon FTA22D power monitor and Agilent 66321D mobile communications DC source with battery emulator. The power consumption of the entire smartphone was measured including all power consuming components such as the CPU, communication modules, and LCD display. During all experiments, the brightness of LCD display was set to its maximum. In this paper, the CPU frequency is controlled to reduce the power consumption, because it is one of the most power consuming devices of the smartphone [21] . However, the goal of the RFP algorithm is to improve the battery life of the smartphone, not the CPU power consumption alone. Thus, the power consumption of the entire smartphone was measured.
In Sect. 3, analysis of the response time and power consumption is focused on an interactive application (Paint-Joy) on an Optimus G smartphone and evaluation module (EVM) system. The EVM system is identical to the Optimus G smartphone, but enables the power consumption measure- ment of all internal input and output interfaces. Further details of the performance analysis in various environments are described in Sect. 6.
Effect of CPU Frequency on Response Time and Power Consumption
In this section, the effects of CPU frequency on the response time and power consumption are analyzed. The response time and power consumption of the interactive application are measured for all CPU frequencies based onÛ a , which is the sum of normalized CPU load of active applications. That is,Û a =0 presents the condition in which the interactive application runs without any other active applications, andÛ a 0 presents the condition in which the interactive application runs with competing applications. The CPU frequency was kept static during the experiments. Figure 2 shows the response time of the interactive application for various CPU frequencies based onÛ a . The four response time components are shown in stacked bars, and the sum of these values becomes the response time as described in (3). For all cases, as the CPU frequency de-creases, the response time gradually increases. This increment of response time mainly depends on the variation of preemption latency and service time. This is because decreasing the CPU frequency increases the service time to execute the interactive application, resulting in an increased number of preemptions by other active applications. Note that, even when the interactive application runs without any competing active application, it is still preempted by the system tasks. The system tasks are defined as the tasks used by the Linux kernel to maintain the smartphone system, such as kthreadd, vmalloc, and kworker. Figure 3 shows the average power consumption of the interactive application for a variety of CPU frequencies based onÛ a . For all cases, as the CPU frequency increases, the power consumption gradually increases. The results show that, for the same CPU frequency, the power consumption increases withÛ a . In addition, the power consumption differences betweenÛ a =0 andÛ a =0.8 increase with the CPU frequency. For example, the power consumption differences betweenÛ a =0 andÛ a =0.8 at the lowest CPU frequency and the highest CPU frequency are 5.88 mW and 213.05 mW, respectively. This is because the CPU power consumption is a function of both the CPU frequency and the CPU load [22] .
Note that the response time and power consumption change significantly based on the CPU frequency. For example, whenÛ a = 0.8, the response time increases up to 79.48% and the power consumption decreases up to 39.99% by decreasing the CPU frequency from the highest level (1512 MHz) to the lowest level (486 MHz). However, a typical user may not use this method for minimizing the power consumption, because it reduces the power consumption without considering the response time performance, whereas RFP can effectively reduce the energy consumption while the response time threshold of the interactive application is satisfied.
Effect of Nice Value on Response Time
In this section, to analyze the response time depending on the nice value, the response time of the interactive application is measured for the nice value range of [−20 , 0] at the CPU frequencies of 918 MHz, 1242 MHz, and 1512 MHz. Figure 4 shows the response time of the interactive application for the nice value varying with the sum of normalized CPU load of active applicationsÛ a . For case (a), the response time has little variation due to the nice value change for all CPU frequencies. This is because, whenÛ a =0, the interactive application solely occupies the CPU resources without competing with other active applications. For (b) and (c), the results show the response time variation based on different nice values for the range of [−20, 0] . It is observed that, whenÛ a 0, as the nice value decreases, the response time gradually decreases. The reason is that, as the nice value of the interactive application decreases, the interactive application occupies more CPU resources than other active applications due to its improved priority. In addition, the results show that, as the CPU frequency decreases and the CPU load of other active applications increases, the response time gain due to the nice value change increases.
Note that the response time of the interactive application is significantly influenced by the nice value applied to the interactive application. For example, whenÛ a = 0.8 at 918 MHz, the response time of the interactive application is reduced up to 46.2% by decreasing the nice value from 0 to −20. However, decreasing the nice value of an interactive application may result in a performance degradation in other applications. Therefore, to minimize the performance degradation in other applications, RFP decreases the CPU frequency to maximize energy savings and decreases the nice value of the target interactive application (based on the controlled CPU frequency) to the least amount that can satisfy the response time threshold.
Mathematical Modeling
In this section, the four components of response time (which are service time, preemption latency, scheduling latency, and waiting time) are mathematically modeled based on the CPU frequency, characteristics of running applications, and CFS. Then, the accuracy of the models is verified by comparing with experimental results.
Service Time
The relation between the service time and CPU frequency has been widely analyzed. In recent studies [23] and [24] , the service time of an interactive application τ A is modeled as
where f is the CPU frequency, α(τ A )/ f is the CPU frequency-dependent service time component which scales linearly with the CPU frequency, and β(τ A ) is the CPU frequency-independent service time component which does not scale with the CPU frequency. That is, the service time T s (τ A ) is composed of service time components α(τ A )/ f and β(τ A ), and represents the time to execute the interactive application τ A . In Fig. 5 , the service time model is compared with experimental results. The service time was obtained from the experiments conducted for Fig. 4 , which show the response time of the interactive application for the nice value based on the normalized CPU load of active applications at 918 MHz, 1242 MHz, and 1512 MHz. From the response time, the service time was measured and the average value was used. In (4), the service time components α(τ A )/ f and β(τ A ) were also set to their average value obtained from Fig. 4 . The results show how the service time of the interactive application is influenced by the CPU frequency, but not influenced byÛ a . This is because simultaneously running active applications influence the preemption latency rather than the service time. In addition, in Fig. 5 , the average value and standard deviation sets of the error between the service time model and measurement values at 918 MHz, 1242 MHz, and 1512 MHz are (4.96 ms, 0.93), (3.11 ms, 2.4), and (2.04 ms, 0.54), respectively. Based on the results presented in Fig. 5 , the average error is less than 3.81% of the measured values for all three cases.
Preemption Latency
When interactive applications run, they may be preempted by other active applications running in the system. The preemption latency increases with the number of active applications and their CPU load. That is, the interactive application is preempted whenever it is executed with other competing active applications. The competition period represents the time duration that the interactive application is executed and in competition with other active applications. Let the competition ratio of an interactive application be R c (τ A ), which is the ratio of the competition period while the interactive application is executed. Because the CPU resource is distributed to the interactive application and other active applications according to their nice values, the competition ratio of an interactive application τ A is denoted as
where v(τ i ) is the nice value of application τ i andÛ a is the sum of normalized CPU load of the active applications (which excludes the target interactive application).
Theorem 1. The preemption latency of interactive applica
where R s (τ A ) is the sleep ratio of interactive application τ A andÛ s is the sum of the normalized CPU load of the system tasks that maintain the smartphone system.
Proof. The preemption latency of the interactive application is divided into two parts. First, the interactive application can be preempted by other active applications, which is the first term of the preemption latency. Second, it can be preempted by the system tasks that maintain the smartphone system, which is the second term of the preemption latency. The interactive application τ A has a sleep time of 
As other active applications are executed, their virtual runtimes increase. By using (1), when the interactive application is in sleep state, the increment of virtual runtime for each active application can be expressed as in (7).
When the interactive application wakes up after a sleep, it would have a very small virtual runtime compared to other active applications. Because CFS executes applications based on increasing order of their virtual runtime, a woken-up interactive application will get to use the CPU resources when it catches up with the virtual runtime of other active applications. Using (1) and (7), the time duration in which the interactive application monopolizes the CPU resources and is not preempted by any other active applications is derived as
. Thus, the time duration in which interactive applications could be preempted by other active applications while it is executed by service time
. In addition, for each period, the interactive application is executed for its time slice and is preempted by other active applications for the sum of their time slices. Thus, by using (2), the first term of the preemption latency L 1 p (τ A ) can be derived as
where the first term is the number of preemptions by other active applications from the beginning until the end of the interactive application execution. The second term represents the preempted time in which an interactive application is preempted by other active applications, whenever a preemption occurs. Thus, multiplexing these two terms results in (8) . The system tasks for maintaining a smartphone system have to be periodically executed, and therefore, they can preempt running applications. From the relation ofÛ s , U(τ A ), and T s (τ A ), the second term of the preemption latency
Therefore, by adding (8) and (9), the preemption latency of interactive application τ A can be derived as (6).
In Fig. 6 , the accuracy of theorem 1 is confirmed by comparing the preemption latency model with experimental results. The preemption latency was obtained from the experiments conducted for Fig. 4 , which shows the response time of the interactive application for the nice value based on the normalized CPU load of active applications at 918 MHz, 1242 MHz, and 1512 MHz. From the response time, the preemption latency was measured and the average value was used. For all cases, the results show a good match between the preemption latency's mathematical model and experimental data average.
Scheduling Latency and Waiting Time
The scheduling latency and waiting time have two statistical features compared with the service time and preemption latency. The features are shown from the results described in Sect. 3. First, the scheduling latency and waiting time have considerably small values compared to the service time and preemption latency. Second, the scheduling latency and waiting time show little variation for the different CPU frequencies, the nice values of the interactive application, and the CPU load of active applications. Figure 7 shows the sum of scheduling latency and waiting time based on the sum of normalized CPU load of active applications. For eachÛ a setting, the experiments were performed 15 times in different settings at CPU frequencies of 918 MHz, 1242 MHz, and 1512 MHz and nice values of 0, The results show that, for all cases, the sum of scheduling latency and waiting time has small variation. It has an average of 13.16 ms and standard deviation of 2.5. Therefore, in this paper, it is assumed that the sum of scheduling latency L s (τ A ) and waiting time T w (τ A ) is a constant processing delay (PD) value δ = L s (τ A ) + T w (τ A ).
Algorithm Description
In this section, the RFP algorithm is proposed, which controls the CPU frequency and nice value of interactive applications based on the derived mathematical model. First, the design details of the RFP algorithm are described, and the calculation method of optimal values is presented. Then, the implementation issues of RFP are discussed.
RFP Algorithm
The objective of the RFP algorithm is to minimize the energy consumption while maintaining the response time threshold to be consistently satisfied. Based on the response time model, RFP determines the optimal CPU frequency and nice value of the interactive application as follows: First, the candidate solution set is defined as the set of CPU frequency and nice value pairs at which the response time threshold can be satisfied. Then, RFP determines the lowest possible CPU frequency among the candidate solution set values, and then determines the most appropriate nice value of the interactive application to its highest value of the computed candidate solution set values for the selected CPU frequency. This is because the power consumption is minimized when the CPU frequency is reduced to a minimum level. In addition, when the nice value of the interactive application is reduced by 1, its priority increases by m times resulting in performance degradation of the other active applications. Thus, the performance degradation of the other active applications is minimized when the nice value of the interactive application is reduced to its least amount. RFP periodically monitors input parameters of the response time model and computes the optimal CPU frequency and nice value of the interactive application, and then, it adaptively adjusts the CPU frequency and nice value of the interactive application to an optimal value.
The pseudocode of the RFP optimization algorithm is presented in Fig. 8 . First, the input parameters of the response time model are obtained from the Linux kernel (step 1). Based on the input parameters and response time threshold, RFP computes the optimal CPU frequency f opt at which the response time of the target interactive application R t (τ A ) is smaller than the response time threshold R th (step 2). Then, if there are other active applications (e.g.,Û a 0, step 3), RFP computes the optimal nice value v opt at which the response time of the target interactive application R t (τ A ) is smaller than the response time threshold R th (step 4). Otherwise, if there are no other active applications (e.g.,Û a =0), the optimal nice value v opt is set to 0, which is the default value of CFS (step 5). When an interactive application runs alone without any other active application, controlling the nice value leads to little variation in response time. Therefore, in this case, the nice value of the interactive application is set to its default value for fairness. In addition, when f opt and v opt are computed, the response time of the target interactive application R t (τ A ) can be mathematically estimated using (3), (4), (6) , and the PD value δ, where further details of the optimal values calculation are described in propositions 1 and 2. If the computed f opt and v opt are not equal to the current values (steps 7 and 10), then they are applied to the smartphone (steps 8 and 11). Otherwise, if the computed optimal values are equal to the current values, the CPU frequency and nice value are not changed.
Computing the Optimal CPU Frequency and Nice Value
The objective of the RFP algorithm is to minimize the energy consumption while satisfying the interactive application's response time constraints. The optimization statement is presented as follows.
Minimize:
where R th is the response time threshold, S f and S v are sets of selectable CPU frequencies and nice values, respectively.
Constraint (10) (4), (6), and δ, respectively. In addition, the CPU frequency f is able to be controlled in the range of S f , which has elements as { f min , f min+1 , · · · , f max−1 , f max }. As explained in Sect. 2, when the nice value of an application v(τ A ) decreases by one, its priority increases m times and all values in S v are presented as
The above optimization statement has two control parameters which are the CPU frequency f and nice value of the interactive application v(τ A ). Thus, to solve the optimization statement, the strategy of determining the optimal CPU frequency f opt and the optimal nice value v opt consists of two steps.
Step 1 finds f opt while setting the nice value to constant.
Step 2 finds v opt by setting the CPU frequency to f opt obtained in step 1.
Step 1: The objective of step 1 is to find the minimum CPU frequency to minimize the power consumption. Since the response time of a interactive application decreases as its application has a smaller nice value, the CPU frequency that can satisfy the response time threshold is searched based on the smallest nice value. For this reason, to find the minimum CPU frequency, the nice value of the interactive application is set to v(τ A )=min{v(τ A )|v(τ A ) ∈ S v }. Then, the optimization statement can be reformulated as follows
where a, b, and c are constant values defined as
Proposition 1. The optimal CPU frequency is
Proof. As the CPU frequency f decreases, the left term of the inequality (11) has a larger value. Thus, the optimization solution can be obtained by solving (a + b)T s (τ A ) = c. By using (4), the solution can be obtained as T s (τ A ) * = c/(a+b) resulting in (12) .
The solution f * is obtained by assuming a continuous CPU frequency range. However, most smartphones can only use a limited number of CPU frequency levels, therefore, it may not be appropriate to determine the optimal CPU frequency as f * . Therefore, the optimal CPU frequency is obtained from
Step 2: The objective of step 2 is to maximize the nice value of the target interactive application where the response time satisfies the threshold level at the optimal CPU frequency. By selecting the maximum nice value that can satisfy the response time threshold, we attempt to avoid over assigning a priority that is unnecessarily too high, since this may negatively influence the other active applications. As the CPU frequency is set to f = f opt , which is the optimal CPU frequency determined in step 1, the optimization statement is reformulated as follows
where X = m −v(τ A ) and d, e, and g are constant values defined as
Proposition 2. The optimal nice value for the interactive application τ
Proof. As the nice value of the interactive application v(τ A ) increases, the left term of the inequality (13) becomes a larger value. Thus, the solution of the optimization statement can be obtained by solving d(1/X − e) = g. The solution can be obtained as X * = d/(de + g) resulting in (14) .
However, the solution v(τ A ) * is also obtained by assuming a continuous nice value. Since the nice value set S v is composed with elements {v min , v min+1 , · · · , v max−1 , v max }, v opt should be selected among the values of S v . Therefore, the optimal nice value is obtained from
Implementation of RFP
The input parameters used in the response time model are the CPU frequency f , nice value of the interactive application v(τ A ), service time of the interactive application T s (τ A ), sleep ratio of the interactive application R s (τ A ), the number of active applications N a , and the normalized CPU load of each application U(τ i ), which are applied to Eq. (5) to compute the competition ratio of the interactive application, Eq. (12) to compute the optimal CPU frequency, and Eq. (14) to compute the optimal nice value of the interactive application. These parameters are obtained through information given in the Linux kernel.
• Linux provides CPU frequency f at /sys/devices/sys tem/cpu/cpu0/cpufreq/scaling cur freq.
• Linux provides information about the characteristics of running tasks. Every running task has its own process identification (PID) and information about each PID is provided at /proc/pid/stat. The third value of the information is status of the task, which is denoted as one of R, S, D, Z, and T. Their meaning is defined as follows: R is running, S is sleeping in an interruptible wait, D is waiting in an uninterruptible disk sleep, Z is zombie, and T is traced or stopped (on a signal). In the PID stat data, the 14th and 15th values of the information are the cumulated service time of task on user mode and kernel mode, which are denoted as utime and stime, respectively. The 19th value of the information is the nice value of the task.
By using the above information, the current values of the input parameters that need to be used in the response time model can be obtained. In addition, the input parameters are monitored based on the sampling rate, which represents how often the RFP algorithm updates the state of the smartphone and adjusts the CPU frequency or nice value of the target interactive application. The sampling rate is set to a constant value when the RFP algorithm is implemented. However, when a user needs a longer or shorter sampling rate, the sampling rate can be manually controlled to different values, where the analysis regarding the sampling rate is described in Sect. 6. The service time of task τ i is the sum of utime and stime increments during sampling instants, which is obtained from the stat file of the Linux kernel. The normalized CPU load can be computed as the service time divided by the sampling rate. Then, the service time components of the interactive application α(τ A )/ f and β(τ A ) can be obtained from the relation of the CPU frequency f and service time of the interactive application T s (τ A ) based on (4). In addition, the sleep ratio of interactive application R s (τ A ) is the time in sleep state divided by the sampling rate. Figure 9 illustrates the RFP implementation architecture. In Fig. 9 , the bold lines present the processes which are executed by the RFP algorithm and the dashed lines present the processes which are executed external to the RFP algorithm. When user input is received from the input de- vices, the input information is delivered to the interactive task through the InputReader. Then, the interactive task is executed and the results are updated to the LCD device through the SurfaceFlinger. During this process, RFP obtains the input parameters for the response time model from the Linux kernel. It computes the optimal CPU frequency and nice value of the interactive task based on the response time model every sampling interval. Then, on the kernel level, RFP sends signals of the calculated optimal values to the CPU frequency adaptor and CFS, and then the CPU frequency adaptor and CFS adjust the CPU frequency and nice value of the interactive task to the optimal values, respectively. In CFS, the priority is assigned to tasks and the tasks are inserted into the run queue. Then, the tasks are sorted in the red-black tree in an increasing order of their virtual runtime, where CFS executes tasks starting with the lowest virtual runtime in ascending order.
Note that RFP does not require the established CFS and ondemand governor to be modified, as described in Fig. 9 . The RFP scheme updates the input parameters by the sampling rate, computes the optimal CPU frequency and nice value of the interactive application, and sends signals to the CFS and DVFS controlling processor to adjust the CPU frequency and nice value of the interactive application. Therefore, the proposed RFP adaptive control scheme is applicable for a device that uses DVFS and Linux kernel with CFS scheduler.
Performance Evaluation
In this section, the performance of RFP is evaluated. First, the complexity of the RFP algorithm is analyzed. Then, the effectiveness of the RFP algorithm is demonstrated in terms of the energy consumption and response time by comparing with two algorithms, which are the ondemand governor [10] , [11] and the HAPPE algorithm [8] . In the performance evaluation, the response time threshold of the interactive application was set to 150 ms, because users com- monly feel discomfort for response times above 150 ms as described in Sect. 1. Figure 10 shows the experimental environment used to evaluate the RFP algorithm. Details of the experiment environment were described in Sect. 3.2.
Complexity Analysis and CPU Load
The RFP algorithm periodically monitors input parameters and computes the optimal values to control the CPU frequency and nice value of the target interactive application based on the mathematical response time model. Determining the optimal CPU frequency and priority is divided into two parts: monitoring part and calculation part. In the monitoring part, RFP monitors input parameters from the Linux kernel to estimate the response time. This results in a complexity of O(n), where n is the number of monitoring parameters. On the other hand, in the calculation part, RFP computes the optimal CPU frequency and priority by using the obtained values, which results in a complexity of O(1). This is because RFP performs fixed calculations to find the optimal frequency and priority based on a finite number of paired values within the candidate solution set.
To estimate the maximum percentage of overhead which the RFP could result in, the CPU load was measured at the lowest CPU frequency (486 MHz) by comparing it with the ondemand governor and HAPPE. For the RFP algorithm, the measured CPU load includes the overhead of the monitoring and calculation parts. Sampling rate p s represents how often each algorithm updates the state of the smartphone and adjusts the CPU frequency or nice value of the target interactive application. Thus, the overhead of each algorithm considerably depends on its sampling rate. Figure 11 shows the overhead of the RFP algorithm compared with the ondemand governor and HAPPE in different sampling rate settings of 50 ms, 100 ms, 500 ms, and 1000 ms. The CPU load of each algorithm follows the increasing order of the ondemand governor, RFP, and HAPPE. This is because the ondemand governor only uses the CPU load to control the CPU frequency. HAPPE uses the CPU load normalized by the CPU frequency to control the CPU frequency. In addition, HAPPE needs user input to build a profile for each user and interactive application. RFP monitors input parameters and performs fixed calculations to find the optimal values. RFP has more overhead than the ondemand governor, however, the overhead drastically decreases as the sampling rate increases and approaches the CPU load of the ondemand governor. For RFP, the difference of overhead between sampling rate 50 ms and 1000 ms is about 7.98%.
As observed in Fig. 11 , when the sampling rate is set to 500 ms or 1000 ms, the RFP algorithm results in an approximate 1% or less CPU load overhead even at the lowest CPU frequency. In practice, the overhead percentage of RFP will significantly decrease as higher CPU frequencies will be used by the system to satisfy the response time requirements. Therefore, RFP will result in a nearly negligible performance overhead.
Performance Analysis of the Sampling Rates
In this section, the energy consumption and response time of the RFP algorithm are evaluated based on sampling rate p s , in which Paint-Joy (image editor) was used as the interactive application. The ondemand governor and HAPPE used in the experiments control the CPU frequency based on the sampling rates of 50 ms and 1000 ms as their default values, respectively. Figure 12 (a) shows the energy saving gain of HAPPE and RFP compared to the ondemand governor based on sampling rate p s with and without an additional load of active applications. The values were measured with respect to the energy consumption of the default ondemand governor. The results show that, when the sampling rate is set to 50 ms, RFP may not achieve any savings in energy because it uses higher CPU frequencies to process its computational overhead. However, as the sampling rate increases, the energy saving gain of the RFP algorithm increases. The reason is that, although the RFP algorithm requires a slightly higher computational overhead, it effectively controls the CPU frequency and nice value to satisfy the response time threshold while conserving energy. In addition, the experimental results show that RFP can save up to 24.23% of energy relative to the ondemand governor and up to 2.66% of energy relative to HAPPE. This is because the RFP algorithm controls both the CPU frequency and priority of the interactive application. Due to an increased priority of the interactive application, the response time threshold of the interactive application can be satisfied even at lower CPU frequencies. Figure 12 (b) shows the response time of the RFP algorithm compared to the ondemand governor and HAPPE based on sampling rate p s with and without an additional load of active applications. The results show that, for all cases, the RFP algorithm can satisfy the response time threshold of the interactive application even when the sampling rate was set to 50 ms resulting in a higher computational overhead. In addition, forÛ a =0, the response time of RFP is slightly higher than the ondemand governor. This is because RFP minimizes the CPU frequency, as long as the response time threshold is satisfied, resulting in a reduced energy consumption. ForÛ a =0.4, the response time of the RFP algorithm with sampling rate 1000 ms is reduced up to 38.65% compared to the ondemand governor. This is because the RFP algorithm increases the priority of the interactive application to satisfy the response time threshold. In addition, the response times of RFP and HAPPE are nearly the same around the threshold even when a 40% load of active applications (denoted as 0.4 in Fig. 12 (b) ) is processed together. However, RFP can satisfy the response time threshold at lower CPU frequencies relative to HAPPE, resulting in a reduced energy consumption. 
Performance Analysis of the Interactive Applications
The response time depends on both the interactive application as well as all active applications. Therefore, three different types of interactive applications, which are Asphalt 8 (racing game), Modern Combat 5 (FPS game), and PaintJoy (image editor), were selected and their performance was analyzed. In addition, when analyzing the performance of interactive applications, the sampling rate of RFP was set to 1000 ms, which was also used in HAPPE as the default value [8] . RFP at the sampling rate 1000 ms results in little overhead while satisfying the response time threshold of the interactive application and providing a savings in energy, as shown in Fig. 11 and Fig. 12 . Figure 13 (a) shows the energy saving gain of HAPPE and RFP compared to the ondemand governor based on different interactive applications with and without an additional load of active applications. The model-based consideration of the performance graph presented in Fig. 13 was obtained from measurements of an Android smartphone. The results show that RFP can save up to 24.23% of energy relative to the ondemand governor and up to 7.74% of energy relative to HAPPE. Note that RFP can save more energy relative to HAPPE when the interactive application runs with an additional load of active applications. The reason is that RFP can satisfy the response time threshold at lower CPU frequencies by controlling not only the CPU frequency but also the priority of the interactive application. Figure 13 (b) shows the response time of the RFP algorithm compared to the ondemand governor and HAPPE based on different interactive applications with and without an additional load of active applications. The results show that, for all cases, the RFP algorithm was able to satisfy the response time threshold of the interactive applications even when the active applications of 40% load were processed together. In contrast, when the interactive application was executed with the additional load of active applications, the ondemand governor and HAPPE could not satisfy the response time threshold.
Conclusion
In this paper, an integrated approach that combines DVFS techniques with the Linux kernel scheduler was proposed to minimize the energy consumption of smartphones and satisfy the response time threshold for interactive applications. Based on the derived response time model, the proposed RFP algorithm controls both the CPU frequency and priority of the interactive application. The experimental results confirmed the validity of the proposed response time model. In addition, to verify the effectiveness of the RFP algorithm, the performance of RFP was compared with the ondemand governor and HAPPE for various environments. The experimental results show that the RFP algorithm effectively saves the energy consumption of the smartphone up to 24.23% compared to the ondemand governor and up to 7.74% compared to HAPPE, while the response time threshold of the interactive application is satisfied. Unlike previous studies, by improving the priority of the interactive application, RFP can configure the smartphone to satisfy the response time threshold of the interactive application at a much lower CPU frequency. Future research needs to be conducted on finding new methods to reduce the computation burden of RFP, especially at lower sampling rates. In addition, the RFP algorithm needs to be extended to support other types of schedulers.
