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Abstract This paper is devoted to the Hamiltonian analysis
of bimetric gravity in the vierbein formulation. We identify
all constraints and determine their nature. We also show the
existence of an additional constraint so that the scalar mode
can be eliminated.
1 Introduction
Bimetric theories of gravity are based on the idea of joining
the two tensors gˆμν and fˆμν in a symmetric way when each
tensor has its own Einstein–Hilbert action and then couple
these actions through a non-derivative mass term. The pres-
ence of this term reduces the separate coordinate invariances
to a single one [1,2].1 If we set one metric as the background
metric without any dynamics we find that the bimetric the-
ory is reduced to a single metric massive gravity theory with
a mass term that at the linear limit leads to the Fierz–Pauli
free theory [3]. However, it was shown soon that this the-
ory propagates ghost modes at non-linear level [4,5]. On the
other hand, a new form of the massive term was proposed
recently in [6,7,10,11], which was shown to be ghost free
even at the non-linear level [9,12]; see also [13,40,41].
This form of the massive gravity was further generalized in
[14] where the dynamical gravity was coupled to the general
reference metric. Then it was a small step to the generaliza-
tion of the given construction to the bimetric gravity when
the fixed reference metric becomes dynamical with its own
Einstein–Hilbert action [15]. It was also argued there and in
[12] that this theory is ghost free. However, this analysis was
discussed in [34] where it was argued that the analysis per-
1 Bimetric theories of gravity were studied intensively in the past; see
for example [44–46].
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formed in [12] does not show the existence of the additional
constraint in the case of the bimetric gravity.2
The non-linear massive gravity and bimetric gravity that
are claimed to be ghost free are based on the specific form
of the potential that contains the square root of gˆμν fˆνρ . This
is a rather awkward structure, which makes very difficult to
find an extra constraint that could eliminate the Boulware–
Deser ghost. However, as was shown in a beautiful paper [8]
the square root structure suggests that the vierbein variables
E Aμ could be the appropriate ones for the formulation of
consistent bimetric theories. In more detail, completely new
multimetric interacting spin-2 theories were proposed in [8]
using the powerful vierbein formulation of general relativity
and corresponding mass terms. It was argued there that due
to the specific form of the interaction terms the action is lin-
ear in the lapses and shifts, which implies the existence of
additional constraints that could eliminate the non-physical
modes. However, we suggest that the Hamiltonian analysis
presented in the given paper was not complete. In particu-
lar, the constraints corresponding to the diagonal diffeomor-
phism were not identified and it was not shown that they are
first class constraints.
The goal of this paper is to fill this gap and perform the
Hamiltonian analysis of the bimetric gravity in vierbein for-
mulation with the simplest form of the potential between two
vierbeins EμA and F Aμ . We explicitly show that it is crucial
to analyze the time developments of the constraints corre-
sponding to breaking the spatial rotation. It is also impor-
tant to stress that when we use the parametrization of the
vierbein as in [8] we should interpret pa—which will be
defined below—as a dynamical variable with no time depen-
dence in the action. As a result the conjugate momentum
vanishes and is the primary constraint of the theory. Then the
2 The Hamiltonian analysis of bimetric gravity was also performed in
[35–38].
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requirement of the preservation of the given constraint leads
to another secondary constraint that is important for further
analysis.
A very important point is to identify the constraints that
could be generators of the diagonal diffeomorphism. To do
this we follow [33] where we introduce new variables that
are functions of N , N i and M, Mi , which are the lapses and
the shifts in gˆμν and fˆμν , respectively. Then we determine
eight new secondary constraints where four of them could
correspond to the generators of the diagonal diffeomorphism
on the condition that the Poisson brackets between the new
Hamiltonian constraint R¯ are closed on the constraints sur-
face, and when we add an appropriate combination of the
second class constraints in order to Poisson commute with
all set of constraints. A similar analysis was performed previ-
ously in the case of bimetric gravity formulated with metric
variables in [35,36]. It turns out that in the case of bimet-
ric theory in the vierbein formulation the situation is more
complicated and we have to take into account the presence
of the new secondary constraints. Then we are able to show
that the Poisson bracket between the Hamiltonian constraints
vanish on the constraint surface. On the other hand one can
ask the question why we should use the variables introduced
in [33] in the case of bimetric gravity formulated with met-
ric variables in the case of the bimetric gravity formulated
using the vierbein formalism. The answer is that using this
formalism we can easily see the analogy between bimet-
ric theories formulated using either metric of vierbein vari-
ables.
With the help of this result we proceed to the analysis
of the consistency of all constraints during the time develop-
ment of the system. Now due to the very remarkable structure
of the vierbein formulation of bigravity we find the existence
of an additional constraint, which leads to the elimination
of the scalar mode in the same way as in the case of non-
linear massive gravity [9,12]. This result confirms the results
derived in [47]. More precisely, in [47] a canonical analysis of
bimetric gravity formulated in the vierbein formalism where
the spin connection is treated as an independent field was
performed with elegant formulations of the secondary con-
straints that are responsible for the elimination of the ghosts.
On the contrary, our analysis is more closely related to the
formulation introduced in [8], where the spin connection is
not considered as an independent field, however, the con-
straints responsible for the elimination of ghost are much
more complicated.
This paper is organized as follows. In Sect. (2) we intro-
duce the bimetric gravity in the vierbein formalism and find
its Hamiltonian, identify all constraints, and determine their
constraint structure. In Sect. (3) we outline our results. Finally
in the appendix we review the Hamiltonian formulation of
the general relativity action formulated in the vierbein for-
malism.
2 Vierbein formulation of bimetric gravity
The general vierbein can by written in the upper triangular
form and we denote this vierbein with a hat:
Eˆ Aμ =
(
N N i e ai
0 e ai
)
, EˆμA =
(
1
N 0
− NiN eia
)
(1)
where N and N i are the four time-like components. The spa-
tial vielbeins e ai contain nine components, which are related
to the spatial part of the metric by
gi j = e ai e bj δab. (2)
Now by writing out the metric of this vierbein we find
gˆμν = E Aμ E Bν ηAB
=
(−N 2 + N i Ni Ni
N j gi j
)
, ηAB = diag(−1, 1, 1, 1), (3)
which means that N and N i are the usual lapse and shifts
that appear in the ADM decomposition of the metric [25–
27]. Note that the inverse metric has the form
gˆμν = EˆμA EˆνBηAB . (4)
Then by definition3
Eˆ Aμ Eˆ
ν
A = δ νμ , Eˆ Aμ EˆμB = δAB,
e ai e
j
a = δ ji , e ai eib = δab . (5)
The upper triangular form does not fix the local Lorentz
invariance since it leaves a residual spatial rotation. There
are four components in N , N i and nine in the spatial viel-
bein. The remaining three components of the vielbein have
been fixed by using the upper triangular gauge choice. It is
possible to formulate an arbitrary vierbein as the action of the
same boost on the upper triangular vierbein. Note that for the
3-dimensional vector pa we define a standard Lorentz boost
as
(p)AB =
(
γ pb
pa δab + 1γ+1 pa pb
)
, γ = √1 + pa pa,
(6)
where pa = δab pb and where by definition
ηAB
A
C
B
D = ηC D, (7)
so that
(
−1
)A
B
=
(
γ −pb
−pa δ ba + pa p
b
γ+1
)
. (8)
3 For a review of the vierbein formalism, see [32].
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The boost takes the 4-dimensional vector (1, 0, 0, 0) into the
unit normalized 4-vector
AB
(
1
0
)
=
(
γ
pa
)
. (9)
Then we write the general vierbein as the standard boost of
the upper triangular vierbein,
E Aμ = (p)AB Eˆ Bμ
=
(
N + N i e ai pa N pb + N i e ai (δ ba + 1γ+1 pa pb)
e ai pa e
a
i (δ
b
a + 1γ+1 pa pb)
)
.
(10)
We see that 16 components of the general vierbein are now
parameterized by the four components of N and N i together
with nine components of the spatial vielbein e ai and three
components of pa .
It is important that the Einstein–Hilbert action is invariant
under local Lorentz transformation. As a result it is possible
to partially fix the gauge and express the Einstein–Hilbert
action using the upper triangular form. This fact greatly sim-
plifies the Hamiltonian formalism of general relativity in the
vierbein formalism. The detailed analysis is performed in
Appendix A.
Now we are ready to proceed to the vierbein formulation
of the bimetric gravity when we consider bigravity with two
metrics,
gˆμν = E Aμ E Bν ηAB, fˆμν = F Aμ F Bν ηAB (11)
with Einstein–Hilbert actions for both of these metrics. Then
without the interaction term the action is invariant under two
separate local Lorentz transformations
E ′ Aμ (x) =  A(g)B(x)E Bμ (x), F ′ Aμ (x) =  A( f )B(x)F Bμ (x).
(12)
The action is also invariant under two diffeomorphisms,
E ′ Aμ (x ′)d f μ(1) = E Aν (x)dxν, F ′ Aμ (x ′)d f μ(2) = F Aν (x)dxν .
(13)
Then we consider the action in the form [8]
S = M
2
g
2
∫
d4x(det E)R[E] + M
2
f
2
∫
d4x(det F)R[F]
−μ2
∫
d4x
4∑
n=0
βn(det E)Sn(E−1 F), (14)
where μ2 = 18 m2 M2f g and where Sn are symmetric polyno-
mials whose explicit definitions can be found in [8]. It was
shown there that they can be written in terms of traces of the
matrix M as
S0(M) = 1,
S1(M) = [M]
S2(M) = 12! ([M]
2 − [M2]),
S3(M) = 13! ([M]
3 − 3[M][M2] + 2[M3]),
S4(M) = 14! ([M]
4 − 6[M2][M]2 + 8[M][M3]
+3[M2]2 − 6[M4]), (15)
where [M] means the trace of the matrix M. In what follows
we restrict ourselves to the simplest non-trivial case corre-
sponding to β0 = β2 = β3 = β4 = 0, β1 = 1, which,
however, captures the main property of the given theory.
Now we proceed to the Hamiltonian analysis of the
bimetric theory in the vierbein formulation. We use the
parametrization of the general vierbein introduced in (10).
Explicitly
E Aμ = (p)AB Eˆ Bμ , F Aμ = (l)AB Fˆ Bμ , (16)
where
Eˆ Aμ =
(
N N i e ai
0 e ai
)
, Fˆ Aμ =
(
M Mi f ai
0 f ai
)
,
EˆμA =
(
1
N 0
− NiN eia
)
, FˆμA =
(
1
M 0
− MiM f ia
)
, (17)
where gi j = e ai e bj δab, fi j = f ai f bj δab.
To proceed we use the fact that bigravity is invariant under
a diagonal local Lorentz transformation, which implies that
we can partially gauge fix this gauge by imposing la = 0 [8].
Note also that since Einstein–Hilbert actions are invariant
under local transformations the action depends on pa through
the potential term only. Explicitly we find
S1(E−1 F) = Tr(E−1 Fˆ)
= M
N
γ + 1
N
(Mi f bi pb − N i f bi pb) + eia f ai
+ 1
γ + 1 (e
j
a pa)( f bj pb). (18)
Using the Hamiltonian analysis performed in the appendix
we find the following Hamiltonian:
H =
∫
d3x(NR(g)0 +MR( f )0 +N iR(g)i +MiR( f )i
+μ2 NeV + ab(g)L(g)ab + ab( f )L( f )ab ), (19)
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where
R(g)0 =
1
M2g
√g π
i jGi jklπkl − M2g
√
gR(g),
R( f )0 =
1
M2f
√ f ρ
i j G˜i jklρkl − M2f
√
f R( f ),
R(g)i = −2gi j∇kπk j , L(g)ab = eiaπ ib − eibπ ia,
R( f )i = −2 fi j ∇˜kρk j , L( f )ab = fiaρib − fibρia,
V = M
N
γ + 1
N
(Mi f bi pb − N i f bi pb)
+eia f ai +
1
γ + 1 (e
j
a pa)( f bj pb), (20)
and where π i j and ρi j are the momenta conjugate to gi j and
fi j , respectively. Further ∇i and ∇˜i are covariant derivatives
evaluated using the metric components gi j and fi j , respec-
tively. Finally note that Gi jkl and G˜i jkl are de Witt metrics
defined as
Gi jkl = 1
2
(gik g jl + gil g jk) − gi j gkl ,
G˜i jkl = 1
2
( f ik f jl + f il f jk) − f i j f kl , (21)
with inverse
Gi jkl = 12 (gik g jl + gil g jk) −
1
2
gi j gkl ,
G˜i jkl = 12 ( fik f jl + fil f jk) −
1
2
fi j fkl , (22)
which obey the relations
Gi jklGklmn = 12 (δ
m
i δ
n
j + δni δmj ),
G˜i jkl G˜klmn = 12 (δ
m
i δ
n
j + δni δmj ). (23)
Also note that e ≡ det e. We have also included the primary
constraints L(g)ab ≈ 0, L( f )ab ≈ 0 into the definition of the
Hamiltonian.
An important point is to identify four constraints with the
property that their Poisson brackets vanish on the constraint
surface and hence could be part of the generators of the diag-
onal diffeomorphism. In order to do this we proceed as in
[33] and introduce the following variables:
N¯ =√N M, n =
√
N
M
, N¯ i = 1
2
(N i + Mi ), ni = N
i − Mi√
N M
,
N = N¯n, M = N¯
n
, Mi = N¯ i − 1
2
ni N¯ , N i = N¯ i + 1
2
ni N¯ .
(24)
Note that their conjugate momenta are the primary con-
straints of the theory
P¯ ≈ 0, p ≈ 0, Pi ≈ 0, pi ≈ 0, (25)
with the following non-zero Poisson brackets:
{N¯ (x), P¯(y)} = δ(x − y), {n(x), p(y)} = δ(x − y),
{N¯ i (x), Pj (y)} = δijδ(x−y), {ni (x), p j (y)}=δijδ(x−y).
(26)
It is also important to stress that the absence of the time
derivative of pa in the action implies the following primary
constraint:
ka ≈ 0, (27)
where ka is the momentum conjugate to pa with non-zero
Poisson bracket,
{pa(x), kb(y)} = δbaδ(x − y). (28)
We also have to identify the constraints that are generators of
the diagonal spatial rotations of the vielbeins e ai , f ai . These
constraints are given as linear combinations of L(g)ab , L
( f )
ab and
ka . Explicitly, we introduce the following set of constraints:
Ldiagab ≈ 0, Lbrab ≈ 0, ka ≈ 0, (29)
where
Ldiagab = eiaπ ib − eibπ ia + fiaρib − fibρia + pakb − pbka,
Lbrab = eiaπ ib−eibπ ia − fiaρib+ fibρia − pakb+ pbka,
(30)
where π ia, ρia are momenta conjugate to e ai , f ai , respec-
tively. Collecting all these terms we find the following form
of the Hamiltonian:
H =
∫
d3x(N¯R¯ + N¯ iR¯i + abdiagLab
+abbr Lbrab+vaka +vn p+vi pi +VN¯ P¯+V i Pi ), (31)
where
R¯ = nR(g)0 +
1
n
R( f )0 +
1
2
niR(g)i −
1
2
niR( f )i
+μ2eV˜, R¯i = R(g)i + R( f )i , (32)
where
V˜ = γ
n
− ni f ai pa + neia f ai +
n
γ + 1 (e
i
a p
a)( f bi pb).
(33)
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Now we proceed to the analysis of the time development of
the primary constraints (25) and (27),
∂t P¯ =
{
P¯, H
} = −R¯ ≈ 0,
∂t Pi = {Pi , H} = −R¯i ≈ 0,
∂t p = {p, H} = −R(g)0 +
1
n2
R( f )0
−μ2e δV˜
δn
≡ Gn ≈ 0,
∂t pi = {pi , H} = −12
(
R(g)i − R( f )i
)
−μ2e δV˜
δni
≡ Si ≈ 0,
∂t ka =
{
ka, H
} = −μ2e δV˜
δpa
≡ Ka ≈ 0. (34)
Finally we have to check the preservation of the con-
straints Ldiagab ≈ 0, Lbrab ≈ 0. Firstly due to the fact
that R(g)0 ,R( f )0 ,R(g)i ,R( f )i have vanishing Poisson brack-
ets with L(g)ab , L
( f )
ab according to (118) we find that they have
also a vanishing Poisson brackets with both Ldiagab and Lbrab.
Then the non-zero contribution could follow from the Pois-
son bracket between Ldiagab , L
br
ab and V˜ . Now with the help of
the following Poisson brackets:
{
Ldiagab (x), e
c
i (y)
}
= (eibδca − eiaδcb)(x)δ(x − y),{
Ldiagab (x), e
i
c(y)
}
= (δaceib − δbceia)(x)δ(x − y),{
Ldiagab (x), f ci (y)
}
= ( fibδca − fiaδcb)(x)δ(x − y),{
Ldiagab (x), f ic(y)
}
= (δac f ib − δbc f ia)(x)δ(x − y),{
Ldiagab (x), pc(y)
}
= −(paδbc − pbδac)(x)δ(x − y),{
Ldiagab (x), pc p
c(y)
}
= 0, (35)
and also
{
Lbrab(x), e
c
i (y)
}
= (eibδca − eiaδcb)(x)δ(x − y),{
Lbrab(x), e
i
c(y)
}
= (δaceib − δbceia)(x)δ(x − y),{
Lbrab(x), f ci (y)
}
= −( fibδca − fiaδcb)(x)δ(x − y),{
Lbrab(x), f ic(y)
}
= −(δac f ib − δbc f ia)(x)δ(x − y),{
Lbrab(x), pc(y)
}
= (paδbc − pbδac)(x)δ(x − y),{
Lbrab(x), pc p
c(y)
}
= 0, (36)
we find that the constraint Ldiagab ≈ 0 is preserved during the
time evolution of the system, while the requirement of the
preservation of the constraint Lbrab implies
∂t Lbrab(x) =
{
Lbrab(x), H
}
= 2μ2 N¯en[(e jb f ja − e ja f jb)
+ 1
γ + 1 [(pae
j
b − pbe ja) f dj pd ]
≡ 2μ2eN¯nTab ≈ 0, (37)
where we introduced new secondary constraints Tab = −Tba
Tab = e jb f ja − e ja f jb+
1
γ + 1 (pae
j
b − pbe ja) f dj pd . (38)
As we will see below the existence of these constraints will
be crucial for the consistency of the theory.
2.1 Calculation of the Poisson brackets between R¯, R¯i
Before we proceed to the analysis of the stability of all con-
straints we would like to show that the Poisson brackets
between the constraints R¯ and R¯i vanish on the constraint
surface spanned by all constraints. To begin with we intro-
duce the smeared form of the constraint R¯,
T(N ) =
∫
d3xNR¯. (39)
Then using the Poisson brackets given in (118) and the fol-
lowing similar analysis as in the case of metric formulations
of bigravity we obtain [35,36]
{TT (N ), TT (M)} = 12 TS((N∂i M − M∂i N )n
2gi j )
+1
2
TS
(
(N∂i M − M∂i N ) 1
n2
f i j
)
+1
4
TS((N∂i M − M∂i N )ni n j )
−GS((N∂i M − M∂i N )n2gi j )
+GS((N∂i M − M∂i N ) 1
n2
f i j )
−1
2
GT ((N∂i M − M∂i N )ni n)
+
∫
d3x(N∂i M − M∂i N )i ,
(40)
where
GT (N ) =
∫
d3xNGn, GS(N i ) =
∫
d3xN iSi , (41)
and where
i [V˜] = γ n
i
n
− neia f aj n j −
n
γ + 1e
i
b p
bn j f aj pa
+n2gi j f aj pa −
1
n2
f ia pa . (42)
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Note also that we used the extended version of the con-
straint R¯i given in (47) and we omitted terms proportional
to L(g)ab , L
( f )
ab given in (118).
Our goal is to show that i [V] vanishes on the constraint
surface. To do this we use the fact that ni can be expressed
from the constraint Ka
ni = f ia
(
1
γ n
pa − n(e jb pb)( f cj pc)
1
(1 + γ )2γ p
a
+ 1
1 + γ ( f
a
j e
j
b p
b + f bj pbe ja) + HaKa
)
, (43)
where Ha are functions that depend on the phase space vari-
ables whose explicit form is not important for us. To proceed
we use the fact that from the constraint Tab we derive
f ia f bj pbe ja =
1
γ
(
eib pb + 11 + γ f
ia pa( f dk pd)(ekb pb)
)
− f
i
a
2γ
√
e
√ f G
ab pb. (44)
Inserting this expression into (43) we find
ni = 1
γ n
f ia pa +
n
γ
eib pb (45)
up to terms proportional to Tab and Ka . Finally inserting
this result into (42) and after some calculations we find the
desired result,
i [V˜] = FaKa + GabTab ≈ 0. (46)
Then collecting (40) together with (46) we find that the Pois-
son bracket between R¯ is proportional to the constraints
R¯i ,Gn,Si ,Ka, Tab, which means that it vanishes on the con-
straint surface. This is a very important result. Note also the
importance of the constraints Ka, Tab for the closure of the
Poisson brackets between R¯.
As the next step we calculate the Poisson brackets with
the constraints R¯i . However, it turns out that it is more con-
venient to consider the following extension:
R¯i = ∂i np + ∂i n j p j + ∂ j (n j pi ) + ∂i paka
+R(e)i +
1
2
ωa bi (e)L
(e)
ab + R( f )i +
1
2
ωa bi ( f )L( f )ab .
(47)
Let us define its smeared form,
TS(N i ) =
∫
d3xN iR¯i . (48)
Then we find the following Poisson brackets:{
TS(N i ), e ci
}
= −∂i N j e cj − N j∂ j e ci ,{
TS(N i ), eic
}
= ∂ j N i e jc − N j∂ j eic,{
TS(N i ), f ic
}
= ∂ j N i f jc − N j∂ j f ic,{
TS(N i ), f ci
}
= −∂i N j f cj − N j∂ j f ci ,{
TS(N i ), ni
}
= −N j∂ j ni + ∂ j N i n j ,{
TS(N i ), pa
}
= −N i∂i pa,{
TS(N i ), n
}
= −N i∂i n, (49)
which shows that TS(N i ) is the generator of the diagonal
spatial diffeomorphism.
Now we are ready to proceed to the calculation of the
Poisson bracket between TS(N i ) defined in (48) and TT (N ).
In fact, using (49) we easily find{
TS(N i ), eV˜
}
= −N k∂k[eV˜] − ∂k N keV˜ . (50)
Finally, we should calculate the Poisson bracket between
TS(N i ) and R( f )i ,R(g)i and R(g)0 ,R( f )0 . This is really an
easy task on using the results given in (118) so that we find
{
TS(N i ), TT (N )
}
= TT (N i∂i M) (51)
up to the terms proportional to the primary constraints L(g)ab ≈
0, L( f )ab ≈ 0. In the same way we can find that
{
TS(N i ), TS(M j )
}
= TS((N i∂i M j − M j∂i N j )). (52)
Using these results we are ready to proceed to the analysis
of the stability of constraints.
2.2 Analysis of stability of constraints
In this section we perform the analysis of the stability of all
constraints. Note that for the potential V˜ given in (33) the
constraints Gn,Si ,Ka have the form
Gn = −R(g)0 +
1
n2
R( f )0
+μ2e
(
γ
n2
− eia f ai −
1
1 + γ (e
i
a p
a)( f bi pb)
)
,
Si = −12 (R
(g)
i − R( f )i ) + μ2e f ai pa,
Ka = μ2e
(
pa
γ n
− ni f ai − n(e jc pc)( f bj pb)
pa
(1 + γ )2γ
+ n
1 + γ ( f
a
j e
j
b p
b + f bj pbe ja)
)
,
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Tab = (e jb f ja − e ja f jb)+
1
1 + γ (pae
j
b− pbe ja) f dj pd .
(53)
It turns out that these constraints could be simplified consid-
erably. First of all we have the following relation:
R¯ + niSi + nGn = 2
n
(R( f )0 + μ2eγ ), (54)
so that we can consider as an independent constraint the fol-
lowing one:
G′n = R( f )0 + μ2eγ. (55)
In the previous section we also found the relation
ni = 1
γ n
f ia pa +
n
γ
eib pb + HaKa + GabTab, (56)
so that it is possible to define a new independent constraint
K˜i ,
K˜i = ni − 1
γ n
f ia pa −
n
γ
eib pb. (57)
Then we have the following set of independent secondary
constraints: G′n, K˜i ,Si , Tab, so that the total Hamiltonian has
the form
HT =
∫
d3x(N¯R¯ + N¯ iR¯i + abdiag Lab + VN¯ P¯ + V i Pi
+nG′n + i K˜i + iSi + abTab + vn p
+vi pi + vaka + vab Lbrab). (58)
Now we are ready to proceed to the analysis of the stability
of all constraints. We begin with the constraints pi ≈ 0,
∂t pi = {pi , HT } ≈ −μ2ei = 0, (59)
which has the solution i = 0, where i is the Lagrange
multiplier corresponding to the constraint K˜i . In the case of
p we find
∂t p = {p, HT } ≈ 0. (60)
Further, the requirement of the preservation of Lbrab takes the
form
∂t Lbrab =
{
Lbrab, HT
}
= cdLbrab,Tcd = 0, (61)
where
{
Lbrab(x), Tcd(y)
} = Lbrab,Tcd (x)δ(x − y) and where
we used the fact that i = 0 together with
{
Lbrab(x),G′n(y)
}
=
{
Lbrab(x),Si (y)
}
= 0. (62)
Then it can be explicitly checked that the matrix Lbrab,Tcd is
non-singular and hence the solution of (61) is cd = 0.
Using these results it is easy to analyze the requirement
of the preservation of the constraints ka ≈ 0,
∂t ka =
{
ka, HT
} ≈ −μ2e pa
γ
− iμ2e f ai = 0, (63)
so that we obtain
i = − p
a
γ
f ian . (64)
This result, however, suggests us to consider as an indepen-
dent constraint the following one:
G˜n = R( f )0 + μ2eγ −
1
γ
Si f ia pa (65)
and the following total Hamiltonian:
HT =
∫
d3x(N¯R¯ + N¯ iR¯i + abdiag Lab + VN¯ P¯ + V i Pi
+iSi + i K˜i + nG˜n + vn p + vi pi + vaka
+vab Lbrab + abTab). (66)
Repeating the analysis as above we find that p is trivially
preserved and alsoi = ab = 0. Further, the time evolution
of the constraint ka ≈ 0 is given by the equation
∂t ka =
{
ka, HT
} ≈ −iμ2e f ai = 0, (67)
which due to the fact that f ai is non-singular implies that
i = 0. Finally it is also clear that P¯, Pi are trivially pre-
served.
Now we proceed to the analysis of the time evolution of
the constraint G˜n,Si , K˜i together with R¯ and R¯i . First of all
it is easy to see that the secondary constraints G˜n,Si , K˜i , G˜ab
are invariant under a diagonal spatial diffeomorphism. Then
with the help of (51) and (52) we find that R¯i are preserved
during the time evolution of the system.
A more interesting situation occurs in the case of the time
evolution of the constraints G˜n and R¯, which is mainly deter-
mined by the following Poisson bracket:
{
TT (N ),
∫
d3xMG˜n
}
≈
∫
d3xN (x)M(x)n(x)G˜ I In (x),
(68)
where the explicit form of G˜ I In , which is rather complicated,
is not important for us; but it is important to stress that G˜ I In
does not depend on n and it is proportional to μ2, which
means that the given constraint vanishes in the decoupling
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case when μ2 = 0, which is expected.4 Note that in the
course of the calculation we use the fact that we can write R¯
as
R¯ = nR(g)0 +
1
n
G˜n + Si
[
1
γ n
f ia pa − ni
]
+μ2en
[
eia f ai +
n
1 + γ (e
i
a p
a)( f bi pb)
]
= n
[
R(g)0 −
1
γ
eib pbSi + μ2e
(
eia f ai
+ 1
1 + γ (e
i
a p
a)( f bi pb)
)]
− KiSi + 1
n
G˜n, (69)
and we also used the fact that the Poisson bracket{
G˜n(x), G˜n(y)
}
is weakly zero as follows from
{∫
d3xN G˜n(x),
∫
d3yMG˜n(y)
}
= 1
2
TS((N∂i M − M∂i N ) f i j )
+1
4
TS
(
1
γ 2
f ia pa f jb pb(∂i N M − M∂i N )
)
+
∫
d3x(N∂i M − M∂i N ) f i jS j
−1
2
∫
d3x(N∂i M − M∂i N ) f
i
a p2
γ
G′n ≈ 0.
(70)
However, it is a crucial and non-trivial fact that the Poisson
bracket (68) does not contain terms proportional to M∂i N or
M∂i N and it is linear in n. Then the local form (68) is
{
R¯(x), G˜n(y)
}
≈ n(x)G˜ I In (x)δ(x − y), (71)
so that there are no derivatives of the delta function on the
right side of the previous equation. This fact is very important
for the consistency of the given theory.
Now we are ready to proceed to the analysis of the con-
sistency of the secondary constraints. In the case of G˜n we
obtain
∂t G˜n(x) =
{
G˜n(x), HT
}
≈ −N¯ (x)n(x)G˜ I In (x). (72)
On the other hand the time evolution of the constraint R¯ is
equal to
∂tR¯(x) =
{R¯(x), HT } ≈ nn(x)G˜ I In (x) = 0, (73)
using (40), (46), and (51), together with the fact that i =
ab = i = 0. Now it is crucial to find a non-trivial solution
of (73). In the case when G˜ I In were constant on the whole
4 On general grounds we should expect that the given constraint is
equivalent to the constraint derived in [47], when the canonical variables
between these two formulations are properly identified.
phase space we would find that the only possible solution is
n = 0. Then from (72) we would also find N = 0 and hence
we should interpret R¯ together with G˜n as second class con-
straints. However, this is a very unsatisfactory result, since
it would imply the lack of the Hamiltonian constraint, while
the theory is manifestly invariant under diagonal diffeomor-
phism. Fortunately G˜ I In depends on the phase space variables,
so that it is more natural to obey (73) when we say that G˜ I In
is an additional constraint imposed on the system.
Now with this interpretation we find that (72) vanishes on
the constraint surface when G˜ I In ≈ 0. However, then we have
to include the constraint G˜ I In ≈ 0 into the total Hamiltonian
and analyze the stability of all constraints. Due to the fact
that G˜ I In does not depend on n we find that p ≈ 0 is still a
first class constraint. Now the time evolution of the constraint
G˜n ≈ 0 is equal to
∂t G˜n(x) =
{
G˜n(x), HT
}
≈
∫
d3yλI I (y)
{
G˜n(x), G˜ I In (y)
}
= 0, (74)
where λI I is the Lagrange multiplier corresponding to
the constraint G˜ I In ≈ 0. Since it can be shown that{
G˜n(x), G˜ I In (y)
}
= 0 and it contains the derivative of the
delta function we obtain the result that the only solutions
of the equation above is λI I = 0. Then we also see that it
is consistent to take the values of the Lagrange multipliers
i = ab = i = 0 that were derived before the con-
straint G˜ I In was included into the total Hamiltonian. Then
using λI I = 0 we also find that the constraint R¯ ≈ 0 is
preserved during the time evolution of the system. Further,
the time evolution of the constraint G˜ I In ≈ 0 has the form
∂t G˜ I In (x) ≈
{
G˜ I In (x), TT (N )
}
+
∫
d3yn(y)
{
G˜ I In (x), G˜n(y)
}
= 0. (75)
Generally this equation reduces to a complicated differential
equation for n and we presume that it can be solved, at least
in principle.5
As the next step we will analyze the requirement of the
preservation of the constraints Si , Tab, K˜i , which, however,
simplifies considerably due to the fact that i = ab =
5 There is one important subtlety with the given arguments, which is the
possibility of the existence of the non-trivial solution of (74) due to the
presence of the partial derivatives that are presented in the given equa-
tion. However, the existence of a given solution would imply the exis-
tence of an additional gauge symmetry, which, however, is not expected
here. We believe that there is no such solution even if we were not able
to show this explicitly. In light of these complicated results we mean
that it is remarkable how efficient is the Hamiltonian analysis of the
bimetric theory of gravity presented in [47].
123
Eur. Phys. J. C (2014) 74:2985 Page 9 of 13 2985
i = 0. We start with the constraint Si
∂tSi ={Si , HT } ≈
∫
d3xN¯ (x)
{Si , R¯(x)}+ f ai va =0,
(76)
using also the fact that
{Si (x), Lbrab(y)} = 0. Now due to
the fact that the matrix f ai is non-singular we find that this
equation can be solved for va .
In the case of the constraints Tab we find
∂tTab = {Tab, HT } ≈
∫
d3xN¯ (x)
{Tab, R¯(x)}
+Tab,kcvc + Tab,Lbrcd v
cd = 0, (77)
where the matrix Tab,kc is defined as{Tab(x), kc(y)} ≡ Tab,kc (x)δ(x − y). (78)
Now using the fact that the matrix Tab,Lbrcd is non-singular
and that va were determined by (76) we find that (77) can be
explicitly solved for vab.
Finally we proceed to the analysis of the equation of
motion of the constraint K˜i ,
∂t K˜i =
{
K˜i , HT
}
≈
∫
d3xN¯ (x)
{
K˜i , R¯(x)
}
+ vnK˜i ,p
+vabK˜i ,Lbrab + v
i + vcK˜i ,kc = 0, (79)
where we defined{
K˜i (x), p(y)
}
=
[
− 1
γ n2
f ia pa +
1
γ
eib pb
]
δ(x − y)
≡ K˜i ,p(x)δ(x − y),{
K˜i (x), Lbrab(y)
}
= 2n
γ
(eia pb − eib pa)(x)δ(x − y)
≡ K˜i ,Lbrabδ(x − y),{
K˜i (x), kc(y)
}
= 1
γ 2
pc(K˜i − ni )δ(x − y)
− 1
γ
(
1
n
f ic + neic
)
δ(x − y)
≈ −
(
1
γ 2
pcni + 1
γ
1
n
f ic +
n
γ
eic
)
× δ(x − y) ≡ K˜i ,kc (x)δ(x − y). (80)
We see that (79) can be solved for vi knowing the Lagrange
multipliers vab, vc, vn . Note that vn is still undetermined,
which is a reflection of the fact that p ≈ 0 is a first class
constraint.
Let us outline our results and determine the physi-
cal degrees of freedom of the given theory. We have
Nf.c.c. = 12 first class constraints R¯, R¯i , P¯, Pi , Ldiagab , p.6
6 Strictly speaking, we should include the appropriate combinations of
the second class constraints listed below them in order to ensure that the
constraints R¯, R¯i have vanishing Poisson brackets with all constraints.
Then we have Ns.c.c. = 20 second class constraints
pi , ka, Lbrab, G˜n, G˜ I In ,Si , K˜i , Tab. We also have Nph.s.d.f. =
58 phase space degrees of freedom N¯ , P¯, N¯ i , Pi , n, p, ni ,
pi , pa, ka, e ai , π ia, f ai , ρia . Then the number of physical
degrees of freedom Np.d.f. is [39]
Np.d.f. = 12 (Nph.s.d.f. − 2Nf.c.c. − Ns.c.c.) = 7, (81)
which could be interpreted as two physical degrees of free-
dom of the massless graviton, five physical degrees of free-
dom corresponding to the massive graviton. In other words
we have shown that the bigravity in the vierbein formulation
is ghost free.
3 Conclusion
This paper was devoted to the Hamiltonian analysis of the
bimetric theory of gravity in the form introduced in [8]. We
found the corresponding Hamiltonian and determined the pri-
mary constraints of the theory. Then we analyzed the require-
ment of the preservation of these constraints and we deter-
mined the corresponding secondary constraints. Finally, we
determined the conditions when these constraints are pre-
served and we found that there is an additional constraint.
As a result the constraint structure of the given theory sug-
gests that this theory is free of ghosts.
However, it is still important to stress that, even if the non-
linear massive gravity is ghost free, this does not mean that
the given theory is consistent. In fact, it was shown that non-
linear massive gravity suffers from the superluminality in its
decoupling limit [16–18]. It was also shown that generally
it contains tachyonic modes [19,20]. Further, the analysis
of the cosmological properties of non-linear massive gravity
showed that it exhibits the ghost instabilities about its homo-
geneous solutions [21–23]; see also [42,43].7 On the other
hand it was shown very recently in [48] that a non-linear
bimetric theory of gravity could lead to viable cosmology
under some conditions. In fact, the bimetric theory of gravity
has an important advantage with respect to non-linear mas-
sive gravity where the second metric is not fixed by hand but
is dynamical as well. Clearly a bimetric theory of gravity is a
very promising generalization of gravity that deserves to be
studied further.
Footnote 6 continued
However, these corrected constraints coincide with the original one
when the second class constraints strongly vanish, where, however, we
have to replace Poisson brackets between phase space variables with
corresponding Dirac brackets.
7 However, quite recently the improved version of non-linear massive
gravity was proposed in [24], which is claimed to be unitary with all
degrees of freedom propagating on a homogeneous, isotropic and self-
accelerating de Sitter background.
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Appendix A: Hamiltonian formalism of general relativity
in vierbein formulaton
In this appendix we perform the Hamiltonian formalism of
the general relativity in vierbein formulation. We mostly fol-
low [28–31].
Let us consider the general relativity Lagrangian density
written in the form
L = M2p det E
(
 ABA 
C
C B −
1
2
C ABC B A
−1
4
B ACB AC
)
, (82)
where
C AB = EμC Eν A∂[μE Bν], EμA = EμBηB A, (83)
and where μ, ν, · · · = 0, 1, 2, 3 and where A, B, · · · =
0, 1, 2, 3. Note that by definition we have two covariant
derivatives Dˆμ and ∇ˆμ. Dˆμ is covariant with respect to both
general coordinate transformations in spacetime as well as
local Lorentz transformations on the flat index, while ∇ˆμ is
covariant under general coordinate transformations. We have
Dˆμλν A = ∂μλν A + ˆνμγ λγ A + ωˆ Aμ BλνB,
∇ˆμλν A = ∂μλν A + ˆναγ λγ A. (84)
We require that these covariant derivatives are compatible
with the vierbein and the metric
DˆμE Aν = 0,
∇ˆμgˆνσ = Dˆμgˆνσ = 0. (85)
where gˆμν = E Aμ E Bν ηAB . Note that from (85) we obtain
∇ˆμEνA = −ωˆ BμA EνB . (86)
From (85) and requiring ˆρ[μν] = 0 it is possible to uniquely
determine ˆρμν and ωˆ Aμ B as functions of the vierbein E Aμ .
Explicitly, the first equation in (85) can be solved as
ωˆ ABμ =
1
2
eμC (
C AB + BC A − ABC ). (87)
Let us now consider following 3 + 1 decomposition of the
tetrad:
E A0 = N N A + N a V Aa , E Ai = V Ai , N BηAB V Bi = 0,
N AηAB N B = −1, (88)
where i, j, k, · · · = 1, 2, 3 and a, b, c, · · · = 1, 2, 3. The
inverse vielbein obeys
EμB E
C
μ = δ CB , EμA E Aν = δμν. (89)
Using this decomposition it is rather straightforward to per-
form the Legendre transform using this decomposition. How-
ever, it is more convenient to partly break the manifest
Lorentz invariance in such a way that the vierbein takes
the upper triangular form (1). In this case we identify V ai
with e ai where e
a
i defines the three dimensional metric
gi j = e ai e bj δab.
Now using (88) and also the partial gauge fixing we obtain
the following decomposition of ABC :
0 ba =
1
N
eia(∂0e
b
i − N j∂ j e bi − eiae bj ∂i N j ),
0 0a =
1
N
eia∂i N ,
a 0b = 0,
 cab = eiae jb(∂i e cj − ∂ j e ci ). (90)
The general relativity Lagrangian now takes the form
L = M2P Ne
(
−1
2
0(ab)0ab + 0 aa  b0b + 2a 00  bab
−1
4
abcabc − 12
abcacb +  acc  bba
)
, (91)
where e = det e ai and where we have the following conven-
tion:
X (ab) = Xab + Xba, X (ab)X(ab) = 2X (ab)Xba . (92)
Note that we can write
Ne(3) R = Ne( abb  cca −
1
4
abcabc − 12
abcacb)
+∇[i (Nee ja∇ j]eia) − 2eeia∂[i e aj]g jk∂k N ,
(93)
where ∇i is a covariant derivative compatible with gi j so that
∇i g jk = 0. Then neglecting the surface term we find that (91)
has a form that is suitable for the Hamiltonian formulation,
L = M2g Ne
(
−1
2
0ab0(ab) + 0 aa  b0b + (3) R
)
, (94)
where
0ab = δac0 bc , 0ab = −0 db δdc,  b0b = −0 bb .
(95)
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Note that (92) implies
0(ab)0ab = 12
0(ab)0(ab). (96)
Then from (94) we find the momenta π ia conjugate to e ai
π ia =
δL
δ∂0e
a
i
= M2P e(eic0(cd)δda − 20 bb eia), (97)
so that
0 aa = −
1
4e
e ai π
i
a . (98)
Then it is easy to express 0(ab) as a function of π ia and e ai ,
0(ab) = 1
e
(
e ai π
i
cδ
cb − 1
2
δabe ci π
i
c
)
. (99)
Using this result we easily find the Hamiltonian from (94)
and hence the corresponding Hamiltonian
H = NR + N iRi , (100)
where
R= 1
4M2g e
(
e ai π
i
cδ
cgδaee
e
j π
j
g− 12 (e
a
i π
i
a)
2
)
− M2g e(3) R,
Ri = −e bi D jπ jb, (101)
where Di is the covariant derivative compatible with e ai ,
Di e aj = 0. (102)
Note also that we neglected the total derivative terms in the
Hamiltonian (100). It is also important to stress that (97)
implies the following primary constraints:
Lab = eiaπ ib − eibπ ia ≈ 0. (103)
By definition Lab are antisymmetric so that there are three
constraints Lab in three dimensions.
To proceed further we need an explicit form of Diπ ja .
Since π ia is a density of weight 1 we have8
Diπ ja = ∂iπ ja +  jikπka − mmiπ ja − ω bi aπ jb, (105)
so that
Diπ ia = ∂iπ ia + ω bi aπ ib. (106)
8 Note that the spin connection has the following prescription when it
acts on an object with upper and lower Lorentz indices:
Di Xab = ∂i Xab + ω ai c Xcb − ω ci b Xac, (104)
It is also convenient to introduce the notation
π i j = 1
4
(π iae
ja + eiaπ ja), (107)
which is similar to the notation used in [30]. Then it is easy
to see that the Hamiltonian constraint R takes the familiar
form,
R = 1√gM2g
Gi jklπ i jπkl − M2g
√
g(3) R, (108)
where
Gi jkl = 12 (gik g jl + gil g jk − gi j gkl),
Gi jkl = 1
2
(gik g jl + gil g jk) − gi j gkl , (109)
which obey the relation
Gi jklGklmn = 12 (δ
m
i δ
n
j + δni δmj ). (110)
Note also that in the same way we can write
Ri = −e ai D jπ jb = −2∇iπ i j , (111)
using the fact that
− 2∇iπ i j ≈ −∇iπ iae aj − π ia∇i e aj =
= −∇iπ iaa aj + π iaω ai be bj = −e ai D jπ jb,
(112)
using also the fact that
π i j = π ik gk j =
1
2
π iae
a
j + Ladeiae dj . (113)
By definition the canonical variables are e ai and π
j
b with the
following canonical Poisson brackets:
{
e ai (x), π
j
b(y)
}
= δ ji δabδ(x − y), (114)
so that we obtain{
gi j (x), πkl(y)
}
= 1
2
(δki δ
l
j + δli δkj )δ(x − y). (115)
On the other hand from (107) and from (114) we find
{
π i j (x), πkl(y)
}
= 1
16
(gil Lk j + g jl Lki + g jk Lli
+gik Ll j )δ(x − y) = μi jklδ(x − y).
(116)
This result implies that there are additional terms when we
calculate the Poisson brackets between the constraints as was
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in a nice way shown in [30]. More precisely, let us introduce
the smeared form of the constraints R,Ri and Lab
TT (N ) =
∫
d3xNR, TS(N i ) =
∫
d3xN iRi ,
L(N ab) =
∫
d3xN ab Lab. (117)
Then, following [30] we find
{TT (N ), TT (M)} = TS((N∂i M − M∂i N )gi j ),
{TS(N i ), TT (M)} = TT (N i∂i M) +
∫
d3x∇ j N iλ ji M,
{TS(N i ), TS(M j )} = TS((N i∂i M j − M j∂i N j ))
+
∫
d3x∇k N iμ k li j ∇l M j ,
{TT (N ), L(N ab)} = 0, {TS(N i ), L(N ab)} = 0,
{Lab(x), Lcd(y)} = (ηad Lbc + ηbc Lad
−ηbd Lac − ηac Lbd)δ(x − y),
(118)
where
λi j = −4μi jkl Kkl = −12 (K
j
k L
ik − K ik L jk),
Ki j = 1√g
(
1
2
πmngnm gi j − πi j
)
. (119)
We see that there are additional terms on the right side of
the Poisson brackets between the constraints that are propor-
tional to the primary constraints Lab. These terms also vanish
on the constraints surface. For that reason we will not write
the explicit form of these terms in the calculations performed
in the main body of the paper.
References
1. A. Salam, J.A. Strathdee, Nonlinear realizations. 1: the role of
goldstone bosons. Phys. Rev. 184, 1750 (1969)
2. C.J. Isham, A. Salam, J.A. Strathdee, Spontaneous breakdown of
conformal symmetry. Phys. Lett. B 31, 300 (1970)
3. M. Fierz, W. Pauli, On relativistic wave equations for particles
of arbitrary spin in an electromagnetic field. Proc. R. Soc. Lond.
A173, 211–232 (1939)
4. D.G. Boulware, S. Deser, Can gravitation have a finite range? Phys.
Rev. D 6, 3368 (1972)
5. D.G. Boulware, S. Deser, Inconsistency of finite range gravitation.
Phys. Lett. B 40, 227 (1972)
6. de Rham, C., Gabadadze, G., Tolley, A.J.: Resummation of mas-
sive gravity. Phys. Rev. Lett. 106, 231101 (2011). arXiv:1011.1232
[hep-th]
7. de Rham, C., Gabadadze, G., Tolley, A.J.: Ghost free massive grav-
ity in the Stúckelberg language. Phys. Lett. B 711, 190 (2012).
arXiv:1107.3820 [hep-th]
8. Hinterbichler, K., Rosen, R.A.: Interacting spin-2 fields. JHEP
1207, 047 (2012). arXiv:1203.5783 [hep-th]
9. Hassan, S.F., Schmidt-May, A., von Strauss, M.: Proof of consis-
tency of nonlinear massive gravity in the Stúckelberg formulation.
arXiv:1203.5283 [hep-th]
10. Hassan, S.F., Rosen, R.A.: Resolving the ghost problem in non-
linear massive gravity. Phys. Rev. Lett. 108, 041101 (2012).
arXiv:1106.3344 [hep-th]
11. Hassan, S.F., Rosen, R.A.: On non-linear actions for massive grav-
ity. JHEP 1107, 009 (2011). arXiv:1103.6055 [hep-th]
12. Hassan, S.F., Rosen, R.A.: Confirmation of the secondary con-
straint and absence of ghost in massive gravity and bimetric gravity.
JHEP 1204, 123 (2012). arXiv:1111.2070 [hep-th]
13. Kluson, J., Non-linear massive gravity with additional primary con-
straint and absence of ghosts. Phys. Rev. D 86, 044024 (2012).
arXiv:1204.2957 [hep-th]
14. Hassan, S.F., Rosen, R.A., Schmidt-May, A.: Ghost-free massive
gravity with a general reference metric. JHEP 1202, 026 (2012).
arXiv:1109.3230 [hep-th]
15. Hassan, S.F., Rosen, R.A.: Bimetric gravity from ghost-free mas-
sive gravity. JHEP 1202, 126 (2012). arXiv:1109.3515 [hep-th]
16. Gruzinov, A.: All Fierz-Paulian massive gravity theories have
ghosts or superluminal modes. arXiv:1106.3972 [hep-th]
17. Burrage, C., de Rham, C., Heisenberg, L., Tolley, A.J.: Chronology
protection in Galileon models and massive gravity. JCAP 1207, 004
(2012). arXiv:1111.5549 [hep-th]
18. de Fromont, P., de Rham, C., Heisenberg, L., Matas, A.: Superlu-
minality in the Bi- and multi-Galileon. arXiv:1303.0274 [hep-th]
19. Deser, S., Waldron, A.: Inconsistencies of massive charged gravitat-
ing higher spins. Nucl. Phys. B 631, 369 (2002). [hep-th/0112182]
20. Deser, S., Sandora, M., Waldron, A.: Nonlinear partially mass-
less from massive gravity? Phys. Rev. D 87, 101501(R) (2013).
arXiv:1301.5621 [hep-th]
21. De Felice, A., Gumrukcuoglu, A.E., Mukohyama, S.: Massive
gravity: nonlinear instability of the homogeneous and isotropic
universe. Phys. Rev. Lett. 109, 171101 (2012). arXiv:1206.2080
[hep-th]
22. De Felice, A., Gmrkog(lu), A.E., Lin, C., Mukohyama, S.: Non-
linear stability of cosmological solutions in massive gravity. JCAP
1305, 035 (2013) arXiv:1303.4154 [hep-th]
23. De Felice, A., Gumrukcuoglu, A.E., Lin, C., Mukohyama, S.: On
the cosmology of massive gravity. arXiv:1304.0484 [hep-th]
24. De Felice, A., Mukohyama, S.: Towards consistent extension of
quasidilaton massive gravity. arXiv:1306.5502 [hep-th]
25. Gourgoulhon, E.: 3+1 formalism and bases of numerical relativity.
gr-qc/0703035 [GR-QC]
26. Arnowitt, R.L., deser, S., Misner, C.W.: The dynamics of general
relativity. [gr-qc/0405109]
27. Chaichian, M., Oksanen, M., Tureanu, A.: Arnowitt–Deser–Misner
representation and Hamiltonian analysis of covariant renormaliz-
able gravity. Eur. Phys. J. C71, 1657 (2011) [Erratum-ibid. C 71
(2011) 1736]. arXiv:1101.2843 [gr-qc]
28. Peldan, P.: Actions for gravity, with generalizations: a review.
Class. Quant. Grav. 11, 1087 (1994). [gr-qc/9305011]
29. H. Nicolai, H.J. Matschull, Aspects of canonical gravity and super-
gravity. J. Geom. Phys. 11, 15 (1993)
30. M. Henneaux, Poisson brackets of the constraints in the Hamilto-
nian formulation of tetrad gravity. Phys. Rev. D 27, 986 (1983)
31. J.M. Charap, M. Henneaux, J.E. Nelson, Explicit form of the con-
straint algebra in tetrad gravity. Class. Quant. Grav. 5, 1405 (1988)
32. Yepez, J.: Einstein’s vierbein field theory of curved space.
arXiv:1106.2037 [gr-qc]
33. Damour, T., Kogan, I.I.: Effective Lagrangians and universality
classes of nonlinear bigravity. Phys. Rev. D 66, 104024 (2002).
[hep-th/0206042]
34. Kluson, J.: Is bimetric gravity really ghost free?. arXiv:1301.3296
[hep-th]
123
Eur. Phys. J. C (2014) 74:2985 Page 13 of 13 2985
35. Kluson, J.: Hamiltonian formalism of general bimetric gravity.
arXiv:1303.1652 [hep-th]
36. Kluson, J.: Hamiltonian formalism of particular bimetric gravity
model. arXiv:1211.6267 [hep-th]
37. Soloviev, V.O., Tchichikina, M.V.: Bigravity in Kuchar’s
Hamiltonian formalism. 1. The general case. arXiv:1211.6530
[hep-th]
38. Soloviev, V.O., Tchichikina, M.V.: Bigravity in Kuchar’s
Hamiltonian formalism. 2. The special case. arXiv:1302.5096
[hep-th]
39. M. Henneaux, C. Teitelboim, Quantization of gauge systems
(Princeton University Press, Princeton, 1992)
40. Comelli, D., Nesti, F., Pilo, L.: Massive gravity: a general analysis.
arXiv:1305.0236 [hep-th]
41. Comelli, D., Nesti, F., Pilo, L.: Weak massive gravity.
arXiv:1302.4447 [hep-th]
42. Berezhiani, L., Chkareuli, G., Gabadadze, G.: Restricted galileons.
arXiv:1302.0549 [hep-th]
43. Berezhiani, L., Chkareuli, G., de Rham, C., Gabadadze, G., Tol-
ley, A.J.: Mixed galileons and spherically symmetric solutions.
arXiv:1305.0271 [hep-th]
44. A.H. Chamseddine, A. Salam, J.A. Strathdee, Strong gravity and
supersymmetry. Nucl. Phys. B 136, 248 (1978)
45. Chamseddine, A.H.: Matrix gravity and massive colored gravitons.
Phys. Rev. D 70, 084006 (2004). [hep-th/0406263]
46. Chamseddine, A.H.: Spontaneous symmetry breaking for massive
spin two interacting with gravity. Phys. Lett. B 557, 247 (2003).
[hep-th/0301014]
47. Alexandrov, S.: Canonical structure of tetrad bimetric gravity. Gen.
Relat. Gravit. 46, 1639 (2014). arXiv:1308.6586 [hep-th]
48. De Felice, A., Gumrukcuoglu, A.E., Mukohyama, S., Tana-
hashi, N., Tanaka, T.: Viable cosmology in bimetric theory.
arXiv:1404.0008 [hep-th]
123
