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Curve test for enhanced ind-sheaves and holonomic D-modules
Takuro Mochizuki
Abstract
Recently, the Riemann-Hilbert correspondence was generalized to the context of general holonomic D-
modules by A. D’Agnolo and M. Kashiwara. Namely, they proved that their enhanced de Rham functor
induces a fully faithful embedding of the derived category of cohomologically holonomic complexes of D-
modules into the derived category of complexes of real constructible enhanced ind-sheaves.
In this paper, we study a condition when a complex of real constructible enhanced ind-sheaves K is
induced by a cohomologically holonomic complex of D-modules. We characterize such K in terms of the
restriction of K to holomorphic curves.
MSC2010: 14F10, 14F05, 32C38.
1 Introduction
1.1 Main result
In [3], D’Agnolo and Kashiwara established the Riemann-Hilbert correspondence for holonomic D-modules, by
generalizing the classical Riemann-Hilbert correspondence [12, 28, 29] between complexes of regular holonomic
D-modules and cohomologically C-constructible complexes. They introduced the concept of R-constructible
enhanced ind-sheaves on the basis of the theory of ind-sheaves [16, 17]. For any complex manifold X , they
constructed the de Rham functor DREX from the derived category of cohomologically holonomic complexes of
DX -modules Dbhol(DX) to the derived category of R-constructible enhanced ind-sheaves EbR-c(ICX), and they
proved that DREX is fully faithful and compatible with the 6-operations and the duality. They also gave the
reconstruction of a holonomic complex M• from its solution complex SolE(M•) ∈ EbR-c(ICX). They efficiently
used the study of the formal structure and the asymptotic analysis of meromorphic flat bundles ([19], [20], [23],
[32], [33], [40]). In [4], they also introduced the natural perversity condition for EbR-c(ICX), and they proved
that DREX is exact with respect to the natural t-structure of D
b
hol(DX) and the t-structure of EbR-c(ICX) with
respect to the perversity condition.
We may still ask an interesting question. Let EbD(ICX) denote the essential image of DR
E
X . It is natural to
ask a condition for an object K ∈ EbR-c(ICX) to be contained in EbD(ICX). In the regular singular case, it is
given by the cohomological C-constructibility condition. As far as the author knows, such a clear condition has
not yet been given in the enhanced case.
In this paper, we study “a curve test”. We consider the full subcategory Eb△(ICX) ⊂ EbR-c(ICX) determined
by the following condition for objects K ∈ EbR-c(ICX).
• Set ∆ := {|z| < 1}. Let ϕ : ∆ −→ X be any holomorphic map. Then, Eϕ−1(K) ∈ EbD(IC∆).
By the compatibility of the de Rham functors DRE and 6-operations, EbD(ICX) is clearly a full subcategory of
E
b
△(ICX). The following is the main theorem of this paper.
Theorem 1.1 (Theorem 12.1) Eb△(ICX) is equal to E
b
D(ICX).
Remark 1.2 Recently, Kuwagaki [21] introduced another approach to the irregular Riemann-Hilbert correspon-
dence.
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1.2 Meromorphic flat connections and enhanced ind-sheaves
A holonomic D-module can be locally described as the gluing of meromorphic flat connections given on sub-
varieties. Hence, it is a key step to study such a characterization for meromorphic flat connections (Theorem
9.3).
Let X be an n-dimensional complex manifold. Let H be a normal crossing hypersurface of X . Let X(H)
denote the bordered space (X \H,X) in the sense of [3, 4]. (A bordered space is defined to be a pair (M, Mˇ) of
a good topological space Mˇ and an open subset M , where a topological space is called good if it is Hausdorff,
locally compact, countable at infinity and has finite flabby dimension. See [3, Page 86].) Suppose that an object
K ∈ EbR-c(ICX(H)) satisfies the following condition.
• K|X\H is induced by a local system on X \H .
• Let ϕ : ∆ −→ X be any holomorphic map such that ϕ(∆ \ {0}) ⊂ X \H and ϕ(0) ∈ H . Then, Eϕ−1(K)
comes from a meromorphic flat bundle on (∆, 0).
We would like to prove that there exists a meromorphic flat connection (V,∇) on (X,H) with an isomorphism
DREX(H)(V )[−n] ≃ K in EbR-c(ICX(H)). Once we obtain a meromorphic flat connection (V,∇) on (X,H) such
that Eϕ−1(K) ≃ DRE
∆(0) ϕ
∗(V,∇)[−1] in a natural way for any ϕ : ∆ −→ X as above, then it is not so
difficult to prove that K ≃ DREX(H)(V,∇)[−n] (Proposition 9.9). Therefore, we would like to construct such a
meromorphic connection V .
We explain a brief outline for the construction of such V in the essential case n = 2 (Proposition 11.1).
Let us introduce an auxiliary condition. (See §9.3 for more details.) Suppose that we are given a good set of
ramified irregular values IP at a smooth point P ∈ H and a multiplicity function mP : IP −→ Z≥0 such that
the following holds.
(Condition 9.14) For any holomorphic map ϕ : ∆ −→ X such that ϕ(∆ \ {0}) ⊂ X \H and ϕ(0) is close to
P in H , Irr(Eϕ−1K) ≃ ϕ∗IP holds, and the multiplicity functions are the same.
Then, we can construct a good meromorphic flat bundle (V,∇) on a neighbourhood XP of P in X , with an
isomorphism DREXP (H∩XP )(V )[−2] ≃ K (Proposition 9.16). There exists a similar condition at cross points of
H . Although Condition 9.14 is not always satisfied even if K comes from a meromorphic flat connection, it is
our strategy to modify X in a birational way so that Condition 9.14 is satisfied.
There exists a stratification X \H = ∐ C by locally closed subanalytic subsets such that there exist sub-
analytic functions hCi (i = 1, . . . , r) on (C, X) and an isomorphism π−1(CC) ⊗K ≃
⊕
CE
+⊗ Ct≥hCi . Here, r is
the rank of the local system K|X\H . By using such a local description of K, we can prove that there exists a
0-dimensional closed subanalytic subset Z ⊂ H such that any P ∈ H \ Z is a smooth point of H , and that
Condition 9.14 is satisfied for K at P . As a result, we obtain a meromorphic flat bundle (V,∇) on (X \Z,H \Z)
with an isomorphism DRE(V )[−2] ≃ K|X\Z (Proposition 10.1).
If Z is not empty, we define ψ1 : X1 −→ X as the complex blowing up at the points of Z, and we
set H1 := ψ
−1
1 (H). As in the previous stage, there exists the 0-dimensional closed subanalytic subset Z1 ⊂
ψ−11 (Z) ⊂ H1 such that there exists a meromorphic flat bundle (V1,∇) on (X1\Z1, H1\Z1) with an isomorphism
DRE(V1,∇)[−2] ≃ Eψ−11 (K)|X1\Z1 . If Z1 is not empty, we define again ψ2 : X2 −→ X1 as the complex blowing
up at Z1. By continuing the procedure successively, we obtain the following sequence:
· · · −→ (Xℓ, Hℓ) ψℓ−→ (Xℓ−1, Hℓ−1) ψℓ−1−→ · · · −→ (X1, H1) ψ1−→ (X,H).
Here, for each j, there exists a 0-dimensional closed subanalytic subset Zj ⊂ Hj such that Condition 9.14 is
satisfied for E(ψ1 ◦ · · ·ψj)−1K at P ∈ Hj \ Zj , and ψj+1 are the blowings up along Zj. Moreover, Zj+1 are
contained in (ψj+1)
−1(Zj). We would like to prove that this construction will stop after finite steps, i.e., Zℓ can
be empty if ℓ is large. Note that this type of issue also appeared in the study of Sabbah’s conjecture, i.e., the
higher dimensional generalization of the Hukuhara-Levelt-Turrittin theorem. (See [19, 20, 30, 33, 40].)
For the above problem, it is important to study the pull back of subanalytic functions by the composition
of ψp. (See [2] and [10] for the general theory of subanalytic sets.) Let C be an open strata in the stratification.
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Let ̟j : X˜j(Hj) −→ Xj be the oriented real blowing up of Xj along Hj . Let Qj be a point of ̟−1j (Zj), and
let UQj be a small neighbourhood of Qj in X˜j(Hj). Let Φj : X˜j(Hj) −→ X be the morphism induced by ̟j
and the composition of ψp. If Φj(UQj ) ∩ C 6= ∅, we are lead to study the functions Φ∗j (hCi ) and Φ∗j (hCi − hCk) on
Φ−1j (C) ∩ UQj , and to prove that Φ∗j (hCi ) and Φ∗j (hCi − hCk) have nice properties. However, it is not easy to deal
with such functions directly. Thus, we are invited to study a lifting problem with respect to sequences of local
real blowings up, which we shall explain in the next subsection.
1.3 Rectilinearization and a lifting problem
Let M be an m-dimensional real analytic manifold. Let U be an open subanalytic subset in M . Let f be a real
analytic function on U which is subanalytic on (U,M). It is not easy to study directly the behaviour of f around
boundary points of U . The fundamental and useful tools are rectilinearization theorems developed by Hironaka,
Bierstone-Milman and Parusin´ski. According to the rectilinearization theorems for subanalytic subsets [2, 10]
and subanalytic functions [38], there exists a locally finite family of real analytic maps φα :Wα −→M (α ∈ Λ)
such that the following holds.
• Each Wα is equipped with a real analytic coordinate system (xα,1, . . . , xα,m), which induces Wα ≃ Rm.
• Each φα is the composition of local real blowings up.
• φ−1α (U) ⊂Wα ≃ Rm is the union of the quadrants contained in U .
• The restriction of φ∗α(f) to each m-dimensional quadrant Q ⊂ φ−1α (U) is constantly 0, or expressed as
aα,Q
∏m
i=1 |xα,i|rα,i for some (rα,i) ∈ Qm and a nowhere vanishing ramified analytic function aα,Q on the
closure of Q.
(See §2.2 for more precise.)
We would like to apply the rectilinearization theorem to the study of the above functions Φ∗j (h
C
i ) and
Φ∗j (h
C
i − hCk). There exists a rectilinearization φα : Wα −→ X˜(H) (α ∈ Λ) for hCi and hCi − hCk . If there exists a
real analytic map Ψj : UQj −→Wα0 for some α0 ∈ Λ such that φα0 ◦Ψj is equal to the restriction of Φj to UQj ,
then we can deduce that Φ∗j (h
C
i ) = Ψ
∗
j
(
φ∗α0(h
C
i )
)
and Φ∗j (h
C
i − hCk) = Ψ∗j
(
φ∗α0 (h
C
i − hCk)
)
have nice properties
because φ∗α0(h
C
i ) and φ
∗
α0 (h
C
i −hCk) have nice properties. Thus, we are lead to study the lifting problem whether
there exists such a real analytic map Ψj . Indeed, it is one of the main issues studied in this paper. We shall
study the problem in §7–8 by using the technical preliminaries in §3. There are sophisticated studies about
infinite sequences of complex blowing up of surfaces (for example, see [7]). However, for the purpose of the
above lifting problem, at this moment, it looks more convenient to adapt a more naive approach by considering
the families of curves around the centers of blowings up and their limit curve.
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Part I
Preliminaries
2 Subanalytic geometry
We give preliminaries from subanalytic geometry. We mention [2] as a useful general reference for the subject.
In §2.1, we prepare some notation. In §2.2, we recall the useful existence theorems of rectilinearizations for sub-
analytic subsets (Theorem 2.2) and subanalytic functions (Theorem 2.7). We also state some consequences of
the theorems in a way convenient to this study. In §2.3, we collect some technical results which explain that sub-
analytic maps and subanalytic functions have nice properties outside of small subsets. In §2.4, complementary
statements are collected.
2.1 Some notation
For any ǫ > 0, we set Iǫ := {0 ≤ t < ǫ} and I◦ǫ := Iǫ \ {0}. If ǫ = 1, we use I and I◦ instead of I1 and I◦1,
respectively. More generally, for any a < b, intervals are denoted as [a, b] := {a ≤ t ≤ b}, ]a, b[:= {a < t < b},
]a, b] := {a < t ≤ b} and [a, b[:= {a ≤ t < b}.
We set R := R ∪ {±∞}. We regard it as real analytic manifold with boundary by the coordinate (±t)−1
around ±∞.
Let A be any subanalytic subset in a real analytic manifold M . For each k ∈ Z≥0, let Asmk denote the set of
the k-dimensional smooth points of A. According to [2, Theorem 7.2], Asmk is a subanalytic open subset in A.
We set Asm =
⋃
k≥0A
sm
k . The set Sing(A) := A \Asm is called the singular locus of A, which is a closed subset
of A. Let A denote the closure of A in M , and ∂A := A \A.
Let N be a real analytic manifold. Let B be a subanalytic subset of N . A map F : A −→ B is called
subanalytic on (A,M) if the graph is subanalytic in M × N . For subanalytic subsets Ai ⊂ A (i ∈ Λ) and
Bi ⊂ B (i ∈ Λ), a subanalytic map F : ({Ai | i ∈ Λ}, A) −→ ({Bi | i ∈ Λ}, B) means a subanalytic map
F : A −→ B such that F (Ai) ⊂ Bi (i ∈ Λ). If A is a real analytic manifold, a real analytic map F : ({Ai | i ∈
Λ}, A) −→ ({Bi | i ∈ Λ}, B) means a real analytic map F : A −→ N such that F (Ai) ⊂ Bi and F (A) ⊂ B.
A function f : A −→ R is called a subanalytic function on (A,M) if the graph of f is a subanalytic subset
of M × P1(R). Note that a function f : A −→ R is regarded as as a map A −→ P1(R) such that f(A) ⊂ R. If
moreover f : A −→ R is continuous, then f is called continuous subanalytic on (A,M). Similarly, if moreover
f : A −→ R is real analytic, then f is called real analytic and subharmonic on (A,M).
Let P be a point of ∂A at which A is a real analytic submanifold of M with corner, i.e., there exists a
neighbourhood (U , t1, . . . , tn) of M around P such that A ∩ U =
⋃ℓ
i=1{ti ≥ 0} for some ℓ. A real analytic
function f defined on an open subset U ⊂M is called ramified real analytic around P ∈ U if f is expressed as
a convergent power series
f =
∑
j1≥−N
· · ·
∑
jℓ≥−N
aj1,...,jℓ(tℓ+1, . . . , tn)
ℓ∏
i=1
(t
1/e
i )
ji
for an integer N , a positive integer e, and real analytic functions aj1,...,jℓ .
2.2 Rectilinearization
2.2.1 Rectilinearization of subanalytic subsets
A subset Q ⊂ Rn is called a quadrant if there exists a decomposition {1, . . . , n} = I0 ⊔ I+ ⊔ I− for which
Q =
{
(x1, . . . , xn)
∣∣ xi = 0 (i ∈ I0), xi > 0 (i ∈ I+), xi < 0 (i ∈ I−)}.
Definition 2.1 A subset S ⊂ Rn is called rectilinearized if S is the union of the quadrants contained in S.
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Let B be any subanalytic subset in an n-dimensional real analytic manifold M . A rectilinearization of B is
a locally finite family of real analytic maps φα :Wα −→M (α ∈ Λ) with the following property.
• Each Wα is equipped with a real analytic coordinate system (x1, . . . , xn) which induces an isomorphism
Wα ≃ Rn.
• Each φα is the composition of a finite sequence of local real blowings up along smooth real analytic centers.
Namely, φα is factorized as follows:
Wα =W
(k(α))
α
φ(k(α))α−→ W (k(α)−1)α
φ(k(α)−1)α−→ · · · φ
(2)
α−→W (1)α
φ(1)α−→W (0)α =M. (1)
Moreover, for each ℓ < k(α), there exist a subanalytic open subset U
(ℓ)
α ⊂W (ℓ)α and a closed real analytic
submanifold C
(ℓ)
α ⊂ U (ℓ)α so that φ(ℓ+1)α is the real blowing up of U (ℓ)α along C(ℓ)α . We also impose that C(ℓ)α
is subanalytic in W
(ℓ)
α . Note that C
(ℓ)
α can be empty.
• There exist compact subsets Kα ⊂Wα such that
⋃
α∈Λ φα(Kα) =M .
• For each α, φ−1α (B) is rectilinearized with respect to the coordinate system.
Let us recall the following fundamental theorem due to Hironaka [10]. (See also [2] and [38].)
Theorem 2.2 For any subanalytic subset B in M , there exists a rectilinearization of B.
2.2.2 Ramified normal crossing functions on quadrants
Recall that a real analytic function g on Rn is called normal crossing if g =
∏n
i=1 x
mi
i × g0, where mi are
non-negative integers, and g0 is a nowhere vanishing real analytic function on Rn.
We introduce a variant of the concept for functions on quadrants. Let Q be any n-dimensional quadrant
in Rn. A real analytic function f on Q is called normal crossing if f =
∏n
i=1 x
mi
i × g, where g is a nowhere
vanishing real analytic function on a neighbourhood of the closure Q, and (m1, . . . ,mn) ∈ Zn≥0.
Let Q0 ⊂ Rn denote the n-dimensional quadrant defined as {xi > 0 (i = 1, . . . , n)}. Let {1, . . . , n} = I+⊔I−
be a decomposition. Let Q(I+, I−) be the n-dimensional quadrant in Rn defined as Q(I+, I−) = {xi > 0 (i ∈
I+), xi < 0 (i ∈ I−)}. For any tuple of positive integers (ρ1, . . . , ρn), let F : Q0 −→ Q(I+, I−) be the
homeomorphism defined by F (y1, . . . , yn) = (ǫ1y
ρ1
1 , . . . , ǫny
ρn
n ), where ǫi = 1 (i ∈ I+) and ǫi = −1 (i ∈ I−).
Such a homeomorphism is called a ramified real analytic isomorphism of Q0 and Q(I+, I−).
A real analytic function f on an n-dimensional quadrant Q is called ramified normal crossing if there exists
a ramified real analytic isomorphism F : Q0 −→ Q such that F ∗(f) is normal crossing. There exists the
continuous extension f of f on Q. For any quadrant Q′ contained in Q, if the restriction f |Q′ is not constantly
0, then f |Q′ is a ramified normal crossing function on Q
′, where we regard Q′ as a quadrant in RdimQ
′
.
Let RNC+(Q) denote the set of ramified normal crossing functions on Q. We set RNC−(Q) :=
{
1/f
∣∣ f ∈
RNC+(Q)
}
and RNC(Q) := RNC+(Q) ∪RNC−(Q) ⊔ {0}.
Let Rry = {(y1, . . . , yr) ∈ Rr} and Rnx = {(x1, . . . , xn) ∈ Rn}.
Lemma 2.3 Let φ : Rry −→ Rnx be a real analytic map such that each φ∗(xi) (i = 1, . . . , n) is normal crossing
or constantly 0. Let Q1 be a quadrant of Rnx. Then, the following holds.
• φ−1(Q1) is rectilinearized.
• Let f ∈ RNC(Q1), where we naturally regard Q1 as a quadrant in RdimQ1 . Let Q2 be any quadrant of Rry
such that φ(Q2) ⊂ Q1. Then, φ∗(f)|Q2 is contained in RNC(Q2).
Proof By the assumption, one of the following holds for each i = 1, . . . , n; (i) φ∗(xi) = 0, (ii) φ∗(xi) =
ai ·
∏r
k=1 y
m(i)k
k where ai is nowhere vanishing on R
r
y, and m(i)k ∈ Z≥0.
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For any quadrant Q in Rry, one of the following holds; (i)
∏r
k=1 y
m(i)k
k are constantly 0 on Q, (ii)
∏r
k=1 y
m(i)k
k
is positive on Q, (iii)
∏r
k=1 y
m(i)k
k is negative on Q. Hence, one of the following holds; (i) φ(Q) ⊂ Q1, (ii)
φ(Q) ∩Q1 = ∅. Then, we obtain the first claim.
Let us study the second claim. It is enough to consider the case f ∈ RNC+(Q1). We may assume that Q1 is⋂ℓ
i=1{xi > 0}∩
⋂n
i=ℓ+1{xi = 0}, and that Q2 is
⋂p
k=1{yk > 0}∩
⋂r
k=p+1{yk = 0}. For any i = 1, . . . , ℓ, because
φ∗(xi) > 0 on Q2, we obtain ai > 0 on Q2 and m(i)k = 0 for k = p+ 1, . . . , r.
We naturally regard Rℓx = {(x1, . . . , xℓ)} as a subspace of Rnx. Then, Q1 is a quadrant in Rℓx. Similarly, we
naturally regard Rpy = {(y1, . . . , yp)} as a subspace of Rry, and Q2 is a quadrant of Rpy.
There exists a positive integer ρ with the following property.
• We define the morphism Φ : Rℓx −→ Rℓx by Φ(x1, . . . , xℓ) = (xρ1, . . . , xρℓ ). Let ΦQ1 : Q1 −→ Q1 denote the
induced map. Then, Φ∗Q1(f) is a real analytic normal crossing function on Q1.
For i = 1, . . . , ℓ, we obtain φ∗(x1/ρi )|Rpy = a
1/ρ
i|Rpy
∏p
k=1 y
m(i)k/ρ
k . We define Ψ : R
p
y −→ Rpy by Ψ(y1, . . . , yp) =
(yρ1 , . . . , y
ρ
p). Then, Ψ
∗φ∗(x1/ρi ) are the restriction of normal crossing real analytic functions on R
p
y. Hence,
there exists a real analytic map F : Rpy −→ Rℓx such that F (Q2) ⊂ Q1, and Φ ◦ F = φ ◦ Ψ. It is easy to see
that F ∗(xi) (i = 1, . . . , ℓ) are normal crossing. Let ΨQ2 and FQ2 denote the restriction of Ψ and F to Q2,
respectively. Then, F ∗Q2Φ
∗
Q1
(f|Q1) = Ψ
∗
Q2
φ∗(f|Q1) is a real analytic normal crossing function on Q2. Thus, we
obtain the second claim.
The following lemma is a consequence of [2, Theorem 4.4].
Lemma 2.4 Let Q1 be any quadrant of Rn. Let f be an element of RNC(Q1), and let g1, . . . , gm be real analytic
functions on Rn such that each gi is not constantly 0. Then, there exists a rectilinearization {(Wα, φα) |α ∈ Λ}
of Q1 with the following property.
• φ∗α(f)|Q ∈ RNC(Q) for any quadrant Q contained in φ−1α (Q1).
• φ∗α(gj) are normal crossing functions on Wα.
Proof Set h :=
∏n
i=1 xi ×
∏m
j=1 gj . By [2, Theorem 4.4], there exists a locally finite family of real analytic
maps φα :Wα −→ Rn (α ∈ Λ) with the following property.
• Each φα is the composition of a finite sequence of local real blowings up.
• Each Wα is equipped with a coordinate system (y1, . . . , yn) which induces an isomorphism Wα ≃ Rn, and
φ−1α (h) is normal crossing on Wα.
• There exist compact subsets Kα ⊂Wα such that Rn =
⋃
φ(Kα).
Because φ−1α (h) is normal crossing, φ
∗
α(xi) and φ
∗
α(gj) are normal crossing. By Lemma 2.3, {(Wα, φα) |α ∈ Λ}
is a rectilinearization of the quadrant Q1 of Rn. We also obtain from Lemma 2.3 that φ∗α(f)|Q ∈ RNC(Q) for
any quadrant Q ⊂ φ−1α (Q1).
We give a remark on rectilinearizations of subanalytic subsets.
Proposition 2.5 Let B1, . . . , Bm be subanalytic subsets in a real analytic manifold M . There exists a locally
finite family of real analytic maps {(Wα, φα) |α ∈ Λ} which is a rectilinearization of each Bi.
Proof We use an induction on m. Suppose that we have already obtained a locally finite family of real analytic
maps {(Wα, φα) |α ∈ Λ} which is a rectilinearization of Bi (i = 1, . . . ,m−1). There exists subanalytic compact
subsets Kα ⊂Wα such that
⋃
α φα(Kα) =M . By Theorem 2.2, there exist rectilinearizations {(Vα,β , ψα,β) |β ∈
Γ(α)} of φ−1α (Bm). Each Wα is equipped with the coordinate system (xα1 , . . . , xαn). Each Vα,β is equipped with
the coordinate system (yα,β1 , . . . , y
α,β
n ). We set hα,β :=
∏n
j=1 y
α,β
j ·
∏n
i=1 ψ
∗
α,βx
α
i . Let Lα,β be any subanalytic
compact subsets of Vα,β such that
⋃
β ψα,β(Lα,β) contains a neighbourhood of Kα. Applying [2, Theorem 4.4] to
hα,β, we also obtain a locally finite family of real analytic maps λα,β,γ : Yα,β,γ −→ Vα,β (λα,β,γ ∈ Υ(α, β)) such
that (i) each λα,β,γ is the composition of a finite sequence of local real blowings up, (ii) λ
∗
α,β,γhα,β are normal
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crossing, (iii) there exist compact subsetsMα,β,γ ⊂ Yα,β,γ such that
⋃
γ λα,β,γ(Mα,β,γ) contains a neighbourhood
of Lα,β. Then, as in the proof of Lemma 2.4, we can observe that each λ
−1
α,β,γ(Bj) is the union of quadrants
contained in λ−1α,β,γ(Bj).
For each α ∈ Λ, we define the finite subset
Γ1(α) :=
{
β ∈ Γ(α) ∣∣ψα,β(Vα,β) ∩Kα 6= ∅}.
For each β ∈ Γ1(α), we define the finite subset
Υ1(α, β) :=
{
γ ∈ Υ(α, β) ∣∣λα,β,γ(Yα,β,γ) ∩ Lα,β 6= ∅}.
Let Λ˜ denote the set of (α, β, γ), where α ∈ Λ, β ∈ Γ1(α) and γ ∈ Υ(α, β). For each (α, β, γ) ∈ Λ˜, we set
φ˜α,β,γ := φα ◦ ψα,β ◦ λα,β,γ . Then, the locally finite family of real analytic maps (Yα,β,γ , φ˜α,β,γ) ((α, β, γ) ∈ Λ˜)
has the desired property.
Similarly, we can obtain the following refinement.
Proposition 2.6 Let Bi (i ∈ S) be a locally finite family of subanalytic subsets in a real analytic manifold M .
There exists a locally finite family of real analytic maps {(Wα, φα) |α ∈ Λ} which is a rectilinearization of each
Bi (i ∈ S).
2.2.3 Rectilinearization of subanalytic functions
The following is the rectilinearization theorem for subanalytic functions due to Parusin´ski [38, Theorem 2.7].
(See also [22, Theorem 3.4].) It is also fundamental in this paper.
Theorem 2.7 Let U be a subanalytic open subset of Rn, and let f : U −→ R be a continuous subanalytic
function on (U,Rn). Then, there exists a rectilinearization {(Wα, φα) |α ∈ Λ} of U with the following property.
• Let Q be any quadrant contained in φ−1α (U). Then, φ∗α(f)|Q ∈ RNC(Q).
For any subanalytic open subset U ⊂ Rn, let Quadn(U,Rn) denote the set of the n-dimensional quadrants
contained in U .
Corollary 2.8 Let U be a rectilinearized open set in Rn. Let f1, . . . , fℓ be continuous subanalytic functions on
(U,Rn) such that fi|Q ∈ RNC(Q) for each Q ∈ Quadn(U,Rn). Let h1, . . . , hp be real analytic functions on Rn.
Let g1, . . . , gm : U −→ R be continuous subanalytic functions on (U,Rn). Let Y1, . . . , Yk denote rectilinearized
subsets of Rn. Then, there exists a rectilinearization {(Wα, φα) |α ∈ Λ} for U and Yi (i = 1, . . . , k) such that
the following holds:
• φ∗α(fi)|Q, φ∗α(gj)|Q ∈ RNC(Q) for each Q ∈ Quadn(φ−1α (U),Wα), where we regard Wα ≃ Rn by the
coordinate system.
• Each φ∗α(hj) is normal crossing on Wα ≃ Rn, or constantly 0.
Proof Let us study the case m = 1. Let (x1, . . . , xn) be the global coordinate system of Rn. By Theorem
2.7 and Lemma 2.4, there exists a rectilinearization {(Wα, φα) |α ∈ Λ} for U such that (i) φ∗α(xi) are normal
crossing on Wα, (ii) φ
∗
α(hj) are constantly 0 or normal crossing on Wα, (iii) φ
∗
α(g1) ∈ RNC(Q) for each
Q ∈ Quadn(φ−1α (U),Wα). We also obtain that φ∗α(fi)|Q ∈ RNC(Q) from Lemma 2.4. By Lemma 2.3, φ−1α (Yi)
are also rectilinearized. Thus, we are done in the case m = 1. We can prove the claim for general m by an easy
induction.
Corollary 2.9 Let U be a subanalytic open subset in Rn. Let Y1, . . . , Yk be subanalytic subsets in Rn. Let
g1, . . . , gN : U −→ R be functions which are continuous subanalytic on (U,Rn). Let h1, . . . , hℓ be real analytic
functions on Rn. Then, there exists a rectilinearization {(Wα, φα) |α ∈ Λ} of U and Yi (i = 1, . . . , k) such
that φ∗α(gi)|Q ∈ RNC(Q) for any Q ∈ Quadn(φ−1α (U),Wα), and that each φ∗α(hj) is normal crossing on Wα or
constantly 0.
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2.3 Fibrations and ramified analyticity
2.3.1 Singularity of fibrations
LetM be a real analytic manifold. Let Y be a relatively compact subanalytic subset inM×Rn with dimY = k.
Let Y
sm
k denote the closure of Y
sm
k in Y . Set Y
′ := Y \ Y smk . Note that dimY ′ ≤ k − 1, that Y ′ is closed in Y ,
and that Sing(Y
sm
k ) is contained in Y
′.
Let π : M × Rn −→ Rn be the projection. Let ℓ := dimπ(Y ). The following lemma is standard. (For
example, see a stronger theorem in [8, Part I §1.7] 1.) We state it in a way convenient to us, and include a proof
for the convenience of the readers.
Lemma 2.10 There exist closed subanalytic subsets G ⊂ Y smk and W ⊂ π(Y ) with the following property.
• dimW < ℓ and dimG < k.
• Sing π(Y ) ⊂W.
• The induced map Y smk \ (G ∪ π−1(W)) −→ π(Y ) \W is submersive.
• For any point P ∈ π(Y ) \W, the inequality dim((G ∪ Y ′) ∩ π−1(P )) ≤ k − 1− ℓ holds.
In particular, for any point P ∈ π(Y ) \W, the inequality dim(Y ∩ π−1(P )) ≤ k − ℓ holds.
If k = ℓ, we may assume G = ∅.
Proof We use an induction on dimY . The claim is clear in the case dimY = 0. We assume that we have
already known the claim in the case dimY < k.
Let Y˜k denote the closure of Y
sm
k in M × Rn, which is compact. There exists a k-dimensional real analytic
compact manifold X˜k with a real analytic map ρ˜ : X˜k −→ M × Rn such that ρ˜(X˜k) = Y˜k. We set Xk :=
ρ˜−1(Y
sm
k ), and ρ := ρ˜|Xk . There exists a closed subanalytic subset G ⊂ Y
sm
k such that Sing Y
sm
k ⊂ G and that
the induced map ρ−1(Y
sm
k \G) −→ Y
sm
k \G is a local diffeomorphism.
We set π˜ := π◦ρ : Xk −→ Rn. By the construction, dim π˜(Xk) = dimπ(Y smk ) holds. Suppose dim π˜(Xk) = ℓ.
Let H1 denote the closed real analytic subset of the points x ∈ Xk such that rank(Txπ˜) < ℓ. The set of the
critical values of Xk \ π˜−1 Sing π(Y ) −→ π(Y )\Sing π(Y ) is equal to π˜(H1)\Sing π(Y ). It is subanalytic and its
measure is 0, and hence dim
(
π˜(H1)\Sing π(Y )
) ≤ ℓ−1. LetW1 denote the closure of π˜(H1)∪Sing π(Y ) in π(Y ).
Then, Xk \ π˜−1(W1) −→ π(Y )\W1 is submersive. Because Xk \
(
π˜−1(W1)∪ρ−1(G)
) −→ Y smk \ (π−1(W1)∪G)
is a local diffeomorphism, the morphism Y
sm
k \ (π−1(W1) ∪G) −→ π(Y ) \W1 is submersive.
If dimπ(Y
sm
k ) < ℓ, let W1 denote the closure of π(Y
sm
k ) in π(Y ), and we set G := ∅. Then, we clearly obtain
that Y
sm
k \ (π−1(W1) ∪G) −→ π(Y ) \W1 is submersive because Y
sm
k \ (π−1(W1) ∪G) = ∅.
Note that dim(G ∪ Y ′) ≤ k− 1. Suppose that dimπ(G ∪ Y ′) = ℓ. By using the hypothesis of the induction,
there exists a closed subanalytic subsetW2 ⊂ π(G∪Y ′) such that (i) dimW2 < ℓ, (ii) dim
(
(G∪Y ′)∩π−1(P )) ≤
k − ℓ − 1 for any P ∈ π(G ∪ Y ′) \W2. If dimπ(G ∪ Y ′) < ℓ, we set W2 := π(G ∪ Y ′). Then, we clearly obtain
dim
(
(G ∪ Y ′) ∩ π−1(P )) ≤ k − ℓ− 1 for any P ∈ π(G ∪ Y ′) \W2 = ∅.
Let W denote the closure of the union of W1 and W2. Then, G and W have the desired property.
If k = ℓ, we obtain π(G) ⊂W because dim((G∪Y ′)∩π−1(P )) ≤ −1 for any P ∈ π(Y ) \W. Hence, we may
assume G = ∅.
2.3.2 Ramified real analyticity at boundary points
Let U be a subanalytic open subset in an n-dimensional real analytic manifold M . Let f be a real analytic
function on U which is subanalytic on (U,M). Let ∂U denote the boundary of U , which is (n− 1)-dimensional.
Lemma 2.11 There exists a closed (n− 2)-dimensional subset Z ⊂ ∂U with the following property.
• Z ⊃ Sing(∂U).
1The author thanks one of the referees who informed a good reference.
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• f is ramified real analytic around any point P ∈ ∂U \ Z.
Proof There exists a rectilinearization (Wα, φα) (α ∈ Λ) of (U, f) and ∂U . There exist compact subsets
Kα ⊂ Wα (α ∈ Λ) such that
⋃
φα(Kα) = Rn. Let T 2α denote the union of the quadrants Q in Wα such that
(i) Q ⊂ φ−1α (∂U), (ii) dimQ ≤ n− 2. Each φα is factorized as in (1) of §2.2.1. Let C(ℓ)α denote the centers of
local blowings up. Let ψ
(ℓ)
α : W
(ℓ)
α −→ Rn denote the induced map. There exist the closed subanalytic subsets
Z
(ℓ)
α := φα(Kα) ∩ ψ(ℓ)α (C(ℓ)α ). We set
Z :=
(⋃
α
φα(Kα ∩ T 2α)
)
∪
(
∂U ∩
⋃
α,ℓ
Z(ℓ)α
)
∪ Sing(∂U).
Let P be any point of ∂U \ Z. There exists α ∈ Λ such that P ∈ φα(Kα). By our choice of Z, there exists
a neighbourhood MP of P in Rn such that φα induces a diffeomorphism φ−1α (MP ) ≃ MP . Let (s1, . . . , sn) be
the coordinate system of Wα. Because ∂U is smooth around P , we may assume that φ
−1
α (MP ∩ U) = {s1 >
0} ∩ φ−1α (MP ). Note that φ∗α(f) is real analytic on {s1 > 0} ∩ φ−1α (MP ), and that φ∗α(f) ∈ RNC(Q) for any
Q ∈ Quadn(φ−1α (U),Wα). Hence, φ∗α(f) is expressed as
∑
aj(s2, . . . , sn)s
j/ρ
1 on φ
−1
α (MP ∩ U).
2.3.3 Ramified analyticity at corners
The results in §2.3.3–2.3.4 are preliminary for the study in §10.
Let us consider the case M = M0 × R, and U is contained in M0 × {τ > 0}, where τ denotes the standard
coordinate on R. Here, M0 is an (n− 1)-dimensional real analytic manifold. We set V := U ∩ (M0 × {0}). Let
V ◦ be the set of interior points of V as a subset of M0 × {0}. Let V ◦ denote the closure of V ◦ in M0 × {0}.
Let ∂(V ◦) denote the boundary of V ◦ as a subset of M0 × {0}. Let f be a continuous subanalytic function on
(U,M). We obtain the following lemma as a direct consequence of Lemma 2.11.
Lemma 2.12 There exists a closed subanalytic subset Z0 ⊂ V ◦ such that the following holds:
• dimZ0 ≤ n− 2 and Z0 ⊃ ∂V ◦.
• For any P ∈ V ◦ \ Z0, there exists a neighbourhood MP in M such that U ∩MP = MP ∩ {τ > 0} =: UP
and that f|UP is expressed as
∑
αj(x1, . . . , xn−1)τ j/ρ, where ρ is a positive integer, (x1, . . . , xn−1) is a
real analytic coordinate system on a neighbourhood of P in MP ∩ V ◦, and αj are real analytic functions.
Let us study the behaviour of f around any sufficiently general point of Z0.
Proposition 2.13 There exists a closed subanalytic subset Z1 ⊂ Z0 with the following property:
• dimZ1 ≤ n− 3 and Z1 ⊃ Sing(∂V ◦) ∪ Sing(Z0).
• Let P be any point of ∂V ◦ \Z1. Let (UP , y1, . . . , yn−1) be any real analytic coordinate neighbourhood of P
in M0 × {0} such that UP ∩ V ◦ = {yn−1 > 0}. Then, there exist a positive integer m > 0 and a positive
number C > 0 such that
B := {(y1, . . . , yn−1, τ) ∣∣ 0 < τ < Cymn−1} ⊂ U.
Moreover, f|B is real analytic with respect to (y1, . . . , yn−2, y
1/ρ
n−1, (y
−m
n−1τ)
1/ρ) for a positive integer ρ, i.e.,
f|B is expressed as a convergent power series
f|B =
∑
i≥−N1
∑
j≥−N2
Aij(y1, . . . , yn−2) · yi/ρn−1 · (y−mn−1τ)j/ρ,
where Aij are real analytic functions of (y1, . . . , yn−2).
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• Let P be any point of (V ◦ ∩Z0) \Z1. Let (UP , y1, . . . , yn−1) be any real analytic coordinate neighbourhood
of P in M0 × {0} such that UP ∩ (V ◦ \Z0) = {yn−1 6= 0}. Then, there exist a positive integer m > 0 and
a positive number C > 0 such that
B+ :=
{
(y1, . . . , yn−1, τ)
∣∣ yn−1 > 0, 0 < τ < Cymn−1} ⊂ U,
B− :=
{
(y1, . . . , yn−1, τ)
∣∣ yn−1 < 0, 0 < τ < C(−yn−1)m} ⊂ U.
Moreover, f is real analytic with respect to
(
y1, . . . , yn−2, (±yn−1)1/ρ, ((±yn−1)−mτ)1/ρ
)
on B± for a
positive integer ρ, i.e., f|B± is expressed as a convergent power series
f|B± =
∑
i≥−N1
∑
j≥−N2
A±,ij(y1, . . . , yn−2) · (±yn−1)i/ρ · ((±yn−1)−mτ)j/ρ,
where A±,ij are real analytic functions of (y1, . . . , yn−2). If U is relatively compact in M , the positive numbers
ρ and m in the second and third properties are bounded.
Proof It is enough to study the connected components C of U ∩
(
((M0×{0}) \Z0)×R≥0
)
and the restriction
of f to C. Note that the third property of (U, f) follows from the second properties of (C, f|C) for any connected
components C. Hence, we may assume Z0 = ∂V ◦ from the beginning.
By Corollary 2.9, there exists a rectilinearization (Wα, φα) (α ∈ Λ) of (U, f), V ◦ and ∂V ◦ such that φ∗α(τ)
are normal crossing for any α ∈ Λ. There exist compact subsets Kα ⊂Wα such that M =
⋃
φα(Kα). For each
α, let T 3α denote the union of the quadrants Q in Wα such that (i) Q∩Kα ⊂ φ−1α (∂V ◦), (ii) dimφα(Q) ≤ n− 3.
For each α, there exists a factorization of φα into a finite sequence of local real blowings up as in (1) in §2.2.1.
Let C
(ℓ)
α denote the centers of the local real blowings up. Note that dimC
(ℓ)
α ≤ n − 2. Let ψ(ℓ)α : W (ℓ)α −→ Rn
be the induced map. Let us look at the strict transforms (V ◦)(ℓ)α ⊂ W (ℓ)α of V ◦ with respect to ψ(ℓ)α . Let A(ℓ)α
denote the set of (n − 2)-dimensional smooth points of C(ℓ)α ∩ ∂(V ◦)(ℓ)α . Set B(ℓ)α := C(ℓ)α ∩ ∂(V ◦)(ℓ)α \ A(ℓ)α . By
the construction, dimB(ℓ)α ≤ n− 3 holds. Let Z(ℓ)α denote the closure of ψ(ℓ)α (B(ℓ)α )∩φα(Kα). Let Z1 denote the
union of Sing(∂V ◦) = Sing(Z0), φα(Kα ∩ T 3α) for all α, and Z(ℓ)α for all of α and ℓ. By construction, Z1 is a
subanalytic subset with dimZ1 ≤ n− 3.
Let us study the second property. Let P be any point of ∂V ◦ \ Z1. Let (UP , y1, . . . , yn−1) be any real
analytic coordinate neighbourhood of P in M0 such that V
◦ ∩ UP = {yn−1 > 0}. By shrinking UP , we
may assume that UP = {(y1, . . . , yn−1) | |yi| < ǫ} for some ǫ > 0. Let MP be a neighbourhood of P in
M = M0 × R defined as MP = UP × {|τ | < ǫ}, which is the product of M1,P := {(y1, . . . , yn−2) | |yi| < ǫ} and
M2,P := {(yn−1, τ) | |yn−1| < ǫ, |τ | < ǫ}.
As a preparation for the further argument, we construct a sequence of blowings up inductively. Set Y (0) :=
R2 = {(yn−1, τ)}, H(0) := {τ = 0}, and Q(0) := (0, 0). Let κ1 : Y (1) −→ Y (0) be the real blowing up at Q(0).
Let H(1) denote the strict transform of H(0), and set Q(1) := κ−11 (Q
(0)) ∩H(1). Suppose that we have already
constructed a sequence
Y (i)
κi−→ Y (i−1) κi−1−→ · · · κ1−→ Y (0)
with points Q(j) ∈ Y (j) such that κj+1 are the real blowing up at Q(j), and H(j) ⊂ Y (j) which is the strict
transform of H(0). Then, we define κi+1 : Y
(i+1) −→ Y (i) as the blowing up at Q(i). We also define H(i+1) as
the strict transform of H(i) with respect to κi+1, and we put Q
(i+1) := κ−1i+1(Q
(i))∩H(i+1). Thus, the inductive
construction can proceed. For each i, (yn−1, τy−in−1) is a natural local coordinate system around Q
(i). Let νi
denote the naturally induced morphism M1,P × Y (i) −→M1,P × Y (0).
Let γ : (I◦δ , 0, Iδ) −→ (V ◦, P, V
◦
) be any real analytic path such that γ(I◦δ) \ {0}) does not intersect with
the set of the critical values of φα for any α ∈ Λ. After making δ smaller, there exists α0 ∈ Λ such that
γ(Iδ) ⊂ φα0 (Kα0). We obtain the path γ˜α0 to Wα0 such that φα0 ◦ γ˜α0 = γ.
Lemma 2.14 There exist a positive integer k, an open neighbourhood Vk of the image of γ˜α0 in Wα0 , an open
subset Uk ⊂M1,P × Y (k), and a real analytic isomorphism µ : Uk −→ Vk such that νk = φα0 ◦ µ on Uk.
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Proof Let M ′P be any small neighbourhood of P in MP such that M
′
P ∩ Z1 = ∅. Because of the existence
of the lift γ˜α0 , for each ℓ the strict transform of V
◦ with respect to ψ(ℓ) is non-empty. By the construction of
Z1, for each ℓ, if C
(ℓ−1)
α0 ∩ (ψ(ℓ−1)α0 )−1(M ′P ) is non-empty, it is equal to ∂(V ◦)(ℓ−1)α0 ∩ (ψ(ℓ−1)α0 )−1(M ′P ). We set
k := #
{
ℓ
∣∣C(ℓ−1)α0 ∩ (ψ(ℓ−1)α0 )−1(M ′P ) 6= ∅}. Then, the claim of the lemma is clear.
After making ǫ smaller, we may assume that M1,P × {(yn−1, τ) ∈ M2,P | yn−1 > 0, τ = 0} is contained in
φα0(Wα0). Let (s1, . . . , sn) be the coordinate system of Wα0 . Because φ
−1
α0 (V
◦) is rectilinearized, and because
of the description of ψα0 around P in Lemma 2.14, we may assume that φ
−1
α0 (V
◦ ∩MP ) = {sn = 0, sn−1 >
0} ∩ φ−1α0 (MP ). We define the real analytic functions b1 := φ∗α0(τy−kn−1) and b2 := φ∗α0(yn−1) on φ−1α0 (MP ). We
regard sn as a real analytic function on φ
−1
α0 (MP ). Both of the differentials db1 and dsn are nowhere vanishing
on φ−1α0 (MP ). Note that φ
−1
α0 (V
◦ ∩MP ) ⊂ b−11 (0) ∩ s−1n (0). Then, we obtain that A0 := sn/b1 is a real analytic
function on φ−1α0 (MP ), which is nowhere vanishing. By replacing sn with −sn if necessary, we may assume that
A0 > 0. Note that φ
−1
α0 (MP ∩V ◦) = {sn = 0}∩{b2 > 0}∩φ−1α0 (MP ). The derivatives db2 and dsn−1 are nowhere
vanishing on {sn = 0}∩φ−1α0 (MP ). Hence, on {sn = 0}∩φ−1α0 (MP ), sn−1/b2 is real analytic and positive. Hence,
after shrinkingMP , sn−1 is expressed as A1b2+Bb1 on φ−1α0 (MP ), where A1 is a nowhere vanishing real analytic
function on φ−1α0 (MP ), and B is a real analytic function on φ
−1
α0 (MP ).
Because φ−1α0 (V
◦ ∩MP ) contains φ−1α0 (MP ) ∩ {sn = 0, sn−1 > 0}, and because φ−1α0 (V ◦) and φ−1α0 (U) are
rectilinearized, we obtain that φ−1α0 (U∩MP ) contains φ−1α0 (MP )∩{sn > 0, sn−1 > 0}. Note that T 3α0∩φ−1α0 (MP ) =∅. Hence, si (i < n− 1) are nowhere vanishing on φ−1α0 (MP ).
Let m be any integer strictly larger than k + 1. If C > 0 is sufficiently small, φ−1α0 (B ∩MP ) is contained
in {sn > 0, sn−1 > 0} ⊂ Wα0 . Moreover, on φ−1α0 (B ∩ MP ), we obtain that sj/ρn = Aj/ρ0 φ∗α0(τy−kn−1)j/ρ =
A
j/ρ
0 φ
∗
α0(τy
−m
n−1)
j/ρφ∗α0 (yn−1)
(m−k)/ρ, and that
s
j/ρ
n−1 = A
j/ρ
1 φ
∗
α0(yn−1)
j/ρ
(
1 +BA−11 φ
∗
α0(τy
−m
n−1)φ
∗
α0 (yn−1)
m−k−1)j/ρ.
Because f is expressed as
∑
cj1,j2(s1, . . . , sn−2)s
j1/ρ
n s
j2/ρ
n−1 on φ
−1
α0 (MP ) ∩ {sn > 0, sn−1 > 0} for some real
analytic functions cj1,j2 of (s1, . . . , sn−2), the second property is clear.
2.3.4 Fibrations and ramified real analyticity
We reformulate the results in §2.3.3 in a way convenient for the study in §10.
Let M1 be an (n− 2)-dimensional real analytic manifold. Set A := R≥0 ×M1 and B := S1 × A. Note that
∂B = S1 × ∂A. Let U be an open subset in B \ ∂B which is subanalytic in B. Let f be a real analytic and
subanalytic on (U,B). Note that dimU = n. We set V := U ∩ ∂B. Let V ◦ denote the set of the interior points
of V in ∂B. If V ◦ 6= ∅, then dimV ◦ = n−1. There exist closed subanalytic subsets Z1 ⊂ Z0 ⊂ V ◦ as in Lemma
2.12 and Proposition 2.13.
Let q : B −→ A be the projection. We obtain q(V ◦) ⊂ ∂A. Clearly, dim q(V ◦) ≤ dim ∂A = n − 2 holds.
Note that q(Z1) ⊂ q(Z0) ⊂ q(V ◦), and the inequalities dim q(Z1) ≤ n − 3 and dim q(Z0) ≤ n − 2. We obtain
the following lemma as a consequence of Lemma 2.10
Lemma 2.15 There exists a closed subanalytic subset W0 ⊂ q(V ◦) with the following property.
• dimW0 ≤ n− 3 and ∂q(V ◦) ⊂W0.
• Z0 \ q−1(W0) is horizontal with respect to q, i.e., dim
(
q−1(P ) ∩ Z0
)
= 0 for any P ∈ q(V ◦) \W0.
Because dim q−1(W0) ≤ n− 2, we may assume that Z0 contains Y0 := q−1(W0) ∩ V ◦, by enlarging Z0 and
Z1. Let Y1 denote the closure of Z0 \ Y0 in Z0. Note that dim(Y0 ∩ Y1) ≤ n − 3. We may assume that Z1
contains Y0 ∩ Y1 by enlarging Z1.
Lemma 2.16 There exist a closed subanalytic subset W1 ⊂ W0 and a closed subanalytic subset G ⊂ (Y0)smn−2
with the following property.
• dimW1 ≤ n− 4 and dimG ≤ n− 3.
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• W1 ⊃ Sing(W0) and G ⊃ Sing (Y0)smn−2.
• (Z1 ∪G) \ q−1(W1) is horizontal with respect to q.
• (Y0)smn−2 \ (G ∪ q−1(W1)) −→W0 \W1 is submersive.
Proof It follows from Lemma 2.10.
Let r be the coordinate of R≥0, and θ be the local coordinate of S1 = R/2πZ. Let (x1, . . . , xn−2) be the
coordinate system of Rn−2. We set R0 := Z0 and R1 := Z1 ∪ G. We summarize the property of Ri and Wi
(i = 0, 1).
Proposition 2.17 The following holds.
• dimR0 ≤ n− 2, dimR1 ≤ n− 3, dimW0 ≤ n− 3 and dimW1 ≤ n− 4.
• R1 is contained in q−1(W0).
• R0 \ q−1(W0) and R1 \ q−1(W1) are horizontal with respect to q.
• Let P be any point of q(V ◦) \ W0 such that dim(q−1(P ) ∩ V ◦) = 1. Let Q be any interior point of
q−1(P )∩V ◦ \R0 ⊂ q−1(P ). Then, there exists a neighbourhood U of Q in U and a positive integer ρ such
that the restriction of f to U is expressed as
f =
∑
j≥−N1
αj(θ, x1, . . . , xn−2) · rj/ρ.
Here, αj are real analytic functions.
• Let P be any point of W0 \ (W1 ∪ ∂q(V ◦)) such that dim(q−1(P ) ∩ V ◦) = 1. Let Q be any interior point
of q−1(P ) ∩ V ◦ \ R1 ⊂ q−1(P ). There exists a real analytic coordinate neighbourhood (N ; y1, . . . , yn−2)
around P in Rn−2, such that W0∩U = {yn−2 = 0}. There exist real numbers θ1 < θ2 such that the interval
[θ1, θ2] is a small neighbourhood of Q in q
−1(P ) ∩ V ◦ and that [θ1, θ2] ∩ (q−1(P ) ∩ R1) = ∅. Moreover,
there exist a positive integer ρ, a positive integer m, and a positive number C > 0, such that
U± =
{
(y1, . . . , yn−2, θ, r)
∣∣ (y1, . . . , yn−2) ∈ N , θ1 < θ < θ2, 0 < ±yn−2, 0 < r < C(±yn−2)m } ⊂ U
and that the restriction of f to U± are expressed as
f =
∑
i≥−N1
∑
j≥−N2
α±,i,j(y1, . . . , yn−3, θ) · yi/ρn−2 ·
(
(±yn−2
)−m
r)j/ρ.
Here α±,i,j are real analytic functions.
• Let P be any point of ∂q(V ◦) \W1 such that dim(q−1(P ) ∩ V ◦) = 1. Let Q be any interior point of
q−1(P ) ∩ V ◦ \ R1 ⊂ q−1(P ). There exists a real analytic coordinate neighbourhood (N ; y1, . . . , yn−2)
around P in Rn−2 such that q(V ◦) ∩N = {yn−2 ≥ 0}. There exist real numbers θ1 < θ2 such that [θ1, θ2]
is a neighbourhood of Q in q−1(P ) ∩ V ◦ such that [θ1, θ2] ∩ (q−1(P ) ∩ R1) = ∅. Moreover, there exist a
positive integer ρ, a positive integer m, and a positive number C > 0, such that
U = {(y1, . . . , yn−2, θ, r) ∣∣ (y1, . . . , yn−2) ∈ N , 0 < yn−2, θ1 < θ < θ2, 0 < r < Cymn−2 } ⊂ U
and that the restriction of f to U is expressed as
f =
∑
i≥−N1
∑
j≥−N2
αi,j(y1, . . . , yn−3, θ) · yi/ρn−2 · (y−mn−2r)j/ρ.
Here, αi,j are real analytic functions.
If U is relatively compact, the numbers ρ and m are bounded.
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2.4 Complements
2.4.1 Dominant subanalytic functions
This subsection is preliminary for the study in §5.3.3. Let H be a closed subanalytic subset of a real analytic
manifold M .
Lemma 2.18 There exists a continuous subanalytic function χH on M such that χ
−1
H (0) = H.
Proof Let (Uλ, xλ1 , . . . , xλn) (λ ∈ Λ) be a locally finite covering of M by coordinate neighbourhoods. Let dUλ
denote the distance on Uλ induced by the coordinate system (xλ1 , . . . , xλn) and the standard Euclidean distance
on Rn.
Let Vµ (µ ∈ Γ) be a refined locally finite covering ofM such that each Vµ is a relatively compact subanalytic
subset in Uλ(µ) for some λ(µ) ∈ Λ. Let Cµ be the subanalytic subset of Uλ(µ) obtained as the union of H ∩Uλ(µ)
and Uλ(µ) \ Vµ. We define the map χµ : Uλ(µ) −→ R≥0 by
χµ(P ) := dUλ(µ)(P,Cµ).
It is a continuous subanalytic function on Uλ(µ) (see [2, Remark 3.11]). The support is contained in Vµ.
We extend it to a continuous subanalytic function on M by setting χµ(P ) = 0 for any P 6∈ Uλ(µ). We set
χH(P ) := maxµ∈Γ χµ(P ). Then, it has the desired property.
We fix any continuous subanalytic function χH on M such that χ
−1
H (0) = H . Note that
1
χH
is a subanalytic
function on (M \H,M).
Lemma 2.19 Let U be a relatively compact subanalytic open subset of M such that U ∩ H = ∅. Let f be a
continuous subanalytic function on (U,M) with the following property.
• For any relatively compact subset V ⊂M \H, |f|V ∩U | is bounded.
Then, there exist positive constants N and C such that |f | ≤ C( 1χH )N|U on U .
Proof There exists a rectilinearization {(Wα, φα) |α ∈ Λ} for f and χH . It is easy to see that for each α ∈ Λ
there exist positive constants Cα and Nα such that |φ∗α(f)| ≤ Cαφ∗α( 1χH )Nα . By using the relative compactness
of U , we obtain the claim of the lemma.
2.4.2 Lift of maps at boundary
This subsection is a preliminary for the study in §8.2.3. Let F : N −→ M be a real analytic map of real
analytic manifolds. Let U be a subanalytic relatively compact open subset of N . Let W be a real analytic
manifold equipped with an isomorphism W ≃ Rm. Let (y1, . . . , ym) be the induced coordinate system on W .
Let φ : W −→M be a real analytic map. Let g : U −→W be a real analytic map such that (i) F|U = φ ◦ g, (ii)
g(U) is relatively compact subset of W , (iii) g is subanalytic on (U,N).
Lemma 2.20 There exist a closed subanalytic subset Z ⊂ ∂U with dimZ ≤ dimN−2 such that (i) Sing(∂U) ⊂
Z, (ii) there exists a continuous subanalytic map g¯ : U \ Z −→W such that g¯|U = g.
Proof We obtain the subanalytic functions g∗(yi) on (U,N). They are bounded because g(U) is a relatively
compact subset ofW . By Lemma 2.11, there exists a closed subanalytic subset Z ⊂ ∂U with dimZ ≤ dimN−2
such that g∗(yi) are ramified real analytic around any point of ∂U \ Z. Then, the claim is clear.
Let Crit(φ) denote the set of the critical values of φ.
Lemma 2.21 Suppose that φ is obtained as the composition of a finite sequence of local real blowings up, and
that dim(U ∩ F−1(Crit(φ))) < dimN . Then, the map g in Lemma 2.20 is real analytic on U \ Z. Here, we
regard U \ Z as a real analytic manifold with smooth boundary.
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Proof Let P be any point of ∂U \ Z. Let (NP ;x1, . . . , xn) be a coordinate neighbourhood of N around
P such that NP ∩ ∂U = {xn = 0} and NP ∩ U = {xn > 0}. Then, g∗(yj) are expressed as conver-
gent power series
∑
k≥0 aj,k(x1, . . . , xn−1)x
k/ρ
n where ρ is a positive integer and aj,k are real analytic. Note
that dim (F−1(Crit(φ)) ∩ U) ∩ ∂U < dim(∂U) − 1. Let Q = (x1, x2, . . . , xn−1, 0) be any point of NP \
F−1(Crit(φ)) ∩ U . We consider the path γQ : I −→ NP defined by γQ(t) = (x1, . . . , xn−1, t). Because φ is
assumed to be the composition of a finite sequence of local real blowings up, and because the image of F ◦ γQ
is contained in the image of W , we can observe that there exists a real analytic map γ˜Q : I −→ W such that
φ ◦ γ˜Q = F ◦ γQ. It implies that γ∗Qg∗(yj) are real analytic functions on I. Hence, we obtain that ρ = 1, i.e., g
is real analytic around P .
2.4.3 Boundedness
This subsection is a preliminary for the study in §12.4.3. LetM be a real analytic manifold. Let π :M×I −→M
be the projection. Let B be any subanalytic subset in M × I such that dimB = dimM + 1. For any x ∈ M ,
let Bx := B ∩ ({x} × I). Let Bx denote the closure of Bx.
Lemma 2.22 Suppose that Bx does not contain (x, 1) for any x ∈ M . Then, there exists a subanalytic closed
subset Z ⊂M such that the following holds.
• dimZ < dimM .
• The closure of B ∩ ((M \ Z)× I) in (M \ Z)× I does not intersect with (M \ Z)× {1}.
Proof Let B denote the closure of B in M × I. Let B◦ denote the interior part of B. We set R := B \ B◦.
Because dimR ≤ dimM , there exists a closed subanalytic subset Z1 ⊂ M such that (i) dimZ1 < dimM , (ii)
each connected component ofM \Z1 is simply connected, (iii) the induced map R\π−1(Z1) −→M \Z1 is proper
and a local diffeomorphism. On each connected component C of M \ Z1, there exist subanalytic functions hCi
on (C,M) such that π−1(C) ∩R is the union of the graph of hCi . We may assume hCi < hCi+1. Then, B ∩ π−1(C)
is a union of sets of the form {(x, t) |x ∈ C, hi(x) ≤ t ≤ hi+1(x)}. Moreover, π−1(C) ∩ (B \ B) is relatively
0-dimensional over C. Then, the claim of the lemma is clear.
Let Yi (i = 1, 2) be real analytic manifolds. Let A be a relatively compact subanalytic subset of Y1 × Y2.
Let f be a subanalytic function on (A, Y1 × Y2). Let q : Y1 × Y2 −→ Y2 denote the projection.
Lemma 2.23 Suppose that f|A∩q−1(x) is bounded for any x ∈ Y2. Then, there exists a closed subanalytic subset
Z ⊂ Y2 such that (i) dimZ < dimY2, (ii) any x ∈ Y2 \Z has a neighbourhood Ux in Y2 \Z on which f|A∩q−1(Ux)
is bounded.
Proof Let Γf ⊂ Y1 × Y2 × R denote the graph of f . Let Bf denote the image of Γf by the projection
Y1× Y2×R −→ Y2 ×R. It is a subanalytic subset. Then, we obtain the claim of this lemma from Lemma 2.22.
3 Preliminaries for infinite sequences of blowings up of mixed type
We give some technical preliminaries to study infinite sequences of complex blowings up in Part II. The results
in §3.1–3.2 will be used in §8.3, and the results in §3.3 will be used in §8.4.
3.1 Vanishing
3.1.1 Statements
Let κ̂ be a positive real number. Let S be an infinite subset in Q∩]0, κ̂[ satisfying the following condition.
• For any y ∈]0, κ̂[, the intersection Sy := S∩]0, y[ is finite.
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We set Tm(S) := Z≥0 × Sm (m ≥ 1) and T0(S) = Z≥0. We put T+(S) :=
∐
m≥1 Tm(S) and T (S) :=
T0(S) ∪ T+(S). For any element s = (s1, . . . , sm) ∈ Sm, the number m is denoted by |s|.
Let e be a positive integer. For any L ≥ 0, we set
T+(S, L) :=
{
(i, s1, . . . , sm) ∈ T+(S)
∣∣∣ i
e
+
m∑
p=1
sp = L
}
,
and T0(S, L) := {i ∈ T0(S) | i/e = L}. We set T (S, L) := T+(S, L) ∪ T0(S, L).
Let Vj (j = 1, 2, . . .) be a sequence of neighbourhoods of 0 in C such that Vj ⊃ Vj+1 for any j. Let O(Vj)
be the space of holomorphic functions on Vj . Let aj : R>0 −→ O(Vj) (j = 1, 2, . . .) be maps with the following
property:
• aj(y) = 0 unless y ∈ S.
• For each y ∈ S, there exists j0(y) such that aj1(y) = aj2(y) for any j1, j2 ≥ j0(y). Moreover, if j ≥ j0(y),
then aj(y) are constant functions.
We set a∞(y) := limj→∞ aj(y) in the stalk OC,0 of the sheaf of holomorphic functions at 0. Because a∞(y)
are the germs of constant functions, we may also regard a∞(y) as complex numbers. We further assume the
following.
• #{y | a∞(y) 6= 0} =∞.
For any y ∈ R>0, we define the real analytic functions Rj(y) : R × Vj −→ R and Ij(y) : R × Vj −→ R
(j = 1, 2, . . .) by
Rj(y)(φ) := Re
(
aj(y)e
√−1yφ
)
, Ij(y)(φ) := Im
(
aj(y)e
√−1yφ
)
.
For any point φ0 ∈ R, the induced germs of real analytic functions at (φ0, 0) ∈ R × C are also denoted by the
same notation. For each y, there exists j0 such that Rj1(y) = Rj2(y) and Ij1 (y) = Ij2(y) for any j1, j2 ≥ j0 as
germs of real analytic functions at (φ0, 0). We set R∞(y) := limj→∞Rj(y) and I∞(y) := limj→∞ Ij(y) in the
space of germs of real analytic functions at (φ0, 0). We define the real analytic functions R∞(y), I∞(y) : R −→ R
by
R∞(y)(φ) := Re
(
a∞(y)e
√−1yφ
)
, I∞(y)(φ) := Im
(
a∞(y)e
√−1yφ
)
.
We may also regard them as real analytic functions on R, or germs of real analytic functions at φ0 ∈ R.
Let I be an interval. Let fi,c1,c2 : I −→ R ((i, c1, c2) ∈ Z3≥0) be a family of real analytic functions. We
assume that f0,0,0 is constantly 0.
Let L be a non-negative real number. For any (ℓ1, ℓ2,m) ∈ Z3≥0 satisfying m = ℓ1 + ℓ2, we obtain the
following functions on I × Vj (j = 1, 2, . . .):
A
(m)
j (L, (ℓ1, ℓ2)) :=
∑
(i,ζ)∈T+(S,L)
∑
(c1,c2)∈Z2≥0
c1+c2=|ζ|+m
ci≥ℓi
fi,c1,c2
c1!c2!
(c1 − ℓ1)!(c2 − ℓ2)!
c1−ℓ1∏
q=1
Rj(ζq)
|ζ|∏
q=c1−ℓ1+1
Ij(ζq)
+
∑
i∈T0(S,L)
ℓ1!ℓ2!fi,ℓ1,ℓ2 . (2)
Here, we use the convention
∏c−1
q=c aq := 1. We fix any point φ0 ∈ I, and the induced germs of real analytic
functions at (φ0, 0) ∈ I × C are also denoted by A(m)j (L, (ℓ1, ℓ2)).
For each pair of L and m, the set
{
(i, ζ, c1, c2)
∣∣ (i, ζ) ∈ T+(S, L), c1+c2 = |ζ|+m, ci ≥ ℓi} is finite. Hence,
there exists j0 depending on (L,m) such that A
(m)
j1
(L, ℓ1, ℓ2) = A
(m)
j2
(L, ℓ1, ℓ2) for any j1, j2 ≥ j0 as germs of
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real analytic functions at (φ0, 0) ∈ I ×C. We set A(m)∞ (L, ℓ1, ℓ2) := limj→∞ A(m)j (L, ℓ1, ℓ2) in the space of germs
of real analytic functions at (φ0, 0). We obtain
A(m)∞ (L, (ℓ1, ℓ2)) =
∑
(i,ζ)∈T+(S,L)
∑
(c1,c2)∈Z2≥0
c1+c2=|ζ|+m
ci≥ℓi
fi,c1,c2
c1!c2!
(c1 − ℓ1)!(c2 − ℓ2)!
c1−ℓ1∏
q=1
R∞(ζq)
|ζ|∏
q=c1−ℓ1+1
I∞(ζq)
+
∑
i∈T0(S,L)
ℓ1!ℓ2!fi,ℓ1,ℓ2 . (3)
We may also regard them as real analytic functions on R. When (m, ℓ1, ℓ2) = (0, 0, 0), we use the notation
A
(0)
j (L) and A
(0)
∞ (L), instead of A
(0)
j (L, (0, 0)) and A
(0)
∞ (L, (0, 0)). We shall prove the following propositions.
Theorem 3.1 Let L1 be the real number such that A
(0)
∞ (L) = 0 for any L < L1. Then, the following claims
hold:
• A(m)∞ (L−mκ̂, (ℓ1, ℓ2)) = 0 holds for any L ≤ L1, and any (ℓ1, ℓ2) ∈ Z2≥0 satisfying ℓ1 + ℓ2 = m ≥ 1.
• There exists j0 such that A(m)j (L−mκ̂, (ℓ1, ℓ2)) = 0 hold for any L ≤ L1, any j ≥ j0, and any (ℓ1, ℓ2) ∈ Z2≥0
satisfying ℓ1+ ℓ2 = m ≥ 1. Moreover, A(0)j (L1) = A(0)∞ (L1) and A(0)j (L) = 0 (L < L1) hold for any j ≥ j0.
Theorem 3.2 Suppose that A
(0)
∞ (L) = 0 hold for any L ≥ 0. Then, fi,c1,c2 = 0 hold for any (i, c1, c2).
3.1.2 Preliminary
As a preliminary, we consider the following condition for subsets S ⊂ R≥0.
Condition 3.3 For any a ∈ R≥0, there exists ǫ > 0 such that S∩]a, a+ ǫ[ is empty.
Lemma 3.4 Let S be a subset in R≥0 satisfying Condition 3.3. Let si (i = 1, 2, . . .) be a decreasing sequence
in S. Then, there exists i0 such that si = si0 for any i ≥ i0.
Proof We set s∞ := lim
i→∞
si. There exists ǫ > 0 such that ]s∞, s∞ + ǫ[∩S = ∅. Then, we obtain si = s∞ for
any sufficiently large i.
For any subset S ⊂ R≥0, let Accum(S) denote the set of accumulation points in S, i.e., P ∈ R≥0 is contained
in Accum(S) if and only if P is contained in the closure of S \ {P}.
Lemma 3.5 Let Si (i = 1, 2) be subsets in R≥0 satisfying Condition 3.3. Then, S1∪S2 satisfies Condition 3.3.
Moreover, Accum(S1 ∪ S2) = Accum(S1) ∪ Accum(S2) holds.
Proof For any a ∈ R≥0, there exist ǫi > 0 such that ]a, a+ ǫi[∩Si = ∅. Set ǫ0 := min{ǫ1, ǫ2}. Then, we obtain
]a, a+ ǫ0[∩(S1 ∪ S2) = ∅. Hence, S1 ∪ S2 also satisfies Condition 3.3.
Clearly Accum(S1 ∪ S2) ⊃ Accum(S1) ∪ Accum(S2) holds. Let s ∈ Accum(S1 ∪ S2). There exists a
sequence si ∈ (S1 ∪ S2) \ {s} such that lim si = s. One of S1 or S2 contains infinite subsequence of si. Hence,
s ∈ Accum(S1) ∪ Accum(S2).
Lemma 3.6 Let Si ⊂ R≥0 (i = 1, 2, . . .) be subsets satisfying Condition 3.3. Suppose that
lim
i→∞
inf
(
Si \ {0}
)
=∞.
Then,
⋃
i≥1 Si also satisfies Condition 3.3. Moreover, Accum
(⋃
i≥1 Si
)
=
⋃
i≥1 Accum(Si).
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Proof For any any a ∈ R≥0 and ǫ0 > 0, there exists i0 such that ]a, a+ ǫ0[∩Si = ∅ for any i ≥ i0. We obtain
]a, a + ǫ0[∩
(⋃
i≥1 Si
)
=]a, a + ǫ0[∩
(⋃i0−1
i=1 Si
)
. Because
⋃i0−1
i=1 Si satisfies Condition 3.3. we obtain the first
claim of the lemma. Clearly, Accum
(⋃
i≥1 Si
)
⊃ ⋃i≥1 Accum(Si) holds. For any s ∈ Accum(⋃i≥1 Si) and
ǫ > 0, there exists i0 such that ]s−ǫ, s+ǫ[∩Accum
(⋃
i≥1 Si
)
=]s−ǫ, s+ǫ[∩Accum
(⋃i0
i=1 Si
)
. Then, we obtain
the second claim by using the argument in the proof of Lemma 3.5.
The following lemma is clear.
Lemma 3.7 Let S be a subset in R≥0 satisfying Condition 3.3. Then, any subset S′ ⊂ S also satisfies Condition
3.3.
Let Si ⊂ R≥0 (i = 1, 2) be subsets satisfying the following conditions.
• There exists κ̂ > 0 such that S1 is contained in ]0, κ̂[, and that S1 is an infinite set. Moreover, for any
y < κ̂, the intersection S1∩]0, y] is finite.
• S2 satisfies Condition 3.3.
We set S1 + S2 :=
{
t ∈ R≥0
∣∣ ∃(a1, a2) ∈ S1 × S2, a1 + a2 = t}.
Lemma 3.8 S1 + S2 also satisfies Condition 3.3. Moreover, for any c ∈ S1 + S2, the set
{
(c1, c2) ∈ S1 ×
S2
∣∣ c1 + c2 = c} is finite.
Proof Let a be any real number. Let ti be a decreasing sequence in S1 + S2 such that lim ti = a. There exist
(bi,1, bi,2) ∈ S1 × S2 such that ti = bi,1 + bi,2. By taking a sub-sequence, we may assume bi,1 ≤ bi+1,1 for any
i. Then, bi,2 = ti − bi,1 is decreasing. Hence, there exists i0 such that bi,2 = bi0,2 for any i ≥ i0. Because ti is
decreasing and bi,1 is increasing, there exists i1 such that ti = ti1 and bi,1 = bi1,1 for any i ≥ i1, i.e., ti = a for
any i ≥ i1. Hence, we obtain the first claim.
Let c ∈ S1 + S2. If the set
{
(c1, c2) ∈ S1 × S2
∣∣ c1 + c2 = c} is infinite, there exists an infinite sequence
(ci,1, ci,2) in S1 × S2 such that (i) ci,1 + ci,2 = c, (ii) ci,1 is increasing. Then, ci,2 is decreasing, and hence there
exists i0 such that ci,2 = ci0,2 for any i ≥ i0. It contradicts the assumption that the sequence (ci,1, ci,2) is
infinite.
Let Si (i = 1, 2) denote the closure of the above sets Si in R≥0. Let Accum′(S1+S2) denote the image of the
map
(
Accum(S1)×S2
)∪(S1×Accum(S2)) −→ R≥0 defined by (c1, c2) 7−→ c1+c2. Note that Accum(S1) = {κ̂}.
Lemma 3.9 Accum(S1 + S2) = Accum
′(S1 + S2) holds.
Proof Clearly, Accum(S1 + S2) ⊃ Accum′(S1 + S2) holds. Let us prove Accum(S1 + S2) ⊂ Accum′(S1 + S2).
Let c be any element of Accum(S1 + S2). There exists an increasing sequence ci in (S1 + S2) \ {ci} such that
lim
i→∞
ci = c. There exist (c
(1)
i , c
(2)
i ) ∈ S1×S2 such that c(1)i +c(2)i = ci. By taking a sub-sequence, we may assume
that c
(1)
i is increasing. Suppose that there exists i0 such that c
(1)
i = c
(1)
i0
for any i ≥ i0. Then, the sequence
c
(2)
i = ci − c(1)i is convergent to c − c(1)i0 . Hence, we obtain c − c
(1)
i0
∈ Accum(S2), and c ∈ Accum′(S1 × S2).
Suppose that lim
i→∞
c
(1)
i = κ̂. Then, the sequence c
(2)
i = ci − c(1)i is convergent to c − κ̂. Hence, we obtain
c− κ̂ ∈ S2, and c ∈ Accum′(S1 × S2).
Let S1 be the above set. For ℓ ≥ 1, let
∑ℓ
S1 denote the image of the map S
ℓ
1 −→ R≥0 defined by
(s1, . . . , sℓ) 7−→
∑ℓ
i=1 si. We formally set
∑0
S1 := {0}.
Corollary 3.10 The set
∑ℓ
S1 satisfies Condition 3.3. Moreover, the following holds:
Accum
( ℓ∑
S1
)
=
⋃
1≤m≤ℓ
(
{mκ̂}+
ℓ−m∑
S1
)
.
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Proof We obtain the first claim from Lemma 3.8 and an induction. Let us study the second claim. We
use an induction on ℓ. The claim is clear in the cases ℓ = 0, 1. According to Lemma 3.9, Accum(
∑ℓ
S1) =({κ̂} +∑ℓ−1 S1) ∪ (S1 + Accum(∑ℓ−1 S1)) holds. By the assumption of the induction, Accum(∑ℓ−1 S1) =⋃
1≤m≤ℓ−1
(
{mκ̂}+∑ℓ−1−m S1) holds. Note S1 = S1 ⊔ {κ̂}. Hence, we obtain
S1 +Accum
(ℓ−1∑
S1
)
=
⋃
1≤m≤ℓ−1
(
{(m+ 1)κ̂}+
ℓ−1−m∑
S1
)
∪
⋃
1≤m≤ℓ−1
(
{mκ̂}+
ℓ−m∑
S1
)
=
⋃
1≤m≤ℓ
(
{mκ̂}+
ℓ−m∑
S1
)
. (4)
Because {κ̂}+∑ℓ−1 S1 = ({κ̂}+∑ℓ−1 S1) ∪ ({κ̂}+Accum(∑ℓ−1 S1)), we obtain the claim in the case ℓ.
Corollary 3.11 Let e be a positive integer. The set
⋃
i≥0
⋃
ℓ≥0
({i/e}+∑ℓ S1) satisfies Condition 3.3. More-
over, the following holds:
Accum
(⋃
i≥0
⋃
ℓ≥0
({i/e}+ ℓ∑S1)) = ⋃
i≥0
⋃
m≥1
⋃
ℓ≥0
(
{i/e+mκ̂}+
ℓ∑
S1
)
.
Proof Let β0 > 0 be the infimum of S1. The infimum of {i/e}+
∑ℓ S1 is i/e+ ℓβ0. The claim follows from
Lemma 3.6 and Corollary 3.10.
3.1.3 Accumulation
We return to the situation in §3.1.1. We set T (S) := {i/e +∑ ζp ∣∣ (i, ζ) ∈ T+(S)} ∪ 1eZ≥0. According to
Corollary 3.11, the set T (S) satisfies Condition 3.3. and the following holds:
Accum
(T (S)) = ⋃
m≥1
(
{mκ̂}+ T (S)
)
.
Similarly, we put T (Sy) :=
{
i/e+
∑m
j=1 ζj
∣∣ (i, ζ) ∈ T+(Sy)}∪ 1eZ≥0 for any y ∈]0, κ̂[. The set T (Sy) is discrete.
Fix L ∈ R≥0. There exists δ > 0 such that the following holds for any m ≥ 0:
]L−mκ̂, L−mκ̂+ δ[∩T (S) = ∅.
Because the set
⋃
m≥0 T (S, L−mκ̂) is finite, there exists y0 ∈]κ̂− δ, κ̂[ such that⋃
m≥0
T (S, L−mκ̂) =
⋃
m≥0
T (Sy0 , L−mκ̂).
Lemma 3.12 For any y > y0, there exists ǫ > 0 such that the following holds:
• If (i, ζ1, . . . , ζq) ∈ T (S) satisfies L −mκ̂− ǫ < i/e+
∑
ζp < L−mκ̂ for some m ≥ 0, then max{ζp} > y
holds.
Proof Because the set T (Sy) is discrete, there exists ǫ > 0 satisfying ǫ < L−mκ̂−max{ν ∈ T (Sy) | ν < L−mκ̂}
for any m ≥ 0. Then, the condition is satisfied.
Lemma 3.13 If (i, ζ1, . . . , ζq) ∈ T (S) satisfies i/e+
∑
ζp = L−mκ̂ for some m ≥ 0, then max{ζp} < y0.
Proof Suppose that (i, ζ1, . . . , ζq) ∈ T (S) satisfies i/e +
∑
ζp = L − mκ̂ for some m ≥ 0. We assume that
ζ1 ≥ y0, and we shall derive a contradiction. Because 0 < κ̂ − ζ1 ≤ κ̂ − y0 < δ, we obtain L − (m + 1)κ̂ <
i/e+
∑q
p=2 ζp < L− (m+ 1)κ̂+ δ. Such (i, ζ2, . . . , ζq) cannot exist by our choice of δ.
18
Lemma 3.14 For any y ∈]y0, κ̂[ there exists ǫ > 0 such that the following holds:
• If (i, ζ1, . . . , ζq) ∈ T (S) satisfies (i) L− ǫ < i/e+
∑
ζp < L, (ii) ζ1 ≥ · · · ≥ ζq, then there exists a unique
positive integer ℓ for which the following holds:
ζ1 ≥ · · · ≥ ζℓ > y, ζℓ+1 + · · ·+ ζq = L− ℓκ̂.
Note that ζp < y0 (p = ℓ+ 1, . . . , q) hold by Lemma 3.13.
Proof We set γ(L) := #
{
m ≥ 1
∣∣∣L−mκ̂ ∈ T (S)}. We use an induction on γ(L).
Suppose γ(L) = 0. For any y > y0, let ǫ > 0 be as in Lemma 3.12. Moreover, if ǫ is sufficiently small, then
T (S)∩]L − κ̂− ǫ, L− κ̂+ δ[= ∅ holds. If (i, ζ1, . . . , ζq) satisfies L− ǫ < i/e+
∑
ζj < L and ζ1 ≥ · · · ≥ ζq, then
ζ1 > y holds, which implies
L− κ̂− ǫ < i/e+
∑
j≥2
ζj < L− κ̂+ (κ̂− y) < L− κ̂+ δ.
Hence, there does not exist such (i, ζ1, . . . , ζq). Thus, we are done in the case γ(L) = 0.
Suppose that we have already proved the case γ(L) ≤ n, and we shall prove the claim in the case γ(L) = n+1.
Note that γ(L) = n + 1 implies γ(L − κ̂) = n. Indeed, because n + 1 ≥ 1, there exists m ≥ 1 such that
L−mκ̂ ∈ T (S). Then, it is easy to observe L− κ̂ = L−mκ̂+(m−1)κ̂ ∈ T (S). Hence, γ(L− κ̂) = γ(L)−1 = n.
Let y > y0. By the assumption of the induction, there exists a positive constant ǫ1 for the pair of L − κ̂
and y satisfying the property in the statement of Lemma 3.14. There also exists a positive constant ǫ for the
pair of L − κ̂ and y as in Lemma 3.12. Let ǫ2 be a real number satisfying 0 < ǫ2 < min{ǫ1, ǫ}. Suppose that
(i, ζ1, . . . , ζq) satisfies L− ǫ2 < i/e+
∑
ζj < L and ζ1 ≥ · · · ≥ ζq. Because κ̂ > ζ1 > y, the following holds:
L− κ̂− ǫ2 < i/e+
∑
j≥2
ζj < (L − κ̂) + (κ̂− ζ1) < L− κ̂+ δ.
By our choice of δ, we obtain i/e+
∑
j≥2 ζj ≤ L− κ̂. It implies either one of the following:
(i) i/e+
∑
j≥2 ζj = L− κ̂.
(ii) L− κ̂− ǫ2 < i/e+
∑
j≥2 ζj < L− κ̂.
If (i) occurs, we are done by Lemma 3.13. If (ii) occurs, we may apply the hypothesis of the induction.
Let L ∈ R≥0. Suppose that the set {m ∈ Z≥0 |L −mκ̂ ∈ T (S)} is not empty. Let m0 be the maximum
element of the set.
Lemma 3.15 L−m0κ̂ is an isolated point in T (S).
Proof If L−m0κ̂ is an accumulation point of T (S), it is contained in
⋃
m≥1
({mκ̂}+ T (S)), i.e., L−m0κ̂ =
mκ̂+ s for some m ≥ 1 and s ∈ T (S). We obtain L− (m0 +m)κ̂ = s ∈ T (S), which contradicts the choice of
m0. Hence, L−m0κ̂ is an isolated point of T (S).
3.1.4 A formula
For any L ≥ 0, y ∈]0, κ̂[ and d ∈ Z>0, we set U(d, y, L) :=
{
(ζ1, . . . , ζd) ∈ Sd
∣∣ ∑d
i=1 ζi = L, ζi > y
}
. For any
(d1, d2, d) ∈ Z3≥0 such that d1 + d2 = d, and for any j = 1, . . . ,∞, we set
Bj(L, y, (d1, d2)) :=
∑
ζ∈U(d,y,L)
1
d1!d2!
d1∏
q=1
Rj(ζq)
d∏
q=d1+1
Ij(ζq).
Corollary 3.16 For any L ∈ R≥0, there exist ǫ0 > 0 and 0 < y0 < κ̂ such that the following holds for any L′
with L− ǫ0 < L′ < L:
A
(m)
j (L
′, (b1, b2)) =
∑
d≥1
∑
d1+d2=d
di≥0
A
(m+d)
j
(
L− dκ̂, (d1, d2) + (b1, b2)
) ·Bj(L′ − (L− dκ̂), y0, (d1, d2)). (5)
Proof It follows from Lemma 3.13 and Lemma 3.14.
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3.1.5 Vanishing at ∞
We fix L > 0.
Lemma 3.17 Suppose that A
(0)
∞ (L′) = 0 for any L′ < L. Then, A
(m)
∞ (L′ − mκ̂, (b1, b2)) = 0 holds for any
L′ ≤ L and (b1, b2,m) ∈ Z2≥0 × Z≥1 satisfying b1 + b2 = m.
Proof We set T˜ (S) := ⋃m≥0({mκ̂}+ T (S)). The set T˜ (S) satisfies Condition 3.3.
If L′ 6∈ T˜ (S), then A(m)∞ (L′ − mκ̂, (b1, b2)) = 0 holds for any m ≥ 0. Hence, it is enough to prove the
vanishing A
(m)
∞ (L′ −mκ̂, (b1, b2)) = 0 (m ≥ 1) under the following assumption:
(Q) A
(m)
∞ (L′′ −mκ̂, (b1, b2)) = 0 (m ≥ 0) for any L′′ < L′.
It is enough to consider the case that the set
{
m ∈ Z≥1
∣∣L′ −mκ̂ ∈ T (S)} is not empty. Let m0 be the
maximum element of the set. By the choice of m0, A
(m)
∞ (L′ −mκ̂, (b1, b2)) = 0 holds for any m > m0 and for
any (b1, b2) ∈ Z2≥0 satisfying b1 + b2 = m. Let us prove the vanishing for any m by a descending induction.
According to Lemma 3.15, L′ −m0κ̂ is an isolated point of T (S). By the assumption (Q), the following
holds for any y ∈ S and for any (b1, b2) ∈ Z2≥0 with b1 + b2 = m0 − 1:
A(m0−1)∞ (L
′ −m0κ̂+ y, (b1, b2)) = A(m0−1)∞ (L′ + y− κ̂− (m0 − 1)κ̂, (b1, b2)) = 0.
If y is sufficiently close to κ̂, we obtain the following equality from Corollary 3.16:
0 = A(m0−1)∞ (L
′ −m0κ̂+ y, (b1, b2)) =
∑
c1+c2=1
A(m0)∞ (L
′ −m0κ̂, (c1, c2) + (b1, b2)) · B∞(y, y0, (c1, c2)).
Then, by varying y, we obtain A
(m0)∞ (L′ −m0κ̂, (d1, d2)) = 0 for any (d1, d2) ∈ Z2≥0 satisfying d1 + d2 = m0.
Suppose that we have already known the vanishing A
(m)
∞ (L′ − mκ̂, (b1, b2)) = 0 for any (b1, b2) ∈ Z2≥0
satisfying b1+ b2 = m for any m > m1 ≥ 1, and let us prove the vanishing in the case of m1. By the assumption
(Q), A
(m1−1)∞ (L′−m1κ̂+y, (b1, b2)) = 0 holds for any y ∈ S and for any (b1, b2) ∈ Z2≥0 satisfying b1+b2 = m1−1.
By Corollary 3.16, the following equality holds:
0 = A(m1−1)∞ (L
′ −m1κ̂+ y, (b1, b2)) =∑
d≥0
∑
c1+c2=d+1
A(m1+d)∞ (L
′ − (m1 + d)κ̂, (c1, c2) + (b1, b2)) ·B∞(y+ dκ̂, y0, (c1, c2)). (6)
By using the assumption of the induction, we can rewrite it as follows:
0 =
∑
c1+c2=1
A(m1)∞ (L
′ −m1κ̂, (c1, c2) + (b1, b2)) ·B∞(y, y0, (c1, c2)).
Hence, we obtain A
(m1)∞ (L′−m1κ̂, (d1, d2)) = 0 for any (d1, d2) ∈ Z2≥0 satisfying d1+ d2 = m1. Thus, we obtain
Lemma 3.17.
3.1.6 Proof of Theorem 3.1
Let us prove Theorem 3.1. We have already known the first claim by Lemma 3.17.
Lemma 3.18 For any L ≤ L1, there exists j0(L) ∈ Z≥1 and ǫ(L) > 0 such that A(m)j (L′ −mκ̂, (c1, c2)) = 0
holds for any L′ ∈]L − ǫ(L), L + ǫ(L)[∩[0, L1], any j ≥ j0(L), and any (c1, c2,m) ∈ Z2≥0 × Z≥1 satisfying
c1 + c2 = m. Moreover, A
(0)
j (L
′) = A(0)∞ (L′) holds for any L′ ∈]L − ǫ(L), L+ ǫ(L)[∩[0, L1], and any j ≥ j0(L).
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Proof It is enough to study the claim for L′ ∈]L − ǫ(L), L[∩[0, L1]. There exists y0(L) as in Corollary 3.16.
By Corollary 3.16, if ǫ(L) is sufficiently small, we obtain the following:
A
(m)
j (L
′, (b1, b2)) =
∑
d≥1
∑
c1+c2=d
A
(m+d)
j
(
L− dκ̂, (c1, c2) + (b1, b2)
) · Bj(L′ − L+ dκ̂, y0(L), (c1, c2)).
If j0(L) is sufficiently large, A
(m+d)
j
(
L− dκ̂, (c1, c2)+ (b1, b2)
)
= 0 holds for any j ≥ j0(L). Then, we obtain the
claim of Lemma 3.18.
Then, by using the compactness of the interval [0, L1], we obtain the claim of Theorem 3.1.
3.1.7 Proof of Theorem 3.2
We assume f 6= 0, and we shall deduce a contradiction. We set β0 := minS > 0. Let L0 be the minimum of the
non-empty set
{
i/e+(j+ k)β0
∣∣ fi,j,k 6= 0}. We set T (L0) := {(i, j, k) ∈ Z3≥0 ∣∣ fi,j,k 6= 0, i/e+(j+ k)β0 = L0}.
We set ℓ0 := max{j + k | (i, j, k) ∈ T (L0)} and i0 := e(L0 − ℓ0β0).
Lemma 3.19 A
(ℓ0)∞ (L0 − ℓ0β0, (ℓ1, ℓ2)) = ℓ1!ℓ2!fi0,ℓ1,ℓ2 holds for any (ℓ1, ℓ2) with ℓ1 + ℓ2 = ℓ0.
Proof By definition, the following equality holds:
A(ℓ0)∞ (L0 − ℓ0β0, (ℓ1, ℓ2)) = ℓ1!ℓ2!fi0,ℓ1,ℓ2
+
∑
(i,ζ)∈T+(S,L0−ℓ0β0)
∑
j+k=|ζ|+ℓ0
fi,j,k(θ)
j!k!
(j − ℓ1)!(k − ℓ2)!
j−ℓ1∏
q=1
R∞(ζq)
|ζ|∏
q=j−ℓ1+1
I∞(ζq). (7)
Let us observe that the second term in the right hand side of (7) does not appear. Suppose that the summand
for (i, ζ1, . . . , ζM , j, k) is non-trivial, and we shall derive a contradiction. There existsM > 0 such that fi,j,k 6= 0
for some (i, j, k) satisfying the relations i/e +
∑M
q=1 ζq + ℓ0β0 = L0 and j + k = M + ℓ0. Because β0 ≤ ζq, we
obtain
i/e+ (j + k)β0 = i/e+Mβ0 + ℓ0β0 ≤ i/e+
M∑
q=1
ζq + ℓ0β0 = L0. (8)
By our choice of L0, the inequality in (8) should be an equality, and we obtain ζ1 = · · · = ζq = β0. By our
choice of ℓ0, we obtain M = 0, which contradicts M > 0. Hence, the second term in the right hand side of (7)
is 0.
We obtain A
(m)
∞ (L, (a, b)) = 0 for any L and a+ b = m by the assumption and Lemma 3.17. In particular,
we obtain A
(ℓ0)∞ (L0 − ℓ0β0, (ℓ1, ℓ2)) = 0 for any (ℓ1, ℓ2) such that ℓ1 + ℓ2 = ℓ0, i.e., fi0,ℓ1,ℓ2 = 0 for any (ℓ1, ℓ2)
such that ℓ1 + ℓ2 = ℓ0. But, it contradicts our choice of ℓ0. Hence, we obtain Theorem 3.2.
3.2 Pull back of ramified real analytic functions
3.2.1 Setting
Let mk (k = 1, 2 . . .) be an increasing sequence of integers such that mk → ∞. Let κk ∈ 1mkZ>0 be a strictly
increasing sequence. We set κ̂ := limk→∞ κk ∈ R≥0 ∪ {∞}. We assume κ̂ <∞, which implies either one of the
following.
Case 1 There exists a prime p0 such that − ordp0(κi)→∞.
Case 2 There exists a sequence of primes pi (i = 1, 2, . . .) with limi→∞ pi = ∞ such that ordpi(κi) < 0 and
ordpi(κj) ≥ 0 (∀j < i).
Let P(k)(t, a) =∑y>0 P(k)y (a) ty ∈ C[[t1/mk , a]] (k = 1, 2, . . .) be a family satisfying the following conditions:
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• P(k)(t, a) are convergent power series of (t1/mk , a).
• P(k)κk (0) 6= 0.
• If y < κk, then P(k)y (a) are independent of a. We denote P(k)y (a) just by P(k)y for such y.
• P(k)y = P(k
′)
y holds for y < min{κk, κk′}, and if k < k′ then P(k)κk (0) = P(k
′)
κk holds.
• For any y < κk such that P(k)y 6= 0, ordp0(y) > ordp0(κk) holds in (Case 1), or ordpk(y) ≥ 0 holds in
(Case 2).
For any y < κ̂, we put Py := limk→∞ P(k)y . Indeed, Py = P(k)y holds for any y < κk. We set
S :=
⋃
k
{
0 < y < κ̂
∣∣P(k)y 6= 0}.
Note that
{
0 < y < κ̂
∣∣Py 6= 0} ⊂ S, and that S is discrete in {0 ≤ y < κ̂}.
Let φ
(k)
1 > 0 (k = 1, 2, . . . , ) be a decreasing sequence. We set I(k) :=
{−φ(k)1 < φ < φ(k)1 }. Let rk > 0 be a
decreasing sequence of real numbers, and let U (k) be a decreasing sequence of neighbourhoods of 0 in Ca such
that P(k)(t, a) are absolutely convergent on (t, a) ∈ [0, rk[×U (k). We set J (k) := [0, rk[×I(k)×U (k) = {(t, φ, a)}.
We define the maps ϕ(k) : J (k) −→ R≥0 × R× R2 by
a
(k)(t, φ, a) =
(
t, φ,Re
(P(k)(te√−1φ, a)), Im(P(k)(te√−1φ, a))).
3.2.2 Pull back of ramified real analytic functions
Let f be a ramified real analytic function on a neighbourhood Y of (0, 0, 0, 0) in R≥0×R×R2 with the following
power series expansion, where e is a positive integer:
f =
∑
i,j,k≥0
fi,j,k(θ)r
i/exjyk.
We assume that f0,0,0(θ) = 0 for any θ, and that f is not constantly 0.
We set f (k)(φ, t, a) := (a(k))∗(f)(φ, t, a), which has the expansion f (k)(φ, t, a) =
∑
f
(k)
L (φ, a)t
L. We may
regard f
(k)
L (φ, a) as germs of real analytic functions at (0, 0) ∈ R× C.
For any y ∈ S, we set R(y) := Re(Pye
√−1yφ) and I(y) := Im(Pye
√−1yφ). For any L ≥ 0, we obtain the
following real analytic functions of φ ∈ R:
A(L) :=
∑
(i,ζ)∈T+(S,L)
∑
(c1,c2)∈Z2≥0
c1+c2=|ζ|
fi,c1,c2(φ)
c1∏
q=1
R(ζq)
|ζ|∏
q=c1+1
I(ζq) +
∑
i∈T0(S,L)
fi,0,0(φ).
We may naturally regard R(y), I(y) and A(L) as germs of real analytic functions at (0, 0) ∈ R× C.
Lemma 3.20 There exists L1 such that A(L) = 0 for any L < L1 and A(L1) 6= 0 as a germ of real analytic
functions at (0, 0) ∈ R× C,
Proof Because f is assumed to be non-constant, the set B := {L ∈ R>0 |A(L) 6= 0} is non-empty by Theorem
3.2. By Lemma 3.4 and Lemma 3.7, there exists the minimum of B, which is the desired L1.
Theorem 3.21 Let L1 be as in Lemma 3.20. There exists k1 such that the following holds for any k ≥ k1:
• f (k)L = 0 for any L < L1 as germs of real analytic functions.
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• f (k)L1 = A(L1) as a germ of real analytic functions. In particular, f
(k)
L1
is independent of a.
Proof For any subset S ⊂ R≥0, we put T+(S) :=
∐
m≥1 Z≥0 × Sm and T0(S) := Z≥0. For any L ≥ 0, we set
T+(S,L) :=
{
(i, s1, . . . , sm) ∈ T0(S)
∣∣ i
e
+
m∑
j=1
sj = L
}
,
and T0(S,L) :=
{
i ∈ T0(S)
∣∣ i/e = L}. We define T (S) = T0(S) ⊔ T+(S) and T (S,L) = T0(S,L) ⊔ T+(S,L).
For any element s = (s1, . . . , sm) ∈ Sm, the number m is denoted by |s|.
We set S(P(k)) := {y ∈ R ∣∣P(k)y 6= 0}. For any y ∈ S(P(k)), we set R(k)(y) := Re(P(k)y (a)e√−1yφ) and
I(k)(y) := Im(P(k)y (a)e
√−1yφ). We obtain the following description:
f
(k)
L =
∑
(i,ζ)∈T+(S(P(k)),L)
∑
(c1,c2)∈Z2≥0
c1+c2=|ζ|
fi,c1,c2
c1∏
q=1
R(k)(ζq)
|ζ|∏
q=c1+1
I(k)(ζq) +
∑
i∈T0(S(P(k)),L)
fi,0,0.
We set S<κ̂(P(k)) :=
{
y ∈ R ∣∣P(k)y 6= 0, y < κ̂}. For (m, ℓ1, ℓ2) ∈ Z3≥0 such that m = ℓ1 + ℓ2, we put
A
(m)
<κ̂ (P(k), L, (ℓ1, ℓ2)) :=∑
(i,ζ)∈T+(S<κ̂(P(k)),L)
∑
(c1,c2)∈Z2≥0
c1+c2=|ζ|+m
fi,c1,c2(φ)
c1!c2!
(c1 − ℓ1)!(c2 − ℓ2)!
c1−ℓ1∏
q=1
R(k)(ζq)
|ζ|∏
q=c1−ℓ1+1
I(k)(ζq)
+
∑
i∈T0(S<κ̂(P(k)),L)
ℓ1!ℓ2!fi,ℓ1,ℓ2(φ). (9)
For any δ > 0 and (b1, b2) ∈ Z2≥0, we set
U (k)(δ, b1, b2) :=
{
(ζ1, . . . , ζb1+b2) ∈ S(P(k))b1+b2
∣∣∣ ζi ≥ κ̂, ∑ ζi = δ}.
If U (k)(δ, b1, b2) 6= ∅, we define
B(k)(δ, b1, b2) :=
∑
ζ∈U(k)(δ,b1,b2)
1
b1!b2!
b1∏
q=1
R(k)(ζq)
b1+b2∏
q=b1+1
I(k)(ζq).
If U (k)(δ, b1, b2) = ∅, we set B(k)(δ, b1, b2) := 0. We also formally set B(k)(0, 0, 0) := 1 and B(k)(0, b1, b2) := 0
for (b1, b2) ∈ Z2≥0 \ {(0, 0)}. Note that for each k the set {δ | U (k)(δ, b1, b2) 6= ∅} is discrete. For any L ≤ L1, we
obtain the following equality:
f
(k)
L =
∑
d≥0
∑
δ≥0
∑
ℓ1+ℓ2=d
A
(d)
<κ̂
(P(k), L− δ, (ℓ1, ℓ2)) · B(k)(δ, ℓ1, ℓ2).
By Theorem 3.1, there exists k0 such that A
(d)
<κ̂
(P(k), L −∑ ζj , (ℓ1, ℓ2)) = 0 for any L ≤ L1, any k ≥ k0 and
any (ℓ1, ℓ2) ∈ Z2≥0 satisfying ℓ1 + ℓ2 = d ≥ 1. We obtain f (k)L = 0 for any L < L1 and any k ≥ k0. We also
obtain f
(k)
L1
= A(L1) 6= 0 for any k ≥ k0. Hence, we obtain Theorem 3.21.
Corollary 3.22 There exists a discrete subset Z ⊂ R and k0 ∈ Z>0 such that the following holds for any
k ≥ k0:
• The orders ordt f (k)(φ, t, a) for (φ, a) ∈ (I(k) \Z)×U (k) are constant and independent of k. Note that the
functions f (k)(φ, t, a) are not constant.
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3.3 Formal paths
3.3.1 Ringed spaces
Let Y be a real analytic manifold. Let ORY denote the sheaf of real analytic functions on Y . For any open subset
U of Y , let N ′Y (U) be the Novikov type ring over ORY (U), i.e.,
N ′Y (U) :=
{ ∞∑
i=0
bit
yi
∣∣∣ bi ∈ ORY (U), yi ∈ Q≥0, yi < yi+1, lim
i→∞
yi =∞
}
.
A presheaf on Y is defined by the correspondence U 7−→ N ′Y (U). Let NY denote the associated sheaf on Y .
If U is connected, then NY (U) = N ′Y (U) holds. We formally denote sections s of NY on U as
∑
ayt
y. There
exists the natural morphism of pre-sheaves N ′Y −→ ORY induced by
∑
y ayt
y 7−→ a0. It induces a morphism of
sheaves NY −→ ORY .
For any element s =
∑
ayt
y in the stalk NY,P , we put ordP,t(s) := min{y | ay 6= 0} if s 6= 0, and ordP,t(s) :=
∞ if s = 0. Here, ay 6= 0 means that ay is not constantly 0 on a neighbourhood of P .
Let P be any point of Y . Let ιP : {P} −→ Y denote the inclusion. We obtain the natural morphism
ι−1P NY −→ NP . For any section s of NY on an open set U ⊂ Y , and for any P ∈ U , let sP and s|P denote the
induced elements of NY,P and NP , respectively. Note that ordP,t(s) ≤ ordP,t(s|P ).
Let s be an element of NY,P . There exists a small neighbourhood YP of P such that s =
∑
ayt
y, where
ay ∈ ORY (YP ). We say that s is convergent if the following holds.
• There exists m ∈ Z>0 such that ay = 0 unless my ∈ Z. Moreover, s comes from a real analytic function
on YP × It1/m .
3.3.2 Morphisms of ringed spaces
Let M be any real analytic manifold. An NY -path in M is a morphism of ringed spaces F : (Y,NY ) −→
(M,ORM ), i.e., it consists of a real analytic map F0 : Y −→ M and a homomorphism of sheaves of algebras
F ∗ : F−10 ORM −→ NY such that the composite with NY −→ ORY is equal to the natural map F ∗0 : ORM −→ ORY .
Let ι : Y1 ⊂ Y be any real analytic submanifold. AnyNY -path F naturally induces theNY1 -path F|Y1 := F◦ι.
Let F, F ′ be NY -paths in M . Let P ∈ Y . Suppose that F0(P ) = F ′0(P ). Then, we set ordP,t(F, F ′) =
mini ordt
(
F ∗(xi)− (F ′)∗(xi)
)
, where (x1, . . . , xn) is a real analytic coordinate system around F0(P ) such that
xi(F0(P )) = 0. It is easy to see that the number ordP,t(F, F
′) is independent of the choice of the coordinate
system. If F0(P ) 6= F ′0(P ), then we set ordP,t(F, F ′) = 0. Let Y1 ⊂ Y be any real analytic manifold such that
P ∈ Y1. Note ordP,t(F, F ′) ≤ ordP,t(F|Y1 , F ′|Y1).
Suppose that M is equipped with a global coordinate system (x1, . . . , xn). We also assume that Y is
connected. Then, NY -paths in M are equivalent to tuples (f1, . . . , fn) ∈ NY (Y )n by the correspondence
F 7−→ fi = F ∗(xi) (i = 1, . . . , n).
3.3.3 Real blowings up
Let C be a real analytic submanifold in M . We say that an NY -path F factors through C if it factors through
(C,ORC) as a morphism of ringed spaces.
Suppose that an NY -path F does not factor through C. Let P ∈ Y . Let (x1, . . . , xn) be a real analytic
coordinate system around F0(P ) such that C = {x1 = · · · = xℓ = 0}. If F0(P ) ∈ C, we set
ordP,t(F,C) := min
1≤i≤ℓ
ordP,t F
∗(xi).
It is easy to see that ordP,t(F,C) is independent of the choice of the coordinate system. Note that for any
P ∈ Y the NP -path ϕ|P of M is induced, and ordP,t(F|P , C) ≥ ordP,t(F,C) holds.
Lemma 3.23 Let F be an NY -path in M which does not factor through C. Let P be a point of M . Suppose
ordP,t(F,C) = ordP,t(F|P , C). Let BlC M denote the real blowing up of M along C. Then, the following holds.
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• There exist a neighbourhood Y1 of P in Y and a NY1-path F˜ in BlC M such that p ◦ F˜ = F|Y1 , where
p : BlC(M) −→M denotes the projection.
• If there exist another neighbourhood Y2 of P and NY2-path ϕ˜′ in BlC M such that p ◦ F˜ ′ = F|Y2 , then
F˜|Y1∩Y2 = F˜
′
|Y1∩Y2 holds.
Proof By shrinking Y and M , we may assume that M is equipped with a coordinate system (x1, . . . , xn) such
that C = {x1 = · · · = xℓ = 0}. The NY -path F is expressed as (F1, . . . , Fn) ∈ NY (Y )n. Each Fi has the
expansion Fi =
∑
y∈R Fi,yt
y. We may assume that ordQ,t(F,C) = ordQ,t(F1) =: y0 for any Q, and that F1,y0 is
nowhere vanishing.
Recall BlC(M) =
{(
(x1, . . . , xn), [y1 : · · · : yℓ]
) ∣∣xiyj − xjyi = 0, (1 ≤ i, j ≤ ℓ)}. Let Uk ⊂ BlC(M)
(k = 1, . . . , ℓ) denote the open subsets determined by the conditions yk 6= 0. Let (u(k)1 , . . . , u(k)n ) be the
coordinate system of Uk induced by u
(k)
j = xj/xk if 1 ≤ j ≤ ℓ and j 6= k, by u(k)j = xj if j = k or j > ℓ. We
define the NY -path F˜ in U1 as follows with respect to (u(1)1 , . . . , u(1)n ):(
F1, F2/F1, . . . , Fℓ/F1, Fℓ+1, . . . , Fn
)
.
Clearly, p ◦ F˜ = F holds.
Let F˜ ′ be an NY -path in Uk such that p ◦ F˜ ′ = F . It is expressed as (F˜ ′1, . . . , F˜ ′n) with respect to
(u
(k)
1 , . . . , u
(k)
n ). Note that F1 = F˜
′
1 · F˜ ′k and Fk = F˜ ′k. By comparing the orders of F1 and Fk, we obtain
that F˜ ′1 is invertible. Then, it is easy to see that F˜
′ is equal to F˜ as an NY -path in BlC(M).
Let M , F and P ∈ Y be as in Lemma 3.23. Let F ′ be another NY -path in M with the following property.
• The underlying map F0, F ′0 : Y −→M are the same on a neighbourhood of P .
• ordP,t(F ′, F ) > ordP,t(F,C).
Then, we can easily check the following by a direct computation.
Lemma 3.24 F ′ does not factor through C, and ordP,t(F ′, C) = ordP,t(F ′|P , C).
If Y1 is a small neighbourhood of P in Y , then there exist the NY1 -paths F˜ and F˜ ′ in BlCM such that
p ◦ F˜ = F|Y1 and p ◦ F˜ ′ = F ′|Y1 . We can check the following by a direct computation.
Lemma 3.25 The underlying real analytic maps F˜0, F˜
′
0 : Y1 −→M are the same. Moreover,
ordQ,t(F˜ , F˜
′) = ordQ,t(F, F ′)− ordQ,t(F,C)
holds at any Q ∈ Y1.
3.3.4 A complement on convergence
Set I := {0 ≤ θ ≤ 1} and J := {0 ≤ r ≤ 1}. Let ι :M −→ X and p : X −→ I×J be real analytic maps. We set
f := p ◦ ι. We assume that (i) dimM = 2, (ii) M is connected, (iii) I ×{0} ( f(M), (iv) dim f−1(I ×{0}) = 1.
Let F (0) be the NI -path in I × J induced by the identity map I ≃ I × {0} and the correspondence r 7−→ t.
Lemma 3.26 Let F be an NI-path in X which factors through M . We assume the following.
• p ◦ F is equal to the NI-path F (0).
Then, there exists a 0-dimensional subset Z ⊂ I such that F is convergent at any P ∈ I \ Z in the following
sense.
• Let (XP , x1, . . . , xn) be a real analytic coordinate neighbourhood of X around F0(P ). Let (F1, . . . , Fn) be
the description of F with respect to the coordinate system. Then, Fi are convergent.
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Proof There exists a 0-dimensional real analytic subset Z0 ⊂ f−1(I × {0}) such that the following holds.
• f−1(I × {0}) \ Z0 is a smooth submanifold in M .
• Let P1 be any point of f−1(I × {0}) \ Z0. Let (U ;x, y) be any real analytic coordinate neighbourhood
around P1 such that x
−1(0) = U ∩ f−1(I × {0}). Then, for an appropriate choice of y, U −→ I × J is
expressed as (y,
∑∞
j=e aj(y)x
j) such that ae is nowhere vanishing on {x = 0}.
Then, the claim of the lemma is clear.
4 Meromorphic flat bundles
We recall some basic results on meromorphic flat bundles as a preliminary for the study in Part III.
4.1 One dimensional case
Let X := {z ∈ C | |z| < 1} and H := {0}. For any positive integer e, set X(e) := {ζe ∈ C | |ζe| < 1} and
H(e) := {0}. We define the ramified covering ϕe : (X(e), H(e)) −→ (X,H) by ϕe(ζe) = ζee . Let (V,∇) be a
meromorphic flat bundle on (X,H). According to the Hukuhara-Levelt-Turrittin theorem, there exist a positive
integer e, a set Irr(V,∇) ⊂ OX(e)(∗H(e))/OX(e) and a decomposition
ϕ∗e(V,∇)| ̂H(e) =
⊕
a∈Irr(V,∇)
(V̂a,∇a)
such that ∇a − da˜ idV̂a are regular singular, where a˜ ∈ OX(e)(∗H(e)) are representatives of a. We assume that
rank V̂a 6= 0 for any a ∈ Irr(V,∇), then Irr(V,∇) is uniquely determined. The set Irr(V,∇) is invariant under
the action of the Galois group of the ramified covering X(e) −→ X . In this paper, it is called the set of irregular
values of (V,∇). The ranks rank V̂a are called the multiplicity of a. They induce a map rank : Irr(V,∇) −→ Z>0,
called the multiplicity function. Set R̂ := lim−→C[[z
1/e]] and K̂ := lim−→C((z
1/e)). We may naturally regard Irr(V,∇)
as a subset in K̂/R̂. If Irr(V,∇) is contained in C((z))/C[[z]], then (V,∇) is called unramified. We shall often
use the natural bijection ζ−1e C[ζ
−1
e ] ≃ C((ζe))/C[[ζe]].
Let ̟ : X˜(H) −→ X be the oriented real blowing up. A C∞-function f on an open subset U ⊂ X˜(H)
is called holomorphic if f|U\̟−1(H) is holomorphic. Let OX˜(H) denote the sheaf of holomorphic functions on
X˜(H). For any OX -module M, let ̟∗M := ̟−1M⊗̟−1OX OX˜(H). For simplicity, we assume that (V,∇) is
unramified, i.e., Irr(V,∇) ⊂ z−1C[z−1]. According to a classical theory, for any Q ∈ ̟−1(H), there exists a
neighbourhood UQ of Q in X˜(H) and a decomposition
̟∗(V,∇)|UQ ≃
⊕
a∈Irr(V,∇)
(Va,UQ ,∇a,UQ) (10)
such that (Va,UQ ,∇a,UQ)| ̟̂−1(H)∩UQ = ̟
∗(V̂a,∇a). Such a decomposition is not uniquely determined. We
set FUQa (̟∗V ) =
⊕
b≤Qa Vb,UQ . Here, we define the partial order ≤Q on Irr(V,∇) by setting a ≤Q b if
−Re(a) ≤ −Re(b) on UQ \̟−1(H), which is independent of the choice of any sufficiently small UQ. Thus, we
obtain the well defined filtration FUQ indexed by (Irr(∇),≤Q). Such a filtration FUQ is called Stokes filtration.
Let L be the local system on X \H obtained as the sheaf of flat sections of (V,∇). Let L˜ be the local system
on X˜(H) induced by L. Let L˜Q denote the stalk of L˜ at Q. Suppose that (V,∇) is unramified. Then, we
obtain the filtration FQ of L˜Q indexed by the partially ordered set (Irr(V,∇),≤Q) induced by FUQ . We choose
a frame v of V , and let hV be a metric determined by hV (vi, vj) = δi,j . Then, the filtration FQ is characterized
by the following condition.
• s ∈ FQc (L˜Q) if and only if |s · exp(c)|hV = O(|z|−C) for some C > 0.
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Set GrF
Q
c (L˜Q) := FQc (L˜Q)
/FQ<c(L˜Q). We may regard FQ as a filtration indexed by (z−1C[z−1],≤Q). There
exists a decomposition L˜Q =
⊕
GQ,a such that FQa (L˜Q) =
⊕
b≤QaGQ,b.
If Q′ is sufficiently close to Q, then the identity on Irr(V,∇) induces a morphism of partially ordered sets
(Irr(V,∇),≤Q) −→ (Irr(V,∇),≤Q′). There exists the isomorphism L˜Q ≃ L˜Q′ induced by the parallel transport.
Then, any splitting of FQ induces a splitting of FQ′ . In this sense, the family {FQ |Q ∈ ̟−1(H)} satisfies a
compatibility condition. It is called the Stokes structure of (V,∇).
For any a, b ∈ Irr(V,∇) with a 6= b, we obtain a C∞-function Fa,b := |z|− ord(a−b)(a − b) on X˜(H). Let
Z(a, b) :=
{
Q ∈ ̟−1(H) ∣∣Fa,b(Q) = 0}. The following lemma is well known.
Lemma 4.1 Let I be an open interval in ̟−1(H). Suppose that |Z(a, b) ∩ I| ≤ 1 for any pair a, b ∈ Irr(V,∇)
with a 6= b. Then, there exists a decomposition L|I =
⊕
a∈Irr(V,∇)GI,a which is compatible with the filtrations
FQ (Q ∈ I). We set FIa :=
⊕
b≤IaGI,b which is independent of the choice of such a splitting.
Let I =]θ1, θ2[ be as in Lemma 4.1. Let L˜I denote the restriction of L˜ to I. We choose ǫ > 0 such that
]θ1, θ1 + ǫ[ and ]θ2 − ǫ, θ2[ do not intersect with any of Z(a, b). Let H(L˜|I) denote the space of global sections.
Set Q1 = θ1 + ǫ and Q2 = θ2 − ǫ. We naturally identify H(L˜I) with L˜Qi (i = 1, 2).
Lemma 4.2 Let H(L˜I) =
⊕
a∈Irr(V,∇) G(1)b be a decomposition such that FQia H(L˜I) =
⊕
b≤Qia G
(1)
b for i = 1, 2.
Then, FQa H(L˜I) =
⊕
b≤Qa G
(1)
b holds for any Q ∈ I. In other words, the filtrations FQ (Q ∈ I) are determined
by FQi (i = 1, 2).
Proof There exists a decomposition
⊕Ga as in Lemma 4.1. Set T (a, Q1, Q2) := {b ∣∣ b ≤Qi a (i = 1, 2)}. Then,
G(1)a is contained in
⊕
b∈T (a,Q1,Q2) Gb. Note that for any b ∈ T (a, Q1, Q2) and Q ∈ I, b ≤Q a holds. Hence, for
any a ≤Q c, we obtain G(1)a ⊂ FQc . Then, we can easily deduce the claim of the lemma.
4.2 Higher dimensional case
Let X be a complex manifold with a simply normal crossing hypersurface H . Let P be any point of H . Let
(XP , z1, . . . , zn) be a holomorphic coordinate neighbourhood around P such thatHP := H∩XP =
⋃ℓ
i=1{zi = 0}.
For any m ∈ Zℓ, set zm :=∏ℓi=1 zmii .
Let f ∈ OX(∗H)P . Suppose that there exists an element m ∈ Zℓ≤0 \ {(0, . . . , 0)} such that the function
z−mf is holomorphic at P and (z−mf)(P ) 6= 0. Then, we say that f has orderm, andm is denoted by ord(f).
We also define ord(f) := (0, . . . , 0) for any f ∈ OX,P . Otherwise, we say that ord(f) does not exist.
Let f ∈ OX(∗H)P /OX,P . Let f˜ ∈ OX(∗H)P be any lift of f . We say that f has orderm if f˜ has orderm.
Note that the condition is independent of the choice of a lift f˜ .
Let ≤Zℓ denote the partial order on Zℓ defined by m ≤Zℓ m′ ⇐⇒ mi ≤ m′i.
A subset I ⊂ OX(∗H)P /OX,P is called a good set of irregular values if the following holds.
• For any a ∈ I, ord(a) exists. The set {ord(a) | a, b ∈ I} is totally ordered with respect to ≤Zℓ .
• For any a, b ∈ I, ord(a− b) exists. The set {ord(a − b) | a, b ∈ I} is totally ordered with respect to ≤Zℓ .
A meromorphic flat connection means a coherent reflexive OX(∗H)-module with an integrable connection
(V,∇). If V is a locally free OX(∗H)-module then (V,∇) is called a meromorphic flat bundle.
Let (V,∇) be a meromorphic flat bundle on (X,H). We say that (V,∇) is unramifiedly good at P if the
following holds.
• There exist a good set of irregular values Irr(V,∇, P ) at P and a decomposition
(V,∇)|P̂ =
⊕
a∈Irr(V,∇,P )
(V̂a, ∇̂a),
such that ∇̂a − da˜ idV̂a are regular singular. Here, a˜ ∈ OX(∗H)P are lifts of a.
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We say that (V,∇) is good at P if the following holds.
• Let (XP , z1, . . . , zn) be any small holomorphic coordinate neighbourhood of P such that HP := XP ∩
H =
⋃ℓ
i=1{zi = 0}. For any positive integer e, let X(e)P denote a small neighbourhood of (0, . . . , 0) in
Cn = {(ζe,1, . . . , ζe,n)}, and let ϕe : X(e)P −→ XP denote the map defined by
ϕe(ζe,1, . . . , ζe,n) = (ζ
e
e,1, . . . , ζ
e
e,ℓ, ζe,ℓ+1, . . . , ζe,n).
Then, ϕ∗e(V,∇)|XP is unramifiedly good for an appropriate positive integer e.
We say that (V,∇) is (unramifiedly) good if it is (unramifiedly) good at any point of P .
A meromorphic flat bundle is not necessarily good. The following fundamental theorem is due to Kedlaya
[19, 20]. (See [30, 33] for the algebraic case.)
Theorem 4.3 Let (V,∇) be any meromorphic flat connection on (X,H). For any P ∈ H, there exist a
small neighbourhood XP and a projective morphism of complex manifolds ψP : XˇP −→ XP such that (i)
HˇP := ψ
−1
P (H) is normal crossing, (ii) XˇP \ HˇP ≃ XP \H, (iii) ψ∗P (V,∇) is good.
Let (V,∇) be an unramifiedly good meromorphic flat connection on (X,H). Let ̟ : X˜(H) −→ X be the
oriented real blowing up of X along H . Let L be the local system on X \H which is the sheaf of flat sections
of (V,∇)|X\H . Let L˜ be the local system on X˜(H). Let Q ∈ X˜(H). As in the one dimensional case, we obtain
the filtration FQ(L˜Q) indexed by the ordered set
(
Irr(V,∇, ̟(Q)),≤Q
)
. The filtration is called the Stokes
filtration. There exists a splitting L˜Q =
⊕
GQ,a such that FQa (L˜Q) =
⊕
b≤QaGQ,b. If Q
′ is sufficiently close
to Q, there exists a natural map
(
Irr(V,∇, ̟(Q)),≤Q
) −→ (Irr(V,∇, ̟(Q′)),≤Q′), which is order preserving.
Any splitting of FQ induces a splitting of FQ′ . The family of Stokes filtrations {FQ ∣∣Q ∈ ̟−1(H)} is called
the Stokes structure associated to (V,∇). The following is proved in [33, Corollary 4.3.3].
Theorem 4.4 Let I be a good system of irregular values on (X,H). The above construction induces the
functorial equivalence between unramifiedly good meromorphic flat bundles over I and local systems with Stokes
structure over I .
4.2.1 Extension
Set ∆ := {z ∈ C | |z| < 1}. Let H be a complex manifold. We set X := ∆ ×H . We naturally identify H with
{0} ×H . Let I be a good system of irregular values on (X,H). Let H0 be a complex submanifold of H . We
set X0 := ∆ ×H0. By restricting I to (X0, H0), we obtain a good system of irregular values I0 on (X0, H0).
The following is a special case of [33, Corollary 4.4.4].
Theorem 4.5 Suppose that the inclusion H0 −→ H induces an isomorphism of the fundamental groups. Then,
the restriction induces a functorial bijective correspondence between local systems on X˜(H) with Stokes structure
over I and local systems on X˜0(H0) with Stokes structure over I0.
Let us observe a variant. Set X := ∆2, Hi := {zi = 0} (i = 1, 2) and H := H1 ∪ H2. Let Hol(X) denote
the space of holomorphic functions on X . Let Mero(X,H) be the space of meromorphic functions on (X,H).
Similarly, Mero(X,Hi) be the space of meromorphic functions on (X,Hi).
Let I be a good set of irregular values on (X,H). Note that I ⊂ Mero(X,H)/Hol(X). By exchanging z1
and z2 if necessary, we may assume the following.
• I −→ Mero(X,H)/Mero(X,H2) is injective.
Let MFV(X,H,I) be the category of unramifiedly good meromorphic flat bundles on (X,H,I). Let I1 be
the good system of irregular values on (X \H2, H1 \H2) induced by I. Let MFV(X \H2, H1 \H2,I1) be the
category of unramifiedly good meromorphic flat bundles on (X \H2, H1 \H2,I1).
Proposition 4.6 The restriction induces an equivalence of the categories MFV(X,H,I) −→ MFV(X\H2, H1\
H2,I1).
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Proof We set X◦ := X \H2 and H◦1 := H1 \H2. Let L˜ be a local system on X˜(H). Suppose that L˜|X˜◦(H◦1 )
is equipped with a Stokes structure F over I1. For any a, b ∈ I with a 6= b, we set Fa,b := |z−m|Re(a − b)
which naturally induces a C∞-function on X˜(H). Let Z(a, b) = F−1a,b (0). We use the polar coordinate system
(r1, θ1, r2, θ2) determined by zi = ri exp(
√−1θi). Let Q = (0, θ(0)1 , 0, θ(0)2 ) be any point of ̟−1(0, 0). There
exists an interval [θ
(1)
1 , θ
(2)
1 ] such that θ
(1)
1 < θ
(0)
1 < θ
(2)
1 and{
(0, θ1, 0, θ
(0)
2 )
∣∣ θ(1)1 ≤ θ1 ≤ θ(2)1 } ∩ ( ⋃
a,b∈I
a 6=b
Z(a, b)
)
⊂ {Q}.
There exists an interval [θ
(1)
2 , θ
(2)
2 ] such that θ
(1)
2 < θ
(0)
2 < θ
(2)
2 and{
(0, θ
(i)
1 , 0, θ2)
∣∣ θ(1)2 ≤ θ2 ≤ θ(2)2 } ∩ ( ⋃
a,b∈I
a 6=b
Z(a, b)
)
= ∅ (i = 1, 2).
There exist small positive numbers, δ and ǫ such that the following set is empty:{
(0, θ1, r2, θ2)
∣∣ 0 ≤ r2 ≤ δ, θ(1)2 ≤ θ2 ≤ θ(2)2 , (θ(1)1 ≤ θ1 ≤ θ(1)1 + ǫ, or θ(2)1 − ǫ ≤ θ1 ≤ θ(2)1 )} ∩ ( ⋃
a,b∈I
a 6=b
Z(a, b)
)
.
For 0 < r2 ≤ δ and θ(1)2 ≤ θ2 ≤ θ(2)2 , set Q1(r2, θ2) = (0, θ(1)1 + ǫ, r2, θ2) and Q2(r2, θ2) = (0, θ(2)1 − ǫ, r2, θ2). Let
H denote the space of sections of L˜ on
W =
{
(0, θ1, r2, θ2)
∣∣ 0 < r2 ≤ δ, θ(1)1 ≤ θ1 ≤ θ(2)1 , θ(1)2 ≤ θ2 ≤ θ(2)2 }.
There exists the natural isomorphism between H and L˜Q for any Q ∈ W , with which we identify them. Let
FQi(r2,θ2) (i = 1, 2) denote the filtrations on H induced by the Stokes filtrations at Qi(r2, θ2). There exists a
decomposition
H =
⊕
a∈I
Ga (11)
which induces a splitting to each filtration FQi(r2,θ2), independently from (r2, θ2). By Lemma 4.2, the decom-
position (11) induces a splitting of each filtration FQ′ (Q′ ∈W ).
Note that a ≤Q b if and only if a ≤Q′ b for any Q′ ∈W . We define FQ by
FQa =
⊕
b≤Qa
Gb.
It is independent of the choice of a decomposition (11). It is easy to see that the family {FQ |Q ∈ ̟−1(0, 0)}
induces a Stokes structure of L˜ along ̟−1(0, 0). Hence, there exists a meromorphic flat bundle (V1,∇) on a
neighbourhood of (0, 0) whose Stokes structure along ̟−1(0, 0) is induced by {FQ |Q ∈ ̟−1(0, 0)}. It is easy
to see that the Stokes filtrations of (V1,∇) at Q′ ∈ ̟−1(H1 \H2) are the same as FQ′ for (V,∇). Hence, we
obtain a Stokes structure of L˜ whose restriction to X \ H2 is equal to the prescribed one. The claim of the
proposition follows.
5 Enhanced ind-sheaves
We give some preliminaries from the theory of enhanced ind-sheaves for the study in Part III. We use the
notation and the terminology in [3, 4, 15, 16, 17]. In §5.1, we recall exactness of some basic functors. In §5.2, we
study filtrations associated to stably free enhanced ind-sheaves in some special cases. (See [4, Definition 3.3.6]
for stably free enhanced ind-sheaves.) In §5.3, we observe that prolongations of local systems to R-constructible
enhanced ind-sheaves are characterized by the prolongations of their restriction to paths. In §5.4, we give a
sufficient condition for the existence of a global filtration on a local system which induces a prescribed enhanced
ind-sheaf.
29
5.1 Preliminary
5.1.1 Ind-sheaves
Let M be any good topological space. Let H ∈ ICM . For any relatively compact open subset U , there exists
the natural morphisms CU ⊗H −→ H .
Lemma 5.1 H is isomorphic to lim−→U (CU ⊗H) in ICM .
Proof There exists a small filtrant category I and a functor α : I −→ Modc(CM ) so that H = “ lim−→”α, where
Modc(CM ) denote the category of CM -modules whose supports are compact. Recall that CU⊗H = “ lim−→”
(
CU⊗
α
)
by definition [16]. For any G ∈ Modc(CM ), if U is sufficiently large, the induced morphisms Hom(G,CU ⊗
αi) −→ Hom(G,αi) are isomorphisms for any i ∈ I. Hence, lim−→iHom(G,CU ⊗ αi) −→ lim−→iHom(G,αi) is an
isomorphism. We regard CU ⊗H and H as objects in Modc(CM )∧. By the above, for any G ∈ Modc(CM ), if
U is sufficient large, (CU ⊗H)(G) is naturally isomorphic to H(G). It implies that lim−→U (CU ⊗H) −→ H is an
isomorphism in Modc(CM )∧. Because the functor ICM −→ Modc(CM )∧ commutes with inductive limits [17,
Theorem 6.1.8], we obtain lim−→U (CU ⊗H) ≃ H in ICM .
Let C be any locally closed relatively compact subset of M .
Lemma 5.2 The functor H 7−→ CC ⊗H is an exact functor on ICM .
Proof Let 0 −→ H(1) −→ H(2) −→ H(3) −→ 0 be an exact sequence in ICM . There exist a filtrant small
category I and an exact sequence of functors 0 −→ α(1) −→ α(2) −→ α(3) −→ 0 from I to Modc(CM ) such
that 0 −→ “ lim−→”α
(1) −→ “ lim−→”α
(2) −→ “ lim−→”α
(3) −→ 0 is 0 −→ H(1) −→ H(2) −→ H(3) −→ 0. (See
[16, Theorem 1.3.1] and the remark right after the theorem.) By [15, Proposition 2.3.6, Proposition 2.3.10],
0 −→ CC ⊗ α(1)i −→ CC ⊗α(2)i −→ CC ⊗ α(3)i −→ 0 are exact for any i ∈ I, we obtain that 0 −→ CC ⊗H(1) −→
CC ⊗H(2) −→ CC ⊗H(3) −→ 0 is exact.
Let Z be a closed subset of C. We set C0 := C \ Z. There exists the naturally defined exact sequence
0 −→ CC0 −→ CC −→ CZ −→ 0 in Modc(CM ). For any H ∈ ICM , we obtain the following morphisms in ICM :
0 −→ CC0 ⊗H −→ CC ⊗H −→ CZ ⊗H −→ 0. (12)
Lemma 5.3 The sequence (12) is exact.
Proof There exists a functor α from a small filtrant category I to Modc(CM ) such that H = “ lim−→”α. The
sequences 0 −→ CC0 ⊗ αi −→ CC ⊗ αi −→ CZ ⊗ αi −→ 0 are exact for any i. Hence, we obtain that (12) is
exact.
5.1.2 Enhanced ind-sheaves
Following [3], we define the bordered spaces R∞ := (R,R) and R := (R,R). Let j :M ×R∞ −→M ×R be the
inclusion. Let π :M × R∞ −→M and π :M × R −→M denote the projections.
For anyK ∈ Eb(ICM ), and for any relatively compact open subset U ofM , there exists a natural isomorphism
LE
(
π−1(CU )⊗K
) ≃ π−1(CU )⊗LE(K) in Db(ICR∞×M ), which follows from [3, Lemma 4.3.1] and the construction
of LE in [3, (4.4.1) and Notation 4.4.5]. There also exists a natural isomorphism Rj!!
(
π−1(CU ) ⊗ LEK
) ≃
π−1(CU )⊗Rj!!LE(K) in Db(ICR×M ), which follows from [16, Theorem 5.2.7]. Hence, we obtain an isomorphism
Rj!!L
E(π−1(CU )⊗K) ≃ π−1(CU )⊗Rj!!LE(K) in Db(ICR×M ).
Let H0Eb(ICM ) denote the heart of Eb(ICM ) with respect to the t-structure in [3, §4.6]. Recall that an
object K ∈ Eb(ICM ) is contained in H0Eb(ICM ) if and only if the object Rj!!LEK ∈ Db(ICR×M ) is contained
in ICR×M . For such K, and for any relatively compact open subset U of M , π
−1(CU ) ⊗ K is contained in
H0Eb(ICM ) because Rj!!LE(π−1(CU ) ⊗K) ≃ π−1(CU ) ⊗ Rj!!LE(K). For inclusions U1 ⊂ U2, there exists the
natural morphism π−1(CU1)⊗K −→ π−1(CU2)⊗K.
30
Lemma 5.4 For any object K of H0Eb(ICM ), there exists the natural isomorphism K ≃ lim−→U
(
π−1(CU )⊗K
)
in H0Eb(ICM ).
Proof By the definition of the t-structures, there exists the fully faithful embedding of the abelian categories
H0Eb(ICM ) −→ ICR×M induced by G 7−→ Rj!!LE(G). By Lemma 5.1, there exist the natural isomorphisms
Rj!!L
E(K) ≃ lim−→U
(
π−1(CU )⊗Rj!!LE(K)
) ≃ lim−→U Rj!!LE(π−1(CU )⊗K). Hence, we obtain the natural isomor-
phism K ≃ lim−→U
(
π−1(CU )⊗K
)
in H0Eb(ICM ).
Let C be any relatively compact locally closed subset of M . We obtain the following from Lemma 5.2.
Lemma 5.5 The functor K 7−→ π−1(CC)⊗K on Eb(CM ) induces an exact functor on H0Eb(CM ).
Let Z be a closed subset in C. Set C0 := C \ Z. We obtain the following from Lemma 5.3.
Lemma 5.6 0 −→ π−1(CC0)⊗K −→ π−1(CC)⊗K −→ π−1(CZ)⊗K −→ 0 is an exact sequence in H0Eb(ICM ).
5.2 Stably free enhanced ind-sheaves
5.2.1 Enhanced ind-sheaves associated to global subanalytic functions
Suppose that M is a subanalytic space. (See [3, Definition 2.3.1] for subanalytic spaces.) Let C ⊂ M be any
locally closed subanalytic subset. Let g be a continuous subanalytic function on (C,M). Set Z(g) := {(x, t) ∈
C ×R | t ≥ g(x)} ⊂M ×R. Let Ct≥g denote the R-constructible sheaf CZ(g) on M ×R, which can be extended
to an R-constructible sheaf on M × R. We obtain CEM
+⊗ Ct≥g in H0Eb(ICM ). (See [3].)
Lemma 5.7 Let L be any local system on M . Let gi (i = 1, 2) be continuous subanalytic functions on M such
that g1(x) ≤ g2(x) for any x ∈M . The natural morphism κ : π−1(L)⊗
(
CEM
+⊗Ct≥g1
) −→ π−1(L)⊗(CEM +⊗Ct≥g2)
is an isomorphism in Eb(ICM ).
Proof By Lemma 5.4, it is enough to prove that the natural morphism
π−1(CU ⊗ L)⊗
(
CEM
+⊗ Ct≥g1
) −→ π−1(CU ⊗ L)⊗ (CEM +⊗ Ct≥g2) (13)
is an isomorphism for any relatively compact open subanalytic subset U ⊂M . By [3, Lemma 4.3.1], there exist
the following natural isomorphisms:
π−1(CU ⊗ L)⊗ (CEM
+⊗ Ct≥gi) ≃ CEM
+⊗ (π−1(L|U )⊗ Ct≥gi|U ).
By [3, Remark 4.1.3], there exist natural isomorphisms Ct≥a
+⊗ Ct≥gi|U ≃ Ct≥gi|U+a for any a ∈ R. By [3,
Proposition 4.7.9], there exist the following natural isomorphisms:
HomEb(ICM )
(
CEM
+⊗ (π−1(L|U )⊗ Ct≥gi|U ),CEM +⊗ (π−1(L|U )⊗ Ct≥gj|U ))
≃ lim−→
a→∞
HomMod(CM×R)
(
π−1(L|U )⊗ Ct≥gi|U , π−1(L|U )⊗ Ct≥gj|U+a
)
. (14)
Let b be any large number such that g2(x) ≤ g1(x) + b for any x ∈ U . There exists the natural morphism
π−1(L|U )⊗ Ct≥g2|U −→ π−1(L|U )⊗ Ct≥g1|U+b. By (14), it induces a morphism
κ1 : CEM
+⊗ (π−1(L|U )⊗ Ct≥g2|U ) −→ CEM +⊗ (π−1(L|U )⊗ Ct≥g1|U )
in Eb(ICM ). The composite κ1 ◦ κ is induced by the natural morphism π−1(L|U ) ⊗ Ct≥g1|U −→ π−1(L|U ) ⊗
Ct≥g1|U+b. Hence, we can easily observe that κ1 ◦ κ is equal to the identity of CEM
+⊗ (π−1(L|U ) ⊗ Ct≥g1|U ).
Similarly, we can observe that κ ◦ κ1 is the identity. Hence, the morphism (13) is an isomorphism.
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For any continuous subanalytic function g on M , we define the continuous subanalytic function g− on M
by g−(x) := min{0, g(x)}. There exist the following natural morphisms
π−1(L)⊗ CEM ≃ π−1(L)⊗
(
CEM
+⊗ Ct≥0
) c1←−−−− π−1(L)⊗ (CEM +⊗ Ct≥g−) c2−−−−→ π−1(L)⊗ (CEM +⊗ Ct≥g).
Corollary 5.8 The morphisms ci are isomorphisms in E
b(ICM ). In this sense, there exists a canonical iso-
morphism π−1(L)⊗ CEM ≃ π−1(L)⊗
(
CEM
+⊗ Ct≥g
)
for any continuous subanalytic function g on M .
5.2.2 Pre-orders on the sets of continuous subanalytic functions
Let Sub(C,M) denote the set of continuous subanalytic functions on (C,M). We define the pre-order ≺ on
Sub(C,M) by the condition; g ≺ f holds if f − g is bounded from above on U ∩ C for any relatively compact
subset U in M . We remark that this definition is suitable for filtrations studied in §5.2.4 below. The pre-order
induces the equivalence relation ∼ on Sub(C,M) defined by g ∼ f def⇐⇒ g ≺ f and f ≺ g. Let Sub(C,M) denote
the quotient set of Sub(C,M) by the above equivalence relation ∼.
Let C′ be a locally closed subanalytic subset in a real analytic manifold M ′. Let F : (C′,M ′) −→ (C,M) be
a real analytic map. The map Sub(C,M) −→ Sub(C′,M ′) is induced by the pull back f 7−→ F ∗(f). If f ≺ g
holds in Sub(C,M), then F ∗f ≺ F ∗g holds in Sub(C′,M ′). The map Sub(C,M) −→ Sub(C′,M ′) is naturally
induced.
Lemma 5.9 For gi ∈ Sub(C,M) (i = 1, 2), g1 ≺ g2 holds if and only if the following condition is satisfied.
• Let γ : (I◦, I) −→ (C,M) be any real analytic map. Then, γ∗(g1) ≺ γ∗(g2) holds in Sub(I◦, I).
Proof The “only if” part is clear. Let us prove the “if” part. Suppose that g1 6≺ g2. Set h := g2 − g1.
There exists a compact subset V ⊂ M such that h is not bounded from above on V ∩ C. Let Γh,V ∩C denote
the graph of h|V ∩C . The closure of Γh,V ∩C in M × R∞ contains a point in M × {∞}. By the curve selection
lemma, we can choose a real analytic map γ : (I◦, I) −→ (C,M) such that γ∗(h) is not bounded from above,
i.e., γ∗(g1) 6≺ γ∗(g2).
5.2.3 Spaces of morphisms in some basic cases
Let iC : C −→ M denote the inclusion. Let Li (i = 1, 2) be a local system on C. We put Li,M := iC!Li ∈
Mod(CM ). Let gi (i = 1, 2) be continuous subanalytic functions on (C,M). By Corollary 5.8, there exists
a natural isomorphism Ei−1C
(
CEM
+⊗ (π−1(Li,M ) ⊗ Ct≥gi)) ≃ CEC ⊗ π−1(Li) in Eb(ICC). Recall that the fully
faithful embedding Db(CC) −→ Eb(ICC) is induced by G 7−→ π−1(G)⊗CEM . (See [16, Proposition 5.1.1] and [3,
Proposition 4.7.15].) Hence, the functor Ei−1C induces the following morphism:
HomEb(ICM )
(
CEM
+⊗ (π−1(L1,M )⊗ Ct≥g1),CEM +⊗ (π−1(L2,M )⊗ Ct≥g2)) −→ HomMod(CC)(L1, L2). (15)
Lemma 5.10 The morphism (15) is injective. If g2 ≺ g1 in Sub(C,M), the morphism is an isomorphism. If C
is connected and if g2 6≺ g1 in Sub(C,M), then we obtain
HomEb(ICM )
(
CEM
+⊗ (π−1(L1,M )⊗ Ct≥g1),CEM +⊗ (π−1(L2,M )⊗ Ct≥g2)) = 0.
Proof Let U be any relatively compact open subanalytic subset in M . There exist the following morphisms:
HomEb(ICM )
(
CEM
+⊗ (π−1(CU ⊗ L1,M )⊗ Ct≥g1),CEM +⊗ (π−1(L2,M )⊗ Ct≥g2))
≃ lim−→
a→∞
HomMod(CM×R)
(
π−1(CU ⊗ L1,M )⊗ Ct≥g1−a, π−1(L2,M )⊗ Ct≥g2
)
κU−→ HomMod(CM×R)
(
π−1(CU ⊗ L1,M ), π−1(L2,M )⊗ Ct≥g2
)
≃ HomMod(CM×R)
(
π−1(CU ⊗ L1,M ), π−1(L2,M )
) ≃ HomCC(CC∩U ⊗ L1, L2). (16)
32
Here, κU is injective. Moreover, if g1 − g2 is bounded from above on C ∩ U , then κU is an isomorphism. The
morphism (15) is equal to the projective limit of (16), where U runs through the set of relatively compact open
subsets of M . Hence, we obtain that (15) is injective, and that (15) is an isomorphism in the case g2 ≺ g1.
Suppose that C is connected and g2 6≺ g1. There exists P ∈ C around which g1 − g2 is not bounded from
above. Let U be a relatively compact subanalytic open neighbourhood of P . Let U ∩ C = ∐ Ci denote the
decomposition into connected components. There exists i0 such that g1− g2 is not bounded from above on Ci0 .
We obtain the following:
HomEb(ICM )
(
CEM
+⊗ (π−1(CCi0 ⊗ L1,M )⊗ Ct≥g1),CEM +⊗ (π−1(L2,M )⊗ Ct≥g2))
≃ lim−→
a→∞
HomMod(CM×R)
(
π−1(CCi0 ⊗ L1,M )⊗ Ct≥g1−a, π−1(L2,M )⊗ Ct≥g2
)
= 0 (17)
Let s be an element of the image of (15). By (17), the restriction of s to Ci0 is 0. Because C is assumed to be
connected, we obtain s = 0.
Corollary 5.11 Suppose that g1 − g2 is positive and that g2 6≺ g1. Then, CEM
+⊗ Cg2≤t<g1 is not isomorphic to
0 in Eb(ICM ).
Proof There exists the distinguished triangle CEM
+⊗ Cg2≤t<g1 −→ CEM
+⊗ Ct≥g2 a−→ CEM
+⊗ Ct≥g1 −→ CEM
+⊗
Cg2≤t<g1 [1]. Because a is not an isomorphism in Eb(ICM ) by Lemma 5.10, CEM
+⊗Cg2≤t<g1 is not isomorphic to
0.
The restriction Eι−1C (K) is denoted by K|C. If K = C
E
M
+⊗ Ct≥gi , then we obtain K|U ≃ CEU as observed in
Corollary 5.8.
Corollary 5.12 An isomorphism Φ : (CEM
+⊗ Ct≥g1)|C ≃ (CEM
+⊗ Ct≥g2)|C can be extended to a morphism
Φ˜ : CEM
+⊗ Ct≥g1 −→ CEM
+⊗ Ct≥g2 if and only if the following holds:
• For any real analytic map γ : (I◦, I) −→ (C,M), the isomorphism γ−1(Φ) extends to a morphism
Eγ−1
(
CEM
+⊗ Ct≥g1
)
−→ Eγ−1
(
CEM
+⊗ Ct≥g2
)
.
If such a morphism Φ˜ exists, it is unique.
Proof The “only if” part is clear. Let us see the “if” part. Under the assumption, γ−1(g2) ≺ γ−1(g1) holds
for any real analytic map γ : (I◦, I) −→ (C,M). Hence, g2 ≺ g1 holds by Lemma 5.9.
Lemma 5.13 Let h, α and β be continuous subanalytic functions on (U,M). We assume that α(P ) < β(P )
for any P ∈ U . Let Li (i = 1, 2) be local systems on U . Then, we obtain
HomEb(ICM )
(
CEM
+⊗ (π−1(L1,M )⊗ Ct≥h), CEM +⊗ (π−1(L2,M )⊗ Cα≤t<β)) = 0. (18)
Proof Let U be a relatively compact subanalytic open subset in M . There exists the following natural iso-
morphisms:
HomEb(ICM )
(
CEM
+⊗ (π−1(CU ⊗ L1,M )⊗ Ct≥h),CEM +⊗ (Cα≤t<β ⊗ π−1(L2,M ))) ≃
lim−→
a→∞
HomMod(CM×R)
((
π−1(CU ⊗ L1,M )⊗ Ct≥h−a
)
, π−1(L2,M )⊗ Cα≤t<β
)
= 0. (19)
Then, we obtain (18) by taking the projective limit.
Similarly, we obtain the following lemma.
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Lemma 5.14 Let αi and βi (i = 1, 2) be continuous subanalytic functions on (C,M). We assume αi(P ) < βi(P )
for any P ∈ C. Let Li (i = 1, 2) be local systems on C. Unless α2 ≺ α1 and β2 ≺ β1, we obtain
HomEb(ICM )
(
CEM
+⊗ (π−1(L1,M )⊗ Cα1≤t<β1), CEM +⊗ (π−1(L2,M )⊗ Cα2≤t<β2)) = 0. (20)
5.2.4 Canonical filtrations
Assume that C is connected. Let I = {g1, . . . , gm} be a finite tuple in Sub(C,M). Let I denote the image of
I −→ Sub(C,M). We obtain the induced order ≺ on I. For each gj ∈ I, let [gj ] denote the induced element in
I. We consider an object of the form K =
⊕m
i=1 C
E
M
+⊗ Ct≥gi in Eb(ICM ). It is equipped with the filtration FC
indexed by (I,≺) obtained as follows:
FC[g](K) :=
⊕
gi∈I
[gi]≺[g]
CEM
+⊗ Ct≥gi .
We may regard FC as a filtration indexed by (Sub(C,M),≺C).
Lemma 5.15 Let I1 = {g1, . . . , gm} and I2 = {h1, . . . , hℓ} be tuples in Sub(C,M). Suppose that
K =
m⊕
i=1
CEM
+⊗ Ct≥gi =
ℓ⊕
j=1
CEM
+⊗ Ct≥hj .
Then, (I1,≺) = (I2,≺) holds, and the induced filtrations on K are the same.
Proof Let a ∈ I1 be a minimal element. Suppose that the set {a′ ∈ I2 | a′ ≺ a} is empty. If gi ∈ I1 such that
[gi] = a, any morphism CEM
+⊗ Ct≥gi −→ CEM
+⊗ Ct≥hj is 0. It implies that any morphism CEM
+⊗ Ct≥gi −→ K is
0, which arises a contradiction. Hence, the set {a′ ∈ I2 | a′ ≺ a} is not empty. There exists a minimal element
b ∈ I2 such that b ≺ a. There also exists a minimal element c in I1 such that c ≺ b, and hence c ≺ a. Because
a and c are minimal, we obtain a = c = b. The composite of the morphisms
m⊕
j=1
CEM
+⊗ Ct≥gj −→
ℓ⊕
j=1
CEM
+⊗ Ct≥hj −→ CEM
+⊗
( ℓ⊕
j=1
Ct≥hj
/ ⊕
[hj ]=b
Ct≥hj
)
induces
CEM
+⊗
( m⊕
j=1
Ct≥gj
/ ⊕
[gj ]=b
Ct≥gj
)
−→ CEM
+⊗
( ℓ⊕
j=1
Ct≥hj
/ ⊕
[hj]=b
Ct≥hj
)
. (21)
It is easy to see that the morphism (21) is an isomorphism. Hence, by an easy induction, we obtain the claim
of the lemma.
Definition 5.16 If K =
⊕
g∈I C
E
M
+⊗ Ct≥g, we say that the tuple I controls the growth order of K.
As observed in Corollary 5.8, for such K, the restriction K|C ∈ Eb(ICC) is isomorphic to (CEC)⊕|I|, i.e., it
comes from the free CC-module which is equipped with the induced filtration F indexed by (I,≺). We can
recover K from the free CC-module with the filtration F .
Lemma 5.17 Let Ii (i = 1, 2) be tuples of continuous subanalytic functions on (C,M). We set Ki :=⊕
g∈Ii C
E
M
+⊗ Ct≥g. Let (Li,F) be the underlying filtered CC-free modules. There exists a natural bijection
HomEb(ICM )
(
K1,K2
) ≃ {f ∈ HomMod(CC)(L1, L2) ∣∣ f(FaL1) ⊂ FaL2 (∀a ∈ Sub(C,M))}.
In particular, there exists the natural injection HomEb(ICM )
(
K1,K2
) −→ HomMod(CC)(L1, L2).
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Proof It follows from Lemma 5.10.
Let Ii (i = 1, 2) be tuples in Sub(C,M). Let αj < βj (j = 1, . . . ,m) be continuous subanalytic functions on
(C,M). We set
Ki :=
⊕
g∈Ii
CEM
+⊗ Ct≥g, F :=
m⊕
j=1
CEM
+⊗ Cαj≤t<βj .
Note that HomEb(ICM )
(
Ki, F
)
= 0 by Lemma 5.13.
Lemma 5.18 If ρ : K1 ≃ K2 ⊕ F in Eb(ICM ), then we obtain F = 0 and K1 ≃ K2. In particular, αj ∼ βj
holds for any j. Moreover, I1 = I2 holds in Sub(C,M), which is compatible with the multiplicities.
Proof Let a : F −→ K2 ⊕ F and b : K2 ⊕ F −→ F denote the natural morphisms for which b ◦ a = idF holds.
Because any morphism K1 −→ F is 0, we obtain idF = 0, and hence F = 0.
5.2.5 Prolongations of morphisms
Let Ii (i = 1, 2) be finite tuples in Sub(C,M) (i = 1, 2). We set Ki :=
⊕
g∈Ii C
E
M
+⊗ Ct≥g. Let (Li,FC) denote
the corresponding local systems with a filtration on C. Let Φ : L1 −→ L2 be a morphism of local systems on C.
A prolongation of Φ is a morphism Φ˜ : K1 −→ K2 such that Ei−1C (Φ˜) = Φ. If such a prolongation exists, it is
unique.
Lemma 5.19 There exists a prolongation of Φ if and only if the following holds.
• For any real analytic map γ : (I◦, I) −→ (C,M), the morphism γ−1|I◦ (Φ) : γ−1|I◦ L1 −→ γ−1|I◦ L2 extends to a
morphism Eγ−1(K1) −→ Eγ−1(K2).
Proof The “only if” part is clear. The “if” part follows from Corollary 5.12.
5.2.6 Appendix: Canonical filtrations on stably free enhanced ind-sheaves
We can also consider a canonical filtration in a more general case. We set Sub
∗
(C,M) := Sub(C,M)⊔{∞}. We
define the order ≺ on Sub∗(C,M)2 by the condition; (a, b) ≺ (a′, b′) if a ≺ a′ and b ≺ b′.
We set Sub∗(C,M) := Sub(C,M)⊔{∞}. Let (αi, βi) (i = 1, . . . ,m) be pairs in Sub∗(C,M) such that αi < βi
on C. We consider any object of the form K =⊕mi=1 CEM +⊗Cαi≤t<βi in Eb(ICM ). Then, we obtain the filtration
FC on K indexed by (Sub∗(C,M)2,≺) by
FC(α,β)(K) :=
⊕
([αi],[βi])≺([α],[β])
CEM
+⊗ Cαi≤t<βi .
It is canonically defined for K, which can be shown as in the case of Lemma 5.15.
5.3 Prolongations of local systems
5.3.1 Prolongations
Let M be a real analytic manifold. Let C be a locally closed subanalytic subset in M . The closure of C in
M is denoted by C. The inclusion C −→ C is also denoted by iC . Let C denote the bordered space (C, C).
Let iC : C −→ M denote the naturally defined morphism of the bordered spaces. We may naturally regard
E
b
R-c(ICC) as a full subcategory of E
b
R-c(ICM ) by the fully faithful functor EiC!!.
Let L be a local system on C. An object K of EbR-c(ICC) with an isomorphism ιK : Ei−1C K ≃ CEC ⊗ π−1(L)
in Eb(ICC) is called a prolongation of L in EbR-c(ICC). A morphism ϕ : (K1, ιK1) −→ (K2, ιK2) of prolongations
of L is a morphism ϕ : K1 −→ K2 in EbR-c(ICC) such that ιK2 ◦ ϕ|C = ιK1 .
Let I◦ denote the bordered space (I◦, I). We consider the following condition on prolongationsK ∈ EbR-c(ICC)
of a local system on C:
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• For any real analytic map γ : (I◦, I) −→ (C,M), there exist continuous subanalytic functions h1, . . . , hm
on (I◦, I) such that Eγ−1K ≃⊕mj=1 CEI +⊗ Ct≥hj in EbR-c(ICI◦).
Let Protf (C,M) denote the category of prolongations of local systems satisfying the above condition.
5.3.2 Filtrations by subanalytic subsets
We recall [3, Lemma 4.9.9]. For any K ∈ EbR-c(ICM ), there exists a filtration M = M (0) ⊃ M (1) ⊃ M (2) ⊃ · · ·
by closed subanalytic subsets such that the following holds.
• M (i) \M (i+1) are subanalytic submanifold of M of codimension i.
• Let M (i) \M (i+1) = ∐j∈Λ(i) C(i)j be the decomposition into the connected components. Then, for any
m ∈ Z, i ∈ Z≥0 and j ∈ Λ(i), there exist continuous subanalytic functions g(i)j,k,m (k ∈ Γ1(i, j,m)) and
ψ
(i)
j,ℓ,m < φ
(i)
j,ℓ,m (ℓ ∈ Γ2(i, j,m)) on (C(i)j ,M) such that
π−1(CC(i)j
)⊗K ≃
⊕
m∈Z
⊕
k∈Γ1(i,j,m)
CEM
+⊗ C
t≥g(i)j,k,m
[m]⊕
⊕
m∈Z
⊕
ℓ∈Γ2(i,j,m)
CEM
+⊗ C
ψ
(i)
j,ℓ,m≤t<φ(i)j,ℓ,m
[m].
Such a filtration is called a filtration for K.
Lemma 5.20 For any K ∈ Protf (C,M), there exists a filtration C = C(0) ⊃ C(1) ⊃ C(2) ⊃ · · · such that the
following holds.
• C(i) \ C(i+1) are locally closed subanalytic submanifolds of M of codimension i in M .
• Let C(i) \ C(i+1) = ∐ C(i)j be the decomposition into connected components. Then, there exist subanalytic
functions g
(i)
j,k (k ∈ Γ(i, j)) on (C(i)j ,M) such that the following holds in EbR-c(ICM ):
π−1(CC(i)j
)⊗ EiC!!K ≃
⊕
k∈Γ(i,j)
CEM
+⊗ C
t≥g(i)j,k
.
Proof Let M =M (0) ⊃ M (1) ⊃ · · · be a filtration for EiC!!K as above. We may regard it as a filtration of C.
Let M (i) \M (i+1) = ∐j∈Λ(i) C(i)j be the decomposition into connected components. For any m ∈ Z, i ∈ Z≥0
and j ∈ Λ(i), there exist subanalytic functions g(i)j,k,m (k ∈ Γ1(i, j,m)) and ψ(i)j,ℓ,m < φ(i)j,ℓ,m (ℓ ∈ Γ2(i, j,m)) with
an isomorphism
π−1(CC(i)j
)⊗ EiC!!K ≃
⊕
m∈Z
⊕
k∈Γ1(i,j,m)
CEM
+⊗ C
t≥g(i)j,k,m
[m]⊕
⊕
m∈Z
⊕
ℓ∈Γ2(i,j,m)
CEM
+⊗ C
ψ
(i)
j,ℓ,m≤t<φ(i)j,ℓ,m
[m].
Let γ : (I◦, I) −→ (C(i)j ,M) be any real analytic map such that γ is an injection. Then, there exist isomorphisms
π−1(Cγ(I◦))⊗ EiC!!K ≃ Eγ!!Eγ−1K ≃
N⊕
i=1
CEM
+⊗ Ct≥hi
for some subanalytic functions hi on (γ(I◦),M). Hence, we obtain Γ1(i, j,m) = ∅ unless m = 0, and ψ(i)j,ℓ,m and
φ
(i)
j,ℓ,m are mutually bounded for any (i, j, ℓ,m).
Let H0EbR-c(ICM ) denote the heart of EbR-c(ICM ) with respect to the t-structure in [3, §4.6]. (See also [3,
Lemma 4.9.5].)
Corollary 5.21 EiC!! Protf (C,M) is a full subcategory of H0EbR-c(ICM ).
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5.3.3 Description as quotient
Let (K, ιK) ∈ Protf (C,M) be a prolongation of a local system L on C. Set LM := iC!L ∈ Mod(CM ). For any
continuous subanalytic function G ∈ Sub(C,M), we obtain the following object in Protf (C,M):
KG := Ei
−1
C
(
CEM
+⊗ (π−1LM ⊗ Ct≥G)).
Lemma 5.22 Suppose that C is relatively compact in M . Then, there exist a continuous subanalytic function
G ∈ Sub(C,M) and a morphism ρ : KG −→ K in Protf (C,M), such that EiC!!(ρ) is an epimorphism in
H0EbR-c(ICM ). Such a morphism KG −→ K is unique.
Proof By [3, Lemma 4.6.3, Proposition 4.7.2], there exists an R-constructible sheaf F on C × R∞ such that
Ct≥0
+⊗ F ≃ F and K ≃ CEC
+⊗ F. As in the proof of [3, Lemma 4.9.9], there exists a filtration C = C(0) ⊃ C(1) ⊃
C(2) ⊃ · · · of C by closed subanalytic subsets such that the following holds:
• C(i) \ C(i+1) are submanifolds of codimension i in M .
• Let C(i) \ C(i+1) = ∐ C(i)j be the decomposition into the connected components. Then, there exist sub-
analytic functions g
(i)
j,k (k ∈ Γ(i, j)) and ψ(i)j,ℓ < φ(i)j,ℓ (ℓ ∈ Λ(i, j)) on connected components C(i)j , and
isomorphisms
π−1(CC(i)j
)⊗ F ≃
⊕
k∈Γ(i,j)
C
t≥g(i)j,k
⊕
⊕
ℓ∈Λ(i,j)
C
ψ
(i)
j,ℓ≤t<φ(i)j,ℓ
.
For any relatively compact subset V ⊂ C, the restriction of |g(i)j,k| to V ∩ C(i)j are bounded. As we have already
observed, ψ
(i)
j,ℓ and φ
(i)
j,ℓ are mutually bounded for each (i, j, ℓ).
Let F1 and F2 denote the image and the cokernel of the naturally induced morphism π
−1π∗(F) −→ F. It is
easy to see that
π−1(CC(i)j
)⊗ F1 ≃
⊕
k∈Γ(i,j)
C
t≥g(i)j,k
, π−1(CC(i)j
)⊗ F2 ≃
⊕
ℓ∈Λ(i,j)
C
ψ
(i)
j,ℓ≤t<φ(i)j,ℓ
.
Then, we obtain CE
C
+⊗F2 ≃ 0 and K ≃ CEC
+⊗F ≃ CE
C
+⊗F1. We may assume that Λ(i, j) = ∅ from the beginning,
i.e.,
π−1(CC(i)j
)⊗ F ≃
⊕
k∈Γ(i,j)
C
t≥g(i)j,k
. (22)
By using Lemma 2.18 and Lemma 2.19, there exists a continuous subanalytic function G ∈ Sub(C,M) such
that G|C(i)j
< g
(i)
j,k for any i, j, k. By (22), we obtain Ct<G ⊗ F = 0.
There exists the natural isomorphism Φ : CEC
+⊗ (π−1(L)⊗ Ct≥0) ≃ (CEM +⊗ F)|C in EbR-c(ICC). Let V ⊂ C be
any relatively compact open subset. Then, Φ|V corresponds to a morphism
ΨV,a(V ) : π
−1(CV )⊗ π−1(L)⊗ Ct≥−a(V ) −→ π−1(CV )⊗ F
for a sufficiently large number a(V ) > 0. Because Ct<G⊗F = 0, the following morphism is induced by ΨV,a(V ):
ΨV,G : π
−1(CV )⊗ π−1(L)⊗ Ct≥G −→ π−1(CV )⊗ F.
By enlarging V , we obtain the morphism ΨG : π
−1(L) ⊗ Ct≥G −→ F on C × R∞. It induces the following
morphism in Protf (C,M):
KG = Eι
−1
C
CEM
+⊗ (π−1(LM )⊗ Ct≥G) ρ−→ Eι−1C CEM +⊗ F = K.
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Note that EiC!!K and EiC!!KG are objects in H0EbR-c(ICM ). We set
F (i)EiC!!K := π−1(CC(i))⊗ EiC!!K, F (i)EiC!!KG := π−1(CC(i))⊗ EiC!!KG.
By Lemma 5.6, they induce filtrations in the abelian category H0EbR-c(ICM ). By construction, the morphisms
Gr
(i)
F (ρ) : Gr
(i)
F EiC!!KG −→ Gr(i)F EiC!!K
are equal to the morphisms induced by the epimorphisms C
t≥G(i)j
−→ C
t≥g(i)j,k
, where G
(i)
j denotes the restriction
of G to C(i)j . Because the functor G 7−→ CEM
+⊗G is exact and preserves the t-structure, we obtain that Gr(i)F (ρ)
are epimorphisms. Hence, we obtain that ρ is an epimorphism.
Let ρ′ : KG −→ K be any morphism in Protf (C,M). It is induced by a morphism π−1(L)⊗ Ct≥G−a −→ F
in Mod(CC×R) for some a > 0. We obtain the induced morphism Ψ′G : π
−1(L)⊗Ct≥G −→ F, which also induces
ρ′. Note that the induced morphisms CEC
+⊗ Ψ′G and CEC
+⊗ ΨG are the same in Eb(ICC). Hence, we obtain that
ΨG = Ψ
′
G.
5.3.4 Prolongations of isomorphisms
Let (Ki, ιKi) ∈ Protf (C,M) (i = 1, 2) be prolongations of a local system L on C.
Proposition 5.23 The identity of L is extended to an isomorphism (K1, ιK1) ≃ (K2, ιK2) in Protf (C,M) if
and only if the following holds.
• For any real analytic map γ : (I◦, I) −→ (C,M), the identity of γ−1|I◦ (L) is extended to an isomorphism
Eγ−1(K1, ι1) ≃ Eγ−1(K2, ι2) in Protf (I◦, I).
If such an isomorphism exists, it is unique.
Proof It is enough to consider the case where C is relatively compact. The “only if” part is clear. Let us
prove the “if” part. Let L denote the local system on C such that Ka are prolongations of L. There exist a
continuous subanalytic function G and morphisms KG := CEM
+⊗ (π−1(L)⊗ Ct≥G) ρa−→ Ka in Protf (C,M). We
obtain the objects Ker(EiC!!(ρi)) in E
b
R-c(ICM ). It is enough to prove Ker(EiC!!(ρ1)) = Ker(EiC!!(ρ2)).
There exists a filtration C = C(0) ⊃ C(1) ⊃ · · · for both K1 and K2, by closed subanalytic subsets such that
C(i) \ C(i+1) are locally closed subanalytic submanifolds of M of codimension i. Let C(i) \ C(i+1) = ∐j∈Λ(i) C(i)j
be the decomposition into connected components. For a = 1, 2, there exist subanalytic functions g
(i)
a,j,p (p ∈
Γ(a, i, j)) such that
π−1(CC(i)j
)⊗ EiC!!Ka ≃
⊕
p∈Γ(a,i,j)
CEM
+⊗ C
t≥g(i)a,j,p
.
By Lemma 5.19, the identities of L|C(i)j
uniquely extend to isomorphisms π−1(CC(i)j
) ⊗ EiC!!K1 ≃ π−1(CC(i)j ) ⊗
EiC!!K2.
We set D(i) := C \ C(dimM+1−i). Then, D(i) gives a filtration by open subanalytic subsets of C such that
D(i) \ D(i+1) is i-dimensional locally closed subanalytic submanifolds of M . We set F (i)N := π−1(CD(i)) ⊗ N
for N ∈ H0EbR-c(ICM ). They induce filtrations F on N in the category H0EbR-c(ICM ). We also set Gr(i)F (N) :=
F (i)N/F (i+1)N . Note that KerGr(i)F (EiC!!(ρ1)) = KerGr(i)F (EiC!!(ρ2)) in Gr(i)F EiC!!KG. By Lemma 5.5 and
Lemma 5.6, we obtain Gr
(i)
F Ker(EiC!!(ρ1)) = Gr
(i)
F Ker(EiC!!(ρ2)) in Gr
(i)
F EiC!!KG. Hence, the claim of the “if”
part follows from Lemma 5.24 below. The uniqueness of isomorphisms follows from the uniqueness in Lemma
5.22.
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5.3.5 Appendix
Let C be any locally closed relatively compact subanalytic subset in M . Let Z ⊂ C be a subanalytic closed
subset. We set C1 := C \ Z and Z1 := Z ∩ C.
Let N0 be an object in H0EbR-c(ICM ) obtained as ιC!!N ′0 for an object N ′0 ∈ EbR-c(ICC). Let Na (a = 1, 2)
be subobjects of N0 in H0EbR-c(ICM ) such that π−1(CC)⊗Na ≃ Na. There exist the following exact sequences
(a = 0, 1, 2):
0 −→ π−1(CC1)⊗Na −→ Na −→ π−1(CZ1)⊗Na −→ 0.
Suppose that π−1(CZ1) ⊗ N1 = π−1(CZ1) ⊗ N2 in π−1(CZ1) ⊗ N0, and π−1(CC1) ⊗ N1 = π−1(CC1) ⊗ N2 in
π−1(CC1)⊗N0.
Lemma 5.24 Under the assumption, N1 = N2 holds.
Proof It is enough to prove that the induced morphism N1 −→ N0/N2 is 0. It is enough to prove that the
induced morphism π−1(CZ1)⊗N1 −→ π−1(CC1)⊗ (N0/N2) is 0.
Note that N1 = CEM
+⊗ F and N0/N2 = CEM
+⊗ G for some R-constructible sheaves F,G on C × R∞ such
that Ct≥0
+⊗ F ≃ F and Ct≥0
+⊗ G ≃ G. A morphism π−1(CZ1) ⊗ N1 −→ π−1(CC1) ⊗ (N0/N2) corresponds to
Ct≥−a
+⊗ (π−1(CZ1)⊗F) −→ π−1(CC1)⊗G for some a > 0, which has to be 0 by the support condition. Hence,
we obtain the desired vanishing.
5.4 A sufficient condition for the existence of global filtrations
Let U1 be an open ball in Rn−1. We put U := I◦ ×U1 and U := I×U1. We use the coordinate system (r,x) of
R× Rn−1. For any ramified real analytic function f =∑ fy(x)ry, set ordr(f) := min{y | fy 6= 0}.
Let J = {f (1), . . . , f (m)} be a finite tuple of ramified real analytic functions on U of the form f (j) =∑ f (j)y ry,
where r is the coordinate of I, and f
(j)
y are real analytic functions on U1 such that the following holds:
• If j 6= k, a(j, k) := ordr(f (j) − f (k)) is negative, and f (j)a(j,k) − f (k)a(j,k) is a nowhere vanishing function on
U1.
Let m(1), . . . ,m(m) be non-negative integers. LetK ∈ Protf (U,U) be a prolongation of L such that the following
holds:
• Let γ : (I◦, I) −→ (U,U) be any real analytic map such that γ(0) ∈ U \ U . Then, Eγ−1(K) is a stably
free enhanced ind-sheaf induced by the local system γ−1|I◦ (L) with a filtration F indexed by γ∗J such that
rankGrFγ−1f(j) γ
−1(L) = m(j).
Let us prove the following proposition.
Proposition 5.25 There exists a global filtration F on L indexed by J such that K is induced by (L,F).
5.4.1 Preliminary
Let C ⊂ Rn be a locally closed subanalytic subset. We consider tuples J1 = {f1, . . . , fm},J2 = {g1, . . . , gℓ} ⊂
Sub(C,Rn).
Lemma 5.26 We assume the following.
• For any real analytic map γ : (I◦, I) −→ (C,Rn), γ∗J1 = γ∗J2 holds in Sub(I◦, I).
Then, there exists a stratification C =∐ Ci such that J1|Ci = J2|Ci in Sub(Ci,Rn) for any i.
Proof We may assume that C is relatively compact of pure dimension m. Let C be the closure of C in Rn.
According to [2, 10], there exists a uniformization F :M −→ Rn of C, i.e., M is an m-dimensional real analytic
manifold, and F is a real analytic map such that F (M) = C. We obtain the functions F ∗(fi) and F ∗(gj) on
the subanalytic open subsets C′ := F−1(C), which are subanalytic as functions on (C′,M).
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According to Corollary 2.9, there exists a rectilinearization λα :Wα −→M (α ∈ Λ) for C′ and the functions
F ∗(fi), F ∗(gj), F ∗(fi − gj), F ∗(fi − fj) and F ∗(gi − gj) for any i and j. Set φα := F ◦ λα. Let Q be a
quadrant of Wα contained in φ
−1
α (C′). Let us observe that {φ∗α(fi)|Q} = {φ∗α(gj)|Q} holds in Sub(Q,Wα). Let
(x1, . . . , xn) be a standard coordinate system of Wα. We may assume Q = {xi > 0 (i ≤ m1), xi = 0 (i > m1)}
for some 0 ≤ m1 ≤ m.
If φ∗α(fi)|Q − φ∗α(fj)|Q is not constantly 0, we obtain the expression
φ∗α(fi)|Q − φ∗α(fj)|Q = a(0)i,j ·
∏
p≤m1
x
α(i,j)(0)p
p ,
where a
(0)
i,j is nowhere vanishing, and (α(i, j)
(0)
p ) ∈ (Q≥0)m1 ∪ (Q≤0)m1 . Hence, {φ∗α(fj)|Q} ⊂ Sub(Q,Wα) is
totally ordered. By a similar argument, we obtain that {φ∗α(fi)|Q} ∪ {φ∗α(gj)|Q} is totally ordered.
Suppose that φ∗α(fi)|Q is not contained in {φ∗α(gj)|Q}. For any j, we express
φ∗α(fi)|Q − φ∗α(gj)|Q = ai,j ·
∏
p≤m1
xα(i,j)pp ,
where ai,j are nowhere vanishing, and (α(i, j)p) ∈ (Q≤0)m1 \ {(0, . . . , 0)}.
Let φ∗α(gj1)|Q be a representative of the maximum of {φ∗α(gj)|Q |φ∗α(gj)|Q ≺ φ∗α(fi)|Q}. Let φ∗α(gj2)|Q be
a representative of the minimum of {φ∗α(gj)|Q |φ∗α(fi)|Q ≺ φ∗α(gj)|Q}. Note that either one of the following
holds: (1) α(i, j1)p ≤ α(i, j2)p for any p, or (2) α(i, j1)p ≥ α(i, j2)p for any p. Hence, there exists p such that
α(i, j1)p < 0 and α(i, j2)p < 0. Let (c1, . . . , cp−1, cp+1, . . . , cmi) be any point of R
mi−1
>0 . Let γp : I −→ Q be the
real analytic map such that γp(t) = (c1, . . . , cp−1, ǫt, cp+1, . . . , cmi , 0, . . . , 0) for a sufficiently small ǫ > 0. Then,
we obtain γ∗pφ
∗
α(gj) 6= γ∗pφ∗α(fi) in Sub(I◦, I) for any j, which contradicts the assumption. Hence, we obtain
φ∗α(fi)|Q ∈ {φ∗α(gj)|Q}. Similarly, we obtain φ∗α(gj)|Q ∈ {φ∗α(fi)|Q}, and thus {φ∗α(fi)|Q} = {φ∗α(gj)|Q}.
There exist subanalytic compact subsets Nα ⊂Wα such that
⋃
α∈Λ λα(Nα) =M . We can describe C as the
union of the subanalytic subsets N (α,Q) := φα(Q∩Nα), where α runs through Λ, and Q runs through the set
of quadrants in Wα such that Q ⊂ φ−1α (C). Note that J1|N (α,Q) = J2|N (α,Q) in Sub(N (α,Q),Rn). By using
[15, Lemma 8.3.21], we can construct a stratification with the desired property which is finer than the covering
C = ⋃N (α,Q).
5.4.2 Proof of Proposition 5.25
By Lemma 5.26, there exists a subanalytic stratification U =
∐ C with an isomorphism
π−1(CC)⊗K ≃
⊕(
CE
+⊗ C
t≥f(j)
|C
)
⊗ Cm(j).
Let J C denote the image of J in Sub(C, U). We obtain the filtration FC of L|C indexed by J C such that
rankGrF
C
f (L|C) =
∑
f(j)≡f m(j), where f
(j) runs through J which are equivalent to f in Sub(C, U).
Lemma 5.27 There exists a filtration F on L such that for any C the filtration of L|C induced by F indexed
by J C is equal to the filtration FC.
Proof Let C1 be an n-dimensional stratum. Let C2 be a stratum contained in the closure of C1. Assume that
the closure of C2 intersects with U \U . We have already obtained the filtrations FCi of L|Ci (i = 1, 2). By using
a path γ : (I◦, I) −→ (C1, U) such that γ(0) ∈ C2, we obtain a filtration on L|C2 induced by the filtration FC1 ,
which is also denoted by FC1 . It is enough to compare the filtrations FC1 and FC2 of L|C2 .
By using a rectilinearization of the subanalytic sets C1 and C2, there exists a real analytic map φ : [0, 1]×
[0, 1] −→ U such that the following holds:
• φ(a, b) ∈ C1 for any a > 0 and b > 0.
• φ(a, 0) ∈ C2 for any a > 0.
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• φ(0, b) ∈ U \ U for any b.
Set Z := [0, 1]× [0, 1] and Z◦ := Z \ ({0}× [0, 1]). We obtain the bordered space Z = (Z◦, Z). Let us study
Eφ−1K in EbR-c(Z).
Set U := Z◦ \ ([0, 1]× {0}) and Y ◦ :=]0, 1]× {0}. We set h(j) := φ∗(f (j)). The restrictions to U and Y ◦ are
denoted by h
(j)
U and h
(j)
Y ◦ , respectively.
Let FU denote the filtration of φ−1(L)|U indexed by {h(j)U } which is induced by FC1 . It naturally extends to
a filtration FZ◦ of φ−1(L) indexed by {h(j)}. By taking the restriction to Y ◦, we obtain the filtration FZ◦|Y ◦ of
φ−1(L)|Y ◦ . Let FY ◦ denote the filtration of φ−1(L)|Y ◦ indexed by {h(j)Y ◦} which is induced by FC2 . It is enough
to prove FZ◦|Y ◦ = FY
◦
.
There exists an R-constructible sheaf N on Z × R∞ such that CE
+⊗ N ≃ Eφ−1(K) and Ct≥0
+⊗ N ≃ N .
There exist the following natural morphisms:
CE
+⊗ (π−1(CU )⊗N) ≃⊕CE +⊗ (Ct≥h(j)U ⊗ Cm(j)) −→
⊕
CE
+⊗ (Ct≥h(j) ⊗ Cm(j)).
We may assume that it is induced by a morphism π−1(CU ) ⊗ N −→
⊕
Ct≥h(j) ⊗ Cm(j), which extends to
N −→⊕Ct≥h(j) ⊗ Cm(j). Hence, there exists a morphism
Eφ−1(K) −→
⊕
CE
+⊗ (Ct≥h(j) ⊗ Cm(j))
whose restriction to Z◦ is the identity of φ−1(L). Set Y := [0, 1]× {0}, and Y = (Y ◦, Y ). Let ι : Y −→ Z be
the inclusion of bordered spaces. We obtain a morphism
E(φ ◦ ι)−1K −→
⊕
CE
+⊗ (C
t≥h(j)
Y ◦
⊗ Cm(j))
whose restriction to Y ◦ is the identity of φ−1(L)|Y ◦ . It implies FY ◦f(j) ⊂
(FU
f(j)
)
|Y ◦ for any f
(j). By comparing
the rank, we obtain FY ◦
f(j)
=
(FU
f(j)
)
|Y ◦ .
Then, the claim of Proposition 5.25 follows from Proposition 5.23.
Part II
Subanalytic functions and complex blowings up
6 Preliminary
6.1 Notation for infinite sequences of blowings up
We prepare some notation to study sequences of complex blowings up at points on surfaces in a way convenient
to us.
6.1.1 The basic case
LetK denote R or C. Let (x, y) be the standard coordinate system ofK2. Let p : Bl(0,0)K2 −→ K2 be the blowing
up at (0, 0), i.e., Bl(0,0)K2 :=
{(
(x, y), [x′ : y′]
) ∈ K2 × P1(K) ∣∣ xy′ − x′y = 0} and p((x, y), [x′ : y′]) := (x, y).
We set P+ :=
(
(0, 0), [1 : 0]
)
and P− :=
(
(0, 0), [0 : 1]
)
. We also set U+ := {((x, y), [x′ : y′] ∈ Bl(0,0)K2 | a 6= 0}
and U− := {((x, y), [x′ : y′] ∈ Bl(0,0)K2 | b 6= 0}. We obtain the coordinate neighbourhood (U+, u+, v+) induced
by (u+, v+) = (x, y/x) around P+, and (U−, u−, v−) induced by (u−, v−) = (x/y, y) around P−. We identify
U± ≃ K2 by the coordinate systems. The restriction of p to U± are denoted by p±. The morphisms p± are
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described as p+(x1, y1) = (x1, x1y1) and p−(x1, y1) = (x1y1, y1) with respect to the standard coordinate system
(x1, y1) on K2.
For any α 6= 0, we put Pα := (α, 0) ∈ U−. We obtain the coordinate neighbourhood (Uα, uα, vα) of Pα
defined by Uα := U− and (uα, vα) := (u− − α, v−). For the coordinate system (uα, vα), Pα is denoted as (0, 0).
For the coordinate system (U+, u+, v+), Pα is denoted as (0, α
−1).
6.1.2 Sequences of blowings up
We set P(K) := (K \ {0}) ∪ {+,−}. Let η = (η1, . . . , ηℓ) be an element in P(K)ℓ for some ℓ ≥ 1. We shall
construct a sequence of spaces X
(i)
η (i = 0, . . . , ℓ) with points P
(i)
η , maps p(i) : (X
(i)
η , P
(i)
η ) −→ (X(i−1)η , P (i−1)η ),
and coordinate neighbourhoods (U
(i)
η , u
(i)
η , v
(i)
η ) around P
(i)
η .
We set X
(0)
η := K2 and P
(0)
η = (0, 0). The coordinate neighbourhood (U
(0)
η , u
(0)
η , v
(0)
η ) is defined to be
(K2, x, y). Let p(1)η : X
(1)
η −→ X(0)η be the blowing up at P (0)η . There exists the natural isomorphism X(1)η ≃
Bl(0,0)K2. Let P
(1)
η ∈ X(1)η be the point corresponding to Pη1 ∈ Bl(0,0)K2. The coordinate neighbourhood
(U
(1)
η , u
(1)
η , v
(1)
η ) is defined to be (Uη1 , uη1 , vη1).
Suppose that we have already obtained X
(i)
η , P
(i)
η and (U
(i)
η , u
(i)
η , v
(i)
η ). Let p
(i+1)
η : X
(i+1)
η −→ X(i)η be the
blowing up at P
(i)
η . The inclusion U
(i)
η −→ X(i)η induces BlP (i)η U
(i)
η −→ X(i+1)η . There exists the isomorphism
Bl
P
(i)
η
U
(i)
η ≃ Bl(0,0)K2 induced by the coordinate system (u(i)η , v(i)η ). Let P (i+1)η be the point correspond-
ing to Pηi+1 . Let (U
(i+1)
η , u
(i+1)
η , v
(i+1)
η ) be the coordinate neighbourhood around P
(i+1)
η corresponding to
(Uηi+1 , uηi+1 , vηi+1).
We set Blη K2 := X
(ℓ)
η , Pη := P
(ℓ)
η and (Uη, uη, vη) := (U
(ℓ)
η , u
(ℓ)
η , v
(ℓ)
η ).
6.1.3 Infinite sequences
For any η = (η1, η2, . . .) ∈ P(K)∞, we set ηk := (η1, . . . , ηk). We obtain the sequence of the spaces Blηk K2
with the base point Pηk and the coordinate neighbourhood (Uηk , uηk , vηk). Let p
(k)
η : (Blηk K
2, Pηk) −→
(Blηk−1 K
2, Pηk−1) denote the naturally induced morphisms.
If there exists a sequence kj → ∞ such that ηkj ∈ K \ {0}, then the sequences η and (Blηk K2, Pηk)
(k = 1, 2, . . . , ) are called of mixed type in this paper.
Remark 6.1 Such sequences η correspond to sequence of “infinitely near points” in [7, §6.2]. “Mixed type” in
this paper corresponds to the union of Type 1 and Type 4.
6.2 Positively linear subsets
6.2.1 Subsets of S1 × S1
For (p, q) ∈ Z2 and φ = (φ1, φ2) ∈ S1 × S1, we set H(p, q,φ) :=
{
(θ1, θ2) ∈ S1 × S1 | p(θ1 − φ1) = q(θ2 − φ2)
}
.
Let A be a closed subanalytic subset in S1 × S1 such that A is purely 1 dimensional, i.e., any open subset of
A is one dimensional. We say that A is positively linear if there exist (pi, qi,φi) ∈ Z2>0 × (S1)2 (i = 1, . . . , N)
such that A is contained in
⋃N
i=1H(pi, qi,φi).
Lemma 6.2 Let B ⊂ S1 × S1 be a closed subanalytic subset such that B is purely 1 dimensional. Then, there
exists a decomposition B = B1 ∪B2 such that (i) B1 is positively linear, (ii) dim(B1 ∩B2) = 0, (iii) any open
subset of B2 is not positively linear.
Proof Let B1 be the union of the positively linear subsets in B. It is enough to prove that B1 is subanalytic.
Let P be any point of B. Because dimB = 1, B is semianalytic. (See [2].) Let UP be a small neighbourhood
of P in (S1)2. If UP is sufficiently small, there exist real analytic maps κi : Iǫ −→ UP (i = 1, . . . ,m) such that
UP ∩B =
⋃m
i=1 κi(Iǫ). Then, the claim of the lemma is clear.
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6.2.2 Subsets in the oriented real blowing up of complex surfaces
Let X be any complex surface with a normal crossing hypersurface H . Let ̟ : X˜(H) −→ X be the oriented
blowing up of X along H . Let P be any cross point of H . Let (XP , z1, z2) be a holomorphic coordinate
neighbourhood around P such that H =
⋃
i=1,2{zi = 0}. Let zi = ri exp(
√−1θi) be the polar decomposition.
It induces an isomorphism Φz : ̟
−1(P ) ≃ S1×S1. We say that a locally closed purely 1-dimensional subanalytic
subset Z in ̟−1(P ) is positively linear if Φz(Z) ⊂ S1 × S1 is positively linear.
For another choice of holomorphic coordinate system (w1, w2) such that {wi = 0} = {zi = 0}, the isomor-
phism Φw ◦Φ−1z is a translation (θ1, θ2) 7−→ (θ1 + θ(0)1 , θ2 + θ(0)2 ). Hence, the family of positively linear subsets
in ̟−1(P ) is defined independently from the choice of the holomorphic coordinate system.
Let f : ∆ −→ X be a holomorphic map such that f(∆ \ {0}) ⊂ X \H and that f(0) = P is a cross point.
Let ̟∆ : ∆˜(0) −→ ∆ be the oriented real blowing up along 0. Let f˜ : ∆˜(0) −→ X˜(H) denote the induced
morphism. The following obvious lemma is the motivation to consider positively linear subsets.
Lemma 6.3 f˜(̟−1∆ (0)) is a positively linear subset of ̟
−1(P ).
7 Sequences of complex blowings up at cross points
In this section, we study sequences of complex blowing ups of a complex surface at cross points of the exceptional
divisors. We shall explain the following; for any subanalytic function on the original surface, if the length of
the sequence is large enough, the pull back of the function has nice property around the centers of blowings up.
In §7.1.1, we state related results concerning a sequence of complex blowings up at cross points. In §7.1.2, we
state a more technical result which is useful for comparison of sequences of complex blowings up at cross points
and sequences of real blowings up. The rest of the section is devoted to the proof of the statements.
7.1 Statements
7.1.1 Resolutions by sequences of complex blowings up at cross points
We set H := {x = 0} ∪ {y = 0} ⊂ C2 and O = (0, 0). Let η ∈ {+,−}ℓ. We have constructed the morphism
ψη : (Blη C2, Pη) −→ (C2, O) in §6.1. We set Hη := ψ−1η (H) ⊂ Blη C2. Let ̟ : C˜2(H) −→ C2 and ̟η :
B˜lη C2(Hη) −→ Blη C2 be the oriented real blowing up. Let ψ˜η : B˜lη C2(Hη) −→ C˜2(H) denote the induced
morphism. We obtain the morphism Ψη : ̟
−1
η (Pη) −→ ̟−1(O) as the restriction of ψ˜η.
We shall prove the following lemma in §7.3.
Lemma 7.1 For any positively linear subset A ⊂ ̟−1(O), there exists ℓ0 such that Ψ−1η (A) does not contain a
positively linear subset for any ℓ ≥ ℓ0 and η ∈ {+,−}ℓ.
We shall prove the following proposition in §7.4.
Proposition 7.2 Let G be a closed subanalytic subset in C˜2(H) with dimRG ≤ 3. Then, there exists ℓ0 such
that the following holds for any ℓ ≥ ℓ0 and η ∈ {+,−}ℓ:
• Let Gη denote the strict transform of G with respect to ψ˜η, i.e., Gη is the closure of ψ−1η (G \̟−1(H))
in B˜lη C2(Hη). Then, dimR
(
Gη ∩̟−1η (Pη)
) ≤ 1 holds.
Let H be a closed subanalytic subset in C˜2(H) with dimR H ≤ 3 such that the following holds.
• We set H◦ := H∩ (C2 \H), and let H◦ denote the closure of H◦ in C˜2(H). Then, dim(̟−1(O) ∩H◦) ≤ 1.
Let fi (i = 1 . . . , n) be real analytic functions on C˜2(H) \ (H∪̟−1(H)) which is subanalytic on
(
C˜2(H) \ (H∪
̟−1(H)), C˜2(H)
)
. We shall prove the following proposition in §7.6.
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Proposition 7.3 There exist a positive number ℓ0 and a closed subanalytic subset Z ⊂ ̟−1(O) with dimR Z ≤ 1
such that the following holds for any ℓ ≥ ℓ0 and η ∈ {+,−}ℓ:
• Z contains H◦ ∩̟−1(O).
• For any Q ∈ ̟−1η (Pη) \Ψ−1η (Z), the functions ψ˜η
∗
(fi) are ramified real analytic around Q.
7.1.2 Lifting with respect to sequences of local real blowings up
Let M be any 2-dimensional real analytic manifold. Although we are interested in the case M = S1 × S1 in
this paper, we study the problem in a slightly general way. Let φ :W −→ R2 ×M be the composition of local
real blowings up i.e., there exists a factorization of φ as follows:
W =Wk
φk−→Wk−1 φk−1−→ · · · φ2−→W1 φ1−→W0 = R2 ×M.
Moreover, there exist subanalytic open subsets Ui ⊂ Wi and closed real analytic submanifolds Ci ⊂ Ui such
that the morphisms Wi+1 −→Wi are the real blowing up of Ui along Ci. For simplicity, we assume that Ci are
subanalytic in Wi.
Let ℓ be any integer larger than k, and let η = (η1, . . . , ηℓ) be any element of {+,−}ℓ. For each m ≤ ℓ, we
set ηm := (η1, . . . , ηm). Let Crit(φ) ⊂ R2×M be the set of the critical values of φ. Note dimR Crit(φ) ≤ 2. Let
B(η) ⊂ M be the set of Q ∈M such that there exists a real analytic path γ : I −→ Blη R2 ×M satisfying the
following conditions:
• γ(0) = (Pη, Q), and ψη ◦ γ(t) ∈ (R2 ×M) \ Crit(φ) for t > 0.
• There exists a real analytic map γ′ : I −→W such that φ◦γ′ = (ψη× id)◦γ. Note that such γ′ is uniquely
determined.
Note that B(η) may be empty set.
We shall prove the following proposition in §7.5.
Proposition 7.4 For any (W,φ), there exists a 1-dimensional closed subanalytic subset Z ⊂ M such that
for any ℓ ≥ k, any η ∈ {±}ℓ and any Q ∈ B(η) \ Z, there exist a small neighbourhood U of (Pη, Q) in
Blη R2 ×M , a small neighbourhood Wγ′(0) of γ′(0) in W , a non-negative integer i(Q) ≤ ℓ, an open embedding
ιQ :Wγ′(0) −→ Blηi(Q) R2 ×M , such that the following holds:
• φ|Wγ′(0) = (ψηi(Q) × id) ◦ ιQ.
• The morphism Blη R2 ×M −→ Blηi(Q) R2 ×M induces the real analytic map U −→ ιQ(Wγ′(0)).
7.2 Preliminary
7.2.1 Explicit descriptions
Let K denote R or C. For any η ∈ {+,−}ℓ, we constructed ψ(i)η : X(i)η −→ K2 in §6.1.2. Let us describe the
restriction (ψ
(i)
η )|U(i)η : U
(i)
η −→ K2 under the identification K2 ≃ U (i)η by (x1, y1) = (u(i)η , v(i)η ). We set
A+ :=
(
1 0
1 1
)
, A− :=
(
1 1
0 1
)
. (23)
We set A
(i)
η = Aη1Aη2 · · · · · Aηi . Let α(i)(η), β(i)(η), γ(i)(η) and δ(i)(η) be the components of A(i)η :
A(i)η =
(
α(i)(η) β(i)(η)
γ(i)(η) δ(i)(η)
)
.
Then, ψ
(i)
η (x1, y1) = (x
α(i)(η)
1 y
β(i)(η)
1 , x
γ(i)(η)
1 y
δ(i)(η)
1 ) holds.
We set Aη := A
(ℓ)
η , α(η) := α(ℓ)(η), β(η) := β(ℓ)(η), γ(η) := γ(ℓ)(η), and δ(η) := δ(ℓ)(η). The restriction
(ψη)|Uη : Uη −→ K2 is denoted as
ψη
(
uη, vη
)
=
(
uα(η)η v
β(η)
η , u
γ(η)
η v
δ(η)
η
)
.
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7.2.2 Polar decompositions
There exists the natural inclusion Pη ∈ Blη R2 ⊂ Blη C2. For K = R or C, there exist the coordinate neigh-
bourhoods (Uη,K, uη,K, vη,K) of Pη in Blη K2, where the subscript K is included for distinction. The coordinate
system (uη,R, vη,R) is the restriction of (uη,C, vη,C).
Let Blη(R2≥0) denote the strict transform of R
2
≥0 ⊂ R2 with respect to the morphism ψη : Blη(R2) −→ R2.
Namely, Blη(R2≥0) is the closure of ψ
−1
η (R
2
>0) in Blη(R
2). Let ψη,R≥0 : Blη(R
2
≥0) −→ R2≥0 denote the induced
morphism. Note that Uη,R ∩ Blη(R2≥0) = {uη,R ≥ 0, vη,R ≥ 0}.
Let H := {x = 0} ∪ {y = 0} in C2. We set Hη := ψ−1η (H) ⊂ Blη C2. Let ̟ : C˜2(H) −→ C2 and
̟η : B˜lη C2(Hη) −→ Blη C2 denote the oriented real blowings up. We obtain the induced morphism ψ˜η,C :
B˜lη C2(Hη) −→ C˜2(H).
By the polar decompositions of the coordinate functions uη,C = rη,1e
√−1θη,1 and vη,C = rη,2e
√−1θη,2 , we
obtain ̟−1η (Uη,C) ≃ R2≥0 × (S1)2. We also obtain the natural identification C˜2(H) ≃ R2≥0 × (S1)2 induced by
the coordinate system (x, y). The following is clear by the expression of the morphisms ψη,K.
Lemma 7.5 The restriction of ψ˜η,C to ̟
−1
η (Uη,C) is identified with the product of the following morphisms:
• the induced morphism ψη,R≥0 : Blη(R2≥0) ∩ Uη,R −→ R2≥0,
• the isomorphism Ψη : (S1)2 ≃ (S1)2 induced by
(
θη,1, θη,2
) 7−→ (α(η)θη,1+β(η)θη,2, γ(η)θη,1+δ(η)θη,2).
7.3 Proof of Lemma 7.1
First, we remark the following obvious lemma.
Lemma 7.6 Suppose that pq ≤ 0. Then, for any η ∈ {+,−}ℓ, there exists (p′, q′,φ′) ∈ Z2 × (S1)2 such that
p′q′ ≤ 0 and that Ψ−1η H(p, q,φ) ⊂ H(p′, q′,φ′).
Proof It is enough to check the claim in the case η = (η1) ∈ {+,−}, which can be checked directly.
We easily obtain Lemma 7.1 from the following lemma and the description of the morphism ψη in §7.2.2.
Lemma 7.7 For any positively linear subset A ⊂ S1 × S1, there exists ℓ0 such that the following holds for any
ℓ ≥ ℓ0 and η ∈ {+,−}ℓ:
• Ψ−1η (A) does not contain positively linear subsets.
Proof It is enough to consider the case where A is an open subset of H(p, q,φ) for (p, q) ∈ Z2>0 and φ =
(φ1, φ2) ∈ S1 × S1. We use an induction on p+ q. We may assume that p ≥ q.
We consider the isomorphism Ψ−1η1 : S
1 × S1 −→ S1 × S1. If η1 = +, Ψ−1η1 (A) is an open subset of
H
(
p − q, q, (0, φ2 − pq−1φ1)
)
. Because p − q + q < p + q, we can apply the assumption of the induction to
Ψ−1η1 (A).
Let us consider the case η1 = −. Then, Ψ−1η1 (A) is an open subset of H
(
p, q − p, (φ1 − qp−1φ2, 0)
)
. Because
q − p is non-positive, we obtain the claim in this case by Lemma 7.6.
7.4 Proof of Proposition 7.2
We set R≥0 := R≥0 ∪ {∞}. Set Y := R2≥0 × (S1)2. Let G ⊂ Y be a closed subanalytic subset with dimRG = 3.
Proposition 7.8 There exist a non-negative integer ℓ0 and a closed subanalytic subset Z ⊂ (S1)2 with dimR Z ≤
1 such that the following holds for any ℓ ≥ ℓ0 and η ∈ {+,−}ℓ:
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• Let Gη denote the strict transform of G with respect to ψη,R≥0 × id : Blη R
2
≥0 × (S1)2 −→ R
2
≥0 × (S1)2,
i.e., Gη denote the closure of G ∩
(
R2>0 × (S1)2
)
in Blη R
2
≥0 × (S1)2. Then, Gη does not intersect with
{Pη} ×
(
(S1)2 \ Z).
Proof Let p : Y −→ R≥0 × (S1)2 be the projection p(t1, t2, θ1, θ2) = (t2, θ1, θ2).
Lemma 7.9 There exists a closed subanalytic subset Z0 ⊂ R≥0× (S1)2 with dimZ0 ≤ 2 such that the following
holds:
• p−1(Z0) contains the singular locus of G.
• For any Q ∈ G \ p−1(Z0), the derivative of p|G at Q is an isomorphism.
Proof There exists a proper morphism of real analytic manifolds ρ : G˜ −→ R2≥0×(S1)2 such that (i) ρ(G˜) = G,
(ii) dimR G˜ = 3. Let Z
′
0 ⊂ G˜ be the set of critical points of p ◦ ρ. Note dim(p ◦ ρ)(Z ′0) ≤ 2. Let Z0 be the union
of p(Sing(G)) and (p ◦ ρ)(Z ′0). Then, the claim of the lemma is clear.
By enlarging Z0, we may assume that each connected component C of
(
R≥0×(S1)2
)\Z0 is simply connected.
The map G∩ p−1(C) −→ C is proper and a local diffeomorphism. There exists the decomposition G∩ p−1(C) =∐ Ci such that the induced maps Ci −→ C are isomorphisms. We obtain the subanalytic functions fC1 , . . . , fCm
on (C,R≥0 × (S1)2) such that G ∩ p−1(C) is the union of the graph Γ(fCi ) of fCi . We may assume that fCi are
real analytic on C.
We set VC := C ∩ ({0}× (S1)2). Let V ◦C denote the interior part of VC ⊂ (S1)2. Let V ◦C be the closure of V ◦C
in (S1)2.
Lemma 7.10 There exists a closed subanalytic subset Z1,C ⊂ V ◦C with dimR Z1,C ≤ 1 such that the following
holds.
• The functions fCj are ramified real analytic around any point of V ◦C \ Z1,C.
• For each Q ∈ V ◦C \Z1,C, there exist rational numbers bj(Q) and positive rational numbers cj(Q) such that
fCj = t
bj(Q) · (gQ0,j(θ1, θ2) + tcj(Q)gQ1,j(θ1, θ2, t)).
Here, gQ0,j are nowhere vanishing real analytic functions on a neighbourhood of Q in V
◦
C , and g
Q
1,j are
bounded ramified real analytic functions on a neighbourhood of Q in R≥0× (S1)2. The numbers bj(Q) and
cj(Q) are constants on the connected components of V
◦
C \ Z1.
Proof By Lemma 2.3, there exists a closed subanalytic subset Z ′1 ⊂ V ◦C for which the first claim holds. Around
Q, there exists the expression
fCj = t
bj(Q) · (g0,j(θ1, θ2) + tcj(Q)g1,j(θ1, θ2, t)).
By enlarging Z ′1, we may assume that g0,j(θ1, θ2) is nowhere vanishing, and the second claim follows.
We set Z1 :=
⋃
C Z1,C. It is a closed subanalytic subset in {0} × (S1)2 ⊂ R≥0 × (S1)2. Let B denote the set
of rational numbers of the form bj(Q) for some Q ∈ VC . It is a finite set.
For any η ∈ {+,−}ℓ, we have constructed the space Blη R2≥0 with the base point Pη and the morphism
ψη,R≥0 : Blη R
2
≥0 −→ R
2
≥0. The following lemma is well known and easy to see.
Lemma 7.11 Let b be any positive rational number. Let p and q be the positive integers such that b = p/q
and g.c.d.(p, q) = 1. For any positive numbers α and β, we define ρα,β(t) : Iǫ −→ R2≥0 by ρα,β(t) = (αtp, βtq).
Then, there exists ℓ1 such that the following holds for any ℓ ≥ ℓ1 and η ∈ {+,−}ℓ:
• The strict transform of ρα,β with respect to ψη,R≥0 does not intersect with Pη.
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Let us finish the proof of Proposition 7.8. Let Q be any point of
({0} × (S1)2) \ Z1. Locally around Q, G
is described as the union of the closure Γ(fCj ) of the graph Γ(f
C
j ). If bj(Q) ≤ 0, then Γ(fCj ) does not intersect
with (0, 0)× (S1)2. By applying Lemma 7.11 to each bj(Q) > 0, we obtain the claim of Proposition 7.8.
Note that R
2
≥0× (S1)2 is a compactification of C˜2(H). Proposition 7.2 follows from Proposition 7.8 and the
expression of ψη in §7.2.2.
7.5 Proof of Proposition 7.4
7.5.1 A refined statement
Let qi :Wi −→M denote the morphisms obtained as the composite of the induced morphisms Wi −→W0 and
the projection W0 −→M .
Proposition 7.12 There exists a closed subanalytic subset Z ⊂ M with dimZ = 1 satisfying the following
conditions:
• Each connected component of M \ Z is simply connected.
• The restriction of qi to Ci \ q−1i (Z) is proper and a local diffeomorphism to M \ Z.
• Let D be any connected component of M \Z. For each i ≤ k, there exist a non-negative number ℓ(D, i) ≤ ℓ,
a closed subanalytic subset LD,i ⊂ q−1i (D) with dimLD,i ≤ 3, and an open immersion ιD,i : q−1i (D) \
LD,i −→ Blηℓ(D,i) R2 ×D.
• LD,0 = ∅, and LD,i ⊃ φ−1i (LD,i−1).
• The following diagram is commutative:
q−1i+1(D) \ LD,i+1
ιD,i+1−−−−→ Blηℓ(D,i+1) R2 ×Dyφi+1 y
q−1i (D) \ LD,i
ιD,i−−−−→ Blηℓ(D,i) R2 ×D
• Set Ui|D := Ui ∩ q−1i (D). Then, either one of the following conditions is satisfied.
– ιD,i(Ui|D \ LD,i) ⊃ Pηℓ(D,i) ×D.
– ιD,i(Ui|D \ LD,i) ∩
(
Pηℓ(D,i) ×D
)
= ∅.
• If ιD,i(Ui|D \ LD,i) ⊃ Pηℓ(D,i) ×D, then ιD,i+1(q−1i+1(D) \ LD,i+1) ⊃ Pηℓ(D,i+1) ×D.
Proof First, there exists a closed subanalytic subset Z ⊂ M with dimR Z ≤ 1 satisfying the following condi-
tions.
• M \ Z is simply connected.
• The restriction of qi to Ci \ q−1i (Z) are proper and local diffeomorphisms to M \ Z for any i.
In the following, we shall enlarge Z. We note that dimCi ≤ 2.
Let D be a connected component of M \ Z. Let C0|D := C0 ∩ q−10 (D). Let C0|D =
∐
j∈Λ(0,D) C0,D,j denote
the decomposition into connected components. After enlarging Z, we may assume either one of the following
for each j ∈ Λ(0,D); (i) C0,D,j ∩ ((0, 0)×D) = ∅, (ii) C0,D,j = (0, 0)×D. We may also assume that either one
of the following holds; (i) U0 ∩ ((0, 0)×D) = ∅, (ii) U0 ⊃ (0, 0)×D. We set Λ◦(0,D) :=
{
j
∣∣C0,D,j = (0, 0)×D}
and Λ⊥(0,D) := Λ(0,D) \ Λ◦(0,D). We set C⊥0,D :=
∐
j∈Λ⊥(0,D)C0,D,j .
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We set ℓ(1,D) := 1 if Λ◦(0,D) 6= ∅, or ℓ(1,D) := 0 if Λ◦(0,D) = ∅. We set L1,D := φ−11 (C⊥0,D) ⊂ q−11 (D).
Then, by the construction, there exists the natural open immersion ι1,D : q−11 (D) \ L1,D −→ Blηℓ(1,D) ×D. If
(0, 0)×D ⊂ U0|D ×D, then we obtain Pηℓ(1,D) ×D ⊂ ι1,D
(
q−11 (D) \ L1,D
)
.
Let C1|D =
∐
j∈Λ(1,D) C1,D,j denote the decomposition into connected components. After enlarging Z, we
may assume that either one of the following holds for each j ∈ Λ(1,D); (i) C1,D,j ∩L1,D = ∅, (ii) C1,D,j ⊂ L1,D.
We may assume that either one of the following holds for each j ∈ Λ(1,D); (i) ι1,D(C1,D,j\L1,D)∩
(
Pηℓ(1,D)×D
)
=
∅, (ii) ι1,D(C1,D,j \ L1,D) = Pηℓ(1,D) × D. We may also assume that either one of the following holds: (i)
ι1D(U1|D) ⊃
(
Pηℓ(1,D) ×D
)
, (ii) ι1D(U1|D) ∩
(
Pηℓ(1,D) ×D
)
= ∅.
We set Λ◦(1,D) := {j ∈ Λ(1,D) ∣∣C1,D,j ∩ L1,D = ∅, ι1,D(C1,D,j) = Pηℓ(1,D) ×D} and Λ⊥(1,D) := Λ(1,D) \
Λ◦(1,D). We set C⊥1,D := L1,D ∪
∐
j∈Λ⊥(1,D)C1,D,j. We set
ℓ(2,D) :=
{
ℓ(1,D) + 1 (Λ◦(1,D) 6= ∅),
ℓ(1,D) (Λ◦(1,D) = ∅).
We set L2,D := φ−12 (C
⊥
1,D). By the construction, there exists the naturally defined open immersion q
−1
2 (D) \
L2,D −→ Blηℓ(2,D) R2≥0 × D. If Pηℓ(1,D) × D ⊂ U1|D \ L1,D, then we obtain Pηℓ(2,D) × D ⊂ q−12 (D) \ L2,D by
construction.
Inductively, we construct the desired data. Suppose that we have already obtained ℓ(D, i), LD,i ⊂ q−1i (D),
and an open immersion ιD,i : q−1i (D) \ LD,i −→ Blηℓ(D,i) R2 × D. Let Ci|D =
∐
j∈Λ(i,D) Ci,D,j denote the
decomposition into the connected components. After enlarging Z, we may assume that either one of the
following holds for each j ∈ Λ(i,D); (i) Ci,D,j ∩ Li,D = ∅, or (ii) Ci,D,j ⊂ Li,D. We may assume that either
one of the following for each j ∈ Λ(i,D); (i) ιi,D(Ci,D,j \ Li,D) ∩ (Pηℓ(i,D) × D) = ∅, (ii) ιi,D(Ci,D,j \ Li,D) =
Pηℓ(i,D) × D. We may also assume that either one of the following holds: (i) ιi,D(Ui|D) ⊃ Pηℓ(i,D) × D, (ii)
ιi,D(Ui|D) ∩ (Pηℓ(i,D) ×D) = ∅.
We set Λ◦(i,D) := {j ∈ Λ(i,D) ∣∣ ιi,D(Ci,D,j) = Pη(i,D) × D} and Λ⊥(i,D) := Λ(i,D) \ Λ◦(i,D). We set
C⊥2,D := Li,D ∪
∐
j∈Λ⊥(i,D)Ci,D,j . We define
ℓ(i+ 1,D) :=
{
ℓ(i,D) + 1 (Λ◦(i,D) 6= ∅),
ℓ(i,D) (Λ◦(i,D) = ∅).
We set Li+1,D := φ−1i+1(C
⊥
i,D). By the construction, there exists the naturally defined open immersion q
−1
i+1(D) \
Li+1,D −→ Blηℓ(i+1,D) R2≥0 ×D. If Pηℓ(i,D) ×D ⊂ Ui|D \ Li,D, then we obtain Pηℓ(i+1,D) ×D ⊂ q−1i+1(D) \ Li+1,D
by construction. In this way, the inductive construction can proceed.
7.5.2 Proof of Proposition 7.4
There exists the connected component D of M \ Z such that Q ∈ D. Because (O,Q) is contained in the
image of φ, (O,Q) is contained in U0|D. We set γ0 := (ψη × id) ◦ γ. There exists a lift γ1 of γ0 to W1, and
ιD,1(γ1(0)) = (Pηℓ(D,1) , Q) ∈ Pηℓ(D,1) × D. Because the image of γ1 is contained in the image of W −→ W1, we
obtain
(
Pηℓ(D,1) ×D
)∩ ιD,1(U1|D \LD,1) 6= ∅. Hence, we obtain (Pηℓ(D,1) ×D) ⊂ ιD,1(U1|D \LD,1). Inductively,
we obtain Pηℓ(D,i) × D ⊂ ιD,i(Ui|D \ LD,i). In particular, ιD,k
(
q−1k (D) \ LD,k
)
is an open neighbourhood of
Pηℓ(D,k) ×D. Then, the claim of Proposition 7.4 follows.
7.6 Proof of Proposition 7.3
We naturally regard C˜2(H) = (R≥0 × S1)2 which is naturally a closed subanalytic subset of the real analytic
manifold (R × S1)2. There exists the rectilinearization (Wα, φα) (α ∈ Λ) for the subanalytic functions {fi}.
There exist compact subsets Kα ⊂Wα such that
⋃
α φα(Kα) contains a neighbourhood of C˜
2(H) in (R× S1)2.
Each φα :Wα −→ (R× S1)2 is factorized into local real blowings up as follows:
Wα =Wα,k(α)
φ(k(α))α−→ Wα,k(α)−1 φ
(k(α)−1)
α−→ · · · −→Wα,2 φ
(2)
α−→Wα,1 φ
(1)
α−→Wα,0 = (R× S1)2 = R2 ×̟−1(O).
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Let Z
(1)
α ⊂ ̟−1(O) be as in Proposition 7.4. Let Z(2)α = ⋃φα(Q), where Q runs through the quadrants of Wα
such that dim φα(Q) ≤ 1. We set Z := W ◦ ∪
⋃
α∈Λ(Z
(1)
α ∪ Z(2)α ). Let Crit(φα) ⊂ (R × S1)2 denote the set of
the critical values of φα.
Let ℓ0 be any integer strictly larger than k(α) for any α such that φα(Kα) ∩ ̟−1(O) 6= ∅. Let ℓ be any
integer larger than ℓ0, and let η be any element of {+,−}ℓ. Let Q be any point of ̟−1η (Pη) \ Ψ−1η (Z). There
exists a path γ : I −→ B˜lη C2(Hη) such that γ(0) = Q and
ψ˜η ◦ γ(t) ∈
(
R>0 × S1
)2 \ ⋃
α∈Λ
Crit(φα) =
(
C2 \H) \ ⋃
α∈Λ
Crit(φα) (t > 0).
Because
⋃
α∈Λ φα(Kα) contains a neighbourhood of C˜2(H), there exist α0 ∈ Λ and ǫ > 0 such that ψ˜η ◦ γ(Iǫ) ⊂
φα0(Kα0). There exists γ
′ : Iǫ −→ Wα0 such that φα0 ◦ γ′(t) = ψ˜η ◦ γ(t) for any t ∈ Iǫ. There exist a
small neighbourhood Wα0,γ′(0) of γ
′(0) in Wα0 , an integer i(Q) ≤ ℓ0, and an embedding ι0 : Wα0,γ′(0) −→
Blηi(Q) R
2 × (S1)2 as in Proposition 7.4. In particular, φα0|Wα0,γ′(0) = (ψηi(Q) × id) ◦ ι0 holds. Note that
V := φ−1α0
(
C˜2(H) \ (H ∪ ̟−1(H))) is rectilinearized with respect to the coordinate system of Wα0 . Moreover,
γ′(0) is not contained in any quadrant whose dimension is strictly smaller than 2. Hence, ι0
(
Wα0,γ′(0) ∩ V
)
is
equal to ι0
(
Wα0,γ′(0)
)∩(Blηi(Q) R2≥0 × (S1)2), and the pull back (ι−10 )∗φ∗α0(fi) is expressed as the power series
of (u
1/ρ
ηi(Q),R , v
1/ρ
ηi(Q),R
, θ1, θ2) for a positive integer ρ. Here, (θ1, θ2) is a natural coordinate system of (S
1)2, and
(u
1/ρ
ηi(Q),R , v
1/ρ
ηi(Q),R
) is as in §7.2.2.
Let UQ be a small neighbourhood of Q in B˜lη C2(Hη), and then there exists the factorization of ψ˜η|UQ as
follows:
UQ Φ−−−−→ ι0(Wα0,γ′(0) ∩ V)
φα0◦ι−10−−−−−→ R2 × (S1)2.
Here, Φ is induced by ψηi(Q),η : Blη R
2 −→ Blηi(Q) R2 and Ψη. It is easy to see that the pull back of (ι−10 )∗φ∗α0(fi)
via Φ is ramified real analytic. Thus, we obtain the claim of Proposition 7.3.
8 Sequences of complex blowings up of mixed type
In this section, we study sequences of complex blowings up of mixed type. As in §7, we explain the following;
for any subanalytic function on the original surface, if the length of the sequence is large enough, the pull back
of the function has nice property around the centers of the blowings up. For that purpose, we study comparison
of sequences of complex blowings up and sequences of real blowings up.
In §8.1, as a preliminary, we introduce the families of curves and the limit curve associated to a sequence of
blowings up of mixed type. The main results of this section are collected in §8.2, which will be proved in the
rest of this section.
8.1 The induced families of curves and limit curves
8.1.1 The induced family of curves
Let Y = (η1, ω1, . . . ,ηk, ωk) ∈
∐
ℓ≥0P
ℓ. Here, ηj ∈ {+,−}ℓ(j) and ωj ∈ C∗. For any m ≤ k, we set
Y m := (η1, ω1, . . . ,ηm, ωm). We obtain the morphism ψY m : BlY m C
2 −→ C2, the point PY m ∈ BlY m C2
and the coordinate neighbourhood (UY m , uY m , vY m). Instead of an explicit description of ψY m : UY m −→ C2
with respect to the coordinate systems (x1, y1) := (uY m , vY m) and (x, y), we study a description of an induced
family of curves.
For any small positive number ǫ > 0, we obtain the family of holomorphic curves
ϕm : (C \ {−ωm})×∆ǫ −→ UY m
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by ϕm(a, ζ) := (a, ζ). As the composite with ψY m , we obtain a family of holomorphic curves
ψY m ◦ ϕm : (C \ {−ωm})×∆ǫ −→ C2.
Let (ψY m ◦ ϕm)x(a, ζ) and (ψY m ◦ ϕm)y(a, ζ) denote the x-component and y-component of ψY m ◦ ϕm(a, ζ):
ψY m ◦ ϕm(a, ζ) =
(
(ψY m ◦ ϕm)x(a, ζ), (ψY m ◦ ϕm)y(a, ζ)
)
.
8.1.2 Change of parametrization
To obtain a more convenient description of the family of curves ψY m ◦ ϕm, we change a parametrization of the
curves. Let Aηi be as in §7.2.1. For i = 1, . . . ,m, let (αi, βi, γi, δi) ∈ Z4 be determined as follows:(
αi βi
γi δi
)
= Aηi ·
(
1 1
0 1
)
.
We set δ(i) :=
∏i
j=1 δj . We can check the following lemma by a direct computation.
Lemma 8.1 The function
Gm(a, ζ) := ζ
−δ(m) ·
m∏
i=1
ω
−γiδ(i−1)
i ·
(
ψY m ◦ ϕm
)
y
is holomorphic on
(
C \ {−ωm}
)×∆ǫ, and Gm(a, 0) = 1.
We define the map Cu −→ Cy by u 7−→ uδ(m). We denote the variable u by y1/δ(m). We fix a δ(m)/δ(i−1)-
root of ωγii for each i. They determine a holomorphic map(
ψY m ◦ ϕm
)1/δ(m)
y
: Um,1 −→ Cy1/δ(m)
such that
((
ψY m ◦ϕm
)1/δ(m)
y
)δ(m)
= (ψY m ◦ϕm)y, where Um,1 is a small neighbourhood of (C \ {−ωm})×{0}
in (C \ {−ωm})×∆ǫ.
We define the map Φm : Um,1 −→ Ca × Cy1/δ(m) by Φm(a, ζ) =
(
a,
(
ψY m ◦ ϕm
)1/δ(m)
y
(a, ζ)
)
. By shrinking
Um,1, we may assume that Φm induces an isomorphism of Um,1 and Um,2 := Φm(Um,1). We obtain the following
holomorphic function on Um,2:
gY m :=
(
ψY m ◦ ϕm
)
x
◦ Φ−1m .
We obtain the family of holomorphic curves FY m := ψY m ◦ ϕm ◦ Φ−1m : Um,2 −→ Cx × Cy:
FY m(a, y
1/δ(m)) =
(
gY m(a, y
1/δ(m)), y
)
.
In this way, we obtain a collection of families of holomorphic curves FY m (m = 1, . . . , k). For the expansion
gY m(a, y
1/δ(m)) =
∑
gY m,y(a)y
y,
we set S(Y m) :=
{
y ∈ Q ∣∣ gY m,y 6= 0}.
8.1.3 Special case: sequences of blowings up at smooth points
Let Y = (η1, ω1, . . . ,ηk, ωk) be as in §8.1.1. In the case ηi ∈ {−}ℓ(i) for any i, we can easily obtain a simple
description of the family of curves. In this case, it is convenient to regard − ∈ P as 0, i.e., we identify {−}⊔C∗
with C in P. Let ω = (ω1, . . . , ωm) ∈ Cm ⊂ Pm. The induced map Blω C2 −→ C2 is denoted by ψω. By a
direct computation, the map ψω : (Uω, uω, vω) −→ (C2, x, y) is described as follows:
ψω(uω, vω) =
(m−1∑
i=1
ωiv
i
ω + (ωm + uω)v
m
ω , vω
)
.
Hence, the family FY : C \ {−ωm} ×∆ −→ C2 is described as follows:
FY (a, y) =
(m−1∑
i=1
ωiy
i + (ωm + a)y
m, y
)
.
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8.1.4 Statements
We obtain the following rational numbers
κ(Y m) :=
m∑
j=1
βj
δ(j)
.
Clearly, κ(Y m′) < κ(Y m) holds for m
′ < m. We shall prove the following proposition in §8.1.6–8.1.7.
Proposition 8.2 If y < κ(Y m), then gY m,y(a) are independent of a. The coefficient gY m,κ(Y m)(a) is an affine
function of a. Moreover, for m < m1, the following holds:
• gY m1 ,y = gY m,y for y < κ(Y m), and gY m1 ,κ(Y m)(a) = gY m,κ(Y m)(0).
For any positive rational number α, let α =
∏
pℓp be the prime factorization, where p runs through prime
numbers, and ℓp are integers. We set ordp(α) := ℓp. Under some additional assumption, we obtain the following,
which will also be proved in §8.1.6–§8.1.7.
Proposition 8.3 Suppose that there exists a prime p0 such that ordp0(κ(Y m)) < 0 and ordp0(κ(Y m)) <
ordp0(κ(Y m′)) for any m
′ < m. Then, the following holds:
• gY m,κ(Y m)(0) 6= 0.
• For any y ∈ S(Y m) such that y < κ(Y m), we obtain ordp0(κ(Y m)) < ordp0(y).
We give a remark.
Lemma 8.4 Let N0 := min
{
N
∣∣ κ(Y i) ∈ 1NZ (i = 1, . . . ,m− 1)}. If κ(Y m) ∈ 1N0Z, then δm = 1.
Proof By the choice of N0, ai := N0βi/δ(i) are integers for any i ≤ m− 1, and g.c.d.(a1, . . . , am−1) = 1 holds.
Let us observe that N−10 δ(m− 1) ∈ Z. Indeed, if not, there exists a prime p such that ordp(N−10 δ(m− 1)) < 0.
Then, ordp(N
−1
0 δ(i)) < 0 holds for any i ≤ m − 1. Because aiN−10 δ(i) ∈ Z, we obtain ordp(ai) > 0 for
i = 1, . . . ,m − 1, which contradicts g.c.d.(a1, . . . , am−1) = 1. Hence, we can conclude that A := N−10 δ(m − 1)
is an integer.
Note that κ(Y m) = κ(Y m−1) +N−10 A
−1δ−1m βm. If κ(Y m) ∈ 1N0Z, then A−1δ−1m βm is an integer. Because
g.c.d.(δm, βm) = 1, we obtain δm = 1.
8.1.5 Limit curves
Let Y ∈ P∞. There exists the limit κ̂(Y ) := limm→∞ κ(Y m) in R ∪ {∞}. For any y < κ̂(Y ), there exists
the limit gY ,y := limm→∞ gY m,y by Proposition 8.2. When y ≥ κ̂(Y ), we formally set gY ,y := 0. We set
gY :=
∑
gY ,yy
y in
∏
y∈Q≥0 Cy
y. We set S(gY ) := {y ∈ Q≥0 | gY ,y 6= 0}. For any κ < κ̂(Y ), the set
{0 ≤ y ≤ κ} ∩ S(gY ) is finite. We call gY (y) the limit curve. (See also [7, Proposition 4.1] which explains the
correspondence between valuations and such formal curves. The two constructions of formal curves should be
related although the author has not yet checked it.)
We introduce a condition for infinite sequences Y .
• We say that the limit curve of Y is convergent if S(gY ) is contained in 1NZ for some N ∈ Z>0, and
the power series gY is convergent. Note that the condition implies the existence of i0 such that ηi =
(−, . . . ,−)ℓ(i) for any i ≥ i0, which follows from Lemma 8.4. It also implies that κ̂(Y ) =∞.
Later, we shall divide P∞ into the following three classes.
Class (i): κ̂(Y ) <∞.
Class (ii): κ̂(Y ) =∞, but the limit curve of Y is not convergent.
Class (iii): The limit curve of Y is convergent.
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8.1.6 Inductive step
Let us start the proof of Proposition 8.2. For η ∈ {+,−}ℓ, we set η− = (η,−) ∈ {+,−}ℓ+1. Let α, β, γ, δ be
determined by (
α β
γ δ
)
= Aη− = Aη ·
(
1 1
0 1
)
.
Note that β > 0 and δ > 0. We define ψη− : (Uη−, uη−, vη−) −→ (C2, x, y) by
ψη−(uη−, vη−) =
(
uαη−v
β
η−, u
γ
η−v
δ
η−
)
.
Let U be a neighbourhood of 0. Let N be a positive integer. Let κ ∈ 1NZ>0. Let P : U ×∆ǫ −→ C be a
holomorphic function satisfying the following condition:
• For the expansion P (a, σ) = ∑j≥0 Pj/N (a)σj , if j/N < κ, the coefficients Pj/N (a) are independent of a.
Moreover, P0 6= 0.
We consider a family of curves ϕ : U ×∆ǫ −→ (Uη−, uη−, vη−) defined by
ϕ(a, σ) =
(
P (a, σ), σN
)
.
We obtain the induced family of curves ψη− ◦ ϕ : U ×∆ǫ −→ (C2, x, y):
ψη− ◦ ϕ(a, σ) =
(
P (a, σ)ασNβ , P (a, σ)γσNδ
)
. (24)
We choose P
γ/(Nδ)
0 ∈ C, and then P (a, σ)γ/(Nδ) is naturally defined. Set υ := P (a, σ)γ/(Nδ)σ.
We define the map Φ : U ×∆ǫ −→ U × C by Φ(a, σ) :=
(
a, υ(a, σ)
)
. The restriction of Φ to a small neigh-
bourhood of U × {0} induces a bi-holomorphic map into U ×C. Let U ′ be a sufficiently smaller neighbourhood
of 0 in U , and let ǫ′ > 0 be sufficiently smaller than ǫ. Then, we obtain a holomorphic map Q : U ×∆ǫ′ −→ C
such that the following conditions are satisfied.
• σ = Q(a, υ) · υ, i.e., Φ−1(a, υ) = (a,Q(a, υ) · υ).
• For the expansion Q(a, υ) = ∑j≥0Qj/N (a)υj , the coefficients Qj/N (a) (j/N < κ) are determined by Py
(y < κ). In particular, they are independent of a.
• Q0 = P−γ/(Nδ)0 6= 0.
• The function Qκ(a) + γ(Nδ)−1P−1−γκ/δ−γ/(Nδ)0 Pκ(a) is constant.
We can check the following lemma by direct computations.
Lemma 8.5 Suppose that there exists a prime p0 such that the following conditions are satisfied.
• ordp0(κ) < 0.
• If Py 6= 0 and y < κ, then ordp0(y) > ordp0(κ).
Then, the following conditions also satisfied:
• If Qy 6= 0 and y < κ, then ordp0(y) > ordp0(κ).
• Qκ(a) = −γ(Nδ)−1P−1−γκ/δ−γ/(Nδ)0 Pκ(a).
We define the holomorphic map R : U ×∆ǫ′ −→ C by
R(a, υ) := P
(
a, υQ(a, υ)
)
=
∑
j≥0
Rj/N (a)υ
j .
The following lemma is clear.
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Lemma 8.6 R0 = P0 6= 0 holds, and Rj/N (a) (j/N < κ) are determined by Py (y < κ). In particular, they are
independent of a.
Moreover, if the assumption of Lemma 8.5 is satisfied, the following holds:
• If Ry 6= 0 and y < κ, then ordp0(y) > ordp0(κ).
• Rκ(a) = P−γκ/δ0 Pκ(a).
We set as follows:
S(a, υ) := R(a, υ)αQ(a, υ)Nβ =
∑
Sj/N (a)υ
j .
Then, we obtain the following description of (24):
ψη− ◦ ϕ ◦ Φ−1(a, υ) =
(
υNβS(a, υ), υNδ
)
.
The following lemma is clear.
Lemma 8.7 S0 = P
1/δ
0 6= 0 holds, and Sj/N (a) (j/N < κ) depend only on {Py | y < κ}. The function
Sκ(a)− δ−1Pα−1−γκ/δ−γβ/δ0 Pκ(a) is constant.
Moreover, if the assumption of Lemma 8.5 is satisfied, the following holds:
• If Sy 6= 0 and y < κ, then ordp0(y) > ordp0(κ) holds.
• Sκ(a) = δ−1Pα−1−γκ/δ−γβ/δ0 Pκ(a).
8.1.7 Proof of Proposition 8.2 and Proposition 8.3
For 1 ≤ i ≤ j ≤ m, we define Y i,j := (ηi, ωi, . . . ,ηj , ωj). Note Y 1,ℓ = Y ℓ. We also set δ(i, j) := δ(j)/δ(i − 1).
The following equality holds:
κ(Y i,j) =
βi
δ(i, i)
+
βi+1
δ(i, i+ 1)
+ · · ·+ βj
δ(i, j)
.
By the construction, κ(Y k,k) = βk · δ−1k and κ(Y 1,ℓ) = κ(Y ℓ) hold. The following equalities also hold:
κ(Y i,j) =
βi
δi
+
κ(Y i+1,j)
δi
.
We consider the family of curves FY i+1,j (a, y
1/δ(i+1,j)) : U ×∆ǫ −→ (C2, x, y):
FY i+1,j (a, y
1/δ(i+1,j)) =
(
gY i+1,j (a, y
1/δ(i+1,j)), y
)
.
There exists the isomorphism (UY i,i , uY i,i , vY i,i) ≃ (C2, x, y) induced by the coordinate systems. There
exists the isomorphism (UY i,i , uY i,i , vY i,i) ≃ (Uηi−, uηi−, vηi−) defined by uY i,i = uηi−−ωi and vY i,i = vηi−.
Hence, with respect to the coordinate system (uηi−, vηi−), FY i+1,j is described as follows:
FY i+1,j (a, y
1/δ(i+1,j)) =
(
ωi + gY i+1,j (a, y
1/δ(i+1,j)), y
)
.
Note δ(i + 1, j)δi = δ(i, j). We choose a δ(i, j)-root of ω
γi
i . Then, applying the construction in §8.1.6 to the
composite of ψηi− and FY i+1,j , we obtain the induced family
GY i,j (a, y
1/δ(i+1,j)δi ) =
(
g′Y i,j (a, y
1/δ(i+1,j)δi ), y
)
.
By the construction, it is equal to the induced family of curves FY i,j . Then, the claim of Proposition 8.2 follows
from an induction and Lemma 8.7.
We assume that there exists a prime p0 such that ordp0(κ(Y m)) < 0 and that ordp0(κ(Y m)) < ordp0(κ(Y m′))
for any m′ < m as in Proposition 8.3.
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Lemma 8.8 Let m′ < m. Then, ordp0(κ(Y m′+1,m)) < 0 and ordp0(κ(Y m′+1,m)) < ordp0(κ(Y m′+1,ℓ)) hold
for any m′ + 1 ≤ ℓ < m.
Proof Because κ(Y m′) + κ(Y m′+1,m)
∏
p≤m′ δ
−1
p = κ(Y m), the following holds:
ordp0
(
κ(Y m′+1,m)
∏
p≤m′
δ−1p
)
= ordp0(κ(Y m)). (25)
Because κ(Y m′) + κ(Y m′+1,ℓ)
∏
p≤m′ δ
−1
p = κ(Y ℓ), the following holds:
ordp0
(
κ(Y m′+1,ℓ)
∏
p≤m′
δ−1p
)
> ordp0(κ(Y m)).
Hence, we obtain
ordp0
(
κ(Y m′+1,m)
∏
p≤m′
δ−1p
)
< ordp0
(
κ(Y m′+1,ℓ)
∏
p≤m′
δ−1p
)
.
It implies ordp0
(
κ(Y m′+1,m)
)
< ordp0
(
κ(Y m′+1,ℓ)
)
.
Suppose that ordp0(κ(Y m′+1,m)) ≥ 0 for some m′. Because of (25), we obtain
ordp0
( ∏
p≤m′
δp
)
≥ ∣∣ordp0(κ(Y m))∣∣.
Put ℓ0 := min
{
m′
∣∣ ordp0(∏p≤m′ δp) ≥ ∣∣ordp0(κ(Y m))∣∣}. Because g.c.d.(p0, δℓ0) = p0 holds, we obtain
g.c.d.(p0, βℓ0) = 1. Because κ(Y ℓ0) = κ(Y ℓ0−1) + βℓ0
∏ℓ0
i=1 δ
−1
i , we obtain
min
{
ordp0(κ(Y ℓ0)), ordp0(κ(Y ℓ0−1))
} ≤ ordp0( ℓ0∏
i=1
δ−1i βℓ0
)
= − ordp0(δ1 · · · δℓ0) ≤ ordp0(κ(Y m)).
It contradicts the assumption ordp0 κ(Y m′) > ordp0 κ(Y m) form
′ < m. Hence, we obtain ordp0(κ(Y m′+1,m)) <
0.
Then, we obtain the claim of Proposition 8.3 by using an induction and Lemma 8.7.
8.2 Statements
8.2.1 Infinite sequences of complex blowings up
We use the notation in §8.1. Let Y = (η1, ω1,η2, ω2, . . .) ∈ P∞, where ηi ∈ {+,−}ℓ(i) and ωi ∈ C∗. We assume
the following.
• The limit curve for Y is not convergent.
We put Y m := (η1, ω1, . . . ,ηm, ωm). We set Xm := BlY m C
2. We have constructed the sequence of morphisms
of complex manifolds
· · · −→ Xm+1 −→ Xm −→ Xm−1 −→ · · · −→ X0 = C2.
We set the points Pm := PY m ∈ Xm and the coordinate neighbourhood (Um, um, vm) := (UY m , uY m , vY m)
around Pm. For m
′ ≥ m, the induced maps ψY m,Y m′ : BlY m′ C2 −→ BlY m C2 are denoted by ψm,m′ : Xm′ −→
Xm. The induced morphisms ψY m : BlY m C
2 −→ C2 are denoted by ψm : Xm −→ X0.
Let H0 := {y = 0} ⊂ X0. We set Hm := ψ−1m (H0). Let ̟m : X˜m(Hm) −→ Xm be the oriented real
blowing up along Hm. Let ψ˜m : X˜m(Hm) −→ X˜0(H0) and ψ˜m,m′ : X˜m′(Hm′) −→ X˜m(Hm) denote the induced
morphisms.
Note that Pm are smooth points of normal crossing hypersurfacesHm. Let Um denote a small neighbourhood
of 0 in {um ∈ C}. Let ∆m,ǫ := {|vm| < ǫ}. We can naturally regard Um ×∆m,ǫ as a neighbourhood of Pm in
Um. Let ∆˜m,ǫ(0) −→ ∆m,ǫ denote the oriented real blowing up at 0. We can naturally regard Um × ∆˜m,ǫ(0)
as a neighbourhood of ̟−1m (Pm) in X˜m(Hm). We can naturally identify ∆˜m,ǫ(0) with ∂∆˜m,ǫ(0) × [0, ǫ[, and
hence Um× ∆˜m,ǫ(0) ≃ Um× ∂∆˜m,ǫ(0)× [0, ǫ[. For any an open subset I ⊂ ̟−1m (Pm) ≃ ∂∆˜m,ǫ(0) and a positive
number ǫ′ > 0, we naturally regard I×]0, ǫ′[ and I × [0, ǫ′[ as subsets in X˜m(Hm).
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8.2.2 Lifting with respect to the composition of local real blowings up
We identify X˜0(H0) = Cx × C˜y(0) with Y+ := C×R≥0 × S1. We naturally embed it into Y := C×R× S1. In
this way, we regard X˜0(H0) as a closed subset in Y.
Let φ :W −→ Y be a morphism obtained as the composite of local real blowings up:
W =W (k)
φ(k)−→W (k−1) φ
(k−1)
−→ · · · φ
(2)
−→W (1) φ
(1)
−→W (0) = Y.
Moreover, there exist subanalytic open subsets U (p) ⊂W (p) and closed real analytic submanifolds C(p) of U (p),
and the morphisms φ(p+1) : W (p+1) −→ W (p) are obtained as the real blowing up of U (p) along C(p). We may
assume that C(p) are the complete intersection of the real analytic functions g
(p)
1 , . . . , g
(p)
r(p) on U
(p) such that
dg
(p)
1 , . . . , dg
(p)
r(p) are linearly independent at each point of C
(p). Let ξ(p) :W (p) −→ Y denote the induced map.
We introduce a condition for (W,φ).
Condition 8.9 There exist a sequence of numbers mi → ∞, a sequence of points Qmi ∈ ̟−1mi (Pmi), and a
sequence of neighbourhoods Imi of Qmi in ̟−1mi (Pmi), such that the following holds.
E1 ψ˜mi,mj (Qmj ) = Qmi for mj > mi.
E2 For small positive numbers rmi , the images ψ˜mi(Imi×]0, rmi [) do not intersect with the set of the critical
values of φ. Moreover, there exist real analytic maps ψ̂mi,0 : Imi × [0, rmi [−→ W such that φ ◦ ψ̂mi,0
are equal to the restriction of ψ˜mi to Imi × [0, rmi [. Note that such ψ̂mi,0 are uniquely determined by the
property.
We shall prove the following theorem later (§8.3.1 and §8.4.3).
Theorem 8.10 Suppose that Condition 8.9 is satisfied for (W,φ). There exists i1 such that the following holds
for each i ≥ i1:
• There exist a non-empty open subset I ′mi ⊂ Imi , a neighbourhood Vmi of I ′mi in X˜mi(Hmi) and a real
analytic map
ψ̂mi : Vmi −→W
such that φ ◦ ψ̂mi is equal to the restriction of ψ˜mi to Vmi .
8.2.3 Lifting with respect to covering by the composition of local blowings up
Let (Wλ, φλ) (λ ∈ Λ) be a finite family of analytic maps φλ :Wλ −→ Y such that (i) φλ are the composition of
local real blowings up, (ii) there exist subanalytic compact subsets Kλ ⊂Wλ such that
⋃
φλ(Kλ) contains the
neighbourhood of ̟−10 (0, 0).
Proposition 8.11 There exists λ0 ∈ Λ, a sequence mi → ∞, a sequence of points Qmi ∈ ̟−1mi (Pmi), and a
sequence of neighbourhoods Imi of Qmi in ̟−1mi (Pmi), such that Condition 8.9 is satisfied for (Wλ0 , φλ0 ). In
particular, we may apply Theorem 8.10 to φλ0 .
Proof Let Crit(φλ) denote the set of the critical values of φλ. Note dimR Crit(φλ) ≤ 2. Let q : Y = C× (S1 ×
R) −→ S1 × R be the projection. By construction, X˜0(H0) is naturally identified with q−1(S1 × R≥0). It is
standard that there exists a 0-dimensional subanalytic subset Z0 ⊂ S1 × {0} with the following property.
• For any P ∈ (S1×{0})\Z0, there exist a neighbourhood UP of P in S1×R≥0 and continuous subanalytic
functions fP1 , . . . , f
P
ℓ on (UP , S1 × R) to C such that
⋃
λ Crit(φλ) ∩ q−1(UP ) is the union of the graph of
fPp .
We regard Z0 ⊂ ̟−10 (0, 0) by the natural isomorphism ̟−10 (0, 0) ≃ S1 × {0}.
Lemma 8.12 If m0 is sufficiently large, for each m ≥ m0, there exists a finite subset Zm ⊂ ̟−1m (Pm) with the
following property.
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• ψ˜−1m (Z0) ∩̟−1m (Pm) ⊂ Zm.
• For any point P ∈ ̟−1m (Pm)\Zm, there exists a neighbourhood UP of P in {0}×∆˜m,ǫ(0), a positive number
r(P,m), λ(P ) ∈ Λ and a morphism ψ̂m,λ(P ),P : UP × [0, r(P,m)[−→Wλ(P ) satisfying φλ(P ) ◦ ψ̂m,λ(P ),P =
ψ˜m|UP .
Proof Note that ψ˜m({0} × ∆˜m,ǫ(0)) is described as the graph of the multivalued functions S1 × [0, ρm[−→ C
induced by gY m|{0}×∆y , where gY m are defined as in §8.1. The limit curve is assumed to be non-convergent.
Hence, if m1 is sufficiently large, for each m ≥ m1, the intersection of ψ˜m({0} × ∆˜m,ǫ(0)) and
⋃
Crit(φλ) is at
most one dimensional.
For m ≥ m1, there exist the subanalytic subsets Mm,λ := ψ˜−1m
(
φλ(Kλ)
) ∩ ({0} × ∆˜m,ǫ(0)). We obtain the
following decomposition into connected components:
Mm,λ \
(({0} × ∂∆˜m,ǫ(0)) ∪ ψ˜−1m (⋃Crit(φλ))) =∐ Cm,λ,j .
There exist the unique morphisms gm,λ,j : Cm,λ,j −→ Wλ such that φλ ◦ gm,λ,j is equal to the restriction of
ψ˜m to Cm,λ,j . According to Lemma 2.21, for each (λ, j) such that dimR Cm,λ,j = 2, there exist a finite subset
Nm,λ,j ⊂ Cm,λ,j and a real analytic map gm,λ,j : Cm,λ,j \ Nm,λ,j −→ Wλ such that (i) Nm,λ,j contains the
singular locus of ∂Cm,λ,j , (ii) φλ ◦ gm,λ,j is equal to the restriction of ψ˜m to Cm,λ,j \Nm,λ,j.
Because ∆˜m,ǫ(0) =
⋃
λ,j Cm,λ,j , there exists a finite set Zm ⊂ ∂∆˜m,ǫ(0) such that (i) Zm ⊃ ψ˜−1m (Z0) ∩
̟−1m (Pm), (ii) for any P ∈ ̟−1m (Pm) \ Zm, there exists (λ(P ), j(P )) such that P ∈ Cm,λ(P ),j(P ) \Nm,λ(P ),j(P ).
Then, Zm has the desired property.
The union Z ′0 :=
⋃
m ψ˜m(Zm) is a countable subset in ̟
−1
0 (0, 0). Note Q0 ∈ ̟−10 (0, 0) \ Z ′0. There exists a
sequence Qm ∈ ̟−1m (Pm) such that ψ˜m,m′(Qm′) = Qm and that ψ˜m(Qm) = Q0. There exist neighbourhoods
Im of Qm in ̟−1m (Pm) such that (i) ψ˜m(Im) ⊃ ψ˜m′(Im′) for m ≤ m′, (ii) Im ∩
⋃
j≤m ν˜
−1
j,m(Zj) = ∅. Hence,
there exist λ0 ∈ Λ, a sequence mi → ∞, a sequence of points Qmi ∈ ̟−1mi (Pmi), a sequence of neighbourhoods
Imi of Qmi in ̟−1mi (Pmi) such that Condition 8.9 is satisfied for (Wλ0 , φλ0).
8.2.4 Pull back of subanalytic functions in the case κ̂(Y ) <∞
Let H be a closed subanalytic subset in X˜0(H0) with dimR H ≤ 3. Let f be a continuous subanalytic function
on (X˜0(H0) \H, X˜0(H0)). We assume that f is bounded around any point of H \ ∂X˜0(H0). We shall prove the
following proposition in §8.3.2.
Theorem 8.13 If κ̂(Y ) <∞, there exists m0 such that the following holds for each m ≥ m0.
• There exist a non-empty connected open subset Im ⊂ ̟−1m (Pm) and a small open neighbourhood Vm of Im
in X˜m(Hm) such that ψ˜m
(Vm \̟−1m (Hm)) ⊂ X˜0(H0) \ H.
• The function ψ˜∗m(f) on Vm \̟−1m (Hm) is ramified real analytic along Vm ∩̟−1m (Hm).
• If ψ˜∗m(f) is not constantly 0, the order ordρm ψ˜∗m(f)(um, θm, ρm) are independent of um, where (θm, ρm)
is a polar coordinate system of C˜vm(0) defined by vm = ρme
√−1θm .
8.2.5 Pull back of subanalytic functions in the case κ̂(Y ) =∞
In this subsection, we assume that Y is not convergent and that κ̂(Y ) = ∞. We shall prove the propositions
in §8.4.5.
Any small neighbourhood Um of 0 in Cum = {um ∈ C} naturally induces a subset Um × {0} of Um =
(Cum \ {−ωm}) × Cvm ⊂ X˜m(Hm). Let um = am +
√−1bm denote the decomposition into the real part and
the imaginary part. We consider open sets Um of the form
{
(am, bm)
∣∣ |am| < δ1,m, |bm| < δ2,m}.
Let H be a closed subanalytic subset in X˜0(H0) with dimR H = 3. Let H1 be a closed subanalytic subset in
H with dimR H1 = 2.
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Theorem 8.14 There exists m0 such that for any m ≥ m0 there exist a non-empty connected open subset
Im ⊂ ̟−1m (Pm) and a small neighbourhood Vm = Um × Im × {0 ≤ ρm < ǫm} of Im in X˜m(Hm) with the
following property.
• Set Zm := (Vm ∩ ψ˜−1m (H)) \̟−1m (Hm). Then, either one of the following holds: (i) Zm is empty, or (ii)
Zm is a smooth connected hypersurface.
• In the case (ii), one of the projections um 7−→ am or um 7−→ bm induces an isomorphism
Zm ≃ {|am| < δm,1} × Im × {0 < ρm < ǫm} =: Vm,1, (26)
or Zm ≃ {|bm| < δm,2} × Im × {0 < ρm < ǫm} =: Vm,2. (27)
• (Vm ∩ ψ˜−1m (H1)) \̟−1m (Hm) = ∅.
Let f be a continuous subanalytic function on (X˜0(H0) \H, X˜0(H0)), which is bounded around any point of
H \ ∂X˜0(H0). Let fH be a continuous subanalytic function on (H \ H1, X˜0(H0)), which is bounded around any
point of H1 \ ∂X˜0(H0).
Theorem 8.15 There exists m1 ≥ m0 such that the following holds for any m ≥ m1:
• Suppose Zm 6= ∅. Then, the restriction of ψ˜∗m(f) to each connected component of Vm ∩ ψ˜−1m (X˜0(H0) \
H) is described as the sum of a bounded function and a ramified real analytic function of the form∑
y<0 fm,y(θm)ρ
y
m. Moreover, the function ψ˜
∗
m(fH) on Zm is described as the sum of a bounded func-
tion and a ramified real analytic function of the form
∑
y<0 fH,m,y(θm)ρ
y
m on Vm,1 or Vm,2 under the
isomorphism (26) or (27).
• Suppose that Zm = ∅. Then, the following holds for a (possibly empty) closed subanalytic subset Am ⊂ Vm:
– Set A◦m := Am \̟−1m (Hm). If A◦m 6= ∅, one of the projections um 7−→ am or um 7−→ bm induces an
isomorphism A◦m ≃ Vm,1 or A◦m ≃ Vm,2.
– The restriction of ψ˜∗m(f) to each connected component of Vm\(Am∪̟−1m (Hm)) is described as a sum
of a bounded function and a ramified real analytic function of the form
∑
y<0 fm,y(θm)ρ
y
m. Moreover,
the restriction of ψ˜∗m(f) to A◦m is described as a sum of a bounded function and a ramified real analytic
function of the form
∑
y<0 fA,m,y(θm)ρ
y
m on Vm,1 or Vm,2 under the isomorphism A◦m ≃ Vm,1 or
A◦m ≃ Vm,2.
8.3 The case κ̂(Y ) <∞
8.3.1 Proof of Theorem 8.10
In the following, we shall make Im and rm smaller. Let Vm denote a small neighbourhood of Im × [0, rm[ in
X˜m(Hm) of the form Um × {θ1 < θ < θ2} × [0, rm[. We denote mi by m(i).
Because of the existence of ψ̂m(i),0, if rm(i) are sufficiently small, we obtain ψ˜m(i)
(Im(i) × [0, rm(i)[) ⊂ U (0).
Hence, we may assume that ψ˜m(i)
(Vm(i)) ⊂ U (0). Recall that C(0) ⊂ U (0) is described as {g(0)1 = · · · = g(0)r(0) =
0}. We use the change of parametrization in §8.1.2, and we apply Theorem 3.21. Then, by shrinking Im(i),
rm(i) and Vm(i), there exists m(0) such that for any m(i) ≥ m(0) the following holds: (i) ψ˜∗m(i)(g(0)j ) are not
constantly 0, (ii) the order ordρm(i) ψ˜
∗
m(i)g
(0)
j (um(i), θm(i), ρm(i)) are constant with respect to (um(i), θm(i)) ∈
̟−1m(i)(Hm(i)) ∩ Vm(i). Then, there exists a unique morphism ψ˜(1)m(i) : Vm(i) −→ W (1) such that φ(1) ◦ ψ˜(1)m(i) is
equal to ψ˜m(i) for any m(i) ≥ m(0). By taking a subsequence, we may assume that such morphisms ψ˜(1)m(i) exist
for any m(i).
Suppose that for ℓ ≥ 1 we have already constructed real analytic morphisms ψ˜(ℓ)m(i) : Vm(i) −→ W (ℓ) such
that ξ(ℓ) ◦ ψ˜(ℓ)m(i) = ψ˜m(i). Because of the existence of ψ̂m(i),0, we may assume that Im ψ˜(ℓ)m(i) is contained in U (ℓ),
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after making Vm(i) smaller. We obtain real analytic functions (ψ˜(ℓ)m(1))∗(g(ℓ)j ) on Vm(1), and the real analytic
functions (ψ˜
(ℓ)
m(i))
∗(g(ℓ)j ) (i ≥ 1) are obtained as the pull back of (ψ˜(ℓ)m(1))∗(g(ℓ)j ) by ψ˜m(1),m(i). Hence, by using
the change of parametrization as in §8.1.2 and Theorem 3.21, and by shrinking Im(i), rm(i) and Vm(i), there
exist m(ℓ) such that for any m(i) ≥ m(ℓ) the following holds: (i) ψ˜∗m(i)(g(ℓ)j ) are not constantly 0, (ii) the orders
ordρm(i) ψ˜
∗
m(i)g
(ℓ)
j (um(i), θm(i), ρm(i)) are constant with respect to (um(i), θm(i)) ∈ ̟−1m(i)(Hm(i)) ∩ Vm(i). Hence,
there exists a unique morphism ψ˜
(ℓ+1)
m(i) : Vm(i) −→ W (ℓ+1) such that φ(ℓ+1) ◦ ψ˜(ℓ+1)m(i) = ψ˜(ℓ)m(i). In this way, the
inductive construction can proceed, and we obtain Theorem 8.10 in the case κ̂(Y ) <∞.
8.3.2 Proof of Theorem 8.13
Let (Wλ, φλ) (λ ∈ Λ) be any rectilinearization for f . By Theorem 8.10 and Proposition 8.11, there exist λ0 ∈ Λ,
a positive number m(1), an open subset Vm(1) in X˜m(1)(Hm(1)) such that Vm(1) ∩ ̟−1m(1)(Pm(1)) 6= ∅, and a
real analytic morphism ψ̂m(1) : Vm(1) −→ Wλ0 such that φλ0 ◦ ψ̂m(1) = ψ˜m(1)|Vm(1) . There exists a sequence
of open subsets Vm ⊂ X˜m(Hm) (m ≥ m(1)) such that (i) Vm ∩ ̟−1m (Pm) 6= ∅, (ii) ψ˜m′,m(Vm) ⊂ Vm′ for any
m ≥ m′ ≥ m(1).
The set φ−1λ0 (H) is rectilinearized, and hence expressed as the 0-set of a real analytic function hλ0 on Wλ0 .
The set ψ˜−1m(1)(H) is contained in the 0-set of hm(1),λ0 := ψ̂
∗
m(1)(hλ0). If m is sufficiently larger than m(1), after
shrinking Vm, we obtain that the 0-set of ψ˜∗m(1),m(hm(1),λ0) is contained in Vm ∩̟−1m (Hm) by Corollary 3.22.
It implies the first claim of Theorem 8.13 in the case κ̂(Y ) <∞.
Let (x1, x2, x3, x4) be the coordinate system on Wλ0 . We obtain the real analytic functions ψ̂
∗
m(1)(xi). After
replacing m(1) with a larger number, we may assume that xi,m(1) := ψ̂
∗
m(1)(xi) > 0 on Vm(1). If m is sufficiently
larger than m(1), after shrinking Vm, we obtain that the order ordρm ψ˜∗m(1),m(xi,m(1))(um, θm, ρm) are constant
with respect to (um, θm). Then, ψ˜
∗
m(1),m(xi,m(1))
1/e are ramified real analytic functions on Vm.
Note that ψ˜∗m(f) = ψ˜∗m(1),mψ̂
∗
m(1)
(
φ∗λ0(f)
)
, and that the function φ∗λ0(f) is expressed as real analytic func-
tions of (x
1/e
1 , x
1/e
2 , x
1/e
3 , x
1/e
4 ) for some e ∈ Z>0. Hence, if m is sufficiently larger than m(1), we obtain that
ψ˜∗m(f) is a ramified real analytic function on Vm, i.e., we obtain the second claim of Theorem 8.13 in the case
κ̂(Y ) <∞.
By replacing m(1) with a larger number, we may assume that ψ˜∗m(f) is a ramified real analytic function.
Then, by Corollary 3.22 we obtain the third claim of Theorem 8.13 in the case κ̂(Y ) <∞. Thus, the proof of
Theorem 8.13 is finished in the case κ̂(Y ) <∞.
8.4 The case κ̂(Y ) =∞
8.4.1 Change of parametrization
As in §8.1.2, we change the parametrization of curves. Let Um denote a small neighbourhood of 0 in Cum .
We have constructed the holomorphic embedding Φ−1m : Um ×∆y1/δ(m),ǫm −→ Um, and the composition Fm =
ψm ◦ Φ−1m is described as
Fm(um, y
1/δ(m)) = (gY m(um, y
1/δ(m)), y).
Let F˜m : Um × ∆˜y1/δ(m),ǫm(0) −→ X˜0(H0) denote the induced morphism. It is enough to study F˜m instead of
ψ˜m.
We use the polar coordinate system y = te
√−1φ, i.e., y1/δ(m) = t1/δ(m)e
√−1φ/δ(m). Set I := {0 ≤ φ ≤ 2π}.
We define the map Um × I× {0 ≤ t1/δ(m) ≤ ǫ} −→ X˜0(H0) by (um, φ, t1/δ(m)) 7−→ F˜m(um, e
√−1φ/δ(m)t1/δ(m)).
We may regard Im ⊂ I. The induced NUm×I-paths in X˜0(H0) are also denoted by F˜m. (See §3.3 for N -paths.)
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8.4.2 Limit
There exist the expansions gY m(um, t
1/δ(m)e
√−1φ/δ(m)) =
∑
y gY m,y(um)e
√−1φyty. Recall that for y < κ(Y m),
the coefficients gY m′ ,y(um) are independent of m
′ > m, and constant with respect to um. We define gY ,y as
gY m,y ∈ C (y < κ(Y m)). We set gY :=
∑
gY ,ye
√−1yφty as a section of NI. (See §3.3 for the sheaf NI on
I.) We obtain the non-convergent NI-path F˜∞ in X˜0(H0) defined by F˜∞(φ, t) = (gY , φ, t). We can naturally
regard F˜∞ as an NUm×I-path in C˜2(H) for each m. By the construction, ordt(F˜∞, F˜m) ≥ κ(Y m) holds.
8.4.3 Proof of Theorem 8.10
Recall that for any NY -path F in a space B the underlying map Y −→ B is denoted by F0.
We set I(0)′ :=
(
(F˜∞)0
)−1
(U (0)). The NI(0)′ -path F˜∞|I(0)′ is induced in U (0). Note that F˜∞|I(0)′ does not
factor through C(0) by Lemma 3.26. There exists the 0-dimensional closed subset Z(0) ⊂ I(0)′ such that for any
P ∈ I(0)′ \ Z(0) the following holds:
ordP,t(F˜∞|I(0)′ , C
(0)) = ordP,t(F˜∞|P , C(0)) =: µ(0).
We set I(1) := I(0)′ \ Z(0). As explained in §3.3.3, there exists the NI(1) -path F˜ (1)∞,I(1) in W (1) which is the lift
of F˜∞|I(1) , i.e., φ(1) ◦ F˜ (1)∞,I(1) = F˜∞|I(1) .
We continue such a process inductively, as possible. Suppose that we have already constructed an NI(ℓ) -path
F˜
(ℓ)
∞,I(ℓ) in W
(ℓ) for ℓ ≥ 1. We set I(ℓ)′ :=
(
(F˜
(ℓ)
∞,I(ℓ))0
)−1
(U (ℓ)). If I(ℓ)′ 6= ∅, we obtain the induced NI(ℓ)′ -path
F˜
(ℓ)
∞,I(ℓ)′ in U
(ℓ). Note that F˜
(ℓ)
∞|I(ℓ)′ does not factor through C
(ℓ). There exists a 0-dimensional subset Z(ℓ) ⊂ I(ℓ)′
such that for any P ∈ I(ℓ)′ \ Z(ℓ) the following holds:
ordP,t
(
F˜
(ℓ)
∞|I(ℓ)′ , C
(ℓ)
)
= ordP,t
(
(F˜
(ℓ)
∞|I(ℓ)′ )|P , C
(ℓ)
)
=: µ(ℓ).
We set I(ℓ+1) := I(ℓ)′ \ Z(ℓ). There exists the NI(ℓ) -path F˜ (ℓ)∞,I(ℓ+1) in W (ℓ+1) which is the lift of F˜
(ℓ)
∞|I(ℓ+1) .
We continue the process until either ℓ = k or I(ℓ)′ = ∅ holds.
We set N0 :=
∑
ℓ µ
(ℓ) < ∞. We can easily obtain the claim of Theorem 8.10 from the following lemma, in
the case κ̂(Y ) =∞ for non-convergent Y .
Lemma 8.16
• There exist an open subset I0 ⊂ I with I0 ∩ Imi 6= ∅ (i ≥ 1) and an NI0-path F̂∞,I0 in W which is a lift
of F˜∞|I0 with respect to φ.
• Let N1 be any positive integer. Let A be any complex manifold. Let ν be any NI0×A-path in X˜0(H0) such
that
ordt,P
(
ν|I0×{a}, F˜∞|I0
)
> N0 +N1
for any P ∈ I0 and for any a ∈ A. Then, there exists the NI0×A-path ν˜ in W such that (i) it is the lift
of ν, (ii) ordt,P
(
ν˜I×{a}, F̂∞,I0
)
> N1 for any P ∈ I0 and a ∈ A.
• Let N1 be any positive integer. If mi is sufficiently large, there exists the NUm×(I0∩Im)-path F̂mi in W
such that (i) F̂mi is the lift of F˜m|Um×(I0∩Im) with respect to φ, (ii) the following holds at any P ∈ I0∩Im
and any R ∈ Umi :
ordt,P
(
F̂∞,I0 , F̂mi|{R}×(I0∩Im)
)
> N1.
Proof If mi is sufficiently large, ord(F˜mi,I, F˜∞,I) > N0 holds. Then, by an inductive argument on ℓ, we can
prove that (i) I(ℓ) 6= ∅, (ii) I(ℓ)mi := Imi ∩ I(ℓ) 6= ∅, (iii) the following holds:
ordt,P
(
F˜
(ℓ)
mi,I
(ℓ)
mi
, F˜
(ℓ)
∞,I(ℓ)mi
)
> N0 −
∑
p≤ℓ
µ(p).
59
Hence, we obtain the first claim. We can also prove the second claim similarly by an easy induction. The third
claim follows from the second. Thus, we obtain Lemma 8.16 and Theorem 8.10.
8.4.4 Pull back of real analytic functions
We make a preliminary for the proof of Theorems 8.14 and 8.15. Recall that (x, y) is the coordinate system of
X0 = C2 such that H0 = {y = 0}. Let y = re
√−1θ be the polar decomposition. Let J := {θ1 < θ < θ2} ⊂ I be
any interval. We consider an open subset B := {(x, θ, r) ∣∣ |x| < ǫ1, θ1 < θ < θ2, 0 ≤ r < ǫ2} in X˜0(H0). Let h
be a non-constant real analytic function on B. We assume the following.
• The exterior derivative of h is not 0 at every point of h−1(0) ∩ {r > 0}.
• F˜ ∗∞,J(h) = 0 as a section of NJ.
Let (a, b) be the real coordinate system determined by x = a+
√−1b.
Lemma 8.17 One of F˜ ∗∞,J(∂ah) or F˜
∗
∞,J(∂bh) is not 0.
Proof Because F˜ ∗∞,J(h) = 0, we obtain F˜
∗
∞,J(dh) = 0, and hence the following equalities:
F˜ ∗∞,J(∂ah)∂tF˜
∗
∞,J(a) + F˜
∗
∞,J(∂bh)∂tF˜
∗
∞,J(b) + F˜
∗
∞,J(∂rh) = 0, (28)
F˜ ∗∞,J(∂ah)∂φF˜
∗
∞,J(a) + F˜
∗
∞,J(∂bh)∂φF˜
∗
∞,J(b) + F˜
∗
∞,J(∂θh) = 0. (29)
By the assumption, at least one of F˜ ∗∞,J(∂κh) (κ = a, b, θ, r) is not 0. If both F˜
∗
∞,J(∂ah) = 0 and F˜
∗
∞,J(∂bh) = 0
hold, then we obtain F˜ ∗∞,J(∂κh) = 0 (κ = θ, r) by the above equalities (28) and (29). Hence, we obtain the
claim of the lemma.
Set k denote the minimum of ordt F˜
∗
∞,J(∂ah) and ordt F˜
∗
∞,J(∂bh). Note that for the expansion gY m =∑
y gY m,y(um)e
√−1φyty, the coefficients gY m,y (y < κ(Y m)) are constants and independent of m.
Lemma 8.18 Let m be any positive integer such that κ(Y m) > k. Then, there exist a non-empty interval
Jm ⊂ J, a small neighbourhood Um and ǫm > 0 such that either one of F˜ ∗m,Um×Jm(∂ah) or F˜ ∗m,Um×Jm(∂bh) is
nowhere vanishing on Um × Jm × {0 < t < ǫm}.
Proof Note that F˜ ∗m,Um×Jm(∂κh) ≡ F˜ ∗∞,Jm(∂κh) (κ = a, b) modulo tκ(Y m). Hence, we obtain either one of
ordt F˜
∗
m,Um×Jm(∂ah) = ordt F˜
∗
∞,Jm(∂ah) = k or ordt F˜
∗
m,Um×Jm(∂bh) = ordt F˜
∗
∞,Jm(∂bh) = k. Then, we obtain
the claim of the lemma.
Note that gY m,κ(Y m)(um) − gY m,κ(Y m)(0) are C-linear functions of um. Let (am, bm) be as in §8.2.5. We
obtain the following.
Lemma 8.19 Let m be a large integer such that κ(Y m) > k. Then, there exist a non-empty interval Jm ⊂ J, a
small neighbourhood Um and ǫm > 0 such that either ∂am F˜ ∗m,Um×Jm(h) or ∂bm F˜ ∗m,Um×Jm(h) is nowhere vanishing
on Um × Jm × {0 < t < ǫm}. As a result, either one of the following holds.
• F˜ ∗m,Um×Jm(h)−1(0) ∩ {t > 0} ≃ {|am| < δ1,m} × Jm × {0 < t < ǫm} induced by um 7−→ am.
• F˜ ∗m,Um×Jm(h)−1(0) ∩ {t > 0} ≃ {|bm| < δ2,m} × Jm × {0 < t < ǫm} induced by um 7−→ bm.
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8.4.5 Proof of Theorems 8.14 and 8.15
Let φλ :Wλ −→ Y (λ ∈ Λ) be a rectilinearization of f . (See §8.2.2 for Y.) We may assume that the sets φ−1λ (H)
are rectilinearized, i.e., they are the union of some tuples of quadrants Q ⊂Wλ with dimQ ≤ 3. Let Qλ,q ⊂Wλ
be a 4-dimensional quadrant such that Qλ,q ⊂ φ−1λ (X˜0(H0) \ H). We obtain the expression
φ∗λ(f)|Qλ,q = a(λ, q) ·
4∏
p=1
(±xp)ℓp(λ,q)/ρ(λ,q),
where a(λ, q) is a nowhere vanishing ramified real analytic function, ρ(λ, q) is a positive integer, and the signature
of ±xp are chosen so that ±xp > 0 on Qλ,q. Either one of the following holds: (i) ℓp(λ, q) ≥ 0 for any p, or
(ii) ℓp(λ, q) ≤ 0 for any p. If ∂Qλ,q ∩ φ−1λ (X0 \ H0) 6= ∅, then φ∗λ(f)|Qλ,q is bounded around any point of
∂Qλ,q ∩ φ−1λ (X0 \H0). Hence, φ∗λ(f)|Qλ,q extends to a continuous function on Qλ,q \ φ−1λ (X0 \H0), and there
exists the restriction of φ∗λ(f)|Qλ,q to any quadrant contained in ∂Qλ,q ∩ φ−1λ (X0 \H0).
By Theorem 8.10, there exist λ0, an interval J1 ⊂ I, and NUm×J1-paths F̂m in Wλ0 for any large m,
which are lifts of the restriction of F˜m. There also exists the NJ1 -path F̂∞,J1 in Wλ0 which is the lift of the
restriction of F˜∞. For any N1 > 0, there exists m0 such that the following holds for any m ≥ m0 and for any
(Rm, P ) ∈ Um × J1:
ordP,t
(
F̂∞,J1|P , F̂m|(Rm,P )
)
> N1. (30)
We set It1/δ(m) = {0 ≤ t1/δ(m) ≤ ǫm}. We regard the NUm×J1 -path F˜m|Um×J1 as a real analytic map
F˜m,Um×J1 : Um × J1 × It1/δ(m) −→ X˜0(H0).
Let H(m) ⊂ Um × J1 × It1/δ(m) be the pull back of H by F˜m,Um×J1 . Note dimR H(m) ≤ 3.
Let W
〈ℓ〉
λ0
denote the union of the quadrants Q of Wλ0 with dimQ ≤ ℓ. Let us consider the following three
cases.
(a1) F̂∞,J1 factors through W
〈2〉
λ0
.
(a2) F̂∞,J1 factors through W
〈3〉
λ0
, but does not factor through W
〈2〉
λ0
.
(a3) F̂∞,J1 does not factor through W
〈3〉
λ0
.
Let us observe that the case (a1) does not occur. Because the sheaf of rings NJ1 is integral, we obtain that
F̂∞,J1 factors through a 2-dimensional linear subspace ofWλ0 . Then F̂∞,J1 is convergent by Lemma 3.26, which
contradicts our assumption. Hence, F̂∞,J1 does not factor through W
〈2〉
λ0
.
Let us consider the case (a3). Note that F̂ ∗∞,J1(xp) 6= 0 for p = 1, 2, 3, 4. By shrinking J1, we may
assume that ordt F̂
∗
∞,J1|P (xp) are independent of P ∈ J1. Then, if m is sufficiently large, ordt F̂ ∗m|(um,P )(xp) =
ordt F̂
∗
∞,J1|P (xp) holds for any (um, P ) ∈ Um × J1. We obtain that F̂−1m (W
〈3〉
λ0
) ⊂ Um × J1 × {0} for any
sufficiently large m. It implies that H(m) \ (Um × J1 × {0}) = ∅. Hence, the claims of Theorem 8.14 holds in
the case (a3). Let us study the claim of Theorem 8.15 in the case (a3). We may assume that (F̂m)
∗(xp) > 0
(p = 1, 2, 3, 4) on Um × J1 × {t1/δ(m) > 0}. Because of (30), the orders ordt(F̂m)∗(xi)(um, φ, t) are constant
with respect to (um, φ). Hence, (F̂m)
∗(x1/ep ) are ramified real analytic on Um × J1 × It1/δ(m) . We consider the
expansion (
F̂m
)∗
(f) =
∑
y≥−M
f
(m)
y (um, φ)t
y.
By Lemma 8.20 below, if m is sufficiently large, f
(m)
y (um, φ) (y < 0) are independent of um. Hence, the claim
of Theorem 8.15 holds with Zm = ∅ and Am = ∅.
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Let us study the case (a2). We may assume that F̂∞,J1 factors through {x1 = 0}. Note that F̂ ∗∞,J1(xp) 6= 0
(p = 2, 3, 4). By shrinking J1, we may assume that y(p) := ordt F̂
∗
∞,J1|P (xp) (p = 2, 3, 4) are independent of
P . We may assume that F̂ ∗∞,J1(xp)y(p) > 0 (p = 2, 3, 4) for the expansion F̂
∗
∞,J1(xp) =
∑
F̂ ∗∞,J1(xp)yt
y. There
exists m10 such that F̂
∗
m(xp) > 0 (p = 2, 3, 4) for any m ≥ m10 on Um × J1 × (It1/δ(m) \ {0}). Applying Lemma
8.19 to the pull back of F̂ ∗m10(x1) via the induced morphisms Um×J1×It1/δ(m) −→ Um10×J1×It1/δ(m10) for any
sufficiently largem, we obtain that F̂ ∗m(x1)
−1(0)\(Um×J1×{0}) ≃ Vm,1 or F̂ ∗m(x1)−1(0)\(Um×J1×{0}) ≃ Vm,2
by the map um 7−→ am or um 7−→ bm. If H(m)\(Um×J1×{0}) 6= ∅, it is equal to F̂ ∗m(x1)−1(0)\(Um×J1×{0}).
We also note that F̂−1m (W
〈2〉
λ0
) ⊂ Um × J1 × {0}. Hence, we obtain that the claims of Theorem 8.14 hold in the
case (a2).
Let us study the claims of Theorem 8.15 in the case (a2). We set Q := {x1 = 0, x2 > 0, x3 > 0, x4 > 0},
Q+ := {x1 > 0, x2 > 0, x3 > 0, x4 > 0} and Q− := {x1 < 0, x2 > 0, x3 > 0, x4 > 0}. We set f± := φ∗λ0(f)|Q± .
We may naturally regard f± as the functions on Q± ∪Q. In particular, the restrictions f±|Q are well defined.
Let q± : Q± −→ Q be the projection forgetting x1. Then, we obtain the functions q∗±(f±|Q). We express
f±−q∗±(f±|Q) = xγ±1 ·h± ·
∏4
p=2 x
ℓp/ρ
p for some γ± > 0, where h± is a ramified real analytic function on the closure
of Q±. We may assume that ordt F̂ ∗m(x1) is sufficiently large. Hence, we obtain that F̂
∗
m(f±)− F̂ ∗m(q∗±f±|Q) are
bounded. By an argument as in the case (a3), we obtain that F̂ ∗m(q∗±f±|Q) is ramified real analytic, and the
coefficients of ty (y < 0) depend only on θm.
Suppose H(m) \ (Um × J1 × {0}) 6= ∅. The quadrant Q = {x1 = 0} ∩
⋂
i=2,3,4{xi > 0} of Wλ0 is contained
in φ−1λ0 (H). We obtain the continuous subanalytic function φ
∗
λ0
(fH) on (Q,Wλ0). Note Wλ0 = Rx1 × R3x2,x3,x4 .
By applying Theorem 2.7 to Q ⊂ R3x2,x3,x4 with fQ := φ∗λ0 (fH)|Q, we can obtain a locally finite family of real
analytic morphisms ψ1,β : V1,β −→ R3x2,x3,x4 (β ∈ Γ) which is a rectilinearization of Q, such that the following
holds:
• Let Q′ ⊂ V1,β be any quadrant contained in ψ−11,β(Q). Then, ψ∗1,β(fQ)|Q′ ∈ RNC(Q′).
We set Vβ := Rx1 × V1,β and ψβ := id×ψ1,β. We obtain a rectilinearization {(Vβ , ψβ) |β ∈ Γ} of Q ⊂ R4 such
that the following holds:
• Let Q′ ⊂ Vβ be any quadrant contained in ψ−1β (Q). Then, ψ∗β(fQ)|Q′ ∈ RNC(Q′).
By using the arguments in the proof of Theorem 8.10 and Proposition 8.11, after making m larger, shrinking
I1 and Um, and making ǫm smaller, we can obtain β0 ∈ Γ and morphisms F̂ ′m : Um × I1 × It1/δ(m) −→ Vβ0 for
any sufficiently large m such that ψβ0 ◦ F̂ ′m = F̂m. On H(m) \ (Um×I1×{0}), F˜ ∗m(fH) = (F̂ ′m)∗(ψβ0(fQ)) holds.
By the argument in the case of (a3), we obtain that it is ramified real analytic as a function on V1,m or V2,m,
and the coefficient of ty (y < 0) depend only on θm.
Suppose H(m) \ (Um × J1 × {0}) = ∅. Set Am := F̂−1m (Q). By an argument as in the case (a3), we obtain
that the restriction of F̂ ∗m
(
f|Q
)
on A◦m := F̂−1m (Q) \ (Um × J1 × {0}) is ramified real analytic as a function on
V1,m or V2,m, and that the coefficients of ty (y < 0) depend only on θm. Hence, the claims of Theorem 8.15
holds in the case (a2).
8.4.6 Appendix
Let U be an open subanalytic subset in a real analytic manifold M . Let H be a hypersurface of M defined
as {h = 0} for a real analytic function h on M . Let F be a subanalytic function on (U \ H,M). Let Y be a
real analytic manifold equipped with a global coordinate system (x1, . . . , xn), and let Φ : Y −→ U be a real
analytic morphism such that Φ∗(h) = a ·∏ki=1 xmii and Φ∗(F ) = b ·∏ki=1 xℓii , where a is a nowhere vanishing real
analytic function, b is a nowhere vanishing ramified real analytic function, k is an integer such that 1 ≤ k ≤ n,
and (mi) ∈ Zk>0 and (ℓi) ∈ (Q≥0)k ∪ (Q≤0)k.
Let P0 denote a one point set. Let γ
′ be an NP0 -path in Y such that (γ′)0(P0) = (0, . . . , 0). Let γ = Φ ◦ γ′
be the induced NP0 -path in U .
Lemma 8.20 There exists an integer N0 > 0 depending only on (ℓi) and ord γ
∗(h) such that the following
holds.
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• Let σ(t) be an NP0-path in Y such that σ0(P0) = (0, . . . , 0) and that ordt(σ, γ′) ≥ N0. Then, the polar
parts of (γ′)∗Φ∗F and σ∗Φ∗F are the same.
Proof It is enough to consider the case (ℓi) ∈ Qn≤0. We describe γ′(t) =
(
γ′1(t), . . . , γ
′
n(t)
)
. Because γ∗(h) =
(γ′)∗Φ∗(h), ordt(γ′i) ≤ ordt(γ∗(h)) holds. We set di := ordt(γ′i) and d := ordt(γ∗h). Let N0 be any integer
larger than
(
n +
∑
i |ℓi|
)
d. For the description σ(t) = (σ1(t), . . . , σn(t)), σi(t) = γ
′
i(t) + t
N0bi(t) holds. We
obtain ∏
i
(
γ′i(t) + t
N0bi(t)
)ℓi
=
∏
i
γ′i(t)
ℓi(1 + tN0−dici(t))ℓi =
∏
i
γ′i(t)
ℓi(1 + tN0−dic′i(t)),
for some power series ci(t) and c
′
i(t). Then, the claim of the lemma is clear.
Part III
Enhanced ind-sheaves and holonomic
D-modules
9 Meromorphic flat bundles and enhanced ind-sheaves
LetX be a complex manifold with a complex hypersurfaceH . We define the bordered spaceX(H) := (X\H,X).
The dimension of X is denoted by dX unless otherwise specified.
In §9.1, we introduce two subcategories Ebmero(ICX(H)) and Eb⊚(ICX(H)) of EbR-c(ICX(H)). The subcategory
E
b
mero(ICX(H)) is defined as the essential image of the category of meromorphic flat bundles by the enhanced
de Rham functor. The subcategory Eb⊚(ICX(H)) is defined by the curve test. Theorem 9.3 states that they are
actually the same, that is one of the main theorems in this paper. The proof will be given in §10–11.
In §9.2, we shall explain another way to define the subcategory Eb⊚(X(H)). In §9.3, we shall give a prelimi-
nary for the proof of Theorem 9.3.
Let us introduce some notation. For any ǫ > 0, we set ∆ǫ :=
{
z ∈ C ∣∣ |z| < ǫ} and ∆∗ǫ := ∆ \ {0}. Let
∆ǫ(0) denote the bordered space (∆
∗
ǫ ,∆ǫ). Let ̟0 : ∆˜ǫ(0) −→ ∆˜ǫ denote the oriented real blowing up. For
any subsets Si ⊂ X (i = 1, 2), a holomorphic map ϕ : (∆∗ǫ , 0,∆ǫ) −→ (S1, S2, X) means a holomorphic map
ϕ : ∆ǫ −→ X such that ϕ(∆∗ǫ ) ⊂ S1 and ϕ(0) ∈ S2. If ǫ = 1, we omit to denote ∆ instead of ∆1. We use
similar notation ∆∗, ∆(0), etc.
9.1 Curve test for enhanced ind-sheaves and meromorphic flat bundles
Let Hol(DX) denote the category of holonomic DX -modules. Let Mero∗(X,H) ⊂ Hol(DX) be the full subcate-
gory of holonomic DX -modules M which are coherent over OX(∗H). According to [3], the enhanced de Rham
functor DREX(H) : Mero∗(X,H) −→ EbR-c(ICX(H)) is a fully faithful functor.
Definition 9.1 Let Ebmero(ICX(H)) ⊂ EbR-c(ICX(H)) denote the essential image of V 7−→ DREX(H)(V )[−dX ].
Let Mero!(X,H) ⊂ Hol(DX) denote the essential image of D : Mero∗(X,H)op −→ Hol(DX), where D
denotes the duality functor on Hol(DX), and Mero∗(X,H)op denotes the opposite category of Mero∗(X,H).
We may also regard Ebmero(ICX(H)) as the essential image of the functor Mero!(X,H) −→ EbR-c(ICX(H)) defined
by M 7−→ DREX(H)(M)[−dX ].
Let j : (X \H,X) −→ (X,X) be the natural inclusion of the bordered spaces. There exists the fully faithful
functor Ej!! : E
b
R-c(ICX(H)) −→ EbR-c(ICX). The essential image of the induced functor Ej!! : Ebmero(ICX(H)) −→
E
b
R-c(ICX) is equal to the essential image of the functor Mero!(X,H) −→ EbR-c(ICX) defined by M 7−→
DREX(M)[−dX ].
We introduce another subcategory of EbR-c(ICX(H)).
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Definition 9.2 Let Eb⊚(ICX(H)) ⊂ EbR-c(ICX(H)) be the full subcategory of objects K satisfying the following
conditions.
• K|X\H is a locally free CX\H-module.
• For any holomorphic map ϕ : (∆∗, 0,∆) −→ (X \H,H,X), Eϕ−1K is an object in Ebmero(IC∆(0)).
By the compatibility of the enhanced de Rham functor and the 6-functors for holonomic D-modules and
R-constructible enhanced ind-sheaves in [3], Ebmero(ICX(H)) is a full subcategory of E
b
⊚(ICX(H)). If dimCX = 1,
E
b
mero(ICX(H)) = E
b
⊚(ICX(H)) clearly holds.
We shall prove the following theorem in §10–§11.
Theorem 9.3 Ebmero(ICX(H)) = E
b
⊚(ICX(H)).
9.2 Another description
9.2.1 Subcategory determined by sector test
Let Sǫ,δ ⊂ ∆˜ǫ(0) denote the sector {(r, θ) ∈ ∆˜ǫ(0) | − δ < θ < δ}. Set Zδ := {(0, θ) | − δ < θ < δ} ⊂ Sǫ,δ, and
S◦ǫ,δ := Sǫ,δ \ Zδ. Note that S◦ǫ,δ = {z | 0 < |z| < ǫ,−δ < arg(z) < δ} ⊂ C. Let S◦ǫ,δ denote the bordered space
(S◦ǫ,δ, Sǫ,δ).
For any real analytic map γ : (I◦, 0, I) −→ (X \H,H,X), if ǫ is sufficiently small, we obtain the induced
holomorphic map γC : ∆ǫ −→ X . It induces the real analytic map of bordered spaces γ˜ǫ,δ : S◦ǫ,δ −→X(H).
Definition 9.4 Let Eb
⊚′
(ICX(H)) ⊂ EbR-c(ICX(H)) be the full subcategory of the objects K which have the fol-
lowing property:
• K|X\H is a locally free CX\H-module.
• Let γ : (I◦, 0, I) −→ (X \H,H,X) be any real analytic map. Then, there exist small positive numbers δ
and ǫ, and C-valued subanalytic functions g1, . . . , gm on (S◦ǫ,δ, ∆˜(0)) which are holomorphic as functions
on S◦ǫ,δ, such that
Eγ˜−1ǫ,δK ≃
m⊕
i=1
CESǫ,δ ⊗ Ct≥Re(gi)
in EbR-c(ICS◦ǫ,δ ).
The following is clear by the definitions.
Lemma 9.5 Eb
⊚′
(ICX(H)) is a full subcategory of Protf (X(H)).
9.2.2 Basic isomorphisms
Let f be a meromorphic function on (X,H). We set EfX(∗H) :=
(OX(∗H), d + df) in Mero∗(X,H), and
EfX(!H) := DX
(E−fX (∗H)), where DX denotes the duality functor on Hol(X). According to [3], there exist
natural isomorphisms in EbR-c(ICX):
DREX
(EfX(∗H))[−dX ] ≃ CEX +⊗RIhom(π−1(CX\H),Ct=Re(f)), (31)
DREX
(EfX(!H))[−dX ] ≃ CEX +⊗ Ct≥Re(f). (32)
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9.2.3 Comparison of curve test and sector test
Proposition 9.6 The subcategories Eb⊚(ICX(H)) and E
b
⊚′
(ICX(H)) are the same. In particular, if dimX = 1,
E
b
mero(ICX(H)) = E
b
⊚′
(ICX(H)) holds.
Proof We begin with a lemma for functions on one dimensional sectors.
Lemma 9.7 Let S := {z ∈ C \ {0} ∣∣0 < |z| < ǫ, | arg(z)| < δ}. Let f be a subanalytic C-valued function on
(S,C). Suppose that f is holomorphic on S. Then, there exist a neighbourhood U of 0, a positive integer ρ, and
a meromorphic function g on (U, 0) such that f|U∩S = g(z1/ρ)|U∩S .
Proof Let ̟ : C˜(0) −→ C be the oriented real blowing up. We may regard S as an open subset in C˜(0).
We may regard f as a subanalytic function on (S, C˜(0)). Let S denote the closure of S in C˜(0). We set
Z = S ∩ ̟−1(0). Let Z◦ be the interior part of Z ⊂ ̟−1(0). There exists a sufficiently large integer N such
that zNf extends to a continuous function on S∪Z◦, and (zNf)|Z◦ = 0. By Lemma 2.11, there exists a discrete
subset Z ′ ⊂ Z◦ and a positive integer ρ0 > 0 such that any θ0 ∈ Z \ Z ′ has a neighbourhood U0 of (0, θ0) in
C˜(0) on which (zNf)|U0 is expressed by a convergent power series for some ai,j ∈ C:
(zNf)|U0 =
∑
j>0
∑
i≥0
ai,j(θ − θ0)i · rj/ρ0 .
Because (zNf)|U0\̟−1(0) is holomorphic, (z
Nf)|U0 =
∑
j>0 bjz
j/ρ0 holds for some bj ∈ C. Then, the claim of
the lemma follows.
To prove Proposition 9.6, it is enough to consider the case X = ∆ and H = {0}. It follows from the following
lemma.
Lemma 9.8 An object K of EbR-c(IC∆(0)) is contained in E
b
mero(IC∆(0)) if and only if there exist the following:
• a finite covering ∆ \ {0} = ⋃Ni=1 Si, where Si = {z ∈ C \ {0} ∣∣0 < |z| < 1, θi,1 < arg(z) < θi,2},
• subanalytic C-valued functions gij (j = 1, . . . ,m) on (Si,C) such that gij are holomorphic on Si,
• isomorphisms π−1(CSi)⊗K ≃
⊕m
j=1 π
−1(CSi)⊗
(
CEX
+⊗ Ct≥Re(gij)
)
in EbR-c(IC∆(0)).
Proof The “only if” part follows from the basic isomorphisms (31, 32) and the classical asymptotic analysis for
meromorphic flat bundles on curves. Let us study the “if” part. By shrinking Si, we may assume that gij are
bounded on {ǫ′ < |z| < ǫ , θi,1 < θ < θi,2} for any ǫ′ > 0. By pulling back via an appropriate ramified covering
ψ : (∆, 0) −→ (∆, 0), we may assume that ψ∗gij extend to meromorphic functions on (∆, 0), by Lemma 9.7.
We may assume that they are elements in z−1C[z−1].
By the condition, K|∆∗ induces a C∆∗-locally free sheaf on ∆∗, which is denoted by L. Let L˜ denote the
local system on ∆˜(0) induced by L.
We set Ii := {Re(gij) | j = 1, . . . ,m}. Let Si denote the closure of Si in ∆˜(0). Let Ii denote the image of
Ii −→ Sub(Si,Si).
As remarked in §5.2.4, there exist the induced filtrations FSi on L|Si indexed by (Ii,≺). If Si,j := Si∩Sj 6= ∅,
Ii|Si,j = Ij|Si,j holds in Sub(Si,j ,Si,j). There also exist the induced filtrations FSi∩Sj on L|Si∩Sj which are
equal to the filtrations induced by FSk (k = i, j). Hence, L˜ is equipped with a Stokes structure F , i.e., a family
of Stokes filtrations.
Let (V,∇) be the meromorphic flat bundle corresponding to (L˜,F). The isomorphisms DRESi(V,∇)[−1] ≃
K|Si extend to isomorphisms π
−1(CSi) ⊗ DRE∆(0)(V,∇) ≃ π−1(CSi) ⊗K in EbR-c(IC∆(0)). Such isomorphisms
are unique by Lemma 5.17. Hence, we obtain an isomorphism DRE∆(0)(V,∇) ≃ K. Thus, Lemma 9.8, and
Proposition 9.6 are proved.
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9.2.4 Prolongations of isomorphisms of enhanced ind-sheaves
Let (V,∇) ∈ Mero∗(X,H). Let LV be the local system on X \ H corresponding to (V,∇)|X\H . Let K ∈
E
b
⊚(ICX(H)) such that K|X\H comes from a locally free CX\H-module LK . Let Φ : LV ≃ LK be an isomorphism
of CX\H -modules such that the following holds:
• For any holomorphic map ϕ : (∆∗, 0,∆) −→ (X \H,H,X), ϕ−1|∆∗Φ extends to an isomorphism
DRE
∆(0)(ϕ
∗(V ))[−1] ≃ Eϕ−1K
in EbR-c(IC∆(0)).
We obtain the following proposition as a consequence of Proposition 5.23 and Proposition 9.6.
Proposition 9.9 Φ extends to an isomorphism DREX(H)(V )[−dX ] ≃ K in EbR-c(ICX(H)).
9.3 Auxiliary conditions
9.3.1 Set of ramified irregular values
Let P be any point of H . Let (XP , z1, . . . , zdX ) denote a small coordinate neighbourhood of P in X such
that HP := H ∩ XP =
⋃ℓ
i=1{zi = 0} and P = (0, . . . , 0). For any positive integer e, let X(e)P be an open
neighbourhood of (0, . . . , 0) in Cn = {(ζ1, . . . , ζn)}, and let ψe : X(e)P −→ XP be the ramified covering defined
by
ψe(ζ1, . . . , ζn) = (ζ
e
1 , . . . , ζ
e
ℓ , ζℓ+1, . . . , ζn).
Set H
(e)
P := ψ
−1
e (HP ). A set of ramified irregular values at P is a tuple (g1, . . . , gm) in OX(e)P (∗H
(e)
P )P
/O
X
(e)
P ,P
for some positive integer e, which is invariant under the action of the Galois group of ψe. If {g1, . . . , gm} is a
good set of irregular values on (X
(e)
P , H
(e)
P ), then it is called a good set of ramified irregular values at P . A
multiplicity function on {g1, . . . , gm} is a function m : {g1, . . . , gm} −→ Z≥0, which is invariant under the action
of the Galois group.
Let ϕ : (∆∗, 0,∆) −→ (X \H,HP , X) be any holomorphic map. There exists ǫ > 0 such that the restriction
of ϕ to ∆ǫ induces ϕǫ : (∆
∗
ǫ , 0,∆ǫ) −→ (XP \ HP , HP , X). For any positive integer e, let ∆(e) be a small
neighbourhood of 0 in C = {ζ}. We define ψ∆,e : ∆(e) −→ ∆ǫ by ψ∆,e(ζ) = ζe. Then, there exists a
holomorphic map ϕ(e) : ∆(e) −→ X(e)P such that ψe ◦ ϕ(e) = ϕ ◦ ψe,∆. For any set of ramified irregular values I
at P , we define the pull back ϕ∗I ⊂ O∆(e)(∗0)0
/O∆(e),0 by using ϕ(e) for some e. Moreover, for any multiplicity
function m : I −→ Z≥0, we define ϕ∗(m)(f) :=
∑
ϕ(e)∗(g)=f m(g). By the Galois invariance, they are independent
of the choice of ϕ(e).
9.3.2 Some conditions
We prepare a notation.
Notation 9.10 For any K = DRE
∆(0)(V,∇)[−1] ∈ Ebmero(IC∆(0)), we set Irr(K) := Irr(V,∇). (See §4.1 for
Irr(V,∇).)
We introduce a condition for objects K ∈ Eb⊚(ICX(H)) and P ∈ H .
Condition 9.11 There exist a set of ramified irregular values IP at P , a multiplicity function mP : IP −→ Z>0,
and a neighbourhood HP of P in H, such that the following holds:
• For any holomorphic map ϕ : (∆∗, 0,∆) −→ (X \ H,HP , X), Irr(Eϕ−1(K)) = ϕ∗IP holds, and the
multiplicity functions are the equal.
Note that IP is not assumed to be a good set of ramified irregular values.
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Lemma 9.12 If Condition 9.11 is satisfied for K ∈ Eb⊚(ICX(H)) and P ∈ H, then the set of ramified irregular
values IP and the multiplicity function mP are uniquely determined.
Proof Suppose that Condition 9.11 for (K,P ) is satisfied for (IP ,mP ) and (I ′P ,m′P ). There exists a positive
integer e such that IP and I ′P are contained in OX(e)P (∗H
(e)
P )/OX(e)P . If IP 6= IP ′ , there exists a holomorphic map
ϕ : (∆◦, 0,∆) −→ (X(e)P \H(e)P , H(e)P , X(e)P ) such that ϕ∗IP 6= ϕ∗I ′P . It contradicts ϕ∗(IP ) = Irr(Eϕ−1Eψ−1e K) =
ϕ∗(I ′P ). The multiplicity functions mP and m′P are compared similarly.
Let P be any point of H . For a positive integer e, let X
(e)
P , H
(e)
P and ψe be as above. Set P
(e) := ψ−1e (P ).
Lemma 9.13 Let K ∈ Eb⊚(ICX(H)). Then, Condition 9.11 is satisfied for (K,P ) if and only if Condition 9.11
is satisfied for (Eψ−1e (K), P
(e)).
Proof SetXP := ψe(X
(e)
P ) andHP := ψe(H
(e)
P ). Let ϕ : (∆
∗, 0,∆) −→ (XP \HP , HP , XP ) be any holomorphic
map. There exists a holomorphic map ϕ(e) : ∆(e) −→ X(e)P such that ψe ◦ ϕ(e) = ϕ ◦ ψe,∆. Then, Eϕ−1(K) is
contained in Ebmero(IC∆(0)) if and only if Eψ
−1
e,∆Eϕ
−1(K) is contained in Ebmero(IC∆(e)(0)). Then, the claim is
clear.
The following is a stronger condition for K ∈ Eb⊚(ICX(H)) and P ∈ H .
Condition 9.14 Condition 9.11 is satisfied for (K,P ), and moreover, IP is a good set of ramified irregular
values.
Definition 9.15 Let K ∈ EbR-c(ICX(H)). We say that Condition 9.11 is satisfied for K, (resp. Condition 9.14)
if Condition 9.11 (resp. Condition 9.14) is satisfied for K and any P ∈ H.
9.3.3 Good smooth case
We assume that H is smooth.
Proposition 9.16 If K satisfies Condition 9.14, then there exists a good meromorphic flat bundle (V,∇) on
(X,H) with an isomorphism
DREX(H)(V )[−dX ] ≃ K.
Proof Let P be any point of H . There exists the good set of ramified irregular values IP with the multiplicity
function mP : IP −→ Z>0 as in Condition 9.11. We may assume that IP is unramified, i.e., elements of IP
are meromorphic functions on (XP , HP ), where XP is a small neighbourhood of P in X , and HP := XP ∩H .
Set KP := K|XP . Let LP be the local system on XP \HP corresponding to K|XP \HP . Set n := dX . We may
assume XP = ∆
n = {(z1, . . . , zn) | |zi| < 1}, HP = {z1 = 0} and P = (0, . . . , 0).
Let ϕP : ∆ −→ XP be the map defined by ϕP (ζ) = (ζ, 0, . . . , 0). There exists a meromorphic flat bundle VP,0
with an isomorphism DRE
∆(0) VP,0[−1] ≃ Eϕ−1P (K). Note that Irr(VP,0) = ϕ∗P IP holds and that the multiplicity
functions are equal. By using Theorem 4.5, we obtain an unramifiedly good meromorphic flat bundle VP on
(XP , HP ) such that Irr(VP ) = IP with an isomorphism ϕ∗PVP ≃ VP,0. Such VP is uniquely determined up to
canonical isomorphisms.
Let ̟P : X˜P (HP ) −→ XP be the oriented real blowing up. For f, g ∈ IP with f 6= g, we obtain the
C∞-function Ff,g := Re(f − g)|z1|− ord(f−g) on X˜P (HP ). Set Z as the union of F−1f,g (0) ∩ ̟−1P (HP ) for such
(f, g). Note that dimR Z = 2n− 2.
The object E̟−1P (K) on the bordered space X˜P (HP ) = (XP \HP , X˜P (HP )) is a prolongation of LP . Let
Q be any point of ̟−1P (HP ) \Z. Let UQ be a small neighbourhood of Q in X˜P (HP ) such that UQ ∩Z = ∅. We
set U◦Q := UQ \̟−1P (HP ). By Proposition 5.25, there exists a filtration FQ of LP |U◦Q such that E̟−1P (KP )|UQ
is the stably free enhanced ind-sheaf induced by the local system LP |U◦Q with the filtration FQ. By considering
the restriction to ̟−1P (∆× {(0, . . . , 0)}), we obtain that there exists an isomorphism
E̟−1P DR
E
XP (HP )(VP )[−n]|UQ ≃ E̟−1P (K)|UQ
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extending the isomorphism of the local systems on U◦Q.
Let ̟−1P (P ) \ Z =
∐
Ij be the decomposition into the connected components. For each j, let Qj be any
point of Ij . Let UQj be a neighbourhood of Qj as above. By shrinking XP , we assume ̟P (UQj ) = HP for each
j. Let P ′ = (0, z(0)2 , . . . , z
(0)
n ) be any point of HP , and let ϕP ′ : ∆ −→ XP be the holomorphic map defined
by ϕP ′ (ζ) = (ζ, z
(0)
2 , . . . , z
(0)
n ). Then, by the comparison of the Stokes filtrations and by using Lemma 4.2, we
obtain an isomorphism DRE∆(0) ϕ
∗
P ′(VP )[−1] ≃ Eϕ−1P ′ (KP ) extending the isomorphism of the local systems on
∆ \ {0}.
Let ϕ : (∆∗, 0,∆) −→ (XP \ HP , 0, XP ) be any holomorphic map. Similarly, by comparing the Stokes
filtrations, we obtain an isomorphism DRE∆(0) ϕ
∗(VP )[−1] ≃ Eϕ−1(KP ) extending the isomorphism of the local
systems on ∆ \ {0}.
By varying P ∈ H , and by gluing VP , we obtain a good meromorphic flat bundle V on (X,H). By
Proposition 9.9, there exists an isomorphism DREX(H)(K)[−n] ≃ K extending the isomorphism of the local
systems on X \H .
10 Generic part of normal crossing hypersurfaces
Let X be an n-dimensional complex manifold. Let H be a simple normal crossing hypersurface of X . In this
section, we shall prove the following proposition as a preliminary of the proof of Theorem 9.3.
Proposition 10.1 For any K ∈ Eb⊚(ICX(H)), there exist a closed subanalytic subset Z ⊂ H with dimR Z ≤
2n− 4, a good meromorphic flat bundle V on (X ′, H ′) := (X \ Z,H \ Z) and an isomorphism
DREX′(H′)(V )[−n] ≃ K|X′\H′
in Eb(ICX′(H′)).
10.1 Ramified irregular values outside of subset of real codimension one
Let n > 1 be an integer. Let H be an (n− 1)-dimensional complex manifold. We set X := ∆×H . We identify
H and {0}×H . Let ̟ : X˜(H) −→ X be the oriented real blowing up. Let K ∈ Eb⊚(ICX(H)). Let P0 be a point
of H , and let Q0 be a point of ̟
−1(P0).
Lemma 10.2 We assume the following.
• There exist a neighbourhood UQ0 of Q0 in X˜(H) and real analytic functions hQ01 , . . . , hQ0m on U◦Q0 =
UQ0 \̟−1(H) such that (i) they are ramified real analytic around Q0 (see §2.1 for ramified real analyticity),
(ii) they control the growth order of π−1(CU◦Q0 )⊗K, i.e., π
−1(CU◦Q0 )⊗K =
⊕m
i=1C
E
X˜(H)
⊗ C
t≥hQ0i
.
Then, Condition 9.11 is satisfied for (K,P0).
Proof We may assume that H is equipped with a holomorphic coordinate system w = (w1, . . . , wn−1). For
any w ∈ H , let ϕw : ∆ −→ X be the holomorphic map defined by ϕw(z) = (z,w). Because Eϕ−1w (K) ∈
E
b
mero(IC∆(0)), we obtain the set of ramified irregular values Irr(Eϕ
−1
w K). We set HP0 := ̟(UQ0). We may
assume that UQ0 is the product of HP0 and a closed sector in ∆˜(0).
Let (z, w1, . . . , wn−1) be the holomorphic coordinate system of X = ∆×H . Let (r, θ) be the polar coordinate
system defined by z = re
√−1θ. By considering a ramified covering of (X,H), we may assume that hQ0i are
expressed as follows:
hQ0i =
∑
−N1≤j<0
αi,j(θ,w) · rj .
Here, αi,j are real analytic functions on a neighbourhood of Q0 in ∂X˜(H) = S
1×H . For each w ∈ HP0 , because
ϕ∗w(h
Q0
i ) =
∑
−N1≤j<0
αi,j(θ,w) · rj
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are the real part of ramified meromorphic functions on (∆, 0) up to bounded functions, there exist gi,w(z) =∑
βi,j,wz
j ∈ z−1C[z−1] such that ϕ∗w(hQ0i ) = Re
(
gi,w(z)
)
. Because Re(βi,j,we
√−1jθ) = αi,j(θ,w), we can
deduce that βi,j,w are real analytic functions of w. We set gi(z,w) := gi,w(z) and βi,j(w) := βi,j,w. Then,
hQ0i = ̟
∗(gi) holds on UQ0 , and the coefficients βi,j are C-valued real analytic functions.
Let (w, b,M) be any element ofHP0×Cn−1×Z>0. If ǫ > 0 is sufficiently small, the holomorphic map ϕM,w,b :
∆ǫ −→ X is defined by ϕM,w,b(ζ) = (ζM ,w + ζb). Let ϕ˜M,w,b : ∆˜ǫ(0) −→ X˜(H) be the induced map. There
exists a small sector S in ∆˜ǫ(0) such that ϕ˜M,w,b(S˜) ⊂ UQ0 . The growth order of π−1(CS)⊗E(ϕ˜M,w,b◦̟)−1K is
controlled by the functions ϕ˜∗M,w,bh
Q0
i = ̟
∗
0ϕ
∗
M,w,bRe(gi). We use the polar coordinate system (r, θ) determined
by ζ = re
√−1θ on ∆˜ǫ(0). As the Taylor expansion at r = 0, we obtain the following:
̟∗0ϕ
∗
M,w,b(Re gi) = Re
( ∑
−N1≤j<0
βij(w + ζb)ζ
Mj
)
=
∑
−N1M≤k<0
γi,k,(M,w,b)(θ)r
k +
∑
k≥0
γi,k,(M,w,b)(θ)r
k =: Ai,(M,w,b),− +Ai,(M,w,b),+. (33)
There exists f ∈ Irr(Eϕ−1M,w,bK) such that Re(f)−Ai,(M,w,b),− is bounded on S. Hence, for k < 0, there exists
δi,k,(M,w,b) ∈ C such that γi,k,(M,w,b)(θ)rk is of the form Re
(
δi,k,(M,w,b)ζ
k
)
.
For any fixed i, let j0 = j0(i) be the maximum of {j |βi,−j 6= 0}. Then, we obtain
Re
(
βi,−j0(w + ζb)ζ
−Nj0
)
=
Re
(
βi,−j0(w)ζ
−Nj0 +
∑
k
bk∂wkβi,−j0(w)ζζ
−Nj0 +
∑
k
bk∂wkβi,−j0(w)ζζ
−Nj0 + · · ·
)
. (34)
By looking at the term γi,−Nj0+1,(M,w,b)(θ,w)r
−Nj0+1, we can deduce ∂wkβi,−j0(w) = 0 for any w ∈ HP0 .
Hence, we obtain that βi,−j0 is holomorphic. By a descending inductive argument, we obtain that βi,−j are
holomorphic for any j > 0.
Let ϕ : (∆∗, 0,∆) −→ (X \H,H,X) be any holomorphic map. Let ϕ˜ : ∆˜(0) −→ X˜(H) denote the induced
map. There exists a sector S =
{
(θ, r) ∈ ∆˜(0) ∣∣ θ1 < θ < θ2, 0 ≤ r < ǫ′} such that ϕ˜(S) ⊂ UQ0 . The growth
order of π−1(CS)⊗E(̟ ◦ ϕ˜)−1(K) is controlled by ϕ˜∗hQ0i . Hence, we obtain that Irr
(
Eϕ−1K
)
= {ϕ∗gi}, which
is clearly compatible with the multiplicity. Thus, we obtain that Condition 9.11 is satisfied for K and P0 with
the index set {gi}.
10.2 Meromorphic functions and subanalytic functions
10.2.1 Extension of meromorphic functions
Let X, H and ̟ : X˜(H) −→ X be as in §10.1. Let ν be a real analytic function on H such that dν 6= 0 at
H0 := ν
−1(0). We set H± := {P ∈ H | ± ν(P ) > 0}. We assume that H = H0×] − 1, 1[ as a real analytic
manifold, where the projection to ]− 1, 1[ is induced by ν.
Let f be a real analytic function defined on X+ := ∆×H+ of the form
f(z, P ) = Re
( ∑
0<j≤N1
αj(P )z
−j
)
,
where αj are holomorphic functions defined on H+.
We use the polar decomposition z = re
√−1θ. For any positive integer m and positive numbers θ1, c1 and ǫ1,
and for any subset A ⊂ H0, we set
B(A,m, c1, θ1, ǫ1) :=
{
(r, θ, ν)
∣∣ ν > 0, 0 < r < c1νm, |θ| < θ1}×A ⊂ X \H.
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Its closure in X˜(H) is denoted by B(A,m, c1, θ1, ǫ1). Let m, c1, θ1 and ǫ1 be as above. Let g be a function on
B(H0,m, c1, θ1, ǫ1) defined by a convergent power series
g =
∑
i≥−N1
∑
j≥−N2
(rν−m)i/ρνj/ρβij(θ, v),
where v varies on H0.
Lemma 10.3 We assume the following.
• f − g is bounded around any (0, θ, ν, v) ∈ B(H0,m, c1, θ1, ǫ1) such that ν > 0.
Then, the function
∑
0<j≤N1 αjz
−j extends to a meromorphic function on a neighbourhood of ∆× {ν ≥ 0}.
Proof Fix a point P0 ∈ H0. By shrinking H0 around P0, we may assume that there exist holomorphic
functions w1, . . . , wn−2 on H such that F|H0 : H0 −→ Cn−2 is submersive, where F : H −→ Cn−2 is induced by
(w1, . . . , wn−2). By shrinking H0 around P0, we may assume that there exists a C-valued real analytic function
η on H such that (i) η|F−1(P ′) are holomorphic for any P ′ ∈ Cn−2, (ii) H0 = {Re η = 0}. We may assume
that the coordinate system (η, w1, . . . , wn−2) induces an open embedding of H to Cn−1. We may assume that
ν = Re(η). We set µ := Im(η). Tuples (w1, . . . , wn−2) are denoted by w.
By comparing the power expansions with respect to r, we obtain the following equality:
f =
∑
−N1≤i<0
∑
j≥−N2
(rν−m)i/ρνj/ρβij(θ, µ,w). (35)
Moreover, for any fixed (θ,w), the function
∑
j ν
−mi/ρνj/ρβij(θ, µ,w) is harmonic with respect to ∂2ν + ∂
2
µ. So,
we obtain that the only non-negative integer powers of ν appear in (35), and that αj extend to holomorphic
functions on a neighbourhood of {ν ≥ 0}.
10.2.2 Boundedness
We obtain the boundedness of f − g under an additional assumption.
Lemma 10.4 In addition to the assumption in Lemma 10.3, we assume the following to g.
(P) Let ϕ : (∆∗, 0,∆) −→ (X \H,H0, X) be any holomorphic map. Then, for each connected component C of
ϕ−1B(H0,m, c1, θ1, ǫ1), there exist κ ∈ Z>0 and h ∈ C[ζ−1/κ] such that ϕ∗g − Re(h) is bounded on C.
Let H1 ⊂ H0 be any relatively compact open subset. Then, f − g is bounded on B(H1,m, c1, θ1, ǫ1).
Proof We use the notation in the proof of Lemma 10.3. It is enough to prove βi,j(θ, µ,w) = 0 for i ≥ 0 and
j < 0. We assume that
∑
i≥0
∑
0>j≥−N2(rν
−m)i/ρνj/ρβij(θ, µ,w) 6= 0, and we shall derive a contradiction.
We may assume that there exist i0 ≥ 0 and (µ0,w0) such that βi0,−N2(θ, µ0,w0) is not constantly 0. We may
assume µ0 = 0. We obtain the expansion βi,j(θ, µ,w0) =
∑
k≥0 βi,j,k(θ,w0)µ
k.
We set
g0 :=
∑
i≥0
∑
j≥−N2
(rν−m)i/ρνj/ρβij(θ, µ,w).
The condition (P) is satisfied for g0 by Lemma 10.3.
We define the holomorphic map ϕ : {(ζ, a) | |ζ| < ǫ, |1 − a| < ǫ} −→ X by ϕ(ζ, a) = (ζm, aζ,w0), where
we use the coordinate system (z, η,w) on X . Note that η is holomorphic on F−1(w0). On the domain
ϕ−1(B(H1,m, c1, θ1, ǫ1)), we obtain
ϕ∗(g0)(a, ζ) =
∑
i≥0
∑
j≥−N2
∑
k≥0
|ζ|mi/ρ Re(aζ)(−mi+j)/ρ Im(aζ)kβi,j,k(m arg(ζ),w0)
=
∑
i≥0
∑
j≥−N2
∑
k≥0
|ζ|j/ρ+k |a|(−mi+j)/ρ+k cos(arg(aζ))(−mi+j)/ρ sin(arg(aζ))kβi,j,k(m arg(ζ),w0). (36)
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By the argument in the proof of Lemma 10.2, we obtain that the coefficient of |ζ|−N2/ρ is harmonic with respect
to a, i.e., the function
∑
i≥0
|a|(−mi−N2)/ρ cos(arg(aζ))(−mi−N2)/ρβi,−N2,0(m arg(ζ),w0) =
∑
i≥0
Re(aζ)(−mi−N2)/ρ|ζ|(mi+N2)/ρβi,−N2,0(m arg(ζ),w0) (37)
is harmonic with respect to a. It implies βi,−N2,0(m arg(ζ),w0) = 0 for any i ≥ 0, which contradicts the
assumption. Thus, we obtain Lemma 10.4.
10.3 Extension along subsets of real codimension three
10.3.1 Preliminary
Let X , H , ν and H0, H± be as in §10.2.1. For any P ∈ H0, let XP be a small neighbourhood of P in X , and
we set HP := H ∩XP , H0,P := H0 ∩HP and H±,P := H± ∩HP . For a positive integer m and positive numbers
c1, θ1 and ǫ1, we set
B±(HP ,m, c1, θ1, ǫ1) :=
{
(r, θ, ν)
∣∣ ± ν > 0, 0 < r < c1(±ν)m, |θ| < θ1}×H0,P ⊂ X \H.
Let K ∈ Eb⊚(ICX(H)). Suppose that Condition 9.14 is satisfied for K and any P ∈ H \H0. For simplicity,
we assume that the ramified sets of irregular values IP are contained in z−1OH,P [z−1], where OH,P denotes the
local ring at P . We also impose the following condition along H0.
Assumption 10.5 For each P ∈ H0, there exist good sets of irregular values IP,κ ⊂ z−1OH,P [z−1] (κ = ±)
with a multiplicity function mP,κ : IP,κ −→ Z>0 such that the following holds for a neighbourhood HP and some
positive constants m(P ), c1(P ), θ1(P ), ǫ1(P ):
• Let ϕ : ∆ −→ X be any holomorphic map such that ϕ−1(Bκ(HP ,m(P ), c1(P ), θ1(P ), ǫ1(P ))) contains a
sector of ∆∗. Then, Irr(Eϕ−1K) = ϕ∗IP,κ holds, and the multiplicity functions are equal.
Lemma 10.6 We obtain that IP,+ = IP,− and mP,+ = mP,−.
Proof It is enough to consider the case dimCH = 1. We may assume that there exists a holomorphic coordinate
w on H such that w(P ) = 0. Suppose that f ∈ IP,+ \ IP,−, and we shall derive a contradiction. Let
IP,− = {g1, , . . . , gℓ}. We consider the expansion
(f − gj)(z, w) =
N(j)∑
i=1
aj,i(w)z
−i,
where aj,N(j) are not constantly 0. If aj,i is not constantly 0, there exists a holomorphic function bj,i(w) with
bj,i(0) 6= 0 such that aj,i(w) = wℓ(j,i) · bj,i(w). For each j, there exists m(j) ∈ Z>0 such that −m(j)N(j) +
ℓ(j,N(j)) < −m(j)i + ℓ(j, i) for any i such that aj,i 6= 0. We set m0 := max{m(j)}. Note that −mN(j) +
ℓ(j,N(j)) < −mi+ ℓ(j, i) for any m ≥ m0 and for any i and j such that ai,j 6= 0.
Let m be any integer larger than m0. We define ϕ1 : ∆ǫ −→ X by ϕ1(ζ) = (ζm, ζ). Then, by our choice of
m, we obtain ϕ∗1(f − gj) 6= 0 in O∆(∗0)/O∆. If m is sufficiently large, then both
ϕ−1(Bκ(HP ),m(P ), c1(P ), θ1(P ), ǫ1(P )) (κ = +,−)
contain sectors of ∆∗. Hence, we have arrived at a contradiction, i.e., IP,+ ⊂ IP,−.
Similarly, we obtain that IP,− ⊂ IP,+. We can also compare the multiplicity functions mP,+ and mP,− in a
similar way.
We denote IP,± and mP,± by IP and mP , respectively.
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10.3.2 Extension
We continue to use the notation in §10.3.1. We assume that there exists a global holomorphic coordinate system
(x1, . . . , xn−1) of H , by which we regard H as an open subset of Cn−1. We also regard X as an open subset of
Cn.
Let P ∈ H0 and a0 ∈ Cn−1. Let m be a positive integer strictly larger than m(P ). Let A(a0) be a
neighbourhood of a point a0 in Cn−1. We define ΦP,a0 : ∆ǫ × A(a0) × H0,P −→ Cn by ΦP,a0(ξ,a,x) =
(ξm,x+ξa). We set YP,a0 := Φ
−1
P,a0
(X) and JP,a0 := Φ
−1
P,a0
(H) = {0}×(A(a0)×H0,P ). We set Y P,a0(JP,a0) :=
(YP,a0 \JP,a0 , YP,a0). We obtain EΦ−1P,a0(K) in EbR-c(ICY P,a0 (JP,a0 )). Let ̟YP,a0 : Y˜P,a0(JP,a0) −→ YP,a0 denote
the oriented real blowing up along JP,a0 .
Assumption 10.7 For any P ∈ H0, there exist a(P ) ∈ Cn−1, a neighbourhood A(a(P )), and a subanalytic
subset Z ⊂ ̟−1YP,a(P )(JP,a(P )) with dimR Z ≤ dimR JP,a(P ) such that the following holds:
• Z is horizontal with respect to ̟YP,a(P ).
• Any Q ∈ ̟−1YP,a(P )(JP,a(P )) \ Z, has a neighbourhood UQ in Y˜P,a(P )(JP,a(P )) such that
π−1(CUQ)⊗ EΦ−1P,a(P )(K) =
m⊕
i=1
CE
+⊗ Ct≥hQ,i
for a tuple of ramified real analytic functions hQ,i on UQ.
We remark the following.
Lemma 10.8 {hQ,i} in Assumption 10.7 is equal to {ReΦ∗P,a(P )(f) | f ∈ IP } in Sub(U◦Q,UQ) compatible with
the multiplicity.
Proof For each x ∈ H0,P , there exists a real subspace T (x) ⊂ Cn−1 with dimR T (x) = 2n − 3 such that if
a 6∈ T (x) then |ν(aξ+x)| ∼ b(a,x)|ξ| for b(a,x) > 0. For such (a,x) ∈ JP,a(P ), let us consider the holomorphic
map ϕ : ∆ −→ Cn defined by ϕ(ζ) = (ζm,aζ + x). Then, ϕ−1(B±(HP ,m(P ), c1(P ), θ1(P ), ǫ1(P ))) contains
sectors. Hence, we obtain that {hQ,i} is equal to {ReΦ∗P,a(P )(f) | f ∈ IP } in Sub(U◦Q,UQ) compatible with the
multiplicity for Q ∈ ̟−1YP,a(P )(a,x). We obtain the claim for general Q by using the continuity because the
functions hQ,i are ramified real analytic functions.
Proposition 10.9 Condition 9.14 is satisfied for K.
Proof It is enough to prove the following.
• For any holomorphic map ϕ : (∆∗, 0,∆) −→ (X \ H,H0, X), Irr(Eϕ−1(K)) = ϕ∗Iϕ(0) holds, and the
multiplicity functions are the same.
Let us begin with some general lemmas.
Lemma 10.10 Let g : ∆ −→ R≥0 be a non-constant real analytic function. Let m1 < m2 be positive integers.
Let θ1 < θ2. Let ℓ be any positive number. We set
T1 :=
{
ζ
∣∣ θ1 < arg(ζ) < θ2, |ζ|ℓ < g(ζ)m1}, T2 := {ζ ∣∣ g(ζ)m2 < |ζ|ℓ}.
Then, either one of the following holds: (i) T1 contains a sector of (∆, 0), or (ii) T2 contains a neighbourhood
of 0.
Proof Let (x, y) be the real coordinate system obtained as ζ = x +
√−1y. There exists a positive integer k
such that g =
∑
i+j≥k ai,jx
iyj , and that at least one of ai,j (i+ j = k) is not 0.
If k > ℓ/m2, then T2 clearly contains a neighbourhood of 0. Let us consider the case k ≤ ℓ/m2 < ℓ/m1. By
considering a coordinate change from ζ to βζ, we may assume ak,0 6= 0, and θ1 < 0 < θ2. If ǫi > 0 (i = 1, 2) are
sufficiently small, then g and xk are mutually bounded on S :=
{
(x, y)
∣∣ 0 < x < ǫ1, |y| < ǫ2x}. Moreover, S is
contained in {ζ | θ1 < arg(ζ) < θ2}, and |ζ| and x are mutually bounded on S. Then, the claim is clear.
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Lemma 10.11 Let g2 : ∆ −→ R≥0 be a real analytic function. Suppose that g2(ζ) ≤ |ζ|ℓ for a positive integer
ℓ. Let ψ : [0, ǫ] −→ ∆ be a real analytic curve such that ψ(0) = 0. Suppose that g2 ◦ ψ(t) = 0 for any t. Then,
for any δ > 0, there exists a sector Sδ of ∆
∗ and 0 < ǫ′ < ǫ such that (i) Sδ contains ψ(]0, ǫ′[), (ii) g2 ≤ δ|ζ|ℓ
on Sδ.
Proof There exist k > 0 such that g2 =
∑
i+j≥k ai,jx
iyj and that at least one of ai,j (i + j = k) is not 0.
Clearly, k ≥ ℓ holds. It is enough to study the case k = ℓ.
Let us consider the case ψ(t) = t. We obtain ak,0 = 0. Hence, if ρ1 is sufficiently small, then on {|y| < ρ1x},
the inequality g2 ≤ δ|ζ|ℓ holds.
Let us consider the general case. Let ψC : ∆ǫ −→ ∆ denote the holomorphic map whose restriction to
{0 ≤ t} is equal to ψ. There exists a sector S in ∆∗ǫ on which g2 ◦ψ ≤ δ|ψ∗(ζℓ)| holds. Because ψC(S) contains
a small sector, we obtain the claim of the lemma.
Let P be any point of H0. If HP is sufficiently small, there exists a real analytic map q : HP −→ H0,P
whose restriction to H0,P is the identity.
Let ϕ : (∆∗, 0,∆) −→ (XP \HP , HP , XP ) be any holomorphic map. It is described as (ϕz(ζ), ϕx(ζ)). By
Lemma 10.10, either one of the following holds.
• ϕ−1(B±(HP ,m(P ), c1(P ), θ1(P ), ǫ1(P ))) contain sectors.
• T3 = {|ϕz(ζ)|2 > ν(ϕx(ζ))2m} contains a neighbourhood of 0.
If the first case occurs, Irr(Eϕ−1K) = ϕ∗IP holds, and the multiplicity functions are the same, by Assumption
10.5. Suppose that the second case occurs. We may assume that ϕz(ζ) = ζ
mk for a positive integer k. We
obtain |ν(ϕx(ζ))| < |ζ|k on T3. Let a(P ) be as in Assumption 10.7. We define ψx : T3 −→ H0 by
ψx(ζ) := q(ϕx(ζ)− a(P )ζk).
There exists the one dimensional real analytic subset C of T3 such that 0 ∈ C and that ϕx(ζ) − a(P )ζk ∈ H0
for ζ ∈ C. Because |ν(ϕx(ζ)−a(P )ζk)| < C1|ζ|k for some C1 > 0,
∣∣ϕx(ζ)−a(P )ζk −ψx(ζ)∣∣ ≤ C2|ζ|k holds for
some C2 > 0. Then, by Lemma 10.11, for any small neighbourhood A(a(P )) of a(P ) in Cn−1, there exists a
small sector S of (∆, 0) with a real analytic function ψa : S −→ A(a(P )) such that ϕx(ζ) − ψx(ζ) = ψa(ζ)ζk .
We define a real analytic map ψ : S −→ YP,a(P ) by ψ(ζ) = (ζk, ψa(ζ), ψx(ζ)), then ΦP,a(P ) ◦ ψ = ϕ holds. Let
S denote the closure of S in ∆˜(0). The map ψ extends to the real analytic map S −→ Y˜P,a(P )(JP,a(P )). Then,
by Lemma 10.8, Irr(Eϕ−1K) = ϕ∗IP holds, and the multiplicity functions are the same. Thus, we obtain the
claim of the proposition.
We obtain the following from Proposition 9.16 and Proposition 10.9.
Corollary 10.12 Under Assumption 10.5 and Assumption 10.7, there exist a good meromorphic flat bundle V
on (X,H) and an isomorphism DREX(H)(V )[−n] ≃ K.
10.3.3 Remark on Assumption 10.7
Let X be any n-dimensional complex manifold. Let H be a normal crossing hypersurface of X . Let H [2] be the
singular locus of H . Let C ⊂ H be a closed subanalytic subset with dimR C = 2n− 3 such that H [2] ⊂ C. Let
K ∈ Eb⊚(ICX(H)).
We prepare a notation. Let P be any smooth point of C \H [2]. Let m be any positive integer. For any small
holomorphic coordinate neighbourhood (XP ; z, x1, . . . , xn−1) ofX around P such thatHP := H∩XP = {z = 0},
we set CP := XP ∩ C. We may regard XP as an open subset of Cn by the coordinate system. We define
ΦP : C × Cn−1 × CP −→ Cn by ΦP (ξ,a,x) = (ξ,x + ξma). We set YP := Φ−1P (XP ) and JP := Φ−1P (HP ) =
{0}×Cn−1×CP . Set Y P (JP ) = (YP \JP , YP ). We obtain EΦ−1P (K) ∈ EbR-c(ICY P (JP )). Set̟YP : Y˜P (JP ) −→ YP
be the oriented real blowing up along JP .
Lemma 10.13 There exists a closed subanalytic subset W ⊂ C with dimRW = 2n− 4 such that the following
holds.
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• W contains H [2] and the singular locus of C.
• Let P be any point of C \W. We use the above notation. Then, there exist a closed subanalytic subset
ZP ⊂ ̟−1P (JP ) such that (i) ZP is horizontal over JP , (ii) any Q ∈ ̟−1YP (JP ) \ ZP has a neighbourhood
UQ in Y˜P (JP ) on which π−1(CU◦Q) ⊗ EΦ−1P (K) is controlled by ramified real analytic functions. In other
words, the assumption 10.7 is satisfied around P .
Proof It is enough to consider the case where X = ∆z × ∆n−1x and H = {z = 0} ∪
⋃ℓ
j=1{xj = 0}. We set
H(0) := {z = 0}. It is enough to consider the case where C is contained in H(0).
There exists a (2n − 3)-dimensional real analytic manifold M with a proper map ρ : M −→ X such
that ρ(M) = C. Note that we may assume that there exists a closed real analytic subset WM ⊂ M with
dimWM ≤ 2n− 4 such that (i) ρ−1ρ(WM ) = WM , (ii) M \WM ≃ C \ ρ(WM ), (iii) WM contains the pull back
of C ∩H [2] and the singular locus of C by ρ.
We define Φ : C × Cn−1 × M −→ Cn by Φ(ξ,a, y) = (ξ, ρ(y) + ξma). We set Y := Φ−1(X) and J :=
Φ−1(H(0)) = {0} × Cn−1 ×M . We also set H := Φ−1(H).
Let ̟Y : Y˜ (J) −→ Y be the oriented real blowing up. Let j : (Y \H, Y˜ (J)) −→ Y˜ (J) = (Y˜ (J), Y˜ (J)) be the
inclusion of the bordered spaces. Let K˜ := Ej!!EΦ
−1K. There exists a filtration Y˜ (J) = Y˜ (J)(0) ⊃ Y˜ (J)(1) ⊃ · · ·
by closed subanalytic subsets such that (i) Y˜ (J)(j) \ Y˜ (J)(j+1) are submanifolds of codimension j, (ii) for each
connected component C of Y˜ (J)(j) \ Y˜ (J)(j+1), there exist subanalytic functions hC1 , . . . , hCk(C) on (C, Y˜ (J)) such
that π−1(CC)⊗ K˜ =
⊕
CE
+⊗ Ct≥hCℓ . Applying Proposition 2.17 to the components C with maximal dimension
and the functions hCℓ , we obtain a closed subanalytic subset Z ⊂ ̟−1Y (J) with dimR Z ≤ dimR J such that the
following holds.
• For any Q ∈ ̟−1Y (J)\Z, there exist a neighbourhood UQ of Q in Y˜ (J) and ramified real analytic functions
hQi such that π
−1(CUQ)⊗ K˜ =
⊕
CE
+⊗ Ct≥hQi .
There exists a closed subanalytic subset R ⊂ J with dimRR < dimR J such that Z \̟−1Y (R) is horizontal over
J . There exists a closed subanalytic subset W ⊂ C with dimRW ≤ 2n − 4 such that (i) W contains ρ(WM ),
H [2] and the singular locus of C, (ii) for any P ∈ C \W, dimR(R ∩ Φ−1(P )) < dimR Φ−1(P ) holds. Then, the
claim of the lemma follows.
10.4 Proof of Proposition 10.1
Let X be an n-dimensional complex manifold, and H be a simple normal crossing hypersurface of X .
10.4.1 Preliminary
Let ̟ : X˜(H) −→ X be the oriented real blowing up. We define the bordered space X˜(H) := (X \H, X˜(H)),
and ̟ induces an isomorphism of bordered spaces X˜(H) −→ X(H). We obtain E̟−1K ∈ EbR-c(X˜(H)). Let
X˜(H) = X˜(H)(0) ⊃ X˜(H)(1) ⊃ · · · denote a filtration for E̟−1K. For any connected component C of X˜(H) \
X˜(H)(1), there exist subanalytic functions hC1 , . . . , h
C
ℓ on (C, X˜(H)) such that π−1(CC)⊗K ≃
⊕
j C
E
X˜(H)
+⊗Ct≥hCj .
By Proposition 2.17 and Lemma 10.13, we obtain the following.
Lemma 10.14 There exist a (2n−3)-dimensional closed subanalytic subset Z0 ⊂ H and a (2n−2)-dimensional
closed subanalytic subset R0 ⊂ ∂X˜(H) with the following property.
• Z0 contains the singular locus H [2] of H.
• R0 contains ̟−1(H [2]). Let W be the closure of X˜(H)(1) \ ∂X˜(H) in X˜(H). Then, the intersection
W ∩ ∂X˜(H) is also contained in R0.
• The induced map R0 \̟−1(Z0) −→ H is relatively 0-dimensional.
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• Let Q be any point of ∂X˜(H) \ R0. Then, there exist a neighbourhood UQ of Q in X˜(H) and real
analytic functions hQ1 , . . . , h
Q
ℓ on U◦Q = UQ \̟−1(H) which are ramified real analytic around Q, such that
π−1(CUQ)⊗K =
⊕
j C
E
X˜(H)
+⊗ Ct≥hQj .
There exist a (2n − 3)-dimensional closed subanalytic subset R1 ⊂ Z0 ×H ∂X˜(H) and a (2n − 4)-dimensional
closed subanalytic subset Z1 ⊂ Z0 with the following property.
• Z1 contains the singular locus of Z0 and H [2].
• R1 \̟−1(Z1) −→ H is relatively 0-dimensional.
• Let P0 be any point of Z0 \ Z1, and let HP0 be any relatively compact open neighbourhood of P0 in H.
Let Q be any point of ̟−1(Z0 \ Z1) \ R1 such that P := ̟(Q) ∈ HP0 . Let (N ; y1, . . . , y2n−2) denote a
real analytic coordinate neighbourhood of H around P such that Z0 ∩ N = {y2n−2 = 0}. Let θ1 < θ2 be
real numbers such that the interval [θ1, θ2] is a small neighbourhood of Q in ̟
−1(P ) \ R1. Then, there
exist a positive integer ρ, a positive integer m, a positive number C > 0, connected components C(Q,±)
of X˜(H) \ X˜(H)(1) such that
U± =
{
(y1, . . . , y2n−2, θ, r)
∣∣ (y1, . . . , y2n−2) ∈ N , θ1 < θ < θ2, 0 < r < C(±y2n−2)m } ⊂ C(Q,±),
and that the restriction of h
C(Q,±)
p to U± are expressed as
hC(Q,±)p =
∑
i≥−N1
∑
j≥−N2
α(±,p),i,j(y1, . . . , y2n−3, θ) · yi/ρ2n−2 · (y−m2n−2r)j/ρ.
Here, α(±,p),i,j are real analytic functions. Moreover, Assumption 10.7 is satisfied around P0.
10.4.2 Proof of Proposition 10.1
Let P ∈ H . There exists a neighbourhood XP of the form ∆ℓ×XP,0 such that HP = H ∩XP =
⋃ℓ
i=1{zi = 0}.
Set X˜P (HP ) := ̟
−1(XP ). Let U be a connected component of ∂X˜P (HP ) \R0. By enlarging Ri and Zi, we
may assume that U is simply connected. For any Q ∈ ∂X˜P (HP ) \R0, there exist functions hQ1 , . . . , hQℓ as in
the condition of Lemma 10.14. We consider the case Q ∈ ̟−1({z1 = 0}). Let z1 = r1e
√−1θ1 be the polar
coordinate system. Let hQi =
∑
j≥−N(i) h
Q
i,jr
j/ρ
1 denote the expansion of h
Q
i around Q. We obtain the real
analytic functions hQi,j (j < 0) on a neighbourhood of Q in ∂X˜P (HP ). By varying Q in U , we obtain real
analytic functions hUi,j on U for i = 1, . . . , ℓ and for j = −1, . . . ,−N(i). Set hUi :=
∑
j<0 h
U
i,jr
j/ρ
1 .
Lemma 10.15 hUi,j are subanalytic functions on (U , X˜(H)).
Proof There exists a connected component C of X˜(H) \ X˜(H)(1) such that U ⊂ C. We may assume that
hCi −hUi are bounded on any neighbourhood of Q ∈ U in X˜(H). Hence, hUi,−N(i) is described as the restriction of
r
N(i)
1 h
C
i to r1 = 0. Hence, we obtain that h
C
i,−N(i) is subanalytic on (U , ∂X˜(H)). Suppose that we have already
known that hCi,j are subanalytic on (U , ∂X˜(H)) for −N(i) ≤ j ≤ −m− 1 for m > 0. Then, hUi,−m is described
as the restriction of r
m/ρ
1
(
hCi −
∑
j<−m r
−j/ρ
1 h
U
i,j
)
to r1 = 0. Hence, we obtain the claim Lemma 10.15.
Let P1 be any point of (HP \ Z0) ∩ {z1 = 0}. By Lemma 10.2, we obtain the set of ramified irregular
values IP1 at P1. Each fP1i ∈ IP1 is of the form fP1i =
∑N(i)
j=1 f
P1
i,j z
−j/ρ. We may assume that each connected
component U of (HP \Z0)∩{z1 = 0} is simply connected. We obtain a meromorphic function fUi =
∑
fUi,jz
−j/ρ
whose restriction to a neighbourhood of P1 ∈ U is equal to fP1i . In particular, we obtain holomorphic functions
fUi,j on U .
Lemma 10.16 Re fUi,j and Im f
U
i,j are subanalytic functions on (U,H).
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Proof Set HP,j := {zj = 0} and H◦P,1 := HP,1 \
(⋃ℓ
j=2HP,j
)
. We may assume that U is contained in H◦P,1.
Note that ̟−1(H◦P,1) ≃ S1 ×H◦P,1. For any θ ∈ S1, the set {θ} ×H◦P,1 is a locally closed subanalytic subset in
∂X˜(H). There exists a 0-dimensional closed subset ZS1 ⊂ S1 such that dim
((
θ×H◦P,1
)∩R0) ≤ 2n− 3 for any
θ ∈ S1 \ ZS1 . Let Bθ be any connected component of (θ ×H◦P,1) \R0. By the previous lemma, we obtain that
Re(fUi,je
j
√−1θ) are subanalytic functions on (Bθ ∩ (θ × U), ∂X˜(H)). Hence, we obtain that Re(fUi,jej
√−1θ) are
subanalytic functions on (θ × U, ∂X˜(H)). Then, we obtain the claim of the lemma.
Lemma 10.17 Let P1 be any point of Z0 \ Z1. If P1 ∈ U , fUi,j are holomorphic on a neighbourhood of P1.
Proof It follows from Lemma 10.3.
There exists a closed subanalytic subset ZU ⊂ U with dimR ZU ≤ 2n− 4 such that the following holds.
• ZU ⊃ Z1 ∩ U .
• For any P1 ∈ U \ ZU , {fUi } is a good set of ramified irregular values at P1.
For each P1 ∈ U \ ZU , let XP1 be any neighbourhood of P1 in XP , and we set HP1 := HP ∩ XP1 . By
Proposition 9.16, there exist a good meromorphic flat bundle VP1 on (XP1 , HP1) whose set of ramified irregular
values is {fUi }, and an isomorphism
DREXP1 (HP1 )(VP1 )[−n] ≃ K|XP1 .
We put C(U) := (H \ U) ∪ ZU , XU := XP \ C(U) and HU := HP \ C(U). By gluing VP1 for P1 ∈ U \ ZU , we
obtain a good meromorphic flat bundle VU on (XU , HU ) and an isomorphism
DREXU (HU )(VU )[−n] ≃ K|XU .
Let Z
(1)
P denote the union of ZU for the connected components U of (HP \ Z0) ∩ {z1 = 0}. We set X(1)P :=
XP \
(
Z
(1)
P ∪
⋃ℓ
j=2{zj = 0}
)
, and H
(1)
P := HP ∩X(1)P .
Let P1 be any point of H
(1)
P ∩Z0. Note that Z0 is smooth around P1. Let Ui (i = 1, 2) denote the connected
components of (HP \ Z0) ∩ {z1 = 0} such that P1 ∈ U i. Note that {fUai } (a = 1, 2) are good at P . Let XP1
be a small neighbourhood of P1 in X
(1)
P , and set HP1 := XP1 ∩H(1)P . Then, there exist good meromorphic flat
bundles V
(a)
P1
(a = 1, 2) on (XP1 , HP1) such that the restriction of V
(a)
P1
and VUa to XP1 ∩XUa are isomorphic.
Note that Assumption 10.5 is satisfied around P1 due to Lemma 10.4. By our choice of Z1, Assumption 10.7 is
satisfied around P1. By Corollary 10.12, we obtain V
(1)
P1
≃ V (2)P1 =: VP1 , and there exists an isomorphism
DREXP1 (HP1 )(VP1 )[−n] ≃ K|XP1 .
By gluing VU for connected components U , and VP1 for P1 ∈ H(1)P ∩ Z0, we obtain a good meromorphic flat
bundle V (1) on (X
(1)
P , H
(1)
P ) and an isomorphism
DRE
X
(1)
P (H
(1)
P )
(V
(1)
P )[−n] ≃ K|X(1)P .
Similarly, for each i = 2, . . . , ℓ, we obtain the following:
• a closed subanalytic subset Z(i)P of HP ∩ {zi = 0} for which (Z1 ∩ {zi = 0}) ⊂ Z(i)P ,
• a good meromorphic flat bundle V (i) on (X(i)P , H(i)P ) where
X
(i)
P := XP \
(
Z
(i)
P ∪
⋃
1≤j≤ℓ
j 6=i
{zj = 0}
)
, H
(i)
P = X
(i)
P ∩HP ,
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• an isomorphism DRE
X
(i)
P (H
(i)
P )
(V
(i)
P )[−n] ≃ K|X(i)P .
We set ZP :=
⋃ℓ
i=1 Z
(i)
P . By gluing V
(i)
P (i = 1, . . . , ℓ), we obtain a good meromorphic flat bundle VP on
(X ′P , H
′
P ) := (XP \ ZP , HP \ ZP ), and an isomorphism DREX′P (H′P )(VP )[−n] ≃ K|X′P .
There exist a discrete subset S ⊂ X such that X = ⋃P∈S XP . Let Z denote the union of the closures of ZP
(P ∈ S). By gluing VP (P ∈ S), we obtain a good meromorphic flat bundle V and the desired isomorphism.
Thus, the proof of Proposition 10.1 is finished.
11 Proof of Theorem 9.3
We prove Theorem 9.3. The surface case is studied in §11.1. The higher dimensional case is studied in §11.2.
11.1 Surface case
Let X be a complex surface with a normal crossing complex hypersurface H . Let K ∈ Eb⊚(ICX(H)). In this
subsection, we shall prove the following proposition which is the surface case of Theorem 9.3.
Proposition 11.1 K is contained in Ebmero(ICX(H)).
11.1.1 Preliminary
Let Y be any complex surface with a normal crossing hypersurface HY . Let ̟ : Y˜ (HY ) −→ Y denote the
oriented real blowing up of Y along HY . Let K ∈ Eb⊚(ICY (HY )). Let P be a cross point of HY . We introduce
an auxiliary condition for K and P .
Condition 11.2 There exists a filtration Y˜ (HY ) = Y˜ (HY )
(0) ⊃ Y˜ (HY )(1) ⊃ · · · for K such that the following
holds.
• Let W denote the closure of Y˜ (HY )(1) \ ∂Y˜ (HY ) in Y˜ (HY ). Then, dimR(W ∩ ̟−1(P )) ≤ 1 holds.
Moreover, W ∩̟−1(P ) does not contain any positively linear subspace.
11.1.2 Resolution for auxiliary conditions at cross points
Let X := ∆2 and H := {x1 = 0} ∪ {x2 = 0}, or H := {x1 = 0}. Set O := (0, 0). We use the notation in
§6. For any η ∈ {+,−}ℓ, let BlηX (resp. Hη) denote the inverse image of X (resp. H) by the morphism
ψη : Blη C2 −→ C2. The induced morphism BlηX −→ X is also denoted by ψη. We shall prove the following
proposition.
Proposition 11.3 For any K ∈ Eb⊚(ICX(H)), there exists a positive integer ℓ0 such that the following holds for
any ℓ ≥ ℓ0 and η ∈ {+,−}ℓ:
• Condition 9.11 and Condition 11.2 are satisfied for Eψ−1η K and Pη.
Proof Let us consider the following conditions in the case H = {z1 = 0} ∪ {z2 = 0}.
(C1) Let ̟ : X˜(H) −→ X be the oriented real blowing up. There exists a closed subanalytic subset Z ⊂
̟−1(O) with dimZ ≤ 1 such that the following holds for any Q ∈ ̟−1(O) \ Z:
- There exist a neighbourhood UQ of Q in X˜(H) and ramified real analytic functions gQ1 , . . . , gQm on
UQ.
- The growth order of π−1(CUQ)⊗K is controlled by gQ1 , . . . , gQm.
(C2) Z does not contain any positively linear subset.
Lemma 11.4 Suppose that the conditions (C1) and (C2) are satisfied. Then, there exist a neighbourhood X ′
of O in X and a set of ramified irregular values I at O such that the following holds.
77
• Let ϕ : (∆∗, 0,∆) −→ (X ′ \H,H ∩X ′, X ′) be any holomorphic map. Then, Irr(Eϕ−1K) = ϕ∗I holds.
Proof We use the polar coordinate system (r1, r2, θ1, θ2) determined by zi = rie
√−1θi . Let Q be any point
in ̟−1(O) \ Z. Let UQ be a small neighbourhood of Q in X˜(H) of the form UQ =
{
(r1, r2, θ1, θ2)
∣∣ 0 ≤ ri ≤
ǫ1, |θi − θ0i | < ǫ2
}
for some positive numbers ǫi and (θ
0
1 , θ
0
2) ∈ R2. Let gQ1 , . . . , gQm denote the functions on UQ
as above. They are expressed as the convergent power series:
gQi =
∑
j≥−N1
∑
k≥−N2
αi,j,k(θ1, θ2)r
j/ρ
1 r
k/ρ
2 .
By Lemma 9.13, by considering the pull back via a ramified covering, we may assume ρ = 1. We set
gQi1 :=
∑
−N1≤j
∑
−N1≤k<0
αi,j,k(θ1, θ2)r
j
1r
k
2 , g
Q
i2 :=
∑
−N1≤j<0
∑
−N1≤k
αi,j,k(θ1, θ2)r
j
1r
k
2 .
Set H2 := {z2 = 0}. Let Q′ be any point of UQ ∩ϕ−1(H1 \H2). Then, gi and gi,2 are mutually bounded around
Q′. By applying the argument in the proof of Lemma 10.2 to gi,2, we obtain meromorphic functions
fQi2 =
∑
−N1≤j<0
∑
−N1≤k
a2i,j,kz
j
1z
k
2 ,
such that Re(fQ2a) = g
Q
2a. Similarly, we obtain meromorphic functions
fQi1 =
∑
−N1≤j
∑
−N1≤k<0
a1i,j,kz
j
1z
k
2
such that Re(fQi1) = g
Q
i1. Because
Re
( ∑
−N1≤j<0
∑
−N1≤k<0
a1i,j,kz
j
1z
k
2
)
=
∑
−N1≤j<0
∑
−N1≤k<0
αi,j,k(θ1, θ2)r
j
1r
k
2 = Re
( ∑
−N1≤j<0
∑
−N1≤k<0
a2i,j,kz
j
1z
k
2
)
,
we obtain ∑
−N1≤j<0
∑
−N1≤k<0
a1i,j,kz
j
1z
k
2 =
∑
−N1≤j<0
∑
−N1≤k<0
a2i,j,kz
j
1z
k
2 .
We set
fQi := f
Q
i1 + f
Q
i2 −
∑
−N1≤j<0
∑
−N1≤k<0
a1i,j,kz
j
1z
k
2 .
Then, Re(fQi )− gQi are bounded on UQ.
By shrinking X , we may assume that X = ̟(UQ). Let P be any point of H \ {(0, 0)}. Let ϕ : ∆ −→ X be a
holomorphic map such that ϕ(0) = P . Then, Irr(Eϕ−1K) = {ϕ∗fQi } holds. In particular, {fQi } is independent
of Q. We denote them by {fi}.
Let ϕ : ∆ǫ −→ X be any holomorphic map. If ϕ(0) 6= (0, 0), then Irr(Eϕ−1K) = {ϕ∗fi} holds, as
already mentioned. Suppose that ϕ(0) = (0, 0). Let ϕ˜ : ∆˜ǫ(0) −→ X˜(H) denote the induced map. Note
dim(ϕ˜(̟−10 (0)) ∩ Z) = 0 because Z does not contain any positively linear subset. Then, we obtain that
Irr(Eϕ−1K) = {ϕ∗fi}. Thus, we obtain Lemma 11.4.
By Lemma 7.1, Proposition 7.12 and Proposition 7.3, we can assume that the conditions (C1,2) are satisfied
for Eψ−1η K at Pη. Then, the claim of Proposition 11.3 follows from Lemma 11.4.
11.1.3 Resolutions at cross points and generic parts in the surface case
We continue to use the notation in §11.1.2.
Proposition 11.5 Suppose that Condition 9.11 is satisfied for K ∈ Eb⊚(X(H)) and O. Then, there exists a
meromorphic flat bundle (V,∇) on (X,H) with an isomorphism DREX(H)(V )[−2] ≃ K.
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Proof Let I be the set of ramified irregular values at O for which Condition 9.11 is satisfied for K and O.
After X is shrunk, it induces a system of ramified irregular values I on (X,H). By using [35, Proposition
15.1.5], there exists a projective morphism G : X ′ −→ X such that (i) H ′ = G−1(H) is normal crossing, (ii) G
induces an isomorphism X ′ \H ′ ≃ X \H , (iii) G∗I is a good system of ramified irregular values. It is enough
to construct a meromorphic flat connection (V ′P ,∇P ) with the desired property around any point of P ∈ H ′.
By Proposition 9.16, it is enough to study the case P is a cross point of H ′. Hence, we may assume that IO is
a good set of ramified irregular values from the beginning. By considering a ramified covering, we may assume
that IO is a good set of unramified irregular values. By Proposition 11.3, we may also assume that Condition
11.2 is satisfied for K and O. Let L˜ denote the local system on X˜(H) induced by K|X\H .
Let Hi = {zi = 0}. We may assume that the natural map I −→ OX(∗H)/OX(∗H2) is injective.
According to Proposition 10.1, after shrinkingX aroundO, we may assume that there exists a good meromor-
phic flat bundle (V ◦,∇◦) on (X\O,H\O) such that DRE(V ◦,∇◦)[−2] ≃ K|X\O. Set (V1,∇1) := (V ◦,∇◦)|X\H2 .
By Proposition 4.6, there exists a unique good meromorphic flat bundle (V,∇) on (X,H) whose restriction to
X \H2 is isomorphic to (V1,∇1).
Let ̟ : X˜(H) −→ X be the oriented real blowing up of X along H . Let X˜(H) = X˜(H)(0) ⊃ X˜(H)(1) ⊃ · · ·
be a filtration for E̟−1K. Let W be the closure of X˜(H)(1) \ ∂X˜(H). By Condition 11.2, we may assume
dimR
(
W ∩̟−1(O)) ≤ 1, and that W ∩̟−1(O) does not contain any positively linear subset.
Lemma 11.6 For any point Q of ̟−1(O) \ W, there exists a small neighbourhood UQ in X˜(H) such that
π−1(CU◦Q)⊗K is controlled by Re(f) (f ∈ IO), i.e.,
π−1(CU◦Q)⊗K ≃
⊕
CE
X˜(H)
+⊗ (Ct≥Re(f) ⊗ Vf ). (38)
Here, U◦Q = UQ \̟−1(H).
Proof For a small neighbourhood UQ, there exist continuous subanalytic functions h1, . . . , hr on (U◦Q, X˜(H))
such that π−1(CU◦Q)⊗K ≃
⊕
CE
X˜(H)
+⊗ (Ct≥hi). If {h1, . . . , hr} 6= {Re(fi)} in Sub(U◦Q, X˜(H)), there exists an
analytic path γ : (I◦, 0, I) −→ (U◦Q, ̟−1(H), X˜(H)) such that γ∗{h1, . . . , hr} 6= γ∗{Re(fi)} in Sub(I◦, I). For a
small ǫ > 0, let γC : ∆ǫ −→ X denote the holomorphic map induced by γ. The condition Irr(Eγ−1C K) = {γ∗C(fi)},
implies γ∗{h1, . . . , hr} 6= γ∗{Re(fi)} in Sub(I◦, I). Thus, we have arrived at a contradiction.
There exists the canonical filtration on π−1(CU◦Q)⊗K as in §5.2.4, which we denote by FQ. We may assume
that ≤Q on IO is equal to ≺ on {Re(f)|U◦Q | f ∈ IO}. The decomposition (38) is compatible with the Stokes
filtration of (V1,∇1) at Q′ ∈ ̟−1(H1 \ H2). Hence, by the construction in the proof of Proposition 4.6, we
obtain that FQ is equal to the Stokes filtration of (V,∇) at Q. Let Q′ ∈ ̟−1(H2 \ H1) be contained in UQ.
Then, the Stokes filtration of (V,∇) at Q′ is equal to the filtration induced by the decomposition (38).
Let ϕ : (∆∗, 0,∆) −→ (X \H,H,X) be any holomorphic map. By the previous consideration, we obtain
that the Stokes filtrations of Eϕ−1K and ϕ∗V are the same at general points of ̟−10 (0), where we recall that
̟0 : ∆˜(0) −→ ∆ denotes the oriented real blowing up. Hence, we obtain that DRE ϕ∗(V )[−1] ≃ Eϕ−1K. Then,
the claim of Proposition 11.5 follows from Proposition 9.9.
Corollary 11.7 For any K ∈ Eb⊚(ICX(H)), there exists a positive integer ℓ0 such that the following holds for
any ℓ ≥ ℓ0 and η ∈ {+,−}ℓ:
• There exists a meromorphic flat bundle V defined on a neighbourhood U around Pη, and an isomorphism
Eψ−1η (K)|U ≃ DRE(V ).
Proof By Proposition 11.3, we may assume that Condition 9.11 and Condition 11.2 are satisfied for Eψ−1η K
and Pη . Then, the claim of the corollary follows from Proposition 11.5.
11.1.4 Proof of Proposition 11.1
Let X be any complex manifold with a normal crossing hypersurface H . It is enough to prove the following for
any P ∈ H :
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C(P ): There exists a neighbourhood U of P in X such that K|U ∈ Ebmero(ICU(H∩U)).
Hence, we may assume that X is a relatively compact subset in another complex surface X ′, and K is the
restriction of K ′ ∈ Eb⊚(ICX′(H′)). By Proposition 10.1, Proposition 11.5 and Corollary 11.7, there exists a
projective morphism ρ : X1 −→ X such that (i) H1 := ρ−1(H) is normal crossing, (ii) X1 \H1 ≃ X \H , (iii)
at any cross point of P1 ∈ H1, the condition C(P1) for Eρ−1(K) is satisfied. Once we know that Eρ−1(K) ∈
E
b
mero(ICX1(H1)), then we obtain that K ∈ Ebmero(ICX(H)). Hence, we may assume that C(P ) holds for any
cross point P of H from the beginning.
Let P be a smooth point ofH . Suppose that C(P ) does not hold forK. We setX(0) := X and P (0) := P . Let
Turn(1) denote the set of the points P ′ ∈ (ρ(1))−1(P (0)) such that C(P ′) does not hold for K(1) := E(ρ(1))−1(K).
We have already known that Turn(1) is finite by Proposition 10.1. If Turn(1) is not empty, we choose a point
P (1) ∈ Turn(1). Inductively, we construct a sequence of morphisms
X(ℓ)
ρ(ℓ)−→ X(ℓ−1) ρ
(ℓ−1)
−→ · · · ρ
(2)
−→ X(1) ρ
(1)
−→ X(0)
with P (i) ⊂ (ρ(i))−1(P (i−1)) (i = 0, 1, . . . , ℓ − 1) such that (i) ρ(i) is the blowing up of X(i−1) at P (i−1), (ii)
C(P (i)) does not hold for E(ψ(i))−1(K) at P (i), where ψ(i) : X(i) −→ X denotes the induced morphism. We
stop the process if C(Q) holds for E(ψ(ℓ))−1(K) at any Q ∈ (ρ(ℓ))−1(P (ℓ−1)).
Lemma 11.8 If any such sequence is finite, its length is bounded independently of the sequence.
Proof Suppose that there exists a sequence ℓj →∞, and sequences of morphisms
X
(ℓj)
j
ρ
(ℓj )
j−→ X(ℓj−1)j
ρ
(ℓj−1)
j−→ · · · ρ
(2)
j−→ X(1)j
ρ
(1)
j−→ X(0)j = X
with points P
(i)
j ∈ X(i)j as above. We shall derive a contradiction.
By the construction, X
(0)
j = X and P
(0)
j = P are independent of j. Hence, X
(1)
j and (ρ
(1)
j )
−1(P ) are
independent of j. According to Proposition 10.1, there exists a finite subset D(1) ⊂ (ρ(1)j )−1(P ) such that C(Q)
holds for any Q ∈ (ρ(1)j )−1(P ) \ D(1). Hence, by going to a sub-sequence of (ℓj), we may assume that P (1)j
are independent of j. Similarly, for any k0, after going to sub-sequences, we may assume that X
(k)
j and P
(k)
j
(k ≤ k0) are independent of j. In this way, we obtain an infinite sequence of complex blowings up
· · · −→ X(i) ρ
(i)
−→ X(i−1) ρ
(i−1)
−→ · · · −→ X(1) ρ
(1)
−→ X(0) = X
with points P (i) ∈ X(i) as above. It contradicts the assumption. Thus, we obtain the claim of the lemma.
Let us prove that any such sequence is finite. Suppose that there exists an infinite sequence, and we shall
deduce a contradiction. By Corollary 11.7, it is described as an infinite sequence of complex blowings up
associated to Y = (η1, ω1,η2, ω2, . . .) ∈
∏∞
i=1({±}ℓ(i) × C∗). We shall use the notation in §8.2.1.
There exists a filtration X˜(H) = X˜(H)(0) ⊃ X˜(H)(1) ⊃ · · · for K. Let X˜(H) \ X˜(H)(1) = ∐ Cj denote the
decomposition into the connected components. We may assume that there exist subanalytic functions gj,k on
(Cj , X˜(H)) which control the growth order of π−1(CCj )⊗K.
Suppose κ̂(Y ) < ∞. We use Theorem 8.13. If m is sufficiently large, there exists an open subset U in
X˜m(Hm) such that (i) U ∩ ̟−1m (Pm) 6= ∅, (ii) ψ˜m
(U \̟−1m (Hm)) ⊂ Cj0 for some j0. The functions ψ˜∗m(gj0,k)
and ψ˜∗m(gj0,k1 − gj0,k2) are ramified real analytic, and if the functions are not constantly 0, their 0-sets are
contained in ̟−1m (Hm). Moreover, ordρm ψ˜
∗
m(gj0,k)(um, θm, ρm) and ordρm ψ˜
∗
m(gj0,k1 − gj0,k2)(um, θm, ρm) are
independent of (um, θm). Then, by the argument in the proof of Lemma 10.2, we obtain that Condition 9.14 is
satisfied for K and Pm. By Proposition 9.16, we obtain that C(Pm) holds. But, it contradicts the assumption
on the infinite sequence.
Suppose that Y is not convergent and that κ̂(Y ) =∞. Let m be sufficiently large. Let Im be an interval in
̟−1m (Pm), and let Vm be a neighbourhood of Im in X˜m(Hm) as in Theorems 8.14 and 8.15. Let us consider the
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case Zm := ψ˜−1m (X˜(H)(1))∩ (Vm \̟−1m (Hm)) 6= ∅. We explain only the case ψ˜−1m (X˜(H)(1))∩ (Vm \̟−1m (Hm)) ≃
V1,m because the other case can be argued similarly. Let Vm \ (̟−1m (Hm) ∪ Zm) = Vm,+ ⊔ Vm,− denote
the decomposition into the connected components. Let vm = ρme
√−1θm be the polar decomposition. By
Theorems 8.14 and 8.15, there exist ramified real analytic functions h±1 (θm, ρm), . . . , h
±
k (θm, ρm) on Vm,± such
that π−1(CVm,±) ⊗K =
⊕
CE
+⊗ Ct≥h±j . There also exist subanalytic functions h
0
1(θm, ρm), . . . , h
0
k(θm, ρm) on
Zm such that π−1(CZm) ⊗K =
⊕
CE
+⊗ Ct≥h0j , and they are ramified real analytic as functions on V1,m. We
may assume that h±j and h
0
j have only negative powers of ρm. Recall that for a small neighbourhood Bm of Pm
in Xm there exists a meromorphic flat bundle (V,∇) on (Bm \Pm, (Bm ∩Hm) \Pm). Let qm : Bm −→ Hm ∩Bm
be the projection qm(um, vm) = um. By comparing {h±j }, {h0j} and the irregular values of (V,∇)|q−1m (P ′)
(P ′ ∈ Bm ∩Hm \ {Pm}), we obtain the following.
• {h+j } = {h−j } = {h0j}, and the multiplicity functions are the same.
• There exists a good meromorphic flat bundle (V˜ , ∇˜) on (Bm,Bm∩Hm) such that the restriction of (V˜ , ∇˜)
to Bm \ {P} is (V,∇).
• Irr(V˜ , ∇˜) is contained in C((v1/ρm ))/C[[v1/ρm ]] for some ρ ∈ Z>0, i.e., it is independent of um. Moreover, the
equalities {h±j } = {h0j} = {Re(a) | a ∈ Irr(V˜ , ∇˜)} holds, and the multiplicity functions are the same.
In particular, we obtain that Condition 9.14 is satisfied for Eψ−1m K around Pm. By Proposition 9.16, we
obtain an isomorphism DRE(V˜ , ∇˜)[−2] ≃ Eψ−1m (K)|Bm , i.e., C(Pm) holds for Eψ−1m (K). But, it contradicts the
construction of the infinite sequence. The case Zm = ∅ can be argued similarly.
Suppose that Y is convergent. By Lemma 8.4, after a finite step, each blowing up is taken at a smooth
point. We may assume that each blowing up is taken at a smooth point from the beginning. By the convergence,
there exists a complex curve C in X such that (i) C is transversal with H , (ii) each blowing up is taken at the
intersection of the exceptional fiber and the strict transform of C. We may assume that X = ∆2, H = {y = 0}
and C = {x = 0}. Then, we obtain that the process will stop after a finite step by Corollary 11.7. It contradicts
the construction of the infinite sequence. Thus, we obtain Proposition 11.1.
11.2 Higher dimensional case
Let us prove Theorem 9.3. Let X be any n-dimensional complex manifold with a complex hypersurface H . The
case n = 2 has already been proved. It is enough to consider the case where H is a normal crossing hypersurface.
Let (V0,∇) be a flat bundle on X \H with an isomorphism DR(V0,∇) ≃ K|X\H .
11.2.1 Smooth case
Let us consider the case where X = ∆n and H = {z1 = 0}. According to Proposition 10.1, there exist a closed
subanalytic subset Z ⊂ H with dimR Z ≤ 2n − 4, a good meromorphic flat bundle (V1,∇) on (X \ Z,H \ Z),
and an isomorphism DRE(V1,∇) = K|X\Z.
Let us observe that (V1,∇) extends to a meromorphic flat connection on (X,H). Recall that V1 has the
Deligne-Malgrange lattice V DM1 ⊂ V1 which is a locally free OX\Z-submodule of V1 such that V DM1 (∗(H \Z)) =
V1. (See [27]. See also [31].)
There exists a decomposition Z = Z ′ ∪ Z1, where Z ′ is smooth of dimR Z ′ = 2n− 4, and dimR Z1 ≤ 2n− 5.
Let P be any point of Z ′. There exists a small holomorphic coordinate system (XP , w1, . . . , wn) around P such
that (i) XP ≃ ∆n by the coordinate system, (ii) H ∩ XP = {w1 = 0}, (iii) maxQ∈Z′∩XP {|w2(Q)|} ≤ ǫ < 1.
For any b = (w03 , . . . , w
0
n), set XP,b = {(w1, w2, w03 , . . . , w0n)} and HP,b := XP,b ∩H . The restriction of V DM1 to
XP,b \ Z ′ is the Deligne-Malgrange lattice of V1|XP,b\Z′ . By the result in the surface case (Proposition 11.1),
V1|XP,b\Z′ extends to a meromorphic flat connection on (XP,b, HP,b). Hence, V
DM
1|XP,b\Z′ extends to a coherent
OXP,b -module. According to [44, Theorem 7.4], V DM1|XP \Z′ is uniquely extended to a coherent reflexive OXP -
module. Hence, V1 extends to a coherent reflexive OX\Z1(∗(H \ Z1))-module V2, i.e., (V1,∇) extends to a
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meromorphic flat connection on (X \ Z1, H \ Z1). There exists the Deligne-Malgrange lattice V DM2 of (V2,∇),
which is the canonical reflexive OX\Z1 -submodule of V2 such that V DM2 (∗(H \ Z1)) = V2.
There exists the decomposition Z1 = Z
′
1∪Z2, where Z ′1 is smooth, and dimR Z2 ≤ 2n−6. Let P be any point
of Z ′. There exists a small holomorphic coordinate neighbourhood (XP , w1, . . . , wn) around P such that (i) the
coordinate system induces an isomorphism XP ≃ ∆n, (ii) H ∩XP = {w1 = 0}, (iii) maxQ∈Z′1∩XP {|w2(Q)|} ≤
ǫ < 1. Let AP := {(w1, . . . , wn) ∈ XP |w1 = w2 = 0}. Let q : XP −→ AP be the projection. Because
dimR Z
′
1 = 2n− 5, there exists a closed subanalytic subset Z ′′1 ⊂ AP such that q−1(Q) ∩ (Z ′1 ∩XP ) = ∅ for any
Q ∈ AP \ Z ′′1 . Hence, by using [44, Theorem 7.4], we obtain that V DM2|XP \Z′1 is uniquely extended to a reflexiveOXP \Z′1 -module. It implies that (V2,∇) extends to a meromorphic flat connection (V3,∇) on (X \Z2, H \Z2).
By an induction with a similar argument, we obtain that (V3,∇) extends to a meromorphic flat connection
(V,∇) on (X,H).
Lemma 11.9 For any holomorphic map ϕ : (∆∗, 0,∆) −→ (X \ H,H,X), Eϕ−1K and DRE ϕ∗V [−1] are
naturally isomorphic.
Proof If ϕ(0) ∈ H\Z, the claim holds by the construction of (V,∇). For a general ϕ, there exists a holomorphic
map ψ : ∆2 −→ X such that (i) ψ(w1, 0) = ϕ(w1), (ii) ψ(0, w2) ∈ H \ Z for general w2. By applying the result
in the surface case (Proposition 11.1), there exists a meromorphic flat bundle (V100,∇) on (∆2, {w1 = 0}) such
that DRE(V100) ≃ Eψ−1(K). There exists the isomorphism V100 ≃ ψ∗V outside of Z100 ⊂ {w1 = 0} with
dimZ100 = 0. Hence, we obtain V100 ≃ ψ∗(V ) on ∆2. It implies the claim of the lemma.
Then, we obtain a global isomorphism DRE(V )[−n] ≃ K from Proposition 9.9 in this case.
11.2.2 Normal crossing case
Let us consider the case where H =
⋃
Hj is normal crossing. Set H
[2] =
⋃
i6=j(Hi ∩ Hj). We have already
extended (V0,∇) on X \H to (V1,∇) on X \H [2]. The Deligne-Malgrange lattice of V1 is a coherent reflexive
O-module on X \H [2]. By using the result in the surface case (Proposition 11.1), and by using the extension
theorem of Siu [44, Theorem 7.4], we obtain that (V0,∇) extends to a meromorphic flat sheaf (V,∇) on (X,H).
Then, the claim of Theorem 9.3 follows from Proposition 9.9 and the next lemma.
Lemma 11.10 For any holomorphic map ϕ : (∆∗, 0,∆) −→ (X \ H,H,X), Eϕ−1(K) and DRE ϕ∗V [−1] are
naturally isomorphic.
Proof There exists a projective birational morphism ρ : X ′ −→ X such that (i) H ′ = ρ−1(H) is normal
crossing, (ii) X ′ \H ′ ≃ X \H , (iii) for the strict transform ϕ′ : ∆ −→ X ′ of ϕ, the point ϕ′(0) is contained in
the smooth part of the exceptional divisor of ρ. Applying the consideration in the beginning of this subsection to
Eρ−1(K), we obtain a meromorphic flat bundle (V ′,∇) on (X ′, H ′) as the extension of ρ∗(V0,∇) corresponding
to Eρ−1K. Then, we obtain DRE(ϕ′)∗(V ′)[−1] ≃ E(ϕ′)−1ρ−1(K) by the result in the smooth case §11.2.1.
Because ρ∗V ′ is naturally isomorphic to V as meromorphic flat connections, we obtain V ′ ≃ ρ∗V . Then, the
claim of Lemma 11.10 follows. The proof of Theorem 9.3 is also completed.
12 Holonomic D-modules and enhanced ind-sheaves
We prove the main results of this paper, that is the curve test for enhanced ind-sheaves and holonomic D-
modules. In §12.1, we introduce the full subcategory Eb△(ICX) ⊂ EbR-c(ICX) determined by the curve test,
and we state the main result (Theorem 12.1), i.e., the solution complex functor induces an equivalence SolE :
D
b
hol(DX) −→ Eb△(ICX). In §12.2, we introduce a functor ΥE constructing D-modules from enhanced ind-
sheaves by following the reconstruction formula in [3], and we observe that there exists a natural morphism
K −→ SolE ◦ΥE(K) for any K ∈ EbR-c(ICX). It is enough to prove that for any K ∈ Eb△(ICX), ΥE(K) is
contained in Dbhol(DX), and the natural morphism K −→ SolE ◦ΥE(K) is an isomorphism. The claim is already
known for K ∈ Eb⊚(ICX(H)) for any complex hypersurfaceH . Hence, it is enough to prove thatK is expressed as
a kind of gluing of objects induced by Eb⊚(ICZi(Hi)) for some complex manifolds Zi with complex hypersurfaces
Hi. For that purpose, we study the complex analyticity of the support and the singular locus ofK in §12.3–§12.4.
Then, the proof of Theorem 12.1 is obtained by a formal argument in §12.5.
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12.1 Statement
Let X be a complex manifold. Let Eb△(ICX) ⊂ EbR-c(ICX) denote the full subcategory of objects K with the
following property.
• Let ϕ : ∆ −→ X be any holomorphic map. Then, Eϕ−1(K) comes from a cohomologically holonomic
D∆-complex, i.e., there exist an object M ∈ Dbhol(D∆) and an isomorphism Eϕ−1(K) ≃ DRE∆(M).
The functor SolE : Dbhol(DX)op −→ EbR-c(ICX) factors through Eb△(ICX). (See [3, Definition 9.1.1] for the
enhanced solution complex functor SolE.) It is fully faithful according to [3, Theorem 4.9.12, Corollary 9.4.9,
Theorem 9.5.3]. The following theorem is one of the main results in this paper, which will be proved in the rest
of this paper.
Theorem 12.1 SolE : Dbhol(DX)op −→ Eb△(ICX) is an equivalence. As a consequence, DRE : Dbhol(DX) −→
E
b
△(ICX) is an equivalence.
12.2 Construction of quasi-inverse
Let K ∈ Eb(ICX). We define ΥE(K) := HomE(K,OE) in Db(DX) by following the reconstruction formula
[3, Proposition 9.5.1]. Let us observe that there exists a natural morphism ΦK : K −→ SolE(ΥE(K)). Let
π : X ×R −→ X denote the projection. Let jX : X ×R∞ −→ X ×R denote the natural morphism of bordered
spaces. We set L˜E(G) := RjX!!L
EG and R˜E(G) := RjX∗REG in Db(ICX×R). According to [3, Definition 4.5.13],
there exists the following natural isomorphism:
ΥE(K) ≃ Rπ∗RHomICX×R
(
L˜EK, R˜EOE).
There exists the following natural morphism:
RIhomβπ−1DX
(
βRHomICX×R(L˜EK, R˜EOE), R˜EOE
) −→
RIhomβπ−1DX
(
βπ−1Rπ∗RHomICX×R(L˜EK, R˜EOE), R˜EOE
)
. (39)
Let Q : Db(ICX×R) −→ Eb(ICX) denote the natural quotient functor. We obtain the following natural isomor-
phism:
SolE(ΥE(K)) ≃ RIhomβπ−1DX
(
βπ−1Rπ∗RHomICX×R(L˜EK, R˜EOE),OE
)
≃ QRIhomβπ−1DX
(
βπ−1Rπ∗RHomICX×R(L˜EK, R˜EOE), R˜EOE
)
. (40)
By (39) and (40), we obtain the following natural morphism:
QRIhomβπ−1DX
(
βRHomICX×R(L˜EK, R˜EOE), R˜EOE
) −→ SolE(ΥE(K)). (41)
According to [16, Theorem 5.4.23], there exists the following natural isomorphism:
RHomICX×R
(
L˜EK,RIhomβπ−1DX
(
βRHomICX×R(L˜EK, R˜EOE), R˜EOE
)) ≃
RHomI(βπ−1DX)
(
L˜EK ⊗ICX×R βRHomICX×R(L˜EK, R˜EOE), R˜EOE
)
. (42)
There exist the following natural isomorphisms:
RHomI(βπ−1DX )
(
L˜EK ⊗ICX×R βRHomICX×R(L˜EK, R˜EOE), R˜EOE
)
≃
RHomI(βπ−1DX)
(
βRHomICX×R(L˜EK, R˜EOE), RIhomICX×R
(
L˜EK, R˜EOE)) ≃
RHomπ−1DX
(
RHomICX×R(L˜EK, R˜EOE), RHomICX×R
(
L˜EK, R˜EOE)). (43)
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Here, we obtain the first isomorphism from more general isomorphisms (45) below and [16, Proposition 5.4.11],
and we obtain the second isomorphism by [16, Theorem 5.6.2 (ii)]. By (41), (42) and (43), we obtain the
morphism ΦK : K −→ SolE(ΥE(K)) in Eb(ICX) corresponding to the identity:
id ∈ RHomπ−1DX
(
RHomICX×R(L˜EK, R˜EOE), RHomICX×R
(
L˜EK, R˜EOE)).
Lemma 12.2 Let ψ : K1 −→ K2 be a morphism in Eb(ICX). Then, the following induced diagram is commu-
tative:
K1
a1−−−−→ SolE(ΥE(K1))
ψ
y ψ∗y
K2
a2−−−−→ SolE(ΥE(K2)).
Here, the right vertical arrow is the morphism induced by ψ.
Proof It is easy to check that both ψ∗ ◦ a1 and a2 ◦ ψ correspond to
ψ∗ ∈ RHomπ−1DX
(
RHomICX×R(L˜EK2, R˜EOE), RHomICX×R
(
L˜EK1, R˜
EOE)).
12.2.1 Appendix
Let Y be a good topological space. Let A be a ring in ICY . There exists the following natural isomorphism for
any N ,M ∈ IA and M ∈ ICY :
IhomA
(N ⊗ICY M,M) ≃ IhomA(N , IhomICY (M,M)). (44)
Indeed, in the case where A = CY , it follows from [16, Corollary 4.2.9]. Then, we can easily obtain (44) for
general A from (44) for A = CY and the definition of IhomA(·, ·) [16, Definition 5.4.9].
There exists the following natural isomorphism in D+(ICY ) for any N ∈ D−(IA), M ∈ D+(IA) and
M ∈ D−(ICY ):
RIhomA
(N ⊗ICY M,M) ≃ RIhomA(N , RIhomICY (M,M)). (45)
It follows from the construction of the derived functor RIhomA(·, ·) in [16, §5.1, §5.4].
12.3 Preliminary
12.3.1 R-linear subspaces
Let V be a finite dimensional C-vector space. Let H be an R-subspace of V . For any real number a, we set
[a]+ := min{ℓ ∈ Z | ℓ ≥ a} and [a]− := max{ℓ ∈ Z | ℓ ≤ a}.
Lemma 12.3 There exists a C-subspace L of V such that L ∩H = 0 and dimC L = dimC V − [dimRH/2]+.
Proof We set H ′ := H ∩ √−1H which is a C-subspace of V . There exists an R-subspace H ′′ ⊂ H such
that H = H ′ ⊕ H ′′. Note [dimRH/2]+ = dimCH ′ + [dimRH ′′/2]+. The C-subspace H +
√−1H is equal to
H ′ ⊕ (H ′′ ⊕√−1H ′′). Hence, we obtain dimC(H +
√−1H) = dimCH ′ + dimRH ′′.
For any ℓ ∈ Z≥1, we can easily construct a C-subspace L1 of Cℓ such that L1∩Rℓ = 0 and dimC L1 = [ℓ/2]−.
Hence, we can easily construct a C-subspace L ⊂ V such that V ∩H = 0 and
dimC L = dimC V − dimC(H +
√−1H) + [dimRH ′′/2]− = dimC V − [dimRH/2]+.
Thus, we obtain the claim of the lemma.
Lemma 12.4 Suppose that H is not a C-subspace of V , and that dimRH = 2dimC V − 2. Then, for any
u ∈ V/H, there exists v ∈ H such that √−1v is mapped to u via the projection V −→ V/H.
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Proof Note that H +
√−1H is a C-subspace of V . Because H is not a C-subspace of V , dimC(H +
√−1H) >
dimC V − 1, and hence H +
√−1H = V . Set H ′ := H ∩ √−1H . Because H + √−1H = V , we obtain
dimRH
′ = 2dimC V − 4, and hence dimCH ′ = dimC V − 2.
Set V1 := V/H
′ and H1 := H/H ′. Because dimCH ′ = dimC V − 2, we obtain dimC V1 = dimRH1 = 2. It
implies that V1 = H1 ⊕
√−1H1. Then, the claim of the lemma is clear.
We set k := dimC V − [dimRH/2]+. Let GrC(V, k) denote the Grassmannian variety of k-dimensional C-
subspaces of V . Note dimRGrC(V, k) = 2k(dimC V − k). Let Z(V,H, k) := {L ∈ GrC(V, k) |L ∩H 6= 0}, which
is a closed real analytic subset of GrC(V, k).
Lemma 12.5 dimR Z(V,H, k) < dimRGrC(V, k) holds.
Proof Let PR(H) denote the projective space of the real 1-dimensional subspaces of H . Let us consider the
following subspace:
Z˜ :=
{
(L1, L) ∈ PR(H)×GrC(V, k)
∣∣∣L1 ⊂ L}.
The projection Z˜ −→ GrC(V, k) induces a surjection Z˜ −→ Z(V,H, k). It is enough to prove dimR Z˜ <
dimRGrC(V, k).
By the projection Z˜ −→ PR(H), Z˜ is a fiber bundle over PR(H). The fiber over L1 is isomorphic to
GrC(V/L1 ⊗ C, k − 1). Hence, we obtain
dimR Z˜ = 2(k − 1)(dimC V − k) + dimRH − 1 = dimRGrC(V, k)− 2(dimC V − k) + dimRH − 1.
By our choice of k, we obtain 2k + dimRH ≤ 2 dimC V . Hence, we obtain dimR Z˜ < dimRGrC(V, k).
Corollary 12.6 Let H1, . . . , HN be ℓ-dimensional R-subspaces of V .
• There exists a C-subspace L of V such that (i) dimC L = dimC V − [ℓ/2]+, (ii) L∩Hi = 0 (i = 1, . . . , N).
• Suppose that ℓ = 2m − 1 for a positive integer m. Let U(V,H1, . . . , HN ,m) ⊂ Hom(V,Cm) be the set of
C-linear maps f : V −→ Cm such that f|Hi are injective. Then, U(V,Hi,m) is a non-empty open subset.
Proof Let us prove the first claim. Set k := dimC V − [ℓ/2]+. We obtain GrC(V,H, k) \
⋃
i Z(V,Hi, k) 6= ∅
because dimR Z(V,Hi, k) < dimRGrC(V,H, k). Then, any L ∈ GrC(V,H, k) \
⋃
i Z(V,Hi, k) has the desired
property.
Let us prove the second claim. It is enough to check that U(V,H1, . . . , HN ,m) is non-empty. By the first
claim, there exists a C-subspace L ⊂ V such that L ∩Hi = 0 (i = 1, . . . , N) and dimC L = dimC V −m. Then,
we have only to compose the projection V −→ V/L and a C-isomorphism V/L ≃ Cm.
12.3.2 Subanalytic subsets which are generically complex analytic
Let X be a complex manifold. Let Z ⊂ X be a purely k-dimensional closed subanalytic subset. Let Z0 ⊂ Z be a
closed subanalytic subset with dimR Z0 < k. Suppose that Z \Z0 is a complex submanifold of X . In particular,
k is even. We obtain the following proposition from a generalization of the theorem of Remmert-Stein [39] due
to Shiffman [42].
Theorem 12.7 If dimR Z0 < k − 1, then Z is a complex analytic subvariety of X.
Let us study a description of Z around a general point of Z0 in the case dimR Z0 = k − 1.
Proposition 12.8 Suppose dimR Z0 = k − 1. Then, there exists a closed subanalytic subset Z1 ⊂ Z0 with
dimR Z1 ≤ k − 2 such that the following holds.
• Z1 contains the singular locus of Z0.
• For any P ∈ Z0\Z1, there exists a neighbourhood XP of P in X with a real analytic function fP : XP −→ R
and a closed (k/2)-dimensional complex submanifold Z˜P ⊂ XP such that (i) XP ∩Z0 = Z˜P ∩ f−1(0), (ii)
df|Z˜P is nowhere vanishing, (iii) XP ∩ Z is equal to Z˜P or Z˜P ∩ f−1(R≥0).
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Proof We may assume that X is an open subset of Cn. Let Q be any point of Z0. Let XQ be any relatively
compact neighbourhood of Q in X . Set ZQ := Z ∩ XQ and Z0,Q := Z0 ∩ XQ. Let Zsm0,Q denote the set of the
smooth points of Z0,Q. It is decomposed into the union of the connected components Ci (i = 1, . . . , ℓ1(Q)). We
decompose ZQ \ Z0,Q into the connected components Dj (j = 1, . . . , ℓ2(Q)). We choose any points R(Ci) ∈ Ci
(i = 1, . . . , ℓ1(Q)) and R(Dj) ∈ Dj (j = 1, . . . , ℓ2(Q)).
By Corollary 12.6, there exists a C-linear map φ : Cn −→ Ck/2 such that (i) the restriction of φ to TR(Ci)Ci
are injective for any i, (ii) the restriction of φ to TR(Dj)Dj are isomorphisms for any j. Hence, there exists a
closed subanalytic subset W1 ⊂ Z0,Q with dimRW1 ≤ k−2, and W2 ⊂ ZQ with dimRW2 ≤ k−1, such that (i)
the restriction of φ to Ci \W1 are immersions for any i, (ii) the restriction of φ to Dj \W2 are immersions for
any j. We obtain the k-dimensional subanalytic subset φ(ZQ) ⊂ Ck/2 ≃ Rk. There exists a subanalytic closed
subset W3 ⊂ φ(ZQ) such that (i) dimRW3 ≤ k − 1, (ii) each connected component of φ(ZQ) \W3 is simply
connected, (iii) W3 contains ∂φ(ZQ) and φ(Z0,Q), (iv) the restriction of φ to ZQ \ φ−1(W3) −→ Ck/2 is a local
diffeomorphism.
There exist a C-vector space H with dimCH = n− k/2 and a C-isomorphism Cn ≃ Ck/2⊕H such that φ is
identified with the projection onto the first component. On each connected component N of φ(ZQ) \W3, there
exist H-valued subanalytic functions hN ,p (p ∈ Λ(i,N )) on (N ,Ck/2) such that φ−1(N ) ∩ ZQ is expressed as
the union of the graph Γ(hN ,p). By Lemma 2.11, there exists a closed subanalytic subset W4 ⊂ W3 such that
(i) dimRW4 ≤ k− 2, (ii) for each connected component N of φ(ZQ) \W3, the singular locus of ∂N is contained
in W4, and hN ,p are ramified real analytic around any point of ∂N \W4. We remark the following.
Lemma 12.9 Set Ix :=
{
x ∈ R ∣∣ |x| < ǫ} and Iy := {y ∈ R ∣∣ |y| < ǫ}. Let Uw be a neighbourhood of (0, . . . , 0)
in Cm. There exists the embedding Ix × Iy × Uw −→ C × Cm by (x, y,w) 7−→ (x +
√−1y,w) with which we
regard Ix × Iy × Uw as a complex manifold. Let f : Ix × Uw −→ Iy be a real analytic function, and we put
A :=
{
(x, y,w)
∣∣ y ≥ f(x,w)}. Let g be a C-valued ramified real analytic continuous function on A. If g|A\∂A
is holomorphic, there exists a holomorphic function g˜ on a neighbourhood of A such that g˜|A = g.
Proof Let us consider the case m = 0. There exist a positive integer ρ > 0 and the expansion g =∑∞
j=0 aj(x)(y−f(x))j/ρ on a neighbourhood of any point of ∂A, where aj(x) are C-valued real analytic functions
of x. Let us observe that aj = 0 unless j ∈ ρZ. Suppose S := {j ∈ Z \ ρZ | aj 6= 0} is not empty, and we shall
derive a contradiction. Let j0 be the minimum of S. Both ∂xg and ∂yg are ramified real analytic functions on
A \ ∂A, with the expansions:
∂xg =
∞∑
j=0
∂xaj(x)(y − f(x))j/ρ −
∞∑
j=0
aj(x)jρ
−1(y − f(x))(j/ρ)−1∂xf,
∂yg =
∞∑
j=0
aj(x)jρ
−1(y − f(x))(j/ρ)−1 .
Note ∂xg −
√−1∂yg = 0. By considering the coefficient of (y − f(x))(j0/ρ)−1, we obtain that aj0(x) = 0, which
contradicts the choice of j0. Hence, we obtain that S = ∅. It means that g is the restriction of a C-valued real
analytic function g˜ defined on a neighbourhood of A. We can easily see that g˜ is holomorphic, and we are done
in the case m = 0.
Let us consider the general case. By considering the restriction to Ix×Iy×{w0} for each w0 ∈ Uw, we obtain
the expression g =
∑∞
j=0 aj(x,w)(y− f(x))j on a neighbourhood of any point of ∂A. Hence, g is the restriction
of a real analytic function g˜ defined on a neighbourhood of A. We can easily see that g˜ is holomorphic, and we
obtain the claim of Lemma 12.9.
Because hN ,p are holomorphic on N , there exists a neighbourhood MR for each point R ∈ ∂N \W4 such
that hN ,p|MR∩N extend to holomorphic functions on MR.
Lemma 12.10 dimR
(
φ−1(W4) ∩ Z0,Q
) ≤ k − 2 holds. Similarly, dimR(φ−1(W3) ∩ ZQ) ≤ k − 1 holds.
Proof Note dimR
(
φ−1(W4) ∩ W1
) ≤ dimRW1 ≤ k − 2. Because the restriction of φ to Z0,Q \ W1 is an
immersion, dimR
(
φ−1(W4) ∩ Z0,Q \W1
) ≤ dimRW4 ≤ k − 2 holds. Thus, we obtain the first claim of the
lemma. The second claim can be obtained similarly.
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Let Γ(hN ,p) denote the closure of Γ(hN ,p) in ZQ. We set
E((N , p), (N ′, p′)) := Γ(hN ,p) ∩ Γ(hN ′,p′).
Let E((N , p), (N ′, p′))smq denote the set of the q-dimensional smooth points of E((N , p), (N ′, p′)).
Lemma 12.11 Let P be any point of E((N , p), (N ′, p′))smk−1 ∩ Zsm0,Q \
(
W1 ∪ φ−1(W4)
)
. Suppose that (N , p) 6=
(N ′, p′). Then, the intersection of Γ(hN ,p) ∪ Γ(hN ′,p′) and a neighbourhood of P is a complex submanifold.
Proof Let XP be a small neighbourhood of P in X . By construction, there exist a complex submanifold
Y (N , p) and a real analytic map f : XP −→ R such that Γ(hN ,p) = Y (N , p) ∩ f−1(R≥0). There also exist
a complex submanifold Y (N ′, p′) and a real analytic map f ′ : XP −→ R such that Γ(hN ′,p′) = Y (N ′, p′) ∩
(f ′)−1(R≥0). Because dimR(Y (N , p) ∩ Y (N ′, p′)) ≥ k − 1, we obtain Y (N , p) = Y (N ′, p′). Then, the claim of
the lemma is clear.
Let SingE((N , p), (N ′, p′))smk−1 denote the singular locus of E((N , p), (N ′, p′))smk−1. We set
W5 :=
⋃
(N ,p) 6=(N ′,p′)
( ⋃
q≤k−2
E((N , p), (N ′, p′))smq ∪ SingE((N , p), (N ′, p′))smk−1
)
.
By construction, dimW5 ≤ k − 2 holds. Let W6 denote the closure of φ−1(W3) ∩ (ZQ \ Z0,Q) in ZQ. Note
dimR(W6 ∩Z0,Q) ≤ k− 2. Let W7 denote the union of the singular locus of Z0,Q and W1 ∪ (φ−1(W4)∩Z0,Q)∪
(W6 ∩ Z0,Q) ∪W5. Note dimRW7 ≤ k − 2.
Let P be any point of Z0,Q \W7, and let XP be a small neighbourhood of P in X . There exists at least one
(N , p) such that P ∈ Γ(hN ,p). If there exists another (N ′, p′) such that P ∈ Γ(hN ′,p′), then Γ(hN ,p)∪Γ(hN ′,p′)
is a complex submanifold. Thus, we obtain the claim of Proposition 12.8.
Let A ⊂ X be a closed complex subvariety. Let B ⊂ X be a closed subset such that (i) B is a purely
2q-dimensional subanalytic subset of X , (ii) B is equal to the closure of B \ A in X , (iii) B \ A is a complex
subvariety of X \A.
Corollary 12.12 Under the assumption, B is a complex subvariety of X.
Proof Let Sing(B) denote the singular locus ofB. It is enough to prove that dimR Sing(B) < 2q−1 by Theorem
12.7. By the assumption, dimR(Sing(B) \A) < 2q− 1 holds. Hence, it is enough to prove dimR(Sing(B)∩A) <
2q − 1.
We assume that dimR(Sing(B) ∩ A) = 2q − 1, and we shall derive a contradiction. There exists a closed
subanalytic subset W ⊂ Sing(B) ∩ A with dimRW < 2q − 1 such that the following holds for any P ∈
(Sing(B) ∩ A) \W.
• P is a smooth point of Sing(B).
• Let XP be any small neighbourhood of P in X . Then, there exist a closed complex submanifold B˜P of
XP and a real analytic function fP : B˜P −→ R whose exterior derivative is nowhere vanishing, such that
B ∩XP is B˜P ∩ f−1P (R≥0).
Because B˜P 6⊂ A, we obtain dimR(B˜P ∩A) ≤ dimR B˜P−2 = 2q−2 which contradicts dimR(Sing(B)∩A) = 2q−1.
Thus, we obtain Corollary 12.12.
12.3.3 R-constructible sheaves
Let X be any complex manifold. Let Db△(CX) ⊂ DbR-c(CX) denote the full subcategory of objects K with the
following property.
• Let ϕ : ∆ −→ X be any holomorphic map. Then, ϕ−1(K) is cohomologically C-constructible.
Lemma 12.13 Db△(CX) is a triangulated subcategory of D
b
R-c(CX).
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Proof Let K1 −→ K2 −→ K3 −→ K1[1] be a distinguished triangle in DbR-c(CX) such that Ki (i = 1, 2)
are objects in Db△(CX). Let ϕ : ∆ −→ X be any holomorphic map. We set K ′i := Eϕ−1(Ki). We obtain
a distinguished triangle K ′1 −→ K ′2 −→ K ′3 −→ K ′1[1] in DbR-c(C∆). For i = 1, 2, K ′i are cohomologically
C-constructible. Then, K ′3 is also cohomologically C-constructible. Hence, we obtain K3 ∈ Db△(CX).
Lemma 12.14 An object K ∈ DbR-c(CX) is contained in Db△(CX) if and only if Hj(K) (j ∈ Z) are objects in
D
b
△(CX). Here, Hj(K) denotes the j-th cohomology sheaf.
Proof Let us prove the “if” part. For any K, we set ℓ(K) := max{n | Hn(K) 6= 0} − min{n | Hn(K) 6= 0}.
We use an induction on ℓ(K). Let K be an object in DbR-c(CX) such that Hj(K) are objects in Db△(CX). If
ℓ(K) = 0, K is clearly contained in Db△(CX). There exists n such that K = τ
≤n(K) and Hn(K) 6= 0. There
exists the distinguished triangle K −→ Hn(K) −→ τ≤n−1(K)[1] −→ K[1] in DbR-c(C∆). By the assumption
of the induction, τ≤n−1(K)[1] is an object in Db△(C∆). Because D
b
△(C∆) is triangulated, we obtain that
K ∈ Db△(C∆).
Let us prove the “only if” part. Let K be an object in Db△(CX). Let ϕ : ∆ −→ X be any holomorphic map.
The cohomology sheaves Hjϕ−1(K) on ∆ are C-constructible. Because Hjϕ−1(K) ≃ ϕ−1Hj(K), we obtain
that Hj(K) ∈ Db△(CX).
Let Y ⊂ X be a real analytic submanifold with dimR Y ≤ dimRX − 2. Let K be an R-constructible sheaf
on X such that K|X\Y and K|Y are local systems on X \ Y and Y , respectively.
Lemma 12.15 Suppose that K ∈ Db△(CX). Then, for any P ∈ Y , there exists a neighbourhood XP of P in X
such that one of the following holds; (i) K|XP is a local system on XP , (ii) Y ∩XP is a complex submanifold
of XP .
Proof We shall shrink X and Y around P . We may assume that Y is simply connected, and X = Y×]− 1, 1[a
as a C∞-manifold, where a = dimRX − dimR Y .
Let us consider the case dimR Y < dimRX − 2. There exists a local system L on X with an isomorphism
κ0 : K|X\Y ≃ L|X\Y . There exists a natural morphism of R-constructible sheaves κ : K −→ L such that
κ|X\Y = κ0. Note that L ∈ Db△(CX). By Lemma 12.14, Cok(ϕ) and Ker(ϕ) are objects in Db△(CX). Note that
Cok(ϕ) and Ker(ϕ) are local systems on Y . Hence, at least one of the following holds; (i) Cok(ϕ) = Ker(ϕ) = 0,
i.e., ϕ is an isomorphism, or (ii) Y is a complex submanifold.
Let us consider the case dimR Y = dimRX − 2. We set L0 := K|X\Y . Let F : L0 −→ L0 denote the
automorphism obtained as the monodromy along a loop along Y × {0} with counter clock-wise direction. Let
L0 =
⊕
α∈C EαL0 denote the generalized eigen decomposition, i.e., it is compatible with the action of F and
for each α the restriction of F − α id to EαL0 is nilpotent.
Let ι : X \Y −→ X denote the inclusion. We obtain the decomposition K =⊕α∈CKα, where Kα ≃ ι∗EαL0
(α 6= 1), and K1|X\Y ≃ E1L0. Let us prove that Y is a complex submanifold of X in the case where EαL0 6= 0
for one of α 6= 1. Suppose that Y is not a complex submanifold. There exists a holomorphic map ϕ : ∆ −→ X
such that ϕ−1(Y ) = {t ∈ R}∩∆. Then, ϕ−1(K) is not C-constructible on ∆, which contradicts our assumption
K ∈ Db△(CX). Hence, we obtain that Y is a complex submanifold. Let us consider the case where EαL0 = 0 for
any α 6= 1. We shall prove the claim of the lemma in this case by using an induction on L0. If rankL0 = 0, K
is a local system on Y , and hence the claim of the lemma is clear. If rankL0 > 0, there exists an epimorphism
L0 −→ CX\Y because the monodromy is unipotent. We obtain the induced morphism ι∗L0 −→ CX . Let
ρ : K −→ CX denote the composition of the morphisms K −→ ι∗L0 ι∗ρ−→ CX . Note that CX ∈ Db△(CX). Hence,
by Lemma 12.14, we obtain that Ker(ρ) and Cok(ρ) are objects in Db△(CX). Note that Cok(ρ) is a local system
on Y . Hence, if Cok(ρ) 6= 0, we obtain that Y is a complex submanifold of X . Suppose that Cok(ρ) = 0. Note
that Ker(ρ)|X\Y and Ker(ρ)|Y are local systems. Moreover, the monodromy of Ker(ρ)|X\Y is unipotent, and
rankKer(ρ)|X\Y < rankL0. Hence, by using the assumption of the induction, we obtain the claim of the lemma
in this case. Thus, the proof of Lemma 12.15 is finished.
Let Y and X be as above. Let f be a real analytic function Y −→ R such that df is nowhere vanishing. Set
Y≥0 := f−1(R≥0) and Y0 := f−1(0). Let K be an R-constructible sheaf on X such that K|X\Y≥0 , K|Y≥0\Y0 and
K|Y0 are local systems on X \ Y≥0, Y≥0 \ Y0 and Y0, respectively.
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Lemma 12.16 Suppose that K ∈ Db△(CX). Then, for any P ∈ Y0, there exists a small neighbourhood XP of
P in X such that K|XP \Y0 is a local system. Moreover, one of the following holds; (i) K|XP is a local system
on XP , (ii) XP ∩ Y0 is a complex submanifold.
Proof Let P be any point of Y0, and let XP be a small neighbourhood of P in X . Because XP \Y≥0 is simply
connected, there exists a local system LP on XP with an isomorphism LP |XP \Y≥0 ≃ K|XP \Y≥0 . We obtain a
natural morphism ϕ : K|XP −→ LP . We set K1 := Kerϕ and K2 := Cokϕ. Then, we obtain Ki|X\Y≥0 = 0,
and Ki|Y≥0\Y0 and Ki|Y0 are local systems on Y≥0 \ Y0 and Y0, respectively. Moreover, Ki ∈ Db△(CX). Then,
we can easily deduce the claim.
12.4 Complex analyticity
12.4.1 Support
Let K ∈ Eb⊚(ICX). Let S(K) denote the collection of closed subsets C in X such that K|X\C = 0. Let
Z =
⋂
C∈S(K) C.
Lemma 12.17 K = 0 in EbR-c(IC(X\Z,X)).
Proof We obtain the claim by using the curve test and an argument in the proof of Lemma 5.20.
12.4.2 Complex analyticity of the support
Let Zsmk denote the set of k-dimensional smooth points of Z. By an argument in the proof of Lemma 5.20, we
can prove that there exists a subanalytic closed subset (Zsmk )
(1) ⊂ Zsmk with dimR(Zsmk )(1) ≤ k − 1 such that
the following holds.
• Let C be any connected component of Zsmk \ (Zsmk )(1). Then, there exists a tuple of subanalytic functions
Λ(C) on (C, X) such that π−1(CC)⊗K =
⊕
gi∈Λ(C) C
E
X
+⊗ Ct≥gi .
In particular, K|C comes from a local system on C.
Lemma 12.18 Zsmk are complex analytic submanifolds of X. In particular, Z
sm
k are empty unless k is even.
Proof Suppose that Zsmk is not a complex submanifold. There exists a point P ∈ Zsmk \ (Zsmk )(1) such that Zsmk
is not a complex manifold at P . Let C be the connected component of Zsmk \ (Zsmk )(1) which contains P . There
exists a holomorphic map ϕ : ∆ −→ X such that ϕ(0) = P and that ϕ−1(C) is real one dimensional. Then,
the support of Eϕ−1K is strictly real one dimensional, which contradicts the condition K ∈ Eb△(X). Hence, we
obtain that Zsmk is a complex submanifold of X .
Lemma 12.19 The closure Zsmk of Z
sm
k in X is a complex analytic subset in X.
Proof We set Yk := Zsmk . Let Y
sm
k denote the set of smooth points, and we set Sing(Yk) := Yk \ Y smk . By
Theorem 12.7, it is enough to prove that dimR Sing(Yk) ≤ k − 2. We assume that dimR Sing(Yk) = k − 1, and
we shall deduce a contradiction.
Let us consider the case k = dimR Z. By Proposition 12.8, there exists a subanalytic closed subset W ⊂
Sing(Yk) with dimW ≤ k − 2 such that the following holds for any P ∈ Sing(Yk) \W.
• P is a smooth point of Sing(Yk).
• P is not contained in Yk′ for any k′ < k. Note that Yk−1 = ∅.
• Let XP be a small neighbourhood of P in X . Then, there exist closed complex submanifold Y˜k,P of XP
and a real analytic function f : Y˜k,P −→ R whose exterior derivative is nowhere vanishing, such that
Yk ∩XP = Y˜k,P ∩ f−1(R≥0).
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Then, there exists a holomorphic map ϕ : ∆ −→ X such that ϕ−1(Zsmk ) and ϕ−1(X \ Z) are non-empty
open subsets of ∆. It contradicts the assumption that Eϕ−1(K) comes from a cohomologically holonomic
D∆-complex. Hence, we are done in the case k = dimR Z.
Suppose that we have already known that Yk′ are complex subvarieties for any k
′ > k. By using Corollary
12.12, it is enough to prove that Yk \
⋃
k′>k Yk′ is a complex subvariety of X \
⋃
k′>k Yk′ , which can be argued
as in the case of k = dimR Z. Thus, the proof of Lemma 12.19 is completed.
Lemma 12.20 Zsmk is a complex analytic subset of X.
Proof Note that Z =
⋃
k≥0 Z
sm
k , and that Z
sm
k \ Zsmk = Sing
(
Zsmk
) ∪⋃j 6=k(Zsmj ∩ Zsmk ) which is closed and
complex analytic. Hence, we obtain the claim of the lemma.
12.4.3 Complex analyticity of the singular locus
Lemma 12.21 There exists a closed subset (Zsmk )
(1)
0 ⊂ (Zsmk )(1), which is subanalytic in X, with the following
property.
• dimR(Zsmk )(1)0 ≤ k − 2 holds, and (Zsmk )(1)0 contains the singular locus of (Zsmk )(1).
• For any point P ∈ (Z(sm)k )(1) \ (Zsmk )(1)0 , and for any connected component C of Zsmk \ (Zsmk )(1) such that
P is contained in the closure of C, the functions g ∈ Λ(C) are bounded around P .
• π−1(C(Zsmk )(1))⊗K is controlled by bounded functions around any point P ∈ (Zsmk )(1) \ (Zsmk )
(1)
0 .
Proof Let C be a connected component of Zsmk \ (Z(sm)k )(1). By Lemma 2.3, there exists Z1(C) ⊂ ∂C such that
(i) dimR Z1(C) ≤ k − 2, (ii) Z1(C) contains the singular locus of ∂C, (iii) around any P ∈ ∂C \ Z1(C), gi ∈ Λ(C)
are ramified real analytic.
Let P be any point of (Zsmk )
(1) \⋃C Z1(C). Let C be a connected component of Zsmk \ (Zsmk )(1) such that the
closure of C contains P . Suppose that gi0 ∈ Λ(C) is not bounded around P . It is ramified real analytic at P .
Then, there exists a neighbourhood U of P in (Zsmk )
(1) such that gi0 is not bounded around any Q ∈ U . We
can find a holomorphic map ϕ : ∆ −→ X such that (i) ϕ(0) = P , (ii) ϕ(∆) ⊂ Zsmk , (iii) ϕ−1((Zsmk )(1)) is real
1-dimensional. The function ϕ−1gi0 is unbounded around any point of ϕ−1((Zsmk )
(1)). However, it contradicts
the curve test. Hence, we obtain the claim of Lemma 12.21.
Lemma 12.22 The cohomology sheaves of the restriction of K to Zsmk \ (Zsmk )(1)0 are local systems.
Proof Let UP be a neighborhood of P in Z
sm
k . We set WP := UP ∩ (Zsmk )(1), and U◦P := UP \WP . We may
assume that WP and the connected components of U
◦
P are simply connected. By construction, the restrictions
of K to U◦P and WP come from the direct sums of shifts of local systems. By Lemma 12.21, π
−1(CU◦
P
)⊗K|UP
and π−1(CWP ) ⊗ K|UP come from cohomologically R-constructible complexes. By [3, Proposition 4.7.15], we
can conclude that K|UP comes from a cohomologically R-constructible complex on UP . We may assume UP =
UP,0 ×∆ and WP = UP,0 × {w ∈ ∆ | Im(w) = 0}. By the curve test, we obtain that K|UP,0×{w} comes from a
direct sum of shifts of local systems. Then, the claim of the lemma follows.
By Lemma 12.22, there exists a closed subset A ⊂ Zsmk such that (i) A is subanalytic in X (ii) dimRA ≤ k−2,
(iii) Hi(K|Zsmk \A) come from local systems on Zsmk \A. We assume that A is the minimum among such closed
subanalytic subsets. Let Asmm denote the set of the m-dimensional smooth points of A.
Proposition 12.23 Asmm is a complex submanifold of Z
sm
k . In particular, A
sm
m = ∅ unless m is even.
Proof We set Y := Zsmk and H := A
sm
m to simplify the notation. Let P be any point of H . We assume that
TPH is not a C-subspace of TPY , and we shall derive a contradiction. By shrinking Y , we may assume that
TPH are not C-subspaces of TPY for any P ∈ H .
Let us consider the case where k−m = 2. Let P be any point ofH . We obtain the real vector subspace TPH ⊂
TPY . There exists a complex line V ⊂ TPY such that V∩TPH = {0} by Lemma 12.3. Let Φ : ∆z×∆m/2w −→ Y
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be any holomorphic map such that (i) T(z,w)Φ : T(z,w)∆z ×∆w −→ TΦ(z,w)Y are isomorphisms for any (z,w),
(ii) T(0,0)Φ(T0∆z) = V . By shrinking Y , we may assume that Φ is an isomorphism, by which we identify Y
and ∆z × ∆m/2w . We may also assume the existence of a real analytic function h : ∆m/2w −→ ∆ such that
Φ−1(H) ⊂ ∆z × ∆m/2w is the graph of h. We set ζ(z,w) := z − h(w). The restriction of ζ to ∆z × {w} is
holomorphic. There exists the open embedding Y −→ Cζ × Cn−1w defined by (ζ,w).
Let ̟ : Y˜ (H) −→ Y be the oriented real blowing up along H . Let ζ = re
√−1θ be the polar decomposition.
Then, (r, θ,w) is a local coordinate system around Q for any Q ∈ ∂Y˜ (H).
There exists a closed subanalytic subset Y˜ (H)(1) ⊂ Y˜ (H) with dimR(Y˜ (H)(1)) = dimR Y − 1 such that (i)
∂Y˜ (H) ⊂ Y˜ (H)(1), (ii) there exist continuous subanalytic functions g1, . . . , gp on (Y˜ (H) \ Y˜ (H)(1), Y˜ (H)), and
integers mi, such that
π−1(CY˜ (H)\Y˜ (H)(1))⊗ E̟−1(K) ≃
p⊕
i=1
CE
+⊗ Ct≥gi [mi].
Let W denote the closure of Y˜ (H)(1) \∂Y˜ (H). There exists a closed subanalytic subset R ⊂ ∂Y˜ (H) and Z ⊂ H
such that the following holds.
• dimRR < dimR ∂Y˜ (H) and dimR Z < dimR(H).
• R contains W ∩ ∂Y˜ (H). Moreover, g1, . . . , gp are ramified real analytic around any Q ∈ ∂Y˜ (H) \R.
• R \̟−1(Z) −→ H is horizontal.
By enlarging Y˜ (H)(1) and Z, we may assume that R \̟−1(Z) is contained in W.
Let P1 = (z1,w1) be any point of H \ Z, and let Q1 be any point of ̟−1(P1) \R. Let us prove that any gi
are bounded around Q1. Suppose that some gi0 is unbounded around Q1, and we shall derive a contradiction.
We may assume that gi0 = r
−e/ρg(0)i0 , where g
(0)
i0
is nowhere vanishing analytic function of (r1/ρ, θ,w), and e
and ρ are positive integers.
Note that ̟−1(P1) is identified with (TP1Y/TP1H \ {0})/R>0. Let u be any element of TP1Y/TP1H \ {0}
such that [u] = Q1. Because it is assumed that TP1H is not a C-subspace, there exists v ∈ TP1H such that√−1v is mapped to u by the projection TP1Y −→ TP1Y/TP1H by Lemma 12.4. Let γ :]− ǫ1, ǫ1[−→ H any real
analytic map such that γ(0) = P1 and γ
′(0) = v. Let ϕ : ∆ǫ2 −→ Y be the complexification of γ. Let x+
√−1y
be the real coordinate system on ∆ǫ2 . By construction, T(0,0)ϕ(∂x) = γ
′(0) = v and T(0,0)ϕ(∂y) =
√−1v hold.
Hence, ϕ−1(H) = ∆ǫ2 ∩ R. Moreover, we obtain ϕ({(x, y) ∈ ∆ǫ | y > 0}) ⊂ Y˜ (H) \ Y˜ (H)(1), and ϕ∗(gi0) is
unbounded around any point of ∆ǫ2 ∩ R. It contradicts the assumption that Eϕ−1K comes from a holonomic
D-module. Hence, we obtain that gi are bounded around Q1 ∈ ̟−1(P1) \R.
Then, we can derive the following lemma easily.
Lemma 12.24 For any point P ′ ∈ H \ Z, let ϕP ′ : ∆ǫ −→ Y be the holomorphic map defined by ϕP ′(a) =
(a+ h(P ′), P ′). Then, Eϕ−1P ′K comes from a regular holonomic D-module.
We may regard Y˜ (H) as an open subset of {0 ≤ r} × S1 ×H . Let η : {0 ≤ r} × S1 ×H −→ {0 ≤ r} ×H
be the projection. There exists a closed subanalytic subset B ⊂ {0 ≤ r} ×H with the following property.
• dimRB = dimRH holds, and B contains {0} ×H .
• Each connected component of ({0 ≤ r} ×H) \B is simply connected.
• Y˜ (H)(1) \ η−1(B) −→ {0 ≤ r} ×H is proper and a local diffeomorphism.
• There exist subanalytic functions g(1)i on (Y˜ (H)(1) \ η−1(B), Y˜ (H)), and integers m(1)i , such that
π−1(CY˜ (H)(1)\η−1(B))⊗K ≃
m⊕
i=1
CE
+⊗ C
t≥g(1)i
[m
(1)
i ].
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On each connected component C of ({0 ≤ r}×H) \B, the set η−1(C)∩ Y˜ (H)(1) is described as the union of the
graphs of subanalytic functions hCi : C −→ S1. Set B1 := B \ ({0} ×H). We set Z1 := Z ∪ (B1 ∩ ({0} ×H)).
By Lemma 12.24, the restriction of gi to̟
−1(∆z×{P2})∩(Y˜ (H)\Y˜ (H)(1)) are bounded for any P2 ∈ ∆n−1w \
Z1. The restrictions of g
(1)
i to ̟
−1(∆z × {P2}) ∩ (Y˜ (H)(1) \ ∂Y˜ (H)) are also bounded for any P2 ∈ ∆n−1w \ Z1.
According to Lemma 2.23, if Z1 is appropriately enlarged, for any P2 ∈ ∆n−1w \Z1, there exists a neighbourhood
U of P2 in ∆
n−1
w such that the restrictions of gi to ̟
−1(∆z ×U)∩ (Y˜ (H) \ Y˜ (H)(1)) are bounded, and that the
restrictions of g
(1)
i to ̟
−1(∆z × U) ∩ (Y˜ (H)(1) \ ∂Y˜ (H)) are bounded.
Then, there exists a closed subanalytic subset Z2 ⊂ H with dimR Z2 < dimRH such that the following holds.
• For any P ∈ H \ Z2, there exists a neighbourhood YP of P in Y such that K|YP comes from an object in
D
b
R-c(YP ).
Then, H has to be a complex submanifold by Lemma 12.13, and we obtain a contradiction in the case k−m = 2.
Let us consider the case k − m > 2. Let ϕ : ∆ −→ Y be any holomorphic map such that ϕ(0) ∈ H ,
and ϕ(∆) 6⊂ H . Because dimRH < dimR Y − 2, there exists a holomorphic map Φ : ∆ × ∆ −→ Y such that
(i) Φ|∆×{0} = ϕ, (ii) dimRΦ−1(H) ≤ 1. Note that Φ−1(H) is real analytic. Then, there exists a complex
curve Z ⊂ ∆ × ∆ which contains Φ−1(H). Let j : Y = (∆2 \ Z,∆2) −→ ∆2 be the inclusion. We obtain
Ej!!Ej
−1
EΦ−1K ∈ E⊚(ICY). It comes from an object in Mero!(∆2,Z). By considering the restriction to a
neighbourhood of any point of Z \Φ−1(H), we obtain that V is regular singular. Hence, Eϕ−1K comes from a
regular singular holonomic D-complex on ∆.
There exists a closed subanalytic subset Z10 ⊂ H such that (i) dimR Z10 < dimRH , (ii) K|H\Z10 comes from
a local system. Then, we obtain that K|Y \Z10 comes from an R-constructible complex on Y . Then, we obtain
that H \ Z10 has to be a complex submanifold by Lemma 12.15, and we arrived at a contradiction. Thus, the
proof of Proposition 12.23 is completed.
Lemma 12.25 The closure A of A in X is a complex analytic subvariety of X.
Proof Let Asmm denote the closure of A
sm
m in X . It is enough to prove that A
sm
m are complex analytic subvarieties
of X . By Corollary 12.12, it is enough to prove that A′m := Asmm ∩ Zsmk is a complex subvariety in Zsmk . Let
Sing(A′m) denote the singular locus of A′m. We have only to prove that dimR SingA′m < m− 1.
Let us consider the case m = dimRA. We assume that dimR SingA
′
m = m − 1, and we shall deduce a
contradiction. There exists a closed subanalytic subset W′m ⊂ SingA′m with dimRW′m < m− 1 such that the
following holds for any P ∈ SingA′m \W′m:
• P is a smooth point of SingA′m.
• Let XP be a small neighbourhood of P in X . Then, there exist a complex submanifold A˜′m,P of XP
and a real analytic function fP : A˜
′
m,P −→ R whose exterior derivative is nowhere vanishing, such that
A′m ∩XP = A˜′m,P ∩ f−1P (R≥0).
We set Zk,P := Zk ∩XP and A′m,P := A′m ∩XP .
Lemma 12.26 There exists a closed subanalytic subset NP ⊂ SingA′m,P with dimNP < m − 1 such that the
following holds.
• For any P1 ∈ SingA′m,P \NP , there exists a small neighbourhood XP1 of P1 in X such that K|XP1 comes
from an object of DbR-c(CXP1 ).
Proof There exists a filtration Zk,P = Z
(0)
k,P ⊃ Z(1)k,P ⊃ · · · by closed subanalytic subsets for K|XP , where
Z
(i)
k,P \ Z(i+1)k,P are real analytic submanifolds of Zk,P of codimension i. We may assume that for each connected
component C of Z(i)k,P \Z(i+1)k,P , there exist continuous subanalytic functions hCj on (C, XP ) such that π−1(CC)⊗
K|XP =
⊕
CEXP
+⊗ Ct≥hCj . We may assume that for each connected component C satisfies one of the following:
(i) C ⊂ Zk,P \ A˜′m,P , (ii) C ⊂ A˜′m,P \ SingA′m,P , (iii) C ⊂ Sing A˜′m,P .
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Let C be a connected component of Z(i)k,P \ Z(i+1)k,P such that C ⊂ Zk,P \ A˜′m,P . Let us observe that hCj
are bounded. Let γ : (I◦, 0, I) −→ (C, A′m, Zk,P ) be an analytic path. Let γC : ∆ǫ −→ Zk,P be the induced
holomorphic map. Let HP ⊂ XP be any complex hypersurface such that (i) the image of γC is not contained in
HP , (ii) A˜′m,P ⊂ HP . Note that the set (Zk,P ∩HP ) \A′m is non-empty because A˜′m,P \A′m is non-empty. Let
jHP : (XP \HP , XP ) −→ (XP , XP ) be the inclusion of the bordered spaces. By Theorem 9.3, each cohomology
of EjHP !!Ej
−1
HPK|XP comes from an objectM in Mero!(Zk,P ,HP ∩Zk,P ). For each point P ′ of (HP ∩Zk,P )\A′m,
the restriction ofM to a neighbourhood of P ′ is regular singular. Hence, we obtain thatM is regular singular.
It implies that γ∗CM is regular singular. We obtain that the functions hCj are bounded along γ. Hence, we
obtain that hCj are bounded. Then, by using the argument in the proof of Lemma 12.21, we obtain the existence
of a closed subanalytic subset NP with the desired property.
After enlargingW′m, we may assume that each cohomologyK
i
P ofK|XP satisfies that (i)K
i
P |Zk,P \A′m is a local
system on Zk,P \A′m, (ii) KiP |XP∩(A′m\Sing(A′m)) is a local system on XP ∩ (A
′
m \Sing(A′m)), (iii) KiP |XP∩Sing(A′m)
is a local system on XP ∩ Sing(A′m). By Lemma 12.16, we obtain that Ki|Zk,P \Sing(A′m) are local systems on
XP , which contradicts our choice of A. Hence, we obtain dimR SingA
′
m < m− 1, and hence A′m is a complex
analytic subvariety in the case m = dimRA.
Assume that we have already known that A′m′ are complex analytic subvarieties for m
′ > m. By Corollary
12.12, it is enough to prove that A′m \
⋃
m′>mA
′
m′ is a complex analytic subvariety of X \
⋃
m′>mA
′
m′ , which
can be argued as in the case of m = dimA. Thus, we obtain Lemma 12.25.
Let P be any point of Z. Let XP be a small neighbourhood of P , and let XP ∩Z =
⋃
Zi be the irreducible
decomposition as a germ of complex analytic sets at P . For each Zi, there exists a complex hypersurface Hi of
XP such that (i) Zi 6⊂ Hi, (ii)
⋃
j 6=i Zj ⊂ Hi, (iii) Zi \Hi is smooth, (iv) K|Zi\Hi comes from an R-constructible
complex whose cohomology sheaves are local systems. Let ρi : Z˜i −→ Zi be a projective morphism such that
(i) Z˜i is a complex manifold, (ii) H˜i := ρ
−1
i (Hi) is normal crossing, (ii) Z˜i \ H˜i ≃ Zi \Hi. Let ιi : Zi −→ X be
the inclusion. Let ji : (Z˜i \ H˜i, Z˜i) −→ Z˜i be the inclusion of the bordered spaces. We obtain Eji!!E(ιi ◦ ρi)−1K
in Eb△(ICZ˜i).
Lemma 12.27 There exists a cohomologically holonomic DZ˜i-complex V with an isomorphism
DRE V ≃ Eji!!E(ιi ◦ ρi)−1K.
Proof The k-th cohomology object of Eji!!E(ιi ◦ ρi)−1K comes from an object in Mero!(Z˜i, H˜i) with the shift
of degree. By the fully faithfulness of the Riemann-Hilbert correspondence [3], we obtain that Eji!!E(ιi ◦ρi)−1K
comes from a cohomologically holonomic DZ˜i -complex.
Let ki : (XP \Hi, XP ) −→ XP be the inclusion of the bordered spaces. We obtain the following from the
previous lemma.
Lemma 12.28 Eki!!Ek
−1
i K comes from a cohomologically holonomic DXP -complexes.
12.5 Proof of Theorem 12.1
Let us prove Theorem 12.1. It is enough to prove the essential surjectivity. For that purpose, it is enough to
prove the following for any K ∈ Eb△(ICX).
• ΥE(K) are objects in Dbhol(DX).
• The natural morphisms ΦK : K −→ SolEΥE(K) are isomorphisms.
We have only to check these properties locally around any point of X . We use an induction on the dimension
of the support of K.
Let Z be the support of K. Let P ∈ Z. Let XP denote a small neighbourhood of P in X . Let Z1 denote
the union of the dimC(Z)-dimensional components of Z ∩ XP . There exists a hypersurface HP of XP such
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that (i) any irreducible component of Z1 is not contained in HP , (ii) Z1 \HP is smooth, (iii) K|Z1\HP comes
from an R-constructible complex whose cohomology sheaves are local systems. Let j : (XP \HP , XP ) −→ XP
be the inclusion of the bordered spaces. As in Lemma 12.28, K1 := Ej!!Ej
−1K comes from a cohomologically
holonomic DXP -complex. Hence, we obtain a cohomologically holonomic DXP -complexM with an isomorphism
SolEM≃ K1. Note thatM(∗HP ) ≃M. According to [3], there exists a canonical isomorphism ΥE SolE(M) ≃
M. There exists the following morphisms:
SolE(M) a1−−−−→ SolEΥE SolE(M) a2−−−−→≃ Sol
E(M)
Here, a1 is ΦSolE(M), and a2 is the isomorphism induced by ΥE Sol
E(M) ≃ M. It is easy to check that the
restriction of a2 ◦a1 to XP \HP is an isomorphism, and hence that a2 ◦a1 is an isomorphism. Hence, we obtain
that ΥE(K1) is a cohomologically holonomic DXP -complexes, and ΦK1 : K1 −→ SolEΥE(K1) is an isomorphism.
There exists the natural morphism K1 −→ K|XP in Eb△(X|P ). There exists the distinguished triangle
K1 −→ K|XP −→ K2 −→ K1[1] in Eb△(X|P ). We can apply the assumption of the induction to K2. Then,
we obtain that ΥEK|XP comes from a cohomologically holonomic DXP -complex, and the natural morphism
ΦK|XP : K|XP −→ Sol
EΥE(K|XP ) is an isomorphism. Thus, the proof of Theorem 12.1 is completed.
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