We consider a Markov chain with a general state space, but whose behaviour is governed by finite matrices. After a brief exposition of the basic properties of this chain its convenience as a model is illustrated by three lLmit theorems. The ergodic theorem, the central limit theorem and an extreme-value theorem are expressed in terms of dominant eigenvalues of finite matrices and proved by simple matrix theory.
Introduction
In 1960, Runnenburg (11] introduced a Markov chain with a (stationary) transition distribution function of the form This chain, which Runnenburg used as a simple example of dependence rather close to independence, was studied more closely by Runnenburg and Steutel [12] . The chain was also considered by Kingman [5J as an example in his algebraic view on Markov chains; the term "of finite rank" is his. In his thesis, Hoekstra [3] will give a detailed account of the structure, properties and possible generalizations of Markov chains with transition distribution function of type (1.1) • In this paper, after a brief introduction to these Markov chains and some of their properties, we demonstrate the easy ana1ysability of the model by proving three limit theorems, using only simple matrix theory. If the process is denoted by XO,X 1 '"" we obtain the limit distributions of X n ' of Xl + ••• + X n ' and of max(X1, ••• ,X n ). Of most proofs only outlines are given;
for the details we refer to [3J. We emphasize that in particular finite Markov chains are of type (1.1), with r equal to the number of states (or smaller) , and that therefore all results hold for finite Markov chains as well.
Part of our theorems can, no doubt, be viewed as special cases of known results; the advantage of this particular model lies in the explicit nature of the results and the simplicity of the proofs.
Notation and some matrix theory
We shall use capitals for matrices (for random variables too, but confusion T will be unlikely), ~ will denote a column vector, and ~ its transpose. The vector (I, ••• ,l)T is denoted by l, the vector (O, •.
• ,O)T by Q. the unit matrix by I and the zero matrix by 0; dimensions will be clear from the context.
• -3 -
The following well-known result on spectral decomposition of matrices will playa central role in our proofs (for information we refer to [4J and [9J) 
We note that (2.2) implies that the inner sum of (2.1) has less than r terms.
Markov chains of finite rank
Finite kernels as in (1.1) We first give a rather more general definition. We recall (cf. [4] ) that a Markov chain is a sequence of random variables XO,X 1 '", such that if this transition probability is independent of n it is called stationary. then for the n-step transition probability pn(olx) one has (pI _ P)
for n E :N , X E JR and E E B(JR) , and where the elements of the matrix C are given by (when not otherwise indicated integration is over S)
The following lemma shows that C, though not necessarily nonnegative, has a Perron-Frobenius eigenvalue. It generally behaves very much like a transition matrix (it need not be equivalent to one; for examples see [3J) .
In the case of a finite Markov chain, for C we may take the transition matrix, if it has full rank. Properties of the "kernel" matrix Care dis-
Lemma 3.2. Let C be the matrix defined by (3.4). Then (i) All eigenvalues of C have modulus at most one.
(ii) C1 = 1, i.e. C has an eigenvalue AO = 1 with the strictly positive eigenvector 1.. Proof (outline). The proof of (ii) is trivial (cf. (3.2)). The other proofs are quite analogous to those for finite Markov chains as given in [1, p. 15 ff.], if one introduces eigenfunctions corresponding to A as follows: Let v be a vector, and define
J J it follows that v is an eigenfunction of P, Le. Assumption. From here one we shall assume that the Markov chain is irreducible 1), Le. that the distinct eigenvalues of C are as follows:
1) Here we deviate from the usual terminology by allowing transient states;
this also affects our definition of ergodic in theorem 4.2.
• 
for some p with 0 ~ p < 1, and with Ai = exp(2ni9./d). Furthermore EO = lyT
The ergodic theorem
The behaviour of pn(Elx), governed by (3.3), is very similar to the behaviour of Pjk for a finite transition matrix P. We have, writing Proof.
I
Follows directly from (3.8); take p = {max(IA11 , ••• , IA)}~.
The central limit theorem
As in the case of independence we use characteristic functions and we define (cf. The following lemma is not surprising; we give it without its rather obvious proof.
then the eigenvalues At(t) and their corresponding eigenvectors have continuous second derivatives (for sufficiently small t).
We are now ready for the central limit theorem. 
n n n (n + 00) • Differentiation of (5.7) yields (see remark I below) (5. 
with some more effort (see [3J) one obtains Remark 2. After completion of this paper we found that Onicescu and Mihoc [8] use the same technique for finite Markov chains. Romanovski [loJ uses a similar method for finite Markov chains, but his emphasis is more on difference equations than on Matrix theory. In both instances not all arguments are quite clear.
Extreme values
The distribution function of (6.1)
n n can be treated in a similar way as the characteristic function of Sno
We have by an -easy computation: Proof. This follows from (6.6) and (6.7) in exactly the same way as in the proof for the independent case (see e.g. [2J) . 
