Necessary and sufficient conditions for the "decoupling" of an m-input, m-output time-invariant linear system using state variable feedback are determined. Given a system which satisfies these conditions, i. e. , which can be decoupled by state variable feedback, the class CP of all feedback matrices which decouple the system is characterized. The characterization of CP is used to determine the number of closed loop poles which can be specified for the decoupled system and to develop a synthesis technique for the realization of desired closed loop pole configurations. Transfer matrix consequences of decoupling are examined and practical implications discussed through numerical examples.
INTRODUCTION
The development of techniques for the design of multivariable control systems is of considerable practical importance. A particular design approach involves the use of feedback to achieve closed loop control system stability. In conjunction with this approach, it is often of interest to know whether or not it is possible to have inputs control outputs independently, i. e., a single input influencing a single output. This is, in heuristic terms, the problem of decoupling. Morgan' s result and outlined an essentially trial-and-error procedure for specifying a certain number of the system' s poles while decoupling the system. Neither Morgan nor Rekasius gave a clear proof of sufficiency, and they did not consider the question of necessity.
In this note, a necessary and sufficient condition for decoupling will be given; a characterization of the class of feedback matrices which decouple a system will be determined; the number of closed loop poles which can be specified while decoupling will also be determined; and a synthesis procedure for obtaining desired closed loop pole configurations will be developed. In line with these objectives, the remainder of the note is divided into the following sections: 11.
ID.

IV.
V.
VI.
VII.
VIII Definitions
The Main Theorem The Class of Decoupling Matrices In section 11, precise definitions of decoupling and state variable feedback a r e given. Then the basic necessary and sufficient condition for decoupling is proved in section III. Using the main theorem, a description of all the decoupling matrices l I is presented (section IV). Next, the questions of synthesis and closed loop pole placement a r e examined (section V). In section VI, state variable feedback is replaced by output feedback and the relevant theory developed. The practical potential of the methods is indicated in the discussion of a VSTOL stability augmentation system in section VU. Finally, various concluding comments a r e made in section VIII. (n x n) matrix used in the derivation of 9 (m x n) matrix used in the proof of the decoupling corollary where -w represents the new m vector control (Fig. l) where the pk( E) a r e scalars depending upon E . Thus, -x can be eliminated from the final relation of (5) to give n -1 where tr( . ) denotes the trace of a matrix, -Q is the m x n matrix given by and Li{x, C+} is the n x m matrix given by ---
i where 0 is a zero matrix consistent with the order of L {F, G} . Proof: Suppose first that -B* is nonsingular. Then it is claimed that the pair decouples (1). In view of (4),
A B is simply ,the i-th row of B* , and so it follows that
where Bf and A* are the i-th -rows of -B* and A* -respectively. Thus
for any positive integer k. In a similar way, it follows that = 0 for all j would imply that tr( ---
The theorem just proved shows that -B* is of paramount importance in the ai # 0. Hence, -B* is nonsingular since -G is.
decoupling of (1) by state variable feedback. The basis for the choice of E* and G* in the proof of the theorem is the following observation: Since (5) implies that which may also be written i n the form y* = ( A * t B*F)x t B*Gw ------
where L* is the m vector with components y.
F = F*, G = G*, leads to
, it is clear that the choice
or, equivalently,
Caution: (28) does not represent the decoupled system since, in general, it involves the cancellation of zeros. The equations of the decoupled system a r e given by (10) o r in state form as,
where F, G a r e a decoupling pair.
--
It has now been established that the nonsingularity of -B* is a necessary and sufficient condition for the existence of a pair of matrices E, G which decouple (1). In the next section, the set of -all pairs --F, G which decouple (1) will be characterized under the assumption that -B* is nonsingular. This characterization leads to "answersfr to the following two questions:
(a) The synthesis question; namely, how many closed loop poles can be specified for the decoupled system, how arbitrarily can they be specified, and how easily can an algorithm for specifying these poles be developed ?
(b) The output feedback question; namely, when can feedback of the form u --
IV. THE CLASS OF DECOUPLING MATRICES
Let -F be an m x n matrix, and let -G be a nonsingular m x m matrix. Under the assumption that (1) can be decoupled, necessary and sufficient conditions for --F, G to be a decoupling pair are determined in this section. These conditions turn out to be independent of G so that it will make sense to speak of the class a of matrices E which "decouple" (1).
Definition. -Let 9 (E) i be the n x m matrix given by
. . , m, where 0 is a zero matrix consistent with the order of 9 (E). 
--and I i s an identity matrix consistent with the order of --
Since (E) is nonsingular, it follows that the rank of . In summary, thus far it has been shown that the nonsingularity of E* is a necessary and sufficient condition for the existence of a decoupling pair E, G. Furthermore, the set of all pairs E, G which decouple (1) consists of matrices E such that rank [gi(l?)l = 1 for all i and G such that --
EXAMPLE: Let
J
In order to clarify these points, an example will now be presented. The theorem presented in section IV does provide a procedure for determining a, the class of all feedback matrices E which decouple (1). However, the direct application of the condition, rank Q ( F ) = 1 for all i, results only in constraints being placed upon certain of the m n parameters of E. What is still required is a procedure for specifying closed loop system poles while simultaneously decoupling (1) using an appropriate -F E +. In this light, a synthesis procedure will now be presented for directly obtaining a feedback matrix E E +, the parameters of which are determined so as to yield desired closed loop pole structure.
[ i-l
In particular, suppose that M k = 0, 1, 6 a r e given m x m matrices, then -k' the choice --
will, by (26), lead to 
Since B* is nonsingular, the system can be decoupled. Setting, for example,
one obtains, using (29), the decoupled system
Note that in this case det(s1 -A -- 
.
11
so that all of the closed loop poles can be specified. Note that application of the synthesis procedure in this case would allow one to specify only two of the three closed loop poles.
VI. DECOUPLING BY OUTPUT FEEDBACK
Since output feedback is only a special case of state variable feedback, i. e. :
with -HC replacing -F, it follows immediately that (1) can be decoupled using output feedback if, and only if, (a) B* is nonsingular and (b) there is an m x m matrix H such that rank Q (HC) suitable test of whether o r not a system can be decoupled using output feedback. is nonsingular so that the system defined by (69) can be decoupled. However, it is -not possible to decouple this system using output feedback. To see this, observe that the theorem and (39) imply that an -F which decouples must be of the form It should be noted that although a system may be decoupled using output feedback, some of the flexibility of specifying closed loop poles, as with state variable feedback, will in general be lost. For example, consider the system described by (60), with the most general -H given by
), output feedback will not be adequate 11 to stabilize the system, although state variable feedback does provide a higher degree of flexibility (63).
EXAMPLE: Consider the system described by (64). It has been shown (67) that state variable feedback can be used to decouple the system while simultaneously specifying all three closed loop poles. Application of the theorem (section IV) and (39) imply that any 2 x 2 matrix -H of the form
. will define an output feedback which decouples this system. From (74), it follows
can be stabilized using output feedback (e. g., h22 = -1, hll = -5), although the poles are not completely arbitrary. so that p = 2; i. e., only two of the closed loop poles can be specified. It can also be shown for this example that output feedback leads to the transfer matrix
so that output and state variable feedback a r e equivalent. A s previous examples illustrate, this is not true in general. and is nonsingular since it is assumed that Z and hence all six of the closed-loop poles can be arbitrarily specified while simultaneously decoupling this system. It can be shown using the theorem that a decoupling -F has 6 (i. e., f = 6) free parameters. Thus, the synthesis procedure (section V)
V I 1. A PRACTICAL EXAMPLE
can be directly applied to give physical significance to these free parameters. For example, suppose that independent pitch, translation, and altitude control are desired, i. e. : 
If the m. are suitably chosen, then, in effect, the pilot will be faced with the task of controlling three highly stable second-order systems. This example serves only to indicate a potential practical area of application for the ideas presented in this paper.
The above examples illustrate the techniques developed for synthesizing decoupling controllers for multivariable systems.
V I 11. CONCLUDING REMARKS
The problem of decoupling a time-invariant linear system using state variable feedback has been considered. Necessary and sufficient conditions for "decoup1ingvf have been determined in terms of the nonsingularity of a matrix -B*. 
