Schur $Q$-functions and the Capelli eigenvalue problem for the Lie
  superalgebra $\mathfrak q(n)$ by Alldridge, Alexander et al.
ar
X
iv
:1
70
1.
03
40
1v
3 
 [m
ath
.R
T]
  1
9 J
an
 20
18
Contemporary Mathematics
Schur Q-functions and the Capelli eigenvalue problem for
the Lie superalgebra q(n)
Alexander Alldridge, Siddhartha Sahi, and Hadi Salmasian
Abstract. Let l := q(n) × q(n), where q(n) denotes the queer Lie superalge-
bra. The associative superalgebra V of type Q(n) has a left and right action
of q(n), and hence is equipped with a canonical l-module structure. We con-
sider a distinguished basis {Dλ} of the algebra of l-invariant super-polynomial
differential operators on V , which is indexed by strict partitions of length at
most n. We show that the spectrum of the operator Dλ, when it acts on the
algebra P(V ) of super-polynomials on V , is given by the factorial Schur Q-
functions of Okounkov and Ivanov. As an application, we show that the radial
projections of the spherical super-polynomials (corresponding to the diagonal
symmetric pair (l,m), where m := q(n)) of irreducible l-submodules of P(V )
are the classical Schur Q-functions. As a further application, we compute the
Harish-Chandra images of the Nazarov basis {Cλ} of the centre of U(q(n)).
1. Introduction
Let G/K be a Hermitian symmetric space of tube type. The Shilov boundary of
G/K is of the form G/P = K/M , where P = LN is the Siegel parabolic subgroup
and M = L∩K is a symmetric subgroup of both K and L. Let l, m, and n be the
complexified Lie algebras of L, M , and N , respectively. We set V := n and regard
V as an L-module. In this setting, V has the structure of a simple Jordan algebra.
The polynomial algebra P(V ) decomposes as the multiplicity-free direct sum
of simple L-modules Vλ, indexed naturally by partitions λ. In this situation one has
canonical invariant “Capelli” differential operators of the form ϕk∂(ϕ)k, where ϕ is
the Jordan norm polynomial. The spectrum of these operators was computed by
Kostant and Sahi [11,12], and a close connection with reducibility and composition
factors of degenerate principal series was established by Sahi [17,18,20].
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Sahi showed [19] that the decomposition of P(V ) in fact yields a distinguished
basis {Dλ}, called the Capelli basis, of the subalgebra of L-invariant elements of
the algebra PD(V ) of differential operators on V with polynomial coefficients.
Moreover, there is a polynomial cλ, uniquely characterized by its degree, symmetry,
and vanishing properties, such that Dλ acts on each simple summand Vµ by the
scalar cλ(µ). The problem of characterizing the spectrum of the operators Dλ is
referred to as the Capelli eigenvalue problem.
In fact, Sahi [19] introduced a universal multi-parameter family of inhomoge-
neous polynomials that serve as a common generalization of the spectral polynomi-
als cλ across all Hermitian symmetric spaces of rank n. Later, Knop and Sahi [10]
studied a one-parameter subfamily of these polynomials, which already contains all
the spectral polynomials. They showed that these polynomials are eigenfunctions
of a class of difference operators extending the Debiard–Sekiguchi differential oper-
ators. It follows that the top degree terms of the Knop–Sahi polynomials are Jack
polynomials, which for special choices of the parameter become spherical functions.
These polynomials were later studied from a different point of view by Ok-
ounkov and Olshanski, who referred to them as shifted Jack polynomials.
Subsequently, supersymmetric analogs of the Knop–Sahi shifted Jack polyno-
mials were constructed by Sergeev and Veselov in [28]. More recently, two of us
(Sahi and Salmasian [22]) have extended this circle of ideas to the setting of the
triples (l,m, V ) of the form
(1.1)
(gl(m|n)× gl(m|n), gl(m|n),Matm|n(C)),
(gl(m|2n), osp(m|2n), S2(Cm|2n)).
In each of these situations one has, once again, a canonical Capelli basis of differ-
ential operators, and [22] establishes a precise connection to the abstract Capelli
problem of Howe and Umeda [6]. It is further shown in Ref. [22] that the spectrum
of the Capelli basis is given by specialisations of super analogues of Knop–Sahi
polynomials, defined earlier by Sergeev and Veselov [28]. In the case of the triple
(gl(m|n) × gl(m|n), gl(m|n),Matm|n(C)), these results follow from earlier work of
Molev [15], however the case (gl(m|2n), osp(m|2n), S2(Cm|2n)) is harder and re-
quires new ideas.
The Lie superalgebras gl(m|n) and osp(m|2n) are examples of basic classical Lie
superalgebras. Such an algebra admits an even non-degenerate invariant bilinear
form and an even Cartan subalgebra, and many results for ordinary Lie algebras
extend to this setting, see for instance Ref. [2], where spherical representations for
the corresponding symmetric pairs are studied. In this paper, we show that the
ideas of Ref. [22] can actually be extended to non-basic Lie superalgebras. More
precisely, we consider the case of the queer Lie superalgebra q(n), usually defined
as the subalgebra of gl(n|n) of matrices commuting with an odd involution [9]. For
the present purposes, it is convenient to work with a slightly different realization
of q(n), which we describe below.
Let E be the C-algebra generated by an odd element ε, with ε2 = 1; thus
as a superspace, E ∼= C1|1 ∼= C ⊕ Cε. Let A be the associative superalgebra of
n × n matrices with entries in E . Then A is the associative superalgebra of type
Q(n), and q(n) is isomorphic to A regarded as a Lie superalgebra via the graded
commutator
[x, y] := xy − (−1)|x||y|yx.
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In fact A is also a Jordan superalgebra via the graded anticommutator, and an
A -bimodule via left and right multiplication. This bimodule structure induces a
q(n)× q(n)-module structure on V := A .
In this paper, we consider the Capelli eigenvalue problem for the “diagonal”
triple
(1.2) (l,m, V ) :=
(
q(n)× q(n), q(n),A
)
.
We establish a close connection with the Schur Q-functions Qλ and their inhomoge-
neous analogues, the factorial Schur Q-functions Q∗λ, which were originally defined
by Okounkov and studied by Ivanov [7]. Our main results are as follows. From
Ref. [4], it is known that the space P(V ) of super-polynomials on V decomposes
as a multiplicity-free direct sum of certain l-modules Vλ, which are parametrised
by strict partitions λ of length at most n. It follows that P(V ∗) decomposes as a
direct sum of the contragredient l-modules V ∗λ . In Section 4.3, we describe a certain
even linear slice t∗ to the M -orbits on V ∗. If p is an m-invariant super-polynomial
on V ∗, then it is uniquely determined by its restriction to t∗. This restriction is an
ordinary polynomial, and we call it the m-radial part of p.
Theorem 1.1. For every λ, the l-module V ∗λ contains an m-spherical super-
polynomial p∗λ, which is unique up to a scalar multiple. Moreover, up to a scalar,
the m-radial part of p∗λ is the Schur Q-function Qλ.
This is proved in Theorem 4.5 below. Now consider the algebra PD(V ) of
polynomial coefficient differential operators on V . It has an l-module decomposition
PD(V ) ∼=
⊕
λ,µ
Vµ ⊗ V
∗
λ
∼=
⊕
λ,µ
Homl(Vλ, Vµ),
and we write Dλ for the differential operator corresponding to the identity map
idVλ ∈ Homl(Vλ, Vµ). The Dλ are the Capelli operators, and they form a basis
for the l-invariant differential operators acting on P(V ). The operator Dλ acts on
each irreducible component Vµ of P(V ) by a scalar eigenvalue cλ(µ).
Theorem 1.2. The eigenvalues of the Capelli operator Dλ are given by the
factorial Schur Q-function Q∗λ. More precisely, for all λ, µ, we have
cλ(µ) =
Q∗λ(µ)
Q∗λ(λ)
.
In fact, we prove Theorem 1.2 first (see Theorem 3.8 below) and then use it to
prove Theorem 1.1.
Compared to the cases considered in Equation (1.1), the situation in Equation
(1.2) is more complicated. First, since the Cartan subalgebra of q(n) is not purely
even, the highest weight space of an irreducible finite dimensional q(n)-module
is not necessarily one-dimensional. Second, unlike the basic classical cases, the
tensor product of two irreducible q(n)-modules is not necessarily an irreducible
q(n) × q(n)-module, and sometimes decomposes as a direct sum of two modules
which are isomorphic up to parity change. Third, the m-spherical vectors in P(V )
are purely odd, whereas the m-spherical vectors in P(V ∗) are purely even. These
issues add to the difficulties that arise in the proofs in the case of the symmetric
pair in Equation (1.2).
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In [27, Theorem 3], Sergeev introduced the q(n)-analogue of the Harish-Chandra
isomorphism
(1.3) η : Z(q(n)) −→ P(h0¯),
where h0¯ denotes the even part of the Cartan subalgebra of q(n). Theorem 1.2 can
be reformulated in terms of the map η, as follows. The image of η can be naturally
identified with the space of n-variable Q-symmetric polynomials (see Section 3.2).
We denote the actions of the first and second factors of l = q(n)×q(n) on P(V ) by
L and R, respectively. Since the typical “̺-shift” for the Sergeev–Harish-Chandra
isomorphism is equal to zero, we obtain the following reformulation of Theorem 1.2.
Theorem 1.3. For every Capelli operator Dλ, there exists a unique central
element zλ ∈ Z(q(n)) such that L(zλ) = Dλ. Furthermore,
η(zλ)(µ) =
Q∗λ(µ)
Q∗λ(λ)
.
The setting of the present paper was also considered by Nazarov, who constructed
[16, Eq. (4.7)] a family of invariant differential operators {Iλ} using characters
of the Sergeev algebra [27]. Nazarov also defined [16, Eq. (4.6)] certain explicit
“Capelli” elements {Cλ} in Z(q(n)), and proved [16, Cor. 4.6] that Iλ = γ(Cλ),
where γ is the left action of q(n) on V .
Although our operators {Dλ} and central elements {zλ} are different from the
{Iλ} and {Cλ} defined by Nazarov, one can make an a posteriori connection using
our Proposition 3.6 below. This allows us to compute the Harish-Chandra image
of Nazarov’s central elements {Cλ}. The following result follows immediately from
Theorem 4.9.
Theorem 1.4. The Harish-Chandra image of the operator Cλ is given by
η(Cλ)(µ) = kλQ
∗
λ(−µ),
where
kλ := (−1)
|λ|λ1! · · ·λℓ(λ)!
∏
16i<j6ℓ(λ)
λi + λj
λi − λj
.
We would like to mention that the polynomials Qλ occur in a further different
scenario related to the Lie superalgebra q(n). In [26, Theorem 1.7], Sergeev showed
that the radial parts of the bispherical matrix coefficients on q(n)×q(n) with respect
to the diagonal and twisted-diagonal embeddings of q(n) in q(n)× q(n), are Schur
Q-polynomials. It will be interesting to explore possible connections between our
work and Sergeev’s result.
We remark that it is possible to extend the results of the present paper and
of Ref. [22] to the common setting of multiplicity-free actions on Jordan superal-
gebras. This will be established in a forthcoming paper [24]. In addition, recently
Sahi and Salmasian [23] constructed quadratic analogues of Capelli operators on
Grassmannian manifolds by lifting the Capelli basis of [19] via a double fibration.
In the near future they plan to consider the analogous problem in the super setting.
We conclude this introduction with a brief synopsis of our paper. In Section 2,
we realise the Lie superalgebras relevant to us in terms of supermatrices. In Section
3, we identify the action of l on P(V ), construct the Capelli basis, and determine
the eigenvalue polynomials (Theorem 3.8). Finally, in Section 4, we study the open
orbits in V and V ∗, show the existence of m-invariant functionals for the simple
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summands of P(V ), and prove that the spherical polynomials thus defined are the
classical Schur Q-functions (Theorem 4.5).
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2. Lie superalgebras
The triple (l,m, V ) given in Equation (1.2) can be embedded inside the Lie
superalgebra q(2n), which can be further embedded inside gl(2n|2n). This provides
a concrete realisation which allows us to express the Lie superalgebras of interest
as 4n× 4n matrices. In order to describe it, it will be convenient to consider three
commuting involutions of the algebra gl(2n|2n). To this end, first we equip the
space Mat4n×4n(C) of 4n× 4n complex matrices with a Lie superalgebra structure
isomorphic to gl(2n|2n). Instead of supermatrices in standard format, we prefer to
consider those of the shape
(2.1) x =
(
A B
C D
)
, A,B,C,D ∈ gl(n|n).
Equipped with the signed matrix commutator, the space of such matrices forms a
Lie superalgebra g isomorphic to gl(2n|2n), the isomorphism being given by conju-
gation by the 4n× 4n matrix
I˜ :=

I 0 0 0
0 0 I 0
0 I 0 0
0 0 0 I
 ,
where I := In×n denotes the n × n identity matrix. Next let σ, ϕ, and θ be three
involutions on g, given respectively by conjugation by the matrices
Σ :=

I 0 0 0
0 I 0 0
0 0 −I 0
0 0 0 −I
 , Φ :=

0 I 0 0
I 0 0 0
0 0 0 I
0 0 I 0
 , Θ :=

0 0 I 0
0 0 0 I
I 0 0 0
0 I 0 0
 .
It is straightforward to verify that ΣΦ = ΦΣ, ΦΘ = ΘΦ, and ΣΘ = −ΘΣ. Hence,
the involutions σ, ϕ, and θ commute with each other.
2.1. The involution σ. The subspace gσ of fixed points of σ equals gl(n|n)×
gl(n|n) with elements of the form(
A 0
0 D
)
where A,D ∈ gl(n|n).
The subspace g−σ of fixed points of −σ consists of matrices of the form(
0 B
C 0
)
where B,C ∈ gl(n|n).
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Thus, as a super-vector space, g−σ = g−σ+ ⊕ g
−σ
− where g
−σ
± are respectively the
spaces of 4n× 4n matrices of the form(
0 B
0 0
)
and
(
0 0
C 0
)
with B,C ∈ gl(n|n). In fact, g−σ± are the ±2-eigenspaces of ad(Σ), where we think
of Σ as an element of g. Therefore, g−σ± are abelian subalgebas of g, and together
with gσ, they form a Z-grading of g. The action of gσ on g−σ+ is given explicitly by
(2.2)
[
x, v
]
=
(
0 AB − (−1)|B||D|BD
0 0
)
,
for all homogeneous
x =
(
A 0
0 D
)
∈ gσ, v =
(
0 B
0 0
)
∈ g−σ+ .
In what follows, we set U := g−σ+ and identify it as a super-vector space with gl(n|n),
via the map
(2.3) gl(n|n) −→ U : B 7−→
(
0 B
0 0
)
.
2.2. The involution ϕ. The involution ϕ is induced by the parity reversing
automorphism of C2n|2n, and therefore the subalgebra gϕ of fixed points of ϕ is
isomorphic to q(2n). It consists of all x ∈ g as in Equation (2.1) such that the
blocks A,B,C,D ∈ q(n). Furthermore,
l := gϕ,σ ∼= q(n)× q(n).
We define V := gϕ ∩ U . Then it is clear that
[l, V ] ⊆ gϕ ∩ [gσ, g−σ+ ] ⊆ g
ϕ ∩ g−σ+ = V.
The restriction of the map defined in Equation (2.3) yields an identification of V
with a subspace of gl(n|n) which carries the structure of q(n).
2.3. The involution θ. The algebra gσ,θ of fixed points of both σ and θ is
isomorphic to gl(n|n), and realised by supermatrices
(2.4)
(
A 0
0 A
)
, A ∈ gl(n|n).
From Equation (2.2), it follows that the action of gσ,θ on U is precisely the adjoint
action of gl(n|n). Furthermore,
m := lθ = gϕ,σ,θ ∼= q(n).
It is realised by supermatrices of the form as in Equation (2.4) where in addition
A ∈ q(n). Moreover, the action of m on V is precisely the adjoint action of q(n).
For the following lemma, let e ∈ V ⊆ U be the element correponding to the matrix(
0 I2n×2n
0 0
)
,
and set
s := l−θ = gϕ,σ,−θ.
Lemma 2.1. Let p : gσ −→ U be the linear map defined by x 7−→ x · e.
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(i) The map p is a surjection onto U with kernel gσ,θ. Its restriction to gσ,−θ
is a linear isomorphism.
(ii) The restriction of p to l is a surjection onto V with kernel m. Its restriction
to s is a linear isomorphism onto V .
(iii) Equipped with the binary operation (x·e)◦(y ·e) := [x, [y, e]] for x, y ∈ gσ,−θ
(respectively, x, y ∈ s) the super-vector space U (respectively, V ) becomes a Jordan
superalgebra.
Proof. Parts (i) and (ii) follow from straightforward calculations. For (iii), it
suffices to prove the statement for U . Note that according to Equation (2.2), we
have
x · e =
(
0 2A
0 0
)
, ∀x =
(
A 0
0 −A
)
∈ gσ,−θ.
Thus, a direct calculation shows that up to normalization, A ◦ B coincides for
A,B ∈ U with the super-anticommutator AB + (−1)|A|·|B|BA. 
3. The eigenvalue polynomials
3.1. The action of l on polynomials. Let P(V ) denote the superalgebra of
super-polynomials on V . Recall that P(V ) is by definition equal to S(V ∗). As gσ
acts on V , we obtain an induced locally finite gσ-action on P(V ∗) = S(V ). Similar
statements apply to P(V ). We shall identify this action in terms of differential op-
erators. To that end, we consider the complex supermanifold A(V ), defined as the
locally ringed space with underlying topological space V0¯ and sheaf of superfunc-
tions OA(V ) := HV0¯ ⊗
∧
(V1¯)
∗, where H denotes the sheaf of holomorphic functions.
There is a natural inclusion
V ∗ −→ Γ(OA(V ))
(Γ denoting global sections), allowing us to identify linear forms on V with certain
superfunctions on A(V ). In particular, P(V ) is a subsuperalgebra of Γ(OA(V )).
Recall that on a supermanifoldX , the vector fields onX , defined on an open set
O ⊆ X0 of the underlying topological space, are defined to be the superderivations
of OX |O [1, Definition 4.1]. For any homogeneous basis (xa) of V , the dual basis
(xa) is a coordinate system on A(V ), and [1, Proposition 4.5] there are unique (and
globally defined) vector fields ∂
∂xa
on A(V ) of parity |xa|, determined by
∂
∂xa
(xb) = δab, ∀a, b.
The linear action of l on V determines, for v ∈ l, vector fields av on A(V ) by
(3.1) av(x
b) = −v · xb, ∀b.
The sign stems from the fact that these are the fundamental vector fields for a Lie
supergroup action on A(V ), as we shall see later. By construction, for any v ∈ l, the
action of −av on P(V ) coincides with the action of v defined in the first paragraph
of this subsection.
We now make this action explicit. Let (ek, εk)k=1,...,n be the standard basis of
Cn|n. A homogeneous basis of the super-vector space V ∼= q(n) is determined by
ukℓ :=
(
Ekℓ 0
0 Ekℓ
)
, ξkℓ :=
(
0 Ekℓ
Ekℓ 0
)
,
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where k, ℓ = 1, . . . , n and Ekℓ are the usual elementary matrices. Then
ukℓ(ej) = δℓjek, ukℓ(εj) = δℓjεk,
ξkℓ(ej) = δℓjεk, ξkℓ(εj) = δℓjek.
Let (ukℓ, ξkℓ) be the dual basis of q(n)∗ = V ∗. This determines vector fields
∂
∂ukℓ
,
∂
∂ξkℓ
on A(V ), by the recipe given above.
Moreover, let (akℓ, αkℓ) and (bkℓ, βkℓ), respectively, be the copies of (ukl, ξkℓ)
in the first and second factor of l = q(n) × q(n). By Equation (2.2), as a module
over the second factor, V is isomorphic to Cn⊗ (Cn|n)∗ where q(n) acts on Cn|n in
the standard way. Hence, the second factor acts on V ∗ as on Cn ⊗ Cn|n:
bkℓ(u
pq) = δℓqu
pk bkℓ(ξ
pq) = δℓqξ
pk,
βkℓ(u
pq) = δℓqξ
pk βkℓ(ξ
pq) = δℓqu
pk.
It follows that
(3.2) −abkℓ =
n∑
p=1
upk
∂
∂upℓ
+ ξpk
∂
∂ξpℓ
, −aβkℓ =
n∑
p=1
ξpk
∂
∂upℓ
+ upk
∂
∂ξpℓ
.
Similarly, the first factor of l acts on V as on Cn|n ⊗ Cn, and hence on V ∗ as
on (Cn|n)∗ ⊗ Cn. Reasoning as above, this implies
(3.3) −aakℓ =
n∑
p=1
upℓ
∂
∂upk
+ ξpℓ
∂
∂ξpk
, −aαkℓ =
n∑
p=1
−ξpℓ
∂
∂upk
+ upℓ
∂
∂ξpk
.
We will presently decompose the l-module P(V ). To that end, we introduce
a labelling set. Let Λ be the set of partitions, that is, of all finite sequences λ =
(λ1, . . . , λm) of non-negative integers λj such that λ1 > λ2 > · · · > λm. Here, we
identify λ with any partition (λ1, . . . , λm, 0, . . . , 0) obtained from λ by appending a
finite number of zeros at its tail. If λ can be written in the form (λ1, . . . , λℓ) where
λℓ > 0, then we say λ has length ℓ(λ) = ℓ. Let Λ
ℓ ⊆ Λ be the set of partitions of
length ℓ(λ) 6 ℓ. We also set |λ| := λ1+ · · ·+ λℓ if ℓ(λ) 6 ℓ. A partition λ of length
ℓ(λ) = ℓ is called strict if λ1 > · · · > λℓ > 0. The set of all strict partitions will be
denoted by Λ>0, and we write Λ
ℓ
>0 for the set of strict partitions of length at most
ℓ; that is, Λℓ>0 := Λ
ℓ ∩ Λ>0.
For every strict partition λ such that ℓ(λ) 6 n, let Fλ be the q(n)-highest
weight module with highest weight λ1ε1+ · · ·+λnεn, where the εi are the standard
characters of the even part of the Cartan subalgebra of q(n). For every strict
partition λ, set δ(λ) := 0 when ℓ(λ) is even, and δ(λ) := 1 otherwise. We now define
an l-module Vλ as follows. It is shown in [4, Section 2] that, as an l-module, the
exterior tensor product (Fλ)
∗ ⊠ Fλ is irreducible when δ(λ) = 0, and decomposes
into a direct sum of two irreducible isomorphic l-modules (via an odd map) if
δ(λ) = 1. Following the notation of Ref. [4], we set
Vλ :=
1
2δ(λ)
(
Fλ)
∗
⊠ Fλ
)
,
that is, we take Vλ to be the irreducible component of (Fλ)
∗ ⊠ Fλ that appears in
the decomposition of the super-polynomial algebra over the natural (q(n), q(n))-
module (see Proposition 3.1). The l-module Vλ is always of type M, that is, it is
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irreducible as an ungraded representation. It follows that in the Z2-graded sense,
(3.4) Homl
(
Vλ, Vµ
)
= δλµ · C,
where a priori, Homl denotes the set of all l-equivariant linear maps (of any parity).
In particular, all non-zero l-equivariant endomorphisms of Vλ are even.
Proposition 3.1. Under the action of l, Pk(V ) decomposes as the multiplicity-
free direct sum of simple modules Vλ, where λ ranges over elements of Λ
n
>0 which
satisfy |λ| = k.
Proof. Recall that P(V ) ∼= S(V ∗) as l-modules. The proposition follows
from the description of the actions of the left and right copies of q(n) on V given
above, and the results of [4, Section 3]. 
3.2. Invariant polynomial differential operators. On a complex super-
manifold X , the differential operators on X defined on an open set O ⊆ X0 of the
underlying topological space are generated as a subsuperalgebra of the C-linear en-
domorphisms of OX |O by vector fields and functions. This gives a C-algebra sheaf
DX that is an OX -bisupermodule, filtered by order.
Here, a differential operator is of order 6 n if it can be expressed as a product
of some functions and at most n vector fields. A differential operator of order 6 n is
uniquely determined by its action on monomials of order 6 n in some given system
of coordinate functions. This follows in the usual way from the Hadamard Lemma
[13, Lemma 2.1.8] and implies that DX is locally free as a left OX -supermodule.
For the supermanifold A(V ), we have a C-superalgebra map
∂ : S(V ) −→ Γ(DA(V )).
It is determined by the linear map which sends any homogeneous v ∈ V to the
unique vector field ∂(v) such that
(3.5) ∂(v)(µ) = (−1)|µ||v|µ(v)
for all homogeneous µ ∈ V ∗. If (xa) is a homogeneous basis of V , then
∂(xa) = (−1)
|xa|
∂
∂xa
.
The image of ∂, denoted by D(V ), is the superalgebra of constant-coefficient dif-
ferential operators on V . The map
(3.6) P(V )⊗D(V ) −→ Γ(DA(V )) : p⊗D 7−→ pD
is an isomorphism onto a P(V )-submodule of Γ(DA(V )) denoted by PD(V ). In-
deed, PD(V ) is a subsuperalgebra, the algebra of polynomial differential operators.
As l acts by linear vector fields, we have the bracket relation
[−ax, p] = −ax(p) = x · p, ∀x ∈ l, p ∈ P(V ).
The bilinear form
(3.7) Pk(V )⊗Dk(V ) −→ C : p⊗D 7−→ Dp
is a non-degenerate pairing which is l-equivariant, and therefore results in a canon-
ical l-module isomorphism Dk(V ) ∼= Pk(V )∗. Hence the following corollary to
Proposition 3.1 holds.
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Corollary 3.2. The space PD(V )l of l-invariant polynomial differential op-
erators decomposes as follows:
PD(V )l =
⊕
λ∈Λn>0
(
Vλ ⊗ (Vλ)
∗
)l
.
There is a natural l-equivariant isomorphism Vλ ⊗ (Vλ)
∗ ∼= EndC(Vλ), so the
identity element idVλ of Vλ determines an even l-invariant polynomial differential
operator
Dλ ∈ PD(V )
l.
That is, if (pj) is a homogeneous basis of Vλ ⊆ P(V ) and (Dj) is its dual basis for
(Vλ)
∗ ⊆ D(V ), then
(3.8) Dλ :=
∑
j
pjDj .
Schur’s Lemma implies that for every µ ∈ Λn>0, there is a complex scalar cλ(µ) ∈ C
such that Dλ acts by the scalar cλ(µ) on Vλ ⊆ P(V ).
Corollary 3.3. The operators Dλ, where λ ranges over Λ
n
>0, form a basis of
the space PD(V )l of l-invariant differential operators. Moreover, cλ(λ) = 1, while
cλ(µ) = 0 whenever |µ| 6 |λ| and µ 6= λ.
Proof. The first statement follows from Corollary 3.2 and Equation (3.4).
Since the order of the operator Dλ is not 6 |λ| − 1, it vanishes on P
k(V ) for
k < |λ|. Next assume k = |λ| = |µ|. If λ 6= µ and Dλ does not vanish on Vµ, then
the restriction of the bilinear form (3.7) to Vµ×(Vλ)
∗ will be a nonzero l-equivariant
form, hence Vλ ∼= Vµ, which is a contradiction.
It remains to compute the action of Dλ on Vλ. Let (pj) and Dj denote the dual
bases of Vλ and (V
∗
λ ). Then Dλpi =
∑
j pjDjpi =
∑
j pjδij = pi for every i. 
To determine cλ(µ) (which will be done in the next subsection), we first need
to see that it extends to a Q-symmetric polynomial. To that end, let Γn denote
the ring of Q-symmetric polynomials, that is, n-variable symmetric polynomials
p(x1, . . . , xn) such that p(t,−t, x3, . . . , xn) does not depend on t. (For n = 1, the
latter condition is vacuous.)
Proposition 3.4. For all λ ∈ Λn>0, there exists a polynomial q
∗
λ ∈ Γn of degree
at most |λ| such that cλ(µ) = q
∗
λ(µ) for all µ ∈ Λ
n
>0.
Proof. Recall that L and R, respectively, denote the actions of the first and
second factor of l = q(n)× q(n) on P(V ). As P(V ) is the multiplicity-free direct
sum of simple modules of the universal enveloping algebra U(l) = U(q(n))⊗U(q(n)),
it follows that L(U(q(n))) and R(U(q(n))) are mutual commutants in PD(V ) (this
double commutant property is also mentioned in [4]). In particular, we have
PD(V )l ⊆ R(U(q(n))).
As R is faithful, it follows that in fact
PD(V )l = R(Z(q(n))),
where Z denotes the centre of U. The latter statement also follows from the explicit
construction of the Capelli operators in the work of Nazarov [16].
Furthermore, the simple module Vλ occuring in the decomposition of P(V ) is
contained in the external tensor product (Fλ)
∗⊠Fλ. By Sergeev’s Harish-Chandra
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isomorphism for q(n) [27, Theorem 3] (see also [5, Theorem 2.46]), for any u ∈
Z(q(n)), there exists a Q-symmetric polynomial q∗u ∈ Γn such that for all λ ∈ Λ
n
>0,
u acts on Fλ by q
∗
u(λ).
Fix λ ∈ Λn>0. Then the order of Dλ is 6 |λ|. As L is faithful, there is a unique
zλ ∈ Z(q(n)) such that L(zλ) = Dλ. Since q(n) ⊆ l acts by linear vector fields,
zλ lies in the |λ|-th part of the standard increasing filtration of U(q(n)). Then
q∗λ := q
∗
zλ
has degree at most |λ|, see [5,27]. The assertion follows. 
Definition 3.5. We call q∗λ the eigenvalue polynomial of Dλ for λ ∈ Λ
n
>0.
3.3. Schur Q-functions. Our next goal is to identify the eigenvalue polyno-
mials q∗λ ∈ Γn. We first recall the definitions of certain elements Qλ of Γn, called
the Q-functions of Schur, and their shifted analogues, the factorial Q-functions Q∗λ
originally defined by Okounkov, see Ref. [7].
Given a sequence (an)n>1 of complex numbers, we define for any non-negative
integer k the kth generalized power of x by
(x | a)k :=
k∏
i=1
(x− ai),
where we set (x|a)0 = 1. For every λ ∈ Λn>0, we set
Fλ(x1, . . . , xn | a) :=
ℓ(λ)∏
i=1
(x | a)λi
∏
i6ℓ(λ)
i<j6n
xi + xj
xi − xj
.
We now define
Qλ(x1, . . . , xn | a) :=
2ℓ(λ)
(n− ℓ(λ))!
∑
σ∈Sn
Fλ(xσ(1), . . . , xσ(n) | a).
We remark that Qλ(x1, . . . , xn | a) can be expressed as a ratio of an antisymmetric
polynomial by the Vandermonde polynomial, and therefore it is also a polynomial.
Two special cases of interest are
Qλ(x1, . . . , xn) := Qλ(x1, . . . , xn | 0),
where 0 := (0, 0, 0, . . . ), and
Q∗λ(x1, . . . , xn) := Qλ(x1, . . . , xn | δ),
where δ := (0, 1, 2, 3, . . . ), called, respectively, the Schur Q-function, and the facto-
rial Schur Q-function.
Proposition 3.6. Let λ ∈ Λn>0.
(i) We have Qλ, Q
∗
λ ∈ Γn. Furthermore, Qλ is homogeneous of degree |λ| and
deg(Q∗λ −Qλ) < |λ|.
(ii) Both (Qµ)µ∈Λn
>0
and (Q∗µ)µ∈Λn>0 are bases for the vector space Γn.
(iii) We have Q∗λ(µ) = 0 for every µ ∈ Λ
n
>0 such that |µ| 6 |λ|, λ 6= µ;
moreover,
Q∗λ(λ) = Qλ(λ) = H(λ) := λ!
∏
i<j
λi + λj
λi − λj
,
where λ! := λ1! · · ·λn!, and it is understood that the product extends only up to ℓ(λ).
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(iv) The unique element of Γn of degree at most |λ| which satisfies Equation
(iii) is precisely Q∗λ.
Proof. Parts (i)–(iii) follow from [7, § 1] (see also [29, § 6]). Thus, we only
sketch the argument for item (iv). Set k := |λ| and let Γn(k) ⊆ Γn consist of the
polynomials of degree at most k. From item (ii), it follows that dim(Γn(k)) =
#Λn>0(k), where
Λn>0(k) :=
{
λ ∈ Λn>0
∣∣ |λ| 6 k}.
For every µ ∈ Λn>0(k), we consider the linear functional εµ ∈ Γ
∗
n defined by
εµ(f) := f(µ), ∀f ∈ Γn.
Let the order ⊆ on Λ be defined by
µ ⊆ ν if and only if ∀j : µj 6 νj .
We choose a total order  on Λn>0(k) such that µ ≺ ν if either |µ| < |ν| or |µ| = |ν|
and ν * µ. Then by [7, Proposition 1.16], in terms of , the k × k matrix(
εµ(Q
∗
ν)
)
µ,ν∈Λn>0(k)
is triangular with no zeros on the diagonal, and therefore, invertible. It follows that
the linear system
εµ(f) =
{
H(λ) if µ = λ,
0 if µ 6= λ.
has a unique solution in Γn(k). In view of item (iii), this solution is Q
∗
λ. 
Remark 3.7. The polynomials Qλ also appear in Ref. [14]. They were ini-
tially introduced by Schur in connection with the projective representations of the
symmetric group. According to [7, Proposition 1.16], the vanishing property of
Proposition 3.6 (iii) holds in a stronger form: Q∗λ(µ) = 0 whenever λ * µ.
Theorem 3.8. Let q∗λ for λ ∈ Λ
n
>0 be the eigenvalue polynomial of Proposi-
tion 3.4. Then
q∗λ =
1
λ!
∏
i<j
λi − λj
λi + λj
Q∗λ.
Proof. By Proposition 3.4, q∗λ ∈ Γn satisfies the same degree, symmetry, and
vanishing properties as Q∗λ, see Proposition 3.6 (iii). The statement now follows
from Proposition 3.6 (iv). 
Remark 3.9. Nazarov [16, Proposition 4.8] constructs certain Capelli elements
Cλ ∈ Z(q(n)), and proves that the top degree part of their Harish-Chandra image
is the classical Schur Q-function. Even though he refers to Ivanov’s work [7] for the
eigenvalue polynomials (see [16, p. 871]), his results do not include Theorem 3.8
explicitly.
4. The spherical polynomials
In this final section, we define m-spherical polynomials associated with the
representations Vλ. We will show that up to a scalar multiple, these spherical
polynomials are indeed the Schur Q-functions. As the Schur Q-function Qλ is
the top-degree homogeneous part of Q∗λ, our strategy is to prove that the spheri-
cal polynomials are equal to the top-degree homogeneous parts of the eigenvalue
polynomials q∗λ.
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4.1. Open orbits. We begin by globalising the action of l on V . Let G be
the complex Lie supergroup corresponding via [3, Theorem 7.4.5] to the supergroup
pair (g, G0), where G0 consists of the matrices of the form
a 0 b 0
0 a′ 0 b′
c 0 d 0
0 c′ 0 d′
 , such that (a bc d
)
,
(
a′ b′
c′ d′
)
∈ GL(2n,C),
and acts on g by conjugation. Thus, G0 ∼= GL(2n,C) ×GL(2n,C). The automor-
phisms ϕ, σ, and θ of g integrate to G, as their restrictions to g0¯ integrate to G0
and
Ad(φ(g))(φ(x)) = φ(Ad(g))x, ∀x ∈ g, g ∈ G0,
for every choice of φ ∈ {ϕ, σ, θ} [3, Theorem 7.4.5]. In particular, there are fixed
subsupergroups Gσ, L := Gσ,ϕ, and M := Gσ,ϕ,θ of G. One sees directly that
Gσ0 = GL(n,C)×GL(n,C)×GL(n,C)×GL(n,C),
L0 = GL(n,C)×GL(n,C), M0 = GL(n,C)
are connected.
Write the elements of Gσ0 in the form
(A,D), A =
(
a 0
0 a′
)
, D =
(
d 0
0 d′
)
, a, a′, d, d′ ∈ GL(n,C).
Then the action
Gσ0 × U −→ U : (A,D, x) 7−→ AxD
−1
integrates the action of gσ0¯ on U = gl(n|n) in such a way that
g · (x · v) = Ad(g)(x) · (g · v), ∀g ∈ Gσ0 , x ∈ g
σ, u ∈ U,
see Equation (2.2). This gives rise to a Lie supergroup action
Gσ × A(U) −→ A(U),
where A(U) is the complex supermanifold corresponding to U , as in Section 3.1.
Passing to ϕ-fixed points, this implies that there is an action
a : L× A(V ) −→ A(V )
such that the fundamental vector fields
ax := (x⊗ 1) ◦ a
♯, x ∈ l,
are those determined by Equation (3.1), see [3, Proposition 8.3.3]. Here, a♯ is the
morphism of sheaves of superalgebras that corresponds to a. We equally obtain an
L-action on A(V ∗) integrating the given l-action.
Recall from Section 3.1 that A(V ) =
(
V0¯,OA(V )
)
as a locally ringed space.
Proposition 4.1. The L-orbit L · e through the point e ∈ V0¯ is the homoge-
neous supermanifold L/M . The canonical morphism jV : L · e −→ A(V ) is an
L-equivariant open embedding.
Proof. As M is connected, and by Lemma 2.1, the isotropy of L at e is M ,
see [3, Proposition 8.4.7]. Thus, L ·e = L/M by definition, and the orbit morphism
ae : L −→ A(V ) factors into π : L −→ L/M and jV : L · e = L/M −→ A(V ) where
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π is a surjective submersion and jV is an injective immersion, both L-equivariant,
by [1, Theorem 4.24]. By Lemma 2.1, the kernel of
T1(ae) : T1(L) = l −→ Te(A(V )) = V
is m and its restriction to s an isomorphism s −→ V . Thus, the inverse function
theorem [13, Theorem 2.3.1] applies, and jV is an open embedding. 
Remark 4.2. It is not hard to identify the open orbit from Proposition 4.1.
Indeed, identifying V with q(n) via the isomorphism from Equation (2.3), L · e
equals Q(n,C) ⊆ A(q(n)), defined to be the open subspace corresponding to the
open subset GL(n,C) ⊆ gl(n) = q(n)0¯. Observe that Q(n,C) has the structure of
a complex Lie supergroup with Lie superalgebra q(n).
The orbit morphism L −→ L · e is given by
(A,D) 7−→ AD−1
on T -valued points, where T is any complex supermanifold.
4.2. Spherical vectors and polynomials. Let λ ∈ Λn>0. Define p
∗
λ ∈ (Vλ)
∗
by
(4.1) 〈p∗λ, ℓ〉 := (−1)
kk! j♯V (ℓ)(e), ∀ℓ ∈ Vλ ⊆ P(V ),
where 〈·, ·〉 is the standard pairing of (Vλ)
∗ with Vλ, and j
♯
V is pullback along the
morphism jV : L · e −→ A(V ).
Proposition 4.3. For every λ ∈ Λn>0, p
∗
λ is the up to scalars unique non-zero
m-invariant vector of (Vλ)
∗.
Proof. Uniqueness of the m-invariant in Vλ follows from the fact that by the
hom-tensor adjunction formula
((Vλ)
∗)m = Homm(Vλ,C) ∼=
1
2δ(λ)
Homm(Fλ, Fλ),
combined with the fact that dimEndm(Fλ) = 2
δ(λ). (Recall that Fλ is of type Q if
and only if δ(λ) = 1.)
Next we prove that p∗λ is the desired m-invariant. Since jV is L-equivariant and
M fixes e, it follows that p∗λ is m-invariant. We need to see that p
∗
λ 6= 0. Above, we
have noted the commutative diagram
L
L · e A(V )
π
ae
jV
where jV is an open embedding, π is a surjective submersion, and
ae = a ◦ (id× je),
where je is the embedding ∗ −→ A(V ) of the singleton space defined by e. The
action of L is linear, i.e.
a
♯(V ∗) ⊆ Γ(OL)⊗ V
∗,
and hence, because a♯ is a superalgebra morphism,
a
♯(P(V )) ⊆ Γ(OL)⊗P(V ).
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If W ⊆ P(V ) is a graded subspace invariant under L0 and l, then
a
♯(W ) ⊆ Γ(OL)⊗W.
Indeed, we may identify
Γ(OL) = Homl0¯(U(l),Γ(OL0)),
so we may consider superfunctions f on L as functions f(u; g) of u ∈ U(l) and
g ∈ L0. Consider the canonical extension au of the anti-homomorphism x 7−→ ax
to U(l) and ag := a ◦ (jg × id) for g ∈ L0. Then by [3, Proposition 8.3.3], we have
for w ∈ W , u ∈ U(l), and g ∈ L0:
a
♯(w)(u; g) = aua
♯
g(w) = Sl(u) · g
−1 · w ∈W,
with Sl denoting the antipodal anti-automorphism of U(l).
Now, seeking a contradiction, assume that p∗λ = 0, so that
j♯e(ℓ) = j
♯
V (ℓ)(e) = 0, ∀ℓ ∈ Vλ.
Let ℓ ∈ L♯V be arbitrary. Then
π♯j♯V (ℓ) = a
♯
e(ℓ) = (id⊗ je)
♯
a
♯(ℓ) ⊆ (id⊗ je)
♯(Γ(OL)⊗ Vλ) = 0.
Since π is a surjective submersion, π♯ is injective, so that j♯V (ℓ) = 0. But jV is an
open embedding and ℓ is a superpolynomial, so ℓ = 0, contradiction! This proves
the assertion. 
4.3. Determination of the spherical polynomials. The Lie superalgebra
g ∼= q(2n) carries a non-degenerate invariant odd supersymmetric bilinear form
b : g × g −→ C, the odd trace form. In terms of the matrix realisation we have
chosen in Equation (2.1), it is given by
b(x, x′) :=
1
2
tr(xΦx′), x, x′ ∈ g
or explicitly,
b(x, x′) = tr
(
aα′ + αa′ + cβ′ + βc′ + bγ′ + γb′ + dδ′ + δd′
)
,
x =

a α b β
α a β b
γ c δ d
c γ d δ
 , x′ =

a′ α′ b′ β′
α′ a′ β′ b′
γ′ c′ δ′ d
c′ γ′ d′ δ′
 .
The odd form restricts to an l-invariant odd non-degenerate pairing of V and V −,
allowing us to identify the l-modules V ∗ and Π(V −).
We let t∗ := Cn. Then Π(t∗) may be identified with a subspace of V − via the
odd map
t∗ −→ V − : x 7−→

0 0 0 0
0 0 0 0
0 diag(x) 0 0
diag(x) 0 0 0

This determines an even injective linear map t∗ −→ V ∗ and hence, a morphism
A(t∗) −→ A(V ∗). Thereby, we confer a meaning to p|t∗ for polynomials p in
P(V ∗) = S(V ), as the pullback along this morphism.
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Identifying Π(V −) with V ∗, p∗λ|t∗ is the ordinary n-variable polynomial given
by
(4.2) p∗λ|t∗(x1, . . . , xn) = p
∗
λ

0 0 0 0
0 0 0 0
0 diag(x) 0 0
diag(x) 0 0 0
 , ∀xj ∈ C.
By Proposition 3.1, p∗λ|t∗ is homogeneous of degree |λ| in P(V
∗), so p∗λ|t∗ is likewise
homogeneous of degree |λ|.
Definition 4.4. We call p∗λ
∣∣
t∗
the spherical polynomial for λ ∈ Λn>0.
The remainder of this subsection is devoted to the proof of the following result.
Theorem 4.5. Let λ ∈ Λn>0 and k := |λ|. Then the spherical polynomial p
∗
λ|t∗
is the homogeneous part of degree k of the eigenvalue polynomials q∗λ, so
p∗λ|t∗ =
1
λ!
∏
i<j
λi − λj
λi + λj
Qλ.
Let n+ be the subalgebra of l formed by the matrices(
A 0
0 D
)
, A =
(
a α
α a
)
, D =
(
d δ
δ d
)
where a and α are strictly upper triangular and d and δ are strictly lower triangular.
Similarly, let a be the subspace of l formed by the matrices
ha,α :=
1
2
(
A 0
0 −A
)
, A =
(
a α
α a
)
,
where a and α are diagonal. Then we have the vector space decomposition
l = m⊕ a⊕ n+.
Although a0¯ is a subalgebra, a is not. We still consider the basis of a given by
hi := hei,0 =
1
2
[
Eii 0 0 0
0 Eii 0 0
0 0 −Eii 0
0 0 0 −Eii
]
, ηi := h0,ei =
1
2
[
0 Eii 0 0
Eii 0 0 0
0 0 0 −Eii
0 0 −Eii 0
]
,
where i = 1, . . . , n.
Let ω : S(l) −→ U(l) denote the canonical supersymmetrisation map, given by
ω(x1 · · ·xm) :=
1
m!
∑
σ∈Sm
(−1)#{(i,j)|i<j,σ(i)>σ(j),|xi|=|xj|=1¯}xσ(1) · · ·xσ(m)
for all homogeneous x1, . . . , xm ∈ l. Then, by the Poincaré–Birkhoff–Witt theorem
[25, Chapter I, § 2.3, Corollary 1 to Theorem 1], every u ∈ U(l) can be written in
a unique way as
(4.3) u = u′ + ua,
where
u′ ∈ mU(l) + U(l)n+ = mU(l)⊕ ω(S(a⊕ n+))n+,
and ua can be written as a linear combination of monomials in the basis of a, that
is,
ua =
∑
J∈J
cJh
J ,
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where
J :=
{
(j1, . . . , jn, j
′
1, . . . , j
′
n)
∣∣ ∀1 6 i 6 n : ji ∈ N, j′i = 0, 1},
the constants cJ ∈ C, and
hJ :=
n∏
i=1
hjii
n∏
i=1
η
j′i
i .
Recall that zλ is the unique element of Z(q(n)) such that L(zλ) = Dλ.
Lemma 4.6. In the decomposition zλ = z
′
λ + zλ,a of Equation (4.3), we have
zλ ∈ U(a0¯). In particular, there exists a unique polynomial γ(zλ) ∈ C[x1, . . . , xn]
such that
(4.4) zλ,a = γ(zλ)(h1, . . . , hn).
Proof. Let q(n) = u− ⊕ h ⊕ u+ be the standard triangular decomposition of
q(n). Furthermore, let U(q(n))0 denote the centralizer of h in U(q(n)). As usual, the
Harish-Chandra projection gives rise to an adh-invariant direct sum decomposition
U(q(n))0 =
(
u− U(q(n)) ∩ U(q(n))u+
)
⊕ U(h).
Now write zλ := z
0
λ + zλ,h, according to the latter decomposition. From adh-
invariance of the decomposition, it follows that [h1¯, zλ,h] = 0, and therefore that
indeed zλ,h ∈ U(h0¯). We can write z
0
λ as a sum of monomials of the form x1 · · ·xr,
where x1, . . . , xr ∈ q(n), such that x1 ∈ u
− and xr ∈ u
+. Next, by the natural
embedding of U(q(n)) into U(l) (as the left factor) we can consider the decomposition
zλ := z
0
λ + zλ,h as one in U(l), and clearly under this embedding the monomial
x1 · · ·xr is mapped to
(x1, 0) · · · (xr , 0) ∈ U(l)n
+.
Similarly, since zλ,h ∈ U(h0¯), every monomial x1 · · ·xr of zλ,h can be written as
x1 · · ·xr = x
′
1 · · ·x
′
r,
where x′i :=
1
2
(
(xi, xi) + (xi,−xi)
)
, with (xi, xi) ∈ m and (xi,−xi) ∈ a0¯. Since h0¯ is
commutative, we obtain zλ,h ≡
1
2r
∏r
i=1(xi,−xi)modulo mU(l)+U(l)n
+. The claim
of the lemma now follows from uniqueness of the decomposition zλ = z
′
λ+ zλ,a. 
Lemma 4.7. Consider e ∈ V as a linear polynomial in P(V ∗). Then, for every
non-negative integer k > 0, we have m · ek = 0 and
(n+ ω(S(a⊕ n+)) · ek)|t∗ = 0.
Proof. We may assume that k > 1. For x ∈ m, we have
x · ek = k(x · e)ek−1 = 0,
as x · e = 0. Next, Equations (3.2) and (3.3) imply that n+ acts by vector fields
that lie in the span of
upk
∂
∂upℓ
, ξpk
∂
∂ξpℓ
, upk
∂
∂ξpℓ
, ξpk
∂
∂upℓ
,
where k > ℓ, whereas the action of a is given by vector fields of the same shape
where now k = ℓ. Let A+ be the subalgebra of P(V ∗) generated by
uℓk, ξℓk, ∀k > ℓ,
and I+ the ideal of A+ generated by
uℓk, ξℓk, ∀k > ℓ.
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Then ω(S(a⊕ n+)) leaves A+ invariant and n+ maps A+ into I+.
On the other hand, e is the sum of all the ukk and ξℓℓ, and hence e
k is contained
in A+. Thus, n+ ω(S(a ⊕ n+)) · ek is contained in I+. As the restriction of I+ to
t∗ vanishes, this proves the claim. 
For λ ∈ Λn>0, let D
∗
λ ∈ PD(V
∗) be the operator dual to Dλ, i.e.
〈D∗λ(p), q〉 := 〈p,Dλ(q)〉, ∀p ∈ P(V
∗), q ∈ P(V ).
Proposition 4.8. For all λ ∈ Λn>0 and k := |λ|, we have
(4.5) p∗λ = (−1)
kD∗λ(e
k).
Proof. The polynomial ek ∈ P(V ∗) is homogeneous of degree k. Thus, by
Proposition 3.1 and Corollary 3.3, we see that D∗λ(e
k) ∈ (Vλ)
∗. Furthermore, for
every ℓ ∈ Vλ ⊆ P(V ), we have〈
D∗λ(e
k), ℓ
〉
= cλ(λ)〈e
k, ℓ〉 = k! j♯V (ℓ)(e) = (−1)
k〈p∗λ, ℓ〉,
in view of Equation (4.1), and because ℓ is homogeneous of degree k. 
Proof of Theorem 4.5. From the proof of Proposition 3.4, recall that there
is an element zλ ∈ Z(q(n)) ⊆ Z(l) (necessarily even) of order 6 k such that
L(zλ) = Dλ. Because of Lemma 4.6, we have
zλ,a = γ(zλ)(h1, . . . , hn) ∈ U(a0¯) = S(a0¯)
for a unique polynomial γ(zλ) ∈ C[x1, . . . , xn]. By Equation (2.2), we have
ha,0 · e = a, ∀a = diag(a1, . . . , an),
so that
(4.6) (zλ,a · e
k)|t∗(x1, . . . , xn) = γ(zλ)(x1, . . . , xn).
Let Sl : U(l) −→ U(l) denote the antipodal anti-automorphism of U(l), defined by
Sl(x) := −x for x ∈ l. Then
Sl(zλ) ≡ (−1)
kzλ,a (mod U(l)m⊕ n
+ω(S(a⊕ n+))),
as a0¯ is Abelian. Recall that we consider t
∗ = Cn as a subspace of V ∗. Thus, for
any µ ∈ t∗, we may form µk ∈ Pk(V ) = Sk(V ∗). In these terms, we compute by
the use of Proposition 4.8 and Lemma 4.7:
p∗λ|t∗(µ) =
1
k!
〈
p∗λ, µ
k
〉
=
(−1)k
k!
〈
D∗λ(e
k), µk
〉
=
(−1)k
k!
〈
Sl(zλ)(e
k), µk
〉
=
1
k!
〈
zλ,a · e
k, µk
〉
.
By Equation (4.6), this is the value of the k-homogeneous part of (zλ,a · e
k)|t∗ at
the point µ ∈ t∗.
Let µ ∈ Λn>0. By the highest weight theory for q(n) [5, § 2.3], there is a non-zero
vector vµ ∈ Vµ such that n
+ vµ = 0 and
ha,0 · vµ =
n∑
j=1
µjaj · vµ, ∀a = diag(a1, . . . , an).
In view of Equation (4.4), and because η2i =
1
2 [ηi, ηi] ∈ m, we find that Vµ is
generated as an m-module by the vectors viµ := ηivµ, i = 1, . . . , n. Thus, there
must be some i such that 〈p∗µ, v
i
µ〉 6= 0.
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As n+ · viµ = 0 and m · p
∗
µ = 0, we see that
cλ(µ) 〈p
∗
µ, v
i
µ〉 = 〈p
∗
µ, zλ · v
i
µ〉 = 〈p
∗
µ, zλ,a · v
i
µ〉 = γ(zλ)(µ1, . . . , µn) 〈p
∗
µ, v
i
µ〉.
We conclude
q∗λ(µ) = cλ(µ) = γ(zλ,a)(µ1, . . . , µn) = (zλ,a · e
k)|t∗(µ1, . . . , µn),
by Equation (4.6), and with the convention from Equation (4.2). As Λn>0 is Zariski
dense in Cn, p∗λ|t∗ is the k-homogeneous part of q
∗
λ. The assertion now follows
directly from Theorem 3.8. 
In the next theorem, we use the notation introduced in Section 1. In particular,
recall that η : Z(q(n)) −→ P(h0¯) denotes the Harish-Chandra homomorphism of
Equation (1.3), and we identify the image of η with the algebra of Q-symmetric
polynomials in n variables. Let S : U(q(n)) −→ U(q(n)) denote the canonical anti-
automorphism of the enveloping algebra U(q(n)) obtained by extending the map
q(n) −→ q(n) : x 7−→ −x.
Theorem 4.9. For every λ ∈ Λ>0, there exists a unique element zλ ∈ Z(q(n))
such that L(zλ) = Dλ. Furthermore,
(4.7) zλ = rλS(Cλ), where rλ :=
(−1)λ|
2ℓ(λ)(λ1! · · ·λℓ(λ)!)2
∏
16i<j6ℓ(λ)
(
λi − λj
λi + λj
)2
.
Proof. Existence and uniqueness of zλ follow as in the proof of Proposi-
tion 3.4. Note that Nazarov considers a slightly different action of l on a polynomial
space which decomposes as a direct sum of l-modules of the form 2−δ(λ)Fλ ⊗ Fλ.
Therefore, it follows from [16, Proposition 4.3] that (−1)|λ|L(S(Cλ)) acts on Vλ
with the same scalar that Cλ acts on Nazarov’s Wλ (see [16, Section 4]).
For the proof of Equation (4.7), note first that the “̺-shift” for Sergeev’s Harish-
Chandra homomorphism is zero, and that L(zλ) acts on the modules Vµ ⊆ P(V )
by a scalar given by a Q-symmetric polynomial in µ1, . . . , µn of degree at most |µ|.
From Proposition 3.6 and Corollary 3.3, it follows that η(zλ) = q
∗
λ. In particular,
the action of L(zλ) on Vµ is by given a polynomial in µ whose leading coefficient
is (Q∗λ(λ))
−1. In addition, it follows from [16, Proposition 4.8] that the action of
(−1)|λ|L(S(Cλ)) is by a polynomial in µ with leading coefficient
λ1! · · ·λℓ(λ)!
∏
16i<j6ℓ(λ)
λi + λj
λi − λj
.
Equation (4.7) now follows from a comparison of leading coefficients and the formula
for Q∗λ(λ) given in Ref. [8]. 
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