In this paper we explain how recursion operators can be used to structure 
Introduction
Many computations are naturally expressed as recursive programs defined in terms of themselves, and properties proved of such programs using some form of inductive argument. Not surprisingly, many programs will have a similar recursive structure, and many proofs will have a similar inductive structure.
To avoid repeating the same patterns of program and proof again and again, special recursion operators and proof principles that abstract out the common patterns can be introduced, allowing us to concentrate on the details that are specific to each different application. In the functional programming community, much previous work in this area has focussed on a recursion operator called fold, and on its associated proof principle called universality.
Fold captures a common programming pattern in which a list of values is processed in a certain recursive manner, and universality captures a common pattern of inductive proof concerning programs that process lists. Fold and universality have proved useful in a variety of application areas, including algorithm construction [l, 11, 21 , hardware construction [7, 61, compiler construction [12] , and automatic program transformation [20, 3, 81 . Using ideas from category theory, fold has been uniformly generalised from lists to a large class of recursive datatypes [lo, 141. In this paper we are concerned with the application of recursion operators in the area of program semantics. One of the most popular styles of semantics is the denotational approach [19] , in which the meaning of programs is defined using a valuation function that maps programs into values in an appropriate semantic domain. The valuation function is defined using a set of recursion equations, and must be compositional in the sense that the meaning of a program is defined purely in terms of the meaning of its syntactic subcomponents.
In fact, the pattern of recursion required by compositionality is precisely the pattern of recursion captured by fold. Hence, a denotational semantics can be characterised as a semantics defined by folding over program syntax. Although widely known in certain circles, many functional programmers are still not aware of this connection. The fold function itself can be defined simply by abstracting on the free variables f and g in the general definition of a denotational semantics deno for expressions:
The type of fold is given by the following inference rule: 
Arithmetic expressions
Returning to our example from the previous section, simple arithmetic expressions have an obvious operational semantics, given by taking S as the Haskell type Expr of expressions, and ---) c Expr x Expr as the transition relation defined by the following three inference rules:
Addxy + Addx'y Add x y + Add 2: y'
The first rule states that two values can be added together to give a single value, and the last two rules permit the first rule to be applied to either argument of an addition expression. For example, the (concrete) expression (1 + 2) + (3 + 4) has two possible transitions, because the first transition rule can be applied to either argument of the top-level addition:
By repeated application of a transition relation, is is possible to generate a transition tree that captures all possible execution paths for a syntactic term. For example, the expression (1 + 2) + (3 + 4) gives rise to the following transition tree, which captures the two possible execution paths:
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The inference rules defining the transition relation for expressions can be easily translated into a Haskell function definition.
The relation is represented as a list-valued function that maps expressions to lists of expressions that can be reached by performing a single execution step: This is precisely dual to the connection for denotational semantics given in the previous section. Hence, taking a structured approach to program semantics using recursion operators has revealed a duality between denotational and operational semantics that might otherwise have been missed. In the next section we will see that using recursion operators also brings benefits when proving properties of sem. (1) and (2) above can be proved by induction on the structure of e. In turn, by making use of these two auxiliary results, (3) can be proved by induction on the size of e. However, the two proofs using structural induction can also be proved using the universality of fold, which avoids the need for explicit use of induction.
Universality for expressions
For simple arithmetic expressions, the universality of fold is captured by the following equivalence:
This equivalence states that fold f g is the unique solution to the first two equations, and can itself be proved using a simple structural induction. Indeed, the two equations are precisely the assumptions required to show that h = fold f g using structural induction. For specific cases then, by verifying the two assumptions (which can typically be done without the need for induction), we can then appeal to universality to complete the inductive proof that h = fold f g. In this manner, universality captures a common pattern of inductive proof, just as fold itself captures a common pattern of recursive definition.
To prove equation (1) above using the universality of fold, it must first be expressed in the form h = fold f g. In this case, h can be defined simply by abstracting over e on the left-hand side of the equation:
h e = and [deno e = deno e' I e ' <-trans el Abstracting on the right-hand side of the equation gives the constant function \e -> True, which can be expressed in the form fold f g by defining f n = True and g x y = x %% y. Hence, by appealing to the universality of fold for expressions, we can conclude that equation (1) . In this section we consider the Haskell datatypes required for the syntax and semantics of CCS processes, and show how they can be defined in an abstract manner as least jixpoints of functors.
As we shall see in subsequent sections, this approach will permit a more abstract treatment of the semantics of processes. Given a set N of process names, and a set o of process actions, the language P of processes in CCS is defined by the following grammar: In turn, the recursive type Tree can be expressed as the least fixpoint of a non-recursive type constructor T:
type Tree = Fix T data T t = Node C(Act,t)l Given the above definitions, it can be shown that the Proc and Tree types defined as least fixpoints are isomorphic to the original types defined using explicit recursion. That is, the types are equivalent in the sense that there is a oneto-one correspondence between their values.
Functors
The next concept to be considered is that of a functor, which comes from category theory [9] . instance Functor P where map f x = case x of Con n -7 Con n Pre a p -> Pre a (f p) Cho ps
It is easy to verify that this definition satisfies the equations required of a functor. In turn, the type constructor T can be made into an instance of the class Functor as follows:
instance Functor T where map f (Node xs) = Node [(a, f t) 1 (a,t) <-xsl In summary, we have now expressed the recursive type Proc as the least fixpoint of a non-recursive functor P, and the recursive type Tree as the least fixpoint of the nonrecursive functor T. The map functions for both functors play no role yet, but they will in subsequent sections.
6 Operational semantics of CCS As for most languages involving some form of concurrency, the standard semantics for CCS is an operational semantics 1151. In this section we show how the operational semantics for processes as trees can be defined in Haskell in an abstract manner using a polytypic version of fold.
The operational semantics of CCS is given by a transition relation + C P x o x P, where P is the set of processes, and o is the set of actions.
If (P, a, P') E -+, we say that the process P can perform the action a to become the process P', and usually write this as P 2 P'. The transition relation + is defined by the following set of inference rules: z (A = P) a.P -% P P -5 P' Q * 9'
For example, using these rules the named process A defined by A = a.A + b.A has two possible transitions:
A:A A-bA By repeated application of the transition relation, it is possible to generate a (possibly infinite) transition tree that captures all possible execution paths for a process. For example, the process A gives rise to the tree in Figure 1 .
The inference rules defining the transition relation for processes can be easily translated into a Haskell function definition.
The relation is represented as a list-valued function that maps processes to lists of (actionprocess) pairs that arise from single execution steps:
The auxiliary function defn maps process names to their definitions and should be defined as appropriate by the user, while synch decides if two actions can synchronise, and strip removes any bars from an action to give its underlying name. Both synch and strip are easy to define. In turn, we can define an execution function that converts processes into trees by repeated application of the transition function using the unfold function for trees:
exec :: Proc -> Tree exec = unfold trans
The general purpose unfold function for our type Tree of transition trees can itself be defined as follows:
However, by exploiting the fact that Tree is defined as the least fixpoint of a functor, the execution function can be defined in a more abstract manner by repeated application of a transition co-algebra using a polytypic version of unfold that is not specific to any particular recursive datatype.
Co-algebras
The concept of a co-algebra that we use comes from category theory, and generalises the idea of a transition function. In Haskell, a co-algebra for a functor f is a function of type a -> f a for some specific type a. For example, the transition function for processes can be converted into a transition coalgebra for the functor T by the following simple definition:
trans ' :: Proc -> T Proc trans' p = Node (trams p)
A more general example of a co-algebra concerns the fixpoint type Fix f. In particular, the inverse function out of the tag In is a co-algebra for any functor f:
Polytypic unfold
The co-algebra out is special among all co-algebras for a functor f, being in fact the final co-algebra. Technically, this means that for any other co-algebra g : : a -> f a, there is a unique function unfold g : : a -> Fix f such that the following diagram commutes [13, 141:
Using this diagram and the fact that out is the inverse to In, the unfold function itself can be defined as follows:
That is, the function unfold g first applies the co-algebra g to break down an argument of type a into a structured value of type f a, then applies the function map (unfold g) to recursively process each of the a components to give a value of type f (Fix f 1, and finally applies the tag In to give a value of the recursive type Fix f. In this manner, unfold is a general purpose function for producing values of a recursive type using a simple pattern of recursion. While previously we defined unfold functions that were specific to particular recursive datatypes (for example, trees) the above version of unfold is polytypic [5] , in the sense that it can be used with any recursive datatype that can be expressed as the least fixpoint of a functor. In the case of processes, because the datatype Tree is expressed as the least fixpoint of the functor T, and the transition function is expressed as a co-algebra trans ' for T, the execution function that maps processes to trees can now be defined using the polytypic version of unfold: In the previous section we defined an operational semantics for processes a.s trees by unfolding a transition function expressed as a co-algebra.
In this section we consider the less well-known denotational semantics for processes as trees, and show how it can be defined in a dual manner by folding a combining function expressed as an olgebru.
Algebras
In the spirit of category theory, the notion of a co-algebra is dual to that of an algebra.
In Haskell, an algebra for a functor f is a function of type f a -> a for some specific type a. For example, the tag function In : : f (Fix f) -> Fix f is an algebra for any functor f. A more specific example of a co-algebra concerns the semantics of processes as trees. In particular, it is natural to define an algebra for the functor P as follows:
The auxiliary function eval will be defined shortly, while denode is the destructor function for trees: denode :: Tree -> [(Act,Tree)I denode (In (Node xs)) = xs
We refer to comb as a combining function, because it takes a value built by applying a CCS operator to trees rather than to processes, and combines the trees into a single tree by interpreting the operator in the appropriate manner for trees.
For example, the third case for parallel composition Par t u states that if the tree t has an a-labelled branch to a subtree t ', the tree u has a b-labelled branch to a subtree u ' , and the actions a and b can synchronise, then the resulting combined tree has a Tau-labelled branch to the recursively computed subtree comb (Par t ' u').
Polytypic fold
The algebra In is special among all algebras for a functor f, being in fact the initial algebra. Technically, this means that for any other algebra g : : f a -> a, there is a unique strict function fold g : : Fix f -> a such that the following diagram commutes [13, 141: 
