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Optimized Synthesis of Art Patterns
and Layered Textures
Ruobing Wu, Wenping Wang, and Yizhou Yu
Abstract—Line drawings and digital arts appear everywhere, from simple icons and logos to cartoons, maps, and illustrations. We
define art patterns as the subset of line drawings and digital arts that are comprised of repeated elements. There exist textures that
share characteristics with art patterns. Examples of such textures include piled discrete elements with curved contours. Inspired by
recent success of exemplar-based texture synthesis, in this paper, we focus on synthesizing art patterns and textures with curvilinear
features from exemplars, which we cast as a global optimization problem. Our energy function for this problem measures both the
appearance similarity of color patterns and shape similarity of curvilinear features between an input exemplar and a synthesized
image. We develop an overall expectation-maximization-style algorithm for minimizing this energy function. The shape similarity part of
the energy is minimized through an innovative application of the level set method. We further generalize our energy function and
optimization algorithm to multilayer pattern and texture synthesis. Our generalized optimization can effectively handle multiple layers
and synthesize valid instances of interaction.
Index Terms—Texture synthesis, level set method, line drawing, digital arts, multilayer synthesis
Ç
1 INTRODUCTION
LINE drawings and digital arts appear everywhere, fromsimple icons and logos to cartoons, maps, illustrations,
and storyboards. They are also used for various decoration
purposes. The creation of line drawings and digital arts is
typically a time-consuming process that requires skilled
artists. Most of us appreciate their simple and aesthetic
appearances, but do not have the necessary skills to create
them. There exist a subset of line drawings and digital arts
that exhibit the essence of textures, i.e., a spatial arrangement
of repeated elements. We use the phrase, art patterns, to call
both such line drawings and digital arts.
Art patterns have their unique characteristics. They are
typically dominated by curves and shape contours. Spaces
among the curves are typically filled with constant colors,
color gradients, or a smooth diffusion of a sparse set of colors.
In fact, there exist textures that share characteristics with art
patterns. Examples of such textures include piled discrete
elements with curved contours, such as piles of candies and
leaves in Figs. 5a and 7a. In this paper, we would like to
investigate techniques for synthesizing both art patterns and
textures with curvilinear features from exemplars.
Synthesizing the aforementioned art patterns and tex-
tures is challenging for the following reasons. First, thin and
elongated curves in an art pattern or texture are not
compatible with rectangular patches and neighborhoods
often found in recent exemplar-based texture synthesis
literature. Second, given the relatively wide span of a curve,
local synthesis is unlikely to work well, often producing
fragmented appearances. And it is also unclear how to place
this synthesis task in a global optimization context. Third,
elements in an exemplar may have mutual interactions,
giving rise to layers and occlusions. It is unclear what
mechanisms need to be in place to create valid instances of
interactions in a synthesized image. Synthesizing high-
quality novel instances of layered textures and patterns
remains a hard problem.
In this paper, we present an exemplar-based synthesis
framework for art patterns and layered textures. It is based
on the level set method, a popular numerical technique for
tracking and optimizing curves and contours. The level set
method embeds a closed curve as the zero level set of a
level set function whose domain covers the entire 2D image
space, and performs curve tracking indirectly through
the level set function. It, thus, becomes possible to
perform patch-based synthesis over the level set function.
Furthermore, the level set method offers a global optimiza-
tion capability for our image synthesis task. As long as a
global energy function as well as its derivative with respect
to level sets is well defined, this energy function can be
minimized through the level set method. To enable effective
synthesis of complex scenarios, such as mutual dependence
and interactions among image elements, we make use of
multiple level set functions, each of which is assigned a
distinct layer, and further generalize our synthesis frame-
work to accommodate multiple layers of level set functions.
We summarize our contributions in this paper as follows:
. Inspired by existing work that casts exemplar-
based synthesis as a global optimization problem,
we formulate a new global energy function for
synthesizing art patterns and layered textures that
have many thin curvilinear features. This energy
function measures both the appearance similarity
of color patterns and shape similarity of curvilinear
features between an input exemplar and a synthe-
sized output.
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. We develop an expectation-maximization (EM)-style
optimization technique for the aforementioned glo-
bal energy function. The shape similarity part of the
energy is minimized through a novel and systematic
level set-based algorithm, which iteratively moves
the curvilinear features in the synthesized image
toward nearby features in the best matching neigh-
borhoods from the input exemplar. This algorithm
maintains the integrity of every curvilinear feature
during optimization even though the matching
neighborhoods only contain truncated features.
. We further generalize the above global energy
function and level set-based optimization to multi-
layer pattern and texture synthesis. Multiple layers
of signed distance functions are utilized for repre-
senting the complete set of curvilinear features. Our
generalized optimization can effectively handle
these signed distance function (SDF) layers and
synthesize valid instances of mutual dependence
and interactions, such as occlusions.
2 BACKGROUND AND RELATED WORK
2.1 Level Set Method
The level set method is a numerical technique for
tracking and transforming dynamic surfaces and shapes.
Introduction to the level set method and its applications
can be found in [1], [2], [3].
In the level set method, surfaces in a fixed Cartesian grid
are described using a signed distance function , called
the level set function. This function returns the signed
distance of a point to the surface, when given its position.
The surface separates the interior and exterior of an object on
the grid; therefore, it is often referred to as the “interface.”
Fig. 1 shows a 2.5D illustration. In a two-dimensional space,
the level set method amounts to representing a closed curve
 using the level set function . At any time t, the curve  is
represented as the zero level set of ,
ðtÞ ¼ fx 2 R2 j ðx; tÞ ¼ 0g: ð1Þ
Here, the level set function  typically takes negative values
inside the region delimited by the closed curve  and
positive values outside.
The evolution of the level set function follows
t þV  r ¼ 0; ð2Þ
where t is the partial derivative of  with respect to time,
andV is a velocity field governing the advection of the level
set function over time. Note that V also implicitly controls
the evolution of  because  is embedded as the zero level
set. V  r can also be expressed as vkrk, where v is the
magnitude of the velocity field in the normal direction of
the passing level set. The level set method allows one to
manipulate  and perform numerical computations invol-
ving closed curves and surfaces without having to
parameterize them. Because of the embedding of  in the
level set function, topological changes of  can be handled
implicitly without special considerations.
Thus, the level set method facilitates the representation of
deformable implicit curves and surfaces as well as offers a
robust numerical method for dealing with the geometric and
topological evolution of shapes and closed curves. Our novel
technique proposed in this paper is meant to take advantage
of these properties of the level set method.
2.2 Related Work
There exists much work on developing computer algo-
rithms for generating floral ornaments [5] and planar
patterns [6], [7]. Such algorithms do not need exemplars.
They can generate patterns following either mathematical
(geometric) principles or design principles observed by
human artists. Since we take an exemplar-based approach
in this paper, in the following, we focus on previous work
related to exemplar-based texture synthesis.
2.2.1 Pixel-Based Synthesis
Among the pixel-based region-growing techniques, Garber
[8] and Efros and Leung [9] define the basic pixel-based
scheme by synthesizing in scanline order to find and copy
the pixels with the most similar local neighborhood in the
input exemplar. Improvements include faster hierarchical
synthesis [10], [11], [12], coherent synthesis [13], real-time
parallel synthesis on GPUs [14], and multiscale synthesis
[15], [16]. Pixel-based techniques [17], [18], [19] are by
nature suitable for controllable texture synthesis because
they have direct control over fine-grain pixel values. Both
color and signed distance have been utilized for neighbor-
hood matching in [19]. Nevertheless, signed distance
values are used as an additional cue in neighborhood
comparison, but not as variables in a global optimization
with a quantitative objective function. There exists work
on generalizing texture synthesis to curves [20], which
only performs individual curve synthesis, and is not
applicable to a 2D arrangement of curves and contours in
an art pattern.
2.2.2 Patch-Based Synthesis
Meanwhile, patch-based techniques [21], [22], [23], [24]
copy and stitch together texture patches from the input
exemplar at various offsets. They are more successful in
generating high-quality synthesis results because they
retain patchwise spatial arrangements from the input
exemplar. Among them, “Image Quilting” [22] takes a
novel minimum-error boundary cut approach based on
dynamic programming, while Kwatra et al. [24] compute
optimal seams using a graphcut algorithm. Wu and Yu [25]
define a feature map from the input exemplar and perform
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Fig. 1. A 2.5D illustration fromWikipedia [4] for the level set method. The
bottom row shows that it is simply the height of the level set function that
becomes lower when the 2D shape in the top row becomes
disconnected.
feature matching and alignment by measuring structural
similarity. However, unlike our level set-based method,
these techniques do not attempt to globally optimize the
quality of the synthesized curvilinear features and contours.
In addition, they typically cannot handle textures with
multiple layers very well.
2.2.3 Optimization-Based Synthesis
Global optimization has become popular in texture synth-
esis recently. Such a method synthesizes results by
optimizing a global energy function. Kwatra et al. [26]
present an EM-style synthesis-by-optimization scheme.
Their technique gives robust performance and fully
supports constrained synthesis. More recent work includes
[27], which integrates nonparametric optimization with
histogram matching for synthesizing 3D texture solids, [28],
which runs in the opposite direction of traditional forward
synthesis and generates a small texture compaction to best
summarize the original variations of a large input texture,
[29], which uses control maps that are similar to SDFs in
their optimization and supports multilayer textures through
interactive layer definition, and [30], which provides a
scheme for synthesizing repetitive discrete elements within
a given large-scale structure. Our technique is a natural
generalization of Kwatra et al. [26] in terms of global
optimization. By applying the level set method in the
optimization stage and involving layer information in the
similarity metric, our technique achieves more accurate
patch matching and better curvilinear feature alignment for
both art patterns and layered textures.
3 BASIC ALGORITHM
The energy function in our global optimization consists of
two parts. The first part evaluates the local appearance
similarity between the synthesized image and the input
exemplar. The second part of our energy function measures
the local similarity between signed distance transforms of
curvilinear features in both the synthesized image and the
input exemplar. One of our main goals is to measure the
local shape similarity between these curvilinear features in
the input and output. Since every set of features uniquely
define a signed distance function, computing local shape
similarity can be cast as computing the local similarity
between two signed distance functions [31]. Note that, as
shown in Fig. 2, open features, which are obtained with
Canny edge-detection [32], need to be connected together
manually to form closed curves before a signed distance
function can be computed, especially near image bound-
aries. We typically connect no more than 20 open features
among the detected edges in the input exemplar. The SDF
value of a pixel is calculated according to the distance to its
nearest closed feature.
Let X denote the synthesized output and Z denote the
input exemplar. Let Ax (or Az) denote the appearance
vector at pixel x (or z) in X (or Z). In this paper, we define
this appearance vector as the concatenated pixel colors
within a local neighborhood centered at pixel x (or z). We
further use Dx (or Dz) to denote the vector of concatenated
signed distance values within a neighborhood centered at
pixel x (or z). Let zx denote the center of the neighborhood
from the input exemplar, which is most similar to the
neighborhood centered at x in X in terms of both color and
signed distance under the euclidean norm. The total energy
is defined with respect to a collection of neighborhoods SX
from X:
EtðSXÞ ¼ 
X
x2SX
kAx Azxk2 þ ð1 Þ
X
x2SX
kDx Dzxk2;
ð3Þ
where  2 ½0; 1Þ is a weight balancing the effects of color
and signed distance similarity. For black and white line
drawing inputs,  is set to 0 because only signed distance
values contribute to the quality of synthesized results. Let
the size of a neighborhood be w w. In practice, the energy
is evaluated over a subset of local neighborhoods that are
w=4 pixels apart because it is redundant and computation-
ally expensive to compute the energy over all neighbor-
hoods in the synthesized image.
The energy function in (3) can be optimized in a way
similar to expectation-maximization [26], [33], where
ðfAxg; fDxgÞ and fzxg are alternatively optimized in the
maximization (M)-step and expectation (E)-step, respec-
tively. The EM algorithm is an iterative method for finding
maximum likelihood or maximum a posteriori (MAP)
estimates of unobserved latent variables in statistical
models. Each EM iteration performs an E-step, which
creates a function for the expectation of the log-likelihood
evaluated using the current estimate of the probability
density, and an M-step, which computes updated values of
the latent variables maximizing the expected log-likelihood
found in the E-step. Similar to Kwatra et al. [26], we
perform an EM-like optimization by computing synthesized
texture patches in the E-step while locating the set of input
neighborhoods most similar to the synthesized patches in
the M-step. In theory, due to acceleration schemes used for
nearest neighbor search, our M-step cannot guarantee to
find the truly optimal neighborhoods in the input exemplar.
However, in practice, the located input neighborhoods are
not too different from those optimal ones, and a few
iterations of our E-step and M-step can always reduce the
energy by a large amount even if the process does not
converge at the end.
At the very beginning prior to any M-steps and E-steps
in our framework, we initialize the pixelwise appearance
and signed distance values in the synthesized image using
“image quilting” [22]. The only deviation from the original
quilting algorithm is that every patch from the input
exemplar is padded with an extra signed distance channel.
We further extract an initial zero level set from the
synthesized signed distance channel.
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Fig. 2. Closed feature curves of an input exemplar and their signed
distance function. Our synthesis result of this example can be found at
the top of the middle column in Fig. 9.
The M-step. In the M-step, we search for the best
matching neighborhoods in the input exemplar. That is, in
(3), we fix fAxg and fDxg while updating fzxg for all
neighborhoods in SX. The similarity metric for matching
is based on summed squared differences (SSD) and
includes both terms in (3), color and signed distance.
The search hierarchy is constructed using the Approx-
imate Nearest Neighbor (ANN) [34] algorithm and Patch-
Match [35] for speedup.
The E-step. At the beginning of every E-step, there
already exist an initial appearance map (color image) and
signed distance function for the output image, and every
neighborhood in SX has already been assigned a best
matching neighborhood from the input exemplar during
the latest M-step. During the E-step, we optimize both
pixelwise appearance values and signed distance values.
That is, in (3), we fix fzxg while updating fAxg and fDxg.
Since our input exemplars are mostly line drawings and art
patterns that have many curvilinear features, producing
high-quality geometric patterns of such features is of higher
priority than color patterns. Therefore, we optimize signed
distance values and appearance values in two sequential
stages, and signed distance values are optimized first. In the
following, we elaborate our algorithm for optimizing signed
distance values. We simply follow the technique in [26] to
optimize appearance values.
The goal of signed distance optimization is to reduce the
second energy term in (3). On average, this makes the
signed distance values from the neighborhoods in
the synthesized image closer to the signed distance values
from their best matching neighborhoods in the input
exemplar. However, this optimization is nontrivial in the
sense that we cannot alter the signed distance value at every
pixel independently to reduce the energy term because
these signed distance values are derived from a signed
distance transform of a set of closed curvilinear features. No
matter how we alter the signed distance values, they have
to remain a valid signed distance transform of some closed
curves. That means the shape of these closed curves are the
only degrees of freedom that we can manipulate during
the optimization. Now the problem becomes how to deform
the curvilinear features in the synthesized image so that
their signed distance transform approaches the expectation
of the signed distance values from the best matching
neighborhoods in the input exemplar.
This problem can be conveniently solved using the level
set method. Since the neighborhoods in SX are overlapping,
every pixel in the synthesized image is actually covered by
multiple best matching neighborhoods from the input
exemplar. If we break every neighborhood into a set of
pixels, the second energy term in (3) can be rewritten as
X
x2X
X
j2sx

oðxÞ  ijðxÞ
2
; ð4Þ
whereo is the signed distance function for the output image
that we need to optimize, sx is the set of neighborhoods
(from the input exemplar) covering pixel x, and fijjj 2 sxg
represent the set of signed distance functions associatedwith
the neighborhoods in sx. Note that 
o is also the level set
function we use in our level set algorithm.
To derive the velocity field for the level set method, we
need to redefine the energy term in (4) in a continuous
image domain, where the gradient of o is well defined,
as follows:
EsðXÞ ¼
Z
X
X
j2sx

o xð Þ  ijðxÞ
2
dx: ð5Þ
Taking the derivative of this energy with respect to the
level set passing through x, we obtain the following
velocity component:
Vs ¼ 2
X
j2sx

o xð Þ  ijðxÞ
 ro xð Þ
ko xð Þk : ð6Þ
This equation indicates that the total “force” to deform and
optimize the zero level set of o is a weighted average of the
“forces” from individual overlapping neighborhoods, and
the magnitude of the “force” from the jth overlapping
neighborhood should be set to 2ðoðxÞ  ijðxÞÞ, which can
be either positive or negative. When the weight is positive
(negative), the zero level set of o will be pushed outward
(inward) to the zero level set of ij. Note that the gradient of
the level set function can be estimated robustly using the
upwind scheme [36].
Although neighborhoods in sx are overlapping, curvi-
linear features therein do not necessarily align with each
other very well. Minimizing the energy term in (4) alone
may give rise to undesired discontinuities in the zero level
set of o. To make the zero level set of o sufficiently
continuous and smooth while minimizing the energy in (4),
it is a common practice to add a curvature-based velocity
component, which achieves similar effects of a regulariza-
tion term. As shown in Fig. 3, this curvature-based term
helps improve the shape of synthesized boundaries. Thus,
the overall velocity field is defined as
V ¼ Vs þ Vc; ð7Þ
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Fig. 3. The curvature-based term helps remove irregularities along
synthesized shape boundaries ( ¼ 0:4).
where ;  2 ½0; 1 are weights of the two velocity compo-
nents,Vs is defined in (6), andVc ¼ ðxÞ r
oðxÞ
kroðxÞk ,whereðxÞ is
defined as ðoxxoy2  2oxoyoxy þ oyyox2Þ=ðox2 þ oy2Þ
3
2, and
denotes the curvature of the level set passing through x [3].
Intuitively, our level set-based optimization tries to instill
a small amount of distortion into the zero level set of o so
that it maintains a certain level of continuity, while its
signed distance transform is still locally much similar to the
signed distance functions associated with the neighbor-
hoods from the input exemplar.
During every E-step, we run the level set method
multiple time steps until it converges. During each time
step, we follow (7) to compute an overall velocity field,
which is used for driving the zero level set. In practice, we
use the narrow-band method [37] for acceleration. Fig. 4
shows the evolution of the zero level set and the level set
function over multiple time steps. It can be observed
that misalignments and unnatural local shapes in the initial
zero level set gradually disappear as the level set-based
optimization goes on.
When the zero level set of o is being deformed and
optimized, the entire synthesized image should be de-
formed consistently. To address this issue, at the end of
each level set time step, we generate a deformation vector
field for the entire image from the velocity vectors within a
narrow band around the zero level set of o using the image
morphing technique in [38]. This deformation field is then
used for warping the colors inside the entire synthesized
image. The subsequent color optimization stage is actually
performed over the warped image.
Let us now discuss the influence of weight  in (3) on
synthesis quality. When the input exemplar is a color or
grayscale image,  is typically set to a medium value
between 0.4 and 0.6 to ensure both color and SDF channels
are treated in a balanced manner. When the input is black-
and-white, is set to a small value between 0 and 0.1 because
the SDF term is the one that really matters. Fig. 5 shows a
series of results with different choices of  for a color input
exemplar. A small  overemphasizes the SDF channel but
neglects the color channels. As a result, texture elements
with matching boundaries but different colors become
blended together. A large , on the other hand, over-
emphasizes the color channels but neglects the SDF channel,
and gives rise to incomplete texture elements with broken
boundaries. Parameter in the range of [0.45, 0.55] will
robustly give reasonable results, as shown in Figs. 5c and 5e.
To demonstrate the necessity of level set propagation,
we have compared our synthesis algorithm with a
simplified version. In this simpler version, the input and
synthesized images still have an SDF channel in addition
to the color channels. Instead of level set propagation, it
largely follows the E-step in [26] except, at the end of
every E-step, it enforces the accuracy of the SDF channel
by first extracting the zero crossings of the SDF channel of
the synthesized image and then recomputing an SDF for
these extracted zero crossings. Comparison results can be
found in Fig. 6, where it can be verified that level set
propagation is indeed crucial for maintaining the integrity
of texture elements.
3.1 Multiresolution Scheme
Intuitively, large-scale features and their spatial layout
should be synthesized first followed by the synthesis of
smaller scale features and details. Wei and Levoy [39] first
introduced such a pyramidal framework to achieve order-
independent synthesis. The optimization process in our
framework has been implemented following a similar multi-
resolution scheme. We first synthesize an output image at a
coarse resolution and then repeatedly perform upsampling
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Fig. 4. The evolution of the zero level set over multiple time steps
( ¼ 0).
Fig. 5. The influence of weight  on synthesis quality. Artifacts are marked with blue circles in (b) and (f).
and optimization. Upsampling to a higher resolution is
implementedvia interpolation,which is followedbymultiple
EM iterations at that resolution. Level set reinitialization is
performed right after each interpolation.
During the iterative EM-style optimization at each
resolution, the size of image neighborhoods starts from
128 128 and is halved in both dimensions every iteration
until it reaches 8 8. Meanwhile, the weights in (7),  and
, are also automatically adjusted at each resolution for
high-quality outputs. At first,  is set to 0.8 to encourage a
high degree of smoothness while  is set to 0.2. In later EM
iterations on the same level,  gradually increases (no
larger than 0.95) to allow better localization of the zero
level set of the synthesized image, while  decreases (no
less than 0.05).
4 MULTILAYER SYNTHESIS
In the previous section, we have introduced an image
synthesis algorithm that relies on a signed distance function
to optimally synthesize the shape of curvilinear features. By
doing so, we need to model curvilinear features as closed
curves. An important limitation of a single SDF is that such
closed curves must divide an image into two colorable
regions. There exist many scenarios where we cannot model
the features using a single SDF. For example, if an image
consists of elements on multiple layers and there exists
occlusion between elements on different layers, a single
SDF is insufficient to simultaneously delineate the contours
of all elements. In another scenario, three or more image
elements could be abutting each other. A single SDF is also
insufficient to simultaneously represent the contours of all
abutting elements.
This limitation can be overcome by increasing the
number of SDFs. For example, two SDFs can already divide
an image into four colorable regions. Thus, multiple SDFs
have the capability of representing nonmanifold structures,
where three or more regions are simultaneously adjacent to
each other. In practice, we interactively define multiple
layers according to the edge detection results in the input
exemplar to generate multiple SDFs.
To accommodate multiple SDFs in our optimization
framework, we allocate a distinct channel for each SDF. To
construct multiple SDF channels for an input exemplar, we
interactively separate curvilinear features into multiple
layers (see Fig. 7b), and compute a signed distance function
for the features on each layer. If part of some visually
important feature from the bottom layer is occluded by a
top layer, we can manually recover the occluded feature
boundaries to obtain more reasonable SDF distribution on
that bottom layer. Each SDF channel has an associated
foreground mask, which encloses all curvilinear features on
that layer. Pixels inside the mask are called foreground
pixels of the corresponding SDF channel. To make the SDF
channels behave like layers in a stack of images, they are
associated with a predefined order, which will be useful in
various scenarios. For example, to correctly handle occlu-
sions among image elements during image synthesis, an
occluding layer should precede an occluded layer in this
predefined order. Note that in our multilayer representa-
tion, only the SDF channel is separated into multiple layers,
while the three color channels remain intact. The color of a
foreground pixel in a SDF layer is still defined by the three
color channels at the same pixel location in the original
input exemplar.
Suppose there are L SDF channels. Let im and 
o
m
denote the mth SDF channel associated with the input
exemplar and synthesized output, respectively. We
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Fig. 7. (a) Input. (b) and (c) SDF Layers. Top to bottom layers are shown
from left to right. An SDF layer only contains the signed distance
function of a subset of closed features without any color information. We
show the color of foreground pixels within each SDF layer in (c) only for
better visualization. (d) Synthesis result without SDF layers. Leaves
from different layers incorrectly merge together, as marked in blue
circles. (e) Our multilayer synthesis result ( ¼ 0:3).
Fig. 6. Comparison between our method and a simplified version that
does not support level set propagation (Top:  ¼ 0:2. Bottom:  ¼ 0).
further use Dmx (or D
m
z ) to denote the vector of
concatenated mth channel SDF values within a neighbor-
hood centered at pixel x (or z). The energy function in (3)
is revised as follows:

X
x2SX
kAx Azxk2 þ ð1 Þ
XL
m¼1
X
x2SX
Dmx Dmzx
2: ð8Þ
Note that all SDF layers are optimized at the same time
in every iteration. To accommodate multiple SDF layers,
our EM-based optimization needs to be revised as follows.
During the M-Step, when we search for the best matching
neighborhoods in the input exemplar, the SSD-based
similarity metric needs to consider all SDF channels as well
as all color channels altogether. In this way, we can not only
synthesize image elements associated with individual
SDF channels, but also effectively synthesize novel in-
stances of interactions among different SDF channels as
well as correlations between curvilinear features and color/
appearance values.
During the E-step, when we optimize the SDF channels of
an output image, we apply the level set method to every
SDF channel independently and compute a distinct velocity
field prescribed by (6) for every SDF channel during each
time step according to the corresponding SDF channel of the
matching neighborhoods from the input exemplar. Every
SDF channel generates its own warped version of the color
map from the previous time step. At the end of the current
time step, we “collapse” all warped versions into a single
image by observing the predefined order among the SDF
channels. That means, if the mith SDF channel precedes the
mjth channel, foreground pixel colors from themith warped
image should overwrite colors at the same pixels from the
mjth warped image. At the end of the E-step, once level set-
based optimization concludes, we further update pixelwise
colors in the “collapsed” image.
The pseudocode in Algorithm 1 shows the outline of our
multiresolution framework. Fig. 7e demonstrates that the
synthesis result can be much improved once layers have
been explicitly considered using our multilayer synthesis.
Algorithm 1. Multiresolution Multilayer Synthesis.
INPUT  input exemplar Z, multilayer SDFs;
INPUT  weight , target image resolution RT ;
R0  RT=16;
for (resolution Rc ¼ R0 to RT , Rc  2Rc) do
if (Rc ¼ R0) then
Initialize X0 using image quilting enhanced
with SDFs;
else
Upsample the resolution of X0 to Rc;
end if
for (neighborhood size Sc ¼ SUB downto
SLB, Sc  Sc=2) do
 0:2;  0:8;
for (level set iteration n ¼ 1 to N) do
zx  the neighborhood in Z most similar to x,
8x 2 Xn1;
Xn  argminXEtðX; fzxgx2Xn1Þ, where Et is the
energy defined in Eq. (8);
 þ 0:75=N;   0:75=N ;
end for
X0  XN ;
end for
end for
OUTPUT  synthesized texture X
5 CONTROLLABLE SYNTHESIS
Our method can be easily modified to support controllable
synthesis. Given an input exemplar and a control mask
for the output (as in Fig. 8), we would like to perform
exemplar-based synthesis and generate an image where the
shape and boundary of the mask are well delineated by
curvilinear features in the synthesized image. Here, we
take advantage of our multilayer scheme and add an extra
SDF layer. For the synthesized image, this extra layer
contains an SDF of the mask boundary. For the input
exemplar, this extra layer contains an SDF of all features.
The SDF on this new layer will affect neighborhood
matching during the M-step and level set-based optimiza-
tion during the E-step. During neighborhood matching, if a
neighborhood overlaps with the mask boundary or falls
completely outside the mask, the weight of the extra SDF
channel is much increased (typically four times larger) to
locate a neighborhood (in the input exemplar) whose extra
SDF channel matches the SDF of the mask boundary
closely. When computing the velocity field during level set-
based optimization, (6) is revised as follows:
V0s ¼
X
j2sx
wj

o xð Þ  ijðxÞ
 ro xð Þ
ko xð Þk ; ð9Þ
where wj is a neighborhood-specific weight. Weights for
those neighborhoods (from the input exemplar), which
match neighborhoods (in the synthesized image) over-
lapping with the mask boundary, are also four times larger
than other neighborhoods to ensure that the “forces” from
such neighborhoods are sufficiently strong so that they can
push the zero level set toward the mask boundary. Results
from controllable synthesis can be found in Fig. 8.
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Fig. 8. Controllable synthesis results. Top: The input exemplar is shown
in Fig. 2. The control mask is shown in black and white, where the white
region stands for the foreground. ( ¼ 0) Bottom: Left is the input
exemplar. Middle is the control mask. Right is the result ( ¼ 0:4).
6 RESULTS AND COMPARISONS
We have fully implemented our algorithms and success-
fully tested them on a variety of art patterns and layered
textures. The running time for generating a 256 
256 ð512 512) synthesized image from a 128 128 input
exemplar is around 3 (11.5) minutes on an Intel 2.00-GHz
Core i7-2630M processor. In our multiresolution scheme,
the output resolution typically increases from 32 32
to 256 256. At each resolution, typically 10 EM iterations
are performed. The size of image neighborhoods
is decreased from 1/4 current image resolution down to
8 8 from iteration to iteration. During each E-step, five
time steps of the level set method are performed.  and  in
(7) are automatically adjusted according to the discussion in
Section 3.1.
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Fig. 10. Comparison between our method and the feature matching
technique in [25]. Artifacts are marked with blue circles. Our method
generates better results using multilayer synthesis (Top:  ¼ 0:3.
Bottom:  ¼ 0:3).
Fig. 11. Comparison between our method and the parallel controllable
synthesis algorithm in [14]. (Top:  ¼ 0:1. Bottom:  ¼ 0:8). Artifacts are
marked with blue circles.
Fig. 9. Comparison between our method and the texture optimization
algorithm in [26]. (Top:  ¼ 0. Bottom:  ¼ 0:5). The third column shows
results from an improved version of texture optimization, which
incorporates a signed distance function of features. Results in the first
row were synthesized using the signed distance function only. Artifacts
are marked with blue circles.
Fig. 12. Comparison between our method and the layered shape
synthesis algorithm in [29] (Top:  ¼ 0:1. Bottom:  ¼ 0:5).
Fig. 13. Comparison between our method and content-aware fill in
Adobe Photoshop CS5. First column: input exemplars. Second column:
our results (Top:  ¼ 0:1. Bottom:  ¼ 0:8). Third column: results from
Adobe Photoshop. Artifacts are marked with purple circles.
We have also compared our method against the state-of-
the-art synthesis algorithms [14], [25], [26], [29] and the
content-aware fill technique in Adobe Photoshop CS5 on a
set of difficult art patterns and textures. Representative
comparison results are shown in Figs. 9, 10, 11, 12, and 13.
Note that for fair comparison, the results obtained using
texture optimization in Fig. 9 were actually generated from
our improved implementation that incorporates a signed
distance function for features. Thanks to the level set-based
curve optimization, our method can smoothly connect
curve segments from local image patches to form globally
coherent patterns and textures. In comparison to results
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Fig. 14. More results from our method. The first row shows synthesis results for single-layer art patterns. The second and third rows show synthesis
results for multilayer art patterns. High-resolution results (4 4) are shown in the last row. (From top to bottom:  ¼ 0:3; 0:6; 0:3;
0:5; 0:2; 0; 0:3; 0:5; 0:4; 0:Þ
from existing synthesis techniques, our results have the
least broken or misaligned curvilinear features and the least
amount of visual repetition. Our method also has a strong
generalization capability because it successfully generates
novel local patterns that are visually similar to local patches
in the original exemplars but not exactly the same. Texture
optimization produces blurry regions because of its aver-
aging operation. It does not inherently maintain continuous
and smooth feature boundaries; therefore, misaligned edges
often exist in their synthesized line drawings (see Fig. 9). In
comparison with the feature matching technique [25], our
method is clearly superior when dealing with textures and
patterns that consist of multiple layers because layering is
not explicitly considered in their technique. In addition,
their technique is also more likely to generate misaligned
features due to the lack of global optimization. The parallel
controllable synthesis algorithm [14] is fast but cannot
guarantee boundary continuity especially when the input
exemplar is nonperiodic, as shown in Fig. 11. Compared
with the layered shape synthesis method [29], our level set
method can treat color and shape in a more balanced
manner, as shown in Fig. 12. It can be observed that our
method can not only generate competing results on terrain
exemplars (top row), but also can successfully deal with the
failure cases of the layered shape synthesis method (bottom
row). The content-aware fill technique of Adobe Photoshop
takes advantage of textured background patches when
filling a user-selected region and by nature is a quilting
method. It sometimes gives rise to obvious feature dis-
continuities along region and patch boundaries.
More results of our method can be found in Fig. 14.
7 CONCLUSIONS AND FUTURE WORK
We have presented an exemplar-based synthesis frame-
work for art patterns and layered textures. It takes a global
optimization approach. Our energy function measures both
the appearance similarity of color patterns and shape
similarity of curvilinear features between an input ex-
emplar and a synthesized image. We have developed an
overall EM-style technique for minimizing this energy
function. The shape similarity part of the energy is
minimized through an innovative application of the
popular level set method. We further generalize our
energy function and optimization technique to multilayer
pattern and texture synthesis. Our generalized optimiza-
tion can effectively handle multiple layers and synthesize
valid instances of interactions.
Limitations. There exist a few aspects of our algorithm
and implementation that deserve further investigation.
First, albeit fine-scale details in our synthesis results are
nonrepetitive, sometimes a certain level of regularity is
present at larger scales to maintain feature continuity due to
our quilting-based initialization, as shown in Fig. 14
(bottom left), especially when the input exemplar exhibits
regularity. Second, there exists manual involvement in two
steps: edge connection and layer extraction. We need the
signed distance function of a set of closed curves to
initialize the level set function. Since edge detection does
not guarantee closed results, we need to interactively
connect a few open edges. An automatic scheme for closed
curve construction can be developed by integrating region-
based image segmentation, such as the graphcut algorithm
[40], with edge detection as region boundaries are always
closed. Prior to multilayer synthesis, we also need to
interactively construct multiple SDF layers for the input
exemplar. Automatic layer extraction needs to automati-
cally recognize partially occluded image regions. It is,
therefore, a challenging problem worth further exploration.
Furthermore, parallel computing techniques could be
adopted to speed up the optimization stage of our method.
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