The problem of classifying a scalar Gaussian random field observation into one of two populations specified by a different parametric drifts and common covariance model is considered. The unknown drift and scale parameters are estimated using given a spatial training sample. This paper concerns classification procedures associated to a parametric plug-in Bayes Rule obtained by substituting the unknown parameters in the Bayes rule by their estimators. The Bayesian estimators are used for the particular prior distributions of the unknown parameters. A closed-form expression is derived for the actual risk associated to the aforementioned classification rule. An estimator of the expected risk based on the derived actual risk is used as a performance measure for the classifier incurred by the plug-in Bayes rule. A stationary Gaussian random field with an exponential covariance function sampled on a regular 2-dimensional lattice is used for the simulation experiment. A critical performance comparison between the plug-in Bayes Rule defined above and a one based on ML estimators is performed.
INTRODUCTION
It is known that for completely specified populations and loss function, Bayes Rule (BR) is an optimal classification procedure in the sense of minimum risk (expected losses) (Anderson, 2003) . When this is not the case, the missing information is usually provided by a training sample. For parametrically specified populations, the training sample is used to obtain the estimators of statistical parameters and plugging them into the BR. The resulting classification rule is usually called a plug-in Bayes rule (PBR). Actual risk (ACR) or conditional risk is usually used as a performance measure for the PBR. Performance comparison of the PBR based on the different types of estimators can easily be done by the closed-form expression of the ACR.
Many authors have investigated the performance of the PBR when the parameters are estimated from training samples consisting of dependent observations by using the frequentist approach for the estimation (Kharin, 1996; Saltyte-Benth and Ducinskas, 2005; Batsidis and Zografos, 2011) . A closed-form expression for the ACR in supervised classification of Gaussian random field observations is derived by Ducinskas (2009) . Only the ML estimators of the drift parameters and the scale parameter of covariance function are considered.
In the present paper we use Bayesian estimators instead of the ML estimators for the classification problem described above. Proposed methodology is useful for classification of images corrupted by the Gaussian spatial correlated noise (Ducinskas, Stabingiene and Stabingis, 2011) .
The closed-form expression for the ACR associated with the PBR is derived. The estimator of expected risk is based on the derived actual risk and is used as the performance of the PBR which is measured by the average of the ACR usually called an empirical estimator of expected risk.
This estimator of expected risk is a case of the stationary Gaussian random field on 2-dimentional regular lattice with an exponential covariance function. The dependence of the ACR values on the statistical hyperparameters is investigated. Numerical comparison for the case of ML estimators is implemented. 
THE MAIN CONCEPTS AND DEFINITIONS
where 2  is the variance or the scale parameter and   C  is the spatial correlation function.
In the case when the covariance function parameters are known, the model (1), (2) is called a universal kriging model (Cressie, 1993) . 
is taken. It specifies the spatial sampling design or the spatial framework for the training sample (Shekhar et al., 2002) .
We shall assume the deterministic spatial sampling design and all analyses are carried out conditional on n S . Assume that each training sample realization T=t and n S are arranged in the following way. 
D is a sum of distances between the location 0 s and the locations in
the symbol  denotes a direct sum of the matrices and j X is a j n q  matrix of the regressors for the
As it follows, we assume that n S and TLC   n S  are fixed. This is the case, when spatial classified training data are collected at the fixed locations (stations). So the model of the training sample is
where
is a 2 1 q  vector of the regression parameters and E is the n -vector of the random errors that has a multivariate Gaussian distribution
Here n C denotes a spatial correlation matrix among the observations forming the training sample T . Denote by 0 c the vector of correlations among 0 Z and the components of T. Let t denote the realization of T . Since 0 Z follows the model specified in (1), the
is Gaussian with the mean
and the variance   2 2 0 0 var ;
. Under the assumption of complete parametric certainty of populations and for known finite nonnegative losses
, BR minimizing the risk of classification is associated with the spatial discriminant function (SDF) formed by a log ratio of conditional likelihoods (McLachlan, 2004) .
where 
where, for , 1,2
Here, for 1, 2 i  , the probability measure it P is based on the conditional distribution of 0 Z given T t  , i  specified in (4), (5).
Note that under the condition (3), the squared Mahalanobis distance between 1  and 2  in the denotes the identity matrix of the order q.
Definition 2. The expectation of the ACR with respect to the distribution of T is called the expected risk (ER).
Recall that the actual risk incurred by the PSDF is obtained by replacing  by the ML estimator  in (6) (Ducinskas and Dreiziene, 2011) .
Lemma 1. The actual risk for
. The proof of the lemma is presented in the appendix.
The ACR is useful in providing a guide to the performance of the plug-in classification rule when it actually formed from the training sample. The ER is the performance measure to the PBDF similar as the mean squared prediction error (MSPE) is the performance measure to the plug-in kriging predictor (Diggle, Ribeiro and Christensen, 2002) . The estimators of the MSPE are used for the spatial sampling design criterion for the prediction (Zimmerman, 2006; Zhu and Zhang, 2006) . These facts strengthen the motivation for the deriving of the estimators of the ER associated with the PSDF.
In this paper we propose an empirical estimator of the ER incurred by the rule based on the proposed PSDF. The following steps are performed to construct this estimator: 1. Simulate M training sample T realizations according to the model specified in (3). 2. For each simulated realization of
3. By using (9) compute the empirical estimator of the ER
where  -denotes the abbreviation of the estimator type, i.e. takes the values BA or ML.
THE ESTIMATORS OF PARAMETERS
It is known, that the ML estimators of  and 2  based on T are
Using the properties of the multivariate Gaussian distribution is easy to prove that
The ML estimator of  and the bias adjusted 
EXAMPLE AND DISCUSSIONS
A numerical example is considered to investigate the influence of the parameter estimation methods to the proposed empirical estimator of the ER in the finite (even small) training sample case. With an insignificant loss of generality a case with
In this example, the observations are assumed to arise from the stationary Gaussian random field with the constant mean and the exponential correlation function specified by 
CONCLUSIONS
In this paper, the comparison of two approaches to parameter estimation is done based on the values of the ER incurred by the classification rule based on the PSDF. The proposed optimality criterion is based on the derived formula of the actual risk.
The simulation experiment shows the advantage of Bayesian estimation approach against the frequentist (ML) approach. This advantage is greater for strongly separated populations (larger values of  ) than for the close populations. These conclusions are valid to the symmetric training labels configuration as well to the asymmetric one. Hence the results of this paper give us strong arguments to expect that Bayesian estimators of spatial population parameters could be effectively used in spatial Gaussian data classification incurred by plug-in Bayes rules. 
