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Abstract
Spiking neural networks (SNNs) possess energy-efficient potential due to event-
based computation. However, supervised training of SNNs remains a challenge
as spike activities are non-differentiable. Previous SNNs training methods can
be generally categorized into two basic classes, i.e., backpropagation-like train-
ing methods and plasticity-based learning methods. The former methods are
dependent on energy-inefficient real-valued computation and non-local transmis-
sion, as also required in artificial neural networks (ANNs), whereas the latter
are either considered to be biologically implausible or exhibit poor performance.
Hence, biologically plausible (bio-plausible) high-performance supervised learn-
ing (SL) methods for SNNs remain deficient. In this paper, we proposed a
novel bio-plausible SNN model for SL based on the symmetric spike-timing
dependent plasticity (sym-STDP) rule found in neuroscience. By combining
the sym-STDP rule with bio-plausible synaptic scaling and intrinsic plasticity
of the dynamic threshold, our SNN model implemented SL well and achieved
good performance in the benchmark recognition task (MNIST dataset). To re-
veal the underlying mechanism of our SL model, we visualized both layer-based
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activities and synaptic weights using the t-distributed stochastic neighbor em-
bedding (t-SNE) method after training and found that they were well clustered,
thereby demonstrating excellent classification ability. Furthermore, to verify
the robustness of our model, we trained it on another more realistic dataset
(Fashion-MNIST), which also showed good performance. As the learning rules
were bio-plausible and based purely on local spike events, our model could be
easily applied to neuromorphic hardware for online training and may be helpful
for understanding SL information processing at the synaptic level in biological
neural systems.
Keywords: spiking neural networks, dopamine-modulated spike-timing
dependent plasticity, pattern recognition, supervised learning, biologically
plausibility
1. Introduction
Due to the emergence of deep learning technology and rapid growth of high-
performance computing, artificial neural networks (ANNs) have achieved var-
ious breakthroughs in machine learning tasks [1, 2]. However, ANN training
can be energy inefficient as communication among neurons is generally based
on real-valued activities and many real-valued weights and error signals need to
be transmitted in the basic error backpropagation (BP) training algorithm [3].
This can consume considerable energy for computations on central processing
units (CPUs) and information transportation between CPUs and random-access
memory (RAM) in traditional high-performance computers. As such, ANNs
are potentially highly energy consumptive. However, information processing
in the human brain is very different to that in ANNs. Neurons in biological
systems communicate with each other via spikes or pulses (i.e., event-based
communication), which allow for the asynchronous update of states only when
a spike is incoming. This has the potential advantage of energy efficiency com-
pared to the synchronous update of real-valued states at each step in ANNs.
In addition, learning rules for modifying synaptic weights of realistic neurons
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can also be based on local spike events, e.g., spike-timing dependent plasticity
(STDP) [4, 5, 6], where the weight of a synapse is changed based on the spike
activities of its pre-and post-synaptic neurons. This local event-based learn-
ing requires no additional energy for non-local transmission, which is required
during the ANN training process. Therefore, spiking neural networks (SNNs),
which can closely mimic the local event-based computations and learning of bio-
logical neurons, may be more energy efficient than ANNs, especially if SNNs are
implemented onto neuromorphic platforms. Moreover, SNNs exhibit the natural
ability of spatiotemporal coding of an input, and thus hold the potential ad-
vantage of efficient coding though sparse activities, particularly for continuous
spatiotemporal inputs (e.g., optic flow), whereas ANNs require specially de-
signed architectures to deal with temporal input (e.g., long short-term memory,
LSTM) [7, 8] as their individual neurons generally have no intrinsic temporal
characteristics and only generate output responses based on current inputs at
each step. Thus, for these reasons, SNNs are considered as third generation
neural network models and have attracted growing interest for exploring their
functions in real-world tasks [9, 10].
Unlike that of ANNs, SNN training is highly challenging due to the non-
differentiable properties of the spike-type activity. Hence, the development of
an efficient training algorithm for SNNs is of considerable importance. Much
effort has been expended in the past two decades on this issue [10], with the
subsequently developed approaches generally characterized as indirect super-
vised learning (SL), direct SL, or plasticity-based training [10, 11]. For the
indirect SL method, ANNs are first trained and then mapped to equivalent
SNNs by different conversion algorithms that transform real-valued comput-
ing into spike-based computing [12, 13, 14, 15, 16, 17, 18, 19]; however, this
method does not incorporate SNN learning and therefore provides no heuris-
tic information on how to train a SNN. The direct SL method is based on the
BP algorithm [11, 20, 21, 22, 23], e.g., using membrane potentials as continu-
ous variables for calculating errors in BP [20, 23] or using continuous activity
function to approximate neuronal spike activity and obtain differentiable activ-
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ity for the BP algorithm [11, 22]. However, such research must still perform
numerous real-valued computations and non-local communications during the
training process; thus, BP-based methods are as potentially energy inefficient
as ANNs and also lack bio-plausibility. For plasticity-based training, synaptic
plasticity rules (e.g., STDP) are used to extract features for pattern recognition
in an unsupervised learning (USL) way [24]. Due to the nature of sponta-
neous unsupervised clustering of synaptic plasticity, this method requires an
additional supervised module for recognition tasks. Three supervised modules
have been used in previous studies: (1) a classifier (e.g., support vector machine,
SVM) [25], (2) a label statistical method outside the network [24], and (3) an ad-
ditional supervised layer [26, 27, 28, 29]. In our opinion, a neural network model
with biological plausibility must meet the following basic characteristics. Firstly,
the single neuron model must integrate temporal inputs and generate pulses or
spikes as outputs. Secondly, the computation processes of training and inference
must be completely spike-based. Finally, all learning rules must be based on
experiments, and should not be violated (obviously contrary to) by experiments
or artificially designed. The first two supervised modules are bio-implausible
due to the need of computation outside the SNNs [25, 24]. The last supervised
module has the potential of bio-plausibility, but existing supervised SNN models
have either adopted artificially modified STDP rules [26, 27, 28, 29] or exhib-
ited poor performance [26]. Currently, therefore, truly bio-plausible SNN models
that can accomplish SL and achieve high-performance pattern recognition are
lacking. Moreover, although great progress has been made in understanding
the physiological mechanisms for the modification of synapses at the micro-
scopic level [4, 5], how teacher learning at the macroscopic behavioral level is
realized by changes in synapses at the microscopic level, i.e., the mechanism of
SL processing in the brain, is still far from clear.
In this study, we proposed a novel bio-plausible SL method for training SNNs
based on biological plasticity rules. We introduced the dopamine-modulated
STDP (DA-STDP) rule, a new type of symmetric STDP (sym-STDP), for pat-
tern recognition. The DA-STDP rule has been observed in several different
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experiments in the hippocampus and prefrontal cortex [30, 31, 32], where the
modification of synaptic weight is always incremental if the interval between the
pre- and post-synaptic spike activities is within a narrow time-window when
dopamine (DA) is present. The differences between the sym- or DA-STDP and
classic STDP rules are shown in Figure 1 [4, 30, 32]. While the sym-STDP rule
has been used previously [33, 34, 35, 36], this is the first time it has been applied
for SL. In our proposed model, a three-layer feedforward SNN was trained by
DA-STDP combined with synaptic scaling [37, 38, 39] and dynamic threshold,
which are two homeostatic plasticity mechanisms for stabilizing and specializing
the network response under supervised signals. Two different training methods
were used in our SNN model, i.e., training two-layer input synaptic weights si-
multaneously and training the SNN layer-by-layer. Our model was tested in the
benchmark handwritten digit recognition task (MNIST dataset) and achieved
high performance under the two training methods. We also evaluated the model
using the MNIST-like fashion product dataset (Fashion-MNIST), which also
showed good classification performance. These results thus highlighted the ro-
bustness of our model.
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Figure 1: Schematic of the classic STDP [4] and DA-STDP [30, 32].
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2. Network architecture and neuronal dynamics
We constructed a three-layer feedforward spiking neural network for SL,
which included an input layer, hidden layer, and SL layer (Figure 2). The
structure of the first two layers was inspired by the USL model of Diehl and
Cook [24]. Input patterns were coded as Poisson spike processes with firing rates
proportional to the intensities of the corresponding pixels. The Poisson spike
trains were then fed to the excitatory neurons in the hidden layer with all-to-all
connections. The dark blue shaded area in Figure 2 shows the input connec-
tion to a specific neuron. The connection from the excitatory to inhibitory
neurons was one-to-one. An inhibitory neuron only received input from the
corresponding excitatory neuron at the same position in the map and inhibited
the remaining excitatory neurons. All excitatory neurons were fully connected
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to the SL layer. In the SL layer, neurons fired with two different modes during
the training and testing processes. During the SL training period, the label
information of the current input pattern was converted to a teacher signal in a
one-hot coding scheme by the 10 SL neurons. Only one SL neuron was pushed
to fire as a Poisson spike process, with the remaining SL neurons maintained in
the resting state. In the testing mode, all SL neurons fired according to inputs
from the hidden layer.
We used the leaky integrate-and-fire (LIF) model and set the parameters
within bio-plausible ranges. The resting membrane potential Erest was set at
−65 mV and the equilibrium potentials of the excitatory synapses EE and in-
hibitory synapses EI were set to 0 mV and −100 mV, respectively. The time
constant of membrane potential damping τ was equal to 100 ms. The membrane
potential V dynamics of the neurons can be described by [24] and [40]:
τ
dV
dt
= (Erest − V ) + gE(EE − V ) + gI(EI − V ) (1)
where gE and gI are the total excitatory and total inhibitory conductances,
respectively.
Both gE and gI have a similar dynamic equation. They are dependent on the
number of excitatory and inhibitory synapses (NE and NI) and input synapses
(in-synapses) weights (wEi and w
I
i) of excitatory and inhibitory synapses, respec-
tively. Both of the time constants of synapse conductance damping τgE and τgI
were equal to 1 ms. Thus, gE and gI in Eq. 1 can be described by the following
equations [24, 40]:
τgE
dgE
dt
= −gE +
NE∑
i=1
∑
k
wEi δ(t− tki ) (2)
τgI
dgI
dt
= −gI +
NI∑
i=1
∑
k
wIiδ(t− tki ) (3)
where tki is the kth spike time from the ith neuron.
In our neuron model, once the membrane potential exceeds the threshold
voltage, the membrane potential is returned to the reset voltage Ereset (−65
7
mV), and the neuron will not fire again in the refractory time Trefractory (2 ms).
The firing threshold is not static, with a dynamic threshold (i.e., homeostatic
plasticity) mechanism instead adopted. The dynamic threshold is the intrinsic
plasticity of a neuron, and is found in different neural systems [41, 42, 43, 44, 45].
Here, it was introduced to generate a specific response to a class of input pat-
terns for each excitatory neuron in the hidden layer [43, 44, 24], otherwise single
neurons can dominate the response pattern due to their enlarged input synaptic
(in-synaptic) weights and lateral inhibition. The membrane potential threshold
V th was composed of two elements (Eq. 4), i.e., the constant (V thconst = −72
mV) and dynamic variable (θ) parts. θ increases slightly when the neuron fires,
otherwise it decays exponentially. As a neuron will not (or barely) fire when θ
is too large, which can negatively impact model performance, we adopted a dy-
namical increment to slow θ growth gradually. Therefore, V th can be described
as:
V th = V thconst + θ (4)
τθ
dθ
dt
= −θ + θinitial|2θ − θinitial|
∑
k
αδ(t− tk) (5)
where τθ is the time constant of θ, with the initial value of θ (θinitial) set to 20
mV, α is the maximum value of the increment and θinitial|2θ−θinitial| is its dynamical
scaling factor, and tk is the k-th firing time.
Synaptic weights were modified according to the two biological plasticity
rules DA-STDP and synaptic scaling. Dopamine is an important neuromod-
ulator and plays a critical role in learning and memory processes [46]. Here,
inspired by the DA-STDP found in different brain areas, such as the hippocam-
pus and prefrontal cortex [30, 31, 32] (Figure 1), we hypothesized that DA can
modulate changes in synaptic weights according to the DA-STDP rule during
the SL process. The weights increment ∆W under the phenomenological model
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of DA-STDP can be expressed as [30, 32]:
∆W =
A+ exp(
−∆t
τ+
), ∆t > 0
A− exp(∆tτ− ), ∆t < 0
(6)
where ∆t is the time difference between the pre- and post-synaptic spikes, τ+ and
τ− are the time constants of positive and negative phases for ∆t, respectively,
and A+ and A− are learning rates.
As DA-STDP can only increase synapse strength, the synaptic scaling plas-
ticity rule was introduced to generate a competition mechanism among all in-
synapses of a neuron in the hidden layer (only for excitatory neurons) and SL
layer. Synaptic scaling is a homeostatic plasticity mechanism observed in many
experiments [44, 37, 47], especially in visual systems [48, 49, 50] and the neo-
cortex [38]. Here, synaptic scaling was conducted after the pattern was trained
and synapse strength was normalized according to the following equation [24]:
w
′
= w
βNin∑
w
(7)
where Nin is the number of all in-synapses of a single neuron and β with β ∈
(0, 1) is the scaling factor.
3. Recognition performance for the MNIST task
Our SNN model was trained on the MNIST dataset (training set: 60 000
samples; test dataset: 10 000 samples) (http://yann.lecun.com/exdb/mnist/)
using two training methods, i.e., simultaneous and layer-by-layer training. For
simultaneous training, the in-synapses of the hidden and SL layers were updated
simultaneously during the training process, whereas for layer-by-layer training,
the hidden layer was trained first, then the SL layer was trained with all in-
synaptic weights of the hidden layer fixed. In the inference stage, the most
active SL layer neuron was regarded as the inference label of the input sample.
Error rate on the test dataset was used to evaluate performance. No data
preprocessing was conducted, and we used a SNN simulator (GeNN) [51] to
simulate all experiments.
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For the model parameters, we set the simulation time step to 0.5 ms and the
presentation time of a single input sample to 350 ms, followed by a resting period
of 150 ms. Both τθ and α were tuned according to network size. The in-synaptic
and output synaptic (out-synaptic) weights of the excitatory neurons in the
hidden layer were in the ranges of [0, 1] and [0, 8], respectively. All initial weights
were set to corresponding maximum weights multiplied by uniform distributed
values in the range [0, 0.3]. The factor for synaptic scaling β was set to 0.1. The
firing rates of the input neurons were proportional to the intensity of the pixels
of the MNIST images [24]. We set maximum rates to 63.75 Hz after dividing the
maximum pixel intensity of 255 by 4. When less than five spikes were found in
the excitatory neurons of the hidden layer during 350 ms, the maximum input
firing rates were increased by 32 Hz. The firing rates of the SL layer neurons
were 200 Hz or 0 Hz according to the one-hot code in the SL training period.
To demonstrate the power of the proposed SL method for different network
sizes, we compared the results of our SL algorithm to the ‘Label Statistics’
algorithm used in previous study [24]. In this algorithm, an additional module
first calculates the most likely representation of a neuron for a special class of
input patterns, labels the neuron to the class during the training process, and
uses the maximum mean firing rates among all classes of labeled neurons for
inference in the test process.
We trained the model with different epochs of the training dataset for differ-
ent network sizes (3, 5, 7, 10, and 20 epochs for the excitatory neuron number of
the hidden layer Nhidden = 100, 400, 1600, 6400, and 10000, respectively). Dur-
ing the training process, the network performances for each training set of 10000
samples were estimated by the test dataset. Taking network sizes Nhidden = 400
and 6400 as examples, classifying accuracies converged quickly under the two
training methods (Figure 3). Figure 4 shows very high consistency between the
desired (label) and inferred (real) outputs in the SL layer.
The results for the different learning methods are summarized in Table 1.
Our two SL methods outperformed the ‘Label Statistics’ method for all small-
scale networks (Nhidden = 100, 400, and 1600). In addition, the ‘Layer-by-Layer’
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training method outperformed ‘Label Statistics’ for all network scales. The
best performance of our SL model (96.73%) was achieved in the largest network
under the ‘Layer-by-Layer’ training method. These results indicate that a SNN
equipped with biologically realistic plasticity rules can achieve good SL by pure
spike-based computation.
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Figure 3: Convergence property of networks with sizes Nhidden = 400 (A) and 6400 (B).
‘Layer-by-Layer’ curve in each figure represents SL performance under layer-by-layer training
using STDP to train in-synaptic weights of the hidden layer in an unsupervised manner and
then train out-synaptic weights in a supervised manner.
Network Size (Nhidden) 100 400 1600 6400 10000
Simultaneous SL 83.67%± 0.30% 91.13%± 0.05% 91.22%± 0.13% 95.89%± 0.14% 96.35%± 0.09%
Layer-by-layer SL 83.57%± 0.33% 91.41%± 0.15% 91.82%± 0.41% 96.28%± 0.10% 96.73%± 0.11%
Label Stat. 83.00%± 0.50% 91.02%± 0.23% 91.19%± 0.32% 96.02%± 0.08% 96.52%± 0.13%
Table 1: Performance for different sized networks with different classification and training
methods. ‘Simultaneous’ and ‘Layer-by-layer’ are two training methods for SL. ‘Label Stat.’
represents classification by the ‘Label Statistics’ method in the hidden layer, for details please
refer to [24]. We conducted five trials for each case and reported average accuracy in each
case. For network size Nhidden = 100, 400, 1600, 6400, and 10000, in Equation 5, τθ = 6 ×
106, 6 × 106, 8 × 106, 2 × 107 and 2 × 107, α = 8.4 × 105, 8.4 × 105, 1.12 × 106, 2 × 106 and
2× 106, respectively.
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Figure 4: Confusion matrix of test dataset results in the SL layer for the network with size
Nhidden = 6400. Darker pixel indicates stronger consistency between desired (label) and
inferred (real) outputs. Data were obtained for re-trained SL, as shown in Figure 3B.
4. Visualization of model clustering ability
To demonstrate the underlying mechanisms of our SL model in pattern recog-
nition tasks, we adopted the t-distributed Stochastic Neighbor Embedding (t-
SNE) method [52] to reveal the model’s clustering ability. The t-SNE is a
popular nonlinear dimensionality reduction method widely used for visualizing
high-dimensional data in low-dimensional space (e.g., two or three dimensions).
We visualized the original digit patterns (Figure 5A), spike activities of the
hidden layer (Figure 5B), and spike activities of the SL layer (Figure 5C) for
all samples in the test dataset. The separability of the output information of
the three layers in our model increased from the input to SL layer, indicating
that the SL layer served as a good classifier after training. To demonstrate why
our SL method achieved effective clustering for the hidden layer outputs, we
also applied t-SNE to reduce the dimensions of the out-synaptic weights of the
excitatory neurons. As shown in Figure 6, the clustering of the out-synaptic
weights of the excitatory neurons was highly consistent with the clustering of
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A B C
Figure 5: Visualization of original digit patterns (A), spike activities of hidden layer (B), and
spike activities of SL layer (C) for the MNIST test dataset using the t-SNE method. Each
dot represents a digit sample and is colored by its corresponding label information. Activities
were obtained from the case of the SL-Layer-by-Layer for Nhidden = 6400 (shown in Figure 3).
their label information using the ‘Label Statistics’ method. This explains why
our SL method achieved comparatively good performance as the ‘Label Statis-
tics’ method for the classification task, although our model did not require
‘Label Statistics’ computation outside the network to calculate the most likely
representation of a hidden neuron [24], instead realizing SL based solely on
computation within the network.
Figure 6: Visualization of the clustering ability of output synapses (out-synapses) of excitatory
neurons in the hidden layer (NE = 6400) to SL layer using the t-SNE method. Each dot
represents an excitatory neuron in the hidden layer and is colored by its label using ‘Label
Statistics’. Clustering of the out-synaptic weights of the excitatory neurons is highly consistent
with the clustering of their labels. Synaptic weights used here were from the case in Figure 5.
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5. Comparison with other SNN models
Current SNN models for pattern recognition can be generally categorized
into three classes: that is, indirect training [12, 13, 14, 15, 16, 17, 18, 19],
direct SL training with BP [11, 26, 20, 21, 22, 23, 53], and plasticity-based
unsupervised training with supervised modules [54, 24, 25]. Table 2 summaries
several previous SNN models trained and tested using the full training and
testing sets of the MNIST dataset.
Comparison with SNN models trained using BP. In previous stud-
ies with indirect training, ANNs were trained using the BP algorithm based
on activity rates and transformed to corresponding equivalent SNNs based on
firing rates. Although their performances were very good, they ignored the
temporal evolution of SNNs and spike-based learning processes. Thus, indi-
rect training provides very little enlightenment on how SNNs learn and encode
different features of inputs. For other studies using direct SL training, most
adopted the BP algorithm and calculated errors based on continuous variables,
e.g., membrane potentials (voltage), currents, or activity rates, to approximate
spike activities and achieve SL [11, 20, 21, 22, 23, 53]. For example, Zhang
et al. proposed a voltage-driven plasticity-centric SNN for SL [23], with four
learning stages required for training, i.e., equilibrium learning and voltage-based
STDP-like learning rule for USL as well as voltage-based BP for SL; however,
this resulted in the model being highly dissimilar to biological neuronal sys-
tems. Lee et al. pre-trained a multi-layer SNN system by STDP in an USL way
for optimal initial weights and then used current-based BP to re-train all-layer
weights in a supervised way [53]; however, this also resulted in the model being
bio-implausible due to the use of the BP algorithm.
Comparison with STDP-based models without BP. Several studies
have also proposed STDP-based training methods without BP. These previous
models adopted STDP-like plasticity rules for USL and required a special super-
vised module for SL, e.g., a classifier (SVM) [25], artificial label statistics outside
the network [54, 24], or additional supervised layer [26, 27, 28, 29]. However,
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the first two supervised modules are bio-implausible because their computing
modules are outside the SNNs, resulting in the SNNs having no direct rela-
tionship with SL [54, 24, 25]. For example, Beyeler et al. adopted a calcium
concentration-based STDP for SL [26], which showed considerably poorer per-
formance than that of our model. Hu et al. used an artificially modified STDP
with a special temporal learning phase for SL [27]; however, their STDP rule
was artificially designed and its internal mechanism was not well explained.
Shrestha et al. also adopted a specially modified STDP rule with exponential
weight change and extended depression window for SL in a SNN, with a similar
supervised module as ours, but performance was relatively poor (less than 90%)
[28]. Mozafari et al. used a mixed classic STDP and anti-STDP rule to generate
reward-modulated STDP with a remote supervised spike for SL, but they were
not able to provide biological evidence to explain this type of learning [29].
Detail comparison with STDP-based SNN model by Diehl and
Cook. Our model was inspired by the STDP-based SNN method proposed by
Diehl and Cook [24]. In their two-layer SNN, STDP is used to extract features
by USL and an additional computing module outside the SNN is used for label
statistics in the training process and classification in the testing process. In
our model, we achieved the same algebraic computation and reasoning using an
additional layer of spiking neurons instead of the outside-network computations,
thus achieving considerable progress in STDP-based SNN models for SL due
to the completely spike-based computations. Moreover, there were two other
improvements in the USL process in our model compared to that of Diehl and
Cook [24]. The first improvement was the novel sym-STDP rule rooted in DA-
STDP, with DA-STDP able to give a potential explanation for the SL processes
occurring in the brain. That is, we speculated that DA may be involved in
the SL process and that local synaptic plasticity could be changed to sym-
STDP during the whole training process. With the aid of the forced firing of
a supervised neuron by the incoming teacher signal, sym-STDP could establish
the relationship between the input and its teacher information after sufficient
training. The second improvement was the new dynamic threshold rule in Eq. 5,
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in which a decay factor for α was introduced, which could significantly improve
performance.
It should be noted that several other SNN training models have performed
classification tasks in other ways, but their recognition performance was rel-
atively poor [55, 56]. Recently, Xu et al. constructed a novel convolutional
spiking neural network (CSNN) model using the tempotron as the classifier and
attempted to take advantage of both convolutional structure and SNN temporal
coding ability [57]. However, their model only achieved a maximum accuracy of
88% on a subset of the MNIST dataset (Training samples: 500; Test samples:
100) when the network size equaled 1200; in contrast, our model achieved an
accuracy of 91.41% with Nhidden equal to 400 on the full MNIST dataset. This
indicates that our model could also work very well under small network size
constraints.
Thus, for the above reasons, our proposed sym-STDP based SNN model
could solve the lack of bio-plausible and high-performance SNN methods for
spike-based SL.
6. Robustness of our SL model
To demonstrate the robustness of our SL model, we also tested its perfor-
mance on Fashion-MNIST [58], a MNIST-like fashion product dataset with 10
classes. Fashion-MNIST shares the same image size and structure of the train-
ing and testing splits as MNIST but is considered more realistic as its images are
generated from front look thumbnail images of fashion products on Zalando’s
website via a series of conversions. Therefore, Fashion-MNIST poses a more
challenging classification task than MNIST. We preprocessed the data by nor-
malizing the sum of a single sample gray value because of high variance among
examples. We then made necessary parameter adjustments to the model men-
tioned earlier. Specifically, some class examples in Fashion-MNIST have more
non-zero pixels than MNIST, such as T-shirt, pullover, shirt, and coat. We
decreased β in Eq. 7 so as to reduce weights and offset the impact of excessive
16
Network model Learning method Training type (Un-)Supervised Accuracy
In-direct training
Deep LIF SNN
BP-ANN conversion Rate-based Supervised 98.37%
[13]
CSNN[14] BP-ANN conversion Rate-based Supervised 99.1%
Chip-based SNN [15] BP-ANN conversion Rate-based Supervised 99.42%
SDRN[19] BP-ANN conversion Rate-based Supervised 99.59%
Direct training
BP-STDP SNN[22] BP-STDP Rate-based Supervised 96.6%
Deep LIF-BA SNN
Broadcast Alignment Rate-based Supervised 97.05%
[21]
STBP SNN[11] Spatio-Temporal BP Rate-based Supervised 98.89%
VDPC SNN [23] Equilibrium learning + STDP Voltage-based Supervised 98.52%
Deep SNN[20] BP Voltage-based Supervised 98.88%
DCSNN[53] STDP + BP
Spike-based &
Supervised 99.28%
Current-based
Two-layer SNN[54] Rectangular STDP Spike-based Unsupervised 93.5%
Two-layer SNN [24] Exponential STDP Spike-based Unsupervised 95.0%
SDNN[25] STDP + SVM Spike-based Unsupervised 98.4%
Three-layer SNN[28] Specially modified STDP Spike-based Supervised 89.7%
MLHN[26] STDP with Calcium variable Spike-based Supervised 91.6%
Bidirectional SNN[27] Specially modified STDP Spike-based Supervised 96.8%
DCSNN[29] STDP + R-STDP Spike-based Supervised 97.2%
sym-STDP SNN (Ours) sym-STDP (DA-STDP) Spike-based Supervised 96.73%
Table 2: Comparison of classification performance between our SNN model and others on
the MNIST task. All models reported here were trained based on the full training dataset
and tested by the full testing dataset. LIF: Leaky integrate-and-fire; BP: Backpropa-
gation; CSNN: Convolutional spiking neural network; SDRN: Spiking deep residual net-
work; MLHN: Multi-layer hierarchical network; STBP: Spatio-temporal backpropagation;
VDPC: Voltage-driven plasticity-centric; BA: Broadcast alignment; SDNN: Spiking deep
neural network; SVM: Support vector machine; R-STDP: Reward-modulated STDP.
spike quantity. We trained our model under different network sizes (Nhidden
= 400 and 6400). The same evaluation criteria were applied, as shown in Ta-
ble 3, our model also performed well on the Fashion-MNIST task under both
two SL training methods. For example, the Layer-by-Layer training methods
achieved accuracies of 78.68% and 85.31% for network sizes 400 and 6400, re-
spectively. The best performance of our model is comparable with traditional
machine learning methods, such as SVM with linear kernel (83.9%) and multi-
layer perceptron (the highest accuracy reported was 87.1%) [58]. These results
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Network Size (Nhidden) 400 6400
Simultaneous SL 77.61%± 0.40% 84.70%± 0.24%
Layer-by-layer SL 78.68%± 0.27% 85.31%± 0.16%
Label Stat. 77.73%± 0.50% 84.89%± 0.21%
Table 3: Performance on Fashion-MNIST dataset for different sized networks with different
training methods. For network size Nhidden = 400 and 6400, τθ = 5 × 107 and 2 × 107,
α = 5× 106 and 2× 106, β = 0.05 and 0.025, respectively.
further confirm the robustness of our SL model.
7. Discussion
A neural network model with biological plausibility must meet three basic
characteristics, i.e., the ability to integrate temporal input and generate spike
output, spike-based computation for training and inference, and all learning
rules rooted in biological experiments. Here, we used the LIF neuron model,
with all learning rules (e.g., sym-STDP, synaptic scaling, and dynamic thresh-
old) rooted in experiments and computation based on spikes. Thus, the pro-
posed SNN model meets all the above requirements and is a true biologically
plausible neural network model.
However, how did our model obtain good pattern recognition performance?
This was mainly because the three learning rules worked synergistically to
achieve good feature extraction and generate the appropriate mapping from
input to output. The sym-STDP rule demonstrated a considerable advantage
by extracting the relationship of spike events, regardless of their temporal or-
der, in two connected neurons, with synaptic scaling able to stabilize total in-
synaptic weights and create weight competition among in-synapses of a neuron
to ensure that the suitable group of synapses became strong. Furthermore,
the dynamic threshold mechanism compelled a neuron to fire for matched pat-
terns but rarely for unmatched ones, which generated neuron selectivity to a
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special class of patterns. By combining the three bio-plausible plasticity rules,
our SNN model established a strong relationship between the input signal and
supervised signal after sufficient training, ensuring effective SL implementation
and good performance in the benchmark pattern recognition task (MNIST).
The proposed model also obtained good performance by training two layers
synchronously, whereas many previous SNN models require layer-by-layer or
multi-phase/multi-step training [25, 20, 21, 23, 27].
To explore the effect of different deep network structures, we also tested the
performance of our SL algorithm when adding or removing a hidden layer in our
network model. Taking NE = 100 as an example, the network model with no
hidden layer achieved a performance of only 57.74%, whereas the network model
with two hidden layers reached 81.65%, slightly lower than that achieved in the
network with one-hidden layer (83.57%). In deep ANNs, classification perfor-
mance is usually improved by increasing the number of hidden layers; however,
this phenomenon was not found in our model. In our model, each hidden layer
excitatory neuron has a global receptive field, which differs from that in deep
convolutional neural networks (CNNs), where each convolutional layer neuron
has a common local receptive field. A CNN needs more convolutional layers
to generate larger receptive fields and thus achieve a global receptive field in
the last layer; however, this is not required in our model. After training, the
global receptive field of a hidden-layer neuron resulted in a maximum response
of the neuron to a special category of input patterns, thus allowing hidden-layer
neurons to be easily divided into different classes. That is, unsupervised clus-
tering can be realized using just one hidden layer. A subsequent supervised
layer can then directly implement classification after training based on super-
vised label information. Therefore, in the framework of our network model,
it would be useless to promote performance by increasing hidden layers, and
also would harm performance by removing the hidden layer as the model can
only generate 10 special global receptive fields (by 10 supervised neurons) for all
60000 training patterns. Therefore, in our model, we increased the number of
hidden-layer neurons to improve performance rather than the number of hidden
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layers. As no more than 10 neurons usually responded to an input pattern in
the hidden layer, activity was so sparse that simple linear mapping from the
high-dimension activities in the hidden layer to the low-dimension activities in
the classification layer was possible, again indicating no need for further hidden
layers. Nevertheless, additional hidden layers may be necessary to improve per-
formance if the convolutional structure (local receptive fields) is adopted for the
network. We will explore convolutional SNNs to further verify the universality
of our SL algorithm in the future.
In our SNN model, DA was found to be a key factor for achieving SL.
Dopamine plays a critical role in different learning processes and can serve as a
reward signal for reinforcement learning [59, 60, 61, 62]. A special form of DA-
modulated STDP, different to the symmetric one used here, has been applied
for reinforcement learning in SNNs previously [63]; however, no direct experi-
mental evidence for this kind of STDP rule has yet been reported. Here, we
assumed that DA may also be involved in the SL process, with the symmet-
ric DA-STDP rule found in experiments to modify synaptic weights during SL.
Our work further indicated the potentially diverse functions of DA in regulating
neural networks for information processing. Moreover, even if this DA-involved
assumption is shown to be biologically unsound in the future, direct experimen-
tal evidence, i.e., identification of a sym-STDP without the need of DA in the
hippocampal CA3-CA3 synapses under slow-frequency stimulation [36], sup-
ports the bio-plausibility of the sym-STDP rule used in our model. It is worth
noting that the sym-STDP rule is a spiking version of the original Hebbian rule,
that is, ‘cells that fire together wire together’, and a rate-based neural network
with the Hebbian rule, synaptic scaling, and dynamic bias could be expected to
have similar classification abilities as our model. However, the performance of
the rate model may not be as high as that reported here. Further exploration
is needed using the simplified rate model with the original Hebbian rule.
Several SNN models have been developed to provide a general framework for
SNN learning, e.g., liquid state machine (LSM) [64] and NeuCube [65, 66]. The
LSM is a classic model of reservoir computing (RC) [67, 68, 69, 70, 64], which
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contains an input module, a reservoir module consisting of relatively large spik-
ing neurons with randomly or fully connected structure, and a readout module.
In a typical LSM, the low dimensional input, usually possessing spatiotemporal
information, is fed into the high-dimensional space of the reservoir to optimally
maintain a high-dimensional, dynamic representation of information as a short-
term memory when the state of the reservoir is at the edge of chaos. The
reservoir is then projected to the readout module where synaptic weights are
modified by learning methods. NeuCube is also a general SNN model similar
to a RC model, with both a similar network structure and ability to encode
spatiotemporal input as LSM [65, 66]. In NeuCube, the reservoir is a three-
dimensional-based structure and can dynamically evolve its weight structure
using unsupervised learning rules, which allows it to encode an input as a spe-
cial activity trajectory in the high-dimension activity space of the reservoir. In
the readout module of NeuCube, an evolving SNN (eSNN) is usually adopted
for classification [66], which can dynamically create a new output neuron for
clustering by evaluating the similarity between a new input and encoded in-
puts in Euler space. Our model is a general SNN model for SL. There are
some significant differences between our model and the two models. Firstly,
our learning rule (sym-STDP) is consistent for different layers across the whole
model, whereas NeuCube generally uses different learning rules for synapses in
the reservoir and out-synapses reservoir and the classic LSM only uses a learning
rule to adjust the weights of readout synapses from the reservoir with fixed inner
connections. Secondly, our model contains biologically plausible receptive fields,
which can be learned during training, whereas the concept of receptive fields is
ambiguous in NeuCube and LSM. Compared to the two models, however, our
model lacks the ability to process complex temporal information. Therefore, in
the future, it would be useful to construct a model possessing the advantages
of the above models to improve the ability to process complex spatiotemporal
information.
As the plasticity rules used here were based purely on local spike events,
in contrast with the BP method, our model not only has the potential to be
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applied to other machine learning tasks under the SL framework but may also
be suitable for online learning on programmable neuromorphic chips. Moreover,
our hypothesis regarding the function of DA in SL processing may serve as a
potential mechanism for synaptic information processing of SL in the brain,
which will need to be verified in future experiments.
The code is available at https://github.com/haoyz/sym-STDP-SNN.
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