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We study the interacting self-avoiding trail (ISAT) model on a Bethe lattice of general coordination
q and on a Husimi lattice built with squares and coordination q = 4. The exact grand-canonical
solutions of the model are obtained, considering that up to K monomers can be placed on a site
and associating a weight ωi for a i-fold visited site. Very rich phase diagrams are found with non-
polymerized (NP), regular polymerized (P) and dense polymerized (DP) phases separated by lines
(or surfaces) of continuous and discontinuous transitions. For Bethe lattice with q = 4 and K = 2,
the collapse transition is identified with a bicritical point and the collapsed phase is associated to
the dense polymerized phase (solid-like) instead of the regular polymerized phase (liquid-like). A
similar result is found for the Husimi lattice, which may explain the difference between the collapse
transition for ISAT’s and for interacting self-avoiding walks on the square lattice. For q = 6 and
K = 3 (studied on the Bethe lattice only), a more complex phase diagram is found, with two critical
planes and two coexistence surfaces, separated by two tricritical and two critical end-point lines
meeting at a multicritical point. The mapping of the phase diagrams in the canonical ensemble is
discussed and compared with simulational results for regular lattices.
PACS numbers: 61.41.+e,05.40.Fb,05.70.Fh
I. INTRODUCTION
When a polymer is placed in a solution, eventually,
as the temperature (or the solvent quality) is lowered,
it undergoes a transition from an extended (coil) to a
collapsed (globule) configuration, at the so called θ tem-
perature [1]. This transition is continuous and in the
parameter space of a grand-canonical formalism, it may
be identified as a tricritical point [2, 3].
In the standard lattice model to study this collapse
transition, the polymer is represented by a self-avoiding
walk (SAW) - where no site and no bond are visited
more than once - and the presence of the solvent is
taken into account in an effective manner by introducing
an attractive interaction between nearest neighbor (NN)
monomers which are not consecutive in the walk (we use
the terminology of monomers, placed on sites of the lat-
tice, connected by bonds which are on lattice edges). The
grand-canonical solution of this interacting self-avoiding
walk (ISAW) model on hierarchical (Bethe and Husimi)
lattices exhibits the expected tricritical point [4]. Exact
results for this model on regular two-dimensional lattices
lead to the tricritical exponents νθ = 4/7 [5], and it is
believed that νθ = 1/2 in 3D, corresponding to the clas-
sical (mean-field) value, since d = 3 is the upper critical
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dimension for a tricritical point [1, 3]. These exponents -
in the so-called θ-universality class - are also found when
interactions between next-nearest monomers are included
in the system [6, 7]. Interestingly, if the site (monomer)
interaction is replaced by a bond interaction (between
bonds on opposite edges of elementary squares) on the
square lattice, the phase diagram may change, due to
the appearance of a stable dense polymerized phase for
the model defined on a q = 4 Husimi lattice built with
squares [8] and on the square lattice [9].
An alternative to the two-site interactions of the ISAW
model is to consider walks which may pass more than
once through a lattice site, without any restriction on
bonds, and associate a negative energy to multiply occu-
pied sites. If up to K monomers are allowed to occupy
a site, we have the multiple monomer per site (MMS)
model proposed by Krawczyk et al. [10]. Monte Carlo
simulations of this model for K = 3 on the square lattice
suggest that it can display both continuous and discon-
tinuous coil-globule transitions [10]. However, exact so-
lutions of the MMS model on hierarchical lattices show
that the collapse transition is always continuous, but its
nature can be critical or tricritical, depending on the
energies involved [11, 12]. If the configurations of the
MMS model are restricted such that each edge of the lat-
tice is occupied at most by a single polymer bond, the
resulting walks are called interacting self-avoiding trails
(ISAT) [13]. Figure 1 shows the differences among ISAW,
ISAT and MMS chains. All SAW’s are valid configura-
tions of ISAT’s, and all ISAT’s are allowed in the MMS
model, so that the models are in an order of increas-
ing generalization. Notice that the maximum number of
monomers per site K in the MMS model can assume any
2FIG. 1: Three walks on the square lattice. From left to right:
a SAW, a SAT and a MMS configuration. The MMS walk and
trail shown here visit each lattice site at most twice. For trails
on the square lattice, this is the upper limit for the number
of visits of a site.
value, while for ISAT this maximal number will be q/2 or
(q− 1)/2 for even or odd coordination number q, respec-
tively. It is apparent in the figures that in all models the
chains are linear, that is, each monomer which is not an
endpoint is bonded to two other monomers. Neverthe-
less, the configurations of SAT resemble the ones found
in branched polymers (BP), where a monomer may be
bonded to more than two other monomers, which present
rich phase diagrams [15, 16]. Indeed, as will be discussed
below, on the Bethe lattice, BP with even ramification
can be mapped on the ISAT model.
When a site is visited more than once in the ISAT
model, there will be multiple ways to connect the in-
coming bonds, as may be seen in Fig. 1. If the trails
are not allowed to cross themselves, we have the vertex-
interacting self-avoiding walk (VISAW) model proposed
by Blo¨te and Nienhuis (BN) [14], whose coil-globule tran-
sition in two dimensions is associated to a different tricrit-
ical point, with νBN = 12/23 [17]. This model presents
a very rich phase diagram when the parameter space is
increased by including stiffness [18], so that the chains
are semi-flexible. In contrast, for the more general ISAT
model, where the trails are allowed to cross themselves,
there are no exact results and the nature of its collapse
transition is a subject of long debate in literature: while
some works present evidences of continuous collapse tran-
sition in BN [19] or “undetermined” [20–23] universal-
ity classes, the possibility of a discontinuous transition
was also suggested in [24]. It seems to be no surprise
that the inclusion of crossings in the BN model appar-
ently makes it no longer exactly solvable and may lead
to richer phase diagrams. For instance, if second neigh-
bor (diagonal) interactions are introduced in the square
lattice Ising model, since the lattice become non-planar,
no exact solutions are known and a quite rich phase dia-
gram is found, including a critical line with continuously
varying critical exponents [25].
In order to shed some light on these controversies, here
we solve the ISAT model on Bethe and Husimi lattices
considering that up to K monomers can be placed on
a site. Rich grand-canonical phase diagrams are found
with non-polymerized, regular polymerized and dense
polymerized phases separated by critical and coexistence
lines/surfaces. Particularly for lattice coordination q = 4
and K = 2, which is an approximation for the ISAT on
the square lattice, the solution on both lattices shows
that the collapse transition is associated to a bicritical
point. For the Bethe lattice with q = 6 and K = 3,
which mimics cubic or triangular lattices, two tricritical
and two critical lines meeting at a multicritical point are
found. The mapping of the phase diagrams in the canoni-
cal ensemble is discussed, as well as their similarities with
numerical results for regular lattices. Although of course
solutions on hierarchical lattices are not suited to answer
questions related to the universality class of phase transi-
tions, since they lead to classical exponents, they may be
useful to approximate the thermodynamic properties of
the models, such as their phase diagrams and the nature
of the phase transitions in the system.
The rest of this work is organized as follows. In Sec.
II, we define the model in more detail and present its
solution on the Bethe lattice in terms of recursion rela-
tions. The thermodynamic behavior of the model on this
lattice is discussed in Sec. III. The solution of the model
on a four-coordinated Husimi lattice is presented in sec-
tion IV. Final discussions and conclusions may be found
in Sec. V.
II. DEFINITION OF THE MODEL AND
SOLUTION ON THE BETHE LATTICE IN
TERMS OF RECURSION RELATIONS
We consider interacting self-avoiding trails (ISAT’s) on
the Bethe lattice (the core of a Cayley tree [26]) with ar-
bitrary coordination number q. In this model, at most
one polymer bond can occupy a lattice edge. However,
the lattice sites can be occupied by up to K distinguish-
able monomers. A statistical weight ωn is associated to
each site with n monomers. As usual, the endpoints of
the walks are placed on the surface of the tree. The sites
at the surface may be empty or have a monomer placed
on them, and the statistical weights of these two con-
figurations determine only the initial conditions of the
solution of the model on treelike lattices in terms of re-
cursion relations and, thus, they will have no influence on
its thermodynamic behavior. The grand-canonical parti-
tion function of the model will be given by:
Y =
∑
N1,N2,··· ,NK
ωN11 ω
N2
2 · · ·ωNKK (1)
where the sum is over all configurations of the walks on
the tree, while Nn is the number of sites visited n times
by the walks. In Fig. 2, an example of a Cayley tree
with three generations of sites is shown, with a particular
configuration of ISAT’s which contributes to the partition
function. As already noted, the maximum number of
monomers that can be placed on a site is limited by the
lattice coordination, being Kmax = q/2 or Kmax = (q −
1)/2 for even and odd q’s, respectively.
3FIG. 2: (Color online) A contribution to the partition func-
tion of the model on a Cayley tree with q = 4 and 3 gen-
erations. The weight of this contribution will be ω91ω
2
2 . The
endpoints of the walks are placed on the surface of the Cayley
tree.
To solve the model on the Bethe lattice we con-
sider rooted subtrees, defining partial partition functions
(ppf’s) for them. A lattice edge may be empty or oc-
cupied by a trail, thus we define two ppf’s g0 and g1
for empty and occupied root edges, respectively. Con-
sidering the operation of attaching q − 1 subtrees with
a certain number of generations to a new root site and
edge, we build a subtree with an additional generation.
The recursion relations for the two ppf’s are:
g′0 = g
q−1
0 +
K∑
n=1
(
q − 1
2n
)
(2n− 1)!
2n−1(n− 1)!ωng
q−2n−1
0 g
2n
1 ,
(2a)
g′1 =
K∑
n=1
(
q − 1
2n− 1
)
(2n− 1)!
2n−1(n− 1)!ωng
q−2n
0 g
2n−1
1 , (2b)
The first combinatorial factor in the expressions corre-
sponds to the number of ways to choose the incoming
bonds among the edges of the lattice, while the second
term accounts for the number of ways to connect the in-
coming and the root bonds. These recursion relations,
apart from the combinatorial factors, are identical to
the ones obtained for branched polymers (BP) on the
Bethe lattice [16], with the difference that the statistical
weights (defined as Kn there) are associated to sites with
n branches. As basically the thermodynamic properties
of the model are obtained from the recursion relations,
both models have similar behaviors, with some changes
of variables (for even n’s). However, while Banchio and
Serra [16] restricted their analysis of the BP model for
cases with two non-vanishing weights Km and Kn only,
here we will concentrate our attention mostly on the gen-
eral case of the K = 3 ISAT model with non-vanishing
weights ω1, ω2 and ω3 for q = 6, to compare with sim-
ulational results for ISAT’s on the cubic and triangular
lattices.
Usually, the partial partition functions diverge when
the number M of iterations (generations of the subtree)
increases indefinitely. Thus, it is appropriate to define
the ratio of them R = g1/g0, which is expected to remain
finite in the thermodynamic limit (M →∞) at least for
some range of the weight parameters (ωi) for which the
density of empty sites on the lattice does not vanish. The
recursion relation for the ratio is:
R′ =
∑K
n=1
(
q−1
2n−1
) (2n−1)!
2n−1(n−1)!ωnR
2n−1
1 +
∑K
n=1
(
q−1
2n
) (2n−1)!
2n−1(n−1)!ωnR
2n
. (3)
The properties of the model in the thermodynamic limit
will be defined by a stable fixed point of the recursion
relation R′ = R. The fixed point is linearly stable if
∂R′
∂R
< 1. (4)
The grand-canonical partition function of the model
on the Cayley tree may be obtained if we consider the
operation of attaching q subtrees to the central site of
the lattice, in a similar way as we used to derive the
recursion relations for the ppf’s. The result is:
Y = gq0y, with y = 1+
K∑
n=1
(
q
2n
)
(2n− 1)!
2n−1(n− 1)!ωnR
2n.
(5)
The fraction of configurations with n monomers on the
central site of the tree, which corresponds to the Bethe
lattice result, is given by
ρn =
ωn
Y
∂Y
∂ωn
=
ωn
y
(
q
2n
)
(2n− 1)!
2n−1(n− 1)!R
2n (6)
and the total density of monomers on the lattice is
ρ =
1
K
K∑
n=1
nρn. (7)
The free energy of the model on the Bethe lattice is
different from the one on the whole Cayley tree, since the
contribution of the surface sites is discarded. Applying
an ansatz proposed by Gujrati [27], which may also be
obtained considering the bulk and surface contributions
to the free energy [12], the reduced free energy per site
for the Bethe lattice is:
φb = −1
2
ln
(
YM+1
Y
(q−1)
M
)
, (8)
in the limit of M → ∞. Thus, from Eqs. (2a) and (5)
we find
φb = −1
2
ln


[
1 +
∑K
n=1
(
q−1
2n
) (2n−1)!
2n−1(n−1)!ωnR
2n
]q
[
1 +
∑K
n=1
(
q
2n
) (2n−1)!
2n−1(n−1)!ωnR
2n
](q−2)

 .
(9)
4It may be useful to recall that the grand-canonical po-
tential Φ = −pV , so that:
φb =
Φ
kBTN
= − pv0
kBT
, (10)
where N is the number of sites in the lattice and v0 is
the volume per site.
III. THERMODYNAMIC PROPERTIES OF THE
MODEL ON THE BETHE LATTICE
It is easy to see in Eq. (3) that R = 0 is always a fixed
point of the recursion relation. From Eqs. (6) and (7),
ρi = 0 and ρ = 0 is obtained for R = 0, so that this
corresponds to a non-polymerized (NP) phase. Applying
condition (4) to this fixed point, one see that it is stable
for ω1 6 1/(q−1). Furthermore, from Eq. (9), φ(NP )b = 0
is found.
Another possibility is that a fixed point is found for
which R → ∞. Expanding the recursion relations (3)
for large values of the ratio R, one notice that in general
this fixed point will not be reached, since R′ is of the
order of R−1 in this limit. However, for trees with even
values of q and for K = Kmax = q/2 the last term in the
denominator of the recursion relation vanishes, and then
R′ =
ωq/2
ωq/2−1
R+O(R−1), (11)
so that this fixed point will be stable if
ωq/2
ωq/2−1
≥ 1. Re-
placing the ratio R → ∞ in the Eq. (6), ρn = δn,q/2
is found, so that all sites of the lattice are occupied by
q/2 monomers in this dense polymerized (DP) phase and
therefore all lattice edges are occupied by one bond. Ac-
tually, it is easy to obtain the free energy associated to
this phase on any lattice, since every site will be occu-
pied by q/2 monomers and all qN/2 edges of the lattice
have bonds on them, so that it is necessary to consider
only the number of ways to form pairs with the incoming
bonds on each site. The result is:
φ
(DP )
b = − ln
(
(q − 1)!
2q/2−1(q/2− 1)!ωq/2
)
. (12)
On the Bethe lattice, this result may also be obtained
writing a recursion relation for S = 1/R and studying
the trivial fixed point S = 0. The free energy Eq. (9)
may be written in terms of S and the result above for
the free energy of the DP phase (Eq. (12)) is reobtained.
Since φ
(NP )
b = 0, a NP-DP coexistence surface (where
φ
(DP )
b = φ
(NP )
b ) is expected to be located at
ωq/2 =
2q/2−1(q/2− 1)!
(q − 1)! , (13)
as indeed we will find below.
Finally, there may be other fixed points with non-
vanishing and finite values of the ratio R, which may
be found solving the polynomial fixed point equation for
positive roots. This polymerized (P) phase in general
corresponds to partial occupation of the lattice by the
trails.
A. Case of at most one monomer per site (K = 1)
For K = 1, the SAW problem is recovered. This case
has been studied before [28], but we will briefly describe
it here for completeness. Besides the NP fixed point, the
recursion relation (3) has the additional fixed point:
RP =
√
(q − 1)ω1 − 1(
q−1
2
)
ω1
, (14)
which is associated to a polymerized phase. This phase is
stable for ω1 > 1/(q−1), so that a continuous polymeriza-
tion transition occurs at the critical point ω1 = 1/(q−1).
Since for q = 3 onlyK = 1 is possible, this is the phase di-
agram of the ISAT model for this coordination number.
For q = 3, ISAT’s are equivalent SAW’s, as expected.
It is also noteworthy that in the branched polymer (BP)
model there exists the case of 3 branches for q = 3, which
can not be mapped on ISAT model. We see that, even
on Bethe lattice, these two models are not equivalent in
general.
B. Case of at most two monomers per site (K = 2)
When at most two monomers may occupy the same
site, the fixed point equation for finite and non-vanishing
values of the ratio R is the biquadratic equation:
3
(
q − 1
4
)
ω2R
4 + 3
(
q − 1
3
)(
ω1
q − 3 − ω2
)
R2
+ 1− (q − 1)ω1 = 0. (15)
For q = 4, the first coefficient vanishes and the polymer-
ized fixed point is
RP =
√
3ω1 − 1
3(ω1 − ω2) , (16)
which admits real (physical) values only in the regions (I )
ω1 6 1/3 and ω2 > ω1, and (II ) ω1 > 1/3 and ω2 < ω1.
The line ω1 = ω2 is a stability limit of the phase P, since
J ≡ (∂R′/∂R)RP = 1 along it. In region I, the P phase is
unstable (J > 1) and, thus, the P phase does not coexist
with the NP phase. This is different from what is seen
in the solution of the ISAW model on the Bethe lattice
[8], where a NP-P coexistence line exists in this region.
In region II the P phase is stable (J < 1), with J = 1 at
ω1 = 1/3. Therefore, the line ω1 = 1/3 with ω2 6 ω1 is
a critical line separating the NP and P phases.
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FIG. 3: (Color online) Phase diagram for q = 4, with K = 2.
The full vertical (red) and slanted (blue) lines are the P-NP
and P-DP critical lines, respectively. The NP and DP phases
coexist on the dashed (black) line. The (black) circle is the
bicritical point.
Recalling that the DP phase (R → ∞) is stable for
ω2 ≥ ω1, we notice that the stability limit of the P phase
coincides with the one of the DP phase at ω2 = ω1, so
that there is a continuous transition between these phases
there (for ω1 > 1/3). When ω1 6 1/3 and ω2 > ω1, both
NP and DP phases are stable, therefore these two phases
coexist in this region. According to Eq. (13), for q = 4,
the coexistence line is given by ω2 = 1/3.
These results are summarized in the phase diagram
shown in Fig. 3, which is similar to the one for BP model
in the case where the sites of the polymers are constrained
to have only two or four incoming bonds [16]. A bicrit-
ical point is located at ω1 = ω2 = 1/3, where the two
critical lines (NP-P) and (DP-P) meet the (NP-DP) co-
existence line. The fact that the two critical lines meet
at a finite angle indicates that the crossover exponent ϕ
associated to this bicritical point is equal to one, which is
the classical value for this exponent, as expected. In con-
trast, in the ISAWmodel a tricritical (θ) point is found in
the phase diagram. Therefore, the fact that the collapse
transition is of bicritical nature found here is in agree-
ment with several works on square lattice showing that
the universality classes of the collapse transition of the
ISAT and the ISAW models are different [19–23].
For q > 4, the first term in Eq. (15) does not vanish,
leading to a biquadratic equation, whose physical solu-
tions are:
R± =
[
1
6b4ω2
(
A±
√
B
)]1/2
, (17)
where
A ≡ 3b3ω2 − b2ω1,
B ≡ A2 + 12b4ω2 [(q − 1)ω1 − 1] ,
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FIG. 4: (Color online) Phase diagram for q = 6, with K =
2. The full (vertical) and the dashed lines are the critical
and coexistence lines, respectively. The circle is the tricritical
point.
and the bi’s are binomial coefficients
bi ≡
(
q − 1
i
)
.
The first condition for these roots to be real is thatB > 0,
which is satisfied for all ω2 if ω1 > 1/(q − 1). However,
in this region
√
B > A, so that R− is complex. For
ω1 6 1/(q−1), both R+ and R− admit physical solutions,
but the last one is always unstable (J > 1, for all ω2 in
this region). On the other hand, the solution R+ for large
enough ω2 is stable in this region and this polymerized
(P) phase coexists with the NP one. Although we were
not able to obtain a general expression for the limit of
stability of the P phase in general, for a given q it can
be easily calculated. For instance, for q = 6, we find
J 6 1 for ω2 > 1/30 + ω1/6 +
√
1 + 10ω1 − 75ω21/30
when ω1 6 1/5, and J < 1 for all ω2 for ω1 > 1/5. At
ω1 = 1/5, for ω2 6 1/15, we have R+ = 0 and J = 1,
so that the NP and P limits coincide and there exists
a critical line ending at a tricritical point (TCP). This
point can be obtained in general (for q > 4). The result
is:
ωTCP1 =
1
q − 1 , ω
TCP
2 =
1
q2 − 4q + 3 . (18)
Above the TCP there exists a coexistence line. For
q = 6, the condition φP = φNP = 0 leads to ω2 =
1/15 + (2/45)
√
3− 15ω1. The resulting phase diagram
for this coordination number is depicted in Fig. 4 and
similar ones are found for any q > 4.
C. Case of at most three monomers per site
(K = 3)
In this case, we will solve the fixed point equation only
for the case q = 6, which is an approximation for ISAT’s
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FIG. 5: (Color online) Phase diagrams for q = 6, with K = 3
and several values of ω3 < 1/15. The full (vertical) line repre-
sents the critical plane separating the NP and P phases. The
circle indicate a tricritical line (TCL). The dashed lines rep-
resent the NP-P coexistence surface, from the top-to-bottom,
lines for ω3 = 0, 0.02, 0.04 and 0.06 are shown.
on triangular and cubic lattices. The finite and non-
vanishing fixed point values of the ratio R are the solu-
tions of the biquadratic equation:
15(ω2 − ω3)R4 + 10(ω1 − 3ω2)R2 + 1− 5ω1 = 0. (19)
We will initially present some details of the general phase
diagram by discussing slices at fixed values of ω3, ω2, and
ω1.
1. Phase diagrams for fixed ω3
Obviously, for ω3 = 0, the case K = 2 above is recov-
ered, so that the plane ω1−ω2 of the (three-dimensional)
phase diagram is the one shown in Fig. 4. For ω3 > 0,
it is not possible to obtain all critical and coexistence
lines/surfaces analytically, but it is easy to determine
them numerically. Figure 5 shows phase diagrams for
several values of ω3 < 1/15, which are qualitatively iden-
tical to the one obtained for ω3 = 0. Actually, only the
NP-P coexistence lines change, forming thus a curved
NP-P coexistence surface. Since the NP-P critical line
stays at the same position, there exists a NP-P critical
plane located at ω1 = 1/5, which meets the coexistence
surface at a tricritical line (TCL) at ω2 = 1/15. Notice
that, although the DP phase is stable for ω3 > ω2, for
ω3 < 1/15 the NP phase has a smaller free energy.
As will be shown below, exactly at ω3 = 1/15 there
exists a NP-DP coexistence plane limited by two critical-
end-point lines, where the NP-P critical and coexistence
surfaces end. Moreover, there is also a multicritical point
on this plane where the TCL ends.
Phase diagrams (not shown) for (fixed) ω3 > 1/15
present P-DP continuous and discontinuous transition
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FIG. 6: (Color online) Phase diagrams for q = 6, with K = 3
and several ω2 < 1/15. The full vertical (red) line repre-
sents the critical P-NP plane. The dashed horizontal (black)
line indicates the coexistence surface of NP and DP phases.
The dashed (blue) lines are P-DP coexistence lines, from the
bottom-to-top, for ω2 = 0.0, 0.02, 0.04 and 0.06. The (violet)
circle represents the NP-P critical end-point line.
lines meeting at a tricritical point (different from the
NP-P one already discussed), so that there are also crit-
ical and coexistence P-DP surfaces as well as a second
tricritical line in the 3D phase diagram. This will be
demonstrated below.
2. Phase diagrams for fixed ω2
Considering ω2 = 0 in Eq. (19), besides the two fixed
point values R = 0 (NP) and R→∞ (DP), we have two
other positive solutions of the fixed point equation:
R± =
(
5ω1 ±
√
(5ω1)2 + 15ω3(1− 5ω1)
15ω3
)1/2
, (20)
but R+ is unstable along the whole phase diagram. In
the region ω1 < 1/5, the solution R− is unphysical. At
ω1 = 1/5, we have R− = 0 and J(R−) = 1, leading
to the expected NP-P critical line. For ω1 > 1/5, the
solution R− (the P phase) is physical and stable for ω3 6
5ω21/3(5ω1 − 1). Notice that this stability limit diverges
when ω1 → 1/5 and, thus, the NP-P critical line, at ω1 =
1/5, exists for ω3 in the interval [0,∞). As discussed
above, the DP phase is stable for ω3 > ω2, which in
the present case means that this phase is stable in the
whole ω1 − ω3 plane, except at ω3 = 0. The NP-DP
coexistence line (CL), given by Eq. (13), is located at
ω3 = 1/15 (for ω1 6 1/5). The coexistence line between
P-DP phases, obtained equating their free energies, is
given by ω3 =
(
2− 15ω1 + 2
√
15ω1(5ω1 − 1) + 1
)
/15,
for ω1 > 1/5. This line meets the NP-DP coexistence
line tangentially at ω1 = 1/5 and ω3 = 1/15, which is
a critical end-point (CEP), where the NP-P critical line
7becomes metastable. These results are summarized in
the phase diagram shown in Fig. 6. For ω2 > 0, the
spinodals of the P phase (not shown in the figure) as well
as the P-DP coexistence line were obtained numerically.
In the region ω2 < 1/15 the same qualitative behavior
seen for ω2 = 0 is found and only the P-DP coexistence
line changes (see Fig. 6). Therefore, the curved P-DP
and the plane NP-DP coexistence surfaces meet at a line
of CEP located at ω1 = 1/5 and ω3 = 1/15. This line
ends when it meets the tricritical one, at the multicritical
point at ω1 = 1/5 and ω2 = ω3 = 1/15.
3. Phase diagrams for fixed ω1
For ω1 = 0, Eq. (19) has the positive roots
R± =
(
15ω2 ±
√
(15ω2)2 − 15(ω2 − ω3)
15(ω2 − ω3)
)1/2
, (21)
but the solution R− is unstable in the whole ω2 − ω3
plane. Notice that in the region I (ω3 < −15ω22 + ω2)
both solutions are non-physical. It is easy to see that
R+ diverges when ω2 → ω3 and, indeed, it is stable for
ω3 6 ω2 (except in region I ), corresponding to a poly-
merized (P) phase. This stability limit coincides with
the one of DP phase, so that a DP-P critical line exists
at ω3 = ω2. For ω2 < 1/15, the NP-DP phases coexist
at ω3 = 1/15, while for ω2 > 1/15 the NP-P coexis-
tence line is given by ω3 = −45ω22/4 + 3ω2/2 + 1/60,
which meets (tangentially) the NP-DP coexistence line,
at ω3 = ω2 = 1/15. At this point the P-DP critical line
becomes metastable, so that it is also a critical end-point.
The resulting phase diagram is shown in Fig. 7(a). For
any ω1 in the range [0, 1/5), the same behavior is found,
and only the NP-P coexistence surface changes, as ex-
pected (see Fig. 7(a)). Therefore, we find the expected
NP-DP coexistence plane, at ω3 = 1/15 (for ω2 6 1/15).
Moreover, the stability limits of the P and DP phases
still meet at ω3 = ω2, giving rise to a critical P-DP plane
there, for ω2 > 1/15. This plane ends at a critical end-
point (CEP) line, at ω3 = ω2 = 1/15, where also the
NP-P and NP-DP coexistence surfaces meet. This CEP
line also ends at the multicritical point.
At the plane ω1 = 1/5, which is the stability limit of
the NP phase, Eq. (19) has the polymerized solution
R =
√
10(3ω2 − 1/5)
15(ω2 − ω3) , (22)
which is stable for ω3 6 ω2 and ω2 > 1/15. The phase
diagram at this plane is shown in Fig. 7b.
For ω1 > 1/5, the NP phase becomes unstable and only
P-DP transitions are found in the phase diagram. As ex-
pected from the results above, for small ω2 this transition
is discontinuous, but it becomes continuous at a tricriti-
cal point, as shown in Fig. 7c (for ω1 = 1/4). Therefore,
the P-DP critical and coexistence surfaces meet at a (sec-
ond) tricritical line.
0.00 0.05 0.10 0.15
ω2
0.00
0.05
0.10
0.15
ω
3
DP
P
NP
ω1= 0ω1= 0.199
CEP
(a)
0.00 0.05 0.10 0.15
ω2
0.00
0.05
0.10
0.15
ω
3
DP
P
NP-P critical
plane TCL
MCP
CEPL
(b)
0.00 0.05 0.10 0.15
ω2
0.00
0.05
0.10
0.15
ω
3
DP
P
TCP
(c)
FIG. 7: (Color online) Phase diagrams for q = 6, with K = 3
and (a) several values of ω1 < 1/5, (b) ω1 = 1/5 and (c)
ω1 = 0.25. In (a) the full (slanted, blue) and dashed (hori-
zontal, black) lines represent the critical P-DP and the coex-
istence NP-DP planes, respectively. The dashed (red) lines
constitute the P-NP coexistence surface, from the right-to-
left, lines for ω1 = 0, 0.08, 0.16 and 0.199 are shown. In (b),
at the multicritical point (black square), the P-NP critical
end-point line (horizontal, violet), the tricritical P-NP line
(vertical, red) and the critical P-DP line (slanted, blue) meet.
In (c), at the tricritical point (circle) the critical (solid) and
coexistence (dashed) P-DP lines meet.
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FIG. 8: (Color online) Phase diagram for q = 6, with K = 3
and ω = ω2 = ω3. At the multicritical point (black square)
meet the P-DP critical end-point line (horizontal, green), the
critical P-NP line (vertical, red) and the P-DP tricritical line
(slanted, blue).
4. Phase diagram for ω2 = ω3
Since the second tricritical line is located at the ω3 =
ω2 plane, we will find the phase diagram related to it.
In this case, Eq. (19) reduces to a quadratic polynomial,
whose polymerized solution is
R =
√
5ω1 − 1
10(ω1 − 3ω) , (23)
where ω ≡ ω2 = ω3. As expected, for ω1 > 3ω, R = 0
when ω1 = 1/5 and J(R) = 1. More important, in the
region ω1 > 1/5, R diverges and J(R) → 1 when ω =
ω1/3, which is the tricritical line. This phase diagram is
depicted in Fig. 8.
5. Three-dimensional phase diagram
In summary, at the multicritical point the two tricrit-
ical lines and two critical end-point lines meet. The first
ones separate critical and coexistence surfaces between
P-NP and P-DP phases. These two critical surfaces are
also limited by their corresponding CEP lines. The re-
sulting three-dimensional phase diagram is depicted in
Fig. 9.
IV. SOLUTION OF ISAT ON A HUSIMI
LATTICE FOR K = 2 AND q = 4
There are no closed paths on a Cayley tree, and there-
fore this is true also for the Bethe lattice. Thus, on
these lattices, any random walk is a self avoiding walk.
This may lead to results for the thermodynamic behavior
FIG. 9: (Color online) Sketch of the three dimensional phase
diagram for q = 6 with K = 3. Colors and line type follow
the same definitions from the previous figures.
which are qualitatively different from the ones found on
regular lattices. A particular example, mentioned above,
is the branched polymer model, which presents a bicrit-
ical behavior similar to the one shown in Fig. 3 when
considered on the Bethe lattice with q = 4. However,
its solution on a Husimi lattice built with squares (and
q = 4) yields a phase diagram where the bicritical point
gives place to a critical-end-point and a tricritical point
[16]. It is therefore very important to obtain the ther-
modynamic behavior of the K = 2 ISAT model on a
q = 4 Husimi lattice, to find out if the phase diagram
also presents a similar change. We remark that, while
the interchanging of crossing and colliding trails in the
ISAT model on the Bethe lattice introduces only a coef-
ficient in the recursion relation, on the Husimi lattice the
existence of loops, even limited to squares, may forbid
some configurations, breaking such equivalence between
crosses and collisions.
The four coordinated Husimi tree, with three genera-
tions of squares, is shown in Fig. 10, with two ISAT’s
placed on it. The solution of the model on the Husimi
tree is done obtaining recursion relations for the partial
partition functions on rooted subtrees, defined by the
configurations of the site at their root. Four root config-
urations are needed, as shown in Fig. 11. We notice that
it is necessary to distinguish between the ppf’s 2 and 3:
in the first the two bonds reaching the root site belong to
different chains, starting at different sites of the surface
of the tree, while in the second they are part of the same
chain. This distinction is important to assure that no
configuration with rings will be allowed in the model.
By considering the operation of attaching three sub-
trees to a new root square, the following recursions rela-
9FIG. 10: (Color online) A contribution to the partition func-
tion of the model on a Husimi tree with q = 4 and 3 gen-
erations of squares. The weight of this contribution will be
ω81ω
2
2 . The endpoints of the walks are placed on the surface
of the tree.
tion for the ppf’s are found:
g′0 = a
3 + 2ab2 + b2c, (24a)
g′1 = 2a
2b+ 2abc+ 2bc2 + 2b3, (24b)
g′2 = ab
2 + 2b2c+ c3 − d3, (24c)
g′3 = d
3, (24d)
where
a = g0 + ω1g2, (24e)
b = ω1g1, (24f)
c = ω1g0 + ω2(3g2 + 2g3), (24g)
d = ω1g0 + ω2(g2 + 2g3). (24h)
Defining the ratios Ri = gi/g0, we obtain the following
FIG. 11: (Color online) Definition of the root sites on the
Husimi lattice. The thick (red) lines indicate incident bonds.
The difference between g2 and g3 is that in the last (first) one
the incident bonds are (not) connected.
recursion relations for them:
R′1 =
2B(A2 +B2 + C2 +AC)
E
, (25a)
R′2 =
AB2 + 2B2C + C3 −D3
E
, (25b)
R′3 =
D3
E
. (25c)
where
E = A3 + 2AB2 +B2C, (26)
and
A = 1 + ω1R2, (27a)
B = ω1R1, (27b)
C = ω1 + ω2(3R2 + 2R3) (27c)
D = ω1 + ω2(R2 + 2R3). (27d)
The partition function of the model on the Husimi tree
is obtained considering the operation of attaching four
subtrees to the central square. The result is:
Y = g40[A
4+4B2(A2+AC+C2)+2B4+C4−D4]. (28)
The densities of sites occupied by one or two monomers
are given by:
ρ1 =
ω1
4Y
(
∂Y
∂ω1
)
, (29a)
ρ2 =
ω2
4Y
(
∂Y
∂ω2
)
, (29b)
where the ratios should have their fixed point values for
the given statistical weights ω1 and ω2.
The free energy per square of the model on the Husimi
lattice, which is the bulk of the Husimi tree, is again
obtained using Gujrati’s prescription described above:
φb = − lim
M→∞
1
2
ln
(
YM+1
Y 3M
)
= − ln
[
(A3 + 2AB2 +B2C)2
A4 + 4B2(A2 +AC + C2) + 2B4 + C4 −D4
]
.(30)
Notice that these RR’s can not be mapped on the ones
for branched polymers [16], due to the existence of closed
paths in the Husimi lattice. Despite this distinction, they
have similar fixed points and thermodynamic phases:
i) R1 = R2 = 0 and R3 > 0, which leads to ρ1 = ρ2 = 0
and φb = 0 and, thus, is a non-polymerized phase.
ii) R1 > 0, R2 > 0 and R3 > 0. In this polymerized
phase all densities are non-vanishing. It will be called P1
here.
iii) R1 = 0, R2 > 0 and R3 > 0. This is also a polymer-
ized phase, but more asymmetric than P1, typically with
ρ1 ≪ 1 and ρ2 ≈ 1. This phase is similar to the dense
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FIG. 12: (Color online) Phase diagram for the ISAT model
on a Husimi lattice built with squares and coordination q = 4.
The full vertical (red) and slanted (blue) lines are the P1-NP
and P1-P2 critical lines, respectively. The NP and P2 phases
coexist on the dashed (black) line. The (black) circle is the
bicritical point.
one of Bethe lattice solution, however, it is not strictly
dense, since, in general, ρ1 6= 0 and ρ2 6= 1. Therefore,
we will refer to it as the P2 phase.
In contrast to the Bethe solution, here, all stability
limits and coexistence lines have to be determined nu-
merically. Continuous P1-NP and P1-P2 transition lines
are found, while a coexistence line exists between the NP
and P2 phases. All these lines meet at a bicritical point
(BC) located at ω1 = ω2 ≃ 0.333333. This point is prob-
ably ω1 = ω2 = 1/3, exactly as in Bethe lattice, but we
can not prove this analytically. These results are sum-
marized in Fig. 12, where the only difference observed
when compared to the Bethe lattice diagram (Fig. 3) is
that the transition lines are no longer linear.
V. FINAL DISCUSSIONS AND CONCLUSIONS
The solution of the ISAT model on the Bethe lattice
presented here confirms that the nature of collapse tran-
sition in this model can be, indeed, different from the
one found for ISAW’s (the θ class), depending on the in-
terplay between the number of monomers allowed on a
site (K) and the coordination q of the lattice. For in-
stance, for K = Kmax = q/2, which is the case always
considered on regular lattices, beyond a non-polymerized
(NP) phase and a regular polymerized (P) phase, a sta-
ble dense polymerized (DP) phase may also exist. On
the Bethe lattice, in this phase all sites of the lattice are
occupied by Kmax monomers.
For q = 4 and K = 2, the P-NP critical line ends at
a bicritical point, instead of the tricritical (θ) point ob-
served in the ISAW and MMS models. This bicritical
behavior is different from all previous conjectures about
the ISAT collapse transition on the square lattice, as dis-
cussed in the Introduction. It is important to recall that
the same result has been found for the branched poly-
mer (BP) model on the Bethe lattice, but on a Husimi
lattice built with squares - which is a more realistic ap-
proximation to the square lattice - a different phase di-
agram was found, with the bicritical point given place
to a critical endpoint and a tricritical point [16]. In con-
trast, for the ISAT model on the Husimi lattice built with
squares we found a phase diagram very similar to the one
for the Bethe lattice (Fig. 3): the bicritical point is still
present, and the only difference is the dense phase, which
becomes a polymerized phase, but with asymmetric den-
sities ρ1 ≪ ρ2. This suggests that the collapse transition
in the ISAT model on the square lattice may in fact be
of bicritical nature.
It is also important to note that these results for ISAT’s
are very different from the ones for the MMS model (with
K = 2), where a tricritical point was found [11]. This
shows that the restriction in the bonds is more important
to determine the thermodynamic behavior of ISAT than
the multiple visit of sites. Interestingly, for K = 2 and
q > 4, the critical P-NP line ends at a tricritical point for
the ISAT model, similarly to ISAW and MMS models.
This may be compared with what happens for ISAW’s
with interactions between bonds: on the q = 4 Husimi
lattice the collapse transition is a critical endpoint, it
becomes the usual tricritical point on a q > 4 Husimi
tree. We have, however, not studied the present model
on Husimi trees with q > 4.
Considering q = 6 and K = 3, a very rich phase dia-
gram is found for Bethe lattice, with two tricritical (TC)
lines separating the critical and coexistence P-NP and
P-DP surfaces. Moreover, two critical end-point (CEP)
lines are also present in the phase diagram, where the
critical surfaces end. All these lines meet at a multicrit-
ical point (MCP) located at ω1 = 1/5, ω2 = ω3 = 1/15.
We recall that in the MMS model (with K = 3) on the
Bethe lattice there is also a critical NP-P surface lim-
ited by a TC line and a CEP line, both meeting at a
MCP [12]. In the version of the model where immediate
reversal of the walk is forbidden the MCP is located at
ωi = 1/(q − 1)i [12], differing from the location in ISAT.
More important, in MMS model there is not a DP phase
and the NP phase is limited by surfaces of continuous and
discontinuous transitions to regular polymerized phases.
In order to compare our results with simulations of
ISAT on regular lattices, our grand-canonical phase dia-
grams can be mapped in canonical ones. As discussed in
Ref. [12], in the canonical situation, the polymer chain
is placed on an (effectively) infinite lattice, so the poly-
mer (a polymerized phase) exists together with the empty
lattice (a non-polymerized phase). Therefore, this corre-
sponds to the surfaces limiting the NP phase in our di-
agrams. Moreover, identifying ω1 as the fugacity of the
monomers, we must have ω2 = ω
2
1e
β1 and ω3 = ω
3
1e
β2 ,
so that β1 = ln
[
ω2/ω
2
1
]
and β2 = ln
[
ω3/ω
3
1
]
are the
canonical variables. Figure 13(a) shows the canonical
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FIG. 13: (Color online) Canonical phase diagrams for (a)
q = 4 with K = 2 and (b) q = 6 with K = 3. In (b), the
vertical (red), horizontal (violet) and slanted (green) lines are
the P-NP TCL, P-NP CEPL and P-DP CEPL, respectively,
which meet at the multicritical point (black square).
diagram for q = 4 and K = 2 and, as expected, increas-
ing β1 a collapse transition takes place at the bicritical
point. However, for β1 > β
∗
1 , instead of a globule (liquid-
like) phase (due to a NP-P coexistence), we have found a
dense (crystal-like) phase (due to a NP-DP coexistence).
A dense phase has also been found in recent studies on
generalized ISAT models on regular lattices [29–31] and
is usually called a crystal phase. Thus, our results sug-
gest that the origin of the difference in ISAW and ISAT
models in the square lattice is the nature of their col-
lapsed phases, which is liquid-like (globule) in the former
and solid-like (crystal) in the last one. Noteworthy, the
bicritical point is located at β∗1 = ln 3 in striking agree-
ment with the expected value for the collapse transition
of the ISAT model on the square lattice [23].
The canonical diagram for q = 6 and K = 3 is de-
picted in Fig. 13(b), where three phases are observed:
coil, globule and crystal, all them separated by continu-
ous transition lines that meet at the multicritical point
(located at β1 = ln(5/3) and β2 = ln(25/3)). Usually,
equal energies are associated to sites visited twice and
thrice, corresponding to the line β1 = β2 in our phase
diagram. This line is placed inside the coil and glob-
ule phases only and, obviously, cuts the tricritical line at
β1 = β2 = ln(5/3), suggesting that a transition similar
to the ISAW model should be found in this case.
In a very interesting work, Doukas et al. [29] consid-
ered an extended ISAT model on the triangular lattice,
where weights ω2 and ω3 were associated to double and
triple visited sites. The canonical phase diagram they
found, through Monte Carlo simulations (see Fig. 22 in
Ref. [29]), is qualitatively equal to the ours (Fig. 13(b)),
with the coil, globule and crystal phases and their respec-
tive transitions lines meeting at a multicritical point. The
coil-globule transition was found to be continuous and be-
longing to the θ class, a continuous globule-crystal line is
also found, in accordance with our findings. However, the
coil-crystal transition is claimed to be first-order, while
we have found a CEP line. Interestingly, a similar differ-
ence has been observed in the phase diagram of the MMS
model, where a CEP line was found in the Bethe lattice
solution [12] and a first-order transition was suggested by
Monte Carlo simulations [10]. Anyway, it is very inter-
esting that comparing our results with the simulational
findings by Doukas et al. [29], we find that the locations
for the multicritical point coincide. This quantitative
agreement between solutions on hierarchical lattices and
simulations is very rare and, as far as we known, it has
been observed only in lattice gas systems [32, 33]. Indeed,
recent simulations of this generalized ISAT model on the
cubic lattice showed that a dense phase does not exist
in this case and, thus, a very different phase diagram is
found [34]. This suggests that while our solution yields
results reliable for the triangular lattice, it is not the case
for the cubic one. Therefore, improved approximations,
for example, solving the model on Husimi lattices built
with cubes or triangles, are desirable to further study if
this difference is found also on hierarchical lattices.
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