The Kuramoto model, despite its popularity as a mean field theory for many synchronization phenomenon of oscillatory systems, is limited to a first order harmonic coupling of phases. For higher order coupling, there only exists a low-dimensional theory in the thermodynamic limit. In this paper, we extend the formulation used by Watanabe and Strogatz to obtain a low-dimensional description of a system of arbitrary size of identical oscillators coupled all-to-all via their higher order modes. We use a non-trivial second harmonic model exhibiting asymmetrical clustering to demonstrate an application of the formulation, to explore certain features of its dynamics using analytical theory, as well as to discuss certain phenomena not observed at the level of first order harmonic coupling.
I. INTRODUCTION
Since its conception in 1975 by Yoshiki Kuramoto, the Kuramoto model of globally coupled oscillators has been a standard tool used by diverse scientific communities, particularly within the fields of nonlinear dynamics, computational neuroscience and network science, to describe synchronization transition in ensembles of interacting oscillatory systems. It can be directly applied after justifiable phase reduction of the original system, and despite its mathematical simplicity, captures the essential characteristics of synchronization phenomenon.
The Kuramoto model is a model of all-to-all coupled ensemble of phase oscillators, with each oscillator represented by a scalar variable -its phase. Inspired by the Ising model, Kuramoto's original intention was to devise a similar model but for which there is an analytically solvable transition to synchronization, at least in the infinite system size limit (the thermodynamic limit) [1, 2] . Kuramoto accomplished this by choosing the particular coupling function of two interacting oscillators to be proportional to the first harmonic function (i.e. sine or cosine) of the difference of two phases.
Limiting the description of potentially complex periodic dynamics to a scalar phase for each interacting subunit may appear to be highly restrictive at a first glance. However, it was shown that a phase oscillator model such * cgong@uni-potsdam.de † pikovsky@uni-potsdam.de as Kuramoto model approximates the long-term behavior of any ensemble of interacting oscillatory systems, so long as the coupling is weak and the sub-units are nearly identical [3] . The oscillators are said to be weakly coupled if their mutual perturbations via their interactions are small (1) when compared to the characteristic strong stability of the oscillators amplitudes, and (2) when compared to their intrinsic natural frequencies. There are many examples of reduction of a realistic oscillatory system to the Kuramoto phase oscillator model, such as for Josephson Junctions [4] , atomic recoil lasers [5] , functional connectivity of the human brain [6] and in C. elegans [7] , neuronal oscillations [8, 9] , power networks and smart grid [10, 11] .
Despite the canonical status of the Kuramoto model, many oscillators interact with each other beyond the simple picture of the first harmonic coupling. Recently there has been an increasing interest in second harmonic coupling functions and other forms of coupling via higher order modes, such models of globally coupled phase oscillators are often called Kuramoto-Daido models [12] [13] [14] [15] [16] [17] . There are indeed many experimental situations where the second harmonic coupling is large and even dominates over the first harmonic [18] [19] [20] [21] [22] . Higher order mode coupling usually means that a coupling function Γ(ϕ k − ϕ j ) between each pair of oscillators is a generic 2π-periodic function of the phase difference ϕ k − ϕ j , containing a few or many harmonics. The phase angles are being coupled to each other, or to an external mean field. Phenomenologically, when higher harmonics are dominant in an interaction, the synchronous state of the system is characterized by the formation of multiple synchronized groups (or "clusters") of oscillators, each with a common phase [23] . This differs from the cases where only the first harmonic exists, which can result in at most one cluster.
A remarkable feature of the pure first-order harmonic global interaction, is that it allows for a low-dimensional reduction [24, 25] , i.e. a 2-or 3-dimensional dynamics suffices at describing an N-body interaction. Similarly, there is also a hidden low dimensional dynamics for a pure higher order coupling in the thermodynamic limit [13] , which was shown using a similar method as the one employed by Ott and Antonsen [24] for the first harmonic coupling. In this study, we concern ourselves with another dimension-reducing technique that was developed earlier than the Ott-Antonsen (OA) theory, namely the Watanabe-Strogatz (WS) theory [25] [26] [27] [28] . Unlike the OA theory, the WS theory does not need a special ansatz and can also be applied to a finite-sized ensemble, however, it is restricted to oscillators with identical natural frequencies that are identically driven.
In the following sections, we show that the WS theory indeed can be extended to pure higher order models. In Section II, we first introduce the general model of pure higher order harmonic coupling. In Section III, we review the WS theory for a general first order harmonic coupling of the Kuramoto-Sakaguchi kind, then extend it to pure higher orders. Lastly in Section IV, we apply the extended WS theory to a non-trivial second harmonic model exhibiting asymmetrical clustering, and conduct numerical simulation of its low-dimensional WS equations. We obtain the trajectories of the unstable points of the dynamics by integrating back in time from their end locations, which are predicted by the pole of the Möbius map in the transformed space. Under some approximations based on the theory's prediction, we are able to explain certain non-trivial features of the asymmetrical clustering based on the initial conditions explicitly. We also find that under certain special initial conditions, such a second harmonic model could exhibit decoherence under attractive coupling, which is not found in first-harmonic models.
II. FORMULATION OF THE MODEL
We study a population of N identical phase oscillators with phases {ϕ j }, j = 1, 2, . . . , N , subject to a global coupling term proportional to some modes of the coupled phases. Here, unlike in the Kuramoto-Sakaguchi model [2] , the coupling term is purely of an arbitrary higher order l (l ≥ 2)φ
where ω represents the identical natural frequency of the oscillators, and H(t) is an arbitrary complex forcing term. H(t) can be dependent or independent of the phases {ϕ j }, deterministic or stochastic, and also can be constant or varying in time. Global coupling corresponds to the case where H(t) depends on the Kuramoto-Daido order parameters (mean fields of the higher harmonics of phases)
For simplicity, in the rest of the paper we use Z 1 and Z interchangeably to denote the Kuramoto order parameter, which is also the first Kuramoto-Daido order parameter.
As a trivial example of 1, a model of identical phase oscillators globally coupled via the second order harmonic coupling function of their phase differences, can be written as:φ
where γ is the phase shift parameter, tuning the nature of the coupling between various degrees of attractiveness or repulsiveness. When rewritten in the form of (1), the global forcing term H(t) is in fact the second order Kuramoto-Daido mean field Z 2 rotated by the phase shift angle γ
This system is trivial to solve due to its similarity with the Kuramoto model, with phases ϕ now replaced by 2ϕ and everything else stays the same. With the WS reformulation of the problem, however, we could analytically reduce the dimension of more complex models, where H(t) can be any complex-valued function which satisfies phase shift invariance property (i.e. under ϕ → ϕ + const the dynamics looks the same). In particular, the complex forcing can take any form such as Z q+l Z * q , or a combination of these terms. So for example, for l = 2 one can have H ∼ Z 2 like in (3), but also H ∼ Z 2 like in Ref. [29] , or, e.g., H ∼ Z 4 Z * 2 .
III. THEORY
A. Watanabe-Strogatz theory for Kuramoto-Sakaguchi model Before delving into the treatment of higher order harmonic coupling using WS theory, we review first the original formulation which deals with the first order harmonic coupling, i.e. the Kuramoto-Sakaguchi model. In 1994, in modelling arrays of N identical overdamped Josephson junctions, Watanabe and Strogatz [25] showed that such a system has hidden low-dimensional dynamics, for which N − 3 constants of motion exists. This theory, which we shall call the WS theory, is applicable to Ndimensional dynamics of a system of identically driven identical phase oscillators described bẏ
where ω(t) and H(t) are arbitrary real and complexvalued functions of time, respectively. When ω is a constant and represents the common natural frequencies of the oscillators, and H ∼ Z, this is essentially the Kuramoto-Sakaguchi model of globally coupled identical oscillators. A coordinate transformation M 1 which is called the Möbius transformation is central to the WS theory (see Refs. 25 and 30 for a detailed presentation). We call the parameters used in the transformation "WS parameters", which has been shown to have analogous interpretations to the complex global Kuramoto mean field Z = (1/N ) j e iϕj . M 1 formally belongs to the class of Möbius maps (or Möbius group action), which is a type of fractional linear transformation, mapping the unit circle in the complex plane to itself in a one-to-one way. Explicitly, the time-dependent Möbius transformation and its inverse can be written as
Here {ϕ j } are the phases of the oscillators, complex parameter z(t) satisfies |z(t)| ≤ 1, and the parameter α(t) is a rotation angle. If the phases evolve according to (4) and the WS parameters z and α evolve according toż
the transformed phases ψ j = M −1 1 (ϕ j ) are conserved quantities throughout the dynamics, the so-called "constants of motion".
Under the Möbius transform (5), ψ j are rotated by the angle α and then contracted along the circle into the direction of arg(z(t)), the degree of contraction controlled by |z(t)| (see also a visualization of second harmonic example in Fig. 1 ). In fact, akin to Kuramoto order parameter |Z|, |z| can typically be used as a measure of synchronization, since both parameters become equal to unity at full synchrony.
Because we have introduced three extra parameters via the Möbius transform, to make the Möbius transform unique, we must impose the same number of conditions on the new system (7). We have the choice of either imposing three conditions on the constants of motion, or, we can impose conditions on the initial values of the parameters themselves. The conditions themselves are rather arbitrary. In practice however, there are a number of ways of choosing conditions such that the system evolve more "naturally". For the WS reformulation of higher order coupled system (see section IV), we focus on the latter option, namely, imposing conditions on the parameters' initial values. 2 (t) : ϕ j (t) → ψ j is visualised for two parameter values of |ζ(t)|. ϕ j are the phases of the globally coupled oscillators via second harmonic coupling. x-axis corresponds to untransformed original coordinate space (in co-rotating frame of Φ(t)/2 := arg(ζ(t))/2), denoted as ϕ-space. y-axis corresponds to transformed coordinate space, denoted as ϑ-space (ϑ := η(t) + ψ j ). When ϕ j are rotated to the frame of the WS parameter Φ(t)/2, they are the result of contraction according to the map (solid line), from the constants ψ j (rotated by an time-dependent angle η(t)). The degree of contraction is controlled by the time-dependent WS parameter |ζ(t)|. As |ζ(t)| evolves closer to 1 according to the WS equations, the two clusters will form, while the constants of motion ψ j stay the same. When |ζ(t)| = 1, it can be visually imagined that M −1 2 has two singularities atφ 1 = Φ/2 andφ 2 = Φ/2 + π, corresponding to the phases of the final two clusters. Here as an artificial example the rotation angle η(t) is set to 0, but in real models, it is not the case. While M −1
is not. One notes from the color coding (dashed lines) of the individual phases, that a correct M 2 (t) transformation does not scramble the order of the phases in ϕ-space.
B. Generalization of the WS theory to a coupling of higher harmonics
The existence of the constants of motion implies that the system (4) is partially integrable. Previously, WS integrability has been explored for Kuramoto-Sakaguchi models (first harmonic coupling) or the Winfree model [31] with a first-order harmonic phase response function. Here we demonstrate that it can be generalized easily to higher harmonic coupling using derivation extremely similar to those outlined in [26] . Due to the algebraic similarity, we only sketch out a general idea, and leave the details to be inferred from [26] .
N phase oscillators coupled via higher order harmonics obey equations of motion Eq. (1). It can be rewritten as
We transform the phases ϕ j into phases ϑ j by substituting e ilϕj in (8) with
i.e. the inverse Möbius map, which is unique; the forward map is not. Equations (8) can be transformed in terms of {ϑ j }, ζ and their time derivatives {θ j } andζ. Going through a similar procedure of picking out terms in the orders of e iϑj as done in [26] , we obtain
which satisfy all N transformed equations, and hence also the N original equations (8) . We notice that the r.h.s. of the second equation of (10) is independent of j, indicating that after the transformation all the angles {ϑ j } rotate at the same speed. Therefore we can create a new time-dependent parameter η which has the same rotational speed as {ϑ j },η =θ j , and defined η(t) := ϑ j (t) − ψ j , where the {ψ j } here are the constants of motion. This means the Moebius map we used has this form
where {ψ j } here are the constants of motion and η(t) denotes their time-dependent common rotational angle. Compared to the WS equations for the first order coupling Eq. (7), we find that the equations for pure higher harmonic (or "l-harmonic") coupling are merely multiplied by the factor l on the r.h.s.
We can write the equations for the three WS parameters Eq.(10) in terms of dot and cross products of H and ζ in the complex plane (ζ = ρ exp(iΦ), ρ = 0):
where parameter Φ evolves according to H × ζ, similar to a torque experienced by an object with a magnetic moment under a magnetic field. For different H(t) it is as if the same magnetic moment, denoted by the higher order WS parameter ζ moves under a different magnetic field. For our purpose it is enough to numerically integrate the WS equations (10) in the complex plane.
At each step of integrating (10), a new value for H(t) needs to be calculated. Since H(t) typically depends on the phases {ϕ j } before the transformation, we must carry out the transformation (11) to obtain the new phases at each step. Because of this, the WS theory does not necessarily simplify computation and hence offers us merely certain theoretical advantages. Only when the constants of motion form a uniform distribution on the unit circle, does the WS parameter ζ approximate the actual mean field Z l (they are usually not exactly equal due to finitesized effect). At the thermodynamic limit, if the constants of motion form a uniform distribution on the unit circle (such that all their higher order centroids vanish), then Z l = ζ holds exactly. This can be derived by means of a direct Taylor expansion of the Möbius transformed mean-field Z l , similar to Ref. [32] .
Careful readers would notice at this point that despite the uniqueness of the map M −1 l (for each ϕ j it maps to a unique angle ϑ j ), transforming back from ϑ j to ϕ j is not unique (see also Fig. 1 ). In fact it could map to as many values for the original phases as the order of harmonics l: when the phase multiple l * ϕ maps to one angle ϑ in the forward direction, ϑ maps to ϕ/l + 2nπ/l, where n = 0, 1, . . . , l−1. This theoretical difficulty in practice can be overcome once we take into account the fact that the flow of phases on the unit circle under Möbius group action cannot cross each other. According to the property of the Möbius group action, no phases of two oscillators can be the same unless they are at the final synchronous state when |ζ| = 1. A similar argument has been made in [33] for first order harmonic coupling, but we reiterate here for a higher order harmonic coupling as follows.
Given initial conditions of phases which are not in l clusters (which is the case when finite number of phases are drawn randomly from a uniform distribution around the circle), phases of two oscillators with initially different constants of motion are mapped to the same phase arg(ζ) only if |ζ| → 1 (see Eq. 11). So exp(ilϕ) → ζ for all points on the circle except l "solitary states" corresponding to the pole of M l in the transformed space (for the concept of "solitary states", also see Ref. [34] ). These are the boundaries of the basin of attraction for the final l clusters (see Sec. III C). This means, for a random initial condition, because points at the solitary states have probability measure zero, no clusters are allowed to appear before the final synchronous steady state when l clusters simultaneously form. Therefore any two phases are forbidden to take on the same value before the final synchronous state is reached.
However, if two phases switch places on the unit circle for some reason during the numerical integration, then the Möbius group structure would have been implicitly destroyed, giving rise to the forbidden situation argued above, because they would have taken on the same value at some point before the synchronous state is reached. This provides ways of checking if the result of the transform back to original phases is correct or not. Because for example, if we obtain a value which is in fact ϕ j + π and not ϕ j under the second-harmonic case, its trajectory on the circle must cross that of another phase, i.e. they would have switched places.
C. Unstable points as boundaries of the basins of attraction
For attractive l-harmonic coupling, in general it is expected that eventually the phases form l clusters, i.e., l distinct attractive subgroups of oscillators (there are special initial states for which this is not true, see discussion in Section V below). Each subgroup moves within a basin of attraction, where the oscillators are drawn to each other to form the cluster. The boundaries of these basins of attraction are hence special points of the collec-tive motion, since they will not be synchronized to any final cluster, and can be described as "unsychronizable". These points are in fact unstable points of the dynamics on the unit circle. Our interests in these points become apparent, since they must be related to the mathematical singularity occurring in the WS formulation of the system, specifically, to the pole in the Möbius transformation (11), as illustrated in Fig. 2 . 1 ); P 2 : pole in M l in transformed space, corresponding to boundary(-ies) of the basins of attraction at synchronous state in original space. We hypothesize that S 1 must match P 1 and S 2 must match P 2 at the end of the dynamics. However, at other times of the dynamics (t = T | |ζ|=1 ), we cannot analytically express S 1 or S 2 in the same way via the pole(s) of the Möbius maps. But if we trace the point(s) S 2 back under the dynamics via numerical integration, we should find the boundaries of the basins at t = 0.
FIG. 2: A diagram illustrating
Only when the parameter |ζ| of the transformation equals 1, i.e. when the oscillators are sychronized into l clusters, do pole(s) exist in the Möbius transformation, for either forward and backward transformation. M −1 l can be expressed as e iϑj = (ζ −e ilϕj )/(ζ * e ilϕj −1), which has l poles at |ζ| = 1, namely, ϕ = arg(ζ)/l + 2nπ/l, where n = 0, . . . , l − 1, corresponding to the phases of the synchronized clusters. M l on the other hand also has one pole in the transformed coordinate space at |ζ| = 1, which is ϑ = arg(ζ) + π. Plug this value of ϑ into M l with general ζ, we get ϕ = arg(ζ)/l + (2n + 1)π/l, where n = 0, . . . , l − 1, corresponding to the boundaries of the basins in the original phase space. The hypothesis raised in Sec. III C can be checked numerically, namely, that the untransformed phases in ϕ-space, corresponding to the pole of the Möbius map M l at the end of the dynamics (i.e. cluster synchrony when |ζ| = 1) in ϑ-space, should match the unstable points at the end of the dynamics in the numerical simulations of Eq. (1) in ϕ-space. One option, beyond trivial examples such as Z 2 meanfield (2), is to study a model with second harmonic coupling, and with a global mean field equal to the square of the first order mean field, i.e. H(t) = Z 2 . This model has appeared in previous literature [29] , where the ensemble of identical phases at steady state is found to exhibit a curious strictly nonsymmetric 2-cluster distribution (or "asymmetrical clustering" in literature), starting from phases drawn randomly from a uniform distribution on the circle. It is "strictly" asymmetric because one cluster always contains more oscillators than the other in the final state. In order to further study this distribution, we use the extended WS formulation and its prediction of the boundaries of the two basins of attractions to partially explain the source of this asymmetry.
The equations for Z 2 -meanfield model of identical oscillators can be written as the following:
which corresponds to Eq. (1) with l = 2 and H(t) = Z 2 , where Z = (1/N ) j e iϕj is the Kuramoto meanfield. Since we can rescale time, we have set the coupling strength to 1 without loss of generality. The coupling, unlike the Z 2 -meanfield model (2), involves now a triplet of oscillators indexed by m, k, and j. This corresponds to a hypernetwork topological connection between the oscillators, where three nodes jointly form a coupling connection, as opposed to a normal network where only two nodes are needed for a coupling connection. This hypernetwork model may be relevant to neuronal coupling, since it is possible that a given neuron needs inputs from two other neurons in order to transmit out a signal.
At steady state, two clusters should form, one with phase of the mean field arg(Z) and one with phase arg(Z) + π, as can be easily found by equating the r.h.s. to 0. A simple metric for describing the steady state of this system is R := |Z|, the Kuramoto order parameter amplitude. It relates to the population of one of the cluster by R = |2N 1 /N − 1|, where N 1 is the number of oscillators in one of the two clusters. When R = 0, the two clusters have equal size. When R = 1, all the oscillators are in one cluster.
There are two values of phases in ϕ-space:φ 1 = arg(ζ)/2 + π/2 andφ 2 = arg(ζ)/2 + 3π/2 at |ζ| = 1, that correspond to the pole of M 2 in ϑ-space. They are the two unstable points marking the boundaries of the basins. Oscillators falling inside the basins will give us a prediction of the sizes of the subgroups which will form clusters at the end. However, at any other time before the clusters form, the locations of the unstable points cannot be known via the pole of the map. In section IV, we match the two unstable points for the Z 2 -meanfield model at the end of the numerical integration withφ 1,2 . However, as we shall see, predicting the basins for the two clusters at t = 0 based only on the initial conditions of the phases becomes difficult, because the unstable points rotate under the mean field (albeit usually by a small degree) throughout the dynamics. So the unstable points ϕ 1,2 given by M 2 at the end are usually not the unstable points at the beginning of the dynamics, and cannot inform us accurately of the basins at t = 0.
IV. NUMERICS
A. Integration of the WS equations for the Z 2 -meanfield model
Before we carry out numerical integration of WS equations, we introduce a method of visualizing the flow field on the circle as the phases become synchronized into cluster(s). This method can be used for any system of coupled oscillators, but in terms of our system of interest Eq. (13), we can passively couple arbitrary number of oscillators to the field, which do not contribute to the global field H( ϕ, t):
where θ is the tracer oscillator phase. It is not indexed since we can use any number of them and they take on any value between 0 and 2π.
The field H( ϕ, t) is only contributed by the active phases ϕ, which are the phases of the oscillators actually being coupled. For example, with Z 2 mean field,
2 is only contributed by {ϕ j } which are active oscillators, and does not depend on the tracer phases θ.
Introducing passive oscillators gives us the advantage of visualizing the field on the entire circle, because we can place them anywhere on the circle to "test" the strength of the field, and not just at those places where the active oscillators happen to be. In this sense they are analogous to the fluid tracers in hydrodynamical simulations or experiments. It will make the motion of the points on the circle under the field obvious to the eye, especially those near the unstable points.
For a general second harmonic globally coupled model of identical oscillators, the WS parameters obey
where for the Z 2 -meanfield model, H(t) = Z 2 . Common natural frequency ω can be set to zero by transforming the system into co-rotating frames at angular velocity ω. In the rest of the paper, ω = 0 without loss of generality.
Initial values of the WS parameters in our numerical simulation are chosen as ζ(0) = H and η(0) = 0. Under such an initial condition, the second WS equationη = 0 at t = 0, therefore it can be considered as a natural initial condition, although it is not the only reasonable one. For instance, previous literature [25] has given two initial conditions as options. One is the "identity conversion", with the introduced WS parameters all set to 0: |ζ(0)| = 0, arg(ζ(0)) = 0 and η(0) = 0, which corresponds to when M 1 is just the identity operator at t = 0.
The other is the "incoherent state", which corresponds to when the constants of motion is maximally incoherently distributed, i.e. choose ζ(0) and η(0) such that exp(iψ k ) = 0 (if no majority cluster exists). "Identity conversion" was deemed unsuitable because even with different initial sets of phases, the WS parameters start at the same point in the three-dimensional phase space. However, our chosen initial condition for the parameter, ζ(0) = H, does depend on the initial phases. This initial condition is also more suited to the complex representation of the WS system, as opposed to the three real equations in [25] or like Eq. 12, since |ζ(0)| = 0 was a singularity there, and arg(ζ(0)) would be undefined.
For the detailed description of the numerical integration itself, please refer to the Appendix VII. The numerical integration of the WS equations has been checked with the phase integration results of Eq. (13) for H = Z 2 , as well as those of Eq. (2) for H = Z 2 , and in both cases the WS integration matches the phase integration to a very good accuracy. Additionally it is found during the integration, that the phases will be mapped to the wrong value ϕ k + π if the phases are in the interval (π/2, 3π/2), otherwise it is correctly mapped to itself. However, one does not know when the oscillators will enter the interval or out of it. So if and when a phase is mapped to ϕ k + π or ϕ k cannot be determined by the initial position of a phase explicitly. Two examples of the integration shown in Fig. 3 for two random initial conditions (N = 25) will illustrate this.
From Fig. 3 , the trajectories of the two tracers that end up exactly atθ 1 = Φ(t = T sync )/2 + π/2 and θ 2 = Φ(t = T sync )/2 − π/2 in ϕ-space (corresponding to pole of M 2 in ϑ-space at the synchronous state) denote the motion of the unstable points. It is clear from the figure that the unstable points are not stationary, but are rotated by the global field. This is typically the case not just for higher order field like Z 2 but also for the Kuramoto mean field Z. The rotations of the unstable points make it impossible to predict the initial locations of the basins, and hence the numbers of oscillators in the final two clusters explicitly from the initial condition alone. Because the unstable points in reverse time becomes attractive, the unstable points at t = 0 can be obtained by integrating back in time under the mean field from any point on the circle outside a small neighborhood from the two poles of M −1 2 . The size of the neighborhood → 0 under infinite forward integration time. However, this method of determining unstable points at t = 0 still requires integration. The WS numerical integration shown here is merely done to demonstrate that trajectories of the unstable points rotate under the mean field, and the unstable points at synchronous state match the pole of the map as hypothesised.
Furthermore, Fig. 3 informs us that the sizes of the basins of attraction for higher order harmonic coupling model, are equal. In the case of Z 2 -meanfield model, the two basins span half circle each, even though the number of oscillators inside each basin are never equal. So one FIG. 3 : Runge-Kutta method of 4th order integration with h = 0.01 of the WS equations (15) for the Z 2 -meanfield model. They are simulated for two sets of random initial conditions (phases are randomly drawn from uniform distribution from 0 to 2π). Integration is carried out until two synchronized clusters are formed. Grey lines are the tracer phases θ (Eq. 14), which are uniformly spaced initially on a circle, and passively coupled to the global field of the active phases. 25 active phases ϕ j are marked by purple or blue. Purple indicates if at time t, the phase ϕ j transformed back from the constant ψ j does not need to be added π, and blue indicates if it does. Φ = arg(ζ). Pink and red lines are the trajectories of two tracers which end up atθ 1 = Φ(t = Tsync)/2 + π/2 and θ 2 = Φ(t = Tsync)/2 − π/2.θ 1 andθ 2 are two phases in ϕ-space corresponding to the pole of M 2 in ϑ-space at cluster synchrony. The trajectories of the unstable points are calculated via integration in reversed time fromθ 1 andθ 2 under the mean field Z 2 . Orange and green lines are trajectories of Φ(t)/2 + π/2 and Φ(t)/2 − π/2, respectively. The intercepts of the red and pink trajectories with x axis match well the initial position of the unstable points, which the tracers show by splitting at these points.
can say it is not the size of the basins, but rather the location of the basins that determines the final asymmetrical clustering.
FIG. 4:
Comparison between prediction and simulation of the population sizes of the two clusters (measured by R, R = |2N 1 /N − 1|, N 1 is the size of one cluster), plotted as a histogram of R values, based on random initial conditions (uniform distribution on a circle) for ensemble sizes N = 10, 20, 50, 100, 200, 500, 1000 (color-coded for N ). Round markers: predictions of the cluster size based on the estimated boundaries of the basins made by arg(Z 2 )/2 + π/2 and arg(Z 2 )/2 + 3π/2 at t = 0. Diamond markers: simulated results at steady state (data obtained from [29] with permission of the author).
B. Comparison of the asymmetrical clustering under Z
2 -meanfield model: prediction and numerics
We have determined in Sec. IV A that the pole of the Möbius map can only correctly predict the boundaries of the basins of attraction at the end of the dynamics, because the unstable points which mark the boundaries rotate throughout the dynamics. However, this rotation is usually small, which means we could estimate roughly the boundaries at the end based on their initial values, which will involve an error correspond to the degree of rotations they undergo. Therefore, despite arg(ζ(0))/2 + π/2 and arg(ζ(0))/2 + 3π/2 are not the positions of the unstable points at t = 0, we treat them as if they are. Since the initial condition is ζ(0) = H(0) = Z 2 (0), this implies arg(ζ(0)) = arg(Z 2 (0)). The number of oscillators falling into each basin (marked by arg(Z 2 )/2 + π/2 and arg(Z 2 )/2 + 3π/2 at t = 0) is counted and treated as the population of the final cluster.
In Fig. 4 , this estimation in the form of probability distribution is compared with the steady state asymmetrical clustering distribution, as a function of the metric R = |Z|, both axes scaled by √ N . This estimate is naturally not accurate because of the rotation of the unstable points, however, it is able to explain several features of the distribution. Firstly, the asymmetry of the distribution, i.e. the maximum of the distribution is not at R = 0 (the symmetric clustering state) for both the prediction and simulation. However, the location of the maximum is underpredicted by theory. Secondly, the √ N scaling law with respect to the ensemble size applies to both. In fact, the successful scaling of the prediction based only on initial conditions implies that the source of the steady state scaling law lies in the initial condition and their finite sampling, not in the dynamics.
Nevertheless, the estimate fails to predict the lack of states near R = 0, as well as the complete absence of the symmetrical state (two clusters being equally sized). This failure can only be due to the dynamics of the system, which is not inferrable directly from the initial conditions, even though the system is fully deterministic. Specifically, in simulations, the R = 0 steady state is completely absent, which is in fact due to the weak instability at the symmetry state. An elementary linear stability analysis of the symmetry states with N = 2 or N = 4 shows that the states (two clusters with sizes 1-1 or 2-2) are weakly unstable, thus giving evidence of the weak instability at the symmetrical state, justifying their absence from the distribution.
The Kuramoto model with first-order mean field coupling is known to possess a Lyapunov function [25] . This means that generic initial conditions evolve toward a synchronous clustered state. Only initial states with vanishing mean field do not evolve. This property is not shared by the Z 2 second order coupling model we consider here. It is possible, using symmetry, to construct special initial conditions which lead to a monotonic decrease of the order parameter. For example, we consider 8 initial phase values as shown in Fig. 5(b) inset. The initial value of the Kuramoto order parameter is nonzero, R > 0, i.e. the system will evolve under Z 2 , but it can only evolve immediately to a state which is symmetric about the initial symmetric axis with equal number of phases on either side. Numerical integration shown in Figure 5 (a) demonstrates convergence toward an unstable configuration with R = 0. (Numerical errors could eventually destabilise this symmetric state due to symmetry breaking, with a formation of two clusters with sizes 5 and 3 each, which should eventually be observed on a long time scale.) 
VI. DISCUSSION AND CONCLUSION
Our study provides an analytical extension of the dimension-reducing formulation of globally coupled identical phase oscillators under pure higher order harmonic coupling, and carries the analytical tradition of Watanabe-Strogatz theory further, the same way Ref. [13] did for the OA theory for the Kuramoto model. Similar to the WS formulation for a first harmonic coupling, we applied an analogous type of Möbius transformation from the space of the original phases into the space of the transformed phases (constants of motion) to obtain the 3 dimensional WS equations. We devised an argument to solve the apparent non-unique transformation from the constants back to the original phases, namely, that the only time clusters (except the l "solitary states" with probability measure 0) could exist is at full cluster synchrony state, and once they form, they do it simultaneously. Numerical integration shows that the simulation based on WS equations matches the simulation based on the phase equations.
As an example, the WS formulation of the Z 2 -meanfield model, which exhibits asymmetrical clustering, was tested with good numerical agreement to the phase model. The unstable points that mark the boundaries of the basins of attraction under such a model match the pole in the Möbius map at the final steady state. The asymmetric clustering was explained, albeit partially, via the theory, explicitly from the distribution of initial phases. The main obstacle is the fact that the pole only appear in the Möbius map at the synchronous steady state, and not at any other parameter values, despite that the unstable points exist at all times in the dynamics. This gives us food for thought. Ideally, a map that transforms between the original phase dynamics and the low-dimensional dynamics should have pole(s) throughout the parameter range to correspond with the unstable points. Because the analytical expression for the unstable points are missing everywhere except for at the steady state, this might hint at the potential for a better theory.
We also reported on a possibility for (unstable) desynchronization in the attractively coupled Z 2 -meanfield model, a situation not observed in the standard Kuramoto setup. This is another indication, in addition to a nontrivial evolution of the unstable points mentioned above, on a possibility of complex non-monotonous transient behaviours in identical ensembles with higher order coupling.
Currently, both WS and OA formulations are limited to pure l-harmonic coupling, and are not applicable to mixed harmonics coupling. Besides this constraint on the form of the coupling, these approaches are restricted also by the connection topology (global coupling, or its modifications like star graph [35] , is usually required), and by the natural frequency distribution of the oscillators (identical in the case of WS, Cauchy in the case of OA). It appears promising to extend the WS and OA theories via perturbation analysis, first attempts in this direction have been reported recently [36, 37] .
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VII. APPENDIX
To integrate Eq. (15), the value of H is needed at every step to compute the r.h.s. This means however, that at every step a transform from the ϑ back to ϕ is necessary. To obtain the phases ϕ k we need to do the inverse transform from ϑ j to 2ϕ j , which we notice is not unique due to the periodicity on a circle, i.e. either ϕ j or ϕ j + π could be obtained when one divides 2ϕ j by 2.
As already discussed in III B, for identical oscillators, the phases moving under Möbius group are not allowed to cross each other on a circle. This restores the uniqueness of the transform from ϑ back to ϕ. In practice, we find it easier to minimize the change in the distance each phase travels at every integration step, given step size h π. Because if a phase is suddenly transformed from its original position ϕ k,n at step n, to a new position ϕ k,n+1 + π, the path it has taken is longer than the path from ϕ k,n+1 , given |ϕ k,n+1 − ϕ k,n | is smaller than π, which is the case when step size is sufficiently small. Even though the unique backward transformation can be done numerically, we are actively looking for whether or not there might be better algorithm which could make this more analytically treatable.
As a generalization, such a way of correcting the inverse mapping can be applied to arbitrary order of coupling, one must then sequentially change the valuesφ k by π/l, 2π/l ... (2l − 1)π/l until the minimal distance is found. But as l increases, the step size must also decrease accordingly, such that π/l >> h, so the integrated amount is never more than the amount that can be wrongly mapped to additionally.
The entire numerical procedure of integrating the system (13) via WS formulation is therefore as follows:
1. Impose initial conditions on the WS parameters: ζ(0) = H(0) = Z 2 (0) and η(0) = 0 as extra constraints to avoid the system being under-determined, transform the original phases {ϕ j } via M −1 2 to {ψ j }, the N constants of motion.
2. Integrate the WS equations (15) using a standard algorithm such as Runge-Kutta method of 4th order to obtain the new values of ζ and η. Combined with the constants ψ j we can do the transform M 2 to obtain N values between 0 and 2π:φ 1 ,φ 2 , . . . ,φ N . This array will contain some unknown numbers ofφ j that are equal to ϕ j + π due to the non-uniqueness of the mapping M 2 .
3. Letz j = exp(iφ j ) which is the result at step n + 1, and z j = exp(iϕ j ) which is the value at step n, then a simple algorithm can take the resulting arraỹ z 1 ,z 2 . . .z N , shift one by one each of the N valuesφ j by π, and calculate the distance of evolution |z j − z j |. If the resulting distance is smaller than hadφ j not been shifted by π, then this phase will be added π. Finally, an arrayẑ 1 ,ẑ 2 , . . . ,ẑ N is found which is of a minimal combined distance k |z j − z j | away from the original array z 1 , z 2 , . . . , z N . This way the unique inverse mapping can be found:φ 1 ,φ 2 , . . . ,φ N .
4. The new phases {φ j } found at step n + 1 give the new value for the global field H n+1 = Z(φ) 2 . Repeat steps 2-4 until a steady state is reached.
