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Abstract
Continuum mechanics can be formulated in the Lagrangian frame (address-
ing motion of individual continuum particles) or in the Eulerian frame (address-
ing evolution of fields in an inertial frame). There is a canonical Hamiltonian
structure in the Lagrangian frame. By transformation to the Eulerian frame
we find the Poisson bracket for Eulerian continuum mechanics with deforma-
tion gradient (or the related distortion matrix). Both Lagrangian and Eulerian
Hamiltonian structures are then discussed from the perspective of space-time
variational formulation and by means of semidirect products and Lie algebras.
Finally, we discuss the importance of the Jacobi identity in continuum mechan-
ics and approaches to prove hyperbolicity of the evolution equations and their
gauge invariance.
Keywords: Hamiltonian mechanics, continuum mechanics, hyperbolicity,
variational principle, Poisson bracket.
PACS: 05.70.Ln, 05.90.+m
”Le savant n’e´tudie pas la nature parce que cela est utile; il l’e´tudie parce
qu’il y prend plaisir et il y prend plaisir parce qu’elle est belle.” Henri
Poincare´ [1].
1. Introduction
The usual way continuum mechanics is presented is based on a generaliza-
tion of Newton’s laws to continuum particles [2, 3, 4]. As Newton’s laws can be
seen as a consequence of the principle of least action or Hamiltonian mechanics
(Hamilton canonical equations), see e.g. [5], so can be the continuum mechan-
ics. Moreover, continuum mechanics can be formulated in the Lagrangian frame,
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where coordinates are attached to matter, or Eulerian frame, where coordinates
are attached to an inertial frame of reference. We shall present the novel re-
duction of the Hamiltonian continuum mechanics in the Lagrangian frame to
the Eulerian frame. This leads to the Poisson bracket generating reversible evo-
lution equations for density, momentum density and entropy density (balance
laws) coupled with evolution for the deformation gradient or its inverse, which is
called the distortion. This is a Hamiltonian formulation of continuum mechanics
suitable for both solids and fluids1 in the Eulerian frame.
We also discuss the importance of the hyperbolicity [10, 11, 12] (or evolu-
tionarity in terms of Beris and Edwards [13]) for the time-dependent partial dif-
ferential equations. In particular, we discuss the SHTC (Symmetric Hyperbolic
Thermodynamically Compatible) equations for nonlinear Eulerian elasticity and
fluid mechanics2. Recall that the hyperbolicity of a time-dependent PDE system
involving derivatives up to the order N is a natural physical requirement which
states that, at least locally in time, the solution (as well as its N−1 derivatives)
to the initial value problem for the system exists, is unique and depends continu-
ously on initial data (at t = 0) along arbitrary non-characteristic hypersurfaces.
Our motivation here is to shed some light on the interconnections between the
hyperbolicity of evolutionary PDEs and their Hamiltonian formulation which
to the best of our knowledge has been not rigorously discussed in the literature.
Recall the importance of the hyperbolicity also for the numerical resolution of
evolutionary equations which guaranties that the small perturbations to the
solution due to the discretization errors do not amplify exponentially in time.
Then, we turn to some interesting geometric features of Hamiltonian contin-
uum mechanics. The meaning of Jacobi identity is discussed in Sec. 2.5, and a
new relation between Hamiltonian mechanics and hyperbolicity of the governing
evolution equations is developed in Sec. 2.7. In Sec. 2.6, we show in a simplified
way how existence of a conserved quantity implies gauge invariance of the evo-
lution equations and vice versa (even in the non-canonical case). In Sec. 2.8, a
new construction from the Clebsch variables (providing a variational principle)
of fluid mechanics with the distortion field is presented. In Sec. 2.9, the Poisson
bracket for Eulerian continuum mechanics with distortion field is shown to have
the structure of semidirect product of fluid mechanics and a cotangent bundle,
which provides new insight into the structure of the SHTC equations.
In Sec. 3, we identify the variational structure of Lagrangian continuum me-
chanics in the four-dimensional space-time settings and the complementary Eu-
lerian variational principle. The motivation for this section lies in the lack of
a conventional four-dimensional formulation of the Hamiltonian continuum me-
chanics including distortion in which the time and space coordinates are not
explicitly separated. The importance of such a formulation can be viewed not
1In this paper, when we talk about unified treatment of fluids and solids, by the term
“fluid” we refer not to the ideal fluids, which do not require any extra degrees of freedom
related to a deformation measure, but to more general viscous fluids which in the discussed
framework can be indeed considered as a particular case of inelasticity, e.g. [6, 7, 8, 9].
2Originally proposed by Godunov, Romenskii et al. [14, 15]
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only from the theoretical standpoint of formulating relativistic continuum the-
ories [16, 17], but also from a very practical standpoint of designing structure-
preserving3 numerical methods (so-called symplectic integrators, variational in-
tegrators, etc.), see e.g. [18, 19, 20]. Thus, our results demonstrate that the
four-dimensional formalism allows to see that the equations we study, in fact,
possess a more general space-time structure, in which the time is not separated
from the space and that, in a structure-preserving numerical method, it should
be treated in the same way as the space coordinates (e.g. with staggering in both
space and time [21]). Note that the choice of the time-integrator is very critical
in such methods and the wrong choice may ruin the overall structure compat-
ibility of the numerical solution, see e.g. [22] for a general Poisson integrator.
Another motivation for the space-time variational principle is to understand the
origins of previous results on relativistic formulation of the Hamiltonian con-
tinuum mechanics [16, 23] without relying on the intuition gained in Galilean
physics (time separated from spac).
Novelty of this paper lies (i) in the transformation from the Hamiltonian
mechanics in the Lagrangian frame to the Eulerian frame (extending earlier re-
sults), (ii) in the new proof of hyperbolicity of a system of conservation laws
and establishing connections between hyperbolicity of the system and its Hamil-
tonian formulation, (iii) in the simplified approach to gauge invariance, (iv) in
the semidirect-product structure of SHTC equations, (v) and in the space-time
variational formulation of the equations.
2. Hamiltonian mechanics
The principle of least action has long been the fundamental approach to
modern mechanics [5]. Although initially formulated for mechanics of clas-
sical particles and optics, it has been applied also to the mechanics of rigid
bodies, field theories and continuum mechanics, e.g. [24]. In the 80s, Hamilto-
nian mechanics was connected with thermodynamics in several related formu-
lations [25, 26, 27, 28, 13], in particular in the GENERIC (General Equation
for Non-Equilibrium Reversible-Irreversible Coupling) framework [29, 30], which
has been covered in monographies [23, 31].
The usual obstacle, however, for understanding the GENERIC framework
is the presence of Poisson brackets, which are often regarded as a mysterious
mathematical concept. We would like to elucidate their origin by demonstrating
a simple-in-principle derivation of Hamiltonian Eulerian continuum mechanics
requiring only minimal geometric background.
2.1. Lagrangian frame
Let us consider a body, material points of which are described by a La-
grangian (reference) coordinates X. Material points are elements of a material
3Such as constrain preserving methods (divergence-preserving in magnetohydrodynamics
or curl-preserving in elasticity), energy preserving methods, and etc.
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manifold. Position of the material point X at time t with respect to a cho-
sen inertial laboratory frame is then given by the mapping x(t,X) from the
Lagrangian coordinates to the Eulerian coordinates. This mapping is usually
assumed to be smooth enough and invertible. These properties will be violated
later in this paper, but for the moment let us adopt those assumptions as well.
Mechanical state of a material point is characterized by its position x(t,X)
and velocity x˙(t,X) or the corresponding momentum density M(t,X) (momen-
tum per Lagrangian volume dX). In mathematical terms the couple (x, x˙) forms
a tangent bundle while the couple (x,M) forms a cotangent bundle. Since we
are seeking Hamiltonian evolution (generated by a Poisson bracket and energy),
we choose the latter description. The Lagrangian state variables are thus the
field of Eulerian positions x(t,X) and the field of momentum density M(t,X).
Since these state variables form a cotangent bundle, they are equipped with
the canonical Poisson bracket in the Lagrangian frame, see e.g. [4],
{F,G}(L) =
∫
dX
(
δF
δxi(X)
δG
δMi(X)
− δG
δxi(X)
δF
δMi(X)
)
, (2.1)
where F and G are two arbitrary functionals of the Lagrangian state variables.
The explicit dependence on time is omitted from the notation as in the rest
of the paper since now on. The derivatives stand for functional (or Volterra)
derivatives, see Appendix A. This Poisson bracket clearly satisfies the Jacobi
identity,
{F, {G,H}}+ {G, {H,F}}+ {H, {F,G}} = 0, (2.2a)
as can be seen by direct verification. The bracket is of course antisymmetric,
{F,G} = −{G,F}, (2.2b)
and satisfies the Leibniz rule (assuming sufficient mathematical regularity),
{F,GH} = {F,G}H +G{F,H}. (2.2c)
Therefore, bracket (2.1) is indeed a Poisson bracket as it satisfies all the prop-
erties (2.2).
Denoting a general set of state variables by q, a Poisson bracket can be
equivalently expressed by means of its Poisson bivector4
Lαβ = {qα, qβ}, (2.3)
which is antisymmetric and can be used to reconstruct the bracket as follows,
{F,G} = 〈Fqα |Lαβ |Gqβ 〉, (2.4)
where 〈•|•〉 means a contraction (e.g. integration over space or duality in dis-
tributions) and we shall use Dirac bra-ket notation below.
4Greek indexes denote state variables while Latin space (or space-time) coordinates.
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Once having some state variables q, e.g. q = (x(X),M(X)) in the La-
grangian continuum mechanics, and the corresponding Poisson bracket, the re-
versible evolution of a functional F (q) of the state variables is given by
F˙ = {F,E}, (2.5)
where E is the total energy of the (isolated) system. This is a sort of weak
formulation of the problem. On the other hand, evolution of the functional F
can be expressed using the chain rule as functional derivatives of the functional
multiplied by evolution equations of the state variables,
q˙α = {qα, E} = Lαβ
∣∣∣ δE
δqβ
〉
. (2.6)
For instance, for the Lagrangian state variables we have
F˙ (x(X),M(X)) = {F,E}(L) (2.7)
as well as
F˙ (x(X),M(X)) =
∫
dX
(
δF
δxi
∂tx
i +
δF
δMi
∂tMi
)
. (2.8)
By comparing these two equalities, we can conclude that the evolution equations
for x and M are
∂tx
i(X) =
δE
δMi(X)
(2.9a)
∂tMi(X) = − δE
δxi(X)
(2.9b)
for any energy E(x,M). This is a way to obtain evolution equations from a
Poisson bracket.
Let us be more specific. Choosing the energy as
E =
∫
dX
(
M2
2ρ0
+ ρ0W (∇Xx)
)
, (2.10)
where the first term denotes the kinetic energy and the second denotes elastic
energy (dependent only on gradients of the field x(X)), equations (2.9) obtain
the concrete form
∂tx
i(X) =
δijMj
ρ0
(2.11a)
∂tMi(X) =
∂
∂XI
(
ρ0
∂W
∂ ∂x
i
∂XI
)
(2.11b)
Here, ρ0(X) is a reference mass density field. The metric tensor δ
ij can be
thought of as equal to the unit matrix in the Euclidean space endowed with
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Cartesian coordinates. Note that the Einstein summation convention is em-
ployed and that the capital index denotes coordinates in the Lagrangian frame.
Also, apart form the field ρ0(X) the energy can depend on the field of entropy
density s0(X) (per volume dX) to cope with non-isothermal bodies. Equations
(2.11) are the reversible evolution equations for a continuous body with stored
energy W (∇Xx) in the Lagrangian frame, which are to be solved when initial
and boundary conditions are supplied.
However, it is often preferable to formulate the evolution equations in the
Eulerian frame because (i) the Lagrangian configuration may be inaccessible (as
in the case of fluids), (ii) conservation laws are directly at hand in the Eulerian
frame and so it is clearer how to add dissipative terms to the evolution equations,
and (iii) also, the use of the Eulerian formulation can be advantageous in many
practical situations [32]. The complementary equations in the Eulerian frame
are shown in the next section.
2.2. Eulerian frame
First we have to declare what are the fields constituting the Eulerian state
variables. We choose the fields
ρ(x) = ρ0(X(x)) · det ∂X
∂x
(2.12a)
m(x) = M(X(x)) · det ∂X
∂x
(2.12b)
s(x) = s0(X(x)) · det ∂X
∂x
(2.12c)
F iI(x) =
∂xi
∂XI
∣∣∣
X(x)
(2.12d)
of local mass density (per volume dx), momentum density, entropy density and
the deformation gradient.
The goal is to project the Lagrangian Poisson bracket (2.1) to an Eulerian
Poisson bracket by letting the functionals depend only on the Eulerian fields
(2.12). After rather lengthy but straightforward calculation (Appendix B)5, we
obtain the Poisson bracket
{F,G}(Eulerian) = {F,G}(FM) +
∫
dxF jI
(
δF
δF iI
∂j
δG
δmi
− δG
δF iI
∂j
δF
δmi
)
−
∫
dx∂kF
i
I
(
δF
δF iI
δG
δmk
− δG
δF iI
δF
δmk
)
, (2.13)
5A simpler version of the calculation leading to fluid mechanics was called a ”small miracle”
in [33], and similar procedure leading to fluid mechanics equipped with the left Cauchy-Green
tensor was presented in [13].
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where {F,G}(FM) stands for the Poisson bracket of fluid mechanics,
{F,G}(FM) =
∫
dxρ(∂iFρGmi − ∂iGρFmi)
+
∫
dxmi(∂jFmiGmj − ∂jGmiFmj )
+
∫
dxs(∂iFsGmi − ∂iGsFmi). (2.14)
For brevity, from now on, the functional derivatives in the Poisson brackets
are denoted by subscript, e.g. δFδρ = Fρ, and if the functionals are assumed to
be local (involving no spatial gradients), Fρ stands for the partial derivative
Fρ = ∂f/∂ρ, f being volume density of F . This slightly overloaded notation
helps to keep the formulas clear and should not cause any confusion. Bracket
(2.13) is certainly a Poisson bracket, i.e. it fulfills criteria (2.2), since it has
been obtained by reduction of Poisson brackets.6 The bracket is compatible
with Poisson bivector 5.12a of [35], and it expresses kinematics of the Eulerian
state variables consisting of the state variables of fluid mechanics (ρ, m and s)
and the deformation gradient F(x). The reduction can be summarized as the
following theorem:
Theorem 2.1. Canonical Poisson bracket (2.1) of functionals F and G of the
Eulerian fields (2.12) is equal to Poisson bracket (2.13). The latter bracket
expresses kinematics of the Eulerian fields (ρ,m, s,F).
Note that Poisson bracket (2.13) is more general than the bracket of fluid
mechanics with the left Cauchy-Green tensor derived in [13] because the latter
can be obtained from the former by a mapping, see Sec. 2.3, but not vice versa.
On the other hand, bracket (2.13) is equivalent to the Poisson bracket (11) from
[36] although the latter is formulated in momentum, temperature (instead of
entropy) and deformation tensor (thus related by a one-to-one transformation).
Bracket (2.13) is indeed a Poisson bracket, i.e. satisfies antisymmetry, Leib-
niz rule and Jacobi identity. The latter property is usually difficult to check (see
[37] for an automated verification method). However, if the reduction ends up
in a closed form, i.e. everything depends only on the reduced state variables,
Jacobi identity is automatically satisfied as shown in [34].
6In [34] the reduction is called projection because the space of functionals of state variables
is projected to the subspace of functionals dependent only on a submanifold of the state
variables. If, after plugging in the functionals dependent only on the reduced state variables,
the bracket depends only on the reduced state variables, i.e. is in a closed form, then it inherits
the Jacobi identity from the original bracket and is indeed a Poisson bracket.
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The reversible evolution equations implied by bracket (2.13) are
∂tρ = −∂i(ρEmi) (2.15a)
∂tmi = −∂j(miEmj )− ρ∂iEρ −mj∂iEmj − s∂iEs − F jJ∂iEF jJ
+∂j(F
j
IEF iI + F
i
IEF iI ) (2.15b)
∂ts = −∂i(sEmi) (2.15c)
∂tF
i
I = −Emk∂kF iI + F jI∂jEmi , (2.15d)
where the energy E =
∫
dxe(ρ,m, s,F) still remains to be specified. The func-
tional derivatives of energy can be replaced by partial derivatives of total energy
density e hereafter due to the algebraic dependence on the state variables. Note
that the total momentum is conserved, since the first line (except the first term)
in the evolution equation for mi can be rewritten as gradient of generalized pres-
sure ∂ip for
p = −e+ ρ∂e
∂ρ
+mj
∂e
∂mj
+ s
∂e
∂s
+ F iI
∂e
∂F iI
. (2.15e)
Total energy density e can be prescribed as
e =
m2
2ρ
+ ε(ρ, s,F), (2.16)
where ε is the elastic and internal energy. In particular, Em = m/ρ = v
becomes the velocity. The evolution equation for the deformation gradient then
gets the explicit form
∂tF = −(v · ∇)F +∇v · F, (2.17)
which is the usual evolution equation for F in the Eulerian frame, e.g. see [38,
32, 39]. Equations (2.15) represent evolution equations for density, momentum
density, entropy density and deformation gradient in the Eulerian frame, and
they attain an explicit form once total energy density is specified.
Note that F (or of its inverse A) can be generalized from being a holonomic
triad (i.e. being the gradient of the mapping xi(XI)) to non-holonomic triad.
This, however, requires the introduction of the local reference configuration
instead of the global Lagrangian configuration associated with the coordinates
XI , e.g. see [40].
2.3. Non-Newtonian fluids
Since the Lagrangian configuration is usually irrelevant in the case of fluids
(even non-Newtonian), the fluids are often described by state variables ρ, m, s
and the left Cauchy-Green tensor
Bij(x) = F iI(x)F
j
J(x)δ
IJ . (2.18)
Note that δIJ is actually an inverse body metric measuring lengths in the La-
grangian frame, see [4, 41]. The mapping from F to B is non-invertible, since
F has nine independent components while the symmetric tensor B only six.
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Therefore, we shall refer to it as a reduction. By letting the functionals in
bracket (2.13) depend on these state variables we arrive at Poisson bracket
{F,G}(LCG) = {F,G}(FM)
+
∫
dx
(
FBik(B
jk∂jGmi +B
ji∂jGmk)−GBik(Bjk∂jGmi +Bji∂jFmk)
)
−
∫
dx∂jB
ik(FBikGmj −GBikFmj ), (2.19)
which expresses kinematics of fields ρ, m, s and B. Details of the calculation can
be found in Appendix C. The description of a fluid including the left Cauchy-
Green tensor is suitable for non-Newtonian complex fluids, e.g. [42]. One can,
however, describe non-Newtonian fluids also on the level involving deformation
gradient (i.e. without the further reduction to B) [43].
The evolution equations generated by bracket (2.19) are
∂tρ = −∂i(ρEmi) (2.20a)
∂tmi = −∂j(miEmj )− ρ∂iEρ −mj∂iEmj − s∂iEs −Bjk∂iEBjk
+∂i(B
jkEBjk) + ∂j(B
jk(EBik + EBki)) (2.20b)
∂tB
ik = −vj∂jBik +Bjk∂jEmi +Bji∂jEmk (2.20c)
∂ts = −∂i(sEmi). (2.20d)
The equation for the left Cauchy-Green tensor can be rewritten as
∇
B= 0, i.e.
the upper-convected derivative of B be equal to zero.7 Moreover, once the
dependence of energy on the state variables is specified, the stress is determined
and the equations get an explicit form, see e.g. [31].
Note that by letting the functionals depend only on the state variables of fluid
mechanics, ρ, m and s, Poisson bracket (2.19) is projected to the Poisson bracket
of fluid mechanics (2.14). The {•, •}(FM) bracket then leads to the compressible
Euler equations, but when the energy is chosen quadratic in gradients of density,
one automatically gets equations for Korteweg fluid equations, see e.g. [31] for
more details. Fluid mechanics can be also seen as evolution on the coadjoint
orbit of the infinite-dimensional Lie group of diffeomorphism of a domain to
itself [44, 24]. The Hamiltonian formulation of fluid mechanics is especially
useful for instance in analysis of stability and robustness [45, 46].
In summary, dynamics with the left Cauchy-Green tensor is less detailed than
dynamics with deformation tensor or distortion, since the former is obtained by
reduction of the latter (B has six independent components while F nine), and
knowledge of F allows reconstruction of the field of labels X(x) by contour
integration.
7Note that we assume that kinetic energy is in form m2/2ρ so that its conjugate is velocity,
Em = v.
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2.4. SHTC equations
Besides the reduction from F to B, one can also carry out transformation of
variables from F to the distortion A = F−1,
AI i(x) = (F
−1(x))Ii, (2.21)
by letting the functionals depend only on ρ, m, s and A, see Appendix D for
details.
The resulting Poisson bracket is
{F,G}(A) = {F,G}(FM) −
∫
dxALi(FALl∂lGmi −GALl∂lFmi)
−
∫
dx∂iA
L
l(FALlGmi −GALlFmi), (2.22)
which is the Poisson bracket for the distortion. Thus we come to the following
conclusion, which might be anticipated already from the results in [47].
Proposition 2.2 (On the origin of continuum mechanics with distortion).
The Poisson bracket (2.22), which expresses kinematics of the Eulerian fields
(ρ,m, s,A), is obtained by reduction of the canonical Lagrangian Poisson bracket
(2.1).
The reversible evolution equations generated by this Poisson bracket are
∂tρ = −∂i(ρEmi) (2.23a)
∂tmi = −∂j(miEmj )− ρ∂iEρ −mj∂iEmj − s∂iEs −ALl∂iEALl
+∂i(A
L
lEALl)− ∂l(A
L
iEALl) (2.23b)
∂ts = −∂i(sEmi), (2.23c)
∂tA
L
l = −∂l(ALiEmi) + (∂lALi − ∂iALl)Emi . (2.23d)
Again, once the energy is specified, the equations acquire an explicit form. These
evolution equations are part of the Symmetric Hyperbolic Thermodynamically
Compatible (SHTC) equations, originally found in [48], see also [49, 47, 31].
A more general form of SHTC equations involving an extra mass flux term is
shown (including an analogical derivation) in Appendix E.
Although the distortion was defined as inverse of the deformation gradient,
meaning that ∂iA
L
l = ∂lA
L
i, we have actually never used this property. This is
the crucial point making distortion advantageous, since by including dissipation
this condition can be violated, i.e.
TLij = ∂iA
L
j − ∂jALi 6= 0 or ∇×A 6= 0. (2.24)
Tensor TLij is called torsion tensor [40], and it expresses incompatibility in the
deformation field. Its physical interpretation depends on the physical context.
Usually it is interpreted as the dislocation density (or Burgers) tensor [50, 40]
but also can be used to represent the spin of the distortion field A which can be
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associated with the small-scale vortex dynamics in turbulent flows as discussed
in [40]. The Lagrangian configuration is then no longer uniquely determined
because integration of A over a closed loop does not necessarily yield zero,
which is how dislocations are naturally incorporated into the mechanics, e.g. see
[51]. Hence, we have equipped Eulerian coordinates with natural state variables
which do not dwell on the existence of a continuous mapping connecting the
reference Lagrangian and actual configurations and allow to include formation
and propagation of defects in continuous medium.
Remark 2.3. It is also important to note that Poisson bracket (2.22) satisfies
Jacobi identity (2.2a) unconditionally, see [47]. Bracket (2.22) gives evolution
equations compatible with the evolution equation for F, Eq. (2.15d). If the
terms proportional to ∇×A were dropped, the compatibility would be lost, as
well as Galilean invariance and unconditional validity of Jacobi identity. It is
important to keep the terms although they are typically zero in elastic evolution.
Remark 2.4. Note also that equations (2.23) (or (2.15)) do not represent a sys-
tem of conservation laws. While the equation for density, momentum density
and entropy density can be written as conservation laws, the equation for dis-
tortion can not (without neglecting the terms proportional to ∇ × A). This
is similar to the evolution equation for B, Eq. (2.20c), which does not repre-
sent any conservation law either. In general, there are seven conserved quanti-
ties (momentum, angular momentum and energy) given by symmetries of the
space-time, [5]. Conservation of mass is added to these conservation laws in clas-
sical physics and conservation of entropy is the limiting case of non-dissipative
dynamics. Apart from these quantities there is no other universal conserved
quantity in classical physics (although various conserved quantities can be de-
rived from those universally conserved, and some conserved quantities appear
in special cases [52]). Therefore, taking finite elasticity into account (meaning
state variables F, B or A in the Eulerian frame) one can not in general expect
to get a system of conservation laws.
2.5. Jacobi identity
Jacobi identity (2.2a) is an inherent property of Poisson brackets, explicit
verification of which is usually a formidable task. This difficulty was overcome
by program [37] checking the identity in an automatized way. What is the reason
for such interest in Jacobi identity? We address this question in the following
sub-sections.
2.5.1. Self-consistency of Hamiltonian dynamics
Hamiltonian evolution of state variables q can be expressed by Eq. (2.6),
and from the geometric point of view it can be seen as motion in the state space
where q belongs. The curves q(t) are integral curves of the Hamiltonian vector
field XE the components of which represent the right hand side of Eq. (2.6),
XE
def
= LαβEqβ∂α, XαE = LαβEqβ , ∂α
def
=
∂
∂qα
, (2.25)
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or
q˙α = {qα, E} = LαβEqβ = (L · dE)(qα) = XE(qα) = XαE . (2.26)
Hamiltonian evolution can be seen as motion along the Hamiltonian vector field
generated by energy E.
Having the Hamiltonian vector field, let us ask the question whether the
structure of Eq. (2.26) is kept during the evolution. Taking arbitrary functionals
F , G and E, we have
{{F,G}, E} = LXE (dF · L · dG)
= LXE (dF ) · L · dG+ dF · LXE (L) · dG+ dF · L · LXE (dG)
= dLXEF · L · dG+ dF · LXE (L) · dG+ dF · L · dLXEG
= {{F,E}, G}+ dF · LXE (L) · dG+ {F, {G,E}}, (2.27)
where LXE is the Lie derivative with respect to the Hamiltonian vector field, see
e.g. [53], which commutes with differential d. Using Jacobi identity, Eq. (2.2a),
we obtain that
dF · LXE (L) · dG = 0 ∀F,G,which means that LXEL = 0. (2.28)
We have thus proved the following proposition, c.f. [54],
Proposition 2.5. Lie derivative of Poisson bivector along the Hamiltonian
vector field, given by Eq. (2.25), is zero,
LXEL = 0, (2.29)
see e.g. [54].
This tells that the Poisson bivector L does not change along the evolution of
the system. Jacobi identity can be seen as a condition of self-consistency of the
reversible Hamiltonian evolution. As a corollary, the canonical Poisson bivector,
which is a constant tensor field and thus has zero Lie derivative, automatically
satisfies Jacobi identity.
2.5.2. Criterion when constructing Poisson brackets
Jacobi identity is also useful as a decisive criterion when choosing between
several possible forms of a Poisson bracket. For instance, in [35], it led to the
identification of coupling between the mechanics of the Eulerian deformation
gradient F(x) and fluid mechanics. Similarly, in [47] bracket (2.22) is derived
by reduction of a simpler bracket for fluid mechanics with labels (distortion
being spatial gradient of labels). By adding terms to the bracket that are
zero for compatible distortion matrices (∇ ×A = 0), Jacobi identity becomes
valid unconditionally (even with incompatible distortion), and bracket (2.22) is
recovered.
In [55], the Poisson bracket for the infinite Grad hierarchy in kinetic theory
was formulated. Projection for instance to the first ten moments (fluid me-
chanics and the matrix of second moments) does not end up in a closed form.
Jacobi identity can be seen as a closure criterion so that the resulting evolution
equations become frame invariant.
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2.6. Gauge invariance, symmetries and conserved quantities
We shall now make a few observations regarding conserved quantities, sym-
metries and transformation invariants in Hamiltonian systems. These links and
properties follow again from the structure of Poisson bracket and allow stronger
statements about symmetries and conservation laws than in Lagrangian sys-
tems observed by Noether. The results can be obtained as corollaries of [56],
but here we propose an alternative viewpoint that allows a significantly shorter
exposition and reveals different relationships and insight.
We approach this problem from two perspectives. The first one, Sec. 2.6.1,
2.6.2 and 2.6.3, is rather intuitive, easily understandable and invoking the prop-
erties of Hamiltonian systems but rather formal. Subsequently, in Sec. Ap-
pendix F, we built upon rigorous results from [56].
2.6.1. Noether (and inverse) theorem for Poisson systems
Assume now that there is a conserved quantity G(q) of the Hamiltonian
system (2.26), i.e. {G,E} = 0. This property can be rewritten as
0 = {G,E} = GqαLαβEqβ = XE(G) = LXEG, (2.30)
which means that the action of the vector field on functional G (conserved
quantity) is zero. From antisymmetry of the Poisson bracket we also have
0 = {E,G} = EqαLαβGqβ = XG(E) = LXGE, (2.31)
which means that field XG represents a symmetry of the Hamiltonian in the
following sense.
Definition 2.6 (Symmetry of Hamiltonian). A vector field X is a symmetry of
Hamiltonian E when its action on the Hamiltonian is zero, LXE = X(E) = 0.
Looking at Eqs. (2.30) and (2.31), we obtain the Hamiltonian version of
famous Noether theorem.
Theorem 2.7 (Emmy Noether, and its inverse for Poisson systems). Any con-
served quantity G(q) of Hamiltonian system (2.26) generates a Hamiltonian
vector field XG, which is a symmetry of the Hamiltonian, LXGE = 0. Con-
versely, if a Hamiltonian vector field XG is a symmetry of the Hamiltonian,
then generator G of the field is conserved. See also [57].
2.6.2. Symmetry of a Hamiltonian dynamical system
Let us now focus on infinitesimal symmetries of Hamiltonian dynamical sys-
tems (2.26). Note that the calculations are formal and well substantiated only
for finite dimensional systems. However, we shall proceed in this formal treat-
ment as it elucidates the geometric content.
A Hamiltonian vector field XG defines an infinitesimal transformation of
state variables
q¯α = qα + εXG(qα) = qα + εLXGqα = qα + ε{qα, G}. (2.32)
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This formula actually represents infinitesimal transformations in a broader sense,
see Sec. Appendix F for a rigorous treatment.
For Lie derivatives it holds that, see e.g. [53],
L[X,Y] = LXLY − LYLX (2.33)
for any vector fields X and Y. Therefore, assuming that a vector field X com-
mutes with XE , [X,XE ] = 0, it follows that
LXLXE = LXELX. (2.34)
Considering Hamiltonian system (2.26), solution after an infinitesimal time
dt is equal to
qα(t+ dt) = qα(t) + dtLXEq
α(t) (2.35)
with correction terms of order (dt)2. A vector field X generates infinitesimal
transformation (2.32). Assuming that it commutes with XE , i.e. identity (2.34)
holds, the transformed variables at time t+ dt are
q¯α(t+ dt) = qα(t+ dt) + εLXq
α(t+ dt)
= qα(t) + dtLXEq
α(t) + εLXq
α(t) + εLX(dtLXEq
α(t))
= qα(t) + εLXq
α(t) + dtLXE (q
α(t) + εLXq
α(t))
= q¯α(t) + dtLXE q¯
α(t). (2.36)
Therefore, the transformed quantities (2.32) obey the same evolution equations
as the quantities before transformation, and thus they have the same set of
solutions. Such a transformation is called a symmetry of the dynamical system.
Hence we have shown the following proposition.
Proposition 2.8 (Symmetries of Hamiltonian system). A symmetry of the
dynamical system is any vector field X that commutes with the Hamiltonian
vector field,
0 = [XE ,X] = XEX− XXE = LXEX = −LXXE . (2.37)
The symmetry induces an infinitesimal transformation (2.32), after which the
Hamiltonian system has the same set of solutions (in short time) as the original
system, see also [56].
2.6.3. Symmetries of Hamiltonian systems and conserved quantities
Finally, let us now turn to the question whether a conserved quantity also
represents a symmetry of the Hamiltonian dynamical system. Using the defini-
tion of the symmetry, Eq. (2.37), we have
−LXGXE = LXEXG = LXE (L · dG) = LXEL · dG+ L · LXEdG
= LXEL · dG+ L · dLXEG︸ ︷︷ ︸
=0
= LXEL︸ ︷︷ ︸
=0
·dG = 0, (2.38)
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where we used that the Lie derivative commutes with differential, Ld = dL, see
e.g. [53], and where Jacobi identity was used, see Proposition 2.5. From this
observation it follows that if a functional G is a conserved quantity, G˙ = 0, of a
Hamiltonian dynamical system (2.26), the Hamiltonian vector field generated by
G is a symmetry of the Hamiltonian system. Using this identity in Eq. (2.38),
we obtain the following theorem.
Theorem 2.9. Assume that a functional G is a conserved quantity of a Hamil-
tonian dynamical system (2.26), see Eq. (2.30). Then the Hamiltonian vector
field generated by G is a symmetry of the Hamiltonian system in the sense of
Eq. (2.37), cf. [56].
Hence we not only know that a conservation law generates a symmetry,
but we know the relation explicitly, i.e. a direct relation between a conserved
quantity and an invariance in the system. This result can be extended to a
general case, but certain technical extensions of the concepts here have to be
carried out [56], e.g. the relation (2.32) is no longer a transformation (strictly
speaking), but can be shown to be a prolongation of a Hamiltonian vector field,
see Appendix F for more details.
For a Hamiltonian system, it is possible to prove invariance of the evolu-
tion equations with respect to an infinitesimal transformation by showing the
conservation of the transformation generator. For instance, Galilean invariance
can be shown relatively easily by proving conservation of Galilean booster, and
the method is not restricted to evolution equations in the form of conservation
laws, see Appendix F for concrete examples.
2.7. Hyperbolicity
Hyperbolicity is an essential feature of many systems in continuum thermo-
dynamics [58, 59, 60, 61], since it provides well-posedness of the Cauchy problem
locally in time and causality, see Sec. 1. However, it is not easy to check hy-
perbolicity when the equations are not in the form of system of conservation
laws admitting an extra conservation law (typically energy conservation), see
e.g. [47] and the Godunov-Boillat theorem, first proposed by Godunov [14], and
generalized in [62], [63], [64] and [65]. Therefore, our motivation for this section
is to shed some light on interconnections between the symmetric hyperbolicity
(particular case of hyperbolicity) and Hamiltonian formulation of a system of
conservation laws. Note that in this section no summation over repeated indexes
is meant.
2.7.1. Godunov-Boillat theorem
The usual way to show symmetric hyperbolicity of a system of quasilinear
first order equations is the Godunov-Boillat theorem, see e.g. [14, 63, 66, 47].
The theorem is based on the passage to a dual formulation by means of Legendre
transformation
q†α =
∂e
∂qα
, q†α =
∂L
∂q†α
and L = −e+ qαq†α, (2.39)
15
and it works for systems of overdetermined conservation laws (automatically
implying an extra conservation law, e.g. energy conservation). Note that L has
the meaning of pressure, cf. Eq. (2.15e), and it is the complete Legendre trans-
formation of energy density. For non-conservative systems, as for instance the
SHTC equations in Section 2.4, the theorem can be applied either by restriction
to the compatible systems (curlA = 0) or by extension promoting the incom-
patibility to an extra state variables (Burgers tensor), see [66, 47]. The way
based on the Hamiltonian structure of the equations, Eqs. (2.47), can be seen
as an alternative (or extension) to the Godunov-Boillat theorem (the theorem
is recalled in Appendix G).
2.7.2. Riemannian approach
It is sometimes possible to infer hyperbolicity just from the Hamiltonian
character of the equations. Let us first recall some results by Dubrovin, Novikov
[67] and Tsare¨v [68]. A Poisson bracket in 1D is of hydrodynamic type if the
corresponding Poisson bivector has the form
Lαβ = {qα(x), qβ(y)} = gαβ(q(x))∂xδ(x− y) + bαβγ (q(x))∂xqγδ(x− y). (2.40)
For further discussion see [69]. Energy is of hydrodynamic type if it is an integral
of a function of the state variables,
E =
∫
dxe(q(x)). (2.41)
The evolution equations generated by a hydrodynamic-type Poisson bracket and
hydrodynamic-type energy are quasilinear partial differential equations of first
order
∂tq
α = vαβ(q(x))∂xq
β (2.42)
with
vδγ = g
δβ ∂
2e
∂qβ∂qγ
+ bδβγ
∂e
∂qβ
(2.43)
as follows by direct calculation. The Poisson brackets discussed in this paper
are all of hydrodynamic type.
It was shown in [67] that
1. Under local changes Q = Q(q) of the vector of state variables, the co-
efficient gαβ in (2.40) is transformed as a tensor with upper indices; if
det gαβ 6= 0, then the expression, cf. Eq. (2.40), bαβγ = −gαδΓβδγ is trans-
formed so that Γβδγ is the Christoffel symbol of an affine connection.
2. For the Poisson bivector to be antisymmetric it is necessary and sufficient
that the tensor gαβ be symmetric (i.e. it defines a pseudo-Riemannian
metric, if det gαβ 6= 0) and the connection Γαβγ is metric compatible:
∇γgαβ = 0∀α, β, γ, where ∇γ is the associated covariant derivative in
the space of state variables.
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3. For the bracket to satisfy Jacobi identity it is necessary and sufficient (in
the case det gαβ 6= 0) that the connection Γβδγ be torsion- and curvature-
free.
Assuming the non-degenerate case, the covariant Hessian of energy can be
rewritten as
∇δ∇γe = ∂
∂qδ
∂e
∂qγ
− Γβδγ
∂e
∂qβ
, (2.44)
from which it follows that the matrix vδγ can be rewritten as
vγδ = g
δβ∇β∇δe. (2.45)
Furthermore, let us assume that the energy e(q) is a proper scalar (i.e. e(q) =
e(Q(q))). Then, due to that there is neither torsion nor curvature, the covariant
derivatives commute and the matrix eδγ
def
= ∇δ∇γe is symmetric. The evolution
equations (2.42) then become
∂tq
α = gαβeβγ∂xq
γ , (2.46)
which can be symmetrized by multiplying it by the covariant Hessian of energy
eδα. One obtains
eδα∂tq
α = eδαg
αβeβγ∂xq
γ . (2.47)
If the energy is convex, then it follows that when taking a curve in the space
of state variables, second derivative of energy with respect to a parameter
parametrizing the curve is positive. This holds true in particular for geodesic
curves. Therefore, energy is also geodesic convex [70] and its covariant Hes-
sian is positive definite, i.e. symmetric positive definite. Equations (2.46) are
thus equivalent (at least regarding their strong solutions) to the original system
(2.46), the matrix in front of the time-derivative is symmetric positive-definite,
and the matrices in front of the spatial derivatives are symmetric. Equations
(2.47) thus form a system of quasilinear first-order symmetric hyperbolic partial
differential equations [71, 48]. These results can be summarized as the following
theorem:
Theorem 2.10. Consider a one-dimensional Hamiltonian system of hydrody-
namic type with non-degenerate metric (2.40). Assuming that the energy of
the system is of hydrodynamic type, convex and a proper scalar, it follows that
the evolution equations can be regarded as a first-order quasilinear symmetric
hyperbolic PDE system.
Let us give a few examples. Isentropic fluids in one-dimension are described
by the mass density and momentum density (ρ,m) (so m is a one-dimensional
covector field) and thus, the first two terms in Poisson bracket (2.14), have the
metric
g =
(
0 −ρ
−ρ −2m
)
. (2.48)
This metric is non-degenerate and symmetric, but also indefinite.
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To include entropy, one has to add not only the entropy field, but also the
field of conjugate entropy flux w (see [47]), since otherwise the metric would be
degenerate [69]. The Poisson bracket, including s and w fields, is
{F,G} = {F,G}(FM) +
∫
dx(∇Fs ·Gw −∇Gs · Fw)
+
∫
dxwk
(
Fwj∂jGmk −Gwj∂jFmk
)
−
∫
dx∂kwj
(
FwjGmk −GwjFmk
)
, (2.49)
which is analogical to the bracket involving ρ and w in Appendix E, taking
s instead of ρ. Bracket (2.49) leads to the metric (again in 1D, i.e. only first
components w and m of w and m are considered)
g =

0 −ρ 0 0
−ρ −2m −s −w
0 −s 0 −1
0 −w −1 0
 , (2.50)
which is again symmetric, indefinite and non-degenerate.
Similarly, Poisson bracket (2.22) restricted to functionals dependent only on
(m,A) has non-degenerate metric. Entropy can be added by including also the
w field as above. Density can be added either by its relation with det(A) or by
adding both density and a conjugate velocity-like field (similar to the w field)
coupled to it, see Appendix E or [72].
Let us now bring the two approaches to proving hyperbolicity (Riemannian
and Godunov-Boillat) closer to each other. If eβγ were the usual derivatives
(not covariant), i.e. eβγ = ∂β∂γe, the situation would be simple. Taking again
pα = eqα and L = −e + pαqα, then pα = Lpα and the system of equations
becomes
∂tLpα = g
αβeβγ∂xLpγ , (2.51)
or
Lαδ∂tpδ = g
αβeβγL
γδ∂xpδ, where L
αδ = Lpαpδ . (2.52)
Because eβγL
γδ = δδγ , we would have a symmetric hyperbolic system
Lαδ∂tpδ = g
αβ∂xpβ . (2.53)
However, the Hessian eβγ is made of covariant derivatives, not partial. By this
remark, we would like to draw attention to this similarity between the two
approaches (Godunov-Boillat and Riemannian).
Remark 2.11. Moreover, Theorem 1 from [69] tells that once the metric is non-
degenerate, then there exists such a local change of variables that the metric
becomes pseudo-Euclidean and bijk = 0. Then the covariant derivatives become
partial derivatives and the symmetrization by the Godunov-Boillat theorem
becomes equivalent to the symmetrization by the Riemannian approach.
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In summary, there is a new link between Hamiltonian systems of hydrody-
namic type and their symmetric hyperbolicity. If the metric constructed from
the Poisson bivector is non-degenerate and if the energy is convex, then the re-
sulting evolution equations are symmetric hyperbolic. This provides an alterna-
tive to the Godunov-Boillat theorem, especially in the case of non-conservative
equations.
2.8. Clebsch variables
Variational principles for fluid mechanics have been of great importance
in physics. Clebsch [73] found the canonical variables providing Hamiltonian
structure to fluid mechanics, Seliger, Whitham [74] and Lin [75] equipped fluid
mechanics with labels to gain the variational structure, [76]. See [77] and [78]
for a clearer and more geometric explanation of the results. For instance in [31],
the Clebsch variables were written as ρ(x), ρ∗(x), λ(x), λ∗(x), s(x) and s∗(x)
equipped with the canonical Poisson bracket for fields,
{F,G}(Clebsch) =
∫
dx
(
δF
δρ
δG
δρ∗
− δG
δρ
δF
δρ∗
)
+
∫
dx
(
δF
δλ
δG
δλ∗
− δG
δλ
δF
δλ∗
)
+
∫
dx
(
δF
δs
δG
δs∗
− δG
δs
δF
δs
)
(2.54)
for all F and G smooth enough functionals of the Clebsch variables. The evo-
lution equations implied by this canonical bracket are
∂tρ =
δE
δρ∗
, ∂tρ
∗ = −δE
δρ
, etc., (2.55)
and they can be seen as a consequence of the principle of least action (with
variations vanishing at boundaries)
δ
∫ t2
t1
∫
dxL(ρ, ρ˙, λ, λ˙, s, s˙) = 0, (2.56)
where L is the Lagrangian density related to energy by the Legendre transfor-
mation.
Fluid mechanics is then obtained by the reduction
ρ = ρ, (2.57a)
mi = ρ∂iρ
∗ + λ∂iλ∗ + s∂is∗, (2.57b)
s = s, (2.57c)
under which the canonical Clebsch Poisson bracket turns to the Poisson bracket
for fluid mechanics (2.14).
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One can, however, project the Clebsch variables not only to the fluid me-
chanics, but also to keep the λ field, which can be seen as volume density of
labels. Indeed, the reduction then leads to Poisson bracket
{F,G}(FM) +
∫
dxλ(∇Fλ ·Gm −∇Gλ · Fm), (2.58)
which implies the evolution equation for λ
∂tλ = −∂j(λEmj ). (2.59)
Subsequent change of variables to X = λ/ρ then yields
∂tX = −Emi∂iX, (2.60)
which is a simple advection of function X (a marker or a label) by the fluid.
Starting with the three fields λI , where I is a Lagrangian index, the resulting
Poisson bracket (called Lin bracket) is
{F,G}(Lin) = {F,G}(FM) +
∫
dx∂jX
I(FmjGXI −GmjFXI ), (2.61)
see [79, 31] for more details. The Lin Poisson bracket yields evolution equations
for fluid mechanics equipped with labels
∂tρ = −∂i(ρEmi) (2.62a)
∂tmi = −ρ∂iEρ −mj∂iEmj − s∂iEs − ∂iXI (2.62b)
∂ts = −∂i(sEmi) (2.62c)
∂tX
I = −Emi∂iXI . (2.62d)
Finally, the field of labels XI can be projected to the distortion matrix
through
AI i =
∂XI
∂xi
, (2.63)
and the consequent reduction of the Lin Poisson bracket leads to the Poisson
bracket for distortion matrix (2.13). Note however, that the terms proportional
to ∇ × A do not appear in the result automatically. They are zero provided
the construction (2.63) is smooth enough, which is why they do not appear.
However, the Jacobi identity is then fulfilled provided that ∇×A = 0, and the
terms in (2.13) proportional to ∇ × A have to be added to make the Jacobi
identity fulfilled unconditionally, see [47].
In summary, we show that Clebsch variables provide an alternative formu-
lation of variational principle for fluid mechanics and fluid mechanics with dis-
tortion.
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2.9. Semidirect product structure
It is well known that mechanics (i.e. reversible evolution) of fluids is Hamil-
tonian, see e.g. [24, 80] or [31]. Fluid mechanics, in particular, is a realization of
Lie-Poisson dynamics, where the Poisson bracket is the Lie-Poisson bracket on
a Lie algebra dual. Another examples of Lie-Poisson dynamics are rigid body
rotation or kinetic theory. In [80] it is explained how to construct new Hamil-
tonian dynamics by letting one Hamiltonian dynamics be advected by another.
Having a Lie algebra dual l∗ (for instance fluid mechanics), an another Lie alge-
bra dual or cotangent bundle is advected by l∗ by the construction of semidirect
product.
One can even think of mutual action of the two Hamiltonian dynamics, which
leads to the structure of matched pairs [81], [82]. For the purpose of this paper,
however, we restrict the discussion only to one-sided action of one Hamiltonian
system to another, i.e. to the semidirect product. A general formula for the
Poisson bracket of semidirect product of a Lie algebra dual l∗ and cotangent
bundle T ∗M = V × V ∗ was presented for instance in [82, 83, 84],
{F,G}(l∗nT∗M) = {F,G}(l∗) + {F,G}(T∗M)
+ 〈FA|Gm B A〉 − 〈GA|Fm B A〉
+ 〈D|Fm B GD〉 − 〈D|Gm B FD〉 (2.64)
where A ∈ V is a covector field, A = Aidxi and D ∈ V ∗ is a vector field D =
Di∂i, {F,G}(l∗) is the Lie-Poisson bracket on the Lie algebra dual, {F,G}(T∗M)
is the canonical Poisson bracket on the cotangent bundle, 〈•|•〉 is a scalar prod-
uct (usually L2, i.e. integration over the domain), m ∈ l∗ is the momentum
density (element of the Lie algebra dual) and B is the action of l∗ on T ∗M ,
minus the Lie derivative −L. Poisson bracket (2.64) can be thus rewritten as
{F,G}(l∗nT∗M) = {F,G}(l∗) + {F,G}(T∗M)
−〈FA|LGmA〉+ 〈GA|LFmA〉
− 〈D|LFmGD〉+ 〈D|LGmFD〉 , (2.65)
with {F,G}(l∗) = {F,G}(FM) and
{F,G}(T∗M) = 〈FA, GD〉 − 〈GA, FD〉 =
∫
dx
(
δF
δAi
δG
δDi
− δG
δAi
δF
δDi
)
. (2.66)
Lie derivatives of vector and covector fields read (see e.g. [53])
LvA =
(
vj
∂Ai
∂xj
+
∂vj
∂xi
Aj
)
dxi (2.67a)
LvD =
(
vj
∂Di
∂xj
−Dj ∂v
i
∂xj
)
∂
∂xi
, (2.67b)
and the Poisson bracket thus gains the explicit form (noting that FD and GD
21
are covector fields)
{F,G}(l∗nT∗M) = {F,G}(FM) +
∫
dx
(
δF
δAi
δG
δDi
− δG
δAi
δF
δDi
)
(2.68)
−
∫
dxFAi(Gmj∂jAi + ∂iGmjAj)
+
∫
dxGAi(Fmj∂jAi + ∂iFmjAj)
−
∫
dxDi(Fmj∂jGDi + ∂iFmjGDj )
+
∫
dxDi(Gmj∂jFDi + ∂iGmjFDj ).
This Poisson bracket expresses kinematics of a cotangent bundle (a vector field
and a covector field) advected by a Lie algebra dual (for instance fluid mechan-
ics).
Let us now equip the covector field A with an additional (Lagrangian) in-
dex, which is equivalent to letting additional copies of the cotangent bundle be
advected by the Lie algebra dual, Ai → AI i. In analogy, the vector field D
becomes DiI , and the Poisson bracket becomes
{F,G}(l∗nT∗M) = {F,G}(FM) +
∫
dx
(
δF
δAI i
δG
δDiI
− δG
δAI i
δF
δDiI
)
−
∫
dxFAI i(Gmj∂jA
I
i + ∂iGmjA
I
j)
+
∫
dxGAI i(Fmj∂jA
I
i + ∂iFmjA
I
j)
−
∫
dxDiI(Fmj∂jGDiI + ∂iFmjGDjI
+
∫
dxDiI(Gmj∂jFDiI ) + ∂iGmjFDjI
). (2.69)
Evolution equations implied by this bracket are
∂tρ = −∂i(ρEmi) (2.70a)
∂tmi = −ρ∂iEρ −mj∂iEmj − s∂iEs −ALl∂iEALl −D
l
L∂jEDlL
+∂i(A
L
lEALl)− ∂l(A
L
iEALl) + ∂j(D
j
IEDiI ) (2.70b)
∂tA
I
i = EDiI − Emj∂jA
I
i −AI j∂iEmj
= EDiI − ∂i(A
I
jEmj ) + (∂iA
I
j − ∂jAI i)Emj (2.70c)
∂tD
i
I = −EAI i − ∂j(D
i
IEmj ) +D
j
I∂jEmi (2.70d)
∂ts = −∂i(sEmi). (2.70e)
In order to have reversible dynamics, parity of D with respect to time reversal
must be odd (parity of A is even). The vector field D can be thus interpreted
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as the associated momentum of distortion (e.g. it may represent microinertia
of the microstructure, e.g. see [40]). By letting the functional depend only on
(ρ,m, s,A) bracket (2.70) becomes bracket (2.22), and it can be thus seen as
an extension of that bracket.
In summary, we have constructed the Hamiltonian dynamics of a cotangent
bundle advected by fluid mechanics. Distortion A is coupled to its associated
momentum D (similarly as in [40]), and the resulting equations are indeed
Hamiltonian. In particular, by disregarding the associated momentum, the
bracket for distortion matrix (2.22) can be seen as the Lie-Poisson bracket for
semidirect product of fluid mechanics and a vector space, which is the geometric
interpretation of the Poisson bracket. This means that the SHTC equations can
be interpreted as evolution of total momentum advecting all the other fields (ρ,
s, A).
2.10. Onsager-Casimir reciprocal relations
Let us now recall another feature of Hamiltonian mechanics, namely the
Onsager-Casimir reciprocal relations. We assume that the Hamiltonian evo-
lution is time-reversible (at least short time, assuming the existence of strong
solutions), which is usually the case. From the mathematical point of view
time-reversibility follows directly from the construction of Poisson brackets on
symplectic manifolds or from subsequent reductions towards less detailed levels
of description, see [85]. Alternatively, as follows from our discussion in Section
2.6, it is a consequence of energy conservation in Hamiltonian systems. From
the physical point of view, Hamiltonian dynamics expresses mechanics, which
constructed as reversible. Irreversibility appears once thermodynamic effects
are taken into account.
Assuming, moreover, that all state variables have definite parities with re-
spect to the time-reversal transformation (TRT),
TRT(qα) = P(qα)qα, P(qα) = ±1. (2.71)
TRT inverts velocities of all particles and all velocity-like and momentum-like
(generally quantities odd w.r.t. TRT) fields. For instance P(xi) = 1, P(mi) =
−1, P(s) = P(e) = 1, P(ρ) = 1 and P(A) = 1. For the Hamiltonian evolution
to generate reversible evolution, the Poisson bivector must satisfy
P(Lαβ) = −P(qα)P(qβ), (2.72)
see [85]. Therefore, P(Lαβ) = 1 for P(qα) = −P(qβ) while P(Lαβ) = −1
for P(qα) = −P(qβ). Regarding the Hamiltonian evolution equations (2.26),
condition (2.72) together with antisymmetry of L, Lαβ = −Lβα, imply the
following theorem:
Theorem 2.12 (Onsager-Casimir reciprocal relations). Assuming Hamiltonian
evolution (2.26) with reversible Poisson bivector (condition (2.72)), then
• variables with the same parity, P(qα) = P(qβ), are coupled by an operator
symmetric with respect to simultaneous transposition and time reversal
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• variables with opposite parities, P(qα) = −P(qβ), are coupled by an op-
erator antisymmetric with respect to simultaneous transposition and time
reversal.
See [23, 31].
Onsager-Casimir reciprocal relations are thus automatically satisfied by re-
versible Hamiltonian evolution. Of course the irreversible part is also required
to satisfy these relations, see [23, 31].
3. Space-time formulation
In this section, we present a variational formulation of the Hamiltonian con-
tinuum mechanics discussed in Sec. 2. As it was mentioned in the Introduction,
we are motivated here by the variational formulations of fluid mechanics [86, 87]
and space-time formulations of Hamiltonian continuum mechanics, which are
required for dealing with relativistic flows [16, 23, 17], and also by the possi-
bility to improve consistency of the structure-preserving numerical methods as
the more general structure of the equations can be revealed. In particular, we
shall see that the variational space-time formulation provides the evolutionary
equations which are equivalent to those obtained from the bracket formulation,
equations (2.15) and (2.23). This may suggest a way to the generalization of
the Hamiltonian formulation with distortion, discussed in Sec. 2, to a space-time
formulation.
The index convention used in this section is as follows. First letters of the
Latin alphabet a, b, ... and A,B, ... run from 0 to 3 while middle letters i, j, ...
and I, J, ... run from 1 to 3. Also, small letters index quantities related to
the Eulerian coordinates xa while capital letters index quantities related to the
Lagrangian coordinates XA.
3.1. Lagrangian variational formulation
Let us consider the mapping xa(XA), with the inverse mapping XA(xa),
a = 0, 1, 2, 3, A = 0, 1, 2, 3 such that x0 = t is the time of an Eulerian observer
while X0 = τ is the time of a Lagrangian observer (co-moving with the medium).
However, we shall assume non-relativistic settings and hence, t = τ .
Let us first consider a general Lagrangian density Λ˜(XA, xa(XA), ∂Ax
a) in
the Lagrangian frame XA, where ∂A =
∂
∂XA
. We assume that Λ˜ depends only
on the 4-potential xa(XA) and their first derivatives. Moreover, due to that
the Lagrangian should transform as a proper scalar with respect to the Galilean
group of transformations, Λ˜ depends on XA and xa(XA) only implicitly, i.e.
Λ˜(XA, xa(XA), ∂Ax
a) = Λ(∂Ax
a). The action then reads
S =
∫
Λ˜(XA, xa(XA), ∂Ax
a)dX =
∫
Λ(∂Ax
a)dX, (3.1)
variation of which with respect to δxa gives the Euler-Lagrange equation
∂AΛ∂Axa = 0. (3.2)
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This equation governs motion of the continuum, and is equivalent to (2.10),
(2.11). Equation of motion (3.2) is a system of second-order PDEs on xa. It,
however, can be seen as a first order system on 4-deformation gradient F aA =
∂Ax
a supplemented by the integrability condition ∂AF
a
B − ∂BF aA = 0, which is
a trivial consequence of the definition F aA = ∂Ax
a and the continuity of xa(XA).
Thus, the first-order system equivalent to (3.2) and (2.10), (2.11) is
∂AΛFaA = 0, ∂AF
a
B − ∂BF aA = 0. (3.3)
Recall that the 4-velocity is conventionally defined as the tangent vector to
the continuum particle trajectories
ua =
∂xa
∂τ
=
∂xa
∂X0
= F a0, (3.4)
which gives ua = (1, v1, v2, v3) with vi = ∂x
i
∂τ being the ordinary 3-velocity.
Therefore, the 4-velocity ua is just the 0-th column of the 4-deformation gradient
F aA [40]. Hence, equations (3.3)1 are essentially equations for u
a.
3.2. Eulerian variational formulation
Alternatively, the action integral can be transformed into the Eulerian frame.
For this purpose, it is sufficient to perform the change of variables XA → xa(XA)
in the action (3.2):
S =
∫
Λ˜(XA, xa(XA), ∂Ax
a)dX
=
∫
w L˜(XA(xa), xa, ∂aX
A)dx
=
∫
L˜(XA(xa), xa, ∂aXA)dx (3.5)
where w = det(∂aX
A), Λ˜(∂Ax
a) = L˜(∂aX
A), and L˜ = wL˜. The Euler-Lagrange
equation is
∂aL∂aXA = 0, (3.6)
where L(∂aXA) = L˜(XA(xa), xa, ∂aXA). Similarly as in (3.3), it can be viewed
as an extended first-order system for AAa = ∂aX
A,
∂a(A
A
bLAAa − Lδab) = 0, ua(∂aAAb − ∂bAAa) = 0, (3.7)
where the former equation is obtained from (3.6) using the fact that ∂aA
A
b =
∂bA
A
a while the latter is the result of transformation of (3.3)2 into the Eulerian
frame. The tensor T ab = A
A
bLAAa − Lδab can be naturally called the matter
energy-momentum tensor.
We note that in the computational elasticity the numerical solution should
fulfill the compatibility condition ∂iA
I
j−∂jAI i = 0 which cannot be guarantied
if a general purpose numerical method is used (especially in the long time sim-
ulations). Instead, a curl-preserving numerical integrator have to be used, e.g.
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[88, 89, 90]. It is therefore important to understand while constructing such a
method that the whole evolution equation for the distortion field has the struc-
ture of the four-curl. This fact can be used in order to chose a proper time
integration which is one of the critical steps in designing structure preserving
numerical integrators.
3.3. Equivalence of the variational and Hamiltonian formulations
Let us now show that the Eulerian equations (2.15d) and (2.23d) for F iI
and AI i can be derived from the space-time formulation (3.3). We first note
that the Lagrangian equation for F aA is just an identity, so-called integrability
condition,
∂A(∂Bx
a)− ∂B(∂Axa) = ∂AF aB − ∂BF aA = 0. (3.8)
Thus, if we consider the 0-th (A = 0) equation and use that vi = F i0, we obtain
the conventional time evolution equation for the spatial entries of F aA
∂τF
i
I − ∂Ivi = 0. (3.9)
One can easily get an Eulerian form of this PDE
∂tF
i
I + v
k∂kF
i
I − F kI∂kvi = 0 (3.10)
by simply transforming the Lagrangian derivatives to Eulerian ones ∂A = F
a
A∂a
(and in particular ∂τ = F
a
0∂a = u
a∂a = ∂t + v
k∂k). Similarly, (3.7) reduces to
8
∂tA
I
i + v
k∂kA
I
i +A
I
k∂iv
k = 0. (3.11)
Equations (3.10) and (3.11) are exactly equations (2.15d) and (2.23d), corre-
spondingly, generated by the corresponding Poisson brackets.
Having two Eulerian equations at hand, (3.10) and (3.11), which one can be
considered as a preferable equation to be used in the Eulerian frame.
Although the equations are equivalent (at least regarding strong solutions),
the variational formulation suggests that F aA is a natural state variable in the
Lagrangian frame while AAa is naturally to be used in the Eulerian frame, see
action integrals (3.5).
Furthermore, in order to see more differences between these two equations,
let us write them in equivalent semi-conservative forms. Thus, let us introduce
Fˆ iI = ρF
i
I like in works [38, 35] with ρ = ρ0/ det(F
i
I) being the mass density,
and ρ0 the reference mass density. Then, by multiplying (3.10) by ρ and adding
it with the continuity equation multiplied by F iI , one gets
∂tFˆ
i
I + ∂k(v
kFˆ iI − viFˆ kI) + vi∂kFˆ kI = 0. (3.12)
8One should use the identity ua∂bA
A
a = −AAa∂bua, and the so-called orthogonality con-
dition uaAIa = F
a
0A
I
a = 0 and hence A
I
0 = −vkAIk.
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On the other hand, by adding 0 ≡ vk∂iAI k − vk∂iAI k to the equation for AI i,
it can be written as
∂tA
I
i + ∂i(v
kAI k) + v
k(∂kA
I
i − ∂iAI k) = 0. (3.13)
A few remarks are in order, which discuss similarities and differences between
formulations in terms of F aA and A
A
a.
Remark 3.1. The last terms in (3.12) and (3.13) are connected as
∂kFˆ
k
I = ρF
i
IF
k
J(∂kA
J
i − ∂iAJk). (3.14)
In particular, ∂kA
J
i − ∂iAJk = 0 in elasticity and hence, ∂kFˆ kI = 0 as well.
However, one should not remove these terms from the PDEs because the result-
ing equations would not be equivalent to the original ones. In particular, the
removing of these terms changes the characteristic structure of the equations
[47].
Remark 3.2. In the space-time formulation, the equations for F aA and for A
A
a
are nothing else but the Lie derivatives along the 4-velocity ua = F a0:
LuF
a
A = u
b∂bF
a
A − F bA∂bua = 0, LuAAa = ub∂bAAa +AAb∂aub = 0.
(3.15)
Here, it is necessary to recall that F aA and A
A
a transform not as rank-2 space-
time tensors but as tetrads of covariant and contravariant vectors correspond-
ingly, see also Sec. 2.9. Using this fact, the ordinary partial derivatives ∂a in
equations (3.15) can be replaced with the covariant derivatives ∇a associated
with the torsion-free Levi-Civita connection:
ub∇bF aA − F bA∇bua = 0, ub∇bAAa +AAb∇aub = 0. (3.16)
This means that both formulations are unconditionally covariant, that is they
transform form-invariantly under general coordinate transformation (including
transformations between non-inertial frames). Furthermore, as discussed in [91],
because the time evolutions (3.16) are given by the Lie derivatives, they are
intrinsically transformed as objective tensors, that is frame-independently, and
moreover, they are defined unambiguously. This, in particular, makes such
formulations attractive for using in rheology where the classical stress-based
formulations (e.g. Maxwell’s viscoelastic model) are known to suffer from the
non-uniqueness of the choice of objective time rates.
Remark 3.3. The four-dimensional equations for F aA and A
A
a are related as
∂AF
c
B − ∂BF cA = −F aAF bBF cC(∂aACb − ∂bACa). (3.17)
Hence, in the elasticity settings, formulations in terms of F aA and A
A
a can be
used interchangeably, and, we believe, there is no universal way to give a prefer-
ence to one over another. However, the situation becomes different in the con-
text of irreversible deformations of either solids or fluids, and AAa-formulation
may give more insight into the non-elastic phenomena via the concepts of tor-
sion TAab = ∂aA
A
b− ∂bAAa (2.24), non-holonomic tetrads, and non-Riemannian
geometry, e.g see [40, 51].
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4. Conclusion
Continuum mechanics can be constructed from the principle of least action
or as Hamiltonian mechanics. In the Lagrangian frame (attached to matter) it
has the symplectic structure of Hamilton canonical equations. In the Eulerian
frame (attached to an inertial system), however, it only has Poisson structure
and the underlying Poisson brackets are more complicated. Here, we derive
the Poisson bracket for density, momentum density, entropy density and de-
formation gradient (or distortion) by reduction of the Lagrangian frame to the
Eulerian frame, which generalizes earlier results from the literature. We also
show how to derive an even more general bracket equipped with extra mass flux.
It requires some time to learn how to handle Poisson brackets. So why should
one pay attention to them? Features of Hamiltonian mechanics include:
• Clear geometric origin, Sec. 2.2.
• Automatic energy conservation, Sec. 2.
• Automatic relation to hyperbolicity, see Sec. 2.7.
• Geometric self-consistency, see Sec. 2.5.
• Relation between gauge invariance and conservation laws, see Sec. 2.6.
• Variational principles, see Sec. 2.8 and 3.1.
• Underlying structure of Lie groups (semidirect product), see Sec. 2.9.
• Automatic validity of Onsager-Casimir reciprocal relations, see Sec. 2.10.
• Robustness with respect to violation of deformation compatibility condi-
tions (propagation of torsion tensor), sec. 2.4.
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Appendix A. Functional derivatives
The purpose of this section is to recall the concept of functional derivative.
Consider a functional F of field f(X) that is Fre´chet differentiable, i.e.
F (f + δf) = F (f) +DF |f (δf) +O(δf)2, (A.1)
where δf ∈ C∞0 is a smooth variation with compact support (zero at the bound-
aries). Topology can be specified for instance as that of D space [92]. The
Fre´chet differential is then equal to the Gateaux derivative
d
dλ
∣∣∣
λ=0
F (f + λδf) = DF |f (δf). (A.2)
Since the Fre´chet differential is linear in its argument (•), it can be seen as
an element of the dual space to δf , which is the space of distributions D′.
Therefore, it can be represented by
DFf (δf) =
∫
dX
δF
δf
δf, (A.3)
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where the integral is understood as a notational shorthand for duality in the
distributional sense 〈•, •〉. By combining the last two equalities, we obtain
d
dλ
∣∣∣
λ=0
F (f + λδf) =
∫
dX
δF
δf
δf, (A.4)
which is the usual way for calculation of functional derivatives δFδf .
For instance if F is integral of a smooth real-valued function g(f) of field
f(X), the functional derivative becomes
δ
δf
∫
dXg(f(X)) = g′(f(X)), (A.5)
which is just the ordinary derivative of g.
If the functional depends on gradient of f , we have to carry out integration
by parts (recalling that δf vanishes at the boundaries), e.g.
δ
δf
∫
dX
1
2
∇Xf(X) · ∇Xf(X) = −∇X · (∇Xf). (A.6)
Finally, if the functional simply picks a value of the field at given position,
its derivative is the Dirac δ−distribution,
F (f) = f(X0) =
∫
dXδ(X−X0)f(X)⇒ δF
δf(X)
= δ(X−X0). (A.7)
Equipped with these instruments, we can approach the transformation of Pois-
son brackets from the Lagrangian frame to the Eulerian frame.
Appendix B. From Lagrange to Euler
The purpose of this rather technical Appendix is to show in detail how
the Eulerian bracket (2.13) is obtained from the Lagrangian canonical bracket
(2.1). The latter bracket expresses kinematics of fields x(X) and M(X), while
the former bracket has only Eulerian state variables ρ(x), m(x), s(x) and F(x).
Note that the calculations are purely formal as we do not discuss the analytical
details of the studied objects, which are thus assumed to be regular enough.
Before carrying out the actual transformation, we make a few observations
about the mapping x(X) and its inverse X(x) and their behavior with respect
to perturbations δx(X). Firstly, we see that
(x(X) + δx(X)) ◦X(x− δx(X(x)))
= x− δx(X(x)) + δx(X(x)) +O(δx)2 = x +O(δx)2, (B.1)
which helps when calculating functional derivatives with respect to x(X). This
identity is demonstrated on Fig. B.1.
The functional derivatives of the Eulerian fields with respect to the La-
grangian fields are necessary to perform the reduction. Let us start with the
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Figure B.1: Demonstration of formula (B.1) (the dashed triangle). The left manifold repre-
sents the Lagrangian configuration while right represents the Eulerian configuration.
Lagrangian density in the Eulerian frame, ρ0(x)
def
= ρ0(X(x)). This slightly
overloaded notation is used throughout this appendix. To avoid confusion, the
spatial variables on which the fields depend will be always indicated. To find
functional derivative of ρ0(x) with respect to x(X) we study
ρ0(x; x + δx)
def
= ρ0(X(x) + δX(x)), (B.2)
where δX(x) is the perturbation of mapping X(x) induced by perturbation
δx(X). Using relation (B.1), we obtain
ρ0(x; x + δx) = ρ0(X(x− δx(X(x)))) = ρ0(x− δx(X(x))) (B.3)
= ρ0(x)− ∂kρ0(x)δxk(X(x)) +O(δx)2
= ρ0(x) +
∫
dX (−∂kρ0(x)δ(X−X(x))) δxk(X) +O(δx)2,
which means that
δρ0(x)
δxk(X)
= −∂kρ0(x)δ(X−X(x)). (B.4)
Appendix B.1. Derivative of the Eulerian deformation gradient F(x)
The Eulerian mass density ρ(x) is equal to ρ0(x) multiplied by Jacobian of
the mapping X(x), and so to acquire the functional derivative of ρ(x) we have
to first deal with functional derivative of the Eulerian deformation gradient
F(x)
def
=
∂x
∂X
∣∣∣
X(x)
. (B.5)
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Using again relation (B.1) we have
F iI(x; x + δx)
def
=
∂xi(X) + δxi(X)
∂XI
∣∣∣
X(x−δx(X(x)))
(B.6)
=
∂xi
∂XI
∣∣∣
X(x−δx(X(x)))
+
∂δxi
∂XI
∣∣∣
X(x)
+O(δx)2
=
∫
dXδ(X−X(x))∂δx
i
δXI
+
∂xi
∂XI
∣∣∣
X(x)︸ ︷︷ ︸
=F iI(x)
−∂kF iI(x)δxk(X(x)) +O(δx)2
= F iI(x)−
∫
dX
∂δ(X−X(x))
∂XI
δxi(X)
−
∫
dX∂kF
i
I(x)δ(X−X(x))δxk(X),
which means that the sought functional derivative reads
δF iI(x)
δxk(X)
= −∂δ(X−X(x))
∂XI
δik − ∂kF iI(x)δ(X−X(x)). (B.7)
Appendix B.2. Derivative of the Eulerian mass density ρ(x)
Now we can finish the calculation of the functional derivative of the Eulerian
density ρ(x) with respect to x(X). The first part, derivative of ρ0(x), has already
been obtained before in Eq. (B.4). What remains is to calculate derivative of
determinant det F(x) with respect to x(X).
Considering determinant of a general matrix C, its variation when the matrix
is perturbed by δC reads
det(C + δC) = det(C) · det(I + C−1 · δC)
= det C + det C · Tr(C−1 · δC) +O(δC)2. (B.8)
Therefore, derivative of det(F) is
δ det F−1(x)
δxk(X)
= − 1
(det F(x))2
det F(x)
∂XI
∂xi
δF iI(x)
δxk(X)
. (B.9)
Derivative of the Eulerian density finally reads
δρ(x)
δxk(X)
=
δρ0(x)
δxk(X)
det
∂X
∂x
− ρ0(x)
(det F(x))2
det F(x)
∂XI
∂xi
δF iI(x)
δxk(X)
= −∂kρ0(x)δ(X−X(x)) 1
det F(x)
+
ρ0(x)
det F(x)
∂XI
∂xi
∂δ(X−X(x))
∂XI
δik
+
ρ0(x)
det F(x)
∂XI
∂xi
∂kF
i
I(x)δ(X−X(x)). (B.10)
40
Appendix B.3. Derivative of the Eulerian entropy density s(x)
Having calculated derivative of mass density, the result for entropy density
s(x) = s0(x)/ det F(x) is analogous,
δs(x)
δxk(X)
= −∂ks0(x)δ(X−X(x)) 1
det F(x)
+
s0(x)
det F(x)
∂XI
∂xi
∂δ(X−X(x))
∂XI
δik
+
s0(x)
det F(x)
∂XI
∂xi
∂kF
i
I(x)δ(X−X(x)). (B.11)
Appendix B.4. Derivative of the Eulerian momentum density m(x)
The functional derivative of m(x) = M(X(x))/ det F(x) with respect to
x(X) has the same form as derivatives of ρ(x) and s(x),
δml(x)
δxk(X)
= −∂kMl(x)δ(X−X(x)) 1
det F(x)
+
Ml(x)
det F(x)
∂XI
∂xi
∂δ(X−X(x))
∂XI
δik
+
Ml(x)
det F(x)
∂XI
∂xi
∂kF
i
I(x)δ(X−X(x)). (B.12)
But the field m(x) also depends on the yet unused Lagrangian field M(X).
Derivative with respect to this fields is
δml(x)
δMk(X)
= δkl
δ(X−X(x))
det F(x)
, (B.13)
as follows from the formulas
M(X(x)) =
∫
dXδ(X−X(x))M(X) (B.14)
and
δMk(X(x)
δMl(X)
= δlkδ(X−X(x)). (B.15)
Appendix B.5. Derivative of an arbitrary Eulerian functional
Derivative of an arbitrary smooth enough functional9 of the Eulerian fields
C(ρ(x),m(x), s(x),F(x)) with respect to the Lagrangian field x(X) can be cal-
culated by chain rule as
δC
δxk(X)
=
∫
dx
(
δC
δρ(x)
δρ(x)
δxk(X)
+
δC
δml(x)
δml(x)
δxk(X)
+
δC
δs(x)
δs(x)
δxk(X)
+
δC
δF iI(x)
δF iI(x)
δxk(X)
)
.
(B.16)
9Functionals F and G are not used here to avoid confusing with tensor F.
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Similarly derivative of an arbitrary functional D(ρ(x),m(x), s(x),F(x)) with
respect to the Lagrangian M(X) field is
δD
δMk(X)
=
∫
dx
δD
δml(x)
δml(x)
δMk(X)
, (B.17)
which, using Eq. (B.13), can be rewritten more explicitly as
δD
δMk(X)
=
∫
dx
δD
δml(x)
δkl
δ(X−X(x))
det F(x)
=
∫
dx
δD
δmk(x)
δ(X−X(x)) det ∂X
∂x
. (B.18)
The δ−distribution can be seen as the limit of a sequence of smooth functions
(e.g. Gaussians), fn(x)
D′→ δ(x). Therefore, the last integral can be rewritten as
δD
δMk(X)
= lim
n→∞
∫
dx
δD
δmk(x)
fn(X−X(x)) det ∂X
∂x
= lim
n→∞
∫
dX′
δD
δmk(x)
∣∣∣
x(X′)
fn(X−X(x(X′)))
=
∫
dX′
δD
δmk(x)
∣∣∣
x(X′)
lim
n→∞ fn(X−X
′)
=
∫
dX′
δD
δmk(x)
∣∣∣
x(X′)
δ(X−X′)
=
δD
δmk(x)
∣∣∣
x(X)
. (B.19)
Now we are finally in position to calculate the Lagrangian Poisson bracket Eq.
(2.1) for the Eulerian functionals C and D.
Appendix B.6. The Eulerian Poisson bracket
Bracket (2.1) is the sum of terms like∫
dX
δC
δxk(X)
δD
δMk(X)
, (B.20)
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where the former functional derivative consists of all terms in Eq. (B.16). Let
us first take only the term with derivative Cρ(x),∫
dX
∫
dx
δC
δρ(x)
[
−∂kρ0(x)δ(X−X(x)) 1
det F(x)
+
ρ0(x)
det F(x)
∂XI
∂xi
∂δ(X−X(x))
∂XI
δik
+
ρ0(x)
det F(x)
∂XI
∂xi
∂kF
i
I(x)δ(X−X(x))
]
δD
δmk(x)
∣∣∣
x(X)
=
∫
dx
δC
δρ(x)
[
−∂kρ0(x) det F−1(x) δD
δmk(x)
−ρ0(x)∂k det F−1(x) δD
δmk(x)
− ρ0(x)
det F(x)
∂XI
∂xi
∫
dXδ(X−X(x)) ∂
∂XI
δD
δmi(x)
∣∣∣
x(X)
]
=
∫
dx
δC
δρ(x)
[
−∂kρ(x) δD
δmk(x)
−ρ(x)∂i δD
δmi(x)
]
=
∫
dxρ(x)∂i
δC
δρ(x)
δD
δmi(x)
, (B.21)
which is obviously a part of the final Eulerian Poisson bracket (2.13). In the
same fashion we obtain∫
dX
∫
dx
δC
δml(x)
δml(x)
δxk(X)
δD
δMk(X)
=
∫
dxmi(x)∂j
δC
δmi(x)
δD
δmj(x)
(B.22)
and ∫
dX
∫
dx
δC
δs(x)
δs(x)
δxk(X)
δD
δMk(X)
=
∫
dxs(x)∂j
δC
δs(x)
δD
δmj(x)
. (B.23)
So far we have recovered the {C,D}(FM) part of the bracket (the antisymmetric
part is obtained as negative of the same terms with C and D swapped).
The part dependent on the Eulerian deformation gradient F(x) is calculated
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similarly as follows.∫
dX
∫
dx
δC
δF iI(x)
δF iI(x)
δxk(X)
δD
δMk(X)
=
∫
dX
∫
dx
δC
δF iI(x)
[
−∂δ(X−X(x))
∂XI
δik − ∂kF iI(x)δ(X−X(x))
]
δD
δmk(x)
∣∣∣
x(X)
=
∫
dx
δC
δF iI(x)
[∫
dXδ(X−X(x)) ∂
∂XI
δD
δmi(x)
∣∣∣
x(X)
− ∂kF iI(x)
δD
δmk(x)
]
=
∫
dx
δC
δF iI(x)
[
∂xj
∂XI
∣∣∣
X(x)
∂
∂xj
δD
δmi(x)
− ∂kF iI(x)
δD
δmk(x)
]
=
∫
dx
δC
δF iI(x)
(
F jI(x)∂j
δD
δmi(x)
− ∂kF iI(x)
δD
δmk(x)
)
, (B.24)
which is the remaining part of bracket (2.13).
In summary, Eulerian Poisson bracket (2.13), which expresses kinematics
of fields ρ(x), m(x), s(x) and F(x), has been derived by reduction of the La-
grangian canonical Poisson bracket (2.1), expressing kinematics of x(X) and
M(X).
Appendix C. From deformation gradient to the Left Cauchy-Green
tensor
Derivative of the left Cauchy-Green tensor B(x) with respect to the Eulerian
deformation gradient is
∂Bij(x)
∂F kK
= δIJ(δikδ
K
I F
j
J + F
i
Iδ
j
kδ
K
J ) = δ
KJδikF
j
J + δ
IKF iIδ
j
k. (C.1)
Derivative of a functional C(F) then becomes
δC
δF kK(x)
=
δC
δBkj(x)
δKJF jJ +
δC
δBik(x)
δIKF iI , (C.2)
and after plugging this relation into bracket (2.13) we obtain bracket (2.19)
easily.
Appendix D. From deformation gradient to distortion
The purpose of this section is to show more details on the reduction of bracket
(2.13) to bracket (2.22), expressing kinematics of distortion. The distortion is
the inverse of the Eulerian deformation gradient F(x),
AI i(x)F
j
I(x) = δ
j
i. (D.1)
Taking derivative of this equality with respect to F kK(x) leads to
∂AI i
∂F kK
F jI = −AKiδjk. (D.2)
44
After multiplication by AJj we obtain
∂ALl
∂F jJ
= −AJ lALj , (D.3)
from which it follows that
δC
δF jJ
=
δC
δALl(x)
∂ALl
∂F jJ
= − δC
δALl
AJ lA
L
j (D.4)
for arbitrary functional C(F).
Plugging this last relation into bracket (2.13) immediately leads to bracket
(2.22).
Appendix E. Additional mass transport
In Appendix B energy depends on a constant Lagrangian field ρ0(X), apart
from the state variables x(X) and M(X). It is possible to promote the field ρ0 to
a state variable and allow for its independent evolution. Let us thus start with
a canonical couple (ρ0(X), ψ(X)) equipped with the canonical Poisson bracket
{F,G}(can) =
∫
dX
(
δF
δρ0
δG
δψ
− δG
δρ0
δF
δψ
)
. (E.1)
Projecting to the gradient of WI(X) = ∂Xψ(X), the canonical Poisson bracket
becomes
{F,G}(ρ0,W) = −
∫
dX
(
δF
δρ0
∂
∂XI
δG
δWI
− δG
δρ0
∂
∂XI
δF
δWI
)
. (E.2)
Assuming quadratic dependence of energy on W, this Poisson bracket expresses
a wave equation for ρ0.
The goal now is to transform the evolution of (ρ0,W) into the Eulerian
frame by transformation to ρ(x) (as in Eqs. (2.12)) and
wi(x) =
∂XI
∂xi
WI(X(x)). (E.3)
Derivative of an arbitrary functional C with respect to ρ0 becomes
δC
δρ0(X)
=
∫
dxδ(X−X(x)) δC
δρ(x)
det
∂X
∂x
(E.4)
and with respect to W it becomes
δC
δWI(X)
=
∫
dxδ(X−X(x)) δC
δwi(x)
AI i(x). (E.5)
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Derivative of an arbitrary functional C with respect to the field x then contains
extra terms
δC
δxk(X)
= Eq. (B.16) (E.6)
+
∫
dx
δF
δwj(x)
(
wk(x)A
J
j(x)
∂δ(X−X(x))
∂XJ
− ∂kwj(x)δ(X−X(x))
)
.
Derivative of the functional with respect to M is not changed.
Poisson brackets (2.1) and (E.2) then become (see Eq. (2.22))
{F,G}(ρ,w,m,s,A) = {F,G}(A) +
+
∫
dx (∂iFρGwi − ∂iGρFwi)
+
∫
dxwk
(
Fwj∂jGmk −Gwj∂jFmk
)
−
∫
dx∂kwj
(
FwjGmk −GwjFmk
)
, (E.7)
which expresses reversible evolution of fields (ρ,w,m, s,A). The evolution equa-
tions implied by this bracket are
∂tρ = −∂i(ρEmi − Ewi) (E.8a)
∂twi = −∂iEρ + wk∂iEmk − ∂kwiEmk (E.8b)
∂tmi = −∂j(miEmj )− ρ∂iEρ −mj∂iEmj − s∂iEs −ALl∂iEALl − wj∂iEwj
+∂i(A
L
lEALl)− ∂l(A
L
iEALl)
+∂j(wiEwj ) + ∂i(wjEwj ) (E.8c)
∂ts = −∂i(sEmi) (E.8d)
∂tA
L
l = −∂l(ALiEmi) + (∂lALi − ∂iALl)Emi , (E.8e)
which are the SHTC equations including the extra mass flux, see e.g. [72].
Appendix F. Rigorous generalization or the gauge invariance
Theorem 7.15 from [56] reveals an equivalence between a conservation law
and a symmetry but on top of that it provides a connection between the con-
served quantity G and a particular symmetry of the system. This symmetry
corresponds to a Hamiltonian vector field vG with characteristic (components)
Q = {q, G} (in our notation) and where state variables are denoted as q. Now,
a Hamiltonian vector field is a special type of evolutionary vector field (having
non-zero components only those corresponding to the state variables) such that
its prolongation is equal to the Poisson bracket in the following sense
pr vQ(F )
def
= {F,Q} ∀F (t,x,q). (F.1)
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Note that it can be shown that for any Poisson bracket and any functional F ,
such an evolutionary vector field exists. In particular, given v = τ∂t + ξ
i∂xi +
φα∂qα , τ , ξ
i and φα being components of the vector field, then a corresponding
evolutionary vector field (which form is particularly convenient for calculating
prolongations) is
vQ = Q
α(t,x,q,∇q)∂qα (F.2)
where Qα = φα− ξi∂xiqα− τ∂tqα. A vector field v is a symmetry of a system if
and only if its evolutionary representative vector field vQ is a symmetry of the
system.
First, we make few observations.
finite dimension For a canonical Poisson bracket we have that
v = vQ = pr v = pr vQ,
as all the derivatives are only with respect to state variables and hence
v = pr vG = {q, G}
defines an infinitesimal transformation of dependent (state) variables
q¯ = q + ε{q, G}
which is actually a symmetry of the system. Note that this observation
extends to any finite dimensional system due to Darboux’ theorem stating
that any Poisson bracket in finite dimensions can be rewritten locally into
a canonical form.
algebraic Poisson bracket By repeating the same arguments as in the previ-
ous point we can similarly show that for an algebraic Poisson bracket (now
independent of dimension) a transformation of dependent (state) variables
q¯ = q + ε{q, G}
is a symmetry of the system.
We shall now proceed to the general case where we already know that symme-
try exists (the system is invariant to this transformation) once we know there is
a conserved quantity G. The aim is to find this transformation explicitly. From
the theorem (7.15 in [56]) we know that {qα, G} = Qα defines a characteristic
Qα of the evolutionary vector field and hence it has to be of the following form
Qα = φα(t,x,q)− ξi(t,x,q)∂xiqα − τ(t,x,q)∂tqα, (F.3)
which then determines a transformation (via the corresponding vector field v =
ξi∂xi + τ∂t + φ
α∂qα)
t¯ = t+ ετ(t,x,q), (F.4a)
x¯i = xi + εξi(t,x,q), (F.4b)
q¯α = qα + εφα(t,x,q). (F.4c)
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The two above special cases can now be easily understood as well as they cor-
respond to the special situation when ξi = 0, τ = 0.
Hence we showed the following statement:
Theorem Appendix F.1. Any Hamiltonian system with a conserved quantity
G is invariant to transformation (F.4) with {qα, G} = φα(t,x,q)−ξi(t,x,q)∂xiqα−
τ(t,x,q)∂tq
α, providing identification of φα, ξα and τ in a unique way, cf. [56].
Note that transformations (2.32) and (F.4) are compatible as infinitesimal
transformations, since the former can be seen as Taylor series to the first order
of the latter. Therefore, the former can be seen as transformations in a broader
sense (allowing also for differential operators).
Let us illustrate the above observations on a few examples.
Hamiltonian mechanics of particles.. State variables are position and momen-
tum, q = (r,p), while the only independent variable is time t, and the Poisson
bracket is in a canonical form. In this case we know that the relation be-
tween conserved quantity G and invariant transformation is particularly simple:
r¯ = r + ε{r, G}, p¯ = p + ε{p, G}, as in Eq. (2.32).
From conservation of particle momentum, G = cipi (for an arbitrary fixed
vector c), we immediately get invariance to translations r¯j = rj + εcj , p¯ = p.
Conservation of angular momentum G = c ·(r×p) yields invariance to rotations
r¯ = r + εc × r. Finally, conservation of Galilean boost G = mr − tp, m being
mass of the particle10, entails Galilean invariance r¯ = r + ε{r, G} = r− tI, p¯ =
p + ε{p, G} = p−mI.
Korteweg-de Vries.. equation reads
ut = uxxx + uux = {u,H}, (F.5)
where
H[u] =
∫
−1
2
u2x +
1
6
u3dx, {A,B} =
∫
δA
d
dx
δBdx.
Conservation of the following functionals
P1 =
∫
1
2
u2dx, P2 =
∫
(
1
6
u3 − 1
2
u2x)dx, P3 =
∫
(xu+
1
2
tu2)dx,
corresponds to characteristics
Q1 = {u, P1} = ux, Q2 = {u, P2} = uxxx+uux = ut, Q3 = {u, P3} = 1+tux,
and hence, to invariants of the problem
t¯ = t+ ε, x¯ = x+ ε, u¯(x, t) = u(x− εt, t) + ε.
10not to be confused with continuum momentum density m
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Lagrangian frame of fluid mechanics.. First, let us choose the Lagrangian frame,
bracket (2.1), and G =
∫
dXMj(X) equal to the j-th component of the total
momentum. Using energy (2.10), the Poisson bracket of G and energy is
{G,E}(L) = −
∫
dXExjδ
j
k =
∫
dX
∂
∂XJ
(
ρ0(X)
∂W
∂ ∂x
k
∂XJ
)
= 0, (F.6)
which means that total the momentum is conserved. Infinitesimal transforma-
tions of the state variables x(X) and M(X) are (as above)
x¯i(X) = xi(X) + ε{xi(X), G}(L) = xi(X) + εδik (F.7a)
M¯i(X) = Mi(X) + ε{Mi(X), G}(L) = Mi(X). (F.7b)
The first equation expresses infinitesimal translation in the k-direction and
hence, the evolution equations are invariant with respect to infinitesimal trans-
lations, as it follows directly from the conservation of the total momentum G.
Eulerian frame of fluid mechanics.. In the Eulerian setting, let us choose the
Poisson bracket for fluid mechanics (2.14) and state variables (ρ,m, s).
The consequence of energy conservation is that {ρ,E} has to be a charac-
teristic of the evolutionary vector field. Indeed, we have
{ρ,E} = Qρ = ∂tρ,
which yields (φρ = 0, ξ
i = 0, τ = −1) invariance of the density field to the
transformation t˜ = t + ε. In the same manner all other state variables are
invariant translation in time.
Further let us inspect the implications of conservation of the total momentum
G =
∫
dxmj(x). Calculating the symmetry
{ρ,G} = {ρ,mj} =
∫
dxbρ(xb)
∂δ(xa − xb)
∂xjb
= −∂jρ
reveals that density is invariant to translations, x˜i = xi + ε. Similarly, from
{mi, G} = {mi,mj} =
∫
dxbmi(xb)
∂δ(xa − xb)
∂xjb
−mj(xa)∂δ(xa − xb)
∂xja
= −∂jmi,
we have the same observation that the momentum is invariant to translations.
Then, from
{s,G} = {s,mj} =
∫
dxbs(xb)
∂δ(xa − xb)
∂xjb
= −∂js,
we can conclude that fluid mechanics is invariant to translations as we know
that the total momentum is conserved.
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Finally, let us choose G as the overall Galilean booster, see e.g. [93],
Gi =
∫
dx (ρ(x)xi − tmi(x))︸ ︷︷ ︸
gi(x)
. (F.8)
The booster is indeed conserved, since
G˙i =
∫
dx∂tgi =
= −
∫
dxmi +
∫
dx
(
ρEmi + t(ρ∂iEρ +mj∂iEmj + s∂iEs)
)
= −
∫
dx(mi − ρEmi) + t
∫
dx∂ip = 0 (F.9)
for energy
E =
∫
dx
(
m2
2ρ
+ ε(ρ, s)
)
, (F.10)
p being the pressure, see e.g. [31]. The fluid fields transform to
ρ¯ = ρ+ ε{ρ,Gi}(FM) = ρ+ εt∂iρ (F.11a)
m¯j = ρ+ ε{mj , Gi}(FM) = mj + εt∂imj − ερδji (F.11b)
s¯ = s+ ε{s,Gi}(FM) = s+ εt∂is, (F.11c)
which corresponds to infinitesimal transformation
τ = 0, (F.12)
ξi = −δijt, (F.13)
φρ = 0, (F.14)
φmi = −ρδij , (F.15)
φs = 0, (F.16)
representing Galilean transformation. Hence, we showed that Galilean boost is
conserved and as a result the dynamics of the system is invariant to Galilean
transformation.
Similarly, for the extended bracket (2.22), which expresses kinematics of
fields ρ, m, s and A, the Galilean booster (F.8) is also conserved as it is followed
from a similar calculation as above. The infinitesimal Galilean transformation
then reads
ρ¯ = ρ+ ε{ρ,Gk}(A) = ρ+ εt∂kρ (F.17a)
m¯i = ρ+ ε{mi, Gk}(A) = mi + εt∂kmi − ερδik (F.17b)
s¯ = s+ ε{s,Gk}(A) = s+ εt∂ks (F.17c)
A¯Jj = A
J
j + ε{AJj , Gk}(A) = AJi + εt∂kAJj , (F.17d)
and evolution equations (2.23) are transformed in the same way: they are
Galilean invariant.
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Appendix G. Proof of the Godunov-Boillat theorem
Let us briefly recall the proof the Godunov-Boillat theorem. Let the state
variables be denoted by qα, and assume that their evolution equations are in
conservative form,
∂tq
α = −∂iJαi(q). (G.1)
Assume moreover, that total energy density is a convex function of the state
variables e(q), and that there is an extra conservation law implied by the evo-
lution equations for q,
∂te = −∂iJei = −∂J
ei
∂qα
∂iq
α = − ∂e
∂qα
∂Jαi
∂qβ
∂iq
β , (G.2)
i.e. satisfying the compatibility condition
∂Jei
∂qβ
=
∂e
∂qα
∂Jαi
∂qβ
. (G.3)
Variables p conjugate to q w.r.t. energy e are defined by Legendre trans-
formation, Eqs. (2.39), and the Legendre transformation of energy, convexity
of which follows from convexity of energy, is denoted by L(p). The conjugate
energy flux
J†i(p) = −Jei(q(p)) +
(
∂e
∂qα
Jαi
) ∣∣∣
q(p)
(G.4)
has simple derivatives w.r.t. the conjugate variables,
∂J†i
∂pβ
=
(
−∂J
ei
∂qα
∂qα
∂pβ
+
∂2e
∂qα∂qγ
∂qγ
∂pβ
Jαi +
∂e
∂qα
∂Jαi
∂qγ
∂qγ
∂pβ
) ∣∣∣
q(p)
Eq. (G.3)
=
∂2e
∂qα∂qγ
∣∣∣
q(p)
∂qγ
∂pβ
Jαi
∣∣∣
q(p)
=
∂2e
∂qα∂qγ
∣∣∣
q(p)
∂2L
∂pγ∂pβ
Jαi
∣∣∣
q(p)
= Jβi
∣∣∣
q(p)
(G.5)
because the Hessians of e and L are inverse of each other.
Evolution equations for q can be then rewritten as
∂2L
∂pα∂pβ
∂tpβ =
∂2J†i
∂pα∂pβ
∂ipβ , (G.6)
which is a system of symmetric hyperbolic PDEs of first order (the matrix in
front of the time derivative being symmetric positive definite and the matrix in
front of the spatial derivative symmetric).
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