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ISPITIVANJE USPJESNOSTI ALGORITAMA STRATEGIJE
ZAMJENE STRANICA
U radu se razmatraju najpoznatiji algotitmi strategije zamjene stranica. Kroz izbor
odredenib a/goritama, koji su najcesce zastup/jeni, ieljelo se ukazati na neka
moguca mjerila uspjesnosti te na konkretnim primjerima izracunati i komparirati
uspjesnost pojedinih a/goritama. Nesumnjivo je jedan od najvainijib zadataka
kod izbora odgovarajuce strategije poluciti sto veCu uspjesnost i pribliiavanje
optima/nom rjesenju kojeg je u praksi gotovo nemoguce ostvariti. Simu/acija
je pogodna tehnika za usporedivanje i ispitivanje uspjesnosti navedenih algoritama.
A/goritam; strategija zamjene stranica.
1. UVOD
Strategije upravljanja memorijom sa stanovista operativnog sustava mozemo
podijeliti u tri skupine:
1. strategije zamjene ("replacement strategies")
2. strategije poziva i/ili punjenja ("fetch strategies")
3. strategije smjestaja ("placement strategies").
U ovom radu stavit cemo naglasak na najcesce primjenjivane strategije odnosno
algoritme zamjene stranica.
Navedene algoritme testirat cemo i mjerit njihovu uspjesnost, Kao jedno od
mogucih mjerila uspjesnosti moze posluziti broj izmjena stranica. Iz svega dosad recenog
vidljivo je da algoritmi, odnosno strategije zamjene stranica, nalaze svoju primjenu
kod sustava alokacije memorije u stranicama na zahtjev ( " Demand Paging" ).
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Buduci da je problematika utvrdivanja uspjesnosti pojedinih algoritama i njihove
implementacije dosta slozena, cesto puta nije moguce primijeniti optimalni algoritarn
koji ce minimizirati broj izmjena stranica. Uz najpoznatije algoritme kao sto su FIFO,
, BIFO, LRU, LFU i druge koristit cemo i optirnalni algoritam ( OPT, Bela 66; MIN, Matt
70 ) u cilju ispitivanja uspjesnosti navedenih bez obzira sto optirnalni algoritam
zahtijeva poznavanje buduceg ponasanja prisutnih procesa u kompjutorskom sustavu.
2. ALGORITMI STRATEGUE ZAMJENE
Uobicajeno je da se algoritmi strategije zamjene nazivaju odredenim akronimima.
Tako postoji niz algoritama kao sto su: FIFO, BIFO, LRU, LFU, OPT odnosno MIN
itd.
U nastavku dajemo kratki prikaz nekih od spomenutih algoritama. Njihovu
uspjesnost pratit cemo na temelju slucajno generiranog referentnog stringa tzv: II traga
stranica ".
2.1. FIFO algoritam ( "First In First Out" )
FIFO algoritam jedan je od najjednostavnijih algoritama zamjene stranica koji
zamJenJuJe stranicu koja je najduie u mernoriji ("najstarija stranica") s trazenom
stranicom.
Zbog toga se taj algoritam cesto naziva "algoritarn zamjene najstarije stranice"
("oldest resident ").
Ilustracije radi prikaZimo djelotvornost FIFO algoritma na bazi slijedeceg
referentnog stringa koji oznacava II trag stranica" tekuceg procesa u izvodenju:
1. 0, 1, 2, 0, 3, 0.4. 2, 3, O. 3, 2, 1, 2, 0, 1, 7, 0, 1-
uz promjenu broja stranica odnosno slobodnih blokova ("frames") memorijskog
prostora.
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Zamjenu stranica prIDlJenom FIFO algoritma uz pretpostavku da koristimo 3
slobodna bloka memorije (3 stranice ) prikazuje slika 1.
Trag str"anlca:
1 0 1 2 0 3 0 4 2
7 7 7 2 2 2 4
0 0 0 3 3 2
~
1 1 1 0 0 0
3 032 1 2 0 1 1 0 1
4 0 0 0 7 7 7
2 1 1 0 0
3 3 3 2 2 2
'--
Sl. 1 Zamjena stranica FIFO algoritmom
Uspjesnost FIFO. algoritma mozemo pratiti utvrdivanjem potrebnog broja
izmjena stranica ("number of page faults") odnosno broja neuspjesnih referenci u
odnosu na ukupan broj trazenih referenci. Tako se moze izracunati npr: da je u
nasem slucaju uspjesnost FIFO algoritma pod uvjetomda imamo na raspolaganju tri
stranice u memoriji svega 25 %.
Naravno, da mozemo utjecati na povecanje uspjesnosti povecanjem broja
raspolozivih stranica u memoriji.
To znaci da ako nekom procesu dodijelimo vise memorijskog prostora, tj. veci
broj stranica, Iogicno je ocekivati da ce se broj poziva za unosenjem novih stranica
smanjivati, a samim time i interno generiran rad racunala ( "overhead ") prouzrocen
specijalnom vrstom prekida zbog poziva stranice.
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No, kod FIFO algoritma u nekim slucajevima moze doci do dijametralno suprotnog
efekta koji se ocituje u slijedecem: iako procesu dodijeljujemo sve vise memorijskog
prostora broj izmjena stranica ce se povecavati ( a ne padati kao sto bi se ocekivalo )
sto dovodi do pogorsanja odredenih performansi kompjutorskog sustava. 0 ovom
efektu treba svakako voditi racuna kod upravljanja memorijom u sirem smislu (
memorija i procesor ). Ovaj fenomen u strucnoj literaturi poznat je pod nazivom FIFO
ill Beladyeva anomalija.
2.2. BIFO algoritam ( Biased In First Out )
BIFO algoritam predstavlja modifikaciju FIFO algoritma. Modifikacija se sastoji
u tome da se svakom procesu nakon isteka odredenog kvantuma vremena dodijeljuje
varijabilan broj stranica memorije za procesiranje.
Time se nastoji otkloniti negativan utjecaj FIFO anomalije na izvodenje pojedinih
procesa.
2.3. LRU algoritam ( Least RecentlyUsed)
LRU algoritam se zasniva na pretpostavci da ce ponasanje procesa u buducnosti
biti slicno ponasanju procesa u proslosti, tj. da ce proces u kracim vremenskim
razmacima zahtijevati koristenje istih stranica. Zbog toga LRU strategija zamjenjuje
stranicu procesa koja najduze vremena nije bila koristena.
Ilustracije radi prikacimo djelotvornost LRU algoritma na bazi vec ranije koristenog
referentnog stringa koji oznacava !I trag stranica" tekuceg procesa u izvodenju:
7, 0, 1, 2, 0, 3, 0, 4, 2, 3, 0, 3, 2; 1, 2, 0, t, 7, 0, 1
I
uz pretpostavku da na raspolaganju imamo 3 slobodna bloka memorije ( "frames")
odnosno 3 stranice.
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Uspjesnost LRU algoritma mozemo pratiti utvrdivanjem potrebnog broja
izmjena stranica ("number of page faults") odnosno broja neuspjesnih referenci u
odnosu na ukupan broj trazenih referenci. Tako se moze izracunati npr: da je u
nasem slucaju efikasnost LRU algoritma pod uvjetom da imamo na raspolaganju tri
stranice u memoriji 40 % (1 2 / 20) sto je mnogo bolje u odnosu na FIFO algoritam
(25%).
Ipak treba ukazati i na neke dodatne zahtjeve u primjeni ovog algoritma. LRU
algoritam je znatno teze implementirati, jer se prilikom svakog poziva stranice u memoriju
mora pronaci stranica koja najduZe nije koristena,
To zahtijeva tocno pracenje referenciranja svake stranice tokom izvodenja
procesa, sto se moze izvesti na nacin da se postojeca tabela stranica prosiri za jedno










SI. 2 Zamjena stranica LRU algoritmom
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Drugim rijecima, to zahtijeva ukljuCivanje dodatnih hardverskih komponenata
(adresni hardware) jer bi softversko rjesavanje u znatnoj mjeri utjecalo na
povecanje interno generiranog rada racunala (" overhead ").
2.4. NUR algoritam ( Not Used Recently)
NUR algoritam predstavlja simplifikaciju LRU algoritma. Buduci da je dosta tesko
udovoljiti zahtjevu za pracenje referenciranja svake stranice u proslosti, NUR
algoritam pojednostavnjuje taj zahtjev i zamjenjuje stranicu koja u "zadnje vrijeme
II nije bila koristena. Ovdje pod terminom "zadnje vrijeme II podrazumijevamo odredeni
kraci vremenski period u proslosti u kojem se prati referenciranje pojedine stranice sto
je mnogo lakse izvedivo od pracenja svakog referenciranja stranice u cjelokupnom
izvodenju procesa.
2.5. LFU algoritam ( Least Frequently Used)
LFU algoritam zamjenjuje stranicu koja je najmanje puta bila upotrebljavana u
toku izvodenja procesa.
Implementacija ovog algoritma ima dosta dodirnih tocaka s realizacijom LRU
strategije. Slicno kao i kod LRU algoritma uvodi se brojac + referenciranja svake
pojedine stranice Cijase vrijednost prilikom svakog koristenja stranice uvecava za 1 (add
1to counter).
Zamjenjuje se stranica Cija je najmanja vrijednost kod pripadajuceg brojaca
referenciranja stranica.
No, ovdje treba ukazati na jedan problem koji se ocituje u slijedecem: novo
referencirana (pozvana) stranica imat ce inicijalnu vrijednost brojaca sto moze prouzrociti
da dode odmah do izbacivanja upravo te stranice, iako ce se ona mozda jos trebati
u toku izvodenja procesa.
Uspjesnost LFU algoritma na primjeru koristenog referentnog stringa iznosi 50
%, sto je bolje u odnosu na vec ranije testirane algoritme (vidi s1.3).
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trag atranlca:
7 0 1 2 0 3 0 4 2 3032 1201 7 0§§§§§§§§§§
SI. 3 Zamjena stranica LFU algoritmom
2.6. OPT ( OPTimal page replacement)
Optimalni algoritam spominje Belady L. A. 1966, odnosno Mattson R., 1970. godine
doduse pod nazivom MIN ( od minimalni ) sto zapravo oznacava algoritam koji
minimizira broj zamjena stranica. Ovaj algoritam ima sarno teoretsko znacenje te moze
posluziti prilikom ispitivanja uspjesnosti drugih algoritama.
Prikazimo radi toga optimalnu izmjenu stranica za nas slucaj kako bi mogli
usporediti uspjesnosti ranije spomenutih algoritarna u odnosu na optimalno rjesenje (vidi
sl, 4 ).
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-_._--------------------_.-- --"._----_._- - ... - ...-- -----_ .. _-_ ..-------
trag atranica:
7 0 1 2 0 3 0
r--
7 7 7 2 2
0 0 0 0
,
1 3
4.2 3 032 1 2 0 1 7 0 1
r-
2 2 2 7
4- 0 0 0
3 3
St. 4 Optimalna izmjena stranica
Iz gornjeg prikaza moze se zakljuciti da je maksimalna uspjesnost 55 % (1 1 / 2 0)
5to ujedno predstavlja i optimum za nas slucaj,
3. ZAKLJUCAK
Strategije zamjene stranica trebaju dati odgovor na kljucno pitanje: Koja je
stranica najpogodoija za uklanjanje iz memorije 'l Nairne, nije irelevantno koju stranicu
procesa u memoriji zamjenjujemo novom stranicom.
Dokaz za to, jest i postojanje brojnih algoritama zamjene stranica Cijaje uspjesnost
razlicita sto je potvrdeno na konkretnom primjeru slucajno generiranog referentnog
stringa koji oznacava "trag stranica".
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Pravilnim izborom odgovarajuceg algoritma koji daje smjernice za zamjenu mozemo
znatno utjecati na povecanje uspjesnosti odnosno smanjenje interno generiranog rada
racunala. Idealno rjesenje temelji se na konstruiranju takvog algoritma koji bi zamijenio
onu stranicu procesa u memoriji, koju proces najduze vremena nece trebati. Takav
algoritam u praksi je vrlo tesko implementirati, jer bi to zahtijevalo poznavanje buduceg
ponasanja procesa.
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Varga M. Measurements and Efficiency of Page Replacement Algorithms
SUMMARY
The paper describes various page replacement algorithms. FIFO is easy to
understand, but suffers from Belady's anomaly. LRU is an approximation of the
optimal, but even it may be difficult to implement. Most page replacement
algorithms, such as second chance, are approximations of LR-U. Optimal (OPT,
MIN algorithm) page replacement requires future research.
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