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I. INTRODUCTION 
Statistical theory is largely the result of Sir Ronald 
J 
A. Fisher, Jerzy Neyman, Egon S. Pearson, and Abraham Wald. 
Information theory and statistical communication theory, 
applications of the concepts of statistical theory, in turn 
resulted from the pioneering work of Norbert Wiener, Claude 
E. Shannon and David Middieton. Norbert Wiener,' the author 
of "The Yellow Peril" led the way in optimizing the separa­
tion of signals in noise using, the concepts of autocorre­
lation and power spectral density. In 1948 Shannon formu­
lated the definition of information as it pertained to gen-
I 
eration and transmission of symbols and alphabets repre­
sented by binary digits, and in so doing extended the idea 
of entropy and advanced the idea of coding the source al­
phabet prior to transmission. The area of decision theory 
was developed by Middieton in the context of statistical 
communication theory. ' 
As usually happens, the concepts and ideas of these men 
attracted the attention of many others, who have since made 
In the introduction to their paper, Bod,e and Shannon (3) 
comment that because of some rather formidible mathematics, 
Wiener's yellow-bound report written for the National Defense 
Research Council was referred to as "The Yellow Peril" by be­
wildered engineers. This report, together with two expository 
papers by N. Levinson was reprinted as a book (26). 
notable contributions in similar areas. Many publications 
in the field of statistical communication theory are avail­
able, most of which deal with stochastic processes which are 
generated by linear addition of noise with either a deter­
ministic or random signal. Considering that a strong argu­
ment can be presented, through the use of the central limit 
theorem, which substantiates the widespread occurrence of 
noise which is distributed in a Gaussian fashion, it is not 
surprising that much of the work done involves Gaussian noise. 
Also, because of the complexity of the mathematics in using 
distributions other than the Gaussian and Markov distributions 
all the more reason exists for their popularity. Various 
types of "signals" have been explored; deterministic signals; 
signals of known shape, but with an unknown parameter such as 
amplitude, phase, or time of occurrence; and signals which are 
completely random for which the probability density or power 
spectral density' are known. Noticeably absent from all the 
literature, both in communication and in statistics, is the 
case of a discrete-time, Markov dependent Bernoulli signal 
added to Gaussian noise. In fact, this author has been un­
able to locate a single article on hypothesis testing which 
addresses itself to discrete Markov signals in Gaussian noise. 
,The primary intent of this dissertation is to show it is 
possible to devise feasible decision rules which utilize the 
knowledge that the source signals bear a Markov dependence. 
Of secondary importance are the suggestions of specific items 
in need of further exploration. 
To compare the performance of the decision rule developed 
for Markov type signals, hereafter called the adaptive decision 
rule, against the performance of classical decision rules in 
which existence of inter-symbol influence in the source is 
neglected; unity costs will be assigned. This essentially 
amounts to a comparison of the unconditional errors of the 
two methods. ' 
To emphasize the comparisons of the two types of decision 
rulers independent of superfluous variables, identical opera­
tions on the received message are made available to both re­
ceivers. Thus, whether the operation be increased sample 
size, pre-smoothing of the data, computation of the average, 
whitening, or some other transformation, is immaterial since 
I 
the same "test statistic" will be available to both receiver 
systems. 
For obvious reasons it has been necessary to limit the 
development of the adaptive decision rule to systems with 
source signals which are two-state Markov chains, hence the 
name Markov dependent Bernoulli signals. This was done be­
cause it afforded the simplest and most direct way to empha­
size the theory and concepts germane to the topic of this 
dissertation. 
As an aid in understanding the development of the adap-
tive decision rule, a tutorial survey of classical decision 
theory is presented in the following chapter. For the benefit 
of the reader who is unacquainted with Markov chains, a con­
densed development is presented in the Appendix. 
To provide an indication of the degree that the adaptive 
decision rule digresses from optimality it is compared to the 
decision rule obtained using the bivariate likelihood ratio 
test. 
Although the main effort of this dissertation has been 
restricted to the case of a two-state Markov source, it is 
not void of examples using Markov chains with several states 
wherever necessary to illustrate a concept. Once having 
gained a complete understanding of the method used in the 
two-state case, one can easily visualize, conceptually, the 
extension to tertiary and higher-state systems although the 
computational complexity will increase rapidly. ^ 
Just as the theoretical development has been limited to 
the case of a two-state Markov chain, the development has 
been limited to the case of a first-order Markov source, al­
though an example ks provided to demonstrate the mechanics 
of'reducing a second-order to a first-order Markov chain. 
The utility of the adaptive decision rule might be 
questioned by the engineer who, in the design of complete 
communication systems, had access to and control over the 
'source. Consider though the situation where such access 
5 
and control are denied, such as measurement of a Markov 
process with an instrument which introduces error which 
is distributed in a Gaussian sense. In this restriction 
I 
the engineer is limited to observations made on the out­
put, thus can only optimize the decision procedure. 
& 
6 
II. REVIEW OF CLASSICAL DECISION THEORY 
A, Introduction 
Cpnsider first the general decision problem encountered 
by statisticians and engineers. They are called upon to 
choose one of several possible actions. Let the proper ac­
tion depend on some unknown parameter, 0. For our purposes 
this parameter appears in the density function which describes 
the behavior of a random variable y, whether y be univariate 
or multivariate. Since the proper action depends on © it 
follows that if 0 were known so would the proper action. What 
follows is a procedure for determining the action to decide 
upon, based on the samples selected from a random variable. 
We shall confine ourselves in this dissertation to the case 
where the random variables are distributed in a Gaussian 
manner. ; I 
The first, step is to define the range of values © can 
assume when the parameter space is an interval and the set ' 
of values © can assume when the parameter space consists of 
a finite number of points. Second, it is necessary to de­
fine all possible actions. The set of possible actions here­
after will be referred to as the action space, denoted by A. 
Finally, one must devise some strategy, which is a func­
tion of the samples, that tells what action to take. Since 
each problem allows many different strategies, it is necessary 
I 
> 7 > 
to select only the good strategies. Evaluating the strategies 
essentially reduces to considering the actions prescribed by 
the respective strategy. ,Let the consequences of taking a 
I 
particular action be a penalty in the form of a loss function 
denoted by L(a;8); where à is an element of the action space A. 
Since no penalty should be imposed for taking the correct ac­
tion let the loss function be zero when the best action is 
taken and positive for all other actions taken. 
I 
Since G is an unknown parameter the best action is un­
known. Since the loss depends on the action chosen and the 
I 1 
action is a function of rhe random samplesj the loss is ran-
I ' 
dom. By considering the expected value of the loss function, 
ErL(a;0)]5 call it the risks we obtain a quantity which does 
not depend on the random samples chosen. There now exists a 
basis for deciding which strategy is a "good" one. A "good" 
strategy is one which minimizes the risk for every allowed 
value of ©. 
In the area of information theory, as treated in engineer­
ing literature, statistical inference is composed of two sep­
arable areas of interest; parameter estimation and hypothesis 
testing (decision theory). Into the former belong the class 
of problems in which the parameter space is a continuum. The 
I 
parameter is allowed to assume values in a continuous sense 
1 
witnin the entire range of permissible values. The latter, 
hypothesis testing, is composed of the class of problems 
I 
in. which the parameter space consists of a countable set of 
values. The parameter is allowed- to assume any member of 
( 
the set (occupy any "state"). Descriptions and examples of 
both) parameter estimation and hypothesis testing, appear in 
the last part of the book by Harmon (12). , 
Theoretical details of many of the concepts in this sec 
tion can be found in Lindgren (15) and Mood and Graybill (16 
Just a brief synopsis of parameter estimation will be 
presented next. This will be followed oy a somewhat fuller 
i 
explanation of the more widely used tests in decision theory 
1 3. Parameter Estimation 
Statistical communication theory applies the theory of 
statistical inference to communication? where communication 
is regarded as the process of transferring information from 
a source to some destination. Communication ordinarily is 
i 
thought of as consisting of three separate functions: gen­
eration of informations transmission of information; and re­
ception of information. Here one associates coding, if it 
t 
takes place, as part of the generation process. The medium 
through which information _s transmitted will be referred to 
as the "channel"; and a measure of the increase in kncwledce 
of the observer as a result of having observed the received 
data as "information." Reception of messages will be sub­
divided into parameter estimation ('placing a numerical value 
on the parameter) and decision theory (deciding to which of 
a predetermined set the received message belongs). 
The equivalent of the above in communications engineer­
ing or information theory would be a signal sourcje, x(t), 
transmitted through a noisy channel to the destination., It 
will be assumed that the channel linearly adds the signal 
and noise as depicted by Figure 1. The equations for such a 
system can be written 
y(t) = x(t) + e(t) continuous sense (la) 
y^ = + e^ discrete sense (lb) 
The discrete time case can be handled as a special case of the 
continuous process if one considers the receiver as a device 
which first Samples the received message at fixed intervals 
of time. ' 
I 
The parameter in this case is x(t) so © = x(,t) and the 
object in parameter estimation is to estimate the value of 
the signal at the source, 0 ~ G. For x(t) a continuous ran-
1 
dcm processs. one has a special case of the Wiener filter 
problem shown in Figure 2 with time delay parameter, a. 
When a >0,a = 0, a< 0 three cases develop:" pre- ^ 
diction, filtering (estimation), and smoothing. For a fur­
ther development and some excellent examples, refer to Brown 
and Nilsson (4, chapter 14). The most commonly used loss 
function L(a;0) in parameter estimation is the mean squared 
error loss. 
10 
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e i t )  
x(t) y(t) 
CHANNEL 
NOISE 
SOURCE RECEIVER 
\ 
Figure 1. The communication system 
I 
I 
INPUT TRANSFER 
. FUNCTION 
H(s)= ? 
OUTPUT 
X (t) + e(t) y (t) « X (t +a) 
Figure 2. The Wiener filter representation 
Wiener filter theory makes use of a system (receiver) 
which is causal (physically realizable) to produce an estimate 
of the transmitted sianal. In striving for a causal system 
it is often necessary to sacrifice accuracy; hence suffer an 
increase in error, thus increased costs. 
Several indices of performance (properties of an esti­
mator) given in Mood and Graybill (16, chapter 8) are com­
monly used in parameter estimation: 
1. sufficient 
2. unbiased 
3. consistent 
^ 4. asymptotically efficient 
5. minimum variance unbiased 
I 
Several methods exist for finding these estimators and are 
described by Mood and Graybill (16, chapter 8). They are: 
1. method of maximum likelihood 
2. method of moments 
3. method of Bayes , 
\ 
4. method of least squares 
The method of least squares has been briefly discussed. For 
further discussions of the first three, see Mood and Graybill 
(16). For the fourth, see Harmon (12) and Hancock (11). Brown 
and Nilsson (4, chapter 14) cover the example of the Wiener 
filter problem in which the signal is a Markov process, con-
V 
12 
tinuûus in times and Kaiman filter theory is applicable to the 
case of a Markov chain mixed with, noise. ^ 
Selin (22) offers a coniparison of statistical and engineer­
ing terms (modified slightly here for cur application): 
Noise - a stochastic process with zero mean value 
Signal - the expectation of the observed stochastic 
process ^ 
\ 
Filters - the linear transformations of the observed 
stochastic process 
Frequency - the parameter of the power spectral density 
C. Hypothesis Testing 
Of the two areas of statistical inference, our concern 
here is with testing of hypotheses? commonly called decision 
theory by engineers. In decision theory the possible values 
or sequence of values assumed by the source signal are di­
vided into disjoint sets, all predetermined. The object of 
the receiver is to assign the particular observations taken 
from the sample space of the received message to the prede­
termined divisions at the source. For instance, if the source 
\ 
sets are A, B, and C and the observations are Vv, X, Y, and Z, 
the receiver must assign V'/ to either A, B, or C and likewise 
for each of X, Y, and Z. The result might appear as follows: 
Vï corresponds to B 
I 
X corresponds to C 
Y corresponds to B 
Z corresoonds to A 
13 
The assignment of a loss function is difficult and good en­
gineering judgment is heavily relied upon when no clear-cut 
^loss function is available. Unless distance between source 
sets has some meaning (as it could for each set being composed 
6f a string of binary digits, for instance) the cost is usu­
ally a constant preassigned value.i Thus knowing the prob­
ability of occurrence of each type of error as well as its ' 
associated cost enables one to calculate the average loss. 
A distinction will be made here, as it is in statistics, 
between simple hypotheses, composite hypotheses, and multiple 
hypotheses. Throughout the remainder of this dissertation 
the following meanings will apply: A hypothesis : Secaj_ 
is called simple if there is but one alternative H2 : 66^2; 
where coj_ and 0^2 are disjoints sets each with only a single 
member. A hypothesis is called multiple if there 
exist several alternatives 
^2 : 6eoù2j 
: ©eco^s 
where ^2» •••» co^ are disjoint sets each with bnly a 
single member. A hypothesis 0ecoj_, with alternate hy­
pothesis H2 : 6ecù2î is called composite if either of the 
disjoint sets or cû2 or both, and 02 contain more 
than one member. 
I 
• . 14 
Since our concern in this dissertation is with simple 
and multiple hypothesis testing, further development will be 
limited to these two cases. 
Probably the most meaningful rudimentary application of 
simple hypothesis testing in statistical communication theory 
is when the source "alphabet" or "message" has two possible 
"states"; signal present* and no signal present. First the 
case of a deterministic signal will be explored. Harmon (12)» 
Selin (21), and Ash (l) also contain cases of random signal 
with known power spectral density and signal known except for 
carrier phase. In keeping with the procedure, outlined earlier, 
the first step is to define the values of the true state of 
nature, 0. Consider the source to be a series of Bernoulli 1 • I 
trials, all trials independent, with twq events being "signal 
absent" corresponding to 0 volts, and "signal present" correspc 
ing to V volts. Thus, the parameter assumes either of two dis­
crete values; 0^ = V and 0q = 0. For the possible actions, 
' 1 
let action a^ be "signal present" and action a^ be "no sig- . 
• \ 
nal present", ordinarily set up by stating a hypothesis, say 
\ 
that 0 = 0^,leaving as an alternative the alternate hy­
pothesis Hqî that © = ©Q. In the absence of accurate infor­
mation regarding the two choices, we shall assign equal costs 
to all errors associated with each action taken. The remain­
ing task is to devise a strategy or decision rule, as a func­
tion of a "test statistic", which minimizes the average cost 
15 
associated with that decision. More will be said about the 
"test statistic" later. The amount of success achieved in 
minimizing the average risk depends, naturally, on the amount 
'of information available to the observer. Four common cri-I 
terion exist for arriving at a strategy which is optimum 
under the given circumstances; fixed size a test, minimax 
test, Bayes test, and sequential test. 
I 
JL* Fixed size a test 
Often referred to as the Neyman-Pearson criterion, the 
fixed size a test is the simplest criterion for the choice 
of a strategy and demands the least prior information about 
the parameter 0; neither the loss function nor the distri­
bution of parameter need be known. The size, a, of the test 
refers to the probability of rejecting the hypothesis when 
in fact it is true, often called a "miss" probability. In 
this test the size is assigned, say a = Oq, and a decision 
rule is chosen which minimizes the probability of accepting 
the hypothesis when in fact it is false, commonly called the 
"false alarm" probability by engineers. The complement of the 
false alarm probability is called the "power of the test" by 
statisticians. 
It has been shown by Neyman and Pearson that in this 
case the optimum test is a likelihood ratio test where the 
likelihood ratio is 
16 
Conditional probability density func-
^ ^ P[y j H^] tion of y under the hypothesis 
~ P[y j H ] ~ Conditional probability density func-
^ tion of y under the alternate 
hypothesis Hq 
With the noise distributed' in a Gaussian fashion the likeli­
hood ratio will be monotonically non-decreasing in y. This 
being trueJ the fixed size a test,reduces to picking a thresh­
old C such that X(y) = Kj some constants when y = C . Choos-QC • u 
ing a value of K in the likelihood ratio test results in di­
viding the range of possible observations into two sets or 
1 
regio'ns: region B (\ > K) s in which the hypothesis is ac-
cepted and region < K) in which the hypothesis is re­
jected, thus accepting the alternate hypothesis. Figure 3 
presents a pictorial illustration of the two regions. Proof 
of these assertions appear in Selin (21, chapter 2), and in 
Mood and Graybill (169 chapter 12). Effective use of this 
test relies on meaningful and logical assignment of the size 
of the test. Thus, the best test in the absence of know­
ledge about both the a priori probabilities of the source 
states and the cost function is a test which minimizes the 
"false alarm" probability for a specified value of the "miss" 
probability. 
1 
2. Minimax test 
Under certain conditions the cost associated with each 
I 
\ 
17 
particular type of error is known» but the a priori proba­
bility is not known, A test still available to the engineer 
in this case is the minimax test. It derives its name from 
the fact that a strategy is used which minimizes the risk 
under the worst possible conditions. This strategy presumes 
that the opponent, 'nature in the case of a random signal, is 
aware of the observer's decision rule and assigns the most 
adverse values possible 'to the a priori probabilities of the 
I 
parameter, 0. Essentially, the observer here credits his 
opponent with sufficient intelligence to act in a fashion 
which would favor the opponent, so the observer glumly ac­
cepts the situation and contents himself with being able to 
minimize the maximum risk. Thus, the strategy which mini­
mizes the maximum risk has been coined the minimax test. 
Since the minimax test amounts to a Bayes test for one cer­
tain value of a priori probabilities (when worst case ~ 
TT Bayes)* and since the Bayes test is a likelihood ratio test 
(as proven in Mood and Graybill (16)), the minimax test must 
I 
also be a likelihood ratio test. The development essentially 
I 
consists of finding the maximum average risk R where, 
R = TT^CjjjPtmiss] + (1 - Trj_)CfP[false alarm] (3a) 
= *l^m + ^ O^f (3b) 
where is the unknown a priori probability that G = 0^^, 
P[miss] = a, P[false alarm] = ^ , and r^ and r^ are the con-
18 
\ 
ditional risks, products of the cost and cdhditionai errors. 
Then 
(4) 
\ 
is satisfied when C^a = Upon substituting for C^a 
in equation 3a and r^ for r^ in equation 3b we obtain 
R = + (1 - = C^a (5a) 
' R = TTj^r^ + (1 - (5b) 
Again, this test reduces to finding a threshold, C^, for 
which \(y) = K when y = C^. ^ 
3. Baves test 
The previous test can be overconservative in nature. 
Simply knowing the a priori probabilities of each source 
state and using this added information in devising a strategy 
results in a very noticeable reduction in the average risk. 
The criterion used in arriving ^t a strategy when the loss 
' I 
function and a priori probabilities are known is called the 
Bayes criterion. It too is derived from a likelihood ratio. 
Since the Bayes criterion yields an optimum strategy, the 
special case when the average cost is a linear function of 
the absolute error probabilities is no exception. The ab­
solute error probabilities are defined as 
1 
19 
PCsq* ~ I P (Qj) = (6) 
P(a^) Gg) == Pfa^ I Gg) P (©q) = ) (?) 
where 
a = P[miss]' (8a) 
P = P[false alarm] (8b) 
For an average risk, R, which is a linear function of the 
absolute error probabilities, assigning zero cost for cor­
rect decisions, one obtains the expression 
R = C^C^ia) +iCq (TTQP) (9) 
It is (sasily ascertained from the above equation that the 
average cost is minimized when the strategy results in se­
lection of the hypothesis giving main emphasis to the smalle 
of Cj^TT^a and CQTTQP. In terms of a likelihood ratio test, 
the likelihood function becomes 
f(y 1 ©1 ) 
~ f(y I ©q) (10s) 
' 
with critical point obtained by solving for y when 
(iOb) 
As before, the critical point obtained when X(y) = K occurs 
when y = Cg, or equivalently, when some test statistic, which 
is a function of the observation, is a constant. 
20 
Application of the Bayes criterion can » be quite limited 
because one is not often fortunate enough to have a priori 
information about the source. Of course, one,coul^ guess at 
I 
the values, but in so doing the test no longer could be con­
sidered to be optimum. 
4. Sequential test 
Mention will be made here of a special test rule devised 
by Wald (25) in a series of papers culminating in a book". In 
this test the number of samples is a random variable. Although 
the Bayes test is an optimum test for the specified conditions* 
under certain circumstances it might be desirable to reduce 
the average risk. As will become apparent in the development 
of the likelihood ratio, the average risk can be reduced either 
byi decreasing the noise variance or by increasing the signal 
level. The former method is not possible,(unless one has ac­
cess to the noise source before the mixing operation combines 
the signal and noise) so the only remaining choice under the 
Bayes test with fixed sample size is to increase the signal 
level. One soon strikes out here too because there I's a phys­
ical limitation to the amount of power deliverable from the 
source. Now the only remaining alternative is to increase 
the sample size which effectively causes the variance of 
Gaussian noise to decrease as the square root of the number 
of samples increases. The advantage of the sequential test 
\ 
21 
is that the average number of samples (recall that the number 
of samples is a random variable) is significantly less than 
I 
the number of fixed samples in a Bayes test for the same av-
erage risk. Certain implications arise when using the se­
quential test in a communication system. The adverse impli­
cation is the necessity of providing a channel for the receiver 
to communicate with the transmitter. To allow the receiver to 
notify the transmitter that enough samples have been obtained 
during the h-th message period and instruct it to start send­
ing the (h + l)-st message, requires a feedback channel which 
is essentially error-free. 
To better understand the need for such a channel arrange­
ment a brief explanation of the sequential test procedure 
follows. For two allowable states at the source there are 
three actions the observer can choose from; accept the hy­
pothesis. accept the alternate hypothesis Hq : © 
1 
= ©Q, or call for another sample. The observer calls for 
additional samples until he is able, based on the observa­
tions, to accept either the hypothesis or alternate hypothesis. 
Such a test is equivalent to dividing the sample space into 
three distinct regions called the acceptance region, B , .the 
rejection region, ]R^, and the uncertainty region, re­
spectively. Two critical values separate tiîe sample space 
into these three regions, A certain equivalence exists between 
the critical values and the likelihood ratio. When y = C^, ^ 
I 
I 
22 
X(y) = and when y = X(y) = and the strategy con­
sists of accepting the hypothesis when X(y) > rejecting 
the hypothesis when X(y)" < K2 and calling for another sample 
when Kg < X.{y) < K^. Thus it is also a form of the likeli­
hood ratio test. 
As will become evident in the chapter on adaptive de­
tection, sequential testing and adaptive testing exhibit 
certain similarities in that both make use of an uncertainty 
region. However, the adaptive test calls for an examination 
of the immediately preceding test statistic whenever the 
test statistic falls in the uncertainty zone instead of call­
ing for another sample. Refer to Figure 4 for a graphic il­
lustration of the three 1 regions^, 
Bussgang and Middleton (5) have outlined the concepts 
of general sequential decision theory and provide some ex- > 
I 
amples of optimal detection of signals in noise. 
I i 
D. The Test Statistic 
• The development up to this point has dealt with time-
I 
discrete signals for which there was a single observation 
made during a given time period. This can be represented 
by 
Yh = ^h + eh, h = 0, 1, 2, ... (11) 
' l  
Several changes can be made which would modify the statistic 
i 
23 
I 
REJECTION REGION, TR ACCEPTANCE REGION, TR 
Figure 3. One-dimensional hypothesis testing regions 
UNCERTAINTY 
'REGION, 
TR 
ACCEPTANCE REGION, TR 
REJECTION REGION, 
C| 
Figure 4. Sequential test regions 
I 
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• 
used in the likelihood ratio test. Since all the previous 
tests are functions of the likelihood ratio, they are thus , 
I 
functions of a sufficient statistic (a statistic which con­
tains all the information about © that is in the sample, ac­
cording to a statement made by Mood and Graybill {16, chapter 
8)), To emphasize that the nature of the test is unchanged 
for certain types of received signals under certain types of 
linear transformations, some of these commonly used trans­
formations will be briefly explained in relation to the re­
sulting test statistic. Then, regardless of the type of 
transformation to which the received message undergoes, the 
test method remains the same and only the error probabilities 
change. 
Linear transformations will differ for each of the 
following situations, which, although not indigenous to 
communication theory, certainly encompass a large portion 
' - t * 
of often occurring applications. 
For N independent observations, as shown in Figure 5, 
the likelihood ratio becomes the ratio of the product of iden-
I 
tical distributions for the given assumptions. Since for Gaus­
sian noise the probability density function is exponential, 
the product of the joint densities can be expressed in terms 
of the sums of the variables. The test statistic becomes 
1 
the average value of the observations and is distributed in 
a Gaussian fashion with known variance a /N, given that the 
2 
original variance was CF . Calculation of the conditional 
error probabilities can be accomplished using a, random vari­
able (the test statistic) which is univariate rather than 
N-dimensional. The conditional error probabilities can be 
represented graphically in terms of the test statistic as 
shown in Figure 6. 
Selin (21) shows that multiple correlated observations 
I 
c#n be handled by performing a "whitening" operation on the 
source signal and correlated noise prior to reception. This 
"whitening" operation essentially amounts to a linear trans­
formation of the signal and additive noise; hence, the. test 
statistic is a linear function of all the observations. With­
out pre-whitening, the critical value separating the accept­
ance region from the rejection region for two correlated ob­
servations, y^.i and y^, is'shown in Figure 7. 
It sometimes occurs that the signal is deterministic 
and Fourier-transformable and the noise is "white," Matched 
filter theory, as summarized by Schwartz (20), has applica­
tion when the time of occurrence of a deterministic, Fourier-
transformable signal is unknown and good fidelity is of no 
importance. An optimum filter transfer function, in this 
case, is one matched to the shape of the signal with appro­
priate delay factor, T, to assure that the filter is causal. 
Since the signal is convolved with the'filter characteristics, 
the net effect is to perform a cross-correlation of the 
i 
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Figure 6. Graphical representation of 'conditional error 
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received signal with the stored signal. For a system similar 
to that in Figure 8» one has as the test statistic 
t 
'z(t) =J h(T)y(t - T)dT (12) 
0 
where ' 
h(t) = x(-t + T) (13) 
With y(t) = x(t) + e(t) substituted in equation 12) along 
with the expression given'in equation 13, z(t) can be reduced 
to 
t t 
z(t )  =  J X(T - tr)x(t - T)D T  + J x(T - T)e(t - tOdt 
0 0 
(14) 
When colored noise exists, the standard procedure is 
to introduce a "whitening" filter as shown in Figure 9. 
! 
I 
I 
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Yh-I 
Figure 7. Acceptance and rejection regions when the noise is 
correlated 
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Figure 8. Illustration of a matched filter for white noise 
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= x"(t)te"(t) 
Figure 9. Illustration of a matched filter for colored noise 
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III. THE ADAPTIVE DECISION RULE 
A. Introduction 
For the communication system in Figure 1, we restrict 
the output sequence of the source, X, to be a "special Markov 
chain," As used here, a"special Markov chain" is defined to 
be a simple, regular, aperiodic, irreducible, Markov dependent 
Bernoulli sequence-^with the allowable values of the random 
source variable being zero and V. This of course implies a 
stationary ergodic process with two allowable states, each 
state with constant limiting state probabilities, for which 
the transition matrix is stochastic. The noise source, E, 
produces noise which is distributed in a Gaussian man-
ner with zero mean and variance cr , denoted throughout this 
chapter as G(0, cr^). At the receiver, the usual pre-condi-
tioning of the signal is.allowed, but instead of applying 
"classical" decision rules, an adaptive decision rule is to 
be used. 
Existence of inter-symbol influence at the source cer­
tainly cannot be denied, but the question of what type of 
decision scheme to use, subject to the constraint of prac­
ticality, is not readily obvious. Possible suggestions for 
a decision scheme might range from "use a classical detector" 
to "design a detector which is optimum." 
The intent here is to present a decision rule which. 
30 
based on Observations made at fixed intervals of time on the 
received signal, allows a statement to be made about the state 
of nature at the source at time h. This decision rule, called 
the adaptive decision rule, calls for an observation at time 
h.. If no decision can be made based on the single observation 
at time h, then the immediately preceding observation, made 
at time (h - 1), is used as the basis for making a decision. 
One would expect the unconditional error probabilities 
I 
to be less for the adaptive decision rule than for a classical 
decision rule based on single observations. This is a reason­
able expectation since the adaptive decision rule is based on 
pair-wise observations part of the time. Similar reasoning 
would lead to the conclusion that the unconditional error 
probabilities would be still smaller if pair-wise samples 
were always used. The above conjectures are substantiated 
in the later development of this chapter. 
Whether one considers a communication system equivalence, 
as above, or noisy measurements made on W Markov chain, is 
immaterial since the adaptive test is equally applicable to 
either case. 
Resemblance between the sequential test and adaptive test 
occurs because both involve an indecision region (null-zone or 
uncertainty zone). Rather than call for another observation, 
as done in the sequential test, the adaptive test recalls the 
previous observation. The adaptive test sample size is always 
31 
one or two, but if one wishes to utilize existence oif cor­
relation between non-adjacent symbols also, the upper limit 
of the sample size would increase. 
It was from the idea of the sequential test that this 
author conceived the notion of the adaptive test. 
To aid in the development of the adaptive decision rule, 
several aspects pertaining to it need to be presented first. 
After developing the conditional probability density function, 
an expression is derived for the serial correlation of the 
received signal. , 
l. Bivariate Gaussian distribution for correlated samples 
1 Mood and Graybill (16) express the joint density of a 
bivariate Gaussian random variable in the form 
P(Yh-l' Yh) " — S==5 -1 
^^h-l^h*^^ - 27r(l - p2) 
r/^h^i ®hrl\2 ^ /^h-1 ®h-lw^h " ®h\ 
"h-i ' ' 'h-i. 
+ , (15) 
-  ~  <  Y h - i  < ° ° , - * < y h < « , - l < p < l ,  
0 < cr h-1 * 0 < *h ' - " < ®h-l < 00 
I 
00 < ©h < «» 
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In expressing the joint density function of the bivariate 
Gaussian random variables consisting of pair-wise samples 
on the observed stochastic process, it must be realized that 
the variance of adjacent samples will be the same; hence ' 
= or. Use of the transformations 
applied to equation 15 enables one to define the standardized 
bivariate Gaussian density function to be 
P^) 
* [^h^l " ^ pZh-l^h + ^ h^ï (17) 
1 
For a fixed number H greater than zero and less than , 
the graphical interpretation would be of a plane parallel to 
the Yh-iYh Bxis at a height H above it intersecting the joint 
probability density function. It can be shown,as stated by 
Cramér (6), that the locus of points of the intersection of 
the two surfaces traces out an ellipse. Perhaps the easiest 
way to confirm the existence of the elliptical intersection 
I 
is to show that for a fixed value of the probability density 
the exponential term of the joint density function must be 
I 
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constant. Thus, 
-1  2-C(^h-l - Vl)2 . 2p(Yh.l - Gh-l)(Yh^-
2(1 • p ) h-i h-i 
+ (^h " ®h)2] = Kq (18) 
"h 
> , 
The above equation is immediately recognized as that of an 
ellipse with center at (©^-1* ®h^* major axis is rotated 
an amount y from the y^_^ axis as evidenced by the existence 
of the cross product term 1 \ 
^h-1 *h 
Hald (10) uses the substitution 
Zh-1 " (Yh-1 " ®h-l) + (Vh ' ®h^ (19a) 
Zh = " (Vh-l " ®h-l) + (Yh " ®h) (19b) 
to obtain two Gaussian distributed stochastically independent 
orthogonal functions of (y^-i» 7^)' Equating the coefficient 
of the cross product term to zero upon making the above sub­
stitutions results in an equation of the form 
2pcr. a. 
Y = %arctan 5- for oV-i / (20a) 
*h-l" ^ h 
Y - Tr/4 for (20b) 
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This dissertation deals with a stochastic process with iden­
tical variances = cr^, thus the major axis of the ellipse, 
for our purposes, always lies at an angle y = tt/A between the 
^h-1 y^ axes. To visualize the effect of the transforma­
tion, refer to Figure 10. The random event that a sample falls 
within the ellipse has associated with it a chi-square ) 
I 
distribution with two degrees of freedom. The contour ellipse' 
is inscribed in a rectangle (a square for with cen­
ter at 8^) and with sides of length 2cr^_^Xp ^nd 2c^Xp 
(independent of p), where denotes the P-th percentile of a 
cumulative chi-square distribution. The major axis of the el-
I 
lipse, sometimes called the orthogonal regression, has equation 
Yh = + PlYh-l - S-l) • '21) 
where 
p = tan y (22) 
It follows that for = cr^, p = 1 in which case 
% = ®h + <Vh-l - ®h-l) (23) 
which reduces to 
Yh - Yh-1 • (24) 
I , 
for = 0. Contour ellipses for p near + 1 are long 
and narrow; for p - 0 they degenerate to circles. Figure 11 
is representative of the probability density surface for 
= cr^ and positive correlation. Compiled by the National 
I 
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Vu 
Figure 10. Bivariate standardizing transformation 
l 
Figure 11. Bivariate probability density function for 
"h-i = "h 
1 
Bureau of Standards (28) is a set of tables containing the 
values of the standardized bivariate Gaussian distribution 
I 
function with positive or negative correlation. In these 
tables L('h, k, p) is defined in the form: 
00 OO 
L(^.k,p) = J^dVi 
' I 
(25) 
for which values are given to six and seven decimal places 
1 
for positive and negative correlation, respectively. The 
I 
increment size for h and k is 0.1 while for p the increment 
size is 0.05 for jpf < 0.95 and 0,01 for (p| > 0.^5. Linear 
interpolation in the -h-direction with k and p held fixed 
nearly always yields 4 decimal place accuracy, and higher 
accuracy for h- + k > 3,0. Since the tables provide the values 
only for 
PCZh-i ^  > k, p] = L(h-,k,p) , (p > 0) (26a) 
and 
I 
P[Zh-l > ^ -P] = L(tr,k,-p), (p > 0) (26b) 
the following equations are provided for use with the tables: 
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^h-1 
'h-i = "i , "'t • ^h = -V^ (27) 
P[2h-i < < k, p] = L(-h; -k, p) (28a) 
P C z^-I < \ > k, p] = Lfrh; k, -p) (28b) 
P[z^.l > +ï> < k, p] = L(-h, -k, -p) (28c5 
(/-
Also, 
I 
L(-h; k, p) = -L(h* k, -p) + @(-k) (29a) 
LC-h, -k, p) = ~L(h, k, -p) + o(-h) (29b) 
L(-1t, -k, p) = -L('h, k, p) + 1 - 0(-fr) - &(-k) (29c) 
where 
-c 
o(-c) = J G(0, l)dz , c > 
«•Û0 
Availability of the above information and a table of values 
allows one to calculate the probability that a pair^wise sam­
ple will fall into a given region with boundaries parallel 
to the coordinate axes. Regions with non-linear boundaries 
either must be mapped into another space such that the equiv­
alent boundary is a straight line, or one must resort to 
numerical integration techniques in calculating the required 
probabilities. The latter method was utilized in the section 
containing sample calculations. 
38 
2. Serial correlation of received signals 
Use of the term "serial correlation" here refers to cor-
^ I . 
relation between adjacent samples, or using different phrase-
ology, correlation between consecutive time realizations on 
the stochastic process. ' 
Imagine a stochastic process generated by linearly adding 
together two independent processes, one Markovian and the 
other Gaussian, Denote the sample points of the time-discrete, 
homogeneous, regular, ergodic, Bernoulli dependent Markov 
chain* with the symbol x^. Denote the sample points of the 
Gaussian process (instantaneous values at a particular time) 
with the symbol e^. Now define the received signal at a par­
ticular instant of time as y(h - 1) = y^_^. Then 
Yh-l = Xh-1 + ®h-l » h - 1 = 0, 1, 2 (30a) 
1 
Yh ^  *h * ^h , h = 0, 1, 2 ... (30b) 
where x can assume values 0 and V. Serial correlation of the 
received signal will be shown to reduce to determining the 
covariance between adjacent states in the Markov chain and 
the covariance between noise samples of adjacent intervals as 
well as the variances of both processes, given that the noise 
Parzen (17) contains several examples of Markov de­
pendent Bernoulli trials. 
1 
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samples are independent of the Markov chain. Expressing the 
correlation factor of the received signal, Py, as the ratio 
of the covariance and the variances obtains 
Cov(yh-l» Yh) *h-l' ^ h 
JVarly^.i ) VarTyJJT *h-l*h 
(31) 
/V 
but and y^ have the same variance so 
"h-l'h = "l ' 'h-l = "y (32) 
The time reference is not necessary so it will be omitted 
here. By definition, ; 
I 
or^ = E(y2) - E^fy) (33a) 
y \ \ 
I 
but, by substituting x + e for y, we get 
=E{x^) +2E(ex) +E(e^) -E^(x) -2E(x)E(e) -E^(e) (33b) 
But, E(e) is zero and since the Markov and Gaussian processes 
I 
are independent, E{ex) is zero, thus by grouping terms properly 
= E(x2) - e2(x) + E(e2) - E^fe) = (33c) 
1 
It follows that the variance of the received signal is just 
the sum of the variances of the source signal and noise. The 
noise variance is presumed to be known, but it is necessary 
to derive an expression for the source signal variance. The 
relation 
40 
(j^ = E(x^) - E^(x) ^ ' ' (34) 
is obtained by using the definition of variance, but it is 
0 0 
necessary to express E(x ) and E (x) in terms of given pa-
rameters. For a regular Markov chain with a stochastic 
transition matrix ^  "^r s]* 
E(%2) = O-Po(h) + (35) 
because, as shown in the Appendix, lim PQ(h) = = r/(r + q) 
h-»-oo 
and lim p,(h) = tt, = q/(q + r). Also, 
h-+oo 
E(x) = O'Po(h) + Vpj^Ch) = (36a) 
» I 
so 
,2 qV, 
ETfx) = ^ (36b) 
(q + r)^ 
Substituting equations 35 and 36b into equation 34, after 
simplification, gives 
< • iff? 
For a doubly stochastic transition matrix, q = r, so I 
0% = IT ' . (37b) 
A similar derivation is used for determining the covar-
iance of the received pair-wise signal. The covariance 
I 
\ 
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Cov(y^.l, y^) = E[(Yh-i-E(yh.i))(yh " E(yh))] 
= EfVh-lVh) - E(yh.l)E(Yh) (38a) 
is known by definition. With + e^^^) and (xj^ + e^) 
substituted for and y^, respectively, in equation 38'a, 
the result after simplification is ^ 
C°v(Yh.l' Vh' =E(Xh_iXh) +E(Vi®h) 
' [E(Xh_i) +E(eh_i)][E(Xh) fEle^)] (38b) 
However, the two processes are independent so E(x^_^e^) and 
^(^h-l*h) zero. Also, since the noise has zero mean value,, 
E(eh_i) and E(e^) are both zero, leaving 
C°v(yh-1' yh)"E(Xh.iXh) -E(Xh_i)E(Xh) + Ele^.^Gh) - 0 
(38c) 
In examining the above equation, it is seen that the covar­
iance of the observed process is the sum of the covariances 
of the Markov and Gaussian processes. The covariance of each 
process can therefore be computed independently. In fact, once 
the noise correlation factor, p, and the noise variance are 
known, the covariance is also known because, for zero mean value 
Cov(eh.i, = ^^®h-l®h^ - 0 = pCg (34) 
t 
In computing the covariance of the Markov chain it is only 
necessary to find an expression for E(x^^^x^) because E(x^) 
\ 
42 
has already been determined and is given by equation 36a. It 
is known that 
E(*h-l*h) = over all "h' (4°) 
(*h-l*h) such that 
Since x^) is calculated for a Markov chain in the Ap­
pendix and is given by equation A-44, with proper substitution 
of equation A-44 into equation 40» and with appropriate no­
tation change, we obtain 
E(Xh.iXh) = r + q[0'0'rp + 2'0-V-rq + V-V'sq] 
Combining expressions for E(x^_2x^) and E(x^_^)E(x^| = ^ 
E^(x. ) gives 
" I • i 
[1 - (r + q)]rqV^ 
Cov(*h-l' *h) (rT^p (42) 
Thus, equations 39 and 42 provide the necessary expressions 
for the observed process covariance function, which, after 
simplification becomes 
[1 -(r+q)]rqv2+(r + q)2pag 
C°v(Yh-l' Vh' 1 ^ (43) 
Likewise, substituting equation 37a into 33c yields 
43 
^ (44, 
^ (q +\r)2 
uwhich is the variance of the received signal. 
As seen from equation 31, the correlation factor for 
adjacent observations is the ratio of the covariance and the 
variance, which, after simplification, can be written , 
[1 - (r + c)]rqV^ -i- (r + c)^pcig 
qrV^ + (r'+ q)^^^ 
Certain constraints, namely that 
P > ^  > q > 0, p + q= 1, s > ^  > T >C, s + r = 1 
^enable one to be assured that the correlatioh factor will 
always be non-negative for p > 0. It will become apparent 
that the constraints placed on p, q, r, ^and s are necessary 
for the adaptive test as presented here. The complementary 
case (p, s<l^) may also be included in the adaptive test, 
simply by making a decision opposite to that made when a 
sample falls into the uncertainty zone and (p, s>]^). 
B, Development of the Adaptive Test 
At the very beginning of this chapter a statement about 
the adaptive decision rule was made which served to provide a 
very rudimentary idea of the strategy of this rule. Using 
the one-dimensional classical decision rule as the basis for 
measuring the improvement, the term adaptive is used here in 
I 
the context of "connections which govern the behavior being 
44 1 
V 
adjusted to improve the system." This section contains de­
tailed information about the adaptive decision rule, the re­
sulting test, and formulas for calculating the conditional 
error probabilities. 
Whether one visualizes the physical problem as the com- -
munication system of Figure 1, or as noisy measurements made 
\ 
on a Markov process is inconsequential because the following 
development is equally applicable to both. The important as­
pect here is that the observed process consists of the sum of 
two independent stochastic processes, namely, a special Markov 
chain and Gaussian noise, the noise having zero mean, var-
iance of a , and correlation factor p. For the observed pro­
cess denoted by y, the special Markov chain by x, and the noise 
by e, then, in terms of a time variate, it follows that 
I 
y(t) = x(t) + e(t) (46") 
To entertain the possibility that either the source or noise 
I 
or both are time functions, yet retain the notion of a fi­
nite- number of observations one only needs to allow for the 
existence of a sampling device built into the receiver or 
inserted between the channel and the receiver. The time 
interval between samples is considered to be fixed. The se­
quence of samples from the received signal Y will be designated 
The meaning of a special Markov chain appears on page 29. 
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y(t), t = 0» 1, 2> ...» but to avoid later complications 
\ 
the abbreviated notation y(t)|t=h" will be used. Since 
ths special Markov chain can change states only at discrete 
intervals of time, any number of observations, say N, can be 
made during the time interval between changes of states. A 
representative illustration is provided in Figure 5. A sin­
gle observation made on the received signal during the h-th 
time interval is denoted y^; if three observations are made . 
during the h-th time interval they are denoted by y^^, y^2> 
and y^2* As shown in the previous section, correlation ex­
ists between received signal samples from adjacent time in­
tervals even for white noise. Obviously it follows that im­
proved accuracy can be expected by using pair-wise samples. 
For the special Markov chain the transition matrix is 
given N. next 
present state 
state 
P = 
S 1 
^0 ^1 
p q 
r s 
(47) 
By letting the source assume only two values, zero and V, one 
says state "0" is occupied when x ^  = 0 and state "1" is oc-
I 
cupied when x.^ = V. Thus, p is the conditional probability 
i' 
that the source will not change states at the next transition 
given that it presently occupies state "0". Similar state- . 
ments can be made about q, r, and s. The limiting state 
46 
probabilities, obtained by using equation A-42, are 
r {48a) 0 q + r 
TT 
q (48b) 1 ~ q + r 
By properly defining the alphabet in terms of the states, 
say fiSg) = A and f(S^) = B, the source can be made unifilar, 
thus enabling one to calculate the source uncertainty by ap­
plying Theorem A-6. The source uncertainty is 
The hypothesis and alternate hypothesis can be formed 
I 
quite simply. Let the hypothesis, be "signal present", 
that is, the source signal has value V at time h. The al­
ternate hypothesis, HQ, must be "signal absent", that is, 
the source signal has value zero at time h. 
Following the steps outlined in the beginning of Chap­
ter II, one first is to define the set of values the unknown 
parameter assumes. Since, in this case, the unknown parameter 
is the random source variable and the source assumes values 
zero and V it follows that 0 assumes the same values. The 
second step, defining the action space, quite simply consists 
of two possible actions: "accept the hypothesis" that a 
H(X) = q + r(-p logg p - q log^ q) 
(49) • 
47 
signal was present and "reject the hypothesis" thereby ac­
cepting the alternate hypothesis that no signal was present. 
The^ final step5 devising the strategy5 involves defining the 
boundaries of the acceptance and rejection regions. 
The strategy of the adaptive decision rule is based on 
I 
the existence of two critical pointsj d and e, which divide 
the continuous sample space of the random received signal in­
to three zones; the acceptance zones' rejection zones and un­
certainty zone. When the observation is greater than e, the 
hypothesis5 signal present, is accepted. Likewise s when 
the observed value is less than d) the hypothesis is re­
jected thereby the alternate hypothesis, signal absent* 
is accepted. But, if at tiae h the observed value lies be­
tween d and e, it is necessary to make a decision based on 
the previous observation. Given that the observation at tize 
h falls in the uncertainty zone, the hypothesis, signal 
present, is accepted if the observation made at time (h - 1) 
is greater than cVj otherwise the hypothesis is rejected. A 
graphical representation of all three zones appears in Figure 
12. To best utilize all the information available resulting 
from correlation of the observation 'at time h with all pre­
vious observations would necessitate formulating a multi-
1 
dimensional uncertainty region. Such a venture is not purr 
sued here. 
The explanation of t]:|ie adaptive decision rule, as given 
I 
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above, was in terms of two univariate probability density 
functions; one with three zones and another with two zones. 
It follows that since each time an observation falls into 
the uncertainty zone a decision is made based on the previous 
observation, it would be desirable to maintain a fairly small 
uncertainty zone. With a large uncertainty zone most deci­
sions would be made regarding the true state of nature at 
time h based on observations made during the previous time 
interval. On the other hand, an extremely small uncertainty 
1 
zone causes the adaptive decision rule to be almost the same 
as the classical decision rule. In fact, for an uncertainty 
zone width of zero the adaptive test degenerates to the clas­
sical test. How one goes about determining the optimum values 
of d and e for a given value of c is covered later. The per­
centage of time that a pair-wise sample is required is deter­
mined by the width of the uncertainty zone. 
Rather than treat the adaptive decision rule as an un­
certainty zone in one dimension, consider the observations 
at times (h - 1) and h to be pair-wise samples, y^_^, y^. 
In so doing, the joint density function of the pair of random 
variables is two-dimensional; therefore the boundary separat­
ing the acceptance region from the rejection region consists of 
straight line segments in the ^h^ plane. The decision 
rule, expressed in terms of the pair-wise observations, becomes 
I 
I 
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I 
accept when > e, or d < y^ < e and yj^_j_ > cV 
reject when y^ < d, or d < y^ < e and y^,^ < cV 
2 The two-dimensional acceptance region, B , and its complement, 
2 the rejection region, are depicted in Figure 13. 
Since the noise has a Gaussian distribution and the source 
signal remains fixed during a given time interval, the pair-
wise samples are distributed as a mixture of bivariate Gaus­
sian distributions with weighting factors which depend on the 
pair-wise occurrences of source states. The probability den­
sity function given here in vector form is developed in the 
I 
following section of this chapter and results in equation 79b. 
P(yh-i> " ^0^00 ^ ô'^ J]+^oPQ2 G[(y), ( a )] 
+ VlO ( 5^)]+Vll ' 5^)1, 
where G[(^), ( 5 )] denotes a bivariate Gaussian probability 
density function with mean value vector p. and covariance matrix 
0"^. For the pair-wise source combinations (0,0), (0,V), (V,0), 
and (V, V) the bivariate probability density function, with the 
adaptive test boundary, might appear as shown in Figure 14. 
1 
Implementing the adaptive test, where the test consists 
of indicating whether a particular observation falls into the 
acceptance or rejection region, should be easy for both man­
ual and electronic operations. The electronic equipment 
needed for performing the adaptive test, over and above that 
needed for performing the classical test, should be relatively 
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Figure 12. Single sample zones for the adaptive test 
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minor; mainly storage and logic elements. 
Determining the parameters c, d, and e,such that a mini­
mum average risk results,is not such a simple matter. When- , 
ever symmetry exists the number of parameters can be reduced. 
With d and e symmetric about cVj then 
d = cV - 6 (50a) 
and 
e = cV + 6 (50b) 
so that only two parameters remain; c and 6. By assigning a 
value to c only the parameter 6 remains. Certain reasonable 
choices can be made for c under conditions of symmetry. In 
the absense of symmetry a reasonable choice for c would be 
the critical value obtained using the classical decision rule. 
To be rigorous one could attempt to minimize the average risk 
using mathematical means with c, d, and e serving as the var-
I 
iables. Not to be forgotten are the trial-and-error tech-
I 
I 
niques. 
Before any of the above mentioned techniques can be ap-' 
plied; howeverJ it is necessary to derive an expression for 
the averagej risk. To do this it is first necessary to cal­
culate the "miss" and "false alarm" probabilities and assign ' 
meaningful values to the costs and For our purposes 
we shall assign values of unity to both. With the simple 
hypothesis test serving as the basis of the adaptive decision 
53 
rule, the applicable conditional density function for pair-
wise samples used to calculate the false alarm and miss prob­
abilities is P(y^_2, | A full derivation of this 
function is given in the following section on the bivariate ' 
likelihood ratio test. The particular expression for this 
function of use here is equation 80. 
The false alarm probability, associated with decid­
ing a signal was present when, in fact no signal was present, 
can be expressed as 
Pf = P[(Yh.l' = 0] 
= P[(yh or (d< y^ < e, y^.^ > cV)| = 0] (51) 
- To effect a numerical answer for given values of parameters 
necessitates expressing in a form containing some function 
of L(h, k, p), where p is the noise correlation factor. 
Pf = Poo J  [2 -  p2)  
-[Yh-l - ZPYh-lYh + Vh^Joyh-l^Yh 
(52) 
• [(Yh-l - - 2p(yh-l • ViYh + 
54 
By using the standardizing transformations of general form,' 
for each variable 
y — G 
2a ~ ^ > a - 0; 1; 2; h-1 s h; ... (53) 
1 • et 1 
with appropriate change of limits it can be shown that 
P[yh-i> 2 cV, y^ ->-e,p] = P[2h-i > ^ 9 2% > k, p]^ (54) 
where 
cV - 0. , 
^ ^ — s -, (55a) 
e -  ©h 
k = (55b) 
I ^ 
However, 
P[z^.l > h, 2% > k, p] = L(it, k; p) (56) 
I 
Thus 
Poo ^ ^ f' p] 
cV _ ^ d 
+ > IF' =h > ff' p]) 
+ PlO > #' P] 
+ > §' P]) (57) 
55 
Similar reckoning provides an expression for P^. 
m 
exp{- -1 
^2 2ircrVi - - p'^) 
[Yh-l - spYh-l'Yh - V) + <Vh - v)2]ldyh.idyh 
* *1 / ,^2 - p2 - p2) 
[ (Yh-i  -  V)^ -  2p(yh_i -  V)(yj^ -  V) 
+ (Yh - V) ]3dyh_idYh (58) 
Again using the "standardizing transformation of equation 53 
gives 
- D^-, fPfz, -, < ' ^  0 f_r  ,  cV V e  -  y  Pm = POI < T' ^h' > P] 
^ P C Z h . i > f .  p ] }  
TT, 
+ 57 Pll < 
cV -  V ,  e -  V -,  
~5~' ^ ~5~' p] 
+ P[Zh-l > z ,  >  p ] }  (59) 
However, 
56 
> h; > k, p] = L(iîj k, p) (60) 
Using the rule given in Pugachev (19, section 20), that 
P [ a -  < x < b ,  c < y < d ] =  F ( b ,  d )  -  F ( a ,  d )  -  F ( b ,  c )  
•Î- F(a, c) , (61) 
each of the bivariate probabilitijes in the expressions for 
and P^ can be found. They are expressed in terms of 
k, p), L(iT, k, -p), o(-èt), and @(-k). Since 
P[Zh-i < > k,p] = L(-b, k, -p),. b, k > 0 (62) 
and ' I 
L(-b:, k, -p) = -L('h, k, p) + o(-k) (63) 
substitution of the above two expressions into equations 57 
and 59 for P^ and P^ yields 
P f ' %  P o o  K ' f .  f .  p ) p ) }  
+ Pio f' p) + ®<-f)f. p)] 
(64) 
for f» arid p > 0 
For cV, e, or cV - V negative, equations 29a, 29b, and 29c 
must be inserted. Similarly, 
I 
57 
"m = ^  POI ^.P) 
+ L(f. 
IT, 
+ ;[Pn +«(^) 
+ L(£^, ifJi, p)} (65) 
for and p > 0 
For cV, e, or cV - V negative, equations 29a, 29b, and 29c 
must be inserted. The minimum average risk can now be expressed 
because P^, P^, P[x^ = 0], and Pfx^ = V] are known. Recall 
that the limiting state probabilities are 
P[Xh = 0] = *0 (66a) 
and t 
P[Xh = V] = TTj^ (66b) 
Thus, 
R = TToCfPf + ir^C„P„ 
= Cf^oPoo *' p) - ?' P'] 
+ Cf'iPio [*(-#) + L(^^, f, p) - U^V^.f.p)] 
+ VoPol C 4^, P)-L(f. ^ .P)] 
I 
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+ Pli p) 
-  p ) ]  . . .  ( 6 7 )  
I 
c V d e c V - V d - V e - V  
for -J- p, 5—I ——» ——» pt> 0 , 
I 
For cV, d, e, cV - V, d - V, or e - V negative equations 29a, 
29b, and 29c must be inserted. 
In taking advantage of symmetry when = 1» Pqq = 
2 
Pll = P» Pj^o ~ Poi =  < 3 » V = l , < y  = 1 ,  a n d  c  =  t h e  a v e r a g e  
risk becomes , 
R = o(-e) + d, p) + L(-^, d - i, p) ^ 
- e »  p) " L{-^» e - i, p ) ]  
+ d, p) + L(^t d - 1, p) 
- L{-^> e, p) - L(1^> e - i, p)] (68) 
for e > d > 0 and p > 0 
We can also let d = - 6 and e. = + b .  Results using trial-
and-error methods have indicated that a certain value of 6 for 
a given value of p minimizes the average risk as a function of 
6. Quite logically, it becomes advantageous to use the proper 
width, for the uncertainty zone, where a = 26 when symmetry 
exists. ' 
The percentage of time, Tg, that the adaptive decision 
rule requires a pair-wise sample is 
I 
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Tg = {TT^PCd <y^< e I =0] +7r^P[d < < e 1 = Vl] x 100% (69) 
For p = 0 (white noise), equation 68 can be reduced to an 
expression containing sums and products of univariate Gaussian 
distributions and limiting pair-wise state probabilities given 
by equation A-44. 
C. Comparison with'a Bivariate Likelihood Ratio Test 
1. Development of the likelihood ratio test 
From the information provided about the, signal source and 
the properties of the linearly added noise, it is possible to 
arrive at an expression for the joint distribution function 
for the pair-wise occurring random variables of the source 
and receiver. According to the usual definitions of joint 
probability distributions let 
*h-l' "h' 
denote the joint density function. In this expression 
denotes the function and y^i *h-l' *h the vari­
ables. Since only pair-wise occurrences of the random vari­
ables are handled herein it is advantageous to adopt an ab­
breviated system of notation commonly used in information 
theory. The expression 
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is replaced with ^h-1' must be noted, 
however, that the P alone does not denote a mathematical 
function nor does it represent a probabilistic statement' of 
events. Instead, it should be understood that changing any 
of the variables also changes the mathematical function. 
Thus, P(') (parenthesized) represents a different mathemat--
\ 
ical function than P(*), and PC*] (bracketed) is used in 
conjunction with probabilistic statements. For any time h 
the source variable will be denoted by and the receiver 
variable by y^; likewise for time (h - 1), where h takes on 
only discret.e non-negative interger values. An adjacent 
pair of source and receiver variables is then denoted by 
I 
^h-1' ^ h ^h-1' ^ h respectively. With the above refine­
ments,the joint probability density function Yh* 
^h-1' ^ h^ can be expressed as a conditional probability 
density function in terms of known functions. 
P(yh-1. Yh' "h-l* "h' = P(Yh.l' I "h-l' Xh) 
To obtain the marginal density, P(y^»T[î x^) one only 
needs to sum out the undesired variable, from 
^^^h-l' ^ h' %h-i* ^h^ leaving the expression ' 
P'Yh-i' Yh' Xh) = ! P'Yh-l' Yh' %h-l' Xh) (71) 
*h-l 
1 
61 
Since x.^ is a discrete random variable which only assumes 
two possible values, 0 and V, 
* \ 1 
' • *h-l = 0 
+ P(Yh-i' Yh' Xh-1' "h' 
*h-l = V 
A. (72) 
From this expression it is possible to derive the conditional 
density function usin^ standard method^ of statistics. Thus, 
P'Vl' Yhl^h) ' "''"'""puy ("3a) 
tjlYh-i'Yhl Xh-l'Xh)P(Xh-l'Xh) 
' vr°>v ^ 
(73b) 
In the Appendix it is shown that when a Markov chain is reg­
ular the unconditional probabilities exist and can be calcu­
lated using the relation tt = TTP. Since 
P(Xh.i' *h) = P(Xh I Xh-i)P(%h-l) (74) 
for a Markov chain,it can be written , 
P(=<h-1'' = Sj I Xh.i = = s J (75) 
for i, j =0, 1 
! 
which, for a special Markov chain, reduces to 
62 
P(Xh_i, x^) = for i; j = 0; 1 (76) 
\ 
Since the conditional density function of a b'ivariate Gaussian 
\ 
random^ variable is "known to be of the form as shown in Section 
A of this chapter 
VhlVl' \ 
* [(Yh-1 " ®h-l)^-2p(yh-l-Gh-i)(Yh"®h) 
+ (Yh - (77) 
it is obvious that for correlated noise 
P(yh-1' Yh I Xh-i' ='p(yh-i' Vh I ®h-i' ®h> 
where take§ on either value of and talc es on either 
value of x^. The marginal density function P(y^_^,y^;X^); 
upon substitution of equation 76 and 77 into 73b becomes 
* [(Yh-l " 0)^" 2p(yh-l ' 0)(yh - jV) + (y^ - jV)^]] 
+ = exp[ 2 2~ 
2ïrcr '^1 - p . 2a> ( 1 - p ) 
' [(^h-l " (Vh-l ' V)(yh - jV) + (y^ - jV)^]] 
(78) 
for j = 0, 1 
63 
By summing over ail possible values of x^, 
that is, for j = 0 and j = 1, one obtains the marginal den­
sity function of the received pair-wise random variables, 
^0^00 
'h) -at;: -Pl;;2^i^vti-2PVH-Ivh^vg]} 
' (Yh-i - v)'-2p (Yh.i-v)Yh+Yg]i 
+ j°/^ ^"PL a't 2 S C V H-i-2pYh-ityh-v)^-tYh-v'^ll 
27rcf Vl-p^ 
2a2(l. -p2) 
-1 1 
2a^(l-
-P^)' 
-1 1 
+ (yh-v)2]; (79a) 
For a graphical representation of this function (with equal 
weighting factors) refer to Figure 14. Use of vector nota­
tion affords à means of condensing the above equation to 
p(y^_j_9 y^) ^0^00*^^ ^ 0^' )] 
+ ^oPoi^^^V^' ( o"^) ] +'^iPllG[ (y) 5 (5^)] V, 
(79b). 
o ^ 
where p is the correlation factor of the noise and a is the 
notation for the covariance matrix 
defined on page 49. 
p cr2 
p .a^ 
and G[ •] is as 
I 
\ \ 
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From equation 78 and the unconditional probability 
for one can obtain the conditional probability 
^ppQi 
exp|- -1 
j ''2a2(l.p2) 
lYh-l "^P^h-l^^h (Vh" jV), ]] 
^l-^l i • 
exp{- - 1  
QUTcp-Jl - p2 2c?^(l - p^) 
' nVh-i'V) - 2p - V)(yj^ - jV) + (yj^ - jV) ]] 
for j = 0, 1. (80) 
where» for a stochastic matrix with transition matrix P, 
P = 
TT^ = 
p q 
r s 
0 r + q 
^1 " r + q 
Poj 
Plj 
•{ 
={ 
p for J 
q for j 
r for j 
s for j 
0 
1 
0 
1 
(81) 
(82a) 
(82b) 
(83a) 
(83b) 
~ r + q for j = 0 (84a) 
ï 
t 
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\ 
\ 
and * 
r + q ^or j = 1 ' (84b) 
Recall also that x = 0 corresponds to occupying state "0" 
at time (h - 1) and = V corresponds to occupying state 
"1" at time (h - 1). To-form the likelihood ratio test in 
terms of the pair-wise.saraoles at the receiver for times V I • 
(h - 1) and h conditioned on the source output at tine h 
one proceeds as follows: 
I 
Substituting equation 80?with the- proper realization for the 
random variable into the above equation, after simplifi­
cation yields 
^(yh-l'Yh) =tiî^O:=*P?r27r-2Tt'/h-l - 2pYh-l'Yh-V) + 
1 . 2<x ll-p ) 
* 2',] • 2p(Yh-l-V)(Yh-V) + (Yh-V)2]{] 
1 ll-p J 
V • ' ' 
• ZPYh-lYh + Yhll 
+ 2,"^ 2,[(Yh_i-V)2 -2p(Yh.i-V)yh + Y^]?] (S6) 
0 2cr ll-p j I 
where ' 
' Poo ^  P 
I 
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\ 
Poi = q 
PlO = r 
Pll = s 
I 
Considerable simplification is achieved by requiring the 
source transition matrix to be doubly stochastic and, with-
2 
out loss of generality, setting a and V equal to unity for 
the case of a single sample per time interval. Upon impos­
ing the above requirements the likelihood ratio reduces to 
the following form: 
Yh) = «XPL, 2. [pYh-1 - Yh + 
\ , U - p > 
. [q + p exp{-~j^[-.y^.^+py^ + j5-p]}] 
11 - p ) 
' 4-[p + q exp{ "1 2\["Yh-l+PYh + %])] (8?) 
ll " p ) 
For white noise p = 0 and further simplifications result. 
2. Determining the boundary , 
The usual procedure is to stipulate which of the con-
1 
ditional probabilities is most likely to have occurred by 
setting the likelihood function equal to some predetermined 
quantity, say 
P[x. = 0] 
Ko 
°P[XH = V] 
67 
Usually Kq reflects the costs associated with making errors» 
but in the absence here of a quantified value, let Kq = 1. 
For a doubly.stochastic matrix of a steady-state Markov chain 
the unconditional state probabilities are equal, thus cancel. 
It follows that the critical value of the likelihood ratio, 
I \ 
serves as an indicator of the likelihood of the two possible 
conditional density functions. Thus when X is greater than 
unity one hypothesizes that x^ - V; when X is less than unity 
it follows that the hypothesis is that x^ = 0. The locus of 
all points satisfying the equation Xq= 1 is the boundary be-
2 tween the two bivariate regions, call them B for the accept-
2 
ance region and for the rejection region, respectively, 
In setting Xq= 1 the resulting equation is transcenden- ' 
tal and of the form: 
• [q + p exp{ 2,['Yh-l + PYh +% " 
1 " P ) 
= p + q exp{^^ 2)C-Vh-1 + P^h + 
- P 
(89) 
The above equation has the asymptote 
I 
68 
Yh • PYh-i = (1 - P^) l09e (p/q) ^ (90a) 
\ 
^ > 
for large negative values of and y^^^jand 
' ~ - . H 
V ' P^h-l = (1 - P^) l09e ^ - p (90b) 
is the asycptote for large Positive values of and y^_2. 
Figure 15 depicts the nature of the "critical" line 
o O . / 
separating the two regions H and for various values oi pand 
p. It can be shown that (i^s li) is the^point of synznetry for 
the curve generated by equation 89 above. 
O 
D. Sample Calculations 
At the beginning of this chapter it was mentioned that 
when trying to detect a J/.arkovian signal buried in noisej any 
1 ) 
one of a wide range of decision rules could be adopted. LV 
shall restrict outselves here to a comparison of three dif­
ferent decision rules. Each of the three decision procedures 
will be applied to the saae communication systea, namely, the 
1 
system depicted in Figure 1. The Markov source is known to 
^ I 
be a special Markov chain with transition probabilities 
' (91) P = 
0.9 0.1 
0.1 0.9 
Furthermore, the source signal level, Vj is one volt» thus 
the tv;o possible states assume values zero volts and one 
' )  
CL 
0.25, p -- 0.99. 
0:20, p = 0.90 
0.10; p = 0.70 
-10 
ACCEPTANCE REGION, TR2 
(SIGNAL PRESENT) 
cr =N = Vr| REJECTION REGION, 
( NO SIGNAL PRESE4MT) 
•10 
Figure 15. Boundaries for doubly stochastic matrix 
. . .  ^ 70. , - . 
volt. The noise source produces Gaussian noise with mean 
value zero, unity variance,and correlation factor p = 0.20. 
\ 
Only one observation will be made per time intervals 'thus N = 
1. In the absence of information regarding the seriousness 
' \ 
of committing an error of either types both cost factors will 
b,e assigned unfty value; hence; = 11 
For each decision rule the boundary s^arating accept­
ance and ^eji^ection regions will be determined) <the condi­
tional error probabilities computed, and the average risk 
computed. Finally, a comparison of average risks will be 
I 
made for all three decision rules. \ " , 
1 .  Classical oecision rule 
The first decision rule considered is one which uses a 
single observation^ y^s to make a decision about the true 
state of nature, x,, at time h. It will be referred to as th 
I 
classical decision rule. Such a decision procedure obviously 
cannot take into account either the existence of intersymbol 
influence at the source or noise correlation. 
With the hypothesis = 1, and alternate hypothesi 
Hq : x^ = 0; the test consists of accepting the hypothesis 
when the sample point y^ falls into the acceptance zone, 
and rejecting the hypothesis when the sample point falls into 
the rejection zone, the complement of the acceptance zone 
The likelihood ratio is given by 
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I /- t 
The critical value of the likelihood^ratio, 
P[*h = 0] 
( \ ^ 
is used to determin^ the critical point. Since_P is doubly 
stochastic, the absolute probabilities, tTQ and can be 
computed using Theorem A-1 given in the Appendix. It is 
found that 
Tq = P[X^ = 0] = P[X^ = 1] = ?! =% (94) 
I 
and 
-, (95) 
I 1 
By substituting equation 92 into equation 95 it can be shown 
that y^) = 1 corresponds to y^ = ^ , the critical point. 
The decision rule is, 
accept Hj, when y^R^, that is, when y^ 2 ^ and 
reject when y^elR^, that is, when y^ <1^. 
The conditional errors, P[miss] and P[false alarm], are 
P[miss] = PCYh < % I = 1] = 0.3085375 (96) 
PCfalse alarm] = P(yh Z ^ I = 0] = 0.3085375 (97) 
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The average risk 
R = •irjj^P[miss] + ^ QPTfaise alarm] (98) 
Î ' 
can be con^.puted by substituting equations 94, 96, and 97 into 
equation 93. This give^ 
' 
R = 0(-%) = 0.3065375 ^ . (99) \ 
For a 'graphical description see Figure 6 with y replaced with 
c = ^  and V = 1. ' 
% 
2. Adaptive decision rule 
The decision procedure used here consists of forming the 
hypothesis, = 1 (signal present)sand'alternate hy­
pothesis Kq : = 0 (signal absent). Because the transi­
tion matrix' is doubly stochastic end the costs? and C^j 
are both the same5 a certain amount of symmetry exists. 
Because of the symmetry; certain aspects of the adaptive 
test presented in section B of this chapter take on a simpler 
form. By setting c =^9 d = , and e = ^  f 69 the nua-
I 
ber of variables decreases frora three to one5 thus simplify­
ing later computations. The decision rule can now be ex­
pressed in terms the single observations ^ y^^ and the pair-
wise observations, (y^^^; y^), as follows: 
accept if y^>^ + ô> or if ^  - 6<y,^<;^ + 6 and y^._ 1 
73 
, reject if <%-&, or if '4 - b + 5 and ^ 
It is implied above that h > 1, thereby ensuring that pair-
wise observations are available. For h = Os the start of 
the process, only one observation is available so* in that 
single instance, the decision would be 
accept if yg > and 
; ' I 
1 rej ect H ^ if Yq < '4 
^ 2 The two-dimensional acceptance region5 jR 3 and rejec-
o 
tion region, Bq, can be visualized by referring to Figure 
13 and letting c = V = 1, d = >2 - ô 3 and e = '2 + 6. 
Because of the symmetry of the problem, the conditional 
error probabilitiess and are equal; therefore the , 
average risk, as given in equation 68 can be expressed as 
+ 0.9[L(^25 ^  ~ Of 0.2) — L(^5 ^2 65 0.2)] 
+ 0.1[L(—^^5 ^  — Ô5 0.2) — L(—•'r 05 0.2)] (100) 
Letting 6 take on several values gives corresponding values 
for the average risk as presented jin Table 1. 
As seen from Table 1 the minimum average risk, 0.28755 
occurs when 6 =0.5 and was obtained by using trial-and-error 
techniques. 
The portion of the timp that an observation, y^, falls 
into the one-dimensional uncertainty region for b = 0.5 is 
0(0) -o(-l.O) = 0.3423 (101) 
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Table 1. Computed values of the average risk for the adap­
tive test 
I I 
e = + Ô 0,6 1.0 1.2 1.4 
d = li - b 0.4 0.0 -0.2 -0.4 
R .291086 .287546 .289198 .294596 
V 
It follows that about two-thirds of the tinie a decision is i 
nade based on a single observation and the remaining portion 
of the time pair-wise observations are needed. 
3. Bivsriate' decision rule 
The third decision procedure is one v;hich always uses 
1 
pair-wise observations in the decision-making processj naaely^ 
the bivariate likelihood ratio test developed in the previous 
section. 
Afe was explained in the previous examples a certain 
amount of sy-nmetry exists as will become evident from the 
shape of the boundary separating the two-dimensional ac­
ceptance and rejection regions. For the hypothesis : 
signal present, the bivariate likelihood ratio, in terras 
of the variables y^^j_ and y^ and previously stated condi­
tions as given in equation 86 is 
75 
\ 
KCYh-l. Yh) 
= [0.1 exp{jrg^[yj,2j^-2(0.2)yj,.^(yj^-l) + 
i- 0 . 9  exp{2{0.96) " 2(0.2)(yj,.^^ - 1) (y;^ - 1) 
1 
t [0.9 expf^Yôri&yîy^^i " 2(0'2)yh.iyh + 
+ 0.1 s^pi^oTlôl'^^^h-i " -2(o.2)(y^_2-i)y^-yb]]] 
1 (102) 
where tAe correlation coefficients p, given in the state­
ment of the problem is fixed at 
p = 0.20 (103) 
The boundary is obtained by setting 
- P[x, = 0] 
~ " ~ ^  (-04) 
c '• i '• P[%b = i] ' 
The resulting transcendental boundary equation9 obtained by 
proper substitution of values into equation 89 is 
/ 
I 
I 
/o 
®''fîô7§ôi^°-2yh-i - Yh + 
• [0.1 + 0.9 -."• 0.2y^ v y - 0.2}] 
, = 0.9+0.1 exp{~~r[-y,^^^ + 0.2y^ +  ^ ]] (105) 
Trial-and-error techniques were used to determine the 
solution to the above equation,. For each assigned value of 
y, 1 the trial-and-error technique prbvided values of y, 
n-i • ' •'n 
which satisfied; to a very close degrees the above equation. 
jTable 2 provide^ a tabulation of most of the computed values 
of yj,. 
Table 2. Coraputed poin 
the bivariatc 
ts of 
likel 
th-e two-dii 
ihood test 
rnensional boundary for 
1 
V^-l ' Vh Vh-l • Yh ^h-l Vh 
1 
-8.0 
..1 
1.0093 -1.5 1.6730 3.5 -0.8374 
-7.0 1.2061 -1.0 1.4683 4.0 -0.8383 
-6.0 1.4004 -0.5 1.1964 4.5 -0.8033 
-5.0 1.5348 0.0 ' 0.8565 5.0 -0.7442 
-4.5 1.6692 0.5 0.5000 5.5 -0.6692 0
 
1 1.7442 1.0 0.1350 6.0 -0.5248 
-3.5 1.8033 1.5 -0.1964 7.0 -0.4004 ' 
-3.0 . 33SS 2.0 -0.4686 8.0 -0.2061 
-2.5 1.8374 2.5 -0.6730 9.0 -0.0093 
1 -2.0 1.7736 3.0 -0.7736 
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I 
For large negative and positive values of the 
equations of the asymptotes given in equations 90a and 
90b are 
I 
1 
Yh ~ 0.2y^_2 =0.90 (iOoa) 
and 
1 
Yh " 0'2yh-l = 109e(c:i) + % " 
respectively. As seen in Figure 163 a graph of the values 
1 
given in Table 2s the curved boundary is symmetrical about 
the point (>2s and very closely approaches the asymptotes 
' for < -8 and y^.i > 9. 
0 
The rejection region; was divided into rectangular 
areas as shown in Figure 16. Summing the probabilities over 
all the rectangular boundaries provides a close approximation 
1 
to the conditional probability o.f a aisss that is9 deciding 
no signal was present when; in fbct, a signal was present. 
Table' s  contains the values of the probabilities cor­
responding to the number associated with the rectangular 
boundaries of Figure 16. Note that c(~l.S5) = P[y^ < -1.85] 
represents the part of the region obtained by removing' the 
1 ^ 
region consisting of rectangles number 1 through number 14 and 
9 
number 21 through number 29 from Only a negligible dis- 1 
crepancy results by letting rectangles number 1 through 14 be 
unbounded on the left and emitting the contribution of rec-
ACCEPTANCE REGION TR 
29 
28 
27 
26 
REJECTION 
igure 16. - Bivoriatc l.i.lccl5 hood' ratio tost acccptance and rejection regions. 
X 
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Table 3. Piece-wise miss probabilities for the bivariate 
decision rule 
•Rect ancle Pi Is ce-wise miss Drobabilitv 
for , for 
• # 1 0.0123028 10.0123973 
# 2 0.0211404 0.0221531 
' # 3 0.0262468 0.0295432 
# 4 0.0301069 0.Ô373905 
# 5 0.0309286 0.0443037 
# D 0.030353 0.0498089 
# 7 0.025%p9 ^ 0.0511716 
# 3 0.021298 0.050587& 
# 9 0.014838 • 0.0434733 
#10 ~ 0.0087905 0VD33386 
#11 0.0045314 0.0227091 
#12 0.0018095 0.0127261 
#13 0.0004506 0.0049065 
#14 0.0000282 0.00060^2 
0(-1.85) 0.03216344 " - 0\03216344 
1 
Total 0.261385 0.447332 
tangles 21 through 29. 
The average risk is found to be 
a = 2pQ = 2[^{0.447332) + ^ (0.261385)] 
= 0.27998 (107) 
80 
4. Interpretation 
Upon examining the average risks for the three types 
.of decision rules considered here, it is found that the bi-
variate decision rule resulted in the lowest average risk; 
1 
the 'adaptive decision rule was second best; and, as one 
might expect? the classical decision rule had the highest 
risk. 
Certainly, the deviations cannot be considered startling 
rathér, it can be considered cc'iforting that by using the 
classical decision rule, thus disregarding the existence of 
inter-symbol influence at the source> under the conditions 
2 
a = y = N = 1) ^  = 0.9s and^p = 0.20. The resulting penalty 
' ' • V 
'characterized by an increased-average risk, is only slight. 
Quite surprisingly, the ada'ptive test required pair-
wise samples only about one-third of the time. 
IV. CONCLUSIONS AND RECOMMENDATIONS 
Implementing the adaptive test should pose no problem 
because components already exist) diodes for instances which 
can be used as threshold devices in the'design of electronic 
detectors to perfora the adaptive test. Early theoretical 
investigations seea to indicate that realistic variations in 
the width of the critical zone do not greatly increase the 
average risk when using the adaptive test. Thereforej com­
ponents with reasonable threshold level tolerances^ say 10 
percent to 20 percent, should cause little degradation in the 
average risk. The sample calculation for the adaptive test 
'drew attention to the fact that as the width of the uncer­
tainty zone* As increased^ the average risk first decreased, 
then increased with increasing By increasing the width 
of the uncertainty zone3 it follows that the probability of 
I 
a sample falling into t'he uncertainty zone also increases5 
and;' in fact.approaches unity as a becomes infinitely-large. 
The net effect of a sample y failing into the uncertainty 
zone is that a decision as to the true state of nature at 
-
time t = h is based entirely on the observation taken at 
time t = (h - 1) for very large,a and entirely on the sample 
at time t = h for A = O9 totally ignoring existence of corre­
lation. It takes very little imagination to conclude that some 
intermediate value of a (or values5 possibly) should yield 
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an optimum average risk for all other parameters fixed. 
For multiple independent ooservations, one deals with the 
sample statistic, which is sufficient. In the section on the 
test statistic, in chapter 2, is- an explanation of how to han­
dle N independent observations' from a Gaussian process. Sim- '• 
ilar methods can be applied to a mixture of bivariate Gaussian 
I 
distributions. Thus in applying equation 67, one merely re­
places a with cr/VN and proceeds in the usual manner. 
The bivariate likelihood ratio test provides a criterion 
to decide whether or not' a^certain signal is present. Al­
though optimum for the given information; it lacks merit of 
being easily implemented in a simple fashion using currently 
available electronic devices, Ahould a device appear on the 
market for which the dependent variable, say current, bears a 
very close functional relationship to the locus of points sep­
arating the acceptance and rejection'regions in terms of an 
independent variable, say voltage, then the bivariate likeli-
I 
hood ratio test could readily be performed electronically. 
Several areas immediately come to mind as potentially 
fruitful areas for further study. Correlation with only one 
symbol previous was used throughout this dissertation. Since 
correlation exists between the symbol generated at time t = h 
and all previous symbols, in rapidly decreasing amounts for 
increasing time separation, it would be interesting ._to utilize 
this additional correlation to determine the amount of.avail­
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I 
able improvement in so doing. This would necessitate in­
creasing the dimensional size of the observations and, of 
course, involve a multivariate Gaussian distribution. Al­
though the hypersurface separating the multidimensional 'ac­
ceptance region from the rejection region obtained using a 
likelihood ratio test could quite likely be found explicitly, 
difficulty might arise when calculating the conditipnal error 
probabilities for particular values assigned to the fixed 
parameters. Certainly the theory of multivariate Gaussian 
distributions has been previously explored and developed, but 
the same cannot be assured concerning the existence of multi-
I 
variate Gaussian tables for non-zero correlation. 
Several limitations were imposed at the very beginning 
of this dissertation which might be relaxed, or removed to 
determine what effect such action might have on the adaptive 
I 
test. In particular, it might prove interesting to develop 
I 
the best test for an evolutionary Markov chain. Conceptually, 
j;his would resemble the area of circuit analysis and systems 
engineering called transient analysis. With tests available 
for both, evolutionary and stationary Markov chains, one should 
t 
then have a complete solution, the equivalent of a transient 
and steady-state solution in circuit theory. Whether such an 
exploration would be mathematically unconquerable, that is, 
I 
result in an extremely complex equation separating rejection 
and acceptance regions, is yet to be ascertained. 
I 
A concept considered, but not explored to any signifi­
cant depth, is that of multiple hypothesis testing when tak­
ing pair-wise samples. Meaningful cost functions, like those 
used in simple hypothesis testing, would need to be advanced 
in order to provide a ready comparison of average risks using 
both methods. 
As was shown in the development for reducing a second-
order Markov chain to a first-order chain, the number of 
I 
states increases. This points out a need for development 
of a testing technique applicable to communication systems 
\ \ 
with a Markov chain which has more than tv;o allowable states. 
The need for further exploration here becomes even more ob­
vious when, in an attempt to satisfy the conditions imposed 
by requiring the source to be unifilar, the number of needed 
states increases. 
I 
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VII. »APPENDIX 
A.' Introduction 
Several aspects of Markov chains are presented here for 
the benefit of readers lacking familiarity with the concept 
of a Markov chain. The relation between stochastic processes 
and Markov chains is covered first. ^ > 
To alleviate here ^any misconceptions which might arise 
from the use of the term "stochastic process" and its inter­
change with "random process" it should suffice to say that 
they are synonymous and cover practically the entire theory 
of probability. Most authors prefer to restrict use of the 
term "stochastic process" to processes which involve a time 
parameter. Thus, since the source signal and additive noise 
both represent random processes which introduce a time param­
eter we are dealing here with stochastic processes. Attention 
must be directed here to the fact that a distinction exists 
between a stochastic process and a stochastic matrix, which 
will be defined later. 
In analyzing physical systems it is often possible to 
enunciate a principle in which the probability that the sys­
tem will occupy a particular "state" (assume a particular 
value) at some future time, (t^ + t) may be deduced from a 
knowledge of the state it occupied at an earlier time, t^, 
and does not depend on the history of the system prior to 
I 
I 
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time t . Stochastic orocesses which serve as a rr.cdel for the 
o 
observations on physical systenis satisfying the above condi­
tion are called Markov "processes. Of the total class of 
Markov processes attention will be directed only to a special 
kind in which the time parameter is a discrete quantity and 
the number of possible states is finite. Such a process is 
a finitè Markov cnain. Takacs (24) states that the notion of 
a Markov chain was arrived at by the noted Russian probabilist 
A. A. Markov (1856 - 1922) while examining the relation be­
tween vowels and consonants in Pushkin's poor; ."Onegin" circa 
1907. According to Dynkin (8)9 in 1923 a young man na.-ied 
Wieners a name now familiar in statistics and information , 
theory) developed the first correct mathematical construction 
of a Markov process with continuous trajectories. Prom this' 
beginning evolved the theory of a Wiener process. Dynkin (3) 
further states that the general theory of Markov processes 
was developed in the 1930's and 1940's by A. M. Kolmogorov, 
W. Feller, V/. Dosblinj P. Levy s J. L. Doob; and others. 
Howard (13, chapte^r 1) presents an interesting simili 
to explain the ideas of a Markov chain in his use of a frog 
in a pond with lily pads. The lily pads correspond to the i 
possible states in the system and each is assigned a desig­
nation. The frogs as it leaps from one lily pad to anothers 
expresses the idea of a transition from one state of the 
system to another. The particular lily pad upon which the 
\ 
I 
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frog is perched represents the state of the system which is 
occupied at the present time. If, for instance, the proba­
bility that the frog will leap to lily pad #11 on his next 
leap,, given that he is now perched on lily pad #4 is inde- ^ 
pendent of the lily pads he occupied earlier, these obser-
• 
vations can be represented by a Markov chain. 
Much has been written about Markov processes and Markov 
I 
chains. A complete treatment of Markov chains is given by 
I 
Doob (7), Feller (9), Kemeny and Snell (14), and Parzen (18). 
We turn now to the more formal aspects of the properties 
of Markov chains and start with pertinent definitions and 
theorems necessary in the development of the adaptive de­
cision rule. Our concern here will center around discrete 
parameter Markov chains with a finite number of Allowable 
states. 
B. Definitions and Theorems 
Consider a physical system, such as a signal source, 
where the source output is observed at discrete time inter­
vals such that only one observation is taken during an in­
terval and the successive observations are denoted by Xq, 
Xj^, , . . , x^, .... The random variable, x^, assumes 
one of a finite number of allowable values at a particular 
time h. The allowed values of the random variable will be 
referred to as the states of the system and are denoted by Sj, 
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where j is an index of the k possible values. 
According to Parzen (18), a simple Markov chain is 
formed if 
P[Xh = Sj 1 = S^, Sg, XQ = Sg] 
= P[Xh = Sj I x^_j_ = S^l (A-l) 
I '' > 
where is one of k possible states occupied at time h. 
Takacs (24) states that the observations form a Markov chain 
of order r if 
~ t *h-l ° ^i> •••' *h-r ",®d' •" "o ° 
= P[Xh = Sj I Xh.i = S., ... = Sj] (A-2) 
A Markov chain of order r greater than or equal to two is 
called a multiple Markov chain. When r = 1 it is called a 
simple Markov chain. i 
Suppose that for any states i and j, S- and S., the 
^ J 
conditional probability puj(h) is defined to be the condi­
tional probability that the simple Markov chain is in state 
j, Sj; at time h given that it occupied state i, at time 
(h-1). The Markov chain is said to be homooeneous (regular 
with stationary transition probabilities or time homogeneous) 
if Pj_j(h) is independent of the time h, thus remains fixed 
for all time so that p^j(h) = p^j. Conditional (transition) 
94 
probabilities of a Markov chain with k states are nearly al­
ways written in matrix form i 
given \ state^at 
state at\ time h 
time (h-l)\ 
, \ S, Sg 
p = [Pij] 
Bailey (2) contains some good illustrations of some of 
the following definitions^ 
I 
For a homogeneous Markov chain vi/e shall designate the 
m-step conditional probability p.-^(h + m) as = the con-j. J i J 
ditional probability that the system will occupy state j after 
m transitions, given that it started in state i. Notice the 
reference to location in time, hj has been dropped because it 
( 1 ) is a regular chain. Also will be written as pUj. The 
m-step transitional probabilities can be expressed in terms 
of the one-step transitional probabilities by applying the 
so-called Chapman-Kolmogorov equation appearing in Parzen 
I I 
(18, chapter 6), which for any times n > u > w > 0 and states-
i and j is expressed as 
k 
Pi j (w,n)  = p^^(w,u)p^j(u,n), (i,j = 1, 2, ..., k) (A-4) 
Pll Pl2 Plk 
^21 ^22 ••• P2k 
Pkl Pk2 Pkk 
(A-3) 
vo 
with 
n = h + m 
u = h 4- D - '1 ' (A-5) 
w = h 
I 
where k is the number of states. Upon substitution of equa­
tion A-5 into A-4 this yields 
pu.(h;h+m) = p}?) = Pij ... + P<j 
- Z p-"' p J 9 (-sj = is 2 S . . . 5  k) (a-oj 
G=i ~ 
Feller (9, chapter,15) states that the transition matrix, 
?5 is said to be stochastic so long as the elements are non-
negative j and the sum of every rov; is unity. In addition, he 
defines it to be doubly stochastic if $ in addition to being 
stochastic5 the sum of every column is- unity. Through the 
repeated use of a similar procedure one can show that 
1 
I [p}j J = P(m) = ) (igj - 1 ) 2) ...5 k) (A-7) 
A composite expression for the m-step transition probability, 
P^, containing both transient and steady-state terms, is given 
in Parzen (18, chapter 6) and Bailey (2, p. 47) gives the 
"The parenthesized superscript designates the number of 
transitions that have occurred. The unparenthesized super­
script is the power of a quantity. 
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mathematical derivation. 
An irreducible chain is^a Markov chain in which every 
state can be 'reached from every other state. 
The unconditional probability, PjOh) is defined to be 
•che unconditional* probability that the ;v'.arkov chain occupies 
state jj Sj; at time h. 
, \ From this the limiting state probabilities5 "^5 are 
obtained through the limiting process 
lim 
h' Pj ( h ) = u = 15 2 5 ... s k) (A-S ) 
It is cleat that the probability law of a homogeneous Markov 
chain is completely determined once one knows the one-step 
transition probability matrix P = p. and the set of un-3-J 
conditional probabilities Pj(0) for time 0. 
A state k, , is said to be recurrent (persistent or 
steady) if it is a certainty (probability of one) that the 
Markov chain will eventually return to k, having started at 
'k. A non-recurrent (transient) state is one in which there 
is a. chance (probability less than one) that having started 
at k the state will eventually return to k. In fact, the 
limiting state probability is zero. 
A recurrent chain with identical initial state proba­
bilities and limiting state probabilities has a time-invar­
iant unconditional probability distribution. When one of the 
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diagonal elements» Pjj» of the transition matrix equals unity> 
then state k is said to be an absorbing state. Once having 
entered an absorbing state the chain^ neveïr leaves it. 
If the distribution of the random variables x^(t = 
0, 1, 2, ...) is identical, (that is> when the initial dis-
I 
tribution is stationary) the Markov chain is stationary. 
A state is erqodic if the probability distribution of 
[Pj(h)ï always converges to a limiting distribution {Pj] » 
Pj(h^ _* Pj, which is independent of the initial distribution 
{p.(0)]. This is the same as saying < 
^ / 
• Ic 
Z Pi(0) Pii(h) = IT , (j = 1, 2, k) (A-9) 
"* i=l J J 
If all states are ergodic in a Markov chain, then the chain 
is ergodic. 
A state j of a homogeneous Markov chain is said to be 
periodic with period T > 1 if Pjj(m) = 0 whenever m is not 
divisible by T and T is the smallest positive interger with 
this property. If each state is periodic with period T the 
Markov chain is periodic. 
Several theorems need to be presented because they are 
necessary for development of certain equations^ The next 
five theorems appear in Takdcs (24). 
Theorem A-1. When a matrix is doubly stochastic, the 
limiting state probabilities are = 1/k for all i, k being 
\ 
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the number of states. >• 
Theorem A-2. When states ov irreducible Markov 
chain are ergodic, recur. non-n states, i i 
Pj(h) = TTj, ^ 2, ., -/ (A-IO) 
exist and are independent of the initial distribution {pj(0)]; 
furthermore, 
I 
k ' 
S TT = 1 
j=l ^ 
and TTj > 0, The set of, limiting state distributions can 
be uniquely determined by solving 
k 
TT. = Z n\p. , (j = 1, 2, ..., k) (A-ll) 
J i=l ^ 
It thus becomes obvious that by setting the initial state prob­
ability vector, Pj(0), equal to the limiting state probability 
vector, TTy the system immediately is recurrent, provided the 
states of the Markov chain are irreducible, ergodic, and non-
null recurrent. 
Theorem A-3, (A. A, Markov Theorem) All states of a 
finite aperiodic irreducible Markov chain are ergodic. ' 
I 
Theorem A-4. (F. G. Foster Theorem) An irreducible 
1 
aperiodic Markov chain is ergodic if 
k 
Z TT.p. = T., (j =1, 2, ...) , (A-12) 
i=l ^ 3.J J 
1 I 
/ 
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k 
S j ) < » (A-IS) 
1=1 
has a non-null solution. 
Theorem A-5. If a Markov chain is ergodic; there exists 
only one stationary distribution None exists if the 
chain is transient or null-state. 
I 
A ccmprehensivë development of Markov processes can be 
obtained) should the reader be interested; by referring to 
the fine books by Doob (7)3 Feller (9)» Kemeny and Snell (14)s 
and Parzen (IS). 
C. The .V.arkov Chain as an Information Source 
Consider, the source of a ccni'vunication system -to he one 
in which the output alphabet constitutes a Markov chain. Ash 
(1) treats, in some details just such a source and' in so do.-
I 
ing introduces the foliowing_terms and theorems. For a source 
I 
consisting of k statesj a set of distinct letters3 defined 
on the states is expressed in general by 
k = f(Si 3 ...ijS,,) (A-14) 
An alphabets A3 associates the function f in such a manner 
that the states are mapped into the alphabet. Assume that 
the stationary distribution of limiting state probabilities is 
also known. For each state S , 3 let S. j S, , ...jS,- be 
c ^2 "-n 
states that can be reached in one step frcr.i that is5 
100 
states S. such that > 0. In other words, each state 
reachable directly from is associated with a distinct 
letter of the alphabet. Ecuivalently3 the state at ti%:e 
h and symbol produced at time (h v 1) determine the state 
at time (h 1). The unixilar source is one which satisfies 
all the above conditions. The following example shc.vs that 
I 
••the source of Figure 17 can be either unifilar or non-
unifilar. 
a. unifilar source: ^ 
f(S^) = f(S^) = A and f(S^) = ffSg) = B 
b. non-unifilar source: 
• f(S^) = f(S^) = f(S^) = A and f(S^) = 3 
I 
This is non-unifilar because .states and are 
directly reachable from but f(Si) = ffS.) = A. 
The uncertainty of state d, S^;is 
H  .  —  n ( p  •  5  . . .  5  p  '  J 
 ^ ^1 ' °n 
A unifilar source of order r is one 'which satisfies all 
the definitions for being unifilar and at the same time is a 
I 
Markov chain of order r. 
Ash (1) then goes on to provide the following Theorems. 
Theorem A-6. The uncertainty of a unifilar source is 
H(X) = Z 
d=l ° ° 
LOI 
For the above example, the limiting state probabilities are3 
\ 
say, 
^1' "2' ''es ano "ïî"^ 
in v.'nicn case 
A-16 
K^j\) P-jq) •5* i'2"'(p239 ^24^ ' " 3" ^ ^ 33 ' ^34' 
+ *4H(P4i) P42) 
where ' 
H(Pa, p.^) = Pgiogg r ?b icg, g" 
'  ' 2  * 0  
. ' Theorem A~7. If 2 unifila^/Markov source with k states 
is of finite order r» then r < ^k(k - 1). 
Theorerri A-3, A regular Markov information source is 
efgodic. 
D. Reducing a Multiple Markov Chain 1 
Fro% equation A-23 it is evident that 
Fr / [ "j —  ^r I A/ \/ "i  ^ /A : r: L-^x { '-^-h-l' ^h-2' C-' ~ ^h-l^ •^h-2-' I *" 
but 
'This is an abbreviated notation of equation A-2 in 
which reference to the states has been c.n.ûtxed. The capital 
letter is used here essentially to denote tne event that 
= S4. Similar statements can be made about X. j etc. 
1 
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P[A I BC] = (A-19) 
thus 
pfx I X X 1 - *h-i * *h-2] 
PLXh t Xh-i* V2-' - PlX^.i 1 Xh.gJ (A-20) 
Consider an example of a regular multiple Markov chain of 
I 
order r = 2 and probability transition matrix 
• given N. states 
pair-wise N. at 
states at N^time 
times (h-1) & \ h 
(h-2) 
S-
S-
p = 
where 
ij 
!o !i 
00 Poo Poi 
01 PlO Pll 
10 P20 P21 
11 ?30 P31 
i = = 0, 1» 2, 
(A-21) 
(A-22) 
and all p^^ ^ 0. 
Each element Pj^ of the transition matrix, P, gives the con­
ditional probability of occupying state Sj^ at time h given tha 
the occupied states at times (h - 1) and (h - 2) were Sj and 
respectively. denotes a pair-wise state obtained by 
grouping states S^, occurring at time (h - 2), and S^, occur­
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ring at time (h - 1). For convenience, let us define the 
following terms: -
TT^ = the unconditional probability of occupying state | 
u „o". 
TT. = the unconditional probability of occupying state 
• ^ "1". 
Tr__ = the unconditional probability of occupying state 
"0" at time (h - l) and state "0" at time h. 
TT^. = the unconditional probability of occupying state 
"0" at time (h - 1) and state "1" at time h.i 
= the unconditional probability of occupying state 
•«1« at time (h ? 1) and state "0" at time h. 
IT,, = the unconditional probability of occupying state 
, "l" at time (h - 1} ahd state "1" at time h. 
By using the relation 
P[A [• BC] = (A-23) 
obtains ' 
V 
P[AB I C] = (A-24) 
or, in our notation 
V. I V=1 • "'h ' V.' 
1 
(A-25) 
The following relations arise 
I I 
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PtXh = 0. Xh.l = ° I Xh.2 = 0] 
P[Xh = 0 I Xh_2 = 0, Xh.l = 0] P[Xh.2 = °> Xh-r = 
= PIVT^o] ' 
1 
p'oo PqO ^00 (A-26a) 
likewise, 
TT 
P[Xh = = ° I Va = 0] = Poi 5^ =Poi "oo 
(A-26b) 
TTin 
P[Xh Xh-1 " ^  ( Xh-2 - 0] - P20 - P20 ^ 20 
(A-26c) 
I ^ 1 n 
p[Xh = 1, .Xh.l = ^ I V2 = 0] = P21 = P21 "20 
X U •' 
PtXh = oi Xh.l = 0 ' Xh.2 = 1] = PlO = PlO " 
(A-26d) 
11 
(A-26e) 
! 
^ni 
P[Xh = 1, X^.i = 0 I X^.J = 1] = Pii 5^ - Pil kil 
I t 
(A-26f) 
P[Xj^ - 0, Xh_i = 1 f Xh_2 - 1] - P3Q ^  - P3Q kgi 
(A-26g) 
\ 
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TT 
P[X^ - 1, Xh_i = 1 I Xh_2 - 1] - P31 " P3I ^ 31 
(A-26h) 
In all of the above expressions 
TT 
ij p. {A-27) 
where i = 2a + b, a», b, j = 0, 1 and i = 0, 1, 2, 3 . It is 
now possible to form a new transition matrix, P' where 
given \ pair-wise 
state at states at times 
time (h-2) {h-1) and h 
P[Xh*,Xh-l f^h-i^ ^0 
= P' S, 
^00 . ^ ^ ^11 
PQO^OO POI^OO P20^20 ^21^20 
f10^11 ^ Pll^ll P30^31. ^31^31 
(A-28) 
Before proceeding further it is necessary to calculate 
TTj and We can now form a transition matrix, given the 
pair-wise states, and call it Pg. Since 
given \^ates 
pair-wise ^\^at 
states at- timeS^time 
(h-2) and (h-1) 
P = 
!o !i 
cn
 
0
 
0
 
PQO Poi" 
^01 PlO Pll 
CO
 
0
 
P20 P21 
^11 P30 P31 
(A-29) 
106 
thus 
given ^-x^ir-wise 
pai r-wise ^^^«>^states> 
states at times~^-~^at times 
(h-2) and (h-1) ^\(h-l) and h 
'00 
'01 
'10 
11 
^00 ^01 ^10 ^11 
"pqo Pol ° ° " 
0 0 p^o 
P20 Pzi 0 
° 0 P30 P31 
To solve for t t  . we. make use of the relation tr 
J 
solve for one uses the relation ir = irPg 
or 
(A-30) 
ttP and to 
[^00 ^ 01 ^ 10 ^ 11^ ~ ^ni ^in 3 00 01 10 11-
yielding the set of equations 
^00 " ^00 Poo •*' ^10 P20 
^01 " ^00 Poi ^10 P21 
Poo POI 4 0 
0 0 Pj_Q Pj_j_ 
P20 P21 ° ^ 
° ° P30 P31 
, (A-31) 
(A-32a) 
(A-32b) 
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x,.  
N 
^10 ^01 PlO "11 P30 
"11 = ^ 01 Pli + ^ 11 P31 
rroni the above expressions on 2 obtains 
^00 ^10 Pol 
'01 " ^ 10 
(A-32c) 
(A-32d) 
:A-33f)) 
(A-33b} 
01 •» 
:r. -, = TT. d^a 10 (A-33c) 
Since 
^00 '%1 ^10 ^11 
= 1 
Dv suos'cituxion 
- • i s  
yielding ^ 
P20 P20 
'T, _ = 
PSO^PQI 7 P20) PQI^^SO Pll) 
pQl P30 
Pso^Poi + P20) V pQj_(?30 Pl l )  
PQI P30 
(A-34) 
[A-35a) 
(A-3ôb) 
'.-35c) 
I 
\ 
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\ 
11 Pso^Pqi + P20^ POI^^SO Pll^ 
To calculate P[X^ =0]» one uses the expression J> 
P[X^ = 0] = P[Xh = 0, Xh_i = 0 or 1, X^_2 = 0 or 1] 
= P[X^ = 0 ( X^_^ = 0 or 1, X^_2 = 0 or 1] 
P[Xh_i = 0 or 1, X^_2 = 0 or 1] 
= P[Xh = 0 1 Xh_i = 0, X^.2 . 0] 
I 
PtXh.i = 0, x^.g = 0] 
+ PfXh = 0 I X^.^ = 0, X^.2 . 1] 
P[Xh.i = 0, X^.2 = 1] 
+ Ptx^ =0 I X^.^ = 1, Xj^.2 = 0] 
I 
PfX^.i = 1. x^.2 = 03 
1 • 
P[Xh = 0 t X^.^ = 1. X^.2 = 1] , i 
PCX^.l = 1. X^.g = 1] (A-36) 
By substitution from the previous equations 
P[Xh = 0] = tTq -
= Poo P30 P20 "** PlO PQl P30 P20 PQl P30 P30 PQI Pll 
Pao^Poi P20) Poi^Pso Pll) ' 
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but» by grouping-terms and using the fact that 
PlO Pll ~ PQC PQI ^20 ^21 ~ 
P3O1 + P3i = 1 ' 
obtains 
^30^^20 ^  Poi^ / _ \ 
*0 ' Pso'Pol P20) + Poi'Pao ^  Pii) " 
Likewise, using similar derivations 
pry = n = TT = pqi^PSO + Pjl) 
h 1 PSO^PQI ^20^ POI^PSO Pll^ * 
' (A-37b) 
which is the unconditional probability function independent of 
starting state. Now it is possible to calculate 
TT , 
'j/ • : 
"00 = 5m 
P20 PqI 
so 
Poo "=00 " P20°+ 4° " *h-i " ° ' Xh-2 ' 
(A-38a) 
And 
I 
+ TTd xe 
(;8E-V) 
. [T = I 0 = 'T = = "l "d 
I pue 
(aSC-V) 
[T = ^-•'x I 0 = '0 = \]d = °:d 
! OS 
OCd + TTd XT„ 
ôq-" " 
(P8C-V) '  
[0 = ! T = :-S( 'T = \]d = 
pue 
(38E-V) 
[0 = 2:-^X I T = f-^X '0 = \]d = O^d 
' OS 
I^d + ^ ^d 02m 
TOd 
(Qse-v) 
[0 = I 0 . 'T = "^X]d = = °°=t 
^ OTT 
Ill 
so 
P30 "31 = =^h-i = ^ I V2 = 
(A-38g) 
and » 
I 
Pai ''31 = F%f+%0 ° ° ° ^ ' *h-2 " 
(A-38h) 
An examination of the above equations shows 
P[Xh = 1. X^.i = 0 I X^.2 = 0] 
I 
= PCX^ = 0, Xh_i = 1 j Xh_2 = 0] (A-39) 
and 
I 
PCXh = 1, X^,.i = 0 I X^.2 = 
= POX^ = 0, X^.i = 1 I Xh_2 =1] ' (A-40) 
Having redefined the states and transition probabili­
ties,. Pgj it becomes clear that the state at time t = h de­
pends only on the state of the system at time t = (h - 1) and 
I 
does not depend on the states of the system before time t = 
(h - 1). Thus, the probability of occupying state j at time 
t = h, given that state 1 was occupied at time t = 0, ..., 
state i was occupied at time t = (h - 1) equals the prob­
ability of occupying state j at time t = h, given that state 
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i was occupied at tir.e t = (h - 1 ) ; which is a simple Markov 
y 
chain of order r = 1. The disadvantage of reducing the mul­
tiple Markov ichain from order 2 to orcer 1 kas been that the 
1 
number of states describing the system increased. 
I 
One can also draw a state diagram of for the case of 
a reduced order two Markov chain. Inspection of the diagram 
in Figure 13 shows it is of a regular Markov chains thus does 
in fact have steady-state values for the unconditional prob­
abilities of occupying a particular state. It 'is unifilar 
\ ' 
for flSgg) = f(S^g) -, A and fiSg, = = 3. 
I 
" ' h. Equations Pertaining to a Simple^ hrgodic 
Markov.'Dapendent Bernoulli Source i 
To clearly present the concept without becoming befud­
dled by ccr.-iplex mathematics we will address outselves to the 
discrete-time,'regular; first-orders Bernoulli Markov chain. 
The allowable states will bear the designation Sq and S-5 / 
respectivelys and will take on values V and zero5 respec­
tively 
time (h-1) n 
P = ^GO 
^10 
901 
^llj 
{A-41) 

1141 
it can be shown that the limiting state probability vector ir 
can be solved using the relation tt = ttP yielding the solution 
TT = (ir- TTj = [ PlO POI —^ 
0 1 Pol + PlO Poi PlO 
'] (A-42) 
When forming the pair-wise possibilities for the occurrence 
of allowable states the conditional probability matrix be­
comes 
given \^pair-wise 
pair-wise^\ states 
states 
'00 
P = 
'01 
'10 
'11 
-00 
Poo 
0 
Poo 
0 
-01 
Poi 
0 
Poi 
0 
-10 
0 
/ 
PlO 
0 
Zlk 
0 
PLL 
0 
PlO Pll 
(A-43) 
The limiting state probability vector for the pair-wise 
occurrence of the states is again solved using the relation 
IT = irp. In this case 
1 
^ (*00 *01 *10 *ll) 
r PqO PlO Poi PlO Poi PlO PqI Pll -J 
Poi """ PlO Pol ^  PlO Poi PlO Pol ^ PlO 
.(A-44) 
I 
