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Resumo
Esta tese investiga os problemas de síntese de controladores robustos por realimentação
estática de estados e de saída e de projeto de filtros robustos para sistemas incertos discre-
tos lineares e invariantes no tempo por meio do enriquecimento da dinâmica do sistema.
Considera-se que informações passadas estejam presentes nas leis de controle e, também,
que a estrutura do filtro tenha dimensão superior à dimensão do sistema sendo filtrado.
Extensões para abordar o problema de smoothing são igualmente propostas. O procedi-
mento de síntese dos controladores e filtros é realizado construindo-se um sistema auxiliar
aumentado, a partir do qual condições convexas para a síntese são derivadas, sendo essas
descritas em termos de Desigualdades Matriciais Lineares dependentes de parâmetros. As
normas H2 e H∞ são utilizadas como critérios de desempenho para as metodologias de-
senvolvidas. As condições propostas exploram a estrutura particular do sistema auxiliar
aumentado, sendo distintas das condições clássicas da literatura para projeto de filtros
robustos de ordem completa ou para o cômputo do ganho de realimentação de estado ou
de saída para o sistema aumentado em função apenas do instante atual. Demonstra-se que
os métodos propostos englobam outras técnicas disponíveis na literatura, não possuindo,
portanto, maior grau de conservadorismo do que as abordagens existentes. Exemplos
numéricos são apresentados para ilustrar as vantagens das condições desenvolvidas na
determinação de menores limitantes para as normas H2 e H∞, mostrando que o método
tende a ser menos conservador conforme mais informações passadas são agregadas às leis
de controle ou à medida que a ordem dos filtros aumenta. Outrossim, os exemplos nu-
méricos evidenciam que os mesmos resultados não são obtidos pela simples aplicação de
técnicas convencionais da literatura ao sistema auxiliar aumentado.
Palavras-chaves: Sistemas lineares discretos; Incertezas; Controle; Filtragem; NormaH2;
Norma H∞; Desigualdades matriciais lineares.
Abstract
This thesis is concerned with the problems of robust static state and output feedback
control synthesis and of robust filtering design for uncertain linear discrete time-invariant
systems by means of dynamics enhancement. For that, the control laws are supposed to
contain past information and the filter structure has a dimension greater than the di-
mension of the system being filtered. Extensions to cope with the smoothing problem
are proposed as well. The procedure for the design of controllers and filters is performed
by defining an auxiliary augmented system, from which convex synthesis conditions are
derived, being described in terms of parameter-dependent Linear Matrix Inequalities. The
H2 and H∞ norms are used as performance criteria for the developed methodology. The
proposed conditions explore the particular structure of the auxiliary augmented system,
thus being distinct from classical conditions from the literature for robust full-order filter-
ing design, or for determining the state- or the output-feedback gains for the augmented
system, in terms solely of the current instant. It is shown that the proposed methods en-
compass other techniques available in the literature, not incurring, therefore, in a greater
degree of conservatism than the existing approaches. Numerical examples illustrate the
advantages of the proposed conditions in determining lower upper-bounds for the H2 and
H∞ norms, showing that the method tends to be less conservative as more past infor-
mation is added to the control laws or as the order of the filters increases. Furthermore,
the numerical examples evince that the same results are not attained by simply applying
standard approaches from the literature to the auxiliary augmented system.
Keywords: Discrete linear systems; Uncertainties; Control; Filtering;H2 norm;H∞ norm;
Linear matrix inequalities.
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Notação, lista de abreviaturas e siglas
g Grau das variáveis polinomiais homogêneas.
BRL Bounded Real Lemma.
LMI Desigualdade Matricial Linear (do inglês, Linear Matrix Inequality).
LPV Linear com parâmetros variantes (do inglês, Linear parameter-varying).
LTI Linear e invariante no tempo (do inglês, Linear time invariant).
N+ Conjunto dos números naturais positivos.
R Conjunto dos números reais.
ΞN Simplex unitário de dimensão N .
σ¯(·) Máximo valor singular.
λ(X) Autovalores da matriz X.
diag(·) Indica uma matriz bloco diagonal.
rank(·) Função posto de uma matriz, isto é, o número de colunas ou linhas linearmente
independentes.
Tr(·) Função traço de matriz.
H(ζ, ξ) Função de transferência para um sistema incerto discreto LTI.
(·)⊥ Indica base para o espaço nulo a direita do argumento.
(·)T Denota a operação de transposição.
ℓ2 Espaço das funções discretas de energia finita.
⊗ Indica o produto de Kronecker.
⋆ Indica um bloco simétrico da matriz.
≻ (≺) Utilizado para indicar que uma matriz é definida positiva (negativa).
I Matriz identidade de dimensão apropriada.
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1 Introdução
Analisar a estabilidade de sistemas dinâmicos é um tópico recorrente em te-
oria de controle. Para sistemas lineares e invariantes no tempo (em inglês, Linear time
invariant — LTI) cuja dinâmica é precisamente conhecida, a estabilidade pode ser afir-
mada pela análise da equação diferencial ou a diferenças que rege o comportamento do
sistema (CHEN, 1999). No âmbito de sistemas LTI, a estabilidade pode ser também estu-
dada em termos da equação característica do sistema. Uma condição necessária e suficiente
para a estabilidade de sistemas LTI é que as raízes da equação característica (autovalores
da matriz dinâmica que representa o sistema) possuam parte real negativa, para sistemas
contínuos, ou possuam valor absoluto menor do que um, para sistemas discretos. As solu-
ções da equação característica podem ser obtidas ou de forma analítica ou por meio de um
procedimento numérico. Entretanto, para sistemas LTI de ordem elevada, encontrar uma
solução para a equação característica pode ser um procedimento dispendioso. Outrossim,
não é possível comprovar a estabilidade de sistemas com parâmetros variantes no tempo
(em inglês, Linear parameter-varying — LPV) ou sistemas não lineares analisando-se uni-
camente os autovalores (KHALIL, 1996). Faz-se então necessária a utilização de outras
ferramentas que provejam meios para certificar a estabilidade de sistemas dinâmicos sem
que haja a necessidade de se obter uma solução (analítica ou numérica) explícita para a
equação diferencial ou a diferenças. A teoria de estabilidade de Lyapunov (LYAPUNOV,
1992) surge, assim, como uma alternativa factível para atestar a estabilidade desses sis-
temas analisando-se apenas os pontos de equilíbrio. Um ponto de equilíbrio é estável se
qualquer solução inicializada arbitrariamente próxima deste ponto permanecer no entorno
do ponto de equilíbrio. Ademais, se o ponto de equilíbrio for estável e todas as soluções
inicializadas no entorno de tal ponto convergirem para o equilíbrio, então o ponto de
equilíbrio é assintoticamente estável (KHALIL, 1996).
Ao mesmo tempo simples e poderosa, a teoria de Lyapunov tem sido larga-
mente utilizada em controle para a análise de estabilidade de sistemas dinâmicos lineares
e não lineares, nos problemas de cálculo das normasH2 eH∞ e na síntese de controladores
e filtros para tais sistemas, com ou sem critérios de desempenho associados (BOYD et al.,
1994; ZHOU et al., 1996; PALHARES; PERES, 2000), como abordado em maior profun-
didade nos parágrafos subsequentes. Parte do interesse recorrente deve-se à evolução do
poder computacional disponível e, também, ao advento da programação semidefinida que
permite expressar vários problemas de análise e síntese em termos de um procedimento
convexo de otimização, cujas restrições são descritas, por exemplo, sob a forma de desi-
gualdades matriciais lineares (em inglês, Linear Matrix Inequalities — LMIs) (BOYD et
al., 1994). Caso as restrições sejam necessárias e suficientes para a existência de uma solu-
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ção para o problema de otimização, então assegura-se que essa solução é o ótimo global do
problema. Por outro lado, se as restrições forem apenas suficientes, então a solução deter-
minada é dita ser um ótimo local (BERTSEKAS et al., 2003; BOYD; VANDENBERGHE,
2004). No que tange à formulação dos problemas em teoria de controle, as equações de
Riccati na forma matricial foram muito empregadas na obtenção de controladores e fil-
tros para diversos tipos de sistemas dinâmicos (KUČERA, 1973; ABOU-KANDIL et al.,
2003). Contudo, nas últimas três décadas, as LMIs têm emergido como uma das principais
ferramentas para o estudo de problemas de controle devido às vantagens que possuem.
Dentre as principais vantagens destacam-se a facilidade de extensão das condições para
englobar incertezas no modelo do sistema, a vasta gama de pacotes computacionais dis-
poníveis para programação, tais como LMI Control Toolbox (GAHINET et al., 1995),
YALMIP (LÖFBERG, 2004) e ROLMIP (AGULHARI et al., 2012b), e a possibilidade
de as LMIs serem solucionadas em tempo polinomial por resolvedores especializados, por
exemplo, SeDuMi (STURM, 1999) e MOSEK (MOSEK ApS, 2016).
No que diz respeito à análise de estabilidade de sistemas dinâmicos, as primei-
ras condições de estabilidade robusta foram baseadas em funções de Lyapunov constantes
quadráticas nos estados, isto é, uma única função de Lyapunov é utilizada para certificar
a estabilidade do sistema dinâmico em todo o domínio de incertezas (BARMISH, 1985).
Tal metodologia é conhecida na literatura como estabilidade quadrática. Apesar de ser
necessária e suficiente para certificar a estabilidade de um sistema precisamente conhe-
cido, a estabilidade quadrática mostra-se bastante conservadora para sistemas sujeitos a
incertezas. Com o avanço do estado da arte, certificados de estabilidade mais acurados
foram construídos utilizando uma função de Lyapunov com dependência afim no parâme-
tro incerto (DASGUPTA et al., 1994; GAHINET et al., 1996; RAMOS; PERES, 2001;
RAMOS; PERES, 2002) e, também, com a introdução de variáveis de folga nas condições
de estabilidade (GEROMEL et al., 1998; DE OLIVEIRA et al., 1999; PEAUCELLE et al.,
2000; DE OLIVEIRA; SKELTON, 2001; LEITE; PERES, 2003). A evolução natural de
tais funções afins foi totalmente caracterizada no trabalho de Oliveira e Peres (2007), no
qual funções de Lyapunov polinomiais homogêneas de grau arbitrário foram introduzidas.
O aumento do grau de dependência das funções de Lyapunov faz com que as condições
de estabilidade tornem-se, gradativamente, menos conservadoras, culminando em melho-
res resultados para o problema abarcado, como notado também por Chesi et al. (2003)
e Scherer (2005). Uma proposta interessante, denominada κ-estabilidade, para certificar
a estabilidade de um sistema incerto surgiu nos trabalhos de Oliveira et al. (2008) e de
Oliveira et al. (2008). Essa metodologia leva o sistema incerto a um espaço de dimensão
maior no qual condições de estabilidade mais simples, na forma de LMIs, que possuem
grau crescente de precisão, são utilizadas. Paralelamente à evolução da análise de estabi-
lidade, as condições para síntese de controladores e filtros também foram aprimoradas.
O processo de filtragem consiste no ato de separar, remover ou evitar a pas-
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sagem de algo por meio de um filtro. Em teoria de controle, busca-se estimar um sinal
corrompido por ruído ou atenuar (remover) o efeito de um ruído externo sobre o sinal de
interesse. Nesse âmbito, um dos mais renomados trabalhos na área é creditado a Kalman
(1960), no qual é proposto um procedimento iterativo para, de posse das informações
até um dado instante de tempo, determinar a melhor estimação do sinal de interesse no
instante de tempo subsequente. Apesar de vastamente utilizado em diversas aplicações
(como navegação e controle de veículos aeroespaciais), o procedimento de atualização das
estimativas pode tornar-se impraticável em alguns cenários que exijam respostas rápidas.
Outrossim, o filtro de Kalman na forma padrão não é o mais adequado para tratar sistemas
que possuam parâmetros incertos, pois o desempenho pode se deteriorar com as variações
no parâmetro (THEODOR et al., 1994; SHAKED; DE SOUZA, 1995; DE SOUZA et al.,
1995; XIE et al., 1996). Por esses motivos, a filtragem robusta surgiu como uma alter-
nativa para contornar tais limitações, podendo ser formulada em termos de equações de
Riccati (DE SOUZA et al., 1995) ou como problemas de otimização convexa descritos por
LMIs (GEROMEL, 1999; GEROMEL et al., 2000), e empregando as normas H2 e H∞
como critérios de desempenho. De forma similar ao problema de estabilidade, as condições
para o projeto de filtros com desempenho garantido para sistemas incertos puderam usu-
fruir dos benefícios advindos das funções de Lyapunov dependentes de parâmetros e da
introdução de variáveis extras no problema, levando a menores limitantes para a norma
(H2 ou H∞) de pior caso do sistema composto pela planta original e o filtro projetado (DE
SOUZA; TROFINO, 2000; PALHARES et al., 2001; GEROMEL et al., 2002; XIE et al.,
2004; BARBOSA et al., 2005; GAO et al., 2008; GAO; LI, 2014). Impondo restrições às
variáveis de folga do problema, Duan et al. (2006) e Lacerda et al. (2011) introduziram
escalares nas condições de projeto. Ao se realizar buscas unidimensionais, os escalares au-
xiliam na redução do conservadorismo das condições, que podem fornecer filtros robustos
que garantem melhores limitantes como resultado.
Por outro lado, o problema de controle visa projetar controladores, por rea-
limentação de estados ou de saída (estáticos ou dinâmicos), que estabilizem o sistema
em malha fechada, que garantam o seguimento de determinada trajetória e que assegu-
rem o atendimento de algum critério de desempenho (OGATA, 1990; FRANKLIN et al.,
2009). Tal-qualmente aos problemas supracitados, no âmbito de sistemas incertos, fun-
ções de Lyapunov dependentes de parâmetros (GAHINET et al., 1996; RAMOS; PERES,
2001; RAMOS; PERES, 2002; OLIVEIRA; PERES, 2006; OLIVEIRA et al., 2007; AGU-
LHARI et al., 2010b; AGULHARI et al., 2012a), variáveis de folga (DE OLIVEIRA et
al., 1999; ARZELIER et al., 2003; MEHDI et al., 2004; DE OLIVEIRA; GEROMEL,
2005; MOREIRA et al., 2011) e buscas em parâmetros escalares (SHIMOMURA et al.,
2001; EBIHARA; HAGIWARA, 2004; MORAIS et al., 2013) foram utilizados na propo-
sição de condições baseadas em LMIs visando reduzir o conservadorismo para a síntese
de controladores tanto por realimentação de estados, quanto por realimentação de saída.
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Com o intuito de prover resultados menos conservadores e, consequentemente,
melhores indicadores de desempenho, alguns trabalhos optaram por enriquecer artifici-
almente a dinâmica do sistema incerto, de forma análoga à κ-estabilidade, utilizando
a abordagem de sistemas periódicos (BITTANTI; COLANERI, 2000; EBIHARA et al.,
2008; BITTANTI; COLANERI, 2009; EBIHARA et al., 2009; EBIHARA et al., 2011;
LEE et al., 2015). Outra maneira de se enriquecer a dinâmica do sistema incerto é consi-
derar informações passadas na lei de controle ou na estrutura do filtro. Geromel e Korogui
(2008) propuseram um método de filtragem com multiplicadores dinâmicos que produz
filtros cuja ordem é maior (não mínima) do que a ordem do sistema sendo filtrado. Em Lee
e Joo (2014), estados passados do filtro são considerados na estrutura de filtragem levando
também a um filtro de maior ordem. Lee et al. (2014) combinaram ambas as metodologias
de sistemas periódicos e de utilização de informações passadas para produzir um filtro vari-
ante no tempo de ordem não mínima. Cabe ressaltar que as estratégias de enriquecimento
da dinâmica do sistema não provêm vantagens quando aplicadas a sistemas precisamente
conhecidos. Todavia, como os estudos mencionados sugerem, no caso de sistemas incertos,
para os quais existem apenas condições suficientes para a síntese de controladores e filtros,
as condições derivadas para a estrutura aumentada (dinâmica enriquecida) podem prover
resultados menos conservadores para os limitantes das normas H2 e H∞ ao preço de um
aumento do custo computacional envolvido na resolução do problema de otimização.
Face ao que foi exposto, esta tese aborda o problema de síntese de controlado-
res e filtros para sistemas incertos discretos LTI por meio do enriquecimento da dinâmica
do sistema. Atualmente, os sistemas discretos possuem uma larga empregabilidade dada
a grande disponibilidade e aplicabilidade de dispositivos eletrônicos no cotidiano das pes-
soas. No contexto de controle, a utilização de microcontroladores é bastante difundida,
pois esses dispositivos podem ser reprogramados para desempenhar uma função diferente
ou ajustar os valores dos controladores e filtros implementados (FRANKLIN et al., 2009).
O enriquecimento da dinâmica é dado pela adição de estados passados e de saídas pas-
sadas do sistema à lei de controle ou à estrutura do filtro, levando a uma lei de controle
com memória ou a um filtro de ordem não mínima, isto é, com ordem maior do que a da
planta. O processo de síntese dá-se pela resolução de problemas de otimização convexa
com restrições na forma de LMIs, sendo as normas H2 e H∞ adotadas como índices de
desempenho. Exemplos numéricos ilustrativos são apresentados ao longo do texto para
salientar a eficácia dos resultados obtidos.
A estrutura da tese juntamente com a descrição resumida de cada capítulo é
apresentada na sequência.
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Capítulo 2
Este capítulo introduz a notação básica utilizada ao longo do texto, bem como
alguns resultados e definições necessárias que servem de ponto de partida para uma melhor
compreensão dos resultados apresentados nos capítulos seguintes.
Capítulo 3
Neste capítulo é apresentado um arcabouço geral para o projeto de filtros com
desempenho garantido H2 e H∞ cuja ordem é maior (ordem não mínima) do que a ordem
do sistema sendo filtrado. O projeto dá-se pela construção de um sistema aumentado
não observável auxiliar, a partir do qual o filtro não mínimo é sintetizado como um
filtro de ordem completa para esse sistema auxiliar. É mostrado que tal metodologia
contém resultados anteriores da literatura, não produzindo, portanto, resultados mais
conservadores do que os existentes.
Capítulo 4
Especializações para o filtro de ordem não mínima introduzido no capítulo
anterior são apresentadas neste capítulo. Denominados filtros com memória, estes pres-
supõem que haja o armazenamento de informações passadas (estados e saídas do sistema
e estados do filtro) que são utilizadas para uma estimação mais precisa (em termos de
algum critério de desempenho) da saída de interesse do sistema. Além disso, uma espe-
cialização para tratar o problema de smoothing (suavização), isto é, estimar um sinal no
passado utilizando todas as medidas disponíveis até o instante atual, é formulada. Nova-
mente, limitantes para as normas H2 e H∞ são utilizados para avaliar o desempenho das
condições propostas frente a outras disponíveis na literatura.
Capítulo 5
Este capítulo é dedicado a tratar os problemas de controle por realimentação de
estados e por realimentação estática de saída com memória para sistemas LTI discretos.
A síntese dos controladores é realizada por meio de condições na forma de LMIs com
escalares, obtidas a partir do Lema da Projeção e, no caso da realimentação estática
de saída, assume-se que a matriz referente à saída medida seja precisamente conhecida e
possua posto completo de linhas. Graças aos escalares introduzidos pelo Lema da Projeção,
mostra-se por meio de exemplos numéricos que as condições propostas podem prover
resultados menos conservadores realizando-se uma busca nos valores desses escalares. O
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desempenho dos métodos propostos é comparado ao de outras estratégias disponíveis na
literatura em termos dos limitantes para as normas H2 e H∞.
Considerações finais
As conclusões finais desta tese, perspectivas de trabalhos futuros e os artigos
relacionados produzidos e publicados são relatados neste capítulo.
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2 Conceitos básicos e preliminares
Este capítulo introduz a estrutura geral dos sistemas incertos discretos LTI
estudados, algumas definições básicas sobre a estabilidade de sistemas discretos e sobre as
normas H2 e H∞, além do ferramental necessário para a obtenção das contribuições desta
tese. Por fim, é apresentado um panorama geral sobre relaxações LMIs que são utilizadas
para produzir condições na forma de LMIs programáveis para desigualdades matriciais
dependentes de parâmetros com gradativa redução do grau de conservadorismo.
2.1 Sistemas lineares discretos
Os sistemas incertos discretos LTI abordados nesta tese são genericamente
dados por
x(k + 1) = A(ξ)x(k) +Bu(ξ)u(k) +Bw(ξ)w(k)
y(k) = Cy(ξ)x(k) +Dyw(ξ)w(k)
z(k) = Cz(ξ)x(k) +Du(ξ)u(k) +Dzw(ξ)w(k)
(2.1)
sendo x(k) ∈ Rn o vetor de estados, w(k) ∈ Rm um sinal de ruído (ou distúrbios) exógeno,
u(k) ∈ Rr o sinal de controle, y(k) ∈ Rq a saída medida do sistema e z(k) ∈ Rp a saída a
ser controlada (no problema de controle) ou a ser estimada (no problema de filtragem).
As matrizes incertas do sistema (2.1) possuem dimensões compatíveis e pertencem a um
domínio politópico parametrizado em termos de um vetor de parâmetros invariantes no
tempo ξ, ou seja, essas matrizes podem ser descritas pela combinação convexa dos vértices

A(ξ) Bu(ξ) Bw(ξ)
Cy(ξ) 0 Dyw(ξ)
Cz(ξ) Du(ξ) Dzw(ξ)

 =
N∑
i=1
ξi


Ai Bu,i Bw,i
Cy,i 0 Dyw,i
Cz,i Du,i Dzw,i

 , ξ ∈ ΞN , (2.2)
formando um politopo convexo no espaço. Em (2.2), ΞN é o conjunto de N elementos
conhecido como simplex unitário, definido por
ΞN =
{
ξ ∈ RN :
N∑
i=1
ξi = 1, ξi ≥ 0, i = 1, . . . , N
}
. (2.3)
Neste ponto, é interessante caracterizar a matriz de transferência para um
sistema incerto discreto LTI. Para tanto, define-se o seguinte sistema auxiliar
s(k + 1) = A(ξ)s(k) + B(ξ)w(k)
e(k) = C(ξ)s(k) + D(ξ)w(k)
(2.4)
sendo s(k) o vetor de estados e e(k) a saída. As matrizes A(ξ), B(ξ), C(ξ) e D(ξ) corres-
pondem a matrizes em malha fechada ou aumentadas do sistema (2.1) combinado a um
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controlador ou um filtro, respectivamente. Essas matrizes são adequadamente definidas
nos capítulos subsequentes para tratar os problemas de controle e filtragem abordados na
tese. Assim, para um dado valor de ξ ∈ ΞN , a matriz de transferência da entrada w(k)
para a saída e(k) é dada por
H(ζ, ξ) = C(ξ) (ζI − A(ξ))−1 B(ξ) + D(ξ) (2.5)
sendo ζ a variável complexa advinda da Transformada Z.
A seguir é enunciada uma série de resultados, sob a forma de LMIs dependentes
de parâmetros, para a análise de estabilidade e o cômputo de desempenho de sistemas
incertos discretos LTI.
2.1.1 Estabilidade
Um sistema linear discreto LTI é dito Schur estável se, e somente se, todos os
autovalores1 do sistema forem, em módulo, menores do que um, isto é, |λi(A)| < 1, para
i = 1, . . . , n. Por outro lado, no caso de sistemas incertos, a relação |λi(A(ξ))| < 1 deve
também valer para todo ξ ∈ ΞN a fim de que a matriz A(ξ) seja Schur estável.
Uma outra forma de se avaliar a Schur estabilidade do sistema x(k + 1) =
A(ξ)x(k), sem a necessidade de computar explicitamente os autovalores da matriz do
sistema, é por meio da teoria de Lyapunov, como apresentado no lema a seguir.
Lema 2.1 (BOYD et al., 1994). O sistema x(k + 1) = A(ξ)x(k) é Schur estável se, e
somente se, existir P (ξ) = P (ξ)T ≻ 0 tal que
A(ξ)TP (ξ)A(ξ)− P (ξ) ≺ 0⇔

 P (ξ) A(ξ)TP (ξ)
P (ξ)A(ξ) P (ξ)

 ≻ 0 (2.6)
para todo ξ ∈ Ξn.
Caso a condição (2.6) seja factível, a matriz A(ξ) é Schur estável e, por con-
sequência, |λi(A(ξ))| < 1 para i = 1, . . . , n e ξ ∈ ΞN . Note também que a condição (2.6)
deve ser avaliada para toda a combinação convexa das matrizes dependentes de parâ-
metros envolvidas, e que a priori não foi estabelecida uma estrutura para a matriz de
Lyapunov dependente do parâmetro incerto P (ξ). O ferramental utilizado para se ob-
ter um conjunto finito de LMIs programáveis a partir de uma escolha particular para a
estrutura de P (ξ) é apresentado na Seção 2.3.
1 A notação λi(A) é empregada para denotar o i-ésimo autovalor da matriz A ∈ Rn×n.
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2.1.2 Norma H2
A normaH2 de um sistema incerto discreto LTI pode ser computada em termos
da função de transferência (2.5), para um valor fixo de ξ, pela relação
‖H(ζ, ξ)‖22 =
1
2π
∫ π
−π
Tr
(
H∗(ejω)H(ejω)
)
dω (2.7)
na qual Tr(·) corresponde ao traço do argumento (·) e o símbolo (∗) denota o complexo
conjugado de um valor ou função complexa.
Equivalentemente, a norma H2 do sistema (2.4) pode ser calculada no domínio
do tempo, para um valor fixo de ξ, por
‖H(ζ, ξ)‖22 =
∞∑
k=0
e(k)T e(k) (2.8)
sempre que w(k) for a função impulso (delta de Dirac) definida por
δ(k) =


1, k = 0
0, k 6= 0.
Note que as definições acima requerem que o valor da norma seja determinado
para cada valor do parâmetro ξ ∈ ΞN . Empregando a teoria de Lyapunov e formulando
o problema em termos de LMIs dependentes de parâmetros é possível determinar um
limitante superior µ > 0 para o valor da norma H2 válido em todo domínio politópico
ΞN , ou seja,
∃µ > 0 : ‖H(ζ, ξ)‖2 ≤ µ, ∀ ξ ∈ ΞN . (2.9)
A igualdade em (2.9) é assegurada sempre que o sistema for precisamente conhecido
(livre de incertezas). Condições convexas baseadas em LMIs dependentes de parâmetros
para o cômputo de um limitante superior para a norma H2 por meio dos gramianos de
observabilidade e de controlabilidade são apresentadas, respectivamente, a seguir.
Lema 2.2 (BOYD et al., 1994). O sistema (2.4) é Schur estável e possui um custo
garantido H2 limitado superiormente por µ > 0 se, e somente se, existirem matrizes
simétricas definidas positivas P (ξ) e M(ξ) tais que
Tr(M(ξ)) ≺ µ2 (2.10)
M(ξ)−D(ξ)TD(ξ) B(ξ)TP (ξ)
P (ξ)B(ξ) P (ξ)

 ≻ 0 (2.11)


P (ξ) A(ξ)TP (ξ) C(ξ)T
P (ξ)A(ξ) P (ξ) 0
C(ξ) 0 I

 ≻ 0 (2.12)
sejam satisfeitas para todo ξ ∈ ΞN .
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Lema 2.3 (BOYD et al., 1994). O sistema (2.4) é Schur estável e possui um custo
garantido H2 limitado superiormente por µ > 0 se, e somente se, existirem matrizes
simétricas definidas positivas P (ξ) e M(ξ) tais que
Tr(M(ξ)) ≺ µ2 (2.13)
M(ξ)−D(ξ)D(ξ)T C(ξ)P (ξ)
P (ξ)C(ξ)T P (ξ)

 ≻ 0 (2.14)


P (ξ) A(ξ)P (ξ) B(ξ)
P (ξ)A(ξ)T P (ξ) 0
B(ξ)T 0 I

 ≻ 0 (2.15)
sejam satisfeitas para todo ξ ∈ ΞN .
As condições apresentadas nos Lemas 2.2 e 2.3 são extensões diretas do côm-
puto da norma H2 por meio dos gramianos de observabilidade e de controlabilidade,
respectivamente, para sistemas discretos incertos.
Para um sistema discreto LTI precisamente conhecido, a minimização do esca-
lar µ tanto no Lema 2.2, quanto no Lema 2.3, assegura a obtenção do valor da norma H2
para o sistema. Por outro lado, caso o sistema possua incertezas, o procedimento de mi-
nimização de µ retorna apenas um limitante superior para a norma do sistema, para todo
ξ ∈ ΞN , sendo que os valores determinados pelos Lemas 2.2 e 2.3 podem não coincidir de-
pendendo da estrutura do problema. Desta forma, nos capítulos subsequentes restringe-se
a apresentação dos resultados para o gramiano que proporcionou menores limitantes para
a norma H2 dos sistemas.
Uma forma equivalente para se computar um limitante para a norma H2 é
por meio da introdução de variáveis de folga às condições (por exemplo, utilizando o
Lema de Finsler a ser retratado na Seção 2.2), conforme apresentado em de Oliveira et al.
(2002). Os lemas a seguir baseados, respectivamente, nos gramianos de observabilidade e
de controlabilidade expõem tal resultado, podendo ser vistos como a extensão direta das
condições apresentadas em de Oliveira et al. (2002) para o caso em que todas as matrizes
são dependentes de parâmetros.
Lema 2.4. O sistema (2.4) é Schur estável e possui um custo garantido H2 limitado
superiormente por µ > 0 se, e somente se, existirem matrizes simétricas definidas positivas
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P (ξ) e M(ξ), e uma matriz G(ξ) tais que
Tr(M(ξ)) ≺ µ2 (2.16)
M(ξ)−D(ξ)TD(ξ) B(ξ)TG(ξ)
G(ξ)B(ξ) G(ξ) +G(ξ)T − P (ξ)

 ≻ 0 (2.17)


P (ξ) A(ξ)TG(ξ) C(ξ)T
G(ξ)A(ξ) G(ξ) +G(ξ)T − P (ξ) 0
C(ξ) 0 I

 ≻ 0 (2.18)
sejam satisfeitas para todo ξ ∈ ΞN .
Lema 2.5. O sistema (2.4) é Schur estável e possui um custo garantido H2 limitado
superiormente por µ > 0 se, e somente se, existirem matrizes simétricas definidas positivas
P (ξ) e M(ξ), e uma matriz G(ξ) tais que
Tr(M(ξ)) ≺ µ2 (2.19)
M(ξ)−D(ξ)D(ξ)T C(ξ)G(ξ)
G(ξ)C(ξ)T G(ξ) +G(ξ)T − P (ξ)

 ≻ 0 (2.20)


P (ξ) A(ξ)G(ξ) B(ξ)
G(ξ)A(ξ)T G(ξ) +G(ξ)T − P (ξ) 0
B(ξ)T 0 I

 ≻ 0 (2.21)
sejam satisfeitas para todo ξ ∈ ΞN .
Apesar das condições dos Lemas 2.2 e 2.4 e dos Lemas 2.3 e 2.5 serem equi-
valentes, para fins de síntese de controladores e filtros com desempenho garantido H2
para sistemas discretos incertos LTI, os Lemas 2.4 e 2.5 mostram-se mais interessantes
visto que a matriz de Lyapunov P (ξ) encontra-se separada das matrizes do sistema o que
permite que as matrizes do controlador ou do filtro possam ser recuperadas a partir de
partições da variável de folga introduzida.
Vale notar que as condições apresentadas possuem dimensão infinita, ou seja,
necessitam ser verificadas para todo ξ ∈ ΞN . Sistemáticas para a obtenção de um conjunto
finito de LMIs a partir da representação robusta, por meio da imposição de estruturas às
variáveis dependentes de parâmetros e relaxações, são descritas na Seção 2.3. Ademais,
não há necessidade de se impor, separadamente, que a matriz P (ξ) seja definida positiva,
pois essa aparece como um bloco na diagonal das matrizes (2.12), (2.15), (2.18) e (2.21).
2.1.3 Norma H∞
Outra norma utilizada nesta tese é a normaH∞ para sistemas incertos discretos
LTI, cuja definição no espaço frequencial, para cada valor de ξ, é dada por (FRANCIS,
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1987)
‖H(ζ, ξ)‖∞ = max
ω∈[−π, π]
σ¯
(
H(ejw)
)
(2.22)
em que σ¯(·) corresponde ao máximo valor singular de (·).
Tal qual a norma H2, a norma H∞ do sistema (2.4) pode também ser deter-
minada no domínio do tempo, para um valor fixo de ξ, pela relação
‖H(ζ, ξ)‖2∞ = sup
w(k)∈ℓ2
w(k)6=0
‖e(k)‖22
‖w(k)‖22
(2.23)
na qual w(k) é um ruído pertencente ao espaço ℓ2, isto é, o espaço das funções de energia
finita.
Alternativamente, o problema de determinação de um limitante superior γ > 0
para a norma H∞ do sistema (2.4) pode ser reformulado em termos de LMIs dependentes
de parâmetros utilizando a teoria de Lyapunov, sem que haja a necessidade de se computar
o valor da norma para cada possível valor do parâmetro ξ ∈ ΞN . Desse modo,
∃ γ > 0 : ‖H(ζ, ξ)‖∞ ≤ γ, ∀ ξ ∈ ΞN , (2.24)
sendo que o valor do limitante γ pode ser determinado por meio do seguinte lema, que é a
extensão direta do Bounded Real Lemma (BRL) (BOYD et al., 1994) para o caso discreto
incerto.
Lema 2.6 (BOYD et al., 1994). O sistema (2.4) é Schur estável e possui um custo
garantido H∞ limitado superiormente por γ > 0 se, e somente se, existir uma matriz
simétrica P (ξ) tal que


P (ξ) A(ξ)TP (ξ) 0 C(ξ)T
P (ξ)A(ξ) P (ξ) P (ξ)B(ξ) 0
0 B(ξ)TP (ξ) I D(ξ)T
C(ξ) 0 D(ξ) γ2I


≻ 0 (2.25)
seja satisfeita para todo ξ ∈ ΞN .
Assim como no caso da norma H2, a minimização de γ provê o valor da norma
H∞, quando o sistema é precisamente conhecido, ou fornece um limitante superior, quando
o sistema é incerto. Outrossim, é também possível introduzir variáveis de folga às condições
do Lema 2.6 de forma a produzir condições equivalentes para o cômputo de um limitante
para a normaH∞, como retratado no lema a seguir (uma extensão direta da caracterização
estendida apresentada em de Oliveira et al. (2002) para o caso incerto).
Lema 2.7. O sistema (2.4) é Schur estável e possui um custo garantido H∞ limitado
superiormente por γ > 0 se, e somente se, existirem uma matriz simétrica P (ξ) e uma
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matriz G(ξ) tais que

P (ξ) A(ξ)TG(ξ) 0 C(ξ)T
G(ξ)A(ξ) G(ξ) +G(ξ)T − P (ξ) G(ξ)B(ξ) 0
0 B(ξ)TG(ξ) I D(ξ)T
C(ξ) 0 D(ξ) γ2I


≻ 0 (2.26)
seja satisfeita para todo ξ ∈ ΞN .
Os mesmos comentários tecidos para o caso da norma H2 são válidos para as
condições de cômputo de um limitante para a norma H∞, isto é, as condições propos-
tas encontram-se em sua forma robusta (LMIs dependentes de parâmetros, de dimensão
infinita) e uma estrutura deve ser arbitrada para as variáveis dependentes do parâmetro
ξ a fim de se obter um conjunto finito de LMIs programáveis. A positividade da matriz
P (ξ) é garantida tanto pela condição (2.25) quanto por (2.26), pois P (ξ) é um bloco na
diagonal principal das matrizes envolvidas nessas condições.
Observação 2.8. As condições apresentadas nos lemas precedentes são necessárias e sufici-
entes desde que todas as variáveis envolvidas sejam dependentes do parâmetro incerto ξ.
A caracterização sem variáveis de folga pode ser vista como uma extensão direta dos
resultados apresentados por Boyd et al. (1994) para o cômputo das normas H2 e H∞
por meio de LMIs, impondo que todas as matrizes dependam do parâmetro incerto. Por
outro lado, a caracterização com variáveis de folga é uma extensão direta dos resultados
relatados por de Oliveira et al. (2002). Em Oliveira e Peres (2008) as normas H2 e H∞
foram completamente caracterizadas por meio de condições dependentes de parâmetros
(LMIs robustas) com mais variáveis de folga, sendo resolvidas por meio de relaxações con-
vergentes baseadas em funções polinomiais homogêneas de grau genérico e na extensão
do Teorema de Pólya para matrizes polinomiais (SCHERER, 2005; OLIVEIRA; PERES,
2007).
2.2 Lemas auxiliares
Para provar os principais resultados desta tese, é feito o uso recorrente de três
lemas, cujas finalidades são eliminar ou criar variáveis adicionais e separar a matriz de
Lyapunov das demais matrizes do sistema. O primeiro é o Complemento de Schur (BOYD;
VANDENBERGHE, 2004), reproduzido a seguir.
Lema 2.9 (Complemento de Schur). Considerando que as matrizes A11 e A22 são simé-
tricas, as condições
A11 ≻ 0, (2.27)
A22 ≻ A21A−111 AT21 (2.28)
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são equivalentes à LMI 
A11 AT21
A21 A22

 ≻ 0. (2.29)
De forma análoga, as condições
A22 ≻ 0, (2.30)
A11 ≻ AT21A−122 A21 (2.31)
são, também, equivalentes à LMI (2.29).
No Lema 2.9, a invertibilidade das matrizes A11 e A22 é assegurada caso as
condições (2.27) e (2.30), respectivamente, sejam satisfeitas.
O segundo lema, dado na sequência, é conhecido por Lema da Projeção (ou
Lema da Eliminação) (GAHINET; APKARIAN, 1994; IWASAKI; SKELTON, 1994; SKEL-
TON et al., 1998) e é utilizado para separar a matriz de Lyapunov das demais matrizes
do sistema introduzindo variáveis extras (de folga) ao problema.
Lema 2.10 (Lema da Projeção). Dadas uma matriz simétrica Q ∈ Rn×n e duas matrizes
U e V com n colunas, existe uma matriz não estruturada X que satisfaz
Q+ VTX U + UTX TV ≺ 0 (2.32)
se, e somente se, as desigualdades de projeção em relação a X são satisfeitas
(
U⊥
)T QU⊥ ≺ 0 (2.33)(
V⊥
)T QV⊥ ≺ 0 (2.34)
sendo que U⊥ e V⊥ são matrizes arbitrárias cujas colunas formam uma base para o espaço
nulo de U e V, respectivamente.
Por fim é apresentado o Lema de Finsler (DE OLIVEIRA; SKELTON, 2001)
que é utilizado para se obter condições para a síntese de filtros e controladores e para o
cômputo das normas H2 e H∞.
Lema 2.11 (Lema de Finsler). Sejam η ∈ Rn, Q ∈ Rn×n e B ∈ Rm×n com rank(B) < n
e B⊥ uma base para o espaço nulo de B, isto é, BB⊥ = 0. Então as seguintes condições
são equivalentes:
i) ηTQ η < 0, ∀ η 6= 0 : B η = 0;
ii)
(
B⊥
)T QB⊥ ≺ 0;
iii) ∃µ ∈ R : Q− µBTB ≺ 0;
iv) ∃X ∈ Rn×m : Q+ XB + BTX T ≺ 0.
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2.3 Relaxações LMIs
Até este ponto, todas as condições apresentadas foram dadas na forma de LMIs
robustas, isto é, LMIs dependentes do parâmetro incerto ξ. Entretanto, essa forma não
é adequada para a programação visto que as condições devem ser verificadas para todos
os valores de ξ ∈ ΞN , o que caracteriza um problema de dimensão infinita. Arbitrando-se
estruturas particulares para as variáveis do problema, por exemplo, dependência afim no
parâmetro incerto, pode-se obter um conjunto finito de LMIs que, se verificado, garante
a validade da condição LMI robusta original para todo ξ ∈ ΞN . Note, sobretudo, que
as condições obtidas por meio deste procedimento são apenas suficientes para a validade
da condição original. Entretanto, condições mais e mais precisas podem ser construí-
das (SCHERER, 2005; OLIVEIRA; PERES, 2007) de maneira que as LMIs tornem-se
assintoticamente necessárias (nos casos em que não se impõem restrições de estrutura nas
variáveis de decisão), ou tornem-se menos conservadoras.
2.3.1 Dependência paramétrica
Por simplicidade de apresentação dos conceitos desta seção, apenas o problema
de estabilidade de sistemas incertos discretos LTI é considerado. Tais conceitos são facil-
mente estendidos para tratar os problemas de cômputo de limitantes para as normas H2
e H∞ para esses sistemas.
Uma das formas mais imediatas de se certificar a estabilidade de um sistema
incerto discreto LTI por meio da condição (2.6) é supor que a matriz de Lyapunov é
constante para todo o domínio paramétrico do sistema (2.1), isto é, P (ξ) = P para todo
ξ ∈ ΞN . Assim, uma condição suficiente para a estabilidade do sistema
x(k + 1) = A(ξ)x(k) (2.35)
com A(ξ) dado em (2.2), é dada no seguinte lema:
Lema 2.12. Se existir uma matriz simétrica P tal que
 P ATi P
PAi P

 ≻ 0, i = 1, . . . , N, (2.36)
então o sistema (2.35) é Schur estável para todo ξ ∈ ΞN .
No entanto, a escolha da matriz de Lyapunov independente do parâmetro
incerto mostra-se excessivamente conservadora, pois uma mesma matriz P deve assegurar
a estabilidade em todo o domínio paramétrico. Para contornar essa limitação e reduzir o
conservadorismo da condição de estabilidade, supõe-se que a matriz de Lyapunov possua
a mesma estrutura da matriz A(ξ), isto é, seja afim no parâmetro incerto:
P (ξ) =
N∑
i=1
ξiPi, ξ ∈ ΞN . (2.37)
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Dessa forma, a estabilidade do sistema (2.35) pode ser alternativamente certificada pelo
lema a seguir, baseado nos resultados apresentados por Ramos e Peres (2001) (caso dis-
creto) e por Ramos e Peres (2002) (caso contínuo).
Lema 2.13. Se existirem matrizes simétricas Pi, i = 1, . . . , N , tais que
 Pi ATi Pi
PiAi Pi

 ≻ 0, i = 1, . . . , N, (2.38)

 Pi + Pj ATi Pj + ATj Pi
PjAi + PiAj Pi + Pj

 ≻ 0, i = 1, . . . , N − 1, j = i+ 1, . . . , N (2.39)
então o sistema (2.35) é Schur estável para todo ξ ∈ ΞN .
Para exemplificar as condições do Lema 2.13, considere um sistema politópico
com N = 2 vértices. Assim,
A(ξ) = ξ1A1 + ξ2A2, P (ξ) = ξ1P1 + ξ2P2,
ξ1 + ξ2 = 1, ξ1 ≥ 0, ξ2 ≥ 0
e as condições de estabilidade são dadas por
 P1 AT1 P1
P1A1 P1

 ≻ 0,

 P2 AT2 P2
P2A2 P2

 ≻ 0,

 P1 + P2 AT1 P2 + AT2 P1
P2A1 + P1A2 P1 + P2

 ≻ 0.
(2.40)
Caso as LMIs acima sejam verificadas, então o sistema (2.35) com N = 2
vértices é Schur estável para todo ξ ∈ ΞN .
Note que as condições do Lema 2.13 são menos conservadoras do que as condi-
ções do Lema 2.12, pois não há a imposição de uma mesma matriz de Lyapunov certificar a
estabilidade do sistema para todo o domínio paramétrico. Além disso, escolhendo Pi = P ,
i = 1, . . . , N , nas condições do Lema 2.13 recupera-se exatamente a condição de estabili-
dade do Lema 2.12.
Uma outra forma de obterem-se condições LMIs menos conservadoras é supor
que a função de Lyapunov possua dependência polinomial no parâmetro incerto, esten-
dendo e generalizando o conceito de funções de Lyapunov afins. Em Oliveira e Peres
(2007), a caracterização completa das condições LMIs dependentes de parâmetros por
meio de variáveis de decisão e funções de Lyapunov polinomialmente dependentes de pa-
râmetros é estabelecida e é demonstrado que as condições LMIs finitas obtidas utilizando
essa classe de funções tendem à necessidade para um grau suficientemente grande de de-
pendência no parâmetro incerto. Todavia, a descrição programável das condições torna-se
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cada vez mais complexa com o aumento dos graus das variáveis de decisão. Por exemplo,
supondo um sistema de N = 2 vértices e que o grau da matriz de Lyapunov P (ξ) seja
g = 2, isto é,
P (ξ) = ξ21P01 + ξ1ξ2P11 + ξ
2
2P10,
então as condições finitas de estabilidade derivadas do Lema 2.1 são dadas por:

 P01 AT1 P01
P01A1 P01

 ≻ 0,

 P10 AT2 P10
P10A2 P10

 ≻ 0,

 P01 + P11 AT1 P11 + AT2 P01
P11A1 + P01A2 P01 + P11

 ≻ 0,

 P10 + P11 AT1 P10 + AT2 P11
P10A1 + P11A2 P10 + P11

 ≻ 0.
(2.41)
Para automatizar o processo de obtenção de um conjunto finito de LMIs e
aliviar parte do fardo do projetista, Agulhari et al. (2012b) desenvolveram o pacote com-
putacional ROLMIP (Robust LMI Parser) para Matlab R©. Este pacote, construído sobre
o parser YALMIP (LÖFBERG, 2004), é baseado nos procedimentos de relaxação polino-
mial propostos por Oliveira e Peres (2007), sendo capaz de extrair um conjunto finito de
LMIs a partir da imposição de um grau g ≥ 0 particular às variáveis de decisão polino-
mialmente dependentes de parâmetros. Exemplos de programação utilizando o ROLMIP
são fornecidos no Apêndice A juntamente com as condições LMIs geradas pelo pacote
computacional.
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3 Filtros de ordem não mínima
Este capítulo apresenta os arcabouços para a síntese de filtros robustos discre-
tos de ordem não mínima, ou seja, filtros cuja ordem é maior do que a ordem do sistema
sendo filtrado. A metodologia de projeto baseia-se em construir um sistema auxiliar au-
mentado, com matrizes constantes, e sintetizar um filtro de ordem completa para esse
sistema. O filtro assim projetado é, então, de ordem não mínima para o sistema discreto
original. O método proposto é comparado a outras técnicas da literatura por meio de
experimentos numéricos ilustrativos.
3.1 Definição do problema
A estrutura do sistema discreto incerto LTI considerada no problema de filtra-
gem é obtida de (2.1) impondo Bu(ξ) = 0 e Du(ξ) = 0 e é dada por:
x(k + 1) = A(ξ)x(k) +Bw(ξ)w(k)
y(k) = Cy(ξ)x(k) +Dyw(ξ)w(k)
z(k) = Cz(ξ)x(k) +Dzw(ξ)w(k).
(3.1)
Ademais, supõe-se que o sistema (3.1) seja estável. Deseja-se projetar um filtro robusto
discreto LTI com custo garantido para esse sistema de forma que o desempenho alcançado
seja tão próximo quanto possível da norma, H∞ ou H2, de pior caso do sistema obtido
pela combinação do sistema (3.1) com o filtro, cuja realização genérica é dada por
xˆ(k + 1) = Aˆ xˆ(k) + Bˆ y(k)
zˆ(k) = Cˆ xˆ(k) + Dˆ y(k)
(3.2)
sendo xˆ ∈ Rn+d, d ≥ 0, o estado do filtro, zˆ(k) ∈ Rp a saída estimada e Aˆ, Bˆ, Cˆ e Dˆ
são as matrizes do filtro, a serem determinadas, com dimensões compatíveis. No caso de
d = 0, tem-se um filtro de ordem completa padrão e, no caso de d > 0, tem-se um filtro
de ordem não mínima, ou seja, maior do que a ordem do sistema (3.1).
Considerando que o erro de estimação da saída z(k) do sistema seja dado por
e(k) = z(k)− zˆ(k) (3.3)
e definindo
s(k) =

x(k)
xˆ(k)

 ∈ R2n+d, (3.4)
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a conexão do sistema (3.1) com o filtro (3.2) provê o seguinte sistema discreto incerto LTI
s(k + 1) = A(ξ) s(k) + B(ξ)w(k)
e(k) = C(ξ) s(k) + D(ξ)w(k)
(3.5)
com

 A(ξ) B(ξ)
C(ξ) D(ξ)

 =


A(ξ) 0 Bw(ξ)
Bˆ Cy(ξ) Aˆ BˆDyw(ξ)
Cz(ξ)− Dˆ Cy(ξ) −Cˆ Dzw(ξ)− DˆDyw(ξ)

 . (3.6)
Devido à dimensão do filtro (3.2) ser maior do que a dimensão do sistema (3.1),
os métodos tradicionais de síntese de filtros que resultam em condições convexas não
podem ser diretamente aplicados. Não obstante, é razoável redefinir o sistema (3.1) em
termos de um sistema aumentado cuja ordem é igual a ordem do filtro, n + d. Portanto,
estabelece-se o seguinte sistema auxiliar:
x˜(k + 1) = A˜(ξ) x˜(k) + B˜w(ξ)w(k)
y(k) = C˜y(ξ) x˜(k) + D˜yw(ξ)w(k)
z(k) = C˜z(ξ) x˜(k) + D˜zw(ξ)w(k)
(3.7)
com x˜ ∈ Rn+d, d ≥ 0, e


A˜(ξ) B˜w(ξ)
C˜y(ξ) D˜yw(ξ)
C˜z(ξ) D˜zw(ξ)

 =


Φ1 Φ2 Φ3
0 A(ξ) Bw(ξ)
0 Cy(ξ) Dyw(ξ)
0 Cz(ξ) Dzw(ξ)


(3.8)
sendo Φ1 ∈ Rd×d, Φ2 ∈ Rd×n e Φ3 ∈ Rd×m matrizes constantes arbitrárias a serem
definidas. Com base no sistema auxiliar proposto (3.7) e considerando que o vetor de
estados (3.4) é redefinido para
s(k) =

x˜(k)
xˆ(k)

 ∈ R2(n+d), (3.9)
as matrizes A(ξ), B(ξ), C(ξ) e D(ξ) do sistema (3.5) são reestruturadas como

 A(ξ) B(ξ)
C(ξ) D(ξ)

 =


A˜(ξ) 0 B˜w(ξ)
Bˆ C˜y(ξ) Aˆ BˆD˜yw(ξ)
C˜z(ξ)− Dˆ C˜y(ξ) −Cˆ D˜zw(ξ)− DˆD˜yw(ξ)

 . (3.10)
Uma característica importante da realização (3.8) é que esta se encontra na
forma canônica observável (KAILATH, 1980). Consequentemente, para todo d > 0, os
pares (A˜, C˜y) e (A˜, C˜z) são não observáveis mesmo que (A,Cy) e (A,Cz) o sejam. Em
outras palavras, a realização (3.8) é em si uma realização de ordem não mínima.
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Lema 3.1. Seja Hwy(ζ, ξ) a matriz de transferência da entrada w(k) para a saída y(k)
do sistema (3.1) e seja Hwe(ζ, ξ) a matriz de transferência da entrada w(k) para o erro
de estimação e(k) do sistema (3.1) conectado ao filtro (3.2). Seja H˜wy(ζ, ξ) a matriz de
transferência da entrada w(k) para a saída y(k) do sistema auxiliar (3.7) e H˜we(ζ, ξ) a
matriz de transferência da conexão do sistema auxiliar (3.7) com o filtro não mínimo (3.2)
da entrada w(k) para o erro de estimação e(k). Então Hwy(ζ, ξ) = H˜wy(ζ, ξ) e Hwe(ζ, ξ) =
H˜we(ζ, ξ).
Demonstração. A prova é uma consequência direta do fato de a realização (3.10) estar na
forma canônica observável e ser não observável.
Como consequência do Lema 3.1, um filtro projetado para o sistema auxi-
liar (3.7) apresenta o mesmo desempenho se aplicado ao sistema (3.1). Entretanto, a
realização (3.10) possui uma vantagem do ponto de vista de projeto: o filtro (3.2) é de
ordem completa com relação ao sistema (3.7), mas é de ordem não mínima com relação
ao sistema (3.1). Devido a isso, é possível empregar técnicas para o projeto de filtros de
ordem completa, por exemplo, baseadas em observadores (ANDERSON; MOORE, 1979)
e filtragem robusta com LMIs (XIE et al., 1991), para projetar os filtros de ordem não mí-
nima. Todavia, ao realizar esse procedimento, é importante explorar a estrutura particular
das matrizes em (3.8).
A suposição de que as matrizes Φ1, Φ2 e Φ3 são constantes é um ponto crucial
para a obtenção de condições na forma de LMIs dependentes de parâmetros. Note que,
apesar de não afetarem diretamente a matriz de transferência H˜we(ζ, ξ), essas matrizes
possuem um papel importante dado que indiretamente parametrizam as matrizes do filtro
de ordem não mínima (3.2). Essa característica é uma propriedade familiar de filtros
baseados em observadores, na qual a estrutura do filtro imita a estrutura do sistema sendo
filtrado. Por essa razão, algumas hipóteses adicionais devem ser feitas sobre as matrizes
Φ1, Φ2 e Φ3. Posto que a filtragem robusta requer estabilidade do sistema para todo
ξ ∈ ΞN , requer-se que a matriz Φ1 seja Schur estável. Outrossim, é razoável assumir que o
par (Φ1, Φ2) é controlável, pois, caso não o fosse, seria possível aplicar uma decomposição
de Kalman (ZHOU et al., 1996) para separar os estados do vetor (3.9) em uma parcela que
não é influenciada pelos demais estados e em outra parcela que o é. Assim, a parcela não
influenciada pelos estados possuiria uma dinâmica independente e poderia ser analisada
separadamente do restante do sistema. A escolha da matriz Φ3 pode ser, a priori, qualquer.
Um fato interessante é que, baseado em constatações empíricas, a aplicação
de qualquer condição disponível na literatura para a síntese de filtros robustos para o
sistema (3.7) não produz melhores resultados, em termos da norma H2 ou H∞, do que
os resultados obtidos na síntese de filtros robustos para o sistema (3.1). Ilustra-se esse
ponto por meio do Exemplo 3.4, no qual é empregada uma condição de projeto de filtros
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robustos (que utiliza matrizes dependentes de parâmetros de maneira afim, g = 1) com
desempenho garantido H∞, reproduzida no lema a seguir.
Lema 3.2 (DE OLIVEIRA, 1999). Para um dado d ≥ 0, se existirem matrizes E(ξ) =
E(ξ)T , G(ξ), H(ξ) = H(ξ)T , Z, Y , F , L, R e Q tais que


−E(ξ) ⋆ ⋆
−G(ξ)T −H(ξ) ⋆
Z A˜(ξ) Z A˜(ξ) E(ξ)− Z − ZT
Y A˜(ξ) + F C˜y(ξ) +Q Y A˜(ξ) + F C˜y(ξ) G(ξ)T − Y − ZT − S
0 0 B˜w(ξ)TZT
C˜z(ξ)− R C˜y(ξ)− L C˜z(ξ)− R C˜y(ξ) 0
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
H(ξ)− Y − Y T ⋆ ⋆
B˜w(ξ)TY T + D˜yw(ξ)TF T −γI ⋆
0 D˜zw(ξ)− R D˜yw(ξ) −γI


≺ 0, (3.11)
então existe um filtro robusto dado em (3.2) de ordem nf = n+d tal que ‖Hwe(ζ, ξ)‖∞ < γ
para todo ξ ∈ ΞN .
Observação 3.3. Em de Oliveira (1999) foi proposta uma estrutura afim (g = 1) para
as variáveis de decisão dependentes do parâmetro incerto, que resulta em um conjunto
de LMIs que deve ser testado apenas nos vértices do politopo de incertezas. Além disso,
escolhendo as variáveis do Lema 3.2 como E(ξ) = G(ξ) = Z = ZT , H(ξ) = Y = Y T e S =
Z−Y , recupera-se a condição de síntese de filtros robustos com uma matriz de Lyapunov
constante (g = 0) apresentada em Geromel et al. (2000). Essa outra condição, baseada
na estabilidade quadrática com matriz constante de Lyapunov, é também utilizada no
Exemplo 3.4.
Exemplo 3.4. Considere o modelo discreto incerto LTI adaptado de Wang e Yang (2008):
A =

−0.1996 0.1235 + ρ
−1.8704 −0.1457

 , Bw =

1
1

 ,
Cy =
[
0 1
]
, Cz =
[
1 1
]
, Dyw = 1, Dzw = 0,
(3.12)
sendo ρ um parâmetro incerto que assume valores no intervalo −0.45 ≤ ρ ≤ 0.35.
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Neste exemplo, as matrizes Φ1, Φ2 e Φ3 são escolhidas como
Φ1 =


0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0


, Φ2 =


0 0
0 0
0 0
1 0
0 1


, Φ3 =


0
0
0
0
0


. (3.13)
Para cada valor do parâmetro d considerado nas condições de projeto, as últimas d linhas
das matrizes Φ1, Φ2 e Φ3 são escolhidas para compor o sistema auxiliar (3.7) (as colunas são
seleciodas de forma apropriada para que as matrizes do sistema (3.7) possuam dimensões
compatíveis). Para ilustrar essa metodologia, na sequência são apresentados todos os
conjuntos de matrizes obtidos com d = {1, 2, 3, 4} (constituindo submatrizes de Φ1, Φ2 e
Φ3 em 3.13), sendo o caso d = 5 tal qual dado em (3.13):
d = 1 : Φ1 = 0, Φ2 =
[
0 1
]
, Φ3 = 0,
d = 2 : Φ1 =

0 0
0 0

 , Φ2 =

1 0
0 1

 , Φ3 =

0
0

 ,
d = 3 : Φ1 =


0 0 1
0 0 0
0 0 0

 , Φ2 =


0 0
1 0
0 1

 , Φ3 =


0
0
0

 ,
d = 4 : Φ1 =


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0


, Φ2 =


0 0
0 0
1 0
0 1


, Φ3 =


0
0
0
0


.
Utilizando a condição do Lema 3.2 para a síntese de filtros robustos de ordem nf =
n + d, nos casos constante (g = 0) e afim (g = 1), com d = {0, 1, 2, 3, 4, 5} obtêm-se os
desempenhos garantidos H∞ reportados na Tabela 3.1.
Tabela 3.1 – Limitantes da norma H∞ para o sistema (3.12) utilizando filtros robus-
tos (3.2) sintetizados por meio do Lema 3.2 com variáveis constantes (g = 0)
e afins (g = 1) no parâmetro incerto.
d nf g = 0 g = 1
0 2 12.1239 4.0983
1 3 12.1239 4.0983
2 4 12.1238 4.0983
3 5 12.1238 4.0983
4 6 12.1238 4.0983
5 7 12.1238 4.0983
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É possível observar que o aumento de dimensão do sistema (3.7) não gera bene-
fícios em termos de reduzir os limitantes da normaH∞ para o sistema (3.12), corroborando
a tese de que o simples aumento da ordem do sistema não produz menores limitantes para
o norma do sistema. Na Seção 3.3 mostra-se que com a aplicação de condições de sín-
tese adequadas, como as propostas nesta tese, é possível reduzir o conservadorismo das
condições e produzir menores limitantes para os critérios de desempenho H2 e H∞.
Para realizar a síntese de filtros robustos de ordem não mínima com critérios de
desempenho H∞ e H2, são utilizados, como ponto de partida, os dois lemas apresentados
na sequência.
Lema 3.5. A matriz A(ξ) é Schur estável e a norma H∞ da matriz de transferência (2.5)
é limitada superiormente por γ > 0 se, e somente se, existirem matrizes X(ξ), J(ξ), U(ξ)
e V(ξ) e uma matriz simétrica P(ξ) tais que1
P(ξ) ≻ 0 (3.14)


P(ξ) + J(ξ)A(ξ) + A(ξ)TJ(ξ)T ⋆
X(ξ)A(ξ) + J(ξ)T X(ξ) + X(ξ)T − P(ξ)
U(ξ)A(ξ) + B(ξ)TJ(ξ)T B(ξ)TX(ξ)T + U(ξ)
V(ξ)A(ξ) + C(ξ) V(ξ)
⋆ ⋆
⋆ ⋆
U(ξ)B(ξ) + B(ξ)TU(ξ)T + I ⋆
V(ξ)B(ξ) + D(ξ) γ2I


≻ 0 (3.15)
sejam verificadas para todo ξ ∈ ΞN .
Demonstração. A prova é uma decorrência direta da equivalência entre as condições ii) e
iv) do Lema de Finsler com a seguinte escolha de matrizes:
Q =


P(ξ) ⋆ ⋆ ⋆
0 −P(ξ) ⋆ ⋆
0 0 I ⋆
0 0 0 γ2I


, B =
[
A(ξ) I B(ξ) 0
]
, B⊥ =


−I 0 0
A(ξ) B(ξ) 0
0 −I 0
0 0 −I


.
(3.16)
1 O símbolo ⋆ indica um bloco simétrico da matriz.
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Lema 3.6. A matriz A(ξ) é Schur estável e a norma H2 da matriz de transferência (2.5)
é limitada superiormente por µ > 0 se, e somente se, existirem matrizes G(ξ), H(ξ), X(ξ),
J(ξ), U(ξ) e V(ξ) e matrizes simétricas P(ξ) e M(ξ) tais que
Tr(M(ξ)) < µ2 (3.17)
P(ξ) ≻ 0 (3.18)

M(ξ) +H(ξ)B(ξ) + B(ξ)TH(ξ)T ⋆ ⋆
G(ξ)B(ξ) +H(ξ)T G(ξ) +G(ξ)T − P(ξ) ⋆
U(ξ)B(ξ) + D(ξ) U(ξ) I

 ≻ 0 (3.19)


P(ξ) + J(ξ)A(ξ) + A(ξ)TJ(ξ)T ⋆ ⋆
X(ξ)A(ξ) + J(ξ)T X(ξ) + X(ξ)T − P(ξ) ⋆
V(ξ)A(ξ) + C(ξ) V(ξ) I

 ≻ 0 (3.20)
sejam verificadas para todo ξ ∈ ΞN .
Demonstração. A prova é uma decorrência direta da equivalência entre as condições ii) e
iv) do Lema de Finsler com a seguinte escolha de matrizes para a condição (3.19):
Q1 =


M(ξ) ⋆ ⋆
0 −P(ξ) ⋆
0 0 I

 , B1 =
[
B(ξ) I 0
]
, B⊥1 =


−I 0
B(ξ) 0
0 −I

 (3.21)
e com a escolha
Q2 =


P(ξ) ⋆ ⋆
0 −P(ξ) ⋆
0 0 I

 , B2 =
[
A(ξ) I 0
]
, B⊥2 =


−I 0
A(ξ) 0
0 −I

 (3.22)
para a condição (3.20).
A minimização dos escalares γ e µ sujeita às restrições LMIs obtidas por meio
de relaxações das condições propostas nos Lemas 3.5 e 3.6, respectivamente, produz as
melhores soluções possíveis em termos dos limitantes das normas H∞ e H2.
Observação 3.7. Uma condição equivalente para o cômputo da norma H2 pode ser obtida
por meio da forma dual do Lema 3.6, isto é, utilizando o gramiano de controlabilidade.
Todavia, a forma dual não permite explorar diretamente a estrutura aumentada do sis-
tema (3.7) (como elucidado nos resultados apresentados na seção subsequente), requerendo
transformações de congruência que levem as condições a um formato adequado. Após re-
alizar tais transformações, é necessário linearizar os produtos de variáveis que possam
aparecer, ocasionando um possível aumento no conservadorismo da condição proposta.
Devido a isso, são apresentadas ao longo desta tese somente condições para o cômputo da
norma H2 baseadas no gramiano de observabilidade.
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3.2 Síntese de filtros robustos de ordem não mínima
Para sintetizar os filtros robustos de ordem não mínima são escolhidas as se-
guintes partições para as variáveis auxiliares dos Lemas 3.5 e 3.6:
P(ξ) =

 P1(ξ) P2(ξ)T
P2(ξ) P3(ξ)

 , X(ξ) =

 X1(ξ) X(ξ) S
Y1(ξ) Y (ξ) S

 , G(ξ) =

 G1(ξ) G(ξ) S
Z1(ξ) Z(ξ) S

 ,
J(ξ) =

 J1(ξ) J(ξ) 0
K1(ξ) K(ξ) 0

 , H(ξ) = [ H1(ξ) H(ξ) 0 ] , U(ξ) = [ U1(ξ) U(ξ) 0 ] ,
V(ξ) =
[
V1(ξ) V (ξ) 0
]
.
(3.23)
O bloco S repetido nas matrizes X(ξ) e G(ξ) e os blocos de zeros nas variáveis H(ξ),
J(ξ), U(ξ) e V(ξ) são responsáveis pela obtenção de condições convexas na forma de LMIs
robustas para o projeto dos filtros que efetivamente tiram proveito da estrutura particular
do problema. Todavia, impor que parte das variáveis independa do parâmetro incerto ξ é
uma das fontes de conservadorismo presentes no método proposto.
O teorema a seguir apresenta uma contribuição para a síntese de filtros de
ordem não mínima para o sistema (3.1) com critério de desempenho H∞.
Teorema 3.8. Sejam
E1 =
[
0n×d I
]
, E2 =
[
I 0d×n
]
, ϕ =
[
Φ1 Φ2
]
, (3.24)

 A(ξ) B(ξ)
C(ξ) D(ξ)

 =


F Cy(ξ)E1 Q FDyw(ξ)
F Cy(ξ)E1 Q FDyw(ξ)
Cz(ξ)E1 − RCy(ξ)E1 −L Dzw(ξ)−RDyw(ξ)

 , (3.25)
Q(ξ) =


P(ξ) A(ξ)T 0 C(ξ)T
A(ξ) G(ξ) + G(ξ)T − P(ξ) B(ξ) 0
0 B(ξ)T I D(ξ)T
C(ξ) 0 D(ξ) γ2I


, (3.26)
P(ξ) =

P1(ξ) P2(ξ)T
P2(ξ) P3(ξ)

 , G(ξ) =

0 S
0 S

 , (3.27)
X (ξ) =
[
J(ξ)T K(ξ)T X(ξ)T Y (ξ)T U(ξ)T V (ξ)T
]T
, (3.28)
R(ξ) =
[
A(ξ)E1 0 E1 0 Bw(ξ) 0
]
. (3.29)
Para um d ≥ 0 dado, se existirem matrizes simétricas P1(ξ) ∈ R(n+d)×(n+d) e P3(ξ) ∈
R(n+d)×(n+d), e matrizes Q ∈ R(n+d)×(n+d), F ∈ R(n+d)×q, L ∈ Rp×(n+d), R ∈ Rp×q, S ∈
R(n+d)×(n+d), P2(ξ) ∈ R(n+d)×(n+d), J(ξ) ∈ R(n+d)×n, K(ξ) ∈ R(n+d)×n, X(ξ) ∈ R(n+d)×n,
Y (ξ) ∈ R(n+d)×n, U(ξ) ∈ Rm×n e V (ξ) ∈ Rp×n, e um escalar γ > 0 tais que as seguintes
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desigualdades
P(ξ) ≻ 0, (3.30)
N TW
(
Q(ξ) + X (ξ)R(ξ) +R(ξ)TX (ξ)T
)
NW ≻ 0, (3.31)
sejam verificadas para todo ξ ∈ ΞN , sendo NW uma base para o espaço nulo de
W =
[
ϕ 0 E2 0 Φ3 0
]
(3.32)
dada por
NW =


−In+d 0 0 0 0 0
0 −In+d 0 0 0 0
ET2 ϕ 0 E
T
1 0 E
T
2 Φ3 0
0 0 0 −In+d 0 0
0 0 0 0 −Im 0
0 0 0 0 0 −Ip


, (3.33)
então existe uma realização 
 Aˆ Bˆ
Cˆ Dˆ

 =

 S−1Q S−1F
L R

 (3.34)
para a qual a conexão do filtro robusto (3.2) com o sistema incerto (3.1) garante que
‖Hwe(ζ, ξ)‖∞ < γ para todo ξ ∈ ΞN .
Demonstração. A prova é feita por meio do Lema de Finsler. Considere que (3.30) e (3.31)
sejam factíveis e construa a seguinte matriz
N (ξ) =


I 0 0 0
0 I 0 0
A(ξ)E1 0 Bw(ξ) 0
−S−1FCy(ξ)E1 −S−1Q −S−1FDyw(ξ) 0
0 0 I 0
0 0 0 I


.
A não singularidade da matriz S é garantida pela factibilidade do problema. Multiplique,
então, (3.31) à direita por N (ξ) e à esquerda por N (ξ)T e note que E1ET1 = I, E2ET2 = I
e E2ET1 = 0. Após algumas manipulações diretas chega-se a

P(ξ)− A(ξ)TP(ξ)A(ξ) −A(ξ)TP(ξ)B(ξ) C(ξ)
−B(ξ)TP(ξ)A(ξ) I − B(ξ)TP(ξ)B(ξ) D(ξ)T
C(ξ) D(ξ) γ2I

 ≻ 0
que é equivalente à condição (2.25), por meio de um complemento de Schur, após substituir
as variáveis do filtro (3.34).
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Na sequência é apresentado um teorema para a síntese de filtros não mínimos
com critério de desempenho H2.
Teorema 3.9. Sejam E1, E2 e ϕ dados em (3.24), P(ξ) e G(ξ) dados em (3.27), A(ξ),
B(ξ), C(ξ) e D(ξ) dados em (3.25) e
QT (ξ) =


M(ξ) ⋆ ⋆
B(ξ) G(ξ) + G(ξ)T −P(ξ) ⋆
D(ξ) 0 I

 , (3.35)
QG(ξ) =


P(ξ) ⋆ ⋆
A(ξ) G(ξ) + G(ξ)T − P(ξ) ⋆
C(ξ) 0 I

 , (3.36)
Y(ξ) =
[
H(ξ)T G(ξ)T Z(ξ)T 0
]T
, (3.37)
X (ξ) =
[
J(ξ)T K(ξ)T X(ξ)T Y (ξ)T 0
]T
, (3.38)
S(ξ) =
[
B(ξ) E1 0 0
]
, (3.39)
R(ξ) =
[
A(ξ)E1 0 E1 0 0
]
. (3.40)
Para um d ≥ 0 dado, se existirem matrizes simétricasM(ξ) ∈ Rm×m, P1(ξ) ∈ R(n+d)×(n+d)
e P3(ξ) ∈ R(n+d)×(n+d), e matrizes Q ∈ R(n+d)×(n+d), F ∈ R(n+d)×q, L ∈ Rp×(n+d), R ∈
Rp×q, S ∈ R(n+d)×(n+d), P2(ξ) ∈ R(n+d)×(n+d), H(ξ) ∈ Rm×n, G(ξ) ∈ R(n+d)×n, Z(ξ) ∈
R(n+d)×n, J(ξ) ∈ R(n+d)×n, K(ξ) ∈ R(n+d)×n, X(ξ) ∈ R(n+d)×n e Y (ξ) ∈ R(n+d)×n, e um
escalar µ > 0 tais que as seguintes desigualdades
Tr(M(ξ)) < µ2 (3.41)
P(ξ) ≻ 0, (3.42)
N TWT
(
QT (ξ) + Y(ξ)S(ξ) + S(ξ)TY(ξ)T
)
NWT ≻ 0, (3.43)
N TWG
(
QG(ξ) + X (ξ)R(ξ) +R(ξ)TX (ξ)T
)
NWG ≻ 0, (3.44)
sejam verificadas para todo ξ ∈ ΞN , sendo NWT e NWG bases para os espaços nulos de
WT =
[
Φ3 E2 0 0
]
, WG =
[
ϕ 0 E2 0 0
]
(3.45)
respectivamente, dadas por
NWT =


−Im 0 0 0
ET2 Φ3 E
T
1 0 0
0 0 −In+d 0
0 0 0 −Ip


, NWG =


−In+d 0 0 0 0
0 −In+d 0 0 0
ET2 ϕ 0 E
T
1 0 0
0 0 0 −In+d 0
0 0 0 0 −Ip


,
(3.46)
então existe uma realização (3.34) para a qual a conexão do filtro robusto (3.2) com o
sistema incerto (3.1) garante que ‖Hwe(ζ, ξ)‖2 < µ para todo ξ ∈ ΞN .
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Demonstração. A prova é feita por meio do Lema de Finsler. Considere que as condi-
ções (3.41) a (3.44) sejam factíveis e construa as seguintes matrizes
NT (ξ) =


I
B(ξ)
−S−1FDyw(ξ)
− (Dzw(ξ)−RDyw(ξ))


, NG(ξ) =


I 0
0 I
A(ξ)E1 0
−S−1FCy(ξ)E1 −S−1Q
− (Cz(ξ)−RCy(ξ)E1) L


,
sendo que a não singularidade da matriz S é garantida pela factibilidade do problema.
Multiplique (3.43) à direita por NT (ξ) e à esquerda por NT (ξ)T e multiplique (3.44)
à direita por NG(ξ) e à esquerda por NG(ξ)T , notando que E1ET1 = I, E2ET2 = I e
E2E
T
1 = 0. Após algumas manipulações diretas chega-se, respectivamente, a
M(ξ)− B(ξ)TP(ξ)B(ξ)−D(ξ)TD(ξ) ≻ 0
P(ξ)− A(ξ)TP(ξ)A(ξ)−C(ξ)TC(ξ) ≻ 0
que são equivalentes às condições (2.17) e (2.18), por meio de complementos de Schur,
após a substituição das variáveis do filtro (3.34).
Note que os blocos de variáveis extras relativos à parte constante do sistema
auxiliar (3.7), isto é, G1(ξ), H1(ξ), J1(ξ), K1(ξ), X1(ξ), Y1(ξ), U1(ξ), V1(ξ) e Z1(ξ), foram
eliminados dos Teoremas 3.8 e 3.9. A eliminação é feita pela projeção da condição de
síntese, que envolve as matrizes do sistema (3.7), em um espaço menor contendo apenas
as matrizes do sistema original (3.1). É todavia possível reconstruir esses blocos de forma
adequada seguindo a metodologia apresentada por Skelton et al. (1998). A dependência
de tais blocos no parâmetro incerto ξ é implicada pelo procedimento de reconstrução
(tipicamente racional em ξ) e não há necessidade de ser especificada a priori. Isso ocorre
em contraste às demais variáveis dependentes do parâmetro ξ, para as quais dependências
explícitas particulares devem ser impostas para se obter, com alguma técnica de relaxação,
um conjunto finito de LMIs.
Observação 3.10. Em todos os exemplos apresentados ao longo desta tese a complexidade
de resolução das condições de síntese é avaliada em termos do número de variáveis de
otimização, V , e de linhas de LMIs, L, envolvidas na determinação da solução para o pro-
blema. Há fórmulas para se estimar a complexidade computacional envolvida na obtenção
de uma solução; entretanto, tais fórmulas dependem, em geral, do resolvedor utilizado,
pois diferentes resolvedores podem penalizar mais ou o incremento do número de variáveis
de otimização ou o incremento no número de linhas de LMIs do problema.
Capítulo 3. Filtros de ordem não mínima 45
3.3 Exemplos numéricos ilustrativos
Nesta seção são apresentados alguns experimentos numéricos a fim de ilustrar
a efetividade dos métodos propostos.
Exemplo 3.11. Considere novamente o sistema (3.12) dado no Exemplo 3.4. Neste ponto
são projetados filtros robustos de ordem não mínima com custo garantido H∞ por meio
do Teorema 3.8 utilizando d = {0, 1, 2, 3, 4, 5, 6} (nf = n + d). As variáveis incertas
envolvidas possuem dependência polinomial de grau g no parâmetro ξ. Além disso, três
conjuntos de matrizes Φ1, Φ2 e Φ3 são gerados. O primeiro conjunto possui a estrutura
apresentada em (3.13) e os demais dois conjuntos são gerados de forma pseudoaleatória
por meio da função Matlab R© rand, um com semente 17 (denotado R17) e o outro com
uma semente 89 (denotado R89). Assume-se também que Φ1 seja triangular superior
(escalonada para que possua raio espectral igual a 0.7) e Φ2 e Φ3 sejam retangulares
com dimensões compatíveis. Os limitantes H∞ obtidos com o procedimento descrito são
apresentados na Tabela 3.2, utilizando variáveis polinomiais de grau g = 1, sendo que V
e L correspondem, respectivamente, ao número de variáveis de otimização e de linhas de
LMI envolvidas na obtenção de uma solução para o problema.
Tabela 3.2 – Limitantes da norma H∞ para o sistema (3.12) utilizando filtros de ordem
não mínima sintetizados por meio do Teorema 3.8 com variáveis polinomiais
de grau g = 1 e matrizes Φ1, Φ2 e Φ3 geradas como em (3.13) e pseudo-
aleatoriamente. O número de variáveis V e o número de linhas de LMIs L
envolvidos no procedimento de otimização são, também, fornecidos.
γ
nf (3.13) R17 R89 V L
2 3.7290 3.7290 3.7290 69 38
3 1.4593 3.3367 2.2334 119 51
4 1.3815 2.1364 1.8428 181 64
5 1.1987 1.4763 1.2256 255 77
6 1.1892 1.2582 1.2212 341 90
7 1.1736 1.2145 1.2151 439 103
8 1.1670 1.2059 1.1932 549 116
Note que o incremento da ordem do filtro robusto sintetizado auxilia na redução
dos limitantes da normaH∞; entretanto o custo computacional (medido em termos de V e
L) aumenta. Outro fato a ser observado é que a escolha das matrizes Φ1, Φ2 e Φ3 influencia
na determinação dos limitantes da norma, sendo que a escolha (3.13) proporcionou, em
geral, melhores resultados. A forma como tais matrizes influenciam na determinação do
custo ainda não é completamente compreendida e este tópico é sugestão para futuras
pesquisas.
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Continuando com o exemplo, as condições apresentadas no Teorema 3.8 são
comparadas às condições propostas por Lee e Joo (2014), as quais sintetizam filtros de
ordem não mínima mediante a inclusão de estados atrasados do filtro e, outrossim, utilizam
variáveis polinomialmente dependentes de parâmetros. De forma similar, o método de
Lee e Joo (2014) também tira proveito da estrutura aumentada do sistema (3.7) para
produzir condições menos conservadoras do que as demais condições que não exploram
tal estrutura. Tanto para o Teorema 3.8 quanto para o método de Lee e Joo (2014) são
consideradas variáveis polinomiais de grau g = 2. As matrizes Φ1, Φ2 e Φ3 possuem a
estrutura dada em (3.13). Os resultados são apresentados na Tabela 3.3. Observe que as
ordens dos filtros robustos sintetizados pelo método de Lee e Joo (2014) são múltiplos
inteiros da ordem do sistema; neste caso, nf = 2, 4, 6, . . . . O menor limitante obtido com
ambos os métodos é γ = 1.1472; todavia, as condições de Lee e Joo (2014) necessitam de
um filtro de ordem nf = 6 para atingir tal limitante, ao passo que o Teorema 3.8 requer um
filtro de ordem nf = 4. No exemplo ilustrativo apresentado a diferença pode ser pequena,
porém, para sistemas de maior ordem, essa diferença pode ser mais pronunciada.
Tabela 3.3 – Melhores limitantes para a norma H∞ obtidos pelo Teorema 3.8 e pelo mé-
todo de Lee e Joo (2014) utilizando variáveis polinomiais de grau g = 2.
Teorema 3.8 (LEE; JOO, 2014)
nf γ V L γ V L
2 3.2425 103 52 3.2424 104 52
3 1.1527 218 74 –
4 1.1472 322 92 1.1902 212 80
5 1.1472 442 110 –
6 1.1472 582 128 1.1472 368 108
Além disso, em todos os experimentos realizados, seja incrementando o grau
das variáveis polinomiais, seja aumentando o valor de d, não houve melhorias nos valores
dos limitantes determinados. De fato, o diagrama de valores singulares, apresentado na
Figura 3.1, da matriz de transferência do sistema (3.12) conectado a um filtro robusto não
mínimo de ordem nf = 4mostra que não há diferença entre o custo garantido determinado
e a norma de pior caso do sistema para este exemplo.
Nos próximos dois exemplos, assume-se que os filtros robustos projetados sejam
estritamente próprios, ou seja, Dˆ = 0.
Exemplo 3.12. Seja o seguinte sistema discreto incerto LTI proposto em Geromel et al.
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Figura 3.1 – Diagrama de valores singulares da matriz de transferência do erro de esti-
mação (3.3) para o sistema (3.12) utilizando um filtro robusto de ordem não
mínima nf = 4.
(2000):
A =

 0.9 0.1 + 0.06α
0.01 + 0.05β 0.9

 , Bw =

1 0 0
0 1 0

 ,
Cy =
[
1 0
]
, Cz =
[
1 1
]
, Dyw =
[
0 0
√
2
]
, Dzw =
[
0 0 0
]
,
(3.47)
sendo |α| ≤ 1 e |β| ≤ 1. Uma representação politópica com 4 vértices é obtida avaliando
os valores de α e β nos extremos de cada intervalo.
Considerando as matrizes Φ1, Φ2 e Φ3 dadas em (3.13) e, também, geradas
pseudoaleatoriamente com uma semente de 89 (como reportado no Exemplo 3.11), são
aplicadas as condições do Teorema 3.9, com d = {0, 1, 2, 3, 4, 5}, para a síntese de filtros
robustos não mínimos com custo garantido H2 para o sistema (3.47). Ademais, para fins
de comparação, o método de Lee e Joo (2014) também é utilizado para sintetizar filtros
robustos de ordem não mínima. Em todos os casos, as variáveis polinomiais possuem graus
g = {1, 2}. Os resultados obtidos, assim como a complexidade numérica para se obter uma
solução, são reportados na Tabela 3.4.
Os limitantes determinados pelo Teorema 3.9 tornam-se menos conservadores
(menores) com o aumento da ordem nf dos filtros robustos projetados e, também, com o
incremento do grau das variáveis polinomiais. Assim como no Exemplo 3.11, os valores dos
limitantes dependem das escolhas feitas para as matrizes Φ1, Φ2 e Φ3 na fase de projeto
e, aparentemente, essas matrizes devem ser escolhidas caso a caso para garantir o melhor
desempenho em termos da norma do sistema. Além disso, aumentar o grau g das variáveis
polinomiais implica em uma maior complexidade de projeto, ao passo que aumentar a
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Tabela 3.4 – Limitantes da norma H2 para o sistema (3.47) utilizando filtros de ordem
não mínima sintetizados por meio do Teorema 3.9 com variáveis polinomiais
de grau g = {1, 2} e matrizes Φ1, Φ2 e Φ3 geradas como em (3.13) e pseu-
doaleatoriamente. O número de variáveis V e o número de linhas de LMIs
L envolvidos no procedimento de otimização são, também, fornecidos. Os
resultados obtidos com o método de Lee e Joo (2014) são apresentados para
fins de comparação.
Teorema 3.9 (LEE; JOO, 2014)
g nf R89 (3.13) V L µ V L
1
2 3.4464 3.4464 145 146 3.4595 144 194
3 3.3993 3.4460 233 184 –
4 3.3985 3.3587 340 222 3.3816 286 274
5 3.3637 3.3568 468 260 –
6 3.3053 3.3217 616 298 3.3396 492 354
7 3.2605 3.3217 784 336 –
2
2 3.3833 3.3833 343 310 3.3827 342 390
3 3.3831 3.3745 544 390 –
4 3.3721 3.3103 790 470 3.3066 688 550
5 3.3274 3.3088 1080 550 –
6 3.2937 3.2839 1414 630 3.2915 1194 710
7 3.2393 3.2818 1792 710 –
ordem nf do filtro sintetizado implica em uma maior complexidade de implementação;
configurando, portanto, uma relação de compromisso entre simplicidade de implementação
e custo computacional para a obtenção de uma solução para o problema.
Por fim, não foi observada uma melhoria tão acentuada entre os limitantes
obtidos pela técnica proposta e pelo método de Lee e Joo (2014) quanto no caso H∞,
sendo os limitantes fornecidos por ambos os métodos equiparáveis.
Exemplo 3.13. Este exemplo visa analisar a influência das escolhas das matrizes Φ1, Φ2
e Φ3 sobre os limitantes da norma H2 de um sistema discreto incerto LTI. O procedi-
mento para a geração das matrizes é o mesmo descrito no Exemplo 3.11, isto é, a função
Matlab R© rand com sementes 17 e 89 é utilizada para construir Φ1 triangular superior e
Φ2 e Φ3 retangulares. Assume-se que o raio espectral de Φ1 seja ou 0.3 ou 0.9. Outrossim,
é também considerada a estrutura particular (3.13) para tais matrizes.
O seguinte sistema, proposto em Shaked et al. (2001), é adotado para proceder
às análises:
A =

0 −0.8187 + δ
1 −0.9854 + 2δ

 , Bw =

−6 0
1 0

 ,
Cy =
[
−100 10
]
, Cz =
[
1 0
]
, Dyw =
[
0 1
]
, Dzw =
[
0 0
]
,
(3.48)
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sendo |δ| ≤ 0.08.
Para esse sistema, um filtro robusto de ordem completa, nf = n, sintetizado
por meio do Teorema 3.9 com variáveis polinomiais de grau g = 2 fornece um custo
garantido H2 de µ = 7.9938. Utilizando os conjuntos de matrizes Φ1, Φ2 e Φ3 gerados
pseudoaleatoriamente, obtêm-se os limitantes µ0.317 , µ
0.9
17 , µ
0.3
89 e µ
0.9
89 para a norma H2,
que são apresentados na Tabela 3.5. Os valores subscritos indicam a semente utilizada
e os valores sobrescritos indicam o raio espectral da matriz Φ1. Ademais, os valores dos
limitantes obtidos com a estrutura (3.13) são identificados na tabela por µc. Para os
filtros robustos de diferentes ordens, os menores limitantes para a norma H2 encontram-
se destacados na tabela.
Tabela 3.5 – Influência da escolha das matrizes Φ1, Φ2 e Φ3 sobre os limitantes da norma
H2 em função da ordem do filtro robusto sintetizado.
nf µ
0.3
17 µ
0.9
17 µ
0.3
89 µ
0.9
89 µc
3 7.9239 7.9860 7.9693 7.9909 7.9921
4 7.8451 7.9690 7.6433 7.4935 7.7102
5 7.5522 7.7322 7.6393 7.4800 7.7062
6 7.5517 7.5004 7.5097 7.4602 7.3623
7 7.3623 7.4122 7.4397 7.4577 7.3623
8 7.3623 7.3881 7.3623 7.3623 7.3623
9 7.3623 7.3667 7.3623 7.3623 7.3623
Pode ser observado que nenhuma escolha garantiu sistematicamente que o
menor limitante fosse obtido para cada ordem dos filtros sintetizados. Não obstante, es-
truturar as matrizes como em (3.13) demonstra ser uma opção interessante, pois é uma
alternativa simples e que apresenta desempenhos satisfatórios com o aumento da ordem
do filtro robusto.
Na Figura 3.2 são apresentados os valores da norma H2 do sistema (3.48)
obtidos por meio de um procedimento de grid fino sobre o valor do parâmetro incerto δ
do sistema utilizando um filtro robusto de ordem nf = 6 sintetizado com matrizes Φ1, Φ2
e Φ3 constantes dadas em (3.13). Por meio deste procedimento, o valor da norma H2 de
pior caso para o sistema incerto aumentado considerado foi 7.3623, o qual corresponde
ao limitante obtido para o filtro sintetizado, representado na figura pela linha vermelha
tracejada.
3.4 Conclusões
Neste capítulo foi introduzida uma metodologia de projeto para a síntese de
filtros de ordem não mínima para sistemas discretos incertos LTI. A metodologia consiste
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Figura 3.2 – Valores da norma H2 obtidos para o sistema (3.48) por meio de um proce-
dimento de grid fino na incerteza do sistema.
em construir um sistema auxiliar aumentado não observável com matrizes constantes,
escolhidas pelo projetista, e projetar um filtro de ordem completa para esse novo sis-
tema. As condições de síntese são descritas em termos de LMIs robustas, posteriormente
programadas em termos de relaxações LMIs, com matrizes de Lyapunov e variáveis de
folga polinomialmente dependentes de parâmetros de modo a reduzir o conservadorismo
e produzir menores limitantes para as normas H2 e H∞. A simples aplicação de con-
dições da literatura para projetar um filtro de ordem completa para o sistema auxiliar
aumentado não é capaz de prover melhorias, em termos de menores limitantes, com o
aumento da ordem do filtro, o que só é possível com as condições obtidas com a estratégia
de projeção proposta neste trabalho, por explorar a estrutura particular do problema.
Exemplos numéricos são fornecidos para demonstrar as vantagens do método proposto
quando comparado a outras técnicas de filtragem com ordem não mínima.
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4 Filtros de ordem não mínima especializados
O Capítulo 3 discorreu sobre procedimentos de síntese para filtros robustos de
ordem não mínima para sistemas discretos incertos LTI com custos garantidos H2 e H∞.
Como visto, uma estrutura particular e de simples escolha para as matrizes constantes
utilizadas para aumentar a ordem do sistema em estudo foi capaz de, graças às condi-
ções de síntese desenvolvidas que exploram a ordem não mínima do filtro, produzir bons
resultados em termos da redução dos limitantes para os custos garantidos. Inspirando-se
na potencialidade dessa estrutura, este capítulo aborda especializações para os filtros de
ordem não mínima propostos, nomeadamente, filtros com memória e smoothers.
4.1 Filtros robustos com memória de saída
Um filtro robusto discreto LTI pode ser descrito pela seguinte realização no
espaço de estados
xˆ(k + 1) = Aˆ xˆ(k) +
d−1∑
ℓ=0
Bˆℓ y(k − ℓ)
zˆ(k) = Cˆ xˆ(k) +
d−1∑
ℓ=0
Dˆℓ y(k − ℓ)
(4.1)
na qual xˆ(k) ∈ Rnˆ, zˆ(k) ∈ Rp, e d ≥ 1 corresponde ao número de saídas passadas
empregadas na estrutura do filtro; com d = 1 tem-se um filtro robusto padrão e, com
d > 1, tem-se um filtro com memória. Note que o filtro (4.1) possui uma representação
no espaço de estados aumentado dada por
xf (k + 1) = Af xf (k) +Bf y(k)
zf (k) = Cf xf(k) +Df y(k)
(4.2)
sendo
xf (k) =
[
y(k − d+ 1)T · · · y(k − 1)T xˆ(k)
]T
(4.3)
e

 Af Bf
Cf Df

 =


0 I 0 0
. . . . . .
...
. . . I 0
0 0 0 I
Bˆd−1 Bˆd−2 · · · Bˆ1 Aˆ Bˆ0
Dˆd−1 Dˆd−2 · · · Dˆ1 Cˆ Dˆ0


(4.4)
o que revela que a ordem do filtro a ser projetado é, na verdade, nf = nˆ + (d − 1)q.
Ademais, a realização (4.2) reflete o fato de o filtro requerer somente a entrada y(k) a
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cada instante, sendo as entradas passadas armazenadas internamente. O vetor de estados
x˜(k) do sistema (3.7) é escolhido como
x˜(k) =
[
y(k − d+ 1)T · · · y(k − 1)T x(k)T
]T ∈ Rn+(d−1)q, (4.5)
sendo x(k) o vetor de estados do sistema (3.1), e as matrizes aumentadas, dadas em (3.8),
são redefinidas para


A˜(ξ) B˜w(ξ)
C˜y(ξ) D˜yw(ξ)
C˜z(ξ) D˜zw(ξ)

 =


Φ1 Φ2 Φ3
0 A˘(ξ) B˘w(ξ)
0 C˘y(ξ) D˘yw(ξ)
0 C˘z(ξ) D˘zw(ξ)


(4.6)
com
A˘(ξ) =

0 Cy(ξ)
0 A(ξ)

 , B˘w(ξ) =

Dyw(ξ)
Bw(ξ)

 ,
C˘y(ξ) =

I 0
0 Cy(ξ)

 , D˘yw(ξ) =

 0
Dyw(ξ)

 ,
C˘z(ξ) =
[
0 Cz(ξ)
]
, D˘zw(ξ) = Dzw(ξ),
(4.7)
e Φ3 = 0,
Φ1 =


0 I 0
. . . . . .
. . . I
0 0


∈ R(d−2)q×(d−2)q , Φ2 =


0 0
...
...
0 0
I 0


∈ R(d−2)q×(n+q). (4.8)
Devido à característica aumentada das matrizes em (4.7), a definição das ma-
trizes do sistema (3.5) é um pouco diferente da apresentada em (3.10), sendo dada por

 A(ξ) B(ξ)
C(ξ) D(ξ)

 =


Φ1 Φ2 0 0
0 A˜(ξ) 0 B˜w(ξ)
Γ2 Γ1C˜y(ξ) Aˆ Γ1D˜yw(ξ)
−Θ2 C˜z(ξ)−Θ1C˜y(ξ) −Cˆ D˜zw(ξ)−Θ1D˜yw(ξ)


(4.9)
com
Γ1 =
[
Bˆ1 Bˆ0
]
, Γ2 =
[
Bˆd−1 · · · Bˆ2
]
,
Θ1 =
[
Dˆ1 Dˆ0
]
, Θ2 =
[
Dˆd−1 · · · Dˆ2
]
.
(4.10)
A dimensão nˆ do filtro é escolhida igual a n+q, que corresponde à dimensão da
matriz A˘(ξ) dada em (4.7). Assim, a realização (4.2) do filtro com memória de saída possui
ordem nf = n + dq, d ≥ 1. Entretanto, impondo adequadamente uma estrutura para as
variáveis do filtro, é possível sintetizar um filtro robusto de ordem completa, nf = n, a
partir das condições apresentadas nos teoremas subsequentes.
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Teorema 4.1. Para um d ≥ 1 dado, se existirem matrizes P2(ξ) ∈ R(n+q)×(d−2)q, P3(ξ) ∈
R(n+q)×(d−2)q, P5(ξ) ∈ R(n+q)×(n+q), J(ξ) ∈ R(d−2)q×(n+q), K(ξ) ∈ R(n+q)×(n+q), X(ξ) ∈
R(n+q)×(n+q), Y (ξ) ∈ R(n+q)×(n+q), U(ξ) ∈ R(n+q)×(n+q), V (ξ) ∈ Rm×(n+q), S ∈ R(n+q)×(n+q),
Q ∈ R(n+q)×(n+q), F1 ∈ R(n+q)×2q, F2 ∈ R(n+q)×(d−2)q, L ∈ Rp×(n+q), R1 ∈ Rp×2q,
R2 ∈ Rp×(d−2)q, matrizes simétricas P1(ξ) ∈ R(d−2)q×(d−2)q , P4(ξ) ∈ R(n+q)×(n+q) e P6(ξ) ∈
R(n+q)×(n+q) e um escalar γ > 0 satisfazendo as desigualdades
P(ξ) ≻ 0, (4.11)
Q(ξ) + X (ξ)R(ξ) +R(ξ)TX (ξ)T ≺ 0, (4.12)
para todo ξ ∈ ΞN , com
P(ξ) =


P1(ξ) P2(ξ)
T P3(ξ)
T
P2(ξ) P4(ξ) P5(ξ)
T
P3(ξ) P5(ξ) P6(ξ)

 , (4.13)
R(ξ) =

 0 A˘(ξ) 0 −I 0 B˘w(ξ) 0
F2 F1C˘y(ξ) Q 0 −S F1D˘yw(ξ) 0

 , (4.14)
X (ξ) =

J(ξ)T K(ξ)T X(ξ)T Y (ξ)T U(ξ)T V (ξ)T 0
0 0 0 I I 0 0


T
, (4.15)
Q(ξ) =


ΦT1 P1(ξ)Φ1 − P1(ξ) ⋆ ⋆ ⋆
ΦT2 P1(ξ)Φ1 − P2(ξ) ΦT2 P1(ξ)Φ2 − P4(ξ) ⋆ ⋆
−P3(ξ) −P5(ξ) −P6(ξ) ⋆
P2(ξ)Φ1 P2(ξ)Φ2 0 P4(ξ)
P3(ξ)Φ1 P3(ξ)Φ2 0 P5(ξ)
0 0 0 0
−R2 C˘z(ξ)−R1C˘y(ξ) −L 0
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
P6(ξ) ⋆ ⋆
0 −Im ⋆
0 D˘zw(ξ)− R1D˘yw(ξ) −γ2Ip


, (4.16)
então existe uma realização

 Aˆ Bˆd−1 · · · Bˆ0
Cˆ Dˆd−1 · · · Dˆ0

 =

 S−1Q S−1F
L R

 ,
F =
[
F2 F1
]
, R =
[
R2 R1
] (4.17)
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para a qual a conexão do filtro robusto (4.1), de dimensão nf = n + dq, com o sistema
incerto (3.1) assegura ‖Hwe(ζ, ξ)‖∞ < γ para todo ξ ∈ ΞN .
Demonstração. Assuma que (4.11) e (4.12) são factíveis. Notando que o bloco (5, 5) da
condição (4.12) corresponde a S + ST ≻ P6(ξ) e que P6(ξ) ≻ 0 devido à condição (4.11),
conclui-se que S é não singular. Utilizando o Lema de Finsler e definindo a matriz
N (ξ) =


I 0 0 0 0
0 I 0 0 0
0 0 I 0 0
0 A˘(ξ) 0 B˘w(ξ) 0
S−1F2 S
−1F1C˘y(ξ) S
−1Q S−1F1D˘yw(ξ) 0
0 0 0 I 0
0 0 0 0 I


que forma uma base para o espaço nulo de R(ξ), multiplique (4.12) à direita por N (ξ) e
à esquerda por N (ξ)T para obter
0 ≻ N (ξ)T
(
Q(ξ) + X (ξ)R(ξ) +R(ξ)TX (ξ)T
)
N (ξ)
=


A(ξ)TP(ξ)A(ξ)−P(ξ) ⋆ ⋆
B(ξ)TP(ξ)A(ξ) B(ξ)TP(ξ)B(ξ)− I ⋆
C(ξ) D(ξ) −γ2I

 , (4.18)
sendo A(ξ), B(ξ), C(ξ) e D(ξ) como dadas em (4.9) após a substituição das variáveis do fil-
tro (4.17). Além disso, o lado direito da desigualdade (4.18) é equivalente à condição (2.25)
por meio de um complemento de Schur.
Uma implicação direta da estruturação do problema é que o Teorema 4.1 pro-
duz um filtro robusto de ordem nf = n+ q para d = 1, ou seja, a ordem do filtro é maior
do que a ordem do sistema mesmo no caso de apenas a saída corrente ser considerada no
processo de síntese. Sem embargo, escolhendo uma estrutura particular para as variáveis
de síntese, é possível obter um filtro robusto de ordem completa nf = n como delineado
no lema a seguir.
Lema 4.2. Um filtro de ordem completa nf = n com custo garantido H∞ pode ser sinteti-
zado a partir das condições do Teorema 4.1, com d = 1, se existir um ε > 0 suficientemente
pequeno e matrizes
P4(ξ) =

εIq 0
0 P˜4(ξ)

 , P5(ξ) =

εIq 0
0 P˜5(ξ)

 , P6(ξ) =

2εIq 0
0 P˜6(ξ)

 , (4.19)
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S =

2εIq 0
0 S˜

 , Q =

0q 0
0 Q˜

 , F1 =

0q 0
0 F˜1

 , (4.20)
L =
[
0 L˜
]
, R1 =
[
0 R˜1
]
, (4.21)
Y (ξ) =

εIq 0
0 Y˜ (ξ)

 , U(ξ) =

0 0
0 U˜

 , K(ξ) = 0n+q, (4.22)
X(ξ) = 0n+q, V (ξ) = 0m×(n+q) (4.23)
tais que as condições (4.11) e (4.12) sejam verificadas para todo ξ ∈ ΞN .
Demonstração. Imponha as estruturas (4.19)–(4.22) às correspondentes matrizes do Te-
orema 4.1 e note que as demais matrizes P1(ξ), P2(ξ), P3(ξ), J(ξ), Φ1, Φ2, F2 e R2 não
estão presentes para d = 1. Assim, obtém-se a condição


−εI ⋆ ⋆ ⋆ ⋆ ⋆
0 −P˜4(ξ) ⋆ ⋆ ⋆ ⋆
−εI 0 −2εI ⋆ ⋆ ⋆
0 −P˜5(ξ) 0 −P˜6(ξ) ⋆ ⋆
0 εCy(ξ) 0 0 −εI ⋆
0 Y˜ (ξ)A(ξ) + F˜1 Cy(ξ) 0 Q˜ 0 P˜4(ξ)− Y˜ (ξ)− Y˜ (ξ)T
0 0 0 0 −ε 0
0 U˜(ξ)A(ξ) + F˜1 Cy(ξ) 0 Q˜ 0 P˜5(ξ)− U˜(ξ)− S˜T
0 0 0 0 εDyw(ξ)
T Bw(ξ)
T Y˜ (ξ)T +Dyw(ξ)
T F˜ T1
0 Cz(ξ) + R˜1 Cy(ξ) 0 −L˜ 0 0
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆
−2ε ⋆ ⋆ ⋆
0 P˜6(ξ)− S˜ − S˜T ⋆ ⋆
0 Bw(ξ)
T U˜(ξ)T +Dyw(ξ)
T F˜ T1 −I ⋆
0 0 Dzw(ξ) + R˜1 Dyw(ξ) −γ2I


≺ 0.
Permutando linhas e colunas, tem-se
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

−εI ⋆ ⋆ ⋆ ⋆
−εI −2εI ⋆ ⋆ ⋆
0 0 −εI ⋆ ⋆
0 0 −εI −2εI ⋆
0 0 εCy(ξ)
T 0 −P˜4(ξ)
0 0 0 0 −P˜5(ξ)
0 0 0 0 Y˜ (ξ)A(ξ) + F˜1 Cy(ξ)
0 0 0 0 U˜(ξ)A(ξ) + F˜1 Cy(ξ)
0 0 εDyw(ξ)
T 0 0
0 0 0 0 Cz(ξ) + R˜1 Cy(ξ)
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
−P˜6(ξ) ⋆ ⋆
Q˜ P˜4(ξ)− Y˜ (ξ)− Y˜ (ξ)T ⋆
Q˜ P˜5(ξ)− U˜(ξ)− S˜T P˜6(ξ)− S˜ − S˜T
0 Bw(ξ)
T Y˜ (ξ)T +Dyw(ξ)
T F˜ T1 Bw(ξ)
T U˜(ξ)T +Dyw(ξ)
T F˜ T1
−L˜ 0 0
⋆ ⋆
⋆ ⋆
⋆ ⋆
⋆ ⋆
⋆ ⋆
⋆ ⋆
⋆ ⋆
⋆ ⋆
−I ⋆
Dzw(ξ) + R˜1 Dyw(ξ) −γ2I


≺ 0,
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que, por complemento de Schur, resulta em


−P˜4(ξ) ⋆ ⋆
−P˜5(ξ) −P˜6(ξ) ⋆
Y˜ (ξ)A(ξ) + F˜1 Cy(ξ) Q˜ P˜4(ξ)− Y˜ (ξ)− Y˜ (ξ)T
U˜(ξ)A(ξ) + F˜1 Cy(ξ) Q˜ P˜5(ξ)− U˜(ξ)− S˜T
0 0 Bw(ξ)
T Y˜ (ξ)T +Dyw(ξ)
T F˜ T1
Cz(ξ) + R˜1 Cy(ξ) −L˜ 0
⋆ ⋆ ⋆
⋆ ⋆ ⋆
⋆ ⋆ ⋆
P˜6(ξ)− S˜ − S˜T ⋆ ⋆
Bw(ξ)
T U˜(ξ)T +Dyw(ξ)
T F˜ T1 −I ⋆
0 Dzw(ξ) + R˜1 Dyw(ξ) −γ2I


+ ε


0 0 Cy(ξ)
T 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 Dyw(ξ)
T 0
0 0 0 0




0 0 Cy(ξ)
T 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 Dyw(ξ)
T 0
0 0 0 0


T
≺ 0.
Para um valor de ε suficientemente pequeno, a condição obtida é equivalente às condições
para síntese de filtros robustos de ordem completa reportadas em Lacerda et al. (2011),
com uma escolha apropriada das variáveis de folga.
Pode-se inferir a partir do Lema 4.2 que um limitante para a norma H∞
computado para um filtro robusto de ordem nf = n+ q associado ao sistema (3.7) é, pelo
menos, igual ao limitante computado para um filtro de ordem nf = n sintetizado, por
exemplo, com as condições de Lacerda et al. (2011).
Condições para a síntese de filtros robustos com memória de saída e com custo
garantido H2 são reportadas no teorema subsequente.
Teorema 4.3. Para um d ≥ 1 dado, se existirem matrizes simétricas M(ξ) ∈ Rp×p,
P1(ξ) ∈ R(d−2)q×(d−2)q , P4(ξ) ∈ R(n+q)×(n+q), P6(ξ) ∈ R(n+q)×(n+q), matrizes P2(ξ) ∈
R(n+q)×(d−2)q, P3(ξ) ∈ R(n+q)×(d−2)q, P5(ξ) ∈ R(n+q)×(n+q), J(ξ) ∈ R(d−2)q×(n+q), K(ξ) ∈
R(n+q)×(n+q), X(ξ) ∈ R(n+q)×(n+q), Y (ξ) ∈ R(n+q)×(n+q), U(ξ) ∈ R(n+q)×(n+q), V (ξ) ∈
Rm×(n+q), S ∈ R(n+q)×(n+q), Q ∈ R(n+q)×(n+q), F1 ∈ R(n+q)×2q, F2 ∈ R(n+q)×(d−2)q,
L ∈ Rp×(n+q), R1 ∈ Rp×2q, R2 ∈ Rp×(d−2)q, e um escalar µ > 0 satisfazendo as desi-
Capítulo 4. Filtros de ordem não mínima especializados 58
gualdades
Tr(M(ξ)) ≺ µ2, (4.24)

M(ξ) ⋆ ⋆
C(ξ)T P(ξ) ⋆
D(ξ)T 0 Im

 ≻ 0, (4.25)
Q(ξ) + X (ξ)R(ξ) +R(ξ)TX (ξ)T ≻ 0 (4.26)
para todo ξ ∈ ΞN , com P(ξ) como em (4.13) e
C(ξ) =
[
−R2 C˘z(ξ)− R1C˘y(ξ) −L
]
, (4.27)
D(ξ) = D˘zw(ξ)−R1D˘yw(ξ), (4.28)
X (ξ) =

J(ξ)T K(ξ)T X(ξ)T Y (ξ)T U(ξ)T V (ξ)T
0 0 0 I I 0


T
, (4.29)
R(ξ) =

 0 A˘(ξ) 0 I 0 B˘(ξ)
F2 F1 C˘y(ξ) Q 0 S F1 D˘yw(ξ)

 , (4.30)
Q(ξ) =


P1(ξ)− ΦT2 P1(ξ)Φ2 ⋆ ⋆ ⋆ ⋆ ⋆
P2(ξ)− ΦT1 P1(ξ)Φ2 P4(ξ)− ΦT1 P1(ξ)Φ1 ⋆ ⋆ ⋆ ⋆
P3(ξ) P5(ξ) P6(ξ) ⋆ ⋆ ⋆
P2(ξ)Φ2 P2(ξ)Φ1 0 −P4(ξ) ⋆ ⋆
P3(ξ)Φ2 P3(ξ)Φ1 0 −P5(ξ) −P6(ξ) ⋆
0 0 0 0 0 Im


(4.31)
então existe uma realização dada em (4.17) para a qual a conexão do filtro robusto (4.1),
de dimensão nf = n + dq, com o sistema incerto (3.1) assegura ‖Hwe(ζ, ξ)‖2 < µ para
todo ξ ∈ ΞN .
Demonstração. Suponha que (4.24)–(4.26) são factíveis. Multiplicando a condição (4.25)
à direita e à esquerda por T = diag (Ip,P(ξ)−1, Im) e substituindo as variáveis do filtro
dadas em (4.17), obtém-se


M(ξ) ⋆ ⋆
W(ξ)C(ξ)T W(ξ) ⋆
D(ξ)T 0 I

 ≻ 0
que é equivalente à condição (2.20) por meio de um complemento de Schur e comW(ξ) =
P(ξ)−1. As matrizes C(ξ) e D(ξ) são dadas em (4.9).
Para provar a condição (4.26), constata-se primeiramente que S é não singular
devido ao bloco (5, 5) dessa condição corresponder a S+ST ≻ P6(ξ) e que P6(ξ) ≻ 0 pela
condição (4.25). Utilizando o Lema de Finsler e definindo, então, a seguinte base para o
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espaço nulo de R(ξ)
N (ξ) =


−I 0 0 0
0 −I 0 0
0 0 −I 0
0 A˘(ξ) 0 B˘(ξ)
S−1F2 S
−1F1C˘y(ξ) S
−1Q S−1F1D˘yw(ξ)
0 0 0 −I


,
multiplica-se (4.26) à direita por N (ξ) e à esquerda por N (ξ)T resultando, assim, em
0 ≺ N (ξ)T (Q(ξ) + X (ξ)R(ξ) +R(ξ)TX (ξ)T )N (ξ)
=

P(ξ)− A(ξ)TP(ξ)A(ξ) −A(ξ)TP(ξ)B(ξ)
−B(ξ)TP(ξ)A(ξ) I − B(ξ)TP(ξ)B(ξ)

 .
Aplicando um complemento de Schur ao lado direito da desigualdade acima produz

P(ξ) P(ξ)A(ξ) P(ξ)B(ξ)
⋆ P(ξ) 0
⋆ ⋆ I

 ≻ 0,
e multiplicando à direita e à esquerda por T = diag(P(ξ)−1,P(ξ)−1, Im) tem-se exata-
mente a condição (2.15), com W(ξ) = P(ξ)−1 Além disso, as matrizes A(ξ) e B(ξ) são
como em (4.9) após substituir as variáveis do filtro (4.17).
As mesmas considerações tecidas acerca da norma H∞ são extensíveis para o
caso da norma H2, quer dizer, é possível sintetizar um filtro robusto de ordem completa
escolhendo a estrutura das variáveis do problema como proposto no Lema 4.2 e, ademais,
é garantido que um limitante para a norma H2 determinado para um filtro robusto de
ordem nf = n+ q não é mais conservador do que um limitante computado para um filtro
robusto de ordem completa.
Observação 4.4. Como relatado no trabalho de Kalman (1960), para um sistema precisa-
mente conhecido, toda a informação necessária para a obtenção de um filtro ótimo para
o sistema está disponível na saída atual do sistema. De fato, é verificado numericamente
que aplicando as condições do Teorema 4.1 ou do Teorema 4.3 a um sistema precisamente
conhecido, resulta em matrizes Bˆℓ e Dˆℓ, ℓ = 1, . . . , d− 1, com valores muito próximos de
zero, ou seja, a dinâmica extra introduzida por meio das saídas passadas utilizadas na
estrutura do filtro é desprezada pelo procedimento de síntese, sendo unicamente relevante
a medida da saída corrente do sistema.
Um fato interessante a respeito da estrutura de síntese proposta para os filtros
com memória de saída, e que pode ser considerado uma generalização do procedimento
descrito no Lema 4.2, é que zerando adequadamente algumas matrizes do filtro robusto
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a ser sintetizado para um dado d ≥ 1, obtém-se um filtro robusto de ordem inferior a
nf = n + dq. Esses filtros são denominados nesta tese por filtros de ordem incompleta e
são retratados com maiores detalhes na próxima subseção.
4.1.1 Filtros de ordem incompleta
Os filtros robustos sintetizados por meio dos Teoremas 4.1 e 4.3 são de ordem
nf = n + dq, d ≥ 1. Contudo, considerando a estrutura particular da realização do
filtro (4.4), é possível impor restrições sobre as matrizes de projeto S, Q, F1, F2, L,
R1, R2 de forma a produzir filtros cuja ordem seja nf = n + (d − t)q, 0 ≤ t ≤ d.
O procedimento para redução da ordem dos filtros é realizado de maneira sistemática,
zerando, primeiramente, as matrizes referentes às entradas mais antigas (y(k−d+1), y(k−
d+ 2), . . . ).
De fato, a partir da realização (4.4) para t ≤ d− 1, é suficiente impor que
Bˆℓ = 0, Dˆℓ = 0, ℓ = d− t, . . . , d− 1, 1 ≤ t ≤ d− 1. (4.32)
Em termos de variáveis de projeto e considerando a realização (4.17), as restrições (4.32)
equivalem aos seguintes casos:
• Para t ≤ d− 2, deve-se fixar
F2,ℓ = 0, R2,ℓ = 0, ℓ = d− t, . . . , d− 1 (4.33)
sendo
F2 =
[
F2,d−1 · · · F2,2
]
, R2 =
[
R2,d−1 · · · R2,2
]
correspondente aos blocos das matrizes F2 e R2.
• Para t = d− 1, além das restrições (4.33) também é necessário impor
F1,1 = 0, R1,1 = 0 (4.34)
com
F1 =
[
F1,1 F1,0
]
, R1 =
[
R1,1 R1,0
]
.
Outrossim, o caso t = d, que corresponde a um filtro de ordem completa, pode
ser igualmente tratado impondo as restrições (4.33) e (4.34) e, também,
S2,1 = Q2,1 = 0, L1,1 = 0, (4.35)
correspondendo, respectivamente, aos blocos das variáveis matriciais
S =

S1,1 S1,2
S2,1 S2,2

 , Q =

Q1,1 Q1,2
Q2,1 Q2,2

 , L = [L1,1 L1,2] .
Capítulo 4. Filtros de ordem não mínima especializados 61
As restrições (4.33)–(4.35) produzem filtros de menor ordem pelo fato da rea-
lização (4.4) estar na forma canônica observável de Kalman (KAILATH, 1980). Note que
para um certo d, o menor limitante sempre é obtido com t = 0 e com a ordem do filtro
nf = n + dq. O aspecto mais intrigante das restrições apresentadas é que, com escolhas
convenientes de d e t, pode-se construir filtros de uma certa ordem nf que produzam limi-
tantes menores do que o filtro robusto de ordem nf obtido com t = 0. A principal razão
para esse fato advém das matrizes P1(ξ) a P6(ξ), J(ξ), K(ξ), X(ξ), Y (ξ), U(ξ) e V (ξ)
estarem presentes nas condições em sua forma irrestrita e auxiliarem na determinação de
limitantes superiores mais justos para ambas as normas.
4.1.2 Exemplos numéricos ilustrativos
Os exemplos numéricos apresentados na sequência ilustram as benesses dos
métodos propostos nessa seção para o provimento de filtros robustos com custo garantido
H∞ ou H2.
Exemplo 4.5. Considere novamente o modelo do sistema incerto discreto LTI dado
em (3.12). O método proposto no Teorema 4.1 é aplicado ao sistema para sintetizar filtros
robustos de ordem nf = n + dq, d = {1, 2, 3, 4}, sendo g = {1, 2} os graus das variáveis
polinomiais envolvidas. Os resultados obtidos, bem como o número de variáveis de otimi-
zação V e de linhas de LMIs L, são indicados na Tabela 4.1. Para efeitos de comparação,
o método de Lee e Joo (2014), apresentado no Exemplo 3.11, é também reportado na
tabela.
Tabela 4.1 – Limitantes obtidos para a norma H∞ do sistema (3.12) conectado aos filtros
com memória de saída sintetizados por meio do Teorema 4.1 e, também, aos
filtros obtidos a partir das condições apresentadas por Lee e Joo (2014). O
número de variáveis de otimização V e de linhas de LMIs L é igualmente
apresentado.
Teorema 4.1 (LEE; JOO, 2014)
nf d g = 1 V L g = 2 V L g = 1 V L g = 2 V L
2 1 3.3167 137 54 3.2427 197 74 3.7231 74 38 3.2424 104 52
4 2 1.5284 149 54 1.1528 209 74 1.4330 148 58 1.1902 212 80
5 3 1.3714 173 59 1.1472 243 81 – – – – – –
6 4 1.3594 199 64 1.1472 280 88 1.1884 254 78 1.1472 368 108
Pode-se observar que os limitantes para a norma H∞ determinados tendem a
ser menores conforme a ordem do filtro sintetizado aumenta. Além disso, para a estrutura
proposta para o filtro robusto, os limitantes obtidos com g = 1 ficaram aquém dos corres-
pondentes limitantes determinados pelo método de Lee e Joo (2014), indicando que, neste
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caso, a condição proposta tende a ser mais conservadora. Note que o número de variáveis
de otimização envolvidas na determinação do custo garantido por meio do Teorema 4.1 é,
em geral, menor do que em Lee e Joo (2014).
Para ilustrar o procedimento de síntese de filtros de ordem incompleta, con-
sidere filtros robustos com memória de ordem nf = {2, 3, 4, 5, 6} com d = {1, 2, 3, 4} e
escolha t ≤ d tal que nf = n + (d − t)q. Os resultados apresentados na Tabela 4.1 são,
assim, completados como reportado na Tabela 4.2. As linhas em destaque na tabela cor-
respondem aos filtros robustos obtidos sem a imposição de estrutura às variáveis, ou seja,
nf = n + dq (exceto pela primeira linha da tabela, na qual foi necessário impor uma
estrutura às variáveis envolvidas na recuperação das matrizes do filtro para que um filtro
robusto de ordem completa pudesse ser obtido das condições propostas).
Tabela 4.2 – Limitantes obtidos para a norma H∞ do sistema (3.12) conectado aos filtros
com memória de saída de ordem incompleta sintetizados por meio do Teo-
rema 4.1. O número de variáveis de otimização V e de linhas de LMIs L é
igualmente apresentado.
g = 1 g = 2
nf d t γ V L γ V L
2 1 1 3.3167 137 54 3.2427 197 74
3 1 0 1.5284 139 54 1.1527 199 74
3 2 1 1.5284 145 54 1.1527 205 74
3 3 2 1.3851 165 59 1.1527 235 81
3 4 3 1.3848 187 64 1.1527 268 88
4 2 0 1.5284 149 54 1.1527 209 74
4 3 1 1.3851 169 59 1.1527 239 81
4 4 2 1.3848 191 64 1.1527 272 88
5 3 0 1.3714 173 59 1.1468 243 81
5 4 1 1.3644 195 64 1.1468 276 88
6 4 0 1.3594 199 64 1.1468 280 88
Como foi mencionado, de fato o procedimento de sintetizar filtros de ordem in-
completa pode fazer com que menores limitantes sejam determinados para o sistema (3.5)
sem que haja mudança na ordem da realização (4.4). Esse fato corrobora a observação
anterior de que a presença de variáveis extras contribui para a determinação de limitantes
menores para a norma H∞ do sistema.
Exemplo 4.6. Neste exemplo, filtros robustos próprios (Dˆℓ 6= 0, ℓ = 0, . . . , d − 1) com
desempenho garantido H2 são projetados para o sistema discreto incerto LTI descrito
em (3.48). Da mesma forma, a metodologia de síntese de filtros de ordem incompleta
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é também analisada. Para tanto, considere as condições de projeto enunciadas no Teo-
rema 4.3 e assuma que as variáveis dependentes de parâmetros sejam de grau g = {1, 2}.
Um filtro robusto de ordem completa, nf = n, projetado para esse sistema provê os li-
mitantes µ = 0.5992 (g = 1) e µ = 0.5840 (g = 2). Os limitantes encontrados para a
norma H2 do sistema, utilizando filtros robustos de várias ordens nf > n, são apresenta-
dos na Tabela 4.3, na qual as linhas em destaque correspondem aos filtros projetados sem
imposição de estrutura às variáveis.
Tabela 4.3 – Limitantes obtidos para a norma H2 do sistema (3.48) conectado aos filtros
com memória de saída sintetizados por meio do Teorema 4.3.
nf d t g = 1 g = 2
3 1 0 0.5998 0.5637
3 2 1 0.5993 0.5573
3 3 2 0.5917 0.5557
3 4 3 0.5886 0.5546
3 5 4 0.5783 0.5517
4 2 0 0.5988 0.5588
4 3 1 0.5965 0.5585
4 4 2 0.5863 0.5581
4 5 3 0.5807 0.5546
5 3 0 0.5622 0.4885
5 4 1 0.5536 0.4853
5 5 2 0.5430 0.4827
6 4 0 0.5325 0.4771
6 5 1 0.5277 0.4752
7 5 0 0.5254 0.4749
A partir dos resultados apresentados, observa-se que as condições de projeto
tornam-se menos conservadoras conforme a ordem nf do filtro aumenta, como evidenciado
pelos limitantes da norma H2 determinados nas linhas em destaque. Ademais, assumindo
que a ordem do filtro é constante, o incremento de d proporciona também melhorias, mais
sutis todavia, sobre os limitantes da norma, devido à presença das saídas no passado no
sistema aumentado (3.5) e às correspondentes variáveis de folga extras nas condições de
síntese do Teorema 4.3.
4.2 Filtros robustos com memória nos estados
Uma outra formulação para a estrutura de filtros robustos com memória é
considerar que os estados do filtro são armazenados internamente, em vez das saídas do
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sistema como discutido na Seção 4.1. Assim, a realização no espaço de estados do filtro é
dada por
xˆ(k + 1) =
d−1∑
ℓ=0
Aˆℓ xˆ(k − ℓ) + Bˆ y(k)
zˆ(k) =
d−1∑
ℓ=0
Cˆℓ xˆ(k − ℓ) + Dˆ y(k)
(4.36)
com xˆ(k− ℓ) ∈ Rn, ℓ = 0, . . . , d−1, e, utilizando procedimentos similares aos descritos na
Seção 4.1, condições de síntese para filtros robustos com memória nos estados são obtidas.
Vale salientar que os métodos para síntese de filtros robustos com a estrutura (4.36)
correspondem, exatamente, à metodologia proposta em Lee e Joo (2014).
Dando um passo adiante na formulação da estrutura dos filtros robustos,
assume-se que o filtro a ser projetado armazene tanto os estados internos quanto as saídas
medidas do sistema, isto é, o filtro robusto possui a seguinte realização
xˆ(k + 1) =
d−1∑
ℓ=0
(
Aˆℓ xˆ(k − ℓ) + Bˆℓ y(k − ℓ)
)
zˆ(k) =
d−1∑
ℓ=0
(
Cˆℓ xˆ(k − ℓ) + Dˆℓ y(k − ℓ)
) (4.37)
a qual pode ser descrita no espaço de estados aumentado segundo (4.2) com
xf (k) =
[
y(k − d)T xˆ(k − d+ 1) · · · y(k − 2)T xˆ(k − 1) y(k − 1)T xˆ(k)
]T
(4.38)
e

 Af Bf
Cf Df

 =


0 0 Iq 0 0
. . . . . . . . .
. . . . . . . . .
. . . . . . In
...
. . . 0 Iq
0 0 In 0
0 0 0 Iq
0 Aˆd−1 Bˆd−1 · · · Bˆ2 Aˆ1 Bˆ1 Aˆ0 Bˆ0
0 Cˆd−1 Dˆd−1 · · · Dˆ2 Cˆ1 Dˆ1 Cˆ0 Dˆ0


, (4.39)
mostrando que a ordem do filtro a ser projetado é nf = dn+ (d− 1)q. Fica evidente que
para d = 1 o filtro robusto obtido é, de fato, um filtro robusto de ordem completa, nf = n.
A formulação subsequente é válida para todo d > 1.
Devido aos estados passados do filtro precisarem ser considerados na constru-
ção do sistema (3.5), uma reformulação da estrutura desse sistema se faz necessária. Para
que o sistema aumentado (3.5) seja construído de forma sistemática, opta-se, neste ponto,
por descrever as saídas medidas y(k−ℓ), ℓ = 0, . . . , d−1, em termos de suas componentes,
ou seja,
y(k − ℓ) = Cy(ξ)x(k − ℓ) +Dyw(ξ)w(k − ℓ). (4.40)
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Assim, o vetor de estados do sistema (3.5) é precisado como
s(k) =
[
w(k − d)T x(k − d+ 1)T xˆ(k − d+ 1)T · · ·
w(k − 2)T x(k − 1)T xˆ(k − 1)T w(k − 1)T x(k)T xˆ(k)T
]T ∈ R(2n+m)d,
culminando nas seguintes estruturas para as matrizes desse sistema

 A(ξ) B(ξ)
C(ξ) D(ξ)

 =


Φ1 Φ2 Φ3
0 A˜(ξ) B˜w(ξ)
Γ˘(ξ) Γ0(ξ) Bˆ0Dyw(ξ)
Θ˘(ξ) Θ0(ξ) Dzw(ξ)− Dˆ0Dyw(ξ)


(4.41)
com
Φ1 =

0(d−2)(2n+m)×(2n+m) I(d−2)(2n+m)
0(2n+m)×(2n+m) 0(2n+m)×(d−2)(2n+m)

 , Φ2 =

0(d−2)(2n+m)×(2n+m)
I(2n+m)

 , (4.42)
Φ3 = 0(d−1)(2n+m), (4.43)
A˜(ξ) =

0m 0 0
0 A(ξ) 0n

 , B˜w(ξ) =

 Im
Bw(ξ)

 , (4.44)
Γ˘(ξ) =
[
Γd−1(ξ) · · · Γ2(ξ) Γ1(ξ)
]
, (4.45)
Θ˘(ξ) =
[
Θd−1(ξ) · · · Θ2(ξ) Θ1(ξ)
]
, (4.46)
sendo as matrizes Γℓ(ξ) e Θℓ(ξ) como segue:
• se ℓ = 0
Γ0 =
[
Bˆ1Dyw(ξ) Bˆ0Cy(ξ) Aˆ0
]
, Θ0 =
[
−Dˆ1Dyw(ξ) Cz(ξ)− Dˆ0Cy(ξ) −Cˆ0
]
,
• se ℓ = 1, . . . , d− 1
Γℓ =
[
Bˆℓ+1Dyw(ξ) BˆℓCy(ξ) Aˆℓ
]
, Θℓ =
[
−Dˆℓ+1Dyw(ξ) −DˆℓCy(ξ) −Cˆℓ
]
,
Por consistência de representação, assume-se que as matrizes Bˆd e Dˆd sejam
nulas com dimensões apropriadas.
Os dois teoremas apresentados na sequência delineiam os métodos utilizados
para a síntese de filtros robustos com memória nos estados assegurando custos garantidos
H∞ e H2, respectivamente.
Observação 4.7. A descrição das saídas atrasadas em termos de estados e entradas, dada
em (4.40), é feita com o intuito de prover uma formulação alternativa para a síntese de
filtros robustos com memória. De forma similar, o sistema (4.41) poderia ser obtido em
termos de y(k− ℓ), ℓ = 0, . . . , d−1, adaptando a representação apresentada na Seção 4.1.
Não obstante, a realização do filtro robusto com memória nos estados é feita, ainda, em
termos de (4.39).
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Teorema 4.8. Para um d ≥ 1 dado, se existirem matrizes J(ξ) ∈ R(d−1)(2n+m)×(n+m),
K(ξ) ∈ R(2n+m)×(n+m), X(ξ) ∈ R(n+m)×(n+m), Y (ξ) ∈ Rn×(n+m), U(ξ) ∈ Rm×(n+m), S ∈
Rn×n, Qℓ ∈ Rn×n, Fℓ ∈ Rn×q, Lℓ ∈ Rp×n, Rℓ ∈ Rp×q, ℓ = 0, . . . , d − 1, uma matriz
simétrica P (ξ) ∈ Rd(2n+m)×d(2n+m) e um escalar γ > 0 satisfazendo as desigualdades
P (ξ) ≻ 0, (4.47)
N TQ(ξ)N + X (ξ)R(ξ) +R(ξ)TX (ξ)T ≺ 0, (4.48)
para todo ξ ∈ ΞN , sendo
R(ξ) =

 0 A˜(ξ) −In+m 0 B˜w(ξ) 0
Q˘(ξ) Q˜0(ξ) 0 −S F0Dyw(ξ) 0

 , (4.49)
X (ξ) =

J(ξ)T K(ξ)T X(ξ)T Y (ξ)T U(ξ)T 0
0 0 [0n×m In]
T In 0 0


T
, (4.50)
Q(ξ) =


−P (ξ) ⋆ ⋆ ⋆
0 P (ξ) ⋆ ⋆
0 0 −Im ⋆
C(ξ) 0 D(ξ) −γ2Ip


, (4.51)
N =


I(d−1)(2n+m) 0 0 0 0
0 I(2n+m) 0 0 0
Φ1 Φ2 0 Φ3 0
0 0 I(2n+m) 0 0
0 0 0 Im 0
0 0 0 0 Ip


(4.52)
com
C(ξ) =
[
L˘(ξ) L˜0(ξ)
]
, D(ξ) = Dzw(ξ)− R0Dyw(ξ), (4.53)
Q˘(ξ) =
[
Q˜d−1(ξ) · · · Q˜2(ξ) Q˜1(ξ)
]
, L˘(ξ) =
[
L˜d−1(ξ) · · · L˜1(ξ) L˜0(ξ)
]
,
Q˜ℓ(ξ) =
[
Fℓ+1Dyw(ξ) FℓCy(ξ) Qℓ
]
, ℓ = 0, . . . , d− 1,
L˜0(ξ) =
[
−Rℓ+1Dyw(ξ) Cz(ξ)− RℓCy(ξ) −Lℓ
]
,
L˜ℓ(ξ) =
[
−Rℓ+1Dyw(ξ) −RℓCy(ξ) −Lℓ
]
, ℓ = 1, . . . , d− 1,
(4.54)
então existe uma realização

 Aˆℓ Bˆℓ
Cˆℓ Dˆℓ

 =

 S−1Qℓ S−1Fℓ
Lℓ Rℓ

 , ℓ = 0, . . . , d− 1, (4.55)
para a qual a conexão do filtro robusto (4.37), de dimensão nf = dn + (d − 1)q, com o
sistema incerto (3.1) assegura ‖Hwe(ζ, ξ)‖∞ < γ para todo ξ ∈ ΞN .
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Demonstração. A prova é feita por meio do Lema de Finsler. Suponha que (4.47) e (4.48)
sejam factíveis, garantindo que a matriz S é não singular. Defina, então, uma base para
o espaço nulo de R(ξ) como
NR(ξ) =


I 0 0 0
0 I 0 0
0 A˜(ξ) B˜(ξ) 0
S−1Q˘(ξ) S−1Q0(ξ) S
−1F0Dyw(ξ) 0
0 0 I 0
0 0 0 I


e multiplique (4.48) à direita por NR(ξ) e à esquerda por NR(ξ)T , obtendo, dessa forma,

A(ξ)TP (ξ)A(ξ)− P (ξ) ⋆ ⋆
B(ξ)TP (ξ)A(ξ) B(ξ)TP (ξ)B(ξ)− I ⋆
C(ξ) D(ξ) −γ2I

 ≺ 0 (4.56)
sendo A(ξ), B(ξ), C(ξ) e D(ξ) como dadas em (4.41) após a substituição das variáveis do
filtro (4.55). Ademais, a condição (4.56) é equivalente à condição (2.25) por meio de um
complemento de Schur.
Teorema 4.9. Para um d ≥ 1 dado, se existirem matrizes J(ξ) ∈ R(d−1)(2n+m)×(n+m),
K(ξ) ∈ R(2n+m)×(n+m), X(ξ) ∈ R(n+m)×(n+m), Y (ξ) ∈ Rn×(n+m), U(ξ) ∈ Rm×(n+m), S ∈
Rn×n, Qℓ ∈ Rn×n, Fℓ ∈ Rn×q, Lℓ ∈ Rp×n, Rℓ ∈ Rp×q, ℓ = 0, . . . , d−1, matrizes simétricas
P (ξ) ∈ Rd(2n+m)×d(2n+m) e M(ξ) ∈ Rp×p e um escalar µ > 0 satisfazendo as desigualdades
Tr(M(ξ)) ≺ µ2, (4.57)

M(ξ) ⋆ ⋆
C(ξ)T P (ξ) ⋆
D(ξ)T 0 Im

 ≻ 0, (4.58)
N TQ(ξ)N + X (ξ)R(ξ) +R(ξ)TX (ξ)T ≺ 0, (4.59)
para todo ξ ∈ ΞN , com C(ξ) e D(ξ) definidos em (4.53) e
R(ξ) =

 0 A˜(ξ) −In+m 0 B˜w(ξ)
Q˘(ξ) Q˜0(ξ) 0 −S F0Dyw(ξ)

 , (4.60)
X (ξ) =

J(ξ)T K(ξ)T X(ξ)T Y (ξ)T U(ξ)T
0 0 [0n×m In]
T In 0


T
, (4.61)
Q(ξ) =


−P (ξ) ⋆ ⋆
0 P (ξ) ⋆
0 0 −Im

 , (4.62)
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N =


I(d−1)(2n+m) 0 0 0
0 I(2n+m) 0 0
Φ1 Φ2 0 Φ3
0 0 I(2n+m) 0
0 0 0 Im


(4.63)
sendo Q˘(ξ), L˘(ξ), Q˜0 e L˜0 dados em (4.54), então existe uma realização (4.55) para a
qual a conexão do filtro robusto (4.37), de dimensão nf = dn + (d − 1)q, com o sistema
incerto (3.1) assegura ‖Hwe(ζ, ξ)‖2 < µ para todo ξ ∈ ΞN .
Demonstração. Multiplique a condição (4.58) à direita e à esquerda por T = diag(Ip,
P (ξ)−1, Im) e substitua as variáveis do filtro dadas em (4.55), obtendo

M(ξ) ⋆ ⋆
W (ξ)C(ξ)T W (ξ) ⋆
D(ξ)T 0 I

 ≻ 0
que é equivalente à condição (2.20) por meio de um complemento de Schur e com W (ξ) =
P (ξ)−1. As matrizes C(ξ) e D(ξ) são dadas em (4.41).
Notando que a factibilidade do problema garante que a matriz S é não singular
e utilizando o Lema de Finsler, escolha a seguinte base para o espaço nulo de R(ξ)
NR(ξ) =


I 0 0
0 I 0
0 A˜(ξ) B˜(ξ)
S−1Q˘(ξ) S−1Q0(ξ) S
−1F0Dyw(ξ)
0 0 I


e multiplique (4.59) à direita por NR(ξ) e à esquerda por NR(ξ)T , resultando em
A(ξ)TP (ξ)A(ξ)− P (ξ) A(ξ)TP (ξ)B(ξ)
B(ξ)TP (ξ)A(ξ) B(ξ)TP (ξ)B(ξ)− I

 ≺ 0.
Um complemento de Schur aplicado à última desigualdade produz


−P (ξ) P (ξ)A(ξ) P (ξ)B(ξ)
⋆ −P (ξ) 0
⋆ ⋆ −I

 ≺ 0,
que multiplicada à direita e à esquerda por T = diag (P (ξ)−1, P (ξ)−1, Im) provê exata-
mente a condição (2.15), com W (ξ) = P (ξ)−1 Além disso, as matrizes A(ξ) e B(ξ) são
como em (4.41) após substituir as variáveis do filtro (4.55).
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4.2.1 Exemplos numéricos ilustrativos
Exemplo 4.10. Para exemplificar a aplicabilidade das condições de síntese para um
filtro robusto com memória nos estados, considere o seguinte sistema incerto discreto LTI
retirado de Duan et al. (2006)
A =

0 −0.5
1 1 + δ

 , Bw =

−6 0
1 0

 ,
Cy =
[
−100 10
]
, Cz =
[
1 0
]
, Dyw =
[
0 1
]
, Dzw =
[
0 0
] (4.64)
com |δ| ≤ 0.45. Uma representação politópica com dois vértices desse sistema é facilmente
obtida, considerando os valores extremos de δ.
A aplicação das condições de síntese propostas no Teorema 4.8 com variáveis
polinomiais de graus g = {1, 2} produz os limitantes para a norma H∞ relatados na
Tabela 4.4, na qual o número de variáveis escalares, V , e de linhas de LMIs, L, também
é apresentado. A ordem dos filtros sintetizados por esse método é nf = (n + q)d, d =
{1, 2, 3, 4}. Os resultados atingidos mostram que há uma redução nos limitantes da norma
H∞ conforme a ordem do filtro projetado aumenta, isto é, conforme mais saídas são
armazenadas internamente pelo filtro. Todavia, há um crescimento considerável do número
de variáveis escalares envolvidas na determinação dos filtros robustos.
Tabela 4.4 – Limitantes da norma H∞ obtidos para o sistema (4.64) conectado a filtros
robustos com memória nos estados, sintetizados por meio do Teorema 4.8 ou
pelo método de Lee e Joo (2014). O número de variáveis escalares, V , e de
linhas de LMIs, L, também é fornecido.
(LEE; JOO, 2014) Teorema 4.8
g d γ V L γ V L
1
1 1.8199 78 41 1.8199 73 41
2 1.6288 152 61 1.5847 338 87
3 1.6206 258 81 1.5652 581 117
4 1.6058 396 101 1.5424 896 147
2
1 1.8162 110 56 1.8199 103 56
2 1.6237 218 84 1.5765 496 120
3 1.6147 374 112 1.5618 856 162
4 1.5902 578 140 1.5219 1324 204
Neste exemplo também é analisado o método de síntese de filtros robustos com
memória proposto por Lee e Joo (2014), cujos filtros são de ordem nf = dn. Comparando
os limitantes determinados pelo Teorema 4.8 com os limitantes obtidos pelo método de
Lee e Joo (2014), os quais são igualmente reportados na Tabela 4.4, observa-se que o
método proposto proporciona resultados menos conservadores ao preço de uma maior
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complexidade numérica (medida em termos de V e L). Não obstante, confrontando os
resultados que proporcionam limitantes similares para a normaH∞ em ambos os métodos,
por exemplo, g = 1 e d = 4 para o método de Lee e Joo (2014) (γ = 1.6058) e g = 1
e d = 2 para o Teorema 4.8 (γ = 1.5847), constata-se que a complexidade numérica
envolvida é similar, porém o filtro robusto sintetizado pelo método proposto nesta tese
é de menor ordem, nf = 6, do que o filtro robusto projetado pelo método de Lee e Joo
(2014), nf = 8.
Os diagramas de valores singulares são plotados para os filtros robustos com
memória sintetizados com g = 1 e d = 4 e g = 2 e d = 4, sendo apresentados, res-
pectivamente, nas Figuras 5.7a e 5.7b, bem como os respectivos limitantes previamente
obtidos. Para o caso de g = 1, o valor da norma H∞ de pior caso obtido pelo diagrama
de valores singulares é 1.5405, enquanto que, para g = 2, esse valor é 1.5210; mostrando
a boa acurácia dos limitantes computados pelo método proposto para cada cenário.
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Figura 4.1 – Diagrama de valores singulares da matriz de transferência do erro de estima-
ção (2.5) para o sistema (4.64) utilizando filtros robustos com memória nos
estados (d = 4).
Exemplo 4.11. Este exemplo visa analisar o desempenho dos filtros robustos com me-
mória nos estados com custo garantido H2. Para esse fim, considere o sistema incerto
discreto LTI dado em (3.47). Filtros robustos próprios (Dˆℓ 6= 0, ℓ = 0, . . . , d − 1) e es-
tritamente próprios (Dˆℓ = 0, ℓ = 0, . . . , d − 1) de ordens nf = (n + q)d, d = {1, 2, 3, 4},
são sintetizados para o sistema de interesse por meio das condições do Teorema 4.9 com
variáveis polinomiais de graus g = {1, 2} e os resultados são apresentados na Tabela 4.5,
bem como o número de variáveis escalares, V , e linhas de LMIs, L, envolvido em cada
caso. Outrossim, os resultados atingidos pelo método proposto por Lee e Joo (2014) para
a síntese de filtros robustos estritamente próprios são, também, mostrados na tabela.
Assim como no caso H∞, o incremento na ordem do filtro robusto propiciou a
redução do conservadorismo das condições levando à determinação de menores limitantes
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Tabela 4.5 – Limitantes obtidos para a norma H2 do sistema (3.47) conectado aos fil-
tros robustos, próprios e estritamente próprios, com memória nos estados
sintetizados por meio do Teorema 4.9.
Próprio Estritamente próprio (LEE; JOO, 2014)
g d µ V L µ V L µ V L
1
1 2.9619 145 146 3.4604 144 146 3.4594 144 194
2 2.9176 926 316 3.3713 924 316 3.3816 286 274
3 2.9010 1579 414 3.3307 1576 414 3.3397 492 354
4 2.8913 2428 512 3.3053 2424 512 3.3129 762 434
2
1 2.9091 343 310 3.3934 342 310 3.3829 342 390
2 2.8774 2282 670 3.3338 2280 670 3.3066 688 550
3 2.8620 3901 880 3.3028 3898 880 3.2915 1194 710
4 2.8552 6010 1090 3.2783 6006 1090 3.2751 1860 870
para a norma H2 do sistema conectado a um filtro robusto com memória. Sem embargo,
prover tal redução incorre em um aumento significativo da complexidade computacional
envolvida em achar uma solução para o problema (medida em termos de V e L).
Por fim, vale notar que o método de Lee e Joo (2014), utilizando filtros robustos
estritamente próprios, tende a ser um pouco mais conservador do que o método proposto
para o caso g = 1. Por outro lado, para g = 2, o método de Lee e Joo (2014) proporciona
melhores resultados para o sistema analisado.
4.3 Smoothers
No contexto de filtragem de sistemas, o problema de smoothing corresponde a
projetar um filtro que proveja estimativas para um sinal em um instante de tempo passado,
utilizando, para isso, todas as medidas disponíveis até o tempo presente (ANDERSON;
MOORE, 1979). Os smoothers são usualmente classificados em três tipos, dependendo do
tipo de suavização desejada:
• Smoother de intervalo fixo: corresponde ao problema de projeto de um smoother que
suavize um conjunto de dados limitado;
• Smoother de ponto fixo: corresponde ao problema de estimar um sinal em um ponto
específico fixo no passado, utilizando todas as medidas disponíveis até o instante
atual;
• Smoother de atraso fixo: corresponde ao problema de estimar um sinal em um ins-
tante ℓ ∈ N+ anterior ao instante atual.
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O problema de smoothing pode ser reformulado em termos de um problema
de filtragem por meio da definição apropriada de um sistema aumentado (ANDERSON;
MOORE, 1979). Devido a essa característica, nesta tese, o problema de smoothing robusto
com atraso fixo é abordado, utilizando a formulação de filtros de ordem não mínima
apresentada no Capítulo 3. Note que os demais problemas de smoothing poderiam ser
abordados de maneira similar com a estratégia proposta. Duas formulações distintas para
abordar o problema de smoothing com atraso fixo são possíveis.
A primeira, derivada do trabalho de Bolzern et al. (2004), baseia-se na definição
do vetor de estados como
x˜(k) =
[
z(k − ℓ)T · · · z(k − 1)T x(k)T
]T ∈ Rn+ℓp, ℓ ≥ 1. (4.65)
Assumindo que as matrizes correspondentes à saída estimada z(k), Cz e Dzw, são livres
de incertezas, as matrizes constantes do sistema (3.7) são definidas na forma
Φ1 =


0 Ip · · · 0
0
. . .
...
. . . . . .
... 0 Ip
0 · · · 0


, Φ2 =


0
...
0
Cz


, Φ3 =


0
...
0
Dzw


,
e as matrizes de saída são redefinidas para
C˘z(ξ) =
[
I 0 · · · 0
]
, D˘zw(ξ) = 0. (4.66)
Observação 4.12. Caso as matrizes correspondentes à saída estimada, Cz(ξ) e Dzw(ξ), se-
jam incertas, o problema de smoothing robusto com a estrutura (4.65) pode ser redefinido
segundo a metodologia apresentada na Seção 4.1 para filtros com memória de saída.
A segunda abordagem, similar à formulação dada em Anderson e Moore (1979),
assume que o vetor de estados aumentado contenha os estados passados do sistema, ou
seja,
x˜(k) =
[
x(k − ℓ)T · · · x(k − 1)T x(k)T
]T ∈ R(ℓ+1)n, ℓ ≥ 1. (4.67)
Assim, as matrizes Φ1, Φ2 e Φ3 são dadas por
Φ1 =


0 In · · · 0
0
. . .
...
. . . . . .
... 0 In
0 · · · 0


, Φ2 =


0
...
0
In


, Φ3 = 0 (4.68)
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e as matrizes de saída são redefinidas para
C˘z(ξ) =
[
Cz(ξ) 0 · · · 0
]
, D˘zw(ξ) = Dzw(ξ). (4.69)
A síntese de smoothers robustos com custo garantido H∞ é realizada por meio
de uma adaptação do Teorema 3.8 enunciada no corolário a seguir, no qual as variáveis
de otimização possuem dimensões compatíveis para tratar cada estrutura de smoother.
Observação 4.13. Como mencionado anteriormente, as formulações apresentadas são ex-
tensíveis para tratar os problemas de smoothing de ponto fixo e de smoothing com intervalo
fixo. No primeiro caso, suponha que se queira estimar o valor do sinal z(k) em um dado
instante d¯, para tanto requer-se que a dimensão do vetor (4.65) ou do vetor (4.67) seja
incrementada de p ou n, respectivamente, para cada medida adicional y(k) utilizada na
determinação do sinal z(d¯). Por sua vez, o problema de smoothing com intervalo fixo pode
ser remodelado como um problema de smoothing com atraso fixo seguindo as ideias pro-
postas por Anderson e Moore (1979) e, portanto, a formulação exposta é imediatamente
aplicável.
Corolário 4.14. Sejam
E1 =
[
0 0 I
]
, E2 =

I 0 0
0 I 0

 , ϕ = [Φ1 Φ2] , (4.70)

 A(ξ) B(ξ)
C(ξ) D(ξ)

 =


F Cy(ξ)E1 Q FDyw(ξ)
F Cy(ξ)E1 Q FDyw(ξ)
C˘z(ξ)−RCy(ξ)E1 −L D˘zw(ξ)− RDyw(ξ)

 , (4.71)
Q(ξ) =


P(ξ) A(ξ)T 0 C(ξ)T
A(ξ) G(ξ) + G(ξ)T − P(ξ) B(ξ) 0
0 B(ξ)T I D(ξ)T
C(ξ) 0 D(ξ) γ2I


, (4.72)
P(ξ) =

P1(ξ) P2(ξ)T
P2(ξ) P3(ξ)

 , G(ξ) =

0 S
0 S

 , (4.73)
X (ξ) =
[
J(ξ)T K(ξ)T X(ξ)T Y (ξ)T U(ξ)T V (ξ)T
]T
, (4.74)
R(ξ) =
[
A(ξ)E1 0 E1 0 Bw(ξ) 0
]
, (4.75)
com C˘z(ξ) e D˘zw(ξ) dados ou em (4.66) ou em (4.69). Para um ℓ ≥ 1 dado, se existirem
matrizes simétricas P1(ξ) e P3(ξ), e matrizes Q, F , L, R, S, P2(ξ), J(ξ), K(ξ), X(ξ),
Y (ξ), U(ξ) e V (ξ), e um escalar γ > 0 tais que as seguintes desigualdades
P(ξ) ≻ 0, (4.76)
N TW
(
Q(ξ) + X (ξ)R(ξ) +R(ξ)TX (ξ)T
)
NW ≻ 0, (4.77)
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sejam verificadas para todo ξ ∈ ΞN , sendo NW uma base para o espaço nulo de
W =
[
ϕ 0 E2 0 Φ3 0
]
(4.78)
dada por
NW =


−I 0 0 0 0 0
0 −I 0 0 0 0
ET2 ϕ 0 E
T
1 0 E
T
2 Φ3 0
0 0 0 −I 0 0
0 0 0 0 −I 0
0 0 0 0 0 −I


, (4.79)
então existe uma realização 
 Aˆ Bˆ
Cˆ Dˆ

 =

 S−1Q S−1F
L R

 (4.80)
para a qual a conexão do smoother robusto (3.2) com o sistema incerto (3.1) assegura
‖Hwe(ζ, ξ)‖∞ < γ para todo ξ ∈ ΞN .
Vale ressaltar que o smoother robusto projetado pelo Corolário 4.14 é de ordem
completa. Aumentando-se ainda mais as dimensões das matrizes Φ1, Φ2 e Φ3 com um
subsistema não observável, é possível sintetizar smoothers robustos de ordem não mínima.
Observação 4.15. Embora não tradicional, o problema de smoothing poderia levar em
conta limitantes da norma H2, ao invés da norma H∞, sendo tratado de maneira similar
à proposta.
Exemplo 4.16. Para exemplificar a metodologia de síntese de smoothers robustos com
custo garantido H∞, considere o sistema discreto (3.12), no qual as matrizes Cz e Dzw
são constantes.
As condições do Corolário 4.14 com variáveis afins (g = 1) são empregadas para
o projeto de smoothers para o sistema (3.12), utilizando ambas as escolhas (4.65) e (4.67)
e variando o atraso ℓ = {1, 2, 3, 4} do smoother. Além disso, para cada valor do atraso ℓ,
smoothers de ordem não mínima são projetados por meio da estrutura com memória
nos estados retratada na Seção 4.2. A ordem dos smoothers projetados segundo (4.65) é
ns = n + ℓp + d, ao passo que, o projeto de acordo com (4.67) produz smoothers com
ordem ns = (ℓ + 1)n + d, sendo d ≥ 0 o incremento na ordem advindo da estrutura não
mínima. A Tabela 4.6 apresenta os limitantes da norma H∞ obtidos em função da ordem
do smoother sintetizado. A primeira entrada de cada coluna corresponde ao desempenho
de um smoother de ordem completa. Como era esperado, os limitantes da norma H∞
decrescem com o aumento do atraso ℓ (pois há mais medidas disponíveis para estimar a
saída do sistema) e também com o aumento da ordem ns do smoother (devido à estrutura
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não mínima). Note que os espaços em branco da Tabela 4.6 indicam que não foi possí-
vel sintetizar um smoother de ordem ns para a estrutura com memória adotada, (4.65)
ou (4.67).
Tabela 4.6 – Limitantes da norma H∞ obtidos para os smoothers com atraso fixo proje-
tados por meio do Corolário 4.14 utilizando as aproximações (4.65) e (4.67).
ℓ = 1 ℓ = 2 ℓ = 3 ℓ = 4
ns (4.65) (4.67) (4.65) (4.67) (4.65) (4.67) (4.65) (4.67)
3 1.3361
4 1.3361 1.3298 1.1754
5 1.3298 1.3298 1.1754 1.1638
6 1.1828 1.3298 1.1716 1.1576 1.1638 1.1497
7 1.1828 1.1828 1.1716 1.1576 1.1582 1.1497
8 1.1594 1.1594 1.1628 1.1576 1.1582 1.1481 1.1471
9 1.1533 1.1594 1.1628 1.1576 1.1582 1.1481 1.1471
10 1.1533 1.1594 1.1511 1.1576 1.1510 1.1481 1.1471 1.1471
4.4 Conclusões
Neste capítulo foram apresentadas especializações para os filtros robustos de
ordem não mínima introduzidos no Capítulo 3. Essas especializações advêm de uma es-
colha particular das matrizes constantes do sistema, Φ1, Φ2 e Φ3, proporcionando uma
estrutura para o filtro projetado que armazena internamente ou saídas do sistema ou es-
tados do sistema e do filtro, produzindo filtros com memória. Além disso, uma extensão
para o problema de projeto de smoothers com atraso fixo foi estabelecida, na qual o uso de
memória possibilitou igualmente melhorias nos limitantes obtidos. Vale a pena mencionar
que as condições propostas nesta tese foram capazes de se aproveitar da estrutura dos
filtros para proporcionar resultados menos conservadores quando comparados aos obtidos
com métodos de filtragem tradicionais e mesmo abordagens que exploram de maneira
distinta uma estrutura aumentada com estados atrasados.
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5 Controle robusto com memória
Este capítulo versa sobre o projeto de controladores robustos por realimen-
tação estática de estados ou de saída com memória. A lei de controle é composta pelos
estados ou pelas saídas medidas do sistema no instante corrente e em instantes anteriores,
constituindo a memória do controlador. Condições de síntese que provejam custos garan-
tidos H∞ e H2 para os controladores com memória são propostas e, por meio de exemplos
numéricos, mostra-se que tais condições produzem menores limitantes para os custos ga-
rantidos quando comparadas a outras condições que não utilizam a disponibilidade de
informações passadas para determinar a lei de controle.
5.1 Controle robusto por realimentação de estados
Seja o sistema incerto discreto LTI dado por
x(k + 1) = A(ξ)x(k) +Bu(ξ)u(k) +Bw(ξ)w(k)
z(k) = Cz(ξ)x(k) +Du(ξ)u(k) +Dzw(ξ)w(k),
(5.1)
o qual é obtido de (2.1) impondo Cy(ξ) = 0 e Dyw(ξ) = 0. Para esse sistema, almeja-
se determinar uma lei de controle robusta por realimentação de estados, que estabilize
assintoticamente o sistema (5.1) e que minimize um limitante para a norma H∞ ou H2
do sistema em malha fechada, sob a forma
u(k) =
d−1∑
ℓ=0
Kℓ x(k − ℓ) (5.2)
sendo Kℓ ∈ Rr×n, ℓ = 0, . . . , d − 1, os ganhos de realimentação de estados a serem
computados e d ∈ N+ dado. Note que d corresponde à quantidade de estados em diferentes
instantes de tempo presentes na lei de controle (5.2) e que o caso d = 1 corresponde
a uma lei de controle por realimentação de estados robusta padrão, ou seja, u(k) =
K0x(k) (OGATA, 1990).
Substituindo (5.2) em (5.1), obtém-se o seguinte sistema em malha fechada:
s(k + 1) = A(ξ)s(k) + B(ξ)w(k)
z(k) = C(ξ)s(k) + D(ξ)w(k)
(5.3)
com
s(k) =
[
x(k − d+ 1)T x(k − d+ 2)T · · · x(k − 1)T x(k)T
]T
(5.4)
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e

 A(ξ) B(ξ)
C(ξ) D(ξ)

 =


Φ1 Φ2 Φ3
Bu(ξ)K A(ξ) +Bu(ξ)K0 Bw(ξ)
Du(ξ)K Cz(ξ) +Du(ξ)K0 Dzw(ξ)

 (5.5)
sendo
Φ1 =

 0 I(d−2)n
0n 0

 , Φ2 =

 0
In

 , Φ3 = 0(d−1)n, (5.6)
K =
[
Kd−1 · · · K2 K1
]
. (5.7)
Note que os estados passados introduzidos no sistema em malha fechada (5.3)
pela lei de controle (5.2) proporcionam um aumento da dinâmica do sistema, produ-
zindo um sistema equivalente de dimensões maiores com uma determinada estrutura.
Essa estrutura particular deve ser apropriadamente tratada para que resultados menos
conservadores em termos do cômputo de um ganho robusto associado à determinação dos
limitantes para as normas H∞ e H2 sejam obtidos. Além disso, assim como ocorre no
problema de filtragem abordado nos capítulos precedentes, a aplicação direta de qualquer
condição da literatura ao sistema (5.3) para síntese de controladores robustos, não é capaz
de prover resultados menos conservadores para os limitantes das normas, pois a estrutura
particular do sistema em malha fechada é desconsiderada.
A seguir são apresentados os dois teoremas responsáveis por prover condições
para a síntese de controladores robustos por realimentação de estados com memória com
custo garantido H∞ e H2, respectivamente.
Teorema 5.1. Sejam
P(ξ) =

P1(ξ) P2(ξ)T
P2(ξ) P3(ξ)

 , Z = [Zd−1 · · · Z2 Z1] . (5.8)
Para d ≥ 1 e λ ∈ (−1, 1) dados, se existirem matrizes simétricas P1(ξ) ∈ R(d−1)n×(d−1)n e
P3(ξ) ∈ Rn×n, matrizes P2(ξ) ∈ Rn×(d−1)n, G ∈ Rn×n, Zℓ ∈ Rr×n, ℓ = 0, . . . , d − 1, e um
escalar γ > 0 tais que
P(ξ) ≻ 0 (5.9)
N TQ(ξ)N + X (ξ) + X (ξ)T ≺ 0 (5.10)
sejam satisfeitas para todo ξ ∈ ΞN , sendo
Q(ξ) =


−P1(ξ) −P2(ξ)T 0 0 0 0
−P2(ξ) −P3(ξ) 0 0 0 0
0 0 P1(ξ) P2(ξ)
T 0 0
0 0 P2(ξ) P3(ξ) 0 0
0 0 0 0 Ip 0
0 0 0 0 0 −γ2Im


, (5.11)
Capítulo 5. Controle robusto com memória 78
N =


I(d−1)n 0 0 0 0
0 In 0 0 0
Φ1 Φ2 0 0 Φ3
0 0 In 0 0
0 0 0 Ip 0
0 0 0 0 Im


, (5.12)
X (ξ) =


0(d−1)n 0 0 0 0
λBu(ξ)Z λ (A(ξ)G+Bu(ξ)Z0) −λG 0 λBw(ξ)
Bu(ξ)Z (A(ξ)G+Bu(ξ)Z0) −G 0 Bw(ξ)
Du(ξ)Z (Cz(ξ)G+Du(ξ)Z0) 0 −I Dzw(ξ)
0 0 0 0 0m


, (5.13)
então a lei de controle robusta por realimentação de estados com memória (5.2) estabiliza
assintoticamente o sistema (5.1) com matrizes de ganho de realimentação dadas por Kℓ =
ZℓG
−1, ℓ = 0, . . . , d− 1, e assegura ‖Hwz(ζ, ξ)‖∞ < γ para todo ξ ∈ ΞN .
Demonstração. A prova é feita por meio do Lema da Projeção. Considere que (5.9) e (5.10)
sejam factíveis. Assim, a não singularidade da matriz G é garantida. Defina, então, a
seguinte base1 para o espaço nulo à direita de X (ξ):
Y(ξ) =


Id−1 ⊗G−1 0 0
0 G−1 0
G−1Bu(ξ)K G−1(A(ξ) +Bu(ξ)K0) G−1Bw(ξ)
Du(ξ)K Cz(ξ) +Du(ξ)K0 Dzw(ξ)
0 0 Im


,
multiplique (5.10) à direita por Y(ξ) e à esquerda por Y(ξ)T e note que
Φ1(Id−1 ⊗G−1) = (Id−1 ⊗G−1)Φ1
Φ2G
−1 = (Id−1 ⊗G−1)Φ2.
(5.14)
Depois de algumas manipulações algébricas obtém-se a condição

A(ξ)TW(ξ)A(ξ)−W(ξ) + C(ξ)TC(ξ) ⋆
B(ξ)TW(ξ)A(ξ) + D(ξ)TC(ξ) B(ξ)TW(ξ)B(ξ) + D(ξ)TD(ξ)− γ2I

 ≺ 0,
com W(ξ) = (Id ⊗ G−1)TP(ξ)(Id ⊗ G−1), que, por meio de um complemento de Schur,
corresponde exatamente à condição (2.25) para o sistema em malha fechada (5.3), após
impor Kℓ = ZℓG−1.
1 O símbolo ⊗ refere-se ao produto de Kronecker (HORN; JOHNSON, 1991).
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Além disso, definindo a matriz
V =


Id−1 ⊗G−1 0 0
0 G−1 0
0 −λG−1 0
0 0p×n 0
0 0 Im


e multiplicando (5.10) à direita por V e à esquerda por VT chega-se a
ΛTW(ξ)Λ−W(ξ) ⋆
0 −γ2Im

 ≺ 0 (5.15)
com
Λ =

Φ1 Φ2
0 λIn

 .
A condição (5.15) é verificada para todo ξ ∈ ΞN se, e somente se, Λ possuir autovalores
que em módulo sejam menores do que 1. Os autovalores de Λ são 0 e −λ, o que implica
que |λ| < 1 para que a condição seja válida e, portanto, λ ∈ (−1, 1).
Teorema 5.2. Sejam P(ξ) e Z como em (5.8). Para d ≥ 1 e λ ∈ (−1, 1) dados, se
existirem matrizes simétricas P1(ξ) ∈ R(d−1)n×(d−1)n, P3(ξ) ∈ Rn×n e M(ξ) ∈ Rm×m,
matrizes P2(ξ) ∈ Rn×(d−1)n, G ∈ Rn×n, Zℓ ∈ Rr×n, ℓ = 0, . . . , d − 1, e um escalar µ > 0
tais que
Tr(M(ξ)) < µ2 (5.16)
P(ξ) ≻ 0 (5.17)

M(ξ) ⋆ ⋆
Bw(ξ) G+G
T − P3(ξ) ⋆
Dzw(ξ) 0 Im

 ≻ 0 (5.18)
N TQ(ξ)N + X (ξ) + X (ξ)T ≺ 0 (5.19)
sejam satisfeitas para todo ξ ∈ ΞN , sendo
Q(ξ) =


−P1(ξ) −P2(ξ)T 0 0 0
−P2(ξ) −P3(ξ) 0 0 0
0 0 P1(ξ) P2(ξ)
T 0
0 0 P2(ξ) P3(ξ) 0
0 0 0 0 Ip


, N =


I(d−1)n 0 0 0
0 In 0 0
Φ1 Φ2 0 0
0 0 In 0
0 0 0 Ip


, (5.20)
X (ξ) =


0(d−1)n 0 0 0
λBu(ξ)Z λ (A(ξ)G+Bu(ξ)Z0) −λG 0
Bu(ξ)Z (A(ξ)G+Bu(ξ)Z0) −G 0
Du(ξ)Z (Cz(ξ)G+Du(ξ)Z0) 0 −I


, (5.21)
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então a lei de controle robusta por realimentação de estados com memória (5.2) estabiliza
assintoticamente o sistema (5.1) com matrizes de ganho de realimentação dadas por Kℓ =
ZℓG
−1, ℓ = 0, . . . , d− 1, e assegura ‖Hwz(ζ, ξ)‖2 < µ para todo ξ ∈ ΞN .
Demonstração. A prova é feita por meio do Lema da Projeção. Considere que (5.16)–(5.19)
sejam factíveis. Assim, (5.17) garante que P3(ξ) é não singular e, por (5.18), G + GT ≻
P3(ξ) ≻ 0, implicando que G é também não singular. Utilizando a equivalência (DE
OLIVEIRA et al., 1999):
(G− P3(ξ))P3(ξ)−1(G− P3(ξ))T ≻ 0⇔ GP3(ξ)−1GT ≻ G +GT − P3(ξ),
a partir de (5.18) tem-se 

M(ξ) ⋆ ⋆
Bw(ξ) GP3(ξ)
−1GT ⋆
Dzw(ξ) 0 Im

 ≻ 0
que, por complemento de Schur, produz
M(ξ)− Bw(ξ)TG−TP3(ξ)G−1Bw(ξ)−Dzw(ξ)TDzw(ξ) ≻ 0. (5.22)
Assumindo que Φ3 = 0 e W(ξ) = (Id⊗G−1)TP(ξ)(Id⊗G−1), sem perda de generalidade,
a condição (5.22) pode ser reescrita sob a forma
M(ξ)− B(ξ)TW(ξ)B(ξ)− D(ξ)TD(ξ) ≻ 0
a qual é equivalente à condição (2.11), por meio de um complemento de Schur, para o
sistema em malha fechada (5.3).
Defina a seguinte base para o espaço nulo à direita de X (ξ):
Y(ξ) =


Id−1 ⊗G−1 0
0 G−1
G−1Bu(ξ)K G−1(A(ξ) +Bu(ξ)K0)
Du(ξ)K Cz(ξ) +Du(ξ)K0


e multiplique (5.19) à direita por Y(ξ) e à esquerda por Y(ξ)T . Fazendo uso das relações
dadas em (5.14) e realizando algumas manipulações algébricas, chega-se em
A(ξ)TW(ξ)A(ξ)−W(ξ) + C(ξ)TC(ξ) ≺ 0,
que é equivalente à condição (2.12), por meio de um complemento de Schur, para o sistema
em malha fechada (5.3), após impor Kℓ = ZℓG−1.
Outrossim, após definir a matriz
V =


Id−1 ⊗G−1 0
0 G−1
0 −λG−1
0 0p×n


,
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multiplique (5.19) à direita por V e à esquerda por VT obtendo a condição
ΛTW(ξ)Λ−W(ξ) ≺ 0, (5.23)
a qual corresponde exatamente ao bloco (1, 1) da matriz (5.15) e, portanto, é satisfeita
para todo λ ∈ (−1, 1).
A inclusão do escalar λ nas condições de síntese apresentadas nos Teoremas 5.1
e 5.2 é realizada por meio do Lema da Projeção, incorporando um grau extra de liberdade
às condições. Dessa forma, um procedimento de busca linear no parâmetro λ é empregado
nos exemplos numéricos da próxima seção, permitindo reduzir o conservadorismo das
condições propostas.
5.1.1 Exemplos numéricos ilustrativos
Exemplo 5.3. Este exemplo investiga a aplicação das condições propostas nos Teore-
mas 5.1 e 5.2 em um sistema incerto discreto LTI com 3 vértices gerado aleatoriamente
(exceto pelas matrizes Bu(ξ) e Dzw(ξ)) dado por
A1 =


1.2829 −3.9791 −5.9465
2.4651 −13.3982 −21.1194
−2.6132 13.9907 21.2676

 , Bw,1 =


0.7642 1.2443
1.3813 −0.5401
−0.2925 −0.1916

 , Bu,1 =


−1
−4
4

 ,
A2 =


−0.5926 −0.7407 0.4444
−0.0504 −3.5347 −6.2428
−2.0207 14.7314 21.2676

 , Bw,2 =


0.4311 −0.6130
−0.2667 −0.7482
−1.2876 −0.1398

 , Bu,2 =


0
−1
4

 ,
A3 =


−5.5227 27.0926 42.8314
−0.6903 3.3866 5.3539
4.1420 −20.3195 −32.1236

 , Bw,3 =


−0.6357 −0.4208
−0.7994 −2.1215
1.0266 −0.5155

 , Bu,3 =


8
1
−6

 ,
Cz,1 =

0.9538 −0.7202 0.4500
0.4131 −0.5627 0.0509

 , Du,1 =

 0.3518
−0.7155

 ,
Cz,2 =

1.2854 2.3655 −0.4907
0.8971 1.1284 −1.4100

 , Du,2 =

−0.8085
−1.4329

 ,
Cz,3 =

−0.5614 −0.8834 0.8715
0.6481 −1.7931 −0.6151

 , Du,3 =

 0.1522
−1.5683

 ,
Dzw,i =

0 0
0 0

 , i = 1, 2, 3. (5.24)
Primeiramente, a influência da variação do número de estados atrasados d
na lei de controle é avaliada e os resultados da aplicação dos Teoremas 5.1 e 5.2 com
λ = 0 e g = 1 são apresentados, respectivamente, nas Tabelas 5.1 e 5.2. Para fins de
comparação, as condições de síntese dos Teoremas 9 (dO-T9), caso H2, e 10 (dO-T10),
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caso H∞, propostos em de Oliveira et al. (2002) são aplicadas diretamente ao sistema
aumentado (5.3) para cada valor de d e os limitantes obtidos são, também, reportados nas
correspondentes tabelas. A complexidade numérica para a determinação dos limitantes
é mensurada em termos do número de variáveis escalares, V , e de linhas de LMIs, L,
igualmente apresentadas nas tabelas.
Tabela 5.1 – Limitantes da norma H∞ obtidos para o sistema (5.24) utilizando controla-
dores por realimentação de estados sintetizados por meio do Teorema 5.1 e
pelo Teorema 10 propostos em de Oliveira et al. (2002) (dO-T10). O número
de variáveis escalares, V , e de linhas de LMIs, L, é também apresentado.
Teorema 5.1 dO-T10
d γ V L γ V L
1 66.7489 30 39 66.7489 31 30
2 66.0454 78 57 66.7489 106 48
3 66.0454 153 75 66.7489 226 66
4 66.0454 255 93 66.7489 391 84
Tabela 5.2 – Limitantes da norma H2 obtidos para o sistema (5.24) utilizando controla-
dores por realimentação de estados sintetizados por meio do Teorema 5.2 e
pelo Teorema 9 propostos em de Oliveira et al. (2002) (dO-T9). O número
de variáveis escalares, V , e de linhas de LMIs, L, é também apresentado.
Teorema 5.2 dO-T9
d µ V L µ V L
1 29.6935 39 57 32.2554 34 40
2 25.0625 87 75 32.2554 109 67
3 24.7736 162 93 32.2554 229 94
4 24.7447 264 111 32.2554 394 121
A partir dos resultados obtidos pela aplicação dos Teoremas 5.1 e 5.2, nota-
se que o aumento de d proporciona melhores limitantes para as normas H∞ e H2 do
sistema aumentado (5.3), respectivamente. Entretanto, essa melhoria é acompanhada de
um aumento no número de variáveis e de linhas de LMIs envolvidas na determinação de
uma solução. Constata-se também que aplicar as condições de síntese propostas em de
Oliveira et al. (2002) diretamente sobre o sistema aumentado (5.3) não provê melhorias
sobre os limitantes computados para d = 1 (controle robusto por realimentação de estados
padrão). Além disso, a variação do grau das variáveis polinomiais para g > 1 não foi capaz
de produzir limitantes menos conservadores para as normas H∞ e H2 do sistema (5.24).
A influência da variação do parâmetro λ é analisada realizando uma busca
escalar no intervalo [−0.9, 0.9] (utilizando 37 valores igualmente espaçados), sendo o re-
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sultado apresentado na Figura 5.1. A busca no parâmetro λ não proporciona melhores
limitantes para a norma H∞, porém uma pequena melhora foi possível para a norma H2
atingindo o limitante de µ = 24.5234 para λ = 0.1, como destacado na figura.
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Figura 5.1 – Limitantes para as normas H∞ e H2 em função do parâmetro escalar λ para
o sistema do Exemplo 5.3.
Exemplo 5.4. Considere o sistema incerto discreto LTI dado em Ebihara et al. (2008)
A1 =


−0.2 −0.4 0.5
−0.6 0.1 0.7
0.4 0.2 −0.5

 , A2 =


−0.2 0 −0.4
0.9 0.5 0.2
−0.2 −0.3 −0.8

 ,
Bw,i =
[
−0.4 −0.2 0.6
]T
, Bu,i =
[
0.2 0.5 0.2
]T
,
Cz,i =


1 0 0
0 1 0
0 0 0

 , Dzw,i =


0
0
0

 , Du,i =


0
0
1

 , i = 1, 2.
(5.25)
A Tabela 5.3 apresenta os resultados da aplicação do Teorema 5.2, com g = 1,
ξ = 0 e d = {1, 2, 3, 4}, para a síntese de controladores robustos por realimentação de
estados com memória para o sistema (5.25). Na tabela, L indica o número de linhas de
LMIs e V o número de variáveis envolvidas no processo de otimização, que fornecem uma
ideia da complexidade numérica dos problemas envolvidos.
Da mesma forma como no Exemplo 5.3, o aumento de d proporciona menores
limitantes para a norma H2 do sistema, incorrendo, todavia, em uma maior complexidade
numérica. Por outro lado, o aumento do grau g das variáveis polinomiais não produz
melhores resultados do que os obtidos com g = 1. Dessa maneira, ilustra-se que, para
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Tabela 5.3 – Limitantes da norma H2 obtidos para o sistema (5.25) utilizando controla-
dores por realimentação de estados sintetizados por meio do Teorema 5.2. O
número de variáveis escalares, V , e de linhas de LMIs, L, é também apre-
sentado.
d µ V L
1 4.8989 26 40
2 3.7332 59 52
3 3.7069 110 64
4 3.7023 179 76
determinados sistemas, mesmo sem aumentar o grau das variáveis polinomiais, a simples
inclusão de mais informações (estados atrasados neste caso) à lei de controle é capaz de
produzir resultados menos conservadores e, por consequência, menores limitantes para os
critérios de desempenho.
Considerando o caso d = 4, foi realizada uma busca linear no parâmetro λ ∈
[−0.9, 0.9], utilizando 37 valores igualmente espaçados, e o resultado obtido é apresentado
graficamente na Figura 5.2. Para λ = −0.05 atingiu-se menor valor de µ = 3.6981 para
o limitante da norma H2, o qual representa uma pequena melhoria frente ao limitante
µ = 3.7023 determinado para λ = 0.
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Figura 5.2 – Limitantes para a normaH2 em função do parâmetro escalar λ para o sistema
do Exemplo 5.4.
Utilizando o controlador robusto por realimentação de estados com memória
sintetizado para o caso g = 1 e d = 4 apresentado na Tabela 5.3, realiza-se uma busca
exaustiva no parâmetro incerto ξ, de forma a determinar o valor da norma H2 de pior
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caso para o sistema em malha fechada (5.3). Tal procedimento provê o custo ‖H(ζ, ξ)‖2 =
3.6555 para a norma de pior caso, o qual é inferior ao limitante µ = 3.7023 computado
por meio do Teorema 5.2. Para a escolha do parâmetro ξ que produziu a norma de pior
caso, realiza-se uma simulação temporal, apresentada na Figura 5.3, assumindo que um
impulso unitário é aplicado à entrada do sistema (w(k) = δ(k)) e as amplitudes do sinal de
controle u(k) e das saídas controladas z(k) são avaliadas. Apesar de estados passados do
sistema estarem presentes na lei de controle, o sinal de controle gerado pelo controlador não
apresenta amplitudes elevadas e estabiliza o sistema considerado em, aproximadamente,
60 instantes de tempo, comprovando o bom desempenho da metodologia proposta.
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(a) Sinal de controle.
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(b) Saídas controladas.
Figura 5.3 – Resposta temporal do sistema (5.25) utilizando um controlador robusto por
realimentação de estados com memória sintetizado com d = 4 e g = 1.
5.2 Controle robusto por realimentação estática de saída
O controlador robusto por realimentação estática de saída consiste de um dis-
positivo que mensura uma ou mais saídas do sistema analisado e utiliza essas medidas
para compor a lei de controle. Usualmente, esse tipo de controlador é mais utilizado do
que o controlador por realimentação de estados, visto que nem sempre é possível ter acesso
a todos os estados de um sistema.
Para o projeto de controladores robustos por realimentação estática de saída
com memória, considere, primeiramente, o seguinte sistema incerto discreto LTI
x(k + 1) = A(ξ)x(k) +Bu(ξ)u(k) +Bw(ξ)w(k)
y(k) = Cy x(k)
z(k) = Cz(ξ)x(k) +Du(ξ)u(k) +Dzw(ξ)w(k),
(5.26)
o qual pode ser obtido de (2.1) impondo Dyw(ξ) = 0. No sistema apresentado, assume-se
que a matriz de saída Cy seja livre de incertezas para que uma lei de controle robusta
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possa ser projetada. A lei de formação do sinal de controle é descrita por
u(k) =
d−1∑
ℓ=0
Lℓ y(k − ℓ) (5.27)
sendo Lℓ ∈ Rr×q, ℓ = 0, . . . , d − 1, os ganhos de realimentação de saída a serem deter-
minados e d ∈ N+ dado. O parâmetro d, neste caso, corresponde ao número de saídas
medidas que formam a lei de controle (5.27). Do mesmo modo que no caso do controlador
por realimentação de estados, a escolha d = 1 corresponde a projetar uma lei de controle
por realimentação estática de saída robusta padrão, ou seja, u(k) = L0y(k).
O sistema em malha fechada obtido da substituição da lei de controle (5.27)
no sistema (5.26) possui a mesma estrutura do sistema aumentado (5.3), sendo que as
matrizes de tal sistema são dadas por

 A(ξ) B(ξ)
C(ξ) D(ξ)

 =


Φ1 Φ2 Φ3
Bu(ξ)L(Id ⊗ Cy) A(ξ) +Bu(ξ)L0Cy Bw(ξ)
Du(ξ)L(Id ⊗ Cy) Cz(ξ) +Du(ξ)L0Cy Dzw(ξ)

 (5.28)
com matrizes Φ1, Φ2 e Φ3 como em (5.6) e
L =
[
Ld−1 · · · L2 L1
]
. (5.29)
Uma outra suposição necessária para o projeto de controladores por realimen-
tação estática de saída é que a matriz de saída esteja na forma Cy =
[
I 0
]
. Nos casos
em que essa suposição não seja atendida, é possível determinar uma matriz invertível T
que satisfaça
Cy T =
[
I 0
]
, (5.30)
dado que Cy possua posto completo de linhas. Esse procedimento pode ser compreendido
como uma transformação de similaridade sobre o sistema incerto (5.26) (GEROMEL et al.,
1996). Dessa forma, as matrizes Lℓ, ℓ = 0, . . . , d − 1, são redefinidas para Lℓ =
[
Lℓ 0
]
,
incorporando tal característica. Consequentemente, L é, da mesma maneira, redefinida
para L =
[
Ld−1 · · · L2 L1
]
. Ademais, atente para o fato de que a escolha da matriz T
não é única. Uma escolha particular é dada por
T =
[
CTy
(
Cy C
T
y
)−1
C⊥y
]
, (5.31)
sendo C⊥y uma base para o espaço nulo da matriz Cy.
Note que a estrutura do sistema (5.3) é a mesma tanto para as matrizes em
malha fechadas dadas em (5.5) quanto em (5.28). De fato, designando Kℓ = Lℓ Cy,
ℓ = 0, . . . , d − 1, em (5.5) obtém-se precisamente (5.28). Devido a essa correlação, as
condições de síntese dos Teoremas 5.1 e 5.2 podem ser estendidas para tratar o problema
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de realimentação estática de saída. Para tanto, fazem-se as seguintes escolhas (DONG;
YANG, 2008)
G = F(ξ) =

 F 0
X(ξ) Y (ξ)

 , (5.32)
Z =
[
Zd−1 · · · Z2 Z1
]
, Zℓ =
[
Zℓ 0
]
, (5.33)
culminando nos dois corolários apresentados na sequência para a síntese de controladores
robustos por realimentação estática de saída com memória com desempenho garantido
H∞ e H2, respectivamente.
Corolário 5.5. Sejam P(ξ) como em (5.8) e Z como em (5.33). Para d ≥ 1 e λ ∈ (−1, 1)
dados, se existirem matrizes simétricas P1(ξ) ∈ R(d−1)n×(d−1)n e P3(ξ) ∈ Rn×n, matrizes
P2(ξ) ∈ Rn×(d−1)n, F ∈ Rq×q, X(ξ) ∈ R(n−q)×q, Y (ξ) ∈ R(n−q)×(n−q), Zℓ ∈ Rr×q, ℓ =
0, . . . , d− 1, e um escalar γ > 0 tais que
P(ξ) ≻ 0 (5.34)
N TQ(ξ)N + X (ξ) + X (ξ)T ≺ 0 (5.35)
sejam satisfeitas para todo ξ ∈ ΞN , sendo Q(ξ) e N dadas em (5.11) e (5.12), respectiva-
mente, e
X (ξ) =


0(d−1)n 0 0 0 0
λBu(ξ)Z λ (A(ξ)F(ξ) +Bu(ξ)Z0) −λF(ξ) 0 λBw(ξ)
Bu(ξ)Z (A(ξ)F(ξ) +Bu(ξ)Z0) −F(ξ) 0 Bw(ξ)
Du(ξ)Z (Cz(ξ)F(ξ) +Du(ξ)Z0) 0 −I Dzw(ξ)
0 0 0 0 0m


, (5.36)
então a lei de controle robusta por realimentação estática de saída com memória (5.27)
estabiliza assintoticamente o sistema (5.1) com matrizes de ganho de realimentação dadas
por Lℓ = ZℓF
−1, ℓ = 0, . . . , d− 1, e assegura ‖Hwz(ζ, ξ)‖∞ < γ para todo ξ ∈ ΞN .
Corolário 5.6. Sejam P(ξ) como em (5.8) e Z como em (5.33). Para d ≥ 1 e λ ∈ (−1, 1)
dados, se existirem matrizes simétricas P1(ξ) ∈ R(d−1)n×(d−1)n, P3(ξ) ∈ Rn×n e M(ξ) ∈
Rm×m, matrizes P2(ξ) ∈ Rn×(d−1)n, F ∈ Rq×q, X(ξ) ∈ R(n−q)×q, Y (ξ) ∈ R(n−q)×(n−q),
Zℓ ∈ Rr×q, ℓ = 0, . . . , d− 1, e um escalar µ > 0 tais que
Tr(M(ξ)) < µ2 (5.37)
P(ξ) ≻ 0 (5.38)

M(ξ) ⋆ ⋆
Bw(ξ) F(ξ) + F(ξ)T − P3(ξ) ⋆
Dzw(ξ) 0 Im

 ≻ 0 (5.39)
N TQ(ξ)N + X (ξ) + X (ξ)T ≺ 0 (5.40)
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sejam satisfeitas para todo ξ ∈ ΞN , sendo Q(ξ) e N dados em (5.20) e
X (ξ) =


0(d−1)n 0 0 0
λBu(ξ)Z λ (A(ξ)F(ξ) +Bu(ξ)Z0) −λF(ξ) 0
Bu(ξ)Z (A(ξ)F(ξ) +Bu(ξ)Z0) −F(ξ) 0
Du(ξ)Z (Cz(ξ)F(ξ) +Du(ξ)Z0) 0 −I


, (5.41)
então a lei de controle robusta por realimentação estática de saída com memória (5.27)
estabiliza assintoticamente o sistema (5.1) com matrizes de ganho de realimentação dadas
por Lℓ = ZℓF
−1, ℓ = 0, . . . , d− 1, e assegura ‖Hwz(ζ, ξ)‖2 < µ para todo ξ ∈ ΞN .
Observe que nos Corolários 5.5 e 5.6 as matrizes X(ξ) e Y (ξ) não estão en-
volvidas na recuperação dos ganhos robustos Lℓ, ℓ = 0, . . . , d− 1, do controlador; assim,
pode-se impor que essas matrizes dependam do parâmetro incerto ξ, o que auxilia na redu-
ção do conservadorismo das condições e, consequentemente, na determinação de menores
limitantes para as normas do sistema (5.3).
5.2.1 Exemplos numéricos ilustrativos
Exemplo 5.7. Este exemplo adaptado de Dong e Yang (2008) considera o sistema (5.26)
descrito pelas seguintes matrizes:
A1 =

1.6 0
1.0 0.7

 , Bw,1 =

0.6
0.3

 , Bu,1 =

1.0
1.0

 ,
A2 =

1.1 −0.3
0 0.1

 , Bw,2 =

0.5
0.4

 , Bu,2 =

1.5
1.0

 ,
Cz,1 =
[
1.0 0.3
]
, Dzw,1 = 0.5, Du,1 = 1.0,
Cz,2 =
[
1.2 0.5
]
, Dzw,2 = 0.6, Du,2 = 0.9,
Cy =
[
1.0 0.1
]
.
(5.42)
O objetivo é determinar uma lei de controle robusta por realimentação está-
tica de saída com memória que estabilize o sistema incerto (5.42) em malha fechada e
que assegure um limitante γ para a norma H∞. Como a matriz correspondente à saída
medida, Cy, não está na forma
[
I 0
]
, a transformação (5.31) é aplicada ao sistema (5.42)
fornecendo um sistema similar, no qual a matriz de saída encontra-se na forma desejada.
Os resultados da aplicação das condições de síntese do Corolário 5.5 ao sistema transfor-
mado, bem como a complexidade numérica mensurada em termos do número de variáveis
escalares, V , e de linhas de LMIs, L, são apresentados na Tabela 5.4. As variáveis poli-
nomiais possuem grau g = {0, 1} e o número de saídas passadas consideradas na lei de
controle é d = {1, 2, 3, 4, 5}.
Como pode ser visto, as condições de síntese propostas produzem controlado-
res por realimentação estática de saída com memória cujo desempenho, em termos da
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Tabela 5.4 – Limitantes da norma H∞ obtidos para o sistema (5.42) utilizando controla-
dores por realimentação estática de saída sintetizados por meio do Corolá-
rio 5.5. O número de variáveis escalares, V , e de linhas de LMIs, L, é também
apresentado.
g = 0 g = 1
d γ V L γ V L
1 1.1066 7 14 1.0373 12 22
2 1.0911 15 20 0.8960 27 32
3 1.0873 27 26 0.8714 50 42
4 1.0862 43 32 0.8645 81 52
5 1.0859 63 38 0.8644 120 62
norma H∞, melhora conforme mais saídas são consideradas na lei de controle. O incre-
mento no grau das variáveis polinomiais também auxilia na redução do conservadorismo
e proporciona menores limitantes para a norma. Contudo, note que após determinado
valor de d, os benefícios de se incrementar a memória na lei de controle são mitigados.
Adicionalmente, para o sistema estudado, não há benefícios (redução dos limitantes) em
escolher g > 1 para o grau das variáveis polinomiais.
O método proposto é comparado ao método de duas fases de Agulhari et
al. (2010a), que requer que um controlador robusto por realimentação de estados seja
determinado na primeira fase para que se possa sintetizar um controlador robusto por
realimentação estática de saída na segunda, e é comparado, também, à técnica de Chang
et al. (2015). Para o método de Agulhari et al. (2010a), o menor limitante determinado
para a normaH∞ foi γ = 1.0164 por meio dos Teoremas 2 e 3 (fases 1 e 2, respectivamente)
com variáveis polinomiais de grau g = 1. O número de variáveis escalares, V , e linhas de
LMIs, L, para cada fase são 18 e 18 e 19 e 28, respectivamente. Por sua vez, a técnica
de Chang et al. (2015) provê um limitante para norma H∞ de γ = 1.0305 com β = ρ = 0
e V = 16 e L = 25.
Escolhendo o controlador sintetizado com g = 1 e d = 5, o desempenho H∞ do
sistema em malha fechada (5.3) é calculado por meio de uma busca exaustiva no parâmetro
incerto ξ e pelo cômputo de ‖H(ζ, ξ)‖∞ para cada valor do parâmetro. A norma H∞ de
pior caso obtida por meio desse procedimento é ‖H(ζ, ξ)‖∞ = 0.8603, a qual é menor
(e muito próxima) ao limitante superior determinado γ = 0.8644. A Figura 5.4 ilustra o
resultado obtido.
Exemplo 5.8. Este exemplo ilustra a influência do parâmetro λ na redução do con-
servadorismo das condições do Corolário 5.5. Desse modo, considere o seguinte sistema
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Figura 5.4 – Diagrama de valores singulares da matriz de transferência do sistema em
malha fechada (5.3) para o Exemplo 5.7 utilizando um controlador robusto
estático de saída com memória.
adaptado de Sadabadi e Karimi (2013):
A =


0 0 −r1
1 0 −r2
0 1 −r3

 , Bu =


r4
1
0

 , Bw =


0.1
0.1
0.1

 ,
Cz =
[
0 0 0.1
]
, Du = 0, Dzw = 0.1,
Cy =
[
0 0 1
]
,
(5.43)
com r1 = −0.1, r2 = 0.5, r3 = −1.2 e r4 = 0.2, sendo que todos os parâmetros apresentam
incertezas de ±20% sobre o valor nominal. Um representação politópica com 16 vértices é
obtida avaliando os parâmetros nos correspondentes valores máximos e mínimos de cada
faixa de incertezas.
Primeiramente, os Teoremas 1 e 3 de Agulhari et al. (2010a) e o Teorema 4
de Chang et al. (2015) (com β = 1.875, ρ = 0.2) são aplicados ao sistema (5.43), produ-
zindo os limitantes para a norma H∞ de γ = 0.3012 e de γ = 0.2999, respectivamente.
Então, por meio do Corolário 5.5, controladores robustos por realimentação estática de
saída são sintetizados com d = {1, 2, 3, 4, 5} e os resultados obtidos são apresentados
na Tabela 5.5. Particularmente, não há melhorias sobre os limitantes para a norma H∞
quando variáveis polinomiais de grau g > 1 são utilizados, assim, apenas o caso para g = 1
é reportado.
Note que, neste caso, o método proposto com λ = 0 não fornece limitantes para
a norma H∞ do sistema tão baixos quanto os limitantes obtidos pelo método de Agulhari
Capítulo 5. Controle robusto com memória 91
Tabela 5.5 – Limitantes da norma H∞ obtidos para o sistema (5.43) utilizando controla-
dores por realimentação estática de saída sintetizados por meio do Corolá-
rio 5.5. O número de variáveis escalares, V , e de linhas de LMIs, L, é também
fornecido.
d γ V L
1 Infactível — —
2 Infactível — —
3 0.4728 820 2048
4 0.4570 1349 2504
5 0.4239 2022 2960
et al. (2010a) ou de Chang et al. (2015). Além disso, um controlador robusto por reali-
mentação estática de saída padrão (d = 1) e um controlador com memória que utiliza
apenas uma saída anterior (d = 2) não puderam ser determinados por meio do Corolá-
rio 5.5. Almejando reduzir o conservadorismo das condições propostas e prover melhores
limitantes para a norma H∞ do sistema em malha fechada (5.3), uma busca escalar so-
bre o parâmetro λ utilizando 19 valores igualmente espaçados no intervalo [−0.9, 0.9] é
realizada, considerando que o grau das variáveis polinomiais é g = 1. O resultado desse
procedimento é ilustrado na Figura 5.5, sendo que os casos d = 1, d = 2 e d = 5 são
representados pela linha azul ponto-tracejada, pela linha vermelha tracejada e pela linha
preta contínua, respectivamente. Nenhuma solução factível foi encontrada para valores de
λ > −0.1, nos primeiros dois casos, e para λ > 0.1, no último caso.
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Figura 5.5 – Comportamento dos limitantes da norma H∞ para o sistema do Exemplo 5.8
em função do parâmetro escalar λ.
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Pode-se notar que, apesar de que nenhuma solução factível foi encontrada para
λ = 0 nos casos d = 1 e d = 2, a realização de uma busca escalar sobre o parâmetro possi-
bilitou determinar soluções factíveis no intervalo [−0.9, −0.1]. Outrossim, como reportado
na Tabela 5.6, os melhores (menores) limitantes obtidos para a norma H∞ são γ = 0.2848
e γ = 0.2569 para d = 1 e d = 2, respectivamente, os quais são menores do que os limi-
tantes obtidos pelos métodos de (AGULHARI et al., 2010a) e de (CHANG et al., 2015).
Adicionalmente, o limitante obtido para d = 5 (γ = 0.2057) é, aproximadamente, 51.4%
menor do que o limitante apresentado na Tabela 5.5 (λ = 0) e, além disso, esse limitante
é praticamente 31.4% menor do que o limitante determinado pelo método de Chang et
al. (2015).
Tabela 5.6 – Melhores limitantes para a norma H∞ obtidos por meio de uma busca es-
calar sobre o parâmetro γ nas condições do Corolário 5.5 para o sistema do
Exemplo 5.8.
d λ γ
1 −0.7 0.2848
2 −0.6 0.2569
5 −0.5 0.2057
Considerando o controlador robusto por realimentação estática de saída sinte-
tizado por meio do Corolário 5.5 com d = 5, g = 2 e λ = −0.5, foi realizada uma simulação
temporal do sistema em malha fechada (5.3) (com r1 = −0.12, r2 = 0.4, r3 = −1.44 e
r4 = 0.16) utilizando o seguinte sinal de ruído de entrada:
w(k) = 5 e−0.025k cos(0.1421k).
Os resultados obtidos são apresentados na Figura 5.6. Nota-se que o controlador com
memória projetado apresenta um bom desempenho, mantendo o sinal de controle dentro
de níveis aceitáveis e assegurando a estabilidade assintótica do sistema em malha fe-
chada. Além disso, o valor da norma H∞ de pior caso computado por meio de (2.23)
é ‖H(ζ, ξ)‖∞ = 0.1973, o qual é menor do que o limitante obtido anteriormente de
γ = 0.2057, corroborando a validade dos resultados obtidos pela metodologia proposta.
Exemplo 5.9. Considere o sistema incerto discreto LTI apresentado em Chang et al.
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(b) Saída controlada.
Figura 5.6 – Resposta temporal do sistema (5.43) utilizando um controlador robusto es-
tático de saída com memória sintetizado com d = 5, g = 2 e λ = −0.5.
(2015), descrito pelas matrizes:
A1 =


−0.2228 1.2665 0.0210 −0.1407 −0.1431
−0.3077 0.4837 −0.1988 0.8809 −0.6714
−0.5078 0.0185 −0.5140 −0.3025 0.0583
−0.2847 0.3645 0.0138 0.3732 0.1503
0.3795 0.8853 0.3176 1.300 −0.6100


,
A2 =


−0.0463 1.0000 0.4761 0.0006 −0.1967
0.1390 0.2433 0.5270 −0.2392 −0.4557
0.2463 1.0720 −0.3483 0.0574 0.2562
0.4315 0.0915 −0.1487 −0.0171 −0.3573
0.2005 −0.2659 −1.4680 0.5854 1.0000


,
Bw,1 =


−0.05
−0.85
−0.82
−0.0623
1.12


, Bw,2 =


−0.26
0.688
−1.1511
−1.04
−0.14


, Bu,1 =


−0.4
−0.46
−0.1
0.23
−0.6543


, Bu,2 =


0.62
−1.06
−0.59
0.0852
−0.1


,
Cz,1 =
[
−0.088 −0.312 0.1733 1.167 0.55
]
, Dzw,1 = 0.84, Du,1 = 0.6,
Cz,2 =
[
−0.89 −0.0812 0.73 −0.43 −0.473
]
, Dzw,2 = 0.239, Du,2 = −1.14,
Cy =
[
0 0 0 0 2
]
.
(5.44)
O objetivo é estabilizar o sistema incerto (5.44) por meio de uma lei de controle
robusta por realimentação estática de saída que utilize memória. Note que, assim como
no Exemplo 5.7, a matriz de saída Cy não está na forma
[
I 0
]
. Portanto, aplicando-se a
transformação (5.31) ao sistema, obtém-se um sistema similar no qual a matriz de saída
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encontra-se na forma de interesse. Os resultados obtidos pela aplicação do Corolário 5.6
ao sistema transformado são apresentados na Tabela 5.7 bem como as complexidades
numéricas associadas, que são mensuradas em termos do número de variáveis de decisão,
V , e do número de linhas de LMIs, L. Os graus adotados para as variáveis de decisão são
g = {1, 2} e o número de saídas passadas considerado é d = {1, 2, 3, 4, 5}.
Tabela 5.7 – Limitantes da norma H2 obtidos para o sistema (5.44) utilizando controla-
dores por realimentação estática de saída sintetizados por meio do Corolá-
rio 5.6. O número de variáveis escalares, V , e de linhas de LMIs, L, é também
apresentado.
g = 1 g = 2
d µ V L µ V L
1 3.3030 74 59 1.8970 110 83
2 2.4350 155 84 1.8554 231 118
3 2.3705 286 109 1.8372 427 153
4 2.3420 467 134 1.8337 698 188
5 2.3232 698 159 1.8294 1044 223
O mesmo comportamento observado no caso da norma H∞ ocorre neste exem-
plo, ou seja, o incremento do número de saídas passadas na lei de controle contribui para
a redução dos limitantes da norma H2 do sistema em malha fechada, porém, após um
determinado valor de d, os benefícios de se incrementar a memória na lei de controle são
atenuados. De maneira similar, o incremento no grau de dependência das variáveis poli-
nomiais também auxilia na obtenção de limitantes menos conservadores para a norma do
sistema. Compare tais resultados com os limitantes obtidos pelo método de Moreira et
al. (2011), que utiliza um procedimento de duas fases, e pelo método de de Oliveira et al.
(2002), que utiliza uma lei de controle sem memória. Para o primeiro método, o menor
limitante computado foi µ = 6.2389, ao passo que o segundo método proveu um limitante
µ = 4.1759. Da comparação, pode-se dizer que o método proposto neste artigo é menos
conservador e, também, mais simples, pois não requer uma segunda fase (isto é, um novo
conjunto de LMIs para ser testado) como em Moreira et al. (2011).
Uma busca exaustiva no parâmetro incerto ξ é realizada para se determinar
o valor da norma H2 de pior caso para o sistema em malha fechada (5.3), utilizando
o controlador projetado com g = 2 e d = 5. Para cada valor do parâmetro ξ o custo
‖H(ζ, ξ)‖2 é calculado e, por meio desse procedimento, a norma de pior caso obtida
é ‖H(ζ, ξ)‖2 = 1.4384, a qual se encontra abaixo do limitante previamente determinado
µ = 1.8294. Para o sistema obtido com o valor do parâmetro ξ de pior caso, é realizada uma
simulação temporal para verificar o sinal de controle u(k) aplicado sobre o sistema, bem
como a saída de interesse z(k) utilizando como entrada um impulso unitário (w(k) = δ(k)),
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sendo os resultados apresentados na Figura 5.7. O comportamento dos sinais apresentados
indica que a estratégia com memória produz sinais bem comportados, isto é, sem grandes
valores de amplitude, possibilitando, assim, a implementação em dispositivos de lógica
reprogramável.
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Figura 5.7 – Resposta temporal do sistema (5.44) utilizando um controlador robusto es-
tático de saída com memória sintetizado com d = 5 e g = 2.
Exemplo 5.10. O intuito deste exemplo é ilustrar a influência do parâmetro λ na redu-
ção do conservadorismo das condições do Corolário 5.6. Considere para tanto o seguinte
sistema adaptado de Lee et al. (2015):
A1 =


0.8189 0.0863 0.0900 2.0813
0.2524 0.0033 0.0313 0.2004
−0.0545 0.0102 0.7901 −0.2580
−0.1918 −0.1034 0.1602 0.8604


, Bw,i =


0.0953 0.9394
0.0145 0
0.0862 0.9193
−0.0011 0.9812


,
A2 =


0.1189 0.0863 0.0900 0.0813
0.2524 0.0033 0.0313 −0.2004
−0.0500 0.0102 −0.7901 −0.2580
−0.1918 −0.1034 −0.1602 0.8604


, Bu,i =


0.0045 1.0044
0.1001 0.0100
0.0003 −0.0136
−0.0051 0.0936


,
Dzw,i =

1 0 1 0
0 1 0 1


T
, Du,i =

1 0 1 0
0 1 0 1


T
,
Cy =
[
0 1 0 1
]
, Cz,i = I, i = 1, 2.
(5.45)
Aplicando os métodos de Moreira et al. (2011) e de de Oliveira et al. (2002) ao
sistema (5.45) obtêm-se os limitantes µ = 5.2543 e µ = 8.1968, respectivamente, para a
norma H2. Em seguida, Corolário 5.6 é aplicado ao sistema para sintetizar controladores
robustos por realimentação estática de saída com memória, assumindo g = {1, 2} e d =
{1, 2, 3, 4, 5} nas condições do corolários, e os resultados são apresentados na Tabela 5.8.
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Tabela 5.8 – Limitantes da norma H2 obtidos para o sistema (5.45) utilizando controla-
dores por realimentação estática de saída sintetizados por meio do Corolá-
rio 5.6. O número de variáveis escalares, V , e de linhas de LMIs, L, é também
apresentado.
g = 1 g = 2
d µ V L µ V L
1 9.2721 53 66 9.2586 78 93
2 7.8132 107 86 7.8120 158 121
3 6.3410 193 106 6.3356 286 149
4 5.8406 311 126 5.7856 462 177
5 5.6609 461 146 5.5472 686 205
Como observado no exemplo anterior, os limitantes da norma H2 são reduzidos
conforme mais medições são consideradas na lei de controle. Além disso, o aumento do
grau g das variáveis polinomiais produziu uma sutil melhoria sobre os limitantes com-
putados, com reduções mais pronunciadas para maiores valores de d. Note também que,
utilizando apenas uma memória na lei de controle (d = 2), o limitante da norma é melhor
do que o obtido pelo método de de Oliveira et al. (2002). Contudo, não foi possível obter
valores menores do que o limitante determinado pelo método de duas fases de Moreira
et al. (2011). Dessa maneira, com o intuito de reduzir o conservadorismo das condições
do Corolário 5.6 e determinar melhores limitantes para a norma H2 do sistema em ma-
lha fechada (5.3), uma busca escalar no parâmetro λ é realizada utilizando 19 valores
igualmente espaçados no intervalo [−0.9, 0.9] e considerando que as variáveis polinomiais
possuem grau g = 2. Os resultados para os casos d = 1, d = 3 e d = 5 são apresentados
na Figura 5.8, sendo representados, respectivamente, pelas linhas azul ponto-tracejada,
vermelha tracejada e preta contínua.
A Figura 5.8 indica que os menores valores para os limitantes da norma H2,
em cada caso, são obtidos para o valor λ = −0.2. De fato, o menor valor obtido para o
limitante da norma foi µ = 5.4152 com d = 5. Apesar de tal limitante não ser melhor do
que o limitante determinado pelo método de Moreira et al. (2011), a busca escalar mostra
que, para um valor apropriado de λ, é possível obter limitantes menos conservadores com
o mesmo grau de complexidade da condição sem o parâmetro λ.
5.3 Conclusões
Uma metodologia para o projeto de controladores robustos por realimentação
de estados ou realimentação estática de saída com memória foi alvo de investigação neste
capítulo. As leis de controle propostas utilizam estados ou saídas passadas do sistema
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Figura 5.8 – Comportamento dos limitantes da normaH2 para o sistema do Exemplo 5.10
em função do parâmetro λ.
para compor o sinal de realimentação, agregando dinâmica extra ao sistema obtido em
malha fechada. As condições de síntese são dadas sob a forma de LMIs robustas, das
quais deriva-se um conjunto finito de LMIs após a imposição de estrutura às matrizes
de Lyapunov e às variáveis de folga polinomialmente dependentes de parâmetros (tarefa
realizada com a ajuda do pacote computacional ROLMIP (AGULHARI et al., 2012b)
nesta tese). Além disso, um parâmetro escalar é incorporado às condições propostas com
o intuito de prover um grau de liberdade extra para as condições e, possivelmente, reduzir
o conservadorismo para uma escolha apropriada. Exemplos numéricos ilustrativos revelam
que menores limitantes para as normas H∞ e H2 são obtidos com o aumento do número
de informações passadas utilizadas na lei de controle e, em menor grau, realizando buscas
escalares sobre o parâmetro incorporado às condições. Finalmente, mostrou-se que a apli-
cação de condições da literatura para a síntese de controladores robustos com memória
que não exploram adequadamente a estrutura do sistema aumentado não proporcionam
melhores resultados frente aos obtidos para uma lei de controle sem memória.
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Esta tese abordou os problemas de projeto de filtros e controladores robustos
com desempenho garantido H2 e H∞ para sistemas discretos incertos LTI por meio do
enriquecimento da dinâmica do sistema. As condições de síntese utilizam-se de um sistema
auxiliar aumentado e são formuladas como LMIs dependentes de parâmetros. As principais
contribuições deste trabalho são enunciadas a seguir.
Como primeira contribuição, para o problema de filtragem robusta, foi pro-
posto um filtro cuja ordem é maior do que a ordem do sistema sendo filtrado, denomi-
nado filtro de ordem não mínima. Em linhas gerais, a metodologia para a síntese desse
tipo de filtros consiste em construir, a partir do sistema original, um sistema auxiliar au-
mentado, não observável, com matrizes constantes escolhidas pelo projetista, e sintetizar
um filtro de ordem completa para esse novo sistema. As condições de síntese com custo
garantido H2 e H∞ são obtidas a partir do Lema de Finsler, o qual introduz variáveis de
folga adicionais às condições de projeto, manipuladas por uma estratégia de projeção que
permite aproveitar a estrutura particular do sistema aumentado, e são apresentadas sob
a forma de LMIs robustas. Vale ressaltar que sem esse mecanismo de projeção, a simples
aplicação de condições de síntese de filtros robustos existentes na literatura no sistema
auxiliar aumentado não consegue melhores resultados do que os obtidos com filtros de
ordem completa. Matrizes de Lyapunov e variáveis de folga polinomialmente dependentes
de parâmetros foram adotadas para se obter, por meio de relaxações LMIs, um conjunto
finito de LMIs programável (tarefa realizada com o auxílio do pacote computacional ROL-
MIP (AGULHARI et al., 2012b)). Experimentos numéricos demonstraram que o aumento
da ordem do sistema auxiliar e, consequentemente, do filtro robusto sintetizado propor-
ciona reduções sobre os limitantes das normas H2 e H∞, sendo, além disso, possível uma
maior redução com o aumento do grau das variáveis polinomialmente dependentes de pa-
râmetros. Outrossim, observou-se que a aplicação de condições da literatura para a síntese
de filtros robustos de ordem completa para o sistema auxiliar aumentado não proporciona
limitantes menos conservadores do que os obtidos para o sistema original.
A segunda contribuição dá-se por meio da particularização da estrutura do
filtro de ordem não mínima proposta. Introduziram-se, então, os filtros com memória que
utilizam ou saídas passadas do sistema, ou estados passados do filtro ou ambos em sua
estrutura, e também os smoothers com atraso fixo. Especializações do sistema auxiliar
aumentado foram apresentadas e as condições de síntese foram adaptadas para englobar
as especificidades de cada caso.
Por fim, a terceira contribuição se deu no âmbito de projeto de controladores
robustos com desempenho garantido H2 e H∞ que utilizam memória para formar a lei
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de controle. Nesse sentido, foram propostas leis de controle por realimentação estática
de estados e de saída que utilizam, respectivamente, estados ou saídas anteriores do sis-
tema. A partir da definição de um sistema auxiliar aumentado, condições de síntese com
custo garantido H2 e H∞ foram propostas, sob a forma de LMIs robustas acrescidas de
um parâmetro escalar, baseadas no Lema da Projeção. Assim como no caso do filtro, as
condições propostas aproveitam-se da estrutura particular do sistema auxiliar aumentado
para produzir melhores resultados do que os obtidos com realimentações que se utilizam
apenas do estado ou da saída no instante atual. De forma similar ao problema de filtra-
gem, adotaram-se matrizes de Lyapunov e variáveis de folga polinomialmente dependentes
de parâmetros para derivação de um conjunto finito programável de LMIs por meio do
parser ROLMIP (AGULHARI et al., 2012b). Além disso, o parâmetro escalar adicionado
às condições propostas introduziu um grau extra de liberdade que pode ser explorado
para diminuição do conservadorismo das condições. Os experimentos numéricos realiza-
dos indicam que a utilização de instantes passados nas leis de controle por realimentação
estática de estados e de saída produzem limitantes gradativamente mais precisos para as
normas do sistema em malha fechada. Os experimentos também revelaram que a sim-
ples aplicação das abordagens presentes na literatura no sistema auxiliar aumentado não
produz melhores limitantes para as normas H2 e H∞ frente aos obtidos por uma lei de
controle que utiliza somente o instante atual. Ademais, buscas lineares sobre o parâmetro
escalar introduzido às condições proporcionaram sutis reduções dos limitantes previa-
mente calculados, ao preço de um aumento da complexidade computacional associado ao
procedimento.
Em todos os casos, as condições de síntese propostas englobam outras dispo-
níveis na literatura; assim, o valor dos limitantes para as normas H2 e H∞ determinados
pelos métodos apresentados nesta tese não são mais conservadores do que os limitantes
computados por outros métodos contidos nos propostos.
Perspectivas futuras
Como possíveis tópicos para pesquisas futuras sugerem-se:
1. Desenvolver um procedimento para a escolha das matrizes Φ1, Φ2 e Φ3 que minimi-
zem os custos garantidos H2 e H∞ no problema de filtragem com filtros robustos de
ordem não mínima apresentado no Capítulo 3.
2. Estender as metodologias propostas para a síntese de filtros de ordem não mínima
e com memória, dos Capítulos 3 e 4, para tratar o problema de estimação de parâ-
metros.
3. Estender as condições de síntese de controladores apresentadas no Capítulo 5 para
tratar sistemas discretos com parâmetros variantes no tempo.
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4. Um problema interessante e desafiador é estender a metodologia de síntese de filtros
não mínimos para o caso de controladores dinâmicos de saída. O principal obstáculo
advém do processo de linearização das variáveis para descrição do problema em uma
forma convexa.
5. Os métodos desenvolvidos nesta tese podem ser estendidos para abordar outras
classes de sistemas, como sistemas híbridos e sistemas controlados por rede.
6. A última sugestão para projetos futuros é, na verdade, tentar responder a seguinte
questão: é possível estender a metodologia proposta para tratar sistemas contínuos?
No âmbito de sistemas discretos, estados ou saídas passadas foram utilizados para
compor o vetor de estados do sistema auxiliar aumentado. A correspondência direta,
no caso de sistemas contínuos, seria armazenar a derivada dos estados ou saídas;
todavia, a influência de perturbações externas é amplificada conforme a ordem da
derivada aumenta, chegando a um ponto no qual a informação poderia (ou deveria)
ser descartada por ser excessivamente ruidosa.
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APÊNDICE A – Exemplos de utilização do
ROLMIP
A.1 Análise de estabilidade
O código a seguir corresponde à condição de estabilidade apresentada no
Lema 2.1.
function output = stab_d(A,g)
% function stab_d(A,g)
%
% Determina a estabilidade da matriz ’A’ utilizando uma função de
% Lyapunov polinomial de grau ’g’.
%
% captura o numero de vertices do sistema e sua ordem
vertices = size(A,2);
order = size(A{1},1);
% tempo gasto com a montagem das LMIs
output.cpusec_m = clock;
pA = rolmipvar(A,’A’,vertices,1);
P = rolmipvar(order,order,’P’,’symmetric’,vertices,g);
TT = [P, pA’*P;
P*pA, P];
% Cria as LMIs para verificar a estabilidade do sistema
LMIs = TT > 0;
% tempo total gasto com a montagem das LMIs
output.cpusec_m = etime(clock,output.cpusec_m);
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sol = optimize(LMIs,[],sdpsettings(’verbose’,0,’solver’,’mosek’));
% tempo de resolucao do problema
output.cpusec = sol.solvertime;
% informacoes do solver quanto a resolucao do problema
output.info = sol.info;
% residuo das LMIs
output.res = min(checkset(LMIs));
% recupera as variaveis de interesse
output.P = value(P);
% se o residuo de otimizacao for maior do que zero, o problema
% e’ factivel
output.feas = 0;
if output.res > 0
output.feas = 1;
end
end
Internamente, o pacote ROLMIP gera um conjunto de LMIs finito baseando-
se nos graus das variáveis declaradas e utilizando relaxações polinomiais. Desta forma,
supondo que a matriz de Lyapunov seja de grau g = 0 e o sistema tenha dois vértices, as
LMIs geradas pelo ROLMIP são:

 P1 AT1 P1
P1A1 P1

 ≻ 0

 P1 AT2 P1
P1A2 P1

 ≻ 0
que são equivalentes as condições reportadas em (2.36). Por sua vez, um grau g = 1 para
a matriz de Lyapunov gera as LMIs:

 P1 AT1 P1
P1A1 P1

 ≻ 0

 P1 + P2 AT1 P2 + AT2 P1
P1A2 + P2A1 P1 + P2

 ≻ 0

 P2 AT2 P2
P2A2 P2

 ≻ 0
que correspondem exatamente a (2.40).
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A.2 Condição de síntese de filtros robustos de ordem não mínima
com critério H∞
O programa apresentado a seguir implementa as condições de síntese de filtros
robustos de ordem não mínima apresentadas no Teorema 3.8.
function output = filter_nonminimal_hinf(A,B,Cz,Cy,Dz,Dy,Phi1,...
Phi2,Phi3,varargin)
% valores-padrao de algumas variaveis
degP = 0;
degF = 0;
hinf = 0;
r = 0;
tolerance = 1e-6;
% parametros opcionais passados
if nargin > 9
options=struct(varargin{:});
if isfield(options,’degP’)
degP = options.degP;
end
if isfield(options,’degF’)
degF = options.degF;
end
if isfield(options,’deg’)
degP = options.deg;
degF = options.deg;
end
if isfield(options,’r’)
r = options.r;
end
if isfield(options,’hinf’)
hinf = options.hinf;
end
if isfield(options,’tol’)
tolerance = options.tol;
end
end
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% captura o numero de vertices e a ordem das matrizes do sistema
vertices = size(A,2);
order = size(A{1},1);
inputs = size(B{1},2);
out_est = size(Cz{1},1);
out_meas = size(Cy{1},1);
% variavel para computar o tempo gasto com a montagem das LMIs
output.cpusec_m = clock;
% caso seja passado um valor de norma, estamos preocupados com
% a factibilidade do problema para o valor de norma fornecido.
% Caso contrario, deseja-se minimizar um limitante para a norma
% Hoo do sistema
if hinf == 0
mu = sdpvar(1);
obj = mu;
else
mu = hinf*hinf;
obj = [];
end
% ordem do filtro a ser sintetizado
nf = order + r;
% definicao das matrizes constantes do problema
Phi = [Phi1 Phi2];
E1 = [zeros(order,r) eye(order)];
E2 = [eye(r) zeros(r,order)];
if r == 0
Ncal = eye(4*order + inputs + out_est);
else
Ncal = [-eye(nf) zeros(nf) zeros(nf,order) zeros(nf) ...
zeros(nf,inputs) zeros(nf,out_est);
zeros(nf) -eye(nf) zeros(nf,order) zeros(nf) ...
zeros(nf,inputs) zeros(nf,out_est);
E2’*Phi zeros(nf) E1’ zeros(nf) E2’*Phi3 zeros(nf,out_est);
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zeros(nf) zeros(nf) zeros(nf,order) -eye(nf) ...
zeros(nf,inputs) zeros(nf,out_est);
zeros(inputs,nf) zeros(inputs,nf) zeros(inputs,order) ...
zeros(inputs,nf) -eye(inputs) zeros(inputs,out_est);
zeros(out_est,nf) zeros(out_est,nf) zeros(out_est,order) ...
zeros(out_est,nf) zeros(out_est,inputs) -eye(out_est)];
end
% cria as variaveis de folga do problema
X = rolmipvar(nf,order,’X’,’full’,vertices,degF);
Y = rolmipvar(nf,order,’Y’,’full’,vertices,degF);
J = rolmipvar(nf,order,’J’,’full’,vertices,degF);
K = rolmipvar(nf,order,’K’,’full’,vertices,degF);
U = rolmipvar(inputs,order,’U’,’full’,vertices,degF);
V = rolmipvar(out_est,order,’V’,’full’,vertices,degF);
% definicao das variaveis envolvidas na recuperacao das
% matrizes do filtro de ordem nao minima
S = rolmipvar(nf,nf,’S’,’full’,vertices,0);
Q = rolmipvar(nf,nf,’Q’,’full’,vertices,0);
F = rolmipvar(nf,out_meas,’F’,’full’,vertices,0);
L = rolmipvar(out_est,nf,’L’,’full’,vertices,0);
R = rolmipvar(out_est,out_meas,’R’,’full’,vertices,0);
% Matriz de Lyapunov
P1 = rolmipvar(nf,nf,’P1’,’symmetric’,vertices,degP);
P2 = rolmipvar(nf,nf,’P2’,’full’,vertices,degP);
P3 = rolmipvar(nf,nf,’P3’,’symmetric’,vertices,degP);
pA = rolmipvar(A,’A’,vertices,1);
pB = rolmipvar(B,’B’,vertices,1);
pCy = rolmipvar(Cy,’Cy’,vertices,1);
pCz = rolmipvar(Cz,’Cz’,vertices,1);
pDy = rolmipvar(Dy,’Dy’,vertices,1);
pDz = rolmipvar(Dz,’Dz’,vertices,1);
% Define as matrizes aumentadas do teorema
Pcal = [P1 P2’;
P2 P3];
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Gcal = [zeros(nf) S;
zeros(nf) S];
Acal = [F*pCy*E1 Q;
F*pCy*E1 Q];
Bcal = [F*pDy;
F*pDy];
Ccal = [pCz*E1-R*pCy*E1, -L];
Dcal = pDz*-R*pDy;
% Cria as matrizes referentes as desigualdades de sintese
Qcal = [Pcal, Acal’, zeros(2*nf,inputs), Ccal’;
Acal, Gcal+Gcal’-Pcal, Bcal, zeros(2*nf,out_est);
zeros(inputs,2*nf), Bcal’, eye(inputs), Dcal’;
Ccal, zeros(out_est,2*nf), Dcal, mu*eye(out_est)];
Xcal = [J; K; X; Y; U; V];
Rcal = [pA*E1 zeros(order,nf) E1 zeros(order,nf) pB ...
zeros(order,out_est)];
% Cria as LMIs a serem resolvidas
LMIs = Pcal > 0;
LMIs = [LMIs, Ncal’ * (Qcal + Xcal*Rcal + Rcal’*Xcal’) * Ncal > 0];
% computa o tempo gasto para montagem das LMIs
output.cpusec_m = etime(clock,output.cpusec_m);
% captura o numero de variaveis e de linhas de LMIs envolvidas
% no problema
[output.rows, output.vars] = get_lmi_dimensions(LMIs);
sol = optimize(LMIs,obj,sdpsettings(’verbose’,0,’solver’,’mosek’));
% tempo gasto para resolucao do problema
output.cpusec = sol.solvertime;
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% informacoes pertinentes do solver
output.info = sol.info;
% residuo de otimizacao
output.res = min(checkset(LMIs));
% devolve as variaveis de interesse para o usuario
output.hinf = sqrt(value(mu));
output.P = [double(P1) double(P2)’;double(P2) double(P3)];
output.S = double(S);
output.Q = double(Q);
output.F = double(F);
output.Af = double(S)\double(Q);
output.Bf = double(S)\double(F);
output.Cf = double(L);
output.Df = double(R);
output.feas = 0;
% se o residuo de otimizacao for maior do que uma margem de
% tolerancia, o problema e’ factivel
if output.res > -tolerance
output.feas = 1; %factivel
end
end
function [L, V] = get_lmi_dimensions(LMIs)
% function get_lmi_dimensions(LMIs)
%
% Return the number L of lines and V of variables.
%
% determine the number of LMI rows
L = 0;
for i=1:size(LMIs,1)
L = L + size(LMIs{i},1);
end
% determine the number of scalar variables
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V = size(getvariables(LMIs),2);
end
A.3 Condição de síntese de controladores robustos por realimenta-
ção de estados com memória com critério H2
O programa apresentado a seguir implementa as condições de síntese de contro-
ladores robustos por realimentação de estados com memória apresentadas no Teorema 5.2.
function output = h2_sfb_memory(A,Bu,Bw,Cz,Du,Dw,varargin)
% valores-padrao de algumas variaveis
deg = 1;
d = 0;
h2 = 0;
tolerance = 1e-6;
xi = 0;
% parametros opcionais passados
if nargin > 6
options=struct(varargin{:});
if isfield(options,’deg’)
deg = options.deg;
end
if isfield(options,’d’)
d = options.d;
end
if isfield(options,’h2’)
h2 = options.h2;
end
if isfield(options,’tol’)
tolerance = options.tol;
end
if isfield(options,’xi’)
xi = options.xi;
end
end
% captura o numero de vertices e a ordem das matrizes do sistema
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vertices = size(A,2);
order = size(A{1},1);
inputs = size(Bw{1},2);
ctrl = size(Bu{1},2);
out_ctrl = size(Cz{1},1);
% variavel para computar o tempo gasto com a montagem das LMIs
output.cpusec_m = clock;
% caso seja passado um valor de norma, estamos preocupados com
% a factibilidade do problema para o valor de norma fornecido.
% Caso contrario, deseja-se minimizar um limitante para a norma
% H2 do sistema
if h2 == 0
mu = sdpvar(1);
obj = mu;
else
mu = h2*h2;
obj = [];
tolerance = 0;
end
% definicao das matrizes constantes do problema
if d > 1
Phi2 = [zeros((d-2)*order,order);eye(order)];
Phi1 = [zeros((d-2)*order,order) eye((d-2)*order);
zeros(order) zeros(order,(d-2)*order)];
Nu = [eye((d-1)*order) zeros((d-1)*order,order) ...
zeros((d-1)*order,order) zeros((d-1)*order,out_ctrl);
zeros(order,(d-1)*order) eye(order) zeros(order) ...
zeros(order,out_ctrl);
Phi1 Phi2 zeros((d-1)*order,order) zeros((d-1)*order,out_ctrl);
zeros(order,(d-1)*order) zeros(order) eye(order) ...
zeros(order,out_ctrl);
zeros(out_ctrl,(d-1)*order) zeros(out_ctrl,order) ...
zeros(out_ctrl,order) eye(out_ctrl)];
else
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Nu = eye(2*order + out_ctrl);
end
pA = rolmipvar(A,’A’,vertices,1);
pBw = rolmipvar(Bw,’Bw’,vertices,1);
pBu = rolmipvar(Bu,’Bu’,vertices,1);
pCz = rolmipvar(Cz,’Cz’,vertices,1);
pDw = rolmipvar(Dw,’Dw’,vertices,1);
pDu = rolmipvar(Du,’Du’,vertices,1);
% Matriz de Lyapunov
P1 = rolmipvar((d-1)*order,(d-1)*order,’P1’,’symmetric’,vertices,deg);
P2 = rolmipvar(order,(d-1)*order,’P2’,’full’,vertices,deg);
P3 = rolmipvar(order,order,’P3’,’symmetric’,vertices,deg);
% cria as variaveis de otimizacao do problema
M = rolmipvar(inputs,inputs,’M’,’symmetric’,vertices,deg);
G = rolmipvar(order,order,’G’,’full’,vertices,0);
for k = 1:d
Z{k} = rolmipvar(ctrl,order,strcat(’Z’,int2str(k)),’full’,...
vertices,0);
end
% Define as matrizes aumentadas do teorema
AbarG = pA*G + pBu*Z{1};
CbarG = pCz*G + pDu*Z{1};
Bbar = pBw;
Dbar = pDw;
Zbar = zeros(ctrl,-1);
for k = 2:d
Zbar = [Z{k} Zbar];
end
% Cria as LMIs a serem resolvidas
LMIs = rolmipvar(mu,’mu’) - trace(M) > 0;
PP = [P1 P2’;P2 P3];
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LMIs = [LMIs, PP > 0];
% Condicao do traco
T11 = M;
T21 = Bbar;
T22 = G + G’ - P3;
T31 = Dbar;
T32 = zeros(out_ctrl,order);
T33 = eye(out_ctrl);
TT = [T11 T21’ T31’;
T21 T22 T32’;
T31 T32 T33];
LMIs = [LMIs, TT > 0];
% Condicao do gramiano
QQ = [-PP zeros(d*order) zeros(d*order,out_ctrl);
zeros(d*order) PP zeros(d*order,out_ctrl);
zeros(out_ctrl,d*order) zeros(out_ctrl,d*order) eye(out_ctrl)];
XB = [zeros((d-1)*order) zeros((d-1)*order,order) ...
zeros((d-1)*order,order) zeros((d-1)*order,out_ctrl);
xi*pBu*Zbar xi*AbarG -xi*G zeros(order,out_ctrl);
pBu*Zbar AbarG -G zeros(order,out_ctrl);
pDu*Zbar CbarG zeros(out_ctrl,order) -eye(out_ctrl)];
LMIs = [LMIs, Nu’*QQ*Nu + XB + XB’ < 0];
% computa o tempo gasto para montagem das LMIs
output.cpusec_m = etime(clock,output.cpusec_m);
% captura o numero de variaveis e de linhas de LMIs envolvidas
% no problema
[output.rows, output.vars] = get_lmi_dimensions(LMIs);
sol = optimize(LMIs,obj,sdpsettings(’verbose’,0,’solver’,’mosek’));
% tempo gasto para resolucao do problema
output.cpusec = sol.solvertime;
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% informacoes pertinentes do solver
output.info = sol.info;
% residuo de otimizacao
output.res = min(checkset(LMIs));
% devolve as variaveis de interesse para o usuario
output.h2 = sqrt(value(mu));
output.h2sq = value(mu);
output.M = value(M);
output.P = value(PP);
output.G = value(G);
for k = 1:d
output.Z{k} = value(Z{k});
output.K{k} = output.Z{k}/value(G);
end
% se o residuo de otimizacao for maior do que uma margem de
% tolerancia, o problema e’ factivel
output.feas = 0;
if output.res > -tolerance
output.feas = 1;
end
end
function [L, V] = get_lmi_dimensions(LMIs)
% function get_lmi_dimensions(LMIs)
%
% Return the number L of lines and V of variables.
%
% determine the number of LMI rows
L = 0;
for i=1:size(LMIs,1)
L = L + size(LMIs{i},1);
end
% determine the number of scalar variables
V = size(getvariables(LMIs),2);
end
