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COMPUTING ACTIONS ON CUSP FORMS
DAVID ZYWINA
Abstract. For positive integers k andN , we describe how to compute the natural action of SL2(Z) on the space of
cusp forms Sk(Γ(N)), where a cusp form is given by sufficiently many terms of its q-expansion. This will reduce to
computing the action of the Atkin–Lehner operator on Sk(Γ) for a congruence subgroup Γ1(N) ⊆ Γ ⊆ Γ0(N).
Ourmotivating application of such fundamental computations is to compute explicit models of somemodular curves
XG.
1. Introduction
Fix positive integers k andN , and a congruence subgroup Γ1(N) ⊆ Γ ⊆ Γ0(N). Let Sk(Γ) andMk(Γ) be
the space of cusp forms and modular forms, respectively, of weight k with respect to Γ. In this article we explain
how one can explicitly compute the action of the Atkin–Lehner involutionWN on Sk(Γ) andMk(Γ), where we
view a modular form as being given by its q-expansion with enough terms known to uniquely determine it (given
k andΓ). In §1.4, we will explain how this allows us to compute the natural right action of SL2(Z) on Sk(Γ(N)).
In §1.5, we give an application to computing models of modular curves. In §1.7, we recall some related results.
1.1. Background and notation. We recall some basic definitions and conventions. Fix a positive integer k.
The groupGL+2 (R) of 2 × 2 real matrices with positive determinant acts on the complex upper half plane H
by linear fractional transformations. For a function f : H → C and a matrix γ =
(
a b
c d
)
∈ GL+2 (R), we define
the function f |kγ : H→ C, τ 7→ det(γ)
k/2(cτ + d)−kf(γτ). We will simply write f |γ when k is fixed or clear
from context. We have f |(γγ′) = (f |γ)|γ′ for all γ, γ′ ∈ GL+2 (R).
For a congruence subgroup Γ, we denote the space of cusp and modular forms by Sk(Γ) andMk(Γ), respec-
tively. They consist of holomorphic functions f : H → C that satisfy f |γ = f for all γ ∈ Γ along with usual
conditions at the cusps. Letw be thewidth of the cusp ofΓ at∞, i.e., the smallest positive integerw ≥ 1 for which
( 1 w0 1 ) lies in Γ. For each modular form f ∈Mk(Γ), we have
f(τ) =
∞∑
n=0
an(f) q
n
w
for unique an(f) ∈ C, where qw := e
2πiτ/w ; this is the Fourier series or q-expansion of f . When w = 1, we
will simply write q for q1. For a subring ofR ofC, we denote byMk(Γ, R) andSk(Γ, R) theR-module consisting
of modular forms f inMk(Γ) and Sk(Γ), respectively, for which all of the coefficients an(f) lie inR.
Fix a positive integerN and a congruence subgroup Γ0(N) ⊆ Γ ⊆ Γ1(N). Since the matrix
(
0 −1
N 0
)
normal-
izes Γ, we obtain an automorphism
Mk(Γ)
∼
−→Mk(Γ), f 7→ N
k/2 · f |
(
0 −1
N 0
)
=: f |WN
which we will call theAtkin–Lehner operator ofMk(Γ). We have (f |WN )(τ) = τ
−kf(−1/(Nτ)) and
(f |WN )|WN = (−1)
kNk · f.
Note that the subspace Sk(Γ) is stable under the action ofWN .
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Remark 1.1. In the literature, ouroperatorWN is often scaledby a factorofN
−k/2 ; inparticular, itwould thenbe an
involutionwhenk is even. Our versionhas nicer arithmetic propertieswhenk is odd. For example,Mk(Γ0(N),Q)
is always stable under the action ofWN using our normalization.
For d ∈ (Z/NZ)×, the diamond operator 〈d〉 acts on Mk(Γ) and Sk(Γ); we have f |〈d〉 := f |γ, where
γ ∈ SL2(Z) is any matrix satisfying γ ≡
(
d−1 ∗
0 d
)
(mod N).
Take any automorphism σ of the field C and any modular form f ∈ Mk(Γ(N)). Let σ(f) be the modular
form inMk(Γ(N)) whose q-expansion is obtained by applying σ to the coefficients of the q-expansion of f . This
defines an action of Aut(C) on Mk(Γ(N)). The subspaces Mk(Γ) and Sk(Γ) are stable under the action of
Aut(C), where Γ = Γ(N) or Γ0(N) ⊆ Γ ⊆ Γ1(N).
Finally, for each positive integerN , we define theN -th root of unity ζN := e
2πi/N ∈ C×.
1.2. Setup. Fix positive integers k and N . LetM be a subspace of Mk(Γ1(N)). For each subring R of C, we
defineM(R) :=M∩Mk(Γ1(N), R), i.e., theR-submodule ofM consisting of modular forms whose Fourier
coefficients all lie inR.
Assume thatM satisfies all the following conditions:
(a) M is stable under the action ofWN .
(b) M is stable under the action of the diamond operators 〈d〉 with d ∈ (Z/NZ)×,
(c) M(Z) spansM as aC-vector space,
(d) the Z-moduleM(Z) has a basis f1, . . . , fg , where each fj is given by its q-expansion for which we can
compute an arbitrary number of terms.
By our assumptions, f1, . . . , fg is a basis ofM. The main goal of this paper is explain how to compute the
action of the Atkin–Lehner operatorWN on the spaceM with respect to a fixed basis f1, . . . , fg . Equivalently,
we will give an algorithm to compute the unique matrixW ∈ GLg(C) satisfying
fj|WN =
g∑
k=1
Wj,k · fk
for all 1 ≤ j ≤ g. We will see that all the entries ofW lie in the cyclotomic fieldQ(ζN ).
We are motivated by the following examples of spacesM.
Example 1.2. The spaces Mk(Γ) and Sk(Γ), where Γ is a congruence subgroup with Γ1(N) ⊆ Γ ⊆ Γ0(N),
satisfy conditions (a)–(d). We shall verify these conditions in §4.
Example 1.3. Fix a newform f ∈ Sk(Γ1(N)) of levelN . LetMf be theC-subspace of Sk(Γ1(N)) generated by
σ(f)with σ ∈ Aut(C). In §4.5, we will verify that conditions (a)–(d) hold forMf . There is a unique c ∈ Cwith
absolute valueNk/2 satisfying
f |WN = c f ,
where f is obtainedby applying complex conjugation to the coefficients of the q-expansionoff , cf. Proposition 4.4.
After expressing f as a linear combination of the cusp forms f1, . . . , fg , one can use the matrixW to compute the
exact value of c.
1.3. The algorithm. Fix notation and assumptions as in §1.2. We now describe our algorithm to compute the ma-
trixW ; its validity will be proved in §5. The main idea is to use numerical approximations ofW to compute the
true value. 1
For a fixed integer n ≥ 1, letA be the g × nmatrix satisfying Ai,j = aj−1(fi), where fi =
∑∞
j=0 aj(fi)q
j .
By taking n large enough and using that f1, . . . , fg is a basis ofM(Z), we may assume that A ∈ Mg,n(Z) has
rank g.
Recall that a matrix inMg,n(Z) is inHermite normal form if it satisfies all the following conditions:
1Seehttp://pi.math.cornell.edu/~zywina/papers/AtkinLehner/ for a basic implementation, inMagma, of the algorithms
in this paper.
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• it is upper triangular and its zero rows lie below all the non-zero rows,
• the pivot in each non-zero row, i.e., the first non-zero entry, is positive and strictly to the right of all pivots
in rows that lie above it,
• the entries of the matrix above a pivot are all non-negative and smaller than the pivot.
There is a matrix U ∈ SLg(Z) such thatH := UA is in Hermite normal form. The matrixH , though not U , is
uniquely determined. With a change of basis ofM(Z) given byU , one could take the basis f1, . . . , fg so thatA is
in Hermite normal form; this would give a distinguished basis ofM(Z) by the uniqueness ofH . We define α to
be the product of all the pivots ofH .
Let Q be the smallest positive divisor N for which the action of the diamond operators 〈d〉 on M depends
only on the value of d modulo Q. The diamond operators thus give an action of (Z/QZ)× on M. For each
d ∈ (Z/QZ)×, letDd ∈ Mg(C) be the matrix that satisfies fj|〈d〉 =
∑g
k=1(Dd)j,k · fk for all 1 ≤ j ≤ g.
Moreover, we will see later thatDd ∈ GLg(Z).
For an integer 0 ≤ b ≤ ϕ(Q)− 1, where ϕ is the Euler totient function, define the matrix
βb := W ·
∑
d∈(Z/QZ)×
ζdbQ Dd.
In §5, we will prove that thematrixW lies inMg(Q(ζQ)) and satisfiesTrQ(ζQ)/Q(ζ
b
QW ) = βb, where the trace of
a matrix is taken entry by entry. In particular, βb ∈Mg(Q). Define the integer
Bk,N :=
∏
p|N
p⌈k/(p−1)⌉,
where ⌈x⌉ denotes x rounded up to the nearest integer. We will prove that Bk,N α · W lies inMg(Z[ζQ]) and
henceBk,N α · βb ∈Mg(Z).
In §4.8, we will observe thatW andDd can be numerically approximated inMg(C). By approximatingDd ∈
GLg(Z) to a sufficiently high accuracy, we can computeDd. By computingW to a sufficiently high accuracy, we
can approximate the entries ofBk,Nα ·βb ∈Mg(Z) so that they can be explicitly determined. With this approach,
we are now able to compute the matrices βb ∈Mg(Q(ζN )) for all 0 ≤ b ≤ ϕ(N)− 1.
Finally observe thatW is the unique matrix inMg(Q(ζQ)) satisfyingTrQ(ζQ)/Q(ζ
b
QW ) = βb for all 0 ≤ b ≤
ϕ(Q)− 1. Indeed, note that the map
T : Q(ζQ)→ Q
ϕ(Q), x 7→ (TrQ(ζQ)/Q(ζ
b
Qx))0≤b≤ϕ(Q)−1
is an isomorphism of Q-vector spaces (the pairing Q(ζQ) × Q(ζQ) → Q, (x, y) 7→ TrQ(ζQ)/Q(xy) is non-
degenerate and1, ζQ, . . . , ζ
ϕ(Q)−1
Q is a basis forQ(ζQ)overQ). By computingTrQ(ζQ)/Q(ζ
b
Qζ
a
Q)with0 ≤ a, b ≤
ϕ(Q)− 1, we can compute T and its inverse. Using this, we can compute the desired matrixW .
1.4. Action of SL2(Z) on Sk(Γ(N)). Fix positive integers k andN . We now explain how, using the algorithm of
§1.3, we can compute the natural right action of SL2(Z) on Sk(Γ(N)).
ThematricesS :=
(
0 −1
1 0
)
andT := ( 1 10 1 ) generateSL2(Z), so to describe the actionofSL2(Z)onSk(Γ(N))
it suffices to describe how S and T act. The action of T is straightforward since it fixes the cusp at infinity. For any
h =
∑∞
n=1 an(h)q
n
N ∈ Sk(Γ(N)), with qN = e
2πiτ/N , we have
h|T =
∞∑
n=1
an(h)ζ
n
N · q
n
N .
Define Γ := Γ0(N
2) ∩ Γ1(N). Using the algorithm of §1.3 with level N
2 instead of N , we can compute
an explicit basis f1, . . . , fg of the Z-module Sk(Γ,Z) and a matrix W ∈ GLg(Q(ζN )) satisfying fj|WN2 =
3
∑g
k=1Wj,k · fk. Since Γ(N) =
(
N 0
0 1
)
Γ
(
N 0
0 1
)−1
, we have an isomorphism
β : Sk(Γ)
∼
−→ Sk(Γ(N)), f 7→ N
k/2 · f |
(
1 0
0 N
)
of complex vector spaces which on q-expansions satisfies β(
∑∞
n=1 anq
n) =
∑∞
n=1 anq
n
N . For each 1 ≤ j ≤ g,
define hj := β(fj) =
∑∞
n=1 an(fj)q
n
N . The cusp forms h1, . . . , hg are a basis of theZ-moduleSk(Γ(N),Z).
For any f ∈ Sk(Γ), we have
β(f |WN2) = N
k · β(f)|
( (
1 0
0 N
)−1 ( 0 −1
N2 0
) (
1 0
0 N
) )
= Nk · β(f)|
(
0 −N
N 0
)
= Nk · β(f)|S.
Therefore,
hj |S = β(fj)|S = N
−kβ(fj |WN2) = N
−kβ(
g∑
k=1
Wj,k · fk) =
g∑
k=1
N−kWj,k ·β(fk) =
g∑
k=1
N−kWj,k ·hk.
So the action of S on the basis h1, . . . , hg of Sk(Γ(N)) is given by the matrixW . In §1.3, we gave an algorithm to
computeW .
1.5. Modular curves. Fix an integer N > 1 and let G be a subgroup of GL2(Z/NZ) that satisfies det(G) =
(Z/NZ)× and−I ∈ G. Associated to the group G, is a modular curveXG; it is a smooth projective and geo-
metrically irreducible curveXG defined overQ. In §6, we give a definition ofXG and also give a connection with
elliptic curves.
There is a natural right action ofGL2(Z/NZ) on theQ-vector space S2(Γ(N),Q(ζN )) characterized by the
following properties:
• The group SL2(Z/NZ) acts via the right action of SL2(Z) described in §1.4.
• A matrix
(
1 0
0 d
)
acts on a cusp form by applying σd to the coefficients of its q-expansion, where σd is the
automorphism ofQ(ζN ) satisfying σd(ζN ) = ζ
d
N .
From§1.4 andour algorithm in §1.3, we can compute abasisf1 , . . . , fg of theQ-vector spaceS2(Γ(N),Q(ζN ))
G,
where each fj is given by its q-expansion for which we can compute arbitrarily many terms. In §6, we will see that
S2(Γ(N),Q(ζN ))
G is naturally isomorphism toH0(XG,ΩXG). Let ω1, . . . , ωg be the basis ofH
0(XG,ΩXG)
corresponding to f1, . . . , fg . In particular, the genus ofXG is g.
Now assume that g ≥ 2. The morphism
ϕ : XG → P
g−1
Q , P 7→ [ω1(P ), . . . , ωg(P )]
is called the canonical map and it is uniquely determined up to an automorphism of Pg−1Q . The image C :=
ϕ(XG) is the canonical curve ofXG.
We will see that the homogenous ideal I(C) ⊆ Q[x1, . . . , xg] of the curveC is generated by the homogeneous
polynomials F ∈ Q[x1, . . . , xg] for which F (f1, . . . , fg) = 0. In §6, we describe how to find a set of generators
of the ideal I(C) from enough terms of the q-expansions of the cusp forms f1, . . . , fg , and hence compute the
curveC .
IfXG is (geometrically) hyperelliptic, thenC has genus 0 andϕ has degree 2. IfXG is not hyperelliptic, then ϕ
is an embedding and henceXG andC are isomorphic curves.
Remark 1.4. The bottleneck in the above approach to computing modular curves is that S2(Γ(N),Q(ζN )) with
its SL2(Z)-action becomes harder to compute asN grows. In particular, note that S2(Γ(N),Q(ζN ))
G often has
much smaller dimension than S2(Γ(N),Q(ζN )). The original goal of this paper was to show that this obvious
and direct approach is actually computable.
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1.6. Examples. We now give a few basic examples.
Example 1.5. Define the congruence subgroupΓ := Γ0(49) ∩ Γ1(7); it has levelN = 49. Then there is a unique
basis {f1, f2, f3} of theZ-module S2(Γ,Z) satisfying:
f1 = q − 3q
8 + 4q22 + . . . , f2 = q
2 − 3q9 − q16 + . . . , f3 = q
4 − 4q11 + 3q18 + . . . .
We have fj|
(
0 −1
1 0
)
=
∑3
k=1Wj,k · fk for a unique matrixW ∈ GL3(C). Using the algorithm of §1.3, we find
that
W = 7 ·

 −3ξ2 − 2ξ + 2 2ξ2 − ξ − 6 −ξ2 − 3ξ + 32ξ2 − ξ − 6 ξ2 + 3ξ − 3 3ξ2 + 2ξ − 2
−ξ2 − 3ξ + 3 3ξ2 + 2ξ − 2 2ξ2 − ξ − 6

 ,
where ξ := ζ7 + ζ
−1
7 .
Now consider the modular curve X(7) := XG over Q, where G is the subgroup of GL2(Z/7Z) consisting
of matrices of the form ± ( 1 00 ∗ ). For 1 ≤ j ≤ 3, let hj be the cusp form in S2(Γ(7),Z) with the same q-
expansion as fj except q is replaced by q7. From the discussion in §1.4, we find that h1, h2, h3 is a basis of the
Q-vector space S2(Γ(7),Q) = S2(Γ(7),Q)
G. Applying the methods of §6, we find thatX(7) has genus 3 and
F (h1, h2, h3) = 0, where F (x, y, z) = x
3z − xy3 + yz3. In particular, we deduce that the curve X(7) is
isomorphic to the curve in P2Q defined by the equation x
3z− xy3 + yz3 = 0 (which up to changing the sign of z
is the Klein quartic). For more on the curveX(7), see [Elk99].
Example 1.6. LetG be the subgroup ofGL2(Z/13Z) generated by ( 2 00 2 ), (
1 0
0 5 ),
(
0 −1
1 0
)
and
(
1 1
−1 1
)
. The group
G contains the scalar matrices in GL2(Z/13Z) and its image in PGL2(Z/13Z) is isomorphic to the symmetric
group S4; these properties uniquely characterizeG up to conjugation inGL2(Z/13Z). A model forXG was first
computed by Banwait and Cremona in [BC14].
Set ζ := ζ13. TheQ(ζ)-vector space S2(Γ(N),Q(ζ)) has dimension 50. Using the algorithm from §1.3 and
§1.4, we can find a basis of this space as well as the natural SL2(Z)-action. A computation then shows that the
Q-vector space S2(Γ(N),Q(ζ))
G has dimension 3 and there is a basis f1, f2, f3 characterized by the following
q-expansions:
f1 =q13 + (ζ
11 + ζ10 + ζ3 + ζ2)q2
13
+ (−ζ11 − ζ10 + ζ9 + ζ7 + ζ6 + ζ4 − ζ3 − ζ2 + 2)q3
13
+ · · · ,
f2 =(ζ
11 + ζ10 + ζ3 + ζ2)q13 + (−4ζ
11 − 4ζ10 − ζ9 − ζ7 − ζ6 − ζ4 − 4ζ3 − 4ζ2 − 3)q2
13
+ (3ζ11 + 3ζ10 − 3ζ9 − 3ζ7 − 3ζ6 − 3ζ4 + 3ζ3 + 3ζ2 − 5)q3
13
+ · · · ,
f3 =(ζ
9 + ζ7 + ζ6 + ζ4)q13 + (4ζ
11 + 4ζ10 + 2ζ9 + 2ζ7 + 2ζ6 + 2ζ4 + 4ζ3 + 4ζ2 + 5)q2
13
+ (−ζ11 − ζ10 + 2ζ9 + 2ζ7 + 2ζ6 + 2ζ4 − ζ3 − ζ2 + 4)q3
13
+ · · · .
Moreover, we have chosen f1, f2, f3 so that it is a basis of the Z-module S2(Γ(N),Q(ζ))
G ∩ S2(Γ(N),Z[ζ]).
Applying the methods of §6, we find thatF (f1, f2, f3) = 0, where F (x, y, z) is the polynomial
13x4 + 13x3y + 25x3z − 8x2y2 + 9x2yz + 3x2z2 − 20xy3
− 39xy2z − 34xyz2 − 12xz3 − 6y4 − 15y3z − 14y2z2 − 5yz3.
We deduce thatXG is isomorphic to the curve in P
2
Q defined by the equation F (x, y, z) = 0.
We have also used our methods to verify models of various modular curves arising from non-split Cartans that
occur in the literature; see [Bar14,MS18,DMS19]. One benefit of our approach is that it works for generalG and
does not require any special representation theory.
1.7. Some related results. There is an alternate method using Eisenstein series to compute the SL2(Z)-action on
the full spaceMk(Γ(N))where k ≥ 2; this was not known to the author until after the first draft of this paper was
completed. For simplicity, assume thatN ≥ 3. In [BN19], Brunault and Neururer considered the C-subalgebra
RN ofM∗(Γ(N)) :=
⊕
k≥1Mk(Γ(N)) generated by certain Eisenstein series E
(1)
a,b with a, b ∈ Z/NZ. Citing
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work of Khuri–Makdisi, they observe that the k-th graded part ofRN agrees withMk(Γ(N)) for all k ≥ 2. The
q-expansion of theE
(1)
a,b lie inQ(ζN ) and the right action of SL2(Z) on them is explicit. So for k ≥ 2, we obtain
a basis ofMk(Γ(N),Q(ζN )) along with the action of SL2(Z) with respect to this basis.
It would be interesting to compare the efficiency of our algorithm versus an Eisenstein series approach to com-
puting the actionofSL2(Z)onMk(Γ(N)). In §2.3 of [Coh19], Cohen (who isusingEisenstein series to computing
the q-expansion of amodular form at all cusps) notes that for largeN , one needs towork numerically inC and then
if desired use LLL-type algorithms to recongnize the coefficients. So a reasonable approach would be to use Eisen-
stein series to do numerical approximations and then the methods of this paper to determine coefficients precisely.
Since the algorithm of §1.3 requires only recognizing rational integers, it should not need as much accuracy as an
LLL-type algorithm.
Collins and Cohen [Col18, Coh19] have both recently described how to numerically compute the q-expansion
of a modular form at all of its cusps (both of these papers are interested in numerically computing Petersson inner
products).
2. Arithmetic of the Atkin–Lehner operator
Fix positive integers k and N . In this section, we prove some arithmetic facts about the action of the Atkin–
Lehner operatorWN and the diamond operators on the space of modular formsMk(Γ1(N)).
For each automorphisms σ ofC, we have σ(ζN ) = ζ
χN (σ)
N for a unique χN (σ) ∈ (Z/NZ)
×.
Theorem 2.1. Take any congruence subgroup Γ1(N) ⊆ Γ ⊆ Γ0(N).
(i) Let B be a Z[1/N, ζN ]-subalgebra of C. The map Mk(Γ, B) → Mk(Γ, B), f 7→ f |WN is an isomor-
phism of B-modules.
(ii) Let B be a subring of C. For any d ∈ (Z/NZ)×, the map Mk(Γ, B) → Mk(Γ, B), f 7→ f |〈d〉 is an
isomorphism of B-modules.
(iii) For any modular form f ∈Mk(Γ1(N)) and automorphism σ of the field C, we have
σ(f |WN ) = (σ(f)|WN )|〈χN (σ)〉,
Proof. We first prove (i). We will make use of Katz’s algebraic theory of modular forms, cf. Chapter II of [Kat76].
Almost everything we will require is summarized in §3.6 of [Oht95]. Fix a Z[1/N, ζN ]-subalgebra B of C. With
definitions as in §2.1 of [Kat76], letRk(B,Γ00(N)
arith) andRk(B,Γ00(N)
naive) be theB-modules consisting
of Γ00(N)
arith and Γ00(N)
naive modular forms, respectively, of weight k defined overB.
We claim that f |WN ∈ Mk(Γ1(N), B) for any modular form f ∈ Mk(Γ1(N), B). Fix a modular form
f ∈ Mk(Γ1(N), B). Since B ⊆ C, associated to f is a modular form F ∈ R
k(B,Γ00(N)
arith), cf. §2.4 of
[Kat76]. The two modular forms f and F each have the notion of a q-expansion and they agree with each other.
Using the isomorphisms in (2.3.6) of [Kat76], we obtain fromF amodular formG ∈ Rk(B,Γ00(N)
naive). Since
B is aZ[1/N, ζN ]-algebra, wehave aunique isomorphismZ/NZ
∼
−→ µN of group schemesoverSpecB satisfying
1 7→ ζN . Using this isomorphism Z/NZ ∼= µN , we can view G as a modular form in R
k(B,Γ00(N)
arith).
Associated toG, there is a classical weakly modular form g onΓ1(N); weaklymeaning that it is meromorphic, and
not necessarily holomorphic, at the cusps. A straightforward computation shows that f |WN = g; for example,
see Lemma 3.6.5 of [Oht95] (note thatN−1 · f |τ in the notation of [Oht95] agrees with ourN−k · f |WN ). Since
G is defined overB, the q-expansion ofG, and hence also of g = f |WN , has coefficients inB. This completes the
proof of the claim.
The above claim shows that the function α : Mk(Γ, B)→Mk(Γ, B), f 7→ f |WN is well-defined; it is clearly
a homomorphism of B-modules. For any f ∈ Mk(Γ, B), we have α(α(f)) = (f |WN )|WN = (−N)
k · f .
SinceN ∈ B×, this proves that α is an isomorphism ofB-modules. This completes the proof of part (i).
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Now fix a subring B of C and take any d ∈ (Z/NZ)×. Take any modular form f ∈ Mk(Γ, B). We have
f |〈d〉 ∈Mk(Γ). As above, associated tof is amodular formF ∈ R
k(B,Γ00(N)
arith). Withnotation as inChap-
ter II of [Oht95], there is a modular formF ′ ∈ Rk(B,Γ00(N)
arith) that satisfies F ′(E,ω, i) = F (E,ω, di) for
all Γ00(N)
arith-test objects (E,ω, i). There is a classical weakly modular form f ′ on Γ1(N) that corresponds to
F ′ and the coefficients of its q-expansions all lie inB. It is straightforward to show that f ′ = f |〈d〉; this is equation
(3.6.7) of [Oht95]. So the q-expansion of f |〈d〉 has coefficients inB and thus f |〈d〉 ∈Mk(Γ, B). Therefore, the
map
αd : Mk(Γ, B)→Mk(Γ, B), f 7→ f |〈d〉
is well-defined; it is clearly a homomorphism ofB-modules. The map αd is invertible and its inverse is αd−1 .
Part (iii) follows fromLemma3.5.2 of [Oht95]. Note that this lemma is stated for cusp forms, but this assumption
is not used in the proof. The lemma is also stated for modular forms with coefficients in an algebraic closureQ of
Q, say inC; this is not a problem sinceMk(Γ1(N)) has a basis consisting of modular forms with algebraic Fourier
coefficients. 
Corollary 2.2. Fix a number field K ⊆ C and a modular form f ∈ Mk(Γ0(N),K). Then f |WN also lies in
Mk(Γ0(N),K).
Proof. We have f |WN inMk(Γ0(N)). Take any automorphism σ of C that fixesK . We have σ(f) = f since
f has coefficients inK . By Theorem 2.1(iii), we have σ(f |WN ) = (f |WN )|〈χN (σ)〉 = f |WN . Since σ was an
arbitrary automorphism ofC that fixesK , we deduce that f |WN has coefficients inK . 
Lemma 2.3. We have (f |〈d〉)|WN = (f |WN )|〈d
−1〉 for all f ∈Mk(Γ1(N)) and d ∈ (Z/NZ)
×.
Proof. Take any f ∈Mk(Γ1(N)) andd ∈ (Z/NZ)
×. Choose amatrixγ ∈ SL2(Z) that is congruent to
(
d 0
0 d−1
)
moduloN . One can check that γ′ :=
(
0 −1
N 0
)
γ
(
0 −1
N 0
)−1
is in SL2(Z) and is congruent to
(
d−1 0
0 d
)
modulo
N . Therefore,
(f |WN )|〈d
−1〉 = Nk/2 · (f |
(
0 −1
N 0
)
)|γ = Nk/2 · (f |γ′)|
(
0 −1
N 0
)
= (f |〈d〉)|WN . 
3. Integrality of coefficients
Fix positive integers k and N . For a modular form f ∈ Mk(Γ1(N)) whose Fourier coefficients are algebraic
integers, the coefficients of the modular form f |WN are algebraic but need not be integral.
The goal of this section is to show that the coefficients of f |WN times an explicit positive integer are all algebraic
integers. Define the integers
Bk,N :=
∏
p|N
p⌈k/(p−1)⌉ and Ck,N :=
∏
p|N
p⌊k/(p−1)⌋,
where ⌈x⌉ and ⌊x⌋ are the values of x rounded up and down, respectively, to the nearest integer. Note thatCk,N
divides the integerCk :=
∏
p≤k+1 p
⌊k/(p−1)⌋ which depends only on k.
Theorem 3.1.
(i) If f ∈ Mk(Γ1(N)) is a modular form whose Fourier coefficients are algebraic integers, then the coefficients
of Bk,N · f |WN are also algebraic integers.
(ii) If f ∈ Mk(Γ0(N)) is a modular form whose Fourier coefficients are algebraic integers, then the coefficients
of Ck,N · f |WN are also algebraic integers.
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3.1. Valuations. Take anynumber fieldK ⊆ C that containsζN . For anon-zeroprime idealpofOK , letvp : K
× →
Q be the valuation corresponding to p normalized so that vp(p) = 1, where p is the rational prime divisible by p.
We set vp(0) = +∞. For each modular form f ∈Mk(Γ(N),K), define
vp(f) = inf
n≥0
vp(an(f)),
where f has q-expansion
∑∞
n=0 an(f)q
n
N . Note that vp(f) 6= −∞ since the q-expansion of f actually lies in
K ⊗Z Z[[qN ]] ⊆ K[[qN ]]. Similarly, we can define vp(f) for any power series f ∈ K ⊗Z Z[[qN ]]. For a modular
form f ∈Mk(Γ1(N),K), we have f |WN ∈Mk(Γ1(N),K) by Theorem 2.1(i).
Lemma 3.2. Let p be a non-zero prime ideal of OK that does not divide N . Then vp(f |WN ) = vp(f) for all
f ∈Mk(Γ1(N),K).
Proof. We claim that vp(f |WN ) ≥ vp(f) holds for any non-zero f ∈ Mk(Γ1(N),K). After scaling f by
an appropriate non-zero element of K , we may assume without loss of generality that vp(f) = 0. So f ∈
Mk(Γ1(N), B), where B is the subring of K consisting of x ∈ K satisfying vp(x) ≥ 0. Since p ∤ N , we
find thatB is a Z[1/N, ζN ]-subalgebra of C. By Theorem 2.1(i), we deduce that f |WN also has coefficients inB
and hence vp(f |W ) ≥ 0. This proves the claim.
We now prove the lemma. Wemay assume that f is non-zero since otherwise the lemma is trivial. Applying the
claim to f |WN gives vp((f |WN )|WN ) ≥ vp(f |WN ). Since (f |WN )|WN = ±N
kf and p ∤ N , this implies that
vp(f) ≥ vp(f |WN ). This proves the lemma since the claim gives the other inequality vp(f |WN ) ≥ vp(f). 
Note that the p-adic valuations of f and f |WN need not agree for primes p dividingN . The following theorem
bounds the difference between these two valuations.
Theorem 3.3. Take any prime p that divides N and any prime ideal p of OK that divides p. Then∣∣vp(f |WN )− vp(f)− k/2 · vp(N)∣∣ ≤ k
2
vp(N) +
k
p− 1
for any non-zero f ∈Mk(Γ1(N),K).
Remark 3.4. In the special case where f ∈ Mk(Γ0(p),Q), Theorem 3.3 was proved by Deligne and Rapoport,
cf. Proposition 3.20 in Chapter VII of [DR73]. We prove Theorem 3.3 by reducing to this special case.
3.2. Proof of Theorem 3.3. We claim that the inequality
vp(f |WN )− vp(f) ≥ −
k
p− 1
(3.1)
holds for all non-zero f ∈Mk(Γ1(N),K).
Assume that the claim holds. Take any non-zero f ∈Mk(Γ1(N),K). Applying (3.1) to the modular function
f |WN gives vp((f |WN )|WN )− vp(f |WN ) ≥ −
k
p−1 . Since (f |WN )|WN = ±N
kf , we deduce that
vp(f |WN )− vp(f)− kvp(N) ≤
k
p− 1
.(3.2)
The theorem follows from the inequalities (3.1) and (3.2).
We will prove (3.1) by considering various cases. Take any non-zero f ∈Mk(Γ1(N),K). Note that there is no
harm in scaling f by a non-zero element ofK since the value vp(f |WN ) − vp(f) will not change. In particular,
we may assume that vp(f) = 0when desired.
Different weights will arise in the proof, so we will add subscripts to slash and Atkin–Lehner operators to indi-
cate the weight involved if it is not k. LetB be the subring ofK consisting of x ∈ K satisfying vp(x) ≥ 0. For
later, note that the power series ringB[[q]] is integrally closed sinceB is a PID, cf. [Bou98, Ch. V §4 Prop. 14].
• Case 1: Suppose that N = p and that f ∈Mk(Γ0(N),Q).
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The claim in this case follows from Proposition 3.20 in Chapter VII of [DR73].
• Case 2: Suppose that N = p and that f ∈Mk(Γ0(N),K).
After scaling f by an appropriate non-zero element of K , we may assume that f ∈ Mk(Γ0(N),OK) and
vp(f) = 0. We haveMk(Γ0(N),Z)⊗ZOK = Mk(Γ0(N),OK), cf. section B.1.2 inAppendix B of [BDP17]. So
there are f1, . . . , fd ∈Mk(Γ0(N),Z) and c1, . . . , cd ∈ OK such that f =
∑d
i=1 cifi. Therefore, vp(f |WN ) ≥
mini vp(fi|WN ). By Case 1, we have vp(fi|WN ) ≥ vp(fi) − k/(p − 1) ≥ −k/(p − 1) for all 1 ≤ i ≤ d. We
deduce that vp(f |WN ) ≥ −k/(p− 1). This proves the claimed inequality (3.1) in this case.
• Case 3: Suppose that N = pr+1 for an integer r ≥ 1 and that f ∈Mk(Γ0(N),K).
After possibly replacing K by a larger number field, we may assume without loss of generality that there is an
element π ∈ K satisfying vp(π) = k/(p − 1). Define g := p
rk/2 · f |
(
pr 0
0 1
)−1
. The function g is a modular
form on the congruence subgroup
Γ :=
(
pr 0
0 1
)
Γ0(p
r+1)
(
pr 0
0 1
)−1
=
{(
a prb
pc d
)
: a, b, c, d ∈ Z such that ad− pr+1bc = 1
}
.
We have g ∈Mk(Γ, B) since g(τ) = f(τ/p
r) and vp(f) = 0.
With the matrix T = ( 1 10 1 ), define the polynomial
P (x) :=
pr−1∏
j=0
(x− g|T j).
The q-expansion of g|T j has coefficients in B; they are obtained by scaling the coefficients of g by suitableN -th
roots of unity. Therefore, P (x) =
∑pr
i=0 bi · x
pr−i with bi ∈ B[[q]]. Since the matrices {T
j : 0 ≤ j ≤ pr − 1}
represent the right cosets of Γ in Γ0(p), we find that bi is a modular form for Γ0(p) of weight ki and hence bi ∈
Mki(Γ0(p), B). By Case 2 applied to bi, we have
vp(bi|kiWp) ≥ −ki/(p − 1)
and hence vp(π
i · bi|kiWp) ≥ 0. Therefore, π
i · bi|kiWp is an element ofB[[q]].
Now define the polynomial
Q(x) :=
pr−1∏
j=0
(x− π · pk/2(g|T j)|
(
0 −1
p 0
)
) =
pr∑
i=0
πi · pki/2bi|ki
(
0 −1
p 0
)
· xp
r−i =
pr∑
i=0
πi · bi|kiWp · x
pr−i;
it is a monic polynomial with coefficients inB[[q]]. We have
f |WN = N
k/2f |
(
0 −1
N 0
)
= Nk/2 · p−rk/2 g|
( (
pr 0
0 1
) (
0 −1
N 0
) )
= pk/2g|
(
0 −pr
N 0
)
= pk/2g|
(
0 −1
p 0
)
and hence π · f |WN is a root of Q(x). Since B[[q]] is integrally closed and since π · f |WN is a root of Q(x) ∈
(B[[q]])[x] that lies in the fraction fieldofB[[q]], wededuce thatπ·f |WN lies inB[[q]]. Therefore, vp(π·f |WN ) ≥ 0
and hence vp(f |WN ) ≥ −vp(π) = −k/(p− 1). This proves the claimed inequality (3.1) in this case.
• Case 4: Suppose that f ∈Mk(Γ0(N),K).
After scaling f by a non-zero element ofK , we may assume that vp(f) = 0. Let p
r be the largest power of p
that divides N . SetM := N/pr . Let R ⊆ SL2(Z) be a set of representatives of the right cosets of Γ0(M) in
SL2(Z) chosen so that eachA ∈ R is congruent to the identity matrix modulo p
r. Define
g :=
∏
A∈R
f |A.
The function g is an element ofMkm(Γ0(p
r),K) withm := |R|. We have vp(f |A) = vp(f) for allA ∈ R by
[DR73, VII Corollaire 3.12] and our assumption that allA ∈ R are congruent modulo pr to the identity matrix.
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Therefore, vp(g) =
∑
A∈R vp(f |A) = mvp(f). We have vp(g) = m · 0 = 0 since vp(f) = 0, so g is an element
ofMk′(Γ0(p
r), B) with k′ := km. By Case 2 or Case 3 applied to g, we have
vp(g|k′Wpr) ≥ −km/(p− 1).(3.3)
Define the matrix S =
(
0 −1
1 0
)
. Take anyA ∈ R. Since S−1AS ∈ SL2(Z) is congruent to the identity matrix
modulo pr, we have
vp(f |S) = vp((f |S)|(S
−1AS)) = vp((f |A)|S)
by [DR73, VII Corollaire 3.12]. Therefore, vp(g|k′S) =
∑
A∈R vp((f |A)|S) = m · vp(f |S). We have
f |WN = N
k/2f |
(
0 −1
N 0
)
= Nk/2(f |S)|
(
S−1
(
0 −1
N 0
))
= Nk/2(f |S)|
(
N 0
0 1
)
.
So (f |WN )(τ) = N
k(f |S)(Nτ) and hence vp(f |WN ) = k · vp(N) + vp(f |S). Similarly, vp(g|k′Wpr) =
k′ · vp(p
r) + vp(g|k′S). Therefore,
m · vp(f |WN ) = kmvp(N) +mvp(f |S) = k
′vp(p
r) + vp(g|k′S) = vp(g|k′Wpr).
By (3.3), we deduce that vp(f |WN ) ≥ −k/(p − 1). This proves the claimed inequality (3.1) in this case.
• Case 5: General case.
We may assume that vp(f) = 0. Take any d ∈ (Z/NZ)
×. By Theorem 2.1(ii), the diamond operator 〈d〉 acts
as an automorphism onMk(Γ1(N), B). This implies that vp(h|〈d〉) = vp(h) for all h ∈Mk(Γ1(N),K).
Define
g :=
∏
d∈(Z/NZ)×
f |〈d〉;
it is a modular form on Γ0(N) of weight k
′ := kϕ(N). Therefore, vp(g) =
∑
d vp(f |〈d〉) = ϕ(N)vp(f) = 0.
We have
g|k′WN =
∏
d∈(Z/NZ)×
(f |〈d〉)|WN =
∏
d∈(Z/NZ)×
(f |WN )|〈d
−1〉,
where the last equality uses Lemma 2.3. Therefore, vp(g|k′WN ) =
∑
d vp((f |WN )|〈d
−1〉) = ϕ(N)vp(f |WN )
and hence
vp(f |WN ) = ϕ(N)
−1 · vp(g|k′WN ) ≥ −ϕ(N)
−1 · k′/(p − 1) = −k/(p − 1),
where the inequality uses Case 4 applied to g. This completes the proof of the claimed inequality (3.1).
3.3. Proof of Theorem 3.1. Take any f ∈ Mk(Γ1(N)) whose Fourier coefficients are algebraic integers. There
is a number field K ⊆ C that contains the coefficients of f and the N -th root of unity ζN . We thus have f ∈
Mk(Γ1(N),OK). We have f |WN ∈ Mk(Γ1(N),K) by Theorem 2.1(i). So to prove that Bk,N · f |WN has
coefficients in OK , it suffices to show that vp(Bk,N · f |WN) ≥ 0 for all non-zero primes p of OK . Take any
non-zero prime ideal p ⊆ OK . If p ∤ N , then
vp(Bk,N · f |WN) = vp(f |WN ) = vp(f) ≥ 0,
where we have used Lemma 3.2 and that f has coefficients inOK .
Now suppose that p dividesN . We have vp(Bk,N ) = ⌈k/(p − 1)⌉. By Theorem 3.3 with vp(f) ≥ 0, we have
vp(f |WN ) ≥ −k/(p− 1). Therefore, vp(Bk,N · f |WN ) ≥ ⌈k/(p− 1)⌉ − k/(p− 1) ≥ 0. This completes the
proof of part (i).
We now prove (ii). Take any f ∈ Mk(Γ0(N)) whose Fourier coefficients are algebraic integers. Choose a
number field K ⊆ C for which f ∈ Mk(Γ0(N),OK). Without loss of generality, we may assume that f ∈
Mk(Γ0(N),Z) sinceMk(Γ0(N),OK) = Mk(Γ0(N),Z) ⊗Z OK , cf. section B.1.2 in Appendix B of [BDP17].
We have f |WN ∈Mk(Γ0(N),Q) by Corollary 2.2.
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Take any prime p. If p ∤ N , then vp(Ck,N · f |WN ) = vp(f |WN ) = vp(f) ≥ 0, where we have used
Lemma 3.2 and that f has coefficients in Z. Now suppose that p dividesN . By Theorem 3.3 and vp(f) ≥ 0, we
have vp(f |WN ) ≥ −k/(p − 1). Therefore,
vp(Ck,N · f |WN) = ⌊k/(p − 1)⌋+ vp(f |WN ) ≥ ⌊k/(p − 1)⌋ − k/(p − 1) > −1.
The coefficients of Ck,N · f |WN lie inQ so vp(Ck,N · f |WN) is an integer. Therefore, vp(Ck,N · f |WN ) ≥ 0
since vp(Ck,N · f |WN ) is an integer strictly larger than−1. We have Cf,N · f |WN ∈ Mk(Γ0(N),Z) since its
coefficients are rational and have non-negative valuation at all non-zero primes p. This proves (ii).
4. Spaces of modular forms
Fix positive integers k andN . In this section, we verify that several subspacesM ofMk(Γ1(N)) satisfy condi-
tions (a)–(d) of §1.2. In §4.8, we explain how to numerically approximate the action ofWN and diamond operators
onMk(Γ1(N)).
4.1. Generators. Recall that for a subspaceM ⊆ Mk(Γ1(N)) and a subring R ⊆ C, we definedM(R) to be
M∩Mk(Γ1(N), R).
Lemma 4.1. Let {h1, . . . , hr} be a set that generates a finite index subgroup of M(Z). Assume further that one
can compute an arbitrary number of terms in the q-expansion of each hi. Then one can find a basis f1, . . . , fg of
the Z-moduleM(Z) for which one can compute an arbitrary number of terms in the q-expansion of each fi.
Proof. Let L be the subgroup ofM(Z) generated by {h1, . . . , hr}. Let s be the largest integer for which s ≤
k/12 · [SL2(Z) : Γ1(N)]. For each f ∈ M, we have a q-expansion
∑∞
i=0 ai(f)q
i. For a prime p, Sturm’s bound
(Theorem 9.18 of [Ste07]) says that if f ∈ M(Z) satisfies ai(f) ≡ 0 (mod p) for all i ≤ s, then ai(f) ≡ 0
(mod p) for all i. In particular, if f ∈ M(Z) satisfies ai(f) = 0 for all i ≤ s, then ai(f) = 0 for all i.
Let g be the rank of theZ-moduleM(Z). So by replacing {hi} by a suitable subset, we may assume that r = g
and that the modular forms h1, . . . , hg are a basis forL (Sturm’s bound ensures that we can check linear indepen-
dence by only considering a finite number of terms of the q-expansions).
LetA be the g× smatrix satisfyingAi,j = aj−1(hi). Since theh1, . . . , hg are linearly independent inM(Z),
Sturm’s bound implies that A ∈ Mg,s(Z) has rank g. Recall that there are unique positive integers b1, . . . , bg
satisfying bi|bi+1 for all 1 ≤ i < g such that there are matrices U ∈ GLg(Z) and V ∈ GLs(Z) with (UAV )i,j
equal to bi when i = j and 0 otherwise. This is the Smith normal form ofA and is straightforward to compute.
First suppose that b1 6= 1. Choose a prime p dividing b1. Then A modulo p has rank strictly less than g. So
there are c1, . . . , cg ∈ Z, not all divisible by p, such that c1ai(h1) + · · ·+ cgai(hg) ≡ 0 (mod p) for all i ≤ s.
By Sturm’s bound, all the coefficients of the q-expansion of c1ai(h1) + · · · + cgai(hg) are divisible by p. So
f := c1/p · h1 + · · ·+ cg/p · hg is an element ofM(Z). We have f /∈ L since not all of the ci are divisible by p.
Let L′ be the subgroup ofM(Z) generated by h1, . . . , hg and f . By replacing L by L
′ and choosing a new basis
h1, . . . , hg ofL
′, we can repeat this process until b1 = 1.
Now suppose that b1 = 1. We claim that L = M(Z) and hence h1, . . . , hg is a basis ofM(Z). Suppose on
the contrary thatL 6=M(Z) and hence there is a prime p and a modular form f ∈ M(Z) such that pf ∈ L and
f /∈ L. We have pf = c1h1 + · · · cghg for unique ci ∈ Z. If not all the ci are divisible by p, then we find thatA
modulo p has rank strictly less than g. However,Amodulo p has rank g since p ∤ b1 = 1. This contradicts proves
the claim.
Once we have found a basis ofM(Z), the parts of the lemma concerning arbitrarily many terms is immediate.

Lemma4.2. Assume thatM =
⊕m
i=1Mi ⊆Mk(Γ1(N)), where eachMi is a subspace ofMk(Γ1(N)) satisfying
conditions (a)–(d) of §1.2. ThenM also satisfies conditions (a)–(d).
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Proof. DefineL := ⊕mi=1Mi(Z) ⊆M(Z). Conditions (a)–(c) forM are immediate consequences of those from
theMi. SinceL spansM, we find thatL is a finite index subgroup ofM(Z). Condition (d) forM follows from
condition (d) of theMi and Lemma 4.1. 
LetM be a subspace ofMk(Γ1(N)) that is stable under the Aut(C)-action. For a number field L ⊆ C and
modular form f ∈ M(L), we define
TrL/Q(f) =
∑
σ : L→֒C
σ(f),
where σ varies over the field embeddings L →֒ C. We haveTrL/Q(f) ∈ M sinceM is stable under the action of
Aut(C). The q-expansion ofTrL/Q(f) is obtained from the q-expansion of f by taking the trace of the coefficients
and henceTrL/Q(f) ∈ M(Q). If f ∈ M(OL), thenTrL/Q(f) ∈ M(Z).
The following lemma is useful for finding a set ofmodular forms that generate a finite index subgroup ofM(Z).
Choosing a linear independent subset, one can then use Lemma 4.1 to compute a basis ofM(Z).
Lemma 4.3. LetM be a subspace ofMk(Γ1(N)) that is stable under the Aut(C)-action. Let {h1, . . . , hs} be a
subset of M that is not contained in any proper subspace of M stable under the Aut(C)-action. Further assume
that for each 1 ≤ i ≤ s, we have hi ∈ M(OLi) for a number field Li ⊆ C.
For each 1 ≤ i ≤ s, choose an ai ∈ OLi such that L = Q[ai]. Then the set{
TrLi/Q(a
j−1
i hi) : 1 ≤ i ≤ s, 1 ≤ j ≤ [Li : Q]
}
(4.1)
spansM and generates a finite index subgroup ofM(Z).
Proof. Let S be the set (4.1) and letW be the span of S inM. The setW is stable under the action of Aut(C)
since S ⊆M(Z). So to prove that S spansM, it suffices to show that each he is inW for each 1 ≤ e ≤ s.
Fix 1 ≤ e ≤ s. Set d = [Le : Q] and let σ1, . . . , σd : Le →֒ C be the distinct complex embeddings ofLe. For
any 1 ≤ j ≤ d, we have
TrLe/Q(a
j−1
e he) =
d∑
i=1
σi(ae)
j−1 · σi(he).(4.2)
The d× dmatrixB withBi,j = σi(ae)
j−1 has determinant
∏
1≤i<j≤d(σj(ae)− σi(ae)) 6= 0. Therefore from
(4.2), we find that each σi(he) is in the complex vector space spanned by {TrLe/Q(a
j−1
e he) : 1 ≤ j ≤ d}. In
particular, he is an element ofW . Since we took any 1 ≤ e ≤ s, this proves that S spansW . 
4.2. Newforms. A newform of weight k and levelN is a cusp form f ∈ Sk(Γ1(N)) that is an eigenform for all
the Hecke operators Tn and satisfies a1(f) = 1. We have Tn(f) = an(f)f for all n ≥ 1. LetN (k,N) be the set
of newforms of levelN . The setN (k,N) ⊆ Sk(Γ1(N)) is stable under the action ofAut(C).
Fix a newform f ∈ N (k,N). The coefficients of the q-expansion of f generate a number fieldLwhose degree
we will denote by g. One can compute the field L and can also compute an arbitrary number of terms of the q-
expansion of f , see Algorithm 9.14 in [Ste07] when k ≥ 2 for an algorithm using modular symbols.
We now briefly discuss the harder excluded k = 1 case. For an odd character ε : (Z/NZ)× → C×, one can
compute a basis of
M1(Γ1(N))(ε) := {f ∈M1(Γ1(N)) : f |〈d〉 = ε(d)f for all d ∈ (Z/NZ)
×}
for which we can determine arbitrarily many terms of their q-expansions and all the coefficients lie in a cyclotomic
extension; for example, see [Sch15]. The action of the Hecke operators Tn on a modular form inM1(Γ1(N))(χ)
can be computed from its q-expansion. From this, we can compute a basis ofM1(Γ1(N)) = ⊕εM1(Γ1(N))(ε)
for which we can determine arbitrarily many terms of their q-expansions (and all the coefficients lie in a cyclotomic
extension) and we know the action of the diamond and Hecke operators with respect to this basis. By simultane-
ously diagonalizing the action of Tp for several small primes p, we can compute the newforms inN (1, N) (we can
check that a modular form f ∈M1(Γ1(N)) is a cusp form by verifying that f
2 ∈ S2(Γ1(N))).
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4.3. Pseudo-eigenvalues. WenowdescribehowtheAtkin–LehneroperatorWN acts on anewformf ∈ N (k,N).
Proposition 4.4. For f ∈ N (k,N), we have
f |WN = λN (f) · (−1)
kNk/2 · f ,
where λN (f) ∈ C is an algebraic number with absolute value 1 and f ∈ N (k,N) is obtained by applying complex
conjugation to the coefficients of the q-expansion of f .
Proof. See §1 and Theorem 1.1 of [AL78]. Note that our Atkin–Lehner operators are normalized differently and
the proposition is stated so that λN (f) agrees with the value from [AL78]. 
ThenumberλN (f) is called thepseudo-eigenvalueoff . In special cases, onehas a closed expression forλN (f).
For example, ifN is squarefree, then an expression for λN (f) in terms of Gauss sums can be found in [Asa76].
Let εf : (Z/NZ)
× → C× be the nebentypus of f ; it is the unique such Dirichlet character satisfying f |〈d〉 =
εf (d)f for alld ∈ (Z/NZ)
×. Note that one candetermineεf fromtheq-expansionoff sinceap2(f) = ap(f)
2−
εf (p)p
k−2 for all primes p ∤ N .
4.3.1. Approximating pseudo-eigenvalues. For a fixednewformf ∈ N (k,N), wenowdescribe how tonumerically
approximate λN (f) ∈ C from enough terms of the q-expansion of f .
For a real number b > 0, substituting τ = i · b/N1/2 into the equation from Proposition 4.4 gives
(i · b/N1/2)−k · f(i · b−1/N1/2) = λN (f) · (−1)
kNk/2 · f(i · b/N1/2)
and hence
ikb−k
∞∑
n=1
an(f) (e
−2π/(bN1/2))n = λN (f)
∞∑
n=1
an(f) (e
−2πb/N1/2)n.(4.3)
If we know the coefficient an(f) for all n ≤ N , then we can compute the sums
∑N
n=1 an(f) (e
−2π/(bN1/2))n
and
∑N
n=1 an(f) (e
−2πb/N1/2)n. We can then approximate the series in (4.3); the error terms of these approxi-
mations can be bounded using that |an(f)| ≤ d(n)n
k/2 by Deligne, where d(n) is the number of divisors of
n.
If f(i · b/N1/2) is non-zero, then (4.3) gives a formula for λN (f) that can be used to approximate it by com-
puting enough terms of each series. Note that we have f(i · b/N1/2) 6= 0 away from a discrete set of b > 0 since
f is non-zero and holomorphic. In practice, one wants to choose b close to 1; this ensure that both series converge
absolutely at a similar rate.
4.4. Atkin–Lehner–Li theory. For background, see §9.2 of [Ste07]. For positive divisorsM ofN and d ofN/M ,
we have a degeneracy map
αd : Sk(Γ1(M)) →֒ Sk(Γ1(N)), f(τ) 7→ f(dτ).
On q-expansions, we have αd(
∑∞
n=1 anq
n) =
∑∞
n=1 anq
dn.
The old subspace of Sk(Γ1(N)) is the subspace generated by αd(Sk(Γ1(M))) for all positive divisorsM |N
withM 6= N andd|(N/M); wedenote it bySk(Γ1(N))old. Thenew subspaceofSk(Γ1(N)), whichwedenote
by Sk(Γ1(N))new, is the orthogonal complement of the subspace Sk(Γ1(N))old of Sk(Γ1(N)) with respect to
the Petersson inner product. The setN (k,N) of newforms is a basis ofSk(Γ1(N))new. We have a decomposition
Sk(Γ1(N)) =
⊕
M |N
⊕
d|N
M
αd(Sk(Γ1(M))new).(4.4)
Lemma 4.5. Take any positive divisorsM |N and d|(N/M), and set e := N/(dM). For any f ∈ Sk(Γ1(M))new
andm ∈ (Z/NZ)×, we have
αd(f)|WN = e
k αe(f |WM ) and αd(f)|〈m〉 = αd(f |〈m〉).
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Proof. We have
αd(f)|WN = d
−k/2Nk/2(f |
(
d 0
0 1
)
)|
(
0 −1
N 0
)
= d−k/2Nk/2M−k/2(f |WM)|(
(
0 −1
M 0
)−1 ( d 0
0 1
) (
0 −1
N 0
)
)
= ek/2(f |WM )|(
(
0 −1
M 0
)−1 ( d 0
0 1
) (
0 −1
N 0
)
)
= ek/2(f |WM )|
(
N/M 0
0 d
)
= ek/2(f |WM )| ( e 00 1 ) = e
kαe(f |WM ).
Now take anym ∈ (Z/NZ)× and choose an γ ∈ SL2(Z) satisfying γ ≡
(
m−1 0
0 m
)
(mod N). We have
αd(f |〈m〉) = d
−k/2 f |(γ
(
d 0
0 1
)
) = αd(f)|(
(
d 0
0 1
)−1
γ
(
d 0
0 1
)
) = αd(f)|〈m〉,
where the last equality uses that
(
d 0
0 1
)−1
γ
(
d 0
0 1
)
is in SL2(Z) and is congruent to
(
m−1 ∗
0 m
)
moduloN . 
4.5. The spaceMf . Fix a newform f ∈ N (k,N). The coefficients of the q-expansion of f generate a number
fieldLwhose degree we will denote by g. As noted in §4.2, one can compute the fieldL and arbitrarily many terms
of the q-expansion of f . Fix an a ∈ OL satisfying L = Q[a].
We define Mf to be the subspace of Sk(Γ1(N)) generated by σ(f) with σ ∈ Aut(C). Moreover, the set
{σ1(f), . . . , σg(f)} is a basis ofMf , where σ1, . . . , σg : L →֒ C are the distinct complex embeddings of L. By
Lemma 4.3, the set {
TrL/Q(a
j−1f) : 1 ≤ j ≤ g
}
(4.5)
spansMf and generates a finite index subgroup ofMf (Z). Moreover, the set (4.5) is a basis of the g-dimensional
vector space Mf . In particular, Mf (Z) spans Mf . Since we can compute arbitrarily many terms of the q-
expansion of f , we can compute arbitrarily many terms of the q-expansion of the modular forms in the set (4.5).
By Lemma 4.1, we can find a basis f1, . . . , fg of the Z-moduleMf (Z) such that an arbitrary number of terms in
the q-expansion of each fi can be computed.
The spaceMf is stable under the action ofWN since by Proposition 4.4, we have
σ(f)|WN = λN (σ(f)) · (−1)
kNk/2 · σ(f)
for each σ ∈ Aut(C). The spaceMf is stable under the action of 〈d〉, with d ∈ (Z/NZ)
×, since σ(f)|〈d〉 =
εσ(f)(d)σ(f) for each σ ∈ Aut(C).
We have now verified the following.
Lemma 4.6. For each f ∈ N (k,N),Mf satisfies the conditions (a)–(d) from §1.2.
4.6. Cusp forms. SinceN (k,N) is a basis of Sk(Γ1(N))new , we have
Sk(Γ1(N))new =
⊕
f∈N ′(k,N)
Mf ,
whereN ′(k,N) is a set of representatives of theAut(C)-orbits onN (k,N). By (4.4), we have
Sk(Γ1(N)) =
⊕
M |N
⊕
f∈N ′(k,M)
⊕
d|N
M
αd(Mf ) =
⊕
f∈N ′(k,M)
⊕
M |N
⊕
de=N/M, d≤e
Mf,d,(4.6)
where for d|(N/M) and e = (N/M)/d we define
Mf,d :=
{
αd(Mf )⊕ αe(Mf ) if d 6= e,
αd(Mf ) if d = e.
Lemma 4.7. Take any positive divisors M |N and d|(N/M), and set e := (N/M)/d. Then for any newform
f ∈ N (k,M),Mf,d satisfies conditions (a)–(d) of §1.2.
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Proof. From Lemma 4.6,Mf satisfies the conditions (a)–(d) from §1.2 with N replaced byM . There is a basis
f1, . . . , fg of the Z-module Mf (Z) that is a basis of Mf and for which arbitrary number of terms of the q-
expansion of each fi can be computed.
SinceMf is stable under the action ofWM and the diamond operators, Lemma 4.5 implies thatMf,d is stable
under the action of WN and the diamond operators. The set {αd(f1), . . . , αd(fg), αe(f1), . . . , αe(fg)} gen-
erates a finite index subgroup ofMf,d(Z) and spansMf,d. By Lemma 4.1, we can find a basis ofMf,d(Z) for
which an arbitrary number of terms of the q-expansions can be computed. We have thus verified thatMf,d satisfies
conditions (a)–(d). 
Now take any congruence subgroup Γ1(N) ⊆ Γ ⊆ Γ0(N). LetH be the subgroup of (Z/NZ)
× such that Γ
consists of the matrices in SL2(Z) whose image moduloN is of the form
(
h−1 ∗
0 h
)
for some h ∈ H . By (4.6), we
have
Sk(Γ) =
⊕
M |N
⊕
f∈N ′(k,M)
εf (H)=1
⊕
d|N
M
d≤(N/M)1/2
Mf,d.
The following proposition is now an immediate consequence of Lemmas 4.7 and 4.2.
Proposition 4.8. The space Sk(Γ) satisfies conditions (a)–(d) of §1.2.
4.7. Eisenstien series. Fix a congruence subgroup Γ1(N) ⊆ Γ ⊆ Γ0(N) and letH be a subgroup of (Z/NZ)
×
associated to Γ as in §4.6. LetEk(Γ) be the Eisenstein subspace ofMk(Γ). We have
Mk(Γ) = Ek(Γ)⊕ Sk(Γ).
Let χ1 and χ2 be primitive Dirichlet characters modulo N1 and N2, respectively, satisfying (χ1χ2)(−1) =
(−1)k . For each integer e ≥ 1, define the Eisenstein series
Fk(χ1, χ2, e)(τ) = c0 +
∞∑
n=1
σk−1(χ1, χ2, n)q
ne,
where
σk−1(χ1, χ2, n) :=
∑
d|n,d≥1
dk−1χ1(d)χ2(n/d),
c0 = 0 if N2 6= 1, and c0 = −Bk,χ1/(2k) if N2 = 1 (where Bk,χ is a generalized Bernoulli number, cf. §5 of
[Ste07]).
Except for the case with k = 2 and χ1 = χ2 = 1, Fk(χ1, χ2, e) is an element ofMk(Γ1(N1N2e)). Note that
Fk(χ1, χ2, e) satisfies Fk(χ1, χ2, e)|〈d〉 = (χ1χ2)(d) · Fk(χ1, χ2, e) for all d ∈ (Z/N1N2eZ)
×. If k = 2,
χ1 = χ2 = 1 and e > 1, then Fk(χ1, χ2, 1)− eFk(χ1, χ2, e) is an element ofM2(Γ0(e)).
The set B of Eisenstein series as above withN1N2e dividing N and (χ1χ2)(H) = 1 form a basis of Ek(Γ);
this follows from Theorem 5.9 of [Ste07].
We can compute an arbitrary number of terms of the q-expansion of modular forms in B. We also know the
action of the diamond operators with respect to the basisB. For each f ∈ B, we can also compute arbitrarilymany
terms in the q-expansion of f |WN ; for example, see §2.2 of [Coh19].
Proposition 4.9. The spaceMk(Γ) satisfies conditions (a)–(d) of §1.2.
Proof. The spaceMk(Γ) is indeed stable under the actions ofWN and the diamond operators. By Proposition 4.8,
there is a basis B′ of Sk(Γ,Z) that spans Sk(Γ) and for which we can compute arbitrarily many terms of their
q-expansions. The set B ∪ B′ spansMk(Γ). By Lemmas 4.3 and 4.1, we can find a basis ofMk(Γ,Z) that spans
Mk(Γ) and for which we can compute arbitrarily many terms of their q-expansions. 
15
4.8. Numerically approximations for the Atkin–Lehner action. Take any modular form h ∈Mk(Γ1(N),Z) for
which we can compute arbitrarily many terms of its q-expansion. We now explain how we can approximate each
coefficient of h|WN to arbitrary accuracy in C. In the setting of §1.2, this will allow us to approximate the entries
of the matrixW to arbitrary accuracy.
LetB be the basis ofEk(Γ1(N)) from §4.7. Define
B′ :=
⋃
M |N, d|(N/M)
{αd(f) : f ∈ N (k,M)};
The setB′ is a basis of Sk(Γ1(N)) from (4.7) and henceB ∪B
′ is a basis ofMk(Γ1(N)). For each f ∈ B ∪B
′,
every coefficient an(f) in C is algebraic and can be computed to arbitrary accuracy. Expressing h in terms of the
basis B ∪ B′, it suffices to explain how for each f ∈ B ∪ B′ we can approximate any coefficient of f |WN to
arbitrary accuracy inC.
If f ∈ B, we can compute arbitrarily many terms of the q-expansion of f |WN , cf. §2.2 of [Coh19]. Finally
consider any element inB′; it is of the formαd(f)with f ∈ N (k,M). We can compute any coefficient ofαd(f)
to arbitrary accuracy inC by using Lemma 4.5 and Proposition 4.4 (approximations of λM (f) can be found as in
§4.3.1).
5. Verification of the algorithm
We now verify the validity of the algorithm from §1.3. Recall that Q is the smallest positive divisor of N for
which the action of 〈d〉 onM depends only on the value of dmoduloQ. By Theorem 2.1(ii), we find that 〈d〉 acts
onM(Z) with inverse 〈d−1〉. Therefore, eachDd lies inGLg(Z).
Lemma 5.1. For any f ∈ M(Z), the modular form Bk,N · f |WN has Fourier coefficients in Z[ζQ].
Proof. Fix a modular form f ∈ M(Z). Take any automorphism σ ofC that fixesQ(ζQ). By Theorem 2.1(iii) and
using that f has rational coefficients, we find that
σ(f |WN ) = (f |WN )|〈χN (σ)〉 = f |WN ,
where the last equality uses that f |WN ∈ M and that χN (σ) ≡ 1 (mod Q) since σ fixes ζQ. We deduce that
f |WN , and hence also Bk,N · f |WN , has coefficients in Q(ζQ) since σ is an arbitrary automorphism of C that
fixes Q(ζQ). By Theorem 3.1(i), the Fourier coefficients of Bk,N · f |WN are algebraic integers. We deduce that
Bk,N · f |WN has coefficients inZ[ζQ]which is the ring of integers ofQ(ζQ). 
Lemma 5.2. For any f ∈ M(Z[ζQ]), we have αf = b1f1 + · · · bgfg with bi ∈ Z[ζQ].
Proof. There is no harm in changing the basis f1, . . . , fg ofM(Z). In particular, we may assume f1, . . . , fg are
chosen so that the matrixA of §1.3 is in Hermite normal form. Let aj be the leading coefficient of the q-expansion
of fj . The pivots of the matrix A are a1, . . . , ag and hence α = a1 · · · ag . We have f = c1f1 + · · · + cgfg for
unique ci ∈ Q(ζQ).
We claim that a1 · · · ai · ci is an element of Z[ζQ] for all 1 ≤ i ≤ g. Suppose that the claim is false and let
1 ≤ j ≤ g be the minimal value for which a1 · · · aj · cj /∈ Z[ζQ]. Therefore,
g∑
i=j
(a1 · · · aj−1 ci) fi = a1 · · · aj−1 · f −
j−1∑
i=1
(a1 · · · aj−1 ci) fi(5.1)
has coefficients in Z[ζQ], where we have used that f and the fi have coefficients in Z[ζQ] and the minimality of
j. The leading coefficients of (5.1) is a1 · · · aj−1cj · aj since we have chosen the basis f1, . . . , fg so that A is in
Hermite normal form. So a1 · · · aj · cj ∈ Z[ζQ]which contradicts the choice of j and thus proves the claim.
By the above claim, we have αci ∈ Z[ζQ] for all 1 ≤ i ≤ g since α = a1 · · · ag . This proves the lemma with
bi = αci. 
Lemma 5.3. The matrix Bk,Nα ·W lies inMg(Z[ζQ]).
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Proof. Take any 1 ≤ j ≤ g. By Lemma 5.1 and our assumption thatM is stable under the action ofWN , we have
Bk,N · fj|WN ∈ M(Z[ζQ]). By Lemma 5.2, we deduce thatBk,Nα · fj|WN =
∑g
i=1 bj,ifi with bj,i ∈ Z[ζQ].
From the definition of thematrixW , we find thatBk,Nα ·Wj,i = bj,i for all 1 ≤ i ≤ g. Since j was arbitrary, we
deduce that the entries ofBk,Nα ·W lies inZ[ζQ]. 
We now describe the natural Galois action on the matrixW .
Lemma 5.4. For each σ ∈ Gal(Q(ζQ)/Q), we have σ(W ) = W ·DχQ(σ).
Proof. Take any 1 ≤ j ≤ g. By the definition of the matrixW , we have fj|WN =
∑g
k=1Wj,k · fk. Therefore,
σ(fj|WN ) =
g∑
k=1
σ(Wj,k) · σ(fk) =
g∑
k=1
σ(Wj,k) · fk,
where we have used that each fk has coefficients in Z. Set d := χN (σ) ∈ (Z/NZ)
×. By Theorem 2.1(iii) and
using that fj has integer coefficients, we have σ(fj |WN ) = (fj |WN )|〈d〉. Using the definition ofW andDd, we
deduce that
σ(fj |WN ) = (fj|WN )|〈d〉 =
g∑
i=1
Wj,i · fi|〈d〉 =
g∑
i=1
Wj,i ·
g∑
k=1
(Dd)i,k · fk =
g∑
k=1
(WDd)j,k · fk.
By comparing our two expressions for σ(fj|WN ), we find that σ(W )j,k = (WDd)j,k for all 1 ≤ k ≤ g. Since
1 ≤ j ≤ g was arbitrary, we conclude that σ(W ) = WDd. Finally, we note thatDd depends only on dmodulo
Q and d ≡ χQ(σ) (mod Q). 
We haveW ∈Mg(Q(ζQ)) by Lemma 5.3. For each integer 0 ≤ b ≤ ϕ(Q) − 1, define the matrix
βb := TrQ(ζQ)/Q(ζ
b
QW ) ∈Mg(Q).(5.2)
By Lemma 5.3, we haveBk,NαW ∈Mg(Z[ζQ]) and henceBk,Nα · βb ∈Mg(Z). We have
βb =
∑
σ∈Gal(Q(ζQ)/Q)
σ(ζQ)
b · σ(W ) =
∑
σ∈Gal(Q(ζQ)/Q)
ζ
χQ(σ)·b
Q ·W ·DχQ(σ),
where the last equality uses Lemma 5.4. Therefore,
βb = W ·
∑
d∈(Z/QZ)×
ζdbQ Dd
which agrees with the definition of βb given in §1.3.
In §4.8, we explained how to numerical approximate the matricesW andDd inMg(C). SinceDd has integer
entries, it can be determined by a sufficiently accurate approximation. So an approximation ofW gives an approxi-
mation of thematrix βb. SinceNk,Nαβb has integer entries, we can thus determine βb from a sufficiently accurate
approximation ofW inMg(C).
Finally, in §1.3, we observed thatW is the unique matrix inMg(Q(ζQ)) that satisfies TrQ(ζQ)/Q(ζ
b
QW ) = βb
for all 0 ≤ b ≤ ϕ(Q)− 1. Moreover, it is straightforward to computeW given the matrices βb.
6. Modular curves
Fix a positive integerN ≥ 1. The group SL2(Z) acts on the upper half plane H via linear fractional transfor-
mations. The quotient Γ(N)\H is a Riemann surface and can be completed to a compact and smooth Riemann
surfaceXN .
Every meromorphic function f on XN has a q-expansion
∑
n∈Z cn(f)q
n
N , where the cn(f) ∈ C are 0 for all
but finitely many negative n ∈ Z. LetFN be the field consisting of all meromorphic functions f onXN for which
cn(f) lies inQ(ζN ) for all n. For example,F1 = Q(j), where j is the modular j-invariant.
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Lemma 6.1. There is a unique right action ∗ of GL2(Z/NZ) on the field FN such that the following hold for all
f ∈ FN :
(a) For A ∈ SL2(Z/NZ), we have (f ∗ A)(τ) = f(γτ), where γ ∈ SL2(Z) is any matrix congruent to A
modulo N .
(b) For A =
(
1 0
0 d
)
∈ GL2(Z/NZ), the q-expansion of f ∗ A is
∑
n∈Z σd(cn(f))q
n
N , where σd is the
automorphism of the field Q(ζN ) that satisfies σd(ζN ) = ζ
d
N .
Proof. This follows from Theorem 6.6 and Proposition 6.9 of [Shi94]. 
For a subgroupG ofGL2(Z/NZ), letF
G
N be the subfield ofFN fixed byG under the action of Lemma 6.1.
Lemma 6.2.
(i) The matrix −I acts trivially on FN and the right action of GL2(Z/NZ)/{±I} on FN is faithful.
(ii) We have F
GL2(Z/NZ)
N = F1 = Q(j) and F
SL2(Z/NZ)
N = Q(ζN )(j).
(iii) The field Q(ζN ) is algebraically closed in FN .
Proof. This also follows from Theorem 6.6 and Proposition 6.9 of [Shi94]. 
Let G be a subgroup of GL2(Z/NZ) that satisfies det(G) = (Z/NZ)
× and −I ∈ G. By Lemma 6.2, the
fieldFGN has transcendence degree 1 andQ is algebraically closed inF
G
N .
We define themodular curveXG to be the smooth, projective and geometrically irreducible curve overQwith
function fieldFGN . We can identifyXG(C)with the compact and smoothRiemann surface that completesΓG\H,
where ΓG is the congruence subgroup consisting of matrices in SL2(Z)whose image moduloN lies inG.
We now describe how the modular curves XG are related to understanding the Galois action on the torsion
points of elliptic curves; this is given for background purposes and will not be used elsewhere in the paper. Let
πG : XG → SpecQ[j]∪ {∞} = P
1
Q be the morphism arising from the inclusionQ(j) ⊆ F
G
N . In particular, we
may view πG(XG(Q)) as a subset ofQ ∪ {∞}.
Consider an elliptic curveE/Qwhose j-invariant we denote by jE ∈ Q. LetE[N ] be theN -torsion subgroup
ofE(Q), where Q is a fixed algebraic closure ofQ. The group E[N ] is a free Z/NZ-module of rank 2 and has a
natural action ofGalQ := Gal(Q/Q) that respects the group structure. By choosing a basis forE[N ], the Galois
action can be expressed by a representation
ρE,N : GalQ → GL2(Z/NZ).
The subgroup ρE,N(GalQ) ofGL2(Z/NZ) is uniquely defined up to conjugacy.
LetGt be the subgroup ofGL2(Z/NZ) obtained by taking the transpose of the elements ofG. Suppose fur-
ther that jE /∈ {0, 1728}; equivalently, the automorphism group of the elliptic curveEQ is cyclic of order 2. Then
ρE,N(GalQ) is conjugate in GL2(Z/NZ) to a subgroup of G
t if and only if jE is an element of πG(XG(Q)),
cf. Proposition 3.3 of [Zyw15] (the transpose arises because the action in Proposition 3.1 of [Zyw15] is slightly dif-
ferent than ours). So the modular curvesXG, and their morphisms πG, contain information about the images of
ρE,N for elliptic curvesE/Q with jE /∈ {0, 1728}.
Remark 6.3.
(i) The assumptions det(G) = (Z/NZ)× and −I ∈ G are natural in this elliptic curve setting. We have
det(ρE,N(GalQ)) = (Z/NZ)
× and the group 〈ρE,N(GalQ),−I〉, up to conjugacy in GL2(Z/NZ),
depends only on jE .
(ii) The occurrence of Gt is due to the fact that in this paper we have natural right actions while we usually
view the action ofGalQ onE[N ] as a left action. Sometimes in the literature, for example in [Zyw15], the
modular curve corresponding to the groupG agrees with ourXGt .
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6.1. The canonical ring. This section is dedicated to describing the canonical ringRXG :=
⊕
k≥0H
0(XG,Ω
⊗k
XG
)
ofXG in terms of cusps forms. This is certainly well-known, but lacking a referencewe give a quick demonstration.
We now fix an integer k ≥ 0. Take any ω ∈ H0(XG,Ω
⊗k
XG
). The form ω induces a differential k-form on
XG(C); onH it equals (2πi)
kf(τ) (dτ)k for a unique cusp form f ∈ S2k(ΓG,C). We define αk(ω) := f .
In §1.5, we defined a right action ofGL2(Z/NZ) on S2k(Γ(N),Q(ζN )); we also denote it by ∗.
Lemma 6.4. The cusp form αk(ω) lies in S2k(Γ(N),Q(ζN ))
G for all ω ∈ H0(XG,Ω
⊗k
XG
).
Proof. Take any ω ∈ H0(XG,Ω
⊗k
XG
) and set f := αk(ω) ∈ S2k(ΓG,C). Choose a non-constant u ∈ F
G
N .
We have ω = v(du)k for a unique modular function v ∈ FGN . The form ω on XG(C) arises from the form
v(τ)u′(τ)k(dτ)k onH. Therefore, f(τ) = (2πi)−kv(τ)u′(τ)k.
We claim that the coefficients of the q-expansion of f lie in Q(ζN ). The coefficients of the q-expansion of v
are inQ(ζN ) since v ∈ FN . So to prove the claim, it suffices to show that (2πi)
−1u′(τ) has a q-expansion with
coefficients inQ(ζN ). Since u ∈ FN , we have u =
∑
n∈Z cn(u)q
n
N with cn(u) ∈ Q(ζN ) that are 0 for all but
finitely many negative n. Therefore, (2πi)−1u′(τ) =
∑
n∈Z n/N · cn(u)q
n
N which has coefficients in Q(ζN ).
This proves the claim.
Now take any A ∈ G. Set d = det(A) and choose γ ∈ SL2(Z) so that A ≡ γ
(
1 0
0 d
)
(mod N). Since
u ∈ FGN , we have u(τ) = (u ∗ A)(τ) = σd(u(γτ)). The coefficients of u(γτ) lie inQ(ζN ) since u ∈ FN and
FN is stable under the right action of GL2(Z/NZ). We have u(γτ) =
∑
n bnq
n
N with bn ∈ Q(ζN ). Taking
derivatives gives
(2πi)−1u′(τ) = (2πi)−1
d
dτ
σd(u(γτ)) = (2πi)
−1 d
dτ
∑
n
σd(bn)q
n
N =
∑
n
n/N · σd(bn)q
n
N .
Therefore,
(2πi)−1u′(τ) = σd
(∑
n
n/N · bnq
n
N
)
= σd
(
(2πi)−1
d
dτ
u(γτ)
)
= σd
(
(2πi)−1(u′|2γ)(τ)
)
.(6.1)
Since v ∈ FGN , we have v(τ) = (v ∗ A)(τ) = σd(v(γτ)). Taking the k-power of both sides of (6.1) and
multiplying by v(τ) gives
(2πi)−kv(τ)u′(τ)k = σd
(
(2πi)−kv(τ)(u′|2γ)
k(τ)
)
= σd
((
((2πi)−kv (u′)k)|2kγ
)
(τ)
)
;
equivalently, f = σd(f |2kγ). Therefore, f = f ∗ A. Since A was an arbitrary element of G, we deduce that
f ∈ S2k(Γ(N),Q(ζN ))
G. 
Using Lemma 6.4, we have a linear map
αk : H
0(XG,Ω
⊗k
XG
)→ S2k(Γ(N),Q(ζN ))
G
ofQ-vector spaces.
Lemma 6.5. The map αk is an isomorphism.
Proof. DefineH = G ∩ SL2(Z/NZ). SinceH is the image of ΓG moduloN , we have S2k(Γ(N),Q(ζN ))
H =
S2k(ΓG,Q(ζN )). In particular, S2k(Γ(N),Q(ζN ))
G ⊆ S2k(ΓG,C). Let
ι : S2k(Γ(N),Q(ζN ))
G ⊗Q C→ S2k(ΓG,C)
be theC-linear map induced by the inclusion.
We claim that ι is an isomorphism. The group H is normal in G, so we obtain a right action of G/H on
S2k(ΓG,Q(ζN )). Let ϕ : G → Gal(Q(ζN )/Q) be the homomorphism satisfying ϕ(A)(ζN ) = ζ
detA
N ; it is
surjective since det(G) = (Z/NZ)×. We obtain an action ofGal(Q(ζN )/Q) on S2k(ΓG,Q(ζN )) by using the
action of G/H and the isomorphism G/H
∼
−→ Gal(Q(ζN )/Q) induced by ϕ; note that we can view this as a
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left action • since G/H is abelian. With this new action, we have σ • (cf) = σ(c) (σ • f) for all c ∈ Q(ζN ),
f ∈ S2k(ΓG,Q(ζN )) and σ ∈ Gal(Q(ζN )/Q). By Galois descent for vector spaces (see the corollary to Propo-
sition 6 in Chapter V §10 of [Bou03]), the natural homomorphism
S2k(Γ(N),Q(ζN ))
G ⊗Q Q(ζN ) = S2k(ΓG,Q(ζN ))
Gal(Q(ζN )/Q) ⊗Q Q(ζN )→ S2k(ΓG,Q(ζN ))(6.2)
is an isomorphism of Q(ζN )-vector spaces. Since S2k(ΓG,C) has a basis with coefficients in Q(ζN ), we deduce
that ι is an isomorphism by tensoring (6.2) up toC.
By tensoring αk up toC and composing with ι, we obtain aC-linear map
βk : H
0(XG(C),Ω
⊗k
XG(C)
) = H0(XG,Ω
⊗k
XG
)⊗Q C→ S2k(ΓG,C).
Since ι is an isomorphism, it suffices to prove that βk is an isomorphism. For any holomorphic k-form ω on
XG(C), f := βk(ω) is the unique cusp form in S2k(ΓG,C) such that the form on H induced by ω equals
(2πi)kf(τ)(dτ)k . The linear map βk is thus an isomorphism; indeed, this is clear from the definition of a cusp
form on ΓG. 
Let RXG =
⊕
k≥0H
0(XG,Ω
⊗k
XG
) be the canonical ring of XG. Using the isomorphisms αk , we obtain an
isomorphism
α : RX
∼
−→
⊕
k≥0
S2k(ΓG,Q(ζN ))
G(6.3)
of graded rings, where multiplication on the right hand side is multiplication of functions.
7. Canonicalmap
7.1. Setup. Fix an integer N ≥ 1 and a subgroup G of GL2(Z/NZ) that satisfies −I ∈ G and det(G) =
(Z/NZ)×.
From §1.4, and the algorithm of §1.3, we can compute a basis of theQ-vector spaceS2(Γ(N),Q(ζN )) and, with
respect to this basis, compute the right action ofSL2(Z). Using the action ofGL2(Z/NZ) onS2(Γ(N),Q(ζN ))
from §1.5, one can then compute a basis f1, . . . , fg of theQ-vector space S2(Γ(N),Q(ζN ))
G. Each fj is given by
a q-expansion for which an arbitrary number of its coefficients can be computed.
Let ω1, . . . , ωg be the basis of theQ-vector spaceH
0(XG,Ω
1
XG
) that satisfies α1(ωj) = fj , where α1 is the
isomorphismH0(XG,ΩXG)
∼
−→ S2(Γ(N),Q(ζN ))
G from §6. Observe that g is the genus of the modular curve
XG. We shall assume that g ≥ 2.
Let
ϕ : XG → P
g−1
Q
be the canonical morphism corresponding to the basis ω1, . . . , ωg and denote its image byC . The goal of §7 is to
describe how to compute the ideal I(C) ⊆ Q[x1, . . . , xg] of C , and hence the curve C ⊆ P
g−1
Q , from the cusps
forms f1, . . . , fg . IfXG is not hyperelliptic, then ϕ will be an embedding and hence we will have found a model
forXG.
7.2. Background. LetX be a smooth, projective and geometrically irreducible curve defined over a field k. In our
application, the curveX will be the modular curveXG defined overQ. Denote the genus ofX by g and assume
that g ≥ 2. Fix a basis ω1, . . . , ωg of the k-vector spaceH
0(X,Ω1X); it gives rise to a non-constant morphism
ϕ : X → Pg−1k .
Define the curveC := ϕ(X) and let I(C) ⊆ k[x1, . . . , xg] be the homogeneous ideal ofC . We have I(C) =
⊕d≥0Id(C), where Id(C) consists of the homogeneous polynomials in I(C) of degree d.
We say that X is hyperelliptic if there is a morphism Xk → P
1
k
of degree 2 (by the following lemmas, this is
equivalent to there being a morphismX → Y of degree 2 with Y a curve of genus 0). We first consider the case
whereX is not hyperelliptic.
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Lemma 7.1. Suppose thatX is not hyperelliptic.
(i) The morphism ϕ is an embedding. In particular,X and C are isomorphic.
(ii) We have dimk I2(C) = (g − 2)(g − 3)/2 and dimk I3(C) = (g − 3)(g
2 + 6g − 10)/6.
(iii) If g ≥ 4, then the ideal I is generated by I2(C) and I3(C).
(iv) If g = 3, then the ideal I is generated by I4(C) and dimk I4(C) = 1.
Proof. First assume that k is algebraically closed. The morphism ϕ is an embedding and the curve C ⊆ Pg−1k has
degree 2g − 2, cf. [Har77, IV §5]. LetH be a hyperplane section of C ⊆ Pg−1k . Fix an integer d ≥ 2. We have
deg(dH) = d(2g−2) > 2g−2 and hence l(dH) = d(2g−2)−g+1byRiemann–Roch. Thed-th component
of the graded ring k[x1, . . . , xg]/I(C) has dimension l(dH) and hence dimk Id(C) =
(g−1+d
d
)
− l(dH) =(
g−1+d
d
)
− d(2g − 2) + g − 1. The claimed dimensions in the lemma are now immediate. Part (iii) is a theorem
of Petri, cf. [SV88]. Finally suppose that g = 3 and let F be a generator of the vector space I4(C). Since C is a
smooth curve of genus 3, this implies thatC is defined by F = 0 and hence I(C) is generated byF .
Now consider a general field k. The forms ω1, . . . , ωg are also a basis ofH
0(Xk,Ω
1
Xk
) = H0(X,Ω1X) ⊗k k.
With this basis fixed, the natural map Id(C) ⊗k k → Id(Ck) is an isomorphism for all d ≥ 0. It is now easy to
deduce the lemma from the algebraically closed case. 
Lemma 7.2. Suppose thatX is hyperelliptic.
(i) The curve C has genus 0 andX
ϕ
−→ C has degree 2.
(ii) The ideal I(C) is generated by I2(C) and dimk I2(C) = (g − 1)(g − 2)/2.
Proof. As in the proof of Lemma 7.1, the natural map Id(C)⊗k k → Id(Ck) is an isomorphism for all d ≥ 0. It
is now easy to show that the general case reduced to the case where k is algebraically closed.
Assume k is algebraically closed. Themorphism ϕ : X → C has degree 2 and the curveC ⊆ Pg−1k is a rational
normal curve of degree g − 1, cf. [Har77, IV §5]. Since C is a rational normal curve, it is of genus 0 and I(C) is
generated by I2(C).
LetH be a hyperplane section of C ⊆ Pg−1k . Fix an integer d ≥ 2. We have deg(dH) = d(g − 1) > 0 and
hence l(dH) = d(g−1)−0+1byRiemann–Roch. Thed-th component of the graded ring k[x1, . . . , xg]/I(C)
has dimension l(dH) and hence dimk Id(C) =
(g−1+d
d
)
− l(dH) =
(g−1+d
d
)
− d(g − 1) − 1. The claimed
dimension for I2(C) is now immediate. 
7.3. Computing Id(C). Fix notation and assumptions as in §7.1. In this section, we describe how to compute
Id(C) for a fixed integer d ≥ 0. We may assume that d ≥ 2 since I0(C) = I1(C) = 0.
Let ΓG be the congruence subgroup of SL2(Z) from §6 and let w be the width of ΓG at ∞. Note that w
is the smallest positive integer for which ( 1 w0 1 ) modulo N lies in G. The q-expansion of any cusp form f ∈
Sk(Γ(N),Q(ζN ))
G ⊆ Sk(ΓG,C) is a power series in qw := e
2πiτ/w since f | ( 1 w0 1 ) = f .
LetMd be the set of monomials in Q[x1, . . . , xg] of degree d. For eachm ∈ Md, we havem(f1, . . . , fg) ∈
S2d(Γ(N),Q(ζN ))
G and hence
m(f1, . . . , fg) =
∞∑
n=0
am,nq
n
w
for unique am,n ∈ Q(ζN ).
Lemma 7.3. Consider a homogeneous polynomial F ∈ Q[x1, . . . , xg] of degree d; we have F =
∑
m∈Md
cmm for
unique cm ∈ Q. Then F is an element of Id(C) if and only if∑
m∈Md
am,n cm = 0(7.1)
holds for all 0 ≤ n ≤ d(2g − 1).
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Proof. From the isomorphism (6.3) of graded rings, we find thatF lies in Id(C) if and only ifF (f1, . . . , fg) = 0.
We have
F (f1, . . . , fg) =
∑
m∈Md
cmm(f1, . . . , fg) =
∞∑
n=0
( ∑
m∈Md
am,ncm
)
qnw.
So F lies in Id(C) if and only if (7.1) holds for all n ≥ 0. One implication of the lemma is now immediate.
Now suppose that F /∈ Id(C); equivalently, F (f1, . . . , fg) 6= 0. Let ν be the smallest integer for which the
coefficient of qνw in the q-expansion of F (f1, . . . , fg) is non-zero. It thus suffices to prove that ν ≤ d(2g − 1).
The differential form fj(τ)dτ on ΓG\H extends to a holomorphic differential 1-form onXG(C) for each 1 ≤
j ≤ g. Defineω := F (f1(τ), . . . , fg(τ)) (dτ)
d . SinceF is homogeneousofdegreed,F (f1(τ), . . . , fg(τ)) (dτ)
d
gives rise to a holomorphic differential d-form ω onXG(C). We have ω 6= 0 since F (f1, . . . , fg) 6= 0.
The divisor of ω is effective and has degree d(2g − 2). Therefore, vP (ω) ≤ d(2g − 2), where P ∈ XG(C) is
the cusp at infinity and vP (ω) is the order of vanishing of ω atP . One can verify that vP (ω) = ν − d. Therefore,
ν ≤ d(2g − 2) + d = d(2g − 1). 
By the above lemma, Id(C) consists of the polynomials
∑
m∈Md
cmm with cm ∈ Q such that (7.1) holds for
all 0 ≤ n ≤ d(2g − 1). So given the values am,n ∈ Q(ζN ) withm ∈ Md and 0 ≤ n ≤ d(2g − 1), computing
a basis of Id(C) is basic linear algebra (note that sinceQ(ζN ) overQ has basis 1, ζN , . . . , ζ
ϕ(N)−1
N , each equation
(7.1) can be replaced byϕ(N) linear equations with rational coefficients).
It remains to explain how am,n can be computed for fixedm ∈Md and 0 ≤ n ≤ d(2g − 1); recall that the fj
are given by their q-expansions and we can compute an arbitrary number of terms. The q-expansion of each cusp
form fj lies in qw · Q(ζN )[[qw]]. Using this and thatm is homogeneous of degree d, one can check that am,n is
determined by the coefficients of qiw in the q-expansion of fj for all 0 ≤ i ≤ n− d and 1 ≤ j ≤ g.
In particular, we deduce that Id(C) can be computed from the coefficients of q
i
w in the q-expansion of fj for all
0 ≤ i ≤ d(2g − 1)− d = d(2g − 2) and 1 ≤ j ≤ g.
7.4. Computing the curveC . Fix notation and assumptions as in §7.1. To compute the curveC ⊆ Pg−1Q , it suffices
to find a set of generators of the ideal I(C) ⊆ Q[x1, . . . , xg]. Wehave assumed that g ≥ 2. Wemay further assume
that g ≥ 3 sinceC = P1Q and I(C) = 0 if g = 2.
From §7.3, we can compute theQ-vector space I2(C) from the cusps forms f1, . . . , fg ; letF1, . . . , Fr be a basis.
By Lemmas 7.1 and 7.2, and using g ≥ 3, we find thatXG is hyperelliptic if and only if r = (g − 1)(g − 2)/2. If
XG is hyperelliptic, Lemma 7.2 implies that the curveC has genus 0 and the ideal I(C) is generated byF1, . . . , Fr .
We may now assume thatXG is not hyperelliptic.
Suppose g = 3. By Lemma 7.1, I4(C)has dimension 1 and generates the ideal I(C). From §7.3, we can compute
theQ-vector space I4(C); letF be a basis. The ideal I(C) is thus generated byF and henceC ⊆ P
2 is the smooth
plane quartic defined by F = 0.
Now assume that g ≥ 4. By Lemma 7.1, the ideal I(C) is generated by I2(C) and I3(C), and I3(C) has
dimension (g − 3)(g2 + 6g − 10)/6. LetW be the subspace of I3(C) generated by xiFj with 1 ≤ i ≤ g and
1 ≤ j ≤ r. IfW has dimension (g − 3)(g2 + 6g − 10)/6, thenW = I3(C) and hence I(C) is generated by
F1, . . . , Fr.
Finally suppose that the dimension ofW is not (g − 3)(g2 + 6g − 10)/6. From §7.3, we can compute the
Q-vector space I3(C). Let G1, . . . , Gs be polynomials in I3(C) that give rise to a basis in I3(C)/W . The ideal
I(C) is thus generated by F1, . . . , Fr, G1, . . . , Gs. It is not needed for our purposes, but one can further show
that s = g − 3.
Remark 7.4. One can choose f1, . . . , fg to be a basis of theZ-moduleS2(Γ(N),Q(ζN ))
G ∩S2(Γ(N),Z[ζN ]).
We can choose F1, . . . , Fr to be basis of the Z-module I2(C) ∩ Z[x1, . . . , xg]. The LLL-algorithm can be used
to makes such choices with relatively small coefficients.
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