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Abstract. We discuss a generalization of the conditions of validity of the
interpolation method for the density of quenched free energy of mean field
spin glasses. The condition is written just in terms of the L2 metric structure
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1. Introduction
The interpolation method is a simple but powerful technique used to prove in-
equalities for Gaussian random vectors (see for example [10] and [11]). This method
has great relevance in the field of Mathematical and Theoretical Physics since it
represents an essential ingredient in the study of mean field spin glasses. In the
breakthrough paper [9] it has been used to prove the existence of the thermody-
namic limit for the quenched density of free energy for the Sherrington-Kirkpatrick
model. This was a longstanding problem and its solution was the turning point
towards the proof of the Parisi Formula [18].
Spin glasses are simple mathematical models for disordered systems whose rig-
orous analysis is indeed a challenge for mathematicians. We refer to [13], [17] the
mathematically interested reader and to [12] the physically interested one. Among
plenty of models, one of the most studied is that introduced by Sherrington and
Kirkpatrick in [15] as a solvable elementary model. Indeed the structure of the solu-
tion turned out to be much more rich and complex than expected and was build up
in a series of papers by Parisi (see [12] for a detailed discussion). A rigorous proof
of the Parisi conjectured solution was missing for a long time and the interpolation
method played a key role in its proof. See [8] for a review on this.
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2 THE INTERPOLATION METHOD
Using the same idea of [9], the authors of [4] proposed a general setting for the
interpolation method in the framework of mean field spin glasses. Furthermore,
they successfully applied this technique to prove the existence of the thermody-
namic limit for the Generalized Random Energy Model (GREM, a family of models
introduced in [6]) with a finite number of levels.
The “classical” hypothesis under which the interpolation method can be applied
to the quenched free energy of mean field spin glasses consists of a collection of
equalities and inequalities for the covariance matrix of the underlying multivariate
Gaussian process. We show that less restrictive conditions are actually needed.
More precisely, we show that the method works under conditions that involve just
the L2 metric structure of the Gaussian random vectors. By the correspondence
in [16], [7] this is always an Euclidean metric structure. A condition of this type
is very natural since the quenched free energy depends on the distribution of the
Gaussian random vector only through its metric structure. This gives an interesting
geometric flavor and interpretation. A similar inequality was obtained through a
tricky computation in the framework of Sudakov-Fernique inequalities in [3]. Here
we show that the result follows by a general argument involving the special form of
the function and that, in a sense, is the best possible. As an example of application
of the improved conditions, we consider a GREM model with infinite levels and
deduce the existence of the thermodynamic limit for the quenched density of free
energy. Indeed, in this case the usual conditions of validity of the interpolation
method used in [9], [4] fail. We can deduce therefore the existence of the thermo-
dynamic limit directly using the simple argument of the interpolation method. We
refer to [14], [1] and [2] for the beautiful mathematics involved in the limit of such
kind of models.
The structure of the paper is the following.
In Section 2 we briefly recall the basics of the interpolation method together
with the conditions used in [9] and [4]; we then discuss the Euclidean metric struc-
ture associated to any Gaussian random vector and finally show our generalized
conditions.
In Section 3 we discuss two examples. The first one is the Sherrington-Kirkpatrick
model. This is done simply to recall the basic mechanism and idea of application.
The second example is a GREM model with infinite levels for which it is necessary
to use our generalized conditions to prove the existence of the thermodynamic limit.
In the Appendix we collect some elementary Lemmas.
2. The interpolation method
2.1. The interpolation method. Let X = (X1, . . . , Xn) be a n-dimensional zero
mean Gaussian random vector having covariance matrix C. The n× n symmetric
matrix C is non-negative definite and the elements are defined by Ci,j := E [XiXj ].
When C is positive definite then the distributions of X is absolutely continuous
with respect to the Lebesgue measure on Rn and the density is
φC (x) :=
1√
(2pi)
n
det (C)
e−
1
2 (x,C
−1x) , (2.1)
where ( · , · ) denotes the Euclidean scalar product in Rn. We restrict to the case
of positive definite matrices since the other cases can be deduced by a limiting
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procedure. We have the Fourier transform representation
φC (x) =
1
(2pi)n
∫
Rn
dλ e−i(λ,x)e−
1
2 (λ,Cλ) . (2.2)
We denote by Tr ( · ) the trace of a matrix and consider C the set of non negative
definite symmetric matrices endowed with the Hilbert-Schmidt scalar product
Tr (AB) , A,B ∈ C . (2.3)
The open set of positive definite symmetric matrices corresponds to C.
Let φ : C × Rn → R+ as defined in (2.1). By (2.2) and a direct computation we
have
∂φC (x)
∂Ci,j
=
∂φC (x)
∂Cj,i
=
∂2φC (x)
∂xi∂xj
, (2.4)
and
∂φC (x)
∂Ci,i
=
1
2
∂2φC (x)
∂x2i
. (2.5)
Recall that in the above formulas C is a symmetric matrix so that the variations in
the computation of (2.4) are constructed varying symmetrically the matrix C. More
precisely let E{i,j} with i 6= j be the symmetric matrix such that E{i,j}i,j = E{i,j}j,i = 1
and having all the remaining elements equal to zero. Given F : C → R we define
∂F (C)
∂Cj,i
=
∂F (C)
∂Ci,j
:= lim
δ→0
F
(
C + δE{i,j}
)− F (C)
δ
. (2.6)
Consider now f : Rn → R a C2 function with moderate growth at infinity, for
example such that |f(x)| ≤ eλ|x| for a suitable constant λ ≥ 0. This technical
condition is related to the validity of some integrations by parts. We call ∇2f (x)
the Hessian matrix of f at x, that is the symmetric matrix having elements(∇2f)
i,j
(x) :=
∂2f (x)
∂xi∂xj
.
The following result is the interpolation method. For the readers convenience
we give the short proof.
Lemma 2.1. [Interpolation method] Consider two mean zero Gaussian random
vectors X,Y having covariance matrices respectively given by CX and CY . Consider
a C2 function f with moderate growth we have
E [f (Y )]− E [f (X)] = 1
2
∫ 1
0
dtE
[
Tr
( (
CY − CX)∇2f (Z (t)))], (2.7)
where
Z(t) =
√
tX +
√
(1− t)Y , (2.8)
and X,Y are two independent copies of the random vectors.
Proof. When Z is a n-dimensional centered Gaussian random vector, then E [f(Z)]
depends only on the covariance matrix C of the vector Z. Fix a C2 function f and
define the function F : C → R as
F (C) := E [f (Z)] . (2.9)
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With the help of formulas (2.4), (2.5), when C ∈ C we can compute
∂F (C)
∂Ci,j
=
∫
Rn
dx
∂φC (x)
∂Ci,j
f (x) =
∫
Rn
dx
∂2φC (x)
∂xi∂xj
f (x) (2.10)
=
∫
Rn
dxφC (x)
∂2f (x)
∂xi∂xj
= E
[(∇2f)
i,j
(Z)
]
, (2.11)
and
∂F (C)
∂Ci,i
=
∫
Rn
dx
∂φC (x)
∂Ci,i
f (x) =
1
2
∫
Rn
dx
∂2φC (x)
∂x2i
f (x)
=
1
2
∫
Rn
dxφC (x)
∂2f (x)
∂x2i
=
1
2
E
[(∇2f)
i,i
(Z)
]
. (2.12)
Given a C1 parametric curve {C(t)}t∈[0,1] on C such that C(0) = CX and C(1) =
CY , then we have
E [f (Y )]− E [f (X)] = 1
2
∫ 1
0
dtE
[
Tr
(
dC (t)
dt
∇2f (Z (t))
)]
, (2.13)
where Z (t) is a centered Gaussian random vector having covariance C (t). The
special case when the curve linearly interpolates between CX and CY gives (2.7)
with Z(t) given by (2.8). If one or both the matrices CX and CY are not strictly
positive definite, it is possible to add to the matrices εI, do the same computation
as above and finally take the limit ε→ 0. 
The above formula is the core of the interpolation method. It is very useful to
establish inequalities between the two expected values on the left hand side of (2.7).
The Guerra-Toninelli interpolation method is a simple but powerful technique
developed in the study of mean field spin glasses (see [8, 9] and references therein),
which is based on an abstract theorem about Gaussian random variables. It corre-
sponds to the interpolation method 2.1 with the special choice of the function
f(x) = log
n∑
i=1
wie
xi , (2.14)
where wi ∈ R+ are some fixed positive weight.
In particular, Guerra and Toninelli obtained and used the following result (this
is Theorem 2 in [8]) to prove the existence of the thermodynamic limit of the
Sherrington-Kirkpatrick model. The same idea and the same Theorem, (Theorem
2.2 below) was used later on in [4] to deduce the existence of the thermodynamic
limit for a GREM model [6] with a finite number of levels.
Theorem 2.2. Let X,Y two centered Gaussian random vectors and the function
f given by (2.14). If
CXi,i = C
Y
i,i , ∀ i , (2.15)
CXi,j ≥ CYi,j , ∀ i 6= j , (2.16)
then we have
E [f (Y )] ≥ E [f (X)] . (2.17)
We show the proof of Theorem 2.2 that is based on the interpolation formula
(2.7).
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Proof of Theorem 2.2. Let us call, for any i = 1, . . . , n
µi (x) :=
wie
xi∑n
j=1 wje
xj
. (2.18)
By a direct computation, when f is (2.14), we have
∂2f (x)
∂x2i
= µi (x)− µ2i (x) , (2.19)
∂2f (x)
∂xi∂xj
= −µi (x)µj (x) . (2.20)
By the formulas (2.19), (2.20) and conditions (2.15), (2.16), we have that
(CY − CX)i,j
(∇2f)
i,j
(x) ≥ 0 , ∀x ∈ Rd, ∀ i, j (2.21)
and the result follows by (2.7). 
2.2. Covariances and metrics. We start showing a simple but useful Lemma
Lemma 2.3. We have that the n×n symmetric matrix C belongs to C if and only
if there exist n vectors a(i) ∈ Rn such that
Ci,j =
(
a(i), a(j)
)
. (2.22)
Proof. If a matrix can be written like (2.22) then we have∑
i,j
xiCi,jxj = |v|2 ≥ 0 , ∀x1, . . . , xn ,
where v =
∑n
i=1 xia
(i). Conversely, if C ∈ C then it can be written as C = AAT
where A is a n× n matrix and AT denotes its transposed matrix. Let us introduce
the vectors a(i) = (a
(i)
1 , . . . , a
(i)
n ) ∈ Rn with i = 1, . . . , n defined by a(i)j := Ai,j . In
terms of these vectors we have (2.22). 
A finite metric space with n points is called Euclidean if there exists a collection
of n points on Rk having the same distances. Of course we can always fix k = n.
Not every metric space can be realized in this way. The simplest example is the
minimal path metrics on the vertices of the graph in Figure 1 where the edges have
all length 1.
Given a centered Gaussian random vector X there is naturally associated the
metric dX that is the L
2 distance between the random variables
dX(i, j) :=
√
E
[
(Xi −Xj)2
]
=
√
CXi,i + C
X
jj − 2CXi,j . (2.23)
We have the following result (see for example [7, 16])
Lemma 2.4. A finite metric space ({1, . . . , n} , d) is Euclidean if and only if there
exists a mean zero Gaussian random vector X = (X1, . . . , Xn) such that d = dX .
Proof. Consider d and Euclidean distance and let a(i), i = 1, . . . , n be some points
on Rn that realize such a distance. Let A be an n×n matrix defined by Ai,j := a(i)j .
Let Z = (Z1, . . . , Zn) be a vector of i.i.d. standard Gaussian random variables and
consider the Gaussian vector X = AZ whose covariance CX = AAT coincides with
the right hand side of (2.22). Using (2.23) we have
dX (i, j) =
∣∣a(i) − a(j)∣∣ = d (i, j) . (2.24)
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1
Figure 1. The simplest non Euclidean metric space.
Conversely given X a Gaussian mean zero vector with covariance CX and let A
an n × n matrix such that CX = AAT . Define n vectors in Rn by a(i)j := Ai,j ; by
(2.23) we have that dX is determined by the first equality in (2.24) and is therefore
Euclidean. 
The metric structure dX contains less information than the covariance C
X and
there are random vectors having different covariances but the same metric structure.
This type of invariance is best understood in terms of the vectors in Rd using the
Lemmas in Appendix that characterizes invariance by rotations and translations. In
particular we can completely characterize the centered Gaussian random variables
that share the same metric structure.
Lemma 2.5. Given X and Y two n-dimensional centered Gaussian random vec-
tors, we have that dX = dY if and only if there exists a centered Gaussian random
variable W such that the random vector Xi +W , i = 1, . . . , n has the same distri-
bution of Y .
Proof. If Y has the same distribution of X +W then
dY (i, j) =
√
E
[
(Yi − Yj)2
]
=
√
E
[
(Xi +W −Xj −W )2
]
= dX(i, j) .
Conversely, suppose that dX = dY . We have that there exist two matrices A
X
and AY such that AXZ has the same distribution of X and AY Z has the same
distribution of Y , where Z is an n vector of i.i.d. standard Gaussian random
variables. We define two collections v(i), w(i) i = 1, . . . n of vectors in Rn defined
by v
(i)
j := A
X
i,j and w
(i)
j := A
Y
i,j . Since dX = dY we have∣∣v(i) − v(j)∣∣ = ∣∣w(i) − w(j)∣∣ , ∀ i, j , (2.25)
and by Lemma 3.6 there exist O ∈ O(n) and a vector b ∈ Rn such that w(i) =
Ov(i) + b, i = 1, . . . , n. In terms of the corresponding matrices this means that
AY = AXOT +B, where the matrix B is defined as Bi,j := bj . We obtain therefore
Y = AXOTZ +BZ . (2.26)
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The random vector AXOTZ is a centered Gaussian random vector with covariance
AXOTO(AX)T = CX so that it has the same law of X. The random vector BZ
has all the components equal and setting W =
∑n
j=1 bjZj we finish the proof. 
A direct consequence of the above result is the following. Define the function
F : C → R by
F (C) := E
[
log
n∑
i=1
wie
Xi
]
, (2.27)
where X is a centered Gaussian random vector with covariance C.
Lemma 2.6. Given CX , CY ∈ C such that dX = dY , then F (CX) = F (CY ).
Proof. Since dX = dY by Lemma 2.5 we have that Y = X +W and therefore
F (CY ) = E
[
log
n∑
i=1
wie
Yi
]
= E
[
log
n∑
i=1
wie
Xi+W
]
(2.28)
= E
[
W + log
n∑
i=1
wie
Xi
]
= F (CX) ,
where the last equality follows by the fact that W is centered. 
This Lemma simply says that we can define the right hand side of (2.27) as F˜ (d)
since the function depends just on the metric structure of the random variables and
not on their correlations.
We expect therefore to have a version of Theorem 2.2 with conditions written
just in terms of the metrics. This is done in the next section.
2.3. A generalized condition. We show how to generalize Theorem 2.2 proving
that (2.17) can be deduced under weaker hypotheses concerning just the metric
structures. The same inequality has been obtained in [3] with a tricky computation.
Here we show that this fact follows from a general argument and that it is somehow
the best possible bound.
Theorem 2.7. Let X,Y two centered Gaussian random vectors and the function
f given by (2.14). If
dY (i, j) ≥ dX (i, j) ∀ i, j , (2.29)
then
E [f (Y )] ≥ E [f (X)] . (2.30)
Note that if conditions (2.15) and (2.16) are satisfied then (2.29) holds, but it is
easy to construct examples for which (2.29) holds but (2.15), (2.16) are violated.
Observe that for any x we have that µ (x) = (µ1 (x) , . . . , µn (x)) ∈ In (recall
definition (2.18)) where
In =
{
µ = (µ1, . . . , µn) : 0 ≤ µi ≤ 1,
n∑
i=1
µi = 1
}
.
Namely, In ⊂ Rn is a (n−1)-dimensional simplex with extremal elements µ(1), . . . , µ(n),
where µ
(l)
i = δli.
We start with a preliminary Lemma
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Lemma 2.8. Consider a symmetric matrix D and the function G : In → R defined
as
G (µ) :=
n∑
i=1
µiDii −
n∑
i=1
n∑
j=1
µiµjDij . (2.31)
We have that
inf
µ∈In
G (µ) ≥ 0 (2.32)
if and only if
Dii +Djj − 2Dij ≥ 0 ∀ i, j ∈ {1, . . . , n} . (2.33)
Proof. If condition (2.33) holds, then
G(µ) ≥
n∑
i=1
µiDii − 1
2
n∑
i=1
n∑
j=1
µiµj (Dii +Djj) = 0.
To obtain the last identity we used the fact that µ ∈ In. Conversely, suppose
inequality (2.32) to hold. Choose µ such that µl = µm =
1
2 for some l 6= m and 0
otherwise; then (2.31) becomes
1
4
(Dll +Dmm)− 1
2
Dlm ≥ 0 (2.34)
where we used the symmetry of D. Consider all the couples l,m ∈ {1, . . . , n} to
get the result. 
Proof of Theorem 2.7. By formula (2.7) we deduce the results once we show that
inf
x∈Rn
{
Tr
(
D
(∇2f)
i,j
(x)
)}
≥ 0 , (2.35)
where we called
D := CY − CX . (2.36)
Using (2.19) and (2.20) we obtain that the expression to be minimized in (2.35) is
n∑
i=1
Di,iµi (x)−
n∑
i=1
n∑
j=1
Di,jµi (x)µj (x) . (2.37)
We have therefore that the infimum in (2.35) coincides with infµ∈In G(µ) and the
result follows by Lemma 2.8 since (2.33) with the matrix D defined by (2.36) coin-
cides with (2.29). 
3. Examples
In this section we discuss two examples, obtaining the existence of the thermo-
dynamic limit for the quenched free energy of two models. The first one is the
Sherrington-Kirkpatrick model. The existence of the thermodynamic limit for this
model was obtained, by the interpolation method, in the breakthrough paper [9].
This was done using the result 2.2. We review this result as a warm-up to fix ideas
and the basic constructions. We use however Theorem 2.7 and discuss the result
just in terms of the metrics. Then we discuss a class of Generalized Random Energy
Models [6] for which in general conditions (2.15), (2.16) fail while condition (2.29)
hold. We refer to [14], [1] and [2] for the beautiful mathematics involved in the
limit of such kind of models.
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3.1. The Sherrington-Kirkpatrick model. The Sherrington-Kirkpatrick model
is a mean field spin glass model [8], [13], [15], [17]. Spins configurations are σ ∈
{−1, 1}N and the energy of the system is given by
HN (σ) := − 1√
N
N∑
i,j=1
Ji,jσ (i)σ (j) , (3.1)
where Ji,j are i.i.d. standard Gaussian random variables. Small variants of the
model consider different sums in (3.1) but all the variants are equivalent modulo
simple transformations. The spins are associated to the vertices of a complete graph
and the interaction between each pair of spins is determined by the variables J ’s.
The partition function is defined as
ZN (β) :=
∑
{σ}
e−βHN (σ) , (3.2)
where the parameter β is the inverse temperature and the quenched free energy per
site is defined by
FN (β) := − 1
βN
E [logZN (β)] :=
1
βN
αN (β) , (3.3)
where the last equality defines the symbol αN (β). The variables (−βHN (σ))σ∈{−1,1}N
are a centered Gaussian random vector with covariance
β2E [HN (σ)HN (σ′)] =
β2
N
∑
i,j
σ (i)σ (j)σ′ (i)σ′ (j) = Nβ2q2N (σ, σ
′) , (3.4)
where
qN (σ, σ
′) :=
1
N
N∑
i=1
σ (i)σ′ (i) , (3.5)
is the overlap between the configurations σ and σ′. The corresponding distance
according to (2.23) is given by
dN (σ, σ
′) = β
√
8N
[
dHN
(
1− dHN
) ]
, (3.6)
where
dHN (σ, σ
′) :=
1
N
N∑
i=1
I
(
σ (i) 6= σ′ (i)
)
(3.7)
is the Hamming distance. Notice that we have of course dN (σ, σ) = 0 but we have
also dN (σ,−σ) = 0 since HN (σ) = HN (−σ). The fact that the right hand side
of (3.7) is a distance (indeed a pseudo distance) is not trivial but follows directly
since it is obtained by (2.23).
Let us split the system into two subsystems S1, S2 with respectively N1 and N2
vertices with N1 +N2 = N . We erase the interaction between spins that belong to
different subsystems. We define the restricted Hamiltonians of the subsystems as
HNk(σ) := −
1√
Nk
∑
i,j∈Sk
Ji,jσ (i)σ (j) , k = 1, 2 , (3.8)
where we remark that the sum is restricted to the indices belonging to the subsys-
tems labeled k = 1, 2. Here and hereafter we continue to use the symbol σ both
for the full configuration as well as for the configuration restricted to a subsystem.
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When a configuration appears in an expression that is labeled by a subsystem then
we mean the configuration restricted to the subsystem. For example dHNk (σ, σ
′)
and dNk (σ, σ
′) are respectively the Hamming distance (3.7) and the distance (3.6)
when the configuration is restricted to the subsystem k = 1, 2. Note that with this
notation we have the key relationship
dHN (σ, σ
′) =
N1
N
dHN1 (σ, σ
′) +
N2
N
dHN2 (σ, σ
′) . (3.9)
Another important relationship is∑
{σ}
e−β(HN1 (σ)+HN2 (σ)) = ZN1(β)ZN2(β) . (3.10)
We apply Theorem 2.7 with the vectors{
Y =
(− βHN (σ))σ∈{−1,1}N ,
X = (−βHN1(σ)− βHN2(σ))σ∈{−1,1}N .
The condition (2.29) becomes the super-Pythagorean relation
dN ≥
√
d2N1 + d
2
N2
, (3.11)
that is equivalent to[
dHN
(
1− dHN
) ] ≥ N1
N
[
dHN1
(
1− dHN1
) ]
+
N2
N
[
dHN2
(
1− dHN2
) ]
. (3.12)
The above inequality is true by (3.9) and the concavity of the real function x →
x (1− x). By Theorem 2.7 and (3.10) we deduce
αN (β) ≤ αN1 (β) + αN2 (β) , (3.13)
and by sub-additivity and the classic Fekete Lemma we deduce that the limit of
the quenched free energy per site exists
lim
N→∞
FN (β) = lim
N→∞
1
βN
αN (β) = inf
N
1
βN
αN (β) . (3.14)
3.2. The Generalized Random Energy Model. The Generalized Random En-
ergy Model (GREM) is a spin glass model introduced by Derrida [6] to generalize
the REM (Random Energy Model) imposing pair correlations between energies.
The model has a hierarchical structure, as any spin configuration correspond to a
leaf of a given rooted tree.
We consider sequences of finite trees codified by finite strings of nonnegative
integers. Let n ∈ N and k = (k1, . . . , kn) a vector of nonnegative integers and
call |k| := k1 + . . . + kn. The tree Tk is constructed as follows. The root (that is
the unique node at level 0) is connected to 2k1 nodes to compose the first level.
Each node of the first level is connected to 2k2 nodes of the second level; we have
therefore 2k1+k2 nodes on the second level and so on. The n-th level consists of
2k12k2 . . . 2kn = 2|k| leaves. If there exists a 1 ≤ j < n such that kj = 0, we
mean that the nodes of the level j coincide with those of the level j − 1. A spin
configuration σ ∈ {−1, 1}|k| is then attached to each leaf. The Hamiltonian is
Hk (σ) = −
√
|k|
(
ε
(σ)
1 + . . .+ ε
(σ)
n
)
, (3.15)
where ε
(σ)
i ∼ N (0, ai) if ki > 0 and ε(σ)i = 0 if ki = 0. For any i ∈ N we have that
the ai’s are positive numbers such that
∑+∞
i=1 ai = 1.
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The random variables ε’s are attached to the edges of the tree. More precisely
attached to the edges that connect the level i − 1 to the level i there is a family
of i.i.d. centered Gaussian random variables with variance ai, one for each edge.
When we write ε
(σ)
i we mean then the random variable associated to the unique
edge that connects level i − 1 to level i and that belongs to the unique path from
the leaf associated to σ to the root. When ki = 0 there are no edges from level
i−1 to level i and therefore we set ε(σ)i = 0. Then,
(
Hk(σ)
)
σ∈{−1,1}|k| is a centered
Gaussian random vector on the |k|-dimensional hypercube {−1, 1}|k|.
We call l = l (σ, τ) ∈ {0, 1, . . . n− 1} the level of the hierarchy at which the two
paths from the leaves σ and τ of Tk to the root merge. The two configurations share
the same energy variables ε
(σ)
i = ε
(τ)
i for any i ≤ l, while ε(σ)i 6= ε(τ)i whenever i > l.
When ε
(σ)
i and ε
(τ)
i are different, they are independent. Furthermore, ε
(σ)
i and ε
(τ)
j
are always independent if j 6= i. We define a˜i := ai when ki > 0 and a˜i := 0 when
ki = 0. We get
E
[
Hk (σ)Hk (τ)
]
= |k|
l∑
i=1
a˜i , (3.16)
pointing out that the right hand side above is zero when l = 0. The corresponding
metric according to (2.23) is given by
dk (σ, τ) =
√
E
[(
Hk (σ)−Hk (τ)
)2]
=
√√√√2 |k| n∑
i=l+1
a˜i . (3.17)
The term inside the square root on the right hand side represents, up to a multi-
plicative factor, the minimal path length distance between the two leaves σ and τ
on the tree when each edge between level i−1 and i has a length given by ai. Since
the graph is a tree the path is unique and the metric (3.17) is an ultrametric. We
introduce, for notational convenience, the normalized distance
sk (σ, τ) :=
√√√√2 n∑
i=l+1
a˜i , (3.18)
so that dk (σ, τ) =
√|k|sk (σ, τ) for any pair of configurations σ and τ .
Both the correlations (3.16) and the metric (3.17) depends on the vector k and
on the assignment of configurations to leaves. We will discuss soon this.
Like for the Sherrington-Kirkpatrick model, given an inverse temperature β, we
introduce the disorder-dependent partition function
Zk (β) :=
∑
{σ}
e−βHk(σ) (3.19)
and the quenched average of the free energy per site
Fk (β) := − 1
β|k| E
[
logZk (β)
]
. (3.20)
We prove the existence of the thermodynamic limit of (3.20) under general assump-
tions when a parameter N is diverging and the vector k = k (N) is growing in such
a way that also n = n (N) diverges. Contucci et al. [4] proved this fact when n
is constant. This was obtained applying the same strategy of the Guerra-Toninelli
interpolation method [9]; in particular, they used the inequality in Theorem 2.2.
12 THE INTERPOLATION METHOD
  ⌧
1
Figure 2. The paths σ and τ are at distance sk (σ, τ) = 2 (a2 + a3).
When n is no longer bounded this inequality fails while the inequality in Theorem
2.7 continues to work. We describe now more precisely the growing mechanism of
the model and prove the existence of the thermodynamic limit.
3.2.1. Growing and labeling. We consider a sequence of growing trees labeled by a
sequence of vectors k (N). For each N ∈ N we have the tree Tk(N) defined by the
following hypothesis and rules.
(H1) Let (αi)
∞
n=1 be a sequence of reals larger than 1 satisfying the constraint
∞∑
i=1
logαi = log 2. (3.21)
The αi’s define the tree Tk(N) through
ki (N) :=
⌊
N logαi
log 2
⌋
, i ∈ N , (3.22)
where b · c denotes the integer part.
(H2) The sequence (ai)
∞
i=1 corresponds to the lengths of the edges from the differ-
ent levels and the variance of the associated random variables and satisfies
the condition
∑∞
i=1 ai = 1.
The exact values of the sums of the series are not really important and could be
substituted just by summability conditions. Formula (3.22) follows by the fact that
we ask that the number of edges connecting a given node at level i− 1 to nodes at
level i grows exponentially like αNi .
Observe that by (3.21), for any fixed N > 0 in k (N) just a finite number of
components is different from zero. We define
n := n (N) := max{i : ki (N) > 0} (3.23)
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and the finite vector k (N) := (k1 (N) , . . . , kn (N)). Then, a spin configuration
σ ∈ {−1, 1}|k(N)| is assigned to each leaf. The method is actually arbitrary; indeed,
the free energy of the system is obtained summing over all the configurations, thus
getting rid of any dependence on the underlying choice.
We assign a spin configuration to each leaf of the tree as follows. At fixed N ,
we attach to every edge one or more labels of type (m, s), where s = ±1 and
m ∈ {1, . . . , |k(N)|}. Given a leaf there exists a unique path toward the root. If
this path crosses an edge having a label (m, s) then the configuration σ associated
to the leave is such that σ (m) = s. We assign the label in such a way that every
path meets all the labels m = 1, . . . , |k (N)| and such that different leaves have
associated different configurations.
We embed the tree on a plane so that the root is on the top and the paths from
the leaves to the root are going upwards. Moreover all the edges connecting a given
node with the nodes at the successive level are ordered from left to right. Each edge
connecting the level i − 1 to level i has exactly ki (N) labels corresponding to the
values m =
∑i−1
j=1 kj (N)+1,
∑i−1
j=1 kj (N)+2, . . . ,
∑i
j=1 kj (N). The corresponding
values of the parameter s are fixed as follows.
Fix a node at level i − 1. Number each edge connecting this node with a node
at level i with an integer number going from left to right from the value 0 to
2ki(N)− 1. The leftmost will correspond to 0 while the rightmost to 2ki(N)− 1. Do
this for each node. Write these integers in binary code so that the leftmost edges
are numbered with ki (N) zeros and the rightmost with ki(N) ones. In our setting,
the 0 corresponds to the − sign and the 1 to the + sign. Then, we associate the
lowest value of m to the most significant digit and the highest value of m to the
less significant one. See Figure 3 for an example.
(4 ) (4+)
(2 )
(3 )
 
(4 ) (4+)
(2 )
(3+)
(4 ) (4+)
(2+)
(3 )
(4 )
⌧
(4+)
(2+)
(3+)
(1 )
(4 ) (4+)
(2 )
(3 )
(4 ) (4+)
(2 )
(3+)
(4 ) (4+)
(2+)
(3 )
(4 ) (4+)
(2+)
(3+)
(1+)
1
Figure 3. Example of assignation of the labels for k = (1, 2, 1).
Paths σ and τ have spin configurations σ = (−1,−1, 1,−1), τ =
(−1, 1, 1, 1)
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3.2.2. Splitting the system. Let N > 0 and consider a pair of integers N1, N2 such
that N1 + N2 = N . We already know how to construct the trees Tk(N), Tk(N1)
and Tk(N2). Their geometric structure is simply codified by the finite vectors k (N),
k (N1), k (N2) and we recall that, by definition, we have
ki (Nj) :=
⌊
Nj logαi
log 2
⌋
, j = 1, 2 , i ∈ N . (3.24)
Notice that
ki (N1) + ki (N2) ≤ ki (N) ≤ ki (N1) + ki (N2) + 1 . (3.25)
We associate the labels to the edges and leaves of the full system Tk(N) as in the
previous section. The labels of the two subsystems Tk(N1) and Tk(N2) are instead
attributed in a slightly different way in order to have different spins (different labels
m) belonging to the two subsystems.
The labels m attributed to the edges from level i − 1 to level i in the full sys-
tem coincide with the set
{∑i−1
j=1 kj (N) + 1,
∑i−1
j=1 kj (N) + 2, . . . ,
∑i
j=1 kj (N)
}
.
When we split the system into the two subsystems we assign to the edges that
connect each node in the level i − 1 to the level i of the subsystem Tk(N1) the
labels
{∑i−1
j=1 kj (N) + 1, . . . ,
∑i−1
j=1 kj (N) + ki (N1)
}
while we assign to the edges
that connect each node in the level i − 1 to the level i of the subsystem Tk(N2)
the labels
{∑i−1
j=1 kj (N) + ki (N1) + 1, . . . ,
∑i−1
j=1 kj (N) + ki (N1) + ki (N2)
}
. By
(3.25) this is well defined. Once split the labels m into the two subsystems, the
assignment of the label s = ± follow the same rule of the previous section. Since
ki (N1) + ki (N2) may be strictly less than ki (N), some of the labels m (i.e. some
spins) may disappear in the splitting.
We discuss now the behavior of the distances. Consider two finite vectors k and
k′ such that k′i ≤ ki for any i. We assign the labels to Tk in the usual way while
instead we assign the labels to Tk′ as follows. We assign to the edges that connect
each node in the level i− 1 to the level i of Tk′ arbitrarily k′i of the ki labels in Tk.
The assignment of the labels s = ± follows then the usual rule.
We call respectively dk and dk′ the metrics defined by formula (3.17) for the two
trees Tk and Tk′ and sk, sk′ the corresponding normalized distances (see (3.18)). As
before given two spin configurations σ, τ ∈ {−1, 1}|k| we call again σ, τ ∈ {−1, 1}|k′|
the same configurations but restricted just to the labels assigned to the edges in
Tk′ . We have the following.
Lemma 3.1. Consider two finite vectors k′ ≤ k and the corresponding trees Tk and
Tk′ with configurations of spins associated to the leaves as above. Then we have
sk′ (σ, τ) ≤ sk (σ, τ) , ∀σ, τ . (3.26)
Proof. Consider the tree Tk, two configurations σ, τ associated to two leaves and
their corresponding geodetic path. Let us now consider a new finite vector k′
obtained by k simply decreasing by one just a single component and preserving
all the remaining ones, i.e. k′i = ki − 1 and k′j = kj for all j 6= i. Suppose that
the label m that is missing in Tk′ is m∗. The tree Tk′ with the corresponding
labeling is obtained from Tk and the original labeling simply as follows. All the
edges connecting nodes at level i − 1 to nodes at level i in Tk can be paired into
pairs having exactly the same labels apart the one corresponding to m∗. The two
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paired edges will have labels respectively (m∗,+) and (m∗,−). If we identify each
paired couple of edges, and consequently we identify too the subtrees starting from
the identified nodes, we get a tree that coincides with Tk′ with exactly the same
assignments of labels. In particular, the leaves associated to σ, τ in the new tree
will be exactly the original ones after the identification. Finally the geodetic path
too remains the same after the identification (see e.g. Figure 4).
Since the identification procedure can only shorten this path we have the state-
ment of the lemma when k′ is obtained by k decreasing by one just one of its
components. We finish the proof observing that any k′ ≤ k can be obtained by k
after a finite numbers of iterations of this type. 
(4 ) (4+)
(3 )
 
(4 )
⌧
(4+)
(3+)
(1 )
(4 ) (4+)
(3 )
(4 ) (4+)
(3+)
(1+)
1
Figure 4. After the coalescence of the branches with m∗ = 2, the
configurations σ and τ in Figures 3 and 4 are at distance sk′ (σ, τ) =√
2a3 < sk (σ, τ) =
√
2 (a2 + a3).
Remark 3.2. Both Tk(Ni), i = 1, 2 are obtained by Tk(N) as in the hypothesis of
lemma 3.1 and we have therefore
sk(N) (σ, τ) ≥ max
{
sk(N1) (σ, τ) , sk(N2) (σ, τ)
}
, ∀σ, τ , i = 1, 2 . (3.27)
Since by (3.25) we have |k(N1)|+|k(N2)||k(N)| ≤ 1 we deduce
s2k(N) (σ, τ) ≥
|k (N1)|
|k (N)| s
2
k(N1)
(σ, τ) +
|k (N2)|
|k (N)| s
2
k(N2)
(σ, τ) , (3.28)
that is equivalent to the super-Pythagorean condition
dk(N) (σ, τ) ≥
√
d2k(N1) (σ, τ) + d
2
k(N2)
(σ, τ) . (3.29)
3.2.3. Thermodynamic limit. We define the energy of our sequence of GREM mod-
els as HN (σ) := Hk(N) (σ) (recall definition (3.15)) and the corresponding par-
tition functions and density of free energies like in (3.19), (3.20) more precisely
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ZN (β) =
∑
{σ} e
−βHN (σ) and
FN (β) = − 1
β |k (N)|E [logZN (β)] =:
αN (β)
β |k (N)| , (3.30)
where the last equality defines the symbol αN (β).
We need a preliminary Lemma. Let us call γi :=
logαi
log 2 > 0. Observe that by
definition we have
∑+∞
i=1 γi = 1.
Lemma 3.3. We have
lim
N→∞
|k(N)|
N
= 1 (3.31)
Proof. For any finite k we have∑k
i=1 (Nγi − 1)
N
≤ |k (N)|
N
≤
∑+∞
i=1 Nγi
N
. (3.32)
The right hand side of the above equation is 1. The left hand side converges when
N → ∞ to ∑ki=1 γi. Taking now the limit on k → ∞ we deduce the statement of
the Lemma. 
We can now prove the existence of the limit for quenched free energy per site of
a GREM model with infinite levels.
Theorem 3.4. Under the hypothesis (H1) and (H2), there exists the limit when
N →∞ of the density of free energy (3.30) defined on Tk(N), in the sense that there
exists the following limit that coincides with an infimum
−∞ < lim
N→∞
− 1
β |k (N)| E [logZN (β)] = infN
αN (β)
βN
<∞. (3.33)
Proof. We apply the interpolation method for the Gaussian random vectorsHk(N) (σ)
andHk(N1) (σ)+Hk(N2) (σ) that are both labeled by the configurations σ ∈ {−1, 1}|k(N)|.
The Gaussian random variables used to compute Hk(N), Hk(N1) and Hk(N2) are all
independent among them. Note that since in the splitting some spins are lost then
the second Gaussian random vector is degenerate.
We have the following identity∑
{σ}
e−βHk(N1)(σ)e−βHk(N2)(σ) = ZN1 (β)ZN2 (β) 2
|k(N)|−|k(N1)|−|k(N2)| . (3.34)
The last term is due to the fact that some spins may be lost in the splitting.
By Remark 3.2, we can apply Theorem (2.7) getting
αN (β) ≤ αN1 (β) + αN2 (β)−
(
|k (N)| − |k (N1)| − |k (N2)|
)
log 2 . (3.35)
Since the last term in the above inequality is nonnegative we obtain that the se-
quence αN (β) is subadditive. By Fekete’s Lemma we deduce that there exists the
limit
lim
N→∞
αN (β)
βN
= inf
N
αN (β)
βN
. (3.36)
By Lemma 3.3 we have that
lim
N→∞
αN (β)
β |k (N)| = limN→∞
αN (β)
βN
, (3.37)
and we get the main statement of the Theorem.
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It remains just to prove that the limit is strictly bigger than −∞.
This follows by the summability of the variances ai’s. Indeed, we prove that for
any N > 0, −βFN (β) is bounded from above. We have
−βFN (β) = 1|k (N)| E [logZN (β)] =
1
|k (N)| E
log∑
{σ}
e
β(ε
(σ)
1 +ε
(σ)
2 +...+ε
(σ)
n(N)
)

≤ 1|k (N)| log
∑
{σ}
E
[
e
β(ε
(σ)
1 +ε
(σ)
2 +...+ε
(σ)
n(N)
)
]
, (3.38)
where we used Jensen’s inequality. Since the ε
(σ)
i are independent, the expectation
value in the last row is the product of generating functions:
E
[
eβε
(σ)
i
]
= e
β
2 ai ∀ i , (3.39)
hence
−βFN (β) ≤ 1|k (N)| log
∑
{σ}
e
β
2
∑n(N)
i=1 ai ≤ 1|k (N)| log
∑
{σ}
e
β
2 = log 2 +
β
2 |k (N)| ,
(3.40)
where we used the fact that
∑∞
i=1 ai = 1. 
Just as a remark we show in Lemma 3.7 in the Appendix that the third term in
the right hand side of (3.35) is negligible when N is large. This fact is irrelevant
for the proof but it is interesting in itself since for different models we could have a
similar situation but with the wrong sign and a bound of this type could allow to
apply the generalized subadditive lemmas in [5].
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Appendix
In this Appendix we collect for the reader’s convenience the proofs of some
elementary Lemmas.
Lemma 3.5. Let v(1), . . . , v(n) and w(1), . . . , w(n) be two collections of n vectors in
Rn. We have that (
v(i), v(j)
)
=
(
w(i), w(j)
)
, ∀ i, j (3.41)
if and only if there exists O ∈ O (n) such that w(i) = Ov(i) for any i.
Proof. If there exists O ∈ O (n) such that w(i) = Ov(i) for any i the (3.41) is clearly
true. Let us prove the converse statement.
Suppose firstly that the vectors v(i) are linearly independent. Then given any
x ∈ Rn we can write x = ∑i cxi v(i) for some coefficients cxi . In this case we define
the matrix O by
Ox :=
n∑
i=1
cxiOv
(i) =
n∑
i=1
cxi w
(i) .
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We need only to check that it is indeed orthogonal. This follows by
(Ox,Oy) =
∑
i,j
cxi c
y
j
(
w(i), w(j)
)
=
∑
i,j
cxi c
y
j
(
v(i), v(j)
)
= (x, y) . (3.42)
If the vectors v(i) are not linearly independent, without loss of generality we assume
that v(1), . . . , v(k) is a maximal collection of linearly independent vectors. Using
(3.41) we deduce that w(1), . . . , w(k) too is a maximal collection of linearly indepen-
dent vectors among w(1), . . . , w(n). Indeed if for example we have v(l) = αv(i)+βv(j)
then we have ∣∣w(l) − αw(i) − βw(j)∣∣2 = ∣∣v(l) − αv(i) − βv(j)∣∣2 = 0 , (3.43)
that implies w(l) = αw(i) + βw(j).
Let us call v˜(1), . . . , v˜(n) a basis whose vectors are defined as follows. We have
that v˜(i) = v(i) for i = 1, . . . , k. The remaining vectors v˜(k+1), . . . , v˜(n) are an
orthonormal basis of the orthogonal complement of Span
{
v(1), . . . , v(k)
}
. Like-
wise we call w˜(1), . . . , w˜(n) a basis whose vectors are defined as follows. We have
that w˜(i) = w(i) for i = 1, . . . , k. The remaining vectors w˜(k+1), . . . , w˜(n) are an
orthonormal basis of the orthogonal complement of Span
{
w(1), . . . , w(k)
}
.
Given any x ∈ Rn we have x = ∑i cxi v˜(i) and we define the matrix O by setting
Ox :=
∑
i
cxiOv˜
(i) =
∑
i
cxi w˜
(i) .
Since (
w˜(i), w˜(j)
)
=
(
v˜(i), v˜(j)
)
, ∀ i, j
we obtain as before that O is orthogonal. With an argument similar to the one in
(3.43) it is easy to obtain that w(i) = Ov(i). 
Lemma 3.6. Let v(1), . . . , v(n) and w(1), . . . , w(n) be two collections of vectors in
Rn. We have that ∣∣v(i) − v(j)∣∣ = ∣∣w(i) − w(j)∣∣ , ∀ i, j , (3.44)
If and only if there exists O ∈ O (n) and a vector b ∈ Rn such that
w(i) = Ov(i) + b , ∀i . (3.45)
Proof. If (3.45) holds then we have clearly (3.44). It remains to prove the converse
statement.
First we prove the Theorem under the additional assumption
∑
i v
(i) =
∑
i w
(i) =
0. We have ∣∣v(i)∣∣2 + ∣∣v(j)∣∣2 − 2 (v(i), v(j))
=
∣∣v(i) − v(j)∣∣2 = ∣∣w(i) − w(j)∣∣2
=
∣∣w(i)∣∣2 + ∣∣w(j)∣∣2 − 2 (w(i), w(j)) . (3.46)
Summing over j the two extremal sides in (3.46) we get
n
∣∣v(i)∣∣2 + n∑
l=1
∣∣v(l)∣∣2 = n∣∣w(i)∣∣2 + n∑
l=1
∣∣w(l)∣∣2 , ∀ i . (3.47)
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From (3.47) we deduce ∣∣v(i)∣∣2 = ∣∣w(i)∣∣2 , ∀ i . (3.48)
Indeed summing over i both sides of (3.47) we get
n∑
l=1
∣∣v(l)∣∣2 = n∑
l=1
∣∣w(l)∣∣2 ,
that inserted in (3.47) gives (3.48). Using (3.48) in (3.46) we deduce(
v(i), v(j)
)
=
(
w(i), w(j)
)
, ∀ i, j . (3.49)
The validity of (3.45) with b = 0 now follows from Lemma 3.5.
The general case is then obtained as follows. Define the vectors v˜(i) := v(i) −
1
n
∑
j v
(j) and w˜(i) := w(i) − 1n
∑
j w
(j). Then we have
∑
i v˜
(i) =
∑
i w˜
(i) = 0 and
moreover
∣∣v˜(i) − v˜(j)∣∣ = ∣∣w˜(i) − w˜(j)∣∣. From the result just proved we know that
there exists O ∈ O (n) such that w˜(i) = Ov˜(i). Using linearity and the definitions
of the vector we obtain (3.45) with
b =
1
n
∑
i
w(i) − 1
n
∑
i
Ov(i) .

We show here that the extra terms in (3.35) are indeed negligible when N is
large.
Lemma 3.7. We have
lim
N→∞
sup
N1+N2=N
|k (N)| − |k (N1)| − |k (N2)|
|k(N)| = 0 . (3.50)
Proof. Let us call I (N) ⊆ N the set I (N) := {i : ki (N) > 0}. We define also
J (N) := I (N) ∩ (I (N − 1))C . We have for any N1 +N2 = N that
|k (N)| − |k (N1)| − |k (N2)| ≤ |I(N)| (3.51)
By definition we have that if i ∈ J (N) then 1N ≤ γi < 1N−1 . We have therefore
1 =
+∞∑
i=1
γi ≥
+∞∑
`=1
|J (`)| 1
`
. (3.52)
We deduce therefore that the series on the right hand side has to be convergent.
Since |I(N)| = ∑N`=1 |J(`)| we have
|I(N)|
N
=
N∑
`=1
`
N
|J(`)|1
`
. (3.53)
The series on the right hand side of (3.52) is convergent, thus we deduce the state-
ment by the dominated convergence Theorem. This, together with (3.51) and
Lemma 3.3, concludes the proof. 
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