Abstract. We analyze the 1D velocity-jump process, where a particle moves at a constant velocity determined by the particle's internal velocity state that randomly fluctuates with exponentiallydistributed waiting times. The transition rates between the internal velocity states depend on the location of the particle, leading to a spatially-inhomogeneous random process. An asymptotic analysis is applied to obtain the stationary distribution of the random process. The result is compared to the often-used quasi-steady-state (QSS) diffusion approximation, and it is found that the diffusion approximation breaks down in the presence of a turning point, where the average velocity of the particle changes sign. We extend the analysis to approximate the first-exit time density for the particle to escape the confining effect of the turning point, and we find the diffusion approximation also fails to accurately describe the long-time behavior of the process. The accuracy of the two approximations is explored for a simple model of molecular-motor transport by comparing results to Monte-Carlo simulations.
Introduction.
It is often the case that deterministic models fail to correctly describe stable dynamical behavior in biological systems. Indeed, biological chemical reactions often occur with few numbers of reacting species, which can make the deterministic mass-action description inaccurate. Because biological systems are typically far from equilibrium, they often display multiple stable dynamical behaviors. For example, a protein may exist in a stable configuration or a population of calcium channels may remain fixed in their "closed" state. However, as is typical of biological systems, their stable behavior depends on the time scale on which you observe them. Thermal fluctuations could cause the stable protein configuration to suddenly shift by causing its many amino acids to rearrange into a new stable state. If the protein is a calcium channel, this shift would cause the release of a small amount of calcium. At the population level, the stochastic release of calcium could suddenly push all of the channels to open and allow calcium to flood into the cell cytoplasm.
Understanding the transitions between temporarily stable, or metastable, states is precisely where deterministic models sometimes fail. One example of this breakdown is known as Keizer's paradox [39] , where the metastable state predicted by the mass action model of a chemical system is in complete disagreement with its stochastic counterpart. A similar example comes from noise-induced extinction in a population of animals [6] . These examples illustrate the need to correctly understand the random transitions between the metastable states of a biological system.
The classical example of a model that exhibits metastable behavior is Brownian motion in a double well potential, where the random motion is taken to be small compared to the depth of the well. The minimum of each well corresponds to a metastable state, and if the deterministic limit is taken, the particle would simply move toward one of the metastable states and remain there for all time. However, if the particle experiences small-amplitude random fluctuations, there is a small probability of the particle escaping to the other well. The timescale on which the particle transitions between each well is called the mean first exit time, and this is often a quantity of physical interest.
Many techniques exist to study metastable behavior and mean exit times in the context of continuous Markov processes with weak noise, which are described by a
The velocity v(S(t|X)) of the particle depends on the internal state S, which transitions randomly between a finite number of states according to a discrete jump-Markov process. If decoupled from the Liouville process, the probability distribution governing the internal state is given by a Master equation, and in general, the transition rates may be functions of x. The canonical example of a velocity-jump process is the telegraph process, which consists of two internal states: forward moving and backward moving, with velocity ±v, respectively [1] . Its CK equation is given by the Telegrapher's equation, and in general, the CK equation for a velocity-jump process takes the form of a system of hyperbolic PDEs. There is no agreed-upon name for this class of CK equation; therefor, we refer to it as the velocity-jump Chapman-Kolmogorov (vjCK) equation.
The physical problem that motivates our current study comes from a model of molecular motor transport [27] . Within a living cell, proteins called molecular motors are responsible for transporting and distributing cellular components [36] . These nano machines generate force by phosphorylating adenosine triphosphate (ATP), and they pull their cargo by walking along filamentous tracks called microtubules (MT). In many cases, multiple molecular motors work together to pull a single cargo. Moreover, different types of motors, which pull the cargo in oposite directions, can work together to move the cargo bidirectionally along the MT [42] .
Molecular motors exhibit random motion on multiple spatial scales. On the scale of a single motor step (8nm), the motion of a single motor is best described by a continuum Markov process in a potential well. On the space scale of several tubulin dimers (10 − 100nm), the potential is periodic and the motion of the motor is coupled to chemical reactions [9, 33, 34] . The effect of multiple motors influences the motion on the scale of 10−100µm, where the random attachments and detachments of molecular motors to the MT cause the cargo's velocity to jump at random intervals [25] . A recent velocity-jump model of molecular motor transport has been developed, where the speed of the transported cargo depends upon the randomly-shifting number of motors bound to the MT [3, [26] [27] [28] [29] . As a first step, one can assume the cellular environment is effectively uniform, so that the velocity-jump process is spatially homogeneous. However, many molecules exist within the cell to regulate the function of the motors driving the cargo, and they are often restricted to specific cellular locations; for example, a signaling molecule near the delivery location causes the motors to release the cargo.
One possible signaling molecule is the protein tau, which is found in neurons and plays a key role in Alzheimer's disease [23] . If bound to the MT, tau can disrupt the function of the forward-moving molecular motors by preventing them from binding to the MT, while leaving the backward moving molecular motors unaffected [5, 40] . Under normal circumstances the motion of the cargo is biased in the forward direction. However, if tau is present on a MT, the forward motors unbind and cannot rebind, causing the backward motors to become dominant so that the motion of the cargo is biased in the backward direction. The point where the average velocity changes sign is called a turning point. This reversal of the average velocity in the tau-covered region creates a confining effect much like that of brownian motion in a potential well (see Fig. 1.1) . Thus, if a small region of the MT has a high concentration of bound tau, the motion of the cargo can exhibit fast, saltatory oscillations. This behavior is seen in experiments [8] , and the average persistance time of the oscillations is on the order of minutes. To see if the tau mechanism can explain this behavior, one might want to compute the mean exit time to escape the tau-covered region and compare it with experimental measurements. Tau covers a small region within a microtubule. The average velocity outside the tau-covered region is v 1 > 0 and inside it is v 2 < 0. A motor-driven cargo encountering this region is confined until random effects cause it to escape. a) If one integrates the average velocity as a function of space, the resulting function can be interpreted as an effective potential. b) A sample trajectory obtained by MC simulation.
The complexity of a large number of velocity states can limit the ability to analyze the vjCK equation, and the same can be said of the Master equation for a discrete jump-markov process. A perturbation method often employed to overcome this difficulty reduces the vjCK equation to a FP equation. Collectively, these are known as diffusion approximations. For the Master equation of a discrete-jump process, one can use a system-size expansion or a truncated Krammers-Moyal expansion to obtain an effective continuum FP equation [13, 22] , with a diffusion coefficient that vanishes in the thermodynamic limit. The diffusion approximation for velocity-jump processes can be obtained by a variety of techniques, all of which rest upon the assumption that the dynamics of the internal states rapidly converges to a steady state. Assuming that the deterministic process evolves slowly enough for the Markov process to be close to its steady state, the solution can be approximated using a quasi-steadystate (QSS) assumption. This allows the vjCK equation for the probability density prob{X(t) ∈ (x, x + dx), n = S(t)} = p(x, n, t)dx to be reduced to a FP equation for the marginal density u(x, t) = n p(x, n, t). Unlike the diffusion approximation for the discrete jump-Markov process, there is a choice of scaling. If one scales the state velocities correctly, so that they vanish as the transition rates go to infinity, the diffusion coefficient is nonzero. However, in the case of molecular motor transport, this is not physically realistic. Instead, if the velocities are held fixed while taking the fast transition rate limit, the diffusion coefficient vanishes, leaving a deterministic process where the cargo moves with a constant average velocity. This leads to a singularly-perturbed FP equation, similar to the diffusion approximation of a discrete jump process via the system size expansion.
The diffusion approximation of velocity-jump processes has been used successfully in many models of biological phenomena [1, 10, 21, 24, 30, 35] , and the accuracy of the approximation has been rigorously established [4, 11, 12, 18, 32] . In most of these models, the random process is assumed to be spatially homogeneous; however, in many biological problems, such as chemotaxis or molecular-motor transport, the dynamics of the internal state depend on a spatially-varying chemical concentration. Diffusion approximation methods have been successfully extended to the spatiallyinhomogeneous velocity-jump process, assuming the spatial variation is slow compared to the dynamics of the internal state of the particle [14, 31] . However, as we show in this paper, there are circumstances, beyond those considered in previous studies, for which the diffusion approximation breaks down-even for a slowly-varying spatial inhomogeneity. Specifically, such approximations fail to describe transition times between different metastable states, such as the escape of a motor-driven cargo from a tau-covered region of MT.
For a jump process, it is tempting to apply the methods for estimating metastable state transitions in continuous processes to the FP equation obtained from the diffusion approximation. However, as is well known in the case of a discrete jump-Markov process, the diffusion approximation breaks down and cannot be used to estimate large-deviation behavior. Instead, these methods must be generalized and applied directly to the governing CK equation. This is an active area of current research for the discrete jump-markov process [2, 6, 7, 16, 19, 39] , where these methods have been successfully applied to the Master equation. However, we are unaware of any study that extends these methods to the vjCK equation 1 . In this paper, we develop new methods to analyze the exit-time problem for the spatially-inhomogeneous velocity-jump process, which are based on methods used to study continuous Markov processes with weak noise and discrete jump-Markov processes with large system size. The organization of the paper is as follows. First, in Sec. 2 we provide a detailed description of the velocity-jump processes by defining the appropriate vjCK equation. For comparison to the new methods presented here, we review the diffusion approximation techniques in Sec. 2.1 , which reduces the vjCK equation to an equivalent FP equation. We then analyze the stationary solution using the WKB method in Sec. 3, which is based on properties of the parameters in the model that we rigorously establish. After general theory is presented, we demonstrate the method for a model of molecular motor transport (Sec. 3.2). Finally, we formulate the exit time problem in Sec. 4 by adding an absorbing boundary to the vjCK equation, and we present a quasi-stationary approximation of the timedependent problem using a spectral projection method. Results are demonstrated for the molecular motor transport model by calculating the long-time asymptotics of the exit time density (Sec. 4.2).
2. The velocity-jump process. Consider a Markov process S(t|x) on a finite discrete state space S with N total states. A velocity-jump process is defined by a velocity function v : S → R such that the velocity of a particle with random internal state S(t|x) is given by v(S(t|x)). This allows us to define a related random process X(t) for the particle's position with
Because S is a jump-Markov process coupled to the above Liouville process for X, writing dynamical equations for both S and X is unwieldy. It is more convenient to develop equations for the time evolution of the probability density associated with the process. That is, the particle's combined random state (X(t), S(t)) has the corresponding probability density
which completely characterizes the random process and satisfies the vjCK equation
where 0 < ε 1, and the velocity in state n is v n = 0. The jump propagator W (n | n , x)dt is the probability that the particle, located at x, switches from state n at time t to state n at time t + dt, and we note that since W depends on the location of the particle, the process is spatially inhomogeneous. The vjCK equation (2.3) can also be written in the matrix form, 4) where the N -vector p has entries p n (x, t) ≡ p(x, n, t) and the diagonal matrix V ∈ R N ×N has entries v m,n = δ n,n v n . In general, the state velocities are given by an arbitrary set of real numbers. However, we restrict our attention to the case where all the state velocities are non-zero, so that V −1 exists. Assume further that there are 0 < k < N negative state velocities and N − k positive state velocities. Without loss of generality, we can order the vector p so that the first k components represent the states with an associated negative velocity. That is, we assume that v n < 0, for n = 1, · · · , k and v n > 0, for n = k + 1, · · · , N . We can then define the set of diagonal matrices V k where V ∈ V k and V = diag(v), for any v fitting the above assumptions. The matrix A(x) : R → R N ×N depends on space and has entries
Because of the special form of the matrix A, its eigenvalues and eigenvectors have special properties. To see this, we define the space-clamped process S(t) = S(t) for fixed x, with probability density (t | x) which evolves according to the Master equation
for any fixed x ∈ R. The probability density for the process S(t) evolves to a unique steady-state distribution ρ, which satisfies
The vector ρ depends only on the matrix A, which contains all the information of the jump propagator W . Note that throughout this paper, we refer to the steady-state distribution as the limiting distribution of the discrete, space-clamped process. The limiting density of the full spatially extended process is referred to as the stationary density. We assume that, for any fixed x, the matrix A is in the set of W-matrices. Specifically, this means the matrix is irreducible and has the property that all the offdiagonal entries are non-negative, and each column sums to zero, so that 1 T A = 0, where 1 = (1, 1, · · · , 1)
T . We remind the reader that a matrix A, with nonnegative off-diagonal entries, is irreducible if there is a scalar γ and an integer l such that the entries of (A + γI) l are all positive. Otherwise A is reducible, and there exists a permutation matrix P such that 8) where each A i is a square, irreducible matrix with nonnegative off-diagonal entries and each U ij is a nonnegative matrix. Additionally, it can be shown that a W-matrix remains in the set of W-matrices after a permutation transformation is applied to it. It is an immediate consequence of the Perron-Frobenius theorem that a matrix A ∈ W has a one-dimensional nullspace spanned by the positive vector (i.e., a vector with positive entries) ρ. Furthermore, whenever needed we assume the vector ρ, which spans the nullspace of a W-matrix A, is found by expansion along spanning in-trees of the graph of A. This method is often referred to as Kirchhoff 's matrix-tree theorem, or simply Kirchhoff 's theorem, and sets the jth entry of ρ to be (−1) n−1 det(A j ), where A j is the the (j, j) minor of A, the matrix obtained from A by deleting the jth row and column (see [37] for details).
Another important matrix M = V −1 A contains the information from the state velocities and inherits many of the properties of W-matrices. Consider the RealJordan-Normal form [20] of the matrix M = ΨJΨ −1 , where J ∈ R N ×N is a blockdiagonal matrix and Ψ ∈ R N ×N is non-singular. The generalized eigenvectors of M are the column vectors of Ψ, denoted by ψ j , j = 0, · · · , N − 1, with entries ψ (j) n , n = 1, · · · , N . We assume all the generalized eigenvectors are normalized so that 1 T ψ j = 1. The eigenvalues of M , denoted by µ j , j = 0, · · · , N −1, are complex valued, in general, and the real part of the eigenvalues are contained in the diagonal entries of J. Because the matrix A is space-dependent, the eigenvectors and eigenvalues of M also depend on space; consequently, the functions ψ j (x) and µ j (x) are defined as the instantaneous eigenvectors and eigenvalues of the matrix M at x. The matrix M maintains some of the special properties of A we have previously established. Specifically, with respect to the nullspace of A, we have the following lemma.
Lemma 2.1. If V ∈ V k and the matrix A ∈ W has positive nullvector Aρ = 0, then the matrix M = V −1 A has a one-dimensional nullspace, with corresponding right nullvector ρ and left nullvector v.
Proof. By assumption we have Aρ = 0 and ρ = 0, which implies that
It follows that ρ is a nullvector of M . By assumption, V is a diagonal matrix so that
It follows that v is a left nullvector of M . Moreover, since V is non-singular, there is no nonzero vector q for which V −1 q = 0. Thus, since dim(N (A)) = 1 we also have dim(N (M )) = 1. Based on this result, we denote µ 0 = 0 and ψ 0 = ρ.
It is convenient to rewrite the probability density p(x, t) by decomposing it into two parts: the internal-state distribution ς(x, t) and a scalar amplitude a(x, t). The probability density is then written as 11) where
As was discussed in the Introduction, it is often the case that one only needs information about the evolution of X(t) and not the internal state S(t), which means one would like to average out the internal-state distribution ς and obtain an approximation for a(x, t). One such method for doing this is based on the assumption that ς(x, t) ≈ ρ(x).
2.1. Quasi-steady-state approximations. Under certain assumptions, the internal state of the particle is close to the steady-state solution of the space-clamped process (2.6). Indeed, when ε 1, the convergence of the space-clamped density to its steady state ρ is very fast, and the full probability density is perturbed away from the steady-state distribution as information propagates along characteristics at speeds v n . Then, if the transition rates are large compared to the state velocities, the perturbations are small and the solution is, in some sense, close to the space-clamped steady state. The technique to calculate this approximate solution is referred to as the quasi-steady-state (QSS) diffusion approximation.
The theory behind these methods was first established from a probability theory perspective by Papanicolaou [32] . Othmer and coworkers applied this reduction to derive equations describing cell movement [30] , and the theory was extended and rigorously explored by Hillen and coworkers [17, 18] . Later, Reed and Blum [35] applied these ideas to explain the presence of traveling-wave-like behavior in models of slow axonal transport. The accuracy of the approximate traveling-wave-like solution was rigorously established by Brooks [4] , using probability theory, and later by Friedman and coworkers [11, 12] , using PDE theory.
In this section, we present a formulation of the QSS reduction, following projection methods found in [13, 26, 28] . The vjCK equation (2.4) is projected onto the steadystate distribution ρ to obtain a scalar Fokker-Planck equation. That is, we assume the solution of (2.4) has the form,
where u(x, t) is defined as the scalar function
14)
It is evident after summing both sides of Eqn. (2.13) that the error term must also satisfy
Equivalently, the probability density can be written as a projection onto the steadystate distribution, using the projection operator P ≡ ρ1 T , so that 16) which is equivalent to (2.13) after setting u(x, t)ρ(x) = Pp(x, t) and εw(x, t) = (I − P)p(x, t). The projection method proceeds in two steps. First, multiply both sides of the vjCK equation (2.4) by P to get
Next, substitute (2.13) into (2.4) to get
Substituting (2.17) into (2.18) then yields
Collecting terms of leading order in ε yields
The RHS of the above equation is projected onto the orthogonal compliment of the nullspace of A T . By the Fredholm Alternative theorem (FAT) solutions exist, and if we require the solution to satisfy (2.15), it is unique. The solution can be written as
where A † is the pseudoinverse of A. Substituting (2.13) and w into (2.17) yields the Fokker-Planck (FP) equation
where the mean velocity and diffusivity are
3. Stationary density. The QSS reduction is a very useful tool and provides accurate approximations of solutions to the vjCK equation in many situations. However, as we show in this section, the accuracy of the diffusion approximation breaks down for certain stationary problems, which is due to a breakdown in the underlying QSS assumption (2.13). To explore this, consider the following restrictions of the state velocities contained in the matrix V and transition rates contained in the matrix A(x). Suppose V and A(x) are chosen so that the QSS reduction (2.23) results in a mean velocity ν(x) that is a smooth, continuous, monotonically-increasing function on the real line. Suppose further that
It follows that for a unique value x 0 , there is a turning point at which
The turning point confines the particle, so that the probability density converges to a stationary density in the limit t → ∞, regardless of the initial condition. This motivates an approximation of the stationary solution satisfying
along with the normalization condition
Integrating (3.3) yields
where J f p is the probability flux. This implies that the probability flux is constant everywhere, but if the solution is to satisfy the normalization condition (3.4), the constant must be zero. The stationary solution of the FP equation is then
where
and C u is determined by the normalization condition (3.4).
As is shown next, a solution to the above equation does not accurately approximate the stationary solution of the vjCK equation. This motivates the question of how the existence of the stationary density can be determined from properties of the function ν(x), which is obtained through the diffusion approximation. That is, if the turning point is defined by (3.2), does this property along with (3.1) guarantee the existence of a stationary density? We would also like to know how the effective potential of the true stationary density differs from that obtained by the diffusion approximation and how the internal-state distribution changes from ρ. In order to answer these questions, we must develop an accurate approximation of the true stationary density.
The goal is to compute an asymptotic approximation of the stationary densitŷ p(x) satisfying
The QSS solution breaks down because the exact probability density must converge to a stationary solution which has zero flux at every point in the domain in order to satisfy the normalization condition; that is, without the zero flux condition, the resulting stationary solution isn't an integrable function. For the Fokker-Planck equation (3.3), normalization requires that J f p (x) ≡ 0. However, in terms of the exact flux from the vjCK equation (3.8), zero flux implies that
Note that the stationary flux J (x) = lim t→∞ J (x, t), where the time-dependent flux J satisfies
The underlying assumption for the QSS reduction is that the solution is close to the steady state, so thatp ∝ ρ, but by definition we know that v T ρ(x) = ν(x) vanishes only at the turning point. Thus, the only valid zero-flux solution of the Fokker-Planck equation (3. 3) is the trivial solutionû ≡ 0.
We proceed by using the WKB method [38] . That is, we seek a solution of the formp 13) whereς is an N -vector and Φ is a scalar function. Substituting (3.13) into (3.8) yields an equation for Φ andς 14) where prime denotes the derivative with respect to x. Introduce the asymptotic expansionsς ∼ς 0 + ες 1 and Φ ∼ Φ 0 + Φ 1 . The leading order equation is the eigenvalue problem 15) whereς 0 = ψ is an eigenvector of V −1 A, with eigenvalue µ = −Φ 0 . There may be N linearly independent eigenvectors, which means that there are as many as N possible solutions to the leading order equation. Solutions to the above equations must be consistent with the positivity condition (3.9) and the normalization condition (3.10). To satisfy these conditions, the full solution must be a positive vector, and any eigenvalues must satisfy
The nullvector ρ is a positive solution to (3.8), but since its eigenvalue is zero, it does not satisfy (3.16) and is therefore not a valid solution.
As we now show, the matrix M = V −1 A has one additional positive eigenvector, with a corresponding eigenvalue satisfying (3.16). We begin by establishing the existence and uniqueness of this eigenvector and the properties of its eigenvalue, which we state with the following theorem.
W} for a given matrix V ∈ V k , then the following statements hold: (i) For any matrix M ∈ M(V ) such that v T ρ = 0, there exists a unique positive eigenvector ψ 1 corresponding to a non-zero real eigenvalue µ 1 , which has the property sgn(
) and x = x 0 is the only point where v T ρ = 0, then only the eigenvalue µ 1 of M (x) changes sign, and it changes sign at x = x 0 . We present the proof later in Sec. 3.1, but first, based on this theorem, we conclude that only one eigenvalue can correctly describe the potential: the non-zero eigenvalue µ 1 associated with the positive eigenvector ψ 1 . It follows that Φ 0 (x) = −µ 1 (x) and ς 0 (x) = ψ 1 (x).
The O(ε) equation is
For a solutionς 1 to exist we require
where η 1 is the left eigenvector of V −1 A with eigenvalue µ 1 . Thus, the leading order approximation of the stationary density is given bŷ
The constant C is determined by imposing conservation of probability so that
It is worth pausing here to note the following facts about the WKB approximation. Recall, the diffusion approximation works under the assumption that the internal-state distribution is proportional to the steady-state distribution ρ, which is an eigenvector of the matrix M . This meant we could write p(x, t) ≈ u(x, t)ρ, where the scalar function u(x, t) satisfies the FP equation (2.22) . Although this assumption breaks down for the stationary density, the WKB approximation results in a very similar simplification; that is, the internal-state distribution is proportional to the positive eigenvector ψ 1 of M so that we can writep(x) ≈ a w (x)ψ 1 , where
It is evident that in the presence of a turning point, the internal-state distribution ς, defined by (2.11)-(2.12), shifts from the steady-state distribution ρ to the positive eigenvector ψ 1 , and when the particle is far from the turning point x 0 , the motion of the particle can no longer be described by the QSS parameters ν and B. However, the properties (3.1) and (3.2) of the mean velocity still characterize the turning point, because the two internal-state distributions ρ(x) and ψ 1 (x) converge as x → x 0 , which means that ν and B still describe the motion of the particle in its most probable location-near the turning point. To summarize, both approximations (3.19) and (3.6) accurately describe the motion of the particle near the most likely location x 0 , but for large deviations from x 0 , in the tails of the stationary density, the motion of the particle is accurately described by the WKB approximation (3.19).
3.1. Proof of Theorem 3.1. The proof of Theorem 3.1 proceeds by induction. The strategy is to fix the entries of V ∈ V k and examine the effect of varying the entries of A ∈ W on the spectrum of M = V −1 A. First, we establish the following fact regarding the eigenvectors of M . We define the set of matrices W r , using the definition of the set W, but with the requirement that all matrices be irreducible relaxed.
Lemma 3.2. Given a continuous function M = V −1 A(x), where A : R → W r . If V is fixed and x is varied, then the only way a positive eigenvector can be lost or gained is if the matrix A(x) becomes reducible at some value of x.
Proof. Because the elements of any eigenvector are continuous functions of the entries of its matrix, the only way a positive eigenvector can be lost or gained is if one or more of its elements become zero. Without loss of generality, assume the last r elements of a non-negative eigenvector are zero so that it has the form
where χ is a positive (N − r)-vector. It follows that M must be of the form
where M 1 is a (N −r)×(N −r) matrix, M 2 is a (N −r)×r matrix, M 3 is a r ×(N −r) matrix, and M 4 is a r × r matrix. Since ψ is an eigenvector we have that Notice the final sum in (3.26) contains no diagonal elements of A, and recall the offdiagonal entries of the matrix A are nonnegative. By assumption, the elements of χ are positive. It follows that all the entries of M 3 must be zero. Thus, we conclude that if ψ is an eigenvector, A must be reducible. The above Lemma allows us to show how increasing the dimension of the matrix M affects the positive eigenvector by perturbing A from a reducible matrix. We can trivially establish the N = 2 case. Then, using induction, we prove the positive eigenvector exists for arbitrary N .
Proof of (i). First, for N = 2, a simple calculation leads to 27) and by assumption on V , v 1 < 0 which implies that v 1 v 2 < 0 and ψ 1 > 0. Furthermore, we have that sgn(µ 1 ) = sgn(v T ρ). From Lemma 3.2, a positive eigenvector of M = V −1 A can be lost or gained only if the matrix A becomes reducible. Thus, for all irreducible matrices A, the corresponding matrices M all have the same number of positive eigenvectors. Since the only way the number of positive eigenvectors can change is at the boundary of the set of irreducible matrices, we need only determine this number near the boundary. To do this we consider a matrix A ∈ W, which is a perturbation of a reducible matrix 
Our goal is use the inductive hypothesis to show that for any value of v N and for at least one value of c, there is a unique positive eigenvector paired to a nonzero eigenvalue for sufficiently small. This only needs to be done for a single choice of c, because the connectedness of W and Lemma 3.2 guarantee that all other choices of M must have eigenvectors that share the same sign structure.
SinceÂ is irreducible with size N − 1, according to the induction hypothesis, the matrixM =V −1Â has a unique positive eigenvectorψ corresponding to the nonzero eigenvalueμ, which has the same sign asv Tρ (also assumed to be non-zero). We expand the eigenpair with
Substituting the above into the perturbed eigenvalue problem yields
Setting = 0 yields
There are two possible ways that ψ can be positive for small ; that is, either the leading-order eigenvector is given by 33) in which case η 0 =μ, or Υ 0 is given by a positive eigenvector of M 0 . In the former case, we have that
Collecting order terms in (3.31) yields
35) and it follows that
It follows from (3.34) that for sufficiently small , the eigenvector ψ is positive if α is positive, and since d Tψ > 0, this is true if σ c + v Nμ > 0. Notice also that the nullvector for M is of the form
so that 38) and since µ =μ + O( ), we have that
Proof. Suppose to the contrary that σ c + v Nμ > 0 and the matrix M 0 has a positive eigenvector ψ satisfying 40) where χ > 0 is an (N − 1)-vector and β > 0 is a scalar. It follows that
SinceM =V −1Â is irreducible, Lemma 3.2 tells us the only way components of the vector ψ can change sign is if β changes sign. Now we view β as a continuous function of µ = −σ c /v N , and observe from (3.40) that β(µ) = 0 only if µ = 0 and χ =ρ or if µ =μ and χ =ψ.
Using a perturbation argument, similar to the one above, it follows easily that
for small µ, and that
for µ −μ small. Since sgn(v Tρ ) = sgn(μ) by assumption, we learn that sgn(β) = sgn(µμ) for small µ. Furthermore, sinceφ TV −1 c = 0 by assumption, it follows that β changes sign at µ =μ, so that sgn(β) = sgn(µ(μ − µ)). Combining these and using the fact that µ = −σ c /v N , we determine that sgn(β) = −sgn(σ c + v Nμ ).
(3.44) However, the above implies that v Nμ + σ c < 0 if β > 0, which is a contradiction.
To conclude the proof, we need only choose a vector c such thatφ TV −1 c = 0 and σ c + v Nμ > 0, and we have the appropriate eigenpair for sufficiently small. Thus, from the connectedness of W and Lemma 3.2, the matrix M has exactly one positive eigenvector ψ paired to a nonzero eigenvalue µ, for any choice of A ∈ W; moreover, we have that sgn(µ) = sgn(v T ρ). The above proof establishes the properties of the eigenpair µ 1 , ψ 1 for all values of v T ρ = 0. Next, we must establish their corresponding properties for v T ρ = 0. which implies that the zero eigenvalue has a generalized eigenvector and its algebraic multiplicity is at least two. The existence of a generalized eigenvector for only the case where v T ρ = 0 means one or more eigenvectors corresponding to non-zero eigenvalues converges to ρ as v T ρ → 0. That is, it must be that lim v T ρ→0 ψ m = ρ, for one or more m ∈ {1, 2, · · · , N − 1}. However, since ρ is positive, and since ψ 1 is the only other positive eigenvector, it must be that m = 1, which means lim v T ρ→0 µ 1 = 0 and the algebraic multiplicity of the zero eigenvalue is exactly two.
We now proceed to prove the second part of Theorem 3.1. As we have now established, the eigenvalue µ 1 corresponding to the positive eigenvector ψ 1 has the same sign as that of v T ρ. Next, we show that this is the only eigenvalue of M that changes sign.
Proof of (ii). For an eigenvalue to change sign it must pass through the imaginary axis. From Lemma 3.4, we know that exactly one eigenvalue can cross the imaginary axis at zero, which means for any other eigenvalue to change sign it must cross the imaginary axis away from the origin. Thus, it is sufficient to show that there are no pure imaginary eigenvalues of M . We can apply a similarity transformation to the matrix M = V −1 A so that the matrix
has the same eigenvalues. By Gerschgorin's theorem the eigenvalues are bounded in the union of the N disks
It follows that the origin is the only point on the imaginary axis that is contained in the union of the N disks. Thus, there can be no pure imaginary eigenvalues. From Theorem 3.1(i) and Lemma 3.4, we know that the eigenvalue sgn(µ 1 ) = −sgn(v T ρ) and that µ 1 = 0 for v T ρ = 0. Then, by assumption on A(x), we have that sgn(µ 1 ) = sgn(x − x 0 ) and µ 1 = 0 at x = x 0 . Therefore, µ 1 is the only eigenvalue of M that changes sign, and it does so at x = x 0 .
3.2. Three-state example: stationary density. So far in this section, we have developed a general method for approximating the stationary density satisfying (3.8)-(3.10). Next, we illustrate the method for a simplified model of molecular motor transport, and compare the result with the QSS reduction method from Section 2.1. Recent experimental investigations and biophysical modeling have shown that molecules transported along MTs are pulled by multiple force-generating molecules called molecular motors. Most commonly, one or more kinesin motors pull the molecule toward the (+)-end of the MT, while dynein motors pull it toward the (−)-end. This directionality is established by the MT, which is a long polarized polymer filament.
The simple model we develop here is as follows. Consider a particle on a onedimensional track, which is in one of three internal states at any given moment. In the forward-moving (+) state, the particle is pulled at a constant velocity v by the (+)-end motor, and in the backward-moving (−) state, it is pulled by the (−)-end motor. While either motor is engaged, the opposing motor can randomly bind to the MT, causing the particle to enter the slow (s) state. In this state, both motors are pulling simultaneously on the particle, resulting in a net velocity v s that is much smaller in magnitude than v. The asymmetry is caused by a slight difference in strength between the (+)-end and (−)-end motors. The additional strain on both motors randomly causes one to unbind from the MT, and we assume that either motor can unbind with equal probability, returning the particle to either the (+) or (−) state. The probability density function is arranged so that p(x, t) = (p − (x, t), p s (x, t), p + (x, t))
T .
The random times spent in each state are exponentially distributed. When in the (−) state, the (+)-end motor binds, causing a transition to the s state at rate β. Likewise, the (−)-end motor binds at a rate γ when the particle is in the (+) state. Finally, either motor unbinds at a rate α when in the s state, so that the rate of leaving the s state is 2α. The resulting transition-rate matrix is
and each transition rate is defined as a function of x below. Physically, this is because in a living cell, a given MT is likely not a uniform environment for a molecular motor. Many proteins interact with a MT to regulate its stability, regulate motor traffic, and coordinate the MT within a larger cytoskeletal network. One important MT associated protein, called tau, is known to be a key player in Alzheimer's Disease. Tau has been shown to influence molecular motor interactions with a MT by changing the free energy landscape of the MT. Specifically, tau causes the (+) end motor to unbind and prevents it from rebinding to the MT. In terms of our model, the (−) → (s) transition is inhibited by making β a decreasing function of the concentration of tau, and the (+) → (s) transition is enhanced by making γ an increasing function of tau, which in turn varies along the length of the MT. The matrix A is scaled by the small parameter ε 1 so that the transition rates are O(1) and v = 1. The velocity vector is then
where v s is a slow velocity. Eigenvalues of the matrix M = V −1 A are given by
The nullvector, or eigenvector corresponding to the zero eigenvalue, is
and the remaining two eigenvectors are
Note that for this example, ψ + corresponds to the positive eigenvector discussed in Theorem 3.1 and its eigenvalue µ + determines the effective potential well.
To incorporate the tau dependence, consider the space-dependent transition rates contained in the matrix
Physically, f represents the concentration profile of tau protein bound to the MT, and the parameter σ determines how fast the function transitions near x = 0. Note that Fig. 1 .1 depicts the σ = 0 limit. Previous studies of the spatially-inhomogeneous velocity-jump process have shown that, provided the spatial variations are "slow" enough, the diffusion approximation is valid. To be more precise, the spatial scale of variation in the model parameters must be large enough to allow many state transitions to occur within a region that has nearly-constant transition rates. This allows the internal-state distribution to instantaneously track the steady-state distribution ρ. In our case, we can move between a slowly-varying and sharply-varying transition-rate matrix by choosing an appropriate value of σ. Note that the following analysis is a comparison of the two approximation methods-biological implications are explored elsewhere [27] .
First, we set σ = 1 and compare the QSS and WKB approximations for the slowly-varying case. The QSS parameters ν and B can be found by substituting (3.48), (3.49) and (3.52) into (2.23) to get
In Fig. 3 .1a, the mean velocity and diffusivity are plotted as a function of x, which shows the diffusivity is nearly constant and the mean velocity is consistent with (3.1) and (3.2). In Fig. 3 .1b, we compare the eigenvalue µ + defined by (3.50), which determines the WKB effective potential well
to the corresponding function ν/B which determines the QSS effective potential well Φ f p . Note that for this model, the function ω(x) from (3.19) is 1 + O( ) and is neglected. As expected, the diffusion approximation agrees with µ + only near the turning point, where ν(x 0 ) = µ + (x 0 ) = 0, and away from the turning point, the two diverge.
The space-dependent transition rates contained in the matrix A(x) (3.55) results in a potential well that is locally quadratic near the turning point at x = x 0 and linearly increasing as x → ±∞. The WKB effective potential is plotted in Fig. 3 .1c along with QSS effective potential Φ f p (x) (defined by (3.7)) and corresponding results from Monte-Carlo simulations. An immediate consequence of the error in ν/B is a diverging discrepancy in the height of the potential well Φ f p (x) as x → ±∞. However, this does not affect the amplitude of the stationary density because the discrepancy in the QSS potential well, away from the turning point, affects only the exponentially-decreasing tails of the stationary-distribution. Interestingly, even though the QSS reduction approximates the internal-state distribution poorly, it is still a very good approximation for the amplitude of the stationary density. Indeed, in Fig. 3 .1c, both approximations of the stationary density profile a(x) are almost indistinguishable. The most dramatic difference between the QSS and WKB approximations can be seen in the internalstate distribution, shown in Fig. 3.1d , which agree only in a very small neighborhood of x 0 . In the slowly-varying case, the errors generated by the QSS reduction are most severe with respect to large deviations from x 0 , and any values that strongly depend on this behavior, such as exit times, are strongly affected (see Sec. 4.2).
Next, we repeat our analysis for the sharply-varying case by setting σ = 0.05. The sharply-varying transition rates lead to a faster transition in the QSS mean velocity and diffusivity, shown in Fig. 3 .2a, near x = 0. Likewise, the eigenvalue µ + that determines Φ 0 and the function ν/B that determines Φ f p , shown in Fig. 3 .2b, both transition faster than they did in the slowly-varying case, leading to a larger difference between the two away from the turning point. In the sharply-varying case, this difference leads to larger discrepancy in the height of each effective potential well, which grows more quickly as the distance from the turning point increases, as shown in Fig. 3 .2c. The resulting approximations for the amplitude of the stationary density are also shown in Fig. 3 .2c, and the difference between the two, although still small, is more apparent than before. As in the slowly-varying case, the most striking difference between the two approximations is in the internal-state distribution, seen in Fig. 3 .2d. Monte-Carlo simulation results are also shown in Fig. 3 .2c,d, and they confirm the accuracy of the WKB approximation-even far from the turning point.
4. Quasi-stationary approximation of the time-dependent solution. In the previous section, we developed an accurate approximation for the stationary density. In this section, we show how this approximation can be used to solve the first-exit time problem, which is formulated by adding to the vjCK equation (2.4) the absorbing boundary
at a location x * x 0 far to the right of the turning point. We restrict our attention to exit from an effective potential well, so that at the boundary we have ν(x * ) < 0. For our purposes, we assume that ν(x) is monotonically decreasing. The boundary condition above is only imposed on components of p that are associated with a negative velocity, which by assumption are the first k components. This way, probability that reaches the absorbing boundary can never reenter the domain. We also impose the initial condition
so that the particle starts at the turning point in state 1 ≤ n 0 ≤ n. Because the absorbing boundary is located to the right of the turning point, the particle must escape the effect of the potential well before reaching it. This also means that reaching the absorbing boundary is a rare event.
Let T be the random variable equal to the time at which the particle reaches x * for the first time, given that it started at x 0 . Our goal is to approximate the longtime asymptotics of the first-exit time density for T , which is related to the solution of (2.4), (4.1), and (4.2). To see this, define the survival probability
to be the probability the particle has not yet reached the absorbing barrier at time t. By integrating (2.4) over the domain (−∞, x * ) we have that
The distribution function for the first-exit time T is Prob{t > T } = −S(t), and the corresponding density function is given by f (t) ≡ − ∂S ∂t . Notice that the density function for T is simply the probability flux J , defined in (3.12), at the absorbing boundary. Thus, our goal of approximating the first-exit time density is equivalent to approximating the probability flux J (x * , t).
We can approximate the probability flux at the absorbing boundary using a spectral projection method [41] . Consider an eigenfunction expansion of the timedependent solution 5) where the eigenfunctions satisfy the equation
We introduce the notation for the nth component of the jth eigenfunction as φ
n . The eigenfunctions must also satisfy the boundary condition
Likewise, we can define a set of eigenfunctions for the adjoint operator, which satisfy the equation
and the boundary condition
The two sets of eigenfunctions form a biorthogonal set with respect to the inner product
Substituting the eigenfunction expansion (4.5) into the vjCK equation (2.4) and taking the inner product of both sides of the result with ξ j (x) yields a set of equations for the unknown constants C j (t)Ċ
In the absence of an absorbing boundary, there is a single zero eigenvalue, λ 0 say, for which the stationary densityp is the corresponding eigenfunction. After adding an absorbing boundary, the stationary solution ceases to exist as probability leaves the system upon reaching the absorbing boundary. This also means λ 0 is perturbed from zero, and if the absorbing boundary is far from the turning point, so that probability leaves the system very slowly, then it is exponentially small. However, on large time scales the solution profile still resembles the stationary density so that the eigenfunction φ 0 ≈p, and the amplitude of the solution slowly decays at rate λ 0 until all the probability has left the system. That is, after a sufficient amount of time, contributions from other eigenvalues λ j , j ≥ 2, decay to zero, and the solution is dominated by φ 0 and C 0 (t) for large time scales. We then have the quasi-stationary approximation
(4.12)
Since the eigenfunction resembles the stationary solution up to small corrections at the absorbing boundary, away from the boundary we have that
The stationary density provides an approximation for φ 0 , but we still need to determine C 0 (t), which requires an approximation of the eigenvalue λ 0 . To see this, substitute p(x, t) = C 0 (t)φ ε (x) into (2.4) and take the inner product of both sides of the equation with the adjoint eigenfunction ξ 0 to get
It follows that C 0 (t) satisfiesĊ 0 = −λ 0 C 0 , for which the solution is
The initial condition C 0 (0) is determined by performing the same projection to the initial condition (4.2) to get
However, since we are interested in the exit-time behavior, we can approximate the initial condition. First note that in the absence of a boundary condition, we have that ξ 0 ≡ 1 is the adjoint eigenfunction corresponding to the zero eigenvalue, and the addition of an absorbing boundary results in a boundary layer. Provided that the initial position is away from the absorbing boundary, we have that ξ
n0 (x 0 ) ≈ 1. Moreover, since the stationary density is assumed to be exponentially small at x * , the boundary layer does not contribute significantly to the term in the denominator of (4.19), and we have that
The remaining unknown quantity is the exponentially small eigenvalue. To estimate λ 0 consider the inner product
Using the adjoint operator, we also have that
The above statements are true only if φ 0 and ξ 0 are exact eigenfunctions, satisfying the absorbing boundary conditions (4.7) and (4.9). Instead, suppose we use the approximations φ 0 ∼ φ ε and ξ 0 ∼ 1, which don't satisfy boundary conditions. After applying integration by parts to (4.21) and using the fact that L * 1 = 0 we get 23) where boundary terms have been included. However, this approximation fails because, from (4.13), we get λ 0 = 1 T V ψ 1 = 0. To correctly approximate the eigenvalue, we must correct one of the eigenfunction approximations to account for the absorbing boundary. Although either approximation can be corrected, we choose to correct the adjoint eigenfunction ξ 0 . Applying integration by parts to (4.22) and making the approximations φ 0 ∼ φ ε and Lφ ε = 0 yields
The adjoint eigenfunction can be approximated using singular perturbation methods. The outer solution to the problem is simply the constant vector 1. To obtain a boundary layer solution we introduce the change of variables x = x * − εz and define Q(z) = ξ 0 (x * − εz), for z > 0. Substituting this into (4.8) and treating λ 0 as exponentially small in ε, we obtain the leading order equation 25) with the boundary condition
The boundary layer solution is written in terms of eigenvectors η j of the matrix 27) where c j , j = 0, · · · , N − 1, are unknown constants. Note that the eigenvalues are identical to those of the matrix M = V −1 A(x * ). To see this we define the matrix M = V M V −1 = AV −1 , which is similar to M and also has the same eigenvalues. It follows that the transpose matrixM T = V −1 A T also has the same eigenvalues. To obtain bounded solutions, we require the eigenvalues to have negative real part. To correctly account for sign of the real part of the eigenvalues of M , we have the following Theorem. Based on Theorem 4.1(ii) we can eliminate k − 1 unknowns. We can reorder the eigenvalues (other than the zero eigenvalue µ 0 = 0 and µ 1 , which was defined in Section 3 and is guaranteed to be negative at the boundary) so that those with positive real part are the last k − 1; that is, we specify that (µ j ) < 0, j = 2, · · · , N − k, and (µ j ) > 0, for j = N − k + 1, · · · , N − 1. Then, we can obtain bounded solutions by setting c j = 0, for
Matching the boundary layer solution with the outer solution requires 28) which implies that c 0 = 1. The remaining unknown constants c j , j = 1, · · · , N −k, are determined using the boundary condition (4.26), which yields the system of equations
The full solution is then
Using this solution, we have that the principal eigenvalue is approximately
Now, notice that the vectors V η j are the eigenvectors of the matrix A T V −1 , which are biorthogonal to the set of eigenvectors ψ j of V −1 A. This means that the eigenvector ψ 1 (x * ) in φ ε (x * ) is orthogonal to all the eigenvectors η j except η 1 . This significantly simplifies the term in the numerator of (4.31), and the term in the denominator can be simplified using the outer approximation ξ 0 ∼ 1. Combining these, we have that 32) where c 1 is determined by (4.29) and φ ε is given by (4.13).
We now have all the components necessary to approximate the first-exit time density. We have 33) where C 0 (0) is given by (4.20) . We can further simplify the above expression by extending the upper limit of the integral from x * to ∞, which generates an exponentially small error. This yields
4.1. Proof of Theorem 4.1. In this section we prove Theorem 4.1, which establishes the sign structure of the eigenvalues of M = V −1 A. In the proof of Theorem 3.1, we worked under the assumption that the entries of V ∈ V k were fixed and examined the effect of varying the entries of A on the spectrum of M . In this Section, we follow a different approach and examine the effect of varying the entries of V for fixed A on the spectrum of M . For a particular choice of fixed A, there are two cases we must account for:
In the proof of Theorem 3.1, we established that only one eigenvalue, µ 1 say, of the matrix M can change sign if the entries of A are continuously varied. This means there are two ways to change the number of eigenvalues with positive real part: by changing the entries of V and A so that v T ρ changes sign, or by changing the sign of the entries of V . By assumption, the sign of v T ρ is positive, which means we must explore the second possibility. In the limit as one of the diagonal entries of V goes to zero, the matrix V becomes singular and at least one eigenvalue becomes unbounded. To see this, consider a perturbation of the eigenvalue problem
with
where 1, σ = ±1, Σδ = N −1 n=1 δ n , the (N − 1) vectors δ and χ are nonnegative with at least one nonzero element, andÂ ∈ W is an (N − 1) × (N − 1) matrix. Define the (N − 1) × (N − 1) diagonal matrixV , which contains only positive velocities, so that V ∈ V 0 . The requirement for the entries ofV to be positive is only necessary to establish a base number of eigenvalues with positive real part. For σ = 1, it follows from Gerschgorin's theorem (see the proof of Theorem 3.1(ii)) that all the eigenvalues of M have nonpositive real part (i.e., k = 0). We must show that for σ = −1, the eigenvalue µ becomes positive-as this establishes that there is one eigenvalue with positive real part for k = 1 negative velocity. Note that if the following procedure is repeated withV ∈ V k , 0 < k < N − 1, the results do not change, provided that v T ρ > 0. Expand the eigenpair in an asymptotic expansion in , with 37) and substitute the result along with the perturbed matrices (4.36) into the eigenvalue problem (4.35). Setting = 0 yields 0 0
It follows that Υ 0 = (1, 0, · · · , 0) T ; moreover, up to scale factor, this solution is unique since the nullspace of the matrix in (4.38) has dimension one, and because ψ is unique, we also have that µ is real valued. Without loss of generality, set the first element of Υ 1 to one so that
Collecting O( ) terms yields
from which we obtain
By construction, Σδ > 0; therefore,
and it follows that σ = −1 ⇒ µ > 0. From the uniqueness of ψ, it follows that µ is the only eigenvalue of M that changes sign when the first diagonal entry of V changes sign. Note that µ depends only on the velocity component that changes sign (i.e., on σ ) and a single column of the matrix A, and moreover, its sign is completely determined by the sign of the single velocity component. Iterating this procedure by successively changing the sign of positive velocities in the matrix V yields the result that the number of negative velocities k is equal to the number of eigenvalues of M with positive real part.
Proof of (ii) (v T ρ < 0 case). From Theorem 4.1(i), we know there are k eigenvalues with positive real part for the case where v T ρ > 0. Furthermore, from Theorem 3.1, we know one of these eigenvalues, µ 1 say, is associated with a unique positive eigenvector. Consider a continuous parameterization of the entries of A with the variable x ∈ R, so that sgn(v T ρ(x)) = sgn(x − x 0 ) and v T ρ(x) = 0 only at x = x 0 .
Then, by Theorem 3.1 only the eigenvalue µ 1 changes sign, and it changes sign at x = x 0 ; moreover, for x < x 0 , we have that the number of eigenvalues with positive real part is decreased by one. Since the parameterization can be changed, provided that the above constraints are met, to include any matrix A ∈ W, it must be that for any choice of matrix V ∈ V k and A ∈ W, such that v T ρ < 0, there are exactly k − 1 eigenvalues with positive real part.
4.2. Three-state example: first-exit time density. In this section, we demonstrate the quasi-stationary approximation for a specific problem. We return now to the three-state model developed in Sec. 3.2. The first-exit time density for exit from the effective potential well is approximated by (4.34) . For the three-state problem, we split the calculation of f (t) into two cases: v s > 0 and v s < 0. The eigenvalue λ 0 is given by the formula (4.32), which requires the stationary distribution from Section 3.2 and the matrices A and V defined by (3.55) and (3.49). The eigenvectors η ± of the matrix V −1 A(x * ), corresponding to the eigenvalues µ ± from (3.50), is given by
where Ω is defined in (3.51). We must also solve for the unknown constant c 1 using (4.29), which depends on the sign of the slow velocity v s . Note that η + corresponds to η 1 in the formula (4.32).
In the first case, v s > 0 so that there is a single negative state velocity (i.e., k = 1) which means there are no positive eigenvalues. This results in a system of two equation, which yields
In the second case, v s < 0 so that there are two negative velocities (i.e., k = 2) corresponding to the (−) and (s) states. This results in a scalar equation so that
The diffusion approximation, with mean velocity ν(x) and diffusivity B(x) from (3.56), can also be applied to the problem by calculating the mean first-exit time [13] . The diffusion approximation for the first-exit time density is then given by f qss (t) ∼ T (dashed lines) is also shown, and in the slowly-varying case, it agrees well with the quasi-stationary approximation. However, we do not conclude that the diffusion approximation is always accurate for slowly-varying transition rates. Recall from Sec. 3 that the diffusion approximation loses accuracy in the tails of the stationary density, which means it is a poor approximation for time scales that depend on large deviations from the turning point. Indeed, if we move x * sufficiently far from the turning point, the diffusion approximation of the first-exit time density develops exponential errors, even for the slowly-varying case.
Consider the two approximations for the time scale of the exponentially-decaying first-exit time density. For the quasi-stationary approximation this is E[T ] ∼ λ −1 0 , and for the diffusion approximation this is T qss from (4.47). Both are plotted in Fig. 4 .2 on a log scale as functions of x * , and as x * is increased the two approximations diverge exponentially. 5. Discussion. In this paper, we develop new methods to analyze the spatiallyinhomogeneous velocity-jump process. In many situations, the quasi-steady-state (QSS) diffusion approximation is a powerful tool to analyze these processes. However, as we show in this paper, it breaks down in the presence of a turning point, which creates a metastable dynamical state (see Fig. 1.1) . Specifically, the diffusion approximation of the mean first exit time generates exponentially large errors.
In Section 3, we use the WKB method to develop an accurate approximation of the stationary density, and we compare it to the diffusion approximation for a three-state model of molecular-motor transport. Previous studies have found that, for the spatially inhomogeneous velocity-jump process, the diffusion approximation is accurate provided the spatial variations are slow enough. Our results show that, even for the slowly-varying case, certain aspects of the diffusion approximation are inaccurate when the solution becomes stationary. We find that while the stationary density profile (marginal density) may be accurate, the internal-state distribution is only accurate within a very small neighborhood of the turning point. This affects the motion of the particle most severely at the tails of the stationary density, so that the diffusion approximation fails to describe large deviations from the turning point.
The diffusion approximation averages the internal state out of the problem, because often only the macroscopic behavior is required. However, in some cases one would like to retain certain behavior that depends on the internal-state distribution. For example, in a model of molecular motor transport, delivery of the cargo only occurs when the motor is in the slow-moving state [26] [27] [28] . After applying the QSS reduction, this results in a space-dependent effective delivery rate that is included in the Fokker-Planck equation. This state-dependent behavior can be captured because of the assumption that the internal-state distribution is close to the steady state ρ. As we show in Section 3, a more accurate approximation results in a similar approximation of the internal-state distribution; that is, it can be approximated by another eigenvector of the matrix V −1 A, for which existence and uniqueness is rigorously established. This allows one to account for state-dependent behavior by using the more accurate approximation of the internal-state distribution of the stationary process.
After analyzing the stationary problem, we apply the results to a first-exit time problem. Using a projection method [41] , we develop a quasi-stationary approximation of the first-exit time density for exit from the effective potential well. We find the long time asymptotics of the first-exit time density is given by a single exponential, and the exponentially-slow time scale is determined by the smallest eigenvalue of the spatial operator contained in the vjCK equation for the process. We compare the approximate first-exit time density to one obtained by the QSS reduction for the three-state example. Our results show that if the exit point is located far from the turning point, so that exit from the effective potential well is a rare event, the diffusion approximation deviates from the Monte-Carlo simulation results exponentially. While this is most severe for the sharply-varying spatial dependence, the diffusion approximation also loses accuracy in the slowly-varying case. In contrast, the quasi-stationary approximation matches closely to Monte-Carlo simulations in both cases.
