In the context of inverse or parameter estimation problems we demonstrate the use of statistically based model comparison tests in several examples of practical interest. In these examples we are interested in questions related to information content of a particular given data set and whether the data will support a more complicated model to describe it. In the first example we compare fits for several different models to describe simple decay in a size histogram for aggregates in amyloid fibril formation. In a second example we investigate whether the information content in data sets for the pest Lygus hesperus in cotton fields as it is currently collected is sufficient to support a model in which one distinguishes between nymphs and adults. Finally in a third example with data for patients having undergone an organ transplant, we question whether the data content is sufficient to estimate more than 4 of the fundamental parameters in a particular dynamic model.
Introduction
Uncertainty quantification in the context of estimation of parameters has become a focus of increased attention in recent years. As mathematical models become more complex with multiple states and many parameters to be estimated using experimental data, there is a need for critical analytical tools in model validation related to the reliability of parameter estimates obtained in model fitting. Methodology is desirable to distinguish between lack of identifiability in a model (often formulated in a generalized algebraic context) versus local insensitivity with respect to changes in particular parameters versus lack of information content in a given data set. A recent concrete example involves previous HIV models [1, 4] with 15 or more parameters to be estimated. In [2] , using recently developed parameter selectivity tools [3] based on parameter sensitivity based scores, the authors showed that many of the parameters could not be estimated with any degree of reliability. Moreover, it was found that quantifiable uncertainty varies among patients depending upon the number of treatment interruptions (perturbations of therapy). This leads to a fundamental question of how much information with respect to model validation can be expected in a given data set or collection of data sets. In this note, we consider one tool that may be used in attempts to answer this question.
Here we demonstrate the use of statistically based model comparison tests in several examples of practical interest. In these examples we are interested in questions related to information content of a particular given data set and whether the data will support a more detailed or sophisticated model to describe it. In the first example we compare fits for several different models to describe simple decay in a size histogram for aggregates in amyloid fibril formation. In a second example we investigate whether the information content in data sets for the pest Lygus hesperus in cotton fields as it is currently collected is sufficient to support a model in which one distinguishes between nymphs and adults. Finally in a third example with data for patients having undergone an organ transplant we question whether the data content is sufficient to estimate more than 4 of the fundamental parameters in a specific dynamic model. In the next section we recall the fundamental tests to be employed here.
Summary of ANOVA Type Statistical Comparison Tests
In general, assume we have an inverse problem for the model observations f (t, q) and are given n observations. We define
where our statistical model has the form Y j = f (t j , q 0 ) + E j , j = 1, . . . , n.
Here, q 0 is the "true" value of q which we assume to exist. We use Q to represent the set of all the admissible parameters q. We make the standard statistical assumptions [5, 7, 9] :
• A1) The random variables {E j } ∞ j=1 are independent and identically distributed with E(E j ) = 0 and V ar(E j ) = σ 2 .
• A2) Q is a compact subset of Euclidian space of 
h(t)dµ(t)
as n → ∞, for all continuous functions h.
• A4) J 0 (q) = ∫ T 0 (f (t, q 0 ) − f (t, q)) 2 dµ(t) = σ 2 has a unique minimizer in Q at q 0 . One can then establish a series of useful results (see [5, 7] for detailed proofs).
Theorem 2.1. Under A1) to A4), q n = q n OLS (Y) −→ q 0 as n → ∞ with probability 1.
Remarks:
• In most calculations, one actually uses an approximation f N to f (often the numerical solution to ODE or PDE for modeling a dynamical system). In this case one tacitly assumes f N will converge to f as approximation improves.
• There are also questions related to the approximations of set Q when it is infinite dimensional (e.g., in case of function space parameters such as time dependent or probability distribution parameters) by finite dimensional discretizations Q M (see Chapter 5 of [7] ).
• For extensive discussions related to these questions, see [8] as well as [5] where certain related assumptions A5), A6) on convergences f N → f and Q M → Q are given.
• We will ignore these issues here since they are only tangentially related to our examples, keeping in mind these approximations will also be of importance in many practical uses of the methodology discussed below.
We will need further assumptions to precede (these will be denoted by A7)-A11) to facilitate reference to [5, 7] ). These include:
• A7) Q is finite dimensional in R p and q 0 ∈ Q.
∂q 2 (q 0 ) is positive definite.
• A11) Q H = {q ∈ Q|Hq = c} where H is an r × p matrix of full rank, and c is a known constant.
In many instances, including the motivating examples discussed here, one is interested in using data to question whether the "true" parameter q 0 can be found in a subset Q H ⊂ Q which we assume for discussions here is defined by the constraints of assumption A11). Thus, we want to test the null hypothesis
We define the related non-negative test statistics and their realizations, respectively, by
One can establish asymptotic convergence results for the test statistics T n (Y)-see [5] . These results can, in turn, be used to establish a fundamental result about much more useful statistics for model comparison. We define these statistics by
with corresponding realizationsû n = U n (y). We then have the asymptotic result that is the basis of our ANOVA-type tests:
Theorem 2.2. Under the assumptions A1)-A4) and A7)-A11) above and assuming the null hypothesis
having a chi-square distribution χ 2 (r) with r degrees of freedom.
We note that if one is dealing with vector observations with n = n 1 + n 2 total component observations as we do in two of the examples below, then asymptotic theory requires that n 1 → ∞ and n 2 → ∞.
An example of the χ 2 density is depicted in the figure below where the density for χ 2 (4) (χ 2 with r = 4 degrees of freedom) is graphed. In this figure two parameters (τ, α) of interest are shown. For a given value
τ , the value α is simply the probability that the random variable U will take on a value greater than α. That is, P rob{U > τ } = α where in hypothesis testing, α is the significance level and τ is the threshold. We wish to use this distribution to test the null hypothesis, To test the null hypothesis H 0 , we choose a significance level α and use χ 2 tables to obtain the corresponding threshold τ = τ (α) so that P (χ 2 (r) > τ ) = α. We next computeû n = τ and compare it to τ . If u n > τ , then we reject H 0 as false; otherwise, we do not reject the null hypothesis H 0 .
Weighted Least Squares
The model comparison results outlined can be extended to deal with weighted least squares problems in which measurement errors are independent with E(E k ) = 0 and V ar (E k 
. . , n, where w is some known real-valued function with w(t) ̸ = 0 for any t. This is achieved through rescaling the observations in accordance with their variance (as discussed in [7] ) so that the resulting (transformed) observations are identically distributed as well as independent.
3 Size distribution of aggregates in amyloid fibril formation
Size distribution of aggregates in amyloid fibril formation
In a recent paper [12] , a question was addressed about size distribution of aggregates in amyloid fibril formation. While an exponential distribution was shown to provide a reasonable fit to the data depicted in Figure 2 , the question arose as to whether another distribution such the Weibull or gamma distributions with more parameters might provide a better fit. 
The Exponential, Weibull and Gamma Distributions
On initial observation, the data appears to be well suited to an exponential distribution. The exponential distribution probability density function is defined as E(x; λ) = λe −λx . Below in Figure 3 the exponential function with varying values of λ is depicted. Note that when fitting the data, an additional parameter A was added to the exponential function resulting in a total of two parameters and the function to be defined for these purposes as
The Weibull distribution probability density function is defined as (for the purposes of modeling the data we again add the additional parameter A)
Note that if we take k = 1 we have that W (x; A, λ, 1) = E(x; A, λ). This function is shown plotted below with several values of k. We can see that when k = 2 or k = 1 the function also bears a resemblance to the shape of our data.
The probability density function of the gamma distribution is defined as (we again include the additional parameter A for modeling purposes)
where Γ(k) is the gamma function evaluated at k. We can see in the figure below that when k = 1 and λ = 0.5, the gamma probability density function again has a similar shape to the data. Since we know that Γ(1) = 1, we can see that when we take k = 1 we have that
Thus an interesting question is whether we can obtain an statistically better fit to the data in Figure 2 by allowing an additional free parameter k in either the Weibull or gamma distribution in comparison to the two parameter (A, λ) exponential model.
Results using the comparison tests
We tested the following hypothesis and alternative for two different alternative models: a Weibull and a gamma distribution:
• H 0 : The fit provided by an alternative model is not significantly different from the fit with an exponential distribution. • H A : The alternative model with an unrestricted additional parameter k provides a significantly better fit than the exponential model (corresponding to the restriction k = 1).
When comparing the best fits of the exponential vs. the Weibull distributions we obtained the following results:
2381. In this case we cannot reject the null hypothesis at the 95% or higher level. We can reject at the 90% confidence level.
When comparing the best fits of the exponential vs. the gamma distribution we obtained the following results:
. Again in this case we cannot reject the null hypothesis at the 95% or higher level but we can reject at the 90% confidence level.
Lygus hesperus Population Dynamics: Model Comparison and Parameter Estimation
Lygus hesperus is a prevalent insect in California which feeds on cotton and other plants [11] . Given a robust data set of L. hesperus counts from over 500 Californian fields over several years, we aim to gain more information about the L. hesperus and direct future research relating to its effects on crops. We propose 2 ordinary differential equation models, estimate parameters for each model, and perform model comparison techniques to determine which model is more appropriate, given the population dynamics and the nature of the data.
Data
Our main database consists of over 1500 data sets (comprising over 500 distinct fields) of L. hesperus counts. One data set is characterized by the following: a designated pesticide control advisor (PCA) counts the number of L. hesperus found in a sample of field sweeps (50 large net sweeps = 1 sample) at intermittent times from early June to early August. Some PCAs distinguish between nymph and adult specimens whereas others simply count total insects caught; therefore only some data sets consist of nymph and adult counts for each time point. In addition, the fields can vary by the absence or application (and variety) of pesticide treatments. We assume that field counts are independent between years (i.e. if one field is sampled in 2004 and 2005, we consider these data sets to be independent). To narrow down this vast collection of data, and to start with the simplest case, we choose a subcollection of the data consisting only of data sets corresponding to fields that were untreated by pesticides for a minimum of 2 uninterrupted months, in which PCAs counted both nymphs AND adults. There were at least 40 data sets of this nature. By starting with this sub-collection, we are able to study the insect population dynamics which are not directly affected by pesticides. We note that pesticide usage on nearby crops can have an indirect effect on these crops, but choose to ignore this potential effect for now, as it is largely unknown and variable. In addition, this allows us to propose a 2-dimensional population model. These pesticide free counts occurred between the months of June and August. In this model, we choose 6 of these data sets as a preliminary study. An example of one data set can be seen in Table 4 . Note that there are several data points where adult and nymph counts are non-integer values. This is due to the fact that several fields were so large that PCAs chose to do a number of samples within one field on one particular observation day and averaged the results.
Model
We assume there are 2 distinct population classes: nymphs and adults. We will denote their populations as x 1 (t) and x 2 (t) respectively, where t is time measured in months (t ≥ 0). Given this particular insect and data collection scheme, we consider t = 0 to mean June 1 (as no observations in our data sets are made before this date). For now, we will ignore the effect of pesticides on the population, and consider the population dynamics of L. hesperus in an untreated environment. We do not assume a closed population (i.e.
dt ̸ = 0.) In addition, it is assumed that there are at least 3 generations per year. One source [11] stated that the generation times (of the nymphs) varied depending on the time of year. They reported 3 generations of L. hesperus nymphs in summer 1998, which can be seen in Table 2 . This information may be useful when analyzing parameter estimates.
Generation
Gen 
where β is the birth rate of nymphs, γ is the transition rate of nymphs into adulthood, and µ 2 is the adult death rate, all with unit [1/t]. Clearly, Model A assumes that there is no (or trivial) nymph mortality.
However, Model B assumes a non-trivial nymph mortality:
where µ i is the death rate for x i , i = 1, 2. For both model A and B, initial conditions
are unknown. Note that t 1 , the time of the first observation, varies between data sets. Our goal is to estimate parameters in Model B,q = {β, γ, µ 1 , µ 2 , x 1,1 , x 2,1 } using our chosen data sets (note that the parameters in Model A are equivalent to those in Model B, with the constraint that µ 1 = 0). We will use MATLAB's constrained optimization tool, fmincon and both ordinary least squares (OLS) and weighted least squares (WLS) techniques.
Comparison Data
In addition to our main database, we have a supplementary set of data consisting of 9 fields in which nymphs and adults counts were recorded by PCAs and subsequently counted again by our team within 7 days of the original count. Although these 9 fields are not the same as those found in the large database, they are characteristically similar, and thus can be used to make an inference on data collection error when performed by PCAs. As previously mentioned, some PCAs do not bother to count nymphs or distinguish between age classes. This is largely because the nymphs are smaller and thus harder to see amidst net debris and because the nymphs tend to cling more tightly to the plants during sweeps. Our team aimed to provide a more accurate count by (a) stirring plants more vigorously to detach nymphs before sweeping with nets and (b) more carefully removing debris from nets to allow for more thorough counts. We sought to find some ratio of the counts to compare the data from the PCAs and our team. All information is summarized in Table 3 . Note that (x, y) in the column entitled "(2 nd ,PCA) Nymphs" signifies that x= number of nymphs counted by our team, and y= number of nymphs counted by a PCA. Similarly, (x, y) in the column entitled "(2 nd ,PCA) Adults" signifies that x= number of adults counted by our team, and y= number of adults counted by a PCA. When possible (i.e. when neither x nor y was zero), we calculated a ratio for each ordered pair, which can be found in Table 3 as well.
There is a great deal of variability in the data. However we see some common trends. In 6 out of 9 fields, PCAs reported 0 nymphs, and in 1/9 fields, PCAs reported 0 adults. Our team never reported 0 adults. In all fields, the 2 nd nymph count is greater than or equal to the PCA count. In 7/9 fields, the 2 nd adult count is greater than or equal to the PCA count.
It appears that it will be impossible to derive a quantitative measure of PCA data collection error for two reasons: 1) there is no clear pattern of PCA error for either the nymph or adult counts (although it is fairly consistent that the PCAs counted fewer insects than our team), and 2) with an exception of at most 2 fields, none of the fields used in the comparison data are included in our original set of data. In reality, this comparison set of data is comprised of one sample by PCAs and one sample by our team 7 days later, of 9 fields with no clear pattern and little to no additional information about those fields. However, the clear information we did derive from this data is as follows: we are fairly certain that the PCAs undercount the nymphs. In the 9 fields that both the PCAs and our team sampled, 6/9 fields were recorded with 0 nymph counts by the PCAs, whereas our team only recorded one field with a 0 nymph count.
This leads us to believe that using weighted least squares in our parameter estimation is important. To estimate parameters, one must search within an admissible parameter space,Q, for the model parameters that produce a model output most similar to the data. In other words, one must minimize the cost functional, J n defined to be
where y ij = is the data point from the j th class at the i th time point, and m ij = is the model output for the j th class at the i th time point, given a parameter estimate. Between fields, n (the number of vector observations in a sample) is variable. Note that k = 2 (the total number of classes within the data), and j = 1 corresponds to the nymph class and j = 2 corresponds to the adult class so that the total number of data points is 2n. Let Ω = {ω 1 , ω 2 }. There are formal ways of choosing Ω, but we will start with some basic choices. If we choose Ω = {0, 1}, we are ignoring the nymph counts in the search for the best parameter estimates for the model. If we choose Ω = {0.5, 1}, we are giving less weight to the nymph class than to the adult class. Note that if we choose Ω = {1, 1}, we return to an OLS method. Table 3 : A comparison of 9 fields studied by PCAs and our team
Parameter Estimates and Model Comparison Test
As mentioned previously, there are differing opinions among PCAs and researchers about whether both nymphs and adults need to be counted. The reasons for these differences are varying beliefs regarding the effect of pesticides and other factors on the L. hesperus populations. We seek a quantitative measure to determine whether counting both nymphs and adults (in the manner in which it is presently done) is necessary, or if it is sufficient to simply count the total number of insects. We see that the sole difference between Models A and B ((3) and (4), respectively) is the assumption of no nymph mortality in Model A. Note that model A can be more simply written as
where X(t)=the total number of L. hesperus at time t (X = x 1 + x 2 ), and α = β − µ 2 . This simpler model is exponential in nature. One may wonder how this model could possibly be exponential in nature, when there are 2 state variables, X and x 2 in one differential equation. We found consistently among PCA-collected data that the nymph counts were almost always zero. Therefore, given the current collection strategies, X ≈ x 2 , and (6) truly becomes an exponential growth model. A natural question is the following: by allowing nymph mortality to be non-zero, does our model better fit the data? To address this question, using a residual sum of squares statistical test [9] , we can test the null hypothesis: is the true set of parameter values, q 0 , in a constrained subset Q H of Q, which requires that µ 1 = 0, or do we obtain a statistically significant better fit allowing µ 1 ̸ = 0? We define r equal the number of constraints applied to Q H , and p equal the number of parameters to be estimated. According to our null hypothesis, we are only interested in constraining µ 1 , and thus r = 1. Note that it is unlikely that 6 parameters can be estimated accurately given only 30-50 total data points per data set, and the likelihood of finding local, but not global minima, decreases as we fix certain parameters. Therefore, for each data set, we estimated q with a variety of weights, Ω, and from those estimates, fixed the initial conditions x 1,1 , and x 2,1 at values that most accurately reflected the data. With these two parameters fixed, we could perform the model comparison test with p = 4. In other words, our new parameter vector to be estimated is q = {β, γ, µ 1 , µ 2 } ∈ Q.
Our fundamental question now becomes: Do we obtain an improved fit to the data for q ∈ Q vs. that obtained by restricting q ∈ Q H ⊂ Q, and if so, is this improved fit statistically significant? In general, we define Q H := {q ∈ Q|Hq = c}, where H is an r × p matrix of full rank, and c is a known constant vector. Q is defined by the constraints on the physical meaning of the parameters, β, γ, µ 1 , and µ 2 .
Although the only true constraint is that each of these values must be non-negative, we impose the further constraint that each be less than 100. We chose 100 because we found it unlikely that any true parameter value would fall above this upper bound, and it greatly speeds up the parameter estimation process by refining the search space. Therefore,
In this case, we let H = [0, 0, 1, 0] (which is of full rank), and c = 0. This is equivalent to the constraint that µ 1 = 0, which simply means that there is no nymph mortality. Thus Q H is simply
Therefore, by testing the null hypothesis H 0 : q 0 ∈ Q H , we can determine with a definitive amount of confidence whether we can assume no nymph mortality and thus use a simple model such as Model A to describe the data. 
Results
We chose to perform this analysis on 6 data sets, with 4 choices of Ω:
, and Ω 4 = {0, 1}.
As seen in Table 5 , for all cases (except for data set 4 with Ω 3 ), the confidence to reject H 0 is less than 19%. There are also three cases in which our analysis returned a negative value for U : data set 1 with Ω 2 and data set 4 with Ω 2 and Ω 3 . However, since these values are all on the order of 10 −4 , we believe this is due to numerical error. In addition, we see that many estimates for µ 1 returned values relatively small and/or close to zero. This is further evidence that it may be acceptable to assume no nymph mortality. There are cases (especially with weight Ω 4 in various data sets and in data set 6, specifically, across various weights) where our confidence level was very small, but the estimate for µ 1 was not close to zero. This may be due to several local minima within the parameter space.
We have also included plots of model fits versus data for data set 1, as these were illustrative of the results we found across the 6 data sets used in the previous analysis. As one can see in Figure 4 , the model fits the adult data well, while the model fits the nymph data poorly.
Lastly we explored the effect of one's choice of Ω on the estimates of initial conditions, x 1,1 and x 2,1 . As we experimented with various choices of Ω, we found that as ω 1 → 0, the values for x 1,1 and x 2,1 move toward the first data points in the given set. More specifically, once we choose ω 1 = 10 −3 , the parameter estimates are very close to the initial data points. However, we find it disadvantageous to consider weights close to Ω 4 . Even if the nymph data has a large degree of error, it is unreasonable to expect an optimization routine to find nymph population parameters such as γ and µ 1 with a complete absence of nymph data. In addition, we found that the weights that returned the best estimates of initial conditions among all data sets were Ω 1 and Ω 2 . 
Conclusions
Overall, we find compelling evidence for the untreated fields, by the model comparison test, that we should NOT reject the null hypothesis. In other words, it may be reasonable to ignore nymph mortality (i.e., just count total number of L. hesperus and not distinguish between nymphs and adults), which would greatly simplify the model, as given in (6), as well as the data collection process. It is important to note that this conclusion may not be reasonable for data sets in which pesticide treatment was used, as we have not yet performed analysis on data sets of that nature. While our earlier findings suggest it may be sufficient to only count the total number of L. hesperus, rather than distinguish between adults and nymphs, we must now proceed to use similar analyses with data from treated fields. 1 with estimated initial conditions {x 1,1 , x 2,1 }={0,0. 06} 
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Mathematical model description and data
We focus on modeling of the BK virus, a common pathogen (and major threat) found in kidney transplant patients-see [6] and the references therein. We describe the dynamics of the viral load V , susceptible H S and infected H I host cells, BKV-specific E V and allospecific E K effector CD8+ T cells and serum creatinine C with a brief description of the underlying biological model for which we base our mathematical model. Table 6 lists the state variables and Figure 5 diagrams the intracellular dynamics embodied in the model. Finally, we discuss the role of creatinine in the model. Creatinine is a waste product in the blood resulting from muscle activity and is removed by the healthy kidney. Therefore, serum creatinine concentration C is used as a surrogate for glomerular filtration rate (GFR), a commonly used index of kidney function [6] . The production rate of C is represented by λ C and when the kidney is impaired, creatinine is not effectively filtered and its concentration increases. (Recall that the renal allograft is a site of replication. Hence, the concentration of susceptible cells reflects the health of the kidney.) To account for the negative effect of the alloreactive immune response E K on the kidney and the positive effect of susceptible cells H S , the clearance rate δ C is defined as follows 
with initial conditions
We note that (7)- (10) describe the immune response to the viral infection coupled with (11) and (12) describing the immune response to the transplanted kidney. Here ϵ I represents the efficacy of immunosuppressive drugs and is assumed to be scaled to less than or equal to 1. This variable serves as the controller of the system to achieve balance between under-suppression and over-suppression of the patient's immune system.
In order to compare the effectiveness of various model components, we again used the statistical model comparison test described earlier to test the null hypothesis, H 0 , that an additional 5th or 6th parameter is not needed to describe the system. If the null hypothesis is rejected, we determine that the parameter in question is needed to describe the system. The parameter vector q belongs to the parameter set Q, and the restricted parameter set Q H ⊂ Q is defined for each model comparison test by fixing the parameter in question. The observed amount of free virus (DNA) in the blood is represented byȳ i 1 , with corresponding measured time point t T . We define the OLS cost to be
Comparison of 5 vs. 6 Parameters
We tested whether the immune response to BK virus infection and donor kidney in renal transplant recipients could be more accurately described estimating six versus five parameters, using the model found in previous work. Based on our sensitivity analysis in [6] , we felt we could reliably estimate 5 parameters including Q H = {β,ρ EV , δ EV , δ EK ,ρ EK }. We chose an additional sixth parameter to estimate to form Q and ran the corresponding inverse problems. Here we refer to the case of estimating 5 parameters as "Model Q H " and the case associated with 6 estimated parameters as "Model Q". To estimate the parameters in the BKV model, we first fixed the remaining parameters, using the parameter estimates found in [6] for the 10 estimated parameters case. We note that the forward simulations were run using ode15s and the inverse problems were solved using lsqnonlin with various parameter bounds found in [6] . We obtained the results given in Table 8 . 
Comparison of 4 vs. 5 Parameters
We tested whether the immune response to BK virus infection and donor kidney in renal transplant recipients could be more accurately described estimating five versus four parameters, using the model found in [6] . We began with 5 parameters, specifically Q = {β,ρ EV , δ EV , δ EK ,ρ EK }. Then we fixed one out of the five parameters in Q and ran inverse problems involving a four parameter set Q H ⊂ Q. We refer to this case as "Model Q H " and the case associated with 5 estimated parameters as "Model Q". We obtained the results shown in Table 9 . 
Concluding Remarks
The diversity of the examples described above are ample evidence of the wide applicability of the methodology we have proposed here. These known [5] statistically-based model comparison tests add to a growing list of tools including the parameter subset/parameter selectivity tools based on parameter sensitivity based scores [2] , and other Fisher Information Matrix, Akaike Information Criteria based techniques [7, 10] that may be used to better understand information content in data sets.
