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a b s t r a c t
Given an edge-weighted (di)graph and a list of source–sink pairs of vertices of this graph,
the minimum multicut problem consists in selecting a minimum-weight set of edges (or
arcs), whose removal leaves no path from each source to the corresponding sink. This is
a well-known NP -hard problem, and improving several previous results, we show that
it remains APX-hard in unweighted directed acyclic graphs (DAG), even with only two
source–sink pairs. This is also true if we remove vertices instead of arcs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we study the minimum multicut problem (MinMC), which is a classical problem in graph theory and
combinatorial optimization [9].
Assume that we are given an n-vertex m-edge (di)graph G = (V , E), a weight function w : E → N∗ and a list N of pairs
(source si, sink s′i) of terminal vertices of G. A multicut is a set of edges (or arcs) of G, whose removal leaves no (directed)
path from si to s′i for each i. The weight of a multicut is the sum of the weights of its edges (or arcs). MinMC consists in
computing a minimum-weight multicut. The graph G is unweighted if w(e) = 1 for each edge (or arc) e ∈ E. The minimum
multiterminal cut problem (MinMTC) is a particularminimummulticut problem inwhich, given a set of r vertices {t1, . . . , tr},
the source–sink pairs are (ti, tj) for i ≠ j.
We also need to introduce some notions from approximation theory: given aminimization (resp.maximization) problem
Π and a real α ≥ 1, an α-approximation algorithm forΠ is an algorithm that runs in polynomial time and outputs a feasible
solution whose value is at most α times the value of an optimal solution forΠ (resp. whose value multiplied by α is at least
the value of an optimal solution forΠ ). A polynomial-time approximation scheme (PTAS) is an algorithm that, for any given
ϵ > 0, is an (1 + ϵ)-approximation algorithm. A problem is APX-hard iff it does not admit a PTAS unless P = NP . A
problem isAPX-complete if it isAPX-hard and admits an α-approximation algorithm for some fixed real α ≥ 1.
For |N | = 1,MinMC is equivalent to theminimumcut problem, and therefore is polynomial-time solvable both in directed
and in undirected graphs [9]. For the same reason,MinMTC is polynomial-time solvable in undirected graphs when r = 2.
However, MinMTC becomes NP -hard, and even APX-hard, as soon as r = 3 in undirected graphs [10], and as soon as
r = 2 in digraphs [14]. As a consequence, MinMC is APX-hard in digraphs for each fixed |N | ≥ 2, and in undirected
graphs for each fixed |N | ≥ 3 (the case |N | = 2 being polynomial-time solvable [23]). For an arbitrary number of source–
sink pairs,MinMC isAPX-hard even in unweighted stars [13]. Moreover,MinMC is polynomial-time solvable in directed
✩ This research work was supported by the French ANR project DOPAGE (ANR-09-JCJC-0068).∗ Tel.: +33 169153106.
E-mail addresses: cedric.bentz@lri.fr, bentz@lri.fr.
0304-3975/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2011.06.003
5326 C. Bentz / Theoretical Computer Science 412 (2011) 5325–5332
trees (the constraint matrix being totally unimodular in this case) and MinMTC is polynomial-time solvable in directed
acyclic graphs (DAGs) [2,9]. (Recall that a circuit of a digraph is a directed cycle, i.e., a directed path where all arcs share the
same orientation andwhose endpoints coincide, and that a directed acyclic graph is a digraphwithout circuits.) Finally, there
is a polynomial-time approximation scheme (PTAS) forMinMC in unweighted graphs of bounded tree-width and bounded
degree, but dropping any of these three assumptions leads toAPX-hardness (instead ofNP -hardness only) [6]. This PTAS
also holds for a variant ofMinMC in digraphs, calledMinMC-SC, where the goal is to remove a minimum-weight set of arcs
so that, for each i, no directed cycle (circuit) contains both si and s′i .
A related problem is the well-known maximum multicommodity flow problem (MaxMF): indeed, these problems can
be modeled by linear programs (LP), whose continuous relaxations are dual [9]. Hence, the optimal value of MaxMF
is smaller than or equal to the one of MinMC, and the optimal values of their continuous relaxations are equal.
However, unlike MinMC, MaxMF is NP -hard in undirected graphs when |N | = 2 [12]. Note that, for both problems,
the (general) directed case is harder than the undirected case: indeed, given an undirected instance, one can obtain
an equivalent directed instance by replacing each edge (u, v) of weight w(u, v) by a gadget consisting of five arcs
(u, wuv), (v,wuv), (w′uv, u), (w′uv, v), (wuv, w′uv) of weightw(u, v), wherewuv andw′uv are two new vertices.
Some properties forMinMC are given in [16], where the authors conjecture that this problem is not significantly simpler
in directed acyclic graphs. In [3], it was proved thatMinMC isNP -hard even in unweighted directed acyclic graphs having a
very special structure (namely, the underlying undirected graph is a bipartite cactus of boundedpath-width andofmaximum
degree three), and APX-hard in unweighted digraphs of bounded maximum degree and bounded directed tree-width
(see [20] for a definition). Moreover, for fixed |N |, an algorithm solvingMinMC in polynomial time in a class of DAGs was
presented. However, for fixed |N |, the complexity ofMinMC in general DAGs is still open, while the related problemMaxMF
is known to beNP -hard for a long time [12].
In this paper, we show that this problem isAPX-hard, even if |N | = 2. Before proving this result in Section 3, we first
consider MaxMF and give in Section 2 a construction generalizing the one described in [19]: we show that the integrality
gap forMaxMF can be arbitrarily close to 2 in DAGs with |N | = 2, and that, for any integer p > 1, there exist instances of
size polynomial in p such that the minimum value of a fractional multicut (and hence the maximum value of a fractional
multiflow) in these graphs is equal to a multiple of 1/p. Finally, we give in Section 4 a second reduction, that is valid only
for |N | ≥ 3, but in which all the non-terminal vertices have maximum degree three and all the arcs have weight 1.
2. An infinite family of instances forMaxMF
The continuous relaxation ofMinMC consists in labeling each arc e ∈ Ewith a value x(e), whileminimizing∑e∈E w(e)x(e)
and ensuring that, for each i and for each path pj from si to s′i , we have
∑
e∈pj x(e) ≥ 1. MaxMF consists in routing the
maximum number of flow units between the source–sink pairs, while ensuring that the total flow on each arc does not
exceed itsweight. It is known that,when the graph is undirected and |N | = 2, the continuous relaxations of bothMinMC and
MaxMF have optimal solutions in which variables are multiples of 1/2: this property allows to solveMaxMF in polynomial
time in this case, if all the capacities are even [17,22]. One could hope that, if such a property holds when the graph is a
DAG and |N | = 2, then this might help to solve the problem efficiently, at least in special cases. Itai showed in [19] that
unfortunately this is not the case: more precisely, he gave an example showing that the variables of an optimal solution can
all be multiples of 1/3, and where the integrality gap forMaxMF is 5/3. Here, we generalize this construction.
More precisely, we show that, in DAGs with |N | = 2, on the one hand the integrality gap forMaxMF can be arbitrarily
close to 2, and, on the other hand, for any integer p > 1, there exist instances of size polynomial in p in which the value
of an optimal fractional multiflow and the value of each variable in this optimal solution is equal to some multiple of 1/p.
This implies, on the one hand, that no approximation algorithm with a ratio better than 2 can be obtained from an optimal
fractional multiflow, and, on the other hand, that scaling the weights by some constant is not sufficient to ensure an integer
optimal solution to the continuous relaxation ofMaxMF. Note that, when |N | = 2, a trivial 2-approximation algorithm for
MaxMF is obtained by computing a maximum flow between s1 and s′1 and a maximum flow between s2 and s
′
2, and then
keeping the best one.
Given p > 1, we construct the following instance Ip: we start from a path with 2p vertices v1, . . . , v2p and orient its arcs
from v1 to v2p. Then, we define the first terminal pair (s1, s′1) by setting s1 = v1 and s′1 = v2p. We introduce the second
terminal pair (s2, s′2): s2 is linked to a new vertex u by a unique arc (s2, u), and, for each i ∈ {1, . . . , p}, vertex u is linked to
v2i−1 by an arc (u, v2i−1). Finally, for each i ∈ {1, . . . , p}, vertex v2i is linked to s′2 by an arc (v2i, s′2), and the 4p arcs of the
obtained DAG have weight 1. In Ip, the optimal solutions forMinMC andMaxMF are then easy to compute. On the one hand,
the optimal solution forMinMC has weight 2, and is obtained by removing the arcs (s2, u) and (s1, v2). On the other hand,
an optimal solution for MaxMF has value 1, and is obtained by routing one unit of flow between s1 and s′1 (or between s2
and s′2). The following lemma deals with the continuous relaxations ofMinMC andMaxMF in Ip:
Lemma 1. In Ip, the optimal solutions of the continuous relaxations of MinMC andMaxMF have value 2− 1p .
Proof. In Ip, the optimal solution of the continuous relaxation of MinMC is obtained by setting x(s2, u) = p−1p and
x(v2i−1, v2i) = 1p for each i ∈ {1, . . . , p}: this is indeed a solution, since the path from s1 to s′1 uses the p arcs (v2i−1, v2i), i ∈
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{1, . . . , p}, and any path from s2 to s′2 uses arc (s2, u) and at least one of the arcs (v2i−1, v2i), i ∈ {1, . . . , p}. The optimality
of this solution of value 2 − 1p comes from LP duality and the fact that there also exists a multicommodity flow of value
2 − 1p in Ip. To show this, we route p−1p units of flow on the path from s1 to s′1, and 1 unit of flow from s2 to s′2: for each
i ∈ {1, . . . , p}, the amount of flow routed on the path u, v2i−1, v2i, s′2 is equal to 1p (this implies that the arcs (s2, u) and
(v2i−1, v2i), i ∈ {1, . . . , p} are the only saturated arcs). 
3. APX-hardness proof
In order to show the APX-hardness of MinMC in DAGs with two source–sink pairs, we reduce from the APX-hard
problemMax2SAT.
Max2SAT
Instance: A set of ν Boolean variables xi, and a set C of µ clauses, each one containing two literals (a literal being a variable
xi or its negation x¯i).
Question: Find a truth assignment for xi’s that satisfies the maximum number of clauses in C, i.e. such that the number of
clauses that contain at least one literal equal to true is maximum.
Note that this problem remainsAPX-hard even when, for each i ∈ {1, . . . , ν}, xi or x¯i appears in at most 6 clauses [4].
Let us consider an instance IMax2SAT of Max2SAT. We associate a variable gadget to each variable xi: the gadget consists
of a directed path ui,1, ui,2, ui,3, ui,4 with three arcs of weight N (an arbitrary integer to be discussed later) oriented from
ui,1 to ui,4. Then, we associate a clause gadget to each clause Cj ∈ C: the gadget consists of a directed path vj,1, vj,2, vj,3, vj,4
with three arcs oriented from vj,1 to vj,4. We have w(vj,2, vj,3) = N and w(vj,1, vj,2) = w(vj,3, vj,4) = 1. We also add arcs
between the gadgets. To do this, we assume that the literals of each clause are ordered with respect to their indices, so that
there is a first literal, and a second literal: a literal is the first literal of a clause iff either the literal is xi and the clause is xi∨ xj
or xi∨ x¯j for some j > i, or the literal is x¯i and the clause is x¯i∨xj or x¯i∨ x¯j for some j > i. For each i ∈ {1, . . . , ν}, if xi is the first
(resp. second) literal in a clause Cj ∈ C, then we add an arc (ui,2, vj,1) (resp. (ui,2, vj,3)) of weight N . For each i ∈ {1, . . . , ν},
if x¯i is the first (resp. second) literal in a clause Cj ∈ C, then we add an arc (ui,4, vj,1) (resp. (ui,4, vj,3)) of weight N . Finally,
for each i ∈ {1, . . . , ν}, we add four arcs (s2, ui,1), (s2, ui,3), (s1, ui,1), (ui,4, s′1) of weight N , and, for each j ∈ {1, . . . , µ},
we add four arcs (vj,2, s′2), (vj,4, s
′
2), (s1, vj,1), (vj,4, s
′
1) of weight N . This concludes the construction of the instance IMinMC ,
which is aMinMC instance in a DAG with two source–sink pairs (s1, s′1) and (s2, s
′
2). Let us show the following lemma:
Lemma 2. If N > µ and δ < µ, there exists a truth assignment for IMax2SAT that satisfies at least µ− δ clauses iff there exists a
multicut of weight at most Nν + µ+ δ for IMinMC .
Proof. First, consider a truth assignment TA satisfyingµ−δ clauses for some δ < µ. We construct a multicut as follows: for
each i ∈ {1, . . . , p}, we remove the arc (ui,1, ui,2) (resp. (ui,3, ui,4)) if xi is true (resp. false) in TA. For each clause Cj ∈ C that
is satisfied in TA, we remove the arc (vj,1, vj,2) if the second literal of Cj is true in TA, and the arc (vj,3, vj,4) otherwise. Finally,
for each clause Cj ∈ C that is not satisfied in TA, we remove both the arc (vj,1, vj,2) and the arc (vj,3, vj,4). The total weight
of the removed arcs is thus Nν (one arc removed in each variable gadget) plus µ (one arc removed in each clause gadget)
plus δ (one additional arc removed in the clause gadget of each one of the δ clauses that are not satisfied in TA). These arcs
separate s2 from s′2, since (i) each path from s2 to s
′
2 contains as a subpath a path of the form ui,a, ui,a+1, vj,b, vj,b+1 for some
a ∈ {1, 3} and b ∈ {1, 3}, and (ii) we remove either (ui,a, ui,a+1) (if the literal is true) or (vj,b, vj,b+1) (if the literal is false or
if the clause is not satisfied in TA). This implies that these arcs also separate s1 from s′1, since (i) at least one arc is removed
in each gadget, and (ii) each path from s1 to s′1 contains as a subpath either one of the paths described previously, or one
variable or clause gadget. Hence, the removed arcs define a valid multicut.
Conversely, assume that we are given a multicut of weight Nν + µ + δ for some δ < µ. Obviously, we have µ + ν
vertex-disjoint paths from s1 to s′1 (the variable and clause gadgets, together with the arcs linking them to s1 and s
′
1), so at
least one arc must be removed in each one of them. A path from s1 to s′1 that contains one of the ν variable gadgets as a
subpath contains only arcs of weight N , so arcs removed on this set of paths have a total weight of Nν: if one of these arcs
is on the path that contains as a subpath the variable gadget of xi but is neither (ui,1, ui,2) nor (ui,3, ui,4), then we replace
this arc by (ui,1, ui,2), obtaining a new multicut. At least µ additional arcs need to be removed: if at least one of them has
weight N instead of 1, then, since δ < µ < N , this entails an additional weight equal to at least µ− 1+ N > µ+ δ, which
is impossible. Thus, theseµ+ ν arcs have a total weight of Nν +µ. This implies that the remaining arcs in the multicut are
δ < N arcs of weight 1, and hence that one additional arc is removed in δ clause gadgets.We define a truth assignment TA by
setting xi to true if the arc (ui,1, ui,2) is removed, and to false otherwise. Clearly, each variable has one and only one value. To
see that TA has the required properties, consider any clause gadget where only one of the arcs (vj,1, vj,2) and (vj,3, vj,4) (say
(vj,1, vj,2), without loss of generality) is removed. Then, consider the variable gadget of the literal associated with (vj,3, vj,4):
assume without loss of generality that this literal is non-negated and denote it by xi, i.e., there exists an arc (ui,2, vj,3). We
know that the arc (ui,1, ui,2) is removed (and so xi is true), since otherwise therewould remain a path s2, ui,1, ui,2, vj,3, vj,4, s′2
from s2 to s′2. Thus, the clause associated with this clause gadget is satisfied in TA. Since there are at most δ clause gadgets
where two arcs are removed, and so at least µ − δ clause gadgets where only one arc is removed, this means that at least
µ− δ clauses are satisfied in TA. 
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Actually, this lemma would suffice to prove the NP -hardness of MinMC in this case. However, to prove its APX-
hardness, we need a little more work. To do this, we have to make sure that the reduction used in the proof is an
approximation-preserving reduction, e.g., an L-reduction [21]. This amounts to proving that there exist two constants α
and β such that:
(1) opt(IMinMC ) ≤ α · opt(IMax2SAT ), where opt(·) denotes the optimal value for the associated instance, and
(2) Given any solution C for IMinMC of value w(C), we can construct in polynomial time a solution TA for IMax2SAT of value
val(TA) such that |opt(IMax2SAT )− val(TA)| ≤ β · |w(C)− opt(IMinMC )|.
Clearly, it is not the case so far, since N > µ implies that opt(IMinMC ) = Nν + µ + δ > µ(ν + 1) ≥ (ν + 1)(µ − δ) =
(ν + 1)opt(IMax2SAT ).
So, we need to refine our reduction. More precisely, we must avoid removing arcs with large weights in any optimal
solution: to this end, we set N = 6 and assume without loss of generality that, for each i ∈ {1, . . . , ν}, the number of times
xi appears in C plus the number of times x¯i appears in C is bounded by 6 (this variant has been proved to be APX-hard
in [4]). Then, the proof of Lemma 2 does not hold anymore (except for the parts where the assumption N > µ is useless).
However, we can prove the following lemma:
Lemma 3. To any solution for IMax2SAT of valueµ− δ for some δ < µwe can associate a solution for IMinMC of value 6ν +µ+ δ.
Conversely, to any solution C for IMinMC of valuew(C)we can associate, in polynomial time, a solution for IMax2SAT of value at least
6ν + 2µ− w(C) if C is not optimal, and of value exactly 6ν + 2µ− w(C) otherwise.
Proof. The first part of this lemma directly follows from the proof of Lemma 2, since N = 6. To prove the second part, we
consider any feasible solution C for IMinMC , and show how to construct another solution C ′ such that w(C ′) ≤ w(C). From
this we extract a solution for IMax2SAT of value 6ν + 2µ − w(C ′). Note that if w(C ′) = 6ν + µ + δ for some δ ≥ 0, then
the solution for IMax2SAT has value µ − δ. Also note that if C is optimal for IMinMC , then we have w(C) = w(C ′), and hence
opt(IMinMC ) = 6ν + 2µ− opt(IMax2SAT ). Given an arc set A and any arcs a, a′, we will write a 99KA a′ to express the fact that
we replace a by a′ in A if a ∈ A and a′ ∉ A (i.e., we update A and set A ← A \ {a} ∪ {a′}), and that we simply remove a
from A (if a ∈ A) or do nothing (if a ∉ A) otherwise. We obtain C ′ from C in four successive steps (note that here we use the
words ‘‘for each’’ in an algorithmic way, i.e. we consider the elements one after another, and not simultaneously). First, we
set C ′ ← C and then we modify C ′ step by step:
1. For each i ∈ {1, . . . , ν}, we do the following: (s1, ui,1) 99KC ′ (ui,1, ui,2), (ui,2, ui,3) 99KC ′ (ui,1, ui,2), (ui,4, s′1) 99KC ′
(ui,3, ui,4),
2. For each j ∈ {1, . . . , µ}, we do the following: (s1, vj,1) 99KC ′ (vj,1, vj,2), (vj,2, vj,3) 99KC ′ (vj,1, vj,2), (vj,4, s′1) 99KC ′
(vj,3, vj,4). Moreover, for each i ∈ {1, . . . , ν}, a ∈ {2, 4} and b ∈ {1, 3} such that there exists an arc (ui,a, vj,b), we
do (ui,a, vj,b) 99KC ′ (vj,b, vj,b+1).
3. For each i ∈ {1, . . . , ν}, if both (ui,1, ui,2) and (ui,3, ui,4) are in C ′, then for each j ∈ {1, . . . , µ} and a ∈ {1, 3} such that
there exists an arc (ui,4, vj,a), we do (ui,3, ui,4) 99KC ′ (vj,a, vj,a+1). (In this step, a single arc of weight N = 6 can thus be
replaced by a set of at most 6 arcs of weight 1.)
4. Finally, for each i ∈ {1, . . . , ν}, j ∈ {1, . . . , µ}, a ∈ {1, 3} and b ∈ {1, 3} such that (ui,a, ui,a+1) ∈ C ′, (vj,1, vj,2) ∈ C ′,
(vj,3, vj,4) ∈ C ′ and there is an arc (ui,a+1, vj,b), we remove (vj,b, vj,b+1) from C ′.
Note that, each time an arc a is replaced by another arc a′ (resp. by a set of arcs A′) in C ′, we have w(a′) ≤ w(a) (resp.∑
a′∈A′ w(a′) ≤ w(a)). Moreover, if a lies on some source–sink path, then a′ also lies on this path (resp. one arc in A′ also lies
on this path). Therefore, we havew(C ′) ≤ w(C), and if the initial arc set was a multicut, then so is the new one.
Any arc in C ′ is of the form (ui,a, ui,a+1) or (vj,a, vj,a+1) for some a ∈ {1, 3}, and Step 3 implies that exactly one arc is
removed in each one of the ν variable gadgets, so from the proof of Lemma 2 we have w(C ′) = 6ν + µ + δ for some
δ ≥ 0. Moreover, as in the proof of Lemma 2, we define a truth assignment TA for IMax2SAT by setting, for each i, xi to true if
the arc (ui,1, ui,2) is removed, and to false otherwise. Note that the number of clauses satisfied by TA is exactly µ − δ, since
from the proof of Lemma 2 any clause associated with a clause gadget where only one arc is removed is satisfied, and any
clause associated with a clause gadget where two arcs are removed is not satisfied (indeed, this would imply that at least
one of these arcs is useless in C ′, which is impossible from Step 4). To conclude the proof, observe that the four steps run in
polynomial time. 
In order to make this lemma useful, we need to prove two other facts.
First, it is easy to show that opt(IMax2SAT ) ≥ µ/2: indeed, assume without loss of generality that, for each i, we have
νi ≥ ν¯i, where νi (resp. ν¯i) is the number of occurrences of xi (resp. of x¯i) in C. (If this is not the case, simply replace x¯i
by a new variable x′i , and then replace xi by x¯
′
i .) Then, define a truth assignment TA by setting xi = true for each i. Since∑
i νi ≥
∑
i ν¯i and we have µ = 12
∑
i(νi + ν¯i) (because each clause contains two literals), this yields µ ≥
∑
i ν¯i. Let us
denote by µT (resp. µF ) the number of clauses satisfied (resp. not satisfied) by TA: we have µF ≤ 12
∑
i ν¯i (since any clause
not satisfied by TA necessarily contains two negated literals), and hence µF ≤ µ/2. This implies that µT = µ− µF ≥ µ/2.
We also have µ = 12
∑
i∈{1,...,ν}(νi + ν¯i) ≥
∑
i∈{1,...,ν}(1) = ν, since, for each i, min(νi, ν¯i) ≥ 1 (as we can set xi to true if
ν¯i = 0 and false if νi = 0).
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As a consequence, we obtain opt(IMinMC ) = 6ν + 2µ − opt(IMax2SAT ) ≤ 15µ/2 ≤ 15 · opt(IMax2SAT ): hence, (1) holds,
by taking α = 15. To show that (2) holds, take any solution C for IMinMC , and use Lemma 3 to obtain C ′ with w(C ′) =
6ν + µ + δ ≤ w(C) and a solution for IMax2SAT of value µ − δ for some δ: this yields opt(IMax2SAT ) − (µ − δ) =
(6ν + µ+ δ)− (6ν + 2µ− opt(IMax2SAT )) ≤ w(C)− opt(IMinMC ), and we can take β = 1. So:
Theorem 1. MinMC isAPX-hard in DAG, even if |N | = 2.
However, ifN = {(s1, s′1), (s2, s′2)} and there is no path from s1 to s′2 or from s2 to s′1, thenMinMC is known to be tractable
in DAGs [2].
We can modify our reduction slightly in order to ensure that all non-terminal vertices have maximum degree 3. So far,
only ui,2 and ui,4 do not have degree at most 3, for each i: if the variable xi (resp. x¯i) appears in µi (resp. µ¯i) clauses, then we
replace vertex ui,2 (resp. ui,4) by a directed path u1i,2, . . . , u
µi
i,2 with µi − 1 arcs of weight 6 oriented from u1i,2 to uµii,2 (resp.
by a directed path u1i,4, . . . , u
µ¯i
i,4 with µ¯i − 1 arcs of weight 6 oriented from u1i,4 to uµ¯ii,4). Then, for each i, the arcs (ui,1, ui,2),
(ui,2, ui,3), (ui,3, ui,4) and (ui,4, s′1) are replaced by arcs (ui,1, u
1
i,2), (u
µi
i,2, ui,3), (ui,3, u
1
i,4) and (u
µ¯i
i,4, s
′
1), respectively. Finally, for
each j, the head vertex of the jth arc that was incident both to ui,2 (resp. to ui,4) and to a vertex of a clause gadget will now
be uji,2 (resp. u
j
i,4), while its tail vertex does not change. This yields:
Corollary 1. MinMC isAPX-hard in DAG, even if |N | = 2 and non-terminal vertices have maximum degree 3.
It can be noticed that, by replacing each arc of weight 6 by six paths, each of these paths consisting of two arcs with
weight 1, we obtain an unweighted DAG where non-terminal vertices have bounded maximum degree. This also implies
the same result forMinMC in layered digraphs, as it was observed in [3] that the two problems are equivalent. If we require
non-terminal vertices to have maximum degree 3, then, sinceµi+ µ¯i ≤ 6 for each i, the DAGwe obtain is a layered digraph
with 25 layers (14 layers only if we do not replace the arcs of weight 6 by paths). Otherwise, the DAG we obtain is a layered
digraph with 17 layers (10 layers only if we do not replace the arcs of weight 6 by paths). Therefore, this yields the following
corollary:
Corollary 2. MinMC isAPX-hard:
• in layered digraphs having a bounded number of layers, even if |N | = 2 and non-terminal vertices have maximum degree 3,
• in unweighted layered digraphs having a bounded number of layers, even if |N | = 2 and non-terminal vertices have bounded
degrees.
We can obtain an unweighted DAG with bounded maximum degree by replacing the two source–sink pairs by ν + µ+∑
i∈{1,...,ν}(νi + ν¯i) source–sink pairs. Since the DAGs are the digraphs of directed tree-width 0 [20], this corollary improves
the result proved in [3, Theorem 5], stating that, unlike MinMC-SC [6], MinMC is APX-hard in unweighted digraphs of
bounded degree and bounded directed tree-width. It is known that the DAGs are also the digraphs of Kelly-width 1 [18] and
of DAG-width 1 [5], so this result holds for these two widths as well.
Corollary 3. MinMC is APX-hard in unweighted digraphs of bounded directed tree-width, bounded DAG-width and bounded
Kelly-width, even with only two source–sink pairs.
Moreover, it should be noticed that the graphs used in our reductions could not have boundedmaximumdegree (actually,
all the vertices have bounded degree, except the four vertices s1, s2, s′1, s
′
2), since itwas observed in [3] that, if |N | is fixed and
if the graph is unweighted and has a bounded maximum degree, then MinMC is tractable (by enumerating all the subsets
of arcs of size at most∆|N |, where∆ is the maximum degree). It was also shown in [3] thatMinMC is tractable in layered
digraphs if |N | is fixed and if the size of each layer is bounded (observe that this result was generalized by Gottlob and Lee
in [15]): it follows from Corollary 2 that bounding the number of layers (instead of their size) does not yield a similar result.
It is worth pointing out that our result is best possible (up to constant factors), i.e., MinMC is actually APX-complete
in this case, since there exists a trivial |N |-approximation algorithm: compute a minimum cut between si and s′i for each i,
then take as a solution toMinMC the union of these |N | cuts. Besides, it matches both the hardness of the related problem
MaxMF (which is NP -hard in DAGs, even if |N | = 2 [12]) and the best inapproximability result known for MinMC in
unrestricted digraphs that is based on the assumption that P ≠ NP [14] (the Ω

log n
log log n

inapproximability bound of
Chuzhoy and Khanna [8] being based on a stronger complexity assumption, and theΩ(1) lower bound of Chawla et al. [7]
being based on a different one, the Unique Games Conjecture).
All our results can be extended to the variant ofMinMCwhere, instead of removing weighted arcs, we remove weighted
vertices (let us denote this variant by MinVMC). Two versions are known for this variant: the unrestricted version (where
we are allowed to remove any type of vertices, either terminal or non-terminal) and the restricted version (where only non-
terminal vertices can be removed) [6]. The next two corollaries detail how to extend the previous results to the two versions
of this vertex variant.
One can first notice that the reduction used in the proof of Theorem1 shows theAPX-hardness of unrestrictedMinVMC,
by setting the weight of each terminal to 4(µ+ ν)+ 1, the weight of each vertex in a variable gadget to 6, and the weight
of each vertex in a clause gadget to 1.
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Corollary 4. UnrestrictedMinVMC isAPX-hard in layered digraphs having a bounded number of layers, even if |N | = 2 and
non-terminal vertices have maximum degree 3.
Obviously, the digraphs in Corollary 4 cannot be unweighted (unless P = NP ), since if all vertex weights are 1 and
|N | is fixed, then the minimum vertex multicut can be obtained by enumerating all subsets of vertices of size at most |N |
(as there exists a multicut of size |N |). For the restricted version, the vertex weights are the same (except that the four
terminals have weight 1, since they cannot be removed in this version). However, we can obtain an unweighted instance
by replacing each variable gadget ui,1, . . . , ui,4 by 6 copies ui,j,1, . . . , ui,j,4, j ∈ {1, . . . , 6}, of this gadget. Each one of these
gadgets is linked to s1, s′1, s2, s
′
2 and to the clause gadgets in the same way as the initial gadget was, and these 6 gadgets are
also linked together: more precisely, for each j1, j2 ∈ {1, . . . , 6} and each l ∈ {1, 2, 3}, there is an arc (ui,j1,l, ui,j2,l+1). The
proof is then similar to the one of Theorem 1:
Corollary 5. RestrictedMinVMC isAPX-hard:
• in layered digraphs having a bounded number of layers, even if |N | = 2 and non-terminal vertices have maximum degree 3,
• in unweighted layered digraphs having a bounded number of layers, even if |N | = 2 and non-terminal vertices have bounded
degrees.
Finally, we close this section by providing a tractable special case forMinMC, obtained by replacing ‘‘maximumdegree 3’’
by ‘‘maximum degree 2’’ in Theorem 1: actually,MinMC is even FPT in this case and admits a polynomial kernel (see [11] for
formal definitions of both notions). Recall that a problem is FPT (for Fixed-Parameter Tractable) with respect to a parameter p
if it can be solved by an algorithm running in time O(f (p)×nc), where c is a constant and f (·) a function independent of the
problem size n. Roughly speaking, a kernel for an instance I of such a problem is a ‘‘core’’ instance, i.e., a reduced instance I ′
whose size only depends on p, and which can be obtained from I in polynomial time in such a way that any optimal solution
for I ′ can be extended in polynomial time to an optimal solution for I . A kernel is then polynomial if its size is polynomial in
p.
Theorem 2. MinMC is FPT in (di)graphs where non-terminal vertices have maximum degree 2, if the parameter is the number of
source–sink pairs.
Proof. Assumewe are given a (di)graph Gwith n vertices, where non-terminal vertices have maximum degree 2. We can in
fact assume without loss of generality that any non-terminal vertex is on the path between two different terminal vertices,
since otherwise we can delete it and any incident arc (or edge): hence, in G, terminal vertices are linked by paths consisting
of non-terminal vertices only. So, given a pair of terminal vertices ti and tj, either they are not linked by any path, or they
are linked by a set of parallel paths. We keep the arc (or edge) with the smallest capacity on each path, and then ti and tj are
linked by a set of parallel arcs (or edges). If G is undirected, we merge all the edges (ti, tj) into a single edge, whose weight
is the sum of the weights of the initial edges. If G is directed, we merge all the arcs (ti, tj) into a single arc, and all the arcs
(tj, ti) into a single arc: the weight of each one of these two new arcs is the sum of the corresponding initial arcs. The graph
G∗ we obtain is a (polynomial) kernel for the initial instance: it has at most 2|N | vertices and 4|N |2 arcs (or 2|N |2 edges).
Thus, we can find aminimummulticut in G∗ by brute force enumeration, in O(4|N |2) time if G is undirected, and in O(16|N |2)
time otherwise. Obtaining G∗ from G takes O(n + |N |2) time (by going once through all the arcs (or edges) of G, in which
any of the O(N ) terminal vertices has degree O(N ), and any non-terminal vertex has degree 2), hence the overall running
time is O(n+ 16|N |2). 
4. APX-hardness proof for unweighted DAGs of maximum degree 3
In this section, we give an alternative reduction to show the APX-hardness of MinMC in DAGs. Unlike the reduction
given in the previous section, it will work for unweighted DAGs where non-terminal vertices have maximum degree 3;
however, it will only work for any fixed |N | ≥ 3.
More precisely, we will give an approximation-preserving reduction from Vertex Cover in graphs of maximum degree
3, which is known to beAPX-hard [1], toMinMC in unweighted DAGs with three source–sink pairs: this will immediately
imply theAPX-hardness of the latter problem.
VertexCover-MaxDegree3
Instance: An undirected graph G = (V , E)with maximum degree 3.
Question: Find in G a vertex cover of minimum size, i.e. a set C ⊆ V with |C |minimum such that, for each edge (u, v) ∈ E,
either u ∈ C or v ∈ C .
As in [3], the first step is to consider an instance of VertexCover-MaxDegree3, i.e., an undirected graph Gwith n vertices,
and to transform G into a particular digraph. We orient G as follows: we arbitrarily number the n vertices v1, . . . , vn, and
then we transform each edge (vi, vj) into an arc (vi, vj) (if i < j) or an arc (vj, vi) (if j < i). This way, v1, v2, . . . , vn defines a
topological ordering of the vertices, and the digraph Dwe obtain has maximum degree 3 and is acyclic.
(As observed in [3], this transformation already proves that the unrestricted version of MinVMC is APX-hard in
unweighted DAGs of maximum degree 3, even in the multiterminal case, i.e. even if there is a source–sink pair between
any two terminals, while the arc variantMinMTC is tractable in this case [9].)
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Then, we replace each vertex vi of D by an arc (v′i , v
′′
i ) and any arc of the form (vi, vj) by an arc (v
′′
i , v
′
j). Let D
′ be this
new digraph (note that D′ is also an unweighted DAG). Finally, we follow the topological ordering of the vi’s and, for each
arc (vi, vj) of D, we add a source–sink pair (v′i , v
′′
j ) in D
′ (that will be associated with arc (v′′i , v
′
j)) labeled by h, where h is
the smallest index in {1, 2, 3} such that v′′i is the sink of no source–sink pair labeled by h yet. Such an index h always exists,
since source–sink pairs added in D′ are associated to arcs of D, and D has maximum degree 3. For instance, if v′′i is labeled
by {1, 3} for some i (i.e., in G there are at least two arcs entering vi, and the associated source–sink pairs have been labeled
by 1 and 3), then all the source–sink pairs (v′i , v
′′
j ) can be labeled by 2.
This transformation is already sufficient to conclude that MinMC is APX-hard in unweighted DAGs (so far, the
constructed DAG does not have maximum degree 3, but we will show later how to deal with it). Indeed, we have a vertex
cover C of size |C | in G if and only if we have an arcmulticut of size at most |C | in D′ (and hence the size of aminimum vertex
cover in G is the size of a minimummulticut in D′). To show this, first assume we have a multicut containing an arc (v′′i , v
′
j)
for some i and j: then removing (v′i , v
′′
i ) instead yields a new multicut whose size (i.e., whose weight) is at most the one of
the initial multicut. So, we can always assume that we consider only multicuts containing arcs of the form (v′i , v
′′
i ): then, for
each i, vi ∈ C if and only if the arc (v′i , v′′i ) is selected in the multicut. Thus, we have:
Proposition 1. MinMC isAPX-hard in unweighted DAGs.
So far, theMinMC instances that we consider have an arbitrary number of source–sink pairs, and arbitrary degrees. We
now show how to transform these instances in order to ensure that |N | = 3, and that non-terminal vertices havemaximum
degree 3. First, we have shown that we can obtain an instance of MinMC in an unweighted DAG, whose source–sink pairs
are labeled by 1, 2 and 3. The key observation is that, because of the rule we use to assign labels to source–sink pairs, no
arc is removed because of the fact that its endpoints have the same label. Moreover, any two source–sink pairs (v′a, v′′b ) and
(v′i , v
′′
j ) having the same label are such that, in anymulticut where only arcs of the form (v
′
i , v
′′
i ) are removed (as we already
mentioned, there always exists an optimal multicut of this form), there remains no path from v′a to v′′j and no path from v
′
i
to v′′b . (Though this may happen for source–sink pairs with different labels, e.g., if a = j or b = i.)
This implies that we can consider six new vertices s1, s2, s3, s′1, s
′
2, s
′
3, and, for each i, link by an arc si to all the vertices of
the form v′j labeled by i in D′, and all the vertices of the form v
′′
j labeled by i in D
′ to s′i . For any integer δ, the initial instance
ofMinMC in D′ has a solution of size (and thus of value) δ if and only if this new instance ofMinMC, where the graph is still
an unweighted DAG and the source–sink pairs are now given by (s1, s′1), (s2, s
′
2) and (s3, s
′
3), has a solution of value δ. So,
this yields:
Proposition 2. MinMC isAPX-hard in unweighted DAGs when |N | = 3.
Note that, inD′, non-terminal vertices havemaximumdegree 4: each vertex of the form v′i (resp. v
′′
i ) for some i is incident
to the arc (v′i , v
′′
i ), and to at most three other arcs, incident both to v
′
i (resp. to v
′′
i ) and either to a vertex v
′′
j for some j < i or
to a vertex sj for some j ∈ {1, 2, 3} (resp. and either to a vertex v′j for some j > i or to a vertex s′j for some j ∈ {1, 2, 3}). In
order to obtain a digraph of maximum degree 3, we make a final transformation. Following the topological ordering of the
vi’s, each arc of the form (v′i , v
′′
i ) is replaced by a directed path v
′
i , vi,1, vi,2, v
′′
i with three arcs of weight 1 oriented from v
′
i
to v′′i (called a vertex gadget). Then, one of the arcs that were entering v
′
i (resp. that were leaving v
′′
i ) now becomes incident
to vi,1 (resp. to vi,2). This way, we obtain a new DAG D′′, where non-terminal vertices have maximum degree three. Given
any multicut of D′′ where an arc of the form (v′i , vi,1) or (vi,2, v
′′
i ) is removed, we can remove the arc (vi,1, vi,2) instead, and
obtain a newmulticut whose size (i.e., whose weight) is at most the one of the initial multicut. Hence, there is a one-to-one
correspondence between multicuts in D′ where only arcs of the form (v′i , v
′′
i ) are removed, and multicuts in D
′′ where only
arcs of the form (vi,1, vi,2) are removed. This allows us to conclude that MinMC is APX-hard in this case, by defining a
one-to-one correspondence between multicuts in D′′ and vertex covers in G: for each i, vi ∈ C if and only if the arc (v′i , v′′i )
is removed. So:
Theorem 3. MinMC isAPX-hard in unweighted DAGs, even if |N | = 3 and non-terminal vertices have maximum degree 3.
If we allow an arbitrary number of source–sink pairs (i.e., we introduce neither the six vertices s1, s2, s3, s′1, s
′
2, s
′
3 nor the
arcs of the form (si, v′j) and (v
′′
j , s
′
i)), this immediately yields:
Corollary 6. MinMC isAPX-hard in unweighted DAGs of maximum degree 3.
5. Open problems
The first question left as open in spite of the results presented in this paper is obviously the complexity of MinMC in
unweighted DAGs where |N | = 2 and non-terminal vertices have maximum degree 3. It would also be interesting to
investigate the case of planar DAGs.
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