Abstract. Symmetry group methods are applied to obtain all explicit group-invariant radial solutions to a class of semilinear Schrödinger equations in dimensions n = 1. Both focusing and defocusing cases of a power nonlinearity are considered, including the special case of the pseudo-conformal power p = 4/n relevant for critical dynamics. The methods involve, firstly, reduction of the Schrödinger equations to group-invariant semilinear complex 2nd order ODEs with respect to an optimal set of one-dimensional point symmetry groups, and secondly, use of inherited symmetries, hidden symmetries, and conditional symmetries to solve each ODE by quadratures. Through Noether's theorem, all conservation laws arising from these point symmetry groups are listed. Some group-invariant solutions are found to exist for values of n other than just positive integers, and in such cases an alternative twodimensional form of the Schrödinger equations involving an extra modulation term with a parameter m = 2 − n = 0 is discussed.
Introduction
Semilinear Schrödinger equations with power nonlinearities for u(t, x), x ∈ R n , ıu t = ∆u + k|u| p u, p = 0, k = const = 0 (1.1)
provide models of many interesting physical phenomena [1] , such as propagation of laser beams in nonlinear media, slow oscillations of plasma waves, motion of water waves at the free surface of an ideal fluid, dynamics of imperfect Bose condensates, and continuouslimits for mesoscopic molecular structure. In multi-dimensions n > 1, solutions exhibit very rich types of behaviour [2, 1] , particularly radial similarity solutions and more general group-invariant radial solutions which are important for investigating collapse or blow-up behaviour, dispersive behaviour, critical dynamics and asymptotic attractors, as well as for testing numerical solution methods.
To-date in the literature, only a few explicit n-dimensional radial solutions u(t, |x|) are apparently known (e.g. see Ref. [3] ). Most of the work on explicit solutions to Schrödinger equations with power nonlinearities (1.1) has concentrated on systematically applying symmetry methods [4, 5] to classify all possible types of group-invariant solutions [6, 7, 8, 9 ], 1 including radial and cylindrical as well as other less geometric types, only for the pseudoconformal power p = 4/3 in dimension n = 3 in addition to the lowest even powers p = 2, 4 in dimensions n = 2, 3. These are the cases of greatest relevance for physical applications.
The present paper, in contrast, will be devoted to deriving all group-invariant radial solutions u(t, |x|) of the Schrödinger equation (1.1) in all dimensions n = 1 and for all powers p = 0, including the case of the general pseudo-conformal power p = 4/n relevant for understanding critical dynamics in arbitrary dimensions. Both the focusing case k > 0 and the defocusing case k < 0 will be considered.
Radial solutions u(t, |x|) of the Schrödinger equation (1.1) satisfy the corresponding radial equation ıu t = u rr + (n − 1)r −1 u r + k|u| p u, n = 1 (1.2) with r = |x|. This equation (1.2) describes a general model for the slow modulation of n-dimensional radial waves in weakly nonlinear, dispersive, isotropic media. In particular, the amplitude for harmonic waves exp(ı(κr − ωt)) with a dispersion relation ω = ω(κ) in such a medium is given by [1] u(ǫt, ǫ(r − ω κ t)) in terms of a small parameter |ǫ| ≪ 1. Group-invariant solutions u(t, r) of equation (1.2) arise from reductions by one-dimensional groups of point transformations on r, t, u,ū that leave the equation invariant. Each such symmetry reduction yields a complex 2nd order semilinear ODE
formulated in terms of the invariants ξ = Ξ(t, r, u,ū), U = Υ(t, r, u,ū),Ū =Ῡ(t, r, u,ū) (1. 4) determined by a given symmetry transformation group, provided that this system (1.4) can be inverted (at least implicitly) to obtain both of the dependent variables u,ū, and one of the independent variables r, t in terms of ξ, U,Ū, and the other independent variable (which will be the case [4] whenever the orbits of the transformation group acting on the variables (r, t, u,ū) are one-dimensional and have a projectable regular action on (r, t)). Then each solution of the ODE (1.3) for U(ξ) will yield a group-invariant solution of the radial Schrödinger equation (1.2) for u(t, r). If two groups of point symmetry transformations are related by conjugation with respect to some point transformation in the full symmetry group of the radial Schrödinger equation (1.2) , then the action of this point transformation on solutions u(t, r) will map the groupinvariant solutions determined by the two symmetry groups into each other. Consequently, for the purpose of finding all group-invariant radial solutions, it is sufficient to work with a maximal set of one-dimensional point symmetry groups that are conjugacy inequivalent. For each such group, once the resulting group-invariant solutions have been found, the full symmetry group of the radial Schrödinger equation can be applied on these solutions to obtain the group-invariant solutions determined by all other one-dimensional point symmetry groups in the same conjugacy class.
Interestingly, group-invariant solutions u(t, r) exist for values of n other than just positive integers. In such cases the equation (1.2) can be interpreted alternatively as modeling the slow modulation of 2-dimensional radial waves in a planar, weakly nonlinear, dispersive, isotropic medium with a point-source disturbance at the origin. Specifically, this equation can be written in the equivalent form ıu t = u rr + (1 − m)r −1 u r + k|u| p u (1.5) with a parameter m = 2 − n which is applicable for any value of n. The term mr −1 u r has a natural interpretation through the net modulation defined by the 2-dimensional integral C(t) = measures the net amount of modulation produced by the nonlinear term in the equation (1.5) .
Note that C is conserved, dC dt = 0, whenever both the modulation term and the nonlinear term are absent, m = k = 0 (describing a linear, non-dispersive, planar medium). Thus, when m = 0, the modulation term mr −1 u r models the effect of a point-source disturbance at the origin r = 0, which alters the slow modulation of harmonic waves in a planar, weakly nonlinear, dispersive medium.
For a given point symmetry reduction of the radial Schrödinger equation (1.2), or the equivalent 2-dimensional equation (1.5) , the task of solving the complex 2nd order semilinear ODE (1.3) for U(ξ) is typically very non-trivial. One systematic approach is the method of reduction of order [4, 5] , which relies essentially on the algebraic structure of the group of point symmetries admitted by this ODE and on the whether the ODE admits a Lagrangian structure or not, depending on the values of the parameters p and n (or m = 2 − n). Reduction of order is simplest to carry out using an equivalent polar system of 2nd order real ODEs for the amplitude and phase of the variable U = A exp(ıΦ).
(1. As a consequence if this Lagrangian is invariant under the given point symmetry transformations used for the reduction, then the polar system for A(ξ) and Φ(ξ) will inherit a Lagrangian obtained by reduction of the radial Euler-Lagrange structure. Secondly, the phase rotation transformations u → e ıφ u,ū → e −ıφū (1.11) comprise a U(1) group of point symmetries of equation (1.2) . This group is readily shown to commute with the full group of point symmetries admitted by equation (1.2). Therefore, if the given point symmetry reduction starts from any other one-dimensional group of point symmetries, then the polar system for A(ξ) and Φ(ξ) will inherit a U(1) group of point symmetry transformations on ξ, A, Φ obtained by reduction of the phase rotation transformations on u,ū. Moreover, this system will also inherit all point symmetries that belong to the normalizer subgroup of the given point symmetry used for the reduction. An important remark is that the full group of point symmetries admitted by the system can possibly contain "hidden" point symmetries in addition to those point symmetries inherited via reduction.
In the case when a given point symmetry reduction of the radial Schrödinger equation (1.2) inherits a Lagrangian structure, the polar system for A(ξ) and Φ(ξ) can be solved explicitly (up to quadratures) if its Lagrangian is invariant under a two-dimensional group of point symmetry transformations. In the alternative case when no Lagrangian structure exists, a four-dimensional point symmetry group with a solvable Lie algebra structure is needed to obtain the explicit solutions (up to quadratures) for A(ξ) and Φ(ξ). In all cases, each one-dimensional group of point symmetry transformations admitted by the polar system for A(ξ) and Φ(ξ), or equivalently by the complex semilinear ODE for U(ξ), can be used to find a single solution that is invariant under the admitted symmetry transformations on ξ, A, Φ.
A different reduction method is applicable in the Lagrangian cases. If a given polar system for A(ξ) and Φ(ξ) inherits a U(1)-invariant Lagrangian obtained by reduction of both the radial Schrödinger Lagrangian (1.10) and the U(1) group of phase rotation symmetries (1.11), then the 2nd order ODE for Φ(ξ) can be explicitly integrated so that the system reduces to a 2nd order ODE for A(ξ) alone, with Φ(ξ) given by an integral in terms of A(ξ) containing an arbitrary constant. This reduced ODE for A(ξ) has two useful features. First, all nonlinear terms in the reduced ODE vanish if the nonlinearity power is p = −1 and the arbitrary constant in integral for Φ(ξ) is zero. In this case, the resulting linear ODE for A(ξ) can be solved explicitly in terms of special functions. Second, a Lagrangian structure can be derived for the reduced ODE starting from the U(1)-invariant Lagrangian of the original polar system. In the nonlinear case this ODE can be solved (up to quadratures) if its Lagrangian is invariant under a one-dimensional group of point symmetry transformations on ξ, A. In all cases the reduced ODE also can be solved (up to quadratures) if it admits a two-dimensional group of non-variational point symmetry transformations. More generally, any one-dimensional group of point symmetries admitted by the reduced ODE can be used to find a single invariant solution for A(ξ). Each solution found for A(ξ) determines a solution for Φ(ξ) and hence yields a solution to the polar system. These solutions will turn out to differ from those solutions obtained via the previous reduction method if the group of point symmetries used to obtain A(ξ) is a "hidden" group which is not inherited under reduction from any point symmetries admitted by the polar system for A(ξ) and Φ(ξ). In particular, a "hidden" symmetry group can arise from point transformations on ξ, A that leave invariant the integral for Φ(ξ).
The rest of this paper is organized as follows. Section 2 contains some preliminaries on symmetries and Noether's theorem. We first state the full point symmetry structure for both the n-dimensional Schrödinger equation (1.1) and the radial Schrödinger equation (1.2) . In addition we summarize the conservation laws that arise from the Lagrangian structure of these two equations via Noether's theorem. Next for the radial Schrödinger equation (1.2) we present a maximal set of one-dimensional point symmetry groups that are conjugacy inequivalent. Modulo phase rotations, the symmetry groups in this set consist of time translations, scalings, and a particular combination of inversions (pseudo-conformal transformations) and time translations. These three symmetry groups will be referred to as the optimal subgroups for symmetry considerations. We then write down the complex 2nd order semilinear ODEs (1.3) given by reduction under each point symmetry subgroup in the optimal set, and we summarize the Lagrangian structure admitted by each of the ODEs, depending on p and n.
Section 3 explains the reduction of order method in detail for solving complex 2nd order semilinear ODEs (1.3) by use of point symmetries. In particular, we show how to streamline the standard reduction steps in an efficient way by combining the Lagrangian and nonLagrangian cases through the use of canonical coordinates determined by any admitted one-dimensional point symmetry group. We also explain details of the alternative reduction method in the U(1)-invariant Lagrangian cases, which we carry out by again using canonical coordinates to streamline the steps.
Sections 4, 5, 6 apply these reduction methods to derive solutions U(ξ) for each ODE (1.3) arising from the three optimal subgroups of point symmetries for the radial Schrödinger equation (1.2) . In particular, we are able to obtain explicit solutions in terms of elementary functions.
The main results of the paper are presented in section 7. We first list all of the groupinvariant radial solutions u(t, r) determined by applying the full group of point symmetries of the radial Schrödinger equation (1.2) to each of the group-invariant solutions U(ξ) derived from the three optimal subgroups of point symmetries. We next discuss a few analytical features of these solutions u(t, r), including cases that involve non-integer values of n.
Finally, section 8 has some concluding remarks as well as comments on group-invariant radial solutions pertaining to blow-up behaviour of u(t, r) for powers p ≥ 4/n.
Symmetries and Conservation Laws
For the Schrödinger equation (1.1) in R n , a point symmetry is a one-dimensional Lie group of transformations acting on the variables (t, x, u,ū) such that the prolongation prX of its infinitesimal generator
satisfies prX(ıu t − ∆u − k|u| p u) = 0 for all formal solutions u(t, x) of equation (1.1) . This is the condition for equation (1.1) to be infinitesimally invariant under the transformation group generated by X. Each such generator acting on solutions u(t, x) has an equivalent characteristic form
as given by applying prX to equation (1.1) and then eliminating u t ,ū t , and x-derivatives of u t , u t through the equation (1.1), its complex conjugate equation, and differential consequences of these equations. Here D t and D x denote total derivatives with respect to t and x. Thus, a solution u = f (t, x) of the Schrödinger equation (1.1) is group-invariant under a onedimensional point symmetry group with a generator (2.1) if (and only if) it satisfies the additional equation
It is straightforward to solve equation (2.4) to determine all point symmetry generators (2.1). In particular, because τ , ζ, η do not depend on any derivatives of u andū, the equation (2.4) splits with respect to x-derivatives of u andū, yielding an overdetermined linear system of PDEs on the functions τ (t, x, u,ū), ζ(t, x, u,ū), η(t, x, u,ū). This system leads to the following well-known result [6, 10] . (Here ⊙ and ∧ will respectively denote the symmetric and antisymmetric parts of an outer product.) Theorem 1. The point symmetries of the Schrödinger equation (1.1) are generated by phase rotation X 1 = ıu∂/∂u − ıū∂/∂ū, (2.6a)
where {e (1) , . . . , e (n) } is any orthonormal basis for R n . The corresponding transformation groups acting on solutions u = f (t, x) of the Schrödinger equation (1.1) are given by
only for p = 4/n, with group parameters −∞ < ǫ < ∞, 0 < λ < ∞, 0 ≤ φ < 2π.
The special power p = 4/n for which the inversion group exists is commonly called the pseudo-conformal power. In the case p = 4/n, the transformations (2.7a)-(2.7f) comprise a semi-direct product of a scaling group acting on a central extension of the Galilean group, 6 which has the Lie algebra structure
In the case p = 4/n, the inversion transformation (2.7g) intertwines non-trivially with the previous group, as given by the commutator structure
For any domain Ω ⊆ R n , the Schrödinger equation (1.1) has the variational formulation
given by the Lagrangian functional 
On all formal solutions u(t, x) of the Schrödinger equation (1.1), the multiplier equation (2.20) then produces a conservation law
where the conserved density T and flux X are given by the Noether relation (2.21). In particular, A and B can be shown to have the specific form
as derived from the invariance condition (2.17). Therefore, the conserved density and flux are given explicitly by the simple formulas
in terms of L and P = η − τ u t − ζ · ∇u. This result together with Theorem 2 yields all of the conservation laws generated by the variational point symmetries of the Schrödinger equation (1.1), as shown in Table 1 using the notation ∇ (l) = e (l) · ∇ where {e (1) , . . . , e (n) } is any orthonormal basis for R n .
Radial reduction.
A space rotation generator (2.6e) acts as an infinitesimal rotation in the 2-plane specified by a pair of basis vectors e (l) and e (l ′ ) in R n with l = l ′ . The corresponding group of transformations
is an SO(2) Lie group. Composition of all such transformations acting in the n(n − 1)/2 distinct 2-planes determined by an orthonormal basis {e (1) , . . . , e (n) } of R n produces an SO(n) Lie group of rotations, whose invariants consist of functions of t, |x| = r, u,ū.
Reduction of the Schrödinger equation (1.1) in R n under this point symmetry group of rotations gives the radial Schrödinger equation (1.2) where u(t, r) is a group-invariant solution. The radial Lagrangian (1.10) arises naturally from this reduction of the Lagrangian functional (2.16) in R n , as given by
in the radial domain 0 ≤ r < ∞.
From general results on symmetry reductions [4] , a point symmetry generator (2.1) of the Schrödinger equation (1.1) in R n will admit a radial reduction if and only if it belongs to the normalizer algebra of the so(n) Lie subalgebra of space rotations (2.6e) in the Lie algebra of Because the set of all formal radial solutions u(t, r) is contained strictly as a subset in the set of all formal solutions u(t, x) to the Schrödinger equation (1.1) in R n , the radial Schrödinger equation (1.2) could possibly admit additional ("hidden") point symmetries and conservation laws other than those inherited through radial reduction. Consequently, the only way to find all radial point symmetries, as well as all radial conservation laws corresponding to variational point symmetries, is by directly solving the determining equations for their generators.
For the radial Schrödinger equation (1.2), the generator of a point symmetry acting on the variables (t, r, u,ū) is given by X = τ (t, r, u,ū)∂/∂t + ρ(t, r, u,ū)∂/∂r + η(t, r, u,ū)∂/∂u +η(t, r, u,ū)∂/∂ū (2.27) such that prX(ıu t − u rr − (n − 1)r −1 u r − k|u| p u) = 0 holds for all formal solutions u(t, r) of equation (1.2). The characteristic form for each such generator X = P (t, r, u,ū, u t ,ū t , u r ,ū r )∂/∂u +P (t, r, u,ū, u t ,ū t , u r ,ū r )∂/∂ū (2.28)
where u t ,ū t , and r-derivatives of u t ,ū t are eliminated through the equation (1.2) and the complex-conjugate equation. Here D t and D r denote total derivatives with respect to t and r. This determining equation (2.30) splits with respect to r-derivatives of u andū, giving an overdetermined linear system of PDEs on the functions τ (t, r, u,ū), ρ(t, r, u,ū), η(t, r, u,ū).
After a straightforward integrability analysis, the system reduces to the PDEs
which are easily solved to obtain the following result. 
with the Lie algebra structure
The corresponding transformation groups acting on solutions u = f (t, r) are given by
with group parameters −∞ < ǫ < ∞, 0 < λ < ∞, 0 ≤ φ < 2π.
Thus, the only point symmetries admitted by the radial Schrödinger equation (1.2) are the ones it inherits from reduction of the Schrödinger equation (1.2) in R n under the SO(n) group of rotations.
The Lagrangian functional (2.26) for the radial Schrödinger equation (1.2) is invariant up to spatial boundary terms (at r = 0 and r → ∞) and temporal boundary terms (at t = t 0 and t = t 1 ) under an infinitesimal point transformation (2.27) on (t, r, u,ū) if and only if
holds for some functions A and B of t, r, u,ū, and derivatives of u,ū with respect to t and r. This is the condition for X to be a variational point symmetry of the Lagrangian functional (2.26). Since the transformation group generated by a variational point symmetry necessarily preserves the extrema δL rad. /δū = 0 of this functional L rad. , every such symmetry generator X is thereby a point symmetry of the radial Schrödinger equation itself for which the variational condition (2.36) holds, or equivalently for which the equation
is satisfied. Condition (2.37) can be shown to reduce to the symmetry determining equations (2.31) plus the additional equation
It is straightforward to determine which of the point symmetries from Theorem 3 satisfy this equation (2.38), which yields the following result. From Noether's theorem, these variational symmetries yield the multiplier equation
which produces a conservation law
holding on all formal solutions u(t, r) of the radial Schrödinger equation (1.2). Here P is the function (2.29) given by the characteristic form of a symmetry generator (2.28), while the conserved density T and flux X are given by the simple formulas
which can be derived from the variational condition (2.36) in terms of the radial Lagrangian (1.10). The resulting conservation laws generated by all of the variational point symmetries in Theorem 4 are shown in Table 2 .
pseudo-conformal energy p = 4/n Table 2 . Conservation laws of the semilinear radial Schrödinger equation (1.2) 2.2. Group invariance of radial solutions. A solution u = f (t, r) of the radial Schrödinger equation (1.2) is group-invariant under a one-dimensional point symmetry group if (and only if) it satisfiesXu u=f (t,r) = 0 whereX is the symmetry generator in characteristic form (2.28)-(2.29). To find all group-invariant solutions, it is sufficient to consider a maximal set of one-dimensional point symmetry subgroups that are conjugacy inequivalent in the full Lie group of point symmetries admitted by the radial Schrödinger equation (1.2) . This is most easily carried out at the Lie algebra level by exhibiting a maximal set of one-dimensional subalgebras that are conjugacy inequivalent in the Lie algebra of point symmetry generators. Such a set, called optimal symmetry generators, can be straightforwardly determined by the methods in Refs. [4, 11] starting from the point symmetry algebra given in Theorem 3.
Lemma 1. The Lie algebra of point symmetry generators (2.32) for the radial Schrödinger equation (1.2) is isomorphic to u(1) ⊕ A(2) when p = 4/n and u(1) ⊕ sl(2, R) when p = 4/n. (Here A(2) denotes a 2-dimensional, non-abelian Lie algebra, which is unique up to isomorphism.) An optimal set of symmetry generators X consists of with parameters −∞ < ν < ∞, −∞ < µ < ∞, and also X trans. + X inver. + κX phas. for p = 4/n (2.42d) with parameter −∞ < κ < ∞.
These generators (2.42) define group-invariant solutions whose form is determined by the respective characteristic equations
which come fromXu = 0, whereX denotes a generator (2.42) in characteristic form (2.28)-(2.29). The corresponding one-dimensional point transformation subgroups are given by
Invariance under the phase rotation symmetry generator (2.42a) yields only a trivial groupinvariant solution (2.43a). Hence, for finding non-trivial group-invariant solutions, only the remaining symmetry generators (2.42b)-(2.42d) in the optimal set need to be considered. The specific form for these solutions is given by integration of the characteristic equations (2.43b)-(2.43d), which can be expressed directly in terms of the invariants ξ = Ξ(t, r), U = Υ(t, r, u),Ū =Ῡ(t, r,ū) of the corresponding generators X.
2.3. Radial scaling reductions. The symmetry group of scaling transformations (2.44c) with the generator (2.42c) has invariants
depending on a parameter −∞ < µ < ∞. Hence the corresponding form for group-invariant solutions (2.43c) is given by
The radial Schrödinger equation (1.2) thereby reduces to the complex semilinear 2nd order ODE
For µ = 0, this reduction describes radial similarity solutions. From Theorem 4, the symmetry group (2.44c) leaves invariant the Lagrangian functional (2.26) for the radial Schrödinger equation iff p = 4/n. Hence, in the case of the pseudoconformal power, ODE (2.47) has a variational formulation given by reduction of the radial Schrödinger Lagrangian (1.10), 
For ν = 0, this reduction describes radial static solutions, which are invariant under the symmetry subgroup of time translation transformations
When ν = 0, the reduction (2.50) describes radial standing wave solutions. Since, by Theorem 4, the Lagrangian functional (2.26) for the radial Schrödinger equation is invariant under the symmetry group (2.44b), ODE (2.51) has a variational formulation given by reduction of the radial Schrödinger Lagrangian (1.10),
2.5. Radial pseudo-conformal reductions. The symmetry group of combined inversion and time translation transformations (2.44d) with the generator (2.42d) for p = 4/n has invariants
yields the corresponding form for group-invariant solutions (2.43d). The radial Schrödinger equation (1.2) thereby reduces to the complex semilinear 2nd order ODE
From Theorem 4, since the Lagrangian functional (2.26) for the radial Schrödinger equation is invariant under the symmetry group (2.44d), ODE (2.56) has a variational formulation given by reduction of the radial Schrödinger Lagrangian (1.10) with p = 4/n, (ii) The point symmetries admitted by the translation-group ODE (2.51) are generated by
in addition to phase rotations (2.58).
In the case ν = 0, the translation-group ODE (2.51) determines all static solutions of the radial Schrödinger equation (1.2),
The scaling symmetry (2.59) of this ODE is inherited from the scaling invariance of the radial Schrödinger equation, due to the commutator structure [X trans. , X scal. ] = 2X trans. . In contrast, the dilation symmetry (2.60) is not inherited from any invariance of the radial Schrödinger equation and thus describes a hidden symmetry arising for static solutions.
Quadrature of complex 2nd order semilinear ODEs
Details of the two reduction of order methods outlined in section 1 for solving complex 2nd order semilinear ODEs of the general form (2.47), (2.51), (2.56) will now be presented.
3.1.
Reduction by point symmetries. Consider a complex 2nd order semilinear ODE
with a real independent variable ξ and a complex dependent variable U. Here α, β, γ are allowed to be complex functions of ξ, while k and p are assumed to be non-zero real constants. Every such ODE (3.1) is invariant under a U(1) group of phase rotation symmetries given by the generator (2.58). Now suppose an ODE (3.1) admits another one-dimensional group of point symmetries, with a generator of the form
3) If the ODE has a variational formulation for which both Y phas. and Y are variational symmetries, then these two symmetries can be used to reduce the ODE to quadratures by means of first integrals. However, the standard reduction steps [4] would require finding the Lagrangian functional and checking its invariance under the two symmetries, which can be cumbersome to carry out. A simpler, more direct way to accomplish the same reduction is to utilize canonical coordinates and integrating factors associated to the symmetries Y phas. and Y as follows. Consequently, the ODE (3.1) is transformed into
for V (z), where the coefficients a, b, c are constants. The following result is straightforward to prove by considering the characteristic form of the symmetry generators (3.6)-(3.7),
Lemma 2. (i) An ODE (3.8) has a non-trivial invariant solution with respect to ztranslations iffc = c and c/k < 0 (unless p is a rational number having an odd numerator). Then V ′ = 0 yields
which determines V up to an arbitrary constant phase.
(ii) An ODE (3.8) has integrating factorsV ′ and −ıV iffā = a,b = −b,c = c. Then the first integrals are respectively given by
from which V (z) can be determined by quadratures, where C 1 and C 2 are arbitrary real constants.
The solutions arising from Lemma 2 can be easily obtained in a more explicit form in terms of polar variables V = A exp(ıΦ).
(3.13)
In particular, the first integrals (3.11)-(3.12) yield
14)
Combining these two differential equations, we get the quadratures
assuming A ′ = 0, where
The quadratures (3.16) determine the general solution V (z) of ODE (3.8) in the caseā = a, b = −b,c = c. Moreover, these conditions on a, b, c are necessary and sufficient for the ODE (3.8) to have an Euler-Lagrange structure
given by the Lagrangian
for which both the z-translation generator (3.6) and the phase rotation generator (3.7) are variational symmetries. Noether's theorem thereby asserts
giving a derivation of the first integrals (3.11)-(3.12).
In the general case without conditions on a, b, c, the z-translation invariant solution V = const of ODE (3.8) is given by
Finally, changing variables (z, V,V ) back into (ξ, U,Ū) in the original complex semilinear ODE (3.1) yields (i) the group-invariant solution with respect to the symmetry generator (3.2); (ii) the general solution under necessary and sufficient conditions for the generator (3.2) to be a variational symmetry.
3.2.
Reduction by hidden conditional symmetries. Consider a real 1st-order Lagrangian of the form
where ̟,α,β,γ are real functions of ξ, and k = 0, p = 0 are real constants. The EulerLagrange equation δL/δŪ = 0 yields a complex 2nd order semilinear ODE of the form (3.1) whose coefficients α, β, γ are given by In particular, the ODE (3.1), (3.24) gets converted into a coupled semilinear system of real ODEsα 27) which are seen to be the Euler-Lagrange equations δL/δA = 0 and A −1 δL/δΦ = 0 of the Lagrangian (3.23) expressed in polar variables
(3.28) The phase rotation generator (2.58) thereby becomes
producing a group of shift transformations Φ → Φ + ǫ with group parameter −∞ < ǫ < ∞. Then the invariance prŶ phas. L = 0 yields the multiplier equation
which produces the first integral
for the system (3.26)-(3.27). Through equation (3.31), Φ ′ can be eliminated in terms of A, so that the system reduces to a single real semilinear ODẼ
This ODE (3.32) is the Euler-Lagrange equation δL/δA = 0 of the modified Lagrangiañ
33) where C 1 is treated as a constant parameter.
There are two cases, depending on C 1 and p, for which the ODE (3.32) can be solved. Firstly, if C 1 = 0 and p = −1 then the ODE becomes linear
and its general solution will be given by special functions. Secondly, if C 1 = 0 or p = −1 then the ODE will reduce to quadratures by means of integrating factors arising from variational symmetries of the Lagrangian (3.33).
Note that the set of solutions of the ODE (3.32) for each value of C 1 corresponds to the subset of solutions of the system (3.26)-(3.27) defined by the resulting level set of C 1 . Suppose a point symmetry generator
admitted by system (3.26)-(3.27) leaves invariant the level set of C 1 , so that prŶC Such symmetries are equivalent to conditional point symmetries of the form (3.2) for the original complex 2nd order semilinear ODE (3.1) such that the generator preserves the first integral (3.31) given in terms of U,Ū by
Any variational symmetries that are inherited in this way by the level-set ODE (3.32) will yield the same integrating factors derived from the previous reduction method in section 3.1. Now suppose that the level-set ODE (3.32) admits a variational point symmetry that is not inherited from any point symmetry admitted by the system (3.26)-(3.27). Such a variational symmetry will be a hidden conditional symmetry which yields an additional integrating factor for the ODE (3.32). The resulting reduction is most easily carried out by utilizing canonical coordinates associated to the symmetry generator as follows.
For a symmetry of the form (3.36), we change variables from (ξ, A) to canonical coordinates (z, B) given byỸ z = 1,ỸB = 0, (3.38)
The symmetry generator (3.36) thereby becomes a z-translatioñ
and thus the ODE (3.32) is transformed into
for B(z), where the coefficients a, b, c, q are real constants. Similarly, the Lagrangian (3.33) becomes (modulo a total z-derivative)
where 1/ζ = dz dξ is the Jacobian of the transformation for the independent variable. Then
Noether's theorem applied to the z-translation generator (3.40) in characteristic form
This equation (3.44) shows that b = 0 is a necessary and sufficient condition for the ztranslation generator (3.40) to be a variational symmetry of the ODE (3.32). As an immediate consequence, the following result holds.
Lemma 3. An ODE (3.41) has integrating factor B ′ iff b = 0. The resulting first integral is given by where
When b = 0, the quadrature (3.46) combined with the change of variable (3.39) will yield the general solution of the ODE (3.32) for A(ξ). In this case the first integral (3.31) provides a quadrature for Φ(ξ), thereby yielding the general solution of the system (3.26)-(3.27). These quadratures for A(ξ) and Φ(ξ) can be written down in a fairly simple way. First, we find that the change of variable (3.39) relating the Lagrangians (3.42) and (3.33) gives and A = (aζ/(̟α)) 1/2 B (3.49b) for b = 0. Last, changing variables in the first integral (3.31) and using the other first integral (3.45), we obtain Φ = ±(C 1 /a) dB
The integrals (3.49) yield the general solution of the system (3.26)-(3.27) for A(ξ) and Φ(ξ) under necessary and sufficient conditions for the reduced ODE (3.32) to admit a variational symmetry (3.36 ). This determines the corresponding solution U(ξ) = A(ξ) exp(ıΦ(ξ)) to the original complex semilinear Euler-Lagrange ODE (3.1), (3.24).
Finally, suppose the level-set ODE (3.32) admits a hidden point symmetry that is not a variational symmetry. Such a hidden conditional symmetry can be used to obtain an invariant solution of the ODE (3.32), which will determine a corresponding solution of the system (3.26)-(3.27) through the first integral (3.31) as follows. which is an algebraic equation determining B = const = 0.
Since B ′ = 0, relation (3.48) yields
Then, after changing variables from (ξ, A) to (z, B) in the first integral (3.31), we find dΦ dz = (C 1 /aB 2 ) exp(−(b/a)z) + ζβ/α from which we obtain the quadrature
These expressions (3.51)-(3.52) yield a solution of the system (3.26)-(3.27), and hence U(ξ) = A(ξ) exp(ıΦ(ξ)) gives a solution to the original Euler-Lagrange ODE (3.1), (3.24), corresponding to an invariant solution of the level-set ODE (3.32) under a hidden conditional point symmetry (3.36).
Solutions to the optimal translation-group ODE
The reduction of order methods from section 3 will now be applied to the translation-group ODE (2.51) arising by the reduction of the radial Schrödinger equation under its optimal subgroup of point symmetries (2.42b).
As a preliminary step, we use polar variables U = A exp(ıΦ) to convert this U(1)-invariant ODE (2.51) into a semilinear system of real ODEs
The ODEs in this system (4.1) are the respective Euler-Lagrange equations δL/δA = 0 and A −1 δL/δΦ = 0 of the U(1)-invariant Lagrangian (2.53) expressed in polar variables,
In polar form, the point symmetries of ODE (2.51) listed in Proposition 1 consist of phase rotation Y phas. = ∂/∂Φ, (4.3a)
Invariance of the polar Lagrangian (4.2) under Y phas. produces a first integral (3.31), yielding
The polar system (4.1) thereby reduces to a single real semilinear ODE
which is the Euler-Lagrange equation δL/δA = 0 of a modified Lagrangian (3.33), given by
Solutions of the ODE (4.5) for A(ξ) represent the level set C 1 = const of solutions (A(ξ), Φ(ξ)) to the polar system (4.1), or equivalently the level set
of solutions U(ξ) to the translation-group ODE (2.51).
Note that the level-set ODE (4.5) will be linear iff C 1 = 0 and p = −1.
Proposition 2. In the nonlinear case C 1 = 0 or p = −1, the level-set ODE (4.5) admits point symmetries only when ν = 0. (4.8) For this case the admitted point symmetries consist of
Since the point symmetries (4.9a) and (4.9b) are the only ones also admitted by the polar system (4.1), the remaining 4 point symmetries (4.9c)-(4.9f) thus describe hidden conditional symmetries arising only for level-set solutions of the polar system (4.1) in the case ν = 0, C 1 = 0 or p = −1.
We now carry out the two reduction methods (cf sections 3.1 and 3.2) to obtain explicit solutions U(ξ) for the translation-group ODE (2.51). The first reduction method can be applied only in the case ν = 0, using the scaling and dilation symmetries (2.59) and (2.60). The second reduction method is applicable to the case ν = 0 by using the hidden conditional symmetries (4.9c)-(4.9f), and the case ν = 0 by using the linearization which holds when C 1 = 0, p = −1.
4.1.
Scaling-symmetry quadratures for the translation-group ODE. The canonical coordinates of the scaling symmetry (2.59) are
with ν = 0. Hence the translation-group ODE (2.51) gets transformed into
which is equivalent to the ODE (2.61) describing static solutions of the radial Schrödinger equation. To apply the reduction Lemma 2 to ODE (4.11), we note a = 1,
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Then from Lemma 2(i) we obtain the invariant solution
This yields U = 2(n − 2 − 2/p)/(kp) 1/p ξ −2/p exp (ıΦ), Φ = const, (4.13) which is the scaling-invariant solution of ODE (2.61).
Next, by Lemma 2(ii), we can obtain the general solution for V (z) in the case when n − 2 − 4/p = 0 under which the ODE (4.11) becomes
The quadratures (3.16) in polar variables V = A exp(ıΦ) are then given by
(after renaming constants) where
These integrals (4.15) cannot be evaluated generally to obtain explicit solutions for A(z) and Φ(z) in terms of elementary functions. Some special cases where explicit solutions can be derived are possible if we make a change of variables dA
and, when C 2 = 0, dA
, y = As (4.18) so that the respective expressions
and
are quadratic polynomials in y for some values of s ands, depending on p, C 1 , C 2 , wherẽ More generally, a similar method can be used to obtain additional explicit solutions for A(z) and Φ(z) by requiring that the expressions (4.19)-(4.20) are either quartic polynomials in y, which will yield elliptic functions, or squares of quartic polynomials in y, which will yield elementary functions. (These solutions will be worked out elsewhere [12] . and
which can be matched to the form (4.27). This yields
Hence we obtain two solutions of ODE (4.14) for p = −2:
These solutions (4.35a)-(4.35b) can be merged after we change variables (4.10), giving the following result.
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Proposition 3. For p = −2, the translation-group ODE (2.61) has a solution
with real constantsC 3 , C 4 .
4.1.2.
Quadrature for p = −1. From case (4.24), we have s = 1, C 1 = 0 and C 2 = 0. The quadratures (3.16) are thus given by Φ = C 4 (4.37) and
which can be matched to the forms (4.27) and (4.28). This yields
Hence we obtain four solutions of ODE (4.14) for p = −1:
These solutions (4.40a)-(4.40d) give the following result after we change variables (4.10).
Proposition 4. For p = −1, the translation-group ODE (2.61) has solutions and
Quadrature (4.45) can be matched to the forms (4.27) and (4.28). This yields
Hence we obtain four solutions of ODE (4.14) for p = −4:
In the second subcase, the quadratures (3.16) are given by
Quadrature (4.48) can be matched to the forms (4.27) and (4.28), which yields
Quadrature (4.49) can be matched to all of the forms (4.27)-(4.31). This yields
Hence we obtain 7 more solutions of ODE (4.14) for p = −4:
(4.52b)
After we change variables (4.10), these solutions (4.47a)-(4.47d) and (4.52a)-(4.52g) give the following result.
Proposition 5. For p = −4, the translation-group ODE (2.61) has solutions
with real constants
4.2. Dilation-symmetry quadratures for the translation-group ODE. The canonical coordinates of the dilation symmetry (2.60) are
with ν = 0. In this case the translation-group ODE (2.61) gets transformed into
To apply Lemma 2 to this ODE (4.65), we note a = 1/(1 + p/2) 2 , b = 0, c = 0. From Lemma 2(i) we see that the invariant solution is trivial, since the only root of F is |V | = 0. Thus ODE (2.61) has no non-trivial dilation-invariant solution.
Next, we can obtain the general solution for V (z) from the quadratures (3.16), since the conditions of Lemma 2(ii) are directly satisfied for the ODE (4.65). In polar variables V = A exp(ıΦ), these quadratures are given by
where
These integrals (4.66) cannot be evaluated generally to obtain explicit solutions for A(z) and Φ(z) in terms of elementary functions. Some special cases where explicit solutions can be derived are possible if we change variables (4.17)-(4.18) to make the expressions
into quadratic polynomials in y for some values of s ands, depending on p, C 1 , C 2 , wherẽ with n = 2(p + 3)/(p + 2). We can then match the integrals (4.17)-(4.18) to one of the forms (4.27)-(4.31) after scaling and shifting y.
As noted previously, additional explicit solutions for A(z) and Φ(z) can be derived by requiring that the expressions (4.68)-(4.69) are either quartic polynomials in y, which will yield elliptic functions, or squares of quartic polynomials in y, which will yield elementary functions. (These solutions will be worked out elsewhere [12] . and
which can be matched to the form (4.31). This yields
Hence we obtain a solution of ODE (4.65) for p = −2:
This solution (4.79) gives the following result after we change variables (4.64).
Proposition 6. For p = −2, the translation-group ODE (2.61) has a solution and
which can be matched to the form (4.30). This yields
Hence we obtain a solution of ODE (4.65) for p = −1:
This solution (4.84) gives the following result after we change variables (4.64).
Proposition 7. For p = −1, the translation-group ODE (2.61) has a solution 
which can be matched to the forms (4.30)-(4.31), and
which can be matched to all of the forms (4.27)-(4.29). This yields
Hence we obtain 5 more solutions of ODE (4.14) for p = −4:
After we change variables (4.64), these solutions (4.90a)-(4.90e) give the following result.
Proposition 8. For p = −4, the translation-group ODE (2.61) has solutions 
Hence we obtain a solution of ODE (4.65) for p = −8:
This solution (4.100) gives the following result after we change variables (4.64).
Proposition 9. For p = −8, the translation-group ODE (2.61) has a solution 
with n = 4/3, ν = 0. Hence the Lagrangian (4.6) for ODE (4.5) gets transformed intô 
Since the coefficient of B ′ is non-zero, the reduction shown in Lemma 3 cannot be applied to ODE (4.105). Instead, from Lemma 4, an invariant solution can be derived. This yields
Substituting this solution into expressions (3.51)-(3.52), we obtain
which is the corresponding invariant solution of the system (3.26)-(3.27) with p = −4, n = 4/3, ν = 0. Point symmetry (4.9d) of the level-set ODE (4.5) has the canonical coordinates
with n = 0, ν = 0. Hence the Lagrangian (4.6) for ODE (4.5) gets transformed intô
This yields the transformed ODE Substituting this solution into expressions (3.51)-(3.52), we obtain
which is the corresponding invariant solution of the system (3.26)-(3.27) with p = −4, n = 0, ν = 0. These two solutions (4.107) and (4.112) give the following result.
Proposition 10. For p = −4, the translation-group ODE (2.61) has solutions This ODE (4.116) admits the integrating factor B ′ , leading to the quadrature
which is an elliptic integral when C 2 = 0. (This solution will be worked out in detail elsewhere [12] .) In the case C 2 = 0, the integral (4.117) can be evaluated explicitly, yielding
Hence, from the canonical coordinates (4.115) and the first integral (3.31), we obtain This ODE (4.122) admits the integrating factor B ′ , leading to the quadrature
When C 2 = 0, this quadrature is an elliptic integral. (The resulting solution will be worked out in detail elsewhere [12] .) In the case C 2 = 0, the integral (4.123) can be evaluated explicitly, yielding
124) The canonical coordinates (4.115) and the first integral (3.31) then give
which is the solution of the system (3.26)-(3.27) with p = 1, n = 13/3, ν = 0, and C 1 = C 2 = 0. Note that the invariant solution of the ODE (4.122) is again B = 0 which also arises as the special limit C 3 → ∞ in the solution (4.124). The corresponding invariant solution of system (3.26)-(3.27) is given by
The solutions (4.119), (4.120), (4.125), (4.126) give the following result.
Proposition 11. For p = 1, the translation-group ODE (2.61) has solutions
4.4.
Linearization of the translation-group ODE. When C 1 = 0 and p = −1, the level-set ODE (4.5) for A(ξ) becomes linear,
The general solution of this ODE splits into three cases. For the case ν > 0, we can use a change of variable A = ξ 1−n/2 B, z = √ νξ which transforms the ODE (4.131) to an inhomogeneous form of Bessel's equation
This equation has the general solution
where J µ (z) and Y µ (z) are the Bessel functions of the first and second kinds, respectively. Hence the general solution of ODE (4.131) for A(ξ) with ν = 0 is given by
For the case ν < 0, we can use a change of variable A = ξ 1−n/2 B, z = √ −νξ which transforms the ODE (4.131) to an inhomogeneous form of a modified Bessel equation
where I µ (z) and K µ (z) are the modified Bessel functions of the first and second kinds, respectively. Hence the general solution of ODE (4.131) for A(ξ) with ν = 0 is given by For the case ν = 0, the ODE (4.131) can be integrated directly to get
From the first integral (3.31) for Φ(ξ), we again have
Hence we obtain the following result.
Proposition 12. For p = −1, the translation-group ODE (2.51) has solutions
147) with real constants C 2 , C 3 , C 4 .
5.
Solutions to the optimal scaling-group ODE Next the reduction of order methods from section 3 will be applied to the scaling-group ODE (2.47) arising by the reduction of the radial Schrödinger equation under its optimal subgroup of point symmetries (2.42c).
To proceed, we use polar variables U = A exp(ıΦ) to convert this U(1)-invariant ODE (2.47) into a semilinear system of real ODEs 
Invariance of the polar Lagrangian (5.3) under Y phas. produces a first integral (3.31), yielding
The polar system (5.1) thereby reduces to a single real semilinear ODE
Solutions of the ODE (5.5) for A(ξ) represent the level set C 1 = const of solutions (A(ξ), Φ(ξ)) to the polar system (5.1), or equivalently the level set
of solutions U(ξ) to the scaling-group ODE (2.47).
Note that the level-set ODE (5.5) will be linear iff C 1 = 0 and p = −1.
Proposition 13. In the nonlinear case C 1 = 0 or p = −1, the level-set ODE (5.5) admits no point symmetries.
Since both the level-set ODE (5.5) and the polar system (5.1) have no point symmetries, only the second reduction method (cf section 3.2) is applicable by using the linearization of ODE (5.5) which holds when C 1 = 0, p = −1.
5.1.
Linearization of the scaling-group ODE. In the case C 1 = 0 and p = −1 (n = −4), the level-set ODE (5.5) for A(ξ) becomes linear,
The general solution of this ODE is given by Hence we obtain the following result.
Proposition 14. For p = −1, the scaling-group ODE (2.47) has a solution
ıµ ln ξ + ıC 4 ), n = −4, (5.11) with real constants C 2 , C 3 , C 4 .
6. Solutions to the optimal pseudo-conformal-group ODE The reduction of order methods from section 3 will be considered last for the pseudoconformal-group ODE (2.56) arising by the reduction of the radial Schrödinger equation under its optimal subgroup of point symmetries (2.42d).
We begin by using polar variables U = A exp(ıΦ) to convert this U(1)-invariant ODE (2.56) into a semilinear system of real ODEs Solutions of the ODE (6.5) for A(ξ) represent the level set C 1 = const of solutions (A(ξ), Φ(ξ)) to the polar system (6.1), or equivalently the level set
of solutions U(ξ) to the pseudo-conformal-group ODE (2.56).
Note that the level-set ODE (6.5) will be linear iff C 1 = 0 and p = −1 (n = −4).
Proposition 15.
In the nonlinear case C 1 = 0 or p = −1 (n = −4), the level-set ODE (6.5) admits no point symmetries.
Since both the level-set ODE (6.5) and the polar system (6.1) have no point symmetries, only the second reduction method (cf section 3.2) is applicable by using the linearization of ODE (6.5) which holds when C 1 = 0, p = −1 (n = −4).
6.1.
Linearization of the pseudo-conformal-group ODE. In the case C 1 = 0 and p = −1 (n = −4), the level-set ODE (6.5) for A(ξ) becomes linear, with real constants C 2 , C 3 , C 4 .
Group-invariant Radial Solutions
All of the group-invariant solutions derived in sections 4, 5, and 6 through the optimal subgroups of point symmetries (2.42b), (2.42c), and (2.42d) will now be written out in the form u = f (t, r) for the radial Schrödinger equation (1.2) and its alternative two-dimensional formulation (1.5). Wherever possible, solutions are merged into families that do not overlap. 
