In the character-based phylogeny reconstruction for n objects and m characters, the input is an n × m-matrix such that position i, j keeps the state of character j for the object i and the output is a binary rooted tree, where the input objects are represented as leaves and each node v is labeled with a string of m symbols v 1 . . . v m , v j representing the state of character j, with minimal number of state changes along the edges of the tree, considering all characters. This is called the Large Parsimony Problem. Live Phylogeny theory generalizes the phylogeny theory by admitting living ancestors among the taxonomic objects. This theory suits cases of fast-evolving species like virus, and phylogenies of non-biological objects like documents, images and database records. In this paper we analyze problems related to most parsimonious tree using Live Phylogeny. We introduce the Large Live Parsimony Problem (LLPP), prove that it is NP-complete and provide a branch and bound solution. We also introduce and solve a simpler version, Small Live Parsimony Problem (SLPP), which is used in the branch and bound.
INTRODUCTION
Character state phylogeny reconstruction aims to explain the evolutionary history of taxonomic objects and their relations by common ancestors, based on states of the characters that each object possesses. This is done by building a binary rooted tree, where leaves represent the objects of interest and the internal nodes represent hypothetical ancestors.
An approach for character state phylogeny reconstruction is parsimony, where one tries to minimize the total number of character state changes along the edges of the tree (Felsenstein, 2004; Setubal and Meidanis, 1997) .
The Large Parsimony Problem (LPP) takes as input n objects, each one labeled by a string of m symbols s 1 . . . s m where s j represents the state of character j, and a symmetric score function δ(a, b) that expresses the cost of changing any character from state a to state b. The output is a binary rooted tree T where the leaves are the input objects, and each internal node v is labeled with a string of m symbols v 1 . . . v m , with symbol v j representing the state of character j, such that d(v, w) = ∑ m j=1 δ(v j , w j ) and S(T ) = ∑ (v,w)∈T d(v, w) is minimum. The distance d(v, w) between adjacent nodes v, w expresses the cost of changes that occurred between them. This minimum value is called minimum parsimony score. This problem is NP-hard (Goëffon et al., 2011 ).
An easier version of LPP is the Small Parsimony Problem (SPP), where the tree is also given, and it remains only to label the internal nodes minimizing the total score (Jones and Pevzner, 2004 ).
An extended theory called Live Phylogeny was defined in (Telles et al., 2013) . Live phylogeny generalizes traditional phylogeny reconstruction by admitting the presence of living ancestors, called live internal nodes, among the input objects. Live phylogeny suits well for sets of fast-evolving objects, like viruses (Castro-Nallar et al., 2012; Gojobori et al., 1990) , or for non-biological ones, such as documents or relational database entries (Cuadros et al., 2007; Paiva et al., 2011) .
Here we introduce new versions of LPP and SPP using live internal nodes, called Large Live Parsimony Problem (LLPP) and Small Live Parsimony Problem (SLPP), respectively. These new problems generalize LPP and SPP allowing live internal nodes in trees. LLPP can produce a tree with live internal nodes. In SLPP, the input is a tree where not only the leaves, but also some internal nodes may be previously labeled.
Before dealing with LLPP we will focus on SLPP because, although SLPP is easier than LLPP, we need a solver for SLPP to construct a branch and bound algorithm for LLPP. Furthermore, SLPP may be useful to solve the LLPP in the same fashion that SPP is used by many heuristics to solve the LPP (Yan and Bader, 2003) . The text is organized as follows. In Section 2 we describe solutions for two variants of SPP. Section 3 is devoted to solve SLPP for both variants. In Section 4 we prove that LLPP is NP-complete and in following section we provide a branch and bound solution. In Section 6 we conclude this work.
THE SMALL PARSIMONY PROBLEM (SPP)
We assume that characters evolve independently, so SPP can be solved separately for each character. We will consider two types of score function: general and binary. Each state of a character is a symbol from a set S, |S | = k.
SPP with General Score Function
Sankoff (Sankoff, 1975) solved SPP using dynamic programming. Let s t (v) be the minimum parsimony score of subtree rooted at node v labeled with state t.
Recall that the problem is being solved for a single character. Thus, s t (v) can be easily calculated:
where u and w are the children of v. The initialization for this bottom-up algorithm consists in setting, for each leaf v and each state t, s t (v) = 0 if v is labeled with t, or s t (v) = ∞ otherwise. At each step, after computing s t (u) and s t (w) for all t, s t (v) may be calculated also for all t. At the end, the minimum parsimony score is given by min t∈S s t (root).
As usual in dynamic programming, by backtracking the choices made at the nodes, it is possible to reconstruct an optimal assignment of labels. The algorithm takes time O(nk 2 ).
SPP with Binary Score Function
Fitch (Fitch, 1971) , even before Sankoff and using a similar approach, solved this problem in time O(nk) for the particular scoring function δ(a, b) = 1 if a = b, and δ(a, b) = 0 if a = b.
The algorithm uses an auxiliary structure S v , the set of possible values for label v. The algorithm performs two steps. First it does a post-order tree traversal. If v is a leaf labeled with t, S v = {t}. Otherwise
where u and w are the children of v. Secondly it does a preorder tree traversal. The root is labeled with any element in S root . Then, every node w with parent v is labeled as follows:
It is important to notice that Equation 3 works even if w is a leaf, since S w contains only one element.
THE SMALL LIVE PARSIMONY PROBLEM (SLPP)
In this section we provide solutions for SLPP, as defined in Section 1, for both kinds of score function, modifying Sankoff's and Fitch's algorithms.
In both cases we need to change the way we deal with internal nodes representing objects, named live internal nodes. Like a leaf, a live internal node has its label already defined by the input and we cannot change it.
SLPP with General Score Function
The modified version of Sankoff's algorithm preserves the original initialization, but this time including all live internal nodes. So, the algorithm starts by assigning, for each leaf v, zero to s t (v) if v is labeled with t, or ∞ otherwise. The same assignment is made for each live internal node.
Considering the δ function as defined in Table 1 . Figure 1 shows an example of this initialization step, where gray rectangles show the values of s A (v), s C (v), s G (v), s T (v) for each leaf or live internal node v. 
At each step, let v be an internal node with children u and w. If v is not live, then Equation 1 is used as before. Otherwise, lett be the state already defined for v. Since labelt of v cannot be changed, the algorithm does not change any s t (v),t =t, previously defined as ∞, but instead calculates only st (v) using Equation 1. Although the label of v does not change, st (v) needs to be calculated in order to make sure that the minimum parsimony score for the subtree rooted by v is correctly computed, provided thatt is the label of v. Figure 2 shows this calculation and the arrow shows its direction (from leaves to root). The last part of the algorithm (recovering the best choices and labeling the nodes) works exactly as before, since that if the root is a live internal node with labelt then s t (root) = ∞ for each t =t, and st (root) = ∞. Thus, as in Sankoff's Algorithm, the minimum parsimony score is given by min t∈S s t (root). We can see this part in Figure 3 . The big arrow shows the direction of labeling (from root to leaves) and small arrows shows, at each internal node, the characters of children that minimizes the (minimum) operators of equation 1.
The algorithm correctness is as follows. Let T be a binary rooted tree with a labeling of all live internal nodes, and δ(a, b) the symmetric function defining the cost of changing any character from state a to state b. By induction in the height h of T , if h = 0 then T has only one labeled live internal node r. After initialization, st (r) = 0, and s t (r) = ∞ for each t =t, wheret is the label of r. The minimum possible value that can be reached by st (r) is zero. Assume that for each tree rooted by node r with height less than h, each state t is such that s t (r) = ∞ or is the minimum parsimony, and there exists at least one t such that s t (r) is not infinite. Now, let T be a tree rooted by r and height h > 0. Let u, w be the children of r. For each t, s t (r) is calculated using Equation 1. By induction hypothesis, there exists at least one state t 1 such that s t 1 (u) = ∞ and minimum, and at least one state t 2 such that s t 2 (w) = ∞ and minimum. The algorithm chooses, among all states t, one that minimizes s t (r). Then the modified Sankoff's Algorithm calculates the minimum parsimony score of T .
The running time is the same, O(nk 2 ), and the final labeling is optimal under the assumption that each live internal node label was previously chose.
SLPP with Binary Score Function
To efficiently solve SLPP with binary score function, we introduced two modifications in the Fitch's Algorithm. In the initialization step the algorithm sets, for each leaf and also for each live internal node v labeled with t, S v = {t}. Figure 4 shows the tree after this first step of the algorithm. During the post-order traversal we cannot apply Equation 2 for live internal nodes, because in SLPP they already have their corresponding sets with a single letter representing their respective labels. Figure 5 shows this calculation step. In the final step, the preorder traversal is the same as in Fitch's Algorithm, since Equation 3 works well for live internal nodes, as it works for leaves.
The correctness of this algorithm follows easily from the traversals in the tree. In the top-down phase, if the label of a node was computed from the intersection of its children sets, then both children are labeled with the same state assigned to their father, resulting in cost zero for both edges. Otherwise, the label was computed from their union, and since the intersection of the children sets was empty, there is an edge of cost zero and the other edge of cost one, which is the minimum number of changes.
THE LARGE LIVE PARSIMONY PROBLEM (LLPP)
The definition of LLPP is the same as LPP (Section 1), except for the output. Here the binary rooted tree T may have input objects representing internal nodes (the live internal nodes). In this section we prove that LLPP is NP-complete and provide a branch and bound solution for it. To prove that LLPP is NP-complete, we state the decision version of the problem by adapting the original optimization problem defined in Jones (Jones and Pevzner, 2004) . Let S(T ) be the score of a tree T .
Large Live Parsimony Problem (LLPP)
Instance: A matrix M n×m and a constant B ∈ R + Question: Is there a tree T , fully labeled, with l ≥ 0 live internal nodes and n − l leaves labeled by n rows of M, such that S(T ) ≤ B ?
Theorem 1 LLPP is NP-complete.
Proof. First we observe that LLPP is in NP. Given a fully labeled tree T , for every adjacent nodes v, w we obtain distance d(v, w) in polynomial time and we calculate S(T ) by traversing T . Then we check if S(T ) ≤ B in polynomial time.
To complete the proof we will reduce LPP, which is NP-complete, to LLPP.
Given an instance (M, B) of LPP, we generate an instance (M , B ) for LLPP by making M = M and B = B.
We prove the reduction showing that an answer yes for (M, B) implies to an answer yes for (M , B ) and vice-and-versa.
If (M, B) has an answer yes for LPP, then exists a fully labeled tree T , with exactly n leaves and l = 0 live internal nodes labeled by n rows of M such that S(T ) ≤ B. Thus, the same T answers yes to (M , B ) .
Conversely, if the instance (M , B ) = (M, B) has an answer yes for LLPP, then exists a fully labeled tree T , with l ≥ 0 live nodes and n − l leaves labeled by n rows of M, such that S(T ) ≤ B = B.
We construct T , a solution for LPP, according to one of the following cases:
• If T does not have live nodes (l = 0), just take T = T . T is a fully labeled tree with exactly n leaves labeled by n rows of M, with S(T ) ≤ B, which corresponds to an answer yes to LPP.
• If T has live internal nodes (l > 0), then construct T from T creating, for each live internal node v, two internal nodes v 1 and v 2 with the same labeling of v. Each child of v becomes child of v 2 ; and v 1 is father of v 2 and v. Figure 6 shows this transformation. As the two nodes inserted into T has the same labeling of v, T will have exactly the same parsimony score of T , that is,
S(T ) = S(T ).
This transformation is applied repeatedly in all live internal nodes until no live internal nodes remain. As the transformation preserves the parsimony score, the tree T obtained at the end of this sequence of transformations is such that S(T ) = S(T ) ≤ B and has exactly n leaves labeled by n rows of the matrix M. Thus T gives answer yes to LPP.
Although the tree T built from T in this reduction may contain internal nodes with labels from the input set, it still is an answer for LPP, since it is a binary rooted tree where the leaves are the input objects. In both cases the construction of T can be made in polynomial time. This reduction from LPP to LLPP completes the proof of the theorem. 
BRANCH AND BOUND FOR LLPP
The basic idea for the branch and bound is to apply the same strategy used for LPP, proposed in (Hendy and Penny, 1982) . It is based on an incremental construction of the tree, inserting one species at a time and analyzing all possible edges where the new node can be included. Before completing the construction of the tree, the parsimony score is calculated, solving the SPP, and then compared to the best score obtained so far. If the current score is greater than or equal to the current best, the tree under construction is discarded and the algorithm continues from the next possible alternative. We will extend the traditional strategy allowing species to be inserted into hypothetical internal nodes, turning them to live internal nodes. Figure 7 illustrates two possibilities for the inclusion of node 4 (among others not shown). Figure 7 (a) and Figure 7(b) show the inclusion of node 4 as a leaf and as a live internal node, respectively. One of the premises of branch and bound is that all possible trees can be obtained and some of them are discarded by a good pruning. In the traditional case, as noted by (Hendy and Penny, 1982) , the order of inclusion of the species does not matter. However, in live phylogeny, depending on the previously defined order of inclusion of the nodes, some trees will not be generated, as we can see on Figure 8 if the order of the species is 0, 1, 2, 3, 4. We avoid this problem with extra computational effort. The algorithm works with three nested loops. The outer loop generates all possible orders of inclusion the species stored in a n-position array OS. The next loop generates all possible orders of construction of trees, controlling at which edge or node each species will be included. This order will be stored in an nposition array OC. Finally, the inner loop repeats the following sequence of steps, controlled by i, to complete the tree or give up the current construction: (1) traverse the partial tree setting numbers for the edges and internal nodes; (2) insert species OS[i] breaking the edge OC [i] or at the internal node indicated by OC[i] (making it live); (3) test whether the partial tree can generate an optimal solution, and if it don't, interrupt the loop, indicating i as the position where the current search for the optimal tree failed and requesting the next OC position. At this step, we use the polynomial-time solution of SLPP to calculate the parsimony score of the partial tree and test against the best score so far.
To illustrate the branch, we will use the input matrix M shown in Figure 9 , with six species and two characters. By using the inclusion order of species 0, 1, . . . 5 and construction order 0, 0, 0, 0, 0, 0, we get the tree shown in Figure 10 . Figure 12 shows a most parsimonious tree with minimal score for M obtained by the proposed branch and bound strategy. Note that a most parsimonious tree obtained by branch and bound may be equal to the tree obtained by traditional branch and bound, or at least have the same score. If we want a most parsimonious tree with l > 0 live internal nodes, we only need to change the second loop to generate construction orders that have l live internal nodes.
As pointed by (Hendy and Penny, 1982) , the running time of traditional branch and bound for n species and m characters is O(mn n ), although this time is not reached in most cases with biological sequence data. Because we included another external loop that generates all permutations of species, our branch and bound running time is O(n!mn n ). This branch and bound will be useful to construct benchmarks for future heuristics on LLPP.
Two samples, one with 8 species and 10 characters and other with 9 species and 10 characters were solved by branch and bound in approximately 54 minutes and 20 hours, respectively, in an Intel Core i5-4590 CPU 3.30GHz with 4GB of memory.
CONCLUSION
In this paper we analyzed problems related to how to find the most parsimonious tree in the Live Phylogeny problem.
We introduced the Large Live Parsimony Problem (LLPP), and a simpler version, called Small Live Parsimony Problem (SLPP). SLPP is a version of Small Parsimony Problem (SPP), but this time admitting live ancestors in the phylogenetic tree. Polynomial-time solutions for two variants of SLPP have been provided (both general and binary score functions) based on previously well-known solutions for SPP. We proved the NP-completeness of LLPP and also presented a branch and bound algorithm for it using as a subroutine the polynomial-time solution of SLPP. This is an ongoing work and deeper validations are necessary. We believe that SLPP may be used as subroutine in heuristics to solve LLPP.
