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Hypoxia, the condition of low dissolved oxygen, is a topic of interest throughout 
aquatic ecology. Hypoxia has many realized and potential impacts on biogeochemical 
cycles and animal populations, many of which are negative. The extent and occurrence of 
hypoxic conditions has been on the rise globally, despite some reductions due to nutrient 
management success stories. Long-term increases in the volume of bottom-water hypoxia 
have been observed in Chesapeake Bay. Although there is evidence for the occurrence of 
low oxygen conditions historically in Chesapeake Bay, including direct observations of 
anoxia prior to the mid-20
th
 century large-scale nutrient load increases, hypoxic volume 
has increased over the last 50 years. Surprisingly, the volume of hypoxia observed for a 
given nutrient load has doubled since the mid-1980s, suggesting controls beyond nutrient 
loading.  
I conducted retrospective data analyses and numerical modeling studies to 
understand the controls on and consequences of hypoxia in Chesapeake Bay over 
multiple time and space scales. The doubling of hypoxia per unit TN load was associated 
   
with an increase in bottom-water inorganic nitrogen and phosphorus concentrations, 
suggesting the potential for a positive feedback, where hypoxia-induced increases in N 
and P recycling support higher summer algal production and subsequent O2 consumption. 
I applied a sediment biogeochemical model at several stations in Chesapeake Bay, which 
revealed that hypoxic conditions substantially reduce denitrification and phosphorus 
sorption to iron oxyhydroxides, leading to the elevated sediment-water N and P fluxes 
that drive this feedback. An analysis of O2 dynamics during the winter-spring indicate 
that the day of hypoxia onset and the rate of March-May water-column O2 depletion are 
most strongly correlated to chlorophyll-a concentrations in bottom water; this suggests 
that the spring bloom drives early season O2 depletion. Metrics of winter-spring O2 
depletion were un-correlated with summer hypoxic volumes, however, suggesting that 
other controls (including physical forcing and summer algal production) are important. I 
used a coupled hydrodynamic-biogeochemical model for Chesapeake Bay to discover 
that summer algal production is necessary to maintain hypoxia throughout the summer, 
and that nutrient load-induced increases in hypoxia are driven by elevated summer 
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Depletion of dissolved oxygen from coastal waters is a widespread phenomenon 
that appears to be growing globally (Díaz and Rosenberg, 2008; Gilbert et al., 2010; 
Rabalais and Gilbert, 2009). There is considerable interest in this phenomenon because 
low oxygen causes physiological stress for most marine metazoans. Oxygen 
concentrations below approximately 30% saturation (“hypoxia” = O2 < 62.5 M or 2 mg 
l
-1
) interrupt normal metabolism and behavior of fish and invertebrates causing reduced 
growth and increased mortality (Díaz, 2001). Extended periods of hypoxia and relatively 
brief exposure to anoxia (zero O2) tend to cause mortality for many marine animals 
(Vaquer-Sunyer and Duarte, 2008). Hypoxia may also affect predator-prey interactions 
and food web structures, with low O2 zones providing more tolerant organisms extended 
habitat for foraging and/or for refuge from predation (Decker et al., 2004; Nestlerode and 
Diaz, 1998).  In addition, low O2 levels alter the oxidation-reduction balance in marine 
sediments and associated biogeochemical processes, including coupled nitrification-
denitrification (Kemp et al., 1990) and inorganic phosphorus sorption to metal oxide-
hydroxide complexes (Middelburg and Levin, 2009; Slomp and Van Cappellen, 2007).  
Oxygen depletion occurs at various time and space scales from an imbalance 
between biological and physical sources and sinks for O2. In very shallow (1-5 m) tidal 
rivers and lagoons with non-stratified water columns that are enriched with inorganic 
nutrients, hypoxic conditions tend to appear and disappear on short (hours-days; Fig. 1.1) 
time-scales (D'Avanzo and Kremer, 1994; Tyler et al., 2009). Slightly deeper (3-8 m) 
microtidal systems typically experience periodic stratification that may allow episodic 
hypoxia to occur on daily-to-weekly scales (Fig. 1.1), fluctuating with changes in wind-
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driven mixing (Park et al., 2007). In deeper (10-50 m) estuaries and shelf systems with 
stratified water columns, hypoxia often occurs during much of the summer (2-4 mo; Fig. 
1.1) season (Kemp et al., 1992; Rabalais and Turner, 2006).  In much deeper (>100 m) 
coastal seas and fjords, strongly stratified water columns result in virtually permanent 
hypoxia/anoxia, that may change in size and position with decadal-scale variations in 
circulation (Zillen et al., 2008).  
It has been made clear that eutrophication (i.e., anthropogenic nutrient and 
organic enrichment of waters) is contributing to the expansion of occurrence, intensity, 
and duration of hypoxic conditions in coastal waters worldwide (Díaz and Rosenberg, 
2008). Dissolved inorganic nutrient additions tend to fertilize growth, sinking and 
decomposition of phytoplankton in bottom waters of estuaries, bays, and inland seas. For 
many coastal systems in the industrialized regions of the world, there have been major 
socio-economic commitments to remediate hypoxic zones by reducing nutrient loading 
from the adjacent catchment and overlying atmosphere (Boesch, 2002; Carstensen et al., 
2006). Although substantial socio-economic investments have been made to reduce 
hypoxia in many regions worldwide (Kronvang et al., 2005), recent analyses of historical 
data from European and North American coastal systems suggest little evidence for 
simple and straightforward responses of hypoxia to remediation actions (Conley et al., 
2009a; Duarte et al., 2009; Kemp et al., 2009).  
One of the complicating factors in understanding eutrophication impacts on 
dissolved O2 is the significant contribution of hydrodynamic variability to O2 dynamics. 
In many coastal systems, density stratification is sufficient to create a bottom layer 
isolated from surface waters and impede downward mixing of O2 from surface waters, 
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thereby reducing physical replenishment and allowing depletion of bottom water O2 
through aerobic respiration of accumulated organic matter (Kemp et al., 1992). Buoyancy 
of the upper layer is increased and stratification is strengthened by seasonal inputs of 
fresh water (Boicourt, 1992) and warming of surface waters (Welsh and Eller, 1991). 
Relatively weak stratification in systems such as the Neuse River estuary, Long Island 
Sound, and Mobile Bay can be disrupted by typical summer wind events (O’Donnell et 
al., 2008; Stanley and Nixon, 1992; Turner et al., 1987). In any given year, stronger 
stratification, created by larger freshwater input or warmer surface water, is more 
resistant to disruption by wind events (Lin et al., 2008). Ventilation of bottom-water 
hypoxia may involve relatively complex mechanisms, where for example wind stress 
induces the straining of density fields (Scully et al., 2005), lateral tilting of the pycnocline 
(Malone et al., 1986), alteration of far-field coastal circulation (Wiseman et al., 1997), or 
interaction with spring-neap tidal cycles (Sharples et al., 1994). In stratified systems with 
estuarine circulation, bottom-water O2 pools are also replenished by landward transport 
of O2-rich water from downstream or offshore sources (Kemp et al., 1992; Kuo et al., 
1991; Wiseman et al., 2004). Because hypoxia in stratified coastal systems is confined to 
the bottom layer, respiration must be fueled by labile organic matter, typically organic 
particles sinking from the upper water column (Chen et al., 2007; Hagy et al., 2005).  
Long-term trends and decadal-scale cycles in climatic forcing can also exert 
control over O2 concentrations in bottom waters via changes in temperature, salinity, 
freshwater inputs, and wind stress (Rabalais et al., 2009). For example, recent increases 
in water temperature (Nixon et al., 2004), which are expected to continue with increases 
in atmospheric CO2 concentrations, will have direct and indirect consequences for 
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hypoxia. The direct effects include decreased solubility of O2 in water and enhanced 
respiration rates, while indirect effects include changes in food webs resulting from 
spatial and temporal shifts in species distribution and abundance (Najjar et al., 2010; 
Nixon et al., 2009). In addition, long-term increases in relative sea level occurring in 
many coastal regions worldwide (Holgate and Woodworth, 2004) may result in elevated 
bottom water salinities (Hilton et al., 2008), thus potentially enhancing stratification and 
reducing ventilation of deep waters. Long-term increases or decreases in freshwater input 
caused by global climate change will influence hypoxia in many coastal systems by 
increasing or decreasing (respectively) the stratification strength and nutrient delivery 
rate (Arnell, 1999; Justíc et al., 2003). Lastly, long-term trends and decadal-scale shifts in 
atmospheric pressure fields and circulation (Ogi et al., 2003) may alter the magnitude and 
direction of wind stress, causing changes in vertical mixing and oxygenation of O2-
depleted bottom waters in coastal systems (Scully, 2010a; Wilson et al., 2008).        
Although external forcing of physical and biological processes strongly influences 
coastal ecosystem dynamics and hypoxia development, internal ecosystem structure and 
associated processes are also important. For example, internal processes regulate key 
biogeochemical fluxes, including production and consumption of organic carbon and 
cycling of inorganic nutrients. These processes, which create positive and negative 
feedbacks within the ecological system, can influence O2 dynamics in coastal water 
columns (Kemp et al., 2005). Marine suspension-feeding benthic bivalves can effectively 
control phytoplankton growth, especially in shallow coastal systems (Dame and Olenin, 
2005; Prins et al., 1998), leading to the suggestion that  mussels, oysters and other reef-
forming benthic bivalves could potentially regulate phytoplankton sufficiently to reduce 
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hypoxia in eutrophic coastal systems (Newell and Ott, 1999). Although field-scale 
documentation of benthic grazing impacts mitigating coastal hypoxia is limited, several 
modeling studies have demonstrated potential effectiveness (Banas et al., 2007; Cerco 
and Noel, 2007). Bottom water O2 concentrations can influence the balance between 
decomposition and preservation of organic matter deposited on the seafloor through a 
variety of complex interactions (Middelburg and Levin, 2009). Numerous experiments 
where natural organic matter is allowed to decompose under controlled conditions with 
and without O2 have been generally inconclusive (Westrich and Berner, 1984); however, 
more recent laboratory and field investigations tend to support the idea that 
decomposition rates are retarded by absence of O2 due to a range of mechanisms 
including loss of macrofauna activity and sulfide inhibition of microbial metabolism 
(Middelburg and Levin, 2009).  
Sediment biogeochemical processes, porewater chemistry, and nutrient recycling 
are clearly influenced by low water column O2 and associated sediment oxidation-
reduction (redox) profiles. For both nitrogen (N) and phosphorus (P), benthic recycling 
efficiency (the fraction of inputs of organic N and P to sediments that efflux back to 
overlying water) tends to increase with decreasing bottom water O2 concentrations (Testa 
and Kemp, 2012). In the presence of O2, NH4
+
 tends to be oxidized completely to 
NO3
-
 (or to NO2
-
 and N2O) by chemoautotrophic nitrifying bacteria, where a substantial 
fraction of the NO3
-
 generated in nitrification is generally reduced in surrounding 
anaerobic zones via denitrification to gaseous N2 (or N2O) - forms that are virtually 
unavailable for assimilation by plants (Seitzinger, 1988 ). Under conditions with hypoxic 
overlying water, sediments with low redox levels and high sulfide concentrations favor 
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dissimilatory reduction of NO3
-
 back to NH4
+
 over denitrification (Tiedje, 1987) and 
strongly inhibit nitrification (Joye and Hollibaugh, 1995). Although anammox (anaerobic 
oxidation of NH4
+
 to N2 with NO2
-
) may occur with anoxia, it is limited by availability of 
NO2
-
, and rates tend to be substantially lower than denitrification in most coastal 
sediments (Revsbech et al., 2006). Thus, hypoxic and anoxic bottom waters greatly 
suppress nitrification and denitrification rates, causing a higher % of total nitrogen to be 
recycled to overlying water as NH4
+
 (Fig. 1.2). Similar dynamics involving hypoxia and 
PO4
3-
 recycling are attributable to totally different mechanisms (Fig. 1.3). Under 
normoxic conditions, dissolved PO4
3-
 binds to oxides and hydroxides of Fe and Mn, 
forming amorphous solid-phase substances that are retained in sediments (Froelich et al., 
1982). In contrast, hypoxic conditions promote reduction of Fe and Mn to soluble states, 
thereby releasing bound PO4
3- 
. The presence of free sulfide, which has a very high 
affinity for binding sites on Fe and Mn, further promotes rapid release PO4
3-
 and efflux to 
overlying waters (Caraco et al., 1989).  
Many benthic invertebrate macrofauna (e.g., polychaetes, bivalves, amphipods), 
which are highly susceptible to physiological stresses or mortality from bottom-water 
hypoxia and anoxia (Díaz and Rosenberg, 1995) and exert strong influence on N and P 
cycling in coastal marine sediments. Although direct excretion by these organisms tends 





 by enhanced O2 advection into sediment porewater. Macrofauna burrows, 
tunnels and tubes that penetrate (0.2 – 10 cm) into sediments are ventilated by natural 
circulation and by active animal pumping of overlying water (Aller, 1982), which 
stimulates sediment nitrification and strengthens its coupling to denitrification by 
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increasing the effective area of oxic-anoxic interfaces (Pelegrí and Blackburn, 1995) and 
retards dissolution of Fe-Mn-oxide-hydroxide complexes, promoting burial of PO4
3-
 
rather than release to overlying waters (Middelburg and Levin, 2009; Welsh, 2003). In 




 recycling to 
overlying waters by both geochemical and biological processes. 
As a result of such complex bio-chemical-physical integrations, a broad range of 
possible aquatic ecosystem responses to changes in nutrient loading have been defined 
from theory and observation. There are surprisingly few documented examples of coastal 
hypoxia response to reduced nutrient loading (Kemp et al., 2009); however, basic 
ecological theory (Scheffer et al., 2001; Testa and Kemp, 2011) suggests several possible 
response trajectories (Fig. 1.4, left panels). In the simplest case, responses of hypoxia to 
loading might be relatively continuous and linear (Murphy et al., 2011), where hypoxia 
increases and decreases along the same pathway in proportion to changes in nutrient 
loading (Fig. 1.4). Alternatively, hypoxia might minimally respond to an initial increase 
or decrease in nutrients until the system approaches a “threshold” (Fig. 1.4), where 
relatively small changes in nutrient input cause abrupt changes in hypoxia (Cox et al., 
2009). Coastal ecosystems may, however, follow complex non-linear trajectories 
(including hysteresis; Fig. 1.4) in response to nutrient input declines if nutrient-induced 
eutrophication changed the fundamental ecosystem character, including trophic structure, 
habitat conditions, and biogeochemical cycles (Duarte et al., 2009). Such altered systems 
may require larger nutrient reductions to return the system to its original state (Oguz and 
Gilbert, 2007).  
 9 
 
Recent reviews have examined case studies of how coastal ecosystems have 
responded to changes in nutrient loading and other external variables (Kemp et al., 2009; 
Rabalais et al., 2007). For example, improved and more widely applied secondary sewage 
treatment in the 1960s through the 1980s led to major reductions discharge of labile 
organic matter and reduced inorganic ions to coastal waters in North America and Europe 
(Patrick, 1988). As a result, O2 conditions were restored to near-pre-eutrophication levels 
(e.g., Fig. 1.4, right panel) in many major metropolitan areas (Brosnan and O’Shea, 1996; 
Jones, 2006; Patrick, 1988; Soetaert et al., 2006). For some heavily enriched coastal 
systems (Andrews and Rickard, 1980), however, recovery trajectories exhibited threshold 
responses (Fig. 1.4, right panel). In contrast, many larger estuaries where diffuse 
inorganic nutrient loads dominate, responses of hypoxia to changes in nutrient loading 
have been less clear. Although major reductions in nutrient loads have resulted in reduced 
hypoxia via reduction (Fig. 1.4, right panel) in nutrient-fueled algal biomass (Mallin, 
2005; Mee, 2006), many partially stratified coastal ecosystems have reported little 
change, or even increased hypoxia, in response to reduced nutrient loading (Conley et al., 
2009a; Hagy et al., 2004; Testa et al., 2008; Turner et al., 2008).  
On such system with apparently non-linear responses of hypoxia to nutrient 
loading is Chesapeake Bay, a large estuary in the United States that receives freshwater, 
nutrient, and organic matter inputs from several rivers, the largest of which is the 
Susquehanna. Dramatic ecological changes have occurred in Chesapeake Bay during the 
past century as a result of nutrient enrichment driven by human population growth and 
land-use changes in its watershed (Kemp et al., 2005). Effects of Bay eutrophication have 
been compounded by extensive loss of key habitats, including tidal marshes, seagrass 
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beds, and reefs of the filter-feeding eastern oyster, which harbor diverse animal 
populations and act as sinks for suspended particles and dissolved nutrients. One of the 
most important ecologically damaging effects of nutrient enrichment in Chesapeake Bay 
has been a long-term increase in the duration and volume of seasonal bottom-water 
hypoxia (Hagy et al., 2004; Murphy et al., 2011). Because Chesapeake Bay has a large 
ratio of watershed–to-estuary area, a deep channel isolated from the atmosphere during 
summer stratification, and a long water-residence-time, it is particularly susceptible to 
hypoxia and related effects of eutrophication (Kemp et al., 2005). Although incidents of 
hypoxia were reported as early as the 1930s (Newcombe and Horne, 1938), direct 
measurements and geochemical indicators suggest that intense and recurrent hypoxia and 
anoxia were uncommon before a rapid increase in nutrient loading starting in the 1950s 
(Hagy et al., 2004; Zimmerman and Canuel, 2000). Extensive efforts to curb nutrient 
enrichment of Chesapeake Bay are reflected in the stabilization and slight decline in 
spring nitrogen loading from the Susquehanna River since ~1990, which appears to have 
been associated with a decline in later summer hypoxic volumes (Murphy et al., 2011). 
During this period of declining N loading, however, early summer hypoxia volume has 
continued to rise (Hagy et al., 2004; Murphy et al., 2011), resulting in an abrupt doubling 
of the hypoxia volume per unit spring N load (see Chapter 2).   
Causes for this shift in hypoxia volume per N-loading are uncertain, however, it 
generally coincided with notable changes in several key factors that may have contributed 
to the hypoxia increase (Kemp et al., 2009). The rapid increase in surface water 
temperatures (~0.7
o
C) that occurred over two decades around 1985 (Kaushal et al., 2010) 
would be sufficient to reduce O2 saturation level by ~ 0.20 mg l
-1
 and possibly increase 
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respiration by ~5-10% (Sampou and Kemp, 1994). The relative abundance and filtering 
capacity of the eastern oyster (Crassostera virginica) in Chesapeake Bay have declined 
by almost 100-fold over the past 150 years due to over-fishing and two disease outbreaks 
(Newell, 1988). The drought-induced final decline in oyster harvest during the 10-15 
years around 1985 (Kimmel and Newell, 2007) was ~10% of this overall drop between 
1900 and the present (Fig. 1.5). Recent modeling (Cerco and Noel, 2007) studies have 
concluded that 10-fold increases in oyster filtration (equivalent to reversing the decline in 
the 1980s) would induce a 0.3 mg l
-1
 increase in average mid-Bay bottom water O2 
concentration. The absence of any signal of increased phytoplankton corresponding to the 
oyster decline, however, raises some doubt about this explanation for the hypoxia shift. 
Other large changes in the Bay, including losses of marshes and seagrass beds, were 
important for Bay nutrient budgets (Kemp et al., 2005); however, they are out of phase 
with this abrupt increase in hypoxia.  
On the other hand, abrupt changes in atmospheric forcing or continental shelf 
circulation might be strong enough to alter vertical or horizontal replenishment of bottom 
water O2 in the Bay. For example, recent modeling and data analysis suggest that sea 
level rise tends to cause increases in salt flux and bottom-layer salinity in Chesapeake 
Bay (Hilton et al., 2008), which could have increased stratification. Other evidence 
suggests an increase in the latitude of the north wall of the Gulf Stream since the 1980s 
(Taylor and Stephens, 1998) that may have reinforced the trend associated with sea level 
rise by causing an increase in salinity at the Bay mouth (Lee and Lwiza, 2008). A shift 
from negative to positive values for the winter North Atlantic Oscillation (NAO) index in 
the late 1970s (http://www.cgd.ucar.edu/cas/jhurrell/indices.html, Fig. 1.5) may be related to the 
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change in the Gulf Stream position (Taylor and Stephens, 1998). Such a shift in NAO 
might also lead to changes in the prevailing wind direction and intensity during summer 
(Ogi et al., 2003; Scully, 2010a), which could affect the strength of stratification and 
associated ventilation of hypoxic bottom waters in summer. Although many of the 
ecological and biogeochemical factors discussed here may have contributed to the 
initiation and resilience of this hypoxia regime shift, it remains unclear what the primary 
driver of the regime shift may be. 
Thus, it is clear that many questions remain regarding long-term changes in 
Chesapeake Bay hypoxia. It is the aim of this dissertation to address several of these 
questions using a combination of retrospective data analysis and numerical models. 
Because the dynamics of dissolved O2 result from a complex suite of controls over 
multiple time-scales, tools like numerical models are preferred, if not necessary tools to 
address these questions.  
Synopsis 
Chapter 2: Hypoxia-induced shifts in nitrogen and phosphorus cycling in Chesapeake  
                  Bay  
 
We investigated interactions between hypoxia and nutrient cycling in Chesapeake 
Bay using quantitative analysis of long-term monitoring data covering the periods 1965-





, and O2, as well as rates of total nitrogen (TN) and total phosphorus 
(TP) loading to the Bay from the Susquehanna River. We investigated the hypothesis that 
a doubling of the volume of hypoxic (O2<62.5 mol L
-1
) water generated per unit TN 





 under low O2, and that this increased nutrient recycling creates a 
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feedback that further generates hypoxia. We found that bottom-water in the upper Bay 




 relative to 
other regions. Evidence for the positive feedback effect of low O2 on nutrient recycling 




 per unit TN and TP 
loading, respectively, were significantly and positively related to hypoxic volume in 
upper Bay regions during June. Similarly, NH4
+ 
pools generated per unit TN load were 
significantly higher during 1985-2007, when hypoxic volume had been approximately 
doubled relative to values estimated for 1965-1980. This positive feedback effect on 
nutrient recycling may help to explain the persistence of extensive hypoxia in June, even 
during years of reduced N loading. 
Chapter 3: Spatial and temporal patterns in winter-spring oxygen decline in  
                   Chesapeake Bay bottom waters 
 
Although seasonal hypoxia is a well-studied phenomenon in many coastal systems, 
most previous studies have focused on variability and controls on low-oxygen water 
masses during summer when hypoxia is most extensive. Surprisingly little attention has 
been given to investigations of what controls the development of hypoxic water in the 
months leading up to seasonal maxima. Thus, we investigated aspects of winter-spring 
oxygen depletion using a 25-year dataset by computing rates of water-column O2 
depletion and the date of hypoxia onset in Chesapeake Bay. On average, hypoxia (O2 < 
62.5 M) initiates in the northernmost region of the deep, central channel in early May 
and extends southward over ensuing months; however, the day of hypoxia onset varies by 
> 50 days (April 6 to May 31 in the upper Bay). Water-column O2 depletion rates were 
consistently highest in the upper Bay, and elevated Susquehanna River flow resulted in 
more rapid O2 depletion and earlier hypoxia onset. Winter-spring chlorophyll-a 
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concentration in the bottom water was the primary driver of inter-annual variability in 
hypoxia onset and water-column O2 depletion rates in the upper and middle Bay, while 
stratification strength is a more important driver in the lower Bay. O2-depletion rates and 
hypoxia onset were significantly correlated to early summer hypoxic volumes, but were 
poorly correlated to mid-summer volumes, suggesting that climatic fluctuations and 
organic matter production during late spring and summer are also important in controlling 
summer hypoxia. Hypoxia initiated earlier in 2012 (April 6) than recorded previously, 
which may be related to extraordinary climatic conditions in the winter-spring of 2012 
and the carry-over of large organic matter loads associated with a tropical storm in 
September 2011. 
Chapter 4: Sediment Flux Modeling in Chesapeake Bay: Simulating nitrogen,  
                   phosphorus, and silica cycles  
 
 Sediment-water exchanges of nutrients and oxygen play an important role in the 
biogeochemistry of shallow coastal environments. Sediments process, store, and release 
particulate and dissolved forms of carbon and nutrients and sediment-water solute fluxes 
are significant components of nutrient and oxygen cycles. Consequently, sediment 
biogeochemical models of varying complexity have been developed to better understand 
the processes regulating porewater profiles and sediment-water exchange. We have 
calibrated and validated a sediment biogeochemical model (i.e., two-layers: aerobic and 
anaerobic) that is suitable for application as a stand-alone tool or coupled to water-
column biogeochemical models. We calibrated and tested a stand-alone version of the 
model against observations of sediment-water flux, porewater concentrations, and 
process rates at 12 stations in Chesapeake Bay over a 4 - 17 year period. 
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), and dissolved silica (Si(OH)4 or DSi) across 
environments with different chemical and physical characteristics. A root mean square 
error (RMSE)-minimizing optimization routine was used to identify best-fit values for 
many kinetic parameters. The results of this routine reveal the need for (1) an aerobic-
layer denitrification formulation to accommodate NO3
-
 reduction at the oxic-anoxic 
interface, (2) spatial variability in denitrification that depends on oxygen levels in the 
overlying water, (3) a spatially-dependent term for solid-solute PO4
3- 
partitioning that 
accounts for patterns in Fe availability, and (4) the dependence of DSi fluxes on 
solubility and reduced solid-solute partitioning relative to PO4
3- 
. This new calibration 
balances the need for a universal set of parameters that remain true to biogeochemical 
processes with site-specificity that represents differences in physical processes, external 
loading, and sediment characteristics. This stand-alone model is rapidly executed on a 
personal computer and is well-suited to compliment observational studies in a wide range 
of environments.  
Chapter 5: Quantifying the effects of nutrient loading and carbon production on  
                    dissolved O2 in Chesapeake Bay using a coupled hydrodynamic- 
                    biogeochemical model 
 
 Dissolved oxygen concentrations in Chesapeake Bay are influenced by external 
climatic, hydrologic, and anthropogenic forcing, internal biogeochemical interactions, 
and physical transport. Because observations are often inadequate to understand 
interactions among these varied and complex biological and physical processes over 
multiple time and space scales, numerical models are needed to simulate these processes 
towards understanding their effects on dissolved oxygen. Recent modeling efforts have 
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highlighted many of the important physical processes controlling dissolved oxygen in 
Chesapeake Bay, but fewer have investigated interactions with biogeochemical controls. 
Thus, we coupled an implementation of the Regional Ocean Modeling System (ROMS) 
to a biogeochemical model (RCA) in Chesapeake Bay to understand the controls on 
organic carbon production and transport and associated oxygen depletion. Model 
simulations were performed for a 10-year period (1996-2005) and water-column state 
variables, sediment-water fluxes, and metabolic rates were validated against existing 
data. A series of nutrient-load experiments were run using the year 2000 to understand 
model sensitivity to loads of nitrogen and phosphorus and the spatial and temporal nature 
of Chesapeake Bay’s response to nutrient loads. ROMS-RCA represented observed 
seasonal and regional dynamics of water-column and sediment processes, capturing 
interannual variability in hypoxic volumes. Nutrient loading experiments revealed a non-
linear response of hypoxia to nitrogen load, with hypoxic-volume-days maximizing at 
nitrogen loads twice that of observed. O2 levels were more sensitive to nitrogen loads 
than phosphorus loads, consistent with the preponderance of nitrogen limitation in 
Chesapeake Bay in late spring and summer months. Expanded hypoxic volumes under 
higher nitrogen loads were associated with increases in water-column production and 
respiration in seaward regions of Chesapeake Bay during summer (June to August) 
months. Analysis of the 10-year model run with realistic hydrodynamics and nutrient 
loading revealed a similar pattern, emphasizing the role of stimulation of phytoplankton 
growth in more-nutrient-limited lower-Bay regions during summer as a primary 
mechanism supporting elevated hypoxic volumes. ROMS-RCA is a useful tool for 




 The study of dissolved O2 in coastal ecosystems is a central problem, due to the 
association of O2 dynamics with nearly all sub-disciplines of aquatic ecology and the 
varied and complex suite of interactions that ultimately control aquatic O2 concentrations. 
Additionally, the fact that the negative impacts of O2 on many higher organisms are 
widespread, O2 is a major target of water quality management in fresh and marine waters 
alike. Chesapeake Bay is an estuary plagued by hypoxia and despite a long history of 
insightful analyses leading to an advanced understanding of controls on O2, many 
important questions concerning controls on and effects of hypoxia remain. It is the 






























Figure 1.1: Temporal distributions of O2 concentrations in 3 different estuary types: (a) a 
well-mixed water column of a temperate estuary with diel cycling hypoxia (Corsica River 
estuary), where winter concentrations are higher than summer due to increased solubility, 
but also less variable due to reduced biological activity (Maryland Department of Natural 
Resources; www.eyesonthebay.com), (b) an episodically mixed water column of a 
temperate estuary (Pamlico River estuary), where surface concentrations always higher 
than bottom concentrations, but bottom concentrations occasionally are depleted to 
hypoxia during calm and/or productive periods (Lin et al., 2008), and (c) a temperate, 
stratified estuary (Chesapeake Bay), where surface and bottom concentrations are 
comparable during winter, when the water column is well mixed, but bottom water 
concentrations are nearly zero during summer when O2 uptake rates are high and physical 
replenishment is minimal (Chesapeake Bay Program; www.chesapeakebay.net). 
 
Figure 1.2: Conceptual diagram of nitrogen cycling in a coastal ecosystem under 
oxygenated (left panel) and hypoxic/anoxic conditions (right panel). 
 
Figure 1.3: Conceptual diagram of phosphorus cycling in a coastal ecosystem under 






Figure 1.4: Hypothetical (left panel) and observed (right panel) relationships between 
nutrient loading and hypoxia in three estuaries with different responses. 
(a) Linear relationship between loading and O2 conditions in the Scheldt estuary, (b) 
Threshold relationship between organic matter loading and O2 conditions in the Thames 
estuary near London, and (c) Threshold-hysteretic relationship between nutrient loading 
and hypoxia in the northwestern shelf of the Black Sea. See Kemp et al. (2009) for an 
expanded collection of potential trajectories. 
 
Figure 1.5: Time-series (1945-2007) of (a) Susquehanna River Flow at Conowingo, MD, 
(b) January-May NO3
-
 loads to Chesapeake Bay, (c) July hypoxic volume in Chesapeake 
Bay, (d) mean annual water temperature at Solomons, MD, (e) January to March North 
Atlantic Oscillation, and (f) annual Maryland (MD) and Virginia (VA) oyster harvest. All 
data are from Kemp et al. (2005), except temperature data (Kaushal et al., 2010) and 













































































































































CHAPTER 2: HYPOXIA-INDUCED SHIFTS IN NITROGEN AND 


























We investigated interactions between hypoxia and nutrient cycling in Chesapeake 
Bay using quantitative analysis of long-term monitoring data covering the periods 1965-





, and O2, as well as rates of total nitrogen (TN) and total phosphorus 
(TP) loading to the Bay from the Susquehanna River. We investigated the hypothesis that 
a doubling of the volume of hypoxic (O2<62.5 mol L
-1
) water generated per unit TN 





 under low O2, and that this increased nutrient recycling creates a 
feedback that further generates hypoxia. We found that bottom-water in the upper Bay 




 relative to 
other regions. Evidence of the positive feedback effect of low O2 on nutrient recycling 




 per unit TN and TP 
loading, respectively, were significantly and positively related to hypoxic volume in 
upper Bay regions during June. Similarly, NH4
+ 
pools generated per unit TN load were 
significantly higher during 1985-2007, when hypoxic volume had been approximately 
doubled, relative to 1965-1980. This positive feedback effect on nutrient recycling may 
help to explain the persistence of extensive hypoxia in June, even during years of reduced 
N loading. 
Introduction 
Depletion of dissolved oxygen (O2) from coastal waters is a widespread 
phenomenon that appears to be growing globally (Díaz and Rosenberg, 2008). There is 
considerable interest in this phenomenon because low O2 causes physiological stress for 
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most marine metazoans, where O2 levels below ~30% saturation (‘hypoxia’ = O2<62.5 
mol L-1 or 2 mg L-1) interrupt normal metabolism and behavior of invertebrates and fish, 
causing reduced growth and increased mortality (Díaz, 2001). Extended periods of 
hypoxia and relatively brief exposure to anoxia (O2=0) can cause mortality for many 
marine animals (Vaquer-Sunyer and Duarte, 2008) and may also affect predator-prey 
interactions and food web structures (Decker et al., 2004). Consequently, many large-
scale, expensive socio-economic commitments have been made to reduce hypoxia 
through remediation of eutrophication.  
In addition to the negative effects of hypoxia on organism physiology, low O2 
levels and associated conditions (e.g., sulfide accumulation) also influence several key 
biogeochemical processes within the nitrogen and phosphorus cycles. For nitrogen, 
reduced O2 concentrations limit nitrification and restrict coupled nitrification-
denitrification (Kemp et al., 1990). Sulfide accumulations under low O2 further inhibit 
nitrification and reduce the potential for anammox (Jensen et al., 2008), while also 
favoring dissimilatory nitrate reduction to ammonium (DNRA) over denitrification 
(McCarthy et al., 2008). The sum of these effects is reduced removal of inorganic N as 
N2 and thus increased NH4
+
 accumulation. For the phosphorus cycle, inorganic 
phosphorus sorbed to metal oxide-hydroxide complexes is released under reduced O2 
(Sundby et al., 1992), while phosphorus regeneration from organic matter is enhanced 
(Jilbert et al., 2011). As a result of these processes, many recent reports suggest that an 
increasing fraction of the nitrogen and phosphorus deposited to sediments will be 
recycled back to the water column with expanding hypoxic conditions (Conley et al., 
2002; Kemp et al., 2005). One possible consequence is that such increased nutrient 
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regeneration from sediments and bottom water will lead to higher availability of N and P 
for growth of nutrient-deficient summer phytoplankton (Conley et al., 2007; Ingall and 
Jahnke, 1994).  
There have been few direct tests of this hypothesis at the ecosystem scale based 
on observations of nutrient loading and concentrations with metrics of hypoxia and 
anoxia. Previous observational and modeling studies have reported: 1) inverse 
correlations between O2 and dissolved inorganic nutrient concentrations (Conley et al., 
2002; Savchuk et al., 2008), 2) increased sediment-water nutrient fluxes under higher 







+N2) flux) under low O2 or high respiration (Eyre and 
Ferguson, 2009; Kemp et al., 2005), and 4) enhanced sediment phosphorus release under 
O2 declines (Meier et al., 2011; Reed et al., 2011). Inverse correlations between O2 and 
nutrient concentrations may, however, be misleading due to the tendency of both to co-
vary with particulate organic matter (POM) loading to sediments (Jensen et al., 1990). 
Because these interactions form a complete causal loop (nutrients  phytoplankton  
POM  hypoxia  recycling  nutrients), ecosystem-scale data analyses and/or 
modeling are needed to elucidate the positive-feedback connections between 
eutrophication and hypoxia in coastal aquatic ecosystems. 
In Chesapeake Bay, the mid-summer volume of hypoxic water has been 
correlated with total nitrogen (TN) loading (Hagy et al., 2004) and its expansion over the 
past 60 years has been linked with the overall eutrophication of the estuary  (Kemp et al., 
2005). It appears that  the volume of summer hypoxia generated per unit winter-spring 
TN load doubled abruptly in the early 1980s (Hagy et al., 2004). Although a clear 
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explanation for this expansion has been lacking, recent reports have suggested that a suite 
of biological and climatic shifts in the early 1980s may be involved (Murphy et al., 2011; 
Scully, 2010a). One hypothesis states that the expanded volume of hypoxic water in 
Chesapeake Bay and other coastal waters may have increased the fraction of winter-
spring nutrient loads that are released back to the water column during summer (Kemp et 
al., 2005), resulting in elevated nutrient availability, algal growth, POM deposition, and 
associated summer O2 consumption. A direct test of this feedback hypothesis is, however, 
generally lacking for Chesapeake Bay and other hypoxic, aquatic ecosystems. 
The purpose of this paper is to quantify how long-term changes and variability in 
seasonal O2 depletion may have altered summer accumulations of nutrients in 
Chesapeake Bay bottom-water. We hypothesize that increased hypoxic extent and 
intensity enhanced inorganic nutrient recycling rates in sediments and sub-pycnocline 




 for a given nutrient 
load. We tested this hypothesis by examining concurrent, long-term time series of 
nutrient loading, concentration, and recycling rates with metrics of hypoxic volume along 
the mainstem of Chesapeake Bay. 
Methods 
We investigated interactions between hypoxia and nutrient cycling in Chesapeake 
Bay using quantitative analysis of long-term monitoring data covering two specific 




, and O2. The first 
period, from 1965-1980, includes NH4
+
 and O2 data from various research cruises and 
estimates of total nitrogen loading from Susquehanna River, the Bay’s primary source of 
freshwater. The second period, from 1985-2007, includes routine nutrient and O2 
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monitoring data and computations of both total nitrogen and total phosphorus (TP) 
loading from the Susquehanna River. There were insufficient data in the years 1981-1984 
to include in our historical analysis. This study was carried out in the mainstem 
(tributaries omitted) of Chesapeake Bay, a semi-enclosed estuary in the mid-Atlantic 
region of the United States (Fig. 2.1). Many of the Bay’s ecological and geographic 
features have been described previously (Hagy et al., 2004; Kemp et al., 2005), including 
long-term changes in key chemical, biological, and physical conditions. 
TN and TP loading  
We used TN and TP loading rates from the Susquehanna River in our analysis for 
the two periods of this study (1965-1980 and 1985-2007). Monthly TN loading rates from 
1965 to 1980 were obtained from (Hagy et al., 2004), who reconstructed NO3
-
 and TN 
loads from 1945-2001 from a time series of NO3
-
 concentrations and stream flow 
measurements in the lower Susquehanna River. No TP loading rates were available for 
this period. Monthly loading rates for the 1985 to 2007 period for TN and TP were 
acquired from the United States Geological Survey (USGS) website 
(http://va.water.usgs.gov/chesbay/RIMP/loads.html). USGS nutrient loads were estimated 
using a multiple linear regression model based on daily mean streamflow and sub-
monthly nutrient samples (Langland et al., 2006). Where TN loads computed by USGS 
and Hagy et al. overlapped in time, the two estimates were highly correlated and 
quantitatively similar (Hagy et al., 2004).  
We focused on Susquehanna River loads because this river contributes 65% of the 
TN and 42% of the TP that is discharged into Chesapeake Bay on average for the months 
of January to May (1985-2007; USGS data). In contrast to other tributary rivers of the 
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Bay, the Susquehanna discharges freshwater and nutrients directly into the main stem of 
Chesapeake Bay (our study area). Nutrients from other, smaller rivers must pass through 
tributary estuaries (see Fig. 2.1), where a substantial portion is assimilated before 
entering the main stem Bay (Boynton et al., 1995). In any case, seasonal and long term 
trends in TN and TP loading from the Bay’s next largest tributary rivers (Potomac, 
James, Rappahannock, and York) are highly correlated with those from the Susquehanna 
River (Murphy et al., 2011). Thus, inputs from the Susquehanna River represent the 
largest and most direct source of TN and TP to the main stem Bay, and it provides a 
consistent index of interannual variation in nutrient loading to our study area.   
Water-column concentrations 






were obtained for 
the months April-August in the two study periods. For 1965-1980, we collated only NH4
+
 
measurements from various monitoring and research cruises in Chesapeake Bay (see 
Table 2.1 for list of data sources). For 1985-2007, we obtained data for all of these water 
quality variables from the Chesapeake Bay Program Water Quality database 
(http://www.chesapeakebay.net/data_waterquality.aspx). In the latter dataset, profiles 
were routinely collected at 20 stations along the Bay’s central channel (Fig. 2.1, Table 





 were measured at 4-5 depths for each station (2-10 m intervals, 
Fig. 2.1). NH4
+
 measurements in the recent (1985-2007) and historical (1965-1980) data 
sets were made by using the spectrophotometric phenolhypochlorite method (EPA, 1997; 
Solorzano, 1969), a methodological consistency that permits comparisons of data 
between the two periods. PO4
3- 
in the recent data set was determined colormetrically 
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using standard methods (EPA, 1997; Murphy and Riley, 1962). If multiple measurements 
were made at a particular station and depth within a month (fortnightly sampling was 
common post-1985), concentrations were averaged to monthly means.  
Stratification 
We estimated pycnocline depth for particular regions as the vertical position in 
the water column (depth in m, z) where the square of the Brunt-Väisälä frequency was at 









)(N 2  
where g = gravitational constant, 9.81 m s
-2
, σz is the water density at depth (kg m
-3
), and  
z

is the density gradient at depth z, which was calculated using a 2-m window around 
z. Density was computed (Fofonoff, 1985) from profiles of temperature and salinity data 
at 1-m depth intervals using the Chesapeake Bay Program Water Quality database. 
Interpolations 




, and O2 concentrations 
during the summer hypoxic periods (June, July, and August) of 1985 through 2007 and 
for NH4
+




, and O2 
vertical profiles along the main channel for a given month (Fig. 2.1) were interpolated to 
a 2 dimensional length-depth grid using ordinary kriging (Murphy et al., 2010; Murphy et 
al., 2011). The statistical package R with the geoR package (Ribeiro and Diggle, 2009) 
was used for all interpolations, as described in (Murphy et al., 2011). The resulting 2D 
distributions were assumed to be constant laterally at a given depth and organized to 
correspond to tabulated cross-sectional volumes (Cronin and Pritchard, 1975). 
 33 
 
The interpolated concentration data were multiplied by the cross-sectional 




-P pools along the Bay axis. The vertical 
dimension of the bottom-water volume for which we computed nutrient pools was 
defined by the distance from sediment surface to the average pycnocline position. The 
pycnocline depth was slightly different for the two analyses we performed. In the first 
analysis, where we compared the bottom-water nutrient pools in different regions over 
the 1965-1980 and 1985-2007 periods, nutrient pools were summed beneath 10 m depth 
in water for four Bay regions: between a) 200-250, b) 150-200, c) 100-200, and d) 75-250 
km from the Atlantic Ocean. Although the pycnocline depth varies regionally and inter-
annually (Murphy et al., 2011), we lacked salinity profiles in some of the historic years, 
making it impossible to estimate pycnocline depth in each year. We chose 10 m as an 
approximate average summer position of the pycnocline in this region of the Bay, and 
this allowed us to compare the nutrient accumulation in the same volume of water in each 
year. Thus, the accumulated pool of NH4
+
 between two years was attributable to 
differences in recycling processes but not due to differences the exact pycnocline 
position. In the second analysis where we investigated the region-specific relationship 
between bottom-water nutrient pools and hypoxic volumes during 1985-2007, we 
summed nutrient pools below the region-specific average pycnocline depth (Hagy, 2002) 
for 8 regions of Chesapeake Bay (Regions II-IX, Fig. 2.1, Table 2.1). Although the mid-
summer volume of hypoxic water in Chesapeake Bay has been previously computed  
over 1950-2001 (Hagy et al., 2004) and 1984-2007 (Murphy et al., 2011), for this 
analysis we computed monthly hypoxic volumes for the years 1985-2007 by summing 
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the volume of all interpolated cells in Chesapeake Bay with an O2 concentration <62.5 
mol L.  
The sampling frequency and density for NH4
+ 
was lower in the years before the 
modern monitoring program (6-8 stations, 19-35 samples per month pre-1985; 20 
stations, 70-130 samples per month for 1985-2007). We tested the potential for bias in the 
NH4
+
-N pools computed from data sets in the pre-1985 period by comparing 
computations on the full 1985-2007 data with computations using smaller datasets 
generated from sub-sampling at the lower observational densities characteristic of the 
pre-1985 data. Sub-sampling of the modern observations was achieved by using observed 
sample locations (depth, distance from Atlantic Ocean along the central channel of 
Chesapeake Bay) from each pre-1985 year to extract stations with similar locations in the 
modern data set. At each 1.85 kilometer segment along the Bay’s central channel where a 
sample was taken in the pre-1985 year, a routine searched for any observation in the 
modern data set that was within 3 m depth of each historic sample that section. Once the 
routine extracted the appropriate stations from the modern data set, this sub-sampled data 
set was interpolated as described above. This routine was applied for June, July, and 
August data for the years 1985-2007 for each historic year (11 years total), resulting in 11 
new sets of monthly NH4
+
 distributions and NH4
+
-N masses representing the years 1985-
2007. We omitted a pre-1985 year from the analysis if the mean NH4
+
-N pools computed 
from the sub-sampled distributions were significantly different from the fully-sampled 
distributions (analysis of variance (ANOVA), SAS version 9.2) or where sub-sampled 
NH4
+





We tested the compiled time-series of hypoxic volume per unit TN load in 
Chesapeake Bay (Fig. 2.2) for a significant shift using a simple change-point detection 
routine (http://www.variation.com/cpa/tech/changepoint.html). The method is used to 
identify a single change in a time-series using cumulative sum charts, or CUMSUM 
(Pettitt, 1980) with bootstrapping (Hinkley and Schechtman, 1987). This is accomplished 
by computing the cumulative sum of the difference between the observed value at a given 
point in a time series and the average of the entire time-series. The change-point occurred 
at the point in time where the difference between the maximum and minimum CUMSUM 
(Sdiff) is greatest. Once the original time-series was tested for the time when a shift in the 
mean of the data existed, a bootstrapping analysis was run, where the time-series was 
reordered 1000 different ways and the process repeated. The confidence level (CL) is 
computed as the percentage of the 1000 iterations where Sdiff of the randomly reordered 
data is less than Sdiff in the original time-series. We considered CL >95% to be 
significant. We further tested the change-point by summing the squared differences 
between the data and the mean of the data for the periods before and after the change-
point identified by the CUMSUM approach (i.e., the mean square error, MSE). This 
approach was performed an additional 8 times by assuming the change-point occurred at 
each of the 4 years before and after the actual change-point. The lowest MSE value 
represents the last point before the change-point.  





bottom-water near the upward shift in hypoxic volume using t-tests (SAS 9.2). We 
selected regions that spanned the seasonally-hypoxic part of the mainstem of Chesapeake 
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Bay during the months when hypoxia is most extensive and consistent. Thus, data were 
separated into two groups (1965-1980 and 1985-2007) and mean comparisons were 
conducted on bottom-water pools in three regions (200-250, 150-200, and 100-200 km) 
for three summer months (Table 2.3).  
Because the conditions that generate extensive hypoxia (i.e., elevated river flow, 
nutrient load, and phytoplankton biomass) also tend to elevate water column nutrient 
levels, we sought a measure of nutrient accumulation that might be linked more directly 
to hypoxia. Thus, we defined ‘nutrient recycling indices’ as the ratios of summer, bottom-




-P to winter-spring TN and TP load (nitrogen pool per 
nitrogen load (NP NL
-1
) and phosphorus pool per phosphorus load (PP PL
-1
), 
respectively), which normalizes nutrient accumulation to nutrient input. We also used 
simple linear regressions (general linear models (GLM) procedure; SAS 9.2) to evaluate 
relationships between hypoxic volume and nutrient recycling indices in a more spatially-
resolved set of 6 regions (II-VII, Fig. 2.1, Table 2.1) than used for nutrient pool 
comparisons. The comparisons here were evaluated in terms of r and p-values.  
Results 
The July volume of hypoxic water in Chesapeake Bay increased over the 1950-
2007 period (Hagy et al., 2004), with a concurrent increase in nitrogen and phosphorus 
loading to Chesapeake Bay. The volume of hypoxia observed for a given winter-spring 
loading of total nitrogen (TN) from the Susquehanna River, however, nearly doubled in 









). Change-point detection analysis indicated that this increase occurred 
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between 1985 and 1986 (Fig. 2.2), where the change-point CL was >99% over the 1000-
iteration bootstrap analysis. 
The ratio of NH4
+
 pools in sub-pycnocline Bay water to TN load (hereafter NP 
NL
-1
) also increased over the last 5 decades (Fig. 2.3). This long-term increase in NP NL
-
1 
corresponds to the increase in hypoxia per unit TN load over the same period, as 
represented by higher NP NL
-1 
during June in the 1985-2007 period relative to the 1965-
1980 period (Figs. 2, 3). Although NP NL
-1
 is on average higher during the 1985-2007 
period in three regions of the middle Bay in three summer months, this apparent increase 
was significant only in June within the most landward region (200-250 km, Region III-
IV, p<0.05); it is also nearly significant in August in the 200-250 km region (V-VI) in 
August (p=0.058, Table 2.3). Too few years include measurements of both NH4
+
 and O2 
to allow direct comparisons of the effect of hypoxia on these NH4
+
 patterns. 
We did not find substantial bias or large discrepancies in the regional NH4
+
-N 
pools computed in the 1985-2007 period using the full data sets compared sub-sampled 
spatial densities representative of the pre-1985 data for 8 of the 11 years (73%) in the 
historic data set. The years 1969, 1971, and 1979 were omitted. In the other 8 cases, 
NH4
+
-N pools calculated from full and sub-sampled data sets were highly correlated 
(0.72<R
2
<0.97) with slopes ranging from 0.88 to 1.15 (Fig. 2.4) and no significant 
differences in the means for the sub-sampled vs. fully-sampled data. We used data from 
these 8 years for the rest of the analysis. 
 Analysis of experimental data collected in recent decades provides evidence for 





fluxes, as measured at two stations in mesohaline Chesapeake Bay (Fig. 2.1), 
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fluxes is most evident below 50 mol O2 L

 (Fig. 2.5), 
and multiple means comparisons of the nutrient fluxes in each of the 5 O2 ranges (GLM 





fluxes at O2<50 mol L

 were significantly (p<0.05) higher than the other 
groupings. However, NH4
+
 fluxes gradually increase with lowered O2, while PO4
3-
 fluxes 
exhibited an abrupt jump at O2 below 50 mol L






 concentrations (at 1-2 m above sediment for the nearby 














fluxes under hypoxic conditions (<50 mol L in Fig. 2.5) were sufficient to fully 




in 33 and 14 days, respectively. 




 along the 
mainstem Bay channel reveal spatial covariance between depleted O2 and elevated 




 concentrations were highest in June in the landward 
channel region between 200 and 250 km from the Atlantic; this is the region where very 
low O2 concentrations (<50 mol L

) first appear seasonally in Chesapeake Bay (Fig. 
2.6). By August, bottom-water with low O2 and high nutrient concentrations extends 
seaward to Regions VI and VII. Vertically, these waters with high nutrients and low O2 
generally extend up from the sediment surface to depths of 8-12 m (Fig. 2.6), where the 








, O2, and salinity profiles at station CB4.3C (Region V) 
during July provide a more detailed picture of physical controls on O2 and nutrient 
distributions (Fig. 2.7). In comparing profiles from July 1998 (2
nd
 highest winter-spring 
Susquehanna River flow since 1985) with that of July 1999 (a year with moderate-low 
river flow), it is evident that elevated spring flow led to larger differences between 
surface and bottom salinity in 1998 (Fig. 2.7). Computations of stratification revealed 
that maximum N
2
 was 2.3 s
-2
 at 9 m in 1998 and 1.3 s
-2
 at 14 m in 1999 (Fig. 2.7). 
Stronger stratification and a shallower pycnocline resulted in near anoxia at 10 m in 
1998, compared to 16 m in 1999, and hypoxia at 8 m in 1998, compared to 10.5 m in 




 exhibited patterns inverse to those of O2, where nutrient 
levels were low in surface waters (<10 m), but increased rapidly below 10 m where O2 




 were higher in 1998 than 
in 1999, associated with stronger stratification and a larger anoxic zone (Fig. 2.7). High 
NH4
+
 concentrations existed above the pycnocline in 1998, while PO4
3-
 was only elevated 





 accumulations and O2-depleted zones were spatially 
linked during summer, these spatial relationships varied seasonally along the salinity 










 concentrations were both significantly lower in April (<12 and 
0.3 mol L, respectively) when O2 was near saturation (Fig. 2.8) than peak values in 
July and August (ANOVA with Scheffe’s test, SAS version 9.2). As moderate hypoxia 
was established in June, NH4
+
 concentrations reached their seasonal maxima in the mid-
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bay, at Regions IV and V, where NH4
+
 was significantly higher than landward and 
seaward positions (ANOVA with Scheffe’s). PO4
3-
 remained relatively low throughout 
the Bay during April and June (Fig. 2.8), although PO4
3-
 was significantly higher in June 
than April in Region IV-V (ANOVA with Scheffe’s). In August, when O2 was near-
anoxic in Region IV-V, PO4
3-
 reached its seasonal maximum and was significantly higher 
than April and June in all Bay regions, while elevated NH4
+
 concentrations persisted, 
albeit below the June peaks (Fig. 2.8).  




 (1985-2007, Fig. 
2.9) in the mesohaline Region V, reveal that PO4
3-
 concentrations did not substantially 
increase as O2 declined during April and May. O2 concentrations became hypoxic and 
then anoxic from June through August, however, and PO4
3-
 consequently increased by an 
order of magnitude (Fig. 2.9). In contrast, NH4
+
 concentrations increased linearly and by 
a factor of 4 as O2 declined from normoxic to hypoxic conditions from April to June; 
however, from July to August, NH4
+
 declined to April levels (Fig. 2.9). 















) and III (NP NL
-1




 in Region IV were also significantly correlated (r=0.65 and 0.57, 
respectively, p<0.01) to upper Bay hypoxic volume (Region IV) in June. The day of year 














The discovery of a two-fold increase in the Bay’s July hypoxic volume per unit 
winter-spring Susquehanna River TN loading after 1985 (Hagy et al., 2004) has 
generated considerable analysis and speculations as to controlling factors . Similar shifts 
in the relationship between nutrient loading and hypoxia have been reported for other 
coastal ecosystems, where these ecosystems also appeared to be more susceptible to 
hypoxia at a given nutrient load (Conley et al., 2009a; Turner et al., 2008). Although the 
ability to analyze such phenomena over large time and space scales is often data-limited, 
the availability of long-term observational data throughout the mainstem of Chesapeake 
Bay provided an opportunity to investigate such physical-biological-chemical 
interactions.  
Hypoxia-enhanced nutrient recycling represents a positive feedback that could 
reinforce hypoxia via several biogeochemical interactions. Specifically, nitrogen and 
phosphorus entering the Bay each spring and summer are assimilated by phytoplankton to 
form particulate organic forms of nitrogen (PON) and phosphorus (POP). These 
particulate nutrients ultimately sink to be decomposed in bottom-water and sediments via 
hydrolysis reactions involving a sequence of available terminal electron acceptors 




 generated by this decomposition and 
released to interstitial sediment and overlying water are potentially cycled by several O2-
sensitive biological and chemical processes (McCarthy et al., 2008; Middelburg and 
Levin, 2009; Sundby et al., 1992), whereby reduced bottom-water O2 can increase (via 




 in bottom-water pools 
(Conley et al., 2002; Ingall and Jahnke, 1994; Kemp et al., 1990). In addition to direct 
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effects on biogeochemical processes, low-O2 can indirectly elevate N and P recycling by 
imparting physiological stress or mortality on many benthic invertebrate macrofauna 
(Levin et al., 2009), which otherwise ventilate the sediments with O2 (Welsh, 2003). 
Macrofauna ventilation delivers O2 to sediments to stimulate coupled nitrification-
denitrification (Pelegrí and Blackburn, 1995), restrict preferential phosphorus 
remineralization under low-O2 (Jilbert et al., 2011), and retard the dissolution of oxidized 
Fe and Mn complexes that promote burial or immobilization of metal-sorbed PO4
3-
 rather 





availability then has the potential to fuel increased surface-layer phytoplankton growth 
and associated organic matter deposition, bottom-water O2 consumption, and hypoxia. 




 fluxes in seasonally-hypoxic 
and anoxic regions of Chesapeake Bay reveal relationships between low O2 and elevated 





 increase, but the nature of the relationship differs for N and P 
(Fig. 2.5). This difference in the two relationships results from different biogeochemical 
controls. Gradual declines in O2 and increases in sulfide restrict nitrification (Joye and 
Hollibaugh, 1995; Kemp et al., 1990) and favor dissimilatory nitrate reduction to 





 availability, reduces the potential for denitrification and anammox 
(Eyre and Ferguson, 2009; Jensen et al., 2008; Rich et al., 2008). In concert, these various 
effects lead to increased NH4
+
 release to overlying water. In contrast, PO4
3- 
remineralized 
under normoxic conditions  is bound to insoluble oxides and hydroxides of Fe and Mn 
(Froelich, 1988) and retained in sediments until a low-O2 concentration threshold is 
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crossed (O2<50 mol L

), thereby reducing Fe(III) and Mn(IV) to soluble states and 
releasing the accumulated PO4
3-
 to interstitial and overlying water (Sundby et al., 1992). 
Additionally, the development of hypoxic and anoxic conditions leads to enhanced 
phosphorus remineralization from organic matter, without an associated affect on 
nitrogen (Jilbert et al., 2011). Elevated sulfide accumulations as O2 nears anoxic levels 
further promote rapid efflux of PO4
3-
 (Caraco et al., 1989). Significant correlations 





(data not shown) suggest that such high sediment-water fluxes under low O2 cause 
elevated water-column nutrient levels.   
Patterns of bottom-water nutrient pools and O2 levels are also spatially linked. As 




, and O2 along the 





accumulations are focused in the northern portion of (200-250 km) the hypoxic region, 
where O2 depletion is most intense. The focusing of nutrients and hypoxia in this time 
and place is readily explained. A large fraction of the organic matter produced during 
spring is deposited here (Malone et al., 1988), resulting in decomposition, nutrient 
cycling, and O2 depletion. In addition, stratification tends to be strongest in June (Murphy 
et al., 2011), leading to restricted O2 replenishment and nutrient dilution in bottom-waters 
(Fig. 2.6). Landward, bottom-layer transport of O2 into this region (Pritchard, 1967) is 
also limited by low O2 concentrations in seaward source water. Thus, a combination of 
physical, ecological, and biogeochemical processes creates an epicenter of O2-influenced 





 pools increase in those regions (Fig. 2.8). 
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 accumulation differ markedly in 





concentrations were highest in the mid-Bay (200 km), PO4
3-
 continues to increase 
through August, while NH4
+
 declines (Figs. 7, 8). This is due to a delay in PO4
3-
 release 
from sediments that has been well described, as ions retained in sediments under oxidized 
conditions via sorption to Fe and Mn oxyhydroxides are subsequently released in large 
quantities with the onset of anoxia during July and August (Reed et al., 2011). The reason 
for declining NH4
+
 concentrations during July and August is less clear. One explanation 
for this pattern is that deposition rates of high-quality organic matter in July and August 
are lower than in spring, which is consistent with the transition from larger, fast-sinking 
winter-spring diatom-dominated communities to smaller, slowly-sinking, flagellated 
phytoplankton in summer (Marshall and Nesius, 1996). Alternatively, higher water-
column nutrient recycling rates (Glibert, 1982) and a larger contribution of zooplankton 
fecal material to particle sinking fluxes in summer, may lead to the deposition of 
relatively nutrient-poor material during this time. Regardless of the explanation, this 
seasonal asynchrony in N and P cycling contributes to the N-limited conditions for 
phytoplankton production in the mesohaline Bay during late spring and summer (Fisher 
et al., 1999).  




 under increasingly hypoxic 
conditions highlight the potential enhancement of nutrient availability in near-surface 
waters. For example, in comparing two adjacent years with large differences in 





), it is apparent that in 1998, the increased pycnocline strength and 
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height in the water column allowed for a sharper decline in O2 and a shallower depth of 




 concentrations were generally 
higher at a given depth below the pycnocline, especially NH4
+
, where concentrations in 
excess of 10 mol L were present above 10 m. Converting Secchi Depth (zsd) 
measurements from this station (CB4.3, Table 2.1) of 2.05 m for July 1998 to an estimate 
of kd (kd=1.5/zsd), the 1% light depth would be 6.3 m. Thus high-NH4
+
 water penetrated 
into or just beneath surface waters where phytoplankton actively grow during a high 
hypoxia year; in contrast, high NH4
+
 water did not overlap with the 1% light depth in 
1999 (Fig. 2.7). Given such elevated nitrogen concentrations at depths above the 
pycnocline and within the euphotic zone, surface-layer phytoplankton production is likely 
to be stimulated (Fisher et al., 1999). 





 pools and recycling fluxes, the hypothesized feedback effect 
of low-O2 conditions on nutrient cycling also suggests that the relative portion of nutrient 
inputs that are recycled would increase with hypoxia. A straightforward test of O2 effects 










, respectively, is needed to remove covariance effects, as 
high nutrient loads will also tend to increase nutrient concentrations and associated 
phytoplankton production, sinking, and O2 depletion (Malone et al., 1988). Elevated rates 
of TN and TP loading are associated with high river flow, which also increases 
stratification strength and reduces O2 replenishment to bottom-waters (Murphy et al., 
2011). On decadal time-scales, NP NL
-1 
in June was higher on average after 1985 
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throughout the Bay and significantly higher in landward regions (Fig. 2.2 & 2.3; Table 
2.3). Thus, expanded hypoxic volumes were related to elevated NH4
+
 accumulation over 
this 50-year period. Although NP NL
-1
 was also higher in the post-1985 period in July 
and August, indicating that hypoxia can lead to elevated nutrient recycling throughout 
summer, these increases were not significant (Table 2.3).  
Because temporal gaps in the historical dataset (Fig. 2.3) limit further quantitative 
analysis and historical TP loading estimates do not exist, we focused further analysis on 





, and O2 concentrations. Significant correlations between hypoxic volume and both 
NP NL
-1
 and PP PL
-1
 during June in Regions II-III indicate that a larger fraction of spring 
nutrient loads are recycled from sediments and accumulate in bottom-water when O2 
depletion is more severe (Fig. 2.10). Other potential causative variables (nutrient load, 
stratification, algal biomass) showed no relationships to the elevated nutrient availability, 
thus leading to a conclusion that hypoxia was the principal causative factor.  
Thus, there appears to be a positive feedback, whereby increased hypoxia 
generates larger summer nutrient pools, which could fuel higher summer algal growth 
and subsequent sinking and deposition that sustains more hypoxia for a longer duration. 
This feedback appears, however, to be spatially dependent. The fact that the strongest 
relationships between hypoxic volume and either NP NL
-1
 or PP PL
-1
 were for June data 
in the upper-middle Bay (for both the recent and historical data sets) is likely related to 
several factors. First, June is a time when the annual spring diatom bloom, which is 
commonly deposited in this region (Hagy et al., 2005), is being rapidly metabolized 







organic material. Secondly, stratification is at its seasonal peak during June, and this 
reduces vertical mixing that may otherwise replenish O2 and deplete bottom-water 
nutrients (Murphy et al., 2011). Third, hypoxic conditions first develop in the upper 
regions of the Bay (>175 km) in the central, deep channel (Fig. 2.6), thus exposing these 
sediments to hypoxic conditions for a longer period compared to other regions. This latter 
point is supported by a positive correlation between the date of hypoxia initiation and 
both NP NL
-1
 and PP PL
-1
 in the upper-middle Bay regions (III-V), where hypoxia 
developed earlier when NP NL
-1
 and PP PL
-1
 were higher. Such relationships are weaker 
in other Bay regions for various reasons. For example, the most landward regions are 
often vertically well-mixed (Table 2.1) and algal growth is light-limited in spring (Fisher 
et al., 1999). Similarly, lower Bay regions have relatively shallow depths (Fig. 2.1, Table 
2.1) and low organic matter deposition (Hagy et al., 2005). 





can be transported vertically to surface waters to stimulate phytoplankton growth without 
an associated downward transport of O2 to relieve hypoxia. The dominant vertical 
transport processes in the two-layer circulation of Chesapeake Bay (Pritchard, 1967) are 
upward vertical advection and upward or downward turbulent mixing, the latter of which 
depends on solute concentration gradients. Although vertical mixing in summer would 
generate both upward transport of NH4
+
 and downward transport of O2, the relatively 
strong summer stratification in the mesohaline Bay’s central channel (Scully, 2010a) 
suggests that vertical advection would be more important in transporting both nutrients 
and O2 into the surface layer and would thus fail to alleviate hypoxia.  
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Computations made with a salt-balance model in this region over summers of 
1986-2006 (Hagy, 2002) suggest that upward advective salt fluxes were 1.5 to 20 times 
higher than non-advective fluxes (i.e., turbulent mixing). Similar analysis for a Bay 
tributary revealed that upward transport of NH4
+
 from bottom- to surface-layer is an 
important nutrient source to surface water phytoplankton during summer (Testa et al., 
2008). Additionally, vertically-migrating dinoflagellates, which can acquire nutrients at 
or below the pycnocline during night and move to illuminated surface water during the 
day (Tyler and Seliger, 1981), represent a potentially important upward flux of nutrients 
in summer. Thus, substantial upward transport of nutrients into surface-waters could 
occur without increasing bottom-water O2 via several mechanisms. 
The seasonal timing of hypoxia-enhanced bottom-water nutrient accumulation 
matches the time of year which has experienced the most rapid increase in hypoxic 
volumes over the last half century. Previous analyses of hypoxic volumes in Chesapeake 
Bay indicated that volumes of hypoxic water in June have increased more than two-fold 
over the last 6 decades (1950-2007), while hypoxic volumes in late July and August have 
shown declines in the last 25 years (Murphy et al., 2011). Thus, the abrupt increase in 
mean summer hypoxia per unit TN load (Fig. 2.2) reflects the large increases in hypoxia 
during June. Early summer increases in hypoxia match seasonally with concurrent long-
term increases in NP NL
-1
 and provide evidence for the large-scale enhancement of 
nutrient recycling associated with increased hypoxia. Although, this increase in hypoxia 
been linked with increases in stratification (Murphy et al., 2011) and shifts of summer 







availability under elevated hypoxic volumes could also have supported an increase in 
hypoxia per unit TN load.  
Although similar large-scale enhancements of nutrient accumulation and 
availability in response to low O2 conditions have been reported in the literature (Meier et 
al., 2011; Mort et al., 2010; Van Cappellen and Ingall, 1994), the present study 
demonstrates the regional importance of these feedbacks over longer time periods. 
Considering the potential importance of such feedbacks in relation to coastal 
eutrophication (Conley et al., 2002; Eiola et al., 2009), comparable studies in other 
systems would further improve understanding of the linkages between nutrient cycling 
and O2 depletion. In cases where such links have been made, hypoxia-induced shifts in 
PO4
3-
 and inorganic N availability have reportedly also altered the competitive balance 
among phytoplankton species (Vahtera et al., 2007). Thus, feedbacks between hypoxia-
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Figure 2.1: (A) Map of Chesapeake Bay with bathymetry included. Circles indicate the 
location of monitoring stations, boxes indicate locations of sediment-water flux 
measurements and regions (I-IX) where nutrient mass calculations were made are 







in the Chesapeake Bay Water Quality 
Monitoring Program from 1985 to present. Distributions of dissolved O2, salinity, and 
temperature measurements were similar, but vertical profiles were sampled at 1-m depth 
intervals.  
 
Figure 2.2: Time series of hypoxic (O2<62.5 mol L
-1
) water volume per unit winter-
spring Susquehanna River TN load (January to April) from 1950 to 2007 and (inset) 
correlations between TN load and hypoxic water volume in two periods (1950-1985, 
open circles) and (1986-2007, closed circles). Hypoxic volume and TN loads were 
calculated as described in Methods. 
 
Figure 2.3: Time series of NH4
+
-N pools per unit winter-spring Susquehanna River TN 
load (January to April) from 1960 to 2007. Inset shows relationship between TN load and 
NH4
+







Figure 2.4: Comparisons of computed NH4
+
-N pools calculated for the years 1985-2007 
using data from the full sampling density vs. that using data from sub-sampling the full 
data set in ways that are consistent with sampling in 8 available years prior to 1985. Each 
figure includes cross-plots of computed NH4
+
-N pools at both data densities for the 
regions of Chesapeake Bay between 75-250 km from the Atlantic Ocean for (A) June, 
(B) July, and (C) August. Dotted lines represent equivalence in the two computations.  
 
Figure 2.5: Relationships between measured bottom-water O2 concentrations and 
sediment-water fluxes of (A) NH4
+
 and (B) PO4
3-
 at two stations in mainstem Chesapeake 
Bay (see Figure 1): Point No Point (38.14 N, -76.23 W) and R-64 (38.56 N, -76.43 W). 
Unpublished data are from W. R. Boynton and E. Bailey. 
 





, and (C) dissolved O2 in June 1985-2007 along the axis of Chesapeake Bay.  
 
Figure 2.7: Vertical profiles of (A) dissolved O2, (B) salinity, (C) PO4
3-
, and (D) NH4
+ 
in 
July of 1998 and 1999. The depth of the maximum Brunt-Väisälä frequency, which is 
defined as the pycnocline depth, is indicated by a dotted line for both years. Data are 
from station CB4.3C (Table 2.1; 38.56 N, -76.43W, Region V). Grey shaded areas are the 
photic depth (light >1% of surface irradiance) computed from Secchi depth in July 1998. 
 





(C) O2 in sub-pycnocline water in Chesapeake Bay. Data were averaged over the 1985-




Figure 2.9: Relationships for sub-pycnocline concentrations of (A) NH4
+
 and (B) PO4
3-
 
vs. dissolved O2 in the middle region (38.5 N, -76.5 W) of Chesapeake Bay, with data 
labeled separately for the 5 months (April-August).  
 
Figure 2.10: Correlations between both (A) PP PL
-1
 and (B) NP NL
-1
 and hypoxic 
volume during June in mesohaline Chesapeake Bay (Region III, 38.75 N, -76.4 W). Data 













































































































































































































































CHAPTER 3: SPATIAL AND TEMPORAL PATTERNS IN WINTER-SPRING 




























Although seasonal hypoxia is a well-studied phenomenon in many coastal 
systems, most previous studies have focused on variability and controls on low-oxygen 
water masses during summer when hypoxia is most extensive. Surprisingly little attention 
has been given to investigations of what controls the development of hypoxic water in the 
months leading up to seasonal maxima. Thus, we investigated aspects of winter-spring 
oxygen depletion using a 25-year time-series (1985-2009) by computing rates of water-
column O2 depletion and the dates of hypoxia onset for bottom-waters of Chesapeake 
Bay. On average, hypoxia (O2 < 62.5 M) initiated in the northernmost region of the 
deep, central channel in early May and extended southward over ensuing months; 
however, the date of hypoxia onset varied by > 50 days (April 6 to May 31 in the upper 
Bay). Water-column O2 depletion rates were consistently highest in the upper Bay, and 
elevated Susquehanna River flow resulted in more rapid O2 depletion and earlier hypoxia 
onset. Winter-spring chlorophyll-a concentration in the bottom water was the primary 
driver of inter-annual variability in hypoxia onset dates and water-column O2 depletion 
rates in the upper and middle Bay, while stratification strength was a more important 
driver in the lower Bay. Hypoxia initiated earlier in 2012 (April 6) than recorded 
previously, which may be related to extraordinary climatic conditions in the winter-spring 
of 2012 and the carry-over of large organic matter loads associated with a tropical storm 
in September 2011. Early summer hypoxic volumes were significantly correlated to 
winter-spring O2-depletion rates and hypoxia onset, but were poorly correlated to mid-




production during late spring and summer are also important in controlling incipient 
summer hypoxia.  
Introduction 
Seasonal depletion of dissolved oxygen (O2) from coastal waters is a widespread 
phenomenon that appears to be growing globally (Díaz and Rosenberg, 2008; Rabalais 
and Gilbert, 2009). Although there is mounting evidence that eutrophication (i.e., 
anthropogenic nutrient and organic enrichment of aquatic ecosystems) is contributing to 
the expansion of occurrence, intensity, and duration of hypoxic (“hypoxia” = O2 < 62.5 
M, 2 mg l
-1
, 30% saturation) conditions in coastal waters worldwide (Díaz and 
Rosenberg, 2008; Kemp et al., 2009), short- and long-term patterns and trends in climatic 
forcing also exert control over O2 in bottom waters (Justíc et al., 2005; Scully, 2010b; 
Wilson et al., 2008). Considering the potential impacts of hypoxia on growth and 
mortality of many marine fish and invertebrates (Vaquer-Sunyer and Duarte, 2008), 
predator-prey interactions and food web structures (Decker et al., 2004; Nestlerode and 
Diaz, 1998), and biogeochemical processes (Conley et al., 2002; Kemp et al., 1990; Testa 
and Kemp, 2012), this phenomenon has received increasing attention in recent decades.  
It is well known that O2 concentrations are gradually depleted from deeper waters 
of Chesapeake Bay from late winter until summer, resulting in the hypoxic and anoxic 
conditions that to characterize the estuary from mid June-September (Hagy et al., 2004). 
O2 concentrations usually reach their seasonal peak in January-February, when solubility 
is high, vertical mixing strong, and O2 consuming processes are temperature-limited (Taft 
et al., 1980). Beginning in February and March, O2 concentrations in deeper water (> 10 








(Boynton and Kemp, 2000). Such rapid O2 declines lead to the onset of hypoxic 





W). As the summer progresses, hypoxic conditions expand southward, beyond the 
Potomac River by May and in above-average years, to the Rappahannock River by July. 
Earlier studies suggested that the rate of spring O2 decline and the onset of 
hypoxic conditions are highly variable from year to year (Boynton and Kemp, 2000; 
Hagy et al., 2004). It has been suggested that such high inter-annual variability in the 
seasonal development of O2-depleted bottom waters is driven by a suite of biological and 
physical variables, including the magnitude of the spring diatom bloom, volume of 
winter-spring river flow, spring temperature, wind conditions, and associated vertical and 
horizontal O2 transport (Boynton and Kemp, 2000; Hagy et al., 2004; Officer et al., 1984; 
Scully, 2010b). The response of O2 depletion to external forcing may, however, be highly 
non-linear. For example, elevated winter-spring river flow should favor O2 depletion by 
increasing vertical stratification and reducing vertical diffusion (Boicourt, 1992), while 
elevating phytoplankton biomass (Malone et al., 1988). Elevated flow, however, will also 
enhance landward, longitudinal O2 transport (Kemp et al., 1992; Kuo et al., 1991), 
pushing the location of the spring bloom seaward (Hagy et al., 2005). 
Despite the high variability and importance of the initialization of hypoxia in 
spring, most of the hypoxia research in Chesapeake Bay has focused on the summer 
(June-August) period when the volume of hypoxia is at its seasonal peak (Hagy et al., 
2004; Murphy et al., 2011; Scavia et al., 2006). In part, this summer focus is due to the 
availability of historical O2 data from 1950-1980 (Hagy et al., 2004) and an emphasis on 




spatial and temporal patterns in the development of hypoxia during spring and the 
processes that control these patterns are poorly understood. Although previous studies 
addressed questions on the magnitude and controls on spring O2 depletion rates (Boynton 
and Kemp, 2000; Hagy et al., 2004; Taft et al., 1980), comprehensive analyses of spatial 
and temporal pattenrs have been heretofore lacking. Similarly, very few studies exist 
addressing hypoxia seasonality in other coastal systems (Rabalais and Turner, 2006). 
The goal of this paper was to utilize a large and spatially/temporally-resolved 
dataset for   
O2 concentrations (and other key variables) to understand the dynamics of seasonal 
hypoxia development in Chesapeake Bay. We used concentration time-series along the 
Bay axis to compute rates of water-column O2 uptake, the date of hypoxia initiation, and 
the volume of hypoxia. Regional and seasonal variations in these processes were also 
examined. Variations in these rates and dates were related to a suite of physical and 
biological variables and to summer hypoxia extent, providing a basis for understanding 
key controls over space and time. 
Methods 
Vertical Profiles of Concentrations 
Vertical profiles of O2, water temperature, salinity, and chlorophyll-a were 
obtained from the Chesapeake Bay Program Water Quality database for the 1985-2009 
period (http://www.chesapeakebay.net/data_waterquality.aspx), with profiles collected at 
20 stations located along the estuary’s central channel (Fig. 3.1, Table 3.1). 
Measurements of O2, temperature, and salinity were generally made at 1-m depth 




(2-10 m intervals). Profiles were generally sampled monthly between of November and  
March and bi-monthly between April and October.  
Climatic Data 
We compiled several climatic datasets to characterize the major external controls 
on O2 dynamics. Daily Susquehanna River flow into the Chesapeake Bay was 
downloaded from the USGS Chesapeake Bay River Input Monitoring Program website 
for the years 1985 to 2009 (http://va.water.usgs.gov/chesbay/RIMP/). Wind direction and 
speed data were collected from the Naval Air Station (PNAS) near the mouth of the 
Patuxent River in Maryland. The NAS wind data are used because they provide the most 
centrally located wind observations over the main stem of the bay. The wind direction 
was calculated from the hourly north and east wind components after the data are filtered 
with a 36-hour low-pass filter. In computing average wind speeds, only those records 
where wind blew with a speed greater than 2 m s
-1
. Wind directions were categorized into 
8 compass directions. 
Stratification 
We computed pycnocline depth for each region as the vertical position in the 
water column (depth in m, z) where the square of the Brunt-Väisälä frequency (N
2
) was at 
its maximum value (Pond and Pickard, 1983) and that value was used as an index of 










and g = gravitational constant, 9.81 m s
-2
, σz is the water density at depth (kg m
-3
), and  
z





z. Density was computed (Fofonoff, 1985) from profiles of temperature and salinity data 
at 1-m depth intervals using the Chesapeake Bay Program Water Quality database. 
Interpolations 
We interpolated spatial distributions for O2, water temperature, salinity, and 
chlorophyll-a concentrations to a 2-D length-depth grid using ordinary kriging (Murphy 
et al., 2010; Murphy et al., 2011). The statistical package R (R Development Core Team, 
2009) with the geoR package (Ribeiro and Diggle, 2009) was used for all interpolations, 
as described in (Murphy et al., 2011). The resulting 2D distributions were assumed to be 
constant laterally at a given depth and organized to correspond to tabulated cross-
sectional volumes (Cronin and Pritchard, 1975). 
For O2, interpolated concentration data were multiplied by the cross-sectional volumes to 
compute “hypoxic volumes” for all available profile sets in the years 1985-2009 by 
summing the volume of all cells with an O2 concentration < 62.5 M. 
O2 Depletion metrics 
The first day of the year where bottom water O2 concentrations fall below 62.5 
M provides the most straightforward index of the tendency for hypoxia to occur in a 
given year. This date was calculated by (1) averaging bottom-water O2 concentrations for 
each sampling date, (2) interpolating temporally through time to extrapolate fortnightly 
and monthly data to a daily concentration using shape-preserving piecewise cubic 
interpolations (where interpolation is monotonic when data are monotonic, and no 
artificial maxima or minima are generated), and (3) calculating the day where 
interpolated O2 concentrations fall below 62.5 M (Fig. 3.2). Hypoxia onset dates were 




The second calculation from the O2 concentrations was the calculated slope of a 
linear temporal decline in O2 concentration (non-interpolated) between March and May 
for each year between 1985 and 2009. Because each station has its own unique depth, 
bottom-water O2 was selected from the deepest depth sampled. For each year and station, 
a linear regression model was fit to the March-May time-series of averaged O2 
concentrations versus time and the slope was calculated (Fig. 3.2). This slope estimate 
represents a daily O2 depletion rate, and it reflects the effects on O2 of various biological, 
physical, and chemical mechanisms. We made the same computations on time-series of 
O2 deficit (O2Saturation-O2Observed) to examine the impacts of changes in solubility (driven 
primarily by temperature) on our depletion rates (data not shown); these slopes were 
highly correlated with the slopes from the observations (r > 0.90). For a few years, the O2 
time-series from March to May was not linear, and these often include short-term 
increases in concentration (e.g., Fig. 3.4); where these situations occurred, only 
observations made during the monotonic decrease were included in the slope calculation. 
Correlation coefficients (r-values) for the linear model fits to observed concentrations 
exceeded 0.90 at all stations/sites. 
Statistical Analysis 
We investigated the potential for multiple interacting controls on the date of 
hypoxia onset (hereafter DHO) and the rate of O2-depletion (hereafter ROD) using simple 
linear regression and multiple linear regression models (SASv9.2, PROC REG). The 
independent variables used to construct the models included mean January to May 
Susquehanna River flow, March-May wind speed and direction, January to April bottom-






) and vertical position (depth of maximum N
2
). Three multiple linear 
regression approaches were used, including r
2
 selection of all predictor sets, forward 
selection, and backward selection. Selection of optimal models was based on maximizing 
the adjusted r
2
 of the model and minimizing the Mallow’s CP and Akaike information 
criterion. We tested for normality of residuals using Shapiro-Wilk’s W and box and 
normal probability plots.  Multicollinearity of predictor variables was examined via 
variance inflation, condition indexes and eigenvalues of predictor variables. 
Results 
Spatial and temporal patterns in O2 
Bottom-water dissolved O2 varies seasonally in Chesapeake Bay, with maximum 
values in February and minimum concentrations typically occurring between May and 
July (Fig. 3.3). In most summers, anoxic concentrations occur in upper and middle Bay 
stations (CB3.3C to CB5.2), while hypoxic or near-hypoxic concentrations occur in the 
lower Bay, but anoxia is rare (Fig. 3.3). Time-series of bottom-water O2 at the northern 
and southern ends of the hypoxic zone stations illustrate consistent seasonal patterns with 
moderate inter-annual variability in O2 minima and episodic O2 replenishment during 
summer in some years (Fig. 3.3).  
Data used in this analysis, which are based on routine measurements at 2-4 week 
intervals, are likely to miss some short-term dynamics in O2 concentrations. Although 
similar data were not available for the mainstem Bay where we focused our study, 
continuous dissolved O2 measurements (sampling at 15-minute intervals) were made 
from a fixed buoy deployed adjacent to the routine monitoring station in the lower 




Technologies, http://www.act-us.info/). Rates of ROD and DHO calculated from these 
two datasets over the April to May period are similar, but several multi-day periods of 
high variability in O2 occurred between the fortnightly samples, similar to those used for 
the majority of calculations in this study (Fig. 3.4). 
The 25-year (1985-2009) monthly mean (March-July) spatial patterns in dissolved 
O2 reveal the seasonal development of hypoxic water as well and the shifting locations of 
low-O2 water with depth and distance along the Bay axis (Fig. 3.5). Parallel time/space 
patterns in the variance around these mean conditions are also revealing (Fig. 3.5). O2 
first begins to decline in bottom-water within the upper Bay between 200 and 300 km 
from the Atlantic Ocean in March-April (Fig. 3.5). From this location, O2 further declines 
through June and the low-O2 water mass appears to migrate seaward over the course of 
spring, where it is generally retained below 10-12 m depth (Fig. 3.5). The standard 
deviation in O2 around these 25-year means also reveals both spatial and seasonal shifts 
in O2 variability. In March and April, O2 is most variable in the upper Bay where O2 is 
initially depleted and where vertical gradients in O2 concentration are strong (Fig. 3.5). In 
contrast, O2 variability is highest in the middle of the water column in May and June (in 
the vicinity of the pycnocline) throughout most of the central channel of the Bay (Fig. 
3.5). The standard deviation is extremely high near the pycnocline in June, where vertical 
gradients in O2 are at seasonal peaks. 
Hypoxia onset and O2 depletion rates 
 The estimated date of hypoxia onset was highly variable from year to year at a 
given station, but the spatial pattern in hypoxia onset was consistent. For example, at 




April 14 to May 31 (46 days) between 1985 and 2009, but hypoxia always initiated at this 
station before it arrived at other stations (Fig. 3.6). Each year from 1985-2009, hypoxia 
developed in the most landward bottom waters of the Bay (near CB3.3C), but in only half 
of those 25 years did hypoxia develop as far south as the mouth of the Rappahannock 
River (CB6.1). After initiating at station CB3.3C, hypoxia gradually developed at 
seaward stations over the ensuing four months, reaching the Rappahannock River by late 
June/early July (Fig. 3.6). Hypoxia initiated 15-25 days earlier in the five years of highest 
Susquehanna River flow relative to the five lowest-flow years (Fig. 3.7). Although the 
spatial pattern of hypoxia onset was relatively unchanged in high- versus low-flow years, 
differences between high and low Susquehanna River flows were greater north of the 
Potomac River (Cb3.3C to CB5.2) than south (CB5.3 to CB6.2; Fig. 3.7). When hypoxia 
onset dates were divided into two groups (five highest and five lowest Susquehanna 
River flow years), onset date was significantly earlier in the high flow years at stations 
CB3.3C-CB4.3C and CB5.3 (p < 0.05, Mann-Whitney U Test).  
Overall, interannual variability in the ROD was greater than that of hypoxia 
initiation, but the spatial patterns and flow responses were similar. Whereas hypoxia 
onset was earlier in landward regions of the Bay, O2-depletion rates were higher (Fig. 
3.6). The water-column O2-depletion rates computed in this study were comparable to 
those made in previous studies using a similar approach in Chesapeake Bay at select 
locations (Table 3.2). Median water-column O2-depletion rates were similar north of the 
Potomac River (CB3.3C to CB5.2) but declined in seaward regions. O2-depletion rates 
were generally insensitive to Susquehanna River flow in the upper Bay and lower Bay 




in high-flow years in middle Bay regions (CB4.2C-CB5.2; Fig. 3.7). No significant 
differences were detected between the means when O2-depeltion rates were divided into 
two groups based on Susquehanna River flow (p > 0.05, Mann-Whitney U Test; Fig. 3.7). 
Winter-spring chlorophyll-a concentrations explained more variability in hypoxia 
onset and O2-depletion than other variables in upper and middle-Bay regions (Table 3.3 
& 3.4; Fig. 3.8). Although Susquehanna River flow during several winter-spring periods 
was significantly correlated with DHO and ROD (Table 3.3, 3.4), we sought explanatory 
variables that were more specific to biological or physical processes. Bottom-water 
chlorophyll-a concentrations averaged over the January to April period were significantly 
correlated to DHO (r = -0.47 to -0.73, p < 0.05; CB4.1C-CB5.2) and O2-depletion rate (r 
= -0.43 to -0.51, p < 0.05; CB4.2C-CB5.2). In contrast, the Brunt-Väisälä Frequency was 
significantly correlated to DHO in only lower Bay stations (r = -0.43 to -0.781, p < 0.05; 
CB5.2-CB5.4) and across several stations for O2-depletion rate (Table 3.4).  
At a limited number of stations, multiple linear regressions resulted in improved 
predictability of DHO and O2-depletion rates. For example, at station CB5.2, both 
January to April bottom-water chlorophyll-a and April to May mean Brunt-Väisälä 
Frequency (maximum value in the water-column) were significant predictors of DHO 
(Fig. 3.8). For the majority of stations, however, only a single predictor variable 
explained a significant fraction of variability in the O2-depletion metrics (Table 3.3, 3.4). 
Variables representing mean wind speed, wind direction, water temperature and 





One of the motivating questions in this effort was to understand the relationship 
between winter-spring O2 depletion and summer hypoxic volume. That is, does the onset 
and distribution of hypoxia in spring pre-determine and thus predict the summer 
condition? We correlated DHO and ROD to Bay-wide hypoxic volumes computed for 
May, June, and July (Fig. 3.9). DHO and ROD were poorly correlated to hypoxic volume 
during the mid-summer (July) period, but were significantly correlated to May, and to a 
lesser extent, to June hypoxic volumes (Fig. 3.9). DHO and ROD at CB5.1 to CB5.4 
were most strongly correlated to May and June hypoxic volumes, while these metrics 
from upper and lower-Bay stations correlated weakly with hypoxic volume. 
 In September of 2011, Tropical Storm Lee resulted in extraordinarily high 
Susquehanna River flow and suspended sediment loading rates to Chesapeake Bay. The 




, which was the 




). Flow resulting 
from TS Lee was estimated to scour 3.6 x 10
9
 kg of sediment from the lower 
Susquehanna River reservoirs 
(http://chesapeake.usgs.gov/featuresedimentscourconowingo.html) delivering this and 
other material to Chesapeake Bay. In the following winter-spring period of 2012, water-
column O2 concentrations were at record-low levels (Fig. 3.10) and hypoxia initiated at 
upper Bay stations earlier than ever recorded in available monitoring data. These O2 
patterns may have been affected by record-high bottom-water temperatures in the winter-
spring of 2012 (Fig. 3.10). In addition, chlorophyll-a concentrations (Fig. 3.10) and 






 at CB4.1C was 0.015 and 0.01 s
-2
 in February and March, 
respectively, which is near the long-term (1985-2009) maximum for these months.  
Discussion 
This analysis illustrates spatial and temporal patterns of winter-spring oxygen 
depletion over a 25-year time-series (1985-2009) of monitoring data from Chesapeake 
Bay. O2 dynamics during this period have received little prior attention relative to those 
during summer months. Clear spatial patterns in both dates of hypoxia onset (DHO) and 
rates of O2 depletion (ROD) emerged from this analysis, despite substantial interannual 
variability in these properties. Such high interannual variability was primarily driven by 
bottom-water chlorophyll-a concentration in the upper and middle Bay, while 
stratification strength was a more important driver in the lower Bay. A record early-
initiation of hypoxia in the upper-Bay in 2012 may have been caused by extraordinary 
winter-spring climatic conditions and the carry-over of large organic matter loads 
associated with a tropical storm in September 2011, indicating the potential for proximal 
and remote controls on hypoxia initiation. Interestingly, these metrics of spring O2 
depletion were poorly correlated to mid-summer hypoxic volumes, highlighting the 
dynamic nature of O2 in Chesapeake Bay. 
Spatial and Temporal Patterns of O2 Depletion 
Although the pattern of winter-spring declines in bottom-water dissolved O2 were 
generally consistent across stations along the entire longitudinal axis of Chesapeake Bay, 
the rate of decline and minimum O2 concentration varied spatially. Such patterns are 
well-described for this system and reflect the combined effects of elevated temperature 




and reduced ventilation caused by winter-spring river flows (Boynton and Kemp, 2000; 
Hagy et al., 2004; Taft et al., 1980). A striking regional pattern in O2 decline is the 
consistent early development anoxia in the upper Bay stations, but only occasional and 
short-lived hypoxia in the lower Bay stations (Fig. 3.3). This results from the fact that 
autochthonous and allocthonous organic material tends to accumulate in the upper and 
middle Bay regions in spring (Hagy et al., 2005; Zimmerman and Canuel, 2001). This 
also results from gravitational circulation that limits oxygenation of upper and middle 
Bay bottom water from overlying surface water via vertical mixing and lateral 
advection/mixing (Malone et al., 1986; Scully, 2010b) or from the lower Bay via 
longitudinal advection (Kemp et al., 1992; Kuo et al., 1991). Thus, spatial patterns in 
winter-spring O2 depletion are driven by a combination of biological and physical 
processes.    
Although these declines in O2 concentration were apparently gradual when analyzing 
monthly to fortnightly data, higher frequency measurements reveal that this general 
decline may be occasionally interrupted by brief events of both rapid depletion and 
ventilation (Fig. 3.4). Diurnal variability in these data suggest tidal effects (Fig. 3.4), but 
day-to-day and weekly variability is driven by mixing events, where for example, O2 
increases near April 28 and May 4 are associated parallel salinity decreases, indicating 
downward mixing of high-O2 and low-salinity water. Although it is likely that such 
higher frequency variability also characterizes the time-series in the main channel of 
Chesapeake Bay (Boicourt, 1992; Breitburg, 1990), as in other systems (Rabalais et al., 
2007), limited data exist to sufficiently examine this variability. At this particular station 













) are comparable, suggesting that fortnightly data reasonably reflect broad regional 
and seasonal patterns of winter-spring O2 declines.  
Longer-term variability in the distribution of O2 reveals seasonally-shifting controls 
on O2 consumption. During March and April in the upper region of Chesapeake Bay 
where O2 depletion first occurs, the standard deviation of the 1985-2009 mean is highest 
in deeper water (Fig. 3.5), where accumulations of chlorophyll-a commonly develop 
(data not shown) just seaward of  the limit of salt intrusion (Sanford et al., 2001). This 
region is also adjacent to the estuarine turbidity maximum, where organic matter and 
phytoplankton may be concentrated (Lee et al., 2012). In contrast, variability during May 
and especially June is highest at mid-depth in the middle region of Chesapeake Bay. 
Such variability may be due to fluctuations in pycnocline location, which commonly 
occurs around 10 m depth and is characterized by strong gradients in O2 (Murphy et al., 
2011). Alternatively, thin layers and/or oxic/anoxic interfaces at or near the pycnocline 
have been found to be hot spots for particle aggregation and microbial metabolism 
(Durham and Stocker, 2012), potentially driving O2 variation via oxic respiration or 
chemautotrophy associated with sulfide or ammonium oxidation (Casamayor et al., 
2001). This spatial pattern in the primary controlling mechanisms of O2 variability 
(organic matter availability in the upper Bay, stratification strength in the lower Bay), is 







Interannual Variability in O2 Depletion  
Like many processes in Chesapeake Bay and other coastal ecosystems, interannual 
variations in freshwater input are a primary driver of biogeochemical processes, 
including O2 depletion. Although Susquehanna River flow is statistically the strongest 
predictor of DHO and ROD at some stations (Table 3.3, 3.4), flow impacts both the 
biology and physics of Chesapeake Bay, which cannot be satisfactorily separated with 
simple statistics. Such widespread control of inter-annual variability in the development 
and spatial-temporal extent of O2 depleted waters by freshwater input is a result of flow 
impacts on a suite of biological and physical variables, including the magnitude of the 
spring diatom bloom, spring water temperature, and associated vertical and horizontal O2 
transport (Hagy et al., 2004; Officer et al., 1984; Taft et al., 1980). For example, elevated 
winter-spring river flow should favor O2 depletion by increasing stratification strength 
and reducing vertical diffusion (Boicourt, 1992), while elevating phytoplankton biomass 
as fuel for respiration (Boynton and Kemp, 2000; Malone et al., 1988). Elevated flow, 
however, will also tend to increase O2 concentrations via enhanced landward, 
longitudinal O2 transport (Kemp et al., 1992), while pushing the location of the spring 
bloom seaward (Hagy et al., 2005), which should increase ROD in lower Bay regions. 
ROD was indeed elevated in mid-Bay regions during high-flow years (Fig. 3.7), 
suggesting that the O2-depleting effects of elevated organic material and stratification 
strength may outweigh the O2-replenishment effects of enhanced longitudinal advection, 
at least in the mid-Bay region. 
Winter-spring O2 depletion appears to be driven primarily by phytoplankton-derived 




strongly linked to bottom-water chlorophyll-a, where peak phytoplankton biomass 
occurs in the water-column during the winter-spring period (data not shown).  Statistical 
analyses from this study (Table 3.3, 3.4), as well as previous conceptual models of O2 
dynamics in Chesapeake Bay (Boynton and Kemp, 2000) support this assertion. Such 
strong associations between O2-depletion and phytoplankton during this period result 
from the winter-spring bloom dominating phytoplankton biomass production in 
Chesapeake Bay (Harding and Perry, 1997; Malone et al., 1988), low grazing rates on 
the spring bloom (White and Roman, 1992) and thus high deposition of fresh organic 
material (Kemp et al., 1999), and increases in temperature that elevate respiration rates 
(Malone, 1987; Sampou and Kemp, 1994). Indeed, O2-depletion rates in Chesapeake Bay 
were significantly related to chlorophyll-a deposition rates derived from sediment traps 
over the course of several years (Boynton and Kemp, 2000), and biomarker studies 
indicate that sediment organic matter is most labile during the spring bloom 
(Zimmerman and Canuel, 2001). Thus, there is strong evidence for the association of 
winter-spring O2 declines with the bottom-water biomass of phytoplankton over a large 
section of Chesapeake Bay. 
Although the relationships between bottom chlorophyll and both ROD and DHO are 
strong in several regions of the Bay, we do not presume that physical transport effects 
are small. Several investigators have illustrated the importance of stratification, lateral 
advection and mixing, and longitudinal advection as important controls on O2 
distributions in Chesapeake Bay (Goodrich et al., 1987; Li and Li, 2011; Sanford and 
Boicourt, 1990; Scully, 2010b). Correlation analysis reveals that stratification strength is 




and lower Bay, and the highest variability in summer O2 concentrations occurs within or 
adjacent to the pycnocline (Fig. 3.5). Stratification strength may be a larger contributor 
to ROD and DHO in more seaward reaches of the Bay because phytoplankton biomass 
(Harding and Perry, 1997) and deposition (Hagy et al., 2005) tend to be lower in this 
region, thus limiting the biological control on O2 depletion. The control of bottom-water 
O2 by physical mechanisms may also be stronger in summer when stratification strength 
reaches its seasonal maxima at several middle and lower Bay stations (Murphy et al., 
2011). Thus, in the lower Bay where hypoxia onset occurs later in the year when 
stratification strength is at or near its peak (e.g., June, Fig. 3.6), variations in vertical 
mixing may exert a stronger control on hypoxia in this region than others (Table 3.3). 
It is clear, however, that spring O2-depletion metrics do not significantly correlate 
with summer hypoxic volumes. Even late-spring (May) and summer (July) hypoxic 
volumes are uncorrelated with DHO and ROD, suggesting that the summer hypoxic 
water mass is a dynamic feature that responds to short-term forcing from both physical 
and biological forcing. Previous investigations using both modeling and observation 
approaches illustrate this variability due to wind forcing, advection, and respiration in 
Chesapeake Bay and the Gulf of Mexico (Rabalais et al., 2007; Scully, 2010b). One 
important implication of this observed disconnect between spring and summer O2 
conditions is that contemporaneous inputs of organic matter are likely required for 
maintenance of summer hypoxia, in contrast to the long-standing view that summer 
hypoxia is sustained by the spring diatom bloom (Malone, 1987; Pomeroy et al., 2006). 
Given that we found the spring bloom to be the primary driver of spring ROD and DHO, 




volumes if spring bloom-derived organic matter was the primary fuel to sustain low-
oxygen conditions throughout the year. The fact that these relationships do not exist, and 
the fact that the metrics do correlate significantly with late-spring/early summer hypoxia, 
suggest that, by summer, most of this labile material has been respired. Observations of 
high summer productivity (Malone et al., 1988) and substantial organic matter sinking 
rates across the pycnocline (Kemp et al., 1999) suggest that summer organic matter 
production is also important in fueling summer hypoxia. The observations and modeling 
studies to necessary to test this assertion currently do not exist in Chesapeake Bay. 
Winter-Spring O2 Depletion in 2012    
The onset of hypoxia in upper Chesapeake Bay in 2012 (April 6) occurred 8 days 
before than the earliest of onset dates from the previous 26 years, and this presents a 
useful case-study for the controls on winter-spring O2 depletion. The passing of Tropical 
Storm Lee over much of the Susquehanna River watershed in September of 2011 
resulted in extraordinary levels of freshwater flow and the highest suspended sediment 
loads to Chesapeake Bay recorded in thirty years (Hirsch, 2012). Although the lability 
and character of this suspended material is uncertain at this time, it is reasonable to 
assume that large amounts of organic material were deposited to sediments in much of 
the middle and upper Bay (Cheng et al., 2013). Previous investigators have speculated 
that organic material deposited to sediments in autumn might remain intact in sediments 
over the winter (due to low temperatures) and be respired the following spring (Boynton 
and Kemp, 2000; Taft et al., 1980).  
Observations of bottom-water dissolved O2 at several stations in the upper and 




Although water temperature was historically high during these months (2.1 
o
C above 
previous maximum), associated declines in solubility do not explain such low O2 
concentrations (Fig. 3.10). Stratification strength approached the 26-year maximum at 
station CB3.3C and CB4.1 during this period (0.01-0.015 s
-2
), suggesting that high 
stratification due to low wind stress during March (data not shown) could have led to 
reduced O2. The remaining explanation is that respiration of organic matter derived the 
previous fall was responsible. Particulate organic carbon concentrations in the water-
column at stations CB3.3C and CB4.1C were 1.5 to 2 times the long-term mean, while 
chlorophyll-a was 3 times the long-term mean at CB4.1C (data not shown), suggesting 
that respiration rates in the water column (due to both elevated temperature and organic 
matter availability) were above-average during winter-spring 2012.  
The last potential driver of reduced O2 concentrations is elevated sediment O2 
demand (SOD). Previous modeling of sediment biogeochemistry in Chesapeake Bay 
suggested that labile organic material deposition from the previous year can accumulate 
and carry-over to the following spring (Brady et al., 2012). A simple sediment 
biogeochemical model was used to examine the seasonal response of sediments to a large 
September depositional event, where a month-long pulse of POM equivalent to 30% of 
the total annual POM flux was simulated. Four total simulations were run, including (1) 
a control, where fall POM deposition was equivalent to the long-term mean, (2) the 
month-long, elevated POM flux, (3) the elevated POM flux with temperatures elevated 
by 2.5 
o
C in the following January to April period, and (4) run #3 with dissolved oxygen 
reduced to hypoxic conditions (47 M O2) begging on April 1
st
 of the following year 




2012. Organic matter diagensis rates for all organic matter pools were set to 0.01 d
-1
, 
which is consistent with moderately labile organic matter (Burdige, 1991; Westrich and 
Berner, 1984). The simulations suggest that a depositional event associated with TS Lee 
combined with the observed water temperatures could have doubled SOD in the 




 (Fig. 3.11). The effect of 
the observed early onset of hypoxia in the beginning of April reduced SOD by roughly 
30%, resulting in SOD comparable to what was observed (Fig. 3.11). However, SOD 
likely only contributes to 10% of total sub-pycnocline O2 demand at station CB3.3C, 










Thus, we conclude that the unusually early hypoxia onset in upper Chesapeake Bay 
in 2012 was likely due to an interaction of high stratification, elevated temperature, and a 
carry-over of organic material from the fall of 2011. To adequately address this 
hypothesis, however, analyses should involve coupled physical-biological model 
simulations to separate effects of physical circulation from water-column and benthic 
biogeochemical processes. Such a model would compute both water-column and 
sediment responses to the loads from TS Lee, and if coupled to a sediment transport 
model (Cheng et al., 2013), could examine the impacts of sediment organic matter re-
suspension on water-column respiration rates. 
Summary 
       We computed rates of winter-spring, water-column O2 depletion rates and the date of 
hypoxia onset for 12 stations and 25 years in Chesapeake Bay. Bottom-water, winter-




onset days, especially in the middle and upper Bay regions. This suggests that respiration 
of the annual spring bloom is the primary driver of early season O2 depletion. However, 
metrics of early season O2 depletion (as well as early season hypoxic volumes) are poorly 
correlated with summer hypoxic volumes, suggesting that (1) summer phytoplankton 
production is needed to sustain summer hypoxic volumes and (2) that climatic variations 
in later spring and summer are strong controls of hypoxic volume. Ongoing numerical 
modeling studies will between elucidate the mechanisms behind organic matter 
production and O2 depletion.  
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Figure 3.1: Map of Chesapeake Bay with bathymetry (see “Depth” key) and major 
tributaries included (also note horizontal “Distance” key). Circles indicate the location of 
monitoring stations, where the “CB” prefix to each number have been omitted. Open 
square indicates the location of station LE1.2, where continuous observations of 
dissolved O2 were made. 
 
Figure 3.2: Seasonal cycle of bottom-water O2 saturation and concentration at CB5.1 
(Fig. 3.1) in 2004 and illustration of how rate water-column O2 depletion and date of 
hypoxia onset were derived from the time-series data (see text). 
 
Figure 3.3: Time-series of bottom-water O2 concentration at two stations near the upper 
(CB3.3C) and lower ends of the Chesapeake Bay hypoxic zone over 1985-1995. Gray 
shaded area indicates the hypoxia concentration threshold (62.5 M). 
 
Figure 3.4: Comparison of six-week time-series of bottom-water O2 (16 m deep) 
measured continuously (YSI data sonde every 15 minutes, small gray lines and circles) 
and measured fortnightly (14 d, open circles/dashed line) at a station in the lower 







Figure 3.5: Two-dimensional isopleths depicting distributions of dissolved O2 
concentration with depth and distance along the Bay axis over the years 1985-2009 for 
four months (March, April, May, June) for the 25-year mean values (left panels) and 
standard deviations around the means (right panels). 
 
Figure 3.6: Box plots of hypoxia onset day (top panel) and water-column O2 depletion 
rate (bottom panel) at 12 stations along the Chesapeake Bay axis for the years 1985 to 
2009 (see Fig. 3.1). 
 
Figure 3.7: Patterns of hypoxia onset day (top panel) and water-column O2 depletion rate 
shown as mean values (± standard errors) for the five years of highest (open circles) and 
five years of lowest (closed circles) winter-spring Susquehanna River flow. Asterisks 
between lines indicate significant differences between high-flow and low-flow groups. 
 
Figure 3.8: Correlations of January to April bottom-water algal biomass (chlorophyll-a, 
top panel) and April to May mean stratification strength (Brunt-Väisälä Frequency, N
2
, 
middle panel) with hypoxia onset day at station CB5.2 (see Fig. 3.1). Bottom panel is 
observed hypoxia onset day plotted against predictions from a multiple linear regression 








Figure 3.9: Correlation coefficient of water-column O2 depletion rate versus hypoxic 
volume (during May, June, and July) as they vary along the main Chesapeake Bay 
channel during three months. Asterisks near the circles indicate significant correlations. 
 
Figure 3.10: Seasonal cycles of monthly mean water quality conditions in the bottom-
waters over 1985-2009 at station CB3.3C in Chesapeake Bay (see Fig. 3.1: for (a) 
temperature, (b) oxygen solubility, (c) O2 concentration, and (d) chlorophyll-a. Mean 
values are shown as a solid line, the shaded area in the top three panels shows the range 
(i.e., 25-year maximum and minimum value for each respective month), and the shaded 
area in the bottom panel is the 25-year standard deviation. Filled circles are observations 
from 2012, where hypoxia onset occurred on April 6 and the water-column O2 depletion 






Figure 3.11: Time series of sediment O2 demand (SOD) from July-July in a simulation 
experiment with a two-layer sediment biogeochemical model (Brady et al., 2013) at 
station CB3.3C in Chesapeake Bay. The black line represents the “control” experiment, 
based on average conditions, the large dashed line represents the model forced with a 
month-long elevation of POM deposition representing the impact of Tropical Storm Lee 
in September 2011, the small dashed line in black represents the TS Lee experiment with 
January to April temperatures elevated by 2.5 
o
C, and the gray dotted line represents the 





















































































































































CHAPTER 4: SEDIMENT FLUX MODELING: SIMULATING NITROGEN, 




























 Sediment-water exchanges of nutrients and oxygen play an important role in the 
biogeochemistry of shallow coastal environments. Sediments process, store, and release 
particulate and dissolved forms of carbon and nutrients and sediment-water solute fluxes 
are significant components of nutrient, carbon, and oxygen cycles. Consequently, 
sediment biogeochemical models of varying complexity have been developed to 
understand the processes regulating porewater profiles and sediment-water exchanges. 
We have calibrated and validated a two-layer sediment biogeochemical model (aerobic 
and anaerobic) that is suitable for application as a stand-alone tool or coupled to water-
column biogeochemical models. We calibrated and tested a stand-alone version of the 
model against observations of sediment-water flux, porewater concentrations, and 
process rates at 12 stations in Chesapeake Bay during a 4 - 17 year period. 







), and dissolved silica (Si(OH)4 or DSi) for diverse 
chemical and physical environments. A root mean square error (RMSE)-minimizing 
optimization routine was used to identify best-fit values for many kinetic parameters. The 
resulting simulations improved the performance of the model in Chesapeake Bay and 
revealed (1) the need for an aerobic-layer denitrification formulation to account for NO3
-
 
reduction in this zone, (2) regional variability in denitrification that depends on oxygen 
levels in the overlying water, (3) a regionally-dependent solid-solute PO4
3- 
partitioning 
that accounts for patterns in Fe availability, and (4) a simplified model formulation for 
DSi, including limited sorption of DSi onto iron oxyhydroxides. This new calibration 




processes with site-specificity that represents differences in physical conditions. This 
stand-alone model can be rapidly executed on a personal computer and is well-suited to 
complement observational studies in a wide range of environments.  
Introduction 
Sediments are important contributors to the nutrient, oxygen, and carbon cycles of 
shallow coastal ecosystems. Both autochthonous and allocthonous organic matter 
deposited to sediments drive sediment biogeochemical processes and resultant nutrient 
fluxes (Jensen et al., 1990), feed benthic organisms (Heip et al., 1995), and can control 
sediment oxygen demand (Kemp and Boynton, 1992b). In very shallow ecosystems (< 5 
m), sediments may be populated by submerged vascular plants and/or benthic algal 
communities, both of which modify sediment biogeochemical reactions via nutrient 
uptake and sediment oxygenation (McGlathery et al., 2007; Miller et al., 1996). In 
moderately shallow systems (5-50m), sediments are sites of organic matter processing, 
leading to nutrient recycling (Cowan et al., 1996), oxygen consumption (Kemp et al., 
1992; Provoost et al., 2013), and associated sediment-water exchange. Therefore, models 
of sediment diagenetic processes that simulate porewater nutrient concentrations and 
exchanges of particulate and dissolved substances between the water column and 
sediments have been developed (Boudreau, 1991; Soetaert and Middelburg, 2009; 
Vanderborght et al., 1977a). Such models are valuable tools for understanding and 
managing nutrients and aquatic resources (Cerco and Cole, 1993). 
Sediment process model structures range from relatively simple empirical 
relationships (Fennel et al., 2006) to more complex process simulations that include time-




a constant sediment-water flux of O2 or nutrients (Scully, 2010a) or using basic 
parameterizations of sediment-water flux as a function of overlying water conditions 
(Fennel et al., 2006; Hetland and DiMarco, 2008). More complex process models may 
simulate one or two layers, each of which represent a particular chemical environment 
(Di Toro, 2001; Emerson et al., 1984; Gypens et al., 2008; Slomp et al., 1998; 
Vanderborght et al., 1977b). Process models may also resolve depth into numerous 
layers, allowing for simulations of pore-water constituent vertical profiles (Boudreau, 
1991; Cai et al., 2010; Dhakar and Burdige, 1996). Depth resolution in such complex 
models is usually associated with a higher computational demand (Gypens et al., 2008), 
thus intermediate complexity formulations (in terms of depth resolution) are commonly 
used when sediment biogeochemical models are coupled to water-column models to 
simulate integrated biogeochemical processes (Cerco and Noel, 2005; Sohma et al., 
2008), although depth-resolved models have been used (Luff and Moll, 2004). 
A sediment biogeochemical model was previously developed to link with spatially 
articulated water-column models describing biogeochemical processes at a limited 
computational cost (Brady et al., 2013; Di Toro, 2001). This sediment flux model (SFM) 
separates sediment reactions into two layers to generate fluxes of nitrogen, phosphorus, 
silica, dissolved oxygen (O2), sulfide, and methane. SFM has been successfully integrated 
into water quality models in many coastal systems, including Massachusetts Bay (Jiang 
and Zhou, 2008), Chesapeake Bay (Cerco and Cole, 1993; Cerco and Noel, 2005), 
Delaware’s Inland Bays (Cerco and Seitzinger, 1997), Long Island Sound (Di Toro, 
2001), and the WASP model widely used by the United States Environmental Protection 




in sediment process studies, especially over seasonal to decadal time scales (Brady et al., 
2013). For example, it has been used to simulate sediment dynamics in the Rhode Island 
Marine Ecosystem Research Laboratory (MERL) mesocosms (Di Toro, 2001; Di Toro 
and Fitzpatrick, 1993). Such a stand-alone sediment modeling tool, when combined with 
high-quality time series observations, can be used for parameter optimization, scenario 
analysis, and process investigations. 
The purpose of this study is: (1) to calibrate and validate a stand-alone version of 
SFM predictions with a multi-decadal time-series of water-column concentrations and 
sediment-water exchanges of dissolved inorganic nitrogen, silica, and phosphorus, (2) to 
utilize SFM to analyze sediment process observations at a range of Chesapeake Bay 
stations exhibiting differing overlying-water column characteristics (e.g., organic matter 
deposition rates and oxygen, temperature, and salt concentrations), and (3) to illustrate 
how SFM can be used to understand process interactions inferred from field rate 
measurements. A previous companion paper focused on the ammonium (NH4
+
), O2, 
sulfide, and methane modules in SFM (Brady et al., 2013). Here, we focus our process 




), and dissolved silica (Si(OH)4; hereafter DSi) 
fluxes, as well as denitrificaion.  
Methods 
SFM was previously calibrated and validated for Chesapeake Bay using sediment-
water flux measurements, overlying-water nutrient and O2 concentrations, and process 
rates (e.g., denitrification) that were available at that time (1985-1988) for 8 sites 
(Chapter 14 in Di Toro, 2001). More than two decades later, this study used expanded 




Chesapeake Bay, and demonstrate its utility as a stand-alone tool available for use in 
other aquatic systems. In this paper we describe and analyze SFM performance in the 
northern half of Chesapeake Bay using data collected during 4-17 years at 12 stations 
(Fig. 4.1). SFM can be run on a personal computer, executing a 25-year run on the time-
scale of seconds, and a MATLAB interface is available for input generation, model 
execution, post-processing, and plotting.  
General Model Description 
The model structure for SFM involves three processes: (1) the sediment receives 
depositional fluxes of particulate organic carbon and nitrogen, as well as biogenic and 
inorganic phosphorus and silica, from the overlying water, (2) the decomposition of 
particulate matter produces soluble intermediates that are quantified as diagenesis fluxes, 
(3) solutes react, transfer between solid and dissolved phases, are transported between the 
aerobic and anaerobic layers of the sediment, or are released as gases (CH4, N2), and (4) 
solutes are returned to the overlying water (Fig. 4.2). The model assumes that organic 
matter mineralization is achieved by denitrification, sulfate reduction, and 
methanogenesis, thus aerobic respiration is not explicitly modeled. To model these 
processes, SFM numerically integrates mass-balance equations for chemical constituents 
in two functional layers: an aerobic layer near the sediment-water interface of variable 
depth (H1) and an anaerobic layer below that is equal to the total sediment depth (10 cm) 
minus the depth of H1 (Figs. 4.2,4. 3, & 4.4). The SFM convention is to use subscripts 
with “0” when referring to the overlying water, with “1” when referring to the aerobic 




The general forms of the equations are presented in Table 4.1 (Eqs. 1 & 2). For 
example, one can replace CT1 with    
  ( ) to compute the change in NO3
-
 concentration 
in the aerobic layer (Eq. 1 in Table 4.1). The governing expressions are mass balance 
equations that include biogeochemical reactions (
  
 
    
   ), burial (     ), diffusion of 
dissolved material between the aerobic sediments and overlying water column 
(    (             )) and between sediment layers (    (             )), and the 
mixing of particulate material between layers; (   (             ): see Eqs. 1 and 2 
in Table 4.1). 
Aerobic Layer Depth and Surface Mass-Transfer 
The thickness of the aerobic layer,   , is solved numerically at each time step of the 
simulation by computing the product of the diffusion coefficient (   ) and the ratio of 
overlying-water O2 concentration (   ( ) ) to sediment oxygen demand (SOD):    
   
   ( ) 
   
. This relationship has been verified by measurements (Cai and Sayles, 1996; 
Jørgensen and Revsbech, 1985). The inverse of the second term on the right hand side of 
Equation 1 is the surface mass transfer coefficient (Eq. 5 in Table 4.1), which is used as 
the same mass transfer coefficient for all solutes since differences in the diffusion 
coefficients between solutes are subsumed in the kinetic parameters that are fit to data 
(Brady et al., 2013; Di Toro, 2001). It should be noted that in the time varying solution, 
H1 and H2 are within the derivative since the depths of the layers are variable, where 
dynamic entrainment and loss of mass can be quantified (see Chapter 13 in Di Toro, 
2001). The depth of the anaerobic layer (  ) is simply calculated as the difference 





Dissolved and Particulate Mixing 
Dissolved and particle mixing between layers 1 and 2 (     and    , Eqs. 6 & 7 in 
Table 4.1) are modeled as a function of passive transport and proxies that reflect the 
activities of benthic organisms.      enhancement due to benthic faunal activity is 
parameterized directly, that is, the dissolved mixing coefficient (Dd) is fit to values that 
typically increase      to 2-3 times molecular diffusion (Matisoff and Wang, 1998). The 
rate of mixing of sediment particles (   ; Eq. 7 in Table 4.1) by benthic animals is 
quantified by estimating the apparent particle diffusion coefficient (  ; Chapter 13 in Di 
Toro 2001). In the model, particle mixing is controlled by temperature (first term in Eq. 7 
in Table 4.1; (Balzer, 1996)), carbon input (second term in Eq. 7 in Table 4.1; (Robbins 
et al., 1989)),  and oxygen (third term in Eq. 7 in Table 4.1; (Díaz and Rosenberg, 1995)). 
To make the model self-consistent, that is to use only internally-computed variables in 
the parameterizations, the model assumes that benthic biomass and therefore, particle 
mixing is correlated with the amount of labile carbon (i.e., POC1) present in the sediment, 
an assumption that is supported by the literature (Tromp et al., 1995). However, if excess 
carbon loading creates unfavorable oxygen conditions that reduce macrofaunal density 
and therefore, bioturbation (Baden et al., 1990), particle mixing is reduced by a term 
called “benthic stress” (S in Eq. 7 in Table 4.1). As O2 decreases, (1 - kSS) approaches 
zero. After the stress has passed, the minimum is carried forward for the rest of the year 
to simulate the observation that benthic communities do not recover until recruitment 







Diagenesis of particulate organic matter (POM) is modeled by partitioning the 
settling POM into three reactivity classes, termed the “G model” (Westrich and Berner, 
1984). Each class represents a fixed portion of the organic material that reacts at a 
specific rate (Burdige, 1991). For SFM, three G classes represent three levels of 
reactivity: G1 is rapidly reactive (20 day half-life & 65% of settling POM), G2 is more 
slowly reactive (1 year half-life & 20% of settling POM); G3 (15% of settling POM) is, 
for this model, non-reactive (see Table 4.2 for parameters associated with diagenesis). 
The diagenesis expression is as follows (similar equations govern diagenesis of 
particulate organic nitrogen and phosphorus): 
  
     
  
              
(    )                                         Eq. 1 
where      is the POC concentration in reactivity class i in the anaerobic layer,        is 
the first order reaction rate coefficient,        is the temperature coefficient,    is the 
sedimentation velocity,      is the depositional POC flux from the overlying water to the 
sediment, and        is the fraction of      that is in the ith G class. The aerobic layer is 
not included, due to its small depth relative to the anaerobic layer: H1  0.1 cm, while H2 
 10 cm. Deposition rates for particulate nitrogen (    ), phosphorus (    ), and silica 
(    ) are proportional to      based on Redfield stoichiometry (Table 4.2). 
Organic matter deposition rates (including particulate biogenic C, N, P, and Si) for 
each year and station were estimated using a Hooke-Jeeves pattern search algorithm 
(Hooke and Jeeves, 1961) to minimize the root mean square error (RMSE) between 
modeled and observed NH4
+




observations made using several methods and a detailed discussion of this approach is 
included in a companion paper (Brady et al., 2013). 
Reaction Rate Formulation 
Rate coefficients for aerobic-layer reactions (e.g., nitrification, denitrification, sulfide 
oxidation, etc.) are relatively similar (Eq. 1 in Table 4.1). These reactions are modeled to 
be dependent on the depth of H1. For example, the nitrification rate expression in the 
mass balance equations for NH4
+
 is a product of the aerobic layer nitrification rate 
(       ) and the depth of the aerobic layer (Fig. 4.3a): 
           
 
   
     
   
    
                      Eq. 2 
The product              is made up of two coefficients, neither of which is readily 
measured. The diffusion coefficient in a millimeter thick layer of sediment at the 
sediment water interface may be larger than the diffusion coefficient in the bulk of the 
sediment due to the effects of overlying water shear. It is therefore convenient to 
subsume two relatively unknown parameters into one parameter that is calibrated to data, 
called         (Fig. 4.3a): 
        √                                   Eq. 3 
        is termed the reaction velocity, since its dimensions are length per time. Squared 
reaction velocities are then incorporated in the reaction term of the mass balance 




 concentrations are computed for both aerobic and anaerobic layers via mass 






 in the model. NH4
+
 is produced by organic matter diagenesis (JN2 in Fig. 





 via nitrification using a reaction velocity,        , (Fig. 4.3a) with 
Michaelis-Menten kinetics (Eq. 8 in Table 4.1). Mass-transfer coefficients are employed 
to model diffusion of NH4
+
 between the anaerobic and aerobic layers (KL12) and between 
the aerobic layer and the overlying water (KL01). A more extensive treatment of the NH4
+
 
model is given in a companion publication (Brady et al., 2013). 
Nitrate Flux 
There are two sources of NO3
-
 in SFM: (1) NO3
-
 enters from the overlying water 
column as controlled by surface mass transfer (KL01) and the concentration gradient, and 
(2) NH4
+
 is oxidized in the aerobic layer (i.e., nitrification; Eq. 13 in Table 4.1, Fig. 4.3b; 
see Chapter 4 of Di Toro 2001). In turn, NO3
-
 can be returned to the overlying water 
column as NO3
-
 flux (     
  ) or converted to nitrogen gas (i.e., denitrification, Eqs. 11 
& 12 in Table 4.1). There is no biogeochemical NO3
-
 source in the anaerobic layer (Fig. 
5.3. Although it is conventional to confine denitrification to the anaerobic layer (Gypens 
et al., 2008), denitrification is modeled in both the aerobic and anaerobic layers in SFM 
(Fig. 4.3b). The close coupling between nitrification and denitrification has been 
suggested by some authors (Blackburn et al., 1994) and there is evidence for 




 model differs from the nitrogen models in two important ways: (1) there 
are no reactions for PO4
3-
 once it is released during diagenesis (Eqs. 14 & 15 in Table 
4.1) and (2) the PO4
3-




There are two sources of PO4
3-
 to SFM: (1) PO4
3-
 produced by organic matter diagenesis 
(       in Fig. 4.4a, Eq. 16 in Table 4.1) in the anaerobic layer and (2) PO4
3- 
that is 
sorbed onto particles and deposited to sediments (    ). Observations of the latter source 
are scarce, so we initially assumed that sorbed PO4
3- 
deposition is equivalent to (    ), 
which is supported by the observation that POP is roughly 50% of the particulate 
phosphorus pool in Chesapeake Bay (Keefe, 1994). Because     is likely to be spatially-
variable (Keefe, 1994), we optimized      to the sediment-water PO4
3-
 flux (see below).  
Models of phosphorus in marine sediments have traditionally focused on predicting 
the interstitial concentration of PO4
3-
 (Rabouille and Gaillard, 1991; Van Cappellen and 
Berner, 1988), as well as the PO4
3-
 flux (Slomp et al., 1998). Because SFM is used to 
predict sediment-water PO4
3-
 fluxes, it accounts for the fact that a fraction of the PO4
3-
 
released during diagenesis is trapped in sediments in particulate form via precipitation or 
sorption to amorphous iron oxyhydroxides (Sundby et al., 1992). The model also 
accounts for the dissolution of iron oxyhydroxides under low oxygen conditions and 
subsequent release of PO4
3-
 into porewater (Conley et al., 2002). Thus, the model can 
account for the temporary storage of PO4
3-
 near the sediment water interface until oxygen 
is seasonally-depleted, resulting in iron oxyhydroxides dissolution and subsequently large 
sediment-water PO4
3-
 fluxes (Lehtoranta et al., 2009; Testa and Kemp, 2012). SFM 
distinguishes between solid and dissolved pools of PO4
3-
 using partition coefficients 
specific to both layer 1 and 2 (Eqs. 3 and 4 in Table 4.1). The partition coefficient in 
layer 1 is larger than in layer 2 under oxic conditions, representing the higher 








critical concentration (Eq. 22 in Table 4. 1, Table 4.2), a larger fraction of the total PO4
3-
 
is transitioned to the dissolved pool. 
 Dissolved Silica Flux 
The DSi model includes the same partitioning formulation (including O2-depencency) 
as the PO4
3-
 model (Eq. 22 in Table 4.1) and also has no reactions in layer 1 and 2 (Eqs. 
17 and 18 in Table 4.1, Fig. 4.4b). Similar partitioning formulations are absent from 
previous silica models (Vanderborght et al., 1977a), but are present in more recent 
formulations (Rabouille and Gaillard, 1990), based upon evidence for DSi sorption to Fe 
oxyhydroxides (hereafter FeOOH) (Sigg and Stumm, 1981).  
Unlike phosphorus, nitrogen and carbon, silica diagenesis is a dissolution reaction 
rather than a microbially-mediated respiratory process. The particulate silica deposited to 
sediments that may be dissolved originates from two sources: (1) biogenic silica in 
diatom algal material (    ) and (2) detrital silica associated with terrestrially-derived 
particles (       , Eqs. 17 & 18 in Table 4.1, Table 4.2). Silica dissolution has been found 
to be a function of the degree of undersaturation, pH, temperature, particulate silica 
concentration, salinity, and the nature of the surfaces of the solid-phase silica (Conley et 
al., 1993; Van Cappellen and Linqing, 1997b; Yamada and D'Elia, 1984). In SFM, the 
diagenesis of particulate silica is a function of a first-order rate constant (   ) with a 
temperature dependency (   
 ), a Michaelis-Menten dependency on particulate silica (   ), 
and a first-order dependency on the degree of undersaturation (Eq. 18 in Table 4.1, Table 
4.2). The original calibration of SFM considered silica solubility to be independent of 




solubility was added (Eq. 18 in Table 4.1), as has been suggested in the literature 
(Lawson et al., 1978; Van Cappellen and Linqing, 1997a).   
Overlying Water Concentrations 
Data for overlying water-column nutrient and O2 concentrations nearest the sediment-
water interface in Chesapeake Bay, which are required boundary conditions for the stand-
alone SFM simulations, were retrieved for each station and date from the Chesapeake 
Bay Program (CBP) Water Quality database 
(http://www.chesapeakebay.net/data_waterquality.aspx). Measurements of bottom water 






 made as part of the Sediment Oxygen and 
Nutrient Exchange (SONE) experiments (Boynton and Bailey, 2008) were augmented by 
CBP data by combining the time series and using piecewise cubic hermite interpolation 
(PCHIP) to derive daily overlying water-column values. DSi data were only available in 
the CBP dataset. The fine temporal resolution of the combined SONE and CBP 
monitoring time series insures that the onset of hypoxia and winter temperature regimes 
(not measured in the SONE dataset) were properly simulated. To calculate initial 
sediment nutrient conditions, the time series of POM deposition and overlying water 
concentrations were repeated until there was 15 years of input. The synthetic 15 year time 
series was used as the model input, followed by the actual years. This insures that the 
initial conditions for SFM particulate and dissolved constituents are consistent with the 
depositional fluxes and parameters. 
Calibration and Validation Datasets 
Observed sediment-water fluxes of NH4
+











plexiglass sediment cores (Boynton and Bailey, 2008). Although not presented in this 
paper, the organic matter deposition rates used in this analysis were validated against 
available observations, as were rates of sediment oxygen demand, sulfate reduction, and 
porewater concentrations (Brady et al., 2013). Cores for the measurement of sediment 
denitrification were collected by box coring in both the upper Chesapeake Bay (“Still 
Pond”) and in the mid-bay (“R-64”); the methods for core incubation are described in 
detail elsewhere (Kana et al., 2006).  Briefly, triplicate cores from each site that had 
aerobic overlying water conditions were bubbled with air for ~2 hours while submersed 
in a temperature controlled bath. Tops caps with suspended magnetic stirrers were 




) and gas (O2, N2, Ar) concentrations 
were determined. The rate of gas flux was determined from high precision N2:Ar or 
O2:Ar ratios using membrane inlet mass spectrometry. While the fluxes of N2 are referred 
to as denitrification, they are actually the summation of all gaseous N transformation 
processes and may include processes such as anammox (Rich et al., 2008) or N fixation 
associated with sulfate reduction (Bertics et al., 2013); fluxes of N2O were not measured. 
Error Metrics and Parameter Optimization 
Model-data comparisons were facilitated using multiple skill assessment metrics 
(Stow et al., 2009a). RMSE, mean error (sum of residuals divided by the number of 
observations), and reliability index (RI) were computed for each flux/station 
combination. Mean error is a measure of aggregate model bias while RMSE takes into 
account the magnitude of model-data discrepancies. Finally, the RI quantifies the average 




would indicate that SFM predicts the observation within a factor 2, on average (Stow et 
al., 2009a). 
We first ran SFM at 12 stations for all years where observations of sediment-water 
fluxes were available using the parameter set from the original calibration of SFM in 
Chesapeake Bay (Di Toro, 2001). We then calibrated several components of the model to 
optimize model-data fits. Specifically, we ran 50 simulations with 50 different values for 
11 parameters to find the minimum root mean square error (RMSE) between modeled 




, and DSi) associated with 
each parameter. This optimization routine requires the range of potential parameter 
values and the number of simulations to be run using parameter values equally spaced 
between the range. The pattern search range for each parameters was centered around the 
parameter value from the original model calibration (Di Toro, 2001). This process is 
repeated for each station and the RMSE for each variable (e.g., J[NO3
-
]) and parameter 
(e.g.,        ) is saved after each run. Parameter ranges were constrained in each case 
based on published values and chosen after careful consideration of model-data residuals. 
Optimization simulations were performed for 11 parameters, which is a subset of the total 
parameter set, including: (1) the aerobic and anaerobic layer denitrification reaction 
velocity (       ,        ), (2) the PO4
3-
 and DSi partition coefficients in layer 1 and 2 
(         ,         ,       ,      ), (3) the particulate inorganic PO4
3- 
and DSi depositional 
fluxes, (4) the half-saturation constant for     dependency of silica dissolution (     ), 







Sediment-Water Nitrogen Fluxes 
Using the original model calibration, which was based on measurements made during 
1985-1988, SFM sediment-water NO3
-
 fluxes matched observations at three sites with 
similar characteristics (e.g., Still Pond in Fig. 4.5a), but under-estimated net influxes to 
sediments at other sites (e.g., R-64 in Fig. 4.5b, Table 4.3). Specifically, SFM simulated 
NO3
-
 fluxes well at sites with low salinity, in close proximity to freshwater discharges 
from major river, and relatively high (normoxic) O2 levels throughout the year (Windy 
Hill, Still Pond, and Maryland Point; Table 4.3). However, at the other nine sites, which 
are generally deeper and experience seasonal hypoxia and anoxia, the original SFM 
calibration was unable to capture the large spring NO3
-
 fluxes into the sediment that 
occurred in years after 1988 (e.g., Fig. 4.5b, Table 4.3).  
The parameter optimization routine to minimize the RMSE between observed and 
modeled NO3
-
 fluxes yielded different results for the aerobic and anaerobic denitrification 
velocity (        and        ). Although model results were relatively insensitive to 
changes in the anaerobic-layer denitrification velocity (data not shown), alterations of the 
aerobic-layer denitrification velocity resulted in substantial improvements in the NO3
-
 
flux predictions across the nine relatively hypoxic sites (Fig. 4.5c, Table 4.3). The value 
of         from the original calibration (0.1 m d
-1
) resulted in the lowest RMSE at Windy 
Hill, Still Pond, and Maryland Point (low salinity, normoxic), while higher values of 
        reduced RMSE at the other sites (higher salinity, seasonally-hypoxic; Fig. 4.5c, 
Table 4.3). Increasing the denitrification velocity 2-4 times more than the original 




Importantly, the optimized value of        correlated significantly (r = -0.81, p = 0.002) 
with the model-computed depth of the aerobic layer (Fig. 4.5c inset). 
We restructured the formulation for denitrification to make it uniform across varying 
environmental conditions. The strong correlation between H1 and optimized         (Fig. 
4.5c inset) indicates that the depth-dependence of aerobic layer NO3
-
 removal (via 
denitrification) is responsible for the station specific optimization of        . In the NO3
-
 
mass balance, the squared aerobic layer denitrification velocity (       ) is divided by the 
surface mass-transfer coefficient (KL01; Eq. 1 in Table 4.1). Because         
√              and      





 removal term is (             ) (







(1)], or in a more simplified form,         H1 [NO3
-
(1)]. This formulation implies that 
denitrification is occurring uniformly over the depth of the aerobic layer, yet if anaerobic 
microsites are unequally distributed, or denitrification occurs only at the interface of the 
aerobic and anaerobic layers, this implication would not be valid. Thus, we executed a 
second optimization without the depth dependence, where aerobic-layer denitrification is 
simply         [NO3
-
(1)]. The results of this second optimization indicated that a spatially 




which we call         , resulted in an 
overall 33% decrease in RMSE across all observations at all sites (Fig. 4.6, Table 4.3).  
Denitrification 
In addition to model-data comparisons of NO3
-
 fluxes, it was also possible to validate 
model-computed denitrification rates (using the depth-independent formulation) with 
observations made at several stations within Chesapeake Bay (Fig. 4.7). Denitrification 






O2, and depth) in Chesapeake Bay over the past several decades (Kana et al., 1998; Kemp 
et al., 1990) using a variety of methods. A collection of measurements made in the 
Choptank River estuary over a large gradient (3-300 M) of overlying-water NO3
-
 (Kana 
et al., 1998) demonstrated a strong dependence of denitrification on NO3
-
 availability in 
the overlying water (Piña-Ochoa and Álvarez-Cobelas, 2006). When seasonally-
averaged, modeled denitrification rates for each station are plotted against overlying-
water NO3
-
, the overall relationship and rate magnitudes compare favorably to 
observations (Fig. 4.7a).  
At stations R-64 and Still Pond, denitrification rates estimated over an annual cycle in 
200 and 2001 match the seasonality and magnitude of SFM predictions (Fig. 4.7b and c). 
In general, two different seasonal patterns of denitrification were predicted by SFM for 
two distinct environmental types; at stations with high NO3
-
 and no seasonal hypoxia, 
denitrification followed the annual temperature cycle (e.g., Still Pond), whereas stations 
with low summer NO3
- 
and seasonal hypoxia or anoxia, denitrification displayed the 




, the original model calibration resulted in sediment-water PO4
3-
 fluxes 
that agreed with the data reasonably well (Fig. 4.8, Table 4.3), as evidenced by a 
reliability index of 1.41 (well below 2). However, model estimates of PO4
3-
 fluxes were 
particularly high during the summer at anoxic stations compared with observed fluxes 
(Fig. 4.8b). Optimization routines suggested station-specific values for the aerobic 
(         ) and anaerobic (        ) layer partition coefficients significantly improved 




observation fits resulted in an overall RMSE reduction of 25% when           and 
        were higher at low salinity sites in close proximity to river inputs (Still Pond, 
Maryland Point; Fig. 4.8c, Table 4.3) and when           and         were lower at most 
other sites (Fig. 4.8c, Table 4.3). In some cases (e.g., R-78, Point No Point), the model 
was insensitive to changes in the partitioning coefficients. Station-specific values of 
          were related to the amount of oxalate-extractable Fe observed in the top 3 cm of 
sediments (Cornwell and Sampou, 1995) at four sites in Chesapeake Bay (Fig. 4.8c 
inset). Where Fe concentrations were higher, the aerobic layer partitioning coefficient 
optimized at a higher values (Fig. 4.8c inset). When the optimized parameters were 
included in SFM simulations, the model better represented the observed sediment-water 
fluxes, particularly during summer (Fig. 4.9, Table 4.3). When the PO4
3-
 flux was 
optimized to     , RMSE was slightly improved (Table 4.3), with      contributing 
between  25% and 50% of total phosphorus deposition (data now shown). 
Nitrogen and Phosphorus Recycling  
O2 concentration exerts strong control over nitrogen and phosphorus cycling in 
sediments. To explore the role overlying water O2 in the removal of nutrients by 




 were plotted against the deposition 
of organic N and P (Fig. 4.10). Between 25% and 50% of the deposited nitrogen was 
removed (via burial or denitrification), while in general, 25% of the phosphorus was 
removed (via burial or storage). Nitrogen removal was higher at stations where summer 
O2 concentrations generally do not become anoxic (Fig. 4.10).Thus, at Still Pond and 
Maryland Point, where O2 concentrations are above 3 mg O2 L
-1
 year-round and 




was > 50%. Another method of assessing O2 effects on nitrogen cycling is to compute the 
“nitrogen recycling efficiency” (     
     
  
 [   
 ]              
  
 ) from the model nitrogen 
fluxes (Boynton and Kemp, 2008), which represents NH4
+
 recycling relative to the total 
efflux of inorganic N solutes. This index, computed from model simulations, was 
negatively correlated to overlying water O2 at all sites in Chesapeake Bay (r > 0.95, p < 
0.001; Fig. 4.10, inset). 
Dissolved Silica Flux 
The original calibration of the silica model generally resulted in an underestimation of 
the sediment-water DSi flux, especially during warmer months (Fig. 4.11). SFM 
originally considered silica solubility to be constant in time. However, when SFM was 
run at all stations with silica solubility formulated as an exponential function of 
temperature                   
(    )
 (Lawson et al., 1978), the model improved slightly 
(Table 4.3). Optimizations indicated that the model was insensitive to changes in       
and     (data not shown), where values were applicable to all Chesapeake Bay stations. 
Optimization routines suggested that the inorganic (i.e., non-biogenic) silica deposition 




 was 22% to 46% of biogenic silica fluxes at all 
stations except R-78 (67%).  
SFM includes an O2-dependent sorption of DSi onto particles (partitioning), which 
represents DSi binding onto FeOOH under oxygenated conditions (as with PO4
3-
). The 
anaerobic-layer partition coefficient,      , was similar to PO4
3-
 in the original calibration, 
yet there is a limited literature to suggest strong binding of DSi to FeOOH under the 
conditions found in most estuarine sediments. Thus, we optimized the model for        




all stations when the partition coefficients were reduced from 10 to 5 (      ) and from 
100 to 15 (     ) at the anoxic sites (Table 4.3), with a 36% reduction in RMSE across 
sites. The optimized values or        (15) and       (50) were higher at the oxic, low-
salinity sites (Still Pond, Maryland Point; Table 4.2 & 4.3). The resulting seasonal pattern 
of DSi more closely fit that of the observations (Fig. 4.11). 
Discussion 
This paper illustrates the simulation skill and flexibility of application for the stand-







, and DSi. Here we have demonstrated a range of ways that the model can 
complement field measurements to estimate unmeasured processes and simulate inter-
annual variations in biogeochemical processes. 
Nitrogen Cycling 
After model reformulation and parameter optimization, SFM simulated NO3
- 
fluxes 
that agreed well with observations across many stations with varying salinity, O2, and 
organic matter deposition rates. The same is true for NH4
+
 fluxes, which are described in 
detail in a companion publication (Brady et al., 2013). For NO3
-
 simulations, it was clear 
the original value of         and the associated NO3
-
 flux were underestimated for the 
majority of stations we tested in Chesapeake Bay. This “missing” NO3
-
 uptake could 
result from an under-prediction of denitrification rates or a result of the fact that SFM 
does not include dissimilatory nitrate reduction to ammonium, or DNRA (An and 
Gardner, 2002). Because we lack sufficient information to model DNRA in Chesapeake 
Bay, but have access to denitrification measurements, we explored how under-estimated 
denitrification rates might be contributing to the “missing NO3
-




for         were inversely correlated to the depth of the aerobic layer across the stations in 
our analysis; that is, where the aerobic layer depth was large,        was low. Because 
SFM assumes that denitrification is occurring uniformly throughout each layer, the NO3
-
 
loss rate associated with denitrification will be larger for a given value of         as the 
aerobic layer depth increases. Thus, we removed the depth-dependence from the aerobic-
layer denitrification formulation. 
Although denitrification is considered to be a strictly anaerobic process, evidence 
exists for denitrification within the aerobic zone associated with “anoxic microsites” in 
organic aggregates (Jenkins and Kemp, 1984; Jørgensen, 1977). The inclusion of aerobic-
layer denitrification in SFM, although absent from conventional sediment diagenesis 
models (Jahnke et al., 1982; Vanderborght et al., 1977b), has been included in more 
recent work (Brandes and Devol, 1995). If the aerobic-layer denitrification is occurring in 
anoxic microsites, we have no reason to assume that these sites would not be equally 
distributed. However, denitrification may be active in sections of sediments where there 
is close spatial coupling between the anoxic zone and the high- NO3
-
 zone, which is 
nearly always aerobic (Blackburn et al., 1994). If this was the case, modeled 
denitrification would only occur in a relatively thin section of the sediment at the 
interface of the aerobic and anaerobic layer, and thus the denitrification loss term in SFM 
should be depth-independent. We applied such a formulation in SFM and found good 
model-data agreement across sites at a single value for the aerobic layer denitrification 
rate (Fig. 4.6, Table 4.3).  It should be noted that sediment models that resolve porewater 
profiles with high vertical resolution do not need such a formulation, as interfaces within 




Modeled denitrification rates agreed well with observations (Kana et al., 1998) and 
indicate the potential to model seasonal cycles of an important process that is effort 
intensive to measure (Fig. 4.7). Measurements of sediment denitrification were found to 
be strongly tied to overlying-water NO3
-
 in the Choptank River (Kana et al., 1998), as 
well as many other locations (Dong et al., 2000; Pelegrí and Blackburn, 1995; Seitzinger 
et al., 1993). SFM simulations fit this pattern across all sites in Chesapeake Bay and 
during three seasons (Fig. 4.7a). The intercept of  a linear model fit of overlying-water 
NO3
-
 and denitrification rates indicates the degree of nitrification (Kana et al., 1998). We 
compared this intercept (as derived for each station and month) to SFM-modeled 
nitrification rates and found that the intercept value was highly correlated (r > 0.8) with 
the modeled rates (Di Toro, 2001). From a seasonal perspective, denitrification appears to 
have two maxima at seasonally-hypoxic stations (Fig. 4.7b), one in April-June and 
another in October-November (Kemp et al., 1990). This has been observed in other 
systems as well (Jørgensen and Sørensen, 1988) and primarily results from NO3
- 
limitation during periods of the year (i.e., summer) when sediment nitrification is limited 
by low O2 and high sulfide concentrations (Henriksen and Kemp, 1988). Conversely, at 
stations with ample NO3
- 
concentrations in overlying water year-round (e.g., Maryland 
Point, Still Pond), high denitrification rates were maintained throughout summer and 
followed the annual temperature cycle (Fig. 4.7c).   
Previous studies have used cross-system comparisons to estimate the fraction of 
external nitrogen loading that is lost to the atmosphere via denitrification as roughly 50% 
(Seitzinger, 1988). An analysis of SFM data indicated that between 50% and 75% of the 
PON flux to sediments was released as NH4
+




the depositional flux was either lost to the atmosphere via coupled nitrification-
denitrification or it was buried in sediments. For the majority of sites in Chesapeake Bay, 
denitrification on average  accounted for 25% of the PON flux, while burial of PON has 
been reported to be 15% to 25% of PON deposition (Boynton et al., 1995; Kemp et al., 
1990). Interestingly, the J[NH4
+
]/JPON ratio was higher at 8 of the 12 stations we modeled 
that experienced seasonal hypoxia or anoxia relative to those that did not; this indicates 
that hypoxia-driven summertime declines in denitrification resulted in a larger fraction of 
JPON being released as NH4
+ 
(Fig. 4.10) as has been observed previously in many other 
coastal ecosystems (Kemp et al., 1990; Seitzinger and Nixon, 1985).  
Recent research has indicated that previously under-appreciated aspects of the 
nitrogen cycle maybe be important in marine ecosystems (Burgin and Hamilton, 2007). 
These include, but are not limited to, dissimilarity reduction of nitrate to ammonium 
(DNRA), anaerobic ammonium oxidation (anammox), and nitrogen fixation associated 
with sulfate reduction (Bertics et al., 2010; Brunet and Garcia-Gill, 1996; Dalsgaard and 
Thamdrup, 2002; Gardner et al., 2006; Rich et al., 2008). SFM does not include these 
processes, primarily because we do not yet have the data to support model formulation 
and validation of these processes, especially in Chesapeake Bay. Some of these processes 
may be indirectly modeled; for example, N2 production due to anammox may be 
“parameterized” in the modeled denitrification. It is clear from our experience here that 
future modeling studies may add equations and parameters to simulate these processes 









fluxes agreed well with observations across many stations, but 
the comparisons were slightly more complex due to solute-particle interactions. The 
adsorption of PO4
3- 
onto FeOOH (as well as manganese oxides) is an important 
mechanism of temporary phosphorus storage in marine sediments (Slomp et al., 1998; 
Sundby et al., 1992), which can dominate dissolved PO4
3-
dynamics near the sediment-
water interface (Krom and Berner, 1981) and control seasonal cycles of sediment-water 
PO4
3-
fluxes (Cowan and Boynton, 1996). Optimization routines indicated a spatial-
dependence of the optimal aerobic-layer partitioning coefficients and the relationship of 
these coefficients to observed oxalate-extractable Fe availability illustrates elevated PO4
3- 
sorption within Fe -richsediments near the land-water interface (Spiteri et al., 2008; 
Upchruch et al., 1974). Lower PO4
3- 
retention via sorption (i.e., lower partitioning 
coefficient) is also consistent with the removal of Fe via precipitation with sulfides in 
more saline regions of the estuary (Caraco et al., 1989; Jordan et al., 2008), although 
these dynamics are not specifically modeled in SFM. Although the incorporation of site-
specific parameters into models is not ideal, we justify spatially-varying partition 
coefficients because Fe is not modeled explicitly and because partition coefficients could 
potentially be predicted from known Fe concentrations.  
Although many previous models of PO4
3- 
have emphasized diagenetic production and 
the resultant vertical porewater profiles (Rabouille and Gaillard, 1991; Van Cappellen 
and Berner, 1988) , other models have examined the influence of PO4
3- 
sorption and 
desorption on the availability and sediment-water fluxes (Slomp et al., 1998). The 
evolution of seasonal increases in sediment-water PO4
3- 




lags by a month or more after NH4
+ 
increases (Cowan and Boynton, 1996). This 
phenomenon has been explained by the adsorption of diagenetically-produced PO4
3- 
to 
FeOOH in the aerobic layer under oxic condtions, which buffers porewaters and results in 
low concentrations and sediment-water fluxes. Similar interactions do not limit NH4
+ 
sediment-water fluxes, thus diagenetically-produced NH4
+
 is free to diffuse to the 
overlying water. Under reduced oxygen conditions characteristic of several regions  of 
Chesapeake Bay, iron is reduced, thereby releasing the stored PO4
3- 
to the water column 
later in summer (Testa and Kemp, 2012). The use of oxygen-dependent partitioning 
coefficients allows for the representation of these processes; when such coefficients are 
removed, the annual PO4
3- 
flux cycle closely resembles that of NH4
+
 (data not shown). 
This formulation otherwise represents an instantaneous partitioning between solid and 
dissolved PO4
3-
, where other formulations consider different adsorption rates as a 
function of the crystalline structure of the FeOOH (Slomp et al., 1998). We lack the data 
necessary to model detailed FeOOH structure. 
 An analysis of SFM data indicated that roughly 75% of the POP flux to sediments 
was released as PO4
3-
 (Fig. 4.10), indicating that 25% of the depositional flux was either 
buried or stored in the active sediment. The J[PO4
3-
]/JPOP ratio was higher at 2 of the 12 
stations we modeled and these two stations were where partitioning coefficients were 
higher and overlying-water O2 concentrations remained above 100 M year-round. This 
indicates that burial processes are similar across sites and that relatively high O2 can 
maintain PO4
3-







The calibration process for the silica sub-model in SFM resulted in simulated DSi
 
fluxes that agreed well with observations across many stations and provided insights on 
key processes affecting sediment silica biogeochemistry. First, the addition of a 
temperature-dependent silica solubility formulation is consistent with experimental work 
(Lawson et al., 1978; Van Cappellen and Linqing, 1997a) and removed the constraint on 
porewater DSi accumulation imposed by the fixed solubility (900 M) in the original 
model. In turn, model porewater DSi concentrations increased in warmer periods to 
generate the sediment-water concentration gradient necessary to better match observed 
DSi fluxes (Fanning and Pilson, 1974; Schink et al., 1974). Such controls contribute to 
the strong temperature-dependency on sediment-water DSi fluxes in Chesapeake Bay 
(Yamada and D'Elia, 1984) . 
Porewater DSi accumulation is also strongly dependent on the dissolution rate 







(Rabouille and Gaillard, 1990; Vanderborght et al., 1977a; Wong and Grosch, 1978). 
Such variation is due to differences in the diatom species being dissolved, the residence 
time of the algal cells in the water column prior to deposition, alterations of the siliceous 
material within the sediment (Rabouille and Gaillard, 1990; Schink et al., 1975), and 
other factors. Considering the temperature dependence for this first-order reaction 
constant in SFM, the optimized value for     in SFM varies from 4.3 x 10
-7
 to 7.5 x 10
-6
 
over the course of the year, which is somewhat faster than other values reported in the 




fresh organic matter, which may explain the faster dissolution rates compared to natural 
samples of diverse siliceous material from less productive regions (Schink et al., 1975).  
The major improvement to the silica model in SFM, however, resulted from reducing 
the solid-solute partitioning coefficients that represent the sorption/desorption of DSi 
with FeOOH. As O2-dependent partitioning allows for the storage of diagenetically-
produced PO4
3-
 and DSi in sediments until low O2 conditions lead to FeOOH dissolution 
and PO4
3-
/DSi release. Although sorption dynamics between PO4
3-
 and FeOOH are well-
described (Sundby et al., 1992), silica is less affected by these interactions than PO4
3-
 
(Mayer and Gloss, 1980) and DSi fluxes have been found to be relatively insensitive to 
O2 (Yamada and D'Elia, 1984). Indeed, most sediment silica models do not include 
sorption of DSi to FeOOH (Schink et al., 1975; Wong and Grosch, 1978). When we 
reduced the partitioning coefficients at all sites, the model representation of DSi fluxes 
improved substantially, with a more representative seasonal cycle (Fig. 4.11). With the 
partitioning formulation active, SFM predicts large and short-lived peaks in DSi flux in 
late spring at stations where O2 reaches anoxic and hypoxic levels (e.g., R-64, Point No 
Point). This is due to temporary storage of DSi sorbed to FeOOH during spring followed 
by abrupt and large sediment-water effluxes of DSi when O2 declines below 62.5 M 
(data not shown). With the removal of this temporary storage mechanism for SFM, DSi is 
stored in lower quantities during spring and is released gradually through summer as it 
dissolves, and the resulting fluxes match observations (Fig. 4.11, Table 4.3).   
Model Improvements 
There are some limitations of the SFM sub-models described here that could be 




simulate fine scale, vertically distinct processes, its simplicity adds to the model’s 
flexibility as a linked component in 3D biophysical models and as a tool in stand-alone 
applications (Vanderborght et al., 1977a, b). SFM now includes a benthic algal sub-
module (Cerco and Seitzinger, 1997) that considers the interactions between benthic 
algae and sediment-water fluxes. This addition allows the use of SFM in shallow-water 
ecosystems where light reaches the sediments. Although the denitrification formulations 
in SFM originally lacked a limitation by organic carbon (Di Toro, 2001), we have added 
this dependency to SFM, thereby improving its applicability in more carbon-limited 
systems. We related the regional-specificity in the optimized phosphorus partition 
coefficients to the concentration (and thus availability of sorption sites) of FeOOH. A 
more mechanistic alternative is an iron model that has been developed within the SFM 
framework (Chapter 21 in Di Toro, 2001) and could be integrated with the nutrient and 
O2 sub-modules of SFM in the future. The parameter optimization scheme described here 
allows for relatively fast (i.e., less than one hour) sensitivity tests and parameter 
adjustment for applications in new systems. Finally, an explicit representation of aerobic 
respiration could be included, as well as recently emphasized pathways within the 
nitrogen cycle, such as DNRA and anammox. 
An important goal in the calibration and development of any model is the balance 
between generality, realism, and precision (Levins, 1966). Because SFM is ideally 
applicable to a wide-variety of ecosystems, it occasionally became necessary to sacrifice 
precision in any one environment to develop a more general set of equations to represent 
a given suite of key processes. Beyond these key processes, there are many reactions we 




meaningfully represented in a model. Thus, although all models necessarily simplify a 
complex-ecosystem into a set of mathematical formulations that can practically represent 
system behavior, it is advantageous to develop general models with the flexibility to add 
realism as the state-of-the-science progresses. Although calibration exercises can result in 
parameter sets that enhance model precision while sacrificing generality (as in this 
study), ultimately some level of human judgment must be involved in evaluating trade-
offs (Cerco and Noel, 2005) and exploring the potential to gain biogeochemical insight 
from the modeling process.    
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Table 4.1: The model equations are listed below. The solutions are found by numerically 
integrating the equations (Di Toro 2001). *Parameter definitions are located at the bottom 
of this table. 
 Mass balance equations (these are the general equations for CT1 and CT2): 
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* H1, H2 = depth of layer 1 and 2 (cm); CT0, CT1, CT2 = total (dissolved +particulate) 
concentration in layers (mmol m
-3
); POC1 = Layer 1 particulate organic carbon 
concentration (mmol m
-3
), POCR = reference particulate organic carbon concentration 
(0.1 mg C g solids
-1
); fd1, fd2 = dissolved fraction of total concentration in each layer; 
fp1, fp2 = particulate fraction of total concentration in each layer;     = mass transfer 
coefficient between layers 1 and 2;     = ratio of SOD to overlying water dissolved 
O2, or mass transfer coefficient between layer 1 and the overlying water-
column;    = mass transfer coefficient between layer 1 and 2 (m d
-1
);    
=sedimentation velocity (m d
-1
);   = particle mixing velocity between layers 1 and 
2 (m d
-1
);   = first-order decay coefficient for accumulated benthic stress (d
-1
);    = 




);      = source 




);    ,   = reaction velocity for first-order removal 
reaction rate constant in layer 1 and 2 (m d
-1
);  ,   = solids concentration in layer 
1 and 2 (kg L
-1
);   ,    =partition coefficient in layer 1 and 2 (L kg
-1
);    = diffusion 




);    = diffusion 




);      = temperature coefficient for    or 
  ;      = half saturation coefficient (i = relevant parameter or variable, in 
concentrations units of relevant variable);      = stoichiometric ratio of    
 , 
released to POC mineralized (mol N mol C
-1
);       = stoichiometric ratio of Si(OH4) 
released to POC mineralized (mol O2 mol C
-1
). Where specific solutes are shown 
(        
 ( ) ),   = layer). Parameter values listed in Table 4.2.     and     were 
computed for    
 ,    
 ,    
   (= dissolved + particulate phosphate), and Si(OH4) 
(= dissolved + particulate silica).                  is the O2 concentration below which 


























Table 4.2: Sediment Flux Model Parameters.      
________________________________________________________________________ 
Variable Value Units Variable Value Units 
________________________________________________________________________ 
Recycle Fractions    
 Benthic Stress   
         0.65  kS 0.03 d
-1
 
       0.20  KM,Dp 62.5 M O2* 
       0.25  Ammonium   
       0.20          0.131 m d
-1
 
       0.15        1.123  
       0.10         52.0 M N 
       0.15    
    
  1.125  
Diagenesis          11.5 M O2 




               2.0 mol O2 mol
-1
 N 
         1.10  Nitrate   
         0.0018 d
-1










       1.08 
θSi 1.10          1.25 mol O2 mol
-1
 N 
      1.0 mol O2 mol
-1
 C Silica   
     0.167 mol N mol
-1
 C          1390 mmol Si m
-3
 
     0.009 mol P mol
-1
 C        1.023  
      0.171 mol Si mol
-1
 C       3560 mmol Si m
-3
 





ω2 0.7 cm y
-1





 1 0.5 kg L
-1




 2 0.5 kg L
-1
 [O2]       62.5 M O2 



















 [O2]          62.5 M O2 
θDp 1.117  Dimensions   
POCR 0.1 mg C g solids
-1
 H1 + H2 10.0 cm 
________________________________________________________________________ 
*Indicates that units are in O2 equivalents 
†
Diagenesis rate range reflects the new (0.01; Brady et al. 2013) and original (0.035) 
calibration 
‡
Denitrification reaction velocity range reflects the range of values from the original 
calibration and optimization routine  
§













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.1. Map of northern Chesapeake Bay, on the east coast of the United States 
(inset), showing the locations where Sediment Flux Model (SFM) simulations were 
compared to Sediment Oxygen and Nutrient Exchange (SONE) observations.  
 
Figure 4.2. Generic schematic diagram of the Sediment Flux Model (SFM), including 
state variables, transport and biogeochemical processes, and boundary conditions. Note 
that the depths of the aerobic (H1) and anaerobic (H2) layers vary over time. 
 
Figure 4.3. Schematic representation of nitrogen transport and kinetics in the Sediment 





respectively. Note: (1) there is no diagenesis (ammonification) in layer 1 (panel a). (2) 
there is no source of NO3
-
 in the anaerobic layer, as no O2 is present (Panel b). 
 
Figure 4.4. Schematic representation of the phosphorus and silica transport and kinetics 
in the Sediment Flux Model (SFM). Panels a and b represent the processes within the 
phosphorus and silica models, respectively. Note: (1) there is no source of PO4
3-
 or DSi in 
the aerobic layer and (2) both PO4
3-
 and DSi are partitioned between particulate and 







Figure 4.5. Modeled (lines) versus observed (circles) sediment-water NO3
-
 flux at Still 
Pond (a) and R-64 (b), where aerobic-layer denitrification was modeled using a layer 1 
denitrification velocity (       ) of 0.1 m day
-1
 from the original calibration. (c) 
Comparison of RMSE values for modeled NO3
-
 flux across all stations at varying values 
of the aerobic-layer denitrification velocity, where the optimized value for         is 
highly correlated to model-computed aerobic-layer depth across stations (inset). 
 
Figure 4.6. Modeled (lines) and observed (circles) time series of NO3
-
 flux from four 
stations in Chesapeake Bay (a: Windy Hill, b: Still Pond, c: R-64, d: Point No Point). 
Gray dashed lines represent model output using a layer 1 denitrification velocity of 0.1 m 
day
-1
 from the original calibration, while black solid lines represent model output using 




Figure 4.7. (a) Relationship between overlying-water NO3
-
 and sediment denitrification 
rates as observed (squares) in the Choptank River estuary (Kana et al., 1998) and 
modeled for all stations over 3 seasons with SFM (circles). (b) Seasonal cycle of modeled 
(line is mean, shaded area is ± 1SD) and observed (squares) sediment denitrification at R-








Figure 4.8. Modeled (lines) versus observed (circles) sediment-water PO4
3-
 flux at Still 
Pond (a) and R-64 (b), where model computations were made using an aerobic-layer 
partitioning coefficient of 300 kg l
-1
 from the original calibration. (c) Comparison of 
RMSE values for modeled PO4
3-
 flux across all stations at varying values of the aerobic-
layer partitioning coefficient, where the optimized value for          is highly correlated 
to observed oxalate-extractable Fe (inset) in the top 10 cm of sediments (Cornwell and 
Sampou, 1995).  
 
Figure 4.9. Modeled (lines) and observed (circles) time series of PO4
3-
 flux from four 
stations in Chesapeake Bay (a: Windy Hill, b: Still Pond, c: R-64, d: Point No Point). 
Gray dashed lines represent model output using the original aerobic-layer partition 
coefficient (         ) and black solid lines represent the station-specific optimized 













Figure 4.10. Relationship of modeled sediment-water NH4
+
 (top panel) and PO4
3-
 (bottom 
panel) fluxes to PON and POP deposition, respectively, at each station in Chesapeake 
Bay. Open circles are stations characterized by oxygenated conditions throughout the 
year in the overlying-water, which shaded circles represent stations with seasonal 
hypoxia or anoxia. Data are means over the model period, which is specific to each 
station. Lines represent the percentage of N or P removed (via denitrification, burial, or 
long-term storage) from that deposited. The inset figure is the relationship of “Nitrogen 
Recycling Efficiency” (     
     
  
 [   
 ]              
  
 ) to overlying water O2 at R-64 and 
St. Leonard’s Creek, where data are monthly means. 
 
Figure 4.11. Modeled (lines) and observed (circles) time series of DSi flux from four 
stations in Chesapeake Bay (a: Windy Hill, b: Still Pond, c: R-64, d: Point No Point). 
Gray dashed lines represent model output using the original calibration, while black solid 
lines represent simulations with modeled temperature-dependent Sisat, optimized 











































































































































































































































CHAPTER 5: QUANTIFYING THE EFFECTS OF NUTRIENT 
LOADING AND CARBON PRODUCTION ON DISSOLVED O2 IN 




























 We coupled an implementation of the Regional Ocean Modeling System (ROMS) to 
a biogeochemical model (RCA) in Chesapeake Bay to understand the controls on organic 
carbon production and transport and associated oxygen depletion. Model simulations 
were performed for a 10-year period (1996-2005) and water-column state variables, 
sediment-water fluxes, and metabolic rates were validated against existing data. A series 
of nutrient-load experiments were run using the year 2000 to understand system 
responses to altered loads of nitrogen and phosphorus and the spatial and temporal nature 
of Chesapeake Bay’s response to nutrient loads. ROMS-RCA represented observed 
seasonal and regional dynamics of water-column and sediment processes, capturing 
interannual variability in hypoxic volumes. Nutrient loading experiments revealed a non-
linear response of hypoxia to nitrogen load, with hypoxic-volume-days maximizing at 
nitrogen loads twice that of observed. O2 levels were more sensitive to nitrogen loads 
than phosphorus loads, consistent with the preponderance of nitrogen limitation in 
Chesapeake Bay in late spring and summer months. Expanded hypoxic volumes under 
higher nitrogen loads were associated with increases in water-column production and 
respiration in seaward regions of Chesapeake Bay during summer (June to August) 
months. Analysis of the 10-year model run with realistic hydrodynamics and nutrient 
loading revealed a similar pattern, emphasizing the role of stimulation of phytoplankton 
growth in more-nutrient-limited lower-Bay regions during summer as a primary 
mechanism supporting elevated hypoxic volumes. ROMS-RCA is a useful tool for 






Depletion of dissolved oxygen (O2) from coastal waters is a widespread phenomenon 
that appears to be growing globally (Díaz and Rosenberg, 2008; Rabalais and Gilbert, 
2009). There is considerable interest in this phenomenon because O2 concentrations 
below ~30% saturation ("hypoxia"=O2 < 2 mg l
-1
) generally alter behavior, cause reduced 
growth, and increase the occurrence of mortality for many marine fish and invertebrates 
(Díaz, 2001; Vaquer-Sunyer and Duarte, 2008). Hypoxia may also affect predator-prey 
interactions and food web structures, with low O2 zones providing more tolerant 
organisms extended habitat for foraging and refuge from predation (Decker et al., 2004; 
Nestlerode and Diaz, 1998). Low O2 levels also alter the redox state and associated 
biogeochemical processes in sediments (Testa and Kemp, 2012), including coupled 
nitrification-denitrification (Kemp et al., 1990) and inorganic phosphorus sorption to 
metal oxide-hydroxide complexes (Slomp and Van Cappellen, 2007). Due to the diverse 
and considerable consequences of low-O2 conditions, substantial research efforts have 
focused on this topic.   
Key ecological controls on seasonal hypoxia in coastal waters involve the production 
and delivery of labile organic matter to the region of O2 depletion. Because hypoxia in 
stratified coastal systems is confined to the bottom layer, respiration must be fueled by 
labile organic matter, typically particulate organic carbon (POC) sinking from the upper 
water-column (Hagy et al., 2005). The origin of the POC that fuels respiratory O2 sinks 
can either be from sources within the aquatic system or from external sources, including 
the adjacent watershed or ocean (Bianchi et al., 2008).  External sources of POC include 




and anthropogenic inputs of organics (e.g., sewage effluents). To fuel bottom respiration 
in stratified waters, however, organic matter must be in the form of particles capable of 
sinking to the bottom layer and the high rates of POC generally needed to support 
bottom-layer hypoxia in Chesapeake Bay tend to be from algal production in overlying 
waters driven by external inputs of inorganic nutrients (Kemp and Boynton, 1992a).  
There is substantial evidence that eutrophication (i.e., anthropogenic nutrient and 
organic enrichment of aquatic ecosystems) is contributing to the expansion of occurrence, 
intensity, and duration of hypoxic conditions in coastal waters worldwide (Díaz and 
Rosenberg, 2008; Gilbert et al., 2010). Nutrient additions tend to fertilize growth, sinking 
and decomposition of phytoplankton in bottom waters of estuaries, bays, and inland seas. 
For many coastal systems in the industrialized regions of the world, there have been 
major socio-economic commitments to remediate hypoxic zones by reducing nutrient 
loading from the adjacent catchment and overlying atmosphere (Boesch et al., 2001; 
Carstensen et al., 2006). Despite such substantial socio-economic investments (Boesch, 
2002; Kronvang et al., 2005), recent analyses of historical data from European and North 
American coastal systems suggest little evidence for simple and straightforward 
responses of hypoxia to remediation actions that include reduced nutrient loading 
(Conley et al., 2009a; Duarte et al., 2009).  
Much effort has been invested in building models to simulate O2 dynamics on several 
time and space scales in both sediments and the water-column. In general, model 
structures range from relatively simple statistical models and empirical relationships 
(Murphy et al., 2011; Turner et al., 2006) to more complex process simulations that focus 




Fennel et al., 2013; Luff and Moll, 2004). Simple models are often focused on evaluating 
the major drivers of O2 depletion and how management actions might alleviate low-O2 
zones, while coupled biophysical models are used to help understand ecosystem 
interactions and feedbacks, where O2 is one of many biogeochemically-linked model 
variables (Peña et al., 2009). Coupled biophysical models, however, are built at a variety 
of scales and complexities. 3-D hydrodynamic models may be built at meso (~1 km) 
horizontal scales with finer (1-10 m) vertical resolution (including stratification) and are 
computed at hourly time scales, solving for salinity, temperature, elevation, three velocity 
components, and vertical mixing or more advanced turbulence schemes (Shchepetkin and 
McWilliams, 2005). The hydrodynamics may be directly or indirectly coupled to multi-
compartment biogeochemical models that include phytoplankton and zooplankton, 
particulate and dissolved inorganic and organic nutrient pools (N, P, Si, C), and O2 
(Fennel et al., 2006; Lin et al., 2007; Xu and Hood, 2006; Zheng et al., 2004). Such 
models can include sediment parameterizations (Eiola et al., 2009), or be coupled to 
relatively simple sediment process models (Fennel et al., 2006; Soetaert et al., 2000; 
Sohma et al., 2008), or to more advanced models that compute diagenesis and 
remineralization of carbon, nitrogen, phosphorus, silica, sulfur and O2 (Brady et al., 2013; 
Luff and Moll, 2004; Testa et al., 2013).  
Biogeochemical and ecosystem models are useful tools that can integrate the varied 
physical, biological, and anthropogenic drivers of ecosystem variability and associated 
internal interactions. By their nature, these models integrate and synthesize our 
understanding of ecosystem processes, and they provide a number of unique capabilities, 




coupling hydrologic and anthropogenic processes on land to compute watershed impacts 
on the receiving water, (3) providing metrics of uncertainty in predictions, as well 
numeric goals for management (e.g., Total Maximum Daily Load), and (4) providing new 
quantitative insights into ecological processes that are otherwise difficult to understand.. 
This latter point emphasizes the fact that models are useful tools to understand ecosystem 
processes in a way that are impractical with observational or experimental studies; thus 
they provide a unique approach to improving our knowledge about coastal processes. 
Although multiple coupled, hydrodynamic-biogeochemical models currently exist for 
Chesapeake Bay (Cerco, 2000; Li et al., 2009; Xu and Hood, 2006), these models have 
yet to be fully utilized to examine spatial and temporal patterns in dissolved O2 and 
metabolic processes resulting from altered nutrient loading (Cerco, 1995). The purpose of 
this manuscript is to provide such an analysis for Chesapeake Bay, in simulating carbon 
and O2 transport and transformation using a coupled physical-biogeochemical model.  
Methods 
General Model Description 
The modeling framework involves an offline coupling of the Regional Ocean 
Modeling System (ROMS) to a water-column and sediment biogeochemical model called 
RCA for simulation during the years 1996-2005. Hourly average ROMS output are used 
to force RCA, which is simulated on a 10-minute time-step over an 80 x 120 grid cell 
domain with 20 vertical layers. Both models have been applied in a number of different 
coastal ecosystems (Fennel et al., 2006; Isleib and Thuman, 2011; Li et al., 2005; Zhang 





ROMS in Chesapeake Bay 
The hydrodynamic model is an implementation of the Regional Ocean Modeling 
System, or ROMS (Haidvogel et al., 2000)  for Chesapeake Bay (Li et al., 2005). The 
model has been validated against a wide range of observational data and has shown 
considerable capability in reproducing estuarine dynamics at tidal, synoptic, and seasonal 
time-scales (Li et al., 2005; Li et al., 2007). We use an application of this model with 
80×120 grid points in the horizontal direction (about ~1 km grid size) and 20 layers in the 
vertical direction (Fig. 5.1). A quadratic stress is exerted at the bed, assuming that the 
bottom boundary layer is logarithmic over a roughness height of 0.5 mm (Xu et al., 
2002). The vertical eddy viscosity and diffusivity are computed using the k-kl turbulence 







(Xu et al., 2012). The hydrodynamic model is forced by freshwater 
discharge at river heads, by tidal and nontidal elevations at the offshore boundary, and by 
wind, heat, and freshwater fluxes across the air-sea surface. At the offshore open 
boundary, we employ Chapman's condition for surface elevation, Flather's condition for 
barotropic velocity, an Orlanski-type radiation condition for baroclinic flow, and a 
combination of radiation condition and nudging for tracers (with a relaxation time scale 
of 1 day) (Marchesiello et al., 2001). 
Tidal forcing at the open ocean boundary consists of 10 constituents (M2, S2, N2, K2, 
K1, O1, P1, Q1, Mf, and Mm) that are linearly interpolated from the Oregon State 
University global inverse tidal model of TPXO7 (Egbert and Erofeeva, 2002). Non-tidal 
water elevations are acquired from detailed observations at NOAA Duck station. Salinity 




climatology. At the riverine boundaries of 8 major tributaries, daily discharge along with 
zeros salinity and seasonal water temperature are prescribed using USGS and Chesapeake 
Bay Program (CBP) monitoring data. Atmospheric forcing is applied via standard bulk 
formulae (Fairall et al., 2003) to North American Regional Reanalysis (NARR) from 
National Center for Environmental Prediction products (Mesinger et al., 2006), including 
3-hourly winds, net shortwave and downward longwave radiation, air temperature, 
relative humidity, and pressure. In addition, Chesapeake Bay Program monitored surface 
water temperature throughout the Bay, and we produced a SST field based on linear 
interpolation of monitoring data from 23 stations along the Bay. Modeling SST is relaxed 
toward this temperature field. 
Biogeochemical Model 
We coupled ROMS simulations with a water-column biogeochemical model called 
RCA, which includes a two-layer sediment biogeochemical model (Isleib and Thuman, 
2011; Zhang and Li, 2010). The sediment model is described in detail elsewhere (Brady 
et al., 2013; Testa et al., 2013), so it is not described in the narrative below. RCA is the 
most recent extension of the family of water quality models that originated as the Water 
Quality Analysis Simulation Program (WASP) used by the United States Environmental 
Protection Agency (http://www.epa.gov/athens/wwqtsc/html/wasp.html). The model 
includes two phytoplankton groups (a winter “diatom” group and a summer 
‘dinoflagellate” group), as well as state variables representing particulate and dissolved 
organic carbon, nitrogen and phosphorus, dissolved inorganic nitrogen, phosphorus, and 




RCA also includes a state variable that represents O2 equivalents associated with sulfide 
and methane released from sediments. Nitrification and denitrification are modeled in 
both the water-column and sediments. 
External Forcing 
 RCA is driven by loads of dissolved and particulate material from river flows, non-
point sources, atmospheric deposition, and direct anthropogenic loads from point sources. 
In-river concentrations were obtained from routine monitoring stations 
(www.chesapeakebay.net) within the eight major rivers entering the ROMS-RCA 
domain. Below fall line, non-point loads were obtained from the Chesapeake Bay 
Watershed Model (http://www.chesapeakebay.net/about/programs/modeling/53/), which 
is an application of the Hydrologic simulation Program - Fortran (HSPF) (Bicknell et al., 
1996). Land-water cells from the watershed model were matched to ROMS-RCA cells 
and if multiple cells resided in a single ROMS-RCA cell, the loads were added together. 
Point source loads for each ROMS-RCA cell were obtained from the Chesapeake Bay 
Program Nutrient Point-Source Database 
(http://www.chesapeakebay.net/data/downloads/bay_program_nutrient_point_source_dat




 was added uniformly to surface cells 
across the model domain and estimated from the National Atmospheric Deposition 
Program (http://nadp.sws.uiuc.edu/sites/siteinfo.asp?net=NTN&id=MD13) station near 
Wye, Maryland. 
Phytoplankton Growth 
RCA simulates light, temperature, and nutrient influences on phytoplankton growth 
for two distinct phytoplankton groups (with an optional 3
rd




(Table 5.1 & 5.2). These two groups represent a winter-spring diatom community (Group 
1) and a summer mixed community (Group 2) that represents dinoflagellates. RCA uses 
phytoplankton carbon as an aggregate measure of algal biomass, and this biomass (in 
carbon units) is readily converted to chlorophyll-a using group-specific carbon-
chlorophyll ratios (Table 5.2). The specific phytoplankton growth rate,     , is related to 
the maximum growth rate at optimal light, temperature, and nutrient conditions (      ) 
via Equation 1 in Table 5.2. The temperature effect on growth rate relates the growth rate 
at ambient temperature (T) to the growth rate at a phytoplankton-group-specific optimal 
temperature (      ) using shaping parameters b1 and b2 (Equations 1 & 2 in Table 5.1, 
Table 5.2). The effect of light availability on phytoplankton growth is simulated as a 
function of phytoplankton-group-specific photo-inhibition (“saturating” light level,     ) 
and light attenuation in the water column due to the effects of turbidity and algal self-
shading (  ). A depth-averaged growth rate factor (   or “Light effect” in Table 5.1) is 
computed by integrating the specific growth rate over depth (Equation 3 in Table 5.1). 
Incident solar radiation at the water surface is evaluated at any time, t, as below (Eq. 1): 
  ( )  
    
      
   [
 (           )
 
]    Eq. 1 
where       is the total daily incident solar radiation (ly d
-1
), f = fraction of daylight for a 
given day (daylight hours/24),     is the time of day, and          is the time of sunrise. 
The light availability at a given depth,   ( ), is a function of depth, surface light 
intensity, and the light extinction coefficient,   , as below (Eq. 2): 
  ( )    ( )   
        Eq. 2 
where H is the cell depth. The light attenuation factor,   , is computed as a function of 




dissolved organic matter (CDOM), as well as self-shading due to phytoplankton biomass. 
The non-algal light attenuation factor is estimated from empirical formulations developed 
for Chesapeake Bay, where light attenuation is statistically predicted from observed 
distributions of total suspended solids (TSS) and salinity, which represents CDOM (Xu et 
al., 2005). Surface-water TSS data collected fortnightly to monthly as part of the 
Chesapeake Bay Monitoring Program (www.chesapeakebay.net) were interpolated 
spatially using kriging and temporally (simple linear fit) to obtain daily values for each 
model cell, while salinity values obtained from the ROMS hydrodynamic simulation 
(SAL) were used to compute CDOM contributions to   . Statistical models (Eq. 3) were 
then used to compute a non-algal light attenuation factor,        : 
        = 1.80 + 0.0673[TSS] - 0.0960[SAL] where SAL <=15 Eq. 3a 
        = 1.17 + 0.0060[TSS] - 0.0225[SAL] where SAL >15 Eq. 3b 
For each cell and time-step, the total light attenuation factor,   , is then computed from 
        and the modeled algal biomass (Eq. 4):  
   =         +        *       *         Eq. 4 
where         is the chlorophyll-a self-shading coefficient (mg
2
 mg chl-a),        is the 
carbon to chlorophyll ratio for each phytoplankton group (50 and 75 respectively for 
Group 1 and 2), and       is the phytoplankton biomass for each phytoplankton group 
(g m
-3
). The effect of nutrient limitation is simulated via a Michaelis-Menten formulation 
for three inorganic nutrients, nitrogen, phosphorus, and silica (Equation 4 in Table 5.1), 
with phytoplankton-group-specific half-saturation coefficients (Table 5.2). The minimum 
value for the Michaelis-Menten formulation is used as the growth-reduction term at each 




Phytoplankton Respiration, Sinking, and Grazing Loss 
RCA represents phytoplankton respiration due to two components: (1) basal 
respiration and (2) respiratory losses associated with photosynthesis (Laws and Chalup, 
1990). The sum of these two formulations represents phytoplankton respiration (Rp; 
Equation 5 in Table 5.1, Table 5.2). Zooplankton are not explicitly modeled in RCA, and 
thus the dynamics of zooplankton grazing associated with seasonal changes in species, 
biomass, reproduction, and micro- and macro-zooplankton interactions are excluded from 
the model (Kimmel and Roman, 2004; Roman et al., 2001; Stoecker and Egloff, 1987). 
Rather, RCA includes a temperature-dependent grazing loss term on phytoplankton that 
can be specified for each phytoplankton group in the model (RGR; Equation 6 in Table 
5.1, Table 5.2). Finally, phytoplankton models have employed a large range of sinking 
velocities (Lin et al., 2007; Xu and Hood, 2006; Zheng et al., 2004), which represents the 
fact that phytoplankton sinking rates can vary greatly among species (Bienfang, 1981; 
Passow, 1991) and environmental conditions. In RCA, phytoplankton biomass loss due to 
sinking (RS) is simulated as a base settling velocity that is modulated by temperature and 
nutrient stress (Bienfang et al., 1982) in each respective cell (Equation 7 in Table 5.2). 
The total loss rate for phytoplankton (DP) is the sum of respiration, grazing, and settling 
(Eq. 5). 
   =    +     +     Eq. 5 
Nutrients are released during phytoplankton respiration and predation processes, as 
well as during bacterial hydrolysis and mineralization processes. In RCA, phytoplankton 
respiration and grazing losses are portioned into the resulting carbon and nutrient pools 




(Table 5.2). As bacterial biomass and production is not modeled explicitly, the impacts of 
bacterial activity on hydrolysis and mineralization is simulated using a non-linear 
recycling term (Di Toro and Matystik, 1979). This formulation (Equation 8 in Table 5.2) 
allows first-order, temperature-dependent rates at high organic carbon concentrations, but 
second-order rates at low organic carbon concentrations that effectively slows bacterial 
activity under conditions of low organic matter availability and phytoplankton biomass 
(e.g., Equations 8 & 9 in Table 5.1). 
Organic Carbon 
RCA includes pools for labile and refractory particulate organic carbon (LPOC, 
RPOC), labile and refractory dissolved organic carbon (LDOC, RDOC), and a highly 
labile dissolved carbon pool that represents DOC exudates released from actively 
growing phytoplankton cells (ExDOC). The distinctions of labile and refractory represent 
differential time scales of decomposition or oxidation, similar to the “G-model” 
(Westrich and Berner, 1984). LPOC and RPOC are externally loaded into the model, lost 
due to sinking (Equation 16 in Table 5.1, Table 5.2) or released during zooplankton 
grazing and are hydrolyzed into dissolved organic forms (LDOC and RDOC) based on a 
first-order reaction rate and the saturating recycling term (Equation 9 in Table 5.1, Table 
5.2). DOC oxidation has a similar formulation, but includes an O2-limitation term 
(Equation 10 in Table 5.1, Table 5.2). Unlike DOC and POC, ExDOC is generated as a 
fixed fraction of primary production rates (10%) and has a much higher oxidation rate 











), labile and refractory 
particulate organic nitrogen (LPON, RPON), and labile and refractory dissolved organic 
nitrogen (LDON, RDON). PON and DON pools are simulated like the carbon pools 
(Equations 9 & 11 in Table 5.1, Table 5.2). NH4
+
 enters the system from external sources 
and is released during grazing, remineralized from DON, and exchanged with the 
sediment sub-model. NH4
+ 
sink terms include phytoplankton uptake and nitrification, 
which is modeled as a first-order function of [NH4
+
] and an O2-limitation term (Equation 
12 in Table 5.1). This contrasts to other models, which simulate nitrification with a 
Michaelis-Menten dependence on NH4
+
 (Soetaert and Herman, 1995). NO3
- 
enters the 
system from external sources and is released during grazing, nitrification, and exchanged 
with the sediment sub-model. NO3
- 
sink terms include phytoplankton uptake and 
denitrification, which is modeled with a Michaelis-Menten dependence on LDOC and a 
non-linear O2-contrl term (Equation 13 in Table 5.1, Table 5.2). 
Phosphorus 
RCA includes pools for phosphate (PO4
3-
), labile and refractory particulate organic 
phosphorus (LPOP, RPOP), and labile and refractory dissolved organic phosphorus 
(LDOP, RDOP). POP and DOP pools are simulated like the carbon pools (Equations 9 & 
11 in Table 5.1, Table 5.2). PO4
3-
 enters the system from external sources and is released 
during grazing, remineralized from DOP, and exchanged with the sediment sub-model. 
The only PO4
3- 







RCA includes pools for dissolved silica (DSi) and particulate biogenic silica (BSi). 
BSi is generated during phytoplankton respiration and grazing and is lost via vertical 
sinking (Equation 16 in Table 5.1, Table 5.2). BSi is also dissolved into DSi via a first-
order dissolution reaction (Equation 14 in Table 5.1, Table 5.2) that includes the 
saturating recycling term, which is supported by the potential for bacteria to enhance 
silica dissolution in marine waters (Bidle and Azam, 1999).  DSi is also exchanged with 
the sediment sub-model.  
Oxygen 
Dissolved oxygen (O2) sources in RCA includes photosynthetic production, 
reaeration from the atmosphere, and loading from external sources (e.g., river input). 
Photosynthetic O2 production (   ) is simulated using stochiometric conversions (Table 
5.2) of the phytoplankton growth rates as described previously (Table 5.1). O2 exchanges 
between the atmosphere and surface cells are driven by linearly-interpolated hourly wind 
velocities measured at the Patuxent River Naval Air Station (PRNS). The air-water 
exchange coefficient (  ) is computed as below: 
                  Eq. 6 
where 
   =       √   –          +          
  Eq. 7 
and    is the interpolated wind speed (m s
-1
) and  is the depth of the surface cell. The 
air-water exchange of O2 is then computed as a function of temperature and O2 relative to 
saturation: 
    =      
(    )




where        is the saturation concentration of O2 based on temperature and salinity 





). Dissolved O2 sinks include algal respiration (   ), DOC oxidation 
(      ; LDOC, RDOC, ExDOC), nitrification (       ), oxidation of reduced solutes 
released from the sediment model (        ; H2S and CH4), and in the bottom cells 
(Equations 5, 10, 12, and 15, respectively, in Table 5.1) sediment oxygen demand (    ). 
Thus, the generic O2 equation becomes: 
    =     +     -     -         -          -          -      Eq. 9 
where    occurs only  in surface cells and      occurs only in bottom cells. 
Calibration and Validation Datasets 
 Validations of the water-column state variables (e.g., chl-a, NH4
+
, POC, etc.) were 
performed using fortnightly-monthly observations of these variables at several depths and 
stations within Chesapeake Bay (http://www.chesapeakebay.net/data). Rates of water-
column respiration were compared to measurements of O2-uptake in dark bottles at 
several stations (Sampou and Kemp, 1994; Smith and Kemp, 1995, 2001), while rates of 
photic-layer net primary production were validated with observations based on oxygen 
incubations and empirical model computations based on 
14
C uptake measurements 
(Harding et al., 2002; Smith and Kemp, 1995). Observed sediment-water fluxes of NH4
+
, 






, DSi and O2 were estimated from time-course 
changes in constituents during incubations of intact plexiglass sediment cores (Boynton 
and Bailey, 2008) and collected at several stations in Chesapeake Bay (Fig. 5.1).  
Model-data comparisons were facilitated using multiple skill assessment metrics 




observations (the model was sampled at time when observations available), and reliability 
index (RI) were computed for each flux/station combination. Finally, the RI quantifies 
the average factor by which model predictions differ from observations. An RI of 2, for 
instance, would indicate that SFM predicts the observation within a factor 2, on average 
(Stow et al., 2009b). 
Results 
ROMS-RCA represented the spatial and temporal dynamics of phytoplankton 
biomass, dissolved and inorganic nutrients, sediment-water fluxes, primary production 
and respiration, and dissolved O2 in Chesapeake Bay over multiple years. Model 
simulations reveal a strong, non-linear sensitivity of Chesapeake Bay hypoxia to nitrogen 
load, and suggest that seaward expansions of hypoxic water under elevated nitrogen loads 
are driven by elevated June to August water-column respiration in lower Bay regions. 
These regions tend to be more nutrient limited than landward regions, and are thus more 
sensitive to nutrient additions, especially during summer months when nutrient 
concentrations are at seasonal minima. 
Biophysical Setting 
Simulations were run during the year 2000, which was a year with generally average 
conditions in Chesapeake Bay (Fig. 5.3). Both the timing and magnitude of Susquehanna 
River flow approached the 1985-2010 mean, with peak flows in the March to May period 
(Fig. 5.3). Susquehanna flow approached long-term minima during February, however, 
resulting in relatively high salinity in the mesohaline regions of Chesapeake Bay (Fig. 
5.3). Water temperatures and wind velocities approached average conditions in the Bay 




Model Validation: Water-Column, Sediment, and Hypoxia 
Model performance was evaluated using multiple quantitative metrics involving 
water-column state variables (e.g., O2, NH4
+
, etc; Table 5.3). O2, NO3
-
, and DSi were 
well represented by the model in both surface and bottom layers, with low RMSE, high r, 
and RI values approaching 1 (Table 5.3). Modeled particulate and dissolved nitrogen and 
phosphorus were poorly correlated to observations temporally (i.e., low r values), but had 
relatively low RMSE and RI values between 1.0 and 1.5 (except for bottom water PP and 
PN), indicating that modeled concentrations approached observed values (Table 5.3). 




 were poorer than other variables 





 (Table 5.3). Surface-layer chl-a was generally over-
estimated by the model, but seasonal cycles were captured and inter-annual variability 
due to changes in river flow and nutrient load were broadly captured, especially in the 
lower Bay (Fig. 5.4). The same was true for bottom-water O2, although model over-
predications of bottom-water O2 were especially apparent in upper Bay regions (Table 
5.3, Fig. 5.4). 






, N2, and DSi were 
compared to observations  (Boynton and Bailey, 2008; Cowan and Boynton, 1996) made 
at several stations in the mainstem of Chesapeake Bay (e.g., Fig. 5.5). The model 
captured both seasonal and spatial variations in these fluxes, where NH4
+
 (Fig. 5.5) and 
PO4
3-
 (data not shown) peak in summer in the middle regions of the Bay, and sediment O-
2 fluxes (positive values indicate net sediment uptake) peak in warmer months, except for 




uptake (Fig. 5.5). Modeled mid-Bay sediment O2 fluxes remained high in summer (>2x 
observed values) because modeled bottom-water O2 concentrations were overestimated 
(Fig. 5.4). Model computations of N2, NO3
-
, and DSi also compared favorably with 
observations across several stations (data not shown), as they have in independent 
analyses of the sediment flux model in Chesapeake Bay (Brady et al., 2013; Testa et al., 
2013). 
Model-predicted hypoxic volumes were also compared to volumes computed from 
spatial interpolations of observed O2 distributions in Chesapeake Bay collected during 
fortnightly to monthly surveys (Murphy et al., 2011; Testa and Kemp, 2012). Over a 10-
year simulation, ROMS-RCA captured inter-annual variability in hypoxic volume, but 
tended to under predict hypoxic volumes in three of the four years with below-average 
winter-spring Susquehanna River flow (1999-2000 and 2002, Fig. 5.6).  
Spatial Response to Nutrient Loads 
The nutrient load sensitivity tests included a large range of loading rates (observed 
load scaled by 0.05 to 4) and here we focus on a subset of those simulations for nitrogen 
(hereafter N), phosphorus (hereafter P), and nitrogen+phosphorus loads (hereafter N+P): 
(1) 0.25x, (2)1x (observed case), and (3) 2x. A 75% reduction in nitrogen load (Case 
0.25x) reduced late-spring, surface-layer chl-a concentrations by ~30%, with mid-Bay 
concentrations falling from 30-35 mg m
-3
 in Case 1x to ~20 mg m
-3
 in Case 0.25x (Fig. 
5.7). Conversely, the doubled nitrogen load (Case 2x) cause a seaward migration of the 
late-spring chl-a peak, with concentrations in excess of 30 mg m
-3
 developing south of 
the York River (37.25 
o
N, Fig. 5.7). Phosphorus load reductions of 75% did not reduce 




loads did not result in the seaward expansion of late-spring chl-a, as did with N (Fig. 5.7 
& 5.8). However, doubled P loads led to higher chl-a in middle Bay regions near 38.5 
o
N 
than did the doubled N loads (Fig. 5.7). The 75% reduction in N+P load has a 
quantitatively similar effect on late-spring chl-a as did the same reduction in N loads 
alone, but doubled N+P loads led to elevated chl-a in all regions of the Bay south of 39 
o
N (Fig. 5.7). 
Seasonally, elevated nitrogen loads led to 20-50% increases summer phytoplankton 
biomass, primarily in middle and lower Bay regions, where winter-spring algal biomass 
was less sensitive to N loads (Fig. 5.8). More severe N-limitation during summer in the 
lower Bay was responsible for the sensitivity of biomass (and thus growth) to N loads 
during this season, while P-limitation appeared to be more prominent in early spring (Fig. 
5.8). Nutrient limitation was weak overall in northern regions of the Bay (data not shown, 
Fig. 5.7). 
Hypoxia Response to Nutrient Loads 
Spatial patterns of elevated chl-a that resulted from elevated nutrient loads were 
associated with a larger region of low-O2 water in Chesapeake Bay. The 75% reduction 
in N loads resulted in much high bottom-water O2 levels (Fig. 5.9), and hypoxia did not 
develop until mid-summer. At higher N loading levels (1x and 2x), hypoxia was present 
in June, and the low-O2 volume expanded seaward and landward, occupied a larger 
fraction of the water-column, and spread laterally (Fig. 5.9). The hypoxic volume also 
expanded seaward.  
Hypoxic volumes generated by the various nutrient loading scenarios reveal nutrient-




days (     ∑                              ), which integrates the spatial extent and 
temporal duration of hypoxic water (Hagy et al., 2004). The HVD generated by the N1x 
and N2x experiments were more than 3-fold and 5-fold higher than the N0.25x scenario 
(Fig. 5.10). HVD was less sensitive to P loads, with a 75% P-load reduction only 
generating a 25% reduction in HVD. Conversely, HVD was much more sensitive to N+P 
loads, with a 7-fold difference in HVD between NP0.25x and NP2x (Fig. 5.10). These 
patterns of HVD response to different levels and types of nutrient loads are consistent 
with the phytoplankton biomass responses (e.g., lower-Bay chl-a increase with N –load, 
seaward expansion of high-chl-a concentrations with high N-load, overall chl-a increase 
and spatial expansion with elevated N+P load; Fig. 5.7 & 5.8).  
A larger set of nitrogen-load simulations were run to quantify the impacts of nitrogen 
loading, specifically, on hypoxia. In these simulations, the January to May Susquehanna 
River TN load was varied by 1.5 to 105 Gg, corresponding to the loading notation of 
0.05x to 4x (Fig. 5.11). The resulting relationship between TN load and HVD was non-
linear, and could be fit with a logistic relationship (Fig. 5.11). The logistic fit is valuable 
because its parameters are informative metrics of the nature of the load-HVD 
relationship. For example, consider the general logistic equation             
             
(      (       ))   
 , where      is the minimum HVD,      is the maximum 
possible HVD, Nl is the nitrogen load, Nlmx is the nitrogen load where the rate of change 
of HVD is greatest, k is the “growth rate” of HVD, and c is a fitting parameter. It is clear 
that 600 km
3
-d is the maximum possible HVD in response to TN loads, but more 
interestingly, an NLmx of 24 Gg is where HVD changes most rapidly due to load 






-d HVD for a given 1 Gg increase in load (Fig. 5.11). Over the period from 
1996 to 2005, where model runs have been made, observed TN loads fall within the 
linear part of the curve, and data do not always fall along the curve, revealing the impacts 
of interannual variability in physical forcing. 
Regional and Seasonal Aspects of Metabolic Response to Nutrient Loads 
Patterns of water-column and sediment metabolism resulting from the nutrient 
loading experiments reveal where and when the organic matter production was produced 
that fueled hypoxia in Chesapeake Bay. On an annual basis, the middle and lower Bay 
(between Choptank and Rappahannock Rivers) is where the majority of respiration 
occurs in the Bay. This respiration (water-column + sediments), however, is most 
sensitive to nitrogen loading in the lower Bay (e.g., CB5.2, CB6.1; Fig. 5.12). Although 
respiration increases associated with nutrient loading are associated with increases in net 
primary production (NPP), respiration integrated over the water-column exceeds NPP at 
all but the upper Bay stations (Fig. 5.12). In the shallower stations flanking the central 
channel of the Bay, the opposite is true (data not shown). This latter pattern, with net 
primary production in shallow waters and net respiration in deeper waters, reveals lateral 
patterns in the respiration budget of Chesapeake Bay. For example, when the Bay is 
divided into 9 regions (Fig. 5.1), the percentage of the total regional respiration that 
occurs in areas deeper than 10 meters is 40-80% and is generally more than 60%. For 
SOD, the percentage is closer to 40, suggesting that SOD is more evenly divided between 
deep and shallow habitats.  
Regional respiration values allow for a computation of relative contributions to total 




for metabolic processes (see Fig. 5.1 for region notation and location), which should not 
be confused with alternative regional designations in Chesapeake Bay (Harding and 
Perry, 1997).  In comparing three regions of the Chesapeake Bay, representing the upper, 
middle and lower Bay, it is clear that the larger lower Bay regions contribute the largest 
fraction of total respiration (Fig. 5.13). But perhaps more interesting is the fact that the 
lower Bay is most sensitive to nitrogen load and that the increase in summer respiration 
due to elevated nitrogen load in the lower Bay (~150 Gg) is equivalent to the total 
respiration in the middle Bay region at the highest loading rates (Fig. 5.13). Lastly, 
increases in respiration in the lower Bay in summer due to nutrient load increases (~150 
Gg) are three times the increase that occurred in the spring period (~50Gg; Fig. 5.13). 
The same patterns in respiration are illustrated by a statistical analysis of the 1996-
2005 model time-series, which includes the effects of changes in nutrient load, but also 
transport impacts due to interannual differences in circulation. Here, lower Bay summer 
(June to August) respiration is significantly and positively (r
2
 = 0.48, p < 0.01) correlated 
to January to May TN loads, while upper Bay respiration is significantly, but negatively 
(r
2
 = 0.49, p < 0.01) correlated with load (Fig. 5.14). Middle Bay respiration rates are 
relatively insensitive to nutrient load (data not shown). Conversely, SOD is weakly 
correlated to TN load and is generally lower at higher nutrient loads (Fig. 5.14). Clearly, 
there are clear spatial differences in the response of water-column and sediment 
respiration to changes in nutrient loading.   
Discussion 
Eutrophication has been a central topic in coastal ecology for decades, where research 




(D'Elia et al., 1986; Oviatt et al., 1986), and numerical modeling studies (Cerco, 1995; 
Soetaert and Middelburg, 2009). For large and complex ecosystems, numerical models 
can be used as tools to understand eutrophication processes, internal cycling, and 
responses to external forcing in a way that cannot practically be accomplished using 
observational studies. In Chesapeake Bay, several modern hydrodynamic-biogeochemical 
models have been developed to understand phytoplankton dynamics, bio-physical 
interactions, and dissolved O2 cycling (Cerco, 1995; Li et al., 2009; Williams et al., 2006; 
Xu and Hood, 2006). This study presents a new modeling tool and its application to 
understand metabolic responses to nutrient loading and the associated O2 dynamics over 
multiple temporal and spatial scales. 
ROMS-RCA reproduced seasonal and spatial patterns of chl-a, O2, and dissolved and 
particulate material in Chesapeake Bay. The fact that reasonable model-data fits were 
achieved across a 10-year simulation, during which large variations in climatic forcing 
and nutrient loading occurred, suggests the model is robust and valuable for simulation 
experiments. Especially important is the models’ ability to reproduce large interannual 
variations in phytoplankton biomass, dissolved O2, and sediment-water fluxes associated 
with variations in freshwater input and nutrient loads. Despite some obvious limitations 
of the model (over-prediction of surface-water chl-a and inorganic nutrients, bottom-
water O2, and under-prediction of hypoxic volume in dry years), the model qualitatively 
performs as well as similar models in Chesapeake Bay (Cerco, 2000; Xu and Hood, 
2006), and can be used for examinations of system behavior in response to external 




A limitation of all coupled hydrodynamic-biogeochemical models that have been 
applied in Chesapeake Bay with O2 as a state variable is an over-prediction of bottom 
water O2 (Cerco, 1995; Xu and Hood, 2006). This is also true for ROMS-RCA, and the 
problem is more pronounced in years of below-average freshwater flow (Fig. 5.4 & 5.5). 
Two obvious sources of this error are (1) an over-prediction of physical replenishment 
(advection, vertical diffusion) or (2) an under-estimation of biogeochemical O2 uptake. 
The application of ROMS utilized here (Li et al., 2005) generates vertical salt gradients 
(i.e., stratification) that are occasionally much weaker than those observed in Chesapeake 
Bay, especially along the deep, central channel in the upper Bay during the winter-spring 
period (Appendix V). Such weak stratification results from the fact that (1) the model 
domain is somewhat shallower than the Bay in some regions of the central channel 
(maximum depth = 25 m in ROMS, 52 m in the Bay), restricting the landward transport 
of salt, as well as (2) the lack of wind-forcing data that represent true over-water wind 
stress and its spatial variability, as different wind formulations can generate large 
differences in vertical salt structure (Li et al., 2005). Although better wind fields and 
higher-resolution model grids will solve some of these problems, the O2 over-prediction 
occurs in models that predict stronger stratification (Xu and Hood, 2006). Considering 
the dependence of biogeochemical model parameterizations on the physical model 
simulation (Doney et al., 2004; Skogen and Moll, 2005), it is critical to achieve the best 
hydrodynamic simulations possible.   
Biogeochemical O2 uptake is another obvious source of model error. Although 
limited water-column respiration data were available for the years 1996-2005, modeled, 








, which are representative of measurements made in several regions of Chesapeake 
Bay (Sampou and Kemp, 1994; Smith and Kemp, 1995, 2003). Modeled sediment-O2 
demand is also comparable to measurements made at several stations in Chesapeake Bay, 




 and following appropriate seasonal cycles (Fig. 
5.5). Model-data O2 discrepancies, however, are largest during winter-spring in the upper 
portions of the deep, central channel (Fig. 5.4). Bottom-water chl-a accumulations in this 
region during winter-spring have been shown to be the primary driver of O2-depletion 
during this time (Boynton and Kemp, 2000) and in general, ROMS-RCA is unable to 
reproduce this upper-Bay, bottom-water chl-a peak. In another model of Chesapeake 
Bay, these deep-water chl-a maxima were reproduced (Xu and Hood, 2006); however, 
this model did not include a sediment-submodel, and chl-a was allowed to accumulate in 
bottom cells as opposed to being deposited to sediments. In ROMS-RCA, phytoplankton 
biomass is deposited to sediments, thus removing it from the water-column. In a 
simulation of the year 2000, where chl-a was not allowed to deposit to sediments, 
bottom-water chl-a and POC increased by 50-100% and dissolved O2 decreased by 20-40 
M during May (data not shown), suggesting that accurate representations of bottom-
water chl-a will improve the O2 model. It is unclear what mechanisms may be 
responsible for maintaining high- chl-a in bottom waters, but resuspension associated 
with the Estuarine Turbidity Maximum (Sanford et al., 2001), turbulence (Huisman et al., 
2002), or motility (Sellner, 1991) could all be at play. In fact, winter-spring 
phytoplankton biomass near station 3.3C (Fig. 5.1) in the year 2000 was dominated by 
Heterocapsa rotundata, a dinoflagellate that is motile, tolerant of low-light, and known to 




tributary estuaries (Sellner, 1991). New model formulations that account for these types 
of phytoplankton may lead to improved model performance. 
Nutrient loading experiments revealed key spatial and temporal aspects of 
phytoplankton growth and nutrient limitation. That is, modeled phytoplankton biomass 
responses to nutrient load experiments were consistent with observed patterns of nutrient 
limitation in Chesapeake Bay. Late-spring phytoplankton biomass was elevated in 
seaward regions under elevated nitrogen loads, while upper-middle Bay phytoplankton 
biomass was elevated under elevated phosphorus loads (Fig. 5.7). This pattern is 
consistent with phosphorus-limitation of algal growth in lower-salinity water in spring, 
and nitrogen limitation in higher-salinity water during summer (Fisher et al., 1992; 
Malone et al., 1996). The fact that doubled nitrogen loads had a limited impact on mid-
Bay phytoplankton biomass, especially in spring (Fig. 5.8), is associated with 
phosphorus-limitation in this region and season (Malone et al., 1996). However, doubled 
nitrogen loads increased summer phytoplankton biomass by 50% in the lower Bay, where 
nitrogen limitation was present (Malone et al., 1996). Considering this seasonal and 
regional pattern of nutrient limitation, doubled N+P loads increased phytoplankton 
biomass Bay-wide, as upper and middle Bay regions were relieved of P-limitation and 
seaward regions relieved of N-limitation. These results emphasize the already-
appreciated need for a dual nutrient reduction strategy for water quality management in 
Chesapeake Bay and other, similar coastal ecosystems (Boesch et al., 2001; Greene et al., 
2009; Paerl et al., 2004). 
Elevated nutrient loads were associated with an expansion of low-O2 water vertically, 




Bay’s north-south axis, where elevated net primary production (NPP) and water column 
respiration in seaward regions (associated with elevated nitrogen loads) caused elevated 
O2 demand in this region (Figs. 9, 12, 14). This suggests that nitrogen loads generate 
larger hypoxic volumes than phosphorus loads because elevated nitrogen increases 
production and respiration in nitrogen-limited, seaward Bay regions. Patterns of long-
term chl-a concentration reveal that over the last six decades, chl-a has increased more in 
the lower Bay than other regions (Harding and Perry, 1997), thus linking elevated 
nitrogen loads over those decades with lower Bay production. Indeed, increases in 
hypoxic volume in Chesapeake Bay are often realized by a seaward expansion of the 
volume to the lower Bay (Hagy et al., 2004). Interestingly, although local, photic-layer 
NPP was nearly sufficient to balance respiration in underlying waters of the very lower 
Bay (Fig. 5.12), respiration exceeded NPP in middle Bay regions. NPP exceeded 
respiration in adjacent shallow waters, which flank the central channel, suggesting that 
lateral transport of organic material was important to meet respiration demands, as was 
suggested for the Patuxent River estuary (Testa and Kemp, 2008), observed directly in 
the mainstem of Chesapeake Bay [Smith and Kemp, unpublished], and implied by 
consistently higher chl-a in western, shallow water stations relative to central channel 
stations during summer months (Appendix IV).  
Hypoxic-volume-days (HVD) were consistently higher under elevated nutrient loads, 
but the response varied for nitrogen versus phosphorus. HVD was more sensitive to 
nitrogen loads than phosphorus, which results from widespread nitrogen limitation in 
seaward Bay regions summer months (Fisher et al., 1992) that led to higher NPP and 




NPP and biomass under reduced loads (Fig. 5.7 & 5.12). Relatively lower sensitivity to 
P-loads results from the fact that P is limiting in winter-spring in the upper and middle 
Bay, a time where NPP appears to be a less important driver of summer hypoxic volumes 
(Fig. 5.14). The fact that HVD was more sensitive to combined N+P load changes reveals 
the potential for alternating nutrient limitation if the load is dominated by either N or P, 
especially during transitional periods in Chesapeake Bay where P is limiting in spring 
and N is limiting in summer (Malone et al., 1996). During the N0.05x experiment (very 
low N loads), nitrogen became the limiting nutrient throughout the year in the middle and 
lower Bay (Fig. 5.8; N is limiting when “N-Limitation Term” < “P-Limitation Term”). In 
contrast, during the N2x experiment, N-limitation was maintained in the lower Bay 
(CB6.1; Fig. 5.8, while P-limitation was predominant in spring in the middle and lower 
Bay. These results highlight previously-underemphasized seasonal dynamics associated 
with hypoxia-nutrient load relationships, as well as the interacting role of N and P loads 
in controlling hypoxic volume, which have been highlighted in other large coastal 
ecosystems (Conley et al., 2009b; Greene et al., 2009). 
HVD responded non-linearly to nitrogen loads over the range of the simulations, 
where January to May TN loads varied over 2 orders of magnitude. Although the N-load-
HVD relationship was linear over the range of nitrogen loads that have recently been 
observed in Chesapeake Bay (Hagy et al., 2004; Murphy et al., 2011), these simulations 
suggest that HVD would saturate (600 km
3
-d) at loads approaching twice that of 
conditions in 2000. However, simple mechanistic models that simulate Chesapeake Bay 
hypoxia also predict similar, non-linear relationships between TN load and hypoxic 




loading range have not been observed. Although this saturating relationship in the 
ROMS-RCA output is possibly constrained by the circulation and mixing patterns 
specific to the year 2000, HVD is larger than the 600 km
3
-d maximum at saturating N 
load levels when the P load has been doubled (Fig. 5.10). This suggests that (1) more 
widespread P-limitation develops at the higher N loads and (2) a physical or bathymetric 
limit to HVD has not been reached even at doubled N+P loads. It is also noteworthy that 
the highest sensitivity of HVD to N-load occurs at a load of 24 Gg, which is below the 
1985-2009 mean loading level. If HVD is plotted against N load for each year from the 
more realistic 1996-2005 simulation, the HVD tends to fall below the functional curve in 
Figure 5.11 for years with below-average Susquehanna Flow (lower HVD/load), while 
HVD/load is higher in above-average flow years. As hypoxic volume may be controlled 
more by physical processes than biogeochemistry in early summer (Murphy et al., 2011; 
Scully, 2010a), this variation may be explained by inter-annual variations in physical 
transport.  
Several other studies have examined ecosystem responses to nutrient loading changes 
using coupled physical-biogeochemical models. These studies have generally found a 
variety of ecosystem responses to changes in nutrients loading, ranging from relatively 
straightforward dynamics (Billen et al., 2001; Cerco, 1995), to complex responses due to 
differential responses of phytoplankton communities (Neumann et al., 2002), and the 
potential for thresholds associated with biogeochemical changes (Murray and Parslow, 
1999). Such varied responses are likely due to differences between ecosystems (river 
versus estuary), models (diversity of kinetically-unique phytoplankton groups), and the 




must consider that nutrient load-hypoxia relationships are not necessarily linear (Testa 
and Kemp, 2011), even within a specific ecosystem. Analysis of the N load-hypoxia 
relationship found here for Chesapeake Bay reveals that in this system, spatial and 
seasonal patterns of nutrient limitation modulate the response of Chesapeake Bay to 
nutrient loads, leading to spatial-dependencies and non-linear behavior. In other systems, 
more linear behavior is generally associated with loads of material that is oxidized 
directly (e.g., NH4
+
, BOD), such as in systems close proximity to large population centers 
(Billen et al., 2001; Soetaert et al., 2006).  
Perhaps the clearest conclusion of the nutrient load simulations for Chesapeake Bay is 
the importance of summer NPP and respiration in driving the Bay’s response to nitrogen 
loading. This is significant because recent historical data analyses have suggested that 
declines in late summer (July-August) hypoxic volume are associated with modest 
declines in January to May Susquehanna River nitrogen loads (Murphy et al., 2011). 
Such analyses did not, however, provide data to illustrate the specific mechanisms 
connecting reduced winter-spring TN loads to July-August hypoxic volumes. As this and 
other studies (Fisher et al., 1992) have shown, nitrogen limitation is the primary control 
on phytoplankton growth during summer throughout much of Chesapeake Bay. Model 
simulations clearly display that NPP, phytoplankton biomass, and respiration during the 
summer period are more sensitive to nitrogen additions than during spring (Fig. 5.8, 5.12, 
5.14), especially in the lower Bay. In addition to this local respiration, lower Bay organic 
matter production could be transported landward in bottom waters (Appendix VI) to fuel 
the respiration observed in the middle Bay (Kemp et al., 1997). In a separate model 




bottom-water O2 was replenished to non-hypoxic levels beginning in mid-June; that is, 
summer phytoplankton growth and subsequent respiration were necessary to maintain 
hypoxia throughout summer. Additionally, N-loading enhancement of lower Bay water-
column respiration was a primary driver of interannual variations in hypoxic volume in 
the 10-year simulation in Chesapeake Bay. These simulation results clearly identify 
nitrogen load as a clear driver of mid-late summer hypoxic volume in Chesapeake Bay.     
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Table 5.2. RCA Model Parameters.     
________________________________________________________________________ 
Variable Value Units Variable Value  Units 
________________________________________________________________________ 
Phytoplankton Group 1 (diatoms) Phytoplankton Group 2 (dinoflagellates) 
TOPT,1 7  
o





   gmax,2 3.4 d
-1
 
IS,1 200 ly d
-1
  IS,2 350 ly d
-1
 
KM,N,1 0.714 M N KM,N,2 0.571 M N 
KM,P,1 0.032 M P KM,P,2 0.032 M P 
KM,Si,1 0.178 M Si KM,Si ,2 0.71 M Si 
   ,1 0.03 d
-1
    krb,2 0.025 d
-1
 
      1.047         1.047  
       0.167 mol N mol
-1
 C aN,C,2 0.167 mol N mol
-1
 C 
       0.009 mol P mol
-1
 C aP,C,2 0.009 mol P mol
-1
  C 
        0.171 mol Si mol
-1
 C aSi,C,2 0.171 mol Si mol
-1
 C 
k1b1 0.004   k2b1 0.005 
k1b2 0.014   k2b2 0.015  
kgz,1 0.1 d
-1
  kgz,2 0.1 d
-1
  
θgz,1 1.03   θgz,2 1.1 
Hydrolysis and Respiration  Recycle Fractions    
        0.2 d
-1        0.35 
        1.02         0.50  
        0.015 d
-1 
       0.15 
        1.02         0.05  
        0.1 d
-1        0.60 
        1.02         0.10 
        0.025 d
-1        0.10 
        1.02         0.15 
         0.5 d
-1        0.05  
         1.02         0.60   
kSi 0.2 d
-1        0.10 
θkSi 1.10          0.10 
Nitrogen Cycling, Sulfide Oxidation Sinking Velocities, Recycling  
kNIT 0.01 d
-1
  VsPHYT,1 0.30 m d
-1
 
θkNIT 1.08   VsPHYT,2 0.20 m d
-1
  
Km,NIT 31.25 M O2 θVsphyt 1.027  
kDNF 0.05 d
-1
   VsPOM 0.50 m d
-1
 
θkDNF 1.045   θVspom 1.027  
Km,NO3 0.714 M NO3
- 




   Vsnlim,2 0.2 m d
-1
 
θox 1.08   KM, sat 8.3 M C 



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.1: Map of Chesapeake Bay bathymetry (left panel), illustration of ROMS-RCA 
model grid (with 20 vertical sigma-layers) with wet cells in red (middle panel), and map 
of Chesapeake Bay with the locations of water-column monitoring stations (chl-a, O2, 
salinity, nutrients, carbon, blue circles) and sediment-water flux observation stations (red 
squares). 
 
Figure 5.2: Schematic diagram of the major state variables and transformation process in 
RCA (see methods for further detail). 
 
Figure 5.3: Seasonal patterns of major climatic and hydrographic conditions in 
Chesapeake Bay during the year 2000. (top) Mean Susquehanna River flow (blue dashed 
line) with daily minimum and maximum flows (red dashed lines) for the 1985-2010 
period, and the Susquehanna hydrograph for 2000 (black solid line). (2
nd
 from top) Mean 
daily wind speed measured at the Patuxent River Naval Air Station from 1985-2010 (blue 
line) and for the year 2000 (green line). 1985-2010 annual cycle (solid lines) of water 
temperature (2
nd
 from bottom) and salinity (bottom) at a station in the middle of 
Chesapeake Bay (CB4.3C) with 1985-2010 minima and maxima (dashed lines). Circles 







Figure 5.4: Time-series of observed (red circles) and modeled (black lines) surface-layer 
chl-a (left panel) and bottom-layer dissolved O2 (right panel) at three stations (CB3.3C in 
upper Bay, CB4.3C in middle Bay, and CB6.1 in lower Bay) in Chesapeake Bay for the 
model simulation period spanning 1996-2005.  
 
Figure 5.5: Comparisons of simulated sediment-water NH4
+
 (left panel) and O2 (right 
panel) flux (1996-2005 mean is solid black line, minima and maxima are dotted lines) 
with observations (red circles ± 1 SD) made over various years between 1985 and 1996 
in three regions of Chesapeake Bay corresponding to CB3.3C in the upper Bay, CB4.3C 
in the middle Bay, and CB6.1 in the lower Bay. 
 
Figure 5.6: Time-series (1996-2005) of Susquehanna River Flow (top panel) and 
observed (red circles) and simulated (blue lines) hypoxic volume (bottom panel) in 
Chesapeake Bay. 
 
Figure 5.7: Surface-layer distributions of early June modeled chl-a for several nutrient 
load experiments, including alterations of N (left panel), P (middle panel), and N+P (right 
panel) loading, including a 75% reduction (0.25x, top panels), the year 2000 observed 







Figure 5.8: Annual cycle of modeled surface-layer diatom group biomass (top panel), 
summer group biomass (2
nd
 panel from top), nitrogen limitation term (2
nd
 panel from 
bottom), and phosphorus limitation term (bottom panel) at two stations (CB4.3C, left 
panels, CB6.1, right panels) in Chesapeake Bay under 3 nitrogen loading simulations (red 
line=0.05x, blue line=1x, black line=2x). 
 
Figure 5.9: Distributions of modeled dissolved O2 during June 1-10 in 2000 for three 
nitrogen loading simulations, including N0.25x (top panel), N1x (middle panel), and N2x 
(bottom panel). Hypoxic water is indicated by dark red colors.  
 
Figure 5.10: Comparison of modeled hypoxic-volume-days (HVD) for several different 
nutrient loading scenarios (0.25x, 1x, 2x) for nitrogen only (red bars at left), phosphorus 
only (green bars in middle), and nitrogen+phosphorus (blue bars at right). 
 
Figure 5.11: Relationship between January to May total nitrogen loading and HVD from 
model simulations (green circles) and a logistic curve fit to the data (equation included; 
see text for description). Logistic curve parameters for the maximum HVD (black dotted 
line) and the N load where the rate of change in HVD is highest (Nlmx; vertical green 







Figure 5.12: Annual computations of modeled photic-layer integrated net primary 
production (NPP) and sub-photic layer, integrated respiration (including SOD) for 10 
nitrogen load simulations at 4 stations in Chesapeake Bay, including CB2.2 (top panel, 
upper Bay), CB4.3C (2
nd
 panel from top, middle Bay), CB5.2 (2
nd
 panel from bottom, 
middle Bay), and CB6.1 (bottom panel, lower Bay).  
 
Figure 5.13: Total model-computed, water-column respiration in three regions of 
Chesapeake Bay (see Fig. 5.1 for regional boundaries) computed for each of 10 nitrogen 
load experiments during spring (March-May, top panel) and summer (June-August, 
bottom panel). 
 
Figure 5.14: Correlations between model-computed, sub-photic layer respiration (top 
panel) and sediment O2 demand (bottom panel) and January to May Susquehanna River 
TN load at two stations in Chesapeake Bay (black circles are CB2.2, white circles are 
CB5.2). Data are June to August means for each year from the 10-year (1996-2005) 












































































































































































































































SUMMARY AND SYNTHESIS 
 
Dissolved O2 concentrations in Chesapeake Bay and other aquatic ecosystems 
result from a dynamic balance between biogeochemical production/consumption and 
physical replenishment. The biological and physical mechanisms that control O2 operate 
over many different time-scales (sub-daily to fortnightly to seasonal to interannual), and 
are inherently linked. Such strong biophysical interactions have made it difficult to 
understand the key processes that control O2 concentrations, primarily because the 
dominant controls may alternate over time and space, while multiple controls may be 
operating at any given time. Previous experimental, statistical, and numerical modeling 
analyses have elucidated many of the key mechanisms controlling O2 and hypoxia 
(Boicourt, 1992; Breitburg, 1990; Hagy et al., 2004; Kemp et al., 1992; Murphy et al., 
2011; Officer et al., 1984; Scully, 2010a; Seliger and Boggs, 1988; Taft et al., 1980). I 
have gained many new insights into the controls on hypoxia over the course of the 
dissertation research presented here; much of this new understanding was accompanied 
by contemporaneous discoveries by colleagues working on the Chesapeake hypoxia 
problem. Below, I place my work in the context of historical and recent research to 
summarize the state of knowledge on hypoxia in Chesapeake Bay and beyond.  
Although low oxygen waters have been observed in Chesapeake Bay since as 
early as the 1930s (Newcombe and Horne, 1938), it was not until the 1980s that sufficient 
data had accumulated to understand long-term changes in volumes of low-O2 water 
(Flemer et al., 1983; Officer et al., 1984; Seliger and Boggs, 1988). Although these early 
studies identified increased nutrient loading and river flow as primary drivers of hypoxic 




publication of a 50-year time-series of hypoxic volume calculations for the mid-summer 
period (Hagy et al., 2004). Although it was clear that there was indeed a long-term 
increase in Chesapeake Bay hypoxia, there was an apparent doubling of the volume of 
hypoxia generated for a given nitrogen load, and this doubling appeared to occur abruptly 
in 1985-1986 (Conley et al., 2009a; Hagy et al., 2004; Kemp et al., 2009). However, 
when the hypoxic volume data were examined seasonally, it was discovered that this 
doubling of hypoxia per unit nitrogen load was driven by large increases in the early 
summer data (e.g. late June, early July), while the later summer data (late July) showed a 
gradual decline beginning in 1990, consistent with declines in Susquehanna River 
nutrient loads (Murphy et al., 2011). The cause of the early July increase was linked to 
elevated stratification (Murphy et al., 2011) and shifts in regional climate cycles and 
associated impacts on the  patterns of summer winds (Kemp et al., 2009; Scully, 2010a).   
I also investigated this long-term pattern in hypoxic volume, but tested a different 
hypothesis for the increased hypoxia-per-unit-N load. The hypothesis states that hypoxic 
volumes may be self-reinforcing, as increases in hypoxic volume result in higher 
recycling of inorganic N and P (primarily from sediments), yielding larger water-column 
N and P accumulations for a given N and P load, supporting higher summer algal 
production and thus more O2 depletion (Chapter 2&4, Testa and Kemp 2012). Similar 
positive feedback mechanisms have been suggested from other coastal ecosystems 
(Conley et al., 2009a; Kemp et al., 2009). I discovered that during June in upper-middle 





 in bottom waters per unit N and P load were associated with elevated hypoxic 




time of year when large increases in hypoxic volume occurred (Murphy et al., 2011), 
thereby connecting hypoxia increases with higher nutrient availability. Subsequent 
modeling analyses have displayed that summer nutrient availability and associated 
phytoplankton production are the key mechanisms for supporting and maintaining 
summer hypoxic volumes (Chapter 5, Appendix II). Future modeling analyses that 
integrate changes in physical forcing and biogeochemical processes will help quantify the 
relative importance of these processes during the early summer period. 
Hypoxia research in Chesapeake Bay has certainly focused on the summer period 
(June to August), which is a time when hypoxia is most extensive and its ecological 
impacts most severe. Relatively less attention has been given to the winter-spring period 
(February to May), a time when O2 depletion begins and hypoxia is initiated. Previous 
work has indentified rates of winter-spring O2 decline and the date of hypoxia onset 
(Boynton and Kemp, 2000; Hagy et al., 2004; Taft et al., 1980), but a comprehensive 
analysis of O2 depletion over many years and stations has yet to be achieved. The primary 
results of this analysis, reported in Chapter 3, suggest that bottom-water chlorophyll-a is 
the primary driver of winter-spring O2 depletion and hypoxia onset in Chesapeake Bay, 
which is consistent with previous studies (Boynton and Kemp, 2000). However, this 
chlorophyll-O2 connection is only strong north of the Potomac River and physical 
mechanisms appear to exert stronger control in lower Bay regions (Chapter 3). 
Additionally, it is clear that winter-spring O2-depletion metrics (and winter-spring 
chlorophyll-a) are only weakly correlated to early summer hypoxic volumes and they 
have no significant relationship to mid-late summer volumes. Thus, the assumption that 




1987; Pomeroy et al., 2006) is too simplistic. Subsequent modeling studies have 
suggested that concurrent algal production is necessary to maintain hypoxia throughout 
the summer (Appendix III) and that summertime net primary production and respiration 
are the primary drivers of interannual variability in hypoxic volume (Chapter 5). It is 
worth noting that winter-spring Susquehanna River flow has frequently been shown to be 
an important statistical predictor of summer hypoxia (Hagy et al., 2004; Lee et al., 2013; 
Murphy et al., 2011); thus these flows (and associated nutrient loads) must connect to 
summer conditions 3-4 months later. Peak stratification in Chesapeake Bay occurs in 
June (Murphy et al., 2011) and presumably winter-spring loads are associated with 
summer nutrient availability, which are two likely mechanisms to connect spring flows 
and summer hypoxia. I therefore conclude that although the spring bloom controls spring 
O2-depletion and hypoxia initiation, summer phytoplankton production (which is strongly 
limited by nutrient availability) and physical forcing control summertime hypoxic 
volumes. 
One of the key discoveries related to Chesapeake hypoxia in the past five years is 
that the late-summer hypoxic volume has declined coincident with reductions in winter-
spring nutrient loads (Murphy et al., 2011). Despite such strong correlations between 
hypoxic volume and nutrient load, observations of reduced phytoplankton production or 
community respiration that mechanistically link reduced nutrient load to reduced hypoxia 
had been lacking. I executed a suite of model simulations for a given year, where TN 
loads were varied by two orders of magnitude and the associated dynamics of organic 
matter production and respiration were examined (Chapter 5), to provide an improved 




that elevated nitrogen loads caused increased phytoplankton growth, biomass, and water-
column respiration in lower Bay regions during summer; similar increases were non-
existent or muted in middle and upper Bay regions during spring. Although this result is 
broadly expected, it emphasizes the fact that nitrogen loading represents a dominant 
control on algal growth in lower Bay regions during summer periods (Fisher et al., 1992; 
Harding and Perry, 1997; Malone et al., 1996), thus linking N loads and hypoxic volume. 
These findings not only provide specific mechanisms to support the observation of 
reduced later-summer hypoxic volumes, but they reinforce our understanding of the need 
for summer phytoplankton production to maintain summer hypoxic volumes. Future 
model simulations will realistically simulate the Bay from the late 1980s to the 2000s, 
with an aim to reproduce the discovery of Murphy et al. (2011) and more fully articulate 
the mechanisms behind it. 
The conclusions of this dissertation are relevant to the dynamics of other 
temperate costal ecosystems where eutrophication and hypoxia are prevalent and provide 
some key lessons for water quality management. As mentioned previously, positive 
feedbacks associated hypoxia effects on nutrient cycling have been suggested for many 
other systems, and the synthetic approach and quantitative metrics applied in Chapter 2 
may be of use in other comparable coastal ecosystems. The potential for such feedbacks, 
positive or negative, must be included in strategies to manage nutrient loads and also the 
expectations associated with what those load reductions might achieve. Management 
agencies are interested in indicators and metrics of water quality, which provide a 
quantitative basis to measure degradation and restoration associated with nutrient 




Appendix I) essentially convert routine hydrochemical measurements into ecological 
rates, which provide a unique measure of ecosystem response to eutrophication that 
capture ecosystem responses to nutrient load (Appendix I). Similar metrics can be 
computed from numerical models, and these approaches can be applied in any system 
where time-series observations of O2 are available. Finally, numerical models that 
include coupled hydrodynamic-biogeochemical simulations are increasingly used in 
scientific research. These models are valuable not only as predictive simulators, but as 
diagnostic tools to understand eutrophication and ecosystems responses to external 
perturbations, such as nutrient loading (Chapter 4&5, Appendix VI). Here, it is clear that 
these tools have been valuable in Chesapeake Bay to understanding mechanistic controls 
on hypoxia and the associated water-column and sediment biogeochemical processes. As 
at least four such models now exists for Chesapeake Bay (Cerco and Meyers, 2000; Xu 
and Hood, 2006), along with more simple biogeochemical calculations (Li et al., 2013; 













APPENDIX I: PATTERNS OF WINTER-SPRING OXYGEN DEPLETION IN 
THE PATUXENT RIVER ESTUARY 
 
Routine water-quality monitoring data for dissolved O2 were used to compute 
rates of March-June water-column O2 depletion and the day of hypoxia onset at 6 stations 
(Fig. AI.1) in the Patuxent River estuary for the years 1985-2009. The methodology used 
to compute these metrics from water-quality monitoring data is described in Chapter 2; 
the only difference in methodology is the period used to compute O2 depletion rates 
(March-May for Chesapeake mainstem, March to June for Patuxent). Such computations 
have been made by several previous investigators for the mainstem Chesapeake (Boynton 
and Kemp, 2000; Hagy et al., 2004; Taft et al., 1980), but comparable analyses have 
never been performed in tributaries. 
Mean June-August, bottom-water dissolved O2 concentrations varied by 2-3 mg l
-
1
 from year to year, with gradual declines over the 1985-2009 period (Fig. AI.2; trends 
not significant). Seasonal minima in dissolved O2 were lower at station LE1.1 than at 
other Patuxent stations (Fig. AI.2), and concentrations at RET1.1 increased to generally 
non-hypoxic values after 1990, which is near the time when Biological Nitrogen 
Removal (BNR) was initiated at wastewater treatment plants within the watershed (Kemp 
et al., 2009; Testa et al., 2008). However, concentrations returned to low values 
consistently after 2002 (Fig. AI.2). 
Rates of March-June, water-column O2 depletion rates were highly variable from 
year to year at all stations (Fig. AI.3). No clear temporal trends emerged from the 
patterns, but depletion rates at station RET1.1 were substantially higher prior to 1995, 




onset day also appeared to occur later in the year after 1991, but began arriving earlier 
after 2002, at the time when summer O2 concentrations returned to pre-1990 low levels 
(Fig. AI.3). In general hypoxia initiated during May and June in the Patuxent estuary 
(although notably later in some years), which is similar to hypoxia onset timing at 
stations CB5.1-CB5.4 in the mainstem Chesapeake Bay (Fig. AI.3, Chapter 2). 
Correlation analysis was used to explore the factors controlling hypoxia onset day 
and O2 depletion rates. Potential controlling variables included freshwater input and 
nutrient (total nitrogen (TN) and phosphorus (TP)) loads to the Patuxent measured at 
Bowie, Maryland (http://waterdata.usgs.gov/usa/nwis/uv?01594440), water temperature, 
and chlorophyll-a. Overall, April to June TN load (Fig. AI.4) and March to May TP load 
were most highly correlated with O2 depletion rates (Fig. AI.5), while no variable 
significantly correlated with hypoxia onset day. Thus, although no single variable 
explained more than 50% of the variability in either metric of O2 depletion, spring 











     
 
Figure AI.1: Map of the Patuxent River estuary (Chesapeake Bay inset), with the 





              
 
Figure AI.2: Time-series (1985-2009) of mean summer (June to August), bottom-












































































































































































































































































































































APPENDIX II: NET ECOSYSTEM PRODUCTION IN SHALLOW AND DEEP 
HABITATS IN CHESAPEAKE BAY: A MODELING ANALYSIS 
 
 Net ecosystem production (or net ecosystem metabolism) is a measure of the total 
net carbon or O2 production or consumption in an ecosystem (Stæhr et al., 2012). That is, 
the combined anabolism and catabolism of all organisms within an ecosystem can be 
summed to quantify the metabolism of that ecosystem, which represents an integrated 
measure of a system in terms of its overall rates of production and consumption of organic 
matter. Net ecosystem production is relevant to the study of hypoxia because when it is 
positive, it is a direct quantification of the excess, or non-respired, organic matter produced 
in a region of an ecosystem that could fuel respiration and O2-depletion in other regions of 
the system (Kemp and Testa, 2011). 
Observational studies have revealed that in Chesapeake Bay during summer, photic-
layer NPP is insufficient to support the respiration occurring in the underlying aphotic water 
in deeper stations, but NPP > (Rwc + Rsed) at shallower stations (Smith and Kemp, 
unpublished). It has been hypothesized that excess organic matter produced in shallow shoal 
habitats is transported laterally to support the excess respiration occurring in the adjacent, 
deeper regions. 
 Patterns of net ecosystem production (hereafter NEP) were computed from ROMS-
RCA model simulations (Chapter 4) in Chesapeake Bay for the year 2000. Here, NEP for a 
particular cell or regions is defined as the difference between net primary production (NPP) 
in the photic layer minus total respiration (water-column (Rwc) + sediment (Rsed)) below the 
photic layer, thus NEP = NPP – (Rwc + Rsed). NEP was computed for several stations along 
the longitudinal axis of Chesapeake Bay, where paired computations were made for stations 




(Stations CB3.3, CB4.1, CB4.2, CB4.3). These computations reveal that annually, that NEP 
is positive in the western, shallow stations and negative in the central, deep stations (Fig. 
AII.1). Regional respiration computations, where total water-column respiration and 
sediment O2 demand are computed for nine regions of Chesapeake Bay (Fig. 2.1), reveal 
that 50-80% of regional respiration occurs in waters deeper than 10 m (Fig. AII.2). Both sets 
of computations suggest that the majority of Bay respiration occurs in deeper waters, 
perhaps simply due to the volume of aphotic water occupying these habitats. The difference 
between NEP in shallow and deep stations does support the hypothesis that excess organic 
matter production from shallow habitats must support respiration in adjacent habitats. A 
second possibility is that excess organic matter in deep, seaward regions is transported 
landward due to gravitational circulation (Kemp et al., 1997; Smith and Kemp, 1995). Each 















Figure AII.1 Model computations of photic-layer NEP in shallow, western shoal stations 
(blue bars) and deep, central channel stations (red bars) in Chesapeake Bay. 
Computations were made for ten different nitrogen loading rates, where x-axis labels 







Figure AII.2: Computations of the percent of total respiration in the water-column 
(green bars) and in sediments (blue bars) that occurred in cells deeper than 10 meters for 
seven regions of Chesapeake Bay (see Fig. 5.1). Model output from the 1x simulation 
were used (see Chapter 4). 
 












APPENDIX III: THE ROLE OF SUMMER PHYTOPLANKTON PRODUCTION IN 
SUPPORTING HYPOXIA IN CHESAPEAKE BAY 
 
 
 A long-standing, and perhaps pervasive view within Chesapeake Bay ecology is that 
the winter-spring diatom bloom is the primary fuel supporting O2 depletion and associated 
hypoxia throughout the summer period (Pomeroy et al., 2006). This perspective is not 
unfounded, as the winter-spring period is when the largest phytoplankton standing stock 
occurs (Malone, 1991) and the spring bloom is generally composed of large, fast sinking, 
and poorly grazed diatom species that can accumulate in the deep water where hypoxia 
eventually occurs. However, sediment trap measurements have revealed high rates of 
organic matter sinking during summer (Kemp et al., 1999), primary production rates peak in 
summer (Harding et al., 2002), and computations based on available measurements of 
primary production and respiration suggest that winter-spring net primary production is 
insufficient to support respiration rates for the ensuing 3-4 months (Newell et al., 2007). 
Clearly, further investigation is needed to answer this question adequately. 
 Numerical models are ideal tools to answer such a question, as they can be used to 
track primary production and respiration throughout the Bay over the course of a year and 
the associated physical transport of that organic material. A first-order test of the potential 
for the spring bloom to fuel O2-depletion over the course of a year is to run a simulation 
where summer phytoplankton production is omitted from the model. Using ROMS-RCA for 
the year 2000 (Chapter 4), such a simulation was run, where the growth rate of the summer 
phytoplankton group representing dinoflagellates (Fig. 5.2) was set to zero, effectively 
removing summer phytoplankton from the model. The result of this test is clearly 




stations in Chesapeake Bay (Fig. AIII.1 & AIII.2). When both winter-spring and summer 
phytoplankton are included in the simulation, dissolved O2 reaches hypoxic levels in May, 
which are maintained until August or September; however, when summer phytoplankton are 
removed, bottom-water O2 begins to recover to normoxic levels in later June and early July 
(Fig. AIII.1). These O2 patterns are associated with a 50-75% reduction in chl-a in surface 
waters during the July to September period (Fig. AIII.2). Such simulations, although simple, 
clearly demonstrate the requirement of summer phytoplankton growth to maintain hypoxia 
in Chesapeake Bay bottom waters throughout the summer.  
One obvious caveat with such a simple test is that it ignores one aspect of the spring 
bloom-summer hypoxia connection: that the spring bloom indirectly fuels summer 
productivity when its decomposition in early summer results in the release of bioavailable 
nutrients (Li et al., 2009). Presumably, larger spring blooms lead to higher rates of 
decomposition and thus elevated release rates of key nutrients. Future studies will further 












Figure AIII.1: Seasonal cycle of modeled bottom-layer dissolved O2 at four stations in 
Chesapeake Bay under two conditions: (1) the “Base Run”, or simulation under normal 
conditions (blue lines), and (2) a simulation where summer phytoplankton growth is 







Figure AIII.2: Seasonal cycle of modeled surface-layer chlorophyll-a at four stations in 
Chesapeake Bay under two conditions: (1) the “Base Run”, or simulation under normal 
conditions (blue lines), and (2) a simulation where summer phytoplankton growth is 
prevented (“No Summer Production”, red lines). 




APPENDIX IV: PATTERNS OF LATERAL VARIABILITY IN 




Observational studies have revealed that during summer in Chesapeake Bay, 
phytoplankton production is insufficient to support the respiration occurring in the 
underlying aphotic water in deep (> 10 m) stations, but that excess organic matter is 
produced at shallower stations (Smith and Kemp, unpublished). As summarized in 
Appendix 2, it has been hypothesized that excess organic matter produced in shallow 
shoal habitats is transported laterally to support the excess respiration occurring in the 
adjacent, deeper regions. It is difficult to test this hypothesis using observation data, as 
spatially-resolved estimates of phytoplankton metabolism coupled to physical transport 
rates are needed to understand these spatially-dependent, bio-physical processes. 
However, a long time-series (1985-2009) of chl-a and dissolved O2 measurements are 
available at four paired stations in mesohaline Chesapeake Bay (central deep channel 
stations and adjacent stations on the shallow, western and eastern shoals; Fig. AIV.1), 
providing the potential to investigate this hypothesis with historical data. 
Analysis of these data reveal high interannual variability in surface-water chl-a at 
each station, but a clear tendency for chl-a to be higher in western shoal stations than the 
central or eastern shoal station (Fig. AIV.2). Differences between the stations in the 
CB3.3 transect are less clear than the three more southerly stations (Fig. AIV.2). Upon 
averaging these time-series into monthly-means, it is clear that the chl-a is much higher 
in the western shoal stations (e.g., CB3.3W, CB4.3W, etc.) during the summer period 
(June to August), and that stations are similar to each other in other seasons (Fig. AIV.3). 




productivity) are higher on the western, shallow shoals and may be transported laterally 
to the central station to support respiration during summer. These patterns are associated 
with the tendency for bottom-water dissolved O2 to be much lower in the deep, central 








Figure AIV.1: Map of Chesapeake Bay bathymetry, with the location of twelve stations 

















































































































































































Figure AIV.3: Monthly mean surface-water chl-a over the 1985-2009 period over 
four lateral transects in Chesapeake Bay (see Fig. AIV.1), where each transect 
includes a western shoal station (blue dashed line), a central, deep channel station 










Figure AIV.4: Monthly mean bottom-water O2 over the 1985-2009 period over four 
lateral transects in Chesapeake Bay (see Fig. AIV.1), where each transect includes a 
western shoal station (blue dashed line), a central, deep channel station (red solid 





















APPENDIX V: THE IMPACTS OF WIND FORCING ON SALT AND OXYGEN 
DISTRIBUTIONS IN CHESAPEAKE BAY: A MODELING ANALYSIS 
 
 
  Wind stress is a key driver of variability in shallow estuarine systems (Scully, 
2010a), with impacts on vertical mixing, horizontal transport, and secondary circulation 
(Chen and Sanford, 2009; Li and Li, 2011). The nature of the wind used to drive 
hydrodynamic models can thus have large impacts on the predicted distribution of salt; 
for example, elevated wind stress can be associated with a deepening of the surface 
mixed-layer (Li et al., 2005) or elevated mixing on the shallow shoals flanking the main 
channel of Chesapeake Bay (Scully, 2010b). To understand the impacts of different wind 
forcing on Chesapeake Bay a series of simulations were performed with several different 
wind-forcing regimes.   
 Three different wind forcing data sets were used to drive air-seas fluxes of 
momentum and heat across the surface of Chesapeake Bay. The first is gridded data (Fig. 
AV.1) from the North American Regional Reanalysis (NARR) from National Center for 
Environmental Prediction products (Mesinger et al., 2006). Secondly, the NARR data 
were amplified by a factor of 1.3, as NARR data underestimate true over-water wind 
stress in Chesapeake Bay, at least for above-average wind speeds (Ming Li, personal 
communication). Lastly, spatially-uniform winds based on measurements from Thomas 
Point Light (TPL) were used (Fig. AV.1), which better represent over-water winds 
(http://tidesandcurrents.noaa.gov/ofs/cbofs/cbofs.html). For each of the three wind 
forgings, two difference advections schemes were tested; (1) a 3
rd
-order upstream 
horizontal advection with splines vertical advection or (2) the advection scheme known 

















 At 3 stations in Chesapeake Bay, salinity predictions tended to be highest (and 
most representative of the observations, especially in deeper water) with base NARR 






 (pink lines or “NR bd 10
-6
 MPD”; Fig. 







intermediate comparability, while simulations with NARR winds scaled by 1.3 (“NR bd 
10
-6
 *1.3") tended to generate lower salinity values (Fig. AV.2-AV.4). In the lower Bay, 
the model response (in terms of salinity) was mixed and small to the different wind 
forcing. The different advections schemes had little impact on the model simulations for 
this year and model resolution. The associated O2 predictions in RCA under the different 
wind forcing showed similar results (Fig. AV.5 & AV.6), except that the implementation 
of the MPDATA (“NR bd 10
-6
 MPD”) scheme resulted in higher bottom-water O2 
concentrations at CB3.3C and 4.3C than the similar run without MPDATA ("NR bd 10
-
6
") for several periods during late summer and fall (Fig. AV.5 & AV.6). Lastly, Thomas 
Point winds resulted in an overall freshening of the Bay with a general deepening of the 
surface mixed layer (Fig. AV.7), but TPL simulations generally resulted in poorer 
representations of salinity. Further analysis will better elucidate the mechanisms behind 









Figure AV.1: Map of Chesapeake Bay with location on wind measurement stations, 




























































































































































































































































































































































































































































































































Figure AV.5: Vertical Profiles of dissolved O2 for four model simulations using 











Figure AV.6: Vertical Profiles of dissolved O2 for four model simulations using 











































































































































































APPENDIX VI: A REGIONAL COUPLED HYDRODYNAMIC-
BIOGEOCHEMICAL MODEL FOR CHESAPEAKE BAY 
 
 High-resolution, coupled hydrodynamic-biogeochemical models are valued for 
their ability to accurately represent physical and biogeochemical process in coastal 
ecosystems, especially with increasingly affordable computing power. Less spatially-
resolved models (regional scale) are still useful for research needs, as they can be 
executed quickly (minutes), represent biogeochemistry at the scales where it has been 
predominantly measured (regionally) and can be used to compute simple and 
unambiguous budgets of key variables.  
Such a model was developed for Chesapeake Bay, using RCA as the 
biogeochemical model (Chapter 5) and salt- and water-balance model (box model) 
computations for physical transport (Hagy, 2002; Hagy et al., 2000). The model domain 
includes 17 boxes (9 surface-layer, 8 bottom-layer; Fig. AVI.1 & 5.1), whose vertical 
separations is based on mean-pycnocline depths for each region (Hagy, 2002). The model 
solves a series of linear equations to compute advective and non-advective exchanges 
between boxes based upon freshwater inputs and salt distributions. Details of the 
calculation are described elsewhere (Hagy, 2002; Hagy et al., 2000; Testa and Kemp, 
2008). The biogeochemical model (RCA) was coupled to the box model transports using 
the same boundary and initial conditions, external flows and loadings, and sediment 
initialization as described in Chapter 5. Model simulations were run on a 6-hour time step 
over the 1986-2006. 
The box model represented interannual and regional variations in salinity well, as 
would be expected for such a model (Fig. AVI.2). The model also represented interannual 




seasonal minima in O2 (anoxia) in several regions of the Bay. The high-resolution, 
coupled model failed to capture these minima (Chapter 5). Budget calculations for POC 
in each box during two seasons, averaged over the 1986-2006 period, suggest the key role 
of both vertical sinking and landward longitudinal transport as mechanisms for POC 
delivery to bottom waters (Fig. AVI.4). Landward POC inputs in bottom water were 
highest in lower Bay regions, but muted in upper-Bay regions, while net POC imports 
(the potential fuel for O2 depletion) were also greatest in the lower Bay (Fig. AVI.4). This 
is consistent with the suggestion that landward, bottom-water transport of organic carbon 
resulting from net surface-layer carbon production in seaward Bay regions is a key aspect 
of the Bay carbon budget supporting O2 depletion. Analyses of interannual changes in 




















































































































































































Figure AVI.2: Time-series (1986-2006) of model computed (lines) and observed 






Figure AVI.3: Time-series (1986-2006) of model computed (lines) and observed 





























Figure AVI.4: Mean POC budgets for middle-Bay regions as computed from model 
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