ABSTRACT. Let X be a hyperkähler variety, and assume that X admits a non-symplectic automorphism σ of order k > 1 2 dim X. Bloch's conjecture predicts that the quotient X/ < σ > should have trivial Chow group of 0-cycles. We verify this for Fano varieties of lines on certain cubic fourfolds having an order 3 non-symplectic automorphism.
INTRODUCTION
Let X be a smooth projective variety over C, and let A i (X) := CH i (X) Q denote the Chow groups of X (i.e. the groups of codimension i algebraic cycles on X with Q-coefficients, modulo rational equivalence). Let A i hom (X) (and A i AJ (X)) denote the subgroup of homologically trivial (resp. Abel-Jacobi trivial) cycles.
The field of algebraic cycles is something of a mathematician's goldmine, with a wealth of open questions lying around for the picking. Many of these open questions are special cases or variants of Bloch's conjecture: Conjecture 1.1 (Bloch [8] ). Let X be a smooth projective variety of dimension n. Let Γ ∈ A n (X × X) be such that
Let us now suppose that X is a hyperkähler variety (i.e., a projective irreducible holomorphic symplectic manifold [3] , [4] ), say of dimension 2m. Suppose there exists a non-symplectic automorphism σ ∈ Aut(X) of order k > m. This implies that σ + σ 2 + . . . + σ k * = 0 :
Conjecture 1.1 (applied to the correspondence Γ = k j=1 Γ σ j ∈ A 2m (X × X), where Γ f denotes the graph of an automorphism f ∈ Aut(X)) then predicts the following: (Here, the second statement follows from the first by applying the Bloch-Srinivas argument [9] .)
In [33] , this conjecture was verified for one family of hyperkähler fourfolds, given by Fano varieties of lines on certain cubic fourfolds with an order 3 non-symplectic automorphism. There exist three other families of cubic fourfolds with a polarized order 3 automorphism inducing a non-symplectic automorphism on the Fano varieties (the four families are presented in [10, Examples 6.4, 6.5, 6.6 and 6.7] ). The aim of the present note is to treat these 3 remaining families.
A first result is that conjecture 1.3 is true for one of the families: hom (X) = 0 . Theorem 3.1 is proven using the theory of finite-dimensional motives [28] . The argument is similar to that of [33] .
For the two other families, we prove a weak version of conjecture 1.3:
Theorem (=theorem 4.1). Let (Y, σ Y ) be one of the following: (a) Y ⊂ P 5 (C) is a smooth cubic fourfold defined by an equation f (X 0 , X 1 , X 2 ) + g(X 3 , X 4 ) + (X 5 ) 3 + X 5 X 3 ℓ 1 (X 0 , X 1 , X 2 ) + X 4 ℓ 2 (X 0 , X 1 , X 2 ) = 0 , (where ν is a 3rd root of unity). Let X = F (Y ) be the Fano variety of lines in Y , and let σ ∈ Aut(X) the non-symplectic automorphism induced by σ Y . Then
(2) (X) = 0 . Here, the notation A * ( * ) (X) refers to the Fourier decomposition of the Chow ring of X as constructed by Shen-Vial [41] , which plays an important role in this note. Theorem 4.1 is proven by using Voisin's method of "spread", as developed in [48] , [49] . The argument is similar to that of [15] (which dealt with symplectic automorphisms on Fano varieties of cubic fourfolds), and that of [31] , [32] (which dealt with anti-symplectic involutions on Fano varieties of cubic fourfolds).
I have not been able to prove the full conjecture 1.3 for the two families of theorem 4.1; the missing piece concerns the action on A 4 (4) (X) (cf. remark 4.6 for discussion).
As an immediate corollary, we find that Bloch's conjecture 1.2 is verified for the quotient of the Fano varieties in one family:
Corollary (=corollary 5.2). Let (X, σ) be as in theorem 3.1, and let Z := X/ < σ > be the quotient. Then A 4 hom (Z) = 0 . Another corollary is the following property of the Chow ring of these Fano varieties (reminiscent of the Chow ring of K3 surfaces [7] ):
Corollary (=corollary 5.4). Let X and σ be as in theorem 3.1 or theorem 4.1. Let a ∈ A 3 (X) be a 1-cycle of the form
where All Chow groups will be with rational coefficients: we will denote by A j (X) the Chow group of j-dimensional cycles on X with Q-coefficients; for X smooth of dimension n the notations A j (X) and A n−j (X) are used interchangeably. The notations A j hom (X), A j AJ (X) will be used to indicate the subgroups of homologically trivial, resp. Abel-Jacobi trivial cycles. For a morphism f : X → Y , we will write Γ f ∈ A * (X × Y ) for the graph of f . The contravariant category of Chow motives (i.e., pure motives with respect to rational equivalence as in [40] , [36] ) will be denoted M rat .
We will write H j (X) to indicate singular cohomology H j (X, Q). Given an automorphism σ ∈ Aut(X), we will write 
is an isomorphism for all i.
Proof. This is [18 
where ∆ G denotes the idempotent
2.2.
Finite-dimensional motives. We refer to [28] , [2] , [26] , [36] for the definition of finitedimensional motive. An essential property of varieties with finite-dimensional motive is embodied by the nilpotence theorem:
Theorem 2.4 (Kimura [28] ). Let X be a smooth projective variety of dimension n with finitedimensional motive. Let Γ ∈ A n (X × X) be a correspondence which is numerically trivial. Then there is N ∈ N such that
Actually, the nilpotence property (for all powers of X) could serve as an alternative definition of finite-dimensional motive, as shown by Jannsen [26, Corollary 3.9] . Conjecturally, any variety has finite-dimensional motive [28] . We are still far from knowing this, but at least there are quite a few non-trivial examples.
2.3. Spread.
Lemma 2.5 (Voisin [48] , [49] 
The very ampleness assumption ensures V → M × M is a projective bundle. This is used in the following key proposition: Proposition 2.6 (Voisin [49] ). Assumptions as in lemma 2.5. Assume moreover M has trivial Chow groups. Let R ∈ A n (V ). Suppose that for all b ∈ B one has
Proof. This is [49, Proposition 1.6].
The following is an equivariant version of proposition 2.6: Proposition 2.7 (Voisin [49] 
Then there exists
Proof. This is not stated verbatim in [49] , but it is contained in the proof of [49, Proposition 3.1 and Theorem 3.3]. We briefly review the argument. One considers
The problem is that this is no longer a projective bundle over M × M . However, as explained in the proof of [49, Theorem 3.3] , hypothesis (i) ensures that one can obtain a projective bundle after blowing up the graphs Γ g , g ∈ G plus some loci of codimension > n + 1. Let M ′ → M × M denote the result of these blow-ups, and let V ′ → M ′ denote the projective bundle obtained by base-changing.
Analyzing the situation as in [49, Proof of Theorem 3.3] , one obtains
where R 0 ∈ A n (M × M) and λ g ∈ Q (this is [49, Equation (15)]). By assumption, R| Y b ×Y b is homologically trivial. Using hypothesis (ii), this implies that all λ g have to be 0.
MCK decomposition.
Definition 2.8 (Murre [35] ). Let X be a smooth projective variety of dimension n. We say that X has a CK decomposition if there exists a decomposition of the diagonal
such that the π i are mutually orthogonal idempotents and
Remark 2.9. The existence of a CK decomposition for any smooth projective variety is part of Murre's conjectures [35] , [25] . Definition 2.10 (Shen-Vial [41] ). Let X be a smooth projective variety of dimension n. Let ∆ sm X ∈ A 2n (X × X × X) be the class of the small diagonal
Remark 2.11. The small diagonal (seen as a correspondence from X × X to X) induces the multiplication morphism [35] .
By definition, this decomposition is multiplicative if for any i, j the composition
h i (X) ⊗ h j (X) → h(X) ⊗ h(X) ∆ sm X −−→ h(X) in M rat factors through h i+j (X).
If X has a weak MCK decomposition, then setting
A i (j) (X) := (π X 2i−j ) * A i (X) ,
one obtains a bigraded ring structure on the Chow ring: that is, the intersection product sends
A i (j) (X) ⊗ A i ′ (j ′ ) (X) to A i+i ′ (j+j ′ ) (X).
It is expected (but not proven !) that for any X with a weak MCK decomposition, one has
A i (j) (X) ?? = 0 for j < 0 , A i (0) (X) ∩ A i hom (X) ?? = 0 ;
this is related to Murre's conjectures B and D, that have been formulated for any CK decomposition
The property of having an MCK decomposition is severely restrictive, and is closely related to Beauville's "(weak) splitting property" [6] . For more ample discussion, and examples of varieties with an MCK decomposition, we refer to [41, Section 8] , as well as [46] , [42] , [17] .
In what follows, we will make use of the following: 
smooth cubic fourfold, and let X := F (Y ) be the Fano variety of lines in Y . There exists a self-dual CK decomposition {Π
with the property that for each b ∈ B, one has
furnishing the Fourier decomposition [41] exists relatively: this is because by definition
(and E 2 is the restriction of the rank 2 tautological bundle on the Grassmannian), and
is projection on the ith factor), and I ⊂ X b × X b is the incidence correspondence. Since g i , c i and I obviously exist relatively, the same goes for L, i.e. there exists a relative correspondence
with the property that for any b ∈ B the restriction
is the Shen-vial class L of [41] . This implies that the class ℓ ∈ A 2 (X b ) of [41] (mentioned in theorem 2.18(ii) below) also exists relatively: it is defined as
where i ∆ : X → X × B X denotes the embedding along the relative diagonal. (NB: this makes sense because i ∆ is a regular embedding.) Next, the classes
Armed with these facts, let us inspect the construction of the {Π 
Again, by the above remarks the cycle p b exists relatively (i.e. there is p ∈ A 4 (X × B X ) which restricts to p b on each fibre). We define Π 
where C and D are a curve, resp. a divisor on X. The action on cohomology verifies
where
as the orthogonal complement of NS(X) with respect to the Beauville-Bogomolov form.
The action on Chow groups verifies
Proof. The existence of a CK decomposition is theorem 2.12.
To define the refined decomposition, let π
where π . To obtain a similar splitting for X, one uses the following: let P ∈ A 3 (X ×Y ) be the universal family of lines. Then
is an isomorphism, the Abel-Jacobi isomorphism [5] . Moreover, there is a correspondence Q ∈ A 5 (X × Y ) inducing the inverse isomorphism, i.e.
(An explicit formula for Q is Q = − 1 6 P • Γ g 2 , where g ∈ A 1 (X) is the Plücker polarization, and
6 (X × X) is the correspondence acting as multiplication with g 2 . This follows from [5, Proof of Proposition 6].)
We now define π
Lieberman's lemma [44, Lemma 3.3] gives an equality
This implies that π
and D ⊂ X is the divisor
For reasons of dimension, π X 2,1 acts trivially on A 2 (X), and so
Finally, it is known that the Abel-Jacobi isomorphism is an isometry [5] , and so
Remark 2.17. We do not claim that the correspondences π 
2.7.
A multiplicative result. Let X be the Fano variety of lines on a smooth cubic fourfold. As we have seen (theorem 2.12), the Chow ring of X splits into pieces A i (j) (X). The magnum opus [41] contains a detailed analysis of the multiplicative behaviour of these pieces. Here are the relevant results we will be needing: 
The following is a reformulation of theorem 2.18(i). 2 (X × X) be the incidence correspondence, and let g = −c 1 (E 2 ) ∈ A 1 (X) be the Plücker polarization. Then
The inverse isomorphism is given by
Proof. This is implicit in the arguments of [41] . For any a ∈ A 4 hom (X), there is equality
(This follows from [41, Equations (107) and (108) (2) (X), we know (theorem 2.18(ii)) that ℓ · L * (a) = 25a, and so for any a ∈ A 4 (2) (X) we get an equality
Applying I * to this equality, we obtain an equality (for any a ∈ A 4 (2) (X))
But we know that A 
This proves the proposition. 
Proof. The correspondence P ∈ A 3 (X × Y ) is defined as the universal family of lines on Y . Letting I ⊂ X × X denote the incidence correspondence, we have 
(2) (X) is the identity, in other words
(Here Γ g 2 ∈ A 6 (X × X) can be defined as
, where τ : R → X denotes the inclusion of a smooth complete intersection of class dg 2 ). Defining
we obtain the first equality of corollary 2.20. For the second equality, it suffices to take the transpose of the first equality, since we know that Π X 6 = t Π X 2 (theorem 2.12). As to the "moreover" part of the corollary: obviously both P and Γ g 2 exist relatively, and so the same goes for Ψ.
A FAMILY OF TRIPLE COVERS
In this section, we consider cubic fourfolds that are triple covers over cubic threefolds. The main result here is as follows: Theorem 3.1. Let Y ⊂ P 5 (C) be a smooth cubic fourfold defined by an equation
where f is a homogeneous polynomial of degree 3. Let X = F (Y ) be the Fano variety of lines in Y . Let σ ∈ Aut(X) be the (non-symplectic) order 3 automorphism induced by
(where ν is a 3rd root of unity). Then
hom (X) = 0 . Proof. (The family of Fano varieties of theorem 3.1 is described in [10, Example 6.4], from which I learned that the automorphism σ is non-symplectic.)
We will use the Fourier decomposition A * ( * ) (X) of the Chow ring of X (theorem 2.12). Indeed, to prove theorem 4.1, it suffices to prove the following statement: [41] , and so (2) implies theorem 4.1.
Indeed, we observe that
Let us now prove (2) . In a first step of the proof, we show that the automorphism σ respects the Fourier decomposition of the Chow ring: Proposition 3.2. Let X and σ be as in theorem 3.1. Let A * ( * ) (X) be the Fourier decomposition (theorem 2.12). Then
is a CK decomposition as in theorem 2.12, then we have
Proof. (NB: The proof actually works for any (X, σ), where X = F (Y ) is the Fano variety is of lines on a smooth cubic fourfold Y , and σ ∈ Aut(X) is a polarized automorphism, i.e. induced by an automorphism of Y .) We start by recalling that the Shen-Vial cycle L ∈ A 2 (X × X) (furnishing the Fourier decomposition of [41] ) is defined as
[41, Equation (107)]. Here I ⊂ X × X is the incidence correspondence, and g i , c i are defined as follows:
where E 2 is the rank 2 vector bundle coming from the tautological bundle on the Grassmannian, and p i : X × X → X denote the two projections. We now observe that (σ × σ)
because a point y ∈ Y is contained in a line ℓ ∈ X if and only if σ * (y) is contained in σ * (ℓ). Next, we note that the automorphism σ ∈ Aut(X) comes from an automorphism σ P of P 5 (C), hence in particular σ is the restriction of an automorphism σ Gr of the Grassmannian Gr = G(1, 5) of lines in P 5 . As σ P is linear, (σ Gr ) fixes the tautological vector bundle E 2 on Gr, and so
Applying (σ × σ) * to equation (3), it follows that
Using Lieberman's lemma [44, Lemma 3.3] , this translates into the equality
This implies that also
As the Fourier transform F : A * (X) → A * (X) of [41] is defined by means of a polynomial in L, it follows that
proving the proposition.
The second step of the proof is to ascertain that X has finite-dimensional motive: Proof. The finite-dimensionality of Y is proven in [30] . The main result of [29] now implies that the Fano variety X = F (Y ) also has finite-dimensional motive.
The third step of the proof is to show the desired statement for A 2 (2) (X), i.e. we now prove that (4) (id +σ + σ 2 ) * A 2 (2) (X) = 0 . In order to do so, let us abbreviate
Since the action of σ is non-symplectic [10, Example 6.5 and Lemma 6.2], we have that
Using the Lefschetz (1, 1)-theorem, we see that
where γ is some cycle supported on D × D ⊂ X × X, for some divisor D ⊂ X. In other words, the correspondence
is homologically trivial. But then (since X has finite-dimensional motive) there exists N ∈ N such that
Upon developing this expression, one finds an equality
Proposition 3.2 (combined with the fact that ∆ G and Π X 2 are idempotents) implies that
and so we find that
This proves equality (4).
The argument for A 4 (2) (X) is similar: the correspondence Γ being homologically trivial, its
is also homologically trivial (where γ ′′ is supported on D × D). Using the nilpotence theorem and proposition 3.2, this implies (just as above) that
In the final step of the proof, it remains to consider the action on A (The problem is that it seems impossible to prove that
short of knowing that (1)
, where N * is the usual coniveau filtration and N * is Vial's niveau filtration. Both (1) and (2) seem difficult.) We therefore proceed somewhat differently: to establish the statement for A 
where R ∈ A 4 (X × X) is a correspondence with the property that
Proof. This is [33, Proposition 3.8].
Obviously, proposition 3.4 clinches the proof: using the nilpotence theorem, one sees that there exists N ∈ N such that
Developing, and applying the result to A 4 (X), one finds that
•N * = 0 : 
Therefore, we conclude that
and we are done.
Remark 3.5. The family of cubic fourfolds of theorem 3.1 also occurs in [1] and [34] (where it is used as a tool in understanding the period map for cubic threefolds), as well as in [19] (where it is shown the Kuga-Satake construction for these cubic fourfolds is algebraic).
THE TWO REMAINING FAMILIES
In this section, we consider the two remaining families of cubic fourfolds with an order 3 automorphism that acts non-symplectically on the Fano variety. The main result here is theorem 4.1, stating that part of conjecture 1.3 is true for these two families. In addition, in theorem 4.7 we exhibit two subfamilies (of the two families of theorem 4.1) for which conjecture 1.3 is completely verified. 
where f, g are homogeneous polynomials of degree 3 and ℓ 1 , ℓ 2 are linear forms. σ Y ∈ Aut(Y ) is the order 3 automorphism induced by
(where ν is a 3rd root of unity).
is a smooth cubic fourfold defined by an equation
where f, g, h, k are homogeneous polynomials of degree 2 and ℓ 1 , ℓ 2 are linear forms. σ Y ∈ Aut(Y ) is the order 3 automorphism induced by
(where ν is a 3rd root of unity). Let X = F (Y ) be the Fano variety of lines in Y , and σ ∈ Aut(X) the non-symplectic automorphism induced by σ Y . Then
The two families of Fano varieties of theorem 4.1 are described in [10, Examples 6.6 and 6.7], where it is established that the automorphism σ is non-symplectic in both cases.)
In a first step of the proof, we show that the automorphism σ respects the Fourier decomposition of the Chow ring: Proposition 4.2. Let X and σ be as in theorem 4.1. Let A * ( * ) (X) be the Fourier decomposition (theorem 2.12). Then
Proof. The proof is exactly the same as that of proposition 3.2.
In the next step, we look at the action of σ on H 2 (X) (where (X, σ) is the Fano variety with the order 3 automorphism as in theorem 4.1(a) or (b)). Let us use the short-hand
The anti-symplectic condition translates into the fact that
Since the kernel of (∆ G ) * is a sub-Hodge structure, and H 2 tr (X) ⊂ H 2 (X) is the smallest subHodge structure containing H 2,0 (X), it follows that also
(where π X 2,0 is as in theorem 2.16), and so
where γ is a cycle supported on C × D ⊂ X × X, where C is a curve and D is a divisor in X. In particular, since the projector Π X 2 of theorem 2.12 is equal to π X 2 in cohomology, we get a homological equivalence
where γ is supported on C × D. Now we can start to play the "let's spread things out" game of [48] , [49] . We define
to be the family of all smooth cubic fourfolds given by an equation as in theorem 4.1. (That is, we let G ⊂ Aut(P 5 ) be the order 3 group generated by the automorphism of P 5 as in (a) or (b), and we define
as the Zariski open subset parametrizing smooth G-invariant cubics. Note that Y → B is thus either the family of (a), or the family of (b); we treat the two families simultaneously.) We will write Y b := π −1 (b) for the fibre over b ∈ B. We also define the universal family of associated Fano varieties of lines:
the fibre of X over b ∈ B is the Fano variety X b of lines in Y b . Since X is invariant under σ Gr × id B , there is an automorphism σ : X → X .
We will write σ b : X b → X b for the restriction to a fibre. Let us define a relative correspondence
and consider the composition
(For composition of relative correspondences in the setting of smooth quasi-projective families that are smooth over a base B, cf. [12] , [21] , [37] , [14] , [36, 8.1.2] .)
In view of (6) above, this correspondence has the following property: for every b ∈ B, there exist a curve C b and a divisor D b ⊂ X b , and a cycle γ b supported on
We can rewrite this as
But for general b ∈ B, the restriction γ| X b ×X b will be supported on (curve)×(divisor), and as such will act trivially on A 2 (X b ). It follows that
In view of proposition 3.2, this implies that
i.e. we have proven the first statement of theorem 4.1 for general b ∈ B. To extend this to all b ∈ B, we observe that the above construction can be made locally around a given b 0 ∈ B: the point is that in applying [48, Proposition 3.7] , one can obtain a cycle γ supported on C Proof. First, let us check that hypothesis (i) of proposition 2.7 is met with in case (a). To this end, we consider the tower of morphisms
where P(1 3 , 3 3 ) = P 5 /(Z/3Z×Z/3Z×Z/3Z) denotes a weighted projective space. Let us write σ 3 , σ 4 , σ 5 for the order 3 automorphisms of P
where ν is again a primitive 3rd root of unity. (We note that σ P = σ 3 • σ 4 • σ 5 , and the weighted projective space P is P 5 / < σ 3 , σ 4 , σ 5 >.)
The sections in PH
, and there is an inclusion PH
Let us now assume x, y ∈ P 5 are two points such that
and so (using lemma 4.4 below) there exists σ ∈ PH 0 P ′ , O P ′ (3) containing p(x) but not p(y). The pullback p * (σ) contains x but not y, and so these points (x, y) impose 2 independent conditions on the parameter space PH
It only remains to check that a generic element
also imposes 2 independent conditions, for any (r 3 , r 4 , r 5 ) ∈ {(0, 0, 0), (1, 1, 1), (2, 2, 2)}. Let us assume (x, y) is generic on Γ σ 3 (the argument for the other r i are similar). Let us write x = [a 0 : a 1 : . . . : a 5 ]. By genericity, we may assume all a i are = 0 (intersections of Γ σ 3 with a coordinate hyperplane have codimension > n + 1 and so need not be considered for hypothesis (i) of proposition 2.7). We can thus write
is G-invariant and contains x while avoiding y, and so the element (x, y) again imposes 2 independent conditions. This proves hypothesis (i) is satisfied for case (a).
The proof of hypothesis (i) for case (b) is similar, using the weighted projective space P(1 2 , 3 4 ). To establish hypothesis (ii) of proposition 2.7, we proceed by contradiction. Let us suppose hypothesis (ii) is not met with, i.e. there exists a smooth cubic Y = Y b as in theorem 4.1(b) or (c), and a non-trivial relation
where a, b, c ∈ Q and δ ∈ Im A 4 (P
Looking at the action on a generator ω of H 3,1 (Y ) (and using that δ * (ω) = 0 because H p,q (P 5 ) = 0 for p = q), we find a relation
Next, looking at the action on (H 4 (Y ) prim ) σ (which is non-zero, for there is an equivariant isomorphism H 4 (Y ) ∼ = H 2 (X), and proposition 4.5 below ensures that dim H 2 (X) σ > 1), we find a relation a + b + c = 0 .
Combining these two relations, we find that the only solutions are a = νc, b = ν 2 c. It follows that there are no rational solutions, and so hypothesis (ii) is satisfied. For σ of order 2, there are two families of cubic fourfolds, and these have been treated in [31] , [32] . For σ of order 3, there are 4 families [10, Examples 6.4, 6.5, 6.6 and 6.7]; the first is treated in [33] , the others in theorems 3.1 and 4.1. Proof. Since σ respects the bigrading A
