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В последнее время нейросетевые модели 
отлично себя показали в различных направле-
ниях искусственного интеллекта и, вследствие 
способности к некоторой имитации мысли-
тельной деятельности человека, нашли широ-
кое применение в качестве классификаторов 
во многих типах систем распознавания и при-
нятия решений.
Среди их разновидностей следует особо 
выделить нейронные сети свёрточного типа, 
обладающие неплохой способностью к обоб-
щению поступающей на их входы информации 
и инвариантностью к различным небольшим 
искажающим деформациям входного сигнала.
Несмотря на достигнутые успехи в об-
ласти решения задач математического про-
граммирования с помощью нейронных сетей, 
сложившийся инструментарий их разработки 
базируется на сочетании уже известных ти-
пов структур. Это даёт возможность решения 
многих типов задач, однако требует соблю-
дения различных специальных условий для 
обеспечения заданного качества работы мо-
делей, –  таких, как хорошая выровненность 
фотографий, отсутствие сильных искажений, 
соответствие шаблонам. Выполнение этих ус-
ловий может быть соблюдено в таких приклад-
ных задачах, как, например, распознавание па-
спортных или анкетных данных.
Вместе с тем, согласно теореме Коско о не-
чёткой аппроксимации, любую математиче-
скую систему можно аппроксимировать систе-
мой на нечёткой логике. При этом любую из 
существующих логических функций можно 
аппроксимировать при помощи многослойных 
нейронных сетей с разной точностью [1].
Вследствие подобия эволюционных алго-
ритмов с аналогичными процессами, имею-
щими место в живой природе, и в результате 
которых возникли биологические интеллекту-
альные системы, предположительно именно 
с их помощью должно быть возможно воспро-
изведение и подобных этим системам вероят-
ностных моделей, способных адаптироваться 
к некоторой внешней среде, интерпретирую-
щей их поведение.
Биологические прототипы искусственных 
интеллектуальных систем обладают способ-
ностью приспособления практически к любым 
условиям существования. Несмотря на то, что 
на текущий момент нет возможности точно 
повторить топологию связей в естественных 
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нейронных сетях, возможно предпринять по-
пытку воспроизведения самого процесса их 
формирования, в надежде получить универ-
сальный механизм оптимизации приемлемого 
качества, пригодный для решения максималь-
но широкого перечня типов интеллектуальных 
задач.
Задача создания подобного механизма 
является актуальной, т. к. существует, напри-
мер, насущная потребность в разработке уни-
версальной системы распознавания текста, 
инвариантной к различным существенным 
искажениям, изменению масштабов, пово-
ротам и другим трансформациям входных 
изображений.
Постановка задачи
Обучение с подкреплением подразумевает 
максимизацию числового значения некоторого 
сигнала вознаграждения обучаемой системой 
посредством модификации своего поведения 
под воздействием информации из окружаю-
щей среды. При этом система обучается не по 
заданным заранее примерам реакций в ответ 
на конкретные стимулы, как это происходит 
в большинстве обучающих методов, а, вероят-
ностно взаимодействуя со средой, стремится 
выработать такие реакции, которые принесли 
бы ей наибольшее вознаграждение.
Таким образом, обучение с подкреплени-
ем определяется не с помощью формального 
описания методов обучения, а через выявле-
ние характерных особенностей задачи обуче-
ния, а любой метод, который хорошо подходит 
для решения описанной выше задачи, может 
рассматриваться в качестве метода обучения 
с подкреплением [2].
В отличие от классического обучения 
с подкреплением, которое не предполагает ис-
пользование эволюционных методов [2], т. к., 
якобы, в процессе обучения с учителем «до-
ступно намного больше подробной информа-
ции о том, как обучаться, чем может быть учте-
но в эволюционных методах», нейроэволюци-
онное подкрепляющее обучение основывается 
на применении строго эволюционных методов 
при конструировании обучающегося и при-
нимающего решения нейросетевого агента [2] 
для оптимизации значения некоторой функции 
оценки его поведения.
Следует заметить, что эволюционные алго-
ритмы достаточно универсальны для примене-
ния также при обучении с учителем, которое, 
в таком случае, может предполагать исполь-
зование управляемого искусственного отбора 
для оптимизации как внутренней структуры 
классификатора, так и состояния этой струк-
туры под воздействием сигналов от среды 
обитания.
Кроме того, представленный способ обу-
чения подразумевает самостоятельную адап-
тацию агента к изменениям, происходящим 
в среде обитания (т. е. – «автодообучение»), 
а также позволяет решить проблему поиска 
компромисса между изучением и применени-
ем [2] за счёт стохастического поиска в про-
странстве решений, где стратегия выбора 
между поиском новых и применением уже до-
бытых знаний определяется в ходе эволюци-
онного процесса.
Описанная проблема является специфиче-
ской для обучения с подкреплением и в других 
видах обучения отсутствует. Она заключается 
в том, что для получения большего вознаграж-
дения обучающейся системе нужно выполнять 
действия, которые уже вызывали поощрение 
в прошлом. Но при этом система должна об-
учаться новым таким действиям –  получать 
новые знания, –  а для этого необходимо также 
пробовать выполнять новые действия, которые 
ранее не выполнялись и многократно их по-
вторять для определения степени надёжности 
связей между воспринимаемыми ситуациями, 
предпринимаемыми действиями и сигналом 
вознаграждения. В работе [2] указано, что дан-
ное противоречие «активно исследуется мате-
матиками уже в течение нескольких десятиле-
тий» и названо одной из наиболее серьёзных 
проблем, которые возникают при применении 
обучения с подкреплением.
Таким образом, в рамках данной статьи 
под нейроэволюционным подкрепляющим об-
учением будем подразумевать эволюционный 
поиск такой структуры нейронной сети, управ-
ляющей агентом, которая обладала бы пове-
денческими качествами, достаточными для 
успешного решения поставленной задачи.
В качестве таковой для достижения це-
лей данного исследования была выбрана за-
дача распознавания текста, которую, в свою 
очередь, можно определить, как поиск такой 
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последовательности символов заданного ал-
фавита, которая максимально соответствует 
входному изображению текстовой информа-
ции. В рамках описываемой модели, все воз-
можные сочетания символов на изображении 
могут быть представлены в виде марковского 
процесса [2]. При этом семантика, от кото-
рой он абстрагирован, может быть проявлена 
в дальнейшем через осуществление собствен-
ного поведения системы, как результат интер-
претации её входных данных.
Существующие сегодня подходы и мето-
ды классификации и распознавания образов 
базируются на статичном поведении системы, 
когда ей на вход подаётся образ, а ответной ре-
акцией служит мгновенное значение выхода, 
однозначно интерпретируемое в номер одного 
из классов, к которому она его отнесла, и на 
которые ранее была обучена. При этом систе-
ма не генерирует управляющих сигналов, что 
значительно упрощает применение к ней обу-
чения с учителем, т. к. становится возможным 
определить точное значение выхода в ответ на 
конкретный стимул. Таким образом, обратная 
связь от среды обитания практически отсут-
ствует. Системе предоставляется некоторый 
образ, и она реагирует на него  каким-то кон-
кретным значением своих выходов, а каждый 
отдельный акт её работы не имеет связи с пре-
дыдущими и последующими.
С одной стороны, описанная концепция 
значительно упрощает минимальную необхо-
димую структуру нейронной сети, лежащую 
в основе модели, но с другой –  при обучении 
и взаимодействии агента со средой отсут-
ствует динамический аспект, когда поведение 
системы проявляется в виде интерактивного 
кибернетического процесса, что уменьша-
ет степень её подобия с моделируемым есте-
ственным аналогом, и, предположительно, от-
рицательно влияет на общее качество получае-
мого результата.
Обучение с подкреплением позволяет 
устранить эту разницу, однако требует некото-
рой адаптации для применения в рамках кон-
цепции обучения с учителем.
Рассматривая существующие биологиче-
ские аналоги в естественной среде с точки 
зрения имеющихся данных об их развитии 
и строении, можно определить в них некото-
рые базовые характеристики, которые могут 
быть положены в основу проектирования. 
Среди них следует особо заметить однознач-
ный нейросетевой характер структуры, эво-
люционную природу процесса формирования 
топологии связей между нейронами, а также 
подкрепляющий механизм обучения, при кото-
ром система обучается взаимодействию с не-
которой окружающей средой.
Таким образом, можно предположить, что 
стохастическая модель естественного аналога 
системы распознавания может быть получена 
в результате эволюционного процесса и описа-
на с точки зрения нейросетевого моделирова-
ния, совместно с подкрепляющим обучением.
Задачей текущего исследования является 
проверка следующей гипотезы: в рамках ней-
роэволюционного подкрепляющего обучения 
за ограниченное время возможно получить 
такую структуру агента, действующего в опре-
делённой цифровой среде обитания, которая 
наделяла бы его поведением, приспособлен-
ным к решению некоторой интеллектуальной 
задачи, характерной именно для данной среды 
обитания. В качестве такой задачи для про-
верки гипотезы было выбрано распознавание 
искажённых изображений коротких последо-
вательностей текста. При этом изображения 
могут быть произвольного размера и искажён-
ными до той степени, которая не препятствует 
их распознаванию человеком.
Как правило, качество разрабатываемых 
систем распознавания оценивается значени-
ем соответствующей среднеквадратической 
ошибки её выходов, что характерно также 
и для эволюционных моделей [3]. Однако при 
обучении с подкреплением данная метрика не 
может быть объективно оценена, т. к. точно 
неизвестно заранее, какое именно поведение 
должна проявить система для распознавания 
конкретного стимула, и, в то же время, множе-
ство различных комбинаций действий могут 
предшествовать итоговому верному отклику 
системы.
Таким образом, чтобы оценить её качество 
при экспериментальной проверке гипотезы 
нужно определить и проанализировать сле-
дующие выходные динамические параметры 
модели, получаемые в результате итеративной 
работы эволюционного алгоритма:
• относительное скалярное значение по-
линомиальной функции взвешивания;
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• общая точность определения характе-
ристик текущего распознаваемого символа;
• относительная точность определения 
местоположения текущего распознаваемого 
символа;
• относительная точность определения 
размеров текущего распознаваемого символа;
• абсолютная точность определения ко-
личества символов на изображении;
• абсолютная точность распознавания 
символов;
Описание модели
Схема взаимодействия агента с окружаю-
щей средой в рамках концепции эволюцион-
ного подкрепляющего обучения изображена 
на рис. 1. На каждом дискретном временном 
шаге, которые составляют последовательность 
t=0, 1, 2, …, агенту предъявляется текущее 
описание состояния окружающей среды st ϵ S, 
где S –  множество допустимых состояний, 
на основе которого он генерирует действие 
at ϵ A(st), где A(st) –  множество возможных дей-
ствий в состоянии st. В следующий момент 
времени t + 1, в ответ на предпринятые ранее 
действия агента, ему сообщается некоторое 
числовое значение вознаграждения rt+1 ϵ R, 
а также новое состояние окружающей среды 
st+1 [2]. Вместе с тем, среда взаимодействует не 
с одним агентом, а с некоторой их популяцией, 
сообщая им на каждом временном шаге после-
довательности h = t C, где C ϵ Z, C=const, опи-
сания их внутренней структуры в виде гене-
рируемого в результате работы генетического 
алгоритма генома gnh ϵ G, где n –  номер особи 
в популяции, а G –  множество возможных опи-
саний внутренней структуры агента.
Для минимизации размерности простран-
ства признаков входного сигнала с целью упро-
щения общей структуры системы было при-
менено абстрагирующее кодирование входных 
изображений в рамках концепции экстрапо-
лирующего обучения [4], при использовании 
которого информация, содержащаяся в одной, 
уже обученной, нейронной сети, может быть 
использована для ускорения и улучшения ка-
чества классификации, а также распознавания 
образов, принадлежащих к неизвестным ей 
классам, с помощью другой нейронной сети. 
Однако в общем случае здесь может приме-
няться любое кодирующее преобразование, 
уменьшающее размерность признакового про-
странства входа без существенной потери ин-
формации, что позволяет значительно упро-
стить архитектуру сети и, в результате, уско-
рить её работу. Описанная в указанной работе 
структура модели позволяет добиться регуляр-
но достигаемой точности распознавания «ин-
терполятора» [4] более 99 % в серии запусков 
на обучающей базе изображений рукописных 
символов MNIST [5], некоторые изображения 
из которой показаны на рис. 2.
Структура связей нейронной сети, лежа-
щей в основе устройства управления системы, 
представлена на рис. 3. В нижней его части 
изображена схема «интерполирующей» подсе-
ти, а в верхней –  непосредственно эволюциони-
рующий нервный узел (ганглий). Он представ-
ляет собой множество связанных друг с другом 
искусственных нервных клеток и в вышеопи-











Рис. 1.  Взаимосвязь «агент –  окружающая среда»  
в эволюционном обучении с подкреплением
Рис.2. Примеры изображений рукописных символов 
из базы MNIST 
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играет роль агента. Нейроны, изображённые 
в нижней части ганглия, являются входными 
и связаны, кроме других нейронов ганглия, 
также с выходами «интерполятора». Нейро-
ны средней части являются промежуточными 
и связаны только с нейронами самого ганглия. 
Нейроны, изображённые в верхней части нерв-
ного узла, являются выходными и генерируют 
множество двоичных сигналов, интерпрети-
руемых средой обитания в конкретное воздей-
ствие, определяя параметры области восприя-
тия и характеристики текущего действия всей 
системы распознавания.
Формирование информационного ответа 
окружающей средой может производиться, на-
пример, как: масштабированием/перемещением 
текущей области восприятия изображения, пере-
дачей данных о работе системы на предыдущих 
этапах процесса распознавания (которые явля-
ются, таким образом, её внутренней памятью), 
а также сообщением некоторых качественных 
характеристик осуществлённого воздействия, 
необходимых для определения значения rt+1.
Формирование подкрепляющих сигналов 
rt производится на основе эволюционного ме-
ханизма, где в качестве хромосомы понимают-
ся ассоциированное с конкретным решением 
задачи распознования множество связей меж-
ду нейронами ганглия и числовые значения 
весовых коэффициентов, определяющих силы 
этих связей. Под конкретной особью в данной 
работе понимается некий механизм (протокол) 
взаимодействия агента с внешней средой со-
гласно правилам, описываемым ассоцииро-
ванной с ней хромосомой. С точки зрения об-
учения с подкреплением это понятие совпа-
дает с агентом [2], который взаимодействует 
с внешней средой.
Для разработки интерполирующей нейрон-
ной сети использовалось средство глубокого 
обучения Caffe [6]. Данный фреймворк приме-
няется для разработки и обучения нейронных 
сетей свёрточного типа на базе GPU методом 
обратного распространения ошибки с исполь-
зованием пакетного обучения и алгоритма сто-
хастического градиентного спуска, что позво-
ляет существенно ускорить процесс обучения.
В качестве эволюционного метода опти-
мизации хромосом, определяющего структуру 
ганглия, был выбран генетический алгоритм 
[3], основанный на эволюционных процессах 
и механизмах, имеющих место в живой при-
роде. Выражения для операторов кроссингове-
ра и мутации представлены в формулах 1 и 2, 
соответственно.
 ( )1n n n nC A B A+ = + ξ ⋅ − , (1)
где Cn+1 –  потомок в поколении n+1, An и Bn – 
родители в поколении n, ξ ϵ (0..1) –  случайная 
величина.
 ( )2 1n n tM A R= + ⋅ξ − , (2)
где Mn –  мутировавшая хромосома, An –  мути-
рующая хромосома, Rt –радиус мутации.





Основной входной слой ганглия





Дополнительный вход ганглия – внутренняя память и сигналы от среды обитания
Рис. 3. Схема нейронной сети, лежащей в основе агента
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Суть работы эволюционного алгоритма 
с точки зрения данного исследования может 
быть описана следующим образом: на началь-
ном этапе определяется некоторое количество 
особей, для которых структура связей и их 
значения активируются случайным образом. 
Затем в процессе работы алгоритма происхо-
дит регулярная оценка результатов функцио-
нирования особей популяции с точки зрения 
качества их поведения и отбор некоторого ко-
личества для дальнейшего функционирования, 
а также создания на их основе новых особей, 
в то время как остальные уничтожаются; по-
сле чего процесс продолжается заново. В каче-
стве функции взвешивания хромосом исполь-









где множество X1,  X2, …,  Xn ϵ [0..1] означает 
частные качественные оценки, некоторые из ко-
торых определены в разделе «Постановка зада-
чи», а b1, b2,…, bn ϵ Z являются их коэффициен-
тами, определяющими веса указанных оценок 
в общей функции взвешивания, которые под-
бираются эмпирически. Наиболее важной из 
описанных метрик является абсолютная посим-




где N ϵ ℤ, N ≥ 0 –  количество успешно распоз-
нанных символов, M ϵ ℤ, M > 0, M ≥ N –  общее 
количество символов во всех текстах выборки.
В некоторых экспериментах для стабили-
зации радиуса мутации был применён прин-





где R0 –  базовый радиус мутации, t –  время.
Для задания всех входных и выходных 
числовых констант нервного узла, кроме но-
мера класса распознаваемого символа, в дан-
ной работе применялось конфигурационное 
кодирование. Это также позволяет дополни-
тельно минимизировать итоговую сложность 
нейронной сети. При определении номера 
класса распознаваемого символа использова-
лось позиционное кодирование ввиду того, что 
оно несколько точнее конфигурационного [7], 
а ошибка базовой подсистемы классификации 
изображений оказывает значительное влияние 
на общий результат распознавания.
Результаты экспериментов
В процессе разработки и настройки систе-
мы для исследования сформулированной ги-
потезы была проведена серия из нескольких 
сотен запусков модели с различными комби-
нациями параметров эволюционного алго-
ритма, форм и типов взвешивающих метрик, 
а также характеристик разрабатываемой ней-
ронной сети. Для проведения экспериментов 
была использована база «The Street View House 
Numbers (SVHN) Dataset» [8], содержащая ис-
кажённые изображения сверхкороткого текста 
Рис. 4. Некоторые изображения из базы SVHN
СИСТЕМНЫЙ АНАЛИЗ И ПРИКЛАДНАЯ ИНФОРМАТИКА 4, 2021 
22 СИСТЕМНЫЙ АНАЛИЗ
длиной от 1-го до 4-х символов. На рис. 4 по-
казаны примеры изображений, которые со-
держатся в ее обучающей и тестирующей 
выборках.
На рис. 5 показаны итоговые графики улуч-
шения исследуемых выходных характеристик, 
полученных в результате функционирования 
эволюционного процесса настройки системы, 
характерных для данной серии эксперимен-
тов. Значения приведены по наилучшей особи 
в популяции.
Данные результаты обучения модели по-
лучены при следующих параметрах эволюци-
онного процесса и физического окружения: 
количество особей в популяции –  200–2000, 
количество итераций обучения –  10 000, время 
эволюционного обучения –  42 ч., время одно-
кратного обучения интерполятора методом 
обратного распространения ошибки –  4 часа. 
Эксперименты проводились на вычислитель-
ной системе с CPU –  Intel Core i7, ОЗУ 12 Гб, 
GPU –  NVIDIA GeForce GT 650M.
При разных значениях параметров эво-
люционного процесса и разрабатываемой 
нейронной сети имела место существенная 
разница в скорости схождения функций оцен-
ки качества различных аспектов поведения 
системы распознавания, а также в достигае-
мых значениях их экстремумов. Однако прак-
тически во всех запусках наблюдалось устой-
чивое улучшение значений указанных функ-
ций взвешивания по траекториям, визуально 
сходным с логарифмическими (см. рис. 5).
Заключение
Как видно на графиках, в результате эво-
люционного процесса адаптации системы к её 
среде обитания наблюдается устойчивое по-
следовательное улучшение взвешивающих 
метрик, при этом абсолютная посимвольная 
точность, вычисляемая по формуле 5, равная 
0.5 (это значит, что обученной к этому момен-
ту системой было успешно распознано 50 % 
всех представленных символов на подаваемых 
изображениях), как правило, была достигнута 
не более чем через 100 эпох работы эволю-
ционного алгоритма, –  около 4 часов процес-
са обучения, что составляет примерно 0.1 от 
всего времени обучения, –  и для тренировоч-
ной, и для тестовой выборок, а остальные 0.9 
части времени работы ушли на преодоление 
следующих 0.25 точности для тренировочной 
выборки.
Рис. 5. Результаты обучения модели: 
a) сглаженное значение общей функции взвешивания;  
b) точность определения позиции текущего символа;  
c) точность определения размеров текущего символа;  
d) общая точность определения параметров области, содержащей текущий символ;  
e) точность определения количества символов на изображении;  
f) абсолютная посимвольная точность
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В различных опытах, даже при одном 
и том же значении всех параметров системы 
и эволюционного процесса формирования 
её структуры наблюдался значительный раз-
брос экстремальных достигаемых значений 
функции ценности, а также сопутствующих 
ей параметров, и, например, для абсолютно-
го значения посимвольной точности составил 
около 20 %.
Максимальная достигнутая посимволь-
ная точность, в описанной серии эксперимен-
тов составила около 0.79 для тренировочной 
и около 0.71 для тестовой выборок.
Таким образом, результаты, полученные 
в ходе обучения системы, позволяют утверж-
дать о подтверждении выдвинутой гипотезы, 
а полученный в рамках проведения текущего 
исследования способ нейроэволюционного 
подкрепляющего обучения нейронных сетей, 
вследствие своей универсальности, может 
быть применён с соответствующими адап-
тациями, наравне с проблемой распознава-
ния текста, также к максимально широкому 
спектру других типов задач искусственного 
интеллекта.
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