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Current methods of mapping forest canopy structure often result in data products that are limited 
in resolution, coverage, or ease of access. On-demand processing introduces several new ways in 
which existing data products can be combined and re-purposed, mitigating some of these 
limitations. In this research, we investigate several methods of extending the spatial and temporal 
resolution, coverage, and accessibility of existing forest canopy datasets by processing them on 
demand. These methods include downscaling coarse-resolution canopy height data dynamically 
to estimate height at 30 m and 1 m resolution for any location within the contiguous United 
States. A related method involves sampling individual trees from field measurements on demand 
to estimate local forest canopy characteristics, using globally-available remotely sensed data and 
field data from across the United States. Canopy height profiles, which are highly sensitive to 
horizontal canopy variability, are generated on demand for any location within North America 
using new methods that account for this variability. Trends in canopy coverage and above-
ground biomass are generated for any location globally using methods sensitive to local 
conditions. Each of the techniques developed as part of this research extends the resolution, 
coverage, or ease-of-access of existing remote sensing datasets, by combining multiple existing 
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Figure 1.  
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is 35 m and above; black is zero; height scales linearly with 
intensity; area is 7.4 km x 11.3 km. 
Figure 8.  
 
One meter output for representative 1 km
2
 pixel areas 
simulated using a linear height distribution from A) Yosemite 
National Park, CA, B) Lake Tahoe Basin, CA, and C) 
Independence Lake, CA. The left-hand image is the simulated 
CHM, the right-hand image is the CHM derived from airborne 
lidar. White is 35 m and above; black is zero; height scales 
linearly with intensity. 
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Mapping Forest Canopy Structure Using 
On-Demand Fusion of Remotely Sensed Data 
 
 
Chapter 1. Introduction 
 
 
In recent years “big data” — large datasets processed using state-of-the-art computational 
resources — have enabled the remote sensing community to create large datasets that capture 
global information about vegetation at increasingly high resolution. This dissertation explores an 
alternative approach which might be called connected data, that is, small subsets of larger 
datasets processed and combined dynamically as needed. The potential coverage is continental or 
global, but the actual data are generated parsimoniously, for small areas as requested. Pre-
existing global or national datasets are queried and algorithms are applied to only those data 
required to fulfill the specific individual request. This allows for high-resolution results, and 
results tailored to the characteristics of specific locations. 
 
The recent explosion in the production and use of web mapping services has led to their near-
ubiquitous adoption for distributing and consuming geographic information. Global data 
products such as Landsat-based NDVI (normalized difference vegetation index) have been 
published in distributed form (e.g. Green, 2011), and near real-time products such as fire 
monitoring and vegetation dynamics from MODIS (MODerate resolution Imaging 
Spectroradiometer) are increasingly common (e.g., Yebra et al, 2013). With the advent of Web 
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Processing Services (Schut, Ed., 2007), and other standards and methods for distributed 
processing, static web maps are increasingly being replaced by dynamic services that generate 
results specific to an individual user and context, and indeed are the norm in many domains once 
dominated by static maps, such as route navigation.  
 
Currently, vegetation data products based on remote sensing are typically preprocessed for their 
entire coverage and published in static form. There are some application scenarios, however, 
where this model is limiting. For example, when the data are global or continental, but the 
resolution is too high to for it to be processed or stored practically; when the algorithm 
development could benefit from a process that includes crowdsourcing or other methods of 
distribution and refinement that require iteration; when the underlying data are dynamic and 
would benefit from frequent updates; or when the algorithm is dependent on the region of 
interest, but that region of interest is unknown at the time the algorithm is developed.  
  
In the broader field of vegetation mapping, mapping the forest canopy has been a particularly 
active area of research in recent years. This is partly due to the increased attention devoted to the 
carbon cycle and global climate, and to the role the forest canopy plays in the various processes 
that affect climatic systems (see IPCC, 2013). This attention is heightened by new developments 
in remote sensing technology such as space-borne lidar, which require methodological research 
on how best to integrate those technologies with scientific applications.  
 
We explore the possibilities and limitations of bringing on-demand processing to forest canopy 
mapping by describing and evaluating several new methodologies. We begin in Chapter 2 with a 
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methodology for downscaling canopy height on demand, using 1 km source data to generate 
estimates of canopy height at 30 m and 1 m resolution, by combining that source data with 30 m 
datasets queried via web services, using national datasets. Forest biomass and other important 
attributes are highly correlated with height, but fine-grained continental or global height datasets 
are not yet available. This chapter demonstrates a method of simulating high-resolution canopy 
height within the coterminous United States on demand, providing estimates where detailed 
measurements are not yet available. 
 
To extend this method both in terms of its possible coverage and the usefulness of its content, 
Chapter 3 presents a method of simulating likely individual trees for any given location, by 
sampling from field data and constraining the samples using globally-available remote sensing 
datasets. This process allows individual trees to be simulated for any location, supplemented by 
available field measurements. The goal of this method is to make estimated individual tree data 
available to any application that requires it, whether or not direct field measurements are 
available for a given location. 
 
Chapter 4 demonstrates an on-demand approach to estimating canopy height profiles across 
North America using space-borne lidar data. The vertical profile of foliage density within the 
forest canopy is closely related not only to the distribution of forest biomass, but also to the 
characteristics of the interaction between the forest and the atmosphere. Yet foliage profile maps 
are not yet widely available over large geographic areas. By partitioning the lidar data based on 
the climatological, topographical, and land-cover characteristics of each location, and selecting 
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likely profile measurements based on high-resolution canopy density data, canopy height profiles 
are estimated for arbitrary local areas on demand.  
 
In Chapter 5, we apply the on-demand approach to the problem of predicting carbon storage in 
changing landscapes, by building models that estimate the future state of land cover based on its 
state in the past. Commonly-used approaches to modeling land cover change include spatial 
Markov models, constructed using parameters derived from land cover data. These models are 
highly sensitive to the extent and characteristics of the area of interest from which they are 
derived. By accepting an input area that is defined on demand, dynamic spatial Markov models 
can be responsive to any given region of interest, for any location globally. In this chapter we 
demonstrate a method of generating spatial Markov models that predict future land cover and 
above-ground biomass on demand, using newly-available remote sensing data.  
 
These new methods, and the evaluations of each included in each chapter, demonstrate some of 
the advantages and limitations of using on-demand processing of national, continental, and 
global remote sensing datasets to further quantify the forest canopy. In the final two chapters, we 
summarize a system architecture and software components that support the on-demand model, 
and suggest further areas of enhancement and research for ongoing improvement of these 





Chapter 2. A Multi-Scale Approach to Mapping Canopy Height 
 




Mapping vegetation height over large areas presents a problem of scale: height varies with the 
individual tree or stand, but the resolution of available datasets is too low to characterize this 
variability sufficiently for many applications. We address this problem by fusing 1 km resolution 
canopy height data derived from satellite-based laser altimetry with higher-resolution land cover 
data, resulting in 30 m resolution estimates of canopy height. These are downscaled further to 1 
m resolution by simulating individual trees. A web service architecture is used, which allows 
processing to occur on demand without preprocessing large datasets. We compared the resulting 
canopy volumes to reference airborne lidar data from 262 randomly located 1 km
2
 areas within 9 
study sites. Results at 30 m resolution show an RMSE of 33% of the mean reference volume and 
an R
2
 of 0.77; at 1 m the RMSE is 66% and the R
2






This chapter was originally published in Photogrammetric Engineering and Remote Sensing, 
Vol. 79, No. 2, 2013. Reproduced with permission from the American Society for 
Photogrammetry & Remote Sensing, Bethesda, Maryland, www.asprs.org. 
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2. A. Introduction  
 
Vegetation height is a key measurement used to estimate a variety of ecological and biophysical 
variables, including above-ground biomass, surface roughness, and stem volume. Global large-
footprint lidar data from the Geoscience Laser Altimeter System (GLAS), gathered as part of the 
Ice, Cloud and land Elevation Satellite (ICESat) mission, have recently been used to create 
coarse-grained global canopy height datasets (Lefsky, 2010, and Simard et al., 2011). However, 
these datasets do not capture the fine-grained variability inherent to vegetation height, 
particularly in disturbed or patchy areas. In contrast, 1 m resolution datasets based on airborne 
lidar do characterize vegetation height with sufficient granularity for a wide range of 
applications, but are not available for most areas.  
 
Increasingly, geographic datasets are being made available over the World Wide Web using web 
mapping services. These applications deliver map images representing regions of interest on 
demand, so users need not download or store entire datasets to make use of the information they 
contain. While scientific datasets have long been made available for download over the web, part 
of what makes web mapping services particularly useful is that requests are fulfilled within 
seconds, making interactive on-the-fly processing possible. 
 
The availability of higher-resolution land cover data via web mapping services makes possible a 
new method of quantifying canopy height: existing GLAS-based coarse-resolution height data 
can be fused with higher-resolution land cover data on demand to generate more detailed canopy 
height maps. This downscaling process bridges the gap between scales in such a way that coarse-
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resolution canopy height is translated into a form more descriptive of the phenomenon it 
measures, and on-the-fly processing means that large volumes of high-resolution data need not 
be downloaded or preprocessed to obtain information about a specific region of interest. 
 
We implemented a proof-of-concept application that performs this downscaling on demand using 
a web service architecture. In this architecture, the application runs within a web server, using 
the request/response mechanism of HTTP (hypertext transfer protocol) to perform the 
downscaling. It responds to requests that include the bounds of an area of interest, and returns a 
canopy height surface downscaled to the maximum available resolution that can be efficiently 
generated to fit the dimensions of the requested area.  
 
The proof-of-concept application performs this downscaling in two parts. First, 30 m maximum 
height surfaces are estimated by combining canopy density from the 2001 National Land Cover 
Database (NLCD 2001) (Homer et al., 2007), and land cover from NLCD 2006 (Fry et al., 
2011), with 1 km GLAS-based estimates of height from Simard et al., 2011. Meter-scale canopy 
heights are then simulated using a stochastic table-lookup approach, constrained by the estimated 
30 m height values and the same NLCD data as was used in the 30 m process. The table lookup 
data consists of height rasters representing individual trees that were extracted from airborne 
lidar data and indexed by maximum height. These are selected on demand and placed randomly 
within each applicable 30 m pixel until the pixel is saturated in proportion to its canopy density 
according to the NLCD 2001 canopy density product. The result is a process that simulates 1 m 
resolution canopy height models (CHMs) on demand for any location within the coterminous 




An overview of the three scales is shown in Figure 1: the background image shows the GLAS-
based 1 km resolution canopy height surface from Simard et al.; the first inset shows a 30 m 
resolution height surface that disaggregates the GLAS-based height values using NLCD land 
cover and NLCD canopy density data; and the second inset shows a 1 m simulated canopy height 
model, based on the 30 m results and NLCD data.  
 
 
Figure 1. Sample multi-scale canopy height showing estimated height at 1 km, 30 m, and 1m 
resolution, from the study site in Lake Tahoe Basin, CA. 
 
Questions raised by the approach include: Do the results provide a reasonable representation of 
the vertical and horizontal distribution of vegetation within each 1 km pixel? Which method of 
estimating the vertical distribution of canopy heights results in the most accurate downscaling? 
Do temporal differences in the source data affect the results? We address these questions by 
applying the downscaling process to the Simard et al. 1 km height dataset, and comparing the 
results to CHMs derived from airborne lidar. We test four types of height distributions for their 
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effects on accuracy. To assess the effects of changes over time, we also test the downscaling 
process using land cover data from both NLCD 2006 and NLCD 2001, and use Landsat-based 
change data to compare results with and without areas identified as having changed between 
1990 and 2005, or between 2000 and 2005.  
 
2. B. Source Data 
 
Web Mapping Services 
 
The Web Map Service (WMS) interface standard (Beaujardiere, 2006) published by the Open 
Geospatial Consortium (OGC) defines an interface by which map data can be shared over the 
World Wide Web. It specifies the data elements required in each conforming HTTP request and 
response, such as the bounding coordinates and their spatial reference, the image format, and the 
pixel data type. One of the requirements of the standard is that WMS-compliant services must 
respond to GetMap requests, whereby map images are generated for given spatial extents. These 
requests are typically made by web-based mapping software that displays imagery for a given 
area when a user navigates to it using an interactive map. Requests may also be made by any 
software that supports HTTP. The prototype application uses the WMS protocol over HTTP to 
retrieve NLCD information on demand for any requested location within the coterminous United 
States, using services made available by the United States Geological Survey (USGS). It then 
performs the downscaling operation, and returns the results to the original requestor in the form 
of an HTTP response that includes a link to a downscaled height raster, which can be used for 




We used two 30 m resolution datasets to constrain the downscaling process. For land cover type, 
we used NLCD 2006, which is based on more recent imagery than NLCD 2001 (Fry et al., 
2011). Because NLCD 2006 did not include a revision of the 2001 canopy density layer, we used 
NLCD 2001 for canopy density information. NLCD 2001 canopy density includes values for 
pixels that may be classified as non-forested, such as those classified as impervious surface or 
grassland, while eliminating areas that are unambiguously un-forested, such as water bodies 
(Homer et al., 2007). We chose NLCD 2006 because the underlying data is temporally closer to 
the GLAS data underlying the Simard, et al. dataset. We also evaluated the results using land 
cover data from NLCD 2001 to check whether the methodological and temporal differences 
between the two NLCD versions affected the results. Landsat-based data representing temporal 
changes in normalized difference vegetation index (NDVI), compiled from Global Land Survey 
datasets by the USGS and the National Aeronautics and Space Administration (NASA), and 
made available via web services by Esri and partners as described in Green, 2011, were used to 
further assess the impact of temporal differences between datasets on the results. 
 
GLAS-Based Canopy Height 
 
Laser altimetry data (Zwally et al., 2002) from the GLAS large-footprint lidar sensor has been 
shown in recent studies to provide moderately accurate measurements of canopy height with, for 
example, an RMSE (root mean squared error) of 2.2 m compared to airborne lidar in Lee et al., 
2011. Each returned waveform, or shot, consists of a record indicating the timing and amplitude 
of energy returned from the land surface within a ~65 m diameter footprint ellipse, binned at 
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sub-meter vertical intervals (Harding and Carabajal, 2005). Because the large footprint causes 
slope and surface roughness to strongly affect the shape and extent of the returned waveform 
(see Yang et al., 2011), the effects of topography on the shape of the waveform need to be 
considered. Further, because GLAS shots fall along discontinuous ICESat tracks, with as much 
as 15 km between tracks at the equator and ~170 m between shots along satellite tracks (Schutz 
et al., 2005), a method must be developed to estimate canopy height between samples for most 
mapping applications. 
 
Lefsky, 2010 and Simard et al., 2011 created continuous global canopy height maps from GLAS 
data, each using slightly different approaches. Lefsky estimated mean and 90
th
 percentile height 
on a per-patch basis, establishing patch boundaries using 500 m resolution data from the 
Moderate Resolution Imaging Spectroradiometer (MODIS), addressing the slope problem using 
an empirical approach based on the shape of the waveform. Simard et al. used a per-pixel 
regression-tree approach, based on MODIS and gridded climatological data, to develop a 
continuous 1 km height surface from GLAS data acquired in 2005, eliminating shots using slope-
based and other criteria. In Simard et al., height is defined as RH100, the distance from signal 
start to the ground peak of the waveform, which corresponds closely to maximum canopy height. 
The dataset provides height information for land cover types classified as non-forested, resulting 
in a height attribution for a greater proportion of the landscape. For this reason, the Simard et al. 
dataset is used here as the basis of the downscaling process. Its overall vertical accuracy was 
assessed at RMSE = 6.1 m, R
2





Airborne Discrete-Return Lidar 
 
We used airborne lidar data gathered from 9 study sites to calibrate and validate the downscaled 
estimates of canopy height. These were downloaded primarily from OpenTopography.org and 
the National Center for Airborne Laser Mapping (NCALM). Study site locations are shown in 
Table 1 and Figure 2. The sites were chosen based on the availability of datasets with sufficient 
sampling density (> 1 post per m
2
) to characterize canopy height at the sub-tree level. Lidar-
based 1 m bare earth digital elevation models (DEMs) were subtracted from their corresponding 
first-return digital surface models (DSMs) to create canopy height models (CHMs), mosaicked to 
form a single reference 1 m CHM for each study site.  
 
 






Site Location Land Cover 
Type 
Location 







1 Boston, MA (suburban) U -71.21, 42.26 145 6/2002 
2 Flathead Lake, MT E -113.81, 48.46 90 5,9/2005 
3 Independence Lake, CA E -120.33, 39.43 43 7/2007 
4 Lake Tahoe Basin, CA E -120.00, 38.88 160 8/2010 
5 Pleasant, ME D -69.33, 45.55 87 10-11/2007 
6 Tenderfoot Creek, MT E -110.88, 46.93 121 9/2005 
7 Tuscaloosa, AL M -87.78, 33.24 2 12/2010 
8 Yakima, WA G -120.53, 46.93 25 4/2008 
9 Yosemite National Park, 
CA 
E -119.59, 37.74 81 7/2007 
  
Table 1. Study sites with dominant land cover types (E = evergreen needleleaf; D = deciduous 
broadleaf; M = mixed forest; G = grasslands; U = urban/mixed forest). The area value 





Reference 30 m CHMs were created by resampling the reference 1 m CHMs to the same 
resolution as the CHMs generated by the 30 m downscaling process, so the two can be 
compared. Each 30 m reference pixel was assigned the 98
th
 percentile value of the 1 m pixels 
falling within it. The 98
th
 percentile was chosen to avoid anomalously high pixels, while 
approximating the maximum height measurement used in the Simard et al. map. The 1 m and 30 
m CHMs derived from airborne lidar were used for calibration and validation only, and are not 
part of the downscaling process.  
 
2. C. Methodology 
 
Thirty Meter Downscaling Process 
 
The process used to downscale from the 1 km Simard et al. dataset to 30 m resolution for a given 
region of interest (ROI) is illustrated in Figure 3, and consists of the following steps: 
 
1. Acquire thematic land cover data for the ROI using the NLCD 2006 web mapping service 
(see USGS EROS Web Map Services reference for details). 
2. Reclassify the land cover data into four simplified classes: evergreen needleleaf, 
deciduous broadleaf (includes woody wetlands and developed), mixed forest, and 
low/partial vegetation (shrub, grassland, and emergent herbaceous). 
3. Acquire canopy density data for the ROI using the NLCD 2001 web mapping service (see 
USGS EROS Web Map Services reference for details). 
15 
 
4. Scale the canopy density pixel value to a range from zero to one. 
5. Create a 30 m resolution output raster with the same bounds as the ROI and set its pixel 
values to zero. 
6. For each 30 m pixel in the new raster: 
a. If the value in the corresponding canopy density pixel is below a threshold, assign 
a canopy height of zero. 
b. Otherwise, locate the four closest 1 km pixels in the 1 km maximum height raster 
based on the distance of each 1 km centroid to the 30 m pixel centroid. Weight 
each of the four height values based on the inverse of its distance, and sum them 
to arrive at an interpolated height value for the 30 m pixel. 
c. Sample a height scaling factor (between zero and one) from a height distribution, 
and multiply this by the interpolated maximum height value to determine the 
estimated height of the 30 m pixel. 
d. If the land cover type is low/partial, reduce the estimated height by a constant 
scaling factor. 
e. Assign the estimated height value to the pixel in the output raster. 




Figure 3. Elements of the 30 m downscaling process. 
 
We used the canopy density layer to identify forested pixels in step 6a because we found, based 
on comparisons with aerial photographs, that pixels classified as non-forested, such as 
impervious surface or grassland, often contain trees, whereas the canopy density layer indicates 
percent tree cover independent of land cover type. The interpolation in step 6b is required 
because, without smoothing, the coarse pixel values in the 1 km height data cause artificial 
differences at pixel boundaries in the generated 30 m CHM. Simple weighting was chosen over 
kriging or other more complex interpolators because the goal of the interpolation is to smooth 
pixel boundaries efficiently, rather than to account for spatial autocorrelation within the height 
data. The threshold and scaling factor set in steps 6a and 6d, and the sampling process described 




Because the actual vertical distribution of canopy heights in any location is unknown, we 
configured the system to sample from each of several distributions, to determine which one 
results in the most accurate downscaling overall. These are linear, exponential, logarithmic, and 
an empirical distribution derived by averaging the vertical distributions of randomly-selected 30 
m reference CHM pixels within the Flathead Lake, MT, Lake Tahoe Basin, CA, and Pleasant, 
ME sites. These distributions are shown in Figure 4.  
 
 
Figure 4. Distributions used to downscale height values in the Simard et al., 2011 dataset.  
 
One Meter Downscaling Process 
 
The results of the 30 m downscaling process are used as the basis of an additional downscaling 
procedure that builds 1 m CHMs stochastically. We use the canopy density and land cover data 
retrieved in steps 1 and 3 of the 30 m process to constrain the placement of individual tree CHMs 
drawn from table lookup data. These CHMs were extracted from the lidar-based reference 1 m 
















deciduous trees with heights ranging from 5.4 to 24.7 m, and 20 evergreen needleleaf trees with 
heights ranging from 4.3 to 46.2 m. Evergreen needleleaf trees were selected from the lidar-
based CHMs from the Flathead Lake, MT study area, and deciduous trees from the Boston, MA 
data. Tree type was determined visually from coincident aerial photography. Trees in open-
canopy conditions, where the boundaries of the tree are visually identifiable, were manually 
selected to represent a range of heights. The 1 m CHMs were cropped to the apparent boundary 
of each tree, and each resulting small surface was treated as representative of all trees of similar 
heights, for either the deciduous broadleaf or evergreen needleleaf categories. Sample individual 
tree CHMs are shown as part of Figure 5, and the processing steps for downscaling a region of 
interest to 1 m resolution are listed below. 
 
1. Create a 1 m resolution output raster with the same bounds as the ROI and set its pixel 
values to zero. 
2. For each 30 m pixel resulting from the 30 m process described above: 
a. Set the available area to the area of the current 30 m pixel. 
b. Scale the available area by the canopy density associated with the 30 m pixel, 
which ranges from zero to one. 
c. While the available area is greater than zero: 
i. Choose a random location within the 30 m pixel boundary in the output 
raster where no height value has yet been assigned.  
ii. Calculate a height for the sample tree by selecting a random value from a 
Gaussian distribution (µ=0, σ=2 m) and adding it to the height value of the 
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current 30 m pixel as output by the 30 m process, to simulate random 
variation among individual trees. 
iii. Select the CHM representing either a deciduous or coniferous tree from 
the lookup table with the highest maximum height that is less than the 
calculated height, using the simplified land cover type from step 2 of the 
30 m process to determine the type of tree. 
iv. For each 1 m pixel in the selected individual tree CHM: 
01. Add the difference between the calculated height from step ii and 
the maximum height of the CHM to the pixel value. 
02. Using the selected random location as the center point, write the 
adjusted value to the corresponding location in the output raster, if 
its value is greater than the value already written. 
03. If the original value in the destination pixel was zero, decrease the 
available area by the area represented by the written pixel. 
04. If the tree pixel falls outside of the bounds of the 30 m pixel, write 
the pixel value to the adjacent 30 m cell similarly 





Figure 5. Elements of the 1 m downscaling process. 
 
If a height value is found in the 1 km data that is larger than that of the tallest CHM in the lookup 
data, the difference between the estimated height and the tallest model is added to the pixels of 
the tallest model, to extrapolate beyond the range of the available samples. This is particularly 
relevant in the western United States, where evergreen needleleaf tree heights may be above the 
46.2 m maximum found in the lookup table.  
 
There are several limitations and assumptions in the process that affect the accuracy of the 
results. First, because they are static samples drawn from areas of low canopy density, the 
individual-tree CHMs do not account for the effects of canopy density or species on crown 
shape. Second, only deciduous broadleaf and evergreen needleleaf types are included, and are 
assigned according to land cover type without attempting to differentiate between species. Third, 
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mixed forest is assumed to be distributed equally between the two types, and low vegetation is 
treated as deciduous broadleaf. Fourth, the small number of individual-tree CHMs in the lookup 
table unrealistically limits the variability of crown shapes in the simulated CHMs. Finally, the 
downscaling is limited in its accuracy to that of the Simard et al. data. Within the coterminous 
United States, the Simard et al. 1 km data has a maximum height of 54 m, which is less than the 
height of the tallest trees. We speculate that this may be due to the incomplete coverage of the 
underlying GLAS data, because ICESat tracks may not intersect the tallest forests within the 




We used the reference data derived from airborne lidar from three of the study sites to verify and 
calibrate the downscaling process: Flathead, MT, Lake Tahoe, CA, and Pleasant, ME. A spatially 
random sample of 1 km
2
 areas (n=90) spread across the three sites were identified, and the 30 m 
process was run for each in stages. Figure 6 shows the main processing steps. We found that, 
although there is only a weak relationship between canopy density and height (R
2
=0.28 in the 
calibration sites), using canopy density as the basis of the sampling improves the apparent 
accuracy slightly over sampling randomly for each pixel. This corresponds to step 6c of the 30 m 
downscaling process. The effect on the output is shown in panels E and F of Figure 6. We also 
found that CHM pixels in the low/sparse category had a lower average height value than the 
forested classes, and, when estimating the height of a 30 m pixel in the low/sparse category, we 
scaled the calculated height by 0.6 to approximate this relationship. A canopy density threshold 
of 0.1 was selected based on the assumption that coverage of less than 10% indicates only part of 
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a single tree, or parts of a small number of trees, are likely to fall within the 30 m pixel. The 1 m 
process is constrained by the results of the 30 m process, and the NLCD data as described above.  
 
 
Figure 6. Processing steps shown using the Lake Tahoe, CA study area. A: The original 1 km 
heights from Simard, et al. B: The 30 m interpolated height surface. C: Results after applying a 
minimum canopy density threshold from NLCD 2001. D: Results after scaling low/partial land 
cover types. E: CHM created by sampling 30 m pixel values randomly from the logarithmic 
height distribution. F: CHM created by sampling 30 m pixel values from the logarithmic 





2. D. Results and Discussion 
 
The prototype application was run at 30 m and 1 m resolution for 262 randomly selected 1 km
2
 
areas located across the 9 study sites. Downscaled CHMs at each resolution and location were 
generated using linear, exponential, logarithmic, and empirical height distributions. Figure 7 
shows sample 30 m resolution outputs, created using the different height distributions, and 
representative output of the 1 m process is shown in Figure 8. These results suggest that the 
process does provide an improved, if approximate, representation of canopy vertical and 





Figure 7. Sample output at 30 m resolution using the four height distributions for the Tenderfoot 
Creek, MT study area. White is 35 m and above; black is zero; height scales linearly with 
intensity; area is 7.4 km x 11.3 km. 
 
 
Figure 8. One meter output for representative 1 km
2
 pixel areas simulated using a linear height 
distribution from A) Yosemite National Park, CA, B) Lake Tahoe Basin, CA, and C) 
Independence Lake, CA. The left-hand image is the simulated CHM, the right-hand image is the 
CHM derived from airborne lidar. White is 35 m and above; black is zero; height scales linearly 




Evaluating the results more quantitatively presents a challenge: the underlying relationships 
between height and NLCD data are weak, and the height value ascribed to any single pixel is 
likely to be inaccurate, even if the vertical distribution selected for the site is correct. A review of 
the 30 m downscaled CHMs bears this out. We compared the 30 m resolution reference CHMs to 
the 30 m CHMs output from the downscaling process using the logarithmic distribution. The per-
pixel agreement is low, with an R
2
 of 0.20 and RMSE of 9.2 m, based on a random selection of 
2,680 pixels. The problem is exacerbated at 1 m resolution, where the stochastic placement of 
trees ensures little correlation between simulated and reference CHMs on a per-pixel basis. 
  
To address this limitation, we compared the downscaling results to the reference 1 m and 30 m 
CHMs using canopy volume, calculated as per-pixel height multiplied by area, summed for each 
1 km sample area, correcting for variations in the area represented by each pixel. This approach 
allows the accuracy of the results to be assessed without relying on per-pixel agreement. Canopy 
volume, however, is highly variable between locations, and difficult to compare as a result. 
Therefore, we used the unitless ratio of RMSE in m
3
 to mean reference volume in m
3
 to 
characterize the error. As shown in Table 2, the logarithmic distribution results in the most 
accurate downscaling at 30 m, and the empirical distribution results in the most accurate 






 Random 1 km
2 
locations 
 1 m resolution 30 m resolution 
 RMSE R
2
  RMSE  R
2
  
Empirical 0.66 0.38  0.45 0.61  
Exponential 0.69 0.33  0.70 0.27  
Linear 0.84 0.37  0.36 0.67  
Logarithmic 0.95 0.46  0.33 0.77  
 n = 262; mean 












Table 2. Overall accuracy of downscaling using different height distributions in randomly-
placed 1 km
2
 areas. RMSE is expressed as m
3
 divided by mean reference canopy volume in m
3
. 
The left two columns show the statistics calculated for the estimated versus reference 1 m CHMs, 
and the right two show the results for the estimated versus reference 30 m CHMs, with n=262 
for both. 
 
Figures 9a and 9b show the reference versus estimated canopy volumes for the 1 km
2
 sites, at 30 
m and 1 m resolution respectively. The 30 m output uses the logarithmic distribution, and the 1 
m output uses the empirical distribution, selected based on the RMSE shown in Table 2. The 30 
m resolution output is more accurate than the 1 m output, which shows a greater divergence 





Figures 9a and 9b. Per-site scatterplots showing the reference versus estimated volumes of 262 1 
km
2
 sample area spread across the study sites, expressed as a proportion of the reference 
maximum. 9a shows the output using the logarithmic height distribution at 30 m resolution, with 




. 9b shows the output using the empirical distribution at 1 













































































These results suggest that the choice of height distribution does affect the results, and identifies 
the distributions that produce more accurate results for the given study areas. However, the 
reliability of these results are limited by the small number of available sample sites, as well as 
the accuracy of the underlying height data and the underlying weak correlations between height 
and canopy density. Changes in 1 m heights were unnaturally demarcated by the 30 m pixel 
boundaries in many cases, suggesting that smoothing when generating the 1 m CHM may also 
improve results. The limited number of sample tree models in the table lookup data, and their 
unrepresentative crown shapes, may also contribute to the inaccuracy of the 1 m results.  
 
To assess the effects of temporal differences on the results we compared the random sample 
points to the Landsat NDVI change products from 1990-2005 and 2000-2005 (Green, 2011), and 
removed any sample within 1 km of an area with a negative or positive NDVI change. Using the 
logarithmic height distribution, the squared correlation among the 126 remaining points at 30 m 
was similar, with an R
2
 of 0.77. The RMSE reflects a slightly higher accuracy at 28 percent of 




) for the 1 km
2
 areas around the selected points. 
  
We also ran the 30 m process using the NLCD 2001 land cover dataset. NLCD 2001 land cover 
data should be more similar to the 2001 canopy density product than NLCD 2006, but is likely to 
differ more from the 2005 GLAS-based data. The difference in the normalized canopy volume 
RMSE was negligible (unchanged to two decimal places), although the R
2
 increased slightly to 
0.79, using the same sample locations as the other tests. Figure 10 shows the overall relative 
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volume by site, normalized to the maximum, as estimated using land cover data from NLCD 
2001, from NLCD 2006, and as calculated using reference data, indicating that the differences 
between the two are small.  
 
 
Figure 10. Estimated normalized canopy volume per site, downscaled using the logarithmic 
distribution, using land cover data from NLCD 2001 and NLCD 2006, and as calculated using 
the reference 30 m CHMs. 
 
 
Computationally, the memory footprint for the proof-of-concept application within the 
coterminous USA is ~1 GB. A 100 km
2
 area at 30 m requires ~8 seconds of processing time, and 
a 1 km
2
 area at 1 m requires ~6 seconds, with most of the time spent querying the NLCD web 
services in both cases. This indicates that the overall approach is computationally feasible, but 
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that further optimization is required before it can be used in web-based maps, where users expect 
faster response times.  
 
2. E. Conclusion 
 
In this paper we demonstrated an approach to estimating canopy height at 30 m and 1 m 
resolution using on-demand fusion of existing datasets. Our initial accuracy assessment shows an 
RMSE of 33% of the mean reference volume and an R
2
 of 0.77 at 30 m resolution, and an RMSE 
of 66% of the mean reference volume and an R
2
 of 0.38 at 1 m resolution, using the height 
distributions that resulted in the most accurate results, compared to data derived from airborne 
lidar. The process offers a more complete, but approximate, characterization of horizontal and 
vertical variability of canopy height within each 1 km
2
 area than is available using scalar 
statistics like percent tree cover or maximum height derived from coarse-grained height data. 
Until national high-resolution canopy height models are available based on continuous lidar 
coverage with a sufficiently high point density, such an approximation may be useful for 
applications that need to bridge the gap in scale between coarse-grained height data and tree 
height as observed in the local landscape.  
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Chapter 3. Simulating Individual Trees On Demand  
Remote sensing datasets are used to constrain on-demand  




Regional, continental and global-scale forest canopy maps usually represent the forest in a 
gridded form, each pixel value representing an attribute of the forested areas falling within pixel 
boundaries. Satellite-based biophysical data about the forest canopy are often derived from 
limited-resolution sources such as MODIS (MODerate resolution Imaging Spectroradiometer) or 
Landsat, with fixed grid cell sizes. However, field measurements and models of forest dynamics 
are often based on individual trees. This presents challenges when integrating individual-based 
data with gridded scalar values that lack information about individuals within each grid cell. In 
highly fragmented landscapes such as urban areas or cropland mosaics, sub-pixel variability also 
complicates the derivation and interpretation of pixel values. Here we present a method of 
mapping forest canopy at local scales by simulating individual trees on demand, constraining the 
simulation with globally-available data. Individual trees are sampled from a database of field 
measurements based on existing pixel-based datasets such as height, percent canopy and cover 
type, and are placed according to Landsat-scale canopy density data, using field data from within 
the United States. Based on comparisons between simulated gross canopy volume and volume as 
measured by airborne lidar in 48 areas within 10 sample sites, the method predicted lidar-based 
canopy volume with R
2
=0.83 and RMSE of 47% of the mean reference value. Based on 64 field 
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plots among 6 field sites, results underestimated the number of trees per hectare in field data, 
with an RMSE of 264.8 trees per hectare, or 42% of the mean reference value.   
 
3. A. Introduction 
 
Data products that estimate forest canopy variables such as biomass or height over large areas 
are usually based on remote sensing datasets that use pixels to quantify the likely value of a 
given variable within a given area. This approach necessarily loses information about variability 
among individual trees, and pixel boundaries add an external constraint to the realism and 
accuracy of the estimates. An alternative approach is to map individual trees, using census or 
sampling methods. This has the advantage of retaining more information about the variability 
present in the population without artificial cell boundaries, and also the ability to directly 
incorporate field observations and biophysical models derived from those observations. Mapping 
individual trees over large areas remains impractical, but stochastic simulation can be used to 
create local estimates that include information about the individual trees likely to be found in any 
given location (see Dungan, 1999, for a discussion of stochastic simulation in vegetation 
mapping). By creating these simulations on demand from field data, using globally-available 
remotely sensed data to constrain the simulations, a middle ground can be reached: individual 




Individual-Based Forest Canopy Data  
 
Individual-based conceptual models offer some advantages over other approaches, such as the 
ability to model interactions, adaptations, and other kinds of variability among individuals 
(DeAngelis et al, 2005 and 2014). In the case of the forest canopy, an individual-based approach 
is used in a variety of fields including forestry, which has a long tradition of individual-based 
growth models. Urban planners use information about the location and development of 
individual canopy trees (see for example Iovan et al, 2014, and Wang et al, 2006); and in forest 
ecology, gap models (see Bugmann, 2001 for a review) have been using an individual-based 
approach to model forest dynamics since the mid-1960’s (Shugart, 2002), especially succession 
(e.g., Liu et al, 1995). Modeling ecosystem dynamics using individual-based tree models remains 
an area of active research (e.g., Seidl et al, 2012, and Strigul, 2012). Individual-based forest 
models are also important for modeling global change, for modeling biogeochemical cycles 
(Shugart et al, 1992) and constructing geometrical models of light use (e.g., Kuuluvainen et al, 
1989). More recently, individual-based modeling has been included in dynamic vegetation 
models such as the Ecosystem Demography (ED) model by Moorecroft et al, 2001. This has 
been extended to global applications in Sato et al, 2007, wherein representative dynamic models 
are constructed on a per-grid-cell basis to estimate changes in ecosystem processes over time, 
using an individual-based approach similar to a forest gap model, incorporating interaction 
among individuals, as well as climatic changes.   
 
Integrating individual-based tree information with remote sensing data has become an area of 
increased research, with the widespread adoption of lidar technology for measuring forest 
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canopies. Individual tree crowns have been delineated from lidar (Popescu et al, 2003, Chen et 
al, 2006, Kato et al, 2009, Li et al, 2012), with improved estimates over earlier efforts to apply 
similar methods to visible imagery (e.g. St.-Onge et al, 1997). Hurtt et al, 2004, integrated lidar-
based estimates into the ED model, and others, such as Næsset et al, 2002, have built site-
specific models that relate lidar metrics to individual tree properties. Other researchers have 
integrated individual tree measurements from remote sensing with biomass estimation (Zhao et 
al, 2009), or used them to model remote sensing methodologies (e.g., Disney et al, 2006 and Li 
et al, 1999). Individual-tree data are also used in visualization for a variety of applications, and 
visualization methods such as those in the Forest Vegetation Simulator (Crookston et al, 2005), 
as well as the associated Stand Vegetation Simulator (McGaughey, 1997) are widely used to 
model and visualize forest dynamics over time. Individual tree structure as modeled using L-
Systems and fractal approaches (see Griffon et al, 2013), and other methods of modeling 
individual tree structure are also well-established. 
 
These individual-tree-based applications tend to be focused methods that require site-specific 
data or extensive input parameters. The increasing availability of moderate- to high-resolution 
remote sensing data, however, makes it possible to estimate many canopy attributes with 
reasonable accuracy, reducing the need for extensive parameterization. Global canopy height 
from space-borne laser altimetry products, newly-available higher-resolution canopy coverage 
data from Landsat, and other existing datasets such as gridded estimates of forest biomass, 
dominant plant type, and leaf area index (LAI), provide resources that may be used to constrain 




On-Demand Fusion of Remote Sensing Datasets 
 
With the advent and rapid adoption of technologies used to distribute and consume distributed 
remote sensing datasets via the worldwide web (e.g. Beaujardiere, Ed., 2006; Schut, Ed., 2007), 
problems that formerly required large computational resources can now use distributed data 
sources to process small subsets on demand. In Green et al, 2013, we demonstrated a method of 
downscaling canopy height using on-demand fusion of MODIS-, ICESat-, and Landsat-based 
national datasets to arrive at higher resolution estimates of local canopy structure. Here we 
propose a similar method, but, rather than downscaling an existing low-resolution dataset, we use 
the method to constrain the simulation of individual trees sampled from field measurements. We 
limit underlying remote sensing datasets to those with global coverage, to help ensure the 
extensibility of the approach. A diagram of the general system architecture is shown in Figure 1. 
 
 





3. B. Methodology 
 
To simulate the occurrence of individual trees, we sample stochastically from field 
measurements, constraining the samples based on globally-available remote sensing datasets, for 
any given polygonal region of interest (ROI). Maximum canopy height, canopy cover (treated 
here as synonymous with percent tree coverage, but expressed as a value ranging from zero to 
one), and plant type is determined from the existing remote sensing datasets described below. 
The number of trees per unit area, the exact height of each tree, and its DBH (diameter at breast 
height), are sampled from field data. Sampling consists of selecting plot and tree records from 
the nearest field plots with the same maximum height and dominant plant type as the ROI. To 
estimate the number of trees N in a given output location, we scaled the average stem density in 
similar plots by the canopy cover from Landsat-scale canopy cover data. The simulation process 
consists of placing the N sampled trees at random locations within an output raster, using a 
geometric erosion process until the canopy coverage matches the value in the corresponding 
Landsat-scale pixel. Subsequent placements are then made within the area that is already 
covered, to simulate under- and over-story trees, until the number placed reaches N. In this way, 
the canopy cover of the remote sensing data is preserved, but the number of trees placed is based 
on the number measured the source field data.  
 
The steps for the on-demand implementation of this process for any given ROI are: 
 
1. Download a ~30 m resolution canopy coverage raster for the ROI. 
2. Download a ~1 km resolution maximum height raster for the ROI. 
3. Download land cover data that identify the dominant land cover types in the ROI. 
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4. Resample the 1 km height raster to 30 m following the methodology described in Green 
et al, 2013. 
5. Create an empty output raster at 1 m resolution. 
6. Obtain a list of candidate individual tree and plot records drawn from field locations with 
the same maximum height class (3 m intervals) and plant types as are found in the ROI. 
7. For each 30 m pixel: 
a. Calculate the ground area falling within the pixel. 
b. Calculate its canopy area Ac as ground area multiplied by canopy cover. 
c. Calculate the number of stems N in the pixel area from the average stem density 
of the closest field plots, scaled by canopy cover from step 1. 
d. While the number of trees placed is less than N: 
i. Randomly sample a tree from the candidate list with the type and 
maximum height class of the pixel. 
ii. If the simulated canopy As area is less than Ac, place the tree randomly 
within the pixel. 
iii. Otherwise, place it in a random location within the area already containing 
simulated canopy pixels. 
iv. Estimate its crown diameter using the algorithm described below. 
v. Mark a circle around its position as occupied using this diameter. 
vi. For each 1 m2 pixel within this simulated crown: 
1. Estimate the height of each pixel within the crown diameter as a 
function of the distance from the centroid, using either a conical 
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(needleleaf) or spherical (broadleaf and other) geometry (see 
Nelson 1997 for a relevant discussion). 
2. Write the estimated height value to the output raster, whether or 
not it falls within the 30 m pixel. 
3. Increment As by the area of the newly-written pixels. 
vii. Record the field attributes of the sample tree (location, height, DBH, and 
other ancillary field data elements). 
8. Return the resulting output raster and attributes of the sampled trees. 
 
Figure 2 shows a diagram of the process, using US Forest Service Forest Inventory Analysis 
(FIA) field data. Sample output of this process is shown in Figure 3. Once individual trees are 
selected and placed, the field measurements can be visualized using a 1 m resolution canopy 
height model as in 3a, using tree models as in Figure 3b, or as a simulated xyz point cloud as in 

















Figure 2. Individual-tree simulation process.  
  
Polygonal region of interest
(input)
USFS FIA DB individual tree
measurements:
dbh, height, predicted above-ground
biomass, later than 2000
Data for FIA selection criteria:
coincident land cover type
and maximum tree height class





ICESat-based height 1 km
(Simard et al, 2011, based
on 2005 data)
Modis land cover 1 km
(MCD12Q1 2005)





   
 
Figures 3a, b, and c. Methods of visualizing system output (canopy height model, individual tree 




The sample tree measurements are from the US Forest Service FIA (Forest Inventory Analysis) 
database FIADBLite (Miles, 2008), and are limited to the United States. The initial proof-of-
concept version of the system is therefore is unlikely to be accurate outside of the coterminous 
United States and Alaska. Other sources of global individual tree and plot information from 
sources such as ForestPlots.net (Lopez-Gonzales et al, 2011) may make similar global 
applications possible in the future, but are not part of this research.  
 
Plot and tree data were exported according to the FIADBLite documentation. FIADB datasets 
are published by state, and were incorporated from states representing varied climatological and 
topographical conditions, including Alaska, California, Florida, Maine, Michigan, Montana, 
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Puerto Rico, Texas, Virginia, and the Virgin Islands. Exported data included DBH, height, 
species, and other individual tree data from the tree, plot, and plot condition tables. Only live 
trees in FIA plots with at least 75% full canopy coverage, and surveyed after the year 2000, were 
used. These were filtered using the following FIADB criteria, expressed using the table and 
column names from FIADBLite: COND.ALSTKCD = 1, COND. CONDPROP_UNADJ >0.75, 
TREE.STATUSCD=1, and PLOTSNAP.INVYR > 2000. Data from plots that included tree 
records missing diameter, height, above- and below-ground, and tree-per-acre scaling factors 
were also omitted, based on the DIA, HT, CARBON_AG, CARBON_BG, TPA_UNADJ fields 
in the TREE table, respectively. This left a sample source of 85,740 tree records and 2,153 plot 
records distributed across the selected states.  
 
FIA data do not include exact locations for each plot. While latitude and longitude are given, 
they are randomized to ensure the privacy of property owners, as described in the FIA policy 
(fia.fs.fed.us/tools-data/spatial/Policy). Published locations are selected to approximate those of 
the actual locations in the same county, with the goal or preserving the character of the data in an 
ecologically meaningful way. For our purposes, the actual locations are assumed to be of a 
similar character as those of the given locations, but are not used for validation due to locational 
uncertainty, and the local variability inherent to forest canopies.  
 
We use the following global datasets to constrain the individual tree samples: Landsat-scale 
canopy coverage dataset from Sexton et al, 2013; maximum canopy height from Simard et al, 
2011; and the MCD12Q1 2005 annual land cover product from Friedl et al, 2010. Individual tree 
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measurements are stored in a relational database (PostGIS), and the gridded source datasets are 
accessed via web mapping services.  
 
For field-based validation, we used an independent set of field data gathered by Cook et al, 2011, 
which consists of plot censuses, including DBH, species, and plot attributes, from 6 sites, 64 
plots, and 944 subplots gathered from 2008 to 2010, as shown in Figure 4. 
 
 
Figure 4. Location of validation field sites, with sample plot and subplot layout for one site. 
 
For validation using airborne lidar, samples were drawn from airborne lidar data from New York 
City (Ahearn/NYC, 2010), Boston (MassGIS, 2002), and locations scattered across the USA 
(OpenTopography.org) as shown in Figure 5. We used the field data from the Bartlett 









We evaluated the results of the on-demand simulation process by comparing the results against 
available reference data. The estimated canopy volume and forested area were compared to 
volume and area derived from coincident airborne lidar data, using lidar datasets with a point 
spacing of at least one point per square meter. This point density captures the contributions of 
individual trees to the overall canopy height model (CHM), defined as a gridded surface in which 
each cell contains a scalar value representing the distance from ground to canopy top within that 
cell. CHMs were derived from airborne lidar data by subtracting bare-earth digital elevation 
models from each corresponding digital surface model (DSM), both derived from lidar at 1 m 
resolution, for each lidar site. 
 
Diameter at breast height, typically measured 1.3 meters from the ground, is a key parameter 
used to estimate other biophysical variables in many individual-based models (Bugmann, 2001). 
We therefore also compare the DBH values of the individuals in simulated stands, along with the 
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number of stems in each stand, to spatially coincident values in the field data from Cook et al, 




To simulate trees spatially, an estimate of crown diameter is needed. The forestry literature 
includes methods for estimating crown diameter from DBH (e.g., Hemery et al, 2005; Smith and 
Lamson, 1983), but we found results to be more realistic in a range of canopy conditions in the 
calibration data if we estimated crown diameter as a function of height and canopy cover, using 
this empirical relationship: 
 
 = ℎ ×  (	
 + ((1 − c) ×  (	 − 	
)))   Equation 1 
 
...where h is the measured height, r is the type-dependent height-to-crown diameter ratio, c is 
canopy cover ranging from zero to 1 (1 being completely covered), and dc is crown diameter. 
This is based on the observation that there is a relationship between height and crown diameter; 
that there is some minimum crown size for any tree over a minimum height; and that the 
relationship between crown diameter and height is affected by canopy coverage. As shown in 
Figure 6 and in comparisons between simulated and estimated canopy volume, this approach 
resulted in reasonable approximations of the size and spatial distribution of tree crowns in the top 





Figure 6. Aerial photograph, lidar-based CHM, and simulation 




While the Landsat-based canopy cover measurements from the Sexton et al dataset provide an 
estimate of the forested area within each pixel, it does not provide an estimate of the number of 
trees that area contains. The geometric erosion method can be used to generate an estimate of the 
top of the canopy, but it does not account for all of the stems in a given area including understory 
trees. The actual number of tree stems in a given area is difficult to quantify using remote 
sensing methods (see Maltamo, 2004 for an example). A closed canopy stand may have within it 
a widely varying number of stems depending on its age, its disturbance history, soil quality, and 
other factors that are not readily detectable remotely. We reviewed several methods of estimating 
stem density (which we treat here as being synonymous with trees per unit area). The first was to 
extend the geometric erosion method to the sub-canopy, with an overlap parameter that accounts 
for understory trees. The second was a variant of this that calculated horizontal area per tree 
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using allometric equations expressing type-dependent relationships between leaf biomass and 
leaf area, and between DBH and leaf biomass. Both resulted in estimates with large errors, and 
low coefficients of determination (R
2
 < 0.1) when compared to the census data gathered by Cook 
et al.  
 
A third alternative was to use the stem density found within the FIA field data, which is the 
approached used to generate the results below. Stem density varies with maximum height and 
plant type as shown in Figure 7, and stands with shorter trees tend to have a higher stem density, 
while stands with a higher maximum height tend to have a lower stem density but more biomass 
per individual tree. We found that stem density was not correlated leaf area index among the 
subset of FIA plots used here, and selected the estimated trees per acre using only the maximum 
plot height and the plant type. Constraining the samples to those closest to any given simulation 
plot increased rather than decreased the error, and we speculate that this may be due to the 





Figure 7. Trees per hectare per maximum height class and  





When sampling from the FIA data, we used trees-per-acre data to weight the probabilities of 
selecting individual trees. The numbers of trees per unit area were derived from the averaged 
trees-per-acre values for all the subplots within each FIA plot. To reduce confusion between 
different sampling methods, we restricted the individual tree samples, both in the FIA data and 
the reference data from Cook et al, to a minimum DBH of 10 cm.  
 
3. C. Results and Discussion 
 
We evaluated the model by randomly selecting areas within the lidar sites with 1 m - resolution 
coverage, and simulating forest stands within each one. We then compared the gross canopy 
volume and forested area resulting from the simulation to those found in the coincident lidar 
reference data. Each area was between approximately 300 x 300 meters to 1,000 x 1,000 meters. 
Figure 8 shows a visual representation of sample output compared to airborne lidar. Detailed 
landscape features such as narrow roadways and small forest gaps are lost, but larger elements 
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Figure 9 shows comparisons between the 3-dimensional gross volume (height multiplied by area 
for all pixels over 1 m in height), and area (sum of the area where the height within the sample 
area is over 1 m) across the 48 sample sites. Approximately 83% of the variability in volume is 
accounted for by the simulated individual tree models. The RMSE is 47% of the mean reference 
value for volume, and 32% of the mean reference value for area. 
  
Figure 9. Comparison of lidar-based area and volume versus  
simulated values across 48 sites randomly sampled from 10 lidar study areas.  










Comparing the number of simulated trees per hectare and their average DBH to field values, as 
shown in Figure 10, the number of trees per plot is underestimated in most cases, and the RMSE 
is 264.8 trees per hectare, or 42% of the mean reference value. The DBH per plot shows similar 
underestimations, as the frequency of trees with a low DBH is overestimated, while the 










































frequency of higher DBH values is underestimated, as shown in Figure 11. The RMSE of the 
average DBH per plot is 10.5 cm, or 39% of the mean reference value.  
 
The results were highly sensitive to the frequency of smaller-DBH values, as these tend to 
dominate the distribution. Even within the stocking level FIA criteria, the number of trees per 
acre varied widely between plots. We speculate that constructing the sampling process using 
spatially referenced data would improve the results, as this would allow for more precise 
alignment with remotely-sensed canopy coverage data. The on-demand model assumes that 80% 
canopy cover in the Landsat-based data corresponds to FIA data where the stocking code is 
overstocked, but the true relationship between the stocking codes and canopy cover as captured 
in the Landsat-based data is not known, and may be a source of some of the error. Another 
potential source of error is the limited range and character of the field data used for validation. It 
is unknown how representative the field data from Cook et al is of the plots in the FIA data, and 
it is unclear what portion of the error is due to actual differences in the characteristics of the field 





Figure 10. Reference versus estimated trees per hectare and DBH  




Figure 11. Frequency distribution of reference versus simulated DBH values,  




3. D. Conclusion 
 
In this paper we demonstrated a method of simulating individual trees using globally-available 
remote-sensing datasets, in a proof of concept based on field measurements from the United 
States. Based on comparisons between simulated gross canopy volume and volume as measured 
by airborne lidar in 48 areas within 10 sample sites, the method predicted lidar-based canopy 
volume with R
2
=0.83 and RMSE of 47% of the mean reference value. Based on 64 field plots 
among 6 field sites, results underestimated the number of trees per hectare in field data, with an 
RMSE of 264.8 trees per hectare, or 42% of the mean reference value.  
 
Advantages of the approach include the fact that the results are based on individual tree 
measurements, allowing readily for the incorporation of field data. Using the unit of the 
individual tree instead of the satellite-based pixel value brings the measurement closer to the 
subject of the measurement. This representation also allows estimates of forest canopy attributes 
for any polygonal region of interest, which may make it useful particularly in urban areas or 
cropland mosaics, or other highly disturbed areas where other data sources are affected by sub-
pixel variability. We expect that the accuracy of this method will improve as global sources of 
high-resolution biomass, height, and stem-density data become available, and as more field data 
becomes available and is incorporated into the model. 
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Chapter 4. A North America Canopy Profile Map 
 
Canopy profiles are estimated on demand at high resolution by sampling from lidar waveforms 




This paper presents a method of mapping canopy height profiles using full-waveform lidar data 
from the Geoscience Laser Altimeter System (GLAS). Profiles are estimated on demand for 
point locations and areas by first acquiring canopy density from an existing 30 m canopy 
coverage dataset via web service, then sampling from a library of GLAS waveforms partitioned 
by those variables found to be the best predictors of canopy height, and aggregating those 
waveforms according to local canopy coverage. Estimated canopy height profiles are then 
derived from the resulting aggregate waveforms. The resulting profiles are validated by 
comparing them to profiles synthesized from coincident airborne lidar data. Comparing the 
proportion of the profile area ascribed to each vertical meter results in an RMSE of 0.026 or 73% 





4. A. Introduction 
 
The vertical structure of the forest canopy is an indicator for multiple attributes important in 
quantifying the role of forest canopy in the earth system. Carbon storage; water, CO2, and other 
fluxes; wind profiles; habitat suitability; stand age; fragmentation, and other attributes are closely 
related to the vertical distribution of above-ground plant material. Measuring canopy profiles in 
the field, however, is difficult and labor-intensive. Lidar technology offers the opportunity to 
estimate profiles remotely and over large areas, with a diminished need for field measurements.  
 
The publication of globally-available full-waveform lidar data from the Geoscience Laser 
Altimeter System (GLAS) makes possible the derivation of global canopy height datasets such as 
those by Simard et al 2011 and Lefsky, 2009. To date, similar canopy profile datasets have not 
been derived from this data as far as we know. This may in part be due to several challenges that 
are inherent in mapping canopy profiles. At ~1 km resolution, the sub-pixel variability of canopy 
coverage means that similar pixels can contain different vertical distributions of plant material, 
and the spatial variability within open and partially closed canopies makes ascribing profiles at a 
pixel level difficult. Also, unlike most remote sensing datasets, each cell would need to represent 
a distribution rather than a single scalar value. Canopy profiles are also difficult to measure in 
the field, making validation problematic.  
 
To overcome these challenges, we describe an on-demand sampling approach that combines 
GLAS waveform data with existing ~30 m resolution canopy density data by Sexton et al, 2013. 
The higher-resolution canopy density is used to help reduce the effects of sub-pixel variability, 
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based on the assumption that an individual Landsat-scale pixel is sufficiently fine-grained to be 
represented by a vertical profile. The vertical distribution estimates are generated dynamically, 
so that 30 m resolution distribution data does not need to be pre-calculated or stored, and 
arbitrary regions of interest can be supported. We validate the results using reference airborne 
lidar data. The goal of the present study is to demonstrate and evaluate a method for deriving 
vertical canopy profile information on demand, limiting the proof of concept to North America. 
 




Lidar remote sensing technology records the times at which emitted near-infrared light is 
reflected back to a sensor. The time elapsed from the time of transmission to the time of 
reception is a function of the distance the light has traveled. With precise three-dimensional 
location of the sensor provided by ground-based GPS (global positioning system) stations, it is 
possible to translate this distance measurement into highly accurate measurements of surface 
topography. Full-waveform lidar measures the amplitude of the reflected signal at discrete 
intervals, creating a waveform that represents the returned energy at different altitudes. Discrete-
return lidar uses similar technology, but only records peaks in amplitude, resulting in a set of 
elevation points for each emitted signal. Both are commonly used to measure and map forest 







From 2003 to 2009, the GLAS large-footprint lidar sensor on ICESat (Ice, Cloud and land 
Elevation Satellite) gathered global altimetry data for purposes of measuring clouds and aerosols, 
changes in ice sheet topography, land surface elevation, and vegetation coverage. GLAS 
transmissions, or “shots”, are pulses of near-infrared light with a wavelength of 1064 nm, and the 
timing and amplitude of returned signal along with metadata about the shot makes up each 
waveform record. The shot footprint is elliptical, with the eccentricity of the ellipse varying 
between the three different lasers in operation at different times over the lifetime of the 
instrument, laser 3 having the least elliptical and smallest footprint diameter. The footprint also 
varies slightly from shot to shot. Each waveform covers an area ~50-70 m in diameter, and the 
data include the orientation and diameter along the major and minor axes of the shot, as well as 
the energy returned at discrete vertical intervals, and the start and end location of the point in the 
waveform where the signal rises above then falls below a noise threshold. An overview of the 
GLAS instrument and ICESat is given in Schutz et al, 2005; the algorithmic theoretical basis 
document by Brenner et al, 2003 includes a summary of land applications, and the state of 
research is summarized for example in Pirotti, 2010. ICESat gathered almost two billion 
individual shots globally, before its demise in 2009 (NASA, 2009).  
 
The transmitted energy is Gaussian in both its vertical and horizontal dimensions, with a peak 
approximately in the center of the footprint ellipse, and, on flat bare earth, the returned waveform 
contains a Gaussian peak approximately centered at ground elevation. The shape of the returned 
waveform is dependent on the vertical distribution of surface materials, their near-infrared 
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reflectance and scattering properties, the incidence angle of the laser pulse, the slope and 
roughness of the underlying terrain, and atmospheric effects (summarized from Shan and Toth, 
2009). GLAS is close to nadir-pointing and the angle of incidence is ignored in most studies. On 
sloped terrain, or terrain with vegetation or other surface features, the shape of the waveform 
differs depending on the character of the terrain and the density of vegetation above ground, 
presenting methodological challenges when extracting forest canopy data, as described below. 
GLAS data are made available by the National Snow and Ice Data Center in the form of a suite 
of products. GLA01, GLA05, and GLA14 are used here, containing, respectively, the full 
waveform, the footprint data, and geolocation and land elevation data (Zwally et al, 2003).  
 
The height of material within the shot corresponds closely to the extent of the returned signal 
over a noise threshold. Height is commonly reported as the distance from the ground as 
represented by the ground peak of the shot, to the start of the signal over noise, and this 
definition can be applied to flat vegetated surfaces (Peterson, 2005, Popescu, 2011). Although 
GLAS products include a Gaussian decomposition of the waveform, locating the ground peak 
within the waveform is not straightforward because the peaks reported in the product may 
include noise peaks below the ground (Popescu, 2011). Also, the altitude reported by GLAS is 
the centroid of the returned energy distribution, so does not consistently represent a single 
canopy attribute such as the top or median height, as the horizontal distribution of plant material 
varies between shots.  
 
For sloped surfaces, locating the ground peak precisely becomes more difficult, as the return 
from vegetation is mixed with the return from the sloped terrain. Lee et al, 2011, used a 
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trigonometric slope correction approach in deciduous broadleaf forests with an RMSE of 2.2 m, 
using the signal extent and circular footprint ellipse (average of major and minor axis lengths) 
from the GLAS data. Other researchers such as Lefsky, 2002 and 2007, and Boudreau et al, 2008 
used other approaches to correct for slope effects, while others such as Nelson et al, 2009 and 
Simard et al, 2011 instead eliminated GLAS shots located in sloped or rough terrain from their 
source data.  
 
The accuracy of geolocation information within the GLAS data varies. Sun, 2008 reports that it 
averages 5.8 m for laser 2 and 2.4 m for laser 3. GLAS uses the TOPEX/Poseidon datum, which 
has a vertical offset of 0.71 m from the WGS-84 datum at 40° latitude (Popescu, 2011), and a 
horizontal offset of a few centimeters, within the positional accuracy of the instrument. 
 
Canopy Height Profiles 
 
Canopy height profiles are estimates of the vertical distribution of foliar and stem material within 
the canopy. Since foliage is highly reflective in near infrared wavelengths, lidar returns from 
higher canopy layers occlude returns from lower ones, resulting in a bias toward the top of the 
canopy. While each value in the GLAS waveform represents the energy returned to the sensor at 
4 ns (0.6m) intervals, the exact relationship between that returned value and the amount of 
material at that height is complex, depending on factors such as leaf size and angle, and the 
amount of stem material mixed in with leaves (see Ni-Meister et al, 2001, for a comprehensive 
discussion). This requires a number of simplifying assumptions when estimating canopy 
structure from this data. Researchers such as Harding et al, 2001, and Lefsky et al, 1999, for 
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example, assume constant leaf angle and random distribution of foliage, ignoring the effects of 
clumping and leaf angle or the differing reflectance between foliage and stems. Adapting the 
methods of MacArthur and Horn, 1969, they estimated the ground area within a waveform as a 
constant proportion of the ground peak, assuming that the near-infrared reflectance of the ground 




Validation of height measurements is typically carried out by comparison to field measurements 
or other laser altimetry systems. Increasingly, highly accurate topographic information derived 
from airborne discrete-return lidar systems is used as ground truth for height, as it is not subject 
to some of the difficulties and inaccuracies of direct measurement (see for example Duong et al, 
2006, Neuenschwander et al, 2008, Boudreau et al, 2008, Chen, 2010, Popescu et al 2011, and 
Selkowitz et al, 2012). Airborne discrete-return lidar systems use technology similar to full-
waveform lidar, but extract the altitudes of peaks in the return signal either as part of the on-
board altimetry system or as part of the data post-processing. As with full-waveform lidar, these 
peaks correspond to the vertical distribution of surface materials, but because the beam diameter 
is much smaller (e.g., 0.25 m in the NYC data (Sanborn, personal communication)), the effects 
of slope are negligible. The resulting data consist of a three-dimensional point cloud from which 
information about the surface can be derived, such as canopy height and building outlines. To 
make processing easier, this cloud is often reduced to a gridded digital surface model (DSM), 
which represents each grid cell with the maximum of first returns falling within the cell, and a 
bare earth model, which estimates the ground surface using algorithms that differentiate between 
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the ground and surface roughness caused by last returns from vegetation or other near-ground 
material (see Shan and Toth, 2009, for a survey of current techniques). To distinguish the height 
of surface features, a canopy height model (CHM) is calculated by subtracting the bare earth 
elevation from the DSM values. The heights within the CHM can then be used to validate height 




Because GLAS data are discontinuous (~170 m between shots along-track; up to ~15 km 
between tracks at the equator according to Schutz, 2005), mapping height based on ICESat data 
requires a method of interpolating between sample locations. Landscape heterogeneity makes 
smoothing methods of interpolation between shots unreliable. An effective way of addressing 
this problem is by fusing the height data with continuously available remote sensing data, and 
estimating the missing values statistically based on a classification of the continuous data. 
Boudreau, 2008, for example, solved the GLAS interpolation problem by fusing GLAS height 
measurements with Landsat vegetation indices to derive a regional estimate of aboveground 
biomass for Quebec. Airborne lidar profiles, flown along the ICESat tracks, were used to 
validate the GLAS height measurements, derived using a variant of the formula in Lefsky, 2007. 
Nelson, 2009, used GLAS data to derive a map of timber volume in an area of Siberia based on 
MODIS (MODerate resolution Imaging Spectroradiometer) 500 m land cover products. Rather 
than applying Lefsky’s height model, Nelson used a neural network to establish relationships 
between multiple waveform attributes and field measurements of vegetation volume, making 
extensive use of information within the waveform itself. Percentage tree cover and enhanced 
64 
 
vegetation index were used to segment the landscape, and volume attributes from GLAS 
waveforms were used to estimate MODIS-scale timber volume, with a difference of only 1.1% 
from field measurements. Many other researchers have similarly built models that relate GLAS 
waveforms to canopy structure for selected study areas or regions. 
 
Lefsky, 2010 and Simard, 2011, and others (e.g., Los 2012) have derived global maps of canopy 
height, Lefsky representing height as the mean and 90th percentile, and Simard et al as 
maximum height. Both also used MODIS data to segment the GLAS observations: Lefsky fused 
GLAS data with patch data derived from MODIS products, including principal components of 
monthly vegetation indices and texture indices, relying on GLAS shots falling within each patch 
to derive patch-level estimates; Simard included more climatic variables and used a pixel-based 




To date, mapping efforts based on GLAS data have tended to generalize the results in both the 
vertical and horizontal dimensions, by attaching summary statistics to pixel or patch areas, losing 
some information about variability between and within individual GLAS shots. Instead of using 
summary statistics, the method described here retains more detailed information about this 
horizontal and vertical heterogeneity by partitioning full GLAS waveforms by ~500 m–
resolution land cover attributes, then sampling from these full waveforms based on ~30 m 
resolution canopy coverage data. A canopy profile is estimated by aggregating the sampled 
waveforms for a given set of 30 m input pixels, as described below. Since Landsat-scale pixels 
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are approximately the same spatial scale as GLAS waveforms, associating GLAS waveforms 
with Landsat-scale canopy density may reduce the errors associated with horizontal 
heterogeneity within coarser-resolution datasets.  
 
The recent advent of web mapping services and other dynamic methods of processing spatial 
data has made it possible to integrate large datasets by querying them for information about a 
region of interest and processing the results on the fly. We use an on-demand approach here for 
several reasons: it allows us to use full waveform data directly, without summary statistics; it 
allows canopy height profiles to be estimated for arbitrary regions of interest, including small 
areas to the size of a Landsat pixel; it ameliorates the computational issues associated with 
continental-scale Landsat-based datasets; it allows for rapid updates as new canopy cover 
datasets become available; and it also mitigates the effects of pixel boundaries as the boundaries 
are determined dynamically by region of interest rather than a fixed grid. The results are 
validated by comparing the generated waveforms to waveforms synthesized from airborne lidar.  
 
4. C. Methodology 
 
The process consists of a number of preprocessing steps that prepare and filter the GLAS data, 
that correct for slope distortions, and that partition the GLAS data into groups for sampling by 
the on-demand process. The preprocessing steps are listed below, and are explained in more 
detail in the following sections: 
 
1. Extract the GLAS waveform and attribute data from their binary source files into a spatial 
database for ease of access. 
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2. Delete those waveforms likely to be inaccurate using the filtering criteria described 
below. 
3. Convert the raw amplitude and timing in each source waveform record to height. 
4. Add slope to each waveform record from an external digital elevation model (DEM). 
5. Delete records located in areas of high slope (>10 degrees). 
6. Apply slope correction to the remaining waveforms. 
7. Classify these waveforms by their basic shape (waveform class). 
8. Select a set of raster-based ancillary variables likely to predict canopy height, and ascribe 
them to each waveform based on its location. 
9. Use a decision tree to partition the GLAS waveforms by these variables, appending a 
class identifier (landscape class) to the database record for each waveform. 
10. Build a continuous raster of landscape class identifiers based on the ancillary variables 
from step 8.  
 
Steps 1 through 7 prepare the waveform data for efficient access within a spatial database; steps 
8 through 10 provide a method of associating each ~500 m pixel with at least 30 waveform 
records based on the decision tree described below. After the GLAS data have been 
preprocessed, it is available in a spatial relational database in tabular form, and can be queried 
efficiently as part of the on-demand portion of the process. This on-demand component then 
generates canopy profiles by applying the following steps for a given region of interest (ROI):  
 
1. Retrieve the waveforms and waveform classes associated with the landscape classes 
falling within the ROI from the spatial database. 
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2. Use a web service to obtain 30 m resolution canopy coverage data for the ROI. 
3. For each of these 30 m pixels: 
a. Select the waveforms of waveform class that corresponds to the canopy coverage 
in the pixel. 
b. For each vertical bin, sum the normalized return at each 1 m vertical bin level for 
each selected waveform. 
c. Add the non-canopy proportion of the pixel from the canopy density data to the 
ground bin. 
4. Normalize the resulting vector of vertical energy to sum to 1. 
5. Apply the MacArthur/Horn transformation to approximate vertical canopy from lidar 
waveform, and re-normalize. 
 
The result of this process is a set of values that corresponds to the proportion of vertical material 
falling within each 1 m height bin based on the waveforms selected using the ~500 m scale 
landscape class data and the ~30 m canopy coverage data.  
 
A diagram of the on-demand component of the process is shown in Figure 1. The landscape class 
raster is queried for the region of interest using a web mapping service, and the waveforms that 
were ascribed with each landscape class are selected from the database. These are then 
aggregated according to waveform class, by selecting waveforms with the waveform class 
corresponding to the 30 m pixel’s coverage, and averaging the normalized value for each vertical 
bin in those waveforms. The resulting composite waveform is then transformed into an estimated 
canopy profile. To make this process available to external requests, we use a web service 
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architecture that receives the input parameters in an HTTP GET request, and returns the result in 
JSON (JavaScript Object Notation) format. 
 
Figure 1. On-demand canopy height profile generation process. 
 
GLAS Waveform Preprocessing 
 
GLAS subsets for North America were downloaded from the National Snow and Ice Data Center 
(NSIDC), including GLA01 for full waveform data, GLA05 for footprint shape information, and 
GLA14 for signal extent, elevation, and location, for the laser periods L2A through L3J. About 
3.3 million waveforms were processed and ~1.7 million removed to reduce the effects of noise as 
in Lee, 2011. The criteria include invalid latitude or longitude values; GLAS elevation (GLA14 
i_elev) >85 m over SRTM (Shuttle Radar Topography Mission) elevation (GLA14 i_DEM_elv); 
10% of returned energy falling outside of the reported signal extent; total energy below a signal-
to-noise ratio threshold; first returns over 60 m from i_elev; signal extents (i_SigBegOff less 






Raw waveforms were converted to height by calculating the height from the signal extent using 
the approach in Lee et al, 2011, and associating each bin with a vertical height based on bin size. 
To correct for the effects of slope on the waveform, or to eliminate shots over sloped terrain, a 
slope dataset is required. We reviewed the Advanced Spaceborne Thermal Emission and 
Reflection Radiometer (ASTER) 2009 Global Digital Elevation Model (GDEM) 30 m resolution 
product, and the SRTM 90 m-resolution product, which is not available north of 60 degrees 
latitude. We compared them both to the US National Elevation dataset (NED) using 397 shot 
locations on sloped terrain, calculating the slope for each pixel as the maximum rate of change 
between it and the adjacent 8 pixels. A linear fit between NED and ASTER slopes shows an R
2
 
of 0.78 and an RMSE of 3.6 degrees. Between NED and SRTM the R
2
 is 0.74 and the RMSE is 
3.7 degrees; and between ASTER and SRTM the R
2
 is 0.80 and the RMSE is 3.5 degrees. The 
vegetation height estimates based on each are reasonably similar (R
2
=0.84 and RMSE=3.47 m). 
Slater et al, 2011 evaluated the ASTER GDEM and found it to be less accurate and more 
variable than the SRTM 90 m product, therefore we use the SRTM product when possible here, 
using the ASTER GDEM only for areas north of 60 degrees latitude. 
 
Yang et al, 2011 estimated that, for a footprint 70 m in diameter, the ground peak is 
indistinguishable from vegetation above 10.5º slope, and we found that errors increased with 
increasing slope, and therefore we eliminated any shots where the SRTM or ASTER GDEM 
slope was over 10 º. To correct for the effect of slope below this threshold, we applied a slope 
correction to each waveform bin, adjusting the vertical extent represented by each bin to account 
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for ground slope, using Equation 1, which is the height formula described by Yang et al, 2011 








      Equation 1 
 
Ha is the adjusted height at a given bin, Hp is the uncorrected height at that bin, H is the 
uncorrected signal extent, D is the diameter of the footprint, theta is the slope, and T is a constant 
representing the full width at half-maximum of the transmitted waveform, after atmospheric and 
other effects, which can be estimated based on the returns from flat terrain.  
 
The slope correction process scales each height bin by the ratio of the slope-corrected to 
uncorrected signal extents. Figure 2 shows the effect of this correction across 382 sample 
waveforms, with T set to 2.4 m, using SRTM slope data, comparing the profiles to profiles 
derived from airborne lidar (see the validation section below for more details on this approach). 
 
Each waveform was truncated according to the minimum and maximum bin over noise 
(i_SigBegOff less i_SigEndOff in GLA14), slope-corrected to adjust the estimated vertical 
height per bin from the nominal 0.6 m value to the value derived using Equation 1. The per-bin 
energy from GLA01 value was normalized so that the per-bin value is a proportion of the unit 









GLAS waveforms were grouped into 10 classes depending on their shape, using a per-bin nearest 
neighbor Euclidean distance. The 10 shapes were manually constructed based on a review of the 
data, and classified according to the proportion of the return that is above ground. A Gaussian 
return over ground suggests a full closed canopy; a small near-ground return with a long vertical 
tail corresponds to open canopy; a multi-modal structure suggests a mixed canopy structure. 
Examples of this can be shown in Figure 3, which shows normalized GLAS shots in the left 
column; slope-corrected normalized cumulative returns from GLAS (blue) and airborne lidar 
first returns (red) and slope-corrected (normalized) first returns (first return less ground 
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elevation) in the middle column; and airborne lidar first returns (red) and ground elevation 













Ancillary Variable Selection 
 
For partitioning the GLAS shots, ancillary variables were compiled from the global datasets as 
outlined in Table 1, and evaluated for their predictive relevance to canopy height based on their 
position in a decision tree. The variables fall into five broad categories: MODIS-based land 
cover products, variables derived from MODIS longwave brightness temperature, climatic 
variables, topographic variables, soil types, and ecoregions. Variables based primarily on 
spectral data – MODIS land cover type, percent tree, enhanced vegetation index (EVI), and leaf 
area index (LAI) – were chosen because of their likely close relationship with vegetation 
structure, and because they are sensitive to disturbance and other sources of fine-grained 
variability. MODIS 8-day land surface temperature was chosen because longwave thermal 
radiation is closely related to the latent/sensible heat balance, a large portion of which is 
determined by transpiration, making thermal radiation an additional indicator of vegetation 
coverage (see Jones and Vaughn, 2010 for a summary). Additionally, different land cover types 
may be characterized by different thermal inertias, and the difference between daytime and 
nighttime surface temperature was added as a third variable derived from mid-summer surface 
temperature. January and July mean precipitation and temperature, as well as the range of 
temperatures between January and July, were included to represent seasonality, using the 
WorldClim 1 km resolution gridded climatology dataset from Hijmans et al, 2005. The ratio of 
July precipitation to potential evapotranspiration as estimated using Thornthwaite’s method 
(Thornthwaite, 1948) based on mean temperature and day length derived from latitude, was 




The topographical variables selected include those most likely to relate to temperature and the 
availability of sunlight and water. Elevation, slope and aspect are closely related to light 
availability and temperature. Flow accumulation, the number of pixels that would flow into each 
pixel based on the elevation of all of the other pixels in the DEM tile, indicates whether or not 
each pixel is on a ridge top (defined as flow accumulation of zero), on a slope (flow 
accumulation between zero and five) or in a valley (flow accumulation greater than 5). 
Topographical variables were calculated from SRTM only, using a 250 m gap-filled resampled 
secondary product (Jarvis et al, 2008). Soil data consisted of the dominant soil type from the 
Harmonized World Soil Database (FAO / IIASA / ISRIC / ISSCAS / JRC, 2009), and ecoregions 
consisted of the terrestrial ecoregions as defined in Olson et al, 2001.  
 
Decision Tree Classifier 
 
Because of the large volume of data and potential heterogeneity of the decision rules, we divided 
the dataset by MODIS land cover type, and created a classification tree that identified those 
attributes most effective at discriminating between different vegetation heights for each type. 
While ecoregion and soil type were found to be predictive in discriminating between vegetation 
heights, we found that their underlying polygonal data included unrealistic boundaries that do not 
account for transitional ecotones, therefore we eliminated ecoregion and soil data from this 




Source Resolution Variable 
MODIS 500 m Land cover type (MCD12Q1, 2005) 
MODIS 500 m Percent tree (MOD44B, 2003) 
MODIS 250 m Enhanced vegetation index (MYD13Q1 185/2005) 
MODIS 1 km Leaf area index (MCD15A2 193/2005) 
MODIS 1 km Land surface temperature – day (MOD11A2 185/2005) 
MODIS 1 km Land surface temperature – night (MOD11A2 185/2005) 
MODIS 1 km Day-night land surface temperature difference 
WorldClim 1 km January mean precipitation 
WorldClim 1 km July mean precipitation 
WorldClim 1 km January mean biotemperature (degrees >= 0c) 
WorldClim 1 km July mean biotemperature (degrees >= 0c) 
WorldClim 1 km July-January biotemperature difference 
WorldClim 1 km Potential evapotranspiration ratio 
SRTM 90 m Elevation 
SRTM 90 m Slope (derived) 
SRTM 250 m Aspect (derived) 
SRTM 250 m Flow accumulation (derived) 
HWSD 1 km Soil type (from polygons) 
WWF vector Ecoregion (from polygons) 
Table 1. Candidate ancillary predictors of canopy height, 





The decision tree procedure is as follows: For each of the ~1.7 million candidate shots remaining 
after filtering, the value of the intersecting pixels for each predictor variable was appended to the 
shot record. A decision tree was constructed by iteratively evaluating each candidate predictor 
over its range in 10 equal-interval bins, selecting the predictor that maximized the between-class 
variability and minimized the with-class variability according to Equation 2, a variant of 


















… where µl and µr are the mean height in the observations to the left and right of the tree node, 
and xl and xr are the individual observations. The decision tree was limited to ensure a minimum 
of 30 observations in each class.  
 
January precipitation, July temperature, percent tree cover, July precipitation, and EVI were 
found to be useful discriminating variables for all land cover types. The difference between day 
and night brightness temperature, the difference between January and July biotemperature, the 
potential evapotranspiration ratio, and daytime and nighttime brightness temperatures were 
useful in most cases, and January biotemperature, LAI, aspect, and flow accumulation were 
significant in the fewest decision tree nodes. We partitioned the GLAS waveforms by binned 
values of the five most discriminating predictors plus land cover type, and used these predictors 
to create a landscape class raster. Figure 4 shows a 500 m resolution map of the closest of the 10 
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defined waveform classes to each averaged waveform shape associated with each landscape class 
pixel in North America. 
 
 
Figure 4. ~500 m North America pixels shaded by closest waveform class,  
calculated using per-bin Euclidean distance. 
 
To derive a height profile for a given area, the waveforms associated with the pixels falling 
within the area are selected, and then associated with each ~30 m pixel based on the canopy 
cover associated with that ~30 m pixel. In this way, the selected waveforms are sensitive both to 
the canopy structure type within each landscape class, and variations in local canopy cover 







To evaluate the accuracy of this approach, we compared the estimated height profiles to height 
profiles derived from airborne lidar CHMs. While both airborne lidar and GLAS lidar data are 
generally comparable because they use similar wavelengths and involve measuring the amplitude 
of returns, there are differences between them that can bias the comparison, particularly the 
discretization involved in creating CHMs from airborne lidar. To evaluate their comparability, 
we compared a GLAS waveform to coincident New York City airborne lidar data acquired in 
2010, which have a point density of up to 22 points per square meter. 
 
Figure 5 shows the airborne lidar points falling within a single GLAS waveform located in a 
forested area in Cunningham Park, Queens. Following Popescu, 2011, we simulated the 
Gaussian distribution of energy within the GLAS waveform by applying a horizontal weighting 
to the lidar points, indicated by the color assigned to each point in the figure, red indicating the 
horizontal area receiving the greater proportion of the transmitted signal. The response of the 
GLAS instrument is approximated using a 60% distance-from-centroid threshold, and the 
intensity of each point is used to weight the contribution of each point to the simulated 
waveform, indicated by the point size in the plot. The ellipticity of the shot is from the GLA05 
product. Like Popescu, we found that simply counting returns resulted in a synthetic waveform 
that was as similar to the GLAS waveform as one created by weighting by airborne lidar 




Figure 5. The vertical distribution of airborne lidar points falling within a sample GLAS 
footprint, at 40.742,-73.769, in Cunningham Park, Queens. X, Y and Z axes are in meters, with X 
and Y measured in distance from the shot centroid, and Z in altitude above sea level. Color 
indicates weighting based on the horizontal Gaussian distribution, red containing more energy 
than blue; points are sized by airborne lidar intensity. 
 
To approximate the effect of comparing GLAS waveforms to CHMs derived from lidar with 
different point densities, we created synthetic waveforms by randomly sampling first returns 
from the coincident airborne lidar at different horizontal intervals, and compared the resulting 
waveforms to the GLAS waveform. As shown in Figure 6, simulated airborne lidar datasets with 
first returns sampled at one per m
2
 and 4 per m
2
 intervals compare reasonably well with the 
coincident GLAS waveform, while the lower point density of 1 point per 4 m
2
 results in a 
simulated waveform with peaks that differ noticeably from the GLAS waveform. Therefore, we 





         
Figure 6. Vertical profiles derived from GLAS compared to CHMs  
created by sampling points from high-density airborne lidar data from NYC, 
 showing the normalized proportion of the return in the X axis and height in meters 
on the Y axis. 
 
For validation, study areas shown in Figure 7 and Table 2 were selected from available datasets 
within this range of point densities. These study areas represent deciduous broadleaf canopy in 
Boston, MA, Tuscaloosa, AL, and Pleasant, ME, and Yakima, WA; sloped terrain and evergreen 
needle-leaf in the upper western sites; and savanna in the Independence Lake and Yosemite sites. 
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Canopy height models were derived from the surface and bare earth grids by subtracting bare 
earth from the surface and mosaicking the results into a continuous CHM raster for each site.  
 
 
Figure 7. Locations of study sites. 
 
To evaluate the overall accuracy of this method, canopy height profiles were generated for 
randomly selected locations between 0.5 and 1 km
2
 within each study area. Coincident height 
profiles were generated from the airborne lidar CHMs. Both GLAS and airborne profiles were 
binned at 1 m vertical intervals. All height distributions were normalized to a unit area and 
aggregated for each site by averaging the values for each height bin. CHPs were approximated 
by applying the MacArthur-Horn transformation as given in Equation 3, assuming as in Lefsky, 
1999, and Drake et al, 2002, near infrared reflectance of the canopy as twice that of the ground 
surface, as shown in Equation 3: 
 =   


  + 2 ×  





…where vz is the proportion of vertical leaf area at height z above 1, az is the area represented by 
the returned lidar energy at height z assuming a uniform randomly-distributed surface, and at is 
the total energy returned, calculated as the sum of the lidar energy above 1 m. C is the portion of 
the area in the region of interest estimated as non-forested according to the canopy coverage 
input layer, and its contribution to the vertical profile is estimated as the coverage multiplied by 
the area, doubled to account for the estimated difference in reflectance. 
 
This transformation is applied to provide a simple first estimate of the vertical canopy 
distribution within the lidar height profile; validating this estimate is beyond the scope of this 
paper; we focus here on the validating only the lidar height profile.  
 
4. D. Results and Discussion 
 
Figure 8 shows sample the lidar results for each of the study areas, and Figure 9 shows the 
results after applying the log transformation, including only canopy height bins, 1 m and over. 
The accuracy of the results varies strongly from site to site. Several of the sites show a 
reasonable correspondence between estimated and reference values. The results for Flathead 
show a distinct underestimate of the portion of the return in the upper canopy. Pleasant and 
Tenderfoot show a more systematic underestimate of height overall, which concurs with the 
height difference between airborne lidar in these locations and the 1 km height dataset from 
Simard et al, 2011, which was constructed using a similar decision-tree based methodology. 
These errors persist across randomized samples, indicating that the errors apply to the entire site, 
although in the case of Flathead the size of the error varies more from sample to sample. Possible 
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sources of error, in addition to the uncertainties in reliably extracting height from GLAS data, 
and the effects of temporal difference between the underlying and reference datasets, include 
errors in the underlying canopy height dataset and under- or over-fitting in the decision tree, and 
confusion between unimodal and multimodal waveforms that cannot be disambiguated using 
canopy coverage alone. Figure 10 compares the normalized area per height bin in the lidar 
profiles across the 48 samples drawn from all nine lidar locations. Table 2 shows the error per 
site. Weighting the RMSE by the number of observations results in an RMSE of 0.026, or 73% 
of the weighted average value of 0.036. 
 
 
Site RMSE N RMSE% 
Boston 0.024 137 83.2% 
Flathead 0.049 350 212.7% 
Independence 0.020 267 90.8% 
Pleasant 0.054 127 113.5% 
Tahoe 0.020 311 89.4% 
Tenderfoot 0.049 120 118.6% 
Tuscaloosa 0.010 103 34.8% 
Yakima 0.009 66 20.3% 
Yosemite 0.023 291 111.7% 
 








   
   
   
 
 
Figure 8. Reference and estimated height profiles for each of the nine study areas, expressed as 
normalized return proportion at each height bin (bars and left axis), and as cumulative 







   
   
 






Figure 10. Reference versus estimated normalized lidar area per vertical bin. 
 
4. E. Conclusion 
 
In this paper we described a method of estimating canopy height profiles using the on-demand 
fusion of data from multiple sensors – Landsat (the source of the canopy coverage input), 
ICESat/GLAS, and MODIS. The on-demand approach offered several advantages in this case. 
Since profiles are dependent on input area, the input are is deferred to the time the profile is 
requested, lessening the dependence of the estimates on the underlying resolution of the data. It 
also makes the calculation of profiles computationally feasible for all locations within North 
America. Using Landsat-scale canopy cover data to control the selection of canopy height 
profiles allows the data to be more responsive to local conditions than would be possible with 
MODIS-scale dataset. While reasonable accuracy was apparent in some of the test cases, others 
show larger random and systematic errors. Overall, the results show limited agreement between 
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reference and estimated area per vertical meter, with an RMSE of 73% of the mean reference 
proportion of canopy area per vertical meter. 
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Chapter 5. Modeling Forest Canopy and Biomass Trends  
with On-Demand Spatial Simulation 
 
Trends in land cover and biomass are predicted using spatio-temporal 




Understanding trends in forest canopy cover at local, national, and global scales is important for 
many applications, including policymaking related to forest carbon sequestration. Globally-
consistent land cover datasets derived from MODIS (Moderate Resolution Imaging 
Spectroradiometer) are now available for more than 10 years, long enough to discern trends both 
in deforestation and afforestation. However, methods of modeling change normally require 
specialized software and expertise that limits the availability of this information. Through the use 
of web services that construct models on demand, this barrier to access is essentially eliminated. 
The model parameters can be extracted from data using a uniform process, without the difficult-
to-obtain parameters required by biogeochemical models. Extraction is based on a user-specified 
region of interest, so that parameters are inferred from, and relevant to, local conditions. In this 
paper we present a proof-of-concept system of building and running such models of forest cover 
change on demand, and use this approach to predict future above-ground carbon storage for 





5. A. Introduction 
 
The contribution of land cover change to current anthropogenic climate forcing has been 
estimated as approximately 17% (EPA, 2013), and afforestation and deforestation are key 
components of this change. The satellite-based record of consistent land cover products derived 
from the MODerate-resolution Imaging Spectroradiometer (MODIS) is now available for a 
period of over a decade (starting in 2001), long enough to model trends in afforestation and 
deforestation. Rates of projected change, however, are highly influenced by policy decisions 
which tend to be implemented within administrative areas that may or may not correspond to 
areas that can be delineated using static pre-defined boundaries. Models of land cover change are 
often constructed for specific regions of interest, which requires model developers to download 
and preprocess the data required for each particular location. In contrast, constructing models 
dynamically for any given area of interest may present a useful alternative. Instead of requiring 
that users download and pre-process input data, the authors have implemented a system in which 
a user may construct and run models interactively, by specifying a region of interest, using data 
that has already been processed for that purpose.  
 
Modeling Afforestation and Deforestation 
 
Changes in land cover over time have long been modeled using the Markov chain approach (e.g., 
Baker, 1989, Baltzer, 1998 and 2000, Perry and Enright, 2006), wherein a matrix of transition 
probabilities between different discrete states at discrete time intervals is derived from 
observations, then used to estimate the distribution of those states in the future. Forest succession 
models, in which successional stages are conceived of as discrete states with probabilities of 
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transitions between them, have a long history (for example, see Horn et al, 1975, and Leps, 
1987), and spatial Markov models have been used to model succession (e.g., Van Tongeren and 
Prentice, 1986, Liu et al, 2008) as well as deforestation (e.g. Soares-Filho, 2002, and Moreno, 
2007).  
 
Land cover datasets derived from remote sensing (see Giri, Ed., 2012, for a review of the state of 
the art) have been used to derive landscape change models (see for example Eastman, 2012). 
With MODIS data acquisition in its second decade, annual land cover (MCD12Q1, Friedl et al, 
2010) and other MODIS products are making it possible to capture and model both deforestation 
and afforestation processes (see Aide et al, 2012, for example), at 500 m or 1 km resolution using 
spatial Markov models.  
 
From a carbon cycle perspective, quantifying the expected changes in terrestrial biomass is the 
key requirement driving much land cover modeling. As global climate models incorporate more 
and more ecosystem processes, various pools of carbon are now among the modeled components 
of the climate system, including above-ground biomass, below-ground biomass, soil carbon, and 
others (see Ravindranath and Oswald, 2008, for an overview of carbon pools and their 
measurement). At a local scale easy-to-use tools are needed to model trends in carbon 
sequestration for sub-national land management decisions. Land cover is often used as an 
approximate indicator of carbon storage in terrestrial ecosystems, and to quantify the effect of 
land cover change on the carbon cycle (e.g. Achard, 2004). Tools are increasingly available that 
model carbon storage via land use land cover change (see Eastman, 2012 for example, for REDD 
(Reducing Emissions from Deforestation and Forest Degradation) modeling tools). Spatial 
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Markov models offer an easily accessible method of predicting future states of land cover, for 
limited timeframes as discussed below. 
 
Spatio-Temporal Markov Chains 
 
The Markov condition assumes that, given a system with a chain of n states, the state of the 
system n+1 can be modeled as a function of the system in state n alone, without direct influence 
from n-1 other states. The probability of state x in position n+1 given all other n states is taken to 
be equal to the probability of state x given state n only. In the context of modeling land cover 
over time, the chain is a series of discrete time steps, and the state is a set of mutually exclusive 
landcover classes, as shown in Equation 1, where x is a random variable representing the state of 
the landscape, and c is the vector of possible land cover classes: 
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Given the state of the landscape at time t0 and at time t1, a matrix of transition probabilities from 
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The matrix P can be derived from data by counting the frequency of transitions in two source 
datasets at t0 and t1. Given a large enough number of time steps n, a homogenous Markov chain, 
wherein P remains constant, converges on a constant p. In the case of land cover modeling, this 
convergence, or ergodicity, may or may not represent an actual future state of the landscape. 
Exogenous factors not captured in the transitions from t0 and t1 are likely to occur, and the 
underlying changes may or may not affect a constant proportion of the land cover. Iterations far 
into the future are likely to be similarly unreliable, as the number of possible exogenous sources 
of disturbance increases over time. As Shugart, 1998 observed, recalling Cowles, convergence to 
ecological equilibrium is in the best case the convergence of a variable upon another variable, 
since change is the norm in ecological systems. 
 
While this conceptual model can capture non-spatial probabilities, land cover change is a spatial 
process, and the probability of change in a given location is affected by its proximity to other 
landscape elements and processes. The Markov chain approach can be expanded to handle 
spatial conditions by adding another dimension to the vector of random variables. Equation 4 
shows how each element in the matrix P is augmented by a second vector of possible spatial 
contexts s, so that the land cover state at time t+1 is dependent on the probability of both the land 
cover state and the spatial context at time t, where the range of i and j is the number of land cover 
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Cellular automata models of landscape change, derived from the original Game of Life (Conway, 
1976) expand spatial realism similarly, by including ancillary data such as slope and elevation 
within the representation of the spatial context of each cell. This kind of spatially enhanced 
Markov model has been used to model fire spread (e.g. Clarke et al, 1994), urbanization (e.g. 
Batty et al, 1999, Goodchild et al, 2004, Clark et al, 1998, De Almeida et al, 2005), and other 
highly spatial local phenomena.  
 
Markov Chain Models on Demand 
 
The transition probabilities between different landscape states at different discrete times (the 
matrix P in the equations above) can be inferred from observed data by counting the occurrence 
of each possible transition type within at least two sequential observations. In the case of spatial 
Markov models derived from annual MODIS land cover data, the state of the landscape at t0 and 
t1 is represented by two global gridded datasets, representing the state of the land cover in years 
zero and year one. If these annual global grids are pre-processed and published via web mapping 
services, the state of the grid cells falling with any given area at t0 and t1 is readily accessible for 
any given spatial subset, allowing landscape trends to be estimated and visualized quickly and 
easily for any given location, without the need for custom analyses or large data downloads. 
Additionally, an on-demand approach makes it possible for the model to be invoked for any 
polygonal region of interest such as an ecoregion, sub-national boundary, or national park, such 




Below we describe a proof-of-concept system that extracts local transition probabilities P from 
global data using the MODIS land cover product (Friedl et al, 2010), based on data acquired 
between 2001 and 2011. It then uses spatial contexts of land cover change to generate stochastic 
simulations of estimated future landscapes, providing a first approximation and overview of land 
cover dynamics. Current estimates of biomass at 1 km resolution (Saatchi et al, 2011, and a 
dataset derived from Kellndorfer et al, 2012), are used to project the likely changes in above-
ground biomass corresponding to the modeled changes in land cover, assuming a constant 
relationship between the per-pixel biomass and per-pixel canopy cover within the ROI.  
 
5. B. Methodology  
 
This method of deriving land cover change models is based on MCD12Q1, the MODIS land 
cover product by Friedl et al, 2010. A web-service-based model process constructs a spatial 
Markov model by querying multi-year land cover data, and extracting transition probabilities 
from those data. The spatial contexts for those probabilities are also derived and a spatial 
component added to the context definition for each transition. The steps in the process are: 
 
1. Extract the transition probabilities for t0 to t1 for each spatial context type, by counting 
the number of cases of each possible transition in reference data. 
2. For each iteration: 
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a. Simulate the state at t2 by stochastically sampling from the possible new values 
using the probability distribution associated with pixel in t1 based on its cover 
type and spatial context. 
b. For validation, compare this with the actual t2 state if it is available, using the 
Kappa statistic. 
c. Copy the state at t2 to t1. 
d. Recalculate the spatial context for t1. 
e. Repeat for a fixed number of iterations, or until the distribution of states 
stabilizes. 
 
To counteract the effect of transient pixels and pixels at the edges of ambiguous class 
boundaries, and to help address the challenge of rare transitions being insufficiently represented 
in the source data, land cover classes, as defined by the International Geosphere-Biosphere 
Programme (IGBP) and incorporated into the MOD12Q1 product, are grouped into more general 
classes, as shown in Table 1. Classes A, B, C, and D represent barren areas, grasslands, 
shrublands, and forests respectively. While Cai et al, 2014, point out that the effects of spurious 
pixel values can be reduced by ignoring illogical transitions, in this simplified scheme, there are 
plausible scenarios for transitions between all four classes, and even barren land cover could 





MODIS Land Cover Type Simplified Type 
0 Water A Barren 
1 Evergreen Needleleaf D Forest 
2 Evergreen Broadleaf D Forest 
3 Deciduous Needleleaf D Forest 
4 Deciduous Broadleaf D Forest 
5 Mixed Forest D Forest 
6 Closed Shrublands C Shrub 
7 Open Shrublands C Shrub 
8 Woody Savannas C Shrub 
9 Savannas C Shrub 
10 Grasslands B Grassland 
11 Permanent Wetlands C Shrub 
12 Croplands B Grassland 
13 Urban and Built-Up B Grassland 
14 Cropland / Natural Vegetation Mosaic C Shrub 
15 Snow and Ice A Barren 
16 Barren or Sparsely Vegetated  A Barren 
254 No data A Barren 
 




The spatial component on the model is defined within each transition type, constituting an 
additional dimension the derived transition matrix. Here we define the spatial context as the 
weighted proportion of cells adjacent to the current cell with a different land cover class than the 
current cell, using an 8-cell neighborhood, with corner cells given a lower weight as shown in 
Figure 1. The proportion value ranging from zero to one is then binned into four equal-sized 
bins, each indicating a level of divergence between the current cell and its neighbors. To reduce 
noise, cases where all cells differ from the current cell, and where no cells differ from the current 
cell, are left unchanged. 
 
 
Figure 1. Spatial neighborhood and weights. 
 
Each transition probability shown in Table 2 is extracted directly from the data by counting the 
number of cells with each state t0 in the columns, and the t1 state in the rows. By normalizing the 
number to the column total, the cell values represent the conditional probability that a cell with 
the value given in a column at time t will take on the value in the corresponding row in time t+1. 
98 
 
For example, the shaded column A0 represents the probability that a cell given value A at time 0 




A0 B0 C0 D0 
A1 P(A1| A0) P(A1| B0) P(A1| C0) P(A1| D0) 
B1 P(B1| A0) P(B1| B0) P(B1| C0) P(B1| D0) 
C1 P(C1| A0) P(C1| B0) P(C1| C0) P(C1| D0) 
D1 P(D1| A0) P(D1| B0) P(D1| C0) P(D1| D0) 
 
Table 2. Markov transition probabilities where A, B, C, and D are the four land cover classes 
(barren, grasses, shrubs, and forest), and the subscripts indicate the time step. 
 
 
To estimate the spatial component of the transition, we expand the transition matrix by including 
the distribution among possible spatial contexts within each possible transition between states, as 
shown in Table 3. As in the transition matrix, each spatial context column is normalized to sum 
to one, so each cell value represents the transition probability conditioned on both the land cover 
class and spatial context. 
 A0    
 
S0 S1 S2 S3 
A1 P(A1 | A0,S0) P(A1 | A0,S1) P(A1 | A0,S2) P(A1 | A0,S3) 
B1 P(B1 | A0,S0) P(B1 | A0,S1) P(B1 | A0,S2) P(B1 | A0,S3) 
C1 P(C1 | A0,S0) P(C1 | A0,S1) P(C1 | A0,S2) P(C1 | A0,S3) 




Table 3. Spatial context probabilities for a single land cover type, A0, where A1, B1, C1, and D1 
are the four land cover classes (barren, grasses, shrubs, and forest) at time t+1, and S0..3 are the 
four spatial context types. 
 
 
As in the non-spatial transition matrix, the probabilities are derived directly from the data within 
the region of interest. Figures 2, 3, and 4 show a sample case. Figure 2 shows a sample area in 
central Bolivia, with simplified land cover types, in the year 2001 and 2011, containing 138,228 
cells. Figure 3 shows a plot of the joint probability of the occurrence of each transition and each 
spatial context, treating the two variables as independent, as derived from the sample data. 
Figure 4 shows the transition matrix for the selected area, indicating the conditional probability 
of each transition given each spatial context.  
  
  
Figure 2. Sample rasters for t0 and t1 (2001 and 2011). 







Figure 3. Joint probabilities of transitions between land cover types and spatial contexts at t0 

































































Figure 4. Conditional probabilities of transitions from each land cover type at t0 to  































































In cases where transitions are not represented in the extracted data, the process samples directly 
from the non-spatial distribution. We assume that the discrete nature of the MODIS land cover 
data and its acquisition and derivation methods adequately capture the dynamics of the 
underlying landscape. Within the production algorithm of the dataset, multi-year (3-year) 
processing is included to reduce the effects of spurious pixel values (Friedl et al, 2010), but 
events occurring between the starting and ending observations, and within each land cover type, 
are not reflected in this model. Further, the model is indifferent to the underlying reasons for 
transitions between states.  
 
The minimum number of cells or patches for the Markov approach is not investigated here; the 




 range, which is assumed to be a 
sufficiently large number. The model also uses a simplified representation of spatial context that 
can be quickly calculated for any location globally based on the MODIS data. Additional data 
that can affect transition probabilities, such as proximity to roads, which is a strong driver of land 




The supporting infrastructure for the on-demand spatial Markov models includes several gridded 
datasets that were pre-processed and published as web mapping services. Annual global land 
cover (MCD12Q1) datasets from 2001 to 2011 were resampled using majority sampling, 
mosaicked and re-projected, aligned to a common pixel boundary, and published via server 
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software for on-demand access. MOD44B, percent tree, was resampled using bilinear 
interpolation, mosaicked, reprojected and aligned similarly. MODIS-based datasets were 
resampled to 1 km resolution to match the available above-ground biomass data. When 
predicting land cover without predicting biomass, MCD12Q1 data from 2001 to 2011 were used; 
when estimating biomass, the overlapping range between MCD12Q1 and MOD44B of 2002 to 
2010 was used. 
 
To estimate biomass change over time, we used year 2000 Southern-Hemisphere biomass as 
estimated at 1 km resolution by Saatchi et al, 2011. At the time of this work, there was no 
generally-available 1 km biomass dataset for the Northern Hemisphere, however, 30 m 
resolution above-ground biomass estimates for the year 2000 are available for the coterminous 
United States in the National Biomass and Carbon and Dataset (NBCD) by Kellndorfer et al 
2012. To obtain global coverage for the on-demand spatial Markov model system, and for the 
estimated trends in local biomass that is part of its output, we created a provisional Northern 
Hemisphere biomass dataset by extrapolating from the NBCD data, using a random forest model 






Temperature standard deviation WorldClim, Hijmans et al, 2005 
Mean temperature WorldClim, Hijmans et al, 2005 
Precipitation coefficient of variation WorldClim, Hijmans et al, 2005 
Mean precipitation WorldClim, Hijmans et al, 2005 
Percent tree MOD44B, Hansen et al, 2003 
Net primary productivity MOD17B, Running et al, 2004 
Greenness change 
GIMMS 30 year NDVI delta (2006-1986), 
Tucker et al, 2005. 
Height Simard et al, 2011 
Elevation SRTM as processed by Jarvis et al, 2008 
Land cover type Friedl et al, 2010 
Compound terrain index Hydro1k, Verdin et al 2011. 
 
Table 4. Predictors used to extrapolate biomass estimates from Kellndorfer et al, 2012, to the 





Using the Orange machine learning library (Demšar et al, 2013), we evaluated models 
constructed using a support vector machine, linear regression, piecewise linear regression, a 
single regression tree, and a random forest. Using three-fold cross validation on a set of 9,163 
randomly located samples, we found the random forest regression model had the lowest error 
and the highest coefficient of determination as shown in Table 5. 
 
Method RMSE  R
2
 
Random Forest 45.1% 0.63 
SVM Regression 58.1% 0.38 
PLS Regression 47.0% 0.59 
Regression Tree 73.8% 0.00 
Linear Regression 47.0% 0.59 
 
Table 5. A comparison of candidate models used to predict biomass. 
 
Figure 5 shows scatterplots of each predictor with biomass from the NBCD data by Kellndorfer 
et al. Points are colored by IGBP land cover type; the bottom right plot shows the random forest 




Figure 5. Predictors used to build a random forest model for estimating northern hemisphere 
biomass from NBCD data by Kellndorfer et al, 2012.  
 
For each ~1 km Northern Hemisphere pixel not covered by the Saatchi et al dataset, the predictor 
variables were used to derive the random forest classifier to arrive at an estimate of above-
ground biomass. The result is a global baseline 1 km value used to estimate the effects of land 







To predict future biomass for the on-demand system, the basic spatial Markov framework 
described above is extended as shown in Figure 6, and described below: 
 
1. Annual MCD12Q1, MOD44B, and one-time estimated above-ground biomass are 
accessed on demand via web service, using the region of interest received as an input 
parameter from a client process, and simplified rasters are extracted for t0 and t1.  
2. A spatial context raster is created from the t0 raster by calculating the proportion of 
neighbors different from each cell, and binning the value into one of four equal-sized 
bins. 
3. For each combination of land cover type and spatial context at t0, and land cover type at 
t1, a conditional transition probability is calculated. If the number of observations falls 
below 30, the probability of a transition without regard to spatial context is substituted. 
4. For water pixels and isolated pixels, the transition probability is set to zero.  
5. The canopy cover per land cover type and biomass per land cover type pixel within the 
region of interest is calculated. 
6. The future state of the landscape is estimated stochastically by selecting from the given 
future states with the conditional probabilities derived in step 3. 
7. Using the values calculated in step 5, the total canopy cover and biomass is calculated at 




Figure 6. Process used to generate spatial Markov models on demand,  




While the processes underlying deforestation are often rapid, including anthropogenic or natural 
disturbances, afforestation and reforestation may be slow, as the growth rates of trees are such 
that it may take 10 years or more for a tree to grow to 5 m (for example, see Gutsell and Johnson, 
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2002). The 2001 to 2011 date range just brings the MODIS dataset into the timespan wherein 
both afforestation and reforestation are detectable. This presents a challenge, as the commonly-
used method of building a model to predict a known state is not available because it requires 
source data that cover a longer time span. We proceed with validation using timespans shorter 
than 10 years on the assumption that this may somewhat overestimate the error, particularly in 
rates of afforestation. When the on–demand system is run normally, it uses the full available 
temporal range. 
 
Verifying the generated models, that is, ensuring that the models can approximate their source 
data, can be done with a 10 year time frame, and we chose 2001 to 2011 for this purpose. To 
validate the models by comparing them with independent test data, we used four-year 
increments, building the models with t0 set to 2002 and t1 to 2006, then using those models to 
predict t2 at 2010, for which the independent MCD12Q1 product and cotemporaneous MOD44B 
are available. Following the methods described in Congalton and Green, 2009, we evaluate the 
verification and validation steps using categorical error matrices, from which overall accuracy, 
per-class user’s and producer’s accuracy, and kappa statistics were derived. We estimated kappa 
(adapted from Congalton and Green, 2009) as: 
 
 





…where :; is an estimate of Kappa, n is the number of observations, nii are the diagonal (correct) 
values of the error matrix, ni+ are the row totals (estimated classes), and n+i are the column totals 





To evaluate the models generated by the on-demand process, we chose 10 study areas from 
diverse biomes, as shown in Figure 7 and Table 6. We refer to them by number in the subsequent 
figures and discussion. 
 
Site Description Coordinates 
1 British Columbia, Canada  123W 52N 121W 54N 
2 New England, USA  74W 42N to 72W 44N 
3 Amazon Basin, Central Brazil  64W 10S 62W 8S 
4 Northern Argentina  62W 27S 60W 25S 
5 Gabon, Central Africa  13E 0 15E 2S 
6 East South Africa 29E 25S 31E 23S 
7 Eastern Russia  33E 56N 35E 58N 
8 Eastern India  83E 20N 85E 22N 
9 Central China 106E 33N 108E 35N 
10 Borneo 112E 0N 114E 2N 





Calibration and Verification 
 
Sites 2 and 3 were used as calibration sites, and the parameters of the model that visibly affected 
the results, and that affected the accuracy statistics, were adjusted. The accuracy statistics 
 
Figure 7. Study sites. 
 
described above were calculated by comparing the 2011 data to the results from running the 
model for one time step to the 2001 data, resulting in reference and simulated rasters which were 
compared. The model was calibrated by selecting the measure of spatial context (the proportion 
of cells within the window that have a different land cover type than the current cell); the number 
of categories used to characterize the spatial context (four); and the treatment of water bodies 




Effects of Region of Interest 
 
Because the transition probabilities are extracted from the t0 and t1 by counting the number of 
cases of each of the possible transitions, the probabilities are highly sensitive to the exact area 
selected as an input, which may vary widely depending on the region of interest. An example is 
shown in Figure 8. Different areas within the same larger area exhibit different land cover trends, 
and that difference is determined only by the different input boundaries. This is an example of 
the modifiable unit area problem (Fotheringham et al, 1991). The on-demand architecture allows 
the system user to specify the exact input boundaries, which should help ensure that the derived 








     
 
Figure 8b. 1x2 degree cell input (left-hand 




Figure 8c. 1x2 degree cell input (right-
hand side): estimated biomass increase of 
about 1%. 
 
Figure 8a, b, and c. An example of the effect of different sub-regions of interest on model results. 
Key: black=barren; red=grasslands; yellow=shrublands; green=forested. 
 
 




Using the validation methods described above, generating a model from 2002 and 2006 and 
using it to predict 2010, then comparing 2010 to the actual 2010 data, for the sample sites, the 
non-spatial results show an R
2
 of 0.99 and an RMSE of 15.7% of the mean pixel count for each 





Figure 9. Projected versus actual pixel counts per class and site (n=40),  
RMSE= 2,234 or 15.7% of the mean reference value. 
 
Kappa, which measures per-pixel agreement, is shown in Figure 10 for each site. A positive 
value indicates agreement, with values closer to 1 indicating more complete agreement, 1.0 being 




Figure 10. Kappa calculated for each site. 
 
Figure 11 shows the error matrix for all sites taken together, indicating an overall agreement of 




   2010 predicted  Barren Grasslands Shrublands Forest 
 Barren 5530 402 514 2297 0.63 
Grasslands 263 40733 18184 16379 0.54 
Shrublands 149 10330 94194 27372 0.71 
Forest 1365 7642 15849 334797 0.93 
 
0.76 0.69 0.73 0.88 0.83 
 






























































































































Sample Outputs and Biomass Trends  
 
The above-ground biomass trends resulting from the validation cases are shown in Figure 12. 






Figure 12. Estimated above-ground biomass trends per study site,  
with trends starting in 2002 to 2010, in 10
6





Figure 13 shows examples of landcover simulations without biomass estimations for a longer 
period, and the transition matrices used to estimate them are shown in Figure 14. 
 

























Key: Black=barren; red=grasslands; yellow=shrublands; green=forested. 
 






 Transition Matrix Trend 
1 
 0 1 2 3 
0 0.863 0 0.01 0.033 
1 0 0.21 0.05 0.005 
2 0.008 0.232 0.225 0.028 






 0 1 2 3 
0 0.949 0 0 0.002 
1 0 0.503 0.113 0.003 
2 0 0.307 0.615 0.016 







 0 1 2 3 
0 0.818 0.001 0.001 0.001 
1 0.012 0.367 0.224 0.037 
2 0.044 0.588 0.701 0.146 
3 0.126 0.044 0.074 0.816 
  
4 
 0 1 2 3 
0 0.997 0 0 0 
1 0 0.535 0.174 0.041 
2 0 0.422 0.398 0.129 




 0 1 2 3 
0 0.998 0 0 0 
1 0 0.137 0.043 0.001 
2 0 0.234 0.145 0.007 






 0 1 2 3 
0 0.25 0 0 0 
1 0.188 0.572 0.252 0.057 
2 0.375 0.409 0.729 0.346 




 0 1 2 3 
0 0.931 0 0.001 0.003 
1 0.001 0.234 0.109 0.001 
2 0.009 0.467 0.447 0.022 




 0 1 2 3 
0 0.947 0 0 0.026 
1 0.017 0.702 0.253 0.016 
2 0.022 0.294 0.602 0.292 
3 0.014 0.004 0.144 0.665 
  
9 
 0 1 2 3 
0 0.955 0 0 0 
1 0 0.781 0.137 0.009 
2 0 0.022 0.033 0.003 
3 0.045 0.196 0.83 0.988 
  
10 
 0 1 2 3 
0 0.969 0 0.085 0.002 
1 0 0.067 0.038 0.001 
2 0 0.033 0.038 0.001 




   
Key: Black=barren; red=grasslands; yellow=shrublands; green=forested. 
 





   
Key: Black=barren; red=grasslands; yellow=shrublands; green=forested.
 
 
Figure 15. Input area and estimated biomass from a model derived for a  
polygonal region of interest. 
 
Figure 15 shows and example of a spatial realization for an administrative area, Rodonia, Brazil, 
with t0 of 2002, t1 of 2006, projected to 2018. This is an example of using an arbitrary input 
polygon to derive a spatial Markov model that is sensitive to the boundaries of a region of 
interest. The approach can also be used with fixed grids or other tessellations, as in Figure 16, 
which shows results for 2x2 degree grid cells run globally, and projected biomass change for 10 








2006 2010 2014 2018




Figure 16. Global projected biomass trends calculated at 2x2 degree cell resolution.  
Red indicates above-ground biomass decrease, and green  
indicates an increase in above-ground biomass.  
 
5. D. Conclusion 
 
In this paper we demonstrated a method of creating and running spatial Markov models on 
demand, and using them to infer trends in biomass over time. This approach eliminates some of 
the practical barriers to easily estimating future trends in above-ground carbon sequestration. 
Instead of requiring expensive desktop software, time consuming data downloads, re-projection, 
and other data management tasks, the on-demand approach estimates the trends and simulates 





area takes about 20 seconds to run, from end to end). The techniques employed have been long-
time components of the landscape modeling toolbox; making them available online may help 
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make them more readily accessible to a broader range of end users than more specialized 
landscape modeling tools.  
 
When the system is used to predict forested areas for the temporal range within which reference 
data are available, the coefficient of determination is ~0.99, and the RMSE is 15.7% of the mean 
reference pixel count, across 10 sample sites and four land cover types. The spatial prediction 
shows moderate per-pixel accuracy across most of the study sites. Over longer timeframes, 
model accuracy is likely to decrease as additional sources of disturbance and climatic change 
occur that are not captured in the initial time-steps used to create each model.  
 
In the future, we expect that this approach can be improved substantially. The current availability 
of global road network data (for example, Open Street Map, openstreetmap.org) suggests that the 
accuracy of the system could be improved by incorporating distance to roads among its set of 
spatial predictors, using on-demand access to road network data. As more years of MODIS land 
cover data accumulate, we also expect the value and reliability of the predictions to increase. 
Additional enhancements include optimizing the simplification of land cover classes based on 
the land cover classes present in each input area. Similarly, optimizing the definition of each 
spatial and temporal neighborhood to account for the differing rates of change in different 
regions of interest should also improve the relevance and accuracy of the results. 
 
The current usefulness of the system to predict trends in biomass globally is limited by the 
availability of global and multi-temporal biomass datasets that align with the available land 
cover data. Biomass estimation and measurement are currently an active area of research, and we 
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expect that, as more global biomass datasets become available and can be used to further 
supplement the biomass component of the system, it should be possible to increase its 




Chapter 6. A Framework for On-Demand Canopy Mapping 
 
 




Web services for mapping applications are an increasingly integral part of mapmaking in a 
connected world. The on-demand approach to forest canopy mapping improves the availability 
and ease-of-access for certain datasets and algorithms that would otherwise be more difficult to 
create or access. In this paper we describe integrating these services using web mapping tools, 
integrating custom software as needed. Each of these services in turn uses other services when 
possible, in a chain of service requests that help ensure a maximum amount of information is re-
used. Using common data exchange formats enables integration of information on vegetation for 






6. A. Introduction 
 
On-demand processing brings a number of new methods to vegetation mapping such as 
downscaling data to very high resolution, executing ad-hoc predictive models, and simulating 
individual trees. A number of components are required to support these capabilities: web map 
services make large raster datasets available in a queryable format; web-server based 
applications implement application logic required to perform dynamic operations; and 
independent client software makes use of the output either for display or for additional 
processing. In this paper we describe an implementation of this architecture that uses a mix of 
proprietary and open-source tools. 
 
6. B. Architecture 
 
The architecture of the on-demand system is shown in Figure 1. A suite of web mapping services 
make data available from multiple global, continental, and national datasets that are not available 
elsewhere. For data that are already published, additional map services are accessed from other 
remote servers. A local database and the local file system store additional non-raster data such as 
waveform lidar records, individual tree records, or other non-gridded spatial data. A central web 
application fuses these different data sources as needed to generate result sets. It is comprised of 
both the primary application logic and interfaces to the web mapping services, the file system, 
the spatial database, and to client software in the form of text data in JSON (JavaScript Object 
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Notation) format. These results sets are then integrated with map services in a client application 
that synthesizes these disparate data sources. 
 






The web application is the core of the system, and performs the operations described in the 
previous chapters. It requires as inputs a region of interest (ROI), ROI geometry type, and an 
operation type parameter which defines the requested operation. The ROI can be defined as a 
point, which is interpreted as a square polygon of a minimum size (30 m x 30 m); as a simple 
closed polygon; as a transect, which is interpreted as a polygonal buffer of 30 m around a line; or 
as a rectangle.  
 
Results include the data results of the operation in JSON format, links to an image or KML 
(Keyhole Markup Language) format output file, and metadata about the results. Output files are 





The user interface component is decoupled from the web application. This allows the same 
underlying services to support either this user interface, or external applications or models. In 
addition to submitting requests and displaying responses, it includes additional ancillary features 
such as an address geocoder for searching named locations; a basemap selector; and a layer 
selector for ancillary datasets including field data, lidar CHMs, MODIS datasets, and Landsat-




Figure 2 shows the default user interface. The left-hand side of the screen specifies the input 
parameters of the request; the center panel provides an interactive area for spatial selection and 
spatial results, and the right-hand panel displays the non-spatial results and links to additional 







Figure 2. User interface for web services. 
 
Database and Map Services 
 
The primary non-raster data elements needed for the on-demand system are a database of field 
plots and tree measurements, and a database of lidar waveforms. Each are treated as relational 
database rows with point geometry containing the location of plot or waveform. Ancillary data 
such as that required to partition waveforms by landscape class, or to query field plots by 
maximum height, are added as column attributes to the point data, based on their intersection 
with the relevant raster or polygonal source datasets.  
 
Map services for the system include: 
 
Reference field data (polygons with fielded attributes, display only) 
Reference lidar data (1 m resolution canopy height models, display only) 





Saatchi et al above-ground biomass 
Biomass extrapolated from Kellndorfer et al 
Canopy height by Simard et al, 2011 
WWF Ecoregion polygons 
Waveform key raster 
 
The following technologies were used to develop and deploy the web application and user 
interface: 
 
Microsoft Visual Studio 2008 (application development) 
C# .NET (web service applications) 
Windows Server 2008 with IIS 7 (web application server) 
ArcGIS Server 10.0 (map services) 
ArcGIS Desktop 10.0 (spatial data pre-processing) 
ArcGIS JavaScript API (web user interface) 
Python 2.7 (data processing) 
Orange Machine Learning Library (statistical analysis) 
R 3.1.1 and ggplot2 (output plots) 
Postgres with PostGIS spatial extensions (spatial database) 





6. C. Summary 
 
These components together provide a framework for on-demand vegetation mapping, wherein 
different methods can be interactively explored. A visual interface provides a context within 
which results can be evaluated quickly for obvious inaccuracies or limitations. The web services 
are decoupled from the user interface for use in other applications or models, improving 
opportunities for reuse. An additional advantage of the on-demand approach is that new datasets 
can be incorporated as they become available, with minimal changes. While the methods 
demonstrated here are too computationally demanding to be integrated as dynamic map layers 
using readily-available resources, as faster computational resources become widely available and 
as algorithms improve, it may be possible to invoke them as part of interactive web maps, so that 
model results can be seamlessly integrated into data analyses and visualizations. This should 





Chapter 7. Conclusion 
 
 
The technological landscape that undergirds the management and analysis of remote sensing 
datasets is changing rapidly. As computational power increases, attention tends to be focused on 
harnessing the latest advances in storage and processing required to keep pace with the 
increasing volume of observational and modeled data being gathered and generated. However, 
the increasing connectivity between sources of data also lets us work more efficiently, by 
processing small datasets on demand, integrating them dynamically from varied sources. Instead 
of generating wall-to-wall datasets, some of which may never be used at their full resolution and 
coverage, we can generate data when they are needed, ensuring that only required data are 
processed. Instead of limiting results to a fixed and pre-determined grid, on-demand simulation 
allows us to estimate the attributes of phenomena as they exist in the field. Instead of generating 
one-time estimates and models, we can generalize models such that they can be used for arbitrary 
areas dynamically, ensuring the data are relevant to the exact requirements of each user. In this 
dissertation we investigated ways of applying these aspects of on-demand processing to 
problems in forest canopy mapping, and showed how they can expand the resolution and 
coverage that can be encompassed by existing datasets, and how they can make some modeling 
methods more readily accessible.  
 
In addition to the specific examples here, these approaches hold some promise for other aspects 
of data processing that could significantly expand the range of ecological information we are 
currently able to glean from remotely sensed data, in ways that are similar to those that have 
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already been applied to other kinds of geographic information. Generating datasets on demand 
for flexible regions of interest, using fusion methods that can be defined dynamically, can be 
applied to many problems in remote sensing. The ability to chain together discrete parts of a 
processing pipeline on demand, for example, could allow researchers developing dependent parts 
of remote sensing products to combine their efforts more easily. As research that is focused on 
each part of the pipeline advances, the others could be updated quickly, without having to re-
implement each dependent solution. 
 
Using on-demand processing to address problems of scale also suggests some promising areas of 
methodological innovation. The modifiable area unit problem is one that arises frequently when 
processing spatial data; if more datasets were processed dynamically, the effects of scale and 
area selection could be reduced, if source data at fine-grained resolution are combined 
dynamically to suit the aggregations applicable to each user’s scale and area of interest.   
 
Another especially promising area is the ability to build and invoke machine learning algorithms 
and classifiers on demand. This may help make many algorithms used to derive static data 
products available in a dynamic context. The on-demand approach also makes it easier for 
applications to cross disciplinary boundaries. Various strands of remote sensing research tend to 
involve different communities with different expectations and backgrounds. Yet all earth system 
phenomena are interrelated, and real-world problems often require that we jump across 
disciplinary boundaries to understand and model them correctly. On-demand processing can help 
make this possible by letting users of geographic datasets be insulated from more of the 
practicalities of deriving them. This approach is well underway in many aspects of web mapping; 
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expanding this flexibility to other aspects of generating and using spatial data more broadly 
should offer many further improvements to our collective efforts to understand, map, and live 
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