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We investigate theoretically the dynamics of a spin-orbit coupled soliton formed by a self-
interacting Bose-Einstein condensate immersed in a random potential, in the presence of an artificial
magnetic field. We find that due to the anomalous spin-dependent velocity, the synthetic Zeeman
coupling can play a critical role in the soliton dynamics by causing its localization or delocalization,
depending on the coupling strength and on the parameters of the random potential. The observed
effects of the Zeeman coupling qualitatively depend on the type of self-interaction in the condensate
since the spin state and the self-interaction energy of the condensate are mutually related if the
invariance of the latter with respect to the spin rotation is lifted.
I. INTRODUCTION
The ability to emulate spin-orbit coupling (SOC) and
the Zeeman interaction in Bose-Einstein condensates
(BECs) [1–5] has raised a great interest in the interplay
of nonlinear phenomena and spin dynamics of these sys-
tems. These effects include the creation of solitons [6–10],
vortices [11–16], localized spinful structures [17–21], en-
hanced localization [22], bound states in continuum [23],
and collapsing solutions [24–26]. This research greatly
extends the understanding of solitons in other systems,
such as nonlinear photonic lattices [27–32]. In addition,
the studies of disorder potentials which can be produced
experimentally, have demonstrated a strong qualitative
interplay between nonlinearity and quantum localization
[33–35].
In this paper we address the motion of a bright soli-
ton in a BEC with attractive interaction, the dynamics
of which can be strongly affected by the disorder and the
SOC, even in the semiclassical regime (as considered in
the present paper), where quantum effects are not suf-
ficiently strong to induce Anderson localization [36–38].
These effects can be experimentally observable to show
how the soliton propagation in a random potential can be
affected by the SOC and the condensate self-interaction.
II. BEC-SOLITON IN A RANDOM
POTENTIAL: MODEL AND MAIN
PARAMETERS.
We consider a quasi one-dimensional BEC [39] with
SOC forming a soliton due to the internal self-attraction
and affected by a synthetic Zeeman field and by a spin-
diagonal disordered potential [40]. The two-component
spinor wave function ψ(x) ≡ [ψ1(x), ψ2(x)]T, where x ≡
(x, t), characterizing a pseudo-spin 1/2, is normalized to
unity, and obtained as a solution of the time-dependent
Gross-Pitaevskii equation
i~∂tψ =
[
~
2kˆ2
2M
+ ασz kˆ +
∆
2
σx + U(x) +H
int
]
ψ, (1)
with the self-interaction term: H intλλ = g |ψλ|2 + g˜ |ψλ′ |2,
and H intλλ′ = 0, where λ, λ
′ = 1, 2, and λ 6= λ′. Here M
is the particle mass, kˆ = −i∂/∂x, α is the SOC con-
stant, σz and σx are Pauli matrices, ∆ is the Zeeman
splitting, U(x) is the random potential, and g and g˜ are
the interaction constants including the total number of
atoms in the condensate. Hereafter we use the units with
M = ~ ≡ 1.
The intra-component coupling g is assumed to be neg-
ative, g < 0, and equal for the two components. The
inter-component coupling g˜, will be considered for two
limiting cases. First, for g = g˜ the system self-interaction
energy is invariant with respect to the global spin rota-
tions [41, 42]. In this case and in the absence of U(x) and
spin-related interactions with ∆ = α = 0, the ground
state is given by:
ψgr =
√−g
2 cosh [2(x− x0)/g]
[
cos(θ/2)eiφ
sin(θ/2)
]
, (2)
where x0 is a position of the soliton center and angles θ
and φ characterize the pseudospin direction. Second, we
consider the case of a vanishing cross-spin coupling with
g˜ = 0, where this invariance is lifted.
The potential U(x) is produced by N ≫ 1 “impurities”
of the amplitude U0 with uncorrelated random positions
2xj as:
U(x) = U0
N∑
j=1
sjf (x− xj) . (3)
Here sj = ±1 is a random function of j with
∑N
j=1 sj = 0,
resulting in the spatially averaged 〈U(x)〉 = 0. The mean
linear density of impurities is given by n¯ = N/L, where
L is the sample length. The shape of a single impurity is
given by f (z) = exp
(−z2/ξ2) with constant ξ ≪ L.
In order to describe the dynamics of a soliton (or, more
generally, a localized wavepacket) in the random poten-
tial we explore the integral quantities O(t) associated
with each observable Oˆ and defined by
O(t) =
∫ ∞
−∞
ψ†(x)Oˆψ(x)dx. (4)
In particular, defining the total soliton momentum k(t)
and the force F (t), for which Oˆ in (4) is substituted by kˆ
and by Fˆ ≡ −dU(x)/dx, respectively, and using Eq. (1),
it is straightforward to verify the Ehrenfest-like relation
dk(t)
dt
= F (t). (5)
As a reference point for the following discussion we
consider as the initial state an eigenstate of the Hamil-
tonian (1) with α = ∆ = 0, of the form ψin(x) =
ψ0(x) [1, 0]
T, i.e. ψ0(x) is a stationary solitonic solu-
tion in the U(x)−potential. To produce this solution,
we start with the state (2) with θ = φ = 0 and adiabati-
cally switch on U(x), in order to project the initial soliton
into a stationary state at equilibrium with the random
potential. Figure 1 shows a realization of U(x) and the
density of the soliton prepared with this protocol. This
soliton is localized near a potential minimum and subse-
quent dynamics is induced by switching on the SOC and
the Zeeman field.
We explore the spin state with the density matrix ρ(t) :
ρ(t) =
∫
ψ(x)ψ†(x)dx. (6)
The rescaled purity P (t) = 2trρ2(t) − 1 is the square of
the spin length, P (t) =
∑
i(σi(t))
2, with the spin com-
ponents σi(t) = tr (σiρ(t)), which can also be obtained
with Eq. (4).
In order to characterize the evolution of the system we
consider the center of mass position X(t) defined with
Oˆ = x in Eq. (4). Then, the velocity of the wavepacket,
described by Eq. (1), defined as v(t) = dX(t)/dt, is given
by the relation
v(t) = k(t) + ασz(t). (7)
Notice that this formula, which includes the anomalous
term ασz(t), well-known in the linear theory [43–45], re-
mains valid for nonlinear model (1). According to Eq.
U(x)
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FIG. 1: Density of the initial state (in arbitrary units) for
g = g˜ = −5, for a realization of disorder with U0 = 0.01,
n¯ = 10, and ξ = 1, shown in the inset.
(5), the soliton momentum evolves due to the random
potential. Correspondingly, this contributes to the spin
precession due to the SOC.
Since the Hamiltonian (1) depends on many param-
eters, we consider only the case of a “narrow” soliton,
having the width much less than ξ, and assuming that
it is stable against the collapse due to the presence of
the transverse degrees of freedom [46]. For a smooth
random potential, the radiation from such a soliton is
negligible, its dynamics is close to adiabatic, and the
derivative dX(t)/dt truly characterizes the soliton veloc-
ity. Remarkably, for the chosen parameters, the disorder
potential has almost no effect on the shape of the soli-
ton. Here, the effective potential V (t), computed with
Eq. (4) for Oˆ = U(x) is very close to U(X(t)), and for a
weak random potential, where α ≫ k(t), one estimates
k(t) ≈ α [U(X(0))− U(X(t))] , as follows from Eqs. (5)
and (7). For the numerical analysis we consider a single
typical realization of disorder in Fig. 1, and use ξ as the
unit of length. With the accepted units M ≡ ~ ≡ 1, the
units of energy and time become 1/ξ2 and ξ2, respec-
tively.
III. MOTION OF SOLITON
A. Localization by Zeeman field.
We begin with the symmetric g = g˜ case. For ∆ = 0
and α > 0, the spin component σz(t) is conserved, i.e.
σz(t) ≡ 1 for the initial condition ψin(x) and the soliton
will start to displace to the right, owing to the spin de-
pendent velocity (7). For a small α, the soliton undergoes
harmonic oscillations in the vicinity of the initial position
because ψin(x) is centered in the local minimum of the
potential. However, for α larger than a critical value,
as discussed below the soliton moves over long distances
until it encounters a sufficiently strong peak of the po-
tential, that can stop it and reverse its motion resulting
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FIG. 2: (a) Position of the soliton center of mass as a function
of time for different ∆ (marked in the plot), g = g˜ = −5,
and α = 0.4. Panel (a) shows that for ∆ = 0 the soliton
travels a long distance, whereas switching on the Zeeman field
eventually traps it. (b, c) Density plots of the two spinor
components in the (t, x)−plane for ∆ = 0.1.
in essentially nonlinear oscillations.
Figure 2 describes the dynamics of the soliton for
α = 0.4 at different values of ∆. The plot shows that,
whereas for ∆ = 0 the soliton moves a long distance
through the disordered potential until it is reflected by a
large fluctuation of U(x), the presence of a Zeeman field
inhibits the propagation, and eventually traps it, for suf-
ficiently large values of ∆ (= 0.8 in this plot).
In order to better understand this effect of the
Zeeman field, we consider Eq. (7) for the veloc-
ity, along with the evolution of the spin components.
To describe the spin evolution we assume the adia-
batic approximation for the soliton evolution (conserv-
ing the shape of equal densities of both spin states):
ψad(x) = ψ0(x − X(t)) exp(ik(t)x)χ(t), where χ(t) ≡[
cos(θ(t)/2)eiφ(t), sin(θ(t)/2)
]T
describes corresponding
evolution of the spin state. Here “fast” degree of free-
dom corresponds to the shape of ψ0(x − X(t)), while
“slow”, lower energy degrees of freedom are described
by k(t) and χ(t)−dependencies. In order to define the
adiabatic evolution of the spinor χ(t) we perform spatial
“averaging” by multiplying (1) by ψ0(x −X(t)) and in-
tegrating over x. This gives us an effective Hamiltonian
Hs(t) = (Ω(t)σ)/2 for the spin motion in a synthetic
random Zeeman field as Ω = (∆, 0, 2αk(t)), corresponds
to the rotation with the rate Ω = (4α2k2(t) + ∆2)1/2
around the randomly time-dependent axis n = Ω/Ω.
The validity of the adiabatic approximation is corrob-
orated by the fact that the spin state is always close to
a pure one (Fig. 3(a)), and the spin is close to the Bloch
sphere. In addition, our numerical results show that the
shape of the soliton (not shown in the Figures) remains
practically unchanged up to t = 300. As a result, the
velocity (7) self-consistently depends on the evolution
of the random effective “magnetic” field. For a large
∆ ≫ α|k(t)|, the spin is controlled by the Zeeman cou-
pling with σz(t) ≈ cos (∆t) and, according to Eq. (7), the
velocity behaves as v(t) ≈ α cos(∆t). For ∆ ∼ α|k(t)|, the
behavior of observables becomes much more complicated.
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FIG. 3: (a) Rescaled purity of the spin state for different ∆
(marked in the plot). The spin is always close to the Bloch
sphere, P 1/2(t) ≈ 1. (b) Evolution of the z-component of the
spin which enters the soliton velocity, see Eq. (7). In both
plots α = 0.4 and g = g˜ = −5.
Since we consider a narrow soliton with the self-
interaction energy conserved under the total spin rota-
tions, we can introduce a conserved “low-energy” quan-
tity ǫ0 obtained as the average (1) of the linear part
of the Hamiltonian for the adiabatic soliton ψad(x),
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FIG. 4: Phase trajectory for the values of SOC and Zeeman
field marked in the plot for t < 190. The filled circle describes
(X(0), v(0))−point. The oscillation frequency for α = 0.1 is
ωs = 0.094, in a good agreement with ∼ n¯
1/4U
1/2
0
estimate.
All plots correspond to g = g˜ = −5.
i.e. ǫ0 =k
2(t)/2 + ασz(t)k(t) + ∆σx(t)/2 + U(X(t)).
Taking into account that σz(t) = cos θ(t), σx(t) =
sin θ(t) cosφ(t), the conservation of ǫ0 (verified in the adi-
abatic approximation) can be presented as
v2(t)−α2σ2z(t) +∆σx(t) = 2 [U(X(0))− U(X(t))] , (8)
with the velocity v(t) given by Eq. (7). The value
Uinv of the potential that is sufficient to invert the
soliton dynamics, that is v(t) = 0 at the point where
U(X(t)) = Uinv, is obtained by minimization of the sum
of the spin-related terms in Eq. (8). Since this minimum
is achieved at cosφ = −1 and sin θ = min(∆/2α2, 1) we
obtain Uinv = U(X(0))+
(
α2 +∆2/4α2
)
/2 for ∆ < 2α2,
and Uinv = U(X(0)) + ∆/2 for ∆ ≥ 2α2. Nevertheless,
these conditions are not necessary, and the soliton can
be stopped already at U(X(t)) < Uinv. At ∆ = 0 we ob-
tain Uinv = α
2/2+U(X(0)), corresponding to Fig. 2(a),
where Uinv − U(X(0)) = 0.083 for α2/2 = 0.08.
Before discussing other effects, we consider the possi-
bility of experimental realization of the presented system.
We remind that the physical units of length and time
here are ξ and tξ ≡ Mξ2/~, respectively. The resulting
coupling constant g is approximately 2a/ξ × (ξ/ξ⊥)2N ,
where ξ⊥ is the transversal confinement length, a is the
interatomic scattering length (e.g., [47]), and N is the
total number of atoms in the condensate. A typical
value of ξ = 3 µm, with M being the mass of 7Li atom
[6], corresponds to tξ ≈ 1 ms and the unit of veloc-
ity ξ/tξ ≈ 0.3 cm/s, meaning that our results imply a
relatively weak synthetic spin-orbit coupling. The rel-
evant time scale of the studied dynamical phenomena,
being of the order of 100 tξ, is, therefore, within the ex-
perimental lifetime of an attractive condensate (see e.g.
[48]). For typical values of a of the order of −5 × 10−8
cm [49, 50] and for a strong confinement (ξ/ξ⊥)
2 ∼ 10,
we obtain that the required g = −5 can be achieved at
N ∼ 1.5 × 103 particles in the condensate. Under these
conditions the mean field approach is still well applicable
since N × (|a|3/ξξ2⊥) ∼ |g| × (a/ξ)2 ≪ 1.
B. Delocalization induced by spin resonance
Here we will show that in a certain regime, depending
on the oscillation frequency, the Zeeman coupling and
the SOC, the soliton motion can be characterized by a
resonance caused by spin rotation in the Zeeman field.
Since this resonance occurs in a nonlinear system, it can-
not greatly increase the oscillation amplitude, but it is
sufficient to delocalize a soliton in the case of interest.
Although in a disordered potential the spin resonance
is hardly exactly predictable, it is possible to analyze
its effects semiquantitatively. The oscillation frequency
ωs = 2π/T with the period
T = 2
∫ b
a
dx
v(x)
, v(x) ≡
√
2(U(0)− U(x)) + α2, (9)
where at the turning points v(a) = v(b) = 0. Introducing
the critical value α2c = 2[U(xr) − U(X(0))], we obtain
ωs ∼ ω0/ ln
[
αc (αc − α)−1
]
, where ω0 ∼ n¯1/4U1/20 is the
oscillation frequency near the minimum. Here xr is the
position of a strong peak preventing the escape of the
soliton (e.g., in Fig. 1, xr ≈ 2.7). The resonance between
the spin and the orbital motion is expected at ωs ∼ ∆.
Figure 4, where we show the velocity as a function of
the center of mass position, demonstrates that the inter-
play between the SOC and the Zeeman field can indeed
delocalize the soliton. For example, for α = 0.2, the de-
localization takes place in the range 0.05 < ∆ < 0.28.
Notice that the escape time, velocity, and the direction
are random.
C. Vanishing cross-spin coupling, g˜ = 0
Now we consider the major differences brought about
by the coupling, when only the diagonal self-interaction
g is present. For a direct comparison, we begin with the
same initial condition as at g˜ = g, that is ψin(x). For
this realization of nonlinearity, a spin rotation, making
σz(t) considerably different from 1, requires a larger ∆
to provide the energy for population transfer between
the spinor components ψ1(x) and ψ2(x). In order to
estimate this Zeeman field and to understand the inter-
play between the spin rotation and self-interaction, we
assume for the moment U0 = α = 0, and consider a
“rigid rotation” of the wave function around the x−axis,
namely: ψ(x) = ψ0(x) [cos(∆t/2), i sin(∆t/2)]
T
. For this
state, the self-interaction energy corresponding to the
H int term in Eq. (1) becomes
Eint(t)− Eint(0) = −Eint(0) sin2 (∆t) /2, (10)
with the maximum max (Eint(t)− Eint(0)) value
|Eint(0)|/2 = g2/12 achieved at t = π/2∆. On the other
5(a)Δ=0
Δ=1.2
Δ=1.4
Δ=1.6
50 100 150 200 250
-10
0
10
20
30
40
50
t
X
(t
)
FIG. 5: (a) The center of mass position as a function of time
for different ∆ and g˜ = 0, g = −5. (b), (c) Density plots of the
spinor components at ∆ = 1.4 in the (t, x)− plane. We note
two major differences between this figure and Fig. 2 arising
due to different symmetries of the self-interaction. First, here
one needs an order of magnitude larger Zeeman ∆ to consid-
erably modify the X(t)− dependence. Second, the density
distributions of |ψ1,2(x, t)|
2 are broader here with the pattern
of |ψ2(x, t)|
2 demonstrating a clear stripe-like structure.
hand, the Zeeman energy is ∆σx(t)/2. It follows from the
comparison of these energies that the spin reorientation
by the Zeeman coupling can provide sufficient energy for
the increase in the self-interaction if ∆ & ∆c ∼ 0.1g2.
Consequently, ∆c being of the order of one at |g| = 5,
considerably exceeds the frequencies 2π/T ∼ n¯1/4U1/20
in Eq. (9). As a result, the Zeeman field causes only the
soliton localization, as shown in Fig. 5(a).
The initial rotation populates the spin down compo-
nent ψ2(x), which is initially vanishing, and therefore
not self-interacting. As a result of small population at
t≪ 1/∆, the relatively weak self interaction cannot pre-
vent the spread of this component, and its broadening
begins. At the same time, the decreasing (although never
vanishing) population of the upper component becomes
insufficient to keep the initial width, and it is broadening
as well. The oscillating broadening of |ψ2(x)|2 driven by
the Zeeman field is seen as the periodic stripe-like struc-
ture in Fig. 5(c).
IV. DISCUSSION AND CONCLUSIONS
We have studied the dynamics of the self-attractive
quasi one-dimensional Bose-Einstein condensate, form-
ing a bright soliton, in a random potential in the pres-
ence of the spin-orbit- and Zeeman couplings. We have
found that for given spin-orbit coupling, the soliton mo-
tion strongly depends on the Zeeman splitting and on
the self-interaction of the condensate. In particular, the
Zeeman interaction can lead to localization or delocaliza-
tion of the soliton due to the spin-dependent anomalous
velocity proportional to the spin-orbit coupling. A suffi-
ciently strong Zeeman field can cause localization of the
soliton near the random potential minima. If the Zeeman
frequency is close to the typical frequency of the soliton
oscillations in the random potential, this resonance can
cause its delocalization. In the absence of cross-spin in-
teraction, where the Manakov’s symmetry is lifted, the
effect of delocalization due to the Zeeman-induced spin
rotation is suppressed since a stronger Zeeman field is
required here to produce the spin evolution sufficient to
modify the center-of-mass motion.
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