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Hokkaido university of Sciences, Sapporo 006-8585 Japan
(Dated: September 11, 2018)
The appearance of a geometric flow in the conservation law of particle number in classical par-
ticle diffusion and in the conservation law of probability in quantum mechanics is discussed in the
geometrical environment of a two-dimensional curved surface with thickness ǫ embedded in R3. In
such a system with a small thickness ǫ, the usual two-dimensional conservation law does not hold
and we find an anomaly by using the equation ∂ρ/∂t+∇
(2)
i
J i 6= 0, where ρ is the two-dimensional
density, J i is the two-dimensional flow, and ∇
(2)
i
is the two-dimensional covariant derivative. The
anomalous term is obtained by the expansion of ǫ. We find that this term has a Gaussian and mean
curvature dependence and can be written as the total divergence of some geometric flow J iG. In
total, we have
∂ρ
∂t
+∇
(2)
i
(J i + J iG) = 0.
This fact holds in both classical and quantum mechanics when we confine particles to a curved
surface with a small thickness.
PACS numbers: 87.10.-e, 02.40.Hw, 02.40.Ma, 82.40.Ck
I. GEOMETRICAL TOOLS
The particle motion on a given curved surface M2 is
an interesting problem in a wide range fields in physics,
for example, the diffusion or brownian motion [1], [2], the
fluid dynamics [3], the pattern formation [4], Josephson
effect [5], morphogenesis of melanoma in medical science
[6], chemical biology [7], quantum mechanics [8], [9], [10],
[11], and so on. In our study we first explain the diffusion
process, and then study the quantum mechanics on such
a manifold.
Usually the classical dynamics of particles on such a
manifold is expressed just by changing the Laplacian to
the Laplace-Beltrami operator in the diffusion equation;
however, when the surface has a thickness ǫ, i.e., the
configuration space isM2×R1, (see FIG.1.) the situation
is not simple [2].
To make the problem concrete, we first introduce a
two-dimensional curved manifold Σ in R3, and we also
introduce two similar copies of Σ denoted Σ′ and Σ˜ and
place them on both sides of Σ at a small distance of ǫ/2.
FIG. 1: curved surface with thickness ǫ
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Our physical space is between these two surfaces Σ′
and Σ˜. We set the coordinate system as follows.
~X is a Cartesian coordinate in R3. ~x is a Cartesian
coordinate that specifies the points on Σ. qi is a curved
coordinate on Σ, where the small Latin indices i, j, k, · · ·
run from 1 to 2. q0 is the coordinate in R3 normal to Σ.
Furthermore by using the normal unit vector ~n(q1, q2) on
Σ at the point (q1, q2), we can identify any point between
the two surfaces Σ′ and Σ˜ by the following thin-layer
approximation:
~X(q0, q1, q2) = ~x(q1, q2) + q0~n(q1, q2), (1)
where −ǫ/2 ≤ q0 ≤ ǫ/2.
Then we obtain the curvilinear coordinate system be-
tween two surfaces (⊂ R3) by using the coordinate qµ =
(q0, q1, q2) and the metric Gµν . (Hereafter, Greek indices
µ, ν, · · · run from 0 to 2.)
Gµν ≡ ∂
~X
∂qµ
· ∂
~X
∂qν
. (2)
Each part of Gµν is expressed as follows:
Gij = gij+q
0(
∂~x
∂qi
· ∂~n
∂qj
+
∂~x
∂qj
· ∂~n
∂qi
)+(q0)2
∂~n
∂qi
· ∂~n
∂qj
, (3)
where
gij ≡ ∂~x
∂qi
· ∂~x
∂qj
(4)
is the metric (first fundamental tensor) on Σ. Hereafter,
the indices i, j, k · · · are lowered or raised by gij and its
inverse gij . We also obtain
2G0i = Gi0 = 0, G00 = 1. (5)
We can perform the calculation by using new variables.
We first define the tangential vector to Σ by
~Bk =
∂~x
∂qk
. (6)
Note that ~n · ~Bk = 0. Then we obtain two relations:
the Gauss equation
∂ ~Bi
∂qj
= −κij~n+ Γkij ~Bk (7)
and the Weingarten equation
∂~n
∂qj
= κmj
~Bm, (8)
where
Γkij ≡
1
2
gkm(∂igmj + ∂jgim − ∂mgij).
κij is a symmetric tensor called the Euler-Schauten
tensor, or the second fundamental tensor defined by the
above two equations. Furthermore, the mean curvature
is given by
κ = gijκij , (9)
and the Ricci scalar R (Gaussian curvature) is defined
by
R/2 ≡ det(gikκkj) = det(κij) =
1
2
(κ2 − κijκij). (10)
Then we have the following formula for the metric of
curvilinear coordinates in a neighborhood of Σ:
Gij = gij + 2q
0κij + (q
0)2κimκ
m
j . (11)
Now we have a total metric tensor such as
Gµν =
(
1 0
0 Gij
)
. (12)
By using the above relations, we can construct the dif-
fusion equation and Schro¨dinger equation in our environ-
ment.
II. CLASSICAL DIFFUSION FIELD
For the classical diffusion field, the problem has already
been solved and discussed in [2]. However, to compare
our results with those in quantum mechanics, which will
be discussed in the next section, we briefly sketch the
essential part of the results here at the expense of repe-
tition.
We denote the three-dimensional diffusion field in our
space between Σ′ and Σ˜ as φ(3), which satisfies the usual
three-dimensional diffusion equation and normalization
condition.
∂φ(3)
∂t
= D∆(3)φ(3) (13)
n =
∫
φ(3)(q0, q1, q2)
√
G d3q (14)
where, D is the diffusion constant, ∆(3) is the three
dimensional Laplace Beltrami operator, n is the number
of particles, and G = det(Gµν) = det(Gij). When ǫ→ 0,
the theory reduces to the two-dimensional theory. Our
aim is to construct an effective two-dimensional equation
from three-dimensional equation with a small but finite ǫ.
The effective two-dimensional diffusion field φ(2)(q1, q2)
should satisfy a normalization condition such as
n =
∫
φ(2)(q1, q2)
√
g d2q, (15)
where g = det(gij).
From the two normalization conditions, we obtain
n =
∫
φ(3)(q0, q1, q2)
√
G d3q,
=
∫
[
∫ ǫ/2
−ǫ/2
dq0(φ(3)
√
G/g)]
√
g d2q,
=
∫
φ(2)(q1, q2)
√
g d2q.
Therefore, we obtain the relationship
φ(2)(q1, q2) =
∫ ǫ/2
−ǫ/2
φ˜(3)dq0, (16)
where
φ˜(3) ≡ φ(3)
√
G/g. (17)
We further suppose the local equilibrium condition
that there is no diffusion flow in the normal direction
to the layer [2].
0 =
∂φ(3)
∂q0
(18)
Then from (16), (17), and (18), we can write φ˜(3) in
terms of φ(2).
φ˜(3) =
1
N
(G/g)1/2φ(2)(q1, q2), (19)
N ≡
∫ ǫ/2
−ǫ/2
(G/g)1/2dq0. (20)
The physical interpretation of (18) is as follows. The
diffusion in the normal direction to the surface may reach
3equilibrium in a short time of δt ∼ ǫ2/D. Therefore, if we
consider the diffusion system with the time scale t >> δt,
we can assume equilibrium in this direction, expressed
by (18), all the time. In other words, the diffusion on
the surface occurs always while satisfying the equilibrium
condition in the normal direction in this time scale.
We multiply the diffusion equation (13) by
√
G/g , and
integrate with respect to q0, and by using (16) and (19),
we obtain the final form of the equation up to O(ǫ2) as
∂φ(2)
∂t
= D∆(2)φ(2) + D˜g−1/2
∂
∂qi
g1/2
× {(3κimκjm − 2κκij)
∂
∂qj
− 1
2
gij
∂R
∂qj
}φ(2), (21)
where D˜ = ǫ
2
12D.
We can rewrite the diffusion equation in the form
−∂φ
(2)
∂t
= ∇(2)i (J i + J iG),
= g−1/2
∂
∂qi
g1/2(J i + J iG), (22)
where ∇(2)i is the two-dimensional covariant derivative,
the normal diffusion flow is
J i = −Dgij ∂φ
(2)
∂qj
, (23)
and the anomalous diffusion flow is
J iG = −D˜ [ (3κimκjm−2κκij)
∂φ(2)
∂qj
− 1
2
gij
∂R
∂qj
φ(2)]. (24)
III. QUANTUM MECHANICS IN THE SAME
GEOMETRY
The quantum mechanics on curved manifold embed-
ded in higher dimensional Euclidean space has a long
history. The reason is the following. When we consider
the curved space from the outset, we can not construct
the quantum theory without ambiguity. This is coming
from the operator ordering problem existing in quantiza-
tion rule. One method to avoid the problem is to consider
the extrinsic world: i.e. curved manifold is embedded in
higher dimensional Euclidean space. The quantization is
done in Euclidean space, and then we confine the par-
ticle onto the submanifold. There are two methods for
such quantization with constraint. One is by using the
Dirac’s method [9], and the another method is so called
confining potential method [8]. The Dirac method is the
quantization rule for such a constrained dynamical sys-
tem, and there is no degree of freedom into normal (q0)
direction. On the other hand, In the confining potential
method, quantization is done in external euclidean space
and constraint is given by potential function for example:
V (q0) =
{
0 (−ǫ/2 < q0 < +ǫ/2)
∞ (q0 = ±ǫ/2) (25)
Then we take the limit ǫ → 0. In both approaches, we
obtain the geometrical potential with h¯2 , but are dif-
ferent. The reason of its different potential is discussed
by Ogawa [10]. Furthermore, we have an additional ge-
ometrical gauge field in the case of confining potential
method, for example, O(2) gauge field appears for the
curved line in 3 dimensional Euclidean space, and in gen-
eral case: d-dimensional curved submanifolds embedded
in higher n-dimensional Euclidian space (n− d ≥ 2), we
have O(n − d) gauge field [11]. In this manuscript, we
work with this confining potential method, but without
taking the limit ǫ→ 0. Between the two surfaces Σ′ and
Σ˜, our basic equation is the Schro¨dinger equation which
is written by using curvilinear coordinates in a three-
dimensional space.
ih¯
∂
∂t
ψ = [− h¯
2
2m
∆(3) + V (q)]ψ, (26)
where the form of the Laplace-Beltrami operator is
∆(3) ≡ G−1/2∂µG1/2Gµν∂ν ,
and we suppose that V depends on neither t nor q0.
Starting from this wave function ψ, we construct the
effective two-dimensional theory [8] - [11]. From the nor-
malization condition we obtain
1 =
∫
|ψ|2
√
Gd3q =
∫
[
∫ +ǫ/2
−ǫ/2
|ψ|2
√
G
g
dq0]
√
gd2q.
(27)
Our effective two-dimensional wave function φ should
satisfy
|φ(q1, q2)|2 =
∫ +ǫ/2
−ǫ/2
|ψ|2
√
G
g
dq0, (28)
1 =
∫
|φ|2√g d2q. (29)
Then how can we obtain the Schro¨dinger equation for
φ ? To solve this problem, we first define a new variable
ψ˜ as
ψ˜ ≡ (G/g)1/4ψ (30)
with
|φ(q1, q2)|2 =
∫ +ǫ/2
−ǫ/2
|ψ˜|2 dq0, (31)
Furthermore we suppose that it is possible to separate
the variables.
4ψ˜ = φ(q1, q2, t) χ(q0, t), (32)
1 =
∫ +ǫ/2
−ǫ/2
|χ|2 dq0. (33)
Then we can construct the equation for φ as follows.
First, we construct the Schro¨dinger equation for ψ˜.
This has the same form as (26) except that the Laplace-
Beltrami operator is changed to the following operator.
∆˜(3) ≡ (G/g)1/4∆(3)(G/g)−1/4. (34)
Using one of the tools in Appendix A, this operator
can be expanded as
∆˜(3) = ∆(2) +
∂2
∂(q0)2
+ V0 + q
0V1 + (q
0)2V2
+q0Aˆ1 + (q
0)2Aˆ2 +O((q0)3), (35)
where V0, V1, V2, Aˆ1, and Aˆ2 are given by
V0 =
1
4
(κ2 − 2R), (36)
V1 = κ(R− κ
2
2
)− 1
2
∆(2)κ, (37)
V2 =
3
4
κ4 − 7
4
κ2R+
1
2
R2 +
1
2
κ∆(2)κ
+
1
4
gij(∂iκ)(∂jκ) +∇i(κij∂jκ)
−1
4
∆(2)R, (38)
Aˆ1 = −2∇iκij∂j , (39)
Aˆ2 = 3∇iκikκjk∂j . (40)
Then our equation for ψ˜ is given as follows:
ih¯
∂ψ˜
∂t
= − h¯
2
2m
[∆(2) +
∂2
∂(q0)2
+ V0 + q
0V1 + (q
0)2V2
+q0Aˆ1 + (q
0)2Aˆ2]ψ˜ + V ψ˜, (41)
where we have omitted O((q0)3) terms for small q0.
We treat this system by the perturbation method. The
Hamiltonian can be written as
Hˆ = Hˆ0 + HˆI , (42)
Hˆ0 = − h¯
2
2m
[∆(2) +
∂2
∂(q0)2
+ V0] + V, (43)
HˆI = − h¯
2
2m
[q0(V1 + Aˆ1) + (q
0)2(V2 + Aˆ2)]. (44)
As an eigenfunction of Hˆ0, we introduce χ˜N and φ˜k,
where
− h¯
2
2m
∂2
∂(q0)2
χ˜N = EN χ˜N , (45)
[− h¯
2
2m
(∆(2) + V0) + V ]φ˜k = λk φ˜k. (46)
The eigenfunction χ˜N should also satisfy the Dirich-
let boundary condition χ˜N (q
0 = ±ǫ/2) = 0. Then
the time dependent orthonormal eigenfunction χN (N =
1, 2, 3, · · ·) is given as
χN = χ˜N e
−iEN t/h¯, (47)
where
χ˜N =


√
2
ǫ cos(Nπq
0/ǫ) N = odd,√
2
ǫ sin(Nπq
0/ǫ) N = even.
(48)
and
EN =
h¯2π2
2mǫ2
N2.
Note that
∫ +ǫ/2
−ǫ/2
χ˜∗M χ˜N dq
0 ≡ < M |N >= δMN . (49)
We also assume the existence of a time-dependent or-
thonormal eigenfunction φk and eigenvalue λk as a so-
lution of the equation (46) without giving their explicit
form as follows:
φk = φ˜k e
−iλkt/h¯, (50)
and ∫
φ˜∗k φ˜j
√
g dq2 ≡ (k|j) = δkj . (51)
Therefore, the eigenfunction of Hˆ0 is given by the di-
rect product of χ and φ,
Hˆ0 |M〉 |k) = (EM + λk) |M〉 |k) . (52)
Let us we consider the perturbation theory for HˆI .
The important point is that a transition of the quantum
number N,M, · · · does not occur in our perturbation up
to O(ǫ2). Because if we consider the transition like N →
M , we have a correction to the state |N > by |M > with
coefficient such as
〈M | HˆI |N〉
EN − EM ∼
O(ǫ)
1/ǫ2
= O(ǫ3). (53)
5(The precise discussions are given in Appendix B.) In
this approximation, our effective Hamiltonian can be ex-
pressed as
HˆN ≡ 〈N | Hˆ |N〉
= EN − h¯
2
2m
[∆(2) + V0] + V
− h¯
2
2m
[〈N | q0 |N〉 (V1 + Aˆ1)
+ 〈N | (q0)2 |N〉 (V2 + Aˆ2)]. (54)
The expectation values of q0 and (q0)2 are
〈N | q0 |N〉 = 0, (55)
〈N | (q0)2 |N〉 = ǫ
2
12
(1− 6
π2N2
) ≡ ǫ˜2. (56)
Then we employ the separation of variables method to
obtain
ψ˜ = χN (q
0, t) φ(q1, q2, t). (57)
By substituting (57) into (41), multiplying by χ∗N and
integrating with respect to q0, we obtain
ENφ+ ih¯φ˙ = HˆNφ. (58)
This leads to the following approximate Schro¨dinger
equation for φ.
ih¯
∂φ
∂t
= [− h¯
2
2m
{∆(2) + V0
+ ǫ˜2(V2 + Aˆ2)}+ V ]φ. (59)
From this Schro¨dinger equation, we obtain
− ∂
∂t
|φ|2 = h¯
2mi
{(φ∗∆(2)φ− φ∆(2)φ∗)
+ ǫ˜2(φ∗Aˆ2φ− φAˆ2φ∗)}
=
h¯
2mi
∇i{(gij + 3ǫ˜2κikκjk)(φ∗∂jφ− φ∂jφ∗)}
= ∇i(J i + J iG), (60)
where
J i ≡ h¯
2mi
{gij(φ∗∂jφ− φ∂jφ∗)}, (61)
J iG ≡
3h¯ǫ˜2
2mi
κikκjk (φ
∗∂jφ− φ∂jφ∗). (62)
where, ǫ˜ has N dependence and
ǫ˜2 =
ǫ2
12
(1− 6
π2N2
).
For low energy physics, we take N = 1. The explicit
example is shown in appendix C.
IV. CONCLUSION
We have discussed the conservation law in an effective
two-dimensional system between two curved surfaces Σ′
and Σ˜ separated by a small distance ǫ. We found that the
anomalous flow depends on the curvature of the surface
Σ. In the classical diffusion process, we have
J iG = −
ǫ2D
12
[ (3κimκjm − 2κκij)
∂φ(2)
∂qj
− 1
2
gij
∂R
∂qj
φ(2)]
(63)
as shown in [2].
In the quantum process we instead obtained
J iG =
h¯ǫ2
8mi
(1− 6
π2N2
) κikκjk (φ
∗∂jφ− φ∂jφ∗), (64)
whereN is the quantum number which defines the energy
state of motion in the q0 direction. The classical anoma-
lous flow and quantum mechanical anomalous flow are
somewhat similar. Both start from O(ǫ2κ2) and are pro-
portional to the gradient of the field except the last term
in the classical flow. The recent nano-technology made it
possible to fabricate complicate devices. Then this kind
of anomalous flow might play an important role in such
a “geometrical” device.
V. APPENDIX
A. Geometrical Tools
From the definitions of the metric (11) and the Ricci
scalar (10), we can construct the following geometrical
quantities:
G ≡ detGij = g + 2gκq0 + g(κ2 +R)(q0)2 +O((q0)3).
(65)
The inverse metric of Gij is given as
Gij = gij − 2κijq0 + 3
2
(2κκij −Rgij)(q0)2 +O((q0)3).
(66)
Furthermore,
(κ−1)ij =
2
R
(κgij − κij), (67)
and from this relationship we obtain
1
2
Rgij = κκij − κimκmj, (68)
R = κ2 − κijκji = 2det(κij). (69)
These relationships are used to decompose the
Laplace-Beltrami operator (35).
6B. Perturbation Theory
As is well known from the texts on quantum mechanics,
by utilizing energy eigenvalue of Hˆ0, and the state vector
|n〉, the corrected energy eigenvalue and state vector in
the first-order perturbation are generally given as
E′n = En + 〈n| HˆI |n〉 , (70)
|n〉′ = |n〉+
∑
k 6=n
〈k| HˆI |n〉
En − Ek |k〉 . (71)
In our case, we have two degrees of freedom χ and φ.
Their natural extension are given as
E′N,k = EN + λk + 〈N | (k|HˆI |k) |N〉 , (72)
|N, k〉′ = |N〉 |k)
+
∑
(M,j) 6=(N,k)
〈M | (j|HˆI |k) |N〉
(EN + λk)− (EM + λj) |M〉 |j) .(73)
When M 6= N , the denominator of the perturbation
energy is the order of O(ǫ−2) , so that the term
〈M | HˆI |N〉
EN − EM ∼
O(ǫ)
1/ǫ2
= O(ǫ3). (74)
This means that we can ignore the change of the quan-
tum number N under the perturbation up to O(ǫ2).
Therefore, we only need to consider the case of M = N :
|N, k〉′ ∼= |N〉 |k)
+
∑
j 6=k
〈N | (j|HˆI |k) |N〉
λk − λj |N〉 |j) . (75)
Our perturbation theory is given by (72) and (75). The
Hamiltonian that directly leads to (72) and (75) is
HˆN ≡ 〈N | Hˆ |N〉
= EN − h¯
2
2m
[∆(2) + V0] + V
− h¯
2
2m
[〈N | q0 |N〉 (V1 + Aˆ1)
+ 〈N | (q0)2 |N〉 (V2 + Aˆ2)]. (76)
C. An Example
To consider the physical meaning of geometric flow,
let us show one simple example: bending ribbon with
thickness ǫ as seen in figure 2.
The physical space is inner ribbon with 0 < z < L, and
R− ǫ/2 < r < R+ ǫ/2. Our starting equation is an usual
FIG. 2: Bending ribbon (side view) with thickness ǫ.
three dimensional Schro¨dinger equation (26). Then we
obtain the conservation law,
∇µJ˜µ = −∂ρ˜
∂t
, (77)
J˜µ =
h¯
2mi
Gµν(ψ∗∇νψ − ψ∇νψ∗), (78)
where J˜ and ρ˜ are three dimensional flow and density re-
spectively. We utilize the cylindrical coordinates (r, θ, z)
and
ds2(3) = dr
2 + r2dθ2 + dz2, (79)
Gµν = diag(1, r
2, 1),
√
G = r. (80)
J˜r =
h¯
2mi
(ψ∗∂rψ − ψ∂rψ∗), (81)
J˜θ =
h¯
2mr2i
(ψ∗∂θψ − ψ∂θψ∗), (82)
J˜z =
h¯
2mi
(ψ∗∂zψ − ψ∂zψ∗). (83)
Then the conservation law gives
∂θJ˜
θ + ∂rJ˜
r + ∂z J˜
z +
1
r
J˜r = −∂tρ˜. (84)
The volume element is given by
dV = rdrdθdz = (r/R)drdsdz, (85)
where ds = Rdθ. We then integrate both hand sides of
(84) by (r/R)dr in a region R− ǫ/2 ∼ R+ ǫ/2 and then
we obtain two dimensional conservation law.
∂sJ
s
tot + ∂zJ
z
tot = −∂tρ,
∫
ρ dsdz = 1, (86)
where
Jstot ≡
∫ R+ǫ/2
R−ǫ/2
rJ˜θ dr, (87)
Jztot ≡
∫ R+ǫ/2
R−ǫ/2
rJ˜z/R dr, (88)
ρ ≡
∫ R+ǫ/2
R−ǫ/2
rρ˜/R dr, (89)
7where the boundary condition J˜r = 0 at r = R± ǫ/2 and
ds = Rdθ are utilized. We have
Jstot =
h¯
2mi
∫ R+ǫ/2
R−ǫ/2
dr
r
(ψ∗∂θψ − ψ∂θψ∗). (90)
The separation of variable (30), (32) gives
ψ(r, θ, z) = (g/G)1/4ϕ(θ, z)χ(r) =
√
R
r
ϕ(θ, z)χ(r),
(91)
where∫
dr |χ|2 = 1,
∫
Rdθdz |ϕ|2 =
∫
dsdz |ϕ|2 = 1,
ds2(2) = R
2dθ2 + dz2, gij = diag(R
2, 1),
√
g = R.
Then we obtain
Jstot =
h¯R2
2mi
∫ R+ǫ/2
R−ǫ/2
dr
r2
|χ(r)|2(ϕ∗∂sϕ− ϕ∂sϕ∗). (92)
Equation (48) gives the explicit form of χ. By using
x ≡ q0/R = (r −R)/R,
we obtain
Jstot =
h¯R
miǫ
∫ +ǫ/2R
−ǫ/2R
dx
(1 + x)2
cos2((NπR/ǫ)x),
× (ϕ∗∂sϕ− ϕ∂sϕ∗), (93)
for odd N . For even N we just change cos to sin.
We expand the integrand as
1
(1 + x)2
= 1− 2x+ 3x2 + · · · . (94)
Then we obtain
Jstot =
h¯
2mi
(1 + 3ǫ˜2/R2 + · · ·)(ϕ∗∂sϕ− ϕ∂sϕ∗), (95)
for both of even and odd N . If we use coordinate qi =
(s, z), we have gij = δij , κss = 1/R, κsz = κzz = 0.
Then we find this is completely equal to Js+JsG appeared
in (61) and (62).
On the other hand,
Jztot =
h¯
2mi
(
∫ R+ǫ/2
R−ǫ/2
dr |χ(r)|2)(ϕ∗∂zϕ− ϕ∂zϕ∗)
=
h¯
2mi
(ϕ∗∂zϕ− ϕ∂zϕ∗). (96)
This is equal to Jz in (61) , and we have no geometric flow
in this straight direction. Geometric flow is contained as
the part of the integrand in equation (92): the second
order of expansion (94). We can transcribe (92) into the
form
Jstot =
h¯
2mi
< (
R
r
)2 > (ϕ∗∂sϕ− ϕ∂sϕ∗), (97)
< f > ≡
∫ R+ǫ/2
R−ǫ/2
f(r) |χ(r)|2dr. (98)
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