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We discuss a novel world-line framework for computations of the Chiral Magnetic Effect (CME)
in ultrarelativistic heavy-ion collisions. Starting from the fermion determinant in the QCD effective
action, we show explicitly how its real part can be expressed as a supersymmetric world-line action
of spinning, colored, Grassmanian particles in background fields. Restricting ourselves for simplicity
to spinning particles, we demonstrate how their constrained Hamiltonian dynamics arises for both
massless and massive particles. In a semi-classical limit, this gives rise to the covariant generalization
of the Bargmann-Michel-Telegdi equation; the derivation of the corresponding Wong equations for
colored particles is straightforward. In a previous letter [1], we outlined how Berry’s phase arises in a
non-relativistic adiabatic limit for massive particles. We extend the discussion here to systems with a
finite chemical potential. We discuss a path integral formulation of the relative phase in the fermion
determinant that places it on the same footing as the real part. We construct the corresponding
anomalous world-line axial vector current and show in detail how the chiral anomaly appears. Our
work provides a systematic framework for a relativistic kinetic theory of chiral fermions in the
fluctuating topological backgrounds that generate the CME in a deconfined quark-gluon plasma.
We outline some further applications of this framework in many-body systems.
I. INTRODUCTION
The prospect of experimental access in ultrarelativistic heavy-ion collisions to emergent CP- and P-odd phenomena
in Quantum Chromodynamics (QCD) has inspired much interest. Some of this interest derives from the fact that
topology changing sphaleron transitions [2–6], associated with the quantum anomalies generating such phenomena,
are a central ingredient in models of electroweak baryogenesis in the evolution of the early universe [7–10]. Quantum
anomalies are also conjectured to play an important role in the electronic properties of strongly correlated condensed
matter systems [11]. In general, the real-time dynamics involving the effects of anomalies are an excellent probe of
the topological structure of gauge theories. In the context of heavy-ion collisions, a major advance is the conjectured
existence of a Chiral Magnetic Effect (CME). The CME here corresponds to fluctuations of axial charge imbalances
in the strongly correlated quark-gluon plasma (QGP) that generate electric currents in the direction of the Abelian
magnetic fields that exist in off-central collisions of the heavy nuclei [12–14].
The CME has already been observed in condensed matter experiments [15]. Observing its effects in heavy-ion
collisions however poses a significant challenge [14, 16]. It requires an understanding of the earliest times in the
heavy-ion collision, as the Abelian magnetic fields generated by “spectator” nucleons decrease very rapidly in time
[17, 18]. Weak coupling frameworks applicable at high energies indicate that, at these early times, the strongly
correlated quark and gluon matter is far off-equilibrium in a highly overoccupied “Glasma” state, which subsequently
thermalizes to a quark-gluon plasma (QGP). Recent studies suggest that sphaleron transitions are far more frequent
in the Glasma [19], than in the QGP [20]. Classical-statistical real-time simulations that include the dynamics of
chiral fermions [22] clearly demonstrate the emergence of the CME in background magnetic fields [23, 24].
However this real-time description of the Glasma breaks down when, due to the spacetime expansion of the Glasma,
typical occupation numbers become of order unity. In this dilute regime of the Glasma, classical-statistical methods
must be matched to kinetic descriptions that describe the dynamics of the system as a weakly interacting gas of
quasi-particles. Real-time simulations studying the thermalization process in the Glasma [25] show that the classical-
statistical description matches smoothly on to an effective kinetic theory [26], which in turn can be matched to
relativistic viscous hydrodynamics at later times. This description, when extrapolated to realistic values of coupling,
gives values for thermalization times that are compatible with hydrodynamic descriptions of heavy-ion data. Phe-
nomenological studies in such a hybrid framework have now been extended to photon production, whose yields are
sensitive to all spacetime stages of a heavy-ion collision [21].
Similar considerations apply to the classical-statistical description of the spacetime evolution of the chiral magnetic
current through the Glasma. The development of a chiral kinetic theory that interpolates between classical-statistical
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2Glasma dynamics of axial charges at early times and hydrodynamic descriptions of such dynamics in the QGP [27–31]
at late times is therefore essential for systematic phenomenological analysis of the CME in heavy-ion collisions. There
has been a significant amount of work in developing such a chiral kinetic theory both in the context of condensed
matter systems and for a deconfined QGP [32–44]. In several of the treatments, systems with large chemical potential
are considered. The dynamics includes a Berry term corresponding to the Berry phase [45] that arises in such systems
in an adiabatic limit, valid for excitations near the Fermi surface. While such treatments may be appropriate for
systems containing large chemical potentials, they are problematic in relativistic contexts such as heavy-ion collisions
where the assumptions of adiabaticity may not apply and where chemical potentials are not a priori large.
A further concern with chiral kinetic treatments is the possible conflation of topological effects due to the chiral
anomaly and those arising from geometric phases in adiabatic and non-relativistic limits. Unlike the latter, the topo-
logical effects due to anomalies are generic and independent of kinematic limits. The connection between anomalies
and Berry’s phase, which has been made frequently in the literature [46–48] (see [49] for a review), is the subject of a
critical series of papers by Fujikawa and collaborators [50–52], where they point to distinctions between the topology
of Berry’s phase and those of the anomaly [53, 54]).
In this work, we will develop a novel framework towards constructing a consistent Lorentz-covariant chiral kinetic
theory that is general valid in relativistic contexts and makes no requirement that the dynamics be adiabatic. To
achieve this goal, we will adopt the world-line approach1 to quantum field theory [57–64]. This world-line framework is
closely connected to the Polakov path integral in string theory [65]. These connections were very effectively exploited
in the work of Bern, Dixon, Dunbar and Kosower [66, 67] relating string amplitudes to multi-leg Feynman diagrams in
QCD. More to point, it is employed in the seminal work on quantum anomalies by Alvarez-Gaume and Witten [68, 69]
where it is shown how anomalies arise in the framework from the phase of the fermion determinant – as anticipated
in the work of Fujikawa [70, 71].
In a previous letter [1], we showed that a particular world-line construction2 of D’Hoker and Gagne´ [72, 73] is well
suited to the construction of a chiral kinetic theory. We sketched there how the coherent state formalism of D’Hoker
and Gagne´ gives rise to the Bargmann-Michel-Telegdi equations for spinning point particles in external gauge field
backgrounds and Wong’s equations for their colored counterparts. We further outlined how for massive particles
the corresponding Hamiltonian description generates a Berry phase when an adiabaticity condition is imposed. The
principal value of the D’Hoker-Gagne´ world-line construction is in its treatment of the relative phase in the fermion
determinant which, as noted, is responsible for the chiral anomaly. By an ingenious trick, this phase can be rewritten
as a path integral, with a point particle “action”. This action has an identical structure to the action arising from
the real part of the fermion determinant, with the only (and critically important) change being that the gauge fields
are multiplied by a regulating parameter which breaks chiral symmetry explicitly. In the letter, we briefly outlined
how the chiral anomaly arises in the D’Hoker-Gagne´ construction.
We will here develop many of the ideas outlined in [1] and provide an explicit derivation, adapted to our QED/QCD
framework, of the D’Hoker-Gagne´ formalism. For the real part of the effective action, we explicitly write down the
point particle action, and demonstrate that the equations of motion for QED are the covariant generalization of
the Bargmann-Michel-Telegdi [74] equations for spinning particles in external fields. (For colored particles in QCD,
the counterparts are the Wong [75] equations.) In particular, we will discuss the constrained Hamiltonian dynamics
of spinning particles [76–80] in the world-line approach. This discussion is of considerable importance in deriving
the non-relativistic limit for spinning particles. As noted in our letter, this approach leads in a clean logical chain
to Berry’s phase after further assumptions of adiabaticity. We will here extend the latter discussion to the case of
systems with large chemical potentials.
Another novel feature of this manuscript is an explicit derivation of the chiral anomaly in the D’Hoker-Gagne´
world-line construction. In their work, they used a perturbative expansion to show how a Wess-Zumino-Witten term
arises [53, 54] from the relative phase in the fermion determinant. In our work, in addition to clarifying some subtle
points in the D’Hoker-Gagne´ construction, we will instead employ a non-perturbative variational method to derive
the anomaly equation explicitly as the scalar product of electric and magnetic fields. The corresponding world-line
anomalous axial current has a structure we will find useful in constructing a chiral kinetic theory.
This observation provides the segue to note that world-line treatment of the real and imaginary terms in the effective
action for the fermion determinant both provide essential ingredients in a kinetic description of relativistic fermions
in the background of Abelian or non-Abelian gauge fields. The quasi-particle limit of the theory, and furthermore the
Liouville description of phase space, is contained entirely in the real part of the fermion effective action (continued
to Minkowskian metric), independently of the anomaly. The Hamilton evolution of the corresponding equations
of motion, formulated in proper time τ , allow for a Lorentz-covariant kinetic theory. Spin effects related to the
1 The original ideas can be traced all the way back to seminal works by Feynman [55] and Schwinger [56].
2 See also related work in [59, 62].
3definition of a Lorentz frame, such as recently proposed “side-jumps” are natural outcomes of a covariant description
of spinning particles [36]. We showed in our letter [1] that for a non-relativistic limit corresponding to massive
particles, adiabaticity conditions on the Larmor interaction energy, generate a Berry phase. Since this derivation only
involves the real part of the fermion determinant, and the chiral anomaly arises from its imaginary piece, our work
is an explicit demonstration of the prior observation by Fujikawa and collaborators [70, 71] regarding the distinction
between the topological effects arising from each. For massless relativistic particles, and for situations where the
Larmor energy is large, the topology of the anomaly alone is relevant.
An exception is the case of systems with large chemical potential, the original focus of the kinetic theory construction
in [32, 34]. We will extend our discussion of non-relativistic limits in [1] to this case. We will show explicitly how
the adiabaticity condition for the Larmor energy arises in this case. However even though there is a Berry phase in
such situations, it is still distinct from the effects from the anomaly. Our work provides a first principles framework
to address the fascinating interplay of these distinct effects. As noted in our letter, the real-time formulation [81] of a
semi-classical world-line kinetic theory for spinless colored particles results in the non-Abelian Boltzmann-Langevin
Bo¨deker kinetic theory of hot QCD [60, 82–84] including both noise and collision terms. In work in progress3, the
formalism discussed here will be employed to derive the analogous “anomalous” Bo¨deker theory [85]. The resulting
generalization of chiral kinetic theory can then be matched to results from classical-statistical simulations at early
times and to anomalous hydrodynamics at late times.
The outline of this manuscript is as follows: In section II, we begin by giving an introduction to the world-line
method and we work out its formulation for a Dirac fermion coupled to both vector and axial-vector gauge fields. In
particular, we introduce a 16 dimensional matrix formulation of the fermion effective action. As we shall discuss, this
formulation is convenient for implementing a coherent state formalism for spinning and colored fields. We will show
how the real part of the effective action is expressed in terms of a Grassmanian path integral over a supersymmetric
point particle action for such fields. We next discuss the D’Hoker-Gagne´ path integral construction for the imaginary
phase in the fermion determinant and show that it has a similar structure to the path integral formulation of the real
part of the effective action. We use this construction to derive expressions for the vector and anomalous axial vector
current which fullfil the (anomalous) Ward-identities known from second quantization. We pay particular attention to
the anomaly equation, which has novel features, and provide a detailed derivation to expose these features. In section
III we perform a saddle point expansion to obtain the pseudo-classical dynamics of spinning particles. These were
studied extensively previously in the literature and we connect our results to this body of work [76–80] in sec. III A.
We note some parallels between our work and those of Stone and collaborators [37, 38, 40] though the derivations are
different and employ different techniques.
The pseudo-classical limit of the world-line effective action leads to a Lorentz covariant form of the “anomalous”
equations of motions put forward by [32–36, 42], when taking the non-relativistic and adiabatic limit in section III B.
A kinetic theory can be constructed from the world-line framework for half-integer particles; as noted, the equations
of motion obtained from the stationarity condition of the world-line path integral constitute characteristic equations
for Liouville evolution of the phase space density. We investigate the case of massless particles in the presence of large
chemical potential and discuss the corresponding non-relativistic adiabatic limit.
Our findings are supplemented by several appendices: In appendix A, we provide details of a derivation that is
not discussed in the main text. In appendix B, we discuss the symmetry properties of the world-line action for
spin-1/2 particles, corresponding to an N = 1 supersymmetric quantum mechanics. As our derivations generalize to
arbitrary internal symmetry groups, we given an introduction in appendix C to how color degrees of freedom can
be treated semi-classically using Grassmanian variables. In appendix D, we discuss the difference between covariant
and consistent anomalies. Finally in appendix E, we discuss in detail the meaning of the pseudo-classical limit in the
world-line framework, which is tied to a hidden gauge symmetry and to constraints, which arise upon quantization.
II. THE WORLD-LINE FRAMEWORK
A. Introduction
In this section, we shall derive in the world-line formalism, the one-loop effective action for a Dirac fermion coupling
to vector and axial-vector gauge fields. We will show that in Euclidean metric the axial anomaly can be understood
as arising from the imaginary part of the effective action [68, 69]. This result is transparently related to the violation
of chiral symmetry. We begin by introducing the main ideas of the relevant world-line framework. Some parts of
3 For another attempt, we refer the reader to [96].
4our derivation parallel the work of D’Hoker and Gagne´ [72, 73]. We will however place special emphasis on some
of the details in the definition of single particle path integrals. The careful treatment of these is relevant for the
realization of the axial anomaly. The expression for the fermionic part of the action in the background of vector (A)
and axial-vector (B) fields is
S[A,B] =
∫
d4x ψ¯
(
i/∂ + /A+ γ5 /B
)
ψ , (1)
where we allow the fermion fields to carry any internal (gauge) symmetry. We introduced here an auxilliary Abelian
axial-vector field B because we are interested in the color singlet axial anomaly. We will treat B as a variational
parameter which we will set to zero eventually. In the following, we have absorbed all couplings into the definition of
the fields for convenience and they can be easily restored when necessary.
The fermionic part of the full path integral containing the action in Eq.(1) is a Grassmanian Gaussian integral and
can be performed. This gives the determinant of the bilinear operator, det(i/∂ + /A + γ5 /B), from which the fermion
effective action can be defined,
−W [A,B] = log det(θ), θ ≡ i/∂ + /A+ γ5 /B . (2)
We can now split Eq.(2) in a real and imaginary part,
W [A,B] =WR[A,B] + iWI[A,B], (3)
which we discuss in detail below. We will continue with massless quarks; the extension to massive particles is
straightforward and for the problems of interest will be discussed explicitly later. Since the imaginary piece above
may be unfamiliar to some, we mention for future reference that, albeit in the physical case one hasW [A,B = 0]I = 0,
the variation δW [A,B]I/δBµ is non-zero even if B = 0. This variation defines the anomalous axial-vector current.
For the sake of illustration, our final results will be given for the QED anomaly, but we will discuss how our findings
can be generalized to non-Abelian theories as well. In Appendix A we provide supplementary material and elaborate
on some intermediate steps in the calculation.
B. Real Part
In this section, we will derive an expression for the real part of the fermion determinant, defined in Eq.(2) and
Eq.(3). The real part is related to the modulus of the operator θ and can be expressed as
WR = −1
2
log det
(
θ†θ
)
= −1
2
Tr log
(
θ†θ
)
. (4)
The main idea behind the world-line technique is to find an integral representation for the logarithm of the positive
definite operator θ†θ. As we will shown below, this is equivalent to defining a quantum mechanical path integral for a
relativistic particle on a closed loop, which is the world-line. We will require a basis of states for the trace in Eq.(4),
which is over an infinite-dimensional space and contains both spacetime as well as internal indices. For spinors, this
basis is related to the Clifford algebra of fermions, but the basis can include possible further internal symmetry groups
such as color.
The spacetime trace can be turned into a quantum mechanical path integral for the bosonic coordinates of a point
particle, as was shown in [57]. The trace over the Dirac matrix structure of spinors leads to path integrals using
a Grassmanian coherent state formalism. Such a coherent state formalism is discussed in [72, 73] and requires an
artificial enlargment of the dimension of the space, in which the Dirac matrix structure is embedded, from 4 × 4 to
8 × 8. Interpreting θ†θ as an eight dimensional matrix and making a similarity transformation as outlined in detail
in [73], the fermionic effective action can be written as
WR = −1
8
log det(Σ˜2) = −1
8
Tr log(Σ˜2), (5)
where Σ˜2 is given by
Σ˜2 = (p−A)2 I8 + i
2
ΓµΓνFµν [A], . (6)
5Here we have artificially enlarged the representation space of the gauge field to include the left and right handed chiral
fields,
A =
(
A+B 0
0 A−B
)
, (7)
whereby Σ˜2 is a sixteen dimensional (8× 2) matrix. The six 8× 8 dimensional gamma matrices Γa are defined as
Γµ =
(
0 γµ
γµ 0
)
, Γ5 =
(
0 γ5
γ5 0
)
, Γ6 =
(
0 iI4
iI4 0
)
, (8)
with an additional matrix Γ7, anti-commuting with all other elements of the algebra,
Γ7 = −i
6∏
A=1
ΓA =
(
I4 0
0 −I4
)
, {Γ7,ΓA} = 0. (9)
Here γµ and γ5 are the usual Dirac matrices.
This artificial enlargemment of both the dimensions of the Dirac matrices as well as the representation of gauge
fields may seem unmotivated. Indeed the splitting of Eq.(7) is strictly speaking not necessary at all, but simplifies our
calculations significantly. The dimensional extension of the Dirac matrices, on the other hand, as defined in Eq.(8) is
a necessity. The elementary idea behind the world-line approach is to express traces, such as those given in Eq.(5), in
terms of quantum mechanical single particle states. As observed in [72, 86], this is not possible for four-dimensional
Dirac matrices; a set of coherent fermion states, representing the corresponding Clifford algebra, exists however for
the extension given in Eq.(8).
With this path integral formulation in mind, we will adopt Schwinger’s integral representation to write Eq.(5) as
WR =
1
8
∞∫
0
dT
T
Tr16 e
−E2 T Σ˜
2
, (10)
where, by means of the T−integral, we have introduced what is commonly known as a closed world-line of length T .
While Eq.(10) can be taken as the definition of the world-line, its structure will be discussed in more detail below.
We introduced here an arbitrary positive real number E called the einbein. As is well known, and as we shall discuss
explicitly in section III and in appendix B, E is not a physical quantity but rather a gauge parameter related to
reparametrization invariance on the world-line.
The trace in Eq.(10) includes the internal (Dirac-)space and it can be evaulated using a coherent state basis that
realizes the Clifford algebra of Dirac fermions. More specifically, the spin part of the trace in Eq.(10) is turned into a
path integral over Grassman variables [72, 73], employing the methods developed first by Berezin and Marinov [76].
Towards this end, we introduce the fermion creation and annihilation operators (a±r , r = 1, 2, 3),
a±r =
1
2
(Γr ± iΓr+3), {a+r , a−s } = δrs, {a+r , a+s } = {a−r , a−s } = 0. (11)
These operators a±r span the space of the Clifford algebra satisfied by the Γ matrices. They define the coherent states
|θ〉, |θ¯〉 which satisfy
〈θ|a−r = 〈θ|θr a−r |θ〉 = θr|θ〉 〈θ¯|a+r = 〈θ¯|θ¯r a+r |θ¯〉 = θ¯r|θ¯〉 , (12)
with the matrix elements between coherent states defined to be
〈θ|θ¯〉 = eθr θ¯r , 〈θ¯|θ〉 = eθ¯rθr . (13)
These satisfy the completeness relations ∫
|θ〉〈θ| d3θ =
∫
d3θ¯ |θ¯〉〈θ¯| = I . (14)
Note that while θr, θ¯r, dθr, dθ¯r anticommute with 〈θ|, |θ¯〉, they commute with |θ〉, 〈θ¯|. All states and variables commute
with the vacuum. With these definitions, traces in the coherent state basis can be defined.
6The trace over a generic operator has the form
Tr(O) =
∫
d3θ〈−θ|O|θ〉 . (15)
This expression for the trace is discussed at length in [87]. The negative sign in Eq.(15) arises from transforming the
coherent state basis to a Fock state basis. As this includes anti-commuting variables, the minus sign in Eq.(15) can
be interpreted as enforcing anti-periodic boundary conditions for the Grassmann variables on the closed world-line.
We can therefore write the trace in Eq.(10) as
Tr16 e
−E2 T Σ˜
2
= tr
∫
d4z d3θ 〈z,−θ|e−E2 T Σ˜2 |z.θ〉 . (16)
The remaining trace (tr) on the r.h.s now contains only the trace over the representation space Eq.(7) and other
internal symmetries such as color. If we proceed with Abelian gauge fields alone, tr is only over the two dimensional
representation space Eq.(7) and is in fact trivial – it amounts to a simple sum over the two chiral configurations, as we
will see below. Non-Abelian gauge fields can be included straigthforwardly. as we show in Appendix C. For simplicity,
we will discuss only Abelian gauge fields for the rest of the manuscript; the extension to QCD will be discussed in
follow-up papers.
We will now express the matrix element on the r.h.s of Eq.(16) as a path integral4, with T playing the role of “time”
and the “Hamiltonian” represented by EΣ˜2/2 [72, 73]. Our derivation, for this real part of the effective action, uses
the conventional time-slicing procedure to construct the path integral. Splitting the time interval into N discrete steps
of length ∆ ≡ T/N (the continuum limit defined as N →∞ and ∆→ 0), we define the average position between two
time-slices
x¯kµ =
xkµ + x
k−1
µ
2
, (17)
and for later use combine the three complex Grassman variables θ, θ¯ into six real ones,
ψka =
1√
2
(θka + θ¯
k
a) a = 1, 2, 3
ψka =
i√
2
(θka−3 − θ¯ka−3) a = 4, 5, 6 . (18)
Further, with these definitions, matrix elements containing Gamma-matrices Γ are evaluated by making use of Eq.(11)
and Eq.(12) to read
〈θk|ΓaΓb|θk−1〉 = −
∫
dθ¯k〈θk|θ¯k〉〈θ¯k|θk−1〉 2(ψkaψk−1b ) = −
∫
dθ¯keθ
k
r θ¯
k
r+θ¯
k
r θ
k−1
r 2(ψkaψ
k−1
b ). (19)
Eq.(19) can be generalized to higher matrix products using the simple mnemonic Γa →
√
2ψa.
After these preliminaries, inserting complete sets of coherent states, we obtain,
Tr
{
e−
E
2 T Σ˜
2
}
= −tr
∫ (N−1∏
l=0
d4xl
)(
N∏
l=1
d4pl
(2π)4
)(
N−1∏
l=0
d3θl
)(
N∏
l=1
d3θ¯l
)
× exp
{
−∆
N∑
k=1
[− ipkµ (xkµ − xk−1µ )∆ + E2 (pkµ −Aµ[x¯k])2 − (θ
k
r − θk−1r )
∆
θ¯kr +
iE
2
ψkµFµν [x¯
k]ψk−1ν
]}
= −tr
∫ (N−1∏
l=0
d4xl
)(
N∏
l=1
d4pl
(2π)4
)(
N−1∏
l=0
d3θl
)(
N∏
l=1
d3θ¯l
)
× exp
{
−∆
N∑
k=1
[− ipkµ (xkµ − xk−1µ )∆ + E2
(
pkµ −Aµ[x¯k]
)2
+
1
2
ψka
(ψka − ψk−1a )
∆
+
iE
2
ψkµFµν [x¯
k]ψk−1ν
]}
≡ N
∫
P
Dx
∫
AP
Dψ tr exp
{
−
∫ T
0
dτ L(τ)
}
. (20)
4 This strategy highlights the fact that in the world-line approach, contrary to the conventional approaches in quantum field theory, spin
is not accounted for by means of a multidimensional wave function (as it is done for fermion spinors) but instead as an independent
degree of freedom in the path integral.
7In obtaining the second equality, we symmetrized the “kinetic term” with respect to the variables θ, θ¯ in order to
replace the complex variables θ with ψka , using Eq.(18), before taking the continuum limit of the path integral [72, 73].
Further, in the last step, we completed the squares and shifted the p integration5. Periodic boundary conditions
P for bosonic variables and anti-periodic boundary conditions AP for fermion observables are imposed respectively
by identifying x0 = xN and ψ0 = −ψN . Expressing the Grasssmanian integration measure by the six-dimensional
variables Dψ = DψµDψ5Dψ6, generates a trivial Jacobian, which can be absorbed in the normalization.
The real part of the effective action can thus be expressed in path integral form as
WR =
1
8
∞∫
0
dT
T
N
∫
P
Dx
∫
AP
Dψ tr exp
{
−
T∫
0
dτ L(τ)
}
. (21)
with the point particle “quantum mechanical” world-line Lagrangian
L(τ) = x˙
2
2E +
1
2
ψaψ˙a − ix˙µAµ + iE
2
ψµFµν [A]ψν , (22)
where
L(τ) =
(LL 0
0 LR
)
, LL/R(τ) = x˙
2
2E +
1
2
ψaψ˙a − ix˙µ(A±B)µ + iE
2
ψµFµν [A±B]ψν , (23)
carries the two-dimensional matrix structure of the helicity representation of the gauge fields Eq.(7) and can be
trivially split into separate Lagrangians for both chiralities/helicities. The path integral can further be written more
explicitly as
WR =
1
8
∞∫
0
dT
T
N
∫
P
Dx
∫
AP
Dψ

exp
{
−
T∫
0
dτ LL(τ)
}
+ exp
{
−
T∫
0
dτ LR(τ)
}
 . (24)
For a vector gauge theory, where B = 0, LL = LR, as both left and right handed massless particles couple to vector
fields identically. In this case, the the trace in Eq.(21) just gives an overall factor of two. For the reasons outlined
previously, we will keep B 6= 0. The normalization in Eq.(21) is
N ≡ N (T ) =
∫
Dp e−
E
2
T∫
0
dτ p2(τ)
. (25)
With this path integral definition of the real part of fermion effective action, one can begin to define currents (and
products thereof). One obtains for instance the vector current 〈jVµ (y)〉 to be6
〈jVµ (y)〉 =
δΓR
δAµ(y)
= − i
8
∞∫
0
dT
T
N
∫
P
Dx
∫
AP
Dψ jV,clµ

e−
T∫
0
dτ LL(τ)
+ e
−
T∫
0
dτ LR(τ)

 , (26)
jV,clµ ≡
T∫
0
dτ [Eψνψµ∂ν − x˙µ]δ4 (x(τ) − y) (27)
It can be easily shown that
∂µ〈jVµ 〉 = 0 ⇔ ∂µjV,clµ = 0. (28)
In proving these relations, we first used the definition of the total derivative for the divergence of the first term of
Eq.(27), employed our knowledge of the boundary terms and used that
T∫
0
dτ x˙µ
∂
∂yµ
δ4(x(τ) − y) = −
T∫
0
dτ
d
dτ
δ4(x(τ) − y) = 0. (29)
The second term in the four divergence of Eq.(27) vanishes by the anti-symmetry of the Grassmann variables, when
interchanging the y and x(τ) derivatives. We note further that the world-line description provides us with a natural
regularization as discussed in [88], whereby T → 0 represents the ultraviolet limit of the effective action and T →∞
is related to the infrared limit.
5 This standard trick replaces pkµ → p
k
µ − Aµ[x¯
k]− i(xkµ − x
k−1
µ )/E∆.
6 Note that this expression is still written in an Euclidean formulation. The continuation of this and like expressions to real-time is
straightforward as we will show in section III.
8C. Imaginary Part
1. World-line representation of the phase of the fermion determinant
In this section, we will derive a path integral representation of the imaginary part of the fermion effective action, as
defined in Eq.(3). As noted in [68], the absolute value of the phase of the fermion determinant is not well defined (for
fermions in a complex representation). On the other hand, variations or relative phases (variation writh regards to
an external parameter), are unambiguous. In the world-line framework, the fact that the absolute value of the phase
in the fermion determinant is ill-defined is reflected by the lack of a heat kernel regularization for the imaginary part
of the effective action – the latter is only possible when the action breaks axial symmetry explicitly.
We proceed with our discussion by expressing the relation between the phase of the fermion determinant and the
corresponding imaginary part of the resulting effective action as
WI = − arg det[θ] , (30)
where θ is defined in Eq.(2). Again, extending the dimensionality of θ, we can write the above as
WI = −1
2
arg det[Ω], Ω =
(
0 θ
θ 0
)
, (31)
where Ω, which is an 8× 8 dimensional matrix which reads
Ω = Γµ(pµ −Aµ)− iΓ7ΓµΓ5Γ6Bµ . (32)
The Gamma matrices are those defined previously in Eq.(8) and Eq.(9). A lengthy derivation, that includes a further
doubling of dimensions – discussed in [72, 73] in full detail – results in the expression
−iWI = 1
4
Tr log Ω˜− 1
4
Tr log Ω˜† , (33)
where Ω˜ is given as
Ω˜ =
1
2
(Σ˜− Σ˜c)iΓ6Γ7 + i
2
Γ5Γ6Γ7χ(Σ˜− Σ˜c)iΓ6Γ7 , (34)
with
Σ˜ = Γµ(pµ −Aµ), χ =
(
1 0
0 −1
)
. (35)
We note that Σ˜c is the chiral conjugate of Σ˜, by setting B → −B. This expression allows one to represent the phase
of the fermion determinant as the trace of logarithms, as previously. The crucial difference to the real part however
is that Eq.(34) does not permit a path integral representation analogous to Eq.(10). This is principally because the
operator Ω˜ does not have a positive-definite spectrum, respectively heat kernel expression.
Nevertheless this obstacle is overcome by a trick due to D’Hoker and Gagne´ [72, 73]. Inserting an auxilliary
parameter α, Eq.(33) can be written as
−iWI = 1
4
1∫
−1
dα
∂
∂α
(
Tr log
[
1
2
(Ω˜ + Ω˜†) +
α
2
(Ω˜− Ω˜†)
])
=
1
4
1∫
−1
dα Tr
{
Ω˜− Ω˜†
(Ω˜ + Ω˜†) + α(Ω˜− Ω˜†)
}
. (36)
Symmetrizing this expression with respect to α gives
1
4
1∫
−1
dα Tr
{
Ω˜2 − Ω˜†2
(Ω˜ + Ω˜†)2 + 2α[Ω˜, Ω˜†]− α2(Ω˜2 − Ω˜†2)
}
. (37)
9There is an identity that ensures that the denominator of this expression is positive-definite and admits a heat kernel
regularization [72]. Keeping the numerator however separate and defining it as
Mˆ ≡ Ω˜2 − Ω˜†2 , (38)
in analogy to section II B, the imaginary part of the effective action can be expressed as
WI =
iE
64
1∫
−1
dα
∞∫
0
dT Tr
{
Mˆe−
E
2 T Σ˜
2
(α)
}
. (39)
Remarkably the matrix Σ˜2(α) coincides with Σ˜
2 that enters Eq.(10), albeit with the replacement of the axial-vector
field therein by B → αB. This result permits us to properly interpret α as the parameter regulating chiral symmetry
breaking in the effective action. The values α = ±1 correspond to the coupling of gauge fields to left- (right-) handed
particles. Since Eq.(39) contains an continuous integral over α, chiral symmetry is necessarily broken for α 6= ±1.
There is a trace insertion Eq.(38), in Eq.(39) that is absent in the real part of the effective action7. This can be split
into two contributions,
Mˆ = Γ7Λ, Λ = Λ
(1) + Λ(2), (40)
which are given as
Λ(1) ≡ 2Γ5Γ6[∂µ, Bµ] I2,
Λ(2) ≡ [Γµ,Γν ]{∂µ, Bν}Γ5Γ6 I2 . (41)
Both contributions are linear in the axial-vector field B and further are diagonal in the (two-dimensional) field
representation space introduced in Eq.(7). Just as in the case for the real part of the effective action, the coherent
state basis Eq.(11) can be used to present the trace in Eq.(39) as follows
Tr
{
Mˆe−
E
2 T Σ˜
2
(α)
}
=
∫
d4z d3θ 〈z,−θ|Mˆe−E2 T Σ˜2(α) |z, θ〉. (42)
Here the (trivial) sub-trace over the two-dimensional field representation space is implicit. From Eq.(42), a path
integral representation can be found; however the insertion of the operator Mˆ in the trace requires care in the
discretization of the world-line, more so than for the real case discussed in section II B.
D. The axial-vector current
Our goal is to derive an expression for the global axial-vector current, defined as
〈j5µ(y)〉 ≡
iδWI[A,B]
δBµ(y)
∣∣∣
B=0
. (43)
We will subsequently derive the famous anomaly equation in our approach demonstrating that this current is not
conserved. Eq.(43) can be written as
〈j5µ(y)〉 ≡
iδWI
δBµ(y)
∣∣∣
B=0
= − E
64
1∫
0
dα
∞∫
0
dT Tr
{
δMˆ
δBµ(y)
e−
E
2 T Σ˜
2
(α)
}
B=0
= − E
32
∞∫
0
dT Tr
{
δMˆ
δBµ(y)
e−
E
2 T Σ˜
2
}
B=0
.
(44)
Note that the variation of the exponential with respect to Bµ does not contribute when Bµ is set to zero. The
surviving expression above contains both terms in Eq.(40). We will discuss both separately. The trace in Eq.(44) is
written as
Tr
{
δMˆ
δBµ(y)
e−
E
2 T Σ˜
2
}
B=0
= tr
∫
d4x0 d3θ0 〈x0,−θ0| δMˆ
δBµ(y)
e−
E
2 T Σ˜
2 |x0, θ0〉
= tr
∫
d4x0 d3θ 〈x0, θ0| δΛ
δBµ(y)
e−
E
2 T Σ˜
2 |x0, θ0〉 (45)
7 This contribution is analogous to the γ5 insertion in “textbook” discussions of the anomaly [65].
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Here, in going from the first line to the second, we made use of 〈−θ|Γ7 = 〈θ|. In particular, Γ7 can be shown to be the
equivalent of (−1)F , where F is the fermion number operator defined from the coherent states in Eq.(11) (c.f. [72]).
This has important consequences: due to this world-line insertion, the path integral representation of the imaginary
part of the fermion effective action will contain an integration over Grassmannian variables with periodic boundary
conditions. Consequently, fermionic zero modes arise, which would not be present otherwise. By insertion of complete
sets of states, Eq.(44) can be written as
〈j5µ(y)〉 = −
E
32
∞∫
0
dT tr
∫
d4x0d3θ0d4xNd3θN 〈x0, θ0| δΛ
δBµ(y)
|xN , θN 〉〈xN , θN | e−E2 T Σ˜2 |x0, θ0〉. (46)
Both matrix elements in the r.h.s of this expression can be treated separately. We begin with the matrix element
containing the exponential. In analogy with previous derivations, we get
〈xN , θN | e−E2 T Σ˜2 |x0, θ0〉 = −
∫ (N−1∏
k=1
d4xk
)(
N∏
k=1
d4pk
(2π)4
)(
N−1∏
k=1
d3θk
)(
N∏
k=1
d3θ¯k
)
× exp
{
−∆
N∑
k=1
[− ipkµ (xkµ − xk−1µ )∆ + E2 (pkµ −Aµ[x¯k])2 − (θ
k
r − θk−1r )
∆
θ¯kr +
iE
2
ψkµFµν [x¯
k]ψk−1ν
]}
. (47)
We now proceed to evaluate the matrix element in Eq.(46) that contains the world-line insertion. From Eq.(40), the
latter can be split into separate parts. We begin our discussion with Λ(1), which gives
〈x0, θ0| δΛ
(1)
δBµ(y)
|xN , θN 〉 = 2
(
∂
∂x0µ
δ(x0 − y)
)
δ(x0 − xN )〈θ0|Γ5Γ6|θN 〉 . (48)
The second world-line insertion ∝ Λ(2) is similarly
〈x0, θ0| δΛ
(2)
δBµ(y)
|xN , θN 〉 =
{( ∂
∂x0ν
δ(x0 − y)
)
δ(x0 − xN ) + 2
(
∂
∂x0ν
δ(x0 − xN )
)
δ(x¯0 − y)
}
〈θ0|[Γν ,Γµ]Γ5Γ6|θN 〉 .
(49)
Adding together Eq.(48) and Eq.(49), multiplying it with the matrix element in Eq.(47), and inserting this expression
in the r.h.s of Eq.(46), gives us the complete world-line expression for the anomalous axial vector current.
1. Derivation of the axial anomaly
To determine the anomaly equation, we need to compute ∂µ(δiWI/Bµ(y))B=0. We should mention here at the
outset that only Eq.(48) contributes to the anomalous non-conservation of the axial-vector current, while Eq.(49)
does not; this statement is illustrated in appendix A. One thus obtains
∂µ〈j5µ(y)〉 = ∂µ
iδWI
δBµ(y)
∣∣∣
B=0
= − E
32
∞∫
0
dT ∂µTr
(
Γ7
δΛ(1)
δBµ(y)
e−
E
2 T Σ˜
2
)
(50)
where the trace is now written as
∂µTr
(
Γ7
δΛ(1)
δBµ(y)
e−
E
2 T Σ˜
2
)
= −8
∫ (N−1∏
l=0
d4xl
)(
N∏
i=1
d4pi
(2π)4
)
 N∏
j=0
d3θjd3θ¯j

( ∂2
∂yµ∂x0µ
δ(x0 − y)
)
ψ05ψ
N
6
× exp
{
−∆
N∑
k=1
[
− ipkα
(xkα − xk−1α )
∆
− (θ
k
r − θk−1r )
∆
+
E
2
(
pkα −Aα(x¯k)
)2
+
iE
2
ψkαψ
k−1
β Fαβ(x¯
k)
]
+ (θ0r − θNr )θ¯0r
}
.
(51)
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We have made use of Eq.(18) to write this expression in a compact form. We can now follow the same procedure as
for the real part and complete the squares for the pk (k = 1, . . . , N) integration
8
pkα → pkα −Aα[x¯k]− i
(xkα − xk−1α )
∆E . (52)
We then find
∂µTr
(
Γ7
δΛ(1)
δBµ(y)
e−
E
2 T Σ˜
2
)
= −8


∫ N∏
l=1
d4pl
(2π)4
e
−∆
N∑
k=1
E
2 (p
k)2


×
∫ (N−1∏
i=0
d4xi
) N∏
j=0
d3θjd3θ¯j

( ∂2
∂yµ∂x0µ
δ(x0 − y)
)
ψ05ψ
N
6 exp
{
−∆
N∑
k=1
Lk
}
.
(53)
The exponential factor in the latter expression is
exp
{
−∆
N∑
k=1
Lk
}
≡ exp
{
−∆
N∑
k=1
[ 1
2E
(xkα − xk−1α )2
∆2
− (θ
k
r − θk−1r )
∆
− i (x
k
α − xk−1α )
∆
Aα(x¯
k)
+
iE
2
ψkαψ
k−1
β Fαβ(x¯
k)
]
+ (θ0r − θNr )θ¯0r
}
. (54)
By means of partial integration ∂
2
∂yµ∂x0µ
δ(x0 − y) = −δ(x0 − y) ∂2∂x0µ∂x0µ , we get
∂2
∂x0µ∂x
0
µ
exp
{
−∆
N∑
k=1
Lk
}
=
[
− 8E∆ − 2i
(
∂
∂x0µ
Aµ(x¯
1)− ∂
∂x0µ
Aµ(x¯
0)
)
− i(x1α − x0α)
∂2
∂x0µ∂x
0
µ
Aα(x¯
1)
−i(x0α − xNα )
∂2
∂x0µ∂x
0
µ
Aα(x¯
0) +O(∆)
]
e
−∆
N∑
k=1
Lk −→ − 8E∆ exp
{
−∆
N∑
k=1
Lk
}
, (55)
where the leading terms in the limit of k → τ , ∆→ 0 are kept. In the continuum limit and setting B = 0 we have
∂µ
iδWI
δBµ(y)
= 2
∞∫
0
dTN (T )
∫
P
Dx
∫
P
Dψ (ψ5ψ6)(0)δ(x(0)− y)
× exp

−
T∫
0
dτ
1
2E x˙
2 − ix˙αAα(x)− 1
2
ψaψ˙a +
iE
2
ψµFµνψν

 , (56)
where (ψ5ψ6)(0) is an insertion of the respective Grassman variables at world-line “time” τ = 0.
We will now find an analytic solution for Eq.(56). To this end, we remark that, as illustrated above, both anti-
commuting as well as commuting world-line variables are defined with periodic boundary conditions. We can therefore
write both respectively as a sum of a zero mode and a proper time dependent contribution
xµ(τ) = x¯µ + x
′
µ(τ) , (57)
ψa(τ) = ψ¯a + ψ
′
a(τ) , (58)
where the zero modes are defined to be
x¯µ ≡
T∫
0
dτ xµ(τ) x¯µ = xµ(0) = xµ(T ) (59)
ψ¯a ≡
T∫
0
dτ ψa(τ) ψ¯a = ψa(0) = ψa(T ) (60)
8 This of course does not effect the integration variables in the representation of the world-line insertion. We emphasize this point, because
in the compact notation in [72], this procedure is unclear and may cause confusion.
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and similarly for ψ5, ψ6. The latter two fields can be trivially integrated in Eq.(56). The result is∫
P
dψ ψ e
− 12
T∫
0
dτ ψψ˙
=
∫
dψ0dψ′ (ψ0 + ψ′) e
− 12
T∫
0
dτ ψ′ψ˙′
= 1 , (61)
where ψ stands for either ψ5, ψ6. We will henceforth define the remaining integral measure as Dψ ≡
∏4
µ=1Dψµ. The
result can be compactly summarized as
∂µ
iδWI
δBµ(y)
∣∣∣
B=0
= 2
∞∫
0
dT N (T )
∫
Dx¯Dx′
∫
Dψ¯Dψ′ δ(x¯− y)
× exp

−
T∫
0
dτ
1
2E x˙
′
2 − ix˙′αAα(x) − 1
2
ψ′µψ˙
′
µ +
iE
2
ψ′µFµνψ
′
ν +
iE
2
ψ¯µFµν ψ¯ν

 , (62)
where the normalization N is as in Eq.(25).
Because this normalization has a strong power law dependence on 1/T [65], the path integral receives its largest
contributions from T → 0. As the non-zero modes in Eq.(57) can be expanded in terms of eigenmodes with frequencies
T−1, higher modes do not contribute to the T → 0 limit. It is therefore sufficient to expand the integrand around
the zero modes, keeping non-zero modes only up to quadratic order. To evaluate this, it is convenient to use Fock-
Schwinger gauge9, centered around x¯, which is defined by
x′µ(τ)Aµ(x¯+ x
′(τ)) = 0. (63)
This expression can be formally solved for A, which results in
Aµ(x¯+ x
′) = x′ν
1∫
0
dη η Fνµ(x¯+ ηx
′) = x′ν
1∫
0
dη η exp (η x′α∂α)Fνµ(x¯) (64)
As we are expanding around the zero modes, it is sufficient to expand
Aµ(x¯+ x
′) =
1
2
x′νFνµ(x¯) +
1
3
x′νx
′
ρ∂νFρν(x¯) + . . . . (65)
In fact, we only need to keep
Aµ(x) ≈ 1
2
Fµν(x¯)x
′
ν . (66)
Exploiting Fock-Schwinger gauge thusly, Eq.(62) can be brought into the appealing form10,
∂µ
iδWI
δBµ(y)
∣∣∣
B=0
= 2
∞∫
0
dTN (T )
∫
Dx¯Dx′
∫
Dψ¯Dψ′ δ(x¯ − y)
× exp

−
T∫
0
dτ
1
2E x˙
′
2 − i
2
x′µFµν x˙
′
ν −
1
2
ψ′µψ˙
′
µ +
iE
2
ψ′µFµν(x¯)ψ
′
ν +
iE
2
ψ¯µFµν(x¯)ψ¯ν

 . (67)
We proceed by performing the (quadratic) non-zero mode integration in Eq.(67). The results of performing these
integrals are [61]
∫
Dx′ exp{−
∞∫
0
( x˙′2
4
− i
2
x′µFµν x˙
′
ν
)}
= Det′ −
1
2
(
− d
2
dτ2
+ 2iF
d
dτ
)
=
1
(4πT )2
Det′ −
1
2
(
1− 2iF
(
d
dτ
)−1)
=
1
(4πT )2
det−
1
2
(
sin(FT )
FT
)
(68)
9 This procedure was discussed in detail in [68, 69].
10 As will become clear from our derivation below, Eq.(67) carries in fact an N = 1 supersymmetry, turning bosonic into fermionic variables
and vice-versa. Details are given in appendix B.
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and
∫
Dψ′ exp{−
T∫
0
(1
2
ψ′µψ˙
′
µ + iψ
′
µFµνψ
′
ν
)}
= det
1
2
(
sin(FT )
FT
)
. (69)
Here Det′ indicates the determinant acting on the space of variables sans the zero modes, while det is defined on the
reduced space on which the gauge field tensor F is defined. Due to the N=1 supersymmetry of Eq.(67), the fermionic
and bosonic integrals Eq.(68) and Eq.(69) cancel,
∫
Dx′Dψ′ exp
{
−
τ∫
0
dτ
x˙′2
4
+
1
2
ψ′µψ˙
′
µ −
i
2
x′µFµν(x¯)x˙
′
ν + iψ
′
µFµν(x¯)ψ
′
ν
}
=
1
4π2
1
4T 2
. (70)
leaving us with the zero mode integration alone:
∫
Dψ¯ exp
{
−
∞∫
0
dτ iψ¯µFµν(x¯)ψ¯ν
}
=
∫
d4ψ¯ exp
{
− iT ψ¯µFµν(x¯)ψ¯ν
}
= −T
2
2
ǫµνρσFµνFρσ . (71)
We therefore obtain
∂µ
iδWI
δBµ(y)
∣∣∣
B=0
= − 1
16π2
∞∫
0
dTN (T )
∫
Dx¯ δ(x¯− y)ǫµνρσFµν(x¯)Fρσ(x¯)
= − 1
16π2

 ∞∫
0
dTN (T )

 ǫµνρσFµν(y)Fρσ(y) . (72)
The normalization can be set to unity giving us the well known result
∂µ〈j5µ(y)〉 ≡ ∂µ
iδWI
δBµ(y)
∣∣∣
B=0
= − 1
16π2
ǫµνρσFµν(y)Fρσ(y). (73)
This is the central result of this section11. It nicely illustrates that the axial anomaly can be understood as arising
from the phase of the fermionic determinant. Unlike many derivations in the literature, we employed a a variational
technique for the imaginary part of the effective action in an Euclidean formalism. This also confirms that our
result for the axial-vector current in Eq.(44) is robust. The analytic continuation to Minkowskian metric will be
straightforward, albeit the imaginary part of the effective action will have a different interpretation.
In the upcoming section III we will continue our world-line path integral formulation to real-time and we will make
contact with the results of [32–36] containing a Berry connection. Our very general approach allows one to study
the origin and role of any geometric phases which arise under certain approximations, such as those corresponding
to adiabatic variations in interactions with external fields. We then give an outlook on how a chiral kinetic theory
should be constructed, which is equivalent to a saddle point approximation of our world-line path integral. In this
context, we argue that Eq.(44) in the pseudo-classical limit provides a consistent definition of the axial vector current
and can be used in the construction of chiral kinetic extensions of Bo¨decker’s effective theory [82, 83].
For completeness, we note that the corresponding definition of the axial-vector current in the continuum formulation
of the world-line path integral is given as
〈jµ5 (y)〉 =
1
4
∞∫
0
dT N
∫
P
DxDψ δ(4)(x(0)− y){[x˙µ + x˙νψµψν ]ψ5ψ6}∣∣∣
τ=0
exp

−
∞∫
0
dτ L

, (74)
where with B = 0 the Lagrangian L = LL = LR is given in Eq.(23).
11 We note that commonly in the literature a distinction is being made between covariant and consistent anomalies [91, 92]. In our situation
both definitions agree, as is argued in appendix D. However this distinction is of crucial importance, when deriving non-singlet anomalies
or anomalies with both physical vector- and axial-vector-background fields present.
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III. CHIRAL KINETIC THEORY
A. Pseudo-classical description of spinning particles
The world-line framework provides a consistent Lorentz covariant description of quantum field theory using the
language of first quantization. It is therefore well suited for a pseudo-classical kinetic description of quantum many-
body systems. We will begin our discussion here with the world-line Lagrangian Eq.(22) continued to Minkowskian
metric (g = diag[−,+,+,+]). Henceforth we will consider the coupling of fermions to vector gauge fields and set the
auxilliary field B = 0. We have
L = x˙
2
2E +
i
2
ψµψ˙µ +
i
2
ψ5ψ˙5 +
i
2
ψ6ψ˙6 + x˙µA
µ(x)− iE
2
ψµFµνψ
ν , (75)
and the corresponding world-line effective action, obtained by the continuation of WR from Eq.(24), is given by
W =
∞∫
0
dT
T
∫
P
Dx
∫
AP
Dψ exp
{
i
T∫
0
dτ L
}
. (76)
The discussion in section II C translates into the Minkowskian formulation directly. The emergence of the anomaly
is understood in the Minkowskian formulation as arising from the fact that the path integral measure over the
Grassmanian variables in Eq.(76) does not contain zero modes.
The path integral is acompanied by an integration over a world-line of length T , which is directly related to the
reparametrization invariance of the world-line parameter τ → τ ′ = f(τ). In fact, Eq.(76) closely resembles Schwinger’s
proper time method, albeit in this case the world-line manifold is now an interval in proper time rather than a closed
loop. Consequently the world-line lenght T and the einbein E , which is the square root of the determinant of the
world-line metric, can also be understood to emerge from a BRST construction (see [88]). While reparametrization
invariance is a gauge symmetry (a redundancy in our description), it is not related to any symmetry group in the
usual sense.
For particles with spin, yet another physicality condition arises, which is not immediately obvious from Eq.(76):
longitudinal spin components should not be dynamical. This restricts the integral measure Dψ to a specific physical
hypersurface. In practice, this helicity constraint can be implemented by means of introducing a Lagrange multiplier
χ in the Lagrangian,
L → L− i x˙µψ
µ
2E χ . (77)
To illustrate its role, we will proceed to the Hamiltonian formulation by defining the conjugate momenta (from
Eq.(75))
pµ ≡ ∂L
∂x˙µ
= πµ +Aµ , with πµ ≡ x˙
µ
E − i
ψµ
2E χ . (78)
The corresponding world line action, equivalent to Eq.(75), can be written as
S =
T∫
0
dτ
{
pµx˙
µ +
i
2
[ψµψ˙
µ + ψ5ψ˙5 + ψ6ψ˙6]− E
2
π2 +
i
2
(πµψ
µ)χ− iE
2
ψµFµνψ
ν
}
. (79)
The role of E as a Lagrange multiplier is transparent in the above expression. The constraints that are encoded
in Eq.(79) can be easily understood from their quantized counterparts. Promoting the Grassmanian variables to
operators in a Hilbert space,
ψµ →
√
~
2
γ5γµ, ψ5 →
√
~
2
γ5 , (80)
the mass shell condition and the helicity constraint in Eq.(79) correspond to the Klein-Gordon and Dirac operator
equations respectively, defining the physical subspace |Φ〉 of the theory,
π2 + iψµFµνψ
ν = 0 ⇔ (πˆ2 + iσµνFµν) |Φ〉 = 0 (mass-shell constraint),
πµψ
µ = 0 ⇔ γ5γµπˆµ|Φ〉 = 0 (helicity constraint). (81)
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The generalization of Eq.(81) to the massive case is straightforward, as one simply replaces
π2 + iψµFµνψ
ν = 0 → π2 + iψµFµνψν +m2 = 0 ⇔ (πˆ2 + iσµνFµν +m2)|Φ〉 = 0 , (82)
πµψ
µ = 0 → πµψµ +mψ5 = 0 ⇔ γ5(γµπˆµ +m)|Φ〉 = 0 , (83)
as these then reproduce the massive Klein-Gordon and Dirac equations.
Eq.(82) and Eq.(83) are not independent. On the operator level, Eq.(82) is the (operator-) squared of Eq.(83),
whereas, on the level of the world-line phase space variables pµ, xµ, ψµ, ψ5, the constraints are part of an N = 1 SUSY
algebra, with the supercharge given by Eq.(83). This is discussed further in appendix B. In the latter case, both
constraints are related by the algebra of Poisson brackets. The action for a spinning massive particle, including both
mass-shell and helicity constraints, is then given by
S =
T∫
0
dτ
{
pµx˙
µ +
i
2
[
ψµψ˙
µ + ψ5ψ˙5 + ψ6ψ˙6
]
− E
2
(π2 +m2)− i
2
(πµψ
µ +mψ5)χ− iE
2
ψµFµνψ
ν
}
≡
T∫
0
dτ
{
pµx˙
µ +
i
2
[
ψµψ˙
µ + ψ5ψ˙5 + ψ6ψ˙6
]
−H
}
, (84)
where the Hamiltonian, being merely a sum of constraints, is
H =
E
2
(π2 +m2 + iψµFµνψ
ν) +
i
2
(πµψ
µ +mψ5)χ . (85)
Since H does not depend on ψ6, the dynamics of the latter is trivial, ψ6 = const and we will drop it from our discussion
henceforth. Eq.(84) serves as our starting point for the determination of the Hamiltonian dynamics of the world-line
theory and ultimately leads to the equations of motion in the pseudo-classical (kinetic) limit of the theory.
The classical limit is not immediately apparent in Eq.(76) as the T integration obscures its usual interpretation as
the saddle point of a path integral with the variables x, ψ. However, as described above, the T -integration is related
to the gauge freedom of the einbein parameter E . We will illustrate how this can be dealt with in practice and refer
the reader to appendix E for further detailed discussion.
One approach is to perform the T integral in Eq.(76) explictly. In this case, the world-line path integral can be
shown to be independent of the value of the einbein parameter E and the latter can thus can be fixed to any value. The
result of the T -integration is a modified single particle action, different from Eq.(75). The resulting pseudo-classical
dynamics can be derived from this modified action, which now permits [88] only physical degrees of freedom (those
satisfying constraint relations) to evolve via the equations of motion. An alternative approach is as follows: instead of
performing the T -integral, Eq.(75) might be taken as defining the the single-particle action directly, albeit explicitly
keeping the T integral in Eq.(76). In this case, E cannot be fixed and must be treated as a variational parameter.
We will here illustrate both approaches, starting with the first. Fixing E = 2 and defining the dimensionless proper
time as u ≡ τ/T , Eq.(76) can be written as
W =
∫ ∞
0
dT ′
T ′
e−iT
′
∫
DxDψ exp
{ im¯2
T ′
1∫
0
du
x˙2
4
+ i
1∫
0
du
[ i
2
(
ψµψ˙
µ + ψ5ψ˙5
)
+ x˙µA
µ − i
2
(
x˙µψ
µ
2
+mψ5
)
χ
]}
,
(86)
where we further defined m¯2 ≡ m2+i ∫ 10 duψµFµνψν . Provided the kinetic term is large compared to the interactions,
the T ′ integral can be performed by the stationary phase method around the stationary point T ′0 = m¯
√
− ∫ 1
0
du x˙2.
The result is
W =
∫
DxDψ N˜ exp iS (87)
where N˜ ≡√iπ/2m¯(− ∫ 1
0
du x˙2
) 1
4
, and the corresponding world-line action is
S = −m¯
√
−
∫ 1
0
du x˙2 + i
1∫
0
du
(
i
2
[
ψµψ˙
µ + ψ5ψ˙5 + ψ6ψ˙6
]
+ x˙µA
µ − i
2
[
x˙µψ
µ
2
+mψ5
]
χ
)
. (88)
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Using the abbreviation Y ≡
√
− ∫ 10 du x˙2, the equations of motion are obtained by varying this (non-local) action,
−m¯x¨
µ
Y
+
iY
2m¯
ψα∂µFαβψ
β + Fµν x˙ν +
i
4
ψ˙µχ = 0 , (89)
ψ˙µ − Y
m¯
Fµνψ
ν − x˙µ
4
χ = 0 , (90)
ψ˙5 − mχ
2
= 0 , (91)
while, as noted previously, the dynamics of ψ6 is trivial. These equations of motion, for appropriate choice of χ (as we
shall shortly discuss), provide the covariant generalization of the well known Bargmann-Michel-Telegdi equations [74]
for spinning particles in external gauge fields. The extension of these equations of motion to include colored degrees
of freedom, generalizing thereby the Wong equations [75], was already discussed a long time ago in [89].
As we show in appendix E, identical dynamics is obtained in the other approach when E is treated as a variational
parameter and thereby eliminated from the action. This approach will be particularly beneficial when we take the
non-relativistic limit of the action. In this variational approach, the Euler-Lagrange equations applied to E , using
Eq.(75), give the consistency relation
E = m−1R
(
z − i x˙µψ
µ
2 z
χ
)
, (92)
where z ≡ √−x˙2 and
m2R = m
2 + iψµFµνψ
ν . (93)
This consistency relation allows us to eliminate E by inserting the relation into Eq.(75). The resulting equation of
motions agree with the dynamics in Eqs. (89)-(91), provided the constraints are fulfilled.
Therefore a saddle point expansion of Eq.(76) – under the proviso that all constraints are respected – provides the
correct pseudo-classical limit with the corresponding action given as
S =
T∫
0
dτ L, (94)
where the Lagrangian in Eq.(75) can now be expressed as
L ≡− mRz
2
(
1 +
m2
m2R
)
+
i
2
(
ψµψ˙
µ + ψ5ψ˙5
)
− imR
2
(
x˙µψ
µ
z
[
1− m
2
2m2R
]
+
m
mR
ψ5
)
χ
+ x˙µA
µ(x)− i
2mR
zψµFµνψ
ν . (95)
This Lagrangian, explictly implementing the mass-shell constraint, will serve as the starting point for the discussion
of the non-relativistic limit in section III B. We can now use Eq.(95) to define the conjugate four-momenta of the
constrained phase space; these are
pµ ≡ ∂L
∂x˙µ
, where πµ ≡ pµ −Aµ = mRuµ − imR
2z
(
1− m
2
2m2R
)
[ψµ + uνψ
νuµ]χ, (96)
with the four-velocity is defined as
uµ ≡ x˙
µ
z
. (97)
Eq.(96) is easily inverted and gives
x˙µ =
z
mR
πµ +
i
2
(
1− m
2
2m2R
)[
ψµ +
πνψ
νπµ
m2R
]
χ (98)
The equations of motion in this setup, respecting all constraints, are completely equivalent to Eqs. (89)-(91). This
point is illustrated with a specific example in appendix E. We note a few additional points: the Lagrange multiplier χ
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is an anti-commuting Lorentz scalar, which means that the structure of expressions that can be assigned to it are very
restricted [76]. A vanishing χ = 0 is trivially consistent with this requirement; it turns out the only further choice12
is χ ∝ ǫµνλσπµψνψλψσ [76].
Our considerations here are essential ingredients in deriving a consistent relativistic chiral kinetic theory. The
explicit derivation of this kinetic framework is fairly involved and will be left to forthcoming work [85]. In the
following subsection, we will discuss the role of χ in more detail and we shall fix it explicitly. Our focus in III B will
however be on the non-relativistic reduction of Eq.(95)–with the helicity constraint imposed. We will comment on
some interesting features of the corresponding kinetic theory that are complementary to those discussed in our recent
letter [1].
B. The non-relativistic limit
In this subsection, we shall derive the non-relativistic limit of the single particle action defined by Eq.(95). We will
carefully discuss the role of the mass-shell and helicity constraints and their related Lagrange-multipliers. Based on
an adiabatic approximation of our result, we make contact with the geometric action put forward by [32, 33]. As in
those works, we showed in our accompanying letter [1] how a Berry term arises in the massive non-relativistic and
adiabatic limit. However in [1], we only considered a massive system with a small or vanishing chemical potential.
We will extend the discussion here to a system with a large chemical potential.
We will begin by writing Eq.(95) with all factors of c specified:
L =− mRc z
2
(
1 +
m2
m2R
)
+
i
2
(
ψµψ˙
µ + ψ5ψ˙5
)
− imR c
2
(
x˙µψ
µ
z
[
1− m
2
2m2R
]
+
m
mR
ψ5
)
χ
+
x˙µA
µ(x)
c
− i
2mRc
zψµFµνψ
ν . (99)
The non-relativistic limit can be derived systematically in an expansion of the particle’s velocity over the speed of light.
The adiabatic limit corresponds to taking the interaction energy of the particle with the external electromagnetic fields
to be small relative to its rest energy. To proceed further in deriving these limits from the relativistic Lagrangian, we
choose, without loss of generality, χ = 0. It follows thence from Eq.(91) that ψ˙5 = 0 and hence ψ5 = const.
We will next use the supersymmetric properties of the world-line action (discussed in appendix B)
ψµ → ψµ + x˙µ√−x˙2 η ; ψ5 → ψ5 + η ; xµ → xµ + i
ψµη
m
, (100)
where η is an anticommuting parameter generating a N = 1 supersymmetric transformation. Since ψ5 = const, we
can perform a time-independent transformation such that ψ5 = 0. Thereby eliminating ψ5 from the dynamics entirely,
the Lagrangian can be written as
L = −mRc z
2
(
1 +
m2
m2R
)
+
i
2
(
ψψ˙ − ψ0ψ˙0
)
+
x˙µA
µ(x)
c
− i
mRc
z ψ0F0iψ
i − i
2mRc
z ψiFijψ
j , (101)
This expression does not contain any approximations yet.
To take the non-relativistic limit, we identify the world line proper time τ of a “particle”, with the physical time t
as
τ =
ct
γ
= ct
√
1− (dx/dt)2, x0 = ct , (102)
where v is the non-relativistic velocity, v ≡ dx/dt. From the spatial components of the Grassmanian variables, the
conventional spin vector is defined as Si ≡ − i2ǫijkψjψk. Using Bi = 12 ǫijkF jk and Ei = F 0i, we can therefore express
−iψ0F0iψi = S · (pi ×E)
cπ0
, (103)
− i
2
ψiFijψ
j = S ·B . (104)
12 Note that χ cannot be linear in ψ, as this cannot be combined to form a Lorentz invariant. Even powers in ψ result in χ being a
commuting variable, rather than an anti-commuting one.
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Furthermore, in the non-relativistic limit, the electromagnetic “Larmor” energy is small compared to the mass- we
can therefore approximate13
mR =
√
m2 + iψµFµνψν ≈ m
(
1 +
i
2
ψµFµνψ
ν
m2c2
)
≡ m(1 +X), (105)
where we introduced the abreviation
X ≡ −S · (pi ×E)/(cπ
0) + S ·B
2m2 c2
(106)
The Lagrangian, which is defined by
S =
∫
dt L′, (107)
can be written as
L′ = −mRc
2
2γ
(
1 +
m2
m2R
)
+
i
2
(
ψψ˙ − ψ0ψ˙0
)
−A0 + v
c
·A+ 1
mRγ
(
S · (pi ×E)
cπ0
+ S ·B
)
= −mc
2
2γ
(
1 +X +
1
1 +X
)
+
i
2
(
ψψ˙ − ψ0ψ˙0
)
−A0 + v
c
·A− 2mc
2
γ
X
1 +X
. (108)
The non-relativistic limit is found when x ∝ (v/c)2 is small. Thus we expand the expression in terms of X and v/c
and keep only terms at most quadratic in the latter. This gives
L′ ≈ −mc2 + 1
2
mv2 +
i
2
(
ψψ˙ − ψ0ψ˙0
)
+A0 − v
c
·A+ S · (pi ×E)
mcπ0
+
S ·B
m
. (109)
Since in this limit
π0 → p0 − A
0
c
, and pi → p− A
c
, (110)
we obtain our final form for the non-relativistic Lagrangian to be
LNR = −mc2 + 1
2
mv2 +
i
2
(
ψψ˙ − ψ0ψ˙0
)
−A0 + v
c
·A+ S · (
[
v/c−A/(mc2)]×E)
mc
+
S ·B
m
. (111)
Here ψi, i = 1, 2, 3 are the dynamical spin degrees of freedom. Since ψ0 is not dynamical, we shall drop it from
now on. To obtain the corresponding non-relativistic Hamiltonian, we proceed just as we had done in the Lorentz
covariant case, by introducing a non-relativistic conjugate momentum
pi =
∂LNR
∂x˙i
= mx˙i +
Ai
c
+
ǫijkEjSk
mc2
. (112)
We can then compactly express the non-relativistic action as
S =
∫
dt
(
p · x˙+ i
2
ψ · ψ˙ −H
)
, (113)
where the non-relativistic Hamiltonian (in SI units) is
H ≡ mc2 +
(
p− Ac
)2
2m
+A0(x) − S · (
[
v/c−A/(mc2)]×E)
2mc
− B · S
m
. (114)
This expression is of course the well known expression for the Hamiltonian for a fermion in an external electromagnetic
field [90]: the penultimate term is the spin-orbit interaction energy from Thomas precession, while the last term is
the Larmor interaction energy.
In the accompanying letter [1], we showed in some detail that in an adiabatic approximation the system described by
Eq.(113) and Eq.(114) contains a Berry phase with monopole form, also postulated in [32–35]. In the next subsection,
we will repeat part of our derivation for the case of a massless particle in the presence of a large chemical potential.
This is the case discussed for instance in [32, 33] and several other works.
13 We note that due the Grassman nature of X there is only one further non-zero term in this expansion ∝ X2. Due to the nilpotency
of the Grassmanian variables this term is antisymmetric in four Lorentz indices and thus reminicent of the discussion in section II C.
We note however that in section IIC, the emergence of the anomaly was tied to the existence of Grassmannian zero modes and thereby
resulted in the well known anomaly relation Eq.(73). The order X2 term here corresponds to a field configuration ∝ E ·B; however it
is not a sign of the presence of the anomaly and not related to the non-conservation of the axial current. See also [79], where such a
term is seen in the equations of motion.
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C. Chemical Potential
The limit that we derived in Eq.(114) is different from the one in [32, 33], as the latter contains an effective
description for (massless) particles near the Fermi surface, which is well defined for large µ. We will here explore how
this limit appears in the world-line framework. As suggested by Eq.(81), a chemical potential can be introduced by
adding a term to the Dirac operator equation
γ5γ
νπν |Φ〉 = 0 → γ5(γνπν + µγ0)|Φ〉 = 0, (115)
The corresponding world-line expression is
πνψ
ν = 0 → πνψν + µψ0 = 0. (116)
The mass-shell constraint is modified by the introduction of a chemical potential to read:
π2 + iψαFαβψ
β + µ2 = 0. (117)
The world-line Lagrangian for massless fermions in the presence of a chemical potential is then14
L(µ) = x˙
2
2E −
E
2
µ2 +
i
2
ψαψ˙
α + x˙αA
α − iE
2
ψαFαβψ
β − i
2
(
x˙αψ
α
E + µψ
0
)
χ , (118)
which we emphasize is a relativistic expression. The path integral we have to evaluate is
W (µ) =
∫
dT
T
∫
Dx
∫
Dψ exp{i
T∫
0
dτ L(µ)}. (119)
As previously for Eq.(92), a consistency relation can be derived here as well. In this case, we will proceed by performing
the T integration in Eq.(119) directly. The integral in Eq.(119) can be performed by the stationary phase method.
Fixing E = 2, we obtain
L(µ) =
1∫
0
du
{
x˙2
4T
− µ2
(
1 +
i
µ2
ψαFαβψ
β
)
T + x˙αA
α +
i
2
ψαψ˙
α − i
2
(
x˙αψ
α
2
+ µψ0
)
χ
}
. (120)
We further rescale T → ∫ 10 du µ2(1 + iµ2ψµFµνψν)T ≡ m2effT to obtain
W (µ) =
∫
dT
T
e−iT
∫
Dx
∫
Dψ exp

im
2
eff
T
1∫
0
du
x˙2
4
+ i
1∫
0
du
{
x˙µA
µ +
i
2
ψµψ˙
µ − i
2
(
x˙αψ
α
2
+ µψ0
)
χ
}
. (121)
For large chemical potential the intergral is dominated by the first term in the exponent. Therefore, using the
stationary phase method, the T integral can be performed around the stationary point T0 = meff
√
− ∫ 10 du x˙24 . The
result is
W (µ) ≈
∫
Dx
∫
Dψ
√
iπ
2meff
(
−
∫ 1
0
du x˙2
)− 14
× exp

−imeff
√
−
∫ 1
0
du x˙2 + i
1∫
0
du
(
x˙αA
α +
i
2
ψαψ˙
α − i
2
[
x˙αψ
α
2
+ µψ0
]
χ
)
. (122)
For a large chemical potential, we can Taylor expand
meff ≈ µ
(
1 +
i
2µ2
∫ 1
0
duψαFαβψ
β
)
, (123)
14 For simplicity, we have omitted the kinetic terms for ψ5 and ψ6.
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so that we finally have–using the abreviation N¯ ≡
√
ipi
2meff
(
− ∫ 10 du x˙2)−
1
4
,
W (µ) ≈
∫
Dx
∫
Dψ N¯ exp

−iµ
√
−
∫ 1
0
du x˙2 + i
1∫
0
du
(−i
2µ
ψαFαβψ
β + x˙αA
α +
i
2
ψαψ˙
α
)
. (124)
This effective action describes excitations near the fermion surface for a massless theory with a large chemical potential.
In obtaining this form for the action, in analogy with the previous section, we chose χ = 0. Eq.(124) can be directly
compared with the result in section III B: as might have been anticipated, the role of the mass parameter is effectively
taken over by the chemical potential. The non-relativistic limit is thus identical upon this identification, as is the
adiabatic limit in [1]. It was shown there how a Berry monopole is found when level crossings between spin states are
suppressed.
A closer look at the individual terms in the action of W (µ) illustrates these points nicely. While the first square
root term is the conventional kinetic term for a particle with effective mass µ, the second term is a Larmor-interaction
energy, with the effective mass µ. For large chemical potentials, excitations around the Fermi surface behave non-
relativistically. Further, the adiabatic limit corresponds to ψαFαβψ
β/µ ≈ 0. The effective description of [32, 33] is
thus straightforwardly understood by taking the appropriate limits in the world-line framework.
The aforementioned non-relativistic and the adiabatic approximation may not be applicable to ultra-relativistic
heavy-ion collisions. Instead, the general Lorentz-covariant world-line framework, which we have established in
Eqs. (89-91) is ideally suited for the description of the anomalous transport of axial charges in the hot fireball
created in a heavy-ion collision.
IV. CONCLUSIONS
In this manuscript, and in an accompanying letter [1], we developed a world line framework in quantum field theory
to construct a Lorentz-covariant chiral kinetic theory for fermions. In the first part of the paper, we obtained a world-
line path integral representation of the (Euclidean) fermion determinant in the background of vector and axial-vector
gauge fields. This was achieved by using a heat-kernel representation of the (infinite-dimensional) operator logarithm.
We exploited a fermionic coherent state formalism whereby spin is not treated as part of a wave function but rather as
an independent degree of freedom in the path integral. This powerful construction can be extended to include other
internal degrees of freedom such as color.
We then investigated how the axial anomaly arises in world line quantization. As is well known [68], the axial
anomaly is related to the phase of the fermion determinant, which is ill-defined for fermions in a complex representation.
The fermion effective action is thus understood to contain both a real as well as an imaginary part, the latter being
related to the violation of chiral symmetry. Using a path integral construction due to D’Hoker and Gagne´ [72, 73], we
obtained a representation of the real part of the effective action in terms of a Grassmanian path integral over spinning
variables. Remarkably, there is a very similar path integral representation for the imaginary part, wherein an integral
over a regulating parameter represents the loss of chiral symmetry. This path integral representation includes an
operator insertion, which in this framework is responsible for the fermion zero modes in the spectrum of the theory.
Following the discussion by Alvarez-Gaume and Witten [68], we demonstrated in our framework how these modes
are responsible for the axial anomaly. In particular, we employed a variational method to obtain a non-perturbative
expression for the axial-vector current in first-quantization and thence derived the anomaly equation. The emergence
of the axial anomaly in first quantization crucially depends on a hidden supersymmetry between bosonic and fermionic
degrees of freedom induced by periodic boundary conditions for the fermion variables on the closed world-line.
Motivated by our findings in section III, we derived the pseudo-classical kinetic limit of the world-line effective action.
Continuing our prior discussion from Euclidean to Minkowski metric, we established that the Liouville dynamics
of spinning particles arises from the real part (in the original Euclidean formulation) of the fermion determinant
alone. This contribution to the kinetic dynamics is independent of those arising from the piece in the path integral
containing the fermionic zero modes that are responsible for the anomaly. However in a chiral kinetic theory, anomalous
contributions to the dynamics, in a covariant formulation, will be manifest through the axial vector current.
A part of the impetus of our work was to understand the origins of the Berry term in kinetic descriptions from
first principles in quantum field theory and to establish thereby its relation, if any, to the chiral anomaly. In our
accompanying letter [1], we showed how such a term arises from the world-line action for massive spinning particles
in external background gauge fields. We demonstrated explicitly that we needed to take the non-relativistic limit of
large masses, as well as an adiabatic limit wherein the Larmor interaction energy of the spinning particles was much
smaller than the rest energy. In this paper, we addressed the problem in the case where the spinning particles are
massless but the system possesses a large chemical potential. This is the case for quasi-particle excitations near the
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Fermi surface in a number of condensed matter systems. We showed explicitly in the world-line framework that the
chemical potential replaces the role of the mass and the rest energy in a manner that is exactly the same as was
the case for massive spinning particles. An anaologous non-relativistic and adiabatic limit for these excitations can
therefore be taken, and it can be similarly be demonstrated how the Berry term arises upon taking these limits.
This exercise also suggests that away from the adiabatic non-relativistic limit, the Berry phase is not robust and its
effects are implicit in the relativistic dynamics of spinning particles. As such, we have arrived at the same conclusion
as the previous observation by Fujikawa and collaborators [50–52]. In contrast to the Berry phase, the effects of
the anomaly are robust and manifest in a relativistic kinetic description. More generally, the semi-classical world-
line construction we obtained here can be incorporated in a real-time Schwinger-Keldysh framework to describe the
evolution of a chiral current in a gauge field background. A similar such construction was performed in [60] for spinless
colored particles. It was shown in that case how one recovers in the world-line framework the non-Abelian Boltzmann
Langevin “Bo¨deker kinetic theory” [82–84] of hot QCD. This framework can be extended to construct an “anomalous
Bo¨deker theory” which can then be matched to classical-statistical simulations at early times in heavy-ion collisions
and to anomalous hydrodynamics at late times. This work is in progress [85]. We note that there has been a recent
discussion of the anomalous Bo¨deker kinetic theory in the literature [96, 97] in a different approach and it will be
useful in future to compare and contrast results in the two approaches.
The framework presented here is not only applicable in the QCD framework of heavy-ion collisions but is potentially
applicable to a number of many-body contexts where topology is important and the dynamics is relativistic. One
such example is that of the transport of chiral fermions in an astrophysical situations [98–101]. In this context, our
framework provides a first principles perspective that can be used to address situations where masses and chemical
potentials are not large and non-relativistic and adiabatic assumptions are no longer valid. Another intriguing
possibility is to apply this framework to helicity evolution in QCD at small x [103]. In QCD at small x, semi-classical
concepts provide fertile ground[104, 105]; a semi-classical world-line description was previously employed [106] to
derive the well known BFKL equation for unpolarized parton distributions [107, 108]. The world-line construction
developed here for spinning particles therefore shows great promise for a wide of many-body problems and will be
pursued in future work.
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Appendix A: Details of the calculation of the imaginary part of the effective action
In this Appendix, as promised, we will show that the second term in the world-line insertion, does not contribute
to the non-conservation of the axial vector current. Writing out the relevant expression,
∂µTr
(
Γ7
δΛ(2)
δBµ(y)
e−
E
2 T Σ˜
2
)
= −
∫ ( N∏
l=0
d4xld3θld3θ¯l
)(
N∏
l=1
d4pl
(2π)2
)
〈θ0|[Γµ,Γν ]Γ5Γ6|θN 〉
[( ∂2
∂yµ∂x0µ
δ(x0 − y)
)
δ(x0 − xN )
+ 2
(
∂
∂xν
δ(x0 − xN )
)(
∂
∂yµ
δ(x¯0 − y)
)]
exp
{
−∆
N∑
k=1
[− ipkα (xkα − xk−1α )∆ + E2
(
pkα −Aα(x¯k)
)2
− (θ
k
r − θk−1r )
∆
θ¯kr +
iE
2
ψkαψ
k−1
β Fαβ(x¯
k)
]}
=−
∫ (N−1∏
l=0
d4xl
)(
N∏
l=0
d3θld3θ¯l
)(
N∏
l=1
d4pl
(2π)2
)
〈θ0|[Γµ,Γν ]Γ5Γ6|θN 〉
×
[
− ∂
2
∂x0µ∂x
0
ν
]
exp
{
−∆
N∑
k=1
[ − ipkα (xkα − xk−1α )∆ + E2 (pkα −Aα(x¯k))2 − (θ
k
r − θk−1r )
∆
θ¯kr +
iE
2
ψkαψ
k−1
β Fαβ(x¯
k)
]}
(A1)
In the final expression above, we observe that while the expression containing the commutator of Gamma matrices
is anti-symmetric under the exchange of µ and ν, the derivative of the exponent is clearly symmetric under this
exchange. Therefore
∂µTr
(
Γ7
δΛ(2)
δBµ(y)
e−
E
2 T Σ˜
2
)
= 0 , (A2)
which completes our proof of the statement following Eq.(40) in the main text of the paper.
Appendix B: Supersymmetry and gauge freedom of the relativistic spinning particle
The Lorentz-covariant formulation of the spinning particle action given by Eq.(75) posses two important symmetries
respected by the world-line path integral. Firstly, the physical content of the theory is invariant under reparametriza-
tions of the world line parameter τ ,
τ → τ ′ = f(τ) (B1)
This gauge symmetry corresponds to the mass-shell constraint or “charge”
H ≡ 1
2
(
πµπ
µ +m2 + iψµFµνψ
ν
)
, (B2)
(with πµ defined as in Eq.(78)) which upon quantization is a constraint on the physical states in the Hilbert space–
equivalent to the Klein-Gordon equation. It is also closely connected to another invariance of the action in terms of
proper time dependent quantum mechanical supersymmetric transformations. Assuming η(τ) to be an anti-commuting
parameter, these supersymmetric transformations are
ψµ → ψµ + x˙µ√−x˙2 η ,
ψ5 → ψ5 + η ,
xµ → xµ + iψµη
m
. (B3)
These transformations correspond to the supersymmetric charge,
Q ≡ πµψµ +mψ5 . (B4)
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This charge, along with the constraints Eq.(B2) and Eq.(B4), generates an N = 1 SUSY algebra,
{Q,Q} = −2iH. (B5)
In generating this algebra, one employs the fundamental Possion brackets:
{xµ, pν} = δµν , (B6)
{ψµ, ψν} = −iδµν , (B7)
{ψ5, ψ5} = −i , (B8)
{ψµ, ψ5} = 0 . (B9)
We refer the reader to [68, 88] for more details on the use of SUSY models in the context of path integrals and index
theorems, as they are used, most prominently, in gravity. A discussion of a covariant of a covariant fixing of the gauge
freedom (reparamentrization invariance under τ → τ ′) in terms of a BRST construction can be found in [88] and
gives a nice illustration of the structure of the world-line path integral. These techniques will be particularly helpful
in implementing the phase space constraints satisfied by the relativistic dynamics of spinning and colored particles.
Appendix C: Internal Symmetries
Internal symmetries, such as color, can be represented via Grassmaniann path integrals in the same manner as we
have done for the spin degrees of freedom. These were discussed in [76–80] and their path integral formulation was
worked out in [72, 73]. The essential elements are anti-commuting color degrees of freedom that combine to give the
color charges, which in classical representations satisfy the Wong equations [75]. It was shown in [72, 73] that path
ordered exponentials of the form
tr Pe−
T∫
0
dτ L(τ)
, (C1)
where L(τ) is a N ×N Hermitian traceless matrix, can be written as
∫
Dλ†DλJ (λ†λ) exp
{
−
∫ T
0
dτ
(
x˙2
2E +
1
2
ψaψ˙a + λ
†λ˙− λ†Lintλ
)}
, (C2)
where Lint is the interaction part of the Lagrangian and J (λ†λ) = ( piT )N
∑
φ exp[iφ(λ
†λ + N/2 − 1)]. If the matrix
structure of L is that of fermions in the fundamental representation of SU(Nc), then simply N = Nc. In a similar
fashion, an insertion ω into the trace gives
trP ω e−
T∫
0
dτ L(τ)
=
∫
Dλ†Dλ J (λ†λ) {λ†ωλ} e−
T∫
0
dτ
(
x˙2
2E+
1
2ψaψ˙a+λ
†λ˙−λ†Lintλ
)
. (C3)
It can be shown that defining the world-line path integral for colored, albeit spinless, particles reproduces Wong’s
equations in the pseudo-classicial limit [60]. The equations of motion for spinning colored particles were already
written down 40 years ago in [89].
Appendix D: Consistent vs. Covariant Anomalies
It has long been known that the definition of axial-vector currents is ambiguous in some cases, allowing for two
anomaly types, termed consistent and covariant respectively. It was pointed out [91] that this difference arises when
one derives the non-singlet anomaly either from the variation of an effective action (which yields the consistent
anomaly) or from Fujikawa’s method via variation of the measure (which gives the covariant anomaly). The first type
was called the consistent anomaly, as it fullfils the Wess-Zumino consistency conditions thereby predicting the correct
anomalous physics of effective hadronic theories. The second type is obtained from the first type by adding a local
counterterm, which makes the non-singlet anomaly transform covariantly under group transformations.
For the singlet anomaly, and in QED, this issue is much simpler, as in this case one has manifestly gauge invariant
expressions for both vector and axial-vector currents. Therefore the possibility that a current is not covariant never
arises. However as was discussed by Bardeen [92], care has to be taken when deriving currents, when there are both
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non-zero vector- as well as axial-vector fields. In this case, there is an ambiguity whether the anomaly should be
contained in the vector- or the axial-vector-currents (or even both). Physics dictates that the vector current is related
to the baryon number and so it better be conserved. Hence by the introduction of local Bardeen-counterterms this
physicality condition can be enforced. We note however that if there are no physical axial-vector gauge fields present,
as it is in our case, this ambiguity does not exist. The vector current is conserved by construction and hence the only
possible form of the anomaly is given by Eq.(73).
Appendix E: Saddle Point Expansion in the World Line framework and Gauge Invariance
We will discuss here two different appraoches to the fixing of the gauge symmetry determining E . Our derivation
is based on the fact that E is related to the reparametrization invariance of the proper time
τ → τ ′ = f(τ), (E1)
where f is an arbitrary continuous function. For the sake of simplicity, we will neglect here spin dependent pieces of
our action and write down the world-line path integral for a scalar particle. We will then subsequently generalize the
discussion to particles with spin. The world-line path integral for the spinless case is
Wscalar =
∞∫
0
dT
T
∫
Dx exp
(
i
∫ T
0
dτ
[ x˙2
2E + x˙µA
µ(x) − E
2
m2
])
=
∞∫
0
dT
T
∫
Dx exp
(
i
∫ 1
0
du
[ (dx/du)2
2ET +
dxµ
du
Aµ(x) − ET
2
m2
])
, (E2)
where in the second line we have replaced u = τ/T . From Eq.(E2) it is clear that T and E are not independent.
Setting E to a constant value does not affect the result of the T integration. Therefore we can simply set E = 2 and
rescale m2T → T . The path integral is then given as
Wscalar =
∞∫
0
dT
T
∫
Dx exp
(
i
∫ 1
0
du
[
m2
(dx/du)2
4T
+
dxµ
du
Aµ(x) − T
])
, (E3)
The T integration can now either be performed explicitly (see [93, 94]) or via the method of stationary phase around
the expansion point
T0 =
m
2
(
−
∫ 1
0
du
[
dxµ
du
]2) 12
. (E4)
We obtain
Wscalar ≈
√
iπ
2m
∫
Dx
(
−
∫ 1
0
du
[
dxµ
du
]2)− 14
exp i

m
(
−
∫ 1
0
du
[
dxµ
du
]2) 12
+
∫ 1
0
du
dxµ
du
Aµ(x)

 . (E5)
We now derive the equations of motion from requiring the invariance of this action under variation. The result is
(
−
∫ 1
0
du x˙2
)− 12
mx¨µ = x˙νF
µν . (E6)
We can write this, defining z =
√−x˙2, as15
mx¨µ
z
= x˙νF
µν . (E7)
15 Multiplying this equation through by x˙µ, one observes that x˙2 = constant.
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One can alternately start from the Lagrangian in Eq.(E2). Instead of fixing E and leaving the T integral explicit,
we can work with the single particle action
S =
∫ T
0
dτ
[ x˙2
2E + x˙µA
µ(x)− E
2
m2
]
(E8)
directly. Since E is kept explicit, there are two variations to perform – one for E and one with respect to x. Variation
with respect to E gives
x˙2
E2 −m
2 = 0 . (E9)
Solving this equation for E , one obtains the consistency relation
E =
√−x˙2
m
=
z
m
. (E10)
Note that Eq.(E10) does not fix the gauge, as z has yet to be determined. It rather is an equation that allows us to
implement the constraint in the action directly. Plugging Eq.(E10) into Eq.(E8) eliminates the dependence on the
einbein parameter and yields
S =
∫ T
0
dτ
[
mz + x˙µA
µ(x)
]
, (E11)
from which the equations of motion follow directly. Not surprisingly, they coincide with Eq.(E7). This derivation shows
that Eq.(E8) can be interpreted as a single-particle action, under the premise that all constraints are implemented
correctly and the consistency condition Eq.(E10) is fulfilled. The latter is satisfied if the einbein E is treated as a
variational parameter. This equivalence generalizes easily to the case of spinning particles as discussed in the main
text.
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