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Abstract
We review the validity of the assumption of having no new physics in tree level b
quark transitions b → qq′d and b → qq′s (q, q′ = u, c). In particular we test for
possible deviations on the Wilson coefficients of the corresponding effective current-
current operators with respect to their Standard Model values. The allowed new
physics regions are determined using a global fit. We take into account constraints
from different flavour observables calculated from the hadronic decays B0d → pipi,
B0d → ρpi, B0d → ρρ, B → Xsγ and B → Xdγ. We also include observables
from neutral B meson mixing such as ∆Γs and the semileptonic asymmetries a
s,d
sl .
We show that deviations in the tree level Wilson coefficients of the order O(10%)
are consistent with state of the art experimental measurements. We study the
implications of these deviations over the decay width ∆Γd of B
0
d meson mixing, not
measured yet by experiments, and over the precision of the CKM phase γ. Our
results show that enhancements on ∆Γd by up to a factor of 3.6 with respect to the
Standard Model value are allowed by data. Moreover the effects on γ can compete
with the corresponding experimental precision O(6◦). Finally we explore for possible
hadron-quark duality violations in the neutral B and D meson sectors. This analysis
includes constraints from mixing observables and from the lifetimes of B0d and B
0
s
mesons. We find that duality violations of O(20%) can provide an explanation to
the tension of several orders of magnitude between the Heavy Quark Expansion and
experimental data in the observable ∆ΓD of neutral D meson mixing.
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Preface
The Standard Model of particle physics has proven to be a theory with amazing
predictive power. To date, it has passed successfully stringent experimental tests.
Nevertheless, there are open problems of conceptual and observational origin that
cannot be addressed within this theoretical framework, for instance it does not pro-
vide an explanation of the asymmetry between matter and antimatter observed in
the universe and it does not clarify the nature of dark matter. It is well accepted
that in order to solve the outstanding open problems in high energy physics, new
particles and interactions need to be introduced. Until now direct searches carried
out by experimental collaborations such as ATLAS and CMS have not found unam-
biguous evidence of new physics.
Flavour Physics in the Quark sector possess different attributes that make it special
when seeking for indirect signals beyond the Standard Model. On the experimental
side, precision measurements are being performed by collaborations such as LHCb
and Belle, in this respect there is plenty of data available that can be compared
against theoretical calculations. On the theoretical side, the mathematical formal-
ism developed within the context of quark flavour physics allows to keep hadronic
uncertainties under control. This holds, for instance, in the case of b-mesons where
the Heavy Quark Expansion (HQE) allows us to express the decay amplitudes for
different physical processes as series in ΛQCD/mb. The relatively large mass of
the bottom quark permits to obtain reliable results from the leading terms in this
systematic expansion. Moreover, the effective theory approach used is an amazing
tool to disentangle perturbative and non perturbative effects within the calculations.
1
As is well known, higher order corrections are an essential ingredient in the search
for new physics. There are currently huge efforts in this direction. However, we
consider that it is necessary to critically review the validity of well accepted as-
sumptions in the light of new data. Consider for example the determination of the
CKM phase γ; in the last 11 years experimental facilities have been able to reduce
the uncertainty significantly. In 2005, using B → DK, the Belle Collaboration mea-
sured γ to be (68+22−23)
◦ [1]. A more recent measurement by the LHCb collaboration
determined γ to be (70.9+7.1−8.5)
◦ [1]. This shows an error drop by a factor of 3 with a
central value left relatively unaffected. As we will discuss in Section 1.4.2 and Sec-
tion 4.8.5, the theoretical determination of γ from B → DK decays is purely tree
level. As a matter of fact it is estimated that higher order electroweak corrections
will produce a shift at the level of δγ ≈ O(10−7). Consequently the extraction of γ
can be considered extremely clean. Here however, we are making the seemingly safe
assumption of no new physics at tree level b quark decays. A valid question is, what
is really the precision on the theoretical tools used for the computation of tree level
processes? As we will see in Chapter 4, new physics effects can cause deviations in
γ that saturate the current experimental uncertainty, while being totally consistent
with other experimental constraints.
The main aim of the work presented in this thesis is to revise the generalized assump-
tion of no new physics at tree level in b→ qq¯′s and b→ qq¯′d transitions (q, q′ = u, c)
and on the validity of the hadron quark duality (essential in the HQE). In the first
case, we check how constrained are the deviations of the Standard Model Wilson
coefficients of the current-current operators. Our strategy uses a statistical fit and
a set of physical constraints from B meson hadronic decays and observables from
B meson mixing. We show that, taking into account the data available, sizeable
deviations with respect to the Standard Model are possible at tree level. We then
investigate how these results affect the decay width ∆Γd of neutral B
0
d mesons and
the precision in the determination of the CKM phase γ.
We can speculate on potential enhancements in ∆Γd with respect to the Standard
2
Model, since this physical quantity has not been measured yet. Moreover an in-
teresting connection between ∆Γd and the anomalous measurement of the like sign
dimuon asymmetry was reported recently in the literature, we will review issues
with this interpretation in Chapter 5. Then as a second source of enhancement in
∆Γd, we investigate for the impact of the effective operators
(
d¯b
)(
τ¯ τ
)
considering
different Lorentz structures.
The CKM phase γ is an obvious choice for analysing the consequences of our new
physics regions because , as it has been briefly mentioned above, its theoretical de-
termination is a purely tree level one. As a matter of fact the extraction of γ is
based on the interference of the decay chains b → cu¯s and b → uc¯s; and it is free
from other weak phases introduced through penguin topologies. Here we show that
new physics effects from tree level operators can compete with the most recent ex-
perimental precision in the determination of γ.
Our last investigation is centred on the possibility of having hadron quark duality
violation in neutral B meson decays. We constrain duality violation effects using
the B mixing observable ∆Γs and analyse their implications on the observables a
s,d
sl ,
∆Γd and the ratio of lifetimes τ(B
0
s )/τ(B
0
d). As a final step, we show that duality
violations of O(20%) can explain the experimental result for the decay width ∆ΓD
in neutral D meson oscillations. This is a non trivial result regarding that the HQE
gives a theoretical result that disagrees with the experiment by several orders of
magnitude.
The structure of this thesis is as follows, Chapters 1, 2 and 3 present the basic
theoretical background for the development of the research material. Particular
emphasis has been given to the description of the renormalization group evolution
of the Wilson coefficients of heavy quark effective theories at next-to-leading order
in QCD and Electroweak interactions. Also, we have summarized the most rele-
vant concepts on neutral B meson mixing and on the QCD Factorization (QCDF)
approach in Chapter 2 and Chapter 3 respectively. In Chapter 4, we develop our
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new physics at tree level decays investigation. The results presented in this chapter
will appear in a forthcoming publication, this can be considered an update of the
analyses shown previously in Refs. [2, 3]; however, the strategy followed here is by
far more rigorous from a statistical point of view. Moreover, it takes into account
important physical effects that were previously neglected such as QCD factorization
power corrections. In Chapter 5 our study on possible enhancements on the observ-
able ∆Γd is described. We present our analysis of duality violations in Chapter 6.
Finally the general conclusions and outlook appear in Chapter 7.
4
Chapter 1
CP Violation
1.1 CP violation in the Standard Model
Here we describe how CP violation arises in the quark sector of the Standard Model
of Particle Physics [4] (SM). Informally speaking the transformation of charge C
interchanges particles by their anti-particles and the transformation of parity P
reverses the handedness of space ~x → −~x. The gravitational, electromagnetic and
strong forces preserve C and P individually and consequently also the combination
CP . The weak interaction is different in this respect because it breaks each one
of these discrete symmetries individually. Moreover, experimental evidence shows
that the combination of C and P is also broken in the case of neutral Kaons and B
mesons.
CP violation is of fundamental importance not only in particle physics but also
in cosmology, where it is an essential ingredient to create the asymmetry between
baryonic matter and baryonic antimatter observed in the universe. Theoretically
a small baryon asymmetry may have been produced in the early universe if three
conditions were satisfied: baryon number violation, C and CP violation as well as
interactions out of thermal equilibrium [5]. The first condition allows an imbalance
between baryons and anti-baryons to develop starting from a baryon symmetric uni-
verse. The second condition is necessary because if C and CP are exact symmetries
it is possible to prove that the total production rate of baryons and antibaryons
in any process is the same and then no net baryon number can be created. The
5
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last condition is required to avoid compensation between processes increasing and
decreasing the baryon number.
To start a proper discussion of CP violation in the SM, consider the electroweak
quark sector of the full SM Lagrangian written in terms of gauge states for the “up”
type quarks p′A = (u
′, c′, t′) and the “down” type quarks n′A = (d
′, s′, b′).
LEW,quark = LkinEW,quark + LYEW,quark. (1.1.1)
Here LkinEW,quark contains all the dynamics for the fermionic fields and also the in-
teractions with the SU(2)L and U(1)Y gauge fields Aµ = {A1µ, A2µ, A3µ} and Bµ
respectively, more explicitly
LkinEW,quark = iQ¯A,L
(
/∂ − ig
2
T · /A− ig
′
6
/B
)
QA,L + ip¯
′
A,R
(
/∂ − 2ig
′
3
/B
)
p′A,R
+in¯′A,R
(
/∂ +
ig′
3
/B
)
n′A,R, (1.1.2)
where an implicit summation over repeated flavour indices should be understood.
To account for the effects of parity violation we have introduced the fermionic dou-
blets QA,L =
 p′A
n′A

L
where the subindex L stands for the left handed projection
of the corresponding fermionic fields ψL =
1−γ5
2
ψ. In the same way the subindex R
stands for the right handed projection ψR =
1+γ5
2
ψ. In addition ~T = {T1, T2, T3}
denotes the SU(2) generators, here we use
T =

 0 1
1 0
 ,
 0 −i
i 0
 ,
 1 0
0 −1
 . (1.1.3)
The quark-Yukawa sector LYEW,quark allows us to introduce mass to the different
quarks in the standard model. In the gauge basis it reads
LYEW,quark =
(
Y dABQ¯A,LΦ¯n
′
B,R + Y
u
ABQ¯A,LΦ˜p
′
B,R + h. c.
)
, (1.1.4)
where Φ is the Higgs doublet
Φ =
1√
2
 φ1 + iφ2
φ0 + iφ3
 ,
(1.1.5)
and Φ˜ = iT2Φ
∗.
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The coefficients Y dAB and Y
u
AB are the components of the Yukawa matrices in flavour
space for the “down” and the “up” type quarks respectively.
Next we identify
W+µ :=
1√
2
(
A′1 − iA′2
)
W−µ :=
1√
2
(
A′1 + iA′2
)
, (1.1.6)
and develop the products involving the non diagonal SU(2) generators in Eq.(1.1.2)
to get
g
2
Q¯A,L
(
T 1 /A
1
+ T 2 /A
2
)
QA,L =
g√
2
(
p¯′A,L, n¯
′
A,L
) 0 /W+
/W
−
0
 p′A,L
n′A,L

=
g√
2
(
p¯′A,Lγ
µn′A,LW
+
µ + n¯
′
A,Lγ
µp′A,LW
−
µ
)
=
g√
2
(
J ′µ+W+µ + J
′µ−W−µ
)
:= LCCquark. (1.1.7)
Here we have identified the “charged” current contributions
J ′+µ = p¯
′
A,Lγµn
′
A,L J
′−
µ = n¯
′
A,Lγµp
′
A,L. (1.1.8)
The contribution from the diagonal generators to Eq.(1.1.2) can be written as follows
Q¯A,L
(g
2
T 3 /A
′3
+
g′
6
/B
)
QA,L +
2g′
3
p¯′A,R /B
′
p′A,R −
g′
3
n¯′A,R /B
′
n′A,R =
gJ ′3µ A
′3µ +
g′
2
J ′Yµ B
′µ := LNCquark,
(1.1.9)
where the isospin neutral current J ′3µ and the hypercharge neutral current J
′Y
µ are
given by
J ′3µ =
1
2
p¯′A,Lγµp
′
A,L −
1
2
n¯′A,Lγµn
′
A,L,
J ′Yµ =
1
3
p¯′A,Lγµp
′
A,L +
1
3
n¯′A,Lγµn
′
A,L +
4
3
p¯′A,Rγµp
′
A,R −
2
3
n¯′A,Rγµn
′
A,R.(1.1.10)
We can connect J ′3µ and J
′Y
µ with the electromagnetic current J
em
µ through the Gell-
Mann-Nishijima formula
Jemµ = J
3
µ + 1/2J
Y
µ . (1.1.11)
We write A′µ3 and B
′µ in terms of the photon Aµ and the Zµ boson as follows
A′3µ := sin θW Aµ + cos θW Zµ, B
′µ := cos θW Aµ − sin θW Zµ. (1.1.12)
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The rotation angle θW in Eq.(1.1.12) is written as the ratio of the coupling constants
g and g′ according to
tan θW = g
′/g. (1.1.13)
With the aid of Eq.(1.1.11) and Eq.(1.1.12) we can now rewrite the neutral sector
given in Eq.(1.1.9) as a function of the fields Aµ and Zµ as
gJ3µA
′3µ +
1
2
g′JYµ B
′µ = gJ3µ
(
cos θWZ
µ + sin θWA
µ
)
+tanθWg
(
Jemµ − J3µ
)(
cos θWA
µ − sin θWZµ
)
= eJemµ A
µ +
g
cos θW
(
J3µ − sin2 θWJemµ
)
Zµ
= eJemµ A
µ +
g
cos θW
J0µZ
µ, (1.1.14)
where in the last two lines we have identified the charge of the electron and the
neutral current J0µ as
e = g cosθW , J
0
µ = J
3
µ − sin2 θWJemµ . (1.1.15)
Up to now we have focused our discussion on LkinEW,quark. Let us now analyse the
Yukawa sector LYEW,quark, this is crucial to understand the origin of CP violation in
the SM. To begin with, recall that after spontaneous symmetry breaking the Higgs
doublet in the unitary gauge becomes
Φ →
 0
h(x)+v√
2
 , (1.1.16)
here v is the vacuum expectation value of Φ and h(x) is a real field.
Inserting Φ into Eq.(1.1.4) and after some trivial algebra we get
LYEW,quark =
v + h(x)√
2
(
Y dABn¯
′
A,Ln
′
B,R + Y
u
AB p¯
′
A,Lp
′
B,R
)
+h.c..
(1.1.17)
The Yukawa matrices Yˆ u and Yˆ d with components Y dAB and Y
u
AB respectively are
in general non-diagonal; to generate mass terms we turn to a diagonal basis by
applying a bi unitary transformation according to
Yˆ u,dD = Lˆ
†u,dYˆ u,dRˆu,d, (1.1.18)
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where the matrices Lˆu,d and Rˆu,d are unitary and YD is diagonal.
The different terms appearing in Eq.(1.1.17) have the following generic structure
¯ˆ
ψ′LYˆ ψˆ
′
R, here Yˆ represents any of the two Yukawa matrices {Yˆ u, Yˆ d} and ψˆ′L, ψˆ′R
are two fermionic fields of left and right chirality respectively. We can rotate to the
diagonal basis by applying the following combination of unitary transformations
¯ˆ
ψ′LYˆ ψˆ
′
R =
¯ˆ
ψ′LLˆLˆ
†Yˆ RˆRˆ†ψˆ′R = (
¯ˆ
ψ′LLˆ)(Lˆ
†Yˆ Rˆ)(Rˆ†ψˆ′R)
=
¯ˆ
ψLYˆDψˆR, (1.1.19)
with
ψR := Rˆ
†ψ′R, ψL := Lˆ
†ψ′L, YˆD := Lˆ
†Yˆ Rˆ. (1.1.20)
The diagonal mass matrices MD are defined in terms of the diagonal Yukawa Y
u,d
D
matrices as follows
Mˆu,dD :=
v√
2
Yˆ u,dD , (1.1.21)
where the components of Mˆu,dD are the physical masses of the corresponding quarks
MˆuD = diag(mu,mc,mt) , Mˆ
d
D = diag(md,ms,mb). (1.1.22)
Finally, if we apply the result found in Eq.(1.1.19) and substitute Eq.(1.1.21) into
Eq.(1.1.17) we get the following expression for the Yukawa sector in the mass basis
LYEW,quark = MdD,ABn¯A,LnB,R +MuD,AB p¯A,LpB,R +
h(x)
v
(
MdD,ABn¯A,LnB,R +M
u
D,AB p¯A,LpB,R
)
+h.c.. (1.1.23)
Considering the diagonal structure of Mˆu,dD we have M
u,d
D,AB ∝ δAB. We now analyse
the implcations of the diagonal basis on the neutral LNC (1.1.9) and the charged
sector LCC (1.1.7). In the case of LNC the basic fermionic structures in the gauge
basis are p¯′A,Lγµp
′
A,L and n¯
′
A,Lγµn
′
A,L (plus the corresponding ones with the right
handed chirality), then using Eq.(1.1.20) we write
p′A,L = L
u
ABpB,L, n
′
A,L = L
d
ABnB,L, (1.1.24)
and taking into account the unitarity of Lˆu,d we get
p¯′A,Lγµp
′
A,L = p¯C,LL
u†
CAγµL
u
ABpB,L = p¯A,LγµpA,L,
n¯′a,Lγµn
′
a,L = n¯C,LL
d†
CAγµL
d
ABnB,L = n¯A,LγµnA,L. (1.1.25)
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Then LNC can be totally rewritten in the diagonal basis by just dropping the prime
symbols in Eq.(1.1.9).
The effect of switching to the mass basis are more interesting in the case of the
charged currents, take for example J ′+µ in Eq.(1.1.8)
J
′+
µ = p¯
′
A,Lγµn
′
A,L = p¯B,LL
u
BAγµL
d†
ACnC,L = p¯B,L
(
LuLd†
)
BC
γµnC,L
= p¯b,LV
CKM
BC γµnC,L, (1.1.26)
where we have introduced the Cabibbo-Kobayashi-Maskawa (CKM) matrix [6, 7]
defined as
Vˆ CKM := LˆuLˆd† (1.1.27)
and, in a totally analogous way for the negative currents in Eq.(1.1.8), we find
J
′−
µ = n¯B,LV
CKM∗
BC γµpC,L . (1.1.28)
Then the quark charged sector in Eq.(1.1.7) becomes
LCCquark =
g√
2
(
p¯B,LV
CKM
BC γµnC,LW
+µ + n¯B,LV
CKM∗
BC γµpC,LW
−µ
)
. (1.1.29)
If a CP transformation is applied on (1.1.29) we arrive to
LCC,CPquark =
g√
2
(
n¯B,LV
CKM
BC γµpC,LW
−µ + p¯B,LV CKM∗BC γµnC,LW
+µ
)
.(1.1.30)
To satisfy CP invariance (i.e. LCCquark = LCC,CPquark ) we require V CKMAB = V CKM∗AB , we will
see in the next section that this does not hold in the SM. Moreover, the non-diagonal
character of VˆCKM leads to interactions between quarks of different families, this fact
is supported by experiment. From now on we write the different components of the
CKM matrix as
Vˆ CKM :=

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb
 , (1.1.31)
where the subindices label the different quark flavours undergoing mixing.
1.2 The CKM matrix
Let us now discuss in more detail the structure of the CKM matrix Vˆ CKM as given
by Eq.(1.1.31). We begin by counting the number of independent parameters.
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1. A generic n×n complex matrix has n2 complex elements, this implies 2n2 real
parameters.
2. From the unitarity condition we get Vˆ CKM†Vˆ CKM = 1ˆ leading to n2 con-
straints, consequently the number of independent parameters is reduced from
2n2 to 2n2 − n2 = n2.
3. It is possible to rephase each one of the CKM entries as V CKMAB → e−i(φA−φB)V CKMAB
by changing the phases of each one of the quark fields according to
pL,A → eiφ
p
ApL,A,
nL,B → eiφnBnL,B. (1.2.32)
since we have n “up” type quarks and n “down” type quarks, this in principle
means that we can eliminate 2n phases; however, only the differences matter
leaving us with the possibility of dropping only 2n−1 unphysical phases overall.
This reduces our number of independent parameters from n2 to n2− 2n+ 1 =
(n− 1)2.
4. Since we are dealing with a complex matrix, we can divide the (n−1)2 param-
eters into Euler angles and phases; the Euler angles would arise if the matrix
were purely real, i.e. orthogonal. For an n2 orthogonal matrix Mˆ we have
only 1/2 n(n− 1) independent components, because the orthogonality condi-
tion MˆMˆT = 1ˆ removes 1/2 n(n + 1) components, leaving us with precisely
n2 − 1/2 n(n+ 1) = 1/2 n(n− 1) independent elements.
5. Finally the number of phases will be the (n − 1)2 elements calculated in #3
minus the total Euler angles estimated in #4.
Then our total number of physical phases is
(n− 1)2 − n(n− 1)
2
=
1
2
(n− 1)(n− 2). (1.2.33)
In a nutshell, for n generations of quarks the CKM matrix should have a total of
1/2 n(n− 1) Euler angles and 1/2 (n− 1)(n− 2) real phases. In the SM we have 3
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(1,0)(0,0)
Vt dVt b*
V Vcd cb*
Vu dVu b*
VcdV*cb
2
3
1
Figure 1.1: Unitarity triangle for
∑
A=u,c,t
VAdV
∗
Ab = 0
generations of quarks hence 3 Euler angles and 1 phase, this phase is the source of
the CP violation effects in the SM.
From the unitarity product Vˆ CKM†Vˆ CKM = 1ˆ we obtain the following three or-
thogonality conditions∑
A=u,c,t
VAdV
∗
As = 0,
∑
A=u,c,t
VAdV
∗
Ab = 0,
∑
A=u,c,t
VAsV
∗
Ab = 0. (1.2.34)
These equalities represent closed triangles in the complex plane, Fig.1.1 provides
an explicit example for the second of the equalities in Eq.(1.2.34); as we will see in
the next chapter the second and the third equations in Eq. (1.2.34) are very useful
when studying mixing for B0d and B
0
s mesons, respectively.
1.2.1 Parameterizations of the CKM Matrix
The standard convention to parameterize the CKM matrix, following Chau and
Keung [8], is defined in terms of three Euler angles θ12, θ13, θ23 and one overall phase
δ
V CKM =

c12c13 s12c13 s13e
−iδ
−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13
 . (1.2.35)
Here cij = cos θij and sij = sin θij for i < j = 1, 2, 3, and the angles θij are chosen
to be in the first quadrant sij, cij ≥ 0.
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Based on the experimentally observed hierarchy s13  s23  s12  1, Wolfenstein
[9] introduced the expansion parameter λ, at leading order Vus ≈ λ; from unitarity
considerations η and ρ were also included and finally in order to account for the
order of magnitude difference between Vus and Vcb and extra factor A was also
added. Nowadays the following parameterization [10] valid to all orders in λ is
accepted in the literature
s12 := λ =
|Vus|√|Vud|2 + |Vus|2 ,
s23 := Aλ
2 = λ
∣∣∣Vcb
Vus
∣∣∣,
s13e
iδ := Aλ3(ρ+ iη). (1.2.36)
By expanding in λ we present the CKM matrix up to order O(λ5) in the Wolfenstein
parameterization
V CKM =

1− λ2/2− λ4/8 λ Aλ3(ρ− iη)
−λ+ 1/2A2λ5[1− 2(ρ+ iη)] 1− λ2/2− λ4/8(1 + 4A2) Aλ2
Aλ3[1− (1− λ2/2)(ρ+ iη)] −Aλ2 + Aλ4/2[1− 2(ρ+ iη)] 1− A2λ2/2

+O(λ6). (1.2.37)
1.2.2 The Jarlskog invariant
In this subsection we describe briefly a particular invariant under different repa-
rameterizations of the CKM matrix known as the Jarlskog invariant. We start by
writing generic mass matrices in flavour space as
Mˆu,d =
v√
2
Yˆ u,d. (1.2.38)
It can be seen that Eq.(1.1.21) is a special case of the generic formula above when the
Yukawa matrices are diagonal. From the mass matrices we construct the following
products
Sˆu = MˆuMˆu†, Sˆd = MˆdMˆd†. (1.2.39)
It is found in [11] and [12] that the determinant of the commutator between Sˆu and
Sˆd defines a CKM parameterization invariant that allows to quantify CP violation
in the SM
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det[Sˆu, Sˆd] = 2i · J · v(Sˆu) · v(Sˆd), (1.2.40)
where
v(Sˆu) = (m
2
u −m2c)(m2c −m2t )(m2t −m2u),
v(Sˆd) = (m
2
d −m2s)(m2s −m2b)(m2b −m2d). (1.2.41)
The factor J in Eq.(1.2.40) is known as the Jarlskog invariant and satisfies the
following condition in terms of the CKM elements [13]∑
A,C=u,c,t
∑
B,D=d,s,b
Im
(
VABVCDV
∗
ADV
∗
CB
)
= J
∑
M,N
εACMεBDN . (1.2.42)
Geometrically J corresponds to two times the area of the different unitary triangles
defined by the conditions Vˆ CKM Vˆ CKM† = 0 and Vˆ CKM†Vˆ CKM = 0; moreover the
determinant in Eq.(1.2.40) vanishes if and only if there is no CP violation.
In the paper where the Jarlskog invariant was first introduced [11], the commuta-
tor in Eq.(1.2.40) was replaced by the single mass matrices commutator [Mˆu, Mˆd]
and the final result was written in terms of linear quark mass differences rather
than quadratic differences as in (1.2.41). However, as it is argued in [14] the prod-
ucts Sˆu and Sˆd are more suitable for the construction of invariants under unitarity
transformations rather than single mass matrices.
1.3 Mixing and CP violation
1.3.1 Introduction to neutral meson mixing
We now develop the basic formalism used to describe the mixing for neutral meson
systems B0d − B¯0d , B0s − B¯0s and D0 − D¯0. In order to simplify the notation we will
denote by M0 any of the neutral mesons {B0s , B0d , D0}, they can be connected with
their corresponding M¯0 states {B¯0s , B¯0d , D¯0} through a CP transformation according
to
CˆP|M0〉 = eiξ|M¯0〉, (1.3.43)
where ξ is a constant phase.
We write the time dependent state |M0(t)〉 as
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|M0(t)〉 = c(t)|M0〉+ c¯(t)|M¯0〉+ c1(t)|f1〉+ c2(t)|f2〉+ .... (1.3.44)
There is also an analogous evolution equation for |M¯0(t)〉. In Eq.(1.3.44) we are
considering all the possible final states |M0〉, |M¯0〉, |f1〉, |f2〉, ... and all the time de-
pendence enters through the coefficients c(t), c¯(t), cj(t). Since we are only interested
in neutral meson mixing, i.e. in transitionsM0 ↔ M¯0, we consider only the time evo-
lution into the states |M0〉, |M¯0〉. Mathematically the time evolution can be written
using the Wigner-Weisskopf approximation in terms of the following Schro¨dinger-like
equation
i
d
dt
 |M0(t)〉
|M¯0(t)〉
 = Hˆ
 |M0(t)〉
|M¯0(t)〉
 . (1.3.45)
Since we are considering only two possible final states, the probability is not con-
served and Hˆ is non-hermitian, we can introduce a generalized pseudo Hamiltonian
considering that any matrix can be decomposed in terms of a hermitian and a skew-
hermitian matrix as follows
Hˆ = Mˆ − i
2
Γˆ, (1.3.46)
where
Mˆ =
 M11 M12
M∗12 M22
 , Γˆ =
 Γ11 Γ12
Γ∗12 Γ22
 . (1.3.47)
The non-diagonal elements M12 and Γ12 are complex numbers describing the tran-
sitions M0 → M¯0 and M¯0 → M0. They will be essential in Section 2.4 and 2.4.1
focused on B0d − B¯0d and B0s − B¯0s oscillations. Here we quote the relative phase
between them
φ12 = arg
(
−M12Γ∗12
)
= arg
(
−M12
Γ12
)
. (1.3.48)
Notice that in Eq.(1.3.47) we have taken M21 = M
∗
12 and Γ21 = Γ
∗
12 in order to
guarantee hermiticity in Mˆ and Γˆ.
The phase φ12 is physical and is responsible for CP violation in mixing. From CPT
invariance we get M11 = M22 and Γ11 = Γ22, then
Hˆ =
 M11 − i2Γ11 M12 − i2Γ12
M∗12 − i2Γ∗12 M11 − i2Γ11
 :=
 α β
γ α
 , (1.3.49)
December 1, 2016
1.3. Mixing and CP violation 16
where we have defined
α = M11 − i
2
Γ11, β = M12 − i2Γ12, γ = M∗12 −
i
2
Γ∗12. (1.3.50)
To solve the differential equation in Eq.(1.3.45) we work in a basis where Hˆ is
diagonal. First we calculate the eigenvalues of Hˆ
λH = α +
√
βγ := MH − i
2
ΓH ,
λL = α−
√
βγ := ML − i
2
ΓL,
MH ,ML,ΓH ,ΓL ∈ R, (1.3.51)
with MH > ML; here we use the convention followed in e.g. [15] and label the
diagonal basis elements according to their mass eigenvalue. We also compute the
transformation between the non-diagonal basis and the diagonal one
|MH〉 = p|M0〉+ q|M¯0〉 , |ML〉 = p|M0〉 − q|M¯0〉, (1.3.52)
where |MH〉 and |ML〉 have eigenvalues λH and λL respectively and
p =
√
β =
√
M12 − i
2
Γ12 , q =
√
γ =
√
M∗12 −
i
2
Γ∗12. (1.3.53)
The ratio q/p will be very important when studying mixing in the B0s and B
0
d
systems. We now turn to the calculation of this quantity in some detail, by direct
substitution of Eq.(1.3.53) we get
q
p
=
√
2M∗12 − iΓ∗12
2M12 − iΓ12 . (1.3.54)
Further simplifications can be made in the case of neutral B0d,s mesons taking into
account that for these cases |Γ12|  |M12|
q
p
=
√
M∗12
M12
√√√√1− i Γ∗122M∗12
1− i Γ12
2M12
≈
√
M∗12
M12
√
1− Im Γ12
M12
≈
√
M∗12
M12
(
1− 1
2
|Γ12|
|M12| sinφ12
)
.
(1.3.55)
We identify the semileptonic asymmetry
asl =
|Γ12|
|M12| sinφ12. (1.3.56)
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It will arise again in Eq.(1.3.103) when studying CP violation in mixing. To finish
this subsection we write Eq.(1.3.54) in terms of Eq.(1.3.56)
q
p
=
M∗12
|M12|
(
1− 1
2
asl
)
. (1.3.57)
1.3.2 Time dependent solution for neutral meson mixing
The time evolution of the system {|MH〉, |ML〉} introduced in Eq.(1.3.52) can be
written in terms of Eq.(1.3.51) as
i
d
dt
 |MH(t)〉
|ML(t)〉
 =
 λH 0
0 λL
 |MH(t)〉
|ML(t)〉
 . (1.3.58)
We can immediately solve for |MH(t)〉 and |ML(t)〉 in terms of the initial states
|MH(0)〉 := |MH〉 and |ML(0)〉 := |ML〉 and get
|MH,L(t)〉 = exp(−iλH,Lt)|MH,L〉. (1.3.59)
In order to turn to the non diagonal basis we first invert the transformations (1.3.52)
to obtain
|M〉 = 1
2p
(
|ML〉+ |MH〉
)
,
|M¯〉 = 1
2q
(
|ML〉 − |MH〉
)
, (1.3.60)
switching to the time dependent basis and substituting Eq.(1.3.59) we get
|M(t)〉 = 1
2p
(
|ML(t)〉+ |MH(t)〉
)
=
1
2p
(
exp(−iλLt)
[
p|M〉+ q|M¯〉
]
+exp(−iλHt)
[
p|M〉 − q|M¯〉
])
= g+(t)|M〉+ q
p
g−(t)|M¯〉, (1.3.61)
with
g±(t) =
1
2
(
exp(−iλLt)± exp(−iλHt)
)
. (1.3.62)
In a similar way
|M¯(t)〉 = p
q
g−(t)|M〉+ g+(t)|M¯〉. (1.3.63)
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1.3.3 ∆M and ∆Γ
With the real components of the eigenvalues introduced in Eq.(1.3.51) we can define
the following two observables
∆M := MH −ML,
∆Γ := ΓL − ΓH . (1.3.64)
We want to derive explicit expressions for ∆M and ∆Γ in terms of M12 and Γ12.
We begin by calculating the square of the difference between the two eigenvalues in
Eq.(1.3.51)(
λH − λL
)2
= 4βγ =
(
∆M +
i
2
∆Γ
)2
= ∆M2 − 1
4
∆Γ2 + i∆M∆Γ.
(1.3.65)
Alternatively the difference of the eigenvalues λH and λL in Eq.(1.3.65) can be
written in terms of the non diagonal elements M12 and Γ12 according to Eq.(1.3.50)
as (
λH − λL
)2
= 4
(
M12 − i
2
Γ12
)(
M∗12 −
i
2
Γ∗12
)
= 4|M |212 − |Γ12|2 − 2i
(
M∗12Γ12 +M12Γ
∗
12
)
= 4|M |212 − |Γ12|2 − 4iRe
(
M12Γ
∗
12
)
. (1.3.66)
By comparing Eq.(1.3.65) and Eq.(1.3.66) we get
4|M12|2 − |Γ12|2 = ∆M2 − 1
4
∆Γ2
−4Re
(
M12Γ
∗
12
)
= 4|M12||Γ12| cosφ12 = ∆M∆Γ. (1.3.67)
To solve for ∆M and ∆Γ we use the fact that for B0d and B
0
s the condition |Γ12| 
|M12| holds. The second equality in Eq.(1.3.67) implies
∆M =
4|M12||Γ12| cos(φ12)
∆Γ
, (1.3.68)
and we can plug this result into the first equality in Eq.(1.3.67) to obtain
4|M12|2 − |Γ12|2 = 16|M12|
2|Γ12|2 cos2(φ12)
∆Γ2
− 1
4
∆Γ2. (1.3.69)
Solving for ∆Γ2
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∆Γ2 =
−4
(
4|M12|2 − |Γ12|2
)
±4
√(
4|M12|2 − |Γ12|2
)2
+16|M12|2|Γ12|2 cos2(φ12)
2
= −2
(
4|M12|2 − |Γ12|2
)
±2
√
16|M12|4 − 8|M12|2|Γ12|2 + |Γ12|4 + 16|M12|2|Γ12|2 cos2(φ12)
= −2
(
4|M12|2 − |Γ12|2
)
±8|M12|2
√
1− |Γ12|
2
2|M12|2 +
|Γ12|2 cos2(φ12)
|M12|2 +
|Γ12|4
16|M12|4 . (1.3.70)
We can now make use of the fact |Γ12|  |M12| to simplify the square root in
Eq.(1.3.70) and get
∆Γ2 ≈ 2|Γ12|2 − 8|M12|2 ± 8|M12|2
(
1− 1
4
|Γ12|2
|M12|2 +
|Γ12|2 cos2(φ12)
2|M12|2 +
|Γ12|4
32|M12|4
)
.
(1.3.71)
The left hand side of the previous equation should be real and positive. This can
only hold if we take the upper sign in front of the third term in Eq.(1.3.71)
∆Γ ≈ 2|Γ12| cos(φ12). (1.3.72)
We can proceed in a similar way and solve for ∆M . Using both expressions in
Eq.(1.3.67) we get
∆M4 −∆M2
(
4|M12|2 − |Γ212|
)
−4|M12|2|Γ12|2 cos2(φ12) = 0. (1.3.73)
And solving for ∆M2
∆M2 =
(
4|M12|2 − |Γ12|2
)
±
√(
4|M12|2 − |Γ12|2
)2
+16|M12|2|Γ12|2 cos2(φ12)
2
=
(
4|M12|2 − |Γ12|2
)
2
±
√
16|M12|4 − 8|M12|2|Γ12|2 + |Γ12|4 + 16|M12|2|Γ12|2 cos2(φ12)
2
.
(1.3.74)
To get rid of the square root we use the approximation |Γ12|  |M12|
∆M2 ≈
(
4|M12|2 − |Γ12|2
)
2
±4|M12|
2
2
(
1− |Γ12|
2
4|M12|2 +
|Γ12|4
32|M12|4 +
|Γ12|2 cos2(φ12)
2|M12|2
)
. (1.3.75)
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In order to get a real positive answer we pick the upper sign for the overall factor
inside the second round bracket, and use the condition |Γ12|  |M12| once more, to
obtain
∆M = 2|M12|. (1.3.76)
The results obtained in Eq.(1.3.72) and Eq.(1.3.76) are basic when calculating for
∆M and ∆Γ in the B0d and the B
0
s systems because the condition Γ12  |M12| is
valid. However this inequality is not satisfied by D0 mesons, we now derive the
generic result [16]
2|Γ12| > ∆Γ. (1.3.77)
The relation in Eq.(1.3.77) is useful for establishing theoretical bounds when com-
paring against the experiment even when we cannot make assumptions on the size
of |Γ12| with respect to |M12|.
To begin with the proof we solve for |M12|2 in Eq.(1.3.69) obtaining
|M12|2 =
|Γ12|2 − 14∆Γ2
4− 16|Γ12|2 cos2(φ12)
∆Γ2
. (1.3.78)
Now, |M12|2 should be real and positive, therefore there are two possibilities:
1. |Γ12|2 − 14∆Γ2 < 0 and 4− 16|Γ
2
12| cos2(φ12)
∆Γ2
< 0.
2. |Γ12|2 − 14∆Γ2 > 0 and 4− 16|Γ
2
12| cos2(φ12)
∆Γ2
> 0.
The first set of inequalities is inconsistent because it requires simultaneously
|∆Γ| > 2|Γ12| and 2|Γ12|| cos(φ12)| > ∆Γ. (1.3.79)
On the other hand, the second set is self consistent as long as
2|Γ12| > |∆Γ| and ∆Γ > 2|Γ12|| cos(φ12)|. (1.3.80)
The result we are looking for is just the first inequality in Eq.(1.3.80).
1.3.4 Time dependent and flavour specific decays
This subsection is devoted to the calculation of different formulae that will prove to
be very useful during our discussion on the classification of CP violation. We focus
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on M0 = B0q mesons for q = d, s. We start our discussion by rewriting the functions
in Eq.(1.3.62) in a more convenient way that exhibits the explicit dependence on
∆M and ∆Γ. We first introduce the following definitions
M =
MH +ML
2
, Γ =
ΓH + ΓL
2
. (1.3.81)
Then using Eq.(1.3.64) we can write
ML/H = M ∓ ∆M
2
, ΓL/H = Γ± ∆Γ
2
, (1.3.82)
and Eq.(1.3.62) becomes
g±(t) =
1
2
(
exp
[
−i(M − ∆M
2
)t− 1
2
(Γ +
∆Γ
2
)t
]
±exp
[
−i(M + ∆M
2
)t− 1
2
(Γ− ∆Γ
2
)t
])
=
1
2
exp
[
−(iM + 1
2
Γ)t
](
exp
[
(
i∆M
2
− ∆Γ
4
)t
]
±exp
[
−(i∆M
2
− ∆Γ
4
)t
])
. (1.3.83)
And we can immediately calculate
|g±(t)|2 = 1
4
exp(−Γt)
(
exp(−∆Γ
2
t)± exp(−i∆Mt)± exp(i∆Mt) + exp(∆Γ
2
t)
)
=
1
2
exp(−Γt)
(
cosh
∆Γ
2
t± cos ∆Mt
)
, (1.3.84)
g∗+g− =
1
4
exp(−Γt)
(
exp(−∆Γ
2
t)− exp(−i∆Mt) + exp(i∆Mt)− exp(∆Γ
2
t)
)
=
1
2
exp(−Γt)
(
− sinh ∆Γ
2
t+ i sin ∆Mt
)
. (1.3.85)
Based on the definitions in Eq.(1.3.61) and Eq.(1.3.63) we can identify |g+(t)|2 and
|g−(t)|2 with the probability densities for the transitions B0q → B0q (B¯0q → B¯0q ) and
B0q → B¯0q (B¯0q → B0q ) respectively.
Considering a decay B0q (B¯
0
q ) to f , we write the transition amplitudes from the
flavour states {|B0q 〉, |B¯0q 〉} to the final states {f, |f¯〉 = {f, CP|f〉} as
Aqf := 〈f |B0q 〉, A¯qf := 〈f |B¯0q 〉,
Aq
f¯
:= 〈f¯ |B0q 〉, A¯qf¯ := 〈f¯ |B¯0q 〉. (1.3.86)
December 1, 2016
1.3. Mixing and CP violation 22
Next we study in more detail the calculation of the time dependent decay of a neutral
meson B0q to a final state f
dΓ[B0q → f ](t)
dt
= Nf |〈f |B0q (t)〉|2, (1.3.87)
where Nf is a time-independent normalization factor and the time dependent state
|B0q (t)〉 can be read off Eq.(1.3.61). We find
dΓ[B0q → f ](t)
dt
= Nf
∣∣∣g+(t)Aqf + qpg−(t)|A¯qf ∣∣∣2
=
Nf
2
exp(−Γt)
(
|Aqf |2
[
cosh
∆Γq
2
t+ cos ∆Mqt
]
+Aq,∗f A¯
q
f
q
p
[
− sinh ∆Γq
2
t+ i sin ∆Mqt
]
+Aqf A¯
q,∗
f
q∗
p∗
[
− sinh ∆Γq
2
t− i sin ∆Mqt
]
+|A¯qf |2
∣∣∣q
p
∣∣∣2[cosh ∆Γq
2
t− cos ∆Mqt
])
=
Nf
2
exp(−Γqt)
([
|Aqf |2 +
∣∣∣A¯qf qp∣∣∣2]cosh ∆Γq2 t
+
[
|Aqf |2 −
∣∣∣A¯qf qp ∣∣∣2]cos ∆Mqt− 2Re[Aq,∗f A¯qf qp]sinh ∆Γq2 t
−2Im
[
Aq,∗f A¯
q
f
q
p
]
sin ∆Mqt
)
. (1.3.88)
To simplify the expression above we introduce the definition
λqf :=
A¯qfq
Aqfp
(1.3.89)
and the final result is
dΓ[B0q → f ](t)
dt
= Nf |Aqf |2exp(−Γqt)
[1 + |λqf |2
2
cosh
∆Γq
2
t+
1− |λqf |2
2
cos ∆Mqt
−Re(λqf ) sinh
∆Γq
2
t− Im(λqf ) sin ∆Mqt
]
. (1.3.90)
Using Eq.(1.3.63) we can proceed in an analogous way to calculate the transition
for the process B¯0q into the same final state f
dΓ[B¯0q → f ](t)
dt
= Nf |〈f |B¯0q (t)〉|2
= Nf |Af |2
∣∣∣p
q
∣∣∣2exp(−Γt)[1 + |λqf |2
2
cosh
∆Γq
2
t− 1− |λ
q
f |2
2
cos ∆Mqt
−Re(λqf ) sinh
∆Γq
2
t+ Im(λqf ) sin ∆Mqt
]
. (1.3.91)
To obtain dΓ[B0q → f¯ ](t)/dt we use Eq.(1.3.90), replacing λqf by
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λq
f¯
=
A¯q
f¯
Aq
f¯
q
p
(1.3.92)
and extract a global factor |λq
f¯
|2
dΓ[B0q → f¯ ](t)
dt
= Nf |Aqf¯ |2exp(−Γqt)
[1 + |λq
f¯
|2
2
cosh
∆Γq
2
t+
1− |λq
f¯
|2
2
cos ∆Mqt
−Re(λq
f¯
) sinh
∆Γq
2
t+ Im(λq
f¯
) sin ∆Mqt
]
= Nf |A¯qf¯ |2
∣∣∣q
p
∣∣∣2exp(−Γqt)[1 + |λqf¯ |−2
2
cosh
∆Γq
2
t−
1− |λq
f¯
|−2
2
cos ∆Mqt
−Re
(
λq−1
f¯
)
sinh
∆Γq
2
t+ Im
(
λq−1
f¯
)
sin ∆Mqt
]
. (1.3.93)
There is only one transition left to be determined dΓ[B¯0q → f¯ ](t)/dt. This can be
obtained following the same procedure as for Eq.(1.3.93); however in this case we
start with Eq.(1.3.91), replace λqf with λ
q
f¯
and extract a global factor |λq
f¯
|2, the result
is
dΓ[B¯0q → f¯ ](t)
dt
= Nf |A¯qf¯ |2exp(−Γqt)
[1 + |λq
f¯
|−2
2
cosh
∆Γq
2
t+
1− |λq
f¯
|−2
2
cos ∆Mqt
−Re
(
λq−1
f¯
)
sinh
∆Γq
2
t− Im
(
λq−1
f¯
)
sin ∆Mqt
]
. (1.3.94)
Notice that in Eq.(1.3.93) and Eq.(1.3.94) we have taken Nf = Nf¯ because the
normalization factor is only dependent on the kinematics.
The main results of this section are the formulas in Eq.(1.3.90, 1.3.91, 1.3.93) and
Eq.(1.3.94), they can be simplified in certain cases, e.g. flavour specific decays. A
decay B0q → ffs is considered flavour specific if two conditions hold:
1. 〈ffs|B¯0q 〉 = 0 and 〈f¯fs|B0q 〉 = 0 leading to λqf = 0 and (λqf¯ )−1 = 0
2. there is no direct CP violation, then |Aqf | = |A¯qf¯ |.
Examples of flavour specific decays are B0s → D−s pi+, B0s → Xsl+νl and B0d →
Xdl
+νl. If we apply the first set of conditions defining direct CP violation we get
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dΓ[B0q → ffs](t)
dt
=
1
2
Nf |Aqf |2exp(−Γqt)
(
cosh
∆Γq
2
t+ cos ∆Mqt
)
dΓ[B¯0q → ffs](t)
dt
=
1
2
Nf |Aqf |2
∣∣∣p
q
∣∣∣2exp(−Γqt)(cosh ∆Γq
2
t− cos ∆Mqt
)
dΓ[B0q → f¯fs](t)
dt
=
1
2
Nf |A¯qf¯ |2
∣∣∣q
p
∣∣∣2exp(−Γqt)(cosh ∆Γq
2
t− cos ∆Mqt
)
dΓ[B¯0q → f¯fs](t)
dt
=
1
2
Nf |A¯qf¯ |2exp(−Γqt)
(
cosh
∆Γq
2
t+ cos ∆Mqt
)
(1.3.95)
we will come back to these formulas soon when studying CP violation in mixing.
1.3.5 CP violation in decay
CP violation in decay is also called direct CP violation and is defined by |A¯q
f¯
/Aqf | 6= 1,
this can be translated to the following inequality in terms of decay probabilities
P (B0q → f) 6= P (B¯0q → f¯). If CP violation in decay occurs the following asymmetry
is non-vanishing
Adecay =
Γ[B¯0q → f¯ ]− Γ[B0q → f ]
Γ[B¯0q → f¯ ] + Γ[B0q → f ]
. (1.3.96)
If the effects of mixing are neglected as a first approximation, i. e. ∆Γq = 0 and
∆Mq = 0, we get the following simplified formula for the previous asymmetry
Adecay =
∣∣∣ A¯f¯Af ∣∣∣2−1∣∣∣ A¯f¯Af ∣∣∣2+1 . (1.3.97)
This type of CP violation is only posssible if the decay amplitude has contributions
from at least two diagrams with partial amplitudes A1 and A2 with different weak
φ1,2 and strong δ1,2 phases such that the final amplitude and its CP conjugate are
Af = |A1|exp(i[δ1 + φ1]) + |A2|exp(i[δ2 + φ2]),
A¯f¯ = |A1|exp(i[δ1 − φ1]) + |A2|exp(i[δ2 − φ2]). (1.3.98)
If we define ∆δ = δ2− δ1 and ∆φ = φ2−φ1, we can square the amplitudes to obtain
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|Af |2 = |A1|2 + |A2|2 + 2|A1||A2| cos(∆δ + ∆φ)
= |A1|2 + |A2|2 + 2|A1||A2|
(
cos ∆δ cos ∆φ− sin ∆δ sin ∆φ
)
,
|A¯f¯ |2 = |A1|2 + |A2|2 + 2|A1||A2|
(
cos ∆δ cos ∆φ+ sin ∆δ sin ∆φ
)
.(1.3.99)
Plugging Eq.(1.3.99) into Eq.(1.3.97) we get
Adecay = 2|A1||A2| sin ∆δ sin ∆φ|A1|2 + |A2|2 + 2|A1||A2| cos ∆δ cos ∆φ. (1.3.100)
As an specific example consider the transition B0s → K−pi+ and its CP conjugate
version B¯0s → K+pi−, in this case the individual amplitudes get contributions from
penguins and tree level topologies. We then make the following identifications in
our formula Eq.(1.3.99): A1 → Atree and A2 → Apenguin; in this case the difference
∆δ corresponds to the CKM angle γ = arg
(
−VudV ∗ub
VcdV
∗
cb
)
.
1.3.6 CP violation in mixing
The definition of CP violation in mixing is given in terms of the condition |q/p| 6= 1
and it implies the following inequality for the oscillation probabilities P (B0q → B¯0q ) 6=
P (B¯0q → B0q ). To get a deeper understanding of CP violation in mixing, using
Eq.(1.3.54) and (1.3.48) we calculate the ratio
∣∣∣q
p
∣∣∣4 = (2M12 + iΓ12
2M∗12 + iΓ
∗
12
)(2M∗12 − iΓ∗12
2M12 − iΓ12
)
=
|M12|2 + |Γ12|2/4− |M12||Γ12| sinφ12
|M12|2 + |Γ12|2/4 + |M12||Γ12| sinφ12 . (1.3.101)
From the previous equation we can see that there is no CP violation in mixing if
φ12 = 0. As for Eq.(1.3.100) we construct an asymmetry to quantify the effects of
CP violation in mixing for flavour specific decays ffs with the help of Eq.(1.3.95)
ACPmix =
dΓ[B¯0q → ffs](t)/dt− dΓ[B0q → f¯fs](t)/dt
dΓ[B¯0q → ffs](t)/dt+ dΓ[B0q → f¯fs](t)/dt
=
∣∣∣pq ∣∣∣2−∣∣∣ qp ∣∣∣2∣∣∣pq ∣∣∣2+∣∣∣ qp ∣∣∣2 =
1−
∣∣∣ qp ∣∣∣4
1 +
∣∣∣ qp ∣∣∣4 = −
2|M12||Γ12| sinφ12
2|M12|2 + |Γ12|22
(1.3.102)
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In the case of B0d and B
0
s mesons we can simplify the previous equation a bit further
considering that |Γ12|  |M12|, then we obtain
ACPmix ≈
|Γ12|
|M12| sinφ12 = asl. (1.3.103)
Where asl is called semileptonic asymmetry since it is common to use flavour specific
semileptonic decays such as B0s → Xsl+νl and B0d → Xdl+νl for the measurement
of ACPmix . We will discuss in more detail the semileptonic asymmetries assl and adsl
corresponding to the neutral B0s and B
0
d respectively in the next chapter.
1.3.7 CP violation in interference between a decay with and
without mixing
We are now interested in CP violation arising from the interference between mixing
and decay, this is also called mixing induced CP violation. We consider final states f
into which both the B0q and the B¯
0
q can decay. This allows interference between the
transitions B0q → f and B0q → B¯0q → f , leading to a relative phase responsible for
the CP violation effect. In this section our analysis is given in terms of the following
asymmetry
AfCP (t) =
dΓ[B¯0q → f ](t)/dt− dΓ[B0q → f ](t)/dt
dΓ[B¯0q → f ](t)/dt+ dΓ[B0q → f ](t)/dt
. (1.3.104)
After substituting Eq.(1.3.90) and Eq.(1.3.91) in Eq.(1.3.104), neglecting CP vi-
olation in mixing
∣∣∣pq ∣∣∣≈ 1 and taking into account that for neutral B0q mesons
∆Γq < ∆Mq, we get
AfCP (t) = −
1− |λqf |2
1 + |λqf |2
cos ∆Mqt+
2Im(λqf )
1 + |λqf |2
sin ∆Mqt
= Sf sin ∆Mqt− Cf cos ∆Mqt, (1.3.105)
where
Cf =
1− |λqf |2
1 + |λqf |2
, Sf =
2Im(λqf )
1 + |λqf |2
. (1.3.106)
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Of particular interest are final states that are also CP eigenstates because the B0q
and the B¯0q mesons decay into them at equal rates. For CP eigenstates
|f¯CP 〉 = CP|fCP 〉 = ηf |fCP 〉 and A¯fCP = ηf A¯f¯CP , (1.3.107)
with η = 1 for CP even states and η = −1 for CP odd states. We can then rewrite
the λq factor in Eq.(1.3.89) as
λqfCP = ηf
A¯f¯CP
AfCP
q
p
, (1.3.108)
and the coefficient Cf can be simplified to CfCP = (1−
∣∣∣ A¯f¯CPAfCP ∣∣∣2)/(1+∣∣∣ A¯f¯CPAfCP ∣∣∣2). Up to
one sign, the previous expression is the same as Eq.(1.3.97) obtained from CP viola-
tion in decay, therefore Cf determines the CP violation in decay component inside
Eq.(1.3.104). In the case of CP eigenstates there is no CP violation in mixing and
no CP violation in decay (this last condition holds because according to Eq.(1.3.107
) |A¯f¯CP | = |AfCP |), consequently Cf = 0 and we get the simplified Equation for the
asymmetry Eq.(1.3.105)
AfCP (t) = SfCP sin ∆Mt (1.3.109)
where
Sf = Im(λfCP ) = ηfIm
(A¯f¯CP
AfCP
q
p
)
. (1.3.110)
If in addition there is only one CKM structure contributing to the decay amplitude
(this holds when the effect from penguins can be neglected) we write the amplitudes
in Eq.(1.3.110) in terms of a single strong φstrong and a single weak phase φCKM
AfCP = Aje
i(φstrong+φCKM ), A¯f¯CP = Aje
i(φstrong−φCKM ). (1.3.111)
As it has been stated already for B0q (q = s, d) systems |Γ12|  |M12|, then
Eq.(1.3.57) can be simplified to
q
p
≈ M
∗
12
|M12| . (1.3.112)
For neutral B0s,d mesons the phase of M
∗
12 is twice the negative value of the CKM
phase βs,d defined in Eq.(1.4.116)
1, therefore
1In Eq.(1.4.116) we define the CKM phase βd corresponding to B
0
d mesons (conventionally
denoted as β [1, 17]). The analogous phase βs for B
0
s mesons is determined according to βs :=
−arg
(
−(VcsV ∗cb)/(VtsV ∗tb)
)
[17] (notice the extra overall minus sign with respect to Eq.(1.4.116)).
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q
p
≈ e−2iβq . (1.3.113)
Combining the complex phases from Eq.(1.3.111) and Eq.(1.3.113) we can finally
write
Sf = ηf sin(−2βq − 2φCKMj ). (1.3.114)
As an example we quote the value for the asymmetry Sf when it is calculated from
the decay B0s → J/ψφ, in this case the leading CKM structure is just βs and we
obtain
Sf = −ηf sin 2βs. (1.3.115)
1.4 The CKM angles
In this section we center our discussion on the measurement of the CKM angles
defined by the second of the unitarity conditions in Eq.(1.2.34) whose graphical rep-
resentation corresponds to the triangle shown in Fig.1.1. The definition of the angles
in terms of the CKM elements can be read directly from Fig.1.1. Moreover, they
can be written at leading order using the Wolfenstein parameterization introduced
in Eq.(1.2.37) as
β = φ1 = arg
(
−VcdV
∗
cb
VtdV ∗tb
)
≈ arg
( 1
1− ρ− iη
)
,
α = φ2 = arg
(− VtdV ∗tb
VudV ∗ub
)
≈ arg
(
−1− ρ− iη
ρ+ iη
)
,
γ = φ3 = arg
(
−VudV
∗
ub
VcdV ∗cb
)
≈ arg
(
ρ+ iη
)
. (1.4.116)
In the following subsections we elaborate briefly on how these angles are determined,
the CKM angle γ will be of particular interest in Chapter 4 where we will analyse how
possible new physics effects at tree level can affect the precision on its determination.
1.4.1 β/φ1
The CKM angle β is measured as an effect of CP violation in interference through
the following asymmetry for neutral B0d , B¯
0
d mesons - see Eq.(1.3.105) -
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AfCP (t) = dΓ[B¯
0
d → f ](t)/dt− dΓ[B0d → f ](t)/dt
dΓ[B¯0d → f ](t)/dt+ dΓ[B0d → f ](t)/dt
= Sf sin ∆Mdt− Cf cos ∆Mdt. (1.4.117)
We are interested in final CP eigenstates f for which Cf = 0 and Sf = 2Imλdf/(1 +
|λdf |2) = −ηf sin 2φ where λdf is the ratio of the transition amplitudes introduced in
Eq.(1.3.89), ηf is the CP eigenvalue of f and 2φ is the phase difference between the
decay paths B0d → f and B0d → B¯0d → f , see Section 1.3.7. β can be determined
through b→ cc¯s transitions to final CP eigenstates such as B0d → J/ψK0L for which
the ratio of amplitudes λdf is
λdf =
(V ∗tbVtd
VtbV ∗td
)(
ηf
VcbV
∗
cs
V ∗cbVcs
)(V ∗cdVcs
VcdV ∗cs
)
= −ηf sin 2β. (1.4.118)
The combination of CKM factors inside the first round bracket arises from the ratio
q/p introduced in Eq.(1.3.55). The content of the second bracket comes from the
tree level B decay amplitude, finally the third bracket is the result of K0 − K¯0
mixing [18].
In addition to the tree level amplitude T there are also contributions from penguin
diagrams with partial amplitudes VubV
∗
usP
u , VcbV
∗
csP
c, VtbV
∗
tsP
t where the quarks
running inside the loop are the up, the charm and the top respectively. Schematically
we can write
Acc¯s = VcbV
∗
csT + VubV
∗
usP
u + VcbV
∗
csP
c + VtbV
∗
tsP
t
= VcbV
∗
cs(T + P
c − P t) + VubV ∗us(P u − P t), (1.4.119)
where we have used the third unitarity condition in Eq.(1.2.34) to eliminate the
product VtbV
∗
ts in terms of VcbV
∗
cs and VubV
∗
us. Considering
∣∣∣(VubV ∗us)/(VcbV ∗cs)∣∣∣≈ O(λ3)
we see that, the weak phase contribution arising from penguins is suppressed in
comparison with the tree level weak phase by a factor of at least order λ3. The
current world average for β based on the decay channels B0d → charmonium K0S,L
using data from ALEPH, OPAL, CDF, LHCb, Babar and Belle is [1]
sin 2β = 0.691± 0.017. (1.4.120)
Other options for the measurement of β are decays mediated by the transition
b → cc¯d such as B0d → J/ψpi0, B0d → D+D− and B0d → D(∗)+D(∗)−; however, in
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these cases the contributions from tree level and penguin diagrams are of the same
order in the CKM structure and each one of them introduces a different weak phase
arising from the CKM combinations V ∗cbVcd and V
∗
tbVtd respectively. Consequently
these options are less clean than the ones based on charmonium.
The CKM phase β can also be determined from the penguin free transition b→ cu¯d
for final states common to both B0d and B¯
0
d . The world average value available at
the moment uses data from BABAR and Belle and is based on the CP even fi-
nal states: Dpi0, Dη, Dω, D∗pi0 and D∗η with the secondary decays D∗ → Dpi0
and D → KSpi+pi−. Based on this method the final world average available is
sin 2β = 0.63± 0.11 [1].
Considering that the penguin dominated transitions b → sq¯q have the same weak
phase as the tree level decay chain b → cc¯s ,V ∗tbVts = −V ∗cbVcs
(
1 + O(λ2)
)
. Decays
such as B0s → φφ, B0 → φK0 and B0 → η′K0 can be used to extract β in the
SM. These penguins are sensitive to possible BSM phases that could result into
Sf 6= −ηf sin 2β and Cf 6= 0. Among the decays used in [1] within this category we
have B → pi0K0S, K0SK0SK0S, ρ0KS, ωKS leading to the current naive penguin average
sin 2β = 0.655± 0.032 [1].
1.4.2 γ/φ3
As can be seen in the third of Eq.(1.4.116) the phase γ does not depend on the CKM
elements involving the top quark, this is one of reasons that make its determination
from tree level processes possible. The experimental extraction of γ takes advantage
of the interference between the transitions B− → D0K− and B− → D¯0K−, with
D0 and D¯0 decaying to common final states fD. At quark level the transitions
B− → D0K− and B− → D¯0K− correspond to the decay chains b → cu¯s and
b→ uc¯s respectively; the CKM angle γ can be extracted from the ratio
rBe
(δB−γ) =
A(B− → D¯0K−)
A(B− → D0K−) , (1.4.121)
where the weak phase arises from (VubV
∗
cs)/(VcbV
∗
us) and δB is the relative strong
phase.
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The different experimental methods available for the determination of γ depend on
the final state fD considered. In the GLW method proposed by Gronau, London
and Wyler [19], [20] decays of the D0 and the D¯0 meson to common CP eigenstates
are taken into account: this includes CP even states such as K+K− as well as
CP odd states such as K0Spi0. One of the problems with the GLW method is that
the process B− → K−D¯0 is colour suppressed whereas B− → K−D0 is colour
allowed, consequently the ratio rB is relatively small (rB ≈ 0.1 − 0.2) making it
difficult to measure. In order to deal with this technical issue Atwood, Dunietz and
Soni [21], [22] -ADS- suggested to focus on final decay states where Cabibbo allowed
decay D¯0 and doubly Cabibbo-suppressed D0 decays interfere. One example is the
transition B− → [K+pi−]DK−, that can be obtained through two channels: the
Cabibbo favored decay B− → D0K− followed by the double Cabibbo suppressed
process D0 → K+pi−, or the Cabibbo suppressed transition B− → D¯0K− followed
by the Cabibbo favored decay D¯0 → K+pi−. Several studies using the GLW and the
ADS method have been made by the B factories [23], the CDF collaboration [24]
and the LHCb collaboration [25].
Another method for the determination of γ was proposed by Giri, Grossman, Soffer
and Zupan (GGSZ) [26] and is based on the Dalitz plot study of three body decays
of the D meson in B± → DK± to final states such as K0Spi+pi−, K0SK+K− and
pi+pi−pi0. In particular the mode D0 → K0Spi+pi− has three advantages:
• large branching fraction,
• high sensitivity to γ because of the large interference between the processes
D0 → K0Spi+pi− and D¯0 → K0Spi+pi−,
• rich resonant structure, which provides large variations of the strong phase
in D decays leading to a good sensitivity in the measurement of γ and low
dependency on the strong phase δB.
With the GGSZ method Belle and BABAR measured γ = (78.4+10.8
◦
−11.6◦ ± 3.6◦ ± 8.9)◦
[27] and γ = (68 ± 14 ± 4 ± 3)◦ [28] respectively where the last uncertainty arises
from the D-decay modeling.
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Combining the results from the three methods the values for γ reported by BaBar,
Belle and LHCb collaborations are (69+17−16)
◦ [29] , (68+15−14)
◦ [30] and (70.9+7.1−8.5)
◦ [31]
respectively, all the numbers quoted in this paragraph are summarized in the Section
“Unitarity Triangle Parameters” of [1].
1.4.3 α/φ2
The CKM angle α is measured using time-dependent CP asymmetries in b → uu¯d
dominated transitions. One complication arises from the fact that the b→ d penguin
decays and the tree level b→ uu¯d have a different CKM phase and their magnitudes
are of the same size in λ. Among the different channels used for the extraction of α
we have B → pipi, ρpi, ρρ.
TheB → pipi decays get a sizable contribution from b→ d penguin amplitudes then if
we use the asymmetry in Eq.(1.4.117) with f = pi+pi− the coefficient Sf will no longer
be proportional to sin(2α) but rather to sin(2αeff ) where αeff = α+∆α (in contrast
with the results found for β), here ∆α quantifies the effect from penguins. Due to
the non negligible contribution from penguins we will have direct CP violation,
thus Af 6= A¯f¯ as explained in Section 1.3.5 implying Cf 6= 0 in Eq.(1.4.117). The
determination of α from the final states pipi uses the isospin analysis based on the
relationship 1√
2
Api+pi− + Api0pi0 − Api+pi0 = 0 introduced in [32]. Using this method
Belle excludes the range 23.8◦ < α < 66.8◦ at 1σ level [33], on the other hand BaBar
quotes 71.0◦ < α < 109◦ at the 68% C. L. [34] as stated in [1].
The determination of α through the decay B → ρρ is also based on an isospin
analysis. Using the longitudinal polarization fractions in B+ → ρ+ρ0 and B0 →
ρ+ρ− it was found that the final states are almost CP-even only and also that the
effect of penguins is small. The averages for the asymmetry coefficients Sρ+ρ− and
Cρ+ρ− in Eq.(1.4.117) based on measurements from BaBar [35] and Belle [36] give
−0.14±0.13 and 0.00±0.09 respectively [1]. The results for α from BaBar based on
ρρ final states read α = (92.4+6.0−6.5)
◦ and α = (93.7± 10.6)◦ in the case of Belle [36].
Finally it is possible to determine α using the decays B0d → pi+pi−pi0 [37], [38]. In
this case the study is performed using a time dependent Dalitz plot analysis of the
three body final state. One of the advantages of this method is that there is only
December 1, 2016
1.4. The CKM angles 33
one discrete ambiguity since the variations of the strong phases in the interference
regions of the ρ+pi−, ρ−pi+ and ρ0pi0 amplitudes are known. Using this method Belle
reported [39] 68◦ < α < 95◦ at the 68.3% confidence level.
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Chapter 2
Effective field theories in flavour
physics
In this chapter we introduce the basics of the formalism of effective hamiltonians
used in the calculation of hadronic amplitudes in flavour physics. In the first section
we present the method in the case of current-current 1 transitions, followed by a
discussion on the determination of the Wilson coefficients by matching the effective
theory with the full SM calculation. We will see that this step leads to expressions
with logarithms that can potentially break the perturbative expansions if there is
a big gap between the matching scale and the effective scale. We show how this
problem is solved using the renormalization group equations at leading and next
to leading order in αs. Then we present the full ∆F = 1 effective Hamiltonian
including electroweak and QCD penguins. We conclude with an overview on the
∆F = 2 Hamiltonian and show briefly its usage in the determination of the mix-
ing observables ∆Γq and ∆Mq associated with neutral B
0
q mesons. The approach
followed here is based mainly on [10], [40] and the references cited therein.
1Here the term “current” makes reference to weak currents ψ¯′γµ(1 − γ5)ψ defined in analogy
to the QED electromagnetic currents jµ = ψ¯′γµψ; where ψ′ and ψ are two fermionic fields.
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2.1 Current-current effective field theories
In order to illustrate the construction and application of effective Hamiltonians we
consider the amplitude for the transition b→ cu¯d. In the SM this decay is given by
the diagram shown in Fig.2.1 and the corresponding amplitude is
Ab→cu¯d = iM2W
GF√
2
VcbV
∗
ud
[
c¯αγ
µ(1− γ5)bα
][
d¯βγµ(1− γ5)uβ
]
k2 −M2W
, (2.1.1)
where α, β are colour indices and GF is the Fermi coupling defined in terms of the
electroweak coupling constant g as
GF :=
√
2g2
8 M2W
. (2.1.2)
We can expand the denominator in Eq.(2.1.1) in powers of k
2
M2W
considering that for
the process of interest k2 M2W so that Ab→cu¯d becomes
Ab→cu¯d = −iGF√
2
VcbV
∗
ud
[
c¯αγ
µ(1− γ5)bα
][
d¯βγµ(1− γ5)uβ
]
+O( k
2
M2W
)
= −iGF√
2
VcbV
∗
ud
(
c¯αbα
)
V−A
(
d¯βuβ
)
V−A
+... . (2.1.3)
b c
u d
Figure 2.1: Current-current transition b→ cu¯d.
The result is then an “effective amplitude” where the W boson has been “integrated
out”, the graphical representation of Eq.(2.1.3) is shown in Fig.2.2.
The amplitude in Eq.(2.1.3) can be obtained through the following “effective Hamil-
tonian”
Hˆeff = GFVcbV
∗
ud√
2
(
c¯αbα
)
V−A
(
d¯βuβ
)
V−A
. (2.1.4)
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b c
u d
Figure 2.2: Effective diagram for the current-current transition b→ cu¯d.
Next, we generalize Eq.(2.1.4) in order to account for higher order QCD perturbative
corrections by writing Hˆeff as
Hˆeff = GFVcbV
∗
ud√
2
(
C1Qˆ1 + C2Qˆ2
)
. (2.1.5)
The operators Qˆ1 and Qˆ2 include the quark fields relevant to our process. The
coefficients C1 and C2 in Eq.(2.1.5) are called “Wilson coefficients” [41–44], they can
be thought as the coupling constants for the effective interactions in the operators
Qˆ1 and Qˆ2.
Unless stated otherwise, in this thesis we follow the convention
Qˆ1 =
(
c¯αbβ
)
V−A
(
d¯βuα
)
V−A
Qˆ2 =
(
c¯αbα
)
V−A
(
d¯βuβ
)
V−A
. (2.1.6)
Notice that the definitions in Eq.(2.1.6) are not unique, sometimes the colour struc-
tures of Qˆ1 and Qˆ2 appear interchanged in the literature, see for example [45].
In principle, to reproduce Eq.(2.1.3) only Qˆ2 is required; however, Qˆ1 arises when
QCD loops are included, we will show this below.
Our expression for the effective Hamiltonian in Eq.(2.1.5) is an example of an Op-
erator Product Expansion because the product of two charged current operators is
expanded as a series of local operators multiplied by effective coupling constants C1
and C2. We will see at the end of this section that one of the most attractive features
of the OPE is the factorization into short distance and long distance contributions
given by the matrix elements of the effective operators and the Wilson coefficients
respectively.
Now we present the procedure for the determination of the Wilson coefficients C1
and C2 at one loop in αs. To begin with we have to determine, in the full theory,
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W
g
gW W g
Figure 2.3: One loop QCD corrections to the current-current transition b → cu¯d
(their symmetric counterparts should also be taken into account).
the amplitude for the process b → cu¯d including the set of topologies in Fig.2.1
and Fig.2.3. After doing the corresponding calculations the final expression for the
amplitude in the full theory is
A
(0)
full
=
GFVcbV
∗
ud√
2
([
1 + 2CF
αs
4pi
(1
ε
+ ln
[
−µ
2
p2
])
+
3
N
αs
4pi
ln
[
−M
2
W
p2
]]
〈Qˆ2〉Tree +
−3αs
4pi
ln
[
−M
2
W
p2
]
〈Qˆ1〉Tree
)
= A
′(0)〈Qˆ2〉Tree +B
′(0)〈Qˆ1〉Tree, (2.1.7)
where
A
′(0) = 1 + 2CF
αs
4pi
(1
ε
+ ln
[
−µ
2
p2
])
+
3
N
αs
4pi
ln
[
−M
2
W
p2
]
,
B
′(0) = −3αs
4pi
ln
[
−M
2
W
p2
]
. (2.1.8)
In Eq.(2.1.7) and Eq.(2.1.8) p is the four momentum of the decaying b-quark, N is
the number of colours (here we consider N = 3) and CF = (N
2 − 1)/(2 N). The
flux of colour mediated by the gluon in the second and third diagrams in Fig.2.3
leads to the operator Qˆ1 as an effect of O(αs). The tree level matrix elements of the
operators Qˆ1 and Qˆ2 are given by 〈Qˆ1〉Tree and 〈Qˆ2〉Tree respectively. The loop
integrals were calculated using dimensional regularization. It is found that only the
first topology in Fig.2.3 is divergent and the corresponding pole is the 1/ε factor in
Eq.(2.1.7), the other loop topologies are finite and do not need to be regularized.
The next step is to focus our attention on the calculation within the effective theory;
we will use our results from Eq.(2.1.7) and Eq.(2.1.8) later. Firstly we evaluate the
insertion of Qˆ1 and Qˆ2 in the diagrams shown in Fig.2.4, they are the effective
version of the full theory diagrams presented in Fig.2.3, the results are
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〈Qˆ1〉(0) =
(
1 + 2CF
αs
4pi
(1
ε
+ ln
[
−µ
2
p2
]))
〈Qˆ1〉Tree
+
3
N
αs
4pi
(1
ε
+ ln
[
−µ
2
p2
])
〈Qˆ1〉Tree
−3αs
4pi
(1
ε
+ ln
[
−µ
2
p2
])
〈Qˆ2〉Tree
〈Qˆ2〉(0) =
(
1 + 2CF
αs
4pi
[1
ε
+ ln
[
−µ
2
p2
]])
〈Qˆ2〉Tree
+
3
N
αs
4pi
(1
ε
+ ln
[
−µ
2
p2
])
〈Qˆ2〉Tree
−3αs
4pi
(1
ε
+ ln
(
−µ
2
p2
))
〈Qˆ1〉Tree. (2.1.9)
Notice that the leading terms in Eq.(2.1.9) are obtained from the insertion of Qˆ1 and
Qˆ2 in the diagram in Fig.2.2. Also there are now more 1/ε poles, the reason is that
the second and third topologies in Fig.2.4 lead to new divergences when calculated
using dimensional regularization.
g
g g
Figure 2.4: One loop QCD current-current diagrams in the effective theory, the
⊗ ⊗ symbols denote the insertion of a 4 fermion operator Qˆi (their symmetric
counterparts should also be taken into account).
Before continuing it is convenient to discuss how the different 1/ε divergences are
removed from Eq.(2.1.9). The contribution 2CFαs/(4piε) can be eliminated when
doing the matching with the full SM calculation because it also appears in the full
theory amplitude in Eq.(2.1.7) and Eq.(2.1.8); it can also be removed by renormaliz-
ing the quark fields through the renormalization constant Z
−1/2
q (see below). To get
rid of the remaining divergences we have to perform an additional operator renor-
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malization through the matrix Zij. Then we write the following equation between
the bare 〈Q(0)j 〉 and the renormalized matrix element 〈Qj〉
〈Qˆ(0)i 〉 = Z2qZij〈Qˆj〉. (2.1.10)
Where Zij are the elements of the renormalization matrix Zˆ; in our case we can
easily identify
Zˆ = 1 +
αs
4piNε
 3 −3N
−3N 3
 , (2.1.11)
where we have only considered the 1/ε poles not multiplying the factor 2CFαs/(4pi).
The renormalized operators Qˆj read
〈Qˆ1〉 = A〈Qˆ1〉Tree +B〈Qˆ2〉Tree, 〈Qˆ2〉 = B〈Qˆ1〉Tree + A〈Qˆ2〉Tree,
(2.1.12)
where
A = 1 +
αs
4pi
ln
[
−µ
2
p2
](
2CF +
3
N
)
, B = −3αs
4pi
ln
[
−µ
2
p2
]
. (2.1.13)
And the effective amplitude corresponding to the process b → cu¯d can be written
as
〈Hˆeff〉 = C1〈Qˆ1〉+ C2〈Qˆ2〉
=
(
C1A+ C2B
)
〈Qˆ1〉Tree +
(
C1B + C2A
)
〈Qˆ2〉Tree. (2.1.14)
Before doing the matching between the effective theory and the full SM calculation
we have to eliminate the ε pole appearing in the amplitude in Eq.(2.1.7); here we
remove this divergence by renormalizing the quark operators in the full SM as we did
in Eq.(2.1.10), the new renormalized SM amplitude Afull is identical to Eq.(2.1.7)
but without the term including the divergent term 2CFαs/(4piε).
We are ready to match the renormalized SM amplitude A
(0)
full
in Eq.(2.1.7) with the
effective theory determination in Eq.(2.1.14), the required condition reads
A
(0)
full
= 〈Hˆeff〉. (2.1.15)
Using Eq.(2.1.8) and Eq.(2.1.13) we find
C1A+ C2B = B
′, C1B + C2A = A′, (2.1.16)
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where the coefficient A
′
is the same as A
′(0) up to the term 2CFαs/(4piε) and B
′
=
B
′(0) in Eq.(2.1.8), and we can solve for C1 and C2 to get at order αs
C1 =
AB′ − A′B
A2 −B2 ≈ B
′ −B ≈ −3αs
4pi
ln
[M2W
µ2
]
,
C2 =
A′A−B′B
A2 −B2 ≈
A′
A
≈ 1 + 3 αs
4piN
ln
[M2W
µ2
]
. (2.1.17)
This is the set of equations we were looking for, however they should be improved.
The logarithms ln
[
M2W
µ2
]
can break our naive perturbative expansion if the difference
between the scales MW and µ is large. We will discuss in Section 2.2.1 the resum-
mation of these logarithms using the renormalization group equations.
As we mentioned at the beginning of this chapter one of the most attractive features
of the OPE is the factorization into short distance and long distance contributions,
this can be verified explicitly by looking at the logarithms appearing in the equa-
tions for the Wilson coefficients in Eq.(2.1.17) and in the renormalized versions of
the matrix elements for the operators Qˆ1 and Qˆ2 shown next
〈Qˆ1〉 =
(
1 + 2CF
αs
4pi
ln
[
−µ
2
p2
]
+
3
N
αs
4pi
ln
[
−µ
2
p2
])
〈Qˆ1〉Tree
−3αs
4pi
ln
[
−µ
2
p2
]
〈Qˆ2〉Tree,
〈Qˆ2〉 = −3αs
4pi
ln
[
−µ
2
p2
]
〈Qˆ1〉Tree
+
(
1 + 2CF
αs
4pi
ln
[
−µ
2
p2
]
+
3
N
αs
4pi
ln
[
−µ
2
p2
])
〈Qˆ2〉Tree.
(2.1.18)
The logarithms ln
[
−M2W/p2
]
appearing in the full theory amplitude Eq.(2.1.7) can
be factorized, at O(αs), according to the following schematic equation
1 + αsln
[
−M2W/p2
]
=
(
1 + αsln
[
M2W/µ
2
])(
1 + αsln
[
−µ2/p2
])
,
(2.1.19)
where all the short distance scales are in the factor
(
1 + αsln
[
M2W/µ
2
])
and the
long distance ones in
(
1 + αsln
[
−µ2/p2
])
. It can be seen that as a consequence of
the effective theory approach described in this section, the short distance scales end
up in the Wilson coefficients in Eq.(2.1.17) whereas the long distance contributions
are contained in the matrix elements of the effective operators in Eq.(2.1.18).
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2.1.1 Operator renormalization
We make a small digression in order to compare two possible options to renormalise
the effective amplitude computed from Eq.(2.1.9). The first one called composite
operator renormalization was applied in the previous section, here the bare operators
are renormalized according to
Qˆ
(0)
i = ZijQˆj, (2.1.20)
where in this section repeated indices are implicitly summed over.
For the matrix elements we have
〈Qˆi〉(0) = ZijZ−2q 〈Qˆj〉, (2.1.21)
or equivalently
〈Qˆj〉 = Z−1ji Z2q 〈Qˆi〉(0), (2.1.22)
where we have used
qˆ(0) = Z1/2q qˆ.
Finally, we can express the fully renormalized amplitude as
Aeff = Cj〈Qˆj〉 = Z−1ji Z2qCj〈Qˆi〉(0), (2.1.23)
where for simplicity we have dropped CKM factors and an overall constant GF .
Now we can show the relationship between this approach and the conventional coun-
terterm procedure, for which the bare Wilson coefficients C
(0)
i are renormalized ac-
cording to C
(0)
i = Z
c
ijCj so that the effective Hamiltonian reads
Hˆeff = C
(0)
i Qˆi(qˆ
(0)) = ZcijCjZ
2
q Qˆ
(0)
i (qˆ), (2.1.24)
and the renormalized effective amplitude is given by
Aeff = 〈Heff〉 = ZcijCjZ2q 〈Qˆi〉(0). (2.1.25)
If we compare Eq.(2.1.23) with Eq.(2.1.25) we find the following equality between
Z−1ij and Z
c
ij
Z−1ji = Z
c
ij. (2.1.26)
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2.2 Renormalization group equations
In Eq.(2.1.17) the Wilson coefficients were calculated by matching the effective the-
ory with the full SM calculation. It can be seen that large logarithms can occur
when there is a big difference between the renormalization and the matching scales,
µ and MW respectively, leading to a potential breakdown of perturbation theory. To
cure this problem we should resum the logarithms to all orders through the renor-
malization group equations for the Wilson coefficients, this section is devoted to the
description of this formalism.
To begin with, consider again Eq.(2.1.20) for composite operator renormalization
Qˆ
(0)
i = ZijQˆj.
As usual in quantum field theory, the bare operator Qˆ
(0)
i should be scale independent,
consequently
µ
dQˆ
(0)
i
dµ
= Zijµ
dQˆj
dµ
+ µ
dZij
dµ
Qˆj = 0 =⇒ µdQˆj
dµ
= −Z−1jk µ
dZki
dµ
Qˆi (2.2.27)
and we define the anomalous dimension matrix as
γij := Z
−1
jk µ
dZki
dµ
. (2.2.28)
The effective weak hamiltonian should also be independent of the renormalization
scale µ, therefore
µ
dHˆeff
dµ
= µ
d
dµ
(
CjQˆj
)
= 0 =⇒ µdCj
dµ
Qˆj = −CjµdQˆj
dµ
(2.2.29)
and using Eq.(2.2.27) and Eq.(2.2.28) we get
µ
dCj
dµ
Qˆj = −CjµdQˆj
dµ
= CjZ
−1
jk µ
dZki
dµ
Qˆi = CjγjiQˆi. (2.2.30)
Then the renormalization group equations for Ci read
µ
dCi
dµ
= γjiCj. (2.2.31)
2.2.1 Resummed Wilson coefficients for tree level processes
We can now obtain generalized solutions for the Wilson coefficients C1 and C2 where
the logarithms appearing in Eq.(2.1.17) are resummed to all orders in perturbation
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theory. As a first step we proceed with the explicit determination of the anoma-
lous dimension matrix defined in Eq.(2.2.28), this requires the calculation of the
derivative of Eq.(2.1.11) with respect to the renormalization scale µ
µ
dZˆ
dµ
=
dZˆ
dlnµ
=
1
4piNε
dαs
dlnµ
 3 −3N
−3N 3
 . (2.2.32)
To simplify Eq.(2.2.32) it is convenient to introduce the QCD β function. In this
work we use the following definition expressed in terms of αs [13], [40]
β :=
µ
2
dαs
dµ
=
1
2
dαs
dlnµ
= −εαs − β0
4pi
α2s −
β1
(4pi)2
α3s +O(α4s). (2.2.33)
Where the required coefficients are
β0 =
11N − 2f
3
, β1 =
34
3
N2 − 10
3
Nf − 2CFf, CF = N
2 − 1
2N
, (2.2.34)
being N the number of colours and f the number of quark flavours.
Using Eq.(2.2.33) we write Eq.(2.2.32) at O(αs), as
µ
dZˆ
dµ
= − 1
2piN
αs
 3 −3N
−3N 3
 ,
(2.2.35)
and applying the definition of the anomalous dimension matrix in Eq.(2.2.28) we
get at O(αs)
γˆ = Zˆ−1µ
dZˆ
dµ
= − 1
2piN
αs
 3 −3N
−3N 3
 = αs
4pi
γˆ(0), (2.2.36)
with
γˆ(0) =
1
N
 −6 6N
6N −6
 . (2.2.37)
The vector version of Eq.(2.2.31) for the tree level Wilson coefficients ~C =
 C1
C2

reads
µ
d~C
dµ
= γˆT ~C. (2.2.38)
Using the chain rule and substituting the definition of the β function given in
Eq.(2.2.33) the left hand side of the previous equation can be rewritten as
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µ
d~C
dµ
= µ
dαs
dµ
d~C
dαs
= 2β
d~C
dαs
. (2.2.39)
This allows us to obtain an alternative version of the renormalization group equa-
tions in terms of the strong coupling constant αs
d~C
dαs
=
γˆT
2β
~C. (2.2.40)
To solve Eq.(2.2.40) we first diagonalize γˆ(0)T through a similarity transformation
according to
γˆ(0)T = Vˆ γˆ
(0)
D Vˆ
−1, (2.2.41)
with the rotation matrix given by
Vˆ = Vˆ −1 =
1√
2
 1 1
1 −1
 and γˆ(0)D =
 6N−6N 0
0 −6N+6
N
 :=
 γ(0)+ 0
0 γ
(0)
−
 .
In the diagonal basis Eq.(2.2.40) becomes
d~C ′
dαs
=
αs
4pi
γˆ
(0)
D
2β
~C ′ = − 1
2β0αs
γˆ
(0)
D
~C ′, (2.2.42)
where
~C ′ =
√
2Vˆ −1 ~C =
 C1 + C2
C1 − C2
 :=
 C+
C−
 . (2.2.43)
The current-current operators in the diagonal and non diagonal basis are connected
through
Qˆ+ =
Qˆ1 + Qˆ2
2
, Qˆ− =
Qˆ1 − Qˆ2
2
. (2.2.44)
The solution of Eq.(2.2.42) is completely straightforward considering that in the
diagonal basis we are dealing with a pair of decoupled equations. We write the final
result as
C±(µ) = U±(µ,MW )C±(MW ), (2.2.45)
with the LO transition factor given by
U±(µ,MW ) = exp
(∫ αs(µ)
αs(MW )
dαs
γ±
2β
)
= exp
(
−
∫ αs(µ)
αs(MW )
dαs
αs
γ
(0)
±
2β0
)
=
( αs(µ)
αs(MW )
)− γ(0)±
2β0 . (2.2.46)
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For the purposes of future generalization it is convenient to write Eq.(2.2.45) in
matrix notation as follows
~C ′(µ) =
( αs(µ)
αs(MW )
)− γˆ(0)D
2β0 ~C ′(MW ), (2.2.47)
and for completeness we display explicitly the structure of the transition matrix in
order to appreciate the connection with Eq.(2.2.46)
( αs(µ)
αs(MW )
)− γˆ(0)D
2β0 = e
−ln
(
αs(µ)
αs(MW )
)
γˆ
(0)
D
2β0 =

(
αs(µ)
αs(MW )
)− γ(0)+
2β0 0
0
(
αs(µ)
αs(MW )
)− γ(0)−
2β0
 .
To return to the original basis {C1, C2} we use the rotation matrix Vˆ to obtain
~C(µ) = ~V
( αs(µ)
αs(MW )
)− γˆ(0)D
2β0 Vˆ −1 ~C(MW ) = Uˆ (0)(µ,MW )~C(MW ), (2.2.48)
where the full expression for the transition matrix is
Uˆ (0)(µ,MW ) = Vˆ
( αs(µ)
αs(MW )
)− γˆ(0)D
2β0 Vˆ −1 = exp
(
−γ
(0)T
2β0
ln
[ αs(µ)
αs(MW )
])
.
(2.2.49)
We have achieved our main target since the logarithms appearing in Eq.(2.1.17) are
now summed at all orders in perturbation theory (instead of a truncated series of
logs we ended with a closed expression given by the exponential in Eq.(2.2.49)). To
provide a full solution we should obtain the initial conditions C1(MW ) and C2(MW ),
in this case we can safely use (2.1.17) since for µ = MW large logarithms do not
arise, we get
C1(MW ) = 0 C2(MW ) = 1 (2.2.50)
and our result for the current-current Wilson coefficients at the scale µ ∼ mb is just
C1(µ) = 1/2
(
η−
6
23 − η 1223
)
,
C2(µ) = 1/2
(
η−
6
23 + η
12
23
)
, (2.2.51)
with the ratio of strong coupling constants written as η = αs(µ)/αs(MW ).
With the inputs shown in Appendix A we find the following numerical values
C1(µ) = −0.27, C2(µ) = 1.12. (2.2.52)
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2.2.2 Wilson coefficients beyond leading logarithms
There are different motivations behind the calculation of the Wilson coefficients at
NLO in perturbation theory, for instance we have to reduce the ambiguities asso-
ciated with the renormalization scale arising at leading order in physical quantities
such as mt(µ), mb(µ), mc(µ) and the strong coupling constant αs(µ). Also the
scheme dependence introduced in matrix elements of effective operators should be
cancelled by the Wilson coefficients where the scheme dependence first enters at
NLO. To get acquainted with the formalism we will start studying the case where
the anomalous dimension matrix is diagonal considering only current-current oper-
ators, nevertheless our final formulas will be valid in more generic situations where
the operators mix under the renormalization group equations and where we have
other effective operators in addition to the tree level ones.
Diagonal case
To calculate the NLO version of the transition factors given in Eq.(2.2.46) we con-
sider the formal NLO formula for the components of the diagonal anomalous dimen-
sion matrix γ±
γ±(αs) = γ
(0)
±
αs
4pi
+ γ
(1)
±
(αs
4pi
)2
. (2.2.53)
We then substitute this expression inside the argument of the exponential in Eq.(2.2.46)
and expand in powers of αs to obtain
γ±
2β
=
γ
(0)
± αs + γ
(1)
±
α2s
4pi
−2β0α2s − 2β1α
3
s
4pi
≈ − 1
2β0α2s
(
γ
(0)
± αs + γ
(1)
±
α2s
4pi
)(
1− β1αs
4piβ0
)
= − 1
2β0
(γ(0)±
αs
+
γ
(1)
±
4pi
)(
1− β1αs
4piβ0
)
=
1
4pi
J± − γ
(0)
±
2β0αs
+O(αs), (2.2.54)
with
J± =
γ
(0)
±
2β20
β1 − γ
(1)
±
2β0
. (2.2.55)
By exponentiating the integral of Eq.(2.2.54) with respect to αs we get the following
result for the transition factors
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exp
(∫ αs(µ)
αs(MW )
γ±
2β
dαs
)
= exp
( 1
4pi
[
αs(µ)− αs(MW )
]
J± +
γ(0)
2β0
ln
(αs(MW )
αs(µ)
))
= exp
( 1
4pi
αs(µ)J±
)
exp
(γ(0)±
2β0
ln
[αs(Mw)
αs(µ)
])
exp
(
− 1
4pi
αs(MW )J±
)
'
(
1 +
αs(µ)
4pi
J±
)(αs(MW )
αs(µ)
) γ(0)±
2β0
(
1− αs(MW )
4pi
J±
)
=
(
1 +
αs(µ)
4pi
J±
)
U
(0)
± (µ,MW )
(
1− αs(MW )
4pi
J±
)
(2.2.56)
where U
(0)
± (µ,MW ) =
(
αs(MW )
αs(µ)
) γ(0)±
2β0 . The expression shown in Eq.(2.2.56) is the main
result of this subsection; it will be used in the next subsection as our prototype in the
construction of the evolution matrix at NLO when there is operator mixing under
the renormalization group equations.
Non diagonal case
Consider the generic evolution equation for the Wilson coefficients
~C(µ) = Uˆ(µ,MW )~C(MW ) (2.2.57)
where the array of Wilson coefficients ~C can have an arbitrary number of compo-
nents; then in addition to the pure tree level contributions {C1, C2} we can include
other topologies such as QCD and electroweak penguins. Even though Eq.(2.2.40)
was constructed within the context of tree level transitions the arguments used on
its determination were totally general, then we can easily translate this condition
into the following master formula for the transition matrix
dUˆ(µ,MW )
dαs(µ)
=
γˆT Uˆ(µ,MW )
2β
. (2.2.58)
The solution of the previous equation can be formally written in terms of a series
in the coupling constant αs as follows
Uˆ(µ,MW ) = 1ˆ +
∫ αs(µ)
αs(MW )
dα′s
γˆT
2β
+
∫ αs(µ)
αs(MW )
dα′s
∫ α′s(µ)
α′s(MW )
dα′′s
γˆT (α′s)
2β
γˆT (α′′s)
2β
+... (2.2.59)
We can write Eq.(2.2.59) in a simpler way by introducing the strong coupling con-
stant ordering operator Tˆα defined as
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Tˆα
(
Mˆ(αs,1)Mˆ(αs,2)...Mˆ(αs,n)
)
:=
∑
perm
Θ(αs,i1 − αs,i2)...Θ(αs,in − αs,in−1)×
Mˆ(αs,i1)Mˆ(αs,i2)...Mˆ(αs,in), (2.2.60)
where the summation symbol runs over all the possible permutations of the indices
{i1, i2, ..., in} = {1, 2, 3, ..., n} and we find the formal solution
Uˆ(µ,MW ) = Tˆαs
(
exp
[∫
dα′s
γˆT (α′s)
2β
])
. (2.2.61)
Although the previous equation is the general answer at all orders in perturbation
theory here we are only interested in the NLO calculation, for practical purposes
it is more useful to start with a matrix version of Eq.(2.2.56) and then to proceed
with the explicit calculation of the different components involved
Uˆ(µ, µW ) =
(
1 +
αs(µ)
4pi
Jˆ
)
Uˆ (0)(µ, µW )
(
1− αs(µW )
4pi
Jˆ
)
= Kˆ(αs(µ))Uˆ
(0)(µ, µW )Kˆ
−1(αs(µW )), (2.2.62)
where we have introduced
Kˆ(αs(µ
′) = 1 +
αs(µ
′)
4pi
Jˆ. (2.2.63)
Notice that the previous equation reproduces correctly in the leading order limit the
result shown in Eq.(2.2.49).
In the remaining part of this section all our attention will be centred on the detailed
calculation of the matrix Jˆ appearing in (2.2.62). We begin by substituting (2.2.49)
into Eq.(2.2.62) and evaluating the derivative with respect to αs
dUˆ(µ, µW )
dαs
=
dKˆ(αs(µ))
dαs
Uˆ (0)(µ, µW )Kˆ
−1(αs(µW ))
−Kˆ(αs(µ)) γ
(0)T
2β0αs(µ)
Uˆ (0)(µ, µW )Kˆ
−1(αs(µW )). (2.2.64)
then we plug this result together with Eq.(2.2.62) into Eq.(2.2.58) and perform some
simplifications in order to establish the following equality
γˆT
2β
Kˆ(αs(µ)) =
dKˆ(αs(µ))
dαs
− Kˆ(αs(µ)) γˆ
(0)T
2β0αs(µ)
,
or equivalently
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dKˆ(αs(µ))
dαs(µ)
+
1
2β0αs(µ)
[
γˆ(0)T , Kˆ(αs(µ))
]
=
γT
2β
Kˆ(αs(µ)) +
γˆ(0)T
2β0αs(µ)
Kˆ(αs(µ)).
(2.2.65)
Using Eq.(2.2.63) we get the following equation for Jˆ
Jˆ +
[
γˆ(0)T , Jˆ
]
2β0
= 4pi
( γˆT
2β
+
γˆ(0)T
2β0αs(µ)
)(
1ˆ +
αs(µ)
4pi
Jˆ
)
. (2.2.66)
We can further simplify the previous equations considering the αs(µ) expansion for
β (2.2.33) and γˆT up to NLO
γˆT
2β
= − 1
2αs(µ)β0
(
γˆ(0)T +
αs(µ)
4pi
γˆ(1)T − αs(µ)β1
4piβ0
γˆ(0)T
)
, (2.2.67)
so we get
Jˆ +
[ ˆγ(0)T
2β0
, Jˆ
]
= − γˆ
(1)T
2β0
+
β1
β20
γˆ(0)T . (2.2.68)
To complete the determination of Jˆ we follow [46], then it is convenient to perform
a similarity transformation using the matrix Vˆ introduced in Eq.(2.2.41) such that
γˆ(0)T becomes diagonal, in this new basis Eq.(2.2.68) becomes
Hˆ +
[ γˆ(0)D
2β0
, Hˆ
]
= − Gˆ
2β0
+
β1
2β20
γˆ
(0)
D , (2.2.69)
with
Jˆ = Vˆ HˆVˆ −1, Gˆ = Vˆ −1γˆ(1)T Vˆ . (2.2.70)
We propose the following ansatz for the matrix Hˆ
Hˆ = Mˆ + aγ
(0)T
D , (2.2.71)
where by direct substitution into Eq.(2.2.69) the constant a is found to be a =
β1/(2β
2
0). And we are left with a simpler version of Eq.(2.2.69) in terms of the
matrix Mˆ
Mˆ +
[ γˆ(0)D
2β0
, Mˆ
]
= − Gˆ
2β0
. (2.2.72)
Next we provide a step by step solution for the components of Mˆ . Firstly we develop
the left hand side of Eq.(2.2.72) using index notation to obtain
Mij +
1
2β0
∑
k
γ
(0)
i,DδikMkj −
1
2β0
∑
k
Mikδkjγ
(0)
j,D = Mij +
1
2β0
γ
(0)
i,DMij −
1
2β0
Mijγ
(0)
j,D,
(2.2.73)
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next we substitute back this result into Eq.(2.2.72) and express the right hand side
in terms of components
Mij
(
1 +
1
2β0
γ
(0)
i,DMij −
1
2β0
γ
(0)
j,D
)
= −Gij
2β0
,
finally we solve for the different components Mij of Mˆ to get
Mij = − Gij
2β0 + γ
(0)
i,D − γ(0)j,D
. (2.2.74)
By substituting into Eq.(2.2.71) we arrive at
Hij =
β1
2β20
δijγ
(0),T
i −
Gij
2β0 + γ
(0)
i,D − γ(0)j,D
. (2.2.75)
All the ingredients required for the full calculation of the NLO version of the evo-
lution matrix in Eq.(2.2.62) are summarized in Eq.(2.2.70) and Eq.(2.2.75. Here we
assume that the anomalous dimension matrix γˆ is known up to NLO. The results
presented in this section will be essential in Chapter 4 in order to evaluate possi-
ble New Physics contributions in tree level operators in observables involving other
topologies as well.
2.3 The effective ∆F = 1 Hamiltonian
Up to now our discussion for the effective Hamiltonians has focused mostly on the
current-current operators Qˆ1 and Qˆ2 in Eq.(2.1.6), this set of operators is however
quite limited for phenomenological purposes, realistic studies require other topolo-
gies such as electroweak and QCD penguins. Nevertheless the ideas introduced in the
previous sections can straightforwardly be generalized when all these contributions
are taken into account. In this subsection we introduce the full effective Hamilto-
nian for ∆B = 1 transitions in the case of neutral B0s mesons, we also provide the
generic renormalization group equations required when electroweak corrections are
included at NLO. All the results presented here can easily be adapted to B0d mesons
by replacing the CKM elements including the strange quark with the analogous
components for the down quark and by substituting the strange quark field for the
down quark field inside the corresponding operators.
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2.3.1 The ∆B = 1 Hamiltonian for neutral B0s mesons
The effective Hamiltonian for ∆B = 1 transitions in the case of neutral B0s mesons
is
Heff = GF√
2
( ∑
p,p′=u,c
λspp′
∑
i=1,2
Cpp
′
i (µ)Qˆ
pp′
i
+
∑
p=u,c
λsp
10∑
i=3
Ci(µ)Qˆi + C7γQˆ7γ + C8gQˆ8g
)
+h.c. , (2.3.76)
with the following CKM combinations
λsp = VpbV
∗
ps, λ
s
pp′ = VpbV
∗
p′s. (2.3.77)
Here p, p′ = u, c and Ci denotes the Wilson coefficient for the corresponding dimen-
sion six operator, unless stated otherwise in this thesis we will refer to the following
basis
Qˆpp
′
1 =
(
¯ˆsαpˆβ
)
V−A
(
¯ˆp′β bˆα
)
V−A
, Qpp
′
2 =
(
¯ˆspˆ
)
V−A
(
¯ˆp′bˆ
)
V−A
,
Qˆ3 =
(
¯ˆsbˆ
)
V−A
∑
q
(
¯ˆqqˆ
)
V−A
, Qˆ4 =
(
¯ˆsαbˆβ
)
V−A
∑
q
(
¯ˆqβ qˆα
)
V−A
,
Qˆ5 =
(
¯ˆsbˆ
)
V−A
∑
q
(
¯ˆqqˆ
)
V+A
, Qˆ6 =
(
¯ˆsαbˆβ
)
V−A
∑
q
(
¯ˆqβ qˆα
)
V+A
,
Qˆ7 =
(
¯ˆsbˆ
)
V−A
∑
q
3
2
eq
(
¯ˆqqˆ
)
V+A
, Qˆ8 =
(
¯ˆsαbˆβ
)
V−A
∑
q
3
2
eq
(
¯ˆqβ qˆα
)
V+A
,
Qˆ9 =
(
¯ˆsbˆ
)
V−A
∑
q
3
2
eq
(
¯ˆqqˆ
)
V−A
, Qˆ10 =
(
¯ˆsαbˆβ
)
V−A
∑
e
3
2
(
¯ˆqβ qˆi
)
V−A
,
Qˆ7γ =
e
8pi2
mb ¯ˆsσµν
(
1 + γ5
)
F µν bˆ , Qˆ8g =
gs
8pi2
mb ¯ˆsσµν
(
1 + γ5
)
Gµν bˆ .
(2.3.78)
Where α and β are colour indices, eq is the electric charge of the quark q, e is the
U(1)Y coupling and g the SU(3)C one, mb is the mass of the b-quark and F
µν andGµν
are the electro-magnetic and chromo-magnetic field strength tensors respectively.
Qˆpp
′
1 and Qˆ
pp′
2 are the tree-level operators, Qˆ
pp′
2 being the colour singlet. Qˆ3−6 denote
the QCD penguin operators and Qˆ7−10 the electro-weak penguin operators. The
electro-magnetic operator is given by Qˆ7γ and the chromo-magnetic operator by
Qˆ8g. Our notation agrees with the one used in [47] and [48], it corresponds to a
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negative value of C8g because of −igγµT a being the Feynman rule for the quark-
gluon vertex. In [45] a different basis is used, where Qˆ1 and Qˆ2 are interchanged
and Q7γ and Q8g have a different sign (this is equivalent to the sign convention
iDµ = i∂µ + gsA
µ
aT
a for the gauge-covariant derivative).
Generalized Wilson coefficient running
In analogy with Section 2.1 the Wilson coefficients Ci with i = 1, 2, ..., 10, 7γ, 8g in
Eq. (2.3.76) are obtained by matching the calculations of the effective theory and
the SM at the scale µ = MW and then evolving down to the scale µ ∼ mb using the
renormalization group equations according to
~C(µ) = Uˆ(µ, µW , α)~C(MW ). (2.3.79)
The NLO evolution matrix is given by
U(µ,MW , α) = Uˆ(µ, µW ) +
α
4pi
Rˆ(µ, µW ), (2.3.80)
in this case we are dealing with square matrices of dimensionality 10 × 10; here
Uˆ(µ, µW ) contains all the QCD evolution and its formal NLO expression coincides
with Eq.(2.2.62). Nevertheless it should be calculated using the 10 dimensional
version of the NLO anomalous dimension QCD matrix quoted as γˆs in [47]. In
addition to pure QCD contributions also NLO electroweak effects are introduced
through Rˆ(µ, µW )
Rˆ(µ,MW ) = −2pi
β0
Vˆ
(
Kˆ(0)(µ,MW ) +
1
4pi
3∑
i
K
(1)
i (µ,MW )
)
Vˆ −1. (2.3.81)
the components β0, β1 of the β function involved in Eq.(2.3.81) and in Eq. (2.3.84)
can be found in Eq.(2.2.34). The leading order part of the full evolution matrix
corresponds to
U(0)(µ,MW , α) = Uˆ
(0)(µ, µW ) +
α
4pi
Rˆ(0)(µ,MW ), (2.3.82)
with Uˆ (0)(µ, µW ) given by Eq.(2.2.49) and
Rˆ(0)(µ,MW ) = −2pi
β0
Vˆ Kˆ(0)(µ,MW )Vˆ
−1. (2.3.83)
In analogy with (2.2.41) the matrix Vˆ is the one that diagonalizes the leading order
part γˆ
(0)
s of γˆs. Because of the electroweak interaction new anomalous dimension
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matrices γˆse and γˆe [47] are needed. We now provide the full set of matrices required
for the evaluation of Eq.(2.3.81)
(Kˆ(0)(µ,MW ))ij =
M
(0)
ij
ai − aj − 1
[(αs(MW )
αs(µ)
)aj 1
αs(µ)
−
(αs(MW )
αs(µ)
)ai 1
αs(MW )
]
,
(Kˆ(1)(µ,MW ))ij =

M
(1)
ij
ai−aj
[(
αs(MW )
αs(µ)
)aj−(αs(MW )
αs(µ)
)ai]
, i 6= j
,
M
(1)
ii
(
αs(MW )
αs(µ)
)ai
ln αs(µ)
αs(MW )
, i = j
Kˆ
(1)
2 (µ,MW ) = −αs(MW )Kˆ(0)(µ,MW )Hˆ,
Kˆ
(1)
3 (µ,MW ) = −αs(MW )HˆKˆ(0)(µ,MW ),
Mˆ (0) = Vˆ −1γˆ(0)Te Vˆ ,
Mˆ (1) = Vˆ −1
(
γ(1)Tse −
β1
β0
γ(0)Te + [γˆ
(0)T
e , Jˆ ]
)
Vˆ , (2.3.84)
where the formula for Hˆ can be read from Eq.(2.2.75) under the replacement γˆ → γˆs.
The only missing piece for the full determination of ~C(µ), in Eq.(2.3.79), are the
NLO initial conditions ~C(MW )
~C(MW ) = ~C
(0)
s (MW ) +
αs(MW )
4pi
~C(1)s (MW )
+
α
4pi
(
~C(0)e (MW ) +
αs(MW )
4pi
~C(1)e (MW ) + ~R
(0)
e (MW )
)
. (2.3.85)
As pointed out in [45] the electroweak contributions in Eq.(2.3.85) can be xt =
m2t/M
2
W and/or 1/ sin
2 θW enhanced (these terms will be denoted by ~C
(0)
e ). Con-
sequently it is fair to treat the product α ~C
(0)
e , as a LO contribution. Consistency
requires then the inclusion of ~C
(1)
e as a NLO effect. The remainder ~R
(0)
e is numerically
smaller in comparison with ~C
(0)
e and therefore considered a NLO effect, it contains
the NLO scheme dependency of the Wilson coefficients. This approach differs from
the one followed by [47] where ~C
(0)
e (MW ) + ~R
(0)
e (MW ) is introduced as a NLO effect
and then ~C
(1)
e is omitted. The explicit expressions for the contributions ~C
(0)
s , ~C(1),
~C
(0)
e , ~C
(1)
e and ~R
(0)
e of ~C(MW ) are given in appendix C.
It should be further stressed that when applying Eq. (2.3.79) we consistently dropped
products between NLO contributions fromU(µ,MW , α) and NLO effects from ~C(MW )
but we have taken into account products between NLO contributions fromU(µ,MW , α)
and LO contributions from ~C(MW ) and vice versa.
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2.4 Calculation of B mixing observables ∆M
The non-diagonal mixing component M12 in Eq.(1.3.47) is given by the matrix ele-
ment
M q12 =
〈B0q |Hˆ|∆B|=2q |B¯0q 〉
2MBq
(2.4.86)
for q = d, s. Where the effective Hamiltonian H|∆B|=2q is given as
Hˆ|∆B|=2 = G
2
F
16pi2
(VtbV
∗
tq)
2C |∆B|=2(mt,MW , µ)Qˆ|∆B|=2 + h.c.. (2.4.87)
The effective four quark operator Qˆ|∆B|=2 is
Qˆ|∆B|=2 =
(
¯ˆqbˆ
)
V−A
(
¯ˆqbˆ
)
V−A
, (2.4.88)
and the Wilson coefficient has a perturbative expansion in αs according to
C |∆B|=2 = C |∆B|=2,(0) +
αs(µ)
4pi
C |∆B|=2,(1) + ... . (2.4.89)
Denote the SM amplitude by
M = M(0) + αs
4pi
M(1) + ... . (2.4.90)
Then the matching condition between the effective and the full theory reads
−M(0) − αs(µ)
4pi
M(1) + ... = G
2
F
16pi2
(VtbV
∗
tq)
2
[
C |∆B|=2,(0) +
αs
4pi
C |∆B|=2,(1)
]
×[
〈Qˆ|∆B|=2〉(0) + αs
4pi
〈Qˆ|∆B|=2〉(1)
]
×
[
1 +O
( m2b
M2W
)]
+O(α2s), (2.4.91)
where
〈Qˆ|∆B|=2〉 := 〈B0q |Qˆ|∆B|=2|B¯0q 〉. (2.4.92)
From explicit calculations in the SM it is found
M(0) =
∑
α,β=u,c,t
V ∗αbVαqV
∗
βbVβqM(0)αβ〈Qˆ|∆B|=2〉(0)
= − G
2
F
16pi2
M2W 〈Qˆ|∆B|=2〉(0)
∑
α,β=u,c,t
λ(q)α λ
(q)
β F (xα, xβ), (2.4.93)
with λ
(q)
α = VαbV
∗
αq for q = d, s and
M(0)αβ = −
G2F
16pi2
M2WF (xα, xβ), (2.4.94)
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with xα = m
2
α/M
2
W and F (xα, xβ) = F (xβ, xα).
To simplify the notation we introduce the Inami-Lim functions [49]
S0(xα, xβ) = F (xα, xβ)− F (xα, 0)− F (0, xβ) + F (0, 0) =
= xα
(
− 3xβ
4(1− xβ) + ln
[xβ
xα
]
− 3x
2
βln xβ
4(1− xβ)2
)
,
S0(xα) = lim
xβ→xα
S0(xα, xβ) =
xβ
(1− xβ)2
(
1− 11
4
xβ +
x2β
4
− 3x
2
βln xβ
(1− xβ)
)
.
(2.4.95)
From the analysis of the asymptotic behaviour of S0(xc) and S0(xc, xt) in Eq.(2.4.95)
we find
S0(xc) ≈ xc,
S0(xc, xt) ≈ xcln
(xt
xc
)
, (2.4.96)
these equations show that the charm quark contributions are suppressed by a factor
xc ∼ O(10−4) with respect to the ones from the quark top xt ≈ 4.5 and therefore
can be neglected.
Then Eq.(2.4.93) simplifies to
−M(0) = G
2
F
16pi2
M2Wλ
2
tS0(xt)〈Qˆ|∆B|=2〉. (2.4.97)
If we substitute Eq.(2.4.97) into Eq.(2.4.91) we can calculate explicitly the Wilson
coefficient C |∆B|=2 at the lowest order in αs
C |∆B|=2,(0)(mt,MW , µ) = M2WS0(xt). (2.4.98)
Our leading order Wilson coefficient does not depend explicitly on the renormaliza-
tion scale µ, this enters indirectly through the mass of the top quark. Big logarithms
will be absent as long as we pick the matching scale µtW ∼ O(MW ,mt). On the other
hand the absence of large logarithms in the matrix element 〈Q〉 requires µb ∼ mb.
Since we should use the same scale µ for both C |∆B|=2,(0) and 〈Q〉 we need to evolve
both contributions to a common scale using the renormalization group equations in
order to resum large logarithms of the form αns ln
nµtW/µb.
The renormalization group equations lead to (see Eq.(2.2.46))
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C |∆B|=2,(0)(mt,MW , µb) =
( αs(µb)
αs(µtW )
)− γ(0)+
2β0 C |∆B|=2,(0)(mt,MW , µtW ),
〈Qˆ(µb)〉 =
( αs(µb)
αs(µtW )
) γ(0)+
2β0 〈Q(µW )〉. (2.4.99)
Alternatively the Wilson coefficient C |∆B|=2 can be written as
C |∆B|=2(mt,MW , µb) = ηBbB(µb)C |∆B|=2,(0)(mt,MW , µtW ), (2.4.100)
where all the µb dependence is contained inside bB(µb) and all the high scales in
ηB [50].
The µb dependence of bB and the chosen renormalisation scheme should cancel in
the product bB(µb)〈Qˆ(µb)〉. The only missing ingredient is the matrix element of
the operator Qˆ, the standard parameterization is
〈B0q |Qˆ|∆B|=2(µb)|B¯0q 〉 =
8
3
M2Bqf
2
Bq
BˆBq
bBq(µb)
, (2.4.101)
where fBq is the B
0
q meson decay constant and BˆBq is the bag parameter.
If we combine Eq.(2.4.86), (2.4.87), (2.4.98) ,(2.4.100) and (2.4.101) we finally get
M12 =
〈Bq|Hˆ|∆B|=2q |B¯q〉
2MBq
=
G2F
12pi2
ηBMBqBBqf
2
BqM
2
WS
( m2t
M2W
)
(VtbV
∗
tq)
2.
2.4.1 Calculation of Γ12
In this section we briefly summarize the steps that lead to the calculation of Γq12 for
q = s, d, in particular we focus in the B0s system. The results derived can be easily
generalized to the B0d system as well.
The determination of Γs12 is given through the optical theorem by [51]
Γs12 =
1
2MBs
〈B0s |Im
(
i
∫
d4xTˆ
[
H|∆B|=1(x)H|∆B|=1(0)
])
|B¯0s 〉, (2.4.102)
where Tˆ is the time ordered operator.
After doing the explicit calculations the following result is found
Γs12 = −
(
(λsc)
2Γs,cc12 + λ
s
uλ
s
cΓ
s,uc
12 + (λ
s
u)
2Γs,uu12
)
= −
(
(λst)
2Γs,cc12 + 2λ
s
tλ
s
u
[
Γs,cc12 − Γs,uc12
]
+(λsu)
2
[
Γs,cc12 − 2Γs,uc12 + Γs,uu12
])
,
(2.4.103)
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where we have made use of the unitarity relationship λsu + λ
s
c + λ
s
t = 0 in order to
express λc in terms of λt.
The different “up” type quark labels in the Γab12 structures in Eq.(2.4.103) (for
ab = cc, uc, uu) denote the quarks in the loops of the effective diagrams after the
integration of the W bosons. As an example we show in Fig.2.5 [15] the set of
topologies contributing to Γcc,s12 up to NLO in QCD interactions.
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Figure 2.5: Standard Model diagrams contributing to Γcc,s12 up to NLO in QCD [15].
The components Γab,s12 have the following structure
Γs,ab12 = Γ
s,Q
ab 〈Qˆ〉+ Γs,QSab 〈QˆS〉+ Γs,Q˜Sab 〈 ˜ˆQS〉+O(1/mb), (2.4.104)
with the following ∆B = 2 operators
Qˆ =
(
¯ˆsγµ[1− γ5]bˆ
)
×
(
¯ˆsγµ[1− γ5]bˆ
)
,
QˆS =
(
¯ˆs[1 + γ5]bˆ
)
×
(
¯ˆs[1 + γ5]bˆ
)
,
˜ˆ
QS =
(
¯ˆsα[1 + γ5]bˆβ
)
×
(
¯ˆsβ[1 + γ5]bˆα
)
, (2.4.105)
and the corresponding matrix elements
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〈Qˆ〉 = 〈BS|Qˆ|B¯s〉 = 8
3
M2Bsf
2
BsB,
〈QˆS〉 = 〈Bs|QˆS|B¯s〉 = −5
3
M2Bsf
2
BsB
′
S,
〈 ˆ˜QS〉 = 〈Bs| ˆ˜QS|B¯s〉 = 1
3
M2Bsf
2
BsB˜
′
S. (2.4.106)
Here fBs is the decay constant of the Bs meson and the modified bag parameters
B′S and B˜
′
S are defined as
B′X =
M2Bs
m¯b(m¯b) + m¯s(m¯b)
BX . (2.4.107)
The three operators introduced in Eq.(2.4.105) are not independent, it is found that
they are connected through the 1/mb suppressed operator
Rˆ0 = QˆS + α1Q˜S +
α2
2
Qˆ = 0 +O
( Λ
mb
)
, (2.4.108)
where α1,2 contain NLO corrections; the corresponding expressions in the MS
scheme are [48]
α1 = 1 +
αs(µ2)
3pi
(
12ln
µ2
mb
+ 6
)
,
α2 = 1 +
αs(µ2)
3pi
(
6ln
µ2
mb
+
13
2
)
. (2.4.109)
We can write Γab,s12 more explicitly in terms of Qˆ and QˆS as [52]
Γab,s12 =
G2Fm
2
b
24piMBs
[
Gab〈Bs|Qˆ|B¯s〉 −GabS 〈Bs|QˆS|B¯s〉
]
+Γab,s12,1/mb , (2.4.110)
with
Gab = F ab + P ab, GabS = −F abS − P abS . (2.4.111)
Here F ab and F abS arise from the double insertion of current-current operators Qˆ1,2,
whereas P ab and P abS are the result of the insertion of the penguin operators Qˆ3,...,6
and Qˆ8.
At leading order the coefficientsGs,xy andGs,xyS have the following universal structure
in terms of the current-current Wilson coefficients
Gs,xy = 3C21 + 2C1C2 +
1
2
C22 ,
Gs,xyS = −(3C21 + 2C1C2 − C22). (2.4.112)
The quadratic dependence on the tree level Wilson coefficients is not a surprise
given that according to Eq.(2.4.102) these calculations are derived from the double
insertion of ∆B = 1 operators.
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CKM B0s B
0
d
λu
λt
−8.0486 · 10−3 + 1.81082 · 10−2i 7.5543 · 10−3 − 4.04703 · 10−1i(
λu
λt
)2
−2.63126 · 10−4 − 2.91491 · 10−4i −1.63728 · 10−1 − 6.1145 · 10−3i
Table 2.1: CKM ratios λu/λc for neutral B mesons; where λ
q
p = VpbV
∗
pq for q =
s, d and p = u, c. The numerical inputs used in this calculations are provided in
Appendix A.
Finally Γab,s12,1/mb stands for the sub-leading 1/mb corrections calculated from the
following set of operators
Rˆ1 =
ms
mb
(
s¯α[1 + γ5]bα
)
×
(
s¯β[1− γ5]bβ
)
Rˆ2 =
1
m2b
(
s¯α
←−
Dργ
µ[1− γ5]Dρbα
)
×
(
s¯βγµ[1− γ5]bβ
)
Rˆ3 =
1
m2b
(
s¯α
←−
Dρ[1 + γ5]D
ρbα
)
×
(
s¯β[1 + γ5]bβ
)
(2.4.113)
In addition operators with mixed colour indices should also be included, they are
denoted by
˜ˆ
R1,
˜ˆ
R2 and
˜ˆ
R3. Finally there is also the contribution from the operator
Rˆ0 introduced in Eq.(2.4.108).
To cancel the dependency in Γs12 and M
s
12 on the decay constant fBs the following
ratio is considered
− Γ
s
12
M s12
=
λ2cΓ
s,cc
12 + 2λcλuΓ
s,uc
12 + λ
2
uΓ
s,uu
12
λ2tM˜
s
12
=
Γs,cc12
M˜ s12
+ 2
(λu
λt
)Γs,cc12 − Γs,uc12
M˜ s12
+
(λu
λt
)2 Γs,cc12 − 2Γs,uc12 + Γs,uu12
M˜ s12
= −10−4
[
c+ a
λu
λt
+ b
(λu
λt
)2]
. (2.4.114)
In Eq.(2.4.114) we are introducing the a, b and c notation [53], in the SM these
coefficients are real . The way of writing Γs12/M
s
12 in Eq.(2.4.114) can be viewed
as a Taylor expansion in the small CKM parameter λu/λt, for which we get the
numerical ratios shown in Tab. 2.1 (we use the same CKM inputs as in [15], see
Appendix A; the values were taken in 2015 from CKMfitter [17], similar results can
be obtained from UTfit [54]).
In addition to the CKM suppression a pronounced GIM-cancellation [55] is arising
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B0s B
0
d
c −48.0± 8.3 −49.5± 8.5
a +12.3± 1.4 +11.7± 1.3
b +0.79± 0.12 +0.24± 0.06
Table 2.2: Numerical values for the coefficients a, b, c used in the determination of
Γq12 [53] for the neutral B
0
q systems for q = u, c. All the inputs required for the
explicit numerical evaluations are presented in Appendix A.
in the coefficients a and b in Eq.(2.4.114). With the input parameters in Appendix
A we get the numerical values presented in Tab.2.2.
We now make direct contact with the mixing observables ∆Γs and ∆Ms. To begin
with we take the real part of Eq.(2.4.114) and use the definitions given in Eq.(1.3.72)
and Eq.(1.3.76) to obtain
Re
[ Γs12
M s12
]
= − ∆Γs
∆Ms
≈ −10−4c. (2.4.115)
On the other hand, the imaginary part of Eq.(2.4.114) allows to calculate the
semileptonic asymmetries introduced in Eq.(1.3.103)
Im
[ Γs12
M s12
]
= assl ≈ 10−4a · Im
[λu
λt
]
. (2.4.116)
We present the explicit values for mixing observables ∆Γs,d, ∆Ms,d and a
s,d
sl in Section
4.7 and Section 6.3.
When the NLO-QCD and the sub-leading 1/mb corrections are included, it is found
that ∆Γs does not have a good behaviour: the corrections are large and have the
same sign. To solve this problem in [52] the operator basis is changed from {Qˆ, QˆS}
to {Qˆ, ˆ˜QS}, this has the effect of changing the dependence on the bag parameters
from {B,BS} to {B, B˜S}.
We can solve for QˆS in terms of Rˆ0 in Eq.(2.4.108) to get
Γab12 =
G2Fm
2
b
24piMBs
[
Gab〈Bs|Qˆ|B¯s〉 −GabS 〈Bs|
(
Rˆ0 − α1 ˆ˜QS − 1
2
α2Qˆ
)
|B¯s〉
]
+Γab12,1/mb
=
G2Fm
2
b
24piMBs
[(
Gab +
1
2
α2G
ab
S
)
〈Bs|Qˆ|B¯s〉+ α1GabS 〈BS| ˆ˜QS|B¯S〉
]
+Γ˜ab12,1/mb
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where
Γ˜ab12 = Γ
ab
12,1/mb
− G
2
Fm
2
b
24piMBs
GabS 〈Bs|Rˆ0|B¯s〉. (2.4.117)
The effect of changing the set of operators from {Qˆ, QˆS} to {Qˆ, ˆ˜QS} can be appre-
ciated in the following equations for the ratio ∆Γs/∆Ms calculated in the old and
the new basis [15].
∆ΓOlds
∆Ms
= 10−4 ·
[
2.6 + 69.7
BS
B
− 24.3BR
B
]
∆ΓNews
∆Ms
= 10−4 ·
[
44.8 + 16.4
B˜S
B
− 13.0BR
B
]
(2.4.118)
As can be seen in the second of Eq.(2.4.118), the leading numerical term in the
calculation based on the new basis is not multiplying any ratio of bag parameters,
hence it is free from hadronic uncertainties. The second and third terms, containing
the ratios B˜S/B and BR/B respectively, have smaller contributions because they
are multiplied by smaller numerical factors. In contrast, in the old basis the leading
numerical contribution enhances the uncertainties from the ratio BS/B and it is
quite sizeable in comparison with the rest of the terms included. The calculations
for neutral B mixing in Chapters 4, 5 and 6 are based on this approach.
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Chapter 3
Basics on QCD Factorization
3.1 Introduction
As will be discussed in Chapter 4, we have performed a global fit to determine
possible new physics effects manifesting as deviations on the current-current Wilson
coefficients C1 and C2 for B-meson decays. This analysis includes constraints from
neutral B-meson mixing as well as from non-leptonic B-meson decays such as B →
pipi, B → piρ, B → ρρ and B → Dpi. The amplitudes for the non-leptonic decays
included in our analysis were calculated using the QCD Factorization formalism
(QCDF) [56]. In this chapter we present a brief summary of the QCDF results
relevant to our investigations.
3.2 QCD Factorization
The main idea of factorization is to disentangle physical effects from different length
and momentum scales. When studying B meson decays we are faced with two energy
scales mb and ΛQCD determining the perturbative and non-perturbative regimes of
the processes of interest, respectively.
In order to introduce the main QCDF formulas let us first define “light” and “heavy”
mesons according to [57]. A meson with mass m is considered “heavy” if m scales
with mb in the heavy quark limit such that m/mb remains fixed. On the other hand
a meson is regarded as “light” if its mass remains finite in the heavy quark limit,
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for a light meson m ∼ O(ΛQCD).
Consider the transition B → M1M2 where M1 and M2 are two final state mesons,
then under the application of the effective theory formalism introduced in Chapter
2 the corresponding amplitude can be expressed in terms of the matrix elements of
different dimension six operators 〈M1M2|Qˆi|B〉 (where Qˆi is any of the operators in
Eq.(2.3.78)). According to QCDF the structure of these matrix elements depends
on whether the final states are “light” or “heavy” (see Fig.3.1). For instance if M1
and M2 are light then the corresponding matrix element is
〈M1M2|Qˆi|B〉 =
∑
j
FB→M1j (0)
∫ 1
0
duT Iij(u)ΦM2(u) + (M1 ↔M2)
+
∫ 1
0
dξdudvT IIi (ξ, u, v)ΦB(ξ)ΦM1(v)ΦM2(u). (3.2.1)
In the right hand side of the previous equation F
B→M1,2
j (m
2
2,1) represents a form
factor for the transition B →M1M2 and ΦM(u) is the non-perturbative Light-Cone
Distribution Amplitude (LDCA) for the meson M .
We have written Eq.(3.2.1) in such a way that it can be applied to situations where
the spectator quark can end in any of the two final state light mesons. If the
spectator can go into only one of the final mesons, this one will be labelled as M1
and just the first and the third terms on the right hand side of Eq.(3.2.1) should be
included.
If in the final hadronic states M1 is “heavy” and M2 is “light” then, according to
QCDF the corresponding matrix element is
〈M1M2|Qˆi|B〉 =
∑
j
FB→M1j (m
2
2)
∫ 1
0
duT Iij(u)ΦM2(u). (3.2.2)
The meaning of different factors inside Eq.(3.2.2) are analogous to those given for
Eq.(3.2.1).
Physically the LCDA [58] ΦM(u) describes the momentum fraction of the partons
for a particular Fock state associated with M . The partons of the Fock state un-
der consideration should be taken at zero transverse separation in the light cone
coordinates, this is one of the requirements for the factorizability of the hadronic
amplitudes. The LCDA are ordered using the quantum number twist t. The twist
of an operator Oˆ is given by t = d− s, being d the canonical mass dimension of Oˆ
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F
T I
B
M1
M2
T II
M2
M1
B
B+
Figure 3.1: Factorization of matrix elements for B decays into “light”-“light” mesons
(both diagrams included) and “heavy”-“light” (only left diagram) in QCDF.
and s its Lorentz Spin. The leading twist t = 2 LCDA corresponds to the lowest
Fock state used in the description of M , thus for this particular case only the valence
quark q and the valence antiquark q¯′ are included. The symbol u in the argument
of ΦM is the fraction of longitudinal momentum carried by q and u¯ = 1 − u is the
fraction of longitudinal momentum corresponding to q¯′. The functions T I,II are
called hard-scattering kernels, T I contains nonfactorizable gluon exchange, includ-
ing penguin topologies. On the other hand, hard interactions involving the spectator
quark are part of T II . One of the main features of the QCDF formula is that all
the non-perturbative effects can be absorbed into the form factor and the LCDA.
At leading power in αs the factorization formula can be simplified considering that
T I = constant+O(αs) and T II = O(αs). Then the convolution integral containing
T I reduces to a decay constant fM2 and we can drop the contribution containing
T II to obtain
〈M1M2|Qˆ|B〉 ≈ FB→M1(0)fM2 . (3.2.3)
This is the result obtained in naive factorization [59, 60]. It ignores final state
interactions and consequently does not account for strong rescattering phases. The
naive factorization formalism corresponds to the leading terms in the αs and 1/mb
expansion in QCDF. We will refer to naive factorization in Section 4.4.2 and 4.8.5
in order to get an estimation on the possible size of amplitudes that have not been
calculated from first principles yet.
Returning to our main line of discussion, we now present the structure of the am-
plitude for the process B¯0d →M1M2 within the context of QCDF,
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A(B¯0d →M1M2) =
GF√
2
∑
p=u,c
λp〈M1M2|Tˆ (d)p + T ann,(d)p |B〉. (3.2.4)
Using the basis in Eq.(2.3.78) (adapted for B0d instead of B
0
s ) and including QCD
and electroweak penguins, the operator Tˆ (d)p in Eq.(3.2.4) is [45]
Tˆ (d)p = α1(M1M2)δpu
(
¯ˆ
dbˆ
)
V−A
⊗
(
¯ˆuuˆ
)
V−A
+ α2(M1M2)δpu
(
¯ˆubˆ
)
V−A
⊗
(
¯ˆ
duˆ
)
V−A
+ α3(M1M2)
∑
q
(
¯ˆ
dbˆ
)
V−A
⊗
(
¯ˆqqˆ
)
V−A
+ αp4(M1M2)
∑
q
(
¯ˆqbˆ
)
V−A
⊗
(
¯ˆ
dqˆ
)
V−A
+ α5(M1M2)
∑
q
(
¯ˆ
dbˆ
)
V−A
⊗
(
¯ˆqqˆ
)
V+A
+ αp6(M1M2)
∑
q
(
−2
)(
¯ˆqbˆ
)
S−P
⊗
(
¯ˆ
dqˆ
)
S+P
+ αp7(M1M2)
∑
q
(
¯ˆ
dbˆ
)
V−A
⊗3
2
eq
(
¯ˆqqˆ
)
V+A
+ αp8(M1M2)
∑
q
(
−2
)(
¯ˆqbˆ
)
S−P
⊗3
2
eq
(
¯ˆ
dqˆ
)
S+P
+ αp9(M1M2)
∑
q
(
¯ˆ
dbˆ
)
V−A
⊗3
2
eq
(
¯ˆqqˆ
)
V−A
+ αp10(M1M2)
∑
q
(
¯ˆqbˆ
)
V−A
⊗3
2
eq
(
¯ˆ
dqˆ
)
V−A
, (3.2.5)
with (¯ˆq1qˆ2)S±P = ¯ˆq1(1± γ5)qˆ2. The previous expression can easily be applied to B¯0s
mesons by substituting the field of the down quark by the corresponding one of the
strange quark. The symbol ⊗ indicates that the matrix elements for the operators
have to be evaluated in the factorized form 〈M1M2|j1⊗ j2|B〉 ≡ 〈M1|j1|B〉〈M2|j2|0〉
or 〈M1|j2|B〉〈M2|j1|0〉 depending on the specific case. The nonfactorizable contribu-
tions are kept inside the topological amplitudes αpi (M1M2) to be described in more
detail below.
B
b M2
M1
Figure 3.2: Weak annihilation diagrams.
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Figure 3.3: NLO vertex corrections included in the topological amplitudes αpi .
Figure 3.4: NLO penguin topologies included in αpi .
The matrix elements of T (d),annp correspond to weak annihilation contributions (see
Fig.3.2) and cannot be calculated using QCDF. Regarding the scaling behaviour in
the heavy quark limit, the annihilation contributions are found to be suppressed
by ΛQCD/mb [57], hence they are classified as power corrections. The following
example attempts to explain how the argument works. Consider for instance the
process B¯0d → pi+pi−. As shown in [57], the form factors and decay constants relevant
to this process have the following scaling behaviour in the heavy quark limit
FB→pi(0) ∼
(ΛQCD
mb
)3/2
, fpi ∼ ΛQCD, fB ∼
Λ
3/2
QCD
m
1/2
b
, (3.2.6)
therefore for the amplitude of the factorizable diagrams we get
A(B¯0d → pi+pi−) ∼ GF m2b FB→pi(0)fpi ∼ GF Λ5/2QCDm1/2b . (3.2.7)
On the other hand, for the annihilation topologies the following asymptotic expres-
sion is expected
A(B¯0d → pi+pi−) ∼ GFfBf 2piαs ∼ GF
Λ
7/2
QCD
m
1/2
b
αs. (3.2.8)
Considering the scaling behaviour given in Eq.(3.2.6) we see that the annihilation
contribution in Eq.(3.2.8) is suppressed by one power in ΛQCD/mb with respect to
the factorizable amplitude in Eq.(3.2.7).
December 1, 2016
3.3. Topological amplitudes 67
Figure 3.5: Hard scattering contributions to the topological amplitudes αpi .
3.3 Topological amplitudes
The topological amplitudes αpi (M1M2) have the following generic structure at NLO
in αs [61]
αp,M1M2i =
(
Ci(µb) +
Ci±1(µb)
Nc
)
Ni(M2) +
αs(µb)
4pi
Ci±1(µb)CF
Nc
Vi(M2) + P
p
i (M2)
+
αs(µh)
4pi
(4pi2Ci±1(µh)CF
N2c
Hi(M1M2)
)
. (3.3.9)
Where the superscript p = u, c should be removed for i = 1, 2. For some processes
quoted in the literature [45] alternative versions of this formula are used. However,
for the purposes of the QCDF amplitudes required in this Thesis we will refer to
Eq.(3.3.9) unless stated otherwise. In Eq.(3.3.9) Ci are the Wilson coefficients cal-
culated at the scale µ ∼ mb (see Section 2.3.1). For the subindices of the coefficients
Ci±1 we have
Ci±1 =
 Ci+1 : if i is odd ,Ci−1 : if i is even.
The normalization of the light-cone distribution Ni(M2) for the meson M2 is deter-
mined according to the following rule
Ni(M2) =
 0 : i = 6, 8 and M2 = V,1 : in any other case.
The symbol Vi(M2) in Eq.(3.3.9) stands for the one loop vertex corrections shown
in Fig.3.3. The Penguin contributions presented in Fig.3.4 are given by P pi (M2).
Finally the hard spectator interactions appearing in Fig.3.5 are introduced through
Hi(M1M2).
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3.4 Power corrections in Hard spectator functions
The hard scattering functions Hi(M1M2) get a divergence from the twist-3 distri-
bution amplitude Φm1(y) of the meson M1. We now provide a brief explanation on
how this divergence is treated in QCDF. To begin with, the contribution of Φm1(y)
to Hi(M1M2) has the following structure
δHi(M1M2) ∝ rM1χ
∫ ∞
0
dξ
ΦB(ξ)
ξ
∫ 1
0
dx
ΦM2(x)
x¯
∫ 1
0
dy
Φm1(y)
y¯
, (3.4.10)
for x¯ = 1−x and y¯ = 1− y. The factor rM1χ in Eq.(3.4.10) provides a suppression of
the order ΛQCD/mb in the heavy quark limit. This can be seen for example in the
case of M1 = pi for which we have
rpiχ(µ) =
2m2pi
mb(µ)(mu +md)(µ)
≈ 2Λ
2
QCD
mb(µ)ΛQCD
∼ ΛQCD
mb
. (3.4.11)
The main problem is that Φm1(y) does not vanish at y = 1 leading to a divergent
term in Eq.(3.4.10). Conventionally the divergence is extracted according to the
following prescription∫ 1
0
dy
y¯
Φm1(y) = Φm1(1)
∫ 1
0
dy
y¯
+
∫ 1
0
dy
y¯
[
Φm1(y)− Φm1(1)
]
= Φm1(1)X
M1
H +
∫ 1
0
dy
[y¯]+
Φm1(y). (3.4.12)
In Eq.(3.4.12) the divergence is parameterized inside XH , physically XH repre-
sents a soft gluon interaction with the spectator quark. It is expected that XH ∼
ln(mb/ΛQCD) because the divergence appearing is regulated by a physical scale of
the order ΛQCD. In addition a complex coefficient cannot be excluded since multiple
soft scatterings can introduce a strong interaction phase. The standard parameter-
ization for XH from Beneke-Buchalla-Neubert-Sachrajda (BBNS) [57] is
XH =
(
1 + ρHe
iφH
)
ln
mB
Λh
, (3.4.13)
where Λh ≈ O(ΛQCD) and ρH ≈ O(1). We will deal with XH in Chapter 4, where
XH will be assumed to be the same for all mesons M1 and all topological amplitudes
αpi . The remaining integral
∫ 1
0
dy/[y¯]+Φm1(y), in Eq.(3.4.12), is finite. For instance
for pseudoscalar mesons Φm1(y) = 1, and trivially
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0
dy
[y¯]+
Φm1(y) =
∫ 1
0
dy
y¯
[
Φm1(y)− Φm1(1)
]
= 0. (3.4.14)
Unfortunately XH cannot be determined from first principles, so the parameteri-
zation in Eq.(3.4.13) accounts for our ignorance on the underlying hard scattering
mechanisms described by the integral of Φm1 in Eq.(3.4.12). Another important
source of uncertainty in Eq.(3.4.10) is the inverse moment of the LCDA of the B
meson ∫ 1
0
dξ
ΦB(ξ)
ξ
=
mB
λB
, (3.4.15)
where λB is an unknown quantity parameterizing our ignorance on the LCDA ΦB.
3.5 Weak annihilation contributions
The contribution from the weak annihilation topologies shown in Fig.3.2 are taken
into account using linear combinations of the basic “building blocks” Ai,fk . They
result from the calculation of divergent integrals including the twist 2 and twist 3
LCDA of the final mesons M1 and M2, see Eqn. (3.5.16). The superscripts “i, f”
indicate whether the gluon emission comes from an initial or a final quark state,
respectively. The subscripts describe the Dirac structure under consideration: k = 1
for (V −A)⊗(V −A), k = 2 for (V −A)⊗(V +A) and k = 3 for (−2)(S−P )⊗(S+P ).
b1 =
CF
N2c
C1A
i
1,
b2 =
CF
N2c
C2A
i
1,
bp3 =
CF
N2c
(
C3A
i
1 + C5(A
i
3 + A
f
3) +NcC6A
f
3
)
,
bp4 =
CF
N2c
(
C4A
i
1 + C6A
i
2
)
,
bp
3,EW =
CF
N2c
(
C9A
i
1 + C7(A
i
3 + A
f
3) +NcC8A
f
3
)
,
bp
4,EW =
CF
N2c
(
C10A
i
1 + C8A
i
2
)
(3.5.16)
In Eq. 3.5.16 b1 and b2 correspond to the annihilation amplitudes due to current-
current topologies. The amplitudes bp3 and b
p
4 account for QCD penguin annihilation.
Finally bp
3,EW and b
p
4,EW are the result of electroweak penguin annihilation.
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BBNS treat the endpoint singularities arising in the annihilation topologies in an
analogous way as for the hard scattering contributions, i.e. they introduce
XA =
(
1 + ρAe
iφA
)
ln
mB
Λh
, (3.5.17)
which corresponds to the regularized integral∫ 1
0
dx
x
→
∫ 1
Λh/mB
dx
x
= ln
mB
Λh
, (3.5.18)
modified by ρA and the phase φA. The hard scattering contributions and the weak
annihilation contributions are evaluated at the scale µ =
√
Λhmb.
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Chapter 4
New Physics at tree level decays
The possibility of new physics in non leptonic tree level decays has already been
considered in e.g. [2,3,62]; however, to the best of our knowledge there has not been
a rigorous study so far. For instance the results in [2, 3] are based on a scan over
the parameter space defined by new physics contributions only and the correlations
between other input parameters such as decay constants, masses and so on were
not included. The analysis presented here improves the study in [2, 62] on possible
new effects in the b→ qq¯′d and b→ qq¯′s decays (q, q′ = u, c) in two different ways.
Firstly we make a more profound statistical analysis, in addition it also includes
full NLO formulae for the different physical observables considered (previously only
simplified expressions were used in most of the cases). As far as we know this is
the first systematic study on the subject. We perform two analyses, in the first one
we study the new physics effects on the different decay transitions b → qq¯′d and
b → qq¯′s independently; we focus in particular on the inclusive decays b → uu¯d,
b → cu¯d and b → cc¯d (b → uc¯d is rather unconstrained and is not included). As a
second step we make a universal treatment by assuming that new physics has the
same effect over the channels b → qq¯′d and b → qq¯′s. Following this approach,
we found the strongest constraints possible within our investigation. Finally, we
assess the phenomenological impact of new physics at tree level on two physical
observables: the decay width difference for B0d meson mixing ∆Γd and on the CKM
angle γ.
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4.1 Basic formalism
Our starting point is the effective Hamiltonian in Eq.(2.3.76) written in terms of
the basis in Eq.(2.3.78). We introduce new physics in tree level decays by modifying
the Wilson coefficients of the operators Qˆ1 and Qˆ2 with respect to their SM values
according to
CSM1,2 → CNP1,2 := CSM1,2 + ∆C1,2. (4.1.1)
We present the possible bounds for ∆C1 and ∆C2 at the matching scale µ = MW and
work under the assumption of “single operator dominance” by considering changes to
each Wilson coefficient independently. E.g. to establish constraints on ∆C1(MW ) we
fix ∆C2(MW ) = 0 and vice versa, this is the most conservative approach, if we allow
both parameters to change simultaneously this results in partial cancellations leading
to bigger new physics regions. Taking into account that, the theoretical formulae
for our observables are calculated at the scale µ = mb, we evolve the new Wilson
coefficients CNP1 (MW ) and C
NP
2 (MW ) using the renormalization group formalism
described in Section 2.3.1. We consider new physics to be leading order only, then
we treat the SM contribution CSM1,2 (MW ) and the new physics components ∆C1,2
differently under the renormalization group equations. For instance the evolution of
CSM1,2 (MW ) is done using the full NLO expressions in Eq.(2.3.80) whereas ∆C1,2(MW )
are evolved using only the LO version in Eq.(2.3.82). Notice that even though
at µ = MW there is only new physics in C1 and C2, the non diagonal nature of
the evolution equations propagate these effects to all the other Wilson coefficients
undergoing mixing at the scale µ = mb.
4.2 Statistical analysis
The new physics contributions ∆C1(MW ) and ∆C2(MW ) compatible with experi-
mental data are calculated using a likelihood ratio test as given by Eq.(B.0.1) and
Eq.(B.0.3), where the chi-squared function is
χ2(~ω) =
∑
i
(Oˆi,exp − Oˆi,theo(~ω)
σi,exp
)2
. (4.2.2)
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Here Oˆi,exp and Oˆi,theo are the experimental and theoretical determinations of the ith
observable respectively. The vector ~ω includes all the inputs necessary for the deter-
mination of Oˆi,theo. We want to make a distinction among the different components
of ~ω; we will define a subvector ~λ containing only the SM inputs (e.g. quarks masses,
decay constants, form factors, etc), leaving separate the new physics contributions
∆C1,2, thus we write
~ω = (~λ,∆C1(MW ),∆C2(MW )). (4.2.3)
During our global fit ~λ and ∆C1,2(MW ) are treated differently. We are not really
interested in the SM components entering ~λ; however, they are crucial in defining
the uncertainties of our observables. Hence in our analysis they have the status of
nuisance parameters. On the other hand ∆C1,2(MW ) play a central role in our study,
as a matter of fact we want to probe for the possible values of ∆C1,2(MW ) compatible
with data. Technically speaking we profile the likelihood with respect to ∆C1,2(MW ).
In practice this means that we first partially minimize our likelihood estimator (see
Appendix B) with respect to the components in ~λ and then we study the behaviour
of the resulting estimator with respect to different values for ∆C1,2(MW ).
The new physics contributions ∆C1(MW ) and ∆C2(MW ) are assumed to be complex
and the possible values of their real and imaginary components, determined at the
scale µ = MW , are supposed to obey a Gaussian distribution with mean ∆C1,2 = 0
and standard deviation σ∆C1,2 = 1.
As already mentioned in the previous section, during our statistical analysis we used
the single operator dominance assumption by fitting independently the contributions
∆C1(MW ) and ∆C2(MW ). Then if we want to estimate the possible values of
∆C1(MW ) we take ∆C2(MW ) = 0 and vice-versa. Next we describe step-by-step the
fitting method for ∆C1(MW ), an analogous procedure was followed for ∆C2(MW )
(the necessary statistical concepts are presented in Appendix B).
1. Define the confidence level (CL) for the statistical fit and estimate the p value
according to
p = 1− CL. (4.2.4)
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2. Establish a sampling region on the plane defined by the real and the imaginary
components of ∆C1(MW ). Our main aim here is to determine which values in
the test region are allowed at the confidence level given in the first step. The
sampling region is observable dependent, in our case we always use rectangular
grids around the origin of the complex plane defined by ∆C1(MW ) (the origin
of this plane corresponds to the SM value). The number of points on the grid
depends on the numerical stability of our algorithms, on the time required to
compute a particular combination of observables and on the size of the new
physics regions determined by them.
3. Obtain the combination of values ~ω′ that minimize the χ2 function in Eq.(4.2.2),
here we are interested in the global minimum of χ2, hence the minimization
takes into account all the entries in ~ω′ including ∆C1(MW ) and ∆C2(MW ).
Using the notation given in Appendix B we will label the global minimum of
χ2 as min χ2
~ω′∈Ω
, where Ω denotes the parameter space for all the inputs.
4. Each one of the points on the grid constructed in Step 2 is a null hypothesis
for ∆C1(MW ), we will refer to them individually as ∆C
NH
1 (MW ). For every
∆CNH1 (MW ) apply Steps 5 to 7.
5. Determine the set of values for the nuisance parameters ~λ0 that minimizes the
χ2 function in Eq.(4.2.2) under the assumption ∆C1(MW ) = ∆C
NH
1 (MW ). We
will label this new result as min χ2
~ω0∈Ω0
. Here Ω0 is the subregion of the parameter
space where ∆C1(MW ) = ∆C
NH
1 (MW ) and ~ω0 = (
~λ0,∆C
NH
1 (MW ), 0).
6. Perform a likelihood ratio test as defined in Eq.(B.0.3). The ∆χ2 function
should be computed using the global minimum estimated in Step 3 and the
partial minimization for the χ2 obtained in Step 5.
7. Estimate the p( ~ω0) value associated with ~ω0 using Eq.(B.0.6). Accept the null
hypothesis for ∆C1(MW ) only if
p( ~ω0) > p. (4.2.5)
We implement the steps previously described with the package MyFitter [63]. To
minimize the computational time invested in the combined fits we make use of the
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parallelization option available on MyFitter, this allows us to divide one particular
“fitting process” into several computing “jobs”. With this procedure we are able
to execute up to 130 jobs simultaneously using the local computer cluster of the
Institute for Particle Physics and Phenomenology (Durham University). The time
invested in each one of the fits depends on the combination of observables considered
and on the availability of the computer resources at the institute. The combined
fits in Section 4.8.4 are particularly demanding requiring up to 4 days to be finished
with an average of 100 jobs running simultaneously.
4.3 Constraints from b→ uu¯d transitions
We begin our analysis by deriving constraints on the new physics contributions
∆Cuu1,2(MW ) entering in the quark level transition b → uu¯d. Our bounds are calcu-
lated taking into account the decays B → pipi, ρpi, ρρ. We include different observ-
ables calculated to leading power in ΛQCD/mb using the QCD Factorization (QCDF)
formalism introduced briefly in Chapter 3. The reliability of the factorization pre-
dictions is a subject of debate [62], and in the following we only include observables
that can be argued to be under good theoretical control in this approach.
Consider the exclusive decay B¯0d →M1M2, where M1 and M2 are final state mesons.
As described in Chapter 3, within the context of QCDF the Wilson coefficients C1,2
enter in the amplitudesA(B¯0d →M1M2) for the different B¯0d hadronic decays through
the topological amplitudes αp,M1M2i (Eq.(4.3.6)) whose updated expressions using the
new physics versions of the tree level Wilson Coefficients CNPi = C
SM
i + ∆Ci (for
i = 1, .., 10) are
αp,M1M2i =
(
CNPi (µb) +
CNPi±1 (µb)
Nc
)
Ni(M2) +
αs(µb)
4pi
Ci±1(µb)CF
Nc
Vi(M2) + P
p
i (M2)
+
αs(µh)
4pi
(4pi2Ci±1(µh)CF
N2c
Hi(M1M2)
)
. (4.3.6)
Here it should be stressed that even though new physics is introduced only in C1
and C2 at the scale µ = MW , it actually propagates to the Wilson Coefficients of
other operators as well at the scale µ = mb, this is the result of the operator mixing
given by the non-diagonal structure of the anomalous dimension matrices described
December 1, 2016
4.3. Constraints from b→ uu¯d transitions 76
in Section 2.2. Consequently when writing Eq.(4.3.6) it makes sense to also consider
new physics effects in Ci for i 6= 1, 2. Another important remark is that in this work
new physics is supposed to be leading order in αs and α only; since all the vertex
corrections V Mi , penguins P
p,M
i and hard scattering spectator interactions H
M1M2
i
are already suppressed by factors of O(αs) and O(α) we will always drop the extra
contributions ∆C1(MW ) and ∆C2(MW ) in the Wilson coefficients multiplying or
included in any of these terms. Finally notice that all the factors included in the
last term of Eq.(4.3.6) are evaluated at the scale µh =
√
Λhmb.
For the observables related with the exclusive decays B → pipi, ρpi, ρρ we perform
two analyses depending on our treatment of the first moment of the light cone distri-
bution λB and the magnitudes ρH and ρA used to parameterize the power corrections
arising in the hard spectator interactions and the annihilation topologies, respec-
tively (see Section 3.4 and Section 3.5). For the “standard analysis” we consider
λB = 400± 150 MeV [64] 0 < ρH < 2 0 < ρA < 2, (4.3.7)
alternatively, we make a second estimation taking into account a more “aggressive”
version of the previous inputs
λB = 400± 50 MeV 0 < ρH < 1 0 < ρA < 1. (4.3.8)
Based on the idea proposed in [65], bounds for λB have been obtained experimentally
from Belle using the decay channel B+ → l+νlγ [66]. The most recent determination
gives λB > 238 MeV at 90% C.L.. This is above the value of λB ' 200 MeV preferred
by QCDF in order to describe the data within the theoretical and experimental
uncertainties [67]. However, this bound is consistent with old theoretical calculations
such as [68] and [69], which give λB = 460±110 MeV and λB = 476.19±113.38 MeV,
respectively. For our standard analysis we adopted the value used in [64], which
results from a combination of these and other studies. On the other hand in our
aggressive analysis we considered a possible future scenario where the uncertainty
drops by 2/3 while keeping the same central value. Having a relatively big value
for λB has the advantage of reducing the uncertainty by suppressing the power
corrections of the hard spectator interactions. To determine the error contributions
December 1, 2016
4.3. Constraints from b→ uu¯d transitions 77
from the power correction parameters XA and XH in Eq.(3.4.13) and Eq.(3.5.17)
respectively, we calculated the difference between the maximum and the minimum
value of each one of our QCDF observables within the intervals for ρA,H defined in
Eq.(4.3.7, 4.3.8) and 0 < φA,H < 2pi. To estimate the partial errors from the rest of
the input parameters used in the determination of a given observable we fixed XA
and XH to the common value XH = XA = ln mB/Λh as performed in [61].
4.3.1 Rpipi
We include the precision observable
Rpipi =
Γ(B− → pi0pi−)
dΓ(B¯ → pi+l−ν¯l)/dq2|q2=0
' 3pi2f 2pi |Vud|2|αpipi1 + αpipi2 |2, (4.3.9)
which offers several advantages from the calculational point of view, for instance the
transition B− → pi−pi0 is, to a good degree of precision, a pure tree level process; in
addition, Rpipi is free from the uncertainty associated with the CKM element |Vub|.
The topological amplitudes αpipi1,2 in Eq.(4.3.9) are available in the literature up to
NNLO [70], [64], [67]. In this project we include the NNLO results as a re-scaling
effect according to
αpipii
αNNLO,pipii
=
αNLO,pipii (µ0)
αNLO,pipi0,i
, (4.3.10)
where i = 1, 2 and:
• αNLO,pipi0,i is the NLO version of the amplitude αpipii evaluated at the central value
of all the input parameters and kept constant during the fit.
• αNLO,pipii (µ0) is the NLO version of the amplitude αpipii with the renormalization
scale fixed at µ0 = mb and the rest of the input parameters allowed to float
when doing the statistical fit.
• αNNLO,pipi1,2 is the NNLO version of the amplitude αpipii . To our knowledge the
NNLO calculation for the amplitude αpipii has been derived at different stages
during the last eleven years including new effects each time. To begin with
the NNLO correction to the hard spectator scattering was introduced in [70].
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Then in [64], the NNLO contributions to the vertices were also calculated and
improved afterwards in [67] by taking into account the charm and bottom
mass dependency arising from massive quark loop insertions into the gluon
propagator.
Our interest in the NNLO determination arises because of the reduction in the
renormalization scale dependency with respect to the NLO result, therefore
during the statistical fit we treat the scaling coefficients αNNLO,pipi1,2 as nuisance
parameters allowed to float within the limits established by the renormalization
scale error only. As described at the beginning of this section we work under
two possible scenarios depending on the values allowed for the power correction
parameters ρH,A and the first moment of the distribution amplitude associated
with the B0d meson λB, we also take into account two possible scaling factors
αNNLO,pipi1,2 . For the standard fit we considered [64]
αNNLO,pipi1 = 0.195
+0.119+0.025+0.055
−0.066−0.025−0.055 −
(
0.101+0.017+0.021+0.055−0.010−0.029−0.055
)
i,
αNNLO,pipi2 = 1.013
+0.017+0.008+0.014
−0.031−0.011−0.014 +
(
0.027+0.006+0.020+0.014−0.010−0.013−0.014
)
i,
(4.3.11)
where only the second component of the error budget is due to higher order
perturbative corrections (the first component estimates the uncertainty from
hadronic input parameters and the third component the effect of the power
corrections). To illustrate our treatment of the renormalization scale errors
consider αNNLO,pipi1 , taking into account that the renormalization scale depen-
dency is the only component of the total error we are interested in, the real
and the imaginary parts of αNNLO,pipi1 are allowed to vary within the intervals
[0.195−0.025, 0.195+0.025] and [−0.101−0.029,−0.101+0.021] respectively.
Alternatively for the aggressive analysis we tested a second set of NNLO topo-
logical amplitudes αNNLO,pipi1,2 [67]
α′NNLO,pipi1 = 0.240
+0.018+0.026
−0.010−0.023 −
(
0.077+0.021+0.005−0.030−0.004
)
i,
α′NNLO,pipi2 = 1.000
+0.009+0.006
−0.012−0.007 +
(
0.011+0.019+0.002−0.012−0.003
)
i.
(4.3.12)
where the first component of the uncertainty arises from the hard renor-
malization scale dependency µ and the second component from the hard
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collinear-scale µhc =
√
ΛQCDmb. In [67] and [71] µ is treated independently
of µhc =
√
ΛQCDmb; the first scale affects the vertex corrections whereas the
latter only the hard scattering contributions. We became aware of the set of
values in Eq.(4.3.12) during the late stages of our investigation. Considering
the time required to implement these updated results we decided to keep our
old set of numbers in Eq.(4.3.11) for the standard analysis and to include the
updated versions in Eq.(4.3.12) only in the aggressive study. One of the most
important differences between Eq.(4.3.11) and Eq.(4.3.12) is the result for the
colour suppressed amplitude αpipi1 . However, by comparing the central values
for the standard and the aggressive estimations for the observables Rpipi and
Spipi, defined in Eq.(4.3.9) and Eq.(4.3.17) respectively, and by looking at the
renormalization scale effects, in Tab.4.1 and Tab.4.2, we can see that using
an old set of numbers for αpipi1,2 does not have a significant impact on the final
results.
To estimate the effect of µ on the error budget inside Eq.(4.3.12) we use the
information for the real and imaginary parts of αpipi1,2 presented in Fig. 3 of [67].
Since the µh dependence is not displayed explicitly in [67] we include the results
shown in Tab.2 of [71]. Notice that our µ partial errors determined from Fig.
3 in [67] are not that different in comparison with those reported in Tab.2
of [71].
Our theoretical estimation based on the inputs for the standard and the aggressive
analyses are
RSMpipi; std. =
(
0.70± 0.12
)
, RSMpipi; agr. =
(
0.67± 0.08
)
. (4.3.13)
and they agree with the experimental determination presented in [67]
RExppipi =
(
0.81± 0.14
)
. (4.3.14)
The regions allowed for new physics in the tree level Wilson coefficients are presented
in Fig.4.1 and Fig.4.2 for the standard and the aggressive analyses, respectively. As
expected, the new physics regions in the second set of plots are more constrained,
the contributions of the different inputs to the total error are presented in Tab.4.1.
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Figure 4.1: Regions for new physics, at 90% C. L., in the Re ∆Cd,uu1 - Im ∆Cd,uu1
(left) and Re ∆Cd,uu2 - Im ∆Cd,uu2 (right) planes allowed by the observable Rpipi in
the standard analysis. The black point corresponds to the SM value.
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Figure 4.2: Regions for new physics, at 90% C. L., in the Re ∆Cd,uu1 - Im ∆Cd,uu1
(left) and Re ∆Cd,uu2 - Im ∆Cd,uu2 (right) planes allowed by the observable Rpipi in
the aggressive analysis. The black point corresponds to the SM value.
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Parameter Standard analysis Aggressive analysis
δ(µ) 5.26% 5.06%
δ(Λ5) 0.20% 0.19%
δ(ms) 0.21% 0.09%
δ(mb) 0.05% 0.03%
δ(|Vus|) 0.02% 0.02%
δ(|Vcb|) < 0.01% < 0.01%
δ(fB) 0.47% 0.20%
δ(fpi) 0.39% 0.37%
δ(α2pi) 2.86% 1.20%
δ(FB→pi0 ) 3.98% 1.69%
δ(λB) 9.55% 1.16%
δ(XH)
max 13.09% 10.88%(∑
δ
)
1
11.98% 5.61%∑
δ 17.74% 12.24%
Table 4.1: Error budget for the observable Rpipi;
(∑
δ
)
1
corresponds to the relative
uncertainty excluding the contributions from power corrections;
∑
δ is the relative
uncertainty including the effect from power corrections of hard-spectator scattering
δ(XH)
max.
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4.3.2 Spipi and Sρpi
A very effective way to constrain possible new physics phases in the Wilson coef-
ficients C1, C2 in addition to their magnitudes is by studying the mixing-induced
CP asymmetries Sf (see Eq.(1.3.106)) for B → pipi, piρ transitions. The direct CP
asymmetries, Cf , are suppressed by powers of αs and/or ΛQCD/mb in QCD fac-
torization and are difficult to predict quantitatively. We can calculate the indirect
asymmetries in the B → pipi, piρ sectors at NLO in QCD factorization using the
information provided in [61]. For the B → pipi decays we get
Spipi =
2Im
(
e−2iβ A¯pi+pi−Api+pi−
)
1 + | A¯pi+pi−Api+pi− |2
, (4.3.15)
where Api+pi− is the transition amplitude for the process B¯0d → pi+pi− that can be
written in terms of the corresponding topological amplitudes as
Api+pi− = Apipi
(
λuα
pipi
2 + λuβ
pipi
2 +
∑
p=u,c
λp
[
α˜p,pipi4 + α˜
p,pipi
4,EW
+ βp,pipi3 − 1/2βp,pipi3,EW + 2βp,pipi4 + 1/2βp,pipi4,EW
])
. (4.3.16)
To introduce NNLO effects in αpipi2 we follow the procedure described in Section 4.3.1
for Rpipi. In addition to the tree level contributions α
pipi
2 , we have to include QCD and
electroweak penguins given by α˜4
p,pipi and α˜4
p,pipi
EW respectively. Finally β
pipi
4 accounts
for QCD penguin annihilation and βpipi4,EW for electroweak penguin annihilation. The
global normalization factor Apipi can be found in Eq.(D.1.1). The explicit expres-
sions for all the amplitudes can be constructed using Eq.(4.3.6) and the information
provided in Appendix D.
Using the numerical inputs shown in Appendix A we obtain the following results for
our standard and the aggressive analysis
SSMpipi; std., agr. = −0.53± 0.41. (4.3.17)
The contributions from each of the input parameters to the total error is displayed
in Tab.4.2. Notice that the central values and the final error in both studies coin-
cide even though the ranges for the parameters ρA,H are different as indicated in
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Figure 4.3: Regions for new physics, at 90% C. L, in the Re ∆Cd,uu2 - Im ∆Cd,uu2
plane allowed by the observable Spipi in the standard (left) and the aggressive (right)
analysis. The black point corresponds to the SM value.
Eq.(4.3.7) and Eq.(4.3.8). This can be explained by noting that Spipi reaches its max-
imum and minimum value within 0 < ρA,H < 1 which is a subset of 0 < ρA,H < 2.
The corresponding experimental value is [1]
SExppipi = −0.66± 0.06, (4.3.18)
showing consistency with the SM estimations in Eq.(4.3.17).
The bounds on ∆Cd,uu1 (MW ) obtained from Spipi are weaker than those obtained con-
sidering other observables, consequently Spipi is useful for constraining ∆C
d,uu
2 (MW )
only, the allowed new physics regions are shown in Fig.4.3. In spite of having the
same numerical results for the standard and the aggressive analysis (see Eq.(4.3.17)),
the statistical fit is sensitive to the differences in the input parameters. As a matter
of fact the reduced interval for λB in the aggressive analysis shrinks the new physics
regions for ∆Cd,uu2 (MW ) as shown on the right plot of Fig.4.3.
The indirect CP asymmetry for the decay B → ρpi is
Sρpi =
1
2
(
Sρ+pi− + Sρ−pi+
)
, (4.3.19)
with the partial contributions given by
Spi+ρ− =
2 Im
(
e−2iβ
A¯pi+ρ−
Api+ρ−
)
1 + | A¯pi+ρ−Api+ρ− |2
, Spi−ρ+ =
2 Im
(
e−2iβ
A¯pi−ρ+
Api−ρ+
)
1 + | A¯pi−ρ+A¯pi−ρ+ |
2
. (4.3.20)
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Figure 4.4: Regions for new physics, at 90% C. L., in the Re ∆Cd,uu2 - Im ∆Cd,uu2
plane allowed by the observable Sρpi in the standard (left) and the aggressive (right)
analysis. The black point corresponds to the SM value.
The individual amplitudes Api+ρ− and Api−ρ+ for the processes B¯0d → pi+ρ− and
B¯0d → pi−ρ+ respectively are
Api+ρ− = Apiρ
(
λuα
piρ
2 +
∑
p=u,c
λp
[
α˜p,piρ4 + α˜
p,piρ
4,EW
+ βp,piρ3 + β
p,piρ
4 −
1
2
βp,piρ3,EW −
1
2
βp,piρ4,EW
])
+ Aρpi
(
λuβ
ρpi
1 +
∑
p=u,c
λp
[
βp,ρpi4 + β
p,ρpi
4,EW
])
,
Api−ρ+ = Aρpi
(
λuα
ρpi
2 +
∑
p=u,c
λp
[
α˜p,ρpi4 + α˜
p,ρpi
4,EW + β
p,ρpi
3
+ βp,ρpi4 −
1
2
βp,ρpi3,EW −
1
2
βp,ρpi4,EW
])
+ Apiρ
(
λuβ
piρ
1 +
∑
p=u,c
λp
[
βp,piρ4 + β
p,piρ
4,EW
])
. (4.3.21)
As for the case of Spipi, α
ρpi,piρ
2 are tree level amplitudes while α
ρpi,piρ
4 and α˜
ρpi,piρ
4 are
QCD penguin and electroweak penguin amplitudes respectively. The coefficients
βρpi,piρ1 correspond to current-current annihilation, β
piρ,ρpi
3,4 to QCD penguin annihila-
tion and βρpi,piρ4,EW to electroweak penguin annihilation. The full expressions for the
amplitudes can be obtained using Eq.(4.3.6) and the information given in Appendix
D.
Our SM determinations are
SSMρpi,std. =
(
−2.8± 8.1
)
×10−2, SSMρpi,agr. =
(
−2.8± 7.1
)
×10−2, (4.3.22)
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and they are compatible with the current experimental average [1]
SExpρpi =
(
6.0± 7.0
)
×10−2. (4.3.23)
The relative errors from each of the inputs for Sρpi are presented in Tab.4.3, where it
can be seen that this observable is highly sensitive to the CKM inputs γ and |Vub/Vcb|.
The allowed new physics regions for ∆Cd,uu2 (MW ) are displayed in Fig.4.4. In spite
of having an uncertainty above 100% the observable Sρpi rules out large sections in
the complex plane of ∆Cd,uu2 (MW ) and consequently deserves to be included in the
analysis of Cd,uu2 . In contrast we find weak bounds for ∆C
d,uu
1 (MW ) that are not
worthy to be taken into account.
4.3.3 Rρρ
Extra constraints for the tree level Wilson coefficients of the transition b→ uu¯d can
be obtained with the ratio of hadronic decays
Rρρ = Br(B− → ρ−Lρ0L)/Br(B¯0d → ρ+Lρ−L) =
|Aρ−ρ0|2
|Aρ+ρ−|2 . (4.3.24)
Where Aρ−ρ0 and Aρ+ρ− are the amplitudes for the processes B− → ρ−Lρ0L and
B¯0d → ρ+Lρ−L respectively, given by [72,73]
Aρ−ρ0 = Aρρ√
2
[
λu
(
αρρ1 + α
ρρ
2
)
+
3
2
∑
p=u,c
λp
(
αp,ρρ7 + α
p,ρρ
9 + α
p,ρρ
10
)]
,
Aρ+ρ− = Aρρ
[
λu
(
αρρ2 + β
ρρ
2
)
+
∑
p=u,c
λp
(
αp,ρρ4 + α
p,ρρ
10
+ βp,ρρ3 + 2β
p,ρρ
4 −
1
2
βp,ρρ3,EW +
1
2
βp,ρρ4,EW
)]
. (4.3.25)
In Eq.(4.3.25) we can identify tree level amplitudes αρρ1,2, QCD penguins α
ρρ
4 and
electroweak penguins αρρ7,9,10. In addition we also have QCD penguin annihilation
βρρ3,4 and electroweak penguin annihilation β
ρρ
3,4,EW . The full expressions for all the
topological amplitudes can be obtained using the information provided in Eq.(4.3.6)
and Appendix D.
To include NNLO effects in the amplitudes αρρ1,2 we use the formula
αρρi
αNNLO,ρLρLi
=
αNLO,ρLρLi (µ0)
αNLO,ρρ0,i
, (4.3.26)
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Parameter Standard analysis Aggressive analysis
δ(µ) 3.87% 4.06%
δ(Λ5) 1.10% 1.08%
δ(mt(mt)) 0.01% 0.01%
δ(mc) 0.06% 0.07%
δ(ms) 1.45% 1.45%
δ(mb) 0.58% 0.58%
δ(|Vus|) 0.47% 0.47%
δ(|Vcb|) 0.01% 0.01%
δ(|Vub/Vcb|) 10.22% 10.13%
δ(γ) 44.67% 44.11%
δ(fB) 0.24% 0.23%
δ(fpi) 0.02% 0.02%
δ(α2pi) 0.12% 0.12%
δ(FB→pi0 ) 1.97% 1.97%
δ(λB)± 1.55% 0.44%
δ(XH)
max 2.67% 1.33%
δ(XA)
max 62.96% 62.79%(∑
δ
)
1
46.10% 45.53%∑
δ 78.08% 77.58%
Table 4.2: Error budget for the observable Spipi;
(∑
δ
)
1
corresponds to the rela-
tive uncertainty excluding the contributions from the power corrections;
∑
δ is the
relative uncertainty including the effect of power corrections from hard spectator
scattering δ(XH)
max and annihilation topologies δ(XA)
max.
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Parameter Standard analysis Aggressive analysis
δ(µ) 30.69%
δ(Λ5) 5.01%
δ(mt(mt)) 0.01%
δ(mc) 0.08%
δ(ms) 15.18%
δ(mb) 4.41%
δ(|Vus|) 6.52%
δ(|Vcb|) 0.08%
δ(|Vub/Vcb|) 140.60%
δ(γ) 189.59%
δ(fB) 1.25%
δ(fpi) 0.09%
δ(a2pi) 9.59%
δ(a2ρ) 4.75%
δ(a⊥2ρ) 0.07%
δ(FB→pi0 ) 8.83%
δ(AB→ρ0 ) 17.62%
δ(λB) 11.00% 3.15%
δ(f⊥ρ ) 0.15%
δ(fρ) 2.60%
δ(XH)
max 23.21% 12.75%
δ(XA)
max 153.73% 69.95%(∑
δ
)
1
240.01% 239.78%∑
δ 285.97% 250.10%
Table 4.3: Error budget for the observable Sρpi;
(∑
δ
)
1
corresponds to the rela-
tive uncertainty excluding the contributions from the power corrections;
∑
δ is the
relative uncertainty including the effect of power corrections from hard spectator
scattering δ(XH)
max and annihilation topologies δ(XA)
max. For the aggressive anal-
ysis we only quote the results when the numerics are different with respect to the
standard analysis.
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Figure 4.5: Regions for new physics, at 90% C. L., in the Re ∆Cd,uu1 - Im ∆Cd,uu1
plane allowed by the observable Rρρ in the standard (left) and the aggressive (right)
analysis. The black point corresponds to the SM value.
with i = 1, 2, and follow a treatment analogous to the one described in Section 4.3.1
for αpipi1,2.
For the NNLO components in (4.3.26) we use the values in [64]
αNNLO,ρLρL1 = 0.177
+0.110+0.025+0.055
−0.063−0.029−0.055 −
(
0.097+0.021+0.021+0.055−0.012−0.029−0.055
)
i,
αNNLO,ρLρL2 = 1.017
+0.017+0.010+0.014
−0.029−0.011−0.014 +
(
0.025+0.007+0.019+0.014−0.013−0.013−0.014
)
i. (4.3.27)
During the fit these topological amplitudes were allowed to float within the limits
defined by the second entry of the error budget providing the renormalization scale
uncertainty.
Our theoretical estimation for this observable is
RSMρρ; std. =
(
67.6± 29.2
)
×10−2, RSMρρ; agr. =
(
67.6± 13.6
)
×10−2, (4.3.28)
on the experimental side we use
RExpρρ =
(
89.0± 14.0
)
×10−2. (4.3.29)
The partial contributions to the error budget are presented in Tab.4.4 and the
constraints for ∆Cd,uu1 (MW ) in Fig.4.5. We do not show the regions for ∆C
d,uu
2 (MW )
because they lead to weak bounds.
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Parameter Standard analysis Aggressive analysis
δ(µ) 2.99%
δ(Λ5) 0.21%
δ(mt(mt)) 7.77 · 10−5%
δ(mc) 0.13%
δ(mb) 0.23%
δ(Vus) 2.0 · 10−3%
δ(Vcb) 3.77 · 10−4%
δ(Vub/Vcb) 0.05%
δ(γ) 0.38%
δ(fB) 0.53%
δ(a2ρ) 2.38%
δ(AB→ρ0 ) 4.04%
δ(λB) 13.15% 3.69%
δ(fρ) 0.56%
δ(XH)
max 27.01% 14.77%
δ(XA)
max 30.54% 11.75%(∑
δ
)
1
14.31% 6.74%∑
δ 43.21% 20.05%
Table 4.4: Error budget for the observable Rρρ;
(∑
δ
)
1
corresponds to the over-
all uncertainty excluding the contributions from the power corrections;
∑
δ is the
relative uncertainty including the effect of power corrections from hard spectator
scattering δ(XH)
max and annihilation topologies δ(XA)
max. For the aggressive anal-
ysis we only quote the results when the numerics are different with respect to the
standard analysis.
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4.4 Constraints from b→ cu¯d transitions
4.4.1 B¯0d → D∗+pi−
Our first bounds for possible new physics effects ∆Ccu1,2(MW ), affecting the quark
level transition b → cu¯d at tree level, will be derived using the ratio between the
non-leptonic decay B¯0d → D(∗)+pi− and the differential semi-leptonic process B¯0d →
D(∗)+l−ν¯l evaluated at q2 = m2pi for l = e, µ
RD∗pi =
Γ(B¯0 → D∗+pi−)
dΓ(B¯0 → D∗+l−ν¯l)/dq2|q2=m2pi
' 6pi2f 2pi |Vud|2|αD
∗pi
2 |2. (4.4.30)
This observable was proposed by Bjorken to test the factorization hypothesis [74],
it is free from the uncertainties associated with the form factor FB→D and offers the
possibility of comparing directly the coefficient αD
∗pi
2 calculated using QCDF against
experimental observations
At NLO the topological amplitude αD
∗pi
2 [57] is given by
αD
∗pi
2 = C
NP
2 (µb) +
CNP1 (µb)
3
+
αs(µb)
4pi
CF
Nc
C1(µb)
[
−B − 6ln µ
2
m2b
+
∫ 1
0
duF (u,−z)Φpi(u)
]
, (4.4.31)
where the term B inside the square bracket cancels the renormalization scheme
dependence of the Wilson coefficients C1 and C2, which in naive dimensional reg-
ularization requires B = 11. The kernel F (u, z) includes QCD vertex corrections
arising in the b→ cu¯d transition and has to be evaluated at z = mc(mb)/mb before
being convoluted with the light-cone distribution Φpi associated with the pi
− meson
in the final state. The NNLO calculation of the amplitude αD
∗pi
2 in [75], showed
a marginal correction of 2% with respect to the NLO result, consequently for the
purpose of this project the NLO calculation is enough.
To implement Eq.(4.4.31) we follow the conventions established in Section 4.1 and
Section 4.3, hence we evaluate all the scale dependent quantities at µb ∼ mb while
the Wilson coefficient in front of the square bracket is estimated at leading order in
αs assuming no new physics contributions.
Using the asymptotic form of Φpi and the expression for F (u, z) provided in [57] we
find
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Figure 4.6: Regions for new physics, at 90% C. L., in theRe ∆Cd,cu1 - Im ∆Cd,cu1 and
the Re ∆Cd,cu2 - Im ∆Cd,cu2 planes allowed by the observable RD∗pi in the standard
analysis. The black point corresponds to the SM value.
RSMD∗pi =
(
1.076± 0.046
)
GeV2, (4.4.32)
corresponding to z = 0.233, while the experimental result available in the literature
is [76]
RD∗pi =
(
0.96± 0.08
)
GeV2. (4.4.33)
Hence there is a good agreement between theory and experiment. Our statistical fit
provides the 90 % confidence level regions allowed for ∆Ccu1 (MW ) and ∆C
cu
2 (MW )
displayed in Fig.4.6, the individual contributions to the total error are presented in
Tab.4.5.
4.4.2 SD∗h
We include the indirect CP asymmetry associated to the colour suppressed decay
B0 → D(∗)h0 dominated by the transition b→ cu¯d, where h0 = pi0, η, ω giving
SD∗h0 =
2 Im
(
e−2iβ AD∗h0A¯D∗h0
)
1 +
∣∣∣AD∗h0A¯D∗h0 ∣∣∣2 . (4.4.34)
There is no theoretical estimation from QCD factorization for the amplitudes re-
quired by Eq.(4.4.34), we then use naive factorization to write [2]
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Parameter Standard analysis
δ(µ) 4.24%
δ(Λ5) 0.22%
δ(fpi) 0.35%
δ(|Vub/Vcb|) 1.36 · 10−4%
δ(|Vcb|) 6.56 · 10−5%
δ(|Vus|) 0.02%
δ(z) 2.00 · 10−3%
δ(mb) 0.03%∑
δ 4.26%
Table 4.5: Error budget for the observable RD∗pi
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Figure 4.7: Regions for new physics, at 90% C. L., in the Re ∆Cd,cu1 - Im ∆Cd,cu1
(left) and Re ∆Cd,cu2 - Im ∆Cd,cu2 (right) planes allowed by the observable SD∗h in
the standard analysis. The black point corresponds to the SM value.
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AD∗h0
A¯D∗h0
=
CNP1 +
CNP2
3
(CNP1 )
∗ + (C
NP
2 )
∗
3
. (4.4.35)
The experimental result delivered by BABAR is
SD∗h = −0.56± 0.23. (4.4.36)
Under the approximations made, the theoretical central value for our observable is
SD∗h = sin(2β) = −0.69, with an uncertainty of ±0.06 based only on the CKM
inputs Vus, Vcb, γ and Vub/Vcb. Using this error in the fit can lead to an underes-
timation of the uncertainty, leading us to follow a more conservative approach and
consider a theoretical error equal to the experimental one [2]. This can be achieved
by fitting this observable using the experimental result in Eq.(4.4.36) with the in-
flated error
√
2× 0.23.
We include the Wilson coefficients C1 and C2 at NLO in Eq.(4.4.34) to obtain the
contours shown in Fig.4.7, where the red regions correspond to the space allowed
for new physics at 90% C. L. .
4.5 Observables constraining b→ cc¯d transitions
4.5.1 Md12
The observable (see Section 1.4.1)
SB0d→J/ΨKS,L =
2 Im(λJ/ΨKS,L)
1 + |λJ/ΨKS,L |2
= sin(2βd), (4.5.37)
with
λJ/ΨKS,L =
q
p
A¯B0d→J/ΨKS,L
AB0d→J/ΨKS,L
, (4.5.38)
and
q
p
=
Md12
|Md12|
, (4.5.39)
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allows us to constrain new physics at tree level in two different ways. Firstly by
modifying the |∆B| = 2 effective Hamiltonian in Eq. (2.4.87) used in the deter-
mination of Md12 and secondly by introducing new weak phases in the amplitude
AB0d→J/ΨKS,L leading to modifications on the ratio
A¯
B0
d
→J/ΨKS,L
A
B0
d
→J/ΨKS,L
with respect to its
SM value.
Let us consider first the corrections on the |∆B| = 2 effective Hamiltonian, this
will allow us to constrain new physics on the decay channel b → cc¯d, the second
possibility will be explored later in Section 4.6.2. According to Eq.(2.4.86)
Md12 =
〈B0d|Hˆd
|∆B|=2|B¯0d〉
2MB0d
, (4.5.40)
in addition to the main contribution to Hˆd|∆B|=2 given in terms of the |∆B| = 2
operator in Eq.(2.4.88) we can include double insertions of the |∆B| = 1 Hamiltonian
[77]
Hˆ|∆B|=1eff =
4GF√
2
[
V ∗cbVcd
(
¯ˆ
bLγµcˆL
)(
¯ˆcLγ
µdˆL
)
Ccc2 + V
∗
cbVud
(
¯ˆ
bγµcˆL
)(
¯ˆuγµdˆL
)
Ccu2
+V ∗ubVcd
(
¯ˆ
bLγµuL
)(
¯ˆcLγ
µdˆL
)
Cuc2 + V
∗
ubVud
(
¯ˆ
bLγµuˆL
)(
¯ˆuLγ
µdˆL
)
Cuu2
]
,
(4.5.41)
giving
Tˆ |∆B|=2 = − i
2
∫
d4xTˆ
[
Hˆ|∆B|=1eff (x)Hˆ|∆B|=1eff (0)
]
. (4.5.42)
The double insertions in Eq.(4.5.42) lead to the following set of operators
Tˆ1 = − i
2
∫
d4xTˆ
[(
¯ˆ
bLγµcˆL
)
(x)
(
¯ˆcLγ
µdˆL
)
(x)
(
¯ˆ
bLγ
ν cˆL
)
(0)
(
¯ˆcLγν dˆL
)
(0)
]
Tˆ2 = − i
2
∫
d4xTˆ
[(
¯ˆ
bLγµcˆL
)
(x)
(
¯ˆuLγ
µdˆL
)
(x)
(
¯ˆ
bLγ
ν uˆL
)
(0)
(
¯ˆcLγν dˆL
)
(0)
]
Tˆ3 = − i
2
∫
d4xTˆ
[(
¯ˆ
bLγµuˆL
)
(x)
(
¯ˆuLγ
µdˆL
)
(x)
(
¯ˆ
bLγ
ν uˆL
)
(0)
(
¯ˆuLγν dˆL
)
(0)
]
.
(4.5.43)
The set Tˆ1,2,3 in Eq.(4.5.43) mix with the following local |∆B| = 2 dimension 8
operators
ˆˆ
Q′1 = 2
(
¯ˆ
bLγµdˆL
)(
¯ˆ
bγµdˆL
)
ˆˆ
Q′2 = ∂
µ∂ν
(
¯ˆ
bLγµdˆL
)(
¯ˆ
bγµdˆL
)
ˆˆ
Q′3 = m
2
c
(
¯ˆ
bLγµdˆL
)(
¯ˆ
bγµdˆL
)
. (4.5.44)
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If we arrange the operators in Eq.(4.5.43) and Eq.(4.5.44) into the vector
~ˆ
O =
(Qˆ′1, Qˆ
′
2, Qˆ
′
3, Tˆ1, Tˆ2, Tˆ3)
T then the corresponding vector of Wilson coefficients is ~C =
(C ′1, C
′
2, C
′
3, C
′
4, C
′
5, C
′
6) and the operator mixing is determined by the anomalous
dimension matrix
γˆ =
1
48pi2

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 2 6 0 0 0
1 2 3 0 0 0
1 2 0 0 0 0

. (4.5.45)
The renormalization scale running of the elements in ~C can be calculated through
the renormalization group equations(
µ
∂
∂µ
− γT
)
~C = 0. (4.5.46)
The initial conditions are determined from matching at the scale µ ∼ mt ∼MW and
are given by
C ′1(MW , xt) = −
λ2t
96pi2
C12(xt), C
′
2(MW , xt) = −
λ2t
48pi2
C ′12(xt),
C ′3(MW , xt) =
1
32pi2
(
2λcλtC3(xt) + λ
2
c
)
, C ′4(MW ) = λ
2
c
(
Cd,cc2 (MW )
)2
,
C ′5(MW ) = 2λcλuC
d,cu
2 (MW )C
d,uc
2 (MW ), C
′
6(MW ) = λ
2
u
(
Cd,uu2 (MW )
)2
,
(4.5.47)
where
C3(xt) = ln xt − 3xt
4(1− xt) −
3x2t ln xt
4(1− xt)2 . (4.5.48)
We are interested in phases correcting the leading contribution provided by the CKM
combination VtbV
∗
td in Eq.(2.4.88). It is found [78] that the first corrections arise from
weak phases appearing in terms proportional to
(
mc
MW
)2
, therefore in what follows
the mass of the charm quark is not taken to zero and we evolve the renormalization
scale down to µ ∼ mc using Eq.(4.5.46).
According to [77] the contribution from the functions C12(xt) and C
′
2(MW , xt) can
be neglected after solving Eq.(4.5.46) since they are small in comparison with the
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logarithms ln
[
µ2
M2W
]
arising in the solution of Eq.(4.5.46), with µ ∼ mc, consequently
their explicit expressions are not required. The Wilson coefficients in Eq.(4.5.47)
are, after the introduction of new physics contributions,
Cd,cc2 (MW ) = 1 + ∆C
d,cc
2 (MW ), C
d,cu
2 (MW ) = 1 + ∆C
d,cu
2 (MW ),
Cd,uc2 (MW ) = 1 + ∆C
d,uc
2 (MW ), C
d,uu
2 (MW ) = 1 + ∆C
d,uu
2 (MW ). (4.5.49)
Notice that in Eq.(4.5.49) we can introduce independent new physics contributions
in the different channels b → cc¯d, b → cu¯d, b → uc¯d and b → uu¯d through ∆Cd,cc2 ,
∆Cd,cu2 , ∆C
d,uc
2 and ∆C
d,uu
2 respectively. In this section we are interested in the
bounds on ∆Cd,cc2 only; the observables in Sections 4.3 and 4.4 give stronger con-
straints over the other channels.
We want to evolve the Wilson coefficients down to the scale µ ∼ mc, at this scale
we have to consider the following operator matching Qˆ′i → Pˆi for i = 0, 1, 2, 3 with
Pˆ0 =
(
¯ˆ
h
(+)
v,LγµdˆL
)(
¯ˆ
h
(−)
v,Lγ
µdˆL
)
Pˆ1 = m
2
b
(
¯ˆ
h
(+)
v,LγµdˆL
)(
¯ˆ
h
(−)
v,Lγ
µdˆL
)
Pˆ2 = m
2
b
(
¯ˆ
h
(+)
v,RdˆL
)(
¯ˆ
h
(−)
v,RdˆL
)
Pˆ3 = m
2
c
(
¯ˆ
h
(+)
v,RγµdˆL
)(
¯ˆ
h
(−)
v,Lγ
µdˆL
)
, (4.5.50)
where the heavy quark limit was used in order to write i∂µb→ (mbvµ + i∂µ)hv, and
h
(+/−)
v denotes the static b quark/antiquark field moving with velocity v.
The full solution of the renormalization group equations for the Wilson coefficients
in Eq.(4.5.46) is
C ′1(µ) =
1
48
ln
[ µ2
M2W
]{λ2c
2
(
Cd,cc2
)2
−λ2cCd,cu2 Cd,uc2 − λcλtCd,cu2 Cd,uc2
+
λ2c
2
(
Cd,uu2
)2
+λcλt
(
Cd,uu2
)2
+
λ2t
2
(
Cd,uu2
)2}
C ′2(µ) =
1
48
ln
[ µ2
M2W
]{
λ2c
(
Cd,cc2
)2
−2λ2cCd,cu2 Cd,uc2 − 2λcλtCd,cu2 Cd,uc2
+λ2c
(
Cd,uu2
)2
+2λcλt
(
Cd,uu2
)2
+λ2t
(
Cd,uu2
)2}
C ′3(µ) =
1
48
ln
[ µ2
M2W
]{
3λ2c
(
Cd,cc2
)2
−3λ2cCd,cu2 Cd,uc2 − 3λcλtCd,cu2 Cd,uc2
}
,
(4.5.51)
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where all the coefficients Cd,cc2 , C
d,uc
2 , C
d,cu
2 , C
d,uu
2 are evaluated at the scale µ ∼MW ,
i.e. are given by the set in Eq.(4.5.49). We can now construct the extra contribution,
arising from double insertions of ∆B = 1 operators, to the ∆B = 2 Hamiltonian.
We get at the scale µ = mc
ˆH|∆B|=2,extraeff = 8G2F
([ λ2t
96pi2
C12(xt) + C
′
1(mc)
]
Pˆ1 +
[
− λ
2
t
48pi2
C ′12(xt) + C
′
2(mc)
]
Pˆ2
+
[ 1
32pi2
(
2λcλtC3(xt) + λ
2
c
)
+C ′3(mc)
]
Pˆ3
)
, (4.5.52)
where we have included the functions C12(xt), C
′
12(xt) and C3(xt) to reproduce the
initial conditions in Eq.(4.5.47) for C ′1(MW , xt), C
′
2(MW , xt) and C
′
3(MW , xt). If we
take ∆Cuu2 = ∆C
uc
2 = ∆C
cu
2 = ∆C
cc
2 = 0 and µ = mc, we reproduce Eq.(19) in [77]
Hˆ|∆B|=2,extraeff =
G2F
4pi2
[λ2t
3
(
C12(xt)− ln
[ m2c
M2W
])
Pˆ1
−2λ
2
t
3
(
C ′12(xt)− ln
[ m2c
M2W
])
Pˆ2
+
(
2λcλt
{
C3(xt)− ln
[ m2c
M2W
]}
+λ2c
)
Pˆ3
]
. (4.5.53)
Our new result for Md12 is then
Md12 =
〈B0d|Hˆ|∆B|=2d + Hˆ|∆B|=2,extraeff |B¯0d〉
2MB0d
, (4.5.54)
whereH|∆B|=2d is given by Eq.(2.4.88) andH∆B=2,extraeff by Eq.(4.5.52). For the matrix
elements of the operators Pˆ1, Pˆ2, Pˆ3 we use [79]
〈Pˆ1〉 = 2
3
m2bf
2
Bd
M2BdB
(1)
Bd
(µ),
〈Pˆ2〉 = − 5
12
m2b
( MBd
mb(µ) +md(µ)
)2
f 2BdM
2
Bd
B
(2)
Bd
(µ),
〈Pˆ3〉 = m
2
c
m2b
〈Pˆ1〉. (4.5.55)
We consider two possibilities for the numerical evaluation of Md12/|Md12| depending
on the set of CKM inputs used. If we take into account the numerical data quoted
in Appendix A then we find
Im
(
Md12/|Md12|
)SM,1
=
(
69.15± 3.00
)
×10−2. (4.5.56)
If we turn off the double |∆B| = 1 insertion given in Eq.(4.5.53) we get
Im
(
Md12/|Md12|
)SM,0
=
(
69.09± 3.00
)
×10−2. (4.5.57)
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Therefore H|∆B|=2,extraeff in Eq.(4.5.53) accounts for corrections of O(10−3), in agree-
ment with the result found in [77].
The current fit for the determination of sin(2βd) including the direct measurement
as reported in [17] is
sin(2βdird ) =
(
71.0± 1.1
)
×10−2. (4.5.58)
On the other hand the fit for the determination of sin(2βd) excluding the direct
measurement is [17]
sin(2βindd ) =
(
74.8+3.0−3.2
)
×10−2. (4.5.59)
The fact that Eq.(4.5.57) and Eq.(4.5.58) are very close suggest that the direct
measurement of sin(2βd) was used in the determination of the CKM inputs |Vcs|,
|Vcb|, |Vub/Vcb| and γ quoted in Appendix A. A fairer comparison between theory and
experiment can be done if the theoretical formula for Md12/|Md12| is evaluated using
CKM inputs where the direct measurement of sin(2βd) is not involved, unfortunately
we do not have such information. One possibility is to use the weak phase given by
Eq.(4.5.59) by modifying Eq.(4.5.54) according to
Md12 =
|〈B0d|H|∆B|=2d |B¯0d〉|e−2iβd + 〈B0d|H|∆B|=2,extraeff |B¯0d〉
2MB0d
. (4.5.60)
Notice that Eq.(4.5.60) includes the indirect determination for sin(2βd) in the leading
part given by the matrix element of H|∆B|=2d . However, 〈B0d|H|∆B|=2,extraeff |B¯0d〉 still
contains the weak phases arising from the CKM inputs quoted in Appendix A. So
Eq.(4.5.60) does not use a consistent set of CKM entries. Following this approach
we obtain
Im
(
Md12/|Md12|
)SM,2
= 74.19± 3.14. (4.5.61)
The double insertions cause a deviation ofO(1%) with respect to the result presented
in Eq.(4.5.59), this is 10 times bigger than the estimation reported in the literature
[77]. It should be stressed though, that in the determination of Eq.(4.5.61) there
was not a consistent treatment of the CKM inputs as explained in the previous
paragraph.
December 1, 2016
4.5. Observables constraining b→ cc¯d transitions 99
Parameter Main CKM Inputs sin(2βd)
δ(µb) < 0.01% 0.04%
δ(µc) 0.01% 0.13%
δ(|Vus|) 0.20% < 0.01%
δ(|Vcb|) 0.01% 0.04%
δ(|Vub/Vcb|) 4.33% < 0.01%
δ(γ) 0.07% < 0.01%
δ(mt(mt)) < 0.01% < 0.01%
δ(mc(mc)) < 0.01% 0.01%
δ(mb(mb)) < 0.01% < 0.01%
δ(Λ5) < 0.01% < 0.01%
sin(2βindd ) — 4.22%∑
δT 4.33% 4.23%
Table 4.6: Error budget for the observable Md12/|Md12|. The second column refers to
the determination given in Eq.(4.5.56) where our main CKM inputs were used. The
third column refers to Eq.(4.5.61) where the indirect measurement for sin(2βd) was
used to evaluate the leading contribution in Md12.
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Figure 4.8: Regions for new physics, at 90% C. L., in the Re ∆Cd,cc2 - Im ∆Cd,cc2
plane allowed by the observable Md12/|Md12| considering our main CKM inputs (a)
and the direct measurement of sin(2βd) (b). The black point corresponds to the SM
value.
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4.5.2 B → Xdγ
The branching ratio of the process B → Xdγ is useful for constraining the new
physics contribution ∆Cd,cc2 (MW ). As a first approximation for the calculation of
Br(B → Xdγ) we use the formulas to be provided in Section 4.6.1 for B → Xsγ and
replace the information related to the strange quark with the analogous information
for the down quark [80]. In particular the operators Qˆ7 and Qˆ8 in Eq.(4.6.72)
become [81]
Qˆ7 =
e
16pi2
mb
(
d¯Lσ
µνbR
)
Fµν , Qˆ8 =
g
16pi2
mb
(
d¯LT
aσµνbR
)
Gaµν , (4.5.62)
and our theoretical determination is
Br(B → Xdγ) =
(
1.46+0.15−0.28
)
×10−5, (4.5.63)
which can be compared against the experimental result [81–83]
Br(B → Xdγ) =
(
1.41± 0.57
)
×10−5. (4.5.64)
As explained in [84], during the calculation of the branching ratios for the processes
B → Xd,sγ the following two CKM combinations arise V ∗tqVtb and V ∗uqVub for q = d, s.
In the calculation of Eq.(4.5.63) we are omitting the second type of CKM structure.
It was considered in [81] leading to Br(B → Xdγ) = (1.54+0.26−0.31) × 10−5 and thus it
accounts for an overall 5% correction in the central value with respect to our result
in Eq.(4.5.63). However, after combining the constraints imposed by Br(B → Xdγ)
with those from the observables adsl and M
d
12, we found weak bounds for ∆C
d,cc
1,2 , we
then use ∆Γd to get stronger constraints. Notice that the theoretical determination
of Br(B → Xdγ) in [81] shows more tension with respect to the experimental result
in Eq.(4.5.64) than our computation in Eq.(4.5.63). This suggests that including all
the CKM structures will lead to larger new physics regions, but this cannot affect
our conclusions because our bounds, including only one CKM combination, already
saturate the experimental uncertainty for ∆Γd.
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Parameter Standard analysis
δ(µ)± 7.97%
δ(Br(B¯ → Xceν¯e))± 3.96%
δ(|Vus|)± 0.46%
δ(|Vcb|)± 4.93%
δ(|Vub/Vcb|)± 0.10%
δ(γ)± 2.20%
δ(md)± 0.11%
δ(δ)− 16.46%
δ(mt(mW ))± 0.37%
δ(Λ5)± 0.65%
δ(m1Sb )± 0.55%
δ(mc(mc))± 1.29%(∑
δ
)
+
10.54%(∑
δ
)
−
19.55%
Table 4.7: Error budget for the observable Br(B¯ → Xdγ). The subindex ± stands
for symmetric errors, notice that the parameter δ affects only the lower bound for the
overall error so that we get different values for the total lower and upper uncertainties(∑
δ
)
−
and
(∑
δ
)
+
respectively.
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Figure 4.9: Regions for new physics, at 90% C. L. in the Re ∆Cd,cc2 - Im ∆Cd,cc2
plane allowed by the observable B0s → Xdγ. The black point corresponds to the SM
value.
4.6 Constraints from b→ cc¯s transitions
4.6.1 B¯ → Xsγ
The process B¯ → Xsγ is a very interesting transition for BSM phenomenology for
several reasons. To begin with it is a loop generated flavour changing neutral current
sensitive to new particles. In addition, the experimental and theoretical precision
achieved on its determination have an accuracy of the same order; moreover, this
process is useful to constrain CKM elements involving the top quark. The exper-
imental world average up to date combines measurements from CLEO, Belle and
Babar leading to [1]
Br(B¯ → Xsγ) =
(
3.43± 0.21± 0.07
)
×10−4. (4.6.65)
On the theory side there has been a huge effort in the determination of this observ-
able; the most precise results available are obtained at NNLO, here we consider [85]
BSMr (B¯ → Xsγ) =
(
3.36± 0.23
)
×10−4, (4.6.66)
where the energy of the photon satisfies the cut Eγ0 > 1.6 GeV. Using the Heavy
Quark Effective Theory (HQET) the calculation of the branching ratio for the pro-
cess B¯ → Xsγ is written as [86]
Br(B¯ → Xsγ) = Br(B¯ → Xceν¯e)×Rquark(δ)×
(
1− δNPsl
m2b
+
δNPrad
m2b
)
, (4.6.67)
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where Rquark(δ) is a perturbative quantity calculated from the ratio of the quark
level decays
Rquark(δ) =
Γ(b→ Xsγ)Eγ>(1−δ)Emax
Γ(b→ Xceν¯e) , (4.6.68)
and δNPsl , δ
NP
rad are two parameters accounting for non-perturbative corrections to the
semileptonic and radiative B-meson decay rates respectively. They can be written
in terms of the HQET parameter λ2 as
δNPsl − δNPrad =
(3
2
− 6(1− z)
4
g(z)
)
λ2 +
9
2
λ2,
where
λ2 =
1
4
(
m2B∗ −m2B
)
. (4.6.69)
The factor Br(B¯ → Xceν¯e) in Eq.(4.6.68) is the branching ratio for the semileptonic
process B¯ → Xceν¯e and (1 − δ)mb2 determines the lower cut on the energy of the
photon in the Bremsstrahlung correction Eγ; here we use
δmin < δ < 0.99, δmin =
(
mc(mc)/m
1S
b
)2
≈ 0.075. (4.6.70)
The normalization factor Γ(b → Xceν¯e) in Eq.(4.6.68) allows us to eliminate the
uncertainties associated with the pole mass of the b quark mb and the CKM angles.
The expression for the ratio Rquark(δ) inside Eq.(4.6.68) is
Rquark(δ) =
|V ∗tsVtb|2
|Vcb|2
6α
pig(z)
F
(
|D|2 + A
)
. (4.6.71)
With F = 1
k(z)
(
mb(µ=mb)
mb,pole
)2
, k(z) is the NLO correction and g(z) is the phase space
factor for the calculation of the semileptonic decay Γ[b→ Xceν¯e]. Here we consider
z = (mc(mc)/m
1S
b )
2 [87].
Before describing the perturbative terms D and A inside Eq.(4.6.71) let us first
discuss briefly the operator basis and the set of Wilson coefficients used during the
calculations for this section.
The absence of Dirac traces containing γ5 at leading order in GF makes the following
basis particularly useful in the computation of the perturbative contribution inside
Eq.(4.6.71) [86]
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Qˆ1 =
(
s¯LγµT
acL
)(
c¯Lγ
µT abL
)
, Qˆ2 =
(
s¯LγµcL
)(
c¯Lγ
µbL
)
,
Qˆ3 =
(
s¯γµbL
)∑
q
(
q¯γµq
)
, Qˆ4 =
(
s¯LγµT
abL
)∑
q
(
q¯γµT aq
)
,
Qˆ5 =
(
s¯LΓµ1µ2µ3bL
)∑
q
(
q¯Γµ1µ2µ3q
)
, Qˆ6 =
(
s¯LΓµ1µ2µ3T
abL
)∑
q
(
q¯Γµ1µ2µ3T aq
)
,
Qˆ7 =
e
16pi2
mb
(
s¯Lσ
µνbR
)
Fµν , Qˆ8 =
g
16pi2
mb
(
s¯LT
aσµνbR
)
Gaµν , (4.6.72)
with Γµ1µ2µ3 = γ
µ1γµ2γµ3 .
It is convenient to express Br(B¯ → Xsγ) in terms of the so-called effective coeffi-
cients Ceffi (µ), constructed from linear combinations of the Wilson coefficients Ci
associated with the operators in Eq.(4.6.72), according to
Ceffi (µ) =

Ci(µ) for i = 1..., 6
C7(µ) +
∑6
i=1 yiCi(µ) for i = 7
C8(µ) +
∑6
i=1 ziCi(µ) for i = 8,
(4.6.73)
with y = (0, 0,−1
3
,−4
9
,−20
3
,−80
9
) and z = (0, 0, 1,−1
6
, 20,−10
3
).
The set of coefficients in Eq.(4.6.73) are specially useful since at leading order they
are regularization and renormalization scheme independent [47], this does not hold
for the original coefficients of the operators Q7(µ) and Q8(µ) in Eq.(4.6.72). The
renormalization scale evolution for the coefficients in 4.6.73 is determined by
µ
d
dµ
Ceffi (µ) = C
eff
j (µ)γ
eff
ji (µ), (4.6.74)
where γeffij are the components of the effective anomalous dimension matrix in-
troduced up to NLO in [86]. The corresponding renormalization scale evolution
matrices can be constructed using the information provided in Section 2.2.2 by sub-
stituting the matrices γˆ(0) and γˆ(1) by γˆ
(0)
eff and γˆ
(1)
eff respectively (see [86]). The
initial conditions used in the determination of Ceffi (µ) have the following structure
Ceff,NPi (MW ) = C
eff,SM
i (MW ) + ∆C
eff
i (MW ), (4.6.75)
for i = 1, ..., 8; where the explicit values for Ceff,SMi (MW ) can be found in [86].
The new physics contributions ∆Ceffi (MW ) in Eq.(4.6.75) are given in terms of the
new effects ∆Cs,cc1,2 (MW ) in our old basis in Eq.(2.3.78) according to
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∆Ceff1 (MW ) = 2.0 ∆C
s,cc
1 (MW ),
∆Ceff2 (MW ) = 1/3 ∆C
s,cc
1 (MW ) + ∆C
s,cc
2 (MW ). (4.6.76)
The coefficients Ceff,SMi (MW ) are evolved down to the renormalization scale µ ∼ mb
using the full NLO evolution matrices defined in terms of γˆ
(0)
eff and γˆ
(1)
eff , on the other
hand ∆Ceffi (MW ) are evolved down using only the LO versions in Eq.(2.3.82).
We can now complete the analysis of Eq.(4.6.71), the term D is
D = Ceff,NP7 (µ) +
αs(µ)
4pi
8∑
i=1
Ceffi (µ)
[
ri + γ
(0)
eff,i7 ln
mb
µ
]
. (4.6.77)
Where µ ∼ mb and Ceff,NP7 (µ) is determined up to NLO, the coefficients r2, r7
and r8 arise during the calculation of the virtual corrections of the matrix elements
〈sγ|Oˆ2|b〉, 〈sγ|Oˆ7|b〉 and 〈sγ|Oˆ8|b〉 they can be found in [86, 88]; the coefficient r1
can be calculated from r2 through r1 = −16r2. The rest of the coefficients ri provide
corrections of O(1%) [86] therefore we omit them in this study, they were estimated
in [89]. Finally the full expression for A in Eq.(4.6.71) is
A =
(
e−αs(µ)lnδ(7+2lnδ)/3pi − 1
)
|C(0)eff7 (µ)|2 + αs(µ)pi
8∑
i,j=1
i≤j
C
(0)eff
i (µ)C
(0)eff
j (µ)fij(δ),
(4.6.78)
where the exponential contains all the infrared logarithms of δ remaining after the
cancellation of all the infrared divergences between the virtual and the Bremsstrahlung
corrections to b→ Xsγ. All the required set of functions fij in Eq.(4.6.78) are pro-
vided in [86].
We take into account the NNLO result in Eq.(4.6.66) by rescaling our NLO deter-
minations according to the following formula
Br(B¯ → Xsγ)
BNNLOr (B¯ → Xsγ)
=
BNLOr (B¯ → Xsγ)(µ0)
BNLOr0 (B¯ → Xsγ)
, (4.6.79)
where
• BNLOr0 (B¯ → Xsγ) is the branching ratio of the process B¯ → Xsγ calculated
at NLO and evaluated at the central values of all the input parameters and
kept constant during the statistical fit.
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Figure 4.10: Regions for new physics, at 90% C. L., in the Re ∆Cs,cc2 - Im ∆Cs,cc2
allowed by the observable B¯ → Xsγ. The black point corresponds to the SM value.
• BNLOr (B¯ → Xsγ) is the branching ratio of the process B¯ → Xsγ calculated
at NLO with all the inputs allowed to float except the renormalization scale,
which is fixed at µ0 = mb.
• BNNLOr (B¯ → Xsγ) is the branching ratio of the process B¯ → Xsγ calculated
at NNLO and allowed to float within the uncertainty associated with the
renormalization scale. In the case of the theoretical result given in Eq.(4.6.66)
[85] the renormalization scale uncertainty is equivalent to ±3% of the central
value.
The partial contributions to the final error are described in Tab.4.8, our theoretical
result after the NNLO rescaling is Br(B¯ → Xsγ) = (3.36+0.18−0.45)× 10−4. The allowed
regions for ∆C1(MW ) and ∆C2(MW ) are shown in Fig.4.10, it can be seen that this
observable impose strong constraints over ∆C2(MW ).
4.6.2 sin(2βd)
As shown in Eq. (4.5.37) and Eq. (4.5.38), the amplitude for the process B → J/ψK
is relevant in the calculation of the indirect CP asymmetry SB0d→J/ψKS,L . On the
experimental side it is constrained by the current value of sin(2βd). At quark level the
decay B → J/ψK is given by the transition b→ cc¯s, hence it allows us to establish
bounds on the contributions ∆Cs,cc1 (MW ) and ∆C
s,cc
2 (MW ); in particular, there is a
high sensitivity to the imaginary part of ∆Cs,cc1 (MW ). This is particularly valuable
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Parameter Standard analysis
δ(µ)± 3.00%
δ(Br(B¯ → Xceν¯e))± 3.96%
δ(|Vus|)± 0.02%
δ(|Vcb|)± 0.01%
δ(|Vub/Vcb|)± 0.1%
δ(γ)± 0.10%
δ(ms)± 0.04%
δ(δ)− 12.26%
δ(mt(mW ))± 0.19%
δ(Λ5)± 0.62%
δ(m1Sb )± 0.60%
δ(mc(mc))± 1.39%(∑
δ
)
+
5.24%(∑
δ
)
−
13.34%
Table 4.8: Error budget for the observable Br(B¯ → Xsγ). The subindex ± stands
for symmetric errors. Notice that the parameter δ affects only the lower bound
for the overall error So that we get different values for the total lower and upper
uncertainties
(∑
δ
)
−
and
(∑
δ
)
+
respectively.
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because, as shown in [3], Im(∆C1(MW )) can induce sizeable deviations of O(10◦)
in the determination of the CKM phase γ (well within the current experimental
precision).
Our approach in this section is based in the calculations of [90], where the amplitude
for the process B → J/ψK is written as
AB→J/ψK = GF√
2
VcbV
∗
cs α¯2 AJ/ψK , (4.6.80)
with
α¯2 = α2 + α3 + α5 + α7 + α9. (4.6.81)
For the purposes of the asymmetry in Eq.(4.5.37), the explicit expression for the
global factor AJ/ψ is not required because it cancels in the ratio between AB→J/ψK
and A¯B→J/ψK given in Eq.(4.5.38). Notice that possible complex phases arising in
AJ/ψ also cancel in the ratio because they are “strong”, hence they are left unaffected
when taking the CP conjugate of AB→J/ψK in Eq.(4.5.38). In addition, the weak
phase from the CKM combination VcbV
∗
cs can also be ignored regarding that it is
tiny, (O(10−3)◦), in comparison with the O(10)◦ phase induced by the imaginary
components of ∆C1 and ∆C2.
Then our theoretical expression for the determination of sin(2β) is
sin(2β) = Im
(
e−2iβindir.
CˆP(α¯2)
α¯2
)
. (4.6.82)
The topological amplitudes αi (i = 2, 3, 5, 7, 9) in Eq.(4.6.80) have the following
dependence on the Wilson coefficients of the operators in Eq.(2.3.78)
α2 = C1 +
C2
Nc
+
αs
4pi
CF
Nc
C2 ×K1,
α3 = C3 +
C4
Nc
+
αs
4pi
CF
Nc
C4 ×K1,
α5 = C5 +
C6
Nc
− αs
4pi
CF
Nc
C6 ×K2,
α7 = C7 +
C8
Nc
− αs
4pi
CF
Nc
C8 ×K2,
α9 = C9 +
C10
Nc
+
αs
4pi
CF
Nc
C10 ×K1. (4.6.83)
In naive dimensional regularization K1 and K2 are written in terms of the vertex cor-
rection functions (fI , gI) and the hard scattering spectator interaction contribution
fII as
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K1 = −18− 12 ln µ
mb
+ fI + fII +
FBK0 (m
2
J/ψ)
FBK1 (m
2
J/ψ)
gI ,
K2 = −6− 12 ln µ
mb
+ fI + fII +
FBK0 (m
2
J/ψ)
FBK1 (m
2
J/ψ)
gI . (4.6.84)
The equations for fI and gI are given in Eq.(D.6.11). We evaluate explicitly the
integrals in Eq.(D.6.11) using the leading component of the LCDA of the J/ψ meson
on its Gegenbauer polynomial expansion
φJ/ψ(ξ) = 6ξ(1− ξ). (4.6.85)
Where ξ is the momentum fraction carried by the charm quark inside the J/ψ meson.
The evaluation of the hard spectator interaction function fII requires the twist-2
φK and twist-3 φKσ LCDA for the Kaon
1
fII =
4pi2
Nc
fKfB
FBK1 (m
2
J/ψ)m
2
B
1
1− z
∫ 1
0
dρ¯
ρ¯
φB1 (ρ¯)
∫ 1
0
dξ
ξ
φJ/ψ(ξ)
×
∫ 1
0
dη¯
η¯
(
φK(η¯) +
2µχ
mb
1
(1− z)
φKσ (η¯)
6η¯
)
, (4.6.86)
where z ∈ (m2J/ψ/m2b ,m2J/ψ/m2B) and µχ = 6ΛQCD.
For the first moment of the LCDA of the B meson we use the standard QCDF result∫ 1
0
dρ¯φB(ρ¯)/ρ¯ = mB/λB (Eq.(3.4.15)), and for the twist-2 and twist-3 distribution
amplitudes φK and φKσ we consider
φK(η¯) = φKσ (η¯) = 6η¯(1− η¯), (4.6.87)
such that ∫ 1
0
dξ
ξ
φJ/ψ =
∫ 1
0
dη¯
η¯
φK(η¯) = 3. (4.6.88)
The integral of φKσ (η¯) in Eq. (4.6.86) is divergent, as discussed in Chapter 3 this is
a common feature of twist-3 LCDA. To parameterize the divergence we follow the
prescription indicated by [90] and write
1During the writing process of this thesis we pointed out to the authors of [90] an inconsistency
between the formulas for fII and the numerical value of α2 presented in the published version of
their paper; this problem has been corrected in the latest version of the manuscript available in
the Arxiv. [91]
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Parameter Standard analysis
δ(z) 50.11%
δ(µ) 10.50%
δ(r) 20.63%
δ(δ) 60.91%∑
δ 60.07%
Table 4.9: Error budget for the amplitude |α¯2|.
∫ 1
0
dη¯
η¯
→ lnmB
Λh
+ r, (4.6.89)
with
r = |r|exp(iδ). (4.6.90)
Then we have ∫ 1
0
dη¯
η¯
φKσ
η¯
→ 6
(
ln
mB
Λh
+ r − 1
)
. (4.6.91)
Our numerical ranges for the parameters r and δ are
3.0 < |r| < 6.0 0.0 < δ < 2.4. (4.6.92)
We choose the interval for δ such that the sub amplitude α¯2 (see Eq.(4.6.81)) reaches
its maximum and minimum value inside. We get 2
|α¯2| =
(
17.52± 10.52
)
×10−2. (4.6.93)
we are in agreement with the experimental value cited in [90]
|α¯2(J/ψK)|exp =
(
26.0± 2.0
)
×10−2. (4.6.94)
The error budget for α¯2 is presented in Tab.4.9
2Our determination for the central value is α¯2 = 0.16− 0.06i.
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Figure 4.11: Effective diagrams arising from the double insertions of the operators
Qˆ1 − Qˆ6.
4.7 Constraints using multiple channels observ-
ables: assl, a
d
sl and ∆Γs
The semileptonic asymmetry assl and the decay width ∆Γs for neutral B
0
s meson
mixing are sensitive to the quark level decay channels b → uu¯s, b → cu¯s and
b → cc¯s. In Section 2.4.1 these two observables were defined in terms of the non-
diagonal elements Γs12 and M
s
12 of the mixing matrix in Eq.(1.3.49) as
assl = Im
[ Γs12
M s12
]
∆Γs = 2|Γs12|cosφs12, (4.7.95)
where φs12 is defined in Eq.(1.3.48) .
As explained in Section 2.4.1, the element Γs12 is determined from the double insertion
ofH|∆B|=1 Hamiltonians. As a matter of fact the dependence on the tree level Wilson
coefficients Cuu,uc,uu1,2 arises from the double insertion of the current-current operators{
Qˆab1,2, Qˆ
ab
1,2
}
and from the insertions between a single current-current and a penguin{
Qˆab1,2, Qˆ3,4,5,6
}
(for ab = uu, uc, cc, see Eq.(2.3.78)). These double insertions lead
to the effective topologies shown in Fig.4.11. According to Eq.(2.4.103) the element
Γs12 is decomposed in terms of the partial contributions Γ
s,ab
12 , where ab = uu, uc, cc,
depending on the “up” type quarks running inside the loops as shown in Fig.4.11.
The Heavy Quark Expansion (HQE) allows us to reduce the different diagrams in
Fig.4.11 to the generic ∆B = 2 topology presented in Fig.4.12. Actually, Fig.4.12
is associated with the ∆B = 2 operators Qˆ, QˆS and
ˆ˜QS given in Eq.(2.4.105). The
expressions for Γs,ab12 written in terms of the matrix elements of Qˆ and QˆS were
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Figure 4.12: ∆B = 2 operators arising after the HQE of the double insertions of
Qˆ1 − Qˆ6.
introduced in Eq.(2.4.110). Here we are interested in the functions Gab and GabS
given in Eq.(2.4.110). They are further decomposed in terms of the current-current
coefficients F ab and F abS (double insertion of current-current operators), and the
penguin coefficients P ab and P abS (insertion between a single current-current and a
penguin operator).
The equations for F ab and F abS in terms of the tree-level Wilson coefficients C
s,ab
1
and Cs,ab2 obey the following generic structure
F ab = F ab11
(
Cab1 (µ)
)2
+F ab12C
ab
1 (µ)C
ab
2 (µ) + F
ab
22
(
Cab2 (µ)
)2
, (4.7.96)
where the individual factors F ab11,12,22 are available in the literature up to NLO
F abij = F
(0)
ij +
αs(µ)
4pi
F
(1)
ij . (4.7.97)
To account for new physics effects, the Wilson coefficients inside Eq.(4.7.96) should
be modified following Eq.(4.1.1). Notice that Eq.(4.7.96) is sensitive to the different
transitions b → cc¯s, b → uc¯s, b → cu¯s and b → uu¯s. To be consistent with the
inclusion of new physics effects ∆Cs,ab1 and ∆C
s,ab
2 at LO only, we drop products
between αs(µ) and ∆C
s,ab
1 and ∆C
s,ab
2 inside Eq.(4.7.96).
New physics effects should also be introduced in the penguin functions P ab and P abS .
For the purposes of illustration we present the explicit results for P cc and P ccS for
the B0s system [48]
P cc =
√
1− 4z¯
(
(1− z¯)K ′1(µ) +
1
2
(1− 4z¯)K ′2(µ) + 3z¯K ′3(µ)
)
+
αs(µ)
4pi
Fp(z¯)
(
Ccc2 (µ)
)2
,
P ccS =
√
1− 4z¯
(
1 + 2z¯
)(
K ′1(µ)−K ′2(µ)
)
−αs(µ)
4pi
8Fp(z¯)
(
Ccc2 (µ)
)2
. (4.7.98)
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With
z¯ =
(
mc(mb)/mb(mb)
)2
[52]
K
′cc
1 (µ) = 2
(
3Ccc1 (µ)C3(µ) + C
cc
1 (µ)C4(µ) + C
cc
2 (µ)C3(µ)
)
K
′cc
2 (µ) = 2C
cc
2 (µ)C4(µ)
K
′cc
3 (µ) = 2
(
3Ccc1 (µ)C5(µ) + C
cc
1 (µ)C6(µ) + C
cc
2 (µ)C5(µ) + C
cc
2 (µ)C6(µ)
)
(4.7.99)
and
F ccp (z) = −
1
9
√
1− 4z¯
(
1 + 2z¯
)[
2ln
µ
mb
+
2
3
+ 4z¯ − lnz¯
+
√
1− 4z¯
(
1 + 2z¯
)
ln
1−√1− 4z¯
1 +
√
1 + 4z¯
+
3C8(µ)
Ccc2 (µ)
]
. (4.7.100)
The Wilson coefficients inside K
′cc
1 (µ), K
′cc
2 (µ) and K
′cc
3 (µ) should be modified ac-
cording to Eq.(4.1.1) in order to include new physics effects ∆Cs,ab1 and ∆C
s,ab
2 .
As discussed in Section 4.5.1 new physics at tree level can be introduced in M q12
(for q = d, s) as the result of double insertion of ∆B = 1 operators. However, the
overall contributions are rather weak and can be ignored in our analysis for assl, a
d
sl
and ∆Γd.
Even though we have focused our attention in the B0s system, an analogous procedure
can be followed to derive constraints from adsl and ∆Γd in the case of the B
0
d system.
Our theoretical predictions for assl and a
d
sl are [15]
as,SMsl =
(
2.22± 0.27
)
×10−5,
ad,SMsl =
(
−4.7± 0.6
)
×10−4, (4.7.101)
on the experimental side we consider [1]
assl =
(
0.17± 0.30
)
×10−2,
adsl =
(
0.01± 0.20
)
×10−2. (4.7.102)
The theoretical determinations for ∆Γs and ∆Γd are [15]
∆ΓSMs =
(
0.088± 0.02
)
ps−1,
∆ΓSMd =
(
2.61± 0.59
)
×10−3 ps−1, (4.7.103)
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Figure 4.13: Regions for new physics, at 90% C. L., in the Re ∆C1 - Im ∆C1 (left)
and Re ∆C2 - Im ∆C2 (right) planes allowed by the observable assl in the standard
analysis. The black point corresponds to the SM value. Here we are assuming
universality: ∆Cs,uu1 = ∆C
s,uc
1 = ∆C
s,cc
1 = ∆C1.
and the corresponding experimental results are
∆ΓExps =
(
0.081± 0.006
)
ps−1, [1]
∆ΓExpd =
(
−1.32± 6.58
)
×10−3 ps−1, (4.7.104)
where ∆ΓExpd was derived using [1](
∆Γd/Γd
)Exp
= −0.002± 0.010, τExp
B0d
= 1.520± 0.004 ps. (4.7.105)
The regions allowed for ∆C1(MW ) and ∆C2(MW ) are presented in Fig.4.13, 4.14
and 4.15 for assl, a
d
sl and ∆Γs respectively. In all these cases the new contributions
∆C1,2(MW ) are treated in a universal fashion assuming ∆C
uu
1 (MW ) = ∆C
uc
1 (MW ) =
∆Ccc1 (MW ) = ∆C1(MW ) ( and the same for ∆C2(MW )). The error budgets for a
s
sl,
adsl , ∆Γs and ∆Γd appear in Tab.4.10, 4.11, 4.12 and 4.13 respectively [15].
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Parameter Standard analysis
δ(µ) 9.5%
δ(|Vub/Vcb|) 5.0%
δ(z¯) 4.6%
δ(BR˜3) 2.6%
δ(γ) 1.3%
δ(BR3) 1.1%
δ(mb) 1.0%
δ(mt) 0.7%
δ(αs) 0.5%
δ(BR˜1) 0.5%
δ(B˜S) 0.3%
δ(BR0) 0.2%
δ(BR2) 0.1%
δ(ms) 0.1%
δ(BR1) < 0.1%
δ(|Vcb|) 0.0%∑
δ 12.2%
Table 4.10: Error budget for the observable assl.
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Parameter Standard analysis
δ(BR˜2) 0.1%
δ(µ) 9.4%
δ(|Vcb|) 0.0%
δ(B˜S) 0.6%
δ(BR0) 0.2%
δ(z¯) 4.9%
δ(mb) 1.3%
δ(BR˜3) 2.7%
δ(BR3) 1.2%
δ(γ) 1.1%
δ(αs) 0.5%
δ(|Vub/Vcb|) 5.2%
δ(m¯t(m¯t) 0.7%∑
δ 12.3%
Table 4.11: Error budget for the observable adsl.
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Figure 4.14: Regions for new physics, at 90% C. L., in the Re ∆C1 - Im ∆C1 (left)
and Re ∆C2 - Im ∆C2 (right) planes allowed by the observable adsl in the standard
analysis. The black point corresponds to the SM value. Here we are assuming
universality: ∆Cd,uu1,2 = ∆C
d,uc
1,2 = ∆C
d,cc
1,2 = ∆C1,2.
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Parameter Standard analysis
δ(BR˜2) 14.8%
δ(fBs
√
B) 13.9%
δ(µ) 8.4%
δ(|Vcb|) 4.9%
δ(B˜S) 2.1%
δ(BR0) 2.1%
δ(z¯) 1.1%
δ(mb) 0.8%
δ(BR˜1) 0.7%
δ(BR˜3) 0.6%
δ(BR1) 0.5%
δ(BR3) 0.2%
δ(ms) 0.1%
δ(γ) 0.1%
δ(αs) 0.1%
δ(|Vub/Vcb|) 0.1%
δ(m¯t(m¯t) 0.0%∑
δ 22.8%
Table 4.12: Error budget for the observable ∆Γs.
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Figure 4.15: Regions for new physics, at 90% C. L., in the Re ∆C1 - Im ∆C1
(left) and Re ∆C2 - Im ∆C2 (right) planes allowed by the observable ∆Γs in the
standard analysis. The black point corresponds to the SM value. Here we are
assuming universality: ∆Cs,uu1,2 = ∆C
s,uc
1,2 = ∆C
s,cc
1,2 = ∆C1,2.
Parameter Standard analysis
δ(fBd
√
B) 13.7%
δ(µ) 7.9%
δ(|Vcb|) 4.9%
δ(B˜S) 4.0%
δ(BR0) 2.5%
δ(z¯) 1.1%
δ(mb) 0.8%
δ(BR˜1) 0%
δ(BR˜3) 0.5%
δ(BR1) 0%
δ(BR3) 0.2%
δ(γ) 0.2%
δ(αs) 0.1%
δ(|Vub/Vcb|) 0.1%
δ(m¯t(m¯t) 0.1%∑
δ 22.7%
Table 4.13: Error budget for the observable ∆Γd.
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4.8 Global fit results
In this section we present the overall regions for ∆C1(MW ) and ∆C2(MW ) obtained
after combining observables for the different exclusive b quark transitions described
within this chapter. We will start by updating the combinations for the decay
channels b → uu¯d, b → cu¯d and b → cc¯d presented in [2]. New tree level physics
contributions in these decay chains are of special interest in the investigation of
BSM effects in decay width difference of neutral B0d mesons, ∆Γd. At the end of
this section we will present results for our universal fit obtained when all the new
physics contributions ∆C1(MW ) and ∆C2(MW ) are treated in the same way, this
will allow us to determine the strongest bounds and to present an updated version
on the possible impact on the measurement of the CKM phase γ reported in [92].
4.8.1 Global fit on b→ uu¯d
Our first combined fit includes observables with the quark level transition b→ uu¯d.
In this case ∆Cd,uu1 (MW ) and ∆C
d,uu
2 (MW ) are sensitive to different experimentally
measurable quantities. For instance to calculate the regions for ∆Cd,uu1 (MW ) we
included Rpipi, Rρρ and a
d
sl (see left plot in Fig.4.16). On the other hand the con-
straints for ∆Cd,uu2 (MW ) (presented in the right plot in Fig. (4.16)) were derived
considering Rpipi , Spipi and Sρpi.
For ∆Cd,uu2 (MW ) we get the following limits
−2.38 < Re ∆Cd,uu1 (MW ) < 0.36, −1.27 < Im ∆Cd,uu1 (MW ) < 1.40.
−1.17 < Re ∆Cd,uu2 (MW ) < 0.38, −1.05 < Im ∆Cd,uu2 (MW ) < 1.00.
(4.8.106)
The possible enhancements on ∆Γd due to ∆C
d,uu
1 (MW ) and ∆C
d,uu
2 (MW ) are
0.00 < ∆Γd/∆Γ
SM
d < 1.44, 0.55 < ∆Γd/∆Γ
SM
d < 1.76. (4.8.107)
4.8.2 Global fit on b→ cu¯d
To constrain ∆Cd,cu1 (MW ) and ∆C
d,cu
2 (MW ), associated with the decay b→ cu¯d, we
included RD∗pi, SD∗h and a
d
sl. The combined fit appears in Fig.4.17. The current
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Figure 4.16: Combined fit for ∆Cuu1 (MW ) (black contours, left) and ∆C
uu
2 (MW )
(black contours, right) at 90% C. L.. The coloured contour lines indicate the possible
enhancements on ∆Γd with respect to the SM value. The black dot corresponds to
the SM result.
experimental uncertainty associated with ∆Γd allows enhancement factors within
the interval
−3.91 < ∆Γexpd /∆ΓSMd < 2.60. (4.8.108)
However, the new physics regions for ∆Cd,cu1 (MW ) break the upper limit established
in Eq.(4.8.108). Therefore, in order to be consistent with the experimental results
available, we use ∆Γd to define the possible limits for ∆C
d,cu
1 (MW ) and obtain
−1.12 < Re ∆Cd,cu1 (MW ) < 0.31 −0.70 < Im ∆Cd,cu1 (MW ) < 1.08.
(4.8.109)
The regions allowed for ∆Cd,cu2 (MW ) provide the following limits
−2.07 < Re ∆Cd,cu2 (MW ) < 0.06 −0.47 < Im ∆Cd,cu2 (MW ) < 0.63,
(4.8.110)
leading to enhancement factors on ∆Γd inside the interval
−0.93 < ∆Γd/∆ΓSMd < 2.18. (4.8.111)
4.8.3 Global fit on b→ cc¯d
The allowed regions for ∆Cd,cc2 (MW ) are established using the observables Br(B →
Xdγ), a
d
sl and M
d
12. As can be seen in Fig.4.18 the possible values for the real and the
December 1, 2016
4.8. Global fit results 121
1.0 0.5 0.0 0.5
Re ∆C d,cu1 (MW )
1.5
1.0
0.5
0.0
0.5
1.0
1.5
Im
 ∆
C
d
,c
u
1
(M
W
)
-0.70 -0.23
0.24
0.24
0.71
0.71
1.19
1.19
1.662.1
3
2.6
0
∆Γd  Enhancement
2.5 2.0 1.5 1.0 0.5 0.0 0.5
Re ∆C d,cu2 (MW )
1.5
1.0
0.5
0.0
0.5
1.0
1.5
Im
 ∆
C
d
,c
u
2
(M
W
)
-0.93
-0.93
-0.40
-0.40
0.13
0.13
0.
66
0.66
1.
65
1.65
2.1
8
2.1
8
∆Γd  Enhancement
Figure 4.17: Combined fit for ∆Ccu1 (MW ) (black contours, left) and ∆C
cu
2 (MW )
(black contours, right) at 90% C. L.. The coloured contour lines indicate the possible
enhancements on ∆Γd with respect to the SM value. The black dot corresponds to
the SM result.
imaginary components of ∆Cd,cc2 (MW ) completely saturate the experimental bounds
on the enhancement for ∆Γd in Eq.(4.8.108). Hence we use the information on ∆Γd
to establish limits on the real and the imaginary components of ∆Cd,cc2 (MW ). We
get
−2.41 < Re ∆Cd,cc2 (MW ) < 0.43, −0.36 < Im ∆Cd,cc2 (MW ) < 1.34.
(4.8.112)
4.8.4 Universal fit on ∆C1(MW ) and ∆C2(MW )
Working under the assumptions ∆Cs,ab1 (MW ) = ∆C
d,ab
1 (MW ) = ∆C1(MW ) and
∆Cs,ab2 (MW ) = ∆C
d,ab
2 (MW ) = ∆C2(MW ) we are able to derive the strongest bounds
on new physics at tree level b quark decays. Making a combined fit is time and
resource consuming, consequently we select the set of observables that give the
strongest constraints in ∆C1(MW ) and ∆C2(MW ) (the observables not included do
not change our conclusions). For ∆C1(MW ) the relevant set includes Rpipi, RD∗pi,
SD∗h, Br(B¯ → Xsγ), sin(2βd), assl, ∆Γs and adsl. For ∆C2(MW ) the corresponding
measurable quantities are Sρpi, RD∗pi, SD∗h, Br(B¯ → Xsγ), assl, ∆Γs and adsl. The
new physics regions allowed for ∆C1,2(MW ) are presented in Fig.4.19, these two
plots are an upgrade of the ones reported in [3]. However, our approach here is by
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Figure 4.18: Regions for new physics in ∆Ccc2 (MW ) (black contours) allowed by
the observables B → Xdγ, Md12 and adsl. The contour lines indicate the possible
enhancements on ∆Γd with respect to the SM value. The black dot corresponds to
the SM result.
2.5 2.0 1.5 1.0 0.5 0.0 0.5
Re ∆C1 (MW )
1.5
1.0
0.5
0.0
0.5
1.0
1.5
Im
 ∆
C
1
(M
W
)
Universal fit
2.5 2.0 1.5 1.0 0.5 0.0 0.5
Re ∆C2 (MW )
1.5
1.0
0.5
0.0
0.5
1.0
1.5
Im
 ∆
C
2
(M
W
)
Universal fit
Figure 4.19: Universal constraints over ∆C1(MW ) (left) and ∆C2(MW ) (right). The
black dot corresponds to the SM result.
far more rigorous than the one followed in that publication, in the end the results of
both analyses are consistent. Based on the plots presented in Fig.4.19 we determine
the following bounds on ∆C1(MW ) and ∆C2(MW )
−0.45 < Re ∆C1(MW ) < 0.26 −0.16 < Im ∆C1(MW ) < 0.41
−0.13 < Re ∆C2(MW ) < 0.06 −0.12 < Im ∆C2(MW ) < 0.17.(4.8.113)
4.8.5 New Physics in the CKM phase γ
The determination of the CKM phase γ has already been discussed in Section 1.4.2.
As it was mentioned, the sensitivity to γ arises from the interference between the
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amplitudes associated with the quark level decay channels b → cu¯s and b → uc¯s.
At exclusive level the transitions of interest are B− → D0K− and B− → D¯0K−.
Theoretical corrections to the extraction of γ have been investigated extensively in
the literature, for instance the effects of D − D¯ mixing and of CP violation in D
and K decays (for final states with neutral kaons) have been studied in [93–98].
These effects lead to shifts in γ of at most a few degrees and can be taken into
account by a suitable modification of the expressions for the amplitudes. The shifts
can be larger in the B → Dpi modes. The irreducible theoretical uncertainty is due
to higher-order electroweak corrections and has been found to be negligible for the
extraction of γ using the B → DK modes |δγ| < O(10−7) [99]. It is expected to be
tiny also in the B → Dpi case |δγ/γ| < O(10−4) [92].
Considering the expected precision of order 1◦ at LHCb [100] and Belle II [101] we
now address the following question: How large of a shift in γ due to new-physics
contributions in tree-level decays is still allowed by data? Our starting point for
the computation of δγ induced by ∆C1 and ∆C2, is the effective Hamiltonian for
b → cu¯s and b → uc¯s decays. Denote by Hu¯1u2d1 the effective Hamiltonian for the
non-leptonic b-quark decays of the form b→ u1u¯2d1, where u1,2 are up-type quarks
and d1 is a down-type quark:
Hu¯1u2d1 = GF√
2
Vu1bV
∗
u2d1
[
C1Qˆ
u¯1u2d1
1 + C2Qˆ
u¯1u2d1
2
]
(4.8.114)
with
Qu¯1u2d11 = (u¯
α
1 b
β)V−A(d¯
β
1u
α
2 )V−A, Q
u¯1u2d1
2 = (u¯
α
1 b
α)V−A(d¯
β
1u
β
2 )V−A(4.8.115)
where α and β are colour indices.
We will consider the amplitudes
A(B− → D0K−) = 〈D0K−|Hc¯useff. |B−〉 and A(B− → D¯0K−) = 〈D¯0K−|Hu¯cseff. |B−〉 .
(4.8.116)
The CKM angle γ can be extracted from the ratio of these two amplitudes via
rBe
i(δB−γ) =
A(B− → D¯0K−)
A(B− → D0K−) . (4.8.117)
Inserting the expressions for the corresponding effective Hamiltonians we get
rBe
i(δB−γ) =
VubV
∗
cs
VcbV ∗us
〈D¯0K−|Qu¯cs2 |B−〉
〈D0K−|Qc¯us2 |B−〉
[
C2 + rA′C1
C2 + rAC1
]
, (4.8.118)
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where we have defined the additional ratios
rA′ =
〈D¯0K−|Qu¯cs1 |B−〉
〈D¯0K−|Qu¯cs2 |B−〉
, rA =
〈D0K−|Qc¯us1 |B−〉
〈D0K−|Qc¯us2 |B−〉
. (4.8.119)
New physics effects in C1 and C2 then modify rBe
i(δB−γ) as
rBe
i(δB−γ) → rBei(δB−γ) ·
[
C2 + ∆C2 + rA′(C1 + ∆C1)
C2 + rA′C1
C2 + rAC1
C2 + ∆C2 + rA(C1 + ∆C1)
]
.
(4.8.120)
Thus any new complex contribution to C1 and/or C2 will introduce a shift in
γ. Using the fact that |C1(mb)/C2(mb)| ≈ 0.22 and that |∆C1(mb)/C2(mb)| and
|∆C2(mb)/C2(mb)| are small we can further simplify Eq.(4.8.120) by expanding in
these small ratios to obtain:
rBe
i(δB−γ) → rBei(δB−γ) ·
[
1 + (rA′ − rA)∆C1
C2
]
. (4.8.121)
For the computations of δγ in this section we use the full formula in Eq.(4.8.120).
To proceed with the numerical evaluations we have to assign values to rA and rA′ ,
considering that the corresponding matrix elements have not been calculated from
first principles yet we made an estimation using colour counting and get rA ≈ O(1)
and rA′ ≈ O(3). Where the annihilation topologies have been omitted during the
determination of rA′ ; including the annihilation topologies gives a smaller value for
rA′ . Using naive factorization arguments we get
rA ≈ fDF
B→K
0 (0)
fKFB→D0
≈ 0.4. (4.8.122)
There are certainly large uncertainties on these estimates, but it seems very unlikely
that the two ratios rA and rA′ cancel accidentally. As a conservative estimate we
take rA−rA′ ≈ −0.6 [3] with rA as in Eq.(4.8.122). Regarding the high experimental
precision available in the determination of γ we use the results from the universal fit
in Section 4.8.4 to analyse the effect of possible new physics deviations at tree level.
The results are presented in Fig.4.20; since the possible values for δγ induced by
∆C1(MW ) saturate the current experimental uncertainty −6.30◦ < δγ < 7.00◦ [17]
we use CKM γ as an extra constraint on the complex components of ∆C1(MW ),
thus we update the bounds given in Eq.(4.8.113) to
−0.45 < Re ∆C1(MW ) < 0.26 −0.16 < Im ∆C1(MW ) < 0.10.
(4.8.123)
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Figure 4.20: Possible deviations on the CKM phase γ due to new physics at tree
level in C1(MW ). The black dot corresponds to the SM result.
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Chapter 5
New physics in ∆Γd
5.1 Introduction
In this chapter we devote our attention to investigate the possible sources of en-
hancement on the decay width difference of neutral B0d mesons ∆Γd with respect to
the value given in the SM. Our interest for this study was triggered by the possibility
of using ∆Γd to reduce the tension between theory and experiment in the like-sign
dimuon asymmetry [102], measured by the D0 collaboration [103–107]. In the lat-
est experimental result [107] the CP violation component of the like sign dimuon
measurement was reported in terms of the residual charge asymmetry ACP . Unfor-
tunately, as it will be discussed in Section 5.3.3, there are conceptual problems with
the theoretical formula presented in [102] that can spoil the connection between ACP
and ∆Γd. In spite of this fact the search for room for new physics in ∆Γd is well
justified because its current experimental determination still allows an enhancement
of several 100% with respect to its SM value.
We begin in Section 5.2 by showing how ∆Γd and ∆Γs are affected differently by
possible new physics effects. Then in Section 5.3 we provide a brief review of ACP
as the result of CP violation in mixing and interference, explaining the connection
between the interference component and ∆Γd. In order to explore new physics ef-
fects we follow a model independent approach. We start by summarizing the results
found in Section 4.8, where the enhancements on ∆Γd as the result of new physics
in the tree level decay channels b → uu¯d, b → cu¯d and b → uu¯d were discussed.
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Then as a second possibility we analyse in Section 5.5 the constraints on new-physics
contributions from operators of the form (d¯b)(τ¯ τ). We show that since the existing
constraints imposed by tree-level and loop-level mediated B-meson decays, such as
B¯0d → τ+τ− and B+ → pi+µ+µ− are quite loose, sizeable modifications of ∆Γd and
adsl are possible, in particular, if they arise from vector operators.
5.2 Comparison between ∆Γd and ∆Γs
The first important observation is that ∆Γd is triggered by the CKM-suppressed
decay b → cc¯d, whose inclusive branching ratio reads (1.31 ± 0.07)% (based on
the numerical evaluation in [108]), while ∆Γs receives the dominant contribution
from the CKM-favoured decay b → cc¯s, which has an inclusive branching ratio of
(23.7± 1.3)% [108]. This means that a relative modification of Γ(b→ cc¯d) by 100%
shifts the total b-quark decay rate Γtot
1 by around 1% only, while a 100% variation
in Γ(b → cc¯s) results in an effect of roughly 25% in the same observable. Large
enhancement of the b → cc¯d decay rate can therefore be hidden in the hadronic
uncertainties of Γtot, while this is not possible in the case of the b→ cc¯s decay rate.
The structure of Γq,SM12 and (Γ
q
12/M
q
12)SM presented in Eq.(2.4.114) -for q = d, s-
allows to draw some general conclusions on how new physics can modify ∆Γd,s and
ad,ssl . Consider for instance the violation of the CKM unitarity λ
q
u+λ
q
c +λ
q
t = ∆
q
CKM,
a property known from beyond the SM scenarios (see e.g. [109–111]) in which heavy
fermions mix with the SM quarks and/or new charged gauge bosons mix with the W
boson.2 In such models Eq.(2.4.114) would receive a shift that can be approximated
by
∆
(
Γq12
M q12
)
' (−48.75± 8.35)
[(
1− ∆
q
CKM
λqt
)2
− 1
]
· 10−4 . (5.2.1)
Given our imperfect knowledge of some of the elements of the CKM matrix, devi-
ations of the form ∆dCKM ' ∆sCKM = O(λ3) are not excluded phenomenologically.
1We do not distinguish here between the total B-meson decay rates ΓBd , ΓBs and ΓB+ and
the total b-quark decay rate Γtot, because the measured differences are smaller than the current
theoretical uncertainties.
2See also [112] for a recent discussion of a similar point.
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From Eq.(5.2.1) we then see that such a pattern of CKM unitarity violation can lead
to a relative enhancement of |Γd12/Md12| by up to 300%, while in the case of |Γs12/M s12|
the relative shifts can be 50% at most. Depending on the phase of ∆dCKM/λ
d
t the
new contribution in Eq.(5.2.1) could hence affect ∆Γd and a
d
sl in a significant way,
while leaving ∆Md, ∆Ms, ∆Γs and a
s
sl unchanged within the hadronic uncertainties.
5.3 The like-sign dimuon asymmetry
The D0 collaboration measured the like-sign dimuon charge asymmetry in pp¯ colli-
sions at
√
s = 1.96TeV [103–107] defined as
A ≡ N
++ −N−−
N++ +N−−
. (5.3.2)
In Eq.(5.3.2) N++ and N−− represent the number of events containing pairs µ+µ+
and µ−µ− respectively. In all the experimental measurements reported so far the
CP violation component of A has shown discrepancies with respect to the SM ex-
pectations. In the latest experimental analysis [107] A is written in terms of the
background term Abkg and the residual dimuon charge asymmetry ACP as
A = ACP + Abkg. (5.3.3)
Then ACP is further decomposed according to
ACP = FSSAS + FSLaS, (5.3.4)
where AS is the result of B and B¯ mesons decaying into µ
+µ+ and µ−µ− pairs, it
does include contributions from CP violation in mixing (AmixS ) and CP violation in
interference (AintS )
AS = A
mix
S + A
int
S . (5.3.5)
In addition, in Eq.(5.3.5) aS quantifies the asymmetry from single muon production,
FSS is the experimental sensitivity to two “long” lived muons and FSL determines
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the sensitivity to one “short” and one “long” lived muon 3.
The semileptonic charge asymmetry is directly computed from the semileptonic
asymmetries adsl and a
d
sl as the result of CP violation in interference, this will be
shown in Section 5.3.1
Absl = C
sassl + C
dadsl. (5.3.6)
According to the information provided by D0 [104–107] AmixS and aS can be expressed
in terms of the semileptonic charge asymmetry Absl as
AmixS = CbA
b
sl aS = cbA
b
sl, (5.3.7)
the coefficients Cb and cb are obtained by experimentalist from simulation; as a
rough estimation Cb ∈ (0.45, 0.58) and cb ∈ (0.03, 0.11), the latest values can be
found in [107].
Before 2013 the theoretical explanation behind AS in Eq.(5.3.5) considered only
AmixS , based on this interpretation the experimental result in [106] showed a 4.2 σ
deviation with respect to the SM value. Then in [102] CP violation in interference
was included AintS , as a matter of fact one of the conclusions of the analysis developed
in [102] was AintS ∝ ∆ΓdΓd . Combining Eq.(5.3.4), Eq.(5.3.5), Eq.(5.3.7) and Eq.(5.3.6)
we can formally write [107]
ACP = C
s
sla
s
sl + C
d
sla
d
sl + Cint
∆Γd
Γd
. (5.3.8)
The coefficients Cssl, C
d
sl, Cint can be computed from the equations introduced in
this section and the numerical inputs provided in e.g. [107], this will not be necessary
for this chapter. The corresponding set of values used for our investigation of duality
violation appears in Chapter 6 in Tab.6.4.
The formula presented in Eq.(5.3.8) has, in principle, potential for explaining the
measured value for ACP as the result of new physics in ∆Γd. Nevertheless, a closer
3 According to [107] “long” lived muons are those produced by particles travelling long distances
before decaying within the detector. In contrast “short” lived muons are the result of the decay of
particles within the beam pipe at small distances from the pp¯ interaction point. Short lived muons
are considered signal since their production is not affected by interactions in the detector material,
on the other hand long lived muons are treated as background.
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look at the derivation presented in [102] shows that some assumptions made should
be reviewed before accepting Eq.(5.3.8) as the correct theoretical interpretation
behind the measurements reported by D0. In order to gain a deeper understanding
of the issues related with Eq.(5.3.8), we review in Section 5.3.1 and Section 5.3.2 how
AmixS and A
int
S arise respectively. Finally in Section 5.3.3 we discuss the conceptual
problems identified by the flavour physics community on the interference term AintS =
Cint
∆Γd
Γd
.
5.3.1 CP violation in mixing contribution
To begin our discussion we write Absl in Eq.(5.3.7) as
Absl =
Γ
(
bb¯→ µ+µ+X
)
−Γ
(
bb¯→ µ−µ−X
)
Γ
(
bb¯→ µ+µ+X
)
+Γ
(
bb¯→ µ−µ−X
) . (5.3.9)
Where Γ
(
bb¯ → µ+(−)µ+(−)X
)
are the partial decay widths of the like-sign muon
pairs produced from the decays of neutral B mesons. For the purposes of our
discussion it is more convenient to address these contributions in terms of the b(b¯)
quarks inside the mesons rather than the mesons themselves. Here we assume that
each one of the muons in a particular like-sign dimuon pair is generated by a different
neutral B-meson; moreover, we assume that the µ particles are produced from the
decay products of the b quarks inside the hadrons. A muon is considered to be
“right sign” (RS) if the sign of its electric charge matches the sign of the charge of
the b-quark inside the neutral meson from which it was generated. Otherwise the
muon is labelled as “wrong sign” (WS). Consider the first term in the numerator of
Eq.(5.3.9), we make the following factorization
Γ
(
bb¯→ µ+µ+X
)
= Γ+RSΓ
+
WS. (5.3.10)
Here Γ+RS and Γ
+
WS correspond to the partial widths associated with the production
of a µ+ out of a neutral meson containing a b¯ and a b quark respectively. Being
rigorous, for each one of the partial widths there are two possible CP violation
mechanisms entering, to illustrate this point consider for example Γ+WS
Γ+WS = Γ
+
mix,WS + Γ
+
int,WS. (5.3.11)
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In Eq.(5.3.11) Γ+mix,WS is the decay width of the decay chain B¯
0
d,s → B0d,s → µ+ +X,
i.e. is the result of the mixing process of neutral B-mesons. Using the notation
followed in [102] we will denote the mixing subprocesses B¯0d,s → B0d,s as b → b¯ and
B0d,s → B¯0d,s as b¯ → b whenever this becomes more convenient. The interference
width Γ+int,WS results from the inclusive decay chain b → f → µ + X ′ where f is a
common state in which the B¯0s,d and the B
0
s,d mesons can decay, we will elaborate on
this contribution in Section 5.3.2, then in order to keep our explanation as simple as
possible, we will ignore all the interference effects in the remainder of this section.
The explicit formula for Γ+mix,WS is
Γ+mix,WS = fdT (B¯
0
d → B0d)Γdsl + fsT (B¯0s → B0s )Γssl, (5.3.12)
where fd,s are the experimental production fractions of Bd,s; T (B¯
0
d,s → B0d,s) are the
time integrated mixing probabilities and Γd,ssl are the semileptonic widths for B
0
d,s
decaying into µ+ (the subindex “sl” stands for “semileptonic”).
In a similar way we write for the right sign component in Eq.(5.3.10)
Γ+mix,RS = fdT (B
0
d → B0d)ΓdSL + fsT (B0s → B0s )ΓsSL, (5.3.13)
the definitions of the different factors in Eq.(5.3.13) are analogous to those already
introduced for Eq.(5.3.12).
The treatment for Γ
(
bb¯→ µ−µ−X
)
in the numerator of Eq.(5.3.9) is similar to the
one followed for Γ
(
bb¯→ µ+µ+X
)
in particular we have
Γ
(
bb¯→ µ−µ−X
)
= Γ−RSΓ
−
WS, (5.3.14)
with
Γ−mix,WS = fdT (B
0
d → B¯d)Γdsl + fsT (B0s → B¯s)Γssl,
Γ−mix,RS = fdT (B¯
0
d → B¯0d)Γdsl + fsT (B¯0s → B¯0s )Γssl. (5.3.15)
In our previous discussion we have followed the assumption made by experimentalists
[104] of having the same production fractions fd and semileptonic decay rates Γ
d
sl for
B0d and B¯
0
d mesons (and correspondingly for B
0
s and B¯
0
s ), under this consideration
the following equality holds
Γ+mix,RS = Γ
−
mix,RS, (5.3.16)
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and Eq.(5.3.9) becomes
Absl =
Γ+mix,WS − Γ−mix,WS
Γ+mix,WS + Γ
−
mix,WS
. (5.3.17)
The time integrated probabilities in Eq.(5.3.12) and Eq.(5.3.15) can be obtained
from the time integrals of the functions g±(t) in Eq.(1.3.61) and Eq.(1.3.63) accord-
ing to the following set of equations
T (B0d,s → B¯0d,s)(t) =
∣∣∣q
p
g−(t)
∣∣∣2
d,s
→ T (B0d,s → B¯0d,s) =
(∣∣∣q
p
∣∣∣2Z−
2Γ
)
d,s
,
T (B¯0d,s → B0d,s)(t) =
∣∣∣p
q
g−(t)
∣∣∣2
d,s
→ T (B¯0d,s → B0d,s) =
(∣∣∣p
q
∣∣∣2Z−
2Γ
)
d,s
,
T (B0d,s → B0d,s)(t) =
∣∣∣g+(t)∣∣∣2
d,s
→ T (B0d,s → B0d,s) =
(Z+
2Γ
)
d,s
,
T (B¯0d,s → B¯0d,s)(t) =
∣∣∣g+(t)∣∣∣2
d,s
→ T (B¯0d,s → B¯0d,s) =
(Z+
2Γ
)
d,s
. (5.3.18)
The set of extra functions required in Eq.(5.3.18) are
xd,s =
(∆m
Γ
)
d,s
,
yd,s =
(∆Γ
2Γ
)
d,s
,
Z+d,s =
( 1
1− y2 +
1
1 + x2
)
d,s
,
Z−d,s =
( 1
1− y2 −
1
1 + x2
)
d,s
,(q
p
)
d,s
= e(−2iβd,s)
[
1− a
d,s
sl
2
]
. (5.3.19)
In the last equality of Eq.(5.3.19) we have used the connection between q/p and the
semileptonic asymmetries ad,ssl as given by Eq.(1.3.55) and Eq.(1.3.56).
If we substitute Eq.(5.3.19) inside Eq.(5.3.12) and inside the first expression in
Eq.(5.3.15) we get
Γ−mix,WS =
∑
q=d,s
fq
(
1− aqsl
)Z−
2Γ
Γqsl,
Γ+mix,WS =
∑
q=d,s
fq
(
1 + aqsl
)Z−
2Γ
Γqsl. (5.3.20)
Finally plugging Eq.(5.3.20) into Eq.(5.3.17) we obtain
Absl =
fd
Z−d
Γd
Γdsl a
d
sl + fs
Z−s
Γs
Γssl a
s
sl
fd
Z−d
Γd
Γdsl + fs
Z−s
Γs
Γssl
= Cdadsl + C
sassl, (5.3.21)
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with
Cq =
fq
Z−q
Γq
Γqsl
fd
Z−d
Γd
Γdsl + fs
Z−s
Γs
Γssl
. (5.3.22)
The result presented in Eq.(5.3.20) is just the standard expression for the semilep-
tonic charge asymmetry Absl and it is due entirely to CP violation in mixing.
5.3.2 Borissov-Hoeneisen derivation of the interference con-
tribution
We now discuss the connection between the contribution from CP violation in inter-
ference AintS and the mixing observable ∆Γd, the notation used in this section will
be consistent with the one introduced in the original reference [102].
As it was mentioned in Section 1.3.7, CP violation in interference occurs when there
are common hadronic states in which both the B¯0q and its CP conjugate can decay.
In [102] the attention is centred on states f scc (f
d
cc) achieved through the quark level
transitions b→ cc¯s (b→ cc¯d). The possible sources of single muons included in [102]
are summarized on Tab. (5.1) where the weights wi (for i = 1, .., 6) determine the
probabilities for different decay channels. In particular, we are interested in the
decay probability into intermediate states containing two charm quarks, this is given
by w3 = w3d + w3s, being w3d and w3s the partial contributions from B
0
d(B¯
0
d) and
B0s (B¯
0
s ) mesons respectively.
To begin with, we will estimate how likely it is to get pairs µ−µ− in the final state;
the probability that an initial b quark produces a “right sign” (RS) µ− is
Pb ∝ 0.5w3d(fi)
[
1 + Si
xd
1 + x2d
]
+ w1a + w2b + 0.5 (w3s + w3fs + w4 + w5)
= 0.5w3d(fi)Si
xd
1 + x2d
+ 0.5 (w3 + w4 + w5) + w1a + w2b. (5.3.23)
In the same way the probability of obtaining a “wrong sign” (WS) µ− out of a b¯ is
Pb¯ ∝ 0.5w3d(fi)
[
1− Si xd
1 + x2d
]
+ w1b + w2a + 0.5 (w3s + w3fs + w4 + w5)
= −0.5w3d(fi)Si xd
1 + x2d
+ 0.5 (w3 + w4 + w5) + w1b + w2a. (5.3.24)
In the case of µ+µ+ production we consider the following two probabilities
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Process Weight
b→ µ−X w1 ≡ 1
b→ µ−X(non− osc) w1a = (1− χ0)w1
b¯→ b→ µ−X(osc) w1b = χ0w1
b→ c→ µ+X w2 = 0.096± 0.012
b→ c→ µ+X(non− osc) w2a = (1− χ0)w2
b¯→ b→ c→ µ+X(osc) w2b = χ0w2
b→ cc¯q with c→ µ+X or c¯→ µ−X w3 = 0.064± 0.006
η, ω, ρ0, φ(1020), J/ψ, ψ
′ → µ+µ− w4 = 0.021± 0.002
bb¯cc¯ with c→ µ+X or c¯→ µ−X w5 = 0.013± 0.002
cc¯ with c→ µ+X or c¯→ µ−X w6 = 0.675± 0.101
Table 5.1: Sources of single muons included in the Borissov-Hoeneisen analysis.
P
′
b ∝ 0.5w3d(fi)
[
1− Si xd
1 + x2d
]
+ w1a + w2b + 0.5 (w3s + w3fs + w4 + w5)
= −0.5w3d(fi)Si xd
1 + x2d
+ 0.5 (w3 + w4 + w5) + w1a + w2b
P
′
b¯ ∝ 0.5w3d(fi)
[
1 + Si
xd
1 + x2d
]
+ w1b + w2a + 0.5 (w3s + w3fs + w4 + w5)
= 0.5w3d(fi)Si
xd
1 + x2d
+ 0.5 (w3 + w4 + w5) + w1b + w2a (5.3.25)
where P
′
b and P
′
b¯
correspond to the “wrong sign” (WS) and the “right sign” (RS)
contributions respectively.
The extra factors 1± Si xd1+x2d in Eq.(5.3.23), Eq.(5.3.24) and Eq.(5.3.25) allow us to
make a distinction between the contributions from B0d and B¯
0
d , they are required
since w3d was calculated including both contributions together [113]; Si accounts for
the eigenvalue of the intermediate states f s,dcc under CP transformations and for the
weak phase arising in the decays B0q → f s,dcc , in the SM
Si = ± sin(2βd). (5.3.26)
In principle there should be analogous factors 1 ± Si xs1+x2s multiplying the weights
w3s from B
0
s and B¯
0
s mesons; however, in this case the ratio
xs
1+x2s
is roughly ten
times smaller than xd
1+x2d
and its overall contribution to Eq.(5.3.23), Eq.(5.3.24) and
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Eq.(5.3.25) can be neglected.
The number of events with pairs of µ−µ− and µ+µ+ arising from CP violation
in interference are proportional to PbPb¯ and P
′
bP
′
b¯
respectively, therefore AintS in
Eq.(5.3.5) is computed as
AintS =
PbPb¯ − P ′bP ′b¯
PbPb¯ + P
′
bP
′
b¯
. (5.3.27)
After some algebra we write the numerator in Eq.(5.3.27)
PbPb¯ − P ′bP
′
b¯ = w3d(fi)Si
xd
1 + x2d
[w1a + w2b − w1b − w2a] . (5.3.28)
We simplify the expression inside the square braket in Eq.(5.3.28) using Eq.(5.3.23)
and Eq.(5.3.24); we find
w1a + w2b − w1b − w2a = Pb − Pb¯ − w3d(fi)Si
xd
1 + x2d
. (5.3.29)
Plugging Eq.(5.3.29) into Eq.(5.3.28) and neglecting the factor
(
w3d(fi)Si
xd
1+x2d
)2
we
get for the numerator in Eq.(5.3.27)
PbPb¯ − P ′bP
′
b¯ = w3d(fi)Si
xd
1 + x2d
(Pb − Pb¯) , (5.3.30)
and for the denominator we use the following approximation
PbPb¯ + P
′
bP
′
b¯ ≈ 2PbPb¯. (5.3.31)
Substituting Eq.(5.3.30) and Eq.(5.3.31) into Eq.(5.3.27) we arrive to the master
equation
Aint,dS ≈
w3d(fi)
2
Si
xd
1 + x2d
(Pb − Pb¯)
PbPb¯
. (5.3.32)
We now focus or attention on the weight w3d, its expression is provided in [102]
w3d(fi) = fdα
Br(B0d → fi)Br(fi → µX)
Br(b→ µX) , (5.3.33)
where Br(B0d → fi) and Br(fi → µX) are the branching fractions of the processes
B0d → fi and fi → µX respectively. As a matter of fact Br(B0d → fi) is an averaged
branching fraction that takes into account contributions from both B0d and B¯
0
d .
Br(b → µX) is the average branching fraction of the direct decay of all B hadrons
to muons weighted with the relative production rate of different B hadrons at the
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hadron collider; fd is the fraction of B
0
d plus B¯
0
d in the mixture of b-hadrons; the
coefficient α is the ratio of detector acceptances of muons from D+ and B0d decays.
The expression for α as given in [102] is
α = w3
Br(b→ µX)
Br(b→ cc¯X)Br(cc¯qq¯′ → µX) . (5.3.34)
In Eq.(5.3.34) Br(b → cc¯X) stands for the branching fraction of B hadron decays
with a cc¯ pair and Br(cc¯qq¯′ → µX) is the average branching fraction of the direct
decay of all charmed hadrons to muons weighted with the relative production rate
of different pairs of c hadrons in B decays.
Inserting Eq.(5.3.34) inside Eq.(5.3.33) and identifying the experimentally deter-
mined parameter δ =
Br(B0d→µX)
Br(b→cc¯X) we obtain the final version for the formula of
w3d(fi)
w3d(fi) = fdw3
Br(B0d → fi)
Br(b→ cc¯X)δ. (5.3.35)
We are interested in the combination of factors w3d(fi)Si inside Eq.(5.3.32), we
include all the intermediate states decaying into muons by summing over the index
i. Following the procedure indicated in [102], the final states fi are divided depending
on their behaviour under CP transformations into CP even and CP odd, then using
Eq.(5.3.35) and Eq.(5.3.26) we can write∑
i
w3d(fi)Si =
fdw3δ
Br(b→ cc¯X)
∑
i
Br(B0 → fi)Si
= −sin(2βd)fdw3δBr(b→ cc¯X)
[
Br(B0,evend )− Br(B0,oddd )
]
. (5.3.36)
Considering that in the SM the CP violation of neutral B mesons in mixing is
small, the mass eigenstates of the B0 system coincide approximately with the CP
eigenstates [114] this allow us to establish the following equality between the decay
width differences
∆Γd = ∆Γd,CP = Γ(B
0,even
d )− Γ(B0,oddd ) = Γd
(
Br(B0,evend )− Br(B0,oddd )
)
.
(5.3.37)
Plugging Eq.(5.3.37) into Eq.(5.3.36) we obtain∑
i
w3d(fi)Si = −sin(2βd)fdw3δBr(b→ cc¯X)
∆Γd
Γd
.
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We have reached the end of our derivation, we substitute back Eq.(5.3.38) into Eq.
5.3.32 to get
AintS = −
( sin(2βd)fdw3δ
2 Br(b→ cc¯X)
xd
1 + x2d
(Pb − Pb¯)
PbPb¯
)∆Γd
Γd
. (5.3.38)
5.3.3 Issues with the Borissov-Hoeneisen derivation
As discussed previously in Section 1.2.2 there is CP violation in the SM if and only if
the Jarlskog commutator in Eq.(1.2.40) gives a non null value. If we take the formal
limit mc → mu, we have degeneracy between the 1st and the second families of
quarks. Then as expected the Jarlskog commutator in Eq.(1.2.40) is identically zero
and CP violation is removed from the SM. To test the consistency of our formulas
we should verify that all the CP asymmetries vanish in this limit. As pointed out
in [115] this holds for the semileptonic asymmetries, so that Absl = 0; however, if
we consider the result in Eq.(5.3.38) for AintS we find A
int
S 6= 0. This suggest that
during our derivation in Section 5.3.2 the contributions from the up quark that
were left out should be taken into account. This is not a surprise considering that
during the determination of AintS 6= 0 it was always assumed that the leading term in
interference is dominated by the hadronic states arising in the quark level transition
b → cc¯d, and the effects from the channels b → cu¯d, b → uc¯d and b → uu¯d were
completely ignored. The main conclusions from [115] are
• The contributions from CP violation in interference AintS should be included
in the theoretical interpretation of the like-sign dimuon asymmetry.
• The physical quantities AintS and ∆Γd have a different dependency on Γd,cc,
Γd,uc and Γd,uu. The extra components involving the up quark, neglected in
the study [102], will allow us to fulfil the Jarlskog criteria in the limit case
mc → mu.
• Based on a simple analysis of the CKM structure of Eq.(5.3.38) it is suggested
that as a first correction an extra factor of 1/2 should be introduced.
To conclude this section let us outline a possible path towards the inclusion of the
up quark contributions in AintS . To begin with we write the interference decay widths
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considering intermediate states fdcc, f
d
cu, f
d
uc and f
d
uu accessible through the quark
level transitions b → cc¯d, b → cu¯d, b → uc¯d and b → uu¯d, respectively (and
analogously for the b→ s decays). For the purposes of illustration we consider the
widths for the “right sign” (RS) and the “wrong sign” (WS) muons µ+
Γ+int,RS = Γ(B
0
d → fdcc¯ → µ+Xcc¯) + Γ(B0d → fduu¯ → µ+Xuu¯)
+ Γ(B0d → fduc¯ → µ+Xuc¯) + Γ(B0d → fdu¯c → µ+Xu¯c)
+
(
d→ s
)
Γ+int,WS = Γ(B¯
0
d → fdcc¯ → µ+Xcc¯) + Γ(B¯0d → fduu¯ → µ+Xuu¯)
+ Γ(B¯0d → fduc¯ → µ+Xuc¯) + Γ(B¯0d → fdu¯c → µ+Xu¯c)
+
(
d→ s
)
. (5.3.39)
To understand how the different mixing structures Γd,ab12 may arise consider for ex-
ample∑
fdcc¯
Γ(B¯0d → fdcc¯ → µ+Xc¯c) ∝
∑
fdcc¯
∫ ∞
0
| < fdcc¯|B¯0d(t) > |2dt× Prob(c→ µ+).
(5.3.40)
The summation in Eq.(5.3.40) runs over all the possible intermediate hadronic states
that can be obtained through the decay chain b→ cc¯d. When writing the right hand
side of Eq.(5.3.40) we are expressing the amplitude for the process B¯0d → fdcc¯ →
µ+Xcc as the product of two subamplitudes. The first one, given by < fcc¯|B¯0d(t) >,
has to do with the purely hadronic transition B¯0d → fcc¯. The second one, accounting
for the semileptonic decay process fdcc¯ → µ+Xcc, is introduced through Prob(c →
µ+). One of the central assumptions make by [102] and [115] is that the probability
for the decays fdcc¯ → µ+Xcc is the same independently of the intermediate state
fdcc¯, so that the factor Prob(c → µ+) can be taken out of the summation symbol
in Eq.(5.3.40). However this is not totally justified because at exclusive level the
hadronic states fdcc¯ have different probabilities for decaying into muons. In order to
make progress in our discussion, let us assume that this technicality is already solved
and that we can indeed assume an universal factor Prob(c → µ+) in Eq.(5.3.40).
Then we can write
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fdcc¯
| < fdcc¯|B¯(t) > |2 × Prob(c→ µ+) = Prob(c→ µ+)
∑
fdcc¯
| < fcc¯|B¯(t) > |2
=
∑
fdcc¯
{
|p
q
g−(t)Afcc¯ |2 + |g+(t)A¯fdcc¯ |2
+2Re
[(p
q
)∗
g+(t)g
∗
−(t)A
∗
fcc¯A¯fcc¯
]}
×Prob(c→ µ+). (5.3.41)
Here we are particularly interested in the last term on the right hand side of
Eq.(5.3.41). After summing over all the intermediate states fcc¯ we obtain the fi-
nal result ∑
fdcc¯
A∗fdcc¯A¯fdcc¯ ∝ Γ
d,cc
12 . (5.3.42)
Analogous expressions proportional to Γd,uc12 and Γ
d,uu
12 are obtained when calculating
for the intermediate states fdcu¯, f
d
uc¯ and f
d
uu¯.
5.4 New physics in ∆Γd: current-current opera-
tors
The possibility of enhancing ∆Γd through new physics in the tree level Wilson coef-
ficients C1 and C2 was considered for the first time in [2]. In Chapter 4 we made a
deeper and more careful analysis by using a full statistical fit (in contrast the investi-
gation in [2] was based on a naive parameter space scan). Considering the outcomes
of this analysis we can now formulate stronger and more refined conclusions. Our
channel by channel study in Section 4.8 is summarized in Tab.5.4 depending on the
new physics effects in ∆C1 and ∆C2. The enhancement factors in Tab.5.4 for the
channels b → uu¯d and b → cu¯d are bigger in comparison with our previous results
in [2]. This is totally understandable since the statistical fit permits bigger new
physics regions when taking into account the errors in different input parameters
simultaneously. This is particularly relevant for observables calculated within the
QCD factorization framework where the effects of the power corrections become im-
portant. As a matter of fact these contributions were completely omitted in [2]. In
addition, in our new analysis we have excluded the total life time of the B mesons,
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Channel Enhancement due to ∆C1 Enhancement due to ∆C2
b→ uu¯d — (0.55, 1.76)
b→ cu¯d (0.24, 2.60) (−0.93, 2.18)
b→ cc¯d — (−3.90, 2.60)
Table 5.2: Enhancements on ∆Γd based on b→ d transitions.
this automatically increases the upper bounds for ∆Γd in the b→ cu¯d channel when
fitting for ∆Ccu2 . In [2] an enhancement factor greater than 10 was claimed originat-
ing from the decay channel b → cc¯d. Now according to our study in Section 4.8.3
the enhancement bounds do not go beyond 2.6 (see Fig. 4.18). The reason for this
is that bigger enhancement factors will violate the current experimental bounds in
∆Γd: −3.90 < ∆Γexpd /∆ΓSMd < 2.6. All in all, the possible new physics enhance-
ments in ∆Γd due to our uncertainty in tree level b-quarks decays are sizeable and
saturate the bounds established by the most recent experimental measurements.
5.5 New physics in ∆Γd:
(
d¯b
)
(τ¯ τ ) operators
In this section we study possible effects on ∆Γd related to effective operators of
the form
(
d¯b
)
(τ¯ τ). The analogous operators for the Bs-meson system (i.e. those
obtained by replacing d → s) were introduced in [116] and used in studying ∆Γs.
The corresponding effective Hamiltonian reads
Hb→dτ+τ−eff = −
4GF√
2
λdt
∑
i,j
Ci,j(µ)Qi,j , (5.5.43)
and involves the following complete set of operators
QS,AB = (d¯ PA b)(τ¯ PB τ) ,
QV,AB = (d¯ γ
µPA b)(τ¯ γµPB τ) ,
QT,A = (d¯ σ
µνPA b)(τ¯ σµνPB τ) ,
(5.5.44)
where PL,R = (1∓γ5)/2 and A,B = L,R. In addition to these operators, our analysis
uses the dimension-six effective Hamiltonian describing b→ d`+`− transitions (` =
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e, µ, τ). We write this as
Hb→d`+`−eff = −
4GF√
2
λdt
∑
i
Ci(µ)Qi . (5.5.45)
The most important operators in what follows are
Q7 =
e
(4pi)2
mb
(
d¯ σµνPR b
)
Fµν ,
Q9 =
e2
(4pi)2
(
d¯ γµPL b
) (
¯`γµ `
)
,
Q10 =
e2
(4pi)2
(
d¯ γµPL b
) (
¯`γµγ5 `
)
,
(5.5.46)
and their chirality-flipped counterparts Q′i obtained through the interchange PL ↔
PR.
The operators in Eq.(5.5.44) are interesting because they can give large contributions
to ∆Γd, but are only weakly constrained by experimental data. We will see that
in the case of the Bd-meson system the various direct and indirect bounds on the
Wilson coefficients of the operators in Eq.(5.5.44) are generally weaker than in the
B¯0s -meson system and that large enhancements of ∆Γd due to such operators are not
yet ruled out. We derive direct bounds, where the operators contribute to tree-level
matrix elements, from the decays B¯0d → τ+τ−, B → Xdτ+τ− and B+ → pi+τ+τ−.
Indirect bounds, where the operators contribute either through operator mixing and
loop-level matrix elements, are based on B → Xdγ and B+ → pi+µ+µ− decays. We
discuss the two cases in turn.
5.5.1 Direct bounds
We first investigate direct constraints from the decay Bd → τ+τ−. At present, the
only experimental information on this decay is the 90% CL bound from [117]:
Br (Bd → τ+τ−) < 4.1 · 10−3 . (5.5.47)
The theory prediction, including both SM and the effects of the operators in Eq.
(5.5.44) can be extracted from [118]. The result depends on the SM coefficient C10 in
addition to the Wilson coefficients CS,AB and CV,AB, but not on the tensor coefficients
CT,A. Moreover, due to a loop suppression factor of α/pi, the SM contribution alone
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is quite small, Br (Bd → τ+τ−)SM ' 2.3 · 10−8 [119]. We therefore neglect it in
obtaining bounds on the coefficients of the new operators. Furthermore, as before
we assume the dominance of a single operator at a time, neglecting interference terms
of the new operators both with the SM contribution and with themselves. Following
this procedure, we can set bounds on the absolute values of the coefficients CS,AB
and CV,AB, independent of the chirality structure. Giving up this assumption, would
lead to considerably larger bounds on ∆Γd. In that respect our estimates are very
conservative.
The branching ratio depends on a number of input parameters. Some of these are
common to the other decays discussed in this section: for these we use the values
of GF , MBd , τBd , fBd , |λtd|, mτ , α(MZ), mpoleb and md summarised in Tab.3 of [2].
We then obtain at mb = mb(mb) ' 4.2 GeV the results |CS,AB(mb)| < 1.1 and
|CV,AB(mb)| < 2.2, which are also collected in Tab.5.3. These are the strongest
bounds on the scalar and vector coefficients that will emerge from our analysis.
We next consider inclusive and exclusive b → dτ+τ− decays. In this case, there
are no direct experimental bounds on the branching ratios. However, we can use
information from the Bd,s-meson lifetimes to estimate the potential size of new-
physics contributions to these decays. We first note that the SM prediction for the
lifetime ratio is very close to unity [16,120–123](
τBs
τBd
− 1
)
SM
= (0.050± 0.108) % . (5.5.48)
Current experimental measurements [1] show some tension with this prediction:(
τBs
τBd
− 1
)
= (−1.0± 0.4) % . (5.5.49)
Comparing the results and assuming no new physics in the B0s system, one can get
a rough bound on the size of possible new-physics contributions ΓNPd to the total
Bd-meson decay rate Γd, namely
ΓNPd
Γs
= (1.05± 0.41) % . (5.5.50)
At 90% CL one obtains
Br (Bd → X) ≤ 1.72% . (5.5.51)
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We now turn this estimate into bounds on Wilson coefficients using the theoretical
expressions for the B → Xdτ+τ− and B+ → pi+τ+τ− branching ratios. In con-
trast to Bd → τ+τ− decays, in these cases all operators contribute, so we also gain
information on the tensor coefficients. However, once again the results are inde-
pendent of the chirality structure and allow us to constrain only absolute values of
the coefficients. For the inclusive decay B → Xdτ+τ−, we use the expressions for
the branching ratios given in Section 3 and the appendix of [116] after appropriate
modifications. Most of the inputs to the branching ratio are common to Bd-meson
and Bs-meson decays. Apart from trivial differences related to meson masses and
lifetimes (for the exclusive decay we use τB+ and the CKM factor |V ∗tdVtb|/|Vcb| given
in Tab.3 of [2]). The exclusive decay B+ → pi+τ+τ− depends on these parameters
and also three B → pi form factors (f+,T,0), as a function of the dilepton invariant
mass, denoted as q2. For these we use the results of [124].4 Moreover, we integrate
over the full kinematic range q2 ∈ [4m2τ , (MB+ −Mpi+)2].
We must also decide on a value for the experimental branching ratios. At present, we
can only use Eq.(5.5.51) to estimate the size of the B → Xdτ+τ− and B+ → pi+τ+τ−
branching ratios, which most likely overestimates their allowed ranges. Here, a direct
experimental bound would be very helpful. For reference, we collect the obtained
bounds on the Wilson coefficients using the 90% CL estimates in Tab.5.3. In Sec-
tion 5.5.3, we will show the size of possible enhancement of ∆Γd as a function of
measured branching ratios. Compared to the bounds on the B → Xdτ+τ− and
B+ → pi+τ+τ− branching ratios estimated through (5.5.51), we find tiny SM pre-
dictions
Br (B → Xdτ+τ−)SM = (1.2± 0.3) · 10−8 ,
Br (B+ → pi+τ+τ−)
SM
= (1.5± 0.5) · 10−8 .
(5.5.52)
In both cases our results refer to the fully-integrated and non-resonant branching
ratios. The inclusive decay includes just the LO corrections, but accounts for con-
tributions proportional to the tau mass that are of kinematic origin [125]. As for
4We have also derived bounds using the form factors from [126], which yield similar but slightly
more stringent bounds.
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the exclusive mode, we stayed within naive factorisation and the error reflects the
uncertainty due to the use of different B → pi form-factor determinations [124,126].
5.5.2 Indirect bounds
Indirect bounds arise from cases where the operators in Eq.(5.5.44) do not give tree-
level contributions to the decays, but contribute either through operator mixing,
through loop-level matrix elements or through both. The theoretical expressions
needed to set various indirect bounds can be adapted from [116]. It turns out that
the most stringent indirect bounds on the Wilson coefficients can be derived from
B → Xdγ and B+ → pi+µ+µ− decays. We have also examined constraints from
Bd → γγ decays, but these are rather weak compared to the other decays and in
some cases they depend very strongly on hadronic input parameters, so we do not
discuss them further.
We first derive bounds from B → Xdγ decays. The structure of branching ratios for
these decays is discussed in [84,127]. We find that the perturbative quantity P (E0)
introduced in the estimation of Br(B → Xdγ) can be written as
P (E0) =
∣∣∣CSM(0)7 (mb) + ∆Ceff7 (mb)∣∣∣2 + ∣∣∣∆Ceff7 ′(mb)∣∣∣2 , (5.5.53)
where
∆C
eff(′)
7 (mb) =
√
xτ
(
0.62− 1.09 η−16 + 4 lnxτ
)
CT,R(L)(mb) . (5.5.54)
We have defined
√
xτ ≡ mτ/mpoleb and the quantity η6 ≡ αs(ΛNP)/αs(mt), where αs
is to be evaluated with six active flavours. The first two terms in Eq.(5.5.54) arise
from operator mixing and the third is the matrix element of QT,A. In order to derive
90% CL constraints on the Wilson coefficients CT,A(mb), we insert Eq.(5.5.53) into
the formula for Br(B → Xdγ) provided in e.g. [84] and compare with the experi-
mental result in Eq.(4.5.64), as usual considering the dominance of one operator at
a time. This procedure yields for ΛNP ' 1 TeV the bounds |CT,R(mb)| < 0.2 and
|CT,L(mb)| < 0.1, which translate to |∆Ceff7 (mb)| < 0.7 and |∆Ceff′7 (mb)| < 0.3.
The rare decay B+ → pi+µ+µ− has been observed by LHCb [128] in the 2011 data
sample of 1 fb−1 with (25.3+6.7−6.4) events. This provides the first measurement of the
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non-resonant branching ratio
Br (B+ → pi+µ+µ−) = (2.3± 0.6) · 10−8 , (5.5.55)
integrated over the whole dilepton invariant mass range q2 ∈ [4m2µ, (MB+ −Mpi+)2].
In principle, the calculation of exclusive B → M`+`− (M = P, V ) decays is ad-
vanced, see [129] for the most recent prediction of B+ → pi+µ+µ− in the SM, where
B → pi`ν` data have been used to extract information on the form factors. The
inclusion of corrections beyond naive factorisation in QCD factorisation at low q2
has been discussed in [130] (see also [131]), whereas at high q2 a local operator
product expansion can be applied to account for resonant contributions [132, 133].
However, in the absence of experimental measurements for either region separately
and in view of the large experimental uncertainty, we evaluate the branching ratio in
the naive factorisation approximation following [134]. Employing the B → pi form
factors of [124], we obtain
Br (B+ → pi+µ+µ−)
SM
= (2.1± 0.4) · 10−8 . (5.5.56)
The given uncertainty encodes the error related to differences in the existing B → pi
form-factor determinations [124,126]. Our prediction in Eq.(5.5.56) is close both to
the measured value given in Eq.(5.5.55) and the SM value obtained in [129].
Like in the case of the inclusive decayB → Xdγ, the effective operators in Eq.(5.5.44)
contribute to B+ → pi+µ+µ− via mixing into the operators mediating b → dγ and
b → d`+`− (` = e, µ). The case of b → s transitions has been previously discussed
in [116] and can be adopted with appropriate replacements to b → d transitions.
One then finds contributions from the tensor coefficients CT,A, and also on the linear
combination (CV,AL+CV,AR) of the vector coefficients. The scalar Wilson coefficients
CS,AB are not subject to constraints from B
+ → pi+µ+µ−.
In Fig.5.1, we show the 90% CL regions in the planes of complex-valued CT,A(mb)
and
(
CV,AL(mb)+CV,AR(mb)
)
allowed by Br (B+ → pi+µ+µ−). In the plots a theory
uncertainty of 20% of the SM prediction is assumed and the form-factor predictions
[124] are used. We see that in the case of the tensor Wilson coefficients, B+ →
pi+µ+µ− provides at present the constraint |CT,A(mb)| . 1.2, which as indicated
is clearly weaker than the sensitivity of the inclusive decay B → Xdγ. Assuming
December 1, 2016
5.5. New physics in ∆Γd:
(
d¯b
)
(τ¯ τ ) operators 146
B®XdΓ: A=R A=L
SM
-0.5 0.0 0.5 1.0
-1.0
-0.5
0.0
0.5
1.0
Re CT,AHmbL
Im
C T
,
AH
m
bL SM
-1 0 1 2 3 4
-3
-2
-1
0
1
2
Re CV ,ABHmbL
Im
C V
,
A
B
Hm
bL
Figure 5.1: The 90% CL regions of CT,A(mb) (left) and
(
CV,AL(mb) + CV,AR(mb)
)
(right) from Br (B+ → pi+µ+µ−) (red) and Br (B → Xdγ) for T,A = T,R
(blue) and T,A = T, L (brown). The prospects assuming a measurement of
Br (B+ → pi+µ+µ−) with 7 fb−1 at LHCb are shown as dashed (green) contours.
single operator dominance, the current constraint on the vector Wilson coefficients
|CV,AB(mb)| . 4.0 is not as strong as the one from Bd → τ+τ−. For comparison
we also show contours assuming that LHCb has collected 7 fb−1 of data by 2017.
For this purpose the current statistical errors have been rescaled by a factor 1/
√
7.
This exercise shows the potential of this decay mode to reduce further the allowed
ranges of b → dτ+τ− Wilson coefficients. Depending on the central value of the
measurement, it will provide complementary constraints to B → Xdγ for the tensor
Wilson coefficients.
5.5.3 Maximal effects in width difference
We now explore the consequences of the bounds on the Wilson coefficients in Eq.
(5.5.43) obtained in the previous section on the size of possible enhancements in
∆Γd. Here we consider the new physics parameterization introduced in [52,135]
M q12 = M
q,SM
12 ∆q , ∆q = |∆q| eiφ
∆
q ,
Γq12 = Γ
q,SM
12 ∆˜q , ∆˜q = |∆˜q| e−iφ˜
∆
q .
(5.5.57)
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Constraint |CS,AB(mb)| |CV,AB(mb)| |CT,A(mb)|
direct
Br (Bd → τ+τ−) 1.1 2.2 —
Br (B → Xdτ+τ−) 10.6 5.3 1.5
Br (B+ → pi+τ+τ−) 5.9 6.2 2.9
indirect
Br (B → Xdγ) — —
0.2 for A = R
0.1 for A = L
Br (B+ → pi+µ+µ−) — 4.0 1.2
Table 5.3: Summary of direct and indirect bounds on the Wilson coefficients in
Eq.(5.5.43) at the bottom-quark mass scale mb = mb(mb) ' 4.2 GeV. The con-
straint from Bd → τ+τ− decay follows from the experimental 90% CL bound
Br (Bd → τ+τ−) < 4.1 · 10−3, whereas those from B → Xdτ+τ− and B+ → pi+τ+τ−
refer to the 90% CL estimate from Eq.(5.5.51). Note that the bounds are indepen-
dent of the chiral structure A,B = L,R unless explicitly indicated.
The observables are then modified with respect to their SM predictions according
to
∆Mq
∆MSMq
= |∆q| , ∆Γq
∆ΓSMq
= |∆˜q| cosφq
cosφSMq
,
aqsl
aq,SMsl
=
|∆˜q|
|∆q|
sinφq
sinφSMq
,
(5.5.58)
where the mixing phase is given by
φq = φ
SM
q + φ
∆
q + φ˜
∆
q . (5.5.59)
For the Bs-meson case expressions for this quantity as a function of the relevant
Wilson coefficients were presented in [116], and we can make use of these results
after a trivial substitution of CKM factors. Assuming single operator dominance,
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allowed by Bd ￿ Τ￿Τ￿
Bd ￿ Τ￿Τ￿
B ￿ XdΤ￿Τ￿
B￿ ￿ Π￿Τ￿Τ￿
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1.0
2.0
1.5
Br
￿￿￿ d￿￿￿
dSM
S
allowed by Bd ￿ Τ￿Τ￿
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Figure 5.2: 90% CL bounds on possible enhancements of ∆Γd induced by the dif-
ferent (d¯b)(τ¯ τ) operators. The left panel shows the effect of scalar operators, while
the right panel illustrates the case of vector operators. In both panels the yellow
region indicates the maximal enhancements that are consistent with Eq.(5.5.47).
The effect of an experimental improvement in the Bd → τ+τ−, B → Xdτ+τ− and
B+ → pi+τ+τ− branching ratios is indicated by the solid red, the dashed blue and
the dotted green curves, respectively.
we then find
|∆˜d|S,AB < 1 +
(
0.41+0.13−0.08
) |CS,AB(mb)|2 ,
|∆˜d|V,AB < 1 +
(
0.42+0.13−0.08
) |CV,AB(mb)|2 ,
|∆˜d|T,A < 1 +
(
3.81+1.21−0.74
) |CT,A(mb)|2 ,
(5.5.60)
where the quoted uncertainties are related to the theory error of ∆ΓSMd . The nu-
merical input values of the bag parameters BV , BS and B˜S are given in Tab.3 of [2].
Using the strongest bounds from Tab. 5.3, i.e. |CS,AB(mb)| . 1.1, |CV,AB(mb)| . 2.2,
|CT,L(mb)| . 0.1 and |CT,R(mb)| . 0.2, results in
|∆˜d|S,AB . 1.6 , |∆˜d|V,AB . 3.7 , |∆˜d|T,L . 1.05 , |∆˜d|T,R . 1.2 . (5.5.61)
These numbers imply that the scalar operators can lead to an enhancement of about
60% over the SM prediction, whereas in the case of vector operators even deviations
in excess of 270% are allowed. The possible deviations due to tensor operators can,
on the other hand, amount to at most 20%. Such small effects are undetectable
given that the hadronic uncertainty in ∆Γd is of similar size.
It is also interesting to study the impact future improved extractions of Br (Bd → τ+τ−),
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Br (B → Xdτ+τ−) and Br (B+ → pi+τ+τ−) will have on the maximal enhancements
in ∆Γd. Such a comparison is provided in Fig.5.2 for the scalar operators (left panel)
and the vector operators (right panel). The plots show that for both the scalar and
the vector operators and fixed branching ratio the Bd → τ+τ− decay always provides
the most stringent constraint on |∆Γd/∆ΓSMd |. This implies that in order to restrict
possible new-physics effects in ∆Γd, future measurements of the B → Xdτ+τ− or
B+ → pi+τ+τ− branching ratio have to surpass the present bound in Eq.(5.5.47) on
Br (Bd → τ+τ−). Numerically, we find that limits of Br (B+ → pi+τ+τ−) . 5.3·10−4
and Br (B → Xdτ+τ−) . 2.6 · 10−3 would be required in the case of the scalar and
vector operators to reach the current sensitivity of the Bd → τ+τ− branching ratio.
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Chapter 6
Constraints on the Hadron Quark
duality from Mixing observables
6.1 Introduction
Despite having passed numerous tests, the SM of particle physics, leaves many funda-
mental questions unanswered, which might be resolved by extensions of this model.
Flavour physics is an ideal candidate for general indirect new physics searches, as
well as for dedicated CP-violating studies, for this purpose hadronic uncertainties
on flavour observables have to be under control. Various flavour experiments have
achieved a high precision in many observables, in many cases challenging the preci-
sion of theory calculations. LHCb in particular contributes to the currently impres-
sive status of experimental precision. As we attempt to test the SM to the highest
level of precision, the question of how sure we can be about any deviations from
the current theoretical predictions being evidence of new physics comes to the fore.
Such a question is the subject we tackle in this chapter in the context of mixing
observables for the B0s , B
0
d and the D meson sectors.
Many current theory predictions rely on the Heavy Quark Expansion (HQE), we
will examine how the idea of quark-hadron duality – which is assumed by the HQE
– can be tested. We will use current data from B-mixing, the dimuon asymmetry,
and B-meson lifetimes to constrain violations of quark-hadron duality, and then see
how this affects the predicted values of other observables. We also investigate how
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the current trouble with inclusive predictions of mixing in the charm sector can be
explained through quark-hadron duality violation.
We discuss what improvements could be made in both theory and experiment in or-
der to further constrain duality violating effects, and what level of precision would
be necessary to properly distinguish between genuine new physics and merely a non-
perturbative contribution to the SM calculation. In this spirit, we also provide a first
attempt at improving the theory prediction, using the latest results and aggressive
error estimates to see how theory uncertainties could reduce in the near future.
6.2 Duality violation
In 1979 the notion of duality was introduced by Poggio, Quinn and Weinberg [136]
for the process e+ + e− → hadrons, actually the concept of duality was already used
in 1970 for electron proton scattering by Bloom and Gilman [137, 138]. The basic
assumption is that this process can be well approximated by a quark level calculation
of e+ + e− → q + q¯. Here we will investigate duality in the case of decays of heavy
hadrons, which are described by the heavy quark expansion (see e.g. [139–146] for
pioneering papers and [120] for a recent review). The HQE is a systematic expansion
of the decay rates of b-hadrons in inverse powers of the heavy quark mass
Γ = Γ0 +
Λ
mb
Γ1 +
Λ2
m2b
Γ2 +
Λ3
m3b
Γ3 +
Λ4
m4b
Γ4 + ... , (6.2.1)
with Λ being a scale of the order of the hadronic scale. Having a closer look one
finds that there are no corrections of order 1/mb and that corrections from the order
1/m3b onwards can be enhanced by an additional phase space factor of 16pi
2. The
HQE assumes quark hadron duality, i.e. that the hadron decays can be described at
the quark-level. A violation of duality could correspond to non-perturbative terms
like exp[−mb/Λ], which give vanishing contributions, when being Taylor expanded
around Λ/mb = 0 (see e.g. [147] and also [148] for a detailed discussion of duality,
its violations and some possible models for duality violations). To estimate the
possible size of these non-perturbative terms we note first that the actual expansion
parameter of the HQE is the hadronic scale Λ normalised to the momentum release√
M2i −M2f . For the decay of a free b-quark we get the set of numerical values
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Channel Expansion parameter x Numerical value Exp[-1/x]
b→ cc¯s Λ√
m2b−4m2c
≈ Λ
mb
(
1 + 2m
2
c
m2b
)
0.054− 0.58 9.4 · 10−9 − 0.18
b→ cu¯s Λ√
m2b−m2c
≈ Λ
mb
(
1 + 1
2
m2c
m2b
)
0.045− 0.49 1.9 · 10−10 − 0.13
b→ uu¯s Λ√
m2b−4m2u
= Λ
mb
0.042− 0.48 4.2 · 10−11 − 0.12
Table 6.1: Possible values for the HQE expansion parameter and non-perturbative
term for different b → s transitions. Here 0.2 GeV < Λ < 2.0 GeV, 4.18 GeV <
mb < 4.78 GeV and 0.975 GeV < mc < 1.67 GeV.
for the expansion parameter and the non-perturbative term presented on Tab.6.1
(varying Λ within 0.2 and 2 GeV, mb within 4.18 and 4.78 GeV and mc within 0.975
and 1.67 GeV).
From this simple numerical exercise one finds that duality violating terms could
easily be of a similar size as the expansion parameter of the HQE. Moreover, decay
channels like b→ cc¯s might be more strongly affected by duality violations compared
to e.g. b→ uu¯s. This agrees with the naive expectation that decays with a smaller
final state phase space might be more sensitive to duality violation.
Obviously duality cannot be proved directly, because this would require a complete
solution of QCD and a sub-sequent comparison with the HQE expectations, which
is clearly not possible. To make statements about duality violation in principle two
strategies can be performed:
• Study simplified models for QCD, e.g. the t’Hooft model (a two-dimension
model for QCD, see e.g. [147–152]) and develop models for duality violations,
like instanton-based and resonance-based models (see e.g. [147,148]).
• Use a pure phenomenological approach, by comparing experiment with HQE
predictions.
Here we followed the second strategy and used a simple parameterisation for duality
violation in mixing observables and lifetime ratios, which was most pronounced for
the b→ cc¯s channel. At this stage it is interesting to note that for many years there
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have been problems related to application of the HQE for inclusive b-hadron decays
and most of them seemed to be related to the b→ cc¯s channel:
• The experimental Λb lifetime was considerably lower than the theory pre-
diction, see e.g. the discussion in [153], where also a simple model for a
modification of the HQE was suggested in order to explain experiment, see
also [121] and [122]. The dominant contribution to the Λb lifetime is given by
the b → cu¯d and b → cc¯s transitions. To a large extent the Λb-lifetime prob-
lem has now been solved experimentally, see the detailed discussion in [120],
mostly by new measurements from LHCb [154–156]. However, there is still a
remaining large theory uncertainty due to unknown non-perturbative matrix
elements that could be calculated within lattice-QCD.
• For quite some time the values of the inclusive semi-leptonic branching ratio of
B-mesons as well as the average number of charm quarks per b-decay (missing
charm puzzle) disagreed between experiment and theory, see e.g. [157–160].
Modifications of the decay b→ cc¯s were considered as a potential candidate for
solving this problem. This issue has been improved considerably by new data
and and new calculations [108]. Again, there is still a considerable uncertainty
remains due to unknown NNLO-QCD corrections. First estimates suggest,
that these corrections could be large [161].
• Because of a cancellation of weak annihilation contributions it is theoretically
expected (based on the HQE) that the B0s -lifetime is more or less equal to the
B0d-lifetime, see e.g. [120]. For quite some time experiment found deviations of
τ(B0s )/τ(B
0
d) from one - we have plotted the experimental averages from HFAG
[1] from 2003 on in Fig.6.1. Currently, there is still a small difference between
data and the HQE prediction, which will be discussed further Section 6.2.3.
Here again a modification of the b→ cu¯d and/or the b→ cc¯s transitions might
solve the problem.
All of these problems are currently considerably softened and huge duality violations
are now ruled out by experiment [162], in particular by the measurement of ∆Γs,
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Figure 6.1: Historical values of the lifetime ratio τ(Bs)/τ(Bd) as reported by HFAG
[1] since 2003. The solid line shows the central value and the shaded line indicates
the 1 sigma region, the dotted line corresponds to the theory prediction, which is
essentially one, with a tiny uncertainty.
which is dominated by a b → cc¯s transition. But there is still space for a small
amount of duality violation - this amount will be quantified later in this Chapter.
We will thus investigate decay rate difference ∆Γs in more detail. According to the
HQE we get the following expansion for ∆Γs = 2|Γs12| cosφs12
Γs12 =
Λ3
m3b
(
Γ
s,(0)
3 +
αs
4pi
Γ
s,(1)
3 + ...
)
+
Λ4
m4b
(
Γ
s,(0)
4 + ...
)
+ ... . (6.2.2)
The leading term Γ
s,(0)
3 has been calculated quite some time ago in [163–168], NLO-
QCD corrections Γ
s,(1)
3 have been determined in [48, 53, 169] and sub-leading mass
corrections were done in [170–172]. Corresponding lattice values were determined
in [173–176].
The most recent numerical update for the mixing quantities is given in [15] (supersed-
ing the numerical predictions in [52,177]) and can be compared to the experimental
values from e.g. HFAG [1]. The theory prediction uses conservative ranges for the
input parameters - we will present a more aggressive estimate in Section 6.3 and in
Appendix E.
Experiment and theory agree very well for the quantities ∆Mq and ∆Γs. The semi-
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Observable SM Experiment
∆Ms (18.3± 2.7) ps−1 (17.757± 0.021) ps−1
∆Γs (0.088± 0.020) ps−1 (0.082± 0.006) ps−1
assl (2.22± 0.27) · 10−5 (−750± 410) · 10−5
∆Γs/∆Ms 48.1 (1± 0.173) · 10−4 46.2 (1± 0.073) · 10−4
∆Md (0.528± 0.078) ps−1 (0.5055± 0.0020) ps−1
∆Γd (2.61± 0.59) · 10−3 ps−1 0.657895(1± 10) · 10−3 ps−1
adsl (−4.7± 0.6) · 10−4 (−15± 17) · 10−4
∆Γd/∆Md 49.4 (1± 0.172) · 10−4 13.0147 (1± 10) · 10−4
Table 6.2: Numerical update for different mixing observables in the B0s and the B
0
d
sectors as presented in [15].
leptonic asymmetries and the decay rate difference in the B0d-system have not been
observed yet. More profound statements about the validity of the theory can be
made by comparing the ratio of ∆Γs and ∆Ms, where many theoretical uncertainties
cancel and we get (
∆Γs
∆Ms
)Exp
(
∆Γs
∆Ms
)SM = 0.96± 0.19 . (6.2.3)
The central value shows a perfect agreement of experiment and HQE predictions.
The remaining uncertainty leaves some space for new physics effects or for violations
of duality. Thus we can make statements like: in the most sensitive decay channel
b→ cc¯s duality is violated by at most 19%. In the next section we try to investigate
these questions a little more in detail.
Assuming no new physics in ∆Ms we can further reduce the theory error for ∆Γs
by using
∆Γ2015,SMbs =
(
∆Γs
∆Ms
)SM
·∆MExps = 0.085± 0.015 ps−1 . (6.2.4)
This is currently the most precise prediction for the decay rate difference; in Sec-
tion 6.3 we will give a less conservative estimate of the SM prediction for ∆Γs, with
an even smaller uncertainty.
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In the ratio ∆Γs/∆Ms theoretical uncertainties are cancelling and thus the corre-
sponding theory error is smaller than for ∆Γs alone. We would re-introduce this
uncertainty by multiplying with the theory value of ∆Ms. Using instead the ex-
perimental value of ∆Ms, which has in comparison a negligible error we get a more
precise prediction of ∆Γs, which, however, only holds under the assumption that
∆MExps is given by its SM value.
6.2.1 B-mixing
We introduce a simple model for duality violation in B-mixing. Such effects are
typically expected to be larger, if the phase-space of a B0s decay becomes smaller.
Thus b-quark decays into two charm quarks are expected to be more strongly af-
fected by duality violating effects compared to b-quark decays into two up quarks.
Motivated by the observations in Section 6.2 we modify the on-shell terms of the
mixing diagram Γs12 according to
Γs,cc12 → Γs,cc12 (1 + 4δ) , (6.2.5)
Γs,uc12 → Γs,uc12 (1 + δ) , (6.2.6)
Γs,uu12 → Γs,uu12 (1 + 0δ) . (6.2.7)
Similar models have been used in [178–180] for penguin insertions with a cc¯-loop.
The cc¯ contribution is affected by a correction of 4δ, cu¯ by δ and uu¯ is not affected at
all. Already at this stage ones sees that such a model is softening GIM cancellations
in the ratio Γs12/M
s
12; we get
Γs12
M s12
= 10−4
[
c(1 + 4δ) +
λu
λt
(a+ δ(6c+ a)) +
λ2u
λ2t
(b+ δ(2c+ a))
]
. (6.2.8)
Studying this expression, we find that the decay rate difference is mostly given by
the first term on the r.h.s., so we expect ∆Γs/∆Ms ≈ −c(1 + 4δ) · 10−4, which is
equivalent to our naive starting point of comparing experiment and theory prediction
for ∆Γs. The semi-leptonic CP asymmetries will be dominantly given by the second
term on the r.h.s., assl ≈ =(λu/λt) [a+ δ(6c+ a)] · 10−4. Now the duality violating
coefficient δ is GIM enhanced by (6c+a) compared to the leading term a. Having an
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Observable B0s B
0
d
∆Γq
∆Mq
48.1(1 + 3.95δ) · 10−4 49.5(1 + 3.76δ) · 10−4
∆Γq 0.0880(1 + 3.95δ) ps
−1 2.61(1 + 3.759δ) · 10−3 ps−1
aqsl 2.225(1− 22.3δ) · 10−5 −4.74(1− 24.5δ) · 10−4
Table 6.3: Duality violation dependency for different B-mixing observables in the
B0s and the B
0
d sectors based on the model introduced by Eq. (6.2.5,6.2.6,6.2.7)
agreement of experiment and theory for semi-leptonic CP asymmetries could thus
provide very strong constraints on duality violation. Using the values of a, b and c
from Tab.2.2 and the CKM elements from Eq.(2.1) we get for the observables ∆Mq,
∆Γq and a
q
sl the following dependence on the duality violating parameter δ:
As expected we find that the duality violating parameter δ has a decent leverage on
∆Γq and a sizeable one on a
q
sl. The expressions for ∆Γq were obtained by simply
multiplying the theory ratio ∆Γq/∆Mq with the theoretical values of the mass dif-
ference, as given on Tab.6.2.
Comparing experiment and theory for the ratio of the decay rate difference ∆Γs and
the mass difference ∆Ms we found (see Eq.(6.2.3)) an agreement with a deviation
of at most 19%. Thus the duality violation - i.e. the factor 1 + 3.95δ in Tab.6.3 -
has to be smaller than this uncertainty:
1 + 3.95δ ≤ 0.96± 0.19⇒ δ ∈ [−0.0583, 0.0380] . (6.2.9)
Equivalently this bound tells us that the duality violation in the cc-channel is at
most +15.2% or −23.3%, if the effect turns out to be negative. If there would also
be an 19% agreement of experiment and theory for the semi-leptonic asymmetry assl,
then we could shrink the bound to δ down to 0.00851. Unfortunately experiment is
still far away from the SM prediction, see Tab.6.2. However, we can turn around
the argument: i.e. having a duality violation that lifts GIM suppression - the theory
prediction of assl can be enhanced/diminished at most to
assl = [0.336, 5.12] · 10−5 . (6.2.10)
In the B0d-system a comparison of experiment and theory for the ratio of decay
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rate difference and mass difference turns out to be tricky, since ∆Γd is not yet
measured, see Tab.6.2. If we would use the current experimental bound on the
decay rate difference ∆Γd, we would get artificially large bounds on δ. Looking at
the structure of the loop contributions necessary to calculate Γd12 and Γ
s
12, one finds
very similar cc¯-, uc¯-, cu¯- and uu¯-contributions. Our duality violation model is based
on the phase space differences of decays like B0s → DsDs (cc), B0s → DsK (uc)
and B0s → piK (uu), which are very pronounced. On the other hand we find that
the phase space differences of B0s - and B
0
d-decays are not very pronounced, i.e. the
difference between e.g. B0s → DsDs vs. B0d → DsD is small - compared to the above
differences due to different internal quarks. Hence, we conclude that the duality
violation bounds from the B0s -system can also be applied to a good approximation
to the B0d-system. With the B
0
s -bound we get that the theory prediction of a
d
sl and
∆Γd can be enhanced/diminished due to duality violations at most to
adsl ∈ [−11.5,−0.326] · 10−4 , (6.2.11)
∆Γd ∈ [2.04, 2.98] · 10−3 ps−1 . (6.2.12)
These numbers can be compared to the SM values obtained in [15], see Tab.6.2. In
principle any measurement of these observables outside the ranges in Eq.(6.2.10),
Eq.(6.2.11) and Eq.(6.2.12) would be a clear indication of new physics. New physics
in ∆Γd could have the very interesting effect of reducing [102] the still existing dis-
crepancy of the dimuon asymmetry measured at D0 [104–107]. Currently a sizeable
enhancement of ∆Γd is not excluded by theoretical or experimental bounds [2]. Thus
it clearly important to distinguish hypothetical duality violating effects in ∆Γd from
new physics effects.
Considering that our conclusions (new physics or unknown hadronic effects) are
quite far-reaching, we try to be as conservative as possible and we will firstly use a
more profound statistical method, a likelihood ratio test. For our likelihood function
we use a Gaussian function
L = exp
(
−(theory− experiment)
2
2σ2
)
where, to take into account the uncertainty on both theory and experiment, we take
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for our error the quadrature sum, i.e.
σ2 = σ2exp + σ
2
theory
The test we apply is −2 lnL/L̂ ≤ 2.71, where our choice of 2.71 gives a 90% con-
fidence limit on our parameters and in principle we normalise by the maximum
likelihood L̂. However, in our model the maximum likelihood of L̂ = 1 is always
achievable, and so our test reduces to simply −2 lnL ≤ 2.71.
Our more conservative bound for δ is now supposed to be given by
−0.0879 ≤ δ ≤ 0.0679 , (6.2.13)
with a 90% confidence level (1.6 standard deviations). This more conservative sta-
tistical method almost doubles the allowed region for δ. Inserting these values into
the predictions for ad,ssl and ∆Γd we see that duality violation can give at most the
following ranges for the mixing observables:
assl ∈ [−1.15, 6.59] · 10−5 , (6.2.14)
adsl ∈ [−14.9, 3.14] · 10−4 , (6.2.15)
∆Γd ∈ [1.75, 3.28] · 10−3 ps−1 . (6.2.16)
The second modification to ensure that our estimates are conservative concerns our
ad-hoc ansatz in Eqs.(6.2.5), (6.2.6), (6.2.7), where we assumed that the cc-part is
affected by duality violations four times as much as the cu-part and the uu-part is
not affected at all; we can obtain more general results with the following modification
Γs,cc12 → Γs,cc12 (1 + δcc) , (6.2.17)
Γs,uc12 → Γs,uc12 (1 + δuc) , (6.2.18)
Γs,uu12 → Γs,uu12 (1 + δuu) , (6.2.19)
with δcc ≥ δuc ≥ δuu and the requirement that all δs must have the same sign. Now
we get for the observables
∆Γs
∆Ms
= 48.1(1 + 0.982δcc + 0.0187δuc − 0.000326δuu) · 10−4 , (6.2.20)
∆Γd = 26.1(1 + 0.852δ
cc + 0.350δuc − 0.202δuu) · 10−4ps−1 , (6.2.21)
assl = 2.225(1− 7.75δcc + 8.67δuc + 0.0780δuu) · 10−5 , (6.2.22)
adsl = −4.74(1− 8.52δcc + 9.60δuc − 0.0787δuu) · 10−4 . (6.2.23)
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In the case of ∆Γs, which will be used to determine the size of the duality violating
δs, the coefficients of the uu component are suppressed by more than three orders of
magnitude compared to the rest and therefore neglected. For the semi-leptonic CP
asymmetries the uu duality violating component is about two orders of magnitude
lower than the rest, thus we neglect the uu component in the following. This might
lead to an uncertainty of about 20% in the duality bounds for ∆Γd, which we will
keep in mind.
Considering only δcc and δuc we get with the likelihood ratio test the bounds depicted
in Fig.6.2 at a 90% confidence level. Fig.6.2 shows that a duality violation of no
-1.5
-0.75
0
1
2
3.5
-0.3 -0.2 -0.1 0.0 0.1 0.2 0.3
-0.3
-0.2
-0.1
0.0
0.1
0.2
0.3
δcc
δuc
Figure 6.2: 90% confidence limits on δcc and δuc for the B0s -system from a comparison
of the experimentally allowed region of (∆Γs/∆Ms) with the theory expression in
Eq.(6.2.20). The allowed regions for the δs are shaded blue(grey). A deviation of
the δs from zero will also affect the theory prediction of assl in Eq. 6.2.23. The
modification factors of assl/a
s,SM
sl are denoted by the black lines.
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more than 35% is allowed in either Γscc or in Γ
s
uc. We also see that it is in principle
possible to see duality violation in ∆Γs but not in a
s
sl and vice versa. Moreover,
we find from the functional form of assl, that this quantity achieves a maximum
(minimum) when δuc = 0 and δcc < 0 or (> 0). Our generalised parameterisation of
duality violation gives now the most conservative bounds on the mixing observables
assl ∈ [−2.48, 8.32] · 10−5 , (6.2.24)
adsl ∈ [−19.0, 6.28] · 10−4 , (6.2.25)
∆Γd ∈ [1.52, 3.45] · 10−3 ps−1 . (6.2.26)
We are now in a position to make a strong statement: any measurement outside this
range, cannot be due to duality violation and it will be an unambiguous signal for
new physics.
Considering that the ranges in Eq.(6.2.24), Eq.(6.2.25) and Eq.(6.2.26) are con-
siderably larger than the uncertainties of the corresponding SM prediction given on
Tab.6.2 the question of how to further shrink the duality bounds is arising. Cur-
rently the bound on the duality violating parameters δ comes entirely from ∆Γs,
where the current experimental and theoretical uncertainty adds up to ±19%.Any
improvement on this uncertainty will shrink the allowed regions on δ. In Section
6.3 we will discuss a more aggressive estimate of the theory predictions for the mix-
ing observable, indicating that a theory uncertainty of about ±10% or even ±5%
in ∆Γs/∆Ms might come into sight. Including also possible improvements in ex-
periment this would indicate a region for δ that is considerably smaller than the
ones given in Eq.(6.2.24), Eq.(6.2.25) and Eq.(6.2.26). The current (and a possible
future) situation are summarised in Fig.6.3. On the l.h.s. of Fig.6.3 ∆Γd is investi-
gated. The current experimental bound is given by the blue region, which can be
compared to the SM prediction (green). As we have seen above, because of still
sizeable uncertainties in ∆Γs duality violation of up to 35% can currently not be
excluded - this would lead to an extended region (brown) for the SM prediction
including duality violation. If in future ∆Γs will be known with a precision of about
5% both in theory and experiment, than the brown region will shrink to the orange
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Figure 6.3: Comparison of SM prediction (green), SM + duality violation (brown),
SM + duality violation in future (orange) and current experimental (blue) bound
for ∆Γd (l.h.s.). One the r.h.s. the experimental bounds on a
d
sl (brown) and a
s
sl
(blue) are shown in comparison to their theory values. Any measurement outside
the allowed theory regions will be a clear indication for new physics. The theory
uncertainties for assl are so small, that they cannot be resolved, they are depicted
by the black line. For adsl the duality allowed region (green) has quite some overlap
with the experimental one, in future this region can be shrinked to the red region.
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one - here also the intrinsic precision of the SM value will be reduced. In other
words, currently any measurement of ∆Γd outside the brown region will be a clear
signal of new physics; in future any measurement outside the orange region can be
a signal of new physics. The same logic is applied for the r.h.s. of Fig.6.3, where
adsl and a
s
sl are investigated simultaneously. For a
s
sl still any measurement outside
the bounds in Eq.(6.2.24) would be clear indication of new physics. This bound in
Fig.6.3 is so small, compared to the current blue experimental region, that it can
only be resolved as a single line (black). For adsl the current experimental region is
given by the orange region, which is only slightly larger, than the green region, which
is indicating the theory prediction including duality violation. Future improvement
in experiment and theory for ∆Γs will reduce the green region to the red one and
then any measurement outside the red region will be a clear signal of new physics.
In addition we can ask if there are more observables that will be affected by the
above discussed duality violations. An obvious candidate is the dimuon asymmetry,
which depends on adsl, a
s
sl and ∆Γd. This will be discussed in Sec. 6.2.2. Another
candidate is the the lifetime ratio τ(B0s )/τ(B
0
d), where the dominant diagrams are
very similar to the mixing ones, this observable will be studied further in Sec. 6.2.3.
6.2.2 Duality bounds from the dimuon asymmetry
In section 5.3 we introduced the like-sign dimuon asymmetry and we mentioned the
discrepancies with respect to the SM found in the measurements performed by D0.
Here we want to investigate the possibility of explaning the gap between theory
and experiment as an effect of duality violation. Our starting point is Eq. (5.3.8),
even though we have already identified problems on its derivation we will take into
account the suggested factor of 0.5 in the coefficient of ∆Γd as a first correction to
the interference contribution as pointed out by [115].
Using the information provided in [107] we determine the set of coefficients for
mixing and interference shown on Tab.6.4
With the inputs on Tab.6.4 we obtain a SM estimate for ACP of
ASMCP = (−2.61± 0.64) · 10−4 . (6.2.27)
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Parameter Value
Cdsl 0.220± 0.018
Cssl 0.157± 0.013
Cint −0.040± 0.013
Table 6.4: Mixing and Interference coefficients for the like-sign dimuon asymmetry
formula in the Borissov-Honeisen interpretation.
Using our simple model for duality violation, see Tab.6.3, we get for the theory
prediction of ACP after including duality violating effects
ACP = −2.61(1− 7.17δ) · 10−4 . (6.2.28)
This can be compared to the experimental result provided by D0 [107]
ACP = (−2.35± 0.84) · 10−3 . (6.2.29)
We find that there is an agreement of experiment and theory if δ lies in the following
region (90 % confidence level)
−1.87 ≤ δ ≤ −0.37 . (6.2.30)
This is clearly out of the range found in Eq. (6.2.13) from the direct constraints of
mixing observables. On the other hand we find with the allowed δ-regions given in
Eq. (6.2.13), that ACP can be at most enhanced to
−4.25 · 10−4 ≤ ACP ≤ −1.34 · 10−4 , (6.2.31)
which is considerably smaller thant the experimental result. This excludes the pos-
sibility of explaining the current value for ACP as an effect of duality violation at
the 2σ level.
6.2.3 Duality bounds from lifetime ratios
Very similar diagrams to the ones in Γq12 arise in the lifetime ratio τ(B
0
s )/τ(B
0
d), see
Fig.6.4. The obvious difference between the two diagrams is the trivial exchange of
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Figure 6.4: Diagrams contributing to the Γq12 (l.h.s.) and diagrams contributing to
the lifetime of a B0q -meson (r.h.s.).
b- and q-lines at the right end of the diagrams. A more subtle and more important
difference lies in the possible intermediate states, when cutting the diagrams in the
middle. In the case of lifetimes all possible intermediate states that can originate
from a xy¯ quark pair, can arise. In the case of mixing, we have only the subset of
all intermediate states into which both B0q and B¯
0
q can decay. Independent of this
observation, our initial argument that the phase space for intermediate cc¯-states
is smaller than the one for intermediate uc¯-states, which is again smaller that the
uu¯-case, still holds. Hence we assume that the xy¯-loop for the lifetime ratio, has the
same duality violating factor δxy as the xy¯-loop for Γq12. It turns out that the largest
weak annihilation contribution to the B0s -lifetime is given by a cc-loop, while for the
B0d-lifetime a uc-loop is dominating. This observation tells us that duality will not
not drop out in the lifetime ratio, because the dominating contributions for B0s and
B0d are affected differently. Using our above model and modifying the cc-loop with
a factor 1 + 4δ and the uc-loop with a factor 1 + δ, we get with the expressions
in [120–123]
τ(B0s )
τ(B0d)
= 1.00050± 0.00108− 0.0225 δ . (6.2.32)
A detailed estimate of the theoretical error is given in Appendix E. Unfortunately,
the SM prediction relies strongly on lattice calculations that are already 15 years old
[181] and no update has been performed since then. For a more detailed discussion
of the status of lifetime predictions, see [120]. Nevertheless, one finds a big impact
of the duality violating factor δ on the final result. A value of δ = 1 would have
huge effects, compared to the central value within the SM and its uncertainty.
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Our theory prediction can be compared to the current experimental value for the
lifetime ratio [1]
τ(B0s )
τ(B0d)
= 0.990± 0.004 . (6.2.33)
If the tiny deviation between theory and experiment is attributed to duality viola-
tion, then we get an allowed range for δ of
δ ∈ [+0.243,+0.698] (naive) , (6.2.34)
δ ∈ [+0.179,+0.743] (likelihood ratio 90%) . (6.2.35)
There is currently a discrepancy of about 2.5σ between experiment (Eq.(6.2.33)) and
theory (Eq.(6.2.32)) and this difference could stem from new physics or a sizeable
duality violation of δ ≈ 0.5 in lifetimes. The allowed region of the duality violating
parameter δ can be read off Fig.6.5, where the current experimental bound from
Eq.(6.2.33) is given by the blue region and theory prediction including hypothetical
duality violation by the red region. It goes without saying that 2.5 standard devia-
tions is much too little to justify profound statements, thus we consider next future
scenarios where the experimental uncertainty of the lifetime ratio will be reduced to
±0.001.
• Scenario I: the central value will stay at the current slight deviation from one:
τ(B0s )
τ(B0d)
Scenario I
= 0.990± 0.001 . (6.2.36)
This scenario corresponds to a clear sign of duality violation or new physics
in the lifetime ratio. Assuming the first one, we get a range of δ of (see the
violet region in Fig.6.5)
δ ∈ [0.377, 0.563] naive , (6.2.37)
δ ∈ [0.359, 0.575] likelihood ratio 90% . (6.2.38)
Thus the lifetime ratio requires large values of δ. Our final conclusions depend
now on the future developments of ∆Γs. Currently ∆Γs requires small values
of δ, which is in contrast to scenario I. Thus we have to assume additional
new physics effects - either in mixing or in lifetimes - that might solve the
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Current experiment
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Scenario II
Theory
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Figure 6.5: Duality bounds extracted from the lifetime ratio τ(B0s )/τ(B
0
d). The red
band shows the theoretical expected value, see Eq.(6.2.32) of the lifetime ratio in
dependence of the δ. The current experimental bound is given by the blue region and
the overlap of both gives the current allowed region δ, indicated in Eq.(6.2.35). The
future scenarios are indicated by the violet band (Scenario I) and the green band
(Scenario II). Again the overlap of the future scenarios with the theory prediction
gives future allowed regions for δ.
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discrepancy. If in future the theory value of ∆Γs will go up sizeable or the
experimental value will go down considerably, then mixing might also require
a big value of δ and we then would have duality violation as a simple solution
for explaining discrepancies in both lifetimes and B0s -mixing.
• Scenario II: the central value will go up to the SM expectation:
τ(B0s )
τ(B0d)
Scenario II
= 1.000± 0.001 , (6.2.39)
In that case we will find only a small allowed region for δ around zero, see the
green region in Fig.6.5
δ ∈ [−0.0708, 0.116] naive , (6.2.40)
δ ∈ [−0.0853, 0.130] likelihood ratio 90% . (6.2.41)
The above region is, however, still larger than the one obtained from ∆Γs. New
lattice determinations of lifetime matrix elements might change this picture
and in the end the lifetime ratio might also lead to slightly stronger duality
violating bounds than ∆Γs. Again our final conclusion depends on future
developments related to ∆Γs. If both experiment and theory for mixing stay
at their current central values, we simply get very strong bounds on δ. If theory
or experiment will change in future, this could be indications for deviations
in mixing, which have to be compared to the agreement of experiment and
theory for lifetimes in Scenario II.
In Section 6.3 we will discuss a possible future development of future theory predic-
tions for mixing observables.
Before we proceed let us make a comment about our duality model. In principle
we also could generalise our duality ansatz, and modify the cc-loop with a factor
1 + δcc and the uc-loop with a factor 1 + δuc, as we did in the mixing case. We get
the following expression
τ(B0s )
τ(B0d)
= 1 + 0.0005(1− 13.4δcc + 8.92δuc) (6.2.42)
Here one sees a pronounced cancellation of the cc and the uc contribution, if one
allows δcc to be of similar size as δuc. This is, however, not what we expect from our
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phase space estimates for duality violation. Thus we use for the lifetime ratio only
our model given in Eq.(6.2.32).
6.3 Numerical Updates of Standard Model Pre-
dictions
We have already pointed out that more precise values of ∆Γs are needed to derive
more stringent bounds on duality violation in the B-system. Very recently the Fer-
milab MILC collaboration presented a comprehensive study of the non-perturbative
parameters that enter B-mixing [79].1
A brief summary of their results reads:
• Improved numerical values for the non-perturbative matrix elements 〈Q〉,
〈QS〉, 〈Q˜S〉, 〈R0〉, 〈R1〉 and 〈R˜1〉 that are necessary for ∆Γq and ∆Mq. Hence
we have numerical values for all operators that are arising up to dimension
seven in the HQE, up to R2 and R3, which are still unknown and can only be
estimated by using vacuum insertion approximation.
• The results provide a very strong confirmation of vacuum insertion approxi-
mation. All their bag parameters turn out to be in the range of 0.8 to 1.2.
Sometimes in the literature different normalisations of the matrix elements are
used, that lead to values of the bag parameters that differ from one in vacuum
insertion approximation, see e.g. the discussion in [15]. The definitions in [79]
are all consistent with B = 1± 0.2 in vacuum insertion approximation.
• The numerical values of f 2BqB are larger than most previous lattice calculations.
Based on these new results we perform a more aggressive - compared to the recent
study in [15] - numerical analysis of the SM predictions, where we try to push
1A first numerical analysis with this new inputs was already performed in [182]; but the authors
put their emphasis on the implications for the correlation between ∆Ms,d and K in models with
constrained MFV and implications for ∆Γs,d have not been analized.
December 1, 2016
6.3. Numerical Updates of Standard Model Predictions 170
the current theory uncertainties to the limits. In particular we will modify the
predictions in [15] by using
• Most recent values of the CKM parameter from CKMfitter [17] (similar values
can be obtained from UTfit [54]).
• New Fermilab MILC results for the bag parameters of Q, Q˜S, R0, R1 and R˜1.
We do not try to average with other lattice results, e.g. the values given by
FLAG [183].
• Assume vacuum insertion approximation for R2 and R3 with a small uncer-
tainty of B = 1 ± 0.2. We note that this is not clearly justified yet and it
has to be confirmed by independent determinations of the corresponding bag
parameters.
• Use results derived from equations of motion B˜R3 = 7/5BR3 − 2/5BR2 and
B˜R2 = −BR2 [170].
All inputs are listed in Appendix E. We first note that the overall normalisation
due to f 2BqB seems to be considerably enhanced now, so we expect enhancements
in ∆Mq and ∆Γq that will cancel in the ratio. Moreover the uncertainty in the bag
parameter ratio B˜S/B is larger than e.g. in [15]. On the other hand the dominant
uncertainty due to R2 and R3 will now be dramatically be reduced.
Putting everything together we get with the new parameters, the predictions pre-
sented on Tab.6.3 for the two neutral B-systems, which are compared with the more
conservative theory predictions [15] and the experimental values from HFAG [1],
that were already given on Tab.6.2.
The new theory values for ∆Mq and ∆Γq are larger than the ones presented in [15]
and they are further from experiment. For the ratios ∆Γq/∆Mq and a
q
sl the central
values are only slightly enhanced. The overall error shrinks by about a factor of
two for ∆Ms and also sizeably for ∆Md, ∆Γq and the ratios ∆Γq/∆Mq. For the
semi-leptonic asymmetries the effect is less pronounced. In Appendix E a detailed
analysis of the errors is given.
It is now interesting to consider the ratios of the new SM predictions normalised to
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Observable SM - conservative SM - aggressive Experiment
∆Ms (ps
−1) (18.3± 2.7) (20.31± 1.37) (17.757± 0.021)
∆Γs (ps
−1) (0.088± 0.02) (0.098± 0.014) (0.082± 0.006)
assl (2.22± 0.27) · 10−5 (2.27± 0.25) · 10−5 (−7.5± 4.1) · 10−3
∆Γs
∆Ms
48.1 (1± 0.173) · 10−4 49.3 (1± 0.125) 46.2 (1± 0.073) · 10−4
∆Md (ps
−1) (0.528± 0.078) (0.606± 0.056) (0.5055± 0.0020)
∆Γd (ps
−1) (2.61± 0.59) · 10−3 (2.99± 0.52) · 10−3 (0.658± 6.579) · 10−3
adsl (−4.7± 0.6) · 10−4 (−4.90± 0.54) · 10−4 (−1.5± 1.7) · 10−3
∆Γd
∆Md
49.4 (1± 0.172) · 10−4 49.3 (1± 0.149) 13.0147 (1± 10) · 10−3
Table 6.5: Comparison between the conservative and the aggressive estimates for
B0s and B
0
d mixing observables
the experimental numbers.
∆MSMagr.s
∆MExps
= 1.133(1± 0.068)(1± 0.0012) (6.3.1)
= 1.133(1± 0.068) , (6.3.2)
∆ΓSMagr.s
∆ΓExps
= 1.20(1± 0.142)(1± 0.073) (6.3.3)
= 1.20(1± 0.16) , (6.3.4)(
∆Γs
∆Ms
)Exp.
(
∆Γs
∆Ms
)SMagr. = 0.947(1± 0.125)(1± 0.073) (6.3.5)
= 0.947(1± 0.145) , (6.3.6)
∆MSMagr.d
∆MExpd
= 1.201(1± 0.093)(1± 0.0040) (6.3.7)
= 1.20(1± 0.09) . (6.3.8)
Here one clearly sees the enhancements of the mass differences, which are up to 20%
or more than two standard deviations above the experimental value. The decay
rate difference ∆Γs is also enhanced by about 20% above the measured value; due
to larger uncertainties, this is statistically less significant. The dominant source for
this enhancement is the new value of 〈Q〉. The ratio ∆Γs/∆Ms is slightly lower
than before, but still consistent with the corresponding experimental number.
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Taking the deviations above seriously, we can think about several possible interpre-
tations:
1. Statistical fluctuations in the experimental results of the order of three stan-
dard deviations might explain the deviation in ∆Γs, while the deviation in
∆Ms cannot be explained by a fluctuation in the experiment.
2. Duality violations alone cannot explain these deviations, because they have no
visible effects on ∆Mq.
3. The lattice normalisation for f 2BB is simply too high, future investigations
will bring down the value and there is no NP in mixing. Currently there is no
foundation for this possibility, but we try to leave no stone unturned. Since
f 2BB cancels in the ratio of mass and decay rate difference, we can use the new
values to give the most precise SM prediction of ∆Γs via
∆Γs
∆Ms
· 17.757 ps−1(≡ ∆M exps ) = 0.087± 0.010 ps−1 . (6.3.9)
Now the theory error is very close to the experimental one and it would be
desirable to have more precise values in theory and in experiment. In that
case we also get an indication of the short-term perspectives for duality vio-
lating bounds. The above numbers indicate an uncertainty of ±0.138 for the
ratio ∆Γs/∆Ms, which corresponds - in the case of a perfect agreement of
experiment and theory - to a bound on δ of ±0.035. This would already be a
considerable improvement compared to the current situation.
4. Finally the slight deviation might be a first hint for NP effects.
(a) To explain the deviation in the decay rate difference one needs new
physics effects in tree level decays, while deviation in M12 might be solved
by new physics effects in loop contributions.
(b) In principle one can think of the possibility of new tree-level effects that
modify both ∆Γs and ∆Ms, but which cancels in the ratio. ∆Ms is
affected by a double insertion of the new tree-level operators. Following
the strategy described in e.g. [2], we found, however, that the possible
effects on the mass difference are much too small.
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(c) Finally there is also the possibility of having a duality violation of about
20% in ∆Γs, while the effect in ∆Ms is due to new physics in loops. This
possibility can be tested in future by more precise investigations of the
lifetime ratio τ(B0s )/τ(B
0
d).
In order to draw any definite conclusions about these interesting possibilities, we
need improvements in several sectors: from experiment we need more precise values
for ∆Γs and τ(B
0
s )/τ(B
0
d). A first measurement of ∆Γd will also be very helpful. A
measurement of the semi-leptonic asymmetries outside the duality-allowed regions
would already be a clear manifestation of new physics in the mixing system. From
the theory side we need (in ranked order)
1. A first principle determination of the dimension 7 operators BR2,3 and the
corresponding colour-rearranged ones.
2. Independent lattice determinations of the matrix elements of Q, QS, Q˜S, R0,
R1 and R˜1.
3. NNLO QCD calculations for the perturbative part of Γ12.
These improvements seem possible in the next few years and they might lead the
path to a detection of new physics effects in meson mixing.
6.4 D-mixing
D-mixing is by now experimentally well established and the values of the mixing
parameters are quite well measured [1]:
x = (0.37± 0.16) · 10−2 , (6.4.1)
y = (0.66+0.07−0.10) · 10−2 . (6.4.2)
Using τ(D0) = 0.4101 ps [184], this can be translated into
∆MD =
x
τ(D0)
= 0.00902 ps−1 , (6.4.3)
∆ΓD = 2
y
τ(D0)
= 0.0322 ps−1 . (6.4.4)
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When trying to compare these numbers with theory predictions, we face the problem
that it is not obvious if our theory tools are also working in the D-system. Till now
the mixing quantities have been estimated via exclusive and inclusive approaches.
The exclusive approach is mostly based on phase space and SU(3)F -symmetry ar-
guments, see e.g. [185, 186]. Within this approach values for x and y of the order
of 1% can be obtained. Thus, even if it is not a real first principle approach, this
method seems to be our best currently available tool to describe D-mixing. Inclu-
sive HQE calculations worked very well in the B-system, but their naive application
to the D-system gives results that are several orders of magnitude lower than the
experimental result [187,188]. Hence it seems we are left with some of the following
options:
• The HQE is not valid in the charm system. This obvious solution might
however, be challenged by the fact that the tiny theoretical D-mixing result
is solely triggered by an extremely effective GIM cancellation [55], see e.g.
the discussion in [189], and not by the smallness of the first terms of the
HQE expansion. A breakdown of the HQE in the charm system could best
be tested by investigating the lifetime ratio of D-mesons. From the theory
side, the NLO QCD corrections have been determined for the lifetime ratio
in [190] and it seems that the experimental measured values can be reproduced.
To draw a definite conclusion about the agreement of experiment and theory
for lifetimes and thus about the convergence of the HQE in the charm system,
lattice evaluations of the unknown charm lifetime matrix elements are urgently
needed. So this issue is currently unsettled.
• Bigi and Uraltsev pointed out in 2000 [191] that the extreme GIM cancel-
lation in D-mixing might be lifted by higher terms in HQE, i.e. the 1/mc-
suppression of higher terms in the HQE is overcompensated by a lifting of
the GIM cancellation in higher order terms. There are indications for such
an effect, see [189, 192], but it is not clear whether the effect is large enough
to explain the experimental mixing values. To make further progress in that
direction we need the perturbative calculation of the dimension 9 and 12 terms
of the OPE and an idea of how to estimate the matrix elements of the arising
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D=9 and D=12 operators. Hence this possibility is not ruled out yet.
• The deviation of theory and experiment could of course also be due to new
physics effects. Bounds on new physics models from determining their contri-
butions to D-mixing, while more or less neglecting the SM contributions were
studied e.g. in [193].
In this work we will investigate the related question, whether relatively small dual-
ity violating effects in inclusive charm decays could explain the deviation between
experiment and the inclusive approach. We consider the decay rate difference ∆ΓD
for this task. According to the relation (see the derivation in Section 1.3.3)
∆ΓD ≤ 2|Γ12| , (6.4.5)
we will only study |Γ12| and test whether it can be enhanced close to the experimental
value of the decay rate difference. This is of course only a necessary, but not a
sufficient condition for an agreement of experiment and theory. A complete answer
would also require a calculation of |M12|, which is beyond the scope of this work.
Γ12 consists again of three CKM contributions
Γ12 = −
(
λ2sΓ
ss
12 + 2λsλdΓ
sd
12 + λ
2
dΓ
dd
12
)
, (6.4.6)
with the CKM elements λd = VcdV
∗
ud and λs = VcsV
∗
us. Using again the unitarity of
the CKM matrix (λd + λs + λb = 0) we get
Γ12 = −λ2s
(
Γss12 − 2Γsd12 + Γdd12
)
+ 2λsλb
(
Γsd12 − Γdd12
)− λ2bΓdd12 . (6.4.7)
The CKM-factor have now a very pronounced hierarchy, they read
λ2s = 4.81733 · 10−2 − 3.00433 · 10−6i , (6.4.8)
2λsλb = 2.49872 · 10−5 + 5.90908 · 10−5i , (6.4.9)
λ2b = −1.48814 · 10−8 + 1.53241 · 10−8i . (6.4.10)
The numerical values of the Γxy12 can be expanded in powers of z¯s = (m¯s(m¯c)/m¯c(m¯c))
2 ≈
0.0092.
Γss12 = 1.8696− 5.5231z¯s − 13.8143z¯2 + ...z¯3 + ... , (6.4.11)
Γsd12 = 1.8696− 2.7616z¯s − 7.4906z¯3 + ...z¯3 + ... , (6.4.12)
Γdd12 = 1.8696 . (6.4.13)
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Looking at the expressions in Eq.(6.4.7) we see an extreme GIM cancellation in the
CKM-leading term, while the last term without any GIM cancellation is strongly
CKM suppressed. We get
Γss12 − 2Γsd12 + Γdd12 = 1.17z¯2 − 59.5z¯3 + ... , (6.4.14)
Γsd12 − Γdd12 = −2.76z¯ + ... . (6.4.15)
Using our simplest duality violating model
Γss12 → Γss12(1 + 4δ) , (6.4.16)
Γsd12 → Γsd12(1 + δ) , (6.4.17)
Γdd12 → Γdd12(1 + 0δ) , (6.4.18)
we find
Γss12 − 2Γsd12 + Γdd12 = 1.17z¯2 − 59.5z¯3 + ...
+δ
(
3.7392− 16.5692z − 40.276z2 + ...) , (6.4.19)
Γsd12 − Γdd12 = −2.76z¯ + ...
+δ (1.8696− 2.7616z − 7.4906 + ...) . (6.4.20)
Eq.(6.4.20) shows that our duality violating model completely lifts the GIM can-
cellation and that even tiny values of δ will lead to an overall result that is much
bigger than the usual SM predictions within the inclusive approach. For our final
conclusions we will use the generalised duality violating model
Γss12 → Γss12(1 + δss) , (6.4.21)
Γsd12 → Γsd12(1 + δsd) , (6.4.22)
Γdd12 → Γdd12(1 + δdd) , (6.4.23)
with δss ≥ δsd ≥ δdd. Next we test for what values of δ the inclusive approach
can reproduce the experimental results for ∆ΓD. The corresponding allowed regions
for δss,sd,dd are given as shaded areas in Fig.6.6. As expected, very small values of
δ cannot give an agreement between HQE and experiment, surprisingly, however,
values as low as δss ≈ 0.18 can explain the current difference. So a duality violation
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δdd = 0δdd = -0.04δdd = -0.08δdd = 0.04δdd = 0.08
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0
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Figure 6.6: 90% confidence limits on δss, δsd and δdd for the D-system from a
comparison of the experimentally allowed region of ∆ΓD with the theory prediction
based on the HQE. The allowed regions for the δs are shaded. Depending on the
values of δdd, different colours are used. As expected for small values of δ the
experimental value of ∆ΓD can not be reproduced. Thus the area in the centre
is free. Starting from values of about 20% on duality violation can explain the
difference between experiment and HQE. To see more precisely, where the smallest
possible value of δ lies, we have zoomed into the overlap region.
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of the order of 20% in the HQE for the charm system is sufficient to explain the
huge discrepancy between a naive application of the HQE and the measured value
for ∆ΓD.
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Conclusions
This thesis summarizes the investigation on different aspects of neutral B meson
phenomenology. We started by questioning the well accepted assumption of having
no new physics in tree level decays, in particular we explored for possible devia-
tions with respect to the SM values in the dimension six current-current operators
Qˆ1 (colour suppressed) and Qˆ2 (colour allowed) associated with the quark level
transitions b → qq¯′s and b → qq¯′d (q, q′ = u, c). We evaluated the size of the
new physics effects by modifying the corresponding Wilson coefficients according to
C1 → C1 + ∆C1, C2 → C2 + ∆C2, for ∆C1,2 ∈ C; we found that sizeable deviations
in ∆C1,2 are not ruled out by the recent experimental data. Our analysis was based
on a statistical fit where we included different B-physics observables involving the
decay processes: B¯0d → pipi, B¯0d → piρ, B¯0d → ρρ, B¯0d → D∗pi, B¯0d → D∗h0 (where h0
stands for the mesons pi0, ω, η), B¯0d → J/ψKS, B → Xdγ and B → Xsγ. We also
considered neutral B mixing observables: the semileptonic asymmetries assl and a
d
sl
as well as the decay width difference ∆Γs of B
0
s oscillations. For the amplitudes of
the hadronic transitions B¯0d → pipi, B¯0d → piρ and B¯0d → ρρ we used the formulas
calculated within the QCD factorization framework. We have identified a high sen-
sitivity on ∆C1,2 with respect to the power corrections arising in the annihilation
topologies and in some cases in those for the hard-spectator scattering as well. It
is also important to mention that the uncertainty in the parameter λB used to de-
scribe the first moment of the light cone distribution for the neutral B mesons plays
a crucial role in defining the size of ∆C1 and ∆C2. We made a channel by channel
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study by combining different constraints for the decay chains b→ uu¯d, b→ cu¯d and
b→ cc¯d; we also performed a universal fit where we included observables mediated
by b → qq′s decays as well. The universal fit provides the strongest bounds on the
new physics deviations, we found that |Re(∆C1)| ∼ O(30%), |Re(∆C2)| ∼ O(10%),
|Im(∆C1)| ∼ O(10%) and that |Im(∆C2)| ∼ O(10%) whereas for the independent
channel analyses the corresponding deviations can be at least two times larger.
We analysed the implications of having new physics in tree level b quark transi-
tions over the decay width difference of neutral B0d mixing ∆Γd, this makes sense
considering that its most recent experimental average is still consistent with zero.
We found that enhancements in ∆Γd with respect to its SM value in the interval
−3.9 < ∆Γd/∆ΓSMd < 2.6 are consistent with current the experimental data. Next
we evaluated the effect of our regions for ∆C1 and ∆C2 over the theoretical determi-
nation of the CKM phase γ, where the absence of penguins leads in principle to an
exceptional theoretical cleanness. We found that γ is highly sensitive to the imagi-
nary components of ∆C1 and ∆C2. Here the observable sin(2βd) plays a central role
in reducing the size of Im(∆C1), where the amplitude for the process B → J/ψKS
is an essential ingredient. Our current evaluation of the topological amplitudes de-
termining the overall amplitude of the process B → J/ψKS gives an uncertainty
of 60% and relays in relatively old expressions for the hard spectator functions, an
update will be fundamental in order to reduce the possible value for ∆C1 and hence
to minimize the deviations δγ due to new physics at tree level. Our regions for
∆C1 and ∆C2 lead to deviations δγ that saturate the uncertainty reported in the
latest experimental average −6.30◦ < δγ < 7.00◦, this is a non negligible effect that
deserves serious consideration in the theoretical estimation of the CKM angle γ. It
should be stressed that during the computation of δγ the ratios of the matrix ele-
ments 〈D¯0K−|Qu¯cs1 |B−〉/〈D¯0K−|Qu¯cs2 |B−〉 and 〈D0K−|Qc¯us1 |B−〉/〈D0K−|Qc¯us2 |B−〉
were required, unfortunately they have not been calculated elsewhere, so we made
a naive estimation based on the colour structure of the initial and final states and
the ratio of the decay constants and form factors of the hadronic processes involved.
Then, in order to make solid statements on the possible size of δγ, it is important
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to determine these ratios from more fundamental principles.
The possibility of having enhancements on ∆Γd due to operators of the form
(
d¯b
)(
τ¯ τ
)
with respect to the SM was also considered. Depending on the Lorentz struc-
ture (scalar, vector, tensor) these operators contribute at tree level to the decays
B0d → τ+τ−, B → Xdτ+τ− and B+ → pi+τ+τ−. For the decay B0d → τ+τ−
there is a direct experimental bound available, on the other hand for the decays
B → Xdτ+τ− and B+ → pi+τ+τ− an indirect bound was derived using the life-time
difference of the B0d and B
0
s mesons. Further bounds for the tensor version of the
operators
(
d¯b
)(
τ¯ τ
)
can be obtained using the processes B → Xdγ, B+ → pi+µ+µ−
and B0d → γγ, where
(
d¯b
)(
τ¯ τ
)
enters indirectly when it mixes with the opera-
tors mediating the decay chains b → dγ, b → dl+l− (l = e, µ). As in the case
of our tree-level study we found that enhancements of several 100% are not ex-
cluded finding the largest enhancement factors from the operators with the vector
Lorentz structure. It was argued that ∆Γd is proportional to the CP violation in
interference contribution to the like sign dimuon asymmetry measured by the D0
collaboration -Borissov-Hoeneisen interpretation-, this is highly interesting consid-
ering that this measurement is anomalous with respect to the SM expectation and
that ∆Γd as described above is rather unconstrained. However, a careful analysis
has shown that this relationship faces conceptual problems that remain to be solved.
Finally in the last chapter, we quantified the size of possible violations to the Hadron
Quark duality in the neutral B0s,d and D
0 sectors. We introduced a simple parame-
terization of duality violating effects δ based on phase space arguments: the smaller
the remaining phase space in a heavy hadron decay is, the larger the duality vi-
olation might be. Our strongest bound on the duality violation parameter δ was
obtained from the ratio(
∆Γs
∆Ms
)Exp
(
∆Γs
∆Ms
)SM = 0.96± 0.19 → |δ| . 0.1. (7.0.1)
Currently as,dsl and ∆Γd have not been observed yet. Consequently we use our bounds
on δ from ∆Γs to determine the maximal possible size of a
s,d
sl and ∆Γd as the result
of duality violations; this allow us to identify ranges for the values of these observ-
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ables that can be explained as the result of the SM plus duality violation effects.
These regions are compared with current experimental ranges in Fig.6.3. Based in
our analysis we made the following statement: any measurement outside the region
allowed by duality violation is a clear signal for new physics. We explored future
scenarios where duality violation is further constrained by more precise values of
∆Γs in both experiment and theory.
We also studied the possibility of explaining the anomalous measurement of the
like-sign dimuon asymmetry reported by D0 as an effect of duality violation. To do
so, we used the Borissov-Hoeneisen interpretation including the correction factor for
∆Γd indicated by [115]; nevertheless we found that an agreement between theory and
experiment for the dimuon asymmetry will require values of δ ∈ (−1.9,−0.4), this is
considerably outside the bounds established by ∆Γs. Hence, duality violation can-
not explain the value of the like-sign dimuon asymmetry in the Borissov-Hoeneisen
theoretical interpretation.
We have shown that the duality violating parameter δ will also affect the lifetime
ratio τ(B0s )/τ(B
0
d), where there is currently a deviation of about 2.5 standard de-
viations between experiment and theory. The historical development of this ratio
suggests that this effect could be a statistical fluctuation. If we take the current de-
viation seriously, then we can consider two alternatives, this is either a hint for new
physics or a sizeable indication for duality violations of the order of δ ∼ 0.5, which
is inconsistent with the bounds on δ derived from ∆Γs. A future reduction of the
experimental error of τ(B0s )/τ(B
0
d) will give us valuable insight. We have considered
two future scenarios where we investigated the effects of reducing the experimental
uncertainty on this ratio plus keeping its central value, or reducing the uncertainty
in the experiment and taking its central value equal to the SM one. The conclusions
however depend on how the theoretical and the experimental values for ∆Γs develop
in the future; for instance if ∆Γs remains unchanged then duality violation will not
be able to explain the results of the lifetimes and mixing observables simultaneously
leading to potential signals of new physics. It is very important to note that the
theory prediction has a very strong dependence on almost unknown lattice param-
eters; from the error budget for the lifetime ratio in Tab.(E.14) (Appendix E) it
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can be seen that any new calculation of the bag parameters 1,2 would bring large
improvements in the theory prediction for τ(B0s )/τ(B
0
d).
The SM predictions for the mixing observables ∆Γs,d,∆Ms,d, and a
s,d
sl were updated
based on the recent Fermilab-MILC lattice results [79] for non-perturbative matrix
elements, the latest CKM parameters from CKMfitter [17], and an aggressive error
estimate on the unknown bag parameters of dimension seven operators. With this
set of inputs the central value in Eq. (7.0.1) remains relatively unchanged, whereas
the uncertainty drops to ±0.15. On the other hand the central values of the mix-
ing observables are enhanced by 20% above the measurements with a significance
of around 2 standard deviations. Before deriving any conclusions from these new
results the following points should be addressed: 1) a first principle calculation of
〈R2,3〉 - triggered by the results of [79] we simply assumed small deviations from
vacuum insertion approximation; 2) an independent confirmation of the larger val-
ues of the matrix element 〈Q〉 found by [79].
In the case of neutral D0 mixing we found that the current discrepancy of several
orders of magnitude between the theoretical result estimated using the Heavy Quark
Expansion and the experiment can be explained if we have duality violation effects
as low as 20%, this is a remarkable and unexpected result. However, in order to
derive solid conclusions a lattice calculation of the matrix elements arising in the
ratio of charm lifetimes is mandatory.
Based on the results described above we can see that questioning well accepted
assumptions in high energy physics is well motivated. Our first journey in this di-
rection has proven to be particularly illuminating in the sector of B meson physics,
for instance our knowledge on certain theoretical quantities such as tree level Wil-
son coefficients and duality violation effects seems to be poorer than previously
expected. Thus, a careful consideration of all these deviations is an essential factor
that should be taken into account when making comparisons between theory and
experiment. As a matter of fact our actual uncertainty on quantities that are sup-
posed to be under good theoretical control can compete against the current precision
data of experiments such as LHCb. Our investigations highlight the importance of
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improvements in the theoretical tools used to calculate hadronic transitions, for in-
stance we have just unveiled once more the relevance of having a first principles
determination of power corrections in QCD factorization. Moreover, increasing the
experimental precision in CP asymmetries is crucial to reduce the uncertainty on
possible BSM weak phases.
We would like to mention possible future directions for our studies. During the
first stage of our phenomenological analysis we have followed a model independent
approach; for the sake of completeness it would be interesting to construct a theo-
retical model able to reproduce the deviations on ∆C1 and ∆C2 obtained in Chapter
4. During our new physics at tree level analysis we have generated a set of python
libraries containing different B-physics observables, our plan is to use them as the
starting point for a flavour fit program available to the public. This will allow the
user to perform global fits and to investigate possible new physics effects not only
in current-current operators but also in QCD and electroweak penguins. Finally, we
would like to remark the importance of improving the theoretical and the experi-
mental status of mixing quantities of neutral B mesons, here one crucial ingredient
is the calculation of the matrix elements of the dimension 7 operators arising during
the calculation of Γq12. Currently there are plans for the estimation of these contri-
butions using lattice techniques and QCD sum-rules. In view of our conclusions we
want to highlight once more the importance of revising old assumptions in the light
of new data and not to underestimate potential sources of uncertainties based on
well accepted prejudices.
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Appendix A
Numerical inputs (Chapters 4 & 5)
Parameter Value Unit Ref. Parameter Value Unit Ref.
Lepton masses, gauge boson masses and couplings
mµ 0.105 GeV [13] GF 1.16638 · 10−5 GeV−2 [13]
mτ 1.777 GeV [13] αs(MZ) 0.1185 [13]
MZ 91.1876 GeV [13] α 7.29735 · 10−3 [13]
MW 80.385 GeV [13] ΛMS 0.233 GeV [13]
CKM
|Vus| 0.22548+0.00068−0.00034 [17] γ (67.08+0.97−2.17)◦ [17]
|Vcb| 0.04117+0.00090−0.00114 [17] sin(2β)dir. 0.710± 0.011 [17]
|Vub/Vcb| 0.0862± 0.0044 [17] sin(2β)indir. 0.748+0.030−0.032 [17]
Table A.1: Collection of input parameters for the analysis of new physics in tree level
b-quark effective operators and possible BSM enhancements in the observable ∆Γd
(Chapters 4 and 5 respectively). The observable sin(2β) is the result of a combined
fit, two versions are presented including (sin(2β)dir) and excluding (sin(2β)indir.) the
direct measurement.
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Parameter Value Unit Ref. Parameter Value Unit Ref.
Quark masses
md 0 GeV m
1S
b 4.66± 0.03 GeV [13]
ms(2 GeV) 0.0935± 0.0025 GeV [13] mt;dir. 173.21± 0.87 GeV [13]
m¯c(m¯c) 1.275± 0.025 GeV [13] mMSt 160+5−4 GeV [13]
m¯c(m¯b) 0.975± 0.019 GeV mpolet 176.7+4.0−3.4 GeV [13]
m¯b(m¯b) 4.18± 0.03 GeV [13] mt(mt) 165.696± 0.726 GeV
mpoleb 4.78± 0.06 GeV [13] mt(mW ) 175.9± 0.771 GeV
B- and light meson properties
mBu 5279.25± 0.26 MeV [13] fρ 216± 3 MeV [64,194]
mBd 5279.55± 0.26 MeV [13] f⊥ρ 145± 4 MeV [197]
mBs 5366.7± 0.4 MeV [13] FB→pi 0.28± 0.05 [64]
mpi+ 139.57 MeV [13] A
B→ρ
0 0.37± 0.06 [64]
mpi0 134.98 MeV [13] λB 400± 150 MeV [64]
mρ 775.26± 0.25 MeV [13] a1pi 0.0 [195,196]
mω 0.783 MeV [13] a2pi 0.17± 0.10 [196]
mK0 497.614± 0.024 MeV [13] a1ρ 0.0 [197]
fBu,d 190.5± 4.2 MeV [183] a⊥1ρ 0.0 [197]
fBd
√
B 175± 12 MeV [183] a2ρ 0.1± 0.05 [197]
fBs
√
B 216± 15 MeV [183] a⊥2ρ 0.11± 0.05 [197]
fpi 130.41± 0.20 MeV [13] Λh 500 MeV [61]
Table A.2: Collection (continuation) of input parameters for the analysis of new
physics in tree level b-quark effective operators and possible BSM enhancements in
the observable ∆Γd (Chapters 4 and 5 respectively).
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Parameter Value Unit Ref. Parameter Value Unit Ref.
B- and light meson properties (continuation)
B˜S/B(B
0
s ) 1.07± 0.06 [15] B˜R1/B(B0d) 1.04± 0.12 [15]
B˜R0 1.0/0.8± 0.3 B˜R˜1/B(B0d,s) 1.27± 0.16 [15]
BR1/B(B
0
d,s) 1.71± 0.26 [15] B˜R3/B(B0d,s) 1.14± 0.5
BR2/B(B
0
d,s) 1.14± 0.5 τ(B0s ) 1.505± 0.004 ps [1]
BR3/B(B
0
d,s) 1.14± 0.5 τ(B0d) 1.520± 0.004 ps [1]
Table A.3: Collection (continuation) of input parameters for the analysis of new
physics in tree level b-quark effective operators and possible BSM enhancements in
the observable ∆Γd (Chapters 4 and 5 respectively).
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Statistical Inference
In Chapter 4 we described a global fit to evaluate possible new physics regions for the
Wilson coefficients C1 and C2 of the tree level b quark operators Qˆ1 and Qˆ2. In this
section we summarize the statistical theory behind our analysis. The main source of
the information presented here is the documentation of the software MyFitter [63]
used to automate the study.
To begin with let us introduce some definitions, we will denote by ~x = (x1, ..., xn)
a set of physical observables depending on the input parameters ~ω. For example in
our analysis in Chapter 4, ~x includes CP asymmetries, branching ratios for B meson
processes, etc. The components of our vector ~ω are masses of different mesons, decay
constants, hadronic form factors and so on. The vector ~ω should also contain the
parameters we want to “fit”, in our case these are the new physics contributions
∆C1 and ∆C2.
To denote the full parameter space we will use the symbol Ω, then ~ω ∈ Ω. Our aim
is to identify the subregions Ω0 ⊂ Ω ruled out at a given confidence level in view of
the experimental results ~x0 available.
To solve this problem we use frequentist statistics through a “hypothesis test” T ,
this requires the introduction of the probability density function f corresponding to
the joint distribution of observables in ~x. Then, under the assumption of a particular
set of values for the inputs ~ω0, our null hypothesis, we calculate the probability of
obtaining the experimental results ~x0 at a given confidence level. This is done using
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a statistical test T , here we consider a likelihood ratio test defined by1
T (~x) := −2lnmax~ω0∈Ω0f(~x, ~ω0)
max~ω′∈Ωf(~x, ~ω′)
. (B.0.1)
In Eq. (B.0.1) the probability density function f is maximized twice, firstly under
the assumption of the null hypothesis ~ω0 (numerator) and then under the assumption
of an alternative hypothesis ~ω′ (denominator), in the literature ~ω′ is also called
“alternative model”. Then the numerator and the denominator in Eq. (B.0.1) are
the maximum likelihood estimators for our null hypothesis ~ω0 and for the alternative
model ~ω′ respectively. If we use the analysis of Chapter 4 as an example then ~ω0
includes the set of values for the physical parameters that minimize f if we assume a
particular null hypothesis for the real and imaginary components of ∆C1 and ∆C2.
Alternatively ~ω′ contains the combination of inputs that maximize f globally (this
determines the entries ~ω′ maximally compatibility with data).
Under the definition
χ2 := −2 lnf(~x, ~ω′), (B.0.2)
we can express Eq. (B.0.1) as
T (~x) = min
~ω0∈Ω0
χ2(~x, ~ω0)−min
~ω′∈Ω
χ2(~x, ~ω′) := ∆χ2(~x). (B.0.3)
Qualitatively we can judge how probable is our null hypothesis by looking at the
magnitude of ∆χ2(~x). Large values for ∆χ2 suggest that the null hypothesis is very
unlikely. In our example ~ω′ includes values for ∆C1 and ∆C2 close to 0, then assum-
ing huge new physics contributions ∆C1 and ∆C2 will produce sizeable deviations
between min ~ω0∈Ω0 χ
2(~x, ~ω0) and the alternative model outcome min~ω′∈Ω χ2(~x, ~ω′).
In order to make quantitative statements we evaluate the p value associated with
our null hypothesis ~ω0. The p-value measures the probability of getting a result for
the observables ~y equal or more extreme than the one obtained in the experiment
~x0, if we assume that the null hypothesis is true. We compare ~y with ~x0 through
1Notice also that we have written the argument of the statistical test T in a generic way so that
it can be applied to any set of values for the observables ~x. Then if we want to calculate T for the
experimental results we should evaluate T (~x0).
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their corresponding ∆χ2 functions and evaluate the p-value associated with ~ω0 using
the following expression
p(Ω0, ~x0) = max
~ω0∈Ω0
∫
dn~yf(~y, ~ω0)θ
(
∆χ2(~y)−∆χ2(~x0)
)
. (B.0.4)
We can simplify Eq.(B.0.4) in the case of “Linear regression models”. In a linear
regression model the parameter space Ω = Rk is a k-dimensional real vector space
and f is a normal distribution given by
f(~x, ~ω) ∝ exp
[
−1
2
(
~x− ~µ(~ω)
)T
Σ−1
(
~x− ~µ(~ω)
)]
,
~µ(~ω) = A~ω +~b. (B.0.5)
Where Σ is a fixed symmetric matrix containing all the information about the ex-
perimental uncertainties and possible correlations (covariance matrix). The vector
~µ(~ω) is a linear function of the parameters ~ω, A is a non-singular
(
n × k
)
matrix
and ~b is an n dimensional real vector. If Ω0 is a linear k0-dimensional subspace of
Ω then the analytical solution of Eq. (B.0.4) can be written in terms of the upper
incomplete Gamma function Q as
p(Ω0, ~x0) = Q(k−k0)/2
(
∆χ2(~x0)/2
)
. (B.0.6)
According to Wilks theorem [199] we still can use Eq. (B.0.6) as an asymptotic limit
when the number of independent observations goes to infinity even if the models
we deal with are non linear regression models. The application of Wilks theorem
requires the following implicit assumptions: the argument in the exponential of
Eq. (B.0.6) depends only on the difference ~x − ~µ(~ω) and has at most a quadratic
dependence on it.
In the case of our analysis in Chapter 4, ~µ in Eq. (B.0.5) corresponds to the the-
oretical expressions for our observables. Based on the equations for the hadronic
amplitudes shown in Chapter 4, it is evident that our statistical model is non-linear;
however, we rely on the applicability of Wilks theorem in order to estimate our
p-values according to Eq.(B.0.6). Then we accept a particular combination for ∆C1
and ∆C2 if the corresponding p value is above a given threshold p0 predefined within
the analysis; normally we make reference to the confidence level CL rather than the
p value, the connection between both is
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p = 1− CL. (B.0.7)
Usually the confidence level of a likelihood ratio test is quoted in terms of the number
of standard deviations Z, the relationship with the p value is then given by
Z =
√
2Erf−1
(
1− p
)
(B.0.8)
where Erf is the error function.
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Initial conditions for the ∆B=1
Wilson coefficients
The LO contributions are given by
C
(0)
s,2 (MW ) = 1 , C
(0)
s,i (MW ) = 0 for i = 1, 3, ..., 10 .
C
(0)
7γ = −
1
2
D′0(xt) C
(0)
8g (MW ) = −
1
2
E ′0(xt), (C.0.1)
with the functions
D′0(xt) =
3x3t − 2x2t
4(xt − 1)4 lnxt +
−8x3t − 5x2t + 7xt
24(xt − 1)3 ,
E ′0(xt) =
−3x2t
4(xt − 1)4 lnxt +
−x3t + 5x2t + 2xt
8(xt − 1)3 . (C.0.2)
The QCD NLO corrections read
C
(1)
s,1 =
11
2
, C
(1)
s,2 = −
11
6
, (C.0.3)
C
(1)
s,3 = −
1
6
E˜0(xt) , C
(1)
s,4 =
1
2
E˜0(xt) , (C.0.4)
C
(1)
s,5 = −
1
6
E˜0(xt) , C
(1)
s,6 =
1
2
E˜0(xt) , (C.0.5)
C
(1)
s,i = 0 for i = 7, 8, 9, 10 , (C.0.6)
with the loop functions
E0(xt) = −2
3
lnxt +
xt(18− 11xt − x2t )
12(1− xt)3 +
x2t (15− 16xt + 4x2t )
6(1− xt)4 lnxt ,
E˜0(xt) = E0(xt)− 2
3
, (C.0.7)
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where xt = m
2
t/M
2
W .
The leading electro-weak terms are given by
C
(0)
e,i (MW ) = 0 for i = 1, 4, 5, 6, 8, 10 , (C.0.8)
C
(0)
e,2 (MW ) = −
35
18
, (C.0.9)
C
(0)
e,3 (MW ) =
2
3
1
sin2(θW )
(
2B0(xt) + C0(xt)
)
, (C.0.10)
C
(0)
e,7 (MW ) =
xt
3
, (C.0.11)
C
(0)
e,9 (MW ) =
xt
3
+
2
3sin2(θW )
(
10B0(xt)− 4C0(xt)
)
, (C.0.12)
with the loop functions
B0(xt) =
1
4
[ xt
1− xt +
xtlnxt
(1− xt)2
]
, (C.0.13)
C0(xt) =
xt
8
[xt − 6
xt − 1 +
3xt + 2
(xt − 1)2lnxt
]
. (C.0.14)
We use the following approximations [45] based on the results obtained in [198]
C
(1)
e,7 (MW ) ≈ −29.6x1.142t + 28.52x1.148t
C
(1)
e,8 (MW ) ≈ 0.94x0.661t
C
(1)
e,8 (MW ) ≈ −571.62x0.580t + 566.40x0.590t
C
(1)
e,10(MW ) ≈ −5.51x1.107t . (C.0.15)
The initial conditions for the remainder functions are
R
(0)
e,7 = R
(0)
e,9 =
8
3
C0(xt) +
2
3
D˜(xt)− xt
3
, (C.0.16)
with
D˜0(xt) = D0(xt)− 4
9
,
D0(xt) = −4
9
lnxt +
−19x3t + 25x2t
36(xt − 1)3 +
x2t (5x
2
t − 2xt − 6)
18(xt − 1)4 lnxt . (C.0.17)
To reproduce the O(α) conditions for Ce,7(MW ) and Ce,9(MW ) given in [46] we
should consider C
(0)
e,7 (MW ) +R
(0)
e,7 and C
(0)
e,9 (MW ) +R
(0)
e,9 respectively. As indicated in
section 2.3.1 we are following a different treatment of the QCD and the electroweak
corrections in comparison with [46]. In our case we are taking into account xt and
sin2 θW enhancements to the different α suppressed terms as suggested by [45].
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Appendix D
QCD factorization formulas
D.1 Overall amplitude factors
Apipi = i
GF√
2
m2BF
B→pi
0 (0)fpi,
Apiρ = −iGF√
2
m2BF
B→pi
0 (0)fρ,
Aρpi = −iGF√
2
m2BA
B→ρ
0 (0)fpi,
Aρρ = i
GF√
2
m2BA
B→ρ
0 (0)fρ,
Bpipi = i
GF√
2
fBfpifpi,
Bpiρ = Bρpi = −iGF√
2
fBfpifρ,
Bρρ = i
GF√
2
fBfρfρ. (D.1.1)
D.2 rχ factors
rpiχ =
2m2pi
mb(µ)2mq
,
rρ⊥(µ) =
2mρ
mb(µ)
f⊥ρ (µ)
fρ
. (D.2.2)
Where
f⊥ρ (µ) = f
⊥
ρ (µ0)
( αs(µ)
αs(µ0)
)CF
β0 , (D.2.3)
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with CF = 4/3 and β0 = 23/3 for N = 3 and f = 5; mq denotes an average of the
up and down quark masses.
D.3 Extra topological amplitudes
α˜
p,pipi/piρ
4 = α
p,pipi/piρ
4 + r
pi/ρ
χ α
p,pipi/piρ
6 ,
α˜p,ρpi4 = α
p,ρpi
4 − rpiχαp,ρpi6 ,
α˜
pipi/piρ
4,EW = α
p,pipi/piρ
10 + r
pi/ρ
χ α
p,pipi/piρ
8 ,
α˜ρpi4,EW = α
p,ρpi
10 − rpiχαp,ρpi8 . (D.3.4)
D.4 Vertices
V pi1,2,4,10 = 12ln
mb
µ
− 18 +
[
−1
2
− 3ipi +
(11
2
− 3ipi
)
api1 −
21
20
api2
]
,
V pi6,8 = −6,
V ρ1,2,3,4,9,10 = V
ρ = 12ln
mb
µ
− 18 +
[
−1
2
− 3ipi +
(11
2
− 3ipi
)
aρ1 −
21
20
aρ2
]
,
V ρ⊥ = 9− 6ipi +
(19
6
− ipi
)
aρ2,⊥,
V ρ4 =

V ρ for B¯0d → pi+ρ−,
V ρ − C5
C3
rρ⊥V
ρ
⊥ for B¯
0
d → ρρ,
V ρ7 = −
(
12ln
mb
µ
− 6 +
[
−1
2
− 3ipi −
(
11/2− 3ipi
)
aρ1 −
21
20
aρ2
])
,
V ρ6,8 = 9− 6ipi +
(19
6
− ipi
)
aρ2,⊥,
V ρ10 = V
ρ − C7
C9
rρ⊥V
⊥
ρ . (D.4.5)
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D.5 Penguins
P p,M1,2,3 = P
M
1,2,3 = 0,
P p,pi4 =
CFαs
4piNc
{
C2
[4
3
ln
mb
µ
+
2
3
−Gpi(sp)
]
+C3
[8
3
ln
mb
µ
+
4
3
−Gpi(0)−Gpi(1)
]
+
(
C4 + C6
)[20
3
ln
mb
µ
− 3Gpi(0)−Gpi(sc)−Gpi(1)
]
−6Ceff8g
(
1 + αpi1 + α
pi
2
)}
,
P p,pi6 =
CFαs
4piNc
{
C2
[4
3
ln
mb
µ
+
2
3
− Gˆpi(sp)
]
+C3
[8
3
ln
mb
µ
+
4
3
− Gˆpi(0)− Gˆpi(1)
]
+
(
C4 + C6
)[20
3
ln
mb
µ
− 3Gˆpi(0)− Gˆpi(sc)− Gˆpi(1)
]
−2Ceff8g
}
,
P p,pi8 =
α
9piNc
{(
NcC1 + C2
)[4
3
ln
mb
µ
+
2
3
− Gˆpi(sp)
]
−3Ceff7
}
,
P p,M10 =
α
9piNc
{(
NcC1 + C2
)[4
3
ln
mb
µ
+
2
3
−GM(sp)
]
−9Ceff7
(
1 + αM1 + α
M
2
)}
,
P p,ρ4 =

P ′p,ρ4 for B¯
0
d → pi+ρ−,
P ′p,ρ4 − rρ⊥P ′′p,ρ4 for B¯0d → ρ+ρ−,
P p,ρ4 =
CFαs
4piNc
{
C2
[4
3
ln
mb
µ
+
2
3
−Gρ(sp)
]
+C3
[8
3
ln
mb
µ
+
4
3
−Gρ(0)−Gρ(1)
]
+
(
C4 + C6
)[20
3
ln
mb
µ
− 3Gρ(0)−Gρ(sc)−Gρ(1)
]
−6Ceff8g
(
1 + αρ1 + α
ρ
2
)}
,
P p,ρ6 =
CFαs
4piNc
{
−
[
C2Gˆρ(sp) + C3
(
Gˆρ(0) + Gˆρ(1)
)
+
(
C4 + C6
)(
3Gˆρ(0) + Gˆρ(sp) + Gˆρ(1)
)]}
,
P ′′p,ρ4 = −
[
C2Gˆρ(sp) + C3
(
Gˆρ(0) + Gˆρ(1)
)
+
(
C4 + C6
)(
3Gˆρ(0) + Gˆρ(sp) + Gˆρ(1)
)]
,
P u,ρ7,9 =
α
9pi
{(
NcC1 + C2
)[4
3
mb
µ
− 10
9
+
4pi2
3
∑
r=ρ,ω
f 2r
m2ρ −m2r + imrΓr
− 2pi
3
m2ρ
tc
i+
2
3
ln
m2ρ
m2b
+
2
3
tc −m2ρ
tc
ln
tc −m2ρ
m2ρ
]
−3Ceff7,γ
}
,
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i 1 2 3 4 5 6 7 8
ai 14/23 16/23 6/23 −12/23 0.4086 −0.4230 −0.89994 0.1456
hi 2.2996 −1.0880 −3.0/7.0 −1.0/14.0 −0.6494 −0.0380 −0.0185 −0.0057
h¯i 0.8623 0.0 0.0 0.0 −0.9135 0.0873 −0.0571 0.0209
Table D.1: Coefficients used in the determination of Ceff7γ and C
eff
8g .
P c,ρ7,9 =
α
9pi
{(
NcC1 + C2
)[4
3
ln
mb
µ
+
2
3
+
4
3
ln
mc
mb
]
−3Ceffγ
}
,
P p,ρ8 = −
α
9piNc
(
NcC1 + C2
)
Gˆρ(sp),
P p10 =
CFαs
4pi
(
P ′p,ρ10 − rρ⊥P ′′p,ρ10
)
,
P ′p,ρ10 =
(
NcC1 + C2
)[4
3
ln
mb
µ
+
2
3
−Gρ(sc)
]
−9Ceff7,γ
(
1 + αρ1 + α
ρ
2
)
,
P ′′p,ρ10 = −
(
NcC1 + C2
)
Gˆρ(sp). (D.5.6)
In PM1,2,3 and P
p,M
10 the superindex stands for M = pi, ρ. In P
u,ρ
7,9 the symbol tc is
given by
tc = 4pi
2(f 2ρ + f
2
ω). (D.5.7)
For the index p in the expressions in Eq. (D.5.6) we have p = u, c and the argument
of the G and Gˆ functions is sp = (mp/mb)
2. In the case of mu we take su = 0.
All the Wilson coefficients should be evaluated at the scale µ ∼ mb according to the
theory presented in Chapter 2. For the effective coefficients we have [47]
C
(0)eff
7γ (µ) = η
−16/23C(0)7γ (MW ) +
8
3
(η−14/23 − η−16/23)C(0)8G(MW ) + C(0)2 (MW )
8∑
i=1
hiη
−ai ,
C
(0)eff
8G (µ) = η
−14/23C(0)8G(MW ) + C
(0)
2 (MW )
8∑
i=1
h¯iη
−ai , (D.5.8)
with η = αs(µ)/αs(MW ). The set of numbers hi, h¯i and ai are presented in Tab.
D.1.
The expression for P ′ρ4 can be calculated from P
p,pi
4 under the replacements α
pi → αρ
and Gpi(x)→ Gρ(x). We present next the functions GM for M = pi, ρ.
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GM(sc) =
5
3
− 2
3
ln(sc) +
αiM1
2
+
αM2
5
+
4
3
(
8 + 9αM1 + 9α
M
2
)
sc + 2
(
8 + 63αM1
+214αM2
)
s2c − 24
(
9αM1 + 80α
M
2
)
s3c + 2880α
M
2 s
4
c −
2
3
√
1− 4sc
(
2arctanh
√
1− 4sc − ipi
)[
1 + 2sc + 6
(
4 + 27αM1 + 78α
M
2
)
s2c
−36
(
9αM1 + 70α
M
2
)
s3c + 4320α
M
2 s
4
c
]
+12s2c
(
2arctanh
√
1− 4sc − ipi
)2[
1 + 3αM1 + 6α
M
2 −
4
3
(
1 + 9αρ1 + 36α
M
2
)
sc + 18
(
αM1 + 10α
M
2
)
s2c − 240αM2 s3c
]
,
GM(0) =
5
3
+
2ipi
3
+
αM1
2
+
αM2
5
,
GM(1) =
85
3
− 6
√
3pi +
4pi2
9
−
(155
2
− 36
√
3pi + 12pi2
)
αM1
+
(7001
5
− 504
√
3pi + 136pi2
)
αM2 ,
Gˆppi(sc) =
16
9
(
1− 3sc
)
−2
3
(
ln(sc) +
(
1− 4sc
)3/2(
2arctan
√
1− 4sc − ipi
))
,
Gˆppi(0) =
16
9
+
2pii
3
,
Gˆppi(1) =
2pi√
3
− 32
9
,
Gˆρ(sc) = 1 +
αρ1,⊥
3
+
αρ2,⊥
6
− 4sc
(
9 + 12αρ1,⊥ + 14α
ρ
2,⊥
)
−6s2c
(
8αρ1,⊥ + 35α
ρ
2,⊥
)
+360s3cα
ρ
2,⊥ + 12sc
√
1− 4sc
(
1 +
[
1 + 4sc
]
αρ1,⊥ +
[
1 + 15sc
−30s2c
]
αρ2,⊥
)(
2arctanh
√
1− 4sc − ipi
)
−12s2c
(
1 +
[
3− 4sc
]
αρ1,⊥
+2
[
3− 10sc + 15s2c
]
αρ2,⊥
)(
2arctanh
√
1− 4sc − ipi
)2
,
Gˆρ(0) = 1 +
1
3
αρ1,⊥ +
1
6
αρ2,⊥,
Gˆρ(1) = −35 + 4
√
3pi +
4pi2
3
+
(
−287
3
+ 20
√
3pi − 4pi
2
3
)
αρ1,⊥
+
(565
6
− 56
√
3pi +
64pi2
3
)
αρ2,⊥. (D.5.9)
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D.6 Hard Scattering functions
D.6.1 Hard Scattering functions for B → pipi and B → ρρ
Hpipi1,2,4,10(µ) =
Bpipi
Apipi
mB
λB
[
9
(
(1 + api1 + a
pi
2
)2
+3rpiχ(µ)
(
1− api1 + api2
)
XH
]
,
Hpipi6,8(µ) = 0,
Hpiρ2,4,10(µ) =
Bpiρ
Apiρ
mB
λB
(
9(1 + api1 + a
pi
2 )(1 + a
ρ
1 + a
ρ
2) + 3r
pi
χ(µ)(1− aρ1 + aρ2)XH
)
,
Hpiρ6,8(µ) = 0,
Hρpi2,4,10 =
Bρpi
Aρpi
mB
λB
(
9(1 + api1 + a
pi
2 )(1 + a
ρ
1 + a
ρ
2) + 3r
ρ
χ(µ)(1− api1 + api2 )
[
3(1 + aρ1,⊥ + a
ρ
2,⊥)XH − (6 + 9aρ1,⊥ + 11aρ2,⊥ + ...)
])
,
Hρpi6,8(µ) = 0,
Hρρ1,2,4,9,10(µ) =
Bρρ
Aρρ
[mBd
λB
][
9
(
1 + aρ1 + a
ρ
2
)2
+9rρ⊥(µ)
(
1− aρ1 + aρ2
)(
XH − 2
)]
,
Hρρ7 (µ) = −
Bρρ
Aρρ
[mBd
λB
][
9
(
1 + aρ1 + a
ρ
2
)(
1− aρ1 + aρ2
)
+9rρ⊥(µ)
(
1 + aρ1
+aρ2
)(
XH − 2
)]
. (D.6.10)
D.6.2 Hard Scattering functions for B → J/ψK
fI =
∫ 1
0
dξφJ/ψ(ξ)
{ 2zξ
1− z(1− ξ) + (3− 2ξ − 8ξ
2)
lnξ
1− ξ
+
(
− 3
1− zξ +
1 + 8ξ
1− z(1− ξ) −
2zξ
[1− z(1− ξ)]2
)
zξ lnzξ
+
(
3(1− z) + 2zξ − 8zξ2 + 2z
2ξ2
1− z(1− ξ)
)
× ln(1− z)− ipi
1− z(1− ξ)
}
,
gI =
∫ 1
0
dξφJ/ψ(ξ)
{ 4ξ(2ξ − 1)
(1− z)(1− ξ) lnξ +
zξ
[1− z(1− ξ)]2 × ln(1− z)
+
( 1
(1− zξ)2 −
1
[1− z(1− ξ)]2 −
8ξ
(1− z)(1− zξ)
+
2(1 + z − 2zξ)
(1− z)(1− xξ)2
)
zξ − ipi zξ
[1− z(1− ξ)]2
}
. (D.6.11)
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D.6.3 Annihilation coefficients
βp,M1M2i =
BM1M2
AM1M2
bp,M1M2i ,
bM1M21 =
CF
N2c
C1A
i,M1M2
1 ,
bM1M22 =
CF
N2c
C2A
i,M1M2
1 ,
bp,M1M23 =
CF
N2c
[
C3A
i,M1M2
1 + C5
(
Ai,M1M23 + A
f,M1M2
3
)
+NcC6A
f,M1M2
3
]
,
bp,M1M24 =
CF
N2c
[
C4A
i,M1M2
1 + C6A
i,M1M2
2
]
,
bp,M1M23,EW =
CF
N2c
[
C9A
i,M1M2
1 + C7
(
Ai,M1M23 + A
f,M1M2
3
)
+NcC8A
f,M1M2
3
]
,
bp,M1M24,EW =
CF
N2c
[
C10A
i,M1M2
1 + C8A
i,M1M2
2
]
. (D.6.12)
D.6.4 Annihilation kernels
Ai,pipi1 ≈ Ai,pipi2 ≈ 2piαs(µh)
[
9
(
XA − 4 + pi
2
3
)
+rpiχr
pi
χX
2
A
]
Ai,piρ1 = A
i,ρpi
1 ≈ 6piαs
[
3
(
XA − 4 + pi
2
3
)
+rρχr
pi
χ
(
X2A −XA
)]
Ai,piρ2 = A
i,ρpi
2 ≈ −Ai,piρ1
Ai,pipi3 ≈ 0
Ai,piρ3 = A
i,ρpi
3 ≈ 6piαs
[
−3rρχ
(
X2A − 2XA −
pi2
3
+ 4
)
+rpiχ
(
X2A − 2XA +
pi2
3
)]
Af,piρ1 = A
f,piρ
2 = A
f,ρpi
1 = A
f,ρpi
2 = 0
Af,pipi3 ≈ 12piαsrpiχ
(
2X2A −XA
)
Af,piρ3 = −Af,ρpi3 ≈ 6piαs
[
3rρχ
(
2XA − 1
)(
XA − 2
)
+rpiχ
(
2X2A −XA
)]
Ai,ρρ1 = A
i,ρρ
2 ≈ 18piαs
[(
XA − 4 + pi
2
3
)
+(rρ⊥)
2(XA − 2)2
]
Ai,ρρ3 = 0
Af,ρρ3 ≈ −36piαsrρ⊥
(
2X2A − 5XA + 2
)
. (D.6.13)
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Inputs & errors for Chapter 6
Parameter Update ABL review 2015 [15]
fBs
√
B 0.223± 0.007 GeV 0.215± 0.015 GeV
fBd
√
B 0.185± 0.008 GeV 0175± 0.012 GeV
B˜S/B(B
0
s ) 1.15± 0.16 1.07± 0.06
B˜S/B(B
0
d) 1.17± 0.24 1.04± 0.12
B˜R0/B(B
0
s ) 0.54± 0.55 1.00± 0.3
B˜R0/B(B
0
d) 0.35± 0.80 1.00± 0.3
B˜R1/B(B
0
s ) 1.61± 0.10 1.71± 0.26
B˜R1/B(B
0
d) 1.72± 0.15 1.71± 0.26
B˜R˜1/B(B
0
s ) 1.223± 0.093 1.27± 0.16
B˜R˜1/B(B
0
d) 1.31± 0.14 1.27± 0.16
|Vcb| 0.04180+0.00033−0.00068 0.04117+0.00090−0.00114
Table E.1: Inputs used in the evaluation of mixing observables. The update (left
column) is based on the lattice updates presented in [79]. For comparison the inputs
used in the previous determination (right column) are also shown.
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Parameter Update ABL review 2015 [15]
|Vub/Vcb| 0.0889± 0.0019 0.0862± 0.0044
γ 1.170+0.015−0.035 1.171
+0.017
−0.038
|Vus| 0.22542+0.00042−0.00031 0.22548+0.00068−0.00034
Table E.2: Inputs used in the evaluation of mixing observables (cont.). The update
(left column) is based on the lattice updates presented in [79]. For comparison the
inputs used in the previous determination (right column) are also shown.
Update for mixing quantities
M s12 10.5− 0.377 · i
Md12 0.214 + 0.215 · i
arg(M s12) −0.0375
arg(Md12) 0.788
Γs12 −0.0490 + 0.00207 · i
Γd12 −0.000950− 0.00116 · i
arg(Γs12) −0.0422
arg(Γd12) 0.886
Γs12/M
s
12 −0.00488 + 0.0000227 · i
Γd12/M
d
12 −0.00493− 0.000490 · i
Table E.3: Predictions for Md,s12 and Γ
d,s
12 using the updated inputs in Tab. E.1.
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Observable Update for mixing observables
∆Ms 20.11± 1.37 ps−1 .
∆Md 0.606± 0.056 ps−1 .
∆Γs 0.098± 0.014 ps−1 .
∆Γd 0.00299± 0.00052 ps−1 .
Im (Γs12/M s12) −0.00488± 0.00061 ,
Re (Γd12/Md12) −0.00493± 0.00061 ,
Im (Γs12/M s12) 0.0000227± 2.50 · 10−6 ,
Im (Γd12/Md12) −0.000490± 0.000054 ,
pi − arg (Γs12/M s12) 0.00466± 0.00105
= (0.267± 0.060)◦ ,
pi − arg (Γd12/Md12) 0.0989± 0.0233
= (5.67± 1.34)◦
Table E.4: Mixing observables for B0s,d using the updated inputs in Tab. E.1.
B0s B
0
d
c −48.65± 6.10 −49.32± 7.33
a +12.22± 1.31 11.73± 1.27
b +0.77± 0.10 0.23± 0.04
Table E.5: Mixing parameters a, b, c (see Eq.(2.4.114)) calculated with the updated
inputs in Tab. E.1.
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Parameter Update ABL review 2015 [15]
δ(fBs
√
B) 0.0635 0.139
δ(|Vcb|) 0.0240 0.049
δ(mt) 0.0066 0.007
δ(ΛQCD) 0.0013 0.001
δ(γ) 0.0009 0.001
δ(mb) 0.0005 < 0.001
δ(|Vub/Vcb|) 0.0004 0.001∑
δ 0.0682 0.148
Table E.6: Error budget for ∆Ms using the updated inputs in Tab. E.1.
Parameter Update ABL review 2015 [15]
δ(fBd
√
B) 0.0872 0.137
δ(|Vcb|) 0.0240 0.049
δ(mt) 0.00656 0.001
δ(ΛQCD) 0.00129 0.0
δ(γ) 0.0208 0.002
δ(mb) 0.000515 0.0
δ(|Vub/Vcb|) 0.000133 0.0∑
δ 0.0931 0.148
Table E.7: Error budget for ∆Md using the updated inputs in Tab. E.1.
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Parameter Update ABL review 2015 [15]
δ(µ) 0.0889 0.084
δ(fBs) 0.0635 0.139
δ(BR2) 0.0604 0.148
δ(BS) 0.0539 0.021
δ(|Vcb|) 0.0240 0.049
δ(BR0) 0.0310 0.021
δ(z¯) 0.0109 0.011
δ(mb) 0.0080 0.008
δ(BR˜1) 0.0038 0.007
δ(ms) 0.0024 0.001
δ(BR3) 0.0023 0.002
δ(BR1) 0.0018 0.005
δ(γ) 0.0010 0.001
δ(ΛQCD) 0.0010 0.001
δ(|Vub/Vcb|) 0.0004 0.001
δ(mt) 0 < 0.001∑
δ 0.1421 0.228
Table E.8: Error budget for ∆Γs using the updated inputs in Tab. E.1.
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Parameter Update ABL review 2015 [15]
δ(µ) 0.0929 0.079
δ(fBd) 0.0872 0.137
δ(BR2) 0.0623 0.144
δ(B˜S) 0.0809 0.04
δ(|Vcb|) 0.0240 0.049
δ(BR0) 0.0533 0.025
δ(z¯) 0.0109 0.011
δ(mb) 0.0076 0.008
δ(BR˜1) 0.0 0.0
δ(md) −− −−
δ(BR3) 0.0023 0.005
δ(BR1) 0.0 0.0
δ(γ) 0.0232 0.002
δ(ΛQCD) 0.0009 0.001
δ(|Vub/Vcb|) 0.0008 0.001∑
δ 0.175 0.227
Table E.9: Error budget for ∆Γd using the updated inputs in Tab. E.1.
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Parameter Update
δ(µ) 0.0889
δ(BR2) 0.0604
δ(BS) 0.0539
δ(BR0) 0.0301
δ(z¯) 0.0109
δ(mb) 0.0080
δ(mt) 0.0066
δ(B˜R1) 0.0038
δ(ΛQCD) 0.0024
δ(ms) 0.0023
δ(BR3) 0.0023
δ(BR1) 0.0018
δ(γ) 0.0001
δ(Vub/Vcb) 0.0
δ(Vcb) 0.0∑
δ 0.125
Table E.10: Error budget for Re(Γs12/M s12) using the updated inputs in Tab. E.1.
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Parameter Update
δ(µ) 0.0929
δ(BR2) 0.0623
δ(BS) 0.0809
δ(BR0) 0.0533
δ(z¯) 0.0109
δ(mb) 0.0076
δ(mt) 0.0066
δ(B˜R1) 0.0
δ(ΛQCD) 0.0022
δ(md) 0.0
δ(BR3) 0.0023
δ(BR1) 0.0
δ(γ) 0.0025
δ(|Vub/Vcb|) 0.000887
δ(|Vcb|) 0.0∑
δ 0.149
Table E.11: Error budget for Re(Γd12/Md12) using the updated inputs in Tab. E.1.
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Parameter Update
δ(µ) 0.0946
δ(z¯) 0.0462
δ(Vub/Vcb) 0.0211
δ(γ) 0.0118
δ(BR3) 0.0106
δ(mb) 0.0101
δ(mt) 0.0066
δ(BS) 0.0078
δ(ΛQCD) 0.0053
δ(BR2) 0.0039
δ(B˜R1) 0.0030
δ(BR0) 0.0026
δ(ms) 0.0021
δ(BR1) 0.0001
δ(Vcb) 0.0∑
δ 0.1098
Table E.12: Error budget for Im(Γs12/M s12) using the updated inputs in Tab. E.1.
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Parameter Update
δ(µ) 0.0937
δ(z¯) 0.0487
δ(|Vub/Vcb|) 0.0215
δ(γ) 0.0105
δ(BR3) 0.0115
δ(mb) 0.0129
δ(mt) 0.0066
δ(BS) 0.0123
δ(ΛQCD) 0.0054
δ(BR2) 0.0042
δ(B˜R1) 0.0
δ(BR0) 0.0049
δ(md) 0.0
δ(BR1) 0.0
δ(|Vcb|) 0.0∑
δ 0.111
Table E.13: Error budget for Im(Γd12/Md12) using the updated inputs in Tab. E.1.
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τ(B0s )/τ(B
0
d)
Central value 1.000503791
δ(1) 0.00071
δ(2) 0.00051
δ(fBs) 0.00029
δ(µ2G(Bs)/µ
2
G(Bd)) 0.00028
µ2pi(Bs)− µ2pi(Bd)) 0.00023
δ(fBd) 0.00023
δ(c3) 0.00023
δ(µ) 0.00016
δ(B1) 0.00014
δ(µ2G(Bd)) 0.00013
δ(B2) 0.00010
δ(cG) 0.000068
δ(mb) 0.000040
δ(|Vcb|) 0.000025
δ(mc) 0.0000072
δ(τBs) 0.0000013
δ(MBs) 0.00000055
δ(MBd) 0.00000025
δ(|Vus|) 0.000000027
δ(γ) 0.000000020
δ(|Vub/Vcb|) 0.000000010∑
δ 0.00108
Table E.14: Error budget for the life-time ratio in Eq. (6.2.32).
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