This paper introduces a Deep Reinforcement Learning based control architecture for protective relay control in power distribution systems. The key challenge in protective relay control is to quickly and accurately detect faults from other disturbances in the system. The performance of widely-used traditional overcurrent protection scheme is limited by factors including distributed generations, power electronic interfaced devices and fault impedance. We propose a deep reinforcement learning approach that is highly accurate, communication-free and easy to implement. The proposed relay design is tested in OpenDSS simulation on the IEEE 34-node and 123-node test feeders and demonstrated excellent performance from the aspect of failure rate, robustness and response speed.
I. INTRODUCTION
T HIS paper aims to propose and thoroughly test a novel Deep-Reinforcement Learning (Deep-RL) based approach for the protective relay control design in future distribution grids. Recent developments in photovoltaic (PV) and power electronic interface technology have led to tremendous increase in the penetration of distributed generation (DG) in distribution grids. DG and especially solar PVs can provide various benefits to the power system operation efficiency such as peak load reduction and improved power quality [1] . In addition, many emerging grid edge-level devices are adding the complexity of power interactions between end users and distribution grid operators in a substantial manner. These additional complexities poses significant challenges to the operation in the distribution grid. In particular, this paper focuses on how to address the challenges in protection design and operation for the distribution grid. Traditional protective relays are designed to function under the assumptions that i) power flow is unidirectional from the substation towards end users, and ii) the difference of operating states between normal and faulted conditions are measurable and significant. With increasing penetration of distributed energy resources at grid edge, both assumptions will be rendered invalid [2] . In fact, the proper functioning of distribution protection is becoming a bottleneck in deep integration of DERs for the future grid.
A. Literature Review
There are many studies trying to improve the performance of protective relays from different aspects. Most of them focus Authors are with the Department of Electrical and Computer Engineering, Texas A&M University, College Station, TX-77840, USA. e-mail: {dqwu, dileep.kalathil, le.xie}@tamu.edu on upgrading the most commonly-used overcurrent relays by improving fault detection [3] and coordination [4] . Thanks to the breakthrough in computing power and the increasing amount of measurements throughout the power grid, many machine-learning based approached have been developed. Artificial Neural Networks (ANN) are used in setting the parameters of overcurrent relays [5] ; Support Vector Machine (SVM) can be trained to separately normal and fault conditions directly [6] . Most proposed methods are still confined within the framework of inverse-time overcurrent protection, which is not enough for the future distribution grid with high DG and EV penetration [2] .
Reinforcement Learning (RL) is a major branch of machine learning mainly concerned with controlling unknown dynamical systems. In RL, an Agent learns to control a unknown system through consecutive interaction with the system and observe the system dynamics. The state of system to be controlled evolves stochastically based on an (unknown) transition kernel and the actions of the agent. Each time the agent makes an action, it observes the system state transition as a result of the action and receives a Reward for the transition. In the process of solving an RL problem, the agent learns a control policy that gives the most optimal action corresponding to each observed system state. Deep neural network based RL [7] , a.k.a. Deep-RL, has made significant progress over the past few years in control problems of different backgrounds, notable successes including robotics, games, and autonomous driving [8] . RL has also been applied to various power system control problems including voltage regulation [9] , market operation [10] and generator control [11] . Our previous paper [12] was the first work to use deep-RL for power system protection. It proposed an sequential training algorithm to train the coordination between multiple RL relays in one system. A comprehensive survey of RL applications in power system is detailed in a recent review paper [13] .
B. Main Contributions
This paper introduces a novel reinforcement learning based solution to address the protective relay control problem under distribution grids with high distributed energy resources penetration. This approach combines recent advancements in computing power, machine learning theories and deep domain knowledge on power system operations. Main contributions are summarized as follows:
• Formulation of the optimal protective relay control problem as an RL problem • Algorithm to model and train RL-based relays for reliable fault detection and accurate coordination arXiv:2003.02422v1 [eess.SY] 5 Mar 2020
• An open-source environment interface between machine learning packages and power system simulators The rest of this paper is organized as follows: Section II provides a brief review on RL and explains our algorithm in detail; Section III presents the simulation environment and the test-bed cases used in training and evaluation; Section IV analyzes and discusses the simulation results and Section V summarizes and concludes the paper.
II. PROBLEM FORMULATION AND ALGORITHM
In this section, we briefly review the basics of RL, formulates the protective relay control problem under the RL framework and presents our algorithm to train RL relays.
A. Review of Reinforcement Learning
Reinforcement Learning (RL) is one of the three basic paradigms of machine learning that mainly concerns with how should a decision maker, or Agent, take actions in a dynamical system, or Environment, to maximize a cumulative reward. The main difference between RL and supervised learning is that RL does not need clearly labeled input/output pairs prior to training, but rather gathers information by actively interacting with the environment it tries to control. In contrast to supervised learning in which the "teacher" tries to give instructive input such as which action to take under each state, the feedback for RL is evaluative and focuses on the final outcome from a series of actions.
An RL problem is usually formulated on top of a Markov Decision Process(MDP). MDP is a framework that helps modeling decision making problems in a discrete-time stochastic environment, in which the state of the environment evolves base on the action made by the agent. An MDP can be formally defined as a tuple (S, A, P, R), where:
• S is the set of states measured by an agent • A is the set of all possible actions the agent can take • P a (s, s ) gives the probability that an agent action a under state s will take the system to state s • R a (s, s ) is the reward received by the agent for the transition from state s to s The agent uses a policy π (S → A) to determine the action to be taken under each state observation. The performance of a policy π, the value function V π defined as V π (s) = E[ ∞ t=0 γ t R t |s 0 = s] is the expectation of cumulative reward under the policy π. γ ∈ (0, 1) is the discount factor to give less weight to future reward and prioritize immediate reward. Similarly, the Q-value function Q π (s, a) = E[ Alternatively, the optimal Q-value function Q * (s, a) = arg max π Q π (s, a) allows us to directly obtain π * as π * (s) = arg max a∈A Q * (s, a). Most MDP algorithms focuses on computing π * by solving for or approximating Q * . Dynamic Programming (DP) and RL are two major techniques for solving MDP problems. DP computes the optimal policy from an explicit form of the system model, i.e. the probability transition matrix. In RL, the agent learns the optimal policy by collecting sequences of observation samples during active interaction with the system without knowing the system model. The model-free property makes RL extremely suitable for controlling problems where the system model is unknown or too complicated to model explicitly. Q-learning is a common RL algorithm which computes the optimal policy by iterating the Q-value function from sequential state, action and reward observations. The Q-value function is updated using the following equation:
η ∈ (0, 1) is the learning rate. It is known that the above iteration will converge to Q * if each possible state-action pair is sampled infinitely often with an appropriate learning rate [14] . In most practical problems, the size of the state and action space is too large or being continuous, making the standard tabular Q-leaning infeasible or computationally impossible. Deep-RL addresses this problem by approximating the Q function using a deep neural network, a.k.a. Deep-Q-Network(DQN) [7] . Instead of updating the Q-values for each possible state-action combination, the weights of perceptrons in the DQN are updated by minimizing the difference between predictions and observations using stochastic gradient descent.
B. Problem Formulation for Protective Relay Control
Protective relays are the safeguards of distribution systems. The role of protective relays is to protect the grid from sustaining faults by disconnecting the faulty segment from the rest of the grid. During operation, a relay monitors the power grid and look for patterns that signifies faults. Typical measurements include current (overcurrent and differential protection), voltage and current (distance protection), or electromagnetic wave from transients (traveling-wave protection). In power distribution systems, overcurrent protection is the most commonly used type of protection since many other methods are impractical due to cost and feeder branching.
However, it is very difficult for overcurrent relays to accommodate the vastly different operation conditions in the real distribution grids. For example, for feeder reclosers, the presence of DG within the feeder can reduce the fault current measured at the recloser and make faults harder to detect; the fault current contribution from DG to the fault will make the fault current measured at the fuse higher than the current at the recloser, making coordination based on inverse-time curves difficult [2] . Moreover, even in current distribution grids, factors like fault impedance and load profile change are not taken into account in traditional overcurrent protection design, resulting in problems such as failing to detect faults near the end of a feeder, a.k.a. under-reaching. We formulate the distribution system transient process as an MDP environment, model relays as RL agents and apply RL algorithm to compute the optimal control policies for relays. The state of the system evolves based on the load profile, DG output, presence of fault and the connectivity of the circuit. We assume communication is not available, as in most current distribution grids, and each agent is only able to take measurement at the node where it is installed. At each time step, the agent can observe the system state by measuring the magnitude of, and the phase difference between, voltage and current. Each agent can affect the environment by controlling a circuit breaker at the same location as the agent. The goal of an agent is to detect and clear any fault that can be cleared by operating the breaker it controls.
On top of the basic formulation above, several complications need to be properly addressed. Most importantly, the coordination between protection devices need to be considered for improved reliability. In traditional overcurrent protection, coordination is achieved using a inverse-time curve that adds a time delay between the detection of fault and actual breaker operation based on the fault current magnitude. However, since the fault current magnitude can be unpredictable across different scenarios, we use a more suitable method to implement the implicit coordination between protective devices. Whenever an agent makes a control decision, instead of tripping the breaker instantaneously, it controls a countdown timer to indirectly operate the breaker. If a fault is detected, the agent can set the counter to a value such that the breaker trip after a certain time delay. If the fault is cleared during the countdown, it can reset the counter to prevent unnecessary tripping. This countdown mechanism is coherent with the evaluative nature of RL, as the reward only needs to be assigned based on the final action, i.e. breaker operation. During training, the agent not only learns to detect faults, but also learns the optimal time delay for each possible fault scenario. Second, for each agent, the local measurement alone is non-Markovian since the state evolution of the entire distribution grid is also dependent on states at other locations that the agent cannot observe. The common way to overcome this problem is to use a time-window of observation, including several frames of past measurements instead of a single snapshot [15] . With the above complications taken into account, the model of RL protective relays can be formulated under the MDP framework: Table I shows the state space S of each RL relay; the action space A is shown in Table  II .
After each control output, each agent receive a reward R as an evaluation to the action. Since the reward is only used during training and is not needed in policy execution, we can afford to use extra information in training. The reward is given Tripping when a fault is present in its assigned protection region -120
Tripping when there is no fault or the fault is outside its assigned region
+5
Stay closed when there is no fault or the fault is outside its assigned region -10
Stay closed when a fault is present in its assigned protection region based on the action of the counter and the circuit status, the agent receives a positive reward for correct operations or a negative reward for undesirable operation. The reward R is presented in Table III :
C. Training Algorithm
In this paper we will thoroughly test the RL relays in distribution feeder recloser relay control. In feeder protection, the recloser at the head of the feeder is usually the only active protective device in the feeder and it only needs to coordinate with fuses. Occasionally, a mid-feeder recloser is placed within the feeder circuit to provide additional protection. We first present the algorithm for single-agent training, then expand the algorithm to be used for multi-agent training.
The deep-Q-learning algorithm is used to train relays in single-agent environment such as feeder protection. Additional features are added on top of the standard Q-learning to improve convergence. An experience replay is used to shuffle collected state-action pairs to remove the inter-dependence between consecutive observations. A target network is used to fixed the DQN for several steps between each periodic weight update iterations. Algorithm 1 presents the detailed process of training a single relay. When more than one agent work simultaneously in one environment, the formulation becomes a multi-agent RL problem. Multi-agent problems are difficult to solve because it violates one of the fundamental assumptions of the MDP framework, that the environment remains stationary throughout the operating process. If there is only one agent in a stationary environment, the probability distribution of the state observation received by the agent can be described by a stationary Markov chain, which is necessary for single-agent RL algorithm to converge. If there are multiple agents giving control actions simultaneously, they are likely to give conflicting actions which can results in oscillation.
In our previous paper [12] , we proposed a sequential training algorithm by cleverly exploiting the radial structure of distribution systems. In a radial circuit, the dependency between the operation of coordinating relays is uni-directional, Algorithm 1 Training Algorithm for Single-Agent Environment Initialize replay buffer Initialize DQN of relay with random weights w 0 for episode k = 1 to M do Initialize simulation with random system parameters for time step t = 1 to T do Observe the state s t With probability select a random action a t , otherwise select a greedy action a t = arg max a Q w (s t , a) Send action vector A to simulator Update circuit information based on pre-selected fault scenario and relay action Retrieve reward R t and next state s t+1 from simulator Store (s t , a t , R t , s t+1 ) in the replay buffer Sample a minibatch from replay buffer and update w end for end for that is, only upstream relays need to provide backup for downstream relays but not vice-versa. Also, the furthest relay at the load side does not need to coordinate with others. In our sequential training algorithm, we start from the furthest relay whose optimality of operation is not affected by the operation of other relays and thus can be trained using a single-agent algorithm. Then, we fix this trained policy and train the relays at one-level closer to the substation that need to provide backup for the furthest relay. Since the policy of the furthest relay is fixed, it appears like a part of the stationary environment to its upstream neighbor which can learn to accommodate its operation. The order of training can be determined by network tracing using a post-order depthfirst tree traversal with the source bus being the root. The detailed sequential training method is presented in Algorithm 2.
III. EXPERIMENT ENVIRONMENT AND TEST CASES
This section we present the simulation environment, testbed cases and experiment design. The numerical experiment is performed using OpenDSS distribution simulator [16] and IEEE standard test feeders [19] .
A. Simulation Environment
The dynamic simulation mode of OpenDSS is used to build the environment and a Python program controls the simulation process by communicating with the simulator using the COM interface. This environment is packed in a class inherited from the OpenAI Gym [17] to improve accessibility and could potentially be used in other machine-learning researches targeting distribution systems operation.
The RL relays are programmed in Python using opensource machine learning packages such as Tensorflow [18] . The hyperparameters of the DQN powering each relay are selected through random search and are listed in Table IV .
Algorithm 2 Sequential Training for Radial Network Sort {i|1 ≤ i ≤ n} into a vector N by the ordering of training Initialize replay buffer of each relay N i , 1 ≤ i ≤ n Initialize DQN of each relay i with random weights w i for relay i = 1 to n do for episode k = 1 to M do Initialize simulation with random system parameters for time step t = 1 to T do Observe the state s i,t of each relay N i for relay j ∈ (Trained Relays) do select action using trained policy a j,t = arg max a Q wj (s j,t , a) end for for relay j = i + 1 to n do Select the null action, a j,t = 0 end for With probability select a random action a i,t , otherwise select a greedy action a i,t = arg max a Q wi (s i,t , a) Send action vector A = a 1 , a 2 , ..., a n to simulator Observe the reward R i,t and next state s i,t+1 Store (s i,t , a i,t , R i,t , s i,t+1 ) in the replay buffer of relay N i Sample a minibatch from replay buffer and update w i end for end for end for 
B. Test System Modeling
Standard test cases from the IEEE PAS AMPS DSAS Test Feeder Working Group are adopted as the benchmark testbed for this experiment. Specifically, we choose the IEEE 34bus and 123-bus node test feeder to test the performance of RL based recloser control. The test cases are replicated in OpenDSS using the same parameters provided in IEEE publications [19] . Since OpenDSS only support spot load and each load must be attached to a bus, the distributed loads in the 34-bus case are lumped together and attached to a dummy bus created at the midpoint of the branch where distributed loads exist in the original case. The voltage regulators are manually set to follow the published values in the IEEE power flow solution. Overall, the OpenDSS power flow result and IEEE results shows general agreement, but some minor difference still exist due to differences in components modeling and arithmetic precision between RDAP and OpenDSS. The percentage difference of phase voltages at each bus of the IEEE-34 base case between the two simulators in the are listed in Table V . The other cases do not have distributed loads around branches and the solution is very close to the IEEE published value, thus the comparison is omitted for simplicity. Modifications on the original IEEE cases are performed randomly when initializing each episode in order to simulate the real fluctuations of distribution grids. The simulation is separated to many short episodes that contains a fault to provide the agents with a diverse representation of possible fault scenarios in real distribution systems The episodes are generated using Monte-Carlo simulation. In the beginning of each episode, a random multiplier in the range (0.7, 1.3) is set for all loads, as in distribution grids most loads tend to peak around the same time of day. Then an individual random multiplier between (0.9, 1.1) is applied for each load in the system. Distributed generation are also placed throughout the feeder, a random number of generators modeled as PV inverters are added to random load buses. The capacity of each DG can account for 50% to 125% of the load at the same bus. In the middle of an episode, a random fault will be added to the system and the relay need to respond to it. The fault will have a random fault impedance ranging from 0.001 ohm to 20 ohm. All types of faults (SLG, LL, LLG, 3-phase) are considered. Single phase and two phase faults have a higher chance to be selected as they are much more common and harder to detect than symmetric faults. Since the scenarios are generated in a Monte-Carlo fashion, the performance of trained RL relay will be evaluated by running many different random episodes and compute the rate of correct and incorrect operations.
IV. SIMULATION RESULTS
In this section we present and discuss the experiment result of RL based relays. The performance of RL relays are evaluated from three aspects: Failure Rate: The failure rate is computed after running many random episodes. For each episode, we determine the optimal relay action from the type, time and location of the fault, and compare to the action taken by the trained RL relay. Robustness: The relays are trained in an environment where the level of variation in operating conditions is within a predetermined range. We evaluate the performance of RL relays when the operating condition exceeds the pre-determined range or under unexpected conditions such as sudden loss of load/generator. Response Speed: The elapsed time between the occurrence of fault and the relay action is critical in preventing hazards. The response time of RL relay is defined as the time difference between fault occurrence and the relay activation. 
A. Single-Agent Recloser Control
We first test our proposed RL relay design under the context of substation recloser control in distribution feeders. The IEEE 34 node (Fig. 1 ) and 123 node test feeders are used in this experiment. We train the control policy of a recloser located at the substation bus to accurately respond to faults within the feeder using Algorithm 1. We run the training process for multiple times to obtain a leaning curve that illustrates policy convergence. Fig. 2a shows the convergence of episodic reward for the substation recloser in the 123-bus system. The X axis is the number of random episodes generated for training while the Y axis is episodic reward. The learning curve is obtained from 15 independent training. The thick black line show the mean value of episodic reward at the same progress during those 20 runs and the shadow envelope is the mean value ±standard deviation. Fig. 2b shows the convergence of false operations during training. It can be seen that the rate of false operation is high at the beginning of training, and it drops to approximately zero after roughly 800 episodes. The learning curves for the 34 bus system is similar except for converging faster and are thus omitted. We have experimented with two types of measurement input for the RL recloser relays: i) Sequence measurement is a more sensitive identifier of fault, since during normal conditions the magnitude of zero and negative sequence is expected to be very low compared with the magnitude of positive sequence, while during unbalanced faults the magnitude of zero and negative sequence will rise significantly. On the other hand, it would be better to use separate phase measurements to identify which phase(s) are under fault as the faulted phase will experience a larger voltage and current disturbance, but locating faulted phases using sequence measurement is less apparent. We trained and tested RL relays these two set of measurements separately. When using sequence data, the recloser gets a positive reward for responding to any fault within the feeder; when using phase data, the recloser gets a positive relay only for responding to faults that include the phase its assigned. After training, each RL relay is tested using 5000 new randomly generated scenarios and each false operation are recorded. 
Robustness:
In distribution systems, the operating conditions can be affected by many unexpected factors such as the increasing popularity of electric vehicles, weather/climate change and possible future expansion plans of utility companies. These factors can cause a change in the voltage and current measured by the relay during both normal and faulty conditions, but they are usually not considered during the planning stage where the setting of the relays are being determined. It would be desirable for relays to be robust to such un-anticipated changes as they could be the cause for misoperations and re-programming deployed relays will introduce additional cost. We first evaluate the robustness of RL relays from the perspective of unexpected change in load profile. As a result from the economy and population growth, the electricity consumption is expected to grow each year. Moreover, heavy-duty fast charging technologies for electric vehicles will increase the feeder load during the charging time. These changes are reflected in the load profile as higher peaks load. To quantify the robustness against higher peaks, we let the load in the system to be up to 20% more than the maximum load used during training with a step size of 5%. Since we are only focusing on the peak performances, the data collected for 5% load increase are all sampled by setting the system load from 100% to 105% percent of maximum load during training. The performance of RL relay under higher peak is shown in Table  VIII . It can be seen that the RL based relay remains robust until the peak system-wide load have increased more than 20%. The sudden loss of DG will create a surge in current measured at substation since it needs to feed more power to the loads, which could be misidentified as a fault. Still, it does not have substantial impact on the performance of RL relays.
Another aspect of evaluate robustness is to test the response of RL recloser against other disturbances. Particularly, if a load or a generator is suddenly disconnected from the feeder, a disturbance in the measurement waveform could be observed. It is important for the recloser relay to be able to distinguish these disturbances from faults. We test the robustness by suddenly stepping down the capacity of all loads by a factor from 10% to 40% at a random time during an episode, or randomly disconnecting 10% to 40% of all the distributed generators in the feeder. The recloser is expected to stay closed during these disturbances. 5000 episodes are tested for each case and the result is recorded in Table IX and the RL recloser has shown to be very resistant toward these disturbances. Response Speed: The response speed of reclosers is very important for the widely used fuse-saving scheme. It is preferred for the substation recloser to attempt clearing transient faults before any fuse in the feeder melts, and let the fuse melt only for persisting faults. This requires the recloser to have a fast fault detection time. We measure the response speed during test in number of simulation steps, and each step is 0.002 second. The RL relays have shown a very fast response speed as listed in Table X , the longest delay is 4 simulation steps which corresponds to 8 ms. Moreover, the response time is not correlated with fault current magnitude, and is much faster than the melting time curve of typical time-delay fuses. However, in practice, the response speed could be limited by the sampling rate of instrument transformers.
B. Coordinated Multi-Agent Control
The multi-agent version of our RL relay training algorithm takes advantage of the radial structure of distribution grids. By using the sequential training method, if a relay need to provide backup for a downstream neighbor, it learns the optimal time delay before tripping the breaker for each possible fault scenario during training to accommodate the policy of its neighbor. We have conducted a proof-of-concept test for this idea in a simple 5-bus radial system in our previous work [12] . In the experiment below, we expand this to a more realistic case using the IEEE 34 node feeder test case to demonstrate the coordination between RL relays.
In distribution systems, it is common for large and long feeders to have additional reclosers in the middle of the feeder for additional security. For persisting faults that cannot be cleared by reclosing, the recloser needs to be locked open. In such cases, it is preferred for the closest protection device to operate to reduce the amount of load being disconnected and mitigate the damage. Referring to the IEEE 34 node case ( Fig. 1) , a mid-feeder recloser is added to the branch between bus 828 and bus 830. The mid-feeder recloser is expected to act immediately for all faults in the right half of the circuit, and remain closed for all faults between it and the substation. The substation recloser needs to provide backup for the midfeeder recloser, taking a longer time delay for all faults pass the mid-feeder recloser and trip quickly for all faults between the substation and the mid-feeder recloser. To simulate the scenarios when a backup is needed, the mid-feeder recloser has a 50% probability to be deactivated whenever it tries to trip. Thus, the substation recloser can only get a reward for tripping for faults after the mid-feeder recloser has attempted to trip. If the substation recloser trips before the mid-feeder recloser attempted to trip, it will receive a penalty instead. The control policy of both recloser are trained using Alorithm 2, in which the mid-feeder recloser is trained first with the substation recloser de-activated, then the substation recloser is trained with the mid-feeder recloser put into action. Similar to the results from the single-agent experiment above, we present the learning curves for the convergence of episodic reward of both recloser in Fig. 3. Fig. 3a shows the learning curve of the mid-feeder recloser at bus 828 and Fig.  3b shows the learning curve for the substation recloser. The training for both agent converged quickly after around 400 episodes. Failure Rate: The failure rate of the two-recloser pair is measured based on the action of both relays. An episode is considered successful only if both recloser outputted the correct control action. The operation is tested in 5000 random episodes and the result is summarized in Table XI . Robustness: Tests on increased peak and unexpected disturbances are conducted for the two-recloser pair like the singleagent counterpart. A mis-operation of one recloser is recorded as failure for the entire episode. The robustness against peak increase and sudden loss of load of distributed generator are listed in Table XII and XIII. The impact of peak shift is slightly more evident than in previous single-relay cases due to the need for coordination and the performance of RL relays starts to deteriorate at around 15% increased peak. Response Speed: The response speed for the both reclosers Table XIV . It can be seen that the substation recloser responds faster to faults that are between the substation and the mid-feeder recloser. For faults in the right half of the circuit, the substation recloser provides a time window of roughly 3 time steps for the closer neighbor to operate first.
V. CONCLUDING REMARKS
This paper introduces and thoroughly tests a deep reinforcement learning based protective relay control strategy for the distribution grid with many DERs. It is shown that the proposed algorithm builds upon existing hardware yields much faster and more consistent performance. This algorithm can be easily applied in both a standalone relay and a network of coordinating relays. The trained RL relays can accurately detect faults under situations including high fault impedance, presence of distributed generation and volatile load profile, where the performance of traditional overcurrent protection deteriorates heavily. The RL relays are robust against unexpected changes in operating conditions of the distribution grid at the time of planning, eliminating the need to re-train the relays after deployments. The response speed of RL relays are very fast, providing ample time for coordinating with fuses and other relays.
The proposed deep RL relays are easy to implement with the currently available distribution infrastructure. A particularly attractive feature is that the proposed algorithm for relays can operate in a completely decentralized manner without any communication. This communication-free setting is not only easy to implement for currently available distribution grid infrastructure, but also less vulnerable to potential cyberattacks. The input to the RL relays are the same as traditional relays so the instrument transformers can be retained during deployment. Moreover, since all computationally-expensive training is done offline in a simulation environment, the computing power requirement for the relay processor is relatively low. The weights of the DQN obtained during training can be saved into a general-purpose micro-controller or potentially a more optimized machine learning chip.
In the future, we plan to provide a theoretical guarantee for the convergence of our sequential RL algorithm. We will work with EMTP simulators for more detailed time-domain training data generation with realistic power electronic and electromagnetic transient models. We will also investigate the possibility of hardware prototyping and Hardware-in-the-Loop 
