This paper revisits the little-known Gibbs-Rodrigues representation of rotations in a three-dimensional space and demonstrates a set of algorithms for handling it. In this representation the rotation is itself represented as a three-dimensional vector. The vector is parallel to the axis of rotation and its three components transform covariantly on change of coordinates. The mapping from rotations to vectors is 1:1 apart from computation error. The discontinuities of the representation require special handling but are not problematic. The rotation matrix can be generated efficiently from the vector without the use of transcendental functions, and vice-versa. The representation is more efficient than Euler angles, has affinities with Hassenpflug's Argyris angles and is very closely related to the quaternion representation. While the quaternion representation avoids the discontinuities inherent in any 3-component representation, this problem is readily overcome. The present paper gives efficient algorithms for computing the set of rotations which map a given vector to another of the same length and the rotation which maps a given pair of vectors to another pair of the same length and subtended angle.
Introduction
When handling representations of three-dimensional space in a computer, there are many occasions on which it is necessary to convert the positions of points from one coordinate system to another rotated relative to it, e.g. [1] . Rotations also describe the movement of rigid bodies [2, 3] , the orientation of e.g. amino and nucleic acid residues in biological polymers [4] and the attitude of e.g. robot-held tools [5] . Rotation is a linear transformation represented by a matrix, but the vast majority of matrices are not rotations. A matrix is only a valid rotation if it is unitary and has a determinant of +1 [6] . The space of rotation matrices has three degrees of freedom, i.e.
it is three-dimensional, but is not a linear subspace of the 9-dimensional space of possible matrices. There is a requirement for an efficient way of encoding and decoding rotations as sets of three real numbers.
The most common current solution to this problem is the Euler representation [7, 8, 9, 10, 11] . There are three Euler angles , and , each of which is physically an angle of a rotation performed in sequence about a set of coordinate axes. While no doubt inspired by the usual decomposition of vectors into components parallel to the x-, y-and z-axes, there is a difference in that rotations about different axes do not commute.
Permuting the order in which the axes are taken causes the Euler angles to change in a way which is not obvious [12] .
The overall rotation matrix in the Euler representation depends on the sines and cosines of , and and their products. The inverse operation of determining the Euler angles describing a given rotation matrix requires the evaluation of inverse trigonometric functions [13] in a procedure with many distinct cases. All of these functions are transcendental, typically requiring many elementary operations even if the most efficient table lookup routines are used [14, 15] .
The present paper revisits the Gibbs-Rodrigues representation [16, 17] . It is a covariant and computationally-efficient way of representing a rotation with three values.
Transformation of the coordinate system of the space causes the three values taken together to transform like the components of a vector, which is parallel to the rotation axis. Each rotation is represented by a unique vector, although there is a twodimensional subset of discontinuities. Non-transcendental algorithms exist for transforming back and forth between the matrix and vector forms, and for determining the vector representing a rotation defined in terms of commonly-encountered geometrical constraints.
A Linear Representation in N Dimensions
The representation of 3D rotations to be proposed here is based on the following well-known general transformation of a real rotation matrix U of any size [6] : 
The Vector Representation in 3 Dimensions
The In three dimensions, S has three independent components, and can be expressed in terms of a vector r , using the notation of Cartesian tensors [18] : The present proposal also has close connections to the quaternion representation of rotations [22, 23, 24] , and in fact the vector in the present representation is the ratio of the imaginary to real parts of the corresponding quaternion. In the quaternion representation, the discontinuity mentioned above at rotation angles of transforms harmlessly into the change of sign of the real part, and there is no need to handle any exceptions. However it is slightly less efficient than the present representation, requiring more elementary operations and regular extraction of square roots. Additionally, it is less accessible to intuition. In the next Section, vector representation algorithms will be presented whose equivalent quaternion form appears not to be known.
Manipulations
The value of this representation will be judged by the ease with which it allows rotational computations to be performed. 
Summary
This paper has demonstrated that the Gibbs representation of 3-dimensional rotations has significant advantages over other current methods of representation. It is very closely related to the quaternion representation, whose freedom from discontinuities is often considered an advantage. However the latter are readily handled computationally.
The Gibbs representation allows rapid conversion to and from the matrix representation, simplifies a number of naturally-arising calculations, and since it can be visualised allows greater intuition. For convenience the main formulae of this representation (apart from exception handling) are listed here. 
Conversion from Vector to Matrix

