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論文内容の要旨 
 
 動的な環境下で適切に動作するロボットの研究は , 古くから数多く行われている。 
例として家庭 , 工場等とあらゆる作業空間内で人間の代わりに活躍する , 様々なロ
ボットの開発が行われている。 しかしながら , 動的な環境下に於いてロボットを人
間の様に行動させる事は容易ではない。 我々人間は或る環境下で作業をする際 , 周
囲の環境の変化や , 自身の次の状態を予測し , それに合わせた行動を無意識の内に
選択している。   
 同様にロボットの場合は , 予測を行わない場合 , 行動選択に対する制御処理の負
荷が大きくなる事が考えられる。 ただ近年では , 人間が制御則を作り込んでロボッ
トを動かす事に関し , 高度な動作を行うロボットも出現している。 しかし , 将来人
間と共存し , 人間の補助代行となり働くようなロボットを実現する為には , 事前に
固定された制御則を用いるだけではなく , 作業環境として動的に変化する環境の中
で , ロボット自身が学習によって制御則を獲得する事もまた要求される。 この問題
に於いて従来の研究の多くでは , 機械学習 , 中でも試行錯誤的に環境を学習する事
で最適行動を獲得する強化学習を用いるか , 或いは制御手法として一般性に優れ , 
最適入力を各時刻に計算するモデル予測制御の考え方が用いられている。 ただしこ
れらの手法に於いては , 計算コストによるハードウェア負荷と計算遅延 , 或いは動
作する環境の変化に柔軟に対応出来るかという点に於いて , 議論の余地が残ってい
る。   
 このように起こり得る状況に対してあらゆる制御則を作り込む場合 , 特に有限の
計算資源や , ハードウェアが持つ物理的制約が存在する事から , ロボットが動作す
る際は現状態に対し , 制御遅れによってロボットの行動は 1 ステップ程度遅れる事
になる。 この為 , 人間の補助としてロボットが , 動的な環境下にて作業を実現する
場合に於いても , 同様に『状態予測からの行動決定』が重要である。   
 そこで本論文では , ロボットが保持する状態 , そしてロボットが採る行動を『対』
として扱い予測する事で , 現在採る行動によって未来の状態がどのように変化する
かを見る仕組みを提案する。  この考え方をロボット制御に適用することによって , 
将来採るべき最適な行動を現時刻で決定する事が可能となる。 また , この状態行動
対予測を従来使われてきた最適制御と組み合わせる。 状態と行動の組合せで表現出
来るロボット制御に対し提案手法を適用する事で , 未来の行動を学習器によって予
測する。 そしてこの予測した未来の行動を現在採る行動に反映させる事で , 行動の
補正を行う仕組みを提案する。 
 
ABSTRACT 
 
Robots are required to work effectively and safely in a dynamic environment 
to achieve their tasks. However, it is not easy to make a robot behave like a 
human in dynamic environments. In order to work effectively, a robot  should be 
able to adapt to different environments by deciding its correct course of action 
according to the situation, using determinants other than pre-registered 
commands. For this purpose, the ability to predict the future state of a robot 
would be effective. On the other hand, the future state of a robot varies 
infinitely if it depends on its current action. Therefore, it is difficult to predict 
only the future state. Thus, it is important to simultaneously predict the state and 
the action that the robot will adopt. The purpose of this  study was to investigate 
the prediction of the advanced future state and action of a robot.  
  To realize this purpose, firstly, the results of the study are reported and 
methods that allow a robot to decide its appropriate behavior quickly, according 
to the predicted future state are discussed. To achieve this, an Online SVR will 
be used and it will be improved that can predict state and action sequentially. 
Accordingly, the state and the action of the distant future by repeatedly using 
the predictor of the proposed method can be predicted. This Online SVR 
predicts the robot's future state, i.e., the robot's next state, and appropriate 
future course of action. Furthermore, this predictor facilitates the prediction of 
the robot's distant future state, using the states and actions that the robot adopts 
repeatedly. Using this method, the system that allows a robot to decide its 
course of action, can be realized. 
  Secondly, we will attempt to apply the action to be taken in the future, to the 
current action, by extending the former approach. We will apply the prediction 
of the State-Action Pair that has former proposed method. This method predicts 
the robot state and action for the distant future, using the state that the robot 
adopt repeatedly. By using this method, we will obtain the actions that the robot 
to be taken in the future. Moreover, we consider the point that the state and the 
action of the robot will be changed continuously. Hence, we propose the method 
that predicts the state and the action every time when the robot decide an action. 
To determine the future action and apply the current action, in this paper, we 
designed the weight coefficients for the future actions that obtained the 
prediction. By using this method, we will obtain the compensate cur rent action. 
 
 
論文審査結果の要旨 
 
本研究は，ロボットの状態予測に関する手法を提案し，n 時刻先の状態を考慮し
た行動生成システムを実現している。ロボットの行動を決定する上で，過去・現在
の状態に加え未来の状態を考慮することが出来れば，生じるであろう外乱に対する
補償を事前に行うことで効率化・安定化を図ることができる。そのため状態予測は
非常に有用であるが，ロボットにおいては自身の行動が周囲に影響を与えるために
予測自体が困難である。本研究では，状態とそれに対する行動を対とした状態行動
対を定義し，未来の状態およびロボット自身がとるであろう行動を予測することで
高い精度での状態予測を実現している。 
本論文では，サポートベクトル回帰(SVR)を用いた予測アルゴリズムを提案して
いる。まず状態と行動を離散化し，一時刻先の状態と行動を予測するアルゴリズム
について構築を行っている。予測は状態予測と行動予測に分かれており，状態予測
は現時刻における状態と行動をもとに SVR による予測が行われ，予測された次状態
を用いて SVR により次時刻の行動が予測される。これを予測器の一単位とし，直列
に並べることで n 時刻先の予測を実現している。また通常の SVR の場合，予測結果
は学習期に与えられた訓練データに依存し，時々刻々変化する環境に適応できない。
そこで本論文では追加学習が可能な Online SVRを使用することで環境変化への対応
を行っている。 
また提案した予測アルゴリズムを用いた行動生成システムを構築している。基本
的な行動出力は最適レギュレータにより生成され，提案した予測アルゴリズムを用
いて行動補正を行うシステムとなっている。ここで生成された状態予測には確度が
あり，一般的には時刻が進むごとに確度が下がる。確度によって生成される行動の
評価も変わるため，本論文では時刻毎に予測確度を算出し，重み付けした行動補正
アルゴリズムを提案している。具体的には，m-1 時刻過去の時点における予測から
現時刻における予測まで予測を多重化し，未来の各時刻における m 種の予測の偏差
をもとに重みを決定している。本論文で構築した行動生成システムに対し，外乱の
ある倒立振子モデルでのシミュレーション実験を行っており，最適レギュレータの
みとの比較から提案手法の有用性を実証している。 
以上により，ロボットにおける状態予測に関する手法を実現し，予測を用いた行
動生成システムを構築しており，ロボットの行動生成に関する研究分野に寄与する
ところが大であることから，博士(工学)の学位論文に値すると認められる。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
