Introduction
Near-infrared (NIR) spectroscopy has been explored as an analytical approach for the fast and clean analysis of various agricultural matrices, including soil samples. 1, 2 The spectral features of soil samples in the near-infrared spectral region are associated with the vibrational modes of functional groups. Organic matter present in soils has distinct spectral fingerprints in the NIR region due to the absorption of overtones and combination modes relative to several functional groups, such as aliphatic, aromatic, carboxyl, hydroxyl, amine and amide, usually present in organic compounds. 3 The forms in which nitrogen is found in the soil can be inorganic (NO2 -, NO3 -and NH4 + ) and organic (amine and amide). The association of nearinfrared spectroscopy and chemometrics methods is today a reality, helping analysts to interpret complex data, which before association and the use of microcomputers presented many difficulties. Chemometrics methods based on no supervised or supervised learning can be used to establish linear and nonlinear relationships into data sets in studies. The models used for this data processing are mainly based on principal components or neural networks. Partial least squares (PLS) 4, 5 and principal component regression (PCR) 6 are mathematical approaches that are usually considered for a large number of applications in chemical analysis. These methods are based on linear models and, consequently, unsatisfactory results may be obtained when non-linearities are present. 6 Nowadays these non-linearities are commonly modeled by using neural networks, 7 a multi-layer perceptron (MLP) network with the back-propagation learning algorithm, 8 but this approach has some drawbacks associated with the training process. Several papers describe the use of radial basis function networks (RBFN) for the treatment of chemical data.
9-17 RBFN 12 consist of two layers of weights, the training time in this type of neural network is short, the weight values do not have to be restricted in order to permit training to take place, no coefficient momentum is needed and samples far from decision boundaries have little influence in the process. RBFN can model any nonlinear function using a single hidden layer, which eliminates considerations of determining the number of hidden layers and nodes. This work presents a RBFN with regularized forward selection for non-parametric regression in determining the nitrogen content in soils by near-infrared spectroscopy. The results obtained with RBFN were compared with PLS and with MLP networks trained with back-propagation, to verify its prediction ability, relative to well-established linear and nonlinear multivariate calibration procedures.
Experimental

Sample set
Two hundred and forty four soil samples obtained from the Instituto Agronômico de Campinas-Brazil soil bank, with nitrogen contents ranging from 0.20 to 13.60 mg/g were selected. The samples of soils were from different localities from Sao Paulo state, classified (Fig. 1 ) 18 and unclassified (Fig. 2 ). Chemical analysis of the soil samples was performed in the Agronomic Institute of Campinas-Brazil laboratory, using the reference Kjeldahl method. 19 The diffuse reflectance spectra of the powdered soils were recorded by a CARY UV/VIS/NIR 5G spectrophotometer, set in the NIR (1000 to 2500 nm) region. 17 The spectra converted to log(1/R) units were preprocessed by using the Savitsky-Golay algorithm. 20 The data set was split into a calibration set with 177 samples, and a test set with 67 samples. The calibration set was used to build the model and the test set was used to verify the generalization ability of the model developed. The samples were selected based on a plot of the principal component analysis (PCA) approach and using the Kennard and Stone algorithm. 21 By plotting the scores of the first principal component versus the second principal component, which represents about 88.07% of the data variance, Total nitrogen has been determined by using a model developed between the conventional chemical measurements and diffuse reflectance spectra in the near-infrared region. Samples (244) from different types of soils with total nitrogen contents ranging from 0.20 to 13.60% (m/m) were modeled by partial least-squares regression (PLS), multi-layer perceptron feed-forward networks (MLP) and radial basis function networks (RBFN). The RBFN model produced a better square error of prediction (SEP) of 0.048 and R 2 = 0.93 in a procedure that is simpler, faster and less dependent on the initial conditions. † To whom correspondence should be addressed. E-mail: fidencio@ufv.br it was possible to see that the soils could not be clustered in different groups, as shown in Fig. 2 . Samples representing the groups and unclassified samples were put in both the calibration and test sets, while maintaining in the calibration set samples with high and low total nitrogen content.
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The total nitrogen content for the samples selected as the test set ranged from 0.30 to 10.30 mg/g with a mean of concentration of 2.00 mg/g and a standard deviation (SD) of 1.90; for the calibration set the nitrogen content ranged from 0.20 to 13.60 mg/g with a mean of concentration of 1.74 mg/g and a standard deviation (SD) of 2.13. The Kennard and Stone (KS) algorithm was utilized to select the total nitrogen content for the test set, which ranged from 0.30 to 10.60 mg/g and for the calibration set, which ranged from 0.20 to 13.60 mg/g. The PLS model, MLP network and RBF training were used for modeling the data. 17 The programs used for data pre-processing and for the PLS calculations were those from the PLS Toolbox, Ver. 2, for use with Matlab, from Eigenvector Research Inc. 22 The programs used to train the MLP were those from the Neural Network Toolbox for use with Matlab version 3.0 from MathWorks Inc., 23 while the programs used to train the RBF were from Matlab Functions for RBFN, developed by Orr. 24 The performances of the different models were evaluated in terms of the square error of cross validation (SECV), the square error of prediction (SEP) and the R-square (R 2 ).
Results and Discussion
The results of SECV and SEP for the reference and prediction values are presented in Table 1 , and the coefficient of determination in Fig. 3 . Firstly, the PLS method was used to develop a multivariate calibration model, in which seven latent variables were necessary to produce reasonable results. This model produced a SEP of 0.071; a plot of the values obtained by the standard wet analytical procedure against the values predicted by the proposed spectrophotometric methodology, for the samples in the test set selected randomly, gave a coefficient of determination of the 0.81, as shown in Fig. 3A . In the model by PLS development using a selection of samples by Kennard and Stone, the SEP was 0.085, and the plot of the values obtained by the standard wet analytical procedure against the values predicted by the proposed spectrophotometric methodology had a coefficient of determination of the 0.78, as shown in Fig. 3B . In the two figures, a large scatter of the points around the line can be observed, denoting problems in the model. The high number of latent variables used indicates a possible non-linear behavior of this data set, because soils with different characteristics were modeled in this work. Second, the MLP network method was used and the transfer functions in the hidden and output layer functions were tangent-sigmoid and linear, respectively. This model gave a SEP of 0.079 and the plot of the values obtained by the standard wet analytical procedure against the values predicted by the proposed spectrophotometric methodology for the samples randomly selected in the test set (Fig. 3C ) had a coefficient of determination of 0.85. In the model by MLP network development using a selection of samples by Kennard and Stone, a SEP of 0.071 was obtained, and a plot of the values obtained by the standard wet analytical procedure against the values predicted by the proposed spectrophotometric methodology (Fig. 3D) had a coefficient of determination of 0.84. The RBF network method was used and the transfer functions in the hidden and output layer functions were base functions and linear, respectively. This model gave a SEP of 0.058, and a plot of a values obtained by the standard wet analytical procedure against the values predicted by the proposed spectrophotometric methodology for the samples in the test set randomly selected (Fig. 3E) had a coefficient of determination of 0.89. In the model by RBF network development using a selection of samples by Kennard and Stone, a SEP of 0.048 was obtained and a plot of the values obtained by the standard wet analytical procedure against the values predicted by the proposed spectrophotometric methodology (Fig. 3F) had a coefficient of determination of 0.93. As can be seen in Table 1 , the value of SEP for PLS with the samples selected randomly presented a Fig. 1 Diffuse reflectance NIR spectra of four classes: dark red latosol (class 1), dusky red latosol (class 2), red yellow latosol (class 3) and red-yellow podzolic (class 4), which present two sub-classes.
better value of prediction than MLPN, but this result is not significative to confirm the PLS as being a better method than MLPN.
In this paper, it is important to point out that models obtained with PLS and RBFN always presented the same results for the same condition of modeling. In the MLP network different results were obtained in each run, even if the same condition was present, due to the initial weights that the neural networks assumed in each training, resulting in different values of prediction. The values obtained by the MLP network presented in this work were a better prediction for the total nitrogen of 10 runs. For all models of multivariate calibration tested, it is possible to note that the errors were larger for a low nitrogen concentration. These results occurred due to a difficulty of near infrared to furnish information for a signal of low intensity, causing a higher error in the determination of the total nitrogen. However, the obtained results indicate that near-infrared spectroscopy can be utilized for the determination of total nitrogen in soil.
Conclusions
In this work, it was possible to note the superior performance of the models based on neural networks in the determination of the total nitrogen content in soils using NIR. This study also provides evidence that RBFN was the best approach, showing a significant reduction in the validation errors when compared with PLS. Theoretically, both types of networks tested in this study can be one universal function approximation, and thus the same results should be obtained. Probably, it did not happen because RBFN had permitted superior flexibility compared to MLP, or it was not possible to optimize the weights in an adequate manner. The Kennard and Stone algorithm based on selecting the sample by distance selected the best samples for training and validation sets. These results indicate that diffuse reflectance spectroscopy in the near-infrared region with modeling by RBFN is faster, clean and reliable, being an excellent alternative for the determination of total nitrogen in 
