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Abstract
Let r be a given positive number. Denote byD =Dr the closed disc in the complex plane
C whose center is the origin and radius is r . For any subset K of C and any integer m 1,
write A(Dm,K)= {f | f :Dm →K is a continuous map, and f |(Dm)◦ is analytic}. Sup-
pose G ∈ A(Dn+1,C), and Hk ∈A(Dk,C), k = 2, . . . , n. In this paper, we study the itera-
tive functional equation G(z,f (z), f 2(H2(z, f (z))), . . . , f n(Hn(z,f (z), . . . , f n−1(z))))
= 0, and give some conditions for the equation to have a solution and a unique solution in
A(D,D).  2002 Elsevier Science (USA). All rights reserved.
Keywords: Iterative functional equation; Analytic solution; Difference quotient; Functional space;
Compact convex set; Fixed point
1. Introduction
Along with the development of nonlinear dynamical systems, one pays
attention to not only the long-time behaviours of movement but also its process,
which touches upon the problem of the inverse operation of iterative operation. By
the iterative functional equation we usually mean an identical equation consisting
of an unknown function and composite operations. Iterative functional equation
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has become a modern mathematical branch which is concerned with differential
equation, different equation and dynamical system. A lot of mathematical models
in the form of iterative functional equation are given from Economics, Demology,
Astronomy, geology and other subjects.
The Feigenbaum functional equation plays an important role in the theory
concerning universal properties of one-parameter families of maps of the interval,
which has the form
f 2(λx)+ λf (x)= 0, 0 < λ=−f (1) < 1, f (0)= 1, (1.1)
where f is a map of the interval [−1,1] into itself. Lanford [1] exhibited
a computer-assisted proof for the existence of an even analytic solution to
Eq. (1.1). It was shown in [2] that Eq. (1.1) does not have an entire solution. In [3]
and [4,5], the iterative functional equations f 2(z) (= f (f (z))) = az2 + bz+ c
and
∑n
k=0 ckf k = 0 were considered, respectively. Urabe discussed the entire
solutions of the equation g2(z) = F(z) (where F(z) is a given function) in [6].
Zhang [7] and [8] showed the existence and uniqueness of C0, C1 solutions of
the equation F(x)−∑nk=1 λkf k(x)= 0. In [9], the authors studied more general
iterative functional equation
G
(
x,f (x), . . . , f n(x)
)= 0, for any x ∈ J, (1.2)
(where J is a connected closed subset of the number axis R, which need not
be bounded), and for each integer m 0, showed the existence, uniqueness and
stability of Cm solutions of the equation under relatively weak conditions.
Let r be a given positive number. Denote by D = Dr = {z ∈ C: |z|  r} the
closed disc in the complex plane C whose center is the origin and radius is r , and
by ˚D =D◦ = {z ∈ C: |z|< r} the interior of D. For any subset K of C and any
integer m 1, write
A
(
Dm,K
)= {ϕ: ϕ is a continuous complex-valued function on Dm,
ϕ
(
Dm
)⊂K, and ϕ∣∣(Dm)◦ is analytic}. (1.3)
In this paper, we study the following iterative functional equation
G
(
z, f (z), f 2
(
H2
(
z, f (z)
))
, . . . , f n
(
Hn
(
z, f (z), . . . , f n−1(z)
)))= 0,
for any z ∈D, (1.4)
where n  2, G ∈ A(Dn+1,C), Hk ∈ A(Dk,C) (k = 2, . . . , n) are given
functions, and f is an unknown function. We will give some conditions for
Eq. (1.4) to have a solution and a unique solution in A(D,D).
2. Preliminaries
For any z ∈C and W ⊂ C, denote by Re(z) the real part of z, by W the closure
of W in C, and write zW = {zw: w ∈W }, Re(W) = {Re(w): w ∈W }. For any
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set Y and any function ϕ :Y →C, write ‖ϕ‖ = sup{|ϕ(w)|: w ∈ Y }. ‖ϕ‖ is called
the C0 norm of ϕ.
Let W be an path connected subset of C, and ϕ :W → C be a continuous
function. For any two points z = w in W , (ϕ(z) − ϕ(w))/(z − w) is called
a difference quotient of ϕ. Write
Λϕ =
{(
ϕ(z)− ϕ(w))/(z−w): z,w ∈D, z =w}. (2.1)
Λϕ is called the set of difference quotients of ϕ. Obviously, Λϕ is a connected
subset of C. Let
λϕ = λ(ϕ)= sup
{|w|: w ∈Λϕ}. (2.2)
If Λϕ is unbounded then λϕ = ∞. If Λϕ is bounded, then λϕ <∞, and ϕ is
a Lipschitz continuous function with λϕ being the (smallest) Lipschitz constant.
For any f ∈ A(D,C), denote by f ′ the derivative of f . Then f ′ is also an
analytic function. Notice that the domain of f ′ is ˚D but not D. For any z ∈ ˚D,
sometimes the functional value f ′(z) is denoted by df (z)/dz.
Lemma 2.1 [11]. Let f ∈A(D,C). Then f ′( ˚D)⊂Λf , and λf = ‖f ′‖.
For any f,g ∈ A(D,C) and any s, t ∈ C, define a map sf + tg :D → C by
(sf + tg)(z)= sf (z)+ tg(z) for any z ∈D. Under this operation, it is well known,
A(D,C) is a linear space.
Let n  2. For any G ∈ A(Dn+1,C) and k ∈ {0,1, . . . , n}, denote by G′k the
k-th partial derivative of the first order of G, of which the definition is
G′k(z0, z1, . . . , zn)= ∂G(z0, z1, . . . , zn)/∂zk,
for any (z0, z1, . . . , zn) ∈ (Dn+1)◦. Then G′k is also an analytic function. Notice
that the domain of G′k is (Dn+1)◦ but not Dn+1. Write
ΛkG =
{
G(z0, . . . , zk, . . . , zn)−G(z0, . . . , zk−1,wk, zk+1, . . . , zn)
zk −wk :
(z0, . . . , zk, . . . , zn) ∈Dn+1, wk ∈D − {zk}
}
, (2.3)
λkG = sup
{|w|: w ∈ΛkG}. (2.4)
If ΛkG is an unbounded subset of C then λkG = ∞. If ΛkG is bounded then
λkG <∞. If each ΛkG is bounded, then G is a Lipschitz continuous function.
Analogous to Lemma 2.1, we have
Lemma 2.2 [10]. For any G ∈ A(Dn+1,C) and k ∈ {0,1, . . . , n},
G′k
((
Dn+1
)◦)⊂ΛkG, and λkG = ‖G′k‖.
X. Liu, J. Mai / J. Math. Anal. Appl. 270 (2002) 200–209 203
For f ∈ A(D,D) and k  0, denote by f k the k-th iterate of f , of which the
definition is f 0 = id (where id is the identity map of D), f 1 = f , and for k  2,
f k = ff k−1 is the composition of f and f k−1.
For any k functions g0, g1, . . . , gk−1 in A(D,D) and any G ∈ A(Dk,C),
define the composition map G(g0, g1, . . . , gk−1) :D→C by
G(g0, g1, . . . , gk−1)(z)=G
(
g0(z), g1(z), . . . , gk−1(z)
)
,
for any z ∈D. (2.5)
Obviously, we have
Lemma 2.3. Let f,g ∈ A(D,D), and H ∈A(Dk,C). Then H(f 0, f 1, . . . , f k−1)
∈ A(D,C), and gf ∈A(D,D).
According to Lemma 2.3, for any H ∈ A(Dk,C), we can define a map
ΨH : A(D,D)→ A(D,C) by
ΨH(f )=H
(
f 0, f 1, . . . , f k−1
)
, for any f ∈ A(D,D). (2.6)
For any z ∈D, write
ϕH (z)=H(z, z, . . . , z). (2.7)
Lemma 2.4. Let Hk ∈ A(Dk,C), uk = |ϕHk(0)|/r . If f ∈ A(D,D), and the
following condition holds:
(i) uk +∑k−1i=0 λiHk  1,
then ΨHk(f )(D)⊂D.
Proof. Write h = ΨHk (f ). For any z ∈ D, there exists wi ∈ ΛiHk (i = 0,1,
. . . , k − 1) such that
h(z)= (Hk(z, f (z), . . . , f k−1(z))−Hk(0,0, . . . ,0))+Hk(0,0, . . . ,0)
=
k−1∑
i=0
wif
i(z)+ ϕHk(0). (2.8)
Noting that |f i(z)| r , and |wi | λiHk for i = 0,1, . . . , k − 1, we get
∣∣h(z)∣∣ k−1∑
i=0
λiHk
∣∣f i(z)∣∣+ ∣∣ϕHk(0)∣∣
(
uk +
k−1∑
i=0
λiHk
)
r  r. (2.9)
It follows from (2.9) that ΨHk(f )(D)⊂D. ✷
Let G ∈ A(Dn+1,C), and f ∈ A(D,D). Suppose Hk ∈ A(Dk,C) (k =
2, . . . , n) satisfies the condition (i) in Lemma 2.4. It follows from Lemmas 2.3
and 2.4 that G(f 0, f 1, f 2(ΨH2(f )), . . . , f n(ΨHn(f ))) :D→ C is well defined.
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3. Existence of analytic solutions of Eq. (1.4)
Let n  2. Suppose G ∈ A(Dn+1,C), and Hk ∈ A(Dk,C) (k = 2, . . . , n)
satisfies the condition (i) in Lemma 2.4. For any real number δ = 0, define a map
ΦδG : A(D,D)→A(D,C) by
ΦδG(f )= f − δG
(
f 0, f 1, f 2
(
ΨH2(f )
)
, . . . , f n
(
ΨHn(f )
))
,
for any f ∈A(D,D). (3.1)
It is easy to see that f is a fixed point of ΦδG if and only if f is an analytic
solution of Eq. (1.4). Thus, the problem of solving Eq. (1.4) can be translated into
that finding fixed points of ΦδG.
We will choose the C0 metric on A(D,C), of which the definition is
d(f,g)= sup{∣∣f (z)− g(z)∣∣: z ∈D}, for any f,g ∈A(D,C).
Under this metric, A(D,C) is a locally convex linear topological space. For any
positive number b, let A(D,D;b) be the set of all functions in A(D,D) whose
Lipschitz constant is not greater than b, namely, let
A(D,D;b)= {f ∈ A(D,D): λf  b}. (3.2)
Then, A(D,D;b) is a convex subset of A(D,C). From [10] we have the following
two propositions.
Proposition 3.1. Under the C0 metric d , A(D,D;b) is a compact space.
Proposition 3.2. Suppose G ∈ A(Dn+1,C), Hk ∈ A(Dk,C) (k = 2, . . . , n)
satisfies the condition (i) in Lemma 2.4, and δ = 0 is a real number. Let
ΦδG : A(D,D) → A(D,C) be defined in (3.1). Then ΦδG is continuous under
the metric d .
Theorem 3.1. Suppose G ∈ A(Dn+1,C), and Hk ∈ A(Dk,C) (k = 2, . . . , n)
satisfies the condition (i) in Lemma 2.4. Write u0 = |ϕG(0)|/r . Let b be a positive
number. If λ1G <∞, and there exists a complex number c with norm being 1 such
that
(ii) inf(Re(cΛ1G)) > u0 + λ0G +∑ni=2 λiG, and
(iii) inf(Re(cΛ1G)) > λ0G/b+∑ni=2∑i−1j=0 λiGλjHi bi+j−1,
then Eq. (1.4) has a solution f0 ∈ A(D,D;b).
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Proof. If c = 1, we can replace G by cG. Thus we may assume c = 1. Let
a1 = inf(Re(Λ1G)). Then a1 > 0. By the conditions (ii) and (iii) of this theorem
we can choose a positive number δ < 1/λ1G such that
δ <
2
(
a1 − u0 − λ0G −∑ni=2 λiG)
a21 + λ21G −
(
u0 + λ0G +∑ni=2 λiG)2 (3.3)
and
δ <
2
(
a1 − λ0G/b−∑ni=2∑i−1j=0 λiGλjHi bi+j−1)
a21 + λ21G −
(
λ0G/b+∑ni=2∑i−1j=0 λiGλjHi bi+j−1)2 . (3.4)
Let ΦδG : A(D,D) → A(D,C) be defined as in (3.1). Consider any f ∈
A(D,D;b). Write g = ΦδG(f ). Then for any z ∈ D there exist wi ∈ ΛiG
(i = 0,1, . . . , n) such that
g(z)= f (z)− δ[G(z, f (z), f 2(ΨH2(f )(z)), . . . , f n(ΨHn(f )(z)))
−G(0,0,0, . . . ,0)]− δϕG(0)
= (1− δw1)f (z)− δw0z− δ
n∑
i=2
wif
i
(
ΨHi (f )(z)
)− δϕG(0). (3.5)
Suppose w1 = p + qi, where p and q are real numbers, and i =
√−1. Then
a1  p  λ1G, and q < λ1G. Noting that |f i(x)|  r for any x ∈ D, and
|wi | λiG (i = 0,1, . . . , n), by (3.5) we get∣∣g(z)∣∣ |1− δa1 − δλ1Gi|∣∣f (z)∣∣
+ δ
(
λ0G|z| +
n∑
i=2
λiG
∣∣f i(ΨHi (f )(z))∣∣+ ∣∣ϕG(0)∣∣
)
 |1− δa1 − δλ1Gi|r + δ
(
λ0Gr +
n∑
i=2
λiGr +
∣∣ϕG(0)∣∣
)
=
(
|1− δa1 − δλ1Gi| + δ
(
u0 + λ0G +
n∑
i=2
λiG
))
r. (3.6)
Since 0 < δ < 1/a1 < 1/(u0 + λ0G +∑ni=2 λiG), (3.3) is equivalent to
|1− δa1 − δλ1Gi| + δ
(
u0 + λ0G +
n∑
i=2
λiG
)
< 1. (3.7)
It follows from (3.6) and (3.7) that |g(z)| < r . This implies g (= ΦδG(f )) ∈
A(D,D). So we have
ΦδG
(
A(D,D)
)⊂ A(D,D). (3.8)
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Furthermore, for any z ∈ ˚D and any j ∈ {0,1, . . . , n}, by Lemma 2.1 and
(3.2), |d(f j (z))/dz| = |f ′(z) · f ′(f (z)) · · · · · f ′(f j−1(z))|  λjf  bj , and by
Lemma 2.2 we get
∣∣g′(z)∣∣=
∣∣∣∣∣f ′(z)− δG′0(z, f (z), f 2(ΨH2(f )(z)), . . . , f n(ΨHn(f )(z)))
− δG′1
(
z, f (z), f 2
(
ΨH2(f )(z)
)
, . . . , f n
(
ΨHn(f )(z)
)) · f ′(z)
− δ
n∑
i=2
G′i
(
z, f (z), f 2
(
ΨH2(f )(z)
)
, . . . , f n
(
ΨHn(f )(z)
))
· d(f
i(ΨHi (f )(z)))
d(ΨHi (f )(z))
·
i−1∑
j=0
H ′i,j
(
z, f (z), . . . , f i−1(z)
) · d(f j (z))
dz
∣∣∣∣∣
 |1− δa1 − δλ1Gi|
∣∣f ′(z)∣∣+ δ
(
λ0G +
n∑
i=2
i−1∑
j=0
λiGλjHi b
i+j
)

(
|1− δa1 − δλ1Gi| + δ
(
λ0G/b+
n∑
i=2
i−1∑
j=0
λiGλjHi b
i+j−1
))
b.
(3.9)
Noting that (3.4) is equivalent to
|1− δa1 − δλ1Gi| + δ
(
λ0G/b+
n∑
i=2
i−1∑
j=0
λiGλjHi b
i+j−1
)
 1, (3.10)
from (3.9), (3.10) and Lemma 2.1 we obtain λg  b, which with (3.8) implies
g =ΦδG(f ) ∈A(D,D;b). Hence we have
ΦδG
(
A(D,D;b))⊂ A(D,D;b). (3.11)
By Proposition 3.1, A(D,D;b) is compact. By Proposition 3.2, ΦδG|A(D,D;b)
is continuous. Therefore, by (3.11) and Schauder–Tychonoff’s fixed point
theorem, ΦδG has a fixed point f0 ∈ A(D,D;b), which is a solution of Eq. (1.4).
Theorem 3.1 is proven. ✷
4. Uniqueness of analytic solutions of Eq. (1.4)
Theorem 4.1. Suppose G ∈ A(Dn+1,C), and Hk ∈ A(Dk,C) (k = 2, . . . , n)
satisfies the condition (i) in Lemma 2.4. Let µ = inf{|w|: w ∈ Λ1G}, and b be
a positive number. If Eq. (1.4) has a solution f0 ∈ A(D,D;b), and
(iv) µ>∑ni=2∑i−1j=0 λiGbj +∑ni=2∑i−1j=1∑j−1k=0 λiGλjHi bi+k ,
then the equation has no solution in A(D,D) except f0.
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Proof. Since f0 ∈ A(D,D;b), we have λf0  b, and λ(f k0 )  λkf0  bk , (k =
1,2, . . .). Assume f1 ∈ A(D,D) is also a solution of Eq. (1.4). Take x ∈ D
such that |f0(x) − f1(x)| = ‖f0 − f1‖. Then there exists zi = zi(x) ∈ ΛiG
(i = 1, . . . , n) such that
0=G(x,f0(x), f 20 (ΨH2(f0))(x), . . . , f n0 (ΨHn(f0))(x))
−G(x,f1(x), f 21 (ΨH2(f1))(x), . . . , f n1 (ΨHn(f1))(x))
= z1
(
f0(x)− f1(x)
)+ n∑
i=2
zi
(
f i0
(
ΨHi (f0)(x)
)− f i1 (ΨHi (f1)(x)))

∣∣z1(f0(x)− f1(x))∣∣− n∑
i=2
∣∣zi(f i0 (ΨHi (f0)(x))− f i0 (ΨHi (f1)(x)))∣∣
−
n∑
i=2
∣∣zi(f i0 (ΨHi (f1)(x))− f i1 (ΨHi (f1)(x)))∣∣
µ · ‖f0 − f1‖ −
n∑
i=2
i−1∑
j=1
j−1∑
k=0
λiGλjHi λ
i+k
f0
· ‖f0 − f1‖
−
n∑
i=2
i−1∑
j=0
λiGλ
j
f0
· ‖f0 − f1‖

(
µ−
n∑
i=2
i−1∑
j=0
λiGb
j −
n∑
i=2
i−1∑
j=1
j−1∑
k=0
λiGλjHi b
i+k
)
‖f0 − f1‖. (4.1)
Since µ−∑ni=2∑i−1j=0 λiGbj −∑ni=2∑i−1j=1∑j−1k=0 λiGλjHi bi+k > 0, by (4.1) we
have ‖f0 −f1‖ = 0, which implies f1 = f0. Thus Eq. (1.4) has only a solution f0
in A(D,D). Theorem 4.1 is proven. ✷
By Theorems 3.1 and 4.1, we obtain
Corollary 4.1. Let G ∈ A(Dn+1,C), µ= inf{|w|: w ∈Λ1G}, and b be a positive
number. If λ1G <∞, and there exists a complex number c with norm being 1 such
that
(ii) inf(Re(cΛ1G)) > u0 + λ0G +∑ni=2 λiG,
(iii)′ inf(Re(cΛ1G)) > λ0G/b+∑ni=2 λiGbi−1, and
(iv)′ µ>∑ni=2∑i−1j=0 λiGbj ,
then the equation
G
(
z, f (z), . . . , f n(z)
)= 0, for any z ∈D, (4.2)
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has a solution f0 ∈ A(D,D;b), and f0 is the unique solution of Eq. (4.2) in
A(D,D).
5. Example
Suppose µ0, α,α1, α2, α3 are all complex numbers. Take n= 4 and r = 1. Let
the iterative functional equation be
µ0 + α1z+ f (z)
(
α + z+ f 2(g2(z))f 3(g3(z))f 4(g4(z))3)
− f 2(g2(z))(f 3(g3(z))2 − α3zf 4(g4(z)))+ α2f 3(g3(z))= 0 (5.1)
(for any z ∈D1), where g2(z) = 13z2f (z), g3(z)= 16f (z)(f 2(z))3 + 14 , g4(z)=
1
6 (zf
3(z)+f (z)(f 2(z))2). Then the representatives of the correspondingHk :Dk1
→C (k = 2,3,4) and G :D51 →C are

H2(z0, z1)= 13z20z1, H3(z0, z1, z2)= 16z1z32 + 14 ,
H4(z0, z1, z2, z3)= 16 (z0z3 + z1z22),
G(z0, z1, z2, z3, z4)
= µ0 + α1z0 + αz1 + z0z1 + z1z2z3z34 − z2z23 + α2z3 + α3z0z2z4.
For any P = (z0, z1, z2, z3, z4) ∈ (D51)◦, by calculating, we have

G′0(P )= α1 + z1 + α3z2z4,
Λ1G = {α + z0 + z2z3z34: (z0, z2, z3, z4) ∈D41},
G′2(P )= z1z3z34 − z23 + α3z0z4,
G′3(P )= z1z2z34 − 2z2z3 + α2,
G′4(P )= 3z1z2z3z34 + α3z0z2.
(5.2)
Suppose |µ0|  1, |α1|  1, |α2|  2, |α3|  2, |α|  2, Then, by (5.2) and
Lemma 2.2, we have λ0G  4, λ2G  4, λ3G  5, λ4G  5, and µ (≡ inf{|w|: w ∈
Λ1G})= |α|− 2. Take c= |α|/α. Then inf(Re(c01G))= |α|− 2. In addition, we
have λ0H2 = 23 , λ1H2 = λ2H4 = 13 , λ1H3 = λ0H4 = λ1H4 = λ3H4 = 16 , λ0H3 = 0,
λ2H3 = 12 , and u0 = |µ0|  1. Putting these data into the conditions (ii)–(iv) of
Theorems 3.1 and 4.1, we get
I1 = inf
(
Re(cΛ1G)
)− u0 − λ0G + 4∑
i=2
λiG  |α| − 21, (5.3)
I2 = inf
(
Re(cΛ1G)
)− λ0G/b− n∑
i=2
i−1∑
j=0
λiGλjHi b
i+j−1
 |α| − 2− 4/b− 4b(2+ b)/3− 5b3(2+ 4b+ 2b2 + b3)/6, (5.4)
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I3 = µ−
n∑
i=2
i−1∑
j=0
λiGb
j −
n∑
i=2
i−1∑
j=1
j−1∑
k=0
λiGλjHi b
i+k
 |α| − 16− 14b− b2(68+ 50b+ 35b2 + 15b3 + 5b4)/6. (5.5)
If |α|  82/3, and b = 1/2, then Ik > 0, k = 1,2,3. Therefore, from Theo-
rems 3.1 and 4.1 and (5.3)–(5.5) we obtain
Proposition 5.1. If |µ0|  1, |α1|  1, |α2|  2, |α3|  2, and |α|  82/3, then
Eq. (5.1) has a solution f0 ∈ A(D1,D1;1/2), and f0 is the unique solution of
Eq. (5.1) in A(D1,D1).
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