Introduction
We take an odd prime p, the field F p = {−(p − 1)/2, . . . , (p − 1)/2} with p elements considered as a subset of the integers Z with arithmetic modulo p, positive integers n and h < p/2, the ∞-norm ||a|| = max 1≤i≤n |a i | for a = (a 1 , . . . , a n ) ∈ F n p and the ball U h = {a ∈ F n p : ||a|| ≤ h} of radius h and with #U h = (2h + 1) n elements. Furthermore, F p is an algebraic closure of F p .
Given a system f of polynomials in F q [x 1 , . . . , x n ], we consider its affine variety X = {f = 0} ⊆ F n p , its rational points X(F p ) that lie in F n p , and the "discrete neighborhood" X(F p ) + U h = {a + u ∈ F n p : a ∈ X(F p ), u ∈ U h } around X(F p ) of radius h. Then (1.1) #(X(F p ) + U h ) ≤ #X(F p ) · #U h .
Question (Q) asks for upper bounds on the (non-negative) difference
(1.2) ∆ = #X(F p ) · #U h − #(X(F p ) + U h ).
A small such bound implies a lower bound on #(X(F p ) + U h ). Under mild assumptions, we show that it is close to the upper bound in some cases, and we also exhibit other cases where the gap is substantial. Testing whether the assumption holds for a given variety turns out to be computationally infeasible.
Preliminaries
Let q be a power of a prime p and F q a finite field with q elements. We denote by F q the algebraic closure of F q and by A n = A n (F q ) the affine n-dimensional space over F q . A nonempty subset X ⊂ A n is an affine subvariety of A n (a variety for short) if it is the set of common zeros in A n of some set of polynomials in F q [x 1 , . . . , x n ]. Further, X is an F q -variety (or F q -definable) if it can be defined by polynomials in F q [x 1 , . . . , x n ]. We will use the notations {f 1 = · · · = f s = 0} and V(f 1 , . . . , f s ) to denote the F q -variety defined by f 1 , . . . , f s .
An F q -variety X ⊂ A n is F q -irreducible if it cannot be expressed as a finite union of proper F q -subvarieties of X. Further, X is absolutely irreducible if it is F q -irreducible as an F q -variety. Any F q -variety X can be expressed as a non-redundant union X = X 1 ∪· · ·∪X m of irreducible F q -varieties, unique up to reordering, which are called the irreducible F q -components of X. Some of them may be absolutely irreducible.
For an F q -variety X ⊂ A n , its defining ideal I(X) is the set of polynomials in F q [x 1 , . . . , x n ] vanishing on X. The dimension dim X of an F q -variety X is the length r of a longest chain X 0 X 1 · · · X r of nonempty irreducible F q -varieties contained in X.
The degree deg X of an irreducible F q -variety X is the maximum number of points lying in the intersection of X with a linear space L ⊆ F n q of codimension dim X, for which X ∩L is finite. More generally, following Heintz (1983) (see also Fulton (1984) ), if X = X 1 ∪ · · · ∪ X m is the decomposition of X into irreducible F q -components, then the degree of X is deg X = 1≤i≤m deg X i .
The following Bézout inequality holds (see Heintz (1983) , Fulton (1984) , Vogel (1984) ): if X and Y are F q -varieties, then
In the following, we usually state explicit inequalities, but the spirit is that the field size q is (much) larger than the geometric quantities like n, deg X, and h, so that our bounds should be taken as asymptotics in q. Thus an upper bound on ∆ is "small" if it is of smaller order in q than the arguments of ∆.
We denote by X(F q ) the set of F q -rational points of an F q -variety X ⊆ A n , namely, X(F q ) = X ∩ F n q . For X of dimension r and degree d, we let X = X 1 ∪ · · · ∪ X m be the decomposition of X into irreducible F q -components, and suppose that X 1 , . . . , X σ are absolutely irreducible of dimension r and that X σ+1 , . . . , X m are not. Then X 1 , . . . , X σ provide the main contribution to #X(F q ) and we call them the essential components. We write
Then the following bounds on #X(F q ) hold.
Proofs of (ii) and (iii) are in (Cafure and Matera, 2006 , Theorem 5.7 and Lemma 2.3).
Neighborhoods around varieties
Given a polynomial sequence
s and the affine F p -variety X = {f = 0} ⊆ A n , question (Q) is concerned with the size of the "standard neighborhood"
As #X(F p ) · #U h is an optimal upper bound, we concentrate on lower bounds, or, equivalently, on upper bounds on the difference ∆ from (1.2).
3.1. Generalized neighborhoods around varieties. Most of this paper deals with the following more general problem: given an F qvariety X = {f = 0} ⊆ A n , and a nonempty set U ⊂ F n q , find lower bounds on
it is sufficient to show upper bounds on the latter sum.
For a, b ∈ X(F q ) with a = b and v, w ∈ U with a + v = b + w,
We fix the following notation for an irreducible decomposition of an
(3.2) X 1 , . . . , X m : irreducible F q -components, X 1 , . . . , X σ : absolutely irreducible of dimension r, X σ+1 , . . . , X ρ : absolutely irreducible of dimension less than r, X ρ+1 , . . . , X m : not absolutely irreducible, with 0 ≤ σ ≤ ρ ≤ m. Recall that X 1 , . . . , X σ are the essential components. According to Fact 2.1, the cardinality of the set X j (F q ) for an essential component X j is of order q r , while that of the other components is at most of order q r−1 . The following notions of shifts are central to our considerations.
consists of the polynomials in f shifted by u, and
for any i, j with 1 ≤ i, j ≤ σ. (The case i = j is included, and if σ = 0, then X is essentially u-shift-free.) (iv) For U ⊆ F n q , X is essentially U-shift-free if it is essentially u-shift-free for all u ∈ U.
Thus X (u) is isomorphic to X, and if
When X is absolutely irreducible, so that σ = m = 1 in (3.2), we leave out the word "essentially".
Lemma 3.2. We have
Proof. For a, b ∈ X(F q ) with a = b, v, w ∈ U with a + v = b + w, and u = v − w, we have u = 0 and b = a + u ∈ X(F q ) ∩ X (u) (F q ). Since any u ∈ U − U can be expressed in at most #U ways as u = v − w with v, w ∈ U, the lemma follows.
The following result first establishes an upper bound on the difference ∆ from (3.1) in terms of intersections of shifted varieties. Then we state, under a shift-freeness assumption, a bound which is small compared to the two arguments of ∆. and decomposition (3.2) .
Proof. Inequality (3.1) and Lemma 3.2 imply that
Together with #X i (F q ) = #X (u) i (F q ) this yields the bound claimed in (i).
For (ii), we first have 2#X i (F q ) ≤ d i dq r−1 for σ < i ≤ m by Fact 2.1. It remains to consider 1 ≤ i, j ≤ σ. By hypothesis X i and X (u) j are distinct absolutely irreducible varieties and their intersection has dimension at most r − 1 and degree at most d i d j by the Bézout inequality (2.1). By Fact 2.1 (i) we have for any 0 = u ∈ U − U that # 1≤i,j≤σ
For σ = 0 we have the following less precise result, which follows from Fact 2.1 (i) and (iii), and (1.1) (for general U). 
When X is not shift-free, then ∆ may be large, as in the following example.
, so that d = deg f and X = {f = 0} is the union of d parallel hyperplanes H i = {x 1 = i} for 0 ≤ i < d with distance 1 between "neighbors", and X(F p ) + U h = −h≤i<d+h H i (F p ). X is invariant under many shifts. Namely, X = X (u) for any u ∈ {0}×F n−1 p , and for 0
for any u ∈ {j −i}×F n−1 p . We have #X(F p ) = dp n−1 , #(X(F p ) + U h ) = (d + 2h)p n−1 , and
Since ∆ = 0, there is no "small" upper bound on ∆, namely of order less than n − 1 = dim X in p. In particular, if X is a single hyperplane, then #(X(F p ) + U h ) = (2h + 1)p n−1 . Its difference ∆ = ((2h + 1) n − (2h + 1))p n−1 with #X(F p ) · #U h is of the same order of magnitude in p as its two arguments, that is, not "small". ♦ Example 3.6. Generalizing Example 3.5, we consider a variety Y ⊂ A n whose defining polynomials are independent of the variables x n−m+1 , . . . , x n , for some m with 1 ≤ m < n. We may also consider them as elements of
We consider the embedding
We will modify this reasoning in Theorem 4.3 to show that under a certain condition, no "small" upper bound on ∆ exists. ♦ Example 3.7. For m, n ∈ N and s < min{m, n}, we consider the "determinantal" F q -variety M s of matrices in A m×n of rank at most s. It is well-known that M s is absolutely irreducible with
see, e.g., (Bruns and Vetter, 1988 , Proposition 1.1) for the first assertion and (Harris, 1992, Example 19.10 ) for the second one. A simple calculation reveals that those factors decrease monotonically with growing i, so that the term for i = 0 dominates and d ≤ m s n−s .
In view of Theorem 3.3, we check that M s is not shift-invariant. Let u ∈ F m×n q \ {0} and consider M (u) s . As the zero matrix 0 belongs to
be an invertible matrix such that the last m − t rows of C · u are equal to zero. Let A ∈ F m×n q be a matrix whose first t rows and last m − s − 1 rows are zero, and the remaining m − t − (m − s − 1) = s − t + 1 rows, together with the first t rows of C · u, are linearly independent. Such an A exists, since t + s − t + 1 = s + 1 ≤ min{m, n}. Then
♦
As a further example, we consider the variety of decomposable univariate polynomials. For a univariate polynomial
in the usual ranges for binomial coefficients, we have
of degrees ℓ, m ≥ 2, respectively, with f = g • h. Then n = ℓm, and denoting their coefficients by g i and h j , respectively, we also have for the monic (leading coefficient 1) and original (constant coefficient 0, graph containing the origin) polynomial h
We may thus assume that h is monic original. Then g ℓ = f n . We might further normalize f into the monic original
′ all three polynomials are monic original, with the appropriate g ′ , but do not use this here. All such polynomials f , g, and h are parametrized by their coefficients in A n+1 , A ℓ+1 , and A m−1 , respectively. The Zariski closure of the image of the composition map γ : A ℓ+m → A n+1 with (g, h) → g • h is the set of decomposable polynomials. This is an absolutely irreducible closed affine subvariety C n,ℓ of A n+1 , of dimension ℓ+m and with degree d ≤ ℓ ℓ+m−2 ; see von zur Gathen and Matera (2017). In the remainder of this example, we assume that F is a finite field F q of characteristic greater than n and that q is sufficiently large (compared to n).
We want to show that C n,ℓ is F n q -shift-free. It is sufficient to exhibit for every nonzero u ∈ A n+1 some f ∈ C n,ℓ so that u+f ∈ C n,ℓ . Addition here is the standard coefficient-wise addition of polynomials.
By the chain rule, the Hasse derivative Df = D (1) f of any f = g • h with deg f = n, deg g = ℓ and deg h = m has a factor Dh of degree m − 1. We consider the set
) has degree at least λ i for 1 ≤ i < m. Further, the latter is equivalent to the vanishing of the first λ i subresultants of f and s n−1 i for 1 ≤ i < m. This shows that the set of elements of
Considering all possible factorization patterns for polynomials of degree m−1, the claim follows.
Since the set of all f ∈ F q [x] ≤n as above is Zariski dense in C n,ℓ and each Df has a factor in F q [x] of degree m − 1, we conclude that the derivatives Df of all f ∈ C n,ℓ satisfy this closed condition.
We consider a nonzero u ∈ F n+1 q , supposing first that deg u = n and Du(0) = 0. Any f = 0≤i≤ℓ λ i x im with λ 0 , . . . , λ ℓ ∈ F q belongs to C n,ℓ and it suffices to prove that there exists such an f with u + f / ∈ C n,ℓ . When λ 0 , . . . , λ ℓ vary over F q , the set of polynomials
constitutes a linear family with prescribed coefficients in the sense of, e.g., (Mullen and Panario, 2013, §3.5) . Arguing by contradiction, assume that u + f ∈ C n,ℓ for any f as above. Denote by N = {0, . . . , n − 1} \ {m − 1, 2m − 1, . . . , ℓm − 1} the set of exponents corresponding to the monomials having a prescribed value. Then gcd(N ) = 1, and (Cohen, 1972, Theorem 1) shows that for sufficiently large q, there exists a polynomial f so that
According to our previous remarks, this contradicts our assumption u + f ∈ C n,ℓ . For the remaining case, where deg u < n, we add a fixed term λ n x n with λ n = 0 and let the remaining terms vary, while if Du(0) = 0, we make a similar argument considering the Taylor expansion of Du in powers of x − α and the set of elements f = 0≤i≤ℓ λ i (x − α) im with λ 0 , . . . , λ ℓ ∈ F q , for a suitable α ∈ F q \ {0}.
Thus C n,ℓ is F n q -shift-free and the estimate of Theorem 3.3 (ii) applies. ♦
Shift-invariant varieties
In order to apply Theorem 3.3 (ii) to an absolutely irreducible F pvariety X ⊆ A n , the critical point is to check whether X is (U − U)-shift-free. We say for some u ∈ F n q \ {0} that X is u-shift-invariant if X = X (u) . X is shift-invariant if it is u-shift-invariant for some nonzero u ∈ F n q . X is a cylinder in the direction u if for any a ∈ X and t ∈ F q , a + tu ∈ X. We have the following characterization of shift-invariance.
Proof. Suppose that X is invariant under a shift u ∈ F n q \ {0}. Let a be an arbitrary point of X and consider the line ℓ a = {a + tu : t ∈ F q }. Since X is invariant under the shift u, it is also invariant under 2u, 3u, . . . , (p − 1)u. Thus
If dim(X ∩ ℓ a ) = 0, then by the Bézout inequality (2.1) we would have
which contradicts the previous inequality. It follows that
so that dim(X ∩ ℓ a ) = 1. The fact that the variety X ∩ ℓ a of dimension 1 is contained in the absolutely irreducible variety ℓ a of dimension 1 shows that X ∩ℓ a = ℓ a , that is, ℓ a ⊆ X. Since this holds for any a ∈ X, we conclude that X is a cylinder in the direction of u.
The converse assertion is clear.
We can reformulate the condition of shift-invariance as follows.
Corollary 4.2. With hypotheses as in Proposition 4.1, X is shiftinvariant if and only if there exists an invertible map
L : A n → A n of linear forms in F q [x 1 , . . . , x n ] such that L(X) = Y × A 1 for some F q - variety Y ⊆ A n−1 .
If this is the case and
Proof. We assume that X = X (w) with some nonzero w ∈ F n q . For ease of presentation, we apply a coordinate permutation C so that (Cw) n = 0, and now assume w n = 0. We define the vector of linear forms
n and also denote the induced mapping as
The linear forms in L are linearly independent. Let N be L followed by the projection to the first n − 1 coordinates, and Y = N(X). Thus N(w) = 0. We claim that L(X) = Y × A 1 . The inclusion "⊆" is clear. So let b ∈ Y and c ∈ A 1 , and b = N(a) for some a ∈ X. As in the proof of Proposition 4.1, the line {a+tw :
which shows the claim. The invertible map in the proposition is L • C. Finally, the identity
. . , y n−1 ] is a standard fact on ideals of varieties.
In the next result, a subset U ⊂ F n q is called closed under shifts to zero if for any u ∈ U, replacing any coordinate of u by zero yields an element of U. We remark that the standard neighborhood U h ⊂ F n p is closed under shifts to zero. Finally, we recall ∆ from (3.1). 
and assume that p ≥ 4α 2 . Then
Proof. The mapping given by X → X (u) for an F p -variety X constitutes an action of the additive group F n p on the set of
. We let B ⊆ U − U be a basis of the subgroup generated by the u ∈ U − U with X = X (u) . This subgroup is an F pvector space of some dimension m and we write B = {b 1 , . . . , b m }. We take the invertible linear map L 1 : A n → A n−1 ×A 1 from (4.1) with w = b 1 , ignoring for ease of presentation the possibly required coordinate permutation. Thus L 1 (X) = Y 1 × A 1 and L 1 (b 1 ) = (0, . . . , 0, 1), for some subvariety Y 1 of A n−1 . Also, N 1 is L 1 followed by the projection to the first n − 1 coordinates.
We claim that V 1 = N 1 (U) is closed under shifts to zero. So let u = (u 1 , u 2 , . . . , u n ) ∈ U, v = (v 1 , v 2 , . . . , v n−1 ) = N 1 (u) be an arbitrary element of V 1 , and consider annihilating its first coordinate. Since U is closed under shifts to zero, also u ′ = (0, u 2 , . . . , u n−1 , 0) ∈ U and (0, v 2 , . . .
, and we can again apply Corollary 4.2 to find L 2 : with some value * below the antidiagonal. Continuing in this way for a total of m steps, we obtain an invertible and z = M −1 (v, 0). Then
and hence X = X (z) . For the last equation in the above, we have for any a ∈ A n :
Furthermore, we claim that z ∈ U − U and z n−m+1 = · · · = z n = 0, and use downward induction on m to show this. We first consider the situation m = 1 in Corollary 4.2, so that V = N(U), and write
. Since V is closed under shifts to zero, also (v i , 0) ∈ V and z i = L −1 (v i , 0) ∈ U for i ∈ {1, 2}. L is a linear map and therefore z = z 1 − z 2 ∈ U − U. Thus the claim follows in this situation, and in general by induction.
Thus z is a linear combination, say z = 1≤i≤m λ i b i with all λ i ∈ F p , of the basis vectors b i , and also M(z) = 1≤i≤m λ i M(b i ). The last m coordinates of M(z) are zero by the above claim and those of the M(b i ) have antitriangular shape, with 1 on the diagonal, so that all λ i are zero. It follows that z = 0 and v = 0, and therefore Y is (V − V )-shift-free.
We now follow the reasoning in Example 3.6. Thus we write ∆ ′ = #Y (F p )#V − #(Y (F p ) + V ) and k = #U/#V . Then #X(F p ) = p m #Y (F p ) and
For the last equation, we first take some b ∈ Y , c ∈ A m , and u = (u 1 , . . . , u n ) ∈ M(U). Then v = (u 1 , . . . , u n−m ) ∈ V and
For the reverse inclusion, we take b ∈ Y , v ∈ V , and any u = (u 1 , . . . , u n ) ∈ M(U) with (u 1 , . . . , u n−m ) = (v 1 , . . . , v n−m ). Then
In particular, we have #(X(
Since Y is (V − V )-shift-free and absolutely irreducible of dimension r − m and degree d, Corollary 5.1 below implies that
Now ∆ ′ ≥ 0 and we have (4.6)
The condition p ≥ 4α 2 has a wide range of solutions, for example d ≥ 13, #U ≤ d γ for some real γ ≥ 1.5, and p ≥ 9d 2+2γ . Then
The bound in Theorem 3.3 (ii) is roughly (#U)
2 . For this to be less than the first argument #X(F p )#U ≈ p r #U of ∆, we certainly need p > (#U) 2 , which explains the requirement p > d 2γ above. We now come to a characterization of the absolutely irreducible varieties for which the answer to Question (Q) is "yes". The bounds on ∆ in this paper depend on q and r, and also on the parameters n, U, and various degrees. For such a function g and s ≥ 0, we write g ∈ O(q s ) and g ∈ Ω(q s ), respectively, if g ≤ cq s and g ≥ cq s hold with functions c of the parameters, but independent of q and s, and which are positive for a large range of the parameters. 
Proof. The claim in the first line is in Theorem 3.3 (ii). The second line follows from Theorem 4.3.
Weil bounds, standard neighborhoods, and hypersurfaces
While both summands of ∆ are defined in (3.1) in terms of #X, the Weil bounds in Fact 2.1 allow more specific numerical bounds depending just on the dimension and degree of X; due to their generality, these are somewhat less precise. The paper's abstract explains our original motivation of dealing with standard neighborhoods U h = {a ∈ F n p : ||a|| ≤ h} over F p . We spell out the consequences of our more general results for this special case. Furthermore, we discuss the particular case of hypersurfaces in more detail.
Weil bounds.
Are the upper bounds on ∆ in Theorem 3.3 "small" in relation to the two arguments of ∆? This is not always the case, as shown in Corollary 4.4. Furthermore, if σ = 0 in (3.2), the asymptotic behavior of #X(F q ) does not have a simple description suitable for our purposes. For a partial positive answer, we now rule out this case and substitute a numerical approximation for #X(F q ). Then the upper bound in Theorem 3.3 (ii) indeed turns out to be small.
Corollary 5.1. With hypotheses and notations as in Theorem 3.3 (ii), assume further that σ > 0 and denote
Proof. By Fact 2.1 (ii) we have
Theorem 3.3 (ii) and the triangle inequality imply the claim.
Standard neighborhoods.
Throughout this subsection, we have a prime p, an F p -variety X ⊆ A n of dimension r, degree d < p, and with decomposition (3.2), D = 1≤i≤σ deg X i , an integer h with p > 2h ≥ 2, and the standard neighborhood
If X is essentially U 2h -shift-free, then the following bounds are consequences of Theorem 3.3 (ii) and Corollary 5.1.
Next we specialize to some of our examples. For the determinantal variety M s of m × n matrices with rank at most s from Example 3.7, we have
The variety C n,ℓ of decomposable polynomials from Example 3.8 has degree d ≤ ℓ ℓ+m−2 and satisfies:
5.3. Hypersurfaces. For a hypersurface X = {f = 0} ⊂ A n , where f ∈ F q [x 1 , . . . , x n ] is squarefree, the decomposition (3.2) of X corresponds to the factorization of f into irreducible polynomials of F q [x 1 , . . . , x n ], the first σ = ρ many being absolutely irreducible. We assume that d = deg X = deg f < q and that X is essentially (U − U)-shift-free. With the usual notation in this section, we have the following bounds.
For q = p prime and U = U h , we have
Shift-invariant polynomials
This section derives some properties of shift-invariant polynomials and studies algorithmic aspects.
We use the Taylor expansion of multivariate polynomials, employing the Hasse derivatives from (3.6). For f ∈ F q [x 1 , . . . , x n ], its kth partial (Hasse) derivative D (k)
Derivatives with respect to different variables commute:
Furthermore, we let N n ≤d ⊂ N n be the set of indices s = (s 1 , . . . , s n ) with |s| = s 1 + · · · + s n ≤ d. For s ∈ N n and w = (w 1 , . . . , w n ) ∈ W n for some ring W , we set
With this terminology, we have the following version of the Taylor formula: if f ∈ F q [x 1 , . . . , x n ] and y = (y 1 , . . . , y n ) are new indeterminates, then
n . We have the following consequence of shift invariance in terms of derivatives.
Corollary 6.1. With hypotheses as in Proposition 4.1, if X is u-shiftinvariant for some u ∈ F n q \ {0}, then for any f ∈ I(X) and a ∈ X we have (∇f )(a) · u = 0.
Proof. Let a ∈ X and f ∈ I(X). Proposition 4.1 shows that the line {a + tu : u ∈ F q } is contained in X. As a consequence, f (a + tu) = 0 for any t ∈ A 1 . Then the corollary follows by the chain rule.
In order to study the shift-invariance of f ∈ F p [x 1 , . . . , x n ] of degree d, let y 1 , . . . , y n be new indeterminates. By the Taylor formula (6.3),
with y s as in (6.2). We write f = 1≤i≤d f i , where each f i ∈ F q [x 1 , . . . , x n ] is zero or homogeneous of degree i, and similarly f (x + y) (F q [y 1 , . . . , y n ])[x 1 , . . . , x n ] is zero or homogeneous of degree i in the x j . The Taylor formula for each f j (x + y) implies that
Now for u = (u 1 , . . . , u n ) ∈ F n q and replacing each y i by −u i in the above, we conclude that f = f (u) if and only if
Lemma 6.2. For u = (u 1 , . . . , u n ) ∈ F n q and j > 0, we have
Proof. Equation (6.1) shows that for t ∈ N n we have
where e i ∈ N n is the ith unit vector. We consider some s = (s 1 , . . . , s n ) ∈ N n with |s| = j. Then D (s) arises in the following sum on the left hand side of (6.5):
This shows the claim.
The following characterizes the shift-invariant polynomials.
Proof. According to (6.4), f = f (u) holds if and only if
where on the right hand side, the operator given by the sum is iterated j + k times. We deduce that, for 0 ≤ j < d,
We claim that, for 1 ≤ j ≤ d,
Arguing by backward induction, the case j = d is (6.7) with j = d − 1. Now suppose that the assertion holds for any k with k > j ≥ 1. By (6.7) we have
where the second identity is due to the inductive hypothesis. This proves the claim. Thus we have
This finishes the proof of (6.6).
On the other hand, if (6.6) holds, then by homogeneity it follows that
This implies (6.7), from which the u-shift-invariance of f is readily deduced.
This statement strengthens the corresponding one for varieties (Corollary 6.1) by providing a necessary and sufficient condition. It also yields a polynomial-time algorithm for testing a polynomial for (nontrivial) F n q -shift-invariance. Namely, (6.6) corresponds to a system of linear equations in u 1 , . . . , u n with coefficients in F q [x 1 , . . . , x n ]. Its size is polynomial in the input size of f , given either in dense or sparse representation. Its kernel consists of all u under which f is shift-invariant, and its triviality can be checked efficiently.
However, the problem of deciding U h -shift-freeness turns out to be computationally hard, namely coNP-complete under randomized reductions; see Theorem 6.7 below. Thus under standard complexity assumptions, no efficient algorithm for it exists.
We now provide an alternative statement and proof of Corollary 4.2 in the special case where X = {f = 0} is a hypersurface. Proof. First suppose that f is invariant under a nonzero shift u ∈ F n p . We assume without loss of generality that u n = 0 and consider the linear invertible change of variables x 1 = y 1 + u 1 y n , x 2 = y 2 + u 2 y n , . . . , x n = u n y n , similar to (4.1). By the Chain rule we see that D y i f = D x i f for 1 ≤ i < n, and
which equals 0 by Proposition 6.3. Since deg f = d < p, f (y 1 + u 1 y n , y 2 + u 2 y n , . . . , u n y n ) is separable in y n , that is, no exponent of y n is divisible by p. As a consequence, f (x 1 , . . . , x n ) = f (y 1 + u 1 y n , y 2 + u 2 y n , . . . , u n y n ) does not depend on y n , and is actually a polynomial g ∈ F p [y 1 , . . . , y n−1 ]. Thus f = g(ℓ 1 , . . . , ℓ n−1 ) with ℓ i = x i − u i x n /u n for i < n.
On the other hand, suppose that f = g(ℓ 1 , . . . , ℓ n−1 ) with g ∈ F p [y 1 , . . . , y n−1 ] and linear forms ℓ 1 , . . . , ℓ n−1 ∈ F p [x 1 , . . . , x n ]. Then we can write y = Ax with A ∈ F (n−1)×n p and let u ∈ F n p \ {0} be any vector in the kernel of A. Then f is invariant under the shift u.
We illustrate the application of Propositions 6.3 and 6.4 with examples of hypersurfaces satisfying the hypotheses of Theorem 3.3 (ii).
Example 6.5. Consider the graph G = {x n = g(x 1 , . . . ,
and D xn f = 1. We now show that f is not shift-invariant. According to Proposition 6.3, we should check if there exists (u 1 , . . . , u n ) ∈ F n p \ {0} such that
As deg g ≥ 2 and g is separable, this condition is not satisfied for any
for this task. This holds even for the special case where the variety X is a hyperplane {f = 0} with a linear f and U = U h is a standard neighborhood, already for h = 1. For a fixed u ∈ F n q and hypersurfaces X = {f = 0} and Y = {g = 0} with squarefree polynomials f and g and leading coefficients (in some term order) a and b, respectively, we have X = Y (u) if and only if bf (x) − ag(x − u) = 0. This can be tested in random polynomial time (with one-sided error) by evaluating that difference at x = c for uniformly random points c in a large enough finite subset of F n p . This works even in a very concise presentation by a "black box" which produces the values of polynomials in unit time.
Our starting point is the decision problem Equal subset sum, whose input is a sequence (a 1 , . . . , a n ) of nonnegative integers presented in binary. The task is to decide whether there exist two disjoint nonempty sets S, T ⊆ {1, . . . , n} with i∈S a i = i∈T a i . Woeginger and Yu (1992) show that it is NP-complete. It is a variant of Partition, one of the "original" NP-complete problems.
The variant Equal subset sum modulo prime has (a 1 , . . . , a n ) as above and a prime p (in binary) as input, and the question is again whether subsets S and T as above exists, now with i∈S a i ≡ i∈T a i mod p. Our interest is in the decision problem Non-shiftfreeness. We only consider the simple version with a standard neighborhood U h and a single polynomial f ∈ F p [x 1 , . . . , x n ] of total degree at most d. The input is presented by the prime p and an integer h with p > 2h > 2 in binary, n and d in unary, and f in dense representation. That is, for each exponent vector (e 1 , . . . , e n ) with 1≤i≤n e i ≤ d, the coefficient of x e in f is given in binary. The task is to decide whether there exists a nonzero u ∈ U h with f = f (u) . For two decision problems A and B, we write A ≤ p B if there exists a deterministic polynomial-time reduction from A to B, and A ≤ r B if there is some randomized polynomial-time reduction from A to B. The notion here is "Las Vegas", that is, the reduction returns either the correct answer or "fail"; the latter with probability at most 1/2. The corresponding complexity class is called ZPP (zero error probabilistic polynomial time).
Theorem 6.7. We have Equal subset sum ≤ r Equal subset sum modulo prime ≤ p Non-shiftfreeness ∈ NP.
Proof. For the first reduction, on input of nonnegative integers (a 1 , . . . , a n ), we choose randomly a prime p > 1≤i≤n a i and consider Equal subset sum modulo prime with input ((a 1 , . . . , a n ), p). The random choice is done by choosing integers larger than b = 1≤i≤n a i , testing them deterministically for primality and accepting the first one that is certified to be prime. Since the length of b is polynomial in the input size, all this can be done error-free in polynomial expected time. It is the only step where randomization intervenes. If prime gaps were of polynomial size, this could even be done deterministically. If (S, T ) is a solution for the Equal subset sum instance, then it is also one for this instance of Equal subset sum modulo prime. On the other hand, suppose that (S, T ) is a solution for this Equal subset sum modulo prime instance, so that i∈S a i ≡ i∈T a i mod p. We denote the two sums, taken as integers, as b S and b T , respectively. Then there exists an integer k with b S − b T = kp in Z. But |b S − b T | ≤ b < p, so that k = 0 and (S, T ) is also a solution for Equal subset sum.
For Equal subset sum modulo prime ≤ p Non-shiftfreeness, on input ((a 1 , . . . , a n ), p) with all a i ∈ F p , we take the linear form f = 1≤i≤n a i x i ∈ F p [x 1 , . . . , x n ] and U 1 = {0, 1, −1} n ⊆ F n p . Then D x i (f ) = a i for all i. By Proposition 6.3, f is shift-invariant under some u ∈ U 1 if and only if 1≤i≤n a i u i = 0. We set up a bijection between U 1 and pairs of disjoint nonempty subsets S, T ⊆ {1, . . . , n} by requiring for each i ∈ {1, . . . , n}: i ∈ S ⇐⇒ u i = 1; i ∈ T ⇐⇒ u i = −1.
This bijection maps solutions u of Non-shiftfreeness to solutions (S, T ) of Equal subset sum modulo prime, and vice versa. Furthermore, the reduction can be executed in deterministic polynomial time.
For Non-shiftfreeness ∈ NP, we have some u with f = f (u) = f (x − u). Since the input f is given in dense representation, we can compute the dense representation of f (x − u) in polynomial time, and then compare it to that of f .
It follows that Non-shiftfreeness is NP-complete under randomized reductions, and the natural complementary problem Shiftfreeness is similarly coNP-complete. Under standard complexity assumptions, no efficient algorithm for it exists.
Open questions
When u ∈ F q and two varieties X and Y are given, can we test efficiently whether X = Y (u) ? When X = Y ? For hypersurfaces, this is feasible; see above.
When Y is absolutely irreducible, u ∈ U nonzero, and X = Y ∪ Y (u) , what can we say about question (Q)?
