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Abstract
This paper is a companion to our earlier work [1] in which the projective su-
perspace formulation for matter-coupled simple supergravity in five dimensions was
presented. For the minimal multiplet of 5D N = 1 supergravity introduced by
Howe in 1981, we give a complete solution of the Bianchi identities. The geometry
of curved superspace is shown to allow the existence of a large family of off-shell su-
permultiplets that can be used to describe supersymmetric matter, including vector
multiplets and hypermultiplets. We formulate a manifestly locally supersymmet-
ric action principle. Its natural property turns out to be the invariance under
so-called projective transformations of the auxiliary isotwistor variables. We then
demonstrate that the projective invariance allows one to uniquely restore the action
functional in a Wess-Zumino gauge. The latter action is well-suited for reducing the
supergravity-matter systems to components.
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1 Introduction
In our recent paper [1], the projective superspace formulation for matter-coupled sim-
ple supergravity in five dimensions was presented. Building on the earlier work of [2], Ref.
[1] provided the first solution to the important old problem of incorporating supergrav-
ity into the projective superspace approach [3, 4]. The latter is known to be a powerful
paradigm for constructing off-shell rigid supersymmetric theories with eight supercharges
in D ≤ 6 space-time dimensions, and in particular for the explicit construction of hy-
perka¨hler metrics, see, e.g., [5]. In [1], we introduced various supermultiplets to describe
matter fields coupled to supergravity, stated the locally supersymmetric action princi-
ple in the Wess-Zumino gauge, and constructed several interesting supergravity-matter
systems.
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The present paper, on one hand, is a companion to [1]. Here we derive those technical
details that were stated in [1] without proof. In particular, we show that the requirement
of projective invariance allows one to uniquely reconstruct the locally supersymmetric
action in the Wess-Zumino gauge. On the other hand, this paper contains an important
new result. Specifically, we formulate a manifestly locally supersymmetric action that
reduces to that given in [1] upon imposing the Wess-Zumino gauge. This result completes
the formal structure of 5D N = 1 superfield supergravity.
Before turning to the technical aspects of this work, we would like to give two general
comments. First, five-dimensional N = 1 supergravity1 [6] and its matter couplings have
extensively been studied at the component level, both in on-shell [7, 8, 9] and off-shell
[10, 11, 12] settings. It is thus natural to ask: Are there still good reasons for developing
superspace formulations? We believe the answer is “Yes.” There are several ways to
justify this claim, and the most practical is the following. Unlike the component schemes
developed, superspace approaches have the potential to offer a generating formalism to
realize most general sigma-model couplings, and hence to construct general quaternionic
Ka¨hler manifolds. It is instructive to discuss the situation with hypermultiplets. In the
component formulations2 of [10, 11], one makes use of an off-shell realization for the
hypermultiplet with finitely many auxiliary fields and an intrinsic central charge. As is
well-known, it is the presence of central charge which makes it impossible to cast general
quaternionic Ka¨hler couplings in terms of such off-shell hypermultiplets. On the other
hand, the projective superspace approach offers nice off-shell formulations without central
charge. Specifically, there are infinitely many off-shell realizations with finitely many
auxiliary fields for a neutral hypermultiplet (they are the called O(2n) multiplets, where
n = 2, 3 . . . , following the terminology of [13]), and a unique formulation for a charged
hypermultiplet with infinitely many auxiliary fields (the so-called polar hypermultiplet).
Our second comment concerns the choice made in this paper to use the projective
superspace setting to formulate supergravity-matter systems. Why not harmonic super-
space [14, 15]? As is known, both approaches can be used to describe supersymmetric
theories with eight supercharges in D ≤ 6 space-time dimensions. There are, however,
two major differences between them: (i) the structure of off-shell supermultiplets used;
and (ii) the supersymmetric action principle chosen. It is due to these differences that the
two approaches are complementary to each other in some respects. From the point of view
of supergravity theories with eight supercharges in D ≤ 6 space-time dimensions, har-
1On historical grounds, 5D simple (N = 1) supersymmetry and supergravity are often labeled N = 2.
2Refs. [12] deal with on-shell hypermultiplets only.
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monic superspace offers powerful prepotential formulations [16, 17]. On the other hand,
as will be shown in this paper, projective superspace is ideal for developing covariant geo-
metric formulations for supergravity-matter systems, similar to the famous Wess-Zumino
approach for 4D N = 1 supergravity [18]. The point is that projective superspace is a ro-
bust scheme for supersymmetric model-buliding, see, e.g., [19] for the recent construction
of hyperka¨hler metrics on cotangent bundles of Hermitian symmetric spaces.
This paper is organized as follows. In section 2 we provide a complete solution of the
Bianchi identities for the superspace geometry corresponding to the minimal 5D N = 1
supergravity multiplet [20]. In section 3 we formulate, following [1], off-shell projective
supermultiplets, and then construct a manifestly locally supersymmetric action. Sec-
tion 4 is devoted to the technicalities of the Wess-Zumino gauge for supergravity. Sec-
tion 5 demonstrates that the locally supersymmetric action in the Wess-Zumino gauge is
uniquely determined from the requirement of projective invariance. Our 5D conventions
and useful identities are collected in the appendix.
2 Superspace geometry of the minimal supergravity
multiplet
In this section we present a complete solution to the Bianchi identities for the con-
straints on the superspace torsions that were introduced by Howe3 in 1981 [20] and cor-
respond to the so-called minimal 5D N = 1 supergravity multiplet.4 The results of this
section were used in [1] without proof.
Let zMˆ = (xmˆ, θµˆi ) be local bosonic (x) and fermionic (θ) coordinates parametrizing
a curved five-dimensional N = 1 superspace M5|8, where mˆ = 0, 1, · · · , 4, µˆ = 1, · · · , 4,
and i = 1, 2. The Grassmann variables θµˆi are assumed to obey the standard pseudo-
Majorana reality condition (θµˆi )
∗ = θiµˆ = εµˆνˆ ε
ij θνˆj (see the appendix for our 5D notation
and conventions). Following [20], the tangent-space group is chosen to be SO(4, 1)×SU(2),
and the superspace covariant derivatives DAˆ = (Daˆ,D
i
αˆ) ≡ (Daˆ,Dαˆ) have the form
DAˆ = EAˆ + ΩAˆ + ΦAˆ + VAˆZ . (2.1)
3The choice of the constraints given in [20] was motivated by the structure of the 5D N = 1 super-
current [21].
4This supermultiplet was re-discovered almost twenty years later by Zucker [10] who essentially elab-
orated the component implications of the superspace formulation given in [20].
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Here EAˆ = EAˆ
Mˆ(z) ∂Mˆ is the supervielbein, with ∂Mˆ = ∂/∂z
Mˆ ,
ΩAˆ =
1
2
ΩAˆ
bˆcˆMbˆcˆ = ΩAˆ
βˆγˆMβˆγˆ , Maˆbˆ = −Mbˆaˆ , Mαˆβˆ =Mβˆαˆ (2.2)
is the Lorentz connection,
ΦAˆ = Φ
kl
Aˆ
Jkl , Jkl = Jlk (2.3)
is the SU(2)-connection, and Z the central-charge generator, [Z,DAˆ] = 0. The Lorentz
generators with vector indices (Maˆbˆ) and spinor indices (Mαˆβˆ) are related to each other
by the rule: Maˆbˆ = (Σaˆbˆ)
αˆβˆMαˆβˆ (for more details, see the appendix). The generators of
SO(4, 1)× SU(2) act on the covariant derivatives as follows:5
[Jkl,Diαˆ] = ε
i(kDl)αˆ , [Mαˆβˆ,D
k
γˆ ] = εγˆ(αˆD
k
βˆ)
, [Maˆbˆ,Dcˆ] = 2ηcˆ[aˆDbˆ] , (2.4)
where Jkl = εkiεljJij .
The supergravity gauge group is generated by local transformations of the form
DAˆ → D
′
Aˆ
= eK DAˆ e
−K , K = KCˆ(z)DCˆ +
1
2
K cˆdˆ(z)Mcˆdˆ +K
kl(z)Jkl + τ(z)Z , (2.5)
with all the gauge parameters being neutral with respect to the central charge Z, obeying
natural reality conditions, and otherwise arbitrary. Given a tensor superfield U(z), with
its indices suppressed, it transforms as follows:
U → U ′ = eK U . (2.6)
The covariant derivatives obey (anti)commutation relations of the general form
[DAˆ,DBˆ} = TAˆBˆ
CˆDCˆ +
1
2
RAˆBˆ
cˆdˆMcˆdˆ +RAˆBˆ
klJkl + FAˆBˆZ , (2.7)
where TAˆBˆ
Cˆ is the torsion, RAˆBˆ
kl and RAˆBˆ
cˆdˆ the SU(2)- and SO(4,1)-curvature tensors,
respectively, and FAˆBˆ the central charge field strength.
The Bianchi identities are:∑
(AˆBˆCˆ)
[DAˆ, [DBˆ,DCˆ}} = 0 , (2.8)
5The operation of (anti)symmetrization of n indices is defined to involve a factor (n!)−1.
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with the graded cyclic sum assumed. The Bianchi identities are equivalent to the following
equations on the torsion and curvature tensors:
0 =
∑
(AˆBˆCˆ)
(
RAˆBˆ Cˆ
Dˆ −DAˆTBˆCˆ
Dˆ + TAˆBˆ
EˆTEˆCˆ
Dˆ
)
, (2.9a)
0 =
∑
(AˆBˆCˆ)
(
DAˆRBˆCˆ
kl − TAˆBˆ
DˆRDˆCˆ
kl
)
, 0 =
∑
(AˆBˆCˆ)
(
DAˆRBˆCˆ
ρˆτˆ − TAˆBˆ
DˆRDˆCˆ
ρˆτˆ
)
, (2.9b)
0 =
∑
(AˆBˆCˆ)
(
DAˆFBˆCˆ − TAˆBˆ
DˆFDˆCˆ
)
, (2.9c)
where6
RAˆBˆ Cˆ
Dˆ ≡ RAˆBˆ
ρˆτˆ (Mρˆτˆ )Cˆ
Dˆ +RAˆBˆ
kl(Jkl)Cˆ
Dˆ , (2.10a)
[Mδˆρˆ,DAˆ] ≡ (Mδˆρˆ)Aˆ
BˆDBˆ , [Jkl,DAˆ] ≡ (Jkl)Aˆ
BˆDBˆ , (2.10b)
(Mρˆτˆ )αˆ
βˆ = δijεαˆ(ρˆδ
βˆ
τˆ) , (Mρˆτˆ )aˆ
bˆ = (Σaˆ
bˆ)ρˆτˆ , (Jkl)αˆ
βˆ = −δβˆαˆδ
i
(kεl)j , (2.10c)
with the other components of (Mρˆτˆ )Cˆ
Dˆ and (Jkl)Cˆ
Dˆ being equal to zero.
Similar to the well-known case of four-dimensional N = 1 supergravity (see [22, 23, 24]
for comprehensive reviews), the geometric superfields in (2.1) contain too many component
fields to describe an irreducible supergravity multiplet. This can be cured by imposing
covariant algebraic constraints on the geometry of superspace. In accordance with a
theorem due to Dragon [25], it is sufficient to impose constraints on the torsion, since
the curvature is completely determined in terms of the torsion in supergravity theories
formulated in superspace.
As demonstrated in [20], in order to realize the minimal supergravity multiplet in the
above framework, one has to impose the following constraints on various components of
the torsion of dimensions 0, 1/2 and 1:
T iαˆ
j
βˆ
cˆ = −2i εij(Γcˆ)αˆβˆ , F
i
αˆ
j
βˆ
= −2i εijεαˆβˆ , (dimension 0) (2.11a)
T iαˆ
j
βˆ
γˆ
k = T
i
αˆbˆ
cˆ = F iαˆbˆ = 0 , (dimension 1/2) (2.11b)
Taˆbˆ
cˆ = Taˆ
l
βˆ
βˆ
(j εk)l = 0 . (dimension 1) (2.11c)
Under these constraints, the Bianchi identities (2.9a–2.9c) become non-trivial equations
that have to be solved in order to determine the non-vanishing components of the torsion.
6The reader should keep in mind that we often use the condensed notation: Aαˆ ≡ Aiαˆ and A
αˆ ≡ Aαˆ
i
.
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2.1 The algebra of covariant derivatives
In this subsection, we summarize the results of the solution to the Bianchi identities
based on the constraints (2.11a)–(2.11c), while the technical details will be given in the
remainder of this section.
The algebra of covariant derivatives has the form [1]{
Diαˆ,D
j
βˆ
}
= −2i εijDαˆβˆ − 2i ε
ijεαˆβˆZ
+3i εαˆβˆε
ijSklJkl − 2i(Σ
aˆbˆ)αˆβˆ
(
Faˆbˆ +Naˆbˆ
)
J ij
−i εαˆβˆε
ijF cˆdˆMcˆdˆ +
i
4
εijεaˆbˆcˆdˆeˆNaˆbˆ(Γcˆ)αˆβˆMdˆeˆ + 4iS
ijMαˆβˆ , (2.12a)
[Daˆ,D
j
βˆ
] =
1
2
(Γaˆ)βˆ
γˆSjkD
k
γˆ −
1
2
Faˆbˆ(Γ
bˆ)βˆ
γˆDjγˆ −
1
8
εaˆbˆcˆdˆeˆN
dˆeˆ(Σbˆcˆ)βˆ
γˆDjγˆ
+
(
− 3εjkΞaˆβˆ
l +
5
4
(Γaˆ)βˆ
αˆεjkFαˆ
l −
1
4
(Γaˆ)βˆ
αˆεjkNαˆ
l
)
Jkl
+
( 1
2
(Γaˆ)βˆ
ρˆDjρˆF
cˆdˆ −
1
2
(Γcˆ)βˆ
ρˆDjρˆF
dˆ
aˆ +
1
2
(Γdˆ)βˆ
ρˆDjρˆF
cˆ
aˆ
)
Mcˆdˆ , (2.12b)
[Daˆ,Dbˆ] =
i
2
(
DγˆkFaˆbˆ
)
Dkγˆ −
i
8
(
Dγˆ(kDl)γˆ Faˆbˆ
)
Jkl + FaˆbˆZ
+
( 1
4
εcˆdˆmˆnˆ[aˆDbˆ]N
mˆnˆ +
1
2
δcˆ[aˆNbˆ]mˆN
dˆmˆ −
1
4
Naˆ
cˆNbˆ
dˆ −
1
8
δcˆaˆδ
dˆ
bˆ
N mˆnˆNmˆnˆ
+
i
8
(Σcˆdˆ)γˆδˆDkγˆDδˆkFaˆbˆ − Faˆ
cˆFbˆ
dˆ +
1
2
δcˆaˆδ
dˆ
bˆ
SijSij
)
Mcˆdˆ . (2.12c)
The components of the torsion in (2.12a)–(2.12c) obey further constraints implied
by the Bianchi identities, some of which can be conveniently expressed in terms of the
three irreducible components of DkγˆFαˆβˆ: a completely symmetric third-rank tensor Wαˆβˆγˆ
k,
a gamma-traceless spin-vector Ξaˆ γˆ
k and a spinor Fγˆk. These components originate as
follows:
DkγˆFαˆβˆ = Wαˆβˆγˆ
k + Ξγˆ(αˆβˆ)
k + εγˆ(αˆFβˆ)
k ,
Ξγˆαˆβˆ
k = (Γaˆ)γˆαˆΞ
aˆ
βˆ
k , (Γaˆ)αˆ
βˆΞaˆβˆ
i = 0 , Wαˆβˆγˆ
k = W(αˆβˆγˆ)
k . (2.13)
It is useful to have eq. (2.13) rewritten in the equivalent form (Waˆbˆγˆ
k = (Σaˆbˆ)αˆβˆWαˆβˆγˆ
k)
DkγˆFaˆbˆ = Waˆbˆγˆ
k + 2(Γ[aˆ)γˆ
δˆΞbˆ]δˆ
k + (Σaˆbˆ)γˆ
δˆFδˆ
k , (Γaˆ)αˆ
γˆWaˆbˆγˆ
i = 0 . (2.14)
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The dimension 3/2 Bianchi identities are as folllows:
DkγˆNαˆβˆ = −Wαˆβˆγˆ
k + 2Ξγˆ(αˆβˆ)
k + εγˆ(αˆNβˆ)
k , (2.15a)
Dk
βˆ
Sjl =
1
10
(Σaˆbˆ)βˆ
δˆεk(jDl)
δˆ
(
3F aˆbˆ +N aˆbˆ
)
= −
1
2
εk(j
(
3Fβˆ
l) +Nβˆ
l)
)
. (2.15b)
Equation (2.15a) can be equivalently expressed in the form
DkγˆNaˆbˆ = −Waˆbˆγˆ
k + 4(Γ[aˆ)γˆ
δˆΞbˆ]δˆ
k + (Σaˆbˆ)γˆ
δˆNδˆ
k . (2.16)
The dimension 2 Bianchi identities are:
D(k
[βˆ
Nδˆ]
l) = −D(k
[βˆ
Fδˆ]
l) −
3
4
Dγˆ(kΞβˆδˆγˆ
l) , (2.17a)
(Γaˆ)
αˆβˆDkαˆNβˆk = (Γaˆ)
αˆβˆDkαˆFβˆk + 4D
αˆ
kΞaˆαˆ
k −
4i
3
εaˆmˆnˆpˆqˆ
(
N mˆnˆN pˆqˆ + F mˆnˆF pˆqˆ
)
, (2.17b)
(Σaˆbˆ)αˆβˆDkαˆNβˆk = −5(Σ
aˆbˆ)αˆβˆDkαˆFβˆk + 6(Γ
[aˆ)αˆβˆDkαˆΞ
bˆ]
βˆk + 16iFmˆ
[aˆN bˆ]mˆ , (2.17c)
D(k[αˆWβˆ]γˆδˆ
l) =
1
2
εαˆβˆD
(k
(γˆFδˆ)
l) −
1
2
D(k[αˆεβˆ](γˆFδˆ)
l) −
1
2
D(k(γˆεδˆ)[αˆFβˆ]
l)
+
3
4
εαˆβˆD
ρˆ(kΞρˆ(γˆδˆ)
l) −
3
16
εγˆ[αˆD
ρˆ(kΞβˆ]δˆρˆ
l) −
3
16
εδˆ[αˆD
ρˆ(kΞβˆ]γˆρˆ
l)
−D(k[αˆΞβˆ](γˆδˆ)
l) + 2i
(
εαˆβˆNγˆδˆ − εγˆ[αˆNβˆ]δˆ − εδˆ[αˆNβˆ]γˆ
)
Skl , (2.17d)
0 = DaˆFbˆcˆ +DbˆFcˆaˆ + DcˆFaˆbˆ . (2.17e)
Note that eq. (2.17e) can equivalently be rewritten as
0 = DαˆkW
aˆbˆ
αˆ
k + 2εaˆbˆcˆdˆeˆ(Σcˆdˆ)
αˆβˆDkαˆΞeˆβˆk − 3(Σ
aˆbˆ)αˆβˆDkαˆFβˆk + 16iFcˆ
[aˆN bˆ]cˆ . (2.18)
2.2 Solving the Bianchi identities: dimension 1
Now, we turn to solving the Bianchi identities (2.9a)–(2.9c) based on the constraints
(2.11a)–(2.11c). It is standard and useful to organize the analysis in accordance with the
increasing dimension of the identities involved (from dimension 1/2 to 3).
The important simplification is that it is sufficient to analyze only the Bianchi identities
(2.9a) and (2.9c), due to Dragon’s second theorem [25]. The latter states that all the
equations (2.9b) are identically satisfied, provided (2.9a) and (2.9c) hold.
For dimension 1/2, the relations (2.9a) with (Aˆ = αˆ, Bˆ = βˆ, Cˆ = γˆ, Dˆ = dˆ) and
(2.9c) with (Aˆ = αˆ, Bˆ = βˆ, Cˆ = γˆ) are identically satisfied.
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For dimension 1, there occur several Bianchi identities that originate from eqs. (2.9a)
and (2.9c). Setting (Aˆ = aˆ, Bˆ = βˆ, Cˆ = γˆ, Dˆ = dˆ) in (2.9a) gives
0 = Rj
βˆ
k
γˆ aˆ
dˆ + 2iTaˆ
j
βˆ
ρˆk(Γdˆ)ρˆγˆ + 2iTaˆ
k
γˆ
ρˆj(Γdˆ)ρˆβˆ , (2.19)
while the choice (Aˆ = αˆ, Bˆ = βˆ, Cˆ = γˆ, Dˆ = δˆ) leads to
0 = Riαˆ
j
βˆ γˆ
δˆδkl +R
j
βˆ
k
γˆ αˆ
δˆδil +R
k
γˆ
i
αˆβˆ
δˆδjl +R
i
αˆ
j
βˆ
k
lδ
δˆ
γˆ +R
j
βˆ
k
γˆ
i
lδ
δˆ
αˆ +R
k
γˆ
i
αˆ
j
lδ
δˆ
βˆ
− 2iεij(Γeˆ)αˆβˆTeˆ
k
γˆ
δˆ
l − 2iε
jk(Γeˆ)βˆγˆTeˆ
i
αˆ
δˆ
l − 2iε
ki(Γeˆ)γˆαˆTeˆ
j
βˆ
δˆ
l . (2.20)
Choosing (Aˆ = aˆ, Bˆ = βˆ, Cˆ = γˆ) in (2.9c) gives
0 = Taˆ
j
βˆ
k
γˆ + ε
jk(Γdˆ)βˆγˆFdˆaˆ + Taˆ
k
γˆ
j
βˆ
. (2.21)
Eq. (2.21) implies that the dimension 1 torsion can be represented in the form:
Taˆ
j
βˆ
k
γˆ =
1
2
εjk(Γbˆ)βˆγˆFaˆbˆ −
1
4
εjk(Σbˆcˆ)βˆγˆT1aˆbˆcˆ +
1
2
(Γbˆ)βˆγˆT1aˆbˆ
jk −
1
4
εβˆγˆT1aˆ
jk , (2.22)
where
T1aˆ
jk = T1aˆ
kj , T1aˆbˆ
jk = T1aˆbˆ
kj , T1aˆbˆcˆ = −T1aˆcˆbˆ . (2.23)
Equation (2.19) expresses the dimension 1 Lorentz curvature in terms of the torsion
Riαˆ
j
βˆ
cˆdˆ = −2iT cˆiαˆ
ρˆj(Γdˆ)ρˆβˆ − 2iT
cˆj
βˆ
ρˆi(Γdˆ)ρˆαˆ . (2.24)
Since Riαˆ
j
βˆ
cˆdˆ = −Riαˆ
j
βˆ
dˆcˆ, the following equation occurs
0 = (Γ(aˆ)ρˆγˆT
dˆ)j
βˆ
ρˆk + (Γ(aˆ)ρˆβˆT
dˆ)k
γˆ
ρˆj =
1
2
(Γcˆ)βˆγˆε
jkT1
(aˆdˆ)
cˆ − 2(Σ
bˆ(aˆ)βˆγˆT1
dˆ)
bˆ
jk . (2.25)
This holds if and only if T1aˆbˆ
kl and T1aˆbˆcˆ have the form:
T1aˆbˆ
ij =
1
5
ηaˆbˆη
mˆnˆT1mˆnˆ
ij ≡ ηaˆbˆS
ij , Sij = Sji ,
T1aˆbˆcˆ = −T1bˆaˆcˆ ≡ Naˆbˆcˆ , Naˆbˆcˆ = N[aˆbˆcˆ] , (2.26)
for some symmetric tensor Sij obeying the reality condition Sij = Sij , and a completely
antisymmetric real tensor Naˆbˆcˆ. As a result, the Lorentz curvature (2.24) takes the form:
Riαˆ
j
βˆ
cˆdˆ = −iεαˆβˆε
ijF cˆdˆ −
i
2
εijN cˆdˆeˆ(Γeˆ)αˆβˆ + 4iS
ij(Σcˆdˆ)αˆβˆ . (2.27)
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Let us now turn to eq. (2.20). Taking the trace over the indices γˆ and δˆ, one derive
the following equation for the SU(2)-curvature:
4Riαˆ
j
βˆ
kl +Rkαˆ
j
βˆ
il +Riαˆ
k
βˆ
jl = ∆iαˆ
j
βˆ
kl , (2.28)
with
∆iαˆ
j
βˆ
kl = 15iεαˆβˆε
ijSkl +
5i
2
(Γcˆ)αˆβˆε
ijT1cˆ
kl + i(Σdˆeˆ)αˆβˆε
k(iεj)l
(
6Fdˆeˆ + εdˆeˆaˆbˆcˆN
aˆbˆcˆ
)
. (2.29)
Here we have used the explicit expressions for the dimension 1 torsion and for the Lorentz
curvature in terms of Skl, T1aˆ
jk and Naˆbˆcˆ.
Equation (2.28) allows us to express Riαˆ
j
βˆ
kl in terms of ∆iαˆ
j
βˆ
kl, and the result is
Riαˆ
j
βˆ
kl =
1
90
(
26∆iαˆ
j
βˆ
kl −∆jαˆ
i
βˆ
kl + 2∆kαˆ
i
βˆ
jl − 7∆kαˆ
j
βˆ
il − 7∆iαˆ
k
βˆ
jl + 2∆jαˆ
k
βˆ
il
)
. (2.30)
It is useful to introduce the Hodge-dual of Naˆbˆcˆ, Naˆbˆ ≡
1
6
εaˆbˆcˆdˆeˆN
cˆdˆeˆ. Then, the SU(2)-
curvature can be rewritten in the form:
Riαˆ
j
βˆ
kl = 3iεαˆβˆε
ijSkl +
i
2
(Γcˆ)αˆβˆε
ijT1cˆ
kl + 2i(Σaˆbˆ)αˆβˆ
(
Faˆbˆ +Naˆbˆ
)
εk(iεj)l . (2.31)
Using the results obtained and the fact that the constraint (2.11c) is equivalent to
T1aˆ
jk = 0 , (2.32)
eq. (2.20) is now solved, and the dimension 1 torsion becomes
Taˆ
j
βˆ
k
γˆ =
1
2
(Γaˆ)βˆγˆS
jk +
1
2
εjk(Γbˆ)βˆγˆFaˆbˆ −
1
4
εjk(Σbˆcˆ)βˆγˆNaˆbˆcˆ . (2.33)
The final form for the SU(2)-curvature is
Riαˆ
j
βˆ
kl = 3iεαˆβˆε
ijSkl + 2i(Σaˆbˆ)αˆβˆ
(
Faˆbˆ +Naˆbˆ
)
εk(iεj)l . (2.34)
2.3 Solving the Bianchi identities: dimension 3/2
For dimension 3/2, the relevant Bianchi identities come from both equations (2.9a)
and (2.9c). Setting (Aˆ = aˆ, Bˆ = βˆ, Cˆ = γˆ, Dˆ = δˆ) in eq. (2.9a) gives
0 = Raˆ
j
βˆ γˆ
δˆδkl +Raˆ
k
γˆ βˆ
δˆδjl +Raˆ
j
βˆ
k
lδ
δˆ
γˆ +Raˆ
k
γˆ
j
lδ
δˆ
βˆ
+Dj
βˆ
Taˆ
k
γˆ
δˆ
l + 2iε
jk(Γeˆ)βˆγˆTaˆeˆ
δˆ
l +D
k
γˆTaˆ
j
βˆ
δˆ
l , (2.35)
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while the choice (Aˆ = aˆ, Bˆ = bˆ, Cˆ = γˆ, Dˆ = dˆ) in (2.9a) results in
0 = Rbˆ
k
γˆ aˆ
dˆ − Raˆ
k
γˆ bˆ
dˆ + 2iTaˆbˆ
ρˆk(Γdˆ)ρˆγˆ . (2.36)
Choosing (Aˆ = aˆ, Bˆ = bˆ, Cˆ = γˆ) in eq. (2.9c) gives
0 = 2iTaˆbˆ
k
γˆ +D
k
γˆFaˆbˆ . (2.37)
For the analysis of the above identities, it is advantageous to make use of the decom-
position of a spin-tensor Aaˆbˆγˆ = −Abˆaˆγˆ into its irreducible components:
Aaˆbˆγˆ = Aaˆbˆγˆ + 2(Γ[aˆ)γˆ
δˆAbˆ]δˆ + (Σaˆbˆ)γˆ
δˆAδˆ , (Γ
aˆ)αˆ
γˆAaˆγˆ = (Γ
aˆ)αˆ
γˆAaˆbˆγˆ = 0 . (2.38a)
Switching to the spinor notations, we have have to deal with
Aαˆβˆγˆ :=
1
2
(Σaˆbˆ)αˆβˆAaˆbˆγˆ = A(αˆβˆ)γˆ , (2.39)
and the corresponding decomposition is
Aαˆβˆγˆ = Aαˆβˆγˆ + A˜γˆ(αˆβˆ) + εγˆ(αˆAβˆ) , Aαˆβˆγˆ = A(αˆβˆγˆ) ,
A˜αˆβˆγˆ := (Γaˆ)αˆβˆA
aˆ
γˆ = −A˜βˆαˆγˆ , ε
αˆβˆA˜αˆβˆγˆ = ε
αˆγˆA˜αˆβˆγˆ = 0 , A˜[αˆβˆγˆ] = 0 . (2.40)
From equation (2.37) we immediately read off the dimension 3/2 torsion
Taˆbˆ
γˆ
k =
i
2
DγˆkFaˆbˆ . (2.41)
Applying the decomposition (2.40) to the right-hand side of (2.41) gives
DkγˆFαˆβˆ = Wαˆβˆγˆ
k + Ξγˆ(αˆβˆ)
k + εγˆ(αˆFβˆ)
k . (2.42)
Next, equation (2.36) is solved by
Raˆ
j
βˆ
cˆdˆ =
1
2
(Γaˆ)βˆ
δˆDj
δˆ
F cˆdˆ −
1
2
(Γcˆ)βˆ
δˆDj
δˆ
F dˆaˆ +
1
2
(Γdˆ)βˆ
δˆDj
δˆ
F cˆaˆ . (2.43a)
Equation (2.35) allows us to compute the SU(2)-curvature Raˆ
j
βˆ
kl. Taking the trace
over γˆ and δˆ in eq. (2.35) gives
4Raˆ
j
βˆ
kl +Raˆ
k
βˆ
jl = ∆aˆ
j
βˆ
kl , (2.44)
where
∆aˆ
j
βˆ
kl = −
7
4
(Γbˆ)βˆ
γˆDkγˆFaˆbˆε
jl − εjk(Γbˆ)βˆ
γˆDlγˆFaˆbˆ −
1
8
εaˆbˆcˆdˆeˆ(Σ
dˆeˆ)βˆ
γˆDkγˆF
bˆcˆεjl
+
1
4
εjl(Σbˆcˆ)βˆ
γˆDkγˆNaˆbˆcˆ −
1
2
(Γaˆ)βˆ
γˆDkγˆS
jl . (2.45)
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Equation (2.44) is solved by
Raˆ
j
βˆ
kl =
4
15
∆aˆ
j
βˆ
kl −
1
15
∆aˆ
k
βˆ
jl . (2.46)
Since Raˆ
j
βˆ
kl is symmetric in k and l, eq. (2.46) can be seen to be consistent under the
conditions:
DαˆkS
kj =
3
20
(Σaˆbˆ)αˆ
γˆDjγˆ
(
3Faˆbˆ +Naˆbˆ
)
, (2.47a)
DkγˆNαˆβˆ = Nαˆβˆγˆ
k + 2Ξγˆ(αˆβˆ)
k + εγˆ(αˆNβˆ)
k . (2.47b)
Here Ξaˆβˆ
k is the spin-vector which occurs in (2.42). At this point, the SU(2)-curvature
has been completely determined.
Raˆ
j
βˆ
kl = −
4
5
(Γbˆ)βˆ
γˆεj(kDl)γˆ Faˆbˆ −
1
30
εaˆbˆcˆdˆeˆ(Σ
dˆeˆ)βˆ
γˆεj(kDl)γˆ
(
F bˆcˆ +N bˆcˆ
)
−
2
15
(Γaˆ)βˆ
γˆD(kγˆ S
l)j +
1
30
(Γaˆ)βˆ
γˆDjγˆS
kl . (2.48)
Using the previous results, one can prove that equation (2.35) implies the last two
constraints:
Nαˆβˆγˆ
k = −Wαˆβˆγˆ
k , (2.49a)
Dk
βˆ
Sjl =
1
10
(Σaˆbˆ)βˆ
δˆεk(jDl)
δˆ
(
3F aˆbˆ +N aˆbˆ
)
= −
1
2
εk(j
(
3Fβˆ
l) +Nβˆ
l)
)
. (2.49b)
It is important to note that (2.49b) implies equation (2.47a).
Expression (2.48) can actually be further simplified, using eqs. (2.14, 2.13), (2.16,
2.15a) and (2.15b). The final expression for the SU(2)-curvature is
Raˆ
j
βˆ
kl = −3εj(kΞaˆβˆ
l) +
5
4
(Γaˆ)βˆ
αˆεj(kFαˆ
l) −
1
4
(Γaˆ)βˆ
αˆεj(kNαˆ
l) . (2.50)
2.4 Solving the Bianchi identities: dimension 2
For dimension 2, the relevant Bianchi identities are generated from eq. (2.9a) with
(Aˆ = aˆ, Bˆ = bˆ, Cˆ = γˆ, Dˆ = δˆ)
0 = Raˆbˆ
k
lδ
δˆ
γˆ +Raˆbˆγˆ
δˆδkl −DaˆTbˆ
k
γˆ
δˆ
l +DbˆTaˆ
k
γˆ
δˆ
l − Tbˆ
k
γˆ
ρˆ
q Taˆ
q
ρˆ
δˆ
l −D
k
γˆTaˆbˆ
δˆ
l + Taˆ
k
γˆ
ρˆ
q Tbˆ
q
ρˆ
δˆ
l , (2.51)
from (2.9a) with (Aˆ = aˆ, Bˆ = bˆ, Cˆ = cˆ, Dˆ = dˆ)
0 = Raˆbˆ cˆ
dˆ +Rbˆcˆaˆ
dˆ +Rcˆaˆbˆ
dˆ , (2.52)
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and also from (2.9c) with (Aˆ = aˆ, Bˆ = bˆ, Cˆ = cˆ)
0 = DaˆFbˆcˆ +DbˆFcˆaˆ +DcˆFaˆbˆ . (2.53)
Let us first analyze eq. (2.51). This can be used to extract the curvatures. We start
by rewriting (2.51) in the form:
Raˆbˆ
klεγˆδˆ +Raˆbˆγˆδˆε
kl = ∆aˆbˆ
k
γˆ
l
δˆ
, (2.54)
with
∆aˆbˆ
k
γˆ
l
δˆ
= −
i
2
DkγˆD
l
δˆ
Faˆbˆ − ε
kl(Γcˆ)γˆδˆD[aˆFbˆ]cˆ +
1
4
εklεmˆnˆdˆeˆ[aˆ(Σ
mˆnˆ)γˆδˆDbˆ]N
dˆeˆ + (Γ[aˆ)γˆδˆDbˆ]S
kl
+εkl(Σcˆdˆ)γˆδˆFaˆcˆFbˆdˆ +
1
4
εklF mˆ[aˆεbˆ]mˆnˆdˆeˆ(Γ
nˆ)γˆδˆN
dˆeˆ − 2(Σcˆ[aˆ)γˆδˆFbˆ]cˆS
kl
−
1
2
(Σcˆ[aˆ)γˆδˆNbˆ]dˆN
cˆdˆ −
1
4
(Σcˆdˆ)γˆδˆN
aˆcˆN bˆdˆ −
1
8
(Σaˆbˆ)γˆδˆN
cˆdˆNcˆdˆ
+
1
4
εaˆbˆcˆdˆeˆ(Γ
cˆ)γˆδˆN
dˆeˆSkl +
1
2
(Σaˆbˆ)γˆδˆε
klSijSij . (2.55)
Considering the part of (2.54) which is symmetric in γˆ and δˆ and also antisymmetric in
k and l, we read off the expression for the Lorentz curvature Raˆbˆ
cˆdˆ = −1
2
εkl(Σ
cˆdˆ)γˆδˆ∆aˆbˆ
k
γˆ
l
δˆ
.
The result is
Raˆbˆ
cˆdˆ =
1
4
εcˆdˆmˆnˆ[aˆDbˆ]N
mˆnˆ +
i
8
(Σcˆdˆ)γˆδˆDkγˆDδˆkFaˆbˆ −
1
8
δ
[cˆ
aˆ δ
dˆ]
bˆ
N mˆnˆNmˆnˆ
+
1
2
δ
[cˆ
[aˆNbˆ]mˆN
dˆ]mˆ −
1
4
Naˆ
[cˆNbˆ
dˆ] − Faˆ
[cˆFbˆ
dˆ] +
1
2
δ
[cˆ
aˆ δ
dˆ]
bˆ
SijSij . (2.56)
Next, isolating the part of (2.54) which is proportional to εγˆδˆ and symmetric in k, l, we
can determine the SU(2)-curvature Raˆbˆ
kl = −1
4
εγˆδˆ∆aˆbˆ
k
γˆ
l
δˆ
. The result is
Raˆbˆ
kl = −
i
8
Dγˆ(kDl)γˆ Faˆbˆ . (2.57)
Equation (2.54) has allowed us to determine the curvatures. However it still contains
some nontrivial information. Using the relations (2.53), (2.56) and (2.57), eq. (2.54) can
be seen to reduce to
0 = −
i
8
(Γcˆ)
γˆδˆD(kγˆ D
l)
δˆ
Faˆbˆ − ηcˆ[aˆDbˆ]S
kl −
1
4
εaˆbˆcˆdˆeˆN
dˆeˆSkl . (2.58)
This implies
DaˆS
kl =
i
16
(Γbˆ)γˆδˆD(kγˆ D
l)
δˆ
Faˆbˆ = −
3i
16
Dγˆ(kΞaˆγˆ
l) −
i
8
(Γaˆ)
γˆδˆD(kγˆ Fδˆ
l) . (2.59)
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Next, due to the identity
Daˆ =
i
8
εij(Γaˆ)
αˆβˆDiαˆD
j
βˆ
+
1
8
εaˆbˆcˆdˆeˆN
bˆcˆM dˆeˆ , (2.60)
and the dimension-3/2 constraint (2.15b) that determines DiαˆS
kl, it also holds
DaˆS
kl = −
3i
16
(Γaˆ)
αˆβˆD(kαˆ Fβˆ
l) −
i
16
(Γaˆ)
αˆβˆD(kαˆ Nβˆ
l) . (2.61)
Now, requiring the compatibility of the equations (2.59) and (2.61), we generate the
constraint
(Γaˆ)
αˆβˆD(kαˆ Nβˆ
l) = −(Γaˆ)
αˆβˆD(kαˆ Fβˆ
l) + 3Dγˆ(kΞaˆγˆ
l) . (2.62)
This turns out to be equivalent to (2.17a), since
Dαˆ(kNαˆ
l) =
1
5
{D(kαˆ ,D
l)
βˆ
}N αˆβˆ =
4i
5
MαˆβˆN
αˆβˆ = 0 . (2.63)
Similar considerations give Dαˆ(kFαˆl) = 0.
Further analysis of equation (2.58) leads to another constraint, eq. (2.17d).
The Bianchi identity (2.53) is equivalent to εaˆbˆcˆdˆeˆDcˆFdˆeˆ = 0. The latter can be rewrit-
ten, with the aid of (2.60), as follows:
0 = εaˆbˆcˆdˆeˆ
(
i(Γcˆ)
αˆβˆDkαˆDβˆkFdˆeˆ + εcˆ
mˆnˆpˆqˆNmˆnˆMpˆqˆFdˆeˆ
)
, (2.64)
which, using (2.14), can be seen to be equivalent to equation (2.18).
Now, consider the Bianchi identity (2.52). Using the Lorentz curvature (2.56), eq.
(2.52) turns out to be equivalent to
DaˆNbˆcˆ =
i
8
εbˆcˆmˆnˆpˆ(Σaˆ
mˆ)γˆδˆDkγˆDδˆkF
nˆpˆ +
i
12
ηaˆ[bˆεcˆ]mˆnˆpˆqˆ(Σ
mˆnˆ)γˆδˆDkγˆDδˆkF
pˆqˆ
−
1
12
εbˆcˆmˆnˆpˆ
(
4Faˆ
mˆF nˆpˆ +Naˆ
mˆN nˆpˆ
)
. (2.65)
The latter can rewritten as
DaˆNbˆcˆ =
i
16
εaˆbˆcˆdˆeˆD
δˆkW dˆeˆδˆk −
i
8
(Γaˆ)
γˆδˆDkγˆWbˆcˆδˆk +
i
2
(Σbˆcˆ)
γˆδˆDkγˆΞaˆδˆk +
i
8
εaˆbˆcˆmˆnˆ(Γ
mˆ)γˆδˆDkγˆΞ
nˆ
δˆk
+
i
8
ηaˆ[bˆ(Γcˆ])
γˆδˆDkγˆFδˆk +
i
8
εaˆbˆcˆdˆeˆ(Σ
dˆeˆ)γˆδˆDkγˆFρˆk −
1
12
εbˆcˆmˆnˆpˆ
(
4Faˆ
mˆF nˆpˆ +Naˆ
mˆN nˆpˆ
)
. (2.66)
On the other hand, one can compute DaˆNbˆcˆ by using (2.60) and the dimension 3/2 Bianchi
identity (2.16). Then one gets
DaˆNbˆcˆ = −
i
8
(Γaˆ)
αˆβˆDkαˆWbˆcˆβˆk +
i
2
ηaˆ[bˆD
αˆkΞcˆ]αˆk − i(Σaˆ[bˆ)
αˆβˆDkαˆΞcˆ]βˆk
−
i
16
εaˆbˆcˆdˆeˆ(Σ
dˆeˆ)αˆβˆDkαˆNβˆk +
i
8
ηaˆ[bˆ(Γcˆ])
αˆβˆDkαˆNβˆk −
1
2
εmˆnˆpˆaˆ[bˆNcˆ]
mˆN nˆpˆ . (2.67)
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Requiring the equivalence of (2.66) and (2.67) and making use of (2.18), one obtains the
constraints (2.17b) and (2.17c).
We have solved all Bianchi identities of dimension 2. Using the relations obtained,
we can still simplify some of the results. Making use of (2.66) allows us to rewrite the
Lorentz curvature (2.56) in the form:
Raˆbˆ
cˆdˆ =
i
24
(Σaˆbˆ)
γˆδˆDkγˆDδˆkF
cˆdˆ +
i
12
(Σ[aˆ
[cˆ)γˆδˆDkγˆDδˆkFbˆ]
dˆ] +
i
24
(Σcˆdˆ)γˆδˆDkγˆDδˆkFaˆbˆ
−
1
3
FaˆbˆF
cˆdˆ −
1
3
Faˆ
[cˆFbˆ
dˆ] −
1
12
NaˆbˆN
cˆdˆ −
1
12
Naˆ
[cˆNbˆ
dˆ] +
1
2
δ
[cˆ
[aˆNbˆ]mˆN
dˆ]mˆ
−
1
8
δ
[cˆ
aˆ δ
dˆ]
bˆ
N mˆnˆNmˆnˆ +
1
2
δ
[cˆ
aˆ δ
dˆ]
bˆ
SijSij . (2.68)
Next, using the equation
Dγˆ(kWaˆbˆγˆ
l) = 3(Σaˆbˆ)
γˆδˆD(kγˆ Fδˆ
l) − 4(Γ[aˆ)
γˆδˆD(kγˆ Ξbˆ]δˆ
l) + 12iNaˆbˆS
kl , (2.69)
which follows from (2.17d), one can see that the SU(2)-curvature (2.57) can be rewritten
as follows:
Raˆbˆ
kl =
3i
4
(Γ[aˆ)
γˆδˆD(kγˆ Ξbˆ]δˆ
l) −
i
4
(Σaˆbˆ)
γˆδˆD(kγˆ Fδˆ
l) +
3
2
NaˆbˆS
kl . (2.70)
Finally let us turn to the Bianchi identities of dimension 5/2 and 3. For dimension
5/2, there is only one nontrivial Bianchi identity. This is the identity (2.9a) with (Aˆ =
aˆ, Bˆ = bˆ, Cˆ = cˆ, Dˆ = δˆ)
0 = −DaˆTbˆcˆ
δˆ
l + Taˆbˆ
ρˆ
q Tcˆ
q
ρˆ
δˆ
l −DbˆTcˆaˆ
δˆ
l − Tbˆcˆ
ρˆ
q Taˆ
q
ρˆ
δˆ
l −DcˆTaˆbˆ
δˆ
l − Tcˆaˆ
ρˆ
q Tbˆ
q
ρˆ
δˆ
l . (2.71)
This equation can be seen to be satisfied identically provided the Bianchi identities of
lower dimension hold. For dimension 3, there are no nontrivial Bianchi identities.
3 Projective superspace formalism
The projective superspace approach was originally formulated for rigid supersymmet-
ric theories with eight supercharges in four space-time dimensions [3, 4], and later it
was generalized to five [26] and six [27, 28] dimensions. Superconformal field theory in
projective superspace has also been developed in four and five dimensions [29, 30].
As demonstrated in [1], the concept of projective supermultiplets can naturally be
extended to the case of 5D N = 1 supergravity. In this section, we first recall the
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definition of covariant projective multiplets in curved superspace, following [1]. After
that we formulate a manifestly locally supersymmetric action principle.
To start with, it is instructive to recall the kinematical setup for projective superspace
in the case of 5D N = 1 supersymmetry. Let R5|8 denote the flat global superspace
parametrized by coordinates zAˆ = (xaˆ, θαˆi ). The corresponding covariant derivatives DAˆ =
(∂aˆ, D
i
αˆ) obey the algebra
{Diαˆ , D
j
βˆ
} = −2i εij
(
(Γcˆ)αˆβˆ ∂cˆ + εαˆβˆ Z
)
, [Diαˆ , ∂bˆ] = [D
i
αˆ , Z] = 0 , (3.1)
which follows from (2.12a)–(2.12c) by setting Sij = Naˆbˆ = Faˆbˆ = 0. Making use of an
isotwistor u+i ∈ C
2\{0} allows one to introduce a subset of strictly anti-commuting spinor
covariant derivatives D+αˆ := u
+
i D
i
αˆ.
{D+αˆ , D
+
βˆ
} = 0 . (3.2)
Hence, one can define so-called analytic superfields Q(z, u+) constrained by D+αˆQ = 0.
Such a superfield Q(z, u+) is called a projective supermultiplet, if it is holomorphic (on
an open subset of C2 \ {0}) and a homogeneous function of u+, Q(z, c u+) = cnQ(z, u+),
with c ∈ C∗. The isotwistor u+i ∈ C
2 \ {0} appears to be defined modulo the equivalence
relation u+i ∼ c u
+
i , with c ∈ C
∗, since this is true for both the constraint D+αˆQ = 0 and
the superfield Q(z, u+) itself. As a result, the projective multiplets live in the projective
superspace R4|8 × CP 1.
3.1 Projective supermultiplets
In curved superspace, the isotwistor variables u+i ∈ C
2 \ {0} are defined to be inert
with respect to the local group SU(2) [1] (see also [2]). Instead of the anticommutation
relation (3.2), the operators D+αˆ := u
+
i D
i
αˆ obey the following algebra:
{D+αˆ ,D
+
βˆ
} = −4i
(
Fαˆβˆ +Nαˆβˆ
)
J++ + 4iS++Mαˆβˆ , (3.3)
where J++ := u+i u
+
j J
ij and S++ := u+i u
+
j S
ij . Eq. (3.3) follows from (2.12a). Now, for
the constraint D+αˆQ = 0 to be consistent, Q(z, u
+) must be scalar with respect to the
Lorentz group, MαˆβˆQ = 0, and also possess special properties with respect to the group
SU(2), that is, J++Q = 0. Let us define such multiplets, following [1].
A projective supermultiplet of weight n, Q(n)(z, u+), is a scalar superfield that lives
on M5|8, is holomorphic with respect to the isotwistor variables u+i on an open domain
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of C2 \ {0}, and is characterized by the following conditions:
(i) it obeys the covariant analyticity constraint
D+αˆQ
(n) = 0 ; (3.4)
(ii) it is a homogeneous function of u+ of degree n, that is,
Q(n)(z, c u+) = cnQ(n)(z, u+) , c ∈ C∗ ; (3.5)
(iii) infinitesimal gauge transformations (2.5) act on Q(n) as follows:
δQ(n) =
(
KCˆDCˆ +K
ijJij
)
Q(n) ,
KijJijQ
(n) = −
1
(u+u−)
(
K++D−− − nK+−
)
Q(n) , K±± = Kij u±i u
±
j , (3.6)
where
D−− = u−i
∂
∂u+i
, D++ = u+i
∂
∂u−i
. (3.7)
The transformation law (3.6) involves an additional isotwistor, u−i , which is subject to
the only condition (u+u−) = u+iu−i 6= 0, and is otherwise completely arbitrary. By
construction, Q(n) is independent of u−, i.e. ∂Q(n)/∂u−i = 0, and hence D++Q(n) = 0.
One can see that δQ(n) is also independent of the isotwistor u−, ∂(δQ(n))/∂u−i = 0, due
to (3.5). It follows from (3.6)
J++Q(n) = 0 , J++ ∝ D++ , (3.8)
and hence the covariant analyticity constraint (3.4) is indeed consistent.
The transformation law (3.6) is a generalization of that for superconformal projective
supermultiplets in four and five dimensions [29, 30] and for projective supermultiplets in
the 5D N = 1 anti-de Sitter superspace [2].
It should be pointed out that the transformation law (3.6) corresponds to the projective
supermultiplets with zero central charge, ZQ(n) = 0. Such off-shell multiplets are most
interesting for applications, and our consideration will be restricted to their study. It
is not difficult, however, to modify (3.6) in order to be applicable to the case of off-
shell projective supermultiplets with an intrinsic zero central charge. The corresponding
transformation law is [1]
δQ(n) =
(
KCˆDCˆ +K
ijJij + τZ
)
Q(n) . (3.9)
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As an example, we can consider an off-shell hypermultiplet with intrinsic central charge,
which is described by q+(z, u+) = u+i q
i(z). It is this realization7 which is used in the
component approaches of [10, 11]. In this realization, the hypermultiplet becomes on-
shell provided Zq+ = 0.
Given a projective multiplet Q(n), its complex conjugate is not covariantly analytic.
However, similar to the flat four-dimensional case [14, 3] (see also [2]), one can introduce
a generalized, analyticity-preserving conjugation, Q(n) → Q˜(n), defined as
Q˜(n)(u+) ≡ Q¯(n)
(
u+ → u˜+
)
, u˜+ = i σ2 u
+ , (3.10)
with Q¯(n)(u+) the complex conjugate of Q(n). Its fundamental property is
D˜+αˆQ
(n) = (−1)ǫ(Q
(n))D+αˆQ˜(n) . (3.11)
One can see that
˜˜
Q(n) = (−1)nQ(n), and therefore real supermultiplets can be consistently
defined when n is even. In what follows, Q˜(n) will be called the smile-conjugate of Q(n).
Examples of projective supermultiplets are given in [1], and the interested reader is
referred to that paper for more details.
It follows from (2.15b) that S++ is a projective superfield of weight two,
D+αˆS
++ = 0 . (3.12)
3.2 Locally supersymmetric action
Let L++ be a real projective multiplet of weight two. Associated with L++ is the
following functional
S(L++) =
1
6pi
∮
(u+du+)
∫
d5x d8θ E
L++
(S++)2
, E−1 = Ber (EAˆ
Mˆ) . (3.13)
We are going to show that S defines a locally supersymmetric action principle. This
functional is obviously invariant under projective re-scalings u+i → c u
+
i . Moreover, it
turns out to be invariant under infinitesimal gauge transformations (2.5) and (3.6). To
prove the invariance under arbitrary supergravity gauge transformations, we first point
out that Q(−2) := L++/(S++)2 is a projective multiplet of weight −2, since both L++ and
S++ are projective multiplet of weight +2. For Q(−2) the second line in (3.6) implies
KijJij Q
(−2) = −
1
(u+u−)
D−−
(
K++Q(−2)
)
. (3.14)
7This is a generalization of the Sohnius off-shell formulation for hypermultiplet [31].
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Next, since K++Q(−2) has weight zero, it is easy to see
(u+du+)KijJij Q
(−2) = −dt
d
dt
Q(−2) , (3.15)
with t the evolution parameter along the integration contour in (3.13). Since the inte-
gration contour is closed, the SU(2)-part of the transformation (3.6) does not contribute
to the variation of the action (3.13). To complete the proof, it remains to take into the
account the fact that Q(−2) is a Lorentz scalar.
Introduce the following fourth-order operator8
∆(+4) = (D+)4 −
5
12
iS++ (D+)2 + 3(S++)2 , (3.16)
where
(D+)4 := −
1
96
εαˆβˆγˆδˆD+αˆD
+
βˆ
D+γˆ D
+
δˆ
, (D+)2 := D+αˆD+αˆ . (3.17)
Its crucial property is that the superfield Q(n) defined by
Q(n)(z, u+) := ∆(+4)U (n−4)(z, u+) , (3.18)
is a weight-n projective multiplet,
D+αˆQ
(n) = 0 , (3.19)
for any unconstrained scalar superfield U (n−4)(z, u+) that lives on M5|8, is holomorphic
with respect to the isotwistor variables u+i on an open domain of C
2 \ {0}, and is charac-
terized by the following conditions:
(i) it is a homogeneous function of u+ of degree n− 4, that is,
U (n−4)(z, c u+) = cn−4 U (n−4)(z, u+) , c ∈ C∗ ; (3.20)
(iii) infinitesimal gauge transformations (2.5) act on U (n−4) as follows:
δU (n−4) =
(
KCˆDCˆ +K
ijJij
)
U (n−4) ,
KijJij U
(n−4) = −
1
(u+u−)
(
K++D−− − (n− 4)K+−
)
U (n−4) . (3.21)
We will call U (n−4)(z, c u+) a projective prepotential for Q(n).
8This operator was introduced in the case of 5D N = 1 anti-de Sitter supersymmetry in [2].
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The fourth-order operator (3.16) is analogous to the chiral projector in 4D N = 1
supergravity [32].
Let U (−2) be a projective prepotential for the Lagrangian L++ in (3.13). Representing
U (−2) =
1
3(S++)2
{
L++ − (D+)4U (−2) +
5
12
iS++ (D+)2U (−2)
}
, (3.22)
we obtain
1
2pi
∮
(u+du+)
∫
d5x d8θ E U (−2) =
1
6pi
∮
(u+du+)
∫
d5x d8θ E
L++
(S++)2
. (3.23)
One can see that the derivative terms in (3.22) do not contribute to the integral in (3.23),
as a consequence of the anti-commutation relations (2.12a)–(2.12c).
Our action (3.13) can be compared with the chiral action in 4D N = 1 supergravity
[32, 33] (see also [23, 24] for reviews).
In the case of flat superspace, one can not make use of (3.23). Instead, here one can
apply the following relations
1
2pi
∮
(u+du+)
∫
d5x d8θ U (−2) =
1
2pi
∮
(u+du+)
(u+u−)4
∫
d5x (D−)4(D+)4U (−2)
∣∣∣
θ=0
=
1
2pi
∮
(u+du+)
(u+u−)4
∫
d5x (D−)4L++
∣∣∣
θ=0
, (3.24)
with L++ := (D+)4U (−2) the flat-superspace Lagrangan. Here
(D−)4 := −
1
96
εαˆβˆγˆδˆD−αˆD
−
βˆ
D−γˆ D
−
δˆ
, D−αˆ := u
−
i D
i
αˆ . (3.25)
The expression in the second line of (3.24) is the rigid supersymmetric action in 5D
N = 1 projective superspace [29]. The latter is a natural generalization of the 4D
N = 2 projective-superspace action originally given in [3] and reformulated in a projective-
invariant form in [34]. This action can be seen to be invariant under arbitrary transfor-
mations of the form:
(ui
− , ui
+) → (ui
− , ui
+)R , R =
(
a 0
b c
)
∈ GL(2,C) . (3.26)
The same invariance obviously holds for the curved-superspace action (3.13), for it is
explicitly independent of u−.
Projective invariance (3.26) is an obvious property of the manifestly locally supersym-
metric action (3.13). As shown in section 5, it becomes a powerful constructive principle
when one is interested in reducing the action to components in the Wess-Zumino gauge.
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4 Wess-Zumino gauge
In this section we elaborate the Wess-Zumino gauge for the 5D minimal supergravity
multiplet, which was used in [1]. Our consideration will be similar to that originally
given, many years ago, for 4D N = 1 supergravity [32, 35, 36] and then presented in a
universally applicable form in [23].
Given a superfield U(z) = U(x, θ), it is standard to denote as U | its θ-independent
component, U | := U(x, θ = 0). The Wess-Zumino (WZ) gauge for 5D N = 1 supergravity
is defined by
Daˆ
∣∣ = ∇aˆ +Ψaˆγˆk(x)Dkγˆ∣∣ + φaˆkl(x)Jkl + Vaˆ(x)Z , Diαˆ∣∣ = ∂∂θαˆi . (4.1)
Here ∇aˆ denotes the space-time covariant derivatives,
∇aˆ = eaˆ + ωaˆ , eaˆ = eaˆ
mˆ(x) ∂mˆ , ωaˆ =
1
2
ωaˆ
bˆcˆ(x)Mbˆcˆ = ωaˆ
βˆγˆ(x)Mβˆγˆ , (4.2)
with eaˆ
mˆ the component inverse vielbein, and ωaˆ
bˆcˆ the Lorentz connection. The operators
∇aˆ obey commutation relations of the form[
∇aˆ,∇bˆ
]
= Taˆbˆ
cˆ(x)∇cˆ +
1
2
Raˆbˆ
cˆdˆ(x)Mcˆdˆ , (4.3)
with Taˆbˆ
cˆ the torsion, and Raˆbˆ
cˆdˆ the curvature. Next, Ψaˆ
γˆ
k is the component gravitino,
while φaˆ
kl = Φaˆ
kl| and Vaˆ = Vaˆ| are the component SU(2) and central-charge gauge
fields, respectively. In addition to the geometric fields present in (4.1), the supergravity
multiplet includes some additional component fields which can be chosen as follows: Sij
∣∣,
Naˆbˆ
∣∣, DjαˆSij∣∣ and DαˆiDjαˆSij∣∣. All these fields, which survive in the WZ gauge, constitute
the 5D minimal supergravity multiplet [20].
Making use of (4.1) one can readily obtain
[Daˆ,Dbˆ]
∣∣ = [∇aˆ,∇bˆ]− 2Ψ[aˆγˆk [Dbˆ],Dkγˆ ]∣∣+ΨaˆγˆkΨbˆδˆl {Dkγˆ ,Dlδˆ}∣∣+ 2(∇[aˆVbˆ])Z
+2
(
∇[aˆΨbˆ]
γˆ
k − φ[aˆk
lΨbˆ]
γˆ
l
)
Dkγˆ
∣∣+ 2(∇[aˆφbˆ]kl + φ[aˆkjφbˆ]jl)Jkl . (4.4)
This relation can be simplified considerably by evaluating the (anti-)commutators [Daˆ,Dbˆ],
[Dbˆ,D
k
γˆ ] and {D
k
γˆ ,D
l
δˆ
} with the aid of (2.12a)–(2.12c). As a result, eq. (4.4) can be seen
to be equivalent to the following relations:
Taˆbˆ
cˆ = −2iΨaˆ
γˆk(Γcˆ)γˆδˆΨbˆ
δˆ
k , (4.5a)
Taˆbˆ
γˆ
k
∣∣ = i
2
DγˆkFaˆbˆ
∣∣ = 2∇[aˆΨbˆ]γˆk − 2φ[aˆkjΨbˆ]γˆj − TaˆbˆcˆΨcˆγˆk − 2Ψ[aˆβˆj Tbˆ]jβˆ γˆk∣∣ , (4.5b)
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as well as
Raˆbˆ
cˆdˆ
∣∣ = Raˆbˆcˆdˆ − 2Ψ[aˆγˆkRbˆ]kγˆ cˆdˆ∣∣+ΨaˆγˆkΨbˆδˆlRkγˆ lδˆ cˆdˆ∣∣ , (4.6a)
Faˆbˆ
∣∣ = 2(∇[aˆVbˆ]) + 2iΨaˆγˆkΨbˆδˆkVγˆδˆ − 2iΨaˆγˆkΨbˆkγˆ , (4.6b)
Raˆbˆ
ij
∣∣ = 2∇[aˆφbˆ]ij + 2φ[aˆikφbˆ]kj
−2Ψ[aˆ
γˆ
kRbˆ]
k
γˆ
ij
∣∣ +ΨaˆγˆkΨbˆδˆlRkγˆ lδˆ ij∣∣+ 2iΨaˆγˆkΨbˆδˆkφγˆδˆ ij . (4.6c)
Eq. (4.5a) determines the space-time torsion in terms of the gravitino. Eq. (4.5b)
constitutes a locally supersymmetric version of the gravitino field strength. Finally, eqs.
(4.6a)–(4.6c) express the leading components of the superspace curvature tensors in terms
of the component fields. Equations (4.5a) and (4.5b) will frequently be used in section
5. The space-time torsion (4.5a) will be especially important for the considerations in
section 5, for it occurs in the rule for integration by parts:∫
d5x e∇aˆU
aˆ =
∫
d5x e Taˆbˆ
bˆ U aˆ , e−1 = det
(
eaˆ
mˆ
)
. (4.7)
In the WZ gauge, the supergravity gauge fredom (2.5) reduces to those transformations
which preserve the WZ gauge. This is equivalent to the requirement
0 = δDiαˆ
∣∣ = −[K βˆj Djβˆ +K bˆDbˆ +K βˆγˆMβˆγˆ +KjkJjk + τZ,Diαˆ]∣∣∣ . (4.8)
It implies the following restrictions on the transformation parameters:
DiαˆK
βˆ
j
∣∣ = K cˆ∣∣Tcˆ iαˆβˆj ∣∣+ δij Kαˆβˆ∣∣+ δβˆαˆKij∣∣ , DiαˆK bˆ∣∣ = −2i (Γbˆ)αˆγˆK γˆi∣∣ ,
DiαˆK
βˆγˆ
∣∣ = KCˆ∣∣RCˆ iαˆβˆγˆ∣∣ , DiαˆKjk∣∣ = KCˆ∣∣RCˆ iαˆjk∣∣ , Diαˆτ ∣∣ = −2iKiαˆ∣∣ . (4.9)
In the WZ gauge, the transformation laws of the gauge fields can be derived from
δDaˆ
∣∣ = δ∇aˆ + δΨaˆβˆjDjβˆ∣∣ + δφaˆklJkl + δVaˆZ
= −
[
KBˆDBˆ +K
βˆγˆMβˆγˆ +K
jkJjk + τZ,Daˆ
]∣∣∣ . (4.10)
Some computations lead to
δeaˆ
mˆ =
(
∇aˆK
bˆ
∣∣− 2iΨaˆαˆk (Γbˆ)αˆβˆK βˆk∣∣−Kaˆbˆ∣∣)ebˆmˆ , (4.11a)
δωaˆ
βˆγˆ =
(
∇aˆK
bˆ
∣∣− 2iΨaˆαˆk (Γbˆ)αˆδˆK δˆk∣∣−Kaˆbˆ∣∣)ωbˆβˆγˆ +∇aˆK γˆδˆ∣∣
+Ψaˆ
βˆ
jK
Cˆ
∣∣RCˆ jβˆ γˆδˆ∣∣−KBˆ∣∣RBˆaˆγˆδˆ∣∣ , (4.11b)
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δΨaˆ
βˆ
j = ∇aˆK
βˆ
j
∣∣− φaˆjkK βˆk ∣∣− 2iΨaˆγˆj (Γcˆ)γˆδˆΨcˆβˆkK δˆk∣∣+K γˆk ∣∣Taˆkγˆ βˆj ∣∣ +∇aˆK cˆ∣∣Ψcˆβˆj
+Ψaˆ
γˆ
kK
cˆ
∣∣Tcˆkγˆ βˆj ∣∣−K cˆ∣∣Tcˆaˆβˆj ∣∣−Kaˆcˆ∣∣Ψcˆβˆj +ΨaˆγˆjKγˆ βˆ∣∣+ΨaˆγˆkKkj∣∣ , (4.11c)
δφaˆ
jk =
(
∇aˆK
bˆ
∣∣− 2iΨaˆβˆl (Γbˆ)βˆγˆK γˆl∣∣−Kaˆbˆ∣∣)φbˆjk +∇aˆKjk∣∣+ 2φaˆ(j lKk)l∣∣
+K βˆl
∣∣Raˆlβˆ jk∣∣+K bˆ∣∣Raˆbˆjk∣∣+Ψaˆβˆl KCˆ∣∣RCˆ lβˆjk∣∣ , (4.11d)
δVaˆ =
(
∇aˆK
bˆ
∣∣− 2iΨaˆβˆj (Γbˆ)βˆγˆK γˆj∣∣−Kaˆbˆ∣∣)Vbˆ +∇aˆτ ∣∣ +K bˆ∣∣Faˆbˆ∣∣− 2iΨaˆβˆjKjβˆ∣∣ . (4.11e)
5 Action principle in the Wess-Zumino gauge
Our goal in this section is to reduce the locally supersymmetric action (3.13) to com-
ponents in the WZ gauge. Using considerations based on eqs. (3.23), (3.24), (4.1) and
E| = e, one can argue that in the WZ gauge it holds
S(L++) = S0 + . . . , S0 =
1
2pi
∮
(u+du+)
(u+u−)4
∫
d5x e (D−)4L++(z, u+)
∣∣∣ , (5.1)
where
D−αˆ := u
−
i D
i
αˆ , (D
−)4 := −
1
96
εαˆβˆγˆδˆD−αˆD
−
βˆ
D−γˆ D
−
δˆ
, (5.2)
and the dots in the expression for S(L++) in (5.1) denote all the terms with at most three
spinor derivatives hitting L++.
By construction, the action (3.13) is invariant under arbitrary projective transforma-
tions (3.26). It is remarkable that the requirement of projective invariance allows one to
uniquely restore the action in the WZ gauge by making use of S0, as given in (5.1), as the
only input. Let us start by presenting the result of explicit calculations announced in [1]:
S(L++) =
1
2pi
∮
γ
(u+du+)
(u+u−)4
∫
d5x e
[
(D−)4 +
i
4
Ψαˆβˆγˆ−D−γˆ D
−
αˆD
−
βˆ
−
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iS−−(D−)2
− 2(Σaˆbˆ)βˆ
γˆΨaˆ
βˆ−Ψbˆ
δˆ−D[γˆ
−Dδˆ]
− −
i
4
φαˆβˆ−−D−αˆD
−
βˆ
+ 4(Σaˆbˆ)αˆγˆφ[aˆ
−−Ψbˆ]
γˆ−D−αˆ
− 4Ψαˆβˆ−
βˆ
S−−D−αˆ + 2i ε
aˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆΨaˆ
αˆ−Ψbˆ
βˆ−Ψcˆ
γˆ−D−γˆ + 18S
−−S−−
− 6i εaˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆΨaˆ
αˆ−Ψbˆ
βˆ−φcˆ
−− + 18i (Σaˆbˆ)αˆβˆΨaˆ
αˆ−Ψbˆ
βˆ−S−−
]
L++
∣∣∣ , (5.3)
where (D−)2 := Dαˆ−D−αˆ , S
−− := Siju−i u
−
j , φaˆ
−− := φaˆ
iju−i u
−
j and Ψaˆ
βˆ− := Ψaˆ
βˆiu−i .
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The remainder of this section is devoted to the derivation of (5.3). Conceptually, our
approach below is quite simple. We start by computing the variation of S0 (5.1) under an
infinitesimal projective transformation (3.26), and then iteratively add new terms to the
action in order to cancel out all non-zero contributions to the variation, insuring projective
invariance in the end. Technically, the calculation turns out to be quite long.
In the following, we will use the condensed notation:
dµ++ :=
1
2pi
(u+du+)
(u+u−)4
= −
1
2pi
(
.
u
+
u+)
(u+u−)4
dt , (5.4)
where we have denoted
.
f := df(t)/dt, for a function f(t). Here t is the time parameter
along the closed integration contour γ = {u+i (t)} in the isotwistor space which occurs in
(5.1). In the integrand of (5.1), the isotwistor u−i is chosen to be constant (i.e. time-
independent) and subject to the condition that u+(t) and u− form a linearly independent
basis at each point of the contour γ, that is (u+u−) 6= 0.
Concerning the projective transformations (3.26), it is obvious that S0 (5.1) is invariant
under arbitrary scale transformations u+i (t) → c(t) u
+
i (t), with c(t) 6= 0. The iterative
contributions to S should be chosen to automatically respect this invariance. It is thus
only necessary to analyse projective transformations of u− of the form
u−i → u˜
−
i = a(t) u
−
i + b(t) u
+
i (t) , a(t) 6= 0 . (5.5)
Since both u− and u˜− should be time independent, the coefficients should obey the equa-
tions:
.
a = b
(
.
u
+
u+)
(u+u−)
,
.
b = −b
(
.
u
+
u−)
(u+u−)
. (5.6)
As is obvious, the functional S0 (5.1) is invariant under arbitrary scale transformations
u−i → a(t) u
−
i , with a 6= 0. The other contributions to S, which we are going to determine,
should be chosen to automatically respect this invariance. Therefore, it only remains to
analyse infinitesimal transformations of the form δu−i = b(t)u
+
i , with b(t) obeying the
differential equation (5.6). This transformation induces the following variation of S0:
δS0 =
∮
dµ++
∫
d5x e
[
δ(D−)4
]
L++
∣∣∣
= −
εαˆβˆγˆδˆ
96
∮
dµ++ b
∫
d5x e
[
3D−αˆD
−
βˆ
{D+γˆ ,D
−
δˆ
}+ 2D−αˆ {D
+
βˆ
,D−γˆ }D
−
δˆ
+ {D+αˆ ,D
−
βˆ
}D−γˆ D
−
δˆ
]
L++
∣∣∣ . (5.7)
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First of all, this variation has to be transformed.
Using the completeness relation
(u+u−) δij = u
+iu−j − u
−iu+j , (5.8)
the (anti-)commutation relations (2.4), (2.12a) and (2.12b) can be seen to imply
[Jkl,D
±
αˆ ] =
1
(u+u−)
[
u±(ku
−
l)D
+
αˆ − u
±
(ku
+
l)D
−
αˆ
]
, (5.9a)
{D+αˆ ,D
−
βˆ
} = 2i(u+u−)Dαˆβˆ +R
+
αˆ
−
βˆ
klJkl +R
+
αˆ
−
βˆ
γˆδˆMγˆδˆ + 2i(u
+u−)εαˆβˆZ , (5.9b)
[Dαˆβˆ,D
±
γˆ ] =
1
(u+u−)
Tαˆβˆ
±
γˆ
δˆ−D+
δˆ
−
1
(u+u−)
Tαˆβˆ
±
γˆ
δˆ+D−
δˆ
+Rαˆβˆ
±
γˆ
lpJlp +Rαˆβˆ
±
γˆ
ρˆτˆMρˆτˆ . (5.9c)
Here we have introduced the following definitions:
R+αˆ
−
βˆ
γˆδˆ := Riαˆ
j
βˆ
γˆδˆu+i u
−
j , R
+
αˆ
−
βˆ
kl := Riαˆ
j
βˆ
klu+i u
−
j ,
Taˆ
±
γˆ
δˆ± := Taˆ
k
γˆ
δˆlu±k u
±
l , Raˆ
±
γˆ
ρˆτˆ := Raˆ
k
γˆ
ρˆτˆu±k , Raˆ
±
γˆ
lp := Raˆ
k
γˆ
lpu±k , (5.10)
where the torsion and curvature tensors are given explicitly in section 2. In what follows,
we often change the basis in the space of iso-tensors by the rule: Ai → A± := Aiu±i .
Let us return to the variation (5.7). We evaluate the anticommutators on the right of
(5.7) with the aid of (5.9b). After that, all vector covariant derivative should be moved
to the left by making use of (5.9c), and all SU(2)-generators should be moved to the right
using (5.9a). If such transformations produce a spinor covariant derivative D+αˆ , it should
be pushed to the right until it hits L++, and the latter vanishes due to the analyticity of
the Lagrangian, D+αˆL
++ = 0. We end up with
δS0 = −
εαˆβˆγˆδˆ
96
∮
dµ++ b
∫
d5x e
[
12i(u+u−)DαˆβˆD
−
γˆ D
−
δˆ
+ 20(u+u−)Tαˆβˆ
−
γˆ
ρˆ−Dρˆδˆ
+2iR+αˆ
−
βˆ
−−Dγˆδˆ + 16iTαˆβˆ
−
γˆ
ρˆ+D−[ρˆD
−
δˆ]
−
4
(u+u−)
R+αˆ
−
βˆ
+−D−γˆ D
−
δˆ
−4R+αˆ
−
βˆ γˆ
τˆD−
[δˆ
D−
τˆ ] + 10iRαˆβˆ
−
γˆ
+−D−
δˆ
− 10i(u+u−)Rαˆβˆ
−
γˆ δˆ
τˆD−τˆ
+6i(D−αˆTβˆγˆ
−
δˆ
ρˆ+)D−ρˆ −
2
(u+u−)
(D−αˆR
+
βˆ
−
γˆ
+−)D−
δˆ
+ 2(D−αˆR
+
βˆ
−
γˆ δˆ
τˆ )D−τˆ
+
(
6R+αˆ
−
βˆ
klD−γˆ D
−
δˆ
+ 8(D−αˆR
+
βˆ
−
γˆ
kl)D−
δˆ
− 16i(u+u−)Rαˆβˆ
−
γˆ
klD−
δˆ
+ 3(D−αˆD
−
βˆ
R+γˆ
−
δˆ
kl)
− 6i(u+u−)(D−αˆRβˆγˆ
−
δˆ
kl)− 10iTαˆβˆ
−
γˆ
ρˆ−R+ρˆ
−
δˆ
kl + 2iTαˆβˆ
−
γˆ
ρˆ+R−ρˆ
−
δˆ
kl
+
1
(u+u−)
R+αˆ
−
βˆ
−−R+γˆ
−
δˆ
kl − R+αˆ
−
βˆ γˆ
ρˆR−ρˆ
−
δˆ
kl
)
Jkl
]
L++ . (5.11)
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Let us analyze the contributions to the right-hand side of (5.11), which are proportional
to the SU(2)-generators Jkl. It is important to note that all the coefficients in front of Jkl
are homogeneous functions of degree 1 in the variables u+i , and of degree 3 in u
−
i . This
follows from the fact that such terms come from the variation δ(D−)4 which results in
replacing one of the four isotwistors (u−)’s by (b u+). Another piece of useful information
is the fact that the lagrangian L++ is a projective superfield of weight 2, and hence
JklL
++ = −
1
(u+u−)
(
u+(ku
+
l)D
−− − 2u+(ku
−
l)
)
L++ , (5.12a)
d
dt
L++ = 2
(
.
u
+
u−)
(u+u−)
L++ −
(
.
u
+
u+)
(u+u−)
D−−L++ , (5.12b)
(
.
u
+
u+)JklL
++ = u+(ku
+
l)
d
dt
L++ − 2
(
.
u
+
u−)
(u+u−)
u+(ku
+
l)L
++ + 2
(
.
u
+
u+)
(u+u−)
u+(ku
−
l)L
++ . (5.12c)
The latter result leads to
(
.
u
+
u+)
(u+u−)4
b JklL
++ =
d
dt
[
b
u+(ku
+
l)
(u+u−)4
L++
]
+ 4b
(
.
u
+
u+)
(u+u−)5
u+(ku
−
l)L
++
+b
(
.
u
+
u−)
(u+u−)5
u+(ku
+
l)L
++ . (5.13)
This implies that, given an operator O(kl) = O(lk) which is an homogenous function of
degree 1 in u+i (as in our case), the following equation holds∮
dµ++ bO(kl)JklL
++ =
∮
dµ++
{
4bO+−
(u+u−)
L++ +
b u+k u
+
l
(u+u−)
(
D−−O(kl)
)
L++
}
. (5.14)
Now, it remains to make use of the explicit expressions for the torsion and curvature
tensors, see eqs. (2.12a–2.12c), as well as to notice the relations
D−αˆS
+− = −
(u+u−)
4
(
3F−αˆ +N
−
αˆ
)
, Dαˆ−Fαˆ
βˆ =
5
2
F βˆ− , Dαˆ−Nαˆ
βˆ =
5
2
N βˆ− , (5.15)
After some computations, one obtains
δS0 =
∮
dµ++ b
∫
d5x e
[
i(u+u−)
4
DαˆβˆD−αˆD
−
βˆ
+
25i
12
S+−(D−)2
− 5i(u+u−)F αˆ−D−αˆ − 22S
−−S+−
]
L++
∣∣∣ . (5.16)
An important remark is in order. The original variation δS0 contained numerous con-
tributions proportional to (u+u−)N αˆ−D−αˆ . All such terms have cancelled out. Although
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at first sight such non-trivial cancellations may appear miraculous, there is a simple ex-
planation for that. The point is that such contributions to the projective variation of S
are impossible to cancel by means of adding some “counterterms” to the action. Complete
cancellation is the only option compatible with projective invariance.
To cancel out the second and fourth terms in (5.16), we add to S0 the following
functional:
S1 =
∮
dµ++
∫
d5x e
[
−
25i
24
S−−(D−)2 + 18S−−S−−
]
L++
∣∣∣ , (5.17)
Evaluating the projective variation of S0 + S1 gives
δ
(
S0 + S1
)
=
∮
dµ++ b
∫
d5x e
[
i(u+u−)
4
DαˆβˆD−αˆD
−
βˆ
− 5i(u+u−)F αˆ−D−αˆ
]
L++
∣∣∣ . (5.18)
To simplify the last variation, we have to start using the relations that hold in WZ
gauge of section 4. In particular, making use of (4.1) gives
δ
(
S0 + S1
)
=
∮
dµ++ b
∫
d5x e
[
i(u+u−)
4
∇αˆβˆD−αˆD
−
βˆ
+
i
4
Ψαˆβˆγˆ−[D+γˆ ,D
−
αˆD
−
βˆ
]
−
i
4
Ψαˆβˆγˆ+D−γˆ D
−
αˆD
−
βˆ
+
i
4
φαˆβˆ−−{D+αˆ ,D
−
βˆ
}+
i
2
φαˆβˆ+−D−αˆD
−
βˆ
− 5i(u+u−)F αˆ−D−αˆ
]
L++
∣∣∣ . (5.19)
Here, the operators proportional to the connection φ can be seen to cancel out by adding
the functional
S2 =
∮
dµ++
∫
d5x e
[
−
i
4
φαˆβˆ−−D−αˆD
−
βˆ
]
L++
∣∣∣ . (5.20)
Futhermore, in order to cancel out the first term in the second line of (5.19), it is necessary
to add one more “counterterm”:
S3 =
∮
dµ++
∫
d5x e
[
i
4
Ψαˆβˆγˆ−D−γˆ D
−
αˆD
−
βˆ
]
L++
∣∣∣ . (5.21)
Now, the projective variation of S0 + S1 + S2 + S3 is
δ
(
S0 + S1 + S2 + S3
)
=
∮
dµ++ b
∫
d5x e
[
i(u+u−)
4
∇αˆβˆD−αˆD
−
βˆ
+
i
2
Ψαˆβˆγˆ−[D+γˆ ,D
−
αˆD
−
βˆ
] +
i
4
Ψαˆβˆγˆ−D−γˆ {D
+
αˆ ,D
−
βˆ
} − 5i(u+u−)F αˆ−D−αˆ
]
L++
∣∣∣ . (5.22)
26
To simplify the variation obtained, we compute the (anti)commutators in (5.22). In
this way, we will produce terms with vector covariant derivatives, Daˆ, and also terms with
the Lorentz and SU(2)-generators. Then we should systematically move all the covariant
derivatives Daˆ to the left, with the aid of the algebra of covariant derivatives, and finally
make use of the WZ gauge relation (4.1). Similarly, we should systematically move all the
generators to the right using (5.14) and MαˆβˆL
++ = 0. As a result, eq. (5.22) turns into
δ
(
S0 + S1 + S2 + S3
)
=
∮
dµ++ b
∫
d5x e
[
i(u+u−)
4
(Γaˆ)γˆδˆ∇aˆD
−
γˆ D
−
δˆ
− 4(u+u−)(Σaˆbˆ)βˆ
γˆ∇[aˆΨbˆ]
βˆ−D−γˆ + 4(u
+u−)(Σaˆbˆ)βˆ
γˆ(∇[aˆΨbˆ]
βˆ−)D−γˆ − 12(Σ
aˆbˆ)αˆγˆφ[aˆ
+−Ψbˆ]
γˆ−D−αˆ
− 4(Σaˆbˆ)γˆ
βˆΨaˆ
γˆ−Ψbˆ
δˆ+D−
[δˆ
D−
βˆ]
+ 4(Σaˆbˆ)γˆ
βˆΨaˆ
γˆ−Ψbˆ
δˆ−{D+
δˆ
,D−
βˆ
} − 2(Σaˆbˆ)γˆ
βˆΨaˆ
γˆ−Ψbˆ
δˆ+{D−
δˆ
,D−
βˆ
}
+Ψαˆβˆγˆ−
(
7i
2(u+u−)
R+γˆ
−
αˆ
+−D−
βˆ
+
i
(u+u−)
R+αˆ
−
βˆ
+−D−γˆ +
i
(u+u−)
R−γˆ
−
αˆ
++D−
βˆ
+
i
4(u+u−)
R−αˆ
−
βˆ
++D−γˆ +
i
2
R+γˆ
−
αˆ βˆ
ρˆD−ρˆ + Tγˆβˆ
−
αˆ
δˆ+D−
δˆ
−
1
2
Tαˆβˆ
−
γˆ
δˆ+D−
δˆ
−
2i
(u+u−)
(D−αˆR
+
γˆ
−
βˆ
+−)−
i
2(u+u−)
(D−αˆR
−
γˆ
−
βˆ
++) +
i
(u+u−)
(D−γˆ R
+
αˆ
−
βˆ
+−)
+
i
4(u+u−)
(D−γˆ R
−
αˆ
−
βˆ
++)− 4Rγˆβˆ
−
αˆ
+− + 2Rαˆβˆ
−
γˆ
+−
)
− 5i(u+u−)F αˆ−D−αˆ
]
L++
∣∣∣ . (5.23)
In the variation obtained, the first three terms can be simplified by using some relations
that hold in the WZ gauge. In particular, the first two terms in (5.23) are of the form
∇aˆU aˆ, for some U aˆ, and can be simplified by using the rule for integration by parts (4.7).
Furthermore, the third term in (5.23) can be transformed to the form:
(Σaˆbˆ)αˆγˆ
(
∇[aˆΨbˆ]
γˆ−
)
=
5i
4
F αˆ− −
1
(u+u−)
(Σaˆbˆ)αˆγˆφ[aˆ
−−Ψbˆ]
γˆ+ +
1
(u+u−)
(Σaˆbˆ)αˆγˆφ[aˆ
+−Ψbˆ]
γˆ−
+
1
2
(Σaˆbˆ)αˆγˆTaˆbˆ
cˆΨcˆ
γˆ− −
1
(u+u−)
(Σaˆbˆ)αˆγˆΨ[aˆ
βˆ+Tbˆ]
−
βˆ
γˆ−
+
1
(u+u−)
(Σaˆbˆ)αˆγˆΨ[aˆ
βˆ−Tbˆ]
+
βˆ
γˆ− , (5.24)
as a consequence of the identity (4.5b). Here the space-time torsion is given by eq. (4.5a)
which can be equivalently rewritten as follows:
Taˆbˆ
cˆ =
4i
(u+u−)
(Γcˆ)γˆδˆΨ[aˆ
γˆ−Ψbˆ]
δˆ+ . (5.25)
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Further calculations lead to
δ
(
S0 + S1 + S2 + S3
)
=
=
∮
dµ++ b
∫
d5x e
[
2(Σaˆbˆ)βˆ
γˆΨ[aˆ
βˆ+Ψbˆ]
δˆ−D−[γˆD
−
δˆ]
+ 2(Σaˆbˆ)βˆ
γˆΨ[aˆ
βˆ−Ψbˆ]
δˆ+D−[γˆD
−
δˆ]
+ 4(Σaˆbˆ)βˆ
γˆΨ[aˆ
βˆ−Ψbˆ]
δˆ−{D+
δˆ
,D−γˆ } − 2(Σ
aˆbˆ)βˆ
γˆΨ[aˆ
βˆ−Ψbˆ]
δˆ+{D−
δˆ
,D−γˆ }
+ 4Ψαˆβˆ+
βˆ
S−−D−αˆ + 8Ψ
αˆβˆ−
βˆ
S+−D−αˆ − 4(Σ
aˆbˆ)αˆγˆφ[aˆ
−−Ψbˆ]
γˆ+D−αˆ − 8(Σ
aˆbˆ)αˆγˆφ[aˆ
+−Ψbˆ]
γˆ−D−αˆ
+ 16i(Σaˆbˆ)αˆβˆ(Γ
cˆ)γˆδˆΨ[aˆ
γˆ−Ψcˆ]
δˆ+Ψbˆ
αˆ−Dβˆ− − 8i(Σaˆbˆ)αˆβˆ(Γ
cˆ)γˆδˆΨ[aˆ
γˆ−Ψbˆ]
δˆ+Ψcˆ
αˆ−Dβˆ−
+ 9(u+u−)(Γaˆ)βˆγˆΨaˆ
αˆ−Ξβˆαˆγˆ
− − 18(u+u−)(Γaˆ)αˆ
γˆΨaˆ
αˆ−Fγˆ
−
]
L++
∣∣∣ . (5.26)
Note that the term −5i(u+u−)F αˆ−D−αˆ in (5.23), which cannot be consistently produced
by the variation of any Lagrangian, has cancelled out at this point.
The terms in the fourth line of (5.26) can be seen to cancel out by adding to the action
the following functional:
S4 =
∮
dµ++
∫
d5x e
[
4(Σaˆbˆ)αˆγˆφ[aˆ
−−Ψbˆ]
γˆ−D−αˆ − 4Ψ
αˆβˆ−
βˆ
S−−D−αˆ
]
L++
∣∣∣ . (5.27)
In addition, in order to cancel out the two terms quadratic in spinor derivatives D− in
the second line of (5.26), one has to add to S one more “counterterm”
S5 =
∮
dµ++
∫
d5x e
[
− 2(Σaˆbˆ)βˆ
γˆΨaˆ
βˆ−Ψbˆ
δˆ−D−[γˆD
−
δˆ]
]
L++
∣∣∣ . (5.28)
At this point, we can simplify δ
(
S0+S1+S2+S3+S4+S5
)
by computing the remaining
anticommutators and then using the same strategy as before, that is: (i) systematically
move all the covariant derivatives Daˆ to the left , using the algebra of covariant derivatives,
and then we apply the relation (4.1); (ii) systematically move to the right all the generators
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using (5.14) and MαˆβˆL
++ = 0. Such calculations give
δ
(
S0 + S1 + S2 + S3 + S4 + S5
)
=
=
∮
dµ++ b
∫
d5x e
[
− 24i(u+u−)(Σaˆbˆ)αˆγˆΨ[aˆ
(αˆ−Ψbˆ]
βˆ)−
(
Fβˆ
γˆ +Nβˆ
γˆ +
3
(u+u−)
δγˆ
βˆ
S+−
)
+ 6i(u+u−)εaˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆ∇cˆΨ[aˆ
(αˆ−Ψbˆ]
βˆ)− + 12i(u+u−)εaˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆΨaˆ
αˆ−(∇[bˆΨcˆ]
βˆ−)
+ 24iεaˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆΨ[aˆ
(αˆ−Ψbˆ]
βˆ)−φcˆ
+− − 6iεaˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆΨ[aˆ
(αˆ−Ψbˆ]
βˆ)−Ψcˆ
γˆ+D−γˆ
+ 16i(Σaˆbˆ)αˆβˆ(Γ
cˆ)γˆδˆΨ[aˆ
γˆ−Ψcˆ]
δˆ+Ψbˆ
αˆ−Dβˆ− − 8i(Σaˆbˆ)αˆβˆ(Γ
cˆ)γˆδˆΨ[aˆ
γˆ−Ψbˆ]
δˆ+Ψcˆ
αˆ−Dβˆ−
+ 9(u+u−)(Γaˆ)βˆγˆΨaˆ
αˆ−Ξβˆαˆγˆ
− − 18(u+u−)(Γaˆ)αˆ
γˆΨaˆ
αˆ−Fγˆ
−
]
L++
∣∣∣ . (5.29)
Here the third line can be simplified by using the integration by parts (4.7) and the
equation
∇[aˆΨbˆ]
γˆ− =
i
4
Dγˆ−Faˆbˆ +
2i
(u+u−)
(Γcˆ)γˆδˆΨ[aˆ
γˆ−Ψbˆ]
δˆ+Ψcˆ
γˆ− +
1
(u+u−)
φ[aˆ
+−Ψbˆ]
γˆ−
−
1
(u+u−)
φ[aˆ
−−Ψbˆ]
γˆ+ −
1
(u+u−)
Ψ[aˆ
βˆ+Tbˆ]
−
βˆ
γˆ− +
1
(u+u−)
Ψ[aˆ
βˆ−Tbˆ]
+
βˆ
γˆ− , (5.30)
which follows from (4.5b).
After some computations, the variation becomes
δ
(
S0 + S1 + S2 + S3 + S4 + S5
)
=
=
∮
dµ++ b
∫
d5x e
[
− 36i(Σaˆbˆ)αˆβˆ
(
Ψaˆ
αˆ−Ψbˆ
βˆ−S+− +Ψaˆ
αˆ+Ψbˆ
βˆ−S−−
)
+ 12iεaˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆ
(
Ψaˆ
αˆ−Ψbˆ
βˆ−φcˆ
+− +Ψaˆ
αˆ−Ψbˆ
βˆ+φcˆ
−−
)
+ 24εaˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆ(Γ
dˆ)γˆδˆ
(
Ψaˆ
αˆ−Ψbˆ
βˆ−Ψ[dˆ
γˆ−Ψcˆ]
δˆ+ +Ψaˆ
αˆ−Ψbˆ
γˆ−Ψdˆ
βˆ−Ψcˆ
δˆ+
)
− 6iεaˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆΨ[aˆ
(αˆ−Ψbˆ]
βˆ)−Ψcˆ
γˆ+D−γˆ + 16i(Σ
aˆbˆ)αˆβˆ(Γ
cˆ)γˆδˆΨ[aˆ
γˆ−Ψcˆ]
δˆ+Ψbˆ
αˆ−Dβˆ−
− 8i(Σaˆbˆ)αˆβˆ(Γ
cˆ)γˆδˆΨ[aˆ
γˆ−Ψbˆ]
δˆ+Ψcˆ
αˆ−Dβˆ−
]
L++
∣∣∣ . (5.31)
To cancel out the expressions in the second and third lines of (5.31), we have to add to
the action the following functional:
S6 =
∮
dµ++
∫
d5x e
[
Ψaˆ
αˆ−Ψbˆ
βˆ−
(
18i(Σaˆbˆ)αˆβˆS
−−−6iεaˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆφcˆ
−−
)]
L++
∣∣∣ . (5.32)
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Now, let us turn our attention to the three gravitini in (5.31). For their analysis, we
need two auxiliary resuts. First, for any tensor Aaˆbˆcˆ = −Abˆaˆcˆ, it holds
(Σaˆbˆ)αˆβˆAaˆcˆbˆ = −
3
2
(Σaˆbˆ)αˆβˆA[aˆbˆcˆ] +
1
2
(Σaˆbˆ)αˆβˆAaˆbˆcˆ , (5.33)
Given an antisymmetric tensor, Adˆeˆ = −Aeˆdˆ, it holds
εaˆbˆcˆdˆeˆ(Γ
aˆ)αˆβˆ(Σ
bˆcˆ)γˆδˆA
dˆeˆ = 4εαˆβˆAγˆδˆ − 4εαˆγˆAβˆδˆ − 4εαˆδˆAβˆγˆ + 4εβˆγˆAαˆδˆ + 4εβˆδˆAαˆγˆ . (5.34)
With the aid of these identities, the contributions proportional to three gravitini in (5.31)
can be seen to be equivalent to
−2i
∮
dµ++ b
∫
d5x e εaˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆ
(
Ψaˆ
αˆ−Ψbˆ
βˆ−Ψcˆ
γˆ+ + 2Ψaˆ
αˆ+Ψbˆ
βˆ−Ψcˆ
γˆ−
)
D−γˆ L
++
∣∣∣ .
(5.35)
These terms identically are cancelled out against the projective variation of the functional
S7 = 2i
∮
dµ++
∫
d5x e εaˆbˆcˆmˆnˆ(Σmˆnˆ)αˆβˆΨaˆ
αˆ−Ψbˆ
βˆ−Ψcˆ
γˆ−D−γˆ L
++
∣∣∣ . (5.36)
Finally, it can be seen that the terms with four gravitini in (5.31) cancel each other.
As a result, we obtain
δ
(
S0 + S1 + S2 + S3 + S4 + S5 + S6 + S7
)
= 0 . (5.37)
The action (5.3) has been proved to be projective invariant. There is no need to demon-
strate its invariance under the local supersymmetry transformations, since (5.3) is simply
the component form of the locally supersymmetric action (3.13) in the WZ gauge.
Various supergravity-matter systems correspond to different choices for L++. Explicit
examples of such dynamical systems are given in [1].
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A 5D Conventions
Our 5D notations and conventions correspond to [26]. The Minkowski metric is
given by ηmˆnˆ = diag{−1, 1, 1, 1, 1} (mˆ, nˆ = 0, 1, 2, 3, 5). The 5D gamma-matrices Γmˆ =
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(Γm,Γ5), with m = 0, 1, 2, 3, are defined by
{Γmˆ , Γnˆ} = −2ηmˆnˆ 1 , (Γmˆ)
† = Γ0 Γmˆ Γ0 (A.1)
are chosen in accordance with
(Γm)αˆ
βˆ =
(
0 (σm)αβ˙
(σ˜m)
α˙β 0
)
, (Γ5)αˆ
βˆ =
(
−i δαβ 0
0 i δα˙β˙
)
, (A.2)
such that Γ0Γ1Γ2Γ3Γ5 = 1. The charge conjugation matrix, C = (ε
αˆβˆ), and its inverse,
C−1 = C† = (εαˆβˆ) are defined by
C ΓmˆC
−1 = (Γmˆ)
T , εαˆβˆ =
(
εαβ 0
0 −εα˙β˙
)
, εαˆβˆ =
(
εαβ 0
0 −εα˙β˙
)
. (A.3)
The antisymmetric matrices εαˆβˆ and εαˆβˆ are used to raise and lower the four-component
spinor indices.
A Dirac spinor, Ψ = (Ψαˆ), and its Dirac conjugate, Ψ¯ = (Ψ¯
αˆ) = Ψ† Γ0, look like
Ψαˆ =
(
ψα
φ¯α˙
)
, Ψ¯αˆ = (φα , ψ¯α˙) . (A.4)
One can now combine Ψ¯αˆ = (φα, ψ¯α˙) and Ψ
αˆ = εαˆβˆΨβˆ = (ψ
α,−φ¯α˙) into a SU(2) doublet,
Ψαˆi = (Ψ
α
i ,−Ψ¯α˙i) , (Ψ
α
i )
∗ = Ψ¯α˙i , i = 1, 2 , (A.5)
with Ψα1 = φ
α and Ψα2 = ψ
α. It is understood that the SU(2) indices are raised and
lowered by εij and εij , ε
12 = ε21 = 1, in the standard fashion: Ψ
αˆi = εijΨαˆj . The Dirac
spinor Ψi = (Ψiαˆ) satisfies the pseudo-Majorana condition Ψ¯i
T = C Ψi. This will be
concisely represented as
(Ψiαˆ)
∗ = Ψαˆi . (A.6)
With the definition Σmˆnˆ = −Σnˆmˆ = −
1
4
[Γmˆ,Γnˆ], the matrices {1,Γmˆ,Σmˆnˆ} form a
basis in the space of 4 × 4 matrices. The matrices εαˆβˆ and (Γmˆ)αˆβˆ are antisymmetric,
εαˆβˆ (Γmˆ)αˆβˆ = 0, while the matrices (Σmˆnˆ)αˆβˆ are symmetric. Note that any 4 × 4 matrix
B = (Bαˆ
βˆ) can be represented in the form:
B = B 1+Bmˆ Γmˆ +
1
2
Bmˆnˆ Σmˆnˆ ,
B =
1
4
trB , Bmˆ = −
1
4
tr
(
ΓmˆB
)
, Bmˆnˆ = −tr
(
Σmˆnˆ B
)
. (A.7)
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Given a 5-vector V mˆ and an antisymmetric tensor F mˆnˆ = −F nˆmˆ, we can equivalently
represent them as the bi-spinors V = V mˆ Γmˆ and F =
1
2
F mˆnˆ Σmˆnˆ with the following
symmetry properties
Vαˆβˆ = −Vβˆαˆ , ε
αˆβˆ Vαˆβˆ = 0 , Fαˆβˆ = Fβˆαˆ . (A.8)
The two equivalent descriptions Vmˆ ↔ Vαˆβˆ and Fmˆnˆ ↔ Fαˆβˆ are explicitly described as
follows:
Vαˆβˆ = V
mˆ (Γmˆ)αˆβˆ , Vmˆ = −
1
4
(Γmˆ)
αˆβˆ Vαˆβˆ ,
Fαˆβˆ =
1
2
F mˆnˆ(Σmˆnˆ)αˆβˆ , Fmˆnˆ = (Σmˆnˆ)
αˆβˆ Fαˆβˆ . (A.9)
More generally, it holds
(Γmˆ)αˆβˆ(Γ
nˆ)γˆδˆFmˆnˆ = 2
(
εαˆγˆFβˆδˆ + εβˆδˆFαˆγˆ − εαˆδˆFβˆγˆ − εβˆγˆFαˆδˆ
)
. (A.10)
These results follow from the identities
εαˆβˆγˆδˆ = εαˆβˆ εγˆδˆ + εαˆγˆ εδˆβˆ + εαˆδˆ εβˆγˆ ,
(Γmˆ)αˆβˆ (Γmˆ)γˆδˆ = εαˆβˆ εγˆδˆ − 2εαˆγˆ εβˆδˆ + 2εαˆδˆ εβˆγˆ , (A.11)
which imply
εαˆβˆγˆδˆ =
1
2
(Γmˆ)αˆβˆ (Γmˆ)γˆδˆ +
1
2
εαˆβˆ εγˆδˆ , (A.12)
with εαˆβˆγˆδˆ the completely antisymmetric fourth-rank tensor. Complex conjugation gives
(εαˆβˆ)
∗ = −εαˆβˆ , (Vαˆβˆ)
∗ = V αˆβˆ , (Fαˆβˆ)
∗ = F αˆβˆ , (A.13)
provided V mˆ and F mˆnˆ are real.
We often make use of the completely antisymmetric tensor εaˆbˆcˆdˆeˆ that is normalized
as ε01235 = −ε01235 = 1 and possesses the property
εaˆbˆcˆdˆmˆεmˆaˆ′ bˆ′cˆ′dˆ′ = −24δ
[aˆ
[aˆ′δ
bˆ
bˆ′
δcˆcˆ′δ
dˆ]
dˆ′]
= −24δ[aˆaˆ′δ
bˆ
bˆ′
δcˆcˆ′δ
dˆ]
dˆ′
= −24δaˆ[aˆ′δ
bˆ
bˆ′
δcˆcˆ′δ
dˆ
dˆ′]
. (A.14)
It is useful to tabulate the products of several gamma-matrices (A.2). Making use of
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(A.7) gives
ΓaˆΓbˆ = −ηaˆbˆ1− 2Σaˆbˆ , (A.15a)
ΓaˆΓbˆΓcˆ = (−ηaˆbˆηcˆdˆ + ηcˆaˆηbˆdˆ − ηbˆcˆηaˆdˆ) Γdˆ + ε
aˆbˆcˆdˆeˆΣdˆeˆ , (A.15b)
ΓaˆΓbˆΓcˆΓdˆ = (ηaˆbˆηcˆdˆ − ηaˆcˆηbˆdˆ + ηaˆdˆηbˆcˆ)1− εaˆbˆcˆdˆeˆ Γeˆ + 2η
aˆbˆΣcˆdˆ
−2ηaˆcˆΣbˆdˆ + 2ηbˆcˆ Σaˆdˆ + 2ηdˆcˆΣaˆbˆ − 2ηdˆbˆΣaˆcˆ + 2ηdˆaˆΣbˆcˆ , (A.15c)
ΓaˆΓbˆΓcˆΓdˆΓeˆ = εaˆbˆcˆdˆeˆ1 + Γaˆ(ηbˆcˆηdˆeˆ − ηbˆdˆηcˆeˆ + ηcˆdˆηbˆeˆ)
+Γbˆ(−ηcˆdˆηeˆaˆ + ηcˆeˆηdˆaˆ − ηdˆeˆηcˆaˆ) + Γcˆ(ηdˆeˆηaˆbˆ − ηdˆaˆηeˆbˆ + ηeˆaˆηdˆbˆ)
+Γdˆ(−ηeˆaˆηbˆcˆ + ηeˆbˆηaˆcˆ − ηaˆbˆηeˆcˆ) + Γeˆ(ηaˆbˆηcˆdˆ − ηcˆaˆηbˆdˆ + ηbˆcˆηaˆdˆ)
+2εaˆbˆcˆdˆmˆ Σmˆ
eˆ − ηaˆbˆεcˆdˆeˆmˆnˆ Σmˆnˆ + η
cˆaˆεbˆdˆeˆmˆnˆ Σmˆnˆ − η
bˆcˆεaˆdˆeˆmˆnˆΣmˆnˆ
−ηdˆaˆεbˆcˆeˆmˆnˆ Σmˆnˆ + η
dˆbˆεaˆcˆeˆmˆnˆ Σmˆnˆ − η
dˆcˆεaˆbˆeˆmˆnˆ Σmˆnˆ . (A.15d)
In conclusion, we give a useful relation often used in the paper. It is
εaˆbˆcˆdˆeˆ(Γ
cˆ)αˆβˆ(Σ
dˆeˆ)γˆδˆ = 2εαˆβˆ(Σaˆbˆ)γˆδˆ + 2εγˆαˆ(Σaˆbˆ)βˆδˆ + 2εδˆαˆ(Σaˆbˆ)βˆγˆ
−2εγˆβˆ(Σaˆbˆ)αˆδˆ − 2εδˆβˆ(Σaˆbˆ)αˆγˆ . (A.16)
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