A dimension free lower bound is found for isoperimetric constants of product probability measures. From this, some analytic inequalities are derived.
Introduction
Let (X; d) be a metric space equipped with a non{atomic, separable Borel probability measure . In the present paper we study the quantity The space X n = X X is endowed with the metric d n given by d n (x; y) = ( P n k=1 d 2 (x k ; y k )) 1=2 and with the probability measure n which is the n{fold tensor product of with itself. Also, to avoid pathologies, we assume throughout that for any Lipschitz function f on (X n ; d n ), jrfj 2 = P n k=1 jr x k fj 2 almost everywhere (with respect to n ). On the Euclidean space R n , and via Rademacher Theorem, this standing assumption holds for any absolutely continuous probability measure.
With these notations, our main result can be stated as follows: Therefore, (1.3) implies (1.2) with a worse but still universal constant.
One of the most interesting partial cases of Theorem 1.1, is when the measure is the double exponential distribution on the real line (dx) = 1=2 exp(?jxj)dx. In this case, it is known (Talagrand T] ) that satis es the isoperimetric inequality + (A) min( (A); 1 ? (A));
(1:4) with equality for the intervals A = (?1; x], and thus, Is( ) = 1. It is then natural to ask whether or not, (1.4) continues to hold for the product measure n with a (multiplicative) constant independent of the dimension, i.e., whether or not inf n Is( n ) > 0. In other words, one can ask whether or not n satis es an L 1 {Poincar e type inequality with a dimension free constant, i.e., whether or not for all smooth functions f on X n with Ef = 0 KEjfj Ejrfj:
(1:5) Theorem 1.1 gives a positive answer to this question and in fact: Theorem 1.2 Let be a probability measure on the real line R with a positive continuous density concentrated on some interval ( nite or not). The measure n satis es (1.5) with some constant independent of the dimension if and only if the increasing map which transforms the double exponential measure into has nite Lipschitz constant. where Ef = 0 (and where K is independent of the dimension by the additivity property of (1.7) (see Gross G] for the log{Sobolev version of this property)). On the other hand, as can be seen from a recent characterization due to Chen and Lou CL] , (1.7) does not imply (1.6). Therefore, the family of probability measures which satis es an L 2 {Poincar e type inequality is larger than the family of probability measures satisfying (1.5).
In norms of the gradient. A natural way to prove (1.2) is to establish its equivalent functional form (1.5) (with a dimension free constant K( )). In turn, a natural way of proving (1.5) is to use an induction procedure on the dimension. However, the space L 1 does not seem adequate to perform this induction, and instead it is necessary to nd an Orlicz space L N (X; ) for which this can be worked out. For this reason, the space L N generated by the function N(x) = p 1 + x 2 ? 1; x 2 R, which behaves like x 2 for jxj small and like jxj for jxj large will play an essential rôle. In particular, the inequality (1.3) corresponds to this choice of N. We are now ready to begin with some preliminaries.
A Generalization of H older's Inequality
Let ( ; ) be a measure space and let N : R ! R be a di erentiable convex function.
Lemma 2.1 Let f and g be measurable functions on such that
then (provided all the written integrals exist)
Proof. It su ces to prove the result for f and g bounded and nite. First,
Now, (2.3) becomes equality at t = 0 (and t = 1) and the left{hand side of (2.3) is a convex function of t while the right{hand side is linear. Thus, at t = 0, the slope of the left{hand side of (2.3) is dominated by the slope of the right{hand side. Di erentiating at t = 0 gives: Z Proof. The isoperimetric constant C = Is( ) is the optimal constant satisfying (3.2) when N(x) = jxj, i.e., such that CEjfj Ejrfj;
(3:4) for all integrable, Lipschitz on every ball functions f on X with m(f) = 0. Indeed, following an argument of Ledoux L] , and via a co{area inequality in abstract spaces (see BH]) In turn, this is equivalent to
But, by (4.5) this last inequality is true and under this condition, (4.4) is proved. Now, from (4.4) using the inequality 2) is not optimal. In any case, in order to satisfy (1.2) for all measures , it has to be less than 1. For individual measures, the optimal constant K in (1.2) depends on and clearly satis es K 1. When is Gaussian, we have K = 1, as seen from the isoperimetric inequality in Gauss space. We do not know if there exist other probability distributions with this property. 
Poincar e Type Inequalities in Product Spaces
Here, we use Theorem 1.1, to obtain the statements of Theorem 3.1 in the n{ dimensional space (X n ; d n ; n ) under the "more natural" assumption Ef = 0. Again, let N satisfy the same hypothesis as before, let k k N denote the norm in the Orlicz space L N (X n ; n ), and let E be the expectation with respect to n . Proof. On X n X n , let g(x; y) = f(x) ? f(y); x; y 2 X. Since, m(g) = 0
with respect to Remark 7.3 In (7.1){(7.2), we have not been very careful about the constants and just tried for example in (7.6), to nd the right order in p. For inequalities such as (7.1){(7.2), where the mean replaces the median, the isoperimetric constant inf( n ) + (A)=2 n (A)(1 ? n (A)) (equivalent to (1.1)) is a little more precise.
8 Khinchine{Kahane Type Inequalities Let 1 ; ; n , be i.i.d. random variables on the real line R, with law and such that Is( ) > 0. As noted in Remark 3.3, this last condition implies that has nite rst moment. Let us also assume that E 1 = 0, and that 1 6 = 0, a.s.
Let N be a Young function such that K N = k 0 k N < +1;
and moreover it has (with respect to n ) the same distribution as . Hence, (8.4) can be rewritten as k ? m( )k N KK N :
(8:5)
To estimate via E , we make use of a recent result in B]: if 1 ; ; n are zero mean, independent random variables, with Ej k ? m( k )j 1, then Eja 1 1 + + a n n j Eja 1 1 + + a n n j; for all a 1 ; ; a n 2 R, where 1 ; ; n are i.i.d. Bernoulli random variables.
Thus, using Khinchine inequality with the optimal constant (see Szarek S] 
