It has been conjectured by Alspach [2] that given integers n and m 1 , . . . , m t with 3 ≤ m i ≤ n and
Introduction
The following is a conjecture of Brian Alspach [2] . If we just require some circuits (Eulerian subgraphs) of sizes m 1 , . . . , m t then the result is much easier and has been proved [5] , however Conjecture 1 is far from being proved in general.
A number of special cases of this conjecture have been studied. The case when all the cycle lengths are the same has been investigated by Alspach, Gavlas and Marshall [3, 4] . Various cases when there are combinations of two or three distinct special cycle lengths have also be studied by Adams, Bryant, Khodkar and Fu [1, 6] and by Heinrich, Horak and Rosa [10] . Häggkvist has dealt with the case when all cycles are of even length and there are an even number of cycles of each length [9] . The conjecture has also been verified for n ≤ 10 by Rosa [12] . More recently, the author has verified the conjecture by computer for all n ≤ 14. In all these cases there are very strong assumptions made about the cycle lengths that can occur or the value of n.
More generally, Caro and Yuster [7] have shown Conjecture 1 is true when n ≥ N (L), where L is the maximum length of the cycles and N (L) is a function of L (see [7] and Theorem 19 below). Unfortunately the function N (L) is a very large and extremely rapidly increasing function of L, in particular it grows faster than exponentially in L. Our aim in this paper is to prove the conjecture when n is greater than some linear function of L. For this we shall prove the following three theorems. The easiest result to prove is Theorem 1 and this forms the basis for the other two results. In Theorem 2 we have removed the lower bound on the lengths of the cycles and in Theorem 3 we have removed the congruence condition on n, however in both cases n must be larger than N 1 or N 2 which are (very large) absolute constants. These theorems use the result in [7] mentioned above, but only for cycle lengths less than 72. All cycles of length at least 72 are handled separately, so the lower bound on n is now linear in the size of the longest cycle. It is worth mentioning that it should be possible to improve the linear bound on the cycle lengths, perhaps to as much as about n/2. However, new ideas will be needed to pack cycles of lengths much closer to n. All three theorems require extensive computer verifications, which were performed using Visual Basic on a 150 MHz Pentium based PC.
We shall give a proof of Theorem 1 first. The ideas used are similar to those used to pack circuits in [5] . Our strategy is to pack cycles into sequences of linked octahedra. This is done in Section 2. The octahedra are then packed into K n −I in such a way that any n+37 40
consecutive octahedra are packed so that non-adjacent octahedra are vertex-disjoint. This last result is proved in Section 3 by finding "self-avoiding" trails of triangles in a Steiner Triple System in K n/2 and doubling each vertex. Theorem 1 is then proved at the end of Section 3.
Theorem 1 is not the best possible with our methods. In particular the conditions 72 ≤ m i and n ≡ 2 mod 144 can be weakened considerably without including any "sufficiently large" condition on n. However, improving this result introduces more technicalities than we wish to include here. Instead, we shall proceed with the proofs of Theorem 2 and Theorem 3 where we make the extra assumption that n is very large. By including more packings and using the result of Caro and Yuster [7] we prove Theorem 2. This is done in Section 4. In Section 5 we remove the congruence condition on n and prove Theorem 3. Finally in Section 6 we conclude by discussing possible improvements to these results.
Packing trails of Octahedra
As usual, write K n for a complete graph and C n for a cycle on n vertices. Define K n to be K n if n is odd and K n minus a one-factor I when n is even. Note that every vertex of K n has even degree and that K n is the graph with the largest number of edges on n vertices for which this is true. Write N = {0, 1, 2, . . .} for the set of natural numbers including zero.
We shall define for some graphs initial and final links. These will be disjoint (ordered) pairs of vertices. If we have two such graphs G 1 and G 2 , write G 1 .G 2 for the edge-disjoint union of G 1 and G 2 obtained by identifying the final link vertices of G 1 with the initial link vertices of G 2 (in the same order). The graph G 1 .G 2 is undefined if an edge occurs in both these links. All other vertices of G 1 will remain distinct from the vertices of G 2 so that |V (G 1 .G 2 )| = |V (G 1 )| + |V (G 2 )| − 2. Define the initial link of G 1 .G 2 to be that of G 1 and the final link to be that of G 2 . This makes the operation "." into an associative operation on such graphs when defined. Write G .n for G.G . . . G, where there are n copies of G.
Define O = K 6 to be the graph of an octahedron. This graph can also be written as K 2,2,2 , the complete tripartite graph with vertex classes of size two. Define the initial link to be the first vertex class and the final link to be the last vertex class. In fact by symmetry it does not matter which vertex classes are chosen, or the order of the vertices in either link.
Define {a} = {a 1 , a 2 , a 3 , a 4 } to be a graph with four independent paths of lengths a 1 , . . . , a 4 joining the same two distinct vertices. Define the initial link to be these two vertices. We shall not define a final link for this graph.
The following pictures show the "linking" operation on these graphs. The pictures are drawn so that the initial link vertices appear on the left and the final link vertices appear on the right (when defined). We also define packings where some or all of the s i are replaced by sums p i +q i . In these cases there is one path of length p i joining the two initial link vertices and one path of length q i joining the two final link vertices (and as a special case, 0 denotes no path). The two paths do not need to be vertex-disjoint in this case. For simplicity we shall not use all possible packings at this stage. The lower bound of 72 in Theorem 1 and Theorem 4 can be reduced by using other packings as well (see Sections 4 and 6).
Lemma 5
The following packings of an octahedron exist: [2, 2, 4, 4] , [2, 3, 3, 4] , [3, 3, 3, 3] , [2, 3, 3 By packing the octahedra using Lemma 5 and joining up the paths we shall get cycles of various lengths. This is best described by an example. Suppose we packed four linked octahedra as 4 We now need to describe an algorithm for choosing the packings for each octahedron in O .N so that we get the cycle lengths m 1 , . . . , m t specified in the statement of the theorem. We shall construct the packing one octahedron at a time, so that at each step we may have some incompletely packed cycles. The unpacked parts of these cycles will form a graph {a} linked to the final link of the last octahedron packed so far. For example, after the first step in the example above we shall have a packing of C 8 + C 12 For a = (a 1 , a 2 , a 3 , a 4 ) ∈ Z 4 define the following functions:
The function k(a) estimates the unevenness of the lengths and will be used later. 
by n * , hence only finitely many values of m need to be considered. The process terminates when A j+1 = A j . Since A j+1 ⊆ A j and A 0 is finite, this will occur in finite time. If the final value of A j is non-empty then we can take A as the set of a ∈ N 4 which are permutations of 4-tuples a ∈ A j where any value a i ≥ n is taken to be n * . For n = 26 this process does indeed terminate with a non-empty A j and we are done. The largest value of a 1 with a / ∈ A j and a 4 = 26 * is a 1 = 12 and occurs when a = (12, 12, 12, 26 * ). Hence the final part also follows.
Lemma 6 gives us the main inductive step, however we still need to solve two remaining problemshow to start and how to stop. Starting is easy as the following lemma shows. Stopping however is much more difficult. We need to arrange the cycles and the packings so that the last four cycles finish simultaneously. For this we need the a i to be reasonably similar in length as the next two results show.
For a, b ∈ Z 4 write a → b if there exists s ∈ S such that Proof. The "only if" is clear, since a must be the sum of n terms in S and for each such term s, 2 ≤ s i ≤ 4 for all i. It remains to prove the "if". We may assume a 1 ≤ a 2 ≤ a 3 ≤ a 4 . If n = 0 then a = 0 and we are done. If n = 1 then a ∈ S and we are done (taking s = a). Now assume n ≥ 2. Let s = (2, 2, 4, 4) and consider b = a − s.
On the other hand, if a 2 ≥ 4n − 1 then 12n = a ≥ (2n) + 3(4n − 1) = 14n − 3, so again n < 2, a contradiction. Since min b > 0 and a = b + s we have a → b. Also b ⇒ 0 by induction on n, and so a ⇒ 0.
and so a 1 ≥ 2n. Also 3a 4 ≤ a 4 + 3a 1 ≤ a = 12n, so a 4 ≤ 4n. The result follows from Lemma 8. The last part is clear since if a ⇒ 0 then a = s 1 + . . . + s n and we can pack
It remains to pack the cycles in a suitable order so that once we have used all the cycles we will have packed some O .r .{a} with k(a) ≤ 0. The next three lemmas show that if we pack four cycles of similar lengths then we can make the value of k(a) decrease.
For a ∈ Z 4 define ord a ∈ Z 4 to be the non-decreasing rearrangement of a. In other words, ord a is the 4-tuple obtained by putting the components of a in non-decreasing order, so for example ord(5, 2, −7, 2) = (−7, 2, 2, 5).
Proof. 
Proof.
The proof is in two parts. The first is a computer verification of this lemma for all a with max a ≤ 43. We may assume 2 Since at each step the components are in non-decreasing order and since at most one component can jump across zero at each step, there must be some a = a i with a ⇒ a ⇒ b and (8, 8, 8, 0) . Since a 4 ≥ 44 at least one of these conditions hold and we are done. 
Proof. Use the previous lemma to find b with max 
where in the last inequality we have used m 1 
Proof. of Theorem 4
Order the cycle lengths in decreasing order. Look at the first (longest) four cycles. If the length of the fourth cycle is less than or equal to three quarters the length of the first, discard the first cycle. Otherwise remove the first four cycles and group them as m 1 
it is easy to see that the total length of discarded cycles is bounded by an infinite geometric series with sum 3L/(1 − 3 4 ) = 12L. The total length of the grouped cycles and remaining cycles is at most 4kL and (u − s)L respectively. If there are at most three remaining cycles then 12N < 12L + 4kL + 3L ≤ 39L contradicting the assumption that 12N ≥ 40L. Hence k = 6 and u ≥ 4 + s ≥ 4. Pack all the cycles m 1 , . . . , m u into some O .r .{a} with a ∈ A using first Lemma 7 and then inductively using Lemma 6 until all the cycles have been used. These cycles should be packed in order of decreasing length. We shall now show that max a ≤ min m 6 − 2. If the path of length a i comes from packing one of the remaining cycles C m j , (j > s), then a i ≤ m j − 2 ≤ min m 6 − 2, so assume it comes from packing a discarded cycle C m j , (j ≤ s). By considering the geometric series above, the total of all the cycle lengths packed before C m j is at most 12L − 12m j if j is 1 mod 3 and hence at most 12L − 10m j in general. Therefore there are at most L−5m j /6 octahedra that have been fully packed before cycle C m j is started. Also, a ≤ 4L so 12r
Since a i must reduce by at least two for each extra octahedron packed,
This is clearly impossible, so no path a i is part of a discarded cycle. Now k(a) < 2 max a < 2 min m 6 . Pack the m i in reverse order (m 6 first) using Lemma 12. At each stage max a ≤ min m i − 2 and k(a) is reduced by at least min m i /3 ≥ min m 6 /3. Hence after six steps we have a packing of all the original cycles into some graph of the form O .r .{a} with a ∈ A and k(a) ≤ 0. Since a is clearly divisible by 12, we can now pack this into O .N by Corollary 9 as desired.
It is worth noting here that the proof of Theorem 4 can be strengthened to allow the packing of some {b} with b ∈ A at the start of the trail of octahedra: Proof. The proof is almost identical except when we show that no discarded cycle m j remains partially packed when we start the m i . For this let L = b. The total of all the cycle lengths packed before C m j is now at most L + 12L − 10m j . Therefore there are at most L /12 + L − 5m j /6 octahedra that have been fully packed before cycle m j is started. As before 12r +4L ≥ 12N −4kL,
which is a contradiction as before. Similarly, since r ≥ L and max b ≤ L, none of the original paths in {b} will be left unpacked at this point.
the triangles
In other words, the triangles are linked together so that any subsequence containing at most k consecutive triangles forms a graph isomorphic to one of the form A completely self-avoiding trail of triangles is a k-self-avoiding trail with k equal to the total number of triangles. We say that a k-self-avoiding trail packs K n if the triangles also pack K n . In other words, the triangles form a Steiner Triple System for K n . The aim of this section is to prove the existence of self-avoiding trails with reasonably large k that pack K n , at least for some values of n.
Theorem 14 For all n ≡ 1 mod 72 then there exists a n+18
20 -self-avoiding trail of triangles which packs K n .
Proof. Write n = 24r + 1 and define the following set of triples of integers
∪{(4r − 1, 6r + 1, 10r)} By inspection it is clear that for each triple (a, b, c) ∈ T , a, b and c are distinct, a + b = c and each integer from 1 to 12r inclusive occurs in precisely one triple in T . As a result it is easy to see that
is a Steiner Triple System on the integers mod n = 24r + 1. (This construction is based on a Skolem sequence. See [14, 11, 13] for further details and other similar constructions.) Write the triangle (j, b+j, c+j) as T a,j where (a, b, c) ∈ T . Such T a,j exist for all a = 1, . . . , 4r and j ∈ Z/nZ. Write r = 3m (so n = 72m + 1). We now construct a trail of these triangles (starting with T 2 ) as follows
The triangles include one triangle of the form T a,j for each a other than a = 1, 2r − 1 and 4r − 1. Now add three more triangles corresponding to these values of a.
In the last triangle −m is relatively prime to n = 72m + 1, so if we define T i+12m to be T i translated by −m (i.e., if symmetry T 12m+2 , . . . , T 24m−2 ) are completely self-avoiding since in the triangles above,
and all these intervals are disjoint mod n = 72m + 1. We now consider the intersections between T j and T 12m+j , 2 ≤ j, j ≤ 12m − 2. Since T 12m+j is a shift by −m of T j there are only a few possible intersections which can occur. One way in which they can intersect is when the vertex of T j is of the same "type" as the one in T 12m+j . For example, if the vertex 18r −2i of some T j meets vertex (18r − 2i ) − m of some T 12m+j . Clearly if i < i then the separation of the triangles is at least 12m and the closest the triangles can get is when i = i + m/2 (which can happen only in the 2r − 2i, 10r − 2i − 1 and 18r − 2i cases). The separation between the triangles T j and T 12m+j is therefore at least 12m + j − j ≥ 12m − 6m/2 − 1 (the −1 is because some vertices occur in two successive triangles). Another way two such triangles can intersect is if the vertex of T 12m+j is of the type immediately after the type of the vertex of T j in the above table since the −m shift can move a vertex into the preceeding interval. This occurs whenever there is a solution to one of the following equations. Together with each equation is listed the solution in which the triangles are closest together in the trail and their separation in this case. consecutive octahedra since at least two edges of the cycle must occur in each of these octahedra. Since the vertices of the cycle will remain distinct when the octahedra are packed into K n − I.
Equation Closest Triangles Minimum Separation
−5i − 1 − δ = i − m i = (m − 1)/5, i = 0 12m − 6(m − 1)/5 i = 2r − 2i − m i = 2m − 1, i = (3m + 1)/2 12m − 6(m − 3)/2 − 4 2r − 2i − 2 = 2r + 4i + 2 − m i = (m − 4)/2, i = 0 12m − 6(m − 4)/2 − 1 2r + 4i + 2 = 8r − 5i + 1 − δ − m i = 2m − 1, i = (9m + 1)/5 12m − 6(m − 6)/5 − 5 8r − 5i + 1 − δ = 8r + i − m i = m/5, i = 1 12m − 6(m − 5)/5 8r + i = 10r − 2i − 1 − m i = 2m − 1, i = 3m/2 12m − 6(m − 2)/2 + 2 10r − 2i − 1 = 10r + 4i + 1 − m i = (m − 2)/2, i = 0 12m − 6(m − 2)/2 − 1 10r + 4i + 1 = 16r − 5i − 2 − δ − m i = 2m − 1, i = (9m − 1)/5 12m − 6(m − 4)/5 + 1 16r − 5i − 2 − δ = 16r + i + 1 − m i = (m − 3)/5, i = 0 12m − 6(m − 3)/5 16r + i + 1 = 18r − 2i − m i = 2m − 1, i = 3m/2 12m − 6(m − 2)/2 − 4 18r − 2i = 18r + 4i − m i = (m − 4)/2, i = 1 12m − 6(m − 6)/2 − 1 18r + 4i = n − 5i − 1 − δ − m i = 2m − 1, i = (
More Packing Results
We shall first generalise the notation used to indicate packings of the octahedron in Lemma 5. We shall extend the notation to cover other graphs where we have defined disjoint pairs of initial and final link vertices. Also, we shall no longer necessarily have exactly four terms of the form s i or p i +q i and we shall include the possibility of whole cycles being packed in addition to the paths. So for example the packing [2, 4] + 2C 3 will denote a packing with two C 3 's and two pairs of paths from initial to final links (each pair being vertex disjoint, the first pair of total length 2 and the second of total length 4).
We now stengthen Lemma 5 to include more packings of the octahedron. In fact we shall include all useful packings. 
Proof. We make the following observation. If G is some graph with initial and final links defined as disjoint pairs of vertices and if G .n is packed with cycles, then the intersection H of a cycle with some component G must be one of the following: We shall denote these possibilities by C n , n+0, 0+n and n respectively, where n is the total number of edges in H. The set of all possible H can be constructed by computer as follows:
• List all subgraphs of G with maximum degree at most 2, even degree at all non-link vertices and the same parity of degree at the two initial link vertices and the same parity at the two final link vertices.
• Remove all H which strictly contain some other graph H on this list and for which the set of vertices of degree one in H is a subset of the vertices of degree 1 in H. (This eliminates graphs that are unions of several possible H's.)
• Classify each H as of "type C n " if there are no degree 1 vertices, "type 0+n" if the final link vertices only have degree 1, "type n+0" if the initial link vertices only have degree 1 and "type n" if all link vertices have degree 1. In each case n is the total number of edges in H. The first 29 of the packings in Lemma 15 do not involve embedded cycles C n and these can be used to strengthen Lemma 6. First we generalize some more of our notation. In the notation {a 1 , a 2 , a 3 , a 4 } we shall include the possibility that some or all of the a i are zero. In this case the paths corresponding to a i do not exist. We also define variants of → and ⇒ to correspond the the additional packings that we are using. We shall denote these modified versions as As in Lemma 6 we convert this into a finite problem suitable for computer calculation by identifying all numbers greater than or equal to some fixed number n. Let u be the largest integer that occurs in a packing in S as some v+u. For the octahedra this is at most 5. Let F = {−u, . . . , n − 1, n * } and let Fin : N 4 → F 4 be the function that sends components a i ≥ n to n * . With this we define the function A n (S, A, L) via the following algorithm.
• Let A n be the (finite) subset of F 4 consisting of all a ∈ F 4 such that Fin −1 (a) ⊆ A.
• For each a ∈ F 4 let s be the number of negative components a i of a. Now for each choice of m 1 , . . . , m s ∈ L check whether one can obtain an element of A n by adding m i to the negative components of a in some order (so that when adding m i we obtain strictly positive components). As usual, any term ≥ n is regarded as n * . Since all numbers ≥ n are indentified, this is a finite check. Define A ext n,L as the subset of all a ∈ F 4 for which this is possible. Note that A n ⊆ A ext n,L since if a ∈ A n then no component of a is negative.
• Let a ∈ There will be at most one such value unless one or more of the components in a is n * , in which case we must enumerate the different possible choices a i − s i = n − s 1 , . . . , n − 1, n * as in Lemma 6.
• If there exists some p for which n p > 0 and
n,L for all 1 ≤ k ≤ n p , then any a with Fin(a ) = a is in the set A n (S, A, L), otherwise none of these a are in A n (S, A, L).
Note that this algorithm ensures a slightly stonger condition than we really need since we have assumed the packing used (and hence the b) depends only on a and does not depend on the choice of cycle lengths m 1 , . . . , m s . In practice this makes very little difference and the algorithm above is easier to implement on a computer. The computer program works using the finite set Fin(A n (S, A, L)) at all times, but this set clearly determines Proof. The proof is similar to Lemma 6. The main difference is that some of the packings used start more than one new cycle at a time, so we may need up to four new cycles. Note in particular that we include the [0+s] and [s+0] of Lemma 5 or Lemma 15 which start or stop four cycles simultaneously. Define A 0 = N 4 and then inductively define A j = A n (O, A j−1 , ≥ 10). Eventually A j = A j+1 and for this j we define A = A j . As a result, A ⊆ A(O, A , ≥ 10) and hence by definition we can pack O .r .{a} together with some given cycles of lengths at least 10 into some O .r+1 .{b} with b ∈ A . A computer calculation shows that the set A is non-empty when n = 13. The A constructed by this method also satisfies the last conditions in the statement of the lemma so the result is proved.
Rather than prove a stronger analogue of Lemma 12, we shall show that with longer cycles we can go from graphs with a ∈ A to graphs with a ∈ A where A is the set constructed in Lemma 16 and A is the set constructed in Lemma 6. 
Proof.
Using the set A constructed in Lemma 6 set A 0 = A. Then for each j > 0 define A j = A n (O, A j−1 , ≥ 72). Repeat this process until A ⊆ A j . This indeed occurs when j = 7 and n = 26 and hence shows that for any a ∈ A we can pack O .r .{a} together with some cycles of length at least 72 into some graph of the form O .r+7 .{b} with b ∈ A. Finally, it is clear that at most four cycles will be used since a cycle of length at least 72 cannot be packed completely into just seven linked octahedra. The result follows.
We now need to deal with cycles of lengths less than 10. Define O to be the octahedron K 2,2,2 but with different link vertices. The initial link will be the first class of this tripartite graph as before, but the final link will consist of two vertices one from each of the other two classes. As a result the final link will contain an edge. 
Once again the result uses computer verification. We shall constuct packings of O .r of the form [0+b] + C l i . We put these packings into two lists, the first will contain the packings with b = 0 and the second will contain the packings of complete cycles only (b = 0). For r = 1 we use the packings of Lemma 15. For r > 1 we take each such packing of O .r−1 in turn and for each packing of O given by Lemma 15, we combine the two packings in every possible way to get packings of O .r . Throw away any resulting packings that involve cycles or paths of lengths more than 9 and remove any repetitions of packings already achieved. We also discard the packing if the completed cycles C l i contain a subset that can be packed completely into some O .s with 1 ≤ s < r (and hence occur already in the second list). Any remaining packings are added to one of the two lists depending on whether b = 0 or not. This process eventually terminates since for large r all the packings contain subsets of cycles that can be packed exactly (this is not meant to be obvious, but running the computer program shows it to be true). It can now be checked that we have exact packings into some O .r of four C 3 's, three C 4 's, twelve C 5 's, two C 6 's, twelve C 7 's six C 8 's, or four C 9 's respectively. Hence by packing any of these combinations we can assume we have at most eleven of each type of cycle. If our original collection of cycles contains a subset that can be packed exactly into some O .s , then we pack these at the begining of the trail of octahedra. Hence by induction we can assume that no subset of cycles packs some O .s exactly. Now list each possible combination of cycles of length ≤ 9 for which there is no subset that can be packed exactly into some O .s , s ≥ 1. This list is clearly finite. For each of these find some packing We now need the following theorem, which is an immediate consequence of a result of Caro and Yuster (Theorem 4.1 of [7] ). This result is proved using a theorem of Gustavsson [8] which in turn is a generalization of Wilson's Decomposition theorem [16] . The upper bound on (L) in Theorem 19 is just for convienience of use in the next corollary. In practice the (L) given by [7] is extremely small. Write δ(G) for the minimum degree of the vertices in G.
Theorem 19
There exist constants N (L) and
|V (G)| and every vertex is of even degree and if
C m 1 , .
. . , C m t is a collection of cycles with
3 ≤ m i ≤ L and t i=1 m i = |E(G)| then there exists a packing of C m 1 , . . . , C mt into G. Corollary 20 If n ≥ N (L), t i=1 m i = |E(K n )|, m i >L m i ≤ n 8 ( (L)n − 4) and 3 ≤ m i ≤ n 2 then we can pack cycles C m 1 , . . . , C mt into K n
Proof.
We start by packing the large cycles C m i with m i > L into K n in such a way that no vertex is used too often. To be precise, the remaining degree at each vertex after removing these cycles will be at least (1− )n where = (L). We use a greedy algorithm. Assume we have packed some cycles already and we now need to pack C m i . Let S be the set of vertices at which the degree is at least (1 − )n + 2 after removing the cycles already packed. Since each of the other vertices must meet more than (71)n − 4) edges to be packed in cycles of length at least 72. As in Theorem 1 we pack a trail of octahedra. First we pack the cycles of length less than 10 using Lemma 18. We then use Lemma 16 to inductively pack those cycles of length between 10 and 71. By using at most four cycles of length ≥ 72, we can ensure that all cycles of length less than 72 are used. (Since Lemma 16 can use up to four cycles, we may need some longer cycles to guarantee the last few short cycles are packed, also, if there are no cycles of length between 10 and 71 we may need up to four longer cycles in Lemma 18.) Using four more cycles and Lemma 17 we get a packing of cycles into some O .r .{a} with a ∈ A (or a similar graph in which one octahedron is replaced with O). Since we have used at most eight cycles of length ≥ 72 and all cycles are of length at most n 2 , the remaining cycles will have total length of at least 
Proof of Theorem 3
In this section we shall remove the congruence condition on n to obtain Theorem 3. To do this we will divide the vertices V of K n as V = V 0 ∪ V 1 where |V 0 | = 2n 0 ≡ 2 mod 144 and |V 1 | = n 1 is small. For technical reasons some small values of n 1 are not allowed and so we shall insist that 6 ≤ n 1 ≤ 149. The edges of K n now consist of the edges of K 2n 0 , the edges of K n 1 , the edges of a bipartite graph K 2n 0 ,n 1 and (if n is odd) the missing 1-factor I of K 2n 0 . 
The general strategy is as follows. To include the edges not in K 2n 0 we shall add "detours" to the octahedra packing K 2n 0 . If n 1 is odd we shall replace some octahedra with O [1, 2] . The paths of length 1 give us the missing 1-factor of K 2n 0 and the paths of length 2 join vertices in K 2n 0 to one of the vertices of K n 1 . Replacing some more octahedra with O [2, 3] we can use up the edges in K n 1 . Each path of length 3 will use one edge in K n 1 and two edges in the bipartite graph. Finally, replacing yet more octahedra with O [2, 2] will use up the remaining edges of the bipartite graph. Hence, provided we choose the modified octahedra carefully, we shall be able to use up all the edges in K n . Unfortunately, we now need to pack cycles into these modified octahedra, and for very short cycles we shall need to introduce several alternative modifications to the octahedra. [a,b] .{b} for some b ∈ A . Clearly at most 32 cycles C m i will be required. The result follows.
We now need to deal will cycles of length less than 12. Since the O [2, 3] 's are rare, we shall only need to pack O [1, 2] 's and O [2, 2] 's. Unfortunately we shall also need to consider some other graphs when the cycle lengths are very short. These other graphs are shown below. In each of these the initial link is the leftmost pair of vertices and the final link is the rightmost pair. we can take r = 0.
The required packings of O [2, 2] , O [1, 2] are much more numerous, so are not listed here. We now need to modify the octahedra as described at the beginning of this section so that we pack the whole of K n . For this we need some extra properties of the self-avoiding trail of triangles constructed in Section 3. In analogy to the situation that occurs when we double vertices, the vertices of each triangle in Theorem 14 that meet the previous or subsequent triangle will be called link vertices and the other vertex will be called the non-link vertex or midvertex of the triangle. as to include all the additional edges. First we deal with the edges in K n 1 . Since n 1 ≥ 6 we can decompose K n 1 into cycles of length at most n 1
2 . (For n 1 = 6, 7 we can decompose K n 1 into triangles, for all larger n 1 we can decompose K n 1 into triangles and squares by [5] .) Furthermore, we can ensure that at least one of these cycles is a triangle. For each such cycle C s pick a pair of non-adjacent vertices u 1 2 ). Now construct s paths u 1 v i u 2 of length 2. By Lemma 23, the vertex pair u 1 u 2 must occur as non-link vertices of at least one out of any c 1 n 0 consecutive octahedra. We can modify one such octahedron by adding one of the length 3 paths and one of the length 2 paths so that it is now isomorphic to O [2, 3] . Repeat this process with a different octahedron for each of the paths until we run out of paths. Both u 1 and u 2 are now joined to the same set of vertices {v 1 , . . . , v s , v 1 , . . . , v s } in K n 1 . Now repeat this process with each of the other cycles that pack K n 1 in turn until we have used up all the edges of K n 1 . We use a different pair u 1 u 2 for each cycle. We still have a lot of choice as to which octahedra are modified this way. We shall choose these octahedra to be near the end of the sequence given by Theorem 14. To be more precise, the first such octahedron will be at least n 0 and at most (1 + c 1 )n 0 from the end of the sequence. Each successive octahedra above will be at least n 0 and at most (1 + c 1 )n 0 octahedra before the previous one. Since m i ≤ n−112 20 < 2n 0 , the modified octahedra will be at sufficient distance from one another so that when cycles are packed into the trail of octahedra, each cycle will encounter at most one modified octahedron (and so the cycle will not accidentally meet itself in K n 1 ). Note that we have only modified some of the last |E(K n 1 )|(1 + c 1 )n 0 octahedra and we have also only involved at most c = [2, 3] 's into O [2, 2] 's and frees up the triangle v 1 v 2 v 3 in K n 1 without changing anything else. Remove octahedra from S i which meet any of the pairs u 1 u 2 used above. Since the octahedra in S i are vertex disjoint, this removes at most c octahedra from each S i . Join P i to each of the remaining octahedra in S i . If n is odd and i = 1 then we also fill in the edges of the missing 1-factor of O to obtain K 7 's. These octahedra now become K 8 's or K 7 's and we have used most of the edges joining K 2n 0 to K n 1 and most of the missing 1-factor I of K 2n 0 = K 2n 0 − I when n is odd. Each collection S i of octahedra can miss up to n 0 −3(24m−144r −143−c ) = 432r +430+3c pairs of vertices in K 2n 0 . All the other vertices are joined to P i and if n is odd and i = 1 then all other pairs of vertices in K 2n 0 are now joined to each other. We now continue the algorithm above. If any edges remain then there must be an independent pair u 1 u 2 of vertices in K 2n 0 that have not been joined yet to all the vertices in K n 1 . Both u 1 and u 2 are joined to the same set of vertices in K n 1 , so there must be some pair v 1 , v 2 in K n 1 (or just one v 1 ) which has not yet been joined to either u 1 or u 2 . Find some octahedron between n 0 and (1 + c 1 )n 0 from the last octahedron modified at the begining of this proof with the pair u 1 u 2 as non-link vertices. Add two paths u 1 v 1 u 2 and u 1 v 2 u 2 (or the edge u 1 u 2 if there is no v 2 ) to the octahedra to get O [2, 2] (or O [1, 2] ). Eventually we will have used up all the remaining edges. The trail of octahedra has been modified so that some of the first 4mn 0 octahedra have been modified to K 8 's or K 7 's and some of the last c n 0 octahedra have been modified to O [a,b] with (a, b) = (1, 2), (2, 2) or (2, 3) and c ≤ ((432r + 430 + 3c )r + |E(K n 1 )|)(1 + c 1 ) ≤ 1.62 × 10 8 . In each case the modified octahedra are well separated-at least 6 apart for the K 8 's and K 7 's and at least n 0 apart for the O [a,b] 's.
Pack the first 4mn 0 + s octahedra for some 0 ≤ s ≤ 10 with C 3 's and C 5 's according to Lemma 22. We pack the C 3 's first, stopping when we have either packed more than 4mn 0 octahedra, or if we run out of C 3 's. We also stop if we are less than six octahedra from the next K 7 or K 8 but do not have enough C 3 's to pack the next K 7 or K 8 . By Lemma 22 we can stop packing C 3 's at any point in the sequence and so there will be at most 27 unpacked C 3 's left. Now pack the C 5 's using Lemma 22 until we have packed at least the first 4mn 0 graphs in the sequence and at most 10 more O's after these. This succeeds provided the total length of C 3 's and C 5 's is at least 12(4mn 0 + 10) + 4rn 0 + 27(3) ≤ 1 3 n 2 + c 2 n. Pack the remaining cycles of length less that 72 using Lemma 18 and Lemma 16. As in the proof of Theorem 2, by using at most four cycles of length at least 72 we can use up all the cycles of length less than 72 and get a packing into some G.{a} with a ∈ A where G is some initial segment of our trail of modified octahedra. It is possible that we may pack a O in Lemma 18. To avoid this, remove one triangle try again. In each of the exceptional cases in Lemma 18, the removal of a single triangle will make that case non-exceptional, so we no longer need to use a O. Pack this single triangle into K n 1 instead, modifying three O [2, 3] 's into O [2, 2] 's as described above. Provided the total length of cycles m i ≥ 72 is at least 4L + |E(O [2, 3] )|(c + 1)n 0 ≤ c 3 n we will not encounter any of the modified octahedra that occur near the end of the sequence, and we will still have at least n 0 > 7 unmodified octahedra remaining before the first of these modified octahedron. Now use Lemma 21 inductively to pack cycles of length at least 72 into the sequence of modified octahedra until we have reached the last modified octahedra. We now have a packing into some G .{a } where a ∈ A and G is an initial segment of the sequence of octahedra that includes all the modified octahedra, but does not include the last n 0 octahedra in the sequence. Using at most four more cycles and Lemma 17 we can pack G .{a } with a ∈ A. Now use Corollary 13 to complete the packing. In Corollary 13 we need the remaining cycles to be of length at least 40L. -self-avoiding. Also, the excursions into K n 1 are sufficiently far apart that no cycle meets itself in K n 1 . The result is now proved. A simple calculation shows that we can take c 3 = 1.4 × 10 9 and c 2 = 150.
The following lemma deals with the remaining cases when there are not very many 3 and 5-cycles. Proof. Write n = 2n 0 + n 1 with n 0 = 72m + 1 and 6 ≤ n 1 ≤ 149. We shall take c 4 = 8.9 × 10 7 . Since and the sets S i are now sets of octahedra. We shall now modify the octahedra in the trail so as to include all the additional edges. We deal with the edges in K n 1 in exactly the same way as in Lemma 26. Once again we will have only modified some of the last |E(K n 1 )|(1 + c 1 )n 0 octahedra and have only involved at most c = 10 and 11. If we encounter an O [a,b] we change it back to O (this will occur at most three times since modified octahedra are separated by a distance of at least 12). If in Lemma 18 we need to use the graph O, then remove a triangle from the set of small cycles being packed and try again. Removing a triangle from the list of exceptional cases in Lemma 18 will never give another exceptional case, so we shall not need the O. The remaining triangle will be packed in K n 1 as in Lemma 26 by changing three O [2, 3] 's to O [2, 2] near the end of the sequence. Now pack cycles of lengths at least 12 in increasing order of length using Lemma 21 until we have passed the last octahedra in any S i . We now have a packing into some graph G.{a} with a ∈ A and G is an initial segment of the sequence of octahedra. We now estimate the number of edges remaining between K 2n 0 and K n 1 . We may have missed up to c r squares and triangles avoiding vertex pairs u 1 u 2 used at the begining of the proof. We may also have missed at most 34 × 4 squares and triangles when we changed back some octahedra. Finally we may have up to 3827 missing squares and 3827 missing triangles because S 0 does not cover all of the vertices. We now continue the algorithm at the begining of this proof. If any edges remain then there must be an independent pair u 1 u 2 of vertices in K 2n 0 joined to a pair v 1 , v 2 in K n 1 (or to just one v 1 ). Find some octahedron between n 0 and (1 + c 1 )n 0 from the last octahedron modified at the begining of this proof with the pair u 1 u 2 as non-link vertices. Add two paths u 1 v 1 u 2 and u 1 v 2 u 2 (or the edge u 1 u 2 if there is no v 2 ) to the octahedra to get O [2, 2] (or O [1, 2] ). Eventually we will have used up all the remaining edges. The octahedra at the end of the sequence that have been modified all lie at most c n 0 from the end where c = (c r + 3827(2) + 34(4) + |E(K n 1 )|)(1 + c 1 ) ≤ 1.45 × 10 7 . We now finish using the same argument as in Lemma 26. Provided the total length of cycles m i ≥ 72 is at least 4L+|E(O [2, 3] )|(c +1)n 0 ≤ c 5 n, and provided 12mj+6mn 0 +211n 0 +(c +1)n 0 ≤ 12mn 0 , we shall still have at least n 0 > 7 unmodified octahedra remaining before encountering the modified octahedra at the end of the sequence and after packing all the cycles of length less than 72. The argument of the end of Lemma 26 will finish the proof when these two inequalities hold. Note that the modified octahedra at the end of the sequence are at least n 0 > L 2 from any other modified octahedron, and the octahedra in any S i are at least 5m > L 2 apart. Hence no cycle meets itself in K n 1 . The octahedra in S i may be close to some in S j , j = i, but this is not important since the modified octahedra in each S i will only meet K n 1 in the vertices of P i and the P i are disjoint. With j = 36m + 76 − c 4 as above, a simple calculation shows that we can take c 4 = 8.9 × 10 7 and c 5 = 1.3 × 10 8 .
Finally we give the proof of Theorem 3. n 2 then in all cases at least one of these will prove the result. Indeed, we can take any n ≥ N 2 = max(N (71), 1.2 × 10 10 / (71)).
Conclusion
It is possible to reduce the lower bound of 72 on m i in Theorem 4 (and hence Theorem 1) substantially by using the packings of Lemma 15 in Lemma 11 and Lemma 12. However Theorem 4 is false without some restriction on the m i , since for example it is impossible to pack O .N with a C 8 and (3N −2) C 4 's for any value of N . With considerably more effort, the following can however be proved. There exists a constant c such that if m 1 , . More generally, we need n ≡ 1, 3 mod 6 in Theorem 14 to have any Steiner Triple System. Also if a k-self-avoiding trail of triangles exists then and consecutive sequence of k triangles must involve 2k + 1 vertices, so 2k + 1 ≤ n. We do however make the following conjecture.
Theorem 28

Conjecture 2
There exists an absolute constant c such that for all k and n with n ≡ 1, 3 mod 6 and n ≥ 2k + c there exists a k-self-avoiding trail of triangles that pack K n .
Even if this conjecture were true, it would still only give an upper bound on m i of n 2 − c in all three theorems and still require n ≡ 2 or 6 mod 12 in Theorem 1 and Theorem 2. New ideas would still be needed to deal with cycles of length more than n 2 .
