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Abstract
Let P be a not necessarily bounded polycycle of an analytic vector ﬁeld on an open set of the
plane. Suppose that the singularities which appear after desingularization of the vertices of P
are formally linearizable. Consider the function T deﬁned by the return time near P: It is
shown that the function T and its derivative T 0 have asymptotic expansions in fxmgmAR and
fxd log xgdAR: It is also shown that under some other conditions imposed on the polycycle
vertices, the asymptotic expansions of T and T 0 converge absolutely and uniformly to these
functions, respectively. These results are applied to the polycycles of the analytic vector ﬁelds
which have a Darboux ﬁrst integral. In particular, it is obtained that if P is a polycycle of a
Hamiltonian vector ﬁeld with an analytic (polynomial if P is unbounded) Hamiltonian
function, T is a nonoscillating function. Another application concerns the nilpotent centers or
focus, since the singularities which appear after desingularization of such a singularity have
analytic ﬁrst integrals.
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1. Introduction
Let E be an analytic ordinary differential equation on an open subset of the plane
R2 and let P be a polycycle of E: Here a polycycle is a ﬁnite connected union of
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singularities (vertices of P) and integral curves (sides of P) of E such that a one-sided
return function exists.
Let us consider a transversal section S for the polycycle and a local coordinate s
along the section whose origin is the intersection of S with P: There exist two
important functions deﬁned on S: the first return map R and the return time
function T : The number TðsÞ is the time required for the integral curve of E through
a point of S; with a small enough coordinate s; to intersect S again, for the ﬁrst time,
at RðsÞ: In the case that the polycycle is a boundary of an annulus of periodic orbits,
that is when R is the identity map, the return time function is called the period
function.
The period function has been the object of many studies, beginning with the work
of C. Huygens (1673) who developed the theory of periods of pendulum oscillations.
Most of these works considered Hamiltonian equations. So far the acquired
knowledge is poor, unless drastic hypotheses are imposed on the potential. This
situation is even worse for the return time function.
In a general setting, we are interested in the qualitative behavior of T such as to
know how TðsÞ behaves when s approaches zero, or whether T is a nonoscillatory
function. Here a function is nonoscillatory if the set of its critical points does not have
accumulation points. If E is for example a polynomial Hamiltonian system and we
consider a nonautonomous perturbation and periodic in t; the periodic orbits gs;
located in some region where K.A.M. theory works, correspond to local coordinates
s such that the derivative of TðsÞ is different to zero. Thus, it is important to know
the location of the critical points of the period function.
The most interesting features of the return time function depend on the type of the
polycycle vertices. Thus, we would like to understand the relation between the local
analytic invariants of these singular points and the function T :
It is well known that if the polycycle is a nondegenerate center, a nondegenerate
focus, or simply a periodic orbit, the return time function extends analytically to a
full neighborhood of zero on the line. In any other case, T seems not to be ‘‘analytic’’
in zero. In fact, TðsÞ generally grows without bound when s approaches zero. In this
context, Carmen Chicone and Freddy Dumortier proved in 1993 that there is no
accumulation of critical points of the function for a bounded polycycle [3].
Our Problem is akin to that of Dulac’s Problem, that is the accumulation of limit
cycles on the polycycle. Methods to tackle such a problem are motivated by the
nonanalyticity of the return function R at zero. Dulac’s Problem was solved,
independently, by Ecalle [8,9] and Il’Yashenko [10,11]. All these papers use what is
called Dulac’s method. They prove that R has an asymptotic expansion Rˆ (which, in
a more general setting, Ecalle refers to as a ‘‘trans-asymptotic expansion’’), such
that, if Rˆ is the identity series then R is the identity map. Thus, the leading term of
the expansion of RðsÞ  s is a nonoscillatory map, which implies RðsÞ  s is
monotone. It is tempting to make a similar analysis for the return time function.
It is not easy to justify from the point of view of the applications, the need for
asymptotic analysis of functions derived from dynamical systems. But in the case of
the return time function, it is possible to connect it with bifurcations problems
(subharmonic bifurcations of periodically forced Hamiltonian systems), in the study
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of global solutions branches of differential equations (Neumann problem) and in the
analysis of the problem of linearization, see [4,16].
We now describe our results. The return time function will be studied here under
the assumption that all the vertices of the polycycle are formally linearizable (after a
convenient desingularization). The main result of this paper is that T as well as its
derivative T 0 have asymptotic expansion in fsmgmAR and fsd log sgdAR: Thus, we
obtain an almost complete description for the behavior of the return time function
associated with an unbounded polycycle in the polynomial case. In this case, the
differential equation has a natural extension to the Poincare´ sphere, and a polycycle
is called unbounded if it is not completely contained in the embedded plane R2; that
is, when one of the vertices is contained in the equator. The hypothesis of formal
linearization is always fullﬁlled for the differential equations with a ﬁrst integral of
the type f a11 ?f
ar
r with fi polynomial and aiAR; i ¼ 1;y; r: This case is known as
integrable in the sense of Darboux (c.f. [5,12,17,18]).
From our main result we immediately conclude that the return time function has a
nonoscillatory behavior whenever the asymptotic expansion of T 0 is different from
zero. This is the case when at least one of the vertices of P is at a ﬁnite distance (see
Corollary 1). It follows that the return time function is monotone. However, it is
possible that P may not have vertices at a ﬁnite distance, but rather all its vertices lie
on the line at infinity, that is, on the above-mentioned equator. In this case the
asymptotic expansion of T 0 could be identically zero and we are unable to draw any
conclusion about the nonoscillatory behavior of the return time function. Never-
theless, if we impose some other conditions on the polycycle vertices we prove that
the asymptotic expansion of T and T 0 converge absolutely and uniformly to these
functions. This result is applied to polycycles of vector ﬁelds which have a rational
ﬁrst integral. In particular, it follows that the function T 0; associated to a polynomial
Hamiltonian vector ﬁeld is almost-analytic, that is if the asymptotic expansion of T 0
is equal to zero then T 0 is the null function.
The paper is organized as follows. In Section 2, we give a formal deﬁnition of the
function T and the precise formulations of our results. In Section 3, we recall brieﬂy
the deﬁnition of the Dulac group and introduce the functions that have an
asymptotic expansion similar to the Dulac series but with negative powers. Also, we
describe the reduction of the study of the function T to a local problem, that is, to
the study of the so-called passage times of the vertices and of the sides of P: Section 4
is devoted to the proof of our main result, that is, we prove the existence of an
asymptotic expansion for T and T 0: In Section 5, we prove that the asymptotic
expansions of T and T 0 converge absolutely and uniformly to these functions,
respectively.
2. Formulation of results
Consider an analytic differential equation E : dx
dt
¼ Aðx; yÞ; dy
dt
¼ Bðx; yÞ deﬁned on
an open subset of the plane, and let P be a polycycle of E: When E is algebraic, it has
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an extension %E to the Poincare´ sphere S2: The vector ﬁeld associated with this
extension is locally the product of a meromorphic function, with an analytic vector
ﬁeld whose singularities are isolated. If P is not bounded, then the polycycle %P of %E
corresponding to P has singularities on the equator S1CS2: These singularities are
called vertices of P at infinity. The singularities of %P that lie in S2  S1 are called
vertices of P at a finite distance. Hence, if E is not an algebraic equation, then P
denotes a bounded polycycle. If E is algebraic, consider E ¼ %E and P ¼ %P:
We deﬁne now the return time function s/TðsÞ as follows. Let jðt; mÞ denote the
ﬂow of E; and let g : ½0; 1
-R2 be an analytic curve transverse to E such that
gð0ÞAP: Let S denote the image of g: For each sA
0; d½; set TðsÞ to be the unique
element of Rþ such that jðTðsÞ; gðsÞÞAS and jðt; gðsÞÞeS for each tA
0; TðsÞ½: This
function is analytic, but it is not necessarily deﬁned or analytic at s ¼ 0; and TðsÞ
may converge to inﬁnity as s-0þ:
To state the main results, we need the following notation. Let X˜ be the vector ﬁeld
obtained after the desingularization of the vertices of P and let P˜ be the
corresponding polycycle with desingularized vertices (the Jacobian matrix of X˜ at
a vertex is not nilpotent) [7,19].
Everywhere below, we say that ðE; PÞ satisﬁes the hypothesis (LF) if the vertices of
P˜ are formally linearizable.
Recall that an equilibrium point a of X˜ is formally (resp. CN or analytically)
linearizable if there exists a formal (resp. CN or analytic) change of coordinates such
that in the new coordinates X˜ is the product of a formal series (resp. CN or analytic
function) with the 1-jet of X˜ at a:
We are now ready to state our ﬁrst result.
Theorem 1. If ðE; PÞ satisfies the condition (LF), then the return time function T of P
has an asymptotic expansion Tˆ (linear in log) given by
Tˆ ðsÞ ¼
X
kAN
aksmk þ
X
kAN
bks
dk
 !
log s; s40; ð1Þ
where ak; bk; mk and dkAR; and the sequences fmkg and fdkg are strictly increasing and
unbounded. The asymptotic expansion of the derivative T 0 of T is the formal derivative
of Tˆ ; denoted Tˆ 0:
An immediate consequence of Theorem 1 is:
Corollary 1. If ðE; PÞ satisfies the condition (LF) and P has at least one vertex at a
finite distance, then the first term in the series (1) has the form saðlog sÞb; with ap0;
b ¼ 0; 1; and ða; bÞað0; 0Þ: In particular, the function T is monotone on a
neighborhood of P:
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If E has a Darboux ﬁrst integral I ¼ f g11  f g22 ?f grr ; with giAR and fi polynomial,
for each i; then on a neighborhood of each vertex of P˜; there exist analytic
coordinates ðu; vÞ such that
Iðu; vÞ ¼ uavbgðu; vÞ; ð2Þ
where a; b40 and g is a strictly positive polynomial function. Hence the hypo-
thesis (LF) is satisﬁed and we may apply Theorem 1. In particular, this argument
applies when E is a Hamiltonian differential equation. This leads to the following
result.
Corollary 2. If E has a Darboux first integral, then the return time function T and its
derivative have asymptotic expansions of the form (1). If P has a vertex at a finite
distance, then T is monotone on a neighborhood of P:
Corollary 2 is also valid when each function fi; which appears in the ﬁrst integral I ;
is analytic and P is a bounded polycycle.
Notice that, if we work under the hypothesis (LF), and use the fact that P has a
return map, then every vertex of P˜ is found in the Siegel domain (that is, for each
vertex aAP˜; the characteristic number l ¼ a=b is strictly positive, where a and b
denote the eigenvalues of the jacobian matrix of X˜ at a).
Next, we say that ðX ; PÞ satisﬁes the condition (LF)c, if ðX ; PÞ satisﬁes the
condition (LF) and if the characteristic numbers l of the vertices of P˜ are rational
numbers, or irrational numbers veriﬁng the following diophantine condition: there
exist c40; n41 such that jp  lqj4 c
qn
for all p; qAN:
Theorem 2. If ðE; PÞ satisfies the condition (LF)c, then the series Tˆ and Tˆ 0 converge
absolutely and uniformly to T and T 0; respectively.
From [3], we know that if E is a Hamiltonian differential equation with a
polynomial Hamiltonian function of the form y2=2þ VðxÞ; then T is a monotone
function on a neighborhood of P: Here, suppose more generally that E has a
Darboux ﬁrst integral I ¼ f g11  f g22 ?f grr ; where each exponent gi is a rational number
(fi polynomial). In this case the numbers a and b in (2) are rational and the same is
true for the characteristic numbers of the vertices of P˜: We deduce the following
corollary:
Corollary. If E has a rational first integral (or analytic if P is bounded) then the
function T is monotone on a neighborhood of P:
Another application of Theorem 2 concerns the centers or focus nilpotent [1,2]. In
fact, in this case the singularities which appear after desingularization of such a
singularity have analytic ﬁrst integrals. The condition (LF)c is then satisﬁed.
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3. Reduction to a local problem
Let ak; k ¼ 1; 2;y; r denote the vertices of P˜ and Lk; k ¼ 1; 2;y; r the sides
indexed in such a way that Lk runs from ak1 to ak ðk41Þ and L1 runs from ar to a1:
Assume that ak is crossed by running ﬁrst through Lk and then Lkþ1: For each vertex
ak; choose points pkALk and qkALkþ1 close to ak and let gk : ½0; 1
-R2 and pk :
½0; 1
-R2 be analytic semitransversals with gkð0Þ ¼ pk; pkð0Þ ¼ qk: Let Sk denote the
image of gk and Pk the image of pk (we assume that S1 is the semitransversal S
already introduced in Section 2). Hence, the positive semi-orbit of X˜ through
gkðuÞ; ua0; intersects Pk at pkðdkðuÞÞ; where dk is the so-called correspondance map
of the corner ak [10]. These functions dk belong to the Dulac group, that is, to the set
of germs at zero in Rþ that have asymptotic expansions of the type aumð1þP
kAN u
mk Pkðlog uÞÞ; with a; m; mk40; fmkg a strictly increasing unbounded real
sequence and Pk a polynomial with real coefﬁcients [6,13,15]. This set is a group
under composition of functions. Now, let M be the ring of the germs at zero in Rþ
having asymptotic expansions of the type fˆ ¼PkAN xmk Pkðlog xÞ; with fmkg a
strictly increasing unbounded real sequence, where the numbers mk are not
necessarily strictly positive, and Pk as above. If fˆa0 and l is the smallest index
such that xml Plðlog xÞ is nonzero, then ml is called the order of fˆ : The Dulac group
acts on M by composition on the right.
From the hypothesis (LF) the vertices of P˜ are CN linearizable [14,20]. In fact, the
vertices of P˜ whose characteristic numbers are irrational, are CN linearizable [20]. If
the characteristic number is rational, it follows from the hypothesis (LF) that the
corresponding vertex of P˜ is analytically linearizable [14]. Hence, the functions dk are
compositions of CN coordinate changes and correspondance maps of the type
x/xl; where l is the characteristic number of the corresponding vertex. Therefore,
the Dulac expansions of the functions dk do not have logarithmic terms and the
derivatives of these functions belong to M:
Now, let u/skðuÞ for uA
0; 1
 be the passage time of the corner ak; that
is, cðskðuÞ; gkðuÞÞ ¼ pkðdkðuÞÞ; where c is the ﬂow of X˜: Similarly, we deﬁne the
passage time v/tkðvÞ of Pk to Skþ1: Therefore, the return time function T is
given by
TðsÞ ¼
Xr
k¼1
skðRkðsÞÞ þ
Xr
k¼1
tkðSkðsÞÞ; ð3Þ
where s/RkðsÞ is the function such that the positive semi-orbit of X˜ through
gðsÞAS intersects Sk  fpkg for the ﬁrst time at gkðRkðsÞÞ: That is, Rk
is a composition of correspondance maps and Poincare´ functions (R1 is the
identity function on S). In the same way, s/SkðsÞ is the function such
that pkðSkðsÞÞ is the intersection of Pk  fqkg with the positive semi-orbit of X˜
through gðsÞ:
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4. Proof of Theorem 1
Since the Dulac expansions of the functions Rk and Sk do not have logarithmic
terms, in order to prove Theorem 1, it sufﬁces to prove that the functions sk and tk
and their derivatives have asymptotic expansions of the form (1). For, if the latter is
true, then the asymptotic expansions of the functions sk3Rk and tk3Sk are linear in
log and the same is therefore also true for the function T :
4.1. Asymptotic expansion of t (omitting the subindex k)
From the Flow Box Theorem and the Theorem of Desingularization [7,19], there
exist analytic coordinates ðx; yÞ on a neighborhood of the side L of P˜; such that the
axis y ¼ 0 is the side L; the semi-transversals P and S (omitting the subindex k) are
graphs of analytic functions, h1 and h2; on y40 (the functions h1 and h2 are deﬁned
and analytic on a neighborhood of zero). With respect to these coordinates, the
vector ﬁeld X˜ becomes yngðx; yÞ @@x; where nAZ and g is a strictly positive analytic
function (the number n is negative when L is found at inﬁnity). Hence, on a
neighborhood of the side L the differential equation associated with X˜ is given by
dt ¼ 1
yngðx;yÞ dx; and we obtain the equality
tðyÞ ¼ 1
yn
Z h2ðyÞ
h1ðyÞ
1
gðx; yÞ dx:
Therefore, the function t is analytic, or meromorphic with a pole at zero of
order n:
4.2. Asymptotic expansion of s (omitting subindex k)
Since the vertices of P˜ are CN linearizable (see Section 3), on a neighborhood of
each vertex of P˜; there exist CN coordinates ðx; yÞ with respect to which
X˜ ¼ xmyngðx; yÞ x @
@x
 ly @
@y
 
;
where m and n are integers and g is a strictly positive CN function. Moreover, we can
assume that S ¼ fðx; 1Þ: 0pxo1g and P ¼ fð1; yÞ: 0pyo1g (omitting the
subindex k). We remark that if the corresponding vertex comes from the
desingularization of a vertex at a ﬁnite distance, then m and n are positive numbers.
However, when m or n are negative, the vertex is at inﬁnity.
Hence, on a neighborhood of the vertex a the differential equation associated with
X˜ is given by
dt ¼ 1
xmyngðx; yÞ
dx
x
¼ 1
xmyngðx; yÞ
dy
ly
;
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and the passage time of the corner a is then the integral
sðx0Þ ¼
Z
gx0
1
xmyngðx; yÞ
dx
x
; ð4Þ
where gx0 denotes the orbit arc of X˜ that joins ðx0; 1Þ to the point ð1; xl0Þ:
More generally, let us consider functions xrysGðx; yÞ; where r; sAZ and G is a CN
function which is nonzero when restricted to the x- or y-axis in any neighborhood of
ð0; 0Þ: We are going to prove that the line integral Vðx0Þ ¼
R
gx0
xrysGðx; yÞ dx
x
has an
asymptotic expansion of the form (1).
In this section, a function f for which there exists a pair ðr; sÞAZ2 and a CN
function G on R2 such that f ðx; yÞ ¼ xrysGðx; yÞ; will be called a good function. We
call ðr; sÞ a good pair for f : Note that r or s may be negative, and f need not be well-
deﬁned on all R2: However, a good function is always well-deﬁned for all ðx; yÞAR2
with xa0; and ya0: For each good function f ; a unique pair ðr0; s0Þ can be found
such that the function xr0ys0 f ðx; yÞ extends uniquely to a CN function G0 on R2
such that G0ðx; 0Þa0 if xa0 and G0ð0; yÞa0 if ya0: We introduce a partial orderp
on Z2 such that ðr; sÞpðr0; s0Þ if and only if rpr0 and sps0: With respect to p; the
pair ðr0; s0Þ is maximal among all good pairs for f . This particular pair will be called
the order of f :
We now introduce a concept which will considerably ease the proof of theorems
on asymptotic expansions of line integrals depending on a parameter.
Let Cx0 for x0A
0; 1½ be a curve that lies in R2; begin at ðx0; 1Þ and end at a point
ð1; yðx0ÞÞ: We say that Cx0 satisﬁes the fundamental property ðlÞ if, for each good
function f ¼ xrysG there exist CN functions V0; V1 and h satisfying the following
conditions:
(i) V0ðx0Þ ¼ axr0 log x0 þ bxr0 þ cxls0 ; where a; b; cAR: If the order of f is ðr; sÞ then
one of the constants a; b or c is not zero.
(ii) The function h is oðV0Þ and has an asymptotic expansion of the formP
kAN akx
mk
0 with akAR and mkAfi; lj : i; jAZ and ðr; sÞpði; j Þg:
(iii) The function V1 is oðV0Þ and is a integral
V1ðx0Þ ¼
Z
Cx0
f1ðx; yÞ dx
x
;
where f1 is a good function (whose order is necessarily strictly greater than that of f ).
(iv) The integral Vðx0Þ ¼
R
Cx0
f dx
x
satisﬁes the equality
Vðx0Þ ¼ V0ðx0Þ þ hðx0Þ þ V1ðx0Þ:
Fundamental Lemma. The orbit arc gx0 of X˜ joining ðx0; 1Þ to ð1; xl0Þ satisfies the
fundamental property ðlÞ:
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Proof. Let xrysG be a good function and consider Vðx0Þ ¼
R
gx0
xrysGðx; yÞ dx
x
:
Parameterizing gx0 by x/ðx; ðx0=xÞlÞ with x0pxp1; we have
Vðx0Þ ¼ xls0
Z 1
x0
xrlsGðx; ðx0=xÞlÞ dx
x
:
We distinguish two cases, (a) r  lso0; and (b) r  ls ¼ 0: The case r  ls40 leads
to the Case (a) changing x in y:
We ﬁrst prove the Fundamental Lemma in the Case (a). We know that there exists
a CN function A on R2 such that Gðx; yÞ ¼ Gð0; yÞ þ xAðx; yÞ: Therefore,
Vðx0Þ ¼ xls0
Z 1
x0
xrlsG 0;
x0
x
	 
l  dx
x
þ
Z
gx0
xrþ1ysAðx; yÞ dx
x
:
We obtain, Vðx0Þ ¼ ð
R 1
0 u
lsrGð0; ulÞ du
u
Þxr0 þ hðx0Þ þ V1ðx0Þ; where
hðx0Þ ¼ xr0
Z x0
0
ulsrGð0; ulÞ du
u
; and V1ðx0Þ ¼
Z
gx0
xrþ1ysAðx; yÞ dx
x
:
Using the Taylor expansion at zero of the function Gð0; yÞ; we deduce that the
function h has an asymptotic expansion of the form
P
kXs bkx
lk
0 with bkAR:
Moreover, from Lemma 1 of the Appendix we obtain that V1 ¼ oðxr0Þ: This
concludes the proof in the case (a).
Next, let us consider the case (b) r  ls ¼ 0: We know that there exist two CN
functions g1 and g2 on R and a C
N function B on R2 such that
Gðx; yÞ ¼ Gð0; 0Þ þ xg1ðxÞ þ yg2ðyÞ þ xyBðx; yÞ:
Therefore, Vðx0Þ ¼ a0xr0 log x0 þ b0xr0 þ hðx0Þ þ V1ðx0Þ; where a0 ¼ Gð0; 0Þ; b0 ¼R 1
0
ðg1ðuÞ þ ul1g2ðulÞÞ du;
hðx0Þ ¼ xr0
Z x0
0
g1ðuÞ du  xr0
Z x0
0
ul1g2ðulÞ du; and
V1ðx0Þ ¼
Z
gx0
xrþ1ysþ1Bðx; yÞ dx
x
:
The function h has an asymptotic expansion of the form
P
kXrþ1 bkx
k
0 þP
kXsþ1 ckx
lk
0 : This asymptotic expansion is obtained as in the case (a). By Lemma
1 of the Appendix, we obtain that V1 is oðxr0Þ: &
Corollary. The function s and its derivative have asymptotic expansions of the form
given in Equality (1).
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Proof. The asymptotic expansion of s follows directly from Proposition 1 of the
Appendix. The derivative of s with respect to x0 may be written s0ðx0Þ ¼
ln 1
x0
sðx0Þ  xm10 1gðx0;1Þ þ l 1x0xðx0Þ; where xðx0Þ is deﬁned by
xðx0Þ ¼
Z
gx0
1
xmyn1
@
@y
1
g
 
ðx; yÞ dx
x
:
We expand the function 1
gðx0;1Þ into its Taylor series at x0 ¼ 0: According to what we
have just proved, the functions s and x have asymptotic expansions of the form given
in Equality (1). It follows that s0 has an asymptotic expansion which is the formal
derivative of #s:
The proof of Theorem 1 is now complete. &
5. Proof of Theorem 2
In order to prove Theorem 2, it sufﬁces to prove that the asymptotic expansions of
the functions sk3Rk and tk3Sk and their derivatives converge absolutely and
uniformly to these functions, respectively.
The hypothesis (LF) and a result of [14] permit to conclude that the vertices of P˜;
whose characteristic numbers are rational, are analytically linearizable. From the
hypothesis (LF)c and Theorem of Siegel, the same is true for the vertices that have
irrational characteristic number. Hence, there exist analytic coordinates ðx; yÞ with
respect to which
X˜ ¼ xmyngðx; yÞ x @
@x
 ly @
@y
 
;
where m; nAZ; l40 and g is a strictly positive analytic function. From Propositions
1 and 2 of the Appendix, it follows that if P is a bounded polycycle (in this case mX0
and nX0) then sðx0Þ veriﬁes the equality
sðx0Þ ¼
X
npqp0
aqx
lq
0 þ
X
mppp0
bpx
p
0 þ s1ðxl0Þ þ s2ðx0Þ þ s3ðx0Þ log x0;
0ox0od;
where an ¼ 0 if n ¼ 0; bm ¼ 0 if m ¼ 0; s1; s2 and s3 are analytic functions on the
interval 
  d; d½; and s1ð0Þ ¼ s2ð0Þ ¼ 0:
If m or n are negative numbers, then
sðx0Þ ¼ s1ðxl0Þ þ s2ðx0Þ þ s3ðx0Þ log x0; 0ox0od;
where s1; s2 and s3 are analytic functions on 
  d; d½; with s3ð0Þ ¼ 0 .
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On the other hand, since each function Rk is a composition of corres-
pondance maps and analytic Poincare´ functions, then RkðsÞ ¼ sl1l2?lk1
Aðs; sl1 ; sl1l2 ;y; sl1l2?lk1Þ; where A is an analytic function on a neighborhood of
0ARk; with Að0Þ40; and li; where i ¼ 1; 2;y; k  1 ðkX2Þ denote the char-
acteristic numbers of the vertices ai: Similarly, SkðsÞ ¼ sl1l2lk1lk
Bðs; sl1 ; sl1l2 ;y; sl1l2?lk1Þ; with B an analytic function on a neighborhood of
0ARk such that Bð0Þ40: It is obtained that the asymptotic expansion of s3Rk
converges absolutely to s3Rk:
Since t is an analytic or meromorphic function, it follows also that the asymptotic
expansion of t3Sk converges absolutely to t3Sk:
Hence, the asymptotic expansion Tˆ ðsÞ of TðsÞ converges absolutely to TðsÞ: To
prove the uniform convergence of Tˆ ðsÞ; we expand TðsÞ; if it has negative powers, to
obtain strictly positive exponents and we use that the function s log s is bounded on

0; 1
: A similar argument proves that the series Tˆ 0ðsÞ converges uniformly to T 0ðsÞ
on an interval 
0; x1½: We prove the absolute convergence of Tˆ 0ðsÞ of the same way
that for the powers series.
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Appendix
We now formulate and prove the lemma used in Section 4.2.
Lemma 1. Let A : R2-R be a C0-function. If a and l are strictly positive real
numbers, then
lim
x0-0þ
xa0
Z 1
x0
xaA x;
x0
x
	 
l 
dx ¼ 0:
Proof. For a ﬁxed x0A 
0; 1½; the curve parametrized by x/ðx; ðx0x ÞlÞ with x0pxp1;
is contained in ½0; 1
  ½0; 1
: On this compact set, jAj is bounded by a positive
constant K : Consequently for all x0A
0; 1½ and xA½x0; 1
; we have
jxa0
R 1
x0
xaAðx; ðx0
x
ÞlÞ dxjpKxa0
R 1
x0
xa dx: The function xa0
R 1
x0
xa dx is the Ecalle–
Roussarie compensator. If a ¼ 1; this function is equal to x0 log x0; if aa1 then it
is equal to
xa
0
x0
1a : This proves our assertion.
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Proposition 1. If a curve Cx0 ; x040 satisfies the fundamental property ðlÞ; and f is a
good function of order ðr; sÞ; then the function Vðx0Þ ¼
R
Cx0
f ðx; yÞ dx
x
has an
asymptotic expansion of the type (1) of order min fr; lsg:
Proof. Since the set S ¼ fi; lj: i; jAZ and ðr; sÞpði; j Þg does not have accumulation
points we can write S as a strictly increasing unbounded sequence fdigiAN: We will
prove that there exist sequences of real numbers faig and fbig such that for all kAN;
there are CN functions hkþ1 and Vkþ1 on 
0; d½ such that
Vðx0Þ ¼ a1xd10 log x0 þ b1xd10 þ a2xd20 log x0 þ b2xd20 þ?
þ akxdk0 log x0 þ bkxdk0 þ hkþ1ðx0Þ þ Vkþ1ðx0Þ;
where the functions hkþ1 and Vkþ1 are oðxdk0 Þ: Moreover, hkþ1 has an asymptotic
expansion of the form
P
jAN cjx
dj
0 with cjAR and fdjg a strictly increasing
unbounded sequence in S: The function Vkþ1 is a line integral similar to V ; that is
there exists a good function fkþ1 such that Vkþ1ðx0Þ ¼
R
Cx0
fkþ1 dxx (the ﬁrst
coordinate of the order of fkþ1 and the second one multiplied by l are necessarily
strictly greater than dk).
To prove this, we proceed by induction on k: The proof for k ¼ 0 follows directly
from the deﬁnition of the fundamental property ðlÞ: Now, suppose that the property
is true for k: Then, expanding hkþ1ðx0Þ to the ﬁrst order and applying (iv) of
Fundamental Property ðlÞ to the integral function Vkþ1; we deduce that the property
is true for k þ 1: This concludes the proof of Proposition 1. &
Remark. From the proof of Proposition 1, the asymptotic expansion Vˆ of V is of
the type
Vˆ ðx0Þ ¼
X
kXs
akx
lk
0 þ
X
kXr
bkx
k
0 þ
X
kXr
ckx
k
0
 !
log x0;
where ak; bk and ck are real numbers.
Deﬁnition. A number l is of the type ðc; nÞ if jp  lqj4 c
qn
for all p; qAN:
Next consider the curve gx0 parametrized by x/ðx; ðx0x ÞlÞ with l40; x040 and
x0pxp1: Recall that this curve satisﬁes the fundamental property ðlÞ:
Proposition 2. Let f be a good function of order ðr; sÞ such that xrysf is an analytic
function. If l is a rational number, there exists d40 such that the asymptotic expansion
Vˆ ðx0Þ of the function Vðx0Þ ¼
R
gx0
f ðx; yÞ dx
x
; converges absolutely and uniformly to
Vðx0Þ on 
0; d½: The same is true if l is an irrational number and it is of the type ðc; nÞ
ARTICLE IN PRESS
M. Saavedra / J. Differential Equations 193 (2003) 359–373370
with c40 and n41: Moreover, the series Vˆ 0 converges absolutely and uniformly to V 0
on 
0; d½:
Proof. Let G be the analytic function xrysf : Then, the function V is the integral
Vðx0Þ ¼ xls0
Z 1
x0
xrlsG x;
x0
x
	 
l  dx
x
:
Let W be a neighborhood of the origin in the plane R2 such that the function G is
represented by its Taylor series about zero in W : By a homothesis we can assume
that W contains ½0; 1
  ½0; 1
: Hence, there exists a sequence of real numbers fbp;qg;
with pXr and qXs (the numbers bp;q are the coefﬁcients of the Taylor series about
zero of the function G) such that (omitting the subindex 0)
VðxÞ ¼
X
pXr
qXs
bp;qIp;qðxÞ;
where Ip;qðxÞ ¼ xlqxpplq if palq; and Ip;qðxÞ ¼ xp log x if p ¼ lq:
Consider now two cases, (a) l is a rational number and (b) l is an irrational
number of the type ðc; nÞ; c40; n41:
Case (a). If l is a rational number, there exits a constant K40 such that jp 
lqjXK for all pXr and qXs such that p  lqa0: From the convergence of the seriesP jbp;qj; it follows that the series of the general term bp;qIp;qðxÞ converges absolutely
on the interval 
0; 1
: The same is true for the series of general terms bp;q
plq x
lq;
bp;q
plqx
p
and blq;qIlq;q: Then, we have that the asymptotic expansion Vˆ ðxÞ of VðxÞ is
Vˆ ðxÞ ¼ #y1ðxlÞ þ #y2ðxÞ þ #y3ðxÞ log x;
where
#y1ðuÞ ¼
X
pXr
qXs
plqa0
bp;q
p  lq u
q;
#y2ðxÞ ¼
X
pXr
qXs
plqa0
bp;q
p  lq x
p and #y3ðxÞ ¼ 
X
pXr
qXs
p¼lq
bp;qx
p:
The series Vˆ ðxÞ converges absolutely to VðxÞ on 
0; 1
: Besides, we have also that the
series obtained by term-by-term differentiation of the series Vˆ ðxÞ converges
absolutely to V 0ðxÞ on 
0; 1½:
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To prove that Vˆ ðxÞ converges uniformly on 
0; 1½; we expand the function VðxÞ to
obtain strictly positive exponents (if ro0 or so0). Hence, we can assume that #y1ðuÞ;
#y2ðxÞ and #y3ðxÞ are powers series with #y3ð0Þ ¼ 0: Therefore, the uniform convergence
of Vˆ ðxÞ on 
0; 1½ is implied because x log x is bounded on 
0; 1
: A similar argument
proves that Vˆ 0ðxÞ converges uniformly on 
0; 1½: This concludes case (a).
Case (b). Assume that l is an irrational number and it is of the type ðc; nÞ with c40
and n41: Using this condition and the Cauchy inequality, we prove that there exists
a constant K40 so that
bp;q
p  lq

oKðp  r þ q  sÞnrprþqs0 if sp0
and
bp;q
p  lq

oKrs0ðp  r þ qÞrprþq0 if s40;
where r041 and ½r0; r0
  ½r0; r0
CW : The convergence of the series
P
iX0
jX0
ðiþj Þn
r
iþj
0
implies the convergence of the series
P j bp;q
plqj: This proves that the series Vˆ ðxÞ
converges absolutely to VðxÞ on 
0; 1½:
We prove that Vˆ ðxÞ converges uniformly to VðxÞ; and Vˆ 0ðxÞ converges absolutely
and uniformly to V 0ðxÞ on 
0; 1½; as in the Case (a). This proves Proposition 2. &
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