Robust texture classification based on machine learning by Sun, Xiangping
Robust texture classiﬁcation based on machine
learning
by
Xiangping Sun
M.Eng., Pattern Recognition and Artiﬁcial Intelligence
Submitted in Fulﬁlment of the requirements for the degree of
Doctor of Philosophy
Deakin University
August, 2014


Acknowledgements
I would like to begin by acknowledging the consistent guidance and support of
my supervisor Dr. Mary F. She during my PhD study. She teaches me how to be
a qualiﬁed researcher with her rigorous attitude and passion towards research and
provides me invaluable advice and remarks on my research. It’s always inspiring to
discuss with her. Her support and encouragement also helped me to get through the
diﬃculties in my PhD study.
Then I want to express my sincere gratitude to my co-supervisor Prof. Lingxue
Kong for providing me a great academic environment and insightful comments on my
research work. He also gave me a lot of help to apply for an exemption of the English
language course before I enrolled in the PhD study.
I would like to thank my colleagues, in particular, Dr. Weimin Gao, Jin Wang,
Ronghua Chen, Youhai Qiu, and Cheng Li for so many discussions and valuable
feedback on my research. I am also grateful to my comrades Buddhika Nuwan
Abeyrathna, Rongliang He, Weiwei Cong, Xiaowei Dong for the days that we write
thesis together and encourage each other.
Special thanks to all the staﬀs in the Geelong Technology Precinct (GTP) who
have kindly helped me regarding diﬀerent aspects of my PhD study, especially Mr.
John Robin who spent so much time helping me ﬁnd and purchase the computing
facilities I need in my research.
Last but most importantly, I would like to thank my parents for their enormous
love and support during my PhD studying abroad, and my girl friend for always
encouraging me and believing in me that I could successfully ﬁnish the PhD study.
Without them I am not able to successfully complete the PhD thesis.
iv
List of Publications
1. Xiangping Sun, Jin Wang, Mary F.H. She, and Lingxue Kong. Sparse repre-
sentation with multi-manifold analysis for texture classiﬁcation from few train-
ing images. Appearing in Image and Vision Computing.
2. Xiangping Sun, Jin Wang, Mary F.H. She, and Lingxue Kong. Scale invariant
texture classiﬁcation via sparse representation. Neurocomputing, 122:338–348,
2013.
3. Jin Wang, Xiangping Sun, Ping Liu, Mary F.H. She, and Lingxue Kong.
Sparse representation of local spatial-temporal features with dimensionality re-
duction for motion recognition. Neurocomputing, 115:150–160, 2013.
4. Jin Wang, Xiangping Sun, Mary F.H. She, Abbas Kouzani, and Saeid Na-
havandi. Unsupervised mining of long time series based on latent topic model.
Neurocomputing, 103:93–103, 2013.
5. Xiangping Sun, Jin Wang, Ronghua Chen, Mary F.H. She, and Lingxue Kong.
Multi-scale local pattern co-occurrence matrix for textural image classiﬁcation.
In International Joint Conference on Neural Networks, pages 1–7, 2012.
6. Jin Wang, Xiangping Sun, Ronghua Chen, Mary F.H. She, and Qiang Wang.
Object categorization via sparse representation of local features. In Proceedings
of the 21st IEEE International Conference on Pattern Recognition, pages 3005–
3008, 2012.
v
7. Jin Wang, Ronghua Chen,Xiangping Sun, Mary F.H. She, and Lingxue Kong.
Generative models for automatic recognition of human daily activities from
a single triaxial accelerometer. In International Joint Conference on Neural
Networks, pages 1–6, 2012.
8. Yuchuan Wu, Ronghua Chen, Jin Wang, Xiangping Sun, and Mary F.H. She.
Intelligent clothing for automated recognition of human physical activities in
free-living environment. Journal of the Textile Institute, 103(8):806–816, 2012.
9. Xiangping Sun, Jin Wang, Ronghua Chen, Lingxue Kong, and Mary F.H.
She. Directional gaussian ﬁlter-based LBP descriptor for textural image classi-
ﬁcation. Procedia Engineering, 15:1771–1779, 2011.
10. Jin Wang, Ronghua Chen, Xiangping Sun, Mary F.H. She, and Yuchuan
Wu. Recognizing human daily activities from accelerometer signal. Procedia
Engineering, 15:1780–1786, 2011.
11. Ronghua Chen, Mary F.H. She, Jin Wang,Xiangping Sun, and Lingxue Kong.
Driver veriﬁcation based on handgrip recognition on steering wheel. In IEEE
International Conference on Systems, Man, and Cybernetics, pages 1645–1651,
2011.
12. Ronghua Chen, Mary F.H. She, Yuchuan Wu, Xiangping Sun, and Lingxue
Kong. Driver recognition based on dynamic handgrip pattern on steeling wheel.
In Proceedings of the 12th ACIS International Conference on Software Engi-
neering, Artiﬁcial Intelligence Networking and Parallel Distributed Computing,
pages 107–112, 2011.
vi
Abstract
Texture classiﬁcation has been widely applied in many diﬀerent areas such as
content-based image retrieval, medical image analysis, automation and quality con-
trol in manufacturing industry, and remote sensing. This thesis investigates three
challenging problems of texture classiﬁcation that have not been well addressed in pre-
vious literatures: scale invariant texture classiﬁcation without scale invariant feature
extraction, robust texture classiﬁcation from a small number of training images, and
developing texture classiﬁcation methods that can be adapted to diﬀerent datasets.
Several important properties of the textural images are explored and a number of
novel methods based on machine learning are proposed to address these problems.
This thesis ﬁrst addresses scale invariant texture classiﬁcation without extracting
scale invariant features by extending a conventional sparse representation technique
to model the multi-scale representations of textures. It is demonstrated that the
multi-scale representations of a texture span a low dimensional linear subspace and
the sparse representation could not only model the subspace but also collaborate the
multi-scale representations of a texture to eﬀectively classify the textures acquired
in various scales. A Gaussian pyramid is utilized to retrieve multi-scale features
from each textural image, and then a dictionary for sparse representation is learnt
from the multi-scale features of all the training images which are captured from a
limited number of scales. Finally a modiﬁed sparse representation based classiﬁcation
method is proposed to classify test images in various diﬀerent scales. Experimental
results show that the proposed method achieves superior results to the state-of-the-
art approaches in the classiﬁcation of textures with diﬀerent scales, and obtains fairly
good classiﬁcation accuracies even if there is only one scale of images for training.
Another real-world problem of texture classiﬁcation from a small number of train-
ing images is then investigated. As each texture could be regarded as a periodical
repeat of patterns in space, a scale and spatial pyramid is adopted to divide a textural
image into several subimages where each subimage is used as a new training sample.
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Since texture is sparse in nature, sparse representation is adopted to model the sub-
space constructed by all the training samples of each texture. Then by considering
the subspace of each texture as a manifold, a novel multi-manifold analysis method
based on the sparse representation is developed in order to increase both the dis-
criminative power and generalization capability of the sparse representation model.
Experimental results show that the proposed method decreases the overﬁtting eﬀect,
resulting in higher classiﬁcation accuracy when using a small number of images for
training on three benchmark datasets, as compared with the state-of-the-art texture
classiﬁcation approaches.
In order to develop texture classiﬁcation methods that can be adapted to diﬀerent
datasets, a novel patch-based Convolutional Neural Network (CNN) is developed to
automatically learn the feature and classiﬁer from data. Two diﬀerent architectures
are utilized for training and classiﬁcation respectively. Image patches are extracted
from each training image and fed into the training architecture to train the CNN
while the test images are directly input into the classiﬁcation architecture for testing.
Compared with the conventional image-based CNN, the patch-based CNN not only
generalizes better but also does not require input resizing unless the input image
size was smaller than the patch size. The performance of the patch-based CNN is
augmented by rotating and scaling the original training images and then extracting
the image patches for training. Experimental results on four benchmark datasets
show that the patch-based CNN achieves comparable or even higher classiﬁcation
accuracies than the image-based CNN and other state-of-the-art methods.
At last, the thesis explores using unsupervised learning and regularizations to
further improve the performance of CNN for texture classiﬁcation. A greedy layer-
wise unsupervised learning is adopted to pre-train each layer of the CNN to help it to
converge to a more optimized position. Then a regularized supervised training method
is proposed to regularize the features extracted from the high-level layers of the CNN.
By giving out the initial value and regularizing the updating process respectively,
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the unsupervised learning and regularizations complement each other. Experimental
results also show that applying either the greedy layer-wise unsupervised learning or
regularized supervised training could increase the texture classiﬁcation accuracies to
a considerable extent while the highest improvement could be achieved if combining
them together. In addition, it is demonstrated that the unsupervised learning on
datasets which are in diﬀerent categories of the training images through transfer
learning is also eﬀective in improving the classiﬁcation performance.
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Chapter 1
Introduction
1.1 Overview
Among all the properties of an object, such as color, shape, and motion, texture is one
of the most signiﬁcant characteristics which human vision and machine vision systems
utilize in interpreting scenes and performing object identiﬁcation and segmentation,
etc [201]. Texture is described as a combination of features, including uniformity,
density, coarseness, roughness, regularity, intensity and so on [74]. The periodical
repeat of patterns in space is regarded as the basic property of textures [90]. However,
until now a unanimous deﬁnition of texture has not been reached yet. To have a direct
impression of texture, ﬁgure 1.1 shows some examples of the textural images.
Texture-based analysis was originally utilized in images for the assessment of aerial
photographs [75], and gradually applied in some other image processing and pattern
recognition tasks, such as content based image classiﬁcation and segmentation [139,
194, 101, 52, 26], shape information retrieval [190] and texture synthesis [56, 152, 96,
28, 191, 161].
As an active ﬁeld in computer vision, the purpose of texture classiﬁcation is to
design an algorithm for assigning previously unseen images to one class of a set of
known materials of which training examples have been provided, and it has been
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Figure 1.1: Textural images in 61 diﬀerent classes in the CUReT dataset [45].
widely applied in many diﬀerent areas. The ﬁrst application of texture classiﬁcation
is the content-based image retrieval (CBIR) [175, 176, 104, 112]. For example, by re-
garding each image as composed by one or a number of textures, texture classiﬁcation
could be used in the automatic image annotation, archiving and retrieval [175, 112].
In addition, as images are playing an increasingly important role in people’s life,
traditional search method based on text are now not able to satisfy the need of the
public, and search based on image is in a great demand. Many internet companies
such as Google, Microsoft and Baidu have incorporated this technology in their search
engines for image search service. Figure 1.2 is an example of searching similar images
of a given image which contains an alpaca in Google.
Another important application of texture classiﬁcation is medical image analy-
sis [23, 99, 151, 97, 153, 226, 119, 58, 179, 61]. With the development of advanced
equipments such as magnetic resonance image (MRI), computed tomography (CT),
Ultrasound and Electron Microscopy, a large number of medical images are produced
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Figure 1.2: Using Google to search similar images.
for medical diagnosis every day. To examine the images by human is very time-
consuming, especially for those images in a long sequence or large size. In addition,
manually examination of the images could also be unreliable because of the human
error involved. Thus developing a reliable method for automatic medical image anal-
ysis to assist doctors for diagnosis is of tremendous signiﬁcance, which could greatly
improve doctors’ eﬃciency and increase the accuracy and speed of diagnosis. Texture
classiﬁcation provides a method that diﬀerentiates between pathological and healthy
tissue in diﬀerent organs for detection of lesions. Some typical examples include the
Multiple sclerosis diagnosis from MR images of patients [226], cervical cancer diagno-
sis from cervical microscopy images of women [151] and abnormality detection from
CT images of abdomen [172] which are shown in ﬁgure 1.3. Figure 1.4 shows another
example of applying mammography for breast cancer detection.
Texture classiﬁcation is also widely used in automated inspection, defect detection
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Figure 1.3: Examples of normal and abnormal tissues or organs in diﬀerent types of
medical images [151]. (a) MR images of Multiple sclerosis (MS) patients and normal
controls where 1, 2 and 3 indicate the selected regions-of-interest of the MS lesions,
normal appearing white matter and normal white matter respectively, (b) Cervical
microscopy images, (c) CT scan images of abdomen.
and quality control in the manufacturing industry [36, 53, 168, 230, 143, 88, 109, 222,
40]. Automated inspection as a very important step in improving the eﬃciency and
quality of product manufacturing. Typical examples of automated inspection can be
found in textile [36], paper [168], and even meat [88]. Based on the automated in-
spection there is also a potential application of texture classiﬁcation in the automatic
sorting system. Defect detection is another important step for quality control, which
is usually performed oﬄine. Figure 1.5 shows an example of detecting various defects
of a fabric.
In addition, remote sensing also applies the texture classiﬁcation technique for
automatic processing [174, 178, 221]. Remote sensing is a technology that is used to
acquire information of an object or a phenomenon from a remote resource. Objects in
a remote sensed image usually do not contain much details of themselves but appear
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Figure 1.4: Selected regions-of-interest (ROI) from the mammography images for
breast cancer detection [171]. (a) ROI with masses, (b) ROI without masses.
Figure 1.5: Fabric samples with various defects. (a) big-knot, (b) wrong-draw, (c)
netting-multiplies, (d) mispick
as textured regions, which can be seen from ﬁgure 1.6, thus texture classiﬁcation
methods could be utilized to identify them. An important application of texture
classiﬁcation in remote sensing is to identify the diﬀerent types of terrains (such as
wheat, bodies of water, urban regions, etc.) in a speciﬁc area for land use counting.
For example, by identifying the regions of diﬀerent plants from remote sensed images
the ecologists could measure a vegetation structure in this area which is an important
attribute for characterizing wildlife habitat [193, 211].
The texture classiﬁcation problem has been extensively investigated since the
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Figure 1.6: Some examples of the remote sensed images [221]. (a) Aqueduct. (b)
Commercial. (c) Dense residential. (d) Desert chaparral. (e) Forest. (f) Freeway. (g)
Intersection. (h) Parking lot. (i) Road. (j) Rural residential.
1970s. During the half century’s time, numerous methods have been proposed in
order to eﬀectively and eﬃciently classify the textural images. A texture classiﬁca-
tion method mainly comprises two steps: textural feature extraction and classiﬁca-
tion. Most of the previous literatures addressed the texture classiﬁcation problem
by ﬁrst using a hand-designed feature extraction method to extract features from
the textural images and then training some conventional classiﬁers such as Support
Vector Machine and k-Nearest Neighbors for classiﬁcation. To improve the robust-
ness of texture classiﬁcation methods, diﬀerent feature extraction approaches have
been developed in order to achieve invariance to various image variations such as il-
lumination, translation, rotation and scale change. However until now, although the
illumination, translation and rotation invariance properties have been successfully
incorporated into the feature extraction approaches, the scale invariance property of
the textural features has not been well addressed yet. In addition, since generating a
large number of the labelled training images by image annotation is a time-consuming
and costly task, it is common in the real-world applications that only a small number
of images are available for training, while the texture classiﬁcation from few training
images problem has been seldom considered in previous texture classiﬁcation meth-
ods. Moreover, since most feature extraction methods are manually designed by
researchers, they could hardly adapt to diﬀerent datasets and thus are unlikely to get
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satisfactory results in the real-world applications.
To improve the robustness of the texture classiﬁcation methods to various image
variations and diﬀerent datasets, and also to make them applicable in the real world
applications, this thesis aims to address the following three research problems:
• Scale invariant texture classiﬁcation. Among all the image variations scale
change is one of the most challenging problems to handle because of tremendous
changes involved in texture appearance. However as scale change is also a
popular phenomenon in the real world, it is important to develop a texture
classiﬁcation method that could correctly classify the test images in any scale by
using images captured from only one or a limited number of scales for training.
• Texture classiﬁcation from a small number of training images. As another real-
world problem, it is also critical to develop robust classiﬁcation methods that
only need a small amount of training images to achieve high generalization
capability in the classiﬁcation of test images.
• Texture classiﬁcation that could adapt to diﬀerent datasets. This is an impor-
tant condition for a method to be utilized in the real world applications. To
solve this problem a texture classiﬁcation method needs to be able to learn
the features from the data instead of using hand-designed feature extraction
methods.
Since the machine learning methods have the ability to learn representations from
known data and generalize to new data, this thesis aims to address the above texture
classiﬁcation problems based on machine learning.
1.2 Contributions
The contributions of this thesis are four-fold:
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1. A scale invariant texture classiﬁcation method based on sparse representation
is proposed. By investigating the scaling properties of textures it is found that
multi-scale representations of a texture span a low dimensional linear subspace.
The sparse representation as a machine learning method could be utilized to
learn the subspaces of each class of the texture. By determining which subspace
a test image belongs to, scale invariant texture classiﬁcation can be achieved.
2. Texture classiﬁcation from few training images was achieved by applying multi-
manifold analysis on the sparse representation of textures. Previous texture
classiﬁcation methods suﬀer from a major drawback that supervised learning
on which they are based from a small number of training images is prone to
overﬁtting which results in low generalization capability in the classiﬁcation of
new images. By regarding each texture as lying in a low dimensional manifold,
a novel multi-manifold analysis approach is developed to learn a model that
could not only successfully discriminate diﬀerent textures but also have high
generalization capability on new samples by presenting both a discriminative
term and a generalized term in the objective function.
3. A novel patch-based Convolutional Neural Network (CNN) is presented to au-
tomatically learn a set of hierarchical features and classiﬁer from the training
images for texture classiﬁcation. Without the need to hand-design a feature
extraction method and select a suitable classiﬁer, the method is very powerful
and could be easily adapted to diﬀerent datasets. In addition, compared with
the conventional CNN, the patch based CNN is more ﬂexible and needs less
training images to reach a fairly high classiﬁcation accuracy.
4. A greedy layer-wise unsupervised representation learning approach to pre-train
each layer of the deep CNN and a method to regularize the learnt features in cer-
tain layers of the deep CNN are proposed to improve the performance of texture
classiﬁcation. In addition, it is demonstrated that the unsupervised learning on
8
datasets which are in diﬀerent categories of the training images through transfer
learning is also eﬀective in improving the classiﬁcation performance.
1.3 Thesis outline
The rest of the thesis is organized as follows:
Chapter 2 gives a comprehensive review of the previous texture classiﬁcation
methods.
Chapter 3 develops a method based on sparse representation for scale invariant
texture classiﬁcation. The main hypothesis is that the multi-scale representations
of a texture span a low dimensional linear subspace. Using sparse representation
could not only model the subspace but also learn a discriminative classiﬁer to classify
textures of diﬀerent scales.
Chapter 4 proposes an approach of using sparse representation with multi-
manifold analysis for texture classiﬁcation from few training images. Images belong-
ing to the same texture are considered to lie in one low dimension manifold which
is also a subspace. Sparse representation is utilized to model the subspace while the
multi-manifold analysis is performed to achieve not only great discriminative power
but also high generalization capability in classiﬁcation.
Chapter 5 presents a deep learning framework by utilizing a patch-based Convo-
lutional Neural Network for texture classiﬁcation. One CNN architecture is utilized
to automatically learn the features and classiﬁer from the generated patches of images
in training, while another CNN architecture is adopted to classify the whole images
in test.
Chapter 6 incorporates representation learning in the deep CNNs for texture
classiﬁcation. A greedy layer-wise unsupervised representation learning approach is
adopted to pre-train each layer of the deep CNN and a manifold regularization method
is proposed to regularize the learnt features in certain layers.
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Chapter 7 summarizes the thesis and discusses some potential directions for the
future work.
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Chapter 2
Literature Review
A general framework for texture classiﬁcation comprises four steps, as shown in Fig-
ure 2.1. For the ﬁrst step, a preprocessing step is normally involved to remove noise
and other artefacts caused by imaging systems, imperfect samples and enhance the
quality of raw input images for further processing. The preprocessing may include
color to gray-level image conversion, interest area selection, and gray level normaliza-
tion which could be performed on either the whole image or the local image patches
to obtain luminance invariance for features.
Figure 2.1: A general framework for texture classiﬁcation [99].
Feature extraction is the most important and diﬃcult step in texture classiﬁca-
tion, and has been the emphasis of research on texture classiﬁcation all the time
until now. The extracted features form the basis for similarity judgements in texture
recognition, thus a good feature extraction method which could retrieve represen-
tative textural features from images is pivotal to the success of classiﬁcation. The
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diﬃculties in obtaining an eﬀective feature vectors usually lie in the facts that dif-
ferent classes of textures may look very similar in some circumstances (Figure 2.2),
which is called inter-class similarity, while the same type of textures imaged under
diﬀerent conditions may look rather diﬀerent, which is known as intra-class variation.
For example, when images with the same type of textures are taken from diﬀerent
viewing, lighting directions or diﬀerent scales, the texture could hardly be perceived
as similar (Figure 2.3). Thus, a feature extraction method that could eliminate the
inter-class similarity and intra-class variation is highly desirable.
Figure 2.2: Similar textures belonging to diﬀerent categories [198].
Figure 2.3: Variations of the same texture in diﬀerent conditions. In the ﬁrst row, the
images are captured in the same viewing angle but diﬀerent illumination, while in the
second row the texture is imaged by changing the viewing angles with illumination
ﬁxed [198].
In order to characterize an image, a feature extraction method is usually desired to
retrieve a large amount of features from images. However since these features contain
too much redundant information, using them directly for classiﬁcation would result in
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low computation eﬃciency and classiﬁcation accuracy. Feature selection is a process
of selecting a subset of relevant features from the originally extracted features, which
is proposed to solve such a problem. Through selection of a subset of dominant and
discriminative features one could not only decrease the unnecessary computation but
also increase the discriminative power in classiﬁcation. A traditional feature selec-
tion method contains three basic elements: a search procedure which generates the
candidate subset, an evaluation metric to evaluate the subset under examination and
a stopping criterion to decide when to stop generating new candidate subset. The
simplest search procedure is to greedily search all possible subsets of the features and
then compare them by the evaluation scores which is usually very time-consuming.
A heuristic search procedure [187, 170, 121] could alleviate the computational com-
plexity without much loss of performance. Depending on the choice of evaluation
metric, the feature selection method could be divided into two categories: the wrap-
per methods [54] and ﬁlter methods [14]. The wrapper methods use each subset to
train a predictive model and adopt the prediction rate on a test set as the score of
the feature subsets, while the ﬁlter methods apply an unsupervised measure as the
evaluation metric. Though the wrapper methods are usually more computationally
intensive, they could provide better selected feature subset for classiﬁcation.
In general feature selection can also be seen as a step of the feature extraction.
In fact, in most feature extraction methods a feature selection procedure is implicitly
incorporated, either manually or automatically. Because of the signiﬁcance of feature
extraction and classiﬁer selection in texture classiﬁcation, a review of both the textural
feature extraction and classiﬁcation methods is presented in the following sections.
2.1 Textural feature extraction
How to extract features to eﬀectively characterize textural images is a challenging and
still developing research area. An eﬀective representation of textures should satisfy
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two requirements: maximal inter-class sensitivity, with which diﬀerent textural images
could be discriminated from each other accurately; and minimal intra-class speciﬁcity,
which means that the probability that textural images of the same class are recognized
as diﬀerent textures should be low.
Existing methods for retrieving features from textural images could be categorized
into four classes: (1) statistical methods; (2) structural methods; (3) model-based
methods; (4) transform-based methods.
2.1.1 Statistical methods
Statistical methods utilize the statistical information of some speciﬁc textural patterns
retrieved from images as feature. By applying diﬀerent statistical measurements on
diﬀerent textural patterns, various statistical methods have been proposed.
2.1.1.1 First-order statistical methods
As the earliest statistical methods, the ﬁrst-order statistical methods consider single
pixels as textural patterns, and retrieve features directly from the pixel intensities and
intensity diﬀerences (i.e., variance, derivatives), etc. In [210], the authors utilized four
features (statistical measurements) — mean, contrast, entropy, and angular second
moment computed from the ﬁrst-ordered statistics as the image feature to classify
the terrain images. Schramm [177] used 14 features calculated directly from the
original images for textural image classiﬁcation. The 14 features comprised three
gray level features and nine gray level diﬀerence features. Although the method is
fast, the recognition rate is relatively low [201]. Later in [6], the authors combined 18
features extracted from gray level and gradient histograms respectively. In their work,
from each of the three diﬀerent histograms constructed, i.e., gray level histogram,
histograms of absolute value and of direction of gradient, six attributes containing
average gray level, variance, 3rd and 4th moments of gray level diﬀerence, angular
second moment, and entropy formed the feature vector for classiﬁcation. According
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to the experiments in [201], the method proposed in [6] achieved relatively better
result than [210] and [177], due to the consideration of the gradient information.
However, due to the over-simplicity the ﬁrst-order statistical methods were usually
not discriminative enough to be applied in classiﬁcation of complex textures.
2.1.1.2 The Gray Level Co-occurrence Matrix
The Gray Level Co-occurrence Matrix (GLCM) records the occurrence number of
a complete set of gray level patterns in an image. The element Pd,α(g, g
′), g, g′ ∈
{gray levels in the image} counts the number of intensity pairs in an image that
have intensity values of g and g and are separated by a pixel distance d in direction
α (Figure).
Figure 2.4: An example of the GLCM matrix construction from a small image, where
d = 1, α = 90, and the gray levels range from 0 to 5.
GLCM-based feature extraction was ﬁrst proposed by Haralick et al. [75] in
1970s. In their work, the authors set the distance d = 1, and chose four direc-
tions (0, 45, 90, 135) to create four gray level co-occurrence matrices: P1,0, P1,45, P1,90,
P1,135. Since the GLCM is large (for an 8-bit gray-level image, the number of gray
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levels is 256, and so the size of a GLCM should be 256× 256), usually the gray-level
images would be quantized to 32 or 64 gray levels. But it is still not feasible to employ
the GLCM matrix directly as the textural feature, and further processing is required
to extract more eﬀective information from the matrix. Haralick et al. [75] introduced
28 features that can be extracted from a GLCM matrix, and in their experiments
they retrieved 14 of them from each of the four matrices (i.e., P1,0, P1,45, P1,90, P1,135).
Then they calculated the mean value, range and deviation of each of these 14 fea-
tures over the four matrices as the ﬁnal feature vector for classiﬁcation. The authors
pointed out that because of the strong correlation of the features, it could be more ef-
ﬁcient to apply a feature-selection procedure before passing them to the classiﬁcation
step. Gotlieb and Kreyszig [65] selected 6 features from the 28 features, and tested 63
combinations of the 6 features on part of the Brodatz dataset. They found out that
feature combination to some extent could improve the classiﬁcation accuracy but the
accumulation of too many features might not lead to a good result.
To extend the GLCM based texture features, Davis et al. [48] introduced the
generalized co-occurrence matrix (GCM), based on the spatial distribution of local
patterns in textures. GLCM could be regarded as a speciﬁc example of GCM where
the patterns are the pixel intensities themselves.
2.1.1.3 Local Binary Patterns
Local Binary Patterns (LBP) is a type of higher order statistical feature operator
that was ﬁrst described in [155]. It is evolved from a model called texture unit
(TU) [205], which described a 3×3 neighborhood as a three-level pattern as shown in
Figure 2.5(a). The TU model compares the gray level of center pixel with those of its
neighboring pixels, and then transforms each neighboring pixel to a number 0, 1 or 2
based on whether its gray level is smaller than, equal to, or greater than that of the
center pixel, thus leading to a ternary sequence. LBP is a two-level version (binary
case) of the texture unit, which encodes a neighboring pixel as one binary number 1
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when its gray level is equal to or greater than the center pixel’s (Figure 2.5(b)). Then
the neighborhood becomes a binary sequence, which could be further translated into
an integer, i.e., a LBP code (Figure 2.6), according to the binary to decimal conversion
theorem in computers. The occurrence histogram of the LBP codes is calculated as
the image features. Since feature extraction by the LBP operator just involves the
comparison of neighboring pixels intensities, the feature is gray-scale invariant by
nature.
(a) (b)
Figure 2.5: (a) Transforming a 3×3 neighborhood to a Texture Unit; (b) Transforming
the neighborhood to a LBP.
Figure 2.6: Retrieving the LBP feature from a 3× 3 neighborhood.
Because of the robustness, ﬂexibility, and simple implementation of LBP, it has
received tremendous attention from researchers in the ﬁeld of computer vision and
machine learning who extended the traditional LBP in various ways: multi-scale
LBP [156, 79], rotation invariant LBP [156, 70, 4], LBP patterns selection [156, 121,
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69], LBP variants [91, 183, 122, 80, 228].
Ojala et al. [156] developed a multi-resolution LBP operator by applying the LBP
on diﬀerent neighborhood sizes. Through variation of the radius of the circular neigh-
borhood (denoted as R) and the number of pixels along the circle (denoted as P ), the
LBP feature LBPP,R was retrieved at diﬀerent scales. In [156] the authors considered
three sizes of neighborhood, i.e., (1, 8), (2, 16), (3, 24), and concatenated the LBP
histograms calculated from these three scales as the image features. The combination
of multi-scale LBP features showed superior discriminative power to single-scale LBP
features. He et al. [79] applies LBP on an image pyramid to retrieve the multi-scale
information. In their work, a Gaussian pyramid of images was constructed at ﬁrst,
and then the LBP operator was applied on each level of the pyramid. The LBP his-
tograms of all pyramid levels were concatenated to form a feature vector, which led
to better performance. Similarly, Qian et al. [163] proposed a PLBP descriptor by
extending the LBP operator in the pyramid space. However, despite the multi-scale
information considered, these methods do not possess the scale invariant property.
The rotation invariance of LBP is ﬁrst considered in [156], where the authors
encoded each binary pattern with the smallest code among all of the circular rotations
of that binary pattern. However, Guo et al. [70] criticized the above method that the
global spatial information of the texture might be lost. To attain rotation invariance
and preserve the global spatial information simultaneously, they sorted all the local
binary patterns according to their orientations, and aligned the LBP histograms of
diﬀerent images through the estimation of orientations by global matching, which
was realized by exhaustive search or principle orientation selection process. Besides,
Ahonen et al. [4] utilized the Fourier transform of the LBP histogram as features to
achieve rotation invariance based on the theorem that the magnitude of the Fourier
transformation of an image stays unchanged after rotation.
A drawback of LBP histogram representation is that the number of LBP patterns
will increase exponentially if the size of the neighborhood becomes larger. For exam-
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ple, in a 3 × 3 neighborhood there are only 28 = 256 LBP patterns, while if a 5 × 5
neighborhood is considered the number would increase to 28∗3 = 16777216 dramati-
cally which is not feasible to be used as image features. To overcome this problem,
LBP pattern selection techniques were developed based on diﬀerent criterion. In [156],
the authors introduced a rotation invariant uniform LBP operator (LBP riu2). A U
value was measured for each rotation invariant local binary pattern, and the patterns
with U value less than or equal to 2 were regarded as uniform while the others were
nonuniform (Figure 2.7). They encoded each uniform pattern to a LBP code, and all
the nonuniform patterns to one LBP code. Thus, for a neighbor set of P pixels, there
are P + 1 rotation invariant uniform patterns, and so the number of LBP codes is
P + 2 which is much less than the original 2P . Experimental results showed that the
rotation invariant uniform LBP is even more discriminative than the original LBP.
Figure 2.7: The rotation invariant uniform LBPs in a 3× 3 circularly neighborhood.
Black circles represent 0, and white for 1.
However, a considerable part of the discriminative power inside the LBP riu2 is
lost as all non-uniform patterns are treated as one pattern. Furthermore, the selec-
tion of the uniform LBPs is empirical, but not sample-adaptive, which might not be
applicable in other occasions. Thus, some algorithms have been proposed to select
the dominant local binary patterns to represent the images [121, 69]. Liao et al. [121]
used the most frequently occurred local binary patterns (dominant LBPs) in the tex-
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tural images as features for classiﬁcation. They claimed that if the occurrence of the
selected dominant LBPs account for more than 80% of that of all the LBPs, they
would be enough to capture the information of the textual images for classiﬁcation.
Guo et al. [69] deﬁned the global dominant LBPs based on a Fisher separation criteria
(FSC) in three steps: ﬁrstly, ﬁnd a dominant LBP set of each training image using
a similar method to [121], where the percentage threshold was set to 90%; secondly,
ﬁnd a dominant LBP set of each image class by intersecting the dominant LBP sets of
all images belonging to that class; ﬁnally, the global dominant LBPs were constructed
by merging the dominant LBPs from all the classes. This FSC-based dominant LBP
tended to decrease the intra-class variation through step 2 and increase the inter-class
variation by the third step, which resulted in a better classiﬁcation performance.
Recently, many variants of the traditional LBP were developed to overcome the
drawbacks and limitations of LBP in certain applications such as face recognition.
Jin et al. [91] described an improved local binary patterns (ILBP) operator for face
detection. In ILBP, the intensities of the neighboring pixels were compared with their
mean value instead of the central pixel in original LBP. Regarding the thresholding
strategy in the LBP formation, Tan and Triggs [183] presented a local ternary pattern
operator by quantizing the gray level diﬀerences between the neighboring pixels and
the central pixel to three levels, which yielded a higher classiﬁcation accuracy. In
terms of neighborhood shape in LBP, Liao and Chung [122] proposed an Elongated
Binary Pattern (ELBP) operator based on the consideration of an elliptic neighbor-
hood instead of circle for the face recognition task and achieved better performance
than LBP. Heikkila¨ et al. [80] introduced a center-symmetric local binary pattern
(CS-LBP) operator which compared the center-symmetric pairs of pixels to gener-
ate a binary pattern. Since the size of the binary patterns is half of the number of
neighboring pixels, the codebook size of the CS-LBP is signiﬁcantly reduced, which
would be more feasible to serve as a feature vector for texture classiﬁers. While the
above mentioned LBP algorithms are all pixel-based, there are also some methods
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deﬁned on a patch base. Zhang et al. [228] proposed a multi-block LBP algorithm
which divided the image into small blocks, and compared the average gray levels of
each neighboring block with that of the central block to get a binary pattern. Most
of the LBP variants could achieve good performance in some applications, however
they are not as robust as the LBP operator in most circumstances.
2.1.1.4 Bag-of-patterns
Bag-of-patterns is evolved from the bag-of-words concept in text document cate-
gorization [92], where several key words are selected as codewords, and then each
document is characterized by a histogram of the occurrence of the codewords. Sim-
ilarly, in the context of image classiﬁcation, the bag-of-patterns method maps the
extracted features to the codewords in a predeﬁned or constructed dictionary (vocab-
ulary) by vector quantization, and then represents each image as a vector through
spatial pooling of the quantized feature vectors.
In more details, the bag-of-patterns method involves three steps of processing as
follows:
Local feature extraction: there are three main types of feature extraction algo-
rithms in this category, which retrieve pixel-based, patch-based or interest-area based
features from images respectively. The most popular and successful pixel-based fea-
ture local feature extraction methods are using ﬁlter banks [198, 117, 175, 43]. A bank
of ﬁlters is applied on an image and the ﬁlter responses at each pixel is concatenated
as the local features. The advantage of this ﬁlter-based method lies in the fact that
rich information could be retrieved from images through designing a proper bank of
ﬁlters such as LM ﬁlter bank [117], S ﬁlter bank [175] and MR8 ﬁlter bank [198],
which have yielded more discriminative power in texture classiﬁcation. The patch-
based methods [197, 124, 125] utilized the raw pixel values in a ﬁxed-size image patch
around each pixel as local features, and was proven to outperform the ﬁlter bank
based feature on some datasets [197]. Recently, Liu and Fieguth [124], Liu et al. [125]
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applied random projection on the image patch to get a random feature based on the
compressive sensing theorem, which not only reduced the dimension of the feature,
but also achieved comparative results with the patch based method [197]. However,
the size of the feature set obtained by either pixel-based or patch-based approach is
very large, which require a large amount of computation. To overcome this draw-
back, the interest area-based feature was proposed to represent images as a sparse
set of features computed from the detected interest areas. This process was fulﬁlled
through two steps: interest areas localization, and aﬃne-invariant description of the
areas. The ﬁrst step was usually accomplished using the scale or aﬃne invariant key
points or region detectors, such as Harris-aﬃne detector [145] and Harris-Laplacian
detector [146] that respond to corner-like regions, and Laplacian blob detector [63]
which extracts blob-like regions. In [126], a Diﬀerence of Gaussian (DoG) opera-
tor was utilized to detect the local extreme as the key points, and then an interest
area is searched out around the key points. In the second step various image de-
scriptors were used to extract features from the detected interest regions, such as
SIFT [126], RIFT [112] - a modiﬁed version of SIFT with the aim to attain rotation
invariance, gradient location and orientation histogram (GLOH) [144] that computes
the SIFT descriptor in the log-polar location grids, and histogram of oriented gra-
dients (HOG) [44] which counts the number of each gradient orientation occurrence
in localized areas of images. To gain a better understanding of these key points or
aﬃne areas detection methods and image descriptors and their performance in image
classiﬁcation, please refer to [112, 144, 225]. Besides the three types of local feature
extraction methods mentioned above, there are also some other approaches which
have been developed recently. Zhang et al. [227] proposed a local energy pattern
(LEP) descriptor by combining a ﬁlter bank-based method and generalized LBP op-
erator. Maani et al. [130] utilized FFT to extract local features from a neighborhood
of each pixel.
Dictionary construction and vector quantization: dictionary construction is to
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generate a set of codewords for vector quantization, and vector quantization is to
map each local feature to a speciﬁc codeword. Dictionary construction is usually
performed by clustering methods such as kmeans. To reduce the intra-class variation
and increase the inter-class variation for more eﬀective classiﬁcation, clustering is
usually applied on all of the features extracted from the training images which belong
to the same class, and the cluster centers of each category are concatenated as one
dictionary. Finally each local feature is assigned to a speciﬁc codeword by nearest
neighborhood based on certain similarity measurement.
Spatial pooling: The histogram of the codewords occurrence is utilized as the ﬁnal
feature vector for textural image classiﬁcation.
The bag-of-patterns derives a statistical description of an image by using more
informative local patterns than the local binary patterns, though also needs more
computation. Through the selection of diﬀerent methods for local feature extraction,
dictionary construction and vector quantization, or spatial pooling the bag-of-patterns
method could become very ﬂexible and be utilized in many diﬀerent applications.
A major drawback of the bag-of-patterns methods lies in its ignorance of spatial
relations. For many textures, the impact of spatial information loss may be trivial,
while for some others the information could be vital to their classiﬁcation, such as
faces. To overcome this problem, a pyramid-based feature extraction approach was
proposed in [66] to incorporate spatial relationship by matching the images in multiple
resolutions. In [103], features extracted by the bag-of-patterns method was fused with
some features that could reﬂect the spatial relations of pixels, such as co-occurrence
matrix. However, the problem is still not well addressed.
2.1.2 Structural methods
The structural approaches regard a texture as composed by a set of well-deﬁned
texture elements through spatial arrangement, such as lines, squares, and circles [74].
To deﬁne a structural model, the texture elements which constitute the basis for
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the texture generation, and the placement rules by which the texture elements are
arranged should be given. Carlucci [22] used lines and polygons as the texture basis
and utilized a graph-like language to set up the rules for a texture model. Considering
that the textures generated by the above methods are too simple which are only
suitable for ideal situations, while in real world textures might suﬀer from distortions
and noise, Zucker [231] deﬁned a way to transform the ideal textures to textures
observed in the real world. In [128], the textures were characterized by a spatial
pyramid based model, called a tree grammar for both texture discrimination and
synthesis. However, since the model on which the structural methods are based is too
ideal, they are not suitable for the analysis of natural texture images which are often
of high complexity, though may be useful for texture synthesis to certain extent. Thus
this method is rarely used in texture classiﬁcation. But, it may hold potentials to
be used in combination with other feature extraction methods, such as the statistical
methods, to provide spatial information of textures with speciﬁc structure.
2.1.3 Model-based methods
The model-based methods assume that the textural images could be characterized
by some empirical models. An image can be modelled based on either pixels or
regions. Pixel-based models characterize the pixel distribution in an image, while
region-based models describe how the sub-image patterns are arranged in the image
under consideration [157]. For the texture classiﬁcation tasks, each image is depicted
by a model with a set of unique parameters, which are used as the image features.
Some commonly used models in texture representation include the Autoregression
(AR), Markov Random Field (MRF), and fractals.
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2.1.3.1 Autoregression
An autoregression expresses the gray level of each pixel in an image as a weighted
sum of neighboring pixel intensities [140], which is deﬁned as:
Xt =
P∑
i=1
ϕiXt−i + c+ εt (2.1)
where {Xt−i, i = 1, ..., P} are the P neighboring pixels of Xt, {ϕi, i = 1, ..., P} are
their weights respectively, c is a constant (sometimes not considered), and εt stands
for white noise. In texture classiﬁcation, the estimated parameters ϕ1, ..., ϕP and c
of the model are concatenated as the image features [49].
Because of the ﬂexibility of the model design, many variants of AR have been de-
veloped. Kashyap and Khotanzad [98] proposed a parametric model of images called
circular symmetric autoregressive model (CSAR), which aimed to attain rotation in-
variance in the AR. In CSAR, the neighboring pixels were selected in a circular neigh-
borhood. Based on the circular autoregression (CAR), Mao and Jain [139] introduced
a rotation-invariant simultaneous autoregressive (RISAR) model, and furthermore ex-
tended it to a multi-resolution simultaneous autoregressive (MR-SAR) model, which
applied the SAR model on the Gaussian pyramid of the image. The MR-SAR model
reached much higher classiﬁcation accuracy than the single resolution SAR model
ascribing to the more spatial information captured.
There are two main methods to estimate the parameters in the AR models: least
square estimation (LSE), and maximum likelihood estimation (MLE). By comparison,
LSE is less time-consuming and easy to implement, while MLE has higher accuracy
than LSE, and requires no or minimal distributional assumptions [149]. Kashyap
and Khotanzad [98] and Mao and Jain [139] used LSE for parameters estimation in
textural images. Cariou and Chehdi [21] applied MLE to obtain the optimized AR
parameters as texture features.
Because of the linearity of the AR model, it is very simple and easy to be adopted
in applications. If the constant c is omitted, the AR model is also gray-scale invariant.
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However, the hypothesis that one pixel could be characterized as a linear combination
of its neighboring pixels is not always true, thus the application of this method in
texture classiﬁcation is still limited.
2.1.3.2 Markov Random Field
The Markov random ﬁeld is a random process deﬁned on a lattice inside which each
pixel is generated from a Markov Chain. For a pixel X(i) at location i, the conditional
distribution of X(i) only depends on its neighbors, which is called the Markovianity:
p(X(i)|all point in the lattice except i) = p(X(i)|neighbors of i).
Since the Markovianity property is proved to be equivalent to the Gibbs distri-
bution [180], the MRF model is often called the Markov-Gibbs random ﬁeld model,
with the distribution deﬁned as:
p(X = x) =
1
Z
exp(−U(x)) (2.2)
where U(x) is the energy function, that can be written as a sum of local clique
energies:
U(x) =
∑
c∈C
Vc(x) (2.3)
Vc(x) is the potential energy associated with clique c, i.e., a deﬁned set of sites (pixels)
in the lattice, and Z =
∑
exp(−U(x)) is the partition function which is to normalize
the Gibbs distribution.
The estimated parameters (the local clique energies Vc(x)) specify category-speciﬁc
distributions. If p(X(i)|neighbors of i) follows a normal distribution, the Markov ran-
dom ﬁeld is called Gaussian Markov random ﬁeld (GMRF). GMRF is a stationary
non-causal 2-D autoregressive process, in which the intensities of pixels in a neigh-
borhood satisfy a similar relation as equation 2.1:
g(m,n) = μ+
∑
(k,l)∈D
βk,l(g(m− k, n− l)− μ) + v(m,n) (2.4)
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where g(m,n) is the intensity of the pixel x(m,n) at position (m,n), D represents the
neighborhood of x(m,n), βkl = β−k,−l, μ is the mean intensity of neighboring pixels
of x(m,n).
As early as in 1980s, Hassner and Sklansky [76] utilized MRFs to describe the
textural images on a ﬁnite toroidal square lattice, and used the estimated parameters
for texture discrimination. Later, Cross and Jain [42] further explored the Markov
random ﬁeld texture models, and generated samples from the binomial model for
texture synthesis. Chellappa and Chatterjee [27] presented two methods to classify
the textures based on the two-dimensional Markov random ﬁeld models. In the ﬁrst
method, parameters of the GMRF model estimated from the least square method
were used as features, while in the second method the sample correlations over a
symmetric window including the origin were used as features for classiﬁcation. In
comparison, the former method achieved a little higher classiﬁcation accuracy than
the second one in a texture dataset with seven classes.
To improve robustness of the MRF feature to the inter-class variations, extensive
studies of MRFs have been undertaken in the last decade. Cohen et al. [37] incor-
porated the rotation and scale changes in the texture model and obtained rotation
and scale invariant features for texture classiﬁcation. In addition, Deng and Clausi
[50] developed an anisotropic circular Gaussian MRF (ACGMRF) model to attain
rotation-invariance by utilizing the Fourier transform of the estimated parameters of
the ACGMRF model as the texture features. The multi-resolution MRF models were
considered in [107, 203, 204], where a set of samples in multi-resolutions were gener-
ated by either subsampling [107] or orthogonal Discrete Wavelet Transform [203, 204],
and then a GMRF model was utilized to describe each of them.
The challenge of the MRF lies in the parameter estimation of the model, despite
many eﬀorts made in [39, 150, 173]. Furthermore, it is widely believed that the
MRF model is limited to the stationary texture and not suitable for description of
non-stationary textures.
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2.1.3.3 Fractals
A fractal is deﬁned as “a rough or fragmented geometric shape that can be split into
parts, each of which is (at least approximately) a reduced-size copy of the whole” [137],
which is known as self-similar.
The fractal dimension is a statistical measurement that quantitatively describes
a fractal object. It gives a global description of how the fractal ﬁlls in the space, and
has an intrinsic property that it is invariant over transformations of scale. Because
fractal objects are abundant in nature, the fractal dimension has been widely applied
as image features for classiﬁcation.
The fractal dimension of an irregular two-dimensional point set E is deﬁned as:
dim(E) = limδ→0
logN(δ, E)
−log(δ) (2.5)
where N(δ, E) is the smallest number of sets of diameters less than δ that cover E.
Mandelbrot [138] ﬁrstly correlated the perceived roughness of image texture to
fractals deﬁned by the fractal dimension. Then Pentland [160] investigated the re-
lationship between a 3D surface and its produced image, and found that under the
conditions that the 3D surface is Lambertian and the illumination and albedo are
constant, if either the 3D surface or the produced image is fractal Brownian, so is
the other and they have the same fractal dimension. The author developed a frac-
tal model to describe natural textural images for segmentation by using the fractal
Brownian function and the Fourier power spectrum to calculate the fractal dimensions
respectively. Peleg et al. [159] utilized fractal dimensions in diﬀerent resolution, i.e.,
“fractal signature”, as features to classify the textural images. The fractal dimension
of an image was derived from the decreasing rate of the gray level surface with coarser
resolution. Ideally, the fractal dimension of a fractal object should be invariant over
diﬀerent scales, and also Peleg et al. [159] obtained a constant value of the fractal
dimension at diﬀerent resolution. However, since the fractal dimension is just a single
measurement of the image, it is usually not suﬃcient enough to represent an image
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for classiﬁcation.
Some variants of the original fractal model have been proposed. Stanley and
Meakin [181] introduced a generalized version of fractal C multifractals through an
analysis of the multifractal phenomena in physics and chemistry, where a single ex-
ponent (the fractal dimension) is not suﬃcient enough to describe the dynamics.
Then Levy Vehel et al. [118] adopted the multifractal theory into 2D images for
texture analysis, which led to the wide applications of multifractal in texture analy-
sis [7, 111, 215, 216, 209, 217]. Xu et al. [215] introduced a texture descriptor, called
the multifractal spectrum (MFS), which was invariant under the bi-Lipschitz map.
They applied the MFS descriptor to retrieve the multifractal dimensions from each
subband of the wavelet transform of the original images, which were then concate-
nated as the image features for texture classiﬁcation, and reached some promising
results in certain texture datasets [213, 217]. More recently, fractal model has also
been used in color images for texture analysis [87].
However, the calculated fractal dimension is quite sensitive to the size of images.
For textural images with small size, their self-similarity property could hardly be per-
ceived, which makes the fractal model not suitable for characterizing those textures.
2.1.4 Transform-based methods
The transform-based methods are also sometimes called signal processing methods
or ﬁlter-based methods, which convert an image into a new domain where features
extracted could be more discriminative.
Most transform-based methods are applied on images in order to retrieve the
detailed time (space) - frequency information from them, such as Fourier trans-
form [210, 8], Gabor transform [57, 67], and wavelet transform [135]. And then
features are extracted from the transformed images (sometimes combined with fea-
tures extracted from original images) for classiﬁcation.
Since the base function of Fourier transform is continuous and periodic, and not
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localized in space, it is not suitable for analyzing the real time signals with “discon-
tinuities”, while the Gabor and wavelet transform can overcome this problem.
2.1.4.1 Gabor
The one dimensional Gabor functions were invented by D. Gabor in 1946 [57], and
extended to two dimensions by Daugman [47] which was then used in image analysis.
A general 2D complex Gabor function is deﬁned as:
G(x, y, x0, y0, ξ, ν0, ξ0, ρ, θ, σ, β) =
1√
πσβ
exp(−(((x− x0)cosθ + (y − y0)sinθ)
2
2σ2
+
(−(x− x0)sinθ + (y − y0)cosθ)2
))
∗ exp(i(ν0(x− x0) + ξ0(y − y0) + ρ))
(2.6)
where (x0, y0) and (ν0, ξ0) are the centers of the generated Gabor ﬁlter in the spatial
and frequency domain respectively, σ and β are the standard deviations of an elliptical
Gaussian along the x and y axes, θ is the ﬁlter orientation, ρ is the phase shift. By
changing these parameters diﬀerent Gabor ﬁlters could be created to retrieve speciﬁc
spatial frequency information of images.
The Gabor ﬁlters were found to be useful for feature extraction in 1985 when
Daugman [46] discovered that simple cells in the visual cortex of mammalian brains
worked in a similar way of the Gabor functions. After that the Gabor ﬁlters be-
gan to be widely utilized in image analysis, especially for texture representation and
discrimination [192].
The Gabor ﬁlter-based texture classiﬁcation algorithms characterize a textured
image as a set of spatial-frequency texture elements by utilizing a well-designed bank
of ﬁlters [52]. The design of a quality bank of Gabor ﬁlters has been heavily investi-
gated [52, 186, 71, 208, 34]. Dunn et al. [52] studied how to design ﬁlters that could
produce superior output signatures when detailed criteria were provided. Weldon
et al. [208] designed the parameters of the Gabor ﬁlters based on a theory that the
output of a Gabor-ﬁltered texture could be well modelled by a Rician distribution.
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To solve the problem of excessive storage requirement and high computational cost
by Gabor ﬁlter, Teuner et al. [186] used tuned matched Gabor ﬁlters for eﬃcient im-
age analysis. Clausi and Ed Jernigan [34] compared many diﬀerent techniques used
to produce texture features based on Gabor ﬁlters, and found out that orientation
bandwidth and spacing of 30 could generate optimal texture separability.
Since the Gabor functions are not orthogonal, there may exist some redundancy
in the features generated by the Gabor ﬁlters, and thus a selection procedure of
the Gabor features or ﬁlters is sometimes required [30, 141]. Chen and Wang [30]
employed the independent component analysis (ICA) method for Gabor features se-
lection (called ICAG) in texture segmentation, and showed better performance.
Since Gabor ﬁlters could only retrieve the global features of texture, they could
be used in combination with other local feature extraction methods, such as co-
occurrence probabilities [33, 32, 154], and LBP [184, 120]. The invariance properties
of Gabor Filters to illumination, rotation, scale, and translation, have also been
investigated [94].
The advantage of Gabor ﬁlters lies in their similar working manner as the hu-
man visual system, however the eﬃciency in texture classiﬁcation is aﬀected by the
redundancy of the features and lack of local information.
2.1.5 wavelet transform
Wavelet transformation is one of the most popular candidates of the time-frequency-
transformations. The one dimensional wavelet transform of a signal f(t) is deﬁned
as:
Wf(u, s) =< f,Ψ >=
1√
s
∫ ∞
−∞
f(t)Ψ(
t− u
s
) (2.7)
where Ψ ∈ L2(R) is an orthonormal wavelet function which is square-integrable,
s is the dilation parameter of the wavelet and u is the oﬀset. A set of popular
wavelet functions include the Harr wavelet, Daubechies wavelet, B-spline biorthogonal
wavelet, Morlet wavelet, DoG (Diﬀerence of Gaussian) wavelet, Marr wavelet, etc.
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The two dimensional wavelet transform of images is accomplished by ﬁrst applying
the one dimensional wavelet transform in the row direction and then in the column di-
rection, as shown in Figure 2.8. fLL(x, y), fLH(x, y), fHL(x, y) and fHH(x, y) are
four subbands generated by the wavelet transform where fLL(x, y) contains the low-
frequency information of the original images, fLH(x, y) contains the high-frequency
information in the column direction, fHL(x, y) contains the high-frequency informa-
tion in the row direction, and fHH(x, y) contains the high-frequency information in
both the row and column direction.
Figure 2.8: The frame of two dimensional wavelet transform.
A main power of wavelet transform is that it can retrieve multi-resolution infor-
mation from images in a convenient way. There are two traditional multi-resolution
techniques for wavelet transform of images, including the pyramid-structured wavelet
transform (PSWT) and tree-structured wavelet transform (TSWT) [24], in both of
which the wavelet transform is applied in a hierarchical way. A general procedure
of wavelet-based feature retrieving is like this: Firstly an image is decomposed into
several subimages by a multi-resolution method (PSWT or TSWT), and then image
features are extracted from each subimage. Finally a pooling or fusion procedure is
applied to fuse all the features. The simplest way for fusion is to concatenate all the
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features together.
In early works of wavelet transform based texture analysis [194, 24, 110], the
energy values of each sub-image calculated by summing over the squares of all pixel
intensities in the sub-image were concatenated as the image feature vector, which
is very ineﬃcient in discriminating textures. Later on, researchers began to retrieve
features from the decomposed images. In [106] and [203] the authors modelled each
wavelet subband by a Gauss Markov random ﬁelds model, whose parameters were
then concatenated as image features for classiﬁcation. In [195], the authors combined
the wavelet histogram signatures [135] and co-occurrence signatures as the texture
features. While in [84, 206], the co-occurrence features were extracted from the
wavelet subbands. Kobayakwa et al. [102] calculated the hierarchical correlations
between the wavelet coeﬃcients as texture features. Choi and Baraniuk [31] utilized
the hidden Markov tree model to capture the statistical properties of the coeﬃcients
of the wavelet transform. In [148], an approach called wavelet geometrical features
(WGF) was developed to retrieve shape parameters from each sub-band of the wavelet
transform of a texture as the image feature. Fractal model has also been largely
used in combination with wavelet transform backed up by a strong mathematical
framework which showed that it enabled accurate measurements of the multi-fractal
properties of 2D ﬁelds of images [25, 111, 207, 5, 209, 217].
Researches have also been done to study the rotation invariance properties of
wavelet transform [25, 81, 104, 72]. Haley and Manjunath [72] developed a polar,
analytic form of a two-dimensional Gabor wavelet, which extracted the rotation-
invariant features by changing the directions of Gabor ﬁlters. In [25, 81], a dual tree
complex wavelet transform (DT-CWT) was employed to decompose images to get
rotation-invariant features. Charalampidis et al. Charalampidis and Kasparis [25]
used the directional wavelet to decompose images, and achieved rotation invariance
by integrating texture information in diﬀerent directions.
Since the wavelet basis can be varied to suit diﬀerent applications, the selection of
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an optimal wavelet basis for a speciﬁc application is important and challenging [147,
1]. In addition, choosing correct wavelet features for a speciﬁc application is another
important issue which was explored in [129, 85, 229].
One of the major advantages associated with wavelet transform is its ﬂexibility in
the design of the wavelet functions, which might be one of the reasons that wavelet
transform has gained great success in image processing. And the multi-scale analysis
provided by the wavelet transform also support its wide application.
However, wavelet transform is better considered as a tool to retrieve information
from the image in all details, and other feature extraction methods are still needed
to retrieve features from the decomposed subbands.
2.1.6 Summary
To capture discriminative texture primitives to describe a texture for classiﬁcation,
many approaches have been developed, such as the statistical methods, structure
methods, model-based methods and transform-based methods. Among them the
most popular and successful method for textural feature extraction is the statisti-
cal method, especially the LBP and bag-of-patterns approaches because they could
successfully capture the distribution of texture primitives which construct a textural
image. Most recent research works on texture classiﬁcation also focused on designing
robust local feature extraction methods to retrieve discriminative texture primitives
to describe a texture [124, 125, 227, 130]. For the structural methods, as the model
is too ideal they are not suitable for classiﬁcation of complex images in nature. For
the model-based methods, AR and MRF used to be two important approaches in
textural feature extraction, however as the features are not discriminative enough
they are not so popularly used now. The fractals was demonstrated to achieve quite
good results on some datasets with large image size, while for textural images with a
small size where the self-similarity property could hardly be perceived it may not be
suitable for characterizing those textures. Finally for the transform-based methods,
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the most successful applications until now were to combine them with other methods,
such as the statistical methods and MFS, which may be the best way to utilize them
in texture classiﬁcation.
2.2 Classiﬁcation
In previous texture classiﬁcation literatures, classiﬁers seemed not to get too much
attention from researchers. Most literatures used the classiﬁers such as k-Nearest
Neighbors (kNN) (Nearest Neighbor (NN) is the special case of kNN where k = 1 to
classify the textures) and support vector machine (SVM).
kNN is a non-parametric method used for classiﬁcation and regression. To classify
an image, kNN calculates the distances of it with all the training images based on
a predeﬁned metric such as the Euclidean metric, and then selects k closest training
images as k nearest neighbors. The image is classiﬁed by a majority vote of the k
nearest neighbors, which assigns it to the class most common among its k nearest
neighbors. When k equals 1 (for NN), a test image is assigned to the class of the
closest training image. One advantage of kNN is that it is non-parametric, and thus
no training is required. However, it needs to store the features of all the training
samples for classiﬁcation which is a big burden when the number of training images
is large. Moreover, since the classiﬁcation of a test image relates to the calculation
of distances between the test image and all the training images it could also be quite
slow.
SVM is a very popular supervised learning method for classiﬁcation and regression,
which is widely used in many diﬀerent data analysis and pattern recognition ﬁelds.
It was originally developed to classify data of two classes, which was then extended
to multiple classes. For the two-class case, the SVM constructs a hyperplane to
separate the data-points by maximizing the margin from the hyperplane to the two
classes. When there are multiple classes, a hyperplane between every two diﬀerent
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classes or between each class and the rest classes is created to separate the data-points
based on a one-against-one or one-against-all strategy. Each hyperplane is determined
by a few training samples closest to it which are called the support vectors. Since
SVM learns the classiﬁer (the hyperplanes) from only a few critical data-points (the
support vectors), it helps to eliminate a large number of redundant training samples.
In addition, as SVM has a regularization parameter in the optimization function it
could avoid overﬁtting to some extent. Moreover, by incorporating the kernel trick,
SVM is very ﬂexible and could be used in various applications through the selection
of diﬀerent kernels. However, there are also some disadvantages of SVM. Firstly, since
the parameters of a SVM are learnt through quadratic programming which involves
the calculation and storage of a kernel matrix inside each iteration, when the training
samples are in a large number the storage and computation cost for SVM learning
will be quite high. Secondly, the kernel selection and parameters determination of
the regularization and kernels can sometimes be very tough for researchers, where a
cross validation procedure is usually needed. Despite the disadvantages mentioned
above SVM is still a widely used classiﬁer.
2.3 Challenges of texture classiﬁcation
Previous texture classiﬁcation methods mainly depended on the hand-designed fea-
ture extraction and then utilized traditional classiﬁers such as kNN and SVM for
classiﬁcation. To improve the robustness of texture classiﬁcation methods, diﬀerent
feature extraction approaches have been developed in order to achieve invariance to
various image variations such as illumination, translation, rotation and scale change.
Until now, although the illumination, translation and rotation invariance properties
have been successfully incorporated into the feature extraction approaches, the scale
invariance property of the textural features has not been well addressed yet. As scale
change is often unavoidable in the real world and also extremely challenging because
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of tremendous changes involved in texture appearance, it is signiﬁcant to address this
problem in this thesis. In addition, since to generate the labelled training images
by image annotation is time consuming and costly, it is common in the real-world
applications that only a small number of images are available for training, while the
texture classiﬁcation from few training images problem has been seldom considered
in previous texture classiﬁcation methods. Moreover, since most feature extraction
methods are manually designed by researchers, they could hardly adapt to diﬀerent
datasets and thus are not able to get satisfactory results in diﬀerent applications.
As the ultimate objective of developing a texture classiﬁcation method is to apply
it in the real-world applications, to be able to adapt to diﬀerent datasets is a very
important and desired property of the texture classiﬁcation methods. Therefore, the
three main research problems of this thesis are:
• Scale invariant texture classiﬁcation.
• Texture classiﬁcation from a small number of training images.
• Texture classiﬁcation that could adapt to diﬀerent datasets.
Speciﬁcally, for the scale invariant texture classiﬁcation, it is required that given train-
ing images acquired from only one or a limited number of scales the test images in any
scales could be classiﬁed with a fairly high accuracy. While for texture classiﬁcation
from a small number of training images, the crucial question is how to prevent texture
classiﬁcation methods from getting overﬁt and make them to achieve high generaliza-
tion capability in the classiﬁcation of test images when there are only a small amount
of images for training. Finally to make texture classiﬁcation methods data adaptive,
it is critical to learn the features and classiﬁers of a texture classiﬁcation method from
the data but not to hand-design them according to one’s experience.
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Chapter 3
Scale invariant texture
classiﬁcation via sparse
representation
3.1 Introduction
A robust texture classiﬁcation method should be invariant to various image varia-
tions, such as illumination, translation, rotation and scale change. Among them scale
change remains one of the most challenging problems to handle because of tremendous
changes involved in texture appearance. For example, due to hardware limitation the
resolution (or size) of images captured by a camera is usually limited, and imaging a
texture of a higher scale could give people a bigger view of the texture while on the
other hand, might also involve the loss of a large amount of details (Figure 3.1). Thus
it is a great challenge to classify the textures that are captured at diﬀerent scales.
Previous texture classiﬁcation methods handling the scale change mainly focused
on the extraction of scale invariant features [112, 105, 196, 142, 73].
The most popular way for retrieving scale invariant features from images is based
on the scale invariant interest areas detection, which involves two steps: interest points
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Figure 3.1: Examples of textures captured at diﬀerent scales.
detection and characteristic scale selection of each interest point [146]. The charac-
teristic scale of an interest point is the scale over which dominant spatial variations
appear in the neighbouring area. It determines a scale invariant region for the inter-
est point. Some common scale invariant interest areas detection methods include the
Diﬀerence of Gaussian (DoG) operator [126], Harris-aﬃne [145] and Harris-Laplace
detector [146] which could actually detect the aﬃne invariant interest areas. After
the detection of interest areas, local descriptors such as SIFT [126] and HoG [44]
are used to extract scale invariant features from the scale or aﬃne adapted interest
areas. These local scale invariant features are very powerful in image representa-
tion [112, 225]. However, since the characteristic scale selection is intensity-based,
the detection of scale invariant interest areas may not be suitable for textural images
as most textures are either homogeneous in intensity or repetitive in patterns without
interest areas or key-points available unlike those in object classiﬁcation. Meanwhile,
the detection of interest areas would normally lead to a sparse representation of the
texture, which could miss many important information.
Another method to get scale invariant features is to apply a log-polar transform.
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Kokkinos and Yuille [105] introduced the scale invariant descriptors (SIDs) to extract
scale invariant features. They mapped the scale change of images in a Cartesian space
to the translation of pixels in a log-polar space through the log-polar transform, and
then applied the Fourier Transform to get a translation invariant feature from the
log-polar space, which is thus scale invariant with respect to the original images in
the Cartesian space. SIDs were demonstrated to outperform many descriptors such
as SIFT on some object matching and contour-based object detection tasks. However
it is impractical to use them for the scale invariant texture description, since the log-
polar transform is quite sensitive to the selection of origin in the Cartesian coordinate
system. Unlike in object images where the same origin can be detected by key-points
from diﬀerent images of the same object, it is diﬃcult to obtain the matching origin
points from diﬀerent images of the same texture due to their homogeneousness.
The fractal dimension is also known as a scale invariant feature that describes
the self-similarity property of images [159, 196]. Traditional fractal features which
are computed globally [159] could not give a statistical characterization of textures,
and thus are usually not as discriminative as those descriptors that could capture
the local primitives of textures. Meanwhile, many important texture primitives such
as corners, edges, or homogeneous regions yield the same fractal dimension, which
makes the fractal features non-discriminative. To deal with these problems Varma
and Garg [196] extracted two diﬀerent fractal features from textural images - local
fractal dimension and local fractal length, and combined them together. Though the
combined features are indeed more discriminative than the fractal dimension features,
they are not invariant to the bi-Lipschitz transformations since the local fractal length
is not.
Han and Ma [73] tried to extract scale-invariant features from textural images by
summing up the Gabor-ﬁlter responses under diﬀerent scales along the same orienta-
tion direction. Since the texture appearance changes greatly at diﬀerent scales, these
features are only suitable to classify images whose scales are close.
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Since extracting scale invariant feature from textures was diﬃcult, some methods
were proposed to explore the scale invariance property without extracting scale invari-
ant features. Kang et al. [95] used the pyramids technique to construct the scale space
of all the training images, and learned a set of multi-scale features from them. They
then classiﬁed a test image at an unknown scale by comparing the feature extracted
from it with the trained multi-scale features, through the point-to-set matching. The
method was very ﬂexible since any feature extraction approaches could be used in it.
However, because the classiﬁcation was based on local nearest neighbour matching,
and the pyramids-generated scale space still diﬀered from the real textural images
captured in multi-scales, the method could only get good results when the scales of
the test images were close to those of the training images.
This chapter aims to address the scale invariant texture classiﬁcation problem
without extracting scale invariant feature. By investigating the scaling properties of
textures it is found that multi-scale representations of a texture span a low dimen-
sional linear subspace which indicates that the texture representation at any scale
could be generated by a sparse linear combination of a set of multi-scale representa-
tions of that texture. In addition, it is demonstrated that the collaboration between
the multi-scale representations of texture images is beneﬁcial for the scale invariant
texture classiﬁcation especially when the number of image scales available for train-
ing is limited, and sparse representation could well model the collaboration of the
multi-scale representations. Thus, the sparse representation is aimed to be applied to
model the multi-scale representations of textures in this chapter. To generate multi-
scale representations of a texture captured from one scale, the Gaussian Pyramid is
to be used to construct a scale space of each image. Then instead of performing the
point-to-set matching, by applying the sparse representation to model the multi-scale
representations of textures a sparse representation based classiﬁcation method will
be developed to classify the test images at arbitrary scales.
The chapter is outlined as follows. Section 3.2 introduces the sparse representa-
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tion based classiﬁcation method. The method to extract features from a texture for
representation is described in Section 3.3. Some important properties of the multi-
scale representations of textures are explored in Section 3.4, which ﬁnally lead to the
proposed method. The details about the proposed method are given in Section 3.5.
Section 3.6 shows the experimental design and results. A summary is made in Sec-
tion 3.7.
3.2 Sparse representation based classiﬁcation
Sparse representation (SR) is to represent a signal y as a sparse linear combination of
the bases in a dictionary A by solving the following L0-norm optimization problem:
minx‖x‖0, s.t.Ax = y (3.1)
where A = [a1, a2, ..., an] ∈ Rm×N(m < N), y ∈ Rm×1, and x ∈ R1×N is the coeﬃcient
vector (also could be called sparse code).
There are two traditional ways to solve Equation 3.1: one is the greedy method
which solves it directly [189]; the other is the relaxation method that transforms the
L0-norm optimization problem to the L1-norm optimization. It is proved that if the
input y is sparse enough the L1-norm regularization could get the same solution as
the L0-norm [19]:
minx‖Ax− y‖2 + α‖x‖1 (3.2)
where α is a slack variable. And Equation 3.2 could be solved using the well-developed
linear programming methods, such as Lasso [187].
Because of the discriminative nature of sparsity and the ﬁndings in [158] that the
working principle of the visual cortex of human is sparse, SR has been widely applied
in image classiﬁcation.
A frontier work is the sparse representation based classiﬁcation method (SRC)
for face recognition, proposed by Wright et al. [212]. They concatenated all the
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training images together as a dictionary A, and then represented each test image
as a sparse linear combination of the training images by solving a L1-minimization
equation (Equation 3.2). The residuals of the sparse representation on each image
class were then computed by
ri(y) = ‖y − Aδi(x)‖2, for i = 1, . . . , C (3.3)
where C is the number of classes, δi(x) is a function that keeps the elements in x
associated with the ith class unchanged, and makes others zero. The test image was
then identiﬁed as the class with the least residue.
After that, many methods were developed based on SRC for classiﬁcation by
generating or learning the dictionary A in diﬀerent ways [202, 224].
In this chapter a SRC-based method is utilized for scale invariant texture classi-
ﬁcation.
3.3 Texture representation
In this chapter the Local Pattern Co-occurrence Matrix (LPCM) descriptor [182] is
utilized to extract features from the textural images to represent them.
The LPCM descriptor utilizes the Local Binary Pattern (LBP) operator [156] to
generate a LBP code for each pixel of an image which results in a local pattern image,
and then applies the Gray-level Co-occurrence Matrix (GLCM) descriptor [75] on it
to retrieve the co-occurrence matrix of the local patterns.
Four symmetric co-occurrence matrices in 4 evenly distributed orientations (0◦,
45◦, 90◦, 135◦) are extracted from a local pattern image, and then summed together,
to make the LPCM descriptor rotation invariant:
LPCMd,N,P,R(image i) =
3∑
j=0
symmetricGLCMd,j∗π/4(LBP riu2P,R (image i)) (3.4)
where d is the distance between the co-occurring local patterns, N is the number of
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orientations considered (here N = 4), and (P,R) deﬁnes the neighbourhood of the
LBP operator.
The lower triangle including the triangle line of the LPCM matrix is extracted
and rearranged into a vector as the image feature, as shown in Figure 3.2.
Figure 3.2: Feature extraction using the LPCM descriptor.
The LPCM descriptor inherits the advantages of both LBP and GLCM. It is
invariant to the rotation and gray-scale change, and takes into account both the
occurrence and co-occurrence information of the micro-structures of images (LBP
describes the micro-structures (small local patterns)). Thus LPCM is very useful
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to describe the textural images since most textures could be regarded as a special
arrangement of a set of micro-structures.
As demonstrated in [182], when (d, P,R) equals (1, 8, 2) the LPCM descriptor
could better describe the textures. Thus the same setting is adopted in this chapter.
3.4 Multi-scale representations of textures
In this section the scaling properties of textures are explored in order to derive an
eﬃcient scale invariant texture classiﬁcation approach.
Lemma 1. The multi-scale representations of a texture span a low dimensional linear
subspace.
Actually it is not the ﬁrst time that the relationship between multi-scale repre-
sentations of an object is explored. Hassner et al. [77] made a hypothesis that the
multi-scale SIFT descriptors computed at the same point of an object spanned a
linear subspace, and proposed a Scale-Less SIFT (SLS) descriptor to do the scale
invariant pixel matching.
The proof of the lemma is separated into two parts: one is the linear subspace
constructed by the multi-scale representations of a texture; the other is the sparsity
(low dimension).
The ﬁrst part could be looked into in both a micro and macro way. In the micro
way, a texture is commonly deﬁned as a special spatial arrangement of a set of micro-
structures. When a texture is imaged at diﬀerent scales, it is believed that the
categories of the micro-structures will not change while the distribution of them might
vary. More importantly, since most textural images are continuous, it is reasonable to
expect that the distribution of the micro-structures changes ﬂuently with scale, which
suggests that the micro-structure distribution at one scale might be represented as
a linear combination of the distributions at several other scales. In the macro way,
the low scale textural images usually contain more details than the high scale ones,
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and the lower the scale is, the more details the image may have. Since the textural
images are smooth, it is also rationale to believe that the details change ﬂuently with
the scales and through a linear combination of several images with diﬀerent details
(scales) the texture with any detail (scale) could be generated.
With regard to low dimension, on the one hand it is actually an intrinsic property
(or hypothesis) for all the objects in any classiﬁcation tasks (otherwise the objects are
not separable), and thus there is no need to prove it. On the other hand, most natural
images are demonstrated to be very sparse through the DCT transform (JPEG) and
wavelet transform (JPEG 2000), especially for faces and textures. And each class of
textures could be regarded as lying in a low-dimensional subspace.
The assertion of this lemma enables possible representation of a texture at any
unknown scale as a linear combination of only a few samples of this texture at other
scales, which is meaningful for the scale invariant texture classiﬁcation since only a
limited number of scales of images can be obtained for training and test images to be
classiﬁed are often at various diﬀerent scales in most cases. And sparse representation
could provide an eﬀective way to model the relationships of the textures in diﬀerent
scales.
Some experiments have also been done to verify the existence of a low dimensional
linear subspace in the multi scale representations of a texture. A certain number of
textural images were randomly selected from the KTH-TIPS2 database [78] which
belong to the same texture but are at diﬀerent scales, and then the LPCM feature
was retrieved from each image. Subsequently the LPCM features of these textural
images were concatenated together as a matrix of which the singular values were
calculated. The experiment was repeated several times by changing the number of
images selected to construct the matrix, and the results were stored (Figure 3.3).
From the ﬁgure we can see that there are only 2 or 3 large singular values for each
matrix, and others are all very small, which suggests that there is a very strong
dependency between the images of diﬀerent scale and thus proves Lemma 1 to some
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extent.
Figure 3.3: The singular values of the LPCM feature matrix retrieved from each
randomly selected textural image with diﬀerent scales.
Lemma 2. Collaboration of the multi-scale representations of a texture is beneﬁcial
for the scale invariant texture classiﬁcation.
Traditional method [95] utilized the multi-scale representations of textures for
scale invariant texture classiﬁcation without considering the relationships between
them. They learned a set of multi-scale features from the pyramid-generated scale
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space of all the training images, and then classiﬁed each test image through a point-to-
set matching by comparing the feature extracted from it with the trained multi-scale
features, respectively. Since scale is a continuous variable, there are unlimited number
of scales at which the images could be captured. Thus using the point-to-set matching
could hardly get any good result unless the test images are at similar scales as the
training images. Meanwhile, as pointed out for literature [95] in Section 3.1, if the
multi-scale representations are generated from one image by the pyramids technique,
they are diﬀerent from the real textural images captured in multi scales since the
real images contain more details than the pyramid-generated ones. However, through
collaboration the details lost in the large scale might be complemented by those in
the lower scales, which could lead to a better result for the scale invariant texture
classiﬁcation. An example is [77], in which the authors argued that the multi-scale
SIFT descriptors of two corresponding pixels lie in the same subspace. And thus they
matched the pixels by comparing their subspaces, through which the collaborative
power between the multi-scale SIFT descriptors was automatically incorporated. The
results demonstrated that their method could achieve superior results than the state-
of-the-art approaches in pixel matching.
In this chapter, unlike [77] the sparse representation technique is utilized to model
the collaboration between the multi-scale representations of a texture. As it will
be pointed out in the next section, sparse representation could not only model the
collaboration between the multi-scale representations of one image, but also utilize
the collaboration between those of diﬀerent sample images, while the SLS descrip-
tor only considered the collaboration between the multi-scale representations of one
object [77]. Thus sparse representation could be superior.
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3.5 Sparse representation based scale invariant tex-
ture classiﬁcation
Based on the analysis in Section 3.4, a scale invariant texture classiﬁcation framework
is proposed by applying the sparse representation technique (Algorithm 1). Sparse
representation brings several beneﬁts for the scale invariant texture classiﬁcation:
1. It provides a compact representation for the multi-scale texture samples that
lie in a low dimensional linear subspace;
2. It not only models the collaboration between the multi-scale representations of
one textural image, but also utilizes the collaboration between those of diﬀerent
sample images, which contributes to more robust scale invariant classiﬁcation;
3. Sparsity is intrinsically discriminative, and seeking the sparse representation
automatically discriminate between the various texture classes.
In the proposed method, a multi-scale dictionary is ﬁrst constructed from the
training images, and then each test image is classiﬁed using a modiﬁed sparse repre-
sentation based classiﬁcation method.
3.5.1 Multi-scale dictionary construction
The multi-scale dictionary construction is the key to the scale invariant texture clas-
siﬁcation based on the sparse representation.
One direct way to construct a multi-scale dictionary is to acquire a set of textural
images with diﬀerent scales. However this is very costly and normally hard to realize.
Thus another way is adopted by utilizing the Gaussian Pyramid technique to expand
the original image into a multi-scale space, as done by Lowe [126]. The image is
ﬁrst up-sampled to its double size by linear interpolation, and then it is iteratively
convolved with the a Gaussian ﬁlter and down-sampled to a smaller size, through
which a set of multi-scale bases of the image is constructed, as shown in Figure 3.4.
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Algorithm 1 Scale invariant sparse representation based texture classiﬁcation (SI-
SRC)
Input: A set of training images T = [T1, T2, . . . , TC ] for C classes at one or a few
scales where Ti = [I
i
1, ..., I
i
Ni
] and Ni is the number of training images in class i,
a test image y at arbitrary scale, and the number of nonzero elements N for the
OMP method.
1: Multi-scale dictionary construction
Generate a scale space for each training image I ij (i = 1, ..., C, j = 1, ...Ni),
recorded as {I ij,s, s = 1, ...Ns} where Ns is the number of scales;
Utilize the LPCM descriptor to extract features from them as {f ij,s, i =
1, ..., C, j = 1, ...Ni, s = 1, ...Ns};
Concatenate all the LPCM descriptors of each class to construct a
class-speciﬁc multi-scale dictionary A = [A1, A2, . . . , AC ], where Ai =
[f i1,1, ..., f
i
1,Ns
, f i2,1, ..., fNi,Ns ] is the dictionary of class i.
2: Scale invariant classiﬁcation
Generate a scale space for the test image y as {ys, s = 1, . . . , Ns};
Solve the sparse coding problem for each subimage ys in the scale space using the
OMP method:
minx‖Ax− ys‖22, s.t.‖x‖0 ≤ N (3.5)
Classify each subimage through SRC:
L(ys) = argmini{‖ys − Aiδ′i(x)‖2, i = 1, . . . , C}, (3.6)
where L(ys) is the label of ys and δ
′
i(x) retrieves the coeﬃcients associated with
the ith class from x.
Output: the ﬁnal classiﬁcation result by plurality voting:
L(y) = argmaxi{
Ns∑
s=1
(L(ys) == i), i = 1, . . . , C} (3.7)
50
Figure 3.4: The scale space construction by Gaussian pyramid.
There are three critical parameters that control the construction of the scale space:
the scale level σ of two-dimensional Gaussian ﬁlter (Equation 3.8), the number of
scales Ns, and the down-sampling rate DS rate.
G(x, y, σ) =
1
2πσ2
e(−(x
2+y2)/2σ2) (3.8)
In Section 3.6 the performance of diﬀerent settings of these parameters on the classi-
ﬁcation accuracy will be evaluated.
A major problem of constructing the multi-scale dictionary from Gaussian pyra-
mids is the loss of textural details through up-sampling and down-sampling. How-
ever, this is not a big concern for the proposed classiﬁcation scheme. The reasons are
twofold: ﬁrstly, as discussed in Section 3.4, the probable decrease of discriminative
power caused by the detail loss could be compensated for from the sparse representa-
tion process as have been analysed in Section 3.4; secondly, losing the textural details
could increase the intra-class similarity. Because of the existence of information loss in
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the sampling process, it would be desirable that the training images used to generate
the scale space are at a reasonably high resolution. And also due to the consideration
of the generated multi-scale subimages’ quality (resolution, size), the accumulated
down-sampling rate, which equals DS rateNs , should not be too small.
3.5.2 Scale invariant classiﬁcation
Since the number of scales is limited in the multi-scale dictionary, to make the clas-
siﬁcation more robust, each test image is also expanded in a scale space, and then a
modiﬁed SRC method is used to classify each subimage in the scale space. Speciﬁ-
cally, each subimage is represented as a sparse linear combination of the bases in the
multi-scale dictionary by solving a L0 sparse coding problem (Equation 3.5) using the
OMP method [136], and labelled by a class with the least residue based on its sparse
representation (Equation 3.6). Based on the plurality voting strategy, the class which
has been selected as a label for most times is regarded as the ﬁnal label of the test
image (Equation 3.7).
3.6 Experiments and discussion
For evaluation, two widely used texture classiﬁcation methods, i.e., VZ MR8 [198] and
VZ Joint [197], was chosen to be compared with the proposed approach. VZ MR8 is
one of the most popular ﬁlter bank-based feature extraction methods for textures. It
utilizes the MR8 ﬁlter bank, which consists of 36 directional ﬁlters (an edge ﬁlter and
a bar ﬁlter, at 6 orientations and 3 scales each), a Gaussian ﬁlter and a Laplacian
of Gaussian ﬁlter to retrieve the features. The 6 maximum ﬁlter responses of the
directional ﬁlters across the six diﬀerent orientations, together with the responses from
the Gaussian and Laplacian of Gaussian ﬁlter, constitute 8 outputs of the VZ MR8
descriptor. VZ Joint is a patch-based method which utilizes the raw image intensities
of the densely sampled image patches as the local feature.
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In addition, to demonstrate the scale invariance property, the proposed method
was also compared with the aﬃne-invariant interest areas detection based image clas-
siﬁcation method which adopted the Harris-Laplace detector and SIFT descriptor
(method denoted as HL-SIFT), and the traditional sparse representation based clas-
siﬁcation method without multi-scale dictionary construction (SRC) [212].
Furthermore, to show the importance of collaboration between multi-scale rep-
resentations of a texture, another method which adopted the set-to-set similarity
measurement to compare two objects with multi-scale descriptors was selected for
comparison. Since the ”min-dist” has been demonstrated as a fairly good measure
of the set-to-set similarity [77], it was utilized to calculate the distance between two
textural images with multi-scale representations, and then the nearest neighbour clas-
siﬁer was applied to classify the test images. The method was denoted as STS-NN.
The ”min-dist” measure is deﬁned as:
mindist(I1, I2) = minσi,σjdist(I
σi
1 , I
σj
2 ) (3.9)
where {σi, i = 1, ..., Ns} and {σj, i = 1, ..., Ns} are the scale levels of the scale-space
subimages of the two images I1 and I2 respectively.
3.6.1 Experimental setup
Two benchmark databases of texture - KTH-TIPS2 and CUReT [45] were selected
to evaluate the scale invariance property of the proposed method.
3.6.1.1 KTH-TIPS2 database
The KTH-TIPS2 database comprises 11 texture classes, containing 4 diﬀerent samples
in each class. Each sample is imaged under nine scales, four diﬀerent illumination
conditions and three diﬀerent poses, leading to a total of 108 images for each texture
sample. Thus, it is a very challenging database for evaluating texture classiﬁcation
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methods, especially for the scale invariance property. Some sample images of KTH-
TIPS2 are shown in Figure 3.5.
Figure 3.5: Sample images of the KTH-TIPS2 database. S1, S2 and S3 indicate three
diﬀerent scales, while I1, I2 represent two diﬀerent illuminations.
Two experiments were designed for the KTH-TIPS2 database, TRIAL 1 and
TRIAL 2, by selecting diﬀerent datasets for evaluation.
In TRIAL 1, the whole database was utilized for experiments; while in TRIAL
2, one sample was randomly selected from each class to constitute a dataset to do
the experiment and repeated for 20 times. TRIAL 2 was designed to eliminate the
inﬂuence of samples in the same class on each other. The average classiﬁcation
accuracy in each batch of experiments is recorded as the ﬁnal results.
In each experiment, one out of the nine scales was alternatively selected for train-
ing, and the other eight were used for test.
3.6.1.2 CUReT database
The Columbia-Utrecht Reﬂectance and Texture (CUReT) database is a very chal-
lenging database for texture classiﬁcation. It contains 61 classes of textures, where
each class of texture is composed of 205 images captured with varying viewing and
illumination parameters.
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The CUReT database is mostly used for evaluating the robustness of texture
classiﬁcation methods to the viewpoint and illumination change. However, it could
also be applied to evaluate the scale invariance property of proposed methods [197].
There are four textures in CUReT - NO. 29, 30, 31, and 32 belonging to the same
materials as NO. 2, 11, 12, and 14, respectively, but captured at diﬀerent scales,
which can be seen in Figure 3.6.
Figure 3.6: Sample images of eight textures from the CURet database. The top row
shows the four textures of number 2, 11, 12, 14, while the bottom row indicates those
of number 29, 30, 31, 32.
The four textures of number 29, 30, 31, 32 are denoted as Scale-1 dataset, and the
other four of number 2, 11, 12, 14 as Scale-2 dataset. According to [198] 92 images
per class are selected for evaluation. Varma and Zisserman [197] utilized part of the
Scale-1 dataset for training and used the remaining of it and all the Scale-2 dataset
for test to evaluate the eﬀect of the scale change of textures. In this chapter, the
Scale-1 and Scale-2 datasets are alternatively selected for training, and the other one
is used for test. Even if the training size is changed by selecting diﬀerent number of
textural images for training, the images in the same dataset of the training images
are not used for test because of two reasons: on the one hand this has already been
demonstrated with high classiﬁcation accuracy [198, 197]; and on the other hand
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using only the images in the other scale for test is more eﬀective for evaluating the
scale invariance property.
3.6.1.3 Parameters setting
Selection of the scale space parameters is important for the construction of multi-
scale dictionary. Generally, it is supposed that the multi-scale space should cover an
suﬃcient range of scales. And on the other side, the accumulated down-sampling rate,
which is identical to the range of scales, can not be too small as explained in Section
4.1. Since the size of the textural images in KTH-TIPS2 and CUReT is originally
200×200 and becomes 400×400 after up-sampling, it is believed that an accumulated
down-sampling rate greater than 1/10 will be suitable, which leads to the multi-scale
sub-images with a size larger than 40× 40.
Denoting the accumulated down-sampling rate as acc DS rate, it could be got
that DS rate = Ns
√
acc DS rate. By empirically setting σ = 1/DS rate =
1/ Ns
√
acc DS rate, the three scale space parameters could all be written as a function
of acc DS rate and Ns, that is, {σ,Ns, DS rate} = {1/ Ns
√
acc DS rate,Ns,
Ns
√
acc DS rate}. By changing acc DS rate and Ns the results are got in Table 3.1
by applying the proposed method to classify the textural images in KTH-TIPS2.
From Table 3.1 it could be seen that in the same range of scales (ﬁxing acc DS rate),
when the number of scales (Ns) increases, the classiﬁcation accuracy increases, which
is quite normal. However changing acc DS rate while keeping Ns constant does not
have much impact on the ﬁnal results. This might be because that the three settings
for acc DS rate are all small enough to cover an enough range of scales.
Since the best results could be achieved in both TRIAL 1 and TRIAL 2 when
acc DS rate and Ns are set as 0.1 and 10, respectively, the same setting is adopted
in the following experiments.
For other parameters setting, the neighbour size of the VZ Joint method is deﬁned
as 7×7, which has demonstrated good performance in [197]. For VZ MR8, VZ Joint,
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Table 3.1: Comparison of the classiﬁcation accuracies (%) by adopting diﬀerent pa-
rameters of acc DS rate and Ns on TRIAL 1 and TRAIL 2.
TRIAL 1 TRIAL 2
acc DS rate
=0.1
0.15 0.2
acc DS rate
=0.1
0.15 0.2
Ns = 4 67.44 68.59 69.48 70.21 71.62 70.81
6 72.13 72.62 72.55 75.34 73.49 75.05
8 75.11 74.50 74.53 77.09 76.48 76.22
10 76.16 75.75 75.15 79.54 77.90 76.12
and HL-SIFT, K = 20 textons were learned from each of the 11 texture classes.
Through experiments it was found that the Nearest Neighbour (NN) classiﬁer
performed better than SVM for texture classiﬁcation where the textural feature was
extracted by VZ MR8, VZ Joint, and HL-SIFT. Thus NN was selected as the classiﬁer
for them.
3.6.2 Comparative evaluation
3.6.2.1 KTH-TIPS2
The results from TRIAL 1 and TRIAL 2 are recorded in Table 3.2 and Table 3.3,
respectively. By comparing them (Figure 3.7) it could be found out that:
1. In both TRIAL 1 and TRIAL 2 the proposed method and HL-SIFT achieve
much higher classiﬁcation accuracies (around 10 precent) than VZ MR8 and
VZ Joint, which demonstrates the advantage of scale invariant classiﬁcation on
these two datasets;
2. Though the proposed method shows comparative or even a bit lower classi-
ﬁcation accuracies than HL-SIFT when using several scales for training, the
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performance of it is better on average;
3. The classiﬁcation accuracy of SRC is much lower than that of SI-SRC, which
demonstrates that the scale invariance property could be brought into the sparse
representation based classiﬁcation by multi-scale dictionary construction;
4. The proposed method gets much higher classiﬁcation accuracies than the set-to-
set matching approach (STS-NN) based on the same multi-scale representations
construction. It thus demonstrates the advantage of utilizing sparse represen-
tation to collaborate the multi-scale representations;
5. For all methods, higher classiﬁcation accuracy has been achieved by using the
median-scale images for training. This might be explained by the fact that the
median-scale texture contains suﬃcient information to express the texture with-
out too many details, thus could lead to a better generalization. This ﬁnding
also reveals one practical clue for the eﬀective selection of training dataset with
diﬀerent scales.
3.6.2.2 CUReT
By selecting one dataset (Scale-1 or Scale-2) for training and the other for test, and
also changing the training size, the results are shown in Table 3.4.
The results on database CUReT are similar to those on KTH-TIPS2. It is shown in
Figure 3.8 that the proposed method achieves slightly higher classiﬁcation accuracies
than HL-SIFT, and both of them get much better results than VZ MR8 and VZ Joint.
3.6.3 Discussion
By generating the multi-scale dictionary and utilizing sparse representation to col-
laborate the multi-scale texture representations, the proposed method is well tuned
for the scale invariant texture classiﬁcation, which could be seen from the comparison
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Table 3.2: The classiﬁcation accuracies (%) for TRIAL 1 in the KTH-TIPS2 database
by alternatively selecting one scale for training, and the other eight for test.
Training set VZ MR8 VZ Joint HL-SIFT STS-NN SRC SI-SRC
Scale 1 43.70 57.78 62.47 50.52 50.97 67.71
Scale 2 53.00 63.96 71.96 56.65 63.45 73.96
Scale 3 55.11 70.26 78.92 57.10 65.27 78.62
Scale 4 59.65 74.19 83.21 61.72 69.34 81.34
Scale 5 60.77 72.23 83.99 62.00 68.89 82.88
Scale 6 60.81 69.05 80.37 60.75 66.79 82.03
Scale 7 57.17 64.63 73.39 59.54 61.55 80.66
Scale 8 53.33 60.39 64.60 53.60 58.29 73.27
Scale 9 44.79 52.03 57.41 46.47 52.13 64.96
Average 54.26 64.95 72.92 56.48 61.85 76.16
with SRC and STS-NN. Experimental results also show that the proposed method
could achieve superior performance to some popular statistical texture classiﬁcation
methods - VZ MR8, VZ Joint. The improvement in the performance for scale invari-
ant texture classiﬁcation is mainly because that the extracted features from conven-
tional methods including VZ MR8 and VZ Joint are all based on local patterns which
might vary greatly across diﬀerent scales of images and no collaboration of multi-scale
features is utilized which makes the classiﬁcation less robust.
3.7 Summary
Scale invariant texture classiﬁcation remains a scientiﬁc challenge in the computer
vision ﬁeld, which is mainly ascribed to the diﬃculties in obtaining a large number of
textural images at various scales for training and in extracting scale invariant features
from textural images. In this chapter a scale invariant texture classiﬁcation framework
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Table 3.3: The classiﬁcation accuracies (%) for TRIAL 2 in the KTH-TIPS2 database
by alternatively selecting one scale for training, and the other eight for test.
Training set VZ MR8 VZ Joint HL-SIFT STS-NN SRC SI-SRC
Scale 1 40.34 59.21 65.65 53.73 48.30 70.26
Scale 2 50.61 63.21 76.54 59.07 59.38 76.47
Scale 3 54.75 70.58 83.21 63.34 63.89 82.00
Scale 4 58.47 73.41 86.34 67.48 68.21 86.35
Scale 5 60.32 73.75 87.48 66.81 69.29 87.65
Scale 6 59.46 69.82 84.85 64.06 67.74 86.62
Scale 7 55.64 65.35 78.52 60.75 63.81 83.21
Scale 8 49.36 58.81 70.99 54.68 57.90 75.64
Scale 9 40.08 49.17 62.04 48.31 50.69 67.62
Average 52.11 64.81 77.29 59.81 61.02 79.54
Table 3.4: The classiﬁcation accuracies (%) by selecting Scale-1 and Scale-2 respec-
tively for training and using the other one for test. Four diﬀerent training sizes have
been chosen (92, 46, 23 and 12 images from each category).
Scale-1 dataset for training
(number of images selected)
Scale-2 dataset for training
(number of images selected)
92 46 23 12 92 46 23 12
VZ MR8 56.25 56.45 57.66 56.94 82.60 77.86 73.17 70.73
VZ Joint 84.51 82.73 80.54 76.00 73.09 73.02 71.65 70.31
HL-SIFT 98.05 97.37 96.48 94.55 94.56 93.08 92.05 91.87
STS-NN 87.23 86.77 84.63 82.47 87.77 86.20 84.52 81.58
SI-SRC 99.18 98.19 97.51 95.63 96.73 96.04 94.93 93.16
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Figure 3.7: Comparison of the classiﬁcation accuracies (%) for the KTH-TIPS2
database.
without the need to extract scale invariant features is proposed through extending a
conventional sparse representation technique. Speciﬁcally, by exploring scaling prop-
erties of a texture, it is found that a low dimensional linear subspace exists among the
multi-scale representations of a texture and that the collaboration between the multi-
scale representations is beneﬁcial to the scale invariant texture classiﬁcation. Based
on those analyses, a multi-scale dictionary is ﬁrstly constructed from the Gaussian
pyramid generated scale space of training images, and then a modiﬁed sparse rep-
resentation based classiﬁcation method is implemented to classify test images with
diﬀerent scales. The proposed method is empirically evaluated on two benchmark
multi-scale texture databases - KTH-TIPS2 and CUReT, and compared with some
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Figure 3.8: Comparison of classiﬁcation accuracies (%) for the CUReT database.
state-of-the-art methods for texture classiﬁcation, especially the scale invariant ones.
Experimental results show that the proposed method could handle large scale changes
and achieve satisfactory results in the scale invariant texture classiﬁcation.
The framework eliminates the diﬃculties in the extraction of scale invariant fea-
tures and does not require a large set of labelled training images with diﬀerent scales.
More interestingly, it demonstrates that by constructing a multi-scale dictionary from
the Gaussian pyramid generated scale space of just a small set of training images at
one scale, the sparse representation based classiﬁcation method could be scale in-
variant. Collaborative power between the multi-scale features of diﬀerent training
samples utilized in this work contributes to more robust scale invariant texture clas-
siﬁcation. It is believed the framework could be applicable in other computer vision
tasks such as object matching or classiﬁcation which involves scale change.
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Chapter 4
Sparse representation with
multi-manifold analysis for texture
classiﬁcation from few training
images
4.1 Introduction
Texture classiﬁcation could be regarded as a statistical learning problem, where one
template is learnt from each training image (through feature extraction) and a clas-
siﬁer is learnt from all the templates of the training images. Ideally, if the feature
extraction method is robust enough (not only invariant to diﬀerent imaging condi-
tions but also discriminative), the templates learnt from images of the same class
will be close to each other and those learnt from images of diﬀerent classes will be
far away from each other, reaching small intra-class variation and large inter-class
variation. Thus, a simple classiﬁer with a few training images could easily distinguish
test images from diﬀerent classes. However, it is not always feasible to design a very
discriminative feature extraction method, and also since the classiﬁer is local in the
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input space (both SVM and kNN are local estimators), it requires a large number
of training images to achieve a high generalization capability [9]. As shown in Sec-
tion 4.3, the performance of the state-of-the-art texture classiﬁers will signiﬁcantly
decline when the number of training images per class decreases. Since collecting la-
belled image data is costly, it is common in practice that only a small number of
images are available for training. Thus, it is critical to develop robust classiﬁcation
methods that only need a small amount of training images to achieve high gener-
alization capability in the classiﬁcation of test images (in fact not only for texture
classiﬁcation, most computer vision tasks have such a desire).
A few attempts have been made to solve the problem of classifying textures from
a small number of training images. For instance, Drbohlav and Chantler [51] brought
out a method to classify textural images captured under diﬀerent illuminations from
a single training image per class. They ﬁltered an image with a directional derivative
operator to model the textural appearance under a speciﬁc illumination direction, and
then utilized a ﬁlter bank to compute the image features. To compare two images
under unknown illumination directions, a set of feature vectors were calculated for
a complete set of illumination directions for each image. The distance between the
closest pair of feature vectors of the two images is adopted as the distance between
them. Targhi et al. [185] developed an approach to classify textures under unknown
lighting conditions from a small number of training images by generating additional
training data using photometric stereo. However, these works only considered single
variation of textures, i.e., illumination change, which were not applicable to the real
world texture classiﬁcation where textures are usually subject to multiple imaging
condition variations, as illustrated in Figure 2.3.
In this chapter, the aim is to develop a novel framework that only needs a few
training images to classify textures with various image variations such as translation,
rotation, scale, illumination and view-point change. The following three major aspects
are considered in the proposed texture classiﬁcation framework:
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1. Since most textures are uniform and repetitive on pattern distribution, a tex-
tural image could be divided into many subimages, where each subimage repre-
sents one aspect of the texture and is regarded as a new sample. Subsequently,
by using these subimages for training, more variations of the texture are incor-
porated which is beneﬁcial for achieving higher generalization capability of the
model.
2. It is presumed that a more compact model requires less training samples to
learn a generalized representation of signals. Because textures are sparse and
the sparse representation suggests a more compact model than the local estima-
tors [9], the sparse representation is favourable to model the textural images.
3. Considering that supervised learning from a small number of training images
is prone to overﬁtting, which results in low generalization capability in the
classiﬁcation of new images, it is important to consider both the discrimination
and generalization of a model in the learning process. Regarding each texture
as lying in a low dimensional manifold, it is expected that through a multi-
manifold analysis, on the one hand the distance between diﬀerent texture classes
could be enlarged, thus increasing the discriminative power of the model; on
the other hand the intra-class variation can be decreased, therefore mitigating
the overﬁtting eﬀect.
Based on the above considerations, a sparse representation based multi-manifold
analysis (SR-MMA) framework is to be developed for texture classiﬁcation from few
training images. After extracting a set of image patches from each training image as
the new training samples, the sparse representation will be utilized to model these
new samples by assuming that each sample of a texture is generated from a sparse
representation of a set of basis. Subsequently, a supervised multi-manifold analysis
algorithm is to be proposed to learn a projection matrix for each texture class that
considers both the discrimination and generalization of the model. The test images
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will be classiﬁed using a modiﬁed sparse representation based classiﬁcation method
by plurality voting.
The rest of the chapter is organized as follows. Section 4.2 presents details of
the proposed method of texture classiﬁcation from few training images via SR-MMA.
Experiments are shown in Section 4.3. Section 4.4 summarizes the chapter.
4.2 Texture classiﬁcation from few training images
via SR-MMA
In this section the problem of texture classiﬁcation from few training images is ad-
dressed. The small number of training images available are denoted as {Tl, l = 1, ...N}
where N is the total number of training images for C classes.
4.2.1 Generating new training samples from textural images
As widely acknowledged, texture could be regarded as a periodical repeat of patterns
in space. In most textural images, the patterns are uniformly distributed. Thus an
arbitrary region (larger than a certain size which is determined by the number and
size of patterns) in such a textural image have similar appearance to the whole image,
and could be used to describe the whole image. One example is shown in Figure 4.1.
By equally dividing a textural image into 4 or 16 subimages, those subimages still
look similar to the original image. On the other hand, because of the existence
of randomness on pattern distribution and noise in images, diﬀerent regions of an
image might have small variations. Therefore, by dividing a textural image into
several regions (either overlapped or non-overlapped), each region as a subimage, these
subimages not only characterize the original image, but also incorporate variations
which are beneﬁcial to learning a robust model with high generalization capability.
For textures whose patterns are not uniformly distributed, accurate classiﬁcation
becomes harder since the training and test images might be captured from diﬀerent
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Figure 4.1: A textural image randomly selected from database CUReT [45] (left).
Divide it into 4 or 16 sub-images by the equally separated lines along the height and
width directions (middle and right, respectively). They all look similar to each other
and to the original image.
parts of a texture. In this situation, dividing the image into subimages for training
is sometimes more important because they could cover diﬀerent aspects of a texture.
For example, as shown in Figure 4.2, two images from the KTHTIPS2 database [78]
are captured from the same texture but cover diﬀerent areas. From a ﬁrst glance, it
is easy to ﬁnd out that the image on the right is generated from the labelled region
of the one on the left. Since the texture is not uniformly distributed, using the whole
image of the left one for training might not classify the image on the right correctly.
However, if the left image is divided into several subimages which include the labelled
region for training, a better result could be achieved.
In this chapter, the spatial pyramid technique is applied to divide a textural image
into several non-overlapped subimages. To create a spatial pyramid image represen-
tation, the traditional method [113] divides an image into increasingly coarser grids
(subimages) when the pyramid level increases, e.g., each subimage in pyramid level
l (in level 0 is the original image) is divided into four equal-sized subimages in level
l+1. Thus, the subimages generated by this method are highly correlated with each
other, e.g., each subimage could be expressed as a linear combination of four other
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Figure 4.2: Two textural images from database KTHTIPS2. The two images are
captured from the same texture but cover diﬀerent areas (actually the image on the
right is very likely to be generated from the labelled region of the left one).
subimages (simply by plus or minus). In order to decrease the correlation between
subimages at diﬀerent levels, which otherwise will make the generated subimages re-
dundant, a diﬀerent spatial pyramid called prime pyramid is designed in which the
number of division along each dimension of an image changes as a sequence of prime
numbers, i.e., {2, 3, 5, 7, 11, 13, ...}, with the spatial level. For example, under the
prime pyramid an image will be divided into 2× 2 subimages in level 1, 3× 3 in level
2, 5× 5 in level 3, and so on. In addition, because of the existence of scale change in
textural images, the scale pyramid is also adopted to expand the textural images in
scale direction, as shown in Figure 4.3. The subimages generated from both the scale
and spatial pyramid are utilized as the new training samples.
The new training samples generated from the original training images are de-
noted as {T jl , l = 1, ..., N, j = 1, ..., Ns}, where Ns is the number of training samples
generated from each image.
In fact, generating new training set has also been adopted in previous literature.
Chen et al. [29] utilized the genetic algorithm (GA) to generate new training sam-
ples from the original training set, and employed an evolutionary classiﬁer called
Sparse Network of Winnows (SNoW) to evaluate the generated new samples. Then
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a manifold-based method was applied to re-sample the resulted generations. By re-
peating the process for several generations, an optimized training set with much more
samples than the original training set was obtained and used for face detection. How-
ever, this method is not suitable for our work in which the number of training samples
of each class is too small, e.g., 1 or 3, as in their method the original training set
should cover a fair amount of the core set of each class distribution to obtain a good
optimized training set.
Figure 4.3: Expand a textural image in both the scale and spatial pyramid direction
using Gaussian pyramid and prime pyramid respectively. The scale level is set as 2
while the spatial level is set as 3.
4.2.2 Sparse representation based texture classiﬁcation
In a general term, sparse representation (SR) aims to represent a sparse signal as a
linear combination of a small number of atoms from a dictionary, by solving a 0-norm
regularized linear regression problem —
minx‖x‖0, s.t.Ax = y (4.1)
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where A = [a1, a2, ..., aN ] ∈ Rm×N is the dictionary, y ∈ Rm×1 is the signal, x ∈ RN×1
is the coeﬃcient vector (sparse code). It is proved that if the input y is sparse
enough the 1-norm regularization (Equation 4.2) could get the same solution as the
0-norm [19], which is also unique since the 1-norm is convex.
minx‖Ax− y‖22 + α‖x‖1 (4.2)
where α is a regularization parameter.
Most natural images are demonstrated to be very sparse through the DCT trans-
form (JPEG) and wavelet transform (JPEG 2000), especially for faces and tex-
tures [124, 20]. Thus it is rationale to use the sparse representation to model the
textural images. Since sparse representation also allows for a distributed representa-
tion of signals, it could suggest a more compact model than the local estimators [9].
Furthermore, it is worth noting that a sparse representation of a signal on a super-
visedly learnt dictionary is naturally discriminative [212]. Therefore, sparse represen-
tation could provide many beneﬁcial properties to image classiﬁcation. It has been
applied in many image classiﬁcation tasks, including face recognition [212], object
categorization [218], and texture classiﬁcation [214, 59].
In a sparse representation based classiﬁcation (SRC) scheme for face recognition
reported in [212], Wright et al. concatenated all the training images together as the
dictionary A, and then represented each test image as a sparse linear combination of
the atoms in A by solving a 1-minimization equation (Equation 4.2). The residuals of
the sparse code (the optimized coeﬃcient vector xˆ) on each image class are computed
by
ri(y) = ‖y − Aδi(xˆ)‖22, for i = 1, . . . , C (4.3)
where δi(xˆ) is a function that keeps the elements in xˆ associated with the ith class
unchanged, and makes others as zero. The test image y is classiﬁed to the class with
the least residue. It was demonstrated that SRC was very robust to noise, occlusion
and corruption of test faces in face recognition.
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Yang et al. [218] introduced a method to incorporate SR into the bag-of-words
based image classiﬁcation. They learnt a dictionary for the sparse representation from
the local words of all the training images, and calculated a sparse code for each word
in an image by SR. Each image was represented as a feature vector by max-pooling
the sparse codes of all the local words in it. A linear supported vector machine
(SVM) was ﬁnally adopted for classiﬁcation. Following Yang’s work, Xie et al. [214]
applied sparse representation for texture classiﬁcation by utilizing the image patches
as the local words and generating image features from the SR coeﬃcients of the image
patches. A nearest neighbour classiﬁer was adopted for classiﬁcation. The method
was demonstrated to achieve better results than the k-means bag-of-words framework
on the CUReT database.
Since Yang’s and Xie’s works are based on the template matching for classiﬁca-
tion, they still suﬀer from the shortage of the local estimators that a fair amount of
training images are needed to reach a good generalization. In contrast, since the SRC
proposed by Wright et al. classiﬁes images through the reconstruction error of a joint
representation, it usually needs less number of training images to generalize.
In this work, the SRC is extended for robust texture classiﬁcation from few train-
ing images. By regarding each texture as lying in a separate low dimensional sub-
space, a textural image could only be represented as a sparse linear combination of
the atoms in the dictionary of the class it belongs to. If the image is represented
on dictionaries of other classes, the reconstruction errors would be large. Thus, a
textural image could be classiﬁed by comparing all the class-speciﬁc sparse repre-
sentation reconstruction errors. Speciﬁcally, a dictionary of sparse representation
{Ai, i = 1, ..., C} for each class is ﬁrstly learnt from the pyramid generated train-
ing samples {T jl , l = 1, ...N, j = 1, ..., Ns} using an online sparse representation
method [133], and then a sparse representation of any test sample y on the dictionary
of each class is calculated by solving a 1-norm optimization problem (Equation 4.4),
which is denoted as {xˆi, i = 1, ..., C}. The sample y could be classiﬁed by comparing
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the reconstructions errors on each class according to Equation 4.5.
minxi‖Aixi − y‖22 + α‖xi‖1 (4.4)
label(y) = argmini{‖y − Aixˆi‖22, i = 1, ..., C} (4.5)
The proposed class-SRC method could be regarded as a simple supervised dictio-
nary learning (SDL) approach for sparse representation. By utilizing the label infor-
mation of training images in dictionary learning, SDL can learn a more discriminative
dictionary for classiﬁcation in many diﬀerent ways [219, 68, 60, 132, 131, 134, 220].
The most simple SDL method is to learn a dictionary for each class, and then either
concatenate the dictionaries as one [219] or use them separately [68] which is adopted
in this work, to calculate the sparse codes. More sophisticated SDL approaches
explored the discriminative power of using image labels by either maximizing the
joint probability of training images and their labels [60], or incorporating a classiﬁer
(linear, bilinear, or softmax) into the model and learn the dictionary and classiﬁer
together [132, 131, 134], or simultaneously minimizing the intra-class covariation and
maximizing their inter-class covariation of the sparse codes based on the Fisher dis-
crimination criterion [220]. Though more discriminative power can be acquired using
the sophisticated approaches, most of them are either hard and time consuming to
tune or prone to get stuck in local minima. A detailed introduction and comparison
of the SDL approaches can be seen in [60]. In this work, instead of using the so-
phisticated SDL approach, a multi-manifold analysis on top of the simple class-SRC
method is applied to acquire more discriminative power, which is presented in the
next section.
It is worthwhile to point out that the class-SRC method is very suitable to model
the pyramid generated new training samples since the scale and spatial pyramid
generated subimages of a textural image could cover diﬀerent aspects of a texture,
and through their sparse linear combination the subimages can generate diﬀerent
texture realizations to simulate those captured under various imaging conditions in
order to facilitate a robust texture classiﬁer.
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4.2.3 Sparse representation based multi-manifold analysis
Since the training samples are generated from just a few images, merely using the
class-SRC to model them could be in lack of discriminative power and is potentially
subject to overﬁtting. To deal with these problems, a novel multi-manifold analysis
method is proposed to learn a projection matrix for each texture class by considering
both the discrimination and generalization of the model.
Denoting the class-speciﬁc projection matrices as {Di, i = 1, ..., C}, they are learnt
by optimizing the following function:
min{D1,D2,...,DC}J(D1, D2, ..., DC)
= J1(D1, D2, ..., DC) + λJ2(D1, D2, ..., DC)
(4.6)
where J1(D1, D2, ..., DC) is the discriminative term, J2(D1, D2, ..., DC) is the gener-
alized term which is a manifold regularization in this work, and λ is a slack variable
that compromises the two terms.
4.2.3.1 Explore the discriminative power
Based on the projection matrix, a new formula is deﬁned to calculate the reconstruc-
tion error of image y on class i as:
E˜(y) = ‖Diy −DiAixˆi‖22
= (y − Aixˆi)TDiTDi(y − Aixˆi)
(4.7)
which could be seen as the original sparse representation reconstruction error ‖y −
Aixˆi‖22 calculated under a Mahalanobis metric M = DiTDi.
Following [224], an intra-class error and inter-class error are introduced for each
sample image respectively. The intra-class error of image y is represented as E˜c(y) =
‖Dcy −DcAcxˆc‖22 where c is the ground-truth class y belongs to, and the inter-class
error of y is the least reconstruction error of those on classes other than c, which is
deﬁned as E˜d(y) = ‖Ddy −DdAdxˆd‖22, where d = argmini{‖Diy − DiAixˆi‖22, i =
1, ..., C and i = c}. To correctly classify an image, its intra-class error should be
73
smaller than its inter-class error, and the smaller the ratio between the two, the more
conﬁdence will be gained in classiﬁcation. Thus, the projection matrices can be learnt
in a discriminative way by minimizing the ratio of the intra-class error to inter-class
error of all the training samples as the work in Zhang et al. [224]. The discriminative
term is deﬁned in Equation 4.6 as follows:
J1 =
1
N ∗Ns
N∑
l=1
Ns∑
j=1
Sβ1(R(T
j
l )− 1) (4.8)
where R(T jl ) = E˜
c(T jl )/E˜
d(T jl ) is the intra-class error to inter-class error ratio of
T jl , and Sβ(x) = 1/1 + exp(−β ∗ x) is a sigmoid function that has an “S” shape and
could be seen as a smoothed version of the step function centred at x = 0. Through
minimizing J1, R(T
j
l ) will become smaller and smaller, which thus gain the method
more conﬁdence for classiﬁcation, and will make the model more discriminative.
4.2.3.2 Manifold regularization
In order to make the learnt projection matrices also general, a smooth prior is incor-
porated in the model. The smooth prior is a manifold assumption (also known as a
graph regularization in [17, 62]) that if two data yi and yj are close in the original
space, they should also be close in the projected space by a projection matrix D,
in which these two data will become Dyi and Dyj. The manifold regularization is
presented in the following form:
J2 =
1
N ∗Ns
N∑
l=1
Ns∑
j=1
K∑
k=1
wjkl ∗ Sβ2(M(T jl , T jkl )) (4.9)
where M(T jl , T
jk
l ) = ‖Dc ∗ T jl − Dc ∗ T jkl ‖22, {T jkl , k = 1, ..., K} are the K-nearest
neighbours of T ji inside the same class, and {wjkl , k = 1, ..., K} are the weights between
them which reﬂect the degree of closeness. The weight between T jkl and T
j
l is deﬁned
as:
wjkl = exp(−‖T jl − T jkl ‖22/σ2) (4.10)
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where σ is an empirically determined parameter. Interestingly a similar multi-manifold
analysis has also been utilized for the face recognition from a single training im-
age [127] where each training image was partitioned into several non-overlapping
patches and the multiple manifolds were learnt from these patches. They achieved
quite promising results in several face recognition tasks which is also inspiring to us.
4.2.3.3 Projection matrices learning
To minimize Equation 4.6, a gradient descent method (GD) is used to optimize the
class-speciﬁc projection matrices. Since the discriminative term J1 and generalized
term J2 are clearly deﬁned, the gradient of J(D1, D2, ..., DC) to each projection matrix
Di could be easily calculated using the chain rule as:
gDi =
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δJ1
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δJ2
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(4.11)
where
δSβ1(R(T
j
l )− 1)
δR(T jl )
=
β1exp(β1(1−R(T jl )))
(1 + exp(β1(1−R(T jl ))))2
(4.12)
δE˜c(T jl )
δDi
= 2Di(T
j
l − Acxˆljc )(T jl − Acxˆljc )T s.t. c = i (4.13)
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δE˜d(T jl )
δDi
= 2Di(T
j
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l − T jkl )(T jl − T jkl )T s.t. c(Tl) = i (4.16)
Then the projection matrix for each class is updated in an iterative way by Di =
Di − γgDi until convergence or maximum iteration number is met, where γ is the
learning rate.
Projection matrices initialization: Instead of using random projection to
initialize the projection matrices, the projection matrices are initialized by directly
optimizing the manifold regularization term, in order to prevent bad local minimum
which might be caused by random initialization in the projection matrices learning.
To make the calculation easier, the manifold regularization is written in a slightly
diﬀerent form of J2 as follows:
minDi(i=1,...,C)f
i =
∑
c(T jl )=i
K∑
k=1
wjkl ‖Di ∗ T jl −Di ∗ T jkl ‖22
= tr(Di[
∑
c(T jl )=i
K∑
k=1
wjkl (T
j
l − T jkl )(T jl − T jkl )T]DTi )
= tr(DiHD
T
i )
(4.17)
Supposing Di ∈ RNd×Nf , the optimized solution could be achieved by concatenating
the eigenvectors corresponding to the least Nd eigenvalues of H, which then becomes
the projection matrix initialization of class i.
The whole sparse representation based multi-manifold analysis method for pro-
jection matrices learning is presented in Algorithm 2.
4.2.4 Classiﬁcation
Given a test image y, it is ﬁrst divided into several subimages following the same
way as to the training images, which are denoted as {yj, j = 1, ..., Ns}, where Ns is
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Algorithm 2 Sparse representation based multi-manifold analysis
Input: training images {Tl, l = 1, ..., N}, class-speciﬁc dictionaries of sparse repre-
sentation {Ai, i = 1, ...C}, slack variable α for the L1-norm sparse representa-
tion, slack variable λ for optimization function J , parameters for the two sigmoid
functions - β1 and β2, nearest neighbour number K, learning rate γ, maximum
iteration number T .
1: Preprocessing:
For each training sample T jl , calculate its sparse code on each class-speciﬁc dic-
tionary Ai (i = 1, ..., C, and i = c(T jl )) through sparse representation, and denote
the sparse code as xˆlji respectively.
2: Initialization: iteration number t = 0, initialize Di by optimizing Equation 4.17,
∀i = 1, ..., C.
3: repeat
4: for i = 1, ...C do
5: Projection matrix gradient: compute gDi via Equation 4.11;
6: Projection matrix update: Di = Di − γgDi ;
7: Projection matrix ortho-normalization: Di = orthonorm(Di).
8: end for
9: t = t+ 1.
10: until t ≥ T
Output: the dimension reduction matrices: {Di, i = 1, ..., C}.
the number of subimages generated. For each subimage yj, its sparse code on the
dictionary of each class is calculated by solving Equation 4.2 as xˆij, and label it using
the projection matrix based class-SRC method as follows:
Label(yj) = argmini{‖Diyj −DiAixˆij‖22, i = 1, ..., C} (4.18)
The image y is classiﬁed to the class which has been selected as a label to its
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subimages for the most times via a plurality voting strategy:
Label(y) = argmaxi{
Ns∑
j=1
(Label(yj) == i), i = 1, ..., C} (4.19)
The proposed method for texture classiﬁcation from few training images is con-
cluded in Algorithm 3.
Algorithm 3 Texture classiﬁcation from few training images
Input: training images {Tl, l = 1, ..., N}, a test image y.
1: New training samples generation:
Divide each training image into a set of subimages using the scale and spatial
pyramid technique described in Section 4.2.1 as the new training samples, denoted
as {T jl , l = 1, ..., N, j = 1, ...Ns};
2: Dictionary learning of sparse representation:
Utilize the online dictionary learning approach to learn a dictionary from the
training samples of each class respectively, which construct a set of class-speciﬁc
dictionaries {Ai, i = 1, ..., C};
3: Projection matrix learning:
Apply Algorithm 2 to learn a set of class-speciﬁc projection matrices from the
training samples, denoted as {Di, i = 1, ..., C};
4: Classiﬁcation:
Divide y into several subimages {yi, i = 1, ..., Ns} following the same way as to
the training images, and label each subimage using the projection matrix based
class-SRC method via Equation 4.18. The test image y is ﬁnally classiﬁed by a
plurality voting approach according to Equation 4.19.
Output: the ﬁnal classiﬁcation result: Label(y).
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4.3 Experiments
To demonstrate the eﬀectiveness of the proposed method, a series of experiments are
conducted by comparing it with some state-of-the-art algorithms for texture classiﬁ-
cation on several benchmark databases.
4.3.1 Datasets
Three widely used benchmark databases are selected to evaluate the eﬀectiveness of
the proposed method, i.e., CUReT [45], UIUC [112], and KTHTIPS2 [78].
The CUReT database contains 61 classes of textures, where each class is composed
of 205 images captured with varying viewing and illumination parameters. In order
to directly compare with the works of [198] and [197], the same subset of images with
them are used, where 92 images is selected from each class. Figure 1.1 shows some
examples of the images in the CUReT database. Following [198], 20 classes and the
whole 61 classes are selected from the database respectively to construct two datasets,
i.e., CUReT20 and CUReTFull, for experiments.
The UIUC database contains 25 texture classes with 40 sample images in each
class, which are captured at diﬀerent scales and from diﬀerent viewpoints with a few
non-rigid deformations, as shown in Figure 4.4. The whole UIUC database is used as
one dataset for experiments.
The KTHTIPS2 database comprises 11 texture classes, containing 4 diﬀerent sam-
ples in each class. Each sample is imaged under nine scales, four diﬀerent illumination
conditions and three diﬀerent poses, leading to a total of 108 images for each texture
sample. Thus, it is very challenging for the texture classiﬁcation method evaluation.
Some sample images of KTHTIPS2 are shown in Figure 4.5.
In the experiments, a certain number of images are randomly selected from arbi-
trary samples of each class for training and the left are used for test, which is thus
very challenging.
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Figure 4.4: Four sample images from each of the 25 texture classes of the UIUC
dataset [112].
4.3.2 Experimental setup
For image representation, the Local Pattern Co-occurrence Matrix (LPCM) descrip-
tor [182] is utilized to describe each training or test sample. The LPCM descriptor
utilizes the Local Binary Pattern (LBP) operator [156] to extract a local pattern
from each pixel of an image, and then applies the Gray-level Co-occurrence Matrix
(GLCM) descriptor [75] to retrieve the co-occurrence matrix of the local patterns as
feature. The LPCM descriptor inherits the advantages of both LBP and GLCM. It
is invariant to the rotation and gray-scale change, and takes into account both the
occurrence and co-occurrence information of the micro-structures of images. Thus,
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Figure 4.5: Three sample images of the KTHTIPS2 database captured in four diﬀerent
scales.
LPCM is very useful to describe the textural images since most textures could be
regarded as a spatial arrangement of a set of micro-structures. Parameters of the
LPCM descriptor are selected according to the suggestion in [182], based on which
the LPCM descriptor is sized 55.
For the new training sample generation from the scale and spatial pyramid, in
order to keep the size of the generated samples big enough, the number of scale levels
and spatial levels are set as 2as 3 respectively. In addition, less number of spatial
levels is applied in higher scale levels, as shown in Figure 4.3.
In the sparse representation based multi-manifold learning, there are totally nine
parameters to be decided. According to the common settings of the number of nearest
neighbours for manifold regularization in [17, 62] K is also set as 5 in this chapter.
As observed the sparse representation based multi-manifold learning (Algorithm 2)
usually converges in 300 iterations, thus the maximum iteration number T is set as
300. For the remaining parameters, each of them is chosen from an empirical range of
values through cross validation on the training set, where all the training samples are
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equally divided into ﬁve subsets and one subset is alternatively used for training while
the rest four for validation. The slack variable α for sparse representation is chosen
from the range [0.05, 0.3] with step 0.05, and λ for compromising the discriminative
term and generalized term is selected from the list {0.1, 0.5, 1, 2, 5}. The learning rate
γ is adjusted among {0.01, 0.1, 0.2, 0.3, 0.5, 1}. The parameters for the two sigmoid
functions - β1 and β2 are selected from the list {1, 5, 10, 50, 100, 500}. In addition,
the dictionary sizes of the sparse representation (number of atoms in the dictionary)
for each class are deﬁned to be the same, and so are the projected dimensions of
the projection matrices of each class. The dictionary size and projected dimension of
each class are denoted as Nb and Nd, and chosen from the list {20, 30, 40} respectively.
One thing which needs to be clariﬁed is that normally the dictionary size of a sparse
representation is larger than the feature dimension, which leads to an overcomplete
dictionary. However, since in this chapter a dictionary is learnt for each class, a
dictionary with a slightly smaller size than the feature dimension is still overcomplete
for the samples inside the same class. Another thing worthy to notice is that though
there are so many parameters needed to be tuned, since most of these parameters
are independent (or weakly dependent) with each other it could be done that one
parameter is tuned at a time while keeping the other parameters ﬁxed. Based on
the one-parameter-once procedure all the parameters could be tuned in a short time.
In addition, except Nb and Nd all the parameters are only related to the algorithm
but are dataset independent, thus they do not need to be adjusted across diﬀerent
datasets. The ﬁnal settings of the parameters are shown in Table 4.1.
4.3.3 Comparative evaluation
Denoting the proposed method as SR-MMA, extensive experiments were conducted to
evaluate the eﬀectiveness of SR-MMA by comparing it with the other state-of-the-art
approaches.
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Table 4.1: Empirical setting of the parameters.
Database α λ β1 β2 K γ T Nb Nd
UIUC 0.15 1 5 100 5 0.5 300 40 30
CUReT 0.15 1 5 100 5 0.5 300 30 40
KTHTIPS2 0.15 1 5 100 5 0.5 300 30 40
4.3.3.1 SR-MMA vs. state-of-the-art methods
In this work, three of the most popular texton-based texture classiﬁcation methods,
i.e., VZ MR8 [198], VZ Joint [197] and RP [124], were chosen to be compared with
the proposed approach. These three methods could achieve state-of-the-art classiﬁca-
tion accuracies on the four benchmark datasets when given enough training images.
VZ MR8 is one of the most popular texton-based approaches using ﬁlter bank re-
sponses as local features. VZ MR8 utilizes the MR8 ﬁlter bank which consists of
36 directional ﬁlters (an edge ﬁlter and a bar ﬁlter, at 6 orientations and 3 scales
each), a Gaussian ﬁlter and a Laplacian of Gaussian ﬁlter to retrieve the feature. By
measuring the maximum response across orientations, VZ MR8 selected 8 out of the
38 responses on each pixel as the local features. VZ Joint is a texton-based method
that extracts an image patch from around each pixel and utilizes the raw pixel values
of the image patch as the local features. The RP approach retrieves a random feature
from each image patch through random projection as a local feature vector.
Before comparing these approaches with the proposed method SR-MMA some
experiments was done by changing the number of training images for these three
methods to classify the textural images in the four datasets, i.e., CUReT, CUReT20,
UIUC and KTHTIPS2, and got the results in Figure 4.6. As we can see from the
ﬁgure, when there are enough training images the classiﬁcation accuracies of the three
methods on all the four datasets are quite high, while if the training number decreases
to lower than 10 the performance considerably deteriorate.
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Figure 4.6: The classiﬁcation accuracies of VZ MR8, VZ Joint and RP by changing
the number of images for training.
By selecting a small number of images from each class for training the proposed
method was compared with the three selected approaches on all the four datasets,
with results shown in Table 4.2, 4.3, 4.4, 4.5. From a comparison in Figure 4.7 it can
be seen that the proposed method could achieve much higher classiﬁcation accuracies
than all the three approaches on UIUC, CUReT20 and KTHTIPS2 with arbitrary
training number, and surprisingly, the performance of the proposed method using
half the training number of the comparative methods is still superior or comparable
to theirs. For example, on CUReT20 the proposed method could get 89.27% of the
classiﬁcation accuracy with 6 training images which is comparable to those achieved
by the three approaches with 12 training images, and on KTHTIPS2 the classiﬁcation
84
accuracy of the proposed method reached 70.37% by using 6 training images which is
even better than the three approaches’ using 18 training images. The advantage of the
proposed method is especially manifest on the UIUC dataset, where the performance
of our method with 3 training images per class is even comparable to those of the three
approaches with 10 training images per class, and the 84.25% classiﬁcation accuracy
for 3 training images per class is also quite acceptable. The reason for the proposed
method to achieve such good results on UIUC might be that because the size of images
in UIUC is quite large, the new training samples generated by dividing the images
into subimages are still big enough to contain enough discriminative information.
However, on the CUReT dataset only comparative results with the three ap-
proaches were achieved. The “unsuccess” was attributed to two possible reasons:
ﬁrstly the number of texture classes in CUReT is 61 which is too large compared to
the small number of training images adopted; secondly, some of the textures in the
dataset are the same materials, e.g., texture 29, 30, 31, and 32 are the same materials
as texture 2, 11, 12, and 14, respectively, but captured at diﬀerent scales, which make
them hard for the proposed method to discriminate because of the incorporation of
the scale invariance property in the proposed method.
Table 4.2: Comparison of VZ MR8, VZ Joint, RP and our method on the UIUC
dataset.
Training number VZ MR8 VZ Joint RP SR-MMA
10 86.85±1.58 70.37±0.55 67.84±2.20 96.02±1.98
5 78.58±1.87 60.36±2.16 58.23±1.35 91.12±1.29
3 70.95±1.73 51.24±3.13 48.15±1.47 84.25±2.55
2 63.59±2.21 46.42±3.84 42.67±2.80 74.72±1.28
1 51.58±3.06 35.87±2.39 32.76±2.59 56.17±1.08
The computational time of the four methods were also compared. Since in practice
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Table 4.3: Comparison of VZ MR8, VZ Joint, RP and our method on the CUReT
dataset.
Training number VZ MR8 VZ Joint RP SR-MMA
12 85.58±0.73 86.01±0.43 86.13±0.67 84.18±0.47
6 76.97±1.07 76.35±1.46 77.48±1.03 77.80±0.97
3 65.77±1.35 65.31±1.73 65.44±1.80 68.00±1.71
2 59.08±1.67 58.23±1.82 57.48±1.11 60.82±1.22
1 47.01±1.96 44.56±2.92 46.28±1.48 46.88±1.41
Table 4.4: Comparison of VZ MR8, VZ Joint, RP and our method on the CUReT20
dataset.
Training number VZ MR8 VZ Joint RP SR-MMA
12 89.08±1.27 88.20±1.44 90.88±2.37 94.24±0.92
6 80.75±1.79 78.96±1.36 83.25±0.99 89.27±1.76
3 69.98±2.76 67.42±2.25 73.58±3.68 79.69±2.12
2 62.76±3.39 59.14±2.52 64.95±2.39 74.56±3.44
1 50.06±4.14 47.29±2.90 56.09±1.95 57.97±4.20
training is usually conducted oﬀ-line while classiﬁcation needs to be done online, time
spent on classiﬁcation is much more important parameter than that spent on training
to an eﬃcient texture classiﬁcation system in real-time applications. Thus, we just
compared the classiﬁcation time of the four methods. The total classiﬁcation time
includes the time spent on both feature extraction from the test data and classiﬁcation
based on the trained classiﬁer. For feature extraction, though the proposed SR-MMA
method needs to generate the spatial pyramid, its feature extraction takes much less
time than the other three since it has no need to do vector quantization. In a computer
with a 3.4GHz i7-2600 CPU and an 8GB RAM, for the CUReT dataset it took 0.88s,
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Table 4.5: Comparison of VZ MR8, VZ Joint, RP and our method on the KTHTIPS2
dataset.
Training number VZ MR8 VZ Joint RP SR-MMA
18 67.13±1.53 69.90±1.57 68.03±1.78 81.25±0.94
12 62.21±1.90 65.97±1.74 62.19±1.55 78.36±1.23
6 52.05±2.69 56.09±2.56 52.63±1.19 70.37±2.42
3 44.56±3.51 50.43±3.16 48.99±1.81 62.35±1.98
1 32.52±2.98 37.68±4.36 33.29±5.49 44.63±5.94
Figure 4.7: Comparison of our method with the three popular texture classiﬁcation
methods on the four datasets.
7.15s and 5.45s on average to extract the VZ MR8, VZ Joint and RP feature from
one image respectively. In contrast, the time needed to extract the spatial pyramid
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LPCM feature of SR-MMA was only 0.19s. As compared with the time spent on
feature extraction, the time spent on classiﬁcation is negligible. Thus, it can be seen
that the proposed method is also much more time-eﬃcient than the three state-of-
the-art methods.
4.3.3.2 Eﬀectiveness of sparse representation and multi-manifold analysis
To demonstrate the eﬀectiveness of the sparse representation based multi-manifold
analysis, the proposed method was compared with the class-SRC approach and an-
other method that utilizes the LPCM descriptors of the generated subimages as fea-
ture and directly classiﬁes the subimages of a test image by the Nearest Neighbour
classiﬁer, which was denoted as LPCM-NN. Similar to the proposed method, LPCM-
NN ﬁnally classiﬁes the test image based on the plurality voting strategy as shown
in Equation 4.19. In order not to make the chapter crowded only the results on the
UIUC dataset were shown here. From the results shown in Table 4.6 we could see that
class-SRC got better results than LPCM-NN with all the diﬀerent number of training
images, which demonstrates that SRC can provide a more compact model than the
Nearest Neighbour based texture classiﬁcation. Furthermore, the proposed method
achieved about 5% higher classiﬁcation accuracies than class-SRC, suggesting that
the multi-manifold analysis based projection matrices learning could considerably
improve the texture classiﬁcation performance.
4.3.3.3 Comparison of projection matrices initialization
Regarding the projection matrices initialization, the results of utilizing the commonly
used random projection and the proposed method for initialization of the projection
matrices were compared on the UIUC dataset. Experimental results show comparable
classiﬁcation accuracies for the two methods, as can be seen in Table 4.7. However,
using the random projection for initialization needs about 1000 rounds to converge
which is much more than that of the proposed method (300 rounds). Using the
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Table 4.6: Comparison of the proposed method with class-SRC and LPCM-NN on
the UIUC dataset.
Training number class-SRC LPCM-NN SR-MMA
10 90.97±0.55 90.51±0.46 96.02±1.98
5 85.04±1.98 83.69±0.91 91.12±1.29
3 77.97±1.68 76.10±3.57 84.25±2.55
2 69.27±3.13 67.15±1.37 74.72±1.28
1 53.18±2.94 52.78±0.98 56.17±1.08
proposed method for projection matrices initialization nearly takes no time (com-
plete in several seconds), while one round of iteration needs more than one second.
Thus, the proposed projection matrices initialization method saves a large amount of
computation.
Table 4.7: Comparison of the projection matrices initialization methods on the UIUC
dataset.
Training number
random projection
(@1000 rounds)
the proposed method
(@300 rounds)
10 94.41±1.12 96.02±1.98
5 91.13±0.76 91.12±1.29
3 83.19±1.39 84.25±2.55
2 76.20±2.49 74.72±1.28
1 58.32±2.45 56.17±1.08
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4.3.3.4 Eﬃciency of new training samples generation
A natural concern about the new training samples generation, which can also be called
training set expansion, is how aﬀective and eﬃcient it is on changing the distribution
of the training set. Since the distribution of a texture is usually unknown in real world,
it is impossible to directly compute the eﬃciency change after expanding the training
set. However, it can be demonstrated in experiments that the new training samples
generation is beneﬁcial for the proposed method to achieve a higher classiﬁcation
accuracy.
A method called ori-LPCM-NN is designed, by ﬁrst utilizing the LPCM descriptor
to extract features from the original training and test images directly without training
set expansion and then applying the Nearest Neighbour classiﬁer to classify the test
images. ori-LPCM-NN was compared with the LPCM-NN method introduced in Sec-
tion 4.3.3.2 and SR-MMA on the UIUC dataset, with the results shown in Table 4.8.
From the comparison it can be seen that by applying the training set expansion the
classiﬁcation accuracy has been greatly improved.
Table 4.8: Comparison of ori-LPCM-NN with LPCM-NN and SR-MMA on the UIUC
dataset.
Training number ori-LPCM-NN LPCM-NN SR-MMA
10 56.61±1.92 90.51±0.46 96.02±1.98
5 46.21±2.06 83.69±0.91 91.12±1.29
3 38.70±1.99 76.10±3.57 84.25±2.55
2 32.88±2.33 67.15±1.37 74.72±1.28
1 24.45±2.32 52.78±0.98 56.17±1.08
One side-eﬀect of the training set expansion is the redundancy it brings to the
new training set which could slow down the model learning and cause some degree
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of time waste. However, since the purpose of sparse representation is to represent a
signal on a redundant (over-complete) dictionary, the redundancy of training samples
does not aﬀect the performance of the proposed method much. In addition, part of
the redundancy could be eliminated through the dictionary learning process.
4.4 Summary
This chapter has addressed a real-world problem of texture classiﬁcation from a few
training images by developing a novel framework which comprises the following merits:
1. By utilizing the repetition property of textures, a scale and spatial pyramid is
adopted to divide a textural image into many subimages, where each subimage
represents one aspect of the texture. Using these subimages for training instead
of the original image is beneﬁcial for better generalization of the model since
more variations of the texture are incorporated.
2. The sparse representation is adopted to provide a more compact model to repre-
sent the textural images. Because textures are sparse, the sparse representation
brings many advantages to modelling the textural images.
3. A novel multi-manifold analysis method which consider both the discrimination
and generalization of a model is employed to learn a projection matrix for each
texture class. Through the multi-manifold analysis the model not only gains
the discriminative power on classiﬁcation, but also limits the overﬁtting eﬀect,
resulting in higher generalization capability.
Experimental results show that the proposed method could achieve much better
results than the three state-of-the-art texture classiﬁcation approaches - VZ MR8,
VZ Joint and RP with arbitrary small number of training images on three benchmark
datasets, and surprisingly by just using half the number of training images of the
three approaches the proposed method could still achieve comparable or even superior
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results. However, the advantage of the proposed method is not evident when applied
on large datasets such as CUReT. Nevertheless, it is anticipated that the success in
this little studied ﬁeld will potentially extend the proposed framework to many new
areas where it is only feasible to obtain a small number of training samples.
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Chapter 5
Deep learning from patch-based
Convolutional Neural Networks for
texture classiﬁcation
5.1 Introduction
Previous texture classiﬁcation methods normally utilized Nearest Neighbor (NN) or
Support Vector Machine (SVM) as the classiﬁer while focused on extracting discrimi-
native textural features which can eﬀectively characterize a textural image. However,
there are some problems with these methods: ﬁrstly, to hand-design a good feature
extraction method needs a lot of experience and is always time-consuming. In ad-
dition, the hand-designed feature extraction methods are usually non-ﬂexible, which
are unable to adapt to diﬀerent datasets; secondly, most of the textural features are
directly extracted from the pixel level of images, which are considered as low level
features, such as edges and corners, and thus are hard to be designed as invariant
to image transformations (variations) [162]; thirdly, since the classiﬁers are local in
the feature space (as both NN and SVM are based on template matching), and the
feature is extracted from low-level image representation (hard to be highly invariant
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to various image variations), a large number of training images are usually needed to
guarantee a high classiﬁcation accuracy.
To solve the above obstacles with existing texture classiﬁcation methods, it is
advantageous to develop a framework: 1) could automatically learn the discrimina-
tive features from images instead of hand-designing the feature extraction method; 2)
could extract deep features which are robust to image variations; 3) could provide a
compact model for texture classiﬁcation that only needs a few training images to be
generalized. Recently, Convolutional Neural Networks (CNNs) are widely recognized
as an emerging and promising framework to tackle the aforementioned obstacles in
many object recognition tasks [89, 116, 108]. CNNs are a variant of the traditional
Multi Layer Perceptron (MLP) neural networks which are particularly tailored for
image analysis as inspired from biology. Based on the ﬁnding that cells in the visual
cortex are sensitive to small sub-regions of the input space [86], the weights of a con-
volutional network are shared among all the diﬀerent local regions. Thus, CNNs are
intuitively better suited to capture the local pixel dependencies of natural images.
Furthermore, compared with the same-depth MLP, CNNs have much less parame-
ters and are therefore easier to train. In a typical multi-stage CNN framework, by
stacking the convolutional networks, deep features could be extracted from images,
and through supervised learning CNNs could automatically learn an optimal feature
extractor and classiﬁer at the same time from the training images.
Inspired by CNNs success in object recognition and classiﬁcation, this chapter
aims to extend the CNNs to texture classiﬁcation by developing an image-based CNN
classiﬁer and a novel patch-based CNN classiﬁer, respectively. An image-based CNN
architecture is ﬁrstly implemented to directly learn the textural representation and
classiﬁer from the whole textural images, as Jarrett et al. [89] and Krizhevsky et al.
[108] did in their works. However, a major problem for the image-based CNNs is
that they need a lot of training images to learn the generalized parameters, especially
when there are many image variations such as rotation and scale change. On the other
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hand, in texture classiﬁcation, each texture could be regarded as a periodical repeat
of some speciﬁc patterns in space and therefore, a textural image could be divided
into several patches in which the statistical information is still reserved while more
texture realizations are available, which would allow CNNs to learn from the patches
instead of the whole image. Based on this hypothesis, a patch-based CNN is to be
developed for texture classiﬁcation, where the parameters are learnt from patches
of the training images, and each test image is classiﬁed based on a bag-of-patches-
based CNN representation, as will be shown in Figure 5.5. Three advantages exist
for the patch-based CNNs over image-based CNNs: ﬁrstly, more training samples can
be generated (also with local variations) from original images, which is beneﬁcial to
lead to a higher generalization capability of the classiﬁer; secondly, diﬀerent from the
situation in image-based CNNs that each image needs to be resized to a constant
dimensionality, no input resizing is required in patch-based CNNs, which is more
ﬂexible and also avoid the information loss, unless the input image size is smaller than
the patch size; ﬁnally, since images of any size - bigger than the patch - are acceptable
to train the patch-based CNNs, the training data could be augmented by rotating
the training images in multiple directions and scaling them to diﬀerent scales to get
more training samples with rotation and scale change, while this data augmentation
strategy may not be applicable to the image-based CNNs as the eﬀective area of the
rotated and scaled images could be much smaller than the original image doe to the
boundary eﬀect.
This chapter will focus on the following four aspects: ﬁrstly, the CNN is extended
to perform a new task, i.e., texture classiﬁcation where both the textural feature
and classiﬁer could be automatically learnt from textural images; Secondly, two CNN
frameworks will be implemented for texture classiﬁcation - a conventional image-
based CNN and a novel patch-based CNN. In the patch-based CNN framework, no
image resizing is required unless the image size is smaller than a predeﬁned patch size
(53×53 in this work), and also the test image as input can be of arbitrary size, so that
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it is more ﬂexible than traditional image-based CNN; thirdly, the rotation and scale
invariance will be incorporated into the patch-based CNN framework by generating
scaled and rotated patches for training, in order to signiﬁcantly improve the classiﬁ-
cation accuracies; fourthly, some insights will be provided into the optimal choice of
CNN frameworks for diﬀerent texture datasets theoretically and experimentally.
5.2 Convolutional Neural Networks
A typical CNN is composed of a set of convolutional layers (C), subsampling layers
(S) and full connected feed-forward network layers (F).
C layer: the convolutional layer is also called a ﬁlter bank layer which convolves
the input with a set of ﬁlters. The input and output of a C layer are both composed
of several feature maps where each feature map is a 2D array. Denoting the input
of a C layer as x and each feature map as xi, a feature map yj of the output y is
calculated by the following equation:
yj = f(
∑
i
kij ∗ xi + bj) (5.1)
where f is the nonlinearity, {kij, i = 1, ..., n1, j = 1, ...,m1} is the ﬁlter bank, {bj, j =
1, ...,m1} is the bias, and ∗ is the 2D discrete convolution operator. After convolution,
a local normalization operator is often adopted to normalize the output y. There are
a range of nonlinearities and local normalization methods to be chosen from. The
sigmoid and tanh nonlinearity functions and the Local Contrastive Normalization
were widely used in object categorization, respectively. However, recently it is found
that the selection of these methods is tricky and diﬀerent combinations of nonlinearity
functions and local normalization methods might be suitable to diﬀerent datasets. For
example, by using the rectiﬁed tanh nonlinearity abs(tanh(x)) together with Local
Contrast Normalization and average pooling, Jarrett et al. [89] obtained fairly good
results in object recognition on the Caltech-101 dataset which contains 101 diﬀerent
types of images, while by combining the Rectiﬁed Linear Units (ReLUs) nonlinearity
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with Local Response Normalization and maximum pooling, Krizhevsky et al. [108]
achieved a very good performance on the ImageNet dataset that has 1000 diﬀerent
classes.
S layer: the subsampling layer is normally used following a convolutional layer
that combines the ﬁlter responses in local neighbourhoods through an P -norm spatial
pooling in order to achieve invariance to local distortions and then subsamples the
pooling result to reduce the feature size for further processing. The P -norm spatial
pooling is done on each feature map separately which is deﬁned as:
p(yj(a, b)) = (
1
Np ∗Np
Np−1∑
e=0
Np−1∑
f=0
yj(a+ e, b+ f)
P )
1
P (5.2)
where Np is the pooling neighbourhood size. If P = 1, the P -norm pooling performs
average pooling, and when P = inf it becomes max pooling. The subsampling
operation is done by sj = yj(1 : Ns : end, 1 : Ns : end) where yj is the normalized
results and Ns is the stride for subsampling. Regarding to the selection of the pooling
method there is also no consensus opinion. The average pooling and max pooling
seems to work well in Jarrett et al.’s work [89] and Krizhevsky et al.’s work [108]
respectively. However, for the selection of the neighbourhood size and stride, it is
shown in both [89] and [108] that overlapped pooling where Np > Ns could usually
results in better results than those when Np  Ns.
F layer: The input and output of a F layer are both a one-dimensional feature
vector. Denoting the input as x ∈ 
m×1, the output y is generated by the following
formula:
y = f(Wx+ b) (5.3)
where f is the nonlinearity as described above, W ∈ 
n×m is the weight matrix, and
b ∈ 
n×1 is the bias.
It is worthy to notice that the S layer is usually not counted as one independent
layer, but rather it is combined with the preceding C layer as one layer. A typical
structure of a C/S layer is shown in Figure 5.1. By adjusting the depth and breadth of
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Figure 5.1: Structure of a C/S layer in CNNs.
CNNs, the capacity could be controlled. In the three-layered CNN model constructed
by Jarrett et al. [89], the ﬁrst and second layers are both a convolutional layer followed
by a subsampling layer which are designated to learn the low-level and mid-level
features from images, and the third layer is a full-connected layer that is used as
a multinomial logistic regression classiﬁer. Thus their model could also be denoted
as CSCSF. As demonstrated in [89] this three-layered CNN works quite good on
the Caltech101 dataset which comprises 101 diﬀerent objects with 40 to 800 images
in each category. A much deeper architecture is adopted in [108], where the CNN
is composed of 8 layers and could be denoted as CSCSCSCCFFF. This deeper CNN
achieves state-of-the-art results on a larger dataset - the ImageNet Large-Scale Visual
Recognition Challenge (ILSVRC) which contains around 1000 images in each of 1000
categories.
5.3 Image-based CNNs for texture classiﬁcation
In this section a 4-layered image-based CNN for texture classiﬁcation is implemented.
The presented CNN architecture is composed of two convolutional layers and two full-
connected layers, as shown in Figure 5.2.
The two convolutional layers are very similar to the ﬁrst two layers of the CNN
architecture in [89] with minor change of parameter number to accommodate our
application. The ﬁrst convolutional layer ﬁlters the input with 64 kernels of size
9×9, and then subsamples the ﬁltered input through an 2-norm spatial pooling with
parameters {NP = 9, Ns = 5}. In the second convolutional layer, 256 kernels of size
16 × 7 × 7 are utilized to ﬁlter the output of the ﬁrst layer, followed by an 2-norm
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Figure 5.2: The image-based CNN for texture classiﬁcation.
spatial pooling with parameters {NP = 7, Ns = 4}. The rectiﬁed tanh nonlinearity
abs(tanh(x)) and Local Contrast Normalization are applied in each convolutional
layer. The output of the second convolutional layer is reshaped to a vector which then
goes as an input to the third layer. The third layer which contains 256 full-connected
neurons with the tanh() nonlinearity, is utilized in order to learn the high-level feature
from images. The fourth layer has C full-connected neurons where C is the number
of classes, and performs a logistic regression by using a log-softmax nonlinearity. The
log-softmax is an operator to calculate the normalized log-posterior probability of
each class given the input, which is deﬁned as follows:
LSMk(v) = log(
ev(k)∑
k e
v(k)
) (5.4)
where v is the linear regression result before the log-softmax nonlinearity. The log-
posterior probabilities represent the conﬁdence scores of classifying one image to each
class, and an image is ultimately classiﬁed to the class with the largest conﬁdence
score.
Since color have minor inﬂuence on texture classiﬁcation, the proposed image-
based CNN only accept gray-scale textural image as input. Thus, color textural
images need to be converted to gray-scale images ﬁrst. Then, each input is resized to
a ﬁxed resolution of 1 ∗ 200 ∗ 200. Similar to the strategy in [108], each input image
will be ﬁrstly rescaled to make the shorter side (height or width) equal to 200, and
then cropped out the central 200× 200 patch.
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5.4 Patch-based CNNs for texture classiﬁcation
5.4.1 Motivation
The periodical repeat of patterns in space is regarded as a basic property of tex-
ture [90]. By randomly selecting an image patch with a moderate size from a textural
image, the patch usually contains suﬃcient information to discriminate diﬀerent tex-
tures. A trivial example is shown in Figure 5.3. When one looks at any small part
(Figure 5.3(b)) of a grass textural image they could still easily recognize it (Fig-
ure 5.3(a)).
(a) a grass image (b) randomly selected patches
Figure 5.3: Randomly selected small parts of a grass image still contain enough
information to discriminate it.
Another interesting phenomenon is that if one swaps the diﬀerent parts of a tex-
tural image it does not make any harder for people to recognize it, though the image
with swapped patches does not look as smooth as the original one, as shown in Fig-
ure 5.4.
Based on the above observations, it is believed that a textural image could also be
recognized from image patches rather than the whole image appearance. Speciﬁcally,
by gaining the conﬁdences of classifying each patch in an image to one class through
an image patch regression model and accumulating them, the global conﬁdence of
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Figure 5.4: Swapping diﬀerent parts of textural images. Images in the second line is
got by randomly swapping 16 evenly separated patches of each image in the ﬁrst row.
classifying the image to this class could be computed, and then the image could be
classiﬁed to the class to which it has the highest conﬁdence score.
Put in a more formal way: suppose {xi, i = 1, ..., N‖ are a set of textural images
which belong to C diﬀerent classes, and {qji , j = 1, ..., Nq} are the patches in xi. The
conﬁdence of classifying one patch qji to a class c is calculated by the log-posterior
probability of the class c given qji by log(P (c|qji )) = f(qji ), where f() denotes the
image patch regression model. Then the log-posterior-probability of class c for a
given image xi is:
log(P (c|xi)) = log(
Nq∏
q=1
P (c|qji ))
=
Nq∑
q=1
log(P (c|qji ))
(5.5)
Compared with using the whole image appearance for texture classiﬁcation, the
patch-based texture classiﬁcation method has many advantages. Firstly, since each
image patch also represents a texture realization, the image patches provide more
training samples than a whole textural image. In addition, patches of an image nor-
mally cover diﬀerent local variations, such as illumination change or image distortion,
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which is beneﬁcial to reaching a better generalization of the model, while using a whole
image to learn the texture representation could possibly eliminate the local variations
in the feature pooling process. A high generalization capability of a learning model
is very important in all classiﬁcation applications. Furthermore, utilizing whole im-
ages as the input for the image regression model usually requires a large number of
training images to be generalized, but since one image could generate many image
patches with diﬀerent variations, smaller number of training images might be needed
to reach a generalization of the image patch regression model.
An important issue here is how to decide the size of the patch. The patch size
needs to be small enough to cover local variations, but big enough to contain suﬃcient
information to discriminate the textures. In this chapter the patch size is empirically
set as 53× 53.
5.4.2 The Architecture
In this section, a novel patch-based CNN is developed for textural classiﬁcation. Dif-
ferent from the image-based CNN for image classiﬁcation [89, 108], two diﬀerent CNN
architectures are adopted in the training and test processes respectively (Figure 5.5),
which are denoted as the patch-based training architecture and the bag-of-patches-
based classiﬁcation architecture.
The training architecture of the patch-based CNN is identical to the image-based
CNN architecture. However, since the patch-based CNN has smaller input sample
size, the breadth of each layer is decreased. The ﬁrst layer has 32 ﬁlters of size 7× 7,
with subsampling parameters as {NP = 7, Ns = 4}. The second convolutional layer
has 128 ﬁlters of size 16× 3× 3 and the subsampling parameters are {NP = 3, Ns =
2}. The output of the second convolutional layer is then reshaped to a vector with
size 2048 before getting to the third layer. The third full-connected layer still has
256 neurons. The fourth full-connected layer with C neurons conducts the logistic
regression that calculates the conﬁdence score of classifying an image patch to each
102
(a) patch-based training architecture
(b) Bag-of-Patches-based classiﬁcation architecture
Figure 5.5: The architecture of patch-based CNN model. (a) patch-based training
architecture; (b) Bag-of-Patches-based classiﬁcation architecture
class.
The classiﬁcation architecture inherits the ﬁrst four layers of the training archi-
tecture, and has one extra ﬁfth layer to perform the bag-of-patches pooling to get the
conﬁdence scores of classifying the whole test image to each class. In addition, one
thing worth to mention is that the third full-connected layer is changed in the training
architecture (with weight W ∈ 
256×(128×4×4)) to a convolutional layer in the classiﬁ-
cation architecture (with 256 kernels of size 128× 4× 4), which still share the same
parameters but process the input in a diﬀerent ways. Because the full-connected layer
can train much faster than the convolutional layer does, the full-connected layer is
used in the training architecture. While in the classiﬁcation architecture, since there
could exist more than one local patch of size 128 × 4 × 4 in the input of the third
layer (as the size of the test image input to the classiﬁcation architecture is usually
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greater than the patch size 1 × 53 × 53), it is more feasible to use the convolutional
layer to calculate the features from every local patch of an image.
One special advantage of using the patch-based training and bag-of-patches-based
classiﬁcation in CNNs resides on the ﬂexibility of input size normalization. As we can
see from Figure 5.5, the input of the patch-based training architecture is ﬁxed to an
image patch with size 1× 53× 53, while for the bag-of-patch-based test architecture,
images with any size larger than the patch size 1 × 53× 53 could be adopted as the
input with no image resizing required. In contrast, every input to the image-based
CNN must be resized to a ﬁxed size, which not only loses information but also is not
ﬂexible. Furthermore, by considering each image as a bag-of-patches representation
(Equation 5.5, also indicated in the last step of Figure 5.5(b)), an arbitrary-size image
could be adopted as an input to the CNN. No image resizing is required unless the
image size is smaller than the predeﬁned patch size.
Another advantage of using the patch-based training architecture is that the train-
ing data could be augmented by artiﬁcially generating some new training samples with
diﬀerent image variations such as rotation and scale change from the original training
images. Here one may think that the image-based training could also utilize these new
training samples as augmentation. However since the eﬀective areas of the generated
new training samples after rotation or scaling may be much smaller than the original
ones, they need to be resized to be input to the image-based CNN. In contrary, no
resizing is needed in the patch-based CNN if the eﬀective area size of the new samples
is larger than the predeﬁned patch size.
5.5 Data augmentation
Textural images in the real world are usually captured under diﬀerent imaging condi-
tions, such as illumination, rotation and scale changes. While the CNN model is not
intrinsically invariant to these image variations at all. In this chapter some techniques
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are applied to augment the training data to make the learnt CNN model more robust
to these image variations.
Firstly, each input image xi is globally normalized to zero mean and unit variance
by (xi −mean(xi(:)))/std(xi(:)), where mean() and std() are to calculate the mean
and standard deviation of xi respectively. The global normalization could make the
image feature invariant to gray-level scale change.
To make the model both scale and rotation invariant, some scaled and rotated
samples are generated from the original training images to be added to the training
set for training the patch-based CNN.
5.5.1 Scaled sample generation for scale invariance
A popular way to generate the scaled samples of an image is based on the scale space
theory, which utilizes the Gaussian Pyramid technique to create a set of multi-scale
images from an input image by iteratively using a two-dimensional Gaussian ﬁlter to
convolve with the higher-scale image and down-sampling the ﬁltered image, as shown
in 5.6. The two-dimensional Gaussian ﬁlter is deﬁned as:
G(x, y, σ) =
1
2πσ2
e(−(x
2+y2)/2σ2) (5.6)
where σ is the scale parameter of the two-dimensional Gaussian ﬁlter.
Together with the scale parameter σ, the number of scales Ns and the down-
sampling rate DS rate are the three parameters that control the construction of the
scale space. In this chapter, σ and Ns are empirically set as 1.5 and 4. To make
the scaled image size not smaller than 53× 53 but also cover the largest scale range,
DS rate is set to be equal to Ns
√
max(53/hei, 53/hei) where hei and wid are the
height and width of the input image.
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Figure 5.6: The Gaussian Pyramid.
5.5.2 Rotated sample generation for rotation invariance
There are three major methods commonly used to achieve the scale invariance prop-
erty [197]: 1) Find the dominant orientation of each local patch in an image and
extract local feature relative to this orientation [198]; 2) sum-up the ﬁlter responses
of each local patch on multiple directions as local feature [73]; 3) add rotated samples
to the training set so as to make the learned classiﬁer rotation invariant. Since the
ﬁrst two methods just achieve rotation invariance on the local features, when used
in the CNN architecture the ﬁnal image representation could not be guaranteed to
be rotation invariant unless the local rotation invariance could be achieved in each
layer. In addition, to incorporate method 1) or 2) into CNNs will make the architec-
ture more complex and inﬂexible. While using method 3) does not change the CNN
architecture and inﬂuence its ﬂexibility at all. Thus method 3) is adopted to acquire
the scale invariance property.
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The image is rotated to 8 evenly distributed angles along a circle: {0, 45◦, 90◦,
135◦, 180◦, 225◦, 270◦, 315◦} where angle 0 is actually the original image. To avoid
the boundary eﬀect after rotating, only the center patch with size (r, c) where r = c =
max(min(wid, hei)/
√
2, 53) is extracted from each rotated image as a new sample.
Although when the image is rotated by 90◦, 180◦ or 270◦ the eﬀective image area
is rectangular, still only the center patch with size (r, c) is extracted because of two
reasons: one is for convenience; the other one is that in this case the original image
could have the largest size and thus play the most important part in the model
learning.
5.6 Details for learning
Denote {gi, i = 1, ...N} as the labels of the training images {xi, i = 1, ...N}, y as a
test image. In the patch-based CNN, training samples are got by ﬁrstly generating
the scaled and rotated images from each training images, and then dividing each
image into averagely-separated non-overlapping image patches of size 1 × 53 × 53.
Without loss of generality, {qji , i = 1, ...N, j = 1, ..., Nq} are denoted as the new
training samples for patch-based CNN.
For both the image-based and patch-based CNNs, the loss function is deﬁned so
as to minimize the cross-entropy between the predictions of our model and the targets
(labels) of the training samples. Since the log-posterior-probability of each class given
a training sample could be got by Equation 5.4 (also applicable to the patch-based
CNN), the per-sample loss is quite straightforward:
L(xi, gi) = −log(P (Y = gi|xi,W, b))
L(qji , gi) = −log(P (Y = gi|qji ,W, b))
(5.7)
where Y is the prediction, and (W, b) indicates the parameters of the CNN model.
To train the CNN model, the stochastic gradient descent method with batch
size one and a weight decay of 0.001 is used. The weight decay acts as an 2-norm
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regularization that could reduce the training error. Thus the update rule of the
parameters is:
kt+1 = kt −  · (0.001 ∗ kt + ∂L
∂k
|kt)
Wt+1 = Wt −  · (0.001 ∗Wt + ∂L
∂W
|Wt)
bt+1 = bt −  · ∂L
∂b
|bt
(5.8)
where  is the learning rate, t is the iteration number. According to the suggestions in
[114], we initialize the weightW of each feed-forward layer by sampling from a normal
distribution with mean zero and a standard deviation given by 1/
√
fan-in, where
fan-in is the number of input units. The ﬁlter kernels k are initialized in the same
way as W , inside which fan− in is calculated as the product of the number of input
feature maps and the size of ﬁlter kernels. The bias b is initialized by a zero vector. To
lead to a better convergence,  is set as a decaying value by  = 0/(1+t∗decay) where
0 is the original learning rate and decay is the decaying factor. In this chapter, 0
and decay are set to 0.001 and 1e-7 respectively. To avoid overﬁtting and also reduce
training time, early stopping is adopted when the training error doesn’t change much.
5.7 Experiments
To demonstrate the eﬀectiveness of the proposed methods for texture classiﬁcation,
the proposed methods were evaluated on four benchmark texture databases - Bro-
datz [16], CUReT [45], KTH-TIPS [78], and UIUC [112], in comparison with four
state-of-the-art texture classiﬁcation methods. The proposed CNN models (both
image-based CNN and patch-based CNN) are implemented based on the Torch7 ma-
chine learning library [38].
5.7.1 Methods for comparison
The following four methods were selected to be compared with the proposed image-
based CNN and patch-based CNN for texture classiﬁcation:
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VZ MR8 [198]: is the most popular ﬁlter-bank based method. It utilizes the MR8
ﬁlter bank, which consists of 36 directional ﬁlters (an edge ﬁlter and a bar ﬁlter, at 6
orientations and 3 scales each), a Gaussian ﬁlter and a Laplacian of Gaussian ﬁlter,
to retrieve features from textural images. The 6 maximum ﬁlter responses of the
directional ﬁlters across orientations, together with the responses from the Gaussian
and Laplacian of Gaussian ﬁlter, constitute 8 outputs of the VZ MR8 descriptor.
VZ Joint [197]: is a patch-based method where densely sampled image patches
of size n × n are reordered into one-dimensional patch vectors (
n2×1) as the local
feature.
SRP [125]: is an extension to the patch-based method. It ﬁrstly sorts the local
patch vectors according to the pixel values or pixel diﬀerences to achieve rotation
invariance, and then utilizes random projection [124] to reduce the size of the patch
vectors. As reported in [125] the method achieved state-of-the-art results on many
texture datasets.
Zhang’s method [225]: is a bag-of-keypoints method. It utilizes the Harris detec-
tor [146] and Laplacian detector [123] to extract salient image structures from textural
images, and then applies the SIFT [126], SPIN [93] and RIFT [112] descriptors to
retrieve local feature from the detected salient image structures.
5.7.2 Datasets and experimental setup
The Brodatz dataset [16] is actually a texture album which contains 112 diﬀerent
textural images with size 640 × 640. To evaluate the texture classiﬁcation methods,
each image as one class is divided into nine sub-images with size 213 × 213, which
are used as the sample images of that class. Though all the training and test sample
images of each class come from the same image, because of the small number of images
available for training and non-homogeneity of some of the textural images as shown
in Figure 5.7, the dataset is still quite challenging. The same experimental setting as
Zhang et al. [225] is adopted where 1 and 3 images are randomly selected from the
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nine respectively for training and use the left for test.
Figure 5.7: Three textures (D43, D44, D45) from the Brodatz dataset.
The CUReT dataset [45] originally contains 61 classes of textures, where each
class of texture is composed of 205 images captured with varying viewpoints and
illumination parameters. The same subset of images as Zhang et al. [225] and Liu
et al. [125] are used where 92 images are selected from each class. The viewpoint and
illumination changes cause large intra-class variation and inter-class similarity of the
images in CUReT, as shown in Figure 5.8, which make the classiﬁcation very hard.
Figure 5.8: Some sample images from the CUReT dataset. Top row: the six images
come from the same texture but are captured diﬀerent viewpoints or illuminations,
while their appearance vary from each other largely. Bottom row: the six images
come from diﬀerent textures but they look so similar.
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The KTH-TIPS dataset [78] is composed of 10 texture classes. In each class images
are captured under nine scales spanning two octaves (relative scale changes from 0.5
to 2), three diﬀerent illumination directions and three diﬀerent poses, which thus
leads to 81 images for each texture class. The scale and illumination changes greatly
increase the intra-class variation and make diﬀerent textures hard to be separated,
with some examples shown in Figure 5.9.
Figure 5.9: Sample images of two textures (”Sponge” and ”Cotton”) in the KTH-
TIPS database. S1, S2 and S3 indicate three diﬀerent scales, while I1, I2 represent
two diﬀerent illuminations.
The UIUC dataset [112] comprises 25 texture classes with 40 sample images in each
class. The images are captured under signiﬁcant scale and viewpoint changes, and also
include some non-rigid deformations, which thus make the dataset very challenging
for texture classiﬁcation methods evaluation. Figure 4.4 shows some sample images
of the dataset.
111
5.7.3 Comparative evaluation
5.7.3.1 Image-based CNN vs. patch-based CNN
The image-based CNN and patch-based CNN for texture classiﬁcation were ﬁrst com-
pared. For the patch-based CNN, two diﬀerent settings were adopted: one uses the
scaled and rotated patches for training and one does not, for more fair comparison.
Considering that by given a large number of training images both the image-based
CNN and patch-based CNN might achieve good results, diﬀerent number of images
were used for training in the experiments to further compare these two CNN archi-
tectures. Denote the image-based CNN as iCNN, the patch-based CNN as pCNN SR
or pCNN by using the scaled and rotated patches for training or not.
The results of using the two CNNs methods to classify the textural images in
the Brodatz, CUReT, KTH-TIPS and UIUC datasets are shown in Tables 5.1,5.2,5.3
and 5.4 respectively, with a more clear comparison present in Figure 5.10. As can
be seen from these tables and the ﬁgure, both pCNN and pCNN SR could get much
higher classiﬁcation accuracies than iCNN on the Brodatz, KTH-TIPS and UIUC
datasets, while on CUReT iCNN could achieve slightly better results. On Brodatz
and CUReT pCNN SR could just achieve comparable or slightly better results than
pCNN. However on KTH-TIPS and UIUC, the advantage of pCNN SR to pCNN
becomes much more evident, especially when small number of training images are
used. For the above results the following reasons are found: 1) on Brodatz, iCNN has
only 1 or 3 training images per texture, which are too small compared to the total
112 classes of textures. In addition, because of the non-homogeneity of the original
images, the generated training and test images could be quite diﬀerent at the image
level, as seen from Figure 5.7. However, since they are generated from the same image
they still share some common patches, which would allow the patch-based CNN to
reach a high classiﬁcation accuracy as shown in table 5.1. Because no rotation nor
scaling exists in the training and test samples, the results of the pCNN SR and pCNN
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do not diﬀer much; 2) in CUReT, most textures are quite homogeneous and though
look similar, they can be eﬀectively characterized and discriminated by the statistical
distribution of the micro-structures (small local patches), as seen from the bottom row
of Figure 5.8. CNNs are considerably good at extracting the micro-structures from
images through convolution with ﬁlter-banks, thus both the image-based and patch-
based CNNs could reach a fairly high performance on the CUReT dataset. Since
from the statistical aspect the distribution of micro-structures in the whole image is
more representative than that in an image patch, iCNN could achieve slightly better
results than pCNN SR and pCNN as shown in table 5.2. Also because no rotation or
scaling exists in the dataset, using the scaled and rotated patches for training does
not improve the results much on CUReT; 3) similar to CUReT, in KTH-TIPS most
textures are homogeneous and could be regarded as a spatial arrangement of certain
micro-structures. Thus according to the same reason as for CUReT, the image-based
CNN and patch-based CNN could both get considerable classiﬁcation accuracies.
However, since there still exist some inhomogeneous textures in the 10 textures of
KTH-TIPS, iCNN is slightly inferior to pCNN SR and pCNN. Another factor is that
some images in the KTH-TIPS dataset are in a smaller size than 200×200. When the
image-based CNN is adopted those images have to be normalized to 200×200, which
also lose information. Since the images are captured under diﬀerent scales, using the
scaled patches for training could greatly improve the performance of the patch-based
CNN; 4) in UIUC, each textural image is in the size of 640×480. Normalizing them to
200× 200 could cause a lot of information loss, which leads to a poorer performance
of iCNN. In addition, there exist a large amount of scale and viewpoint changes,
and non-rigid deformation in the images of the UIUC dataset. Without using the
scaled and rotated patches for training, both the iCNN and pCNN model are prone
to overﬁtting.
From the above analysis, a conclusion is reached that the image-based CNN is
suitable for the texture datasets where the images are homogeneous and do not con-
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tain many image variations such as rotation, scaling and non-rigid deformation. The
patch-based CNN is suitable for any kind of datasets, and using the scaled and ro-
tated image patches for data augmentation will normally improve its classiﬁcation
performance. Especially when one does not know whether there exists any scale,
rotation and non-rigid deformation in a dataset, pCNN SR could guarantee better
results.
Table 5.1: Classiﬁcation accuracies (%) of image-based CNN and patch-based CNN
on the Brodatz dataset.
Training
number
iCNN pCNN pCNN SR
1 49.03± 0.83 86.42± 3.08 85.33± 1.16
3 64.37± 1.50 96.07± 0.37 97.16± 0.40
Table 5.2: Classiﬁcation accuracies (%) of image-based CNN and patch-based CNN
on the CUReT dataset.
Training
number
iCNN pCNN pCNN SR
3 81.74± 1.18 75.35± 0.32 81.92± 1.77
6 90.90± 1.04 88.24± 1.13 90.11± 0.37
12 96.28± 0.25 92.89± 0.95 95.34± 0.37
23 98.38± 0.31 96.99± 0.28 98.01± 0.61
46 99.52± 0.13 98.77± 0.16 99.26± 0.19
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Table 5.3: Classiﬁcation accuracies (%) of image-based CNN and patch-based CNN
on the KTH-TIPS dataset.
Training
number
iCNN pCNN pCNN SR
3 59.43± 4.03 61.14± 1.88 75.36± 4.33
5 71.73± 1.86 69.12± 2.57 78.92± 3.53
10 79.91± 2.92 82.86± 2.22 89.77± 1.79
20 89.57± 1.71 94.47± 2.91 96.39± 0.54
41 94.91± 1.03 97.41± 0.52 98.50± 0.29
Table 5.4: Classiﬁcation accuracies (%) of image-based CNN and patch-based CNN
on the UIUC dataset.
Training
number
iCNN pCNN pCNN SR
3 37.98± 3.05 46.19± 4.34 84.90± 2.50
5 46.78± 2.24 56.68± 6.72 90.19± 1.80
10 60.39± 1.12 77.28± 2.53 95.74± 0.54
20 72.36± 1.70 81.46± 3.11 98.13± 0.44
5.7.3.2 Comparison with state-of-the-arts
In order to show the eﬀectiveness of using CNNs for texture classiﬁcation, pCNN SR
was compared with some state-of-the-art texture classiﬁcation methods, with the re-
sults shown in Table 5.5. From this table it can be seen that the pCNN SR method
could achieve comparative or even better results than the state-of-the-art approaches
on all the four texture datasets. In addition, by using a smaller number of train-
ing images pCNN SR could still achieve fairly high classiﬁcation accuracies on the
CUReT, KTH-TIPS and UIUC datasets (corresponding to the training number 23,
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Figure 5.10: Comparison (%) of the image-based CNN and patch-based CNN.
20 and 10 respectively), which are much better than the four state-of-the-art methods.
We believe that the patch-based CNNs could get such good results even with a small
number of training images is mainly because the patch-based CNNs utilize two dif-
ferent CNN architecture for training and test: the patch-based training architecture
trains the CNNs from the image patches, thus a larger number of training samples
and more variation are incorporated, leading to a better generalized model, while the
bag-of-patches based test architecture aggregates the discriminative power of all the
patches. The data augmentation strategy with scaling and rotation seems to more
eﬀective when it is utilized in a dataset with large scale change and rotation such as
UIUC. As we can see, even though without data augmentation, the pCNNs method
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still gets fairly good classiﬁcation accuracies on the Brodatz, CUReT and KTHTIPS
datasets.
Table 5.5: Comparison (%) of CNNs with four state-of-the-art texture classiﬁcation
methods. To avoid inequity most results of the comparative methods are acquired
from the original literatures except those marked with (*) which is got from my own
implementation.
Methods
Datasets and number of training samples per class
Brodatz CUReT KTH-TIPS UIUC
1 3 23 46 20 41 10 20
pCNN SR 85.33 97.16 98.01 99.26 96.39 98.50 95.74 98.13
VZ MR8 [198] 79.91(*) 88.79(*) 91.73(*) 95.75(*) 86.25(*) 93.68(*) 86.85(*) 92.14(*)
VZ Joint [197] 87.1(*) 92.9(*) 92.41(*) 96.59(*) 91.47(*) 96.58(*) 70.37(*) 80.2(*)
SRP [125] 89.2(*) 96.78 93.93(*) 99.05 92.29(*) 99.11 91.38(*) 98.4
Zhang’s method [225] 88.8 95.4 90.2 95.3 91.84 96.1 96.39 98.7
The best 96.78 [125] 99.22 [15] 99.11 [125] 98.9 [196]
To further demonstrate that the success of the patch-based CNNs for texture
classiﬁcation is not due to the multiple image patches generated from the scaled and
rotated images, also for fair comparison, we incorporate another set of experiments
by utilizing the augmented dataset (the scaled and rotated training images) that we
use to train the pCNNs SR, to train the VZ MR8, VZ Joint and SRP approaches.
Since Zhang’s method is based on the interest area detection, the extracted local
features are already scale and rotation invariant (as can be seen from Table 5.5 that
Zhang’s method could achieve nearly the best results on the UIUC dataset which
contains a large amount of scale change and non-rigid deformation), there is no need
to incorporate those rotated and scaled training samples to train it. We denote
the VZ MR8, VZ Joint and SRP approaches trained by the augmented dataset as
VZ MR8∗, VZ Joint∗ and SRP∗, respectively. In addition, as pCNNs SR gets better
results than the state-of-the-art methods on the CUReT and KTH-TIPS datasets,
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we just do the experiments on these two datasets, and the results are shown in
Table 5.6. As we can see from the table, using the augmented data for training
does not improve the classiﬁcation accuracies of the three methods at all. A main
reason is that all the three methods are using local classiﬁers such as SVM and NN
for classiﬁcation. Although the augmented data contains more training samples, it
also brings in more variance among the data, which could make the local classiﬁers
especially NN to deteriorate. While for the CNN, the variation could lead it to learn
a more generalized model on the contrary.
Table 5.6: Comparison (%) of the patch-based CNNs with three state-of-the-art tex-
ture classiﬁcation methods using the scaled and rotated images for training.
CUReT KTH-TIPS
23 46 20 41
pCNNs SR 98.01 99.26 96.39 98.50
VZ MR8∗ 91.90 96.22 85.93 91.95
VZ Joint∗ 92.60 96.46 92.95 96.40
SRP∗ 91.99 96.31 89.47 95.90
To evaluate the time eﬃciency of the pCNN SR method proposed in this work,
a comparison of time spent on classifying an image with three state-of-the-art ap-
proaches including VZ MR8, VZ Joint and SRP, was conducted in a computer with
a 3.4GHz i7-2600 CPU and an 8GB RAM. Since the results of Zhangs method were
acquired from the original paper directly, the time cost on it was not measured while
the classiﬁcation accuracy has been compared with the proposed approach. It was
found out that it took about 0.88s, 7.15s and 8.44s on average to classify one image
of the CUReT dataset by VZ MR8, VZ Joint and SRP respectively. In contrast, the
time consumed by pCNN SR for classifying one image was just 0.15s, which means
that pCNN SR is signiﬁcantly more time eﬃcient and advantageous in real-time ap-
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plications.
5.8 Summary
This chapter extends CNNs into texture classiﬁcation in order to automatically learn
feature extractors and a classiﬁer from images instead of a hand-designed approach.
Both a traditional image-based CNN and a novel patch-based CNN are developed
for texture classiﬁcation. Compared with the image-based CNN, the patch-based
CNN provides three advantages: ﬁrstly, more training samples could be generated,
which leads to a better generalization; secondly, no input resizing is required unless
the input image size is smaller than the patch size, which thus is more ﬂexible and
also avoid the information loss; ﬁnally, since there is no input resizing requirement,
the rotated and scaled image patches could be adopted for training to guarantee a
better performance. Experimental results show that the patch-based CNN achieves
much higher classiﬁcation accuracies than the image-based CNN on three datasets,
and slightly lower on the other one. As compared with the state-of-the-art methods,
the patch-based CNN generates comparable or even superior scores on all the four
datasets.
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Chapter 6
Deep representation learning for
texture classiﬁcation
6.1 Introduction
Deep Convolutional Neural Networks (CNNs) have been successfully applied in many
object categorization tasks [108, 89, 114, 116]. As a special type of feed-forward neural
networks, an advantage of CNNs is that with a large number of layers it can still be
well trained using a supervised back-propagation if there are enough training samples.
One very successful example is [108] which trained an 8-layered deep CNN to classify
1.2 million high-resolution images in the ImageNet LSVRC-2010 contest into 1000
diﬀerent classes through direct supervised back-propagation, and achieved state-of-
the-art results. However, if only a small number of images are available for training,
which is common in most real world applications, an unsupervised pre-training of the
parameters of the deep CNNs is believed to be advantageous and important for the
deep CNNs to reach a generalized solution in supervised back-propagation.
The unsupervised pre-training of a deep network is usually referred as represen-
tation learning or deep learning [12]. Recent literatures [12, 10, 35] show that the
way in which data is represented is crucial to the success of a learning algorithm. An
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eﬀective data representation could disentangle the underlying explanatory factors of
the input data and provide a better initial value for the machine learning model to
learn an optimal solution.
This chapter aims to employ a modiﬁed deep CNN in order to improve the perfor-
mance of texture classiﬁcation, especially when there are only a few images available
for training. Speciﬁcally, a greedy layer-wise representation learning approach [82, 11]
is adopted to learn the representation of one layer of a deep neural network at a time
from the lowest layer to the highest one. Meanwhile, since there exist many diﬀerent
kinds of images in the real world, such as the object and textural images, it is of great
interest to investigate whether these images share similar underlying explanatory fac-
tors, or in another word whether the representation learnt from one kind of images is
suitable to describe another kind of images. The idea of applying the learnt knowledge
from a set of data or a problem to a diﬀerent one is usually called transfer learning.
In this chapter, we also adopt the concept of transfer learning to pre-train the deep
CNN and study its eﬀectiveness in texture classiﬁcation. In addition, considering
that the supervised training of a deep neural network is usually done by minimizing
the prediction error without any regularization on the features learnt in the previous
layers, the deep CNN tends to fall into an unhealthy situation where the classiﬁer is
well tuned to classify the training samples while the features learnt are not robust
enough in the classiﬁcation of testing samples, especially when only a small number
of training samples are available. A method is to be proposed to regularize the learnt
features and incorporate the regularizations into the traditional supervised training
criterion in order to learn a more robust model for texture classiﬁcation.
The rest of the chapter is organized as follows. A deep CNN model for texture
classiﬁcation is presented in Section 6.2. The greedy layer-wise pre-training of the
deep network via unsupervised learning is introduced in Section 6.3. The supervised
regularizations are employed for the high-level feature learning in Section 6.4. Exper-
iments are performed in Section 6.5. Section 6.6 is the conclusion.
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6.2 Deep CNN architecture for texture classiﬁca-
tion
A 4-layered CNN is developed for texture classiﬁcation in this chapter, as shown in
Figure 6.1.
Figure 6.1: The deep CNN architecture for texture classiﬁcation.
The ﬁrst two layers are convolutional and the rest two are feed-forward. Each
convolutional layer contains a convolutional module with the rectiﬁed tanh nonlin-
earity abs(tanh(x)), a Local Contrast Normalization module and a 2-norm spatial
pooling module. The ﬁrst convolutional layer ﬁlters the input of a gray-scale 200∗200
image with 16 kernels of size 9 × 9, and then subsamples the ﬁltered input through
an 2-norm spatial pooling with the pooling neighbourhood size NP and stride Ns
equal to 9 and 5 respectively. The second convolutional layer takes as input the out-
put of the ﬁrst convolutional layer and ﬁlters it with 256 kernels of size 16 × 7 × 7.
The pooling parameters are set as {NP = 7, Ns = 4}. The output of the second
convolutional layer is reshaped to a vector which then fed into the third layer which
contains 256 full-connected neurons with the tanh() nonlinearity. The fourth layer
contains a feed-forward neural network with C full-connected neurons where C is the
number of classes, the output of which are then fed into a log-softmax module which
calculates the normalized log-posterior probability of each class given the input. The
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cross-entropy between the predictions and the targets (labels) of the training samples
is minimized to supervisedly train the model.
In the 4-layered CNN, the ﬁrst three layers could be regarded as the feature
learning layers while the last layer is for classiﬁcation. Denote the feature learnt from
a training image x as fx, the posterior probability of class i(i = 1, ..., C) given x is
computed by:
p(y = i|x) = softmax(Wcfx + bc) = exp(Wc(i, :)fx + bc(i))∑C
j=1 exp(Wc(j, :)fx + bc(j))
(6.1)
where (Wc ∈ 
C×256, bc ∈ ReC×1) are the parameters of the classiﬁer (fourth layer),
and y is the prediction. The cross-entropy between the prediction and the target of
x is deﬁned as:
l(x, cx) = −log(p(y = cx|x,W 4all, b4all)) (6.2)
where cx is the label of x and (W
4
all, b
4
all) denote all the parameters in 4 layers of the
deep CNN required to be optimized. After the model is trained, a test image will be
classiﬁed to the class with the largest posterior probability.
6.3 Greedy layer-wise unsupervised learning
6.3.1 Unsupervised representation learning
Unsupervised learning is based on the hypothesis that representations that maximize
the likelihood P (X) of the input X are also useful to capture the posterior distri-
bution P (Y |X) of the output variable Y given the input X. A good unsupervisedly
learnt data representation could disentangle the underlying explanatory factors of
the input data and provide a better initial value for the machine learning model to
learn an optimized solution. In this section we introduce some popular unsupervised
learning algorithms which will be utilized to pre-train the proposed deep CNN model,
including the Principle Component Analysis, Sparse auto-encoders, Denoising auto-
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encoders, Contractive auto-encoders, Predictive Sparse Decomposition and Restricted
Boltzmann Machine, respectively.
6.3.1.1 Principle Component Analysis
Principle Component Analysis (PCA) is a representative of the traditional linear
encoding methods which preserves information of the input data in directions of the
largest variance by learning a linear transformation h = Wx+ b. The transformation
matrix W is constructed by the principle eigenvectors of the input covariance matrix
which correspond to the largest eigenvalues. Since PCA is linear, its expressive power
for representation learning is limited. It can not be stacked to form a hierarchical
structure to learn more abstract features as any number of linear transformations
stacked together still equal one linear transformation. However, PCA is usually used
as a pre-processing or normalization step in diﬀerent machine vision applications. It
is indicated in [10] that using PCA in the ﬁrst and last level could usually lead to a
good result.
6.3.1.2 Auto-encoders
An auto-encoder computes a feature vector h (a hidden representation) from the
input x through an encoder f(x) and then reconstructs the input from the hidden
representation by a decoder g(h):
h = f(x) = s(Wh+ b)
x′ = g(h) = s′(W ′h+ b′)
(6.3)
where s(·) and s′(·) are the non-linearities such as sigmoid, (W, b) and (W ′, b′) are the
encoding and decoding parameters. The auto-encoder is trained by minimizing the
reconstruction error L(x, x′) = ‖x− x′‖22 = ‖x− g(f(x))‖22. The two weight matrices
W and W ′ are usually tied by W ′ = W T to regularize the model. One thing worthy
to mention is that if s(·) and s′(·) are linear the auto-encoder works in the same
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way as PCA, which is also the reason why PCA is usually regarded as a linear auto-
encoder. While with the non-linearities the auto-encoders could be stacked to form a
deep auto-encoder [11] to yield better representation, which is very important to the
subsequent classiﬁcation.
One disadvantage of auto-encoders is that when there are equal or more hidden
units than input it could potentially just learn an identity function which simply
duplicates the input in the hidden representation (with some extra zeros if the hid-
den representation has a larger size than the input), making an auto-encoder layer
meaningless. A solution for this problem is to add regularizations into the auto-
encoders, which forces the solution away from the identity function. Furthermore,
some regularizations added to an auto-encoder would be beneﬁcial to make the learnt
representation robust (or invariant) to certain changes of the input by posing penalties
on them.
Sparse auto-encoders: Sparsity has aroused great interest from researchers after
ﬁnding its important role in the working principle of human visual cortex [158]. Many
research works utilized sparse representation in various computer vision tasks [18,
212, 218] and achieved quite promising results. Inspired by this sparse auto-encoders
(SAE) utilize sparsity as a regularization in the auto-encoder to constrain most hid-
den unit activations to be zero or near-zero. The ﬁrst successful introduction of
sparsity into auto-encoders was in [165] which adopted a sparsifying logistic module
to transform the hidden vector into a sparse vector and then utilized the sparse vector
to reconstruct the input through decoding. While though directly applying the L1
penalty on the hidden unit activations seems to be a natural way to add sparsity into
auto-encoders because of the usage of L1 norm regularization in sparse representa-
tion [18, 218], few eﬀorts have been found. Ranzato et al. [166] utilized a variant of L1
penalty - the Student-t penalty (
∑
j log(1 + h
2
j)) [158] on the hidden unit activations
to obtain sparsity.
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Denoising auto-encoders: Denoising auto-encoders (DAE) train an auto-encoder
to reconstruct the input from a corrupted version of it in order to learn a robust
representation and prevent learning the identity [199]. Speciﬁcally, denoting x˜ as
a corrupted version of the input x, a denoising reconstruction error which equals
‖x−g(f(x˜))‖ is minimized to learn the parameters. Two tasks are actually performed
in the DAE training: reconstruct the input and predict the corrupted parts of the
input from the uncorrupted parts. To accomplish the tasks especially the second one,
one needs to learn the statistical dependencies between the inputs, thus DAE could
learn a more robust representation. The corruption was ﬁrstly done by randomly
setting part of the inputs to zero (masking noise) in [199], while other corruption
methods also include the additive Gaussian noise, salt and pepper noise [200].
Contractive auto-encoders: Contractive auto-encoders (CAE) [169] incorporate
an contractive penalty into the auto-encoder in order to learn a representation which
is robust to inﬁnitesimal changes of the input. The contractive penalty is deﬁned as
the Frobenius norm of the encoder’s Jacobian Jf (x):
‖Jf (x)‖2F =
∑
i,j
(
δfi(x)
δxj
)2 (6.4)
which measures the sensitivity of the encoder to the input. Minimizing ‖Jf (x)‖2F
forces the encoder to be contractive in the neighbourhood of the training data, making
the learnt representation invariant to small variations of the input, while minimizing
the reconstruction error keeps the learnt representation discriminative to distinguish
the inputs from each other without learning the constant representation. By combin-
ing these two terms, CAE could learn a robust representation.
6.3.1.3 Predictive Sparse Decomposition
Sparse coding [158] has been recognized as an eﬃcient unsupervised learning method
in many literatures [218, 133, 223]. Given an input x, the hidden representation h is
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learnt by solving an L1-regularized optimization problem:
min‖x−Dh‖22 + λ‖h‖1 (6.5)
where λ is a slack variable and D is the dictionary which could be learnt in advance
through a K-SVD [3] or online dictionary learning [133] method from unlabelled data.
To solve h from Equation 6.5 is called sparse coding. Since sparse coding is quite time-
consuming, it is hardly used in the deep learning architecture. Kavukcuoglu et al.
[100] proposed a method called Predictive Sparse Decomposition (PSD) in order to
learn a fast non-iterative way to approximately compute h to replace the costly sparse
coding step. PSD utilized an encoder, which is in the same form of an encoder in the
auto-encoders, to approximate the sparse coding solution. The encoder is trained by
minimizing the following energy function:
EPSD = ‖x−Dh‖22 + λ‖h‖1 + ‖h− f(x)‖22 (6.6)
where f(x) is deﬁned in the same form as in Equation 6.3. The learning procedure
simultaneously optimizes the dictionary D and the encoder parameters (W, b). After
learning, the encoder could then learn representation from the input in a fast feed-
forward way.
6.3.1.4 Restricted Boltzmann Machine
Boltzmann Machines (BMs) [2] are a particular form of undirected graphical models
(Figure 6.2) which model the statistical dependencies of two groups of stochastic units
- the visible units {xi ∈ {0, 1}, i = 1, ..., dx} and the hidden units {hj ∈ {0, 1}, j =
1, ..., dh} through a joint probability distribution:
p(x, h) =
1
Z
exp(−EBM(x, h)) (6.7)
where EBM(x, h) is an energy function which is deﬁned as
EBM(x, h) = −1
2
xTUx− 1
2
hTV h− xTWh− bTx− dTh (6.8)
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and Z is a partition function which normalize the distribution:
Z =
∑
x1∈{0,1}
· · ·
∑
xdx∈{0,1}
∑
h1∈{0,1}
· · ·
∑
hdh∈{0,1}
exp(−EBM(x, h)) (6.9)
U deﬁnes the weights between the visible units, while V deﬁnes the weights between
the hidden units andW deﬁnes the weights between each visible unit and each hidden
unit. b and d are the bias of the visible and hidden units respectively.
Figure 6.2: The undirected graphical model of Boltzmann Machines.
Based on the deﬁnition of the joint probability distribution, the conditional dis-
tributions could be computed as:
p(hj = 1|x) = sigmoid(
∑
j
Wijxi +
∑
j′ =j
Vjj′hj′ + dj)
p(xi = 1|h) = sigmoid(
∑
j
Wijhj +
∑
i′ =i
Uii′xi′ + bi)
(6.10)
As can be seen from Equation 6.10, because of the existence of the visible-to-visible
and hidden-to-hidden interactions in the energy function of BM, inference in the
Boltzmann machine is intractable.
The restricted Boltzmann machine (RBM) is deﬁned by restricting the interactions
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between the visible and hidden units. It eliminates the visible-to-visible and hidden-
to-hidden interactions, and thus form a bipartite graph with the visible and hidden
units constituting two layers of vertices in the graph, as can be seen in Figure 6.3.
Figure 6.3: The bipartite graph of restricted Boltzmann Machines.
Eliminating the visible-to-visible and hidden-to-hidden interactions (setting U and
V to zero in Equation 6.10) introduces a very useful property for RBM that both
the conditional distribution over the hidden vector h given x and the conditional
distribution over the visible vector x given h factorize:
p(h|x) =
∏
j
p(hj|x)
p(x|h) =
∏
i
p(xi|h)
(6.11)
where
p(hj = 1|x) = sigmoid(
∑
j
Wijxi + dj)
p(xi = 1|h) = sigmoid(
∑
j
Wijhj + bi)
(6.12)
RBM and BM could both be trained by maximizing the log-likelihood of the input
logp(x; θ) where θ denotes the parameters {W, b, d} or {W,U, V, b, d}. The gradient
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of logp(x; θ) is given by:
−δlogp(x; θ)
δθ
=
∑
h
p(h|x)δE(x, h)
δθ
−
∑
xˆ,h
p(xˆ, h)
δE(xˆ, h)
δθ
= Ep(h|x)[
δE(x, h)
δθ
]− Ep(x,h)[δE(x, h)
δθ
]
(6.13)
where the conditional expectation of the ﬁrst term is called the positive phase (rep-
resenting the data distribution) while the joint expectation of the second term is
called negative phase (representing the model distribution). The gradient is to move
the model distribution towards data distribution. To get the expectations in Equa-
tion 6.13, a sampling procedure such as Gibbs sampling [64] is required to sample
from p(h|x) and p(x, h). At this place because of the conditional factorization prop-
erty RBM shows great advantage in the sampling eﬃciency to BM. Much less steps
are needed to sample a set of visible and hidden variables for RBM than for BM.
Contrastive divergence (CD) [83] and the Stochastic Maximum Likelihood (SML)
algorithm (also known as persistent contrastive divergence (PCD)) [188] are two pop-
ular methods to estimate the RBM parameters based on the Gibbs sampling.
Traditional RBM models the statistical dependencies of the visible and hidden
variables which are in binomial distribution. In the last few years some variants of
the RBM have been proposed to deal with the real-valued image data. One straight-
forward and also maybe the most popular variant is the Gaussian RBM (GRBM), in
which the conditional distribution over the visible variable given the hidden variable
is deﬁned as a Gaussian with ﬁxed covariance and parametrized mean by the product
of a weight matrix and a binary hidden vector. However, it was shown in [164] that
the GRBM could not train features of sharp edges and the learnt representations were
not particularly useful for classiﬁcation tasks. Ranzato and Hinton [164] proposed a
RBM variant called mean and covariance RBM (mcRBM) in which both the mean
and covariance of the input data were parametrized independently. The mcRBM
could be seen as a combination of the GRBM and covariace RBM (cRBM) [167],
with the GRBM and cRBM capturing the conditional mean and covariance respec-
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tively. A major problem with the mcRBM is that an eﬃcient Gibbs sampling can
not be performed, which makes the training of it very slow. The spike-and-slab Re-
stricted Boltzmann Machine (ssRBM) [41] is a recently developed variant of RBM.
Similar to the GRBM and mcRBM it models the visible units as a real-valued vector,
however diﬀerent from these two methods ssRBM associates each hidden unit hj with
a binary spike variable rj ∈ {0, 1} and a real-valued slab vector sj ∈ 
K , and deﬁnes
the energy function as:
EssRBM(x, h) = EssRBM(x, r, s) =
1
2
xTΛx−
∑
j
(xTWjsjrj − 1
2
sj
Tαjsj + bjrj) (6.14)
where Wj ∈ 
dx×K is the weight matrix between all the visible units and the j-th
hidden unit, bj is the bias of the spike variable rj, Λ and α are two diagonal matrices to
penalize large values of ‖x‖22 and ‖sj‖22. The ssRBM showed many pleasant properties
in [41] that it can not only successfully model the natural images but also be amenable
to simple and eﬃcient Gibbs sampling. To use ssRBM to pre-train a neural network
layer, K is set to 1 where the ssRBM represents the hidden variables as an element-
wise product of a real-valued vector with a binary vector.
6.3.2 Greedy layer-wise pre-training via unsupervised learn-
ing
To pre-train the layers of the deep CNN, a Greedy layer-wise representation learning
approach [82, 11] is adopted to learn the representation of one layer at a time from the
lowest layer to the highest one. All the unsupervised learning methods introduced in
the last section are utilized to pre-train the deep CNN, including the PCA, SAE, DAE,
CAE, PSD and ssRBM for the comparison purpose, respectively. To select the best
unsupervised learning method for each layer a supervised evaluation method based
on the leave-one-out cross-validation procedure is adopted. All the labelled training
images are divided into ﬁve groups with the number of images for each category being
as close as possible among all the ﬁve groups, and use one group each time to ﬁne-
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tune the deep CNN pre-trained by the diﬀerent unsupervised learning methods and
the left four for prediction. The method with the best prediction accuracy is selected
as the best unsupervised learning method for this layer. When choosing the best
unsupervised learning method for the l-th layer, the previous layers from 1 to l − 1
are all pre-trained by the corresponding best unsupervised learning methods. One
thing needed to be clariﬁed is that since the highest layer in the deep CNN is used
as a classiﬁer it will not be pre-trained. This greedy layer-wise pre-training approach
is summarized in Algorithm 4.
6.4 Supervised regularizations
Conventional CNNs perform the supervised training by utilizing the supervised in-
formation to compute the prediction error and then applying the back-propagation
to update parameters in previous layers. However, this way of supervised training is
prone to leading the CNNs into an unhealthy situation in which the classiﬁer is well
tuned to classify the training samples but the feature learning layers could not extract
robust features. Especially when there are only a small number of training samples
available overﬁtting is likely to happen. Though the transfer learning provides a way
to solve this problem, it is believed not to be suitable for all the layers of a deep neural
network. As widely acknowledged, the power of a deep neural network lies in the fact
that it can learn hierarchical features from the inputs and the higher the level is the
more abstract the learnt feature is, as seen from Figure 6.4. Therefore, for images of
diﬀerent categories, they may share similar low-level features, but as the level goes
up, the learnt features will be diﬀerent. Thus the transfer learning might work well
for the low-level layers, but is not suitable for the high-level layers.
In this section a supervised method is presented to regularize the learnt high-level
features and incorporate the regularizations into the traditional supervised training
criterion, in order not only to train a good classiﬁer but also to learn a robust feature
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Algorithm 4 Greedy layer-wise pre-training via unsupervised learning
Input: unlabelled training set U , labelled training set T .
1: Initialization:
Set h0 = U , record the unsupervisedly learnt best representations of the ﬁrst
three layers in the deep CNN as {BRl, l = 1, 2, 3}, and divide the labelled training
images into ﬁve equal groups denoted as {T k, k = 1, ..., 5};
2: for l = 1 : 3 do
3: for each unsupervised learning method do
4: Train the unsupervised model using the data hl−1;
5: Use the unsupervised learning result to pre-train layer l of the deep CNN,
and utilize {BRl′ , l′ = 1, ..., l − 1} to pre-train the ﬁrst l − 1 layers;
6: Record the current status of the deep CNN as SC ;
7: for k = 1 : 5 do
8: Fine-tune the deep CNN using the labelled data T k;
9: Utilize the ﬁne-tuned deep CNN to classify the data {T j, j = 1, ..., 5andj =
k} and record the classiﬁcation accuracy.
10: end for
11: Record the average classiﬁcation accuracy of the cross. validation
12: end for
13: Compare the average classiﬁcation accuracies achieved by the diﬀerent unsu-
pervised learning methods, and record the unsupervised representation with
the best accuracy in BRl.
14: end for
Output: the unsupervisedly learnt best representations of each layer: {BRl, l =
1, 2, 3}.
extractor, which ultimately yield higher generalization capability of the model. The
key idea of the regularizations is based on the Fisher criterion, which is to make the
features learnt from images of the same class close to each other and the features
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Figure 6.4: The unsupervised learning of hierarchical object parts [115].
learnt from images of diﬀerent classes away from each other. Speciﬁcally, denoting
the l-th layer feature (hidden unit activations of the l-th layer) of a deep network
extracted from a training image Ti as h
i
l, an regularization is placed on the learning
of hil by minimizing the following function:
Rl(h
i
l; θ
l
all) = −log
exp(−d(hil, hr(g(i))l ))∑C
j=1 exp(−d(hil, hr(j)l ))
(6.15)
where θlall denotes all the parameters in the ﬁrst l layers of the deep network, g(i)
is the label of the training image Ti (the class Ti belongs to), r(j) is a function that
randomly select a training image from the j-th class, C is the number of classes,
and d(hil, h
r(j)
l ) calculates the distance between h
i
l and h
r(j)
l . The regularization Rl is
similar to the loss function for training the whole CNN in Equation 6.2, and could
also be trained by minimizing the cross entropy.
One important issue of the regularization is about the selection of the distance
function. For a feed-forward layer, e.g., the third layer of the deep CNN adopted
in this chapter, the hidden unit activations form a one-dimensional vector where
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hil ∈ 
m×1, and thus the Euclidean metric could be used to measure the distance
between two features:
dff (h
i
l, h
j
l ) = ‖hil − hjl ‖22 = (hil − hjl )T (hil − hjl ) (6.16)
While for a convolutional layer such as the second layer, the learnt feature comprises
a number of feature maps (denoting the number as N) with each feature map sized
dh × dw, forming a three-dimensional matrix where hil ∈ 
N×dh×dw . To measure
the distance between two features of these, a simple way is to convert the three-
dimensional matrix into a one-dimensional vector h′il ∈ 
Ndhdw×1, and then apply the
Euclidean metric to calculate the distance between two features. However, considering
each point in a dh×dw feature map as a superpixel which is in fact a feature extracted
from a patch of a ﬁxed size, hil is composed of a set of feature vectors of size N
extracted from dh ∗ dw patches (or subimages) with each feature vector describing a
part of the input image. A new function is then deﬁned to calculate the set-to-set
distance between two features as:
dconv(h
i
l, h
j
l ) =
dh∗dw∑
k=1
mink′{dff (hilk, hjlk′), k′ = 1, ..., dh ∗ dw}
+
dh∗dw∑
k′=1
mink{dff (hilk, hjlk′), k = 1, ..., dh ∗ dw}
(6.17)
where hilk ∈ 
N×1 and hjlk′ ∈ 
N×1 are the feature vectors of hil and hjl respectively.
Since the regularization Rl(h
i
l; θ
l
all) on h
i
l involves calculation of the distances be-
tween hil and the l-th layer features extracted from C randomly selected training
images, it is quite time-consuming when it is used in the stochastic gradient descent
for parameter learning. Thus a simpler regularization is presented as:
Rsl (h
i
l; θ
l
all) = d(h
i
l, h
r(g(i))
l ) (6.18)
which is just to minimize the distance between features extracted from two images of
the same class.
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The regularization is applied on the features learnt in the second and third layer
respectively, with the distance between two features deﬁned in Equation 6.17 and
6.16.
6.5 Experiments
In the experiments texture classiﬁcation based on the greedy layer-wise pre-training
via unsupervised representation learning is ﬁrstly studied. At the same time the
eﬀectiveness of using transfer learning to pre-train the deep CNN for texture classi-
ﬁcation is evaluated. Subsequently the regularizations introduced in Section 6.4 are
incorporated into the supervised training criterion to increase the generality of the
learnt deep CNN model. The eﬀects of the unsupervised learning and supervised
regularizations on texture classiﬁcation are also compared and discussed. The CNN
model, PSD and regularized supervised training are all implemented based on the
Torch7 machine learning library [38], while the PCA, Auto-encoders and RBM are
realized using the functions in Theano [13]. For unsupervised learning, the convolu-
tional PSD, auto-encoders and RBM are utilized in the ﬁrst and second layers, while
the linear version of them are utilized in the third layer.
6.5.1 Greedy layer-wise pre-training via unsupervised learn-
ing
To evaluate the greedy layer-wise pre-training based on unsupervised learning, the
CUReT dataset [45] was utilized for experiments. The CUReT dataset contains 61
classes of textures and each texture is composed of 92 images sized 200×200 captured
with varying viewpoints and illuminations (originally there are 205 images in each
class, however as in most literatures only 92 of them were selected for experiments we
adopt the same settings for a fair comparison). A small dataset denoted as CUReT s
was constructed by randomly selecting 15 images from each texture of the CUReT
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dataset, which was on the one hand used as the unlabelled dataset for unsupervised
learning and on the other hand applied in cross-validation to select the best unsuper-
vised learning method for each layer of the deep CNN. In cross validation, CUReT s
was equally divided into ﬁve groups with each group containing 3 images per texture.
One group is selected for training alternatively and the left four are used for testing.
The cross-validation results based on greedy layer-wise pre-training are shown in ta-
ble 6.1. From that table it can be seen that by applying some unsupervised learning
methods to pre-train the ﬁrst layer the deep CNN could achieve a much higher cross
validation accuracy than without pre-training. While for the second layer a slight im-
provement is made and for the third layer the unsupervised learning for pre-training
does not help the deep CNN to be trained to a better position. On the other hand, it
is also observed that PSD is the best unsupervised learning method to pre-train both
the ﬁrst and second layer of the deep CNN for achieving the highest cross validation
accuracy and SAE is the second best. As PSD and SAE are both based on the sparse
representation it indicates that sparsity might play an important part in the image
representation in diﬀerent layers.
Table 6.1: Cross-validation results (%) of the diﬀerent unsupervised learning methods
for greedy layer-wise pre-training on CUReT s.
Layer PCA SAE DAE CAE PSD ssRBM None
1 75.51± 2.43 82.78± 2.50 78.99± 2.43 77.81± 3.83 83.55± 1.74 72.48± 1.62 77.86± 2.70
2 83.48± 1.81 84.04± 1.56 82.86± 2.20 82.59± 1.52 85.05± 1.96 80.52± 0.96 83.55± 1.74
3 83.03± 2.56 83.90± 2.49 84.89± 2.30 84.72± 2.15 84.37± 2.49 83.87± 2.72 85.05± 1.96
To evaluate the greedy layer-wise pre-training based on transfer learning, two
public available datasets - a texture dataset (KTH-TIPS [78]) and an object dataset
(Caltech 101 [55]) were selected for transfer learning. The KTH-TIPS dataset is
composed of 10 texture classes with each class containing 81 images with diﬀerent
scale and illuminations with each image sized about 200× 200, while the Caltech 101
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is composed of 9146 images and the size of each image is roughly 300 × 200. 1000
images were randomly selected from the Caltech 101 dataset to construct one unla-
belled dataset UCaletch101 and all the 810 images in KTH-TIPS were kept in another
unlabelled dataset UKTH−TIPS. The results of using the transfer learning to pre-train
each layer of the deep CNN were recorded in table 6.2 and 6.3. From the two tables,
similar results to those in table 6.1 have been obtained by using the transfer learning
results from the unlabelled datasets UKTH−TIPS and UCaltech101 to pre-train the three
layers of the deep CNN. The transfer learning is still only eﬀective in pre-training
the ﬁrst and second layer, and the sparse representation based SAE and PSD meth-
ods are more eﬀective than other unsupervised learning approaches except PCA in
pre-training the second layer using UCaltech101. Thus it strongly suggests that dif-
ferent datasets could share similar underlying explanatory factors. There is another
interesting phenomenon that the results of using the CUReT s dataset itself for un-
supervised learning are slightly better than those of using another texture dataset
UKTH−TIPS which are then superior to those of using the object dataset UCaltech101
for unsupervised learning. It indicates that a texture could share more similar under-
lying explanatory factors with another texture than with objects, which agrees with
the subjective observation of human.
Table 6.2: Cross-validation results (%) of the diﬀerent unsupervised learning methods
for greedy layer-wise pre-training based on transfer learning from UKTH−TIPS.
Layer PCA SAE DAE CAE PSD ssRBM None
1 74.89± 1.35 83.06± 2.31 79.15± 2.59 78.00± 2.93 83.00± 2.49 69.86± 2.78 77.86± 2.70
2 82.70± 2.21 83.27± 2.00 82.97± 2.08 82.67± 1.60 84.15± 1.54 81.66± 2.42 83.06± 2.31
3 81.42± 1.45 82.97± 2.20 83.36± 2.52 83.98± 2.74 82.54± 1.48 82.34± 1.60 84.15± 1.54
By applying the greedy layer-wise unsupervised learning in the classiﬁcation of
the whole CUReT and KTH-TIPS dataset, the results were obtained in table 6.4 and
6.5. It can be seen from the two tables that using the unsupervised learning to pre-
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Figure 6.5: Some samples of the Caltech 101 dataset.
Table 6.3: Cross-validation results (%) of the diﬀerent unsupervised learning methods
for greedy layer-wise pre-training based on transfer learning from UCaltech101.
Layer PCA SAE DAE CAE PSD ssRBM None
1 74.26± 2.74 81.25± 2.18 78.90± 2.80 79.20± 2.65 81.22± 2.36 71.25± 1.66 77.86± 2.70
2 83.19± 1.13 83.06± 2.59 82.43± 1.88 82.10± 1.92 82.37± 3.00 81.06± 2.02 81.25± 2.18
3 82.34± 1.60 78.46± 2.01 23.63± 18.33 79.72± 1.87 81.20± 2.42 1.63± 0.00 83.19± 1.13
train the layers of the deep CNN could improve classiﬁcation accuracies for both the
CUReT and KTHTIPS datasets. When there are fewer number of training samples
more improvements could be achieved.
6.5.2 Regularized supervised training
To evaluate the two types of regularizations proposed in section 6.4, i.e., the negative-
log-softmax regularization in equation 6.15 (method 1) and the distance between two
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Table 6.4: Comparison of the classiﬁcation accuracies (%) by using the deep CNN
with or without unsupervised pre-training on CUReT.
Training number with pre-training without pre-training
3 84.20± 0.97 77.38± 1.19
6 92.36± 1.10 88.58± 0.85
12 96.61± 0.98 95.28± 0.54
23 98.70± 0.25 98.05± 0.15
46 99.44± 0.12 99.38± 0.18
Table 6.5: Comparison of the classiﬁcation accuracies (%) by using the deep CNN
with or without unsupervised pre-training on KTH-TIPS.
Training number with pre-training without pre-training
3 62.20± 4.87 58.20± 3.18
5 68.18± 3.61 66.65± 2.66
10 79.12± 0.57 78.84± 0.55
20 88.65± 1.16 88.52± 1.47
41 96.45± 1.70 94.70± 1.88
images of the same class regularization in equation 6.18 (method 2), the cross vali-
dation on two datasets is performed. By using CUReT s as the ﬁrst cross validation
dataset, the second cross validation dataset is constructed by selecting 15 images
from each class of the KTHTIPS dataset which is denoted as KTHTIPS s. The
cross validation results are shown in table 6.6. From the table it could be clearly
seen that using method 1 to regularize the second layer and method 2 to regularize
the third layer could achieve better results on both the CUReT s and KTHTIPS s
datasets. Accordingly in the following experiments method 1 and method 2 are used
to regularize the second and the third layer respectively.
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Table 6.6: Cross validation results to evaluate the two diﬀerent regularizations on the
second and third layers.
Regularization
method
CUReT s KTHTIPS s
second-layer third-layer second-layer third-layer
method 1 82.54± 2.16 78.96± 1.65 61.99± 6.08 59.33± 6.59
method 2 79.83± 2.63 80.98± 2.81 55.49± 6.81 61.83± 4.36
The performance of applying the second-layer and third-layer regularizations sep-
arately and together in the supervised training for texture classiﬁcation was then
evaluated. As when there are a large number of training images the classiﬁcation
accuracies are already quite high for both the CUReT and KTHTIPS datasets as
shown in table 6.4 and 6.5, our special aim is that the texture classiﬁcation accura-
cies based on a small number of training images could be improved by incorporating
the regularizations. For the CUReT dataset 3 images are randomly selected from
each texture for training while for the KTHTIPS dataset 3, 6 and 12 images from
each texture are used for training respectively. From the results shown in table 6.7
and 6.8 it can be seen that by applying the regularizations on either the second or
third layer higher classiﬁcation accuracies could be reached and the best results are
achieved by applying regularizations on both the two layers.
Table 6.7: Applying regularizations on diﬀerent layers for texture classiﬁcation on
CUReT.
Training number second-layer third-layer second+third-layer without regularizations
3 82.14± 1.92 80.96± 0.90 83.52± 1.11 77.38± 1.19
At last the eﬀects of applying the unsupervised learning and regularization in-
dividually or together in the texture classiﬁcation were compared, with the results
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Table 6.8: Applying regularizations on diﬀerent layers for texture classiﬁcation on
KTH-TIPS.
Training number second-layer third-layer second+third-layer without regularizations
3 60.53± 4.24 62.46± 3.59 62.46± 3.59 58.20± 3.18
5 68.15± 3.53 70.23± 2.10 70.68± 1.95 66.65± 2.66
10 81.66± 0.55 80.05± 1.43 85.52± 0.67 78.84± 0.55
shown in table 6.9 and 6.10. In the experiments 3 images per texture were used for
training.
Table 6.9: Combining unsupervised learning and regularization for texture classiﬁca-
tion on CUReT.
Regularizations
second-layer third-layer second+third-layer none
Unsupervised
learning
layer 1 86.42± 1.48 85.68± 1.01 85.72± 1.83
84.20± 0.97
layer 2 86.22± 1.41 85.85± 0.79 85.28± 1.45
none 82.14± 1.92 80.96± 0.90 83.52± 1.11 77.38± 1.19
Table 6.10: Combining unsupervised learning and regularization for texture classiﬁ-
cation on KTHTIPS.
Regularizations
second-layer third-layer second+third-layer none
Unsupervised
learning
layer 1 60.53± 4.24 59.89± 3.66 62.46± 3.59
62.20± 4.87
layer 2 61.10± 5.34 61.15± 4.70 62.51± 2.10
none 60.53± 4.24 62.46± 3.59 62.46± 3.59 58.20± 3.18
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6.5.3 Discussion
Greedy layer-wise unsupervised learning and regularized supervised training provide
two ways to regularize the parameter learning of the deep CNN for texture classiﬁca-
tion.
One advantage of the greedy layer-wise unsupervised learning is that since diﬀer-
ent images share similar underlying explanatory factors, which can be seen from the
results in table 6.1, 6.2 and 6.3, the unsupervised learning could be done on datasets
which are in diﬀerent categories of the training images through transfer learning.
Thus, plenty of images of unknown type could be utilized for the unsupervised learn-
ing. However since high-level features are normally quite abstract, the unsupervised
learning is only suitable to pre-train the low-level layers and applying unsupervised
learning to pre-train the high-level layers could lead to inferior classiﬁcation perfor-
mance. In contrary, the regularized supervised training is more suitable for training
high-level layers rather than low-level layers. Since the regularizations are based on
the Fisher criterion and features that can discriminate an image from another image
in two diﬀerent categories are usually obtained in the high-level layers, the regular-
izations could only be applied in the high-level layers. From this point of view, the
greedy layer-wise unsupervised learning and regularized supervised training in fact
complement each other. For the mid-level layer, i.e., second layer in this chapter, as
it may possess the properties of both the low-level and high-level layers, both the two
ways could be applied on it.
6.6 Summary
Two diﬀerent strategies have been adopted in this chapter to improve the performance
of the deep CNN for texture classiﬁcation, i.e., the greedy layer-wise unsupervised
learning and regularized supervised training. Through the unsupervised learning from
a set of unlabelled data which may be in the same or diﬀerent categories of the train-
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ing data the greedy layer-wise unsupervised learning provides a set of initial value for
the parameters in diﬀerent layers of a deep CNN to help them to better converge to
a globally optimized position. The regularized supervised training constrains the pa-
rameter updating directions in each iteration by adding a regularization term on the
objective function of the deep CNN. Extensive experiments were undertaken to verify
the eﬀectiveness and eﬃciency of these two methods to improve the supervised classi-
ﬁcation results. Experimental results show that applying either the greedy layer-wise
unsupervised learning or regularized supervised training could increase the texture
classiﬁcation accuracies to a considerable extent especially when there are only a small
number of images for training, and combining them together could achieve the best
results.
144
Chapter 7
Conclusions and Future Work
7.1 Conclusions
With wide applications in diﬀerent areas, a robust texture classiﬁcation method could
greatly facilitate the human life and social production in various aspects. Most previ-
ous literatures addressed the texture classiﬁcation problem by using a hand-designed
feature extraction method to extract features and some conventional classiﬁers for
classiﬁcation. However there are three problems inside them. Firstly, previous fea-
ture extraction methods are not robust enough to various image variations especially
the scale change. In addition, though it is common in the real-world applications that
only a small number of images are available for training, the texture classiﬁcation from
few training images problem has not been well addressed yet. Moreover, since most
feature extraction methods are manually designed by researchers, they could hardly
adapt to diﬀerent datasets and thus are unlikely to get satisfactory results in the
real-world applications. In this thesis, a set of algorithms were proposed to solve
these texture classiﬁcation problems from a new perspective of machine learning. By
analyzing the properties of data distribution and learning from the training data the
proposed machine learning based methods could automatically learn the discrimina-
tive features and even classiﬁers, which lead to the robust texture classiﬁcation in
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diﬀerent datasets. The work done in this thesis comprised four main parts:
Firstly, a novel framework was proposed by extending a conventional sparse rep-
resentation technique to speciﬁcally address the scale invariant texture classiﬁcation
which had not been well addressed in previous literatures. By exploring the scaling
properties of a texture, it was found that a low dimensional linear subspace existed
among the multi-scale representations. Using a sparse representation could not only
learn the low dimensional linear subspace, but also collaborate the multi-scale rep-
resentations to eﬀectively classify the textures acquired in various scales. Based on
those analyses, a dictionary for sparse representation was ﬁrstly learnt from the Gaus-
sian pyramid generated scale space of training images, and then a modiﬁed sparse
representation based classiﬁcation method was implemented to classify test images
with diﬀerent scales. Through the comparison with some state-of-the-art methods
on two benchmark multi-scale texture databases for texture classiﬁcation, the pro-
posed method was demonstrated to be able to handle large scale changes and achieve
satisfactory results in the scale invariant texture classiﬁcation. The framework pro-
vided many advantages that no scale invariant feature extraction or a large set of
labelled training images with diﬀerent scales were required. It is also believed the
framework could be applicable in other computer vision tasks such as scale invariant
object matching and classiﬁcation.
Secondly, a real-world problem of texture classiﬁcation from a small number of
training images was solved by applying multi-manifold analysis on the sparse rep-
resentation of textures. Based on the repetition property of textures, a scale and
spatial pyramid was ﬁrst adopted to divide a textural image into many subimages
where each subimage represented one aspect of the texture. By regarding all the
subimages as new training samples, the sparse representation was adopted to model
the subspace constructed by these training samples. A novel multi-manifold analysis
method which considered both the discrimination and generalization of the sparse
representation model was employed to learn a projection matrix for each texture
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class. Through the multi-manifold analysis the model not only gained discriminative
power in texture classiﬁcation, but also reduced the overﬁtting eﬀect which resulted
in higher generalization capability. Experimental results on three benchmark datasets
show that the proposed method achieves superior results to the state-of-the-art tex-
ture classiﬁcation approaches with arbitrary small number of training images. It is
anticipated that the method could also be extended to other areas where it is only
feasible to obtain a small number of training samples.
Thirdly, the Convolutional Neural Networks were incorporated into texture clas-
siﬁcation in order to automatically learn the features and a classiﬁer from textural
images instead of hand-designing them. Both a traditional image-based CNN and
a novel patch-based CNN were developed for texture classiﬁcation. Compared with
the traditional image-based CNN, the patch-based CNN adopts two diﬀerent archi-
tectures for training and classiﬁcation individually. The training architecture utilizes
small and ﬁxed sized image patches generated from original training images for train-
ing while the classiﬁcation architecture accepts images of any size (not less than the
size of the image patches) for test. Since more training samples are generated, a better
generalization is reached for the patch-based CNN. In addition, as no input resizing
is required unless the input image size is smaller than the patch size, information
loss could be avoided. Moreover a set of rotated and scaled image patches could be
adopted for training the patch-based CNN to guarantee a better performance. Exper-
imental results on four benchmark datasets show that the patch-based CNN achieve
higher classiﬁcation accuracies than the image-based CNN on three datasets, and
slightly lower on the other one. As compared with the state-of-the-art methods, the
patch-based CNN yields superior scores on most of the four datasets and comparable
on the others.
Lastly, a greedy layer-wise unsupervised learning approach and a regularized su-
pervised training method were developed to improve the performance of the deep
CNN for texture classiﬁcation. The greedy layer-wise unsupervised learning provides
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a set of initial value for the parameters in diﬀerent layers of a deep CNN to help
them to better converge to a globally optimized position. The regularized supervised
training constrains the parameter updating directions in each iteration by adding a
regularization term on the objective function of the deep CNN. By giving out the
initial value and regularizing the updating process respectively, the greedy layer-wise
unsupervised learning and regularized supervised training could be considered as a
complement to each other. Experimental results show that applying either the greedy
layer-wise unsupervised learning or regularized supervised training could increase the
texture classiﬁcation accuracies to a considerable extent especially when there are
only a small number of images for training, and if combining them together the best
results could be achieved.
7.2 Future Work
In this thesis, all the algorithms proposed focused on textural feature extraction from
gray-level images. In the future, some work could be done to incorporate colour
information into the feature extraction process for colourful textural image classiﬁca-
tion. In addition, more research eﬀorts can be made to extend the proposed texture
classiﬁcation methods to other real-world image classiﬁcation applications, such as
textural image segmentation and archiving, medical image analysis, and industrial
defect detection.
One of the biggest challenges in real-world image classiﬁcation applications is that
a real-world image is usually composed of many diﬀerent textures or objects, unlike
the textural images in the benchmark datasets which often contain single type of
texture. Direct application of existing methods to classify or recognize textures in
these images is thus infeasible. To fulﬁl the task of texture classiﬁcation in complex
images in the future, a segmentation module could be incorporated as a pre-processing
prior to the texture classiﬁcation module. This technology can be extended to the
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multi-label image annotation, i.e., segment and recognize all the textures or objects
in one image simultaneously.
Another challenge of utilizing existing texture classiﬁcation methods in real-world
applications is the big size of datasets required for suﬃcient classiﬁcation accuracy
for large number of diﬀerent categories of textures. Evaluation of previous texture
classiﬁcation methods was mostly carried on the datasets which are on the order of
thousands of images. While in the real world both the category number and image
number of textures are far more than those in the benchmark datasets, which could
be on the order of tens of thousands of categories and millions of images. Thus, more
eﬀorts would be put into improving the classiﬁcation accuracy and time eﬃciency of
large datasets, simultaneously.
149
Bibliography
[1] M. Acharyya and M. K. Kundu. Adaptive basis selection for multi texture
segmentation by m-band wavelet packet frames. In International Conference
on Image Processing, volume 2, pages 622–625, 2001.
[2] David H. Ackley, Geoﬀrey E. Hinton, and Terrence J. Sejnowski. A learning
algorithm for boltzmann machines. Cognitive Science, 9:147–169, 1985.
[3] M. Aharon, M. Elad, and A. Bruckstein. K -svd: An algorithm for design-
ing overcomplete dictionaries for sparse representation. IEEE Transactions on
Signal Processing, 54(11):4311–4322, 2006.
[4] Timo Ahonen, Jiri Matas, Chu He, and Matti Pietika¨inen. Rotation invariant
image description with local binary pattern histogram fourier features. In SCIA,
pages 61–70, 2009.
[5] O. S. Al-Kadi. A fractal dimension based optimal wavelet packet analysis tech-
nique for classiﬁcation of meningioma brain tumours. In IEEE International
Conference on Image Processing, pages 4177–4180, 2009.
[6] J. Amelung. Automatische Bildverarbeitung fr die Qualita¨tssicherung. PhD
thesis, 1995.
[7] V. V. Anh, J. Maeda, Q. M. Tieng, and H. T. Tsui. Multifractal texture analysis
and classiﬁcation. In International Conference on Image Processing, volume 4,
pages 445–449, 1999.
150
[8] Ruzena Bajcsy and Lawrence Lieberman. Texture gradient as a depth cue.
Computer Graphics and Image Processing, 5(1):52–67, 1976.
[9] Yoshua Bengio. Learning deep architectures for ai. Foundations and Trends in
Machine Learning, 2(1):1–127, 2009.
[10] Yoshua Bengio. Deep learning of representations for unsupervised and transfer
learning. Journal of Machine Learning Research-Proceedings Track, 27:17–36,
2012.
[11] Yoshua Bengio, Pascal Lamblin, Dan Popovici, Hugo Larochelle, Universit De
Montral, and Montral Qubec. Greedy layer-wise training of deep networks. In
NIPS, pages 153–160, 2007.
[12] Yoshua Bengio, Aaron Courville, and Pascal Vincent. Representation learning:
A review and new perspectives. IEEE Transactions on Pattern Analysis and
Machine Intelligence, 35(8):1798–1828, 2013.
[13] James Bergstra, Olivier Breuleux, Fre´de´ric Bastien, Pascal Lamblin, Raz-
van Pascanu, Guillaume Desjardins, Joseph Turian, David Warde-Farley, and
Yoshua Bengio. Theano: a CPU and GPU math expression compiler. In Pro-
ceedings of the Python for Scientiﬁc Computing Conference (SciPy), 2010.
[14] Abhir H. Bhalerao and Nasir M. Rajpoot. Discriminant feature selection for
texture classiﬁcation. In British Machine Vision Conference, 2003.
[15] R. Broadhurst. Statistical estimation of histogram variation for texture clas-
siﬁcation. In Proceedings of the Fourth International Workshop on Texture
Analysis and Synthesis, pages 25–30, 2005.
[16] Phil Brodatz. Textures: A Photographic Album for Artists and Designers. Dover
Publications, 1999. ISBN 0486406997.
151
[17] Deng Cai, Xiaofei He, Jiawei Han, and T.S. Huang. Graph regularized non-
negative matrix factorization for data representation. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 33(8):1548–1560, 2011.
[18] E. J. Candes and T. Tao. Decoding by linear programming. IEEE Transactions
on Information Theory, 51(12):4203–4215, 2005.
[19] E. J. Candes and T. Tao. Near-optimal signal recovery from random projections:
Universal encoding strategies? IEEE Transactions on Information Theory, 52
(12):5406–5425, 2006.
[20] E.J. Candes and M.B. Wakin. An introduction to compressive sampling. IEEE
Signal Processing Magazine, 25(2):21–30, 2008.
[21] Claude Cariou and Kacem Chehdi. Unsupervised texture segmenta-
tion/classiﬁcation using 2-d autoregressive modeling and the stochastic
expectation-maximization algorithm. Pattern Recognition Letters, 29(7):905–
917, 2008.
[22] Luigia Carlucci. A formal system for texture languages. Pattern Recognition, 4
(1):53–72, 1972.
[23] G. Castellano, L. Bonilha, L. M. Li, and F. Cendes. Texture analysis of medical
images. Clinical Radiology, 59(12):1061–1069, 2004.
[24] T. Chang and C. C. J. Kuo. Texture analysis and classiﬁcation with tree-
structured wavelet transform. IEEE Transactions on Image Processing, 2(4):
429–441, 1993.
[25] D. Charalampidis and T. Kasparis. Wavelet-based rotational invariant rough-
ness features for texture classiﬁcation and segmentation. IEEE Transactions
on Image Processing, 11(8):825–837, 2002.
152
[26] B. B. Chaudhuri and N. Sarkar. Texture segmentation using fractal dimension.
Pattern Analysis and Machine Intelligence, IEEE Transactions on, 17(1):72–77,
1995.
[27] R. Chellappa and S. Chatterjee. Classiﬁcation of textures using markov random
ﬁeld models. In IEEE International Conference on Acoustics, Speech, and Signal
Processing, volume 9, pages 694–697, 1984.
[28] R. Chellappa and R. Kashyap. Texture synthesis using 2-d noncausal autore-
gressive models. IEEE Transactions on Acoustics, Speech and Signal Processing,
33(1):194–203, 1985.
[29] Jie Chen, Xilin Chen, Jie Yang, Shiguang Shan, Ruiping Wang, and Wen Gao.
Optimization of a training set for more robust face detection. Pattern Recogni-
tion, 42(11):2828–2840, 2009.
[30] Yang Chen and Runsheng Wang. Texture segmentation using independent
component analysis of gabor features. In 18th International Conference on
Pattern Recognition, volume 2, pages 147–150, 2006.
[31] H. Choi and R. G. Baraniuk. Multiscale image segmentation using wavelet-
domain hidden markov models. IEEE Transactions on Image Processing, 10
(9):1309–1321, 2001.
[32] D. A. Clausi and Huang Deng. Design-based texture feature fusion using gabor
ﬁlters and co-occurrence probabilities. IEEE Transactions on Image Processing,
14(7):925–936, 2005.
[33] David A. Clausi. Comparison and fusion of co-occurrence, gabor and mrf texture
features for classiﬁcation of sar sea-ice imagery. Atmosphere-Ocean, 39(3):183–
194, 2001.
153
[34] David A. Clausi and M. Ed Jernigan. Designing gabor ﬁlters for optimal texture
separability. Pattern Recognition, 33(11):1835–1849, 2000.
[35] Adam Coates and Andrew Ng. The importance of encoding versus training with
sparse coding and vector quantization. In Proceedings of the 28th International
Conference on Machine Learning, pages 921–928, 2011.
[36] F. S. Cohen, Z. Fan, and S. Attali. Automated inspection of textile fabrics
using textural models. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 13(8):803–808, 1991.
[37] F. S. Cohen, Z. Fan, and M. A. Patel. Classiﬁcation of rotated and scaled tex-
tured images using gaussian markov random ﬁeld models. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 13(2):192–202, 1991.
[38] Ronan Collobert, Koray Kavukcuoglu, and Clement Farabet. Torch7: A
matlab-like environment for machine learning. In BigLearn NIPS Workshop,
2011.
[39] Francis Comets and Basilis Gidas. Parameter estimation for gibbs distributions
from partially observed data. The Annals of Applied Probability, 2(1):142–170,
1992.
[40] R. W. Conners, C. W. McMillin, K. Lin, and R. E. Vasquez-Espinosa. Iden-
tifying and location surface defects in wood: Part of an automated lumber
processing system. volume 1, pages 726–728, 1990.
[41] Aaron C. Courville, James Bergstra, and Yoshua Bengio. A spike and slab
restricted boltzmann machine. In AISTATS, pages 233–241, 2011.
[42] George R. Cross and Anil K. Jain. Markov random ﬁeld texture models. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 5(1):25–39, 1983.
154
[43] Oana G. Cula and Kristin J. Dana. 3d texture recognition using bidirectional
feature histograms. International Journal of Computer Vision, 59(1):33–60,
2004.
[44] N. Dalal and B. Triggs. Histograms of oriented gradients for human detection.
In IEEE Conference on Computer Vision and Pattern Recognition, pages 886–
893, 2005.
[45] Kristin J. Dana, Bram van Ginneken, Shree K. Nayar, and Jan J. Koenderink.
Reﬂectance and texture of real-world surfaces. ACM Transactions on Graphics,
18(1):1–34, 1999.
[46] J. G. Daugman. Uncertainty relation for resolution in space, spatial frequency,
and orientation optimized by two-dimensional visual cortical ﬁlters. Journal
of the Optical Society of America A: Optics, Image Science, and Vision, 2(7):
1160–1169, 1985.
[47] J. G. Daugman. Image analysis and compact coding by oriented 2-d gabor
primitives. In SPIE Proceedings of Image Understanding and the Man-Machine
Interface, volume 758, 1987.
[48] Larry S. Davis, Steven A. Johns, and J. K. Aggarwal. Texture analysis using
generalized co-occurrence matrices. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 1(3):251–259, 1979.
[49] Peter de Souza. Texture recognition via autoregression. Pattern Recognition,
15(6):471–475, 1982.
[50] Huawu Deng and D. A. Clausi. Gaussian mrf rotation-invariant features for
image classiﬁcation. IEEE Transactions on Pattern Analysis and Machine In-
telligence, 26(7):951–955, 2004.
155
[51] Ondrej Drbohlav and Mike Chantler. Illumination-invariant texture classiﬁca-
tion using single training images. In The 4th international workshop on texture
analysis and synthesis, pages 31–36, 2005.
[52] Dennis Dunn, William E. Higgins, and Joseph Wakeley. Texture segmentation
using 2-d gabor elementary functions. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 16(2):130–149, 1994.
[53] Pierantonio Facco, Emanuele Tomba, Martina Roso, Michele Modesti, Fabrizio
Bezzo, and Massimiliano Barolo. Automatic characterization of nanoﬁber as-
semblies by image texture analysis. Chemometrics and Intelligent Laboratory
Systems, 103(1):66–75, 2010.
[54] M. E. Farmer and A. K. Jain. A wrapper-based approach to image segmentation
and classiﬁcation. IEEE Transactions on Image Processing, 14(12):2060–2072,
2005.
[55] Li Fei-Fei, Rod Fergus, and Pietro Perona. Learning generative visual mod-
els from few training examples: An incremental bayesian approach tested on
101 object categories. In IEEE Conference on Computer Vision and Pattern
Recognition Workshop, pages 178–178, 2004.
[56] J. M. Francos and A. Z. Meiri. A 2-d autoregressive, ﬁnite support, causal model
for texture analysis and synthesis. In International Conference on Acoustics,
Speech, and Signal Processing, volume 3, pages 1552–1555, 1989.
[57] D. Gabor. Theory of communication. Journal of the Institution of Electrical
Engineers, 93:445–457, 1946.
[58] Mehrdad J. Gangeh, Lauge Sørensen, Saher B. Shaker, Mohamed S. Kamel,
Marleen De Bruijne, and Marco Loog. A texton-based approach for the clas-
siﬁcation of lung parenchyma in ct images. In MICCAI 2010, LNCS, pages
596–603, 2010.
156
[59] Mehrdad J. Gangeh, Ali Ghodsi, and Mohamed S. Kamel. Dictionary learning
in texture classiﬁcation. In Proceedings of the 8th International Conference on
Image Analysis and Recognition - Volume Part I, pages 335–343, 2011.
[60] M.J. Gangeh, A. Ghodsi, and M.S. Kamel. Kernelized supervised dictionary
learning. IEEE Transactions on Signal Processing, 61(19):4753–4767, 2013.
[61] M.J. Gangeh, A. Sadeghi-Naini, M.S. Kamel, and G.J. Czarnota. Assessment of
cancer therapy eﬀects using texton-based characterization of quantitative ultra-
sound parametric images. In IEEE 10th International Symposium on Biomedical
Imaging (ISBI), pages 1372–1375, 2013.
[62] Shenghua Gao, I.W.-H. Tsang, and Liang-Tien Chia. Laplacian sparse coding,
hypergraph laplacian sparse coding, and applications. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 35(1):92–104, 2013.
[63] Jonas G˚arding and Tony Lindeberg. Direct computation of shape cues using
scale-adapted spatial derivative operators. International Journal of Computer
Vision, 17(2):163–191, 1996.
[64] Stuart Geman and D. Geman. Stochastic relaxation, gibbs distributions, and
the bayesian restoration of images. IEEE Transactions on Pattern Analysis and
Machine Intelligence, 6(6):721–741, 1984.
[65] Calvin C. Gotlieb and Herbert E. Kreyszig. Texture descriptors based on co-
occurrence matrices. Computer Vision, Graphics, and Image Processing, 51(1):
70–86, 1990.
[66] K. Grauman and T. Darrell. The pyramid match kernel: discriminative clas-
siﬁcation with sets of image features. In IEEE International Conference on
Computer Vision, volume 2, pages 1458–1465, 2005.
157
[67] S. E. Grigorescu, N. Petkov, and P. Kruizinga. Comparison of texture features
based on gabor ﬁlters. IEEE Transactions on Image Processing, 11(10):1160–
1167, 2002.
[68] T. Guha and R.K. Ward. Learning sparse representations for human action
recognition. Pattern Analysis and Machine Intelligence, IEEE Transactions
on, 34(8):1576–1588, 2012.
[69] Yimo Guo, Guoying Zhao, Matti Pietika¨inen, and Zhengguang Xu. Descriptor
learning based on ﬁsher separation criterion for texture classiﬁcation. In Pro-
ceedings of the 10th Asian Conference on Computer Vision - Volume Part III,
pages 185–198, 2011.
[70] Zhenhua Guo, Lei Zhang, and David Zhang. Rotation invariant texture clas-
siﬁcation using lbp variance (lbpv) with global matching. Pattern Recognition,
43(3):706–719, 2010.
[71] G. M. Haley and B. S. Manjunath. Rotation-invariant texture classiﬁcation
using modiﬁed gabor ﬁlters. In International Conference on Image Processing,
volume 1, pages 262–265, 1995.
[72] G. M. Haley and B. S. Manjunath. Rotation-invariant texture classiﬁcation us-
ing a complete space-frequency model. IEEE Transactions on Image Processing,
8(2):255–269, 1999.
[73] Ju Han and Kai-Kuang Ma. Rotation-invariant and scale-invariant gabor fea-
tures for texture image retrieval. Image and Vision Computing, 25(9):1474–
1481, 2007.
[74] R. M. Haralick. Statistical and structural approaches to texture. Proceedings
of the IEEE, 67(5):786–804, 1979.
158
[75] Robert M. Haralick, K. Shanmugam, and Its’Hak Dinstein. Textural features
for image classiﬁcation. IEEE Transactions on Systems, Man and Cybernetics,
3(6):610–621, 1973.
[76] Martin Hassner and Jack Sklansky. The use of markov random ﬁelds as models
of texture. Computer Graphics and Image Processing, 12(4):357–370, 1980.
[77] Tal Hassner, Viki Mayzels, and Lihi Zelnik-Manor. On sifts and their scales. In
IEEE Conference on Computer Vision and Pattern Recognition, pages 1522–
1528, 2012.
[78] Eric Hayman, Barbara Caputo, Mario Fritz, and Jan-olof Eklundh. On the
signiﬁcance of real-world conditions for material classiﬁcation. In European
Conference on Computer Vision, volume 4, pages 253–266, 2004.
[79] Yonggang He, Nong Sang, and Changxin Gao. Pyramid-based multi-structure
local binary pattern for texture classiﬁcation. In Proceedings of the 10th Asian
Conference on Computer Vision - Volume Part III, pages 133–144, 2011.
[80] Marko Heikkila¨, Matti Pietika¨inen, and Cordelia Schmid. Description of interest
regions with local binary patterns. Pattern Recognition, 42(3):425–436, 2009.
[81] P. R. Hill, D. R. Bull, and C. N. Canagarajah. Rotationally invariant tex-
ture features using the dual-tree complex wavelet transform. In International
Conference on Image Processing, volume 3, pages 901–904, 2000.
[82] G E Hinton and R R Salakhutdinov. Reducing the dimensionality of data with
neural networks. Science, 313(5786):504–507, 2006.
[83] Geoﬀrey E. Hinton, Simon Osindero, and Yee-Whye Teh. A fast learning algo-
rithm for deep belief nets. Neural Computation, 18(7):1527–1554, 2006.
159
[84] P. S. Hiremath and S. Shivashankar. Wavelet based co-occurrence histogram
features for texture classiﬁcation with an application to script identiﬁcation in
a document image. Pattern Recognition Letters, 29(9):1182–1189, 2008.
[85] K. Huang and S. Aviyente. Wavelet feature selection for image classiﬁcation.
IEEE Transactions on Image Processing, 17(9):1709–1720, 2008.
[86] David H. Hubel and Torsten N. Wiesel. Receptive ﬁelds and functional archi-
tecture of monkey striate cortex. Journal of Physiology (London), 195:215–243,
1968.
[87] M. Ivanovici and N. Richard. Fractal dimension of color fractal images. IEEE
Transactions on Image Processing, 20(1):227–235, 2011.
[88] Patrick Jackman, Da-Wen Sun, Paul Allen, Nektarios A. Valous, Fernando
Mendoza, and Paddy Ward. Identiﬁcation of important image features for pork
and turkey ham classiﬁcation using colour and wavelet texture features and
genetic selection. Meat Science, 84(4):711–717, 2010.
[89] Kevin Jarrett, Koray Kavukcuoglu, Marc’Aurelio Ranzato, and Yann LeCun.
What is the best multi-stage architecture for object recognition? In ICCV’09,
pages 2146–2153, 2009.
[90] Bernd Ja¨hne. Digital Image Processing 6th Edition. Springer, 2005.
[91] Hongliang Jin, Qingshan Liu, Hanqing Lu, and Xiaofeng Tong. Face detec-
tion using improved lbp under bayesian framework. In Proceedings of the third
International Conference on Image and Graphics, pages 306–309, 2004.
[92] Thorsten Joachims. Text categorization with suport vector machines: Learning
with many relevant features. In Proceedings of the 10th European Conference
on Machine Learning, pages 137–142, 1998.
160
[93] Andrew E. Johnson and Martial Hebert. Using spin images for eﬃcient object
recognition in cluttered 3d scenes. IEEE Transactions on Pattern Analysis and
Machine Intelligence, 21(5):433–449, 1999.
[94] J. K Kamarainen, V. Kyrki, and H. Ka¨lvia¨inen. Invariance properties of gabor
ﬁlter-based features-overview and applications. IEEE Transactions on Image
Processing, 15(5):1088–1099, 2006.
[95] Yousun Kang, Ken’ichi Morooka, and Hiroshi Nagahashi. Scale invariant tex-
ture analysis using multi-scale local autocorrelation features. In International
Conference on Scale Space and PDE Methods in Computer Vision, pages 363–
373, 2005.
[96] L. M. Kaplan and C. C. J. Kuo. Texture roughness analysis and synthesis via
extended self-similar (ess) model. IEEE Transactions on Pattern Analysis and
Machine Intelligence, 17(11):1043–1056, 1995.
[97] Bilge Karacali and Aydin To¨zeren. Automated detection of regions of interest
for tissue microarray experiments: an image texture analysis. BMC Medical
Imaging, 7, 2007.
[98] Rangasami L. Kashyap and Alireza Khotanzad. A model-based method for
rotation invariant texture classiﬁcation. IEEE Transaction on Pattern Analysis
and Machine Intelligence, 8(4):472–481, 1986.
[99] A. Kassner and R. E. Thornhill. Texture analysis: a review of neurologic mr
imaging applications. AJNR. American journal of neuroradiology, 31(5):809–
816, 2010.
[100] Koray Kavukcuoglu, Marc’Aurelio Ranzato, and Yann LeCun. Fast inference
in sparse coding algorithms with applications to object recognition. Technical
report, Computational and Biological Learning Lab, Courant Institute, NYU,
2008.
161
[101] Soo Chang Kim and Tae Jin Kang. Texture classiﬁcation and segmentation
using wavelet packet frame and gaussian mixture model. Pattern Recognition,
40(4):1207–1221, 2007.
[102] M. Kobayakwa, M. Hoshi, and T. Ohmori. Robust texture image retrieval using
hierarchical correlations of wavelet coeﬃcients. In 15th International Conference
on Pattern Recognition, volume 3, pages 391–396, 2000.
[103] T. Kobayashi and N. Otsu. Bag of hierarchical co-occurrence features for image
classiﬁcation. In International Conference on Pattern Recognition, pages 3882–
3885, 2010.
[104] M. Kokare, P.K. Biswas, and B. N. Chatterji. Rotation invariant texture fea-
tures using rotated complex wavelet for content based image retrieval. In In-
ternational Conference on Image Processing, volume 1, pages 393–396, 2004.
[105] I. Kokkinos and A. Yuille. Scale invariance without scale selection. In IEEE
Conference on Computer Vision and Pattern Recognition, pages 1–8, 2008.
[106] S. Krishnamachari and R. Chellappa. Gmrf models and wavelet decomposition
for texture segmentation. In International Conference on Image Processing,
volume 3, pages 568–571, 1995.
[107] S. Krishnamachari and R. Chellappa. Multiresolution gauss-markov random
ﬁeld models for texture segmentation. IEEE Transactions on Image Processing,
6(2):251–267, 1997.
[108] Alex Krizhevsky, Ilya Sutskever, and Geoﬀrey E. Hinton. Imagenet classiﬁcation
with deep convolutional neural networks. In NIPS’12, pages 1106–1114, 2012.
[109] A. Kumar and G.K.-H. Pang. Defect detection in textured materials using gabor
ﬁlters. IEEE Transactions on Industry Applications, 38(2):425–440, 2002.
162
[110] A. Laine and J. Fan. Texture classiﬁcation by wavelet packet signatures. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 15(11):1186–1191,
1993.
[111] Bruno Lashermes, S. Jaﬀard, and Patrice Abry. Wavelet leader based multi-
fractal analysis. In IEEE International Conference on Acoustics, Speech, and
Signal Processing, pages 161–164, 2005.
[112] S. Lazebnik, C. Schmid, and J. Ponce. A sparse texture representation us-
ing local aﬃne regions. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 27(8):1265–1278, 2005.
[113] S. Lazebnik, C. Schmid, and J. Ponce. Beyond bags of features: Spatial pyra-
mid matching for recognizing natural scene categories. In IEEE Conference on
Computer Vision and Pattern Recognition, volume 2, pages 2169–2178, 2006.
[114] Y. LeCun, L. Bottou, Y. Bengio, and P. Haﬀner. Gradient-based learning
applied to document recognition. Proceedings of the IEEE, 86(11):2278–2324,
1998.
[115] Honglak Lee. Deep learning methods for vision. In CVPR 2012 Tutorial, 2012.
[116] Honglak Lee, Roger Grosse, Rajesh Ranganath, and Andrew Y. Ng. Convo-
lutional deep belief networks for scalable unsupervised learning of hierarchical
representations. In ICML’09, pages 609–616, 2009.
[117] Thomas Leung and Jitendra Malik. Representing and recognizing the visual
appearance of materials using three-dimensional textons. International Journal
of Computer Vision, 43(1):29–44, 2001.
[118] J. Levy Vehel, P. Mignot, and J. P. Berroir. Multifractals, texture, and im-
age analysis. In IEEE Computer Society Conference on Computer Vision and
Pattern Recognition, pages 661–664, 1992.
163
[119] Baopu Li and Max Q. H. Meng. Texture analysis for ulcer detection in capsule
endoscopy images. Image and Vision Computing, 27(9):1336–1342, 2009.
[120] Ma Li and R. C. Staunton. Optimum gabor ﬁlter design and local binary
patterns for texture segmentation. Pattern Recognition Letters, 29(5):664–672,
2008.
[121] S. Liao, M. W. K. Law, and A. C. S. Chung. Dominant local binary patterns
for texture classiﬁcation. IEEE Transactions on Image Processing, 18(5):1107–
1118, 2009.
[122] Shu Liao and Albert C. S. Chung. Face recognition by using elongated local
binary patterns with average maximum distance gradient magnitude. In Pro-
ceedings of the 8th Asian Conference on Computer Vision - Volume Part II,
pages 672–679, 2007.
[123] Tony Lindeberg. Feature detection with automatic scale selection. International
Journal of Computer Vision, 30:79–116, 1998.
[124] Li Liu and P. W. Fieguth. Texture classiﬁcation from random features. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 34(3):574–586,
2012.
[125] Li Liu, Paul Fieguth, David Clausi, and Gangyao Kuang. Sorted random pro-
jections for robust rotation-invariant texture classiﬁcation. Pattern Recognition,
45(6):2405–2418, 2012.
[126] David G. Lowe. Distinctive image features from scale-invariant keypoints. In-
ternational Journal of Computer Vision, 60(2):91–110, 2004.
[127] Jiwen Lu, Yap-Peng Tan, and Gang Wang. Discriminative multimanifold anal-
ysis for face recognition from a single training sample per person. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, 35(1):39–51, 2013.
164
[128] S. Y. Lu and K. S. Fu. A syntactic approach to texture analysis. Computer
Graphics and Image Processing, 7(3):303–330, 1978.
[129] W. Y. Ma and B. S. Manjunath. A comparison of wavelet transform features
for texture image annotation. In International Conference on Image Processing,
volume 2, pages 256–259, 1995.
[130] Rouzbeh Maani, Sanjay Kalra, and Yee-Hong Yang. Noise robust rotation
invariant features for texture classiﬁcation. Pattern Recognition, 46(8):2103–
2116, 2013.
[131] J. Mairal, F. Bach, J. Ponce, G. Sapiro, and A. Zisserman. Discriminative
learned dictionaries for local image analysis. In IEEE Conference on Computer
Vision and Pattern Recognition, pages 1–8, 2008.
[132] Julien Mairal, Francis Bach, Jean Ponce, Guillermo Sapiro, and Andrew Zis-
serman. Supervised dictionary learning. In NIPS, pages 1033–1040, 2008.
[133] Julien Mairal, Francis Bach, Jean Ponce, and Guillermo Sapiro. Online dictio-
nary learning for sparse coding. In Proceedings of the 26th Annual International
Conference on Machine Learning, pages 689–696, 2009.
[134] Julien Mairal, Francis Bach, and Jean Ponce. Task-driven dictionary learning.
IEEE Transactions on Pattern Analysis and Machine Intelligence, 34(4):791–
804, 2012.
[135] S. G. Mallat. A theory for multiresolution signal decomposition: the wavelet
representation. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, 11(7):674–693, 1989.
[136] S.G. Mallat and Zhifeng Zhang. Matching pursuits with time-frequency dictio-
naries. IEEE Transactions on Signal Processing, 41(12):3397–3415, 1993.
165
[137] Benoit B. Mandelbrot. The Fractal Geometry of Nature. W. H Freeman and
Company, 1982.
[138] Benoit B. Mandelbrot. The fractal geometry of nature. W.H. Freeman, New
York, 1983.
[139] Jianchang Mao and Anil K. Jain. Texture classiﬁcation and segmentation using
multiresolution simultaneous autoregressive models. Pattern Recognition, 25
(2):173–188, 1992.
[140] Andrzej Materka and Michal Strzelecki. Texture analysis methods - a review.
Technical report, Institute of Electronics, Technical University of Lodz, 1998.
[141] J. Melendez, D. Puig, and M. A. Garcia. Gabor-based texture classiﬁcation
through eﬃcient prototype selection via normalized cut. In 16th IEEE Inter-
national Conference on Image Processing, pages 1385–1388, 2009.
[142] M. Mellor, Byung-Woo Hong, and M. Brady. Locally rotation, contrast, and
scale invariant descriptors for texture analysis. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 30(1):52–61, 2008.
[143] Fernando Mendoza, Petr Dejmek, and Jos M. Aguilera. Colour and image
texture analysis in classiﬁcation of commercial potato chips. Food Research
International, 40(9):1146–1154, 2007.
[144] K. Mikolajczyk and C. Schmid. A performance evaluation of local descriptors.
IEEE Transactions on Pattern Analysis and Machine Intelligence, 27(10):1615–
1630, 2005.
[145] Krystian Mikolajczyk and Cordelia Schmid. An aﬃne invariant interest point
detector. In European Conference on Computer Vision, volume 2350, pages
128–142, 2002.
166
[146] Krystian Mikolajczyk and Cordelia Schmid. Scale & aﬃne invariant interest
point detectors. International Journal of Computer Vision, 60(1):63–86, 2004.
[147] A. Mojsilovic, M. V. Popovic, and D. M. Rackov. On the selection of an op-
timal wavelet basis for texture characterization. IEEE Transactions on Image
Processing, 9(12):2043–2050, 2000.
[148] F. Mourougaya, P. Carre, and C. Fernandez-Maloigne. Wavelet-based texture
features: a new method for sub-band characterization. In IEEE International
Conference on Image Processing, volume 1, pages I–445–8, 2005.
[149] In Jae Myung. Tutorial on maximum likelihood estimation. J. Math. Psychol.,
47(1):90–100, 2003.
[150] S. G. Nadabar and A. K. Jain. Parameter estimation in markov random ﬁeld
contextual models using geometric models of objects. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 18(3):326–329, 1996.
[151] Loris Nanni, Alessandra Lumini, and Sheryl Brahnam. Local binary patterns
variants as texture descriptors for medical image analysis. Artiﬁcial Intelligence
in Medicine, 49(2):117–125, 2010.
[152] P. Ndjiki-Nya, D. Bull, and T. Wiegand. Perception-oriented video coding
based on texture analysis and synthesis. In IEEE International Conference on
Image Processing, pages 2273–2276, 2009.
[153] Birgitte Nielsen, Fritz Albregtsen, and Havard E. Danielsen. Statistical nuclear
texture analysis in cancer research: A review of methods and applications. Crit
Rev Oncog., 14(2-3):89–164, 2008.
[154] Shankar Bhausaheb Nikam and Suneeta Agarwal. Feature fusion using gabor
ﬁlters and cooccurrence probabilities for ﬁngerprint antispooﬁng. Int. J. Intell.
Syst. Technol. Appl., 7(3):296–315, 2009.
167
[155] T. Ojala, M. Pietika¨inen, and D. Harwood. Performance evaluation of texture
measures with classiﬁcation based on kullback discrimination of distributions. In
Proceedings of the 12th IAPR International Conference on Pattern Recognition
- Conference A: Computer Vision & Image Processing, volume 1, pages 582–
585, 1994.
[156] T. Ojala, M. Pietikainen, and T. Maenpaa. Multiresolution gray-scale and ro-
tation invariant texture classiﬁcation with local binary patterns. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, 24(7):971–987, 2002.
[157] Timo Ojala and Matti Pietika¨inen. Texture classiﬁcation. URL
http://homepages.inf.ed.ac.uk/rbf/CVonline/LOCAL COPIES/OJALA1/texclas.htm.
[158] Bruno A. Olshausen and David J. Field. Sparse coding with an overcomplete
basis set: A strategy employed by v1? Vision Research, 37(23):3311–3325,
1997.
[159] Shmuel Peleg, Joseph Naor, Ralph Hartley, and David Avnir. Multiple resolu-
tion texture analysis and classiﬁcation. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 6(4):518–523, 1984.
[160] Alex Pentland. Fractal-based description of natural scenes. In IEEE Conference
on Computer Vision and Pattern Recognition, pages 201–209, 1983.
[161] G. Peyre. Texture synthesis with grouplets. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 32(4):733–746, 2010.
[162] Tomaso Poggio, Joel Leibo, Jim Mutch, and Lorenzo Rosasco. The computa-
tional magic of the ventral stream: Towards a theory. In Nature proceedings,
2011.
[163] Xueming Qian, Xian-Sheng Hua, Ping Chen, and Liangjun Ke. Plbp: An
168
eﬀective local binary patterns texture descriptor with pyramid representation.
Pattern Recognition, 44(10C11):2502–2515, 2011.
[164] M. Ranzato and G.E. Hinton. Modeling pixel means and covariances using
factorized third-order boltzmann machines. In IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), pages 2551–2558, 2010.
[165] Marc’Aurelio Ranzato, Christopher S. Poultney, Sumit Chopra, and Yann Le-
Cun. Eﬃcient learning of sparse representations with an energy-based model.
In NIPS, pages 1137–1144, 2006.
[166] Marc’Aurelio Ranzato, Y-Lan Boureau, and Yann LeCun. Sparse feature learn-
ing for deep belief networks. In NIPS, pages 1185–1192, 2007.
[167] Marc’Aurelio Ranzato, Alex Krizhevsky, and Geoﬀrey E. Hinton. Factored 3-
way restricted boltzmann machines for modeling natural images. In AISTATS,
pages 621–628, 2010.
[168] Marco S. Reis and Armin Bauer. Image-based classiﬁcation of paper surface
quality using wavelet texture analysis. Computers & Chemical Engineering, 34
(12):2014–2021, 2010.
[169] Salah Rifai, Pascal Vincent, Xavier Muller, Xavier Glorot, and Yoshua Bengio.
Contractive auto-encoders: Explicit invariance during feature extraction. In
ICML, pages 833–840, 2011.
[170] Roberto Ruiz, Jos C. Riquelme, and Jess S. Aguilar-Ruiz. Heuristic search
over a ranking for feature selection. In 8th International Work-Conference on
Artiﬁcial Neural Networks, pages 742–749, 2005.
[171] Anupa Maria Sabu, D.Narain Ponraj, and Dr.Poongodi. Textural features based
breast cancer detection: A survey. Journal of Emerging Trends in Computing
and Information Sciences, 3(9):1329–1334, 2012.
169
[172] Guneet Saini. Texture analysis of ct scan images. Master’s thesis, 2008.
[173] S. S. Saquib, C. A. Bouman, and K. Sauer. Ml parameter estimation for markov
random ﬁelds with applications to bayesian tomography. IEEE Transactions
on Image Processing, 7(7):1029–1044, 1998.
[174] A. H. Schistad Solberg and A. K. Jain. Texture fusion and feature selection
applied to sar imagery. IEEE Transactions on Geoscience and Remote Sensing,
35(2):475–479, 1997.
[175] C. Schmid. Constructing models for content-based image retrieval. In IEEE
Conference on Computer Vision and Pattern Recognition, volume 2, pages 39–
45, 2001.
[176] Cordelia Schmid. Weakly supervised learning of visual models and its applica-
tion to content-based retrieval. International Journal of Computer Vision, 56
(1):7–16, 2004.
[177] U. Schramm. Automatische Oberﬂa¨chenprfung mit neuronalen Netzen. PhD
thesis, 1994.
[178] L. K. Soh and C. Tsatsoulis. Texture analysis of sar sea ice imagery using gray
level co-occurrence matrices. IEEE Transactions on Geoscience and Remote
Sensing, 37(2):780–795, 1999.
[179] L. Sørensen, S.B. Shaker, and M. De Bruijne. Quantitative analysis of pul-
monary emphysema using local binary patterns. IEEE Transactions on Medical
Imaging, 29(2):559–569, 2010.
[180] Frank Spitzer. Markov random ﬁelds and gibbs ensembles. The American
Mathematical Monthly, 78(2):142–154, 1971.
[181] H. Eugene Stanley and Paul Meakin. Multifractal phenomena in physics and
chemistry. Nature, 335(6189):405–409, 1988.
170
[182] Xiangping Sun, Jin Wang, Ronghua Chen, Mary F.H. She, and Lingxue Kong.
Multi-scale local pattern co-occurrence matrix for textural image classiﬁcation.
In International Joint Conference on Neural Networks, pages 1–7, 2012.
[183] Xiaoyang Tan and B. Triggs. Enhanced local texture feature sets for face recog-
nition under diﬃcult lighting conditions. IEEE Transactions on Image Process-
ing, 19(6):1635–1650, 2010.
[184] Xiaoyang Tan and Bill Triggs. Fusing gabor and lbp feature sets for kernel-
based face recognition. In Proceedings of the 3rd International Conference on
Analysis and Modeling of Faces and Gestures, pages 235–249, 2007.
[185] A.T. Targhi, J.-M. Geusebroek, and A. Zisserman. Texture classiﬁcation with
minimal training images. In International Conference on Pattern Recognition,
pages 1–4, 2008.
[186] A. Teuner, O. Pichler, and B. J. Hosticka. Unsupervised texture segmentation
of images using tuned matched gabor ﬁlters. IEEE Transactions on Image
Processing, 4(6):863–870, 1995.
[187] Robert Tibshirani. Regression shrinkage and selection via the lasso. Journal of
the Royal Statistical Society. Series B (Methodological), 58(1):267–288, 1996.
[188] Tijmen Tieleman. Training restricted boltzmann machines using approxima-
tions to the likelihood gradient. In ICML, pages 1064–1071, 2008.
[189] J. A. Tropp and A. C. Gilbert. Signal recovery from random measurements via
orthogonal matching pursuit. IEEE Transactions on Information Theory, 53
(12):4655–4666, 2007.
[190] M. Tuceryan and A.K. Jain. Texture Analysis, chapter 2, pages 235–276. World
Scientiﬁc Publishing Co., Singapore, 1993. ISBN 981-02-1136-8.
171
[191] J. K. Tugnait. Texture synthesis using asymmetric 2-d noncausal ar models.
In IEEE Signal Processing Workshop on Higher-Order Statistics, pages 71–75,
1993.
[192] M R Turner. Texture discrimination by gabor functions. Biol. Cybern., 55(2-3):
71–82, 1986.
[193] Elaina M. Tuttle, Ryan R. Jensen, Vincent A. Formica, and Rusty A. Gonser.
Using remote sensing image texture to study habitat use patterns: a case study
using the polymorphic white-throated sparrow (zonotrichia albicollis). Global
Ecology and Biogeography, 15(4):349–357, 2006.
[194] M. Unser. Texture classiﬁcation and segmentation using wavelet frames. IEEE
Transactions on Image Processing, 4(11):1549–1560, 1995.
[195] G. Van de Wouwer, P. Scheunders, and D. Van Dyck. Statistical texture charac-
terization from discrete wavelet representations. IEEE Transactions on Image
Processing, 8(4):592–598, 1999.
[196] M. Varma and R. Garg. Locally invariant fractal features for statistical texture
classiﬁcation. In IEEE International Conference on Computer Vision, pages
1–8, 2007.
[197] M. Varma and A. Zisserman. A statistical approach to material classiﬁcation
using image patch exemplars. IEEE Transactions on Pattern Analysis and
Machine Intelligence, 31(11):2032–2047, 2009.
[198] Manik Varma and Andrew Zisserman. A statistical approach to texture classi-
ﬁcation from single images. International Journal of Computer Vision, 62(1):
61–81, 2005.
[199] Pascal Vincent, Hugo Larochelle, Yoshua Bengio, and Pierre-Antoine Manzagol.
Extracting and composing robust features with denoising autoencoders. In
172
Proceedings of the 25th International Conference on Machine Learning, pages
1096–1103, 2008.
[200] Pascal Vincent, Hugo Larochelle, Isabelle Lajoie, Yoshua Bengio, and Pierre-
Antoine Manzagol. Stacked denoising autoencoders: Learning useful represen-
tations in a deep network with a local denoising criterion. J. Mach. Learn. Res.,
11:3371–3408, 2010.
[201] Thomas Wagner. Texture Analysis, volume 2, pages 257–308. Academic Press,
1999. ISBN 0-12-379772-1.
[202] Haoran Wang, Chunfeng Yuan, Weiming Hu, and Changyin Sun. Supervised
class-speciﬁc dictionary learning for sparse modeling in action recognition. Pat-
tern Recognition, 45(11):3902–3911, 2012.
[203] L. Wang, J. Liu, and S. Z. Li. Texture classiﬁcation using wavelet decomposition
with markov random ﬁeld models. In Proceedings of the fourteenth International
Conference on Pattern Recognition, volume 2, pages 1613–1615, 1998.
[204] Lei Wang and Jun Liu. Texture classiﬁcation using multiresolution markov
random ﬁeld models. Pattern Recognition Letters, 20(2):171–182, 1999.
[205] Li Wang and Dong-Chen He. Texture classiﬁcation using texture spectrum.
Pattern Recognition, 23(8):905–910, 1990.
[206] Min Wang, Shu-dao Zhou, Heng Bai, Ning Ma, and Song Ye. Sar water image
segmentation based on glcm and wavelet textures. In 6th International Con-
ference on Wireless Communications Networking and Mobile Computing, pages
1–4, 2010.
[207] Qing Wang and D. D. Feng. Texture analysis and retrieval using fractal sig-
nature and b-spline wavelet transform with second order derivative. In IEEE
International Conference on Image Processing, volume 1, pages I–509–12, 2005.
173
[208] Thomas P. Weldon, William E. Higgins, and Dennis F. Dunn. Eﬃcient gabor
ﬁlter design for texture segmentation. Pattern Recognition, 29(12):2005–2015,
1996.
[209] H. Wendt, P. Abry, S. Jaﬀard, Ji Hui, and Shen Zuowei. Wavelet leader multi-
fractal analysis for texture classiﬁcation. In IEEE International Conference on
Image Processing, pages 3829–3832, 2009.
[210] Joan S. Weszka, Charles R. Dyer, and Azriel Rosenfeld. A comparative study
of texture measures for terrain classiﬁcation. IEEE Transactions on Systems,
Man and Cybernetics, 6(4):269–285, 1976.
[211] Eric M. Wood, Anna M. Pidgeon, Volker C. Radeloﬀ, and Nicholas S. Keuler.
Image texture as a remotely sensed measure of vegetation structure. Remote
Sensing of Environment, 121(0):516–526, 2012.
[212] J. Wright, A. Y. Yang, A. Ganesh, S. S. Sastry, and Ma Yi. Robust face
recognition via sparse representation. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 31(2):210–227, 2009.
[213] Yong Xia, Dagan Feng, and Rongchun Zhao. Morphology-based multifractal
estimation for texture segmentation. IEEE Transactions on Image Processing,
15(3):614–623, 2006.
[214] Jin Xie, Lei Zhang, Jane You, and David Zhang. Texture classiﬁcation via
patch-based sparse texton learning. In IEEE International Conference on Image
Processing, pages 2737–2740, 2010.
[215] Yong Xu, Hui Ji, and C. Fermuller. A projective invariant for textures. In IEEE
Computer Society Conference on Computer Vision and Pattern Recognition,
volume 2, pages 1932–1939, 2006.
174
[216] Yong Xu, Hui Ji, and Cornelia Fermu¨ller. Viewpoint invariant texture descrip-
tion using fractal analysis. International Journal of Computer Vision, 83(1):
85–100, 2009.
[217] Yong Xu, Xiong Yang, Haibin Ling, and Hui Ji. A new texture descriptor using
multifractal analysis in multi-orientation wavelet pyramid. In IEEE Conference
on Computer Vision and Pattern Recognition, pages 161–168, 2010.
[218] Jianchao Yang, Kai Yu, Yihong Gong, and Thomas Huang. Linear spatial pyra-
mid matching using sparse coding for image classiﬁcation. In IEEE Conference
on Computer Vision and Pattern Recognition, pages 1794–1801, 2009.
[219] Meng Yang, Lei Zhang, Jian Yang, and David Zhang. Metaface learning for
sparse representation based face recognition. In IEEE International Conference
on Image Processing, pages 1601–1604, 2010.
[220] Meng Yang, D. Zhang, Xiangchu Feng, and D. Zhang. Fisher discrimination
dictionary learning for sparse representation. In IEEE International Conference
on Computer Vision, pages 543–550, 2011.
[221] Yi Yang and S. Newsam. Comparing sift descriptors and gabor texture features
for classiﬁcation of remote sensed imagery. In IEEE International Conference
on Image Processing, pages 1852–1855, 2008.
[222] M. Yazdchi, M. Yazdi, and A.G. Mahyari. Steel surface defect detection using
texture segmentation based on multifractal dimension. In International Con-
ference on Digital Image Processing, pages 346–350, 2009.
[223] Kai Yu, Yuanqing Lin, and J. Laﬀerty. Learning image representations from
the pixel level via hierarchical sparse coding. In IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), pages 1713–1720, 2011.
175
[224] Haichao Zhang, Yanning Zhang, and Thomas S. Huang. Simultaneous dis-
criminative projection and dictionary learning for sparse representation based
classiﬁcation. Pattern Recognition, 46(1):346–354, 2013.
[225] J. Zhang, M. Marszalek, S. Lazebnik, and C. Schmid. Local features and ker-
nels for classiﬁcation of texture and object categories: A comprehensive study.
International Journal of Computer Vision, 73(2):213–238, 2007.
[226] Jing Zhang, Longzheng Tong, Lei Wang, and Ning Li. Texture analysis of
multiple sclerosis: a comparative study. Magnetic Resonance Imaging, 26(8):
1160–1166, 2008.
[227] Jun Zhang, Jimin Liang, and Heng Zhao. Local energy pattern for texture
classiﬁcation using self-adaptive quantization thresholds. IEEE Transactions
on Image Processing, 22(1):31–42, 2013.
[228] Lun Zhang, Rufeng Chu, Shiming Xiang, Shengcai Liao, and Stan Z. Li. Face
detection based on multi-block lbp representation. In Proceedings of the 2007
International Conference on Advances in Biometrics, pages 11–18, 2007.
[229] Rui Zhang, Xiao-Ping Zhang, and Ling Guan. Wavelet-based texture retrieval
using independent component analysis. In IEEE International Conference on
Image Processing, volume 6, pages 341–344, 2007.
[230] Chaoxin Zheng, Da-Wen Sun, and Liyun Zheng. Recent applications of image
texture for evaluation of food qualities–a review. Trends in Food Science &
Technology, 17(3):113–128, 2006.
[231] Steven W. Zucker. Toward a model of texture. Computer Graphics and Image
Processing, 5(2):190–202, 1976.
176
