The paper aims to compare the performance of several univariate symmetric and asymmetric GARCH volatility models in modeling and forecasting the volatility of daily Gasoline prices in Erbil city. This paper chooses the GARCH, GARCH-M, TGARCH, E-GARCH and Power GARCH model to analyze the daily return of Gasoline under three different error distributions: normal distribution, student-t distribution and generalized error distribution and then compare the results and choose the appropriate model to forecast the volatility. The sample is divided into two subsamples. The first subsample is called insample data set (Training sample) used to estimate the ARMA-GARCH models for underlying data and the second subsample is called out-sample data set (Testing sample) used to investigate the performance of volatility forecasting. As a result of analyses, we conclude that the best model fits the volatility of Gasoline returns series is AR(2)-Power GARCH(2,1,1) non-linear asymmetric model with innovation student-t distribution (d.f =10), and has better forecasting performance than others models. This result is important in many fields of finance such as investment decisions, asset pricing, portfolio allocation and risk management.
INTRODUCTION
Volatility refers to the amount of uncertainty or risk about the size of changes in a security's value. A higher volatility means a security's value can potentially be spread out over a larger range of values whereas, lower volatility means a securities value does not fluctuate dramatically, but changes in value over a period of time. Volatility is defined as the fluctuations in assets prices. As a barometer of the market risk, volatility is important for investment decisions, asset pricing, portfolio allocation and risk management in finance. In this respect, it is crucial to forecast volatility accurately in finance literature. Over the last few years, modeling volatility of a financial time series has become an important area and has gained a great deal of attention from academics, researchers and others. The time series are found to depend on their own past value (autoregressive), depending on past information (conditional) and exhibit non-constant variance (Heteroscedasticity). It has been found that the market volatility changes with time (i.e., it is 'timevarying') and exhibits 'volatility clustering.' A series with some periods of low volatility and some periods of high volatility is said to exhibit volatility clustering. Associated with the increasing importance of volatility, different volatility models come into use in the finance literature. Conditional heteroscedasticity models are the most commonly used volatility models in forecasting financial assets volatility. In volatility forecasting (Engle 1982) Autoregressive Conditional Heteroscedasticity Model (henceforth ARCH) and Or y t = ∑ ϕ i y t−i p i=1 + u t − ∑ θ i y t−i q i=1 … . , (1.4) We say that y t is a mixed autoregressive moving average process of orders p and q, respectively; we abbreviate the name to ARMA (p, q) (Cryer and Chan 2008) .
Non-Linear Models (The ARCH Family Models: Volatility Modeling Techniques)
There are an infinite number of different types of non-linear model. The most popular financial models are the family of ARCH models used for modeling and forecasting volatility. It is unlikely in the context of financial time series that the variance of the errors will be constant over time. If the variance of the errors is not constant, this would be known as heteroscedasticity (Brooks 2008) .
This study considers ARCH family models. The models of volatility can be divided into two main categories, symmetric(ARCH, GARCH and GARCH-M)the effect of errors on the conditional variance is symmetric, i.e., a positive error has the same effect as a negative error of the same magnitude, and asymmetric models (TARCH, EGARCH and PGARCH)the conditional variance depends on the sign (William and Shyong 1994) .
Symmetric Models a. Autoregressive conditionally heteroscedastic (ARCH) model:
The first model that provides a systematic framework for volatility modeling is the ARCH model of (Engle 1982) . They have been found useful in numerous applications, especially in the context of financial time series which often exhibit large variability. The formula of the ARCH (p) model is: y t = μ + ε t mean equation … , (1.5) ε t = σ t z t , z t ∽ iid(0, 1) … (1.6) Where, y t denote a stationary time series, μ is the mean ofy t .ε t : is independent and identically distributed (i.i.d.) with mean zero, ε t ∽ iid(0, σ t 2 ), 2 is the conditional variance of the innovations errors at time t and z t is assumed to be i.i.d. standard normal in the basic ARCH model. Where, α 0 is the constant term α 0 > 0, α i is an ARCH term 0 < i > 1 . Since ε t has a zero mean, Var t−1 (ε) = E t−1 (ε t 2 ) = σ t 2 , the above equation can be rewritten as: σ t 2 = α 0 + α 1 ϵ t−1 2 + α 2 ϵ t−2 2 + ⋯ + α p ϵ t−p 2 + u t … , (1.8) and the model in (1.5) and (1.7) is known as the autoregressive conditional heteroscedasticity (ARCH) model, which is usually referred to as the ARCH(p) model (Zivot and Wang 2006) .
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b. Generalized Autoregressive conditionally heteroscedastic (GARCH) models
The GARCH model was developed independently by (Bollerslev 1986 ). Who allows the conditional variance to be dependent upon previous own lags (Brooks 2008) .The GARCH function takes two arguments: the first argument is the conditional mean equation, while the second argument is formula which specifies the conditional variance equation (Zivot and Wang 2006) . The GARCH(p, q) model can be written as Where, the coefficients α i (i = 0, … , p) and b j (j = 1, … , q) are all assumed to be positive α 0 ≥ 0 ,the ARCH term α 1 ≥ 0 and the GARCH term β j ≥ 0 to ensure that the conditional variance σ t 2 is always positive. α 1 u t−1 2 is information about volatility during the previous period, β 1 σ t−1 2 is the fitted variance from the model during the previous period. The general GARCH(p, q) model covariance stationarity requires σ t = α 0 + ∑ α i ε t−i 2 + ∑ β j h t−j q j=1 Engle, Lilien et al. 1987 extended the basic ARCH framework to allow the mean of a sequence to depend on its own conditional variance. This class of model, called the General Autoregressive Conditional Heteroscedasticity in Mean model (ARCH in mean or ARCH-M) model (Enders 2015) for estimating time-varying risk premiums with time-varying variances. The GARCH-M version of this model is more commonly used, and is specified as:
c. ARCH-in-Mean Model
… , (1.12) Where the parameter δ can be interpreted as the price of risk and can thus be assumed to be positive (Francq and Zakoian 2011) .
Asymmetric Models
The asymmetric news impact is usually referred to as the leverage effect. It seems the bad news to have a more pronounced effect on volatility than good news. There is a strong negative correlation between the current return and the future volatility. This tendency for volatility to decline when returns rise and to rise when returns fall is often called the leverage effect (Enders 2015) .
a. The Exponential GARCH (EGARCH) Model
Nelson 1991 proposed the following exponential GARCH (EGARCH) model to allow for leverage effects (Zivot and Wang 2006) . The EGARCH (p, q) model specifies conditional variance in logarithmic form, which means that there is no need to impose an estimation constraint in order to avoid negative variance (Poon 2005) :
Where, σ t 2 is the conditional variance, ln σ t 2 = logσ t 2 .Note that when ε t−i is positive or there is good news, the total effect of ε t−i is (1 + γ )|ε t−i | in contrast, when ε t−i is negative or there is bad news, the total effect of ε t−i is (1 − γ )|ε t−i | and the value of γ is asymmetric response parameter or leverage effect, would be expected to be negative (Zivot and Wang 2006) .
b. The Threshold GARCH (TARCH) Model:
Another GARCH variant that is capable of modeling leverage effects is the threshold GARCH (TGARCH) model. is also known as the GJR-GARCH model because (Glosten, Jagannathan et al. 1993) proposed essentially the same model, to allow for asymmetric effects of positive and negative shocks on volatility, which has the following form (Franses and Van Dijk 2000) .
Where;
That is, depending on whether ε t−i is above or below the threshold value of zero, ε t−i has different effects on the conditional varianceσ 2 , when ε t−i is positive, the total effects are given by α i ε t−i 2 , when ε t−i is negative, the total effects are given by (α i + γ )ε t−i 2 . So one would expect γ to be positive for bad news to have larger impacts (Zivot and Wang 2006) . Ding, Granger et al. 1993 introduced the asymmetric power ARCH model also called PARCH to estimate the optimal power term if it satisfies an equation of the form (Francq and Zakoian 2011) .
c. The Power GARCH (PGARCH) Model:
Where, α 0 > 0 , α i > 0, ≥ 0, β j ≥ 0 and |γ i | ≤ 1, α i is the ARCH term, β j is the GARCH term, δ is the parameter for the power term and γ i are the leverage parameter. The power transformation is achieved by taking squaring operations of the residual or to the power of 2, it can possess richer volatility patters such as asymmetry and leverage effects (Wang 2005) (Gregoriou 2009 ).
The Distribution of Error
The volatility changes randomly in time, has distributions with heavy or semi-heavy tails, and clusters on high levels. In this study we used different distributions for the error term like (normal distributions, Student-t distributions and generalized error distributions (GED)) (Gregoriou 2009 ).
Normal distributions
The normal distribution is very well known since it arises in many applications. The main importance of normal distribution lies on the central limit theorem which says that the sample mean has a normal distribution if the sample size is large. A random variable X is said to have a normal distribution if its probability density function is given by:
Where,μ is the mean −1 < > 1 and σ 2 is the variance 0 < σ 2 > ∞. If x has a normal distribution with parameters μ and σ 2 , then we write X ∼ N(μ, σ 2 )(Sahoo).
Student's t-distribution
The Student's t-distribution is one of the very useful sampling distributions. A continuous random variable x is said to have a t-distribution with v degrees of freedom if its probability density function is of the form:
Where, −∞ < > ∞ > 0.If x has a t-distribution with v degrees of freedom, then we denote it by writing x ∽ t(v) (Sahoo).
Generalized Error Distribution
Nelson 1991 proposed to use the generalized error distribution (GED) to capture the fat tails usually observed in the distribution of financial time series. If a random variable u t has a GED with mean zero and unit variance, the PDF of u t is given by: 
Where, ν is a positive parameter governing the thickness of the tail behavior of the distribution. When ν = 2 the above PDF reduces to the standard normal PDF, when ν < 2 the density has thicker tails than the normal density and when ν > 2 the density has thinner tails than the normal density (Zivot and Wang 2006) .
Model Constructing Strategy
A simple way to construct an ARCH model consists of three steps: (1) construct an econometric model (e.g., an ARMA model) for the return series to remove any linear dependence in the data, and use the residual series of the model to test for ARCH effects; (2) specify the ARCH order and perform estimation; and (3) check the fitted ARCH model carefully and refine it if necessary (Tsay 2002) .
Identification
The first step of model building is model identification. In this step we look at the time series plot, compute many different statistics from the data to know if the series is stationary or non-stationary. The model chosen at this point is tentative and subject to revision later on in the analysis. A nonstationary time series may exhibit a systematic change in mean, variance, or both. There are some intuitive ideas regarding dealing with non-stationary time series. For example, return series we take logs first and then compute first differences the order does matter. In financial literature, the differences of the (natural) logarithms are usually called returns (Cryer and Chan 2008) .
Return Series = log ( y t y t−1 )
ARCH and GARCH Models Tests
Before estimating a full ARCH model of the mean equation for a financial time series, it is usually good practice to test for the presence of ARCH effects in the residuals. If there are no ARCH effects, then the ARCH model is unnecessary (Zivot and Wang 2006 ). An ARMA model is built for the observed time series to remove any serial correlations in the data. For most assets return series. For some daily return series, a simple AR, MA, or ARIMA model might be needed (Tsay 2002 ).
a. Unit Root Tests (Testing for Stationary)
To test whether these series have a unit root, it is important to take the kind of non-stationarity into account, i.e. to ask whether the series contains a deterministic or a stochastic trend when it comes to transforming nonstationary into stationary time series (Kirchgässner, Wolters et al. 2012) To test while the data is stationary, we performed the Augmented Dickey-Fuller (ADF) and Phillips-Perron tests (Brockwell, Davis et al. 2002) .
1) Augmented Dickey-Fuller (ADF) test
The augmented Dickey-Fuller (ADF) test statistic is the t-statistic of the estimated coefficient from the method of least squares regression. However, the ADF test statistic is not approximately t-distributed under the null hypothesis; instead, it has a certain nonstandard large-sample distribution under the null hypothesis of a unit root (Cryer and Chan 2008) .
H 0 : y = 0 (series is stationary) Vs H 1 : y < 0 ( ) We apply the augmented Dickey-Fuller (ADF) test based on the OLS regression
Where, ∇y t = y t − y t−1 , ∇ means the difference of return seriesand (α 0 , β, γ, δ) are the parameters. This test assumes that the residuals ε t are independently and identically distributed (Gregoriou 2009 ). Since the absolute values of all t-statistics are well below this critical value, we cannot reject the null hypothesis of a unit root in any of the series at the 5% level (Enders 2015) .
2) Phillips-Perron (PP) tests
The Phillips-Perron (PP) unit root tests differ from the ADF tests mainly in how they deal with serial correlation and heteroscedasticity in the , Perron reports the following critical values of the t-statistic at the 5% significance level. Where, r j is the autocorrelation function at lag j, t 0 is the t-statistic of θ, σ θ is the standard error of θ, and σ is the standard error of the test regression. In fact, h 0 is the variance of the m-period differenced series, y t = y t−m ; while r 0 is the variance of the one-period difference, ∇y t = y t − y t−1 (Wang 2005) (Enders 2015) .
b. Ljung-Box Test (Serial Correlation)
There are several tests of randomness, the first test Ljung-Box statistics of the residuals can be used to check the adequacy of a fitted model. If the model is correctly specified, then Q (m) follows asymptotically a chisquared distribution with m-p degrees of freedom, where p denotes the number of parameters used in the model. The test statistic is:
Where, p k is the lag k autocorrelation of the absolute standardized residuals, n is the sample size and m number of lags of autocorrelation. Notice that since (n + 2)/(n − k) > 1 for every k ≥ 1, n → ∞ .We would reject the null hypothesis at level α if the value of Q exceeds (p-value <0.05).The hypothesis is written as (Cryer and Chan 2008) (Tsay 2002 
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The LM test-statistic has an asymptotic x 2 p distribution. Where n is the sample size and the R 2 is obtained from a regression of the squared residuals on a constant and p of its lags, ε t 2 = α 0 + α 1 ε t−1 2 + ⋯ + α p ε t−p 2 + e t , t = p + 1, … , T … , (1.24) Where, the residuals ε t are obtained by estimating the model for the conditional mean of the observed time seriesy t and T is the sample size. In this case, the p-value is essentially zero, which is smaller than the conventional 5% level, so reject the null hypothesis that there are no ARCH effects under the null hypothesis (Franses and Van Dijk 2000) (Tsay 2002 ) (Zivot and Wang 2006) .
H 0 : there is no ARCH effectsVs H 1 : there is ARCH effects
d. Leverage effect
The GARCH model is characterized by asymmetric response of current volatility to positive and negative lagged errors u t−1 (Lütkepohl, Krätzig et al. 2004 ). It could be interpreted fittingly as a measure of news entering a financial market in time t .This tendency for volatility to decline when returns rise and to rise when returns fall is often called the leverage effect. However, one way to test for leverage effect (asymmetric effect) is to estimate the TARCH, EGARCH or PGARCH model (Zivot and Wang 2006) (Enders 2015 ).
e. Jarque-Bera (J-B) Statistic, Test for Normality
The Jarque-Bera test is tests the residuals of the fit for normality based on the result that a normally distributed random variable has skewness equal to zero and kurtosis equal to three. The Jarque-Bera test statistic is (Zivot and Wang 2006) :
We reject the hypothesis of normally distributed errors if a calculated value of the statistic exceeds a critical value selected from the chi-squared distribution with two degrees of freedom H 0 : The residual series are normal distribution H 1 : The residual series are non − normal distribution
Estimation Methods of Parameters:
In this case, when you fit a linear regression on time series data, the parameters in the model for the conditional mean can be estimated in a first step by least squares. In a second step, the parameters in the GARCH model are estimated with maximum likelihood for the variance equation, using the residuals ε t obtained in the first step (Franses and Van Dijk 2000) .
Maximum Likelihood Estimation
After diagnostics the model of time series data, the parameters of ARCH family models are estimated by the maximum likelihood method. The function can be written as:
Once the MLE estimates of the parameters are found, estimates of the time varying volatility σ t (t = 1, . . . , T ) are also obtained (Satchell and Knight 2011) (Zivot and Wang 2006) .
Model Checking
Before we accept a fitted model, it is necessary to check whether the model is correctly specified, that is, whether the model assumptions are supported by the data. If some basic model assumptions seem to be violated, then a new model should be specified; fitted, and checked again until a model is found that provides an adequate fit to the data (Cryer and Chan 2008) .
1) Significance of model parameters
All parameter estimates by least squares and maximum likelihood must be highly significant with p-values (Brooks 2008).
2) Checks of the Standardized Residual (Serial Correlation)
The squares of the standardized residuals were checked for serial correlation. The estimated residuals should be serially uncorrelated and should not display any remaining conditional volatility. If there is no serial correlation in the residuals, the autocorrelations and partial autocorrelations at all lags should be nearly zero, and all Q-statistics should be insignificant with large pvalues. To test the model of the mean, form the Ljung-Box Q-statistics for the 15 sequence up to a specific lag. You should not be able to reject the null hypothesis (Wang 2005 (Enders 2015) .
3) Lagrange Multiplier Test (ARCH effect)
A test for determining whether ARCH effects are remaining in the residuals of an estimated model may be conducted. The test can also be thought of as a test for autocorrelation in the squared residuals. If the value of the test statistic is less than the critical value from the 2 distribution, then accept the null hypothesis that the sample values of the Q-statistics are equal to zero (Brooks 2008).
H 0 : there is no ARCH effects Vs H 1 : there is ARCH effects Form the Ljung-Box Q statistics of the squared standardized residuals (i.e., s t 2 ). The basic idea is that s t 2 is an estimate of v t 2 = ε t 2 h t ⁄ Hence, the properties of the s t 2 sequence should mimic those of v t 2 , the properties of the s t 2 sequence should mimic those of v t 2 (Enders 2015).
4) Model selection criteria
Most of the methods used in the literature for model selection are based on evaluating the ability of the models to describe the data. An important practical problem is the determination of the ARCH order p and the GARCH order q for a particular series. Since GARCH models can be treated as ARMA models for squared residuals, On the other hand, the most frequently used in-sample methods of model evaluation are the information criteria. Standard model selection criteria such as the Akaike information criterion and the Schwartz Information Criterion can be used for selecting models that best fitting the data (Xekalaki and Degiannakis 2010) (Andersen, Davis et al. 2009 ).
1) Akaike Information Criterion
Akaike information criterion (AIC) has been used in the literature on ARCH models for selecting the appropriate model specification. The model corresponding to the minimum value of the criterion is referred to be the bestperforming one. These criteria are defined as follows: AIC = ln σ 2 + 2h … , (1.27) Where, σ 2 is the estimator of the variance, h is the number of parameters in the model and n is the sample size (Brooks 2008) (Xekalaki and Degiannakis 2010) .
2) Schwartz Information Criterion
The same rule applies to the Schwarz criterion, for determining the appropriate model should be chosen the lowest value of SIC. We use the following formulas:
2 is the estimator of the variance, h is the number of parameters in the model and n is the sample size. The SIC penalizes additional parameters more heavily than the AIC because lnn > 2 for n > 8. Therefore, the model order selected by the SIC is likely to be smaller than that selected by the AIC(Brooks 2008) (Franses and Van Dijk 2000) .
Forecasting (In-Sample and Out-of-Sample)
Forecasting is an important application of time series analysis, the goal is to predict future volatility of a time series, based on the data collected to the present. In this context, the decisions made today will reflect forecasts of the future state of the world. In all forecast evaluations, it is important to distinguish in-sample and out-of-sample forecasts. In-sample forecast, which is based on parameters estimated using all data in the sample, implicitly assumes parameter estimates are stable across time. One would expect the 'forecasts' of a model to be relatively good in-sample, for this reason. Therefore, a sensible approach to model evaluation through an examination of forecast accuracy is not to use all of the observations in estimating the model parameters, but rather to hold some observations back. The latter sample, sometimes known as a holdout sample, would be used to construct out-ofsample forecasts. A good forecasting model should be one that can withstand the robustness of out-of-sample test, that is closer to reality It is customary to evaluate forecasting model performance using the one-step-ahead forecast errors (Brooks 2008) (Poon 2005 
Evaluation of volatility forecasting performance
Comparing forecasting performance of competing models is one of the most important aspects of forecasting exercise. We consider how to evaluate the performance of a forecasting technique for a particular time series. Concerning the forecast errors, there are four useful statistical measures that describe how well the model fits. These forecast accuracy measures can also be used to discriminate between competing models (Brooks 2008) (Montgomery, Jennings et al. 2015 ) (Poon 2005) .
1) Root Mean Square Error (RMSE)
Every forecast error gets the same weight in this measure. The root mean square error is often used to give particularly large errors a stronger weight (Kirchgässner, Wolters et al. 2012) .
Where, σ t 2 is one step ahead volatility forecast, σ t 2 is the actual volatility and N is the number of forecasts (Poon 2005) .
2) Mean Absolute Error (MAE)
Mean absolute error (MAE) measures the average absolute forecast error when ignoring signs. (Brooks 2008) (Armstrong 2001) (Poon 2005) , and is given by
… , (1.30)
3) Mean Absolute Percent Error (MAPE)
Mean absolute percentage error is the average absolute percentage change between the predicted value for a one-step-ahead forecast and the true value, taken without regard to sign (Armstrong 2001) (Montgomery, Jennings et al. 2015 ) (Poon 2005) , is given as 
4) Thiel's U-test
The Theil inequality coefficient is the scaled measure that always lies between zero and one. If the forecasts are good then U should be less than one. (Poon 2005) (Armstrong 2001 ).
3. Applied Side Introduction In this section, symmetric and asymmetric (nonlinear) GARCH modeling is applied to the energy market. We attempt to use the ARMA-GARCH family to model and to forecast the volatilities of Gasoline returns prices series in Erbil city under the different error distributions, and then compare the results and choose the appropriate model to forecast the volatility (conditional variance). We are going to use the sample of the historical daily Gasoline prices data spans over 8 years. The datasets will be analyzed using the results were extracted using econometrical software E-views version 9.
First, the data and its processing are described. Afterwards, by examining data set, it can be checked that there are serial correlation among observations of dataset and the volatility is not constant, so GARCH Models are appropriate. The best idea is to estimate ARMA-GARCH models in-sample periods and selection the best volatility models for the daily Gasoline prices data, depending on less value of (Akaike information criterion and Schwartz information criterion), also the parameters must be significant, in addition the residuals don't have the serial correlation and ARCH effect, as well as these models should have the higher value of log-likelihood. The effect of the random error type of models was also examined, by studying three types of statistical distributions (Normal, GED and Student-t). Finally, we evaluated outof-sample forecasting performance of the volatility models, and then choose the best model to forecast the volatility of daily Gasoline prices returns data.
3-1 Descriptive Statistics of the Data Set
The data contain daily Gasoline prices time series. The data employed in this paper has been collected from the fuel stations (Qalat, Hoger, Yasameen, 
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Akar and Shorsh) in Erbil city. This data consist of (2920) observations daily prices on Gasoline covering the period 1/01/2010 to 31/12/2017. The sample is divided into two subsamples to permit more efficient model. The first subsample is called in-sample data set (Training sample) (seven years) starts from 1/01/2010 to 31/12/2016 with 2555 daily observations used to estimate the ARMA-GARCH models for underlying data and the second subsample is called out-sample data set (Testing sample) (one year) starts from 1/01/2017 to 31/12/2017 with 365 daily observations used to investigate the performance of volatility forecasting. The parameters of all the models are optimized on a training set; the testing set is used to compare quality of the models.
3-2 Time Series Analysis 3-2-1 Stationarity Study for Gasoline Prices Series Data
Before the use of data to create the suitable model, the data needed to be tested for stationary to understand the nature of data. To study the stationary of the original daily Gasoline prices series we use the following:
a) Time Plots of the Original Daily Gasoline Prices Series
The first step of the analysis of any time series is to plot the data, based on the original observations to know the behavior and to see the visual structure of this data. Time series plot gives an initial clue about the nature of the series or shows an upward or downward trend, seasonal or cyclical fluctuation etc. Graphical representation suggests that the time series is stationary or not. We start by plotting the daily Gasoline prices series. Figure  (3-1) shows the time series plot for original daily prices of Gasoline series. Figure (3.1) illustrates the original daily Gasoline prices series. The observed data show that there are periods with higher fluctuations, followed by periods with lower movements. The data appears non-stationary, with occasional jumps and spikes, i.e., it variance is changing with time, the volatility seems to change over time as well, indicating heteroscedasticity. But just looking at the time series graph is not enough to know how non-stationary the series is, so we have to use Ljung-Box test, correlogram and the unit root tests for data series.
b) Ljung-Box Test and Correlogram for Original Daily Gasoline Prices Series
Ljung-Box tests and correlogram for original daily Gasoline prices series given in [See Appendix No.1], we note from the table and correlogram of ACF and PACF the probabilities that corresponding to t-statistic less than(α = 0.05), in addition to autocorrelations coefficients approaching to one, this indicates that the original daily Gasoline prices series are non-stationary.
c) Unit Root Tests for Original Daily Gasoline Price Series
We are testing the original Gasoline price series for stationarity using the unit root tests of Augmented Dickey Fuller (ADF) and Phillips-Perron (PP) tests to investigate whether the daily Gasoline price is stationary series. Table  (3-2) gives results of unit root tests. According to above table, we see all the p-values of ADF and PP tests more than (α = 0.05)for daily Gasoline price series, then we not reject the null hypotheses Ho, this means that the daily Gasoline prices time series are non-stationary and time series data have a unit root has been justified. So we have to convert the data to returns series, to remove the effect of the mean and the variance of the time series using the transformation.
3-2-2 Transformation of Original Daily Gasoline Price Series to Returns
In order to adjust for a fair amount of the non-random effects, the returns of the daily time series is simply calculated from day to day. The currency Gasoline price series is transformed into daily log returns using the logarithm of the first difference, then the daily dataset is transformed into logreturns r t , with y t denoting the daily Gasoline price series observed at time t, by using the following equation: r t = (log y t -log y t−1 ), which is presented in figure (3.2) and with squared log-returns series for the Gasoline price. 
Figure(3-2): Graphic Representation of the Daily Log-Returns and Squared Log-Returns Series for the Gasoline Prices
The figure (3-2) shows that the mean returns are constant but the variances change over time around some normal level, with large (small) changes tending to be followed by large (small) changes of either sign, i.e. volatility tends to cluster. Periods of high volatility can be distinguished from low volatility periods. The presence of spikes and volatility clustering is quite obvious.
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3-2-3 Summary Descriptive Statistics and Normality Tests of the Returns
Series Data Summary of the descriptive statistics and results of normality test (Jarque-Bera test) for the returns series of Gasoline prices data is presented in Table (3-2) . The number of observations equals 2919. The mean and variance are all quite small. notice that our dataset is extremely volatile. The data exhibits both positive and negative spikes / jumps. The mean and median of daily returns are not significantly different from zero. It suggests that returns Gasoline series in general decrease slightly overtime. The measures of skewness for the Gasoline returns series is -0.6381, there is not zero which means Gasoline returns series is asymmetric and skewed to the left(negatively skewed).On the other hand the returns series exhibit positive excess kurtosis, 38.6315. There is more than three, indicates the leptokurtic characteristic of the Gasoline daily returns distribution, which mean Gasoline returns have the fat-tail characteristic, greater peak at the mean than normal distribution, indicating the necessity of fat-tailed distribution to describe this variable, and these are some of the stylized facts observed in financial time series data. Based on the p-value of the Jarque-Bera tests, the p-value is less than 0.05, and then we reject the null hypothesis of normality at 5% for Gasoline returns series, so the distribution of the Gasoline returns is not normal distribution.
3-2-4 the Ljung-Box Test for the Returns and Squared Returns of the Gasoline
Series. Ljung-Box tests and correlograms for returns and squared returns of Gasoline Series are shown in the [Appendix No.2] . This test, which helps us to 23 check whether the Gasoline returns, has serial correlation and the ARCH effects or not, the null hypotheses are the Gasoline returns don't have serial correlation and ARCH effects, while the alternative hypothesis is opposite. Based on the assumption of 5% significance level, all of the p-values in the table and correlograms of ACF and PACF are smaller than 0.05, then we rejected the null hypothesis at 24th lag for Gasoline returns series which means the Gasoline returns have serial correlation and ARCH effect.
3-2-5 Unit Root Test for Returns Series (Stationary)
The unit root tests results for Gasoline returns series are shown in Table  ( . This table displays the results of unit root tests using the ADF and PP tests at level with p-values and critical values for returns series of Gasoline prices. The null hypothesis of unit roots can be rejected to returns series at 5% level of significance. 
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According to the results in Table ( 3-3), we investigate the stationary of the returns series, the p-values are less than 5%. Therefore, we reject the null hypothesis of "series has unit root" and conclude that the returns series is stationary. For this reason, we use returns series in the subsequent analysis.
3-3 Construction Adequate Linear ARMA Models (Estimation Unconditional Mean Equation) for Daily Returns Series
First step, we can construct suitable linear ARMA(p, q) models using the daily returns series of Gasoline prices because it is stationary at level5%. Using the Box-Jenkins modeling strategy using least squares method to estimate unconditional mean equation in the in-sample. Several ARMA models are fit to the returns series and the standardized residuals analyzed. By observing the autocorrelation (ACF) and partial autocorrelation functions (PACF), the rough p and q can be acquired, after comparing the model that gives us the lowest value of AIC and SIC selection criteria, and taking into account value of R 2 , also significant of parameters, the more accurate p and q will be picked up, to select the best fitted linear ARMA(p, q) model, by using different orders for Gasoline daily return series, chosen the optimal model among the candidate models after several attempts, taking into account ARCH effect and serial correlation. It was founded that the model ARMA(2,0) without a constant is the best model for Gasoline returns series. Table (3-4) and figure (3-3) observed the results of adequate estimated linear ARMA(2, 0)model and graph comparison among residuals actual and fitted series of ARMA(2, 0) Model. 
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Also show that the value of the log-likelihood for the estimated model was 7203.924 is very high value reflecting the efficiency of the model. Then the adequate estimated ARMA(p, q)model using least squares method for returns series of the Gasoline prices, given as follows;
We plot the residual, squared residuals and fitted series derived from adequate ARMA(2, 0) model with actual series for daily returns of Gasoline prices series to compare among them, as below: According to figure (3-3) and (3-4) we see that there are periods of high volatility (big fluctuations) are followed by periods of high volatility and periods of low volatility (small fluctuations) trend to be followed by periods of low volatility of low volatility and etc. It seems that the residuals are stationary and volatility clustering. These suggest that residuals or error terms are conditionally heteroscedastic and when the residuals behaviors like this then us it can be represented by GARCH models, because the GARCH models is used for estimating volatility that takes care of volatility clustering issue.
3-3-1 Residuals Diagnostics of ARMA(2,0) Model for Daily Returns of Gasoline
Series.
The diagnostics stage includes residuals analysis of estimated model. Now we want to test whether the heteroskedaticity (ARCH effect) and serial correlation problems are exist or not, with normality test for Jarque-Bera and that is permit using more formal Lagrange multiplier test for ARCH disturbances. Then we check the ACF and PACF of residuals and squared residuals. Table ( 
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All the p-values of tests statistics (F-statistic) and (Obs*R-squared values: Chi-Square statistic) of ARCH-Lagrange multiplier (LM) test up to lag 2 for residuals of ARMA(2,0) model for Gasoline returns are (0.000) less than 0.05 indicates the presence of ARCH effect in the residuals series of this model. Based on the results of Ljung-Box tests at 5% significance level, most of the pvalues in the table and correlograms of ACF and PACF of residuals and squared residuals are smaller than 0.05, then we rejected the null hypotheses at 24th lag for residuals series which means the residual of ARMA(2,0) model for the Gasoline returns have serial correlation and ARCH effect. Also p-value of the Jarque-Bera test is less than 0.05, and then we reject the null hypothesis of normality at 5%, so the distribution of the residual of this model is not normal distribution, leptokurtic and the fat-tailed asymmetric distribution outperform the normal distribution, and un estimators are still consistent, and this model has two conditions, serial correlation and ARCH effect, therefore it should be appropriate to try modeling the volatility for Gasoline prices with the GARCH models.
3-4 Univariate Non Linear ARMA-GARCH Modeling for Daily Returns of Gasoline Prices
After volatility clustering are confirmed with returns series and stationarity using ADF and PP tests, heteroscedasticity effects using ARCH-LM tests, and fitted adequate linear ARMA models using least squares method to estimate unconditional mean equations, the study focuses on determining the best fitted non-linear ARMA-GARCH models to the returns series, using maximum likelihood estimation method to estimate the conditional mean and variance equations of this model. Therefore, symmetric and asymmetric GARCH models are used for modeling the volatility in-sample dataset of daily returns for Gasoline prices series, under the different error distributions (Normal Distribution, General Error Distribution and Student-t Distribution) . Then compare the results and choose the appropriate model that have lowest value of AIC and SIC selection criteria, moreover taking into consideration the parameters of the best selected model must be significant, there is no ARCH effect, no serial correlation, large value of Log-likelihood and residuals series are normal distribution. Then use these models to forecast the volatility (conditional variance). 
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The following tables and figures contain results of in-sample estimation of the important models, we obtained after hundreds of models have been tried, for purpose diagnostic the degree of effect in the model. Some of these models had problems that didn't match all the assumptions. We are taken these models into consideration for the purpose of trade-offs between them.
3-4-1 Results of Important Non Linear ARMA-GARCH Models for Gasoline Returns Series
In order to capture the symmetries and asymmetries in the Gasoline returns series, five models have been used including; AR (2) After comparing the results of the symmetric and asymmetric estimated models in the two tables (3-9) and (3-10) we found that the best model fits the volatility of Gasoline returns series is AR(2)-Power GARCH(1,1,1) non-linear asymmetric model with innovation student-t distribution (d.f=10), because all the coefficients of this model are statistically significant. In other words, the coefficients of conditional mean and variance equations, AR(2), constant (ω), ARCH term (α 1 ), ARCH term(α 2 ), GARCH term (β 1 ), leverage term (γ) and power parameter (δ) are highly significant at 5% level because (p-values < 0,05) and with expected sign. The significance of (α 1 ), (α 2 ), and (β 1 ) indicates that two lagged squared disturbance and one lagged conditional variance have an impact on the conditional variance (today volatility), in other words this means that news (information) about volatility from the two previous periods has an explanatory power on current volatility. In the conditional variance equation, the estimated coefficient (β 1 ) is greater than coefficients (α 1 ) and (α 2 ) which resembles that the market has a memory longer than two periods and that volatility is more sensitive to its lagged values than it is to new surprises in the market values. It implies that the shock of past volatility effect on current volatility. The sum of these coefficients (α 1 + α 3 + β 1 ) is 0.7527, which infers that the shocks to the volatility will persist in the future periods. This implies that large changes in returns tend to be followed by large changes and small changes tend to be followed by small changes, which will therefore, confirm that volatility clustering is observed in Gasoline returns series. The (γ) captures the asymmetric effect in the best fitted model. The coefficient of leverage effect (γ), is positive and significant at 5% level, which gives the additional evidence of the volatility asymmetry, indicating that positive shocks (good news) are associated with higher volatility than negative shocks (bad news), The analysis reveals that there is a positive correlation between past returns and current volatility (leverage effect), hence AR(2)-Power GARCH(1,1,1) model supports for the presence of leverage effect on Gasoline returns series during the study period. Further, the appropriate model has large value of Log-likelihood and lowest values of AIC and SICS selection criteria.
In addition to, residual diagnostics checking for the best fitted model, according to table (3-11), ARCH-LM test is employed to check ARCH effect in (TIC).These are used as relative measure to compare forecasts for the same series across different models, in order to acquire the appropriate model to forecast the volatility (conditional variance) we choose the model that has lowest values of forecast errors, and (TIC) less than one, which indicate best forecasting ability of volatility for the return series.
In order to acquire the appropriate model to forecast the volatility, and to see how the model might fit real data, we examine forecasts for out-of-sample data of the various important volatility models. The returns of Gasoline prices includes (2555) observations, seven years as in-sample dataset, which is used to estimate the parameters of the volatility models, and reserve the last year as outof-sample dataset, including (365) observations, will be used to test the forecasting ability of the volatility models. Finally, we consider the in-sample and out-of-sample forecasting ability of the best adequate model for the returns of Gasoline prices, to compare between them, to find which one gives the best forecasting ability, we will show them in the later tables and figures.
3-5-1TheOut-of-Sample Volatility Forecasts for Gasoline Prices Series
Using results from the in-sample estimating, the AR(2)-Power GARCH(2,1,1) Std. model is selected as the representative asymmetric GARCH model in order to compare out-of-sample forecasting performance with implied volatilities and historical volatility. The results of the forecasting ability evaluation of the forecast models for the volatility of Gasoline returns series have been shown in the tables (3-17), (3-18) and figure (3-12). Table (3-17) reports the forecast performance values for all the symmetric and asymmetric volatility models. The results indicate that the relative differences among forecasting performance measures are quite small for out-ofsample data. The forecasting results show after comparing the values of loss functions for all fifteen important volatility models, the lowest values of three evaluation statistics (RMSFE, MAFE and MAPFE) and the value of TIC is less than one, indicate that the AR(2)-Power GARCH(2,1,1)-Std. model is the most preferred among all the models in forecasting the volatility of Gasoline returns series, then this model has good forecasting power. Figure (3-12) presents the out-of-sample volatility forecast and variance forecast of the Gasoline returns. Thus the MA-Power GARCH model was found to be the best model to study the volatility behavior and the corresponding forecasting of returns. 
