a unique trajectory in humans (Werker & Tees 1984) . In the following study, we investigated whether the statistical learning by human subjects of the temporal structure of triplets of faces, voices or their combination was possible and, if so, whether it was different from the learning of synthetic visual objects and sounds. We focused on triplets because conversational cliques composed of more than five people are rare, and clique size reaches an asymptote at three individuals (Dunbar, Duncan, & Nettle 1995) . There are four potential, mutually exclusive outcomes to our study. First, since faces and voices are among the most salient features of the human environment, it is possible that that statistical learning is better for these signals than they would be for artificial stimuli. A second possibility is that, because faces and voices seem to be processed by specialized perceptual and neural strategies (different from those used for generic object and sound recognition), the statistical learning paradigm may not operate, or operate sub-optimally, for such signals. A third possibility is that faces and voices and artificial objects and sounds are learned equally well under a statistical learning paradigm. The fourth and final possibility is that the typical, everyday crossmodal association of human faces and voices leads to differential learning when compared to associations of objects and sounds. We executed a series of experiments to investigate these putative differences between the statistical learning of faces and voices versus arbitrary shapes and sounds.
Experiment 1: Sequential grouping of unimodal visual and auditory signals
In Experiment 1, we assessed the statistical learning of sequences of faces versus shapes and voices versus synthesizer sounds, using a well-established paradigm (Fiser & Aslin 2001 , 2002a J.R. Saffran, et al. 1996; Turk-Browne, et al. 2005 ). The experiment had three possible outcomes for each of the two sensory modalities: faces (or voices) are learned better than shapes (or synthesizer sounds), shapes (or synthesizer sounds) are learned better than faces (or voices), or the two stimulus classes within a modality are learned equally well.
2. Methods
Subjects. Two separate groups of subjects were tested, one for the visual modality and the other for the auditory modality. There were twenty naïve subjects per group and subjects participated in two counterbalanced conditions. All subjects were undergraduate students at Princeton University without overt visual or hearing disabilities. Previous studies have demonstrated statistical learning in all ages ranging from infants (Fiser & Aslin 2002b) , young adults, to older adults with an age of around 70 years (Howard, Howard, Dennis, & Kelly 2008) . Thus age does not appear to be of critical importance. Handedness was not noted, and since the test phase was self-paced and we did not measure reaction times, and thus we do not expect handedness to influence the results in any way. Stimuli. We used two sets of visual elements: faces and shapes. Faces were gray-scale with 6.5-7.0 cm height and 5.5-7.0 cm width (Figure 1 ). Face stimuli came from NimStim, www.macbrain.org/faces. They consisted of 6 female and 6 male faces without explicit emotional expressions. Twelve shapes were created, modeled after the shapes used by Fiser and Aslin (Fiser & Aslin 2001) . The shapes were white on a black background with 2.5-4.0 cm height and 1.5-4.0 cm width. Visual stimuli were presented on a 17-inch Dell Trinitron display at a comfortable viewing distance (40-90 cm) that readily gives access to the keyboard for responses during the test phase. For the auditory stimuli, we used voices and synthesizer sounds. For the voice elements, twelve 500-millisecond long segments of natural speech were edited with the only requirement that they should not be recognizable as words, as judged by the authors. This allowed for them to be composed of one or more syllables, or cross syllable boundaries. Each voice element originated from a different speaker. The speech was taken from the Santa Barbara Corpus of Spoken American English. The synthesizer sounds (hereafter, syn-sounds) were twelve 500-ms long segments, lacking any biological salience, but yet, like the voice elements, spectrotemporally complex. All auditory stimuli were played at 75 dB as measured from 60 cm distance from the screen. Design. We used a sequential design, dividing each stimulus set into four short sequences of three elements, or base-triplets. To generate the familiarization streams we arranged the four base-triplets in a 96 base-triplet long randomly ordered sequence, with the constraint that no consecutive occurrences of the same base-triplet were allowed.
Procedure. The familiarization phase lasted for a total period of approximately 2 minutes and 50 seconds. Elements were presented for 500-ms, and separated by 100-ms. Subjects were asked to pay attention to the sequence so that they would be able to answer some questions after the familiarization phase. The familiarization phase was followed by a test phase that consisted of a temporal two-alternative forced choice (2AFC) test with 8 trials. During the test phase, a base-triplet and a cross-triplet were shown or heard sequentially, separated by 1 second. Crosstriplets were constructed as semi-random three-element sequences that never appeared in that particular order during the familiarization phase; they were rearranged mixtures of base-triplets (i.e. if two base triplets are ABC and DEF, then EDA is a possible cross-triplet). Since, the number of possible cross-triplets is greater than the number of base-triplets, we randomly selected cross-triplets for each subjects. Each pair of base-triplet and cross-triplet was shown twice, in semi-random and counterbalanced order. Subjects reported which of the two test patterns they found most familiar through pressing the "Z" or "M" keys on a keyboard. For every subject, the order of test triplets was randomized. Once a subject completed the experiment with one stimulus class (e.g. shapes), she/he did the experiment again, but with the other stimulus class (e.g. faces). The same was true for the subjects performing the auditory conditions. The order of conditions was counterbalanced.
Results and discussion
Subjects were able to learn triplet sequences of both faces and shapes (Figure 2A) , and they were able to learn them equally well (no main effect for stimulus class: (F(1, 18) = 1.24, p = 0.28). Mean performance for faces was 62.5% (chance performance is 50% for this and all subsequent tests below) (t(19) = 2.70, p < 0.05) and 67.5% for shapes (t(19)-3.44, p < 0.01). There was no effect of condition order, (F(1, 18) = 2.77, p = 0.11), suggesting subjects' participation in two consequent experiments did not influence learning. The same pattern held for the learning of sequences of voice and syn-sound elements ( Figure 2B ). Subjects learned the two types of elements equally well (no main effect for stimulus class: (F(1, 18) = 0.23, p = 0.79). Mean performance for voices was 62.5% (t(19) = 2.70, p < 0.05) and 60.6% for syn-sounds (t(19) = 2.43, p < 0.05). There was no influence of condition order on learning (F(1, 18) = 0.013, p = 0.91). Furthermore, there were no performance differences across modalities. The mean performance for visual elements (faces and shapes combined) was 65.0%, while performance for auditory elements (voices and syn-sounds combined) was 61.6% (t(38) = 0.67, p = 0.51). The 60-65% performance we observed is comparable to what has been reported earlier for familiarization streams with a similar presentation rate (Turk-Browne, et al. 2005) .
These results suggest that subjects were able to implicitly learn statistical regularities equally well for faces and shapes and for voices and syn-sounds (Figure 2) . Thus, social signals are not better or worse in this type of learning, despite their special status in perception. One key distinction between faces and voices versus shapes and syn-sounds is that the former are often reliably associated with one another. That is, specific faces are associated with specific voices, whereas there is no such relationship between the arbitrary shapes and syn-sounds. In next three experiments, we test the influence of this association (or lack thereof) in the statistical learning of triplet sequences. 
. Experiment 2: Visual elements coupled with auditory elements
A particular feature of faces and voices is that, in the social environment, they are coupled: the face of one individual is associated with a specific voice. This redundancy across modalities can enhance recognition, discrimination and learning of individuals.
In this experiment, we tested whether subjects could implicitly learn sequential groups of faces in parallel with groups of voices when each face was reliably coupled with one specific voice. We compared this learning to coupled shapes and syn-sounds. As in Experiment 1, the stimulus sets were divided into short sequences of three elements, base-triplets. The visual and auditory element sequences were presented in parallel with each other. Each face (or shape) was coupled with one specific voice (or syn-sound) ( Figure 3A ). We predicted that the coupling of visual elements with specific auditory elements should enhance statistical learning, as it does during other types of multisensory learning ( shapes versus another shown in the same familiarization sequence (Turk-Browne et al. 2005) , an alternative hypothesis is that the coupling of elements across modalities could serve to distract attention away from one stream versus the other and thus disrupt learning. In addition, we expected that the face/voice coupling should lead to better overall statistical learning than shape/syn-sound coupling, although the learning of the visual-auditory association on an individual basis may be the same for both stimulus classes (von Kriegstein & Giraud 2006).
. Methods
Subjects. Twenty-two naïve subjects participated in this experiment. Subjects participated in two counterbalanced conditions: one with faces and voices and the other with shapes and syn-sounds.
Stimuli. The visual and auditory elements were the same as in Experiment 1.
Design. We used two simultaneously running familiarization streams (one visual and one auditory) generated in the same way as in Experiment 1, with the difference that they now were audio-visual. The visual and auditory streams were coupled, so that each individual visual element always co-occurred with the same individual auditory element ( Figure 3A ).
Procedure. The procedure was similar to Experiment 1, with the difference that subjects were now tested for visual, auditory, audio-visual base-triplets. They were subsequently tested for their recognition of audio-visual pairs -the element wise association between visual and auditory elements. During the familiarization phase, subjects were exposed to 2 × 96 base-triplets for a total period of approximately 2 minutes and 50 seconds. During the test phase, a base-triplet and a cross-triplet were played sequentially, separated by 1 second. Cross-triplets were generated as in Experiment 1. Subjects were tested with visual only, auditory only, and audiovisual base-triplets: each modality consisted of 8 test trials, with a total of 24 trials. Each pair of base-triplets and cross-triplets was shown twice with their order counterbalanced. For every subject, the order of test triplets was randomized (i.e. unimodal and bimodal tests were intermingled).
To investigate if subjects learned the coupling (association) between individual visual and auditory elements (von Kriegstein & Giraud 2006), we also tested subjects on the 12 different audio-visual pairs (outside of the 'triplet' context). After finishing the familiarization phase and the test of base-triplets, they were presented with a series of audio-visual trials that consisted of one matching audiovisual pair that had been presented to them during the familiarization phase and another non-matching pair that did not occur together during the familiarization phase. Every matching audio-visual pair was tested once. Since subjects were exposed to the same number of audiovisual pairs in both the base-triplets and the cross-triplets, the only opportunity for them to learn the pairs was during the familiarization phase. Thus, the prior testing of base-triplets could not influence their performance. The order of match and non-match audio-visual pairs was randomized and counterbalanced across the 12 trials.
.2 Results and discussion
Statistical learning of coupled face/voice triplets was similar to coupled shape/ syn-sound triplets ( Figure 4A ). We performed a 2 × 3 × 2 mixed ANOVA with stimulus class (human and synthetic) and stimulus modality (visual, auditory and visual-auditory) as within subject factors, and condition order as a betweenubjects factor. There was no significant main effect for stimulus class (F(1, 20) = 0.49, p = 0.49), a significant main effect of modality, with performance on visual and visual-auditory stimuli being better than auditory alone (F(2,40) = 4.48, p = 0.018), no interaction between class and modality (F(2,40) = 3.66, p = 0.035), and finally, no significant effect of condition order (F(1, 20) = 1.25, p = 0.277). All conditions were learned better than chance, as assessed by a one-sample t-test ( Figure 4A and Table 1 ).
Falsifying our prediction, there was no enhancement of recognition via the bimodal presentation of elements ( Figure 4A and Table 1 ). One explanation for this is that, given the short (under 3 minutes) familiarization phase consisting of a somewhat rapid sequence of elements, the subjects simply did not detect that the elements from the visual sequence were coupled with those in the auditory sequence. To test this, we tested subjects on their ability to detect familiar versus unfamiliar visual-auditory pairs. For both face/voice pairs and shape/syn-sound pairs, subjects performed significantly above chance (face/voice, t(21) = 10.17, p << 0.001; shape/syn-sound, t(21) = 7.33, p << 0.001) ( Figure 4B ). Thus, the subjects readily learned that certain visual elements belong with certain auditory elements (see also, von Kriegstein & Giraud 2006) .
In summary, this experiment shows that when auditory and visual elements are coupled, they were learned in parallel. Faces coupled with voices did not have a special status in terms of statistical learning when compared to the arbitrarily related shapes and synthetic sounds. Furthermore, subjects readily learned that the particular face or shape elements were coupled to specific voice or syn-sound elements ( Figure 4B ). Finally, there was no enhanced recognition of triplets when they were presented crossmodally versus unimodally in the test condition. However, the significant main effect of stimulus modality suggests that performance on auditory triplets was worse than performance on visual or visual-auditory triplets. This impaired performance appears especially to be true for synthetic sounds. 
. Experiment 3: Faces coupled with syn-sounds and shapes coupled with voices
In this experiment, we investigated whether statistical learning of sequences was different when faces were coupled with syn-sounds and voices were coupled with shapes ( Figure 3B ). This tests whether same or different processes mediate the parallel learning of faces with voices or shapes with syn-sounds. If it is the same process, then coupling faces and syn-sounds should lead to parallel learning, as should coupling shapes with voices. If social signals are learned through different processes than artificial signals, then parallel learning should be absent.
. Methods
The stimuli, design and procedure of this experiment are identical to Experiment 2, except that faces were coupled with syn-sounds and voices were coupled with shapes ( Figure 3B ). Twenty-six subjects participated in this experiment, counterbalanced according to condition.
.2 Results and discussion
In Experiment 3, subjects were presented with faces coupled with syn-sounds and voices coupled with shapes ( Figure 3B ). Remarkably, their performance was nearly identical to that seen in Experiment 2. That is, parallel learning was observed for the two modalities, regardless of which class of stimuli were paired together. We performed a 2 × 3 × 2 mixed ANOVA with stimulus class (human, synthetic) and stimulus modality (visual, auditory, visual-auditory) as within-subject factors, and condition order as a between-subjects factor. We did not find significant main effects for stimulus class (F(1, 24) = 0.65, p = 0.43), stimulus modality (F(2, 48) = 0.04, p = 0.96), or an interaction between class and modality (F(2,48) = 1.47, p = 0.24), nor did we find a significant effect of condition order (F(1, 24) = 0.03, p = 0.86). As in the other experiments, the latter suggesting subjects' participation in two consecutive experiments did not influence learning. Even though a main effect of stimulus modality is lacking, the outcome of this experiment is comparable to Experiment 2. As in Experiment 2, performance on syn-sounds tends to be lower than on corresponding visual triplet, however in this case; syn-sounds were combined with faces, and not shapes. In contrast, for voices the opposite effect is observed, performance is better than on shapes, suggesting that modality is not the only factor influencing performance. Thus, the lack of a main effect of modality suggests that both stimulus class and modality influences learning.
In essence, the results show that parallel learning was evident for all conditions ( Figure 5A and Table 2 ). When faces were coupled with syn-sounds, triplet sequences in both modalities were learned. The same was true for the coupling of shapes with voices. As in Experiment 2, there was no evidence for enhanced recognition of triplet sequences when they were presented as bimodal signals (faces/ syn-sounds or voices/shapes) in the test phase. This lack of enhancement cannot be attributed to a failure to learn that particular visual elements were associated with particular auditory elements ( Figure 5B ). Subjects learned that faces were associated with specific syn-sounds (t(25) = 5.73, p << 0.001) and that shapes were associated with specific voices (t(25) = 5.37, p << 0.001). These data suggest that, in the domain of statistical learning, faces and voices are independently permissive for the parallel learning of any signals from the other modality that are coupled to them.
To test the possibility that the shapes and syn-sounds are indeed the signals that are "permitted", we uncoupled the visual and auditory streams in the next experiment. 
. Experiment 4: Faces uncoupled from syn-sounds and shapes uncoupled from voices
When faces and voices are coupled with arbitrary elements from another modality, parallel learning is evident across all conditions (Experiment 3). This suggests faces and voices could be acting as permissive signals for the learning of those arbitrary elements that are coupled to them. We tested whether this was true by presenting faces in parallel with, but uncoupled from, syn-sounds, and the same for voices with shapes ( Figure 3C ). That is, although visual and auditory streams were presented in parallel, each visual element was no longer paired with a specific auditory element. This tests whether the parallel learning seen in Experiments 2 and 3 is due to the special salience of faces and voices and the coupling of elements across modalities. If faces and voices were special, then we would expect to see only learning of faces, but not syn-sounds in one condition, and only learning of voices, but not shapes in the other condition.
. Methods
The stimuli, design and procedure of this experiment is identical to Experiment 3, except that faces were presented in parallel with uncoupled syn-sounds, and voices were presented in parallel with uncoupled shapes ( Figure 3C ). Eighteen naïve subjects participated in this experiment; conditions were counterbalanced.
.2 Results and discussion
This experiment revealed that, when uncoupled, faces and voices dominated over syn-sounds and shapes during statistical learning ( Figure 3C ). We performed a 2 × 2 × 2 mixed ANOVA with stimulus class (human, synthetic) and stimulus modality (visual, auditory) as within-subject factors, and condition order as between-subjects factor. We did not find any significant main effect of stimulus class (F(1, 16) = 2.32, p = 0.15), or a main effect for stimulus modality (F(2, 16) = 0.17, p = 0.68), but we did see a significant interaction between stimulus class and stimulus modality (F(2, 16) = 7.31, p < 0.05). As in all the other experiments, there was no significant effect of condition order, but there was a trend (F(1, 16) = 3.82, p = 0.07). However, since subjects were counterbalanced across condition order, such a trend does not confound the results. To explore the significant interaction between stimulus class and modality, we conducted a series of two tailed t-tests comparing the results to chance. When faces were uncoupled from syn-sounds, faces were learned (70.1%; t(17) = 3.70, p < 0.01, but syn-sounds were not (56.3%, t(17) = 1.64, p = 0.12). Similarly, when voices were uncoupled from shapes, voices were learned (63.3%; t(17) = 3.70, p < 0.01), but shapes were not (52.1%; t(17) = 0.51, p = 0.61) (Figure 6 ). Taken together with the results of Experiment 3, these data suggest that faces and voices are independently permissive to learning arbitrary signals from another modality but only when they are coupled on an individual element-by-element basis. To put it another way, when social signals are conflicted with arbitrary signals, the social signals have priority. 
. General discussion
We were interested in mechanisms by which primates could learn their social group structure without specialized cognitive modules. We tested whether human subjects could learn triplets of social signals -faces and voices -in a statistical learning paradigm and, if so, whether this learning was better or worse when compared to arbitrary signals. From the outset, there were four possible outcomes to our study: (1) Since faces and voices are among the most salient features of the human environment, statistical learning could be better for these signals than they would be for artificial stimuli; (2) Because faces and voices seem to be processed by specialized perceptual and neural strategies, the statistical learning paradigm may not operate, or operate sub-optimally, for social signals; (3) Faces and voices and artificial shapes and sounds are learned equally well under a statistical learning paradigm, suggesting a domain-general mechanism; and (4) The pre-existing crossmodal association of faces and voices leads to better statistical learning when compared to arbitrary associations of objects and sounds. This latter possibility differs from the first outcome in that a difference between faces and voices, on the one hand, and artificial stimuli, on the other, could become apparent only with cross-modally presented stimuli because faces and voices have a natural association familiar to humans that arbitrary shapes and sounds do not.
We found that, when presented unimodally, faces and voices were learned just as well, but not better, than arbitrary shapes and sounds (Experiment 1). When faces and voices were coupled on an element-by-element basis, they were learned in parallel, but again coupled arbitrary signals were learned just as well (Experiment 2). This was somewhat surprising because individual faces are typically associated with individual voices, while no such relationship exists for arbitrary shapes and sounds. To test this further, we coupled faces to arbitrary sounds (syn-sounds), and shapes to voices (Experiment 3). Here again parallel learning of triplets in both modalities was evident, supporting the existence of a domain general statistical learning mechanism. It appears that, while faces and voices may be special in other domains of behavior, they are not special for statistical learning. However, uncoupling the social signals from the arbitrary ones (whereby visual and auditory streams were still presented in concurrently, but in which each visual element was not associated with a specific auditory element) resulted only in the learning of faces and voices (Experiment 4). This suggests that when social signals are put in conflict with arbitrary signals presented in a different modality, then social signals have perceptual priority.
. Domain generality and parallel learning across modalities
Our data show that, when presented unimodally, faces and voices are statistically learned with the same robustness as shapes and syn-sounds. This is somewhat surprising. Given that faces and voices are such special and salient signals for humans, processed by specialized brain networks, we predicted that triplets of such signals would either be learned better than less ecologically-relevant signals or that they would be not be learned as well, perhaps because we automatically look at faces and hear voices as individuals not as groups. Thus, our data strongly support the idea that statistical learning is a domain general mechanism -learning is irrespective of the elements that instantiate the pattern, at least when presented unimodally. This is an important extension to previous findings, as most studies investigating visual statistical learning used abstract stimuli, with little ecological relevance, such as abstract shapes, colors, or spatiotemporal patterns (but see Saffran and colleagues who used images of cats and dogs (J. R. Saffran, Pollak, Seibel, & Shkolnik 2007) ). Similarly, in auditory statistical learning, tones and synthesized speech are often used and the synthesized speech lacks the indexical cues that allow the listener to extract information about the speaker's identity and physical characteristics (size, age, gender, etc) (Ghazanfar & Rendall 2008) .
Differences in learning between the two stimulus classes -social and arbitrary -also did not appear when the two modalities were presented concurrently. We had two general predictions. First, we reasoned that, regardless of signal category, if individual visual elements were reliably paired with auditory elements, then learning should be enhanced, as is the case for other types of multisensory learning . For example, explicit training with congruent audio-visual stimuli improves performance in visual only motion detection compared to training with visual only stimuli (Seitz et al. 2006) . Similarly, visual image recognition is enhanced when past experience of it included a semantically congruent sound, but is impaired when paired with an incongruent sound (Lehmann & Murray 2005) . Surprisingly, when subjects were tested for recognition using bimodal cues, we found no multisensory enhancement of recognition for either stimulus category, suggesting that not all types of learning benefit from multisensory experience .
Second, we predicted that, since faces are naturally coupled to voices in the real world, while arbitrary shapes and syn-sounds are not, coupled faces and voices should be learned better than coupled shapes and syn-sounds. This was not the case. We found that faces and voices could be learned in parallel when they were coupled, as were shapes coupled with synthetic sounds. These data, too, suggest a domain general mechanism for statistical learning, but it extends the mechanism to multisensory statistical learning. Importantly, in the coupled conditions, subjects readily (and implicitly) learned that individual visual elements were associated with specific auditory elements (see also von Kriegstein & Giraud 2006 for a similar result). This contingency between individual elements across modalities was important. We found that coupling faces with syn-sounds or voices with shapes resulted in parallel statistical learning of all types of elements, but uncoupling the same signals resulted in only statistical learning of faces (but not syn-sounds) and voices (but not shapes). Thus, coupling elements to either faces or voices has a permissive effect for parallel statistical learning, but when they are uncoupled (i.e. put into conflict), social signals have perceptual priority. In the statistical learning context, faces and voices appear to be strong signals that can 'carry' whatever is associated with them.
This begs the question as to why faces and voices are prioritized. The unimodal data suggest that the statistical learning mechanism seems to be the same for faces, voices, shapes and syn-sounds. The multisensory data suggest that as long as there is element-to-element coupling, then any category of stimuli paired with faces or with voices will be learned in parallel. If the two streams are uncoupled, the faces and voices will take priority over the arbitrary element sequence. Together, this finding suggests one of two possibilities: (1) faces and voices engage more sensory resources than do other categories of stimuli (though not necessarily specialized resources); and/or (2) faces and voices engage more efficient mechanisms of sensory processing. The dedication of more resources is likely linked to the overwhelming experience with such social signals that humans acquire pre-and post-natally (Leppanen & Nelson 2008; Lewkowicz & Ghazanfar 2009 ).
.2 Implications for the social brain hypothesis
Humans may engage each other in a highly action centered, continuous, spatial jockeying for position and influence within the confines of the group (at work, at play, in the dormitory, etc), using social contact and proximity as a means to achieving immediate goals, and monitoring the action of others. There are two mechanisms by which they may learn about this dynamic social structure. In the representational framework, social knowledge would be mediated through specialized modules that process only one kind of information and are distinct from other modules. For example, the recognition of social signals such as faces and voices that seem to be processed by specialized brain areas in the temporal lobe supports this notion (Belin, et al. 2004; McKone, et al. 2007 ). In contrast, in an active perception framework, social signals and knowledge are acquired through generic pattern recognition (Barrett, et al. 2007 ). Instead of specialized modules, social signals and structure are embedded in the patterns of activation of neuronal units, linked in distributed neural networks. Thus, faces, for example, are processed by multiple areas simultaneously, in regions that are not dedicated solely to faces, but are activated to a greater spatial extent and with a greater magnitude by faces than other visual signals (Haxby, et al. 2001) . Furthermore, such networks are unlikely to be purely unimodal -further evidence against any strict modular organization can be found in (Ghazanfar & Schroeder 2006) .
Our data suggest the statistical learning mechanism, an implicit form of learning, can be used to learn about social group structures using a distributed associative network. For long-lived primates, like humans, the physical and social environments are both inherently unstable. Given these constrains, statistical learning provides a mechanism arguably more adaptive than specialized cognitive routines, allowing fast (less than 3 minutes are needed to track three individuals), flexible and experientially informed pattern recognition to form the basis for much of social cognition. In fact, humans can identify coalitional alliances based on attire and spatiotemporal associations in less than 4 minutes of exposure (Kurzban, et al. 2001 ). However, as Barrett et al. (2007) have argued, the potential downside of such a generic pattern recognition mechanism is that it is tissue intensive: large-scale pattern recognizers require a lot of connectivity to implement (Clark 1993) . Thus, according to Barrett et al. ' s hypothesis (and consistent with our results), the social brain does not get bigger with increasing group size due to the adding of specialized modules, but rather the relationship between group size and neocortical size rises from the more generic requirement of a larger associative network able to deal with bigger social groups.
