Machine learning employs dynamical algorithms that mimic the human capacity to learn, where the reinforcement learning ones are among the most similar to humans in this respect. On the other hand, adaptability is an essential aspect to perform any task efficiently in a changing environment, and it is fundamental for many purposes, such as natural selection. Here, we propose an algorithm based on successive measurements to adapt one quantum state to a reference unknown state, in the sense of achieving maximum overlap. The protocol naturally provides many identical copies of the reference state, such that in each measurement iteration more information about it is obtained. In our protocol, we consider a system composed of three parts, the "environment" system, which provides the reference state copies; the register, which is an auxiliary subsystem that interacts with the environment to acquire information from it; and the agent, which corresponds to the quantum state that is adapted by digital feedback with input corresponding to the outcome of the measurements on the register. With this proposal we can achieve an average fidelity between the environment and the agent of more than 90% with less than 30 iterations of the protocol. In addition, we extend the formalism to d-dimensional states, reaching an average fidelity of around 80% in less than 400 iterations for d = 11, for a variety of genuinely quantum and semiclassical states. This work paves the way for the development of quantum reinforcement learning protocols using quantum data and for the future deployment of semi-autonomous quantum systems.
I. INTRODUCTION
Machine learning (ML) is an area of artificial intelligence that focuses on the implementation of learning algorithms, and which has undergone great development in recent years [1] [2] [3] . ML can be classified into two broad groups, namely, learning by means of big data and learning through interactions. For the first group there are two classes, supervised learning, which uses previously classified data to train the learning program, inferring the function of relationship to classify new data. This is the case, e.g., of pattern recognition problems [4] [5] [6] [7] . The other class is unsupervised learning, which does not require training data; instead, this learning paradigm uses the big data distribution to obtain an optimal method of classification using specific characteristics. An example is the clustering problem [8, 9] .
For the second group, learning from interactions, there is the class of reinforcement learning (RL) [10, 11] . RL is the learning paradigm most similar to the human learning process. Its general framework is as follows: we define two basic systems, an agent A and an environment E, while often it is useful to define a register R as an auxiliary system. The concept consists of A inferring information by direct interaction with E, or indirectly, using the system R as a mediator. With the information obtained, A makes a decision to perform a certain task. If the result of this task is good, then the agent receives a reward, otherwise the agent receives a punishment. In addition, the RL algorithms can be divided into three basic parts, the policy, the reward function (RF), and the value function (VF). The policy can be subdivided into three stages: * F. Albarrán-Arriagada francisco.albarran@usach.cl first, interaction with the environment, in this stage, the way in which A or R interacts with E is specified; second, information extraction, which indicates how A obtains information from E; and finally, the action, where A makes the decision of what to do with the information of the previous step. RF refers to the criterion to assign the reward or punishment to A in each iteration. And VF evaluates the utility of A referred to the given task. An example of RL consists of artificial players for go or chess [12, 13] .
Another essential aspect of the RL protocols is the exploitation-exploration relation. Exploitation refers to the ability to make good decisions, while exploration is the possibility of making different decisions. For example, if we want to select a gym to do sports, the exploitation is given by the quality of the gym we test, while the exploration is the size of the search area in which we will choose a new gym to test. In the RL paradigm, a good exploitation-exploration relation can guarantee the convergence of the learning process, and its optimization depends on each algorithm.
On the other hand, quantum mechanics is known to improve computational tasks [14] , so a natural question is the following: how are the learning algorithms modified in the quantum domain? To answer this question the quantum machine learning field (QML) has emerged. In recent years, QML has been a fruitful area [15] [16] [17] [18] [19] [20] [21] [22] [23] , in which quantum algorithms have been developed [24] [25] [26] [27] that show a possible speed-up in certain situations in relation with their classical counterparts [28, 29] . However, these novel works focus mainly on learning from classical data encoded in quantum systems, processed with a quantum algorithm and decoded to be read by a classical machine. In this context, the speed-up of quantum machine learning is often balanced with the necessary resources to encode and decode the information, which leads to an unclear quantum supremacy. Nevertheless, recent works analyze the QML paradigm in a purely quantum way [34] [35] [36] , in which quantum systems learn quantum data.
In this context, one of the most fundamental tasks is the learning of a quantum state that describes a quantum system. In this case, there are many protocols related to quantum state estimation [37] [38] [39] [40] [41] [42] , but in these cases, the quantum data are learned by a classical system. Therefore, to encode this information in another quantum system we need many resources. Another approach is approximate quantum cloning [43] , where we need some information about the basis of the state to clone and specific interactions, which hinders autonomous learning of any quantum state by a quantum system and limits the architectures to implement it. Therefore, a protocol in which a quantum system can learn an arbitrary state of another quantum system without additional information, in order to obtain an autonomous quantum device, is an open problem. Furthermore, this approach is valuable when we want to use only available resources in any quantum technology platform, such as measurements and feedback loop processes.
In this article, we present a quantum machine learning algorithm based on a reinforcement learning approach, to adapt the quantum state of a system (agent), to the unknown state of another quantum system (environment), assisted by the measurements on a third system (register). This algorithm uses multiple identical copies of the Environment which are entangled to the Register. We propose to use coherent feedback loops, conditioned to the measurements in order to perform the adaptation process without human intervention. Therefore, this approach is different from projective simulation [30] [31] [32] [33] , which makes use of a set of projective measurements with different probabilities at the same time.
In our numerical calculations we obtain average fidelities of more than 90% for qubit states after less than 40 measurements, while for qudits the protocol achieves average fidelities of 80% using 400 iterations with d = 11 dimensions, for either genuinely quantum states or semiclassical states. This proposal can be useful for the implementation of semiautonomous quantum devices. 
II. THE QUANTUM ADAPTATION ALGORITHM
Our framework is as follows. We assume a known quantum system called the agent (A) and many copies of an unknown quantum state provided by a system called the environment (E). We also consider an auxiliary system called the register (R) which interacts with E. Then, we obtain information about E by measuring R, and we employ the result as an input to the RF function. Finally, we perform a partially random unitary transformation on A, which depends on the output of the RF. The idea is to improve the fidelity between A and E, without projecting the state of A with measurements.
This algorithm differs from quantum cloning because we use a pseudorandom paradigm to obtain a balance in the exploration-exploitation relation without additional information about the environment. This protocol also differs from quantum state estimation in the fact that we propose a semiautonomous quantum agent; that is, the aim is that in the future a quantum agent will learn the state of the environment without any human intervention. Other authors have considered the inverse problem, an unknown state evolved to a known state assisted by measurements [44] , which deviates from the machine learning paradigm. Therefore, an optimal measurement is not performed in each step, but after a certain number of autonomous iterations, the agent converges to a large fidelity with the unknown state.
In the rest of the article we use the following notation: the subscripts A, R, and E refer to each subsystem, and the superscripts indicate the iteration. For example, O (k) α refers to the operator O that acts on the subsystem α during the kth iteration. Moreover, the lack of any of these indices indicates that we are referring to a general object in the iterations and/or in the subsystems.
We start with the case where each subsystem is described by a qubit state. We assume that A(R) is described by |0 A(R) , and E is described by an arbitrary state expressed in the Bloch sphere as Fig. 1 (a) ]. The initial state reads
(1) First of all, we introduce the general elements of our reinforcement learning protocol, such as the policy, the RF, and the VF. For the policy, we perform a controlled-NOT (CNOT) gate (U N OT E,R ) with E as the control and R as the target (i.e., the interaction with the environment), in order to copy information of E into R, obtaining
We then measure the register qubit in the basis {|0 , |1 }, with the probability p
, to obtain the state |0 or |1 , respectively (i.e., information extraction). If the result is |0 , it means that we have collapsed E into A and do nothing, but if the result is |1 , it means that we have measured the component of E orthogonal to A, and thus we accordingly modify the agent. As we do not have additional information about the environment, we perform a partially-random unitary operator on A given by U (1)
(action), where α (1) and β (1) are random angles of the form α(β)
, and S k(1) A = S k is the kth spin component. Now, we initialize the register qubit state and employ a new copy of E, obtaining the next initial state for the second iteration:
with
Here m (1) = {0, 1} is the outcome of the measurement, I is the identity operator, and we define the new agent state as |0
1 |0 1 . Now, we define the RF to modify the exploration range of the kth iteration ∆ (k) as
where
is the outcome of the (k − 1)th iteration, while R and P are the reward and punishment ratios, respectively. Equation (5) means that the value of ∆ is modified by R∆ for the next iteration when m = 0 and by P∆ when the outcome is m = 1. In our protocol, we choose for simplicity R = < 1 and P = 1/ > 1, such that, every time that the state |0 is measured, the value of ∆ is reduced, and it is increased in the other case. Also, the fact that R · P = 1 means that the punishment and the reward have the same strength, or in other words, if the protocol yields the same number of outcomes 0 and 1, the exploration range does not change. Finally, the VF is defined as the value of ∆ (n) after all iterations. Therefore, ∆ (n) → 0 if the protocol improves the fidelity between A and E.
To illustrate how the protocol proceeds, let us consider the kth iteration. The initial state is given by
where |0
, where
A is given by Eq. (4). Also U
, where we define
We can write the state of E in the Bloch representation using |0 j as a reference axis [see Fig. 1 (b) ] and apply the operator U (k) † E , obtaining the following for E,
We can write the states |0 (k) and |1 (k) in terms of the initial logical states |0 and |1 and the unknown angles
, and φ (1) as follows:
Therefore, the operator U (k) † performs the necessary rotation to transform |0 (k) → |0 and |1 (k) → |1 . Then, we perform the gate U N OT E,R ,
and we measure R, with probabilities p
and p
for the outcomes m (k) = 0 and m (k) = 1, respectively. Finally, we apply the RF given by Eq. (5). We point out that, probabilistically, when p
In terms of the exploitation-exploration relation, this means that when the exploitation decreases (we measure |1 often), we increase the exploration (we increase the value of ∆) to increase the probability of making a beneficial change, and when the exploitation improves (we measure |0 many times), we reduce the exploration to allow only small changes in the following iterations. The diagram of this protocol is shown in Fig. 2 . Figure 3(a) shows the numerical calculation of mean fidelity between A and E for the single-qubit case. For this computation we use 2000 random initial states with = 0.1 (blue-crosses line), = 0.3 (red-circles line), = 0.5 (yellowpluses line), = 0.7 (purple-angle line), and = 0.9 (green solid line). We can see that the protocol can reach fidelities over 90% in less than 30 iterations. Figure 3(b) depicts the evolution of the exploration parameter ∆ for each iteration for the same values of the constant . We can see from Fig. 3 that, when the parameter is small, the fidelity between A and E increases quickly (the learning speed increases), requiring less iterations to reach high fidelities; however, the maximum value of the average fidelity (maximum learning) is smaller than when increases. This means that small changes in the scan parameter ∆ (large ) result in a higher but slower learning.
III. MULTILEVEL PROTOCOL
In this section, we extend the previous protocol to the case where A, R, and E are described by one d-dimensional qudit state. One of the ingredients in the qubit case is the CNOT gate. Here, we use the extension of the CNOT gate to multilevel states, also known as the XOR gate [45] 
). The action of this gate is given by
where the index a (b) refers to control(target) state, and denotes the difference modulo d, with d being the dimension of each subsystem. The CNOT gate has two important properties, namely,
is Hermitian, and (ii) U N OT a,b |j a |k b = |j a |0 b if and only if j = k. These two properties are maintained in the XOR gate defined in Eq. (11) . The policy and the VF are essentially the same as in the previous case, but now we consider the multiple outcomes (m (j) ∈ {0, 1, . . . , d − 1}) that result from measuring R. First, we introduce |1 j A = |m in Eq. (7). As in the previous case, we assume the initial state of A to be |0 A , while R is initialized in |0 R . Moreover, the state of E is arbitrary and expressed as
, and d is the dimension of E. We can rewrite E in a more convenient way as
(1)
j=1 c j |j E is the orthogonal component to |0 E , and
sequently, we perform the XOR gate U XOR E,R , obtaining (1/N )c j |d − j R |j E . As in the previous case, we measure R, but now we have multiple outcomes and we separate them into two groups: first, the outcome |0 with the probability p
, and second, outcomes |j with j = 0, and the probability to obtain any of them of p
As in the previous case, this means that we measure either in the state of A or in the orthogonal subspace. With this information, we perform a partially random unitary operation on the agent U (1)
, using the definition (7) with |1 A = |m 
The random angles α (1) and β (1) are defined as in the qubit case. Now, the RF changes slightly and is given by
where δ j,k is the delta function. Equation (14) means that if we measure |0 in R, the value of ∆ decreases for the next iteration, and if we measure |j with j = 0, ∆ increases. Remember that R = < 1 and P = 1/ > 1. As in the qubit case, the RF is binary, since all the results |j with j = 0 are equally nonbeneficial, so we give the same punishment to the agent. For this reason we use the same policy as in the qubit protocol for the case of multiple levels. As in the case of a single-qubit state, the parameter plays a fundamental role in the learning process by handling the speed of learning and the maximum learning. This will be understood in what follows.
In what follows we study the performance of the protocol for d-dimensional states to describe E. As an example, we consider a random superposition of the form
where a, b ∈ [0, 1) are random numbers and N is a normalization factor. between E and A grows (increasing the exploitation). We can see from Fig. 4(a) that the protocol can reach mean fidelities of 80% within about 400 iterations or, equivalently, the protocol increases the mean fidelity between A and E in about 0.5 using 400 iterations.
Although with the previous case we cover a large variety of d-dimensional states, let us implement the protocol for some standard quantum states in d dimensions, which could be suitable for experimental realization. To this purpose, we consider in a first instance a coherent state defined by
For this case we use α = a + ib, with a and b being positive real random numbers smaller than 1. As |α| 2 ≤ 2, we can truncate the sum (16) to n = 10, since the probabilities to obtain |n with n > 10 are bounded by |e Figure 5 (a) shows the fidelity between A and E for each iteration, reaching values of 85% in less than 100 iterations. Figure 5 (b) depicts the value of ∆ in this process. We can also observe that the exploration is reduced when A approaches E (increasing the exploitation), as in the previous case. In a second instance, we consider a superposition of two coherent states given by
which is known as a cat state. Here |α is given by Eq. (16) and N α is a normalization factor. And finally, we consider the superposition
This state allows us to compare the performance of the protocol with the case of one qubit. We consider in particular the case of n = 10. Figure 6 (a) shows the calculation for cat states (17) . In this case, we reach fidelities over 90% in about 60 measurements. Moreover, Fig. 6(b) shows results similar to the qubit case given by Fig. (3) , surpassing fidelities of 90% in less than 40 iterations. The last figure reflects the fact that, for the state in Eq. (18), the protocol is reduced to the qubit case, given that only two states are involved in the superposition. Thus, all states of the form in Eq. (18) have the same performance as the qubit case. Therefore, this state can be considered analog to the qubit state for high dimensions. We can see from Figs. 4, 5, and 6, that the learning speed is inversely proportional to the parameter , which means that a small value of implies a rapid increase in fidelity between A and E; that is, it increases the speed of learning. On the other hand, the maximum learning is also directly proportional to ; in other words, a small value of means lower maximum fidelities between A and E. Also, these examples show that our proposal can be extended to high-dimensional systems. It is pertinent to emphasize that our protocol for qubit and multilevel cases employs two-level operators U
(k)
A , and each iteration only needs to calculate the operator
. Hence, the protocol does not need to store the complete agent history, which is an advantage in terms of the required resources.
This protocol can be implemented in any platform that enables the logical operator U for qu-dits, and digital feedback loops, as is the case of circuit quantum electrodynamics (cQEDs). This platform has particular relevance due to its fast development in quantum computation [46] [47] [48] [49] [50] [51] [52] . Current technology in cQEDs allows for digital quantum feedback loops with elapsed times of about 2µs and fidelities around 99% [53, 54] , well-controlled one and twoqubits gates with fidelities over 99% in less than 1[µs] [55] , with qubits with coherence times about 100[µs] [56, 57] . This allows for more than 20 iterations of our protocol, a sufficient number for a feasible implementation. Additionally, in the past decade, multilevel gates have been theoretically proposed [58] [59] [60] , and efficient multiqubit gates have recently been proposed using a ML approach [61, 62] , providing all the necessary elements for the experimental implementation of the general framework of this learning protocol.
IV. CONCLUSIONS
We propose and analyze a quantum reinforcement learning protocol to adapt a quantum state (the agent) to another, unknown, quantum state (the environment), in the context where several identical copies of the unknown state are available. The main goal of our proposal is for the agent to acquire information about the environment in a semiautonomous way, namely, in the reinforcement learning spirit. We show that the fidelity increases rapidly with the number of iterations, reaching for qubit states average fidelities over 90% with less than 30 measurements. Also, for states with dimension d > 2, we obtain an average fidelity of over 80% for d = 11, with about 400 measurements, which shows that our proposal works in the case of a large Hilbert space giving a scalability potential. The performance is improved for special cases such as coherent states (average fidelities of 85% with less than 100 iterations), cat states (average fidelities of 90% with about 60 iterations), and states of the form (|0 + |n )/ √ 2 (average fidelities of 90% with less than 40 iterations).
The performance of the protocol is handled by the value of the parameter and by the number of states involved in the superposition of the environment state E in the measurement basis. For a small we get a high learning speed and a reduced maximum learning. Moreover, the number of states in the superposition is related to the overall performance of the protocol; that is, a superposition of fewer terms provides better performance, which increases learning speed as well as maximum learning, requiring less iterations to obtain high fidelity. These two facts imply that a possible improvement of the protocol can be achieved by using a dynamic parameter and a measurement device that can change its measurement basis throughout the protocol to reduce the number of states involved in the overlap of the state E. Besides, since our protocol increases the fidelity with a small number of iterations, it is useful even when the number of copies of E is limited. Finally, this protocol opens up the door to the implementation of semiautonomous quantum reinforcement learning, a next step for achieving quantum artificial life.
