Structural health monitoring is concerned with estimating the current health state of a structure being monitored and aims to provide reliable information on the presence, location, and severity of damage. When the structure experiences damage, it causes changes in structural parameters such as stiffness reduction and consequently alters measured signals or features extracted from the measured signals. Therefore, damage diagnosis can often be performed by novelty detection, i.e., detecting the changes in the measured signals or the features by comparing the most recent data obtained from an unknown condition of the structure with the baseline data accumulated from its normal conditions. In reality, time-varying environmental and operational conditions such as temperature, wind, and traffic loading also induce changes in the measured signals or the features and consequently may produce false alarms. Therefore, to achieve successful novelty detection, it is necessary to distinguish the signal changes caused by abnormality from those caused by environmental and operational variations. This process is called data normalization. In this study, kernel principal component analysis is employed to perform data normalization and incorporated with a novelty index and generalized extreme value statistics for novelty detection. The proposed approach is applied to the field data obtained from the Yeongjong grand bridge in Korea and demonstrated to be a promising tool for detecting abnormality in the presence of environmental and operational variations.
Introduction
Instrumentation of civil infrastructure systems with a dense array of sensors is becoming pervasive, and the sensors can produce a large volume of raw data with the help of enhanced data acquisition systems and sophisticated signal processing techniques. Those measurements can be employed in the field of structural health monitoring (SHM) to evaluate the health condition of an in-service structure.
SHM is concerned with safety evaluation of the structure based on the measurements, and successful SHM should be able to provide reliable information regarding presence, location, and severity of damage [1] . Once damage is detected, the subsequent damage assessment is performed to locate damage and estimate its severity. When the structure experiences damage, it induces changes in structural parameters such as stiffness reduction and consequently alters measured signals or features extracted from the measured signals. Therefore, damage diagnosis can be performed by a statistical novelty detection method, i.e., a statistical model is constructed from the baseline data accumulated from the normal conditions, and then abnormality such as damage is detected by comparing the most recent data obtained from an unknown condition of the structure with the baseline data. In this novelty detection paradigm, the deviation of the new data from the baseline data is measured, and then outliers whose values are above a threshold can be identified.
In reality, however, an in-service structure is under the influence of time-varying environmental and operational conditions, which also induce changes in the structural responses [1] .
As a result, the slight changes in the measured signals or the features caused by abnormality may be blurred, and false diagnosis can be resulted in. For example, temperature is reported to change stiffness [2] as well as boundary conditions [3] . Wind significantly influences the dynamics of long span bridges by changing their damping characteristics [4] . Traffic loadings are also known to alter the measured natural frequencies [5] and damping ratios [6] . Therefore, in order to achieve successful novelty detection, it is necessary to develop a robust SHM system that can distinguish the effects caused by abnormality from those caused by environmental and operational variations.
Data normalization is a procedure to eliminate the effects caused by environmental and operational variations from the measured signals, so that possible abnormality can be detected in the presence of time-varying environmental and operational conditions [7] . In this paper, a new data normalization method is proposed to characterize the latent relationship between measurements and unmeasured environmental and operational variations and to identify abnormality. Data normalization is performed by using kernel principal component analysis (KPCA), and the degree of divergence of the new data from the baseline data is measured by using a novelty index. A decision boundary corresponding to a certain confident level is determined by using generalized extreme value (GEV) statistics. Then, the cumulative number of outliers whose values are above the decision boundary is computed to indicate occurrence of abnormality.
To investigate its feasibility, the proposed method is applied to the field data set obtained from the Yeongjong grand bridge in Korea. Note that the proposed kernel principal component analysis was also applied to the numerical data set simulated from a computer hard disk drive model [8] and the experimental data set obtained from an eight degree-offreedom mass-spring system [7] . In both cases, its feasibility to detect abnormality such as damage in the presence of environmental and operational variations was successfully demonstrated. This study is different from the two previous studies in the facts that (1) abnormality is caused by abnormal structural changes rather than damage, (2) field data are used instead of the numerical or laboratory data, (3) the source of environmental and operational variability is not explicitly known, and (4) the decision boundary is determined by estimating the underlying distribution of the novelty index's maximum values using extreme value statistics.
This paper is organized as follows. In section 2, a brief description of the Yeongjong grand bridge is provided. Section 3 describes the theoretical formulation of the proposed KPCA. In section 4, the novelty index and the estimation of the GEV distribution are present for outlier analysis. Monitoring results of the Yeongjong grand bridge are provided in section 5, and the conclusions and discussions are followed in section 6. 
An overview of the Yeongjong grand bridge
The Yeongjong grand bridge is a cable suspension bridge that connects the Incheon international airport with Seoul (see figure 1 ). It is a three-span continuous bridge consisting of two 125 m side spans and one 300 m center span, and its overall length is 550 m. Being the first bridge that welcomes international visitors to Korea, special attention has been paid to design of the bridge. Unique features of the bridge design include a three-dimensional profile of suspension cables, selfanchoring, and a double deck design for train and vehicle traffic. The double deck system has six lanes of roadways on the upper deck and four lanes of roadways and two lanes of railways on the lower deck. Among these vehicle lanes, the two railways were additionally constructed from May, 2004 to July, 2004 after the initial public opening of the bridge on 2000.
The Yeongjong grand bridge was instrumented with 383 numbers of sensors and 23 data loggers on 2001. Table 1 summarizes various instruments installed on the Yeongjong grand bridge. Measurements obtained from the installed sensors are used to verify the performance and assess the health condition of the bridge. In this study, the data collected from accelerometers installed on vertical hanger cables are employed for novelty detection.
The hanger rope is the center fit rope core (CFRC) with a diameter of 84 mm. The dead load tension in each hanger cable is about 784 kN. The hanger tensions subject to ambient vibration can be estimated from the measured natural frequencies of the hanger cable [10] :
where f n , n, w, L, T , g, and E I represent the nth order natural frequency in Hz, the order of vibration mode, unit weight per length, the cable length, the hanger tension, gravitational acceleration, and flexural rigidity, respectively. In this study, the hanger tensions calculated only from the 10 accelerometers shown in figure 2 among the entire 12 accelerometers are used, since the cable length of two excluded hanger cables are not long enough to provide reliable hanger tensions using equation (1) . In [9] , regression analysis was performed to reveal the relationship between structural responses and the ambient temperature. It was demonstrated that the displacements of expansion joints had quasi-linear relationships to the ambient temperature, and the vertical and lateral displacements of the mid-span showed a similar pattern with the ambient temperature. As for hanger tension, it was found that the average hanger tension, i.e., the mean of all hanger tensions at a fixed time, was inversely proportional to the ambient temperature, while each individual hanger tension did not show any systematic correlations with the temperature. The previous study was limited to (1) take into account only one environmental parameter, i.e., temperature, and (2) just illustrate qualitative relationship between the measurements and the temperature without any analysis to detect abnormality.
In this paper, the relationship between individual hanger tension and unmeasured environmental and operational variations including the ambient temperature is characterized by KPCA, and novelty detection is performed using a novelty index and extreme value statistics.
Kernel principal component analysis
Principal component analysis (PCA) is a multivariate analysis to transform an original coordinate system into an orthogonal one that maximizes the variance of the original variables, and the given data can be described as new variables in the transformed coordinate system, called principal components [11] . PCA provides eigenvectors and associated eigenvalues from the data's covariance matrix, and principal components are obtained by projecting the data onto the computed eigenvectors. The first principal components are obtained by projecting the data onto the first eigenvector corresponding to the largest eigenvalue, and the subsequent principal components can be computed similarly by projecting the data onto the subsequent eigenvectors. PCA is a wellknown method for reducing dimensionality of the data, since only a small number of principal components are often sufficient to account for most of the structure in the original data [11] .
Linear principal component analysis (LPCA) searches for a transformed coordinate in the form of straight lines. LPCA can be generalized to nonlinear principal component analysis (NLPCA) to reveal nonlinear correlations immanent in the original variables. There are a number of NLPCA such as autoassociative neural network [12] , self-organizing mapping [12] , principal curves [13] , and Hebbian networks [14] .
In this study, NLPCA is realized by using KPCA, also known as unsupervised least-squares support vector machine [7] , that employs a kernel method and solves a simple eigenvalue problem in a nonlinearly transformed space. In this section, a mathematical background of KPCA, which could be translated as a generalized version of LPCA in the transformed space, is described. Note that a different formulation of KPCA is also available as described in [7] where emphasis is laid on explicit inclusion of a regularization term in the formulation.
Linear principal component analysis
. . , N, denote a set of N number of centered, i.e., j x j = 0, m-dimensional feature vectors extracted from measurements. Then, LPCA is performed by an eigenvalue decomposition of the covariance matrix C 1 ∈ R N ×N :
which leads to the following eigenvalue problem:
where λ * and w are eigenvalues and corresponding eigenvectors, respectively. Hereafter, italic and roman boldfaces are used to denote vectors and matrices, respectively. From equation (3), m number of eigenvalues and corresponding eigenvectors can be obtained, and the kth principal component of a feature vector x j is computed as an inner product between x j and the corresponding kth eigenvector w k :
where PC k (x j ) represents the kth principal component of the feature vector x j .
Kernel principal component analysis
KPCA is a generalized LPCA in that NLPCA is realized by performing LPCA in a higher, possibly infinite, dimensional feature space where the original m-dimensional features are transformed via a nonlinear mapping function, φ(·). Here, φ(x j ) denotes the nonlinearly-transformed feature vector of x j satisfying j φ(x j ) = 0. This constraint is called centering, and an unconstrained case will be considered shortly. For this centered and transformed feature vector, φ(x j ), the covariance matrix, C 2 , can be constructed in a similar manner as C 1 in equation (2):
Then, equation (5) leads to the same eigenvalue problem as before:
where λ and v are eigenvalues and corresponding eigenvectors, respectively. Similar to LPCA, v can be expressed as a linear summation of φ(x i ), i = 1, . . . , N [15] :
where α i is an unknown coefficient. Multiplying both sides of equation (6) with φ(x i ) T , and substituting equation (7) into equation (6) leads to another eigenvalue problem [15] :
where
From equation (8) , N number of λ and α, i.e., λ k and α k , k = 1, . . . , N, can be obtained. In equation (9), a kernel function, k(x i , x j ), is used simply to replace the inner product between φ(x i ) and φ(x j ) based on the Mercer's theorem: for any symmetric, continuous, and positive-semidefinite function k(x i , x j ), there exists a Hilbert space, H, and a nonlinear map, φ: R m → H. Furthermore, the inner product of two nonlinearly-transformed features, φ(x i ) T φ(x j ), can be expressed as a kernel function [16] . Therefore, this kernel method allows computing the inner products of two nonlinearly-transformed features, i.e., φ(x i ) T φ(x j ), in the lower-dimensional input space simply by computing k(x i , x j ) without involving the nonlinear transformation φ(·). Popular kernels are polynomial, radial basis function, and sigmoid kernels. In this study, a Gaussian kernel k(
Here ρ is called a Gaussian width. Further discussion on kernels can be found in [17, 18] .
Since K matrix is positive-semidefinite, all eigenvalues λ k , k = 1, . . . , N, are non-negative [15] . Then, for the first p( N) nonzero eigenvalues, the corresponding eigenvectors are normalized:
where λ k and α k are the kth eigenvalue and eigenvector computed from equation (8), respectively. Finally, the kth nonlinear principal component of the feature vector x j can be computed as the projection of the feature vector x j onto the corresponding kth eigenvector:
where KPC k (x j ), (α k ) i , and v k represent the kth nonlinear principal component of the feature vector x j obtained by KPCA, the i th component of the kth eigenvector α k , and the kth eigenvector in equation (8), respectively, and k(x i , x j ) is the chosen kernel. In practice, centering, i.e., j φ(x j ) = 0, is not trivial, since the nonlinear mapping φ(·) is not explicitly computed. To overcome this difficulty, a centered kernel matrix K * is employed instead of the K matrix in equation (9) by subtracting the mean of transformed features as follows:
The kth nonlinear principal components of a feature vector x j using the centered kernel matrix can be computed similarly.
Notice that the aforementioned KPCA can also be derived in the context of unsupervised least-squares support vector machine that minimizes within-class variance and takes into account regularization to prevent over-fitting [7] .
Novelty detection using extreme value statistics
After characterizing the nonlinear relationship between measurements and the environmental and operational parameters by KPCA, statistical novelty detection is performed using extreme value statistics. A statistical model representing normality is constructed using the baseline data accumulated from the normal conditions, and then occurrence of abnormality is investigated by comparing the most recent data obtained from an unknown condition of the structure with the baseline data. In this novelty detection, the degree of deviation of new data from the baseline data is measured using a novelty index. Then, the distribution of the novelty index and a threshold value corresponding to a certain confidence level are estimated using a generalized extreme value distribution, and abnormal data points beyond the threshold are identified.
Novelty index
The novelty index defined in equation (13) indicates the degree of divergence of a data point, y, from the baseline data x obtained from normal conditions [19] :
Novelty index (y) = ||x − y||.
The novelty index measures how different the recentlyobtained data point y is compared with the previously-obtained baseline data, x. If the new data point is obtained from an abnormal state, the magnitude of the novelty index is expected to increase. Note that novelty detection is employed in this study instead of classification, because training data are available only from the pristine condition of the structure. For reliable novelty detection, the statistical model of the novelty index is estimated using extreme value statistics, and then a threshold value corresponding to a certain confidence level is determined as described in section 4.2.
Generalized extreme value distribution
Outliers whose values are above (or below) the threshold often occupy the tails of a distribution, because they are sample points deviating from the central population of the data measured from normal conditions. Since the problem at hand is concerned with the tails of distribution, the Gaussian assumption to the underlying distribution for novelty index may be inappropriate [20] . Instead, extreme value theory is used to model the outliers computed from the measurements [20] . Suppose that the given data are divided into n numbers of subsets {x 1 , x 2 , . . . , x n }.
Then, the most relevant statistics for the tail distribution is the maximum operator, i.e., max({x 1 , x 2 , . . . , x n }), or the minimum operator, i.e., min({x 1 , x 2 , . . . , x n }) , that selects the maximum (or minimum) values from each subset. If a large number of data are independent and identically distributed and generated from a single probability distribution, the maximum of each subset could be modeled using one of the following three distributions [20] :
Frechet:
o t h e r w i s e
Weibull:
where κ, δ, and β are location, scale, and shape parameters of each distribution, respectively. Note that aforementioned Gumbel, Frechet, and Weibull distributions are also called type I, type II, and type III distributions, respectively. The left tail related with minima of the subsets can also be modeled using similar types of three extreme value distributions [20] . Furthermore, these three types of distributions, i.e., Gumbel, Frechet, and Weibull distributions, can be united into a single family called a generalized extreme value (GEV) distribution [21, 22] :
where μ, σ , and γ represent location, scale, and shape parameters of the GEV distribution, respectively. It can be readily shown that each of Gumbel, Frechet, or Weibull distributions is a specific case of the GEV distribution [22] :
For a given data set, the best-fit GEV distribution and the associated parameters can be estimated using several parameter estimation methods. First, the shape parameter γ is estimated to identify the GEV distribution type. Once the distribution type is decided, the remaining parameters are computed. Finally, a threshold value corresponding to a certain confidence level, e.g., 97% in this study, is established to detect outliers. A GEV distribution for minima can be modeled in a similar fashion [22] .
Note that outliers are unavoidable among the baseline data that have or are assumed to have no abnormality, unless the confidence level is 100%. The outliers among the baseline data are related with false-positive errors where alarms are signaled even if no abnormality exists. The false-positive errors are due to statistical variations [23] , and the confidence level needs to be decided depending on how critical the errors are to the structure being monitored. Once the confidence level is determined, a more reliable threshold can be established using the GEV distribution than those determined by a Gaussian distribution or other types of subjective judgments.
Monitoring results of the Yeongjong grand bridge

Hanger tension data sets
The proposed novelty detection method that incorporates KPCA with a novelty index and extreme value statistics is applied to the field data collected from the Yeongjong grand bridge in Korea to investigate its ability to detect abnormality in the presence of environmental and operational variations. In this study, a specific type of abnormality targeted was installation of the additional railways that were constructed from May, 2004 to July, 2004 on the Yeongjong grand bridge.
The hanger tensions measured in 2003 are used as the baseline data for performing KPCA and constructing the statistical model of the novelty index, and the data collected in 2002 are used to verify the trained model. To construct a reliable monitoring system, it is important to acquire the baseline data from a wide range of environmental and operational conditions [7] . Due to the absence of measurements in Jan., Feb., and Sept., 2002 and severe missing data points in Jul., Aug., and Oct. The ratio of the novelty index computed by KPCA to that by LPCA. When the ratio is less than 1, the performance of KPCA is judged to be better than that of LPCA.
Performance comparison between LPCA and KPCA
First, the statistical model of the baseline data is constructed only using randomly selected 10% of the entire baseline data for computational efficiency, and LPCA is performed using only the selected data. Figure 3 demonstrates the first two largest eigenvalues computed by LPCA constitute about 98% of the entire eigenvalues. Therefore, only the first two largest eigenvalues are extracted from both LPCA and KPCA for a proper comparison.
For KPCA, a Gaussian kernel ρ also needs to be determined additionally prior to the calculation of kernel functions, k(
The ρ value (=30) is chosen to maximize the contribution of the first two eigenvalues over entire eigenvalues.
Then, for each verification data point y, the novelty index in equation (13) is calculated by using x. Here, x is selected from the 10% baseline data so that its principal components have the minimum Euclidean distance to those of the verification data point y. Since both the baseline and verification data are obtained before installation of the additional railways, it is expected that the values of the computed novelty index remain small.
The performance of KPCA is compared with that of LPCA by examining the ratio of the novelty index obtained by KPCA to that from LPCA as shown in figure 4 . Since the novelty index measures the degree of deviation of a new data point from the baseline data, the one that provides smaller index value for the verification data can be considered a better method. The ratio is equal to or less than 1 for the entire 4454 verification data points. Therefore, it can be concluded that KPCA is a more efficient tool for data normalization than LPCA.
Parameter selection in KPCA
Once KPCA is adopted for data normalization, two additional parameters, i.e., the Gaussian width and the number of extracted principal components, need to be pre-determined. Note that in section 5.2 the number of extracted principal components is assumed to be known for a proper comparison with LPCA. The number of extracted principal components is closely related with that of environmental and operational parameters, which is not usually known a priori, in reality.
To decide the number of the extracted principal components, an average eigenvalue approach is adopted [24] . The average eigenvalue approach is one of the most popular ways to decide the number of the extracted principal components. This approach prunes all the eigenvalues whose magnitudes are smaller than the average and keeps the ones above the average, since the contribution of the eigenvalues below the mean is considered insignificant.
The Gaussian width ρ is decided to maximize the contribution of the selected eigenvalues over entire eigenvalues. At a specific value of ρ, the eigenvalues above the average are selected, and then their contribution to the overall eigenvalues is computed. This process is repeated for a range of ρ, i.e., from 5.0 to 22.5 with a step size of 0.1, to find the best width that maximizes the contribution of the accepted eigenvalues to the entire eigenvalues, as shown in figures 5(a) and (b). The Gaussian width and the number of eigenvalues are chosen to be 22 and 3 for this example, respectively. Note that the change of ratio becomes immaterial, i.e., less than 2%, when ρ is larger than 22.
System change detection within the Yeongjong grand bridge
As mentioned earlier, the baseline data, the verification data, and the test data are constructed from the hanger tensions measured in 2003, 2002, and 2004 , respectively. Nonlinear principal components are computed by using randomly selected 10% of the baseline data for computational efficiency. Figure 6 demonstrates that the first principal component is inversely proportional to the ambient temperature, which is seemingly undistinguishable but immanent inside of data. Note that unlike the previously reported simulation [8] and laboratory experiments [7] , the correlation between the first principal component and the ambient temperature shows severe fluctuations due to inherently high noise level in field measurements.
After extracting principal components from the 10% baseline data, computation of the nonlinear principal components for a new data point, y, among the entire baseline data as well as the verification and the test data is repeated, and the novelty index in equation (13) is calculated by using x. Here, x is selected from the 10% baseline data so that its principal components have the minimum Euclidean distance to those of the new data point y. A statistical model to represent normal conditions is constructed by using the entire baseline data as y in calculation of novelty indices. The best-fit GEV distribution and the associated parameters are estimated for establishing the threshold that corresponds to a 97% confidence level. Then, novelty detection is performed by using the verification and test data. When a new data point is obtained from an abnormal condition of the structure, the number of outliers is expected to increase, and therefore occurrence of abnormality could be indicated by a rapid increase of the number of outliers.
The best-fit GEV distribution estimated by the field data from the Yeongjong grand bridge turns out to be the Frechet distribution, and the associated shape, scale and location parameters are 0.015, 0.750, and 0.970, respectively (see figure 7) . From the empirical cumulative distribution in figure 7 , the threshold value corresponding to the 97% significant level is determined to be 3.99. The novelty indices computed from the entire baseline, verification and test data are shown in figure 8 . Cross points represent outliers, and the percentages of outliers are 3.00%, 4.56%, and 29.20% for the baseline, verification, and test data, respectively.
Finally, a sudden increase of the number of outliers approximately identifies when the additional railways were installed. As mentioned before, a new data point obtained from an abnormal condition is expected to increase the magnitude of the novelty index and accordingly the number of outliers. Figure 9 illustrates the cumulative number of outliers computed from the baseline, verification, as well as test data and suggests that the abnormality could have occurred around 12:30 p.m. on 24 June, 2004 .
Based on the results obtained so far, it can be concluded that the proposed statistical novelty detection method is successfully able to detect abnormality by identifying the railway construction in the presence of environmental and operational variations. Note that the railway installation was not an event that occurred overnight but rather a continuous event that took place between May, 2004 and July, 2004. Since the detailed construction schedule of the railway installation is not available unfortunately, it is impossible to associate detected abnormality with the actual construction process. 
Conclusion
In this paper, a new data normalization method is proposed to eliminate the effects caused by environmental and operational variations from the measured signals, so that possible abnormality can be detected in the presence of time-varying environmental and operational conditions. KPCA, also known as unsupervised least-squares support vector machine, is proposed for data normalization, and the novelty index and the GEV distribution are incorporated with KPCA for statistical novelty detection. The proposed integration enables development of a reliable method to detect novelty especially when the field data obtained in a harsh environment are utilized.
The proposed method can be summarized as follows: (1) KPCA is performed to reveal the nonlinear relationship between the baseline data and the unmeasured environmental and operational parameters for data normalization; (2) using the baseline data, the novelty index and the associated bestfit GEV distribution is estimated to decide the threshold value for outlier analysis; (3) when a new data point is obtained, the corresponding nonlinear principal components are computed; (4) the novelty index for a new data point is calculated using the baseline data whose principal components have the minimum Euclidean distance to those of a new data point; and (5) a new data point whose novelty index is above the determined threshold is identified as an outlier, and the occurrence of abnormality is indicated based on the sudden increase of the cumulative number of the outlier.
The proposed method is applied to the in-service Yeongjong grand bridge in Korea to investigate its feasibility of detecting abnormality in the presence of environmental and operational variations. The hanger tensions estimated from acceleration measurements in 2003, 2002 , and 2004 are used as the baseline, verification, and test data, respectively. Randomly selected 10% of the baseline data are employed to extract the principal components, and it is shown that the first principal component is inversely proportional to the ambient temperature variation. In this procedure, the number of the extracted principal components and the Gaussian width are determined to maximize the contribution of the extracted principal components. Then, the best-fit GEV distribution is estimated to approximate the distribution of the novelty indices using the baseline data. The estimated GEV distribution is the Frechet distribution, and the decision boundary corresponding to the 97% significant level is established. For the verification and test data, computation of the principal components and the novelty index is repeated. Those novelty indices are used to decide outliers whose values are above the threshold. Finally, abnormality that had happened at 12:30 p.m. on 24 June, 2004 is detected by the proposed method based on a sudden increase of the number of outliers.
Based on the results achieved in this study, the proposed statistical novelty detection method incorporating KPCA with the novelty index and the GEV distribution demonstrates its ability to detect abnormality in the presence of time-varying environmental and operational conditions without explicitly measuring them and provides the event date in a statistically meaningful ways.
