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ABSTRACT OF THE DISSERTATION 
 
Ground Motion and Seismic Site Amplification  
in Central and Eastern North America  
and Regional Subduction Zones 
 
by 
 
Grace Alexandra Parker 
Doctor of Philosophy in Civil Engineering 
University of California, Los Angeles, 2018 
Professor Jonathan Paul Stewart, Chair 
 
Ground motion intensity measures are used to represent various components of earthquake shaking 
intensity and frequency content in the form of simple parameters; examples include peak ground 
acceleration, Arias intensity, and pseudo-spectral acceleration (PSA). Ground motion models 
(GMMs) are developed to predict these intensity measures as a function of earthquake source, 
wave propagation path, and local geotechnical site conditions. GMMs are formulated to capture 
the underlying physics of source processes, wave propagation, and site response, with individual 
model parameters set based on various combinations of empirical ground motion data analysis and 
physics-based ground motion simulations. The majority of GMMs are conditioned for hard rock 
reference sites, with shear wave velocity (VS) = 3000 m/s, or with a time-averaged shear wave 
velocity in the upper 30 meters of the crust (VS30) = 760 m/s. Additional site amplification models 
are necessary in order to estimate GMIMs for other site conditions, including weathered rock and 
 iii 
soil sites. As shear waves propagate vertically in the near-surface, the conservation of energy 
dictates that the wave amplitude must increase as the seismic velocity of the medium decreases. 
This amplification, or the so-called linear site effect, is usually parameterized using VS30, and 
sometimes site fundamental frequency or depth to bedrock, if available.  
 This thesis has two parts, according to subject matter. The first part of this thesis, 
consisting of Chapters 2, 3, and 4, focuses on seismic site characterization and site amplification 
in central and eastern North America (CENA) in the context of the Next Generation Attenuation-
East (NGA-East) project. Chapter 2 presents a hybrid geology-slope approach for VS30 estimation 
that utilized a new and expanded shear-wave velocity (VS) measurement database for CENA. The 
proxy is conditioned on geologic category from newly considered large-scale geologic maps, the 
extent of Wisconsin glaciation, sedimentary basin structure, and 30 arc-sec topographic gradient. 
Nonglaciated sites were found to have a modest natural log dispersion of VS30 (σln V= 0.36) 
relative to glaciated sites (σlnV = 0.66), indicating better predictability of VS30 for the former. 
These findings were used estimate the mean and standard deviation of VS30 for NGA-East 
recording stations when measurements were not available. Chapter 3 presents empirical linear 
site amplification models conditioned on time-averaged shear wave velocity in the upper 30 m 
(VS30) for CENA, developed using a combination of least-squares, mixed effects, and Bayesian 
techniques. Site amplification is found to scale with VS30 for intermediate to stiff site conditions 
(VS30 > 300 m/s) in a weaker manner than for active tectonic regions. For stiff sites (> 800 m/s), I 
find differences in amplification for previously glaciated and non-glaciated regions, with non-
glaciated sites having lower amplification. The models account for predictor uncertainty, which 
does not affect the median model, but decreases model dispersion. Lastly, Chapter 4 presents 
recommendations for modeling of ergodic site amplification in CENA, based primarily on results 
 iv 
from the literature (including the model in Chapter 3), for application in the U.S. Geological 
Survey national seismic hazard maps. Previously, the maps have used site factors developed 
using data and simulations for active tectonic regions; however, results from NGA-East 
demonstrate different levels of site amplification in CENA. The recommended model has three 
terms, two of which describe linear site amplification: an empirically constrained VS30-scaling 
term relative to a 760 m/s reference, and a simulation-based term to adjust site amplification 
from the 760 m/s to the CENA reference of VS = 3000 m/s.  
The second part of this thesis, consisting of Chapters 5 and 6, focuses on the development 
of a global GMM and site amplification model with regional adjustment factors for subduction 
zone regions as a part of the Next Generation Attenuation-Subduction (NGA-Sub) project. Chapter 
5 presents global subduction zone GMMs for interface and intraslab events, with regionalized 
terms for Alaska, Cascadia, Central America. Mexico, Japan, South America, and Taiwan. The 
near-source saturation model, magnitude-dependent geometrical spreading, and magnitude-
scaling break point are constrained using simulations and fault geometry, and the anelastic 
attenuation, magnitude scaling, and depth scaling terms are constrained empirically. The model is 
regionalized in the constant, anelastic attenuation, and depth-scaling terms, and the magnitude 
break-point. When applying the model to a region not considered in the study, we recommend 
using an appropriate range of epistemic uncertainty that captures regional variation. Chapter 6 
presents a subduction-specific site amplification model, meant to be paired with the reference-rock  
GMM of Chapter 5. This site amplification model for subduction regions accounts for regional 
differences in VS30-scaling, and re-calibrates a widely used nonlinear site term for active tectonic 
regions. 
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1 INTRODUCTION 
 
Although full acceleration time series can be used to represent seismic demand, there is a 
significant need for simple representations of the demands applied by strong ground motion for a 
number of engineering applications, including probabilistic and deterministic seismic hazard 
analyses (PSHA and DSHA, respectively). This is achieved using so-called ground motion 
intensity measures (GMIMs) that represent various components of earthquake shaking intensity 
and frequency content as single parameters or vectors of parameters; examples include peak 
ground acceleration (PGA), Arias intensity (AI), and pseudo-spectral accelerations (PSA) for 
different oscillator periods.  
Regional ground motion models (GMMs) are developed to predict these GMIMs as a function 
of earthquake source, wave propagation path, and local geotechnical site conditions (e.g. Boore et 
al., (2014) and Campbell and Bozorgnia (2014) for active tectonic regions such as the western 
United States (WUS), Japan and Taiwan; Yenier and Atkinson (2015) for central and eastern North 
America (CENA); Abrahamson et al., (2016) for global subduction zone earthquakes; and 
Skarlatoudis et al. (2013) for Greece). Earthquake source parameters used in GMMs can include 
moment magnitude (M), depth parameters such as hypocentral depth (dhyp) and depth to the top of 
the rupture plane (Ztor), and focal mechanism (e.g. normal, thrust or strike-slip). Path effects are 
parameterized using site-to-source distance, typically the closest distance between the site and the 
fault plane (Rrup), with terms that encompass geometric spreading and anelastic attenuation. The 
majority of GMMs are conditioned for hard rock reference sites with shear wave velocity (VS) = 
3000 m/s (Hashash et al., 2014) or the NEHRP B/C boundary condition with a time-averaged shear 
wave velocity in the upper 30 meters of the crust (VS30) = 760 m/s (Frankel et al. 1996). Site 
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amplification models used in combination with GMMs are therefore necessary to estimate GMIMs 
for conditions other than the reference such as weathered rock or soil sites. As shear waves 
propagate vertically in the near-surface, the conservation of energy dictates that the wave 
amplitude must increase as the seismic velocity of the medium decreases. This amplification, or 
the so-called linear site effect, is usually parameterized using VS30, and sometimes site fundamental 
frequency (fpeak) or depth to bedrock, if available.  
The first part of this dissertation focuses on work undertaken as part of the Next Generation 
Attenuation-East (NGA-East) Project organized by the Pacific Earthquake Engineering Research 
center (PEER, 2015). This work was undertaken with the NGA-East Geotechnical Working Group 
(Members: Youssef Hashash, Kenneth Campbell, Ellen Rathje, Walter Silva, and Jonathan 
Stewart), and included estimation of VS30 for sites in CENA in the absence of seismic velocity 
measurements, as well as empirical characterization of linear site effects parameterized on VS30. 
Additionally, this includes a closely related activity in which expert panel recommendations were 
provided to the United States Geological Survey (USGS) on site amplification in CENA, for use 
in the USGS national seismic hazard model (Petersen et al., 2015).  
The second and part of this dissertation describes work done as part of the Next Generation 
Attenuation – Subduction Project (NGA-Sub) organized by PEER (e.g., Kishida et al., 2017). This 
includes the development of semi-empirical ground motion models for global subduction zones 
for a 760m/s reference rock condition, as well as an accompanying empirical site amplification 
model. These models encompass the Cascadia region (Northern California, Oregon, Washington 
and Bristish Columbia), Alaska and the Aleutian Islands, Japan, Taiwan, Mexico, Central 
America, and South America, and are applicable to both interface and intraslab earthquakes.  
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Lastly, it should be noted that Chapter 2.0 of this document has been published as an article in 
the Bulletin of the Seismological Society of America (Parker et al. 2017), Chapter 3.0 is in press 
as an article preprint in Earthquake Spectra (Parker et al. 2019), and parts of Chapter 4.0 have been 
previously published as PEER Report 2017/04. 
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2 PROXY-BASED VS30 ESTIMATION IN CENTRAL AND 
EASTERN NORTH AMERICA 
 
2.1  INTRODUCTION 
The Next Generation Attenuation East (NGA-East) Project developed a series of semi-empirical 
ground motion models (GMMs) for predicting ground motion intensity measures in central and 
eastern North America (CENA). These GMMs include models for earthquake source and path 
effects, and are conditional on certain site conditions (PEER 2015). All such GMMs were required 
to provide predictions for a reference site condition consisting of a relatively uniform shear-wave 
velocity (VS) profile of 3000 m/s near the ground surface (Hashash et al., 2014). For softer site 
conditions, various site factors can be used that are based at least in part on the time-averaged shear 
wave velocity in the upper 30 m of the site (VS30) (PEER 2015; Parker et al., 2016; Harmon et al., 
2016). Some NGA-East GMMs do not provide a recommended site factor, but nonetheless utilize 
VS30 in connection with the definition of an alternate, softer, reference site condition of VS30 = 760 
m/s (which is the reference value for USGS national seismic hazard maps; Petersen et al., 2015) 
(Yenier and Atkinson 2015; PEER 2015). A challenge faced in the development and application 
of these GMMs and associated site amplification models is the lack of measured VS30 values at a 
large majority ground motion recording stations.  
 When no measurement of VS30 is available, which is the case for 94% of recording sites in 
the NGA-East database flatfile (Goulet et al., 2014), it becomes necessary to provide an estimate. 
Although it is possible to estimate site information from interpretation of recordings (Kim et al., 
2016; Hassani and Atkinson, 2016a), such estimates are currently possible for a relatively small 
number of stations due in part to requirements of multiple recordings at the same site. Moreover, 
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a consensus has not yet emerged on the appropriateness of estimating site parameters from 
attributes of recordings, when the performance of the resulting GMMs are then judged against 
those same recordings. For these reasons, it is often necessary to estimate the logarithmic mean 
and standard deviation of VS30 via proxy methods. In the current NGA-East flatfile (Goulet et al., 
2014), the considered proxies were associated with small-scale (1:2,000,000 to 1:5,000,000) 
geologic map categories specific to CENA (Kottke et al., 2012; hereafter Kea12), a hybrid slope-
geology proxy also derived from small-scale geologic maps for CENA (Thompson and Silva, 
2013; hereafter TS13); geomorphology-based terrain categories related to VS30 based on data from 
California (Yong et al., 2012; hereafter Yea12), and a topographic gradient-VS30 relation developed 
using limited data from Memphis and Australia (Wald and Allen, 2007; hereafter WA07).   
 The present work was motivated by our general discomfort with the adequacy of the 
available proxies used to assign VS30 values in the development of the preliminary station database 
presented in Goulet et al. (2014), which was associated with the aforementioned issues of map 
scale and the ‘borrowing’ of proxies from other regions. We were also concerned with the size of 
the VS data set used to evaluate proxy performance of that prior work, which was based only on 
measurements from ground motion stations (34 sites). With regard to geology-based proxies, we 
anticipate that geologic conditions identified from larger-scale maps will be more reliable, and that 
consideration of Wisconsin glaciation and the presence of sites in basins may influence VS30. We 
describe below a database of sites in CENA with measured VS, including sites with and without 
ground motion recording stations. We compiled geologic and terrain-based information for VS 
measurement sites and query the data to develop proxy-based VS30 relationships. The VS30 
assignment protocols are then updated in consideration of these results and an updated station 
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database for NGA-East is provided as an electronic supplement (available as Table S1 in the 
electronic supplement to Parker et al. 2017). 
 
2.2 CENA VS30 DATABASE FROM MEASUREMENTS 
We have compiled a database of 2755 VS30 values from seismic velocity measurements in CENA. 
We consider sites having both VS profiles as a function of depth, and sites with only a reported VS30 
value from measurements. The data are derived from 82 source documents including research 
reports, microzonation studies, and professional engineering reports for project sites (including 
nuclear power plants). The present database updates the earlier CENA profile database of Kea12, 
which had 1930 entries derived from seven source documents, and includes many VS profiles 
compiled for use in Hashash et al. (2014). A variety of measurement methods were used in 
developing these profiles, including downhole logging, suspension logging, and surface wave 
techniques. In many cases, we lacked the level of documentation required to render opinions on 
the relative reliability of data from different providers, and have not attempted to screen the data 
on this basis. Table S2, available in the electronic supplement to Parker et al. (2017), presents 
summary information on each entry in the database. Figure 1 shows the spatial distribution of 
measurement sites along with strong motion sites in the NGA-East database flatfile.   
 
7 
 
Figure 2.1 Locations of Vs measurements in CENA included in the measurement database. 
 
 For each site in the database, we report location (latitude, longitude), measurement type, 
VS30, and the data source (Table S2, available in the electronic supplement to Parker et al. 2017). 
Figure 2 is a histogram of measured VS30 values from the database and shows that a plurality of the 
data sample low velocity sites (VS30 < 450 m/s). Concentrations of data are present in Ottawa 
(Canada), Charleston South Carolina, and Mississippi Embayment (1230, 326, and 535 
measurements, respectively). In the earlier version of the database (Kea12), nearly all of the 
measurements above 450 m/s were from Ottawa (Crow et al. 2007). The present version has 583 
profiles with VS30 > 450 m/s, 213 of which are outside of Ottawa. Due to the spatial nonuniformity 
of the dataset, we have considered the possibility of regional bias in VS30 values from areas with 
clustered profiles, as described below. 
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Figure 2.2 Histogram of all measured VS30 values in the CENA VS measurement database. 
 
2.3 GEOLOGY- AND GEOMORPHOLOGY-BASED PROXIES  
Information compiled for measurement sites as part of the present work includes geologic site 
conditions as indicated from geologic maps at larger scales than used for this application 
previously, an indicator of whether the profile is within the region of CENA that was overlain by 
the Wisconsin ice sheet during the last glaciation, indicators of whether the profiles are in various 
mapped basins, and indicators of whether or not the profile is in an area of data concentration 
(Ottawa, Charleston, or the Mississippi Embayment). In addition, geomorphology-related 
parameters were compiled from digital elevation models (DEMs) at 3- and 30 arc-s resolution. The 
30 arc-s DEM consists of raster files from USGS (2011); parameters compiled include geomorphic 
terrain categories based on procedures in Iwahashi and Pike (2007) and topographic gradient in 
the manner used by WA07. The 3 arc-s DEM is drawn from the NHDPlusV2 dataset, a geospatial, 
hydrologic framework dataset developed with support from the Environmental Protection Agency 
Office of Water and the USGS. The data is available only for the contiguous U.S., and is corrected 
for the canopy effect. We extract topographic gradient from this DEM.  
 Geologic conditions were taken from geologic maps ranging in scale from 1:24,000 to 
1:500,000 for locations in the United States and Canada, and from Crow et al. (2007) metadata 
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files for locations in Ottawa, Canada. The map scale from these sources is much larger than has 
been used previously for proxy development (i.e., Kea12; TS13), which used 1:5,000,000 and 
1:2,000,000 scale maps for the United States (Soller et al. 2009; Fullerton et al. 2003) and a 
1:5,000,000 scale map for Canada (Fulton 1996). The larger scale of the maps used in the present 
work is expected to reduce, although not to eliminate, potential surface geology misclassifications.  
 Geologic maps used in this study were primarily sourced from the United States Geological 
Survey (USGS) national geologic map database (NGMDB). For areas not covered by the USGS 
NGMDB, digital state geologic maps compiled by the USGS Division of Mineral Resources 
(DMR) were used. For Canada, we adopt geologic classifications from Crow et al. (2007) for 
Ottawa; elsewhere in Ontario we utilize the Ontario Geological Survey spatial dataset 14 (Ontario 
Geological Survey, 2000); and in Québec we use an online interactive map from the Sysème 
d’information géominière of Québec (SIGÉOM). Table S2, available in the electronic supplement 
to Parker et al. (2017), provides specific map sources for each measurement site. The geologic 
maps show the extent of and contacts between rock and sedimentary units, and include structural 
features and measurements.  Site-specific information compiled in the VS30 database (Table S2, 
available in the electronic supplement to Parker et al. 2017) includes descriptions of geologic age, 
geologic group, formation, and unit names where applicable, and lithologic information. 
 The extent of the Wisconsin glaciation was taken from Reed and Bush (2005). Any 
measured profile north of the extent of glaciation was given a flag of 1. Other sites to the south of 
the glacial limit have a flag of 0. This information was compiled because we expected glaciation 
to impact geologic conditions and seismic velocities in a number of ways: (1) potential 
overconsolidation of sediments, (2) removal of soil and weathered rock due to glacial scouring, 
and (3) the deposition of glacial and post-glacial sediments.  We also considered the use of earlier, 
 
10  
more extensive glacial limits (Reed and Bush 2005), but these limits affected a small number of 
additional sites and did not improve the predictive ability of the model.  
 The locations of known sedimentary basins of any age were taken from the electronic 
supplement of Coleman and Cahan (2012) and are listed in Table 2.1. The CENA VS30 database 
includes a column for basin name, where applicable. This information was compiled to enable 
studies of possible basin-specific biases of seismic velocities.  
 
Table 2.1. Sedimentary basins, as defined by Coleman and Cahan (2012), containing measured VS 
measurements in CENA. 
Basin Name Number of Measurements 
Appalachian Basin 34 
Arkoma Basin - Ouachita Thrust Belt 2 
Buried Newark Group Basins 8 
Exposed Newark Group Basins 3 
Forest City Basin 1 
Fort Worth Basin 5 
Great Smoky Mountains Rift Basin 2 
Gulf of Mexico Basin 49 
Illinois Basin 70 
Michigan Basin 10 
Midcontinent Rift 2 
Mississippi Embayment 175 
Reelfoot Rift 17 
Rough Creek Graben 12 
West Atlantic Basin 87 
 
2.4  PROXY DEVELOPMENT METHOD 
 
2.4.1 Grouping 
 The 2755 locations with measurement-based VS30 values were grouped by attributes to 
identify features that produce distinct mean VS30 values (taken as the exponent of the natural log 
mean, and denoted ,-./ , which has units of m/s), standard deviations ("-./ , dimensionless), and 
trends with 30 arc-s topographic gradient. We use the natural log of velocities because the data 
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distribution is visually better approximated by a log-normal distribution than other distributions 
such as normal or beta. Attributes considered in the grouping process include geologic age, 
lithology, glaciation history, and location relative to known basins. Because three regions (Ottawa, 
Charleston, and Mississippi Embayment) have large data concentrations, we investigated statistics 
for these regions separately from those of otherwise similar geology to identify potentially distinct 
regional features.  
Age was first examined by geologic era and then broken down into further subdivisions by 
geologic period and epoch when possible. Cenozoic was divided into Quaternary and Tertiary 
periods, and Quaternary was further divided into epochs: Holocene, Pleistocene, or undivided 
when mapped as such (undivided indicates that the age is known to be Quaternary, but the epoch 
is unknown).  
 Well populated age bins were further broken down by lithology. This was considered for 
the Holocene, Pleistocene, Quaternary undivided, and Paleozoic groups. Holocene lithology bins 
were initially investigated for all well-populated categories (e.g. alluvial, deltaic, estuarine, eolian, 
marine, lacustrine, fluvial, and organic deposits); many lithology-based bins were then combined 
on the basis of similar statistical attributes (i.e., µlnV, σlnV, and trend with topographic gradient) 
when possible. 
 The presence of Wisconsin glaciation (Reed and Bush, 2005) was investigated separately 
from age and lithology. Sites flagged as glaciated include locations with Holocene geology; in 
such cases the Holocene sediments themselves can be a product of glacial runoff, but are not 
subject to the overconsolidation effects of glacial unloading. By separating these sites from non-
glaciated Holocene sites with similar lithology, we are in essence investigating whether the 
glacially derived sediments have unique features and possible impacts on VS30 of older, potentially 
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over-consolidated layers at depth. As we look at groups that were previously glaciated compared 
to those that were not, we observe a significant increase in σlnV. This divergence of dispersion 
values was a motivating factor for considering glaciation in the formation of proxy groups along 
with the mean VS30. 
 The location of a site in one of the sedimentary basins listed in Table 2.1 was examined to 
evaluate whether VS30 statistics for particular basin structures are distinct from otherwise similar 
conditions (age, lithology, glaciation).  
 With the many factors considered in the proxy development process, we required a 
systematic approach for deciding when groups or bins of VS30 values were statistically distinct. For 
this purpose, we used two types of F-tests (Snedecor and Cochran, 1989), which compare the 
statistical performance of submodels with that of a full model for a common data set. For example, 
if a full model applies to Holocene sediments, a pair of submodels could comprise glaciated and 
non-glaciated groups. One type of F-test uses the residual sum of squares (based on misfits from 
median model predictions) for the submodels (RSS1 and RSS2) and the full model (RSSf). The 
relative performance of submodels and the full model is quantified using the difference RSSf   
(RSS1+RSS2). If this difference is “small,” then the submodels and full model fit the data about 
equally well, suggesting that data segregation in submodel groups is not justified. For normally 
distributed sets of residuals, this is interpreted using the one-way analysis of variance (ANOVA) 
F-statistic, which can be written as (adapted from Snedecor and Cochran, 1989; specific form used 
here is from Stewart et al., 2003):     
01 = 345567(4559:455;)=/3(?@9:?@;)7?@6=AB;                                   (2.1) 
where dfi refers to the degree of freedom for model or submodel i (one if the model consists of a 
simple mean, two if the model includes a slope gradient term), and  
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	"DE = 4559:455;F67(?@9:?@;)                                                  (2.2) 
where Nf is the number of data points in the full model. This F-statistic can be compared with the 
F distribution to evaluate significance level (p) for the test. Large values of p (> 0.05) are often 
taken to imply that the submodels are not distinct. One shortcoming of the F1-statistic is that it 
does not effectively distinguish data groups having similar means but differing dispersion. For this 
reason, we also compute a second F-statistic (Snedecor and Cochran, 1989):  
  0E = A9;A;;                                                             (2.3) 
for the null hypothesis that two normal populations from which samples are drawn have the same 
variance. As before, this statistic is compared with the F distribution and a p value is computed, 
which is interpreted as before (values < 0.05 indicate the sub-groups have distinct variances). If 
either F1 or F2 have p values < 0.05, the sub-groups are considered distinct. 
 To meet the requirement of normally populated data populations, both F-tests were 
performed on residuals in natural logarithmic units because VS30 has generally been found to be 
approximately log-normal (e.g., Wills and Clahan, 2006). Within each age category, alternative 
strategies for binning VS30 data were tested, with the resulting distinct sub-groups listed in Table 
2.2. In one case (Groups 14 and 16), one of the p-values is 0.06, thus not strictly meeting the < 
0.05 criteria, but are retained as distinct based on judgment driven by the different geological 
conditions and different means (the Group 14 mean has high uncertainty due to sparse data).  At 
the bottom of Table 2.2, we also provide examples of F-test results for submodel groups that were 
not distinct and hence are not reflected in our recommended VS30 estimation procedure. Details 
regarding the selected groupings and the interpretation of test results are given in the Results 
section below.  
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Table 2.2. Results of F-tests performed on binned VS30 groups (Eqs. 2.1-2.3). 
Groups* F1 p1 F2 p2 
Distinct (0) or Non-Distinct 
(1) Groups 
1+2 4.6 <0.05 0.61 <0.05 0 
1+3 6.7 <0.05 0.12 <0.05 0 
1+4 54.6 <0.05 0.10 <0.05 0 
2+3 0.99 0.51 0.19 <0.05 0 
2+4 24.6 <0.05 0.16 <0.05 0 
3+4 8.4 <0.05 0.88 0.48 0 
5+6 473 <0.05 0.39 < 0.05 0 
5+7 30.5 <0.05 0.30 < 0.05 0 
5+8 73.2 < 0.05 0.30 < 0.05 0 
6+7 55.4 < 0.05 0.77 0.24 0 
6+8 33.1 < 0.05 0.77 0.25 0 
7+8 2.18 < 0.05 1.00 0.98 0 
9 +10 1.61 <0.05 2.05 < 0.05 0 
9 +11 35.5 <0.05 1.97 < 0.05 0 
10 + 11 43.6 <0.05 0.95 0.81 0 
14+15 1.08 0.37 0.13 0.06 1 
14+16 3.4 < 0.05 0.08 < 0.05 1 
15+16 11.2 <0.05 0.64 < 0.05 0 
pЄ† glac. + pЄ 
non-Glac. 0.0017 1.0 1.20 0.68 1 
P‡ shale + P 
limestone  0.021 1.0 0.86 0.43 1 
* See Table 3 for definition of groups 
† Precambrian 
‡ Paleozoic 
 
2.4.2 Trends with topographic gradient 
Within the various groups identified in the previous section, trends of VS30 with 30 arc-s 
topographic slope gradients (s) were investigated using semi-log, and log-log regressions: 	GH(I5JK) = $K + $1M                                                   (2.4)	GH(I5JK) = $E + $JGH(M)                                                (2.5) 
where VS30 is in m/s and slope gradient s is expressed as a decimal (meters per meter). 
Expressions similar to Eq. (2.5) have been used by Thompson et al. (2014), among others.  
 Values of either c1 or c3 having zero outside the range of their 95% confidence intervals 
indicate statistically significant effects of gradient. When the trend with gradient is significant, 
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either the semi-log or log-log model is selected based on visual inspection of the fit and which of 
the models produces lower standard deviation of residuals. In this case, the VS30 log-mean estimate 
is calculated using either Eq. (2.4) or (2.5) and the standard deviation of the fit residuals is taken 
as "-./ . When the trend with gradient is not significant, a gradient-independent mean is selected 
(,-./).  
 
2.5 RESULTS 
Table 2.3 summarizes the proposed hybrid geology-slope proxy procedure for VS30 estimation. 
Rows in Table 2.3 are differentiated first by geologic age and the flag for Wisconsin glaciation. 
Within age and glaciation groups additional sub-groups are recommended in some cases based on 
lithology, location, or presence within certain basins. For each sub-group, either a natural log mean 
and standard deviation are given or a gradient-dependent relation is given for the mean along with "-./ . Aside from geologic age, the presence (or not) of Wisconsin glaciation has the strongest 
effect on VS30 distributions, generally increasing both means and standard deviations relative to 
otherwise similar non-glaciated conditions. Our interpretation of the physical explanations for 
these trends is provided in the Proxy Performance section below. Additionally, VS30 values 
calculated from profiles in Ottawa differ significantly from the rest of the data across all age 
groups. When possible, data from Ottawa within an age group were used to create a separate 
recommended VS30 value for that region. Profiles in the Charleston and Mississippi Embayment 
regions were analyzed separately for comparison against the remaining data set. However, they 
did not differ in a statistically significant manner from otherwise similar sites, and are not 
considered as a separate category. Results and recommendations are described in more detail 
below for geologic age groups. 
T
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2.5.1 Holocene 
 
Of 2,755 VS30 values from measurement, 1,523 are classified as Holocene. The Holocene sites were 
subdivided into previously glaciated and not previously glaciated bins. The Holocene non-
glaciated bin was subdivided further on the basis of lithology, with one group consisting of alluvial, 
fluvial, and deltaic deposits, and a second group consisting of all other lithologies (Groups 1 and 
2, respectively). Figures 2.3a-b show that the VS30 histograms for these groups have non-similar 
means and standard deviations, which are confirmed as statistically distinct by the F-test results in 
Table 2.2. Figures 2.4a-b show that these groups exhibit no trend with gradient, so the 
recommended VS30 for each was taken as µlnV of the binned VS30 values.  
 The Holocene previously glaciated bin is subdivided based on location (Ottawa vs. other 
locations – Groups 3 and 4, respectively). Histograms for Groups 3 and 4 (Figures 2.3c-d) show 
much higher dispersion than those for Groups 1 and 2 (Figures 2.3a-b) and slower velocities in 
Ottawa (Figure 2.3c) than non-Ottawa locations (Figure 2.3d). Both Groups 3 and 4 have a 
statistically significant trend with gradient (Figures 2.4c-d).  The high dispersion in glaciated 
groups is a persistent feature of the data, the interpretation of which is given in the Proxy 
Performance section below.  
 Factors found to not be impactful for the Holocene age group included the presence of sites 
in sedimentary basins (Table 2.1) and location within Charleston or the Mississippi Embayment. 
These factors are considered for all other age groups as well, and are only commented on below 
when bins are well populated and a dependence was identified.  
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Figure 2.3. Histograms of VS30 values for Groups 1 through 4 (see Table 2.3). 
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Figure 2.4 VS30 as a function of 30 arc-s topographic gradient for Groups 1 through 4 (see Table 2.3) 
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2.5.2 Pleistocene 
The Pleistocene age bin contains 511 VS30 values from measurements, and is subdivided into 
previously non-glaciated locations (Group 5), locations in Ottawa (all previously glaciated, Groups 
6-7), and glaciated locations outside of Ottawa (Group 8). The measurements in Ottawa were 
further divided by lithology, with Group 6 being for measurements on till, and Group 7 
encompassing all other lithologies. Figures 2.5a-d show histograms for these groups, with the 
glaciated groups clearly having higher dispersions. Figures 2.6a-d show VS30 trends with gradient, 
which are not significant for Group 8, but are for the other three Pleistocene groups. This 
relationship is described using Eq. (2.4) for Groups 5 and 6, and Eq. (2.5) for Group 7. 
 
 
Figure 2.5 Histograms of VS30 values for Groups 5 through 8 (see Table 2.3). 
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Figure 2.6. VS30 values as a function of 30 arc-s topographic gradient for Groups 5 through 8 (see Table 
2.3). Legend from Figure 2.4 applies. 
 
2.5.3 Quaternary undivided 
The Quaternary undivided (QU) age bin contains 371 VS30 values. This age bin was subdivided 
into groups based on previous glaciation, and whether or not the profile was measured in a mapped 
basin (Table 2.1). Of the four possible bins, one is not populated (previously glaciated and in-
basin). Figures 2.7a, c and e show VS30 histograms for Groups 9 – 11, and Figures 2.7b, d and f 
show the gradient relationships for the same groups. Group 10 did not display a significant gradient 
relationship, whereas the gradient relationships in Groups 9 and 11 were fit using Eq. (2.5) and 
Eq. (2.4), respectively. For application purposes we recommend using the Group 11 estimates for 
previously glaciated basin sites.  
 
22  
 
Figure 2.7. (a,c,e) Histogram of VS30 values for Groups 9 through 11 (Table 2.3), and (b,d,f) VS30values as 
a function of 30 arc-s gradient for Groups 9 through 11 (Table 2.3), with binned means shown as filled 
circles. Legend from Figure 2.4 applies. 
 
2.5.4 Tertiary and Mesozoic 
The Tertiary age group (Group 12) contains 111 VS30 values, and is not subdivided further because 
sub-groups would be too sparsely populated. Figure 2.8a shows the VS30 histogram for Group 12, 
and Figure 2.8b shows the gradient-dependence, which is fit using the log-log relation (Eq. 2.5). 
The CENA category statistics for Tertiary ( lnV = 315 m/s and  lnV = 0.31) indicate slightly lower 
velocities than multiple Tertiary categories in California (Wills and Clahan, 2006), and similar 
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dispersion levels to those in California. The Tertiary sites in our CENA VS30 from database are not 
glaciated, and the modest dispersion in this case appears to result from deep weathering profiles 
that avoids the presence of thin soft layers over firm deeper layers, which accentuates data 
variability.  
Figure 2.9a shows a histogram for the Mesozoic age group (Group 13), which contains 
only 20 VS30 values from measurements. The CENA statistics for Mesozoic !"#$  = 822 m/s and %"#$  = 0.68) indicate faster velocities with more dispersion than Mesozoic sites in active tectonic 
regions (e.g., the Franciscan complex in California has !"#$  = 710 m/s and  %"#$= 0.43 (Wills and 
Clahan, 2006); Mesozoic sites in Greece have !"#$  = 590 m/s and  %"#$= 0.38; (Stewart et al., 
2014). While Mesozoic sites in our database are not glaciated, the relatively large dispersion 
appears to be associated with thin, soft surficial layer effects that occur within this category (further 
discussion in Proxy Performance, below).  
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Figure 2.8. (a) Histogram of VS30 values in Group 12 (Table 2.3), and (b) VS30 as a function of slope for 
profiles in Group 12 (Table 2.3). Legend from Figure 2.4 applies. 
 
2.5.5 Paleozoic 
The Paleozoic age bin contains 177 VS30 values, and is subdivided into three groups (Groups 14-
16) as shown in Figures 2.9b-d. Group 14 (Figure 2.9b) consists of Paleozoic sites in the Illinois 
Basin (Coleman and Cahan, 2012) and is only populated by 5 measurements. However, the log 
mean VS30 for this group is significantly lower than that of Groups 15-16 (!"#$  = 513 m/s) and thus 
is retained as a separate group. Because Group 14 is so poorly populated, there is large epistemic 
uncertainty in its category mean and standard deviation. Groups 15-16 are divided in accordance 
with glaciation status (Figures 2.9c-d), and have !"#$   = 684 m/s and !"#$  = 972 m/s, respectively. 
Other basin structures (besides the Illinois basin) were not found to affect Paleozoic bin statistics. 
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Trends with slope gradient are not significant for Paleozoic sites and hence the recommended 
models are reported in Table 2.3 as !"#$  and σlnV values only.  
 We suspect that the velocities in Groups 14-16 are affected by a number of issues, as we 
would expect intact Paleozoic bedrock to have a higher shear wave velocity than those reported in 
Table 2.3. One explanation is that Paleozoic residuum, or bedrock that has weathered in place, was 
included in this category (as mapped by Palmer 2006). Additionally in some cases, the geologic 
mapping may not be recognizing a thin layer of younger, softer sediments overlying the Paleozoic 
materials that is affecting the value of VS30. Nonetheless, we do not remove these sites from our 
statistical analyses for two reasons: (1) we do not have independent confirmation of the presence 
of non-Paleozoic sediments at these sites and (2) such potential misclassifications are inherent to 
the use of geologic maps (and other proxies as well), and because such misclassifications are also 
unavoidable for forward application, they need to be reflected in group statistics until more refined 
geologic site classifications become available.  
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Figure 2.9. Histograms of VS30 values for (a) Group 13, (b) Group 14, (c) Group 15, and (d) Group 16. 
 
2.5.6 Precambrian 
The Precambrian age bin contains 37 VS30 values (Group 17). Figure 2.10 shows the histogram of 
VS30 obtained at Precambrian sites. The glaciated and non-glaciated measurements within Group 
17 were determined to be non-distinct and hence were kept as a single group (Tables 2.2 and 2.3). 
We suggest using Group 17 when the location in question is mapped as Precambrian bedrock, with 
no site visit by a geologist having taken place. If a site visit has taken place, and the mapped 
Precambrian bedrock is confirmed to be outcropping at the site, we suggest using a VS30 of 2000 
m/s (Group 18, Table 2.3), which is based on measurements at sites with geologic conditions of 
this type in Ottawa city and Quebec Province (Assatourians, personal communication, 2011; based 
on Atkinson and Mereu, 1992). 
 For Group 17, there are some VS30 values that do not seem physically reasonable (e.g. VS30 
< 300 m/s). This is a consequence of using mapped geology as a proxy for VS30 from measurement, 
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as discussed in the previous section. The effects of these complexities are reflected in the large 
natural log standard deviation associated with the proxy estimates %"#$  = 0.85), the causes of which 
are discussed further in the next section.  
 
 
Figure 2.10. Histogram of VS30 values from Group 17 measurements. 
 
2.6 PROXY PERFORMANCE  
 
Proxy-based estimates of VS30 were assigned to the 2755 profiles in the database using the protocols 
summarized in Table 2.3. Residuals in natural log units were calculated as:  
    (2.6) 
where ln(VS30)i is the natural log of the VS30 calculated from the velocity profile i, and  is 
the proxy-based estimate for profile i (the overbar indicates that the mean is taken in natural 
logarithm units). Means and log standard deviations of the residuals can be computed for particular 
geologic conditions or for the data set as a whole; in the present case the means are expected to be 
near zero because the performance is evaluated using the same data set used in model development. 
Hence, our primary interest is in the standard deviation, σlnV.  
 
Ri = ln VS30( )i - ln VS30( )i
 
ln VS30( )i
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Figure 2.11 shows histograms of the residuals for all profiles, previously glaciated profiles, 
and non-glaciated profiles. The metrics for overall proxy performance are  = 0.0016 and σlnV = 
0.533 (comparisons to results of other proxies are given in the next section). An important outcome 
of the present work is quantification of the effect of glaciation on dispersion. Non-glaciated sites 
have relatively modest overall dispersion (0.357) that is significantly lower than has been found 
previously for CENA, but which is comparable to overall proxy dispersions for active tectonic 
regions (Seyhan et al., 2014). The σlnV for glaciated regions is much higher at about 0.656. Hence, 
the predictability of VS30 is better for non-glaciated than for glaciated sites. We suspect that the 
relative dispersion levels are caused by large impedance contrasts within the upper 30 m of 
glaciated sites, as seen in numerous VS profiles measured in CENA. These sites presumably have 
had weathered geologic materials removed by glacial scour, with the remaining material being 
relatively competent and comprising the portions of the profiles below a strong impedance 
contrast. The relatively soft materials above the contrast have likely been laid down during or after 
glaciation. For sites of this type, VS30 is strongly correlated to the depth of materials above the 
impedance contrast, and because these depths are highly variable, the VS30 values too are strongly 
variable. In the absence of glaciation, sites are less likely to have these strong impedance contrasts, 
which could explain why the CENA proxy dispersions are comparable to those found in non-
glaciated active tectonic regions. Moreover, among the non-glaciated sites, dispersion increases 
with age from about 0.23 for Holocene to 0.31 for Tertiary.  
 
R
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Figure 2.11. Comparison of residuals of VS30 for (a) all groups, (b) non-glaciated groups, and (c) 
previously glaciated groups. 
 
Figure 2.12 plots residuals against 30 and 3 arc-s topographic gradients. The 3 arc-s 
gradient data capture higher resolution topography and thus include larger values of topographic 
slope. Results for 30 arc-s (Figure 2.12a) show minimal trends for gradients ≥ 3´10-3 m/m, which 
is expected because 30 arc-s gradient was considered in model development. Residuals for 3 arc-
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s (Figure 12b) are comparable to those for 30 arc-s, with little bias. Plots similar to those in Figure 
2.12b, but using data only for specific categories that exhibit a significant gradient effect when 
using 30 arc-s DEM (not shown) generally exhibit no residual trends. Hence, we conclude that our 
proposed hybrid slope-geology proxy captures gradient effects at either 30 or 3 arc-s resolution, 
and that the 3 arc-s gradients do not provide more predictive power than 30 arc-s gradients. 
 
Figure 2.12. Proxy residuals as a function of (a) 30 arc-s topographic gradient for all measurements, and 
(b) 3 arc-s topographic gradient for measurements in the US, showing the binned mean of residuals as 
filled circles and a reference line at 0. 
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2.7 COMPARISON TO PRIOR WORK 
 
As described previously, several proxy-based VS30 estimation procedures pre-date this work. To 
provide a consistent basis for comparing the proposed approach with prior relationships, we 
compute residuals using Eq. (2.6) for database sites, with the prior proxy relationships applied as 
published. As described in the Geology- and Morphology-Based Proxies section, information 
required to exercise each of these proxies is provided as metadata in the measurement database. 
The proxy relationships used in these analyses were:   
a) WA07, which uses topographic gradient at 30 arc-s resolution.  
b) Yea12, which uses terrain classes (site look-ups provided by A. Yong, 2012, pers. 
communication).  
c) TS13 hybrid slope-geology using small-scale geologic maps (predicted VS30 values 
provided by E. Thompson, 2014, pers. communication).  
d) Kea12 small-scale geology.   
Model bias is estimated from the mean of the residuals ( ) and dispersion from the standard 
deviation of residuals (σlnV), which are evaluated over the entire set of residuals. The best-
performing proxies will have relatively small biases (low ) and low standard deviations. We 
should note here that our model was developed to best fit the dataset used for comparisons, whereas 
the other proxies (a-d) were not. 
 Figure 2.13 shows values of  and σlnV for each proxy, including the proposed approach. 
All four of the previous proxy relationships have a negative bias, indicating that they overpredict 
the measured VS30 values. The Kea12 surface-geology based proxy has the lowest σlnV of 0.592, 
but a bias of -0.282. The WA07 ground slope-based proxy has the lowest bias of -0.064, but a 
 
R
 
R
 
R
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relatively large σlnV of 0.677. The proposed approach is unbiased (as expected), and has an overall 
σlnV of 0.533, which is modestly reduced from the lowest σlnV found from earlier proxies (0.592 for 
Kea12). The level of dispersion reduction is greater for the other proxy relations. 
 
Figure 2.13. Comparison of log mean (top) and standard deviation (bottom) of residuals with 95% 
confidence intervals for existing and proposed VS30 proxies (TS13 = Thompson and Silva (20143); 
Kea12 = Kottke et al. (2012); WA07 = Wald and Allen (2007); Yea12 = Yong et al. (2012). 
 
 We also examined the residuals for a CENA-specific Yea12 proxy, taking the VS30 applied 
to each terrain category as the lognormal mean VS30 from the measurements in our database for 
that terrain category. This approach yielded  = -0.0003 and σlnV = 0.588, lower than that of proxies 
a-d. This is expected as it was developed to best fit the dataset used for comparisons. 
 The similarity of the σlnV values for the Kea12, CENA-specific Yea12, and proposed 
approaches suggest that the Kea12 and CENA-specific Yea12 approaches could be applied in 
forward applications. However, we propose that our method should replace these proxies because 
it better distinguishes between the effects of glaciation and non-glaciation (rather than glacially-
derived sediments, which can be deposited outward of glacial limits), which as discussed 
previously has a significant impact on σlnV. Moreover, we have more confidence in the present 
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larger-scale surface geology assignments that we have made than in previous assignments from 
small-scale maps in Kea12. To illustrate the significance of the geologic mapping source, we show 
in Figure 2.14a a plot of VS30 against topographic gradient for seemingly similar geologic 
categories that are well populated: the major unit of young non-glacial sediments (YN) from Kea12 
[which includes alluvium (YNa), colluvium (YNc), loess (YNl), lacustrine, marine and marsh 
(YNm) and beach, dune, and sheet sands (YNs)], and the Holocene non-glaciated (HNG) category 
in the present work (encompassing all observed lithologies, Groups 1 and 2 in Table 2.3). The YN 
category in Kea12 encompasses non-glaciated sediments from late Pleistocene and younger, 
whereas the HNG category in this work excludes Pleistocene conditions, only including sites with 
geology 11,000 years and younger. The Kea12 bin has a wide range of VS30 (100 to 1000 m/s) for 
gradients ranging from 0 to 0.1. In contrast, the HNG category in the present work has narrower 
ranges of VS30 (100 to 500 m/s) and gradient (0 to 0.02). The differences in the data are such that 
a strong trend of VS30 with gradient is present in the Kea12 category, but no trend is observed using 
the presently defined HNG category. Figure 2.14b shows trends of data residuals from both groups 
(computed using Eq. 2.6) against topographic gradient; in the case of Kea12, YNc and YNl sites 
are excluded from the residuals calculations due to lack of estimated mean velocities, which 
removes many of the highest velocity sites. The Kea12 residuals in Figure 2.14b show a trend with 
topographic gradient that is not present for HNG. Moreover, the dispersion (%"#$) is lower using 
the present approach (0.25 as compared to 0.30 from Kea12). Our conclusion is that in this case, 
as in others not shown for brevity, the proposed approach based on larger-scale geologic maps 
better differentiates VS30 as represented by within-category !"#$ , %"#$ , and trend with gradient.  
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Figure 2.14. (a) Comparison of VS30 as a function of topographic gradient for the Kea12 young non-
glacial (YN) category (including all sub-categories), and the Holocene non-glaciated (HNG, 
encompassing Groups 1 and 2) categories from the present work. Lines of best fit (Eqs. 2.4, 2.5) are 
shown for both groups. (b) Comparison of residuals as a function of topographic gradient for the Kea12 
YNa, YNm, and YNs categories, and the Holocene non-glaciated (HNG, encompassing Groups 1 and 2) 
categories from the present work. 
 
2.8 IMPLEMENTATION 
 
Best practices in site characterization are to develop full VS profiles (extending to rock) derived 
from geophysical data. When it is necessary to estimate VS30 for sites lacking such data, we 
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recommend applying the P-wave seismogram method for VS30 estimation (Kim et al., 2016) when 
sufficient ground motion recordings are available (relationships between the frequency of the peak 
in horizontal-to-vertical spectral ratios and VS30 are an alternate approach, but have not been 
applied here; Hassani and Atkinson, 2016a), and otherwise we recommend application of the proxy 
relationships in this chapter. For application to VS30 assignments in the NGA-East station database 
(available in Table S2 of the electronic supplement to Parker et al. 2017), we applied the protocols 
below (listed in order of preference), which update those given in Section 5.5 of Goulet et al. 
(2014):  
0. Assign mean VS30 from measured VS profiles. Standard deviation taken as %"#$  = 0.1 
per Seyhan et al. (2014).  
1. Assign mean VS30 from known site conditions and geology based on measurements of 
VS profiles at different location but the same geological condition. This assignment is 
only used based on a recommendation or site visit from a geologist. Standard deviation 
taken as %"#$  = 0.3, as per Goulet et al. (2014).  
2. Estimate mean VS30 by P-wave seismogram method (Kim et al., 2016) for sites having 
multiple ground motion recordings and corresponding VS30 values from measurements. 
Standard deviation is taken as  %"#$  = 0.456.  
3. Estimate by hybrid slope-geology proxy developed in this chapter. Mean and standard 
deviation taken from Table 2.3.  
The numbers in the above list are codes provided in the station database. Of the 445 sites in the 
flatfile recommended by the NGA-East Technical Integration team for GMM development, 53 
(12%) are Code 0 (on-site VS profile measurement), 77 (17%) are Code 1 (VS30 assigned after a 
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site visit by a geologist), 10 (2%) are Code 2 (from P-wave seismogram method), and 305 (69%) 
are Code 3 (assigned based on the protocols in this work).  
 
2.9 CONCLUSIONS 
 Because the overwhelming majority of seismic recording stations in CENA lack measured 
VS profiles, the estimation of the site parameter VS30 is critical for the application of strong motion 
data during GMM development and in the ongoing process of developing site factors. Preliminary 
estimates of VS30 were provided in the NGA-East data report (Goulet et al., 2014), which are 
updated herein.  
We compiled a database of VS30 values obtained from measured VS profiles that was not 
utilized in the preliminary NGA-East VS30 assignments. When predictions from pre-existing proxy 
relationships are compared to the VS30 values in this database, significant bias and large dispersion 
is found, which partly motivated the present work. We compiled geologic information from larger-
scale geologic maps maps, supplemented by mapping that indicates glaciation/non-glaciation and 
the presence of sedimentary basins, which forms the basis for the present recommendations. None 
of this information was utilized in the development of previous proxy relations (Kea12, TS13, 
WA07, Yea12).  
Table 2.3 presents coefficients needed to apply the recommended proxy relationship. Some 
geologic categories take the mean VS30 as a simple category natural log mean, whereas others take 
the mean from a topographic gradient based model specific to the category using Eqs. (2.4) or 
(2.5). Values of %"#$  to accompany each mean estimate are given in Table 2.3. These estimates 
are used when more reliable, site-specific information is unavailable, as given by the 
implementation procedures in the previous section.  
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An important outcome of the present work is quantification of the effect of glaciation on 
dispersion. Non-glaciated groups have dispersions that are significantly lower than has been found 
previously for CENA (0.357), but which is comparable to proxy dispersions for active tectonic 
regions (Seyhan et al., 2014). The σlnV for glaciated regions is higher at 0.656. Hence, the 
predictability of VS30 is better for non-glaciated than for glaciated groups, which should be taken 
into consideration in the weighting of ground motion data from the two site types during GMM 
development. A disadvantage of the mapping approach adopted herein is that we cannot create a 
map like Figure 7 of Kea12 or Figure 5 of TS13 that shows the geologic conditions across CENA. 
Both Kea12 and TS13 started with one continuous map source and assigned a VS30 value to each 
map unit or combinations of map units. However, this is not practical with present resources using 
the larger-scale maps because they are not continuous across CENA and map units are not 
consistently defined across map resources. Moreover, the majority of mapped geologic units are 
not available as shape files that can be imported to geographic information system (GIS)-based 
mapping software.  
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3 EMPIRICAL LINEAR SEISMIC SITE AMPLIFICATION IN 
CENTRAL AND EASTERN NORTH AMERICA 
 
3.1 INTRODUCTION 
The Next Generation Attenuation – East (NGA-East) Project, coordinated by the Pacific 
Earthquake Engineering Research Center (PEER), resulted in the development of 21 ground 
motion models (GMMs) applicable to very hard rock reference site conditions (shear wave 
velocity, VS = 3,000 m/s; Hashash et al. 2014), in central and eastern North America (CENA) 
(PEER, 2015a; Goulet et al. 2017). Therefore, models for seismic site amplification are needed to 
predict ground motion intensity measures for other site conditions, including weathered rock and 
soil (i.e. for site conditions with time averaged shear wave velocity in the upper thirty meters, VS30, 
less than 3000 m/s; this includes essentially all sites in CENA except for facilities founded on hard 
rock below the weathered zone).  
As part of NGA-East, the Geotechnical Working Group (GWG) was formed in part to 
develop site amplification models. Other GWG tasks included defining the CENA reference site 
condition (Hashash et al., 2014) and providing information on site conditions at CENA recording 
stations, including the use of proxy-based VS30 prediction models where needed (Parker et al. 
2017). The concept behind the GWG site amplification model development is broadly similar to 
the approach in NGA-West1 (Power et al., 2008) and NGA-West2 (Bozorgnia et al., 2014). In 
those projects, site amplification models were developed in consideration of both empirical data 
and simulation results. Whereas site amplification terms related to the linear scaling of ground 
motion with VS30 were empirically derived, simulations were used to support development of 
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nonlinear terms (using one-dimensional ground response simulations; Walling et al. 2008, Kamai 
et al. 2014) and basin amplification terms (using three-dimensional simulations; Day et al. 2008).  
In a similar manner, the GWG approach was to develop modular site response models 
derived using a combination of empirical data analysis and simulations. In this context, modular 
refers to model components that can be combined to compute total site amplification. As described 
further by Harmon et al. (2019b), model components include linear (shaking amplitude-
independent) terms conditioned on VS30, sediment depth, and site period, as well as nonlinear 
terms. The simulation component of GWG work is described by Harmon et al. (2019a, 2019b) and 
produced versions of each model component. Here we present an empirically-derived model for 
the linear component of site amplification conditional on VS30. Our use of VS30 as the primary site 
parameter is motivated in part by practical reasons (e.g., its widespread use in seismic codes and 
ground motion models, Bozorgnia et al. 2014; PEER 2015; Dobry et al. 2000) which provides 
benefits such as facilitating comparisons to other regions/models (e.g. NGA-West2). Moreover, in 
most regions VS30 has been found to be an effective first order site parameter for predicting site 
response over a broad period range, even though it cannot predict site-specific features such as 
resonance at a site fundamental period. We do not investigate nonlinear site response effects nor 
sediment depth effects because the available ground motion recordings in CENA are generally of 
low amplitude and information on basin depth is not available for CENA ground motion stations. 
The modularity of the GWG models is such that the VS30-scaling terms presented here can be 
combined with simulation-based terms for nonlinearity (further details in Harmon et al. 2019b).  
In the following chapter, we review relevant prior work including NGA-East GMMs and 
CENA site response studies, describe the model development process (data considered, equations, 
regression procedures), illustrate model performance including residuals analysis and comparisons 
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to prior results for active tectonic regions, and provide recommendations for practical applications. 
The model presented here is for linear site amplification conditioned on VS30 and applies for the 
intensity measures of peak ground velocity (PGV), and 5% damped 50th percentile rotated pseudo-
spectral acceleration (RotD50 PSA) for oscillator periods between 0.065 to 8.0s. Peak ground 
acceleration (PGA) is excluded due to inadequate time sampling (i.e., too-large time step) of NGA-
East ground motions to resolve portions of the data with frequencies higher than the Nyquist 
frequency, which influences PGA (e.g., Boore and Goulet 2014).  
 
3.2 PRIOR WORK 
 
3.2.1 NGA-East Ground-Motion Models 
The development of NGA-East ground motion models (GMMs) began with a series of candidate 
models (PEER 2015a), a subset of which were selected and then adjusted to correct for various 
distance scaling issues (PEER 2015b). The models from the PEER (2015a) report were used as 
seed models for the generation of a range of GMMs, described in Goulet et al. (2017), that are 
intended to capture, in aggregate, epistemic uncertainties in ground motions from source and path 
effects following a Sammon’s map approach (e.g., Scherbaum et al. 2010). Our work in model 
development spanned the time period from seed model development to practical completion, and 
as a result, models from several stages of this GMM development process are considered.  
Table 3.1 summarizes some of the principal attributes of ten NGA-East candidate GMMs 
(PEER 2015a). Three of the models (Boore 2015a; Darragh et al. 2015; and Yenier and Atkinson 
2015) are based on the point-source simulation methodology. Parameters included in the 
simulations, especially the stress parameter and path attenuation terms, are set based on 
comparisons to NGA-East data or prior compilations of CENA data. Two of the models (Pezeshk 
et al. 2015, Shahjouei and Pezeshk 2015) use the hybrid empirical approach of Campbell (2003), 
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in which GMMs for active tectonic regions (from NGA-West2) are modified for CENA using 
ratios of simulated ground motions. One model uses a conceptually-similar referenced empirical 
approach in which a GMM for active tectonic regions is adjusted through residuals analysis using 
NGA-East data (Hassani and Atkinson 2015). Three of the models are based on direct regression 
of NGA-East data to develop GMMs (Al Noman and Cramer 2015; Graizer 2015; and Hollenback 
et al. 2015a). Yenier and Atkinson 2015 also uses direct regression to calibrate the regionally-
adjustable parameters of the generic point-source model. Due to the limited parameter space 
covered by the data, some developers used additional information during model building, 
including intensity data (Al Noman and Cramer 2015), or simulations (Graizer 2015; Hollenback 
et al. 2015a). Finally, one GMM consists of an inventory of finite-fault simulation results (Frankel 
2015). 
All of the GMMs in Table 3.1 provide ground motion estimates for either a reference site 
condition of VS = 3000 m/s or VS = 760 m/s, and site damping parameter &' = 0.006 s (Hashash et 
al. 2014). Five of the models contain no site term and provide ground motion estimates only for 
the reference site condition. Five models contain a VS30-based site term that is intended to capture 
the effects of VS30 on the linear site amplification. Some models used a variety of site corrections 
during development, even if the models themselves do not contain a site term. As a result, there 
are a number of site amplification models, reflecting various approaches in their development, 
within the documentation for the ten NGA-East candidate GMMs. 
As shown in Table 3.1, the alternative approaches for estimating site amplification that 
were used during NGA-East GMM development included:  
1. Adopting models for active tectonic regions, specifically the Seyhan and Stewart (2014) 
model developed for NGA-West2. This model was used as the site term in NGA-East 
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models by Yenier and Atkinson (2015) and by Hassani and Atkinson (2015), and to 
support model development by Pezeshk et al. (2015) and Shahjouei and Peszehk (2015). 
2. Regression of data to develop a linear VS30-scaling model (Al Noman and Cramer 2015; 
Hollenback et al. 2015a). 
3. Ground response analysis simulations, typically using viscoelastic soil conditions 
(Darragh et al. 2015; Graizer 2015). 
We note at this stage that the VS30 values at ground motion stations used in these prior analyses 
were relatively rough preliminary estimates provided in Chapter 5 of Goulet et al. (2014), which 
have since been updated as given by Parker et al. (2017).  
As shown in this article, site amplification in CENA is found to differ from that in active 
regions. Hence there is an issue of incompatibility in the site terms used in GMM development 
relative to those recommended for application. We comment on this issue subsequently.  
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3.2.2 CENA Site Amplification 
Empirical site amplification studies, while numerous in active tectonic regions, are relatively rare 
in stable continental regions like CENA. Khaheshi Banab et al. (2012) showed that for a soft soil 
site in eastern Canada, weak motions were amplified near the site period by more than a factor of 
10 with respect to a nearby hard-rock reference site. Atkinson et al. (2015) used ground-motion 
regression to develop a GMM for southern Ontario in which site amplification was determined for 
each soil site with respect to motions on hard-rock sites. Hassani and Atkinson (2016a) derived 
the frequency of peaks in H/V spectral ratios using CENA data, and used those peak frequencies 
as predictive parameters for analysis of site effects. They find that the data-derived peak 
frequencies are more effective than VS30 at predicting site effects in the CENA data. Building on 
that result, Hassani and Atkinson (2017) developed an empirical amplification model for CENA 
using the NGA-East database and selected GMMs. This model provides linear site amplification 
components as a function of site frequency and VS30, with site frequency being considered the 
primary site parameter if available. A recent GMM for Oklahoma (Yenier et al. 2017) includes 
empirical site terms referenced to the regional average site condition of NEHRP C (VS30=360-760 
m/s; Dobry et al. 2000).  
The limited previous studies of empirical site response in CENA, especially prior to the 
NGA-East project, is due to a number of factors, including a lack of VS30 information at 
seismographic sites. A major component of the GWG scope of work was assembling these 
estimates (Parker et al. 2017), which enabled the work described here and by others. The majority 
of past seismic site amplification work in CENA has focused on simulation-based approaches. A 
review of that prior literature is provided in Harmon et al. (2019b).  
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3.3 MODEL DEVELOPMENT 
We adopt a non-reference site approach (Field and Jacob, 1995) to investigate site amplification 
in CENA. Following procedures widely used in active tectonic regions (e.g., Stewart et al. 2003, 
Sandıkkaya et al. 2013, Seyhan and Stewart 2014), site amplification is taken as the within-event 
rock residual (!") computed relative to GMMs conditioned at a reference rock site condition:  !"#$ = &'()#$* − (,-.(/#, 1#$, 2345* + 	89,#*                         (3.1) 
where Yij is the intensity measure from a recorded ground motion for event i at station j, µln(Mi, 
Rij, Vref) is the median GMM prediction for the appropriate magnitude (Mi) and distance (Rij) for 
the recording, and the reference VS30 site condition (Vref) for the GMM, and h ,i is the event term 
for event i. For well recorded earthquakes, the event term, hE,i, represents approximately the mean 
bias of recordings from event i relative to a GMM. As described further below, the GMMs used 
for this purpose are Yenier and Atkinson (2015) (YA15), Hassani and Atkinson (2015) (HA15), 
and Boore (2015a).  
By using within-event residuals, we remove event-specific bias of the GMM that would 
otherwise add scatter and potential bias to estimates of site amplification. Within-event residuals 
include the effects of between-site and between-path variability; the operating assumption of the 
non-reference site approach is that the between-path variability averages to zero over a large 
population (if the reference GMM is well behaved), so that the mean of the remaining variability 
represents mean site effects. The resulting site response can be considered as linear when the 
ground motion amplitudes are predominantly small, which is the case here. This process of residual 
partitioning, the data set, and the GMMs that were used in our approach are discussed further in 
the following sections. To our knowledge, this work is distinct from previous site amplification 
work performed prior to and during NGA-East as a result of the following two aspects: (1) we use 
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only empirical data in lieu of simulations to infer site amplification and (2) site amplification is 
related to a truly independent variable, VS30, rather than a predictor variable derived from ground 
motions at the stations (i.e., H/V spectral ratios).  
 
3.3.1 Ground Motion Database 
The NGA-East ground motion database (available as an electronic supplement to Goulet et al. 
2014) was used in model development, with some modifications. The VS30 values for recording 
stations were updated using the recommended procedure in Parker et al. (2017). In order of 
preference, this procedure assigns VS30 using in situ measurements, estimates derived from 
measurements at sites having similar geologic conditions as confirmed by a geologist (hard rock 
sites only), estimates derived from on-site recordings using the P-wave seismogram method (Kim 
et al. 2016), and a hybrid slope-geology proxy (Parker et al. 2017). 
Spectral ordinates in the database were only used between their lowest and highest useable 
periods as defined and given in Goulet et al. (2014). We also screen data by the same criteria 
applied in the development of the GMM used to compute the median term in Eq. (3.1). For YA15 
this includes: (1) M ≥ 3, (2) Rrup ≤ 600 km, (3) events with at least 3 recordings, and (4) events 
with an estimate of hypocentral depth. For HA15 this includes: (1) M ≥ 3, (2) Rrup ≤ 400 km, (3) 
events with at least 3 recordings. Lastly, events and recordings from the Gulf Coast region (as 
defined in Goulet et al. 2014) were used, but only when both the event and recording were in the 
Gulf Coast region (matching criteria used in NGA-East GMM development). As shown in Figure 
3.1, these screening criteria affect the number of events and recordings used as a function of the 
PSA oscillator period. The data used for PGV is shown in magnitude-distance space in Figure 3.2. 
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Figure 3.1. The number of events (top) and recordings (bottom) as a function of oscillator period due to 
the data screening criteria used for the YA15 (blue) and HA15 (red) GMMs.  
 
 
Figure 3.2. The PGV data from the NGA-East database used for site amplification model development 
shown in magnitude-distance space. 
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3.3.2 Rock Conditioned Ground Motion Models  
As described in the Prior Work section, we considered reference site GMMs developed at different 
stages of the NGA-East project. Initially, we selected the rock-conditioned GMMs of YA15 and 
HA15. Our two principle considerations were that the models were developed using different and 
(in our judgment) credible approaches and that they were published in peer-reviewed journals. 
Following subsequent analysis in which these and other seed models were plotted in Sammon’s 
map space (Goulet et al. 2017), we selected a third model (termed B_SGD02, from Boore 2015a) 
so as to cover a range of model attributes as indicated by their diverse positions on the Sammon’s 
map.  
Sammon’s maps illustrate the multi-dimensional differences between GMM predictions in 
two-dimensional space. Figure 3.3, modified from Goulet et al. (2017), shows the Sammon’s map 
for 1.0 s PSA, where the distance between points represents differences between models, and the 
map is centered on the mean of all predictions (labelled ‘mix’ in Figure 3.3). Distances between 
models can be measured in different azimuths within the space, which represent different GMM 
attributes. For example, in Figure 3.3 the azimuth approximately 12 degrees counter-clockwise 
from the direction of the ordinate represents magnitude scaling, with points labelled M+ and M- 
indicating faster and slower, respectively, increases in ground motion with magnitude. For the 
present application, the GMM attribute of greatest interest is distance scaling, because source 
scaling effects are immaterial due to the use of event terms hi in Eq. (3.1). The distance scaling of 
the GMMs is represented along the southwest to northeast diagonal and marked with the R+ and 
R- symbols, indicating slower and faster attenuation, respectively.  
In Figure 3.3, the red points represent the locations of selected models. The YA15 GMM 
is near the global mean, whereas the HA15 GMM (near the R++ reference point) has slower 
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distance attenuation. We added the B_SGD02 model (Boore 2015a), which has faster distance 
attenuation (steeper slope) in the moderate magnitude range (4-5), to span the range of NGA-East 
models with respect to their distance attenuation attributes. As described further below, our 
proposed site amplification model is based jointly on the YA15 and HA15 models, with the 
B_SGD02 model used for validation.  
 
Figure 3.3. Sammon’s Map space representation of NGA-East seed GMMs at 1.0s PSA (PEER 2015). 
The results shown here are modified from a figure given by Goulet et al. (2017). Circular symbols 
represent seed models, with GMMs used in this study shown in red (HA15 = Hassani and Atkinson 2015; 
YA15 = Yenier and Atkinson 2015, and B_SGD02 = Boore 2015a). Triangular symbols represent 
reference points, with the map centered on the mean of all predictions (labeled ‘mix’). The triangles 
labeled with +/- represent scaled versions of the average model. The triangles labeled with M represent 
the averaged model with changed magnitude scaling: mix + b(M-6), with b = -0.4, -0.2, 0.2 and 0.4. 
Lastly, the triangles labeled with R represent the average model with modified distance scaling: mix + 
b(lnR-100), with b = -0.5, -0.25, 0.25, and 0.5. 
 
Our goal in considering multiple models was to investigate possible sensitivities in site 
response to the selected GMMs. We note that B_SGD02 is not recommended for forward use by 
Boore (2015a) (The recommended models in Boore 2015s are B_AB95, B_BCA10D, and 
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B_BS11. These recommendations have been updated in Boore 2018). The attributes of the model 
that cause it to occupy the targeted portion of Sammon’s maps space are the same features that 
cause it not to be recommended by Boore (2015a). Nonetheless, we consider the model to be 
suitable for the present sensitivity study.  
The YA15 GMM is based on an equivalent point-source simulation framework with 
scaling characteristics calibrated using ground motion data from California. This generic GMM is 
then applied to CENA by using regression of the NGA-East data to derive the regionally-adjustable 
parameters (stress drop, anelastic attenuation coefficient, and calibration constant). The GMM 
provides median predictions of PGA, PGV and 5%-damped RotD50 PSA at oscillator periods up 
to 10s, for M 3-8 earthquakes, rupture distances (Rrup) ≤ 600 km, and VS30 = 760 m/s. 
The HA15 GMM is based on a referenced empirical approach (Atkinson 2008). The NGA-
West2 Boore et al. (2014) GMM, developed for active tectonic regions, was compared to ground 
motion data from the NGA-East database and other resources. The Boore et al. GMM was then 
calibrated to CENA based on the ratio of observed ground motions to GMM predictions. The 
GMM provides median predictions of PGA, PGV and 5%-damped PSA at oscillator periods from 
0.05-10s, for M 3-6 earthquakes, rupture distances (Rrup) ≤ 400 km, and for VS30 = 760 m/s.   
The B_SGD02 GMM consists of a set of stochastic point-source simulation results for M 
4-8 earthquakes, Rrup = 2-1200km, and a VS30 = 3000 m/s reference site condition. The intensity 
measures provided are PGA, PGV, and 5% damped PSA from 0.01-10s. The stress parameters 
used in the simulations were derived from inversion of PSA data at 0.1 and 0.2s from nine 
earthquakes in eastern North America (Boore 2015a), and the attenuation model (Q and geometric 
spreading) are from Silva et al. (2002). Predictions of this model were adjusted to a 760 m/s 
reference condition using the VS30 760/3000 m/s adjustment factors recommended in Stewart et al. 
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(2017a) (which, in turn, are based on models by Campbell and Boore 2017, Harmon et al. 2019b, 
and Darragh et al. 2015).  
A comparison of the distance scaling of the three GMMs for M = 5 and 6.5 is shown in 
Figure 3.4a, and a comparison of the magnitude scaling of the three GMMs for rupture distances 
of 30 and 300 km is shown in Figure 3.4b. The faster distance attenuation of B_SGD02 is evident 
from Figure 3.4a, as is steeper magnitude scaling (Figure 3.4b). These differences are most 
pronounced for long-period PSA and combine to produce appreciably lower ground motions from 
B_SGD02 relative to YA15 and HA15 for low magnitudes and large distances (e.g., factor of 3 
for Rrup = 300 km and M = 5). Such features are also present to a lesser degree for short-period 
PSA and PGV.  
The NGA-East project documentation provides adjustments to GMMs for events in the 
Gulf Coast region to account for faster distance attenuation. Hollenback et al. (2015b) present two 
sets of adjustment factors based on empirical data analysis and calibrated simulations. We use the 
average adjustment provided by the two models, which is applied to events in the Gulf Coast that 
were recorded in the Gulf Coast (i.e., recordings for which the path did not cross into or out of the 
Gulf Coast as defined by Goulet et al. 2014).  
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Figure 3.4. Trellis plots comparing median predictions from Hassani and Atkinson 2015 (HA15), Yenier 
and Atkinson 2015 (YA15), and Boore 2015a (B_SGD02) with regard to (a) distance attenuation for M 5 
and 6.5 events and (b) magnitude scaling for rupture distances of 30 and 300km.  Results shown for 0.3, 
1.0, and 3.0s PSA. Boore 2015a results not shown below M4 as they are not provided below that 
magnitude. 
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3.3.3 Iterative Partitioning of Residuals  
The analysis of within-event rock residuals in Eq. (3.1) was iterative, because event terms hi 
depend on the site amplification model, which in turn is derived from the eRij values. We begin by 
calculating total residuals for the selected data subset as: 
1#$ = &'()#$* − :,-.(/#, 1#$, 760* + >?(2?@A$*B           (3.2) 
where FS is a VS30-dependent site term, initially taken from a model applicable to active tectonic 
regions (Seyhan and Stewart, 2014), and other terms are as defined previously.  
 Next, we partition Rij into between- and within-event components using mixed-effects 
analyses via the lme4 package in R (Bates et al., 2015; R Development Core Team, 2008), as 
follows:  
1#$ = CD + 89,# + EF#$                         (3.3) 
This process provides the mean GMM misfit, ck, as well as event terms ηE,i. The remaining residual 
is dWij, which represents the within-event component of variability.   
 As shown in Eq. (3.1), within-event rock residuals (eRij) are calculated using selected 
GMMs with a reference site condition (indicated by Vref) modified by event terms ηE,i. Due to the 
removal of event terms in Eq. (3.1), rock residual εRij is presumed to have contributions from GMM 
misfits to the data associated with site and path effects. An implicit assumption in the non-reference 
site approach is that path misfits are randomly distributed about zero, such that they contribute 
scatter but not bias. Because the GMM is for rock, whereas the data is for various site conditions 
differing from rock, the site components are expected to produce both scatter and bias. It is this 
bias that we use in model development, as shown in subsequent sections.  
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 Before proceeding further, it should be pointed out that the bias ck could be subtracted from 
ln(Yij) in Eq. (3.1), which amounts to a shift of the data up or down in natural log ground motion 
space. However, because we apply a shift to force the models through an amplification of unity at 
the selected reference site condition (VS30 = 760 m/s), as explained further in the next section, there 
is no need to apply the ck adjustment at this stage.  
 The iterative process operates by deriving interim models for site amplification FS using 
the CENA data, as explained in the next section. The first such interim model is used in Eqs. (3.2-
3.3) to produce new residuals and event terms, followed by rock residuals (Eq. 3.1) from which FS 
models are again derived.  These iterations are repeated until the regressed coefficients of the FS 
model remain constant to three significant figures between iterations. This stabilization usually 
occurs after about eight iterations.  
3.3.4 Model Development Using Least-Squares Regression 
Figure 3.5 shows within-event rock residuals, averaged between the results from YA15 and HA15, 
plotted against VS30 for 1.0 s PSA data. Based on visual inspection, we developed a functional form 
to represent the trends, which consists of a flat region at slow VS30, followed by a negatively sloping 
region through the center of the data range, followed by another approximately flat region at fast 
VS30. Similar trends are observed for other intensity measures. The negative slope observed in the 
central part of the plot is referred to as VS30-scaling, and reflects stronger ground motions on soft 
sediments as compared to weaker ground motions on stiffer sites for linear site response (e.g., 
Borcherdt and Gibbs 1976, Seed et al. 1976, Idriss 1990, Borcherdt and Glassmoyer 1994). It is 
worth emphasizing at this stage that the flat region at slow VS30 is a feature of the CENA data that 
has not generally been observed in active regions, although an exception is Campbell and 
Bozorgnia (2014), who flattened VS30 scaling for slow sites in their regional model for Japan.  
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Figure 3.5. Within-event rock residuals for 1.0s PSA shown as a function of VS30 for sites with and 
without prior glaciation per Reed and Bush (2005).   
 
We describe these trends with a piecewise trilinear function, as follows:  
>-#. = ⎩⎪⎨
⎪⎧C&' K LMLNOPQ 												RST	2?@A ≤ 2VC&' KLWXYLNOPQ 		RST	2V < 2?@A ≤ 2[C&' K L\LNOPQ 												RST	2?@A > 2[
                   (3.4) 
where V1 represents the upper limit of the flat region at slow VS30, V2 represents the lower limit of 
the flat region at fast VS30, c is the slope parameter representing VS30-scaling at intermediate 
velocities, and Vref indicates the reference velocity where Flin=0. The model building process, using 
Eq. (3.4), began by setting preliminary values of V1 and V2 by visual examination. A regression 
was then performed, which set slope parameter c and reference velocity Vref. The resulting model 
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controls amplification levels over the full range of VS30, including for sites slower than V1 and 
faster than V2. The V1 and V2 parameters were then adjusted to improve the fit for the central 
portion of the data (VS30 ~ 300 to 1300 m/s), with re-regression applied with each adjustment.  
The model fit developed in this manner does not have reference velocity Vref = 760 m/s, 
which is needed for compatibility with the underlying GMMs. This occurs because when coupled 
with Flin from Eq. (3.4) the GMMs are biased with respect to the data, which is not surprising 
because those GMMs were developed using different site amplification models. As the Flin model 
is intended to capture changes in ground motion between site conditions, any reference condition 
could be selected and the ability of the model to capture these changes is unaffected. Accordingly, 
we shift εRij values uniformly (in the vertical direction in Figure 3.5) such that the model is forced 
to pass through null at 760 m/s (thereby setting Vref = 760 m/s). This adjustment is conceptually 
similar to subtracting the ck term in Eq. (3.1) (which was not done), but is applied in the manner 
described here so as to ensure a reference velocity of 760 m/s.  
Figure 3.5 shows that high-velocity sites without prior glaciation have lower average 
amplification levels than those with prior glaciation. The differences in amplification are likely 
due to the differences in velocity gradient. Glaciated sites presumably have had weathered 
geologic materials removed by glacial scour, which leaves relatively competent material overlain 
by soft materials deposited during or after glaciation. We capture different data trends for glaciated 
and non-glaciated high-velocity sites by regressing V2 separately for the two groups while 
constraining c and V1 to values obtained from the combined data set. This provides V2G for the 
previously glaciated sites and V2NG for non-glaciated sites. The regression produced V2NG > 2000 
m/s, which exceeds the data range, and hence was set at 2000 m/s. For the considered intensity 
measures, velocity V2G ranges from 760 to about 1200 m/s. 
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 The above least-squares regression process was performed for amplification calculated 
using the YA15 and HA15 GMMs, resulting in two amplification models. The two models are 
identical in terms of data trends and provide coefficients that are statistically indistinguishable. 
Accordingly, we developed a combined model from εRij values averaged from those computed 
using the YA15- and HA15-based models, and regressed in the manner described above.  
 Coefficients obtained through the above process were smoothed with respect to PSA 
oscillator period. A moving weighted average across periods was taken of coefficient c and corner 
velocities V1 and V2G using a 5-point triangular window that gives the center point the most weight. 
Using this scheme, coefficients at the upper and lower end of the period range remain unchanged 
(Figure 3.6). V2NG is period-independent and was not smoothed. 
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Figure 3.6. An illustration of the coefficient smoothing process for (a) c, (b) V2G, and (c) V1. The original 
coefficients are shown as red dots, and the final smoothed coefficients, in some cases the result of 
multiple rounds of smoothing, are shown as open black circles. 
 
3.3.5 Incorporation of Predictor Uncertainty Using Bayesian Analysis 
During model development, we were concerned with the impact of uncertainty in VS30 values 
(denoted -^.L) on the resulting median model and its dispersion. Some stations have large  -^.L  – 
up to 0.6-0.8 in natural log units for glaciated sites with VS30 assigned by proxy methods (Parker 
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et al. 2017). There is also a large range of assigned -^.L ; stations with VS30 from measurements 
have assigned -^.L  = 0.1, whereas the range for proxy-based estimates is 0.23-0.85.  
Least-squares regression does not account for uncertainty in independent variables, which 
in this case are the assigned VS30 values. To evaluate the significance of this effect, we considered 
applying orthogonal regression, however this approach requires an assumption of equal 
measurement uncertainty for all data points, which does not apply in this case. Moss (2011) applied 
a Bayesian framework to re-fit the NGA-West1 Chiou and Youngs (2008) GMM to the data from 
which it had originally been derived, while accounting for VS30 uncertainty at recording stations. 
We applied a similar approach.  
 Application of the Bayesian framework is regression in the sense that a minimized error is 
found between data and a best-fit model. Unlike least-squares regression, however, the 
independent variables are treated as inexact, possessing uncertainty due to measurement and VS30 
proxy model error. The model takes the general form: 
_(a, Θ) = d̂(a, Θ) + !′                   (3.5) 
where  is the selected model functional form (e.g. Eq. 3.4), x is a vector containing the 
independent variable (e.g. VS30), Θ is a vector of model parameters (e.g. c, V1, V2), and ε¢ is an error 
term capturing the imperfect fit of model to data. Error in the independent variable can then be 
incorporated as xi =  + eix, where  is the assigned value of the variable and eix is its error 
(randomly distributed about zero).  
 The Bayesian framework used to estimate unknown model parameters uses Bayes rule 
expressed as: 
R(Θ) = gh(Θ) ∙ j(Θ)          (3.6) 
 
ˆ z 
 
ˆ x i
 
ˆ x i
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where f(Θ) is the posterior distribution, representing the updated state of knowledge about 
parameters Θ, L(Θ) is the likelihood function, containing information from observations of x, p(Θ) 
is the prior, containing a priori information about Θ, and k is a normalizing constant. Bayesian 
updating involves formulating the likelihood function, selecting a prior distribution, calculating 
the normalizing constant, and then calculating posterior statistics.  
The analysis is performed using a Bayesian analysis code written for Mathworks MatLab 
included in the appendix to Moss (2009). We modified the original scripts to accommodate our 
site amplification function (Eq. 3.4) and Robb Moss modified the code to accommodate large 
datasets via a jack-knife resampling procedure (Tukey 1958). This entails systematically excluding 
each observation from the dataset, calculating a parameter estimate, and then taking the final 
parameter estimate as the average of these calculations. We consider uncertainty in site 
amplifications using within-event standard deviations, taken as the standard deviation of ! values 
from Eq. (3.3). Standard deviations of VS30 values are variable between sites, and are taken from 
the site database of Parker et al. (2017).   
We use an uninformative prior to allow the data to provide the main influence on the 
posterior estimates. Importance sampling was used to perform integrations over the Bayesian 
kernel, with the joint lognormal distribution used for the sampling distribution (i.e., coefficients 
assumed to have log normal distributions). The trial estimates of the sampling distributions took 
the means as the model coefficients from least-squares regression, and the standard deviations as 
about equal in magnitude to the means. The analysis was run using these distributions, and then 
the resulting posterior distribution was used as the initial guess for the next iteration. This was 
repeated, approximately five times, until the coefficients of variation for the posterior mean 
estimates were as small as possible, usually between 0.1-0.3. The coefficients were then smoothed 
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in the same manner as described for the coefficients resulting from the least-squares analysis. 
Figure 3.7 shows the values of model parameters c, V1, and V2G as a function of period for both 
the least-squares and Bayesian regressions. The results are similar, which is also what was found 
in prior work by Moss (2011).  
Table 3.2. Model coefficients and the intra-event standard deviation as a function of oscillator period (-1 
= PGV). 
Period (s) c Vref (m/s) V1 (m/s) V2NG (m/s) V2G (m/s) fln,m 
-1 -0.4486 760 331 2000 760 0.528 
0.065 -0.5141 760 361 2000 832 0.703 
0.08 -0.41 760 338 2000 826 0.708 
0.1 -0.3281 760 326 2000 810 0.678 
0.13 -0.2788 760 323 2000 787 0.655 
0.16 -0.2748 760 328 2000 766 0.646 
0.2 -0.286 760 340 2000 757 0.656 
0.25 -0.2901 760 348 2000 762 0.664 
0.3 -0.2803 760 344 2000 808 0.657 
0.4 -0.2918 760 327 2000 875 0.633 
0.5 -0.3377 760 306 2000 965 0.602 
0.65 -0.4024 760 289 2000 1007 0.569 
0.8 -0.4605 760 281 2000 1038 0.533 
1 -0.4762 760 278 2000 1065 0.496 
1.3 -0.4758 760 277 2000 1111 0.468 
1.6 -0.4493 760 278 2000 1141 0.455 
2 -0.4436 760 282 2000 1133 0.458 
2.5 -0.4247 760 287 2000 1081 0.464 
3 -0.4199 760 294 2000 1001 0.469 
4 -0.4061 760 300 2000 937 0.469 
5 -0.3971 760 310 2000 896 0.474 
6.5 -0.3797 760 325 2000 874 0.482 
8 -0.3244 760 350 2000 760 0.482 
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Figure 3.7. Model coefficients c, V1, and V2G (Eq. 3.5) determined via least-squares regression (blue) and 
Bayesian analysis (red) and smoothed. Coefficients Vref and V2NG are constants at 760 and 2000 m/s, 
respectively, and are not shown. 
 
3.4 RESULTS 
 
3.4.1 Model Summary and Attributes 
The recommended model for linear site amplification consists of Eq. (3.4) with coefficients listed 
in Table 3.2. The recommended coefficients are those from Bayesian analysis after smoothing, 
although there is little difference from the coefficients obtained using least squares regression. The 
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recommended model is shown against the within-event rock residuals data in Figure 3.8 for 0.1, 
0.2, 1 and 2.0s PSA.  
The within-event standard deviation (fln,m) of the model is an output of Bayesian analysis, 
and is also given in Table 3.2. By incorporating the VS30 errors into the analysis, fln,m is reduced 
(up to 23%) from values provided by taking the standard deviation of within-event residuals 
(denoted fln). The two standard deviation values are shown in Figure 3.9.  The smaller value of 
fln,m represents model error if independent variable VS30 lacks uncertainty. Uncertainty in VS30 
(slnV) can be combined with fln,m to estimate the total uncertainty fln as follows: 
k-.[ = k-.,l[ + C[ -^.L[                                     (3.7) 
where c	is the slope from Eq. (3.4) (given in Table 3.2 for velocities between V1 and V2, 0 outside 
of that range), and -^.L	is the uncertainty associated with the VS30 value (details on estimation of 
this uncertainty for NGA-East are given in Parker et al. 2017). 
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Figure 3.8. Recommended model (black) shown against the computed within-event rock residuals (gray), 
with binned means and 95% confidence intervals (red) for 0.1, 0.2 1.0 and 2.0s PSA. The models for 
glaciated (dashed) and nonglaciated (solid) sites deviate at high VS30. 
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Figure 3.9. The within-event standard deviation, fln, resulting from the Bayesian analysis as compared to 
that resulting from least-squares regression. 
 
 
3.4.2 Comparison to Other Models  
Figure 3.10 compares the VS30-scaling coefficient c from the present study for CENA with the 
corresponding parameter for active tectonic regions by Seyhan and Stewart (2014). Also shown in 
Figure 3.10 is the approximate range of the c parameter across the major regions contributing 
NGA-West2 data (Japan, California, Taiwan, China). The differences are significant, with CENA 
results generally falling outside the range for active regions and having weaker VS30-scaling and 
relatively little variation as a function of oscillator period. The coefficients estimated using data 
from CENA are closest to the upper regional bound for active regions, representing the 
Mediterranean and China (Figure 3.10); however, CENA exhibits shallower scaling than even 
these regions at PSA oscillator periods 0.15 s and longer.  
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Figure 3.10. Comparison of VS30-scaling coefficient, c (Table 3.2, shown here in blue), with the 
coefficient from Seyhan and Stewart 2014 (SS14) as a function of oscillator period. The SS14 coefficients 
are modified from Figure 4 of SS14. 
 
The Flin functional forms for the two models are not the same (lack of flat portion of 
amplification function for low VS30 values in Seyhan and Stewart 2014), so the coefficient 
comparison in Figure 3.10 does not fully explain the differences in site amplification for these two 
tectonic regimes. Figure 3.11 compares median amplification for the two regimes (using Flin from 
Seyhan and Stewart, 2014) for VS30 = 200 m/s, VS30 = 400 m/s, and VS30 = 1000 m/s. CENA results 
are shown over the applicable period range 0.065 to 8s. The differences in amplification in Figure 
3.11 reflect the differences in scaling from Figure 3.10 For soft to moderate soil (VS30 = 200 and 
400 m/s), CENA amplification is smaller, which is expected given the large offset from the 
reference condition and the smaller (in an absolute value sense) values of c in CENA. Differences 
in amplification are smaller for stiffer sites (VS30 = 1000 m/s) closer to the 760 m/s reference 
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condition. For all site conditions, the relatively period-independent VS30-scaling in CENA is 
evident versus stronger scaling features in the 0.3-7.0 s period range for active regions.   
Comparisons have also been made between the VS30-scaling model presented herein and 
the Harmon et al. (2018) simulation-based VS30-scaling model for CENA. There are significant 
differences at short periods and low VS30 values. These comparisons are presented and discussed 
in an expert panel report to the U.S. Geological Survey (Stewart et al. 2017a). 
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Figure 3.11. Comparison of the predicted amplification from the proposed model for CENA to a model 
for active tectonic regions (Seyhan and Stewart 2014, SS14). Amplification for VS30 = 200 m/s (top), VS30 
= 400 m/s (middle), and VS30 = 1000 m/s (bottom). 
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3.4.3 Model Residuals 
We consider two types of residuals. The first are within-event residuals of the proposed model 
(Eq. (3.4) with coefficients from Table 3.2) relative to the data, computed as:  
EF#$ = !"#$ − >-#.                  (3.8) 
These residuals are plotted as a function of VS30 in Figure 3.12 for T = 0.1, 0.2, 1.0 and 2.0s PSA 
using the full data set. The binned means for the model residuals show no appreciable trends with 
VS30, however the residuals have a negative bias for some individual bins of VS30 at low oscillator 
periods. This results from the coefficient smoothing process. We also considered residuals for 
several major basins in CENA, including the Mississippi Embayment, the West Atlantic Basin, 
and the Gulf of Mexico Basin (Coleman and Cahan 2012). Figure 3.13a shows the locations of 
these basins and Figure 3.13b shows binned mean within-event residuals for each along with 
results for sites outside of known basin structures. In general, there is minimal bias in the residuals, 
especially in the central range of oscillator period (0.3-3.0s) where the dataset is most populated 
(Figure 3.1). Sites in the West Atlantic Basin and the Gulf of Mexico Basin show similar trends, 
especially at short periods where the binned mean residuals are negative. However, the Atlantic 
Coast Basin shows the largest bias and uncertainty at long periods, most likely due to scarcity of 
data (< 20 sites for periods > 3s). Sites in the Mississippi Embayment show a small positive bias 
across the majority of periods. As expected, sites located outside of mapped basins as defined by 
Coleman and Cahan (2012) show minimal trend and bias, with small uncertainty due to the large 
dataset. We recognize that there could be trends of residuals with depth within these basins, but 
we are unable to assess such features because basin depths are not available for accelerograph sites 
that provided data used in this analysis.   
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Figure 3.12. Model within-event residuals (open circles) from entire dataset for 0.1, 0.2, 1.0 and 2.0s 
PSA. Binned means and 95% confidence intervals are shown as closed circles, and a reference line at 
zero. 
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Figure 3.13. (a) Locations of the Mississippi embayment (green), the West Atlantic Basin (red), and the 
Gulf of Mexico Basin (blue) from Coleman and Cahan (2012), with ground motion recording stations 
used in this study shown in gray. (b) Binned mean and 95% confidence intervals for sites located in the 
above basins as well as all sites outside of known basins (Coleman and Cahan 2012) shown as a function 
of oscillator period. 
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The second set of residuals is derived using GMMs combined with the proposed site terms 
(Eq. 3.4). These residuals are computed using Eq. (3.2) and then partitioned using Eq. (3.3). The 
between-event residuals (89,#) for PGV are shown as a function of M in Figure 3.14 and show no 
discernable trend, which is consistent with results presented in the documentation of the GMMs. 
Figure 3.15 shows that within-event PGV residuals (EWij) are unbiased and have minimal trend 
with rupture distance (RRUP). An exception is bias at close distance (< 10 km), which is a feature 
of the GMMs that is not vital for the present application for estimating site effects using a non-
reference site approach, due to the small number of observations that are affected. This check is 
particularly important to demonstrate that modification of the site term (relative to what was 
considered in GMM development) does not appreciably affect the ability of the modified GMM 
to fit the geometric spreading and anelastic attenuation effects implied by the data. Similar trends, 
not shown for brevity, were encountered for other intensity measures.  
 
Figure 3.14. Peak ground velocity (PGV) event terms (hE,i) for Yenier and Atkinson 2015 (YA15) and 
Hassani and Atkinson 2015 (HA15) shown as a function of moment magnitude (M), with binned means 
and 95% confidence intervals on the mean. 
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Figure 3.15. Within-event residuals (dWij) as a function of rupture distance for peak ground velocity 
(PGV). 
 
The within-event model residuals (EF#$) were partitioned using mixed-effects analysis into 
site terms (8?,$) and the remaining within-event single station residual (eij) according to Eq. (3.9). 
The standard deviations of site terms represent site-to-site variability (fS2S) and the standard 
deviation of the remaining residuals is the single station within-event variability (fSS).  
EF#$ = 8?,$ + !#$             (9) 
The fS2S values for sites in CENA, computed using YA15, the Flin model presented herein, and the 
screened dataset from the Ground Motion Database section with an additional criterion that each 
site has greater than three recordings, are plotted as a function of oscillator period in Figure 3.16a. 
Also shown in Figure 3.16a are fS2S terms computed by Goulet et al. (2017) using the NGA-West2 
data (Ancheta et al. 2014) and Japanese data (Dawood and Rodriguez-Marek 2016) for magnitudes 
less than 5. The fSS values for CENA computed in this study are shown in Figure 3.16b to be 
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comparable to the CENA-specific, magnitude-independent fSS model presented in Goulet et al. 
(2017).  
The results in Figure 3.16a indicate that all three regions have comparable fS2S values at 
small magnitudes. This was not necessarily expected, as the weaker VS30-scaling in CENA 
indicates that the model captures less of the site response than in other regions, and could be 
expected to produce higher fS2S values. The lack of significant differences in fS2S suggests that the 
effectiveness of VS30-scaling models for the respective regions in describing site-to-site variability 
in ground motions are comparable. For CENA and elsewhere, such variability can be reduced by 
adding resonant peaks to the amplification function near a site frequency (e.g., Hassani and 
Atkinson 2017; Kwak et al. 2017), which was not considered in the present study due to lack of 
independent information on peak frequencies at recordings sites. 
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Figure 3.16. (a) Comparison of site-to-site variability, fS2S, for small magnitude events from CENA (this 
study), the NGA-W2 dataset (using the BSSA14 GMM), and Japanese data (Dawood and Rodriguez-
Marek 2016). Values of fS2S for the latter two regions are taken from Goulet et al. (2017); (b) a 
comparison of the within-event single-station variability (fSS ) computed in this study with the NGA-East 
period and magnitude-independent fSS model (Goulet et al. 2017). 
 
Figure 3.17 shows ck as a function of period, which represents GMM bias. The bias terms 
are modest but non-zero for the YA15 and HA15 GMMs, which has implications for GMM 
utilization as described further in Summary and Recommendations.   
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Figure 3.17. Ground motion model bias, ck, as a function of oscillator period. 
 
3.4.4 Model Validation Using B_SGD02 GMM  
The model validation using the B_SGD02 GMM from Boore (2015a) (as described in Model 
Development) consisted of:  
1 Computing a new set of within-event rock residuals ( Rij) derived using reference ground 
motions from B_SGD02, and a dataset screened using criteria consistent with the 
applicability of B_SGD02, 
2 Plotting the resulting residuals against VS30, as shown in Figure 3.18,  
3 Checking the performance of the model (derived using different GMMs) against the new 
observations.  
Based on the results in Figure 3.18 for 1.0s PSA, we find misfits in some individual velocity bins, 
but the model globally provides a visually reasonable fit to the data. This finding, along with the 
similarity of coefficients derived using the HA15 and YA15 GMMs, suggests that reasonable 
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variations in distance attenuation functions do not appreciably change the resulting site 
amplification model.  
 Figure 3.17 does not show ck values for B_SGD02 as Boore (2015a) does not recommend 
using this GMM for forward prediction, and therefore the mean misfit of the GMM with an updated 
site term is not pertinent. 
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Figure 3.18. Validation of the proposed model using within-event rock residuals computed with Boore 
2015a (B_SDG02). Within-event rock residuals (eRij) for PGV (top) and 1.0s PSA (bottom). 
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3.4.5 Model Limitations 
The model presented here applies for small-strain, linear conditions associated with weak ground 
motions. As such, it does not account for soil nonlinear effects that would be significant for soft 
sites and at short oscillator periods (< ~ 1.0 s). Moreover, this model does not include the effects 
of sediment depth or site period, which can significantly affect observed amplification levels 
(Hassani and Atkinson 2016a, 2017) and the results of simulations for CENA site conditions 
(Harmon et al. 2019b). As described in the Introduction, the model presented here can be combined 
(in a natural log additive sense) with simulation-based models for nonlinearity. The model can also 
likely be used with models for resonance effects near a site frequency, although we have not tested 
this.  
The present model is ergodic, and as such cannot account for site-specific features related 
to specific geologic conditions that may appreciably affect ground motions at a particular site. As 
a result, for important projects we encourage non-ergodic site response modeling (e.g., Stewart et 
al., 2017b) that can account for these effects. These effects are not provided by the suite of GWG 
models, of which this chapter presents one component.  
The proposed model is applicable for PGV and PSA oscillator periods from 0.065 to 8s. 
The range of VS30 is 200 m/s to 2000 m/s. When used with GMMs that provide ground motions at 
a reference site condition of 3000 m/s, an adjustment for the 760 to 3000 m/s reference conditions 
is needed – recommended models for this are provided in Stewart et al. (2017a). 
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3.5 SUMMARY AND RECOMMENDATIONS 
Although there has been significant previous work on rock-conditioned GMMs for stable 
continental regions including CENA, models of site amplification for soil and weathered rock site 
conditions are limited. Most previously available models are simulation-based using CENA site 
conditions or are empirically derived for active regions and adopted for CENA with limited 
validation. We present linear site amplification models intended for use with GMMs developed in 
the NGA-East project for reference rock site conditions corresponding to CENA hard rock (VS = 
3000 m/s; Hashash et al. 2014) or the NEHRP B/C boundary (VS30 = 760 m/s). Our models apply 
over the VS30 range 200-2000 m/s and for the intensity measures of PGV and PSA at oscillator 
periods between 0.065 and 8 seconds. The proposed model is given in Eq. (3.4) with the 
coefficients in Table 3.2. The value of kln,m in Table 3.2 from Bayesian regression does not include 
effects of independent parameter uncertainty, which can be incorporated for evaluation of klln 
using Eq. (3.7). The model can be combined with models for the nonlinear component of site 
response derived from simulations (Harmon et al. 2019b), and potentially with additional terms 
that account for resonance effects near a site frequency (Harmon et al. 2019b, Hassani and 
Atkinson 2017). Neither of these model combinations has been tested using CENA data, although 
the use of VS30-scaling and nonlinear models is a well-established (and validated) practice in active 
regions (e.g., Seyhan and Stewart, 2014).  
 The proposed model demonstrates distinct site amplification features from active regions, 
with weaker VS30-scaling and less variation in amplification with period. For this reason, we 
recommend against applying active region models in CENA, which to this point has been a 
common practice.  
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There is an important caveat to the joint use of the GWG site amplification models (the 
model presented, along with Harmon et al. 2019b for effects other than VS30-scaling) with NGA-
East GMMs, which is that the GMMs were derived with different site models. When those GMMs 
are used with the present model, bias relative to observation is encountered. Such effects can be 
accounted for through modification of the constant term in the reference rock GMMs. The 
approximate magnitude of this adjustment is represented by the bias terms in Figure 3.17 for the 
YA15 and HA15 models, although there is considerable epistemic uncertainty regarding this term 
for the strong shaking conditions that will typically control hazard. The ck values presented for 
YA15 and HA15 do not necessarily apply for other GMMs. Accordingly, this potential bias should 
be checked and incorporated into model predictions. 
4 EXPERT PANEL RECOMMENDATIONS FOR ERGODIC 
SITE AMPLIFICATION IN CENTRAL AND EASTERN 
NORTH AMERICA  
 
 
4.1 INTRODUCTION 
The Next Generation Attenuation – East (NGA-East) project produced ground motion models 
(GMMs) for central and eastern North America (CENA) (PEER 2015a, b, and Goulet et al., 2017). 
The majority of these models provide ground motion intensity measure predictions as a function 
of earthquake source and wave propagation path for sites with a hard-rock reference condition 
defined as shear-wave velocity Vs = 3000 m/s and site decay parameter  k0 = 0.006s (Hashash et 
al. 2014). Some of those models also provide ground motions for the National Earthquake Hazards 
Reduction Program (NEHRP) B/C boundary condition of VS30 = 760 m/s, where VS30 is the time-
averaged shear-wave velocity in the upper 30 m of the site.  
The United States Geological Survey (USGS) National Seismic Hazard Maps present 
ground motion intensity measures with specified probabilities of exceedance over a 50-year time 
period (Petersen et al. 2015). As of this writing, a major update of these maps is underway that is 
utilizing NGA-East GMMs for the CENA region (Petersen et al. 2018). A special consideration 
for this update is that maps are being produced for a variety of site conditions (represented by a 
range of VS30) and periods, as a result of recommendations from Project 17 [M. Petersen, pers. 
communication, July 2016]. This is a departure from past practice in which the maps were 
produced for the NEHRP B/C boundary site condition (VS30=760 m/s) and the ground motion 
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measures of peak acceleration and 5% damped pseudo-spectral acceleration at oscillator periods 
of 0.2 and 1.0s. 
An expert panel (comprised of Jonathan Stewart, Gail Atkinson, David Boore, Youssef 
Hashash, Walter Silva, and Robert Darragh) was convened in 2016 with a charge to review 
alternate site amplification models for CENA and to provide recommendations to the USGS and 
other interested parties regarding estimation of median site effects and their epistemic 
uncertainties. This work required that recommended models be based on VS30 as the sole predictive 
variable for site response, for compatibility with the NEHRP site categories A-E used in current 
practice (which are defined for ranges of VS30). The consideration of models conditioned on 
alternative or additional parameters such as depth or dominant site period was beyond our scope; 
all authors agreed that such alternative models should be included for CENA in future code 
updates.  The panel developed initial recommended procedures that were presented in two reports 
in June 2017 (Stewart et al. 2017a; Hashash et al. 2017). As the USGS implemented these models, 
feedback was provided to the panel (both from USGS scientists and via public comment), which 
resulted in several adjustments. This chapter presents models ultimately recommended by the 
panel and implemented for the national maps by USGS, including adjustments since June 2017. 
We explain the reasoning behind the model formulation and the definition of uncertainties. The 
emphasis here is on the linear components of the model, which presented the principle technical 
challenges. The nonlinear component of the model and its uncertainty are given in a companion 
paper (Hashash et al. 201x), which updates a prior report (Hashash et al. 2017).  
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4.2 PRIOR WORK 
4.2.1 Empirical Site Amplification Studies 
Empirical site amplification studies, while numerous and well-established in some active tectonic 
regions, are a relatively recent development in stable continental regions like CENA. This is due 
to a number of factors, including a lack of VS30 information at seismographic sites in CENA 
(addressed in NGA-East by the development of a regional, proxy-based VS30-prediction model; 
Parker et al. 2017). Parker et al. (2019) present an empirical linear site amplification model, 
conditioned on VS30, that was developed by the NGA-East Geotechnical Working Group (GWG). 
Hassani and Atkinson (2016a) derived the frequency of peaks in H/V spectral ratios using CENA 
data, and used those peak frequencies as predictive parameters for analysis of site effects. They 
find that the data-derived peak frequencies are more effective than VS30 at predicting site effects in 
the CENA data. Additional literature review on CENA empirical site amplification is presented by 
Parker et al. (2019), Chapter 3.0 herein. The panel considered the Parker et al. (2019) and Hassani 
and Atkinson (2016a) empirical models.  
4.2.2 Simulation-Based Site Amplification 
As a result of limited empirical site amplification studies for the reasons described above, previous 
work in CENA has largely investigated site amplification using simulations of wave propagation 
through shallow sediments. The panel considered three studies (or collections of studies) for 
CENA. The first was by Hwang et al. (1997) and was targeted at the CENA region generally. They 
computed site coefficients akin to those for the NEHRP Provisions for CENA using equivalent-
linear ground response simulations with simulated input motions generated using the method 
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described in Hwang and Huo (1994). They considered five representative profiles for NEHRP site 
classes A-E (profiles shown in Lin et al. 1996). Their results for site classes A and B (rock sites) 
match those in the 1992 NEHRP Provisions. Site factors for Classes C-E are generally higher. 
Figure 4.1(a) shows their recommended site amplification for Classes C-E for a rock peak 
acceleration level of 0.3g, and Figure 4.1(b) shows the variation of Class D amplification with 
shaking amplitude.  
 
 
Figure 4.1. (a) Computed CENA site amplification by Hwang et al. (1997) for NEHRP classes C, D, and 
E relative to a site class B condition for rock peak acceleration 0.3g; (b) Dependence of computed 
amplification for class D on rock peak acceleration. 
 
The second group of studies evaluated site effects for the Mississippi embayment region 
(Hashash and Park 2001; Romero and Rix 2001; Park and Hashash 2005a; Park and Hashash 
2005b; and Hashash et al. 2008). The literature for this region is substantial and has arguably 
been supplanted by more recent work by the NGA-East GWG as presented in Harmon et al. 
(2019a,b). The GWG study considered a wide variety of site conditions and input motions, and 
used fully nonlinear ground response simulations. Models were provided for VS30-scaling, other 
linear effects, and nonlinearity.  
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The third CENA study is from Aboye et al. (2015), who developed site factors for 
Charleston, South Carolina. They developed a series of reference VS profiles assuming different 
Quaternary layer thicknesses and taking layer velocities from measurements in Quaternary and 
Tertiary units. After introducing VS profile variability, they adopt 56 profiles, placed over a half-
space with VS = 700 m/s. They simulated input motions and both equivalent linear and nonlinear 
ground response simulation methods. Figure 4.2 shows representative results for amplification of 
0.2s PSA. 
 
Figure 4.2. Computed amplification of 0.2s PSA for Charleston, South Carolina by Aboye et al. (2015) 
for input ground motion intensity for rock of 0.2s PSA = (a) 0.125g and (b) 0.5g. 
 
4.3 RECOMMENDED MODEL 
4.3.1 Approach 
Site amplification relative to a VS = 3000 m/s reference condition is denoted FS and is provided in 
natural log units. The recommended model has three additive components representing: (i) VS30–
scaling relative to VS30=760 m/s, (ii) amplification at the VS30=760 m/s site condition relative to 
3000 m/s, and (iii) nonlinear effects. The first two components are independent of shaking 
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amplitude, and hence are described as linear and are denoted Flin. The nonlinear component is 
denoted Fnl and is also in natural log units. The total amplification is the sum: 
 >? = >-#. + >.-	 (4.1) 
where  
 >-#. = >L(2?@A, m) + >noA(2?@A, m)	 (4.2) 
where FV is the VS30-scaling term and F760 represents amplification at the VS30 = 760 m/s site 
condition relative to a 3000 m/s reference condition. Recommended median models for FV and 
F760 are given in the following sub-sections along with their epistemic uncertainties. Justification 
for the selection of these models is given in later sections of this chapter. Hashash et al. (201x) 
present the model for nonlinear effects and related uncertainties. Equation 4.2 is suitable for use 
with a GMM having a reference condition of VS = 3000 m/s. It can be extended to a reference 
condition of VS30=760 m/s by dropping the F760 term.  
For the FV term the recommended model is largely controlled by empirical observations 
(NGA-East ground motion data), and for the F760 and Fnl terms it is controlled by simulations. The 
rationale for this approach is discussed in the Summary and Discussion section of this chapter.  
 
4.3.2 VS30-Scaling Model 
The VS30-scaling model is quad-linear in log-log space, as given below: 
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>L =
⎩⎪⎪
⎪⎨
⎪⎪⎪
⎧ C&' K LMLNOPQ																																																																											 																															2?@A ≤ 2VC&' KLWpXYLNOP Q 																																																																																																2V < 2?@A ≤ 2[C&' K L\LNOPQ 																																																																																															2[ < 2?@A ≤ 2qC&' K L\LNOPQ − rC&' K L\LNOPQ + >noAs &' tLWXYLu v &' t@AAALu vw 				2q < 2?@A ≤ 3000y/{
     (4.3) 
 
The third term is constant at the amplification for 2000 m/s. The model form is shown in 
Figure 4.3. Term c represents the slope in log-log space for the central portion between corner 
velocities V1 and V2. Velocities 2ℓ and 2q represent the approximate lower and upper limits of the 
range constrained by observations. Velocity Vref is taken as 760 m/s; its physical meaning is the 
velocity at which FV = 0. The model is flat (constant FV) for VS30 < V1 and V2 < VS30 < Vu.  The last 
interval of the model represents interpolation between constrained amplification levels at Vu and 
3000 m/s, the latter being –F760 as shown in Figure 4.3. Model coefficients c, V1, and V2 are 
oscillator period-dependent. The coefficients are plotted as a function of period in Figure 4.4 and 
are tabulated in the electronic supplement. The basis for the proposed VS30-scaling model is 
described in the FV Model Development section below.  
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Figure 4.3. Form of recommended median VS30-scaling model (Eq. 4.3) and the associated uncertainty 
(Eq. 4.4) for 1.0s oscillator period. Coefficients in electronic supplement Table E1. 
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Figure 4.4 Period-dependence of coefficients in FV model. Coefficients that are interpolated, 
extrapolated, and computed using simulations as a guide are indicated separately from those developed 
from data and model inferences 
 
The epistemic uncertainty associated with the model is given by a log-normal standard 
deviation sv that is constant over the middle portion of the VS30 range (between Vf and V2) and 
increases at the low- and high-velocity limits of the model, as shown in Figure 4.3. sv is given by:  
 }^ =
⎩⎪⎪
⎨⎪
⎪⎧ ℓ^ − 2( ℓ^ − }^) LpXYÄLℓLPÄLℓ + ( ℓ^ − }^) KLpXYÄLℓLPÄLℓ Q[ 											2ℓ < 2Å@A < 25	}^																																																																																													25 ≤ 2Å@A ≤ 2[
}^ + (^q − }^) tLpXYÄL\LuÄL\ v[ 																																																2[ < 2Å@A < 2q^q Ç1 − -.tLpXY LuÑ v-.t@AAA LuÑ vÖ 																																														2q < 2Å@A < 3000y/{	
		          (4.4) 
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The coefficients for the uncertainty model are the uncertainty in the central portion of the 
velocity range (svc), the increased uncertainty ( ℓ^ − }^) at the lower-limit velocity for the model 
(2ℓ), and the increased uncertainty (^q − }^) at the upper-limit velocity (Vu). Velocity Vf is 
specific to the uncertainty model and velocities V2 and Vu are the same as for the median model. 
These and other coefficients are given in the electronic supplement 
4.3.3 F760 Model 
The F760 model modifies ground motion intensity measures from the NGA-East reference 
condition of VS = 3000 m/s to VS30 = 760 m/s as a function of oscillator period. The recommended 
model is a weighted combination of two models derived from simulations using two groups of 
velocity profiles (each with VS30 = 760 m/s) characterized by large impedance contrasts and 
velocity gradients. The resulting amplification models are denoted >noA#lÜ and >noAá3 , respectively. 
Figure 4.5 shows the median models and their epistemic uncertainties, -^.ànoA.  
 
Figure 4.5. Reference condition site factors, F760, for impedance and gradient conditions, and the 
associated uncertainties as a function of oscillator period. 
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The recommended model for F760 is given as:  
 >noA(2Å@A, m) = â#lÜ(2Å@A)>noA#lÜ(m) + âá3(2Å@A)>noAá3 (m)	 (4.5) 
The weights are a function of VS30. Sites with a VS30 ³ Vw1 receive a high weight (wimp) to the >noA#lÜ 
model, and sites with VS30 < Vw2 receive a high weight (wgr) to the >noAá3  model. The weights taper 
between the models for velocities between Vw1 and Vw2, 
 â#lÜ(2Å@A) = äâV																																																															RST	2Å@A ≥ 2åV1.97 ∙ &' tLpXYLè\v + â[																		RST	2å[ ≤ 2Å@A < 2åVâ[																																																														RST	2Å@A < 2å[       (4.6) 
 âá3 = 1 − â#lÜ  (4.7) 
At each value of VS30, weights wimp and wgr sum to 1.0. Coefficients tabulated in the electronic 
supplement include the median models (>noA#lÜ and >noAá3 ), standard deviations -^.ànoA, weight 
transition velocities Vw1 and Vw2, and weights w1 and w2. Justification for the proposed model is 
given in the F760 Model Development section of this chapter. 
 
4.4 FV MODEL DEVELOPMENT 
4.4.1 Models Considered 
The proposed model for VS30-scaling (FV) is based upon results from prior research. Here we 
describe how results for selected models were adapted for the model-to-model comparisons and 
explain why certain models were not selected. 
We consider two empirical models: (1) a model relating site amplification to peak 
frequency (fpeak) from horizontal to vertical spectral rations using NGA-East data for CENA 
(Hassani and Atkinson 2016a); and (2) an empirical VS30-scaling model developed by the NGA-
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East Geotechnical Working Group (referred to subsequently as GWG-E; Parker et al. 2019). 
Additional empirical models that were considered but ultimately not used are Hollenback et al. 
(2015), Al Noman and Cramer (2015), and Graizer (2015). The site effects model for two 
Hollenback et al. (2015) GMMs was developed in Fourier amplitude space, which is not readily 
applicable to response spectral ratios. The GMMs developed by Al Noman and Cramer (2015) and 
Grazier (2015) were not considered ready to be used as seed models over a wide frequency range 
(Goulet, personal communication, 2017), and hence were not used. Upon the completion of the 
panel’s analysis work, a new model was published (Hassani and Atkinson, 2017). Because the 
VS30-scaling in that model is similar to GWG-E, a renewal of panel activity to formally consider 
the Hassani and Atkinson (2017) model was considered unnecessary.  
The Hassani and Atkinson (2016a) model provides a variation of amplification that is 
peaked at site peak frequency fpeak (i.e, amplification tapers down for frequencies lower and higher 
than fpeak). To apply this model, we convert fpeak to VS30 using a relationship between these site 
parameters as given by Hassani and Atkinson (2016b). Values of fpeak corresponding to four values 
of VS30 (one in each NEHRP category D-A) were derived as follows: 270 m/s – 2.33 Hz, 560 m/s 
– 7.41 Hz, 1170 m/s – 23.8 Hz, and 2032 m/s – 57.3 Hz. Tabulated amplification values (provided 
by B Hassani, personal communication, 2016) were then used to estimate the site term for each 
approximate VS30. The Hassani and Atkinson results were shifted vertically so that the average 
between classes C and B passes through unity (zero in ln units) at 760 m/s. The GWG-E model 
was used without modification. 
We also considered four simulation-based models: (1) Darragh et al. (2015) [also referred 
to as Pacific Engineering and Analysis, i.e. PEA]; (2) a simulation-based VS30-scaling model 
developed by the NGA-East Geotechnical Working Group (referred to subsequently as GWG-S; 
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Harmon et al. 2019b); (3) Hwang et al. (1997); and (4) Aboye et al. (2015). Models (1), (3), and 
(4) were introduced in the Prior Work section. The PEA model uses a reference condition of VS = 
3000 m/s. To apply this model, we adjusted amplification values to a reference condition of VS30 = 
760 m/s by dividing by F760 values given in Darragh et al. (2015). Hwang et al. (1997) present 
tabulated amplification values for 0.2 and 1.0s PSA for NEHRP categories A-D, which we plot at 
category mid-velocities (VS30 = 1868, 1052, 498, and 243 m/s ). The Hwang et al. (1997) results 
were adjusted to an amplification of 1.0 at VS30 = 760 m/s; original results were at 1.0 for class B. 
We applied the median model from Aboye et al. (2015) as shown in Figure 4.2 for 0.2 and 1.0s 
PSA. The GWG-S model was provided by J. Harmon (personal communication, 2016) in a form 
that was already corrected to the 760 m/s reference rock condition. 
 
 
 
4.4.2 Model Comparisons and Recommended Median Model 
Figure 4.6 present the considered CENA site amplification models for periods of 0.1 and 1.0s. 
Also shown for comparison is the Seyhan and Stewart (2014) model for active tectonic regions 
(all periods) and the site factors in the NEHRP provisions for periods of 0.2 and 1.0 s. 
One notable feature in the plots is that the GWG-S and Aboye et al. (2015) simulation-
based models have downward curvature in the VS30-scaling at short periods (T ≤ 0.3 s), which is 
not present in the PEA model. One explanation for the difference in simulation results is different 
small-strain soil damping formulations. The PEA model is based on equivalent-linear simulations 
that used strain-dependent ‘Peninsular Range’ modulus reduction and damping curves (Silva et al. 
1997) as well as a subset of the EPRI (1993) curves in the upper 150 m with visco-elastic soil 
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below. At greater depth, the visco-elastic damping was limited so as to not allow the site damping 
parameter (k0) to exceed 0.04s. The linear viscous-elastic simulations in Harmon et al. (2019b) 
used the small-strain damping ratio (Dmin) from the Campbell [2009] Q-VS Model 1 without 
constraining it according to the resulting surface k0. As a result, the GWG-S simulations often 
have higher levels of profile damping than those of PEA. The physics of wave propagation require 
increased damping to decrease ground motion, particularly at high frequencies. The panel elected 
to not incorporate the downward curvature feature in VS30-scaling into the recommended median 
model, due to this feature not being evident in the GWG-E empirical data. 
The Hassani and Atkinson (2016a) model exhibits peaked behavior in amplification-VS30 
space at the VS30 value corresponding to the PSA oscillator period being plotted. For example, in 
Figure 4.6 (oscillator response for T = 0.1 s, corresponding to fpeak = 10 Hz) the model peaks at 
~600 m/s. The peaks occur at slower velocities as period increases. This behavior is a consequence 
of fpeak being the sole site parameter in the Hassani and Atkinson (2016a) model; in the 
implementation of the model for this study, VS30 is used as a proxy-measure for fpeak, in which 
stiffer sites (higher VS30) have higher peak frequencies.  
The GWG-E model demonstrates relatively flat scaling at both slow (VS30 < V1) and fast 
(VS30 > V2) velocities. Both trends are generally supported by the simulation-based models and 
have different physical explanations. At slow VS30 and short periods, the reduction of scaling is 
likely due at least in part to the effects of soil damping. For longer periods, the cause of the flat 
scaling at slow VS30, especially as compared to western models (SS14), may be attributable to 
averaging the effects of peaked response curves over profiles having different average soil depths, 
which peak near different periods. While sediment depth information at seismograph sites is 
generally unknown, Parker et al. (2019) investigated bias in the GWG-E model for sites in 
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particular basins, and found no systematic features that would justify adjustment to the model. At 
fast VS30, the reduction of scaling is thought to be caused by the reduced predictive power of VS30 
as a site parameter for stiff sites with relatively long wavelengths (compared to slower sites with 
shorter wavelengths). Overall the best agreement between GWG-E and simulation-based models 
are at VS30 > ~400 m/s and T > 0.2s. 
The model for active tectonic regions (Seyhan and Stewart 2014) provides a poor match to the 
CENA results for most periods. Some particular areas of divergence are:  
• The SS14 model does not show flattening of the VS30-scaling at slow velocities 
• For the central range of VS30 (approximately between V1 and V2), the active region VS30-
scaling is steeper than that for CENA models. 
Because the NEHRP site factors follow the Seyhan and Stewart model, just as the CENA results 
reject SS14, they also reject the current NEHRP factors (in CENA). 
The panel based the median model largely on GWG-E. Referring to Equation (4.3), the 
zero gradient for VS30 < V1 and slope c for V1 < VS30 < V2 are taken from GWG-E. The third and 
fourth elements of the recommended model (i.e., the segments for VS30 > V2) depart from GWG-
E. Those elements of the model in Eq. (4.3) were constrained by simulations as described further 
below (Fast Velocity Model Elements section). A second exception is that at slow velocities and 
oscillator periods of 0.3–0.8s, we decrease V1 from GWG-E values, which raises the amplification. 
This change was motivated by the GWG-E amplification being lower than other models for soft 
soils in this period range. 
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4.4.3 Period Interpolation and Extrapolation 
The original work of the panel was constrained by the useable period range of NGA-East data, 
which is approximately 0.08 to 5.0s.At the request of USGS, the panel estimated coefficients for 
a wider range of periods and for a few periods inside of the originally considered range but for 
which plots such as in Figure 4.6 had not been developed. Intensity measures for which these 
estimates are provided are indicated in Figure 4.4 (both interpolated and extrapolated). Parameter 
V2 is not obtained by interpolation or extrapolation, but rather by procedures described in the next 
section. 
Interpolated periods are 0.15, 0.25, 0.75 and 1.5s. Coefficients other than V2 in Eq. (4.3-
4.4) were obtained by log-linear interpolation of the nearest-neighbors.  
In the case of extrapolated short period coefficients (0.01, 0.02, 0.03, 0.04, 0.05, and 0.075 
sec), we considered the trend of coefficients with period as provided by simulations (Harmon et 
al. 2019a,b). In the simulation results, coefficient c decreases modestly for periods less than 0.1s 
before increasing to a local peak at 0.015s, and then saturates to match the values for PGA at about 
0.007 s. These features are shown in Figure 4.4. We use a coefficient at the 0.015s peak that is 
20% lower than that at 0.1s (-0.28) which is motivated by this same shift in simulation-based 
coefficients. For V1, values derived from data increase as the period shortens (Figure 4.4), which 
is consistent with features in the simulation-based model for periods under about 0.1 s. We follow 
this pattern, using the V1 at 0.1 s for shorter periods.  
In the case of extrapolated long period coefficients (7.5 and 10s), we project values of c using 
the slope computed between existing coefficients at 4.0 and 5.0s (Figure 4.4). This pattern matches 
the general trend of models for active regions. We consider the use of empirical model trends to 
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be preferred to guidance from simulations due to difficulties in modeling site response with 1D 
models at long periods (e.g., Stewart et al. 2017b). For V1, we maintain the value at 5.0s for longer 
periods. 
4.4.4 Fast Velocity Model Elements 
The empirical data in Figure 4.6 provide relatively weak constraint to the FV model for fast sites 
(VS30 > ~ 1000 m/s). In order to provide sensible variations of site amplification in this range, we 
considered simulation results for amplification at sites with VS30 = 2000 m/s by Boore (2015). 
Boore performed computations using the square-root-impedance method, also known as the 
quarter-wavelength method (Boore 2013). These simulations used velocity profiles with VS30 = 
2000 m/s and 3000 m/s, which were modified from the very hard rock crustal model of Boore and 
Joyner (1997). The site damping parameter k0 was taken as 0.006s for both profiles. Figure 4.7 
shows the site amplification at 2000 m/s relative to the 3000 m/s reference as interpreted from 
these simulations.  
 
Figure 4.7. Simulation-based site amplification for VS30=2000 m/s site relative to 3000 m/s reference 
condition, derived from Boore (2015b) using results for M=6-8 and Rrup = 10-100 km. 
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The selected values of site amplification at 2000 m/s, shown in Figure 4.7, were used to 
constrain the FV model. The corresponding FV values were computed from the results in Figure 
4.7 as,  
 !"($%) = ()(*+,,,) − !./,012 (4.8) 
where Vu is 2000 m/s and Y2000 is the site amplification in Figure 4.7. We used the impedance 
model for F760 in this case, which we consider to be more appropriate for fast sites.  The model in 
Eq. (4.3) is formulated to provide an amplification of !"($%) for V2 < VS30 < Vu. This is obtained 
by adjusting V2 from the original GWG-E values. The adjusted values of V2 are shown in Figure 
4.4 (labeled as computed). The last line of Eq. (4.3) provides for a linear decrease of amplification 
from !"($%) to –F760 between Vu and 3000 m/s.  
4.4.5 Model Uncertainty 
We developed the model uncertainty shown in Figure 4.6 and the electronic supplement using 
engineering judgment, rather than through a formal calculation of standard deviations between 
models. This approach was applied for three principal reasons: (1) the variations among models is 
uneven across periods, being relatively low for T > 1.0s and large at smaller periods   ̶  in the 
judgment of the panel, these period-to-period features do not reflect true epistemic uncertainties 
in site amplification; (2) for many periods, the median model is not at the center of the range in 
log space (there are often more models above than below the median)  ̶as a result, application of a 
formal standard deviation around the median model would not have encompassed the expected 
number of models; and (3) the panel judged that increases in the model uncertainty should be 
applied at upper and lower ends of the velocity range, where data are sparse   ̶reliance on formal 
statistical methods would frequently not provide this.  
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We interpreted the distribution of results in the figures and proposed a range that can be 
interpreted as ± one standard deviation (sv). We sought to center the model on the median, to have 
the width of the range represent uncertainty in a smoothed manner across the velocity range (not 
fluctuating), and to increase the uncertainty at slow and fast velocities where data are relatively 
sparse. In Equation 4.4, term svc represents the selected standard deviation in the central portion 
of the velocity range, and is plotted as a function of period in Figure 4.8. The relations in Equation 
(4.4) for $ℓ < VS30 < V1 and Vu > VS30 > V2 are polynomials constrained to have dispersion of svc 
and zero slope at V1 and V2.  
As shown in Figure 4.3, the uncertainty linearly decreases towards zero between Vu and 
3000 m/s. This is applied because the model considered that the epistemic uncertainty for sites at 
or near 3000 m/s to be captured by the NGA-East GMMs (Goulet et al. 2017), with further 
uncertainty associated with site amplification being unnecessary.  
We increased model uncertainty at short and long periods where coefficients were 
extrapolated. Figure 4.8 shows these increases to 456 beyond the observation range of 0.08-5.0s. 
Similar increases are provided for 4ℓ and	4%. These increases were largely based on expert 
judgement. Values of Vf were also increased in the extrapolation region, which has the effect of 
broadening the velocity range with increased uncertainty (i.e. lines 1 and 3 in Eq. 4.4).  
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Figure 4.8. Trend with period of epistemic uncertainty parameter 456 as developed from observation and 
as extrapolated to short and long periods 
 
 
4.5 F760 MODEL DEVELOPMENT 
4.5.1 Models Considered 
The proposed model for adjusting ground motion intensity measures from the VS = 3000 m/s 
reference condition to VS30 = 760 m/s (F760) is based on a number of alternative simulation results, 
all of which are based on one-dimensional ground response analyses of various types. This section 
presents the considered simulation results.  
The panel considered results from four investigations – Boore and Campbell (2017), PEA, 
GWG-S, and Frankel et al. (1996) (later applied in Atkinson and Boore 2006). Boore and Campbell 
(2017) use both a square-root impedance approach and an approach that captures resonance 
effects. We consider the Boore and Campbell (2017) results to largely supersede results from 
previous related studies (Beresnev and Atkinson, 1997; Boore and Joyner, 1997; Boore, 2015; and 
Boore and Thompson, 2015). PEA and GWG-S used wave propagation analysis procedures (RVT-
based equivalent linear and linear viscous-elastic, respectively) that capture resonance effects, and 
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nonlinear effects in the case of PEA. Different material damping models were used in these studies, 
as discussed previously. The Frankel et al. (1996) study was re-done here for various magnitude 
and distance combinations using a square-root impedance approach.  
Figure 4.9 shows the profiles used by PEA, GWG-S, and Frankel et al. (1996). The GWG-
S profiles are based on measurements from CENA sites in which VS30 is between 700 and 800 m/s. 
The Boore and Campbell (2017) profiles (not shown in Figure 4.9) are similarly selected to be 
within 10% of 760 m/s), and as a group are qualitatively similar to those of GWG-S. The three 
PEA profiles are intended to be representative of three different CENA geologic conditions: glacial 
till, Piedmont saprolite, and a weathered rock gradient, all with VS30 = 760 m/s. They were 
constructed using suites of measured profiles reflecting these near surface geologies. The Frankel 
et al. (1996) profile represents a rather gradual increase of velocity with depth. A typical feature 
of the profiles considered by Boore and Campbell, PEA (till, saprolite), and GWG-S is the presence 
of impedance contrasts; these profiles were used to develop the impedance model (!./,012).  The 
weathered rock (PEA) and gradient (Frankel et al.) profiles lack large impedance contrasts; these 
were used to develop the gradient model (!./,89 ).  
Aside from VS profiles, the other site parameter that strongly influences F760 is the site 
damping parameter κ0. Based on an assessment by Boore and Campbell (2017), we use their 
simulation results for k0 = 0.01, 0.02, and 0.03s.PEA use k0 = 0.02s for 760 m/s profiles. The re-
working of the Frankel et al. (1996) analyses that was performed here used site k0 = 0.01 and 0.02s. 
The GWG-S simulations employ a material damping model, which does not require specification 
of k0.  
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Figure 4.9. Shear-wave velocity vs depth profiles in CENA with VS30 between 700 and 800 m/s (marked 
as GWG-S in legend; Harmon et al. 2017a) or equivalent to 760 m/s as given by PEA (Piedmont 
saprolite, till, weathered firm rock) and Frankel et al. (1996) (gradient). 
 
For the development of 5% damped pseudo spectral acceleration (PSA) ratios, it is 
necessary to compute ground response using acceleration time series, typically developed from 
point source simulations. To encompass a range of conditions, we took results from Boore and 
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Campbell for M5 at 10 km and M8 at 500 km. PEA results also apply for close distances. The 
GWG-S input motions cover a wide range of magnitudes and distances, but can generally be 
considered as having ample high-frequency energy as would be expected for ground motions 
reasonably near a seismic source for hard rock site conditions (VS = 3000 m/s). Harmon et al. 
(2019b) have F760 models for a variety of depths to the 3000 m/s shear-wave horizon; the results 
presented here represent an average over the considered depth range. The gradient profile in Figure 
4.9 was re-analyzed using input motions for M 4.5 and 6.5 and rupture distances of 10, 50, and 
100 km.   
4.5.2 Recommended Impedance and Gradient Models 
Figure 4.10 shows the resulting 5% damped pseudo-spectral acceleration ratios from the three sets 
of simulations for impedance conditions. Most of the results have a similar shape, with a peak near 
0.1-0.2s, decay towards no amplification (unity) at long periods, and highly variable behavior at 
periods below the peak as a result of model-to-model variability and variability between k0 values. 
We consider all of the results in Figure 4.10 to be credible representations of F760 behavior for 
impedance conditions. Accordingly, the recommended model is the median of the models shown 
in the figure. The uncertainty shown in the figure (4:;<./,) represents a smoothed standard 
deviation between models, which decreases appreciably with period.   
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Figure 4.10. Reference site factor F760 for impedance profiles from Boore and Campbell (2017) (labelled 
BC17), PEA (Darragh et al. 2015), and GWG-S (Harmon et al. 2019b). 
 
Figure 4.11 shows amplification results for gradient conditions. The gradient 
amplifications lack the peak near 0.1s and tend to have larger amplification at longer periods. The 
median model and uncertainty encompass the available models, with the exception of results for 
k0=0.01s for short periods.  
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Figure 4.11. Reference site factor F760 for gradient profiles from PEA (Darragh et al. 2015) and Frankel 
et al. (1996), as re-analyzed in this study (labelled Fea96). 
 
4.5.3 Model Weights 
The impedance and gradient F760 models have distinct features, and for many applications, 
guidance is needed regarding the selection of the most appropriate model to pair with FV. 
Particularly noteworthy is the peak at 0.1s in the impedance model, which can appreciably impact 
spectral shape. 
To investigate the degree to which the 0.1s peak in the impedance model is realistic (or not), 
and to guide the selection of appropriate model weights, we examined spectral shapes from CENA 
ground motions for different VS30 ranges. After binning by earthquake magnitude (M), rupture 
distance (RRUP), and VS30, the available spectra were normalized by the average PSA between 0.08 
  
108  
and 1.5s oscillator periods. The spectral shapes for M = 4-5.5, RRUP  = 0-150 km and VS30 bins 
around 2000, 760, 500, and 260m/s are shown in Figure 4.12. The data show a strong peak near 
0.1s in the mean spectral shape for VS30 exceeding 500 m/s, and a peak near 0.25s at 260 m/s.  
These trends match those observed by Hassani and Atkinson (2016b) in the NGA-East data, in 
which the peak of H/V (a proxy for site amplification) is near 0.1 s (10 Hz) for sites with VS30 
values in the range from 500 m/s to 1000 m/s. Results qualitatively similar to Figure 4.12 are 
obtained from spectral shapes of simulated motions for different site conditions.  
 
Figure 4.12. Spectral shapes of NGA-East data for M4-5.5 earthquakes recorded at RRUP between 0-150 
km at sites with the approximate VS30 values marked in the figures. Spectral shapes are normalized by the 
average response between 0.08-1.5s.  
 
The weighting model in Eqs. 4.6-4.7 was formulated to enable the impedance and gradient 
models to be assigned different weights for different VS30 values. Alternate weight assignments 
  
109  
have been discussed among the panel and between the second author and USGS technical staff. 
One approach, preferred by the panel, gives preference to the impedance model for fast sites, and 
to the gradient model for slow sites. Proponents suggested w1 = 0.9, w 2= 0.1, Vw1 = 600 m/s and 
Vw2 = 400 m/s. Another approach, preferred by some USGS staff, gives equal weight to impedance 
and gradient models for fast VS30 sites and preference to the gradient model for soft sites. For use 
in the 2018 national maps, the decision was ultimately made to give 2/3 weight to approach 1 and 
1/3 weight to approach 2 for firm sites, resulting in w1 = 0.767. For soft sites, the gradient model 
was preferred by consensus, resulting in w2 = 0.1. The transition velocities are Vw1 = 600 and Vw2 
= 400 m/s.  
 
4.6 SUMMARY AND DISCUSSION 
4.6.1 Summary Recommendation 
We recommend that ergodic (non-site specific) VS30-based site amplification in central and 
eastern North America be computed using Eqs. 4.1-4.3 and 4.5-4.7, with the coefficients given in 
the electronic supplement for the Flin model. The corresponding nonlinear model (Fnl) is given in 
Hashash et al. (2017, 201x). The model has three components in natural log units: FV for VS30-
scaling referenced to VS30 = 760 m/s, F760 for amplification of the 760 m/s site condition relative 
to the CENA reference of VS = 3000 m/s, and Fnl for nonlinear effects. These models are based 
on a combination of ground-motion data analysis and ground response simulations. The form of 
the FV model is constrained by data, except for very stiff (fast) sites where it is constrained by 
simulations. The F760 models are simulation-based, with an impedance model representing 
conditions with large impedance contrast (applicable to stiff sites) and a gradient model 
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representing conditions with a relatively deep weathering profile and no strong impedance 
contrasts (applicable to soft sites).  
We recognize that our recommendations represent a substantial departure from past 
practice in CENA, which was based on site factors applicable to active tectonic regions. NGA-
East data and simulations demonstrate that such models are biased for application to CENA sites.  
Many CENA sites have strong resonance effects that can be better described by models that 
incorporate information on the site frequency. We encourage the use of such models as part of site-
specific analyses. The use of such models was beyond the scope of the present study, but should 
be considered for future code developments. 
4.6.2 Model Performance 
The linear amplification resulting from the recommended model is given for various VS30 in Figure 
4.13. The amplification is peaked near 0.1s for velocities up to about 500 m/s, as seen in data. The 
peak in the amplification then shifts to longer periods for softer sites. Including nonlinear effects 
(not shown in Figure 4.13) would further emphasize the shift to longer periods for strong shaking 
conditions.  
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Figure 4.13. Linear amplification for oscillator periods from 0.01 to 10s for various VS30 using the 
proposed model with selected weights for USGS maps.    
 
4.6.3 Model Rationale 
Here we discuss several strategies that were employed in model development; they are presented 
as answers to frequently posed questions.  
Why did we adopt a hybrid approach in which simulations are solely used for the nonlinear 
model while empirical data in conjunction with simulations were considered for the linear model? 
Our response is two-fold. First, there is precedent for combining information sources in a hybrid 
manner for application in active tectonic regions (e.g., Dobry et al., 2000; Seyhan and Stewart, 
2014). Moreover, whereas the use of ground response simulations to predict absolute levels of site 
amplification have been shown to be potentially problematic (e.g., Baturay and Stewart 2003; 
Thompson et al. 2012; Kaklamanos and Bradley 2018), their application for prediction of nonlinear 
effects is often effective (e.g., Kwok and Stewart 2006). 
Why do we split the linear amplification term into two components instead of using a single 
term referenced to VS=3000 m/s? The empirical data are useful to constrain the changes in site 
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amplification over the range of site conditions present in the dataset, which is approximately VS30 
= 200 to 2000 m/s. There is no observational basis for extending this range to the 3000 m/s 
reference condition. As a result, the model discussed here uses data where it exists, and uses 
simulations for the step from 760 to 3000 m/s, which is considered preferable to the alternative 
of not using data and relying solely on simulations to evaluate site amplification for any VS30 
relative to 3000 m/s (e.g., as in Darragh et al. 2015, Boore and Campbell 2017, and Harmon et 
al. 2019a,b). 
4.6.4 Limitations 
The models presented in this report are considered applicable for evaluation of ergodic site 
response effects for VS30 = 200 to 2000 m/s and intensity measures of PGA, PGV, and pseudo-
spectral acceleration for oscillator periods between 0.01 and 10.0s. 
Being ergodic, the models presented in this report do not provide site-specific estimates of 
site response effects, even if the VS30 value that is used is measured at the site of interest. Additional 
site-specific attributes could be introduced to the site response estimate by measuring site 
frequency, soil depth, and other dynamic material properties. Resonance effects are known to be 
strong at many CENA sites due to soil layers deposited over hard rock, so consideration of these 
effects can have a substantial impact on site response estimates and we recommend to do so. Such 
effects can be considered through the use of currently available empirical models (e.g., Hassani 
and Atkinson 2016a, 2017), simulation-based models (Harmon et al. 2019b), or site-specific 
analyses.  
Finally, we have a recommendation associated with the application of the site response models 
in this report with NGA-East GMMs. Ideally, the development of GMMs and site terms should 
occur in a coordinated manner. For example, when performing regression of data for GMM 
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development, site amplification models are often used to correct ground motion intensity measures 
to a reference site condition. Source and path attributes are then evaluated from regression on the 
site-corrected data. The coordination referred to above would require that the site models used to 
correct the data are the same as those used for the forward application. However, that was not the 
case for CENA with the NGA-East GMMs currently available (PEER 2015a, b; Goulet et al. 2017) 
and the site amplification model provided here. As a result, it is possible that bias will be found 
when CENA data are compared to NGA-East GMMs combined with our site amplification models. 
Accordingly, we recommend future work to re-evaluate the NGA-East GMMs using the available 
data and our site model, and that appropriate adjustments (likely to the constant term in the GMMs) 
be made to remove any bias that might be observed.  An alternative approach that avoids these 
difficulties is to use the site variables directly within the GMM regression framework 
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5 NEXT GENERATION ATTENUATION GROUND MOTION 
MODEL FOR GLOBAL AND REGIONAL SUBDUCTION 
ZONE EARTHQUAKES 
 
 
5.1 INTRODUCTION 
The Next Generation Attenuation-Subduction (NGA-Sub) project is a large, multi-year, multi-
disciplinary project with the goal of producing uniformly processed ground motion data, including 
time series and spectral data for earthquakes, and a suite of global and regional ground motion 
models (GMMs) for subduction zone earthquakes. This project is organized by the Pacific 
Earthquake Engineering Research Center (PEER), and encompasses subduction zones around the 
world, including those in Japan, Taiwan, British Columbia (Canada), Alaska and the Pacific 
Northwest (United States), New Zealand, Mexico, Chile, and Peru (shown in Figure 5.1).  
The NGA-Sub project had two phases: (1) database development, including compilation of 
uniformly processed time series, computation of ground motion intensity measures, and 
development of metadata from global subduction zone earthquake events and recording sites (e.g. 
Kishida et al. 2018; Ahdi et al. 2017, Contreras 2017, PEER 2019), and (2) model development, 
in which a number of model developer teams worked to build models for predicting ground motion 
intensity measures (IMs) using the NGA-Sub database and auxiliary materials such as ground 
motion simulations. The work presented in this chapter is part of the second, model development 
phase of NGA-Sub and was performed in conjunction with collaborators Jonathan Stewart 
(UCLA), Gail Atkinson (Western University), Behzad Hassani (Western University), and David 
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Boore (USGS), with review from participants of the NGA-Sub project as a whole. The work 
presented in this chapter is closely related to the seismic site amplification model presented in 
Chapter 6. 
 
5.2 LITERATURE REVIEW 
Subduction zones are the descending limbs of mantle convection cells at convergent plate 
boundaries (Stern 2002), where one piece of lithosphere overrides a second, less buoyant section. 
Two types of earthquakes are generated in these regimes: (1) interface events, that occur due to 
the coupling of the subducting and overriding plate, and (2) intraslab earthquakes, that occur within 
the subducting plate. Interface earthquakes are controlled by the age of the down-going plate; fast 
subduction of young and buoyant lithosphere causes stronger coupling between the plates and thus 
larger events, and slow subduction of old, colder plates leads to weaker coupling. Intraslab events 
are controlled by the thermal state of the interior of the subducting slab (Stern 2002), and tend to 
be normal due to extension in the plate during subduction. This type of tectonic environment occurs 
in many regions globally as shown in Figure 5.1, making the resulting seismic hazard relevant for 
many populated areas including Japan and the Cascadia region of the U.S.  
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Figure 5.1. Global map of plate boundaries from Stern (2002). Convergent boundaries shown as solid 
lines with black teeth. 
 
 Because of the seismic hazard presented by subduction zones, the ground motions they 
produce have been the subject of much study, both empirical and simulation-based. Early studies 
of empirical ground motions from subduction zone regions did not investigate the difference in the 
ground motion amplitudes and behavior produced by different subduction zones globally 
(Atkinson 1997; Youngs et al. 1988; Crouse et al. 1988). Thus, the Frankel et al. (1996) U.S. 
Geological Survey national seismic hazard map was produced using the Youngs et al. (1997) 
subduction GMM for earthquakes occurring in the Cascadia region. Youngs et al. (1997) is an 
ergodic GMM developed using a mixed effects regression with 350 recordings from Alaska, 
Cascadia, Japan, Mexico, Peru, and the Solomon Islands, without consideration of potential 
regional effects. However, as the size and reliability of ground motion databases increased, this 
ergodic assumption was disproven. Atkinson and Boore (2003) used 1200 recordings from global 
events within the magnitude-distance range of engineering interest to develop a ground motion 
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model for subduction zones. They found significant regional differences; the ground motion 
amplitude in Cascadia are reduced at long oscillator periods by up to two times from those in Japan 
for the same event type, magnitude, source-to-site distance, and NEHRP soil category. They also 
found that intraslab events produce larger ground motions than interface events within 100km of 
the fault, but decay faster with distance than interface events at larger distances. 
 Due to these global differences in ground motions, many regional ground motion models 
have been developed, in particular for data-rich regions such as Japan (Si and Midorikawa 1999; 
Zhao et al. 2006; Zhao et al. 2016a,b) and Taiwan (Lin and Lee 2008). In regions without much 
available data, such as Cascadia, simulations have been used to further inform our understanding 
of the earthquake ground motions and the hazard they pose. Gregor et al. (2002) performed a suite 
of stochastic finite fault simulations for M8.0, M 8.5, and M 9.0 interface earthquakes in Cascadia. 
The stochastic finite-fault model was validated against the 1985 M8.0 Michoacan, Mexico 
earthquake and the 1985 M8.0 Valpariso, Chile earthquake. A simple GMM was then fit to the 
computed intensity measures. The model predicts similar PGA at short distances (≤150km) as the 
Youngs et al. (1997) model, but larger PGA values at long distances due to slower distance 
attenuation. Atkinson and Macias (2009) also performed a suite of stochastic point source 
simulations for Cascadia interface events with M7.5-9.0. They validated their simulations using 
the M8.1 Tokachi-Oki earthquake sequence of Japan, and then adjusted the simulations accounting 
for the average source, attenuation, and site parameters of the Cascadia region. They find that 
uncertainties in input parameters due to regional differences, such as distance attenuation, produce 
large uncertainties in the resulting simulated ground motions, up to a factor of 2 at 100km.  
More recently, motivated by high-impact infrastructure projects in the Cascadia region 
such as dams, a push has been made to accumulate a large empirical dataset for the development 
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of semi-ergodic ground motions models for subduction zones. Abrahamson et al. (2016), a journal 
paper written to summarize the subduction zone GMM described in the BC Hydro (2012) report, 
used a mixed-effects regression approach following the Abrahamson and Youngs (1992) algorithm 
to develop an empirical GMM. This model was developed using an expanded dataset from 
Atkinson and Boore (2003), consisting of 9,946 horizontal time series pairs from 292 earthquakes. 
Their analysis finds that the same magnitude-scaling slope can be used for interface and intraslab 
events, and different distance-scaling slopes are needed in the forearc and back-arc regions of 
subduction zones. Comparisons to previous models shown that at short distances (≤100km) 
Abrahamson et al. (2016) predictions fall within the range of existing GMMs, but at longer 
distances the model predicts lower GMs due to faster distance attenuation. The Abrahamson et al. 
(2016) model is meant to be global, with a range of epistemic uncertainty in the constant term that 
can be used to represent regional variation in ground motion amplitudes. However, the model does 
not have a regionalized anelastic attenuation term or regionalized VS30-scaling. 
Lastly, Frankel et al. (2018) and Wirth et al. (2018) produced a set of broadband (0-10Hz) 
synthetic seismograms for M9 Cascadia interface events by combining synthetic seismograms 
derived from 3D finite-difference simulations (≤1Hz) with finite-source, stochastic synthetics 
(≥1Hz), informed by the M9.1 Tohoku earthquake and the M8.8 Maule earthquake. For sites not 
in sedimentary basins, the simulated ground motions match predictions from Abrahamson et al. 
(2016) for 0.1-6.0s, but are larger at longer periods. They also find that sites in Cascadia-area 
basins, such as the Tacoma and Seattle Basins, show site amplification factors of 2-5 for periods 
1.0-10.0s, much larger than that predicted by the NGA-W2 GMMs (Bozorgnia et al. 2014). 
The Next Generation Attenuation-Subduction project was started in 2014 with the goal of 
producing a uniformly processed ground motion database and a suite of improved GMMs to 
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represent epistemic uncertainties in predicted ground motions. The rest of this chapter describes 
the development of a semi-empirical global ground motion model with regional adjustment factors 
for interface and intraslab subduction events using the NGA-Subduction ground motion database 
(Kishida et al. 2018; Ahdi et al. 2017; Contreras 2017; PEER 2019). The model presented herein 
uses a larger dataset than that of Abrahamson et al. (2016); considers regionalization in the ground 
motion amplitude, anelastic attenuation, source depth scaling, and VS30-scaling terms; and treats 
the distance-, magnitude-, and depth-scaling terms differently between interface and intraslab 
event types.  
 
5.3 DATABASE SELECTION AND SCREENING 
5.3.1 NGA-Subduction Database Overview 
The NGA-Sub database contains 71,343 three-component time series from 1,883 earthquakes that 
have been acquired from subduction zone regions around the world (Kishida et al. 2018; PEER 
2019). Figure 5.2 shows the regional distribution of recordings, earthquakes, and recording 
stations. Table 5.1 gives the source organizations for the time series by region. The overall database 
is a combination of three individual databases: an earthquake source database, an earthquake 
recording database, and a recording station database. Data pulled from all three databases are 
combined into a single summary “flatfile” with one line per recording for use in the development 
of GMMs. 
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Table 5.1. Agencies that provided ground motion time series to the NGA-Subduction database (Table 1 
in Kishida et al. 2018). 
 
The ground motion recording database contains time series that have been processed using a set 
of instrument correction, filtering, and baseline correction algorithms developed by PEER (the 
procedures are similar to those described in Goulet et al. 2014). The resulting dataset includes 
acceleration time series, PGA, PGV, PGD, pseudo-spectral acceleration (PSA) for 110 oscillator 
periods between 0.01-20s, Fourier amplitude spectral ordinates (FAS), and significant durations 
based on Arias Intensity. 
 
Figure 5.2. Regional distribution of (a) recordings, (b) events, and (c) stations in the NGA-Subduction 
Database (Figure 2 from Kishida et al. 2018). 
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The earthquake source database includes information on all earthquake events that produced 
recordings contained in the recording database, including location, magnitude, hypocentral depth, 
and finite-fault models (Contreras 2017; PEER 2019). The earthquakes have been classified into 
event-type categories: interface (43% of database), intraslab (42%), lower double-seismic zone 
(1.3%), outer rise (2.4%), or shallow crustal (11%) earthquakes. 
 The recording station database has information on site condition and instrument housing 
for the 6,112 strong motion stations that have recorded time series (Ahdi et al. 2017; PEER 2019;). 
This data includes station location, identification numbers, recommended VS30 and the 
corresponding source, and basin depths from measurement or models for stations in Japan and the 
Pacific Northwest. Seismic velocity measurements are used to calculated VS30 values for 39% of 
the stations in the database, whereas the rest are from proxy-based relations 
5.3.2 Data Screening for Model Development 
A subset of records from the NGA-Sub database was used for model development, which was 
selected based on the following criteria: 
1. Flatfile entry for record was populated with the metadata necessary for model 
development (M, rupture distance (Rrup), hypocentral depth (dhyp), VS30, etc.) 
2. Records from earthquakes classified as being interface, intraslab, or in the lower 
double seismic zone 
3. Records from earthquakes classified as being class 1 (i.e. a mainshock) according 
to Wooddell (2018) method 2 using an 80km cutoff distance 
4. Rrup £ min(Rmax, 1000km) 
5. Sensor depth £ 2m 
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6. If interface event: dhyp £ 40km, if intraslab: dhyp £ 200km, where dhyp is earthquake 
hypocentral depth 
7. @AB ≤ @CD6 ≤ @ECD6 ≤ @FB, where Tosc refers to PSA oscillator period, and TSU and 
TLU refer to the shortest and longest useable periods based on the corner frequencies 
used to process the record, respectively 
8. Epicenter and recording station both located in the forearc region 
9. Multiple event flag ¹ 1, which excludes recordings that are from complex, multi-
segment ruptures 
10. Late P-wave trigger flag ¹ 1, which excludes recordings where the p-wave arrival 
was missed 
11. Source review flag = 0, 1, 2 or 4, which excludes records with source properties 
that did not undergo quality control checks 
12. At least 3 recordings/event after criteria 1-11 are applied 
After the above screening criteria were applied, the number of events and recordings used for 
model development varied as a function of period, with a range of 1435-4618 records and 31-68 
events (Figure 5.3). The magnitude-distance distribution of records for PGA from interface and 
intraslab events are shown in Figure 5.4. The data in Figure 5.4 is plotted with identification of the 
major regions that contribute data to NGA-Sub and for which regional effects were considered in 
model development.   
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Figure 5.3. Number of events and number of recordings selected for model development according to 
the criteria in Chapter 5.2.2, for interface (circles) and intraslab (triangles) events. 
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Figure 5.4. Magnitude-distance distribution of recordings from interface (left) and intraslab (right) 
events, color-coded by region. 
 
5.4 GLOBAL AND REGIONAL MODELS 
5.4.1 Global Models 
Due to differences in path and source-scaling attributes, the global ground motion models are 
separate for interface and intraslab earthquakes. The two models have the same functional form, 
where some coefficients remain the same between the two, and other coefficients have two sets of 
values. Each median model has five terms: a constant (c0) that controls the overall amplitude of 
the predicted ground motion; path term or distance-scaling term (FP); the magnitude-scaling term 
(FM); the source depth-scaling term (FD); and the site amplification term (FS). These terms are 
additive in natural log space: 
G:;H = I, + !K + !L + !M + !A     (5.1) 
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The path term consists of a magnitude dependent geometrical spreading (GS) term that 
represents the purely geometrical effect of the spreading of energy as seismic waves propagate 
from a point source along a spherical wave front, and an anelastic attenuation term that represents 
the per-cycle damping as seismic waves pass through the earth (Eq. 5.2). The FP term accounts for 
near-source saturation using the variable h (Eq. 5.4), which is combined with site-to-source 
distance metric Rrup as a geometric mean (Eq. 5.3). !K = IN()O + (PQ + PRS)()O +	T,O          (5.2) O = UO9%2+ + ℎ+                (5.3) 
ℎ = 10Y,.[+\,.+]+S       (5.4) 
The magnitude-scaling term is a piecewise function with a parabolic and a linear segment, 
transitioning at a corner magnitude mb: 
!L = ^IR(S −_`) + I](S−ab)+				cde	S ≤ _`I/(S− _`)																																			cde	S > _`                             (5.5) 
The source-depth scaling term is a bi-linear function conditioned on hypocentral depth, with a two 
corner depths db1 and db2: 
!M = g_(h`N − h`+) + h																		cde	hij2 < h`N_lhij2 − h`+m + h			cde	h`N < hij2 ≤ h`+h																																																		cde	hij2 > h`+             (5.6) 
Where db1 = 18km for interface events, and 20km for intraslab events. 
Lastly, the site term, FS, is comprised of two components, the linear term (Flin), that 
represents the site amplification due to impedance contrasts in the near-surface, and the nonlinear 
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term (Fnl) which accounts for soil damping and softening at high strain levels. The two terms are 
summed in natural logarithm space: 
!A = !:0; + !;:             (5.7) 
The functional forms for the linear and nonlinear terms are given in Eqs. 5.8 and 5.9-10. The linear 
term is tri-linear in VS30 space, but only data from Taiwan shows a break in slope at V1, similar to 
that observed in previously in Japan (Campbell and Bozorgnia 2014) and CENA (Parker et al. 
2019; Hassani and Atkinson 2017). In other words, for most regions s1=s2. 
!:0; = ⎩⎪⎨
⎪⎧rN() s"tuv"w x + r+() y "w"z{|} 																	cde	$AQ, ≤ $Nr+() y"tuv"z{|} 																																cde	$N < $AQ, ≤ $+r+() y "~"z{|} 																																										cde	$AQ, > $+
                              (5.8) 
The nonlinear term has the same functional form as the NGA-West2 Seyhan and Stewart (2014) 
model: 
!;: = cN + c+() sKÄz\ÅuÅu x                (5.9) 
where f1 is 0, meaning that the effect of nonlinearity disappears as PGAr goes to 0, f3 is taken as 
0.01g across all periods, and f2 is defined as: c+ = cR[ÉÑÖ{c](_á)($AQ,, 900) − 200)} − ÉÑÖ{c](900 − 200)}]                    (5.10) 
Coefficients for the global interface model are given in Table E2(a) of the electronic 
supplement, and coefficients for the global intraslab are given in Table E3(a). The development of 
the constant, distance-scaling, magnitude-scaling, and source depth-scaling terms are discussed in 
Chapter 5.4. The development of the site term is treated separately in Chapter 6. 
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5.4.2 Regional Terms and Coefficients 
Seven of the model coefficients in the global GMM are regionalized due to observed differences 
in the data: the constant c0, the anelastic attenuation coefficient a0, the magnitude breakpoint mb, 
and the VS30- scaling model coefficients s1, s2, V1 and V2.  
Tables E2(b)-(g) in the electronic supplement give regional coefficients for the interface 
GMMs for use in Alaska and the Aleutians, Cascadia, Central America and Mexico, Japan, South 
America, and Taiwan, respectively. Tables E3(b)-(g) in the electronic supplement give regional 
coefficients for the intraslab GMMs for use in Alaska and the Aleutians, Cascadia, Central 
America and Mexico, Japan, South America, and Taiwan, respectively. For forward use in other 
regions, we recommend using the global model, with a range of epistemic uncertainty that 
represents, at a minimum, the effects of regional variation in the constant, anelastic attenuation, 
magnitude break-point, and VS30-scaling coefficients.  
 
5.5 MEDIAN MODEL DEVELOPMENT 
The first step in model development was correcting the ground motion data to the same reference 
site condition. We chose to use an established site amplification model that is conditioned on VS30, 
Seyhan and Stewart (2014) (SS14) as a first pass (denoted !Açé9). Although SS14 was developed 
using data from active tectonic regions, a good substitute applicable to subduction zone regions 
did not exist at the time model development was occurring. The site-conditioned ground motions 
were used to develop all of the terms in Eq. (5.1) other than FS. As described in Chapter 6, we then 
used the NGA-Subduction database to check and re-calibrate the linear and nonlinear site 
amplification terms from SS14. Finally, residuals analyses were performed using the revised site 
  
128  
amplification model in combination with other model components. This led to minor adjustments 
to constant term c0, and formed the basis for the development of aleatory variability models.   
 The following sections describe the development of the median models for source and path 
effects using the site-adjusted data. The near-source saturation model (Eq. 5.4), which is part of 
the path term, is discussed first. Then, other elements of the path term are then presented, followed 
by the magnitude and focal depth scaling. 
5.5.1 Near-Source Saturation Model 
The first model component our group worked on was the magnitude-dependent near source 
saturation model, h, given in Eq. 5.4. This model, also sometimes called the finite fault term, is 
necessary due to a geometric effect; at short source-to-site distances, the ground motion is 
controlled by the energy from the closest part of the finite fault (Yenier and Atkinson 2014; Rogers 
and Perkins 1996). Therefore, the ground motions appear to be from a smaller event or farther 
from the event. In the equivalent point source framework, this is corrected for, otherwise 
predictions of ground motions monotonically increase with decreasing distance, because the total 
energy is assumed to be released from a single point. This is done by incorporating a near source 
saturation term that is combined with the hypocentral distance as a geometric mean, treating the 
ground motion as coming from a virtual point off the fault plane to achieve the correct level of 
shaking (Yenier and Atkinson 2014). The same framework is commonly used in GMMs that 
employ rupture distance (Rrup), which is the closest distance from the site to any point on the fault 
plane. Here, this is done by combining Rrup with “h” (Eq 5.3-5.4). 
  We initially considered using the subduction data to constrain the near source saturation 
model, which controls the distance at which the slope of the path model changes as the distance 
decreases towards 0km. Figure 5.5 shows the data from NGA-Sub earthquake ID = 4000068 (M 
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8.29), where fitting of h was attempted (using data corrected to 760m/s using SS14). However, 
due to the typical offshore location of subduction earthquake epicenters and lack of nearby 
recording stations (Figure 5.4), there is not enough data close to the source to constrain this feature 
appropriately. Additionally, due to other magnitude-dependent terms in the model, including the 
magnitude-dependent geometrical spreading, and the magnitude-scaling, multiple trade-offs in the 
model exist. Therefore, the data from this and other subduction earthquakes cannot constrain a 
unique value of the h parameter; in other words, the near-source saturation model is under-
determined. This is shown in Figure 5.5 by fitting two alternative path models to the data. The path 
models use different values of h, but provide equally good fits. This is not a new problem in GMM 
development for subduction regions; previous empirical determination of this portion of GMMs 
has been primarily for active tectonic regions (e.g. Boore et al. 2014; Yenier and Atkinson 2014; 
Abrahamson et al. 2014), and GMMs for subduction zones have mostly borrowed this portion of 
the model from other regions, or used simulations to constrain it.  
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Figure 5.5. Example of the underdetermined problem of fitting h using NGA-Sub data. Two simple path 
models (Eq. 5.7) fit to an interface event from Japan with M = 8.29, one with h = 10, and h = 30km Both 
models produce a fit with negligible differences in the residual standard error (0.6138 versus 0.61, 
respectively). 
 
 Therefore, to constrain the h model given in Eq. 5.4, we used a combination of empirically 
based estimations of h from active tectonic regions at small magnitudes (Atkinson et al. 2016; 
Yenier and Atkinson 2014; YA14), and a suite of EXSIM simulations performed as part of the 
present work at large magnitudes (Figure 5.6). Atkinson et al. (2016) looked at a number of events 
that are well recorded at short source-to-site distances from the Geysers region of California to 
better constrain near source saturation effects for small magnitude earthquakes (M1.5-3.6). Their 
results support the modeling of these effects with the equivalent point-source approach, and 
validate the near source saturation model of YA14.  
To constrain h at the large magnitudes necessary for subduction zone earthquakes, we ran 
a suite of ground motion simulations using EXSIM, an open-source stochastic finite-source 
simulation algorithm (Motazedian and Atkinson, 2005; Boore, 2009; Assatourians and Atkinson, 
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2012). Input parameters were chosen by looking at the properties of interface events in the NGA-
Sub database; this work was started by Nicolas Kuehn and modified for the present application.  
Simulations were run for earthquakes with M= 3.75-9.5 in 0.25 magnitude unit intervals, with 5 
runs per magnitude. For each run, the fault length and width were generated randomly using 
Strasser et al. (2010), and the hypocenter location on the fault plane was randomly sampled with 
a uniform distribution over the fault plane (N. Kuehn 2018, pers. comm.). Stress drop was taken 
as 150 bars. Depth to the top of rupture was limited at 5km to maintain a small source to site 
distance, and a fault dip between 15°-28° was assigned, in line with interface events in the 
database. Ground motions were generated at 36 sites located at 12 distances between 10 and 
1000km along three azimuths (45°, 60° and 90°). The simulations use a simple attenuation model, 
with a geometrical spreading coefficient equivalent to c1 in Eq. 5.2. Based on initial observations 
of empirical distance scaling, this input was set as -1.3.  
Once the simulated ground motions were generated, the PSA values from the 5 runs per 
magnitude were combined, and a simple path model was fit to each magnitude bin,  !K,èêAëL = I, + IN(díO + I+O     (5.7) 
where R is defined by Eq. (5.4). Coefficients c1 and c2, representing geometrical spreading and 
anelastic attenuation effects, respectively, were fit first using the simulated data at Rrup ³ 40km to 
avoid the influence near-source saturation effects at closer distances. Then, with c1 and c2 fixed, h 
and c0 were fit using the simulated data over the entire distance domain. Figure 5.6 shows the 
resulting median h values along with their 95% confidence intervals for PGA, PGV, and 0.5 and 
5.0s PSA as a function of magnitude, along with the empirical values and model from YA14. The 
estimates of h do not vary appreciably or in a systematic manner with period.  
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Figure 5.6. A comparison of the Yenier and Atkinson (2014) near-source saturation model (labeled 
YA14 above), h estimates from EXSIM simulations run to emulate subduction interface events, and the 
near source saturation model developed in this study, given in Eq. 5.4.   
 
Figure 5.6 shows our proposed near source saturation model (Eq. 5.4), which is period-
independent. We elected to maintain the functional form of the YA14 model, and constrained our 
model to be similar to the values of YA14 for magnitudes up to 5.5. However, we depart from 
YA14 and follow the trend of the EXSIM results for 5.5 < M £ 9.5 (Figure 5.6).  
5.5.2 Distance Scaling Model 
With the near-source saturation term of the model set, we moved on to fitting the remaining 
elements of the path model, FP (Eq. 5.2). The path model has two components, the geometrical 
spreading (GS) term, and the anelastic attenuation term. The geometrical spreading term represents 
the decay of energy from as it moves from a point source along a spherical wave front. In an 
idealized homogeneous elastic half-space, the energy at a point on the radius of the sphere will 
decay as OYN. However, heterogeneities in the Earth cause a conversion of body waves to surface 
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waves, and therefore the exponent is not unity. This empirical value is represented by coefficient 
c1 in Eq. 5.2. The transition from Fourier amplitude space (FAS) to response spectra (RS) space 
introduces a magnitude-dependence in this term (Hassani and Atkinson 2018), which is 
represented by the (PQ + PRì)()O term in Eq. (5.2). In model space, these terms control the slope 
of decay with the natural logarithm of R, as shown in Figure 5.7. 
The anelastic attenuation term represents the per-cycle energy dissipation, and is a property 
of the material the seismic wave is traveling through. In model space, this term controls the 
curvature of decay with the natural logarithm of R, which strongly influences the rate of distance 
attenuation at large distance (Figure 5.7). 
 
 
Figure 5.7. Schematic of path model, FP (Eq. 5.2), showing the near-source saturation model, h, the 
geometrical spreading slope, and the curvature due to the anelastic attenuation term. 
 
In order to fit the path model without a source term, we initially binned the data by 
magnitude and fit the data using the c0 and FP terms in Eq. (5.1). This allowed us to investigate 
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the magnitude dependence of the geometrical spreading. The path coefficients derived from this 
process are the same for each magnitude bin, but the constant c0 has a random effect on the 
magnitude bin; this constant was subsequently re-evaluated over the entire magnitude range of the 
dataset as part of the source term analyses. Our analyses indicated that the coefficients for the 
magnitude-dependent component of the geometrical spreading, specifically coefficient b4, could 
be adopted from Hassani and Atkinson (2018; hereafter HA18). HA18 takes the generic point-
source simulation-based GMM of Yenier and Atkinson (2015) and modified it to enable 
adjustments to the near surface attenuation parameter î,. These coefficients represent the 
transition of the geometrical spreading term between FAS and response spectral ordinates. The c1 
coefficient, which represents the geometrical spreading slope in FAS, is set empirically via 
regression.  
 Despite the large size of the NGA-Sub database, it is not possible to constrain both the 
slope and curvature of the path model simultaneously due to substantial trade-offs between these 
two model components. We address this by fitting c1 to the subset of data with Rrup £ 125km in 
order to avoid the portion of the data with the most curvature at large distances (Figure 5.8). These 
analyses were initially performed using b3 and b4 from HA18. Any period dependence that was 
observed in c1 was transferred into b3, smoothed across periods, and then c1 was re-fit. The average 
of the second iteration of c1 over the period domain was taken as the global value, with different 
values for interface and intraslab events. As shown in Figure 5.8, data from intraslab events show 
steeper geometrical spreading than data from interface events, which is similar to some prior 
results (Atkinson and Boore 2003; Abrahamson et al. 2016). 
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Figure 5.8. Example of peak ground velocity (PGV) data for magnitude bin 6.5-7 over the distance range 
(Rrup £ 100km) with decay controlled by geometrical spreading.  
 
With the GS coefficients fixed, the anelastic attenuation coefficient, a0, was fit with a random 
effect on region in order to produce both a global value and regional values. All values of a0 were 
smoothed with respect to period, and constrained to go to zero at 10s, as the per-cycle damping at 
long oscillator periods is negligible. As shown in Figure 5.9, the anelastic attenuation is less for 
intraslab events than for interface events, indicating that although the interface data shows slower 
overall distance attenuation, there is more curvature in this data at large distances. The smoothed 
global and regional values of a0 for interface and intraslab events are shown in Figure 5.10. In 
general, the anelastic attenuation in Central America and Mexico is less than the global value 
(absolute value of a0 is smaller), the anelastic attenuation in South America and Alaska are closest 
to the global values, and the anelastic attenuation in Cascadia, Japan, and Taiwan is larger than the 
global value. 
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Figure 5.9. Example of peak ground velocity (PGV) data for magnitude bin 6.5-7 over the entire model 
distance domain (Rrup £ 1000km) with the geometrical spreading terms from Figure 5.8, plus the best fit 
global anelastic attenuation term. Results shown for interface and intraslab events.  
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Figure 5.10.  Anelastic attenuation coefficient, a0, as a function of oscillator period for interface events 
(top) and intraslab events (bottom). Lack of data for interface events in Cascadia means there is no 
regional value of a0; instead the global value is recommended. 
 
5.5.3 Magnitude Scaling Model 
Once the path model was set (Eqs. 5.2-5.4), it was subtracted out of the data and the resulting 
adjusted ground motions were used to fit the magnitude-scaling model. Equation 5.5 was first fit 
to the data with all coefficients set by the regression except for mb, which was constrained based 
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on geometrical considerations specific to each subduction zone region. In the case of intraslab 
earthquakes, down-dip width of the event is limited by slab thickness. Events that rupture through 
the full slab thickness are expected to saturate when the rupture aspect ratio (i.e., ratio of along-
strike length to down-dip width) exceeds about unity. This occurs because increasing magnitude 
produces increasing rupture far from the site, which would be expected to have little impact on 
high frequency ground motions (i.e., saturation). This concept was verified through the use of 
simulated data by Archuleta and Ji (2018), who also provided saturation magnitudes specific to 
each of the regions considered in NGA-Sub. We take these saturation magnitudes as mb for use in 
Eq. (5.5) for intraslab events (given in Tables E2-E3 in the electronic supplement). In the case of 
interface events, Campbell (201x) has similarly derived saturation magnitudes, but instead of slab 
thickness, the seismogenic fault width is used to constrain the saturation magnitude. Table 5.2 
gives these computed saturation magnitudes for each region considered in this study. 
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Table 5.2. Regional saturation magnitudes for interface events computed using seismogenic fault width 
(Campbell 201x) and for intraslab events computed using slab thickness (Archuleta and Ji 2018). 
Region 
Interface Saturation 
Magnitude (Campbell 
201x) 
Intraslab Saturation Magnitude 
(Archuleta and Ji 2018) 
Alaska 8.0 7.20 
Aleutian Islands 8.0 7.98 
Cascadia 7.56 7.20 
Northern CAM 7.45 7.40 
Southern CAM 7.50 7.60 
Japan – Kuril-Kamchatka 
Trench 
(Pacific Plate) 
8.31 7.65 
Japan – Nankai-Ryukyu Trench 
(Philippine Sea Plate) 7.28 7.55 
Northern South America 8.49 7.30 
Southern South America 8.49 7.25 
Taiwan 8.0 7.70 
 
With mb fixed in this manner, the other magnitude-scaling coefficients were treated as fixed 
effects, and the constant c0 was treated as a random effect conditioned on region and NGA-Sub 
earthquake ID. Using the results of this initial regression, c5, the parameter that controls the 
parabolic behavior of the model below the break point, was smoothed and constrained.  
Initially we expected to enforce c5 £ 0, meaning that the model would either be linear or 
concave downwards at small-to-moderate magnitudes. This expectation was met for interface 
events; the data displays curvature in this magnitude range that is concave downwards (Figure 
5.11). However, the intraslab data at short periods exhibit different behavior. We attempted to fit 
the model with c5 = 0, but this caused a positive bias in the resulting between event residuals at 
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small magnitudes (M = 4-5). We then considered allowing a tri-linear model with an additional 
breakpoint at M @ 5, but did not want to introduce the complexity of a changing FM functional 
form as a function of oscillator period. Ultimately, we decided to allow c5 > 0 for short-period 
intraslab events as the data demands (shown for T=0.2s in Figure 5.11). After setting c5, the mixed-
effects regression was re-run to fit c4 and c6, the slope values before and after the breakpoint, 
respectively. These coefficients were constrained such that c6 £ c4, in order to enforce saturation 
in the magnitude-scaling.  
 
Figure 5.11. Global interface (left) and intraslab (right) magnitude-scaling models (FM; Eq. 5.5) 
and site and path term-corrected data as a function of M for 0.2 and 2.0s PSA. For plotting 
purposes, the average of regional mb values weighted by number of recordings was used for the 
intraslab and interface model. 
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5.5.4 Depth Scaling Model 
At any stage of the model development process, it is possible to compute residuals, which are 
useful for examining model performance relative to predictor variables. Total residuals between 
an observed intensity measure for event i and site j (Yij) are computed as:  
 O0ï = ()l*0ïm − G:;Hlìñ, O9%2,0ï , $AQ,,ïm          (5.8) 
where µlnY is the natural log mean from the GMM at a particular step of model development. Total 
residuals Rij can be partitioned into mean bias term (ck), between-event residuals (óè0), and within-
event residual (òô0ï) using mixed effects analysis (Bates et al., 2015; R Development Core Team, 
2008).  
O0ï = Iö + óè,0 + òô0ï        (5.9) 
We developed the depth scaling model based on between-event residuals (also known as 
event terms) computed using site-adjusted data and the source and path models described in 
previous sections (i.e., G:;H = I, + !K + !L + !Açé9). Those event terms were examined for trends 
with earthquake source depth. Three measures of depth were considered: hypocentral depth (dhyp), 
depth to top of rupture (Ztor), and depth to the mid-point of the fault in the down-dip direction 
(Zmid). There are two general considerations in selecting an appropriate depth metric – (1) 
predictive power and (2) convenience for forward application.  
From a technical rigor point of view, we consider dhyp to be preferred for two reasons: (i) 
it is a more fundamental parameter related to earthquake stress drop, especially for subduction 
zone earthquakes (Bilek and Lay 1998, 1999); and (ii) we believe there is less uncertainty in 
estimates of dhyp than of Ztor because the majority of events in the NGA-Subduction database do 
not have a published finite-fault model available, and thus have estimates of Ztor from simulations 
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(e.g. Contreras 2017). Unfortunately, dhyp is not convenient for application, because including it in 
a hazard analysis would require adding randomization of source location on the fault, which would 
involve an additional loop in the hazard integral. Both Ztor and Zmid are equally convenient, because 
they are determined once a fault rupture plane is defined (which is already part of hazard analysis 
for distance calculation). Hence, no additional randomization (hazard integral loops) are required 
in forward analysis. For the present analysis, we use dhyp, but as part of future work, we plan to 
investigate the application of empirical fault plane geometry – dhyp relationships (e.g. Mai et al. 
2005).  
 The bi-linear model given in Equation 5.6 was used for both the interface and intraslab 
events, with differing coefficients. We initially fit Eq. (5.6) to the event terms using a nonlinear 
least-squares regression with all parameters free. Based on these results, a single corner depth, db, 
was chosen for all periods: 27 km for interface events, and 67 km for intraslab. Then the regression 
was repeated with the corner depth constrained, and the slope m, and coefficient d were iteratively 
smoothed. The model slope m goes to 0 at the lower end of the depth range populated with data, 
which is18km for interface and 20km for slab. The model goes to zero at 0.75s for interface, and 
2.0s for intraslab, as the increase in ground motion amplitudes due to increased stress is only 
observed at short periods. Figure 5.12 shows the model for PGA, 0.2s, and 1.0s for both event 
types.  
 This trend shown in Figure 5.12 can be interpreted as a consequence of the stress drop 
increasing with increasing depth in the equivalent point source, and has been observed previously 
for shallow events in active tectonic regions (Yenier and Atkinson 2015b; Hassani and Atkinson 
2018), for events in stable continental regions such as CENA (Yenier and Atkinson 2015a), and 
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for induced earthquakes in Oklahoma (Novakovic et al. 2018). Atkinson and Boore (2003) also 
has a linear source depth scaling term in their GMM for subduction zones.  
 
Figure 5.12. Variation of event terms as a function of hypocentral depth at PGA, 0.2s PSA and 1.0s PSA. 
Interface events are shown on the left and intraslab events are shown on the right. Binned means with 
standard errors and best-fit depth scaling model (Eq. 5.6) shown for both event types. 
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5.5.5 Regional and Global Constant Calibration 
The last step in model development for the reference rock GMM was the determination of the 
global and regional model constants, c0 (Eq. 5.1), and final event terms, óè, through a mixed-
effects residuals analysis. Total residuals are computed using Eq. (5.8) with the mean GMM taken 
as:  
G:;H,0ï = !KlO9%2,0ïm + !L(Sõ) + !Mlhij2,0m + !Açé9($AQ,)         (5.10) 
Then, the total residual for each recording was partitioned into the global constant, c0, modifier on 
the constant for region k, Dc0,k, and event terms óè,0 using linear mixed effects in R (Bates et al. 
2015): 
O0ïö = I, + ΔI,,ö + óè,0 + òô0ï                   (5.11) 
Eq. (5.11) is equivalent to Eq. (5.8), but with the general bias term ck replaced with the sum of 
global constant c0 and the regional variation Dc0,k.  
The global constant that is produced by the mixed effects analysis is an unweighted average 
of the regional constants. However, we think this gives too much weight to some regions without 
a large population of data. Instead, we compute the global constant by taking the average of the 
regional values, weighted by the inverse of their variances (i.e. the square of the standard 
deviation). The resulting global constant is shown as a function of period for interface and intraslab 
events in Figure 5.13, along with the regional constants for comparison.  
Overall, the ground motion amplitude for interface events is lower than that of intraslab 
events (Figure 5.13). For intraslab events, the regional constants converge towards the global value 
at long periods (>0.75s). At short periods, Japan and South America have larger amplitudes than 
the average, and Cascadia and Central America and Mexico are slightly lower than the average. 
  
145  
For interface events, Japan has amplitudes larger than the global average. Alaska and Central 
America and Mexico have ground motion amplitudes lower than the average, and Taiwan and 
South America are near the average. Due to lack of data for interface events, we do not have an 
empirically-derived regional constant for Cascadia. Recommendations for forward use of both the 
interface and intraslab model in Cascadia are given in Chapter 5.6.2. 
 
Figure 5.13. A comparison of the global model constant (c0) with regional constants for interface (top) 
and intraslab (bottom) earthquakes. 
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5.5.6 Site Response 
The development of the GMM, from path effects through to the constant term, was iterative with 
respect to the site response model. As described previously, we initially used the VS30-based site 
response model for active tectonic regions (!Açé9) from SS14 to develop all source- and path-related 
model coefficients. The resulting model is used in Chapter 6 to develop a site response model that 
is specific to subduction regions, including regional effects as appropriate. This site response 
model includes:  
1. Global period-dependent VS30-scaling specific to subduction zones. This scaling is the 
same for both source types (interface and intraslab). 
2. Regional adjustment factors for the global VS30-scaling coefficients (available for Alaska, 
Cascadia, Japan, South America, and Taiwan).    
3. Nonlinear site response model that is adjusted from that in SS14.  
All of these model elements were derived from the NGA-Sub data using the source and path 
models described here. With the site response model updated from !Açé9 (SS14) to !A (Chapter 6), 
the global and regional constant terms were re-computed. The values shown in Figure 5.13 are 
based on the initial model; the trends following updating are qualitatively similar. The values 
tabulated in the electronic supplement reflect the updating to the subduction site amplification 
model.  
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5.6 MODEL RESIDUALS AND ALEATORY VARIABILITY 
5.6.1 Model Residuals 
Two types of model residuals were considered: within-event residuals (òô0ï) and between-event 
residuals (óè,0), or event terms (Al Atik et al. 2010). The event terms and the within-event residuals 
are computed using Eqs. 5.8-5.9, with the final subduction-specific site amplification model FS. 
Residuals analyses were performed to check model performance with respect to predictor 
variables. Between-event residuals are used to check the source model; within-event residuals are 
used to check the path and site models.  
The event terms are shown as a function of moment magnitude for PGA, 0.2, 1.0, and 5.0s 
for the interface model in Figure 5.14, and the intraslab model in Figure 5.15. The event terms 
were computed using regional terms where applicable, and are color-coded by region in each plot. 
The overall regional mean (averaged across magnitudes) is zero for the data set as a whole, and 
for each region, due to the calibration of c0 described in Chapter 5.4.5. Binned means are shown 
for the global data set in the figures. Not all regional data sets have a sufficient number of events 
over a wide enough M range (> ~ 2 M units) to judge model effectiveness (e.g., interface – Taiwan 
and Central America and Mexico; slab – Alaska and Central America and Mexico). For the other 
regions, the event terms do not appear to trend with magnitude. Similarly, the event terms are 
shown as a function of hypocentral depth for PGA, 0.2, 1.0, and 5.0s for the interface model in 
Figure 5.16, and the intraslab model in Figure 5.17. 
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Figure 5.14. Event terms, óè,0, from interface events, computed using mixed effects analysis (Eq. 5.9) as 
a function of moment magnitude for PGA and 0.2s, 1.0s, and 5.0s PSA. Event terms are color-coded by 
subduction zone region, and plotted with their standard errors (gray bars). 
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Figure 5.15. Event terms, óè,0, from intraslab events, computed using mixed effects analysis (Eq. 5.9) as 
a function of moment magnitude for PGA and 0.2s, 1.0s, and 5.0s PSA. Event terms are color-coded by 
subduction zone region, and plotted with their standard errors (gray bars). 
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Figure 5.16. Event terms, óè,0, from interface events, computed using mixed effects analysis (Eq. 5.9) as 
a function of hypocentral depth for PGA and 0.2s, 1.0s, and 5.0s PSA. Event terms are color-coded by 
subduction zone region, and plotted with their standard errors (gray bars). 
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Figure 5.17. Event terms, óè,0, from intraslab events, computed using mixed effects analysis (Eq. 5.9) 
shown as a function of hypocentral depth for PGA and 0.2s, 1.0s, and 5.0s PSA. Event terms are color-
coded by subduction zone region, and plotted with their standard errors (gray bars). 
 
The within-event residuals are shown as a function of distance for PGA, 0.2, 1.0, and 5.0s 
for the interface model in Figure 5.18, and for the intraslab model in Figure 5.19. Residuals were 
computed using regional terms where applicable, and are color-coded by region in each plot. Both 
for the overall data set and for the individual regional sets, the trend of residuals with distance are 
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reasonably flat. For a clearer view of regional trends in residuals, the binned means of within-event 
residuals for each region are shown in Figures 5.20-5.21. 
 
Figure 5.18. Within-event residuals, òô0ï, from interface events, computed using Eq. 5.10 for PGA and 
0.2s, 1.0s, and 5.0s PSA. Residuals are color-coded by subduction zone region. 
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Figure 5.19. Within-event residuals, òô0ï, from intraslab events, computed using Eq. 5.10 for PGA and 
0.2s, 1.0s, and 5.0s PSA. Residuals are color-coded by subduction zone region. 
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Figure 5.20. Regional binned means and standard errors of within-event residuals, òô0ï, from interface 
events for PGA and 0.2s, 1.0s, and 5.0s PSA. Residuals are color-coded by subduction zone region. 
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Figure 5.21. Regional binned means and standard errors of within-event residuals, òô0ï, from intraslab 
events for PGA and 0.2s, 1.0s, and 5.0s PSA. Residuals are color-coded by subduction zone region. 
 
5.6.2 Aleatory Variability  
The aleatory variability in the model represents the natural variation in earthquake ground motions 
relative to the median model predictions. For a given set of model input parameters, variations 
between realized ground motions and the model are possible due to differences in the earthquake 
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source (represented by non-zero event term, óè), site response (represented by non-zero site term, óA) and additional variations in within-event residuals related both to path and site response (non-
zero remaining residual, ù0ï). As shown in the previous figures (5.14-5.19), each of these terms 
has zero mean and no trend with predictor variables. Each also has an accompanying standard 
deviation (modified from Al Atik et al. 2010):  
• Standard deviation of event terms óè is denoted t.  
• Standard deviation of site terms óA is referred to as site-to-site variability and is denoted 
fS2S.  
• Standard deviation of remaining within-event variability ù0ï is due to path-to-path 
variations and randomness in site response for a given site, and is referred to as single-
station within-event variability, fSS. 
The total within-event variability combines the site-to-site and single-station terms:  û = UûAA+ + ûA+A+       (5.12) 
The total model uncertainty, s, is given as the square root sum of squares of the between-event 
variability (t) and the within-event variability (f): 4 = Uü+ + û+      (5.13) 
Period-dependent values of t, f, and s are given in Tables E2-E3 in the electronic 
supplement. Figures 5.22-5.23 show the global and regional values of t as a function of period for 
interface and intraslab events, respectively. Figures 5.24-5.25 show the global and regional values 
of f as a function of period for interface and intraslab events, respectively. 
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Figure 5.22. Global and regional values of tau as a function of oscillator period for the interface model. 
 
 
Figure 5.23. Global and regional values of tau as a function of oscillator period for the intraslab model. 
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Figure 5.24. Global and regional values of phi as a function of oscillator period for the interface model. 
 
 
Figure 5.25. Global and regional values of phi as a function of oscillator period for the intraslab model. 
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5.7 MODEL PERFORMANCE AND VERIFICATION 
5.7.1 General Model Performance 
The main attributes of the global median model are illustrated in Figures 5.20-5.21, which show 
the variation of PGA, PGV, and 5.0s PSA as a function of magnitude (for Rrup = 100 km, dhyp = 
15km, and VS30 = 760 m/s) and as a function of distance (various magnitudes, dhyp = 15km, VS30 = 
760 m/s).  
In general, intraslab ground motions are higher than those from interface events at 100km 
(Figure 5.20). The magnitude-scaling slope at small-to intermediate magnitudes (5-7) is similar, 
although the intraslab model has minor upward curvature where the interface model does not. The 
slope at large magnitudes (>mb) for interface is much shallower than for intraslab, in other words 
ground motion from interface events saturates more at large magnitudes than ground motion from 
intraslab events. 
Figure 5.21 shows that although the near-source saturation model is the same for both event 
types, generally the intraslab model estimates higher ground motions than the interface model for 
short distances (40-200km) due to the steeper geometrical spreading coefficient. The interface 
model has more curvature of ground motion with distance across all periods due to the larger 
anelastic attenuation. Figure 5.21 shows the magnitude-dependent geometrical spreading, which 
is larger at short periods; the slope of the interface M8 model is at PGA is slightly larger than the 
slope of the interface M6 model. Overall, attenuation decreases as period increases, with ground 
motions attenuating slower at 5.0s PSA than at PGA. 
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Figure 5.26. Variation of predicted ground motion with moment magnitude (M) for interface and 
intraslab events with hypocentral depth equal to 15km, at a rupture distance of 100km, and a site with the 
reference rock condition (VS30 = 760 m/s) for PGV, PGA and 5.0s PSA. 
 
 
Figure 5.27. Variation of predicted ground motion with moment magnitude (M) for interface and 
intraslab events with hypocentral depth equal to 15km, at a rupture distance of 100km, and a site with the 
reference rock condition (VS30 = 760 m/s) for PGV, PGA and 5.0s PSA. 
 
5.7.2 Application to Cascadia 
In Cascadia, we lack data for interface events (Figure 5.4), and therefore recommend the use of 
the global model with additional uncertainty. We recommend to take epistemic uncertainty about 
two coefficients with regional values: the constant c0, and the anelastic attenuation coefficient a0, 
where the range of epistemic uncertainty covers the range of regional variation for each 
coefficient. We recommend using the Cascadia-specific VS30-scaling slope s1 for both event 
types. Because it is based on available geometry, we recommend taking mb equal to the value 
recommended in Campbell (201x) for Cascadia interface events.  
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For intraslab events, while recorded ground motion data is available for Cascadia, it is 
mostly at small magnitudes (Figure 5.4) and exhibits weaker ground motions than the global 
average. An exception is the 2001 M6.8 Nisqually event that has event terms that are nearly 
zero. The main question in this case is whether to adjust the model to accommodate the average 
of the event terms, which is negative. Our recommendation, which was formulated in group 
discussion with other NGA-Subduction modelers, is to not allow this reduction. Rather we 
suggest to use the global constant c0 and the regional Cascadia-specific anelastic attenuation 
constant a0. We also recommend implementing epistemic uncertainty for Cascadia intraslab 
events about the constant, in the same way as recommended for interface events.    
5.7.3 Model Verification 
Model verification consists of comparisons between existing models. Part of the NGA-Subduction 
Project includes model-to-model comparisons of the four NGA-Subduction models (Parker et al. 
201x; Chiou et al. 201x; Abrahamson and Gulerce 201x; Kuehn et al. 2018) with existing models 
for subduction zones: Atkinson and Boore (2003); Zhao et al. (2006); Gregor et al. (2006); 
Atkinson and Macias (2009); Zhao et al. (2016a); Zhao et al. (2016b); Abrahamson et al. (2016) 
and Abrahamson et al. (2018). Comparisons between the distance-scaling term of the global GMM 
presented in this chapter and those of existing subduction zone GMMs are given in Figures 5.28-
5.31 for an M9 interface event with VS30 = 760 m/s at 1.0s PSA, and Figures 5.32-5.34 for an M8 
intraslab event with VS30 = 760 m/s at 1.0s PSA. Additional comparisons between NGA-
Subduction GMMs will be made when all four NGA-Subduction developer teams have complete 
models. 
   Figure 5.28 shows a comparison of the global model to the Atkinson and Boore (2003) 
GMM for NEHRP site classes B and C. The near-source saturation occurs at a much larger distance 
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for Atkinson and Boore (2003), the geometrical spreading is slower, and the anelastic attenuation 
introduces a similar level of curvature to the path model at large distances (~500km).  Figure 5.29 
shows a comparison of the global model to the Zhao et al. (2006, 2016a) models for interface 
events. For both models the near-source saturation distance is similar, as is the geometrical 
spreading. The anelastic attenuation is less in the Zhao et al. (2006) model, but similar to the global 
model for Zhao et al. (2016a), perhaps due to similarities in the two datasets (large contributions 
of data for Japan). However, the overall predicted ground motion amplitude is less for Zhao et al. 
(2016a) than the global model. Figure 5.30 shows a comparison to the path term of Abrahamson 
et al. (2016) (“BC Hydro”) and Abrahamson et al. (2018) (“Updated BC Hydro”). In both cases, 
the models are quite similar, except for an overall ground motion amplitude that is slightly less for 
the Abrahamson models. Lastly, Figure 5.31 shows a comparison to the simulation-based models 
of Atkinson and Macias (2009), and Gregor et al. (2006). The Gregor et al. (2006) path model does 
not agree with the distance-scaling implied by the NGA-Subduction dataset. The Atkinson and 
Macias (2009) model has a similar near-source saturation distance, flatter geometrical spreading, 
and a similar anelastic attenuation curvature. 
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Figure 5.28. A comparison of the global path model for an interface M9 event at 1.0s PSA and a 760m/s 
site condition with the path model from Atkinson and Boore (2003) (AB03) for NEHRP site classes B 
and C.  
 
Figure 5.29. A comparison of the global path model for an interface M9 event at 1.0s PSA and a 760m/s 
site condition with the path model from Zhao et al. (2006) and Zhao et al. (2016a). 
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Figure 5.30. A comparison of the global path model for an interface M9 event at 1.0s PSA and a 760m/s 
site condition with the path model from Abrahamson et al. (2016)/BC Hydro (2012) and Abrahamson et 
al. (2018) (Updated BCH). 
 
Figure 5.31. A comparison of the global path model for an interface M9 event at 1.0s PSA and a 760m/s 
site condition with the simulation-based path models from Atkinson and Macias (2009) and Gregor et al. 
(2006). 
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 Figure 5.32 shows the same comparison as Figure 5.22, but for a M8 intraslab event. In 
this case, the Atkinson and Boore (2003) models also have a larger near-source saturation distance 
than the proposed global model, a similar distance-scaling slope in the intermediate distance range 
(100-200km), and more curvature due to stronger anelastic attenuation. Figure 5.33 shows a 
comparison of the global model to the Zhao (2006) and (2016b) models. The Zhao et al. (2016) 
model is very similar to the proposed global model for this case, with a slightly lower overall 
ground motion amplitude. The Zhao et al. (2016b) model has significantly slower distance-scaling, 
and almost no anelastic attenuation (i.e. curvature). Lastly, the proposed global intraslab model is 
compared to the Abrahamson et al. (2016) and Abrahamson et al. (2018) in Figure 5.34. Both of 
the Abrahamson models predict lower ground motion amplitudes than the proposed model, with 
more curvature at long distances (>300km), but comparable slope at intermediate distances (100-
300km).   
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Figure 5.32. A comparison of the global path model for an interface M9 event at 1.0s PSA and a 760m/s 
site condition with the simulation-based path models from Atkinson and Macias (2009) and Gregor et al. 
(2006). 
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Figure 5.33. A comparison of the global path model for an interface M9 event at 1.0s PSA and a 760m/s 
site condition with the simulation-based path models from Atkinson and Macias (2009) and Gregor et al. 
(2006). 
 
Figure 5.34. A comparison of the global path model for an interface M9 event at 1.0s PSA and a 760m/s 
site condition with the simulation-based path models from Atkinson and Macias (2009) and Gregor et al. 
(2006). 
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5.8 MODEL LIMITATIONS  
The ground motion model presented in this chapter can be used to predict PGA, PGV and PSA at 
19 oscillator periods between 0.01-10.0s for interface and intraslab subduction zone events. The 
interface model is valid over M4.5- M9.0, Rrup = 20-1000km, dhyp = 0-40km, and VS30 = 150-
2000m/s. The intraslab model is valid over M4.5- M8.5, Rrup = 35-1000km, dhyp = 0-200km, and 
VS30 = 150-2000m/s. Both models are only applicable to sites in the forearc region of subduction 
zones. Future work is planned to evaluate model performance in regional back-arc regimes and 
create an additional anelastic attenuation term if necessary, and to evaluate the performance of 
the model in regional sedimentary basins (Chapter 7).   
 Regional modifications to the global models are available for Alaska, Cascadia, Central 
America and Mexico, Japan, South America, and Taiwan, which consist of regional coefficients 
for the constant term, anelastic attenuation term, magnitude break point, and site amplification 
model. For forward applications to regions not considered during model development, we advise 
that a range of epistemic uncertainty is taken about the global models that represents the regional 
variation in the constant, anelastic attenuation term, magnitude break-point, and VS30-scaling. 
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6 NGA-SUBDUCTION GLOBAL AND REGIONAL SITE 
AMPLIFICATION 
6.1 INTRODUCTION 
The Next Generation Attenuation – Subduction project is a multi-year, multi-disciplinary project 
with the goal of producing uniformly processed ground motion data, including time series and 
spectral data, supporting metadata related to the earthquake events and recordings stations, and a 
suite of global and regional ground motion models (GMMs) for subduction zone earthquakes. This 
project considers subduction zones around the world for which ground motion data is available, 
including: Japan, Taiwan, British Columbia (Canada), Alaska and the Pacific Northwest of the 
United States, New Zealand, Mexico, Chile, and Peru. Phase 1 of the project, data acquisition and 
processing, is described in Kishida et al. (2018), Ahdi et al. (2017), Contreras (2017) and PEER 
(2019). Phase 2 of the project, model development, involves four teams developing independent 
subduction zone GMMs. The ground motion model described in Chapter 5 is one of these four, 
developed using a combination of empirical data analysis, finite-fault simulations, and geometrical 
constraints (e.g. Archuleta and Ji 2018, Campbell 201x) to predict PGA, PGV and PSA at oscillator 
periods between 0.01-10s. However, the model as given in Chapter 5 applies only to the reference 
rock condition of VS30 = 760 m/s (i.e. the NEHRP B/C boundary condition; Frankel et al. 1996). 
In order to use the model for other site conditions such as soil or weathered rock, an additional site 
amplification model is necessary, which is the subject of this chapter.   
 
 
  
170  
 Site amplification models developed empirically for data-rich areas typically have three 
components:  
(i) A linear site amplification term that expresses the effect of the shallow site condition 
on the ground motion intensity measure. Typically this is a VS30-scaling term, although 
in some cases fundamental frequency of a site (f0) is used;  
(ii) A nonlinear term that decreases the amplitude of the ground motion intensity measure 
as the strength of shaking increases; and  
(iii) Secondary terms beyond VS30, which approximately account for 3-dimensional wave 
propagation effects due to basin geometry. These can include wave focusing (Baher 
and Davis, 2003; Stephenson et al., 2000) or body to surface wave conversion (Graves, 
1993; Graves et al. 1998; Kawase, 1996; Pitarka et al., 1998).  
When sufficient data is not available it is common for developers to use simulations to constrain 
all (e.g. Harmon et al. 2019b) or some components (e.g. Seyhan and Stewart 2014) of the site 
amplification model. 
 In the development of subduction zone GMMs, it is typical to borrow some or all of the 
above site amplification model components from active crustal regions or simulations when data 
is lacking. For example, Abrahamson et al. (2016) develop a global VS30-scaling term, but use the 
simulation-based nonlinear site amplification term of Walling et al. (2008), constrained to be 
consistent with the Peninsular Range model from California, and do not consider basin depth or 
regionalization. Zhao et al. (2016a,b) use site class based on site period as their site term, binning 
sites into categories instead of having a continuous predictor variable, and adopt the 1-D 
simulation-based nonlinear model for site classes of Zhao et al. (2015). Moreover, in the Pacific 
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northwest region of the US, site factors used in current building code applications are derived using 
data from active tectonic regions (i.e., the model of Seyhan and Stewart, 2014).  
 This chapter presents an empirical subduction-specific site amplification model to be 
paired with the reference-rock conditioned GMM of Chapter 5. Due to the large dataset compiled 
in the NGA-Subduction project (PEER 2019), a global model for VS30-scaling is developed along 
with regional adjustments. The applicability of the nonlinear term in SS14 to the global subduction 
data is also investigated, and some modifications are proposed. Future work is planned to 
investigate basin effects in Taiwan, Japan and the Cascadia region.  
 
6.2 GLOBAL AND REGIONAL MODELS 
6.2.1 Global Site Amplification Model 
In the absence of basin effects, the total site amplification model is given as the sum of two terms 
in natural logarithmic units: 
!A = !:0; + !;:               (6.1) 
where Flin is the linear site amplification, or the VS30-scaling term, and Fnl is the nonlinear site 
amplification term. The functional form for the linear term is given as:  
!:0; = ⎩⎪⎨
⎪⎧rN() s"tuv"w x + r+() y "w"z{|} 																	cde	$AQ, ≤ $Nr+() y"tuv"z{|} 																																cde	$N < $AQ, ≤ $+r+() y "~"z{|} 																																										cde	$AQ, > $+
                          (6.2) 
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Flin is tri-linear in VS30 space, but only data from Taiwan shows a break in slope at V1, similar to 
that observed in previously in Japan (Campbell and Bozorgnia 2014) and CENA (Parker et al. 
2019; Hassani and Atkinson 2017). In other words, for most regions s1=s2. 
The nonlinear term has the same form as the NGA-West2 Seyhan and Stewart (2014) 
model: 
!;: = cN + c+() sKÄz\ÅuÅu x                  (6.3) 
where f1 to f3 are model parameters and PGAr represents the peak acceleration expected for the 
reference site condition of 760 m/s).  f1 represents the level of amplification that is independent of 
PGAr, which is accommodated by Flin. As a result, f1 is not needed in Fnl and is taken as zero in 
Eq. (6.3). f3 represents a transition level of PGAr, whereby for PGAr << f3, Fnl goes to zero and for 
PGAr >> f3, Fnl approaches a constant slope of f2 with respect to the log of †°¢9 cQ⁄ . For modeling 
purposes, f2 is related to VS30 as (modified from Chiou and Youngs 2008): c+ = cR[ÉÑÖ{c](_á)($AQ,, 900) − 200)} − ÉÑÖ{c](900 − 200)}]                  (6.4) 
Coefficients for the global and regional site amplification models are independent of event-type, 
and given in Tables E2-E3 in the electronic supplement. 
6.2.2 Regional VS30-Scaling 
Regional slopes s1 and s2 are given for Alaska, Cascadia, Japan, South America, and Taiwan in 
Tables E2-3 of the electronic supplement. Additionally, some regions require modification of V2, 
the corner velocity at which the model goes flat at high VS30. These regional V2 values are also 
given in Tables E2-3 of the electronic supplement. Due to sparsity of data, the global site 
amplification model is recommended for Central America and Mexico. There is no regional 
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variation in the nonlinear model, Fnl, due to lack of data to constrain coefficients for each 
independent region. 
 
6.3 MODEL DEVELOPMENT AND RESULTS 
6.3.1 Linear Site Amplification 
The first step in computing the linear site amplification implied by the NGA-Subduction database 
is computing within-event rock residuals using the reference-rock conditioned GMM, G0ï9 , given 
by Eq. 5.1, the event terms hE,i given by Eq. 5.9, and a nonlinear model, Fnl: 
òô0ï9 = ()l*0ïm − §G0ï9 + !;:,ï + óè,0•        (6.5) 
Subscripts i and j refer to event and station, respectively. Superscript r indicates the term is for the 
reference rock velocity condition of 760m/s. For this step of the model development process, data 
(Yij) from both interface and intraslab events are combined, as we do not expect differences in the 
source to affect amplification due to site properties. This expectation is tested subsequently using 
residuals analyses.  
Within-event rock residuals òô9 are not expected to average to zero because they 
represent the difference between data for soil site conditions and model predictions for a reference 
rock condition. As such, when taken in aggregate, these residuals provide an estimate of site 
response per the non-reference site approach (Field and Jacob, 1995). Ideally, the differences 
between ()l*0ïm and the quantity in brackets would be due to site response only, although in reality 
other factors contribute to non-zero realizations of òô9 . The event term is included in the sum 
within the brackets to remove bias in total residuals that is related to source, and hence unrelated 
to site. There can be biases associated with particular source-to-site paths, which are not accounted 
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for in Eq. (6.5). An essential element of the non-reference site approach is that the path model 
should be unbiased in a broad sense, even if it may be biased for a particular realization.  If this is 
the case, then many samples of path errors (over many observations) would average to zero, which 
in turn would leave site as the remaining source of non-zero mean òô9 values. The Fnl term is 
included within the brackets in Eq. (6.5) to remove nonlinear site effects because the initial focus 
is on the linear site response. This correction is small for most data points, only being appreciable 
for relatively near-fault (strong shaking) conditions, soft soils, and high-frequency IMs.  
 The within-event rock residuals are partitioned into reference-rock site terms (óA9), which 
represent the average site amplification observed over many events for each recording station, and 
the remaining residual (eij),  
òô0ï9 = óA,ï9 +	ù0ï      (6.6) 
The partitioning is done using mixed-effects analysis in R (Bates et al. 2015). The eij term 
represents variation in ground motion due to event-to-event variations in site response and path 
errors.  
 The óA,ï9  terms are examined for trends with VS30, in order to develop the VS30-scaling model 
(Flin). The model development is iterative because of the use of a nonlinear model (!;:) in Eq. 
(6.5). The first iteration uses an available Fnl term in the literature from SS14 (lines 2-3 of Eq. 6.2). 
Subsequent iterations used a modified Fnl term derived in the next section. The results shown here 
reflect the final outcome once the Fnl term was set.  
 Figure 6.1 shows the variation of óA9  with VS30 using results from all regions together, along 
with the model from Eq. (6.2). The model fit was performed using nonlinear least-squares 
regression in R (R Core Team 2016). Each gray symbol in the figure represents a reference-rock 
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site term for a single site. The scatter of these terms is appreciable. Data trends can be more readily 
appreciated by examining the variation with VS30 of binned means, which are shown along with 
their standard errors. The results indicate a steady increase in site amplification as VS30 decreases, 
and a flattening of the relationship for stiff sites, which is captured in the model by a flat trend for 
VS30 > V2. As found previously in active regions, the strength of the trend is consistently found for 
all IMs considered, but is strongest for periods of 0.5 to 5.0s (along with PGV), and weaker at 
shorter and longer periods. The wavelengths associated with these intermediate periods are much 
longer than 30 m, so the strength of this trend is a result of correlation between VS30 and the average 
velocity structure at greater depths.  
  
176  
 
Figure 6.1. Global VS30-scaling model, Flin, for peak ground velocity (PGV), peak ground acceleration 
(PGA), and a range of PSA oscillator periods 0.1-10.0s. 
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Figure 6.2 compares slope parameter s2 as derived for the global model in this study to 
comparable parameters in the SS14 model for active tectonic regions and the Parker et al. (2019) 
model for stable continental regions. The VS30-scaling in the global subduction model is not as 
strong as in active regions, but is stronger than that in CENA for oscillator periods of 0.15-4.0s 
PSA.  The shape of the c parameter in the global subduction model is very similar to that for ATRs, 
being more negative (stronger scaling) for intermediate periods (0.5-5.0 s) than shorter and longer 
periods. In contrast, the scaling for CENA is relatively constant with respect to period.  
 
Figure 6.2. Comparison of VS30-scaling slope between the global NGA-Subduction model, the Seyhan 
and Stewart (2014) (SS14) for active tectonic regions, and the Parker et al. (2019) (Pea19) model for 
central and eastern North America. 
 
Once the global model was set, additional plots as in Figure 6.3 and 6.4 were prepared for 
each region individually. In Figure 6.3 the 0.2s PSA data for each region is compared to the 
global model (Eq. 6.2) and to a regional model reflecting regional coefficients. Figure 6.4 shows 
the same information for 1.0s PSA. The global value of V2 is initially used for each period as the 
sparsity of data when split by region causes V2 to be under-determined. Once the regional slopes 
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were fit using nonlinear least-squares, the adequacy of the global V2 was assessed, and regional 
adjustments were made by judgement as necessary. Lastly, V1 and s1 were fit to the Taiwan 
dataset, to allow a break in slope at slow VS30. 
Figure 6.5 shows the variation with period of the regional adjustment to the slope s2. The 
regional variations from the global model are modest, but are large enough to be statistically 
significant. Alaska has the largest negative deviation in VS30-scaling slope from the global model, 
exhibiting a stronger dependence on VS30 than other regions. Cascadia exhibits significantly 
weaker, and South America exhibits slightly weaker VS30-scaling than the global model. Japan 
has similar VS30-scaling as the global model; this is not surprising, as the majority of the data 
used to develop the global model comes from Japan. Due to lack of data, we recommend that the 
global model be used in Central America and Mexico. 
 The plots in Figures 6.1, 6.3, and 6.4 pass through zero at VS30 values lower that the 
desired reference condition of 760 m/s. This indicates that adjustment of the constant term is 
needed to shift the residuals up by a unit amount. This is applied during model development as 
described further in Chapter 5.4.5.  
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Figure 6.3. Regional VS30-scaling model, Flin, for 0.2s PSA shown in dashed line, compared to global 
model shown in solid line. 
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Figure 6.4. Regional VS30-scaling model, Flin, for 1.0s PSA shown in dashed line, compared to global 
model shown in solid line. 
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Figure 6.5. Regional variation in VS30-scaling slope s1 (Eq. 6.2), shown as a modifier relative to the global 
slope. 
 
6.3.2 Nonlinear Site Amplification 
To investigate the nonlinear component of site amplification implied by the NGA-Subduction data, 
the residuals between the data and a GMM with a linear site term are computed:  
òô0ï:0; = lnl*0ïm − §G0ï9 + !A,ï + óè,0•          (6.7) 
The GMM is exercised for the reference rock condition (Eq. 5.1) and event terms are as given by 
Eq. (5.9). The linear site term is as given in Eq. (6.2). The mean of within-event residuals given 
by Eq. (6.7) should be zero if site response is linear. As a result, I look for conditions where the 
mean trend departs from zero to identify conditions giving rise to nonlinear site response.  
The computed within-event residuals for linear site response (òô0ï:0;) are plotted in Figure 
6.6 against the expected median PGA for the reference rock condition (760m/s).  This median 
PGA is computed from the GMM reference rock mean and PGA event term,  
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†°¢9,0ï = ÉÑÖlG9,0ïKÄ + óè,0KÄm      (6.8) 
where the PGA superscript indicates that the mean model and event term are taken for the IM of 
PGA. The PGAr in Eq. (6.8) represents the expected shaking intensity that would have occurred at 
the site had the site condition been the reference condition. PGAr affects the extent to which 
nonlinear soil behavior is expected (Eq. 6.3). As in SS14, these plots were made for VS30 bins £ 
200, 200-310, 310-520, 520-760, and ³ 760m/s.  
 As shown in Figure 6.6, the NGA-Subduction data shows a nonlinear trend with PGAr that 
is most clearly evident for VS30 bins £ 200 and 200-310 m/s. The trend is demonstrated by a 
downward trend in òô0ï:0;, and its binned means, with respect to PGAr. For each of the VS30 bins 
considered in Figure 6.6, the data trend is fit using Eq. (6.3), from which discrete values of f2 are 
obtained for each period. The value of f3 is period-independent and constrained to 0.05g based on 
visual inspection. 
The f2 results can fit as a function of VS30 in order to evaluate the applicable coefficients 
for the model in Eq. (6.4). Coefficients f4 and f5 are fit through this process, as are the velocities 
that appear in Eq. (6.4), which have been modified relative to those given in Chiou and Youngs 
(2008). The fit of the selected model to the f2 values from individual bins is shown in Figure 6.7, 
which also shows f2 values from NGA-West2 data and simulations, and the SS14 Fnl model.  
Overall, the nonlinear site amplification inferred from the NGA-Subduction data agrees with what 
was found in NGA-W2 for VS30 bins > 310m/s, but shows less nonlinearity for the 100-200 m/s 
and 200-310 m/s bins. There is no significant nonlinearity observed in the data for VS30 ³ 760 m/s. 
In SS14, f3, the transition intensity, was constrained to 0.1g across all periods and VS30 bins. 
The nonlinear site amplification implied from the NGA-Subduction dataset suggests a smaller 
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value of f3, i.e. that nonlinearity starts to occur at a smaller shaking intensity. A value of 0.05g was 
chosen for all periods and VS30 bins based on judgement. 
 
Figure 6.6. Nonlinear site model Fnl for PGA, 0.2s, 1.0s and 5.0s shown as a function of PGAr for VS30 
bins. The corresponding model from SS14 is shown for comparison. 
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Figure 6.7. Values of parameter f2 estimated using the NGA-Subduction dataset shown with the proposed 
form of Eq. 6.4, along with the model from SS14, empirical values of f2 from NGA-West2, and 
simulation-based values of f2 from NGA-West2. 
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6.4 MODEL PERFORMANCE 
Figures 6.8-6.9 shows predictions of response spectra that are obtained by combining the reference 
rock GMM from Chapter 5 with the site amplification model described here. The global model 
parameters are used in the site amplification model. Figure 6.8 applies for a condition of an 
interface event of M8 and Rrup = 30 km, which produces strong shaking conditions.  Figure 6.9 is 
similar, but now the event is an interface M7 earthquake at Rrup = 200 km, which produces much 
weaker shaking. In both cases, median spectra are shown for site conditions of VS30 = 200, 400, 
700, 1000 m/s. 
 The relatively weak shaking condition (Figure 6.9) shows steady increases in spectral 
ordinates as site conditions become softer, with the strongest changes in the period range of 0.5-
5.0 sec. The strong shaking condition (Figure 6.8) shows similarly steady increases in long period 
spectral ordinates, but a more complex pattern at short periods that is affected by differing amounts 
of nonlinearity.  
 
Figure 6.8. Predictions of response spectra computed using the global reference rock GMM from 
Chapter 5 with the global site amplification model described herein for an interface M8 event at 
Rrup = 30 km, for VS30 = 200, 400, 700, 1000m/s.  
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Figure 6.9. Predictions of response spectra computed using the global reference rock GMM from 
Chapter 5 with the global site amplification model described herein for an interface M7 event at 
Rrup = 200 km, for VS30 = 200, 400, 700, 1000m/s. 
 
 An assumption implicit to the model development is that site response is not affected by 
event type, meaning that the model applies equally to interface and slab events. This is checked by 
plotting within event residuals as a function of VS30 for both event types, as shown in Figure 6.10. 
The lack of bias and flatness of the trends demonstrates that the assumption is valid.  
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Figure 6.10. Within-event residuals for the global GMM presented in Chapter 5 in combination with the 
site amplification model presented herein, for 0.2 and 1.0s PSA. Data from interface and intraslab events 
are combined. 
 
6.5 MODEL LIMITATIONS AND RECCOMENDED USE 
The seismic site amplification model presented in this chapter is for use in conjunction with the 
NGA-Subduction GMM presented in Chapter 5. The model could also be used with other GMMs 
conditioned at 760 m/s, but a check should be performed for bias against ground motion data, 
which if present, would require adjustment of the GMM constant term.  
The base seismic site amplification model, FS is applicable to PGA, PGV, and PSA 
between 0.01-10s oscillator periods. It should not be used outside of the range of VS30 used in 
model building, 150-2000m/s. Regional coefficients are recommended for Alaska, Cascadia, 
Japan, South America, and Taiwan. The global model is recommended in Central America and 
Mexico. For forward use in regions not included in model development, we recommend using a 
range of s2 values that captures the range of regional epistemic uncertainty.  
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The site response model presented here is ergodic. It will not produce a site-specific 
amplification factor, even with a measured VS30 profile from a site of interest. Site-specific site 
response can be evaluated separately using recordings at or near the site of interest or GRA 
simulations using a measured VS profile (Stewart et al. 2017). 
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7 OVERVIEW OF FINDINGS AND FUTURE WORK 
7.1 OVERVIEW OF DISSERTATION SCOPE AND FINDINGS 
This dissertation focuses on model building for the prediction of earthquake ground motion 
intensity measures based on properties of the earthquake source, wave propagation path, and 
recording site. The first part of this thesis focuses on seismic site characterization and site 
amplification in CENA in the context of the Next Generation Attenuation-East project. Chapter 2 
presents a hybrid geology-slope approach for VS30 estimation that utilized a new and expanded 
shear-wave velocity (VS) measurement database for CENA. The proxy is conditioned on geologic 
category from newly considered large-scale geologic maps, the extent of Wisconsin glaciation, 
sedimentary basin structure, and 30 arc-sec topographic gradient. Nonglaciated sites were found 
to have a modest natural log dispersion of VS30 (σlnV=0.36) relative to glaciated sites (σlnV=0.66), 
indicating better predictability of VS30 for the former. These findings were used to estimate the 
mean and standard deviation of VS30 for NGA-East recording stations when measurements were 
not available. Chapter 3 presents empirical linear site amplification models conditioned on time-
averaged shear wave velocity in the upper 30 m (VS30) for CENA, developed using a combination 
of least-squares, mixed effects, and Bayesian techniques. Site amplification is found to scale with 
VS30 for intermediate to stiff site conditions (VS30 > 300 m/s) in a weaker manner than for active 
tectonic regions. For stiff sites (> 800 m/s), we find differences in amplification for previously 
glaciated and non-glaciated regions, with non-glaciated sites having lower amplification. The 
models account for predictor uncertainty, which does not affect the median model, but decreases 
model dispersion. Lastly, Chapter 4 presents recommendations for modeling of ergodic site 
amplification in CENA, based primarily on results from the literature (including Chapter 3), for 
application in the U.S. Geological Survey national seismic hazard maps. Previously, the maps have 
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used site factors developed using data and simulations for active tectonic regions; however, results 
from NGA-East demonstrate different levels of site amplification in CENA as compared to active 
regions. The recommended model has three terms, two of which describe linear site amplification: 
an empirically constrained VS30-scaling term relative to a 760 m/s reference, and a simulation-
based term to adjust site amplification from the 760 m/s to the CENA reference of VS=3000 m/s.  
The second part of this thesis focuses on the development of a global GMM and site 
amplification model with regional adjustment factors for subduction zone regions as a part of the 
Next Generation Attenuation-Subduction (NGA-Sub) project. Chapter 5 presents global 
subduction zone GMMs for interface and intraslab events, with regionalized terms for Alaska, 
Cascadia, Central America. Mexico, Japan, South America, and Taiwan. The near-source 
saturation model, magnitude-dependent geometrical spreading, and magnitude-scaling break point 
are constrained using models derived by others from simulations and fault geometry, and the 
anelastic attenuation, magnitude scaling, and depth scaling terms are constrained empirically. The 
model is regionalized in the constant, anelastic attenuation, and depth-scaling terms, and in the 
magnitude break-point. When applying the model to a region not considered in the study, we 
recommend using an appropriate range of epistemic uncertainty that captures regional variation. 
Chapter 6 presents a subduction-specific site amplification model, meant to be paired with the 
reference-rock GMM of Chapter 5, that accounts for regional differences in VS30-scaling, and re-
calibrates the nonlinear term of SS14 using subduction data. 
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7.2 FUTURE WORK 
7.2.1 Basin Depth Terms 
For regions that contain basin structures, such as Tokyo in Japan, the Taipei Basin in Taiwan, and 
the Seattle and Tacoma Basins in Cascadia, we will define a period-dependent basin depth term, 
Fb, that is an adjustment to the base model, Fs, given in Eq. 6.1. The basin depth model will be 
conditioned on dzx (Eq. 7.2), which represents the difference between the zx at a site, and the zx 
predicted by an empirical VS30 – zx relationship, µzx(VS30), where zx is the depth to the x km/s crustal 
shear wave velocity horizon (x is taken as 2.5 km/s in Cascadia, and 1.0 km/s elsewhere).  
!` = c(@, ò®N)        (7.1) ò®N = ®N − G©N($AQ,)                       (7.2) 
This component of the model is still undergoing development, and a final functional form for Fb 
(Eq. 7.1) has not been chosen yet. It is likely we will use a version of the Nweke et al. (2018) µz1 
model (Eq. 6.7), adjusting coefficients using the NGA-Subduction database if necessary. 
G©N = ™N ´1 + Éec s:C8("tuv)Y:C8l¨≠m¨Æ√+ x∞ + ™,                        (7.3) 
We plan to fit Fb (Eq 7.1) to within-event residuals (dWij) at stations with an estimate of z1 using 
a nonlinear least-squares approach. The within-event residuals will be computed using the GMM 
and event terms presented in Chapter 5, and the base site amplification model, FS, given in Eqs. 
6.1-6.4:  
òô0ï = ()l*0ïm − §G0ï + !A,ï + óè,0•																																																						(7.4) 
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Where Yij is a ground motion intensity measure from earthquake i recorded at station j. We will 
allow for regional FB coefficients if we observe differences in the behavior of the data between 
Japan, Taiwan, and Cascadia. 
7.2.2 NGA-Subduction Model Validation 
After completion of the seismic site amplification model for subduction zones (Chapter 6) and the 
model verification process at multiple site conditions are complete, we plan to validate our NGA-
Subduction ground motion model against data that was not included in the model development 
process (Chapter 5.2.2). There are three sources that we will consider:  
1. Data from New Zealand (NZ) in the NGA-Subduction database (Kishida et al. 2018) 
2. Data from subduction zone earthquakes that have occurred since NGA-Subduction 
database development, including the 2017 Chiapas and Puebla, Mexico earthquakes and 
the 2018 Gulf of Alaska earthquake, and  
3. The Frankel et al. (2018) ground motions for Cascadia interface events produced using 
broadband simulations. 
  The NGA-Sub NZ dataset was excluded from model development due to a lack of Class 
1/Class 2 classifications for the events (Wooddell 2018). We did not want to include ground 
motions from earthquakes that were potentially aftershock events in our regression analysis. 
However, we can use the 4,200 recordings from 263 events with M4-7.8 for validation purposes, 
and to see if any regional trends or differences exist in NZ.  
The Frankel et al. (2018) simulations are only for M9 Cascadia interface events. Due to 
lack of data, we did not produce an interface model for the Cascadia region as part of the NGA-
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Subduction project. However, we will compare our available interface models to the Frankel et al. 
(2018) simulations and seek insights from the process. 
7.2.3 Residuals analysis in Regional Back-Arc Complexes 
The NGA-Subduction ground motion model presented in Chapter 5 is only applicable to sites in 
the forearc regions of subduction zones. Data recorded at sites in the back-arc regions were 
excluded to simplify the path modelling process. Using the completed GMM and site amplification 
models we plan to undertake a residuals analysis to determine if there are any attenuation 
differences between the forearc and back-arc zones. Stronger attenuation in the back-arc has been 
observed in Japan, although we expect this to vary by region; some other NGA-Subduction model 
developers have gone through this process and have not found a difference between the forearc 
and back-arc ground motions for Alaska and Cascadia (N. Abrahamson, 2018, pers. comm.).  
If a difference is observed, we plan to implement an additional anelastic attenuation term (Eq. 
5.2) that modifies the distance-scaling for the fraction of the path inside the back-arc. In this 
case, the path model FP may look like: 
!K = IN()O + (PQ + PRS)()O +	T,O<Ä + T±ÄO±Ä                  (7.5) 
Where the first two terms are the same as defined in Eqs. 5.2-5.3, a0 is the same coefficient as 
given in Chapter 5.4.2, but RFA and RBA are defined as the fraction of the site-to-source distance 
R (Eq. 5.3) in the forearc and back-arc regions, respectively, and aBA is an anelastic attenuation 
coefficient determined via regression on back-arc residuals. 
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7.2.4 Hypocenter Location Model Validation 
Although our choice of hypocentral depth as a parameter during model development (Ch. 5.x) was 
based on a number of considerations, including predictive power and level of predictor variable 
uncertainty, it is not the ideal parameter for forward application in PSHA. This is because including 
it in a hazard analysis would require adding randomization of source location on the fault, which 
would involve an additional loop in the hazard integral. Both Ztor and Zmid are more convenient for 
PSHA application because they are determined once a fault rupture plane is defined, which is 
already part of hazard analysis for distance calculation.  
 Mai et al. (2005) examined the location of hypocenters within the finite fault rupture plane 
for 50 earthquakes in a number of tectonic settings, including subduction zones. Based on their 
empirical analysis, they define gamma probability distributions of down-dip hypocenter locations 
for strike-slip, dip-slip, crustal dip-slip, and subduction dip-slip events. We plan to use subduction 
dip-slip events from the NGA-Subduction database with finite fault models (PEER 2019, 
Contreras 2017) to validate the probability distribution of down-dip hypocenter location of Mai et 
al. (2005). Given a rupture plane defined in PHSA, this will allow for the estimation of dhyp and 
the use of the GMM presented herein without an additional randomization over source properties. 
If desired, epistemic uncertainty in this model can be taken using the mean and standard deviation 
of the down-dip probability distribution. 
7.2.5 Epistemic Uncertainty 
The last component of planned future work is to develop quantitative epistemic uncertainty 
recommendations of two kinds:  
1. Regional epistemic uncertainty based on the GMM presented herein, and 
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2. Model-to-model epistemic uncertainty for one region based on the suite of available 
subduction zone GMMs, including other NGA-Subduction GMMs (Abrahamson and 
Gulerce 201x; Kuehn et al. 201x; Chiou et al. 201x). 
The first component can be carried out independently, and has been addressed qualitatively in this 
dissertation (e.g. Chapter 5.7.2). We will recommend specific epistemic ranges on regional 
coefficients c0, a0, and s2. The second component will be addressed collectively by all of the NGA-
Subduction GMM developers. 
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