This paper will describe a strategy for rapid quantification of uncertainty in reservoir performance prediction. The strategy is based on a combination of streamline and conventional finite difference simulators.
Introduction
Petroleum reservoir data is inherently uncertain. The field information is usually sparse and noisy. Part of the data is obtained from cores collected at a finite set of wells. The data may also consist of time averaged responses over large scales or derived from an incomplete knowledge of the subsurface geology. The standard procedure for reducing the uncertainty is by constraining the model to data representative of the chosen recovery scheme, i.e., dynamic data, in the form of oil, water and gas production rates, as well as pressure. In contrast to the static data (e.g., geometry and geology) obtained prior to the inception of production, these data are a direct measure of the reservoir response to the recovery process in application. The use of dynamic data in constraining the reservoir model is therefore a sound paradigm. This process of incorporating dynamic data in the generation of reservoir models is known as history matching.
The history-matching problem involves determining a set of parameters such that the model output is as close to the history data as possible. What makes history matching a daunting task is the usually high dimensionality of the model parameters, and the non-linear relationship between the parameters and the model output. A second consideration is that the history-matching problem belongs to a class of mathematical problems, which are referred to as inverse and ill-posed [1] . The history match is therefore non-unique, i.e.; more than one combination of the reservoir model input parameters match the observed production data. Consequently predicting model performance is also uncertain, and this uncertainty must be quantified. The only way to quantify uncertainty in reservoir performance requires the generation of multiple model realizations, which are constrained by the dynamic data. For problems with high input-output dimensions, each run of the simulator can be very expensive in CPU time. A single run of the model can take several minutes for a relatively coarse grid to several hours for a fine grid.
The fundamental task is how to rapidly generate multiple realizations by exhaustive exploration of parameter space. This is directly tied in with a second consideration, which is the need to restrict the range of investigation for the unknown parameters, thus preventing the algorithm from searching for physically unrealistic solutions. Since realistic uncertainty quantification depends on the quality of the ensemble of solutions generated, the above considerations are imperative for quantifying uncertainty in reservoir performance prediction Two distinct approaches to exploring model parameter space have been identified in the literature namely, deterministic [2, 3, 4, 5] and stochastic [6, 7, 8] methods.
The underlying assumption for all gradient type algorithms is the existence of a (unique) global optimum set of parameters. By moving along gradients in the misfit surface, one aims at finding this global optimum. The search process requires deriving sensitivity coefficients. This involves calculating the gradient of the performance index (objective function). For high dimensional parameter space problems, calculating sensitivity coefficients can be prohibitively expensive. Steepest descent and conjugate gradients methods are one of the earliest gradient-based algorithms reported in the literature [9] . By using optimal control theory with firstderivative minimization methods (steepest descent and conjugate gradient methods), [10] and [9] provided an attractive approach to history matching that involved efficient evaluation of the performance index, regardless of the dimensionality of the problem. However, the steepest descent method is known to progress slowly in the vicinity of the minimum [10] . Further, except in cases where the objective function is quadratic or nearly quadratic, conjugate gradient methods have been shown to be (theoretically [11] , and in numerical experimentation [12] ) inferior to variable metric (or quasi-Newton methods) methods. Hence other authors (see e.g., [13, 14] ) have used a combination of optimal control theory and quasi-Newton methods as an approach to history matching.
More recently, the most efficient deterministic methods reported in the literature involve the steepest descent, Gauss-Newton and Levenberg-Marquardt algorithms, where deriving the sensitivity parameters involves differentiation of the mathematical model with respect to the model parameters. These sensitivity parameters are then used to construct a Hessian matrix whose inverse gives a good approximation to the covariance matrix that enters into the model misfit calculation [3, 4,] .
Recent commercial aids to history matching have been based on gradient techniques. The sole aim is to generate a single history matched model, which is constrained by the dynamic data. Whereas the codes automatically generate a history-matched model, they do not guarantee that it is the correct global optimum solution. We recall that several local mimina of the objective function may exist, and the risk of getting trapped in a local minimum is a realistic scenario. A further consideration is the fact that seeking a single solution to an inverse and ill-posed problem is unsound, considering the generic properties of this class of problems, see [1] . Finally, gradient-type methods for history matching do not allow quantification of uncertainty, and therefore ignore the fact that the dynamic data is uncertain. The above realizations have led to a new approach to the problem of history matching namely, the use of stochastic methods.
Stochastic approaches to history matching recognize that the dynamic data is a realization of a stochastic process [15] . Prominent among the stochastic methods are those based on simulated annealing and genetic algorithms, see e.g., [6, 7, 16, 17] . Stochastic global optimization techniques provide a framework that allows for an intelligent evolution of the algorithm to a global optimum value of the objective function. Both methods, i.e., simulated annealing and genetic algorithms require a problem-specific way of generating a new solution from an old one, e.g., for genetic algorithm through mutation.
Simulated annealing is simpler than genetic algorithms because it only examines one point in the search space at a time, while genetic algorithms maintain a population of points. Simulated annealing does not provide for assortment, which might mix information from potential solutions to produce better ones. See [16] for a detailed discussion on the application of simulated annealing and other global optimizers to reservoir description. In general, stochastic algorithms have slower convergence rates, compared to deterministic algorithms. Even though several realizations of the model are generated at each stage, there is limited and selective passing of information from one iterative stage to another. The amount of information to be passed on depends on tuning parameters, (e. g., for genetic algorithms, selection, crossover and mutation parameters [18, 19] , and for simulated annealing, the temperature parameter [20] ), which must be predetermined. This paper will present an algorithm, which makes judicious use of all information obtained in every iterative stage, in sampling the parameter space.
The Neighbourhood Approximation (NA) sampling algorithm is a stochastic algorithm, which falls in the same category as genetic algorithms and simulated annealing. This paper presents the use of the algorithm in generating multiple history-matching models. The Neighbourhood Approximation algorithm firstly identifies all good history matching regions of the parameter space. It then generates an ensemble of models that preferentially sample these regions of the model parameter-space in a guided way, by using all information obtained about the model space. This approach overcomes one of the principal weaknesses of stochastic algorithms namely, slow convergence. It uses Voronoi cells to represent the parameter space.
Voronoi cells and the Neighbourhood Approximation algorithm
Given n points in a plane, their Voronoi diagram divides the plane according to the nearest neighbour rule namely, each point is associated with the region of the plane closest to it. The distance metric is usually Euclidean, and each Voronoi polygon in the Voronoi diagram is defined by a generator point and a nearest neighbour region, see Figure 1 below.
Figure 1 Random points in a 2D space
Voronoi cells possess very attractive geometrical and computational properties, see [21] . Figure 2 .a. shows the Voronoi diagram for 100 points in space. As new points are added, the Voronoi diagram is updated based on the nearest neighbour rule. The Neighbourhood Approximation (NA) algorithm was originally developed to solve an inverse problem in earthquake seismology [19] . It differs from other stochastic algorithms in the following way. Rather than seeking a global optimal, the objective is to generate an ensemble of datafitting models. The algorithm works by first, representing the parameter space with Voronoi cells. By constructing an approximate misfit surface for which the forward problem has been solved, the algorithm samples the parameter space by doing non-linear interpolation in multidimensional space, exploiting the neighbourhood property of the Voronoi cells. The sampling is done in a guided way such that new realizations of the model are concentrated in regions of parameter space that give good fit to the observed data. See [19] for detailed description of the algorithm, and [22, 23] for an earlier application in petroleum engineering.
a. 100 points b. 300 points Specifically, the NA-algorithm generates multiple data-fitting models in parameter space in the following way. Firstly an initial set of n s models are randomly generated. In the second step, the n r models with the lowest misfit models among the most recently generated n s models (including all previously generated models) are determined. Finally, new n s models are generated by uniform random walk in the Voronoi cell of each of the n r chosen models. The algorithm returns to the second step and the process is repeated. At each iteration n r cells are resampled and in each Voronoi cell, n s /n r models are generated. The performance of the algorithm depends on the ratio n s /n r , rather than on the individual tuning parameters.
We note that at any stage of the sampling procedure, selective sampling of good data-fit regions is achieved by exploiting information about all previously generated models.
In this way it attempts to overcome a main concern of stochastic sampling -poor convergence.
Generating new n s /n r cells within a Voronoi cell is accomplished by a Gibbs sampler [24] . Figure 3 shows a 2-dimensional example. To generate a new model in cell A, we set the conditional probability density function outside Voronoi cell A to be zero. A new x-axis component x aa is obtained by a uniform random perturbation from point x a . This perturbation is restricted to lie between x 1 and x 2 . From (x aa , y a ), we generate a new y-axis component by a uniform random perturbation, restricted to lie between y 1 and y 2 , to arrive at (x aa , y aa ). This approach extends directly to multidimensional space. Thus for an m-dimensional space problem, one generates m random walks, one per axis, resulting in an mdimensional polygon. See [19] for details.
Parallel computing
Earlier use of parallel machines in the industry dealt mainly with internal parallelization. This involved developing parallel versions of the flow equations, and distributing the computation over multiple processors, such as in [25, 26] . Targeted were the computationally intensive and CPU time consuming parts of the flow equations. At present some commercial aids to history matching based on internal Parallelization, exist on the market.
More recently, external parallelization has also been reported in the literature as a means of gaining speed-up in history matching. This involves running a code that is built to run serially, over several workstations.
This type of parallelization allows the simulation of multiple input files at the same time, and takes advantage of parallel computers and a network of workstations, without modification of existing serial codes. Application of external parallelization using PVM (Parallel Virtual Machines) has been reported in the literature, see [27] , [28] and [29] , with interesting results.
The shift of emphasis from internal to external parrallelization can be attributed, in part, to the increasing availability of computational power. The aim of internal parallelization has been to cut down on walltime. However, the remarkable development in computational power means that we are able to achieve considerable reduction in CPU time, without the need for parallelization. This development has led to lower cost per CPU time.
Probably a second reason for the shift in emphasis can be attributed to the increasing use of stochastic algorithms in reservoir simulation and characterization. Stochastic algorithms for history matching seem to benefit most from parallel computation since the history matching process involves running multiple independent forward simulations, see e.g., [30 and 31] . This paper will show results from a parallelized version of the Neighbourhood Approximation algorithm on a Linux cluster using the MPI (Message-Passing Interface) standard. We shall present results of the parallel NA algorithm on a cluster of 32 IBM xSeries 330 dual processor 1266MHz PIII servers. Results presented in this paper will demonstrate the advantages of perfect parallelism.
Speedup strategy
Appraising the ensemble  Sampling from the posterior As pointed out in the introduction, history matching is time consuming, and there is a need to restrict the range of investigation for the unknown parameters. Doing this prevents the algorithm from searching for physically unrealistic solutions, and much CPU time can be saved. We recall however, that realistic uncertainty quantification depends on the quality of the ensemble of solutions generated. Hence even though restricting the range of parameters will save CPU time, it is imperative how this restriction is implemented. If we choose a too narrow range to sample from, our uncertainty quantification will be unrealistic. However, if we choose a too wide range, CPU time constraints prevent us from an exhaustive exploration of the parameter space. The models generated may then be too dispersed so as to give a reasonable quantification of uncertainty. CPU time constraints are closely connected to way we choose to run the forward modeling.
Bayes theory provides the ultimate means of quantifying uncertainty in reservoir model performance. One attraction with Bayes approach to uncertainty is that every aspect of the modeling is assigned a probability density function (pdf) that indicates the degree of certainty about it. In the analysis, the uncertainty in what is known about each model before the production data is taken into account, is expressed through a prior probability density function . In the absence of any prior information, assigning equally likely probabilities to the models is a sound paradigm [37] . With the observed production data at hand, the prior is modified to yield a posterior probability function
) of the models given the dynamic data. This posterior probability density function expresses the uncertainty after the dynamic data has been taken into consideration. Another parameter of consideration is the likelihood of each of the models. The likelihood
comes from a comparison of the dynamic data to the data obtained on the basis of the model. We recall that the observed data is uncertain. Hence comparison of observations with solutions derived from the model will have additional uncertainty associated with uncertainties in the solution process.
Most conventional simulators are based on a finitedifference solution to the partial differential equations of fluid flow through porous media. However, a finite-difference method based on an IMPES approach suffers from the timestep length limiting CFL (Courant-Friedrich-Lewy) condition. That is, the maximum time step in any numerical scheme is limited by numerical stability considerations. The basic assumption is that one can consider each cell only to interact with its direct neighbours. Hence the domain of influence of cell j say, can only stretch to cells j-1 and j+1. With increasing dimension of cells, the maximum time-step gets shorter [32] . This shortening of time-step can lead to high CPU time for conventional, finite-difference simulators, see [33] . Streamline simulators present a viable alternative to traditional finitedifference simulators.
By Bayes theorem
The benefit of a Bayesian approach over other traditional methods of uncertainty analysis is that it permits the use of arbitrary probability distributions, not just Gaussian distributions, and of arbitrary measures of uncertainty, not just variance. It also extends the analysis to higher levels of interpretation, e.g., the rejection of any particular model, and the selection of appropriate models [37, 38] . Quantifying uncertainty involves automatically generating historymatching models, guided by information derived from the prior and likelihood. This is technically referred to as sampling from the posterior distribution.
The use of streamline and stream-tube methods in fluid flow modeling is not a new concept, see a comprehensive list of early contributors in [33, 34] . Streamline-based simulators are receiving renewed attention as alternatives to finite difference simulators in the modeling of simple reservoir models to fully fledged, field scale models, see also [1, 35, 36] . The attraction with streamline simulators is the decoupling of the pressure and flow solvers. Thus by opting for a fewer pressure solves, one achieves a speedup in the simulation at the expense of accuracy. In contrast to conventional simulators, the streamline simulation is based on fluid transport along a dynamically changing streamline-based flow grid. Thus large time steps can be taken without numerical instabilities. This gives the method a near linear scaling in terms of CPU efficiency versus model size [1, 34] .
Although Bayes theorem presents a robust framework for quantifying uncertainty, two issues need to be resolved for any realistic uncertainty quantification. One of the challenges lies in how to define the likelihood function. Since the likelihood takes the observed data into account in quantifying the uncertainty, it is imperative that the influence of the likelihood overrides that of the prior in quantifying the posterior distribution. However, this is only possible if the likelihood is rightly defined. Even in cases of vague or nonuniform priors, a poorly defined likelihood will imply a poor posterior distribution. If we assume that the model is correct, then any inconsistencies in the model output, compared to the observed data, can be attributed to errors in the observed data and the errors in the numerical procedures involved in our choice simulator. In such a case, the likelihood defines the probability of the data and model errors. We present a method for calculating the likelihood, which accounts for both data, and model errors.
3DSL is a streamline simulator, which solves a 3D problem by decoupling it into a series of 1D problems. Each of the 1D problems is then solved along a streamline, and then mapped back unto the underlying Cartesian grid to obtain a full 3D solution at a new time level.
Our approach in this report is to use 3DSL to rapidly explore parameter space, identify the good history matching regions, and generate an approximate misfit surface. We can then switch to a conventional finite-difference simulator and selectively explore the identified parameter space regions.
The other challenge in implementing Bayes analysis lies in evaluating the constant of proportionality in equation (1) above. The task of evaluating this (normalizing) constant is usually non-trivial, even for problems of very low dimension. Hence approximate method for sampling from the posterior, which avoid explicit evaluation of the right hand side are attractive.
Rigorous methods of sampling from the posterior distribution have been reported in the literature [39, 40, 41] . Results from the PUNQ (Production forecasting with Uncertainty Quantification) project (see [42] and [43] ) highlighted some of the methods for quantifying uncertainty, which involve the posterior distribution. Linearization about the maximum a posteriori (MAP) [44, 45] , randomized maximum likelihood [46, 47] and pilot point [43, 48] methods are some of the approximate algorithms reported. Two papers, which give an in-depth discussion of these methods in relation to the PUNQ project, are [42] and [49] . The drawback with approximate methods for sampling from the posterior is that the uncertainty envelopes predicted are often too narrow, and in some cases, they could be unrealistic [42] .
Markov Chain Monte Carlo (MCMC) provides a method for generating a sequence of realizations that are samples from the posterior distribution without the need to calculate the normalizing term in Bayes analysis. MCMC methods require running chains of walks on the posterior distribution surface. New models are created in the process, and these models are either rejected or accepted based on a selected criterion.
Figure 4 Schematic diagram of NA Bayes-Gibbs sampler
Using the finite number of models generated from the NA sampling algorithm, the aim is to generate a new ensemble of models whose distribution asymptotically tends to the distribution of the original ensemble by sampling from the posterior distribution. To resample from the posterior distribution, the NA-Bayes algorithm uses a Gibbs sampler [24, 50] . The principle is to replace the true posterior probability density function with its neighborhood approximation, where specifically,
Here represents the NA-approximation of the posterior probability distribution for model
is at the heart of the algorithm. Figure 4 shows a 2-D schematic diagram of the resampling process. The algorithm for generating new models can be summarized as follows. From model M(x a , y a ), in cell A, we start a random walk along the x-axis. From x a we propose a new position x aa generated from a uniform random deviate, and constrained to lie between the endpoints of the parameter axis. Next, we draw a second deviate r on the unit interval [0 1]. We then calculate the ratio of the conditional probability of the new point, to that of the maximum conditional probability along the present axis. We accept the new point x aa if the deviate r is less than the calculated ratio. Otherwise, we reject the new point, and the process is repeated all over again. At each step, one element of M is updated, and the iteration is complete when both dimensions have been cycled through once, and a completely new model is generated [50] . Note that the random walk can enter any of the Voronoi cells, and the probability of this happening is determined by the product of the posterior probability density and the width of the intersection of the axis with the cell. Further, we note that the conditional probability is constant within each Voronoi cell, and depend on the likelihood calculated during the sampling stage.
The approach above is extendable to multidimensional space. The theory is that after several iterations, the random walk will produce model space samples whose distribution asymptotically tends towards the target distribution [50] . For details of the NA-Bayesian algorithm, see [50] .
Application  Model and problem description
This report presents an application of the algorithm to synthetic data. We use a fine grid model to generate synthetic data and history match this data, for a limited time, using a coarser model. The aim is to predict the fine grid performance, and quantify uncertainties in the prediction.
The fine grid
The fine grid is the SPE 10 th Comparison Solution Project model [51] . It is a geostatistical model defined on a three dimensional domain, being [1200x2200x170] cubic feet, and discretized into [60×220×85] cells. The top 70ft represents the Tarbert formation, and is a representation of a prograding near shore environment. The bottom 100ft is the Upper Ness, which consists of a part of the Brent sequence. Figure 5 and Figure 6 show the porosity distribution of the entire model, and part of the Upper Ness (with clearly visible channels), respectively. There are 4 producer wells in the corners of the model at constant 4000psi BHP, and a central water injector at constant injection rate of 5000bbl/day. All wells are vertical, and completed throughout the formation.
Figure 5 Porosity distribution of fine grid

Quantifying misfit
The two major sources of error affecting uncertainty in our predictions, and which need be accounted for are the model and observation errors. The data errors encapsulate lack of knowledge of the subsurface geology and errors inherent in the dynamic data. The model errors on the other hand depend on the choice of numerical simulator we choose, i.e., mass balance or streamline, finite element or finite difference. These errors arise from the approximation of the originally continuous conservation and flow equations with discrete analogues, and the inability to capture sub-grid details. The main error however, is due to the inability to capture sub-grid details. Consideration must be given to errors due to numerical diffusion and cell-aspect ratio [22] . Numerical diffusion means front resolution is impossible over fewer than three grid cells, while cell-aspect ratio errors are due to the sensitivity of simulation to cell height/thickness ratio. There are two phases, oil and water, and the relative permeability curves are of Corey type, and given by equation (2) and (3).
We note that simulation errors are correlated in time. This time correlation must therefore be included in assessing model fit to data otherwise acceptable models are rejected if too many points are included in the time series of production data. This would have a major impact on any scheme that required real time rate and pressure data.
R is a scaling parameter defined by 
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We define an objective function with a structure that offers flexibility in combining data of different scales, which may be correlated or uncorrelated, and the inclusion of a priori information. In the least square sense, we define the measure of misfit [54] , χ , can be expressed by equation (8) .
The coarse grid
The coarse grid is a single-phase scale-up [52] of the fine grid, and consists of [5×11×10] cells. Figure 7 shows the porosity distribution of the coarse grid model.
In the equation above and P ∂ Q ∂ refer to the difference between the simulated and fine grid data, for pressure and production rates, respectively. The matrices C and are covariance matrices that capture both data and model errors, and n p j C w refers to number of sets of data. The structure of the covariance matrices depends on the type of error models adopted. The use of error models is attractive because among other things, the approach is statistical. The functional forms, even though simple, give quantitative expressions, which show the dependence of the errors on parameters such as aspect ratios and correlation properties, and they are easy to calibrate, see [55, 56] . Different structures for the covariance matrix exist in the literature. Notably are the Gaussian, exponential, spherical and hole-effect model structures.
Figure 7 Porosity distribution of the coarse grid
The well positions and controls are identical to the fine grid model. The coarse model relative permeability curves were defined using functions by [53] , and expressed by equation (5) and (6) .
( )
Here, we present results where the model covariance matrix structure is defined by an exponential model, which takes into account the time correlation of the errors:
In equation (9) above, τ defines the lag i.e., the time interval over which the errors are assumed to be correlated, and σ m is the variation expected in the model errors. We have takenτ =100 days.
The dimension of the parameter space due to the pair of relative permeability curves is thus defined by . We modelled the two geological formations with separate pairs of relative permeability curves. Hence solving for the relative permeability curves constitutes a 12-dimensional, parametetr space problem.
Assuming no covariance in the data errors, we define the data covariance matrix by
To illustrate, Figure 8 below ). (10) The refinement criterion for the Neighbourhood Approximation algorithm is based on the rank of the misfit . This is defined as ( ) ( )
a. Data errors b. Model errors
Figure 8 Covariance structures
Results and discussion
We used the NA-algorithm to generate 312 models using ECLISPE, sampling a 12-dimensional space. We first investigate our ability to match the history data, and quantify the uncertainty during the history matching period. Figure 9 shows the match of the oil rate uncertainty curves to the observed (noisy) data. The plot also shows the P 10 -P 90 profiles, and our method for calculating these, is described below. The P 10 -P 90 profiles define the uncertainty envelope, and include most of the field data. The inability of the uncertainty envelope to encapsulate the observed data for time less than 100 days is largely due to our assumption of zero model and data errors, for time equals zero. Figure 10 shows plots of the 1-dimensional probability plots for the first four of the model parameters, using ECLIPSE, while Figure 11 shows equivalent plots using 3DSL. The 1-dimensional probability plots are computed using MCMC on the response surface, and represent single parameter effects, averaged over all the other parameters. Calculating the 1D-marginals in practice requires the computation of a generic Bayesian integral J, expressed as
Here represents the distribution of an attribute of interest, e.g., a distribution of the model parameters, and is the posterior probability distribution. A Monte Carlo presentation of equation (12) is given by equation (13) , where N is the number of models in the ensemble used in the evaluation, and The MCMC approach is to sample the misfit surface, and generate a completely new ensemble of models. The value of J is then calculated using the newly generated ensemble, rather than the original models. The aim is to perform the sampling in such as way that the sampling density of the new ensemble approximates the posterior probability distribution ( ) m p . In that case, the generic integral reduces to an average of the distribution of the resampled models. The 3DSL results were obtained using 984 history match models. Whereas some of the parameters (e.g., parameter 2 and 3) appear to have similar shapes, others differ considerably. The differences are likely to be due to the different errors in each simulator. If we computed detailed error models for each of the simulators and incorporated this into our misfit calculations, it is likely that the differences between the 1-dimensional plots would be significantly less.
The next stage in our uncertainty quantification process is to assess our ability to forecast future fine grid performance, and to quantify the uncertainty in the forecast.
As an initial step, we have assessed the ability of the maximum likelihood model in predicting the fine grid behaviour. Figure 12 shows plots of the maximum likelihood prediction for the oil and water rates, and the field average pressure. We observe that for this particular case, the maximum likelihood model is highly accurate in predicting the fine grid response. Our emphasis however, is not on the performance of a single best model, i.e., the maximum likelihood model, but on the generation of an uncertainty envelope, using the complete ensemble of models generated.
To quantify the uncertainty in our predictions, we run a long chain of the MCMC algorithm on the misfit surface and performed a Bayes update of the probabilities. We monitored the frequency of visits to each Voronoi cell during the random walk. Thus we are able to calculate the relative probability w j of each model m j in the ensemble of size n m , based on the frequency f j , using equation (15) . Since the MCMC algorithm samples from the posterior distribution, the calculated probability is representative of the posterior probability of each model.
Assuming Gaussian statistics, we calculate the mean and standard deviation (first and second moments) of the pressure and production profiles by ( ) ( )
Using these parameters, we determined P 10 and P 90 cut-off for each of the predicted profiles. We note that during the MCMC walk, new models are generated, which were not in the original ensemble. Figure 13 shows the uncertainty envelope generated for oil, water and the average pressure. The plot shows the P 10 and P 90 profiles as well as the mean and maximum likelihood results. We observe that the P 10 -P 90 profiles envelope the maximum likelihood prediction as well as the fine grid data. Figure 14 shows a plot of the fractional uncertainty in the prediction, for the oil rate. The profile of this curve shows the effect of the uncertainties up to 300 days.
As mentioned previously, the results presented in this paper are based on using 312 models for ECLIPSE, and 984 models for 3DSL. Generating either of these model ensembles required an average of 3 hours on a single CPU machine. Realistic uncertainty quantification however, requires performing several thousands of forward modelling. Running thousands of forward modelling on a single CPU machine, even for very simple models, is a daunting task. We have therefore investigated the use of parallel computing in generating multiple history match models. Our approach involves running a parallel version of the NA-algorithm on multiple CPUs. This paper presents some of our results. Figure 15 shows results from our speedup tests. This graph was created by sampling for a total of 500 models using the parallel version of the NA-algorithm. The graph shows the total run-time as a function of the number of CPUs. The graph shows that generating 500 models takes less than 8.5 minutes on 36 CPUs, compared with 3 hours on the single CPU machine.
In our particular case, we have access to 64 CPUs. Using the speed-up results, we can extrapolate to expect a speed-up of approximately 43 for the total of 64 CPUs. This gives an approximate 430 CPU hours for 10 hours. We can expect to generate at least 10,000 history match models overnight.
Conclusions
We have showed the use of the Neighbourhood Approximation algorithm in generating multiple history match models. The approach presented is able to incorporate both data and model errors in quantifying the degree of model fit to the observed data, and in defining the model likelihood.
Using the complete ensemble of models generated and a MCMC approach, we have used the Neighbourhood Approximation algorithm in a Bayesian framework, in quantifying uncertainty in prediction of the fine grid profiles.
To demonstrate the strength of the algorithm in generating history match models, and in quantifying uncertainty, we have used a benchmark data set (SPE 10 th Comparison Solution Project) for which the true solution is known. Our results show that in this case the maximum likelihood model is a good forward predictor, and that the true solution lies within the uncertainty envelop predicted by the algorithm.
This paper has demonstrated two distinct approaches for achieving speed-up in generating multiple history matching models. In the first approach, we have presented results using a parallel version of the Neighbourhood approximation algorithm on a Linux cluster using the MPI standard. Our result shows that it is practical to generate over 10,000 history match models overnight.
We have also highlighted the use of streamline simulation to achieve speed-up in exploring parameter space and rapidly identify regions of parameter space for further exploration using a finite difference simulator. Our results show that the 1-dimensional probability distribution of the model parameters is dependent on quantifying the model and data errors.
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