Abstract , porn about three decades ago, Kolmogorov Complexity Theory (KC) led t o important discoveries that, in particular, give a new understanding of the fundamental problem: interrelations between classical continuum mathematics and reality (physics, biology, engineering sciences, . ;. ). Crudely speaking, i t enahles us to better distinguish between mathematical possible (possible abnormal) and physically possible situations.
1 Introduction 1.1 Problem that Led to the Notion of Kolmogorov Complcxity Traditional mathematical approach to the analysis of physical systems implicitly assumed that all mathematically possible integers are physically possible as well, and all mathematically possible trajectories are physically possible. Traditionally, this approach has worked well in physics and in engineering, hut it does not lead to a very good understauding of chaotic systems, which, as is now known, are extremely important. in the stndy of real-world phenomena ranging from weather to biological systems.
Kolmogorov was among the first who started, in the 196Os, analyzing the discrepancy between the physical and the mathematical possibility. He pinpointed t,wo main reasons why a mathematical correct solution to the corresponding system of differential or difference equation can be not physically possible:
First, there is a difference in understanding the term "random" in mathematics and in physics. For e x a m ple, in statistical physics, it is possible (probability is positive) that a kettle, when placed on a cold stove, will start boiling by itself. From the viewpoint of a working physicist, however, this is absolutely impossible. Similarly, a trajectory which requires'a highly unprobable combination of initial conditions may be mathematically correct, hut, from the physical viewpoint, it is impossible. Second, the traditional mathematical analysis tacitly assumes that all integers'and all real numbers, no matter how large or how small, are physically possible. From the engineering viewpoint, however, a number like 101olo is not possible at all, because it exceeds the number of particles in the Universe. In particular, solutions to the corresponding systems of differential equations which lead to some numbers may be inathenlatically correct, but they are physically meaningless.
Attempts to formalize these restrictions have been started by Kolmogorov himself. These attempts are at present, mainly undertaken by researchers in theoretical computer science who face a similar problem of distinguishing between theoretically possible "algorithms" and feasible practical algorithms which can provide the results of their computations in reasonable time.
The goal of the present paper is to use the experience of formalizing these notions in theoretical computer science to enhance the' formalization of similar constraints in engineering and physics.
, . Specifically, these ideas lead us to the following improvements in comparison with the traditional mathematical approaches to science and engineering, approaches that do not take into consideration the difference between "inhuman" ("abnormal") and "human" ("normal") numbers:
1.3.1 Physically inipossible events become "mathematically impossible" as well: From the physical and engineering viewpoints, a c,old kettlc placed on a cold stove will never start boiling by itself. IIowever,.from the traditional probabilistic viewpoint, there is a positive probability that it will. Our new approach makes the mathematical formalism consistent with common sense: crudely speaking, the probability is so small t,hat this event is simply physically impossible.
1.3.2
Physically possible indirect measurements become "mathematically possible" as well: In engineering and in physics, we often cannot directly measure the desired quantity, instead, we measure related properties and then use the measurement results to reconstruct the measured values. In mathematical terms, the corresponding reconstruction problem is called the inverse problem. In practice, this problem is efficiently used to reconstruct the signal from noise, to find the faults within a metal plate, etc. However, from the purely mathematical viewpoint, most inverse problems are illdefined meaning that we cannot really reconstruct the desired values without making some additional assumptions. We show that the only assumption we need to make is that the reconstructed signal, etc., is "normal", and immediately, the problem becomes well-defined in the precise mathematical sense.
We also show that this idea naturally leads to an emergence of chaos, and it also helps to deal with systems that display chaotic behavior.
Main Idea

Physicists Assume that Initial Conditions and Values of Parameters A r e Not Abnormal
To a mathematician, the main contents of a physical theory is the equations. The fact that the theory is formulated in terms of well-defined mathematical equations means that the actual field must satisfy these equations. However, this fact does not mean that every solution of these equations has a physical sense. Let us give three examples:
Example 1 At any temperature greater than absolute zero, particles are randomly moving. It is theoretically possible that all the particles start moving in one direction, and, as a result, the chair that I am sitting on starts lifting up into the air. The probability of this event is small (but positive), so, from the purely mathematical viewpoint, we cnn say that this event is possible but highly unprobable. However, the physicists say plainly that such an a b n o n a i event is impossible (see, e.g., [#I) .
Example 2. Another example from statistical physics: Suppose that we have a two-chamber camera. The left chamber if empty, the right one has gas in it. If we open the door between the chambers, then the gas would spread evenly between the two chambers. It is theoretically possible (under appropriately chosen initial conditions) that the gas that was initially evenly distributed would concentrate in one camera, but physicists believe this abnormal In all the above cases, we knew something about probability. However, there are examples of this type of reasoning in which probability does not enter into picture at all. For example, in general relativity, it is known that for almost all initial conditions (in some reasonable sense) the solution has a singularity point. Form this, physicists conclude that the solution that corresponds to the geometry of the actual world has a singularity (see, e.g., [13]): the regon is that the initi,al conditions that lead to a non-singularity solution are abnormal (atypical), and the actual initial coliditions must be not abnormal.
In all these cases, the physicists (implicitly or explicitly) require that the actual values of the fields mnst not satisfy the equations, hut they must also satisfy the additional condition: that. the initial conditions should not be abnormal.
2.2
The Notion of <'Not Abnormal" Is Difficult to Formalize At first glance, it looks like in the probabilistic case, this property has a natural formalization: if a prohability of an event is small enough (say, 5 po for some very small PO), then this event cannot happen.
For example, the probability that a fair coin falls heads 100 times in a row is 2-lo0, so, if we choose po' 2 2--'oo, then we will be able to conclude that snch a n event is impossible. The problem with this approach is that every sequence of heads an details has exactly the same probability, So, if we choose po 2 2-'0°, we will thus exclude all possible sequences of heads and tails as physically impossible, However, anyone can toss a coin 100 times, and this prove that some sequences are physically possible.
Historical comment: This problem was first noticed by Kyburg under the name of Lottery paradox [Ill: in a big (e.g., state-wide) lottery, the probability of winning the Grand Prize is so small, then a reasonable person should not expect it. However, some people do win big prizes.
2.3
How to Formalize the Notion of "Not Abnormal": Idea "Abnormal" means something unusual, rarely happening: if something is rare enough, it is not typical ("abnormal"). Let us describe what, e.g., an abnormal height may mean. If a person's height is > 6 ft, it is still normal (although it may be considered abnormal in some parts of the world). Now, if instead of 6 pt, we consider 6 ft 1 in, 6 ft 2 in, etc, then sooner or later we will end up with a height h such that everyone who is higher than h will he definitely called a person of abnormal height. We may not be sure what exactly value h experts will call "abnormal", hut we are sure that such a value exists.
Let us express this idea is general terms. We have a Universe of discourse, i.e., a set U of all objects that we will consider. Some of the elements of the set U are abnormal (in some sense), and some are not. ,Let us denote the set of all elements that are typical (not abnonaZ) by T . On this set, we have a decreasing sequence of sets A, 2 A2 2 . . . 2 A,, 2 . . . with the property that nA, = 0. In the above example, U is the set of all people, A1 is the set of all people whose height is 2 6 ft, A2 is the set of all people whose height is 2 6 ft 1 in, A2 is the set of all people whose height is 2 6 ft 2 in, etc. We know that if we take a sufficiently large n, then all elements of A , are abnormal (i.e., none of them belongs to the set T of not abnormal elements). In mathematical terms, this means that for some n, we have A,, fl l' = 0.
In case of a coin: U is the set of all infinite sequences of results of flipping a coin; A , is the set of all sequences that start with n heads but have some tail afterwards. Here, UA, = 0. Therefore, we can conclude that there exisfs an n for which all elements of A,, are abnormal. So, if we assume that in our world, only not abnormal initial conditions can happen, we can conclude that for some n, the actual sequence of results of flipping a coin cannot belong to Ar,. The set A , consists of all elements that start with n heads and a tail after that. So, the fact that the actual sequence does not bdong to A,, means that if an actual sequence has n beads, then it will consist of all heads. In plain words, if we have flipped a coin n times, and the results are n heads, then this coin is biased: it will always fall on heads.
Let us describe this idea in mathematical terms [6, IO]. To make formal definitions, we must fix a formal theory: e.g., the set theor) Z F (the definitions and resnlts will not depend on what exactly theory we choose). A set S is ;called .&finable if there exists a formula P ( , ) with one (free) rariahle s such that
P ( x ) if and only if x E S.
Crudely speaking, a set is definable if we can define it in ZF. The set of all real numbers, the set of all solutions of a. well-defined equations, every set that we can describe in mathematical terms is definable.
This does not means, however, that every set is definable: indeed, every definable set. is uniquely determined by formula l ' ( , ) ,
i.e., by a text in the langnage of set theory. There are only denumerably many words and therefore, there are only denumerably many definable sets. Since, e.g., there are more than demnnerably inany set, of integers, some of them are thin not definable. o If U E T , we Will say that u is not abnormal.
For evevy property P , we say that "normally, for all 11, P(u)" if P(u) is tme for all u E T .
It is possible to prove that abnormal elements do exist [6]; moreover, we can select T for which abnormal elements are as rare as we want: for every prohability distribution p on the set U and for every E , there exists a set T for which the probability p(s $? T ) of an element to he abnormal is 5 E : Let us show that as T , we can take the complement U \ A to the union A of all the sets A:!. Indeed, by our choice of T ; for every definable decreasing N = Nh, for which T n A!) = 0.
To complete the proof, we must show that p ( T ) > 1-E. Indeed, from p(A!:) < ~/ 2~, weconclude.that 
Restriction t o "Not Abnormal" Solutions Leads to Regularization of Ill-Posed Problems
An ill-posed problem arises when we want to reconstruct the state s from the measurement results r. Usually, all physical dependencies are continuous, so, small changes of the states result in small changes in T. In other words, a mapping f : S -i R from the set of all states to the set of all observations is continuous (in some natural topology). We consider the case when the measurement results are (in principle) sufficient to reconstruct s, i.e., the case when the mapping f is 1-1. That the problem is ill-posed means that small changes in r can lead to huge changes in s, i.e., that the inverse mapping f-' : R -i S is not continuous.
We will show that if we restrict ourselves to states S that are not abnormal, then the restriction of f-' will be continuous, and the problem will become wellposed. Proof: It is known that if a set K is compact, then for any 1-1 continuous function K -+ R, its inverse is also continuous. Thus, to prove our result, we will show that the closure T of the set, T is compact..
A set K in a metric space S is compact if and only it is closed, and for every positive real number E > 0, it has a finite €-net, i.e., a finite set K(E) with the property that every s E K , there exists an element S ( E ) E K(E) that is E-close to s.
The closure K = T is clearly closed, so, to prove that this closure is compact, it is sufficient to prove that it has a finite €-set for all E > 0. For that, it is sufficient to prove that for every E > 0, there exists a finite E-net for the' set R.
If a set T has a E-iiet T ( E ) ,
and E' > E, then, as one can easily see, this same set T ( E ) is also a €'-net for 7'. Therefore, it is sufficient to show that finite €-nets for T exist for E = 2 -k , k = 0, 1,2,. . . Therefore, according to the definition of a set of typical elements, there exists an N for which TnAN = 61. This nieans that T C U N . This, in its turn, means that the elements zl,. . . ~ z ,~ form an €-net for T. So, the set 7' has a finite €-net for E = 2-k.
Comment: To actually use this result, we need an ezpert who will tell us what is abnormal. Only particles with relatively small masses have been experimentally observed (see, e.g., [14] ).
Every Physical Quantity is Bounded
These particles with large masses, that are difficult to wed out using equations only, can be easily weeded out if use the notion of "not abnormal". 
. 3
Chaos Naturally A p p e m s ltestriction to not abnormal also explains the origin of chaotic behavior of physical systems. In mathematical terms, chaos means, in particular, that after some time, the states of tht: system get close to the so-called strange attractor, i.e., a set whose sections are completely disconnected set.
, .
Deflnition 4 A set S in a metric space X is called completely disconnected if fur every SI, sz E S, if s1 # s2, thewthere exist open sets S I and Sz such thatsi E SI, sz E S,, SI n:iz = 0, a n d S C S I U S z . w So, if we assume (as physicists do) that abnormal states are impossible, then we immediate arrive at the chaotic dynamics.
