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We show that many-body localization, which exists in tight-binding models, is unstable in a
continuum. Irrespective of the dimensionality of the system, many-body localization does not sur-
vive the unbounded growth of the single-particle localization length with increasing energy that is
characteristic of the continuum limit. The system remains delocalized down to arbitrarily small
temperature T , although its dynamics slows down as T decreases. Remarkably, the conductivity
vanishes with decreasing T faster than in the Arrhenius law. The system can be characterized by
an effective T -dependent single-particle mobility edge which diverges in the limit of T → 0. Delo-
calization is driven by interactions between hot electrons above the mobility edge and the “bath”
of thermal electrons in the vicinity of the Fermi level.
I. INTRODUCTION
The profound effect that disorder can have on quan-
tum particles, known as Anderson localization [1], per-
sists when the particles interact with each other. One of
the most exciting aspects of the physics that emerged in
this field concerns the influence of electron-electron inter-
actions on Anderson localization at nonzero temperature
T , in the absence of coupling between the electron system
and external degrees of freedom. Specifically, the realiza-
tion [2–4] that localization may survive in an interacting
system at nonzero T started a major trend in the physics
of disordered many-body systems, with important impli-
cations for general statistical mechanics, and the subject,
running under the name of many-body localization, con-
tinues to develop at a rapid pace [5].
It is by now commonly accepted wisdom that disor-
dered interacting models, either fermionic or spin mod-
els, that are formulated on a lattice generically exhibit
many-body localization. Prime examples, also inten-
sively studied numerically, are the tight-binding models
of lattice fermions in one dimension and the related spin
chain models. In particular, a proof of the existence of
many-body localization with emphasis on mathematical
rigor was proposed in Ref. [6] for the case of a random
Ising chain in a transverse field. One of the frequently
considered limits for the lattice models is the limit of an
infinitely large T [7], which means that the results do not
essentially change with varying T when T is much larger
than the bandwidth.
On the other hand, in Refs. [3] and [4], the analyti-
cal results for many-body localization were obtained for
disordered interacting electron systems in a continuum
(no lattice), i.e., with no upper bound on the bandwidth
∗Electronic address: markus.mueller@psi.ch
of the electron dispersion relation (this is true both for
the model with a weak random potential from Ref. [3]
and the “granular model” from Ref. [4]). Both papers
[3, 4] arrived at the conclusion that there is a finite-T
localization-delocalization transition. Delocalization in
real space was understood in Ref. [3] as being related
to delocalization on a certain graph in Fock space [8],
with the insulating phase being destabilized by “ballis-
tic” paths (in both spaces) with no self-intersections. The
analysis of the delocalizing effect of various classes of
paths in Fock space (including the upper bound for de-
localization from the ballistic paths) was corroborated in
detail in Ref. [9]. In Ref. [4], the stability of the local-
ized and delocalized phases was analyzed by means of a
self-consistent treatment of the perturbation series. The
structure of the perturbative expansion for the hybridiza-
tion spreading in Fock space, within the framework of
Refs. [3] and [4], was recently discussed in Ref. [10], with
emphasis on a closely related quantum-dot problem from
Ref. [8].
More recently, it was realized [11] that Refs. [3, 4, 9],
and [10] missed an important ingredient of the theory,
namely the effect of spectral diffusion in the hybridiza-
tion process, that greatly facilitates “many-body delo-
calization.” More precisely, spectral diffusion pulls down
the upper bound for delocalization by a parametrically
large factor for the case [3, 4, 9, 10] of weak interaction.
All in all, however, the conventional wisdom maintains
that the models defined in a continuum, similar to the
models on a lattice, have the many-body localized phase,
i.e., are characterized by a critical temperature below
which the system is localized in dimensions D = 1 and 2,
even though this was questioned based on the considera-
tion of anomalously rare high-energy processes [9, 12, 13].
The similarity in this regard between the lattice and con-
tinuum models seems especially reasonable when viewed
from the commonly accepted perspective that delocaliza-
tion is mediated, in the first place, by electron-electron
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2scattering between states within an energy band of width
T around the Fermi surface. Within this perspective,
one can think of an effective bandwidth in the contin-
uum model being given by T (with possible interaction-
induced renormalization effects, which come from larger
energy scales, only renormalizing the parameters of the
system within the effective bandwidth).
In this paper, we address the question of whether gen-
uine many-body localization indeed exists in a continuum
by relaxing the condition, assumed in the effective low-
energy models [3, 4], that the electron system is charac-
terized by an energy independent single-particle localiza-
tion length. The rationale behind this question is that
the single-particle localization length ξ() for electrons
moving at energy  in a continuum in the presence of a
random potential, for D = 1 and 2, generically grows
without bound as  is increased. That is, the question is
about a competition, in the context of many-body delo-
calization, between the growth of ξ() and the falloff of
the thermal distribution function f() = 1/[e(−F )/T +1]
with increasing .
Earlier, the above question was posed in Ref. [14] for
a weakly disordered two-dimensional system in a contin-
uum (in the case of time-reversal symmetry), for which
ξ() is an exponential function of , similar to f(). It was
understood that high-energy single-particle states can be
important for many-body delocalization, despite being
sparsely populated in the tail of the distribution func-
tion. The conclusion in Ref. [14] was that there still is
(up to the “mobile hot-bubble scenario” [9, 12, 13]) a
localization-delocalization transition in two dimensions
at a critical temperature (given by the disorder-induced
single-particle scattering rate, i.e., independent of the in-
teraction strength), even though ξ() diverges so rapidly
with increasing . Importantly, it was realized in Ref. [14]
that the divergency of ξ() as  increases can strongly en-
hance many-body delocalization by parametrically lower-
ing the critical temperature, although the enhancement
occurs in Ref. [14] only in the limit of a small strength
of interaction. For one dimension, Ref. [14] argued the
growth of ξ() with increasing  in a continuum to be
irrelevant to the stability of many-body localization.
The picture of many-body delocalization from Ref. [14]
is in contrast to the one proposed in Ref. [15] for a closely
related problem in which there exists a zero-T mobility
edge and ξ() diverges when approaching the edge from
below. It was argued in Ref. [15] that inelastic colli-
sions at finite (but arbitrarily small) T delocalize excita-
tions with sufficiently large ξ(), since the inverse lifetime
of these excitations exceeds the relevant (to the Thou-
less argument) level spacing. As a result, there emerges
an effective T -dependent mobility edge (lower than the
T = 0 edge) which governs “superactivated” transport
(faster suppression with decreasing T than in Arrhenius’
law). When applied to the situation in which ξ() di-
verges at →∞, as in Ref. [14], the reasoning presented
in Ref. [15] would eliminate the possibility of a finite-T
transition.
Below, we derive a few basic results in this direction
and argue that many-body localization does not survive
the unbounded growth of ξ() with increasing , in con-
trast to Ref. [14]. The true localization-delocalization
transition at a critical temperature, commonly assumed
for ξ() = const, transforms into a crossover, so that the
system in a continuum remains delocalized down to arbi-
trarily small T , albeit with progressively slower dynamics
as T is decreased. In the limit of low T , we predict su-
peractivated transport of charge and energy.
Perhaps most remarkably, our prediction holds true
irrespective of dimensionality. More precisely, we find,
for the lowest-order channel of delocalization, that
one-dimensional systems in a continuum only remain
“marginally” stable against delocalization in the limit
of low T for the model case of exactly zero-range dis-
order. Otherwise, the breakdown of localization occurs
in one dimension as well, similarly to systems of higher
dimensionality that are delocalized for an arbitrary type
of disorder.
II. MANY-BODY DELOCALIZATION IN THE
HOT-COLD MIXTURE
Consider a disordered interacting system in a contin-
uum that would be many-body localized if ξ() was in-
dependent of . In our approach, highly excited electron
states, with  larger than a certain T -dependent thresh-
old energy th(T ) to be determined below [the critical
energy is well defined in the limit th(T ) − F  T ],
are delocalized by interactions with “thermal” electrons
(those with |−F | ∼ T ). In turn, delocalization extends
over the whole energy spectrum, but the very possibility
of ruining the stability of many-body localization derives
from the hybridization of highly excited electron states
among themselves by means of interactions with thermal
electrons. The delocalization at  > th(T ) relies on the
exchange of energy but not charge between the highly
excited and thermal electrons, with electron states with
intermediate energies playing no role in it. That is, one
can think of the system of “hot” electrons and the bath
of “cold” electrons as of two subsystems each of which
has a width in energy space of the order of T , as illus-
trated in Fig. 1. Below, the quantities that refer to the
two subsystems of hot and cold electrons, such as the
localization length ξ, the density of states ρ, the mean
level spacing in the localization volume ∆ = 1/ρξD, etc.,
are labeled with h and c, respectively.
Within our approach, the parameter that controls
many-body delocalization of the h-system is
ηhc = Vhc/∆3hc , (1)
where Vhc is the characteristic amplitude of the matrix
element of interaction for coupling between the h- and
c-systems and ∆3hc is the characteristic level spacing of
final three-particle states for the decay of an h-state into
another h-state and a particle-hole pair of c-states. This
3FIG. 1: Schematic picture of resonant coupling between elec-
tron states with vastly different single-particle localization
lengths, ξc at the Fermi level F and ξh  ξc at the threshold
energy th(T ), with the corresponding single-particle mean
level spacings in the localization volume, ∆c and ∆h  ∆c,
respectively. Each of the two subsystems of “hot” and “cold”
electrons has a width in energy space of the order of the tem-
perature T , with ∆h  T  ∆c in the limit of low T . Typi-
cal resonant processes correspond to hopping distances in the
cold sub-system given by lM ' 2ξc ln(∆c/T ).
parameter is generically  dependent and may possibly
grow as  increases. If ηhc exceeds a certain critical value
(which is model dependent but generically of the order of
unity), there emerges an infinite resonant network of cou-
plings between h-states, mediated by interactions with
c-states. This only becomes possible because of a finite
density of thermal excitations in the c-system to support
the hybridization of an h-state by alternately losing and
acquiring energy of the order of T . This is the reason why
the critical energy th(T ) mentioned above is a function
of T . It is important here that, although there are many
more resonant couplings available for h-electrons at every
step of the hybridization process, namely those with en-
ergy transfers much larger than T , the infinite expansion
of the resonant network is bottlenecked by those reso-
nant transitions in which an h-electron absorbs energy
supplied by c-electrons.
Crucially, the parameter (1) does not contain the occu-
pation number f() for the propagating h-state. Indeed,
the hybridization between two h-states accompanied by
the excitation of an electron-hole pair in the c-system
does not require that each of the h-states be occupied.
This is because, once the initial h-state is occupied, it
can hybridize with other h-states by means of electron-
electron interactions without ever receiving energy from
within the h-system. As a consequence, the delocaliza-
tion process within the h-system proceeds much more
efficiently through interactions between the h- and c-
electrons rather than between h-electrons only.
The above picture is in stark contrast to Ref. [14],
where the parameter that controls many-body delocal-
ization was argued to be proportional to the occupa-
tion number of the initial single-particle state [see, e.g.,
Eqs. (11) or (A3) there], being then exponentially small
in /T—even for the case of interactions between the
h- and c-systems. Moreover, while the parameter ηhc
from Eq. (1) describes how a single h-state decays and
is, therefore, proportional to the total number of available
final states, the parameter in Ref. [14] also contains the
total number of initial states (in the localization volume)
that can possibly decay. We cannot justify the inser-
tion of the occupation number of the initial single-particle
state in the stability criterion for many-body localization.
The difference in the criteria of many-body delocalization
affects both the case of interactions between the h- and
c-systems and the case of interactions present within the
h-system only (both discussed in Ref. [14], with emphasis
on the latter case, which gives, in Ref. [14], a lower critical
temperature for the localization-delocalization transition
in two dimensions).
It is worth mentioning that our primary focus here is on
the demonstration of many-body delocalization persist-
ing, in a continuum, to arbitrarily low T and not on the
analysis of relative contributions to it of various alterna-
tive hybridization channels. In this paper, we treat weak
interactions at the lowest order, namely we deal with
resonant couplings between sites in Fock space of first
order in the interaction strength. If these destroy many-
body localization (which is the case, as shown below), we
consider genuine many-body localization as nonexistent.
Instead of being strictly absent, low-T transport is dra-
matically suppressed, but remains finite at any nonzero
T . It is important here that, in the limit of weak in-
teraction, the different hybridization channels that cor-
respond to the resonant couplings of different orders in
the interaction strength are likely to be additive as far as
their action on the stability of the localized phase is con-
cerned. We cannot exclude that higher-order interactions
are even more effective in destabilizing many-body local-
ization. One of the additional mechanisms of delocaliza-
tion which arises when expanding the resonant couplings
to second order in the interaction strength was discussed
in a closely related context in Ref. [16]. Another possible
channel of delocalization can involve resonant hybridiza-
tion of more complex excitations that include multiple
hot electrons, see discussion in Sec. V.
III. ONE DIMENSION
It is instructive to start by considering the “worst” case
from the point of view of the possibility of delocalization
in the limit of low T , namely the case of a slow (power-
law) growth of ξ() with increasing  in one dimension.
Assume that the random potential U(x) is weak every-
where (Gaussian correlated) and short-ranged, with the
correlator 〈U(x)U(0)〉 = wδ(x) (“white noise”). Then,
for a quadratic dispersion relation  = k2/2m, where k is
the electron wavevector, ξ() is a linear function of :
ξ() =
2
mw
 . (2)
4We defined here, for definiteness, ξ() as the backscat-
tering mean free path. The white-noise model for the
correlations of U(x) provides the slowest possible growth
of ξ() with increasing  in a continuum. In particular, if
disorder is characterized by a single correlation radius d,
then ξ() changes with  faster than linearly for |k|d & 1.
Note also that, in one dimension, the dependence of ξ()
on  for the limit of short-range disorder is entirely due to
the nonlinearity of the dispersion relation, i.e., due to the
 dependence of the velocity v() and, correspondingly,
of the density of states (per spin) ρ() = 1/piv().
Let us focus on the (least favorable to delocalization)
limit of low T  ∆c. The (effective) spatial density of
thermal excitations in the c-system for T  ∆c can be
conveniently defined as
nT = 2
∫
− dx
∫ ∞
−∞
d
∫ 0−
−∞
dω f() [ 1− f(+ ω) ] [−Sω(x)]
(3)
in terms of the spectral function
Sω(x)
=
〈∑
ij
δ(i − )δ(j − − ω)ψi(0)ψj(0)ψi(x)ψj(x)
〉
,
(4)
written here as the disorder-averaged sum over the exact
single-particle states ψi with energies i. The dash in∫− means that the integral is taken over |x|  ξc (the
reason for introducing this constraint and the factor of
2 in the definition of nT will become clear shortly). For
|ω|  ∆c and |x|  ξc, Sω(x) is given (in the vicinity of
its maximum) by [18]
Sω(x) ' −1
2
ρ2c
(
ξc
pilM
)1/2
exp
[
− (|x| − lM )
2
4ξc lM
]
, (5)
where lM = 2ξc ln(∆c/|ω|)  ξc is the Mott length [19].
In the low-frequency limit, Sω(x) is sharply peaked at
|x| = lM because of the level repulsion for smaller dis-
tances and the lack of resonant hybridization for larger.
The minus sign in Eq. (5) reflects the fact that the res-
onance at frequency |ω|  ∆c occurs between the sym-
metric and antisymmetric combinations of two spatially
separated (by the distance lM ) spikes in the hybridized
wavefunctions. This means that Sω(x), apart from being
peaked at |x| = lM , has one more peak—of the oppo-
site sign—centered at x = 0 (this fulfils the general re-
quirement that
∫
dxSω(x) = 0 for ω 6= 0). The peak at
x = 0 has a width of the order of ξc, hence the condition
|x|  ξc and the factor of 2 in nT .
We thus have, for T  ∆c,
nT ' 2pi
2
3
1
ξc
(
T
∆c
)2
. (6)
The factor (T/∆c)
2 comes from the constraint that the
energies of both the initial and final states [i and j in
Eq. (4)] be within the energy band of the characteristic
width T around the Fermi level. It is worth noting that
the Mott length (with |ω| ∼ T ),
lM → 2ξc ln(∆c/T ) , (7)
which gives the “hopping distance” for transitions in
Eq. (3), does not show up in Eq. (6) (this is a peculiarity
of one dimension, see below).
The product
Neff = nT ξh ∼ (ξh/ξc)(T/∆c)2 ∝  (8)
gives, for Neff & 1, the characteristic number of electron-
hole pairs in the c-system that can potentially hybridize
with a typical state in the h-system by exchanging energy
of the order of T . Recall that it is the resonant transi-
tions that absorb energy from the c-system that are a
bottleneck in the expansion of the resonant network to
infinity. This is why we can think of the effective coor-
dination number for resonant couplings between sites in
Fock space as given by Eq. (8), although there are many
more resonant couplings available for an h-electron at ev-
ery step in the hybridization process, with larger energy
transfers. The characteristic level spacing ∆3hc of final
three-particle states reads, then, as
∆3hc =
1
Neff
∆h ∝ 1
3/2
. (9)
The vanishing of ∆3hc as  is increased is the reason why
the h-system may potentially destabilize many-body lo-
calization in the limit of low T . Whether this indeed
occurs depends on the behavior, with increasing , of the
parameter ηhc [Eq. (1)].
We now turn to the question of how Vhc changes as 
is increased. We work with the assumption that the two-
body interaction V (x) is short-ranged, namely its radius
a is much smaller than any relevant spatial scale for direct
(Hartree) interactions between h- and c-electrons (recall
that the characteristic energy transfer for these interac-
tions is given by T ), i.e., a  min{ξc,h , vc,h/T}. For
T  ∆c, as assumed above, the strongest condition is
a ξc. We focus, for definiteness, on spinless electrons,
for which a cannot be sent to zero, because otherwise
there is an exact cancellation between the Hartree and
exchange interactions.
The matrix element for coupling between two h-states
i and j and two c-states k and l is written as
Vijkl =
∫
dx1
∫
dx2 ψ
h
i (x1)ψ
c
k(x2)V (x1 − x2)
× [ψhj (x1)ψcl (x2)− ψcl (x1)ψhj (x2) ] , (10)
where the first and second terms in the square brackets
describe direct and exchange interactions, respectively.
The matrix element Vhc in Eq. (1) can be defined as
the disorder-averaged root mean square of Vijkl from
Eq. (10). Let us first look at the Hartree term.
5Each of the wavefunctions in Eq. (10) is a rapidly
oscillating function of x with a smoothly varying enve-
lope: in the h-system, the wavevector of the oscillations
is given by 2/vh and the characteristic spatial scale for
the smooth variation is given by ξh, and similarly for the
c-system. Because of the separation of scales lM  ξh
and lM  vh/T [with lM from Eq. (7)], we can exploit
the property of the h- and c-states that the product ψhi ψ
h
j
(apart from the part rapidly oscillating with the wavevec-
tor 4/vh) is a smooth function on the spatial scales pro-
vided by the product ψckψ
c
l . In the first approximation,
removing ψhi ψ
h
j from under the integral sign in Eq. (10)
(with the intention of substituting 1/ξh, by an order of
magnitude, for it) gives exactly zero for the Hartree term
[for arbitrary V (x)]. That is, the leading contribution to
the Hartree part V Hhc of Vhc is obtained by expanding
ψhi (x1)ψ
h
j (x1) to linear order in x1 around the position
of the c-states (which produces a dipole matrix element∫
dxψckxψ
c
l for scattering between ψ
c
k and ψ
c
l ). In the
limit of large  (namely for ∆h  T ), the main term in
the expansion in x1 comes from the beating between the
oscillatory factors in ψhi (x1) and ψ
h
j (x1) (and not from
the envelopes of the wavefunctions), which gives
V Hhc ∼ αT
lM
ξh
∝ 1
3/2
, (11)
where the “coupling constant”
α = ρh|u| ∝ 1
1/2
, u =
∫
dxV (x) . (12)
This is the contribution to the Hartree term which one
obtains by sending a to zero, i.e., for V (x) = uδ(x), and
which is, therefore, cancelled by its exchange counterpart
in this limit.
The important point is that V Hhc from Eq. (11) falls
off with increasing  as 1/3/2, i.e., in precisely the same
manner as ∆3hc does [Eq. (9)]. It follows that (weak) di-
rect interactions cannot possibly provide an energy scale
above which the parameter ηhc [Eq. (1)] is large enough to
destabilize many-body localization for the case of white-
noise disorder. This is because in the limit of large  any
further terms in the expansion of V Hhc in a vanish faster
than V Hhc in Eq. (11).
Now, let us turn to the exchange term in Eq. (10).
Here, the situation in the hot-cold mixture is different
in that taking ψhi ψ
h
j out from under the integral sign in
Eq. (10) does not make the integral vanish (provided a is
not zero), in contrast to the Hartree term. The thus ob-
tained contribution to the characteristic amplitude V exhc
of the exchange part of the matrix element (10) depends
on  only through the factor 1/ξh (which comes from the
smooth part of the product ψhi ψ
h
j taken at the position
of the c-states). More precisely, it scales with  and a
in the limit of small a as ua2/, with a prefactor solely
determined by the properties of the c-system. This term
in V exhc falls off with increasing  more slowly than ∆3hc.
However, this does not mean that the main contribution
to Vhc in the limit of large  comes from exchange in-
teractions. This is because the energy transfer in the
exchange term is given by  − F (in contrast to T in
the Hartree term), so that pulling ψhi ψ
h
j out from under
the integral sign in the exchange term is only legitimate
for   1/ma2. In the limit of larger , the effective
coupling constant for exchange interactions is given by
ρh|
∫
dxV (x) cos(2x/vh)|  α, whereas it is still given
by α from Eq. (12) for direct interactions. It follows that
Vhc in the limit of large  is determined by V
H
hc, i.e., van-
ishes with increasing  as 1/3/2.
The fact that Vhc and ∆3hc in the limit of large 
scale with  in precisely the same way (as 1/3/2) means
that the low-T many-body localized phase in the one-
dimensional system with white-noise disorder survives,
at least for weak interactions, the unbounded growth of
ξ(). Recall, however, that we have restricted ourselves
here to resonant couplings of the lowest order in the in-
teraction strength, see also the very end of Sec. II. On the
other hand, after we have selected the resonant subnet-
work that consists of the h- and c-systems, the problem
of many-body localization in Fock space bears a close
resemblance to that of single-particle localization on a
Bethe lattice with connectivity Neff [8, 17]. Using the
results for the Bethe lattice, the delocalization criterion
would be relaxed to ηhc ∼ 1/ lnNeff , because of reso-
nances at larger distances in Fock space that are medi-
ated by higher-order couplings. This criterion would be
satisfied by sufficiently large , even in the case of white-
noise disorder for D = 1. It is worth noting, however,
that while the reduction of the total resonant network to
the bottlenecking part of it is sufficient for the analysis
of transport due to the lowest-order resonant couplings,
the statistics of higher-order resonances within the h-
system may be modified by the presence of resonances
with higher energy transfers. This issue is beyond the
scope of the present paper.
The marginal character of the stability of localization
in the model of white-noise disorder, with this model just
shown to be on the very verge of delocalization, is also
a clear indication for the absence of many-body local-
ization in any one-dimensional system in which the cor-
relation radius of disorder d is nonzero. Indeed, while
(the Hartree contribution to) Vhc [Eq. (11)] scales with
ξh as 1/ξh, the three-particle spacing of final states ∆3hc
[Eqs. (8) and (9)] scales with ξh faster, namely as 1/ξ
2
h.
As a consequence, ηhc [Eq. (1)] grows without bound as 
increases for arbitrary functions ξ() that are faster than
linear. As already mentioned below Eq. (2), ξ() ∝  is
the slowest possible divergency of ξ() for →∞, chang-
ing generically to a faster growth for |k|d & 1. From
this vantage point, genuine many-body localization is ab-
sent in a continuum even in one dimension, with the dis-
claimer “for arbitrarily small but finite d.”
For an arbitrary  dependence of ξh, the parameter ηhc
6is written for T  ∆c as
ηhc ∼ α ∆c
∆h
(
T
∆c
)3
ln
∆c
T
. (13)
The product of the first two factors α∆c/∆h is a grow-
ing function of  in the limit of large  for nonzero d,
which guarantees the existence of the energy th(T ), in-
troduced in Sec. II, for which ηhc ∼ 1. The quan-
tity th(T ) is model dependent, being determined by the
large- asymptotic of the Fourier transform of the correla-
tor of the random potential
∫
dx 〈U(x)U(0)〉 cos(4x/v),
but has the universal property that it grows to infinity
with lowering T . Consider two representative examples
in which 〈U(x)U(0)〉 is given by wd/[pi(x2 + d2)] and
(w/2d) exp(−|x|/d). In the former case, we have
th(T ) ' 0 ln2 χ(T ) , (14)
in the latter:
th(T ) ∼ 0χ(T ) , (15)
where 0 = 1/8md
2 is the characteristic energy above
which ξ() changes the linear dependence on  to a faster
one and
χ(T ) =
w
|u|∆c
(
∆c
T
)3
1
ln(∆c/T )
 1 . (16)
In both cases, th(T ) grows with decreasing T (as well as
with decreasing strength of interaction and with increas-
ing strength of disorder).
The energy th(T ) defines an effective T -dependent
mobility edge (cf. Ref. [15]), such that there emerges a
“conduction band” for  > th populated by delocalized
excitations with the effective spatial density
nh =
T
pi[ 2th(T )/m ]1/2
exp
[
−th(T )− F
T
]
, (17)
where the exponential factor is the occupation probabil-
ity f() of the h-states with  = th(T ) T . It is worth
emphasizing that this is the only place in our approach
where f() for the h-system shows up, with the parame-
ter ηhc being independent of it.
One of the important aspects of our way of thinking
about many-body localization in the mixture of electrons
with vastly different single-particle localization lengths
is that we have, in effect, a coupled system of two elec-
tronic baths, the c-system and the h-system. Recall that,
in the above, the c-system serves, in the first place, as a
bath of localized excitations, with the spatial density nT
[Eq. (6)]. These mediate the hybridization process within
the initially localized h-system, which leads to the cre-
ation of delocalized excitations, with the spatial density
nh [Eq. (17)]. The point to notice is that many-body
delocalization occurs self-consistently in both the h- and
c-systems. In effect, the h-system provides a bath of delo-
calized excitations for lower-lying electron states, so that
σ(T )
Tc T
exp
⎡⎢⎣−th(T )−FT
⎤⎥⎦
FIG. 2: Schematic behavior of the conductivity σ as a func-
tion of T in a disordered interacting electron system with
the single particle localization length ξ() independent of the
electron energy  (solid line) and with ξ() growing without
bound as  increases (dashed line), as is the case in a contin-
uum. The localization-delocalization transition at the critical
temperature Tc is smeared out into a crossover by the un-
bounded growth of ξ(). In a continuum, σ(T ) vanishes with
lowering T faster than in the Arrhenius law, with the effective
mobility edge th(T ) increasing as T decreases.
many-body delocalization extends to the entire energy
spectrum, also below th(T ).
From this perspective, the significance of the energy
th(T ) is that transport (of both charge and energy) in
the coupled system of h- and c-electrons is bottlenecked
by the amount of excitations above th(T ). Specifically,
in the limit of low T , the charge conductivity σ(T ) in the
hot-cold mixture is proportional to nh, i.e., obeys [with
a proper normalization of σ(T )]
lnσ(T ) ' −th(T )− F
T
. (18)
Note that, unlike in the case of an ungapped (phonon-
like) bath, the leading T -dependence from Eq. (18) is
characteristic of the contributions to σ(T ) of both activa-
tion to the effective mobility edge at th(T ) and variable-
range hopping between electron states with energies be-
low th(T ). The difference between the two manifests it-
self only in the subleading terms in the right-hand side of
Eq. (18). Most unconventionally, however, transport in
the hot-cold mixture is seen to be “superactivated,” with
σ(T ) vanishing in the limit of low T faster than in the
Arrhenius law. The behavior of σ(T ) with varying T is
schematically illustrated in Fig. 2, with the localization-
delocalization transition smeared out by the unbounded
growth of ξ().
Another peculiar feature of many-body delocalization
in the hot-cold mixture concerns the nature of charge or
energy transport by electrons with  above the threshold
th(T ). In contrast to the conventional mobility edge,
the transport properties of these electrons are not de-
scribable in terms of a Drude-like theory, possibly with
7small weak-localization corrections, no matter how large
 is. Here, although conducting, electron states with arbi-
trarily large  remain very much different from the plane
waves damped by uncorrelated disorder-induced scatter-
ings. Electron dynamics is, in fact, of the type termed in
Ref. [3] “power-law hopping,” with hops between quasilo-
calized states, mediated by electron-electron interactions.
This is because the characteristic golden-rule scattering
rate (inverse lifetime of the quasilocalized states) 1/τhc is
much smaller than the single-particle spacing within the
localization volume for hot electrons,
1
τhc
∼ V
2
hc
∆3hc
 ∆h , (19)
at the threshold  = th(T ) and, for that matter, for
arbitrarily large  above it. The inequality (19) means
that single-particle levels with energies above th(T ), de-
spite being sufficiently broadened to ensure many-body
delocalization, are still well-resolved in the two-particle
correlations that determine transport.
IV. TWO DIMENSIONS
Having established the general framework to describe
many-body delocalization in the limit of low T by exam-
ple of one-dimensional systems in Sec. III, we now turn
to the case of two dimensions. The main difference, com-
pared to one dimension, is that ξ() for two dimensions,
in the limit of weak disorder, is an exponentially fast
function of  [20]:
ln
ξ()
vτ()
' piτ() (20)
(in the absence of a magnetic field, see below for a gener-
alization), where 1/τ() is the “transport scattering rate”
[which determines the diffusion coefficient at energy ,
given by v2τ()/2]. As seen from Eq. (20), ξ() in two
dimensions is a strong function of  irrespective of the
particular form of the correlator of a random potential,
or the particular form of the dispersion relation. Specif-
ically, for a quadratic dispersion relation, the density of
states (per spin) ρ = m/2pi is independent of , so that
τ for the case of short-range disorder with the correlator
of the random potential 〈U(r)U(0)〉 = w2δ(r) does not
depend on , either:
1/τ = mw2 . (21)
As a result, in the limit of short-range disorder, the right-
hand side of Eq. (20) is exactly a linear function of , for
arbitrary . However, no matter whether τ is exactly
const() or—as is the case for smooth disorder in two
dimensions—a power-law function of , the characteristic
scale of energy on which ξ() changes with varying  is
given by 1/τ()  . Let us focus, for definiteness, on
the limit of short-range disorder [Eq. (21)].
As before, we introduce, in precisely the same manner,
the h- and c-subsystems and consider the limit of low
T  ∆c = 1/ρξ2c . Proceeding along the lines of Sec. III,
we obtain
nT ∼ lM
ξ3c
(
T
∆c
)2
(22)
for the spatial density of thermal excitation in the c-
system. Note the emergence of the Mott length lM
[Eq. (7)] in nT [this is in contrast to Eq. (6): for arbi-
trary D, the power of lM in nT can be calculated as D−1,
which follows from the fact that resonant transitions typ-
ically occur over the distance lM with a small tolerance
of the order of ξc]. Similarly to Eq. (9), the characteristic
three-particle spacing of final states for the decay of an
h-state into another h-state and two c-states is written
as
∆3hc =
∆h
nT ξ2h
. (23)
For the characteristic amplitude of the matrix element
for coupling between the h- and c-systems, we have
Vhc ∼ αT ξclM
ξ2h
, (24)
similar to Eq. (11) for one dimension. The coupling con-
stant α is now given by the two-dimensional integral
α =
m
2pi
∣∣∣∣∫ drV (r)∣∣∣∣ . (25)
Note that Vhc scales with ξh as 1/ξ
2
h, less rapidly than
∆3hc ∝ 1/ξ4h from Eq. (23). It follows that the parameter
ηhc [Eq. (1)] can be made arbitrarily large by increasing
. In terms of the single-particle spacings in the h- and
c-systems, ηhc is represented as
ηhc ∼ α ∆c
∆h
(
T
∆c
)3
ln2
∆c
T
. (26)
When written in this form, the only difference between
ηhc for one and two dimensions [cf. Eq. (13)] is in the
power of the logarithm (which is given by D). The es-
sential difference, however, is that now the ratio
∆c
∆h
=
ξ2h
ξ2c
' 
F
exp [ 2pi(− F )τ ] (27)
and, therefore, ηhc is an exponential of .
For the threshold energy th(T ) we thus obtain only a
logarithmic divergency with decreasing T :
th(T ) ' F + 1
2piτ
ln
[
1
α
(
∆c
T
)3]
(28)
(written with a logarithmic accuracy). The conductivity
σ(T ) follows, then, the Arrhenius law with an activation
8gap that is proportional to 1/τ and weakly (logarithmi-
cally) grows as T is decreased, namely [cf. Eq. (18)]
lnσ(T ) ' − 1
2piTτ
ln
[
1
α
(
∆c
T
)3]
. (29)
Most importantly, the system remains conducting down
to arbitrarily small but finite T .
In Eq. (20) for ξ(), we assumed that the system is
time-reversal invariant. Applying a magnetic field may
affect the localization properties of a weakly-disordered
two-dimensional system in a substantial way. In par-
ticular, in an intermediate range of the magnetic field,
defined by the condition that time-reversal symmetry is
already totally broken on the spatial scale of the mean
free path but the quantum Hall effect does not yet set in,
ξ() is given by [21]
ln
ξ()
vτ()
' [piτ() ]2 . (30)
A straightforward generalization to this case only re-
places the logarithmic factor in Eqs. (28) and (29) by
its square root.
V. SUMMARY
We have discussed many-body localization in a contin-
uum (no lattice), where the single-particle localization
length ξ() grows without bound with increasing elec-
tron energy . Many-body localization has been shown
not to survive the unbounded growth of ξ(), irrespec-
tive of the dimensionality of the system. Within our ap-
proach, the system in a continuum is characterized by
an effective single-particle mobility edge which depends
on the temperature T and diverges as T decreases. One
of the remarkable consequences of that is the superacti-
vated behavior of the conductivity which vanishes with
decreasing T faster than in the Arrhenius law. Delocal-
ization is mediated by interactions between hot electrons
with energies above the effective mobility edge and cold
electrons in the vicinity of the Fermi level. Interactions
among electrons of only one type play essentially no role.
The mechanism of delocalization studied in the present
paper can be generalized to the hybridization channels
that involve excitations consisting of multiple hot elec-
trons. One of them is spectral diffusion [11] which might
potentially increase the strongly suppressed conductiv-
ity obtained here. Another one is coupling between rare
hot “fireballs” [9, 12]. Specifically, rare configurations
with an anomalously high local energy density were ar-
gued to be resonantly coupled with each other and form
a delocalized network [9, 12]. The hybridization mecha-
nism behind this scenario has a certain analogy with the
mechanism studied here: in both cases, the relevant lo-
calization length grows with increasing total energy of the
excitation. The key difference, however, is in the nature
of hot excitations (single-particle vs multiparticle). The
simplest of the hot multiparticle excitations are pairs of
interacting particles. These were indeed shown to have
a larger, for sufficiently strong interactions, localization
length compared to single-particle excitations [22–25].
Within this perspective, it would be interesting to ex-
plore delocalization mechanisms in lattice systems, where
the single-particle localization length remains bounded,
in the spirit of the approach presented in this paper.
Another possibility to enhance delocalization might be
provided by more complex couplings between cold states,
mediated by polarization of hot electrons, similarly to the
mechanism proposed in Ref. [16]. The contribution of
highly excited electrons with a large localization length
to the dynamically screened interaction, albeit thermally
suppressed, is expected to be of a long-range character.
If the power-law decay of random interactions is suffi-
ciently slow, a resonant network appears, independently
of the interaction strength [26–28]. It remains to be seen
whether this hybridization mechanism gives many-body
delocalization and competes, in this sense, with the mech-
anism studied in the present paper.
A problem closely related to the one studied here con-
cerns many-body localization for the case of a single-
particle spectrum in which there is a critical energy c
(or a countable set of these) at which the localization
length diverges as ξ( → c) ∝ | − c|−ν . This question
was addressed in Ref. 16 by studying the hybridization
processes mediated by resonant couplings of higher or-
der in the interaction strength, with the conclusion that
many-body localization is unstable unless the critical ex-
ponent ν is smaller than the bound given by the Harris
criterion. The lowest-order cold-bath mechanism of delo-
calization, studied in the present paper, and its possible
generalizations mentioned above could yield a different
delocalization criterion. We relegate this study to future
work.
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