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ABSTRACT
I describe DESPOTIC, a code to Derive the Energetics and SPectra of Optically Thick
Interstellar Clouds. DESPOTIC represents such clouds using a one-zone model, and
can calculate line luminosities, line cooling rates, and in restricted cases line profiles
using an escape probability formalism. It also includes approximate treatments of the
dominant heating, cooling, and chemical processes for the cold interstellar medium,
including cosmic ray and X-ray heating, grain photoelectric heating, heating of the
dust by infrared and ultraviolet radiation, thermal cooling of the dust, collisional
energy exchange between dust and gas, and a simple network for carbon chemistry.
Based on these heating, cooling, and chemical rates, DESPOTIC can calculate clouds’
equilibrium gas and dust temperatures, equilibrium carbon chemical state, and time-
dependent thermal and chemical evolution. The software is intended to allow rapid
and interactive calculation of clouds’ characteristic temperatures, identification of their
dominant heating and cooling mechanisms, and prediction of their observable spectra
across a wide range of interstellar environments. DESPOTIC is implemented as a Python
package, and is released under the GNU General Public License.
Key words: galaxies: ISM — line: profiles — methods: numerical — ISM: clouds —
ISM: molecules — radiative transfer
1 INTRODUCTION
With the advent of powerful radio telescopes such as the
Atacama Large Millimeter Array (ALMA), it has become
possible to study the cold interstellar medium (ISM) in un-
precedented detail and at greater distances than ever before.
Observations from these facilities have stimulated a great
deal of theoretical interest in the properties of the cold ISM,
both nearby and in environments far-removed from those
found near the Sun. One of the goals of these theoretical
investigations has been to study how the thermodynamics
of gas, and thus the nature of the star formation process
within it, varies as a function of environment. A second goal
has been to predict the observable emission of gas in a vari-
ety of environments.
Theoretical investigations of this sort often benefit from
approximate calculations using idealized geometries that
can produce relatively fast results, while also including a
wide range of microphysical processes in order to deter-
mine which ones are important. However, there are few
publicly-available tools capable of performing these func-
tions for the dense, optically thick phase of the interstel-
⋆ mkrumhol@ucsc.edu
lar medium. Traditional photodissociation region (PDR)
codes (e.g. Meijerink & Spaans 2005; Le Petit et al. 2006),
or codes that can handle a variety of ISM phases such as
cloudy (Ferland et al. 1998), perform calculations in this
regime, but the complexity of the problem means that these
codes are too computationally-costly for either broad sur-
veys or quick, interactive scans of parameter space. A num-
ber of authors have released codes capable of performing
fast calculations of molecular emission line spectra using
the large velocity gradient or various other forms of the
escape probability approximation (e.g. CASSIS1 and RADEX,
van der Tak et al. 2007). While these are useful tools for the
analysis of observations, they are only capable of predicting
line emission given fixed physical conditions, and they do not
calculate many quantities of interest for theoretical model-
ing, such as rates of heating and cooling, thermal equilibria,
or time-dependent thermal behavior.
The need for codes that are capable of performing
calculations of this sort is apparent from the wide vari-
ety of applications they have found in the recent liter-
ature. For example, Goldsmith (2001) and Lesaffre et al.
(2005) investigate the temperature structure within pro-
1 http://cassis.irap.omp.eu/
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tostellar cores. Krumholz & Thompson (2007) use an es-
cape probability model to study the relationship between
star formation rates and emission is a variety of molec-
ular lines. Krumholz, Leroy & McKee (2011) use thermal
equilibrium models of the ISM to explore the relation-
ship between star formation and the chemical state of the
gas. Narayanan et al. (2011, 2012), Shetty et al. (2011a,b),
and Feldmann, Gnedin & Kravtsov (2012a,b) all investi-
gate the conversion between observed CO luminosity and
molecular mass using simulations of galaxies, coupled to
post-processing to predict the observable line emission.
Narayanan & Davé (2012a,b) perform calculations of inter-
stellar medium temperatures as a way of estimating the
Jeans mass in molecular clouds, and its possible implica-
tions for changes in the stellar IMF over cosmological times.
Papadopoulos (2010) and Meijerink et al. (2011) consider
star formation in extreme environments with X-ray and
cosmic-ray fluxes far higher than are found in the Solar
neighborhood, and in the process rely on calculations of the
thermal behavior of gas under these conditions. Similarly,
Muñoz & Furlanetto (2013) study the ISM in high-redshift
galaxies where the metallicity is much lower and the cosmic
microwave background is much hotter than in the present-
day universe. With a few exceptions, all of these authors
developed their own custom codes to model the thermody-
namics and line emission of the cold ISM. However, this
effort is largely duplicative, since these calculations all in-
volve the same related set of problems. Moreover, the re-
sults of the calculations can be difficult to compare due to
the differing assumptions and approximations made by the
various authors in their modeling, not all of which are well-
documented in the literature.
In order to support theoretical investigations facing
problems of this sort, reduce duplication of effort, and en-
courage calculations with documented, open-source tools to
allow easy comparison between authors, I have developed
a software library to Derive the Energetics and SPectra of
Optically Thick Interstellar Clouds (DESPOTIC). DESPOTIC
uses an escape probability formalism to calculate line emis-
sion, and couples this to a calculation of either equilib-
rium or time-dependent gas and dust temperatures, in-
cluding the dominant processes in a wide variety of envi-
ronments: cosmic-ray and X-ray ionization heating, photo-
electric heating, grain-gas energy exchange, and radiative
heating and cooling of dust grains. The software is imple-
mented as Python package, enabling easy, interactive calcu-
lation, and also easy integration with other software. It also
provides an automated interface with the Leiden Atomic
and Molecular Database (LAMDA; Schöier et al. 2005).
DESPOTIC is publicly available from a dedicated web page,
from google code, and from the Python Package Index,
and is released under the GNU General Public License.
It comes with extensive documentation, including a User’s
Guide with a full listing of all routines and options.
In the remainder of this paper, I describe the model
system that DESPOTIC uses and the equations it can solve
(§ 2) and the numerical methods by which it solves those
equations (§ 3). I then provide some example applications
(§ 4), provide some warnings about the limitations of the
code (§ 5), and summarize (§ 6).
2 MODEL SYSTEM AND EQUATIONS
SOLVED
2.1 Physical Model
The basic physical system treated by DESPOTIC is a uni-
form spherical cloud (though other simple geometries are
provided as options, as described below). Such a cloud is
characterized by several physical and chemical properties,
which are taken to be uniform unless stated otherwise. The
physical properties are a volume density of hydrogen nu-
clei nH and a mean column density of hydrogen nuclei NH,
the gas temperature Tg, the dust temperature Td, the non-
thermal velocity dispersion σNT, and (optionally) a bulk ra-
dial velocity gradient dvr/dr. Note that DESPOTIC defines
the column density as an average over the cloud, i.e. it is
the total number of hydrogen atoms in the cloud divided by
the cloud’s cross-sectional area.
The dust within a cloud is characterized by six quan-
tities. Three of these describe the dust cross-section per H
nucleus to thermal radiation at temperature T = 10 K, σd,10,
to radiation in the range of 8− 13.6 eV that dominates pho-
toelectron production, σd,PE, and averaged over the diffuse
interstellar radiation field (ISRF) σd,ISRF. The fourth quan-
tity is the total dust abundance normalized to the Milky
Way value, Z′d. The remaining two quantities are the dust
spectral index β for thermal radiation, and the gas-grain col-
lisional coupling coefficient αGD. I define all of these terms
in detail below.
DESPOTIC parameterizes the radiation field (including
cosmic rays) around the cloud by the following quantities:
ζ gives the primary ionization rate per H nucleus due to
hard x-ray photons and cosmic rays, χ describes the energy
density, normalized to the Solar neighborhood value, of the
non-thermal interstellar radiation field produced primarily
by stars, Trad,dust gives the infrared radiation field seen by
the dust, and TCMB is the cosmic microwave background
temperature.
Finally, the chemical composition of the cloud is de-
scribed by the abundances of bulk constituents and trace
emitting species. The abundances of the bulk constituents
in the DESPOTIC model are given by xHI, xpH2 , xoH2 , xHe, xe,
and xH+ , which describe atomic hydrogen, para-H2, ortho-
H2, helium, free electrons, and free protons, respectively.2
The abundances of emitting species (e.g. CO, HCN, H2O,
etc.) are characterized in the same way, with xi representing
the abundance of the ith emitting species.
Given the bulk composition, one can also compute a
number of additional quantities, of which we will make use
below. Three of these are the mean mass per H nucleus µH,
the mean mass per free particle µ, and the isothermal sound
speed cs, given by
µH = xHI + xH+ + 2(xpH2 + xoH2) + 4xHe (1)
µ =
µH
xHI + xH+ + xpH2 + xoH2 + xHe + xe
(2)
cs =
√
kBTg/µmH, (3)
2 Although DESPOTIC includes free protons and electrons, it is
only intended for use in regions where the gas is predominantly
neutral, i.e. xH+ ≪ xHI + 2(xpH2 + xoH2 ), and similarly for xe.
It does not include many heating and cooling processes that are
important in highly ionized regions.
c© 0000 RAS, MNRAS 000, 000–000
DESPOTIC 3
where µH and µ are measured in units of the hydrogen mass
mH. Note this this expression neglects the mass of electrons,
and assumes that emitting species contribute negligibly to
the mass. Two additional quantities are the gas specific heat
at constant volume cv,H and at constant pressure cp,H, which
for convenience we express per H nucleus rather than per
unit mass or per unit volume. Thus cv,H and cp,H have
units of energy over temperature, and can be converted to
the usual values per unit mass simply by multiplying by a
µHmH. Calculation of the specific heats requires some care
when the chemical composition includes molecular hydro-
gen. I discuss this topic in detail, and derive DESPOTIC’s
expressions for cv,H and cp,H, in Appendix A.
The final quantity one can compute is the clumping
factor fcl for the cloud, which represents an enhancement in
the rates of all collisional processes due to non-uniformity
of the gas. The quantity nH is the volume-averaged density
over the cloud, but in a non-uniform cloud the density nH(x)
at any position x may be higher or lower than this. Since the
rate of collisions per unit volume at a given position varies
as nH(x)2, the rate of collisions per H atom in a non-uniform
cloud exceeds that in a uniform cloud by a factor
fcl =
〈nH(x)2〉
nH
, (4)
where the angle brackets indicate an average over the
cloud volume; thus fcl is simply the factor by which the
mass-weighted mean density exceeds the volume-weighed
mean density. For a supersonically turbulent medium, this
factor is approximately (Ostriker, Stone & Gammie 2001;
Padoan & Nordlund 2002; also see Lemaster & Stone
2008, Federrath, Klessen & Schmidt (2008), and
Price, Federrath & Brunt 2011)
fcl ≈
√
1 + 0.75σ2NT/c
2
s . (5)
2.2 Heating and Cooling Processes
The gas heating and cooling processes included in DESPOTIC
are ionization heating, heating by the grain photoelectric
effect, gravitational compression heating, line cooling, and
either heating or cooling by collisional energy exchange be-
tween dust and gas. The grain heating and cooling processes
included in DESPOTIC are cooling by thermal radiation, heat-
ing by the interstellar radiation field, heating by an infrared
radiation field, heating by the cosmic microwave background
radiation, heating by absorption of line radiation, and colli-
sional coupling to the gas.
Given this list of processes, the time rate of change of
the gas energy per H nucleus eg,sp as
deg,sp
dt
= Γion + ΓPE + Γgrav − Λline +Ψgd, (6)
where Γion, ΓPE, and Γgrav are the rates of ionization, pho-
toelectric, and gravitational heating per H nucleus, Λline is
the rate of line cooling per H nucleus, and Ψgd is the rate of
dust-gas energy exchange per H nucleus. I give explicit for-
mulae for all these terms in Appendix B. The corresponding
time rate of change of the temperature is
dTg
dt
=
1
(cv,H, cp,H)
(Γion + ΓPE + Γgrav − Λline +Ψgd) , (7)
where cv,H is the gas specific heat per H nucleus at constant
volume and cp,H is the specific heat per H nucleus at con-
stant pressure (which are calculated in Appendix A). The
parentheses indicate that one can use either cv,H or cp,H in
the above equation, depending on whether one wishes to
consider gas cooling isochorically or isobarically.
Similarly, for the dust grains the total rate of change of
specific energy per H nucleus is
ded,sp
dt
= ΓISRF + Γd,line + Γd,CMB + Γd,IR − Λd −Ψgd, (8)
where ΓISRF, Γd,line, Γd,CMB, and Γd,IR are the rates of heat-
ing due to the interstellar radiation field, line radiation, the
cosmic microwave background, and infrared radiation, and
Λd is the rate of dust cooling by thermal radiation. As with
the gas heating and cooling processes, I give explicit formu-
lae for all these terms in Appendix B. In principle one could
consider time-dependent temperature evolution of the dust
as well as of the gas, but since the specific heat of the dust
is far less than that of the gas, and is a complex function
of the properties of the grains, DESPOTIC does not treat this
case. Instead, it assumes that the grain population is always
in thermal equilibrium.
2.3 Chemical Processes
In addition to thermal processes, DESPOTIC can also calculate
chemical processes that cause the abundances xi of various
species to change with time. DESPOTIC allows users to define
arbitrary chemical networks by specifying a set of species
and a set of chemical reaction rate equations of the form
dx
dt
= f(x, nH, NH, Tg, ζ, . . .), (9)
where x is the vector of fractional abundances for the var-
ious species in the network, and the reaction rates on the
right-hand side can be a function of these abundances, of
the overall volume density, column density, gas temperature,
ionization rate, radiation field, or any of the other quantities
that DESPOTIC uses to describe a cloud. Once specified, the
equations can be integrated over a specified time or until the
chemical state reaches equilibrium. The repository version of
DESPOTIC implements the reduced carbon-oxygen chemistry
network of Nelson & Langer (1999), which models the pro-
cesses leading to the transition from C+- to CO-dominated
composition in molecular clouds.
2.4 Line Shapes
DESPOTIC’s final major capability is calculating the profiles
of spectral lines. In general this is not a useful calculation in
a one-zone escape probability model; since the level popula-
tions in such a model are assumed to be uniform, the result
is necessarily rather uninteresting, and is simply given by
the usual solution to the transfer equation for media with
emission and absorption coefficients that are independent of
position. However, one can relax the assumption of uniform
level populations by making another one: that the species is
in LTE, and that the temperature T is a known function of
position.3 Solving for the shapes of lines in this limit allows
3 In principle one in fact needs to know only the excitation tem-
perature Tex for the two levels that produce the line, together
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Figure 1. Diagram of the geometry used by DESPOTIC when
calculating line shapes. The circle shows the cloud, with radius
R = 3NH/4nH, and the dashed line is the observer’s line of sight
through it.
the code to compute pCygni and inverse pCygni profiles,
among other applications. This computation is performed
for a spherical cloud following DESPOTIC’s general model,
and consider a line of sight passing through it at an offset
distance d from the cloud center (see Figure 1). Details of
how this calculation is performed are given in Appendix C.
3 CODE ARCHITECTURE AND
ALGORITHMS
In this section I describe the architecture of the DESPOTIC
code and the algorithms it uses to solve the equations intro-
duced in the previous section.
3.1 Overall Architecture
DESPOTIC is a library intended not only to be used for stand-
alone calculations, but also to allow easy extensibility, easy
integration with other codes, and to allow users to conduct
interactive, exploratory calculations. To this end, DESPOTIC
is implemented as a Python package, which allows a very
high level of abstraction such that many useful computa-
tions can be performed with no more than a single line
of code on the part of the user. To achieve high perfor-
mance, DESPOTIC makes extensive use of the ability of the
numPy and sciPy libraries to interface with the fast, opti-
mized numerical libraries LAPACK4 (Anderson et al. 1999),
MINPACK5 (Moré, Garbow & Hillstrom 1980), and ODEPACK6
(Hindmarsh 1983). It is hard to provide a quantitative es-
timate of code execution times for DESPOTIC routines, since
as I discuss below the most computationally-intensive ones
require iterative methods, and the time required for such a
with the number density the atoms or molecules that are in the
lower state nℓ. However, in practice it is unlikely that one will si-
multaneously know Tex and nℓ in any situation other than when
the levels are in LTE, and thus I limit the discussion to this case.
If one does in fact know Tex and nℓ, it is trivial to perform a
calculation for that case simply by setting the level populations
to their LTE values at Tex, and adjusting the overall density of
the species so that nℓ has the desired value.
4 http://www.netlib.org/lapack/
5 http://www.netlib.org/minpack/
6 https://computation.llnl.gov/casc/odepack/odepack_home.html
solution is a strong function of the quality of the starting
guess. Nonetheless, I give a general idea of code execution
times, as tested on a single processor of a modern work-
station, for some example applications in § 4. Individual in-
stances of DESPOTIC classes use internal private storage, and
thus are thread-safe should a user desire to use threading to
accelerate the calculation of large grids of models via the
standard Python threading interface. Threading of internal
DESPOTIC calculations for single clouds will be added in a
future release.
3.2 Capabilities and Algorithms
3.2.1 Level Populations and Line Luminosities
The most basic capability of DESPOTIC is to compute level
populations and line luminosities for an emitting species
embedded in a cloud of specified physical properties (nH,
Tg, σNT, abundances, etc.). The emitted intensity for any
line is given by equation (B46), and the numerical algo-
rithm for calculating level populations and line luminosi-
ties is given in Appendix B3. The computation can be per-
formed either assuming the cloud is optically thin, or using
the escape probability approximation for an optically thick
cloud. Note that this is the same computation performed
by codes like RADEX (van der Tak et al. 2007) and lineLum
(Krumholz & Thompson 2007), and the latter is the direct
ancestor of the corresponding portion of DESPOTIC. Ap-
pendix D provides a direct comparison between DESPOTIC
and RADEX.
3.2.2 Cooling Rates, Thermal Equilibria, and
Time-Dependent Temperature Evolution
In addition to computing line luminosities and level popu-
lations, DESPOTIC can also compute the heating and cooling
rates of gas and dust. It does so by evaluating all the terms
in equations (6) and (8); since one of these terms is Λline,
this procedure entails solving for the level populations and
escape probabilities.
DESPOTIC can also solve for equilibrium dust and gas
temperatures. DESPOTIC obtains these values by setting
deg,sp/dt = 0 in equation (6) and ded,sp/dt = 0 in equa-
tion (8). The user can also add arbitrary additional heating
and cooling terms to either equation, to represent processes
not modeled by DESPOTIC (e.g. endothermic or exothermic
chemical reactions). At the discretion of the user, DESPOTIC
can fix either Tg or Td and solve for the other, or it can
solve for both simultaneously. If either Tg or Td is fixed,
DESPOTIC solves the equations using the secant method. If
neither is fixed, it solves for Tg and Td simultaneously using
the MINPACK routine hybrd1, which implements the Powell
hybrid method.
Finally, DESPOTIC can compute the time-dependent
thermal evolution of a cloud. Starting from an initial gas
and dust temperature, DESPOTIC can integrate equation (7)
for the gas temperature evolution. At the user’s discretion,
the calculation can be done either isochorically or isobari-
cally. When evaluating the heating and cooling terms that
appear on the right-hand side of equation (7), DESPOTIC as-
sumes that both the level populations and the dust temper-
ature reaches equilibrium instantaneously; the former are
c© 0000 RAS, MNRAS 000, 000–000
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computed via the procedure described in Appendix B3, and
the latter by the solution to equation (8) with ded,sp/dt = 0.
DESPOTIC also calculates the temperature-dependent specific
heat cv,H or cp,H on the right-hand side using equation (A9).
It integrates equation (7) using the ODEPACK routine lsoda,
which automatically evaluates the stiffness of the system,
and solves using a predictor-corrector method for non-stiff
problems and backward differentiation formula methods for
stiff problems.
3.2.3 Chemical Evolution and Chemical Equilibria
DESPOTIC’s implementation of chemistry has two parts.
First, DESPOTIC provides a series of routines that can in-
tegrate the chemical evolution equations (9), either for a
specified time interval or until the rates of change of all abun-
dances are zero to within some specified tolerance. Second,
DESPOTIC provides a generic interface that can be used to
implement arbitrary chemical networks. Once implemented,
one can use the chemical evolution routines to integrate that
network in an automated fashion. One basic network, that of
Nelson & Langer (1999), is included in the code repository.
3.2.4 Line Profiles
DESPOTIC’s final major capability is calculating line profiles
for species in LTE. When performing this calculation, it ac-
cepts user-specified profiles for the number density of the
emitting species, the bulk velocity, the non-thermal veloc-
ity dispersion, and the temperature as a function of radius.
From these inputs, plus the identity of the line whose profile
is to be computed, it calculates all the dimensionless quan-
tities given in equations (C12) – (C14), and then numeri-
cally integrates equation (C8) at a range of user-specified
frequencies or velocities. The integration is performed via a
call to the ODEPACK routine lsoda. DESPOTIC then returns
the CMB-subtracted intensity and brightness temperature
as a function of frequency / velocity.
3.3 Atomic and Molecular Data
DESPOTIC obtains the chemical data required for its com-
putations (e.g., Einstein coefficients, reaction rate coeffi-
cients) from the Leiden Atomic and Molecular Database
(LAMBDA; Schöier et al. 2005). Access to the database is
automated: DESPOTIC automatically fetches whatever data
files are needed without explicit user intervention. DESPOTIC
makes three approximations in situations where data from
LAMDA is not available. First, for some species, LAMDA
provides estimates only of collision rate coefficients for H2,
not for oH2 and pH2 separately, or it provides only oH2 or
pH2. In such cases, DESPOTIC assumes that the oH2 and pH2
collision rate coefficients are equal, and, if only generic H2
rates are given, it sets both of them equal to those.
Second, for some species collision rate coefficients for H2
are available, but collision rate coefficients for He are not. In
this case DESPOTIC assumes that He collision rate coefficients
are related to those for H2 by (Schöier et al. 2005)
kHe = kH2
(
µs−H2
µs−He
)1/2
(10)
J=1−0 J=2−1 J=3−2 J=4−3 J=5−4 J=6−5 J=7−6 J=8−7
Transition
10-3
10-2
10-1
100
101
[∫ T
B
d
v] /
N
H
,2
0 
 [
K
 k
m
 s
−1
]
ULIRG 12CO
ULIRG 13CO
Milky Way 12CO
Milky Way 13CO
Figure 2. Spectral line energy distribution for the first 8 ro-
tational transitions of CO and 13CO, computed for the models
MilkyWayGMC and ULIRG described in Table 1. The plot shows
the velocity-integrated brightness temperature in each line nor-
malized by NH,20 = NH/10
20 cm−2. The contribution of the
CMB has been subtracted off.
where µs−H2 is the reduced mass of the species s with H2,
and similarly for µs−He.
Third, by default DESPOTIC will not extrapolate colli-
sion rates outside the range of temperatures provided in the
LAMDA tables. However, the user can override this default
behavior, in which case DESPOTIC will extrapolate by as-
suming that the downward collision rate coefficient varies
as a powerlaw in the gas kinetic temperature. For linear
molecules, a more accurate extrapolation motivated by a
quantum mechanical treatment of the collision is possible
(see the Section 6 of Schöier et al. 2005), but no such treat-
ment is available for non-linear molecules.
4 SAMPLE APPLICATIONS
In this section I provide some sample applications to demon-
strate DESPOTIC’s capabilities. Each of these applications op-
erates on one or more example clouds, whose properties are
specified in Table 1. The values given in this Table are in-
tended to be examples only, but input files corresponding
to each of them are included with the DESPOTIC library to
provide example templates that users can modify to set up
their own clouds. The code to perform each of the example
calculations listed below is also included with the DESPOTIC
download.
4.1 CO Spectral Line Energy Distributions
As a first example of DESPOTIC’s capabilities, Figure 2 shows
a calculation of CO and 13CO spectral line energy distribu-
tions (SLEDs) for the MilkyWayGMC and ULIRG clouds
described in Table 1. For this computation, the gas temper-
ature is left fixed to the input value, and the level popula-
tions are computing using the escape probability formalism.
As expected, all lines of the ULIRG are much brighter due to
its higher gas kinetic temperature and velocity dispersion –
to first order, the velocity-integrated brightness temperature
c© 0000 RAS, MNRAS 000, 000–000
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Table 1. Sample clouds
Cloud Name MilkyWayGMC ULIRG ProtostellarCore PostShockSlab
Physical Properties
nH [cm
−3] 102 105 102 − 108 103
NH [cm
−2] 1.5× 1022 1024 1.0× 1023 1.5× 1022
σNT [km s
−1] 2.0 80.0 0.1 0.5
Tg [K] 8 45 8 250
Td [K] 8 60 8 8
Composition
xHI 0.0 0.0 0.0 0.0
xoH2 0.1 0.1 0.1 0.1
xpH2 0.4 0.4 0.4 0.4
xHe 0.1 0.1 0.1 0.1
xe 0.0 0.0 0.0 0.0
xH+ 0.0 0.0 0.0 0.0
Dust Properties
αGD [erg cm
3 K−3/2] 3.2× 10−34 3.2× 10−34 3.2× 10−34 3.2× 10−34
σd,10 [cm
2 H−1] 2.0× 10−26 2.0× 10−26 2.0× 10−26 2.0× 10−26
σd,PE [cm
2 H−1] 1.0× 10−21 1.0× 10−21 1.0× 10−21 1.0× 10−21
σd,ISRF [cm
2 H−1] 3.0× 10−22 3.0× 10−22 3.0× 10−22 3.0× 10−22
Z′d 1.0 1.0 1.0 1.0
βd 2.0 2.0 2.0 2.0
Radiation Field Properties
TCMB [K] 2.73 2.73 2.73 2.73
Trad,dust [K] 0.0 60.0 8.0 8.0
ζ [s−1 H−1] 1.0× 10−16 2.0× 10−15 2.0× 10−17 2.0× 10−17
χ 1.0 1.0× 104 1.0 1.0
Emitting Species Abundances
CO 1.0× 10−4 1.0× 10−4 1.0× 10−4 1.0× 10−4
13CO 5.0× 10−7 5.0× 10−7 5.0× 10−7 5.0× 10−7
C18O - - 5.0× 10−8 5.0× 10−8 ∗
C - - 5.0× 10−7 5.0× 10−7 ∗
O - - 5.0× 10−6 5.0× 10−6
CS - - 1.0× 10−8 1.0× 10−8 ∗
HCO+ - - 1.0× 10−8 1.0× 10−8 ∗
pNH3 - - 1.0× 10−8 1.0× 10−8 ∗
oNH3 - - 1.0× 10−8 1.0× 10−8 ∗
pH2CO - - 1.0× 10−8 1.0× 10−8 ∗
oH2CO - - 1.0× 10−8 1.0× 10−8 ∗
pH2O - - 1.0× 10−8 1.0× 10−8 ∗
oH2O - - 1.0× 10−8 1.0× 10−8 ∗
The table gives initial properties for the example cloud models used in § 4. For applications where Tg and Td are fixed, the values given
in the table are the values used; for applications where Tg and Td are to be calculated, they are used as initial guesses. For the
ProtostellarCore model, the density is given as a range because a range of models are run. The abundances in this model have been
chosen to roughly match those recommended in Goldsmith (2001). For the PostShockSlab model, emitting species marked with
asterisks indicate species from which line emission is computed, but that are ignored for the purposes of calculating the thermal
evolution. The molecular data from LAMDA used in evaluating these models are taken from the following sources: CO, 13CO, and
C18O: Yang et al. (2010); C: Schroder et al. (1991) and Staemmler & Flower (1991); O: Jaquet et al. (1992); CS: Turner et al. (1992);
HCO+: Flower (1999); NH3: Danby et al. (1988); H2CO: Green (1991); H2O: Daniel, Dubernet & Grosjean (2011).
of an optically thick line is simply the product of those two.
In addition, the falloff in luminosity with J is much slower for
the ULIRG than for the Milky Way cloud. This is as a result
of the much higher density and temperature of the ULIRG.
The former allows its higher levels to be close to thermally
populated, and the latter causes their thermal populations
to be large. We also see that the 12CO(1-0) to 13CO(1-0) ra-
tio is larger for the ULIRG than for the Milky Way model,
reflecting the higher optical depth of the ULIRG. At higher
J , where the optical depth drops, the line ratios of the two
isotopomers vary less between the two models.
Note that this computation for 12CO(1-0) is equivalent
to calculating the CO “X-factor" that relates CO intensities
to cloud masses and column densities. The values calculated
by DESPOTIC are XCO = 2.6 × 1020 cm−2/
(
K km s−1
)
for
MilkyWayGMC, and XCO = 7.0× 1019 cm−2/
(
K km s−1
)
.
This is in line with other theoretical and observational
estimates for normal galaxies and ULIRGs, respectively
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Figure 3. Equilibrium gas and dust temperatures versus density
for the ProtostellarCore model described in § 4.2.
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Figure 5. Contributions to the overall line cooling rate for in-
dividual atomic molecular species in the ProtostellarCore model.
All line cooling rates are computed at the equilibrium temper-
atures shown in Figure 3. Note that these rates are computed
for constant abundances, and thus do not properly account for
depletion at high densities. They are therefore likely to be over-
estimates at the high-density end, as discussed in § 4.2.
(Bolatto, Wolfire & Leroy 2013). One should be wary of
reading too much into this result, since neither the chem-
ical and thermal states of the clouds have been speci-
fied by hand. This computation should be done by com-
bining a three-dimensional simulation with chemical post-
processing to determine the chemical state of the clouds self-
consistently, and then using DESPOTIC or a similar package
to calculate the resulting gas temperature and line radia-
tion (e.g. Narayanan et al. 2011, 2012; Shetty et al. 2011a,b;
Feldmann, Gnedin & Kravtsov 2012a,b).
4.2 Temperatures of Protostellar Cores
As a second example application, I use DESPOTIC to calcu-
late the equilibrium gas and dust temperatures in proto-
stellar cores as a function of density, using the algorithms
outlines in § 3.2.2. In this calculation I include a large num-
ber of cooling species (see Table 1) in order to assess their
density- and temperature-dependent contribution to cores’
thermal balance. For this calculation I use the Protostellar-
Core model in Table 1. I then compute a grid of models
with densities in the range nH = 102 − 106 cm−3 in steps
of 0.2 dex. For each model, I compute the equilibrium gas
and dust temperatures, and, once the equilibrium has been
calculated, I record the values of all the heating and cooling
terms.
Figure 3 shows the equilibrium temperatures as a func-
tion of density, Figure 4 shows the contributions of the vari-
ous heating and cooling processes, and Figure 5 further sub-
divides the line cooling into the contributions made by indi-
vidual species. The plots illustrate a number of phenomena.
First, the gas temperature is relatively high at low densities,
and drops as the density increases. At densities below ∼ 104
cm−3 this drop is driven by increasingly effective line cool-
ing. Between 104 and 105 cm−3, dust-gas collisions become
competitive with line cooling, and lock the dust and gas
temperature together, such that dust-gas energy exchange
becomes dominant in setting the temperature. The dust in
turn is always locked close to the infrared radiation field
temperature, because the IR heating rate and thermal cool-
ing rate both exceed all other sources and sinks of energy
for the dust by orders of magnitude.
In terms of molecular line cooling, at low densities the
dominant coolants are CO, 13CO, and C. As the density
rises and the dust temperature drops, these become less im-
portant because dust coupling lowers the gas temperature.
This makes it more difficult to excite the higher J lines that
have lower optical depths. At the same time, other species
make an increasing contribution to the cooling as the den-
sity approaches their critical densities and begins to pro-
vide efficient collisional excitation. However, this example
also illustrates one of DESPOTIC’s limitations. These calcula-
tions assume density- and temperature-independent abun-
dances, and do not properly model the effects of freeze-out
onto grain surfaces. Over the density range I have explored
freeze-out is probably significant only for CS, since sulfur-
bearing molecules begin to freeze out at densities above
∼ 103−104 cm−3, but carbon- and nitrogen-bearing ones do
not experience significant freeze-out until the density rises
above ∼ 106 cm−3 and ∼ 107 − 108 cm−3, respectively (e.g.
Bergin & Langer 1997). Once could include freeze-out ef-
fects by defining an appropriate chemistry network, but the
simple Nelson & Langer (1999) network that DESPOTIC cur-
rently implements does not model these effects.
This is the most computationally-intensive of the ex-
ample applications provided, due to the high optical depth
and the large number of molecular coolants included. The
majority of the computational effort involves iterating to ob-
tain the level populations at high optical depth. Evaluating
the entire grid of 21 models requires a bit under 5 minutes.
However, since only a few chemical species are actually im-
portant to the thermal balance, one could obtain the results
far more quickly simply by ignoring the large number of
energetically-unimportant species when calculating the tem-
perature, and only calculating their line luminosities once
the temperatures have converged. DESPOTIC includes a capa-
bility to mark certain species as energetically-unimportant,
c© 0000 RAS, MNRAS 000, 000–000
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Figure 4. Values of the various heating and cooling terms for dust and gas in the ProtostellarCore models, calculated at the equilibrium
temperatures shown in Figure 3. The panels show gas heating terms, gas cooling terms, dust heating terms, and dust cooling terms, as
indicated in the legends. The terms shown are gas ionization heating, Γion, dust IR heating, Γd,IR, dust ISRF heating Γd,ISRF, dust
line heating Γd,line, gas line cooling, Λline, dust thermal cooling, Λd, and dust-gas energy exchange, Ψgd. The calculations also include
gravitational and photoelectric heating, but these terms are below the plotted range.
allowing them to be treated in precisely this manner, and I
demonstrate this capability in the next example.
4.3 Time-Dependent Cooling of Post-Shock Gas
A third example, which makes use of DESPOTIC’s ability to
calculate time-dependent temperature evolution (§ 3.2.2), is
to calculate the cooling of out-of-equilibrium gas. I consider
a slab of gas whose properties are given by the PostShock-
Slab model in Table 1. At time t = 0, the gas has just
been shock-heated to an out-of-equilibrium temperature of
250 K, and I calculate the time evolution of its tempera-
ture and line emission thereafter, assuming that the gas is
isobaric and using a slab geometry to compute escape prob-
abilities. In calculating the thermal evolution I include only
the energetically-dominant coolants CO, 13CO, and O, but
I also periodically compute the line emission of a large num-
ber of other species as well (see Table 1 for the full list). By
making this assumption, the total computer time required
to evolve the model 40 kyr, including periodic calculation of
emission from many lines, is ∼ 10 minutes.
Figure 6 shows the gas temperature, dust temperature,
and gas density versus time as computed by DESPOTIC for
this initial condition. Figure 7 shows the contributions of
various species to the cooling. As the plot shows, cooling
is dominated by CO lines, with minor contributions from
13CO, O, and dust, and negligible contributions from all
other sources. In Figure 8 I further examine the cooling,
by showing how the CO spectral line energy distribution
changes with time. As the plot shows, the SLED initially
peaks near J = 7− 6, and moves to a cooler SLED at time
passes. At the final time shown, J = 3 − 2 is the dominant
coolant. Note that this differs from the result shown in Fig-
ure 2 for a typical GMC because the post-shock slab we are
considering has a significantly lower velocity dispersion and
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Figure 6. Gas temperature, dust temperature, and gas density
versus time for isobaric cooling of the PostShockSlab model, as
described in § 4.3.
a significantly higher density. Both of these favor cooling
through higher J lines, the former because it increases the
optical depth for low J lines, and the latter because it helps
to thermalize higher J states.
4.4 Carbon-Oxygen Chemistry
The next sample application demonstrates DESPOTIC’s chem-
istry capability. For this test, I use the physical parameters
for the MilkyWayGMC model listed in Table 1, except that
I reduce the cosmic ray ionization rate to ζ = 3 × 10−17
s−1 and raise the gas temperature to 10 K. I then con-
sider a range of column densities NH = 1021 − 1023 cm−2,
in steps of 0.01 dex, and use the Nelson & Langer (1999)
chemical network implemented in DESPOTIC to calculate the
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DESPOTIC 9
0 5 10 15 20 25 30 35 40
t [kyr]
10-28
10-27
10-26
10-25
10-24
Λ
 [
e
rg
 s
−1
 H
−1
]
All
CO
13CO
O
Dust
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Figure 8. CO line spectral line energy distribution for the Post-
ShockSlab model shown in Figure 6. Each of the lines shows the
relative contributions of the indicated rotational transitions of
CO to the total cooling rate at the indicated times of 0 kyr, 20
kyr, and 40 kyr. Contributions are normalized so that the sum
over all transitions is unity.
equilibrium chemical state of the cloud. The column den-
sity range is chosen to model the transition from a com-
position dominated by H2, C+, and O (the so-called “dark
gas" – Wolfire, Hollenbach & McKee (2010)) to one domi-
nated by H2 and CO, as found in the interiors of molecular
clouds. The total execution time of the calculation, which
involves finding the equilibrium chemical state 201 times,
was roughly a minute.
Figure 9 shows the result. As shown in the figure, at low
column density the chemical state is such that the carbon is
mostly C+ and the oxygen is mostly O. As the column den-
sity increases, the carbon shifts into C and CO as the dom-
inant states, while the oxygen also shifts into CO and OHx.
The chemical transition is driven by the decreasing rate of
photodissociation as the column density increases, which,
following Nelson & Langer’s prescription, is handled using
the tabulated shielding functions of van Dishoeck & Black
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Figure 9. Abundances of various carbon- and oxygen-bearing
species as a function of gas column column density, computed
using DESPOTIC’s chemistry module following the procedure de-
scribed in Section 4.4.
(1988). This test demonstrates DESPOTIC’s ability to per-
form limited astrochemistry calculations.
4.5 Inverse P Cygni Profiles
As a final application, I use DESPOTIC to calculate line pro-
files in a collapsing protostellar core. For this example, I
consider a core with a radius of R = 0.02 pc with a velocity
profile v(r) = −0.4(r/R)rˆ km s−1. The temperature profile
is T (r) = 8 + 12 exp(−2r2/R2) K, so that the temperature
reaches a peak of 20 K at the center, dropping close to 8 K
at large radii. The core also has a position-independent non-
thermal velocity dispersion of 0.2 km s−1. I use a uniform
density nH = 3× 106 cm−3.
For this core I use DESPOTIC to compute the profiles of
the HCN(1-0) and N2H+ lines. This combination of lines is
often used to measure infall motions (e.g., Sohn et al. 2007),
as their overall spatial distributions in a protostellar core
are thought to be quite similar on chemical grounds, but
the HCN(1-0) tends to be marginally optically thick and
develop inverse P Cygni profiles, while the N2H+ tends to
be optically thin and show symmetric profiles. I adopt abun-
dances xHCN = 2 × 10−9 and xN2H+ = 2 × 10−9 based on
the models of Lee, Bergin & Evans (2004).
Figure 10 show the line profiles computed by DESPOTIC.
As expected, the marginally optically thick HCN line pro-
duces a double-peaked asymmetric inverse P Cygni profile,
indicative of infall. The N2H+ line is optically thin and pro-
duces a symmetric profile of lower total intensity. The total
time required to perform the computation is ∼ 10 s.
5 LIMITATIONS AND CAVEATS
While DESPOTIC provides reasonable estimates of the ther-
mal behavior and spectra of interstellar clouds over a wide
range of environments, it also has significant limitations,
which I discuss here as a warning to potential users. The
major limitations of the code are:
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Figure 10. Brightness temperature versus velocity relative to
line center for the lines HCN(1 − 0) and N2H+(1 − 0) produced
by a collapsing protostellar core. The contribution of the CMB
has been subtracted off. Details of the core parameters are given
in § 4.5.
• DESPOTIC’s treatment of dust temperatures is very
crude in the regime of clouds that are optically thick to
their own cooling radiation. In such clouds the dust tem-
perature will be determined largely by the value of Trad,dust
that the user selects. If a user requires accurate dust tem-
peratures in such clouds, he or she is advised to use a code
like dusty (Ivezic & Elitzur 1997) to calculate the dust tem-
perature and radiation field within the cloud, then use this
to set Trad,dust for the purposes of a DESPOTIC calculation.
• DESPOTIC neglects the contribution of the dust radia-
tion field to the photon occupation number when calculating
level populations, on the grounds that, because dust opti-
cal depths are small at low frequencies, such fields are of-
ten highly sub-thermal at the low frequencies where most
important molecular lines lie. However, in some circum-
stances, e.g. protostellar disks (Krumholz, Klein & McKee
2007), the column density is so high that dust optical depths
can exceed unity even at frequencies as low as 20 GHz. In
such environments excitation and de-excitation of molecules
by interaction with the infrared field is non-negligible, and
DESPOTIC will not give accurate results.
• DESPOTIC uses a one-zone model, and this is not capa-
ble of capturing effects that depend on radiative transfer.
In particular, DESPOTIC cannot handle maser emission, and
it cannot handle effects on the line shape that arise from
spatially-variable departures from LTE.
• The repository version of DESPOTIC includes only a sin-
gle, very simple chemical network. This can be used to make
reasonable predictions for carbon and oxygen chemistry in
H2-dominated environments, but not for other species or in
other environments. It is up to the user to either input chem-
ical abundances directly, or to implement chemical networks
appropriate for the environment he or she wishes to simu-
late. The results DESPOTIC produces will only be as good as
those abundances or networks. More subtly, DESPOTIC does
include the effects of selective chemical destruction of excited
states on line emission, and it does not include any heating
or cooling of the gas or dust as a result of chemical reactions,
such as heating of dust grains by exothermic formation of H2
on grain surfaces (e.g. Lesaffre et al. 2005). DESPOTIC pro-
vides a mechanism to include chemical heating and cooling,
since the user can specify arbitrary additional heating and
cooling terms, but it is up to the user to determine whether
there are any energetically-important chemical reactions for
the problem under consideration, and, if so, to implement
the necessary code.
6 SUMMARY
I introduce DESPOTIC, a Python-based, open-source software
library for calculating spectra, heating and cooling rates,
and time-dependent and time-independent thermal proper-
ties of optically thick interstellar clouds. DESPOTIC includes
all the dominant heating and cooling processes for both gas
and dust over a wide range of interstellar environments, and
can be used to conduct both fast sweeps of parameter space
and interactive explorations within an interactive Python
environment. It is intended to allow theoretical investiga-
tors to obtain approximate values of parameters such as
cloud temperatures, major heating and cooling processes,
and observable line emission, without the difficulty and time
investment of developing their own statistical and thermal
equilibrium codes, and with significantly less investment of
CPU and human time than would be required to approach
such problems using a detailed PDR code. DESPOTIC is under
continued development, and additional features capabilities
will be released to the community as they are implemented.
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APPENDIX A: SPECIFIC HEATS
Calculating the time evolution of the temperature requires
knowing the specific heat per H nucleus at constant volume
cv,H, defined by
cv,H =
1
nH
(
∂eg
∂T
)
ρ
, (A1)
where eg is the gas internal energy per unit volume, given
by
eg =
∑
s
nskBT
d ln zs
d lnT
, (A2)
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where the sum runs over species s, ns is the number density
of species s, and zs is the partition function per unit volume
for that species. The latter is given by
zs = Zs,transZs,rotZs,vibZs,spin, (A3)
where the terms appearing in the equation above are the par-
tition functions for the translation, rotational, vibrational,
and spin degrees of freedom of species i. In principle we
should also include a term describing electronic degrees of
freedom, but at the relatively low temperatures for which
DESPOTIC is intended, we can safely assume that these are
not excited. For all the species included in DESPOTIC except
molecular hydrogen (i.e. for H i, He, H+, and e), the con-
tribution of the specific heat is trivial, because all of the
partition functions except translation and spin are unity,
and the spin term is temperature-independent. Thus for all
these species
∂ ln zs
∂ lnT
=
∂ lnZs,trans
∂ lnT
=
3
2
. (A4)
For ortho- and para-H2 on the other hand, Zrot and Zvib are
not unity (Black & Bodenheimer 1975; Boley et al. 2007;
Tomida et al. 2013):
ZoH2,rot =
∑
J odd
3(2J + 1) exp
[
−J(J + 1)θrot
T
]
(A5)
ZpH2,rot =
∑
J even
(2J + 1) exp
[
−J(J + 1)θrot
T
]
(A6)
ZH2,vib =
1
1− exp(−θvib/T ) (A7)
where θrot = 85.3 K and θvib = 5984 K. Note that the vi-
brational partition function is the same for ortho- and para-
H2, but the rotational partition functions are different. With
these partition functions, the energy per unit volume includ-
ing all species is
eg
kB
=
3
2
T
∑
s
ns + npH2
(
T 2
ZpH2
∂ZpH2,rot
∂T
)
+ noH2
(
T 2
ZoH2
∂ZoH2,rot
∂T
)
+ (npH2 + noH2) θvib
exp(−θvib/T )
1− exp(−θvib/T ) , (A8)
where again the sum runs over all all species.
Deriving the specific heat cv from this expression re-
quires making an assumption about how the number den-
sities of ortho- and para-H2 vary with temperature. At the
low temperatures found in interstellar clouds, there is gener-
ally no efficient mechanism for converting between the two
states, and thus the most reasonable assumption is that
these number densities are temperature-independent. Ob-
servations showing that the ortho- to para- ratio in molec-
ular clouds is far from equilibrium (e.g. Neufeld et al. 2006;
Pagani, Roueff & Lesaffre 2011; Dislaire et al. 2012) sup-
port this assumption. For temperature-independent values
of npH2 and noH2 , we therefore have
cv,H
kB
=
3
2
∑
s
xs + xpH2
∂
∂T
(
T 2
ZpH2
∂ZpH2
∂T
)
+ xoH2
∂
∂T
(
T 2
ZoH2
∂ZoH2
∂T
)
+ (xpH2 + xoH2)
θ2vib exp(−θvib/T )
T 2[1− exp(−θvib/T )]2 . (A9)
Note that this expression involves the abundances ratios x
rather than number densities n because we have normalized
all quantities to the number density of H nuclei. The specific
heat at constant pressure is simply cp,H/kB = cv,H/kB + 1.
APPENDIX B: HEATING AND COOLING
PROCESSES
Here I give explicit formulae for all the heating processes in-
cluded in DESPOTIC. In the following description, all heating,
cooling, and energy exchange rates are given as energies per
H nucleus per unit time.
B1 Gas
B1.1 Ionization Heating
Gas can gain energy through ionization heating; in this pro-
cess primary electrons with energies produced when the gas
is ionized by cosmic rays or hard x-rays thermalize, adding
energy. The rate at which this process adds energy is given
by
Γion = ζqion, (B1)
where qion is the energy added per primary ionization.
The value of qion in turn depends on the bulk chemical
composition of the gas, which determines how much of a
primary electron’s ≈ 37 eV of energy is lost via radiation
rather than transformed into heat. This problem has been
discussed by a number of authors (Dalgarno & McCray
1972; Glassgold & Langer 1973; Wolfire et al. 1995;
Dalgarno, Yan & Liu 1999; Wolfire, Hollenbach & McKee
2010; Glassgold, Galli & Padovani 2012). In predominantly
atomic regions, the main pathway to thermalization is
Coulomb scattering of the primary electron off other
free electrons, and collisional excitation of H and He by
the primary electron followed by collisional de-excitation
of the excited atom. In this regime DESPOTIC uses the
approximation recommended by Draine (2011),
qion,HI ≈ 6.5 eV+ 26.4 eV
(
xe
xe + 0.07
)1/2
. (B2)
In molecular regions the situation is far more compli-
cated due to the additional thermalization channels provided
by excitation of the rotational and vibrational levels of H2
(followed by collisional de-excitation), by dissociation of H2,
and by chemical heating, in which primary electrons produce
reactive ions such as H+2 , H
+, and He+ that subsequently un-
dergo exothermic reactions with neutrals such as CO, H2O,
and O. In this case qion becomes a complex function of the
gas density and temperature, and the abundances of various
species, and ranges from ∼ 10 − 20 eV as these quantities
change (Glassgold, Galli & Padovani 2012). Given the com-
plexity of the problem, and the level of inaccuracy inherent
in any one-zone model, DESPOTIC relies on a simple piecewise
fit to the numerical results of Glassgold, Galli & Padovani
(2012, their Table 6) on the density-dependence of qion in
molecular regions:
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qion,H2
eV
≈


10, log nH 6 2
10 + 3(log nH − 2)/2, 2 6 log nH < 4
13 + 4(log nH − 4)/3, 4 6 log nH < 7
17 + 1(log nH − 7)/3, 7 6 log nH < 10
18, log nH > 10
, (B3)
where the values of nH in the above expression are in units
of cm−3.
To handle the case where the composition includes
both molecular and atomic gas, DESPOTIC assumes that
the atomic and molecular regions are physically separated
(which, depending on the physical situation, may or may
not be a good assumption). In this case the total heating
rate can be computed simply by summing the heating rates
in the atomic- and molecular-dominated regions, weighted
by their number fractions:
qion = xHIqion,HI + 2(xoH2 + xpH2)qion,H2 . (B4)
B1.2 Photoelectric Heating
Gas can also gain energy through grain photoelectric heat-
ing, whereby a primary electron ejected from a dust grain
by a far-ultraviolet (FUV) photon thermalizes with the gas.
Unlike cosmic rays, the FUV photons responsible for photo-
electric heating can be attenuated by dust rather easily, and
the photoelectric heating rate therefore depends on four fac-
tors: the strength of the ISRF, the abundance of dust grains,
the amount of dust shielding, and the energy yield per
photoelectron; as with cosmic ray heating, the latter value
has been estimated by numerous authors (Watson 1972;
de Jong 1977; Tielens & Hollenbach 1985; Bakes & Tielens
1994; Wolfire et al. 2003). To account for dust shielding,
which obviously varies from point to point within a real
cloud, DESPOTIC uses the simple approximation proposed by
Krumholz, Leroy & McKee (2011), whereby the 8− 13.6 eV
photons responsible for photoelectron production are con-
sidered to be attenuated by half the mean extinction of the
cloud. Since the dust opacity is relatively flat across this en-
ergy range (∼ 50% variation in the models of Draine 2003),
we can assign a single cross section σd,PE, which is ∼ 10−21
cm2 H−1 for Milky Way dust. This value is near the middle
of the range found in the models of Draine (2003). With this
approximation, the photoelectric heating rate becomes
ΓPE = 4.0× 10−26χZ′de−(1/2)NHσd,PE erg s−1 H−1. (B5)
B1.3 Gravitational Heating
A third possible source of heating is adiabatic compression.
This obviously depends on the hydrodynamics of the flow,
something that is not naturally included in a one-zone model
like that used in DESPOTIC. However, this effect is calcula-
ble in the special case of compression due to gravitational
contraction, as in protostellar cores for example. In this case
the heating rate may be computed using the approximation
introduced by Masunaga, Miyama & Inutsuka (1998),
Γgrav = C1c
2
sµHmH
√
4πGρ, (B6)
where C1 is a dimensionless constant of order unity that de-
pends on the nature of the gravitational collapse. From their
numerical calculations, Masunaga, Miyama & Inutsuka
(1998) find C1 ≈ 1.0. Since in general most interstellar
clouds are not in a state of collapse, by default DESPOTIC
does not include gravitational contraction heating, and sets
C1 = 0. However, users do have the option of overriding
this default.
B1.4 Line Cooling
The primary cooling mechanism for gas is line radiation. For
each emitter species s, there is a rate of line cooling Λs, so
that the total line cooling rate is
Λline =
∑
s
Λs. (B7)
I defer a calculation of Λs to § B3.
B1.5 Dust-Gas Energy Exchange
Finally, gas can either heat or cool by exchanging energy
with the dust via collisions. The gas-dust energy exchange
rate is given by
Ψgd = αgdfclnHT
1/2
g (Td − Tg), (B8)
where αgd is the grain-gas coupling coefficient and the sign
convention is that positive values correspond to heating of
the gas and cooling of the dust. Note the presence of the
clumping factor fcl, since this is a collisional process. The
coupling constant depends on the grain abundance, chem-
ical composition, size distribution, and charge state. For
Milky Way dust, Goldsmith (2001) recommends a value
αgd = 3.2× 10−34 erg cm3 K−3/2 for H2-dominated regions,
and Krumholz, Leroy & McKee (2011) estimate a value of
1.0× 10−33 erg cm3 K−3/2 for H i-dominated ones, with the
difference arising due to the change in both the number and
mean mass of free particles between H i and H2-dominated
regions.
B2 Dust
B2.1 Cooling by Thermal Radiation
Dust grains can lose energy via thermal continuum radia-
tion. To compute the cooling rate, consider a population
of spherical grains with distribution of radii ag given by
dn/dag, where we normalize the distribution function such
that nd =
∫
(dn/dag) dag is the total number density of dust
grains. Let Qν(ag) be the absorption efficiency for absorp-
tion of radiation of frequency ν, so that the cross section of
the grain to radiation of frequency ν is σν(ag) = πa2gQ(ν).
Further let 〈Q(ag)〉T =
∫
Bν(T )Qν(ag) dν/
∫
Bν(T ) dν be
the Planck-weighted mean efficiency, where Bν(T ) is the
Planck function evaluated at temperature T . Given this def-
inition, we can write the rate of thermal radiation cooling
from dust grains of temperature Td as
Λd,thin =
[
1
nH
∫
dn
dag
〈Qν(ag)〉Tπa2g dag
]
caT 4d (B9)
≡ σd(Td)caT 4d , (B10)
we have defined the term in square brackets to be the mean
dust cross section per H nucleus σd(Td). This expression as-
sumes that the cloud is optically thin to its own cooling
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radiation; we treat the optically thick regime below. We ap-
proximate that σd(Td) will vary as a powerlaw with Td, and
we therefore write
σd(Td) = σd,10
(
Td
10 K
)β
. (B11)
For Milky Way dust, typical opacities are σd,10 ≈ 2× 10−25
cm2 H−1 (Pollack et al. 1994; Semenov et al. 2003), and for
temperatures Td such at hc/(kBTd) = 0.14(Td/10 K)−1 cm
is much larger than the typical grain size, we expect β = 2;
detailed grain models show that this expectation holds up
to Td ≈ 150 K (Semenov et al. 2003). DESPOTIC leaves both
σd,10 and β as user-settable parameters. A naive expectation
is that, at sub-Solar metallicities, σd,10 ∝ Z′d, where Z′d is
the dust abundance relative to Solar.
The above estimate is valid only as long as the cloud is
optically thin to its own cooling radiation, which is true only
as long as σd,10(Td/10 K)βNH . 1. Given the small value of
σd,10 for Milky Way dust, departures from the optically thin
regime do not begin until extremely high column densities.
However, there are circumstances, for example in the molec-
ular clouds of starburst galaxies, where Td and NH can be
high enough to render the optical depth to cooling radiation
large. A truly accurate calculation of the cooling rate in
this regime requires a multi-zone numerical treatment with
a radiative transfer code such as dusty (Ivezic & Elitzur
1997) or SteinRay (Steinacker et al. 2003), or a sophisti-
cated analytic approximation (e.g. Chakrabarti & McKee
2005). However, we can obtain a very crude treatment of the
optically thick regime by noting that the maximum possible
cooling rate for the cloud is simply πR2caT 4d , the blackbody
rate for a sphere of radius R = (3/4)NH/nH equal to the
cloud radius. Rewriting this as a rate per H nucleus, the
maximum possible dust cooling rate is
Λd,thick =
caT 4d
NH
. (B12)
DESPOTIC adopts the approximation
Λd = min(Λd,thin,Λd,thick). (B13)
B2.2 ISRF Heating
Grains can be heated by absorbing the interstellar ra-
diation field produced by stars. To compute the rate of
dust heating from the ISRF, we must perform a calcu-
lation similar to that for Λd. In analogy to 〈Qν(ag)〉T ,
we define 〈Qν(ag)〉ISRF =
∫
uν,ISRFQν(ag) dν/
∫
uν,ISRF dν,
where uν,ISRF is the energy density of the ISRF at frequency
ν, as the ISRF-averaged absorption efficiency. In general
〈Qν(ag)〉ISRF ≫ 〈Qν(ag)〉T . Thus, unlike in the case of ther-
mal cooling where optical depth effects are important only
in extreme circumstances, attenuation of the ISRF will be
important even at modest column densities. As with pho-
toelectric heating, it is clear that there is no single value
that describes the rate of dust heating within an optically
thick cloud; heating rates will be high at the edge and low
at the center. Moreover, unlike in the case of photoelectric
heating, the range of photon energies responsible for heating
is quite broad, with half the heating coming from photons
with wavelengths> 0.31 µm even for the unattenuated ISRF
(B. Draine, 2013, priv. comm.). As a result, the spectrum
of the heating field changes as one moves into a cloud and
shorter wavelength photons are selectively attenuated. Con-
sequently, in addition to the geometric uncertainty, there
is an additional one in the choice of dust cross section to
assign. In order to maintain simplicity, DESPOTIC does not
attempt to treat this problem in detail, but instead uses the
same approximation as for photoelectric heating, i.e. that
the characteristic heating rate is to be computed assuming
an attenuation equal to half the mean value for the cloud,
using a single grain cross section to compute the attenua-
tion. With this approximation, the heating rate of grains
due to the ISRF is
ΓISRF,thin =
[
1
nH
∫
dn
dag
〈Qν(ag)〉ISRFπa2g dag
]
· cuISRFe−σd,ISRFNH/2 (B14)
= 3.9× 10−24χZ′de−σd,ISRFNH/2 erg s−1 H−1,(B15)
where Z′d is the dust abundance relative to the Milky Way
value, uISRF = χuMW is the energy density of the ISRF,
uMW is the energy density for the Milky Way’s ISRF, σISRF
is the cross section we assign for ISRF attenuation, and the
numerical coefficient is taken from Goldsmith (2001). The
choice of σISRF is somewhat difficult for the reasons stated
above, and if very high accuracy is desired it should be com-
puted on a case-by-case basis. However, a reasonable default
for Milky Way dust is σISRF = 3 × 10−22 cm2 H−1, which
is roughly halfway between the values appropriate for the
unextincted ISRF and the value expected for an ISRF ex-
tincted by an optical depth of 2 in V band (B. Draine, 2013,
priv. comm.).
It is worth noting that, because the ISRF is exponen-
tially attenuated by dust, when σd,ISRFNH ≫ 1 we are likely
to find that ΓISRF,thin is negligibly small even when χ is very
large. In this circumstance, the ISRF is so thoroughly atten-
uated that none of it reaches the cloud interior where we are
computing the temperature. However, if this happens, the
hot outer parts of the cloud that are directly exposed to the
ISRF will heat up and generate a background infrared field
within the cloud interior. If the cloud is optically thin to IR
cooling radiation the intensity of this field will be low and
it can be neglected as a heat source. If the cloud is optically
thick to IR, on the other hand, the background IR field will
build up, and will heat the cloud interior. DESPOTIC pro-
vides a mechanism to handle this phenomenon by including
an infrared radiation field (see the following section), and in
circumstances where ISRF heating is negligible, heating by
the infrared radiation field should take its place. As for the
case of the cooling rate when the cloud is optically thick to
IR, calculating the intensity of the background field in this
circumstance requires a more sophisticated model than the
one-zone treatment that DESPOTIC provides. However, we
can solve the limiting case of an extremely optically thick
cloud subject to external heating. If such a cloud absorbs
all of the background ISRF incident on its surface, the to-
tal heating rate is πR2cuISRF, and the heating rate per H
nucleus is
ΓISRF,thick =
cuISRF
NH
= 5.3× 10−25 χ
NH,22
erg s−1 H−1. (B16)
DESPOTIC adopts the approximation
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ΓISRF,thick = min(ΓISRF,thin,ΓISRF,thick). (B17)
Equating this with the limiting cooling rate for an extremely
opaque cloud, Λd,thick, gives an equilibrium temperature for
both the dust and the infrared radiation field
Td,thick = Trad,dust =
(
uISRF
a
)1/4
= 2.1χ1/4 K, (B18)
i.e. the dust and IR radiation field within the cloud reach a
temperature such that the radiation energy density within
the cloud is equal to the ISRF energy density outside it, as
expected for a blackbody.
B2.3 Heating by Infrared Radiation and the CMB
The final source of radiative energy for dust is the back-
ground thermal radiation field, and the CMB. Since both
of these sources of radiation are thermal, they may be han-
dled using exactly the same mechanics as thermal radiative
cooling. The heating rate is therefore
Γd,IR = σd,10
(
Trad,dust
10 K
)β
caT 4rad,dust (B19)
Γd,CMB = σd,10
(
TCMB
10 K
)β
caT 4CMB. (B20)
B2.4 Line Heating
In addition to emission and absorption of continuum radi-
ation, there are two additional processes that can heat and
cool dust grains. The first of these, collisional exchange with
the gas, is discussed in § B1. The other is absorption of line
photons emitted by the gas. If we let
σd,ν =
1
nH
∫
dn
dag
πa2gQν dag (B21)
be the population-averaged grain cross section per H nucleus
at frequency ν, then the mean optical depth of the cloud
to line photons at frequency ν is τd,ν = NHσd,ν . In prin-
ciple one could use a detailed grain model to obtain σd,ν
at the frequencies of all the relevant lines. However, this
procedure would be cumbersome, and is likely unimportant
for most clouds since, not surprisingly, both cooling radia-
tion and observable emission tend to be dominated by lines
at frequencies such at clouds are optically thin. Nonethe-
less, to approximate the effects of clouds becoming opti-
cally thick to line radiation, DESPOTIC approximates σd,ν
by σd,10 (ν/208 GHz)
β , where ν is the line frequency, and
208 GHz is (kB/h) multiplied by 10 K. With this approxi-
mation, and using the same expression for the line photon
escape probability versus optical depth as discussed below
in § B3, we obtain the final heating rate of the dust due to
absorption of line photons:
Γd,line =
∑
s,ij
(1− βd,s,ij)Λs,ij (B22)
βd,s,ij =
1
1 + 3
8
NHσd,10 (νs,ij/208 GHz)
β
(B23)
where νs,ij is the frequency of the line produced by atoms
/ molecules of species s transitioning between states i and
j (see § B3), βd,s,ij is the escape probability for a photon
corresponding to line ij computed using the dust optical
depth, and the sum runs over all species s and level pairs ij.
B3 Level Populations and Line Radiation
B3.1 Level Populations in Optically Thin Clouds
Calculating the line cooling rate requires determining the
level populations for all emitting species. Consider an emit-
ting species s, and let Ei be the energy of the ith quantum
state of that species, where the states are numbered by en-
ergy so that Ei < Ei+1 for all states i. The degeneracy of
state i is gi, and the Einstein coefficient describing the rate
of spontaneous radiative transitions from state i to state j
is Aij , where Aij = 0 for i 6 j. Finally, let kp,ij be the rate
coefficient for collisional transitions from state i to state j
induced by collisions with some collision partner p; the up-
ward and downward rate coefficients obey the usual rela-
tionship kp,ji = (gi/gj)kp,ij exp(−∆Eij/kTg), where i > j
and ∆Eij = |Ei − Ej |. By convention kp,ij = 0 for i = j.
For our species of interest, we wish to solve for the frac-
tion fi of atoms / molecules in state i, when that species is
mixed with a gas of a given bulk composition, number den-
sity nH, and gas temperature Tg, and the cloud is immersed
in a sea of cosmic microwave background photons. If the
cloud is optically thin to photons at the frequencies of the
lines connecting the various states, in statistical equilibrium
the various level populations are determined implicitly by
the conditions that the rate of transitions into and out of
each level balance:
∑
j
fj
[
qji + (1 + nγ,ji)Aji +
gi
gj
nγ,ijAij
]
= fi
∑
k
[
qik + (1 + nγ,ik)Aik +
gk
gi
nγ,kiAki
]
, (B24)
where
nγ,ij =
1
exp(∆Eij/kBTCMB)− 1 (B25)
qij = fclnH
∑
p
xpkp,ij (B26)
are the photon occupation number at the frequency of the
line connecting states i and j,7 and the rate of collisional
7 Naively one would think that, in a cloud that builds up a sig-
nificant trapped infrared radiation field, then the photon occu-
pation number should also include a contribution from this field,
of the same form as equation (B25) but with TCMB replaced by
Trad,dust. However, this is often not the case, for the following
reason. Even in high column density environments where a signifi-
cant dust-trapped infrared radiation field builds up, the spectrum
of this radiation field is often not Planckian at low frequencies.
This is because the dust opacity generally falls as ν2 at low fre-
quencies, and so even if the dust is opaque to radiation near the
peak of the spectral energy distribution, it is usually transpar-
ent at low frequencies. This results in a radiation spectrum that
is Planckian at higher frequencies but very sub-Planckian at low
frequencies, and thus has a much lower photon occupation number
that a true blackbody like the CMB. A fully accurate calculation
of level populations would account for this effect by solving for
the frequency-dependent dust-mediated radiation field and using
the appropriate photon occupation number to calculate the level
populations. However, as noted above, it is not feasible to de-
termine the dust radiation field accurately in a one-zone model.
I therefore choose to optimize the accuracy of DESPOTIC for the
case of lines at frequencies where the dust is optically thin, since
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transitions between states i and j summed over all collision
partners p. Here xp is the abundance of a given collision
partner relative to nH, and the collision partners considered
by DESPOTIC are H, He, pH2, oH2, e, and H+. As usual, col-
lision rates are multiplied by the clumping factor fcl. The
left-hand sides of equations (B24) describe the rate of transi-
tions into state i from all other states j, with the first term
representing the rate of collisional transitions, the second
representing the rate of radiative transitions (including both
spontaneous and stimulated emission), and the third term
describing the rate of absorptions. The right-hand sides rep-
resent the rate of transitions from state i to all other states
k, with the three terms again representing collisional transi-
tions, spontaneous and stimulated emission, and absorption.
These equations are supplemented by the constraint equa-
tion∑
i
fi = 1, (B27)
and together equations (B24) and (B27) constitute a com-
plete system.
For computational purposes it is convenient to rewrite
this system as a matrix equation. Consider a species s for
which we track N distinct energy levels. With some manip-
ulation, equations (B24) and (B27) may be rewritten as8
Mf = b (B28)
where M is an (N + 1)×N matrix whose elements are
Mij = −δij + δi,N+1
+
qji + (1 + nγ,ji)Aji +
gi
gj
nγ,ijAij∑
k
[
qik + (1 + nγ,ik)Aik +
gk
gi
nγ,kiAki
] ,(B29)
b is a vector of length N + 1 whose elements are
bi = δi,N+1 (B30)
and f is a vector of length N whose elements are the frac-
tional level populations fi. By convention qij = Aij =
nγ,ij = 0 for i = N + 1 or j = N + 1. The off-diagonal
elements of matrix M in rows i 6 N have a simple physi-
cal meaning: element ij is the rate coefficient for transitions
(adding both radiative and collisional processes) into state i
from state j, normalized by the sum of the rate coefficients
for all transitions out of state i to any other state. The final
row of M, i = N + 1, implements the constraint equation
that the sum of all fractional level populations is unity.
Robust numerical solution of equation (B28) requires
considerable care, because when the transition probabilities
these are, obviously, the lines that are most important for both
cooling and observation. This choice dictates that the dust ra-
diation field be ignored when computing the level populations,
on the basis that its photon occupation number will be small.
However, this choice does limit the accuracy of DESPOTIC for lines
where infrared pumping is important, as discussed in more detail
in § 5.
8 Note that DESPOTIC does not use the standard procedure in
the stellar atmospheres community of recasting the equations in
terms of departure coefficients.This choice is motivated by the fact
that, for most of the calculations for which DESPOTIC is intended,
most of the states of most species will be very far from LTE. This
vitiates any advantage to recasting the equations in departure
coefficient form.
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Figure B1. A graphical representation of the matrices M cal-
culated for CO, C+, and oNH3 using the conditions described in
Appendix B3.1. The color of each block represents the value of
the corresponding element ij of M, excluding the elements with
i = N + 1, which are all unity. The color scale is normalized
and logarithmic, so that the largest element of M is shown in
red, while dark blue corresponds to a value of 10−15 times the
value of the largest element. Values on the diagonal are masked,
since they are negative. Recall that the value of an element Mij
is the sum of the rate coefficients describing transitions into state
i from state j (including both collisional and radiative transi-
tions), normalized by the sum of the rate coefficients out of state
i into any other state. Thus elements above the diagonal represent
downward transitions, while those below the diagonal are upward
transitions.
into certain states are very low, the matrix M can by ex-
tremely ill-conditioned, making accurate numerical solution
impossible. Figure B1 illustrates the nature of the problem
by graphically displaying M for the species CO, C+,9 and
oNH3, all computed for a cloud with nH = 103 cm−3 com-
posed of pure pH2 at a temperature of 10 K, embedded in the
cosmic microwave background at temperature TCMB = 2.73
K. For simplicity the cloud is assumed to be optically thin
and to have a clumping factor fc = 1. The matrix describing
CO has a wide range of transition rates, but every row and
column contains at least one transition rate coefficient whose
magnitude is comparable to that of the largest elements of
the matrix. As a result, the CO matrix is well-conditioned:
for the example shown in Figure B1, the condition number is
135. This presents no challenges for numerical solution. On
the other hand, the matrices for C+ and oNH3 both have the
property that a few elements are much larger than most of
the rest of the matrix. As a result they have condition num-
bers of 2.7×1036 and 1.2×1013, respectively. These condition
numbers imply that a numerical solution to equation (B28)
for C+ and oNH3 would have ∼ 36 and ∼ 13 fewer dig-
its of accuracy than machine accuracy, rendering numerical
solutions obtained for these matrices meaningless.
The high condition numbers of the matrices are a di-
rect result of the physical processes they describe, and the
divergence in timescales between transitions between differ-
ent states. In the matrix for C+, for example, the largest
elements correspond to transitions between the 2S1/2 and
2D3/2 states (states 7 and 6, respectively, in Figure B1) and
the ground, 2Po1/2 state (state 0 in Figure B1). These have
Einstein coefficients A ∼ 109 s−1, compared with the fine-
structure transition between the first two states, which has
9 LAMDA offers two data tables for C+, one including only the
low-lying fine-structure levels, and one also including the higher
energy levels connected to them by UV lines. For the purposes of
this example, I use the data file including the UV levels.
c© 0000 RAS, MNRAS 000, 000–000
DESPOTIC 17
0 1
j
0
1
i
C+
0 1 2 3 4
j
0
1
2
3
4
i
oNH3
Figure B2. Same as Figure B1 for C+ and oNH3, after level
reduction as described in the text.
A = 2.3×10−6 s−1. Similarly, for oNH3, the largest elements
of M describe transitions such as (J,K)v = (7, 6)1 → (6, 6)0
and (7, 6)0 → (6, 6)1 (elements ij = 11, 18 and 12, 17, respec-
tively, in Figure B1), with A ∼ 0.1 s−1, while the inversion
transitions that are most commonly observed (e.g. (6, 6)1 →
(6, 6)0, element 11,12), have A ∼ 10−7 s−1.
DESPOTIC handles the task of solving equation (B28) as
follows. First it constructs the matrix M from the specified
cloud properties. It then checks the condition number of M.
If it is acceptably small, DESPOTIC then solves the equation
using the LAPACK routine lstsq. If the condition number is
excessively large, DESPOTIC employs two strategies to reduce
it before calling lstsq. First, in many cases high condition
numbers are associated with large rates for downward tran-
sitions from high-energy levels. In the simple one-zone statis-
tical equilibrium model used by DESPOTIC, the population of
any level will be bounded between the values expected when
the atom is in LTE at Tg and when it is in LTE at TCMB.
DESPOTIC calculates these two limiting values, and if it finds
that they are below a numerical floor10, it simply sets the
populations of those levels to the floor, and removes the as-
sociated rows and columns from matrix M. If these rows and
columns contain large elements, the condition number of the
matrix is likely to be reduced. For the examples shown in
Figure B1, applying this procedure eliminates the 6 highest
energy levels for C+ (and thus the six bottom- and right-
most rows and columns in M) and the 11 highest energy
levels for oNH3. In turn, this reduces the condition number
for the C+ matrix to 7.5× 104, low enough to allow numer-
ical solution with tolerable accuracy. Figure B2 shows the
same graphical representation of the matrix for C+ as in
Figure B1 after this level reduction procedure.
Unfortunately this procedure alone still leaves the ma-
trix for oNH3 with an unacceptably-high condition number
of 7.6× 1011. This is because not all of the large matrix ele-
ments for this case apply only to the high-energy levels. The
levels (3, 3)0, (3, 3)1, (4, 3)0, and (4, 4)0 are close enough to
the ground state in energy for their populations not to be
entirely negligible, but they still have Einstein A values far
larger than those associated with the inversion transitions.
The second strategy DESPOTIC employs is to eliminate
levels whose populations will be small because the rate coef-
ficients for transitions out of them greatly exceeds the rate
10 DESPOTIC sets this floor equal to the machine epsilon value for
the platform on which it is operating, which is usually ∼ 10−15.
coefficients for transitions into them. Specifically, consulting
equation (B34), the total rate at which a particle in state i
will transition to another state is
Γi,out =
∑
k
[
qik + βik (1 + nγ,ik)Aik + βki
gk
gi
nγ,kiAki
]
.(B31)
The total rate of transitions into state i is given by the left-
hand side of equation (B34), and since each fj is strictly less
than unity, the rate of transitions into state i is bounded
above by
Γi,in <
∑
j
[
qji + βji (1 + nγ,ji)Aji + βij
gi
gj
nγ,ijAij
]
.(B32)
Thus the population of state i is strictly bounded above by
fi < fi,lim ≡ Γi,in
Γi,out
. (B33)
For ill-conditioned matrices, this ratio is very small for some
levels and very large for others. In the example of oNH3, once
the high-temperature levels have been eliminated, the value
of fi,lim runs from a minimum of 1.3×10−7 to a maximum of
1.2× 105. Thus if M remains ill-conditioned after the high-
temperature levels have been eliminated, DESPOTIC finds the
level with the smallest value of fi,lim and eliminates it in
exactly the same manner as the high temperature levels. If
necessary it repeats this procedure with the next smallest
value of fi,lim and so forth, until the condition number of
the matrix is acceptably small. Figure B2 shows the matrix
for oNH3 after this procedure is complete, leading to the
elimination of all levels by the five lowest energy ones. The
condition number of the resulting matrix is 3.5× 105, again
allowing accurate numerical solution.
B3.2 Level Populations in Optically Thick Clouds
If the cloud is optically thick, these equations must be mod-
ified to account for the fact the effects of the trapped ra-
diation field that builds up inside the cloud. To handle this
case, DESPOTIC uses the standard escape probability approx-
imation, in which the level populations are assumed to be
uniform, and every transition ij is assigned an escape proba-
bility βij , which gives the volume-averaged probability that,
when an atom or molecule radiatively decays from state i to
state j, the associated photon will escape from the cloud
rather than being resonantly absorbed within it. With this
approximation, the modified equations simply become (e.g.
Draine 2011)
∑
j
fj
[
qji + βji(1 + nγ,ji)Aji + βij
gi
gj
nγ,ijAij
]
= fi
∑
k
[
qik + βik(1 + nγ,ik)Aik + βki
gk
gi
nγ,kiAki
]
.(B34)
The escape probability may be computed using several
possible approximations, which are appropriate for different
cloud geometries. By default, DESPOTIC uses the approxi-
mate result from Draine (2011) for uniform spherical clouds,
βij =
1
1 + 3
8
τij
(B35)
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τij =
gi
gj
Aijλ
3
ij
4(2π)3/2σtot
xsNHfj
(
1− figj
fjgi
)
, (B36)
where τij is the optical depth corresponding to a column
NH, λij = hc/∆ij is the wavelength of transition ij, σtot =√
σ2NT + c
2
s/µs, µs is the molecular weight of the emitting
species in units of mH, and xs is the abundance of the emit-
ting species per H nucleus. Note that, in the expression for
βij , the coefficient on τij differs by a factor of (3/4) from
that given in Draine (2011) because Draine defines τij using
the center-to-edge rather than the mean column density.
The code can also use one of two other approxi-
mations. For a slab geometry, the escape probability is
(de Jong, Dalgarno & Chu 1975)
βij,slab =
1− e−3τij
3τij
, (B37)
where τij is again given by equation B36, but now NH is
interpreted as the column density of the slab rather than
the mean column density of a sphere. Finally, DESPOTIC
can use the large velocity gradient (LVG) approximation, in
which the escape probability is computed from a Sobolev
approximation and the geometry is therefore irrelevant
(de Jong, Boland & Dalgarno 1980). In this case
βij,LVG =
1− e−τij,LVG
τij,LVG
(B38)
τij,LVG =
gi
gj
Aijλ
3
ij
8π|dvr/dr|xsNHfj
(
1− figj
fjgi
)
. (B39)
For whichever choice of geometry, the above equations
determine βij in terms of fi and other known quantities, and
together with equations (B27) and (B34) they again form a
complete system that may be solved for fi. In the optically
thin limit, βij → 1 for all ij, and equations (B34) reduce to
equations (B24).
DESPOTIC solves this system numerically via the follow-
ing procedure. For specified escape probabilities βij , the pro-
cedure for calculating the level populations is identical to
that given in Appendix B3.1 for optically thin clouds, ex-
cept that matrix M becomes
Mij = −δij + δi,N+1
+
qji + βji(1 + nγ,ji)Aji + βij
gi
gj
nγ,ijAij∑
k
[
qik + βik(1 + nγ,ik)Aik + βki
gk
gi
nγ,kiAki
] .(B40)
However, the escape probabilities βij are not known in ad-
vance, and they and the level populations must instead be
computed iteratively. Again, by convention, βij = 0 for
i = N + 1.
Let f (n)i be the current best guess for the level pop-
ulations after n iterations. At every step of the iteration,
DESPOTIC uses f (n)i to compute a new estimate for the escape
probabilities β(n)ij of all lines from equation (B35), (B37), or
(B38), constructs the matrix M following equation (B40)
using β(n)ij , and then solves equation (B28) to obtain a new
set of level population estimate f (∗)i . DESPOTIC then checks
if the level populations have converged by computing the
absolute and relative residuals
abs. resid. = max
i
|f (n)i − f (∗)i | (B41)
rel. resid. = max
i
|f (n)i − f (∗)i |
max(f
(n)
i , f
(∗)
i )
(B42)
and comparing them to specified tolerances. If the residuals
exceed the specified tolerances, DESPOTIC generates a new
set of level populations
f
(n+1)
i = Df
(∗)
i + (1−D)f (n)i , (B43)
where the damping factor D is in the range (0, 1]. Larger
values of D represent more aggressive attempts to con-
verge to the solution rapidly, at the cost of a higher risk
of non-convergence. DESPOTIC chooses a default D = 0.5,
but this value can be altered by the user, and in calculations
where level populations are likely to be computed repeatedly
(for example when computing thermal equilibria), DESPOTIC
catches non-convergences automatically and attempts to re-
compute using a smaller value of D, thereby preventing the
entire computation from being derailed.
To start the process, DESPOTIC initializes by setting f (0)i
to either the currently-stored level populations for a given
cloud or, if none are available, their LTE values for the gas
temperature. Initializing to the currently-stored level popu-
lations ensures that, when level populations must be com-
puted repeatedly under physical conditions that very only
slightly, as in many of the examples given in § 4, the ini-
tial guess will be close to the correct level populations, and
convergence will be rapid.
Once a converged solution for the level populations is
found, DESPOTIC calculates the line luminosities using equa-
tion (B44), and the integrated intensity and brightness tem-
perature emerging from the cloud via equations (B46) and
(B47). This is identical to the optically thin case, except
that the escape probabilities βij may not be unity.
B3.3 Line Cooling Rates and Intensities
Given a set of level populations determined by solving the
equations given in the previous section, the cooling rate of
the cloud due to emission by line ij of species s is given by
Λs,ij = βij
[
(1 + nγ,ij)fi − gi
gj
nγ,ijfj
]
Aij∆Eijxs. (B44)
Note that this is the net cooling rate, in that the first term
in brackets represents the rate of spontaneous plus stimu-
lated emission per emitting atom / molecule, while the sec-
ond term is the rate of absorption of background photons.
Thus Λs,ij is the rate of energy loss via line emission minus
the rate of energy gain from absorption of the background
radiation field. If Tg < TCMB, then Λs,ij will be negative,
indicating a net gain in energy. The total cooling rate Λs for
species s is simply the sum over all level pairs,
Λs =
∑
ij
Λs,ij . (B45)
The emergent frequency-integrated intensity Is,ij and
velocity-integrated brightness temperature TB,s,ij for each
line are related to the cooling rate via
Is,ij =
βd,s,ij
4π
Λs,ijNH (B46)
TB,s,ij = λs,
h/kB
ln
[
1 + 2hν3s,ij/c
2Is,ij
] . (B47)
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Note the factor βd,s,ij in equation (B46), which accounts for
absorption of line radiation by dust internal to the cloud.
This effect need not be included when calculating the level
populations, under the assumption that any line photon ab-
sorbed by dust will not be re-emitted in resonance with the
line and thus cannot cause an absorption elsewhere in the
cloud. This assumption is well-justified for the infrared and
radio lines for which DESPOTIC is specialized, since absorp-
tion opacities exceed scattering opacities at these frequen-
cies by many orders of magnitude. However, dust absorption
must still be included when calculating the observable in-
tensity emerging from the cloud, since photons absorbed by
dust will ultimately be emitted as thermal continuum rather
than lines.
APPENDIX C: CALCULATION OF LINE
SHAPES
Consider a line of sight passing through a spherical cloud
at an offset distance d from the cloud center (see Figure
1), and let ns, T , v, and σNT be the number density of the
emitting species s, gas temperature, the radial velocity, and
the non-thermal velocity dispersion. Each of these in general
can be functions of r. Now consider a spectral line of this
species connecting an upper state u to a lower state ℓ. Under
the assumption of LTE, number densities of species s in the
upper and lower states are
nℓ =
gℓe
−Eℓ/kBT
Zs(T )
ns, nu =
gue
−Eu/kBT
Zs(T )
ns, (C1)
where gi is the degeneracy of state i, Ei is the energy of the
state, and Zs(T ) is the partition function for species s at
temperature T .
The equation of radiative transfer along the chosen line
of sight reads
dIν
ds
= jν − κνIν , (C2)
where s is the position along the line of sight, defined such
that s = 0 is the cloud midplane, and integration through
the cloud proceeds from s = −√R2 − d2 to+√R2 − d2 (Fig-
ure 1). The emission and absorption coefficients are given by
κν =
gu
gℓ
nℓ
λ2
8π
Auℓφν (C3)
jν = κνBν(T ) (C4)
where λ = hc/∆E is the wavelength of the transition, ∆E =
Eu − Eℓ is the energy difference between the levels, Auℓ is
the Einstein coefficient for the transition, and φν is the line
profile. This is given by
φν =
1√
2πσ2ν
exp
[
− (ν − ν0)
2
2σ2ν
]
, (C5)
where σν and ν0 are the dispersion in frequency and the
frequency of line center, given by
σν =
1
λ
√
σ2NT +
kBT
µsmH
(C6)
ν0 =
∆E
h
(
1− v
c
sin
s√
s2 + d2
)
, (C7)
where µs is the mass of a particle of species s, measured in H
masses. The transfer equation may be non-dimensionalized
via the change of variables. We let x = s/R be the di-
mensionless position, f = ν/(∆E/h) be the dimensionless
frequency, If = Iν/(Auℓns(R)hR) be the dimensionless in-
tensity, and we normalize all the position-dependent quan-
tities to their values at the cloud edge: n′s = ns/ns(R),
t = T/T (R), ψ = σNT/σNT(R), and u = v/v(R). With these
definitions, after some manipulation the transfer equation
becomes
dIf
dx
= n′s
gue
−Θℓ/t
4πZs(T )
[
e−Θ/t − τ0
(
1− e−Θ/t
)
If
]
φf , (C8)
where
φf =
1√
2πσ2f
exp
[
− (f − f0)
2
2σ2f
]
(C9)
f0 = 1− βu sin x√
x2 + (d/R)2
(C10)
σf =
√
β2s t+ β2σψ2 (C11)
and we have defined the dimensionless ratios
Θℓ =
Eℓ
kBT (R)
Θ =
Eu −El
kBT (R)
(C12)
β =
v(R)
c
βs =
kBT (R)
µsmHc
(C13)
βσ =
σNT(R)
c
τ0 =
Auℓλ
3ns(R)R
2c
. (C14)
The dimensionless intensity If at any dimensionless fre-
quency f may be obtained by integrating equation (C8)
from x = −
√
1− (d/R)2 to x = +
√
1− (d/R)2 subject
to the boundary condition If = Bν(TCMB)/(Auℓns(R)hR)
at the lower limit of integration.
APPENDIX D: COMPARISON BETWEEN
DESPOTIC AND RADEX
As a check on DESPOTIC and to illustrate its strengths and
weaknesses, in this Appendix I provide a detailed compari-
son between DESPOTIC and RADEX (van der Tak et al. 2007).
RADEX does not include DESPOTIC’s capabilities for com-
puting heating and cooling rates, thermal equilibria, time-
dependent thermal evolution, or line shapes, so this test is
limited to the capabilities that the two codes have in com-
mon: computing level populations and emergent line inten-
sities from a cloud of specified physical properties.
For the purposes of this test, I compute the CO spec-
tral line energy distribution for a cloud with temperature
of Tg = 10 K, a full-width-at-half-maximum velocity spread
of 2.0 km s−1, and a CO abundance xCO = 10−4 over a
grid of volume densities from nH = 102− 108 cm−3 and col-
umn densities NH = 1014−1024 cm−2, in steps of 0.2 dex in
both dimensions. The grid is chosen to cover a wide range of
conditions, from optically thin to optically thick, and from
thermalized (for the first for levels) to highly sub-thermal.
For both codes the background radiation field is set to the
CMB value of 2.73 K, and I use slab geometry for the es-
cape probability calculation, since RADEX and DESPOTIC use
the same approximate expression for the escape probabil-
ity in that case. I perform the RADEX computation using a
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slightly modified version of the radex_grid.py wrapper that
is distributed as part of the RADEX package.
To ensure that the computations are identical, for the
DESPOTIC calculation I set the non-thermal velocity disper-
sion to a temperature-dependent value σNT in DESPOTIC to
σNT = [FWHM2/8 ln 2 + c2s/µCOmH]
1/2, where µCO = 28
is the molecular weight of CO. This guarantees that the
velocity dispersions are the same in the two calculations.
Similarly, I disable clumping and I set all dust opacities to
0 in DESPOTIC, since RADEX includes neither clumping nor
dust absorption. Finally, I set the abundances of ortho- and
para-H2 in DESPOTIC to
xoH2 =
9e−2θrot/Tg
1 + 9e−2θrot/Tg
(D1)
xpH2 =
1
1 + 9e−2θrot/Tg
, (D2)
consistent with RADEX’s hardwired assumption that the ratio
of ortho- to para-H2 is given by the thermal ratio of the
populations of the H2 J = 1 to J = 0 states.
Comparison of the results indicates that the level pop-
ulations and line optical depths returned by the two codes
are identical to the level of precision with which RADEX
writes output. The line fluxes returned by the codes, inter-
estingly enough, are not identical, and this is due to a minor
lack of self-consistency in the escape probability approxima-
tion itself. To compute the frequency-integrated line flux,
DESPOTIC first computes the total rate of energy emission per
H nucleus from equation (B44), and then computes the inte-
grated intensity and brightness temperature from equations
(B46) and (B47). In contrast, RADEX computes the output
intensity using the transfer equation for a uniform medium.
It uses the level populations to compute an excitation tem-
perature Tex,ij between every pair of levels i, j, computes
the optical depth at line center τij from the level populations
(equation 21 of van der Tak et al. 2007), and then computes
the emergent integrated intensity as∫ [
Bν(Tex,ij)
(
1− e−τij
)
+ e−τijBν(TCMB)
]
φν dν, (D3)
where φν is the line shape function, which is taken to be
a Gaussian whose dispersion is determined by the input
FWHM. To obtain the cooling rate per H nucleus, this quan-
tity is simply divided by the total column density. In the
limit of high optical depth, and neglecting the contribution
of the background radiation field (which is indeed negligible
in the example given), with some algebra one may show that
RADEX’s expression reduces to
Λs,ij =
1
τij
Aij∆Eijfi, (D4)
while DESPOTIC’s expression (equation B44) reduces to
Λs,ij = βijAij∆Eijfi. (D5)
In the optically thin limit, the factors of 1/τij and βij are
omitted, rendering the expressions identical. As expected, in
the optically thin limit the two codes produce results that
are identical to the precision with which RADEX writes out-
put. For optically thick lines, on the other hand, the two ex-
pressions above are identical only if βij → 1/τij as τij →∞.
This is the case for the LVG approximation, and for the
expression RADEX uses for spherical geometry11, but it is
not true for slab geometry or for the approximation that
DESPOTIC uses in spherical geometry.
This disagreement arises from a fundamental limitation
of the escape probability approximation. In this approxima-
tion, one assumes that there is a uniform escape probabil-
ity that characterizes the entire cloud, and that the level
populations within the cloud are also uniform, but these
two assumptions are not fully consistent. DESPOTIC’s cal-
culation of the line luminosity follows from the former as-
sumption, while RADEX’s follows from the latter. However,
the former assumption is preferable for the types of prob-
lems that DESPOTIC is intended to solve, because it enforces
strong consistency between the rate of photon emission and
escape from the cloud, and the rate of rate of energy loss via
line cooling.
Finally, I note that, in timing tests, RADEX performs
this calculation a factor of ∼ 5 faster than DESPOTIC. This
difference is not surprising, given that RADEX is a single-
purpose tool written in Fortran, compiled with heavy op-
timization, and where many decisions are made at compile
time (e.g. the geometry used to compute escape probabili-
ties), while DESPOTIC is a much more general-purpose and
interactive tool written in a non-optimized language, and
with a large number of options that are specified at run-
time. In neither case is the computational cost prohibitive,
however. On the workstation where I performed the tests,
the full grid of 1581 models required roughly 35 seconds to
evaluate for RADEX, and a bit under 3 minutes for DESPOTIC.
11 In spherical geometry one must be careful to correct for the
fact that RADEX defines the optical depth appearing in equation
(D4) as measured along a cloud diameter, which is larger than the
projection-averaged optical depth used in DESPOTIC by a factor of
3/2.
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