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Abstract
In 2003, a class of d-dimensional dual hyperovals was constructed by Buratti and Del Fra [M. Buratti, A. Del Fra, Semi-Boolean
quadruple systems and dimensional dual hyperovals, Adv. Geom. 3 (2003) 245–253] based on Huybrechts’ dual hyperovals. We
construct a family based on Veronesean dual hyperovals in PG(d(d + 3)/2, 2). However, these dual hyperovals are not isomorphic
to the Veronesean dual hyperovals and do not satisfy Property (T ). Hence, we conclude that these are new dual hyperovals.
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1. Introduction
Let m and d be integers. Let PG(m, 2) be an m-dimensional projective space over the binary field GF(2).
Definition 1. A family S of d-dimensional subspaces of PG(m, 2) is called a d-dimensional dual hyperoval in
PG(m, 2) if it satisfies the following conditions:
(1) any two distinct members of S intersect in a projective point,
(2) any three mutually distinct members of S intersect trivially,
(3) the members of S generate PG(m, 2), and
(4) there are exactly 2d+1 members of S.
Known dual hyperovals in PG(d(d + 3)/2, 2) are Huybrechts’ dual hyperovals [3], Veronesean dual hyperovals
[5,6], and Characteristic dual hyperovals [1,2]. Huybrechts’ dual hyperovals and Characteristic dual hyperovals satisfy
the Property (T ): for any distinct members X , Y and Z of S, the intersection 〈X, Y 〉 ∩ Z is a line, where 〈X, Y 〉 is the
projective subspace spanned by X and Y . On the other hand, Veronesean dual hyperovals do not satisfy Property (T ).
In this note, we construct a family of dual hyperovals (in Section 8) based on Veronesean dual hyperovals in
PG(d(d + 3)/2, 2). We show that these dual hyperovals are not isomorphic to any Veronesean dual hyperoval
(Theorem 27), and that they do not satisfy the Property (T ) (Proposition 29). Thus, we have a new family of dual
hyperovals in PG(d(d + 3)/2, 2).
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2. A variation of Veronesean dual hyperovals
Let d , n and q be integers with d ≥ 3, n ≥ d + 1 and q = 2n . Let GF(q) be the finite field with q elements, and
let σ be a generator of the Galois group Gal(GF(q)/GF(2)). In [4], we construct the following dual hyperoval.
Theorem 2 ([4]). Let H be a (d + 1)-dimensional GF(2)-vector subspace in GF(q). In the projective space
PG(2n − 1, 2) = (GF(q) × GF(q)) \ {(0, 0)}, let us define a d-dimensional subspace T (u) for u ∈ H \ {0} as
follows:
T (u) = {(xu, xσu + xuσ )|x ∈ H \ {0}}.
We also define a d-dimensional subspace T (∞) as:
T (∞) = {(x2, 0)|x ∈ H \ {0}}.
Then Tσ (H) := {T (u)|u ∈ H \ {0}} ∪ {T (∞)} is a d-dimensional dual hyperoval. Moreover, we have T (u)∩ T (v) =
(uv, uσ v + uvσ ), and T (∞) ∩ T (u) = (u2, 0).
If we choose sufficiently large n, we are able to have a GF(2)-vector subspace H inside GF(q) with a base
{e0, e1, . . . , ed} such that {ei e j |0 ≤ i ≤ j ≤ d} consist of linearly independent vectors over GF(2). (See the proof of
Corollary 7 of [4].) Then, since (ei e j , eσi e j + ei eσj ) for 0 ≤ i ≤ j ≤ d generate the ambient space 〈Tσ (H)〉 of Tσ (H),
the dimension of the ambient space of Tσ (H) is d(d + 3)/2.
Assumption 3. From now on, we fix the integer n, the generator σ and the (d + 1)-dimensional GF(2)-vector space
H ⊂ GF(q) with the base {e0, e1, . . . , ed} as above. We denote by V the GF(2)-vector subspace of H spanned by
{e1, e2, . . . , ed}. For a non-zero element u = ei1 + ei2 + · · · + eis of H , we denote {ei1 , ei2 , . . . , eis } by Supp (u).
In [7], Yoshiara proved the following proposition.
Proposition 4. With the assumption above, Tσ (H) is isomorphic to a d-dimensional Veronesean dual hyperoval over
GF(2).
Hence, in this paper, we use the symbol Tσ (H) to denote the Veronesean dual hyperoval. The following proposition
shows that the Veronesean dual hyperovals do not satisfy Property (T).
Proposition 5 ([4]). Let H be as in Theorem 2 and u, v and w collinear points in H \ {0} such that v 6= w. Then
T (u) ⊂ 〈T (v), T (w)〉.
Now, let us set au,v := T (u) ∩ T (v) and au,u := T (u) ∩ T (∞). Then we have
au,v = (uv, uσ v + uvσ ) ∈ GF(q)× GF(q), (1)
with u, v ∈ H \ {0} by Theorem 2. Since Tσ (H) = {T (u)|u ∈ H \ {0}} ∪ {T (∞)} is a dual hyperoval with
T (u) = {au,v|v ∈ H \ {0}}, {au,v} satisfies the following conditions:
(a1) au,u = (u2, 0),
(a2) au,v = av,u ,
(a3) au,v 6= 0,
(a4) au,v = au′,v′ if and only if {u, v} = {u′, v′},
(a5) {au,v|v ∈ H \ {0}} ∪ {0} is a vector space over GF(2).
As for (a5) above, we can easily see by (1) that
au,v1 + au,v2 = au,v1+v2 .
Since (uv, uσ v + uvσ ) =∑w∈Supp (v)(uw, uσw + uwσ ), we also have
au,v =
∑
w∈Supp (v)
au,w. (2)
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In this paper, to construct a new dual hyperoval, we will look for
{bu,v ∈ GF(q)× GF(q)|u, v ∈ H \ {0}}
with bw′,w = (w′w,w′σw + w′wσ ) = aw′,w for w′, w ∈ {e0, e1, . . . , ed}, which satisfy the following conditions
(b1)–(b5):
(b1) bu,u = (u2, 0),
(b2) bu,v = bv,u for any u, v,
(b3) bu,v 6= 0,
(b4) bu,v = bu′,v′ if and only if {u, v} = {u′, v′},
(b5) {bu,v|v ∈ H \ {0}} ∪ {0} is a vector space over GF(2).
As we shall see in Section 6, if there exist bu,v’s as above for u, v ∈ H \ {0}, then
S0 := {X (u)|u ∈ H \ {0}} ∪ {X (∞)}
is a dual hyperoval in PG(d(d + 3)/2, 2), where
X (u) := {bu,v|v ∈ H \ {0}} and X (∞) := {bu,u |u ∈ H \ {0}}.
To find bu,v’s as above, we slightly deform Eq. (2) (by adding some terms), and set
bu,v :=
∑
w∈Supp (v)
bu,w + xu,v(bu,u + bu,e0) (3)
for some xu,v ∈ {0, 1}. Then, using (b2) repeatedly and (b1), we have
bu,v =
∑
w∈Supp (v)
∑
w′∈Supp (u)
bw′,w + xu,v
∑
w∈Supp (u)
(bw,w + be0,w)+
∑
w∈Supp (v)
xw,u(bw,w + bw,e0),
hence, by the assumption that bw′,w = (w′w,w′σw + w′wσ ) for the elements w′, w of {e0, e1, . . . , ed}, we have
bu,v = (uv, uσ v + uvσ )
+ xu,v
∑
w∈Supp (u)
(we0 + w2, wσ e0 + weσ0 )+
∑
w∈Supp (v)
xw,u(we0 + w2, wσ e0 + weσ0 ).
In Section 4, we define bu,v using this expression. (See Definition 6.)
3. The conditions on {xu,v}
For u ∈ H , we denote by u¯ the image of the following projection onto V , where αi ∈ GF(2) for 0 ≤ i ≤ d:
H 3 u =
∑
0≤i≤d
αi ei 7→ u¯ :=
∑
1≤i≤d
αi ei ∈ V .
As in Section 2, bu,v is defined for u, v ∈ H \ {0}. However, we may define xu,v ∈ {0, 1} in (3) for u, v ∈ H (with
x0,v = xe0,v and xu,0 = xu,e0 , see the condition (1)) with the following conditions:
(1) xu,v = xu,v+e0 = xu+e0,v = xu+e0,v+e0 ,
(2) xu,v = 0 for v ∈ {0, e0, e1, . . . , ed},
(3) xu,v + xu,u = xu,u+v,
(4) xu,v = xw,v for w ∈ Supp (u¯) \ Supp (v¯),
(5) xu,v + xv,u = xw,u + xw,v for w ∈ Supp (u¯) ∩ Supp (v¯) and
(6) xu,u = xw,u for w ∈ Supp (u¯).
If {xu,v} satisfies these conditions (1)–(6), then {bu,v} satisfies the conditions (b1)–(b5) of Section 2. (See Sections 4
and 5.) If xu,v = 0 for any u and v ∈ H , then {xu,v} satisfies the conditions (1)–(6). However, in this case, the dual
hyperoval coincides with the Veronesean dual hyperoval. We will present a non-trivial example of {xu,v} in Section 7,
which gives us a new family of dual hyperovals.
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4. Definition of bu,v
According to the arguments in Section 2, we define bu,v as follows:
Definition 6. In GF(q)× GF(q), let us define bu,v for u and v ∈ H \ {0} as
bu,v : = (uv, uσ v + uvσ )
+ xu,v
∑
w∈Supp (u)
(we0 + w2, wσ e0 + weσ0 )+
∑
w∈Supp (v)
xw,u(we0 + w2, wσ e0 + weσ0 ).
Remark 7. We can also express bu,v as
bu,v = (uv, uσ v + uvσ )+ xu,v(ue0 + u2, uσ e0 + ueσ0 )+
∑
w∈Supp (v)
xw,u(we0 + w2, wσ e0 + weσ0 ).
By the above definition and using xu,e0 = 0 or xw,e0 = 0 by condition (2) of Section 3, we can easily obtain that
bu,e0 = (ue0, uσ e0 + ueσ0 ) and be0,v = (ve0, vσ e0 + veσ0 ). (4)
Lemma 8 ((b1) and (b2)). For u and v ∈ H \ {0}, we have bu,v = bv,u , and bu,u = (u2, 0).
Proof. We notice that, if u¯ 6= 0 (resp. v¯ 6= 0), we may use Supp (u¯) (resp. Supp (v¯)) instead of Supp (u) (resp.
Supp (u)) in the definition of bu,v , since (we0 + w2, wσ e0 + weσ0 ) = (0, 0) if w = e0. Then, from the defining
equations of bu,v and bv,u , and by the conditions (4) and (5) of Section 3, we have
bu,v + bv,u =
∑
w∈Supp (v¯)\Supp (u¯)
(xu,v + xw,v)(we0 + w2, wσ e0 + weσ0 )
+
∑
w∈Supp (u¯)\Supp (v¯)
(xv,u + xw,u)(we0 + w2, wσ e0 + weσ0 )
+
∑
w∈Supp (u¯)∩Supp (v¯)
(xu,v + xv,u + xw,u + xw,v)(we0 + w2, wσ e0 + weσ0 )
= 0.
Hence we have bu,v = bv,u . From the defining equation of bu,u and by the condition (6) of Section 3, we have
bu,u = (u2, 0)+
∑
w∈Supp (u¯)
(xu,u + xw,u)(we0 + w2, wσ e0 + weσ0 ) = (u2, 0). 
Lemma 9. If v¯ 6= 0, then we have
bu,v+e0 = bu,v + (ue0, uσ e0 + ueσ0 ). (5)
If u¯ 6= 0, then
bu+e0,v = bu,v + (ve0, vσ e0 + veσ0 ). (6)
Moreover, if u¯ 6= 0 and v¯ 6= 0, then
bu+e0,v+e0 = bu,v + ((u + v)e0, (u + v)σ e0 + (u + v)eσ0 )+ (e20, 0). (7)
Proof. We notice that Supp (v¯) = Supp (v + e0) if v 6= e0, and recall xu,v+e0 = xu,v by the condition (1) of Section 3.
Then, from the defining equations of bu,v+e0 and bu,v , we have
bu,v+e0 + bu,v = (u(v + e0), uσ (v + e0)+ u(v + e0)σ )+ (uv, uσ v + uvσ )
= (ue0, uσ e0 + ueσ0 ).
Hence we have (5). We have (6) by (5), exploiting (b2), which has already been proved. From (5) and (6), we obtain
(7). 
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Let us define α{u, v1, v2} ∈ {0, 1} for u, v1, v2 ∈ H as follows:
Definition 10. α{u, v1, v2} := xu,v1 + xu,v2 + xu,u + xu,u+v1+v2 .
The following proposition shows (b5) of Section 2.
Proposition 11 ((b5)). Let u, v1 and v2 ∈ H \ {0}. Assume that v1 6= v2. Then, we have
bu,v1 + bu,v2 = bu,v1+v2+α{u,v1,v2}(u+e0).
Remark 12. We can easily see that v1 + v2 + α{u, v1, v2}(u + e0) 6= 0 if v1 6= v2, by the definition of α{u, v1, v2}
and the conditions on {xu,v} in Section 3. So, the symbol bu,v1+v2+α{u,v1,v2}(u+e0) is meaningful.
Proof. By the condition (3) in Section 3, we have xu,v1+v2 = xu,u + xu,v1+v2+u . Hence, from the defining equation of
bu,v1+v2 , we have
bu,v1+v2 = (u(v1 + v2), uσ (v1 + v2)+ u(v1 + v2)σ )+ xu,v1+v2(ue0 + u2, uσ e0 + ueσ0 )
+
∑
w∈Supp (v1+v2)
xw,u(we0 + w2, wσ e0 + weσ0 )
= (uv1, uσ v1 + uvσ1 )+ (uv2, uσ v2 + uvσ2 )+ xu,v1+v2(ue0 + u2, uσ e0 + ueσ0 )
+
∑
w∈Supp (v1)
xw,u(we0 + w2, wσ e0 + weσ0 )+
∑
w∈Supp (v2)
xw,u(we0 + w2, wσ e0 + weσ0 )
= bu,v1 + bu,v2 + (xu,v1 + xu,v2 + xu,v1+v2)(ue0 + u2, uσ e0 + ueσ0 )
= bu,v1 + bu,v2 + (xu,v1 + xu,v2 + xu,u + xu,u+v1+v2)(ue0 + u2, uσ e0 + ueσ0 ).
From the defining equation of bu,v1+v2+u+e0 , and using xu,v1+v2+u+e0 = xu,v1+v2+u , we have
bu,v1+v2+u+e0 = (u(v1 + v2 + u + e0), uσ (v1 + v2 + u + e0)+ u(v1 + v2 + u + e0)σ )
+ xu,v1+v2+u+e0(ue0 + u2, uσ e0 + ueσ0 )
+
∑
w∈Supp (v1+v2+u+e0)
xw,u(we0 + w2, wσ e0 + weσ0 )
= (u(v1 + v2 + u + e0), uσ (v1 + v2 + u + e0)+ u(v1 + v2 + u + e0)σ )
+ xu,v1+v2+u(ue0 + u2, uσ e0 + ueσ0 )+
∑
w∈Supp (v1+v2+u)
xw,u(we0 + w2, wσ e0 + weσ0 )
= (uv1, uσ v1 + uvσ1 )+ (uv2, uσ v2 + uvσ2 )+ (u2, 0)+ (ue0, uσ e0 + ueσ0 )
+ xu,v1+v2+u(ue0 + u2, uσ e0 + ueσ0 )+
∑
w∈Supp (v1)
xw,u(we0 + w2, wσ e0 + weσ0 )
+
∑
w∈Supp (v2)
xw,u(we0 + w2, wσ e0 + weσ0 )+
∑
w∈Supp (u)
xw,u(we0 + w2, wσ e0 + weσ0 )
= bu,v1 + bu,v2 + bu,u + bu,e0 + (xu,v1 + xu,v2 + xu,u + xu,v1+v2+u)(ue0 + u2, uσ e0 + ueσ0 ).
Since bu,u + bu,e0 = (ue0 + u2, uσ e0 + ueσ0 ) by Lemma 8 and Eq. (4), we have
bu,v1+v2+u+e0 = bu,v1 + bu,v2 + (xu,v1 + xu,v2 + xu,u + xu,v1+v2+u + 1)(ue0 + u2, uσ e0 + ueσ0 ).
Therefore, bu,v1 + bu,v2 = bu,v1+v2 if xu,v1 + xu,v2 + xu,u + xu,u+v1+v2 = 0 and bu,v1 + bu,v2 = bu,v1+v2+u+e0 if
xu,v1 + xu,v2 + xu,u + xu,u+v1+v2 = 1. Thus we have proved that bu,v1 + bu,v2 = bu,v1+v2+α{u,v1,v2}(u+e0). 
Corollary 13. We have
bu,u+v = bu,v + (u2, 0). (8)
Proof. By α{u, u + v, v} = xu,u+v + xu,v + xu,u + xu,u+u+v+v = (xu,u + xu,v) + xu,v + xu,u + xu,0 = 0 and by
Proposition 11, we have bu,u+v + bu,v = bu,u = (u2, 0). 
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5. Proof of (b3) and (b4)
In this section, we prove conditions (b3) and (b4) of Section 2. We define GF(2)-vector spaces H˜ and V˜ inside
GF(q)× GF(q) as:
H˜ := 〈{(uv, uσ v + uvσ )|u, v ∈ H}〉 = 〈{(ei e j , eσi e j + ei eσj )|0 ≤ i ≤ j ≤ d}〉.
and
V˜ := 〈{(ei e j , eσi e j + ei eσj )|1 ≤ i < j ≤ d}〉,
where, 〈M〉 means a GF(2)-vector space generated by a set M . We also define a projection pi from H˜ onto V˜ as
follows, where αi j ∈ GF(2) for 0 ≤ i ≤ j ≤ d:
pi : H˜ 3
∑
0≤i≤ j≤d
αi j (ei e j , e
σ
i e j + ei eσj ) 7→
∑
1≤i< j≤d
αi j (ei e j , e
σ
i e j + ei eσj ) ∈ V˜ .
Let
u =
∑
0≤i≤d
αi ei and v =
∑
0≤ j≤d
β j e j
with αi , β j ∈ GF(2) for 0 ≤ i, j ≤ d. Then, by the definition of bu,v in Section 4, we have
pi(bu,v) = pi((uv, uσ v + uvσ )) = pi((u¯v¯, u¯σ v¯ + u¯v¯σ )). (9)
Since
(u¯v¯, u¯σ v¯ + u¯v¯σ ) =
∑
1≤i< j≤d
(αiβ j + α jβi )(ei e j , eσi e j + ei eσj )+
d∑
i=1
αiβi (e
2
i , 0),
we obtain
pi(bu,v) =
∑
1≤i< j≤d
(αiβ j + α jβi )(ei e j , eσi e j + ei eσj ).  (10)
Lemma 14. Assume that u¯ 6= 0, v¯ 6= 0 and u¯ 6= v¯. Let ei and e j be elements of Supp (u¯) ∪ Supp (v¯) with i 6= j .
Then, we have αiβ j + α jβi = 0 if and only if one of the following conditions holds:
(1) both ei and e j ∈ Supp (u¯) \ Supp (v¯), or
(2) both ei and e j ∈ Supp (u¯) ∩ Supp (v¯), or
(3) both ei and e j ∈ Supp (v¯) \ Supp (u¯).
Otherwise, we have αiβ j + α jβi = 1.
Proof. If ei and e j ∈ Supp (u¯) \ Supp (v¯), then αi = 1, α j = 1, βi = 0 and β j = 0, hence αiβ j + α jβi = 0. If
ei and e j ∈ Supp (u¯) ∩ Supp (v¯), then αi = 1, α j = 1, βi = 1 and β j = 1, hence αiβ j + α jβi = 0. If ei and
e j ∈ Supp (v¯) \ Supp (u¯), then αi = 0, α j = 0, βi = 1 and β j = 1, hence αiβ j + α jβi = 0. Otherwise, if, for
example, ei ∈ Supp (u¯) ∩ Supp (v¯) and e j ∈ Supp (u¯) \ Supp (v¯), then αi = 1, α j = 1, βi = 1 and β j = 0, hence
αiβ j + α jβi = 1. In the same way, we can check that αiβ j + α jβi = 1 except in the cases (1)–(3), above. 
We define that A1 := Supp (u¯) \ Supp (v¯), A2 := Supp (u¯) ∩ Supp (v¯) and A3 := Supp (v¯) \ Supp (u¯). Then Supp (u¯)
∪ Supp (v¯) = A1 ∪ A2 ∪ A3. Assume that ei , e j ∈ Supp (u¯) ∪ Supp (v¯). Then, Lemma 14 shows that the coefficient
of (ei e j , eσi e j + ei eσj ) in pi(bu,v) is 0 if and only if ei and e j are in the same As for some s ∈ {1, 2, 3}.
Since u¯ 6= 0, v¯ 6= 0 and u¯ 6= v¯ means that there exist ei ∈ As and e j ∈ At with s 6= t for some s, t ∈ {1, 2, 3}, we
have the following remark.
Remark 15. We have pi(bu,v) 6= 0 if and only if u¯ 6= 0, v¯ 6= 0 and u¯ 6= v¯ by (9) and (10) and Lemma 14.
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We also define that B1 := Supp (u¯′) \ Supp (v¯′), B2 := Supp (u¯′) ∩ Supp (v¯′) and B3 := Supp (v¯′) \ Supp (u¯′). Then
we have the following corollary.
Corollary 16. Let u, v, u′ and v′ ∈ H \ {0}. Assume that pi(bu,v) = pi(bu′,v′) 6= 0. Then we have
Supp (u¯) ∪ Supp (v¯) = Supp (u¯′) ∪ Supp (v¯′). (11)
Moreover, we have
{A1, A2, A3} = {B1, B2, B3}. (12)
Proof. Let u = ∑0≤i≤d αi ei , v = ∑0≤i≤d βi e j , u′ = ∑0≤i≤d α′i ei and v′ = ∑0≤i≤d β ′i e j with αi , βi , α′i , β ′i ∈
GF(2) for 0 ≤ i ≤ d . Since pi(bu,v) = pi(bu′,v′), we have
αiβ j + α jβi = α′iβ ′j + α′jβ ′i (13)
for 1 ≤ i < j ≤ d. Let ei ∈ Supp (u¯) ∪ Supp (v¯) and assume that ei ∈ As for some s. Then, since pi(bu,v) 6= 0 and
by Remark 15, there exists t with s 6= t such that At 6= ∅. If e j ∈ At , then we have αiβ j + α jβi = 1 by Lemma 14.
Therefore we have shown that
{ei | αiβ j + α jβi = 1 for some j 6= i} = Supp (u¯) ∪ Supp (v¯).
As for u¯′ and v¯′, we have the same result since pi(bu′,v′) 6= 0. Then, by (13), we have (11). By Lemma 14 and by (13)
and (11) , we also have (12). 
Corollary 17. Let the assumptions are as in Corollary 16. Then we have
(1) {u¯′, v¯′} = {u¯, v¯}, or
(2) {u¯′, v¯′} = {u¯, u¯ + v¯}, or
(3) {u¯′, v¯′} = {u¯ + v¯, v¯}.
Proof. Note that
u¯ =
∑
ei∈A1
ei +
∑
ei∈A2
ei and v¯ =
∑
ei∈A2
ei +
∑
ei∈A3
ei ,
u¯′ =
∑
ei∈B1
ei +
∑
ei∈B2
ei and v¯′ =
∑
ei∈B2
ei +
∑
ei∈B3
ei .
Since (B1, B2, B3) is a permutation of (A1, A2, A3) by Corollary 16, we have (1) {u¯′, v¯′} = {u¯, v¯}, or (2) {u¯′, v¯′} =
{u¯, u¯ + v¯}, or (3) {u¯′, v¯′} = {u¯ + v¯, v¯}. 
Lemma 18 ((b3)). bu,v 6= 0 for u, v ∈ H \ {0}.
Proof. If u = v, then bu,v = (u2, 0) 6= 0. If u¯ = 0, then u = e0, hence bu,v = (e0v, eσ0 v + e0vσ ) 6= 0. Similarly we
have bu,v 6= 0 in case v¯ = 0. If u¯ = v¯ and u 6= v, then v = u + e0, hence bu,v = (u2, 0)+ (e0u, eσ0 u + e0uσ ) 6= 0 by
Lemma 9. If u¯ 6= 0, v¯ 6= 0 and u¯ 6= v¯, then pi(bu,v) 6= 0 by Remark 15, hence bu,v 6= 0. 
Proposition 19 ((b4)). If {u, v} 6= {u′, v′} for u, v, u′, v′ ∈ H \ {0}, then we have bu,v 6= bu′,v′ .
Proof. We assume that bu,v = bu′,v′ , hence we have pi(bu,v) = pi(bu′,v′).
Assume first that pi(bu,v) = pi(bu′,v′) 6= (0, 0). Then we have u¯ 6= 0, v¯ 6= 0, u¯ 6= v¯ for {u, v}, and u¯′ 6= 0, v¯′ 6= 0
and u¯′ 6= v¯′ for {u′, v′} by Remark 15. By Corollary 17, we may assume that {u¯′, v¯′} = {u¯, v¯}, {u¯′, v¯′} = {u¯, u¯ + v¯},
or {u¯′, v¯′} = {u¯ + v¯, v¯}. By Lemma 9, we have
bu,v = bu¯,v¯ + f (u¯, v¯, e0),
where f (u¯, v¯, e0) is a sum of (e0e j , eσ0 e j + e0eσj )’s for 0 ≤ j ≤ d, whose precise expression is as follows:
(1) f (u¯, v¯, e0) = 0 in case u = u¯ and v = v¯,
(2) f (u¯, v¯, e0) = (u¯e0, u¯σ e0 + u¯eσ0 ) in case u = u¯ and v = v¯ + e0,
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(3) f (u¯, v¯, e0) = (v¯e0, v¯σ e0 + v¯eσ0 ) in case u = u¯ + e0 and v = v¯, or
(4) f (u¯, v¯, e0) = ((u¯ + v¯)e0, (u¯ + v¯)σ e0 + (u¯ + v¯)eσ0 )+ (e20, 0) in case u = u¯ + e0 and v = v¯ + e0.
If {u¯′, v¯′} = {u¯, u¯ + v¯}, then by Lemma 9 and Corollary 13, we have
bu′,v′ = bu¯,u¯+v¯ + a sum of some (e0e j , eσ0 e j + e0eσj )’s for 0 ≤ j ≤ d
= bu¯,v¯ + (u¯2, 0)+ a sum of some (e0e j , eσ0 e j + e0eσj )’s for 0 ≤ j ≤ d.
We also have
bu′,v′ = bu¯,v¯ + (v¯2, 0)+ a sum of some (e0e j , eσ0 e j + e0eσj )’s for 0 ≤ j ≤ d
in case {u¯′, v¯′} = {u¯ + v¯, v¯}. In these cases, we have bu,v 6= bu′,v′ since u¯ 6= 0 and v¯ 6= 0. Therefore, by Corollary 17,
we obtain {u¯′, v¯′} = {u¯, v¯}. However, in this case, bu′,v′ has the same expression bu′,v′ = bu¯,v¯ + f (u¯, v¯, e0) as the
expression of bu,v above. We conclude that, bu,v = bu′,v′ if and only if {u, v} = {u′, v′}.
Next, assume that pi(bu,v) = pi(bu′,v′) = (0, 0). In this case, we have u¯ = 0 or v¯ = 0 or u¯ = v¯ for {u, v}, and
u¯′ = 0 or v¯′ = 0 or u¯′ = v¯′ for {u′, v′}. By Lemmas 8 and 9 and (5), we have the following expressions of bu,v:
(1) If u¯ = 0 then u = e0 and bu,v = (e0v, eσ0 v + e0vσ ).
(2) If v¯ = 0 then v = e0 and bu,v = (e0u, eσ0 u + e0uσ ).
(3) If u¯ = v¯ and v = u, we have bu,v = (u2, 0).
(4) If u¯ = v¯ and v = u + e0, we have bu,v = (u2, 0)+ (e0u, eσ0 u + e0uσ ).
We also have the same expressions for bu′,v′ since u¯′ = 0 or v¯′ = 0 or u¯′ = v¯′. Therefore, since bu,v = bu′,v′ , it is
easy to see that {u, v} = {u′, v′}. 
6. Dual hyperoval S constructed by {bu,v}
Definition 20. Let us define subsets of PG(H˜) = PG(d(d + 3)/2, 2) as:
X (u) := {bu,v|v ∈ H \ {0}} for u ∈ H \ {0}
and
X (∞) := {bu,u |u ∈ H \ {0}}.
We define a family of these subsets as:
S := {X (u)|u ∈ H \ {0}} ∪ {X (∞)}.
Theorem 21. S is a d-dimensional dual hyperoval in PG(d(d + 3)/2, 2).
Proof. We have |X (u)| = 2d+1 − 1 for u ∈ H \ {0} and |X (∞)| = 2d+1 − 1 by Lemma 18 (condition (b3)) and
Proposition 19 (condition (b4)). Hence, by Proposition 11 (condition (b5)) and Lemma 8 (conditions (b1) and (b2)),
X (u) ∪ {0} and X (∞) ∪ {0} are (d + 1)-dimensional vector spaces over GF(2). Therefore, X (u) for u ∈ H \ {0} and
X (∞) are d-dimensional projective subspaces in PG(H˜). Proposition 19 (condition (b4)) shows that X (u) ∩ X (v) =
bu,v for u 6= v ∈ H \ {0}, and X (u) ∩ X (v) ∩ X (w) = ∅ for u, v, w ∈ H \ {0} with u 6= v, v 6= w and w 6= u. As for
X (∞), it is easy to check that X (u) ∩ X (∞) = bu,u = (u2, 0) for u ∈ H \ {0} and X (u) ∩ X (v) ∩ X (∞) = ∅ for
u, v ∈ H \ {0} with u 6= v. Since |S| = |{X (u)|u ∈ H \ {0}} ∪ {X (∞)}| = |H \ {0}| + 1 = 2d+1 − 1+ 1 = 2d+1, S
is a dual hyperoval over GF(2).
By the definition of bu,v , we have bei ,e j = (ei e j , eσi e j + ei eσj ). Hence, the ambient space of S contains all
(ei e j , eσi e j + ei eσj ) for 0 ≤ i ≤ j ≤ d . Therefore, we conclude that S is a d-dimensional dual hyperoval in
PG(d(d + 3)/2, 2). 
Example 22. In case xu,v = 0 for any u and v ∈ H \ {0}, then
bu,v = (uv, uσ v + uvσ ).
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Hence bu,v equals au,v in Section 2. Since T (u) = {(uv, uσ v+uvσ )|v ∈ H \ {0}} and T (∞) = {(u2, 0)|u ∈ H \ {0}}
by Theorem 2, we conclude that S = Tσ (H). We also have
au,v1 + au,v2 = au,v1+v2
for v1, v2 ∈ H \ {0} with v1 6= v2.
7. Non-trivial example of {xu,v}
Let χ be the characteristic function of V \ {0}, that is, χ is a map from V to GF(2) defined by χ(v) = 0 or 1
according to whether v = 0 or not. We use the symbol J (v) for v ∈ H to denote {0} if v¯ = 0, or Supp (v¯) if v¯ 6= 0.
With the above convention, we now define xu,v as the following function from H ×H to GF(2) determined by a basis
{e0, e1, e2, . . . , ed} of H :
xu,v := χ(u¯ + v¯)+
∑
w∈J (v)
χ(u¯ + w).
Since u + e0 = u¯ and J (v) = J (v + e0), we immediately see the condition (1) in Section 3, that is, for every u and
v ∈ H
xu,v = xu+e0,v = xu,v+e0 = xu+e0,v+e0 . (14)
Since J (w) = {w¯} for w ∈ {0, e0, e1, . . . , ed}, we easily check the condition (2) in Section 3 by the definition of
xu,v , that is,
xu,w = 0 (15)
for every w ∈ {0, e0, e1, . . . , ed}.
Lemma 23. The condition (3) of Section 3:
xu,v + xu,u = xu,u+v
holds for every u and v ∈ H.
Proof. If u¯ 6= 0, v¯ 6= 0 and u¯ + v¯ 6= 0, then, since J (u) = Supp (u¯), J (v) = Supp (v¯) and J (u + v) = Supp (u¯ + v¯),
we have∑
w∈J (v)
χ(u¯ + w)+
∑
w∈J (u)
χ(u¯ + w) =
∑
w∈J (u+v)
χ(u¯ + w).
Hence
xu,v + xu,u = χ(u¯ + v¯)+
∑
w∈J (v)
χ(u¯ + w)+ χ(u¯ + u¯)+
∑
w∈J (u)
χ(u¯ + w)
= χ(u¯ + v¯)+
∑
w∈J (u+v)
χ(u¯ + w)
= 1+
∑
w∈J (u+v)
χ(u¯ + w).
Since v¯ 6= 0 by assumption, we have χ(v¯) = 1, hence
xu,u+v = χ(v¯)+
∑
w∈J (u+v)
χ(u¯ + w) = 1+
∑
w∈J (u+v)
χ(u¯ + w).
Therefore, we conclude that xu,v + xu,u = xu,u+v in this case.
If u¯ + v¯ = 0, then v = u or v = u + e0. From (14) and (15), we have xu,v + xu,u = xu,u + xu,u = 0 = xu,u+u =
xu,u+v.
If v¯ = 0, we have v = 0 or v = e0, hence xu,v = 0 by (15). Therefore we have xu,v + xu,u = 0 + xu,u = xu,u+v
by (14).
If u¯ = 0, we have u = 0 or u = e0, hence xu,u = 0 by (15). Therefore, if u = e0, we have xu,v+ xu,u = xu,v+0 =
xu,v = xu,v+e0 = xu,u+v by (14), and xu,v + xu,u = xu,v + 0 = xu,v = xu,v+0 = xu,u+v in case u = 0. 
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Lemma 24. The conditions (4)–(6) in Section 3 hold.
Proof. Assume that w ∈ Supp (u¯) \ Supp (v¯). We have χ(w + v¯) = χ(u¯ + v¯) = 1 since w + v¯ 6= 0 and u¯ + v¯ 6= 0,
and χ(u¯ + w′) = χ(w + w′) = 1 for w′ ∈ J (v). Therefore condition (4) holds as follows:
xu,v = χ(u¯ + v¯)+
∑
w′∈J (v)
χ(u¯ + w′)
= χ(w + v¯)+
∑
w′∈J (v)
χ(w + w′) = xw,v.
As for condition (5), assume that w ∈ Supp (u¯) ∩ Supp (v¯) and u¯ 6= w and v¯ 6= w. Then we have
xu,v + xv,u = χ(u¯ + v¯)+
∑
w′∈Supp (v¯)
χ(u¯ + w′)+ χ(v¯ + u¯)+
∑
w′∈Supp (u¯)
χ(v¯ + w′)
=
∑
w′∈Supp (v¯)
χ(u¯ + w′)+
∑
w′∈Supp (u¯)
χ(v¯ + w′)
= χ(u¯ + w)+
∑
w′∈Supp (v¯)\{w}
χ(u¯ + w′)+ χ(v¯ + w)+
∑
w′∈Supp (u¯)\{w}
χ(v¯ + w′),
and
xw,u + xw,v = χ(w + u¯)+
∑
w′∈Supp (u¯)
χ(w + w′)+ χ(w + v¯)+
∑
w′∈Supp (v¯)
χ(w + w′)
= χ(w + u¯)+
∑
w′∈Supp (u¯)\{w}
χ(w + w′)+ χ(w + v¯)+
∑
w′∈Supp (v¯)\{w}
χ(w + w′).
Since χ(v¯ + w′) = χ(w + w′) = 1 for w′ ∈ Supp (u¯) \ {w}, and since χ(u¯ + w′) = χ(w + w′) = 1 for
w′ ∈ Supp (v¯) \ {w}, we conclude that xu,v + xv,u = xw,u + xw,v . In case u¯ = w, we have u = w or u = w + e0.
Hence xv,u = xv,w = xv,w+e0 = 0, and xw,u = xw,w = xw,w+e0 = 0 by (14) and (15). Therefore, we have
xu,v+ xv,u = xu,v = xw,v = xw,u + xw,v in this case. Similarly we have xu,v+ xv,u = xw,u + xw,v in the case v¯ = w.
Lastly, assume that w ∈ Supp (u¯). If u¯ 6= w, then we have χ(u¯ + w′) = χ(w + w′) = 1 for w′ ∈ Supp (u¯) \ {w}.
Hence
xu,u = χ(u¯ + u¯)+
∑
w′∈Supp (u¯)
χ(u¯ + w′)
= χ(u¯ + w)+
∑
w′∈Supp (u¯)\{w}
χ(u¯ + w′)
= χ(w + u¯)+
∑
w′∈Supp (u¯)\{w}
χ(w + w′)
= χ(w + u¯)+
∑
w′∈Supp (u¯)
χ(w + w′) = xw,u .
If u¯ = w, then we have u = w or u = w+ e0. Hence we have xu,u = xw,u or xu,u = xw+e0,u = xw,u from (14). Thus
the condition (6) holds. 
The following lemma shows that α{u, v1, v2} is non-trivial.
Lemma 25. We have
xu,v1 + xu,v2 + xu,u + xu,v1+v2+u = χ(u¯ + v¯1)+ χ(u¯ + v¯2)+ χ(v¯1 + v¯2)
if v¯1 6= 0, v¯2 6= 0 and u¯ + v¯1 + v¯2 6= 0. Otherwise, we have
xu,v1 + xu,v2 + xu,u + xu,v1+v2+u = 0.
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Proof. If v¯1 6= 0, v¯2 6= 0 and u¯ + v¯1 + v¯2 6= 0, then∑
w∈J (v1)
χ(u¯ + w)+
∑
w∈J (v2)
χ(u¯ + w)+
∑
w∈J (u)
χ(u¯ + w)+
∑
w∈J (v1+v2+u)
χ(u¯ + w)
=
∑
w∈Supp (v¯1)
χ(u¯ + w)+
∑
w∈Supp (v¯2)
χ(u¯ + w)
+
∑
w∈J (u)
χ(u¯ + w)+
∑
w∈Supp (v¯1+v¯2+u¯)
χ(u¯ + w) = 0.
(Note that the above equation holds even in case u¯ = 0.) Hence, by the definitions of xu,v1 , xu,v2 , xu,u and xu,v1+v2+u ,
we have
xu,v1 + xu,v2 + xu,u + xu,v1+v2+u = χ(u¯ + v¯1)+ χ(u¯ + v¯2)+ χ(v¯1 + v¯2).
It is easy to see that xu,v1 + xu,v2 + xu,u + xu,v1+v2+u = 0 in case v¯1 = 0, or v¯2 = 0, or u¯ + v¯1 + v¯2 = 0 by the
conditions (2) and (3) of Section 3. 
8. The new dual hyperoval S0
Example 26. Let S0 := {X (u)|u ∈ H \ {0}}∪ {X (∞)} be a dual hyperoval constructed by {bu,v} (See Section 6) with
{xu,v} as in Section 7. Then, by Proposition 11 and Lemma 25, we have
bu,v1 + bu,v2 = bu,v1+v2+α{u,v1,v2}(u+e0)
for u, v1, v2 ∈ H \ {0} with v1 6= v2, where
α{u, v1, v2} = χ(u¯ + v¯1)+ χ(u¯ + v¯2)+ χ(v¯1 + v¯2)
if v¯1 6= 0, v¯2 6= 0 and u¯ + v¯1 + v¯2 6= 0, and α{u, v1, v2} = 0 otherwise.
Theorem 27. S0 is not isomorphic to Tσ (H).
Proof. Assume to the contrary that S0 is isomorphic to Tσ (H). Let ψ be a linear mapping which maps Tσ (H) to S0
in PG(d(d + 3)/2, 2). Then there exists a one-to-one mapping ρ from H \ {0} ∪ {∞} to H \ {0} ∪ {∞} such that
ψ(T (u)) = X (ρ(u)) for any u ∈ H \ {0} ∪ {∞}. Let u, v ∈ H \ {0} with u 6= v such that ρ(u) 6= ∞ and ρ(v) 6= ∞.
Then, since ψ(T (u) ∩ T (v)) = X (ρ(u)) ∩ X (ρ(v)), we have
ψ(au,v) = bρ(u),ρ(v).
We choose u′, v′1, v′2 ∈ H \ {0} with u′ 6= e0 such that α{u′, v′1, v′2} = 1. We notice that we have the same value
α{u′, v′1, v′2} = 1, if we replace u′ by u′ + e0, or v′1 by v′1 + e0, or v′2 by v′2 + e0. Let u, v1, v2 ∈ H \ {0} ∪ {∞} be
such that ρ(u) = u′, ρ(v1) = v′1 and ρ(v2) = v′2. We may assume that u, v1, v2 ∈ H \ {0} if we replace u′ by u′+ e0,
or v′1 by v′1 + e0, or v′2 by v′2 + e0 in case u = ∞ or v1 = ∞ or v2 = ∞. Since au,v1 + au,v2 = au,v1+v2 , we have
ψ(au,v1+v2) = ψ(au,v1)+ ψ(au,v2) = bρ(u),ρ(v1) + bρ(u),ρ(v2).
Hence we have
bρ(u),ρ(v1+v2) = bρ(u),ρ(v1)+ρ(v2)+ρ(u)+e0
by Proposition 11, and by α{ρ(u), ρ(v1), ρ(v2)} = 1. Therefore, we have
ρ(v1 + v2) = ρ(v1)+ ρ(v2)+ ρ(u)+ e0 (16)
by the condition (b4) of Section 2. Let u0 ∈ H \ {0} such that ρ(u0) 6= ∞ and α{ρ(u0), v′1, v′2} = 0. (We
may choose u0 such that ρ(u0) = v′1 or ρ(u0) = v′1 + e0 by the expression of α in Lemma 25.) Then, since
α{ρ(u0), ρ(v1), ρ(v2)} = 0, we have
bρ(u0),ρ(v1+v2) = bρ(u0),ρ(v1) + bρ(u0),ρ(v2) = bρ(u0),ρ(v1)+ρ(v2),
H. Taniguchi / Discrete Mathematics 309 (2009) 418–429 429
hence, by (b4), we have
ρ(v1 + v2) = ρ(v1)+ ρ(v2). (17)
However, (16) contradicts (17) since ρ(u) = u′ 6= e0. Thus, we conclude that S0 is not isomorphic to Tσ (H). 
By Proposition 1, we have the following corollary.
Corollary 28. S0 is not isomorphic to the Veronesean dual hyperoval in PG(d(d + 3)/2, 2).
Proposition 29. Let u ∈ H \ {0} with u 6= e0. Then we have
〈X (u + e0), X (u)〉 ⊃ X (e0).
Hence, the dual hyperoval S0 does not satisfy the Property (T ).
Proof. Recall that X (u + e0) = {bu+e0,v|v ∈ H \ {0}} and X (u) = {bu,v | v ∈ H \ {0}}. Thus, we have〈X (u + e0), X (u)〉 3 bu+e0,v + bu,v = (e0v, eσ0 v + e0vσ ) by Lemma 9. Therefore 〈X (u + e0), X (u)〉 ⊃ X (e0) ={(e0v, eσ0 v + e0vσ )|v ∈ H \ {0}} 
Since Huybrechts’ dual hyperoval and the Characteristic dual hyperoval satisfy the Property (T ) (Theorem 4.7 in [1]),
we have the following corollary.
Corollary 30. S0 is not isomorphic to Huybrechts’ dual hyperoval and the Characteristic dual hyperoval.
Since the known families of dual hyperovals in PG(d(d + 3)/2, 2) are Huybrechts’ dual hyperovals [3], Veronesean
dual hyperovals [5,6], and Characteristic dual hyperovals [1,2], we have a new family of dual hyperovals.
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