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The large amounts of data generated when high-throughput genotyping methods are used in large-scale
epidemiological studies (>10,000 participants) present an enormous challenge to researchers in terms of
structured data management.
In order to face these challenges, a system has been designed and implemented where genotype data
can be efﬁciently stored. Focus has been on enabling researchers to collaborate by sharing genotype data
with each other in a secure and controlled way. Genotype data is available where individuals can be
selected using phenotype information and access to speciﬁc SNPs can be controlled using user-deﬁned
ﬁlters. Further value has been added to the basic genotypic information by including extensive metadata.
Performance testing of the system was carried out using both artiﬁcial and real-world genotype data
and shows that the implementation handles large datasets with a linear increase in extraction time
and that the retrieval performance is more than sufﬁcient for near-future genotyping research.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Traditionally, genetics has been hypothesis-driven, e.g., a partic-
ular gene was suspected of being involved in a disease so it was
investigated. Today, genetics is much more data-driven, and
researchers regularly generate a hypothesis by analyzing correla-
tions in a large set of genetic data [1].
There are a number of factors driving the size of the genetic data
upwards. First is the increase in the number of genetic markers
used in the analysis. While full DNA sequence information is still
beyond the economic reach for mass-scale genotyping, the use of
single nucleotide polymorphisms (SNP) has virtually exploded dur-
ing the last years [2–8]. Current estimates suggest that SNPs occur
as frequently as every 100–300 base pairs [9]. This implies in an
entire human genome there are approximately 10–30 million po-
tential SNPs. More than 6 million human SNPs have currently been
identiﬁed and the information has been made publicly available
through the efforts of The SNP Consortium (http://snp.cshl.org/)
and NCBI (http://www.ncbi.nlm.nih.gov/projects/SNP/).
A driving force behind this is that methods for high-throughput
SNP genotyping analysis, capable of obtaining data frommore than
a million SNPs from a single individual, such as the Illumina hu-
man1M beadchip (http://www.illumina.com/pages.ilmn?ID=261&ll rights reserved.
itutet, Box 281, SE-171 77source=IHD) and the Affymetrix Genome-Wide Human SNP Array
6.0 (http://www.affymetrix.com/products/application/genome_-
wide:snp_6_ad.affx) have recently been introduced on the market,
leading to a decreased price-per-genotype.
Second, gene-environment interaction studies in epidemiology
are constantly increasing in size, with prospective cohorts now
reaching 500,000 participants [10–12] (www.p3g.org).
Combining large-scale epidemiology studies with high-
throughput genotyping should provide new insights into under-
standing complex disease mechanisms, but it will also lead to an
enormous increase in the complexity of data management [13].
To assist the scientist in collaborating on these large-scale studies
there is also a demand to utilize the Internet to a further extent –
enabling secure sharing and storage of the data.
By constructing a number of use-cases we arrived at a set of dis-
tinct requirements, both functional (what the system is supposed
to do) and non-functional (how the system is supposed to be), that
need to be fulﬁlled in order to provide the service the epidemiolog-
ical researchers asked for (see Table 1).
While there exist programs like IGG (Integration of Genotypes
from GeneChips) [14] for integrating analyses made with different
high-throughput platforms, and NCBI:s dbGap initiative [15] for
sharing SNP data, we have found none that also focus on the local
storage of genotypes and optimizing the write and read perfor-
mance of the data. In order to successfully deal with these large
datasets, a new genotype storage system was developed and
implemented at the Karolinska Institutet Biobank.
Table 1
List of the main requirements for the genotype storage system.
Genotype storage system requirements
Functional requirements
Storage of genotypes together with relevant metadata (i.e., any associated
information about the genotypes)
Connect genotype data with other research data, e.g., phenotypes and
environmental data
Utilize data from different genotyping methods from the same individual
Ability to select for which SNPs genotypes are to be shared with other researchers
Ability to select for which SNPs to extract genotypes from the system
Usage of PLINK – the whole genome analysis toolkit – formats for import/export of
genotypes
Non-functional requirements
Storage of large genotype datasets (>1 million) for large numbers of individuals
(>100,000)
Fast extraction of genotype data (range in minutes for large dataset)
Fast submittal of genotype data (range in minutes for large dataset)
Future proof solution that can handle upcoming genotyping methods
A scalable and cost-effective solution
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Detailed methods, including database schema ﬁles, Java source
code for the storage, retrieval and ﬁltering processes, as well as
hardware and software information, are available for download
on the web site www.kibiobank.se.
2.1. Physical data model design
The physical genotype data model core, depicted in Fig. 1, con-
sists of ﬁve tables, each representing a layer of abstraction from a
SNP down to an analysis result. In addition there are a number ofFig. 1. Physical data model. The model depicts the core tables with column speciﬁcation
genotyping result. The model also includes links between the core database tables and
access control tables for SNP ﬁlters not shown,) and the linkage between genotype analys
powered by InfoSphere Federation Server.associated metadata tables that contain relevant additional infor-
mation about the genotyping process.
The SNP table contains the RS number on all publicly available
SNPs in the human genome, and the corresponding metadata table
SNP_METADATA includes information suchas the location (chromo-
some and position) of each SNP deﬁned by different assemblies such
as Celera (http://www.celera.com/) and HuRef (http://huref.jc-
vi.org/) downloaded from ftp://ftp.ncbi.nih.gov/snp/organisms/hu-
man_9606/chr_rpts. The METHOD table contains information on
all genotyping methods that were used to generate the genotype
data in the repository. Methods typically include high-throughput
SNP analysis chips such as those from Affymetrix and Illumina, but
may also be low throughput or manual methods where only a few
SNPs are analyzed. The corresponding metadata table METHOD_
METADATA includes all data associated with the method, such as
vendor, chip and the SNP call algorithm version used to obtain the
genotypes.
The SNP_METHOD table contains information onwhich SNPs are
included in eachmethod. It also includes index information describ-
ing the internal order of SNPs which is used for each method when
the genotyping results are imported and stored in the database.
Using the index it is possible to back-trackwhichSNPa certain result
contains just by its position in the result (see Genotype Data Repre-
sentation). The metadata table SNP_METHOD_METADATA includes
information on which DNA strand (+/) the SNPs in each method
are analyzed.
The ANALYSIS table contains information on all performed anal-
yses where each analysis typically represents genotyping several
individuals. The ANALYSIS_METADATA includes information on
the conditions under which the analysis was carried out, such as
which lab performed the analysis, which genotyping unit was used
in the lab, and who operated the unit.s in the genotype database design (green), and how a SNP instance is connected to a
tables used for storing genotype analysis metadata (blue), SNP ﬁlter tables (yellow,
is results and results from other research data sources via the BIMS Data Repository
Fig. 3. The 15 homozygous and heterozygous combinations resulting from the ﬁve
alleles in a SNP and their quadruple bit representation.
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included in an analysis speciﬁed in the ANALYSIS table. The table
also includes a person identiﬁer (person_id) making it possible to
link the genotype results to all data available in the BIMS data
repository.
BIMS (Biobank Information Management System) links data
from various research data sources with information on samples
stored in the Biobank and makes that information accessible from
the Internet [16]. The federated research data sources include life-
style – and environment information and phenotypic data gath-
ered from questionnaires, extracts from national health registries
and electronic health records from the Karolinska hospital.
2.2. Genotype data representation
The genotype data is stored as a Binary Large Object (BLOB) in
the genotype column of the RESULT table in the database. One
BLOB instance contains the results from one analysis using one
method on one sample. Since a method in this model typically
encompasses several SNPs, the resulting BLOB will generally in-
clude a whole range of results, one for each SNP. The genotype data
is represented as a bit-array, where the result for each SNP has a
quadruple of bits allocated somewhere in the array. Fig. 2 illus-
trates how the quadruples of bits in the BLOB represent different
genotypes. The internal order of the results for all SNPs in the array
is the same for all results generated using the same method and
the position of the result for a speciﬁc SNP in the array is deter-
mined by the snp_index column of the SNP_METHOD table.
Taking into account the possible alleles of a SNP; the nucleo-
tides, A, C, G, and T, and insertions/deletions (), result in a total
of ﬁfteen homozygote and heterozygote combinations whose bit
representations can be seen in Fig. 3.
2.3. Genotype data query and extraction with SNP ﬁlters
The genotype repository as described was connected to the
BIMS data warehouse so that in order to extract genotype data
the researcher has to perform two steps. The ﬁrst step is to select
some individuals that are present in a study. Studies are encapsu-
lations of individuals and their associated data that a particular
researcher or group of researchers is allowed to access and the
selection is done by assigning conditions on phenotypic or envi-
ronmental variables in the federated data sources (e.g., age, so-
cio-economic status, etc.). The second step involves selecting
which genotypes to extract for the selected individuals and to what
format they should be extracted.
Access to the genotypes is controlled on several levels, by way
of different kinds of ﬁlters and access modiﬁers. A conceptual illus-
tration of the ﬁltering mechanism is shown in Fig. 4. All genotype
data is held in a central repository where it is stored in chunks of
separate Genotype Datasets. Each dataset can have its access gov-
erned by the owner of the respective data. The data is made avail-
able to different studies where one study can have access to several
different datasets and furthermore different pieces of the differentFig. 2. Example of genotype bit representation. The result of each analyzed sample
is represented by an array of bits stored as a BLOB in the database. The individual
result for each analyzed SNP is stored in a quadruple of bits, where each bit
corresponds to a nucleotide IUPAC code A, C, G or T. A set bit (=1) indicates that the
nucleotide is an allele present in the SNP in the sample.datasets. The latter part is handled by the Dataset SNP Filters, which
could take the form of representing for example ‘‘All SNPs on chro-
mosome 11” together with ‘‘My sharable SNPs”, or simply state
that ‘‘All SNPs” in the dataset should be made available to the
study. Before extracting genotype data accessible to a study, the
user has the option to specify a further restriction in the form of
Study SNP Filters, perhaps deﬁning just a few SNPs that happen to
be of interest to the research at hand. Both the Dataset SNP Filters
and the Study SNP Filters can be deﬁned independently from the
actual SNP content that is available in the datasets, i.e., there could
be ﬁlters specifying some 100 SNPs even if a genotyping method
did not include those SNPs.Fig. 4. Schematic overview on how access to genotypes is controlled on multiple
levels; ﬁrst data access is given to different research studies, then datasource snp
ﬁlters are used to limit which SNPs a given study can access. Finally, study snp
ﬁlters are used by the researcher to deﬁne what he or she would like to look at.
Fig. 5. The formula for calculating the total number of SNPs to display in the output ﬁle when extracting genotypes. It takes into account the different genotype datasets, their
snp ﬁlters DSxSF, the SNPs for the analysis methods used in the dataset DSxMy and the SNPs in the study’s SNP ﬁlters SSFx .
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of SNPs. For example, if a researcher performs a query for all the
SNPs on chromosome 2, and after the system applies the Dataset
SNP Filters to those datasets to which the study has access, only
10 SNPs are found in that DNA region, then these are the 10 SNPs
that will be extracted and shown for the individuals in the study,
rather than producing a result where all SNPs except for ten have
missing values. This is done to reduce the bandwidth when
extracting data from the database.
The size of the resulting list of genotypes is calculated according
to the formula in Fig. 5.
A complicating factor in the ﬁltering process is that the same
individuals that comprise a particular study can have genotypes
from different datasets produced by different genotyping methods
(i.e., more than one method could belong to the same dataset), hav-
ing partial or no overlap in SNP content.
If more than one result for a particular SNP for a particular indi-
vidual is available (and accessible) the outputted data will be con-
structed by merging the results according to rules speciﬁed for the
selected output format and taking into account the available meta-
data. Currently supported formats include basic ACGT text format
and the commonly used PLINK BED-format (http://pngu.mgh.har-
vard.edu/~purcell/plink/). Software has been developed that en-
ables the researchers to create both types of SNP ﬁlters.
2.4. Performance measurements
2.4.1. Datasets
In order to evaluate the performance of the genotype database
solution, measurements of data query and extraction were
performed. A simulated dataset was used, randomly generatingExtracting SNP data from BIMS Genotype Data Repository
R2 = 0,998
R2 = 0,989
R 2 = 0,966
R 2 = 0,816
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Fig. 6. Graphs showing how the genotype extraction time in seconds varies depending on
SNPs (100, 9020, 45,886, 211,075, 527,686 and 1,055,372) for which to extract genoty
extracted SNPs on the X-axis and the number of persons on each line plot, whereas thegenotypes for 80,000 persons for 1,055,372 SNPs selected from
the Illumina human1M DNA analysis beadchip.
For real-world tests, 372,447 SNPs from 1011 persons with
prostatic cancer genotyped with the Affymetrix 500K chip were
used [17]. This test is thought to represent the typical size of to-
day’s genotyping efforts.
2.5. Performance measurements
The performance was investigated by varying three different
parameters: the number of extracted genotypes for each person,
the number of persons for which to extract data, and the total
number of persons in the database.
Extraction was performed using a Java-based component de-
ployed into the BIMS framework, which established a connection
to the database and performed the database query for the genotype
data. The SNP genotype data was extracted uniformly over each
person’s dataset, i.e., no SNPs were positioned next to each other.
Within the Java class, the data for each genotyped SNP was trans-
ferred into a locally allocated array and the time taken for the oper-
ation was recorded.
The real world data were extracted exactly as would be the case
when a researcher queries the system, i.e., a number of conditions
were put on the phenotypes in order to select the individuals and
then the entire genotype dataset for these persons in either PLINK
BED or ACGT-format was downloaded. In other words, the ﬁlter
processing and time to convert the extracted data are included.
During the measurements, the database software and hardware
were completely dedicated to the performance tests. The hardware
components used for the test were an IBM p605 with 2  1.3 GHz



























the number of persons (100, 500, 1000, 2500 and 5000) selected and the number of
pes. Both graphs illustrate the same thing; the left-hand graph has the number of
right-hand graph provides the opposite view.
G. Ölund et al. / Journal of Biomedical Informatics 42 (2009) 1029–1034 1033SAN. The extraction was initiated from an HP Intel Xeon 3 GHz
with 2 GB RAM. Both computers were connected to each other
through 1 Gigabit Ethernet. Parts of the system described use com-
mercial software components (IBM Data Discovery and Query
Builder 2.1, IBM InfoSphere Federation Server 9.0 and IBM Web-
Sphere Portal 6.1). It should be noted that they are in effect freely
available to the non-proﬁt research community.3. Results
3.1. Data query and extraction performance
Fig. 6 shows the results from the performance measurements of
the genotype storage system. The total number of persons in the
database did not have any effect on the extraction times, so that
data is not shown. Results on the real world data shows that
extracting all genotyping data into a ﬁle takes <6 min for PLINK
BED-format and <7 min for the less compact ACGT-format.
4. Discussion
The genotype storage model implemented at Karolinska Institu-
tet Biobank has been tested and proved to fulﬁll all the require-
ments stated in the goals of the project.
The database model sits at the core of the solution and provides
many useful features. Firstly, by choosing to store genotyping re-
sults as BLOBs an efﬁcient storage of large genotype datasets is
possible, in contrast to when one table row is used for each geno-
type which quickly leads to a huge number of rows. Even though a
whole set of genotypes for a person is present in one BLOB, not the
whole array of data needs to be read into memory, but only a poin-
ter to a particular byte. Thus, it is possible to extract exactly those
bytes that are needed to fulﬁll the user’s request, leading to a
reduction in consumed bandwidth.
Secondly, the chosen representation for each genotype result in
the database has several advantages. It provides improved perfor-
mance when extracting genotypes into the standard text format
(compared to using fewer bits), since the actual genotype conﬁgu-
ration in each SNP can be readily obtained directly from the data
without additional cross references to metadata tables. At just four
bits per genotype it offers, at the same time, a low storage size with
1 million SNPs ﬁtting into 500 kilobytes. Moreover, there is still
room to represent other states such as missing genotypes and
insertions.
Thirdly, by using a RDBMS instead of a ﬁle-based system, link-
age of genotype data to other research data is easily accomplished
via a database link to the BIMS data repository. This could also be
achieved by placing and connecting the genotype database schema
into any existing database containing individuals that are being
genotyped and is what ultimately enables the use of phenotypic
and environmental data when selecting individuals from which
to obtain genotypes.
The design of the data model also enables storage of results
from several analyses performed on the same sample donor. If
the genotype for a speciﬁc SNP is requested for a speciﬁc donor,
and that SNP has been analyzed several times, that SNP’s results
can also be merged depending on the associated metadata and
the merge rules speciﬁed for the selected output format. This is
most useful when putting together a shared resource such as at
the Karolinska Institutet Biobank, where the same individuals
could have been analyzed with differing methods, and one hopes
to obtain the largest genotype dataset possible from each individ-
ual. Also it can be used as quality control measurement to verify
that multiple analyses give the same genotypes. Connected to each
of the core tables in the genotype database are the correspondingmetadata tables that provide succinct storage of important meta-
data information.
Finally, in addition to the database itself, components were
developed and deployed in the BIMS framework enabling the con-
struction of SNP ﬁlters. This provides data owners with the ability
to precisely dictate which genotype data they want to share with
other researchers. Likewise, for the researcher using the system
to extract data, ﬁlters can be constructed to specify which geno-
types he or she wishes to extract. By joining and overlaying the ﬁl-
ters, the ﬁlter system fulﬁlls both the data owners’ and the
researchers’ requirements.
It has been shown that storage and retrieval of large datasets
can be handled with ease. The performance measurements show
a linear increase with increasing SNP numbers and also a linear in-
crease with increased numbers of individuals for whom genotypes
are extracted. The time taken to extract one million SNPs for each
of 5000 persons is just under 3 min regardless of the total number
of persons in the database, something that must be considered
more than adequate for the task. In reality, after extraction and
conversion to the desired format the data is compressed and stored
in another table in the database. This is to ensure that the end-user
can download the potentially huge dataset from a relatively low
bandwidth client since the ability to resume an aborted download
is supported. It can be argued that the performance data then does
not reﬂect the actual usage of the system, since just reading the
data into memory is not enough. First the selected ﬁlters must be
merged and calculated so that a list of the SNPs to extract is ob-
tained, then the data has to be processed into the correct format
and an output ﬁle has to be produced. However, testing shows
(data not shown) that the ﬁlter calculations play a negligible part
of the time taken and the formatting overhead can be disregarded
since it uses only O(n) logic which will not increase the slope of the
performance measurements. The tests on real world data further
strengthen the argument that the extraction performance of the
system is fast enough. Furthermore, the initial upload of this data-
set from existing PLINK BED-format into the format used in the
database took <6 min addressing the fact that the system handles
the storage of data efﬁciently as well.
Thehardwareneeded to run the systemdoesnot need tobe topof
the line as long as sufﬁcient storage space is available. What really
affects the speed the most is fast network communication, since
genotype data to be extracted has to be moved from the database
server to the application server which handles the post-processing.
4.1. Limitations and future outlooks
Imputation of genotypes is increasingly used as a means of
obtaining higher power from limited genotype data [18,19]. The
imputed genotypes themselves can be stored in the current sys-
tem, but in order to also store each of the allele’s probabilities an
encoding system using 2.5 bytes per genotype is needed (4 bits
to represent the genotype as in the current implementation and
an additional 14 bits to represent the probabilities of the imputa-
tion using 2 digit precision). However, this should be a relatively
minor adjustment since the rest of the lookup mechanism using
SNP indexes can still be used.
Similarly, in order to represent polymorphisms with a higher
number of alleles present in a population, such as microsatellites
which are more difﬁcult to represent binary, the system would
have to be altered further. Since the four-bit representation could
no longer be used for this data, there would be the requirement
for additional lookup tables for references, more storage space
would be needed and the extraction of speciﬁc values would gen-
erally be more time-consuming. However, as illustrated in Fig. 3,
there are currently 10 unused states that could be used to repre-
sent tri- and tetra-allelic SNPs.
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the conversion time when extracting data to different formats it
does not affect the rest of the system’s functionality.
We have also done preliminary designs for storing whole gen-
ome sequence information instead of just SNPs. By storing only
the values and positions in which a person’s sequence result differs
from a reference genome sequence, the storage requirements
would remain low, retaining the ability to piece together the whole
genome for each person analyzed. Storage of gene expression data
could also be possible but would require further investigation.
Since the system uses a standard database, the metadata tables
could easily be extended to handle additional data such as the stor-
age of the raw chip data used to produce the genotyping results.
Furthermore, we intend to provide the ability to create SNP ﬁlters
by way of links to publicly available SNP information such as from
dbSNP (http://www.ncbi.nlm.nih.gov/projects/SNP/).
As we have set up the system it currently enforces the use of
unique RS numbers for each SNP in the system. This is to promote
the use and submittal of SNPs to dbSNP thus giving more informa-
tion back to the scientiﬁc community. However, we are aware that
not all SNPs that are used within genotype research have an RS
number (i.e., commercial providers usually ship some SNPs with-
out RS numbers) and the underlying data model currently supports
any unique string to represent a speciﬁc SNP. The chosen restric-
tion is instead enforced through the overlying application and
through a simple change in the code it can be remove if desired.
The method described here is geared towards not only the fact
that there is a large amount of SNP resulting from the use of mod-
ern genotyping technologies, but the fact that these technologies
are to be used on a large number of individuals. In contrast with
the IGG software our solution targets large-scale epidemiological
genotyping efforts. We believe that handling that kind of high-
throughput data not only requires but beneﬁts from having an
underlying storage system based on a full ﬂedged database.
Large-scale epidemiology projects are also likely to have the re-
quired IT-personnel to handle the increased complexity that a
database setup could entail. The system here should be considered
a complement to the dbGAP initiative. Whereas dbGAP is an excel-
lent effort to share data across research boundaries, it is less suited
to act as the primary data repository for large-scale projects. This
system can be locally deployed and still offers a very ﬂexible meth-
od of specifying which data to extract and into what formats.
It is possible for researchers to download and establish local
copies of the genotype storage components of the solution. This
could be useful if a research group is in need of large quantities
of genotyping storage but does not wish to use a central online
storage facility. This could be due to many reasons, including legal
and performance aspects. However, we would like to promote
more sharing of data and thus encourage the use of Internet-access
to a common source that can of course be located at any suitable
location.
Using the described genotype storage system in combination
with the BIMS system, researchers can now store and sharelarge-scale genotype data over the Internet – something that is
likely to be of increasing importance in future research efforts. Fur-
thermore, the vital component of using phenotypes and environ-
mental data to select which persons’ genotypes are of interest
has been closely tied into the system. We believe this to be a very
effective solution which we hope others will implement and con-
tinue to improve upon.
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