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Introduction
Un système dynamique est la donnée d’un système et d’une loi décrivant l’évolution
de ce système. Dans les lignes qui suivent, nous étudions deux grandes classes de sys-
tèmes dynamiques : les équations différentielles et les équations aux dérivées partielles.
Un système de contrôle est un système dynamique sur lequel on peut agir au moyen
d’un contrôle ou d’une commande. Prenez l’exemple du pilotage d’une voiture où l’état
de votre système est la position de la voiture, la direction des roues et les moyens de
contrôle sont multiples : pédales d’accélération, de frein, volant... La théorie du contrôle
analyse les propriétés de ce système dans le but de l’amener d’un état initial donné à
un certain état final : c’est la contrôlabilité, notion centrale dans cette thèse. Une fois le
problème de contrôlabilité résolu, on peut de plus vouloir passer de l’état initial à l’état
final, en minimisant un certain critère, on parle alors de problème de contrôle optimal.
L’un des autres objectifs peut être de stabiliser le système : c’est-à-dire de le rendre
insensible à de petites perturbations.
Cette thèse a pour objectif principal de répondre à des questions de contrôlabilité
d’équations aux dérivées partielles non linéaires. Plus précisément, il s’agira surtout de
systèmes paraboliques non linéaires ou encore de systèmes de réaction-diffusion non li-
néaires. Ces équations servent par exemple de modèle à des équations issues de la ciné-
tique chimique.
Nous avons essayé de proposer une introduction didactique aux différents outils de
notre travail. Ainsi, dans un premier temps, nous illustrons un certain nombre de méca-
nismes en dimension finie en Partie I. Puis, nous dressons un état de l’art non exhaustif
de la contrôlabilité des systèmes paraboliques linéaires et non linéaires en Partie II. Nous
nous sommes attachés à donner quelques démonstrations clefs de la théorie. Nous avons
également essayé d’étoffer cette partie de remarques mettant en lumière les principales
similitudes et différences avec la dimension finie. Pour finir, nous présentons en Partie III
les résultats issus de la thèse. Ainsi, les théorèmes principaux et les idées cruciales de dé-
monstration des articles issus de la thèse, c’est-à-dire [LB18a], [LB18b], [LB18c], [LB19]
et [BKLB19] se trouvent dans la Partie III. Le lecteur désireux de connaître les détails
techniques des démonstrations pourra consulter l’Annexe B, l’Annexe C, l’Annexe D,
l’Annexe E et l’Annexe G.
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Première partie
Contrôle d’équations différentielles
9
Dans cette partie, nous allons présenter certains aspects et certaines méthodes du
contrôle d’équations différentielles. Bien entendu, nous serons loin d’être exhaustifs et le
lecteur pourra consulter avec profit les livres [Cor07a], [Tré05], [TW09] dont nous nous
sommes largement inspirés.
Un exemple physique : le ressort. Avant toute chose, nous choisissons de pré-
senter un système contrôlé issu de la physique. Après avoir mis sous forme d’équations
ce système, nous mettons en lumière les différents enjeux et principales difficultés qui
tournent autour de la notion de contrôlabilité.
On considère une masse ponctuelle m qui se déplace le long d’un axe vertical (Oy) de
vecteur directeur ~j, attachée à un ressort. La position de la masse m est notée y. Cette
masse est soumise à deux forces :
— son poids : ~P = mg~j où g est la constante universelle de gravitation,
— la force de rappel que l’on suppose égale à ~Fr =
(−k1(y − l)− k2(y − l)3)~j, où l
est la longueur à vide du ressort, et k1, k2 sont les coefficients de raideur.
De plus, on suppose que l’on peut exercer une force extérieure verticale au ressort re-
présentée par : ~F (t) = h(t)~j. Alors, par le principe fondamental de la dynamique, on
a
my′′(t) + k1(y(t)− l) + k2(y(t)− l)3 −mg = h(t). (Newton)
En supposant que m = 1, l = 0 (quitte à translater), on obtient alors le système diffé-
rentiel suivant
Y ′(t) = AY (t) + g(Y (t)) +Bh(t), Y (0) = Y0, (Ressort)
où on a posé
A =
(
0 1
−k1 0
)
, B =
(
0
1
)
, Y =
(
y
y′
)
, g(Y ) =
(
0
−k2y3 +mg
)
, Y0 =
(
y0
y′0
)
.
Le système (Ressort) est un système différentiel contrôlé. A chaque instant t, Y (t) désigne
l’état du système et h(t) le contrôle agissant sur le système.
La question de contrôlabilité pour le système (Ressort) peut se reformuler ainsi : étant
donnés un temps T > 0, une donnée initiale Y0 ∈ R2, i.e. une position et une vitesse
initiales, un état cible Yf ∈ R2 i.e. une position et une vitesse cibles, peut-on trouver
un contrôle h : t ∈ [0, T ] → R i.e. une force, tel que la solution de (Ressort) vérifie
Y (T ) = Yf ?
Sur ce système, on entrevoit déjà quelques difficultés mathématiques sous-jacentes à
la notion de contrôlabilité :
— la réponse peut dépendre du temps T que l’on s’est donné pour contrôler l’équation.
Intuitivement, plus T est petit, c’est-à-dire plus le temps imparti est court, plus
il va être difficile de relier deux états. Quand on cherche à contrôler en temps
arbitrairement petit, on parle de contrôlabilité en temps petit.
10
— la réponse peut dépendre de la position de l’état cible Yf par rapport à celle de la
donnée initiale Y0. Intuitivement, plus ces deux états sont éloignés, plus il va être
difficile de passer de l’un à l’autre. Quand on cherche à passer d’un état arbitraire
à un autre état arbitraire, on parle de contrôlabilité globale.
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Chapitre 1
Systèmes différentiels linéaires : la
condition de Kalman
Dans ce chapitre, nous présentons la contrôlabilité des systèmes différentiels linéaires.
Nous montrons en particulier qu’une certaine condition algébrique, appelée condition de
Kalman, permet de répondre à la question de contrôlabilité.
Soit T ∈ (0,+∞), n,m ∈ N∗, A ∈ C([0, T ];Rn×n) et B ∈ C([0, T ];Rn×m). Se donnant
y0 ∈ Rn, on considère le système différentiel contrôlé
y′(t) = A(t)y +B(t)h, t ∈ [0, T ], y(0) = y0. (1.1)
Dans (1.1), pour t ∈ [0, T ], y(t) ∈ Rn est l’état du système et h(t) ∈ Rm est le contrôle.
Nous donnons la définition de contrôlabilité pour le système (1.1).
Définition 1.0.1. Le système (1.1) est contrôlable au temps T > 0 si pour tout (y0, yf ) ∈
R
n × Rn, il existe h ∈ C([0, T ];Rm) telle que l’unique solution y ∈ C1([0, T ];Rn) du
problème de Cauchy (1.1) vérifie y(T ) = yf .
Remarque 1.0.2. L’existence et l’unicité de la solution au problème de Cauchy (1.1)
sont garanties par le théorème de Cauchy-Lipschitz linéaire (voir [Gou08, Chapitre 6,
Section 2, Théorème 1] par exemple).
1.1 Le cas des coefficients constants
Dans cette partie, on suppose que A(t) et B(t) ne dépendent pas du temps. On se
donne donc A ∈ Rn×n et B ∈ Rn×m. On considère le système contrôlé
y′ = Ay +Bh. (1.2)
La célèbre condition de Kalman est donnée dans le théorème suivant.
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Théorème 1.1.1. Le système y′ = Ay +Bh est contrôlable au temps T si et seulement
si la condition suivante est vérifiée
Rang
(
B,AB, . . . , An−1B
)
= n. (1.3)
Remarque 1.1.2. Généralement, la matrice
K :=
(
B,AB, . . . , An−1B
) ∈ Rn×nm, (1.4)
est appelée matrice de Kalman.
Remarque 1.1.3. Il est remarquable que le fait d’être contrôlable au temps T ne dépende
pas de T mais seulement d’une condition algébrique sur les matrices A et B.
Remarque 1.1.4. Quand Rang(B) = n, alors la condition (1.3) est automatiquement
vérifiée et donc le système est contrôlable. Cela correspond au cas où il y a au moins
autant de contrôles que d’équations.
Nous allons donner deux preuves du Théorème 1.1.1. La première, qui ne démontrera
que le sens indirect, passe par une mise sous forme Brunovsky. Elle consiste à transformer
le système (1.2) en un système cascade où on voit apparaître les propriétés de contrôlabi-
lité du système. Nous revisiterons cette méthode en dimension infinie pour comprendre
les propriétés de contrôlabilité des systèmes paraboliques linéaires. La seconde est basée
sur une méthode de dualité : la « Hilbert Uniqueness Method » (ou méthode de dua-
lité Hilbertienne) due à Jacques-Louis Lions (voir [Lio88]). Cette dernière approche sera
également très féconde en dimension infinie.
Démonstration par la mise sous forme Brunovsky. On suppose que la condition de Kal-
man (1.3) est vérifiée. Le but est de montrer que le système y′ = Ay+Bh est contrôlable
au temps T . Pour simplifier, on va supposer que m = 1. Sans perte de généralité, par
réversibilité du système (1.1), on suppose également que yf = 0.
Par le théorème de Cayley-Hamilton, on sait que χA(A) = 0, où χA est le polynôme
caractéristique de A. On en déduit qu’il existe c0, . . . , cn−1 ∈ R tels que
An = c0In + c1A+ . . . cn−1An−1.
Par hypothèse, la matrice K ∈ Rn×n définie en (1.4) est inversible. On pose
Â :=

0 . . . . . . 0 c0
1 0 . . .
... c1
0
. . . . . .
... c2
...
. . . . . . 0
...
0 . . . 0 1 cn−1

et B̂ :=

1
0
...
0
 .
On vérifie qu’on a alors
AK = KÂ et B = KB̂, i.e. Â = K−1AK et B̂ = K−1B.
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Ainsi, en posant y = Kz, on a
z′ = Âz + B̂h. (1.5)
Ainsi, nous avons réussi à transformer le système (1.2) en le système (1.5) où la
matrice Â est une matrice compagnon et B̂ est le premier vecteur de la base canonique,
c’est-à-dire 
z′1 = c0zn + h
z′2 = z1 + c1zn
...
z′n = zn−1 + cn−1zn
Cette structure est généralement appelée système cascade. Le point important est que les
termes sous diagonaux de Â ne s’annulent pas et donc créent du couplage. Intuitivement,
h va contrôler la première composante z1 grâce à la première équation, qui elle-même va
contrôler z2 grâce à la seconde équation (et au terme de couplage z1), et ainsi de suite
jusqu’à zn−1 qui va contrôler zn au regard de la dernière équation.
Passons à la construction explicite du contrôle h :
— On définit z la solution libre du système (1.5) (c’est-à-dire avec z0 = K−1y0 et
h = 0).
— On se donne une fonction de troncature η ∈ C∞([0, T ]; [0, 1]) telle que η = 1 sur
[0, T/3] et η = 0 sur [2T/3, T ].
— On commence par choisir zn(t) := η(t)zn(t), puis en utilisant la dernière équation de
(1.5), on définit zn−1(t) := z′n(t)−cn−1zn(t) et ainsi de suite zi(t) := z′i+1(t)−cizn(t)
pour i entre n− 2 et 1.
— La première équation de (1.5) nous suggère alors de poser h(t) := z′1(t)− c0zn(t).
Ainsi, par construction, z est solution du système (1.5) avec le contrôle h précédemment
défini.
Il suffit alors de vérifier par récurrence descendante que pour tout k ∈ {1, . . . , n}, on
a
zk = zk sur [0, T/3] et zk = 0 sur [2T/3, T ].
Ce qui termine la preuve puisque z(0) = z(0) = K−1y0 et z(T ) = 0.
Démonstration par la « HUM ». On procède en deux étapes.
Etape 1 : Contrôlabilité⇔ Continuation unique⇔ Inégalité d’observabilité
Se donnant y0 ∈ Rn et h ∈ C([0, T ];Rm), par la formule de Duhamel, la solution de (1.2)
vaut
y(T ) = eTAy0 +
∫ T
0
e(T−s)ABh(s)ds.
Il est facile de voir que la contrôlabilité de (1.2) au temps T est équivalente à la surjectivité
de l’application linéaire
Φ : h ∈ C([0, T ];Rm) 7→
∫ T
0
e(T−s)ABh(s)ds ∈ Rn.
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Puisque Rn est de dimension finie et que C([0, T ];Rm) est dense dans L2(0, T ;Rm), il
est également facile de voir que la contrôlabilité de (1.2) au temps T est équivalente à la
surjectivité de la nouvelle application linéaire (toujours notée Φ pour simplifier)
Φ : h ∈ L2(0, T ;Rm) 7→
∫ T
0
e(T−s)ABh(s)ds ∈ Rn. (1.6)
Or, on a(
Im(Φ) = Rn
)
⇔
(
Ker(Φ∗) = {0}
)
(1.7)
⇔
(
∃C > 0, ∀ϕT ∈ Rn, ‖ϕT ‖Rn ≤ C ‖Φ∗ϕT ‖L2(0,T ;Rm)
)
. (1.8)
De plus, à partir de (1.6), un calcul simple nous donne
∀ϕT ∈ Rn, Φ∗ϕT = Btre(T−·)AtrϕT ∈ L2(0, T ;Rm).
On déduit alors que la contrôlabilité de (1.2) équivaut à démontrer le principe de conti-
nuation unique
∀ϕT ∈ Rn,
(
∀s ∈ [0, T ], Btre(T−s)AtrϕT = 0
)
⇒
(
ϕT = 0
)
. (1.9)
ou (toujours de manière équivalente) l’inégalité dite inégalité d’observabilité : il existe
C > 0 telle que
∀ϕT ∈ Rn, ‖ϕT ‖Rn ≤ C
(∫ T
0
∥∥∥Btre(T−s)AtrϕT∥∥∥2
Rm
ds
)1/2
. (1.10)
Etape 2 : Continuation unique ⇔ Condition de Kalman.
On notera ϕ(s) = e(T−s)AtrϕT dans la suite. Par analyticité, Btrϕ(s) est nul si et seule-
ment si toutes les dérivées de ϕ(s) sont nulles en s = T . En dérivant et en évaluant en
s = T , on trouve aisément que ceci est équivalent à pour tout k ≥ 0, Btr(Atr)kϕT = 0.
Par le théorème de Cayley-Hamilton, ceci est encore équivalent à(
Btr, BtrAtr, . . . , Btr(Atr)n−1
)
ϕT = 0. Ainsi, nous avons prouvé que
(1.9)⇔ Ker(K∗) = {0}
⇔ Rang(K) = n,
où K est la matrice de Kalman définie en (1.4).
On conclut la preuve en rassemblant l’étape 1 et l’étape 2.
Remarque 1.1.5. Dans la précédente preuve, les concepts de continuation unique et
d’inégalité d’observabilité sont équivalents comme le montre l’équivalence (1.7) et (1.8).
Ceci est un phénomène particulier de la dimension finie. Cela résulte de l’équivalence des
normes en dimension finie.
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1.2 Le cas des coefficients dépendant du temps
Dans cette partie, on suppose que A et B sont de classe C∞ sur [0, T ].
On définit par récurrence sur i, la suite Bi ∈ C∞([0, T ];Rn×m) de la manière suivante :
∀t ∈ [0, T ], B0(t) := B(t), Bi(t) := B′i−1(t)−A(t)Bi−1(t). (1.11)
Le résultat suivant est une condition de Kalman généralisée.
Théorème 1.2.1. On suppose que pour t ∈ [0, T ],
Rang
(
B0(t), B1(t), . . . , Bn−1(t)
)
= n. (1.12)
Alors, le système y′ = A(t)y +B(t)h est contrôlable au temps T .
Remarque 1.2.2. Quand A et B sont constants, on trouve que pour tout i, Bi =
(−1)iAiB où Bi est définie en (1.11). Ainsi, le Théorème 1.2.1 permet de retrouver la
condition suffisante de contrôlabilité du Théorème 1.1.1.
Remarque 1.2.3. La condition suffisante de contrôlabilité du Théorème 1.2.1 n’est pas
nécessaire (sauf si n = 1 ou les applications A et B sont analytiques sur [0, T ], voir
[Tré05, Théorème 2.3.2]), comme le montre l’exemple [Cor07a, Pages 11, 12].
Pour la preuve du Théorème 1.2.1, voir [Cor07a, Théorème 1.18].
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Chapitre 2
Systèmes différentiels non linéaires
Dans cette partie, nous allons considérer le système non linéaire contrôlé
y′ = f(y, h), (2.1)
où y ∈ Rn désigne l’état, h ∈ Rm désigne le contrôle. On suppose dans toute la suite que
f ∈ C∞(Rn × Rm;Rn). La contrôlabilité globale pour un système non linéaire est une
question difficile en toute généralité. C’est pourquoi, nous allons d’abord nous intéresser
à la contrôlabilité locale de (2.1) autour de points dit points d’équilibre. Nous formulons
certains critères qui assurent la contrôlabilité locale.
Nous commençons par deux définitions.
Définition 2.0.1. Un équilibre du système y′ = f(y, h) est un couple (ye, he) ∈ Rn×Rm
tel que
f(ye, he) = 0.
Définition 2.0.2. Soit (ye, he) ∈ Rn × Rn un équilibre du système de contrôle y′ =
f(y, h). Le système y′ = f(y, h) est dit localement contrôlable en temps petit à l’équilibre
(ye, he) si pour tout ε > 0, il existe η > 0 tel que pour tous y0, y1 ∈ Rn tels que
|y0 − ye|, |y1 − ye| ≤ η, il existe un contrôle h ∈ C([0, ε];Rm) tel que
∀t ∈ [0, ε], |h(t)− he| ≤ ε,(
y′ = f(y, h(t)), y(0) = y0)
)
et
(
y(ε) = y1
)
.
2.1 Le test sur le linéarisé
Dans cette partie, nous formulons le théorème principal : Théorème 2.1.5 qui se révèle
très utile en pratique pour tester la contrôlabilité locale du système non linéaire (2.1)
sur le linéarisé.
Nous introduisons plusieurs définitions.
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Définition 2.1.1. Une trajectoire du système de contrôle y′ = f(y, h) est la donnée d’un
couple (y, h) ∈ C1([0, T ];Rn)× C([0, T ];Rm) satisfaisant
∀t ∈ [0, T ], y′(t) = f(y(t), h(t)).
Définition 2.1.2. Soit (y, h) une trajectoire du système y′ = f(y, h). Le système de
contrôle y′ = f(y, h) est dit localement contrôlable le long de la trajectoire (y, h) si pour
tout ε > 0, il existe η > 0 tel que pour tout (a, b) ∈ Rn × Rn satisfaisant |a− y(0)| ≤ η
et |b− y(T )| ≤ η, il existe une autre trajectoire (y, h) vérifiant
∀t ∈ [0, T ], |h(t)− h(t)| ≤ ε,
y(0) = a, y(T ) = b.
Remarque 2.1.3. Pour un point d’équilibre (ye, he), on voit que la Définition 2.1.2
coïncide avec la Définition 2.0.2 pour T = ε et la trajectoire constante (ye, he).
Définition 2.1.4. On appelle système linéarisé le long de la trajectoire (y, h) le système
de contrôle linéaire suivant
y′ =
∂f
∂y
(y(t), h(t))y +
∂f
∂h
(y(t), h(t))h, t ∈ [0, T ].
Nous avons le théorème très utile suivant.
Théorème 2.1.5. Soit (y, h) une trajectoire de y′ = f(y, h). On suppose que le système
linéarisé le long de cette trajectoire est contrôlable au temps T (voir Définition 1.0.1).
Alors le système non linéaire y′ = f(y, h) est localement contrôlable le long de la trajec-
toire (y, h).
La preuve du Théorème 2.1.5 est basée sur un argument d’inversion locale appliqué
à l’application point-cible de classe C1
Φ : (a, h) ∈ Rn × C([0, T ];Rm) 7→ Φ(a, h) := (a, y(T )) ∈ Rn × Rn,
où y est la solution du problème de Cauchy y′ = f(y, h), y(0) = a. En effet, DΦ(y(0), h)
est l’application linéaire
(a, h) ∈ Rn × C([0, T ];Rm) 7→ (a, y(T )) ∈ Rn × Rn,
où y est la solution de y′ = ∂f∂y (y(t), h(t))y +
∂f
∂h(y(t), h(t))h, y(0) = a. Cette dernière
application étant surjective par hypothèse, on en déduit que Φ est localement surjective.
Pour les détails de la preuve, voir [Cor07a, Theorem 3.6].
On en déduit le corollaire suivant.
Corollaire 2.1.6. Soit (ye, he) un équilibre de y′ = f(y, h). On suppose que le système
linéarisé autour de cet équilibre est contrôlable alors le système non linéaire y′ = f(y, h)
est localement contrôlable en temps petit.
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La preuve du Corollaire 2.1.6 consiste à appliquer le Théorème 2.1.5 avec T = ε et la
trajectoire (ye, he).
Exemple 2.1.7. On considère le système non linéaire contrôlé suivant :{
y′1 = h
y′2 = y1 + y
3
1.
On voit aisément que ((0, 0), 0) est équilibre du système. Le linéarisé autour de cet équi-
libre est {
y′1 = h
y′2 = y1.
Par le Théorème 1.1.1, ce dernier système est contrôlable. En effet, on a
Rang(K) = Rang(I2) = 2.
On en déduit alors que le système non linéaire est localement contrôlable en temps petit
autour de l’équilibre ((0, 0), 0) par le Corollaire 2.1.6.
Exemple 2.1.8. Pour n ≥ 2 un entier, on considère le système non linéaire contrôlé
suivant : {
y′1 = h
y′2 = y
n
1 .
On voit aisément que ((0, 0), 0) est équilibre du système. Le linéarisé autour de cet équi-
libre est {
y′1 = h
y′2 = 0.
Ce dernier système n’est pas contrôlable. En effet, y2 est constant. On ne peut alors rien
en déduire a priori sur le système non linéaire.
Remarquons cependant que pour n pair, le système non linéaire n’est pas localement
contrôlable en temps petit autour de ((0, 0), 0) puisque la seconde équation nous donne
que y2 est croissante au cours du temps. Ainsi, partant de y2,0 > 0, on a nécessairement
en tout temps t > 0, y2(t) > 0.
La Section 2.2 permet de traiter le cas n impair.
2.2 La méthode du retour
On considère toujours le système de contrôle y′ = f(y, h) où y ∈ Rn désigne l’état et
h ∈ Rm le contrôle. On suppose que f est de classe C∞ et que
f(0, 0) = 0.
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Ainsi (0, 0) est un point d’équilibre de y′ = f(y, h).
Grâce au Corollaire 2.1.6, on a vu qu’un des moyens pratiques pour tester la contrôla-
bilité locale en temps petit autour de l’état d’équilibre (0, 0) est de tester la contrôlabilité
du linéarisé
y′ =
∂f
∂y
(0, 0)y +
∂f
∂h
(0, 0)h.
Cependant, dans le cas où ce linéarisé n’est pas contrôlable, on ne peut rien conclure a
priori.
L’idée de la méthode du retour issue de l’article [Cor92] est la suivante : au lieu de
linéariser autour de l’état d’équilibre (0, 0), on va linéariser autour d’une trajectoire qui
part de (0, 0) et qui retourne en (0, 0) et telle que le linéarisé le long de cette trajectoire
soit contrôlable.
Plus précisément, supposons que pour tout T > 0, tout ε > 0, il existe h ∈ C([0, T ];Rm)
tel que
∥∥h∥∥∞ ≤ ε, tel que la solution (maximale) associée y de y′(t) = f(y(t), h(t)),
y(0) = 0, vérifie :
— y(T ) = 0,
— le système linéarisé autour de (y, h) (voir Définition 2.1.4) est contrôlable sur [0, T ].
Alors, par le Théorème 2.1.5, il existe η > 0 tel que, pour tous y0, y1 ∈ Rn vérifiant
|y0|, |y1| ≤ η, il existe h ∈ C([0, T ];Rm) telle que |h(t)− h(t)| ≤ ε, t ∈ [0, T ], et telle que
la solution y du problème de Cauchy
y′ = f(y, h(t)), y(0) = y0,
satisfait y(T ) = y1.
Comme T > 0 et ε > 0 sont arbitraires, on en déduit que y′ = f(y, h) est localement
contrôlable en temps petit autour de l’état d’équilibre (0, 0).
Revenons à l’Exemple 2.1.8 avec n impair. Pour T > 0, on construit h ∈ C∞([0, T ];R)
différent de la fonction nulle tel que∫ T/2
0
h(t)dt = 0, h(T − t) = h(t), t ∈ [0, T ].
On introduit la solution (y1, y2) ∈ C∞([0, T ];R)2 du système
y1
′ = h
y2
′ = y1n,
(y1, y2)(0) = (0, 0).
On vérifie alors que
y1(T/2) = 0, ∀t ∈ [0, T ], y1(T − t) = −y1(t), y2(T − t) = y2(t).
En particulier, on a
y1(T ) = y2(T ) = 0.
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Figure 2.1 – Illustration de la méthode du retour
Le système linéarisé autour de (y, h) est
y′1 = h
y′2 = ny2
n−1(t)y1,
(y1, y2)(0) = (0, 0).
Et donc en posant
A(t) =
(
0 0
ny2
n−1(t) 0
)
, B(t) =
(
1
0
)
,
on voit facilement que le condition (1.12) est satisfaite si et seulement si
∃k ∈ N, d
ky2
dt
(t) 6= 0 où t ∈ [0, T ],
ce qui est assuré par le fait que h est différent de la fonction nulle. Par le Théorème 1.2.1,
on en déduit que le linéarisé est contrôlable et donc par la méthode du retour que le
système non linéaire est localement contrôlable à ((0, 0), 0) en temps petit.
Pour d’autres exemples d’applications de la méthode du retour, voir [Cor07a, Chapter
6].
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Deuxième partie
Contrôlabilité d’équations et de
systèmes paraboliques
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Dans cette partie, nous allons aborder la contrôlabilité des systèmes paraboliques
linéaires et non linéaires. Un grand nombre d’idées préalablement utilisées pour les sys-
tèmes différentiels sont revisitées dans le cadre de la dimension infinie.
Nous introduisons quelques notations qui sont utilisées dans toute la suite :
— T ∈ (0,+∞) est un temps,
— Ω ⊂ RN (N ≥ 1) est un ouvert borné connexe de classe C2 qui représente le
domaine spatial,
— ω est un ouvert non vide contenu dans Ω qui désigne l’ouvert de contrôle,
— QT := (0, T )× Ω est le cylindre parabolique,
— ΣT := (0, T )× ∂Ω est la frontière parabolique,
— qT := (0, T )× ω est le cylindre parabolique de contrôle.
Avant de commencer la lecture de cette partie, il peut être utile de lire l’Annexe A
qui énonce les principales propriétés des équations paraboliques dont nous allons nous
servir.
Figure 2.2 – L’ouvert Ω et le sous-ouvert ω
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Figure 2.3 – Le cylindre QT et le sous-cylindre qT
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Chapitre 3
L’équation de la chaleur
3.1 Le problème de la contrôlabilité à zéro
L’équation de la chaleur avec conditions de Dirichlet au bord de Ω et contrôle localisé
s’écrit comme suit : 
∂ty −∆y = h1ω dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω.
(Heat)
Remarque 3.1.1. Pour (t, x) ∈ QT , si y(t, x) représente une température à l’instant
t et au point x de notre domaine spatial Ω alors le terme h1ω peut être vu comme un
terme de chauffage ou de refroidissement localisé en espace.
On suppose que la donnée initiale y0 est dans L2(Ω) et on cherche à trouver un
contrôle h ∈ L2(qT ) qui amène l’état y(t, .) à une donnée cible au temps t = T , c’est-à-
dire on cherche à répondre à une question de contrôlabilité pour l’équation de la chaleur
au moyen d’un contrôle localisé en espace. En raison des effets régularisants de l’équation
de la chaleur (voir par exemple l’Annexe A.6 et le Corollaire A.6.5), il n’est pas possible
d’amener exactement les solutions de (Heat) à un état cible arbitraire dans L2(Ω) ou
Hm(Ω), à moins que nous soyons dans la situation triviale où ω = Ω. D’autre part, il
semble intéressant de se demander s’il est possible d’amener les solutions de (Heat) à un
état prescrit d’une trajectoire (en agissant seulement sur ω ⊂⊂ Ω). Cette discussion nous
amène à la définition suivante.
Définition 3.1.2. On dit que (Heat) est contrôlable à zéro au temps T si pour toute
donnée initiale y0 ∈ L2(Ω), il existe un contrôle h ∈ L2(qT ) telle que la solution y du
problème de Cauchy (Heat) satisfait
y(T, .) = 0 dans Ω.
Remarque 3.1.3. Par linéarité, il est facile de voir que la contrôlabilité à zéro est
équivalente à la contrôlabilité aux trajectoires, c’est-à-dire que pour toute donnée initiale
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y0 ∈ L2(Ω), pour toute trajectoire (y, h), i.e., vérifiant{
∂ty −∆y = h1ω dans QT ,
y = 0 sur ΣT ,
il existe un contrôle h ∈ L2(qT ) tel que y(T, .) = y(T, .).
On peut également seulement demander à la solution de se rapprocher de manière
arbitrairement proche d’un état prescrit : c’est la notion de contrôlabilité approchée.
Définition 3.1.4. On dit que (Heat) est approximativement contrôlable au temps T si
pour toute donnée initiale y0 ∈ L2(Ω), tout état cible yf ∈ L2(Ω), tout ε > 0, il existe
un contrôle h ∈ L2(qT ) tel que la solution y du problème de Cauchy (Heat) satisfait
‖y(T, .)− yf (.)‖L2(Ω) ≤ ε.
Remarque 3.1.5. On utilisera assez peu la Définition 3.1.4 dans la suite. Cependant, ce
concept nous servira à revisiter la notion de continuation unique déjà vue dans le cadre
de la dimension finie (voir preuve du Théorème 1.1.1).
3.2 L’équation de la chaleur est contrôlable à zéro en tout
temps
Le théorème suivant est le théorème central de la théorie de la contrôlabilité à zéro
des équations paraboliques.
Théorème 3.2.1. Pour tout temps T > 0, l’équation (Heat) est contrôlable à zéro au
temps T .
Remarque 3.2.2. Le Théorème 3.2.1 provient du caractère parabolique de l’équation
de la chaleur et plus précisément de la vitesse de propagation infinie de cette équation
(voir par exemple le principe du maximum fort énoncé en Proposition A.4.2 et la Re-
marque A.4.3). Une action via le contrôle h localisé sur ω va influer immédiatement
sur la solution y, et ce sur Ω tout entier. A titre de comparaison, le résultat du Théo-
rème 3.2.1 ne tient pas pour une équation de transport par exemple, qui est une équation
aux dérivées partielles à vitesse de propagation finie (voir [Cor07a, Chapter 2, Section
2.1]).
3.3 La « Hilbert Uniqueness Method »
L’objectif de cette partie est de montrer par un argument de dualité l’équivalence
entre le problème de contrôlabilité à zéro, qui est un problème de surjectivité et une
inégalité d’observabilité pour le système adjoint de (Heat). Nous adaptons en dimension
infinie l’argument de la seconde preuve du Théorème 1.1.1.
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On introduit le système adjoint de (Heat) : pour ϕT ∈ L2(Ω),
−∂tϕ−∆ϕ = 0 dans QT ,
ϕ = 0 sur ΣT ,
ϕ(T, .) = ϕT dans Ω.
(HeatAdj)
On dispose du résultat suivant dû à Jacques-Louis Lions (voir [Lio88]).
Théorème 3.3.1. L’équation (Heat) est contrôlable à zéro au temps T si et seulement
si il existe une constante C > 0 telle que
∀ϕT ∈ L2(Ω), ‖ϕ(0, .)‖L2(Ω) ≤ C
(∫ T
0
∫
ω
|ϕ(t, x)|2dtdx
)1/2
. (HeatObs)
Remarque 3.3.2. L’inégalité (HeatObs) est appelée inégalité d’observabilité. On dit
aussi qu’on observe ϕ au temps t = 0 par ϕ sur (0, T )× ω.
La démonstration du Théorème 3.3.1 repose sur un argument de dualité.
Démonstration. On introduit deux applications :
F1 : y0 ∈ L2(Ω) 7→ y(T, .) ∈ L2(Ω),
où y est la solution de (Heat) associée à (y0, h = 0), et
F2 : h ∈ L2(qT ) 7→ y(T, .) ∈ L2(Ω),
où y est la solution de (Heat) associée à (y0 = 0, h).
La remarque clef est la suivante :(
Contrôlabilité à zéro
)
⇔
(
Im(F1) ⊂ Im(F2)
)
. (3.1)
Or, par un argument de dualité (voir [Cor07a, Lemma 2.48]), on a :(
Im(F1) ⊂ Im(F2)
)
⇔ ∃C > 0, ∀ϕT ∈ L2(Ω), ‖F∗1 (ϕT )‖L2(Ω) ≤ C ‖F∗2 (ϕT )‖L2(qT ) . (3.2)
On calcule les adjoints de ces deux applications en utilisant l’égalité :
(y(T, .), ϕT )L2(Ω) − (y0, ϕ(0, .))L2(Ω) =
∫ T
0
∫
Ω
h(t, x)1ω(x)ϕ(t, x)dtdx.
On trouve ainsi
∀ϕT ∈ L2(Ω), F∗1 (ϕT ) = ϕ(0, .) and F∗2 (ϕT ) = ϕ1ω. (3.3)
En rassemblant (3.1), (3.2) et (3.3), on conclut la preuve du Théorème 3.3.1.
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Par la même preuve en remplaçant (3.1) par(
Contrôlabilité approchée
)
⇔
(
Im(F2) = L2(Ω)
)
⇔
(
Ker(F∗2 ) = {0}
)
, (3.4)
on peut également montrer le théorème suivant.
Théorème 3.3.3. L’équation (Heat) est approximativement contrôlable au temps T si
et seulement si
∀ϕT ∈ L2(Ω),
(
∀(t, x) ∈ (0, T )× ω, ϕ(t, x) = 0
)
⇒ (ϕT = 0). (UC)
Remarque 3.3.4. L’inégalité (HeatObs) est la quantification du principe de continua-
tion unique (UC). En effet, si ϕ = 0 sur (0, T )×ω, alors par (HeatObs), on a ϕ(0, .) = 0
sur Ω et par unicité rétrograde de l’équation de la chaleur (voir la Proposition A.5.1), on
a alors ϕT = 0.
Remarque 3.3.5. En dimension finie, nous avons vu que les concepts de continuation
unique et d’inégalité d’observabilité sont équivalents (voir Remarque 1.1.5). Dans ce
contexte, en utilisant (3.1) et (3.4), cela se traduirait par le fait qu’un sous-espace vectoriel
F d’un espace vectoriel de dimension finie E est dense si et seulement si F = E. Bien
entendu, ce n’est plus le cas en dimension infinie : pensez ici à F = Im(F2) et E = L2(Ω).
Corollaire 3.3.6. Pour tout T > 0, l’équation (Heat) est approximativement contrôlable
au temps T .
En effet, il est clair que (UC) est vérifiée puisqu’une solution ϕ de (HeatAdj) s’an-
nulant sur le cylindre qT est identiquement nulle sur le cylindre QT par analyticité (voir
Proposition A.5.2).
3.4 Preuve de l’inégalité d’observabilité : les inégalités de
Carleman
L’objectif de cette partie est de démontrer que l’inégalité (HeatObs) est vérifiée en
tout temps T > 0. Ainsi, par le Théorème 3.3.1, on aura démontré le Théorème 3.2.1.
Pour ce faire, nous allons dans un premier temps démontrer une inégalité de Carleman
L2 due à Andrei Fursikov et Oleg Imanuvilov.
3.4.1 Fonctions poids et estimations
On introduit une fonction poids dont les points critiques sont localisés à l’intérieur
de la zone de contrôle.
Lemme 3.4.1. Soit ω0 ⊂⊂ ω un ouvert non vide. Alors il existe η0 ∈ C2(Ω) tel que
η0 > 0 dans Ω, η0 = 0 sur ∂Ω, et |∇η0| > 0 dans Ω \ ω0.
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Ce lemme est dû à Fursikov-Imanuvilov (voir [FI96]), une preuve peut être trouvée
dans [Cor07a, Lemma 2.68].
Soit ω0 un ouvert non vide satisfaisant ω0 ⊂⊂ ω. On fixe η0 comme dans le Lemme 3.4.1
et on introduit
α(t, x) :=
e2λm‖η0‖∞ − eλ(m‖η0‖∞+η0(x))
t(T − t) , (3.5)
ξ(t, x) :=
eλ(m‖η0‖∞+η0(x))
t(T − t) , (3.6)
pour (t, x) ∈ QT , où λ ≥ 1 est un paramètre et m > 1.
Les estimations suivantes sont d’usage constant dans la suite.
Lemme 3.4.2. Il existe une constante C = C(Ω, ω) > 0 telle que pour tous T > 0,
λ ≥ 1, (t, x) ∈ QT ,
|∂iα| = | − ∂iξ| = | − λ∂iη0ξ| ≤ Cλξ,
|∆α| = | −∆ξ| = | − λ∆η0ξ − λ2|∇η0|2ξ| ≤ Cλ2ξ,
|∂tα| =
∣∣∣∣∣−(T − 2t)e2λm‖η
0‖
∞ − eλ(m‖η0‖∞+η0(x))
t2(T − t)2
∣∣∣∣∣ ≤ CTξ2,
|∂tξ| =
∣∣∣∣∣−(T − 2t)eλ(m‖η
0‖
∞
+η0(x))
t2(T − t)2
∣∣∣∣∣ ≤ CTξ2.
3.4.2 L’estimation de Carleman
Nous avons l’estimation L2 suivante.
Théorème 3.4.3. Il existe trois constantes λ1 = λ1(Ω, ω) ≥ 1, s1 = C(Ω, ω)(T + T 2) et
C1 = C1(Ω, ω) telles que pour tous λ ≥ λ1, s ≥ s1,
λ4
∫
QT
e−2sα(sξ)3|ϕ|2dtdx+ λ2
∫
QT
e−2sα(sξ)|∇ϕ|2dtdx
+
∫
QT
e−2sα(sξ)−1
(|∂tϕ|2 + |∆ϕ|2) dtdx (Carleman)
≤ C1
(∫
QT
e−2sα|∂tϕ+∆ϕ|2dtdx+ λ4
∫
(0,T )×ω
e−2sα(sξ)3|ϕ|2dtdx
)
,
où ϕ ∈ C2(QT ) avec ϕ = 0 sur ΣT .
Remarque 3.4.4. L’inégalité de Carleman du Théorème 3.4.3 est une estimation d’éner-
gie à poids (de type exponentiellement décroissant en t = 0 et t = T et de type exponen-
tielle d’exponentielle en espace).
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Remarque 3.4.5. Les paramètres λ et s jouent un double rôle. D’une part, ils sont
cruciaux dans la preuve du Théorème 3.4.3 pour absorber des termes. D’autre part,
lorsque nous considérerons non plus la simple équation de la chaleur mais une équation
parabolique plus générale, ils joueront également un rôle (toujours d’absorption) pour
montrer une inégalité de Carleman adaptée à cette équation (voir Section 3.5).
Remarque 3.4.6. L’inégalité (Carleman) est également vraie sous la forme suivante :
pour k ∈ N,
λ4
∫
QT
e−2sα(sξ)k|ϕ|2dtdx+ λ2
∫
QT
e−2sα(sξ)k−2|∇ϕ|2dtdx
+
∫
QT
e−2sα(sξ)k−4
(|∂tϕ|2 + |∆ϕ|2) dtdx (3.7)
≤ C1
(∫
QT
e−2sα(sξ)k−3|∂tϕ+∆ϕ|2dtdx+ λ4
∫
(0,T )×ω
e−2sα(sξ)k|ϕ|2dtdx
)
.
Nous utiliserons cette inégalité pour des systèmes paraboliques linéaires présentant des
couplages d’ordre deux. Pour la preuve de (3.7), on renvoie à [FI96].
3.4.3 Idée de la preuve de l’inégalité de Carleman
Nous présentons les grandes lignes de la démonstration du Théorème 3.4.3. Pour les
détails, voir [FCG06, Lemma 1.3]
Démonstration. La preuve suit plusieurs étapes.
Etape 1 : Calcul de l’opérateur conjugué et élévation au carré. Soit ψ =
e−sαϕ et g = e−sαf où on a noté f = ∂tϕ + ∆ϕ. On regarde l’équation parabolique
satisfaite par ψ et on obtient que
M1ψ +M2ψ = gs,λ, (3.8)
où on a défini
M1ψ = −2sλ2|∇η0|2ξψ − 2sλξ∇η0.∇ψ + ∂tψ, (3.9)
M2ψ = s
2λ2|∇η0|2ξ2ψ +∆ψ + sαtψ, (3.10)
et
gs,λ = g + sλ∆η
0ξψ − sλ2|∇η0|2ξψ. (3.11)
Pour simplifier les notations, on appelle (Miψ)j , (1 ≤ i ≤ 2, 1 ≤ j ≤ 3) le jème terme de
l’expression Miψ donnée en (3.9), (3.10).
Remarque 3.4.7. Si on oublie le premier terme de M1, on remarque que les opérateurs
M1 et M2 sont respectivement antisymétriques et symétriques. Cela joue un rôle crucial
dans la preuve. Il semblerait plus naturel à première vue de mettre le premier terme de
M1 dans le terme de droite de (3.8). Cependant, en le laissant à gauche, il nous aide à
créer un terme positif en |∇ψ|2 (voir le calcul du produit scalaire ((M1ψ)1, (M2ψ)2)L2(QT )
plus loin).
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On déduit de (3.8), en élevant au carré et en intégrant en temps-espace, que
‖M1ψ‖2L2(QT ) + ‖M2ψ‖
2
L2(QT )
+ 2
3∑
i,j=1
((M1ψ)i, (M2ψ)j)L2(QT ) = ‖gs,λ‖2L2(QT ) . (3.12)
Etape 2 : Estimation du double produit. La suite de la preuve consiste à montrer
qu’il existe C = C(Ω, ω) > 0 tel que pour tous λ ≥ s1, s ≥ s1 où λ1 et s1 sont comme
dans le Théorème 3.4.3, on a
2
3∑
i,j=1
((M1ψ)i, (M2ψ)j)L2(QT ) ≥ C
(∫
QT
|ψ|2 + |∇ψ|2
)
− C
(∫
(0,T )×ω0
|ψ|2 + |∇ψ|2
)
.
Par le Lemme 3.4.1, on a
c := min
x∈Ω\ω0
|∇η0(x)|2 > 0. (3.13)
Dans toute la suite de la preuve, C désigne une constante strictement positive dépen-
dant de Ω et ω et qui peut changer d’une ligne à l’autre.
Par intégration par parties en espace, en utilisant 2ψ∇ψ = ∇(ψ2), on trouve grâce
au Lemme 3.4.2 que
((M1ψ)2, (M2ψ)1) ≥ 3s3λ4
∫
QT
|∇η0|4ξ3|ψ|2 − Cs3λ3
∫
QT
ξ3|ψ|2.
Puis en utilisant (3.13), on a
s3λ4
∫
QT
|∇η0|4ξ3|ψ|2 ≥ cs3λ4
(∫
QT
ξ3|ψ|2 −
∫
(0,T )×ω0
ξ3|ψ|2
)
.
De plus, pour λ suffisamment grand : λ ≥ C, on a
C
∫
QT
ξ3|ψ|2 ≤ c
2
s3λ4
∫
QT
ξ3|ψ|2.
Ainsi, en rassemblant les trois dernières estimations, on a pour λ ≥ C,
((M1ψ)2, (M2ψ)1) ≥ Cs3λ4
(∫
QT
ξ3|ψ|2 −
∫
(0,T )×ω0
ξ3|ψ|2
)
.
D’autre part, on a également, par intégration par parties en espaces,
((M1ψ)1, (M2ψ)2) = sλ
2
∫
QT
|∇η0|2ξ|∇ψ|2 − Csλ3
∫
QT
ξ|∇ψ||ψ|.
Et donc, toujours par (3.13), on a
sλ2
∫
QT
|∇η0|2ξ|∇ψ|2 ≥ csλ2
(∫
QT
ξ|∇ψ|2 −
∫
(0,T )×ω0
ξ|ψ|2
)
.
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Puis, par l’inégalité de Young, on a
Csλ3
∫
QT
ξ|∇ψ||ψ| ≤ Cs2λ4
∫
QT
ξ2|ψ|2 + Cλ2
∫
QT
|∇ψ|2.
En rassemblant les quatre dernières estimations et en prenant s ≥ CT 2, on a alors
((M1ψ)2, (M2ψ)1) + ((M1ψ)1, (M2ψ)2)
≥ C
(∫
QT
s3λ4ξ3|ψ|2 + sλ2ξ|∇ψ|2 −
(∫
(0,T )×ω0
s3λ4ξ3|ψ|2 + sλ2ξ|∇ψ|2
))
.
Ainsi, en montrant que les autres termes du double produit sont négligeables au sens
où ils peuvent être absorbés par les termes globaux s3λ4
∫
QT
ξ3|ψ|2 ou sλ2 ∫QT ξ|∇ψ|2
pour λ ≥ λ1, s ≥ s1, on aboutit en utilisant (3.12) à
‖M1ψ‖2L2(QT ) + ‖M2ψ‖
2
L2(QT )
+ λ4
∫
QT
(sξ)3|ψ|2 + λ2
∫
QT
sξ|∇ψ|2
≤ C
(
‖g‖2L2(QT ) + s2λ4
∫
QT
ξ2ψ2 + λ4
∫
(0,T )×ω0
(sξ)3|ψ|2 + λ2
∫
(0,T )×ω0
sξ|∇ψ|2
)
Et donc en absorbant le second terme du membre de droite de la précédente inégalité,
on aboutit finalement à
‖M1ψ‖2L2(QT ) + ‖M2ψ‖
2
L2(QT )
+ λ4
∫
QT
(sξ)3|ψ|2 + λ2
∫
QT
sξ|∇ψ|2
≤ C
(
‖g‖2L2(QT ) + λ4
∫
(0,T )×ω0
(sξ)3|ψ|2 + λ2
∫
(0,T )×ω0
sξ|∇ψ|2
)
. (3.14)
Etape 3 : Rajout des termes en ∂t, ∆. On montre facilement à partir de (3.9),
(3.10) et (3.14) que∫
QT
(sξ)−1
(|∂tψ|2 + |∆ψ|2)+ λ4 ∫
QT
(sξ)3|ψ|2 + λ2
∫
QT
sξ|∇ψ|2
≤ C
(
‖g‖2L2(QT ) + λ4
∫
(0,T )×ω0
(sξ)3|ψ|2 + λ2
∫
(0,T )×ω0
sξ|∇ψ|2
)
. (3.15)
Etape 4 : Élimination du terme local en ∇. Par un argument de troncature et
une intégration par parties en espace appliquée au dernier terme du membre de droite
de (3.15), on aboutit à∫
QT
(sξ)−1
(|∂tψ|2 + |∆ψ|2)+ λ4 ∫
QT
(sξ)3|ψ|2 + λ2
∫
QT
sξ|∇ψ|2
≤ C
(
‖g‖2L2(QT ) + λ4
∫
0,T )×ω
(sξ)3|ψ|2
)
. (3.16)
Etape 5 : Retour à la variable ϕ. On réécrit (3.16) à l’aide de la variable ϕ et on
en déduit (Carleman).
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3.4.4 De l’inégalité de Carleman à l’inégalité d’observabilité
Nous montrons comment passer du Théorème 3.4.3 à (HeatObs).
Démonstration. Soit ϕT ∈ L2(Ω) et ϕ la solution de (HeatAdj) associée. En utilisant que
C∞c (Ω)
L2(Ω)
= L2(Ω), on montre aisément par un argument de densité que (Carleman)
est vérifiée pour ϕ.
On fixe λ = λ1 et s = s1 dans (Carleman) pour obtenir∫
QT
t−3(T − t)−3e−2sα|ϕ|2dxdt ≤ C1
∫
(0,T )×ω
t−3(T − t)−3e−2sα|ϕ|2dxdt. (3.17)
Premièrement, on remarque que sur (T/4, 3T/4)× Ω,
t−3(T − t)−3e−2sα ≥ C
T 6
exp
(
−C(Ω, ω)
(
T + T 2
)
T 2
)
≥ C
T 6
e−C(Ω,ω)(1+
1
T ).
(3.18)
Deuxièmement, en utilisant que x3e−Mx ≤ C/M3 pour x,M ≥ 0 avec x = t−1(T − t)−1
et M = C(Ω, ω)
(
T + T 2
)
, on remarque que sur (0, T )× ω,
t−3(T − t)−3e−2sα
≤ t−3(T − t)−3 exp (−C(Ω, ω) (T + T 2) t−1(T − t)−1)
≤ C
(C(Ω, ω) (T + T 2))3
≤ C(Ω, ω)
T 6
.
(3.19)
Ainsi, on déduit de (3.17), (3.18) et (3.19) que∫
(T/4,3T/4)×Ω
|ϕ|2dxdt ≤ eC(Ω,ω)(1+ 1T )
∫
(0,T )×ω
|ϕ|2dxdt. (3.20)
D’autre part, par dissipation en temps de la norme L2 (voir Proposition A.1.5), on a
‖ϕ(0, .)‖L2(Ω) ≤
2
T
∫ 3T/4
T/4
‖ϕ(t, .)‖L2(Ω) dt. (3.21)
En rassemblant (3.20) et (3.21), on déduit
‖ϕ(0, .)‖L2(Ω) ≤ eC(Ω,ω)(1+
1
T )
(∫
(0,T )×ω
|ϕ|2dxdt
)1/2
,
ce qui conclut la preuve de (HeatObs).
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3.5 Équations paraboliques linéaires
Le but de cette partie est de généraliser le Théorème 3.2.1 à des opérateurs parabo-
liques plus généraux.
On s’intéresse à présent à une équation parabolique linéaire de la forme
∂ty −∆y −∇.(B(t, x)y) + a(t, x)y = h1ω dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω,
(3.22)
où y0 ∈ L2(Ω), a ∈ L∞(QT ) et B ∈ L∞(QT )N .
On dispose du théorème suivant.
Théorème 3.5.1. Pour tout temps T > 0, l’équation (3.22) est contrôlable à zéro au
temps T .
La preuve du Théorème 3.5.1 repose également sur l’obtention d’une inégalité d’ob-
servabilité (HeatObs) mais cette fois-ci pour ϕ solution de
−∂tϕ−∆ϕ−B(t, x).∇ϕ+ a(t, x)ϕ = 0 dans QT ,
ϕ = 0 sur ΣT ,
ϕ(T, .) = ϕT dans Ω.
(3.23)
Démonstration. En appliquant (Carleman) à ϕ, on trouve pour λ ≥ λ1, s ≥ s1,
λ4
∫
QT
e−2sα(sξ)3|ϕ|2dtdx+ λ2
∫
QT
e−2sα(sξ)|∇ϕ|2dtdx
≤ C
(∫
QT
e−2sα
(|aϕ|2 + |B∇ϕ|2) dtdx+ λ4 ∫
(0,T )×ω
e−2sα(sξ)3|ϕ|2dtdx
)
.
Fixons λ = λ1, alors pour s ≥ C(Ω, ω)T 2
(
‖a‖2/3∞ + ‖B‖2∞
)
, on obtient
C
∫
QT
e−2sα
(|aϕ|2 + |B∇ϕ|2) ≤ 1
2
λ4
∫
QT
e−2sα(sξ)3|ϕ|2 + 1
2
λ2
∫
QT
e−2sα(sξ)|∇ϕ|2.
D’où, par absorption (et en oubliant ensuite le terme positif à gauche en ∇), on obtient
λ4
∫
QT
e−2sα(sξ)3|ϕ|2dtdx ≤ Cλ4
∫
(0,T )×ω
e−2sα(sξ)3|ϕ|2dtdx.
En procédant comme dans la preuve précédente : voir (3.17), (3.18) et (3.19), on aboutit
donc à ∫
(T/4,3T/4)×Ω
|ϕ|2dxdt ≤ eC(Ω,ω)(1+ 1T +‖a‖2/3∞ +‖B‖2∞)
∫
(0,T )×ω
|ϕ|2dxdt.
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Par estimation de dissipation L2 (voir Proposition A.1.5 et Remarque A.1.6), on a éga-
lement
‖ϕ(0, .)‖2L2(Ω) ≤ exp
(
CT
(
‖a‖∞ + ‖B‖2∞
))
‖ϕ(t, .)‖2L2(Ω) .
D’où
‖ϕ(0, .)‖2L2(Ω) ≤ eC(Ω,ω)(1+
1
T
+‖a‖2/3∞ +T‖a‖∞+(1+T )‖B‖2∞)
∫
(0,T )×ω
|ϕ|2dxdt,
ce qui conclut la preuve de l’inégalité d’observabilité donc du Théorème 3.5.1.
Remarque 3.5.2. On tire en fait de la précédente preuve les inégalités d’observabilité
suivantes :
‖ϕ(0, .)‖2L2(Ω) ≤ C(Ω, ω, T, a,B)
∫
(0,T )×ω
|ϕ|2dxdt, (3.24)
‖ϕ(0, .)‖2L2(Ω) ≤ C(Ω, ω, T, a,B)
∫
(0,T )×ω
e−2sα(sξ)3|ϕ|2dxdt, (3.25)∫
QT
e−2sα(sξ)3|ϕ|2dtdx ≤ C(Ω, ω, T, a,B)
∫
(0,T )×ω
e−2sα(sξ)3|ϕ|2dxdt, (3.26)
où
C(Ω, ω, T, a,B) = exp
(
C(Ω, ω)
(
1 +
1
T
+ ‖a‖2/3∞ + T ‖a‖∞ + (1 + T ) ‖B‖2∞
))
.
3.6 Commentaires bibliographiques
La contrôlabilité à zéro de l’équation de la chaleur en tout temps, i.e. le Théorème 3.2.1
a été démontré par Gilles Lebeau et Luc Robbiano (voir [LR95]) et de manière indépen-
dante par Andrei Fursikov et Oleg Imanuvilov (voir [FI96]).
Ici, nous avons suivi l’approche de Fursikov et Imanuvilov qui consiste à établir des
inégalités de Carleman paraboliques. Pour cela, nous nous sommes inspirés de la présen-
tation de [FCG06].
L’approche de Lebeau et Robbiano consiste, quant à elle, à démontrer des inégalités
de Carleman elliptiques. A partir de celles-ci, on peut en déduire une inégalité spectrale
donc un résultat de contrôle basse fréquence. Une méthode communément appelée au-
jourd’hui méthode de Lebeau-Robbiano permet alors de passer de ce résultat de contrôle
basse fréquence au Théorème 3.2.1. On pourra consulter avec profit [LRL12] pour les
détails mais aussi [Mil10] et [BPS18] pour des généralisations.
Avant les travaux de Lebeau, Robbiano et Fursikov, Imanuvilov, le Théorème 3.2.1
avait été démontré dans le cas de la dimension un d’espace par la méthode des moments
par Hector Fattorini et David Russell (voir [FR71], [TT07]). Le cas unidimensionnel a
d’ailleurs été redémontré récemment par une approche de backstepping par Jean-Michel
Coron et Hoai-Minh Nguyen (voir [CN17]) ou par une approche de type Carleman par
Jérémy Dardé et Sylvain Ervedoza (voir [DE19, Section 4.4]).
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Le cas multidimensionnel avec une condition de contrôle géométrique dite « GCC »
peut être retrouvé à partir d’un résultat de contrôlabilité pour l’équation des ondes (voir
[BLR92]) et de la méthode de transmutation (voir [Mil06], [EZ11b]). Pour un résultat de
contrôlabilité sans « GCC » de l’équation de la chaleur à partir de l’équation des ondes,
voir [EZ11a].
On peut également démontrer que la contrôlabilité à zéro de l’équation de la chaleur
(Heat) a lieu en tout temps T > 0 et pour tout ensemble mesurable de contrôle ω de
mesure de Lebesgue non nulle, contenu dans Ω (voir [AEWZ14] et les références dedans).
Le Théorème 3.5.1 est attribué à Andrei Fursikov et Oleg Imanuvilov (voir [FI96]). Les
estimations d’observabilité quantifiées de la Remarque 3.5.2 sont dues à Anna Doubova,
Enrique Fernández-Cara, Manuel Gonzalez Burgos et Enrique Zuazua (voir [FCZ00] et
[DFCGBZ02]).
Il est également démontré dans [VZ08] et [Erv08] des résultats de contrôlabilité à zéro
pour l’équation de la chaleur avec potentiel singulier.
Dans le cas unidimensionnel, mais pour des opérateurs paraboliques à coefficients peu
réguliers, mentionnons les travaux [LR07], [BDLR07] et [AE08].
Concernant la contrôlabilité à zéro de la chaleur avec termes non locaux, le lecteur
pourra consulter par exemple [FCLZ16] et [CSZZ17].
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Chapitre 4
Les systèmes paraboliques linéaires :
à la recherche du couplage
Les systèmes que nous allons étudier dans la suite prennent la forme suivante :
∂tU −D∆U = A(t, x)U +BH1ω dans QT ,
U = 0 sur ΣT ,
U(0, .) = U0 dans Ω,
(4.1)
oùD ∈ Rn×n est diagonalisable à valeurs propres strictement positives, A ∈ L∞(QT ;Rn×n)
et B ∈ Rn×m. Dans (4.1), l’état U est à valeurs dans Rn et le contrôle H est à valeurs
dans Rm. Le système adjoint de (4.1) est le système
−∂tϕ−Dtr∆ϕ = A(t, x)trϕ dans QT ,
ϕ = 0 sur ΣT ,
ϕ(T, .) = ϕT dans Ω.
(4.2)
Par la « HUM », on a le résultat suivant.
Théorème 4.0.1. Le système (4.1) est contrôlable à zéro au temps T si et seulement si
il existe une constante C > 0 telle que
∀ϕT ∈ L2(Ω)n, ‖ϕ(0, .)‖L2(Ω)n ≤ C
(∫ T
0
∫
ω
|Btrϕ(t, x)|2dtdx
)1/2
. (4.3)
4.1 Couplages d’ordre zéro : cas des systèmes 2× 2
Afin d’illustrer les principaux rouages de la machinerie dans le cadre des systèmes
linéaires paraboliques contrôlés, nous allons nous concentrer dans un premier temps sur
des systèmes 2 × 2, i.e. n = 2. On supposera également que D = I2. On s’intéresse
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principalement aux cas où B = I2, c’est-à-dire au système
∂tu1 −∆u1 = a11u1 + a12u2 + h11ω dans QT ,
∂tu2 −∆u2 = a21u1 + a22u2 + h21ω dans QT ,
u1 = u2 = 0 sur ΣT ,
(u1, u2)(0, .) = (u1,0, u2,0) dans Ω,
(4.4)
et au cas où B = (1, 0)tr, c’est-à-dire au système
∂tu1 −∆u1 = a11u1 + a12u2 + h11ω dans QT ,
∂tu2 −∆u2 = a21u1 + a22u2 dans QT ,
u1 = u2 = 0 sur ΣT ,
(u1, u2)(0, .) = (u1,0, u2,0) dans Ω.
(4.5)
Le système adjoint s’écrit alors
−∂tϕ1 −∆ϕ1 = a11ϕ1 + a21ϕ2 dans QT ,
−∂tϕ2 −∆ϕ2 = a12ϕ1 + a22ϕ2 dans QT ,
ϕ1 = ϕ2 = 0 sur ΣT ,
(ϕ1, ϕ2)(T, .) = (ϕ1,T , ϕ2,T ) dans Ω.
(4.6)
4.1.1 Autant de contrôles que d’équations
Théorème 4.1.1. Le système (4.4) est contrôlable à zéro au temps T .
Démonstration. Par le Théorème 4.0.1, il suffit de démontrer (4.3). On applique l’inégalité
(Carleman) à chacune des équations du système adjoint (4.6). On trouve :
λ4
∫
QT
e−2sα(sξ)3|ϕ1|2dtdx+ λ4
∫
QT
e−2sα(sξ)3|ϕ2|2dtdx
≤ C
 2∑
i,j=1
∫
QT
e−2sα|aij(t, x)ϕj |2dtdx+ λ4
∫
qT
e−2sα(sξ)3|ϕj |2dtdx
 .
Par absorption, en prenant s suffisamment grand, on aboutit à
λ4
∫
QT
e−2sα(sξ)3|ϕ|2dtdx ≤ Cλ4
∫
qT
e−2sα(sξ)3|ϕ|2dtdx,
et donc à (4.3) en utilisant des arguments similaires à ceux précédemment employés dans
la Section 3.4.4.
4.1.2 Un seul contrôle : contrôle indirect
On a le théorème suivant dû à Luz de Teresa (voir [dT00]).
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Théorème 4.1.2. On fait l’hypothèse suivante
∃ t1 < t2 ∈ (0, T ), ω0 ⊂⊂ ω, ε > 0, ∀(t, x) ∈ (t1, t2)× ω0, a21(t, x) ≥ ε. (4.7)
Alors, le système (4.5) est contrôlable à zéro au temps T .
Remarque 4.1.3. La philosophie derrière ce théorème est que pour contrôler un sys-
tème de deux équations avec un seul contrôle, il va falloir un bon terme de couplage.
Heuristiquement, h1 contrôle u1 grâce la première équation et u1 contrôle de manière
indirecte u2 grâce au terme de couplage a21u1.
Remarque 4.1.4. Le Théorème 4.1.2 reste vrai si a21 ≤ −ε sur (t1, t2)× ω0.
Démonstration. Par le Théorème 4.0.1, il suffit de démontrer (4.3). On procède comme
précédemment : on applique l’inégalité (Carleman) en remplaçant ω ← ω0 à chacune des
deux équations de (4.6) et on absorbe pour aboutir à
2∑
i=1
(∫
QT
e−2sα(sξ)3|ϕi|2dtdx+
∫
QT
e−2sα(sξ)|∇ϕi|2dtdx
+
∫
QT
e−2sα(sξ)−1
(|∂tϕi|2 + |∆ϕi|2) dtdx)
≤ C
(∫
(0,T )×ω0
e−2sα(sξ)3|ϕ1|2dtdx+
∫
(0,T )×ω0
e−2sα(sξ)3|ϕ2|2dtdx
)
. (4.8)
Afin d’obtenir l’inégalité d’observabilité désirée, il nous faut nous débarrasser du second
terme du membre de droite de la précédente inégalité. Pour cela, nous allons utiliser
(4.7). On se donne une fonction de troncature en espace χ telle que χ = 1 sur ω0 et
supp(χ) ⊂ ω. On multiplie alors la première équation de (4.2) par χe−2sα(sξ)3ϕ2 et on
intègre sur (0, T )× Ω, on trouve∫
(0,T )×ω0
e−2sα(sξ)3|ϕ2|2 ≤ C
ε
∫
QT
χe−2sα(sξ)3ϕ2 (−∂tϕ1 −∆ϕ1 − a11ϕ1) . (4.9)
Par intégration par parties en temps, on a∫
QT
χe−2sα(sξ)3ϕ2∂tϕ1 =
∫
QT
χ
(
∂t(e
−2sα(sξ)3)ϕ2 + e−2sα(sξ)3∂tϕ2
)
ϕ1.
En utilisant ∂t(e−2sα(sξ)3) ≤ Ce−2sα(sξ)5 grâce au Lemme 3.4.2, on déduit que par
l’inégalité de Young, pour tout δ > 0,∫
QT
χ∂t(e
−2sα(sξ)3)ϕ2 ≤ δ
∫
QT
e−2sα(sξ)3|ϕ2|2 + Cδ
∫
(0,T )×ω
e−2sα(sξ)7|ϕ1|2.
De plus, on a∫
QT
χe−2sα(sξ)3(∂tϕ2)ϕ1 ≤ δ
∫
QT
e−2sα(sξ)−1|∂tϕ2|2 + Cδ
∫
(0,T )×ω
e−2sα(sξ)7|ϕ1|2.
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D’où∫
QT
χe−2sα(sξ)3ϕ2∂tϕ1
≤ δ
∫
QT
e−2sα
(
(sξ)3|ϕ2|2 + (sξ)−1|∂tϕ2|2
)
+ Cδ
∫
(0,T )×ω
e−2sα(sξ)7|ϕ1|2. (4.10)
Par intégrations par parties en espace, en utilisant à nouveau le Lemme 3.4.2, on montre
que ∫
QT
χe−2sα(sξ)3ϕ2∆ϕ1
≤ δ
∫
QT
e−2sα
(
(sξ)3|ϕ2|2 + (sξ)|∇ϕ2|2 + (sξ)−1|∆ϕ2|2
)
+ Cδ
∫
qT
e−2sα(sξ)7|ϕ1|2. (4.11)
Puis, on a aussi∫
QT
χe−2sα(sξ)3ϕ2a11ϕ1 ≤ δ
∫
QT
e−2sα(sξ)3|ϕ2|2 + Cδ
∫
qT
e−2sα(sξ)3|ϕ1|2. (4.12)
En rassemblant (4.8), (4.9), (4.10), (4.11) et (4.12) et en prenant δ suffisamment petit
(pour absorber), on aboutit à (oubliant les termes positifs à gauche en ∇, ∂t, ∆)∫
QT
e−2sα(sξ)3|ϕ|2 ≤ C
∫
(0,T )×ω
e−2sα(sξ)7|ϕ1|2,
d’où (4.3).
On déduit du Théorème 4.1.2 le résultat suivant.
Corollaire 4.1.5. On suppose que A est constant en temps et en espace dans (4.5).
Alors, le système (4.1) est contrôlable à zéro au temps T si et seulement si a21 6= 0.
Démonstration. Si a21 6= 0 alors le résultat découle immédiatement du Théorème 4.1.2.
Réciproquement, si a21 = 0, alors la seconde équation de (4.1) est
∂tu2 −∆u2 = a22u2,
qui est découplée de u1. Ainsi, le système (4.1) n’est pas contrôlable à zéro.
4.2 Un exemple important : le cas des systèmes cascades
Nous avons le résultat suivant dû à Manuel Gonzalez-Burgos et Luz de Teresa qui est
une généralisation du Théorème 4.1.2 (voir [GBdT10]).
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Théorème 4.2.1. On suppose que D = In et B = (1, 0, . . . , 0)tr. On suppose également
qu’il existe (t1, t2) ⊂ (0, T ), ω0 ⊂⊂ ω et ε > 0 tels que
∀1 ≤ i, j ≤ n, ai,j = 0 pour i < j − 1, ∀(t, x) ∈ (t1, t2)× ω0, ai+1,i(t, x) ≥ ε. (4.13)
Alors le système (4.1) est contrôlable à zéro.
La preuve du Théorème 4.2.1 utilise sensiblement les mêmes arguments que la preuve
du Théorème 4.1.2.
Remarque 4.2.2. La philosophie à retenir derrière le Théorème 4.2.1 est la suivante.
A l’aide du contrôle h1 présent dans la première équation, on contrôle u1. Puis le terme
de couplage a21u1 présent dans la seconde équation permet le contrôle indirect de u2,
et ainsi de suite jusqu’au terme de couplage an,n−1un−1 qui permet le contrôle indirect
de un. D’où l’appellation de système cascade comme dans la preuve par l’approche de
Brunovsky du Théorème 1.1.1.
Remarque 4.2.3. Le résultat du Théorème 4.2.1 reste vrai si on remplace
(
ai+1,i ≥ ε
)
par
(
ai+1,i ≥ ε ou ai+1,i ≤ −ε
)
sur (t1, t2)× ω0.
4.3 Le retour de la condition de Kalman
Introduisons (λk)k≥0 la suite de valeurs propres strictement positives de l’opérateur
(−∆, H2 ∩ H10 (Ω)) et (ek)k≥0 la suite de fonctions propres associées. On a alors le ré-
sultat suivant de type condition de Kalman pour le système (4.1) démontré par Farid
Ammar-Khodja, Assia Benabdallah, Cédric Dupaix et Manuel Gonzalez-Burgos (voir
[AKBDGB09a]).
Théorème 4.3.1. On suppose que D, A et B ne dépendent pas du temps ni de l’espace.
Alors, le système (4.1) est contrôlable à zéro au temps T si et seulement si la condition
de Kalman suivante est vérifiée :
∀k ≥ 0, Rang
(
B, (−λkD +A)B, . . . , (−λkD +A)n−1B
)
= n. (4.14)
Remarque 4.3.2. Quand D = dIn avec d > 0, alors (4.14) devient exactement la
condition de Kalman (1.3).
On prouve seulement le sens direct du Théorème 4.3.1. Une idée de preuve du sens
indirect se trouve dans [AKBGBdT11, Section 5.2] : elle repose sur une inégalité de
Carleman.
Démonstration. Par la « HUM », si le système (4.1) est contrôlable à zéro au temps T
alors l’inégalité d’observabilité (4.3) est satisfaite.
Soit k ≥ 0. En appliquant (4.3) à ϕT = vek où v ∈ Rn est arbitraire, on obtient que
le système différentiel y′ = (−λkD +A)z +Bh est contrôlable au temps T . D’où, par la
condition de Kalman du Théorème 1.1.1, on en déduit la condition nécessaire (4.14).
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4.4 Couplages d’ordre deux : cas des systèmes 2× 2
Dans cette partie, nous allons nous intéresser à un système parabolique 2 × 2 avec
des couplages par des opérateurs différentiels d’ordre 2. On considère
∂tu1 −∆u1 = u2θ1 + h11ω dans QT ,
∂tu2 −∆u2 = ∆(u1θ2) dans QT ,
u1 = u2 = 0 sur ΣT ,
(u1, u2)(0, .) = (u1,0, u2,0) dans Ω,
(4.15)
où θ1, θ2 ∈ C∞(Ω). On dispose du résultat suivant dû à Sergio Guerrero (voir [Gue07]).
Théorème 4.4.1. On suppose que θ2 n’est pas identiquement nulle sur ω. Alors le sys-
tème (4.15) est contrôlable au temps T .
Démonstration. Par hypothèse et sans perte de généralité, on sait qu’il existe ω0 ⊂⊂ ω
et ε > 0 tel que
θ2 ≥ ε sur ω0.
Par la « HUM », il suffit de démontrer l’inégalité d’observabilité
∀ϕT ∈ L2(Ω)2, ‖ϕ(0, .)‖L2(Ω)2 ≤ C
(∫ T
0
∫
ω
|ϕ1(t, x)|2dtdx
)1/2
,
où ϕ est solution de 
−∂tϕ1 −∆ϕ1 = θ2∆ϕ2 dans QT ,
−∂tϕ2 −∆ϕ2 = θ1ϕ1 dans QT ,
ϕ1 = ϕ2 = 0 sur ΣT ,
(ϕ1, ϕ2)(T, .) = (ϕ1,T , ϕ2,T ) dans Ω.
(4.16)
On peut supposer que ϕT ∈ L2(Ω)2 et ainsi ϕ est régulière. En particulier, on peut
montrer que ϕ2 est solution de{ −∂t∆ϕ2 −∆∆ϕ2 = −∆(θ1ϕ1) dans QT ,
∆ϕ2 = 0 sur ΣT .
(4.17)
On applique l’inégalité (Carleman) à ∆ϕ2 en remplaçant ω ← ω0, et on trouve
λ4
∫
QT
e−2sα(sξ)3|∆ϕ2|2dtdx+ λ2
∫
QT
e−2sα(sξ)|∇∆ϕ2|2dtdx
+
∫
QT
e−2sα(sξ)−1
(|∂t∆ϕ2|2 + |∆∆ϕ2|2) dtdx
≤ C
(∫
QT
e−2sα(|ϕ1|2 + |∇ϕ1|2 + |∆ϕ1|2) + λ4
∫
(0,T )×ω0
e−2sα(sξ)3|∆ϕ2|2
)
.
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En appliquant alors l’inégalité de Carleman modifiée (3.7) avec k = 4 à ϕ1 (en multipliant
par λ), on obtient
∫
QT
e−2sα
(
λ5(sξ)4|ϕ1|2 + λ3(sξ)2|∇ϕ1|2 + λ|∆ϕ1|2
)
≤ C
(
λ
∫
QT
e−2sαsξ|∆ϕ2|2 + λ5
∫
(0,T )×ω0
e−2sα(sξ)4|ϕ1|2
)
.
On somme alors les deux précédentes inégalités, et on absorbe les termes globaux à droite
en prenant λ, s suffisamment grand pour obtenir :
∫
QT
e−2sα
(
(sξ)4|ϕ1|2 + (sξ)2|∇ϕ1|2 + |∆ϕ1|2
)
+
∫
QT
e−2sα(sξ)3|∆ϕ2|2 +
∫
QT
e−2sα(sξ)|∇∆ϕ2|2
+
∫
QT
e−2sα(sξ)−1
(|∂t∆ϕ2|2 + |∆∆ϕ2|2)
≤ C
(∫
(0,T )×ω0
e−2sα(sξ)4|ϕ1|2 +
∫
(0,T )×ω0
e−2sα(sξ)3|∆ϕ2|2
)
. (4.18)
Il faut à présent se débarrasser de
∫
(0,T )×ω0 e
−2sα(sξ)3|∆ϕ2|2. Pour ce faire, on introduit
une fonction de troncature χ localisée sur ω telle que χ = 1 sur ω0. On multiplie alors
la première équation de (4.16) par χe−2sα(sξ)3∆ϕ2 et on intègre sur (0, T ) × Ω. En
effectuant des intégrations par parties et en invoquant des arguments similaires à la
preuve du Théorème 4.1.2, on aboutit à : pour tout δ > 0,
∫
(0,T )×ω0
e−2sα(sξ)3|∆ϕ2|2
≤ δ
(∫
QT
e−2sα(sξ)3|∆ϕ2|2dtdx+
∫
QT
e−2sα(sξ)|∇∆ϕ2|2dtdx
+
∫
QT
e−2sα(sξ)−1
(|∂t∆ϕ2|2 + |∆∆ϕ2|2) dtdx)
+ Cδ
∫
qT
e−2sα(sξ)k
′ |ϕ1|2, k′ ∈ N,
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et donc (par absorption) en utilisant (4.18), on aboutit à∫
QT
e−2sα
(
(sξ)4|ϕ1|2 + (sξ)2|∇ϕ1|2 + |∆ϕ1|2
)
+
∫
QT
e−2sα(sξ)3|∆ϕ2|2 +
∫
QT
e−2sα(sξ)|∇∆ϕ2|2
+
∫
QT
e−2sα(sξ)−1
(|∂t∆ϕ2|2 + |∆∆ϕ2|2)
≤ C
∫
qT
e−2sα(sξ)k
′ |ϕ1|2.
On déduit alors de la précédente estimation l’inégalité d’observabilité désirée en utilisant
notamment l’inégalité de Poincaré pour récupérer une estimation à gauche de ϕ2 à partir
de ∆ϕ2.
Remarque 4.4.2. Pour tirer profit d’un couplage d’ordre deux dans le Théorème 4.4.1,
nous avons appliqué l’inégalité (Carleman) à l’équation satisfaite par ∆ϕ2. Cela nous a
coûté notamment le terme global
∫
QT
e−2sα|∆ϕ1|2. Ainsi, pour absorber ce terme, il a fallu
employer une inégalité de Carleman modifiée (avec un exposant plus élevé) à l’équation
satisfaite par ϕ1. On retiendra la chose suivante : pour tirer profit d’un couplage d’ordre
deux, cela nous coûte un exposant dans l’inégalité de Carleman à employer.
4.5 Commentaires bibliographiques
La condition suffisante (4.7) du Théorème 4.1.2 n’est pas une condition nécessaire
de contrôlabilité à zéro pour un système de deux équations avec un seul contrôle (voir
[ABL11] ou [AKBGBdT11, Section 7.2.4]).
Pour des matrices dépendant du temps, le Théorème 4.3.1 se généralise en une condi-
tion de Kalman suffisante de contrôlabilité similaire à celle établie en dimension finie
dans le Théorème 1.2.1 (voir [AKBDGB09b] ou [AKBGBdT11, Section 5.1]).
On peut également mentionner qu’une autre stratégie pour démontrer un résultat de
contrôle pour un système parabolique avec moins de contrôles que d’équations consiste à
utiliser la méthode de contrôle fictif. Cela a permis notamment à Michel Duprez et Pierre
Lissy dans [DL16] et [DL18] d’établir de nouveaux résultats de contrôlabilité à zéro dans
le cadre de couplages d’ordre zéro et un. Les articles [Mau13], [BGBPGa04] et [GBPG06]
utilisent également cette méthode.
Dans la preuve du Théorème 4.4.1, nous avons vu qu’il fallait utiliser deux inégalités
de Carleman avec des poids sensiblement différents. Cela est dû aux couplages d’ordre
deux et à la méthode employée. Une telle approche présente des limitations pour un
système de taille plus grande, mentionnons à ce propos l’article [FCGBdT15] qui traite
de la contrôlabilité à zéro de systèmes paraboliques à matrice de diffusion non diagonali-
sable avec une restriction sur la taille des blocs de Jordan qui ne doit pas excéder quatre.
Ce problème a d’ailleurs été résolu dans le cas constant dans le preprint [LZ17] par une
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méthode de Lebeau-Robbiano.
Pour d’autres références, le lecteur pourra consulter l’état de l’art dressé dans
[AKBGBdT11] et les introductions des thèses [Mau12], [Oli13], [Dup15].
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Chapitre 5
L’équation de la chaleur semilinéaire
Dans cette section, nous allons nous intéresser à la contrôlabilité de l’équation :
∂ty −∆y + f(y) = h1ω dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω,
(HeatSL)
où f ∈ C∞(R;R) est telle que f(0) = 0.
Un espace fonctionnel agréable pour travailler en non linéaire est l’espace L∞ car
c’est une algèbre de Banach. Nous commençons par deux définitions.
Définition 5.0.1. Pour T > 0, l’équation (HeatSL) est dite globalement contrôlable à
zéro dans L∞(Ω) au temps T si pour toute donnée initiale y0 ∈ L∞(Ω), il existe un
contrôle h ∈ L∞(qT ) tel que la solution y de (HeatSL) satisfait y(T, ·) = 0.
Définition 5.0.2. Pour T > 0, l’équation (HeatSL) est dite localement contrôlable à zéro
dans L∞(Ω) au temps T s’il existe δT > 0 tel que pour toute donnée initiale y0 ∈ L∞(Ω)
vérifiant ‖y0‖L∞(Ω) ≤ δT , il existe un contrôle h ∈ L∞(qT ) tel que la solution y de
(HeatSL) satisfait y(T, ·) = 0.
Dans un premier temps, nous allons transposer les résultats linéaires obtenus dans
un cadre L2 pour l’équation de la chaleur avec potentiel
∂ty −∆y + a(t, x)y = h1ω dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω.
(HeatPot)
où a ∈ L∞(QT ) (voir Théorème 3.5.1) à un cadre L∞. Après avoir fait un bref rappel
sur le coût de contrôle et l’inégalité d’observabilité, nous passons en revue quelques mé-
thodes permettant la construction de contrôles plus réguliers que L2. Nous en retiendrons
essentiellement une pour la suite : la « Penalized Hilbert Uniqueness Method » car elle
s’adapte à de très nombreuses situations. Nous insistons davantage qu’auparavant sur les
estimations que nous pouvons faire sur les contrôles que nous construisons en fonction
des données du problème : données initiales, potentiels dans les équations. En effet, ces
estimations sont cruciales pour le passage au non linéaire.
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5.1 Coût de contrôle et inégalité d’observabilité
Le but de cette partie est de montrer le lien entre le coût de contrôle et l’inégalité
d’observabilité. Introduisons d’abord le système adjoint :
−∂tϕ−∆ϕ+ a(t, x)ϕ = 0 dans QT ,
ϕ = 0 sur ΣT ,
ϕ(T, .) = ϕT dans Ω.
(HeatPotAdj)
Nous avons le résultat suivant (voir [Cor07a, Theorem 2.44]).
Théorème 5.1.1. Soit C > 0. On a équivalence entre les deux propriétés suivantes :
— Pour tout y0 ∈ L2(Ω), il existe h ∈ L2(qT ) vérifiant
‖h‖L2(qT ) ≤ C ‖y0‖L2(Ω) , (5.1)
tel que la solution de (HeatPot) vérifie y(T, .) = 0.
— Pour tout ϕT ∈ L2(Ω), la solution ϕ de (HeatPotAdj) vérifie
‖ϕ(0, .)‖L2(Ω)n ≤ C
(∫ T
0
∫
ω
|ϕ(t, x)|2dtdx
)1/2
(5.2)
De la preuve du Théorème 3.5.1, voir en particulier (3.24), on déduit le résultat
suivant.
Théorème 5.1.2. Il existe C > 0 de la forme
C(Ω, ω, T, a) = exp
(
C(Ω, ω)
(
1 +
1
T
+ T ‖a‖∞ + ‖a‖2/3∞
))
, (5.3)
tel que (5.2) est vérifiée pour tout ϕT ∈ L2(Ω).
D’où, on déduit du Théorème 5.1.1 et du Théorème 5.1.2 le résultat suivant.
Théorème 5.1.3. Pour tout y0 ∈ L2(Ω), il existe h ∈ L2(qT ) vérifiant
‖h‖L2(qT ) ≤ C ‖y0‖L2(Ω) , (5.4)
où C est de la forme (5.3), tel que la solution de (HeatPot) vérifie y(T, .) = 0.
5.2 Construction de contrôles réguliers : deux méthodes
Le but de cette partie est de montrer le résultat suivant.
Théorème 5.2.1. L’équation (HeatPot) est contrôlable dans L∞(Ω) à zéro au temps T .
Plus précisément, pour tout y0 ∈ L∞(Ω), il existe h ∈ L∞(qT ) satisfaisant
‖h‖L∞(qT ) ≤ C(Ω, ω, T, a) ‖y0‖L2(Ω) , (5.5)
où C(Ω, ω, T, a) est de la forme (5.3), tel que la solution y de (HeatPot) satisfait y(T, .) =
0.
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Nous allons donner deux démonstrations de ce résultat, l’une est basée sur un argu-
ment de troncature adéquat tandis que la seconde est basée sur la « PHUM ».
Démonstration par argument de troncature. Soit y0 ∈ L2(Ω). Nous allons seulement mon-
trer l’existence d’un contrôle L∞ qui amène la solution à zéro sans chercher à démontrer
l’estimation (5.5), même s’il est possible en travaillant un peu plus de prouver (5.5) avec
cette approche (voir par exemple [FCGBGP06a, Section 2] dans le cas Neumann).
On introduit deux ouverts ω′ and ω′′, tels que ω′′ ⊂⊂ ω′ ⊂⊂ ω. En appliquant le
Théorème 3.5.1 avec ω ← ω′′, il existe un contrôle h˜ ∈ L2(qT ) tel que la solution y˜ de
(HeatPot) avec ω ← ω′′ satisfait y˜(T, .) = 0.
On introduit à présent une fonction de troncature en temps η ∈ C∞([0, T ]) telle que
η = 1 sur [0, T/3], η = 0 sur [2T/3, T ].
Posons y la solution libre de l’équation de la chaleur
∂ty −∆y + a(t, x)y = 0 dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω.
(5.6)
Alors la fonction z˜ := y˜ − ηy satisfait ∂tz˜ −∆z˜ + a(t, x)z˜ = −η
′y + h˜1ω′′ dans QT ,
z˜ = 0 sur ΣT ,
(z˜(0, .), z˜(T, .)) = (0, 0) dans Ω.
(5.7)
Posons ω0 tel que ω′ ⊂⊂ ω0 ⊂⊂ ω et une fonction de troncature en espace Θ, avec
Θ ∈ C∞c (ω0) et Θ = 1 sur ω′. On pose z := (1−Θ)z˜. On déduit de (5.7), ∂tz −∆z + a(t, x)z = −η
′y + h˜1ω dans QT ,
z = 0 sur ΣT ,
(z(0, .), z(T, .)) = (0, 0) dans Ω.
(5.8)
avec
h := Θη′y + 2∇Θ.∇z˜ + (∆Θ)z˜ + (1−Θ)h˜1ω′′︸ ︷︷ ︸
0
. (5.9)
Grâce à (5.9), on remarque que supp h ⊂ [0, T ] × ω. De plus, la fonction y := z + ηy
résout (HeatPot) (avec contrôle h) et y(T, .) = 0 en utilisant (5.8) et (5.6). Puis grâce
aux effets régularisants de l’équation de la chaleur avec potentiel, on montre aisément
que h ∈ L∞(QT ).
Remarque 5.2.2. L’idée de la précédente preuve est d’une part d’éliminer l’irrégularité
de la donnée initiale y0 par un argument de troncature en temps : c’est le rôle de z˜ et
d’autre part d’éliminer l’irrégularité du contrôle h˜ par un argument de troncature en
espace : c’est le rôle de z.
La seconde méthode est due à Viorel Barbu, cette méthode très robuste est basée sur
l’inégalité de Carleman, une méthode de type « HUM » pénalisée et sur un argument
de bootstrap. Nous allons tirer profit des inégalités d’observabilité avec poids établies
précédemment, i.e. (3.25) et (3.26).
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Démonstration par la PHUM. Dans toute la preuve, les constantes C > 0 sont de la
forme (5.3) mais peuvent changer d’une ligne à l’autre.
On se donne y0 ∈ L2(Ω) et ε > 0. On introduit la fonctionnelle :
∀h ∈ L2(qT ), Jε(h) = 1
2
∫
(0,T )×ω
e2sα(sξ)−3|h|2dtdx+ 1
2ε
‖y(T, .)‖2L2(Ω) ,
où y est la solution de (HeatPot) avec donnée initiale y0 et contrôle h.
On voit aisément que Jε est une fonctionnelle de classe C1, strictement convexe et
coercive sur L2(qT ) donc elle possède un unique minimum hε. Appelons yε la solution de
(HeatPot) associée à ce contrôle hε. Par l’équation d’Euler-Lagrange, on a que pour tout
h ∈ L2(qT ), ∫
(0,T )×ω
e2sα(sξ)−3hεhdtdx+
1
ε
∫
Ω
yε(T, .).y(T, .) = 0, (5.10)
où y est la solution de (HeatPot) avec donnée initiale nulle et contrôle h.
Introduisons ϕε la solution de (HeatPotAdj) avec donnée initiale −yε(T, .)/ε. Par un
argument de dualité entre y et ϕε, on a que∫
Ω
y(T, .).ϕε(T, .) =
∫
(0,T )×ω
hϕε,
−1
ε
∫
Ω
yε(T, .).y(T, .) =
∫
(0,T )×ω
hϕε,
ce qui donne grâce à (5.10) :∫
(0,T )×ω
ϕεh =
∫
(0,T )×ω
e2sα(sξ)−3hεh, ∀h ∈ L2(qT ).
D’où, on trouve
hε = e
−2sα(sξ)3ϕε1ω. (5.11)
En utilisant (5.11) et un nouvel argument de dualité entre yε et ϕε, on a∫
Ω
y(T, x).ϕε(T, x)dx =
∫
Ω
y0(x)ϕε(0, x)dx+
∫
(0,T )×ω
hεϕε
−1
ε
‖yε(T, .)‖2L2(Ω) =
∫
Ω
y0(x)ϕε(0, x)dx+
∫
(0,T )×ω
e−2sα(sξ)3|ϕε|2. (5.12)
Par l’inégalité (3.25) appliquée à ϕε, on trouve
‖ϕε(0, .)‖2L2(Ω) ≤ C
∫
(0,T )×ω
e−2sα(sξ)3|ϕε|2. (5.13)
D’où, en utilisant (5.12), (5.13) et l’inégalité de Young, on a
1
ε
‖yε(T, .)‖2L2(Ω) +
∥∥∥(e2sα(sξ)−3)1/2hε∥∥∥2
L2(qT )
≤ C ‖y0‖2L2(Ω) . (5.14)
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Remarque 5.2.3. En passant à la limite dans (5.14), on peut déjà déduire l’existence
d’un contrôle h tel que (e2sα(sξ)−3)1/2h ∈ L2(qT ) qui amène la solution y à 0 au temps
t = T . Afin de borner la norme L∞ du contrôle hε, nous allons utiliser un argument de
bootstrap.
On introduit
∀k ≥ 0, ψε,k := e−sα(sξ)3/2−2kϕε,
et
p0 := 2 et ∀k ≥ 1, pk :=

(N+2)pk−1
N+2−pk−1 si pk−1 < N + 2,
2pk−1 si pk−1 = N + 2,
+∞ si pk−1 > N + 2.
On voit aisément qu’il existe l ∈ N, tel que pl = +∞.
Par un calcul assez fastidieux et en utilisant notamment le Lemme 3.4.2 (voir par
exemple [CGR10, Section 3.1.2]), on montre par récurrence sur k ∈ N∗ que
−∂tψε,k −∆εk = ak(t, x)ψε,k−1 + (sξ)−1Bk(t, x).∇ψε,k−1 dans QT ,
ψε,k = 0 sur ΣT ,
ψε,k(T, .) = 0 dans Ω,
où ak ∈ L∞(QT ) et Bk ∈ L∞(QT )N .
Or, par l’inégalité d’observabilité (3.26), (5.11) et (5.14), on sait que∥∥A1ψε,0 + (sξ)−1B1.∇ψε,0∥∥L2(QT ) ≤ C ‖y0‖L2(Ω) ,
donc par régularité parabolique dans L2 (voir Proposition A.6.2 avec p = 2), on en déduit
que
ψε,1 ∈ Xp0 et ‖ψε,1‖Xp0 ≤ C ‖y0‖L2(Ω) .
Or, par injection de Sobolev (voir Lemme A.6.3), on a alors
ψε,1 ∈ Lp1(0, T ;W 1,p10 (Ω)) et ‖ψε,1‖Lp1 (0,T ;W 1,p10 (Ω)) ≤ C ‖y0‖L2(Ω) .
En itérant cet argument pour k entre 1 et l à l’aide d’arguments de régularité parabolique
dans Lpk (voir Proposition A.6.2), on obtient
ψε,l ∈ Lpl(0, T ;W 1,pl0 (Ω)) et ‖ψε,l‖Lpl (0,T ;W 1,pl0 (Ω)) ≤ C ‖y0‖L2(Ω) .
D’où en reprenant l’expression de ψε,l, (5.11) et en utilisant à nouveau une injection de
Sobolev (voir Lemme A.6.3),
‖hε‖L∞(qT ) ≤ C ‖y0‖L2(Ω) . (5.15)
Ainsi, en utilisant (5.15), (5.14), les estimations L2 et L∞ sur l’équation de la chaleur
avec potentiel énoncées en Proposition A.1.3 et Proposition A.1.4, on déduit qu’il existe
h ∈ L∞(QT ) vérifiant (5.15) et y ∈WT ∩ L∞(QT ) tels que
hε⇀
∗ h dans L∞(QT ) quand ε→ 0,
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yε⇀y dansWT ⇒ yε(0, .)⇀y(0, .) = y0, yε(T, .)⇀y(T, .) = 0 dans L2(Ω) quand ε→ 0.
Ainsi, y est solution de (HeatPot) associée à la donnée initiale y0 et au contrôle h vérifiant
l’estimation (5.5). De plus, y(T, .) = 0. Ceci conclut la preuve.
5.3 Contrôlabilité locale à zéro de l’équation de la chaleur
semilinéaire
Le but de cette partie est de démontrer le théorème suivant.
Théorème 5.3.1. Pour tout T > 0, l’équation de la chaleur (HeatSL) est localement
contrôlable à zéro dans L∞(Ω).
Démonstration. Soit T > 0 et y0 ∈ L∞(Ω) tel que ‖y0‖L∞(Ω) ≤ δT où δT > 0 sera fixé
plus tard.
On introduit la fonction g ∈ C∞(R;R) définie de la manière suivante
g(s) =
{
f(s)/s si s 6= 0,
f ′(0) si s = 0. (5.16)
Soit r > 0 (quelconque) et Br := {z ∈ L∞(QT ) ; ‖z‖ ≤ r}. Par le Théorème 5.2.1,
on sait qu’il existe C > 0 tel que pour tout z ∈ Br, il existe h ∈ L∞(qT ) satisfaisant :
‖h‖L∞(qT ) ≤ C ‖y0‖L2(Ω) , (5.17)
tel que la solution y du problème linéarisé
∂ty −∆y + g(z)y = h1ω dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω,
(5.18)
satisfait y(T, .) = 0.
La constante C dans (5.17) dépend de Ω, ω, T , g et r mais pas de y0.
On peut alors définir l’application Φ de la manière suivante : pour tout z ∈ Br, Φ(z)
est l’ensemble des y ∈ L∞(QT ) tels qu’il existe h ∈ L∞(qT ) satisfaisant (5.17) et tels que
y soit solution de (5.18) vérifiant y(T, .) = 0.
Si on démontre que Φ possède un point fixe, i.e. il existe y ∈ Br tel que y ∈ Φ(y),
alors y est solution de
∂ty −∆y + g(y)y = ∂ty −∆y + f(y) = h1ω, (y(0, .), y(T, .)) = (y0, 0),
alors on a prouvé le Théorème 5.3.1. Afin de prouver l’existence d’un point fixe, nous
allons utiliser le théorème de point fixe de Kakutani (voir [Zei86, Theorem 9.B., page
452]).
Théorème 5.3.2. On suppose que Φ vérifie les trois hypothèses suivantes :
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1. pour tout z ∈ Br, Φ(z) est un ensemble non vide, fermé, convexe de E,
2. il existe un compact convexe K ⊂ Br tel que
∀z ∈ Br, Φ(z) ⊂ K,
3. Φ est semicontinue supérieurement sur E, c’est-à-dire que pour tout ensemble fermé
A ⊂ Br,
Φ−1(A) := {z ∈ Br ; Φ(z) ∩ A 6= ∅} est fermé.
Alors, Φ possède un point fixe.
Rappelons que le caractère non vide de Φ(z) pour z ∈ Br découle de l’existence d’un
contrôle qui amène la solution y de (5.18) à zéro. L’hypothèse difficile à vérifier du Théo-
rème 5.3.2 est l’hypothèse 2, qui implique notamment que Φ stabilise Br. Démontrons
ce point. En utilisant (5.17), la définition de l’application Φ et des estimations standards
de type L∞ appliquées au système (5.18) (voir Proposition A.1.4), on en déduit que
∀z ∈ Br, ∀y ∈ Φ(z), ‖y‖L∞(QT ) ≤ C ‖y0‖L∞(Ω) .
D’où, en posant δT > 0 tel que
CδT ≤ r,
on a alors
∀z ∈ Br, Φ(z) ⊂ Br.
En admettant qu’on vérifie alors aisément les autres points du Théorème 5.3.2, on en
déduit que Φ admet un point fixe y, ce qui conclut la preuve.
5.4 Contrôlabilité globale à zéro de l’équation de la chaleur
semilinéaire
5.4.1 Cas global Lipschitz
Dans cette partie, on suppose que f est globalement Lipschitzienne. On a alors le
résultat suivant.
Théorème 5.4.1. Pour tout T > 0, l’équation de la chaleur (HeatSL) est globalement
contrôlable à zéro dans L∞(Ω).
Démonstration. Soit T > 0 et y0 ∈ L∞(Ω). On procède alors comme dans la preuve
précédente.
Comme f est globalement Lipschitzienne, on a alors que g définie en (5.16) est bornée.
SoitR > 0 à fixer plus tard etBR := {z ∈ L∞(QT ) ; ‖z‖ ≤ R}. Par le Théorème 5.2.1,
on sait qu’il existe C > 0 tel que pour tout z ∈ BR, il existe h ∈ L∞(qT ) satisfaisant
(5.17) tel que la solution y du problème linéarisé (5.18) satisfait y(T, .) = 0.
A présent, la constante C dans (5.17) dépend de Ω, ω, T , g mais pas de y0 ni de
R. Le fait que g soit bornée parce que f est globalement Lipschitzienne joue ici un rôle
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crucial.
On définit Φ de la même manière que précédemment et on cherche à montrer que
Φ stabilise BR. Par des estimations standards (voir Proposition A.1.4), on montre qu’il
existe C > 0 indépendante de y0 et R telle que
∀z ∈ BR, ∀y ∈ Φ(z), ‖y‖L∞(QT ) ≤ C ‖y0‖L∞(Ω) .
Donc, quitte à prendre R assez grand, par exemple R = 2C ‖y0‖L∞(Ω), on montre que Φ
stabilise BR.
5.4.2 Cas des non linéarités du type y logα(1 + |y|) pour 0 < α < 3/2
Dans cette partie, on suppose que
f(s)
|s| log3/2(1 + |s|) → 0 quand |s| → +∞. (5.19)
On a alors le théorème suivant.
Théorème 5.4.2. Pour tout T > 0, l’équation de la chaleur (HeatSL) est globalement
contrôlable à zéro dans L∞(Ω).
Remarque 5.4.3. Le Théorème 5.4.2 implique en particulier le Théorème 5.4.1.
Démonstration. Soit T > 0 et y0 ∈ L∞(Ω).
En utilisant (5.19), la fonction g ∈ C∞(R;R) définie en (5.16) satisfait
∀ε > 0, ∃Cε > 0, ∀s ∈ R, |g(s)|2/3 ≤ ε log(1 + |s|) + Cε (5.20)
SoitR > 0 à fixer plus tard etBR := {z ∈ L∞(QT ) ; ‖z‖ ≤ R}. Par le Théorème 5.2.1,
on sait que pour tout z ∈ BR, tout T˜ > 0, il existe h ∈ L∞(qT˜ ) satisfaisant (5.17) avec
C de la forme
C(Ω, ω, T˜ , g(z)) = exp
(
C(1 +
1
T
+ T ‖g(z)‖L∞(QT ) + ‖g(z)‖
2/3
L∞(QT )
)
. (5.21)
tel que la solution y de (5.18) satisfait y(T˜ , .) = 0.
Se donnant z ∈ BR, on applique ce qui précède avec
T˜ = Tz := min
(
T, ‖g(z)‖−1/3L∞(QT )
)
. (5.22)
Grâce à (5.21) et (5.22), il existe alors un contrôle hz ∈ L∞(qTz) satisfaisant :
‖h‖L∞(qTz ) ≤ exp
(
C(Ω, ω, T ) ‖g(z)‖2/3L∞(QT )
)
‖y0‖L2(Ω) , (5.23)
tel que y(Tz, .) = 0. Prolongeant le contrôle hz par 0 au-delà de Tz et ce jusqu’à T , on a
alors aussi y(T, .) = 0.
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On définit alors l’application Φ de la manière suivante : pour tout z ∈ BR, Φ(z) est
l’ensemble des y ∈ L∞(QT ) telle qu’il existe h ∈ L∞(qT ) satisfaisant (5.23) et tel que y
soit solution de (5.18) vérifiant y(T, .) = 0.
On cherche à montrer que Φ stabilise BR. Par des estimations L∞ (voir Proposi-
tion A.1.4), on montre que
∀z ∈ BR, ∀y ∈ Φ(z), ‖y‖L∞(QT ) ≤ exp
(
C(Ω, ω, T ) ‖g(z)‖2/3L∞(QT )
)
‖y0‖L∞(Ω) .
En invoquant l’estimation sur g : (5.20), on déduit donc :
∀z ∈ BR, ∀y ∈ Φ(z), ‖y‖L∞(QT ) ≤ exp (Cε log(1 +R) + Cε) ‖y0‖L∞(Ω)
≤ Cε(1 +R)εC ‖y0‖L∞(Ω) ,
Ainsi, en prenant ε suffisamment petit, par exemple εC = 1/2, alors pour R suffisamment
grand, on a bien
∀z ∈ BR, ∀y ∈ Φ(z), ‖y‖L∞(QT ) ≤ R,
et donc Φ stabilise BR.
Remarque 5.4.4. Un des points clefs de la précédente preuve est de chercher à minimiser
la fonction
t ∈ (0, T ] 7→ 1
t
+ t ‖g(z)‖L∞(QT ) + ‖g(z)‖
2/3
L∞(QT )
,
dans le but de sentir le moins possible l’influence de la non linéarité, c’est-à-dire celle
de ‖g(z)‖L∞(QT ) ici. Heuristiquement, contrôler au temps T˜ défini en (5.22), c’est-à-dire
agir dans l’équation en temps très court, permet de lutter contre l’explosion et d’amener
la solution à zéro. On voit ici le rôle fondamental de l’exposant 2/3 du coût de contrôle
du Théorème 5.2.1 pour contrôler à zéro des non linéarités satisfaisant (5.19).
5.5 Commentaires bibliographiques
Le Théorème 5.1.3 et le Théorème 5.2.1 sont dûs à Enrique Fernández-Cara et En-
rique Zuazua (voir [FCZ00]).
La première démonstration de l’existence de contrôles L∞ à partir de contrôles L2
(voir Théorème 5.2.1) que nous avons donnée est due à Olivier Bodart, Manuel Gonzalez-
Burgos et Rosario Perez-Garcia (voir [BGBPGa04]) tandis que la seconde est essentiel-
lement due à Viorel Barbu (voir [Bar00]). Une troisième preuve de ce résultat se trouve
dans [FCZ00], elle s’appuie sur une inégalité d’observabilité L2-L1 démontrée à partir
d’une inégalité d’observabilité L2-L2 et des effets régularisants de l’équation de la cha-
leur. En plus de démontrer l’existence de contrôles L∞, ce type d’inégalité permet en
fait de prouver l’existence de contrôles bang-bang c’est-à-dire des contrôles sous la forme
d’une superposition de fonctions de Heaviside.
Le Théorème 5.3.1 et le Théorème 5.4.1 sont dûs à Andrei Fursikov et Oleg Imanu-
vilov (voir [FI96, Chapter 1, Section 3 et 4]) même si l’utilisation du théorème de point
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fixe de Kakutani est plutôt inspirée de [FPZ95] (voir Proposition A.6.1).
Le Théorème 5.4.2 est dû à Enrique Fernández-Cara et Enrique Zuazua (voir [FCZ00])
et de manière indépendante (mais sous une condition de signe) à Viorel Barbu (voir
[Bar00]).
Une généralisation du Théorème 5.4.2 à des semilinéarités dépendant de l’état y et de
son gradient ∇y se trouve dans [DFCGBZ02] (voir aussi [AB00]). Pour des non linéarités
non locales, voir par exemple [FCLdM12].
Pour une autre stratégie de passage du linéaire au non linéaire s’appuyant sur la
contrôlabilité d’un seul linéarisé communément appelée méthode du terme source, le lec-
teur pourra consulter l’article [LTT13].
Pour un résultat de contrôlabilité en temps long entre états stationnaires d’une équa-
tion de la chaleur semilinéaire s’appuyant sur une méthode de déformation quasi-statique,
on peut consulter [CT04].
Pour d’autres commentaires bibliographiques, voir [Bar18].
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Chapitre 6
Systèmes de réaction-diffusion non
linéaires
Dans cette partie, on se contente d’énoncer des résultats pour des systèmes 2×2 pour
simplifier. La majeure partie de ces résultats s’adapte sans grande difficulté aux systèmes
de taille n× n avec n quelconque. On s’intéresse donc à
∂tU −D∆U = F (U) +BH1ω dans QT ,
U = 0 sur ΣT ,
U(0, .) = U0 dans Ω,
(6.1)
où D ∈ R2×2 est diagonalisable à valeurs propres strictement positives, B ∈ R2×m avec
1 ≤ m ≤ 2 et F ∈ C∞(R2;R2) est tel que F (0) = 0.
Le linéarisé de (6.1) autour de (0, 0) est
∂tU −D∆U = F ′(0)U +BH1ω dans QT ,
U = 0 sur ΣT ,
U(0, .) = U0 dans Ω,
(6.2)
où F ′(0) = (∂jFi(0, 0)) est la Jacobienne de F en 0. Les Définition 5.0.1 et Définition 5.0.2
s’adaptent aisément au cas des systèmes.
6.1 Cas favorable : le linéarisé est contrôlable
Nous avons les deux résultats suivants qui découlent de la théorie linéaire.
Théorème 6.1.1. On suppose que B = I2. Alors, pour tout T > 0, le système (6.1) est
localement contrôlable à zéro dans L∞(Ω)2.
La preuve est basée sur le Théorème 4.1.1 qui démontre la contrôlabilité du linéarisé
et sur une adaptation des arguments de la preuve de la contrôlabilité locale à zéro de
l’équation de la chaleur semilinéaire, c’est-à-dire du Théorème 5.3.1.
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Théorème 6.1.2. On suppose que B = (1, 0)tr. On suppose également que l’on a
∂f2
∂u1
(0, 0) 6= 0.
Alors, pour tout T > 0, le système (6.1) est localement contrôlable à zéro dans L∞(Ω)2.
La preuve est basée sur le Théorème 4.1.2 qui démontre la contrôlabilité du linéarisé
et sur une adaptation des arguments de la preuve du Théorème 5.3.1.
6.2 Cas défavorable : le linéarisé n’est pas contrôlable
On supposera dans cette partie que B = (1, 0)tr et ∂f2∂u1 (0, 0) = 0, si bien que le système
linéarisé (6.2) n’est pas contrôlable. Nous disposons néanmoins du résultat suivant.
Théorème 6.2.1. On suppose qu’il existe une trajectoire régulière (U, h) de (6.1) satis-
faisant
(U, h)(0, .) = (U, h)(T, .) = 0,
et qu’il existe (t1, t2)× ω0 ⊂⊂ (0, T )× ω, ε > 0 tel que
∀(t, x) ∈ (t1, t2)× ω0, ∂f2
∂u1
(u1(t, x), u2(t, x)) ≥ ε.
Alors le système (6.1) est localement contrôlable à zéro dans L∞(Ω)2.
La preuve du Théorème 6.2.1 se trouve par exemple dans [CGR10]. Elle est essentiel-
lement basée sur le Théorème 4.1.2 et sur une adaptation des arguments de la preuve du
Théorème 5.3.1.
Corollaire 6.2.2. On suppose que f2(u1, u2) = u31 + Rv, où R ∈ R. Alors, pour tout
T > 0, le système (6.1) est localement contrôlable à zéro dans L∞.(Ω)2.
La preuve du Corollaire 6.2.2, due à Jean-Michel Coron, Sergio Guerrero et Lionel
Rosier, est basée sur le Théorème 6.2.1 et sur l’existence d’une trajectoire non triviale
qui part de ((0, 0), 0) et qui retourne à ((0, 0), 0) pour le système (6.1) (voir [CGR10]) :
c’est la méthode du retour déjà rencontrée en dimension finie (voir Section 2.2).
6.3 Commentaires bibliographiques
Dans le cas d’un linéarisé contrôlable, des théorèmes proches du Théorème 6.1.2
ont été démontrés dans [Bar02], [AKBD06], [WZ06], [LCM+16], [CSB15], [GZ16] et
[CFCLM13].
Le Théorème 5.4.2 a été étendu à un système 2×2 de réaction-diffusion dans [AKBDK03]
et [TGY12].
Le Corollaire 6.2.2 est étendu à des couplages plus généraux par un argument d’ho-
mogénéité dans [CGMR15]. Citons également l’article de Jean-Michel Coron et Jean-
Philippe Guilleron [CG17] qui traite d’un système cascade de taille trois avec couplages
cubiques en utilisant également la méthode du retour.
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Un mot sur les conditions de
Neumann
Tous les résultats énoncés précédemment dans le cas Dirichlet hormis le Théorème 4.4.1
restent vrais dans le cas Neumann. Pour adapter les preuves, le lecteur pourra consulter
les articles [FCGBGP06b] et [FCGBGP06a].
Le Théorème 4.4.1 s’adapte en prenant des conditions initiales (u1,0, u2,0) ∈ L2(Ω)2
telles que
∫
Ω u2,0(x)dx = 0. Ceci est dû au fait que dans le cas de conditions de Neumann,
la masse de u2 est conservée au cours du temps. En effet, cette propriété se vérifie en
intégrant en espace l’équation vérifiée par u2 dans (4.15).
De la même manière, pour le système de Keller-Segel
∂tu1 −∆u1 = −∇.(u1∇u2) dans QT ,
∂tu2 −∆u2 = au1 − bu2 + h1ω dans QT ,
∂u1
∂n =
∂u2
∂n = 0 sur ΣT ,
(u1, u2)(0, .) = (u1,0, u2,0) dans Ω,
où a, b ∈ R, la masse de u1 est conservée au cours du temps. C’est pourquoi le résultat de
contrôlabilité locale à états stationnaires strictement positifs constants (M1,M2) obtenus
par Felipe Walison Chaves-Silva et Sergio Guerrero dans [CSG15] nécessite
1
|Ω|
∫
Ω
u2,0(x)dx = M2.
La preuve de ce résultat est basée sur une linéarisation autour de (M1,M2) et sur une
adaptation du Théorème 4.4.1.
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Troisième partie
Principaux résultats de la thèse
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Chapitre 7
Contrôlabilité de systèmes de
réaction-diffusion non linéaires issus
de la cinétique chimique
L’objectif de cette partie est de présenter les résultats obtenus dans les articles [LB19]
et [LB18b]. Ces deux papiers répondent à des questions de contrôlabilité pour des sys-
tèmes de réaction-diffusion non linéaires modélisant des réactions chimiques réversibles.
Dans un premier temps, nous présentons quelques aspects de modélisation de ces
équations réversibles en Section 7.1. Le but de cette partie est d’aboutir à la forme géné-
rale des systèmes de réaction-diffusion que nous allons étudier par la suite : c’est-à-dire
au système (7.6).
Dans un second temps, nous dressons en Section 7.2 un bref aperçu des questions
d’existence globale associées à ces systèmes. Ces questions ont été et sont toujours beau-
coup étudiées. En particulier, il n’était pas connu jusqu’à récemment s’il y avait existence
globale de solutions classiques pour un système à non linéarité quadratique.
Nous présentons en Section 7.3 le système contrôlé qui va nous intéresser. La princi-
pale question à laquelle nous allons répondre par la suite est une question de contrôlabilité
locale en temps petit à états stationnaires positifs (constants) pour ces systèmes.
En Section 7.4, nous menons une étude approfondie d’un système 4× 4 de réaction-
diffusion à non linéarité quadratique et présentons ainsi les résultats issus de l’article
[LB19]. Ce système provient de la modélisation d’une équation réversible faisant interve-
nir quatre espèces chimiques. Plusieurs aspects ont motivé cette étude :
— il n’était pas connu jusqu’à récemment s’il y avait existence globale de solutions
classiques pour ce système,
— ce système offre de multiples difficultés du point de vue de la contrôlabilité : le
linéarisé peut ne pas être contrôlable, des quantités invariantes apparaissent quand
il n’y a pas assez de contrôles dans les équations : ce qui empêche la contrôlabilité
d’avoir lieu dans tout l’espace,
— ce système permet de dégager une stratégie robuste pour comprendre les propriétés
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de contrôlabilité d’un système de réaction-diffusion plus général.
Nous établissons ainsi dans la Section 7.4 des résultats de contrôlabilité locale en temps
petit (voir Théorème 7.4.1, Théorème 7.4.5) qui nous permettent de déduire des résultats
de contrôlabilité globale en temps long en petite dimension (voir Théorème 7.4.6) grâce
à l’asymptotique déjà connue du système libre.
Nous retournons au cas général en Section 7.5, ce qui nous permet de présenter les
résultats de l’article [LB18b]. Sous une hypothèse qui assure la contrôlabilité du linéarisé,
nous démontrons un résultat de contrôlabilité locale en temps petit (voir Théorème 7.5.3).
Alors que la stratégie générale de preuve suit les mêmes mécanismes que pour le système
de quatre espèces, la méthode de preuve se doit d’être adaptée en raison du trop grand
nombre d’équations que ne peut pas gérer la stratégie de Carleman habituelle. Nous
dégageons également de cette étude un nouvel apport méthodologique de l’article [LB18b]
pour démontrer un résultat de contrôlabilité locale en temps petit dans L∞ pour un
système de réaction-diffusion non linéaire.
7.1 Modélisation des équations réversibles
Soit n ≥ 2 un entier. On considère la réaction chimique réversible
α1A1 + · · ·+ αnAn ⇋ β1A1 + · · ·+ βnAn, (7.1)
où A1, . . . , An désignent n espèces chimiques et (α1, . . . , αn), (β1, . . . , βn) ∈ (N)n vérifient
∀i ∈ {1, . . . , n}, αi 6= βi.
La réaction directe ⇀ de (7.1) est gouvernée par le principe suivant : quand αi molécules
de Ai disparaissent (1 ≤ i ≤ n), dans ce cas les Ai disparaissant sont appelés réactifs,
alors βi molécules de Ai apparaissent (1 ≤ i ≤ n), dans ce cas les Ai apparaissant sont
appelés produits. La réaction inverse ↼ de (7.1) suit la même loi : quand βi molécules de
Ai disparaissent (1 ≤ i ≤ n), alors αi molécules de Ai apparaissent (1 ≤ i ≤ n).
Soit i ∈ {1, . . . , n} et (t, x) ∈ [0,+∞) × Ω. On appelle ui(t, x) ∈ R (respectivement
~vi(t, x) ∈ RN ) la concentration (respectivement la vitesse de la particule) de l’espèce
chimique Ai à l’instant t et à la position x. La loi d’action de masse stipule que la
vitesse de réaction est proportionnelle à la concentration des réactifs. Ainsi, en écrivant
la variation instantanée de la concentration ui, on obtient
∂tui + div(ui~vi) + αi
n∏
k=1
uαkk︸ ︷︷ ︸
réactifs de la réaction directe
+ βi
n∏
k=1
uβkk︸ ︷︷ ︸
réactifs de la réaction inverse
(7.2)
= βi
n∏
k=1
uαkk︸ ︷︷ ︸
produits de la réaction directe
+ αi
n∏
k=1
uβkk︸ ︷︷ ︸
produits de la réaction inverse
. (7.3)
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De plus, la loi de Fick régit le comportement sur le flux de matière ui~vi de la manière
suivante :
ui~vi = −di∇ui,
où di ∈ (0,+∞) est le coefficient de diffusion de l’espèce Ai. Autrement dit, cette loi
exprime que le déplacement des particules se fait dans le sens opposé du gradient de ui,
c’est-à-dire des régions où la concentration de Ai est la plus dense vers celles où elle l’est
le moins. Ainsi, (7.2) devient
∂tui − di∆ui = (βi − αi)
(
n∏
k=1
uαkk −
n∏
k=1
uβkk
)
. (7.4)
Pour fermer le système, il est indispensable de décrire ce qui se passe au bord du
domaine spatial Ω. Une condition classique consiste à écrire que le milieu est isolé et
donc qu’aucune des substances ne traverse la frontière du domaine. Nous obtenons alors
les conditions dites de Neumann au bord :
∂ui
∂ν
= 0. (7.5)
Ainsi, en rassemblant (7.4), (7.5), et en posant
U := (u1, . . . , un)
tr,
on obtient que U satisfait le système de réaction-diffusion non linéaire suivant
∂tU −D∆U = F (U) dans QT ,
∂U
∂ν = 0 sur ΣT ,
U(0, .) = u0 dans Ω,
(7.6)
où
D := diag(d1, . . . , dn), (7.7)
F (U) := (fi(u1, . . . , un))
tr
1≤i≤n, (7.8)
avec
∀i ∈ {1, . . . , n}, fi(u1, . . . , un) := (βi − αi)
(
n∏
k=1
uαkk −
n∏
k=1
uβkk
)
. (7.9)
De manière implicite, quand nous parlerons du système (7.6) dans toute la suite, nous
ferons référence au système (7.6) pour D définie comme dans (7.7) et F définie comme
dans (7.8), (7.9).
Exemple 7.1.1. L’hémoglobine Hb peut réagir avec le dioxygène O2 pour former de
l’oxyhémoglobine HbO2. La réaction chimique réversible associée s’écrit
Hb+O2 ⇋ HbO2,
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et le système de réaction-diffusion non linéaire est, pour u1 = [Hb], u2 = [O2], u3 =
[HbO2], 
∂tu1 − d1∆u1 = −u1u2 + u3 dans QT ,
∂tu1 − d2∆u2 = −u1u2 + u3 dans QT ,
∂tu3 − d3∆u3 = u1u2 − u3 dans QT ,
∂u1
∂ν =
∂u2
∂ν =
∂u3
∂ν = 0 sur ΣT ,
(u1, u2, u3)(0, .) = (u1,0, u2,0, u3,0) dans Ω.
Pour d’autres exemples de réactions chimiques réversibles, on pourra consulter [Per15,
Chapter 1].
7.2 Un petit aperçu des questions d’existence globale
Cette partie est largement inspirée de l’état de l’art dressé dans [Pie10]. On trouvera
dans [Pie10] beaucoup d’autres résultats et de références sur le sujet.
Nous introduisons la notation
d := max
(
n∑
i=1
αi,
n∑
i=1
βi
)
, (7.10)
qui désigne le degré du polynôme associé à la non linéarité F .
Définition 7.2.1. On dit que U est une solution classique de (7.6) sur [0, T ) si U est
une solution de (7.6) au sens de la Définition A.2.1 sur [0, T − τ ] pour tout τ > 0.
Remarque 7.2.2. La Définition A.2.1 est à adapter aux conditions de Neumann et au
cas des systèmes (voir [LB18b, Definition 1.1]).
Rappelons le résultat d’existence locale d’une solution classique à (7.6) (voir [Pie10,
Lemma 1.1]).
Théorème 7.2.3. Soit U0 ∈ L∞(Ω)n. Alors, il existe une unique solution classique
maximale définie sur [0, T ∗) et on a l’implication suivante :(
sup
t∈[0,T ∗)
‖U(t)‖L∞(Ω)n < +∞
)
⇒
(
T ∗ = +∞
)
.
De plus,(
∀i ∈ {1, . . . , n}, ui,0 ≥ 0
)
⇒
(
∀i ∈ {1, . . . , n}, ∀t ∈ [0, T ∗), ui(t) ≥ 0
)
.
Quand la non linéarité n’est pas trop grosse (typiquement d < (N + 2)/2) et qu’elle
est bornée dans L1(QT ), on peut démontrer un résultat d’existence globale par un ar-
gument de bootstrap couplé aux effets régularisants du semi-groupe de la chaleur (voir
Proposition A.6.1). On peut consulter par exemple [Ali79].
Mentionnons le résultat suivant d’existence de solutions globales de solutions clas-
siques pour (7.6), énoncé avec n = 2 pour simplifier (voir [Pie10, Theorem 3.1]).
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Théorème 7.2.4. On suppose que U0 ∈ L∞(Ω;R+) et qu’il existe M,C ≥ 0 tels que
∀u1 ≥M, ∀u2 ≥ 0, f1(u1, u2) ≤ C(1 + u1 + u2), (7.11)
∃r ≥ 1, ∀u1, u2 ≥ 0, f2(u1, u2) ≤ C(1 + ur1 + ur2). (7.12)
Alors, la solution maximale est globale : T ∗ = +∞.
Remarque 7.2.5. La première condition (7.11) est une bonne estimation au sens où on
demande à la première non linéarité de l’équation d’être au plus linéaire. Tandis que la
seconde condition (7.12) impose une croissance au plus polynomiale à la seconde linéarité.
Exemple 7.2.6. Considérons la réaction chimique réversible
A1 ⇋ 2A2.
Dans ce cas, on a
f1(u1, u2) = −f2(u1, u2) = −u1 + 2u22,
qui satisfait les conditions du Théorème 7.2.4.
Quand d ≤ 2, c’est-à-dire quand la non linéarité est au plus quadratique, l’existence
de solutions faibles globales est garantie par le [Pie10, Proposition 5.12]. Pour la définition
de solutions faibles, voir [Pie10, Section 5.2]. Des résultats récents (voir [CGV17], [Sou18]
et [FMT18]) montrent l’existence globale de solutions classiques dans le cas quadratique
avec des hypothèses supplémentaires. Ces articles s’appuient notamment sur des idées
issues de [Kan90]. Pour des systèmes généraux du type (7.6) où fi est définie en (7.9),
l’existence de solutions renormalisées globales est obtenue dans [Fis15].
7.3 Le système contrôlé
On suppose que l’on peut agir sur le système au moyen de contrôles localisés dans un
ouvert ω contenu dans Ω. D’un point de vue chimique, cela veut dire qu’on peut ajouter
ou retirer une espèce chimique à un endroit spécifique (dans ω) du domaine spatial Ω.
Plus précisément, posons
J ⊂ {1, . . . , n} et m := #J ≤ n le nombre de contrôles. (7.13)
Quitte à renuméroter (ui)1≤i≤n, on peut supposer que J = {1, . . . ,m} où J est défini
en (7.13). Ainsi, on peut définir le contrôle vectoriel
HJ := (h1, . . . , hm, 0, . . . , 0)
tr. (7.14)
Le problème de contrôle se met alors sous la forme
∂tU −D∆U = F (U) +HJ1ω dans QT ,
∂U
∂ν = 0 sur ΣT ,
U(0, .) = U0 dans Ω,
(7.15)
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où D et F sont définies respectivement en (7.7), (7.8), (7.9).
Pour t ∈ [0, T ], U(t, .) : Ω → Rn est l’état de notre système sur lequel on veut agir
au moyen du contrôle HJ(t, .) : Ω→ Rm localisé dans ω.
Soit
U∗ := (u∗1, . . . , u
∗
n)
tr, (7.16)
un état stationnaire positif de (7.6), c’est-à-dire,
∀1 ≤ i ≤ n, u∗i ∈ [0,+∞) et
n∏
k=1
u∗k
αk =
n∏
k=1
u∗k
βk . (7.17)
Les solutions stationnaires positives de (7.6) ne dépendent pas de la variable spatiale
(voir [LB18b, Section 1.8.2]). Ainsi, ce n’est pas restrictif de supposer U∗ ∈ [0,+∞)n.
On introduit la définition suivante de contrôlabilité locale à un état stationnaire U∗.
Définition 7.3.1. Pour T > 0, U∗ ∈ [0,+∞)n vérifiant (7.17) et X ⊂ L∞(Ω), on dit
que le système (7.15) est localement contrôlable à U∗ dans X au temps T s’il existe δ > 0
tel que pour tout U0 ∈ X satisfaisant ‖U0 − U∗‖L∞(Ω)n ≤ δ, il existe H ∈ L∞(qT )m tel
que la solution U de (7.15) vérifie U(T, .) = U∗.
7.4 Étude approfondie du système de quatre espèces chi-
miques : nouveaux résultats de contrôlabilité
Nous allons d’abord nous concentrer sur un cas particulier d’équation réversible fai-
sant intervenir quatre espèces chimiques. En effet, l’étude de ce système nous permettra
de dégager les principaux mécanismes de contrôlabilité des systèmes (7.15). Pour n = 4
et α1 = α3 = β2 = β4 = 1 et α2 = α4 = β1 = β3 = 0, (7.1) devient
A1 +A3 ⇋ A2 +A4.
Le système contrôlé de réaction-diffusion non linéaire (7.15) associé s’écrit alors : pour
tout i ∈ {1, 2, 3, 4},
∀1 ≤ i ≤ 4,
∂tui − di∆ui = (−1)i(u1u3 − u2u4) + hi1J(i)1ω dans QT ,
∂ui
∂n = 0 sur ΣT ,
ui(0, .) = ui,0 dans Ω.
(7.18)
La linéarisation autour de U∗ de chacune des équations constituant (7.18) donne :
pour tout 1 ≤ i ≤ 4,
∂tui − di∆ui = (−1)i(u∗3u1 − u∗4u2 + u∗1u3 − u∗2u4) + hi1J(i)1ω. (7.19)
Dans la suite, on exclura le cas J = {1, 2, 3, 4} qui sera en fait contenu dans le cas
J = {1, 2, 3}.
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7.4.1 Nouveau résultat de contrôlabilité locale en temps petit avec
trois contrôles
On suppose que J = {1, 2, 3}. Ainsi, le contrôle HJ agit sur les trois premières équa-
tions de (7.18).
En utilisant (7.19), les composantes u1, u2 et u3 sont facilement contrôlables en raison
de la présence de contrôles dans les trois premières équations. La difficulté est donc le
contrôle de la dernière composante, c’est-à-dire u4.
S’il y a du couplage dans la quatrième équation, c’est-à-dire si (u∗1, u
∗
3, u
∗
4) 6= (0, 0, 0)
alors, nous sommes dans un cadre favorable. En effet, heuristiquement, u4 est contrôlée
de manière indirecte grâce à u∗3u1 si u
∗
3 6= 0, grâce à u∗4u2 si u∗4 6= 0, grâce à u∗1u3 si
u∗1 6= 0.
S’il n’y a pas de couplage dans la dernière équation, i.e., (u∗1, u
∗
3, u
∗
4) = (0, 0, 0) alors
le linéarisé de (7.15) autour de U∗ n’est pas contrôlable puisque la dernière équation est
alors découplée des autres. Pour remédier à cela, nous allons utiliser la méthode du retour
de Jean-Michel Coron qui consiste à linéariser le long d’une trajectoire de référence non
triviale. Pour ce faire, on se donne une fonction g ∈ C∞c (QT ;R) non nulle telle que
supp(g) ⊂⊂ (0, T )× ω,
et on pose
u3 := g et h3 := ∂tg −∆g.
Ainsi, la quatrième équation du linéarisé autour de la trajectoire
(
(0, u∗2, u3, 0), (0, 0, h3)
)
devient
∂tu4 − d4∆u4 = u3u1 − u∗2u4.
Heuristiquement, comme u3 n’est pas identiquement nulle dans la zone de contrôle, u4
va être indirectement contrôlé par u1 à l’aide du terme de couplage u3u1.
On démontre alors le nouveau résultat suivant (voir [LB19, Theorem 3.2]).
Théorème 7.4.1. Pour J = {1, 2, 3}, T > 0, U∗ ∈ [0,+∞)4 vérifiant u∗1u∗3 = u∗2u∗4,
le système de quatre espèces (7.18) est localement contrôlable à U∗ dans L∞(Ω)4 au
temps T .
La preuve du Théorème 7.4.1 est une adaptation du théorème de contrôlabilité locale
d’un système 2 × 2 de réaction-diffusion avec un seul contrôle : c’est-à-dire du Théo-
rème 6.2.1.
7.4.2 Nouveau résultat de contrôlabilité locale en temps petit avec
deux contrôles
On suppose que J = {1, 2}. Ainsi, le contrôle HJ agit sur les deux premières équa-
tions de (7.18).
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L’une des différences entre le cas de trois contrôles et celui de deux contrôles est
l’apparition de quantités invariantes qui vont empêcher la contrôlabilité d’avoir lieu dans
tout l’espace L∞(Ω)4. On a le résultat suivant.
Proposition 7.4.2. Soit (U,HJ) une trajectoire de (7.18) telle que U(T, .) = U∗. Alors,
pour tout t ∈ [0, T ],
1
|Ω|
(∫
Ω
u3(t, x) + u4(t, x)dx
)
= u∗3 + u
∗
4, (7.20)(
d3 = d4
)
⇒ (u3(t, .) + u4(t, .) = u∗3 + u∗4) . (7.21)
Démonstration. La preuve de (7.20) consiste à sommer les deux dernières équations qui
ne contiennent pas de contrôle et à intégrer en espace : on trouve en utilisant les conditions
de Neumann
d
dt
(∫
Ω
u3(t, x) + u4(t, x)dx
)
= 0.
Ainsi, comme u3(T, .) + u4(T, .) = u∗3 + u
∗
4, on en déduit immédiatement (7.20).
Pour démontrer (7.21), on procède de la même manière, on somme les deux dernières
équations et on trouve que
∂t(u3 + u4)− d3∆(u3 + u4) = 0.
Ainsi, u3 + u4 est solution de l’équation de la chaleur libre et comme (u3 + u4)(T, .) =
u∗3 + u
∗
4, alors par unicité rétrograde (voir Proposition A.5.1), on obtient (7.21).
Remarque 7.4.3. Quand d3 = d4, on peut donc exprimer u4 en fonction de u3 et
on est donc ramené à un système de trois équations avec deux contrôles. Ce dernier
cas n’apportant alors pas de réelle difficulté par rapport à celui de trois contrôles, nous
l’exclurons dans la suite.
On notera dans la suite
X :=
{
U0 ∈ L∞(Ω)4 ; 1|Ω|
(∫
Ω
u3,0(x) + u4,0(x)dx
)
= u∗3 + u
∗
4
}
. (7.22)
Quand certaines composantes de l’état stationnaire s’annulent, on montre dans le
résultat suivant que cela contraint la dynamique de (7.18).
Proposition 7.4.4. Soit (U,HJ) une trajectoire de (7.18) telle que U(T, .) = U∗. Alors,
on a (
(u∗3, u
∗
4) = (0, 0)
)
⇒
(
(u3,0, u4,0) = (0, 0)
)
. (7.23)
Réciproquement, pour tout u0 ∈ L∞(Ω)4 tel que (u3,0, u4,0) = (0, 0), on peut trouver
HJ ∈ L∞(qT )2 tel que la solution associée U ∈ L∞(QT )4 satisfait
(u1, u2, u3, u4)(T, .) = (u
∗
1, u
∗
2, 0, 0).
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Démonstration. Si (u∗3, u
∗
4) = (0, 0), on a alors
∂tu3 − d3∆u3 = −u1u3 + u2u4 dans QT ,
∂tu4 − d4∆u4 = u1u3 − u2u4 dans QT ,
∂u3
∂n =
∂u4
∂n = 0 sur ΣT .
(7.24)
Or, (u1, u2) ∈ L∞(QT )2, donc par unicité rétrograde pour le système (7.24) (voir [BT73,
Théorème II.1]), on a
∀t ∈ [0, T ], (u3, u4)(t, .) = (0, 0),
et donc (7.23).
Réciproquement, soit U0 ∈ L∞(Ω)4 telle que (u3,0, u4,0) = (0, 0). Alors, en posant
u3 = u4 = 0, on réduit le système à deux équations de la chaleur découplées, chacune
d’elle étant contrôlée par un contrôle (différent), donc par contrôlabilité (globale) à zéro
de l’équation de la chaleur (voir Théorème 5.2.1), on déduit qu’il existe bien un contrôle
HJ amenant la solution à (u∗1, u
∗
2, 0, 0).
Au regard de nos précédentes discussions (voir en particulier la Proposition 7.4.2 et
la Proposition 7.4.4) on supposera que d3 6= d4 et (u∗3, u∗4) 6= (0, 0).
Nous allons effectuer une transformation linéaire du système (7.18) qui va nous per-
mettre de mieux comprendre les propriétés de contrôlabilité de ce système. En effet, cette
transformation va réduire le système à un système cascade avec couplages d’ordres zéro
et deux. On multiplie la troisième équation de (7.18) par −(d3 − d4)−1 et la quatrième
équation de (7.18) par (d4 − d3)−1, et on additionne :
∂tv4 − d4∆v4 = −∆u3, où v4 = u3−(d3 − d4) +
u4
(d4 − d3) .
Cette combinaison linéaire nous permet d’éliminer le terme de réaction f4(U) défini en
(7.9) dans la quatrième équation et de créer un couplage du second ordre. Dans le nouveau
jeu de variables (u1, u2, u3, v4), (7.19) pour i = 3 devient :
∂tu3 − d3∆u3 = −u∗3u1 + u∗4u2 + (−u∗1 − u∗2)u3 + (d4 − d3)u∗2v4.
Ainsi, ayant supposé que (u∗3, u
∗
4) 6= (0, 0), on en déduit heuristiquement les propriétés
de contrôlabilité du système (7.18). En effet, les composantes u1 et u2 sont contrôlées
respectivement par h1 et h2, puis le couplage −u∗3u1 ou u∗4u2 dans la troisième équation
permet le contrôle indirect de la composante u3, qui elle-même, va contrôler indirecte-
ment u4 à travers le terme de couplage −∆u3.
On aboutit au nouveau résultat suivant de contrôlabilité locale dans X défini en
(7.22) (voir [LB19, Theorem 3.2]).
Théorème 7.4.5. Pour J = {1, 2}, d3 6= d4, T > 0, U∗ ∈ [0,+∞)4 vérifiant
u∗1u
∗
3 = u
∗
2u
∗
4 et (u
∗
3, u
∗
4) 6= (0, 0), le système de quatre espèces (7.18) est localement
contrôlable à U∗ dans X au temps T .
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Pour démontrer le Théorème 7.4.5, on montre dans un premier temps que le linéa-
risé autour de U∗ est contrôlable par des arguments similaires à ceux employés pour la
preuve des théorèmes de contrôlabilité de systèmes linéaires avec couplages d’ordre zéro
et d’ordre deux, c’est-à-dire le Théorème 4.1.2 et le Théorème 4.4.1. Puis, pour le passage
au non linéaire, il suffit d’adapter la preuve de la contrôlabilité locale à zéro de l’équation
de la chaleur, voir Théorème 5.3.1.
7.4.3 Cas d’un seul contrôle
On peut également montrer un résultat de contrôlabilité locale en temps petit à état
stationnaire positif constant dans le cas où J = {1} (voir [LB19, Theorem 3.2]). Ce
dernier résultat n’offrant cependant pas de différence majeure par rapport à celui de
deux contrôles, nous ne le présentons pas ici. A noter cependant que la contrôlabilité
du linéarisé dans ce dernier cas est assez technique car elle doit prendre en compte un
système cascade avec un couplage d’ordre 0 et deux couplages d’ordre 2. La linéarisation
étant faite dans L∞(QT ), les coefficients du linéarisé ne sont alors plus aussi réguliers
que dans le Théorème 4.4.1. Ainsi, la méthode de preuve du Théorème 4.4.1, qui consiste
à appliquer l’opérateur ∆ à certaines équations sous hypothèse de régularité pour tirer
profit du couplage d’ordre deux, doit être adaptée. C’est pourquoi, démontrer l’inégalité
d’observabilité sur le linéarisé est plus difficile et requiert notamment la régularisation
des coefficients des équations, des arguments de densité et l’utilisation d’inégalités de
Carleman ayant servi à Felipe Walison Chaves Silva et Sergio Guerrero dans le contexte
du système de Keller-Segel (voir [CSG15]).
7.4.4 Nouveau résultat de contrôlabilité globale en temps long et en
petite dimension
Rappelons le théorème suivant concernant le comportement asymptotique d’une so-
lution libre (HJ = 0) du système de quatre espèces (7.18).
Théorème 7.4.6. Soit N ≤ 2 et U0 ∈ L∞(Ω; [0,+∞))4 satisfaisant
∀(i, j) ∈
{
(1, 2), (1, 4), (2, 3), (3, 4)
}
,
1
|Ω|
∫
Ω
(ui,0 + uj,0)(x)dx > 0. (7.25)
Alors l’unique solution (classique) de (7.18) avec HJ = 0 converge dans L∞(Ω)4 quand
t→ +∞ vers un unique état stationnaire U∗ ∈ (0,+∞)4.
La preuve du Théorème 7.4.6 repose sur le [PSZ17, Theorem 3] et sur le [PSY18,
Theorem 3] (voir aussi [DF06]).
On démontre grâce au Théorème 7.4.6 et au Théorème 7.4.1 le nouveau résultat sui-
vant (voir [LB19, Theorem 3.6]).
Théorème 7.4.7. On suppose que N ≤ 2 et J = {1, 2, 3}. Soit U∗ ∈ [0,+∞)4
vérifiant u∗1u
∗
3 = u
∗
2u
∗
4. Alors pour tout U0 ∈ L∞(Ω; [0,+∞))4 satisfaisant (7.25), il
existe T > 0 suffisamment grand et HJ ∈ L∞(qT )3 telle que la solution u de (7.18)
vérifie U(T, .) = U∗.
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Remarque 7.4.8. Le Théorème 7.4.7 s’adapte également au cas où J = {1, 2}, J = {1}.
On peut étendre le résultat du Théorème 7.4.7 pour N ≥ 3 quand on dispose de la
convergence asymptotique dans L∞ du système libre (c’est-à-dire avec HJ = 0) de (7.18).
C’est par exemple le cas pour des di suffisamment proches (voir [CDF14, Proposition
1.3]).
On présente les grandes lignes de la preuve du Théorème 7.4.7.
Démonstration. La preuve du Théorème 7.4.7 se fait en trois étapes de contrôle.
Etape 1 : Utiliser l’asymptotique sans contrôle. Tout d’abord, en utilisant le
Théorème 7.4.6, on sait que la solution libre (c’est-à-dire avec HJ = 0) de (7.18) converge
dans L∞(Ω)4 quand t→ +∞ vers un état stationnaire Z ∈ (0,+∞)4.
Etape 2 : Contrôlabilité locale. Par contrôlabilité locale dans L∞(Ω)4 autour de
cet état stationnaire Z (voir Théorème 7.4.1), il existe donc un contrôle HJ0 qui amène
exactement la solution de (7.18) à Z.
Etape 3 : Argument de connexité par arcs. Il existe un chemin continu γ :
[0, 1]→ (R+)4 reliant Z à U∗ tel que pour tout θ ∈ [0, 1], γ(θ) vérifie (7.17). On montre
ensuite qu’on peut trouver un rayon r > 0 uniforme tel que pour tout θ ∈ [0, 1], la
contrôlabilité locale à γ(θ) dans L∞(Ω)4, a lieu dans une boule de L∞ de taille au moins
r (voir Théorème 7.4.1). Alors l’image de γ est contenue dans la réunion d’un nombre
fini de boules B(γi, r) pour i allant de 0 à K avec γ0 = Z, |γi − γi+1| ≤ r et γK = U∗.
Par contrôlabilité locale à chacun de ces γi, on construit alors une suite de contrôles HJi
permettant de passer successivement de γi à γi+1 jusqu’à atteindre γK = U∗. Ce qui
conclut la preuve.
7.5 Retour au cas général d’un système de taille arbitraire :
nouveau résultat de contrôlabilité locale en temps petit
Dans cette partie, nous établissons un résultat de contrôlabilité locale à état station-
naire positif pour le système général (7.15).
En procédant comme dans la preuve de la Proposition 7.4.2, on peut montrer que
certaines quantités du système (7.15) sont conservées. Nous introduisons ainsi l’espace
de conditions initiales suivant
X :=
{
U0 ∈ L∞(Ω)n ; ∀k, l ∈ {m+ 1, . . . , n},∫
Ω
uk,0(x)− u∗k
βk − αk dx =
∫
Ω
ul,0(x)− u∗l
βl − αl dx
}
. (7.26)
Dans le cas où des coefficients de diffusion sont égaux, on peut montrer que la dynamique
est trop contrainte comme déjà observé dans la Proposition 7.4.2. C’est pourquoi nous
travaillerons sous l’hypothèse suivante.
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Hypothèse 7.5.1. Pour m ≤ n− 2, on suppose que pour tous k 6= l ∈ {m+ 1, . . . , n},
dk 6= dl.
De plus, nous ferons également l’hypothèse suivante qui assure la contrôlabilité du
linéarisé autour de l’état stationnaire U∗.
Hypothèse 7.5.2. Pour m ≤ n− 1, on suppose que
∂mfm+1
(
u∗1, . . . , u
∗
n
)
6= 0, (7.27)
où fm+1 est définie en (7.9).
On montre alors le résultat suivant (voir [LB18b, Theorem 1.7]).
Théorème 7.5.3. Soit T > 0 et U∗ ∈ [0,+∞)n un état stationnaire, i.e. vérifiant
(7.17). Sous l’Hypothèse 7.5.1 et l’Hypothèse 7.5.2, le système (7.15) est localement
contrôlable à U∗ dans X au temps T .
La preuve du Théorème 7.5.3 passe par la mise sous forme cascade du système (7.15) :
avec un couplage d’ordre zéro et n − m − 1 couplages d’ordre deux. Plus précisément,
après changement de variable et linéarisation, on peut montrer que le linéarisé prend la
Figure 7.1 – Illustration de la preuve du Théorème 7.4.7
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forme suivante : 
∂tZ −DJ∆Z = AJZ +HJ1ω dans QT ,
∂Z
∂ν = 0 sur ΣT ,
Z(0, .) = Z0 dans Ω,
où
DJ :=
(
diag(d1, . . . , dm) (0)
(0) D♯
)
, D♯ :=

dm+1 0 . . . . . . 0
1 dm+2
. . . . . .
...
0
. . . . . . . . .
...
...
. . . . . . . . . 0
0 . . . 0 1 dn

,
AJ = (aik)1≤i,k≤n ∈ Rn×n, aik = 0 si m+ 2 ≤ i ≤ n.
De plus, l’Hypothèse 7.5.2 assure le fait que am+1,m 6= 0. Ainsi, ces n − m couplages
contribuent au contrôle indirect des composantes qui ne sont pas contrôlées directement
par un contrôle localisé. On a le diagramme heuristique suivant
h1 −→ z1, h2 −→ z2, . . . , hm−1 −→ zm−1,
hm −→ zm −−−−−−→
am+1mzm
zm+1 −−−−→
∆zm+1
zm+2 −−−−→
∆zm+2
. . . −−−−→
∆zn−1
zn.
La forme cascade découle d’une transformation linéaire adéquate justifiée par un
lemme purement algébrique (voir [LB18b, Section 2]). La contrôlabilité du linéarisé
se montre par des arguments sensiblement différents de ceux employés précédemment
puisque la stratégie de Carleman présente dans ce cas des limitations : il y a trop de
couplages d’ordre deux (voir à ce titre la Remarque 4.4.2). Nous montrons par une stra-
tégie similaire à celle de Lebeau-Robbiano qu’un seul linéarisé est contrôlable et nous en
déduisons par une adaptation de la méthode de Liu-Takahashi-Tucsnak (voir [LTT13])
le passage au non linéaire.
Ainsi, un autre apport de l’article [LB18b] est méthodologique. Pour démontrer un
résultat de contrôlabilité locale en temps petit T à un état constant U∗ dans L∞ pour
un système parabolique non linéaire, on procède de la façon suivante.
— On commence par démontrer que le linéarisé autour de U∗ est contrôlable dans L2
avec une estimation du coût de contrôle en fonction de T (voir [LB18b, Section
3]). Insistons sur le fait que le linéarisé est ici à coefficients constants ici : c’est
pourquoi les méthodes pour démontrer ce type de résultat sont multiples : méthode
de Lebeau-Robbiano, inégalités de Carleman paraboliques, méthode des moments...
— La méthode du terme source dans L2 nous permet de déduire de ce résultat une
inégalité d’observabilité forte (voir [LB18b, Corollary 4.4]). Cette estimation res-
semble à une inégalité de Carleman (avec poids exponentiellement décroissants en
t = 0 et t = T ).
— En utilisant la « PHUM », on construit des contrôles L∞ (voir [LB18b, Theorem
5.1]).
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— On réapplique ensuite la méthode du terme source dans L∞ pour déduire un résultat
de contrôle dans L∞ malgré un terme source (voir [LB19, Proposition 5.3]).
— On conclut par un argument d’inversion locale (voir [LB18b, Section 6]).
Remarque 7.5.4. Il est à noter que le Théorème 7.5.3 permet de retrouver les théorèmes
de contrôlabilité locale pour le système de quatre espèces dans le cas où le linéarisé est
contrôlable. Néanmoins, la stratégie de preuve développée dans [LB19] traite des systèmes
paraboliques à coefficients dans L∞(QT ) avec des couplages d’ordre zéro et deux (quand
le nombre d’équations n est petit). Ainsi, quand le linéarisé n’est pas contrôlable, cette
dernière approche couplée à la méthode du retour est très féconde.
7.6 Perspectives et problèmes ouverts
7.6.1 Linéarisé non contrôlable pour un système de grande taille
Pour le système général (7.15), dans le cas où l’Hypothèse 7.5.2 n’est pas satisfaite, le
linéarisé autour de U∗ n’est pas contrôlable. Une stratégie qui permet de remédier à cela
est de linéariser le long d’une trajectoire non triviale : c’est la méthode du retour que
nous avons employée dans la Section 7.4.1. Mais dans ce cas, le linéarisé fait intervenir
des termes de couplages qui dépendent de la variable temporelle et de la variable spa-
tiale. Il est alors plus difficile de démontrer la contrôlabilité du linéarisé, ou de manière
équivalente, de démontrer une inégalité d’observabilité pour le système adjoint. La seule
méthode connue à ce jour pour gérer de tels couplages est l’emploi d’inégalités de Carle-
man paraboliques (voir Théorème 3.4.3). Malheureusement, cette stratégie présente une
obstruction technique quand le nombre d’équations est trop élevé par rapport au nombre
de contrôles. C’est l’objet de l’exemple suivant.
Exemple 7.6.1. Pour n = 10, soit α1 = α3 = α5 = α7 = α9 = β2 = β4 = β6 = β8 =
β10 = 1, α2 = α4 = α6 = α8 = α10 = β1 = β3 = β5 = β7 = β9 = 0 et J = {1, 2, 3, 4, 5}.
Le système de contrôle est alors :
∀1 ≤ i ≤ 10,
∂tui − di∆ui =
(−1)i(u1u3u5u7u9 − u2u4u6u8u10) + hi1ω1J(i) dans QT ,
∂ui
∂ν = 0 sur ΣT ,
ui(0, .) = ui,0 dans Ω
(7.28)
L’état stationnaire
(0, 0, 0, 0, u∗5, u
∗
6, u
∗
7, u
∗
8, u
∗
9, u
∗
10),
où (u∗5, u
∗
7, u
∗
9) ∈ (0,+∞)3 et (u∗6, u∗8, u∗10) ∈ [0,+∞)3 ne satisfait pas l’Hypothèse 7.5.2.
Dans ce cas, le système linéarisé autour de(
(0, 0, 0, 0, u∗5, u
∗
6, u
∗
7, u
∗
8, u
∗
9, u
∗
10), (0, 0, 0, 0, 0)
)
,
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n’est pas contrôlable puisque la sixième équation est découplée des autres :
∂tu6 − d6∆u6 = 0.
Mais comme dans la Section 7.4.1, on peut aisément construire une trajectoire de réfé-
rence : (
(0, 0, g, 0, u∗5, u
∗
6, u
∗
7, u
∗
8, u
∗
9, u
∗
10), (0, 0, ∂tg − d3∆g, 0, 0)
)
,
où g est non nulle, régulière et à support dans (0, T )×ω. En utilisant le même changement
de variables que dans la [LB18b, Section 2]) et en linéarisant autour de cette trajectoire,
on trouve le même système que [LB18b, Section 2.2, System (L-Z)] avec n = 10, m = 5
où les coefficients de A peuvent dépendre de (t, x) et a61(t, x) ≥ ε > 0 sur (t1, t2) ×
ω0 ⊂ (0, T )× ω. Le système linéarisé semble être contrôlable à zéro grâce au diagramme
heuristique suivant :
h1
controls−−−−−→ z1, h2 controls−−−−−→ z2, h3 controls−−−−−→ z3, h4 controls−−−−−→ z4, h5 controls−−−−−→ z5,
z1
controls−−−−−−→
a61(t,x)z1
z6
controls−−−−−→
∆z6
z7
controls−−−−−→
∆z7
z8
controls−−−−−→
∆z8
z9
controls−−−−−→
∆z9
z10.
Malheureusement, nous ne savons pas comment montrer la contrôlabilité à zéro du linéa-
risé pour des raisons techniques probablement. Cela vient du fait que m = 5 < n−4 = 6.
Avec la stratégie de preuve présente dans [LB19], on devrait tirer profit d’un couplage
d’ordre zéro et de quatre couplage d’ordre deux. Cela crée un problème pour absor-
ber certains termes globaux après l’emploi d’inégalités de Carleman avec des exposants
différents (voir à ce titre la Remarque 4.4.2). Cela nous amène à formuler le problème
suivant.
Problème ouvert 7.6.2. Soit n,m deux entiers tels que n ≥ 6, m < n − 4 and
(di)1≤i≤n ∈ (0,+∞)n. Soit A ∈ C∞b (QT )(m+1)×(m+1). On suppose qu’il existe (t1, t2) ⊂
(0, T ), un ouvert non vide ω0 tel que ω0 ⊂⊂ ω et ε > 0 tels que Am+1,m(t, x) ≥ ε pour
(t, x) ∈ (t1, t2) × ω0. Soit y0 ∈ L2(Ω)n, HJ ∈ L2(qT )m, on considère le problème de
contrôle
∂tyi − di∆yi =
m+1∑
j=1
Ai,j(t, x)yj + hi1J(i)1ω dans QT , 1 ≤ i ≤ m+ 1
∂tyi − di∆yi = ∆yi−1 dans QT , m+ 2 ≤ i ≤ n
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω.
(7.29)
Le système (7.29) est-il contrôlable à zéro dans L2(Ω)n ?
Remarque 7.6.3. Le Problème ouvert 7.6.2 est intimement relié à la généralisation
du [FCGBdT15, Theorem 1.1] aux systèmes paraboliques avec matrices de diffusion qui
contiennent des blocs de Jordan de taille plus grande que 5.
Pour se rapprocher de la modélisation faite en Section 7.1, une autre perspective
serait de contrôler tout en préservant la positivité de la solution U . Il est alors probable
qu’un temps minimal de contrôle puisse apparaître. Pour cela, on pourrait s’inspirer des
travaux récents [LTZ17], [PZ17], [PTZ19], [HMT18], [HT17] et [MTZ18].
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7.6.2 Contrôlabilité locale du système de Keller-Segel à des états sta-
tionnaires non constants
Revenons au système de chimiotaxie de Keller-Segel (voir [KS71]) déjà rencontré au
Chapitre 6 : 
∂tu1 −∆u1 = −∇.(u1∇u2) dans QT ,
∂tu2 −∆u2 = au1 − bu2 + h1ω dans QT ,
∂u1
∂n =
∂u2
∂n = 0 sur ΣT ,
(u1, u2)(0, .) = (u1,0, u2,0) dans Ω,
(7.30)
où a, b ∈ R. Il est démontré dans [CSG15] un résultat de contrôlabilité locale (en temps
petit) pour (7.30) aux états stationnaires constants strictement positifs (M1,M2) ∈
(0,+∞)2, i.e. vérifiant aM1 − bM2 = 0.
On peut également se demander si le résultat demeure vrai pour des états station-
naires positifs (non constants en espace). Plus précisément, soit (u∗1, u
∗
2) régulier, positif,
solution de 
−∆u∗1 = −∇.(u∗1∇u∗2) dans Ω,
−∆u2 = au∗1 − bu∗2 dans Ω,
∂u∗1
∂n =
∂u∗2
∂n = 0 sur ∂Ω.
(7.31)
Concernant l’existence de tels états stationnaires, on peut consulter [Hor03] et les réfé-
rences associées. Le linéarisé de (7.30) autour de ((u∗1, u
∗
2), h = 0) est
∂tu1 −∆u1 = −∇.(u∗1∇u2)−∇.(u1∇u∗2) dans QT ,
∂tu2 −∆u2 = au1 − bu2 + h1ω dans QT ,
∂u1
∂n =
∂u2
∂n = 0 sur ΣT ,
(u1, u2)(0, .) = (u1,0, u2,0) dans Ω.
(7.32)
Comme u∗1 ≥ ε > 0 dans Ω, la composante u1 semble contrôlée de manière indirecte par
la composante u2 à travers le terme de couplage d’ordre deux −∇.(u∗1∇u2). Mais, on ne
sait pas à l’heure actuelle démontrer la contrôlabilité à zéro du système (7.32). En effet,
la difficulté réside dans l’obtention d’une inégalité d’observabilité adhoc pour le système
adjoint : 
−∂tϕ1 −∆ϕ1 = ∇u∗2.∇ϕ1 + aϕ2 dans QT ,
−∂tϕ2 −∆ϕ2 = −∇.(u∗1∇ϕ1)− bϕ2 dans QT ,
∂ϕ1
∂n =
∂ϕ2
∂n = 0 sur ΣT ,
(ϕ1, ϕ2)(T, .) = (ϕ1,T , ϕ2,T ) dans Ω.
(7.33)
La stratégie usuelle suggère d’appliquer une inégalité de Carleman à l’équation parabo-
lique satisfaite par ∇.(u∗1∇ϕ1) pour ensuite bénéficier du couplage −∇.(u∗1∇ϕ1) de la
seconde équation de (7.33) pour enlever le terme local∫
qT
e−2sα(sξ)3|∇.(u∗1∇ϕ1)|2dtdx.
Cependant, ce type d’inégalité fait apparaître dans le terme de droite des termes globaux
du type
∫
QT
|∇ϕ1|2 qu’on ne peut pas absorber a priori.
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Chapitre 8
Contrôlabilité à zéro d’un système
2× 2 de réaction-diffusion avec
couplage non linéaire : une nouvelle
méthode de dualité
Le but de cette partie est de présenter les résultats obtenus dans l’article [LB18c]. Ce
papier répond à des questions de contrôlabilité globale et locale à zéro en temps petit
pour des systèmes de réaction-diffusion non linéaires du type
∂tu−∆u = f1(u, v) + h1ω dans QT ,
∂tv −∆v = f2(u, v) dans QT ,
u, v = 0 sur ΣT ,
(u, v)(0, .) = (u0, v0) dans Ω,
(8.1)
avec f1, f2 ∈ C∞(R2;R) telles que f1(0, 0) = f2(0, 0) = 0 dont le linéarisé autour de
((u, v) = (0, 0), h = 0) n’est pas contrôlable (voir Section 6.2). Dans (8.1), T est un
temps strictement positif (arbitrairement petit), Ω est un ouvert suffisamment régulier
(typiquement de classe C∞) et ω un ouvert non vide contenu dans Ω.
Parmi les systèmes (8.1), un cas typique de système de réaction-diffusion au linéarisé
non contrôlable (voir Section 6.2) est le suivant
∂tu−∆u = h1ω dans QT ,
∂tv −∆v = un dans QT ,
u, v = 0 sur ΣT ,
(u, v)(0, .) = (u0, v0) dans Ω,
(Power)
où n ≥ 2 est un entier.
Pour n impair, nous démontrons en Section 8.2 la contrôlabilité globale à zéro du
système (Power) (voir Théorème 8.2.2) par une nouvelle méthode non linéaire directe.
Pour mieux appréhender la stratégie de preuve, nous choisissons de la présenter dans le
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cadre de la dimension finie en Section 8.1. Le point clef de la démonstration du Théo-
rème 8.2.2 est la construction de contrôles pour l’équation de la chaleur (amenant à zéro)
dont la racine nième est régulière (voir Proposition 8.2.4). Ce dernier point est prouvé
par une nouvelle méthode de dualité qui est une généralisation de la méthode de dualité
Hilbertienne dans L2 au cas réflexif dans Lp, 1 < p < ∞. Nous nous servons de ce type
de contrôles pour démontrer un résultat de contrôlabilité locale à zéro pour des systèmes
généraux du type (8.1) grâce à la méthode du retour en Section 8.3.
8.1 Retour au modèle jouet de la dimension finie
L’analogue en dimension finie du système (Power) est{
y′1 = h,
y′2 = y
n
1 ,
(Jouet)
que nous avons déjà rencontré dans l’Exemple 2.1.8. On a montré que pour n pair, le
système n’est pas localement contrôlable à zéro et que pour n impair, il est localement
contrôlable à zéro grâce à la méthode du retour. On peut en fait démontrer le résultat
suivant.
Proposition 8.1.1. Pour n impair, le système (Jouet) est globalement contrôlable à
zéro.
Preuve par la méthode du retour et un argument d’homogénéité. On sait que le système
(Jouet) est localement contrôlable à zéro (méthode du retour). Remarquons également
que ce système est homogène au sens suivant : si ((y1, y2), h) est une trajectoire de (Jouet)
alors pour tout λ > 0, ((λy1, λny2), λh) est également une trajectoire de (Jouet). On en
déduit donc que le système (Jouet) est globalement contrôlable à zéro.
Nous allons à présent proposer une autre preuve (directe) de la Proposition 8.1.1.
Nous utiliserons ensuite la même stratégie pour déduire un résultat analogue pour le
système (Power) (voir Théorème 8.2.2 plus bas).
Preuve directe dans le cas n = 3. On se donne (y1,0, y2,0) ∈ R2. On cherche à construire
un contrôle h qui amène (y1, y2) à (0, 0) au temps T . La preuve s’effectue en deux étapes.
Etape 1 : Amener y1 à 0 au temps T/2. On pose
∀t ∈ [0, T/2), y1(t) := C exp
(
− 1
T/2− t
)
, y1(T/2) = 0,
où C est tel que y1(0) = y1,0. On définit ensuite
∀t ∈ [0, T/2], hT/2(t) := y′1(t).
Posons y2 la solution du problème de Cauchy
y′2 = y
3
1, y2(0) = y2,0.
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Bien sûr, on n’a pas yT/22 := y2(T/2) = 0 a priori. Sinon, c’est gagné.
Etape 2 : Amener y2 à 0 au temps T au moyen d’un contrôle cubique. Cette
étape est basée sur le lemme clef suivant.
Lemme 8.1.2. Soit τ > 0. Pour tout y0 ∈ R, il existe h ∈ C1([0, τ ];R) tel que
h1/3 ∈ C1([0, τ ];R) vérifiant h(0) = (h1/3)′(0) = h(τ) = 0, (8.2)
tel que la solution de
y′ = h, y(0) = y0,
vérifie y(τ) = 0.
La preuve de ce lemme est élémentaire. En effet, il suffit de poser
∀t ∈ [0, τ), y(t) := C exp
(
− 1
τ7 − t7
)
, y(τ) = 0,
où C est tel que y(0) = y0. On a alors y(0) = y0, y(τ) = 0 et en posant
∀t ∈ [0, τ ], h(t) := y′(t),
on a bien (8.2) car
∀t ∈ [0, τ), h(t) = −7 t
6
(τ7 − t7)2 exp
(
− 1
τ7 − t7
)
, h(τ) = 0.
Ce qui conclut la preuve du lemme.
Revenons à la fin de la preuve de la Proposition 8.1.1. Par le Lemme 8.1.2 appliqué
au temps τ = T/2, on peut trouver un contrôle H vérifiant (8.2) tel que
y′2 = H, (y2(T/2), y2(T )) = (y
T/2
2 , 0).
On pose alors
∀t ∈ [T/2, T ], y1(t) := H(t)1/3,
ce qui équivaut à
∀t ∈ [T/2, T ], y1(t)3 = H(t).
Remarquons en particulier qu’on a
y1(T/2) = y1(T ) = 0.
Puis, on pose
∀t ∈ [T/2, T ], hT (t) := y′1(t) = (H1/3)′(t).
On montre ainsi en rassemblant l’étape 1 et l’étape 2 que l’unique solution y =
(y1, y2) ∈ C1([0, T ];R) de (Jouet) associée au contrôle
h = hT/2 sur [0, T/2], hT sur [T/2, T ] ∈ C([0, T ];R),
s’annule au temps t = T .
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8.2 Nouveau résultat de contrôlabilité globale à zéro en
temps petit pour des systèmes de réaction-diffusion à
couplage impair
Comme dans le cas de (Jouet), on peut également montrer le résultat (négatif) sui-
vant.
Proposition 8.2.1. Si n est un entier pair, alors le système (Power) n’est pas localement
contrôlable à 0.
En effet, en utilisant un ≥ 0 et le principe du maximum (voir Proposition A.3.1), pour
toute solution (u, v) de (Power) associée à une donnée initiale (u0, v0) telle que v0 ≥ 0 et
v0 6= 0, on a
v(T, .) ≥ v˜(T, .) ≥ 0 et v˜(T, .) 6= 0,
où v˜ est la solution de l’équation de la chaleur
∂tv˜ −∆v˜ = 0 dans QT ,
v˜ = 0 sur ΣT ,
v˜(0, .) = v0 dans Ω.
Nous avons déjà vu au Corollaire 6.2.2 que le système (Power) est localement contrô-
lable à zéro pour n = 3. Le même argument d’homogénéité qu’employé pour (Jouet)
montre que si (Power) est localement contrôlable à zéro alors (Power) est globalement
contrôlable à zéro.
Le but de cette partie est de présenter le nouveau résultat suivant (voir [LB18c, Theo-
rem 2.5]).
Théorème 8.2.2. Pour n impair, le système (Power) est globalement contrôlable à
zéro au temps T . Plus précisément, il existe une constante C > 0 telle que pour tout
(u0, v0) ∈ L∞(Ω)2, il existe h ∈ L∞(qT ) vérifiant
‖h‖L∞(qT ) ≤ C
(
‖u0‖L∞(Ω) + ‖v0‖1/nL∞(Ω)
)
, (8.3)
tel que la solution de (Power) satisfait (u, v)(T, .) = (0, 0).
Remarque 8.2.3. En plus de démontrer la contrôlabilité globale à zéro du système
(Power), un autre avantage du Théorème 8.2.2 est de fournir une estimation sur la norme
du contrôle en fonction de la norme de la donnée initiale. Ce que ne permet pas toujours
la méthode du retour.
La preuve du Théorème 8.2.2 suit les idées de la preuve directe de la Section 8.1.
Pour simplifier la présentation, nous allons supposer que n = 3 et nous allons seulement
montrer la propriété de contrôlabilité globale sans l’estimation (8.3) sur le contrôle.
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Démonstration. Soit (u0, v0) ∈ L∞(Ω)2. La preuve se fait en deux étapes.
Etape 1 : Amener u1 à 0 au temps T/2. Par contrôlabilité globale de l’équation
de la chaleur appliqué au temps T/2 (voir Théorème 5.2.1), on sait qu’il existe h1 ∈
L∞((0, T/2)× ω) tel que la solution associée u1 ∈ L∞((0, T/2)× Ω) vérifie
∂tu1 −∆u1 = h11ω dans (0, T/2)× Ω,
u1 = 0 sur (0, T/2)× ∂Ω,
(u1(0, .), u1(T/2, .)) = (u0, 0) dans Ω.
On pose alors v1 ∈ L∞((0, T/2)× Ω) comme la solution du problème de Cauchy ∂tv1 −∆v1 = u
2k+1
1 dans (0, T/2)× Ω,
v1 = 0 sur (0, T/2)× ∂Ω,
v1(0, .) = v0 dans Ω.
Bien sûr, on n’a pas v1(T/2, .) = 0 a priori. Sinon, c’est gagné.
Etape 2 : Amener v2 à 0 au temps T au moyen d’un contrôle cubique. Nous
allons utiliser le nouveau résultat clef suivant (voir [LB18c, Proposition 3.7]) qui est un
résultat de contrôlabilité à zéro de l’équation de la chaleur avec contrôle cubique régulier.
Proposition 8.2.4. Pour tous τ > 0, y0 ∈ L∞(Ω), il existe hτ ∈ C1,2(Qτ ) vérifiant
h1/3τ ∈ C1,2(Qτ ), hτ (0, .) = hτ (τ, .) = 0, ∀t ∈ [0, τ ], supp(hτ (t, .)) ⊂⊂ ω (8.4)
tel que la solution y ∈ L∞(Qτ ) de l’équation de la chaleur avec donnée initiale y0 et
contrôle hτ , satisfait y(τ, .) = 0.
Admettons dans un premier temps cette proposition et revenons à notre preuve.
On applique la Proposition 8.2.4 avec (0, τ)← (T/2, T ), y0 ← v1(T/2, .) ∈ L∞(Ω). Il
existe alors un contrôle H vérifiant (8.4) tel que la solution v2 associée vérifie
∂tv2 −∆v2 = H dans (T/2, T )× Ω,
v2 = 0 sur (T/2, T )× ∂Ω,
(v2(T/2, .), v2(T, .)) = (v1(T/2, .), 0) dans Ω.
On pose alors
u2 := H
1
3 ∈ C1,2((T/2, T )× Ω)),
qui vérifie
u2(T/2, .) = u2(T, .) = 0.
Puis, nous posons
h2 := ∂tu2 −∆u2 ∈ L∞((T/2, T )× Ω)), (8.5)
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à support dans (T/2, T )× ω par (8.4).
On montre ainsi en rassemblant l’étape 1 et l’étape 2 que l’unique solution (u, v) ∈
L∞(QT ) de (Power) associée au contrôle
h = h1 sur [0, T/2], h2 sur [T/2, T ] ∈ L∞(qT ),
est identiquement nulle au temps t = T .
La preuve de l’existence de contrôles cubiques réguliers à l’équation de la chaleur (voir
Proposition 8.2.4) est basée sur une nouvelle méthode de dualité. Nous avons choisi d’ap-
peler cette méthode la « Reflexive Uniqueness Method » puisque c’est une adaptation de
la « Hilbert Uniqueness Method » au cadre réflexif.
Pour comprendre la preuve de la Proposition 8.2.4, il faut avoir à l’esprit la construc-
tion de contrôles réguliers pour l’équation de la chaleur par la « PHUM » (voir Sec-
tion 5.2). Au lieu de minimiser une fonctionnelle dans L2 à poids, nous allons minimiser
une fonctionnelle dans L4/3 à poids. En effet, l’idée sous-jacente est la suivante : la dérivée
de la fonction strictement convexe x 7→ |x|4/3 est x 7→ x1/3.
Idée de la démonstration de la Proposition 8.2.4. Se donnant un poids ρ (à choisir plus
tard), y0 ∈ L4/3(Ω) et ε > 0, introduisons la fonctionnelle :
∀h ∈ L4/3(qT ), Jε(h) = 3
4
∫
(0,T )×ω
ρ(t, x)−4/3|h|4/3dtdx+ 3
4ε
‖y(T, .)‖4/3
L4/3(Ω)
,
où y est la solution de (Heat) avec donnée initiale y0 et contrôle h.
On voit aisément que Jε est une fonctionnelle de classe C1, strictement convexe et
coercive sur l’espace réflexif L4/3(qT ) donc elle possède un unique minimum hε. Appelons
yε la solution de (Heat) associée à ce contrôle hε. Par l’équation d’Euler-Lagrange, on a
que pour tout h ∈ L4/3(qT ),∫
(0,T )×ω
ρ(t, x)−4/3h1/3ε hdtdx+
1
ε
∫
Ω
yε(T, .)
1/3.y(T, .) = 0, (8.6)
où y est la solution de (Heat) avec donnée initiale nulle et contrôle h.
Par un argument de dualité entre y et ϕε définie comme la solution de (HeatAdj)
avec donnée initiale au temps t = T , ϕε(T, .) = −yε(T, .)1/3/ε, on a∫
Ω
y(T, .).ϕε(T, .) =
∫
(0,T )×ω
hϕε,
−1
ε
∫
Ω
yε(T, .)
1/3.y(T, .) =
∫
(0,T )×ω
hϕε,
ce qui donne grâce à (8.6) :∫
(0,T )×ω
ϕεh =
∫
(0,T )×ω
ρ(t, x)−4/3h1/3ε h, ∀h ∈ L4/3(qT ).
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D’où, on trouve
h1/3ε = ρ(t, x)
4/3ϕε1ω. (8.7)
En utilisant (8.7) et un nouvel argument de dualité entre yε et ϕε, on a∫
Ω
y(T, x).ϕε(T, x)dx =
∫
Ω
y0(x)ϕε(0, x)dx+
∫
(0,T )×ω
hεϕε
−1
ε
‖yε(T, .)‖4/3L4/3(Ω) =
∫
Ω
y0(x)ϕε(0, x)dx+
∫
(0,T )×ω
ρ(t, x)4|ϕε|4. (8.8)
Par une inégalité de type Carleman L4 (celle-ci restant à établir) appliquée à ϕε, on
trouve
‖ϕε(0, .)‖4L4(Ω) ≤ C
∫
(0,T )×ω
ρ4|ϕε|4, (8.9)
D’où, en utilisant (8.8), (8.9) et l’inégalité de Young, on a
1
ε
‖yε(T, .)‖4/3L4/3(Ω) +
∥∥ρ−1hε∥∥4/3L4/3((0,T )×ω) ≤ C ‖y0‖4/3L4/3(Ω) . (8.10)
Grâce à (8.7) et à l’équation satisfaite par ϕε, on montre, par des arguments de
type : régularité maximale dans les espaces Lp (voir Proposition A.6.2), régularité maxi-
male dans les espaces de Hölder (voir Proposition A.6.4) et injections de Sobolev (voir
Lemme A.6.3), que pour α > 0,∥∥∥h1/3ε ∥∥∥
C1+α,2+2α(QT )
≤ C ‖y0‖1/3L4/3(Ω) . (8.11)
Il reste enfin à passer à la limite dans (8.10) et (8.11) en invoquant le théorème d’Ascoli
pour conclure la preuve de la Proposition 8.2.4.
Ainsi, la preuve de la Proposition 8.2.4 est valide si l’on arrive à démontrer une
inégalité de Carleman L4 qui mène en particulier à (8.9). En fait, à partir de l’inégalité
de Carleman L2 préalablement établie, c’est-à-dire du Théorème 3.4.3, et un argument
de bootstrap, on peut déduire une inégalité de Carleman L4 (voir [LB18c, Theorem 4.4]).
Remarque 8.2.5. La fonction 1ω dans (8.7) semble poser des problèmes de régularité
a priori, c’est pourquoi il faut en réalité adapter le raisonnement précédent en cherchant
des contrôles sous la forme hχ où χ est une fonction régulière de troncature en espace à
support localisé dans ω.
8.3 Nouveau résultat de contrôlabilité locale à zéro en temps
petit pour des systèmes de réaction-diffusion à couplage
impair
Le but de cette partie est de généraliser le Théorème 8.2.2 à des systèmes de réaction-
diffusion plus généraux (voir [LB18c, Theorem 2.8]).
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Théorème 8.3.1. Soit k ∈ N. Soit (g1, g2) ∈ C∞(R;R)2 tels que
g1(0) = g
′
1(0) = · · · = g(2k)1 (0) = 0 et g(2k+1)1 (0) 6= 0,
g2(0) 6= 0.
Soit f1 ∈ C∞(R2;R), f2 ∈ C∞(R2;R) tels que
∀(u, v) ∈ R2, f1(0, v) = 0, f2(u, v) := g1(u)g2(v).
Alors, le système (8.1) est localement contrôlable à zéro.
La preuve du Théorème 8.3.1 s’appuie sur la méthode du retour énoncée en Théo-
rème 6.2.1. Il reste donc à démontrer l’existence d’une trajectoire non triviale du système
(8.1) qui part de ((0, 0), 0) et qui retourne en ((0, 0), 0). La construction de cette trajec-
toire s’appuie notamment sur la Proposition 8.2.4. On suppose que k = 1 pour simplifier
la présentation.
Grandes lignes de la construction de la trajectoire. Premièrement, on remarque que f2
se comporte comme une fonction cube en la variable u près de 0, au sens où
f2(u, v) = g˜1
3(u)g2(v), (8.12)
avec g˜1, un C∞ difféomorphisme local d’un voisinage de 0 dans un voisinage de 0 tel que
g˜1(0) = 0.
On construit la trajectoire en deux étapes.
Première partie de la trajectoire. On se donne u1 non identiquement nulle régu-
lière à support dans (0, T/2) × ω. On définit v1 à l’aide de u1 en résolvant le problème
de Cauchy
∂tv1 −∆v1 = f2(u1, v1), v1(0, .) = 0.
On définit alors
h1 := ∂tu1 −∆u1 − f1(u1, v1),
qui est bien supporté dans (0, T/2)× ω.
Seconde partie de la tractoire : retour à (0, 0). On sait, par la Proposition 8.2.4,
qu’on peut trouver un contrôle H à support dans (T/2, T )×ω de racine cubique régulière
telle que la solution v2 associée satisfait
∂tv2 −∆v2 = H, (v2(T/2, .), v2(T, .)) = (v1(T/2, ), 0).
En utilisant (8.12), on peut alors définir
u2 := g˜1
−1
((
H
g2(v2)
)1/3)
.
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On peut vérifier que u2 est régulière et à support dans (T/2, T )×ω. Finalement, on pose
h2 := ∂tu2 −∆u2 − f1(u2, v2),
qui est bien supporté dans (T/2, T )× ω.
Le recollement des deux trajectoires fournit alors une trajectoire partant de ((0, 0), 0)
et allant à ((0, 0), 0) telle que
∂f2
∂u
(u1, v1) ≥ ε > 0 sur (T/8, 3T/8)× ω0,
pour ε > 0 suffisamment petit et ω0 contenu dans ω.
8.4 Perspectives et problèmes ouverts
Une première perspective de recherche pourrait être le calcul numérique du contrôle
que l’on construit dans la preuve du Théorème 8.2.2. En effet, on rappelle que la construc-
tion de ce contrôle passe par deux étapes : la construction d’un contrôle amenant la
première composante du système (Power) à zéro, puis la construction d’un contrôle cu-
bique (si n = 3) amenant la seconde composante à zéro. Ces deux étapes de construction
peuvent s’obtenir par une méthode de dualité pénalisée : l’une dans un cadre L2 (voir
la seconde preuve du Théorème 5.2.1), l’autre dans un cadre L4/3 (voir la preuve de la
Proposition 8.2.4). Ainsi, les idées présentes dans les articles [EV09], [Boy13], [BHLR11],
[BR14] pourraient s’adapter pour l’approximation numérique des contrôles amenant à
zéro le système (Power).
Un problème intéressant, qui généraliserait le résultat du Théorème 8.2.2, serait le
suivant.
Problème ouvert 8.4.1. Soit n un entier plus grand que 2 et k1, . . . , kn−1 ∈ N. On
considère le problème de contrôle de type cascade non linéaire suivant
∂tu1 −∆u1 = h1ω dans QT ,
∂tu2 −∆u2 = u2k1+11 dans QT ,
...
∂tun −∆un = u2kn−1+1n−1 dans QT ,
U = 0 sur ΣT ,
U(0, .) = U0 dans Ω.
(8.13)
Le système (8.13) est-il globalement contrôlable à zéro dans L∞(Ω)n ?
Rappelons que le cas n = 2 est entièrement traité par le Théorème 8.2.2. Pour le cas
n = 3, et k1 = k2 = 1, on peut montrer que le système (8.13) est globalement contrôlable
à zéro par la méthode du retour et un argument d’homogénéité (voir [CG17]).
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Chapitre 9
Contrôlabilité globale à zéro et à
états positifs d’équations de la
chaleur faiblement non linéaires
Le but de cette partie est de présenter les nouveaux résultats de contrôlabilité obtenus
dans l’article [LB18a] pour l’équation de la chaleur semilinéaire
∂ty −∆y + f(y) = h1ω dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω,
(9.1)
où f ∈ C1(R;R) est telle que f(0) = 0 et f satisfait une condition de croissance à l’infini
du type
∃α > 0, f(s)|s| logα(1 + |s|) → 0 quand |s| → +∞. (9.2)
Nous commençons par rappeler en Section 9.1, Section 9.2, Section 9.3, Section 9.4,
Section 9.5 les principaux résultats de contrôlabilité déjà connus pour l’équation (9.1).
En Section 9.6 (voir Théorème 9.6.2), nous présentons un premier nouveau résultat
issu de [LB18a]. C’est un résultat de contrôlabilité globale en temps petit à états positifs
pour l’équation (9.1) sous certaines hypothèses sur la fonction f . La preuve de ce dernier
résultat est reportée en Section 9.8. Elle est basée sur une estimation fine du coût de
contrôle à états positifs pour l’équation de la chaleur avec potentiel énoncée en Théo-
rème 9.8.1. Cette estimation repose sur une estimation fine de la constante d’observabilité
de l’équation de la chaleur avec potentiel pour des données initiales à valeurs positives
établie en Théorème 9.8.3, grâce à une nouvelle inégalité L1 (voir Théorème 9.8.5). En
comparant avec les résultats déjà connus de la littérature, on montre l’optimalité de ce
résultat selon que le paramètre α de (9.2) est plus petit ou plus grand que 2.
Le Théorème 9.6.2 nous permet d’établir en Section 9.7 un nouveau résultat de contrô-
labilité globale en temps long (uniforme) à zéro pour l’équation (9.1) sous certaines hy-
pothèses sur la fonction f (voir Théorème 9.7.1). La preuve de ce dernier résultat passe
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par trois étapes de contrôles : amener à un état positif pour éviter l’explosion vers le bas
grâce au Théorème 9.6.2, laisser dissiper en profitant de la dissipation de la fonction f
sur R+, contrôler localement à zéro grâce au Théorème 5.3.1. En comparant à nouveau
avec les résultats déjà connus de la littérature, on montre l’optimalité de ce résultat selon
que le paramètre α de (9.2) est plus petit ou plus grand que 2.
9.1 Explosion sans contrôle
Dans cette Section 9.1, on considère (9.1) avec h = 0, et on remplace f par −f pour
simplifier la présentation, c’est-à-dire qu’on a
∂ty −∆y = f(y) dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω.
(9.3)
Le résultat suivant montre que sans contrôle il y a explosion en temps fini pour (9.1).
Proposition 9.1.1. On suppose que f est une fonction convexe et f(s) > 0 pour s > 0.
On suppose également que la condition d’Osgood :∫ +∞
1
ds
f(s)
< +∞, (9.4)
est vérifiée. Alors, pour tout T > 0, il existe une donnée initiale y0 ∈ L∞(Ω) telle que la
solution maximale de (9.3) avec h = 0 explose en T ∗ < T .
Démonstration. Soit ϕ1 la première fonction propre, associée à la première valeur propre
λ1 > 0 de (−∆, H2 ∩H10 (Ω)), que l’on suppose de masse normalisée à 1. On pose u(t) =∫
Ω y(t, x)ϕ1(x)dx. En multipliant (9.3) par ϕ1 et en intégrant en espace, on déduit par
intégrations par parties et par l’inégalité de Jensen
u′ =
∫
Ω
ytϕ1dx =
∫
Ω
y∆ϕ1dx+
∫
Ω
f(y)ϕ1dx ≥ −λ1u+ f(u).
Comme f est convexe et qu’on a (9.4), on montre qu’il existe C > 0 tel que f(s) ≥ 2λ1s
pour s ≥ C. Ainsi, si la donnée initiale y0 est choisie telle que u(0) ≥ C, on a alors
u′ ≥ f(u)− λ1u ≥ 1
2
f(u),
d’où
t/2 ≤
∫ t
0
u′(τ)
f(u(τ))
dτ =
∫ u(t)
u(0)
ds
f(s)
≤
∫ +∞
u(0)
ds
f(s)
< +∞.
On en déduit alors une borne sur le temps maximal T ∗ d’existence de la solution, cette
borne tendant vers 0 quand u(0)→ +∞, d’où la conclusion de la preuve.
Remarque 9.1.2. La condition de convexité de la Proposition 9.1.1 peut être rem-
placée par l’hypothèse f(s) ≥ f˜(s) pour s grand et f˜ satisfaisant les hypothèses de la
proposition. Ainsi, pour des non linéarités presque linéaires, typiquement pour f(s) =
s logp(1 + |s|) avec p > 1, la Proposition 9.1.1 montre qu’il y a explosion.
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9.2 Contrôlabilité globale à zéro en temps petit malgré l’ex-
plosion
Nous avons vu dans le Théorème 5.4.2 qu’on peut en fait lutter contre l’explosion et
même faire beaucoup mieux : on peut contrôler globalement en temps petit l’équation
de la chaleur semilinéaire (9.1) sous l’hypothèse que f vérifie la condition asymptotique
(9.2) avec α ≤ 3/2.
9.3 Explosion quel que soit le contrôle
En fait, le résultat du Théorème 5.4.2 est très sensible au paramètre α de (9.2) puisque
nous avons le résultat suivant (voir [FCZ00, Theorem 1.1]).
Théorème 9.3.1. On pose f(s) :=
∫ |s|
0 log
p(1 + σ)dσ avec p > 2 et on suppose que
Ω \ ω 6= ∅. Alors pour tout T > 0, il existe une donnée initiale y0 ∈ L∞(Ω) telle que,
quel que soit le contrôle h ∈ L∞(qT ), la solution maximale y de l’équation de la chaleur
semilinéaire (9.1) explose en un temps T ∗ < T .
Remarque 9.3.2. Une telle fonction f satisfait (9.2) pour tout α > p car |f(s)| ∼
|s| logp(1+ |s|) quand |s| → +∞. Ainsi, le Théorème 9.3.1 montre que pour certaines non
linéarités satisfaisant (9.2) pour α > 2, l’équation (9.1) n’est pas globalement contrôlable
à zéro pour tout temps T > 0.
La preuve du Théorème 9.3.1 s’appuie sur une analyse similaire à celle faite dans la
preuve de la Proposition 9.1.1. Le point difficile étant que pour ne plus voir l’influence du
contrôle, il va falloir multiplier non plus par une fonction propre mais par une troncature
en espace convenablement choisie et localisée hors de la zone de contrôle.
Idée de la preuve du Théorème 9.3.1. On introduit une fonction de troncature en espace
ρ régulière telle que
ρ = 0 dans ω,
∫
Ω
ρ(x)dx = 1.
Soit y0 ∈ L∞(Ω), h ∈ L∞(qT ) et y la solution maximale associée de (9.1). On multiplie
l’équation (9.1) par ρ et on intègre sur Ω. Au regard du support de ρ, on a alors, posant
u(t) = − ∫Ω y(t, x)ρ(x)dx,
−u′ =
∫
Ω
∆yρ−
∫
Ω
f(y)ρ,
et donc par intégrations par parties et par parité de la fonction f ,
u′ = −
∫
Ω
y∆ρ+
∫
Ω
f(|y|)ρ. (9.5)
Comme f est convexe, on peut introduire la fonction conjuguée de f , définie de la manière
suivante :
∀s ∈ R, f∗(s) = sup
a∈R
(as− f(a)).
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Supposons pour le moment qu’on ait réussi à choisir la fonction ρ telle que
C :=
∫
Ω
f∗
(
2|∆ρ|
ρ
)
ρdx < +∞. (9.6)
Alors, par l’inégalité de Young,∣∣∣∣∫
Ω
y∆ρdx
∣∣∣∣ ≤ ∫
Ω
|y|
∣∣∣∣∆ρρ
∣∣∣∣ ρdx
≤ 1
2
∫
Ω
f(|y|)ρdx+ 1
2
∫
Ω
f∗
(
2∆ρ
ρ
)
ρdx∣∣∣∣∫
Ω
y∆ρdx
∣∣∣∣ ≤ 12
∫
Ω
f(|y|)ρdx+ C
2
. (9.7)
Ainsi, en rassemblant (9.5) et (9.7), on en déduit que
u′ ≥ −C
2
+
1
2
∫
Ω
f(|y|)ρdx,
puis par l’inégalité de Jensen et la parité de la fonction f , on aboutit à l’inéquation
différentielle
u′ ≥ −C
2
+
f(u)
2
.
On conclut alors comme dans la preuve de la Proposition 9.1.1.
Il reste donc à montrer qu’on peut choisir une fonction ρ telle que (9.6) soit vérifiée.
Ceci est rendu possible si p > 2 en exploitant le caractère asymptotique de f∗ au voisinage
de +∞ et en recherchant des fonctions ρ(x) = exp(−(r − |x|)−m) où r > 0 est tel que
B(0, r) ⊂ Ω \ ω (quitte à translater) et m est à choisir convenablement en fonction de p
(voir les détails dans la preuve du [FCZ00, Theorem 1.1]).
9.4 Cas dissipatif : contrôlabilité globale en temps long
Quand la non linéarité f est dissipative, c’est-à-dire quand f(s)s ≥ 0 par exemple,
alors se donnant y0 ∈ L∞(Ω) (et h = 0), la solution associée de l’équation de la chaleur
semilinéaire (9.1) converge dans L∞(Ω) vers 0. Or, par contrôlabilité locale à zéro de
l’équation de la chaleur semilinéaire (voir Théorème 5.3.1), on en déduit que, si la solution
s’est rapprochée suffisamment de 0, on peut trouver un contrôle qui l’y amène exactement.
Ainsi, le précédent raisonnement montre qu’on peut amener toute donnée initiale à 0 en
un temps suffisamment grand (qui dépend de la taille de la condition initiale a priori).
On montre en fait dans le prochain résultat que pour certaines non linéarités, le temps
de contrôle à zéro peut être rendu uniforme par rapport à la donnée initiale. Ce type
d’argument a déjà utilisé par Jean-Michel Coron dans le contexte de l’équation de Burgers
(voir [Cor07b, Theorem 8]).
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Théorème 9.4.1. On suppose que f(s) > 0 pour s > 0 et f(s) < 0 pour s < 0. En
particulier, la non linéarité est dissipative. On suppose de plus que la condition d’Osgood
(9.4) est vérifiée au voisinage de ±∞. Alors il existe T > 0 suffisamment grand tel que
pour tout y0 ∈ L∞(Ω), il existe h ∈ L∞(qT ) tel que la solution y de l’équation de la
chaleur semilinéaire (9.1) vérifie y(T, .) = 0.
Démonstration. Soit y0 ∈ L∞(Ω). La preuve s’effectue en deux étapes.
Etape 1 : Laisser dissiper. On pose h1 = 0 sur (0, T ∗) avec T ∗ > 0 à fixer plus
tard. On a alors par principe de comparaison que
∀t ∈ [0, T ∗], p.p. x ∈ Ω, v−(t) ≤ y(t, x) ≤ v+(t), (9.8)
où v± est l’unique solution de l’équation différentielle ordinaire{
˙v±(t) = −f(v±(t)) dans (0,+∞),
v±(0) = ±
(
‖y0‖L∞(Ω) + 1
)
.
(9.9)
Étudions le comportement asymptotique de v+. Un calcul simple montre que
∀t ∈ [0,+∞), v+(t) > 0 et F (v+(t))− F (v+(0)) = t, (9.10)
où F est définie de la manière suivante
∀s > 0, F (s) =
∫ s
+∞
−1
f(σ)
dσ =
∫ +∞
s
1
f(σ)
dσ. (9.11)
Notez que F est bien définie car f(σ) > 0 pour σ > 0 et 1/f ∈ L1([1,+∞)) par hypothèse.
On vérifie que F est une fonction C1 strictement décroissante. De plus, 1/f /∈ L1((0, 1])
car f ∈ C1(R;R) et f(0) = 0. D’où, nous avons par (9.11)
lim
s→0+
F (s) = +∞ et lim
s→+∞F (s) = 0. (9.12)
Donc, on en déduit que F : (0,+∞) → (0,+∞) est un C1-difféomorphisme. Notons
F−1 : (0,+∞) → (0,+∞) son inverse, qui est elle aussi strictement décroissante. Alors,
par (9.10), on a
∀t ∈ [0,+∞), v+(t) = F−1(t+ F (v+(0))) ≤ F−1(t). (9.13)
L’estimation (9.13) est le point clef car elle nous permet de majorer v+ par une fonction
indépendante de la taille de v+(0). Or, on a
F−1(t)→ 0 quand t→ +∞, (9.14)
en utilisant (9.12).
Soit δ > 0 tel que la contrôlabilité à zéro de (9.1) ait lieu dans BL∞(Ω)(0, δ) au temps
T = 1. L’existence de δ est garantie par le théorème de contrôlabilité locale de l’équation
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de la chaleur semilinéaire : Théorème 5.3.1.
Par (9.14), on pose alors T ∗ suffisamment grand pour avoir
F−1(T ∗) ≤ δ. (9.15)
Finalement, en utilisant (9.8), (9.13), (9.15) et en effectuant un raisonnement similaire
pour v−, on a
p.p. x ∈ Ω, |y(T ∗, x)| ≤ δ. (9.16)
Etape 2 : Contrôlabilité locale. Par contrôlabilité locale et (9.16), on en déduit
qu’il existe h2 défini sur (T ∗, T ∗+1) qui amène la solution y à zéro au temps t = T ∗+1.
Le contrôle h = 0 sur (0, T ∗) et h = h2 sur (T ∗, T ∗ + 1) amène ainsi la solution de
(9.1) à zéro au temps t = T ∗ + 1. Il est à noter que T ∗ + 1 ne dépend pas de y0.
9.5 Cas dissipatif : contrôlabilité globale en temps petit im-
possible
Le résultat suivant, énoncé sans preuve, montre qu’on ne peut guère espérer mieux
qu’un résultat de contrôle en temps long dans le cas dissipatif (voir [AT02, Theorem 3]).
Figure 9.1 – Illustration de la preuve du Théorème 9.4.1
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Théorème 9.5.1. On pose f(s) := s logp(1+ |s|) avec p > 2 et on suppose que Ω\ω 6= ∅.
Alors, il existe x0 ∈ Ω \ω, T0 ∈ (0, 1) tels que pour tout T ∈ (0, T0), il existe une donnée
initiale y0 ∈ L∞(Ω) telle que, quel que soit le contrôle h ∈ L∞(qT ), la solution y de
l’équation de la chaleur semilinéaire (9.1) satisfait y(T, x0) < 0.
Remarque 9.5.2. En particulier, pour un tel f comme dans le Théorème 9.5.1, (9.1)
n’est pas globalement contrôlable en temps petit. Le Théorème 9.5.1 est dû à une majo-
ration ponctuelle de y, solution de (9.1), qui est indépendante du contrôle h. Celle-ci est
obtenue en construisant des sur-solutions appropriées.
9.6 Nouveau résultat de contrôlabilité globale à états posi-
tifs en temps petit malgré l’explosion
On introduit une nouvelle notion de contrôlabilité.
Définition 9.6.1. Soit T > 0. L’équation de la chaleur semilinéaire (9.1) est globalement
positivement contrôlable (respectivement globalement négativement contrôlable) au temps
T si pour tout y0 ∈ L∞(Ω), il existe h ∈ L∞(qT ) tel que la solution y de (9.1) satisfait :
y(T, .) ≥ 0 (respectivement y(T, .) ≤ 0). (9.17)
Voici le premier nouveau résultat que l’on a obtenu pour (9.1) (voir [LB18a, Theorem
2.2]).
Théorème 9.6.2. On suppose que f vérifie la condition asymptotique (9.2) pour
α ≤ 2 et f(s) ≥ 0 pour s ≥ 0 (respectivement f(s) ≤ 0 pour s ≤ 0). Alors, pour
tout T > 0, l’équation de la chaleur semilinéaire (9.1) est globalement positivement
contrôlable (respectivement négativement contrôlable) au temps T .
Remarque 9.6.3. Le Théorème 9.6.2 est presque optimal puisqu’il n’est pas vérifié pour
α > 2 grâce au Théorème 9.5.1. Le cas où |f(s)| ∼ |s| log2(1 + |s|) quand |s| → +∞ est
ouvert.
Remarque 9.6.4. Le Théorème 9.6.2 ne traite pas le cas f(s) = −s logp(1 + |s|) avec
p < 2 à cause de la condition de signe.
Nous donnons les idées de la preuve du Théorème 9.6.2 dans la Section 9.8.
9.7 Nouveau résultat de contrôlabilité globale à zéro en
temps long malgré l’explosion
Notre deuxième nouveau résultat est le suivant (voir [LB18a, Theorem 2.5]).
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Théorème 9.7.1. On suppose que f vérifie la condition asymptotique (9.2) pour
α ≤ 2, f(s) > 0 pour s > 0 (respectivement f(s) < 0 pour s < 0) et la condition
d’Osgood (9.4) est vérifiée au voisinage de +∞ (respectivement au voisinage de −∞).
Alors il existe T > 0 suffisamment grand tel que l’équation de la chaleur semilinéaire
(9.1) est globalement contrôlable à zéro au temps T .
Remarque 9.7.2. Le Théorème 9.7.1 prouve que le Théorème 9.3.1 est presque optimal.
En effet, prenons f(s) =
∫ |s|
0 log
p(1 + σ)dσ avec p < 2, alors par le Théorème 9.7.1, il
existe T suffisamment grand tel que (9.1) est globalement contrôlable au temps T . En
particulier, on peut trouver un contrôle localisé qui empêche l’explosion. Le cas f(s) =∫ |s|
0 log
2(1 + σ)dσ est laissé ouvert.
Remarque 9.7.3. Le Théorème 9.7.1 ne traite pas le cas f(s) = −s logp(1 + |s|) avec
p < 2 en raison de la condition de signe.
Remarque 9.7.4. La contrôlabilité à zéro en temps petit de (9.1) reste ouverte quand
(9.2) a lieu pour 3/2 < α ≤ 2.
Passons à la preuve du Théorème 9.7.1.
Démonstration. Soit y0 ∈ L∞(Ω). La preuve s’effectue en trois étapes que nous allons
résumer ici car elle suit de manière très proche le raisonnement de la preuve du Théo-
rème 9.4.1.
Etape 1 : Chauffer très fort. Par le Théorème 9.6.2, on sait que l’on peut amener
y0 à un état positif au moyen d’un contrôle h1 au temps t = 1 par exemple.
Etape 2 : Laisser refroidir. On pose h2 = 0 sur (1, T ∗) où T ∗ > 0 sera fixé plus
tard. Par principe de comparaison, on démontre que
∀t ∈ [1, T ∗], p.p. x ∈ Ω, 0 ≤ y(t, x) ≤ v+(t),
où v+ est l’unique solution de{
˙v+(t) = −f(v+(t)) dans (1,+∞),
v+(1) = + ‖y0‖L∞(Ω) + 1 .
Puis, on montre de manière similaire que
∀t ∈ [1,+∞), v+(t) ≤ G(t)→ 0 quand t→ +∞,
où G est indépendante de y0. On en déduit que
p.p. x ∈ Ω, 0 ≤ y(T ∗, x) ≤ δ,
où δ > 0 est tel que la contrôlabilité locale de (9.1) ait lieu dans BL∞(Ω)(0, δ) au temps
t = 1.
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Etape 3 : Contrôlabilité locale. Par contrôlabilité locale, on en déduit qu’il existe
h3 défini sur (T ∗, T ∗ + 1) qui amène la solution y à zéro au temps t = T ∗ + 1.
Le contrôle h = h1 sur (0, 1), h = 0 sur (1, T ∗) et h = h3 sur (T ∗, T ∗+1) amène ainsi
la solution de (9.1) à zéro au temps t = T ∗ + 1. Il est à noter que T ∗ + 1 ne dépend pas
de y0.
9.8 Estimations optimales d’observabilité pour l’équation
de la chaleur avec potentiel
La preuve du théorème de contrôlabilité globale à états positifs en temps petit, i.e. le
Théorème 9.6.2, est basée sur le nouveau résultat suivant, qui est un résultat de contrôle
(avec estimation fine du coût) à états positifs pour l’équation de la chaleur avec potentiel
a ∈ L∞(QT ) : 
∂ty −∆y + a(t, x)y = h1ω dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω.
(9.18)
Figure 9.2 – Illustration de la preuve du Théorème 9.7.1
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Théorème 9.8.1. Pour tout T > 0, (9.18) est globalement positivement contrôlable
au temps T . Plus précisément, pour tout T > 0, il existe C = C(Ω, ω, T, a) > 0, avec
C(Ω, ω, T, a) = exp
(
C(Ω, ω)
(
1 +
1
T
+ T ‖a‖L∞(QT ) + ‖a‖
1/2
L∞(QT )
))
(9.19)
tel que pour tout y0 ∈ L2(Ω), il existe h ∈ L∞(qT ) tel que
‖h‖L∞(qT ) ≤ C(Ω, ω, T, a) ‖y0‖L2(Ω) , (9.20)
et la solution y de (9.18) satisfait
y(T, .) ≥ 0. (9.21)
Pour démontrer le Théorème 9.6.2 à partir du Théorème 9.8.1, il suffit d’adapter les
arguments de la preuve du théorème de contrôlabilité globale à zéro en temps petit de
l’équation de la chaleur faiblement non linéaire, i.e. le Théorème 5.4.2, et d’utiliser la
dissipation de f sur R+.
Remarque 9.8.2. On sait déjà que (9.18) est globalement positivement contrôlable au
temps T car elle est globalement contrôlable à zéro au temps T (voir le Théorème 3.5.1),
mais le plus intéressant est le coût de contrôle donné dans le Théorème 9.8.1. En particu-
lier, l’exposant 1/2 du terme ‖a‖1/2L∞(QT ) est le point clef pour prouver le Théorème 9.6.2
pour des non linéarités vérifiant (9.2) avec α < 2 = (1/2)−1.
La preuve du Théorème 9.8.1 est une conséquence de l’inégalité d’observabilité sui-
vante pour le système adjoint
−∂tϕ−∆ϕ+ a(t, x)ϕ = 0 dans QT ,
ϕ = 0 sur ΣT ,
ϕ(T, .) = ϕT dans Ω.
(9.22)
Théorème 9.8.3. Pour tout T > 0, il existe C = C(Ω, ω, T, a) > 0 de la forme
(9.19) tel que pour ϕT ∈ L2(Ω;R+) la solution ϕ de (9.22) satisfait
‖ϕ(0, .)‖2L2(Ω) ≤ C
(∫ T
0
∫
ω
ϕ2dxdt
)
. (9.23)
Remarque 9.8.4. Rappelons au passage que (9.23) est vérifiée avec C de la forme
C(Ω, ω, T, a) = exp
(
C(Ω, ω)
(
1 +
1
T
+ T ‖a‖L∞(QT ) + ‖a‖
2/3
L∞(QT )
))
(9.24)
pour tout ϕT ∈ L2(Ω;R) d’après (3.24). L’exposant 2/3 du terme ‖a‖2/3L∞(QT ) est d’ailleurs
le point clef pour prouver le Théorème 5.4.2. L’optimalité de l’exposant 2/3 a été prouvée
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par Thomas Duyckaerts, Xu Zhang et Enrique Zuazua pour des systèmes d’au moins 2
équations paraboliques avec N ≥ 2, N pair, N étant la dimension spatiale (voir [DZZ08,
Theorem 1.1] et aussi [Zua07, Theorem 5.2] pour les principales idées de la preuve). Le
Théorème 9.8.3 montre qu’on peut en fait diminuer l’exposant 2/3 à l’exposant 1/2 pour
des données initiales (au temps t = T ) positives.
Reprenant les notations de la Section 3.4, la preuve du Théorème 9.8.3 est basée sur
l’estimation d’inspiration Carleman L1 suivante.
Théorème 9.8.5. Il existe deux constantes C := C(Ω, ω) > 0 et C1 := C1(Ω, ω) > 0,
telles que
∀λ ≥ 1, ∀s ≥ s1(λ) := C(Ω, ω)
(
T + T 2 + T 2 ‖a‖1/2L∞(QT )
)
, (9.25)
pour tout ϕT ∈ L2(Ω;R+), la solution positive ϕ de (9.22) vérifie
λ
∫
QT
e−sαsξ2η0q +
∫
QT
e−sαξq ≤ C1λ
∫
(0,T )×ω
e−sαsξ2qdxdt. (9.26)
Démonstration. Soit ψ = e−sαϕ où ϕ est solution de (9.22) associée à une donnée initiale
ϕT ∈ L2(Ω;R+).
On procède comme dans la preuve de l’inégalité de Carleman L2 établie pour le
Théorème 3.4.3 : on regarde l’équation satisfaite par ψ, on a :
Mψ = gs,λ, (9.27)
où on a défini
Mψ = −2sλξ∇η0.∇ψ + ∂tψ + s2λ2|∇η0|2ξ2ψ +∆ψ + sαtψ − a(t, x)ψ, (9.28)
et
gs,λ = g + sλ∆η
0ξψ + sλ2|∇η0|2ξψ.
On multiplie (9.27) par η0 et on intègre sur (0, T )× Ω∫
QT
s2λ2|∇η0|2ξ2ψη0 −
∫
QT
2sλξ(∇η0.∇ψ)η0 +
∫
QT
(∂tψ)η
0 +
∫
QT
(∆ψ)η0
=
∫
QT
sλ2|∇η0|2ξψη0 −
∫
QT
sαtψη
0 +
∫
QT
a(t, x)ψη0
+
∫
QT
sλ∆η0ξψη0.
(9.29)
En utilisant la propriété du poids η0 : (3.13), on a∫
QT
s2λ2|∇η0|2ξ2ψη0 ≥ c
∫
QT
s2λ2ξ2ψη0 − c
∫
(0,T )×ω
s2λ2ξ2ψη0. (9.30)
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En combinant (9.29) et (9.30), on a
c
∫
QT
s2λ2ξ2ψη0 −
∫
QT
2sλξ(∇η0.∇ψ)η0 +
∫
QT
(∂tψ)η
0 +
∫
QT
(∆ψ)η0
≤
∫
QT
sλ2|∇η0|2ξψη0 +
∫
QT
s|αt|ψη0 +
∫
QT
|a(t, x)|ψη0
+
∫
QT
sλ|∆η0|ξψη0 + c
∫
(0,T )×ω
s2λ2ξ2ψη0.
(9.31)
On a de plus les intégrations par parties suivantes
−
∫
QT
2sλξ(∇η0.∇ψ)η0 =
∫
QT
2sλ
(∇ξ.∇η0)η0ψ + ξ(∆η0)η0ψ + ξ|∇η0|2ψ︸ ︷︷ ︸
≥0
 . (9.32)
∫
QT
(∂tψ)η
0 =
∫
Ω
η0(.)(ψ(T, .)− ψ(0, .)) = 0, (9.33)∫
QT
(∆ψ)η0 =
∫
QT
ψ∆η0. (9.34)
De (9.31), (9.32), (9.33), (9.34) et des propriétés de η0, on déduit
c
∫
QT
s2λ2ξ2ψη0 + 2c
∫
QT
sλξψ
≤
∫
QT
sλ2|∇η0|2ξψη0 +
∫
QT
s|αt|ψη0 +
∫
QT
|a(t, x)|ψη0
+3
∫
QT
sλ|∆η0|ξψη0 + 2
∫
QT
sλ|∇ξ||∇η0|ψη0 +
∫
QT
ψ|∆η0|
+c
∫
(0,T )×ω
s2λ2ξ2ψη0 + 2c
∫
(0,T )×ω
sλξψ.
(9.35)
En utilisant les estimations du Lemme 3.4.2, les cinq premiers termes du membre de
droite (9.35) peuvent être absorbés par le premier terme de gauche si s ≥ s1 comme
défini en (9.25). Le sixième terme du membre de droite de (9.35) peut être absorbé par
le second terme de gauche si s ≥ C(Ω, ω)T 2. Les deux derniers termes du membre de
droite de (9.35) sont plus petits que
∫
(0,T )×ω s
2λ2ξ2ψ si s ≥ C(Ω, ω)T 2. Ce qui mène à∫
QT
s2λ2ξ2ψη0 +
∫
QT
sλξψ ≤ C
∫
(0,T )×ω
s2λ2ξ2ψ,
et donc à (9.26) en divisant par sλ.
De la même manière, on démontre dans [LB18a] une estimation fine du coût de
contrôle pour les systèmes
∂ty −∆y +B(t, x).∇y = h1ω dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω,
(9.36)
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où B ∈ L∞(QT )N . En effet, nous démontrons le nouveau résultat suivant.
Théorème 9.8.6. Pour tout T > 0, (9.36) est globalement positivement contrôlable
au temps T avec un coût de contrôle de la forme
C(Ω, ω, T,B) = exp
(
C(Ω, ω)
(
1 +
1
T
+ T ‖B‖2L∞(QT )N + ‖B‖L∞(QT )N
))
. (9.37)
Le Théorème 9.8.6 repose sur une amélioration de la quantification de la constante
d’observabilité pour l’équation
−∂tϕ−∆ϕ−∇.(B(t, x)ϕ) = 0 dans QT ,
ϕ = 0 sur ΣT ,
ϕ(T, .) = ϕT dans Ω.
(9.38)
qui est de l’ordre de C(Ω, ω, T,B) comme dans (9.37) pour des données initiales ϕT ∈
L2(Ω;R+). Il est à noter que pour ϕT ∈ L2(Ω;R), la meilleure estimation de la constante
d’observabilité pour (9.38) connue à ce jour (voir [DFCGBZ02]) est
C(Ω, ω, T,B) = exp
(
C(Ω, ω)
(
1 +
1
T
+ (1 + T ) ‖B‖2L∞(QT )N
))
.
9.9 Perspectives et problèmes ouverts
Une première piste de recherche pourrait être de voir dans quelle mesure l’approxi-
mation numérique des contrôles amenant à zéro les solutions de (9.1) en temps petit
dans [FCM12] peut être adaptée pour calculer les contrôles amenant à un état positif les
solutions de (9.1) en temps petit.
9.9.1 Non linéarités dépendant du gradient de l’état
On peut également se demander dans quelle mesure les résultats du Théorème 9.6.2
et du Théorème 9.7.1 peuvent être étendus à des non linéarités F (y,∇y). Pour simplifier
la discussion, on suppose que F dépend seulement du gradient de l’état, c’est-à-dire qu’on
considère l’équation non linéaire suivante :
∂ty −∆y + F (∇y) = h1ω dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω,
(9.39)
où F ∈ C1(RN ;R) vérifie F (0) = 0.
Nous disposons du résultat suivant de contrôlabilité globale à zéro (voir [DFCGBZ02,
Theorem 1.1]).
Théorème 9.9.1. On suppose que (9.2) est vérifiée pour α ≤ 1/2. Alors, pour tout
T > 0, (9.39) est globalement contrôlable à zéro au temps T .
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On a également le résultat (négatif) suivant (voir [PZ12, Theorem 4.2]).
Théorème 9.9.2. Il existe F satisfaisant F (∇y) ∼ |∇y| logp(1 + |∇y|) quand |∇y| →
+∞ avec p > 1 tel que pour tout r > 0, il existe y0 ∈ L∞(Ω) avec ‖y0‖L∞(Ω) = r tel
que pour tout contrôle h ∈ L∞(qT ), la solution y de (9.39) satisfait y(t, .) 6= 0 pour tout
t < C0r, où C0 = C0(Ω, ω, F ). En particulier, le système (9.39) n’est pas globalement
contrôlable à zéro pour tout T > 0.
Remarque 9.9.3. Comme déjà mentionné dans la [PZ12, Remark 4.5], il y a une marge
entre le Théorème 9.9.1 et le Théorème 9.9.2. Ce qui nous amène à la question suivante :
que peut-on dire des semilinéarités satisfaisant (9.2) pour α ∈ (1/2, 1] ? Une bonne stra-
tégie pour répondre (partiellement) à cette question pourrait être de partir de la nouvelle
estimation de coût du Théorème 9.8.6. Une des difficultés à résoudre serait alors l’adap-
tation de l’argument employé dans l’étape 2 de la preuve du Théorème 9.7.1. En effet,
pour des non linéarités dépendant du gradient de l’état, la comparaison de la solution
libre à la solution d’une équation différentielle n’est plus possible.
9.9.2 Conjecture de Landis et estimations optimales d’observabilité
pour l’équation de la chaleur avec potentiel
Dans un premier temps, rappelons dans quel sens l’optimalité de l’inégalité d’obser-
vabilité de l’équation de la chaleur avec potentiel mentionnée en Remarque 9.8.4 a été
prouvée par Thomas Duyckaertz, Xu Zhang et Enrique Zuazua (voir [DZZ08, Theorem
1.1]).
Théorème 9.9.4. On suppose que la dimension spatiale N ≥ 2 est paire et que le nombre
d’équations du système parabolique est n ≥ 2. Alors il existe c > 0, µ > 0, une famille de
potentiels (matriciels) (AR)R>0 tels que
‖AR‖L∞(Ω;Cn×n) → +∞, quand R→ +∞,
et une famille (ϕT,R)R>0 de données initiales dans L2(Ω)n telle que la famille de solutions
ϕR de 
−∂tϕR −∆ϕR +AR(x)ϕR = 0 dans QT ,
ϕR = 0 sur ΣT ,
ϕR(T, .) = ϕT,R dans Ω,
(9.40)
satisfait
lim
R→+∞
 infT∈Iµ ‖ϕR(0, .)‖
2
L2(Ω)n
exp
(
c ‖AR‖2/3L∞(Ω)
) ∫ T
0
∫
ω |ϕR(t, x)|2dtdx
 = +∞, (9.41)
où Iµ =
(
0, µ ‖AR‖−1/3L∞(Ω)
]
.
On redonne l’idée de la preuve du Théorème 9.9.4 (voir [Zua07, Section 5.2]).
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Idée de preuve du Théorème 9.9.4. Pour simplifier la présentation, on se concentre sur le
cas N = 2 et n = 2.
La preuve est basée sur le résultat suivant dû à Viktor Meshkov (voir [Mes91]).
Théorème 9.9.5. Il existe un potentiel à valeur complexe non nul q = q(x) et une
solution à valeur complexe non nulle u = u(x) de
∆u = q(x)u, dans R2,
et qui satisfait la propriété de décroissance
∀x ∈ R2, |u(x)| ≤ C exp(−|x|4/3),
pour une certaine constante C > 0.
Etape 1 : Construction sur RN . On se donne u et q comme dans le Théorème 9.9.5.
On pose
uR(x) = u(Rx), AR(x) = R
2q(Rx).
On obtient alors une famille de potentiels (AR)R>0 et de solutions (uR)R>0 vérifiant
∆uR = AR(x)uR, dans R
2,
et
∀x ∈ R2, |u(x)| ≤ C exp(−R4/3|x|4/3).
Ainsi, en posant ψR(t, x) = uR(x) pour (t, x) ∈ (0,+∞)× RN , on a
−∂tψR −∆ψR +ARψR = 0 dans (0,+∞)× R2,
et
∀(t, x) ∈ (0,+∞)× R2, |ψR(t, x)| ≤ C exp(−R4/3|x|4/3).
Etape 2 : Restriction à Ω. On suppose que ω est contenu strictement dans Ω.
Sans perte de généralité (par translation et changement d’échelle), on peut supposer que
B(0, 1) ⊂ Ω \ ω.
Ainsi, la famille (ψR) préalablement construite est solution du problème de Dirichlet
non homogène suivant{ −∂tψR −∆ψR +AR(x)ψR = 0 dans QT ,
ψR = εR sur ΣT ,
(9.42)
où εR = ψR sur ∂Ω.
En utilisant le fait que ω et ∂Ω sont contenus dans le complémentaire de B(0, 1), on
déduit que pour certaines constantes c, C > 0 :
∀(t, x) ∈ (0, T )× ω, |ψR(t, x)| ≤ C exp(−R4/3), (9.43)
∀(t, x) ∈ (0, T )× ∂Ω, |εR(t, x)| ≤ C exp(−R4/3), (9.44)
‖ψR(0, .)‖2L2(Ω) ∼ ‖ψR(0, .)‖2L2(RN ) = ‖uR‖2L2(RN ) =
1
RN
‖u‖2L2(RN ) =
c
RN
, (9.45)
‖AR‖2L∞(Ω) ∼ ‖AR‖2L∞(RN ) = CR4. (9.46)
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On peut alors corriger la solution ψR pour qu’elle satisfasse un problème de Dirichlet
homogène. Pour cela on introduit
−∂tρR −∆ρR +AR(x)ρR = 0 dans QT ,
ρR = εR sur ΣT ,
ρR(T, .) = 0,
(9.47)
et on pose alors
ϕR = ψR − ρR.
Ainsi, par (9.42) et (9.47), (ϕR) est une famille de solutions du système parabolique
(9.40) avec potentiels AR(x) = R2q(Rx).
Le caractère exponentiellement décroissant de la donnée de Dirichlet εR montre que
ρR est exponentiellement décroissant. Cela nous permet de montrer que ϕR satisfait
essentiellement les mêmes propriétés que ψR énoncées en (9.43), (9.44), (9.45), (9.46).
Ainsi, la famille (ϕR) permet de conclure la preuve du Théorème 9.9.4.
La preuve précédente établit ainsi un lien entre l’existence de fonctions u ∈ L∞(C;C)
et q ∈ L∞(C;C), telles que ∆u = q(x)u, avec u décroissant plus qu’exponentiellement à
l’infini : ∀x ∈ C, |u(x)| ≤ C exp(−|x|4/3) et la quantification de l’inégalité d’observabilité
pour l’équation de la chaleur avec potentiel. Il est également démontré dans [Mes91] par
une inégalité de Carleman l’optimalité du Théorème 9.9.5 au sens suivant.
Théorème 9.9.6. Soit q ∈ L∞(C;C) et u ∈ L∞(C;C) solution de
∆u = q(x)u, dans C,
et qui satisfait la propriété de décroissance
∃C > 0, ε > 0, ∀x ∈ C, |u(x)| ≤ C exp(−|x|4/3+ε).
Alors
u ≡ 0.
Historiquement, la construction de Viktor Meshkov du Théorème 9.9.5 répondait à
une question de Evgenii Landis datant de la fin des années 60 (voir [KL88]), appelée
dorénavant conjecture de Landis.
Problème ouvert 9.9.7 (Conjecture de Landis). Si u satisfait
−∆u+ q(x)u = 0 dans RN , (9.48)
avec q ∈ L∞(RN ) et u satisfait
∃C > 0, ∃ε > 0, ∀x ∈ RN , |u(x)| ≤ C exp(−C|x|1+ε), (9.49)
alors
u ≡ 0 dans RN . (9.50)
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Cette conjecture a donc été niée par Victor Meshkov grâce à son contre-exemple du
Théorème 9.9.5 dans le cas complexe. Une forme quantitative des résultats de Viktor
Meshkov a par ailleurs été établie dans l’article de Jean Bourgain et Carlos Kenig (voir
[BK05]) sur la résolution du problème de localisation d’Anderson. La conjecture de Landis
a alors été remise au goût du jour. Est-elle vraie si u et q sont à valeurs réelles dans le
Problème ouvert 9.9.7 (voir [Ken06]) ?
Le cas unidimensionnel N = 1 et radial a été démontré récemment par Luca Rossi
(voir [Ros18]). Le cas u ≥ 0 ou V ≥ 0 a été démontré par Luca Rossi (voir [Ros18]) et
de manière indépendante par Ari Arapostathis, Anus Biswas et Debdip Ganguly par des
outils probabilistes (voir [ABG17]). Mentionnons également l’article [KSW15] dans le cas
N = 2 avec V ≥ 0 et les papiers qui ont suivi, qui donnent une preuve quantitative de la
conjecture de Landis.
La preuve du Théorème 9.9.4 établit donc un lien entre la conjecture de Landis et la
quantification de l’inégalité d’observabilité pour l’équation de la chaleur avec potentiel.
Ainsi, ayant démontré dans le Théorème 9.8.3 que la constante d’observabilité pour
des données initiales à valeurs positives est de l’ordre
C(Ω, ω, T, a) = exp
(
C(Ω, ω)
(
1 +
1
T
+ T ‖a‖L∞(QT ) + ‖a‖
1/2
L∞(QT )
))
,
on peut retrouver le résultat récent : la conjecture de Landis est vérifiée pour des fonc-
tions u à valeurs positives. En effet, il suffit de raisonner par l’absurde, i.e. de supposer
l’existence d’une fonction u positive non triviale vérifiant (9.48) et (9.49). Puis, en uti-
lisant les mêmes arguments que dans la preuve du Théorème 9.9.4, on peut alors nier
la quantification préalablement établie de la constante d’observabilité pour des données
initiales à valeurs positives. En fait, on peut également redémontrer de manière directe la
conjecture de Landis dans le cas u ≥ 0 en démontrant une inégalité d’inspiration Carle-
man elliptique L1 similaire à celle établie dans le cas parabolique dans le Théorème 9.8.5
(voir Annexe F).
On conjecture que l’inégalité d’observabilité (9.23) pour l’équation de la chaleur avec
potentiel réel (9.18) est vérifiée avec une constante C de la forme
C(Ω, ω, T, a) = exp
(
C(Ω, ω)
(
1 +
1
T
+ T ‖a‖L∞(QT ) + ‖a‖
1/2
L∞(QT )
))
pour tout ϕT ∈ L2(Ω;R). A part dans le cas unidimensionnel où il est connu que le
résultat est vrai pour des potentiels a ne dépendant que de la variable d’espace (voir
[DZZ08, Section 8.5]), ce problème est largement ouvert. Ce type d’inégalité impliquerait
la conjecture de Landis (dans le cas réel) en raisonnant par l’absurde et en utilisant les
arguments de la preuve du Théorème 9.9.5. Elle impliquerait également la contrôlabilité
globale à zéro en temps petit de l’équation (9.1) pour f satisfaisant (9.2) pour α ∈ (3/2, 2].
C’est donc un problème difficile a priori. De nouvelles idées doivent voir le jour pour le
résoudre.
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Chapitre 10
Contrôlabilité à zéro de systèmes
linéaires parabolique-transport
Le but de ce chapitre est de présenter le travail, en cours de rédaction, fait en collabo-
ration avec Karine Beauchard et Armand Koenig. Nous nous intéressons à la contrôlabilité
à zéro de systèmes linéaires parabolique-transport. Plus précisément, nous étudions
{
∂tf −B∂xxf +A∂xf +Kf = u1ω dans (0, T )× T,
f(0, .) = f0 dans T,
(Sys)
où
— T > 0, T = R/(2πZ), ω est un ensemble non vide contenu dans T, d ∈ N∗,
A,B,K ∈ Rd×d,
— l’état du système est f : [0, T ]× T→ Rd,
— le contrôle du système est u : [0, T ]× T→ Rd.
En Section 10.1, nous formulons les hypothèses sur les matrices A, B et K du sys-
tème (Sys) sous lesquelles nous allons travailler. En Section 10.2, nous énonçons notre
principal résultat de contrôlabilité. Il permet de généraliser certains résultats de contrô-
labilité concernant l’équation des ondes avec amortissement structurel (voir Annexe G).
C’est également un des premiers résultats de contrôlabilité d’un système couplant une
dynamique parabolique avec une dynamique de transport. En Section 10.3, nous énon-
çons sans preuve les propriétés spectrales de l’opérateur associé au système (Sys), i.e.
−B∂xx +A∂x +K. Ces dernières propriétés seront d’utilité constante dans la suite. Les
principaux points de la preuve du résultat négatif de contrôlabilité à zéro sont rassem-
blés en Section 10.5. Enfin, les principales étapes de la preuve du résultat positif de
contrôlabilité à zéro sont présentées en Section 10.6.
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10.1 Présentation du système et hypothèses
On suppose que
d = d1 + d2 avec 1 ≤ d1 < d, 1 ≤ d2 < d, (H.1)
B =
(
0 0
0 D
)
, avec D ∈ Rd2×d2 , (H.2)
ℜ(Sp(D)) ⊂ (0,∞). (H.3)
En introduisant la décomposition par blocs analogue des matrices A et K, de la fonction
f et du contrôle u,
A =
(
A′ A12
A21 A22
)
, K =
(
K11 K12
K21 K22
)
, f(t, x) =
(
f1(t, x)
f2(t, x)
)
, u(t, x) =
(
u1(t, x)
u2(t, x)
)
,
on voit que le système (Sys) couple une équation de transport sur f1 avec une équation
parabolique sur f2
(∂t +A
′∂x +K11) f1 + (A12∂x +K12) f2 = u11ω dans (0, T )× T,(
∂t −D∂2x +A22∂x +K22
)
f2 + (A21∂x +K21) f1 = u21ω dans (0, T )× T,
(f1, f2)(0, .) = (f0,1, f0,2) dans T .
(10.1)
On fait de plus l’hypothèse suivante sur la matrice A′
A′ est diagonalisable avec Sp(A′) ⊂ R. (H.4)
On peut démontrer avec de l’analyse de Fourier vectorielle et une analyse spectrale assez
fine que, pour toute donnée initiale f0 ∈ L2(T,Cd) et pour tout contrôle u ∈ L2((0, T )×
ω,Cd), il existe une unique solution f ∈ C0([0, T ], L2(T)d) de (Sys) (voir Annexe G).
10.2 Nouveau résultat de contrôlabilité
Notre principal résultat est le suivant.
Théorème 10.2.1. On suppose (H.1)-(H.4). On définit
ℓ(ω) := sup{|I|; I composante connexe de T \ ω},
µ∗ = min{|µ|; µ ∈ Sp(A′)},
et
T ∗ =
{
ℓ(ω)
µ∗
si µ∗ > 0,
+∞ si µ∗ = 0.
(10.2)
Alors
1. le système (Sys) n’est pas contrôlable à zéro sur ω en tout temps T < T ∗,
2. le système (Sys) est contrôlable à zéro sur ω en tout temps T > T ∗.
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En particulier, quand ω est un intervalle de T et µ∗ > 0, alors le temps minimal de
contrôlabilité est T ∗ = 2π−|ω|µ∗ .
Le résultat négatif au temps T < T ∗ est attendu en raison de la partie transport du
système (Sys) (voir la composante f1 de (10.1)), mais la preuve n’est pas évidente. En
effet, en raison du couplage parabolique, il peut ne pas exister des solutions purement
transportées pour le système (Sys). Notre preuve est basée sur des techniques d’analyse
complexe dévelopées par Armand Koenig dans l’article [Koe17].
La preuve du résultat positif, au temps T > T ∗ est basée sur une adaptation de la
stratégie employée par Gilles Lebeau et Enrique Zuazua pour le contrôle d’un système
linéaire de thermoélasticité (voir [LZ98]).
10.3 Analyse spectrale du système
Dans le but d’étudier (Sys), nous sommes ramenés à étudier l’opérateur
L := −B∂xx +A∂x +K. (10.3)
Dans tout ce chapitre, nous appelons en la fonction x 7→ einx. On remarque qu’en appli-
quant L à φen, où φ ∈ Cd, on obtient
L(φen) = n2
(
B +
i
n
A+
1
n2
)
φen. (10.4)
Ainsi, en définissant E(z) la matrice perturbée
∀z ∈ C, E(z) = B + zA− z2K, (10.5)
on déduit que L agit du coté Fourier comme la multiplication par n2E(i/n). Il nous faut
ainsi connaître les valeurs propres et vecteurs propres de E(z). Ces propriétés spectrales
sont reliées à celles des matrices A et B d’après la théorie de la perturbation analytique en
dimension finie (voir [Kat95, Ch. II §1 and §2]). Pour les détails des prochaines preuves,
on renvoie à Annexe G.
Pour r > 0 et m ∈ N∗, on note Om×mr l’ensemble des fonctions holomorphes sur le
disque D(0, r) du plan complexe à valeurs dans Cm×m.
Proposition 10.3.1. Il existe r > 0 et une fonction holomorphe à valeurs matricielles
P h ∈ Om×mr à valeurs matricielles telle que
(i) P h(0) =
( Id1 0
0 0
)
,
(ii) pour tout |z| < r, P h(z) est une projection qui commute avec E(z),
(iii) dans la limite z → 0, E(z)P h(z) = O(z).
Pour démontrer la Proposition 10.3.1, il suffit de définir P h(z) comme la somme des
projections sur les espaces caractéristiques de E(z) associées au « 0-groupe » de valeurs
propres parallèlement aux autres espaces caractéristiques et d’utiliser la forme bloc de
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B, voir (H.2), (H.3).
On dit que P h est la « projection sur les branches hyperboliques ». On introduit
P p(z) = Id − P h(z), que nous appelons la « projection sur les branches paraboliques ».
Proposition 10.3.2. La fonction à valeurs matricielles P p est dans Om×mr et
(i) P p(0) =
( 0 0
0 Id2
)
,
(ii) pour tout |z| < r, P p(z) est une projection qui commute avec E(z),
(iii) dans la limite z → 0, E(z)P p(z) = B +O(z).
Dans la suite, nous devons être plus précis dans le développement asymptotique de la
branche hyperbolique donné en Proposition 10.3.1. Nous établissons le résultat suivant.
Proposition 10.3.3. Il existe r > 0 et une famille de fonctions holomorphes à valeurs
matricielles (P hµ )µ∈Sp(A′) ∈ (Od×dr )Sp(A
′) vérifiant
(i) pour tout µ ∈ Sp(A′) et |z| < r, P hµ (z) est une projection non nulle qui commute
avec E(z),
(ii) pour tout |z| < r, P h(z) = ∑
µ∈Sp(A′)
P hµ (z) et pour tout µ 6= µ′, P hµ (z)P hµ′(z) = 0,
(iii) pour tout µ ∈ Sp(A′), il existe Rhµ ∈ Od×dr tel que
∀|z| < r, E(z)P hµ (z) = µzP hµ (z) + z2Rhµ(z).
La preuve de la Proposition 10.3.3 est basée sur le processus de réduction de Kato
(voir [Kat95, Ch. II §2.3]). Ceci est rendu possible en utilisant le fait que 0 est une valeur
propre semi-simple de la matrice B, c’est-à-dire que sa multiplicité algébrique coïncide
avec sa multiplicité géométrique, et l’hypothèse (H.4), c’est-à-dire que la matrice A′ est
diagonalisable sur R.
10.4 Observabilité du système adjoint
Par la « HUM », la contrôlabilité à zéro du système (Sys) équivaut à l’observabilité
du système adjoint.
Proposition 10.4.1. Soit T > 0. Le système (Sys) est contrôlable sur ω au temps T si
et seulement si il existe C > 0 tel que pour tout g0 ∈ L2(T;Cd), la solution g de l’équation{
∂tg −Btr∂xxg −Atr∂xg +Ktrg = 0 dans (0, T )× T,
g(0, .) = g0 dans T.
(10.6)
satisfait
‖g(T, .)‖2L2(C) ≤ C
∫ T
0
∫
ω
|g(t, x)|2 dt dx. (10.7)
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On peut montrer que les solutions du système adjoint (10.6) sont de la forme
g(t, x) =
∑
n∈Z
einx−tn
2E( in)
∗
ϕn, (10.8)
où (ϕn) ∈ ℓ2(Z,Cd). De plus, nous disposons d’une théorie spectrale qui est similaire
aux Proposition 10.3.1, Proposition 10.3.2, Proposition 10.3.3 pour l’opérateur E(z)∗. Il
suffit de passer à l’adjoint dans chacune des formules.
10.5 Preuve du résultat de négatif de contrôlabilité à zéro
en temps petit
Le but de cette partie est de prouver le premier point du Théorème 10.2.1. Pour
simplifier, on suppose que ω est un intervalle. On raisonne par l’absurde. On suppose
que (Sys) est contrôlable à zéro sur ω au temps T < T ∗ = 2π−|ω|µ∗ . Ainsi, en utilisant la
Proposition 10.4.1, l’inégalité d’observabilité (10.7) est vérifiée au temps T . En adaptant
la méthode d’Armand Koenig (voir [Koe17]), on démontre que l’inégalité d’observabilité
(10.7) implique une estimation d’observabilité pour des polynômes à valeurs complexes
que nous nions par la suite grâce au théorème de Runge.
Soit µ ∈ Sp(A′) de valeur absolue minimale. Nous démontrons dans le résultat sui-
vante une estimation d’observabilité pour des polynômes à valeurs complexes.
Proposition 10.5.1. Soit U un ouvert borné de C, étoilé par rapport à 0, qui contient
ωT =
⋃
0≤t≤T (ω¯−µt) (où ω¯−µt est la rotation de ω¯ par un angle −µt, voir Figure 10.1).
Il existe une constante C > 0 et un entier N tels que pour tout polynôme p(ζ) =∑
n>N anζ
n où 0 est une racine de multiplicité au moins N , on a
|p|L2(D(0,1)) ≤ C|p|L∞(U). (10.9)
Démonstration. Grâce à la Proposition 10.3.3, il existe r > 0, une fonction à valeurs
projections : P hµ et une fonction à valeurs matricielles : R
h
µ qui sont holomorphes sur
D(0, r), tels que pour tout |z| < r,
Pµ(z)E(z) = E(z)Pµ(z) = µzP
h
µ (z) + z
2Rhµ(z). (10.10)
Soit ϕ0 6= 0 dans l’image de P hµ (0)∗. Pour nier l’inégalité d’observabilité (10.7), on
cherche des solutions g(t, x) du système (10.6) avec des données initiales de la forme
g(0, x) =
∑
ane
inxP (i/n)∗ϕ0. On suppose dans la suite que les sommes sont finies.
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ωωT
U
ζ0
Figure 10.1 – Illustration d’un domaine U qui contient ωT , contenu strictement dans
D(0, 1).
Comme sur l’image de P hµ (z), E(z) agit comme µz + z
2Rhµ(z) par (10.10), on a
g(t, x) =
∑
ane
inxe−tn
2E( in)
∗
P hµ
(
i
n
)∗
ϕ0
=
∑
ane
inxe−tn
2E( in)
∗
Phµ( in)
∗
P hµ
(
i
n
)∗
ϕ0
=
∑
ane
inxe
−tn2
(
−µ i
n
Phµ( in)
∗− 1
n2
Rhµ( in)
∗
)
P hµ
(
i
n
)∗
ϕ0
=
∑
ane
in(x+µt)+tRhµ( in)
∗
P hµ
(
i
n
)∗
ϕ0.
Ainsi, en définissant pour 0 ≤ t ≤ T et n ∈ Z,
γt(n) = e
tRhµ( in)
∗
P hµ
(
i
n
)∗
, (10.11)
on écrit g(t, x) sous la forme
g(t, x) =
∑
ane
in(x+µt)γt(n)ϕ0.
Si γt(n) = 1, alors g(t, x) serait simplement la solution d’une équation de transport
découplée, il serait alors aisé de nier (10.7). Pour traiter ce terme, nous allons utiliser le
lemme suivant (pour la preuve, on renvoie à l’Annexe G).
Lemme 10.5.2. Soit U comme dans la Proposition 10.5.1. Il existe une constante C > 0
et un entier N tels que pour tout polynôme
∑
n>N anζ
n où 0 est une racine de multiplicité
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au moins N , pour tout 0 ≤ τ ≤ T ,∣∣∣ ∑
n>N
anζ
nγτ (n)
∣∣∣
L∞(ωT )
≤ C
∣∣∣ ∑
n>N
anζ
n
∣∣∣
L∞(U)
. (10.12)
On suppose que an = 0 pour n ≤ N . En posant ζ(t, x) = ei(x+µt), qui appartient à
ωT pour (t, x) ∈ [0, T ]× ω, on a
g(t, x) =
∑
n>N
anζ(t, x)
nγt(n)ϕ0.
Soit (t, x) ∈ [0, T ]× ω. En appliquant le Lemme 10.5.2 avec τ = t, on a
|g(t, x)| ≤ C
∣∣∣ ∑
n>N
anζ
n
∣∣∣
L∞(U)
.
Ainsi, le terme de droite de l’inégalité d’observabilité (10.7) satisfait
|g|2L2([0,T ]×ω) ≤ 2πT |g|2L∞([0,T ]×ω) ≤ 2πTC2
∣∣∣ ∑
n>N
anζ
n
∣∣∣2
L∞(U)
. (10.13)
On minore à présent le terme de gauche de (10.7). Grâce à l’égalité de Parseval, on a
|g(T, ·)|2L2(T) =
∣∣∣ ∑
n>N
ane
in(x+µT )γT (n)ϕ0
∣∣∣2
L2(T)
= 2π
∑
n>N
|an|2|γT (n)ϕ0|2. (10.14)
Comme R est holomorphe sur D(0, r), on en déduit que z 7→ Rhµ(z)∗ l’est aussi. En
particulier, on a C1 := sup|z|≤r/2 |Rhµ(z)∗| < +∞. Donc, pour n ≥ 2r−1,∣∣(e−TRhµ( in)∗)−1∣∣ = ∣∣eTRhµ( in)∗∣∣ ≤ eC1T . (10.15)
De plus, ϕ0 est dans l’image de P hµ (0)
∗ et P hµ est holomorphe sur D(0, r), donc il existe
r′ > 0 suffisamment petit tel que pour |z| < r′,
|P hµ (z)∗ϕ0| ≥ |ϕ0|/2 =: c. (10.16)
En rassemblant (10.15) et (10.16), on déduit que pour n ≥ N ′ := ⌊max(2r−1, r′−1)⌋+ 1,
|γT (n)ϕ0| =
∣∣∣∣e−TRhµ( in)∗P hµ( in)∗ϕ0
∣∣∣∣ ≥ e−C1T c =: c′.
Ainsi, en supposant que an = 0 pour n ≤ N ′, on a alors en utilisant la précédente
estimation et l’égalité de Parseval (10.14)∣∣∣ ∑
n>N
anζ
n
∣∣∣2
L2(D(0,1))
= π
∑
n>N
|an|2
n+ 1
≤ π
c′
∑
n>N
|an|2
n+ 1
|γT (n)ϕ0|2 ≤ π
c′
|g(T, ·)|2L2(T). (10.17)
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D’où, grâce à la minoration (10.17) et à la majoration (10.13), l’inégalité d’observa-
bilité (10.7) implique∣∣∣ ∑
n>N
anζ
n
∣∣∣2
L2(D(0,1))
≤ C|g(T, ·)|2L2({T}) ≤ C ′|g|2L2([0,T ]×ω) ≤ C ′′
∣∣∣ ∑
n>N
anζ
n
∣∣∣2
L∞(U)
,
ce qui conclut la preuve de la Proposition 10.5.1.
Vérifions à présent que l’inégalité de la Proposition 10.5.1 n’est pas vérifiée. Nous
allons utiliser le théorème de Runge (voir par exemple le « Big Rudin » [Rud87, Thm.
13.11]) pour construire un contre-exemple.
Proposition 10.5.3 (Théorème de Runge). Soit U un ensemble ouvert simplement
connexe de C et f une fonction holomorphe sur U . Alors, il existe une suite (pk)k≥0
de polynômes qui converge uniformément sur tout compact de U vers f .
Fin de la preuve du premier point du Théorème 10.2.1. Soit T < T ∗ et ωT comme dans
la Proposition 10.5.1. Par définition de T ∗, ωT n’est pas le cercle unité tout entier. On
peut donc trouver un ouvert borné U , étoilé par rapport à 0 et qui ne contient pas D(0, 1)
(voir Figure 10.1).
Avec un tel choix de U , il existe un nombre complexe ζ0 ∈ D(0, 1) qui n’est pas dans
l’adhérence de U . Ainsi, par le théorème de Runge, il existe une suite de polynômes (p˜k)
qui converge uniformément sur tout compact de C \ (ζ0[1,+∞)) vers ζ 7→ (ζ − ζ0)−1. On
pose alors pk(ζ) = ζN+1p˜k(ζ). D’où, la suite (pk) fournit un contre-exemple à l’inégalité
sur les polynômes complexes (10.9). En effet, comme ζN+1(ζ−ζ0)−1 est borné sur U , (pk)
est uniformément borné sur U , donc le terme de droite de l’inégalité d’observabilité (10.9)
est borné. Mais comme ζ0 appartient à D(0, 1), ζN+1(ζ−ζ0)−1 a une norme L2 infinie sur
D(0, 1), et donc par le lemme de Fatou, |pk|L2(D(0,1)) tend vers +∞ quand k → +∞.
10.6 Preuve du résultat positif de contrôlabilité à zéro en
temps long
Le but de cette partie est de prouver le point 2. du Théorème 10.2.1, en adaptant
la stratégie de Lebeau et Zuazua (voir [LZ98]), basée sur une décomposition spectrale.
Cette analyse spectrale provient d’arguments de théorie de perturbation analytique en
dimension finie (voir Section 10.3) et est donc plus générale que celle menée dans [LZ98].
A haute fréquence, le spectre se sépare en une branche parabolique et une branche hy-
perbolique. En projetant la dynamique sur le sous espace hyperbolique d’une part et le
sous espace parabolique d’autre part, le système se décompose en deux sous systèmes fai-
blement couplés, le premier se comportant comme une équation de transport, le second
comme une équation de la chaleur. Le système de transport est traité en utilisant les
résultats récents de [ABCO17] (voir Section 10.6.3). Le système parabolique est traitée
par une nouvelle méthode par blocs de type Lebeau-Robbiano [LR95] (voir ). La partie
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basse fréquence est traitée par un argument de compacité et une propriété de continua-
tion unique.
Dans toute la Section 10.6, le paramètre r > 0 est suffisamment petit pour que les
Proposition 10.3.1, Proposition 10.3.2, Proposition 10.3.3 soient vérifiées.
10.6.1 Une décomposition adaptée de L2(T)d
Proposition 10.6.1. Soit n0 ∈ N tel que 1n0 < r. On a la décomposition suivante
L2(T)d = F 0 ⊕ F p ⊕ F h, (10.18)
où
F 0 :=
⊕
|n|≤n0
C
den, (10.19)
F p :=
⊕
|n|>n0
Im
(
P p
( i
n
))
en, (10.20)
F h :=
⊕
|n|>n0
Im
(
P h
( i
n
))
en. (10.21)
De plus, les projections Π0, Πp, Πh et Π définies par
L2(T)d = F 0 ⊕ F p ⊕ F h
Π0 = IF 0 + 0 + 0
Πp = 0 + IFp + 0
Πh = 0 + 0 + IFh
Π = 0 + IFp + IFh = Π
p +Πh
sont des opérateurs bornés sur L2(T)d.
La preuve de la Proposition 10.6.1 est basée essentiellement sur les Proposition 10.3.1,
Proposition 10.3.2 et sur le fait que (en)n∈Z est une base Hilbertienne de L2(T).
10.6.2 Stratégie de contrôle
Soit T ∗ défini comme dans (10.2) et T, T ′ tels que
T ∗ < T ′ < T. (10.22)
Dans cette partie, on considère des contrôles u de la forme
u := (uh, up)
tr ∈ Cd1 × Cd2 , (10.23)
où
supp(uh) ⊂ [0, T ′]× ω, supp(up) ⊂ [T ′, T ]× ω, (10.24)
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uh ∈ L2((0, T ′)× T)d1 , up ∈ L2((T ′, T )× T)d2 .
Le contrôle uh est supposé contrôler la composante hyperbolique du système tandis que
le contrôle up est supposé agir sur la partie parabolique.
La stratégie de contrôle du système (Sys) consiste à
— d’abord prouver la contrôlabilité à zéro au temps T dans un sous espace de L2(T)d
de codimension finie,
— ensuite utiliser un argument de continuation unique, pour obtenir la contrôlabilité
à zéro dans tout l’espace L2(T)d.
La première étape de la stratégie est basée sur le résultat suivant.
Proposition 10.6.2. Il existe un sous espace G de L2(T)d de codimension finie et un
opérateur continu
U : G→ L2((0, T ′)× ω)d1 × C∞c ((T ′, T )× ω)d2
f0 7→ (uh, up),
qui, à toute donnée initiale f0 ∈ G, associe la paire de contrôles Uf0 = (uh, up) telle que
∀f0 ∈ G, ΠS(T ; f0,Uf0) = 0. (10.25)
Dans la Proposition 10.6.2, on entend par « opérateur continu » : pour tout s ∈ N,
l’application U : G → L2((0, T ′)×ω)d1 ×Hs((T ′, T )×ω)d2 est continue : il existe Cs > 0
tel que
∀f0 ∈ G , ‖uh‖L2((0,T ′)×ω)d1 + ‖up‖Hs((T ′,T )×ω)d2 6 Cs‖f0‖L2(T)d .
La méthode de preuve de la Proposition 10.6.2 consiste à scinder le problème en deux
parties :
— pour toute donnée initiale f0 et tout contrôle parabolique up, amener les hautes
fréquences hyperboliques à zéro au temps T (Proposition 10.6.3),
— pour toute donnée initiale f0 et tout contrôle uh, amener les hautes fréquences
paraboliques à zéro au temps T (Proposition 10.6.4).
Proposition 10.6.3. Si n0 (dans les équations (10.19)-(10.20)) est assez grand, il existe
un opérateur continu
Uh : L2(T)d × L2((T ′, T )× ω)d2→ L2((0, T ′)× ω)d1
(f0, up) 7→ uh,
tel que pour tout (f0, up) ∈ L2(T)d × L2((T ′, T )× ω)d2 ,
ΠhS(T ; f0, (Uh(f0, up), up)) = 0.
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Proposition 10.6.4. Si n0 (dans les équations (10.19)-(10.20)) est assez grand, il existe
un opérateur continu
Up : L2(T)d × L2((0, T ′)× ω)d1→ C∞c ((T ′, T )× ω)d2
(f0, uh) 7→ up,
tel que pour tout (f0, uh) ∈ L2(T)d × L2((0, T ′)× ω)d1 ,
ΠpS(T ; f0, (uh,Up(f0, uh)) = 0.
Pour la preuve du fait que la Proposition 10.6.3 et la Proposition 10.6.4 impliquent
la Proposition 10.6.2, on renvoie à l’Annexe G.
Concernant la contrôlabilité à zéro dans tout l’espace L2(T)d à partir de la Proposi-
tion 10.6.2 et un argument de continuation unique, on renvoie à l’Annexe G.
Le but des deux prochaines parties est ainsi de démontrer la Proposition 10.6.3 et la
Proposition 10.6.4.
10.6.3 Contrôle des hautes fréquences hyperboliques
Le but de cette sous-section est de prouver la Proposition 10.6.3. On rappelle que
T > T ′ > T ∗ et que le contrôle u = (uh, up) vérifie (10.24).
Le but de ce paragraphe est de transformer le problème de contrôlabilité à zéro de la
Proposition 10.6.3 en un problème de contrôlabilité exacte pour un système hyperbolique.
Précisément, on obtient la Proposition 10.6.3 comme un corollaire du résultat suivant.
Proposition 10.6.5. Si n0 (dans les équations (10.19)-(10.20)) est suffisamment grand,
alors, pour tout T > T ∗, il existe un opérateur continu
UhT : F h→ L2((0, T )× ω)d1
fT 7→ uh,
tel que pour tout fT ∈ F h,
ΠhS
(
T ; 0, (UhT (fT ), 0)
)
= fT .
Pour la preuve de la Proposition 10.6.3 à partir de la Proposition 10.6.5, on renvoie
à l’Annexe G.
Le but de ce paragraphe est de prouver la Proposition 10.6.5. Par la « HUM », la Pro-
position 10.6.5 est équivalente à l’inégalité d’observabilité suivante (c’est une adaptation
du [Cor07a, Theorem 2.42]).
Proposition 10.6.6. Il existe une constante C > 0 telle que pour tout g0 ∈ F˜ h :=
Im
(
(Πh)∗
)
, la solution g de (10.6) satisfait
‖g0‖2L2(T)d ≤ C
∫ T ′
0
∫
ω
|g1(t, x)|2 dt dx, (10.26)
où g1 désigne les premières d1 composantes de g.
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Démonstration. Soit g0 ∈ F˜ h. En utilisant la définition de F h (10.21) et la Proposi-
tion 10.3.3, g0 se décompose de la manière suivante
g0 =
∑
µ∈Sp(A′)
∑
|n|>n0
P hµ
( i
n
)∗
ĝ0(n)en. (10.27)
Ainsi, la solution g de (10.6) est
g(t) =
∑
µ∈Sp(A′)
∑
|n|>n0
e−tn
2E( in)
∗
P hµ
( i
n
)∗
ĝ0(n). (10.28)
Pour µ ∈ Sp(A′), on définit
gµ(t) =
∑
|n|>n0
e−tn
2E( in)
∗
P hµ
( i
n
)∗
ĝ0(n)en. (10.29)
En utilisant (i) et (iii) de la Proposition 10.3.3, on a
e−tn
2E( in)
∗
P hµ
( i
n
)∗
= e
−tn2
(
µ i
n
+( in)
2
Rhµ( in)
)∗
P hµ
( i
n
)∗
= e−tµin+tR
h
µ( in)
∗
P hµ
( i
n
)∗
,
ce qui donne {
∂tgµ − µ∂xgµ +Rhµ(0)∗gµ = Sµ dans QT ′ ,
gµ(0, .) = gµ0 dans T,
(10.30)
où
‖Sµ‖L2(QT ′ )d ≤ C
 ∑
|n|>n0
|ĝ0(n)|2
n2
1/2 . (10.31)
Si le terme Sµ était nul, le système (10.30) serait observable au temps Tµ :=
2π−|ω|
|µ|
(voir [ABCO17, Theorem 2.2]). Ainsi, en utilisant (10.22) et (10.2), on obtient l’inégalité
d’observabilité
‖gµ0‖2L2(T)d ≤ C
(∫ T ′
0
∫
ω
|gµ(t, x)|2 dt dx+ ‖Sµ‖2L2(QT ′ )d
)
. (10.32)
En utilisant (10.32) et (10.31), on a
‖gµ0‖2L2(T)d ≤ C
∫ T ′
0
∫
ω
|gµ(t, x)|2 dt dx+
∑
|n|>n0
|ĝ0(n)|2
n2
 . (10.33)
De plus, grâce à (i), (ii) de la Proposition 10.3.3, (10.28) et (10.29), on obtient
gµ(t) = P
h
µ (0)
∗g(t) +Qµ(t),
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avec Qµ satisfaisant l’estimation (10.31). Ainsi, on a∫ T ′
0
∫
ω
|gµ(t, x)|2 dt dx ≤ C
∫ T ′
0
∫
ω
|P hµ (0)∗g(t, x)|2 dt dx+
∑
|n|>n0
|ĝ0(n)|2
n2
 . (10.34)
D’où, par (10.33) et (10.34), on a
‖gµ0‖2L2(T)d ≤ C
∫ T ′
0
∫
ω
|P hµ (0)∗g(t, x)|2 dt dx+
∑
|n|>n0
|ĝ0(n)|2
n2
 . (10.35)
En sommant sur µ ∈ Sp(A′) l’estimation (10.35) et en utilisant (ii) de la Proposi-
tion 10.3.3, Proposition 10.3.1 et (10.27),on obtient l’inégalité d’observabilité faible
‖g0‖2L2(T)d ≤ C
(∫ T ′
0
∫
ω
|g1(t, x)|2 dt dx+ ‖gT ′‖2H−1(T)
)
. (10.36)
Par (10.36) et l’injection compacte L2(T) →֒ H−1(T), un argument de compacité-
unicité donne l’inégalité d’observabilité (10.26) (pour les détails, on renvoie à l’Annexe
G).
10.6.4 Contrôle des hautes fréquences paraboliques
Le but de cette sous-partie est de prouver la Proposition 10.6.4. On rappelle que
0 < T ′ < T sont choisis tels que (10.22) est vérifiée et le contrôle u est tel que (10.23) et
(10.24) sont vérifiées.
La stratégie est la suivante : identifier l’équation satisfaite par les d2 composantes
de l’équation parabolique (10.6) en utilisant l’asymptotique de la Proposition 10.3.3,
puis construire des contrôles réguliers en adaptant la méthode de Lebeau-Robbiano aux
systèmes.
Dans cette partie, pour tout vecteur ϕ ∈ Cd, on désigne par ϕ1 ses premières d1
composantes et ϕ2 ses dernières d2 composantes.
Le but de ce paragraphe est de transformer le problème de contrôlabilité à zéro de la
Proposition 10.6.4 en un problème de contrôlabilité à zéro pour un système parabolique.
Précisément, on peut prouver que la Proposition 10.6.4 est une conséquence du résultat
suivant (voir l’Annexe G).
Proposition 10.6.7. Si n0 est suffisamment grand, alors pour tout T > 0, il existe un
opérateur continu
UpT : F p→ C∞c ((0, T )× ω)d2
f0 7→ up,
tel que pour tout f0 ∈ F p,
ΠpS(T ; f0, (0,UpT (f0))) = 0.
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La Proposition 10.6.7 est démontrée grâce à une adaptation de la méthode de Lebeau-
Robbiano.
On commence par prouver que si g est dans F˜ p := Im ((Πp)∗), alors on peut calculer
ses d1 premières composantes à partir de ses d2 dernières. Ce qui nous permet d’écrire
une équation découplée portant sur les d2 dernières composantes de g.
Proposition 10.6.8. Si z est suffisamment petit, alors il existe une matrice G(z) telle
que pour tout ϕ ∈ Cd,
ϕ ∈ Im(P p(z)∗)⇔ ϕ1 = G(z)ϕ2.
De plus G est holomorphe en z et G(0) = 0.
Démonstration. On écrit
P p(z)∗ =
(
p11(z) p12(z)
p21(z) p22(z)
)
.
Comme P p(z)∗ est une projection, ϕ est dans Im(P p(z)∗) si et seulement si{
p11(z)ϕ1 + p12(z)ϕ2 = ϕ1
p21(z)ϕ1 + p22(z)ϕ2 = ϕ2.
En particulier, si ϕ ∈ Im(P p(z)∗), alors (Id1 − p11(z))ϕ1 = p12(z)ϕ2. Et comme
P p(0)∗ =
( 0 0
0 Id2
)
(voir Proposition 10.3.2), p11(0) = 0, et donc, si z est suffisamment
petit, |p11(z)| < 1 et Id1 − p11(z) est inversible.
Dans ce cas, ϕ1 = (Id1 − p11(z))−1p12(z)ϕ2. Cela montre que l’application
ϕ ∈ Im(P p(z)∗) 7→ ϕ2 ∈ Cd2
est injective. Mais le rang de P p(z)∗ ne dépend pas z, et donc vaut toujours d2. D’où
l’application précédente est bijective. On note G(z) les premières d1 composantes de son
inverse. Remarquons que G(z) = (Id1 − p11(z))−1p12(z). D’où, si ϕ ∈ Im(P p(z)∗), on a
ϕ = (ϕ1, ϕ2) = (G(z)ϕ2, ϕ2).
Pour démontrer la réciproque, on remarque que l’inverse de ϕ ∈ Im(P p(z)∗) 7→ ϕ2
est ϕ2 ∈ Cd2 7→ (G(z)ϕ2, ϕ2).
En augmentant n0 si nécessaire, on peut supposer que si |n| > n0, G(i/n) est bien
défini. Ainsi, on définit l’opérateur borné G de L2(T,Cd2) dans L2(T,Cd1) par
G
(∑
n∈Z
ϕn,2en
)
=
∑
|n|>n0
G
(
i
n
)
ϕn,2en. (10.37)
Ainsi, grâce à la définition de F˜ p, on a le corollaire suivant qui nous permet de calculer
les d1 premières composantes à partir des d2 dernières.
Corollaire 10.6.9. Pour tout g ∈ (F 0)⊥, on a l’équivalence g ∈ F˜ p ⇔ g1 = Gg2.
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Le Corollaire 10.6.9 nous permet d’écrire une équation satisfaite par les d2 compo-
santes de la solution du système adjoint (10.6) si la donnée initiale est dans F˜ p.
Proposition 10.6.10. On définit l’opérateur D par
D(D) = H2(T)d2 , D = Dtr∂2x +A
tr
22∂x −Ktr22 +Atr12∂xG−Ktr12G. (10.38)
Soit g0 ∈ F˜ p et g(t) = e−tL∗g0. Alors, pour tout t ≥ 0, g1(t) = Gg2(t) et g2 satisfait
l’équation
∂tg2(t, x)−Dg2(t, x) = 0 dans (0, T )× T. (10.39)
Démonstration. La fonction g satisfait le système
(∂t −Btr∂2x −Atr∂x +Ktr)g(t, x) = 0 dans (0, T )× T.
Si on prend les d2 composantes de ce système, on obtient que dans (0, T )× T,(
∂t −Dtr∂2x −Atr22 +Ktr22
)
g2(t, x)−
(
Atr12∂x −Ktr12
)
g1(t, x) = 0 . (10.40)
Comme pour tout t ∈ [0, T ], g(t, ·) ∈ F˜ p, on en déduit grâce au Corollaire 10.6.9, g1(t) =
Gg2(t). En reportant ceci dans l’équation (10.40), on obtient l’équation voulue satisfaite
par g2, i.e. (10.39).
Ainsi, grâce à la Proposition 10.6.10, en exploitant le fait que g2 satisfait une équa-
tion parabolique et en utilisant une méthode de Lebeau-Robbiano adaptée au cas des
systèmes, on peut démontrer la Proposition 10.6.7. Pour les détails, on renvoie à l’An-
nexe G.
10.7 Perspectives et problèmes ouverts
Une première perspective que nous sommes en train d’aborder à l’heure actuelle avec
Karine Beauchard et Armand Koenig est la suivante. Nous essayons de voir s’il est pos-
sible sous certaines hypothèses sur nos matrices (A,B,K) de retirer certains contrôles
dans le système (Sys) tout en préservant la contrôlabilité à zéro en temps T > T ∗ établis
dans le Théorème 10.2.1. Nous voulons en particulier retirer le contrôle sur la composante
hyperbolique (respectivement parabolique) comme Gilles Lebeau et Enrique Zuazua le
font dans [LZ98] et déterminer la condition nécessaire et suffisante sur le triplet (A,B,K)
pour que ceci soit possible.
Une seconde perspective pourrait être d’étudier le comportement du coût de contrôle
quand ε tend vers 0 du système{
∂tf −Bε∂xxf +A∂xf +Kf = u1ω dans (0, T )× T,
f(0, .) = f0 dans T,
(Sys-ε)
où Bε =
(
εId1 0
0 D
)
. Pour cela, on pourrait s’inspirer des articles [CG05], [GL07] et des
travaux qui ont suivi concernant la contrôlabilité d’une équation de transport en limite
de viscosité évanescente.
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Annexe A
Boîte à outils pour les équations
paraboliques
Le but de cette section est d’énoncer des résultats classiques pour des équations
paraboliques linéaires et non linéaires. Ces résultats sont énoncés dans le cas de l’équation
de la chaleur avec potentiel ou pour l’équation de la chaleur semilinéaire dans le cas de
conditions de Dirichlet. Ils s’adaptent au cas de conditions au bord de Neumann et aussi
dans le cas des systèmes paraboliques.
Parmi les nombreuses propriétés des équations paraboliques, nous allons présenter les
suivantes :
— caractère bien posé linéaire,
— caractère bien posé non linéaire,
— dissipation en temps,
— principe du maximum,
— principe de comparaison de solutions dans le cas non linéaire,
— inégalité de Harnack,
— principe du maximum fort,
— unicité rétrograde,
— analyticité,
— estimations Lp-Lq,
— régularité maximale Lp,
— régularité maximale Holdërienne.
A.1 Équations paraboliques linéaires : caractère bien posé
au sens d’Hadamard
On introduit l’espace fonctionnel
WT := L
2(0, T ;H10 (Ω)) ∩H1(0, T ;H−1(Ω)), (A.1)
117
qui satisfait l’injection suivante (voir [Eva10, Section 5.9.2, Theorem 3])
WT →֒ C([0, T ];L2(Ω)). (A.2)
Définition A.1.1. Soit a ∈ L∞(QT ), F ∈ L2(QT ) et y0 ∈ L2(Ω). Une fonction y ∈WT
est solution de 
∂ty −∆y + a(t, x)y = F dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω,
(A.3)
si pour tout w ∈ L2(0, T ;H10 (Ω)),∫ T
0
(∂ty, w)(H−1(Ω),H10 (Ω)) +
∫
QT
∇y.∇w +
∫
QT
ayw =
∫
QT
Fw, (A.4)
et
y(0, .) = y0 dans L
2(Ω). (A.5)
Remarque A.1.2. L’évaluation en 0 de y ∈ WT dans (A.5) est justifiée par l’injection
(A.2).
L’équation (A.3) est bien posé au sens d’Hadamard. En effet, nous avons le résultat
suivant.
Proposition A.1.3. Soit a ∈ L∞(QT ), F ∈ L2(QT ) et y0 ∈ L2(Ω). Le problème de
Cauchy (A.3) admet une unique solution y ∈ WT . De plus, il existe C = C(Ω) > 0 tel
que
‖y‖WT ≤ C exp
(
CT ‖a‖L∞(QT )
)(
‖y0‖L2(Ω) + ‖F‖L2(QT )
)
. (A.6)
La preuve de la Proposition A.1.3 est basée sur des approximations de Galerkin, des
estimations d’énergie et des arguments de type Gronwall (voir [Eva10, Section 7.1.2]).
Nous avons également une estimation L∞ pour les solutions de (A.3).
Proposition A.1.4. Soit a ∈ L∞(QT ), F ∈ L∞(QT ) et y0 ∈ L∞(Ω). Alors la solution
y de (A.3) appartient à L∞(QT ) et il existe C = C(Ω) > 0 tel que
‖y‖L∞(QT ) ≤ C exp
(
CT ‖a‖L∞(QT )
)(
‖y0‖L∞(Ω) + ‖F‖L∞(QT )
)
. (A.7)
La preuve de la Proposition A.1.4 est basée sur la méthode de Stampacchia (voir la
preuve de [LSU68, Chapter 3, Paragraph 7, Theorem 7.1] ou la preuve de [WYW06,
Proposition 4.2.1]).
Les solutions de (A.3) dissipent en temps au sens suivant.
Proposition A.1.5. Soit a ∈ L∞(QT ), y0 ∈ L2(Ω) et t1 < t2 ∈ [0, T ]. Alors il existe
C = C(Ω) > 0 tel que la solution y ∈WT de (A.3) avec F = 0, satisfait
‖y(t2, .)‖L2(Ω) ≤ exp
(
CT ‖a‖L∞(QT )
)
‖y(t1, .)‖L2(Ω) . (A.8)
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La preuve de la Proposition A.1.5 est basée sur l’application de la formulation varia-
tionnelle (A.4) avec w = y et d’un argument de type Gronwall.
Remarque A.1.6. On dispose également d’un caractère bien posé au sens d’Hadamard
pour l’équation
∂ty −∆y +∇.(B(t, x)y) + a(t, x)y = 0,
où a ∈ L∞(QT ) et B ∈ L∞(QT )N . L’estimation de dissipation semblable à la Proposi-
tion A.1.5 s’écrit dans ce cas (voir [DFCGBZ02])
‖y(t2, .)‖L2(Ω) ≤ exp
(
CT
(
‖a‖L∞(QT ) + ‖B‖
2
L∞(QT )
))
‖y(t1, .)‖L2(Ω) .
A.2 Équations paraboliques non linéaires : caractère bien
posé
Nous donnons la définition d’une solution de
∂ty −∆y + f(y) = h1ω dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω,
(A.9)
où f ∈ C1(R;R).
Définition A.2.1. Soit y0 ∈ L∞(Ω), h ∈ L∞(QT ). Une fonction y ∈WT ∩ L∞(QT ) est
solution de (A.9) si pour tout w ∈ L2(0, T ;H10 (Ω)),∫ T
0
(∂ty, w)(H−1(Ω),H10 (Ω)) +
∫
QT
∇y.∇w +
∫
QT
f(y)w =
∫
QT
h1ωw, (A.10)
et
y(0, .) = y0 dans L
∞(Ω). (A.11)
Remarque A.2.2. L’unicité de la solution de (A.9) provient du fait que f est localement
Lipschitzienne car f ∈ C1(R;R).
A.3 Principe du maximum et de comparaison
Énonçons dans un premier temps le principe du maximum.
Proposition A.3.1. Soit a ∈ L∞(QT ), F ≤ G ∈ L2(QT ) et y0 ≤ z0 ∈ L2(Ω). Soit y et
z deux solutions de ∂ty −∆y + a(t, x)y = F,y = 0,
y(0, .) = y0,
 ∂tz −∆z + a(t, x)z = G dans (0, T )× Ω,y = 0 sur (0, T )× ∂Ω,
z(0, .) = z0 dans Ω.
(A.12)
Alors, on a le principe de comparaison suivant
∀t ∈ [0, T ], a.e. x ∈ Ω, y(t, x) ≤ z(t, x). (A.13)
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La preuve de la Proposition A.3.1 est basée sur le principe de comparaison pour des
solutions régulières de (A.12) (voir [WYW06, Theorem 8.1.6]) et sur un argument de
régularisation.
Remarque A.3.2. Si y0 ∈ L2(Ω) est négative alors la Proposition A.3.1 affirme que
la solution y de l’équation de la chaleur associée reste négative (prendre z = 0 dans la
Proposition A.3.1). C’est le principe du maximum faible.
Le résultat suivant assure l’existence d’une solution à l’équation (A.9) sans contrôle
h sous réserve d’existence préalable d’une sous-solution et d’une sur-solution. De plus, la
solution est alors comprise entre la sous-solution et la sur-solution.
Proposition A.3.3. Soit y0 ∈ L∞(Ω), h = 0. On suppose qu’il existe une sous-solution
y et une sur-solution y in L∞(QT ) de (A.9), i.e., y (respectivement y) satisfait (A.10),
(A.11) en remplaçant l’égalité = par l’inégalité ≤ (respectivement par l’inégalité ≥). De
plus, on suppose que y et y sont ordonnées dans le sens suivant :
∀t ∈ [0, T ], a.e. x ∈ Ω, y(t, x) ≤ y(t, x).
Alors, il existe une (unique) solution y de (A.9). De plus, y satisfait le principe de
comparaison
∀t ∈ [0, T ], a.e. x ∈ Ω, y(t, x) ≤ y(t, x) ≤ y(t, x). (A.14)
Pour la preuve de la Proposition A.3.3, voir [WYW06, Corollary 12.1.1].
A.4 Inégalité de Harnack et principe du maximum fort
Nous présentons dans un premier temps l’inégalité de Harnack (voir [Eva10, Chapter
7, Section 7.1, Theorem 10] et aussi [Lie96, Chapter 2] pour le cas a ∈ L∞(QT )).
Proposition A.4.1. Soit a ∈ L∞(QT ), y0 ∈ L2(Ω). On suppose que y ∈ WT , solution
de (A.3), appartient à C1,2(QT ) et y ≥ 0 dans QT . Alors, pour tout ouvert V connexe tel
que V ⊂⊂ Ω, pour tous 0 < t1 < t2 ≤ T , il existe une constante C = C(V, t1, t2, a) > 0
telle que
sup
V
y(t1, .) ≤ C inf
V
y(t2, .).
On peut déduire de la Proposition A.4.1 le principe du maximum fort (voir [Eva10,
Chapter 7, Section 7.1, Theorem 11]).
Proposition A.4.2. Soit a ∈ L∞(QT ). On suppose que y ∈ WT , solution de (A.3),
appartient à C1,2(QT ) ∩ C(QT ) et on note
M := max
QT
y.
Si y(t0, x0) = M pour (t0, x0) ∈ QT , alors y ≡M sur (0, t0)× Ω.
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Remarque A.4.3. D’après la Remarque A.3.2, si la donnée initiale y0 est négative,
régulière, alors la solution y de l’équation de la chaleur associée est négative. Si on suppose
en plus que y0 est strictement négative à un certain endroit de Ω, la Proposition A.4.2
affirme en plus que pour tout (t, x) ∈ (0, T ] × Ω, y(t, x) < 0. Ceci exprime la vitesse de
propagation infinie de l’équation de la chaleur.
A.5 Unicité rétrograde et analyticité pour l’équation de la
chaleur
Dans cette partie, on considère l’équation de la chaleur libre :
∂ty −∆y = 0 dans QT ,
y = 0 sur ΣT ,
y(0, .) = y0 dans Ω.
(A.15)
Nous disposons du résultat suivant d’unicité rétrograde.
Proposition A.5.1. Soit y0 ∈ L2(Ω) et y l’unique solution de (A.15). Alors, on a(
y(T, .) = 0
)
⇒
(
∀t ∈ [0, T ], y(t, .) = 0
)
.
Pour la preuve de la Proposition A.5.1, voir [Eva10, Chapter 2, Section 2.3, Theorem
11].
Nous disposons du résultat suivant d’analyticité.
Proposition A.5.2. Soit y0 ∈ L2(Ω) et y l’unique solution de (A.15). Alors pour tout
t ∈ (0, T ], x ∈ Ω 7→ y(t, x) est analytique.
Pour la preuve de la Proposition A.5.2, voir [Mik78, Chapter 6, Section 1, Theorem
1].
A.6 Estimations de régularité
Tout d’abord, nous avons les effets régularisants Lp-Lq du semi-groupe de la chaleur
(voir [CH98, Proposition 3.5.7]).
Proposition A.6.1. Soit 1 ≤ q ≤ p ≤ +∞, y0 ∈ L2(Ω) et y la solution de (A.15). Alors
il existe C = C(Ω, p, q) > 0 tel que pour tous t1 < t2 ∈ (0, T ), on a
‖y(t2, .)‖Lp(Ω) ≤ C(t2 − t1)
−N
2
(
1
q
− 1
p
)
‖y(t1, .)‖Lq(Ω) . (A.16)
Pour p ∈ [1,+∞], introduisons l’espace fonctionnel
XT,p = L
p(0, T ;W 2,p ∩W 1,p0 (Ω)) ∩W 1,p(0, T ;Lp(Ω)).
On dispose du résultat de régularité maximale dans Lp (voir [QS07, Theorem 48.1]).
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Proposition A.6.2. Soit 1 < p < +∞, a ∈ L∞(QT ), F ∈ Lp(QT ), y0 ∈ C∞c (Ω).
L’unique solution y ∈ WT de (A.3) appartient à XT,p. De plus, si y0 = 0, il existe
C = C(Ω, T, a) > 0 tel que
‖y‖XT,p ≤ C ‖F‖Lp(QT ) .
Pour gagner en régularité dans les espaces Lp à l’aide de la Proposition A.6.2 et d’un
argument de bootstrap, le lemme suivant est très utile (voir [LSU68, Lemma 3.3, page
80] ou [WYW06, Chapter 1, Section 1.4.1, Theorem 1.4.1]).
Lemme A.6.3. Soit p ∈ [1,+∞). On a
XT,p →֒

L
(N+2)p
N+2−p (0, T ;W
1,
(N+2)p
N+2−p
0 (Ω)) si p < N + 2,
L2p(0, T ;W 1,2p0 (Ω)) si p = N + 2,
Cα/2,α(QT ), 0 < α ≤ 1− N+2p si p > N + 2.
De manière similaire à la Proposition A.6.2, on dispose du résultat suivant de régu-
larité maximale dans les espaces de Hölder (voir [QS07, Theorem 48.2]).
Proposition A.6.4. Soit α ∈ (0, 1) et Ω un ouvert borné connexe de classe C2+α. Soit
a ∈ Cα/2,α(QT ), F ∈ Cα/2,α(QT ) et y0 ∈ C∞c (Ω). L’unique solution y ∈ WT de (A.3)
appartient à C1+α/2,2+α(QT ). De plus, si y0 = 0, il existe C = C(Ω, T, a) > 0 tel que
‖y‖C1+α/2,2+α(QT ) ≤ C ‖F‖Cα/2,α(QT ) .
On peut déduire des Proposition A.6.2, Proposition A.6.4 et d’arguments de tronca-
ture le corollaire suivant.
Corollaire A.6.5. On suppose que Ω est de classe C∞ et ω ⊂⊂ Ω. Soit y0 ∈ L2(Ω) et
h ∈ L2(qT ). Alors la solution y de (A.3) avec a = 0 et F = h1ω vérifie
∀t ∈ (0, T ], x 7→ y(t, x) ∈ C∞(Ω \ ω).
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Annexe B
Controllability of a 4× 4 quadratic
reaction-diffusion system
Abstract : We consider a 4×4 nonlinear reaction-diffusion system posed on a smooth
domain Ω of RN (N ≥ 1) with controls localized in some arbitrary nonempty open
subset ω of the domain Ω. This system is a model for the evolution of concentrations
in reversible chemical reactions. We prove the local exact controllability to stationary
constant solutions of the underlying reaction-diffusion system for every N ≥ 1 in any time
T > 0. A specificity of this control system is the existence of some invariant quantities in
the nonlinear dynamics. The proof is based on a linearization which uses return method
and an adequate change of variables that creates cross diffusion which will be used as
coupling terms of second order. The controllability properties of the linearized system
are deduced from Carleman estimates. A Kakutani’s fixed-point argument enables to go
back to the nonlinear parabolic system. Then, we prove a global controllability result in
large time for 1 ≤ N ≤ 2 thanks to our local controllabillity result together with a known
theorem on the asymptotics of the free nonlinear reaction-diffusion system.
B.1 Introduction
Let T > 0, N ∈ N∗, Ω be a bounded, connected, open subset of RN of class C2 and
let ω be a nonempty open subset of Ω. The notation Q := (0, T ) × Ω (or QT ) will be
used throughout the paper.
B.1.1 Presentation of the nonlinear reaction-diffusion system
Let (d1, d2, d3, d4) ∈ (0,+∞)4. We are interested in the following reaction-diffusion
system 
∀1 ≤ i ≤ 4,
∂tui − di∆ui = (−1)i(u1u3 − u2u4) in (0, T )× Ω,
∂ui
∂n = 0 on (0, T )× ∂Ω,
ui(0, .) = ui,0 in Ω,
(B.1)
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where n is the outer unit normal vector to ∂Ω. This system is a model for the evolution
of the concentration ui(., .) in the reversible chemical reaction
U1 + U3 ⇋ U2 + U4, (B.2)
by using the law of mass action, Fick’s law and the fact that no substance crosses the
boundary (Neumann conditions). For this quadratic system, global existence of weak
solutions holds in any dimension.
Proposition B.1.1. [Pie10, Proposition 5.12]
Let u0 ∈ L2(Ω)4, u0 ≥ 0. Then, there exists a global weak solution (in the sense of the
definition [Pie10, Section 5, (5.12)]) to (B.1).
For dimensions N = 1, 2, it was proved that the solutions are bounded and therefore
classical for bounded initial data (see [DF06], [GV10] and [HM96]). It was not known
until recently whether they were bounded in higher dimension (see [Pie10, Section 7,
Problem 3] and references therein for more details). But, two very recent preprints :
[CGV17] and [Sou18] prove that these solutions are smooth.
B.1.2 The question
Let (u∗1, u
∗
2, u
∗
3, u
∗
4) ∈ [0,+∞)4 satisfying
u∗1u
∗
3 = u
∗
2u
∗
4. (B.3)
We will say that (u∗i )1≤i≤4 is a stationary constant solution of (B.1).
Remark B.1.2. The nonnegative stationary solutions of (B.1) are constant (see Propo-
sition B.6.1 in Annexe B.7). Thus, it is not restrictive to assume that (u∗1, u
∗
2, u
∗
3, u
∗
4) ∈
[0,+∞)4.
The question we ask is the following : Could one reach stationary constant so-
lutions of (B.1) with localized controls in finite time ? From a chemical viewpoint,
we wonder whether one can act on the free reaction (B.2) by a localized external force
to reach in finite time T a particular steady state (u∗i )1≤i≤4. For instance, this force can
be the addition or the removal of a chemical species in a specific location of the domain Ω.
We introduce the notations :
j ∈ {1, 2, 3} denotes the number of internal controls,
1i≤j := 1 if 1 ≤ i ≤ j and 0 if i > j.
By symmetry of the system, we reduce our study to the case of controls entering in the
first equations. Thus, we consider the following controlled system
∀1 ≤ i ≤ 4,
∂tui − di∆ui = (−1)i(u1u3 − u2u4) + hi1ω1i≤j in (0, T )× Ω,
∂ui
∂n = 0 on (0, T )× ∂Ω,
ui(0, .) = ui,0 in Ω.
(B.4)
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Here, (ui)1≤i≤4(t, .) : Ω→ R4 is the state to be controlled and (hi)1≤i≤j(t, .) : Ω→ Rj is
the control input supported in ω. We are interested in the L∞-controllability properties
of (B.4) : For every u0 ∈ L∞(Ω)4, does there exist (hi)1≤i≤j ∈ L∞(Q)j such that the
solution u of (B.4) satisfies
∀i ∈ {1, 2, 3, 4}, ui(T, .) = u∗i ? (B.5)
B.1.3 Two partial answers
Our first main outcome is a local controllability result in L∞(Ω) with controls
in L∞(Q) for (B.4), i.e. we will show that for every 1 ≤ j ≤ 3, there exists δ > 0 such
that for every u0 ∈ Xj,(di),(u∗i ) (a " natural " subspace of L∞(Ω)4, see Annexe B.3.1),
with ‖u0 − u∗‖L∞(Ω)4 ≤ δ, there exists (hi)1≤i≤j ∈ L∞(Q)j such that the solution u of
(B.4) satisfies (B.5).
Our second main result is a global controllability result in L∞(Ω) with controls
in L∞(Q) for (B.4) in large time and in small dimension, i.e., we will prove that
for every 1 ≤ N ≤ 2, 1 ≤ j ≤ 3, u0 ∈ Xj,(di),(u∗i ) which verifies a positivity condition (see
(B.42)), there exist T ∗ sufficiently large and (hi)1≤i≤j ∈ L∞((0, T ∗)× Ω)j such that the
solution u of (B.4) (replace T with T ∗) satisfies (B.5) (replace T with T ∗).
The precise results are stated in Annexe B.3 (see Theorem B.3.2 and Theorem B.3.6).
B.1.4 Bibliographical comments for the null-controllability of parabo-
lic systems with localized controls
Now, we discuss the null-controllability of parabolic coupled parabolic systems. The
following results will be useful for having a proof strategy of our two main results.
Remark B.1.3. We choose to present parabolic systems with Dirichlet conditions be-
cause these results are more easy to find in the literature. However, all the following
results can be adapted to the Neumann conditions.
B.1.4.1 Linear parabolic systems
The problem of null-controllability of the heat equation was solved independently by
Gilles Lebeau, Luc Robbiano in 1995 (see [LR95] or the survey [LRL12]) and Andrei
Fursikov, Oleg Imanuvilov in 1996 (see [FI96]) with Carleman estimates.
Theorem B.1.4. [AKBGBdT11, Corollary 2]
For every u0 ∈ L2(Ω), there exists h ∈ L2(Q) such that the solution u of
∂tu−∆u = h1ω in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω,
satisfies u(T, .) = 0.
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Then, null-controllability of linear parabolic systems was studied. A typical example
is 
∂tu−D∆u = Au+Bh1ω in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω,
(B.6)
where u ∈ C([0, T ];L2(Ω)k) is the state, h ∈ L2(Q)l, 1 ≤ l ≤ k, is the control, D :=
diag(d1, . . . , dk) with di ∈ (0,+∞) is the diffusion matrix, A ∈ Mk(R) (matrix with k
lines and k columns with entries in R) is the coupling matrix and B ∈ Mk,l(R) (matrix
with k lines and l columns with entries in R) represents the distribution of controls.
Definition B.1.5. System (B.6) is said to be null-controllable if for every u0 ∈ L2(Ω)k,
there exists h ∈ L2(Q)l such that the solution u of (B.6) satisfies u(T, .) = 0.
The triplet (D,A,B) plays an important role for null-controllabillity of (B.6) as the
following theorem, proved by Farid Ammar-Khodja, Assia Benabdallah, Cédric Dupaix
and Manuel Gonzalez-Burgos (which is a generalization of the well-known Kalman condi-
tion in finite dimension, see [Cor07a, Theorem 1.16]), shows us.
Theorem B.1.6. [AKBGBdT11, Theorem 5.6]
Let us denote by (λm)m≥1 the sequence of positive eigenvalues of the unbounded operator
(−∆, H2(Ω) ∩H10 (Ω)) on L2(Ω). Then, the following conditions are equivalent.
1. System (B.6) is null-controllable.
2. For every m ≥ 1, rank((−λmD +A)|B) = k, where
((−λmD +A)|B) :=
(
B, (−λmD +A)B, (−λmD +A)2B, . . . , (−λmD +A)k−1B
)
.
For example, let us consider the 2× 2 toy-system
∂tu1 − d1∆u1 = a11u1 + a12u2 + h11ω in (0, T )× Ω,
∂tu2 − d2∆u2 = a21u1 + a22u2 in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω,
(B.7)
where ai,j ∈ L∞(Q) for every 1 ≤ i, j ≤ 2. We easily deduce from Theorem B.1.6 the
following proposition.
Proposition B.1.7. We assume aij ∈ R for every 1 ≤ i, j ≤ 2. The following conditions
are equivalent.
1. System (B.7) is null-controllable.
2. a21 6= 0.
Roughly speaking, u1 can be driven to 0 thanks to the control h1 and u2 can be
driven to 0 thanks to the coupling term a21u1. We have the following diagram
h1
controls
 u1
controls
 u2.
We also have a more general result for the toy-model (B.7).
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Proposition B.1.8. [AKBGBdT11, Theorem 7.1]
We assume that for every 1 ≤ i, j ≤ 2, aij ∈ L∞(Q) and there exist t1 < t2 ∈ (0, T ), a
nonempty open subset ω0 ⊂ ω and ε > 0 such that for almost every (t, x) ∈ (t1, t2) ×
ω0, |a21(t, x)| ≥ ε. Then, system (B.7) is null-controllable.
Roughly speaking, if the coupling term a21 lives somewhere in the control zone, then
(u1, u2) can be driven to (0, 0). The case where supp(a21) ∩ ω = ∅ is more difficult even
if a21 depends only on the spatial variable : a minimal time of control can appear (see
[AKBGBdT14b], [AKBGBdT14a] and [AKBGBdT16]).
In order to reduce the number of controls entering in the equations of a linear parabolic
system, a good strategy is to transform the system into a cascade system. This type of
system has been studied by Manuel Gonzalez-Burgos and Luz de Teresa (see [GBdT10]).
For example, let us consider the 3× 3 toy system
∂tu1 − d1∆u1 = a11u1 + a12u2 + a13u3 + h11ω in (0, T )× Ω,
∂tu2 − d2∆u2 = a21u1 + a22u2 + a23u3 in (0, T )× Ω,
∂tu3 − d3∆u3 = a32u2 + a33u3 in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω.
(B.8)
where for every 1 ≤ i, j ≤ 3, aij ∈ L∞(Q).
Proposition B.1.9. If there exist t1 < t2 ∈ (0, T ), a nonempty open subset ω0 ⊂ ω and
ε > 0 such that for almost every (t, x) ∈ (t1, t2) × ω0, |a21(t, x)| ≥ ε and |a32(t, x)| ≥ ε,
then system (B.8) is null-controllable.
Roughly speaking, u1 can be driven to 0 thanks to the control h1, u2 can be driven
to 0 thanks to the coupling term a21u1 (which lives somewhere in the control zone) and
u3 can be driven to 0 thanks to the coupling term a32u2 (which lives somewhere in the
control zone). Heuristically, we have the following diagram
h1
controls
 u1
controls
 u2
controls
 u3.
For more general results, see the survey [AKBGBdT11, Sections 4, 5, 7] and the refe-
rences therein.
We can also replace the coupling matrix A in the system (B.6) by a differential
operator of first order or second order. In this case, there exist some similar results (see
[Gao15], [BCGDT14] with a technical assumption on ω, [Dup17], [DL16], [DL18]). For
example, let us consider the particular case of the 2× 2 system
∂tu1 − d1∆u1 = g11.∇u1 + g12.∇u2 + a11u1 + a12u2 + h11ω in QT ,
∂tu2 − d2∆u2 = g21.∇u1 + g22.∇u2 + a21u1 + a22u2 in QT ,
u = 0 on ΣT ,
u(0, .) = u0 in Ω,
(B.9)
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where aij ∈ R, gij ∈ R for every 1 ≤ i, j ≤ 2. Then, system (B.9) is null-controllable if
and only if g21 6= 0 or a21 6= 0. This result is due to Michel Duprez and Pierre Lissy (see
[DL16, Theorem 1] and [SGM18, Theorem 3.4] for a similar result). It is proved by a ficti-
tious control method and algebraic solvability, introduced for the first time by Jean-Michel
Coron in the context of stabilization of ordinary differential equations (see [Cor92]). This
type of method has also been used for Navier-Stokes equations by Jean-Michel Coron and
Pierre Lissy in [CL14]. However, the situation is much more complicated and is not well-
understood in the case where aij , gij (1 ≤ i, j ≤ 2) depend on the spatial variable. One
can see the surprising negative result of null-controllability : [DL18, Theorem 2]. When
the matrix A in (B.6) is a differential operator of second order (take A = A˜∆+ C(t, x)
with (A˜, C) ∈Mk(R)×L∞(Q;Mk(R)) to simplify), the coupling matrix A disturbs the
diagonal diffusion matrix D and creates a new “cross” diffusion matrix : D˜ = D − A˜.
When D˜ is not diagonalizable, there are few results (see [FCGBdT15] with a technical
assumption on the dimension of the Jordan Blocks of D˜ and the recent preprint [LZ17,
Section 3] when C does not depend on time and space).
Let us also keep in mind the following result which help to understand our analysis.
Proposition B.1.10. [Gue07, Theorem 3], [FCGBdT15, Theorem 1.5]
Let a11, a12, d ∈ R. Let us consider the 2× 2 toy system
∂tu1 − d1∆u1 = a11u1 + a12u2 + h11ω in (0, T )× Ω,
∂tu2 − d2∆u2 = d∆u1 in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω.
(B.10)
Then, the following conditions are equivalent.
1. System (B.10) is null-controllable.
2. d 6= 0.
Roughly speaking, u1 can be driven to 0 thanks to the control h1 and u2 can be
driven to 0 thanks to the coupling term of second order d∆u1.
Remark B.1.11. When it is possible, one can diagonalize the matrix D˜ =
(
d1 0
d d2
)
.
Then, by a linear transformation together with Theorem B.1.6, one can prove Proposi-
tion B.1.10. However, in this paper, we choose the opposite strategy. We transform (B.4)
into a system like (B.10) (with four equations). Indeed, such a system seems to be a
cascade system with coupling terms of second order.
B.1.4.2 Nonlinear parabolic systems
Then, another challenging issue is the study of the null-controllability properties of
semilinear parabolic systems. The usual strategy consists in linearizing the system around
0 and to deduce local controllability properties of the nonlinear system by controllability
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properties of the linearized system and a fixed-point argument.
For example, let us consider the 2× 2 model system
∂tu1 − d1∆u1 = f1(u1, u2) + h11ω in (0, T )× Ω,
∂tu2 − d2∆u2 = f2(u1, u2) in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω,
(B.11)
where f1 and f2 belong to C∞(R2;R). Then, the following result is a consequence of
Proposition B.1.7.
Proposition B.1.12. Let us suppose that ∂f2∂u1 (0, 0) 6= 0. Then, there exists δ > 0 such
that for every u0 ∈ L∞(Ω)2 which satisfies ‖u0‖L∞(Ω)2 ≤ δ, there exists h1 ∈ L∞(Q)
such that the solution u of (B.11) verifies u(T, .) = 0.
Remark B.1.13. This result is well-known but it is difficult to find it in the litera-
ture (see [AKBD06, Theorem 6] with a restriction on the dimension 1 ≤ N < 6 and
other function spaces or one can adapt the arguments given in [CGR10] to get Proposi-
tion B.1.12 for any N ∈ N∗). For other results in this direction, see [WZ06], [LCM+16],
[GBPG06] and [CSG15].
When f2 does not satisfy the hypothesis of Proposition B.1.12, another strategy
consists in linearizing around a non trivial trajectory (u1, u2, h1) of the nonlinear system
which goes from 0 to 0. This procedure is called the return method and was introduced
by Jean-Michel Coron in [Cor92] (see [Cor07a, Chapter 6]). This method conjugated with
Proposition B.1.8 gives the following result.
Proposition B.1.14. We assume that there exist t1 < t2 ∈ (0, T ), a nonempty open
subset ω0 ⊂ ω and ε > 0 such that | ∂f2∂u1 (u1, u2)| ≥ ε on (t1, t2) × ω0. Then, there exists
δ > 0 such that for every u0 ∈ L∞(Ω)2 which satisfies ‖u0‖L∞(Ω)2 ≤ δ, there exists
h1 ∈ L∞(Q) such that the solution u of (B.11) verifies u(T, .) = 0.
Proposition B.1.14 is proved in [CGR10] and used in [CGR10] with f2(u1, u2) =
u31 +Ru2, where R ∈ R, [CGMR15], [CG17] and [LB18c].
Finally, Felipe Walison Chaves-Silva and Sergio Guerrero have studied the local
controllability of the Keller-Segel system in which the nonlinearity involves derivative
terms of order 2 (see [CSG15]). Some ideas of [CSG15] are exploited in our proof.
B.1.5 Proof strategy of the two main results
Let us return to the main question discussed in this paper (see Annexe B.1.2) and
the expected results as explained in Annexe B.1.3.
The local controllability result is deduced from controllability properties of the
linearized system around (u∗i )1≤i≤4 of (B.4). This strategy presents two main difficul-
ties.
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For the case of 3 controls (see Annexe B.4.1.1), if (u∗1, u
∗
3, u
∗
4) 6= (0, 0, 0), the linearized
system is controllable and consequently the nonlinear result comes from an adaptation
of Proposition B.1.12. If (u∗1, u
∗
3, u
∗
4) = (0, 0, 0), the linearized system is not control-
lable. Then, we use the return method to overcome this problem and the nonlinear result
comes from an adaptation of Proposition B.1.14.
For the case of 2 controls and 1 control, there exist some invariant quantities in
the nonlinear system and consequently in the linearized system, that prevent control-
lability from happening in the whole space L∞(Ω)4. Therefore, we restrict the initial data
to a “natural” subspace of L∞(Ω)4 (see Annexe B.3.1). A modified version (for Neumann
conditions) of Theorem B.1.6 cannot be applied to the linearized system of (B.4) be-
cause the rank condition is never satisfied (due to the invariant quantities). An adequate
change of variable gets over this difficulty by creating cross-diffusion and by using cou-
pling matrices of second order (see Annexe B.4.1.2 and Annexe B.4.1.3). Then, we treat
the controllability properties of the linearized system by adapting Proposition B.1.9 and
Proposition B.1.10.
To summarize, we must require necessary conditions on the initial data. Consequently
the local controllability result depends on : the coefficients (di)1≤i≤4 (i.e. the diffusion
matrix), the state (u∗i )1≤i≤4 (i.e. the coupling matrix of the linearized system of (B.4)),
j (i.e. the number of controls that we put in the equations).
The global controllability result is a corollary of our local controllability result
and a result by Laurent Desvillettes, Klemens Fellner and Michel Pierre, Takashi Suzuki,
Yoshio Yamada, Rong Zou concerning the asymptotics of the trajectory of (B.1) for
1 ≤ N ≤ 2. Indeed, this known result claims that the solution u(T, .) of (B.4) converges
in L∞(Ω)4 to a particular positive stationary solution z of (B.1) when T → +∞ (see
[DF06] or [PSZ17, Theorem 3] and [PSY18, Theorem 3]). Then, the solution of (B.4)
can be exactly driven to z by our first outcome. Finally, a connectedness-compactness
argument enables to steer the solution of (B.4) from z to (u∗i )1≤i≤4.
B.2 Properties of the nonlinear controlled system
B.2.1 Definitions and usual properties
In this part, we introduce the concept of trajectory of (B.4). This definition requires
a well-posedness result (see Proposition B.2.3).
First, we introduce some usual notations.
Let k, l ∈ N∗, A an algebra. Then,Mk(A) (respectivelyMk,l(A)) denotes the algebra
of matrices with k lines and k columns with entries in A (respectively the algebra of
matrices with k lines and l columns with entries in A).
For k ∈ N∗ and A ∈Mk(R), Sp(M) denotes the set of complex eigenvalues of M ,
Sp(M) := {λ ∈ C ; ∃X ∈ Ck \ {0}, MX = λX}.
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For (a, b, c, d) ∈ R4, we introduce
∀i ∈ N∗, fi(a, b, c, d) := (−1)i(ac− bd), f(a, b, c, d) = (fi(a, b, c, d))1≤i≤4. (B.12)
Definition B.2.1. We introduce the space Y defined by
Y := L2(0, T ;H1(Ω)) ∩H1(0, T ; (H1(Ω))′). (B.13)
Proposition B.2.2. From an easy adaptation of the proof of [Eva10, Section 5.9.2,
Theorem 3], we have
Y →֒ C([0, T ];L2(Ω)). (B.14)
Proposition B.2.3. Let k ∈ N∗,D ∈Mk(R) such thatD is diagonalizable and Sp(D) ⊂
(0,+∞), A ∈ Mk(L∞(Q)), u0 ∈ L2(Ω)k, g ∈ L2(Q)k. The following Cauchy problem
admits a unique weak solution u ∈ Y k
∂tu−D∆u = A(t, x)u+ g in (0, T )× Ω,
∂u
∂n = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω.
This means that u is the unique function in Y k that satisfies the variational fomulation :
∀w ∈ L2(0, T ;H1(Ω)k),∫ T
0
(∂tu,w)(H1(Ω)k)′,H1(Ω)k) +
∫
Q
D∇u.∇w =
∫
Q
(Au+ g).w, (B.15)
and
u(0, .) = u0 in L
2(Ω)k. (B.16)
Moreover, there exists C > 0 independent of u0 and g such that
‖u‖Y k ≤ C
(
‖u0‖L2(Ω)k + ‖g‖L2(Q)k
)
. (B.17)
Finally, if u0 ∈ L∞(Ω)k and g ∈ L∞(Q)k, then u ∈ L∞(Q)k and there exists C > 0
independent of u0 and g such that
‖u‖(Y ∩L∞(Q))k ≤ C
(
‖u0‖L∞(Ω)k + ‖g‖L∞(Q)k
)
. (B.18)
Remark B.2.4. This proposition is more or less classical, but we could not find it as
such in the literature and we give its proof in the Appendix (see Annexe B.7.1).
Definition B.2.5. For u0 ∈ L∞(Ω)4, ((ui)1≤i≤4, (hi)1≤i≤j) is a trajectory of (B.4) if
1. ((ui)1≤i≤4, (hi)1≤i≤j) ∈ (Y ∩ L∞(Q))4 × L∞(Q)j ,
2. (ui)1≤i≤4 is the (unique) solution of (B.4).
Moreover, ((ui)1≤i≤4, (hi)1≤i≤j) is a trajectory of (B.4) reaching (u∗i )1≤i≤4 (in time T ) if
∀i ∈ {1, . . . , 4}, ui(T, .) = u∗i .
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Remark B.2.6. The concept of solution of (B.4) is the same as in Proposition B.2.3 (take
D = diag(d1, d2, d3, d4), A = 0 and g = (gi(u))T1≤i≤4 where gi(u) = fi(u) + hi1i≤j1ω).
Remark B.2.7. The uniqueness is a consequence of the following estimate.
Let D = diag(d1, d2, d3, d4), (hi)1≤i≤j ∈ L∞(Q)j , u = (ui)1≤i≤4 ∈ (Y ∩ L∞(Q))4,
u˜ = (u˜i)1≤i≤4 ∈ (Y ∩ L∞(Q))4 be two solutions of (B.4), and v = u− u˜. The function v
satisfies (in the weak sense)
∂tv −D∆v = f(u)− f(u˜) in (0, T )× Ω,
∂v
∂n = 0 on (0, T )× ∂Ω,
v(0, .) = 0 in Ω.
(B.19)
By taking w := v in the variational formulation of (B.19) (see also (B.15)) and by using
the fact that the mapping t 7→ ‖v(t)‖2L2(Ω)4 is absolutely continuous with
d
dt ‖v(t)‖2L2(Ω)4 = 2(∂tv(t), v(t))(H1(Ω)4)′,H1(Ω)4 for a.e. 0 ≤ t ≤ T (see [Eva10, Section
5.9.2, Theorem 3]), we find that for a.e. 0 ≤ t ≤ T ,
1
2
d
dt
(
‖v‖2L2(Ω)4
)
+ ‖D∇v‖2L2(Ω)4 = (f(u)− f(u˜), v)L2(Ω)4,L2(Ω)4 . (B.20)
By using the facts that (u, u˜) ∈ L∞(Q)4 × L∞(Q)4, f is locally Lipschitz continuous on
R
4, we find the differential inequality
d
dt
(
‖v‖2L2(Ω)4
)
≤ C ‖v‖2L2(Ω)4 , for a.e. 0 ≤ t ≤ T. (B.21)
Gronwall’s lemma and the initial condition v(0, .) = 0 prove that v = 0 in L2(Q)4.
Consequently, u = u˜.
B.2.2 Invariant quantities of the nonlinear dynamics
In this section, we show that in the system (B.4), some invariant quantities exist.
They impose some restrictions on the initial condition for the controllability results.
B.2.2.1 Variation of the mass
Proposition B.2.8. Let j ∈ {1, 2, 3}, u0 ∈ L∞(Ω)4, ((ui)1≤i≤4, (hi)1≤i≤j) be a trajec-
tory of (B.4). For every 1 ≤ i ≤ 4, the mapping t 7→ ∫Ω ui(t, x)dx is absolutely continuous
with for a.e. 0 ≤ t ≤ T ,
d
dt
∫
Ω
ui(t, x)dx =
∫
Ω
{
fi(U(t, x)) + hi(t, x)1ω(x)1i≤j
}
dx. (B.22)
Proof. We fix 1 ≤ i ≤ 4. By using the fact that ui ∈ Y and from an easy adaptation of
[Eva10, Section 5.9.2, Theorem 3, (ii)], we deduce that the mapping t 7→ ∫Ω ui(t, x)dx is
absolutely continuous and for a.e. 0 ≤ t ≤ T ,
d
dt
∫
Ω
ui(t, x)dx = (∂tui(t, .), 1)(H1(Ω))′,H1(Ω) .
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Then, by using that ((ui)1≤i≤4, (hi)1≤i≤j) is the (unique) solution of (B.4) and by taking
w = 1 in (B.15), we find that for a.e. 0 ≤ t ≤ T ,
(∂tui(t, .), 1)(H1(Ω))′,H1(Ω)
= di(∇ui(t, .),∇1)L2(Ω),L2(Ω) +
∫
Ω
{
fi(U(t, x)) + hi(t, x)1ω(x)1i≤j
}
dx
=
∫
Ω
{
fi(U(t, x)) + hi(t, x)1ω(x)1i≤j
}
dx.
B.2.2.2 Case of 2 controls
Proposition B.2.9. Let j = 2, u0 ∈ L∞(Ω)4, ((ui)1≤i≤4, (hi)1≤i≤2) be a trajectory of
(B.4) reaching (u∗i )1≤i≤4 in time T . Then, we have
1
|Ω|
∫
Ω
(
u3,0(x) + u4,0(x)
)
dx = u∗3 + u
∗
4, (B.23)(
d3 = d4
)
⇒
(
u3,0 + u4,0 = u
∗
3 + u
∗
4
)
. (B.24)
Proof. From (B.22), we have
d
dt
(∫
Ω
(u3(t, x) + u4(t, x))dx
)
= 0 for a.e. 0 ≤ t ≤ T.
Then, from Definition B.2.5, (B.23) holds.
Moreover, u3 + u4 satisfies{
∂t(u3 + u4)− d4∆(u3 + u4) = (d3 − d4)∆u3 in (0, T )× Ω,
∂(u3+u4)
∂n = 0 on (0, T )× ∂Ω.
If d3 = d4, then the backward uniqueness for the heat equation (a corollary of Lemma B.2.11)
proves that
∀t ∈ [0, T ], (u3 + u4)(t, .) = (u3 + u4)(T, .) = u∗3 + u∗4. (B.25)
This implies the necessary condition (B.24), stronger than (B.23), on the initial condition.
B.2.2.3 Case of 1 control
Proposition B.2.10. Let j = 1, u0 ∈ L∞(Ω)4, ((ui)1≤i≤4, (hi)1≤i≤2) be a trajectory of
(B.4) reaching (u∗i )1≤i≤4 in time T . Then, we have
1
|Ω|
∫
Ω
(
u2,0(x) + u3,0(x)
)
dx = u∗2 + u
∗
3,
1
|Ω|
∫
Ω
(
u3,0(x) + u4,0(x)
)
dx = u∗3 + u
∗
4,
(B.26)
(
k 6= l ∈ {2, 3, 4}, dk = dl
)
⇒
(
uk,0 − (−1)k−lul,0 = u∗k − (−1)k−lu∗l
)
. (B.27)
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Proof. From (B.22), we have for a.e. 0 ≤ t ≤ T ,
d
dt
(
1
|Ω|
∫
Ω
(u2(t, x) + u3(t, x))dx
)
= 0,
d
dt
(
1
|Ω|
∫
Ω
(u3(t, x) + u4(t, x))dx
)
= 0.
Then, from Definition B.2.5, (B.26) holds.
Moreover, if there exists k 6= l ∈ {2, 3, 4} such that dk = dl, by using again the
backward uniqueness for the heat equation, we get(
k 6= l ∈ {2, 3, 4}, dk = dl
)
⇒
(
∀t ∈ [0, T ], (uk − (−1)k−lul)(t, .) = u∗k − (−1)k−lu∗l
)
, (B.28)
and in particular the necessary condition (B.27), stronger than (B.26), on the initial
condition.
B.2.3 More restrictive conditions on the initial condition when the
target (u∗i )1≤i≤4 vanishes
In the previous section, we have seen that there are invariant quantities in the dyna-
mics of (B.4) which impose necessary conditions on the initial condition : (B.23), (B.26).
Moreover, when some coefficients of diffusion di are equal, we have more invariant quanti-
ties in (B.4) which impose stronger necessary conditions on the initial condition : (B.24),
(B.27).
B.2.3.1 The lemma of backward uniqueness
Lemma B.2.11. Backward uniqueness
Let k ∈ N∗, D = diag(d1, . . . , dk) where di ∈ (0,+∞), C ∈ Mk(L∞(Q)), ζ0 ∈ L∞(Ω)k.
Let ζ ∈ Y k be the solution of
∂tζ −D∆ζ = C(t, x)ζ in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
ζ(0, .) = ζ0 in Ω.
If ζ(T, .) = 0, then for every t ∈ [0, T ], ζ(t, .) = 0.
Proof. ζ˜(t, x) = exp(−t)ζ(t, x) ∈ Y k is the solution of the system
∂tζ˜ −D∆ζ˜ + Ikζ˜ = C(t, x)ζ˜ in (0, T )× Ω,
∂ζ˜
∂n = 0 on (0, T )× ∂Ω,
ζ˜(0, .) = ζ˜0 in Ω,
which verifies ζ˜(T, .) = 0.
Let us denote A = −D∆ + Ik which is a bounded linear operator from H1(Ω)k to
(H1(Ω)k)′. Indeed,
∀(u, v) ∈ (H1(Ω)k)2, (Au)(v) =
k∑
i=1
di(∇ui,∇vi)L2(Ω),L2(Ω) +
k∑
i=1
(ui, vi)L2(Ω),L2(Ω),
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‖Au‖(H1(Ω)k)′ ≤
√
1 + max(di) ‖u‖H1(Ω)k .
Then, A verifies the three hypotheses : (i), (ii) and (iii) of [BT73, Proposition II.1].
(i) is satisfied because A does not depend on t.
(ii) is a consequence of
∀(u, v) ∈ (H1(Ω)k)2, (Au)(v) = (Av)(u).
(iii) is satisfied because
(Au, u) =
k∑
i=1
di(∇ui,∇ui)L2(Ω),L2(Ω)+
k∑
i=1
(ui, ui)L2(Ω),L2(Ω) ≥ min(min
i
(di), 1) ‖u‖2H1(Ω)k .
Let B(t) be the family of operators in L2(0, T ;L(H1(Ω)k, L2(Ω)k)) defined by
∀u ∈ H1(Ω)k, B(t)u(.) = C(t, .)u(.).
We have
‖B‖2L2(0,T ;L(H1(Ω)k,L2(Ω)k)) ≤ ‖C‖2L∞(Q)k2 .
By applying [BT73, Theorem II.1], we get that for every t ∈ [0, T ], ζ˜(t, .) = 0. Then,
∀t ∈ [0, T ], ζ(t, .) = 0.
B.2.3.2 Case of 2 controls
Proposition B.2.12. Let j = 2, u0 ∈ L∞(Ω)4. If ((ui)1≤i≤4, (hi)1≤i≤2) is a trajectory
of (B.4) reaching (u∗i )1≤i≤4 in time T , then we have(
(u∗3, u
∗
4) = (0, 0)
)
⇒
(
(u3,0, u4,0) = (0, 0)
)
. (B.29)
Conversely, for every u0 ∈ L∞(Ω)4 such that (u3,0, u4,0) = (0, 0), we can find (hi)1≤i≤2 ∈
L∞(Q)2 such that the associated solution (ui)1≤i≤4 ∈ L∞(Q)4 of (B.4) satisfies
(u1, u2, u3, u4)(T, .) = (u
∗
1, u
∗
2, 0, 0).
Proof. If (u∗3, u
∗
4) = (0, 0), it results from (B.4) that
∂tu3 − d3∆u3 = −u1u3 + u2u4 in (0, T )× Ω,
∂tu4 − d4∆u4 = u1u3 − u2u4 in (0, T )× Ω,
∂u3
∂n =
∂u4
∂n = 0 on (0, T )× ∂Ω.
(B.30)
By using the point 1 of Definition B.2.5, we have
(u1, u2) ∈ L∞(Q)2. (B.31)
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Then, from (B.30), (B.31), Definition B.2.5 : (u3, u4)(T, .) = (0, 0) and Lemma B.2.11
with k = 2, D = diag(d3, d4) and C =
(−u1 u2
u1 −u2
)
, we deduce that
∀t ∈ [0, T ], (u3, u4)(t, .) = (0, 0),
and in particular (B.29).
Conversely, let u0 ∈ L∞(Ω)4 be such that (u3,0, u4,0) = (0, 0). Then, (B.4) reduces to
the following system
∂tu1 − d1∆u1 = h11ω in (0, T )× Ω,
∂tu2 − d2∆u2 = h21ω in (0, T )× Ω,
∂u1
∂n =
∂u2
∂n = 0 on (0, T )× ∂Ω,
(u1, u2)(0, .) = (u1,0, u2,0) in Ω.
(B.32)
The problem reduces to the null-controllability of two decoupled heat equations in L∞(Ω)
with two localized control in L∞(Q) which is a solved problem (see for example [FCGBGP06b,
Proposition 1]). Therefore, we can find (hi)1≤i≤2 ∈ L∞(Q)2 such that the associated so-
lution (ui)1≤i≤4 ∈ L∞(Q)4 of (B.4) satisfies (u1, u2, u3, u4)(T, .) = (u∗1, u∗2, 0, 0).
Remark B.2.13. Thanks to Proposition B.2.12, we avoid the easy case (u∗3, u
∗
4) = (0, 0)
for 2 controls in the sequel.
B.2.3.3 Case of 1 control
Proposition B.2.14. Let j = 1, u0 ∈ L∞(Ω)4. If ((ui)1≤i≤4, h1) is a trajectory of (B.4)
reaching (u∗i )1≤i≤4 in time T , then we have(
(u∗3, u
∗
2) = (0, 0)
)
⇒
(
(u2,0, u3,0, u4,0) = (0, 0, u
∗
4)
)
, (B.33)
(
(u∗3, u
∗
4) = (0, 0)
)
⇒
(
(u2,0, u3,0, u4,0) = (u
∗
2, 0, 0)
)
. (B.34)
Conversely, for every u0 ∈ L∞(Ω)4 such that u3,0 = 0, we can find h1 ∈ L∞(Q) such that
the associated solution (ui)1≤i≤4 ∈ L∞(Q)4 of (B.4) satisfies
(u1, u2, u3, u4)(T, .) = (u
∗
1, u
∗
2, 0, u
∗
4).
Proof. If u∗3 = 0, then from (B.3), u
∗
2 = 0 or u
∗
4 = 0. We assume that (u
∗
3, u
∗
2) = (0, 0) (the
other case is similar). The backward uniqueness (i.e. Lemma B.2.11) as in Annexe B.2.3.2
leads to
∀t ∈ [0, T ], (u3, u2)(t, .) = (0, 0).
Then, we deduce that {
∂tu4 − d4∆u4 = 0 in (0, T )× Ω,
∂u4
∂n = 0 on (0, T )× ∂Ω.
(B.35)
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The backward uniqueness for the heat equation applied to (B.35) proves that
∀t ∈ [0, T ], u4(t, .) = u∗4,
and in particular (B.33) and (B.34).
Conversely, let u0 ∈ L∞(Ω)4 such that u3,0 = 0. Then, (B.4) reduces to the following
system 
∂tu1 − d1∆u1 = h11ω in (0, T )× Ω,
∂u1
∂n = 0 on (0, T )× ∂Ω,
u1(0, .) = u1,0 in Ω.
(B.36)
The problem reduces to the null-controllability of the heat equation in L∞(Ω) with a
localized control in L∞(Q) which is a solved problem (see for example [FCGBGP06b,
Proposition 1]). Therefore, we can find h1 ∈ L∞(Q) such that the associated solution
(ui)1≤i≤4 ∈ L∞(Q)4 of (B.4) satisfies (u1, u2, u3, u4)(T, .) = (u∗1, u∗2, 0, u∗4).
Remark B.2.15. Thanks to Proposition B.2.14, we avoid the easy case u∗3 = 0 for 1
control in the sequel.
B.3 Main results
In this part, we present our two main results : a local controllability result and a
large-time global controllabillity result for (B.4).
B.3.1 Local controllability under constraints
In Annexe B.2.2 and Annexe B.2.3, we have highlighted necessary conditions on initial
conditions when ((ui)1≤i≤4, (hi)1≤i≤j) is a trajectory reaching (u∗i )1≤i≤4. They turn out
to be sufficient for the existence of such trajectories at least for data close to (u∗i )1≤i≤4.
The goal of this subsection is to define subspaces of L∞(Ω)4 which take care of these
conditions.
B.3.1.1 Case of 3 controls
We introduce
X3,(di),(u∗i ) = L
∞(Ω)4. (B.37)
B.3.1.2 Case of 2 controls
The results of Annexe B.2.2.2 and Annexe B.2.3.2 are summed up in the following
array.
(u∗3, u
∗
4) 6= (0, 0)
d3 = d4 u3,0 + u4,0 = u
∗
3 + u
∗
4
d3 6= d4 1|Ω|
∫
Ω(u3,0 + u4,0) = u
∗
3 + u
∗
4
(B.38)
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Then, we introduce
X2,(di),(u∗i ) := {u0 ∈ L∞(Ω)4 ; u0 satisfies the condition of (B.38)}. (B.39)
For example, X2,(1,2,3,4),(1,1,1,1) = {u0 ∈ L∞(Ω)4 ; 1|Ω|
∫
Ω (u3,0 + u4,0) = 2}.
B.3.1.3 Case of 1 control
The results of Annexe B.2.2.3 and Annexe B.2.3.3 are summed up in the following
array.
u∗3 6= 0
d2 = d3 = d4 u2,0 + u3,0 = u
∗
2 + u
∗
3, u3,0 + u4,0 = u
∗
3 + u
∗
4
d2 6= d3, d3 = d4 1|Ω|
∫
Ω(u2,0 + u3,0) = u
∗
2 + u
∗
3, u3,0 + u4,0 = u
∗
3 + u
∗
4
d2 = d3, d3 6= d4 u2,0 + u3,0 = u∗2 + u∗3, 1|Ω|
∫
Ω(u3,0 + u4,0) = u
∗
3 + u
∗
4
d2 = d4, d2 6= d3 u2,0 − u4,0 = u∗2 − u∗4, 1|Ω|
∫
Ω(u3,0 + u4,0) = u
∗
3 + u
∗
4
d2 6= d3, d3 6= d4, d2 6= d4 1|Ω|
∫
Ω(u2,0 + u3,0) = u
∗
2 + u
∗
3,
1
|Ω|
∫
Ω(u3,0 + u4,0) = u
∗
3 + u
∗
4
(B.40)
Then, we introduce
X1,(di),(u∗i ) := {u0 ∈ L∞(Ω)4 ; u0 satisfies the condition of (B.40)}. (B.41)
B.3.1.4 Local controllability result
Definition B.3.1. Let j ∈ {1, 2, 3}, (u∗1, u∗2, u∗3, u∗4) ∈ (R+)4 be such that (B.3) holds.
The system (B.4) is locally controllable to the state (u∗i )1≤i≤4 in L
∞(Ω)4 with
controls in L∞(Q)j if there exists δ > 0 such that for every u0 ∈ Xj,(di),(u∗i ) (see
(B.37), (B.39) and (B.41)) verifying ‖u0 − (u∗i )1≤i≤4‖L∞(Ω)4 ≤ δ, there exists (hi)1≤i≤j ∈
L∞(Q)j such that the solution (ui)1≤i≤4 ∈ L∞(Q)4 to the Cauchy problem (B.4) satisfies
∀i ∈ {1, 2, 3, 4}, ui(T, .) = u∗i .
Theorem B.3.2. For every j ∈ {1, 2, 3}, for every (u∗1, u∗2, u∗3, u∗4) ∈ (R+)4 which satisfies
(B.3), the system (B.4) is locally controllable to the state (u∗i )1≤i≤4 in L
∞(Ω)4 with
controls in L∞(Q)j .
Remark B.3.3. The uniqueness of the solution (ui)1≤i≤4 ∈ L∞(Q)4 is a consequence of
Remark B.2.7. The existence of the solution (ui)1≤i≤4 ∈ L∞(Q)4 is a consequence of a
good choice of controls (hi)1≤i≤j ∈ L∞(Q)j and more precisely of a fixed-point argument
(see Annexe B.4.5).
Remark B.3.4. As we have said in the introduction, it was not known if L∞ blow-up
occurs or not in dimension N > 2 for the free system (B.1) until recently (see [CGV17]).
Here, our strategy of control avoids blow-up and enables the solution to reach a stationary
solution of (B.1).
Remark B.3.5. In some particular cases (easy cases), this local controllability result
can be improved in a global controllability result (see the case (u∗3, u
∗
4) = (0, 0) for 2
controls in Annexe B.2.3.2 and the case u∗3 = 0 for 1 control in Annexe B.2.3.3).
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B.3.2 Large-time global controllability result
From Theorem B.3.2, we establish a global controllability result in large time for
N = 1, 2.
Theorem B.3.6. We assume that N = 1 or 2. Let j ∈ {1, 2, 3} and (u∗i )1≤i≤4 ∈ (R+)4
be such that (B.3) holds. Then, for every nonnegative u0 ∈ Xj,(di),(u∗i ) satisfying
∀(i, j) ∈
{
(1, 2), (1, 4), (2, 3), (3, 4)
}
,
1
|Ω|
∫
Ω
(ui,0 + uj,0)(x)dx > 0. (B.42)
there exists T ∗ > 0 (sufficiently large) and (hi)1≤i≤j ∈ L∞((0, T ∗) × Ω)j such that the
solution u of
∀1 ≤ i ≤ 4,
∂tui − di∆ui = (−1)i(u1u3 − u2u4) + hi1ω1i≤j in (0, T ∗)× Ω,
∂ui
∂n = 0 on (0, T
∗)× ∂Ω,
ui(0, .) = ui,0 in Ω,
(B.43)
satisfies
u(T ∗, .) = u∗. (B.44)
Remark B.3.7. The restriction on the dimension N ∈ {1, 2} is a consequence of the
following property : the solution of the free system (B.1) converges in L∞(Ω) when
T → +∞ to a particular stationary solution of (B.1) (see [DF06]). One can extend
Theorem B.3.6 to N > 2 if the convergence in L∞(Ω) (of the free system) holds. For
N > 2, one only knows that a weak solution of the free system (B.1) converges in L1(Ω)
when T → +∞ to a particular stationary solution of (B.1) (see [PSZ17, Theorem 3]). But,
for example, if we assume that the diffusion coefficients di are close, the weak solution
of the free system (B.1) converges in L∞(Ω) when T → +∞ to a particular stationary
solution of (B.1) (see [CDF14, Proposition 1.3]).
Remark B.3.8. The positivity assumption (B.42) is not restrictive. One can extend the
result to nonnegative initial condition u0 ∈ Xj,(di),(u∗i ) (see [PSZ17, Section 5]).
B.4 Proof of Theorem B.3.2 : the local controllability to
constant stationary states
The aim of this section is to prove Theorem B.3.2. As usual, we study the proper-
ties of controllability of the linearized system around (u∗i )1≤i≤4 of (B.4). First, we
transform the problem by studying the null-controllability of a family of linear control
systems (see Annexe B.4.1). The existence of controls in L2(Q) is a consequence of a
duality method : the Hilbert Uniqueness Method introduced by Jacques-Louis Lions
(see Annexe B.4.3.1). It links the existence of controls in L2(Q) with an observability
inequality for solution of the adjoint system. This type of inequalities is proved by Car-
leman estimates (see Annexe B.4.3.2). In order to get more regular controls (in Lp(Q)
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sense, p ≥ 2), we use a sophistication of Hilbert Uniqueness Method called the penalized
Hilbert Uniqueness Method introduced by Viorel Barbu (see Annexe B.4.4.1). In-
deed, this enables to have controls a bit better than L2(Q). Then, a bootstrap method
gives controls in L∞(Q) (see Annexe B.4.4.2). A fixed-point argument concludes the
proof (see Annexe B.4.5).
Now, we develop a strategy in order to treat the cases of 1, 2 or 3 controls in a unified
way.
We introduce the following notations
B3 =

1 0 0
0 1 0
0 0 1
0 0 0
 , h3 =

h1
h2
h3
0
 , B2 =

1 0
0 1
0 0
0 0
 , h2 =

h1
h2
0
0
 , B1 =

1
0
0
0
 , h1 =

h1
0
0
0
 .
(B.45)
Let j ∈ {1, 2, 3}, (u∗1, u∗2, u∗3, u∗4) ∈ (R+)4 be such that (B.3) holds and u0 ∈ Xj,(di),(u∗i )
(see (B.37), (B.39) and (B.41)).
B.4.1 Linearization
We adopt the approach presented in Annexe B.1.4.2.
B.4.1.1 3 controls, return method when (u∗1, u
∗
3, u
∗
4) = (0, 0, 0)
We linearize (B.4) around (u∗i )1≤i≤4 and we get the system : for every 1 ≤ i ≤ 4,
∂tui − di∆ui = (−1)i(u∗3u1 − u∗4u2 + u∗1u3 − u∗2u4) + hi1ω1i≤3 in QT ,
∂ui
∂n = 0 on ΣT ,
ui(0, .) = ui,0 in Ω.
(B.46)
Roughly speaking, it is easy to control u1, u2, u3 thanks to h1, h2, h3. The main
difficulty is to control u4. Now, we present the heuristic way of controlling u4.
B.4.1.1.1 First case : (u∗1, u
∗
3, u
∗
4) 6= (0, 0, 0) There is a coupling term in the fourth
equation of (B.46) which enables to control u4. For example, if u∗3 6= 0, then u1 controls
u4.
Remark B.4.1. In this case, the linearized system (B.46) looks like the toy-model (B.7)
and its controllability properties come from Proposition B.1.7. Consequently, the local
controllability of (B.4) can be proved as in Proposition B.1.12 for system (B.11).
B.4.1.1.2 Second case : (u∗1, u
∗
3, u
∗
4) = (0, 0, 0), return method The fourth equa-
tion of (B.46) is decoupled from the other equations. In particular, if u4(0, .) 6= 0,
then u4(T, .) 6= 0. Consequently, system (B.46) is not controllable. The idea is to li-
nearize around a non trivial trajectory of (B.4) which comes from (0, u∗2, 0, 0) and goes
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to (0, u∗2, 0, 0) and which forces the appearance of a coupling term after linearization. It
is the return method. Here, we take(
(0, u∗2, u3
♯, 0), (0, 0, h3
♯
)
)
:=
(
(0, u∗2, g, 0), (0, 0, ∂tg − d3∆g)
)
,
where g satisfies the following properties
g ∈ C∞(Q), g ≥ 0, g 6= 0, supp(g) ⊂ (0, T )× ω. (B.47)
Then, if we linearize the system (B.4) around
(
(0, u∗2, u3
♯, 0), (0, 0, h3
♯
)
)
, then the fourth
equation becomes
∂tu4 − d4∆u4 = u3♯(t, x)u1 − u∗2u4 in (0, T )× Ω.
Roughly speaking, as u3♯ 6= 0 in the control zone, then u1 controls u4.
Remark B.4.2. Here, the linearized system around the non trivial trajectory looks
like the toy-model (B.7) and its controllability properties follow from Proposition B.1.8.
Consequently, the local controllability of (B.4) can be proved as Proposition B.1.14 for
(B.11).
B.4.1.1.3 Linearization in L∞(Q) and null-controllability of a family of linear
systems We define
u3 :=
{
u∗3 if (u
∗
1, u
∗
3, u
∗
4) 6= (0, 0, 0),
u3
♯ if (u∗1, u
∗
3, u
∗
4) = (0, 0, 0),
and h3 :=
{
0 if (u∗1, u
∗
3, u
∗
4) 6= (0, 0, 0),
h3
♯
if (u∗1, u
∗
3, u
∗
4) = (0, 0, 0),
(B.48)
(ζ, ĥ3) := (ζ1, ζ2, ζ3, ζ4, ĥ1, ĥ2, ĥ3) := (u1 − u∗1, u2 − u∗2, u3 − u3, u4 − u∗4, h1, h2, h3 − h3).
(B.49)
Thus, (u, h3) is a trajectory of (B.4) if and only if (ζ, ĥ3) is a trajectory of the following
system
∀1 ≤ i ≤ 4,
∂tζi − di∆ζi
= (−1)i((u3 + ζ3)ζ1 − (u∗4 + ζ4)ζ2 + u∗1ζ3 − u∗2ζ4) + ĥi1ω1i≤3 in QT ,
∂ζi
∂n = 0 on ΣT ,
ζi(0, .) = ui,0 − u∗i in Ω.
Then, (ζ, ĥ3) is a trajectory of
∂tζ −D3∆ζ = G(ζ)ζ +B3ĥ31ω in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
ζ(0, .) = ζ0 in Ω,
(B.50)
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where
D3 :=

d1 0 0 0
0 d2 0 0
0 0 d3 0
0 0 0 d4
 , G(ζ) :=

−u3 − ζ3 u∗4 + ζ4 −u∗1 u∗2
u3 + ζ3 −u∗4 − ζ4 u∗1 −u∗2
−u3 − ζ3 u∗4 + ζ4 −u∗1 u∗2
u3 + ζ3 −u∗4 − ζ4 u∗1 −u∗2
 . (B.51)
Note that G41(0, 0, 0, 0) = u3. To simplify, we suppose the following fact :
if (u∗1, u
∗
3, u
∗
4) 6= (0, 0, 0), then u∗3 6= 0. Otherwise, we can easily adapt our proof strategy
(see Remark B.4.16). Then, from (B.47), there exist t1 < t2 ∈ (0, T ), a nonempty open
subset ω0 ⊂⊂ ω and M > 0 such that
∀(t, x) ∈ (t1, t2)× ω0, G41(0, 0, 0, 0)(t, x) ≥ 2/M,
∀(k, l) ∈ {1, . . . , 4}2, ‖Gkl(0, 0, 0, 0)‖L∞(Q) ≤M/2.
Consequently, we study the null-controllability of the linear systems
∂tζ −D3∆ζ = Aζ +B3ĥ31ω in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
ζ(0, .) = ζ0 in Ω,
(B.52)
where the matrix A verifies the following assumptions
∀(t, x) ∈ (t1, t2)× ω0, a41(t, x) ≥ 1/M, (B.53)
∀(k, l) ∈ {1, . . . , 4}2, ‖akl‖L∞(Q) ≤M. (B.54)
Remark B.4.3. To simplify the notations, we now denote ĥ3 by h3.
B.4.1.2 2 controls, adequate change of variables
By Annexe B.2.3.2, we can assume that (u∗3, u
∗
4) 6= (0, 0).
B.4.1.2.1 First case : d3 = d4 From (B.25) and (B.39), system (B.4) reduces to
∀1 ≤ i ≤ 3,
∂tui − di∆ui = (−1)i(u1u3 − u2(u∗3 + u∗4 − u3)) + hi1ω1i≤2 in (0, T )× Ω,
∂ui
∂n = 0 on (0, T )× ∂Ω,
ui(0, .) = ui,0 in Ω.
(B.55)
We do not give the complete proof of Theorem B.3.2 in this case because it is an easy
adaptation of the study of the null-controllability of the linear systems (B.52) which
satisfy (B.53), (B.54) (with three equations instead of four). Indeed, by linearization
around (u∗i )1≤i≤4 of (B.55), the equation satisfied by u3 becomes
∂tu3 − d3∆u3 = −u∗3u1 + (u∗3 + u∗4)u2 − (u∗1 + u∗2)u3 in (0, T )× Ω. (B.56)
Then, there is a coupling term in (B.56) if and only if
(u∗3, u
∗
3 + u
∗
4) 6= (0, 0) i.e. (u∗3, u∗4) 6= (0, 0). (B.57)
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B.4.1.2.2 Second case : d3 6= d4 We remark that
(u1, u2, u3, u4)(T, .) = (u
∗
1, u
∗
2, u
∗
3, u
∗
4)
if and only if (B.58)
(u1, u2, u3, u3 + u4)(T, .) = (u
∗
1, u
∗
2, u
∗
3, u
∗
3 + u
∗
4) .
Therefore, we study the system satisfied by (v1, v2, v3, v4) := (u1, u2, u3, u3 + u4),
∀1 ≤ i ≤ 3,
∂tvi − di∆vi = (−1)i(v1v3 − v2(v4 − v3)) + hi1ω1i≤2 in (0, T )× Ω,
∂tv4 − d4∆v4 = (d3 − d4)∆v3 in (0, T )× Ω,
∂vi
∂n =
∂v4
∂n = 0 on (0, T )× ∂Ω,
(vi, v4)(0, .) = (ui,0, u3,0 + u4,0) in Ω.
(B.59)
Roughly speaking, v4 can be controlled by v3 thanks to the coupling term of second
order (d3− d4)∆v3 in the second equation of (B.59) and v3 can be controlled by v1 or v2
because the linearization of the first equation of (B.59) with i = 3 is
∂tv3 − d3∆v3 = −u∗3v1 + u∗4v2 − (u∗1 + u∗2)v3 + u∗2v4 in (0, T )× Ω,
and (u∗3, u
∗
4) 6= (0, 0). Then, the proof of the controllability properties of the linearized-
system of (B.59) follows the ideas of Proposition B.1.9 and Proposition B.1.10. The
main difference is the nature of the coupling terms : one coupling term of second order
(d3 − d4)∆v3 and one coupling term of zero order −u∗3v1 if u∗3 6= 0 or u∗4v2 if u∗4 6= 0.
B.4.1.2.3 Linearization in L∞(Q) and null-controllability of a family of linear
systems when d3 6= d4 We define
(ζ, h2) := (ζ1, ζ2, ζ3, ζ4, h1, h2) := (v1−u∗1, v2−u∗2, v3−u∗3, v4− (u∗3+u∗4), h1, h2). (B.60)
Then, (u, h2) is a trajectory of (B.4) if and only if (ζ, h2) is a trajectory of
∂tζ −D2∆ζ = G(ζ)ζ +B2h21ω in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
ζ(0, .) = ζ0 in Ω,
where
D2 :=

d1 0 0 0
0 d2 0 0
0 0 d3 0
0 0 (d3 − d4) d4
 ,
G(ζ) :=

−(u∗3 + ζ3) u∗4 + ζ4 − ζ3 −u∗1 − u∗2 u∗2
u∗3 + ζ3 −(u∗4 + ζ4 − ζ3) u∗1 + u∗2 −u∗2
−(u∗3 + ζ3) u∗4 + ζ4 − ζ3 −u∗1 − u∗2 u∗2
0 0 0 0
 .
(B.61)
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Note that G31(0, 0, 0, 0) = −u∗3 and G32(0, 0, 0, 0) = u∗4. Then,
(G31(0, 0, 0, 0), G32(0, 0, 0, 0)) 6= (0, 0). To simplify, we suppose that G31(0, 0, 0, 0) 6= 0.
The other case is similar. There exist t1 < t2 ∈ (0, T ), a nonempty open subset ω0 ⊂⊂ ω
and M > 0 such that
∀(t, x) ∈ (t1, t2)× ω0, G31(0, 0, 0, 0)(t, x) ≤ −2/M,
∀(k, l) ∈ {1, . . . , 3} × {1, . . . , 3}, ‖Gkl(0, 0, 0, 0)‖L∞(Q) ≤M/2,
G14 = −G24 = G34 = u∗2, G41 = G42 = G43 = G44 = 0.
Consequently, we study the null-controllability of the linear systems
∂tζ −D2∆ζ = Aζ +B2h21ω in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
ζ(0, .) = ζ0 in Ω,
(B.62)
where the matrix A verifies the following assumptions
∀(t, x) ∈ (t1, t2)× ω0, a31(t, x) ≤ −1/M, (B.63)
∀(k, l) ∈ {1, . . . , 3} × {1, . . . , 3}, ‖akl‖L∞(Q) ≤M, (B.64)
a14 = −a24 = a34 = u∗2, (B.65)
a41 = a42 = a43 = a44 = 0. (B.66)
Remark B.4.4. Actually, we can show the null controllability of a bigger family of linear
systems. Indeed, we can replace (B.65) by the more general assumption : a14, a24, a34 ∈ R
because it does not change the proof of the null-controllability result of the linear systems
like (B.62) (see Proposition B.4.8). But, the more general case a14, a24, a34 ∈ L∞(Q)
is not handled by our proof of Proposition B.4.8 (see Annexe B.4.3.5 and in particular
(B.137)).
Remark B.4.5. The algebraic relation (B.66) is useful to prove the null-controllability
result of the linear systems like (B.62) (see Proposition B.4.8) because it creates the
cascade form of (B.62). Indeed, the fourth and the third equation of (B.62) are
∂tζ4 − d4∆ζ4 = (d3 − d4)∆ζ3 in (0, T )× Ω,
with and d3 − d4 6= 0,
∂tζ3 − d3∆ζ3 = a31ζ1 + a32ζ2 + a33ζ3 + u∗2ζ4 in (0, T )× Ω,
with ∀(t, x) ∈ (t1, t2)× ω0, a31(t, x) ≤ −1/M .
B.4.1.3 1 control, adequate change of variables
By Annexe B.2.3.3, we can assume that u∗3 6= 0.
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B.4.1.3.1 First case : ∃k 6= l ∈ {2, 3, 4}, dk = dl We treat the case d2 = d3, d3 6= d4.
The other cases are similar. From (B.28) and (B.41), system (B.4) reduces to
∀i ∈ {1, 2, 4},
∂tui − di∆ui = (−1)i(u1(u∗2 + u∗3 − u2)− u2u4) + hi1ω1i≤1 in QT ,
∂ui
∂n = 0 on ΣT ,
ui(0, .) = ui,0 in Ω.
(B.67)
We remark that
(u1, u2, u4)(T, .) = (u
∗
1, u
∗
2, u
∗
4)
if and only if (B.68)
(u1, u2, u2 − u4)(T, .) = (u∗1, u∗2, u∗2 − u∗4).
Therefore, we study the system satisfied by (v1, v2, v3) := (u1, u2, u2 − u4),
∀1 ≤ i ≤ 2,
∂tvi − di∆vi = (−1)i(v1(u∗2 + u∗3 − v2)− v2(v2 − v3)) + hi1ω1i≤1 in QT ,
∂tv3 − d4∆v3 = (d2 − d4)∆v2 in QT ,
∂vi
∂n =
∂v3
∂n = 0 on ΣT ,
(vi(0, .), v3(0, .)) = (ui,0, u2,0 − u4,0) in Ω.
(B.69)
We do not give the complete proof of Theorem B.3.2 in this case because it is an easy
adaptation of the study of the null-controllability of the linear systems (B.62) which
satisfy (B.63), (B.64), (B.65) and (B.66) (with three equations instead of four). Indeed,
v3 can be controlled by v2 thanks to the coupling term of second order (d2 − d4)∆v2 in
the second equation of (B.69) and v2 can be controlled by v1 because the linearization
of the first equation of (B.69) with i = 2 is
∂tv2 − d2∆v2 = u∗3v1 + (−v∗1 − 2v∗2 + v∗3)v2 + u∗2v3 in (0, T )× Ω,
where (v∗1, v
∗
2, v
∗
3) := (u
∗
1, u
∗
2, u
∗
2 − u∗4) and u∗3 6= 0.
B.4.1.3.2 Second case : d2 6= d3, d3 6= d4, d2 6= d4. We introduce α 6= β such that
α(d2 − d4) = β(d3 − d4) = 1, i.e. α = 1
d2 − d4 and β =
1
d3 − d4 . (B.70)
Then, we define γ 6= 0 by the algebraic relation
α− β + γ = 0, i.e. γ = β − α. (B.71)
We remark that
(u1, u2, u3, u4)(T, .) = (u
∗
1, u
∗
2, u
∗
3, u
∗
4)
if and only if
(u1, u2, u2 + u3, αu2 + βu3 + γu4)(T, .) = (u
∗
1, u
∗
2, u
∗
2 + u
∗
3, αu
∗
2 + βu
∗
3 + γu
∗
4) . (B.72)
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Therefore, we study the system satisfied by (v1, v2, v3, v4) := (u1, u2, u2+u3, αu2+βu3+
γu4). We introduce the following notations
g1(v2, v3, v4) :=
β − α
γ
v2 − β
γ
v3 +
1
γ
v4 = u4, g2(v2, v3) := v3 − v2 = u3. (B.73)
We have
∀1 ≤ i ≤ 2,
∂tvi − di∆vi = (−1)i (g2(v2, v3)v1 − g1(v2, v3, v4)v2) + hi1ω1i≤1 in (0, T )× Ω,
∂tv3 − d3∆v3 = (d2 − d3)∆v2 in (0, T )× Ω,
∂tv4 − d4∆v4 = ∆v3 in (0, T )× Ω,
∂vi
∂n =
∂v3
∂n =
∂v4
∂n = 0 on (0, T )× ∂Ω,
(vi, v3, v4)(0, .) = (ui,0, u2,0 + u3,0, αu2,0 + βu3,0 + γu4,0) in Ω.
(B.74)
Roughly speaking, v4 can be controlled by v3 thanks to the coupling term of second
order ∆v3 in the third equation of (B.74) and v3 can be controlled by v2 thanks to the
coupling term of second order (d2 − d3)∆v2 in the second equation of (B.74) and v2 can
be controlled by v1 because the linearization of the first equation of (B.74) with i = 2 is
∂tv2 − d2∆v2 = g2(v∗2, v∗3)v1 − g1(v∗2, v∗3, v∗4)v2 + v∗1g2(v2, v3)− v∗2g1(v2, v3, v4)
= u∗3v1 − g1(v∗2, v∗3, v∗4)v2 + v∗1g2(v2, v3)− v∗2g1(v2, v3, v4)
and u∗3 6= 0. Then, the proof of the controllability properties of the linearized-system of
(B.74) follows the ideas of Proposition B.1.9 and Proposition B.1.10. The main difference
is the nature of the coupling terms : two coupling terms of second order ∆v3, (d2−d3)∆v2
and one coupling term of zero order u∗3v1.
B.4.1.3.3 Linearization in L∞(Q) and null-controllability of a family of linear
systems when d2 6= d3, d2 6= d4, d3 6= d4 We define
(ζ, h1) := (ζ1, ζ2, ζ3, ζ4, h1) := (v1−u∗1, v2−u∗2, v3− (u∗2+u∗3), v4− (αu∗2+βu∗3+γu∗4), h1).
(B.75)
Then, (u, h1) is a trajectory of (B.4) if and only if (ζ, h1) is a trajectory of
∂tζ −D1∆ζ = G(ζ)ζ +B1h11ω in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
ζ(0, .) = ζ0 in Ω,
where
D1 :=

d1 0 0 0
0 d2 0 0
0 d2 − d3 d3 0
0 0 1 d4
 ,
G(ζ) :=

−(u∗3 + g2(ζ2, ζ3)) m1 + g1(ζ2, ζ3, ζ4) −m2 m3
u∗3 + g2(ζ2, ζ3) −(m1 + g1(ζ2, ζ3, ζ4)) m2 −m3
0 0 0 0
0 0 0 0
 ,
(B.76)
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with m1 := u∗1 + u
∗
2 + u
∗
4, m2 := u
∗
1 +
β
γu
∗
2 and m3 =
1
γu
∗
2. Note that G21(0, 0, 0, 0) = u
∗
3.
There exist t1 < t2 ∈ (0, T ), a nonempty open subset ω0 ⊂⊂ ω and M > 0 such that
∀(t, x) ∈ (t1, t2)× ω0, G21(0, 0, 0, 0)(t, x) ≥ 2/M,
∀(k, l) ∈ {1, 2} × {1, 2}, ‖Gkl(0, 0, 0, 0)‖L∞(Q) ≤M/2,
G13 = −G23 = −m2, G14 = −G24 = m3, Gkl = 0, 3 ≤ k ≤ 4, 1 ≤ l ≤ 4.
Consequently, we study the null-controllability of the linear systems
∂tζ −D1∆ζ = Aζ +B1h11ω in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
ζ(0, .) = ζ0 in Ω,
(B.77)
where the matrix A verifies the following assumptions
∀(t, x) ∈ (t1, t2)× ω0, a21(t, x) ≥ 1/M, (B.78)
∀(k, l) ∈ {1, 2} × {1, 2}, ‖akl‖L∞(Q) ≤M, (B.79)
a13 = −a23 = −m2, a14 = −a24 = m3, (B.80)
akl = 0, 3 ≤ k ≤ 4, 1 ≤ l ≤ 4. (B.81)
Remark B.4.6. Actually, we can show the null controllability of a bigger family of linear
systems. Indeed, we can replace (B.80) by the more general assumption : a13, a23, a14,
a24 ∈ R because it does not change the proof of the null-controllability result of the
linear systems like (B.77) (see Proposition B.4.8). But, the more general case a13, a23,
a14, a24 ∈ L∞(Q) is not handled by our proof of Proposition B.4.8 (see Annexe B.4.3.7
and in particular (B.158) and (B.160)).
Remark B.4.7. The algebraic relation (B.81) is useful to prove the null-controllability
result of the linear systems like (B.77) (see Proposition B.4.8) because it creates the
cascade form of (B.77). Indeed, the fourth, the third and the second equation of (B.77)
are
∂tζ4 − d4∆ζ4 = ∆ζ3 in (0, T )× Ω,
∂tζ3 − d3∆ζ3 = (d2 − d3)∆ζ2 in (0, T )× Ω, and (d2 − d3) 6= 0,
∂tζ2 − d2∆ζ2 = a21ζ1 + a22ζ2 +m2ζ3 −m3ζ4 in (0, T )× Ω,
with ∀(t, x) ∈ (t1, t2)× ω0, a21(t, x) ≥ 1/M .
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B.4.2 Null controllability in L2(Ω)4 with controls in L∞(Q)j of a family
of linear control systems
B.4.2.1 Main result of this subsection
We introduce the following notations,
E3 := {A ∈M4(L
∞(Q)) ; A verifies the assumptions (B.53) and (B.54)}, (B.82)
H3 := L
2(Ω)4, (B.83)
E2 := {A ∈M4(L
∞(Q)) ; A verifies the assumptions (B.63), (B.64), (B.65) and (B.66)}, (B.84)
H2 :=
{
ζ0 ∈ L
2(Ω)4 ;
∫
Ω
ζ0,4 = 0
}
, (B.85)
E1 := {A ∈M4(L
∞(Q)) ; A verifies the assumptions (B.78), (B.79), (B.80) and (B.81)}, (B.86)
H1 :=
{
ζ0 ∈ L
2(Ω)4 ;
∫
Ω
ζ0,3 =
∫
Ω
ζ0,4 = 0
}
. (B.87)
The main result of this subsection is a null-controllability result in L2(Ω)4 with
controls in L∞(Q)j for families of linear control systems.
Proposition B.4.8. Let j ∈ {1, 2, 3}, Dj defined by (B.51), (B.61) or (B.76). There
exists C > 0 such that, for every A ∈ Ej and ζ0 = (ζ0,1, ζ0,2, ζ0,3, ζ0,4) ∈ Hj , there exists
hj ∈ L∞(Q)j satisfying ∥∥hj∥∥
L∞(Q)j
≤ C ‖ζ0‖L2(Ω)4 , (B.88)
such that the solution ζ ∈ Y 4 to the Cauchy problem
∂tζ −Dj∆ζ = Aζ +Bjhj1ω in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
ζ(0, .) = ζ0 in Ω,
(B.89)
verifies
ζ(T, .) = 0.
Remark B.4.9. For every 1 ≤ j ≤ 3, the diffusion matrices Dj defined by (B.51),
(B.61) or (B.76) verify the assumption of Proposition B.2.3 because they are similar to
diag(d1, d2, d3, d4).
B.4.2.2 Proof strategy of Proposition B.4.8 : Null controllability in L2(Ω)4
with controls in L∞(Q)j of a family of linear control systems
— We let evolve the system without control in (0, t1) (take hj(t, .) = 0 in (0, t1)).
From Proposition B.2.2 and Proposition B.2.3, we get the existence of C > 0 such
that for every A ∈ Ej , ζ0 ∈ L2(Ω)4, the solution to the Cauchy problem satisfies
‖ζ∗‖L2(Ω)4 ≤ C ‖ζ0‖L2(Ω)4 ,
where
ζ∗ = ζ(t1, .).
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— Then, we find hj : (t1, t2)× Ω→ R such that∥∥hj∥∥
L∞((t1,t2)×Ω)j ≤ C ‖ζ(t1, .)‖L2(Ω)4 ,
and the solution to the Cauchy problem
∂tζ −Dj∆ζ = Aζ +Bjhj1ω in (t1, t2)× Ω,
∂ζ
∂n = 0 on (t1, t2)× ∂Ω,
ζ(t1, .) = ζ
∗ in Ω,
verifies
ζ(t2, .) = 0.
— Then, we set hj(t, .) = 0 so that hj(t, .) = 0 for t ∈ (t2, T ).
This strategy gives
ζ(T, .) = 0 and
∥∥hj∥∥
L∞((0,T )×ω)j ≤ C ‖ζ0‖L2(Ω)4 .
To simplify, we now suppose
(t1, t2) = (0, T ).
B.4.3 First step : Controls in L2(Q)j
The goal of this section is the proof of the following result.
Proposition B.4.10. Let j ∈ {1, 2, 3}. There exists C > 0 such that, for every A ∈ Ej
and for every ζ0 ∈ Hj , there exists a control hj ∈ L2(Q)j satisfying∥∥hj∥∥
L2(Q)j
≤ C ‖ζ0‖L2(Ω)4 (B.90)
such that the solution ζ ∈ Y 4 to the Cauchy problem (B.89) satisfies ζ(T, .) = 0.
The proof of Proposition B.4.10 will be done in Annexe B.4.3.3 for j = 3, An-
nexe B.4.3.5 for j = 2, Annexe B.4.3.7 for j = 1. It requires technical preliminary results
presented in Annexe B.4.3.1, Annexe B.4.3.2, Annexe B.4.3.4, Annexe B.4.3.6.
B.4.3.1 Hilbert Uniqueness Method
First, for Φ ∈ L2(Ω), (Φ)Ω denotes the mean value of Φ,
(Φ)Ω :=
1
|Ω|
∫
Ω
Φ,
and for Ψ ∈ C([0, T ];L2(Ω)), t ∈ [0, T ], we introduce the notation
(Ψ)Ω(t) :=
1
|Ω|
∫
Ω
Ψ(t, x)dx.
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By the HUM (Hilbert Uniqueness Method), the null-controllability result of Propo-
sition B.4.10 is equivalent to the following observability inequality : (B.92) (see [Cor07a,
Theorem 2.44]).
Let j ∈ {1, 2, 3}, Dj defined by (B.51), (B.61) or (B.76). There exists C > 0 such
that, for every A ∈ Ej and ϕT ∈ Hj (see (B.82), (B.83), (B.84), (B.85), (B.86), (B.87))
the solution ϕ of 
−∂tϕ−DTj ∆ϕ = ATϕ in (0, T )× Ω,
∂ϕ
∂n = 0 on (0, T )× ∂Ω,
ϕ(T, .) = ϕT in Ω,
(B.91)
verifies ∫
Ω
|ϕ(0, x)|2dx ≤ C
(
j∑
i=1
∫ ∫
(0,T )×ω
|ϕi(t, x)|2dxdt
)
. (B.92)
It is easy to show that it is sufficient to prove the following observability inequalities.
There exists C > 0 such that, for every A ∈ E3 and ϕT ∈ L2(Ω)4, the solution ϕ of
the adjoint system (B.91) verifies∫
Ω
|ϕ(0, x)|2dx ≤ C
(
3∑
i=1
∫ ∫
(0,T )×ω
|ϕi(t, x)|2dxdt
)
. (B.93)
There exists C > 0 such that, for every A ∈ E2 and ϕT ∈ L2(Ω)4, the solution ϕ of
the adjoint system (B.91) verifies
3∑
i=1
(
‖ϕi(0, .)‖2L2(Ω)
)
+ ‖ϕ4(0, .)− (ϕ4)Ω(0)‖2L2(Ω) ≤ C
(
2∑
i=1
∫ ∫
(0,T )×ω
|ϕi|2dxdt
)
.
(B.94)
There exists C > 0 such that, for every A ∈ E1 and ϕT ∈ L2(Ω)4, the solution ϕ of
the adjoint system (B.91) verifies
2∑
i=1
(
‖ϕi(0, .)‖2L2(Ω)
)
+
4∑
i=3
(
‖ϕi(0, .)− (ϕi)Ω(0)‖2L2(Ω)
)
≤ C
(∫ ∫
(0,T )×ω
|ϕ1|2dxdt
)
.
(B.95)
B.4.3.2 Carleman estimates
We introduce several weight functions. Let ω′′ ⊂⊂ ω0 be a nonempty open subset
and η0 ∈ C2(Ω) verifying
∀x ∈ Ω, η0(x) > 0, η0 = 0 on ∂Ω, ∀x ∈ Ω \ ω′′, |∇η0(x)| > 0.
The existence of such a function is proved in [Cor07a, Lemma 2.68]. Let λ ≥ 1 a para-
meter. We remark that
1 + f(λ) := 1 + exp(−λ ‖η0‖∞) < 2. (B.96)
150
We define ∀(t, x) ∈ (0, T )× Ω,
φ(t, x) :=
eλη0(x)
t(T − t) > 0, α(t, x) :=
eλη0(x) − e2λ‖η0‖∞
t(T − t) < 0, (B.97)
α̂(t) := min
x∈Ω
α(t, x) =
1− e2λ‖η0‖∞
t(T − t) < 0, φ̂(t) := minx∈Ω φ(t, x) =
1
t(T − t) > 0. (B.98)
Theorem B.4.11. Carleman inequality
Let d ∈ (0,+∞), ω′ an open subset such that ω′′ ⊂⊂ ω′ ⊂⊂ ω0 and β ∈ R. There
exist C = C(Ω, ω′, β), λ0 = C(Ω, ω′, β), s0 = s0(Ω, ω′, β) such that, for any λ ≥ λ0,
s ≥ s0(T + T 2), ϕT ∈ L2(Ω) and f ∈ L2(Q), the solution ϕ to
−∂tϕ− d∆ϕ = f in (0, T )× Ω,
∂ϕ
∂n = 0 on (0, T )× ∂Ω,
ϕ(T, .) = ϕT in Ω,
satisfies
I(β, λ, s, ϕ)
:=
∫ T
0
∫
Ω
e2sα
(
λ4(sφ)β+3|ϕ|2 + λ2(sφ)β+1|∇ϕ|2 + (sφ)β−1 (|∂tϕ|2 + |∆ϕ|2))dxdt
≤ C
(∫ T
0
∫
Ω
e2sα(sφ)β |f |2dxdt+
∫ T
0
∫
ω′
λ4e2sα(sφ)β+3|ϕ|2dxdt
)
. (B.99)
The original proof of this inequality can be found in [FI96, Lemma 1.2].
Remark B.4.12. For a general introduction to global Carleman inequalities and their
applications to the controllability of parabolic systems, one can see [FCG06] (in particu-
lar, see [FCG06, Lemma 1.3]). For Neumann conditions, one can see [FCGBGP06b] and
in particular [FCGBGP06b, Lemma 1].
B.4.3.2.1 A parabolic regularity result in L2 In the following, we consider initial
conditions ϕT ∈ C∞0 (Ω)4 in order to improve the regularity of ϕ, solution of (B.91), and
to allow some computations.
Definition B.4.13. We define the following spaces of functions
H2Ne(Ω) :=
{
u ∈ H2(Ω) ; ∂u
∂n
= 0
}
, Y2 := L
2(0, T ;H2Ne(Ω)) ∩H1(0, T ;L2(Ω)).
Proposition B.4.14. Let k ∈ N∗, D ∈ Mk(R) such that Sp(D) ⊂ (0,+∞), A ∈
Mk(L∞(Q)), u0 ∈ C∞0 (Ω)k. From [DHP07, Theorem 2.1], the following Cauchy problem
admits a unique solution u ∈ Y k2
∂tu−D∆u = A(t, x)u in (0, T )× Ω,
∂u
∂n = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω.
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B.4.3.2.2 A technical lemma for Carleman estimates By now, unless otherwise
specified, we denote by C (respectively Cε) various positive constants varying from line
to line (respectively various positive constants varying from line to line and depending
on the parameter ε). We insist on the fact that C and Cε do not depend on λ and s,
unless otherwise specified.
Lemma B.4.15. Let Φ,Ψ ∈ Y2, a ∈ L∞(Q), an open subset ω˜ ⊂ ω0,Θ ∈ C∞(Ω; [0,+∞[)
such that supp(Θ) ⊂ ω˜ and r ∈ N. Then, for every ε > 0,
∀(k, l) ∈ R2, k + l = 2r, ∀s ≥ C,∣∣∣∣∣
∫ ∫
(0,T )×ω˜
Θe2sα(sφ)raΦΨ
∣∣∣∣∣ (B.100)
≤ ε
∫ ∫
(0,T )×Ω
e2sα(sφ)k|Φ|2 + Cε
∫ ∫
(0,T )×ω˜
e2sα(sφ)l|Ψ|2, (B.101)
∀(k, l) ∈ R2, k + l = 2(r + 2), ∀s ≥ C,∣∣∣∣∫ T
0
∫
ω˜
Θe2sα(sφ)rΦ∂tΨ
∣∣∣∣ ≤ ε(∫ T
0
∫
Ω
e2sα(sφ)k|Φ|2 +
∫ T
0
∫
Ω
e2sα(sφ)k−4|∂tΦ|2
)
+ Cε
∫ T
0
∫
ω˜
e2sα(sφ)l|Ψ|2, (B.102)
∀(k, l) ∈ R2, k + l = 2(r + 2), ∀s ≥ C,∣∣∣∣∫ T
0
∫
ω˜
Θe2sα(sφ)rΦ∆Ψ
∣∣∣∣
≤ ε
(∫ T
0
∫
Ω
e2sα(sφ)k|Φ|2 +
∫ T
0
∫
Ω
e2sα(sφ)k−2|∇Φ|2 +
∫ T
0
∫
Ω
e2sα(sφ)k−4|∆Φ|2
)
+ Cε
∫ T
0
∫
ω˜
e2sα(sφ)l|Ψ|2. (B.103)
∀(k, l) ∈ R2, k + l = 2r, ∀s ≥ C,∫ T
0
∫
ω˜
Θe2sα(sφ)r|∇Φ|2 ≤ ε
(∫ T
0
∫
Ω
e2sα(sφ)k|∆Φ|2 +
∫ T
0
∫
Ω
e2sα(sφ)k+2|∇Φ|2
)
+ Cε
∫ T
0
∫
ω˜
e2sα(sφ)l|Φ|2. (B.104)
Proof. The inequality (B.101) is an easy consequence of Young’s inequality applied to∣∣∣∣∣
∫ ∫
(0,T )×ω˜
Θe2sα(sφ)raΦΨ
∣∣∣∣∣ ≤ C
∫ ∫
(0,T )×ω˜
(√
εesα(sφ)k/2|Φ|
)( 1√
ε
Θesα(sφ)l/2|Ψ|
)
.
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For (B.102), we integrate by parts with respect to the time variable
−
∫ T
0
∫
ω˜
Θe2sα(sφ)rΦ∂tΨ =
∫ T
0
∫
ω˜
Θe2sα(sφ)r∂t(Φ)Ψ +
∫ T
0
∫
ω˜
(Θe2sα(sφ)r)tΦΨ.
Moreover, by (B.97), we have |(Θe2sα(sφ)r)t| ≤ Ce2sαsr+1φr+2 ≤ e2sαsr+2φr+2 for s ≥
C. Then, we get (B.102) by applying Young’s inequality to∣∣∣∣∫ T
0
∫
ω˜
Θe2sα(sφ)rΦ∂tΨ
∣∣∣∣ ≤ ∫ T
0
∫
ω˜
(√
εesα(sφ)k/2−2∂tΦ
)( 1√
ε
Θesα(sφ)l/2Ψ
)
+
∫ T
0
∫
ω˜
(√
εesα(sφ)k/2Φ
)( 1√
ε
esα(sφ)l/2Ψ
)
.
For (B.103), by twice integrating by parts with respect to the spatial variable, we get∫ T
0
∫
ω˜
Θe2sα(sφ)rΦ∆Ψ =
∫ T
0
∫
ω˜
∆(Θe2sα(sφ)rΦ)Ψ.
Moreover, by (B.97), we have
|∆(Θe2sα(sφ)rΦ| ≤ C (e2sα(sφ)r|∆Φ|+ e2sα(sφ)r+1|∇Φ|+ e2sα(sφ)r+2|Φ|) .
Then, we deduce (B.103) by Young’s inequality applied to∣∣∣∣∫ T
0
∫
ω˜
Θe2sα(sφ)rΦ∆Ψ
∣∣∣∣ ≤ ∫ T
0
∫
ω˜
(√
εesα(sφ)k/2−2|∆Φ|
)( 1√
ε
esα(sφ)l/2Ψ
)
+
∫ T
0
∫
ω˜
(√
εesα(sφ)k/2−1|∇Φ|
)( 1√
ε
esα(sφ)l/2Ψ
)
+
∫ T
0
∫
ω˜
(√
εesα(sφ)k/2|Φ|
)( 1√
ε
esα(sφ)l/2Ψ
)
.
For (B.104), we integrate by parts with respect to the spatial variable,∫ T
0
∫
ω˜
Θe2sα(sφ)r|∇Φ|2 = −
∫ T
0
∫
ω˜
Θe2sα(sφ)r(∆Φ)Φ−
∫
ω0
∇(Θe2sα(sφ)r).(∇Φ)Φ.
By using |∇(Θe2sα(sφ)r)| ≤ Ce2sα(sφ)r+1 which is a consequence of (B.97), we get
(B.104) by Young’s inequality. This concludes the proof of Lemma B.4.15.
B.4.3.3 Proof with observation on three components : (B.93)
Proof. j = 3
The proof is close to the proof of [CGR10, Lemma 7].
Let A ∈ E3 (see (B.82)), ϕT ∈ C∞0 (Ω)4 (the general case comes from a density
argument, see (B.119), Lemma B.4.21 and Lemma B.4.22), ϕ ∈ Y 42 be the solution of
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(B.91) (see Proposition B.4.14) and ω1 be an open subset such that ω′′ ⊂⊂ ω1 ⊂⊂ ω0.
We have
∀1 ≤ i ≤ 4,
−∂tϕi − di∆ϕi = a1iϕ1 + a2iϕ2 + a3iϕ3 + a4iϕ4 in (0, T )× Ω,
∂ϕi
∂n = 0 on (0, T )× ∂Ω.
(B.105)
We apply (B.99) of Theorem B.4.11 to each ϕi, 1 ≤ i ≤ 4, with ω′ = ω1 and β = 0.
Then, we sum (by using (B.54)) : for every λ ≥ C,
4∑
i=1
I(0, λ, s, ϕi) ≤ C
(
4∑
i=1
(∫ T
0
∫
Ω
e2sα|ϕi|2dxdt+
∫ T
0
∫
ω1
λ4e2sα(sφ)3|ϕi|2dxdt
))
.
(B.106)
We fix λ ≥ C and we take s sufficiently large, then we can absorb the first right hand
side term by the left hand side term of (B.106). We get
4∑
i=1
I(0, λ, s, ϕi) ≤ C
4∑
i=1
∫ T
0
∫
ω1
e2sα(sφ)3|ϕi|2dxdt. (B.107)
Now, λ, s are supposed to be fixed such that (B.107) holds and the constant C
may depend on λ, s.
We have to get rid of the term
∫ T
0
∫
ω1
e2sα(sφ)3|ϕ4|2dxdt in order to prove the ob-
servability inequality (B.93). For this, we are going to use (B.53). So, we are going to
estimate ϕ4 by ϕi for every 1 ≤ i ≤ 3 thanks to the first equation of (B.105) with i = 1.
Estimate of
∫ T
0
∫
ω1
e2sα(sφ)3|ϕ4|2dxdt.
Let us introduce χ ∈ C∞(Ω; [0,+∞[), such that the support of χ is included in ω0
and χ = 1 in ω1. We multiply the first equation of (B.105) with i = 1 by χ(x)e2sα(sφ)3ϕ4
and we integrate on (0, T )× ω0, which leads to∫ T
0
∫
ω1
e2sα(sφ)3|ϕ4|2dxdt
≤M
∫ T
0
∫
ω1
e2sα(sφ)3a41|ϕ4|2dxdt by (B.53)
≤M
∫ T
0
∫
ω0
χ(x)e2sα(sφ)3a41|ϕ4|2dxdt
≤M
∫ T
0
∫
ω0
χ(x)e2sα(sφ)3ϕ4(−∂tϕ1 − d1∆ϕ1 − a11ϕ1 − a21ϕ2 − a31ϕ3)dxdt. (B.108)
Remark B.4.16. In Annexe B.4.1.1, we suppose that if (u∗1, u
∗
3, u
∗
4) 6= (0, 0, 0), then
u∗3 6= 0. Consequently, we have (B.53). If, u∗1 6= 0 (or respectively u∗4 6= 0), we can easily
adapt the preceding strategy. We can assume that
∀(t, x) ∈ (t1, t2)× ω0, a43(t, x) ≥ 1/M (or respectively a42(t, x) ≤ −1/M),
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and multiply the first equation of (B.105) with i = 3 (or respectively i = 2) by χ(x)e2sα(sφ)3ϕ4
(or −χ(x)e2sα(sφ)3ϕ4) and we integrate on (0, T )× ω0.
Let ε > 0 which will be chosen small enough. Now, we want to estimate the right
hand side term of (B.108) by
3∑
i=1
∫ T
0
∫
ω1
e2sα(sφ)m|ϕi|2dxdt with m ∈ N.
First, we treat the terms
∫ T
0
∫
ω0
χ(x)e2sα(sφ)3ϕ4aj1ϕjdxdt, for every 1 ≤ j ≤ 3. By
applying Lemma B.4.15 : (B.101) with Φ = ϕ4, Ψ = ϕj , a = aj1 (recalling (B.54)),
Θ = χ, r = 3 and (k, l) = (3, 3), we have∣∣∣∣∣
∫ ∫
(0,T )×ω0
χ(x)e2sα(sφ)3ϕ4aj1(t, x)ϕjdxdt
∣∣∣∣∣
≤ ε
∫ ∫
(0,T )×Ω
e2sα(sφ)3|ϕ4|2dxdt+ Cε
∫ ∫
(0,T )×ω0
e2sα(sφ)3|ϕj |2dxdt. (B.109)
Then, we treat the term − ∫ T0 ∫ω0 χ(x)e2sα(sφ)3ϕ4∂tϕ1dxdt. By applying Lemma B.4.15 :
(B.102) with Φ = ϕ4, Ψ = ϕ1, a = 1, Θ = χ, r = 3 and (k, l) = (3, 7), we have∣∣∣∣∫ T
0
∫
ω0
χe2sα(sφ)3ϕ4∂tϕ1
∣∣∣∣ ≤ ε(∫ T
0
∫
Ω
e2sα
{
(sφ)3|ϕ4|2 + (sφ)−1|∂tϕ4|2
})
+ Cε
∫ T
0
∫
ω0
e2sα(sφ)7|ϕ1|2. (B.110)
Finally, the last term −d1
∫ T
0
∫
ω0
χ(x)e2sα(sφ)3ϕ4∆ϕ1dxdt is estimated as follows. By
applying Lemma B.4.15 : (B.103) with Φ = ϕ4, Ψ = ϕ1, a = 1, Θ = χ, r = 3 and
(k, l) = (3, 7), we have∣∣∣∣d1 ∫ T
0
∫
ω0
χe2sα(sφ)3ϕ4∆ϕ1
∣∣∣∣ ≤ ε(∫ T
0
∫
Ω
e2sα
{
(sφ)−1|∆ϕ4|2 + (sφ)|∇ϕ4|2 + (sφ)3|ϕ4|2
})
+ Cε
∫ T
0
∫
ω0
e2sα(sφ)7|ϕ1|2. (B.111)
Gathering (B.107), (B.108), (B.109), (B.110), (B.111), we get
4∑
i=1
I(0, λ, s, ϕi) ≤ 3ε
(∫ T
0
∫
Ω
e2sα
{
(sφ)3|ϕ4|2 + (sφ)|∇ϕ4|2 + (sφ)−1
(|∂tϕ4|2 + |∆ϕ4|2)})
+ Cε
(
3∑
i=1
∫ T
0
∫
ω0
e2sα(sφ)7|ϕi|2dxdt
)
. (B.112)
By taking ε small enough, we get
4∑
i=1
I(0, λ, s, ϕi) ≤ Cε
(
3∑
i=1
∫ T
0
∫
ω0
e2sα(sφ)7|ϕi|2dxdt
)
. (B.113)
155
In particular, we deduce from (B.113) that
4∑
i=1
∫ T
0
∫
Ω
e2sα(sφ)3|ϕi|2 ≤ C
(
3∑
i=1
∫ T
0
∫
ω0
e2sα(sφ)7|ϕi|2dxdt
)
. (B.114)
Then, by using the facts that
min
[T/4,3T/4]×Ω
e2sα(sφ)3 > 0, (B.115)
and
e2sα(sφ)7 ∈ L∞((0, T )× Ω), (B.116)
we get
4∑
i=1
∫ 3T/4
T/4
∫
Ω
|ϕi|2dxdt ≤ C
(
3∑
i=1
∫ T
0
∫
ω0
|ϕi|2dxdt
)
. (B.117)
From the dissipation of the energy in time for (B.105) (see Lemma B.7.1 in the Appendix),
we easily get
‖ϕ(0, .)‖2L2(Ω)4 ≤ C
(
4∑
i=1
∫ 3T/4
T/4
∫
Ω
|ϕi|2dxdt
)
. (B.118)
Then, by using (B.117) and (B.118), we obtain
‖ϕ(0, .)‖2L2(Ω)4 ≤ C
(
3∑
i=1
∫ T
0
∫
ω0
|ϕi|2dxdt
)
. (B.119)
This ends the proof of the observability inequality (B.93) because ω0 ⊂ ω.
Remark B.4.17. Some stronger observability inequalities
We also have the following stronger inequality than (B.119) which can be proved from
(B.114), (B.115) and (B.118). It will be used to find controls in L2wght(Q) ⊂ L2(Q) (see
Annexe B.4.4.1). We have
‖ϕ(0, .)‖2L2(Ω)4 ≤ C
(
3∑
i=1
∫ T
0
∫
ω
e2sα(sφ)7|ϕi|2dxdt
)
. (B.120)
Moreover, we also have an even stronger inequality (see (B.114)) than (B.119) and
(B.120). It will be used to find controls in L∞(Q) (see Annexe B.4.4.2).
B.4.3.4 Density results
In this section, we show that we can assume that the data ϕT is regular i.e. ϕT ∈
C∞0 (Ω)
4. Moreover, we also need some regularity on the coupling matrix A for the case
j = 1. It’s the purpose of Lemma B.4.18.
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Lemma B.4.18. Let a ∈ L∞(Q). There exists (ak) ∈ (C∞0 (Q))N such that
‖ak‖L∞(Q) ≤ ‖a‖L∞(Q) , (B.121)
ak ⇀
∗
k→+∞
a in L∞(Q). (B.122)
Proof. Let k ∈ N∗, αk ∈ C∞0 ((0, T ); [0, 1]), αk(t) = 1 in (1/k, T−1/k), βk ∈ C∞0 ((Ω); [0, 1]),
βk(x) = 1 in {x ∈ Ω ; d(x, ∂Ω) ≥ 1/k} and ξk ∈ C∞0 (Q) be defined by ξk(t, x) =
αk(t)βk(x). Let ρk be a mollifier sequence in Q such that
∫
Q ρk = 1.
Then, it is easy to show that ak := ξk.(ρk∗a) satisfies the conclusion of Lemma B.4.18.
Remark B.4.19. Actually, the previous lemma shows the density of C∞0 (Q) in L
∞(Q)
for the weak-star topology.
We also recall a particular case of the Aubin-Lions’ lemma which is useful for the
proof of Lemma B.4.21.
Lemma B.4.20. [Sim87, Section 8, Corollary 4]
A bounded subset of Y (see Definition B.2.1) is relatively compact in L2(Q).
Lemma B.4.21. Let j ∈ {1, 2, 3}, Dj defined by (B.51), (B.61) or (B.76), A ∈ Ej (see
(B.82), (B.84) and (B.86)), ϕT ∈ L2(Ω)4. We assume that
ϕT,k ∈ C∞0 (Ω)4 →
k→+∞
ϕT in L
2(Ω)4, (B.123)
Ak ∈M4(C∞0 (Q)) ⇀∗
k→+∞
A in L∞(Q)16. (B.124)
Then, the sequence of solutions ϕk ∈ Y 4 of
−∂tϕk −DTj ∆ϕk = ATk ϕk in (0, T )× Ω,
∂ϕk
∂n = 0 on (0, T )× ∂Ω,
ϕk(T, .) = ϕT,k in Ω,
(B.125)
weakly converges in Y 4 and strongly converges in L2(Q)4 to ϕ, the solution of (B.91).
Proof. First, recalling (B.123), we remark that (ϕT,k)k∈N is bounded in L2(Ω)4. Secondly,
recalling (B.124), we remark that (Ak) is bounded in M4(L∞(Q)). Then, from Proposi-
tion B.2.3 : (B.17), we get that (ϕk)k∈N is bounded in Y 4. Then, up to a subsequence,
we can suppose that there exists ϕ˜ ∈ Y 4 such that
ϕk ⇀
k→+∞
ϕ˜ in Y 4. (B.126)
By Proposition B.2.2, we can also suppose that
ϕk(T, .) ⇀
k→+∞
ϕ˜(T, .) in L2(Ω)4. (B.127)
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But, by (B.123), we deduce that
ϕk(T, .) = ϕT,k ⇀
k→+∞
ϕT in L
2(Ω)4. (B.128)
Therefore, by (B.127) and (B.128), we get
ϕ˜(T, .) = ϕT . (B.129)
By Lemma B.4.20, up to a subsequence, we can also assume that
ϕk →
k→+∞
ϕ˜ in L2(Q)4. (B.130)
Consequently, from (B.130) and (B.124), we have
ATk ϕk ⇀
k→+∞
AT ϕ˜ in L2(Q)4. (B.131)
By using (B.126), (B.131), (B.129) and by letting k → +∞ in (B.125), we have
−∂tϕ˜−DTj ∆ϕ˜ = AT ϕ˜ in (0, T )× Ω,
∂ϕ˜
∂n = 0 on (0, T )× ∂Ω,
ϕ˜(T, .) = ϕT in Ω.
(B.132)
By uniqueness in Proposition B.2.3, we have ϕ˜ = ϕ. Then, (ϕk)k∈N only has one limit-
value : ϕ for the weak-convergence in Y 4 and for the strong convergence in L2(Q)4.
The sequence (ϕk)k∈N is relatively compact in Y equipped with the weak topology and
(ϕk)k∈N is relatively compact in L2(Q)4 equipped with the strong topology. Therefore,
ϕk ⇀
k→+∞
ϕ in Y 4,
ϕk →
k→+∞
ϕ in L2(Q)4.
This concludes the proof of Lemma B.4.21.
Lemma B.4.22. Let us suppose that (ϕk)k∈N ∈ Y N weakly converges to ϕ in Y and
strongly converges to ϕ in L2(Q). Then, we have
∀r ∈ N,
∫ T
0
∫
Ω
e2sα(sφ)r|ϕk|2dxdt →
k→+∞
∫ T
0
∫
Ω
e2sα(sφ)r|ϕ|2dxdt,
‖ϕ(0, .)‖L2(Ω) ≤ lim inf
k→+∞
‖ϕk(0, .)‖L2(Ω) .
Proof. The result is a consequence of the fact that e2sα(sφ)r ∈ L∞(Q) and Proposi-
tion B.2.2.
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B.4.3.5 Proof with observation on two components : (B.94)
B.4.3.5.1 Another parabolic regularity result For the cases j = 2 (2 controls)
and j = 1 (1 control), the diffusion matrix is not diagonal (see (B.61) and (B.76)). It
creates coupling terms of second order. Roughly speaking, we differentiate some equations
of the adjoint system (B.91) in order to benefit from these coupling terms before applying
Carleman estimates. The following lemma justifies this strategy.
Lemma B.4.23. Let d ∈ (0,+∞), f ∈ L2(0, T ;H2Ne(Ω)) and y0 ∈ C∞0 (Ω). Let y ∈ Y2
be the solution of 
∂ty − d∆y = f in (0, T )× Ω,
∂y
∂n = 0 on (0, T )× ∂Ω,
y(0, .) = y0 in Ω.
(B.133)
Then, z := ∆y ∈ Y2 is the solution of
∂tz − d∆z = ∆f in (0, T )× Ω,
∂z
∂n = 0 on (0, T )× ∂Ω,
z(0, .) = ∆y0 in Ω.
(B.134)
Proof. Let z˜ ∈ Y2 be the solution of
∂tz˜ − d∆z˜ = ∆f in (0, T )× Ω,
∂z˜
∂n = 0 on (0, T )× ∂Ω,
z˜(0, .) = ∆y0 in Ω.
(B.135)
By Proposition B.2.2, we have z˜ ∈ C([0, T ];L2(Ω)). Moreover, a.e. t ∈ [0, T ],
d
dt
∫
Ω
z˜(t, .) = d
∫
Ω
∆z˜(t, .) +
∫
Ω
∆f(t, .) = 0.
Then, for every t ∈ [0, T ], ∫
Ω
z˜(t, .) =
∫
Ω
z˜(0, .) =
∫
Ω
∆y0 = 0.
For every t ∈ [0, T ], let y˜(t, .) be the solution of{
∆y˜(t, .) = z˜(t, .) in Ω,
∂y˜(t,.)
∂n = 0 on ∂Ω.
By elliptic regularity, y˜ ∈ C([0, T ];H2Ne(Ω)) ⊂ L2(0, T ;H2Ne(Ω)), ∂ty˜ ∈ L2(0, T ;H2Ne(Ω)) ⊂
L2(0, T ;L2(Ω)) since ∆∂ty˜ = ∂tz˜. Moreover, y˜ is the solution of (B.133) (by applying the
operator ∆−1 to (B.135) and by using ∆−1∂tz˜ = ∂t∆−1z˜). Then, by uniqueness, y˜ = y
and z˜ = ∆y is the solution of (B.134).
159
B.4.3.5.2 Proof of the observability inequality : (B.94)
Proof. j = 2
Let A ∈ E2 (see (B.84)), ϕT ∈ C∞0 (Ω)4 (the general case comes from a density
argument, see (B.153), Lemma B.4.21 and Lemma B.4.22), ϕ ∈ Y 42 be the solution of
(B.91) (see Proposition B.4.14), ω2 and ω1 be two open subsets such that ω′′ ⊂⊂ ω2 ⊂⊂
ω1 ⊂⊂ ω0. Our goal is to prove (B.94).
We have : for every 1 ≤ i ≤ 2,
−∂tϕi − di∆ϕi = a1iϕ1 + a2iϕ2 + a3iϕ3 in QT ,
−∂tϕ3 − d3∆ϕ3 = a13ϕ1 + a23ϕ2 + a33ϕ3 + (d3 − d4)∆ϕ4 in QT ,
−∂tϕ4 − d4∆ϕ4 = u∗2(ϕ1 − ϕ2 + ϕ3) in QT ,
∂ϕi
∂n =
∂ϕ3
∂n =
∂ϕ4
∂n = 0 on ΣT ,
(ϕi, ϕ3, ϕ4)(T, .) = (ϕi,T , ϕ3,T , ϕ4,T ) in Ω.
(B.136)
From (B.136) and Lemma B.4.23, we have
−∂t(∆ϕ4)− d4∆(∆ϕ4) = ∆(u∗2(ϕ1 − ϕ2 + ϕ3)) in (0, T )× Ω,
∂∆ϕ4
∂n = 0 on (0, T )× ∂Ω,
∆ϕ4(T, .) = ∆ϕ4,T in Ω.
(B.137)
We apply the Carleman inequality (B.99) for (B.137) with β = 0 and ω′ = ω2, for every
λ, s ≥ C,
I(0, λ, s,∆ϕ4)
≤ C
(∫ T
0
∫
Ω
e2sα(|∆ϕ1|2 + |∆ϕ2|2|+ |∆ϕ3|2) +
∫ T
0
∫
ω2
λ4e2sα(sφ)3|∆ϕ4|2
)
. (B.138)
After this, we apply the Carleman inequality (B.99) for the first two equations of (B.136)
with β = 2 and ω′ = ω2 to obtain (by (B.64)), for every λ, s ≥ C,
3∑
i=1
I(2, λ, s, ϕi) ≤ C
(∫ T
0
∫
Ω
e2sα(sφ)2(|ϕ1|2 + |ϕ2|2|+ |ϕ3|2 + |∆ϕ4|2)
)
+ C
(∫ T
0
∫
ω2
λ4e2sα(sφ)5(|ϕ1|2 + |ϕ2|2|+ |ϕ3|2)
)
. (B.139)
We sum (B.138) and (B.139), for every λ, s ≥ C,
3∑
i=1
I(2, λ, s, ϕi) + I(0, λ, s,∆ϕ4)
≤ C
(∫ T
0
∫
Ω
e2sα
(
(sφ)2(|ϕ1|2 + |ϕ2|2|+ |ϕ3|2 + |∆ϕ4|2) + |∆ϕ1|2 + |∆ϕ2|2|+ |∆ϕ3|2
))
+ C
(∫ T
0
∫
ω2
λ4e2sα
(
(sφ)5(|ϕ1|2 + |ϕ2|2|+ |ϕ3|2) + (sφ)3|∆ϕ4|2
))
. (B.140)
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We fix λ ≥ C and we absorb the first right-hand side term of (B.140) by the left-hand
side terms of (B.140), by taking s sufficiently large. Then,
3∑
i=1
I(2, λ, s, ϕi) + I(0, λ, s,∆ϕ4)
≤ C
(∫ T
0
∫
ω2
e2sα
(
(sφ)5(|ϕ1|2 + |ϕ2|2|+ |ϕ3|2) + (sφ)3|∆ϕ4|2
))
. (B.141)
Now, λ, s are supposed to be fixed and the constant C may depend on λ, s.
Then, we have to get rid of
∫ T
0
∫
ω2
e2sα(sφ)3|∆ϕ4|2dxdt and
∫ T
0
∫
ω2
e2sα(sφ)5|ϕ3|2dxdt.
For the first term, we use the coupling term of second order (d3 − d4)∆. For the second
term, we use the coupling term of zero order thanks to property (B.63).
Estimate of
∫ T
0
∫
ω2
e2sα(sφ)3|∆ϕ4|2dxdt.
Let us introduce χ2 ∈ C∞(Ω; [0,+∞[), such that the support of χ2 is included
in ω1 and χ2 = 1 in ω2. We multiply the second equation of (B.136) by sign(d3 −
d4)χ2(x)e
2sα(sφ)3∆ϕ4 and we integrate on (0, T )× ω1. As d3 6= d4, we have∫ T
0
∫
ω2
e2sα(sφ)3|∆ϕ4|2dxdt ≤
∫ T
0
∫
ω1
χ2(x)e
2sα(sφ)3|∆ϕ4|2dxdt
≤ C
∫ T
0
∫
ω1
χ2(x)e
2sα(sφ)3∆ϕ4(−∂tϕ3 − d3∆ϕ3 − a13ϕ1 − a23ϕ2 − a33ϕ3)dxdt.
(B.142)
Let ε > 0 which will be chosen small enough. We estimate the right hand side of
(B.142) in the same way as the one of (B.108) :
— for terms involving ∆ϕ4ai3ϕi with 1 ≤ i ≤ 3, we apply (B.101) with Φ = ∆ϕ4,
Ψ = ϕi, a = ai3 ∈ L∞(Q), 1 ≤ i ≤ 3 (recalling (B.64)), Θ = χ2 and r = k = l = 3,
— for the term involving ∆ϕ4∂tϕ3, we apply (B.102) with Φ = ∆ϕ4, Ψ = ϕ3, a = 1,
Θ = χ2 and r = k = 3, l = 7,
— for the term involving ∆ϕ4∆ϕ3, we apply (B.103) with Φ = ∆ϕ4, Ψ = ϕ3, a = d3,
Θ = χ2 and r = k = 3, l = 7.
From (B.141), (B.142), we get
3∑
i=1
I(2, λ, s, ϕi) + I(0, λ, s,∆ϕ4)
≤ 3ε
(∫ T
0
∫
Ω
e2sα
{
(sφ)3|∆ϕ4|2 + (sφ)|∇∆ϕ4|2 + (sφ)−1
(|∂t∆ϕ4|2 + |∆∆ϕ4|2)})
+ Cε
(
3∑
i=1
∫ T
0
∫
ω1
e2sα(sφ)7|ϕi|2
)
. (B.143)
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By taking ε small enough in (B.143), we get
3∑
i=1
I(2, λ, s, ϕi) + I(0, s,∆ϕ4) ≤ C
(
3∑
i=1
∫ T
0
∫
ω1
e2sα(sφ)7|ϕi|2dxdt
)
. (B.144)
Estimate of
∫ T
0
∫
ω1
e2sα(sφ)7|ϕ3|2dxdt.
Let us introduce χ1 ∈ C∞(Ω; [0,+∞[), such that the support of χ1 is included in ω0
and χ1 = 1 in ω1. We multiply the first equation of the adjoint system (B.136) with i = 1
by −χ1(x)e2sα(sφ)7ϕ3 and we integrate on (0, T )× ω0. By using (B.63), we have∫ T
0
∫
ω1
e2sα(sφ)7|ϕ3|2dxdt ≤
∫ T
0
∫
ω0
χ1(x)e
2sα(sφ)7|ϕ3|2dxdt
≤ C
∫ T
0
∫
ω0
χ1(x)e
2sα(sφ)7ϕ3(−∂tϕ1 − d1∆ϕ1 − a11ϕ1 − a21ϕ2)dxdt. (B.145)
Let ε′ > 0 which will be chosen small enough. We estimate the right hand side of (B.145)
in the same way as the one of (B.108) :
— for terms involving ϕ3ai1ϕi with 1 ≤ i ≤ 2, we apply (B.101) with Φ = ϕ3, Ψ = ϕi,
a = ai3 ∈ L∞(Q), 1 ≤ i ≤ 2 (recalling (B.64)), Θ = χ1 and r = 7, k = 5, l = 9,
— for the term involving ϕ3∂tϕ1, we apply (B.102) with Φ = ϕ3, Ψ = ϕ1, a = 1,
Θ = χ1 and r = 7, k = 5, l = 13,
— for the term involving ϕ3∆ϕ1, we apply (B.103) with Φ = ϕ3, Ψ = ϕ1, a = d1,
Θ = χ1 and r = 7, k = 5, l = 13.
Then, we obtain∫ T
0
∫
ω1
e2sα(sφ)7|ϕ3|2
≤ 3ε′
(∫ T
0
∫
Ω
e2sα
{
(sφ)5|ϕ3|2 + (sφ)3|∇ϕ3|2 + (sφ)(|∂tϕ3|2 + |∆ϕ3|2)
})
+ Cε′
(
2∑
i=1
∫ T
0
∫
ω0
e2sα(sφ)13|ϕi|2
)
. (B.146)
By using (B.144), (B.146) and by taking ε′ sufficiently small, we get
3∑
i=1
I(2, λ, s, ϕi) + I(0, λ, s,∆ϕ4) ≤ C
(
2∑
i=1
∫ ∫
(0,T )×ω0
e2sα(sφ)13|ϕi|2
)
. (B.147)
Then, we deduce from (B.147) that we have∫ T
0
∫
Ω
3∑
i=1
e2sα(sφ)5|ϕi|2 + e2sα̂(sφ̂)3|∆ϕ4|2 ≤ C
(
2∑
i=1
∫ ∫
(0,T )×ω0
e2sα(sφ)13|ϕi|2
)
,
(B.148)
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where φ̂ and α̂ are defined in (B.98). In particular, φ̂ and α̂ do not depend on the spatial
variable x. In order to estimate ϕ4 by ∆ϕ4, we use the classical lemma and the corollary
that follow.
Lemma B.4.24. Poincaré-Wirtinger inequality
There exists C = C(Ω) such that
∀u ∈ H1(Ω),
∫
Ω
(u(x)− (u)Ω)2 dx ≤ C
∫
Ω
|∇u(x)|2dx. (B.149)
Corollary B.4.25. There exists C = C(Ω) such that
∀u ∈ H2Ne(Ω) :=
{
u ∈ H2(Ω) ; ∂u
∂n
= 0
}
,
∫
Ω
|∇u(x)|2dx ≤ C
∫
Ω
|∆u(x)|2dx. (B.150)
Proof. Let u ∈ H2Ne(Ω) satisfying ‖∇u‖L2(Ω 6= 0. Otherwise, the inequality (B.150) is
trivial. We have by an integration by parts and by using (B.149),∫
Ω
|∇u|2 = −
∫
Ω
(∆u)u = −
∫
Ω
(∆u)(u− (u)Ω) ≤ ‖∆u‖L2(Ω) ‖u− (u)Ω‖L2(Ω
≤ C ‖∆u‖L2(Ω) ‖∇u‖L2(Ω .
We conclude the proof of Corollary B.4.25 by simplifying by ‖∇u‖L2(Ω.
Then, by applying the Poincaré-Wirtinger inequality (B.149) and (B.150) to ϕ4, we
deduce from (B.148) that∫ T
0
∫
Ω
3∑
i=1
e2sα(sφ)5|ϕi|2 + e2sα̂(sφ̂)3|ϕ4 − (ϕ4)Ω|2
≤ C
(
2∑
i=1
∫ ∫
(0,T )×ω0
e2sα(sφ)13|ϕi|2
)
. (B.151)
Now, from the dissipation in time of the energy of (ϕ1, ϕ2, ϕ3, ϕ4 − (ϕ4)Ω) (see
Lemma B.7.1 in the Appendix), we get
3∑
i=1
(
‖ϕi(0, .)‖2L2(Ω)
)
+ ‖ϕ4(0, .)− (ϕ4)Ω(0)‖2L2(Ω)
≤ C
∫ 3T/4
T/4
(
3∑
i=1
(
‖ϕi(t, .)‖2L2(Ω)
)
+ ‖ϕ4(t, .)− (ϕ4)Ω(t)‖2L2(Ω)
)
dt. (B.152)
Consequently, from (B.151), (B.152) and the same arguments given between (B.114) and
(B.119), we easily deduce that
3∑
i=1
(
‖ϕi(0, .)‖2L2(Ω)
)
+ ‖ϕ4(0, .)− (ϕ4)Ω(0)‖2L2(Ω)
≤ C
(
2∑
i=1
∫ ∫
(0,T )×ω
e2sα(sφ)13|ϕi|2dxdt
)
, (B.153)
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and consequently the observability inequality (B.94) because e2sα(sφ)13 is bounded.
This ends the proof of the observability inequality (B.94).
B.4.3.6 Another Carleman inequality
Theorem B.4.26. Carleman inequality
Let d ∈ (0,+∞), ω′ an open subset such that ω′′ ⊂⊂ ω′ ⊂⊂ ω0. There exist C =
C(Ω, ω′), λ0 = λ0(Ω, ω′) such that, for every λ ≥ λ0, there exists s0 = s0(Ω, ω′, λ) such
that, for any s ≥ s0(T+T 2), any ϕT ∈ L2(Ω) and any f ∈ L2(0, T ;H2Ne(Ω)), the solution
ϕ of 
−∂tϕ− d∆ϕ = ∆f in (0, T )× Ω,
∂ϕ
∂n = 0 on (0, T )× ∂Ω,
ϕ(T, .) = ϕT in Ω,
satisfies∫ T
0
∫
Ω
e2sα(sφ)3|ϕ|2dxdt ≤ C
(∫ T
0
∫
Ω
e2sα(sφ)4|f |2dxdt+
∫ T
0
∫
ω′
e2sα(sφ)3|ϕ|2dxdt
)
.
(B.154)
The proof of this inequality can be found in [CSG15, Lemma A.1] (see in particular
that the equality [CSG15, (A.3)] still holds for f ∈ L2(0, T ;H2Ne(Ω))).
Remark B.4.27. The estimate (B.154) is different from (B.99) because (B.99) gives us∫ T
0
∫
Ω
e2sα(sφ)3|ϕ|2dxdt ≤ C
(∫ T
0
∫
Ω
e2sα|∆f |2dxdt+
∫ T
0
∫
ω′
e2sα(sφ)3|ϕ|2dxdt
)
.
(B.155)
Therefore, (B.154) is useful when one wants an observation of ϕ in term of f (but not
in term of ∆f). Roughly, we remark that we have to pay this type of estimate with a
weight (sφ)4 (see the first right hand side terms of (B.154) and (B.155)).
B.4.3.7 Proof with observation on one component : (B.95)
We have seen in Annexe B.4.3.5 that parabolic regularity allows us to apply ∆ to
the third equation of (B.136) (see (B.137)) in order to benefit from the coupling term of
second order (d3 − d4)∆ϕ4. The case j = 1 requires more regularity because we have to
benefit from two terms of coupling of second order. Therefore, we need to apply ∆∆ (see
(B.158)). There are two main difficulties. First, Proposition B.4.14 only shows us that ϕ,
the solution of (B.91) is in Y 42 . However, we need : ∆ϕ ∈ Y 42 . That is why we regularize
the coupling matrix A ∈ E1 (see Lemma B.4.18). Secondly, we want an observation of
∆∆ϕ4 in term of ∆ϕ1, ∆ϕ2 (and not in term of ∆∆ϕ1, ∆∆ϕ2 because we do not have
these terms in Carleman estimates applied to ϕ1 and ϕ2 : see (B.162) and (B.163)). That
is why we use Theorem B.4.26.
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Proof. j = 1
Let A ∈ M4(C∞0 (Q)) ∩ E1 (see (B.86)), ϕT ∈ C∞0 (Ω)4 (the general case comes from
a density argument, see (B.185), Lemma B.4.18, Lemma B.4.21 and Lemma B.4.22),
ϕ ∈ Y 42 be the solution of (B.91) (see Proposition B.4.14), ω3, ω2, ω′2 and ω1 be four
open subsets such that ω′′ ⊂⊂ ω3 ⊂⊂ ω2 ⊂⊂ ω′2 ⊂⊂ ω1 ⊂⊂ ω0. Our goal is to prove
(B.95).
We have
−∂tϕ1 − d1∆ϕ1 = a11ϕ1 + a21ϕ2 in (0, T )× Ω,
−∂tϕ2 − d2∆ϕ2 = a12ϕ1 + a22ϕ2 + (d2 − d3)∆ϕ3 in (0, T )× Ω,
−∂tϕ3 − d3∆ϕ3 = −m2(ϕ1 − ϕ2) + ∆ϕ4 in (0, T )× Ω,
−∂tϕ4 − d4∆ϕ4 = m3(ϕ1 − ϕ2) in (0, T )× Ω,
∂ϕ
∂n = 0 on (0, T )× ∂Ω,
ϕ(T, .) = ϕT in Ω.
(B.156)
First, by using the regularity : ϕ ∈ Y 42 and by applying consecutively Lemma B.4.23
to the fourth equation of (B.156), the third equation of (B.156), the second equation of
(B.156), the first equation of (B.156), we get
∆ϕ ∈ L2(0, T ;H2Ne(Ω))4. (B.157)
Consequently, we can apply ∆∆ to the fourth equation of (B.156) by using (B.157) and
Lemma B.4.23,
−∂t(∆∆ϕ4)− d4∆(∆∆ϕ4) = ∆∆(m3(ϕ1 − ϕ2)) in (0, T )× Ω,
∂∆∆ϕ4
∂n = 0 on (0, T )× ∂Ω,
∆∆ϕ4(T, .) = ∆∆ϕ4,T in Ω.
(B.158)
Then, we use the Carleman inequality (B.154) for (B.158) with ω′ = ω3 and f =
∆(m3(ϕ1 − ϕ2)) ∈ L2(0, T ;H2Ne(Ω)), for every λ, s ≥ C,∫ T
0
∫
Ω
e2sα(sφ)3|∆∆ϕ4|2
≤ C
(∫ T
0
∫
Ω
e2sα(sφ)4
(|∆ϕ1|2 + |∆ϕ2|2)+ ∫ T
0
∫
ω3
e2sα(sφ)3|∆∆ϕ4|2
)
. (B.159)
Remark B.4.28. Here, we have to apply the Carleman estimate (B.154) instead of
(B.99) in order to get in the right hand side of (B.159) only terms of order two (and not
more) in ϕ1, ϕ2. Otherwise, we cannot absorb the remaining terms thanks to Carleman
estimates (B.99) applied to ϕ1, ϕ2.
Then, we apply∆ to the third equation of (B.156) thanks to (B.158) and Lemma B.4.23,
for every λ, s ≥ C,
−∂t(∆ϕ3)− d3∆(∆ϕ3) = ∆(−m2(ϕ1 − ϕ2)) + ∆∆ϕ4 in QT ,
∂∆ϕ3
∂n = 0 on ΣT ,
∆ϕ3(T, .) = ∆ϕ3,T in Ω.
(B.160)
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We use the Carleman inequality (B.99) with ω′ = ω3 and β = 2, for every λ, s ≥ C,
I(2, λ, s,∆ϕ3)
≤ C
(∫ T
0
∫
Ω
e2sα(sφ)2(|∆ϕ1|2 + |∆ϕ2|2|+ |∆∆ϕ4|2) +
∫ T
0
∫
ω2
λ4e2sα(sφ)5|∆ϕ3|2
)
. (B.161)
Then, we apply the Carleman inequality (B.99) with ω′ = ω3 and β = 5 to the second
equation and the first equation of (B.156) (by (B.79)), for every λ, s ≥ C,
λI(5, λ, s, ϕ2) ≤ C
(∫ T
0
∫
Ω
λe2sα(sφ)5(|ϕ1|2 + |ϕ2|2|+ |∆ϕ3|2) +
∫ T
0
∫
ω3
λ5e2sα(sφ)8|ϕ2|2
)
,
(B.162)
λI(5, λ, s, ϕ1) ≤ C
(∫ T
0
∫
Ω
λe2sα(sφ)5(|ϕ1|2 + |ϕ2|2|) +
∫ T
0
∫
ω3
λ5e2sα(sφ)8|ϕ1|2
)
. (B.163)
We sum (B.159), (B.161), (B.162), (B.163) and we take λ and s sufficiently large,∫ T
0
∫
Ω
e2sα(sφ)3|∆∆ϕ4|2dxdt+ I(2, λ, s,∆ϕ3) + λI(5, λ, s, ϕ2) + λI(5, λ, s, ϕ1)
≤ C
(∫ T
0
∫
ω3
e2sα(sφ)3|∆∆ϕ4|2dxdt+
∫ T
0
∫
ω3
λ4e2sα(sφ)5|∆ϕ3|2dxdt
)
+ C
(∫ T
0
∫
ω3
λ5e2sα(sφ)8|ϕ2|2dxdt+
∫ T
0
∫
ω3
λ5e2sα(sφ)8|ϕ1|2dxdt
)
. (B.164)
Now, λ and s are supposed to be fixed. The constant C may depend on λ and
s. We have∫ T
0
∫
Ω
e2sα(sφ)3|∆∆ϕ4|2dxdt+ I(2, λ, s,∆ϕ3) + I(5, λ, s, ϕ2) + I(5, λ, s, ϕ1)
≤ C
(∫ T
0
∫
ω3
e2sα(sφ)3|∆∆ϕ4|2dxdt+
∫ T
0
∫
ω3
e2sα(sφ)5|∆ϕ3|2dxdt
)
+ C
(∫ T
0
∫
ω3
e2sα(sφ)8|ϕ2|2dxdt+
∫ T
0
∫
ω3
e2sα(sφ)8|ϕ1|2dxdt
)
. (B.165)
Remark B.4.29. Here, we take advantage of the two parameters λ and s in Theo-
rem B.4.11. Indeed, if we forget λ, we would need to sum
∫ T
0
∫
Ω e
2sα(sφ)3|∆∆ϕ4|2dxdt,
I(4, s,∆ϕ3), I(6, s, ϕ2) and I(6, s, ϕ1). Therefore, we would get in the right hand side∫ T
0
∫
Ω e
2sα(sφ)4|∆∆ϕ4|2dxdt which cannot be absorbed by the left hand side.
Then ,we have to get rid of
∫ T
0
∫
ω3
e2sα(sφ)3|∆∆ϕ4|2dxdt,
∫ T
0
∫
ω3
e2sα(sφ)5|∆ϕ3|2dxdt
and∫ T
0
∫
ω3
e2sα(sφ)8|ϕ2|2dxdt. For the first term, we use the coupling term of fourth order
∆∆. For the second term, we use the coupling term of second order (d2 − d3)∆. For the
third term, we use the coupling term of zero order thanks to property (B.78).
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Estimate of
∫ T
0
∫
ω3
e2sα(sφ)3|∆∆ϕ4|2dxdt.
Let us introduce χ3 ∈ C∞(Ω; [0,+∞[), such that the support of χ3 is included in ω2
and χ3 = 1 in ω3. We multiply the first equation (B.160) by (χ3(x))2e2sα(sφ)3∆∆ϕ4 and
we integrate on (0, T )× ω2. We have∫ T
0
∫
ω2
(χ3(x))
2e2sα(sφ)3|∆∆ϕ4|2dxdt
≤ C
∫ T
0
∫
ω2
(χ3(x))
2e2sα(sφ)3∆∆ϕ4(−∂t∆ϕ3 − d3∆∆ϕ3 +m2∆ϕ1 −m2∆ϕ2)dxdt.
(B.166)
Remark B.4.30. One can see the presence of (χ3(x))2 instead of χ3(x) as before
(see for example (B.108)). It is purely technical (see the proofs of Lemma B.4.31 and
Lemma B.4.32).
Let ε ∈ (0, 1) which will be chosen small enough. First, for every 1 ≤ i ≤ 2, by
applying Lemma B.4.15 : (B.101) with Φ = ∆∆ϕ4, Ψ = ∆ϕi, a = m2, Θ = (χ3)2, r = 3
and (k, l) = (3, 3), we have∫ T
0
∫
ω2
χ23e
2sα(sφ)3(∆∆ϕ4)m2∆ϕi
≤ ε
∫ T
0
∫
Ω
e2sα(sφ)3|∆∆ϕ4|2 + Cε
∫ T
0
∫
ω2
χ23e
2sα(sφ)3|∆ϕi|2. (B.167)
But, the other terms in the right hand side of (B.166) i.e.∫ T
0
∫
ω2
(χ3(x))
2e2sα(sφ)3(∆∆ϕ4)(∂t∆ϕ3)dxdt,
and ∫ T
0
∫
ω2
(χ3(x))
2e2sα(sφ)3(∆∆ϕ4)(∆∆ϕ3)dxdt,
cannot be estimated as in Lemma B.4.15 because we have not enough derivative terms
in ϕ4 in the left hand side of (B.165). In order to estimate these two terms, we follow
the strategy developed in the proof of [CSG15, Theorem 2.2] (see Annexe B.7.3 for the
proof of the two following lemmas).
Lemma B.4.31. We have
∫ T
0
∫
ω2
χ
2
3e
2sα(sφ)3(∆∆ϕ4)(∆∆ϕ3)
≤ ε
(∫ T
0
∫
Ω
e
2sα
{
(sφ)4(|∆ϕ1|
2 + |∆ϕ2|
2) + (sφ)|∆∆ϕ3|
2 + (sφ)3|∆∆ϕ4|
2
})
+ Cε
(∫ T
0
∫
ω2
e
2sα
{
(sφ)24(|ϕ1|
2 + |ϕ2|
2 + |∆ϕ3|
2) + (sφ)22(|∇ϕ1|
2 + |∇ϕ2|
2 + |∇∆ϕ3|
2)
})
.
(B.168)
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Lemma B.4.32. We have∫ T
0
∫
ω2
χ
2
3e
2sα(sφ)3(∆∆ϕ4)(∂t∆ϕ3)
≤ ε
(∫ T
0
∫
Ω
e
2sα
{
(sφ)4(|∆ϕ1|
2 + |∆ϕ2|
2) + (sφ)|∂t∆ϕ3|
2 + (sφ)3|∆∆ϕ4|
2
})
+ Cε
(∫ T
0
∫
ω2
e
2sα
{
(sφ)24(|ϕ1|
2 + |ϕ2|
2 + |∆ϕ3|
2) + (sφ)22(|∇ϕ1|
2 + |∇ϕ2|
2 + |∇∆ϕ3|
2)
})
.
(B.169)
Moreover, the proof of these two lemmas (see (B.311)) provides us another estimate
which is useful to treat the right hand side of (B.167).
Lemma B.4.33. For every 1 ≤ i ≤ 2, δ > 0, we have∫ T
0
∫
ω2
e2sα(sφ)3|∆ϕi|2
≤ δ
(∫ T
0
∫
Ω
e2sα(sφ)4|∆ϕi|2
)
+ Cδ
(∫ T
0
∫
ω2
e2sα
{
(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2) + (sφ)22|∇ϕi|2
})
. (B.170)
Gathering (B.167) and (B.170) with δ = ε/Cε, we find that for 1 ≤ i ≤ 2,∫ T
0
∫
ω2
(χ3(x))
2e2sα(sφ)3(∆∆ϕ4)m2∆ϕidxdt
≤ ε
(∫ T
0
∫
Ω
e2sα(sφ)3|∆∆ϕ4|2 +
∫ T
0
∫
ω2
e2sα(sφ)4|∆ϕi|2
)
+ Cε
(∫ T
0
∫
ω2
e2sα(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2) +
∫ T
0
∫
ω2
e2sα(sφ)22|∇ϕi|2
)
.
(B.171)
From (B.166), (B.171), (B.168), (B.169), we get∫ T
0
∫
ω2
(χ3(x))
2e2sα(sφ)3|∆∆ϕ4|2dxdt
≤ ε
(∫ T
0
∫
Ω
e2sα
{
(sφ)4(|∆ϕ1|2 + |∆ϕ2|2) + (sφ)(|∂t∆ϕ3|2 + |∆∆ϕ3|2) + (sφ)3|∆∆ϕ4|2
})
+ Cε
(∫ T
0
∫
ω2
e2sα
{
(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2) + (sφ)22(|∇ϕ1|2 + |∇ϕ2|2 + |∇∆ϕ3|2)
})
.
(B.172)
By using (B.165), (B.172) and by taking ε small enough, we have∫ T
0
∫
Ω
e
2sα(sφ)3|∆∆ϕ4|
2
dxdt+ I(2, λ, s,∆ϕ3) + I(5, λ, s, ϕ2) + I(5, λ, s, ϕ1)
≤ C
(∫ T
0
∫
ω2
e
2sα
{
(sφ)24(|ϕ1|
2 + |ϕ2|
2 + |∆ϕ3|
2) + (sφ)22(|∇ϕ1|
2 + |∇ϕ2|
2 + |∇∆ϕ3|
2)
})
. (B.173)
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Estimate of
∫ T
0
∫
ω2
e2sα(sφ)22|∇∆ϕ3|2dxdt.
Let us introduce χ˜2 ∈ C∞(Ω; [0;+∞[) such that supp(χ˜2) ⊂ ω′2 and χ˜2 = 1 on
ω2. Then, by Lemma B.4.15 : (B.104) (with Φ = ∆ϕ3, ω˜ = ω2, Θ = χ˜2, r = 22 and
(k, l) = (1, 43)), for any ε′ > 0, we have∫ T
0
∫
ω2
e2sα(sφ)22|∇∆ϕ3|2
≤
∫ T
0
∫
ω′2
χ˜2e
2sα(sφ)22|∇∆ϕ3|2
≤ ε′
(∫ T
0
∫
Ω
e2sα
{
(sφ)|∆∆ϕ3|2 + (sφ)3|∇∆ϕ3|2
})
+ Cε′
∫ T
0
∫
ω′2
e2sα(sφ)43|∆ϕ3|2.
(B.174)
By taking ε′ small enough and by using (B.173) and (B.174), we have∫ T
0
∫
Ω
e2sα(sφ)3|∆∆ϕ4|2dxdt+ I(2, λ, s,∆ϕ3) + I(5, λ, s, ϕ2) + I(5, λ, s, ϕ1)
≤ C
(∫ T
0
∫
ω′′2
e2sα(sφ)43(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2) +
∫ T
0
∫
ω′′2
e2sα(sφ)22(|∇ϕ1|2 + |∇ϕ2|2)
)
.
(B.175)
Estimate of
∫ T
0
∫
ω′2
e2sα(sφ)43|∆ϕ3|2dxdt.
Let us introduce χ2 ∈ C∞(Ω; [0,+∞[), such that the support of χ2 in included
in ω1 and χ2 = 1 in ω′2. We multiply the second equation of (B.156) by sign(d2 −
d3)χ2(x)e
2sα(sφ)45∆ϕ3 and we integrate on (0, T )× ω1. As d2 6= d3, we have∫ T
0
∫
ω1
χ2(x)e
2sα(sφ)43|∆ϕ3|2dxdt
≤ C
∫ T
0
∫
ω1
χ2(x)e
2sα(sφ)43∆ϕ3(−∂tϕ2 − d2∆ϕ2 − a12ϕ1 − a22ϕ2)dxdt. (B.176)
Let ε′′ > 0 which will be chosen small enough. We estimate the right hand side of (B.176)
in the same way as the one of (B.108) :
— for terms involving ∆ϕ3ai2ϕi with 1 ≤ i ≤ 2, we apply (B.101) with Φ = ∆ϕ3,
Ψ = ϕi, a = ai2 ∈ L∞(Q), 1 ≤ i ≤ 2 (recalling (B.79)), Θ = χ2 and r = 43, k = 5,
l = 81,
— for the term involving ∆ϕ3∂tϕ2, we apply (B.102) with Φ = ∆ϕ3, Ψ = ϕ2, a = 1,
Θ = χ2 and r = 43, k = 5, l = 85,
— for the term involving ∆ϕ3∆ϕ2, we apply (B.103) with Φ = ∆ϕ3, Ψ = ϕ2, a = d2,
Θ = χ2 and r = 43, k = 5, l = 85.
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We get∫ T
0
∫
ω1
χ2e
2sα(sφ)43|∆ϕ3|2
≤ ε′′
(∫ T
0
∫
Ω
e2sα
{
(sφ)5|∆ϕ3|2 + (sφ)3|∇∆ϕ3|2 + (sφ)(|∂t∆ϕ3|2 + |∆∆ϕ3|2
})
+ Cε′′
∫ T
0
∫
ω1
e2sα(sφ)85(|ϕ1|2 + |ϕ2|2). (B.177)
By taking ε′′ sufficiently small, we get from (B.175), (B.177)∫ T
0
∫
Ω
e2sα(sφ)3|∆∆ϕ4|2dxdt+ I(2, λ, s,∆ϕ3) + I(5, λ, s, ϕ2) + I(5, λ, s, ϕ1)
≤ C
∫ T
0
∫
ω1
e2sα(sφ)85(|ϕ1|2 + |ϕ2|2) +
∫ T
0
∫
ω2
e2sα(sφ)22(|∇ϕ1|2 + |∇ϕ2|2). (B.178)
Estimate of
∫ T
0
∫
ω2
e2sα(sφ)22|∇ϕi|2dxdt for 1 ≤ i ≤ 2.
Applying Lemma B.4.15 : (B.104) (with Φ = ϕi, ω˜ = ω1, Θ = χ2, r = 22 and
(k, l) = (4, 40)), for any ε′′′ > 0, we have∫ T
0
∫
ω2
e2sα(sφ)22|∇ϕi|2dxdt
≤
∫ T
0
∫
ω1
χ2e
2sα(sφ)22|∇ϕi|2dxdt
≤ ε′′′
(∫ T
0
∫
Ω
e2sα
{
(sφ)4|∆ϕi|2 + (sφ)6|∇ϕi|2
}
dxdt
)
+ Cε′′′
∫ T
0
∫
ω1
e2sα(sφ)40|ϕi|2dxdt.
(B.179)
By taking ε′′′ small enough and by using (B.178) and (B.179), we have
∫ T
0
∫
Ω
e
2sα(sφ)3|∆∆ϕ4|
2 + I(2, λ, s,∆ϕ3) +
2∑
i=1
I(5, λ, s, ϕi) ≤ C
∫ T
0
∫
ω1
e
2sα(sφ)85(|ϕ1|
2 + |ϕ2|
2).
(B.180)
Estimate of
∫ T
0
∫
ω1
e2sα(sφ)85|ϕ2|2dxdt.
Let us introduce χ1 ∈ C∞(Ω; [0,+∞[), such that the support of χ1 in included in ω0
and χ1 = 1 in ω1. We multiply the first equation of (B.91) by χ1(x)e2sα(sφ)85ϕ2 and we
integrate on (0, T )× ω0. Recalling (B.78), we have∫ T
0
∫
ω0
χ1(x)e
2sα(sφ)85|ϕ2|2dxdt
≤ C
∫ T
0
∫
ω0
χ1(x)e
2sα(sφ)85ϕ2(−∂tϕ1 − d1∆ϕ2 − a11ϕ1)dxdt. (B.181)
We estimate the right hand side of (B.181) in the same way as the one of (B.108) :
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— for the term involving ϕ2a11ϕ1, we apply (B.101) with Φ = ϕ2, Ψ = ϕ1, a = a11 ∈
L∞(Q) (recalling (B.79)), Θ = χ1 and r = 85, k = 8, l = 162,
— for the term involving ϕ2∂tϕ1, we apply (B.102) with Φ = ϕ2, Ψ = ϕ1, a = 1,
Θ = χ1 and r = 85, k = 8, l = 166,
— for the term involving ϕ2∆ϕ1, we apply (B.103) with Φ = ϕ2, Ψ = ϕ1, a = d1,
Θ = χ1 and r = 85, k = 8, l = 166.
We get∫ T
0
∫
Ω
e2sα(sφ)3|∆∆ϕ4|2+I(2, λ, s,∆ϕ3)+
2∑
i=1
I(5, λ, s, ϕi) ≤ C
∫ T
0
∫
ω0
e2sα(sφ)166|ϕ1|2.
(B.182)
Then, we can deduce from (B.98) and (B.182)
2∑
i=1
∫ T
0
∫
Ω
e2sα(sφ)8|ϕi|2+
∫ T
0
∫
Ω
e2sα̂
{
(sφ̂)5|∆ϕ3|2+(sφ̂)3|∆∆ϕ4|2
}
≤ C
∫ T
0
∫
ω
e2sα(sφ)166|ϕ1|2.
(B.183)
Now, we use Poincaré-Wirtinger inequality as in (B.151) to get∫ T
0
∫
Ω
e2sα(sφ)8(|ϕ1|2 + |ϕ2|2) + e2sα̂
{
(sφ̂)5|ϕ3 − (ϕ3)Ω|2 + (sφ̂)3|ϕ4 − (ϕ4)Ω|2
}
≤ C
∫ T
0
∫
ω
e2sα(sφ)166|ϕ1|2. (B.184)
Now, from the dissipation of the energy of (ϕ1, ϕ2, ϕ3 − (ϕ3)Ω, ϕ4 − (ϕ4)Ω) (see
Lemma B.7.1 in Annexe B.7) and by using the same arguments as for 2 controls (see
(B.152) and (B.153)), we easily get
2∑
i=1
‖ϕi(0, .)‖2L2(Ω) +
4∑
i=3
‖ϕi(0, .)− (ϕi)(0, .)Ω‖2L2(Ω) ≤ C
∫ T
0
∫
ω
e2sα(sφ)166|ϕ1|2dxdt,
(B.185)
and consequently the observability inequality (B.95).
This ends the proof of the observability inequality (B.95).
B.4.4 Second step : Controls in L∞(Q)j
B.4.4.1 Penalized Hilbert Uniqueness Method
The proof in this subsection follows ideas of [Bar00] and [CGR10, Section 3.1.2]. The
goal is to get more regular controls in some sense (see (B.203)) by considering a penalized
problem.
Let ε ∈ (0, 1) and
M3 := 7, M2 := 13, M1 := 166.
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We choose λ and s large enough such that (B.120), (B.153), (B.185) hold.
Let j ∈ {1, 2, 3}, A ∈ Ej (see (B.86), (B.84) and (B.82)), ζ0 ∈ Hj (see (B.87), (B.85),
(B.83)). We introduce the notation L2wght((0, T )×ω)j for the set of functions hj such that
for every 1 ≤ i ≤ j, (e−2sα(sφ)−Mj )1/2hi ∈ L2((0, T )×ω). The set L2wght((0, T )×ω0)j is an
Hilbert space equipped with the inner product (h, k) =
j∑
i=1
∫ ∫
(0,T )×ω0 e
−2sα(sφ)−Mjhikidxdt.
We define
∀hj ∈ L2wght((0, T )×ω)j , J(hj) :=
1
2
∫ ∫
(0,T )×ω
e−2sα(sφ)−Mj |hj |2dxdt+ 1
2ε
‖ζ(T, .)‖2L2(Ω)4 ,
where ζ = (ζ1, ζ2, ζ3, ζ4) is the solution to the Cauchy problem (B.89) associated to the
control hj .
The mapping J is a continuous, coercive, strictly convex functional on the Hilbert
space L2wght((0, T )× ω)j , then J has a unique minimum hj,ε with
(e−2sα(sφ)−Mj )1/2hj,ε ∈ L2(qT )j . Let ζε be the solution to the Cauchy problem (B.89)
with control hj,ε and initial condition ζ0.
The Euler-Lagrange equation gives
∀hj ∈ L2wght((0, T )× ω)j ,
j∑
i=1
∫ ∫
(0,T )×ω
e−2sα(sφ)−Mjhεihi +
1
ε
∫
Ω
ζε(T, .).ζ(T, .) = 0,
(B.186)
where ζ = (ζ1, ζ2, ζ3, ζ4) is the solution to the Cauchy problem (B.89) associated to the
control hj and initial condition ζ0 = 0.
We introduce ϕε the solution to the adjoint problem (B.91) with final condition
ϕε(T, .) = −1εζε(T, .). A duality argument between ζ and ϕε gives
− 1
ε
∫
Ω
ζε(T, x).ζ(T, x)dx =
j∑
i=1
∫ ∫
(0,T )×ω0
hiϕ
ε
idxdt. (B.187)
Then, we deduce from (B.186) and (B.187) that
∀hj ∈ L2wght(qT )j ,
j∑
i=1
∫ ∫
(0,T )×ω
e−2sα(sφ)−Mjhεihidxdt =
j∑
i=1
∫ ∫
(0,T )×ω
hiϕ
ε
idxdt.
Consequently,
∀i ∈ {1, . . . , j}, hεi = e2sα(sφ)Mjϕεi1ω. (B.188)
Another duality argument applied between ζε and ϕε together with (B.188) gives
− 1
ε
‖ζε(T, .)‖2L2(Ω)4 =
j∑
i=1
∫ ∫
(0,T )×ω
e2sα(sφ)Mj |ϕεi |2dxdt+
∫
Ω
ϕε(0, x).ζ0(x)dx.
(B.189)
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If j = 2, we have
∫
Ω ζ0,4(x)dx = 0. Then,∫
Ω
ϕε(0, x).ζ0(x)dx =
3∑
i=1
∫
Ω
ϕεi (0, x)ζ0,i(x)dx+
∫
Ω
(ϕε4(0, x)− (ϕ4)Ω(0))ζ0,4(x)dx.
(B.190)
If j = 1, we have
∫
Ω ζ0,3(x)dx = 0 and
∫
Ω ζ0,4(x)dx = 0. Then,∫
Ω
ϕε(0, x).ζ0(x)dx =
2∑
i=1
∫
Ω
ϕεi (0, .)ζ0,i(.) +
4∑
i=3
∫
Ω
(ϕεi (0, .)− (ϕi)Ω(0))ζ0,i(.). (B.191)
Then, from (B.120) for j = 3, (B.153), (B.190) for j = 2, (B.185), (B.191) for j = 1 and
(B.188), (B.189), we have
1
ε
‖ζε(T, .)‖2L2(Ω)4 +
1
2
∥∥∥(e−2sα(sφ)−Mj )1/2hj,ε∥∥∥2
L2((0,T )×ω)j
≤ C ‖ζ0‖2L2(Ω)4 . (B.192)
In particular, from (B.192),
ζε(T, .) →
ε→0
0 in L2(Ω)4, (B.193)
and ∥∥Bjhj,ε∥∥L2(Q)j ≤ C. (B.194)
Then, by using A ∈ M4(L∞(Q)) (see (B.86), (B.84) and (B.82)) and recalling (B.194),
from Proposition B.2.3 applied to (B.89), we deduce that
‖ζε‖Y 4 ≤ C. (B.195)
So, from (B.195), up to a subsequence, we can suppose that there exists ζ ∈ Y 4 such
that
ζε ⇀
ε→0
ζ in L2(0, T ;H1(Ω)4), (B.196)
∂tζ
ε ⇀
ε→0
∂tζ in L
2(0, T ; (H1(Ω))′4), (B.197)
and from Proposition B.2.2,
ζε(0, .) ⇀
ε→0
ζ(0, .) in L2(Ω)4, ζε(T, .) ⇀
ε→0
ζ(T, .) in L2(Ω)4. (B.198)
Then, as we have ζε(0, .) = ζ0 and (B.193), we deduce that
ζ(0, .) = ζ0, and ζ(T, .) = 0. (B.199)
Moreover, from (B.192), up to a subsequence, we can suppose that there exists hj ∈
L2wght((0, T )× ω)j such that
(hj,ε) ⇀
ε→0
hj in L2wght((0, T )× ω)j , (B.200)
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and ∥∥∥(e−2sα(sφ)−Mj )1/2hj∥∥∥2
L2((0,T )×ω)j
≤ lim
ε→0
inf
∥∥∥(e−2sα(sφ)−Mj )1/2hj,ε∥∥∥2
L2((0,T )×ω)j
≤ C ‖ζ0‖2L2(Ω)4 . (B.201)
Then, from (B.196), (B.197), (B.200), we let ε→ 0 in the following equations{
∂tζ
ε −D∆ζε = A(t, x)ζε +Bjhj,ε1ω in (0, T )× Ω,
∂ζε
∂n = 0 on (0, T )× ∂Ω,
and by using (B.199), we deduce
∂tζ −D∆ζ = A(t, x)ζ +Bjhj1ω in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
(ζ(0, .), ζ(T, .)) = (ζ0, 0) in Ω.
(B.202)
Therefore, we have proved the existence of a control hj such that (e−2sα(sφ)−Mj )1/2hj ∈
L2((0, T )× ω)j that drives the solution ζ of (B.89) to 0, and we have the estimate∥∥∥(e−2sα(sφ)−Mj )1/2hj∥∥∥2
L2((0,T )×ω)j
≤ C ‖ζ0‖2L2(Ω)4 . (B.203)
B.4.4.2 Bootstrap method
In the previous subsection, we proved the existence of a control hj ∈ L2wght((0, T )×ω)j
i.e. a control hj more regular than L2(Q). The key points are the link between hj,ε and
ϕε (i.e. (B.188)) and the weights of Carleman estimates. Now, we use an iterative process
in order to find controls in L∞(Q)j . We use the same key points together with parabolic
regularity theorems. This section is inspired by [CGR10, Section 3.1.2] and [WZ06] (for
the Neumann conditions). First, we are going to present the boostrap method for the
case j = 3 and after that, we explain the main differences for the case j = 2 and j = 1.
B.4.4.2.1 Strong observability inequalities From (B.114) for the case j = 3,
(B.151) for the case j = 2, (B.184) for the case j = 1, (B.188) and (B.192), we deduce
these inegalities which are useful for the bootstrap method :
(
j = 3
)⇒ ( 4∑
i=1
∫ T
0
∫
Ω
e2sα̂(sφ̂)3|ϕεi |2dxdt ≤ C ‖ζ0‖2L2(Ω)4
)
, (B.204)
(
j = 2
)⇒ (∫ T
0
∫
Ω
3∑
i=1
e2sα̂(sφ̂)3|ϕεi |2 + e2sα̂(sφ̂)3|ϕε4 − (ϕε4)Ω|2 ≤ C ‖ζ0‖2L2(Ω)4
)
,
(B.205)(
j = 1
)⇒ (∫ T
0
∫
Ω
2∑
i=1
e2sα̂(sφ̂)3|ϕεi |2 +
4∑
i=3
e2sα̂(sφ̂)3|ϕεi − (ϕεi )Ω|2 ≤ C ‖ζ0‖2L2(Ω)4
)
.
(B.206)
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B.4.4.2.2 Bootstrap Let δ > 0 which will be chosen sufficiently small and (δk)k∈N ∈
(R+,∗)N be a strictly increasing sequence such that δk →
k→+∞
δ. Let (pk)k∈N be the
following sequence defined by induction
p0 = 2,
pk+1 :=

(N+2)pk
N+2−2pk if pk <
N+2
2 ,
2pk if pk =
N+2
2 ,
+∞ if pk > N+22 .
Clearly, we have that
∃l ∈ N, ∀k ≥ l, pk = +∞. (B.207)
Definition B.4.34. We introduce the following spaces : for every r ∈ [1,+∞],
W 2,rNe(Ω) :=
{
u ∈W 2,r(Ω) ; ∂u
∂n
= 0
}
, Yr = L
r(0, T ;W 2,rNe(Ω)) ∩W 1,r(0, T ;Lr(Ω)).
Definition B.4.35. Let u be a function on Q. For 0 < β < 1, we define
[u]β/2,β = sup
(t,x),(t′,x′)∈Q,(t,x) 6=(t′,x′)
|u(t, x)− u(t′, x′)|
(|t− t′|+ |x− x′|2)β/2 ,
which is a semi-norm, and we denote by Cβ/2,β(Q) the set of all functions on Q such
that [u]β/2,β < +∞, endowed with the norm
‖u‖β/2,β =
(
sup
(t,x)∈Q
|u(t, x)|
)
+ [u]β/2,β .
Proposition B.4.36. Let 1 < p < +∞, m ∈ N∗, D ∈ Mm(R) such that Sp(D) ⊂
(0,+∞), A ∈ Mm(L∞(Q)), f ∈ Lp(Q)m. From [DHP07, Theorem 2.1], the following
Cauchy problem admits a unique solution u ∈ Y mp
∂tu−D∆u = A(t, x)u+ f in (0, T )× Ω,
∂u
∂n = 0 on (0, T )× ∂Ω,
u(0, .) = 0 in Ω.
Moreover, there exists C > 0 independent of f such that
‖u‖Ymp ≤ C ‖f‖Lp(Q)k .
Proposition B.4.37. [WYW06, Theorem 1.4.1]
Let r ∈ [1,+∞[, we have
Yr →֒

L
(N+2)r
N+2−2r (Q) if r < N+22 ,
L2r(Q) if r = N+22 ,
Cβ/2,β(Q) →֒ L∞(Q) with 0 < β ≤ 2− N+2r if r > N+22 .
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j = 3
In the following, C denotes various positive constants varying from one line to the
other and does not depend of ‖ζ0‖L2(Ω.
We define for every k ∈ N,
ψε,k := eα̂(s+δk)ϕε. (B.208)
For k ∈ N∗, by using (B.208) and the adjoint system (B.91) satisfied by ϕε, we have
−∂tψε,k −D3∆ψε,k = A(t, x)ψε,k + fk in (0, T )× Ω,
∂ψε,k
∂n = 0 on (0, T )× ∂Ω,
ψε,k(T, .) = 0 in Ω,
(B.209)
with
fk(t, x) = −∂t(eα̂(s+δk))ϕε.
By using the fact that (δk)k∈N is strictly increasing, we easily have that
|fk| ≤ Ceα̂(s+δk−1)|ϕε| = C|ψε,k−1| in (0, T )× Ω. (B.210)
We show, by induction, that for every 0 ≤ k ≤ l (see (B.207)), we have
ψε,k ∈ Lpk(Q)4 and
∥∥∥ψε,k∥∥∥
Lpk (Q)4
≤ C ‖ζ0‖L2(Ω)4 . (B.211)
The case k = 0 can be deduced from the fact that δ0 > 0 and the strong observability
inequality (B.204).
Let 1 ≤ k ≤ l. We suppose that
ψε,k−1 ∈ Lpk−1(Q)4 and
∥∥∥ψε,k−1∥∥∥
Lpk−1 (Q)4
≤ C ‖ζ0‖L2(Ω)4 . (B.212)
Then, from (B.209), (B.210), (B.212) and from the maximal regularity theorem : Propo-
sition B.4.36, we get
ψε,k ∈ X4pk−1 and
∥∥∥ψε,k∥∥∥
X4pk−1
≤ C ‖ζ0‖L2(Ω)4 . (B.213)
Moreover, by the Sobolev embedding Proposition B.4.37, we have
ψε,k ∈ Lpk(Q)4 and
∥∥∥ψε,k∥∥∥
Lpk (Q)4
≤ C ‖ζ0‖L2(Ω)4 .
This concludes the induction.
From (B.97) and (B.98), we remark that we have the following inequality
α ≤ α̂
1 + f(λ)
, (B.214)
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because
(eλη0(x) − e2λ‖η0‖∞)(1 + e−λ‖η0‖∞) = eλη0(x) − eλ‖η0‖∞ + 1− e2λ‖η0‖∞ ≤ 1− e2λ‖η0‖∞ .
Moreover, from (B.96), we can pick δ > 0 such that
2s− (1 + f(λ))(s+ δ) = s(2− (1 + f(λ)))− δ(1 + f(λ)) > 0. (B.215)
Now, by applying consecutively (B.207), (B.188), (B.214), (B.215) and (B.211), we have
for every i ∈ {1, . . . , 3},
‖hεi‖L∞(Q) = ‖hεi‖Lpl (Q) =
∥∥e2sα(sφ)7ϕεi∥∥Lpl (Q)
≤
∥∥∥∥eα̂( 2s1+f(λ)−(s+δ))(sφ)7∥∥∥∥
L∞(Q)
∥∥∥eα̂(s+δ)ϕεi∥∥∥
Lpl (Q)
≤ C
∥∥∥eα̂(s+δ)ϕεi∥∥∥
Lpl (Q)
≤ C
∥∥∥eα̂(s+δl)ϕεi∥∥∥
Lpl (Q)
(δl ≤ δ and α̂ < 0)
≤ C ‖ζ0‖L2(Ω)4 . (B.216)
Therefore, from (B.216), we get
‖hεi‖L∞(Q) ≤ C ‖ζ0‖L2(Ω)4 . (B.217)
So, (h3,ε)ε is bounded in L∞(Q)3, then up to a subsequence, we can suppose that there
exists h3 ∈ L∞(Q)3 such that
h3,ε ⇀
ε→0
∗ h3 in L∞(Q)3, (B.218)
and ∥∥h3∥∥
L∞(Q)3
≤ C ‖ζ0‖L2(Ω)4 .
From (B.196), (B.197), (B.218), (B.199), we have
∂tζ −D3∆ζ = A(t, x)ζ +B3h31ω in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
(ζ(0, .), ζ(T, .)) = (ζ0, 0) in Ω.
(B.219)
This ends the proof of Proposition B.4.8 for the case j = 3.
j = 2
For every k ∈ N, we introduce
ϕ˜ε := (ϕε1, ϕ
ε
2, ϕ
ε
3, ϕ
ε
4 − (ϕε4)Ω)T , (B.220)
ψε,k := eα̂(s+δk)ϕ˜ε,k. (B.221)
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For k ∈ N∗, we have
−∂tψε,k −D2∆ψε,k = A(t, x)ψε,k + fk in (0, T )× Ω,
∂ψε,k
∂n = 0 on (0, T )× ∂Ω,
ψε,k(T, .) = 0 in Ω,
(B.222)
with
fk(t, x) = −(eα̂(s+δk))tϕ˜ε,k +
(
0, 0, 0,
(
u∗2e
α̂(s+δk)ϕε1 − u∗2eα̂(s+δk)ϕε2 + u∗2eα̂(s+δk)ϕε3
)
Ω
)T
,
because A ∈ E2 (see (B.84)). From the fact that (δk)k∈N is strictly increasing, we easily
have
|fk| ≤ Ceα̂(s+δk−1)|ϕ˜ε| = C|ψε,k−1| in (0, T )× Ω. (B.223)
Then, the strategy of bootstrap is exactly the same. The starting point comes from the
strong observability inequality (B.205).
j = 1
We apply the same strategy as for the case j = 2. For every k ∈ N, we introduce
ϕ˜ε := (ϕε1, ϕ
ε
2, ϕ
ε
3 − (ϕε3)Ω, ϕε4 − (ϕε4)Ω)T , (B.224)
ψε,k := eα̂(s+δk)ϕ˜ε,k. (B.225)
The starting point comes from the strong observability inequality (B.206).
This ends the proof of Proposition B.4.8.
B.4.5 Nonlinear problem
In order to prove Theorem B.3.2, we use Proposition B.4.8 together with a standard
fixed-point argument.
B.4.5.1 Reduction to a fixed point problem
Let j ∈ {1, 2, 3}. We remark that G : L∞(Q)4 → M4(L∞(Q)) is continuous (see
(B.51), (B.61) and (B.76)). Then, we get the existence of ν > 0 small enough such that
for every z = (z1, z2, z3, z4) ∈ L∞(Q)4,
(‖z‖L∞(Q)4 ≤ ν)⇒ ((G(z1, z2, z3, z4)) ∈ Ej), (B.226)
where Ej are defined in (B.82), (B.84) and (B.86).
Let Z be the set of z = (z1, z2, z3, z4) ∈ L∞(Q)4 such that ‖z‖L∞(Q)4 ≤ ν. From
Proposition B.4.8, we have proved that there exists C0 > 0 such that for all z =
(z1, z2, z3, z4) ∈ Z and for all ζ0 ∈ L∞(Q)4, there exists a control hj ∈ L∞(Q)j sa-
tisfying ∥∥hj∥∥
L∞(Q)j
≤ C0 ‖ζ0‖L2(Ω)4 , (B.227)
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such that the solution ζ = (ζ1, ζ2, ζ3, ζ4)T ∈ (Y 4 ∩ L∞(Q)4) to the Cauchy problem
∂tζ −Dj∆ζ = G(z)ζ +Bjhj1ω in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
ζ(0, .) = ζ0 in Ω,
(B.228)
verifies
ζ(T, .) = 0. (B.229)
We fix ζ0 ∈ L∞(Q)4.
We define B : Z → L∞(Q)4 in the following way. For every z = (z1, z2, z3, z4) ∈ Z,
B(z) is the set of ζ = (ζ1, ζ2, ζ3, ζ4) ∈ L∞(Q)4 solution to the Cauchy problem (B.228),
associated to a control hj ∈ L∞(Q)j satisfying (B.227), and which verifies (B.229).
Our main result (i.e. Theorem B.3.2) will be proved if we show that B has
a fixed point (i.e. z is such that z ∈ B(z)).
We use the Kakutani’s fixed point theorem.
Theorem B.4.38. Kakutani’s fixed point theorem.
1. For every z ∈ Z, B(z) is a nonempty convex and closed subset of L∞(Q)4.
2. There exists a convex compact set K ⊂ Z such that for every z ∈ Z, B(z) ⊂ K.
3. B is upper semicontinuous in L∞(Q)4, that is to say for all closed subset A ⊂ Z,
B−1(A) = {z ∈ Z;B(z) ∩ A 6= ∅} is closed.
Then, B has a fixed point.
B.4.5.2 Hypotheses of Kakutani’s fixed point theorem
B.4.5.2.1 Proof of the point 1 Let z ∈ Z.
B(z) is nonempty because we have proved the existence of at least one control satis-
fying (B.227) that drives the solution to 0.
B(z) is convex because the mapping h ∈ L∞(Q)j 7→ ζ ∈ L∞(Q)4, where ζ is the so-
lution to the Cauchy problem (B.228), is affine and (B.227) is clearly verified by convex
combinations of controls satisfying it.
B(z) is closed. Indeed, let (ζk)k∈N be a sequence of B(z) such that
ζk →
k→+∞
ζ in L∞(Q)4. (B.230)
We introduce (hjk)k∈N the sequence of controls associated to (ζk)k∈N. In particular, for
every k ∈ N, ∥∥∥hjk∥∥∥
L∞(Q)j
≤ C0 ‖ζ0‖L2(Ω)4 . (B.231)
From (B.230) and (B.231), for every k ∈ N,∥∥∥G(z)ζk +Bjhjk∥∥∥
L∞(Q)4
≤ C. (B.232)
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Then, from (B.232) and Proposition B.2.3 applied to ζk which satisfies (B.228), we deduce
that for every k ∈ N,
‖ζk‖(Y ∩L∞(Q))4 ≤ C. (B.233)
So, from (B.233), up to a subsequence, we can suppose that there exists ζ ∈ Y 4 such
that
ζk ⇀
k→+∞
ζ in L2(0, T ;H1(Ω)4), (B.234)
∂tζk ⇀
k→+∞
∂tζ in L
2(0, T ; (H1(Ω))′4), (B.235)
and, from Proposition B.2.2,
ζk(0, .) ⇀
k→+∞
ζ(0, .) in L2(Ω)4, ζk(T, .) ⇀
k→+∞
ζ(T, .) in L2(Ω)4. (B.236)
Then, as we have ζk(0, .) = ζ0 and ζk(T, .) = 0 for every k ∈ N, we deduce that
ζ(0, .) = ζ0 and ζ(T, .) = 0. (B.237)
Moreover, from (B.231), up to a subsequence, we can suppose that there exists hj ∈
L∞(Q)j such that
hjk ⇀
∗
k→+∞
hj in L∞(Q)j , (B.238)
and ∥∥hj∥∥
L∞(Q)j
≤ lim inf
k→+∞
∥∥∥hjk∥∥∥
L∞(Q)j
≤ C0 ‖ζ0‖L2(Ω)4 . (B.239)
Then, from (B.234), (B.235), (B.236), (B.237) and (B.238), we let k → +∞ in the
following equations (i.e. passing to the limit in the variational formulation (B.15))
∂tζk −Dj∆ζk = G(z)ζk +Bjhjk1ω in (0, T )× Ω,
∂ζk
∂n = 0 on (0, T )× ∂Ω,
(ζk(0, .), ζk(T, .)) = (ζ0, 0) in Ω.
We deduce that 
∂tζ −Dj∆ζ = G(z)ζ +Bjhj1ω in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
(ζ(0, .), ζ(T, .)) = (ζ0, 0) in Ω.
(B.240)
Finally, from (B.240) and (B.239), we have ζ ∈ B(z).
B.4.5.2.2 Proof of the point 2 Let z ∈ Z.
By Proposition B.2.3 and (B.227), we deduce that there exists C1 > 0 such that
∀z ∈ Z, ∀ζ ∈ B(z), ‖ζ‖L∞(Q)4 ≤ C1 ‖ζ0‖L∞(Ω)4 .
Now, we suppose that ζ0 ∈ L∞(Ω)4 verifies
‖ζ0‖L∞(Ω)4 ≤ ν/C1. (B.241)
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Then, we have
∀z ∈ Z, B(z) ⊂ Z. (B.242)
Let F ∈ L∞(Q)4 be the solution to the Cauchy problem
∂tF −Dj∆F = 0 in (0, T )× Ω,
∂F
∂n = 0 on (0, T )× ∂Ω,
F (0, .) = ζ0 in Ω.
(B.243)
Let ζ∗ = ζ −F , where ζ ∈ B(z) with z ∈ Z. We also denote by hj the control associated
to ζ. Then, ζ∗ is the solution to
∂tζ
∗ −Dj∆ζ∗ = G(z)ζ +Bjhj1ω in (0, T )× Ω,
∂ζ∗
∂n = 0 on (0, T )× ∂Ω,
ζ∗(0, .) = 0 in Ω.
(B.244)
From (B.226), (B.242) and (B.227), we can remark that there exists C > 0 such that∥∥G(z)ζ +Bjhj1ω∥∥L∞(Q)4 ≤ C. (B.245)
From (B.245), Proposition B.4.36 with p = N + 2 applied to ζ∗ (see (B.244)) and the
Sobolev embedding theorem Yp →֒ Cβ/2,β(Q) with β > 0 (see Proposition B.4.37), we
deduce that ζ∗ ∈ C0(Q)4 and there exists C2 > 0 such that
∀(t, x) ∈ Q, ∀(t′, x′) ∈ Q, |ζ∗(t, x)− ζ∗(t′, x′)| ≤ C2(|t− t′|β/2 + |x− x′|β). (B.246)
Let K∗ be the set of ζ∗ such that (B.246) holds. Then, we have (F+K∗)∩Z is a compact
convex subset of L∞(Q)4 by Ascoli’s theorem and
∀z ∈ Z, B(z) ⊂ (F +K∗) ∩ Z.
Then, K := (F +K∗) ∩ Z is a convex compact subset of Z such that the point 2 holds.
B.4.5.2.3 Proof of the point 3 Let A be a closed subset of Z. Let (zk)k∈N be a
sequence of elements in Z, (ζk)k∈N be a sequence of elements in L∞(Q)4, and z ∈ Z be
such that
zk →
k→+∞
z in L∞(Q)4,
∀k ∈ N, ζk ∈ A,
∀k ∈ N, ζk ∈ B(zk).
Let (hjk)k∈N the sequence of controls associated to (ζk)k∈N. As ζk ∈ B(zk), we have
∀k ∈ N,
∥∥∥hjk∥∥∥
L∞(Q)j
≤ C0 ‖ζ0‖L2(Ω)4 .
By the point 2, we get that there exists a strictly increasing sequence (kl)l∈N of integers
such that ζkl → ζ in L∞(Q)4 as l→ +∞. As A is closed, we have ζ ∈ A, then it suffices
to show that ζ ∈ B(z). The same arguments as in the point 1 give the result. This ends
the proof of the point 3.
This concludes the proof of Theorem B.3.2.
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B.5 Proof of Theorem B.3.6 : the global controllability to
constant stationary states
Proof. Let N ∈ {1, 2}, j = 3 (we only prove the result for this case, the other cases
are similar), u0 ∈ L∞(Ω)4 satisfying the hypothesis (B.42), (u∗i )1≤i≤4 ∈ (R+)4 satisfying
(B.3).
From [PSZ17, Theorem 3] and [PSY18, Theorem 3] (see also [DF06]), we deduce that
the solution u ∈ L∞((0,∞)× Ω)4 of
∀1 ≤ i ≤ 4,

∂tui − di∆ui = (−1)i(u1u3 − u2u4) in (0,∞)× Ω,
∂ui
∂n = 0 on (0,∞)× ∂Ω,
ui(0, .) = ui,0 in Ω,
(B.247)
satisfies
lim
T→+∞
‖u(T, .)− z‖L∞(Ω)4 = 0, (B.248)
where z ∈ (R+,∗)4 is the unique nonnegative solution of
z1z3 = z2z4, (B.249)
z1 + z2 = (u1,0)Ω + (u2,0)Ω, z1 + z4 = (u1,0)Ω + (u4,0)Ω, (B.250)
z3 + z2 = (u3,0)Ω + (u2,0)Ω, z3 + z4 = (u3,0)Ω + (u4,0)Ω. (B.251)
Case 1 : u∗3 6= 0. Let us define a path γ between z and (u∗i )1≤i≤4,
γ : [0, 1] −→ {(v1, v2, v3, v4) ∈ R+ × R+ × R+,∗ × R+ ; v1v3 = v2v4}
θ 7−→ γ(θ), (B.252)
where
γ(θ) :=
(
((1− θ)z2 + θu
∗
2)((1− θ)z4 + θu
∗
4)
(1− θ)z3 + θu∗3
, (1− θ)z2 + θu
∗
2, (1− θ)z3 + θu
∗
3, (1− θ)z4 + θu
∗
4
)
.
Let us define Φ in the following way,
Φ : Γ := {γ(θ), θ ∈ [0, 1]} −→ R+,∗
(vi) 7−→ rv, (B.253)
where rv > 0 is the radius of the ball of L∞(Ω)4 centered in (vi)1≤i≤4 in which we have
proved controllability to (vi)1≤i≤4 (see Theorem B.3.2). Precisely, rv is given by (B.241).
It is straightforward but tedious to see that
r := inf Φ > 0, (B.254)
because there exists ε > 0 such that for every θ ∈ [0, 1], v3 = (1 − θ)z3 + θu∗3 ≥ ε. For
more details, one can follow the dependence of the constant rv = ν/C1 in function of the
parameters (vi)1≤i≤4 (see (B.241), (B.226), (B.227), Proposition B.4.8 for the definition
of the constant C0, (B.51), (B.53), (B.54) and Annexe B.4.3.3 for the dependence of this
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constant C0 in term of (vi)1≤i≤4).
By (B.248), there exists T1 > 0 such that ‖u(T1, .)− z‖L∞(Ω)4 < r, where u is the
solution of (B.247). By (B.253) and (B.254), there exists h3,1 ∈ L∞((T1, T1 + T ) × Ω)3
such that the solution u1 of (B.4), with (0, T ) = (T1, T1 + T ) and u1(T1, .) = u(T1, .),
satisfies u1(T1 + T, .) = z.
The mapping γ is continuous on the compact set [0, 1], so γ is uniformly continuous
on [0, 1] by Heine’s theorem. Consequently, there exists η > 0 such that for every θ1, θ2 ∈
[0, 1], verifying |θ1 − θ2| ≤ η, ‖γ(θ1)− γ(θ2)‖∞ < r. Moreover, there exists m ∈ N∗
sufficiently large such that mη ≤ 1 < (m + 1)η. Therefore, let us define θk = kη for
k ∈ {0, . . . ,m} and θm+1 = 1. Then, we have
Γ ⊂
m+1⋃
i=0
B(γ(θi), r). (B.255)
We remark that we have γ(θ0) = z, γ(θm+1) = u∗ and ‖γ(θi)− γ(θi+1)‖∞ < r for every
i ∈ {1, . . . ,m} by definition of η.
We have ‖z − γ(θ1)‖∞ = ‖γ(θ0)− γ(θ1)‖∞ < r. Then, by (B.253) and (B.254),
there exists h3,2 ∈ L∞((T1 + T, T1 + 2T ) × Ω)3 such that the solution u2 of (B.4), with
(0, T ) = (T1 + T, T1 + 2T ) and u1(T1 + T, .) = z, satisfies u1(T1 + 2T, .) = γ(θ1).
By repeating m times this strategy, we get the existence of a control h3 ∈ L∞((0, T1+
(m+2)T )×Ω) so that h3(t, .) = 0 for t ∈ (0, T1), h3(t, .) = h3,1(t, .) for t ∈ (T1, T1+ T ),
... , h3(t, .) = h3,m+2(t, .) for t ∈ (T1 + (m+ 1)T, T1 + (m+ 2)T ), such the solution u of

∀1 ≤ i ≤ 4,
∂tui − di∆ui = (−1)i(u1u3 − u2u4) + h3i 1ω in (0, T1 + (m+ 2)T )× Ω,
∂ui
∂n = 0 on (0, T1 + (m+ 2)T )× ∂Ω,
ui(0, .) = ui,0 in Ω,
(B.256)
satisfies u(T1 + (m+ 2)T, .) = u∗.
Case 2 : u∗3 = 0. From (B.3), we have u
∗
2 = 0 or u
∗
4 = 0. We can assume that u
∗
2 = 0.
The other case is similar. By Theorem B.3.2, we know that there exists r̂ > 0 such that
for every u˜∗ ∈ B(u∗, r̂)L∞(Ω)4 , we can find a control h3 ∈ L∞((0, T )×Ω)3 that enables to
go from u˜∗ to u∗. Consequently, we choose β such that 0 < β < r̂/2 and β(u
∗
4+r̂/2)
u∗1+r̂/2
< r̂/2
and we set u˜∗ := (u∗1+ r̂/2, β,
β(u∗4+r̂/2)
u∗1+r̂/2
, u∗4+ r̂/2) ∈ B(u∗, r̂). We remark that u˜∗ satisfies
(B.3) and u˜3
∗ 6= 0. Then, from the first case of the proof, we can find a control which
drives z to u˜∗. Next, we can find a control which drives u˜∗ to u∗.
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B.6 Comments, perspectives and open problems
B.6.1 ωi instead of ω
An interesting open problem could be the generalization of Theorem B.3.2 to the
system
∀1 ≤ i ≤ 4,

∂tui − di∆ui = (−1)i(u1u3 − u2u4) + hi1ωi1i≤j in (0, T )× Ω,
∂ui
∂n = 0 on (0, T )× ∂Ω,
ui(0, .) = ui,0 in Ω,
(B.257)
where for every i ∈ {1, . . . , j}, ωi are nonempty open subsets such that ωi ⊂ Ω and
j⋂
i=1
ωi = ∅ (otherwise, the generalization is straightforward).
B.6.2 Stationary solutions
We only have considered nonnegative stationary constant solutions of (B.1). It is
not restrictive because of the following proposition.
Proposition B.6.1. Let (ui)1≤i≤4 ∈ C2(Ω)4 be a nonnegative solution of
∀1 ≤ i ≤ 4,
{ −di∆ui = (−1)i(u1u3 − u2u4) in Ω,
∂ui
∂n = 0 on ∂Ω.
(B.258)
Then, for every 1 ≤ i ≤ 4, ui is constant.
Proof. Let ε > 0. For every i ∈ {1, . . . , 4}, let us denote uεi = ui+ε and wεi = uεi (log uεi −
1) + 1. Note that wεi ≥ 0 for every i ∈ {1, . . . , 4}. We have
∀1 ≤ i ≤ 4, ∇wεi = log(uεi )∇uεi , ∆wεi = log(uεi )∆uεi +
|∇uεi |2
uεi
. (B.259)
Then, from (B.258) and (B.259), we have that for every 1 ≤ i ≤ 4,{
−di∆wεi + di |∇u
ε
i |2
uεi
= (−1)i log(uεi )(uε1uε3 − uε2uε4 − ε(u1 + u3 − u2 − u4)) in Ω,
∂wεi
∂n = 0 on ∂Ω.
(B.260)
We add the four equations of (B.260) and we integrate on Ω. We get
0 +
∫
Ω
4∑
i=1
di
|∇uεi |2
uεi
= −
(∫
Ω
(log(uε1u
ε
3)− log(uε2uε4))(uε1uε3 − uε2uε4)
)
+ ε
(∫
Ω
(log(uε1u
ε
3)− log(uε2uε4))(u1 + u3 − u2 − u4)
)
≤ ε
(∫
Ω
(log(uε1u
ε
3)− log(uε2uε4))(u1 + u3 − u2 − u4)
)
. (B.261)
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Moreover,
∀1 ≤ i ≤ 4,
∫
Ω
di
|∇uεi |2
uεi
=
∫
Ω
4di|∇
√
uεi |2. (B.262)
Consequently, from (B.261), (B.262) and by taking ε sufficiently small, for every 1 ≤ i ≤
4, ∫
Ω
4di|∇
√
uεi |2 ≤ ε
(∫
Ω
(log(uε1u
ε
3)− log(uε2uε4))(u1 + u3 − u2 − u4)
)
≤ ε
(∫
Ω
| log(ε4)||u1 + u3 − u2 − u4|
)
.
Then, by letting ε→ 0, we get that
∀1 ≤ i ≤ 4,
∫
Ω
4di|∇√ui|2 = 0.
Consequently, for every 1 ≤ i ≤ 4, ui is constant.
We can also remark that there exist non constant solutions of (B.258). For example,
in the case of (d1, d2, d3, d4) = (1, 1, 1, 1), (u∗1, u
∗
2, u
∗
3, u
∗
4) = (ϕλ,−ϕλ, ϕλ−λ,−ϕλ), where
λ > 0 and ϕλ are respectively an eigenvalue and a corresponding eigenfunction of the
unbounded operator (−∆, H2Ne(Ω)) (see Definition B.4.13), is a solution of (B.258). The
result of Theorem B.3.2 is still valid for non constant stationary solutions under a natural
condition of sign of (u∗1, u
∗
2, u
∗
3, u
∗
4) on a nonempty open subset ω0 ⊂ ω (see (B.53), (B.63),
(B.78) after linearization). There is only one nontrivial thing to verify. For the proof of
the observability inequalities (B.94) and (B.95), the application of ∆ to some equations
does not create “bad” terms. A good meaning to be convinced is to look at the inequality
(B.138) which becomes
I(0, λ, s,∆ϕ4)
≤ C
(∫ T
0
∫
Ω
e2sα
{
3∑
i=1
|∆ϕi|2 + |∇ϕi|2|+ |ϕi|2
}
+
∫ T
0
∫
ω2
e2sα(sφ)3|∆ϕ4|2
)
.
(B.263)
It is clear that
∫ T
0
∫
Ω e
2sα
(
3∑
i=1
|∆ϕi|2 + |∇ϕi|2|+ |ϕi|2
)
can be absorbed by the left hand
side of (B.140) by taking s sufficiently large.
B.6.3 Nonnegative solutions and nonnegative controls
In the spirit of the works [LTZ17] and [PZ17] and in order to make the model more rea-
listic, an interesting open problem could be : for nonnegative initial conditions (ui,0)1≤i≤4,
and nonnegative stationary state (u∗i )1≤i≤4, does there exit a control (hi)1≤i≤j such that
the solution (ui)1≤i≤4 of (B.4) remains nonnegative and satisfies (B.5) ?
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B.6.4 Constraints on the initial condition for the controllability of the
linearized system
The goal of this section is to show that the linear transformation we do before linea-
rization (see (B.58) and (B.72)), seems to be essential. Indeed, this adequate change of
variable leads to control all possible initial conditions (see the necessary conditions on the
initial conditions due to invariant quantities of the nonlinear dynamics : Annexe B.2.2).
One could think about [AKBDGB09a, Theorem 5.3] which gives sufficient conditions of
controllability when the rank condition of Theorem B.1.6 is not verified. But it reduces
the space of initial condition once more and it becomes “artificial” in our case.
The linearized-system of (B.4) around (u∗i )1≤i≤4 is
∂tu−D∆u = Au+Bjhj1ω in (0, T )× Ω,
∂u
∂n = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω,
(B.264)
where
u = (u1, u2, u3, u4)
T , D = diag(d1, d2, d3, d4), A =

−u∗3 u∗4 −u∗1 u∗2
u∗3 −u∗4 u∗1 −u∗2
−u∗3 u∗4 −u∗1 u∗2
u∗3 −u∗4 u∗1 −u∗2
 ,
(B.265)
and Bj , hj are defined in (B.45).
Definition B.6.2. The system (B.264) is (u∗i )1≤i≤4-controllable if for every u0 ∈ L2(Ω)4,
there exists hj ∈ L2(Q)j such that the solution u of (B.264) satisfies u(T, .) = u∗.
We would also use [AKBDGB09a, Theorem 1] in order to deduce the necessary
and sufficient condition of controllability to (u∗i )1≤i≤4 for (B.264). First, let us de-
note by (λk)k∈N the increasing sequence of the eigenvalues of the unbounded operator
(−∆, H2Ne(Ω)) (see Definition B.4.13 for the definition of H2Ne(Ω)). In particular, λ0 = 0.
Theorem B.6.3. The system (B.264) is (u∗i )1≤i≤4-controllable if and only if
∀k ∈ N, rank(−λkD +A|Bj) = 4, (B.266)
where
((−λkD +A)|Bj) :=
(
Bj , (−λkD +A)Bj , (−λkD +A)2Bj , (−λkD +A)3Bj
)
.
For j = 3, we can check that for every k ∈ N, rank(−λkD + A|B3) = 4 if and only
if (u∗1, u
∗
3, u
∗
4) 6= (0, 0, 0). It is consistent with Section B.4.1.1.1.
For j = 2 and d3 6= d4, we can check that rank(λ0 + A|B2) < 4, then (B.264) is
not (u∗i )1≤i≤4-controllable. It is consistent with the hypothesis we have to make for the
186
initial condition i.e. (B.23). But, we can deduce from [AKBDGB09a, Theorem 5.3] that
(B.264) is (u∗i )1≤i≤4-controllable for initial conditions verifying
∀i ∈ {1, . . . , 4}, 1|Ω|
∫
Ω
ui,0(x) = u
∗
i . (B.267)
The condition (B.267) is a more restrictive hypothesis than (B.23). It is only a sufficient
condition. Actually, we have found a necessary and sufficient condition on the initial data
for (u∗i )1≤i≤4-controllability.
Proposition B.6.4. Let j = 2, d3 6= d4.
For every u0 ∈ L2(Ω)4 such that 1|Ω|
∫
Ω(u3,0 + u4,0) = u
∗
3 + u
∗
4, there exists h
2 ∈ L2(Q)2
such that the solution u of (B.264) satisfies u(T, .) = u∗.
If u0 ∈ L2(Ω)4 does not satisfy 1|Ω|
∫
Ω(u3,0 + u4,0) = u
∗
3 + u
∗
4, for every h
2 ∈ L2(Q)2, the
solution u of (B.264) does not satisfy u(T, .) = u∗.
Proof. The necessary condition of controllability is a consequence of
a.e. t ∈ [0, T ], d
dt
(∫
Ω
(u3(t, x) + u4(t, x))dx
)
= 0.
The sufficient condition of controllability is a consequence of the adequate change of
variable (v1, v2, v3, v4) := (u1, u2, u3, u3+u4) and the proof of the observability inequality
(B.94).
Remark B.6.5. We chose to state our previous result in the particular case j = 2 and
d3 6= d4 for simplicity but one can generalize this proposition to other cases.
An interesting open problem could consist in trying to find precisely the initial condi-
tions that can be controlled for systems of the form (B.264) when (B.266) is not satisfied.
This will lead to a better understanding of the controllability properties of a large class
of nonlinear reaction-diffusion systems.
B.6.5 More general nonlinear reaction-diffusion systems
Let k ∈ N∗, (α1, . . . , αk) ∈ (N)n, (β1, . . . , βk) ∈ (N)k such that for every 1 ≤ i ≤ k,
αi 6= βi, (d1, . . . , dk) ∈ (0,+∞)k and J ⊂ {1, . . . , k}. We consider the following nonlinear
controlled reaction-diffusion system :
∀1 ≤ i ≤ k,

∂tui − di∆ui =
(βi − αi)
(
n∏
k=1
uαkk −
n∏
k=1
uβkk
)
+ hi1ω1i∈J in (0, T )× Ω,
∂ui
∂n = 0 on (0, T )× ∂Ω,
ui(0, .) = ui,0 in Ω.
(B.268)
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The article [LB18b] by the author treats the local-controllability of (B.268) around non-
negative (constant) stationary states by using the same kind of change of variables as in
(B.58) and (B.72). Nevertheless, the proof of observability inequalities for the linearized
system cannot follow the same strategy as performed in Annexe B.4.3.7. Indeed, if we
apply Carleman estimates to each equation of the adjoint system, it leads to some global
terms in the right hand side of the inequality that cannot be absorbed by the left hand
side. Thus, as in [FCGBdT15, Hypothesis 3], a similar technical obstruction appears. Ins-
pired by the recent work of Pierre Lissy and Enrique Zuazua (see [LZ17, Section 3]), who
obtained sharp results for the null-controllability of non-diagonalizable systems of para-
bolic equations, the author proves the null-controllability of the linearized system. Then,
the source term method introduced by Yuning Liu, Takéo Takahashi, Marius Tucsnak
(see [LTT13]) enables to go back to the nonlinear reaction-diffusion system.
B.7 Appendix
B.7.1 L∞-estimate for parabolic systems
We give the proof of Proposition B.2.3.
Proof. By using the fact that D is diagonalizable and Sp(D) ⊂ (0,+∞), we only have
to prove the result when D = diag(d1, . . . , dk) with di ∈ (0,+∞).
The first point of the proof i.e. the existence and the uniqueness of the weak solution
u ∈ Y k is based on Galerkin approximations and energy estimates. One can easily adapt
the arguments given in [Eva10, Section 7.1.2] to the Neumann cases.
The second point of the proof i.e. the L∞ estimate is based on Stampacchia’s method.
We introduce
l(t) = (l1(t), . . . , lk(t))
T := l0 exp(tM)(1, . . . , 1)
T =: L(t)(1, . . . , 1)T ∈ Rk, (B.269)
for every t ∈ [0, T ] and l0,M ∈ (0,+∞) which will be chosen later. By (B.15), we have
∀w ∈ L2(0, T ;H1(Ω)k),∫ T
0
(∂tu,w)(H1(Ω)k)′,H1(Ω)k) −
∫
Q
(sign(u)l′).w +
∫
Q
D∇u.∇w
=
∫
Q
(Au+ g).w −
∫
Q
(sign(u)l′).w, (B.270)
where sign(u)l′ = (sign(u1)l′1, . . . , sign(uk)l
′
k)
T . We fix t ∈ [0, T ] and we apply (B.270)
with w defined by ∀(τ, x) ∈ [0, T ]× Ω,
w(τ, x) := sign(u)(|u|(t, x)− l(t))+1[0,t](τ)
:=
(
sign(u1)(|u1|(t, x)− l1(t))+, . . . , (sign(uk)(|uk|(t, x)− l(t))+
)T
1[0,t](τ).
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We get
∫ t
0
1
2
d
dτ
∫
Ω
k∑
i=0
(
(|ui|(τ, x)− li(τ))+
)2
dxdτ +
∫ t
0
∫
Ω
k∑
i=0
di∇ui.∇ui1|ui|≥li
=
∫ t
0
∫
Ω
k∑
i=0
 k∑
j=0
aijuj + gi − sign(ui)l′i
 sign(ui)(|ui| − li)+. (B.271)
We remark that
−sign(ui)l′isign(ui)(|ui| − li)+ = −l′i(|ui| − li)+.
Moreover, we have  k∑
j=0
aijuj + gi − sign(ui)l′i
 sign(ui)(|ui| − li)+
≤
 k∑
j=0
|aij ||uj |+ |gi| − l′i
 (|ui| − li)+
≤
 k∑
j=0
|aij |(|uj | − lj)+ +Ai
 (|ui| − li)+, (B.272)
where Ai :=
k∑
j=0
lj |aij |+ gi − l′i = L
k∑
j=0
|aij |+ gi −ML (see (B.269)). We choose l0,M ∈
(0,+∞) such that
M ≥ max
i

∥∥∥∥∥∥
k∑
j=0
|aij |
∥∥∥∥∥∥
∞
+ 1
 , l0 = maxi {‖u0i‖∞ + ‖gi‖∞} . (B.273)
Then, we find
Ai ≤ L(M − 1) + l0 −ML ≤ L(M − 1) + L−ML ≤ 0. (B.274)
By using l0 ≥ maxi ‖u0i‖∞,
∫ t
0
∫
Ω
k∑
i=0
di∇ui.∇ui1|ui|≥li ≥ 0, (B.272), (B.274), together
with (B.271), we have that for every t ∈ [0, T ],
∫
Ω
k∑
i=0
(
(|ui|(t, x)− li(t))+
)2
dx ≤ 2
∫ t
0
∫
Ω
k∑
i=0
k∑
j=0
|aij |(|uj | − lj)+(|ui| − li)+dxdτ.
(B.275)
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Cauchy-Schwartz inequality applied to the right hand side term of (B.275) gives
∀t ∈ [0, T ],
∫
Ω
k∑
i=0
(
(|ui|(t, x)− li(t))+
)2
dx ≤ C
∫ t
0
∫
Ω
k∑
i=0
(
(|ui|(τ, x)− li(τ))+
)2
dxdτ,
(B.276)
where C := 2kmaxi,j ‖aij‖∞. Gronwall’s lemma applied to (B.276) gives
∀i ∈ {1, . . . , k}, ∀t ∈ [0, T ], |ui(t)| ≤ li(t) = l0 exp(tM). (B.277)
Therefore, from (B.277), we deduce (B.18) with our choice of l0 (see (B.273)).
B.7.2 Dissipation of the energy for crossed-diffusion parabolic systems
The goal of this section is to give a sketch of the proof of the dissipation of the energy
(in time) for some parabolic systems.
Lemma B.7.1. Let j ∈ {1, 2, 3}, Dj defined by (B.51), (B.61), (B.76), A ∈ Ej (see
(B.82), (B.84) and (B.86)), ϕT ∈ L2(Ω)4 and ϕ be the solution of the following Cauchy
problem 
−ϕt −DTj ∆ϕ = ATϕ in (0, T )× Ω,
∂ϕ
∂n = 0 on (0, T )× ∂Ω,
ϕ(T, .) = ϕT in Ω.
Then, there exists C > 0 such that for every (t1, t2) ∈ [0, T ]2, t1 < t2,
j+1∑
i=1
‖ϕi(t1, .)‖2L2(Ω) +
4∑
i=j+2
‖ϕi(t1, .)− (ϕi)Ω(t1)‖2L2(Ω)
≤ C
j+1∑
i=1
‖ϕi(t2, .)‖2L2(Ω) +
4∑
i=j+2
‖ϕi(t2, .)− (ϕi)Ω(t2)‖2L2(Ω)
 . (B.278)
Proof. By using the fact that Dj is diagonalizable, we only have to prove the result
when D is diagonal. First, we introduce ψ =
(
ϕ1, . . . , ϕj+1, ϕj+2 − (ϕj+2)Ω(.), . . . , ϕ4 −
(ϕ4)Ω(.)
)
. We look for the parabolic system satisfied by ψ. Then, we multiply the varia-
tional formulation (see (B.15)) by w(t, x) = ψ(t, x)1[t1,t2](t). By Young inequalities, we
find a differential inequality as follows
a.e. t ∈ [t1, t2], d
dt
‖ψ(t)‖2L2(Ω) ≤ C ‖ψ(t)‖2L2(Ω) .
Then, we use Gronwall’s lemma to deduce (B.278).
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B.7.3 Technical estimates for the observability inequality in the case
of 1 control
The goal of this section is to prove Lemma B.4.31 and Lemma B.4.32. We use the
same notations as in Annexe B.4.3.7. We recall that s is supposed to be fixed and the
constants C may depend on s.
First, we recall two classical facts on the heat equation for Dirichlet conditions : a
well-posedness result and a regularity result.
B.7.3.1 General lemmas
Proposition B.7.2. Let d ∈ (0,+∞), u0 ∈ L2(Ω), g ∈ L2(Q). From [Eva10, Section
7.1, Theorem 3 and Theorem 4], the following Cauchy problem admits a unique weak
solution u ∈ Z := L2(0, T ;H10 (Ω)) ∩W 1,2(0, T ;H−1(Ω))
∂tu− d∆u = g in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω.
This means that u is the unique function in Z that satisfies the variational fomulation
∀w ∈ L2(0, T ;H10 (Ω)),
∫ T
0
(∂tu,w)H−1(Ω),H10 (Ω) +
∫
Q
d∇u.∇w =
∫
Q
gw, (B.279)
and
u(0, .) = u0 in L
2(Ω). (B.280)
Moreover, there exists C > 0 independent of u0 and g such that
‖u‖Z ≤ C
(
‖u0‖L2(Ω) + ‖g‖L2(Q)
)
.
Proposition B.7.3. Let d ∈ (0,+∞), g ∈ L2(Q), u0 ∈ C∞0 (Ω). From Proposition B.7.2,
the following Cauchy problem admits a unique weak solution u ∈ Z
∂tu− d∆u = g in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω.
Moreover, from [Eva10, Section 7.1, Theorem 5], u ∈ Z2 := L2(0, T,H2(Ω) ∩H10 (Ω)) ∩
W 1,2(0, T ;L2(Ω)) and if u0 = 0, then there exists C > 0 independent of g such that
‖u‖Z2 ≤ C ‖g‖L2(Q) .
The following lemma is inspired by the proof of [CSG15, Theorem 2.2].
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Lemma B.7.4. Let d ∈ (0,+∞), f ∈ Y2 (see Definition B.4.13), ΦT ∈ C∞0 (Ω), ω˜ be
an open subset such that ω˜ ⊂⊂ ω0, χ ∈ C∞(Ω; [0,+∞[) such that supp(χ) ⊂⊂ ω˜,
(r, k) ∈ R× [1,+∞), Θ = χesα(sφ)r. Let Φ ∈ Z2 (see Proposition B.7.3) be the solution
of 
−∂tΦ− d∆Φ = ∆f in (0, T )× Ω,
Φ = 0 on (0, T )× ∂Ω,
Φ(T, .) = ΦT in Ω.
(B.281)
We decompose
ΘΦ = η + ψ, (B.282)
where η ∈ Z2 and ψ ∈ Z2 satisfy
−∂tη − d∆η = Θ∆f in (0, T )× Ω,
η = 0 on (0, T )× ∂Ω,
η(T, .) = 0 in Ω,
(B.283)

−∂tψ − d∆ψ = −(∂tΘ)Φ− 2d∇Θ.∇Φ− d(∆Θ)Φ in (0, T )× Ω,
ψ = 0 on (0, T )× ∂Ω,
ψ(T, .) = 0 in Ω.
(B.284)
Then, there exist χ˜ ∈ C∞(Ω; [0,+∞[) such that supp(χ˜) ⊂⊂ ω˜, χ˜ = 1 on supp(χ) and
C > 0 such that
‖η‖2L2(Q) ≤ C
∫ T
0
∫
ω˜
χ˜2e2sα(sφ)2(r+2)|f |2, (B.285)
∥∥∥∥ ψ(sφ)k
∥∥∥∥2
L2(0,T ;H10 (Ω))
+
∥∥∥∥( ψ(sφ)k
)
t
∥∥∥∥2
L2(0,T ;H−1(Ω))
≤ C
(
‖η‖2L2(Q) +
∫ T
0
∫
Ω
e2sα(sφ)2(r+2−k)|Φ|2
)
. (B.286)
Proof. Let Γ ∈ L2(Q) and let z ∈ Z2 be the solution of
∂tz − d∆z = Γ in (0, T )× Ω,
z = 0 on (0, T )× ∂Ω,
z(0, .) = 0 in Ω.
(B.287)
By Proposition B.7.3, we have
‖z‖2L2(0,T ;H2(Ω)) ≤ C ‖Γ‖2L2(Q) . (B.288)
A duality argument between (B.283) and (B.287) gives∫ T
0
∫
Ω
ηΓdxdt =
∫ T
0
∫
Ω
Θ∆(f)zdxdt. (B.289)
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We integrate by parts with respect to the spatial variable,∫ T
0
∫
Ω
Θ∆(f)zdxdt =
∫ T
0
∫
Ω
f∆(Θz)dxdt. (B.290)
There exists χ˜ ∈ C∞(Ω; [0,+∞[) such that supp(χ˜) ⊂⊂ ω˜, χ˜ = 1 on supp(χ) and
∀i ∈ {1, 2}, |DixΘ| ≤ Cχ˜(sφ)r+iesα in (0, T )× Ω. (B.291)
Therefore, from (B.288) and (B.291), we can deduce that∫ T
0
∫
Ω
f∆(Θz)dxdt ≤ 1
2
‖Γ‖2L2(Q) + C
∫ T
0
∫
Ω
χ˜2e2sα(sφ)2(r+2)|f |2dxdt. (B.292)
By using (B.289), (B.290), (B.292) and by taking Γ = η, we deduce (B.285).
We introduce
ρ = (sφ)−k. (B.293)
Then, we have
−∂t(ρψ)− d∆(ρψ) = ρ(−(∂tΘ)Φ− 2d∇Θ.∇Φ− d(∆Θ)Φ)
−(∂tρ)ψ − 2d∇ρ.∇ψ − d(∆ρ)ψ in (0, T )× Ω,
ρψ = 0 on (0, T )× ∂Ω,
ρψ(T, .) = 0 in Ω.
(B.294)
We estimate the source term of (B.294). We have by definition of Θ, the fact that k ≥ 1,
(B.282), (B.293) and the embedding L2(Ω) →֒ H−1(Ω), the following estimates
‖ρ∂t(Θ)Φ‖2L2(Q) ≤ C
∫ T
0
∫
Ω
e2sα(sφ)2(r+2−k)|Φ|2, (B.295)
‖ρ∇Θ.∇Φ‖2L2(0,T ;H−1(Ω)) = ‖∇.(ρΦ∇Θ)− (ρ(∆Θ)Φ)− (∇ρ.∇Θ)Φ‖2L2(0,T ;H−1(Ω))
≤ C
(
‖ρΦ∇Θ‖2L2(Q) + ‖ρ(∆Θ)Φ‖2L2(Q) + ‖(∇ρ.∇Θ)Φ‖2L2(Q)
)
≤ C
∫ T
0
∫
Ω
e2sα
(
(sφ)2(r+1−k) + (sφ)2(r+2−k) + (sφ)2(r+1−k)
)
|Φ|2
≤ C
∫ T
0
∫
Ω
e2sα(sφ)2(r+2−k)|Φ|2, (B.296)
‖(∂tρ)ψ‖2L2(Q) = ‖(∂tρ)(ΘΦ− η)‖2L2(Q)
≤ C
(∫ T
0
∫
Ω
(sφ)2(−k+1)|η|2 +
∫ T
0
∫
Ω
e2sα(sφ)2(r+1−k)|Φ|2
)
≤ C
(∫ T
0
∫
Ω
|η|2 +
∫ T
0
∫
Ω
e2sα(sφ)2(r+2−k)|Φ|2
)
, (B.297)
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‖∇ρ.∇ψ‖2L2(0,T ;H−1(Ω)) = ‖∇.(ψ∇ρ)− ψ∆ρ‖2L2(0,T ;H−1(Ω))
= ‖∇.((ΘΦ− η)∇ρ)− (ΘΦ− η)∆ρ‖2L2(0,T ;H−1(Ω))
≤ C
(∫ T
0
∫
Ω
(sφ)−2k|η|2 +
∫ T
0
∫
Ω
e2sα(sφ)2(r−k)|Φ|2
)
.
≤ C
(∫ T
0
∫
Ω
|η|2 +
∫ T
0
∫
Ω
e2sα(sφ)2(r+2−k)|Φ|2
)
. (B.298)
By using (B.294), (B.295), (B.296), (B.297), (B.298) and Proposition B.7.2, we deduce
(B.286).
Corollary B.7.5. We take the same notations as in Lemma B.7.4 and g ∈ Y2. Then, for
every δ > 0,∫ T
0
∫
ω˜
χesαψ∆g
≤ δ
(∫ T
0
∫
ω˜
χ˜2e2sα(sφ)2(r+2)|f |2 +
∫ T
0
∫
Ω
e2sα(sφ)2(r+2−k)|Φ|2
)
+ Cδ
∫ T
0
∫
ω˜
e2sα(sφ)2(k+1)|∇g|2, (B.299)
∫ T
0
∫
ω˜
χesαψ∂tg
≤ δ
(∫ T
0
∫
ω˜
χ˜2e2sα(sφ)2(r+2)|f |2 +
∫ T
0
∫
Ω
e2sα(sφ)2(r+2−k)|Φ|2
)
(B.300)
+ Cδ
(∫ T
0
∫
ω˜
e2sα(sφ)2(k+2)|g|2 +
∫ T
0
∫
ω˜
e2sα(sφ)2k|∇g|2
)
. (B.301)
Proof. We integrate by parts with respect to the spatial variable and we use (B.286),
(B.285),∫ T
0
∫
ω˜
χesαψ∆g
= −
∫ T
0
∫
ω˜
ψ
(sφ)k
∇(χesα(sφ)k).∇g −
∫ T
0
∫
ω˜
χesα(sφ)k∇
(
ψ
(sφ)k
)
.∇g
≤ δ
∥∥∥∥ ψ(sφ)k
∥∥∥∥2
L2(0,T ;H10 (Ω))
+ Cδ
∫ T
0
∫
ω˜
e2sα(sφ)2(k+1)|∇g|2
≤ δ
(
‖η‖2L2(Q) +
∫ T
0
∫
Ω
e2sα(sφ)2(r+2−k)|Φ|2
)
+ Cδ
∫ T
0
∫
ω˜
e2sα(sφ)2(k+1)|∇g|2
≤ δ
(∫ T
0
∫
ω˜
χ˜2e2sα(sφ)2(r+2)|f |2 +
∫ T
0
∫
Ω
e2sα(sφ)2(r+2−k)|Φ|2
)
+ Cδ
∫ T
0
∫
ω˜
e2sα(sφ)2(k+1)|∇g|2.
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We integrate by parts with respect to the time variable and we use (B.286), (B.285),∫ T
0
∫
ω˜
χesαψ∂tg
= −
〈(
ψ
(sφ)k
)
t
, χesα(sφ)kg
〉
L2(0,T ;H−1(Ω)),L2(0,T ;H10 (Ω))
−
∫ T
0
∫
ω˜
ψ
(sφ)k
χ∂t(e
sα(sφ)k)g
≤ δ
∥∥∥∥( ψ(sφ)k
)
t
∥∥∥∥2
L2(0,T ;H−1(Ω))
+ Cδ
∥∥∥χesα(sφ)kg∥∥∥2
L2(0,T ;H10 (Ω))
+ δ
∥∥∥∥( ψ(sφ)k
)∥∥∥∥2
L2(0,T ;L2(Ω))
+ Cδ
∫ T
0
∫
ω˜
|∂t(esα(sφ)k)|2|g|2
≤ δ
(
‖η‖2L2(Q) +
∫ T
0
∫
Ω
e2sα(sφ)2(r+2−k)|Φ|2
)
+ Cδ
(∫ T
0
∫
ω˜
e2sα(sφ)2(k+2)|g|2 +
∫ T
0
∫
ω˜
e2sα(sφ)2k|∇g|2
)
≤ δ
(∫ T
0
∫
ω˜
χ˜2e2sα(sφ)2(r+2)|f |2 +
∫ T
0
∫
Ω
e2sα(sφ)2(r+2−k)|Φ|2
)
+ Cδ
(∫ T
0
∫
ω˜
e2sα(sφ)2(k+2)|g|2 +
∫ T
0
∫
ω˜
e2sα(sφ)2k|∇g|2
)
.
B.7.3.2 Proof of technical lemmas : Lemma B.4.31 and Lemma B.4.32
Let ε ∈ (0, 1). We introduce
θ = χ3e
sα(sφ)3. (B.302)
The function θ∆∆ϕ4 satisfies the following parabolic system (see (B.158)),
−∂t(θ∆∆ϕ4)− d4∆(θ∆∆ϕ4)
= θ∆∆(m3(ϕ1 − ϕ2))− ∂tθ∆∆ϕ4 − 2d4∇θ.∇(∆∆ϕ4)− d4∆θ∆∆ϕ4 in QT ,
θ∆∆ϕ4 = 0 on ΣT ,
θ∆∆ϕ4(T, .) = 0 in Ω.
(B.303)
We decompose
θ∆∆ϕ4 = η + ψ, (B.304)
where η and ψ solve, respectively,
−∂tη − d4∆η = θ∆∆(m3(ϕ1 − ϕ2)) in (0, T )× Ω,
η = 0 on (0, T )× ∂Ω,
η(T, .) = 0 in Ω,
(B.305)
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
−∂tψ − d4∆ψ = −∂tθ∆∆ϕ4 − 2d4∇θ.∇(∆∆ϕ4)− d4∆θ∆∆ϕ4 in (0, T )× Ω,
ψ = 0 on (0, T )× ∂Ω,
ψ(T, .) = 0 in Ω.
(B.306)
B.7.3.2.1 Proof of Lemma B.4.31 We have
∫ T
0
∫
ω2
(χ3(x))
2e2sα(sφ)3(∆∆ϕ4)(∆∆ϕ3)dxdt =
∫ T
0
∫
ω2
χ3(x)e
sα(η + ψ)(∆∆ϕ3)dxdt.
(B.307)
The first term in the right-hand side of (B.307) can be estimated as follows,
∫ T
0
∫
ω2
χ3(x)e
sαη(∆∆ϕ3)dxdt ≤ ε
∫ T
0
∫
Ω
e2sα(sφ)|∆∆ϕ3|2 + Cε
∫ T
0
∫
ω2
(χ3(x))
2(sφ)−1η2
≤ ε
∫ T
0
∫
Ω
e2sα(sφ)|∆∆ϕ3|2 + Cε
∫ T
0
∫
Ω
η2. (B.308)
Lemma B.7.6. For every δ > 0,
∫ T
0
∫
Ω
|η|2dxdt
≤ δ
∫ T
0
∫
Ω
e2sα(sφ)4(|∆ϕ1|2 + |∆ϕ2|2)
+ Cδ
∫ T
0
∫
ω2
e2sα
{
(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2) + (sφ)22(|∇ϕ1|2 + |∇ϕ2|2)
}
.
(B.309)
Proof. The idea of the proof is to apply two times Lemma B.7.4 because the source term
of (B.305) is θ∆∆(. . . ).
Step 1 : We apply Lemma B.7.4 : (B.285) with d = d4, f = m3∆(ϕ1 − ϕ2), ΦT =
∆∆ϕ4,T , ω˜ = ω2, χ = χ3, r = 3, Θ = θ, Φ = ∆∆ϕ4 and the decomposition (B.304).
Then, there exists χ˜3 ∈ C∞(Ω; [0,+∞[) such that supp(χ˜3) ⊂⊂ ω2, χ˜3 = 1 on supp(χ3)
and
‖η‖2L2(Q) ≤ C
∫ T
0
∫
ω2
(χ˜3)
2e2sα(sφ)10(|∆ϕ1|2 + |∆ϕ2|2)dxdt. (B.310)
Remark B.7.7. This estimate is not sufficient because we can not absorb the right hand
side term of (B.310) by the left hand side term of (B.165).
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Step 2 : Now, our aim is to prove that for every i ∈ {1, 2}, δ > 0, we have∫ T
0
∫
ω2
(χ˜3)
2e2sα(sφ)10|∆ϕi|2dxdt
≤ δ
(∫ T
0
∫
Ω
e2sα(sφ)4|∆ϕi|2dxdt
)
+ Cδ
(∫ T
0
∫
ω2
e2sα(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2)dxdt+
∫ T
0
∫
ω2
e2sα(sφ)22|∇ϕi|2dxdt
)
.
(B.311)
Remark B.7.8. This previous estimate is also useful for the proof of the observability
inequality with one component (see (B.170)).
First, we remark that∫ T
0
∫
ω2
(χ˜3)
2e2sα(sφ)10|∆ϕi|2 =
∫ T
0
∫
ω2
χ˜3e
sαθ˜∆ϕi∆ϕi,
with
θ˜ = χ˜3e
sα(sφ)10. (B.312)
Moreover, θ˜∆ϕi satisfies the following parabolic system (see (B.156) and Lemma B.4.23),
−∂t(θ˜∆ϕi)− di∆(θ˜∆ϕi)
= θ˜∆(a1iϕ1 + a2iϕ2 + δi2(d2 − d3)∆ϕ3)
−∂tθ˜∆ϕi − 2di∇θ˜.∇(∆ϕi)− di∆θ˜∆ϕi in (0, T )× Ω,
θ˜∆ϕi = 0 on (0, T )× ∂Ω,
θ˜∆ϕi(T, .) = 0 in Ω.
(B.313)
We decompose
θ˜∆ϕi = η˜i + ψ˜i, (B.314)
where η˜i and ψ˜i solve, respectively, −∂tη˜i − di∆η˜i = θ˜∆(a1iϕ1 + a2iϕ2 + δi2(d2 − d3)∆ϕ3) in (0, T )× Ω,η˜i = 0 on (0, T )× ∂Ω,
η˜i(T, .) = 0 in Ω,
(B.315)

−∂tψ˜i − di∆ψ˜i = −∂tθ˜∆ϕi − 2di∇θ˜.∇(∆ϕi)− di∆θ˜∆ϕi in (0, T )× Ω,
ψ˜i = 0 on (0, T )× ∂Ω,
ψ˜i(T, .) = 0 in Ω.
(B.316)
We have∫ T
0
∫
ω2
(χ˜3)
2e2sα(sφ)10|∆ϕi|2dxdt =
∫ T
0
∫
ω2
χ˜3e
sα(η˜i + ψ˜i)(∆ϕi)dxdt. (B.317)
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The first term in the right-hand side of (B.317) can be estimated as follows,∫ T
0
∫
ω2
χ˜3e
sαη˜i(∆ϕi)dxdt ≤ δ
∫ T
0
∫
Ω
e2sα(sφ)4|∆ϕi|2dxdt+Cδ
∫ T
0
∫
Ω
η˜i
2dxdt. (B.318)
Then, we apply Lemma B.7.4 : (B.285) with d = di, f = a1iϕ1 + a2iϕ2 + δi2(d2 −
d3)∆ϕ3 ∈ Y2 (because A ∈ M4(C∞0 (Q))), ΦT = ∆ϕi,T , ω˜ = ω2, χ = χ˜3, r = 10, Θ = θ˜,
Φ = ∆ϕi and the decomposition (B.314). There exists χ3♯ ∈ C∞(Ω; [0,+∞[) such that
supp(χ3
♯) ⊂⊂ ω2 and C which depends on ‖A‖L∞(Q)∫ T
0
∫
Ω
|η˜i|2dxdt ≤ C
∫ T
0
∫
ω2
(χ3
♯)2e2sα(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2)dxdt. (B.319)
Then, (B.318) and (B.319) give∫ T
0
∫
ω2
χ˜3e
sαη˜i(∆ϕi)dxdt
≤ δ
∫ T
0
∫
Ω
e2sα(sφ)4|∆ϕi|2dxdt+ Cδ
∫ T
0
∫
ω2
e2sα(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2)dxdt.
(B.320)
For the second term in the right-hand side of (B.317), we use Corollary B.7.5 : (B.299)
with d = di, f = a1iϕ1 + a2iϕ2 + δi2(d2 − d3)∆ϕ3 ∈ Y2, ΦT = ∆ϕi,T , ω˜ = ω2, χ = χ˜3,
(r, k) = (10, 10), Θ = θ˜, Φ = ∆ϕi and the decomposition (B.314)). Then, we have∫ T
0
∫
ω2
χ˜3e
sαψ˜i∆ϕi
≤ δ
(∫ T
0
∫
ω2
(χ3
♯)2e2sα(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2) +
∫ T
0
∫
Ω
e2sα(sφ)4|∆ϕi|2
)
+ Cδ
∫ T
0
∫
ω2
e2sα(sφ)22|∇ϕi|2. (B.321)
Gathering (B.317), (B.320) and (B.321), we have (B.311).
The estimates (B.310) and (B.311) give (B.309).
End of the proof of Lemma B.4.31 : Applying Lemma B.7.6 with δ = ε/Cε, we
find∫ T
0
∫
Ω
|η|2dxdt
≤ ε
Cε
∫ T
0
∫
Ω
e2sα(sφ)4(|∆ϕ1|2 + |∆ϕ2|2)dxdt
+ C ′ε
∫ T
0
∫
ω2
e2sα
{
(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2) + (sφ)22(|∇ϕ1|2 + |∇ϕ2|2)
}
dxdt.
(B.322)
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Then, we put (B.322) in (B.308) to get∫ T
0
∫
ω2
χ3(x)e
sαη(∆∆ϕ3)
≤ ε
(∫ T
0
∫
Ω
e2sα(sφ)|∆∆ϕ3|2 +
∫ T
0
∫
Ω
e2sα(sφ)4(|∆ϕ1|2 + |∆ϕ2|2)
)
+ Cε
(∫ T
0
∫
ω2
e2sα(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2) +
∫ T
0
∫
ω2
e2sα(sφ)22(|∇ϕ1|2 + |∇ϕ2|2)
)
.
(B.323)
Lemma B.7.9. For every δ > 0,∫ T
0
∫
ω2
χ3e
sαψ(∆∆ϕ3)dxdt
≤ δ
(∫ T
0
∫
ω2
(χ˜3)
2e2sα(sφ)10(|∆ϕ1|2 + |∆ϕ2|2) +
∫ T
0
∫
Ω
e2sα(sφ)3|∆∆ϕ4|2
)
+ Cδ
∫ T
0
∫
ω2
e2sα(sφ)9|∇∆ϕ3|2. (B.324)
Proof. We apply Corollary B.7.5 : (B.299) with d = d4, f = m3∆(ϕ1 − ϕ2), ΦT =
∆∆ϕ4,T , ω˜ = ω2, χ = χ3, (r, k) = (3, 7/2), Θ = θ, Φ = ∆∆ϕ4, the decomposition
(B.304) and g = ∆ϕ3.
Applying Lemma B.7.9 with δ = ε, we find∫ T
0
∫
ω2
χ3e
sαψ(∆∆ϕ3)dxdt
≤ ε
(∫ T
0
∫
ω2
(χ˜3)
2e2sα(sφ)10(|∆ϕ1|2 + |∆ϕ2|2) +
∫ T
0
∫
Ω
e2sα(sφ)3|∆∆ϕ4|2
)
+ Cε
∫ T
0
∫
ω2
e2sα(sφ)9|∇∆ϕ3|2. (B.325)
Then, we put (B.311) with δ = ε in (B.325) to get∫ T
0
∫
ω2
χ3e
sαψ(∆∆ϕ3)
≤ ε
(∫ T
0
∫
Ω
e2sα
{
(sφ)4(|∆ϕ1|2 + |∆ϕ2|2) + (sφ)3|∆∆ϕ4|2
})
+ Cε
(∫ T
0
∫
ω2
e2sα
{
(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2) + (sφ)22(|∇ϕ1|2 + |∇ϕ2|2 + |∇∆ϕ3|2)
})
.
(B.326)
Therefore, recalling (B.307), (B.323), (B.326), we get (B.168) and consequently Lemma B.4.31.
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B.7.3.2.2 Proof of Lemma B.4.32 We have by (B.302) and (B.304)∫ T
0
∫
ω2
(χ3(x))
2e2sα(sφ)3(∆∆ϕ4)(∂t∆ϕ3)dxdt =
∫ T
0
∫
ω2
χ3(x)e
sα(η + ψ)∂t(∆ϕ3)dxdt.
(B.327)
We easily have by Young’s inequality∫ T
0
∫
ω2
χ3(x)e
sαη∂t(∆ϕ3)dxdt ≤ ε
∫ T
0
∫
ω2
e2sα(sφ)|∂t(∆ϕ3)|2dxdt+Cε
∫ T
0
∫
Ω
|η|2dxdt.
(B.328)
By using Lemma B.7.6 with δ = ε/Cε, we can deduce from (B.328) that∫ T
0
∫
ω2
χ3(x)e
sαη(∂t∆ϕ3)dxdt
≤ ε
(∫ T
0
∫
Ω
e2sα(sφ)|∂t∆ϕ3|2 +
∫ T
0
∫
Ω
e2sα(sφ)4(|∆ϕ1|2 + |∆ϕ2|2)
)
+ Cε
(∫ T
0
∫
ω2
e2sα(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2) +
∫ T
0
∫
ω2
e2sα(sφ)22(|∇ϕ1|2 + |∇ϕ2|2)
)
.
(B.329)
Then, we estimate the other term in the right hand side of (B.327).
Lemma B.7.10. For every δ > 0,∫ T
0
∫
ω2
χ3e
sαψ∂t∆ϕ3
≤ δ
(∫ T
0
∫
ω2
e2sα(sφ)10(|∆ϕ1|2 + |∆ϕ2|2) +
∫ T
0
∫
Ω
e2sα(sφ)3|∆∆ϕ4|2
)
+ Cδ
(∫ T
0
∫
ω2
e2sα(sφ)11|∆ϕ3|2 +
∫ T
0
∫
ω2
e2sα(sφ)7|∇∆ϕ3|2
)
. (B.330)
Proof. We apply Corollary B.7.5 : (B.301) with d = d4, f = ∆(ϕ1 −ϕ2), ΦT = ∆∆ϕ4,T ,
ω˜ = ω2, χ = χ3, (r, k) = (3, 7/2), Θ = θ, Φ = ∆∆ϕ4, the decomposition (B.304) and
g = ∆ϕ3.
Then, we put (B.311) with δ = ε in (B.330) to get∫ T
0
∫
ω2
χ3e
sαψ(∂t∆ϕ3)
≤ ε
(∫ T
0
∫
Ω
e2sα
{
(sφ)4(|∆ϕ1|2 + |∆ϕ2|2) + (sφ)3|∆∆ϕ4|2
})
+ Cε
(∫ T
0
∫
ω2
e2sα
{
(sφ)24(|ϕ1|2 + |ϕ2|2 + |∆ϕ3|2) + (sφ)22(|∇ϕ1|2 + |∇ϕ2|2 + |∇∆ϕ3|2)
})
.
(B.331)
Recalling (B.327), (B.329), (B.331), we get (B.169) and consequently Lemma B.4.32.
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Annexe C
Local controllability of
reaction-diffusion systems around
nonnegative stationary states
Abstract : We consider a n×n nonlinear reaction-diffusion system posed on a smooth
bounded domain Ω of RN . This system models reversible chemical reactions. We act
on the system through m controls (1 ≤ m < n), localized in some arbitrary nonempty
open subset ω of the domain Ω. We prove the local exact controllability to nonnegative
(constant) stationary states in any time T > 0. A specificity of this control system
is the existence of some invariant quantities in the nonlinear dynamics that prevents
controllability from happening in the whole space L∞(Ω)n. The proof relies on several
ingredients. First, an adequate affine change of variables transforms the system into a
cascade system with second order coupling terms. Secondly, we establish a new null-
controllability result for the linearized system thanks to a spectral inequality for finite
sums of eigenfunctions of the Neumann Laplacian operator, due to David Jerison, Gilles
Lebeau and Luc Robbiano and precise observability inequalities for a family of finite
dimensional systems. Thirdly, the source term method, introduced by Yuning Liu, Takéo
Takahashi and Marius Tucsnak, is revisited in a L∞-context. Finally, an appropriate
inverse mapping theorem in suitable spaces enables to go back to the nonlinear reaction-
diffusion system.
C.1 Introduction
C.1.1 Free system
Let n ≥ 2 be an integer. We consider the following reversible chemical reaction :
α1A1 + · · ·+ αnAn ⇋ β1A1 + · · ·+ βnAn, (C.1)
where A1, . . . , An denote n chemical species and (α1, . . . , αn), (β1, . . . , βn) ∈ (N)n are
such that for every 1 ≤ i ≤ n, αi 6= βi. Chemically, according to the forward reaction ⇀
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of (C.1), when αi molecules of Ai disappear (1 ≤ i ≤ n), they are called the “reactants”,
then βi molecules of Ai appear (1 ≤ i ≤ n). The backward reaction ↼ of (C.1) is
governed by the same law : when βi molecules of Ai disappear (1 ≤ i ≤ n), here they are
the reactants, then αi molecules of Ai appear (1 ≤ i ≤ n).
For 1 ≤ i ≤ n, let ui(t, .) : Ω→ R be the concentration of the chemical component Ai
at time t. The law of mass action states that the rate of a chemical reaction is directly
proportional to the product of the concentrations of the reactants. Using this law together
with the Fick’s law for the diffusion of the components, we obtain that ui satisfies the
following reaction rate equation (see e.g. [Per15, Section 1.2]) :
∂tui − di∆ui︸ ︷︷ ︸
diffusion
+ αi
n∏
k=1
uαkk︸ ︷︷ ︸
loss of forward reacting molecules
+ βi
n∏
k=1
uβkk︸ ︷︷ ︸
loss of backward reacting molecules
= βi
n∏
k=1
uαkk︸ ︷︷ ︸
gain of forward reacting molecules
+ αi
n∏
k=1
uβkk︸ ︷︷ ︸
gain of backward reacting molecules
,
that is to say,
∂tui − di∆ui = (βi − αi)
(
n∏
k=1
uαkk −
n∏
k=1
uβkk
)
, (C.2)
where di ∈ (0,+∞) is the diffusion coefficient of the chemical species Ai.
For a given matrix M , we introduce the notation M tr for the transpose of the matrix
M .
From (C.2), by setting
U := (u1, . . . , un)
tr,
we deduce that U satisfies the following reaction-diffusion system :
∂tU −D∆U = F (U) in (0, T )× Ω,
∂U
∂ν = 0 on (0, T )× ∂Ω,
U(0, .) = u0 in Ω,
(C.3)
where
D := diag(d1, . . . , dn), (C.4)
F (U) := (fi(u1, . . . , un))
tr
1≤i≤n, (C.5)
with
∀1 ≤ i ≤ n, fi(u1, . . . , un) := (βi − αi)
(
n∏
k=1
uαkk −
n∏
k=1
uβkk
)
, (C.6)
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and T ∈ (0,+∞), Ω is a bounded, connected, open subset of RN (with N ≥ 1) of class
C2, ν is the outer unit normal vector to ∂Ω.
In general, global existence of classical solutions (in the sense of [Pie10, Definition
(1.5)]) or weak solutions (in the sense of [Pie10, Definition (5.12)] replacing ≥ by =) for
(C.3) with F , defined as in (C.5), (C.6), is an open problem.
— For particular semilinearities with a so-called triangular structure (see [Pie10, Sec-
tion 3.3]), classical solutions exist in the time interval [0,+∞) and are unique. For
example, take n = 2, α1 ≥ 1, β2 = 1, α2 = β1 = 0 and apply [Pie10, Theorem 3.1].
— For at most quadratic nonlinearities, global existence of weak solutions holds (see
[Pie10, Theorem 5.12]). For instance, take n = 4, α1 = α3 = β2 = β4 = 1,
α2 = α4 = β1 = β3 = 0. For any spatial dimension N ≥ 1, the recent works
[CGV17] and [Sou18] (inspired by the previous work [Kan90]) prove that the solu-
tions are bounded for bounded initial data, which ensure global existence of classical
solutions.
— Without a priori L1-bound on the nonlinearities, a challenging problem is to un-
derstand whether global solutions exist. For example, take n = 2, α1 = β2 = 2,
β1 = α2 = 3 (see [Pie10, Problem 1]).
Let us also mention that global existence of renormalized solutions holds in all cases for
(C.3) (see [Fis15]).
C.1.2 Control system and open question
We assume that one can act on the system through controls localized on a nonempty
open subset ω of Ω. From a
chemical viewpoint, it means that one can add or remove chemical species at a specific
location of the domain Ω. More precisely, let
J ⊂ {1, . . . , n} and m := #J ≤ n be the number of controls. (C.7)
Up to a renumbering (ui)1≤i≤n, we can assume that J = {1, . . . ,m} where J is defined
in (C.7). Hence, we define
HJ := (h1, . . . , hm, 0, . . . , 0)
tr. (C.8)
We consider the control system :
∂tU −D∆U = F (U) +HJ1ω in (0, T )× Ω,
∂U
∂ν = 0 on (0, T )× ∂Ω,
U(0, .) = U0 in Ω.
(NL-U)
Here, at t ∈ [0, T ], U(t, .) : Ω → Rn is the state to be controlled, HJ(t, .) : Ω → Rm is
the control input supported in ω.
Let
U∗ := (u∗1, . . . , u
∗
n)
tr, (C.9)
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be a nonnegative stationary state of (C.3) i.e.
∀1 ≤ i ≤ n, u∗i ∈ [0,+∞) and
n∏
k=1
u∗k
αk =
n∏
k=1
u∗k
βk . (C.10)
Note that the nonnegative stationary solutions of (C.3) do not depend on the space
variable (see Proposition C.8.6 in Annexe C.8.2). Thus, it is not restrictive to assume
that U∗ ∈ [0,+∞)n.
The question we ask is the following one : For a given initial condition U0, does there
exist HJ such that the solution U of (NL-U) satisfies
∀i ∈ {1, . . . , n}, ui(T, .) = u∗i ?
Under appropriate assumptions (see Hypothesis C.1.4 and Hypothesis C.1.6 below),
we prove the controllability of (NL-U), in an appropriate subspace of L∞(Ω)n, locally
around U∗, with controls in L∞((0, T )× Ω)m (see Theorem C.1.7 below).
By an adequate affine transformation, the proof relies on the study of the null-
controllability of an equivalent cascade system with second order coupling terms (see
Annexe C.2.1 below).
We have chosen to postpone the simple or classical proofs in Annexe C.8. Therefore,
the main contributions are highlighted in the body of the article.
C.1.3 Nonlinear well-posedness result
For τ > 0, we introduce
Qτ := (0, τ)× Ω.
We define the function space
WT := L
2(0, T ;H1(Ω)) ∩H1(0, T ; (H1(Ω))′),
that satisfies the continuous embedding
WT →֒ C([0, T ];L2(Ω)). (C.11)
We introduce the notion of solution associated to the nonlinear system (NL-U) (see
Annexe C.1.2).
Definition C.1.1. Let D be defined in (C.4). For every U0 ∈ L∞(Ω)n, HJ ∈ L∞(QT )m,
we say that U ∈
(
WT∩L∞(QT )
)n
is a solution of (NL-U) if for every V ∈ L2(0, T ;H1(Ω)n),∫ T
0
(∂tU, V )(H1(Ω)n)′,H1(Ω)n) +
∫
QT
D∇U.∇V =
∫
QT
(
F (U) +HJ1ω
)
.V, (C.12)
with F defined in (C.5) and
U(0, .) = U0 in L
∞(Ω)n. (C.13)
Remark C.1.2. Given U0 ∈ L∞(Ω)n, HJ ∈ L∞(QT )m, if a solution U of (NL-U) exists
in the sense of Definition C.1.1, then it is unique because F is locally Lipschitz on Rn
(see the proof of [LB19, Definition-Proposition 2.4]).
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C.1.4 Invariant quantities of the nonlinear dynamics
In this section, we show that in the system (NL-U) (see Annexe C.1.2), when the
number of controls is small, some quantities are invariant. They impose some restrictions
on the initial condition, for the controllability results.
Proposition C.1.3. We assume that m ≤ n − 2. Let U0 ∈ L∞(Ω)n, HJ ∈ L∞(QT )m.
Assume that U is a solution of (NL-U) such that U(T, .) = U∗ with U∗ defined in (C.9).
Then, we have for every k 6= l ∈ {m+ 1, . . . , n}, t ∈ [0, T ],∫
Ω
uk(t, x)− u∗k
βk − αk dx =
∫
Ω
ul(t, x)− u∗l
βl − αl dx, (C.14)(
dk = dl
)
⇒
(
uk(t, .)− u∗k
βk − αk =
ul(t, .)− u∗l
βl − αl
)
. (C.15)
In particular, for every k 6= l ∈ {m+ 1, . . . , n},∫
Ω
uk,0(x)− u∗k
βk − αk dx =
∫
Ω
ul,0(x)− u∗l
βl − αl dx, (C.16)(
dk = dl
)
⇒
(
uk,0 − u∗k
βk − αk =
ul,0 − u∗l
βl − αl
)
. (C.17)
The proof of Proposition C.1.3 is done in Annexe C.8.3. We prove (C.14) by integra-
ting with respect to the space variable an appropriate linear combination of equations
of (NL-U) and by using the Neumann boundary conditions. We prove (C.15) by the
backward uniqueness of the heat equation applied to an appropriate linear combination
of equations of (NL-U).
The equation (C.15) implies that we can reduce the number of components of (ui)1≤i≤n
of (NL-U) when some diffusion coefficients di are equal for m+1 ≤ i ≤ n. Thus, (NL-U)
becomes more simple under this last assumption. That is why, we make the following
hypothesis in order to treat the most difficult case.
Hypothesis C.1.4. For m ≤ n− 2, we suppose that for every k 6= l ∈ {m+ 1, . . . , n},
dk 6= dl.
Remark C.1.5. It will be interesting to note that the mass condition (C.16) is obviously
equivalent to
∀k ≥ m+ 2,
∫
Ω
uk,0(x)− u∗k
βk − αk dx =
∫
Ω
um+1,0(x)− u∗m+1
βm+1 − αm+1 dx. (C.18)
C.1.5 Main result
We will work under the following assumption that will ensure the controllability of
the linearized system of (NL-U) (see Annexe C.2.2 below).
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Hypothesis C.1.6. For m ≤ n− 1, we assume that
∂mfm+1
(
u∗1, . . . , u
∗
n
)
6= 0, (C.19)
where fm+1 is defined in (C.6).
Theorem C.1.7. Under Hypothesis C.1.4 and Hypothesis C.1.6, the system (NL-U) is
locally controllable around U∗, i.e., there exists r > 0 such that for every U0 ∈ L∞(Ω)n sa-
tisfying the mass condition (C.16) and ‖U0 − U∗‖L∞(Ω) ≤ r, there exists HJ ∈ L∞(QT )m
such that the solution U of (NL-U) satisfies U(T, .) = U∗.
Remark C.1.8. The uniqueness of the solution U ∈ L∞(QT )n is a consequence of
Remark C.1.2. The existence of the solution U ∈ L∞(QT )n is a consequence of a good
choice of the control HJ ∈ L∞(QT )m and more precisely of an inverse mapping argument
(see Annexe C.6).
Remark C.1.9. Up to renumbering the first m equations of (NL-U), we can see that
Theorem C.1.7 is still valid by replacing the assumption (C.19) by
∃j ∈ {1, . . . ,m}, ∂jfm+1
(
u∗1, . . . , u
∗
n
)
6= 0. (C.20)
Remark C.1.10. When αm, βm ≥ 1, a sufficient condition to ensure (C.19) is
∀1 ≤ k ≤ n, u∗k 6= 0. (C.21)
Indeed, by using (C.6), (C.10) and αj 6= βj , if (C.21) holds true then
∂mfm+1
(
u∗1, . . . , u
∗
n
)
=
αm − βm
u∗m
n∏
k=1
u∗k
αk 6= 0.
Note that (C.21) is not equivalent to (C.19) as shown by the examples in Applica-
tion C.1.11 (see below).
Application C.1.11. For n = 4, α1 = α3 = β2 = β4 = 1 and α2 = α4 = β1 = β3 = 0,
we have
fi(u1, u2, u3, u4) = (−1)i(u1u3 − u2u4).
In this case, we check that (C.20) is
for J = {1, 2, 3},
(
∃j ∈ {1, 2, 3}, ∂jf4(u∗1, . . . , u∗4) 6= 0
)
⇔
(
(u∗1, u
∗
3, u
∗
4) 6= (0, 0, 0)
)
,
for J = {1, 2},
(
∃j ∈ {1, 2}, ∂jf3(u∗1, . . . , u∗4) 6= 0
)
⇔
(
(u∗3, u
∗
4) 6= (0, 0)
)
,
for J = {1},
(
∂1f2(u
∗
1, . . . , u
∗
4) 6= 0
)
⇔
(
u∗3 6= 0
)
.
Thus, Theorem C.1.7 recovers the result of [LB19, Theorem 3.2] except for the case
J = {1, 2, 3} and (u∗1, u∗3, u∗4) = (0, 0, 0) that the proof of the present article does not
treat (see Example C.7.1 for more details about the strategy of [LB19]).
We will only prove Theorem C.1.7 under the assumption m ≤ n− 2. The other cases
are an easy adaptation.
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C.1.6 Bibliographical comments
In this section, we recall some known results about the null-controllability of linear
and semilinear parabolic systems with Neumann boundary conditions to put in perspec-
tive the statement and the proof strategy of Theorem C.1.7.
C.1.6.1 Linear results
Let k, l ∈ N∗. We denote by Mk(R) (respectively Mk,l(R)) the algebra of matrices
with k lines and k columns (respectively the algebra of matrices with k lines and l co-
lumns) with entries in R. For M ∈ Mk(R), Sp(M) is the set of complex eigenvalues of
M : Sp(M) := {λ ∈ C ; ∃X ∈ Ck \ {0}, MX = λX}.
Since the pioneer works of Gilles Lebeau, Luc Robbiano in 1995 (see [LR95], [JL99]
and the survey [LRL12]) and Andrei Fursikov, Oleg Imanuvilov in 1996 (see [FI96] and
[FCG06]) about the null-controllability of the heat equation, the control of coupled para-
bolic systems has been a challenging issue in the last twenty years. For instance, in
[AKBDGB09a], the authors identify necessary and sufficient conditions for the null-
controllability of linear parabolic systems of the following form
∂tZ − Γ∆Z = AZ +BH1ω in (0, T )× Ω,
∂Z
∂ν = 0 on (0, T )× ∂Ω,
Z(0, .) = Z0 in Ω,
(C.22)
where Γ a diagonalizable matrix of Mk(R) with Sp(Γ) ⊂ (0,+∞), A ∈ Mk(R), B ∈
Mk,l(R). In general, the rank of B is less that k, so that the controllability of the full
system (C.22) depends strongly on the coupling present in the system.
Inspired by the works [GBdT10], [Gue07], [LZ17], a byproduct of this article is a
new null-controllability result, for cascade cross-diffusion systems of arbitrary size (see
Annexe C.3, Theorem C.3.1).
For a recent survey on the null-controllability of linear parabolic systems, see [AKBGBdT11]
and references therein.
C.1.6.2 Semilinear results
For semilinear parabolic systems
∂tZ − Γ∆Z = G(Z) +BH1ω in (0, T )× Ω,
∂Z
∂ν = 0 on (0, T )× ∂Ω,
Z(0, .) = Z0 in Ω,
(C.23)
with G ∈ C∞(Rk;Rk) such that G(0) = 0, the usual strategy consists in deducing a
local null-controllability result for (C.23) from a (global) null-controllability result for the
linearized system around (Z,H) = (0, 0). This linear system takes the form (C.22) with
the matrix A defined as follows : ai,j = ∂jgi(0) (1 ≤ i, j ≤ k). In this paper, we use the
powerful source term method, introduced by Yuning Liu, Takéo Takahashi and Marius
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Tucsnak in [LTT13]. One of the main advantage of the method is to deduce the local null-
controllability for (C.23) from the null-controllability of only one linear system (C.22).
In this article, we adapt the source term method in a L∞-context in the following
way.
— The source term method in L2 enables to prove a strong observability inequality
(see Corollary C.4.4). This estimate looks like a global Carleman estimate (see for
example [FCG06, Lemma 1.3]), whereas the method to get it is very different.
— By using the Penalized Hilbert Uniqueness Method, introduced by Viorel Barbu in
[Bar00], we construct L∞-controls (see Theorem C.5.1).
— We use once more the source term method in L∞ (see Proposition C.5.3).
— We conclude by an appropriate inverse mapping theorem (see Annexe C.6).
For other results using the source term method, see for instance [BM17], [FCLdM16] and
[MT18].
C.2 An adequate change of variables and linearization
C.2.1 Change of variables - Cross diffusion system
The goal of this section is to transform the controlled system (NL-U) (see An-
nexe C.1.2) satisfied by U into another system of cascade type for which we better
understand the controllability properties. Roughly speaking, for 1 ≤ i ≤ m, the com-
ponent ui is easy to control thanks to the localized control term hi1ω. Thus, the challenge
is to understand how the reaction term fi(U) (see (C.6)) acts on the component ui for
m+ 1 ≤ i ≤ n.
We multiply the (m+1)-th equation (respectively the (m+2)-th equation) of (NL-U)
by
((βm+1 − αm+1)(dm+1 − dm+2))−1 (respectively ((βm+2 − αm+2)(dm+2 − dm+1))−1),
and we sum :
∂tvm+2 − dm+2∆vm+2 = ∆um+1
βm+1 − αm+1 ,
where
vm+2 =
um+1
(βm+1 − αm+1)(dm+1 − dm+2) +
um+2
(βm+2 − αm+2)(dm+2 − dm+1) .
Roughly speaking, this linear combination enables to “kill” the reaction-term and to
create a coupling term of second order.
By iterating this strategy, we construct a linear transformation V = PU such that
um+1 acts on vm+2, vm+2 acts on vm+3, ..., vn−1 acts on vn through cross diffusion
terms. Moreover, we transform the problem of controllability for U to U∗ into a null-
controllability problem for
Z := P (U − U∗),
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where P is the invertible triangular matrix defined by :
P :=
(
Im (0)
(0) ∗
)
, (C.24)
with
∀k, l ≥ m+ 1, Pkl :=

(βl − αl) ∏
m+1≤r≤k
r 6=l
(dl − dr)

−1
if k ≥ l,
0 if k < l,
(C.25)
with the convention
∏
∅
= 1.
We introduce the notations :
G(Z) := (g1(Z), . . . , gm+1(Z), 0 . . . , 0)
tr, (C.26)
with
gi(Z) := fi(P
−1Z + U∗) (1 ≤ i ≤ m), gm+1(Z) := fi(P
−1Z + U∗)
βm+1 − αm+1 , (C.27)
and
DJ :=
(
diag(d1, . . . , dm) (0)
(0) D♯
)
, D♯ :=

dm+1 0 . . . . . . 0
1 dm+2
. . . . . .
...
0
. . . . . . . . .
...
...
. . . . . . . . . 0
0 . . . 0 1 dn

. (C.28)
Proposition C.2.1. Let U0 ∈ L∞(Ω)n, HJ ∈ L∞(QT )m. Then, U is a solution of
(NL-U) if and only if Z satisfies
∂tZ −DJ∆Z = G(Z) +HJ1ω in (0, T )× Ω,
∂Z
∂ν = 0 on (0, T )× ∂Ω,
Z(0, .) = Z0 in Ω.
(NL-Z)
The proof of Proposition C.2.1 is done in Annexe C.8.4.1.
Remark C.2.2. The concept of solution for (NL-Z) is an easy adaptation of the notion
of solution for (NL-U) given in Definition C.1.1.
Let p ∈ [1,+∞]. We introduce the following subspace of Lp(Ω)n :
Lpinv :=
{
Z0 ∈ Lp(Ω)n ; ∀m+ 2 ≤ i ≤ n,
∫
Ω
zi,0(x)dx = 0
}
. (C.29)
Theorem C.1.7 is equivalent to the following local null-controllability theorem for
(NL-Z).
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Theorem C.2.3. Under Hypothesis C.1.4 and Hypothesis C.1.6, the system (NL-Z) is
locally null-controllable, i.e., there exists r > 0 such that for every Z0 ∈ L∞inv verifying
‖Z0‖L∞(Ω)n ≤ r, there exists HJ ∈ L∞(QT )m such that the solution Z of (NL-Z) satisfies
Z(T, .) = 0.
The equivalence between Theorem C.1.7 and Theorem C.2.3 comes from Proposi-
tion C.2.1 and the following equivalence
Z0 ∈ L∞inv ⇔ U0 satisfies (C.16)⇔ U0 satisfies (C.18) (Remark C.1.5). (C.30)
The proof of (C.30) is done in Annexe C.8.4.2.
From now, we will focus on the proof of Theorem C.2.3.
C.2.2 Linearization
The linearized system of (NL-Z) around (0, 0) is
∂tZ −DJ∆Z = AJZ +HJ1ω in (0, T )× Ω,
∂Z
∂ν = 0 on (0, T )× ∂Ω,
Z(0, .) = Z0 in Ω,
(L-Z)
where
AJ = (aik)1≤i,k≤n, aik =
{
∂kgi(0, . . . , 0) if 1 ≤ i ≤ m+ 1,
0 if m+ 2 ≤ i ≤ n. (C.31)
By Hypothesis C.1.6, (C.24) and (C.27), we have
am+1,m 6= 0. (C.32)
Roughly speaking, we summarize the expected controllability properties in the follo-
wing diagram :
h1
controls−−−−−→ z1, h2 controls−−−−−→ z2, . . . , hm−1 controls−−−−−→ zm−1,
hm
controls−−−−−→ zm controls−−−−−−→
am+1mzm
zm+1
controls−−−−−→
∆zm+1
zm+2
controls−−−−−→
∆zm+2
. . .
controls−−−−−→
∆zn−1
zn.
C.3 Linear null-controllability under constraints in L2
The main result of this section, stated in the following theorem, is the null-controllability
in L2inv for the linear system (L-Z) (see Annexe C.2.2).
Theorem C.3.1. The system (L-Z) is null-controllable in L2inv. More precisely, there
exists C > 0 such that for every T > 0 and Z0 ∈ L2inv, there exists a control HJ ∈
L2(QT )
m verifying∥∥HJ∥∥
L2(QT )m
≤ CT ‖Z0‖L2(Ω)n , where CT = CeC/T , (C.33)
and such that the solution Z ∈WnT of (L-Z) satisfies Z(T, .) = 0.
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The goal of the next two subsections is to prove Theorem C.3.1. The proof is ba-
sed on the Lebeau-Robbiano’s method, introduced for the first time to prove the null-
controllability of the heat equation (see [LR95]). First, it consists in establishing a null-
controllability result in finite dimensional subspaces of L2inv with a precise estimate of
the cost of the control (see Proposition C.3.2). This first step is based on two main re-
sults : the spectral inequality for eigenfunctions of the Neumann-Laplace operator (see
Lemma C.3.4) and precise observability estimates of linear finite dimensional systems
associated to the adjoint system of (L-Z) (see Lemma C.3.5). Secondly, we conclude by
a time-splitting procedure : the control HJ is built as a sequence of active controls and
passive controls. The passive mode allows to take advantage of the natural parabolic
exponential decay of the L2 norm of the solution. This decay enables to compensate the
cost of the control which steers the low frequencies to 0 (see Annexe C.3.2).
We must be careful with the dependence on the constants appearing in the estimates
with respect to T (when T is small). That is why, from now and until the end of the
article, we assume that
T ∈ (0, 1). (C.34)
Unless otherwise specified, we denote by C various positive constants varying from line
to line.
C.3.1 A null-controllability result for the low frequencies
The unbounded operator on L2(Ω) : (−∆, H2Ne(Ω)), where H2Ne(Ω) is defined in
(C.98) (see Annexe C.8.1.2 below) is self-adjoint and has compact resolvent. Thus,
we introduce the orthonormal basis (ek)k≥0 of L2(Ω) of eigenfunctions associated to
the increasing sequence of eigenvalues (λk)k≥0 of the Laplacian operator, i.e., we have
−∆ek = λkek and (ek, el)L2(Ω) = δk,l. For λ > 0, we define the finite dimensional space
Eλ =
{ ∑
λk≤λ
ckek ; ck ∈ Rn
}
⊂ L2(Ω)n and the orthogonal projection ΠEλ onto Eλ in
L2(Ω)n.
The goal of this section is to prove the following null-controllability result in a finite
dimensional subspace of L2inv.
Proposition C.3.2. There exist C > 0, p1 ∈ N such that for every τ ∈ (0, T ), λ > 0,
Z0 ∈ Eλ ∩ L2inv, there exists a control function HJ ∈ L2(Qτ ) verifying∥∥HJ∥∥2
L2(Qτ )m
≤ C
τp1
eC
√
λ ‖Z0‖2L2(Ω)n , (C.35)
such that the solution Z of
∂tZ −DJ∆Z = AJZ +HJ1ω in (0, τ)× Ω,
∂Z
∂ν = 0 on (0, τ)× ∂Ω,
Z(0, .) = Z0 ∈ Eλ in Ω,
(C.36)
satisfies Z(τ, .) = 0.
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From Proposition C.3.2, for every τ, λ > 0 and Z0 ∈ Eλ ∩ L2inv, we introduce the
notation :
Hλ(Z0, 0, τ) := H
J , (C.37)
such that the solution Z of (C.36) satisfies Z(τ, .) = 0 and HJ is the minimal-norm ele-
ment of L2(Qτ )m satisfying the estimate (C.35). In other words, HJ is the projection of
0 in the nonempty closed convex set of controls satisfying (C.35) and driving the solution
Z of (C.36) in time τ to 0.
By the Hilbert Uniqueness Method (see [Cor07a, Theorem 2.44]), in order to prove
Proposition C.3.2, we need to prove an observability inequality for the solution of the
adjoint system of (C.36).
Proposition C.3.3. There exist C > 0, p1 ∈ N such that for every τ ∈ (0, T ), λ > 0
and ϕτ ∈ Eλ ∩ L2inv, the solution ϕ of
−∂tϕ−DtrJ ∆ϕ = AtrJ ϕ in (0, τ)× Ω,
∂ϕ
∂ν = 0 on (0, τ)× ∂Ω,
ϕ(τ, .) = ϕτ in Ω,
(C.38)
satisfies
‖ϕ(0, .)‖2L2(Ω)n ≤
C
τp1
eC
√
λ
m∑
i=1
∫ τ
0
∫
ω
|ϕi(t, x)|2 dxdt. (C.39)
Proof. The proof is inspired by [LZ17, Section 3].
Let τ, λ > 0 and ϕτ ∈ Eλ ∩ L2inv. We have :
ϕτ (x) =
∑
λk≤λ
ϕτkek(x),
with ϕτk ∈ Fk where F0 := Rm+1×{0}n−m−1 because ϕτ ∈ L2inv and Fk := Rn for k ≥ 1.
Then, the solution ϕ of (C.38) is
∀(t, x) ∈ (0, τ)× Ω, ϕ(t, x) =
∑
λk≤λ
ϕk(t)ek(x), (C.40)
where ϕk is the unique solution of the ordinary differential system{ −ϕ′k + λkDtrJ ϕk = AtrJ ϕk, in (0, τ),
ϕk(τ) = ϕ
τ
k.
(C.41)
We recall the spectral inequality for eigenfunctions of the Neumann-Laplace operator.
Lemma C.3.4. [JL99, Theorem 14.6]
There exists C > 0 such that for every sequence (ak)k≥0 ⊂ CN and for every λ > 0, we
have :
∑
λk≤λ
|ak|2 =
∫
Ω
∣∣∣∣∣∣
∑
λk≤λ
akek(x)
∣∣∣∣∣∣
2
dx ≤ CeC
√
λ
∫
ω
∣∣∣∣∣∣
∑
λk≤λ
akek(x)
∣∣∣∣∣∣
2
dx. (C.42)
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By using (C.42) for ak = ϕk,i(t) with 1 ≤ i ≤ m and by summing on 1 ≤ i ≤ m, we
obtain that there exists C > 0 such that
∑
λk≤λ
m∑
i=1
|ϕk,i(t)|2 ≤ CeC
√
λ
m∑
i=1
∫
ω
∣∣∣∣∣∣
∑
λk≤λ
ϕk,i(t)ek(x)
∣∣∣∣∣∣
2
dx. (C.43)
By integrating with respect to the time variable between 0 and τ the inequality (C.43),
we obtain∫ τ
0
∑
λk≤λ
m∑
i=1
|ϕk,i(t)|2dt ≤ CeC
√
λ
m∑
i=1
∫ τ
0
∫
ω
∣∣∣∣∣∣
∑
λk≤λ
ϕk,i(t)ek(x)
∣∣∣∣∣∣
2
dxdt. (C.44)
Moreover, we have the following lemma whose proof is postponed in Annexe C.8.5
(see also [Sei88]).
Lemma C.3.5. There exist C > 0, (p1, p2) ∈ N2 such that for every τ ∈ (0, 1), k ∈ N,
ϕτk ∈ Fk, the solution ϕk of (C.41) satisfies
‖ϕk(0)‖2 ≤ C
(
1 +
1
τp1
+ λp2k
) m∑
i=1
∫ τ
0
|ϕk,i(t)|2dt. (C.45)
By using (C.44), (C.45), we deduce that
∑
λk≤λ
‖ϕk(0)‖2 ≤
∑
λk≤λ
C
τp1
(1 + λp2k )
m∑
i=1
∫ τ
0
|ϕk,i(t)|2dt (C.46)
≤ C
τp1
eC
√
λ
m∑
i=1
∫ τ
0
∫
ω
∣∣∣∣∣∣
∑
λk≤λ
ϕk,i(t)ek(x)
∣∣∣∣∣∣
2
dxdt.
By using (C.40), we deduce (C.39) from (C.46).
C.3.2 The Lebeau-Robbiano’s method
The goal of this section is to prove Theorem C.3.1.
Proof. The proof is inspired by [LRL12, Section 6.2] (see also [LR95, Fin de la preuve
du Théorème 1]). The constants C,C ′ will increase from line to line.
We split the interval [0, T ] = ∪k∈N[ak, ak+1] with a0 = 0, ak+1 = ak + 2Tk and
Tk = κT/2
k for k ∈ N and the constant κ is chosen such that 2
+∞∑
k=0
Tk = T . We also
define µk = M22k for M > 0 sufficiently large which will be defined later and for k ∈ N.
Then, we define the control HJ in the following way :
— if t ∈ (ak, ak + Tk), HJ = Hµk(ΠEµkZ(ak, .), ak, Tk) (see the notation (C.37)) and
Z(t, .) = S(t− ak)Z(ak, .) +
∫ t
ak
S(t− s)HJ(s, .)ds,
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— if t ∈ (ak + Tk, ak+1), HJ = 0 and Z(t, .) = S(t− ak − Tk)Z(ak + Tk, .),
where S(t) denotes the semigroup of the parabolic system : S(t) = et(DJ∆+AJ ). In parti-
cular, by (C.96) and (C.11), ‖S(t)‖L(L2(Ω)n) ≤ C.
By (C.35), the choice of HJ during the interval time [ak, ak + Tk] implies
‖Z(ak + Tk, .)‖2L2(Ω)n ≤ (C + C(κ2−kT )−p1eC
√
M2k) ‖Z(ak, .)‖2L2(Ω)n (C.47)
≤ C
T p1
eC
√
M2k ‖Z(ak, .)‖2L2(Ω)n .
During the passive period of the control, t ∈ [ak + Tk, ak+1], the solution exponentially
decreases :
‖Z(ak+1, .)‖2L2(Ω)n ≤ C ′e−C
′M22kTk ‖Z(ak + Tk, .)‖2L2(Ω)n . (C.48)
Thus, by using 22kTk = κ2kT , (C.47) and (C.48), we have
‖Z(ak+1, .)‖2L2(Ω)n ≤
C
T p1
eC
√
M2k−C′M2kT ‖Z(ak, .)‖2L2(Ω)n ,
and consequently,
‖Z(ak+1, .)‖2L2(Ω)n ≤
(
C
T p1
)k+1
e
∑k
j=0(C
√
M2j−C′MT2j) ‖Z0‖2L2(Ω)n (C.49)
≤ eC/T+(C
√
M−C′MT )2k+1 ‖Z0‖2L2(Ω)n .
By taking M such that C
√
M − C ′MT < 0, for instance M ≥ 2(C/C ′T )2, we conclude
by (C.49) that we have limk→+∞ ‖Z(ak, .)‖ = 0, i.e., Z(T, .) = 0 because t 7→ Z(t, .) ∈
C([0, T ];L2(Ω)n) because HJ ∈ L2(QT )m (see Proposition C.8.2 and (C.11)) as we will
show now.
We have
∥∥HJ∥∥2
L2(QT )m
=
∑+∞
k=0
∥∥HJ∥∥2
L2((ak,ak+Tk)×Ω)m . Then, by using the estimate
(C.35) of the control on each time interval (ak, ak+Tk) and the estimate (C.49), we get :∥∥HJ∥∥2
L2(QT )m
(C.50)
≤
CT−p10 eC√M +∑
k≥1
CT−p1k e
C
√
M2keC/T+(C
√
M−C′MT )2k
 ‖Z0‖2L2(Ω)n
≤
CT−p1eC√M +∑
k≥1
C(2kT−1)p1eC/T e(2C
√
M−C′MT )2k
 ‖Z0‖2L2(Ω)n .
By taking M such that 2C
√
M − C ′MT < 0, for instance M = 8(C/C ′T )2 ⇒ C√M −
C ′MT/2 = −C ′′/T with C ′′ > 0, we deduce from (C.50) that HJ ∈ L2(QT )m and∥∥HJ∥∥2
L2(QT )m
≤ CeC/T
∫ +∞
0
(σ
T
)p1
e−C
′′ σ
T dσ ‖Z0‖2L2(Ω)n ≤ CeC/T ‖Z0‖2L2(Ω)n ,
which concludes the proof of Theorem C.3.1.
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C.4 The source term method in L2
We use the source term method, introduced by Yuning Liu, Takéo Takahashi and
Marius Tucsnak in [LTT13, Proposition 2.3] to deduce a local null-controllability result
for a nonlinear system from the null-controllability result for only one linear system (and
an estimate of the cost of the control) (see also [BM17]).
By Theorem C.3.1, we have an estimate for the control cost in L2, then we fix M > 0
such that CT ≤MeM/T . Let q ∈ (1,
√
2) and p > q2/(2− q2). We define the weights
ρ0(t) := M
−p exp
(
− Mp
(q − 1)(T − t)
)
, (C.51)
ρS(t) = M−1−p exp
(
− (1 + p)q
2M
(q − 1)(T − t)
)
. (C.52)
Remark C.4.1. The assumption p > q2/(2− q2)⇔ 2p > (1 + p)q2 implies
ρ20/ρS ∈ C([0, T ]), (C.53)
which will be useful for the estimate of the polynomial nonlinearity (see Annexe C.6).
Let r ∈ {2,+∞}. For S ∈ Lr((0, T );Lrinv), HJ ∈ Lr((0, T );Lr(Ω)m), Z0 ∈ Lrinv, we
introduce the following system :
∂tZ −DJ∆Z = AJZ + S +HJ1ω in (0, T )× Ω,
∂Z
∂ν = 0 on (0, T )× ∂Ω,
Z(0, .) = Z0 in Ω.
(L+S-Z)
Then, we define associated spaces for the source term, the state and the control
Sr :=
{
S ∈ Lr((0, T );Lrinv) ;
S
ρS
∈ Lr((0, T );Lrinv)
}
, (C.54)
Zr :=
{
Z ∈ Lr((0, T );Lrinv) ;
Z
ρ0
∈ Lr((0, T );Lrinv)
}
, (C.55)
Hr :=
{
HJ ∈ Lr((0, T );Lr(Ω)m) ; H
J
ρ0
∈ Lr((0, T );Lr(Ω)m)
}
. (C.56)
Remark C.4.2. From the behaviors near t = T of ρS and ρ0, we deduce that each
element of Sr, Zr, Hr vanishes at t = T .
From the abstract result : [LTT13, Proposition 2.3], we deduce the null-controllability
for (L+S-Z) in L2inv.
Proposition C.4.3. For every S ∈ S2 and Z0 ∈ L2inv, there exists HJ ∈ H2, such
that the solution Z of (L+S-Z) satisfies Z ∈ Z2. Furthermore, there exists C > 0, not
depending on S and Z0, such that
‖Z/ρ0‖C([0,T ];L2(Ω)n) +
∥∥HJ∥∥H2 ≤ CT (‖Z0‖L2(Ω)n + ‖S‖S2) , (C.57)
where CT = CeC/T . In particular, since ρ0 is a continuous function satisfying ρ0(T ) = 0,
the above relation (C.57) yields Z(T, .) = 0.
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For the sake of completeness, the proof of Proposition C.4.3 is in Annexe C.8.6 (see
Proposition C.8.11 applied with r = 2).
Now, we will deduce an observability estimate for the adjoint system :
−∂tϕ−DtrJ ∆ϕ = AtrJ ϕ in (0, T )× Ω,
∂ϕ
∂ν = 0 on (0, T )× ∂Ω,
ϕ(T, .) = ϕT in Ω.
(C.58)
We have the following result which is an adaptation of [LTT13, Corollary 2.6] or [IT07,
Theorem 4.1] (see Annexe C.8.7 for a complete proof).
Corollary C.4.4. There exists C > 0 such that for every ϕT ∈ L2inv, the solution of
(C.58) satisfies :
‖ϕ(0, .)‖2L2(Ω)n +
∫ T
0
∫
Ω
|ρS(t)ϕ(t, x)|2 ≤ CT
(
m∑
i=1
∫ T
0
∫
ω
|ρ0(t)ϕi(t, x)|2
)
, (C.59)
where CT = CeC/T .
In the next section, we take advantage of the strong observability estimate (C.59) to
get more regularity in Lp-sense for the control HJ .
C.5 Construction of L∞-controls and the source term me-
thod in L∞
C.5.1 The Penalized Hilbert Uniqueness Method to build L∞-controls
The goal of this section is to prove a null-controllability result in L∞ with an estimate
of the cost of the control.
Theorem C.5.1. There exists C > 0 such that for every T > 0, Z0 ∈ L2inv, there exists
a control HJ ∈ L∞(QT )m verifying∥∥HJ∥∥
L∞(QT )m
≤ CT ‖Z0‖L2(Ω)n , where CT = CeC/T . (C.60)
and such that the solution Z of (L-Z) (see Annexe C.2.2) satisfies Z(T, .) = 0.
From now and until the end of the section, we will denote by CT various positive
constants which can change from line to line and such that CT ≤ CeC/T .
In the next four parts, we perform the usual Penalized Hilbert Uniqueness Method,
introduced for the first time by Viorel Barbu in [Bar00]. The idea is the following one :
it is a well-known fact that the optimal control HJ ∈ L2((0, T )×Ω)m, i.e., the minimal-
norm element in L2, which steers the solution Z of (L-Z) to 0 in time T can be expressed
as a function of a solution of the adjoint system (C.58) (see [Cor07a, Section 1.4] for
more details in the context of linear finite dimensional controlled systems). By using the
strong observability inequality (C.59), we will use this link by considering a penalized
problem in H2 ⊂ L2((0, T ) × Ω)m : the behavior at time t = T of the weight ρ0 will be
the key point to produce more regular controls in Lp-sense.
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C.5.1.1 The beginning of the Penalized Hilbert Uniqueness Method
Let us fix Z0 ∈ L2inv.
We define Pε : H2 → R+, by, for every HJ ∈ H2,
Pε(H
J) :=
1
2
∫ ∫
(0,T )×ω
ρ−20 (t)|HJ(t, x)|2dxdt+
1
2ε
‖Z(T, .)‖2L2(Ω)n , (C.61)
where Z is the solution to the Cauchy problem (L-Z) (see Annexe C.2.2) associated to
the control HJ .
The functional Pε is a C1, coercive, strictly convex functional on the Hilbert space
H2, then Pε has a unique minimum HJ,ε ∈ H2. Let Zε be the solution to the Cauchy
problem (L-Z) with control HJ,ε and initial data Z0.
The Euler-Lagrange equation gives
∀HJ ∈ H2,
∫ ∫
(0,T )×ω
ρ−20 H
J,ε.HJdxdt+
1
ε
∫
Ω
Zε(T, x).Z(T, x)dx = 0, (C.62)
where Z is the solution to the Cauchy problem (L-Z) associated to the control HJ and
initial data Z0 = 0.
We introduce ϕε the solution to the adjoint problem (C.58) with final condition
ϕε(T, .) = −1εZε(T, .). A duality argument between Z and ϕε gives
− 1
ε
∫
Ω
Z(T, x).Zε(T, x)dx =
∫
Ω
Z(T, x).ϕε(T, x)dx =
∫ ∫
(0,T )×ω
HJ .ϕε. (C.63)
Then, we deduce from (C.62) and (C.63) that
∀HJ ∈ H2,
∫ ∫
(0,T )×ω
ρ−20 H
J,ε.HJ =
∫ ∫
(0,T )×ω
ϕε.HJ .
Consequently, we have
∀i ∈ {1, . . . ,m}, hεi = ρ20ϕεi1ω. (C.64)
Another duality argument applied between Zε and ϕε together with (C.64) gives
−1
ε
∫
Ω
|Zε(T, x)|2dx =
∫
Ω
Zε(T, x).ϕε(T, x)dx
=
∫
Ω
Z0(x).ϕ
ε(0, x)dx+
∫ ∫
(0,T )×ω
HJ,ε.ϕε,
which yields
− 1
ε
‖Zε(T, .)‖2L2(Ω)n =
∫
Ω
Z0(x).ϕ
ε(0, x)dx+
m∑
i=1
∫ ∫
(0,T )×ω
|ρ0ϕεi |2. (C.65)
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By Young’s inequality and the observability estimate (C.59) applied to ϕε, for δ > 0, we
have : ∣∣∣∣∫
Ω
Z0(x).ϕ
ε(0, x)dx
∣∣∣∣ (C.66)
≤ δ ‖ϕε(0, .)‖2L2(Ω)n + Cδ ‖Z0‖2L2(Ω)n
≤ δCT
(
m∑
i=1
∫ ∫
(0,T )×ω
|ρ0(t)ϕεi (t, x)|2dxdt
)
+ Cδ ‖Z0‖2L2(Ω)n .
Then, by using (C.64), (C.65), (C.66) and by taking δ sufficiently small, we get
1
ε
‖Zε(T, .)‖2L2(Ω)n +
1
2
∥∥ρ−10 HJ,ε∥∥2L2((0,T )×ω)n ≤ CT ‖Z0‖2L2(Ω)n . (C.67)
Remark C.5.2. The estimate (C.67) yields Proposition C.4.3 for S = 0 by letting
ε→ 0. We remark that we have only used the term ‖ϕ(0, .)‖2L2(Ω)n in the left hand side
of (C.59). The second term in the left hand side of (C.59) enables to get more regularity
(in Lp-sense) for the control HJ (see Annexe C.5.1.2 below).
C.5.1.2 Bootstrap method
In the next two parts, we will use the key identity between the control HJ,ε and the
solution of the adjoint system ϕε, i.e, (C.64) in order to deduce Lp-regularity for HJ,ε
from Lp-regularity for ϕε. This kind of
regularity will come from the application of successive Lp-parabolic regularity theorems
stated in Proposition C.8.4 to a modification of ϕε called ψε,r (see a precise definition
in (C.72) below) which is bounded from below by ρ20ϕ. The beginning of this bootstrap
argument is the strong observability inequality (C.59). Finally, we will pass to the limit
(ε→ 0) in 1ε ‖Zε(T, .)‖2L2(Ω)n ≤ CT ‖Z0‖2L2(Ω)n coming from (C.67) and
∥∥HJ,ε∥∥
L∞(QT )
≤
CT ‖Z0‖L2(Ω)n coming from (C.81) (see below).
By using Remark C.4.1, we introduce the positive real number
γ := 2p− (1 + p)q2 > 0. (C.68)
Let us define a sequence of increasing positive real numbers (γr)r∈N such that lim
r→+∞ γr =
γ, where γ is defined in (C.68).
We introduce for every r ∈ N,
ρS,r(t) := M−1−p exp
(
−
(
(1 + p)q2 + γr
)
M
(q − 1)(T − t)
)
. (C.69)
Then, we have from (C.51), for every r ∈ N,
ρ20 ≤ CTρS,r. (C.70)
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We remark that we have for every r ∈ N,
|ρ′S,r+1(t)| ≤ CT,rρS,r(t). (C.71)
We define for every r ∈ N,
ψε,r(t, x) := ρS,r(t)ϕε(t, x). (C.72)
From (C.58), (C.69) and (C.72), we have for every r ∈ N∗,
−∂tψε,r −DtrJ ∆ψε,r = AtrJ ψε,r − ρ′S,r(t)ϕε in (0, T )× Ω,
∂ψε,r
∂ν = 0 on (0, T )× ∂Ω,
ψε,r(T, .) = 0 in Ω.
(C.73)
By using (C.71), we remark that
| − ρ′S,r(t)ϕε| ≤ CT |ψε,r−1|. (C.74)
Let (pr)r∈N be the following sequence defined by induction
p0 = 2, (C.75)
pr+1 :=

(N+2)pr
N+2−2pr if pr <
N+2
2 ,
2pr if pr =
N+2
2 ,
+∞ if pr > N+22 .
(C.76)
There exists l ∈ N∗ such that
∀r ≥ l, pr = +∞. (C.77)
We show, by induction, that for every 0 ≤ r ≤ l, we have
ψε,r ∈ Lpr(QT )n and ‖ψε,r‖Lpr (QT )n ≤ CT ‖Z0‖L2(Ω)n . (C.78)
The case r = 0 can be deduced from the fact that γ0 > 0 and the observability
estimate (C.59) (p0 = 2 by (C.75)).
Let r ∈ N∗. We assume that
ψε,r−1 ∈ Lpr−1(QT )n and
∥∥ψε,r−1∥∥
Lpr−1 (QT )n
≤ CT ‖Z0‖L2(Ω)n . (C.79)
Then, from (C.73), (C.74), (C.79) and from the maximal regularity theorem : Proposi-
tion C.8.4 applied with pr−1 ∈ (1,+∞), we get
ψε,r ∈ Xnpr−1 and ‖ψε,r‖Xrpr−1 ≤ CT ‖Z0‖L2(Ω)n . (C.80)
Moreover, by the Sobolev embedding : Proposition C.8.5 and (C.76), we have
ψε,r ∈ Lpr(QT )n and ‖ψε,r‖Lpr (QT )n ≤ CT ‖Z0‖L2(Ω)n .
This concludes the induction.
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C.5.1.3 The end of the Penalized Hilbert Uniqueness Method
Now, by applying consecutively (C.77) (pl = +∞), (C.64), (C.70) and (C.78), we
have for every i ∈ {1, . . . ,m},
‖hεi‖L∞(QT ) ≤ CT ‖Z0‖L2(Ω)n . (C.81)
Therefore, from (C.81), (HJ,ε)ε is uniformly bounded in L∞(QT )m, then up to a subse-
quence, we can assume that there exists HJ ∈ L∞(QT )m such that
HJ,ε ⇀
ε→0
∗ HJ in L∞(QT )m, (C.82)∥∥HJ∥∥
L∞(QT )m
≤ CT ‖Z0‖L2(Ω)n . (C.83)
From (C.81), Proposition C.8.2 applied to (L-Z) satisfied by Zε, we obtain
‖Zε‖WnT ≤ CT ‖Z0‖L2(Ω)n . (C.84)
So, from (C.84), up to a subsequence, we can suppose that there exists Z ∈ WnT such
that
Zε ⇀
ε→0
Z in L2(0, T ;H1(Ω)n), ∂tZ
ε ⇀
ε→0
∂tZ in L
2(0, T ; (H1(Ω))′n), (C.85)
and from (C.11),
Zε(0, .) ⇀
ε→0
Z(0, .) in L2(Ω)n, Zε(T, .) ⇀
ε→0
Z(T, .) in L2(Ω)n. (C.86)
Then, as we have Zε(0, .) = Z0, Zε(T, .)→ 0 from (C.67) and by uniqueness of the limit,
we deduce that
Z(0, .) = Z0, and Z(T, .) = 0. (C.87)
By letting ε → 0, we have from (C.85), (C.82) and (C.87) that Z is a solution to (L-Z)
satisfying Z(T, .) = 0 which conludes the proof of Theorem C.5.1 by using (C.83).
C.5.2 The come back to the source term method in L∞
The goal of this section is to apply the source term method in L∞ thanks to the
null-controllability result in L∞ : Theorem C.5.1.
To simplify the notations, we assume that the control cost in L∞ of Theorem C.5.1
satisfies : CT ≤MeM/T where M is already defined at the beginning of Annexe C.4.
From Proposition C.8.11 with r = +∞ proved in Annexe C.8.6, we deduce the follo-
wing null-controllability result for (L+S-Z) (see Annexe C.4) in L∞.
Proposition C.5.3. For every S ∈ S∞ and Z0 ∈ L∞inv, there exists HJ ∈ H∞, such
that the solution Z of (L+S-Z) satisfies Z ∈ Z∞. Furthermore, there exists C > 0, not
depending on S and Z0, such that
‖Z/ρ0‖L∞([0,T ];L∞(Ω)n) +
∥∥HJ∥∥H∞ ≤ C (‖Z0‖L∞(Ω)n + ‖S‖S∞) . (C.88)
In particular, since ρ0 is a continuous function satisfying ρ0(T ) = 0, the above relation
(C.88) yields Z(T, .) = 0.
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C.6 The inverse mapping theorem in appropriate spaces
The goal of this section is to prove Theorem C.2.3. The proof is based on Proposi-
tion C.5.3 and an inverse mapping theorem in suitable spaces. It uses similar arguments
to those employed, for instance, in [FI96].
Proof. Let us introduce the following space (see the definitions (C.54), (C.55) and (C.56)) :
E := {(Z,HJ) ∈ Z∞ ×H∞; ∂tZ −DJ∆Z −AJZ −HJ1ω ∈ S∞}. (C.89)
We endow E with the following norm : for every (Z,HJ) ∈ E,∥∥(Z,HJ)∥∥
E
= ‖Z(0, .)‖L∞ + ‖Z‖Z∞ +
∥∥HJ∥∥
H∞
+
∥∥∂tZ −DJ∆Z −AJZ −HJ1ω∥∥S∞ . (C.90)
Then, (E, ‖.‖E) is a Banach space.
For every Z ∈ Z∞, we introduce the following polynomial nonlinearity of degree more
than 2 :
Q(Z) := G(Z)−AJZ, (C.91)
where G is defined in (C.26). By denoting γ := max
(
n∑
i=1
αi,
n∑
i=1
βi
)
, we remark that for
every Z ∈ Z∞, Q(Z) =
γ∑
i=2
Qi(Z) where for every 2 ≤ i ≤ γ, Qi(Z) is a polynomial term
with respect to Z = (z1, . . . , zn) of degree i. By using (C.53), we deduce that Q(Z) ∈ S∞
and for every 2 ≤ i ≤ γ,
‖Qi(Z)‖S∞ =
∥∥∥∥Qi(Z)ρS
∥∥∥∥
L∞(QT )n
=
∥∥∥∥ρi−20 ρ20ρS Qi(Z)ρi0
∥∥∥∥
L∞(QT )n
≤ C ‖Z‖iZ∞ . (C.92)
We introduce the following mapping :
A : E −→ F := S∞ × L∞inv
(Z,H) 7−→ (∂tZ −DJ∆Z −AJZ −HJ1ω −Q(Z), Z(0, .)). (C.93)
By using (C.89), the fact that for (Z,HJ) ∈ E and Q(Z) ∈ S∞ by (C.92), we see that A
is well-defined. Moreover, A ∈ C1(E;F ). Indeed, all the terms in (C.93) are linear and
continuous (thus C∞) thanks to (C.90) except the term Q(Z). And, for (Z,HJ) ∈ E,
Q(Z) is a polynomial function with respect to Z which is C∞ thanks to (C.92).
Moreover, the differential of A at the point (0, 0) in the direction (Z,HJ) is
DA(0, 0).(Z,HJ) = (∂tZ −DJ∆Z −AJZ −HJ1ω, Z(0, .)), (C.94)
which is onto by using Proposition C.5.3. Then, by using the inverse mapping theorem
(see [CGMR15, Theorem 2]), we deduce that there exists r > 0, such that for every
(S,Z0) ∈ F satisfying ‖(S,Z0)‖F ≤ r, there exists (Z,HJ) ∈ E such that A(Z,HJ) =
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(S,Z0). By taking S = 0 and Z0 ∈ L∞inv such that ‖Z0‖L∞(Ω)n ≤ r, we get the existence
of (Z,HJ) ∈ Z∞ ×H∞ such that
∂tZ −DJ∆Z = AJZ +Q(Z)︸ ︷︷ ︸
G(Z) by (C.91)
+HJ1ω in (0, T )× Ω,
∂Z
∂ν = 0 on (0, T )× ∂Ω,
(Z(0, .), Z(T, .)) = (Z0, 0) in Ω.
This concludes the proof of Theorem C.2.3.
C.7 Comments
C.7.1 More general semilinearities
In this paper, we have only considered particular semilinearities of the form (C.6).
But the main result of the article, i.e., Theorem C.1.7 holds true with more general
polynomial semilinearities satisfying
∃R ∈ R[X1, . . . , Xn], ∀1 ≤ i ≤ n, ∃ai ∈ R∗, fi = aiR,
where R[X1, . . . , Xn] denotes the space of multivariate polynomials with coefficients in
R. In this case, (u∗i )1≤i≤n is a constant nonnegative stationary state if
(u∗i )1≤i≤n ∈ [0,+∞)n and R(u∗1, . . . , u∗n) = 0.
C.7.2 Degenerate cases
In this part, we assume that Hypothesis C.1.6 is not satisfied. Then, the usual stra-
tegy is to perform the return method, introduced by Jean-Michel Coron in [Cor92] (see
also [Cor07a, Chapter 6]). This method consists in finding a reference trajectory (U,HJ)
verifying U(0, .) = U(T, .) = U∗ of (NL-U) (see Annexe C.1.2) such that the linea-
rized system of (NL-U) around (U,HJ) is null-controllable (see [CGR10] for the first
application of this method in the context of the null-controllability of reaction-diffusion
systems).
Example C.7.1. We come back to Application C.1.11 with J = {1, 2, 3}. In this case,
(C.20) is not satisfied if and only if (u∗1, u
∗
3, u
∗
4) = (0, 0, 0). More precisely, the linearized
system around
(
(0, u∗2, 0, 0), (0, 0, 0)
)
is not null-controllable because the fourth equation
is decoupled from the others :
∂tu4 − d4∆u4 = −u∗2u4.
By using the return method, the author proves the local null-controllability around
(0, u∗2, 0, 0) of (NL-U) (see [LB19, Section 4.1.1.2]).
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C.8 Appendix
C.8.1 Toolbox for linear parabolic systems
C.8.1.1 Well-posedness results
Definition C.8.1. Let k ∈ N∗, D ∈Mk(R) a diagonalizable matrix such that Sp(D) ⊂
(0,+∞), A ∈Mk(R), U0 ∈ L2(Ω)k, S ∈ L2(QT )k. A function U ∈W kT is a solution to
∂tU −D∆U = AU + S in (0, T )× Ω,
∂U
∂ν = 0 on (0, T )× ∂Ω,
U(0, .) = U0 in Ω,
(C.95)
if for every V ∈ L2(0, T ;H1(Ω)k,∫ T
0
(∂tU, V )(H1(Ω)k)′,H1(Ω)k) +
∫
QT
D∇U.∇V =
∫
QT
(AU + S).V,
and
U(0, .) = U0 in L
2(Ω)k.
The following well-posedness result in L2 holds for linear parabolic equations.
Proposition C.8.2. With the same notations as in Definition C.8.1, the Cauchy problem
(C.95) admits a unique solution U ∈ W kT . Moreover, there exists C > 0 independent of
U0 and S such that
‖U‖WkT ≤ C
(
‖U0‖L2(Ω)k + ‖S‖L2(QT )k
)
. (C.96)
We also have the following L∞-estimate for (C.95).
Proposition C.8.3. With the same notations as in Definition C.8.1, the unique solution
U of (C.95) satisfies
‖U‖L∞(QT )k ≤ C
(
‖U0‖L∞(Ω)k + ‖S‖L∞(QT )k
)
. (C.97)
with a constant C > 0 independent of U0 and S.
The proofs of Proposition C.8.2 and Proposition C.8.3 can be found in [LB19, Pro-
position 2.3].
C.8.1.2 Maximal regularity theorems and Sobolev embeddings
In this part, we recall a maximal regularity theorem in Lp (1 < p < +∞) for parabolic
systems and an embedding result for Sobolev spaces.
We introduce the following spaces : for every r ∈ [1,+∞],
W 2,rNe(Ω) :=
{
u ∈W 2,r(Ω) ; ∂u
∂ν
= 0
}
, (C.98)
Xr := L
r(0, T ;W 2,rNe(Ω)) ∩W 1,r(0, T ;Lr(Ω)).
We have the following maximal regularity theorem.
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Proposition C.8.4. [DHP07, Theorem 2.1]
Let 1 < r < +∞, k ∈ N∗, D ∈ Mk(R) such that Sp(D) ⊂ (0,+∞), A ∈ Mk(R) and
S ∈ Lr(QT )k. The solution U of (C.95) satisfies
‖U‖Xkr ≤ C ‖S‖Lr(QT )k ,
with C independent of S.
We have the following embedding result for Sobolev spaces.
Proposition C.8.5. [WYW06, Theorem 1.4.1]
Let r ∈ [1,+∞[, we have
Xr →֒

L
(N+2)r
N+2−2r (QT ) if r <
N+2
2 ,
L2r(QT ) if r =
N+2
2 ,
L∞(QT ) if r > N+22 .
C.8.2 Stationary states
We only have considered nonnegative stationary constant solutions of (C.3). It is not
restrictive because of the following proposition.
Proposition C.8.6. Let (ui)1≤i≤n ∈ C2(Ω)n be a nonnegative solution of
∀1 ≤ i ≤ n,
{ −di∆ui = fi(U) in Ω,
∂ui
∂ν = 0 on ∂Ω,
(C.99)
where fi(U) (1 ≤ i ≤ n) is defined in (C.6). Then, for every 1 ≤ i ≤ n, ui is constant.
The proof relies on an entropy inequality :
∑n
i=1 log(ui)fi(U) ≤ 0.
Proof. Let ε > 0 be a small parameter. For every 1 ≤ i ≤ n, we introduce
ui,ε = ui + ε, wi,ε = ui,ε(log ui,ε − 1) + 1 ≥ 0.
We have
∀1 ≤ i ≤ n, ∇wi,ε = log(ui,ε)∇ui,ε, ∆wi,ε = log(ui,ε)∆ui,ε + |∇ui,ε|
2
ui,ε
. (C.100)
Then, from (C.99) and (C.100), we have
∀1 ≤ i ≤ n,
{
−di∆wi,ε + di |∇ui,ε|
2
ui,ε
= log(ui,ε)fi(U) in Ω,
∂wi,ε
∂n = 0 on ∂Ω.
(C.101)
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We sum the n equations of (C.101), we integrate on Ω and we use the increasing of the
function log :∫
Ω
n∑
i=1
di
|∇ui,ε|2
ui,ε
(C.102)
= −
(∫
Ω
{
log
(
n∏
i=1
uαii,ε
)
− log
(
n∏
i=1
uβii,ε
)}{
n∏
i=1
uαii −
n∏
i=1
uβii
})
= −
(∫
Ω
{
log
(
n∏
i=1
uαii,ε
)
− log
(
n∏
i=1
uβii,ε
)}{
n∏
i=1
uαii,ε −
n∏
i=1
uβii,ε +O(ε)
})
≤
∫
Ω
∣∣∣∣∣log
(
n∏
i=1
uαii,ε
)
− log
(
n∏
i=1
uβii,ε
)∣∣∣∣∣O(ε) ≤
(
n∑
i=1
(αi + βi)
)
| log(ε)|O(ε) →
ε→0
0.
Moreover,
∀1 ≤ i ≤ n,
∫
Ω
di
|∇uεi |2
uεi
=
∫
Ω
4di|∇
√
uεi |2. (C.103)
Consequently, from (C.102), (C.103), we get that
∀1 ≤ i ≤ n,
∫
Ω
4di|∇√ui|2 = 0.
Therefore, for every 1 ≤ i ≤ n, ui is constant.
Our proof of Theorem C.1.7 does not treat the case of stationary states which can
change of sign, contrary to the proof of [LB19, Theorem 3.2] (see [LB19, Section 6.2]).
C.8.3 Proof of the existence of invariant quantities in the system
The goal of this section is to prove Proposition C.1.3.
Proof. We introduce the notation R :=
n∏
k=1
uαkk −
n∏
k=1
uβkk .
Let i ∈ {m + 1, . . . , n}. By using the fact that ui ∈ WT and from [FC05, Lemma
3], we obtain that the mapping t 7→ ∫Ω ui(t, x)dx is absolutely continuous and for a.e.
0 ≤ t ≤ T ,
d
dt
∫
Ω
ui(t, x)dx = (∂tui(t, .), 1)(H1(Ω))′,H1(Ω) . (C.104)
Then, by using that ((ui)1≤i≤n, (hi)1≤i≤m) is a trajectory of (NL-U) and by taking w =
(0, . . . , 0, 1︸︷︷︸
i
, 0, . . . , 0)tr in (C.12), we find that for a.e. 0 ≤ t ≤ T ,
(∂tui(t, .), w)(H1(Ω))′,H1(Ω) = di(∇ui(t, .),∇w)L2(Ω),L2(Ω) +
∫
Ω
(βi − αi)R (C.105)
=
∫
Ω
(βi − αi)R.
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Then, by using (C.104) and (C.105), we get for a.e. 0 ≤ t ≤ T ,
d
dt
∫
Ω
ui(t, .)
βi − αi =
∫
Ω
R. (C.106)
Now, let m+1 ≤ k 6= l ≤ n. By (C.106) for i = k and (C.106) for i = l , we deduce that
for a.e. 0 ≤ t ≤ T ,
d
dt
∫
Ω
(
uk(t, .)
βk − αk −
ul(t, .)
βl − αl
)
= 0. (C.107)
Therefore, from (C.107), we have for every t ∈ [0, T ],
1
|Ω|
∫
Ω
(
uk(t, x)
βk − αk −
ul(t, x)
βl − αl
)
dx =
u∗k
βk − αk −
u∗l
βl − αl .
If we assume that d := dk = dl, then the equation satisfied by v := (βl − αl)uk −
(βk − αk)ul is 
∂tv − d∆v = 0 in (0, T )× Ω,
∂v
∂ν = 0 on (0, T )× ∂Ω,
v(T, .) = (βl − αl)u∗k − (βk − αk)u∗l in Ω.
(C.108)
The backward uniqueness of the heat equation (see for instance [BT73, Théorème II.1])
applied to (C.108) leads to
∀t ∈ [0, T ], (βl − αl)uk(t, .)− (βk − αk)ul(t, .) = (βl − αl)u∗k − (βk − αk)u∗l .
This yields (C.15).
C.8.4 Proofs concerning the change of variables
C.8.4.1 Proof of the equivalence of the two systems
In this section, we prove Proposition C.2.1. It is based on the following algebraic
lemma.
Lemma C.8.7. Let s be an integer such that s ≥ 2. Let (a1, . . . , as) ∈ Cs be such that
ai 6= aj for i 6= j. Then, we have
s∑
i=1
s∏
j=1
j 6=i
1
ai − aj = 0. (C.109)
Proof. Let C(X) be the field of fractional functions with coefficients in C and F ∈ C(X)
be defined by
F (X) :=
s−1∑
i=1
s−1∏
j=1
j 6=i
1
ai − aj
 1ai −X
+ s−1∏
j=1
1
X − aj . (C.110)
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The partial fractional decomposition of F is the following one :
F (X) =
s−1∑
i=1
bi
X − ai , where bi ∈ C.
For 1 ≤ i ≤ s − 1, we compute each bi by multiplying (C.110) by (X − ai) and by
evaluating X = ai :
bi = −
s−1∏
j=1
j 6=i
1
ai − aj +
s−1∏
j=1
j 6=i
1
ai − aj = 0.
We deduce that F = 0. By remarking that
F (as) =
s∑
i=1
s∏
j=1
j 6=i
1
ai − aj = 0,
we conclude the proof of (C.109)
The following result is an easy consequence of Lemma C.8.7.
Corollary C.8.8. For every m+ 2 ≤ k ≤ n, we have
k∑
l=m+1
Pkl(βl − αl) = 0. (C.111)
Proof. By (C.25), we have by taking s = k − m and ai = di+m for 1 ≤ i ≤ k − m in
Lemma C.8.7
k∑
l=m+1
Pkl(βl − αl) =
k−m∑
i=1
Pk,i+m(βi+m − αi+m) =
k−m∑
i=1
i−m∏
j=1
j 6=i
1
di+m − dj+m = 0.
This ends the proof of Corollary C.8.8.
Now, we turn to the proof of Proposition C.2.1.
Proof. We introduce the following notation : R :=
n∏
k=1
uαkk −
n∏
k=1
uβkk .
We assume that (U,HJ) is a trajectory of (NL-U). The equations 1 ≤ i ≤ m + 1 of
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(NL-Z) are clearly satisfied. Let m+ 2 ≤ i ≤ n. We have :
∂tzi − di∆zi = ∂t
 i∑
j=m+1
Pij(uj − u∗j )
− di∆
 i∑
j=m+1
Pij(uj − u∗j )

=
i∑
j=m+1
Pij(∂tuj − dj∆uj + (dj − di)∆uj)
=
i∑
j=m+1
Pij((βj − αj)R) + Pij (dj − di)︸ ︷︷ ︸
0 if j=i
∆uj
 (C.112)
= R
i∑
j=m+1
Pij(βj − αj)︸ ︷︷ ︸
0 by Corollary C.8.8
+
i−1∑
j=m+1
Pij(dj − di)︸ ︷︷ ︸
Pi−1,j by (C.25)
∆uj
= ∆zi−1.
This ends the proof of “⇒”.
We assume that (Z,HJ) satisfies (NL-Z). Then, the equations
∂tui − di∆ui = (βi − αi)R, (C.113)
are clearly satisfied for 1 ≤ i ≤ m + 1. We prove (C.113) by strong induction on i ∈
{m+ 2, . . . , n}. By using (C.112) for i = m+ 2 and (C.113) for i = m+ 1, we obtain
m+2∑
j=m+1
Pm+2,j(∂tuj − dj∆uj) = 0
⇔ Pm+2,m+2(∂tum+2 − dm+2∆um+2) = −RPm+2,m+1(βm+1 − αm+1).
This leads to (C.113) for i = m+2 by using Pm+2,m+1/Pm+2,m+2 = −(βm+2−αm+2)/(βm+1−
αm+1) by (C.25). For i > m+2, by induction, we have Pii(∂tui−di∆ui)+
i−1∑
j=m+1
Pij(βj−
αj)R = 0 by (C.112). Then, from Corollary C.8.8, we have
i−1∑
j=m+1
Pij(βj − αj) =
−Pii(βi − αi). This yields (C.113) and ends the proof of “⇐”.
This concludes the proof of Proposition C.2.1.
C.8.4.2 Proof of the equivalence concerning the mass condition
In this section, we prove the equivalence (C.30) which leads to the equivalence between
Theorem C.2.3 and Theorem C.1.7.
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Proof. Assume that Z0 ∈ L∞inv. Then, we have
∀m+ 2 ≤ i ≤ n,
∫
Ω
i∑
k=m+1
Pik(uk,0(x)− u∗k)dx = 0. (C.114)
We prove (C.18) by strong induction on k ≥ m + 2. The case k = m + 2 comes from
(C.114) for i = m+ 2 and Pm+2,m+1/Pm+2,m+2 = −(βm+2 − αm+2)/(βm+1 − αm+1) by
(C.25). For i > m+ 2 in (C.114), by induction, we have∫
Ω
{
Pii(ui,0(x)− u∗i ) +
i−1∑
k=m+1
Pik
(βk − αk)(um+1,0(x)− u∗m+1)
βm+1 − αm+1
}
dx = 0.
Then, from Corollary C.8.8, we have
i−1∑
k=m+1
Pik(βk − αk) = −Pii(βi − αi). This yields
(C.18) for k = i.
Assume (C.18) holds. From Corollary C.8.8, we have that for every m+ 2 ≤ i ≤ n,∫
Ω
i∑
k=m+1
Pik(uk,0(.)− u∗k) =
∫
Ω
i∑
k=m+1
Pik
βk − αk
βm+1 − αm+1 (um+1,0(.)− u
∗
m+1) = 0.
This ends the proof of (C.30).
C.8.5 Proof of an observability estimate for linear finite dimensional
systems
The goal of this section is to give a self-contained proof of Lemma C.3.5. By the
Hilbert Uniqueness Method (see [Cor07a, Theorem 2.44]), it suffices to show the following
null-controllability result for finite dimensional systems.
Proposition C.8.9. There exist C > 0, p1, p2 ∈ N such that for every τ ∈ (0, 1), λ ≥ λ1
with λ1 the first positive eigenvalue of (−∆, H2Ne(Ω)), y0 ∈ Rn, there exists a control
h ∈ L2(0, τ ;Rm) verifying
‖h‖2L2(0,T ;Rm) ≤ C
(
1 +
1
τp1
+ λp2
)
‖y0‖2Rn (C.115)
such that the solution y ∈ L2(0, τ ;Rn) of{
y′ = Ay +Bh, in (0, τ),
y(0) = y0 in Rn,
(C.116)
where A = −λDJ + AJ (see (C.28), (C.31) and (C.32)) and B =
(
Im
(0)
)
∈ Mn,m(R),
satisfies y(τ) = 0.
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Remark C.8.10. We do not treat the case λ0 = 0 with initial data y0 ∈ Rm+1 ×
{0}n−m−1 because it is a simple adaptation of the following proof.
Proof. Let τ ∈ (0, 1), λ ≥ λ1, y0 ∈ Rn.
Step 1 : Construction of the control h by a Brunovsky approach. We start
by defining y to be the free solution of the system (C.116) (take h = 0). We have
y(t) = etAy0 = e
t(−λDJ+AJ )y0. We easily have that for any l ≥ 0,∥∥∥y(l)∥∥∥
L2(0,τ ;Rn)
≤ C(1 + λl−1/2) ‖y0‖Rn . (C.117)
We choose a cut-off function η ∈ C∞([0, τ ];R) such that η = 1 on [0, τ/3] and η = 0
on [2τ/3, τ ] verifying :
∀p ∈ N, ∀t ∈ [0, τ ], |η(p)(t)| ≤ Cp
τp
. (C.118)
We start by choosing for every i ∈ {1, . . . ,m− 1, n},
yi(t) := η(t)yi(t). (C.119)
Then, by using the cascade form of (C.116), we define by reverse induction on i ∈
{n− 1, n− 2, . . . ,m+ 1},
yi(t) := − 1
λ
(
y′i+1(t) + λdi+1yi+1(t)
)
. (C.120)
Then, ym is defined by the equation number (m+ 1) by
ym(t) :=
1
am+1,m
y′m+1(t) + λdm+1ym+1(t)− n∑
s=1
s 6=m
am+1,sys(t)
 . (C.121)
Finally, we set for the control
h := y′ −Ay. (C.122)
By (C.121) and (C.122), h is of the form h = (h1, . . . , hm, 0, . . . , 0).
Step 2 : Properties of the solution y and estimate of the control h. First,
we remark that,
∀1 ≤ i ≤ n,
{
yi = yi, in [0, τ/3],
yi = 0, in [2τ/3, τ ].
(C.123)
Indeed, the property (C.123) is clear for i ∈ {1, . . . ,m−1, n} by definition (C.119). Then,
we prove (C.123) by reverse induction on m ≤ i ≤ n by using (C.120), (C.121) and the
definition of y, for instance, for t ∈ [0, τ/3] :
yn−1(t) = − 1
λ
(
y′n(t) + λdnyn(t)
)
= − 1
λ
(
yn
′(t) + λdnyn(t)
)
= yn−1(t).
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Now, we have by (C.119), (C.118) and (C.117) that for every i ∈ {1, . . . ,m− 1},
1∑
l=0
∥∥∥y(l)i ∥∥∥
L2(0,τ ;Rn)
≤ C
(
1 +
1
τ1/2
+ λ1/2
)
‖y0‖Rn . (C.124)
Then, we easily prove by reverse induction on m ≤ i ≤ n by using (C.117), (C.118),
(C.119), (C.120), (C.121) and (C.124)
i+1−m∑
l=0
∥∥∥y(l)i ∥∥∥
L2(0,τ ;Rn)
≤ C
(
1 +
1
τn−m+1/2
+ λn−m+1/2
)
‖y0‖L2(0,τ ;Rn) .
Hence, the control h and the state y satisfy (C.115), (C.116) with p1 = p2 = 2(n −
m+ 1/2) and y(τ) = 0.
C.8.6 Source term method in Lr for r ∈ {2,+∞}
We use the same notations as in the beginning of Annexe C.4. The goal of this section
is to prove Proposition C.4.3 and Proposition C.5.3. We have the following result.
Proposition C.8.11. For every S ∈ Sr and Z0 ∈ Lrinv, there exists HJ ∈ Hr, such
that the solution Z of (L+S-Z) satisfies Z ∈ Zr. Furthermore, there exists C > 0, not
depending on S and Z0, such that
‖Z/ρ0‖L∞([0,T ];Lr(Ω)n) +
∥∥HJ∥∥Hr ≤ CT (‖Z0‖Lr(Ω)n + ‖S‖Sr) , (C.125)
where CT = CeC/T .
The proof is inspired by [BM17, Proposition 2.6] and [LTT13, Proposition 2.3].
Proof. For k ≥ 0, we define Tk := T (1 − q−k) where q ∈ (1,
√
2). On the one hand, let
a0 := Z0 and, for k ≥ 0, we define ak+1 := ZS(T−k+1, .) where ZS is the solution to
∂tZS −DJ∆ZS = AJZS + S in (Tk, Tk+1)× Ω,
∂ZS
∂ν = 0 on (Tk, Tk+1)× ∂Ω,
ZS(T
+
k , .) = 0 in Ω.
From Proposition C.8.2 and Proposition C.8.3, using the estimates (C.96) and (C.11) for
r = 2 or (C.97) and (C.11) for r = +∞, we have
‖ak+1‖Lr(Ω)n ≤ ‖ZS‖L∞([Tk,Tk+1];Lr(Ω)n) ≤ C ‖S‖Lr((Tk,Tk+1);Lr(Ω)n) . (C.126)
On the other hand, for k ≥ 0, we also consider the control systems
∂tZH −DJ∆ZH = AJZH +HJ1ω in (Tk, Tk+1)× Ω,
∂ZH
∂ν = 0 on (Tk, Tk+1)× ∂Ω,
ZH(T
+
k , .) = ak in Ω.
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Using Theorem C.3.1 for r = 2 or Theorem C.5.1 for r = +∞, we can define HJk ∈
Lr((Tk, Tk+1) × Ω)m such that ZH(T−k+1, .) = 0 and, thanks to the cost estimate (C.33)
for r = 2 or (C.60) for r = +∞ (recalling that CT ≤MeM/T ),∥∥HJk ∥∥Lr((Tk,Tk+1)×Ω)m ≤Me MTk+1−Tk ‖ak‖L2(Ω)n . (C.127)
In particular, for k = 0, we have∥∥HJ0 ∥∥Lr((T0,T1)×Ω)m ≤Me qMT (q−1) ‖Z0‖L2(Ω)n .
And, since ρ0 is decreasing∥∥HJ0 /ρ0∥∥Lr((T0,T1)×Ω)m ≤ ρ−10 (T1)Me qMT (q−1) ‖Z0‖L2(Ω)n . (C.128)
For k ≥ 0, since ρS is decreasing, combining (C.126) and (C.127) yields∥∥HJk+1∥∥Lr((Tk+1,Tk+2)×Ω)m ≤ CMe MTk+2−Tk+1 ρS(Tk) ‖S/ρS‖Lr((Tk,Tk+1)×Ω)n . (C.129)
In particular, by using Me
M
Tk+2−Tk+1 ρS(Tk) = ρ0(Tk+2) (see (C.51) and (C.52)), we have∥∥HJk+1∥∥Lr((Tk+1,Tk+2)×Ω)m ≤ Cρ0(Tk+2) ‖S/ρS‖Lr((Tk,Tk+1)×Ω)n . (C.130)
Then, from (C.130), by using the fact that ρ0 is decreasing,∥∥HJk+1/ρ0∥∥Lr((Tk+1,Tk+2)×Ω)m ≤ C ‖S/ρS‖Lr((Tk,Tk+1)×Ω)n . (C.131)
As in the original proof, we can paste the controls HJk for k ≥ 0 together by defining
HJ :=
∑
k≥0
HJk 1(Tk,Tk+1).
We have the estimate from (C.128) and (C.131)∥∥HJ∥∥Hr ≤ C ‖S‖Sr + Cρ−10 (T1)Me qMT (q−1) ‖Z0‖L2(Ω)n .
The state Z can also be reconstructed by concatenation of ZS + ZH , which are continuous
at each junction Tk thanks to the construction. Then, we estimate the state. We use the
energy estimate (C.96) for r = 2 or (C.97) for r = +∞ on each time interval (Tk, Tk+1) :
‖ZS‖L∞(Tk,Tk+1;Lr(Ω)n) ≤ C ‖S‖Lr((Tk,Tk+1)×Ω)n ,
and
‖ZH‖L∞(Tk,Tk+1;Lr(Ω)n) ≤ C
(
‖ak‖Lr(Ω)n +
∥∥HJk ∥∥Lr((Tk,Tk+1)×Ω)m) .
Proceeding similarly as for the estimate on the control, we obtain respectively
‖ZS/ρ0‖L∞(Tk,Tk+1;Lr(Ω)n) ≤ CM−1 ‖S‖Sr ,
and
‖ZH/ρ0‖L∞(Tk,Tk+1;Lr(Ω)n) ≤ CM−1 ‖S‖Sr + Cρ−10 (T1)Me
qM
T (q−1) ‖Z0‖L∞(Ω)n .
Therefore, for an appropriate choice of constant C > 0, Z and HJ satisfy (C.125). This
concludes the proof of Proposition C.8.11.
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C.8.7 Proof of a strong observability inequality
We take the same notations as in the beginning of Annexe C.4. The goal of this
section is to prove Corollary C.4.4.
Proof. We define F1 : (Z0, S) ∈ L2inv × S2 7→ Z(T, .) ∈ L2inv, where Z is the solution of
(L+S-Z) with HJ = 0 and F2 : HJ ∈ H2 7→ Z(T, .) ∈ L2inv is the solution of (L+S-Z)
with (Z0, S) = (0, 0). It is easy to see that the null-controllability of (L+S-Z) is equivalent
to Range(F1) ⊂ Range(F2).
From [Cor07a, Lemma 2.48], we have that Range(F1) ⊂ Range(F2) is equivalent to
the observability inequality
∃CT > 0, ∀ϕT ∈ L2inv, ‖F∗1 (ϕT )‖L2inv×S2 ≤ CT ‖F
∗
2 (ϕT )‖H2 . (C.132)
Consequently, by using the null-controllability result for (L+S-Z) : Proposition C.4.3,
we have that (C.132) holds true. Moreover, the constant CT in (C.132) can be chosen
such that CT ≤ CeC/T by using the cost estimate (C.57) (see the proof of [Cor07a,
Theorem 2.44] for more details between the constant of cost estimate and the constant
of observability inequality).
Duality arguments between Z, the solution of (L+S-Z), and ϕ, the solution of (C.58),
lead to : ∫
Ω
F1(Z0, S)(x).ϕT (x)dx =
∫
Ω
Z0(x).ϕ(0, x)dx+
∫ ∫
(0,T )×Ω
S.ϕ,
((Z0, S),F∗1 (ϕT ))L2(Ω)n×S2 =
∫
Ω
Z0(x).ϕ(0, x)dx+
∫ ∫
(0,T )×Ω
S.ϕρ2Sρ
−2
S ,
∫
Ω
F2(HJ)(x).ϕT (x)dx =
∫ ∫
(0,T )×ω
HJ .ϕ,
(HJ ,F∗2 (ϕT ))H2 =
m∑
i=1
∫ ∫
(0,T )×Ω
hi.ϕiρ
2
01ωρ
−2
0 .
Consequently, by identification, we find
F∗1 (ϕT ) = (ϕ(0, .), ϕρ2S) ∈ L2(Ω)n × S2, F∗2 (ϕT ) = (ϕiρ201ω)1≤i≤m ∈ H2. (C.133)
Finally, by putting (C.133) in (C.132), we exactly obtain (C.59) with CT = CeC/T . This
ends the proof of Corollary C.4.4.
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Annexe D
Null-controllability of two species
reaction-diffusion system with
nonlinear coupling : a new duality
method
Abstract : We consider a 2×2 nonlinear reaction-diffusion system posed on a smooth
bounded domain Ω of RN (N ≥ 1). The control input is in the source term of only
one equation. It is localized in some arbitrary nonempty open subset ω of the domain
Ω. First, we prove a global null-controllability result in arbitrary time T > 0 when the
coupling term in the second equation is an odd power. As the linearized system around
zero is not null-controllable, the usual strategy consists in using the return method,
introduced by Jean-Michel Coron, or the method of power series expansions. In this
paper, we give a direct nonlinear proof, which relies on a new duality method that we
call Reflexive Uniqueness Method. It is a variation in reflexive Banach spaces of the well-
known Hilbert Uniqueness Method, introduced by Jacques-Louis Lions. It is based on
Carleman estimates in Lp (2 ≤ p < ∞) obtained from the usual Carleman inequality
in L2 and parabolic regularity arguments. This strategy enables us to find a control of
the heat equation, which is an odd power of a regular function. Another advantage of
the method is to produce small controls for small initial data. Secondly, thanks to the
return method, we also prove a local null-controllability result for more general nonlinear
reaction-diffusion systems, where the coupling term in the second equation behaves as
an odd power at zero.
D.1 Introduction
Let T > 0, N ∈ N∗, Ω be a bounded, connected, open subset of RN of class C2, and
let ω be a nonempty open subset of Ω.
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We consider a 2× 2 nonlinear reaction-diffusion system with one internal control :
∂tu−∆u = f1(u, v) + h1ω in (0, T )× Ω,
∂tv −∆v = f2(u, v) in (0, T )× Ω,
u, v = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (u0, v0) in Ω,
(NL)
with f1, f2 ∈ C∞(R2;R) satisfying f1(0, 0) = f2(0, 0) = 0. Here, (u, v)(t, .) : Ω → R2 is
the state to be controlled, h = h(t, .) : Ω→ R is the control input supported in ω.
We are interested in the null-controllability of (NL) : for any initial data (u0, v0),
does there exist a control h such that the solution (u, v) of (NL) verifies (u, v)(T, .) =
(0, 0) ?
D.1.1 Context
The problem of null-controllability of the heat equation was solved independently by
Gilles Lebeau, Luc Robbiano in 1995 (see [LR95] or the survey [LRL12]) and Andrei
Fursikov, Oleg Imanuvilov in 1996 (see [FI96]) with Carleman estimates.
Theorem D.1.1. [AKBGBdT11, Corollary 2]
For every u0 ∈ L2(Ω), there exists h ∈ L2((0, T )× Ω) such that the solution u of
∂tu−∆u = h1ω in (0, T )× Ω,
u = 0 on (0, T )× ∂Ω,
u(0, .) = u0 in Ω,
satisfies u(T, .) = 0.
Then, null-controllability of linear and nonlinear coupled parabolic systems has been
a challenging issue. For example, in [AKBDGB09a], Farid Ammar-Khodja, Assia Benab-
dallah, Cédric Dupaix and Manuel Gonzalez-Burgos identified sharp conditions for the
control of systems of the form
∂tU −D∆U = AU +BH1ω in (0, T )× Ω,
U = 0 on (0, T )× ∂Ω,
U(0, .) = U0 in Ω.
(D.1)
where U(t, .) : Ω → Rn is the state, H = H(t, .) : Ω → Rm is the control, D :=
diag(d1, . . . , dn) with di ∈ (0,+∞) is the diffusion matrix, A ∈ Mn(R) (matrix with n
lines and n columns with entries in R) is the coupling matrix and B ∈Mn,m(R) (matrix
with n lines and m columns with entries in R) represents the distribution of controls.
In general, the rank of B is less than n (roughly speaking, there are less controls than
equations), so that the controllability of the full system depends strongly on the (linear)
coupling present in the system. We can see the survey [AKBGBdT11] for other results
(and open problems) on the controllability of linear coupled parabolic problems. The
introduction of the article [LB19] provides an overview of the results on the controllability
of linear and nonlinear coupled parabolic problems.
Roughly speaking, the null-controllability of (NL) can be reformulated as follows :
how can the component v be controlled thanks to the nonlinear coupling f2(u, v) ?
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D.1.2 Linearization
We introduce the following notation which will be used throughout the paper,
∀τ > 0, Qτ := (0, τ)× Ω.
The usual strategy consists in proving a local null-controllability result for (NL) from
a (global) null-controllability result for the linearized system of (NL) around
((u, v), h) = ((0, 0), 0). The linearized system (L) is
∂tu−∆u = ∂f1∂u (0, 0)u+ ∂f1∂v (0, 0)v + h1ω in (0, T )× Ω,
∂tv −∆v = ∂f2∂u (0, 0)u+ ∂f2∂v (0, 0)v in (0, T )× Ω,
u, v = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (u0, v0) in Ω.
(L)
Definition D.1.2. System (L) is said to be null-controllable if
for every (u0, v0) ∈ L2(Ω)2, there exists h ∈ L2(QT ) such that the solution (u, v) of (L)
satisfies (u, v)(T, .) = (0, 0).
Proposition D.1.3. [AKBGBdT11, Theorem 7.1]
The following statements are equivalent.
1. System (L) is null-controllable.
2. ∂f2∂u (0, 0) 6= 0.
Indeed, if ∂f2∂u (0, 0) = 0, then the equation on v is decoupled from the first equation
of (L). Consequently, for any initial data (u0, v0) ∈ L2(Ω)2 such that v0 6= 0, we have
v(T, .) 6= 0 by the backward uniqueness of the heat equation (see [BT73]). The proof of
(2)⇒ (1) is a byproduct of Proposition D.1.7.
Roughly speaking, u can be driven to 0 thanks to the control h and v can be driven
to 0 thanks to the coupling term ∂f2∂u (0, 0)u. We have the following diagram
h
controls
 u
controls
 v.
Definition D.1.4. [Null-controllability]
1. System (NL) is locally null-controllable if
there exists δ > 0 such that for every (u0, v0) ∈ L∞(Ω)2
verifying ‖(u0, v0)‖L∞(Ω)2 ≤ δ, there exists h ∈ L2(QT ) such that (NL) has a
(unique) solution (u, v) ∈ L∞(QT )2 that satisfies (u, v)(T, .) = (0, 0).
2. System (NL) is globally null-controllable if
for every (u0, v0) ∈ L∞(Ω)2, there exists h ∈ L2(QT ) such that (NL) has a (unique)
solution (u, v) ∈ L∞(QT )2 that satisfies (u, v)(T, .) = (0, 0).
Now, we mention the linear test for (NL) which is a corollary of Proposition D.1.3.
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Proposition D.1.5. [CGR10, Proof of Theorem 1]
Let us suppose that ∂f2∂u (0, 0) 6= 0. Then, (NL) is locally null-controllable.
Remark D.1.6. This result is well-known but it is difficult to find in the literature (see
[AKBD06, Theorem 6] with a restriction on the dimension 1 ≤ N < 6 and other function
spaces or one can adapt the arguments given in [CGR10] to get Proposition D.1.5 for
any N ∈ N∗). For other results in this direction, see [WZ06], [LCM+16], [GBPG06] and
[CSG15].
The natural question is : what can we say about (NL) if the linearized system
around ((0, 0), 0) is not null-controllable i.e. when ∂f2∂u (0, 0) = 0 ?
Another strategy to get local null-controllability for (NL) consists in linearizing
around a non trivial trajectory (u, v, h) ∈ C∞(QT )3 of the nonlinear system (NL)
which goes from 0 to 0. This procedure is called the return method and was introduced
by Jean-Michel Coron in [Cor92] (see [Cor07a, Chapter 6]). The linearized system is the
following one :

∂tu−∆u = ∂f1∂u (u, v)u+ ∂f1∂v (u, v)v + h1ω in (0, T )× Ω,
∂tv −∆v = ∂f2∂u (u, v)u+ ∂f2∂v (u, v)v in (0, T )× Ω,
u, v = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (u0, v0) in Ω.
(L-Traj)
First, let us recall the generalization of Proposition D.1.3 when the coupling coefficients
are not constant. Historically, the proof is due to Luz de Teresa in [dT00].
Proposition D.1.7. [AKBGBdT11, Theorem 7.1] or [GBPG06, Introduction]
We assume that there exist t1 < t2 ∈ (0, T ), a nonempty open subset ω0 ⊂ ω and ε > 0
such that
∣∣∣∂f2∂u (u(t, x), v(t, x))∣∣∣ ≥ ε for every (t, x) ∈ (t1, t2)× ω0. Then, system (L-Traj)
is null-controllable (in the sense of Definition D.1.2).
Then, the linear test gives the following result.
Proposition D.1.8. [CGR10, Proof of Theorem 1]
We assume that there exist t1 < t2 ∈ (0, T ), a nonempty open subset ω0 ⊂ ω and ε > 0
such that
∣∣∣∂f2∂u (u, v)∣∣∣ ≥ ε on (t1, t2)× ω0. Then, system (NL) is locally null-controllable.
Proposition D.1.8 is used in [CGR10] with f2(u1, u2) = u31 + Ru2, where R ∈ R,
[CGMR15], [CG17] and [LB19].
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D.1.3 The “power system”
A model-system for the question of null-controllability when the linearized system
around ((0, 0), 0) is not null-controllable is the following one :
∂tu−∆u = h1ω in (0, T )× Ω,
∂tv −∆v = un in (0, T )× Ω,
u, v = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (u0, v0) in Ω,
(Power)
where n ≥ 2 is an integer.
Proposition D.1.9. If n is an even integer, then (Power) is not locally null-controllable.
Indeed, by using un ≥ 0 and the maximum principle, for any solution of (Power)
associated to an initial condition (u0, v0) with v0 ≥ 0 and v0 6= 0,
v(T, .) ≥ v˜(T, .) ≥ 0 and v˜(T, .) 6= 0,
where v˜ is the solution of the heat equation
∂tv˜ −∆v˜ = 0 in (0, T )× Ω,
v˜ = 0 on (0, T )× ∂Ω,
v˜(0, .) = v0 in Ω.
The following result is due to Jean-Michel Coron, Sergio Guerrero and Lionel Rosier.
The proof is based on the return method (see [CGR10]).
Proposition D.1.10. [CGR10, Theorem 1]
If n = 3, then (Power) is locally null-controllable.
Remark D.1.11. The difficult point of the proof of Proposition D.1.10 is the construc-
tion of the nontrivial trajectory (see [CGR10, Section 2]). The method can be generalized
to n = 2k + 1 for k ∈ N∗ but with longer computations. The same problem appears in
[Zha18, Section 4.2].
Remark D.1.12. An homogeneity argument shows that for the system (Power) the
local null-controllability implies the global null-controllability (take uε = εu, vε = εnv,
hε = εh). However, this strategy does not provide estimate on the control. This kind of
argument is used in [CG17]. In this paper, we propose a different direct method for the
global null-controllability, that provides estimates.
D.1.4 A direct approach
From now on, k ∈ N∗ is fixed.
The first goal of this paper is to give a direct proof (i.e. without return method) of
the global null-controllability of the system
∂tu−∆u = h1ω in (0, T )× Ω,
∂tv −∆v = u2k+1 in (0, T )× Ω,
u, v = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (u0, v0) in Ω.
(Odd)
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Our proof is based on a new duality method, called Reflexive Uniqueness Method.
The first step will consist in proving a Carleman estimate in L2k+2 for the heat equa-
tion (see Annexe D.4.1 and particularly Theorem D.4.4). The second step will consist in
considering a penalized problem in L
2k+2
2k+1 (see Annexe D.4.2), a generalization of the Pe-
nalized Hilbert Uniqueness Method, introduced by Jacques-Louis Lions (see [Lio88]
and also [Zua07, Section 2] for an introduction to the Hilbert Uniqueness Method and
some generalizations). This procedure enables us to find a control of the heat equation
which is an odd power of a regular function.
The second goal of this paper is to prove a local null-controllability result for more
general systems than (Odd) thanks to the return method (introduced in Annexe D.1).
D.2 Main results
D.2.1 Definitions and usual properties
We introduce the functional space
WT := L
2(0, T ;H10 (Ω)) ∩H1(0, T ;H−1(Ω)). (D.2)
We have the embedding (see [Eva10, Section 5.9.2, Theorem 3])
WT →֒ C([0, T ];L2(Ω)). (D.3)
We define the notion of solution of linear parabolic systems.
Definition D.2.1. Let l ∈ N∗, y0 ∈ L2(Ω)l, g ∈ L2(QT )l. We say that y ∈ W lT is a
solution of the Cauchy problem
∂ty −∆y = g in (0, T )× Ω,
y = 0 on (0, T )× ∂Ω,
y(0, .) = y0 in Ω,
(D.4)
if y satisfies the variational formulation
∀w ∈ L2(0, T ;H10 (Ω)l),
∫ T
0
(∂ty, w)(H−1(Ω)l),H10 (Ω)l) +
∫
QT
∇y.∇w =
∫
QT
g.w, (D.5)
and
y(0, .) = y0 in L
2(Ω)l. (D.6)
We have this well-posedness result for (D.4).
Proposition D.2.2. Let l ∈ N∗, y0 ∈ L2(Ω)l, g ∈ L2(QT )l. The Cauchy problem (D.4)
admits a unique solution y ∈W lT . Moreover, there exists C > 0 independent of y0 and g
such that
‖y‖W lT ≤ C
(
‖y0‖L2(Ω)l + ‖g‖L2(QT )l
)
. (D.7)
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If y0 ∈ Lp(Ω)l and g ∈ Lp(QT )l with p ∈ [1,+∞] in addition, then y ∈ Lp(QT )l and
there exists C > 0 independent of y0 and g such that
‖y‖Lp(QT )l ≤ C
(
‖y0‖Lp(Ω)l + ‖g‖Lp(QT )l
)
. (D.8)
Proof. First, the well-posedness in W lT (i.e. (D.5), (D.6) and (D.7)) is based on Galer-
kin approximations and energy estimates. One can easily adapt the arguments given in
[Eva10, Section 7.1.2].
Secondly, the Lp-estimate (i.e. (D.8) for p < +∞) is based on the application of (D.5)
with a cut-off of w = |y|p−2y.
Finally, the L∞-estimate (i.e. (D.8) for p = +∞) is based on Stampacchia’s method
(see the proof of [LSU68, Chapter 3, Paragraph 7, Theorem 7.1]).
We introduce the notion of solution associated to a control for (NL).
Definition D.2.3. Let (u0, v0) ∈ L∞(Ω)2, h ∈ L2(QT ).
Let (u, v) ∈ (WT ∩L∞(QT ))2. We say that (u, v) is a solution of (NL) if (u, v) satisfies
∀(w1, w2) ∈ L2(0, T ;H10 (Ω))2,∫ T
0
(∂tu,w1)(H−1(Ω),H10 (Ω)) +
∫
QT
∇u.∇w1 =
∫
QT
(f1(u, v) + h1ω)w1, (D.9)∫ T
0
(∂tv, w2)(H−1(Ω),H10 (Ω)) +
∫
QT
∇v.∇w2 =
∫
QT
f2(u, v)w2, (D.10)
and
(u, v)(0, .) = (u0, v0) in L
∞(Ω)2. (D.11)
Let (u, v) ∈ (WT ∩L∞(QT ))2 and (u˜, v˜) ∈ (WT ∩L∞(QT ))2 be two solutions of (NL).
Then, (u, v) = (u˜, v˜).
The following uniqueness result for the solutions of (NL) justifies the definitions of lo-
cal null-controllability and global null-controllability (already introduced in Annexe D.1,
see Definition D.1.4).
Proposition D.2.4. Let (u0, v0) ∈ L∞(Ω)2, h ∈ L2(QT ). Let (u, v) ∈ (WT ∩L∞(QT ))2
and (u˜, v˜) ∈ (WT ∩ L∞(QT ))2 be two solutions of (NL) in the sense of Definition D.2.3.
Then, (u, v) = (u˜, v˜).
Proof. The nonlinearities f1 and f2 are in C∞(R2,R), thus they are locally Lipschitz on
R
2. This provides the uniqueness of the solution of (NL) in L∞(QT ) (associated to an
initial data (u0, v0) ∈ L∞(Ω)2 and a control h ∈ L2(QT )) by a Gronwall argument (see
Annexe D.7.1).
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D.2.2 Main results
Our first main result is the following one.
Theorem D.2.5. The system (Odd) is globally null-controllable (in the sense of Defini-
tion D.1.4).
More precisely, there exists (Cp)p∈[2,+∞) ∈ (0,∞)[2,+∞) such that for every initial
data (u0, v0) ∈ L∞(Ω)2, there exists a control h ∈
⋂
p∈[2,+∞)
Lp(QT ) satisfying
∀p ∈ [2,+∞), ‖h‖Lp(QT ) ≤ Cp
(
‖u0‖L∞(Ω) + ‖v0‖1/(2k+1)L∞(Ω)
)
, (D.12)
and the solution (u, v) of (Odd) verifies
(u, v)(T, .) = (0, 0).
Remark D.2.6. We give some natural extensions of this result in Annexe D.6.
Remark D.2.7. If we assume that
Ω ∈ C2,α, (D.13)
with 0 < α < 1, then Theorem D.2.5 remains true with a control h ∈ L∞(QT ) and the
estimate (D.12) holds true with p = +∞ (see Remark D.3.9 and Remark D.4.12).
Our second main result is a local controllability result for more general reaction-
diffusion systems than (Odd).
Theorem D.2.8. Let (g1, g2) ∈ C∞(R;R)2 be such that
g1(0) = g
′
1(0) = · · · = g(2k)1 (0) = 0 and g(2k+1)1 (0) 6= 0,
g2(0) 6= 0.
Let f1 ∈ C∞(R2;R), f2 ∈ C∞(R2;R) be such that
∀v ∈ R, f1(0, v) = 0, (D.14)
∀(u, v) ∈ R2, f2(u, v) := g1(u)g2(v). (D.15)
Then, the system (NL) is locally null-controllable (in the sense of Definition D.1.4).
Application D.2.9. By taking f1(u, v) = −u2k+1 = −f2(u, v), Theorem D.2.8 shows
the local null-controllability of a model for the non reversible chemical reaction (according
to the law of mass action and the Fick’s law)
(2k + 1)U ⇀ V,
where u and v denote respectively the concentrations of the component U and V .
However, we cannot deduce from Theorem D.2.8 a local null-controllability result
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(which is true for k = 1 thanks to [CGR10, Theorem 1]) of a model for the reversible
chemical reaction
(2k + 1)U ⇋ V,
which corresponds to f1(u, v) = −u2k+1 + v = −f2(u, v).
By taking f1(u, v) = (k2 − (2k1 + 1))u2k1+1 + (k5 − (2k1 + 1))u2k1+1vk4
and f2(u, v) = k3u2k1+1 + (k6 − k4)u2k1+1vk4 with k1, k2, k3, k4, k5, k6 positive integers,
Theorem D.2.8 shows the local null-controllability of a model for the chemical reaction{
(2k1 + 1)U ⇀ k2U + k3V,
(2k1 + 1)U + k4V ⇀ k5U + k6V.
From now on, unless otherwise specified, we denote by C (respectively Cr) a positive
constant (respectively a positive constant which depends on the parameter r) that may
change from line to line.
D.3 Global null-controllability for the “odd power system”
The aim of this part is to prove Theorem D.2.5. We now fix (u0, v0) ∈ L∞(Ω)2 until
the end of the section.
D.3.1 First step of the proof : steer u to 0
First, we find a control of (Odd) which steers u to 0 in time T/2.
Proposition D.3.1. There exists h1 ∈ L∞((0, T/2)× Ω) satisfying
‖h1‖L∞((0,T/2)×Ω) ≤ C ‖u0‖L∞(Ω) , (D.16)
such that the solution (u1, v1) ∈ L∞((0, T/2)× Ω)2 of
∂tu1 −∆u1 = h11ω in (0, T/2)× Ω,
∂tv1 −∆v1 = u2k+11 in (0, T/2)× Ω,
u1, v1 = 0 on (0, T/2)× ∂Ω,
(u1, v1)(0, .) = (u0, v0) in Ω,
satisfies u1(T/2, .) = 0. Moreover, we have
‖v1(T/2, .)‖L∞(Ω) ≤ C
(
‖u0‖2k+1L∞(Ω) + ‖v0‖L∞(Ω)
)
. (D.17)
Proof. The proof is based on the following result (see Remark D.3.3 for some references).
Proposition D.3.2. [Null-controllability in L∞ of the linear heat equation in any time]
For every τ > 0, y0 ∈ L∞(Ω), there exists hτ ∈ L∞(Qτ ) satisfying
‖hτ‖L∞((0,τ)×Ω) ≤ Cτ ‖y0‖L∞(Ω) , (D.18)
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such that the solution y ∈ L∞(Qτ ) of
∂ty −∆y = hτ1ω in (0, τ)× Ω,
y = 0 on (0, τ)× ∂Ω,
y(0, .) = y0 in Ω,
(D.19)
satisfies y(τ, .) = 0.
We use Proposition D.3.2 by taking τ = T/2, y0 = u0. We get the existence of a
control h1 ∈ L∞((0, T/2) × Ω) satisfying (D.16) which steers u1 ∈ L∞((0, T/2) × Ω) to
0 : 
∂tu1 −∆u1 = h11ω in (0, τ)× Ω,
u1 = 0 on (0, τ)× ∂Ω,
(u1(0, .), u1(T/2, .)) = (u0, 0) in Ω.
(D.20)
Moreover, from (D.20), (D.8) with p = +∞ and (D.16), we get
‖u1‖L∞((0,T/2)×Ω) ≤ C ‖u0‖L∞(Ω) . (D.21)
Then, we set v1 ∈ L∞((0, T/2)×Ω) (see Proposition D.2.2 with p = +∞), as the solution
of  ∂tv1 −∆v1 = u
2k+1
1 in (0, T/2)× Ω,
v1 = 0 on (0, T/2)× ∂Ω,
v1(0, .) = v0 in Ω.
(D.22)
From (D.22), (D.8) with p = +∞ and (D.21), we have (D.17).
Remark D.3.3. There exists at least three proofs of Proposition D.3.2. First, the com-
mon argument is the null-controllability of the heat equation in L2 proved independently
by Gilles Lebeau, Luc Robbiano in 1995 (see [LR95] and [LRL12]) and Andrei Fursikov,
Oleg Imanuvilov in 1996 (see [FI96]). Then, the goal is to get a control in L∞. The first
method has been employed for the first time by Enrique Fernandez-Cara and Enrique
Zuazua (see [FCZ00, Theorem 3.1]) and it is based on the local regularizing effect of the
heat equation which leads to a refined observability inequality (see [FCZ00, Proposition
3.2]). The second method has been employed for the first time by Viorel Barbu (see
[Bar00]) and it is based on a Penalized Hilbert Uniqueness Method (see also [CGR10,
Section 3.1.2]). The more recent method is due to Olivier Bodart, Manuel Gonzalez-
Burgos, Rosario Pérez-Garcia (see [BGBPGa04]) and it is sometimes called the fictitious
control method (see [FCGBGP06b, Section 2] for the Neumann case and [DL16]).
D.3.2 Second step of the proof : steer v to 0 thanks to a control which
is as an odd power
The aim of this part is to find a control of (Odd) which steers v from v1(T/2) to 0
and u from 0 to 0 at time T .
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Proposition D.3.4. Let ((u1, v1), h1) be as in Proposition D.3.1.
There exists a control h2 ∈
⋂
p∈[2,+∞) L
p((T/2, T )× Ω) satisfying
∀p ∈ [2,+∞), ‖h2‖Lp((T/2,T )×Ω) ≤ Cp
(
‖u0‖L∞(Ω) + ‖v0‖1/(2k+1)L∞(Ω)
)
, (D.23)
such that the solution (u2, v2) ∈ L∞((T/2, T )× Ω)2 of
∂tu2 −∆u2 = h21ω in (T/2, T )× Ω,
∂tv2 −∆v2 = u2k+12 in (T/2, T )× Ω,
u2, v2 = 0 on (T/2, T )× ∂Ω,
(u2, v2)(T/2, .) = (0, v1(T/2, .)) in Ω,
satisfies (u2, v2)(T, .) = (0, 0).
Our approach consists in looking at the second equation of (Odd) like a controlled
heat equation where the state is v(t, .) and the control input is u2k+1(t, .). Here, the
question consists in proving that the heat equation is null-controllable with
localized control which is as an odd power of a regular function.
For the sequel, we need to introduce some usual definitions and properties.
Definition D.3.5. The mapping x ∈ R 7→ x2k+1 ∈ R is one-to-one. We note its inverse
function x 7→ x 12k+1 .
Definition D.3.6. For all τ > 0, 0 < τ1 < τ2, p ∈ [1,+∞], we introduce the functional
spaces
Xτ,p = L
p(0, τ ;W 2,p ∩W 1,p0 (Ω)) ∩W 1,p(0, τ ;Lp(Ω)),
X(τ1,τ2),p = L
p(τ1, τ2;W
2,p ∩W 1,p0 (Ω)) ∩W 1,p(τ1, τ2;Lp(Ω)),
The following result is new and it is the key point of this section.
Proposition D.3.7. For every τ > 0, there exists Cτ > 0 such that
for every y0 ∈ L∞(Ω), there exists a control hτ ∈ L∞(Qτ ) which verifies∥∥∥∥h 12k+1τ ∥∥∥∥
L∞(Qτ )
≤ Cτ ‖y0‖1/(2k+1)L∞(Ω) ,
h
1
2k+1
τ ∈
⋂
p∈[2,+∞)
Xτ,p,
∀p ∈ [2,+∞), ∃Cτ,p > 0,
∥∥∥∥h 12k+1τ ∥∥∥∥
Xτ,p
≤ Cτ,p ‖y0‖1/(2k+1)L∞(Ω) ,
hτ (0, .) = hτ (τ, .) = 0,
∀t ∈ [0, τ ], supp(hτ (t, .)) ⊂⊂ ω,
such that the solution y ∈ L∞(Qτ ) of (D.19) satisfies y(τ, .) = 0.
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Remark D.3.8. Proposition D.3.7 extends Proposition D.3.2. Its proof is inspired by
the Penalized Hilbert Uniqueness Method introduced by Barbu (see [Bar00]). It is based
on the Reflexive Uniqueness Method.
Remark D.3.9. If we assume that (D.13) holds true, then we can replace
⋂
p∈[2,+∞)
Xτ,p
by C1,2(QT ). It easily gives the proof of Remark D.2.7 by adapting the proof of Propo-
sition D.3.4.
Before proving this proposition (whose proof is postponed to Annexe D.4), we apply
it to our problem.
Proof. We apply Proposition D.3.7 with (0, τ) ← (T/2, T ), y0 ← v1(T/2, .) ∈ L∞(Ω).
Then, there exists a control H ∈ L∞((T/2, T )× Ω) such that
H
1
2k+1 ∈
⋂
p∈[2,+∞)
X(T/2,T ),p, (D.24)
∀p ∈ [2,+∞),
∥∥∥H 12k+1∥∥∥
X(T/2,T ),p
≤ Cp ‖v1(T/2, .)‖1/(2k+1)L∞(Ω) , (D.25)
H(T/2, .) = H(T, .) = 0, (D.26)
∀t ∈ [T/2, T ], supp(H(t, .)) ⊂⊂ ω, (D.27)
and the solution v2 of
∂tv2 −∆v2 = H in (T/2, T )× Ω,
v2 = 0 on (T/2, T )× ∂Ω,
v2(T/2, .) = v1(T/2, .) in Ω,
(D.28)
satisfies
v2(T, .) = 0. (D.29)
From (D.24) and a Sobolev embedding (see for instance [WYW06, Theorem 1.4.1] or
[LSU68, Lemma 3.3, page 80]), we set
u2 := H
1
2k+1 ∈
 ⋂
p∈[2,+∞)
X(T/2,T ),p
 ⊂ L∞((T/2, T )× Ω). (D.30)
From (D.26) and (D.30), we have
u2(T/2, .) = u2(T, .) = 0. (D.31)
Then, we set, from (D.30)
h2 := ∂tu2 −∆u2 ∈
⋂
p∈[2,+∞)
Lp((T/2, T )× Ω), (D.32)
which is supported in (T/2, T )×ω by (D.27). Moreover, from (D.25) and (D.17), we get
∀p ∈ [2,+∞), ‖h2‖Lp((T/2,T )×Ω) ≤ Cp
(
‖u0‖L∞(Ω) + ‖v0‖1/(2k+1)L∞(Ω)
)
. (D.33)
By using (D.27), (D.28), (D.29), (D.30), (D.31), (D.32) and (D.33), we check that ((u2, v2), h2)
satisfies Proposition D.3.4.
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D.3.3 Strategy of control in the whole interval (0, T )
We gather Proposition D.3.1 and Proposition D.3.4 to find a control which steers
(u, v) to (0, 0) in time T .
Proposition D.3.10. There exists a control h ∈ ⋂p∈[2,+∞) Lp(QT ) satisfying
∀p ∈ [2,+∞), ‖h‖Lp((0,T )×Ω) ≤ Cp
(
‖u0‖L∞(Ω) + ‖v0‖1/(2k+1)L∞(Ω)
)
, (D.34)
such that the solution (u, v) ∈ L∞(QT ) of (Odd) satisfies (u, v)(T, .) = (0, 0).
Proof. Let ((u1, v1), h1) ∈ L∞((0, T/2)× Ω)3 be as in Proposition D.3.1.
Let ((u2, v2), h2) ∈ L∞((T/2, T )× Ω)2 ×
⋂
p∈[2,+∞) L
p((T/2, T )× Ω) be as in Propo-
sition D.3.4.
We define ((u, v), h) ∈ (WT ∩ L∞(QT ))2 ×
⋂
p∈[2,+∞) L
p(QT ) by
u = u1 in [0, T/2]× Ω, u = u2 in [T/2, T ]× Ω,
v = v1 in [0, T/2]× Ω, v = v2 in [T/2, T ]× Ω,
h = h1 in (0, T/2)× Ω, h = h2 in (T/2, T )× Ω.
We deduce from Proposition D.3.1 and Proposition D.3.4 that (u, v) ∈ (WT∩L∞(QT ))2
is the solution of (Odd) associated to the control h and (u, v)(T, .) = (0, 0). Moreover,
from the bounds (D.16) and (D.23), we get the bound (D.34).
Proposition D.3.10 proves our first main result : Theorem D.2.5.
D.4 A control for the heat equation which is an odd power
The goal of this section is to prove Proposition D.3.7. We assume in the following
that τ = T . First, we prove a new Carleman estimate in L2k+2 for the heat equation.
This type of inequality comes from the usual Carleman inequality in L2 and parabolic
regularity. Then, we get the existence of a control for the heat equation such that h
1
2k+1
is regular by considering a penalized problem in L
2k+2
2k+1 , which is a generalization of the
usual Penalized Hilbert Uniqueness Method.
D.4.1 A Carleman inequality in L2k+2
D.4.1.1 Maximal regularity and Sobolev embeddings
We have the following
parabolic regularity result and Sobolev embedding lemma.
Proposition D.4.1. [DHP07, Theorem 2.1]
Let 1 < p < +∞, g ∈ Lp(QT ), y0 ∈ C∞0 (Ω). The following Cauchy problem admits a
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unique solution y ∈ XT,p (see Definition D.3.6)
∂ty −∆y = g in (0, T )× Ω,
y = 0 on (0, T )× ∂Ω,
y(0, .) = y0 in Ω.
Moreover, if y0 = 0, there exists C > 0 independent of g such that
‖y‖XT,p ≤ C ‖g‖Lp(QT ) .
Lemma D.4.2. [LSU68, Lemma 3.3, page 80]
Let p ∈ [1,+∞), we have
XT,p →֒

L
(N+2)p
N+2−p (0, T ;W
1,
(N+2)p
N+2−p
0 (Ω)) if p < N + 2,
L2p(0, T ;W 1,2p0 (Ω)) if p = N + 2,
L∞(0, T ;W 1,∞0 (Ω)) if p > N + 2.
D.4.1.2 Carleman estimates
We define
∀t ∈ (0, T ), η(t) := 1
t(T − t) . (D.35)
Let ω1 be a nonempty open subset such that
ω1 ⊂⊂ ω. (D.36)
Let us recall the usual Carleman estimate in L2 (see [CGR10, Lemma 8] or [FCG06] for
a general introduction to Carleman estimates).
Proposition D.4.3. [CGR10, Lemma 8]
There exist C > 0 and a function ρ ∈ C2(Ω; (0,+∞)) such that
for every ϕT ∈ C∞0 (Ω) and for every s ≥ C, the solution ϕ ∈ XT,2 of
−∂tϕ−∆ϕ = 0 in (0, T )× Ω,
ϕ = 0 on (0, T )× ∂Ω,
ϕ(T, .) = ϕT in Ω,
(D.37)
satisfies ∫ ∫
(0,T )×Ω
e−sρ(x)η(t)((sη)3|ϕ|2 + (sη)|∇ϕ|2)dxdt (D.38)
≤ C
∫ ∫
(0,T )×ω1
e−sρ(x)η(t)(sη)3|ϕ|2dxdt.
From now on, ρ is as in Proposition D.4.3. We will deduce from the above L2-Carleman
estimate the following L2k+2-Carleman estimate.
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Theorem D.4.4. There exist C > 0 and m ∈ (0,+∞) such that for every ϕT ∈ C∞0 (Ω)
and for every s ≥ C, the solution ϕ ∈ XT,2k+2 of (D.37) satisfies∫ ∫
(0,T )×Ω
e−(k+1)sρ(x)η(t)((sη)−(k+1)m|ϕ|2k+2 + (sη)−(k+1)(m+2)|∇ϕ|2k+2)dxdt (D.39)
≤ C
∫ ∫
(0,T )×ω1
e−(k+1)sρ(x)η(t)(sη)3(k+1)|ϕ|2k+2dxdt.
Proof. Let ϕT ∈ C∞0 (Ω), ϕ ∈ XT,2k+2 be the solution of (D.37) and s ≥ C where C is
as in Proposition D.4.3.
By a standard parabolic regularity argument, one may deduce from the L2-Carleman
estimate (D.38) another Carleman type inequality in Lp0 with p0 = 2(N + 2)/N . If
p0 > 2k + 2, this estimate implies (D.39). Otherwise, we iterate this strategy.
Step 1 : We introduce the sequence (ψn)n≥−1,
ψ−1 := e−sρη/2(sη)3/2ϕ, ∀n ≥ 0, ψn := (sη)−2ψn−1 := e−sρη/2(sη)3/2−2(n+1)ϕ.
(D.40)
Then, we also define an increasing sequence (pn)n≥−1 by
p−1 := 2, ∀n ≥ 0, pn :=

(N+2)pn−1
N+2−pn−1 if pn−1 < N + 2,
2pn−1 if pn−1 = N + 2,
+∞ if pn−1 > N + 2.
(D.41)
Clearly, there exists a unique integer n0 such that
pn0 > 2k + 2 ≥ pn0−1. (D.42)
We will need this technical lemma.
Lemma D.4.5. For every integer n ∈ N,
−∂tψn −∆ψn = gn in (0, T )× Ω,
ψn = 0 on (0, T )× ∂Ω,
ψn(T, .) = 0 in Ω,
(D.43)
with
gn(t, x) = an(t, x)ψn−1 + (sη)−1∇ψn−1.∇ρ, where ‖an‖L∞(QT ) ≤ Cn. (D.44)
Proof. We prove Lemma D.4.5 by induction on n ∈ N.
We introduce the notation
∀(t, x) ∈ (0, T )× Ω, Θ(t, x) := e−sρ(x)η(t)/2(sη(t))3/2. (D.45)
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Initialization : For n = 0, by using (D.40), (D.45) and (D.37), we have
− ∂tψ0 −∆ψ0
= −∂t((sη)−2ψ−1)−∆((sη)−2ψ−1)
= −∂t((sη)−2)ψ−1 + (sη)−2(−∂tψ−1 −∆ψ−1)
= −∂t((sη)−2)ψ−1 + (sη)−2(−(∂tΘ)ϕ+Θ(−∂tϕ−∆ϕ)− 2∇Θ.∇ϕ− (∆Θ)ϕ),
− ∂tψ0 −∆ψ0 = −∂t((sη)−2)ψ−1 + (sη)−2(−(∂tΘ)ϕ− 2∇Θ.∇ϕ− (∆Θ)ϕ). (D.46)
Straightforward computations lead to
∂tΘ = e
−sρη/2
(
−1
2
(sη′)(sη)3/2ρ+
3
2
(sη′)(sη)1/2
)
, (D.47)
∇Θ = −1
2
e−sρη/2(sη)5/2∇ρ, ∆Θ = e−sρη/2
(
(sη)7/2
4
|∇ρ|2 − (sη)
5/2
2
∆ρ
)
. (D.48)
By using (D.46), (D.47), (D.48), we get
− ∂tψ0 −∆ψ0 (D.49)
= −∂t((sη)−2)ψ−1
+
(
e−sρη/2
(
1
2
(sη′)(sη)−1/2ρ− 3
2
(sη′)(sη)−3/2 − (sη)
3/2
4
|∇ρ|2 + (sη)
1/2
2
∆ρ
))
ϕ
+ e−sρη/2(sη)1/2∇ρ.∇ϕ.
Moreover, by using (D.40) and (D.48), we have
ψ−1 = e−sρη/2(sη)3/2ϕ⇔ ϕ = esρη/2(sη)−3/2ψ−1, (D.50)
(sη)−1∇ψ−1.∇ρ = (sη)−1
(
(∇Θ.∇ρ)ϕ+ (∇ϕ.∇ρ)Θ
)
= e−sρη/2
(
−(sη)
3/2
2
|∇ρ|2ϕ+ (sη)1/2∇ρ.∇ϕ
)
. (D.51)
We gather (D.49), (D.50) and (D.51) to get (D.43) and (D.44) for n = 0 (remark that
η′ ≤ C(η2 + η3)) with
a0 := −∂t((sη)−2) + η′
(
s−1η−2
2
ρ− 3
2
s−2η−3
)
+
1
4
|∇ρ|2 + 1
2
(sη)−1∆ρ ∈ L∞(QT ),
(D.52)
Heredity : Let n ≥ 1. We assume that (D.43) and (D.44) hold true for n − 1. Then,
by using (D.40), we have
−∂tψn −∆ψn = −∂t((sη)−2ψn−1)−∆((sη)−2ψn−1)
= −∂t((sη)−2)ψn−1 + (sη)−2(−∂tψn−1 −∆ψn−1)
= −∂t((sη)−2)ψn−1 + (sη)−2(an−1ψn−2 + (sη)−1∇ψn−2.∇ρ)
= −∂t((sη)−2)ψn−1 + an−1ψn−1 + (sη)−1∇ψn−1.∇ρ.
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Therefore, (D.43) and (D.44) hold true for n with
an(t, x) := −∂t((sη)−2) + an−1(t, x) ∈ L∞(QT ). (D.53)
This ends the proof of Lemma D.4.5.
Step 2 : We show by induction that
∀n ∈ {0, . . . , n0}, ψn ∈ XT,pn−1 , ‖ψn‖pn−1XT,pn−1 ≤ Cn
∥∥∥e−sρη/2(sη)3/2ϕ∥∥∥pn−1
Lpn−1 ((0,T )×ω1)
.
(D.54)
First, we treat the case n = 0. By using (D.44) for n = 0, (D.50) and (D.51), we
remark that
g0 = a0ψ−1 + (sη)−1∇ψ−1.∇ρ
= a0e
−sρη/2(sη)3/2ϕ+ e−sρη/2
(
−(sη)
3/2
2
|∇ρ|2ϕ+ (sη)1/2∇ρ.∇ϕ
)
. (D.55)
Then, from (D.55), we get that g0 ∈ L2(QT ) and
‖g0‖2L2(QT ) ≤ C
∫ ∫
(0,T )×Ω
e−sρ(x)η(t)((sη)3|ϕ|2 + (sη)|∇ϕ|2)dxdt. (D.56)
Consequently, by (D.43) (for n = 0), (D.56) and a parabolic regularity estimate (see
Proposition D.4.1 with p = 2), we find that
ψ0 ∈ XT,2 and ‖ψ0‖2XT,2 ≤ C
∫ ∫
(0,T )×Ω
e−sρ(x)η(t)((sη)3|ϕ|2 + (sη)|∇ϕ|2)dxdt. (D.57)
Gathering the Carleman estimate in L2 i.e. (D.38) and (D.57), we have
‖ψ0‖2XT,2 ≤ C
∫ ∫
(0,T )×ω1
e−sρ(x)η(t)(sη)3|ϕ|2dxdt. (D.58)
This concludes the proof of (D.54) for n = 0.
Now, we assume that (D.54) holds true for an integer n ∈ {0, . . . , n0− 1}. By (D.41),
a Sobolev embedding (see Lemma D.4.2) applied to the left hand side of (D.54), the
embedding Lpn((0, T )× ω1) →֒ Lpn−1((0, T )× ω1), applied to right hand side of (D.54),
we obtain
ψn ∈ Lpn(0, T ;W 1,pn(Ω)),
‖ψn‖Lpn (0,T ;W 1,pn (Ω)) ≤ Cn
∥∥∥e−sρη/2(sη)3/2ϕ∥∥∥
Lpn ((0,T )×ω1)
. (D.59)
By using the parabolic equation satisfied by ψn+1 i.e. (D.43), (D.44) for (n+ 1), (D.59)
and a parabolic regularity estimate (see Proposition D.4.1 with p = pn), we get
ψn+1 ∈ XT,pn and ‖ψn+1‖pnXT,pn ≤ Cn+1
∥∥∥e−sρη/2(sη)3/2ϕ∥∥∥pn
Lpn ((0,T )×ω1)
.
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This ends the proof of (D.54).
Step 3 : We apply (D.54) with n = n0 and we use a Sobolev embedding (see
Lemma D.4.2) and (D.41) to get
ψn0 ∈ Lpn0 (0, T ;W 1,pn0 (Ω)),
‖ψn0‖Lpn0 (0,T ;W 1,pn0 (Ω)) ≤ C
∥∥∥e−sρη/2(sη)3/2ϕ∥∥∥
L
pn0−1 ((0,T )×ω1)
. (D.60)
Recalling the definition of n0 in (D.42), and by using (D.60), together with the embedding
Lpn0 (QT ) →֒ L2k+2(QT ),
applied to the left hand side of (D.60) and the embedding
L2k+2((0, T )× ω1) →֒ Lpn0−1((0, T )× ω1),
applied to the right hand side of (D.60), we get
‖ψn0‖pn0−1L2k+2(QT ) + ‖∇ψn0‖
pn0−1
L2k+2(QT )
≤ C
∥∥∥e−sρη/2(sη)3/2ϕ∥∥∥pn0−1
L2k+2((0,T )×ω1)
. (D.61)
Then, from the definition (D.40) of ψn0 , we get
ψn0 = e
−sρη/2(sη)−1/2−2n0ϕ, (D.62)
∇ψn0 = −
1
2
e−sρη/2(sη)1/2−2n0ϕ∇ρ+ e−sρη/2(sη)−1/2−2n0∇ϕ. (D.63)
Consequently, we deduce from (D.62) and (D.63) that∥∥∥e−sρη/2(sη)−1/2−2n0ϕ∥∥∥pn0−1
L2k+2(QT )
+
∥∥∥e−sρη/2(sη)−3/2−2n0∇ϕ∥∥∥pn0−1
L2k+2(QT )
(D.64)
≤ C
(
‖ψn0‖pn0−1L2k+2(QT ) +
∥∥(sη)−1∇ψn0∥∥pn0−1L2k+2(QT ))
≤ C
(
‖ψn0‖pn0−1L2k+2(QT ) + ‖∇ψn0‖
pn0−1
L2k+2(QT )
)
.
By using (D.61) and (D.64), we get (D.39) with m = 4n0 + 1.
Remark D.4.6. From the L2-Carleman estimate (see [CGR10, Lemma 8]) for the solu-
tion ϕ of the nonhomogeneous heat equation
−∂tϕ−∆ϕ = F in (0, T )× Ω,
ϕ = 0 on (0, T )× ∂Ω,
ϕ(T, .) = ϕT in Ω,
(D.65)
and by adapting the proof of Theorem D.4.4, we can also establish a L2k+2-Carleman
estimate for ϕ. Indeed, we can show that there exist C > 0 and m ∈ (0,+∞) such that
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for every ϕT ∈ C∞0 (Ω), F ∈ L2k+2(QT ) and for every s ≥ C, the solution ϕ ∈ XT,2k+2
of (D.65) satisfies∫ ∫
(0,T )×Ω
e−(k+1)sρ(x)η(t)((sη)−(k+1)m|ϕ|2k+2 + (sη)−(k+1)(m+2)|∇ϕ|2k+2)dxdt (D.66)
≤ C
∫ ∫
(0,T )×Ω
e−(k+1)sρ(x)η(t)|F |2k+2dxdt
+ C
∫ ∫
(0,T )×ω1
e−(k+1)sρ(x)η(t)(sη)3(k+1)|ϕ|2k+2dxdt.
We consider χ ∈ C∞(Ω; [0,+∞)) such that
supp(χ) ⊂⊂ ω, χ = 1 in ω1, χ
1
2k+1 ∈ C∞(Ω; [0,+∞)). (D.67)
We deduce from Theorem D.4.4 the following result.
Corollary D.4.7. There exist C > 0 and m ∈ (0,+∞) such that
for every ϕT ∈ L2k+2(Ω) and for every s ≥ C, the solution ϕ ∈ L2k+2(QT ) of (D.37)
satisfies∫ ∫
(0,T )×Ω
e−(k+1)sρ(x)η(t)((sη)−(k+1)m|ϕ|2k+2 + (sη)−(k+1)(m+2)|∇ϕ|2k+2)dxdt (D.68)
≤ C
∫ ∫
(0,T )×ω
χ2k+2e−(k+1)sρ(x)η(t)(sη)3(k+1)|ϕ|2k+2dxdt,
and
‖ϕ(0, .)‖2k+2L2k+2(Ω) ≤ Cs
∫ ∫
(0,T )×ω
χ2k+2e−(k+1)sρ(x)η(t)(sη)3(k+1)|ϕ|2k+2dxdt. (D.69)
Remark D.4.8. We insist on the fact that the constant C of the observability inequality
(D.69) depends on the parameter s. It is not the case of (D.68).
Proof. Step 1 : We assume that ϕT ∈ C∞0 (Ω). We denote by ϕ ∈ XT,2k+2, the solution
of (D.37). Then, by Theorem D.4.4 and (D.67), for every s ≥ C, (D.68) holds and in
particular, ∫ ∫
(0,T )×Ω
e−(k+1)sρη(sη)−(k+1)m|ϕ|2k+2 (D.70)
≤ C
∫ ∫
(0,T )×ω
χ2k+2e−(k+1)sρη(sη)3(k+1)|ϕ|2k+2
We fix s sufficiently large such that (D.70) holds.
By using
min
[T/4,3T/4]×Ω
e−(k+1)sρ(x)η(t)(sη)−(k+1)m > 0, (D.71)
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together with (D.70), we get∫ 3T/4
T/4
∫
Ω
|ϕ|2k+2dxdt ≤ Cs
∫ ∫
(0,T )×ω
χ2k+2e−(k+1)sρ(x)η(t)(sη)3(k+1)|ϕ|2k+2dxdt.
(D.72)
From the dissipation of the L2k+2-norm for (D.37) (obtained by multiplying the equation
(D.37) by |ϕ|p−2ϕ and integrating over Ω) : ‖ϕ(0, .)‖L2k+2(Ω) ≤ ‖ϕ(t, .)‖L2k+2(Ω) for t ∈
(T/4, 3T/4), by integrating in time, we get
‖ϕ(0, .)‖2k+2L2k+2(Ω) ≤ C
∫ 3T/4
T/4
∫
Ω
|ϕ|2k+2dxdt. (D.73)
Gathering (D.72) and (D.73), we get (D.69).
Step 2 : The general case comes from a density argument by using in particular
Proposition D.2.2 : (D.8) for p = 2k+2. The complete proof is postponed to Annexe D.7.2.
D.4.2 A new penalized duality method in L(2k+2)/(2k+1), the Reflexive
Uniqueness Method
From now on, χ is a function which belongs to C∞(Ω; [0,+∞)) satisfying (D.67) and
m, s are fixed by Corollary D.4.7.
We introduce the notations
q :=
2k + 2
2k + 1
, (D.74)
Lqwght((0, T )× ω) :=
{
h ∈ Lq((0, T )× ω) ; esρη/2(sη)−3/2h ∈ Lq((0, T )× ω)
}
.
The goal of this section is to get a null-controllability result for the heat equation thanks
to the observability inequalities of Corollary D.4.7.
Proposition D.4.9. For every ζ0 ∈ Lq(Ω), there exists a control h ∈ Lqwght((0, T )× ω)
such that the solution ζ of
∂tζ −∆ζ = hχ in (0, T )× Ω,
ζ = 0 on (0, T )× ∂Ω,
ζ(0, .) = ζ0 in Ω,
(D.75)
satisfies ζ(T, .) = 0 and∥∥∥esρ(x)η(t)/2(sη)−3/2h∥∥∥
Lq((0,T )×ω)
≤ C ‖ζ0‖Lq(Ω) . (D.76)
Proof. Let ζ0 ∈ C∞0 (Ω). The general case comes from a density argument.
We first state two easy facts.
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Fact D.4.10. The antiderivative of the continuous mapping x ∈ R 7→ x 12k+1 (see Defini-
tion D.3.5) is the strictly convex function
x ∈ R 7→ 1
q
|x|q :=
{ 1
q exp(q log(|x|)) if x 6= 0,
0 if x = 0.
Fact D.4.11. The real numbers 2k + 2, q belong to (1,+∞) and are conjugate :
1
2k + 2
+
1
q
= 1.
Let ε ∈ (0, 1). We consider the minimization problem
inf
h∈Lqwght((0,T )×ω)
J(h), (D.77)
where J is defined as follows : for every h ∈ Lqwght((0, T )× ω),
J(h) :=
1
q
∫ ∫
(0,T )×ω
e(q/2)sρ(x)η(t)(sη)−3q/2|h|qdxdt+ 1
qε
‖ζ(T, .)‖qLqΩ) , (D.78)
where ζ ∈ XT,q is the solution of (D.75) (see Proposition D.4.1).
The mapping J is a coercive, strictly convex (see Fact D.4.10), C1 function on the
reflexive space Lqwght((0, T )×ω). Then, J has a unique minimum hε. We denote by ζε ∈
XT,q the solution of (D.75) associated to the control hε. The Euler-Lagrange equation
gives
∀h ∈ Lqwght((0, T )× ω),
∫ ∫
(0,T )×ω
e(q/2)sρ(x)η(t)(sη)−3q/2(hε)1/(2k+1)hdxdt (D.79)
+
1
ε
∫
Ω
(ζε(T, x))1/(2k+1)ζ(T, x)dx = 0,
where ζ ∈ XT,q is the solution of (D.75) (associated to the control h) with ζ0 = 0.
We introduce ϕε ∈ L2k+2(QT ) the solution of the adjoint problem
−∂tϕε −∆ϕε = 0 in (0, T )× Ω,
ϕε = 0 on (0, T )× ∂Ω,
ϕε(T, .) = −1ε (ζε(T, .))1/(2k+1) =: ϕεT in Ω.
(D.80)
By a duality argument between ζ, the solution of (D.75) with ζ0 = 0 and ϕε, we have
∀h ∈ Lqwght((0, T )× ω),
∫
Ω
ϕε(T, x)ζ(T, x)dx =
∫ ∫
(0,T )×ω
ϕεhχdxdt. (D.81)
Indeed, first, one can prove the result for ϕεT ∈ C∞0 (Ω) because in this case ϕε ∈ XT,2k+2
and ζ ∈ XT,q. This justifies the calculations for the duality argument. Then, the fact
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that C∞0 (Ω)
L2k+2(Ω)
= L2k+2(Ω) leads to (D.81).
From (D.80) (definition of ϕεT ) and (D.81), we have
∀h ∈ Lqwght((0, T )× ω), −
1
ε
∫
Ω
(ζε(T, x))1/(2k+1)ζ(T, x)dx =
∫ ∫
(0,T )×ω
ϕεhχdxdt.
(D.82)
Then, by using (D.79) and (D.82), we obtain
(hε)1/(2k+1) = e−(q/2)sρ(x)η(t)(sη)3q/2ϕεχ. (D.83)
Moreover, from a duality argument between ϕε and ζε, together with (D.83), we have∫
Ω
ϕε(T, x)ζε(T, x)dx (D.84)
= −1
ε
‖ζε(T, .)‖qLq(Ω)
=
∫ ∫
(0,T )×ω
ϕεhεχdxdt+
∫
Ω
ϕε(0, x)ζ0(x)dx
=
∫ ∫
(0,T )×ω
e−(k+1)sρη(sη)3(k+1)|ϕε|2k+2χ2k+2 +
∫
Ω
ϕε(0, .)ζ0(.).
By Young’s inequality, we have for every δ > 0,∣∣∣∣∫
Ω
ϕε(0, x)ζ0(x)dx
∣∣∣∣ ≤ δ ‖ϕε(0, .)‖2k+2L2k+2(Ω) + Cδ ‖ζ(0, .)‖qLq(Ω) . (D.85)
From (D.84), (D.85), the observability inequality (D.69) (applied to ϕε), and by taking
δ sufficiently small, we get
1
ε
‖ζε(T, .)‖qLq(Ω) +
∫ ∫
(0,T )×ω
e−(k+1)sρη(sη)3(k+1)|ϕε|2k+2χ2k+2 ≤ C ‖ζ0‖qLq(Ω) . (D.86)
Now, plugging (D.83) into (D.86), we obtain
1
ε
‖ζε(T, .)‖qLq(Ω) +
∥∥∥esρ(x)η(t)/2(sη)−3/2hε∥∥∥q
Lq((0,T )×ω)
≤ C ‖ζ0‖qLq(Ω) . (D.87)
In particular, from (D.87), we have
ζε(T, .) →
ε→0
0 in Lq(Ω), (D.88)
and
‖hε‖Lq(QT ) ≤ C. (D.89)
We remark that
ζε = ζε1 + ζ
ε
2 , (D.90)
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with ζε1 , ζ
ε
2 satisfying
∂tζ
ε
1 −∆ζε1 = 0 in (0, T )× Ω,
ζε1 = 0 on (0, T )× ∂Ω,
ζε1 = ζ0 in Ω,

∂tζ
ε
2 −∆ζε2 = hεχ in (0, T )× Ω,
ζε2 = 0 on (0, T )× ∂Ω,
ζε2 = 0 in Ω.
(D.91)
Then, by using (D.90), (D.91), (D.89) and Proposition D.4.1 with p = q, we have
‖ζε‖XT,q ≤ C. (D.92)
So, from (D.92), up to a subsequence, we can suppose that there exists ζ ∈ XT,q such
that
ζε ⇀
ε→0
ζ in XT,q, (D.93)
and from the embedding XT,q →֒ C([0, T ];Lq(Ω)) (see [Eva10, Section 5.9.2, Theorem
2]),
ζε(0, .) ⇀
ε→0
ζ(0, .) in Lq(Ω), ζε(T, .) ⇀
ε→0
ζ(T, .) in Lq(Ω). (D.94)
Then, as we have ζε(0, .) = ζ0 and (D.88), we deduce that
ζ(0, .) = ζ0 and ζ(T, .) = 0. (D.95)
Moreover, from (D.87), up to a subsequence, we can suppose that there
exists h ∈ Lqwght((0, T )× ω) such that
hε ⇀
ε→0
h in Lqwght((0, T )× ω), (D.96)
and∥∥∥esρ(x)η(t)/2(sη)−3/2h∥∥∥q
Lq((0,T )×ω)
≤ lim
ε→0
inf
∥∥∥esρ(x)η(t)/2(sη)−3/2hε∥∥∥q
Lq((0,T )×ω)
(D.97)
≤ C ‖ζ0‖qLq(Ω) .
Then, from (D.93), (D.96), and (D.94), we let ε→ 0 in the following equations
∂tζ
ε −∆ζε = hεχ in (0, T )× Ω,
ζε = 0 on (0, T )× ∂Ω,
ζε(0, .) = ζ0 in Ω,
(D.98)
and by using (D.95), we deduce
∂tζ −∆ζ = hχ in (0, T )× Ω,
ζ = 0 on (0, T )× ∂Ω,
(ζ(0, .), ζ(T, .)) = (ζ0, 0) in Ω.
(D.99)
Therefore, (D.99) and (D.97) conclude the proof of Proposition D.4.9.
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D.4.3 A Bootstrap argument
The goal of this section is to prove Proposition D.3.7. We keep the same notations
as in the proof of Proposition D.4.9. We want to improve the regularity of the sequence
((hε)
1
2k+1 )ε>0. The key point is the equality (D.83). We deduce that the regularity of
(hε)
1
2k+1 depends on the regularity of e−(q/2)sρ(x)η(t)(sη)3q/2ϕε. We use parabolic regula-
rity estimates (see Proposition D.4.1) and a bootstrap argument (similar to the proof of
Theorem D.4.4). The starting point is (D.68).
Step 1 : We introduce the sequence (ψεn)n≥−1,
ψε−1 := e
−sρη/2(sη)−m/2ϕ, ∀n ≥ 0, ψn := (sη)−2ψεn−1 = e−sρη/2(sη)−m/2−2(n+1)ϕε,
(D.100)
where m is defined in Corollary D.4.7. Then, we also define an increasing sequence
(pn)n≥−1 by
p−1 := 2k + 2, ∀n ≥ 0, pn :=

(N+2)pn−1
N+2−pn−1 if pn−1 < N + 2,
2pn−1 if pn−1 = N + 2,
+∞ if pn−1 > N + 2.
(D.101)
We denote by l the integer such that
l := min{n ∈ N ; pn = +∞}. (D.102)
By using (D.100) and (D.80), we show by induction that for every n ∈ N,
−∂tψεn −∆ψεn = gεn in (0, T )× Ω,
ψεn = 0 on (0, T )× ∂Ω,
ψεn(T, .) = 0 in Ω,
(D.103)
with
gn(t, x) = an(t, x)ψ
ε
n−1 + (sη)
−1∇ψεn−1.∇ρ, where ‖an‖L∞(QT ) ≤ Cn. (D.104)
Indeed, straightforward computations as in the proof of Lemma D.4.5 lead to
a0 := −∂t((sη)−2) + η′
(
s−1η−2
2
ρ+
m
2
s−2η−3
)
+
1
4
|∇ρ|2 + 1
2
(sη)−1∆ρ, (D.105)
an := −∂t((sη)−2) + an−1. (D.106)
Step 2 : From (D.68), (D.86), (D.100) and (D.74), we have
‖ψ−1‖L2k+2(QT ) +
∥∥(sη)−1∇ψ−1∥∥L2k+2(QT ) ≤ C ‖ζ0‖q/(2k+2)Lq(Ω) = C ‖ζ0‖1/(2k+1)Lq(Ω) . (D.107)
Then, by using parabolic regularity estimate (see Proposition D.4.1), (D.103), (D.104),
(D.107) and an induction argument (as in the proof of Theorem D.4.4), we have that
∀n ∈ {0, . . . , l}, ψεn ∈ XT,pn−1 and ‖ψεn‖XT,pn−1 ≤ Cn ‖ζ0‖
1/(2k+1)
Lq(Ω) . (D.108)
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Step 3 : We apply (D.108) with n = l (see (D.102)) and we use Lemma D.4.2 with
p = pl−1 to get
ψεl ∈ L∞(0, T ;W 1,∞0 (Ω)) and ‖ψεl ‖L∞(0,T ;W 1,∞0 (Ω)) ≤ C ‖ζ0‖
1/(2k+1)
Lq(Ω) . (D.109)
From a parabolic regularity estimate (see Proposition D.4.1) applied to the heat equation
satisfied by ψεl+1 and (D.109), we obtain
ψεl+1 ∈ ∩p∈[2,+∞)XT,p and ∀p ∈ [2,+∞),
∥∥ψεl+1∥∥XT,p ≤ Cp ‖ζ0‖1/(2k+1)Lq(Ω) . (D.110)
From (D.83), (D.100) (see in particular that q > 1), we have
∀p ∈ [2,+∞),
∥∥∥(hε)1/(2k+1)∥∥∥
XT,p
≤ Cp
∥∥ψεl+1∥∥XT,p . (D.111)
From (D.110) and (D.111), we have
(hε)1/(2k+1) ∈
⋂
p∈[2,+∞)
XT,p, ∀p ∈ [2,+∞),
∥∥∥(hε)1/(2k+1)∥∥∥
XT,p
≤ Cp ‖ζ0‖1/(2k+1)Lq(Ω) .
(D.112)
Now, by (D.87) and (D.112), we have
∀p ∈ [2,+∞), 1
ε1/(2k+2)
‖ζε(T, .)‖1/(2k+1)Lq(Ω) +
∥∥∥(hε)1/(2k+1)∥∥∥
XT,p
≤ Cp ‖ζ0‖1/(2k+1)Lq(Ω) .
(D.113)
Step 4 : From (D.113) and same arguments given as previously (see Annexe D.4.2),
together with a diagonal extraction process, up to a subsequence, we can assume that
there exist H ∈ ∩p∈[2,+∞)XT,p and ζ ∈ XT,p such that
(hε)1/(2k+1) ⇀
ε→0
H in XT,p ∀p ∈ [2,+∞), (D.114)
(hε)1/(2k+1) →
ε→0
H in L∞(QT ),
(
⇒ hε →
ε→0
H2k+1 in L∞(QT )
)
, (D.115)
H(0, .) = 0, H(T, .) = 0,
(
see (D.83)
)
, (D.116)
ζε ⇀
ε→0
ζ in XT,q, (D.117)
ζ(0, .) = ζ0, ζ(T, .) = 0. (D.118)
The strong L∞-convergence (D.115) is a consequence of the weak XT,p-convergence
(D.114) for p sufficiently large because XT,p is relatively compact in L∞(QT ) (see [Sim87,
Section 8, Corollary 4] : Aubin-Lions lemma).
By using (D.115), (D.117) and (D.118) and by letting ε→ 0 in the following equations
∂tζ
ε −∆ζε = hεχ in (0, T )× Ω,
ζε = 0 on (0, T )× ∂Ω,
ζε(0, .) = ζ0 in Ω,
(D.119)
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we deduce 
∂tζ −∆ζ = H2k+1χ in (0, T )× Ω,
ζ = 0 on (0, T )× ∂Ω,
(ζ(0, .), ζ(T, .)) = (ζ0, 0) in Ω.
(D.120)
To sum up, for all ζ0 ∈ C∞0 (Ω), we have found a control
h := H2k+1χ ∈ L∞(QT ), (D.121)
such that
h1/(2k+1) = Hχ1/(2k+1) ∈
⋂
[2,+∞)
XT,p, (see (D.114)), (D.122)
∀p ∈ [2,+∞),
∥∥∥h1/(2k+1)∥∥∥
XT,p
≤ Cp ‖ζ0‖1/(2k+1)Lq(Ω) , (see (D.113)), (D.123)
h(0, .) = h(T, .) = 0, (see (D.116)). (D.124)
Moreover, from (D.120), the solution ζ ∈ L∞(QT ) of
∂tζ −∆ζ = h in (0, T )× Ω,
ζ = 0 on (0, T )× ∂Ω,
ζ(0, .) = ζ0 in Ω,
(D.125)
satisfies
ζ(T, .) = 0. (D.126)
By (D.121), (D.122), (D.123), (D.124), (D.125) and (D.126), we deduce Proposition D.3.7
for ζ0 ∈ C∞0 (Ω). The general case comes from C∞0 (Ω)
Lq(Ω)
= Lq(Ω) and the bound
(D.122).
Remark D.4.12. In this paragraph, we gives the main details to get Remark D.3.9 and
consequently Remark D.2.7. By (D.13), the function ρ, as in Proposition D.4.3, can be
chosen such that
ρ ∈ C2,α(Ω), (D.127)
see the proof of [Cor07a, Lemma 2.68].
Let us take β such that 1 + α ≤ β < 2. From Sobolev embedding (see [WYW06,
Corollary 1.4.1]) and (D.110), we have for p sufficiently large,
ψεl+1 ∈ XT,p →֒ Cβ/2,β(QT ) and
∥∥ψεl+1∥∥Cβ/2,β(QT ) ≤ C ‖ζ0‖1/(2k+1)Lq(Ω) . (D.128)
From (D.127), (D.105) and (D.106), we have al+2 ∈ Cα/2,α(QT ). Then, we deduce
from (D.103), (D.104) for n = l + 2, (D.128), (D.13) and a parabolic regularity theo-
rem in Hölder spaces (see [WYW06, Theorem 8.3.7 and Theorem 7.2.24]) that ψεl+2 ∈
C1+α/2,2+α(QT ). Therefore, we have
1
ε1/(2k+2)
‖ζε(T, .)‖1/(2k+1)Lq(Ω) +
∥∥∥(hε)1/(2k+1)∥∥∥
C1+α/2,2+α(QT )
≤ C ‖ζ0‖1/(2k+1)Lq(Ω) . (D.129)
By (D.129), we conclude the proof of Remark D.3.9 as in the Step 4 by using the compact
embedding C1+α/2,2+α(QT ) →֒ C1,2(QT ) by Ascoli’s theorem.
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D.5 Local null-controllability of general nonlinear systems
The proof of Theorem D.2.8 relies on the return method and Proposition D.1.7. Thus,
we just need to construct an appropriate reference trajectory ((u, v), h). The goal of this
section is to prove the existence of a nontrivial trajectory of (NL) associated to f1 and
f2 defined in Theorem D.2.8 (see in particular (D.14) and (D.15)). More precisely, we
have the following result.
Proposition D.5.1. Let f1 and f2 be as in Theorem D.2.8. Let ω0 be a nonempty
open subset such that ω0 ⊂⊂ ω. There exist ε > 0, ((u, v), h) ∈ (WT ∩ L∞(QT ))2 ×(⋂
[2,+∞) L
p(QT )
)
such that

∂tu−∆u = f1(u, v) + h1ω in (0, T )× Ω,
∂tv −∆v = f2(u, v) in (0, T )× Ω,
u, v = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (0, 0), (u, v)(T, .) = (0, 0) in Ω,
and
∀(t, x) ∈ (T/8, 3T/8)× ω0, u(t, x) ≥ ε. (D.130)
We construct the reference trajectory ((u, v), h) on (0, T/2) to guarantee (D.130)
according to the following statement.
Proposition D.5.2. Let f1 and f2 be as in Theorem D.2.8. There exists ε0 > 0 such that
for every ε ∈ (0, ε0), there exists ((u1, v1), h1) ∈ L∞((0, T/2) × Ω)2 × L∞((0, T/2) × Ω)
satisfying 
∂tu1 −∆u1 = f1(u1, v1) + h11ω in (0, T/2)× Ω,
∂tv1 −∆v1 = f2(u1, v1) in (0, T/2)× Ω,
u1, v1 = 0 on (0, T/2)× ∂Ω,
(u1, v1)(0, .) = (0, 0) in Ω,
(D.131)
and
∀(t, x) ∈ (T/8, 3T/8)× ω0, u1(t, x) ≥ ε, (D.132)
‖u1‖L∞((0,T/2)×Ω) ≤ 2ε, (D.133)
‖v1(T/2, .)‖L∞(Ω) ≤ Cε2k+1. (D.134)
Proof. Let ε > 0, u1 ∈ C∞((0, T/2)× Ω) such that supp(u1) ⊂⊂ (0, T/2) × ω, (D.132)
and (D.133) holds. By a standard Banach fixed point argument, using (D.15) and (D.133),
for ε > 0 small enough, there exists a unique solution v1 ∈ L∞((0, T/2)× Ω) of
∂tv1 −∆v1 = f2(u1, v1) in (0, T/2)× Ω,
v1 = 0 on (0, T/2)× ∂Ω,
v1(0, .) = 0 in Ω,
(D.135)
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in the sense of Definition D.2.3. From (D.133), (D.15), (D.135) and Proposition D.2.2
(see (D.8)), we have (D.134). Finally, we define h1 ∈ L∞((0, T/2) × Ω) thanks to the
property of supp(u1) and (D.14) (note that f1(0, .) = 0),
h1 := ∂tu1 −∆u1 − f1(u1, v1), (D.136)
which is supported on (0, T/2)× ω. This ends the proof of Proposition D.5.2.
We construct the reference trajectory ((u, v), h) of Proposition D.5.1 on (T/2, T ) to
guarantee (u, v)(T, .) = 0 according to the following statement, which relies on Proposi-
tion D.3.7 and the local invertibility of g1/(2k+1)1 .
Proposition D.5.3. Let f1 and f2 be as in Theorem D.2.8. Let ε0 be as in Proposi-
tion D.5.2.
There exists ε′0 ∈ (0, ε0) such that for every ε ∈ (0, ε′0), there
exists ((u2, v2), h2) ∈ L∞((T/2, T )× Ω)2 × ∩[2,+∞)Lp((T/2, T )× Ω) satisfying
∂tu2 −∆u2 = f1(u2, v2) + h21ω in (T/2, T )× Ω,
∂tv2 −∆v2 = f2(u2, v2) in (T/2, T )× Ω,
u2, v2 = 0 on (0, T/2)× ∂Ω,
(u2, v2)(T/2, .) = (0, v1(T/2, .)), (u2, v2)(T, .) = (0, 0) in Ω,
(D.137)
where ((u1, v1), h1) is given by Proposition D.5.2.
Proof. We recall that f2(u, v) = g1(u)g2(v) (see (D.15)).
Step 1 : We prove the existence of a, α, β > 0 and a C∞-diffeomorphism g˜1 :
(−a, a)→ (−α, β) such that
∀x ∈ (−a, a), g1(x) := g˜1(x)2k+1, g2(x) 6= 0. (D.138)
From (D.15) and the Taylor formula, the map
g˜1(x) :=
(∫ 1
0
(1− u)2k
(2k)!
g
(2k+1)
1 (ux)du
)1/(2k+1)
x,
satisfies g1(x) = g˜1(x)2k+1 for every x ∈ R. Taking into account that
g˜1
′(0) =
1
(2k + 1)!
g
(2k+1)
1 (0) 6= 0 and g2(0) 6= 0 (see (D.15)),
there exists a > 0 such that g˜1 ∈ C∞((−a, a);R), and g˜1′(x) 6= 0, g2(x) 6= 0 for every
x ∈ (−a, a).
We conclude from Step 1 that f2(u, v) = g˜1
2k+1(u)g2(v) locally around 0.
Step 2 : Let ε ∈ (0, ε0) be a small parameter which will be fixed later. Let ((u1, v1), h1)
be as in Proposition D.5.2.
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We apply Proposition D.3.7 with (0, τ)← (T/2, T ), y0 ← v1(T/2, .) ∈ L∞(Ω). From
(D.134), there exists a control H ∈ L∞((T/2, T )× Ω) such that∥∥∥H 12k+1∥∥∥
L∞((T/2,T )×Ω)
≤ C ‖v1(T/2, .)‖1/(2k+1)L∞(Ω) ≤ Cε, (D.139)
H
1
2k+1 ∈ ∩p∈[2,+∞)X(T/2,T ),p, (see Definition D.3.6), (D.140)
H(T/2, .) = H(T, .) = 0, (D.141)
∀t ∈ [T/2, T ], supp(H(t, .)) ⊂⊂ ω, (D.142)
and the solution v2 of
∂tv2 −∆v2 = H in (T/2, T )× Ω,
v2 = 0 on (T/2, T )× ∂Ω,
v2(T/2, .) = v1(T/2, .) in Ω,
(D.143)
satisfies
v2(T, .) = 0. (D.144)
From (D.134), (D.139), (D.143) and Proposition D.2.2, we have
‖v2‖L∞((T/2,T )×Ω) ≤ Cε2k+1. (D.145)
Moreover, v2 is the restriction on (T/2, T ) of v defined by
∂tv −∆v = f2(u1, v1)1(0,T/2) +H1(T/2,T ) in (0, T )× Ω,
v = 0 on (0, T )× ∂Ω,
v(0, .) = 0 in Ω.
(D.146)
Then, by using Proposition D.5.2 : (u1, v1) ∈ L∞(QT )2, (D.139), (D.146), Definition D.3.6
and Proposition D.4.1, we have
v2 ∈ ∩p∈[2,+∞)X(T/2,T ),p. (D.147)
From (D.145), for ε sufficiently small, we have
‖v2‖L∞((T/2,T )×Ω) < a/2, (D.148)
where a is defined in Step 1. Therefore, from (D.148) and (D.138), g2(v2)
− 1
2k+1 is well-
defined. Moreover, from (D.139), for ε sufficiently small, we have∥∥∥H 12k+1 g2(v2)− 12k+1∥∥∥
L∞((0,T/2)×Ω)
< max(α/2, β/2), (D.149)
where α and β are defined in Step 1.
Then, we set
u2 := g˜1
−1
(
H
1
2k+1 g2(v2)
− 1
2k+1
)
∈ L∞((T/2, T )× Ω), (D.150)
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where g˜1 is defined as in Step 1. From the fact that g
− 1
2k+1
2 ∈ W 2,∞(−a/2, a/2) (see
(D.138)), (D.148) and (D.147), we check that
g2(v2)
− 1
2k+1 ∈ ∩p∈[2,+∞)X(T/2,T ),p. (D.151)
Taking into account that g˜1
−1 ∈ W 2,∞(−α/2, β/2), (D.140), (D.151) and (D.150), we
verify that
u2 ∈ ∩p∈[2,+∞)X(T/2,T ),p. (D.152)
Finally, we define h2 thanks to (D.150) and (D.152)
h2 := ∂tu2 −∆u2 − f1(u2, v2) ∈ ∩p∈[2,+∞)Lp((T/2, T )× Ω)., (D.153)
which is supported on (T/2, T )× ω by (D.142) and (D.14) (note that f1(0, .) = 0). This
ends the proof of Proposition D.5.3.
D.6 Some generalizations of the global null-controllability
for “odd power systems”
In this section, we generalize Theorem D.2.5 to other parabolic systems. We omit the
proofs because in each case, it is a slight adaptation of the strategy of Annexe D.3.
D.6.1 Linear parabolic operators
We present a natural generalization of the global null-controllability of (Odd) to more
general linear parabolic operators than ∂t −∆.
Proposition D.6.1. Let k ∈ N∗, (d1, d2) ∈ (0,+∞)2, (b1, b2) ∈ (L∞(QT )N )2, (a1, a2) ∈
L∞(QT )2. Then,
∂tu− d1∆u+ b1.∇u+ a1u = h1ω in (0, T )× Ω,
∂tv − d2∆v + b2.∇v + a2v = u2k+1 in (0, T )× Ω,
u, v = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (u0, v0) in Ω,
is globally null-controllable.
The proof is based on a Carleman estimate different from the one in Proposition D.4.3
which can be found in [FCG06, Lemma 2.1].
D.6.2 Global null-controllability result for particular superlinearities
We state a global null-controllability result linked with the global null-controllability
of the semilinear heat equation.
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Proposition D.6.2. Let k ∈ N∗, f ∈ C∞(R;R) such that
f(0) = 0 and
f(s)
s log3/2(1 + |s|) → 0 when |s| → +∞.
Then, 
∂tu−∆u = f(u) + h1ω in (0, T )× Ω,
∂tv −∆v = u2k+1 in (0, T )× Ω,
u, v = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (u0, v0) in Ω,
is globally null-controllable.
The proof is based on the global null-controllability of the semilinear heat equation
with superlinearity as the function f . Particularly, we can see [FCZ00, Theorem 1.2]
proved by Enrique Fernandez-Cara and Enrique Zuazua or [FCG06, Theorem 1.7].
D.6.3 Global null-controllability for all “power systems”
Let n ∈ N∗. We have seen that (Power), with n an even integer, is not (globally)
null-controllable by the maximum principle (see Proposition D.1.9) but (Power), with
n an odd integer, is globally null-controllable (see Theorem D.2.5). In this section, we
consider the following system :
∂tu−∆u = h1ω in (0, T )× Ω,
∂tv −∆v = |u|n−1u in (0, T )× Ω,
u, v = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (u0, v0) in Ω.
(PowerO)
Definition D.6.3. The mapping Φn : x ∈ R 7→ |x|n−1x ∈ R is one-to-one. We note its
inverse function Φ−1n .
Remark D.6.4. For n an even integer, Φn(u) = un if u ≥ 0 and Φn(u) = −un if u < 0.
Whereas for n an odd power, Φn(u) = un for every u ∈ R.
We have a generalization of Theorem D.2.5.
Theorem D.6.5. The system (PowerO) is globally null-controllable (in the sense of
Definition D.1.4).
More precisely, there exists (Cp)p∈[2,+∞) ∈ (0,∞)[2,+∞) such that for every initial
data (u0, v0) ∈ L∞(Ω)2, there exists a control h ∈
⋂
p∈[2,+∞)
Lp(QT ) satisfying
∀p ∈ [2,+∞), ‖h‖Lp(QT ) ≤ Cp
(
‖u0‖L∞(Ω) + ‖v0‖1/nL∞(Ω)
)
, (D.154)
and the solution (u, v) of (PowerO) verifies
(u, v)(T, .) = (0, 0).
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The strategy of proof of Theorem D.6.5 is the same as for Theorem D.2.5. It is based
on the following key result.
Proposition D.6.6. For every τ > 0, there exists Cτ > 0 such that
for every y0 ∈ L∞(Ω), there exists a control hτ ∈ L∞(Qτ ) which verifies∥∥Φ−1n (hτ )∥∥L∞(Qτ ) ≤ Cτ ‖y0‖1/nL∞(Ω) ,
Φ−1n (hτ ) ∈
⋂
p∈[2,+∞)
Xτ,p,
∀p ∈ [2,+∞), ∃Cτ,p > 0,
∥∥Φ−1n (hτ )∥∥Xτ,p ≤ Cτ,p ‖y0‖1/nL∞(Ω) ,
hτ (0, .) = hτ (τ, .) = 0,
∀t ∈ [0, τ ], supp(hτ (t, .)) ⊂⊂ ω,
such that the solution y ∈ L∞(Qτ ) of (D.19) satisfies y(τ, .) = 0.
The proof of Proposition D.6.6 is a slight adaptation of Annexe D.4. First, we get a
Carleman estimate in Ln+1 (see Theorem D.4.4). Secondly, we use a penalized duality
method in L(n+1)/n as in Annexe D.4.2 taking into account that the antiderivative of the
continuous mapping Φ−1n (see Definition D.6.3) is the strictly convex function
x ∈ R 7→ n
n+ 1
|x|n+1n :=
{
n
n+1 exp(
n+1
n log(|x|)) if x 6= 0,
0 if x = 0.
D.6.4 Global null-controllability for “even power systems” in C
Let k ∈ N∗. We have seen in Proposition D.1.9 that global null-controllability does
not hold for 
∂tu−∆u = h1ω in (0, T )× Ω,
∂tv −∆v = u2k in (0, T )× Ω,
u, v = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (u0, v0) in Ω.
(Even)
A natural question, asked by Luc Robbiano, is : what happens if we consider complex-
valued functions ? A positive answer i.e. a global null-controllability result for (Even)
with k = 1 is given in [CGR10] (see [CGR10, Theorem 3]). Here, we want to generalize
this result for every k ∈ N∗. We have the following result.
Theorem D.6.7. The system (Even) is globally null-controllable (in the sense of Defi-
nition D.1.4).
More precisely, there exists (Cp)p∈[2,+∞) ∈ (0,∞)[2,+∞) such that for every initial
data (u0, v0) ∈ L∞(Ω)2, there exists a control h ∈
⋂
p∈[2,+∞)
Lp(QT ;C) satisfying
∀p ∈ [2,+∞), ‖h‖Lp(QT ;C) ≤ Cp
(
‖u0‖L∞(Ω) + ‖v0‖1/(2k)L∞(Ω)
)
, (D.155)
and the solution (u, v) ∈ L∞(QT ,C)2 of (Even) verifies
(u, v)(T, .) = (0, 0).
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The strategy of proof of Theorem D.6.7 is the same as for Theorem D.2.5 (see An-
nexe D.3). The first step of the proof i.e. Annexe D.3.1 does not change but we have to
modify some arguments given in Annexe D.3.2.
Let us fix (u0, v0) ∈ L∞(Ω)2 until the end of the section.
D.6.4.1 First step of the proof : steer u to 0
First, we find a control of (Even) which steers u to 0 in time T/2 (see the proof of
Proposition D.3.1).
Proposition D.6.8. There exists h1 ∈ L∞((0, T/2)× Ω;R) satisfying
‖h1‖L∞((0,T/2)×Ω;R) ≤ C ‖u0‖L∞(Ω) , (D.156)
such that the solution (u1, v1) ∈ L∞((0, T/2)× Ω;R)2 of
∂tu1 −∆u1 = h11ω in (0, T/2)× Ω,
∂tv1 −∆v1 = u2k1 in (0, T/2)× Ω,
u1, v1 = 0 on (0, T/2)× ∂Ω,
(u1, v1)(0, .) = (u0, v0) in Ω,
satisfies u1(T/2, .) = 0. Moreover, we have
‖v1(T/2, .)‖L∞(Ω) ≤ C
(
‖u0‖2kL∞(Ω) + ‖v0‖L∞(Ω)
)
. (D.157)
D.6.4.2 Second step of the proof : steer v to 0
The aim of this part is to find a complex control of (Even) which steers v to 0 (and
u from 0 to 0) in time T .
Proposition D.6.9. Let ((u1, v1), h1) as in Proposition D.6.8.
There exists a control h2 ∈
⋂
p∈[2,+∞) L
p((T/2, T )× Ω;C) satisfying
∀p ∈ [2,+∞), ‖h2‖Lp((T/2,T )×Ω);C) ≤ Cp
(
‖u0‖L∞(Ω) + ‖v0‖1/(2k)L∞(Ω)
)
. (D.158)
such that the solution (u2, v2) ∈ L∞((T/2, T )× Ω;C)2 of
∂tu2 −∆u2 = h21ω in (T/2, T )× Ω,
∂tv2 −∆v2 = u2k2 in (T/2, T )× Ω,
u2, v2 = 0 on (T/2, T )× ∂Ω,
(u2, v2)(T/2, .) = (0, v1(T/2, .)) in Ω,
satisfies (u2, v2)(T, .) = (0, 0).
Our approach consists in looking at the second equation of (Odd) like a controlled heat
equation where the state is v(t, .) and the control input is u2k(t, .). Here, the question
consists in proving that the heat equation is null-controllable with a localized
control which is as an even power of a regular complex function.
Now, we can prove Proposition D.6.9.
266
Proof. We apply Proposition D.6.6 with n = 4k, (0, τ)← (T/2, T ),
y0 ← v1(T/2, .) ∈ L∞(Ω). Then, there exists a control H ∈ L∞((T/2, T )× Ω) such that
Φ−14k (H) ∈
⋂
p∈[2,+∞)
X(T/2,T ),p (D.159)
∀p ∈ [2,+∞), ∥∥Φ−14k (H)∥∥X(T/2,T ),p ≤ Cp ‖v1(T/2, .)‖1/(4k)L∞(Ω) , (D.160)
H(T/2, .) = H(T, .) = 0, (D.161)
∀t ∈ [T/2, T ], supp(H(t, .)) ⊂⊂ ω, (D.162)
and the solution v2 of
∂tv2 −∆v2 = H in (T/2, T )× Ω,
v2 = 0 on (T/2, T )× ∂Ω,
v2(T/2, .) = v1(T/2, .) in Ω,
(D.163)
satisfies
v2(T, .) = 0. (D.164)
We introduce the notation
α := e
iπ
2k ∈ C.
We take u2, the complex-valued function, as
u2 :=
( (
(Φ−14k (H)
)+ )2
+ α
( (
(Φ−14k (H)
)− )2
, (D.165)
where the positive and negative parts of a real number x are defined as follows
x+ := max(x, 0), x− := −min(x, 0).
From Definition D.6.3 and (D.165), we verify that
u2k =
( (
(Φ−14k (H)
)+ )4k
+ α2k
( (
(Φ−14k (H)
)− )4k
= H+ −H− = H. (D.166)
Moreover, we have
x 7→ (x+)2 ∈W 2,∞loc (R), x 7→ (x−)2 ∈W 2,∞loc (R). (D.167)
From (D.159), (D.165) and (D.167), we have
u2 ∈
 ⋂
p∈[2,+∞)
X(T/2,T ),p
 ∩ L∞((T/2, T )× Ω;C). (D.168)
We have, from (D.161),
u2(T/2, .) = u2(T, .) = 0. (D.169)
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Then, we set, from (D.165), (D.168) and (D.162),
h2 := ∂tu2 −∆u2 ∈
⋂
p∈[2,+∞)
Lp((T/2, T )× Ω;C), (D.170)
which is supported in (T/2, T )× ω. From (D.160), (D.157) and (D.165), we have
∀p ∈ [2,+∞), ‖h2‖Lp((T/2,T )×Ω);C) ≤ Cp
(
‖u0‖L∞(Ω) + ‖v0‖1/(2k)L∞(Ω)
)
. (D.171)
By using (D.162), (D.163), (D.164), (D.166), (D.168), (D.169), (D.170) and (D.171), we
check
that ((u2, v2), h2) satisfies Proposition D.6.9.
D.7 Appendix
D.7.1 Proof of the uniqueness of the point 2. of Definition D.2.3
Proof. Let (u0, v0) ∈ L∞(Ω)2, h ∈ L2(QT ).
Let (u, v) ∈ (WT ∩L∞(QT ))2 and (u˜, v˜) ∈ (WT ∩L∞(QT ))2 be two solutions of (NL).
Then, the function (û, v̂) := (u− u˜, v− v˜) ∈ (WT ∩L∞(QT ))2 satisfies (in the weak sense)
∂tû−∆û = f1(u, v)− f1(u˜, v˜) in (0, T )× Ω,
∂tv̂ −∆v̂ = f2(u, v)− f2(u˜, v˜) in (0, T )× Ω,
û, v̂ = 0 on (0, T )× ∂Ω,
(û, v̂)(0, .) = (0, 0) in Ω.
(D.172)
By taking (w1, w2) := (û, v̂) in the variational formulation of (D.172) (see (D.9) and
(D.10)) and by using the fact that the mapping t 7→ ∥∥(û(t), v̂(t))T∥∥2
L2(Ω)2
is absolutely
continuous (see [Eva10, Section 5.9.2, Theorem 3]) with for a.e. 0 ≤ t ≤ T ,
d
dt
∥∥(û(t), v̂(t))T∥∥2
L2(Ω)2
= 2
((
(∂tû(t), û(t)), (∂tv̂(t), v̂(t))
)T)
(H−1(Ω)2,H10 (Ω)
2)
,
we find that for a.e. 0 ≤ t ≤ T ,
1
2
d
dt
(∥∥(û(t), v̂(t))T∥∥2
L2(Ω)2
)
+
∥∥(∇û,∇v̂)T∥∥2
L2(Ω)2
=
((
(f1(u, v)− f1(u˜, v˜), û), (f2(u, v)− f2(u˜, v˜), v̂)
)T)
(L2(Ω)2,L2(Ω)2)
.
By using the facts that (u, u˜) ∈ L∞(QT )2 and (x, y) 7→ f1(x, y), (x, y) 7→ f2(x, y) are
locally Lipschitz on R2, we find the differential inequality
d
dt
(∥∥(û(t), v̂(t))T∥∥2
L2(Ω)2
)
≤ C
(∥∥(û(t), v̂(t))T∥∥2
L2(Ω)2
)
for a.e. 0 ≤ t ≤ T.
Gronwall lemma and the initial condition (û(0), v̂(0)) = (0, 0) (see (D.11)) prove
that (û(t), v̂(t)) = (0, 0). Consequently, (u, v) = (u˜, v˜).
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D.7.2 Proof of the general case for Corollary D.4.7
Proof. Let ϕT ∈ L2k+2(Ω) and (ϕT,n)n∈N ∈ (C∞0 (Ω))N such that
ϕT,n →
n→+∞ ϕT in L
2k+2(Ω). (D.173)
We denote by (ϕn)n∈N the sequence of solutions of
−∂tϕn −∆ϕn = 0 (0, T )× Ω,
ϕn = 0 (0, T )× ∂Ω,
ϕn(T, .) = ϕT,n Ω.
(D.174)
The estimates (D.69) and (D.68) hold true for (ϕn)n∈N by the Step 1 of the proof of
Corollary D.4.7. Moreover, from (D.173), (D.174), (D.37) and Proposition D.2.2 (parti-
cularly (D.8) for p = 2k + 2), we have
‖ϕn − ϕ‖L2k+2(QT ) ≤ C ‖ϕT,n − ϕT ‖L2k+2(Ω) →n→+∞ 0, (D.175)
where ϕ ∈ L2k+2(QT ) is the solution of (D.37). By using
χ2k+2e−(k+1)sρ(x)η(t)(sη)3(k+1) ∈ L∞(QT ), (D.176)
and (D.175), we get∫ ∫
(0,T )×ω
χ2k+2e−(k+1)sρη(sη)3(k+1)|ϕn|2k+2 (D.177)
→
n→+∞
∫ ∫
(0,T )×ω
χ2k+2e−(k+1)sρη(sη)3(k+1)|ϕ|2k+2.
From (D.69), (D.68) applied to (ϕn)n∈N and (D.177), we deduce that (ϕn(0, .))n∈N, (res-
pectively (e−ρsη/2(sη)−m/2ϕn)n∈N, respectively (e−ρsη/2(sη)−(m+2)/2∇ϕn)n∈N) is boun-
ded in L2k+2(Ω), (respectively L2k+2(QT ), respectively L2k+2(QT )) which is a Banach
reflexive space. Then, up to a subsequence, we can assume that
ϕn(0, .) ⇀
n→+∞ ϕ(0, .) in L
2k+2(Ω), (D.178)
e−ρsη/2(sη)−m/2ϕn ⇀
n→+∞ e
−ρsη/2(sη)−m/2ϕ in L2k+2(QT ), (D.179)
e−ρsη/2(sη)−(m+2)/2∇ϕn ⇀
n→+∞ e
−ρsη/2(sη)−(m+2)/2∇ϕ in L2k+2(QT ). (D.180)
In particular, we have
‖ϕ(0, .)‖2k+2L2k+2(Ω) ≤ lim infn→+∞ ‖ϕn(0, .)‖
2k+2
L2k+2(Ω) (D.181)
≤ Cs lim inf
n→+∞
∫ ∫
(0,T )×ω
χ2k+2e−(k+1)sρ(x)η(t)(sη)3(k+1)|ϕn|2k+2dxdt
≤ Cs
∫ ∫
(0,T )×ω
χ2k+2e−(k+1)sρ(x)η(t)(sη)3(k+1)|ϕ|2k+2dxdt,
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and∫ ∫
(0,T )×Ω
e−(k+1)sρη((sη)−(k+1)m|ϕ|2k+2 + (sη)−(k+1)(m+2)|∇ϕ|2k+2) (D.182)
≤ lim inf
n→+∞
∫ ∫
(0,T )×Ω
e−(k+1)sρη((sη)−(k+1)m|ϕn|2k+2 + (sη)−(k+1)(m+2)|∇ϕn|2k+2)
≤ C lim inf
n→+∞
∫ ∫
(0,T )×ω
χ2k+2e−(k+1)sρη(sη)3(k+1)|ϕn|2k+2
≤ C
∫ ∫
(0,T )×ω
χ2k+2e−(k+1)sρη(sη)3(k+1)|ϕ|2k+2.
The estimates (D.181) and (D.182) conclude the proof.
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Annexe E
Global null-controllability and
nonnegative-controllability of
slightly superlinear heat equations
Abstract : We consider the semilinear heat equation posed on a smooth bounded
domain Ω of RN with Dirichlet or Neumann boundary conditions. The control input is
a source term localized in some arbitrary nonempty open subset ω of Ω. The goal of
this paper is to prove the uniform large time global null-controllability for semilinearities
f(s) = ±|s| logα(2 + |s|) where α ∈ [3/2, 2) which is the case left open by Enrique
Fernandez-Cara and Enrique Zuazua in 2000. It is worth mentioning that the free solution
(without control) can blow-up. First, we establish the small-time global nonnegative-
controllability (respectively nonpositive-controllability) of the system, i.e., one can steer
any initial data to a nonnegative (respectively nonpositive) state in arbitrary time. In
particular, one can act locally thanks to the control term in order to prevent the blow-up
from happening. The proof relies on precise observability estimates for the linear heat
equation with a bounded potential a(t, x). More precisely, we show that observability
holds with a sharp constant of the order exp
(
C ‖a‖1/2∞
)
for nonnegative initial data.
This inequality comes from a new L1 Carleman estimate. A Kakutani-Leray-Schauder’s
fixed point argument enables to go back to the semilinear heat equation. Secondly, the
uniform large time null-controllability result comes from three ingredients : the global
nonnegative-controllability, a comparison principle between the free solution and the
solution to the underlying ordinary differential equation which provides the convergence
of the free solution toward 0 in L∞(Ω)-norm, and the local null-controllability of the
semilinear heat equation.
E.1 Introduction
Let T > 0, N ∈ N∗, Ω be a bounded, connected, open subset of RN of class C2 and
n be the outer unit normal vector to ∂Ω. We consider the semilinear heat equation with
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Neumann boundary conditions :
∂ty −∆y + f(y) = h1ω in (0, T )× Ω,
∂y
∂n = 0 on (0, T )× ∂Ω,
y(0, .) = y0 in Ω,
(E.1)
where f ∈ C1(R;R).
Remark E.1.1. All our results stay valid for Dirichlet boundary conditions (see An-
nexe E.7).
In (E.1), y = y(t, .) : Ω → R is the state to be controlled and h = h(t, .) : Ω → R is
the control input supported in ω, a nonempty open subset of Ω.
We assume that f satisfies
f(0) = 0. (E.2)
In this case, y = 0 solves (E.1) with y0 = 0 and h = 0.
In the following, we will also assume that f satisfies the restrictive growth condition
∃α > 0, f(s)|s| logα(1 + |s|) → 0 as |s| → +∞. (E.3)
Under the hypothesis (E.3), blow-up may occur if h = 0 in (E.1). Take for example
f(s) = −|s| logα(1 + |s|) with α > 1. The mathematical theory of blow-up for
∂ty −∆y = |y| logα(1 + |y|) in (0, T )× Ω,
y = 0 on (0, T )× ∂Ω,
y(0, .) = y0 in Ω,
(E.4)
was established in [GV93] and [GV96]. It was shown that blow-up
— occurs globally in the whole domain Ω if α < 2,
— is of pointwise nature if α > 2,
— is ‘regional ”, i.e., it occurs in an open subset of Ω if α = 2.
See [GV02, Section 2 and Section 5] for a survey on this problem.
The goal of this paper is to analyze the null-controllability properties of (E.1).
Let us defineQT := (0, T )×Ω. We recall two classical definitions of null-controllability.
Definition E.1.2. Let T > 0. The system (E.1) is
— globally null-controllable in time T if for every y0 ∈ L∞(Ω), there exists h ∈ L∞(QT )
such that the solution y of (E.1) satisfies y(T, .) = 0.
— locally null-controllable in time T if there exists δT > 0 such that for every y0 ∈
L∞(Ω) verifying ‖y0‖L∞(Ω) ≤ δT , there exists h ∈ L∞(QT ) such that the solution
y of (E.1) satisfies y(T, .) = 0.
We have the following well-known local null-controllability result.
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Theorem E.1.3. For every T > 0, (E.1) is locally null-controllable in time T .
The proof of Theorem E.1.3 is a consequence of the (global) null-controllability of the
linear heat equation with a bounded potential (due to Andrei Fursikov and Oleg Imanu-
vilov, see [FI96] or [FCG06, Theorem 1.5]) and the small L∞ perturbations method (see
[AT02, Lemma 6] and [AKBD06], [Bar00], [LB19], [LCM+16], [WZ06] for other results
in this direction).
The following global null-controllability (positive) result has been proved indepen-
dently by Enrique Fernandez-Cara, Enrique Zuazua (see [FCZ00, Theorem 1.2]) and
Viorel Barbu under a sign condition (see [Bar00, Theorem 2] or [Bar18, Theorem 3.6]) for
Dirichlet boundary conditions. It has been extended to semilinearities which can depend
on the gradient of the state and to Robin boundary conditions (then to Neumann boun-
dary conditions) by Enrique Fernandez-Cara, Manuel Gonzalez-Burgos, Sergio Guerrero
and Jean-Pierre Puel in [FCGBGP06a] (see also [DFCGBZ02] for the Dirichlet case).
Theorem E.1.4. [FCGBGP06a, Theorem 1]
We assume that (E.3) holds for α ≤ 3/2. Then, for every T > 0, (E.1) is globally
null-controllable in time T .
Remark E.1.5. Historically, the first global null-controllability (positive) result for (E.1)
with f satisfying (E.3) was proved by Enrique Fernandez-Cara in [FC97] for α ≤ 1 and
for Dirichlet boundary conditions.
The following global null-controllability (negative) result has been proved by Enrique
Fernandez-Cara, Enrique Zuazua (see [FCZ00]).
Theorem E.1.6. [FCZ00, Theorem 1.1]
We set f(s) :=
∫ |s|
0 log
p(1 + σ)dσ with p > 2 and we assume that Ω \ ω 6= ∅. Then, for
every T > 0, there exists an initial datum y0 ∈ L∞(Ω) such that for every h ∈ L∞(QT ),
the maximal solution y of (E.1) blows-up in time T ∗ < T .
Remark E.1.7. Such a function f does satisfy (E.3) for any α > p because |f(s)| ∼
|s| logp(1 + |s|) as |s| → +∞. Then, Theorem E.1.6 shows that (E.1) can fail to be null-
controllable for every T > 0 under the hypothesis (E.3) with α > 2. Theorem E.1.6
comes from a localized estimate in Ω \ω that shows that the control cannot compensate
the blow-up phenomena occurring in Ω \ ω (see [FCZ00, Section 2]).
When the nonlinear term f is dissipative, i.e., sf(s) ≥ 0 for every s ∈ R, then
blow-up cannot occur. Furthermore, such a nonlinearity produces energy decay for the
uncontrolled equation, therefore naively one may be led to believe that it can help in
steering the solution to zero in arbitrary short time. The results of Sebastian Anita and
Daniel Tataru show that this is false, more precisely that for “strongly” superlinear f
one needs a sufficiently large time in order to bring the solution to zero. An intuitive
explanation for this is that the nonlinearity is also damping the effect of the control as
it expands from the controlled region into the uncontrolled region (see [AT02]).
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Theorem E.1.8. [AT02, Theorem 3]
We set f(s) := s logp(1 + |s|) with p > 2 and we assume that Ω \ ω 6= ∅. Then, there
exist x0 ∈ Ω \ ω, T0 ∈ (0, 1) such that for every T ∈ (0, T0), there exists an initial
datum y0 ∈ L∞(Ω) such that for every h ∈ L∞(QT ), the solution y to (E.1) satisfies
y(T, x0) < 0.
Remark E.1.9. In particular, for such a f as in Theorem E.1.8, (E.1) is not globally
null-controllable in small time T . Theorem E.1.8 is due to pointwise upper bounds on
the solution y of (E.1) which are independent of the control h (see [AT02, Section 3]).
E.2 Main results
E.2.1 Small-time global nonnegative-controllability
We introduce a new concept of controllability.
Definition E.2.1. Let T > 0. The system (E.1) is globally nonnegative-controllable
(respectively globally nonpositive-controllable) in time T if for every y0 ∈ L∞(Ω), there
exists h ∈ L∞(QT ) such that the solution y of (E.1) satisfies
y(T, .) ≥ 0 (respectively y(T, .) ≤ 0). (E.5)
The first main result of this paper is a small-time global nonnegative-controllability
result for (E.1).
Theorem E.2.2. We assume that (E.3) holds for α ≤ 2 and f(s) ≥ 0 for s ≥ 0
(respectively f(s) ≤ 0 for s ≤ 0). Then, for every T > 0, (E.1) is globally nonnegative-
controllable (respectively globally nonpositive-controllable) in time T .
Remark E.2.3. Theorem E.2.2 is almost sharp because it does not hold for α > 2
according to Theorem E.1.8. The case where |f(s)| ∼ |s| log2(1+|s|) as |s| → +∞ is open.
However, by following the proof of Theorem E.2.2 (see Annexe E.5), we can prove that for
a given T > 0, there exists a constant ε = ε(Ω, ω, T ) such that if |f(s)| ≤ ε log2(1 + |s|)
for |s| large and f(s) ≥ 0 for s ≥ 0, then (E.1) is globally nonnegative-controllable in
time T .
Remark E.2.4. Theorem E.2.2 does not treat the case f(s) = −s logp(1 + |s|) with
p < 2 because of the sign condition.
E.2.2 Large time global null-controllability
The second main result of this paper is the following one.
Theorem E.2.5. We assume that (E.3) holds for α ≤ 2, f(s) > 0 for s > 0 or f(s) < 0
for s < 0 and 1/f ∈ L1([1,+∞)). Then, there exists T sufficiently large such that (E.1)
is globally null-controllable in time T .
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Remark E.2.6. Theorem E.2.5 proves that Theorem E.1.6 is almost sharp. Indeed, let
us take f(s) =
∫ |s|
0 log
p(1 + σ)dσ with p < 2, then by Theorem E.2.5, there exists T
sufficiently large such that (E.1) is globally null-controllable in time T . In particular,
one can find a localized control which prevents the blow-up from happening. The case
f(s) =
∫ |s|
0 log
2(1 + σ)dσ is open.
Remark E.2.7. Theorem E.2.5 does not treat the case f(s) = −s logp(1 + |s|) with
p < 2 because of the sign condition.
Remark E.2.8. The small-time global null-controllability of (E.1) remains open when
(E.3) holds for 3/2 < α ≤ 2.
E.2.3 Proof strategy of the small-time global nonnegative-controllability
We will only prove the global nonnegative-controllability result. The nonpositive-
controllability result is an easy adaptation.
The proof strategy of Theorem E.2.2 will follow Enrique Fernandez-Cara and Enrique
Zuazua’s proof of Theorem E.1.4 (see [FCZ00]).
The starting point is to get some precise observability estimates for the linear heat
equation with a bounded potential a(t, x) for nonnegative initial data. More precisely,
we show that observability holds with a sharp constant of the order exp
(
C ‖a‖1/2∞
)
for nonnegative initial data (see Theorem E.4.4 below). This is done thanks to a new
Carleman estimate in L1 (see Theorem E.4.9 below). This leads to a nonnegative-
controllability result in L∞ in the linear case with an estimate of the control cost of
the order exp
(
C ‖a‖1/2∞
)
which is the key point of the proof (see Theorem E.4.1 below).
We end the proof of Theorem E.2.2 by a Kakutani-Leray-Schauder’s fixed-point stra-
tegy. The idea of taking short control times to avoid blow-up phenomena is the same as
in [FCZ00] and references therein. More precisely, the construction of the control follows
two steps. The first step consists in steering the solution y of (E.1) to y(T ∗, .) ≥ 0 in time
T ∗ ≤ T with an appropriate choice of the control. Then, the two conditions : f(0) = 0
and the dissipativity of f in R+ imply that the free solution y of (E.1) (with h = 0)
defined in (T ∗, T ) stays nonnegative and bounded by using a comparison principle (see
Annexe E.5).
E.2.4 Proof strategy of the large time global null-controllability
We will only treat the case where f(s) > 0 for s > 0. The other case, i.e., f(s) < 0
for s < 0 is an easy adaptation.
The proof strategy of Theorem E.2.5 is divided into three steps.
First, for every initial data y0 ∈ L∞(Ω), one can steer the solution y of (E.1) in time
T1 := 1 (for instance) to a nonnegative state by using Theorem E.2.2.
Secondly, we let evolve the system without control and we remark that
∀(t, x) ∈ [T1,+∞)× Ω, 0 ≤ y(t, x) ≤ G(t),
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with G independent of ‖y(T1, .)‖L∞(Ω) and G(t) → 0 when t → +∞. This kind of
argument has already been used by Jean-Michel Coron in the context of the Burgers
equation (see [Cor07b, Theorem 8]).
Finally, by using the second step, for T2 sufficiently large, y(T2, .) belongs to a small
ball of L∞(Ω) centered at 0, where the local null-controllability holds (see Theorem E.1.3).
Then, one can steer y(T2, .) to 0 with an appropriate choice of the control.
E.3 Parabolic equations : well-posedness and regularity
The goal of this section is to state well-posedness results, dissipativity in time in Lp-
norm, maximum principle and Lp-Lq estimates for linear parabolic equations. We also
give the definition of a solution to the semilinear heat equation (E.1). The references of
these results only treat the case of Dirichlet boundary conditions but the proofs can be
easily adapted to Neumann boundary conditions.
E.3.1 Well-posedness
We introduce the functional space
WT := L
2(0, T ;H1(Ω)) ∩H1(0, T ; (H1(Ω))′), (E.6)
which satisfies the following embedding (see [Eva10, Section 5.9.2, Theorem 3])
WT →֒ C([0, T ];L2(Ω)). (E.7)
E.3.1.1 Linear parabolic equations
Definition E.3.1. Let a ∈ L∞(QT ), F ∈ L2(QT ) and y0 ∈ L2(Ω). A function y ∈ WT
is a solution to 
∂ty −∆y + a(t, x)y = F in (0, T )× Ω,
∂y
∂n = 0 on (0, T )× ∂Ω,
y(0, .) = y0 in Ω,
(E.8)
if for every w ∈ L2(0, T ;H1(Ω)),∫ T
0
(∂ty, w)((H1(Ω))′,H1(Ω)) +
∫
QT
∇y.∇w +
∫
QT
ayw =
∫
QT
Fw, (E.9)
and
y(0, .) = y0 in L
2(Ω). (E.10)
The following well-posedness result in L2 holds for linear parabolic equations.
Proposition E.3.2. Let a ∈ L∞(QT ), F ∈ L2(QT ) and y0 ∈ L2(Ω). The Cauchy
problem (E.8) admits a unique weak solution y ∈WT . Moreover, there
exists C = C(Ω) > 0 such that
‖y‖WT ≤ C exp
(
CT ‖a‖L∞(QT )
)(
‖y0‖L2(Ω) + ‖F‖L2(QT )
)
. (E.11)
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The proof of Proposition E.3.2 is based on Galerkin approximations, energy estimates
and Gronwall’s argument (see [Eva10, Section 7.1.2]). Note that Proposition E.3.2, i.e.,
the solvability of (E.8) remains true under more general conditions on the potential a
(see [LSU68, Chapter 3, Paragraph 4, Theorem 4.1]).
We also have the following classical L∞-estimate for (E.8).
Proposition E.3.3. Let a ∈ L∞(QT ), F ∈ L∞(QT ) and y0 ∈ L∞(Ω). Then the solution
y of (E.8) belongs to L∞(QT ) and there exists C = C(Ω) > 0 such that
‖y‖L∞(QT ) ≤ C exp
(
CT ‖a‖L∞(QT )
)(
‖y0‖L∞(Ω) + ‖F‖L∞(QT )
)
. (E.12)
The proof of Proposition E.3.3 is based on Stampacchia’s method (see the proof of
[LSU68, Chapter 3, Paragraph 7, Theorem 7.1] or [WYW06, Proof of Proposition 4.2.1]).
Let us also mention the dissipativity in time of the Lp-norm of the heat equation with
a bounded potential.
Proposition E.3.4. Let a ∈ L∞(QT ), y0 ∈ L2(Ω) and t1 < t2 ∈ [0, T ]. Then, there
exists C = C(Ω) > 0 such that the solution y ∈ WT of (E.8) with F = 0, satisfies for
every p ∈ [1, 2],
‖y(t2, .)‖Lp(Ω) ≤ C exp
(
CT ‖a‖L∞(QT )
)
‖y(t1, .)‖Lp(Ω) . (E.13)
The proof of Proposition E.3.4 is based on the application of the variational formu-
lation (E.9) with a cut-off of w = |y|p−2y and a Gronwall’s argument.
E.3.1.2 Nonlinear parabolic equations
We give the definition of a solution of (E.1).
Definition E.3.5. Let y0 ∈ L∞(Ω), h ∈ L∞(QT ). A function y ∈ WT ∩ L∞(QT ) is the
solution of (E.1) if for every w ∈ L2(0, T ;H1(Ω)),∫ T
0
(∂ty, w)((H1(Ω))′,H1(Ω)) +
∫
QT
∇y.∇w +
∫
QT
f(y)w =
∫
QT
h1ωw, (E.14)
and
y(0, .) = y0 in L
∞(Ω). (E.15)
The uniqueness of a solution to (E.1) is an easy consequence of the fact that f is
locally Lipschitz because f ∈ C1(R;R).
E.3.2 Maximum principle
We state the maximum principle for the heat equation.
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Proposition E.3.6. Let a ∈ L∞(QT ), F ≤ G ∈ L2(QT ) and y0 ≤ z0 ∈ L2(Ω). Let y
and z be the solutions to
∂ty −∆y + a(t, x)y = F,
∂y
∂n
= 0,
y(0, .) = y0,

∂tz −∆z + a(t, x)z = G in (0, T )× Ω,
∂z
∂n
= 0 on (0, T )× ∂Ω,
z(0, .) = z0 in Ω.
(E.16)
Then, we have the comparison principle
∀t ∈ [0, T ], a.e. x ∈ Ω, y(t, x) ≤ z(t, x). (E.17)
The proof of Proposition E.3.6 is based on the comparison principle for smooth solu-
tions of (E.16) (see [WYW06, Theorem 8.1.6]) and a regularization argument.
We state a comparison principle for the semilinear heat equation (E.1) without control
h.
Proposition E.3.7. Let y0 ∈ L∞(Ω), h = 0. We assume that there exist a subsolution y
and a supersolution y in L∞(QT ) of (E.1), i.e., y (respectively y) satisfies (E.14), (E.15)
replacing the equality = by the inequality ≤ (respectively by the inequality ≥). Moreover,
we suppose that y and y are ordered in the following sense
∀t ∈ [0, T ], a.e. x ∈ Ω, y(t, x) ≤ y(t, x).
Then, there exists a (unique) solution y of (E.1). Moreover, y satisfies the comparison
principle
∀t ∈ [0, T ], a.e. x ∈ Ω, y(t, x) ≤ y(t, x) ≤ y(t, x). (E.18)
For the proof of Proposition E.3.7, see [WYW06, Corollary 12.1.1].
E.3.3 Lp-Lq estimates
We have the well-known regularizing effect of the heat semigroup.
Proposition E.3.8. [CH98, Proposition 3.5.7]
Let 1 ≤ q ≤ p ≤ +∞, y0 ∈ L2(Ω) and y be the solution to (E.8) with (a, F ) = (0, 0).
Then, there exists C = C(Ω, p, q) > 0 such that for every t1 < t2 ∈ (0, T ), we have
‖y(t2, .)‖Lp(Ω) ≤ C(t2 − t1)
−N
2
(
1
q
− 1
p
)
‖y(t1, .)‖Lq(Ω) (E.19)
E.4 Global nonnegative-controllability of the linear heat equa-
tion with a bounded potential
E.4.1 Statement of the result
Let a ∈ L∞(QT ). We consider the heat equation with a bounded potential
∂ty −∆y + a(t, x)y = h1ω in (0, T )× Ω,
∂y
∂n = 0 on (0, T )× ∂Ω,
y(0, .) = y0 in Ω,
(E.20)
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and the following adjoint equation
−∂tq −∆q + a(t, x)q = 0 in (0, T )× Ω,
∂q
∂n = 0 on (0, T )× ∂Ω,
q(T, .) = qT in Ω.
(E.21)
The goal of this section is to prove the following theorem.
Theorem E.4.1. For every T > 0, (E.20) is globally nonnegative-controllable in time
T . More precisely, for every T > 0, there exists C = C(Ω, ω, T, a) > 0, with
C(Ω, ω, T, a) = exp
(
C(Ω, ω)
(
1 +
1
T
+ T ‖a‖L∞(QT ) + ‖a‖
1/2
L∞(QT )
))
(E.22)
such that for every y0 ∈ L2(Ω), there exists h ∈ L∞(QT ) such that
‖h‖L∞(QT ) ≤ C(Ω, ω, T, a) ‖y0‖L2(Ω) , (E.23)
and
y(T, .) ≥ 0. (E.24)
Remark E.4.2. Actually, by looking carefully at the proof of Theorem E.4.1 (see An-
nexe E.4.5 below), we can see that the control h in Theorem E.4.1 can be chosen constant
in the time and the space variables.
Remark E.4.3. It is well-known that (E.20) is globally nonnegative-controllable in time
T because it is globally null-controllable in time T (see [FCGBGP06b, Theorem 2])
but the most interesting point is the cost of nonnegative-controllability given in Theo-
rem E.4.1. In particular, the exponent 1/2 of the term ‖a‖1/2L∞(QT ) will be the key point
to prove Theorem E.2.2 (see Annexe E.5).
E.4.2 A precise L2-L1 observability inequality for the linear heat equa-
tion with bounded potential and nonnegative initial data
The proof of Theorem E.4.1 is a consequence of this kind of observability inequality.
Theorem E.4.4. For every T > 0, there exists C = C(Ω, ω, T, a) > 0 of the form (E.22)
such that for every qT ∈ L2(Ω;R+), the solution q to (E.21) satisfies
‖q(0, .)‖2L2(Ω) ≤ C
(∫ T
0
∫
ω
qdxdt
)2
. (E.25)
An immediate corollary of Theorem E.4.4 is this observability inequality L2-L2 that
we state to discuss it below, but that will not be used in the present article.
Corollary E.4.5. For every T > 0, there exists C = C(Ω, ω, T, a) > 0 of the form (E.22)
such that for every qT ∈ L2(Ω;R+) the solution q to (E.21) satisfies
‖q(0, .)‖2L2(Ω) ≤ C
(∫ T
0
∫
ω
q2dxdt
)
. (E.26)
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It is well-known that null-controllability in L2 is equivalent to an observability in-
equality in L2 for every qT ∈ L2(Ω;R) (see [Cor07a, Theorem 2.44]). The main idea
behind Corollary E.4.5 is the fact that nonnegative-controllability in L2 is a consequence
of an observability inequality in L2 for every qT ∈ L2(Ω;R+) (see Annexe E.4.5).
Remark E.4.6. It is interesting to mention that (E.26) holds with C of the form
C(Ω, ω, T, a) = exp
(
C(Ω, ω)
(
1 +
1
T
+ T ‖a‖L∞(QT ) + ‖a‖
2/3
L∞(QT )
))
(E.27)
for every qT ∈ L2(Ω;R) (see [FCGBGP06b, Theorem 2]). The exponent 2/3 of the term
‖a‖2/3L∞(QT ) is the key point to prove Theorem E.1.4. Note that the optimality of the
exponent 2/3 has been proved by Thomas Duyckaerts, Xu Zhang and Enrique Zuazua
in the context of parabolic systems in even space dimensions N ≥ 2 and with Dirichlet
boundary conditions (see [DZZ08, Theorem 1.1] and also [Zua07, Theorem 5.2] for the
main arguments of the proof). Corollary E.4.5 shows that we can actually decrease the
exponent 2/3 to the exponent 1/2 for nonnegative initial data. In some sense, we can make
the connection with the recent preprint of Camille Laurent and Matthieu Léautaud (see
[LL18]). Indeed, the article [LL18] is concerned with the short-time observability constant
of the heat equation. This constant is of the form exp(K/T ), where K depends only on
the the geometry of Ω and ω. Luc Miller conjectured that K is (universally) proportional
to the square of the maximal distance from ω to a point of Ω (see [Mil04]). In [LL18], the
authors disprove the conjecture and show that the conjecture holds true for nonnegative
initial data by using Li-Yau estimates (see [LY86]).
Remark E.4.7. In the context of the wave equation in one space dimension, the (op-
timal) constant of observability inequality for the linear wave equation with a bounded
potential is actually exp
(
C
(
1 + ‖a‖1/2L∞(QT )
))
(see [Zua93, Theorem 4]) which leads to
the exact controllability of the semilinear wave equation in large time for semilinearities
satisfying (E.3) with α < 2 (see [Zua93, Theorem 1] and also [BM04, Problem 5.5] for the
presentation of the related open problem in the multidimensional case). Roughly spea-
king, as an ordinary differential argument would indicate, this constant of observability
inequality is very natural because the wave operator is of order two in the time and the
space variables. Then, by analogy and by taking into account that the heat operator
is of order one in the time variable and of order two in the space variable, one could
rather expect a constant of obervability inequality of the order exp
(
C ‖a‖L∞(QT )
)
or
exp
(
C ‖a‖1/2L∞(QT )
)
which seem to be more intuitive than the term exp
(
C ‖a‖2/3L∞(QT )
)
.
E.4.3 A new L1 Carleman estimate
The goal of this section is to establish a L1 Carleman estimate for nonnegative initial
data (see Theorem E.4.9 below). First, we introduce some classical weight functions for
proving Carleman inequalities.
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Lemma E.4.8. Let ω0 ⊂⊂ ω be a nonempty open subset. Then there exists η0 ∈ C2(Ω)
such that η0 > 0 in Ω, η0 = 0 in ∂Ω, and |∇η0| > 0 in Ω \ ω0.
A proof of this lemma can be found in [Cor07a, Lemma 2.68].
Let ω0 be a nonempty open set satisfying ω0 ⊂⊂ ω and let us set
α(t, x) :=
e2λ‖η0‖∞ − eλη0(x)
t(T − t) , (E.28)
ξ(t, x) :=
eλη
0(x)
t(T − t) , (E.29)
for (t, x) ∈ QT , where η0 is the function provided by Lemma E.4.8 for this ω0 and λ ≥ 1
is a parameter.
We have the following new L1 Carleman estimate.
Theorem E.4.9. There exist two constants C := C(Ω, ω) > 0 and C1 := C1(Ω, ω) > 0,
such that,
∀λ ≥ 1, ∀s ≥ s1(λ) := C(Ω, ω)e4λ‖η
0‖
∞
(
T + T 2 + T 2 ‖a‖1/2L∞(QT )
)
, (E.30)
for every qT ∈ L2(Ω;R+), the nonnegative solution q of (E.21) satisfies∫
QT
e−sαξ2qdxdt ≤ C1
∫
(0,T )×ω
e−sαξ2qdxdt. (E.31)
Proof. Unless otherwise specified, we denote by C various positive constants varying from
line to line which may depend on Ω, ω but independent of the parameters λ and s.
We introduce other weights which are similar to α and ξ
α˜(t, x) :=
e2λ‖η0‖∞ − e−λη0(x)
t(T − t) , (E.32)
ξ˜(t, x) :=
e−λη0(x)
t(T − t) . (E.33)
The following estimates
|∂iα| = | − ∂iξ| ≤ Cλξ, |∂iα˜| = | − ∂iξ˜| ≤ Cλξ˜,
|∂tα| ≤ 2Tξ2e2λ‖η
0‖
∞ , |∂tα˜| ≤ 2T ξ˜2e4λ‖η
0‖
∞ ,
(T/2)2ξ ≥ 1, (T/2)2ξ˜ ≥ e−λ‖η0‖∞ ,
(E.34)
will be very useful for the proof.
Let qT ∈ C∞c (Ω;R+). The general case comes from an easy density argument by using
the fact that C∞c (Ω;R+) is dense in L2(Ω;R+) for the L2(Ω;R) topology.
The solution q of (E.21) is nonnegative by applying the maximum principle given in
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Proposition E.3.6 with y = 0 and z(t, x) = q(t − T, x). Actually, if qT 6= 0, the strong
maximum principle gives that q is strictly positive in QT (see [Eva10, Chapter 7, Section
7.1, Theorem 12]).
We define
ψ := e−sαq and ψ˜ := e−sα˜q.
The proof is divided into five steps :
— Step 1 : We integrate over (0, T )× Ω an identity satisfied by ψ.
— Step 2 : We get an estimate which looks like (E.31) up to some boundary terms.
— Step 3 : We repeat the step 1 for ψ˜.
— Step 4 : We repeat the step 2 for ψ˜.
— Step 5 : We sum the estimates of the step 2 and the step 4 to get rid of the
boundary terms.
Remark E.4.10. The “trick” of the proof to get rid of the boundary terms is inspired
by the proof of the usual L2 Carleman estimate for Neumann boundary conditions due
to Andrei Fursikov and Oleg Imanuvilov (see [FI96, Chapter 1] and also [FCGBGP06b,
Appendix]).
Step 1 : An identity satisfied by ψ. We readily obtain that
Mψ = 0, (E.35)
where
Mψ = −sλ2|∇η0|2ξψ − 2sλξ∇η0.∇ψ + ∂tψ (E.36)
+ s2λ2|∇η0|2ξ2ψ +∆ψ + sαtψ − a(t, x)ψ
− sλ∆η0ξψ.
Remark E.4.11. The starting point, i.e., the identity (E.35) is the same as in the
classical proof developed by Andrei Fursikov and Oleg Imanuvilov in [FI96] (see also
[FCG06, Proof of Lemma 1.3] or [LRL12, Section 7]). But, from now, the proof strategy
of the L1-Carleman estimate is very different from the usual one of the L2-Carleman
estimate. Indeed, we will focus on the fourth right hand side term of (E.36)
s2λ2|∇η0|2ξ2ψ.
It is nonnegative because ψ is nonnegative and it is of order two in the parameter s
whereas the seventh right hand side term of (E.36)
a(t, x)ψ,
is of order 0 in the parameter s. This comparison suggests to integrate the identity (E.35)
in order to obtain (E.31) for λ ≥ 1 and s ≥ s1(λ) as defined in (E.30).
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We integrate (E.35) over (0, T )× Ω∫
QT
s2λ2|∇η0|2ξ2ψ −
∫
QT
2sλξ∇η0.∇ψ +
∫
QT
∂tψ +
∫
QT
∆ψ
=
∫
QT
sλ2|∇η0|2ξψ −
∫
QT
sαtψ +
∫
QT
a(t, x)ψ
+
∫
QT
sλ∆η0ξψ.
(E.37)
Note that all the terms in (E.37) are well-defined. Indeed, by using qT ∈ C∞c (Ω) and
the parabolic regularity in L2 to (E.21) (see [DHP07, Theorem 2.1]), we deduce that
q ∈ X2 := L2(0, T ;H2(Ω)) ∩H1(0, T ;L2(Ω)) then ψ ∈ X2.
Step 2 : Estimates for ψ.As a consequence of the properties of η0 (see Lemma E.4.8),
we have
m := min
{
|∇η0(x)|2 ; x ∈ Ω \ ω0
}
> 0, (E.38)
which yields∫
QT
s2λ2|∇η0|2ξ2ψ (E.39)
≥
∫
(0,T )×(Ω\ω)
s2λ2|∇η0|2ξ2ψ ≥ m
∫
QT
s2λ2ξ2ψ −m
∫
(0,T )×ω
s2λ2ξ2ψ.
By combining (E.37) and (E.39), we have
m
∫
QT
s2λ2ξ2ψ −
∫
QT
2sλξ∇η0.∇ψ +
∫
QT
∂tψ +
∫
QT
∆ψ
≤
∫
QT
sλ2|∇η0|2ξψ +
∫
QT
s|αt|ψ +
∫
QT
|a(t, x)|ψ
+
∫
QT
sλ|∆η0|ξψ +m
∫
(0,T )×ω
s2λ2ξ2ψ.
(E.40)
We have the following integration by parts
−
∫
QT
2sλξ∇η0.∇ψ =
∫
QT
2sλ
(∇ξ.∇η0ψ + ξ∆η0ψ)− ∫
ΣT
2sλξ
∂η0
∂n
ψdσdt, (E.41)
∫
QT
∂tψ =
∫
Ω
(ψ(T, .)− ψ(0, .)) = 0, (E.42)
∫
QT
∆ψ =
∫
ΣT
∂ψ
∂n
, (E.43)
where ΣT := (0, T )× ∂Ω.
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From (E.40), (E.41), (E.42), (E.43), we have
m
∫
QT
s2λ2ξ2ψ −
∫
ΣT
2sλξ
∂η0
∂n
ψ +
∫
ΣT
∂ψ
∂n
≤
∫
QT
sλ2|∇η0|2ξψ +
∫
QT
s|αt|ψ +
∫
QT
|a(t, x)|ψ
+
∫
QT
3sλ|∆η0|ξψ +
∫
QT
2sλ|∇ξ||∇η0|ψ +m
∫
(0,T )×ω
s2λ2ξ2ψ.
(E.44)
By using the first two lines of (E.34) and λ ≥ 1, we have∫
QT
sλ2|∇η0|2ξψ +
∫
QT
s|αt|ψ +
∫
QT
|a(t, x)|ψ
+
∫
QT
3sλ|∆η0|ξψ +
∫
QT
2sλ|∇ξ||∇η0|ψ
≤ C
(∫
QT
sλ2ξψ +
∫
QT
se2λ‖η0‖∞Tξ2ψ +
∫
QT
|a(t, x)|ψ +
∫
QT
sλξψ
)
≤ C
(∫
QT
sλ2ξψ +
∫
QT
se2λ‖η0‖∞Tξ2ψ +
∫
QT
|a(t, x)|ψ
)
.
(E.45)
By combining (E.44) and (E.45), we get
m
∫
QT
s2λ2ξ2ψ −
∫
ΣT
2sλξ
∂η0
∂n
ψ +
∫
ΣT
∂ψ
∂n
≤ C
(∫
QT
sλ2ξψ +
∫
QT
se2λ‖η0‖∞Tξ2ψ +
∫
QT
|a(t, x)|ψ
)
+m
∫
(0,T )×ω
s2λ2ξ2ψ.
(E.46)
Absorption. The goal of this intermediate step is to absorb the third right hand side
terms of (E.46) by the first left hand side term of (E.46) by taking s sufficiently large.
In order to do this, it is useful to keep in mind the fact that λ ≥ 1 and the third line of
(E.34) for the next estimates.
By taking s ≥ (T/2)2(4C/m), we have Csξ ≤ (m/4)(sξ)2 and consequently
C
∫
QT
sλ2ξψ ≤ m
4
∫
QT
s2λ2ξ2ψ. (E.47)
By taking s ≥ Te2λ‖η0‖∞(4C/m), we have Cse2λ‖η0‖∞Tξ2 ≤ (m/4)(λsξ)2 and conse-
quently
C
∫
QT
se2λ‖η0‖∞Tξ2ψ ≤ m
4
∫
QT
s2λ2ξ2ψ. (E.48)
By taking s ≥ (T/2)2 ‖a‖1/2L∞(QT ) (4C/m)1/2, we have C ‖a‖L∞(QT ) ≤ (m/4)(λsξ)2 and
consequently
C
∫
QT
|a(t, x)|ψ ≤ m
4
∫
QT
s2λ2ξ2ψ. (E.49)
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Therefore, by taking s ≥ s1(λ) as defined in (E.30), we have from (E.47), (E.48) and
(E.49) that
C
(∫
QT
sλ2ξψ +
∫
QT
se2λ‖η0‖∞Tξ2ψ +
∫
QT
|a(t, x)|ψ
)
≤ 3m
4
∫
QT
s2λ2ξ2ψ. (E.50)
Then, from (E.46) and (E.50), for s ≥ s1(λ), we get
m
4
∫
QT
s2λ2ξ2ψ −
∫
ΣT
2sλξ
∂η0
∂n
ψ +
∫
ΣT
∂ψ
∂n
≤ m
∫
(0,T )×ω
s2λ2ξ2ψ. (E.51)
Step 3 : An identity satisfied by ψ˜. We readily obtain that
M˜ψ˜ = 0, (E.52)
where
M˜ψ˜ = −sλ2|∇η0|2ξ˜ψ˜ + 2sλξ˜∇η0.∇ψ˜ + ∂tψ˜ (E.53)
+ s2λ2|∇η0|2ξ˜2ψ˜ +∆ψ˜ + sα˜tψ˜ − a(t, x)ψ˜
+ sλ∆η0ξ˜ψ˜.
We integrate (E.35) over (0, T )× Ω∫
QT
s2λ2|∇η0|2ξ˜2ψ˜ +
∫
QT
2sλξ˜∇η0.∇ψ˜ +
∫
QT
∂tψ˜ +
∫
QT
∆ψ˜
=
∫
QT
sλ2|∇η0|2ξ˜ψ˜ −
∫
QT
sα˜tψ˜ +
∫
QT
a(t, x)ψ˜
−
∫
QT
sλ∆η0ξ˜ψ˜.
(E.54)
Step 4 : Estimates for ψ˜. By using (E.38), we have∫
QT
s2λ2|∇η0|2ξ˜2ψ˜ (E.55)
≥
∫
(0,T )×(Ω\ω)
s2λ2|∇η0|2ξ˜2ψ˜ ≥ m
∫
QT
s2λ2ξ˜2ψ˜ −m
∫
(0,T )×ω
s2λ2ξ˜2ψ˜.
By combining (E.54) and (E.55), we have
m
∫
QT
s2λ2ξ˜2ψ˜ +
∫
QT
2sλξ˜∇η0.∇ψ˜ +
∫
QT
∂tψ˜ +
∫
QT
∆ψ˜
≤
∫
QT
sλ2|∇η0|2ξ˜ψ˜ +
∫
QT
s|α˜t|ψ˜ +
∫
QT
|a(t, x)|ψ˜
+
∫
QT
sλ|∆η0|ξ˜ψ˜ +m
∫
(0,T )×ω
s2λ2ξ˜2ψ˜.
(E.56)
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We have the following integration by parts∫
QT
2sλξ˜∇η0.∇ψ˜ = −
∫
QT
2sλ
(
∇ξ˜.∇η0ψ˜ + ξ˜∆η0ψ˜
)
+
∫
ΣT
2sλξ˜
∂η0
∂n
ψ˜, (E.57)
∫
QT
∂tψ˜ =
∫
Ω
(ψ˜(T, .)− ψ˜(0, .)) = 0, (E.58)
∫
QT
∆ψ˜ =
∫
ΣT
∂ψ˜
∂n
. (E.59)
From (E.56), (E.57), (E.58), (E.59), we have
m
∫
QT
s2λ2ξ˜2ψ˜ +
∫
ΣT
2sλξ˜
∂η0
∂n
ψ˜ +
∫
ΣT
∂ψ˜
∂n
≤
∫
QT
sλ2|∇η0|2ξ˜ψ˜ +
∫
QT
s|α˜t|ψ˜ +
∫
QT
|a(t, x)|ψ˜
+
∫
QT
3sλ|∆η0|ξ˜ψ˜ +
∫
QT
2sλ|∇ξ˜||∇η0|ψ˜ +m
∫
(0,T )×ω
s2λ2ξ˜2ψ˜.
(E.60)
By using the first two lines of (E.34) and the fact that λ ≥ 1, we have∫
QT
sλ2|∇η0|2ξ˜ψ˜ +
∫
QT
s|α˜t|ψ˜ +
∫
QT
|a(t, x)|ψ˜
+
∫
QT
3sλ|∆η0|ξ˜ψ˜ +
∫
QT
2sλ|∇ξ˜||∇η0|ψ˜
≤ C
(∫
QT
sλ2ξ˜ψ˜ +
∫
QT
se4λ‖η0‖∞T ξ˜2ψ˜ +
∫
QT
|a(t, x)|ψ˜ +
∫
QT
sλξ˜ψ˜
)
≤ C
(∫
QT
sλ2ξ˜ψ˜ +
∫
QT
se4λ‖η0‖∞T ξ˜2ψ˜ +
∫
QT
|a(t, x)|ψ˜
)
(E.61)
By combining (E.60) and (E.61), we get
m
∫
QT
s2λ2ξ˜2ψ˜ +
∫
ΣT
2sλξ˜
∂η0
∂n
ψ˜ +
∫
ΣT
∂ψ˜
∂n
≤ C
(∫
QT
sλ2ξ˜ψ˜ +
∫
QT
se4λ‖η0‖∞T ξ˜2ψ˜ +
∫
QT
|a(t, x)|ψ˜
)
+m
∫
(0,T )×ω
s2λ2ξ˜2ψ˜.
(E.62)
Absorption. Note that we will use the third line of (E.34) in the next four estimates.
By taking s ≥ eλ‖η0‖∞(T/2)2(4C/m), we have Csξ˜ ≤ (m/4)(sξ˜)2 and consequently
C
∫
QT
sλ2ξ˜ψ˜ ≤ m
4
∫
QT
s2λ2ξ˜2ψ˜. (E.63)
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By taking s ≥ Te4λ‖η0‖∞(4C/m), we have Cse2λ‖η0‖∞T ξ˜2 ≤ (m/4)(λsξ˜)2 and conse-
quently
C
∫
QT
se2λ‖η0‖∞T ξ˜2ψ˜ ≤ m
4
∫
QT
s2λ2ξ˜2ψ˜. (E.64)
By taking s ≥ eλ‖η0‖∞(T/2)2 ‖a‖1/2L∞(QT ) (4C/m)1/2, we have
C ‖a‖L∞(QT ) ≤ (m/4)(λsξ˜)2 and consequently
C
∫
QT
|a(t, x)|ψ˜ ≤ m
4
∫
QT
s2λ2ξ˜2ψ˜. (E.65)
Therefore, by taking s ≥ s1(λ) as defined in (E.30), we have from (E.47), (E.48) and
(E.65) that
C
(∫
QT
sλ2ξ˜ψ˜ +
∫
QT
se4λ‖η0‖∞T ξ˜2ψ˜ +
∫
QT
|a(t, x)|ψ˜
)
≤ 3m
4
∫
QT
s2λ2ξ˜2ψ˜. (E.66)
Then, from (E.62) and (E.66), for s ≥ s1(λ), we get
m
4
∫
QT
s2λ2ξ˜2ψ˜ +
∫
ΣT
2sλξ˜
∂η0
∂n
ψ˜ +
∫
ΣT
∂ψ˜
∂n
≤ m
∫
(0,T )×ω
s2λ2ξ˜2ψ˜. (E.67)
Step 5 : Elimination of the boundary terms. From now, we take s ≥ s1(λ). By
summing (E.51) and (E.67), we get
m
4
∫
QT
s2λ2ξ2ψ −
∫
ΣT
2sλξ
∂η0
∂n
ψ +
∫
ΣT
∂ψ
∂n
+
m
4
∫
QT
s2λ2ξ˜2ψ˜ +
∫
ΣT
2sλξ˜
∂η0
∂n
ψ˜ +
∫
ΣT
∂ψ˜
∂n
≤ m
(∫
(0,T )×ω
s2λ2ξ2ψ +
∫
(0,T )×ω
s2λ2ξ˜2ψ˜
)
.
(E.68)
Since η0 = 0 on ∂Ω, we have
ξ = ξ˜, α = α˜ and ψ = ψ˜ on ΣT , (E.69)
which leads to
−
∫
ΣT
2sλξ
∂η0
∂n
ψ +
∫
ΣT
2sλξ˜
∂η0
∂n
ψ˜ = 0. (E.70)
Moreover, we have
∂iψ = e
−sα(∂iq + sλ∂iη0ξq), ∂iψ˜ = e−sα˜(∂iq − sλ∂iη0ξ˜q),
whence by using ∂q∂n = 0 on ΣT , we get
∂ψ
∂n
= sλ
∂η0
∂n
ξe−sαq,
∂ψ˜
∂n
= −sλ∂η
0
∂n
ξ˜e−sα˜q on ΣT . (E.71)
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By using (E.69) and (E.71), we get∫
ΣT
∂ψ
∂n
+
∫
ΣT
∂ψ˜
∂n
= 0. (E.72)
We get from (E.68), (E.70) and (E.72)
m
4
(∫
QT
s2λ2ξ2ψ +
∫
QT
s2λ2ξ˜2ψ˜
)
≤ C
(∫
(0,T )×ω
s2λ2ξ2ψ +
∫
(0,T )×ω
s2λ2ξ˜2ψ˜
)
.
(E.73)
By forgetting the second term of (E.73) which is nonnegative and by using the fact that
ξ˜ ≤ ξ, e−sα˜ ≤ e−sα in QT , we get from (E.73) the Carleman estimate (E.31). This
concludes the proof of Theorem E.4.9.
E.4.4 Proof of the L2-L1 observability inequality : Theorem E.4.4
The goal of this subsection is to prove Theorem E.4.4, which is a consequence of
Theorem E.4.9, Lp-Lq estimates and the dissipativity in time of the Lp norm of (E.21).
Proof. Step 1 : L1-L1 observability inequality. We fix λ = 1 and s = s1 in Theo-
rem E.4.9 to get∫
QT
t−2(T − t)−2e−sαqdxdt ≤ C1(Ω, ω)
∫
(0,T )×ω
t−2(T − t)−2e−sαqdxdt. (E.74)
First, we observe that in (T/4, 3T/4)× Ω,
t−2(T − t)−2e−sα ≥ C
T 4
exp
−C(Ω, ω)
(
T + T 2 + T 2 ‖a‖1/2L∞(QT )
)
T 2

≥ C
T 4
e
−C(Ω,ω)
(
1+ 1
T
+‖a‖1/2
L∞(QT )
)
.
(E.75)
Secondly, from the fact that x2e−Mx ≤ C/M2 for every x,M ≥ 0 used with x = t−1(T −
t)−1 and M = C(Ω, ω)
(
T + T 2 + T 2 ‖a‖1/2L∞(QT )
)
, we remark that in (0, T )× ω,
t−2(T − t)−2e−sα
≤ t−2(T − t)−2 exp
(
−C(Ω, ω)
(
T + T 2 + T 2 ‖a‖1/2L∞(QT )
)
t−1(T − t)−1
)
≤ C(
C(Ω, ω)
(
T + T 2 + T 2 ‖a‖1/2L∞(QT )
))2
≤ C(Ω, ω)
T 4
.
(E.76)
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Then, we get from (E.74), (E.75) and (E.76)∫
(T/4,3T/4)×Ω
qdxdt ≤ eC(Ω,ω)
(
1+ 1
T
+‖a‖1/2
L∞(QT )
) ∫
(0,T )×ω
qdxdt. (E.77)
On the other hand, we obtain by the dissipativity in time of the L1-norm (see Proposi-
tion E.3.4 with p = 1)
‖q(T/4, .)‖L1(Ω) ≤
2C exp
(
CT ‖a‖L∞(QT )
)
T
∫ 3T/4
T/4
‖q(t, .)‖L1(Ω) dt. (E.78)
By using (E.77) and (E.78), we get
‖q(T/4, .)‖L1(Ω) ≤ C(Ω, ω, T, a)
∫
(0,T )×ω
qdxdt, (E.79)
where C(Ω, ω, T, a) is defined in (E.22).
From now, we denote by C(Ω, ω, T, a) various positive constants varying from line to
line which are of the form (E.22).
Step 2 : Global L2-L1 estimate. The goal of this step is to prove that
‖q(0, .)‖L2(Ω) ≤ C(Ω, ω, T, a) ‖q(T/4, .)‖L1(Ω) . (E.80)
To simplify the notations, we set q̂(t) := q(T − t) for t ∈ [0, T ]. Then, (E.80) rewrites as
follows ∥∥∥q̂(T̂2, .)∥∥∥
L2(Ω)
≤ C(Ω, ω, T, a)
∥∥∥q̂(T̂1, .)∥∥∥
L1(Ω)
. (E.81)
with T̂2 := T > T̂1 := 3T/4.
The proof of (E.81) will be a consequence of the regularizing effect of the heat-
semigroup (see Proposition E.3.8) and a bootstrap argument.
We introduce the following sequence
r0 := 1, ∀k ≥ 0, rk+1 :=
{ Nrk
N−rk if rk < N,
2rk if rk ≥ N.
(E.82)
We readily have from the definition (E.82) that
∀k ≥ 0, βk := N
2
(
1
rk
− 1
rk+1
)
≤ 1
2
< 1, (E.83)
and
∃l ≥ 1, rl ≥ 2. (E.84)
We also introduce a sequence of times
∀k ∈ {0, . . . , l}, τk := T̂1 + k
l
(T̂2 − T̂1). (E.85)
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Let us remark that
∀k ∈ {0, . . . , l}, τk+1 − τk = T̂2 − T̂1
l
=
T
4l
. (E.86)
By induction, we will show that
∀k ∈ {0, . . . , l}, ‖q̂(τk, .)‖Lrk (Ω) ≤ C(Ω, ω, T, a) ‖q̂(τ0, .)‖L1(Ω) . (E.87)
The case k = 0 is obvious (take C0 = 1). Then, by denoting by S(t) = et∆ the heat-
semigroup with Neumann boundary conditions, we have for every k ≥ 0,
q̂(τk+1, .) = S(τk+1 − τk)q̂(τk, .) +
∫ τk+1
τk
S(τk+1 − s)(−a(s, .)q̂(s, .))ds, (E.88)
from the equation satisfied by q̂ (see (E.21)).
We assume that (E.87) holds for k ∈ {0, . . . , l}. From (E.88), (E.83) and the regula-
rizing effect Lrk -Lrk+1 of the heat-semigroup (see Proposition E.3.8), we have
‖q̂(τk+1)‖Lrk+1 (Ω) ≤ C(Ω, ω, T, a)
(
(τk+1 − τk)−βk ‖q̂(τk)‖Lrk (Ω)
+
∫ τk+1
τk
(τk+1 − s)−βk ‖a‖L∞(QT ) ‖q̂(s)‖Lrk (Ω) ds
)
≤ C(Ω, ω, T, a) (A1,k +A2,k) ,
(E.89)
where
A1,k := (τk+1 − τk)−βk ‖q̂(τk)‖Lrk (Ω) , (E.90)
and
A2,k :=
∫ τk+1
τk
(τk+1 − s)−βk ‖a‖L∞(QT ) ‖q̂(s)‖Lrk (Ω) ds. (E.91)
From (E.90), (E.86), (E.83) and (E.87), we have
A1,k ≤ CT−βkC(Ω, ω, T, a) ‖q̂(τ0, .)‖L1(Ω) ≤ C(Ω, ω, T, a) ‖q̂(τ0, .)‖L1(Ω) . (E.92)
From (E.91), the dissipativity in time of the Lrk -norm (see Proposition E.3.4), the in-
duction assumption (E.87), the integrability condition coming from (E.83) and (E.86),
we have
A2,k ≤ ‖a‖∞
∫ τk+1
τk
(τk+1 − s)−βkCeCT‖a‖∞ ‖q̂(τk)‖Lrk (Ω) ds
≤ C ‖a‖∞ eCT‖a‖∞C(Ω, ω, T, a) ‖q̂(τ0, .)‖L1(Ω) (τk+1 − τk)−βk+1
≤ C(Ω, ω, T, a) ‖a‖∞ T−βk+1 ‖q̂(τ0, .)‖L1(Ω)
≤ C(Ω, ω, T, a) ‖a‖∞ (T + 1) ‖q̂(τ0, .)‖L1(Ω)
≤ C(Ω, ω, T, a)
(
eT‖a‖∞ + 2e‖a‖
1/2
∞
)
‖q̂(τ0, .)‖L1(Ω)
≤ C(Ω, ω, T, a) ‖q̂(τ0, .)‖L1(Ω) .
(E.93)
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The estimates (E.89), (E.92) and (E.93) prove (E.87) for (k + 1) and concludes the in-
duction. Thus, (E.87) holds for k = l, which combined with (E.84) and (E.85), yields
(E.81).
Step 3 : By using (E.79) and (E.80), we prove (E.25) and consequently Theo-
rem E.4.4.
E.4.5 Proof of the linear global nonnegative-controllability : Theo-
rem E.4.1
The goal of this section is to prove Theorem E.4.1. The following proof is inspired
by the so-called Hilbert Uniqueness method due to Jacques-Louis Lions (see [Lio88] and
more precisely [Zua97, Section 2.1]).
Proof. The proof is divided into two steps. First, we build a sequence of controls
hε ∈ L∞((0, T )×ω) with ε > 0 which provide the approximate nonnegative-controllability
of (E.20). Secondly, we pass to the limit when ε tends to 0.
Step 1. Let us fix T > 0, a ∈ L∞(QT ) and y0 ∈ L2(Ω). For any ε ∈ (0, 1), we
consider the following functional : for every qT ∈ L2(Ω;R+),
Jε(qT ) =
1
2
(∫
(0,T )×ω
qdxdt
)2
+ ε ‖qT ‖L2(Ω) +
∫
Ω
q(0, x)y0(x)dx, (E.94)
where q is the solution to (E.21).
The functional Jε is continuous, convex and coercive on the unbounded closed convex
set L2(Ω;R+). More precisely, we will show that
lim inf
‖qT ‖L2(Ω)→+∞
Jε(qT )
‖qT ‖L2(Ω)
≥ ε. (E.95)
Indeed, given a sequence (qT,k)k≥0 ∈ L2(Ω) with ‖qT,k‖L2(Ω) → +∞, we normalize it :
q˜T,k :=
qT,k
‖qT,k‖L2(Ω)
,
and we denote by q˜k the solution to (E.21) associated to the initial data q˜T,k. We have
Jε(qT,k)
‖qT,k‖L2(Ω)
=
‖qT,k‖L2(Ω)
2
(∫
(0,T )×ω
q˜kdxdt
)2
+ ε+
∫
Ω
q˜k(0, x)y0(x)dx. (E.96)
We distinguish the following two cases.
Case 1 :
lim inf
k→+∞
∫
(0,T )×ω
q˜kdxdt > 0. (E.97)
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When (E.97) holds, we clearly have
lim inf
k→+∞
Jε(qT,k)
‖qT,k‖L2(Ω)
= +∞ ≥ ε
Case 2 :
lim inf
k→+∞
∫
(0,T )×ω
q˜kdxdt = 0. (E.98)
In this case, by using the estimate (E.11) of Proposition E.3.2, the embedding (E.7) and
(E.98), extracting subsequences (that we denote by the index k to simplify the notation),
we deduce that there exists q˜ ∈WT such that
q˜k ⇀ q˜ in WT , (E.99)
q˜k(0, .) ⇀ q˜(0, .) in L
2(Ω), (E.100)∫
(0,T )×ω
q˜kdxdt→ 0. (E.101)
By using Aubin Lions’ lemma (see [Sim87, Section 8, Corollary 4]) and (E.99), (q˜k)k∈N
is relatively compact in L2(QT ), then up to a subsequence we have
q˜k → q˜ in L2(QT ;R+). (E.102)
In view of (E.101) and (E.102), we have
q˜ = 0 in (0, T )× ω. (E.103)
Then, by using (E.103) and the observability inequality (E.25), we have
q˜(0, .) = 0. (E.104)
Consequently, by combining (E.100) and (E.104), we have∫
Ω
q˜k(0, x)y0(x)dx→ 0,
which yields (E.95) thanks to (E.96).
We deduce that Jε admits a minimum qε,T ∈ L2(Ω;R+). We take
hε :=
(∫
(0,T )×ω
qε
)
1ω, (E.105)
and we denote by yε ∈WT ∩ L∞(QT ) the solution to
∂tyε −∆yε + a(t, x)yε = hε1ω in (0, T )× Ω,
∂yε
∂n = 0 on (0, T )× ∂Ω,
yε(0, .) = y0 in Ω.
(E.106)
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We use the fact that Jε(qT,ε) ≤ Jε(0) = 0 to get
1
2
(∫
(0,T )×ω
qε
)2
+ ε ‖qε,T ‖L2(Ω) ≤ −
∫
Ω
qε(0, x)y0(x)dx. (E.107)
By using the observability inequality (E.25), (E.105), (E.107) and Young’s inequality, we
obtain the following bound on the sequence of controls
‖hε‖2L∞(QT ) ≤ C(Ω, ω, T, a) ‖y0‖
2
L2(Ω) , (E.108)
where C(Ω, ω, T, a) is of the form (E.22).
For λ > 0 and pT ∈ L2(Ω;R+), we have
Jε(qε,T ) ≤ Jε(qε,T + λpT ). (E.109)
Dividing the inequality (E.109) by λ and letting λ → 0+, we obtain from (E.105) and
the Minkowski’s inequality
−(y0, p(0, .))L2(Ω) ≤
∫
(0,T )×ω
hεp+ ε lim inf
λ→0+
‖qε,T + λpT ‖L2(Ω) − ‖qε,T ‖L2(Ω)
λ
(E.110)
≤
∫
(0,T )×ω
hεp+ ε ‖pT ‖L2(Ω) ,
where p is the solution to (E.21) with initial data pT . Since systems (E.20) and (E.21)
are in duality, we have∫
(0,T )×ω
hεp = (yε(T, .), pT )L2(Ω) − (y0, p(0, .))L2(Ω), (E.111)
which, combined with (E.110), yields
(yε(T, .), pT )L2(Ω) ≥ −ε ‖pT ‖L2(Ω) , ∀pT ∈ L2(Ω;R+). (E.112)
Step 2. By using (E.108), (E.106), Proposition E.3.2, Proposition E.3.3 and the
embedding (E.7), up to a subsequence, we get that there exist h ∈ L∞(QT ) and y ∈
WT ∩ L∞(QT ) such that
hε⇀
∗ h in L∞(QT ) as ε→ 0, (E.113)
yε⇀ y in WT ⇒ yε(0, .)⇀ y(0, .), yε(T, .)⇀ y(T, .) in L2(Ω) as ε→ 0. (E.114)
Then, by using (E.106), (E.113) and (E.114), we obtain that y is the solution of (E.20)
associated to the control h satisfying (E.23) (by letting ε goes to 0 in (E.108)) and
(y(T, .), pT )L2(Ω) ≥ 0, ∀pT ∈ L2(Ω;R+). (E.115)
Then, we deduce from (E.115) that y satisfies (E.24), which concludes the proof of Theo-
rem E.4.1.
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E.5 A fixed-point argument to prove the small-time nonli-
near global nonnegative controllability
The goal of this section is to prove Theorem E.2.2. We assume that (E.3) holds for
α ≤ 2 and f(s) ≥ 0 for s ≥ 0.
E.5.1 A comparison principle
First, we begin with this lemma, which is a consequence of the comparison principle for
subsolutions and supersolutions of (E.1) with control h = 0 stated in Proposition E.3.7.
Lemma E.5.1. Let T > 0, y0 ∈ L∞(Ω). Assume that there exists T ∗ ∈ (0, T ] and
a control h∗ ∈ L∞(QT ∗) such that the solution y ∈ L∞(QT ∗) to (E.1) satisfies (E.5)
(replacing T ← T ∗). Then, if we set
h(t, .) :=
{
h∗(t, .) for t ∈ (0, T ∗),
0 for t ∈ (T ∗, T ),
the solution y of (E.1) belongs to L∞(QT ) and satisfies (E.5). Moreover, there exists
C := C(Ω) > 0 such that
‖y‖L∞(QT ) ≤ C ‖y‖L∞(QT∗ ) . (E.116)
Proof. By using the fact that f(0) = 0, f(s) ≥ 0 for s ≥ 0 and the comparison principle
(see Proposition E.3.7), we have
∀t ∈ [T ∗, T ], a.e. x ∈ Ω, 0 ≤ y(t, x) ≤ y˜(t, x), (E.117)
where y˜ is the nonnegative solution to
∂ty˜ −∆y˜ = 0 in (T ∗, T )× Ω,
∂y˜
∂n = 0 on (T
∗, T )× ∂Ω,
y˜(T ∗, .) = y(T ∗, .) in Ω.
(E.118)
Therefore, by using Proposition E.3.3 for (E.118), we get that there exists C := C(Ω) > 0
such that
‖y˜‖L∞((T ∗,T )×Ω) ≤ C ‖y(T ∗, .)‖L∞(Ω) ≤ C ‖y‖L∞(QT∗ ) . (E.119)
By using (E.117) and (E.119), we obtain that y ∈ L∞(QT ), (E.5) and (E.116) hold.
E.5.2 The fixed-point : definition of the application
We begin with some notations. Let us set
g(s) =
 f(s)s if s 6= 0,f ′(0) if s=0. (E.120)
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The function g is continuous and by using the fact that f satisfies (E.3) with α ≤ 2, we
deduce that for every ε > 0, there exists Cε > 0 such that
∀s ∈ R, |g(s)|1/2 ≤ ε log(2 + |s|) + Cε. (E.121)
The end of the section is devoted to the proof of Theorem E.2.2.
Proof. Let T > 0, y0 ∈ L∞(Ω).
Unless otherwise specified, we denote by C various positive constants varying from
line to line which may depend on Ω, ω, T .
We will perform a Kakutani-Leray-Schauder’s fixed-point argument in L∞(QT ).
For each z ∈ L∞(QT ), we consider the linear system
∂ty −∆y + g(z)y = h1ω in (0, T )× Ω,
∂y
∂n = 0 on (0, T )× ∂Ω,
y(0, .) = y0 in Ω.
(E.122)
We set
T ∗z := min
(
T, ‖g(z)‖−1/2L∞(QT )
)
. (E.123)
According to Theorem E.4.1, there exists a control hz ∈ L∞(QT ∗z ) satisfying
‖hz‖L∞(QT∗z )
≤ exp
(
C
(
1 +
1
T ∗z
+ T ∗z ‖g(z)‖L∞(QT ) + ‖g(z)‖
1/2
L∞(QT )
))
‖y0‖L2(Ω)
≤ exp
(
C
(
1 + ‖g(z)‖1/2L∞(QT )
))
‖y0‖L2(Ω) ,
(E.124)
such that the solution y of (E.122) in (0, T ∗z )× Ω with h = hz satisfies
y(T ∗z , .) ≥ 0. (E.125)
By extending by 0 the control hz in (T ∗z , T ), we get from (E.124)
‖hz‖L∞(QT ) ≤ exp
(
C
(
1 + ‖g(z)‖1/2L∞(QT )
))
‖y0‖L2(Ω) . (E.126)
For each z ∈ L∞(QT ), we introduce the set of controls
H(z) := {hz ∈ L∞(QT ) ; hz fulfills (E.126) and hz ≡ 0 in (T ∗z , T )× Ω}. (E.127)
We have the following facts.
Fact E.5.2. For every z ∈ L∞(QT ), H(z) is compact for the weak-star topology of
L∞(QT ).
Fact E.5.3. Assume that zk → z in L∞(QT ) and hk ∈ H(zk)⇀∗ h in L∞(QT ) as k →
+∞. Then, we have h ∈ H(z).
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We define the set-valued mapping Φ : L∞(QT ) → P(L∞(QT )) in the following way.
For every z ∈ L∞(QT ), Φ(z) is the set of y ∈ L∞(QT ) such that for some hz ∈ H(z), y
is the solution of (E.122) and this solution satisfies (E.125).
We recall the Kakutani-Leray-Schauder’s fixed point theorem (see [Gra93, Theorem
2.2, Theorem 2.4]).
Theorem E.5.4 (Kakutani-Leray-Schauder’s fixed point theorem). If
1. Φ is a Kakutani map, that is to say for every z ∈ L∞(QT ), Φ(z) is a nonempty
convex and closed subset of L∞(QT ),
2. Φ is compact, that is to say for every bounded set B ⊂ L∞(QT ), there exists a
compact set K ⊂ L∞(QT ) such that for every z ∈ B, Φ(z) ⊂ K,
3. Φ is upper semicontinuous in L∞(QT ), that is to say for all closed subset A ⊂
L∞(QT ), Φ−1(A) = {z ∈ L∞(QT ) ; Φ(z) ∩ A 6= ∅} is closed,
4. F := {y ∈ L∞(QT ) ; ∃λ ∈ (0, 1), y ∈ λΦ(y)} is bounded in L∞(QT ),
hold.
Then Φ has a fixed point, i.e, there exists y ∈ L∞(QT ) such that y ∈ Φ(y).
E.5.3 Hypotheses of Kakutani-Leray-Schauder’s fixed point theorem
We will check that the four hypotheses of Theorem E.5.4 hold.
The point (1) holds. Indeed, for every z ∈ L∞(QT ), we have seen that Φ(z) is
nonempty. The convexity of Φ(z) comes from the fact that the inequality (E.125) is stable
by convex combinations. Let us show that Φ(z) is closed. Let (yk)k∈N be a sequence of
elements in L∞(QT ), such that for every k ∈ N, yk ∈ Φ(z) and yk → y in L∞(QT ). Then,
for every k ∈ N, there exists a control hk ∈ H(z) such that yk is the solution to
∂tyk −∆yk + g(z)yk = hk1ω in (0, T )× Ω,
∂yk
∂n = 0 on (0, T )× ∂Ω,
yk(0, .) = y0 in Ω,
(E.128)
and this solution satisfies
yk(T
∗
z , .) ≥ 0. (E.129)
By using Fact E.5.2, Proposition E.3.2 and the embedding (E.7), we get that there exist
a strictly increasing sequence (kl)l∈N of integers and h ∈ H(z) such that
hkl⇀
∗ h in L∞(QT ) as l→ +∞, (E.130)
ykl ⇀ y in WT ⇒ ykl(0, .) ⇀ y0, ykl(T ∗z , .)⇀ y(T ∗z , .) in L2(Ω) as l→ +∞. (E.131)
By passing to the limit as l→ +∞ in (E.128), (E.129) and by using (E.130) and (E.131),
we get that y ∈ Φ(z). This concludes the proof of the point (1).
The point (2) holds. Let B be a bounded set of L∞(QT ). By using (E.126) and
Proposition E.3.3 applied to (E.122), we deduce that there exists R > 0 such that for
every z ∈ B, for every y ∈ Φ(z) associated to a control hz ∈ H(z), we have
z, y, hz ∈ BR := {ζ ∈ L∞(QT ) ; ‖ζ‖L∞(QT ) ≤ R}. (E.132)
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Let Y ∈ L∞(QT ) be the solution to the Cauchy problem
∂tY −∆Y = 0 in (0, T )× Ω,
∂Y
∂n = 0 on (0, T )× ∂Ω,
Y (0, .) = y0 in Ω.
(E.133)
Let y∗ = y − Y , where y ∈ Φ(z), with z ∈ B, associated to a control hz ∈ H(z). Then,
y∗ is the solution to
∂ty
∗ −∆y∗ + g(z)y = hz1ω in (0, T )× Ω,
∂y∗
∂n = 0 on (0, T )× ∂Ω,
y∗(0, .) = 0 in Ω.
(E.134)
From (E.132), we have
‖−g(z)y + hz1ω‖L∞(QT ) ≤ CR. (E.135)
From (E.135), a maximal parabolic regularity theorem in Lp (see [DHP07, Theorem 2.1]),
with p = N + 2, applied to y∗, solution of (E.134), we deduce that
y∗ ∈ Xp := W 1,p(0, T ;Lp(Ω)) ∩ Lp(0, T ;W 2,p(Ω)) and ‖y∗‖Xp ≤ CR. (E.136)
By the Sobolev embedding theorem Xp →֒ Cβ/2,β(QT ) with β > 0 (see [WYW06, Theo-
rem 1.4.1]), we deduce that y∗ ∈ C0(QT ) and
∀(t, x) ∈ QT , ∀(t′, x′) ∈ QT , |y∗(t, x)− y∗(t′, x′)| ≤ CR(|t− t′|β/2 + |x− x′|β). (E.137)
Let K∗ be the set of y∗ such that (E.137) holds. Then, we have K := (Y +K∗) ∩BR is
a compact convex subset of L∞(QT ) by Ascoli’s theorem and
∀z ∈ B, Φ(z) ⊂ K.
This concludes the proof of the point (2).
The point (3) holds. LetA be a closed subset of L∞(QT ). Let (zk)k∈N be a sequence
of elements in L∞(QT ), (yk)k∈N be a sequence of elements in L∞(QT ), and z ∈ L∞(QT )
be such that
zk → z in L∞(QT ) as k → +∞, (E.138)
∀k ∈ N, yk ∈ A, (E.139)
∀k ∈ N, yk ∈ Φ(zk). (E.140)
By (E.140) and (E.126), for every k ∈ N, there exists a control hk ∈ H(zk) such that yk
is the solution to 
∂tyk −∆yk + g(zk)yk = hk1ω in (0, T )× Ω,
∂yk
∂n = 0 on (0, T )× ∂Ω,
yk(0, .) = y0 in Ω,
(E.141)
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and this solution satisfies
yk(T
∗
zk
, .) ≥ 0. (E.142)
By (E.138), Fact E.5.3 and the point (2) of Theorem E.5.4, we get that there exist a
strictly increasing sequence (kl)l∈N of integers, h ∈ H(z) and y ∈ L∞(QT ) such that
hkl⇀
∗ h in L∞(QT ) as l→ +∞, (E.143)
ykl → y in L∞(QT ) as l→ +∞. (E.144)
Since A is closed, (E.139) and (E.144) imply that y ∈ A. Hence, it suffices to check that
y ∈ Φ(z). (E.145)
Letting l → +∞ in (E.141) and (E.142) and using (E.138), (E.143) and (E.144), we get
that y satisfies (E.122) and (E.125). Hence, (E.145) holds. This concludes the proof of
the point (3).
The point (4) holds. This is the difficult point. The key point is the definition of
T ∗y , i.e., (E.123) and (E.126) to get the first inequality of (E.147) (see below).
Let y ∈ F . Then, for some λ ∈ (0, 1) and hy ∈ H(y), we have
∂ty −∆y + f(y) = λhy1ω in (0, T )× Ω,
∂y
∂n = 0 on (0, T )× ∂Ω,
y(0, .) = λy0 in Ω,
and
y(T ∗y , .) ≥ 0.
Therefore, by using Lemma E.5.1 and Proposition E.3.3, we have
‖y‖L∞(QT ) ≤ C ‖y‖L∞(QT∗y )
≤ C exp
(
CT ∗y ‖g(y)‖L∞(QT )
)(
‖y0‖L∞(Ω) + ‖hy‖L∞(QT )
)
.
(E.146)
Consequently, by taking into account the definition of T ∗y , i.e., (E.123) and using (E.126),
(E.146), (E.121), we deduce that
‖y‖L∞(QT ) ≤ exp
(
C
(
1 + ‖g(y)‖1/2L∞(QT )
))
‖y0‖L∞(Ω)
≤ exp
(
C
(
1 + ε log
(
2 + ‖y‖L∞(QT )
)
+ Cε
))
‖y0‖L∞(Ω)
≤ exp (Cε)
(
2 + ‖y‖L∞(QT )
)εC ‖y0‖L∞(Ω) .
(E.147)
Therefore, by taking ε sufficiently small such that εC = 1/2, we deduce from (E.147)
that F is bounded in L∞(QT ). This concludes the proof of the point (4).
By Theorem E.5.4, Φ has a fixed point y. We denote by hy the associated control.
Then, by using Lemma E.5.1, y is the solution to (E.1) with control hy such that (E.5)
holds. This concludes the proof of Theorem E.2.2.
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E.6 Application of the global nonnegative-controllability to
the large time global null-controllability
In this section, we prove Theorem E.2.5. We assume that (E.3) holds for α ∈ [3/2, 2],
f(s) > 0 for s > 0 and 1/f ∈ L1([1,+∞)).
Proof. Let y0 ∈ L∞(Ω). The proof is divided into three steps.
Step 1 : Steer the solution to a nonnegative state in time T1 := 1. By using
Theorem E.2.2, there exists h1 ∈ L∞(QT1) such that the solution y to (E.1) replacing
T ← T1 satisfies
yT1 := y(T1, .) ≥ 0.
Step 2 : Dissipation of f on R+ and comparison to an ordinary differential
equation. We set
h2(t, .) := 0, for t ∈ [T1, T2],
with T2 which will be determined later.
Then, by using the comparison principle given in Proposition E.3.7, we deduce that
the solution y to 
∂ty −∆y = −f(y) in (T1, T2)× Ω,
∂y
∂n = 0 on (T1, T2)× ∂Ω,
y(T1, .) = yT1 in Ω,
satisfies
∀t ∈ [T1, T2], a.e. x ∈ Ω, 0 ≤ y(t, x) ≤ v(t), (E.148)
where v is the (global) nonnegative solution to the ordinary differential equation{
v˙(t) = −f(v(t)) in (T1,+∞),
v(T1) = ‖yT1‖L∞(Ω) + 1 . (E.149)
A straightforward calculation leads to
∀t ∈ [T1,+∞), v(t) > 0 and F (v(t))− F (v(T1)) = t− T1, (E.150)
where F is defined as follows
∀s > 0, F (s) =
∫ s
+∞
−1
f(σ)
dσ =
∫ +∞
s
1
f(σ)
dσ. (E.151)
Note that F is well-defined because f(σ) > 0 for every σ > 0 and 1/f ∈ L1([1,+∞))
by hypothesis. We check that F is a C1 strictly decreasing function. Moreover, we have
1/f /∈ L1((0, 1]) because f ∈ C1(R;R) and f(0) = 0. Hence, we have by (E.151)
lim
s→0+
F (s) = +∞ and lim
s→+∞F (s) = 0. (E.152)
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Therefore, we deduce that F : (0,+∞) → (0,+∞) is a C1-diffeomorphism. We denote
by F−1 : (0,+∞) → (0,+∞) its inverse, which is strictly decreasing. Then, by (E.150),
we have
∀t ∈ [T1,+∞), v(t) = F−1(t− T1 + F (v(T1)) ≤ F−1(t− T1). (E.153)
The estimate (E.153) is the key point because it states that we can upperbound v by a
function independent of the size of v(T1) and we also have
F−1(t− T1)→ 0 as t→ +∞, (E.154)
by using (E.152).
Let δ > 0 be such that the null-controllability of (E.1) holds in BL∞(Ω)(0, δ) in time
T = 1. The existence of δ is given by Theorem E.1.3.
By (E.154), we deduce that there exists T2 sufficiently large such that
F−1(T2 − T1) ≤ δ. (E.155)
Consequently, by using (E.148), (E.153), (E.155), we have
a.e. x ∈ Ω, 0 ≤ y(T2, x) ≤ δ. (E.156)
Step 3 : Local null-controllability. By using Theorem E.1.3 with T = 1, we
deduce from (E.156) that there exists a control h3 ∈ L∞((T2, T3)×Ω) with T3 := T2 +1
such that the solution y of (E.1) replacing (0, T )← (T2, T3) satisfies y(T3, .) = 0.
To sum up, the control
h(t, .) :=

h1(t, .) for t ∈ (0, T1),
h2(t, .) for t ∈ (T1, T2),
h3(t, .) for t ∈ (T2, T3),
steers the initial data y0 ∈ L∞(Ω) to 0. It is worth mentioning that the final time of
control T3 does not depend on y0. This concludes the proof of Theorem E.2.5.
E.7 Dirichlet boundary conditions
Theorem E.2.2 and Theorem E.2.5 remain valid for Dirichlet boundary conditions,
as to say for 
∂ty −∆y + f(y) = h1ω in (0, T )× Ω,
y = 0 on (0, T )× ∂Ω,
y(0, .) = y0 in Ω.
(E.157)
The main point is to establish a L1-Carleman estimate similar to Theorem E.4.9 for
−∂tq −∆q + a(t, x)q = 0 in (0, T )× Ω,
q = 0 on (0, T )× ∂Ω,
q(T, .) = qT in Ω.
(E.158)
We keep the notations of Annexe E.4.3.
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Theorem E.7.1. There exists two constants C = C(Ω, ω) > 0 and C1 := C1(Ω, ω) > 0,
such that,
∀λ ≥ 1, ∀s ≥ s1(λ) := C(Ω, ω)
(
e2λ‖η0‖∞T + T 2 + T 2 ‖a‖1/2L∞(QT )
)
, (E.159)
for every qT ∈ L2(Ω;R+), the nonnegative solution q of (E.158) satisfies
λ
∫
QT
e−sαsξ2η0q +
∫
QT
e−sαξq ≤ C1λ
∫
(0,T )×ω
e−sαsξ2qdxdt. (E.160)
Proof. The proof follows the one of Theorem E.4.9. This is why we omit some details.
We multiply the identity (E.35) by η0 and we integrate over (0, T )× Ω∫
QT
s2λ2|∇η0|2ξ2ψη0 −
∫
QT
2sλξ(∇η0.∇ψ)η0 +
∫
QT
(∂tψ)η
0 +
∫
QT
(∆ψ)η0
=
∫
QT
sλ2|∇η0|2ξψη0 −
∫
QT
sαtψη
0 +
∫
QT
a(t, x)ψη0
+
∫
QT
sλ∆η0ξψη0.
(E.161)
By the properties of η0, we have∫
QT
s2λ2|∇η0|2ξ2ψη0 ≥ m
∫
QT
s2λ2ξ2ψη0 −m
∫
(0,T )×ω
s2λ2ξ2ψη0, (E.162)
where m is defined in (E.38).
By combining (E.161) and (E.162), we have
m
∫
QT
s2λ2ξ2ψη0 −
∫
QT
2sλξ(∇η0.∇ψ)η0 +
∫
QT
(∂tψ)η
0 +
∫
QT
(∆ψ)η0
≤
∫
QT
sλ2|∇η0|2ξψη0 +
∫
QT
s|αt|ψη0 +
∫
QT
|a(t, x)|ψη0
+
∫
QT
sλ|∆η0|ξψη0 +m
∫
(0,T )×ω
s2λ2ξ2ψη0.
(E.163)
We have the following integration by parts
−
∫
QT
2sλξ(∇η0.∇ψ)η0 =
∫
QT
2sλ
(∇ξ.∇η0)η0ψ + ξ(∆η0)η0ψ + ξ|∇η0|2ψ︸ ︷︷ ︸
≥0
 . (E.164)
∫
QT
(∂tψ)η
0 =
∫
Ω
η0(.)(ψ(T, .)− ψ(0, .)) = 0, (E.165)
∫
QT
(∆ψ)η0 =
∫
QT
ψ∆η0. (E.166)
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From (E.163), (E.164), (E.165), (E.166) and the properties of η0, we have
m
∫
QT
s2λ2ξ2ψη0 + 2m
∫
QT
sλξψ
≤
∫
QT
sλ2|∇η0|2ξψη0 +
∫
QT
s|αt|ψη0 +
∫
QT
|a(t, x)|ψη0
+3
∫
QT
sλ|∆η0|ξψη0 + 2
∫
QT
sλ|∇ξ||∇η0|ψη0 +
∫
QT
ψ|∆η0|
+m
∫
(0,T )×ω
s2λ2ξ2ψη0 + 2m
∫
(0,T )×ω
sλξψ.
(E.167)
The first five right hand side terms of (E.167) can be absorbed by the first left hand
side term provided s ≥ s1(λ) as defined in (E.159) (see ‘Step 2, Absorption” of the
proof of Theorem E.4.9 for details : it is exactly the same mechanism as in the proof for
the Neumann case). The sixth right hand side term of (E.167) can be absorbed by the
second left hand side term provided s ≥ C(Ω, ω)T 2. The two last right hand side terms
of (E.167) are smaller than
∫
(0,T )×ω s
2λ2ξ2ψ provided s ≥ C(Ω, ω)T 2. This leads to∫
QT
s2λ2ξ2ψη0 +
∫
QT
sλξψ ≤ C
∫
(0,T )×ω
s2λ2ξ2ψ,
which yields (E.160) by dividing by sλ.
From Theorem E.7.1, we deduce a precise L2-L1 observability inequality as in Theo-
rem E.4.4 by using the second left hand side term of (E.160). It is an easy adaptation of
Annexe E.4.4.
The proof of the linear global nonnegative-controllability result as Theorem E.4.1 and
the fixed-point argument (see Annexe E.5) remain unchanged. This leads to the small-
time global nonnegative controllability for (E.157).
The proof of the large time global null-controllability result for (E.157) follows the
same lines as Annexe E.6. In particular, the comparison principle between the free solu-
tion and the solution to the ordinary differential equation, i.e., (E.148) stays valid because
v(t) > 0 on (T1, T2)× ∂Ω.
E.8 Comments
E.8.1 Nonlinearities depending on the gradient of the state
We may wonder to what extent our main results, i.e., Theorem E.2.2 and Theo-
rem E.2.5 for (E.1) can be generalized for semilinearities F (y,∇y) as considered in
[DFCGBZ02] (see also [FCGBGP06a]) under appropriate assumptions on F . We focus
on the Dirichlet case and we only consider semilinearities depending on the gradient state
to simplify : 
∂ty −∆y + F (∇y) = h1ω in (0, T )× Ω,
y = 0 on (0, T )× ∂Ω,
y(0, .) = y0 in Ω,
(E.168)
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where F ∈ C1(RN ;R) verifying F (0) = 0.
We have the following positive global null-controllability result (see [DFCGBZ02,
Theorem 1.1]).
Theorem E.8.1. We assume that (E.3) holds for α ≤ 1/2. Then, for every T > 0,
(E.168) is globally null-controllable in time T .
Conversely, we have the following negative global null-controllability result (see [PZ12,
Theorem 4.2]).
Theorem E.8.2. There exists F satisfying F (∇y) ∼ |∇y| logp(1+ |∇y|) as |∇y| → +∞
with p > 1 such that for every r > 0, there exists y0 ∈ L∞(Ω) with ‖y0‖L∞(Ω) = r such
that for every control h ∈ L∞(QT ), the solution y of (E.168) satisfies y(t, .) 6= 0 for
every t < C0r, where C0 = C0(Ω, ω, F ). In particular, the system (E.168) fails to be null
controllable at any time T > 0.
Remark E.8.3. As already mentioned in [PZ12, Remark 4.5], there is a gap between
Theorem E.8.1 and Theorem E.8.2, it concerns semilinearities satisfying (E.3) for α ∈
(1/2, 1].
Let B ∈ L∞(QT )N . Following the proof strategy of Theorem E.2.2, we consider the
parabolic equation
∂ty −∆y +B(t, x).∇y = h1ω in (0, T )× Ω,
y = 0 on (0, T )× ∂Ω,
y(0, .) = y0 in Ω,
(E.169)
and the following adjoint equation
−∂tq −∆q −∇.(qB(t, x)) = 0 in (0, T )× Ω,
q = 0 on (0, T )× ∂Ω,
q(T, .) = qT in Ω.
(E.170)
By adaptating the proof of Theorem E.4.1 (see in particular the proof of the L1
Carleman estimate : Theorem E.4.9), we conjecture that we can prove the following
theorem.
Theorem E.8.4. For every T > 0, (E.169) is globally nonnegative-controllable in time
T with a control cost of the following form
C(Ω, ω, T,B) = exp
(
C(Ω, ω)
(
1 +
1
T
+ T ‖B‖2L∞(QT )N + ‖B‖L∞(QT )N
))
. (E.171)
Remark E.8.5. It is interesting to mention that the null-control cost of (E.169) holds
with a constant of the following form
C(Ω, ω, T,B) = exp
(
C(Ω, ω)
(
1 +
1
T
+ T ‖B‖2L∞(QT )N + ‖B‖
2
L∞(QT )N
))
,
see [DFCGBZ02, Theorem 3.1]. The exponent 2 of the term ‖B‖2L∞(QT )N is the key point
to prove Theorem E.8.1.
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Idea of the proof of Theorem E.8.4 : By setting ψ = e−sαq where q is the solution to
(E.170) associated to a nonnegative initial data, we check that ψ satisfies
0 = − sλ2|∇η0|2ξψ − 2sλξ∇η0.∇ψ + ∂tψ (E.172)
+ s2λ2|∇η0|2ξ2ψ +∆ψ + sαtψ
+∇.(B(t, x)ψ)− sλξ∇η0.B(t, x)ψ − sλ∆η0ξψ.
Let us explain the key point to get Theorem E.8.4. The term −sλξ∇η0.B(t, x)ψ is of
order one in the parameter s whereas the term s2λ2|∇η0|2ξ2ψ is of order two. This
comparison will lead to (E.171).
We strongly believe that Theorem E.8.4 could fill the gap mentioned in Remark E.8.3
in some sense thanks to the term exp(C(Ω, ω) ‖B‖L∞(QT )N )) in (E.171).
E.8.2 Nonlinear reaction-diffusion systems
We may also wonder to what extent our main results, i.e., Theorem E.2.2 and Theo-
rem E.2.5 for (E.1), can be adapted to the m×m semilinear reaction-diffusion system
∀1 ≤ i ≤ m,

∂tui − di∆ui = fi(u1, . . . , um) + hi1ω in (0, T )× Ω,
∂ui
∂n = 0 on (0, T )× ∂Ω,
ui(0, .) = ui,0 in Ω,
(E.173)
with (d1, . . . , dm) ∈ (0,+∞)m and (f1, . . . , fm) ∈ C1(Rm;R)m satisfying
∀i ∈ {1, . . . ,m}, fi(0, . . . , 0) = 0. (E.174)
We assume that the nonlinearity is strongly quasi-positive, i.e.,
∀u ∈ Rm, ∀i 6= j ∈ {1, . . . ,m}, ∂fi
∂uj
(u1, . . . , um) ≥ 0. (E.175)
and satisfies a “mass-control structure”
∀u ∈ [0,+∞)m,
m∑
i=1
fi(u) ≤ C
(
1 +
m∑
i=1
ui
)
. (E.176)
Lots of systems come naturally with the two properties (E.175) and (E.176) in applica-
tions (see [Pie10, Section 2]).
We have the following global-nonnegative controllability result in small time.
Theorem E.8.6. For each fi, we assume that (E.3) holds for α ≤ 2. For every T > 0,
the system (E.173) is globally nonnegative-controllable in time T .
Application E.8.7. Let α ∈ (0, 2). The system
∂tu−∆u = −u logα(2 + |u|) + h11ω in (0, T )× Ω,
∂tv −∆v = u logα(2 + |u|) + h21ω in (0, T )× Ω,
∂u
∂n =
∂v
∂n = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (u0, v0) in Ω,
(E.177)
is globally nonnegative-controllable for every time T > 0.
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Proof. As the proof is very similar to that of Theorem E.2.2, we limit ourselves to pointing
out only the differences.
Difference 1 : A L1-Carleman estimate for a linear parabolic system. Let
A ∈ L∞(QT ;Rm×m) be such that
∀i 6= j ∈ {1, . . . ,m}, a.e. (t, x) ∈ QT , Ai,j(t, x) ≥ 0. (E.178)
Remark E.8.8. The condition (E.178) is satisfied by the linearized system of (E.173)
around (0, 0) thanks to (E.175).
We consider the adjoint system
−∂tζ −∆ζ = A(t, x)ζ in (0, T )× Ω,
∂ζ
∂n = 0 on (0, T )× ∂Ω,
ζ(T, .) = ζT in Ω.
(E.179)
Our goal is to establish this L1-Carleman inequality : for every ζT ∈ L2(Ω;R+)m, the
nonnegative solution ζ of (E.179) satisfies
m∑
i=1
∫
QT
e−sαξ2ζidxdt ≤ C(Ω, ω)
(
m∑
i=1
∫
(0,T )×ω
e−sαξ2ζidxdt
)
, (E.180)
for any λ ≥ 1, s ≥ s1(λ) := C(Ω, ω)e4λ‖η
0‖
∞
(
T + T 2 + T 2 ‖A‖1/2
L∞(QT ;Rm×m)
)
.
In order to prove (E.180), we first remark that the nonnegativity of ζ comes from
(E.178) (see [PW67, Chapter 3, Theorem 13]). Then, by applying the same proof strategy
to each line of (E.179) as performed in Theorem E.4.9 and by forgetting for the moment
the terms involving Ai,j(t, x)ζj , we get
m∑
i=1
∫
QT
e−sαλ2(sξ)2ζidxdt ≤ C(Ω, ω)
(
‖A‖L∞(QT )
∫
QT
e−sα|ζ|dxdt (E.181)
+
m∑
i=1
∫
(0,T )×ω
e−sαλ2(sξ)2ζidxdt
)
,
for λ ≥ 1, s ≥ C(Ω, ω)e4λ‖η0‖∞ (T + T 2). We conclude the proof of (E.180) by absorbing
the first right hand side term of (E.181) provided s ≥ C(Ω, ω)T 2 ‖A‖1/2L∞(QT ).
Difference 2 : Without control, the free solution associated to a nonnega-
tive initial data of (E.173) stays nonnegative and remains bounded. An adap-
tation of Lemma E.5.1 to the system (E.173) holds true. But, the reason is different. It
comes from [FMT18, Theorem 1.1] which ensures global existence of classical solutions
associated to nonnegative initial data for nonlinear reaction-diffusion systems with semi-
linearities satisfying (E.175), (E.176) and a (super)-quadratic growth (see also [Sou18]
under an additional structure assumption, the so-called dissipation of entropy).
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Remark E.8.9. It is worth mentioning that if the nonlinearities of (E.173) are bounded
in L1(QT ) for all T > 0 (which is the case of (E.177) for instance), then the solutions
exist globally because the growth of the semilinearity (fi)1≤i≤m is less than |u|N+2N (see
[Pie10, Section 1]).
This concludes the proof of Theorem E.8.6.
In the following result, we give a sufficient condition to ensure the global null-
controllability of (E.173).
Theorem E.8.10. Let α ∈ (1, 2). For each fi, we assume that (E.3) holds with α and
∃C > 0, ∀r ∈ [0,+∞)m,
m∑
i=1
fi(r) ≤ −C
(
m∑
i=1
ri
)
logα
(
2 +
(
m∑
i=1
ri
))
. (E.182)
Then, there exists T sufficiently large such that (E.173) is globally null-controllable in
time T .
Application E.8.11. Let α ∈ (1, 2). There exists T > 0 such that the system
∂tu−∆u = −u logα(2 + |u|+ |v|) + h11ω in (0, T )× Ω,
∂tv −∆v = −v logα(2 + |u|+ |v|) + h21ω in (0, T )× Ω,
∂u
∂n =
∂v
∂n = 0 on (0, T )× ∂Ω,
(u, v)(0, .) = (u0, v0) in Ω,
is globally null-controllable in time T > 0.
Proof. As the proof is very similar to that of Theorem E.2.2, we omit the details.
The first step consists in steering the initial data to a nonnegative state in time
T1 := 1. This is possible thanks to Theorem E.8.6. After that, we use the following
comparison principle between u, the solution to
∀1 ≤ i ≤ m,

∂tui − di∆ui = fi(u1, . . . , um) in (T1, T2)× Ω,
∂ui
∂n = 0 on (T1, T2)× ∂Ω,
ui(T1, .) = ui,T1 in Ω,
and v, the nonnegative (global) solution to the ordinary differential system
∀1 ≤ i ≤ m,
{
v˙i(t) = −fi(v(t)) in (T1,+∞),
vi(T1) = ‖ui,T1‖L∞(Ω) + 1 ,
(E.183)
that is to say
∀i ∈ {1, . . . ,m}, ∀t ∈ [T1, T2], a.e. x ∈ Ω, 0 ≤ ui(t, x) ≤ vi(t). (E.184)
This comes from the quasi-monotone nondecreasing of (fi)1≤i≤m which is a consequence
of (E.175) (see [WYW06, Theorem 12.2.1] or also [Pao92, Chapter 8, Theorem 3.1]).
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Then, by using (E.182), (E.183), (E.184) and the arguments of the step 2 of the proof
of Theorem E.2.5, we readily get
∀i ∈ {1, . . . ,m}, a.e. x ∈ Ω, 0 ≤ ui(T2, x) ≤ δ,
where T2 is chosen sufficiently large and δ > 0 is the radius of the ball of L∞(Ω)m
centered at 0 where the local null-controllability of (E.173) holds in time T = 1 (see for
instance [FCGBdT15, Theorem 1.1] and the small L∞ perturbations method).
Then, one can steer u(T2, .) to 0 with an appropriate choice of the control.
Another interesting problem could be to determine if Theorem E.8.6 and Theo-
rem E.8.10 can be generalized with fewer controls than equations in (E.173). The usual
strategy of Luz de Teresa to “eliminate controls” in a linear parabolic system (see [dT00]
or [AKBGBdT11, Theorem 4.1]) seems to be difficult to implement because the Carle-
man inequality in L1 (see Theorem E.4.9) only provide estimates on the function (and
not on its partial derivatives in time and space).
E.8.3 Numerical perspectives
It would be interesting to exploit the Carleman estimate Theorem E.4.9 in order to
compute numerically “optimal” (with a sense to precise) control for (E.20) (see for ins-
tance [FCM12, Section 2] or [FCM14]). A variational characterization of the control could
be probably obtained as in [FCM14, Proposition 2.1] by using Stampacchia’s theorem
(see [Bre11, Theorem 5.6]) instead of Lax Milgram’s theorem. Then, we could implement
a numerical method to find controls which steer the solution of (E.1) to a nonnegative
state (see [FCM12, Section 3]).
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Annexe F
The Landis conjecture for
nonnegative functions : a Carleman
approach
F.1 Introduction : the Landis conjecture
In the late 60’s (see [KL88]), Evgeni Landis conjectured that if u satisfies
−∆u+ q(x)u = 0 in RN , (F.1)
with q ∈ L∞(RN ) and u satisfies the exponential decay estimate
∃C > 0, ∃ε > 0, ∀x ∈ RN , |u(x)| ≤ C exp(−C|x|1+ε), (F.2)
then
u ≡ 0 in RN . (F.3)
The Landis’ conjecture was disproved by Viktor Meshkov in 1991 in the complex case
(see [Mes91]). Indeed, he constructed such q ∈ L∞(R2;C) and nontrivial u ∈ L∞(R2;C)
satisfying
∃C > 0, ∀x ∈ R2, |u(x)| ≤ C exp(−C|x|4/3). (F.4)
It remains an open question whether Landis’ conjecture is true for real-valued functions
q and u. In this short note, we confirm Landis’ conjecture for any nonnegative function
by a new L1 estimate inspired by a Carleman approach. Note that this result has recently
been obtained by Luca Rossi by a different approach in the preprint [Ros18].
F.2 The L1 estimate for nonnegative functions
Theorem F.2.1. Let q ∈ L∞(RN ;R). We assume that u ∈ H1(RN ) satisfies
u ≥ 0 in RN , (F.5)
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−∆u+ q(x)u = 0 in RN , (F.6)
∃C > 0, ∃ε > 0, ∀x ∈ RN , |u(x)| ≤ C exp(−C|x|1+ε). (F.7)
Then, we have
u ≡ 0 in RN . (F.8)
F.2.1 Weight functions
Before proving Theorem F.2.1, we introduce a sequence of
functions (ψn)∈≥1 ∈ C∞c (R+; [0, 1])N and ψ ∈ C∞c (R+; [0, 1]) satisfying the following
properties :
∀x ∈ [0, 1] ∪ [n+ 1,+∞), ψn(x) = 0, (F.9)
∀x ∈ [2, n], ψn(x) = 1, (F.10)
∀x ∈ [3/2, 2], ψn(x) ≥ 1/2, (F.11)
∀x ∈ [0, n], ψ′n(x) ≥ 0, (F.12)
∀x ∈ [0, 3/2], ψ′′n(x) ≥ 0. (F.13)
‖ψn‖L∞(R+) +
∥∥ψ′n∥∥L∞(R+) + ∥∥ψ′′n∥∥L∞(R+) ≤ C, (F.14)
∀x ∈ R+, ψn(x)→ ψ(x), ψ′n(x)→ ψ′(x), ψ′′n(x)→ ψ′′(x) as n→ +∞, (F.15)
∀x ∈ [0, 1], ψ(x) = 0, (F.16)
∀x ∈ [2,+∞), ψ(x) = 1, (F.17)
∀x ∈ [3/2, 2], ψ(x) ≥ 1/2, (F.18)
∀x ∈ [0,+∞), ψ′(x) ≥ 0, (F.19)
∀x ∈ [0, 3/2], ψ′′(x) ≥ 0. (F.20)
Proof. Let ε > 0 be defined by (F.7) and α ∈ (1, 1 + ε). Let n ≥ 1 and s ∈ (0,+∞) be
two parameters. We set for every x ∈ RN ,
vn(x) := fn(|x|)u(x), (F.21)
where
fn(|x|) := ψn(|x|)es|x|α , (F.22)
where ψn is defined in Annexe F.2.1.
By elliptic regularity applied to (F.6), we get that u ∈ H2(RN ). Therefore, from
(F.21), we readily check that
vn ∈ H2(RN ). (F.23)
Moreover, by (F.7), (F.15), (F.21) and (F.22), we get that for almost every x ∈ RN ,
vn(x)→ v(x) := ψ(|x|)es|x|αu(x) as n→ +∞ and vn(x) ≤ v(x) ∈ L1(RN ). (F.24)
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Figure F.1 – ψn for n = 5 Figure F.2 – ψ
Step 1 : The elliptic equation satisfied by vn. From (F.6) and (F.21), we remark
that the function vn satisfies the following elliptic equation
∆vn − q(x)vn = ∆fn(|x|)u+ 2∇fn(|x|).∇u in RN . (F.25)
We readily have
∀x ∈ RN , ∇fn(|x|) = f ′n(|x|)
x
|x| , ∆fn(|x|) = f
′′
n(|x|) +
N − 1
|x| f
′
n(|x|). (F.26)
Straightforward computations lead to : for every x ∈ RN ,
∇fn(|x|) = es|x|α
(
ψ′n(|x|)
x
|x| + ψn(|x|)sα|x|
α−2x
)
, (F.27)
∆fn(|x|) = es|x|α
(
ψ′′n(|x|) + 2ψ′n(|x|)sα|x|α−1 + ψn(|x|)sα(α− 1)|x|α−2
+ψn(|x|)s2α2|x|2α−2 + N − 1|x| ψ
′
n(|x|) + (N − 1)sα|x|α−2ψn(|x|)
)
.
(F.28)
By using ∇u(.) = ∇(f−1n (|.|)vn(.)), we get
2∇fn.∇u = −2 |∇fn|
2
f2
vn + 2f
−1
n ∇fn.∇vn. (F.29)
Moreover, we have
− 2 |∇fn|
2
f2n
= −2
(
ψ′n
ψn
)2
− 4ψ
′
n
ψn
sα|x|α−1 − 2s2α2|x|2α−2, (F.30)
2f−1n ∇fn = 2
ψ′n
ψn
x
|x| + 2sα|x|
α−2x. (F.31)
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Therefore, by using (F.25), (F.27), (F.28), (F.29), (F.30) and (F.31), we get
∆vn + (−A(x)− q(x))vn −B(x).∇vn = 0, (F.32)
where
A(x) =
ψ′′n
ψn
+ 2
ψ′n
ψn
sα|x|α−1 + sα(α− 1)|x|α−2
+s2α2|x|2α−2 + N − 1|x|
ψ′n
ψn
+ (N − 1)sα|x|α−2
−2
(
ψ′n
ψn
)2
− 4ψ
′
n
ψn
sα|x|α−1 − 2s2α2|x|2α−2,
(F.33)
B(x) = 2
ψ′n
ψn
x
|x| + 2sα|x|
α−2x. (F.34)
After simplification, we get from (F.33) that
A(x) =
ψ′′n
ψn
+ sα(N + α− 2)|x|α−2
+
N − 1
|x|
ψ′n
ψn
−2
(
ψ′n
ψn
)2
− 2ψ
′
n
ψn
sα|x|α−1 − s2α2|x|2α−2.
(F.35)
Step 2 : Integration over RN . We multiply (F.32) by ψn and we integrate over
R
N . After some integration by parts which are legitimated because vn and ψn ∈ H2(RN )
by using (F.23), we get∫
RN
∆vnψn =
∫
RN
vn∆ψn =
∫
RN
vnψ
′′
n + vn
N − 1
|x| ψ
′
n, (F.36)
∫
RN
−A(x)ψnvn = −
∫
RN
ψ′′nvn −
∫
RN
sα(N + α− 2)|x|α−2ψnvn
−
∫
RN
N − 1
|x| ψ
′
nvn +
∫
RN
2
(
ψ′n
ψn
)2
ψnvn
+
∫
RN
2ψ′nsα|x|α−1vn +
∫
RN
s2α2|x|2α−2ψnvn
(F.37)
∫
RN
−ψnB(x).∇vn =
∫
RN
∇.(ψn(|x|)B(x))vn,
=
∫
RN
∇.
(
2ψ′n
x
|x| + 2sα|x|
α−2ψnx
)
vn
=
∫
RN
(
2ψ′′n + 2(N − 1)
ψ′n
|x|
)
vn
+
∫
RN
2sαψ′n|x|α−1vn
+2sα
(
(α− 2)|x|α−2ψn +N |x|α−2ψn
)
vn.
(F.38)
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By combining (F.32), (F.36), (F.37) and (F.38), we get∫
RN
sα(N + α− 2)|x|α−2ψnvn +
∫
RN
2
N − 1
|x| ψ
′
nvn
+
∫
RN
2
(
ψ′n
ψn
)2
ψnvn +
∫
RN
4ψ′nsα|x|α−1vn
+
∫
RN
s2α2|x|2α−2ψnvn +
∫
RN
2ψ′′nvn
=
∫
RN
q(x)ψnvn.
(F.39)
By using (F.15), (F.14), (F.24) and the Lebesgue’s dominated convergence theorem, we
pass to the limit in (F.39) as n→ +∞ to get∫
RN
sα(N + α− 2)|x|α−2ψv +
∫
RN
2
N − 1
|x| ψ
′v
+
∫
RN
2
(
ψ′
ψ
)2
ψv +
∫
RN
4ψ′sα|x|α−1v
+
∫
RN
s2α2|x|2α−2ψv +
∫
RN
2ψ′′v
=
∫
RN
q(x)ψv.
(F.40)
By using the fact that ψ and ψ′ are nonnegative functions (see (F.16), (F.17), (F.19)),
we obtain from (F.40)∫
RN
s2α2|x|2α−2ψv ≤
∫
RN
q(x)ψv −
∫
RN
2ψ′′v. (F.41)
Moreover, by using (F.18), (F.20) and v ≥ 0, we have for some constant C > 0,
−
∫
RN
2ψ′′v = −
∫
|x|≤3/2
2ψ′′v︸ ︷︷ ︸
≤0
−
∫
|x|>3/2
2ψ′′v ≤ C
∫
RN
ψv. (F.42)
Then, by using (F.41) and (F.42), we get∫
RN
s2α2|x|2α−2ψv ≤
∫
RN
q(x)ψv + C
∫
RN
ψv. (F.43)
By using (F.16), we get from (F.43)∫
|x|>1
s2α2|x|2α−2ψv ≤
∫
|x|>1
q(x)ψv + C
∫
|x|>1
ψv. (F.44)
By using the fact that 2α − 2 > 0 because α > 1 and by taking s sufficiently large in
(F.44), we get ∫
|x|>1
s2α2|x|2α−2ψv ≤ 0. (F.45)
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We deduce from (F.17) and (F.45) that v ≡ 0 in {|x| ≥ 2}, then u ≡ 0 in {|x| ≥ 2}.
We conclude by a well-known unique continuation theorem for (F.6) to deduce that
u ≡ 0 in RN (see for instance [LRL12, Theorem 4.2]). This concludes the proof of
Theorem F.2.1.
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Annexe G
Null-controllability of linear
parabolic-transport systems
Abstract : Over the past two decades, the controllability of several examples of
parabolic-hyperbolic systems has been investigated. The present article is the begin-
ning of an attempt to find a unified framework that encompasses and generalizes the
previous results.
We consider constant coefficients heat-transport systems with coupling of order zero
and one, with a locally distributed control in the source term, posed on the one dimen-
sional torus.
We prove the null-controllability, in optimal time (the one expected for the transport
component) when there is as much controls as equations.
The whole study relies on a careful spectral analysis, based on perturbation theory.
The proof of the negative result in small time uses holomorphic technics. The proof of the
positive result in large time relies on a decomposition into low, asymptotically parabolic
and asymptotically hyperbolic frequencies.
G.1 Introduction
G.1.1 Parabolic-transport systems
We consider the linear control system{
∂tf −B∂2xf +A∂xf +Kf = Mu1ω in (0, T )× T,
f(0, .) = f0 in T,
(Sys)
where
— T > 0, T = R/(2πZ), ω is a nonempty open subset of T, d ∈ N∗, m ∈ {1, . . . , d},
A,B,K ∈ Rd×d, M ∈ Rd×m,
— the state is f : [0, T ]× T→ Rd,
— the control is u : [0, T ]× T→ Rm.
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We assume
d = d1 + d2 with 1 ≤ d1 < d, 1 ≤ d2 < d, (H.1)
B =
(
0 0
0 D
)
, with D ∈ Rd2×d2 , (H.2)
ℜ(Sp(D)) ⊂ (0,∞). (H.3)
Introducing the analogue block decomposition for the d × d matrices A and K, the
d×m matrix M and the function f ,
A =
(
A′ A12
A21 A22
)
, K =
(
K11 K12
K21 K22
)
, M =
(
M1
M2
)
, f(t, x) =
(
f1(t, x)
f2(t, x)
)
,
we see that the system (Sys) couples a transport equation on f1 with a parabolic equation
on f2
(∂t +A
′∂x +K11)f1 + (A12∂x +K12)f2 = M1u1ω in (0, T )× T,(
∂t −D∂2x +A22∂x +K22
)
f2 + (A21∂x +K21)f1 = M2u1ω in (0, T )× T,
(f1, f2)(0, .) = (f01, f02) in T.
(G.1)
We make the following hypothesis on the matrix A′
A′ is diagonalizable with Sp(A′) ⊂ R. (H.4)
We will prove later, with vector valued Fourier series and a careful spectral analysis,
that for every f0 ∈ L2(T,Cd) and u ∈ L2((0, T )× T,Cm), there exists a unique solution
f ∈ C0([0, T ], L2(T)d) of (Sys) (see Section G.2.3.3). In this article, we are interested in
the null controllability of (Sys).
Definition G.1.1. The system (Sys) is null-controllable on ω in time T if for every
f0 ∈ L2(T;Cd), there exists a control u ∈ L2((0, T )× ω,Cm) such that the solution f of
(Sys) satisfies f(T, ·) = 0.
We aim at
— identifying the minimal time for null controllability,
— controlling the system with a small number of controls m < d,
— understanding the influence of the algebraic structure (A,B,K,M) on the above
properties.
G.1.2 Statement of the results
The first result identifies the minimal time, when the control acts on each of the d
equations.
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Theorem G.1.2. We assume that ω is a strict open subset of T. We also assume (H.1)–
(H.4) and that the control matrix is M = Id (and so m = d). We define 1
ℓ(ω) := sup{|I|; I connected component of T \ ω},
µ∗ = min{|µ|; µ ∈ Sp(A′)},
and
T ∗ =
{
ℓ(ω)
µ∗
if µ∗ > 0,
+∞ if µ∗ = 0.
(G.2)
Then
1. the system (Sys) is not null-controllable on ω in time T < T ∗,
2. the system (Sys) is null-controllable on ω in any time T > T ∗.
In particular, when ω is an interval of T and µ∗ > 0, then the minimal time for null
controllability is T ∗ = 2π−|ω|µ∗ .
The negative result in time T < T ∗ is expected, because of the transport component of
the system, but its proof is not obvious. Indeed, because of the coupling with a parabolic
component, there may not exist pure transport solutions to the system (Sys). Our proof
relies on holomorphic functions technics developped by the second author [Koe17].
The proof of the positive result, in time T > T ∗ relies on an adaptation, to systems
with arbitrary size, of the strategy introduced by Lebeau and Zuazua in [LZ98] to control
the system of linear thermoelasticity, that couples a scalar heat equation and a scalar
wave equation. Actually, the controls are more regular than expected in Definition G.1.1 :
we construct controls of the form u = (u1, u2) where u1 ∈ L2((0, T ) × ω)d1 and u2 ∈
C∞c ((0, T )× ω)d2 .
The null controllability of the system (Sys) in time T = T ∗ is an open problem.
G.1.3 Organization of the article
This introduction ends with bibliographical comments.
Section G.2 is dedicated to preliminary results : first a careful spectral analysis of
−B∂2x + A∂x + K on T ; then the well posedness of (Sys) in L2(T)d thanks to precise
estimates of the Fourier components of its solution ; finally the Hilbert uniqueness method
i.e. the equivalence between null controllability and observability.
In Section G.3, we prove the negative null controllability result in time T < T ∗ of
Theorem G.1.2, by constructing a counter-example to the observability inequality, thanks
to holomorphic technics.
In Section G.4, we prove the positive null controllability result in time T > T ∗ of
Theorem G.1.2. The proof relies on a spectral decomposition of L2(T)d into three weakly
coupled parts : a high frequency hyperbolic part handled by hyperbolic methods, a high
frequency parabolic part handled by the Lebeau Robbiano’s method and a low frequency
part handled by a compactness/uniqueness argument.
1. If I ⊂ R is measurable, we note |I| its Lebesgue measure.
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G.1.4 Bibliographical comments
G.1.4.1 Wave equation with structural damping
We consider the 1D wave equation with structural damping and control h
∂2t y − ∂2xy − ∂t∂2xy + b∂ty = h(t, x) , (G.3)
where b ∈ R. This equation can be splitted in a system of the form (Sys) by considering
z := ∂ty − ∂2xy + (b− 1)y, {
∂tz + z + (1− b)y = h(t, x),
∂ty − ∂2xy − z + (b− 1)y = 0,
(G.4)
i.e. (Sys) with
f =
(
z
y
)
, B =
(
0 0
0 1
)
, A =
(
0 0
0 0
)
, K =
(
1 1− b
−1 b− 1
)
. (G.5)
Rosier and Rouchon [RR07] studied the equation (G.3) on a 1D-interval, x ∈ (0, 1),
with a boundary control at x = 1. This is essentially equivalent to take (G.3) with
x ∈ (0, 1), Dirichlet boundary conditions at x = 0 and x = 1, and a source term of the
form h(t, x) = u(t)p(x), where p is a fixed profile and u is a scalar control. The authors
prove that this equation is not controllable.
By Theorem G.1.2, we extend this negative result to general controls h (i.e. without
separate variables) for periodic boundary conditions. Here, A′ = 0, µ∗ = 0, T ∗ = +∞, the
system (G.4) is not controllable even with an additional control in the second equation.
In [RR07], the authors prove that this system is not even spectrally controllable,
because of an accumulation point in the spectrum. Indeed, by the moment method, a
control that would steer the system from an eigenstate to another one would have a
Fourier transform vanishing on a set with an accumulation point, which is not possible
for an holomorphic function.
Martin, Rosier and Rouchon [MRR13], studied the null-controllability of the equa-
tion (G.3) on the 1D torus, x ∈ T, with moving controls, i.e. h(t, x) = u(t, x)1ω+ct with
c ∈ R∗. By the change of variable x ←− [ (x − ct), this is equivalent to study the null
controllability of the system{
∂tz − c∂xz + z + (1− b)y = u(t, x)1ω(x),
∂ty − c∂xy − ∂2xy − z + (b− 1)y = 0
(G.6)
which has the form (Sys) with the same matrices f , B, K as in (G.5) and
A =
(−c 0
0 −c
)
.
In [MRR13, Theorem 1.2], for c = 1, the authors prove that any initial data (y0, y1) ∈
Hs+2 ×Hs(T) with s > 15/2 can be steered to 0 in time T > 2π by mean of a control
u ∈ L2((0, T )× ω).
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By a future theorem (see [BKLB19]), we recover this positive null controllability result
with a smaller minimal time T > ℓ(ω)/|c| and a weaker regularity assumption on the
initial data (y, ∂ty)(0) = (y0, y1) ∈ H2 × L2(T) for (G.3). This corresponds to an initial
data (y, z)(0) ∈ L2(T)2 for (G.6) because z(0) = y1− ∂2xy0+(b− 1)y0. We also prove the
negative result in time T < ℓ(ω)/|c|. Here, µ∗ = |c|, A21 = 0 and K21 = −1.
The limitations in [MRR13, Theorem 1.2] (regularity and time) are due to the use
of controls with separate variables u(t, x) = u1(t)u2(x). The proof relies on the moment
method and the construction of a biorthogonal family. A key point in both [MRR13]
and the present article is a splitting of the spectrum in one parabolic-type part, and one
hyperbolic-type part.
Finally, Chaves-Silva, Rosier and Zuazua [CSRZ14] study the multi-dimensional case
of equation (G.3), x ∈ Ω, with Dirichlet boundary conditions and locally distributed
moving controls h(t, x) = u(t, x)1ω(t)(x). The control region ω(t) is assumed to be driven
by the flow of an ODE that covers all the domain Ω within the alloted time T . Then, the
authors prove the null controllability of any initial data (y0, y1) ∈ H2 ∩H10 (Ω) × L2(Ω)
with an L2-control.
In the particular case Ω = T with a motion with constant velocity, a future theorem
(see [BKLB19]) gives the same minimal time for the null controllability and also the
negative result in smaller time.
The proof strategy in [CSRZ14] consists in proving Carleman estimates for the
parabolic equation and the ODE in (G.4) with the same singular weight, adapted to
the geometry of the moving support of the control.
As explained in [CSRZ14, Section 5.2], the same strategy cannot be used with periodic
boundary conditions, because a weight appropriate for both the parabolic equation and
the ODE does not exist. This is why, in the present article, we develop another strategy.
G.1.4.2 Wave-parabolic systems
Albano and Tataru [AT00] consider 2 × 2 parabolic-wave systems with boundary
control, where
— the coupling term in the wave equation is given by a second order operator with
respect to x,
— the coupling term in the parabolic equation is given by a first order operator with
respect to (t, x).
This large class contains the linear system of thermoelasticity
∂2tw −∆w + α∆θ = 0, (t, x) ∈ (0, T )× Ω,
∂tθ − ν∆θ + β∂tw = 0, (t, x) ∈ (0, T )× Ω,
w(t, x) = u1(t, x), (t, x) ∈ (0, T )× ∂Ω,
θ(t, x) = u2(t, x), (t, x) ∈ (0, T )× ∂Ω,
(G.7)
where α, β, ν > 0.
The authors of [AT00] prove the null controllability in large time of these systems.
Precisely in any time T > 2 sup{|x|;x ∈ Ω} for the system (G.7). The proof relies on
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Carleman estimates for the heat and the wave equation with the same singular weight.
This strategy inspired Chaves-Silva, Rosier and Zuazua [CSRZ14] and does not seem
adapted to periodic boundary conditions, as explained in the previous section.
Lebeau and Zuazua [LZ98] prove the null-controllability of the linear system of ther-
moelasticity (G.7) with a locally distributed control in the source term of the wave
equation, under the geometric control condition on (Ω, ω, T ). The method is based on a
spectral decomposition. For high frequencies, the spectrum splits into a parabolic part
and a hyperbolic part. Projecting the dynamics onto the parabolic/hyperbolic subspaces,
the system is decomposed into two weakly coupled systems, the first one behaving like
a wave equation, the second one like a heat equation. The wave equation is handled by
using the microlocal techniques developped for the wave equation [BLR92]. The para-
bolic equation is treated by using the Lebeau and Robbiano’s method [LR95]. The low
frequency part is treated by a compactness argument relying on a unique continuation
property.
The proof of the positive controllability results in the present article is an adaptation,
to coupled transport-parabolic systems of any size, of this approach, introduced for a
2×2 wave-parabolic system. The transport equation is handled by using the results from
Alabau-Boussouira, Coron and Olive [ABCO17].
G.1.4.3 Heat equation with memory
Gerrero and Imanuvilov [GI13] consider the heat equation with memory{
∂ty −∆y −
∫ t
0 ∆y(τ) dτ = u1ω, (t, x) ∈ (0, T )× Ω,
y(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω (G.8)
In 1D, this equation can be splitted into a system of the form (Sys) by considering
v(t, x) = − ∫ t0 yx(τ) dτ : {
∂tv + ∂xy = 0,
∂ty − ∂2xy + vx = h1ω
(G.9)
i.e.
f =
(
v
y
)
, B =
(
0 0
0 1
)
, A =
(
0 1
1 0
)
, K =
(
0 0
0 0
)
.
In [GI13], the authors prove that the scalar equation (G.8) is not null controllable
(whatever T > 0). Thus the system (G.9) is not null controllable. This example gives
limitations on the possibility of controlling the whole system with a control acting only
on the parabolic component. In particular the condition K12 = 0 and Atr12 injective is not
sufficient.
The present article does not provide any result for the scalar equation (G.8) because
it focuses on the null controllability of all the components of the system (and not only
on one of them).
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G.2 Preliminary results
G.2.1 Fourier components
We want to understand the operator
L := −B∂2x +A∂x +K (G.10)
with domain
D(L) =
{
f ∈ L2(T)d;−B∂2xf +A∂xf +Kf ∈ L2(T)d
}
(G.11)
where the derivatives are considered in the distributional sense D′(T). Throughout the
article, we will note en the function x 7→ einx. We remark that applying L to Xen, where
X ∈ Cd, we get
L(Xen) = n2
(
B +
i
n
A+
1
n2
K
)
Xen. (G.12)
Thus, if we define E(z) the following perturbation of B
∀z ∈ C, E(z) = B + zA− z2K, (G.13)
then L acts on the Fourier side as a multiplication by n2E(i/n).
G.2.2 Perturbation theory
If we want to understand the semigroup etL, we need to know the spectrum and the
eigenvectors of E(z). Here, we relate the spectral properties of E(z) to those of A and
B, in the limit z → 0. This is instrumental in all the rest of the article. Our proof are
essentially self contained, but the reader unfamiliar with the analytic perturbation theory
in finite dimension may read [Kat95, Ch. II §1 and §2].
For r > 0 and m ∈ N∗, we define Om×mr as the set of holomorphic functions in the
complex disk D(0, r) with values in Cm×m. Our first result is the following one.
Proposition G.2.1. There exist r > 0 and a matrix-valued holomorphic function P h ∈
Om×mr such that
1. P h(0) =
( Id1 0
0 0
)
,
2. for all |z| < r, P h(z) is a projection that commutes with E(z),
3. in the limit z → 0, E(z)P h(z) = O(z).
Proof. The spectrum of E(z) is continuous in z (see [Kat95, Ch. II §1.1]). Let us consider
the “0-group” of eigenvalues, i.e. the set of eigenvalues that tend to 0 as z → 0. Then
we note P h(z) the sum of the projections onto the eigenspace 2 of E(z) associated with
eigenvalues in the 0-group along the other eigenspaces. Another way to define P h(z)
2. We stress that when we talk about “eigenspace”, we mean “generalized eigenspace” (or, in the
terminology of Kato, algebraic eigenspace), i.e. the space of generalized eigenvectors.
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is to choose R = 12 minλ∈Sp(D) |λ| and r small enough so that for |z| < r, there is no
eigenvalues of E(z) on the circle ∂D(0, R). Then, we define (see [Kat95, Ch. II §1.4, Eq.
(1.16)])
P h(z) = − 1
2iπ
∫
∂D(0,R)
(E(z)− ζ)−1 dζ. (G.14)
In the terminology of Kato, P h(z) is the “total projection for the 0-group”. Then,
according to [Kat95, Ch. II §1.4], P h(z) is the projection onto the sum of eigenspaces
associated to eigenvalues of E(z) lying inside D(0, R) along the other eigenspaces. It is
holomorphic in |z| < r. For z = 0, the formula (G.14) that defines P h(0) becomes
P h(0) = − 1
2iπ
∫
∂D(0,R)
(B − ζ)−1 dζ.
Then, P h(0) is the projection onto the eigenspace ofB associated to the eigenvalue 0 along
the other eigenspaces (see [Kat95, Ch. II §1.4]). So, according to the hypotheses (H.2–
H.3) on the blocks of B, P h(0) =
( Id1 0
0 0
)
. This proves i).
According to the definition (G.14), P h(z) commutes with E(z). This proves ii). Then
we have
P h(0)E(0) = E(0)P h(0) = BP h(0) = 0,
which, along with the holomorphy of P h, proves iii).
We say that P h is the “projection on the hyperbolic branches”. We note P p(z) = Id−
P h(z), which we call the “projection on the parabolic branches”, and satisfies properties
analog to P h :
Proposition G.2.2. The matrix-valued function P p is in Om×mr and
1. P p(0) =
( 0 0
0 Id2
)
,
2. for all |z| < r, P p(z) is a projection that commutes with E(z),
3. in the limit z → 0, E(z)P p(z) = B +O(z).
We will need to split the hyperbolic branches further.
Proposition G.2.3. There exist r > 0 and a family of matrix-valued holomorphic
functions (P hµ )µ∈Sp(A′) ∈ (Od×dr )Sp(A
′) satisfying
1. for all µ ∈ Sp(A′) and |z| < r, P hµ (z) is a non-zero projection that commutes with
E(z),
2. for all |z| < r, P h(z) = ∑
µ∈Sp(A′)
P hµ (z) and for all µ 6= µ′, P hµ (z)P hµ′(z) = 0,
3. for every µ ∈ Sp(A′), there exists Rhµ ∈ Od×dr such that
∀|z| < r, E(z)P hµ (z) = µzP hµ (z) + z2Rhµ(z).
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Remark G.2.4. For µ ∈ Sp(A′), the projection P hµ is holomorphic and thus continuous
in D(0, r). Therefore, the rank of P hµ (z), which is its trace, does not depend on |z| < r
(the P hµ (z) even are similar, see [Kat95, Ch. I, §4.6, Lem. 4.10]). In the same vein, the
ranks of P h(z) and P p(z) do not depend on z.
Proof. The proof is essentially the “reduction process” of Kato [Kat95, Ch. II §2.3].
According to Prop. G.2.1, P h is holomorphic and P h(z)E(z) = O(z). Then we define
E(1)(z) = z−1E(z)P h(z) = z−1P h(z)E(z),
which is holomorphic in |z| < r. Note that we have according to Kato [Kat95, Ch. II
Eq. (2.38)]
E(1)(0) = P h(0)E(0)P h(0) =
(
A′ 0
0 0
)
.
Let us assume for the moment that 0 is not an eigenvalue of A′. Then, for µ ∈
Sp(A′), we define P hµ (z) the total projection on the µ-group of eigenvalues of E(1)(z).
Said otherwise, and according to the definition of E(1)(z), P hµ (z) is the total projection
on the µz-group of eigenvalues of E(z). The projection P hµ (z) is defined and holomorphic
for z small enough according to [Kat95, Ch. II, §1.4].
Since for z small enough, P hµ (z) is the projection on some eigenspaces of E
(1)(z)
associated with non-zero eigenvalues,
Im(P hµ (z)) ⊂ Im(E(1)(z)) ⊂ Im(P h(z)),
with the last inclusion coming from the definition of E(1)(z). Thus P hµ (z) is a subprojec-
tion of P h(z). Moreover, P hµ (z) commutes with E
(1)(z), so it commutes with E(z). This
proves Item i) in the case 0 /∈ Sp(A′).
For µ 6= ν, P hµ (z) and P hν (z) are the projections on some sums of eigenspaces as-
sociated with different eigenvalues, so P hµ (z)P
h
ν (z) = 0. Let us note for convenience
Qh(z) =
∑
µ∈Sp(A′) P
h
µ (z). Then, for z small, Q
h(z) is the projection on all the eigens-
paces of E(1)(z) associated with non-zero eigenvalues. According to the definition of
E(1)(z), this proves that Qh(z) is a subprojection of P h(z). Let us check that Qh(z) and
P h(z) have the same rank. This will prove that for all z small enough, Qh(z) = P h(z).
The rank of Qh(z), which is its trace, does not depend on z. The same is true for P h(z).
For z = 0, we have E(1)(0) = (A′ 00 0 ), so by using the fact that 0 /∈ Sp(A′),
Qh(0) =
(
Id1 0
0 0
)
= P h(0).
This proves that for all z small enough, Qh(z) = P h(z), and in turn finishes the proof of
Item ii) in the case where 0 /∈ Sp(A′).
If 0 ∈ Sp(A′), then we add αzI to E(z) for some α ∈ C. This amounts to ad-
ding αP h(z) to E(1)(z). This only shifts the eigenvalues of the restriction of E(1)(z) to
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Im(P h(z)) (but not of its restriction to Im(Id−P h(z))) by α, while leaving the eigenpro-
jections unchanged. Thus, choosing α so that 0 /∈ α+Sp(A′), we get the Items i) and ii)
in the case 0 ∈ Sp(A′).
We still need to prove the asymptotics of Item iii). Since A′ is diagonalizable, so is
E(1)(0) = (A
′ 0
0 0 ). So, there is no nilpotent part in the spectral decomposition of E
(1)(0).
That is to say, for all µ ∈ Sp(A′),
E(1)(0)P hµ (0) = µP
h
µ (0).
Since z 7→ E(1)(z)P hµ (z) is holomorphic, we have
E(1)(z)P hµ (z) = µP
h
µ (z) +O(z).
Finally, we multiply by z to come back to E(z), which gives us
E(z)P hµ (z) = µzP
h
µ (z) +O(z
2).
G.2.3 Estimates on Fourier components and well-posedness
G.2.3.1 Dissipation of the parabolic component
The goal of this section is the proof of the following result.
Proposition G.2.5. There exist r,Kp, cp > 0 such that
∀|z| < r, τ > 0, X ∈ Im(P p(z)), |e−E(z)τX| ≤ Kpe−cpτ |X|.
Proof. By using Propsoition G.2.2, for |z| ≤ r, we denote by ep(z) the restriction of E(z)
to the vector subspace Im[P p(z)], which is an endomorphism of Im[P p(z)].
By assumption (H.3), there exists c > 0 such that ℜ(Sp(D)) ⊂ (−∞,−c). There exists
an open disk Ω in the complex plane such that Sp(D) ⊂ Ω and max{ℜ(z); z ∈ Ω} < −c.
Then, by continuity of the spectrum, for r small enough, we have, for every |z| ≤ r,
Sp(ep(z)) ⊂ Ω.
G.2.3.1.1 Step 1 : Cauchy formula. We prove the following equality between
endomorphisms of Im[P p(z)]
∀|z| ≤ r, τ ∈ R, e−ep(z)τ = 1
2πi
∫
∂Ω
e−τξ(ξI − ep(z))−1 dξ, (G.15)
where I is the identity on Im[P p(z)]. The right hand side is well defined because ∂Ω ∩
Sp(ep(z)) = ∅. Let us denote it by φ(τ). Then
φ′(τ) =
−1
2πi
∫
∂Ω
e−τξξ(ξI − ep(z))−1 dξ
=
−1
2πi
∫
∂Ω
e−τξ((ξI − ep(z)) + ep(z))(ξI − ep(z))−1 dξ.
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By the Cauchy formula,
∫
∂Ω e
−τξ dξ = 0 thus φ′(τ) = −ep(z)φ(τ). Moreover φ(0) = I
because all the eigenvalues of ep(z) are inside Ω (see [Kat95, Ch. I, Problem 5.9]). Thus
φ(τ) = e−τep(z).
Step 2 : Estimate. We deduce from (G.15) the following equality between endomor-
phisms of Cd
∀|z| ≤ r, τ ∈ R, e−E(z)τP p(z) = 1
2πi
∫
∂Ω
e−τξ(ξI − E(z))−1P p(z) dξ . (G.16)
Note that, if r is small enough, then the eigenvalues of E(z) are either inside Ω (para-
bolic branch) or close to 0 (hyperbolic branch), for instance in {ℜ(ξ) > −c/2}. Thus
(ξI − E(z)) is invertible on Cd for every ξ ∈ ∂Ω and the above right hand side is well
defined.
We deduce from (G.16) that∣∣∣e−E(z)τP p(z)∣∣∣ ≤ 1
2π
∫
∂Ω
e−τℜ(ξ)
∣∣∣(ξI − E(z))−1P p(z)∣∣∣ dξ .
The map (ξ, z) ∈ ∂Ω ×D(0, r) 7→
∣∣∣(ξI − E(z))−1P p(z)∣∣∣ is continuous on a compact set
thus bounded by a positive constantK. Then for every |z| < r and τ > 0, ∣∣e−E(z)τP p(z)∣∣ ≤
Ke−cτ .
G.2.3.2 Boundedness of the transport component
The goal of this section is to prove the following result.
Proposition G.2.6. There exists r,Kh, ch > 0 such that
∀z ∈ i[−r, r] \ {0}, t ∈ R, X ∈ Im[P h(z)],
∣∣∣∣exp( 1z2E(z)t
)
X
∣∣∣∣ ≤ Khech|t||X|.
Proof. Let z ∈ i[−r, r] \ {0}, t ∈ R, µ ∈ Sp(A′) and Y ∈ Im[P hµ (z)]. Taking into account
that Im[P hµ (z)] is stable by E(z), we get
exp
(
1
z2
E(z)t
)
Y = exp
(
1
z2
E(z)P hµ (z)t
)
Y = exp
(
1
z2
(
µzP hµ (z) + z
2Rhµ(z)
)
t
)
Y.
Note that P hµ (z) and R
h
µ(z) commute because P
h
µ (z) and E(z) commute and E(z)P
h
µ (z) =
µzP hµ (z) + z
2Rhµ(z). Thus, by using that µ/z ∈ iR, we obtain∣∣∣∣exp( 1z2E(z)t
)
Y
∣∣∣∣ = ∣∣∣eµt/z exp(Rhµ(z)t)Y ∣∣∣ ≤ ecµ|t||Y |
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where cµ = max{|Rhµ(z)|; z ∈ D(0, r)}. We conclude for X ∈ Im[P h(z)] that∣∣∣∣exp( 1z2E(z)t
)
X
∣∣∣∣ ≤ ∑
µ∈Sp(A′)
∣∣∣∣exp( 1z2E(z)t
)
P hµ (z)X
∣∣∣∣
≤
∑
µ∈Sp(A′)
ecµ|t||P hµ (z)X| ≤ Kec|t||X|2
with c = max{cµ;µ ∈ Sp(A′)} and K = max
{∑
µ∈Sp(A′)|P hµ (ζ)|; ζ ∈ D(0, r)
}
.
G.2.3.3 Well-posedness
By gathering the results of the previous two subsubsections, we can prove that the
heat-transport system (Sys) is well-posed.
We define the Fourier coefficients by
∀f ∈ L2(T)d, ∀n ∈ Z, fˆ(n) = 1
2π
∫
T
f(t)e−int dt ∈ Cd .
We consider the operator L defined by (G.10) and (G.11). By Bessel-Parseval identity
and (G.13),
D(L) =
{
f ∈ L2(T)d;
∑
n∈Z
∣∣n2E( i
n
)
fˆ(n)
∣∣2 <∞}, (G.17)
The goal of this section is the proof of the following result.
Proposition G.2.7. −L generates a C0 semi-group of bounded operators on L2(Td).
This result will ensure well posedness of (Sys) in the following sense.
Definition G.2.8. Let T > 0, f0 ∈ L2(T)d and u ∈ L2(QT )d. The solution of (Sys) is
the function f ∈ C0([0, T ];L2(T)d) defined by
f(t) = e−tLf0 +
∫ t
0
e−(t−τ)Lu(τ) dτ for every t ∈ [0, T ].
Moreover, f(t) satisfies the estimate
∀0 ≤ t ≤ T, ‖f(t)‖L2(T) ≤ C
(‖f0‖L2(T) + ‖u‖L2([0,T ]×ω)), (G.18)
where C depends on T but not on f0 and u. We will also note S(t, f0, u) := f(t) this
solution.
Proof. We deduce from Propositions G.2.5 and G.2.6 that for every z ∈ i[−r, r] \ {0},
t > 0 and X ∈ Cd,∣∣∣∣exp( 1z2E(z)t
)
X
∣∣∣∣ ≤ ∣∣∣∣exp(−E(z) t|z|2
)
P p(z)X
∣∣∣∣+ ∣∣∣∣exp( 1z2E(z)t
)
P h(z)X
∣∣∣∣
≤ Kpe−cp
t
|z|2 |P p(z)X|+Khecht
∣∣∣P h(z)X∣∣∣
≤ Kecht|X|
(G.19)
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where K = max
{
Kp|P p(z)|+Kh
∣∣P h(z)∣∣; z ∈ i[−r, r]}.
For f ∈ L2(T)d and t ∈ [0,∞) we define
S(t) =
∑
n∈Z
etn
2E( in)fˆ(n)en.
By Bessel Parseval equality and (G.19), S(t) is a bounded operator on L2(T)d, because
the number of n ∈ Z such that 1n /∈ [−r, r] is finite. The semi-group properties S(0) = I
and S(t+ s) = S(t)S(s) are clearly satisfied. For f ∈ D(L), we have, by Bessel Parseval
equality ∥∥∥∥(S(t)− It + L
)
f
∥∥∥∥2
L2(T)d
=
∑
n∈Z
∣∣∣∣∣
(
etn
2E( in) − Id
t
− n2E
(
i
n
))
fˆ(n)
∣∣∣∣∣
2
.
In the right hand side, each term of the series converges to zero when [t→ 0] and, thanks
to (G.19), is dominated for every t ∈ [0, 1] and n > 1/r by∣∣∣∣(∫ 1
0
etθn
2E( in) dθ − Id
)
n2E
(
i
n
)
fˆ(n)
∣∣∣∣2 ≤ (Kech + 1)∣∣∣∣n2E( in
)
fˆ(n)
∣∣∣∣2,
which can be summed over n ∈ Z because f ∈ D(L), see (G.17). By the dominated
convergence theorem, the sum of the series converges to zero.
G.2.4 Adjoint system and observability
The null-controllability of a linear system is equivalent to a dual notion called “ob-
servability”. We have the following general, abstract result.
Proposition G.2.9. Let H, U and V be three complex Hilbert spaces, L be the generator
of a C0 semigroup of bounded operators on H, M : U → H and P : H → V be bounded
operators and T > 0. The following statements are equivalent :
1. For every f0 ∈ H, there exists u ∈ L2([0, T ]; U) such that the solution f of
∂tf(t) + Lf(t) = Mu(t), f(0) = f0 (G.20)
satisfies Pf(T ) = 0.
2. There exists C > 0 such that for every g0 ∈ V, the solution g of
∂tg(t) = L∗g(t), g(0) = P ∗g0, (G.21)
satisfies
‖g(T )‖2H ≤ C
∫ T
0
‖M∗g(t)‖2U dt. (G.22)
If we take V = H and P to be the identity map, then this proposition is just the
classical duality between (null-)controllability and (final state) observability (see [Cor07a,
Thm. 2.44]). The proof of Proposition G.2.9 is a straightforward adaptation of the one
given by Coron in the previous reference.
In our case, this observability inequality becomes the following Proposition G.2.10.
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Proposition G.2.10. Given T > 0, the system (Sys) is null-controllable on ω in time
T if and only if there exists C > 0 such that for every g0 ∈ L2(T;Cd), the solution g to
the equation {
∂tg −Btr∂2xg −Atr∂xg +Ktrg = 0 in (0, T )× T,
g(0, .) = g0 in T.
(G.23)
satisfies
‖g(T, .)‖2L2(C) ≤ C
∫ T
0
∫
ω
|M∗g(t, x)|2 dt dx. (G.24)
Note that the solutions of the adjoint system (G.23) are of the form 3
g(t, x) =
∑
n∈Z
einx−tn
2E( in)
∗
ĝ0(n) . (G.25)
Moreover, we have a spectral theory for the adjoint system that is similar to Prop. G.2.1–
G.2.3. We just have to take the adjoint of each formulas.
G.3 Obstruction to the null-controllability in small time
The goal of this section is to prove the first point of Theorem G.1.2. It is sufficient
to work with an open interval ω. Indeed, otherwise, ω is contained in an open interval
ω˜ of T such that ℓ(ω) = ℓ(ω˜) and the negative result for the large control support ω˜
implies the negative result for the small control support ω. Thus, in the whole section,
we assume ω is an open interval of T. We want to disprove the observability inequality
(G.24). We do this by adapting the method used by the second author for the Grushin
equation [Koe17].
G.3.1 Construction of a counterexample to the observability inequality
Let µ ∈ Sp(A′) with minimum absolute value. First, we prove the following estimate.
Proposition G.3.1. Let U be a open domain, star-shaped with respect to 0, that
contains ωT :=
⋃
0≤t≤T (ω − µt) (where ω − µt is to be understood as the rotation of
ω by an angle of −µt, see figure G.1).
There exist an integer N and a constant C > 0 such that if the system (Sys) is
null-controllable on ω in time T , then for all polynomials p(z) =
∑
n>N anz
n with a zero
of order at least N at 0, we have
|p|L2(D(0,1)) ≤ C|p|L∞(U). (G.26)
3. When we write E(z)∗, it is to be understood as (E(z))∗. We will use the same notation for P hµ (z)
∗
etc.
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ωωT
U
ζ0
Figure G.1 – In yellow, an example of the
domain U . The black circle arc is ωT (once
we identify T with the complex unit circle).
The null-controllability of the parabolic-
hyperbolic system implies that we can es-
timate the L2(D(0, 1)) norm of complex po-
lynomials by their L∞(U) norm. But if T is
not too large, ωT is not the whole unit circle,
and we can choose U such that D(0, 1) 6⊂ U .
Then, we can find a sequence of polynomials
that converges to ζ 7→ (ζ − ζ0)−1 away from
the blue line.
Proof. According to Proposition G.2.3, there exist r > 0, a projection-valued function
P hµ and a matrix-valued function R
h
µ that are holomorphic on D(0, r) such that for every
|z| < r,
P hµ (z)E(z) = E(z)P
h
µ (z) = µzP
h
µ (z) + z
2Rhµ(z). (G.27)
Let ϕ0 6= 0 in the range of P hµ (0)∗. To disprove the observability inequality (G.24),
we look at solutions g(t, x) of the system (G.23) with initial conditions of the form
g(0, x) =
∑
n≥0 ane
inxP hµ (i/n)
∗ϕ0. To avoid irrelevant summability issues, we will assume
that all sums are finite. Since on the range of P hµ (z), E(z) acts as µz + z
2Rhµ(z) (see
Eq. (G.27)), we have
g(t, x) =
∑
n≥0
ane
inxe−tn
2E( in)
∗
P hµ
( i
n
)∗
ϕ0
=
∑
n≥0
ane
in(x+µt)+tRhµ( in)
∗
P hµ
( i
n
)∗
ϕ0.
So, if we define for 0 ≤ t ≤ T and n ∈ Z,
γt(n) = e
tRhµ( in)
∗
P hµ
( i
n
)∗
, (G.28)
we rewrite g(t, x) as
g(t, x) =
∑
ane
in(x+µt)γt(n)ϕ0.
If the term γt(n) was equal to one, then g(t, x) would just be the solution to an
uncoupled transport equation, therefore it would be easy to disprove (G.24). To treat
this term, we will use the following lemma, that we prove in Lemma G.3.2.
Lemma G.3.2. Let U be as in Proposition G.3.1. There exist an integer N > 0 and a
constant C > 0 such that for every polynomials
∑
n>N anζ
n with a zero of order N at
0, for every 0 ≤ τ ≤ T ,∣∣∣ ∑
n>N
anζ
nγτ (n)
∣∣∣
L∞(ωT )
≤ C
∣∣∣ ∑
n>N
anζ
n
∣∣∣
L∞(U)
(G.29)
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From now on, we assume that an = 0 for n ≤ N . If we note ζ(t, x) = ei(x+µt), which
belong to ωT for (t, x) ∈ [0, T ]× ω, we have
g(t, x) =
∑
n>N
anζ(t, x)
nγt(n)ϕ0.
Let (t, x) ∈ [0, T ]× ω. By applying Lemma G.3.2 with τ = t, we have
|g(t, x)| ≤ C
∣∣∣ ∑
n>N
anζ
n
∣∣∣
L∞(U)
.
So the right-hand side of the observability inequality (G.24) satisfies
|g|2L2([0,T ]×ω) ≤ 2πT |g|2L∞([0,T ]×ω) ≤ 2πTC2
∣∣∣ ∑
n>N
anζ
n
∣∣∣2
L∞(U)
. (G.30)
We now lower bound the left hand-side of the observability inequality (G.24). Thanks
to Parseval’s identity, we have
|g(T, ·)|2L2(T) =
∣∣∣ ∑
n>N
ane
in(x+µT )γT (n)ϕ0
∣∣∣2
L2(T)
= 2π
∑
n>N
|an|2|γT (n)ϕ0|2. (G.31)
Since R is holomorphic in D(0, r), so is z 7→ Rhµ(z)∗. In particular, we have C1 :=
sup|z|≤r/2 |Rhµ(z)∗| < +∞. So, we have for n ≥ 2r−1,∣∣(e−TRhµ( in)∗)−1∣∣ = ∣∣eTRhµ( in)∗∣∣ ≤ eC1T . (G.32)
Moreover, ϕ0 is in the range of P hµ (0)
∗ and P hµ is holomorphic in D(0, r), so there exists
r′ > 0 sufficiently small such that for |z| < r′,
|P hµ (z)∗ϕ0| ≥ |ϕ0|/2 =: c. (G.33)
By gathering (G.32) and (G.33), we have for n ≥ N ′ := ⌊max(2r−1, r′−1)⌋+ 1,
|γT (n)ϕ0| =
∣∣∣∣e−TRhµ( in)∗P hµ( in)∗ϕ0
∣∣∣∣ ≥ e−C1T c =: c′.
So, assuming an = 0 for n ≤ N ′, we have by plugging the previous lower bound into
Parseval’s identity (G.31)∣∣∣ ∑
n>N
anζ
n
∣∣∣2
L2(D(0,1))
= π
∑
n>N
|an|2
n+ 1
≤ π
c′
∑
n>N
|an|2
n+ 1
|γT (n)ϕ0|2 ≤ 1
2c′
|g(T, ·)|2L2(T). (G.34)
Thus, thanks to the lower bound (G.34) and the upper bound (G.30), the observability
inequality (G.24) implies∣∣∣ ∑
n>N
anζ
n
∣∣∣2
L2(D(0,1))
≤ C|g(T, ·)|2L2(T) ≤ C ′|g|2L2([0,T ]×ω) ≤ C ′′
∣∣∣ ∑
n>N
anζ
n
∣∣∣2
L∞(U)
,
which concludes the proof of Proposition G.3.1.
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Let us check that the inequality of Proposition G.3.1 does not hold. We will use
Runge’s theorem (see for instance Rudin’s textbook [Rud87, Thm. 13.9, Thm 13.11]) to
construct a counterexample.
Proposition G.3.3 (Runge’s theorem). Let U be a simply connected open subset of
C and f be a holomorphic function on U. Then, there exists a sequence (pk)k≥0 of
polynomials that converges uniformly on every compact subset of U to f .
Proof. [Proof of Theorem G.1.2.i)] Let T < T ∗ and ωT be as in Proposition G.3.1. By
definition of T ∗, ωT is not the whole unit circle, thus we can find an open bounded domain
U that is star-shaped with respect to 0 and that does not contain D(0, 1) (see Fig. G.1).
With such a choice of U , there exists a complex number ζ0 ∈ D(0, 1) which is non-
adherent to U . Then, according to Runge’s theorem, there exists a sequence of poly-
nomials (p˜k) that converges uniformly on every compact subset of C \ (ζ0[1,+∞)) to
ζ 7→ (ζ − ζ0)−1. Let us define pk(ζ) = ζN+1p˜k(ζ). Then, the sequence (pk) is a counte-
rexample to the inequality on complex polynomials (G.26). Indeed, since ζN+1(ζ− ζ0)−1
is bounded on U , (pk) is uniformly bounded on U , thus, the right-hand side of the inequa-
lity (G.26) is bounded. But since ζ0 is in D(0, 1), ζN+1(ζ − ζ0)−1 has infinite L2-norm in
D(0, 1), and thanks to Fatou’s Lemma, |pk|L2(D(0,1)) tends to +∞ as k → +∞.
G.3.2 Estimate on some operators on polynomial functions
The goal of this subsection is to prove Lemma G.3.2. The main tool to prove Lemma G.3.2
is Theorem G.3.6, which is a variant of a theorem that the second author proved when
studying Grushin’s equation (see [Koe17, Thm. 18]).
Definition G.3.4. Let E be a Banach space. Let R > 0 and ∆R := {z ∈ C,ℜ(z) > R}.
We define SR(E) as the set of functions γ from ∆R to E that are holomorphic with
subexponential growth, i.e. such that for all ε > 0,
pε(γ) = sup
z∈∆R
|γ(z)|e−ε|z| < +∞. (G.35)
We endow SR(E) with the topology of the seminorms pε for ε > 0.
If E is the space Cd×d of linear maps of Cd, we will note Sd×dR := SR(L(Cd)). We will
sometime call elements of Sd×dR symbols.
Remark G.3.5. If n ≤ R, i.e. if n is not in the domain of definition of γ ∈ SR(E), we
will set for convenience γ(n) = 0.
Theorem G.3.6. Let R > 0 and γ ∈ Sd×dR . Let Hγ be the operator on vector-valued
entire functions defined by
Hγ :
∑
n>R
anζ
n 7−→
∑
n>R
γ(n)anζ
n. (G.36)
Then, the operator Hγ is continuous on O(C). Moreover, the map γ ∈ Sd×dR 7→ Hγ ∈
L(O(C)) satisfies the following continuity-like estimate : for each compact subset K of
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C and each neighborhood V of K that is star-shaped with respect to 0, there exist a
constant C > 0 and a seminorm pε of Sd×dR such that for every entire function f :
|Hγ(f)|L∞(K) ≤ Cpε(γ)|f |L∞(V ). (G.37)
This theorem was proved in the case d = 1 by one of the authors [Koe17]. The proof
follows the same lines in the general case. We provide it in Appendix G.5.1.
Now, we turn to the proof of Lemma G.3.2 which is basically an application of Theo-
rem G.3.6.
Proof. [Proof of Lemma G.3.2] Let us define γ˜τ (z) = etR
h
µ(i/z¯)
∗
P hµ (i/z¯)
∗, so that γτ (n) =
γ˜τ (n) (see the definition of γt Eq. (G.28)), and thus for every (an) ∈ CN,∑
n>N
γτ (n)anϕ0ζ
n = Hγ˜τ
( ∑
n>N
anζ
nϕ0
)
. (G.38)
Let us check that (γ˜τ )0≤τ≤T is a bounded family of Sd×dR for some R > 0. Since Rhµ
and P hµ are holomorphic on D(0, r), γ˜τ is holomorphic on {|z| > r−1}, and in particular
in {ℜ(z) > r−1}. So, for |z| > 2r−1 and 0 ≤ τ ≤ T , we have
|γ˜τ (z)| ≤ eT sup|z|<r/2 |Rhµ(z)| sup
|z|<r/2
|P hµ (z)| < +∞.
Thus, with R = 2r−1, γτ is in Sd×dR , and since the previous bound is uniform in
0 ≤ τ ≤ T , the family (γτ )0≤τ≤T is bounded in Sd×dR .
Let us also remind that U is star-shaped with respect to 0, and that ωT ⊂ U . All
the conditions of Theorem G.3.6 are satisfied, so we can apply the estimate (G.37) with
K = ωT and V = U :∣∣Hγ˜τ ( ∑
n>N
anϕ0ζ
n
)∣∣
L∞(ωT )
≤ C∣∣ ∑
n>N
anϕ0ζ
n
∣∣
L∞(U)
= C
∣∣ ∑
n>N
anζ
n
∣∣
L∞(U)
, (G.39)
where C that depends neither on the polynomial
∑
anζ
n, neither on 0 ≤ τ ≤ T be-
cause the family (γ˜τ )0≤τ≤T is bounded. This, combined with (G.38), proves the inequa-
lity (G.29) and concludes the proof of Lemma G.3.2.
G.4 Large time null-controllability
The goal of this section is to prove the point (ii) of Theorem G.1.2, by adapting the
strategy of Gilles Lebeau and Enrique Zuazua [LZ98], based on a spectral decomposition.
For high frequencies, the spectrum splits into a parabolic part and a hyperbolic part. Pro-
jecting the dynamics onto the parabolic/hyperbolic subspaces, the system is decomposed
into 2 weakly coupled systems, the first one behaving like a transport equation, the se-
cond one like a heat equation. The transport equation is handled by using the methods
developped in [ABCO17]. The parabolic equation is treated by the Lebeau-Robbiano’s
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method [LR95], adapted to systems. The low frequency part is treated by a compactness
argument and a unique continuation property.
In the whole Section G.4, the parameter r > 0 is assumed to be small enough so that
Propositions G.2.1, G.2.2, G.2.3, G.2.5 and G.2.6 hold.
G.4.1 An adapted decomposition of L2(T)d
Proposition G.4.1. Let n0 ∈ N be such that 1n0 < r. We have the following decompo-
sition
L2(T)d = F 0 ⊕ F p ⊕ F h, (G.40)
where
F 0 :=
⊕
|n|≤n0
C
den, (G.41)
F p :=
⊕
|n|>n0
Im
(
P p
( i
n
))
en, (G.42)
F h :=
⊕
|n|>n0
Im
(
P h
( i
n
))
en. (G.43)
Moreover the projections Π0, Πp, Πh and Π defined by
L2(T)d = F 0 ⊕ F p ⊕ F h
Π0 = IF 0 + 0 + 0
Πp = 0 + IFp + 0
Πh = 0 + 0 + IFh
Π = 0 + IFp + IFh = Π
p +Πh
are bounded operators on L2(T)d.
Proof. The function z ∈ D(0, r) 7→ P p(z) is continuous thus there exists C > 0 such
that, for every z ∈ D(0, 1/n0), |P p(z)| ≤ C. Let f ∈ L2(T)d. We deduce from∑
|n|>n0
∣∣∣∣P p( in
)
fˆ(n)
∣∣∣∣2 ≤ C2 ∑
|n|>n0
|fˆ(n)|2 ≤ C2‖f‖2L2(T)d (G.44)
and Bessel-Parseval identity that the series
∑
P p
(
i
n
)
fˆ(n)en converges in L2(T)d. Using
Id = P
p(z) + P h(z), we get the decomposition
f =
∑
n∈Z
fˆ(n)en =
∑
|n|≤n0
fˆ(n)en +
∑
|n|>n0
P p
(
i
n
)
fˆ(n)en +
∑
|n|>n0
P h
(
i
n
)
fˆ(n)en
with convergent series in L2(T)d. This proves L2(T)d = F 0 + F p + F h. The sum is
direct because (en)n∈Z is orthogonal and Im(P p(z))∩ Im(P h(z)) = {0} when |z| < r. Π0
and Π are orthogonal projections, thus bounded operators on L2(T)d. We deduce from
Bessel-Parseval identity and (G.44) that Πp is a bounded operator on L2(T)d and so is
Πh = Π−Πp.
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The operator L defined in (G.10) maps D(L) ∩ F 0 into F 0 thus we can define an
operator L0 on F 0 by D(L0) = D(L) ∩ F 0 and L0 = L|F 0 . Moreover, −L0 generates a
C0-semi-group of bounded operators on F 0 and e−tL0 = e−tL|F 0 . For the same reasons,
we can define an operator Lp on F p by D(Lp) = D(L) ∩ F p and Lp = L|Fp , that
generates a C0-semi-group of bounded operators on F p : e−tLp = e−tL|Fp . Finally, we
can define an operator Lh on F h by D(Lh) = D(L) ∩ F h and Lh = L|Fh , that generates
a C0-semi-group of bounded operators on F h : e−tLh = e−tL|Fh .
Proposition G.4.2. The operator −L0 generates a C0 group (e−tL0)t∈R of bounded
operators on F 0. The operator−Lh generates a C0 group (e−tLh)t∈R of bounded operators
on F h
Proof. We just need to check that e−tL defines a bounded operator of F 0 and F h when
t < 0. It is clear for F 0 because it has finite dimension. For F h, one may proceed as in
the proof of Proposition G.2.7, noticing that the estimate of Proposition G.2.6 is valid
for any t ∈ R.
For the duality method, we will need the dual decomposition of (G.40), i.e.
L2(T)d = F 0 ⊕ F˜ p ⊕ F˜ h,
where F˜ p := Im
(
(Πp)∗
)
, F˜ h := Im
(
(Πh)∗
)
.
(G.45)
By using the definitions of F p and F h in (G.42) and (G.43) and the fact that (en)n∈Z is
an Hilbert basis of L2(T), we get
F˜ p =
⊕
|n|>n0
Im
(
P p
( i
n
)∗)
en, (G.46)
F˜ h =
⊕
|n|>n0
Im
(
P h
( i
n
)∗)
en. (G.47)
Moreover,
(etL)∗f = etL
∗
f =
∑
n∈Z
e−tn
2E( in)
∗
f̂(n)en (G.48)
and the spaces F 0, F˜ p and F˜ h are stable by etL∗ .
G.4.2 Control strategy
Let T ∗ be as in (G.2) and T, T ′ be such that
T ∗ < T ′ < T. (G.49)
In this section, we consider controls u of the form
u := (uh, up)
tr ∈ Cd1 × Cd2 , (G.50)
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where
supp(uh) ⊂ [0, T ′]× ω, supp(up) ⊂ [T ′, T ]× ω, (G.51)
uh ∈ L2((0, T ′)× T)d1 , up ∈ L2((T ′, T )× T)d2 .
the control uh is intended to control the hyperbolic component of the system and the
control up the parabolic component.
The control strategy for system (Sys) consists in
— first proving the null controllability in time T in a subspace of L2(T)d with finite
codimension,
— then using a unique continuation argument, to get the full null controllability.
The first step of this strategy is given by the following statement.
Proposition G.4.3. There exists a subspace G of L2(T)d with finite codimension and
a continuous operator
U : G→ L2((0, T ′)× ω)d1 × C∞c ((T ′, T )× ω)d2
f0 7→ (uh, up),
that associates with each f0 ∈ G a pair of controls Uf0 = (uh, up) such that
∀f0 ∈ G, ΠS(T ; f0,Uf0) = 0. (G.52)
By ’continuous operator’, we mean that, for every s ∈ N, the map U : G 7→ L2((0, T ′)×
ω)d1 ×Hs((T ′, T )× ω)d2 is continuous : there exists Cs > 0 such that
∀f0 ∈ G , ‖uh‖L2((0,T ′)×ω)d1 + ‖up‖Hs((T ′,T )×ω)d2 6 Cs‖f0‖L2(T)d .
The proof strategy of Proposition G.4.3 consists in splitting the problem in 2 parts :
— for any initial data f0 and parabolic control up, steer the hyperbolic high frequences
to zero at time T (Proposition G.4.4),
— for any initial data f0 and hyperbolic control uh, steer the parabolic high frequences
to zero at time T (Proposition G.4.5).
Proposition G.4.4. If n0 (in Eq. (G.41–G.42)) is large enough, there exists a continuous
operator
Uh : L2(T)d × L2((T ′, T )× ω)d2→ L2((0, T ′)× ω)d1
(f0, up) 7→ uh,
such that for every (f0, up) ∈ L2(T)d × L2((T ′, T )× ω)d2 ,
ΠhS(T ; f0, (Uh(f0, up), up)) = 0.
Proposition G.4.5. If n0 is large enough, there exists a continuous operator
Up : L2(T)d × L2((0, T ′)× ω)d1→ C∞c ((T ′, T )× ω)d2
(f0, uh) 7→ up,
such that for every (f0, uh) ∈ L2(T)d × L2((0, T ′)× ω)d1 ,
ΠpS(T ; f0, (uh,Up(f0, uh)) = 0.
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Admitting that Proposition G.4.4 and Proposition G.4.5 hold, we can now prove
Proposition G.4.3.
Proof. We observe that the relation ΠS(T ; f0, (uh, up)) = 0 holds if the two following
equations are simultaneously satisfied
uh = Uh(f0, up) = Uh1 (f0) + Uh2 (up),
up = Up(f0, uh) = Up1 (f0) + Up2 (uh).
(G.53)
If we set
C := Up1 + Up2 Uh1 : L2(T)d → C∞c ((T ′, T )× T)d2 ,
then solving system (G.53) is equivalent to
find up ∈ C∞c ((T ′, T )× T)d2 , such that Cf0 = (I − Up2 Uh2 )up. (G.54)
Up2 Uh2 is a compact operator of L2((T ′, T )×T)d2 because it takes values in C∞c ((T ′, T )×
T)d2 . Thus, by Fredhlom’s alternative (see [Bre11, Thm. 6.6]), there exist N ∈ N and
l1, . . . , lN linear continuous forms on L2((T ′, T )×T)d2 such that the equation (G.54) has
a solution up ∈ L2((T ′, T )× T)d2 if and only if
∀j ∈ {1, . . . , N}, lj(C(f0)) = 0. (G.55)
Under these conditions (G.55), the equation (G.54) has a solution up = L(f0) given by
a continuous map L : G → L2((T ′, T )× T)d2 defined on
G := {f0 ∈ L2(T)d ; lj(Cf0) = 0, 1 ≤ j ≤ N}. (G.56)
Then L(f0) = up = Up2 Uh2 up + Cf0 belongs to C∞c ((T ′, T ) × ω). We get the conclusion
with
∀f0 ∈ G, U(f0) := (Uh(f0, L(f0)), L(f0)).
Proposition G.4.4 is proved in Section G.4.3. Proposition G.4.5 is proved in Sec-
tion G.4.4. The unique continuation argument to control the low frequencies is presented
in Annexe G.4.5.
G.4.3 Control of the hyperbolic high frequencies
The goal of this subsection is to prove Proposition G.4.4. We remind that T > T ′ > T ∗
and that the control u = (uh, up) satisfies (G.51).
G.4.3.1 Reduction to an exact controllability problem
The goal of this paragraph is to transform the null-controllability problem of Propo-
sition G.4.4 into an exact controllability problem associated with an hyperbolic system.
Precisely, we will get Proposition G.4.4 as a corollary of the following result.
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Proposition G.4.6. If n0 (in Eq. (G.41–G.42)) is large enough, then, for every T > T ∗,
there exists a continuous operator
UhT : F h→ L2((0, T )× ω)d1
fT 7→ uh,
such that for every fT ∈ F h,
ΠhS
(
T ; 0, (UhT (fT ), 0)
)
= fT .
Proposition G.4.6 will be proved in Section G.4.3.2. Now, we prove Proposition G.4.4
thanks to Proposition G.4.6.
Proof. [Proof of Proposition G.4.4] Let (f0, up) ∈ L2(T)d × L2((T ′, T ) × ω)d2 . We have
to find uh ∈ L2((0, T ′)× ω)d1 such that
ΠhS(T ; f0, (uh, up)) = 0,
or, equivalently,
ΠhS(T ; 0, (uh, 0)) = −ΠhS(T ; f0, (0, up)). (G.57)
According to the well-posedness of the system (Sys) and the continuity of the projection
Πh (Definition G.2.8 and Proposition G.4.1), the linear map
(f0, up) 7→ −ΠhS(T ; f0, (0, up)), (G.58)
is continuous from L2(T)d×L2((T ′, T )×ω)d2 into F h. Since uh is supported in (0, T ′)×ω
by (G.51), we have
ΠhS(T ; 0, (uh, 0)) = e
−(T−T ′)LhΠhS(T ′; 0, (uh, 0)). (G.59)
As pointed out in Proposition G.4.2, etLh is well-defined for all t ∈ R. Therefore, by using
(G.58) and (G.59), (G.57) is equivalent to
ΠhS(T ′; 0, (uh, 0)) = −e(T−T ′)LhΠhS(T ; f0, (0, up)) ∈ F h. (G.60)
We get the conclusion with
Uh(f0, up) = UhT ′
(
−e(T−T ′)LhΠhS(T ; f0, (0, up))
)
.
G.4.3.2 Exact controllability of the hyperbolic part
The goal of this section is to prove Proposition G.4.6. By the Hilbert Uniqueness
Method, Proposition G.4.6 is equivalent to the following observability inequality (it is an
adaptation of [Cor07a, Thm. 2.42]).
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Proposition G.4.7. There exists a constant C > 0 such that for every g0 ∈ F˜ h, the
solution g of (G.23) satisfies
‖g0‖2L2(T)d ≤ C
∫ T ′
0
∫
ω
|g1(t, x)|2 dt dx, (G.61)
where g1 denotes the first d1 components of g.
Proof. Let g0 ∈ F˜ h. By using the definition of F h (G.47) and the perturbative theory
(Prop. G.2.3), g0 decomposes as follows
g0 =
∑
µ∈Sp(A′)
∑
|n|>n0
P hµ
( i
n
)∗
ĝ0(n)en. (G.62)
Then, the solution g of (G.23) is
g(t) =
∑
µ∈Sp(A′)
∑
|n|>n0
e−tn
2E( in)
∗
P hµ
( i
n
)∗
ĝ0(n). (G.63)
For µ ∈ Sp(A′), let us define
gµ(t) =
∑
|n|>n0
e−tn
2E( in)
∗
P hµ
( i
n
)∗
ĝ0(n)en. (G.64)
By using i) and iii) of Proposition G.2.3, we have
e−tn
2E( in)
∗
P hµ
( i
n
)∗
= e
−tn2
(
µ i
n
+( in)
2
Rhµ( in)
)∗
P hµ
( i
n
)∗
= e−tµin+tR
h
µ( in)
∗
P hµ
( i
n
)∗
,
which leads to {
∂tgµ − µ∂xgµ +Rhµ(0)∗gµ = Sµ in QT ′ ,
gµ(0, .) = gµ0 in T,
(G.65)
where
‖Sµ‖L2(QT ′ )d ≤ C
 ∑
|n|>n0
|ĝ0(n)|2
n2
1/2. (G.66)
If the term Sµ was = 0, the system (G.65) would be observable in time Tµ :=
2π−|ω|
|µ|
(see for instance [ABCO17, Theorem 2.2]). Then, by using (G.49) and (G.2), we obtain
the following observability estimate
‖gµ0‖2L2(T)d ≤ C
(∫ T ′
0
∫
ω
|gµ(t, x)|2 dt dx+ ‖Sµ‖2L2(QT ′ )d
)
. (G.67)
It can be deduced from the observability inequality for the solution of (G.65) without
source term (Sµ = 0), thanks to the triangle inequality, because the L2-distance between
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the solutions of (G.65) with and without source term is bounded by C‖Sµ‖L2 . By using
(G.67) and (G.66), we have
‖gµ0‖2L2(T)d ≤ C
∫ T ′
0
∫
ω
|gµ(t, x)|2 dt dx+
∑
|n|>n0
|ĝ0(n)|2
n2
. (G.68)
Moreover, from i), ii) of Proposition G.2.3, (G.63) and (G.64), we get
gµ(t) = P
h
µ (0)
∗g(t) +Qµ(t),
with Qµ satisfying the estimate (G.66). Thus, we have
∫ T ′
0
∫
ω
|gµ(t, x)|2 dt dx ≤ C
∫ T ′
0
∫
ω
|P hµ (0)∗g(t, x)|2 dt dx+
∑
|n|>n0
|ĝ0(n)|2
n2
. (G.69)
Thus, from (G.68) and (G.69), we get
‖gµ0‖2L2(T)d ≤ C
∫ T ′
0
∫
ω
|P hµ (0)∗g(t, x)|2 dt dx+
∑
|n|>n0
|ĝ0(n)|2
n2
. (G.70)
By summing for µ ∈ Sp(A′) the estimate (G.70) then by using ii) of Proposition G.2.3,
Proposition G.2.1 and (G.62), we get the weak observability inequality
‖g0‖2L2(T)d ≤ C
(∫ T ′
0
∫
ω
|g1(t, x)|2 dt dx+ ‖gT ′‖2H−1(T)
)
. (G.71)
From (G.71) and the compact embedding L2(T) →֒ H−1(T), a classical compactness-
uniqueness argument gives the observability inequality (G.61) (see for instance [DO18,
Lemma 2.1 and Remark 2.2]).
Indeed, by Peetre’s lemma (see [Pee61, Lemma 3]), we have from (G.71) that
NT ′ := {g0 ∈ F˜ h; g1 = 0 in (0, T ′)× ω},
is finite-dimensional. Moreover, from [Pee61, Lemma 4], to prove (G.61), we need only
to show that NT ′ is reduced to zero. First, by definition, we remark that NT ′ decreases
as T ′ increases. By a small perturbation of T ′, we may therefore assume that NT = NT ′
for T − T ′ small thus NT ′ is stable by etL∗h where L∗h is the restriction of L∗ to F˜ h.
Then, if NT ′ is not reduced to zero, it contains an eigenfunction of L∗h. But, by the
construction of NT ′ , the first components of that eigenfunction would wanish on ω.
Therefore, ek(·) = eik· ≡ 0 in ω for some k and this is a contradiction.
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G.4.4 Control of the parabolic high frequencies
The goal of this subsection is to prove Proposition G.4.5. We recall that 0 < T ′ < T
are chosen such that (G.49) holds and the control u is such that (G.50) and (G.51) hold.
The strategy is the following one : identify the equation satisfied by the last d2 com-
ponents of the parabolic equation (G.23) with the help of the asymptotics of Proposition
G.2.3, then construct smooth controls by adapting the Lebeau-Robbiano’s method to
systems.
In this section, for every vector ϕ ∈ Cd, we will note ϕ1 its first d1 components and
ϕ2 its last d2 components.
G.4.4.1 Reduction to a null-controllability problem
The goal of this paragraph is to transform the null-controllability problem of Proposi-
tion G.4.5 into a null-controllability problem associated to a parabolic system. Precisely,
we will prove that Proposition G.4.5 is a consequence of the following result.
Proposition G.4.8. If n0 is large enough, then for every T > 0, there exists a continuous
operator
UpT : F p→ C∞c ((0, T )× ω)d2
f0 7→ up,
such that for every f0 ∈ F p,
ΠpS(T ; f0, (0,UpT (f0))) = 0.
Proposition G.4.8 will be proved thanks to an adaptation of Lebeau and Robbiano’s
method in Section G.4.4.4, after 2 sections of necessary preliminary results. Now we prove
Proposition G.4.5 thanks to Proposition G.4.8.
Proof. [Proof of Proposition G.4.5] Let (f0, uh) ∈ L2(T)d×L2((0, T ′)×ω)d1 . We have to
find up ∈ C∞c ((T ′, T )× ω)d2 such that
ΠpS(T ; f0, (uh, up)) = 0. (G.72)
or equivalently,
ΠpS(T ; 0, (0, up)) = −ΠpS(T ; f0, (uh, 0)). (G.73)
In view of the support of the controls in (G.51), the equality (G.73) is equivalent to
ΠpS(T − T ′; 0, (0, up(· − T ′))) = −e−(T−T ′)LpΠpS(T ′; f0, (uh, 0)), (G.74)
or
ΠpS
(
T − T ′; e−(T−T ′)LpΠpS(T ′; f0, (uh, 0)), (0, up(· − T ′))
)
= 0. (G.75)
By using Definition G.2.8 and Proposition G.4.1, we see that the mapping (f0, uh) 7→
ΠpS(T ′; f0, (uh, 0)) is continuous from L2(T)d × L2((0, T ′)× ω)d1 into F p . Thus we get
the conclusion with
∀t ∈ (T ′, T ), Up(f0, uh)(t) = Up(T−T ′)
(
e−(T−T
′)LpΠpS(T ′; f0, (uh, 0))
)
(t− T ′).
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G.4.4.2 Equation satisfied by the parabolic components of the free system
We begin by proving that if g is in F˜ p then we can compute the first d1 components of
g from the last d2. This will allow us to write an uncoupled equation for these components.
Proposition G.4.9. If z is small enough, there exists a matrix G(z) such that for every
ϕ ∈ Cd,
ϕ ∈ Im(P p(z)∗)⇐⇒ ϕ1 = G(z)ϕ2.
Moreover, G is holomorphic in z and G(0) = 0.
Proof. We write
P p(z)∗ =
(
p11(z) p12(z)
p21(z) p22(z)
)
.
Since P p(z)∗ is a projection, ϕ is in Im(P p(z)∗) if and only if{
p11(z)ϕ1 + p12(z)ϕ2 = ϕ1
p21(z)ϕ1 + p22(z)ϕ2 = ϕ2.
In particular, if ϕ ∈ Im(P p(z)∗), then (Id1−p11(z))ϕ1 = p12(z)ϕ2. And since P p(0)∗ =( 0 0
0 Id2
)
(see Proposition G.2.2), p11(0) = 0, and so, if z is small enough, |p11(z)| < 1 and
Id1 − p11(z) is invertible.
In that case, ϕ1 = (Id1 − p11(z))−1p12(z)ϕ2. This proves that the map
ϕ ∈ Im(P p(z)∗) 7→ ϕ2 ∈ Cd2
is one to one. But the rank of P p(z)∗ does not depend on z (Remark G.2.4), and so it is
always d2. So the previous map is bijective. We note G(z) the first d1 component of its
inverse. Note that we have G(z) = (Id1 − p11(z))−1p12(z). Then, if ϕ ∈ Im(P p(z)∗), we
have
ϕ = (ϕ1, ϕ2) = (G(z)ϕ2, ϕ2).
To prove the converse, note that the inverse of ϕ ∈ Im(P p(z)∗) 7→ ϕ2 is ϕ2 ∈ Cd2 7→
(G(z)ϕ2, ϕ2).
Increasing n0 if necessary, we may assume that for |n| > n0, G(i/n) is well-defined.
Then, we define the (bounded) operator G from L2(T,Cd2) to L2(T,Cd1) by
G
(∑
n∈Z
ϕn,2en
)
=
∑
|n|>n0
G
(
i
n
)
ϕn,2en. (G.76)
Then, according to the definition of F˜ p, we have the following corollary that allows us
to compute the first d1 components from the last d2.
Corollary G.4.10. For every g ∈ (F 0)⊥ (the space of functions with no components
along frequencies less than n0), we have the equivalence g ∈ F˜ p ⇔ g1 = Gg2.
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The Corollary G.4.10 makes it easy to write an equation on the last d2 components
of the adjoint system (G.23) if the initial condition is in F˜ p.
Proposition G.4.11. We define the operator D by
D(D) = H2(T)d2 , D = Dtr∂2x +A
tr
22∂x −Ktr22 +Atr12∂xG−Ktr12G. (G.77)
Let g0 ∈ F˜ p and g(t) = e−tL∗g0. Then, for all t ≥ 0, g1(t) = Gg2(t) and g2 satisfies the
following equation
∂tg2(t, x)−Dg2(t, x) = 0 in (0, T )× T. (G.78)
Proof. The function g satisfies the system
(∂t −Btr∂2x −Atr∂x +Ktr)g(t, x) = 0 in (0, T )× T.
If we take the last d2 components of this system, we get, in (0, T )× T,(
∂t −Dtr∂2x −Atr22 +Ktr22
)
g2(t, x)−
(
Atr12∂x −Ktr12
)
g1(t, x) = 0 . (G.79)
But for all t ∈ [0, T ], g(t, ·) ∈ F˜ p, so, according to Corollary G.4.10, g1(t) = Gg2(t).
Substituting this inside the equation (G.79) gives the stated equation (G.78).
G.4.4.3 Smooth control for a finite number of parabolic frequencies
For N > n0 we introduce
F pN :=
⊕
n0<|n|≤N
Im
(
P p
( i
n
))
en , (G.80)
F p>N :=
⊕
|n|>N
Im
(
P p
( i
n
))
en.
and the projection ΠpN defined by
L2(T)d = F 0 ⊕ F pN ⊕ F p>N ⊕ F h
ΠpN = 0 + IFpN
+ 0 + 0
which is a bounded operator on L2(T)d (compostion of the bounded operator Πp with
an orthogonal projection). The goal of this section is to prove the following result.
Proposition G.4.12. There exists C > 0 such that, for every T ∈ (0, 1] and N > n0,
there exists a linear map
KT,N : F p → C∞0 ((0, T )× ω) 4
4. This space means that the function is supported on [0, T ]×K where K is a compact subset of ω,
and all the derivatives vanish on ω at time t = 0 and t = T .
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such that, for every f0 ∈ F p and s ∈ N
ΠpNS
(
T ; f0, (0,KT,N (f0))
)
= 0,
‖KT,N (f0)‖Hs((0,T )×T) ≤
C
T s+1
N2seCN‖f0‖L2(T)d .
Proof. Let f0 ∈ F p. Throughout this proof, we will note E2(n) the d2 × d2 matrices
defined by
∀n ∈ Z \ {0}, E2(n) := Dtr − i
n
Atr22 +
1
n2
Ktr22 −
(
i
n
Atr12 −
1
n2
Ktr12
)
G
(
i
n
)
.
G.4.4.3.1 Step 1 : We prove that u2 ∈ C∞0 ((0, T )×ω) satisfies ΠpNS(T ; f0, (0, u2)) =
0 if and only if u2 solves the following moments problem in Cd2
∀n0 < |n| ≤ N,
∫ T
0
∫
ω
e−n
2(T−t)E2(n)∗u2(t, x)e−inx dx dt = Fn
where Fn = −e−n2TE2(n)∗
(
G
(
i
n
)∗
f̂01(n) + f̂02(n)
)
(G.81)
and E2(n)∗ = E2(n)
tr
.
We first recall that, if P is a projection operator on Rd and x ∈ Im(P ), then
(x = 0)⇔ (∀z ∈ Im(P ∗) , 〈x, z〉 = 0)
because |x|2 = 〈x, x〉 = 〈Px, x〉 = 〈x, P ∗x〉.
As a consequence, the relation ΠpNS(T ; f0, (0, u2)) = 0 is equivalent to
∀gT ∈ F˜ pN , 〈S(T ; f0, ((0, up)), gT 〉 = 0 (G.82)
where 〈·, ·〉 is the scalar product of L2(T,Cd) and
F˜ pN :=
⊕
n0<|n|≤N
Im
(
P p
( i
n
)∗)
en .
For gT ∈ F˜ pN , we denote by g(t) = e−L
∗(T−t)gT the solution of the adjoint system.
Then, by Proposition G.4.11, g = (g1, g2), where g1 = G(g2) and
〈S(T ; f0, ((0, up)), gT 〉 = 〈f0, g(0)〉+
∫ T
0
∫
ω
〈u2(t, x), g2(t, x)〉 dx dt.
where the first 2 scalar products are in L2(T)d2 and the last one is in Cd2 . By Corol-
lary G.4.10, the assertion (G.82) is equivalent to
∀gT2 ∈ L2(T,Cd2),
∫ T
0
∫
ω
〈u2(t, x), g2(t, x)〉 dx dt = −
〈
f0,
(
G(g02), g
0
2
)〉
,
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where g2(t) = e−D(T−t)gT2 and g
0
2 = g2(0). By considering g
T
2 = Xen with X ∈ Cd2 and
n0 < |n| ≤ N , we obtain
g2(t) = e
−n2(T−t)E2(n)Xen and G(g02) = G
(
i
n
)
e−n
2TE2(n)Xen.
The previous property is equivalent to
∀n0 < |n| ≤ N, ∀X ∈ Cd2 ,
∫ T
0
∫
ω
〈u2(t, x), e−n2(T−t)E2(n)X〉e−inx dx dt
= −〈f01, G(i/n)e−n2TE2(n)Xen〉 − 〈f02, e−n2TE2(n)Xen〉
or, equivalently,
∀n0 < |n| ≤ N, ∀X ∈ Cd2 ,
〈∫ T
0
∫
ω
e−n
2(T−t)E2(n)∗u2(t, x)e−inx dx dt,X
〉
= −
〈
e−n
2TE2(n)∗G(i/n)∗f̂01(n) + e−n
2TE2(n)∗ f̂02(n), X
〉
which proves (G.81).
G.4.4.3.2 Step 2 : Solving the moment problem. We look for a solution u2 ∈
C∞0 ((0, T )× ω) of the moment problem (G.81) of the form
u2(t, x) = ρ(t, x)v2(t, x) (G.83)
where v2 ∈ C∞((0, T ) × T)d2 and ρ ∈ C∞0 ((0, T ) × ω) is a scalar function with an
appropriate support. More precisely, let
— ω̂ be an open subset such that ω̂ ⊂⊂ ω and ρ2 ∈ C∞c (ω,R+) such that ρ2 = 1 on
ω̂,
— ρ1 ∈ C∞([0, 1],R+) such that ρ1(0) = ρ1(1) = 0 and (see Appendix G.5.2)
∃C0 > 0, ∀γ > 0,
∫ 1
0
ρ1(τ)e
−γτ dτ ≥ 1
C0
e−C0
√
γ . (G.84)
Then we choose ρ(t, x) = ρ1((T − t)/T )ρ2(x). We also look for v2 of the form
v2(t, x) =
∑
n0<|n|≤N
e−k
2(T−t)E2(k)Vkeikx where Vk ∈ Cd2 . (G.85)
The construction of v2 will use the following algebraic result.
Lemma G.4.13. There exists C > 0 such that, for every N > n0 and T ∈ (0, 1] the
matrix A in C(2(N−n0)d2)×(2(N−n0)d2), defined by blocks A = (An,k)n0<|n|≤N
n0<|k|≤N
by
An,k =
∫ T
0
∫
ω
e−n
2(T−t)E2(n)∗e−k
2(T−t)E2(k)ei(k−n)xρ(t, x) dx dt ∈ Cd2×d2 ,
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is invertible and
∀F ∈ C2(N−n0)d2 , |A−1F | ≤ C
T
eCN |F |,
where | · | is the hermitian norm on C2(N−n0)d2 .
Remark G.4.14. For instance, when N = n0 + 2, then A is given by
A =

A−n0−2,−n0−2 A−n0−2,−n0−1 A−n0−2,n0+1 A−n0−2,n0+2
A−n0−1,−n0−2 A−n0−1,−n0−1 A−n0−1,n0+1 A−n0−1,n0+2
An0+1,−n0−2 An0+1,−n0−1 An0+1,n0+1 An0+1,n0+2
An0+2,−n0−2 An0+2,−n0−1 An0+2,n0+1 An0+2,n0+2
.
For X ∈ C4d2 with block decomposition
X =

X−n0−2
X−n0−1
Xn0+1
Xn0+2

where Xk ∈ Cd2 for every n0 < |k| 6 n0 + 2, we have
AX =

∑
n0<|k|≤n0+2
A−n0−2,kXk∑
n0<|k|≤n0+2
A−n0−1,kXk∑
n0<|k|≤n0+2
An0+1,kXk∑
n0<|k|≤n0+2
An0+2,kXk

.
Thus 〈X,AX〉 =∑n0<|n|,|k|6n0+2X∗nAn,kXk.
Proof. [Proof of Lemma G.4.13] The proof relies on the following spectral inequality, due
to Lebeau and Robbiano (see [LR95] and also [LRL12, Thm. 5.4]) :
∃C1 > 0, ∀N ∈ N, ∀(an)n∈Z ∈ CZ,
+N∑
n=−N
|an|2 ≤ C1eC1N
∫
ω̂
∣∣∣∣∣
+N∑
n=−N
ane
inx
∣∣∣∣∣
2
dx. (G.86)
By summing the components, the same inequality holds when an is a vector, an ∈ Cd2 ,
and | · | denotes the hermitian norm on Cd2 .
Let N > n0 and X ∈ C2(N−n0)d2 written by blocks X = (Xk)n0<|k|≤N with Xk ∈ Cd2 .
Then, by using the definition of A, ρ, the properties of ρ2 and the above spectral inequality
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in vectorial form, we obtain
〈AX,X〉 =
∑
n0<|n|,|k|≤N
X∗nAn,kXk
=
∫ T
0
∫
ω
∣∣∣ ∑
n0<|k|≤N
e−k
2(T−t)E2(k)Xkeikx
∣∣∣2ρ(t, x) dx dt
≥
∫ T
0
∫
ω̂
∣∣∣ ∑
n0<|k|≤N
e−k
2(T−t)E2(k)Xkeikx
∣∣∣2ρ1(T − t
T
)
dx dt
≥ e
−C1N
C1
∫ T
0
∑
n0<|k|≤N
∣∣∣e−k2(T−t)E2(k)Xk∣∣∣2ρ1(T − t
T
)
dt.
There exists c > 0 such that, for every |k| > n0, |E2(k)| ≤ c. Then,
∀|k| > n0, τ > 0, Y ∈ Cd2 , |eE2(k)τY | ≤ ecτ |Y |.
Then, by considering τ = k2(T − t) and Y = exp(−k2(T − t)E2(k))Xk, we obtain
∀|k| > n0, t ∈ (0, T ),
∣∣e−k2(T−t)E2(k)Xk∣∣ ≥ e−ck2(T−t)|Xk|.
Therefore, by using the change of variable τ = T−tT and (G.84), we get
〈AX,X〉 ≥ T e
−C1N
C1
∑
n0<|k|≤N
|Xk|2
∫ T
0
e−2ck
2Tτρ1(τ) dτ
≥ T e
−C1N
C1C0
∑
n0<|k|≤N
|Xk|2e−C0k
√
2cT
≥ T
C1C0
e−(C1+C0
√
2cT )N |X|2.
The above relation, valid for any X ∈ C2(N−n0)d2 proves that any eigenvalue of A is
positive, thus A is invertible. Moreover, for any F ∈ C2(N−n0)d2 \ {0}, the vector X =
A−1F satisfies
T
C1C0
e−(C1+C0
√
2cT )N |X|2 ≤ 〈AX,X〉 = 〈F,X〉 ≤ |F ||X|.
Thus
|X| ≤ C1C0
T
e(C1+C0
√
2cT )N |F |.
This gives the conclusion with C = max{C1C0; C1 + C0√2c}. ♦
Now, let us come back to the proof of Proposition G.4.12. For such a control, (G.81)
writes
∀n0 < |n| ≤ N,
∑
n0<|k|≤N
An,kVk = Fn
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or equivalently AV = F with the notations of Proposition G.4.13. Thus, it is sufficient
to take V = A−1F . By the definition of F in (G.81), and Bessel-Parseval identity there
exists C2 > 0 independent of (T,N) such that
|F | =
( ∑
n0<|n|≤N
|Fn|2
)1/2 ≤ C2‖f0‖L2(T)d .
Thus, by Proposition G.4.13
|V | =
( ∑
n0<|k|≤N
|Vk|2
)1/2 ≤ C2C
T
eCN‖f0‖L2(T)d . (G.87)
G.4.4.3.3 Step 3 : Estimates on u2. Let s ∈ N∗. By (G.83), there exists C =
C(ρ, s) > 0 such that
‖u2‖Hs((0,T )×ω) ≤
C
T s
‖v2‖Hs((0,T )×T). (G.88)
For any s1, s2 ∈ N such that s1 + s2 ≤ s we have,
∂s1t ∂
s2
x v2(t, x) =
∑
n0<|k|≤N
k2s1E2(k)
s1e−k
2(T−t)E2(k)Vk(ik)s2eivkx.
By Bessel-Parseval identity, we have
‖∂s1t ∂s2x v2‖2L2((0,T )×T) =
∫ T
0
∑
n0<|k|≤N
∣∣k2s1+s2E2(k)s1 exp[−k2(T − t)E2(k)]Vk∣∣2 dt
≤ C
∫ T
0
∑
n0<|k|≤N
k4s
∣∣∣e−k2(T−t)E2(k)Vk∣∣∣2dt
By working as in the proof of Proposition G.2.5, we obtain, for n0 large enough, positive
constants Kp, cp > 0 such that
‖∂s1t ∂s2x v2‖2L2((0,T )×T) ≤ C
∑
n0<|k|≤N
k4sK2p
∫ T
0
e−2cpk
2(T−t) dt |Vk|2
≤ CK
2
p
2cp
∑
n0<|k|≤N
k4s−2|Vk|2 ≤
CK2p
2cp
N4s−2|V |2
By (G.87),
‖∂s1t ∂s2x v2‖L2((0,T )×T) ≤
√
C
2cp
KpN
2s−1C2C
T
eCN‖f0‖L2(T)d .
This provides a constant C > 0 independant of (T,N) such that
‖v2‖Hs((0,T )×T) ≤
C
T
N2s−1eCN‖f0‖L2(T)d
and (G.88) gives the expected estimate on u in Hs.
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G.4.4.4 Lebeau-Robbiano’s method
The goal of this section is to prove Proposition G.4.8. Let T > 0. We fix δ ∈ (0, T/2)
and ρ ∈ (0, 1). For ℓ ∈ N∗, we set Nℓ = 2ℓ, Tℓ = A2ρℓ where A > 0 is such that
2
∑∞
ℓ=1 Tℓ = T − 2δ. Let f0 ∈ F p. We define
f1 = e
−δLpf0 ,
gℓ = Π
pS(Tℓ; fℓ, uℓ) where uℓ = (0,KTℓ,Nℓ(fℓ)) ,
fℓ+1 = e
−TℓLpgℓ ,
where KTℓ,Nℓ is the control operator introduced in Proposition G.4.12. By construction
ΠpNℓgℓ = 0 and therefore, by Proposition G.2.5
‖fℓ+1‖2L2(T)d = ‖e−TℓL
p
gℓ‖2L2(T)d =
∑
n>Nℓ
∣∣∣e−n2E(i/n)Tℓ ĝℓ(n)∣∣∣2
≤
∑
n>N0
K2pe
−2n2cpTℓ |ĝℓ(n)|2 ≤ K2pe−2cpN
2
ℓ Tℓ‖gℓ‖2L2(T)d .
By the semi-group property proved in Proposition G.2.7, there exists positive constants
K and c such that
∀f ∈ L2(T)d , t ≥ 0 ‖e−tLf‖L2(T)d ≤ Kect‖f‖L2(T)d .
Then, according to the triangle inequality and Cauchy-Schwarz inequality,
‖gℓ‖L2(T)d ≤ ‖S(Tℓ; fℓ, uℓ)‖ ≤ KecTℓ‖fℓ‖L2(T)d +
∫ Tℓ
0
Kec(Tℓ−t)‖uℓ(t)‖L2(T) dt
≤ KecTℓ
(
‖fℓ‖L2(T)d +
√
Tℓ‖uℓ‖L2((0,Tℓ)×ω)
)
,
and by Proposition G.4.12
‖uℓ‖L2((0,Tℓ)×ω) ≤
C
Tℓ
eCNℓ‖fℓ‖L2(T)d .
Thus
‖gℓ‖L2(T)d ≤ KecTℓ
(
1 +
C√
Tℓ
eCNℓ
)
‖fℓ‖L2(T)d .
By setting
mℓ = Kpe
−cpN2ℓ TℓKecTℓ
(
1 +
C√
Tℓ
eCNℓ
)
,
we get
‖fℓ+1‖L2(T)d ≤ mℓ‖fℓ‖L2(T)d .
It is easy to see that there exists C1, C2 > 0 such that mℓ ≤ C1e−C22(2−ρ)ℓ . Thus
‖fℓ‖L2(T)d → 0 and more precisely there exists positive constants C3, C4 > 0 such that
‖fℓ‖L2(T)d ≤ C3 exp
(
−C42(2−ρ)ℓ
)
‖f0‖L2(T)d .
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Moreover
∞∑
ℓ=1
‖uℓ‖2L2((0,Tℓ)×ω) ≤ C
∞∑
ℓ=1
eCNℓ
Tℓ
C3 exp(−C42(2−ρ)ℓ)‖f0‖L2(T)d <∞ . (G.89)
We set a0 = δ, a2 = δ + 2T1, . . . , aℓ = aℓ−1 + 2Tℓ. We have aℓ → (T − δ) as ℓ→∞.
Then, for any f0 ∈ F p, we define the control
UpT (f0)(t, x) =

KTℓ,Nℓ(fℓ)(t− aℓ−1) for aℓ−1 ≤ t ≤ aℓ−1 + Tℓ ,
0 for aℓ−1 + Tℓ ≤ t ≤ aℓ−1 + 2Tℓ = aℓ,
0 for T − δ ≤ t ≤ T .
Then, UpT (f0) ∈ C∞0 ((δ, T − δ) × ω)d2 because all its derivatives vanish at times t = aℓ.
Thus UpT (f0) ∈ C∞c ((0, T )× ω)d2 .
By (G.89), UpT (f0) ∈ L2((0, T )× ω)d thus S(T − δ; f0,UpT (f0)) is the limit in L2(T)d
of the sequence S(aℓ; f0,UpT (f0)). As a consequence, ΠpS(T − δ; f0,UpT (f0)) is the limit
in L2(T) of the sequence ΠpS(aℓ; f0,UpT (f0)) = fℓ+1. Finally,
ΠpS(T ; f0,UpT (f0)) = ΠpS(T − δ; f0,UpT (f0)) = 0 .
By Proposition G.4.12, for any s ∈ N∗,
∥∥UpT (f0)∥∥Hs((0,T )×ω) ≤ ∞∑
ℓ=1
C
T s+1ℓ
N2sℓ e
CNℓC3 exp
(
−C42(2−ρ)ℓ
)
‖f0‖L2(T)d <∞ .
G.4.5 Control of the low frequencies
The goal of this subsection is to prove Theorem G.1.2. Let T > T ∗ where T ∗ is
defined in (G.2). Then, there exists T ′ > 0 such that (G.49) holds. Let G and U be as in
Proposition G.4.3.
By extending U on G+F 0 by 0 on a supplementaryW of G in G+F 0 and by replacing
G by G + F 0, and F 0 by F 0 +W , one may assume that F 0 ⊂ G.
Implicitly, G is equipped with the topology of the L2(T)d-norm. The operator S is
defined in Definition G.2.8.
We introduce the vector subspace of L2(T)d defined by
FT =
{
f0 ∈ L2(T)d; ∃u ∈ L2((0, T ′)× ω)d1 × C∞c ((T ′, T )× ω)d2/S(T ; f0, u) = 0
}
.
G.4.5.0.1 Step 1 : We prove that FT is a closed subspace of L2(T)d with finite
codimension. For f0 ∈ G, the function S(T ; f0,Uf0) belongs to F 0, thus
K(f0) := −eTL0S(T ; f0,Uf0) (G.90)
is well defined in F 0 by Proposition G.4.2. Then, K is a compact operator on G because
it has finite rank. By the Fredholm alternative, (I +K)(G) is a closed subspace of G and
348
there exists a closed subspace G′ of G, with finite codimension in G, such that (I + K)
is a bijection from G′ to (I + K)(G). Note that G′ is also a closed subspace with finite
codimension in L2(T)d.
For any f0 ∈ G′, by using that K(f0) ∈ F 0 and (G.90), we obtain
S(T,K(f0), 0) = e−TLK(f0) = e−TL0K(f0) = −S(T, f0,Uf0)
thus
S(T, f0 +K(f0),Uf0) = S(T, f0,Uf0) + S(T,K(f0), 0) = 0 .
This proves that FT contains (I + K)(G′), which is a closed subspace with finite
codimension in L2(T)d. Therefore, there exists a finite dimensional subspace F♯ of L2(T)d
such that FT = (I +K)(G′)⊕ F♯. This gives the conclusion of Step 1.
G.4.5.0.2 Step 2 : We prove that, up to a possibly smaller choice of T > T ∗,
there exists δ > 0 such that FT ′ = FT for every T ′ ∈ [T, T+δ]. When 0 < T ′ < T ′′,
by extending controls defined on (0, T ′) by zero on (T ′, T ′′), we see that FT ′ ⊂ FT ′′ . Thus,
the map T ′ 7→ codim(FT ′) is decreasing and takes integer values. As a consequence the
discontinuities on (T ∗, T + 1] are isolated. If T is not such a discontinuity point, then
there exists δ > 0 such that codim(FT ′) = codim(FT ) for every T ′ ∈ [T, T + δ]. In case
T is such a discontinuity point, one may replace T by a smaller value, still such that
T > T ∗, for which this holds.
G.4.5.0.3 Step 3 : We prove that
(
e−tL∗F⊥T
)⊥ ⊂ FT for every t ∈ (0, δ). Let
t ∈ (0, δ) and g0 ∈ L2(T)d be such that 〈g0, e−tL∗f0〉 = 0 for every f0 ∈ F⊥T . Then
〈e−tLg0, f0〉 = 0 for every f0 ∈ F⊥T , i.e. e−tLg0 ∈ (F⊥T )⊥. By Step 1, FT is a closed
subspace of L2(T)d thus (F⊥T )⊥ = FT . Therefore e−tLg0 ∈ FT . By definition of FT , this
implies that g0 ∈ FT+t. By Step 2, we get g0 ∈ FT , which ends the proof of Step 3.
G.4.5.0.4 Step 4 : We prove that F⊥T is left invariant by e−tL
∗
, i.e. F⊥T =
e−tL∗F⊥T for every t > 0. The subspace e−tL
∗F⊥T is closed in L2(T)d because it has
finite dimension. Thus
((
e−tL∗F⊥T
)⊥)⊥
= e−tL∗F⊥T and we deduce from Step 3 that, for
every t ∈ (0, δ), F⊥T ⊂ e−tL
∗F⊥T . Taking into account that dim(e−tL
∗F⊥T ) 6 dim(F⊥T ),
we obtain F⊥T = e−tL
∗F⊥T for every t ∈ (0, δ). By the semi-group property, this equality
holds for every t > 0.
G.4.5.0.5 Step 5 : We prove the existence of N ∈ N such that any f0 ∈ F⊥T
can be written
f0 =
∑
k≤N
ϕkek with ϕk ∈ Cd. (G.91)
Let S(t)∗ be the restriction of the semigroup etL∗ to F⊥T : S(t)∗ = e−tL
∗ |F⊥T . Then
S(t)∗ = etM where M is a matrix such that L∗f0 = Mf0 for every f0 ∈ F⊥T . But then
ker(M −λ)j = ker(L∗−λ)j ∩F⊥T . The Kernel decomposition theorem applied to M , and
the structure of the generalized eigenspaces of L∗ gives the conclusion of Step 4.
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G.4.5.0.6 Step 6 : We prove that any element of L2(T)d can be steered to
FT in an arbitrary short time , i.e. for every ε > 0 and f0 ∈ L2(T)d, there exists
u ∈ L2((0, T ′) × ω)d1 × C∞c ((T ′, T ) × ω)d2 such that S(ε; f0, u) ∈ FT . By the Hilbert
Uniqueness Method, it is sufficient to prove an observability inequality for S(t)∗. By
using the finite-dimensionality of F⊥T , it is equivalent to prove that the following unique
continuation property holds : if f(t, .) = etMf0 with f = 0 in (0, ε)× ω, then f0 = 0. By
using the spectral inequality of Lebeau-Robbiano, i.e., (G.86) and (G.91), we readily get
the result.
G.4.5.0.7 Step 7 : Conclusion. Step 5 implies the controllability of the system
in any time τ > T . As T is an arbitrary time such that T > T ∗, this concludes the
null-controllability in any time T > T ∗.
G.5 Appendix
G.5.1 Proof of an estimate on some operators on polynomial functions
In this part, we give the proof of Theorem G.3.6.
Proof. To prove Theorem G.3.6, it is enough to prove the estimate (G.37). Let K and
V be as in Theorem G.3.6. Let us fix R′ > 0 large enough so that V¯ ⊂ D(0, R′). Let
f be any entire function that we write f(z) =
∑
fnz
n. According to Cauchy’s integral
formula, we have fn = 12iπ
∮
∂D(0,R′) ζ
−n−1f(ζ) dζ. Then,
Hγ(f)(z) =
∑
n
γ(n)fnz
n
=
∑
n
γ(n)
1
2iπ
∮
∂D(0,R′)
f(ζ)
ζn+1
zn dζ
=
∮
∂D(0,R′)
1
2iπζ
Kγ
(
z
ζ
)
f(ζ) dζ, (G.92)
with
Kγ(ζ) :=
∑
γ(n)ζn. (G.93)
According to the subexponential growth of γ(n), the Taylor series in (G.93) is convergent
for |z| < 1. We will prove that it can be analytically extended to C \ [1,+∞).
Proposition G.5.1. Let γ ∈ Sd×dR . Then,Kγ can be extended to a holomorphic function
on C \ [1,+∞). Moreover, γ ∈ Sd×dR 7→ Kγ ∈ O(C \ [1,+∞)) is continuous, i.e., for every
compact subset K of C\ [1,+∞), there exist C > 0 and a seminorm pε of Sd×dR such that
|Kγ |L∞(K) ≤ Cpε(γ). (G.94)
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Let us finish the proof of Theorem G.3.6 before proving Proposition G.5.1. Let us
remind that V is a neighborhood of K that is star-shaped with respect to 0. So, we can
choose V ′ a smooth, open, star-shaped with respect to 0 neighborhood of K such that
V ′ ⊂ V . Let c = ∂V ′ with clockwise orientation. Since V ′ is star-shaped with respect to
0, for z ∈ V ′ and ζ ∈ c, we never have z/ζ ∈ [1,+∞), so K(z/ζ) is well-defined. This
justifies the change of integration path in the expression of Hγ as a kernel operator (G.92)
from ∂D(0, R′) to c (see for instance [How03, Theorem 6.7]). Therefore, we have
|Hγ(f)(z)| = 1
2π
∣∣∣∣∮
c
1
ζ
Kγ
(
z
ζ
)
f(ζ) dζ
∣∣∣∣
≤ length(c)
2π
sup
ζ∈c
|ζ|−1 sup
z∈K, ζ∈c
∣∣∣∣Kγ(zζ
)∣∣∣∣|f |L∞(c).
According to the estimation (G.94) on the kernel Kγ applying with the compact
K ← K ′ := {z/ζ ; (z, ζ) ∈ K × c}, there exists C > 0 and ε > 0 independent of γ such
that
sup
z∈K, ζ∈c
∣∣∣∣Kγ(zζ
)∣∣∣∣ ≤ Cpε(γ).
So,
|Hγ(f)(z)| ≤ C ′pε(γ)|f |L∞(c) ≤ C ′pε(γ)|f |L∞(V ).
This is the inequality (G.37) we wanted to prove.
Proposition G.5.1 was essentially already proved by Lindelöf [Lin89], and then slightly
generalized by Arakelyan in [Ara84] and rediscovered by the second author in [Koe17].
We will use here Lindelöf method, based on the Residue theorem, instead of the method
based on the Poisson summation formula in the other reference.
Proof. [Proof of Proposition G.5.1] We only prove it when K is a compact subset of
C \R+ (instead of C \ [1,+∞)). Since the Taylor series Kγ(z) =
∑
γ(n)zn is convergent
for |z| < 1, this is enough.
First, let us choose R′ /∈ N between R and R+1 and let us define Γ := {R′−it ; t ∈ R}.
For z ∈ C \ [1,+∞), we introduce
K̂γ(z) =
∫
Γ
γ(ζ)zζ
e2iπζ − 1 dζ =
∫
Γ
g(z, ζ) dζ, (G.95)
with
g(z, ζ) := γ(ζ)zζ(e2iπζ − 1)−1.
Note that when ζ is not to close to the integers, say distance(ζ,N) ≥ δ > 0, then
there exists Cδ > 0 such that
|(e2iπζ − 1)−1| ≤ Cδe2πmin(ℑ(ζ),0). (G.96)
Step 1 : By using the theorem of holomorphy under the integral sign, we prove that
K̂γ ∈ O(C \ [1,+∞)).
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For any ζ ∈ Γ, z 7→ g(z, ζ) ∈ O(C \ [1,+∞)).
Let us check the domination hypothesis. Let K be a compact set of C \ [1,+∞). For
any z ∈ K, for any ζ ∈ Γ, by using (G.96), we have
|g(z, ζ)| ≤ |γ(ζ)||eζ ln(z)||(e2iπζ − 1)−1| ≤ C|γ(ζ)|eℜ(ζ) ln |z|−ℑ(ζ) arg(z)+2πmin(ℑ(ζ),0),
which, by denoting CK := supz∈K ln |z|, yields for ℑ(ζ) > 0,
|g(z, ζ)| ≤ C|γ(ζ)|eCKR′−cK,1|ℑ(ζ)|, with cK,1 = inf
z∈K
arg(z) > 0,
and for ℑ(ζ) < 0,
|g(z, ζ)| ≤ C|γ(ζ)|eCKR′−(2π−cK,2)|ℑ(ζ)|, with cK,2 = sup
z∈K
arg(z) < 2π.
Thus, in both cases, we find with cK := min(cK,1, 2π − cK,2) > 0,
∀(z, ζ) ∈ K × Γ, |g(z, ζ)| ≤ C|γ(ζ)|eCKR′−cK |ℑ(ζ)| (G.97)
By using the fact that γ ∈ Sd×dR , we have
∀ε > 0, ∀ζ ∈ Γ, |γ(ζ)| ≤ Cpε(γ)eε|ζ| ≤ Cpε(γ)eεR′eε|ℑ(ζ)| (G.98)
Then, by using (G.97) and (G.98) with ε = cK/2, we get
∀(z, ζ = R′ − it) ∈ K × Γ, |g(z, ζ)| ≤ Cpε(γ)eC′KR′e−(cK/2)|t| ∈ L1t (R). (G.99)
By the theorem of holomorphy under the integral sign, we find that K̂γ ∈ O(C \
[1,+∞)) and by using (G.99), we deduce the bound (G.94) for K̂γ .
Step 2 : By the Residue Theorem, we prove that
∀z ∈ D(0, 1) \ [0, 1), Kγ(z) = K̂γ(z)
2iπ
. (G.100)
According to the Residue Theorem (see Figure G.2), we have
∀z ∈ D(0, 1) \ [0, 1),
∫
Γk
g(z, ζ) dζ =
∫
Γk
γ(ζ)zζ
e2iπζ − 1 dζ = 2iπ
R′+k∑
n>R
γ(n)zn, (G.101)
where Γk = {R′− it ; t ∈ [−k, k]}∪Γ′k with Γ′k := {R′+ keiφ,−π/2 ≤ φ ≤ π/2}. Let
z ∈ D(0, 1) \ [0, 1). Arguing as before, using ln(|z|) < 0 and (G.96), we show that there
exists cz > 0 such that for every ζ = R′ + k cos(φ) + ik sin(φ) ∈ Γ′k,
|g(z, ζ)| ≤ C|γ(ζ)|eℜ(ζ) ln |z|−ℑ(ζ) arg(z)+2πmin(ℑ(ζ),0) ≤ C|γ(ζ)|e−czk cos(φ)−czk| sin(φ)|.
352
Γ1 2 3 4 · · ·
Γ′k
k +R′
Figure G.2 – Path for the Residue theorem.
Consequently, by using that there exists c1 > 0 such that for every φ ∈ [−π/2, π/2],
cos(φ) + | sin(φ)| ≥ c1, and the fact that γ ∈ Sd×dR , we get that there exists c′ > 0 such
that for every ε > 0, for every ζ ∈ Γ′k, we have
|g(z, ζ)| ≤ Ce−c′k+εk.
Then, by taking ε = c′/2 in the previous bound, we show that∣∣∣∣∣
∫
Γ′k
g(z, ζ) dζ
∣∣∣∣∣ ≤ Cke−(c′/2)k → 0 as k → +∞. (G.102)
Then, by using (G.101), (G.102), and by passing to the limit k → 0, we finally get (G.100)
from the definitions of Kγ and K̂γ given in (G.93), (G.95).
Step 3 : Conclusion. By using the relation between Kγ and K̂γ , i.e. (G.100), the facts
that K̂γ is holomorphic in C\ [1,+∞) and satisfies the continuity estimate (G.94) by the
step 1 of the proof, we conclude the proof of Proposition G.5.1.
G.5.2 Example of a particular function
The goal of this section is to construct a function ρ1 such that the lower bound (G.84)
holds.
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Let ρ1 ∈ C∞([0, 1],R+) be such that ρ1(τ) = ρ1(1− τ) = e− 1τ for τ ∈ (0, 1/4). Then
for every γ > 0, the change of variable s =
√
γτ gives∫ 1
0
ρ1(τ)e
−γτ dτ ≥ 1√
γ
∫ √γ/4
0
e−
√
γφ(s) ds
where φ(s) = 1s + s. The function φ takes its minimal value at s∗ = 1 and φ
′′(1) = 2 > 0
thus, by the Laplace’s method (see [QZ13, Chapitre 9, Théorème VI.1]),∫ 2
0
e−
√
γφ(s) ds ∼
γ→∞
√
π
4
√
γ
e−2
√
γ .
This proves that, for γ large enough,∫ 1
0
ρ1(τ)e
−γτ dτ ≥ e−3
√
γ .
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Titre : Contrôlabilité de systèmes de réaction-diffusion non linéaires
Mots clés : théorie du contrôle, équations aux dérivées partielles, contrôle non linéaire,
contrôlabilité à zéro, équation de la chaleur, systèmes paraboliques, systèmes de réaction-
diffusion, systèmes de type parabolique-transport, inégalités de Carleman, méthode de
dualité Hilbertienne, méthode du retour
Résumé : Cette thèse est consacrée au contrôle de quelques équations aux dérivées par-
tielles non linéaires. On s’intéresse notamment à des systèmes paraboliques de réaction-
diffusion non linéaires issus de la cinétique chimique. L’objectif principal est de démontrer
des résultats de contrôlabilité locale ou globale, en temps petit, ou en temps grand.
Dans une première partie, on démontre un résultat de contrôlabilité locale à des états
stationnaires positifs en temps petit, pour un système de réaction-diffusion non linéaire.
Dans une deuxième partie, on résout une question de contrôlabilité globale à zéro en
temps petit pour un système 2 × 2 de réaction-diffusion non linéaire avec un couplage
impair.
La troisième partie est consacrée au célèbre problème ouvert d’Enrique Fernández-
Cara et d’Enrique Zuazua des années 2000 concernant la contrôlabilité globale à zéro de
l’équation de la chaleur faiblement non linéaire. On démontre un résultat de contrôlabi-
lité globale à états positifs en temps petit et un résultat de contrôlabilité globale à zéro
en temps long.
La dernière partie, rédigée en collaboration avec Karine Beauchard et Armand Koe-
nig, est une incursion vers l’hyperbolique. On étudie des systèmes linéaires à coefficients
constants, couplant une dynamique transport avec une dynamique parabolique. On iden-
tifie leur temps minimal de contrôle et l’influence de leur structure algébrique sur leurs
propriétés de contrôle.
Title : Controllability of nonlinear reaction-diffusion sytems
Keywords : control theory, partial differential equations, nonlinear control,
null-controllability, heat equation, parabolic systems, reaction-diffusion systems, parabolic-
transport systems, Carleman inequalities, Hilbert Uniqueness Method, return method
Abstract : This thesis is devoted to the control of nonlinear partial differential equations.
We are mostly interested in nonlinear parabolic reaction-diffusion systems in reaction ki-
netics. Our main goal is to prove local or global controllability results in small time or
in large time.
In a first part, we prove a local controllability result to nonnegative stationary states
in small time, for a nonlinear reaction-diffusion system.
In a second part, we solve a question concerning the global null-controllability in
small time for a 2× 2 nonlinear reaction-diffusion system with an odd coupling term.
The third part focuses on the famous open problem due to Enrique Fernndez-Cara
and Enrique Zuazua in 2000, concerning the global null-controllability of the weak semi-
linear heat equation. We show that the equation is globally nonnegative controllable in
small time and globally null-controllable in large time.
The last part, which is a joint work with Karine Beauchard and Armand Koenig,
enters the hyperbolic world. We study linear parabolic-transport systems with constant
coefficients. We identify their minimal time of control and the influence of their algebraic
structure on the controllability properties.
