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THE THEORY OF PROBABILITY SAMPLING
The article concludes the discussion begun in the September issue on the rationale
of the probability sampling method.
Glenda E. Ried, CPA
Toledo, Ohio

Probability sampling has been defined as
the selection and study of elementary units
to learn the characteristics of the population
from which they have been selected. These
units or individuals must be chosen in such
a manner that each unit of the population has
an equal or known chance of being included
in the sample.
The tables in the first segment of this man
uscript—on pages 10 and 11 of the September
issue of this magazine—showed the incomes of
a population of twelve persons and all possible
combinations of the incomes of any two of
those twelve persons.
The average income of the units in the
sample is an estimate of the average income
of the population. Thus, the sample of C and
K from Table 2 gives an estimated average
income of $3,950. Accuracy is the measure of
how close the estimate may be expected to
come to the average income of the population,
which is $2,675 as indicated in Table 1. Each
sample will give us a different estimate of
the universe mean.

the estimates over all possible samples in
contrast to the true value obtained if no errors
were made.
Assume that for some reason G, K, and L
have no chance of being drawn from the pop
ulation of 12, leaving only 9 from which the
sample can be selected. There are 36 “pos
sible” samples of two which can be drawn
from the remaining 9. Without constructing
another table, assume the average over all
these possible samples turns out to be $2,622,
the expected value. The true value is $2,675,
the average of “all” sample means drawn from
a population of 12. Applying the definition of
bias as the difference between the expected
value of the estimate and the true value being
estimated, $2,622 from $2,675, the bias is $53.
A sample of persons found at home only
during the day would result in a bias of this
type. Individuals G, K, and L are employed
and thus not home during the day. “A sample
drawn from the nine at home would be a
biased estimate of the average income for
twelve individuals, but unbiased for the nine.”4
A method has been developed to account
substantially for the not-at-homes without
making callbacks. Its advantages lie in econ
omy in field costs and reliability which accepts
as unknown bias for the characteristics under
study.5 Through a weighting plan, which is
projected, the net result is to eliminate the
not-at-home bias by accepting additional tol
erance limits. The larger tolerances are pre
ferred over an unknown bias because the tol
erances are measurable; thus, making known
the degree of risk in using the results obtained,
weighting and callbacks may be combined for
greater reliability.6 At the same time, a reduc
tion in the tolerance limits will occur. Evidence
indicates that major gains in reliability are
obtained by making one or two callbacks com
bined with weighting. After two or three calls,
only minor reductions in tolerances are usually
possible.
Biases, other than not-at-homes, may be due
to response or non-response, interviewing, for
mat (questionnaire), response conditioning,
unrepresentative data for the survey or the
period covered, errors in processing, and faul
ty interpretations of the results.7

Unbiased Estimates
If the average of the sample means is the
same as the universe means, the sample mean
is an unbiased estimate of the universe.1 The
total average income of all samples listed in
Table 2 divided by 66, the number of samples,
equals an average of the sample means, which
is $2,675. “Average income of the population”
and “universe means” are synonymous in
meaning and in this example also equal $2,675.
Because the two are equal, the estimate is
said to be unbiased. Another way of stating
this would be to say a sample is unbiased
when the bias is zero.2 It is not important
that an estimate be unbiased, provided the bias
is very small. Many times an estimate with a
small bias may be more reliable than the best
unbiased estimating procedure.
Biased Estimates

First, a definition of bias is in order. It is
the difference between the expected value of
the estimate and the true value being esti
mated.3 Expected value means the average of
11

The deliberate use of biased estimates is
often found to be profitable in sample surveys.

the population (N). The consistency theory
applies mainly to infinite populations.10
Probability sampling makes possible a com
parison of the precision of different designs,
a comparison of modifications of the same de
sign, and an objective evaluation of the pre
cision of the sample results.11

Precision
Accuracy is of importance in probability
(random) sampling but cannot be measured,
whereas precision can be and is measured.
Precision, in referring to sampling error, mea
sures how closely the sample results reproduce
those which would be obtained by taking a
complete count or census using the same meth
ods of measurement.8
The precision of sample estimates increases
as the size of the sample is enlarged. If, for
a particular sample, each estimate of average
income is relatively close to the average in
come in the population, then one sample se
lected at random would be representative of
the population. However, when a certain pro
portion of the samples have average incomes
which vary widely from the average income
of the population, a random selection of one
sample only will not be reliable. As the size
of the sample is increased, the estimates will
group closer to the average being estimated.
Any desired precision can be achieved by tak
ing a large enough sample. The precision of a
sample can be calculated when the size of
the sample and the probability that its estimate
will fall within a certain range of the true
value are known.

Distribution of the Mean

A random sampling distribution of the mean
is a listing of the sample means showing their
frequencies of occurrence. The Central Limit
Theorem states “the sampling distribution of
the mean, for a large sample, will be approx
imately a normal distribution.”12 That is, the
larger the sample, the more the sample means
will “cluster” around the universe mean. Small
deviations will occur less frequently. A graphic
analysis will produce a bell-shaped symmetric
curve. (See bottom of this page.)
Standard Deviation and
Standard Error of the Mean
Standard deviation refers to the individual
items in a population and is found by distrib
uting these items about the mean of the pop
ulation.13
Standard error of the mean is used instead
of standard deviation when referring to the
distribution of the sample means about the
population mean.14 Table 3 shows that about
68% of the results will differ from the average
by less than one standard error on either side
of the universe mean, that about 95% of the
results will fall within two standard errors
on either side of the universe mean, and that
practically all results will be located within
three standard errors on either side of the
universe mean (99.7%).
Precision, rather than accuracy, is measured
by the standard error of the mean.15 Accuracy
refers to the size of the deviation from the
true mean, whereas precision applies to the
size of the deviation from the mean acquired

Consistency

Consistency is an important characteristic
of random sampling, and can be measured
when the sample size is sufficiently large. “The
increasing concentration of sample estimates
around the value being estimated, with in
creased size of the sample, illustrates con
sistency.”9 As the size of the sample is in
creased, the sample estimate should approach
100% of the value being estimated.
An estimate, though inconsistent, may be
useful if it gives satisfactory precision and the
size of the sample (n) is small compared to

TABLE 3
AREA UNDER THE NORMAL CURVE

12

by repeated application of the sampling pro
cedure.
The standard error of the mean measures
the extent to which the sample results differ
from the value being estimated. Taking
samples of one (Table 1) from a population
of 12, it is possible to have 12 deviations from
the average income ($2,675) which are as
follows:
-1375
875
3625
25
425
-1125
- 675
-1775
925
2125
- 475
- 775

Because these deviations refer to samples,
they are called standard error of the mean.
If, instead, the deviations were described as
individual units of the population, then the
variances would be named standard deviation.
For ease in computations, this sample shall
consist of only one unit. The standard error
of the mean can be computed by the formula
in the box. below.16

The standard error or variance from the popu
lation mean for a sample of one, taken from a
population of 12, is equivalent to the square
root of 2,263,542, or $1505. In this illustra
tion all possible samples were listed. As the

σ2 = (X1-X)2 + (X2—X)2 + (X3—X)2 + ... + (Xn-X)2
N
σ = Standard deviation
X1, X2, . . .Xn = value of units in the popu
lation
X = average of the values

Substituting income figures, the formula reads:

σ2 = (1300—2675)2 + (6300—2675)2 + (3100—2675)2, etc

σ2 = —13752 + 36252 + 4252, etc.

σ2 = 27, 162, 500 = 2,263,542
12
sample size increases, the standard error of
the mean becomes smaller and smaller.
Assume a sample is taken from a moderately
large population and it would be possible to
ascertain the estimated average income for
each possible sample. A long, tedious, and
costly procedure would be involved in listing
all samples and computing the average in
come for each. The formula below makes the
above process unnecessary.17

σx =

12-2

(12-1)2 X 1505
σX = $1015
The standard error of the mean is $1015. If
the standard deviation of the population is
known, it is a simple matter to determine the
standard error of the mean from any given
size of simple random sample.
Ordinarily, the standard deviation of a
characteristic of the population is not known.
From a moderately sized sample, however,
the desired estimates can be obtained and
also the measures of precision.

σx =

N—n
(N-1)n σ
σx = Standard error of the mean
n = Sample of n elements
N = Population
σ = Standard deviation of the original pop
luation

Finite Population Correction
For an infinite population, with random
sampling, the variance of the mean is expressed
σ2/n. When the population becomes finite,
the only change in the equation is the addi
tion of the factor (N—n)/N. “The factors
(N —n)/N for the variance and
(N— n)/N

In this example, the sample (n) shall consist of
two elements, and the population shall remain
12. Standard deviation of the original popula
tion is $1505, the known answer to the pre
vious equation. The equation then reads:
13

mean and the standard deviation, or both of
these, may be unknown. As a result, any one
of these four situations may exist:

for the standard error are called the ‘finite’
population corrections.”18 These factors are
close to unity as long as the sampling fraction
(n/N) remains low. In such circumstances, the
size of the population will have no direct
effect on the standard error of the sample
mean. A sample of 500 from a population
of 200,000 can give as precise an estimate of
the population mean as the same size sample
from a population of 10,000.
The finite population correction can be
ignored in actual practice when the sampling
fraction is 5% or less, and sometimes when it
is as high as 10%. To compensate for ignoring
the correction, overestimate the standard error
of the estimate.

(a) both population mean and standard
deviation known,
(b) both population mean and standard
deviation unknown,
(c) population mean known and standard
deviation unknown, or
(d) population mean unknown and stan
dard deviation known.

Computations of the confidence intervals
for any of the above four possibilities requires
a skill in mathematics and statistics. Tables
are available of values of factors for confidence
intervals and for tolerance intervals for all four
situations above.
Actual practice decrees that not all fre
quency distributions will be reasonably close
to normality. Nonnormal distributions vary
both as to nature and degree. The distribution
of many types of economic enterprise (stores,
accounting firms, towns) exhibit a marked
positive skewness with a few large units and
many small units. Skewness is the state or
quality of a frequency distribution being
bunched together on one side of the average
and of tailing out on the other side. These
extremes have the serious effect of increasing
the variance of the sample and decreasing
the precision. If they are not numerous, it
would be wise to remove these extremes from
the population. A reduction of the skewness
will improve the normal approximation.

Confidence Limits
Under the theory of probability, confidence
that the normal approximation is adequate in
most situations comes from a variety of studies
which have been made. In 1950, Feller proved
that “for any population which has a finite
standard deviation, the distribution of the
sample mean tends to normality” as the size
of the sample increases.19 Madow, in 1948,
proved the distribution of the sample mean
for a large finite population tended to normal
ity even if the sampling ratio was not negligi
ble and sampling was without replacement.
The question arises: For a certain popula
tion, how large must the sample be so that
the normal approximation is accurate enough?
The normal approximation is used in sample
surveys to calculate confidence limits. This
example is a random sample for 400 house
wives; the sample mean (x) is $400; and the
standard deviation, which is known, of the
population (s) equals $80. To determine the
confidence limits, the following equation is
solved.20

x ± 2(
x ± 2(

Size of Sample
The size of the sample needed to reflect
the larger population depends on the heter
ogeneity of the universe and the complexity
of the issues. The sample size is not determined
by the size of the universe, but by the per cent
of accuracy and reliability desire. If the mean
and standard error are known, the size of the
sample can easily be determined.
With simple random samples the chances
are 997 out of 1,000 that the sample mean
will be within three standard errors of the
universe mean. The following example illu
strates estimating the sample size necessary
for a specified reliability. Assuming a standard
error of 3 and that the sample means shall
fall within 10% of the universe mean, the fol
lowing equation can be established.21

s )
x
80 )
400

x ± 2( 80)
20
X ± 2(4) or $400 + and — $8
The confidence limits are $392 and $408 for
this particular sample. Therefore, 95 times out
of 100, one can be confident that the popu
lation mean will fall between $392 and $408.
When a 95% confidence limit is computed, a
statement of this kind is apt to be wrong only
5% of the time. Under such conditions, the
normal approximation is said to be accurate
enough.
In most practical situations, the population

3σx =
σx =
σx =
σX =
14

10% of the universe mean
3.3% of the universe mean
3.3% of 10 (universe mean)
.33
(Continued on back cover)

lowing advantages over other sampling meth
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ods:

(Continued from page 14)

(1) Personal feeling of the interviewer can
not affect the choice of the units con
tained in the sample.
(2) Estimates are unbiased and the pre
cision is measurable.
(3) The relative efficiency can be evalu
ated.
(4) Detailed information on the universe is
not needed.
(5) The size of the sample can be accur
ately set.
(6)
The range of error can be computed.

A substitution can now be made in the original
formula. A further assumption shall be made—
that the standard deviation of the population
is available and is 4.

The three major difficulties arising in con
nection with probability sampling are:
(1) Costs arc relatively high.
(2) Current listings of the population ele
ments may be unavailable.
(3) The administration procedure presents
several difficulties.

A sample of 144 items will give an estimate
that is within 10% of the universe mean 95 out
of 100 times.
Conclusion

A probability sampling method is the only
general method known which can provide a
measure of precision and from which objective
statements can be made concerning the results
of the survey. However, certain conditions are
imposed by the use of probability methods.
Steps must be taken to meet these conditions.
Only then will probability samples give quali
tative estimates. Whenever economically feas
ible, the preferred technique should be a
probability sampling method.

Historically, probability sampling is a young
technique, first used in Great Britain in 1912.
Its first use in the United States was around
1935; since 1950 it has been the accepted
sampling method used by the government and
other survey agencies.
Consumer surveys, dealer surveys, sales
analyses, brand position analyses, and opinion
and attitude research have been the most fre
quent uses of probability sampling in the past.
Probability sampling methods have the fol
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