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Abstract. We obtain local boundedness and maximum principles for weak subsolutions to cer-
tain infinitely degenerate elliptic divergence form inhomogeneous equations. For example, we
consider the family {fσ}σ>0 with
fσ (x) = e
−
(
1
|x|
)σ
, −∞ < x <∞,
of infinitely degenerate functions at the origin, and show that all weak solutions to the associated
infinitely degenerate quasilinear equations of the form
divA (x, u) gradu = φ (x) , A (x, z) ∼
[
In−1 0
0 f (x1)
2
]
,
with rough data A and φ, are locally bounded for admissible φ provided 0 < σ < 1. We also show
that these conditions are necessary for local boundedness in dimension n ≥ 3, thus paralleling the
known theory for the smooth Kusuoka-Strook operators ∂
2
∂x21
+ ∂
2
∂x22
+ fσ (x)
2 ∂
2
∂x23
. We also show
that subsolutions satisfy a maximum principle for admissible φ under a very mild restriction on
the degeneracy.
In order to prove these theorems, we first establish abstract results in which certain Poincare´
and Orlicz Sobolev inequalities are assumed to hold. We then develop subrepresentation inequali-
ties for control geometries in order to obtain the needed Poincare´ and Orlicz Sobolev inequalities.
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Preface
There is a large and well-developed theory of elliptic and subelliptic equations with rough
data, beginning with work of DeGiorgi-Nash-Moser, and also a smaller theory still in its infancy
of infinitely degenerate elliptic equations with smooth data, beginning with work of Fedii and
Kusuoka-Strook, and continued by Morimoto and Christ. Our purpose here is to initiate a study
of the DeGiorgi regularity theory, as presented by Caffarelli-Vasseur, in the context of equations
that are both infinitely degenerate elliptic and have rough data. This monograph can be viewed
as taking the first steps in such an investigation and more specifically, in identifying a number
of surprises encountered in the implementation of DeGiorgi iteration in the infinitely degenerate
regime. The similar approach of Moser in the infinitely degenerate regime is initiated in our paper
[KoRiSaSh1], but is both technially more complicated and more demanding of the underlying
geometry. As a consequence, the results in [KoRiSaSh1] for local boundedness are considerably
weaker than the sharp results obtained here with the DeGiorgi approach. On the other hand, the
method of Moser does apply to obtain continuity for solutions to inhomogeneous equations, but at
the expense of a much more elaborate proof strategy. The parallel approach of Nash seems difficult
to adapt to the infinitely degenerate case, but remains a possibility for future research.
v

Part 1
Overview
The regularity theory of subelliptic linear equations with smooth coefficients is well estab-
lished, as evidenced by the results of Ho¨rmander [Ho] and Fefferman and Phong [FePh]. In [Ho],
Ho¨rmander obtained hypoellipticity of sums of squares of smooth vector fields whose Lie algebra
spans at every point. In [FePh], Fefferman and Phong considered general nonnegative semidefinite
smooth linear operators, and characterized subellipticity in terms of a containment condition in-
volving Euclidean balls and ”subunit” balls related to the geometry of the nonnegative semidefinite
form associated to the operator.
The theory in the infinite regime however, has only had its surface scratched so far, as evidenced
by the results of Fedii [Fe] and Kusuoka and Strook [KuStr]. In [Fe], Fedii proved that the
two-dimensional operator ∂∂x2 + f (x)
2 ∂
∂y2 is hypoelliptic merely under the assumption that f is
smooth and positive away from x = 0. In [KuStr], Kusuoka and Strook showed that under the
same conditions on f (x), the three-dimensional analogue ∂
2
∂x2 +
∂2
∂y2 + f (x)
2 ∂2
∂z2 of Fedii’s operator
is hypoelliptic if and only if limx→0 x ln f (x) = 0. These results, together with some further
refinements of Christ [Chr], illustrate the complexities associated with regularity in the infinite
regime, and point to the fact that the theory here is still in its infancy.
The problem of extending these results to include quasilinear operators requires an understand-
ing of the corresponding theory for linear operators with nonsmooth coefficients, generally as rough
as the weak solution itself. In the elliptic case this theory is well-developed and appears for ex-
ample in Gilbarg and Trudinger [GiTr] and many other sources. The key breakthrough there was
the Ho¨lder apriori estimate of DeGiorgi, and its later generalizations independently by Nash and
Moser. The extension of the DeGiorgi-Nash-Moser theory to the subelliptic or finite type setting,
was initiated by Franchi [Fr], and then continued by many authors, including one of the present
authors with Wheeden [SaWh4].
The subject of the present monograph is the extension of DeGiorgi-Nash-Moser theory to the
infinitely degenerate regime, and more specifically the techniques of DeGiorgi1. Our theorems
fall into two broad categories. First, there is the abstract theory in all dimensions, in which we
assume appropriate Orlicz Sobolev inequalities, as opposed to the familiar Lp Sobolev inequalities,
and deduce local boundedness and maximum principles for weak subsolutions. This theory relies
heavily on extensions of a lemma of DeGiorgi to the infinitely degenerate regime. Second, there is the
geometric theory, in which we establish the required Orlicz Sobolev inequalities for large families of
infinitely degenerate geometries, obtaining sharp results in dimension n ≥ 3 for local boundedness.
For this we need subrepresentation theorems with kernels of the form K (x, y) = d̂(x,y)V (x,y) where
d̂ (x, y) = min
{
d (x, y) ,
1
|F ′ (x1 + d (x, y))|
}
,
F = ln 1f and d (x, y) is the control distance associated with f , and where V (x, y) is the volume of
a control ball centered at x with radius d (x, y). Typically, d̂ (x, y) is much smaller than d (x, y) in
the infinitely degenerate regime.
Finally, the contributions of Nash to the classical DeGiorgi-Nash-Moser theory revolve around
moment estimates for solutions, and we have been unable to extend these to the infinitely degenerate
regime, leaving a tantalizing loose end. We now turn to a more detailed description of these results
and questions in the introduction that follows.
1We thank Pablo Rau´l Stinga for bringing DeGiorgi’s method to our attention.
CHAPTER 1
Introduction
In 1971 Fedii proved in [Fe] that the linear second order partial differential operator
Lu (x, y) ≡
{
∂
∂x2
+ f (x)2
∂
∂y2
}
u (x, y)
is hypoelliptic, i.e. every distribution solution u ∈ D′ (R2) to the equation Lu = φ ∈ C∞ (R2) in
R
2 is smooth, i.e. u ∈ C∞ (R2), provided:
• f ∈ C∞ (R),
• f (0) = 0 and f is positive on (−∞, 0) ∪ (0,∞).
The main feature of this remarkable theorem is that the order of vanishing of f at the origin
is unrestricted, in particular it can vanish to infinite order. If we consider the analogous (special
form) quasilinear operator,
Lu (x, y) ≡
{
∂
∂x2
+ f (x, u (x, y))
2 ∂
∂y2
}
u (x, y) ,
then of course f (x, u (x, y)) makes no sense for u a distribution, but in the special case where
f (x, z) ≈ f (x, 0), the appropriate notion of hypoellipticity for L becomes that of W 1,2A
(
R
2
)
-
hypoellipticity with A ≡
[
1 0
0 f (x, 0)
2
]
, which when A is understood, we refer to as simply weak
hypoellipticity.
We say that L is W 1,2A
(
R
2
)
-hypoelliptic if every W 1,2A
(
R
2
)
-weak solution u to the equation
Lu = φ is smooth for all smooth data φ (x, y). Here u ∈W 1,2A
(
R
2
)
is a W 1,2A
(
R
2
)
-weak solution to
Lquasiu = φ if
−
∫
(∇w)tr
[
1 0
0 f (x, u (x, y))
2
]
∇u =
∫
φw, for all w ∈W 1,2A
(
R
2
)
0
.
See below for a precise definition of the degenerate Sobolev spaceW 1,2A
(
R
2
)
, that informally consists
of all w ∈ L2 (R2) for which ∫ (∇w)trA∇w <∞.
There is apparently no known W 1,2A
(
R
2
)
-hypoelliptic quasilinear operator L with coefficient
f (x, z) that vanishes to infinite order when x = 0, despite the abundance of results when f vanishes
to finite order.
Our method for proving regularity of weak solutions u to Lu = φ is to view u as a weak solution
to the linear equation
Lu (x, y) ≡
{
∂
∂x2
+ g (x, y)2
∂
∂y2
}
u (x, y) = φ (x, y) ,
3
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where both g (x, y) = f (x, u (x, y)) and φ (x, y) need no longer be smooth, but g (x, y) satisfies the
estimate
1
C
f (x, 0) ≤ g (x, y) ≤ Cf (x, 0) , x ∈ R,
and φ (x, y) is measurable and admissible - see below for definitions. The method we employ is an
adaptation of DeGiorgi iteration. The infinite degeneracy of L forces our adaptation of DeGiorgi
iteration to use Young functions in place of power functions.
Another motivation for this approach is the following three dimensional analogue of Fedii’s
equation, which Kusuoka and Strook [KuStr] considered in 1985
L1 ≡ ∂
2
∂x21
+
∂2
∂x22
+ f (x1)
2 ∂
2
∂x23
,
and showed the surprising result that when f (x1) is smooth and positive away from the origin, the
smooth linear operator L1 is hypoelliptic if and only if
lim
r→0
r ln f (r) = 0.
This is precisely the condition we show to be necessary and sufficient for local boundedness of weak
solutions to our rough homogeneous equations. Thus we will begin with an abstract approach in
higher dimensions, where we assume certain Orlicz Sobolev inequalities hold, and then specialize
to geometries that are sufficient to prove the required Orlicz Sobolev inequalities.
More generally, we consider the divergence form equation
Lu = ∇trA (x)∇u = φ, x ∈ Ω,
and the corresponding second order special quasilinear equation (where only u, and not ∇u, appears
nonlinearly),
(1.1) Lu ≡ ∇trA (x, u (x))∇u = φ, x ∈ Ω,
and we assume the following quadratic form condition on the ‘quasilinear’ matrix A(x, z),
(1.2) k ξTA(x)ξ ≤ ξTA(x, z)ξ ≤ K ξTA(x)ξ ,
for a.e. x ∈ Ω and all z ∈ R, ξ ∈ Rn. Here k,K are positive constants and A(x) = B (x)trB (x)
where B (x) is a Lipschitz continuous n × n real-valued matrix defined for x ∈ Ω. We define the
A-gradient by
(1.3) ∇A = B (x)∇ ,
and the associated degenerate Sobolev space W 1,2A (Ω) to have norm
‖v‖W 1,2A ≡
√∫
Ω
(
|v|2 +∇vtrA∇v
)
=
√∫
Ω
(
|v|2 + |∇Av|2
)
.
Notation 1. Somewhat informally, we use normal font Lu = ∇trA (x)∇u for divergence form
linear operators with nonnegative matrix A (x), and we use calligraphic font Lu = ∇trA (x, u)∇u
to denote the corresponding special form quasilinear operators with matrix A (x, u) comparable to
A (x).
In order to define the notion of weak solution to an inhomogeneous equation Lu = φ will
assume that either φ ∈ L2loc (Ω) or that φ ∈ X (Ω), where X (Ω) is the space of A-admissible
functions defined as follows.
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Definition 2. Let Ω be a bounded domain in Rn. Fix x ∈ Ω and ρ > 0. We say φ is
A-admissible at (x, ρ) if
‖φ‖X(B(x,ρ)) ≡ sup
v∈(W 1,1A )0(B(x,ρ))
∫
B(x,ρ) |vφ| dy∫
B(x,ρ) ‖∇Av‖ dy
<∞.
We say φ is A-admissible in Ω, written φ ∈ X (Ω), if φ is A-admissible at (x, ρ) for all B (x, ρ)
contained in Ω.
Definition 3. Let Ω be a bounded domain in Rn with A and A as above. Assume that
φ ∈ L2loc (Ω) ∪X (Ω). We say that u ∈ W 1,2A (Ω) is a weak solution to Lu = φ provided
−
∫
Ω
∇w (x)trA (x, u(x))∇u =
∫
Ω
φw
for all w ∈
(
W 1,2A
)
0
(Ω), where
(
W 1,2A
)
0
(Ω) denotes the closure in W 1,2A (Ω) of the subspace of
Lipschitz continuous functions with compact support in Ω. Similarly, u ∈ W 1,2A (Ω) is a weak
solution to Lu = φ provided
−
∫
Ω
∇w (x)trA (x)∇u =
∫
Ω
φw
for all w ∈
(
W 1,2A
)
0
(Ω).
Note that our structural condition (1.2) implies that the integral on the left above is absolutely
convergent, and our assumption that φ ∈ L2loc (Ω) ∪ X (Ω) implies that the integral on the right
above is absolutely convergent:∫
Ω
|φw| ≤
(∫
Ω∩suppw
|φ|2
) 1
2
(∫
Ω
|w|2
) 1
2
,
∫
Ω
|φw| ≤ ‖φ‖X(Ω)
∫
Ω
‖∇Aw‖ ≤ ‖φ‖X(Ω)
(∫
Ω
‖∇Aw‖2
) 1
2
.
Weak sub and super solutions are defined by replacing = with ≥ and ≤ respectively in the dis-
play above. We can define the gradient ∇A more generally for nonnegative semidefinite matrices
A (x, u(x)), where for convenience in notation we suppress the dependence on u.
Definition 4. Given a real symmetric nonnegative semidefinite n×n matrix A, we can write
A = BtrB with B = D
({√
λj
}n
j=1
)
P where D
(
{dj}nj=1
)
=

d1 0 · · · 0
0 d2 · · · 0
...
...
. . .
...
0 0 · · · dn
 is the diagonal
matrix having dj along the diagonal, and P is the orthogonal matrix that diagonalizes A by the
spectral theorem, i.e. PAP−1 = D
(
{λj}nj=1
)
. This representation is unique up to permutation of
the eigenvalues {λj}nj=1 of A. Then we define ∇A = B∇. In the case that A (x) = A (x, u (x)), this
gives us a definition of ∇A for which∫
Ω
(∇w)trA (x, u(x))∇w =
∫
Ω
(∇w)trA (x)∇w =
∫
Ω
|∇Aw|2 .
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We will first obtain abstract local boundedness and maximum principles, in which we assume
appropriate Orlicz-Sobolev inequalities hold. Then we will apply our study of degenerate geometries
to prove that these Orlicz-Sobolev inequalities hold in specific situations, thereby obtaining our
geometric local boundedness and maximum principles, in which we only assume information on the
size of the degenerate geometries.
CHAPTER 2
DeGiorgi iteration, local boundedness, and maximum
principle
Recall that the methods of DeGiorgi and Moser iteration play off a Sobolev inequality, that
holds for all compactly supported functions, against a Cacciopoli inequality, that holds only for
subsolutions or supersolutions of the equation. First, from results of Korobenko, Maldonado and
Rios in [KoMaRi], it is known that if there exists a Sobolev bump inequality of the form
‖u‖Lq(µB) ≤ Cr (B) ‖|∇Au|‖Lp(µB) , u ∈ Lipcompact (B) ,
for some pair of exponents 1 ≤ p < q ≤ ∞, and where the balls B are the Carnot-Carathe´odory
control balls for the degenerate vector field ∇A =
(
∂
∂x , f
∂
∂y
)
with radius r (B), and dµB (x, y) =
dxdy
|B| is normalized Lebesgue measure on B, then Lebesgue measure must be doubling on control
balls. As a consequence, the function f cannot vanish to infinite order. Thus in order to have
any hope of implementing either DeGiorgi or Moser iteration in the infinitely degenerate regime,
we must search for a weaker Sobolev bump inequality, and the natural setting for this is an Orlicz
Sobolev bump inequality
‖w‖LΦ(B) ≤ Cϕ (r (B)) ‖∇Aw‖L1(µB) , w ∈ Lipcompact (B) ,
where the Young function Φ (t) is increasing to ∞ and convex on (0,∞), but asymptotically closer
to the identity t than any power function t1+σ, σ > 0. The ‘superradius’ ϕ (r) here is nondecreasing
and ϕ (r) ≥ r.
We now recall the definition of Orlicz norms. Suppose that µ is a σ-finite measure on a set
X , and Φ : [0,∞) → [0,∞) is a Young function, which for our purposes is a convex piecewise
differentiable (meaning there are at most finitely many points where the derivative of Φ may fail
to exist, but right and left hand derivatives exist everywhere) function such that Φ (0) = 0 and
Φ (x)
x
→∞ as x→∞.
Let LΦ∗ be the set of measurable functions f : X → R such that the integral∫
X
Φ (|f |) dµ,
is finite, where as usual, functions that agree almost everywhere are identified. Since the set LΦ∗
may not be closed under scalar multiplication, we define LΦ to be the linear span of LΦ∗ , and then
define
‖f‖LΦ(µ) ≡ inf
{
k ∈ (0,∞) :
∫
X
Φ
( |f |
k
)
dµ ≤ 1
}
.
7
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The Banach space LΦ (µ) is precisely the space of measurable functions f for which the norm
‖f‖LΦ(µ) is finite. The conjugate Young function Φ˜ is defined by Φ˜′ = (Φ′)−1 and can be used to
give an equivalent norm
‖f‖LΦ∗ (µ) ≡ sup
{∫
X
|fg| dµ :
∫
X
Φ˜ (|g|) dµ ≤ 1
}
.
The above considerations motivate our approach, to which we now turn.
Let Ω be a bounded domain in Rn. There is a quadruple (A, d, ϕ,Φ) of objects of interest in
our abstract local boundedness, and maximum principle theorems in Ω, namely
(1) the matrix A = A (x, z) associated with our equation and the A-gradient,
(2) a Young function Φ appearing in our Orlicz Sobolev inequality,
(3) a metric d giving rise to the balls B (x, r) that appear in our Orlicz Sobolev inequality,
and also in our sequence
{
ψj
}∞
j=1
of accumulating Lipschitz functions, and
(4) a positive function ϕ (r) for r ∈ (0, R) that appears in place of the radius r in our Orlicz
Sobolev inequality.
For the abstract theory we will assume two connections between these objects, namely
• the existence of an appropriate sequence {ψj}∞j=1 of accumulating Lipschitz functions that
connects two of the objects of interest A and d, and
• an Orlicz Sobolev bump inequality,
‖w‖LΦ(B) ≤ ϕ (r (B)) ‖∇Aw‖L1(B) , suppw ⊂ B,
that connects all four objects of interest A, d, ϕ and Φ.
We now describe these matters in more detail.
Definition 5 (Standard sequence of accumulating Lipschitz functions). Let Ω be a bounded
domain in Rn. Fix r > 0 and x ∈ Ω. We define an (A, d)-standard sequence of Lipschitz cutoff
functions
{
ψj
}∞
j=1
at (x, r), along with sets B(x, rj) ⊃ suppψj, to be a sequence satisfying ψj = 1on
B(x, rj+1), r1 = r, r∞ ≡ limj→∞ rj = 12r, rj − rj+1 = cjγ r for a uniquely determined constant c
and γ > 1, and
∥∥∇Aψj∥∥∞ . jγr with ∇A as in (1.3) (see e.g. [SaWh4]).
We will need to assume the following single scale (Φ, ϕ)-Orlicz Sobolev bump inequality:
Definition 6. Let Ω be a bounded domain in Rn. Fix x ∈ Ω and ρ > 0. Then the single scale
(Φ, ϕ)-Orlicz Sobolev bump inequality at (x, ρ) is:
(2.1) ‖w‖LΦ(B) ≤ ϕ (ρ) ‖∇Aw‖L1(B) , w ∈ Lip0 (B (x, ρ)) ,
A particular family of Orlicz bump functions that is crucial for our theorem is the family
ΦN (t) ≡
{
t(ln t)N if t ≥ E = EN = e2N
(lnE)
N
t if 0 ≤ t ≤ E = EN = e2N .
The bump ΦN is submultiplicative for each N ≥ 1, i.e.
ΦN (st) ≤ ΦN (s)ΦN (t) , s, t > 0,
which can be easily seen using that for s, t ≥ e2N ,
st [ln (st)]N = st [ln s+ ln t]N ≤ s [ln s]N t [ln t]N
⇐⇒ ln s+ ln t ≤ [ln s] [ln t] ,
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and then that a+ b ≤ ab if a, b ≥ 2. Submultiplicativity plays a critical role in proving our Orlicz
Sobolev inequalities below.
For the inhomogeneous equation Lu = φ we will assume the forcing function φ is A-admissible
in Ω.
1. Local boundedness and maximum principle for subsolutions
Recall that a measurable function u in Ω is locally bounded above at x if u can be modified on
a set of measure zero so that the modified function u˜ is bounded above in some neighbourhood of
x.
Theorem 7 (abstract local boundedness). Let Ω be a bounded domain in Rn with n ≥ 2.
Suppose that A(x, z) is a nonnegative semidefinite matrix in Ω × R that satisfies the structural
condition (1.2). Let d(x, y) be a symmetric metric in Ω, and suppose that B(x, r) = {y ∈ Ω :
d(x, y) < r} with x ∈ Ω are the corresponding metric balls. Fix x ∈ Ω. Then every weak subsolution
of (1.1) is locally bounded above at x provided there is r0 > 0 such that:
(1) the function φ is A-admissible at (x, r0),
(2) the single scale (Φ, ϕ)-Orlicz Sobolev bump inequality (2.1) holds at (x, r0) with Φ = ΦN
for some N > 1,
(3) there exists an (A, d)-standard accumulating sequence of Lipschitz cutoff functions at
(x, r0).
Remark 8. The hypotheses required for local boundedness of weak solutions to Lu = φ at a
single fixed point x in Ω are quite weak; namely we only need that the inhomogeneous term φ is A-
admissible at just one point (x, r0) for some r0 > 0, and that there are two single scale conditions
relating the geometry to the equation at the one point (x, r0).
Remark 9. For the purposes of this paper we could simply take the metric d to be the Carnot-
Carathe´odory metric associated with A, but the present formulation allows for additional flexibility
in the choice of balls used for DeGiorgi iteration in other situations.
In the special case that a weak subsolution u to (1.1) is nonpositive on the boundary of a
ball B (x, r0), we can obtain a global boundedness inequality ‖u‖L∞(B(x,r0)) . ‖φ‖X(B(x,r0)) from
the arguments used for Theorem 7, simply by noting that integration by parts no longer requires
premultiplication by a Lipschitz cutoff function. Moreover, the ensuing arguments work just as well
for an arbitrary bounded open set Ω in place of the ball B (x, r0), provided only that we assume
our Sobolev inequality for Ω instead of for the ball B (x, r0). Of course there is no role played here
by a superradius ϕ. This type of result is usually referred to as a maximum principle, and we now
formulate our theorem precisely.
Definition 10. Fix a bounded domain Ω ⊂ Rn. Then the Φ-Orlicz Sobolev bump inequality
for Ω is:
(2.2) ‖w‖LΦ(Ω) ≤ C ‖∇Aw‖L1(Ω) , w ∈ Lip0 (Ω) .
Definition 11. Fix a bounded domain Ω ⊂ Rn. We say φ is A-admissible for Ω if
‖φ‖X(Ω) ≡ sup
v∈(W 1,1A )0(Ω)
∫
Ω |vφ| dy∫
Ω
‖∇Av‖ dy <∞.
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We say a function u ∈W 1,2A (Ω) is bounded by a constant ℓ ∈ R on the boundary ∂Ω if (u− ℓ)+ =
max {u− ℓ, 0} ∈
(
W 1,2A
)
0
(Ω). We define supx∈∂Ω u (x) to be inf
{
ℓ ∈ R : (u− ℓ)+ ∈
(
W 1,2A
)
0
(Ω)
}
.
Theorem 12 (abstract maximum principle). Let Ω be a bounded domain in Rn with n ≥ 2.
Suppose that A(x, z) is a nonnegative semidefinite matrix in Ω × R that satisfies the structural
condition (1.2). Let u be a nonnegative subsolution of (1.1). Then the following maximum principle
holds,
esssup
x∈Ω
u (x) ≤ sup
x∈∂Ω
u (x) + C ‖φ‖X(Ω) ,
where the constant C depends only on Ω, provided that:
(1) the function φ is A-admissible for Ω,
(2) the Φ-Orlicz Sobolev bump inequality (2.2) for Ω holds with Φ = ΦN for some N > 1.
In order to obtain a geometric local boundedness theorem, as well as a geometric maximum
principle, we will take the metric d in Theorem 7 to be the Carnot-Caratheodory metric associated
with the vector field ∇A, and we will replace the hypotheses (2) and (3) in Theorem 7 with a
geometric description of appropriate balls. For this we need to introduce a family of infinitely
degenerate geometries that are simple enough that we can compute the balls, prove the required
Sobolev Orlicz bump inequality, and define an appropriate accumulating sequence of Lipschitz cutoff
functions.
We consider special quasilinear operators
Lu (x, y) ≡ ∇trA (x, u (x))∇u (x) , x ∈ Ω,
where Ω ⊂ Rn and the n×n matrix A (x, z) has bounded measurable coefficients and is comparable
to an n-dimensional matrix
A (x) ≡

1 0 · · · 0 0
0
. . .
...
...
. . . 0 0
0 0 1 0
0 · · · 0 0 f (x1)2
 , f (s) = e
−F (s),
by which we mean that
1
C
(
ξ21 + ...+ ξ
2
n−1 + f (x1)
2
ξ2n
)
(2.3)
≤ (ξ1, ..., ξn)A (x, z)
 ξ1...
ξn

≤ C
(
ξ21 + ...+ ξ
2
n−1 + f (x1)
2
ξ2n
)
, a.e.x ∈ Ω, z ∈ R and ξ ∈ Rn,
and where the degeneracy function f (x) = e−F (x) is even and there is R > 0 such that F satisfies
the following five structure conditions for some constants C ≥ 1 and ε > 0.
Definition 13 (structure conditions). A function F : (0, R)→ R is said to satisfy geometric
structure conditions if:
(1) limx→0+ F (x) = +∞;
(2) F ′ (x) < 0 and F ′′ (x) > 0 for all x ∈ (0, R);
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(3) 1C |F ′ (r)| ≤ |F ′ (x)| ≤ C |F ′ (r)| for 12r < x < 2r < R;
(4) 1−xF ′(x) is increasing in the interval (0, R) and satisfies
1
−xF ′(x) ≤ 1ε for x ∈ (0, R);
(5) F
′′(x)
−F ′(x) ≈ 1x for x ∈ (0, R).
Remark 14. We make no smoothness assumption on f other than the existence of the second
derivative f ′′ on the open interval (0, R). Note also that at one extreme, f can be of finite type,
namely f (x) = xα for any α > 0, and at the other extreme, f can be of strongly degenerate type,
namely f (x) = e−
1
xα for any α > 0. Assumption (1) rules out the elliptic case f (0) > 0.
Using these geometric structure conditions, we can show that standard sequences of Lipschitz
cutoff functions always exist for our geometries.
Lemma 15. If γ > 1 and A (x) is a continuous nonnegative semidefinite n × n matrix valued
function on a bounded domain Ω ⊂ Rn as above, and if d is the associated control metric, then for
every r > 0 and x ∈ Ω, there is an (A, d)-standard sequence of Lipschitz cutoff functions {ψj}∞j=1
at (x, r), associated with balls B(x, rj) ⊃ suppψj as in Definition 5.
Proof. This follows immediately from Proposition 68 on page 90 of [SaWh4], once we observe
that in the proof of Proposition 68, we can take N to be any real number greater than 1 (so that∑∞
j=1 j
−N < ∞), and that the assumption of the containment condition in Proposition 68 there
was only used in the proof to conclude that the annuli B(x, t) \ B(x, s) have positive Euclidean
thickness for 0 < s < t <∞ - i.e. that the boundaries ∂B(x, t) and ∂B(x, s) are pairwise disjoint.
This is certainly the case for the control balls B(x, r) associated with our geometries F satisfying
Definition 13, and so the proof of Proposition 68 of [SaWh4] applies to prove Lemma 15. 
In the next theorem we will consider the geometry of balls defined by
Fσ (r) = r
−σ,
where σ > 0. Note that fσ = e
−Fσ vanishes to infinite order at r = 0, and that fσ vanishes to a
faster order than fσ′ if σ > σ
′. We also define the simpler linear operator
Lu ≡ divA (x)∇u.
with A(x) as in (1.2).
Theorem 16. Suppose that Ω ⊂ Rn is a domain in Rn with n ≥ 2 and that
Lu ≡ divA (x, u)∇u, x = (x1, ..., xn) ∈ Ω,
where A (x, z) ∼
[
In−1 0
0 f (x1)
2
]
, In−1 is the (n− 1) × (n− 1) identity matrix, A has bounded
measurable components, and the geometry F = − ln f satisfies the geometric structure conditions
in Definition 13.
(1) If F ≤ Fσ for some 0 < σ < 1, then every weak subsolution to Lu = φ with A-admissible
φ is locally bounded in Ω.
(2) On the other hand, if n ≥ 3 and σ ≥ 1, then there exists a locally unbounded weak solution
u in a neighbourhood of the origin in Rn to the equation Lu = 0 with geometry F = Fσ.
Theorem 17. Suppose that F satisfies the geometric structure conditions in Definition 13.
Assume that u is a weak subsolution to Lu = φ in a domain Ω ⊂ Rn with n ≥ 2, where L has
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degeneracy F and φ is A-admissible. Moreover, suppose that u is bounded in the weak sense on the
boundary ∂Ω. Then u is globally bounded in Ω and satisfies
sup
Ω
u ≤ sup
∂Ω
u+ ‖φ‖X(Ω) .
CHAPTER 3
Organization of the proofs
In Part 2 we use DeGiorgi iteration to prove the abstract local boundedness and maximum prin-
ciple theorems. Then in Part 3 we first calculate geodesics and volumes of balls in our geometries
F satisfying the geometric structure conditions in Definition 13, and second establish subrepresen-
tation and Orlicz Sobolev inequalities. Finally then we can prove the geometric theorems.
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Part 2
Abstract theory
There are three main ingredients needed to prove local boundedness and maximum principle,
namely the Orlicz Sobolev inequality for compactly supported functions, the proportional vanishing
L1 Sobolev inequality, and the Caccioppoli inequality for subsolutions of the degenerate equation.
We start with the Orlicz Sobolev inequality we need.
Let Φ be a Young function on (0,∞) and let F be a geometry satisfying the geometric structure
conditions in Definition 13. We will assume initially that we have an Orlicz Sobolev norm inequality
for the control balls B in some domain Ω ⊂ Rn:
(3.1) ‖w‖LΦ(µB) ≤ ϕ (r0) ‖∇Aw‖L1(µB) , w ∈
(
W 1,1A
)
0
(B) ,
for some increasing ‘superradius’ function ϕ (r0) ≥ r0, where r0 is the control radius of a control
ball B and µB is normalized Lebesgue measure on B. We prove this inequality for appropriate
geometries and superradii below in Proposition 67 and Lemma 65.
Next, we establish a Caccioppoli inequality for weak subsolutions that holds independently of
any geometric considerations.
Proposition 18. If u is a weak subsolution to Lu = φ with L as in (1.1), (1.2), and A-
admissible φ, then the the following Caccioppoli inequality holds for u+ on a ball B with Lipschitz
ψ supported in B:
(3.2)
∫
|∇A(ψu+)|2dµ ≤ C
(
‖ψ‖2L2(µ) ‖φ‖2X + ‖∇Aψ‖2L∞
∫
B
u2+dµ
)
,
where dµ = dx|B| , and where the constant C depends only on the constants in (1.2) and not on r(B).
Proof. Recall we use C and c to denote constants that may change from line to line. For
convenience in notation we denote the matrix function A (x, u (x)) by A, and its associated gradient
by ∇A. Since our conclusion involves the matrix A, while the definition of u being a subsolution
involves the matrix A, we must apply care in using the comparability of the matrices A and A in
the positive definite sense. We have the pointwise vector identity
|∇A(ψu+)|2 −∇
(
ψ2u+
)A∇u+
= |ψ∇Au+ + u+∇Aψ|2 −
[
ψ2∇u+ + u+∇ψ2
]A∇u+
= |ψ∇Au+|2 + 2 〈ψ∇Au+, u+∇Aψ〉+ |u+∇Aψ|2
− |ψ∇Au+|2 − 2 〈u+∇Aψ, ψ∇Au+〉
= |u+∇Aψ|2 .
Then using (1.2), we obtain
c|∇A(ψu+)|2 ≤ ∇
(
ψ2u+
)A∇u+ + C |u+∇Aψ|2 ,
and using the fact that dµ (x) is a constant multiple of Lebesgue measure dx, we integrate to obtain
that
(3.3) ‖∇A(ψu+)‖2L2(µ) ≤ C
∫
∇ (ψ2u+)A∇u+dµ+ C ‖u+∇Aψ‖2L2(µ) .
Next, since u is a weak subsolution to Lu = φ, we have ∇A∇u ≥ φ in the weak sense, which
implies
(3.4)∫
∇ (ψ2u+)A∇u+dµ = ∫ ∇ (ψ2u+)A∇udµ ≤ − ∫ (ψ2u+)φdµ ≤ ‖φ‖X ∫ ∣∣∇A (ψ2u+)∣∣ dµ .
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Now we compute that∫ ∣∣∇A (ψ2u+)∣∣ dµ = ∫ |ψu+∇Aψ + ψ∇A(ψu+)| dµ
≤ ‖ψu+‖L2(µ) ‖∇Aψ‖L2(µ) + ‖∇A(ψu+)‖L2(µ) ‖ψ‖L2(µ)
≤ ‖∇Aψ‖L2(dµ) ‖ψu+‖L2(µ) + ‖ψ‖L2(dµ) ‖∇A(ψu+)‖L2(µ) ,
and combining this with (3.3) and (3.4), and using (1.2) again, we obtain
(3.5)
‖∇A(ψu+)‖2L2(µ) ≤ C ‖φ‖X
{
‖∇Aψ‖L2(dµ) ‖ψu+‖L2(µ) + ‖ψ‖L2(dµ) ‖∇A(ψu+)‖L2(µ)
}
+C ‖∇Aψ‖2L∞
∫
B
u2+dµ .
To estimate the first term on the right hand side of (3.5), we apply Young’s inequality twice to get
‖φ‖X
(
‖∇Aψ‖L2(dµ) ‖ψu+‖L2(µ) + ‖ψ‖L2(dµ) ‖∇A(ψu+)‖L2(µ)
)
≤ 1
ε
‖φ‖2X + ε
(
‖∇Aψ‖L2(dµ) ‖ψu+‖L2(µ) + ‖ψ‖L2(dµ) ‖∇A(ψu+)‖L2(µ)
)2
≤ 1
ε
‖φ‖2X + Cε
(
‖∇Aψ‖2L2(dµ) ‖ψu+‖2L2(µ) + ‖ψ‖2L2(dµ) ‖∇A(ψu+)‖2L2(µ)
)
,
and combining this with (3.5), we obtain
‖∇A(ψu+)‖2L2(µ) ≤ C
1
ε
‖φ‖2X + Cε ‖∇Aψ‖2L2(dµ) ‖ψu+‖2L2(µ)(3.6)
+Cε ‖ψ‖2L2(dµ) ‖∇A(ψu+)‖2L2(µ) + C ‖∇Aψ‖2L∞
∫
B
u2+dµ .
Now choose ε so small that
Cε ‖ψ‖2L2(dµ) = Cε
1
|B|
∫
B
ψ2 ≤ Cε ‖ψ‖2L∞ <
1
2
,
and then absorb the third term on the right hand side of (3.6) into its left hand side to obtain
‖∇A(ψu+)‖2L2(µ) ≤ C
(
‖ψ‖2L2(dµ) ‖φ‖2X + ‖∇Aψ‖2L∞
∫
B
u2+dµ
)
upon using ‖∇Aψ‖2L2(dµ) ≤ ‖∇Aψ‖2L∞ . This completes the proof of (3.2). 
Remark 19. It is important to note that (3.2) holds for u+ whenever u is a weak subsolution
without assuming that u+ is also a subsolution.
Corollary 20 (of the proof). Let u be a weak subsolution to Lu = φ with L as in (1.1), (1.2),
and A-admissible φ, and suppose for some ball B, P > 0, and a nonnegative function v ∈ W 1,2A
there holds
(3.7) ‖φ‖2X ≤ Pv(x), a.e. x ∈ {u > 0} ∩B.
Then
(3.8)
∫
|∇A(ψu+)|2dµ ≤ C (‖∇Aψ‖L∞ + P )2
∫ (
u2+ + v
2
)
dµ,
where dµ = dx|B| , and where ψ is a Lipschitz cutoff function supported in B.
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Proof. First, recall that from (3.3) we have
(3.9)
∫
|∇A(ψu+)|2dµ ≤ C
∫
∇ (ψ2u+)A∇u+dµ+ C ‖∇Aψ‖2L∞ ∫
B
u2+dµ ,
where the constant C depends only on constants in (1.2). Now using (3.4) and (3.7) we have∫
∇ (ψ2u+)A∇u+dµ ≤ ‖φ‖X ∫ ∣∣∇A (ψ2u+)∣∣ dµ ≤ P ∫ v ∣∣∇A (ψ2u+)∣∣ dµ
= P
∫
|ψu+v∇Aψdµ+ ψv∇A(ψu+)| dµ
≤ P ‖ψu+‖L2(µ) ‖v∇Aψ‖L2(µ) + ε ‖∇A(ψu+)‖2L2(µ) +
P 2
ε
‖ψv‖2L2(µ)
≤ CP ‖ψu+‖L2(µ) ‖v∇Aψ‖L2(µ) + εC ‖∇A(ψu+)‖2L2(µ) +
P 2
ε
‖ψv‖2L2(µ)
≤ CP ‖∇Aψ‖L∞
∫ (
u2+ + v
2
)
dµ+ Cε ‖∇A(ψu+)‖2L2(µ) +
P 2
ε
∫
(ψv)2dµ,
where in passing from the third line to the fourth line above, we have replaced A with A at the
expense of multiplying by the constant C in (1.2). Combining this with (3.9), and choosing ε small
enough to absorb the second summand on the right, we obtain∫
|∇A(ψu+)|2dµ ≤ C (‖∇Aψ‖L∞ + P )2
∫ (
u2+ + v
2
)
dµ.

CHAPTER 4
Local boundedness
We begin with a short review of that part of the theory of Orlicz norms that is relevant for us.
1. Orlciz norms
Recall that if Φ : [0,∞) → [0,∞) is a Young function, we define LΦ to be the linear span of
LΦ∗ , the set of measurable functions f : X → R such that the integral
∫
X Φ (|f |) dµ is finite, and
then define
‖f‖LΦ(µ) ≡ inf
{
k ∈ (0,∞) :
∫
X
Φ
( |f |
k
)
dµ ≤ 1
}
.
In our application to DeGiorgi iteration the convex bump function Φ (t) will satisfy in addition:
• The function Φ(t)t is positive, nondecreasing and tends to ∞ as t→∞;• Φ is submultiplicative on an interval (E,∞) for some E > 1:
(4.1) Φ (ab) ≤ Φ (a)Φ (b) , a, b > E.
Note that if we consider more generally the quasi-submultiplicative condition,
(4.2) Φ (ab) ≤ KΦ (a)Φ (b) , a, b > E,
for some constant K, then Φ (t) satisfies (4.2) if and only if ΦK (t) ≡ KΦ (t) satisfies (4.1). Thus
we can alway rescale a quasi-submultiplicative function to be submultiplicative.
Now let us consider the linear extension Φext of a function Φ : [E,∞) → [0,∞) to the entire
positive real axis (0,∞) given by
Φext (t) =
{
Φ (t) if E ≤ t <∞
Φ(E)
E t if 0 ≤ t ≤ E
.
We claim that Φext is submultiplicative on (0,∞), i.e.
Φext (ab) ≤ Φext (a)Φext (b) , a, b > 0.
In fact, the identityΦext(t)t =
Φext(max{t,E})
max{t,E} and the monotonicity of
Φ(t)
t imply
Φext(ab)
ab
≤ Φext(max{a,E}max{b, E})
max{a,E}max{b, E}
≤ Φext(max{a,E})
max{a,E} ·
Φext(max{b, E})
max{b, E} =
Φext(a)
a
Φext(b)
b
.
Conclusion 21. If Φ : [E,∞) → R+ is a submultiplicative piecewise differentiable strictly
convex function with the property that Φ(t)t is nondecreasing on [E,∞), then we can extend Φ to
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a submultiplicative piecewise differentiable convex function Φext on [0,∞) that vanishes at 0 if and
only if
(4.3) Φ′ (E) ≥ Φ (E)
E
.
So now we suppose that Φ and E ∈ (0,∞) satisfy (4.3) and that Φext is a submultiplicative
piecewise differentiable convex function on [0,∞) that vanishes at 0, and moreover is strictly convex
on (E,∞). Let
Ψ (t) = Φ′ext (t) =
{
Φ′ (t) if E ≤ t <∞
Φ(E)
E if 0 ≤ t < E
.
Now Ψ is increasing on (0,∞), but is constant on (0, E), and in addition has a jump discontinuity
at E if Φ′ (E) > Φ(E)E . Since Ψ
(−1) does not exist on all of (0,∞), we instead define the function
Ψ(−1) by reflecting the graph of Ψ about the line s = t in the (t, s)-plane:
Ψ(−1) (s) =

(Φ′)(−1) (s) if Φ′ (E) ≤ s <∞
E if Φ(E)E ≤ s < Φ′ (E)
0 if 0 < s < Φ(E)E
.
Finally we define the conjugate function Φ˜ of Φ by the formula
Φ˜ (s) ≡
∫ s
0
Ψ(−1) (x) dx =

EΦ′ (E)− Φ (E) + ∫ s
Φ′(E) (Φ
′)(−1) (x) dx if Φ′ (E) ≤ s <∞
Es− Φ (E) if Φ(E)E ≤ s < Φ′ (E)
0 if 0 < s < Φ(E)E
.
One now has the standard Young’s inequality for the pair of functions
(
Ψ,Ψ(−1)
)
:
ts ≤ Φ (t) + Φ˜ (s) , 0 ≤ t, s <∞.
Indeed, the left hand side is the area of the rectangle [0, t]× [0, s] in the (t, s)-plane, which is at most
the area
∫ t
0
Ψ(y)dy under the graph of Ψ up to t plus the area
∫ s
0
Ψ(−1) (y) dy under the graph of
Ψ(−1) up to s. As a consequence we have the following generalization Ho¨lder’s inequality:∫
X
|f (x) g (x)| dµ (x)
‖f‖LΦ(µ) ‖g‖LΦ˜(µ)
=
∫
X
|f (x)|
‖f‖LΦ(µ)
|g (x)|
‖g‖LΦ˜(µ)
dµ (x)
≤
∫
X
{
Φ
(
|f (x)|
‖f‖LΦ(µ)
)
+ Φ˜
(
|g (x)|
‖g‖LΦ˜(µ)
)}
dµ (x) ≤ 1 + 1 = 2.
We now restrict attention to a particular family of bump functions ΦN , that we will use in our
adaptation of the DeGiorgi iteration scheme, namely
(4.4) ΦN (t) ≡
{
t(ln t)N if t ≥ E = EN = e2N
(lnE)
N
t if 0 ≤ t ≤ E = EN = e2N .
We have that ΦN is submultiplicative for s, t ≥ e2N and N ≥ 1 upon using that
st [ln (st)]N = st [ln s+ ln t]N ≤ s [ln s]N t [ln t]N
⇐⇒ ln s+ ln t ≤ [ln s] [ln t] ,
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and a+ b ≤ ab if a, b ≥ 2. Thus the above considerations apply to show that for N ≥ 1, the Young
function Φ = ΦN is convex and submultiplicative, and that the Ho¨lder inequality∫
X
|f (x) g (x)| dµ (x) ≤ 2 ‖f‖LΦ(µ) ‖g‖LΦ˜(µ)
holds with conjugate function
Φ˜ (s) =

1
2
(
2Ne2
)N
+
∫ s
3
2 (2N)
N (Φ′)(−1) (x) dx if 32 (2N)
N ≤ s <∞
e2N
{
s− (2N)N
}
if (2N)N ≤ s < 32 (2N)N
0 if 0 < s < (2N)
N
,
since ddt
{
t (ln t)
N
}
= (ln t)
N
+N (ln t)
N−1
= (ln t)
N (
1 + Nln t
)
implies
E = e2N , Φ (E) =
(
2Ne2
)N
,
Φ (E)
E
= (2N)
N
, Φ′ (E) =
3
2
(2N)
N
.
Finally, we will use the estimate
(4.5)
1
Φ˜N
(−1)
( 1x)
≤ γ
N(
ln 1x
)N , 0 < x≪ 1 (γ ≥ 1),
where Φ˜N
(−1)
is the inverse of the conjugate Young function Φ˜N . To see this, first note that we
can write
Φ(t) = ΦN(t) = t (ln t)
N
, t ≥ e2N ,
and therefore
Φ′(t) = (ln t)N + tN (ln t)N−1
1
t
≥ (ln t)N , t ≥ e2N .
With s = Φ′(t), we then have
s ≥ (ln t)N for t ≥ e2N , i.e. (Φ′)−1 (s) = t ≤ es
1
N for s ≥ (2N)N ,
and thus
Φ˜′ (s) = (Φ′)−1 (s) ≤ es
1
N for s ≥ (2N)N ,
i.e. Φ˜(s) ≤ Ns1− 1N es
1
N for s ≥ (2N)N ,
since
d
ds
(
Ns1−
1
N es
1
N
)
= Ns1−
1
N es
1
N 1
N
s
1
N−1 +N
(
1− 1
N
)
s−
1
N es
1
N
= es
1
N + (N − 1) s− 1N es
1
N
= es
1
N
{
1 +
N − 1
s
1
N
}
≥ es
1
N ≥ d
ds
Φ˜ (s) .
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Since we only apply the bump ΦN for N close to 1, we will now assume that 1 < N ≤ 2, and
in order to estimate Φ˜−1(t), we write
t = Φ˜(s) ≤ Ns1− 1N es
1
N ;
ln t ≤ lnN +
(
1− 1
N
)
ln s+ s
1
N ≤ 2s 1N , for all s ≥ (2N)N ;
Φ˜−1(t) = s ≥
(
1
2
ln t
)N
, t ≥ e2N .
Then we note that
1
Φ˜−1( 1x )
≤ 1(
1
2 ln
1
x
)N = 2N(
ln 1x
)N , 0 < x < e−2N .
2. DeGiorgi iteration
In the next proposition we apply DeGiorgi iteration to a sequence of Orlicz Sobolev and Cac-
ciopoli inequalities involving a family of bump functions adapted to the strongly degenerate geome-
tries Fσ. Recall that the strongly degenerate geometries Fα have degeneracy function
f(x) = e−
1
xα , α > 0, x ≥ 0,
and that the family of bump functions {ΦN}N>1 is given by
(4.6) ΦN (t) ≡
{
t(ln t)N if t ≥ E = EN = e2N
(lnE)
N
t if 0 ≤ t ≤ E = EN = e2N .
Proposition 22. Assume that the Orlicz Sobolev norm inequality (3.1) holds with Φ = ΦN for
some N > 1 and superradius ϕ (r), and with a geometry F satisfying Definition 13.
(1) Then every weak subsolution u to Lu = φ in Ω, with L as in (1.1), (1.2), and A-admissible
φ, satisfies the inner ball inequality
(4.7) ‖u+‖L∞( 12B) ≤ AN (r)
(
1
|B|
∫
B
u2+
) 1
2
+ ‖φ‖X ,
(4.8) where AN (r) ≡ C1 exp
{
C2
(
ϕ(r)
r
) 1
N
}
,
for every ball B ⊂ Ω with radius r that is centered on the xn-axis. Here the constants C1
and C2 depend on N but not on r.
(2) Thus u is locally bounded above in Ω, since L is elliptic away from the xn-axis by the
structure conditions in Definition 13.
(3) In particular, weak solutions are locally bounded in Ω.
Proof. Without loss of generality, we may assume that B = B (0, r) is a ball centered at the
origin with radius r > 0. Let
{
ψj
}∞
j=1
be a standard sequence of Lipschitz cutoff functions at (0, r)
as in Definition 5 with γ = 1+ ε2 , and associated with the balls Bj ≡ B(0, rj) ⊃ suppψj+1, ψj = 1
on Bj , with r1 = r, r∞ ≡ limj→∞ rj = r2 , rj − rj+1 = cj1+ ε2 r for a uniquely determined constant
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c = cε, and
∥∥∇Aψj∥∥∞ . j1+ ε2r with ∇A as in (1.3) above (see Proposition 68 in [SaWh4] for more
detail). Following DeGiorgi ([DeG], see also [CaVa]), we consider the family of truncations
(4.9) uk = (u− Ck)+, Ck = τ ‖φ‖X
(
1− c (k + 1)−ε/2
)
,
and denote the L2 norm of the truncation uk by
(4.10) Uk ≡
∫
Bk
|uk|2dµ,
where dµ = dx|B(0,r)| =
dx
|B| is independent of k. Here we have introduced a parameter τ ≥ 1 that
will be used later for rescaling.
Using Ho¨lder’s inequality for Young functions we can write
(4.11)
∫ (
ψk+1uk+1
)2
dµ ≤ C|| (ψk+1uk+1)2 ||LΦ(Bk;µ) · ||1||LΦ˜({ψk+1uk+1>0};µ) ,
where the norms are taken with respect to the measure µ. For the first factor on the right we have,
using the Orlicz Sobolev inequality (3.1) and Cauchy-Schwartz inequality with δ to be determined
later,
|| (ψk+1uk+1)2 ||LΦ(Bk;µ) ≤ Cϕ(r)∫ ∣∣∇A (ψ2k+1u2k+1)∣∣ dµ = Cϕ(r)∫ ∣∣∇A (ψ2k+1u2k+1)∣∣ dµ
= Cϕ(r)
∫ ∣∣ψk+1uk+1∣∣ ∣∣∇A (ψk+1uk+1)∣∣ dµ
≤ δ
∫ ∣∣∇A (ψk+1uk+1)∣∣2 dµ+ Cδ ϕ(r)2
∫ (
ψ2k+1u
2
k+1
)
dµ.
We would now like to apply the Caccioppoli inequality (3.8) with an appropriate function v to
the first term on the right, and therefore we need to establish estimate (3.7). For that we observe
that
uk+1 > 0 =⇒ u > Ck+1 = τ ‖φ‖X
(
1− c (k + 2)−ε/2
)
(4.12)
=⇒ uk = (u− Ck)+ > cτ ‖φ‖X
[
(k + 1)
− ε2 − (k + 2)− ε2
]
,(4.13)
and
cτ ‖φ‖X
[
(k + 1)−
ε
2 − (k + 2)− ε2
]
= cτ ‖φ‖X (k + 1)−
ε
2
[
1−
(
k + 1
k + 2
) ε
2
]
= cτ ‖φ‖X (k + 1)−
ε
2
(
1− k + 1
k + 2
)
ε
2
θ
ε
2−1 where
k + 1
k + 2
< θ < 1
≥ ε
2
cτ ‖φ‖X (k + 1)−
ε
2
1
k + 2
(
k + 1
k + 2
) ε
2−1
≥ ε
2
cτ ‖φ‖X (k + 2)−1−
ε
2 .
This implies
‖φ‖X ≤
2
cτε
(k + 2)1+
ε
2 uk ≤ 2
cε
(k + 2)1+
ε
2 uk,
which is (3.7) with P = 2cε (k + 2)
1+ ε2 and v = uk. Note that we have used our assumption that
τ ≥ 1 in the display above.
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Thus by the Cacciopoli inequality (3.8) we have,∫ ∣∣∇A (ψk+1uk+1)∣∣2 dµ ≤ C (∥∥∇Aψk+1∥∥L∞ + 2cε (k + 2)1+ ε2
)2 ∫
Bk
(
u2k+1 + u
2
k
)
dµ
≤ C (k + 1)
2+ε
r2
∫
Bk
u2kdµ .
Finally, choosing δ = rϕ(r)
(k+1)1+
ε
2
, we obtain
|| (ψk+1uk+1)2 ||LΦ(Bk;µ) ≤ δC (k + 1)2+εr2
∫
Bk
u2kdµ+
C
δ
ϕ(r)2
∫ (
ψ2k+1u
2
k+1
)
dµ(4.14)
≤ Cϕ(r)
r
(k + 1)
1+ ε2
∫
Bk
u2kdµ .
For the second factor in (4.11) we claim
(4.15) ||1||LΦ˜({ψk+1uk+1>0}dµ) ≤ Γ
(∣∣∣{ψkuk > ε2c (k + 2)−1− ε2}∣∣∣µ
)
,
with the notation
(4.16) Γ (t) ≡ 1
Φ˜−1
(
1
t
) .
First recall
||f ||LΦ˜(X) ≡ inf
{
a :
∫
X
Φ˜
(
f
a
)
≤ 1
}
,
and note ∫
{ψk+1uk+1>0}
Φ˜
(
1
a
)
= Φ˜
(
1
a
) ∣∣{ψk+1uk+1 > 0}∣∣µ .
Now take
a = Γ
(∣∣{ψk+1uk+1 > 0}∣∣µ) ≡ 1
Φ˜−1
(
1
|{ψk+1uk+1>0}|µ
)
which obviously satisfies ∫
{ψk+1uk+1>0}
Φ˜
(
1
a
)
dµ = 1.
This gives
||1||LΨ˜({ψk+1uk+1>0}dµ) ≤ a = Γ
(∣∣{ψk+1uk+1 > 0}∣∣µ) ,
and to conclude (4.15) we only need to observe that{
ψk+1uk+1 > 0
} ⊂ {ψk+1uk > ε2cτ ‖φ‖X (k + 2)−1− ε2} ,
which follows from (4.12).
Next we use Chebyshev’s inequality to obtain
(4.17)
∣∣∣{ψk+1uk > ε2c (k + 2)−1− ε2}∣∣∣µ ≤ 4c2τ2 ‖φ‖2X ε2 (k + 2)2+ε
∫
(ψkuk)
2
dµ.
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Combining (4.11)-(4.17) we obtain∫ (
ψk+1uk+1
)2
dµ ≤ C|| (ψk+1uk+1)2 ||LΦ(Bk;µ) · ||1||LΦ˜({ψk+1uk+1>0};µ)
≤ Cϕ(r)
r
(k + 1)
1+ ε2
|B1|
∫
Bk
u2k · Γ
(∣∣∣{ψkuk > ε2c (k + 2)−1− ε2}∣∣∣µ
)
≤ Cϕ(r)
r
(k + 1)
1+ ε2
(∫
Bk
u2kdµ
)
Γ
(
4
c2τ2 ‖φ‖2X ε2
(k + 2)
2+ε
∫
(ψkuk)
2
dµ
)
= C
ϕ(r)
r
(k + 1)
1+ ε2
(∫
Bk
u2kdµ
)
Γ
(
4
c2τ2 ‖φ‖2X ε2
(k + 2)
2+ε
∫
(ψkuk)
2
dµ
)
,
or in terms of the quantities Uk,
Uk+1 ≤ Cϕ(r)
r
(k + 1)
1+ ε2 UkΓ
(
4
c2τ2 ‖φ‖2X ε2
(k + 2)
2+ε
Uk
)
(4.18)
= C
ϕ(r)
r
(k + 1)1+
ε
2 Uk
1
Φ˜−1
(
c2τ2‖φ‖2Xε2
4(k+2)2+εUk
) .
Now we use the estimate (4.5) on 1
Φ˜−1( 1x)
to determine the values of N and ε for which DeGiorgi
iteration provides local boundedness of weak subsolutions, i.e. for which Uk → 0 as k →∞ provided
U0 is small enough. From (4.5) and (4.18) we have
Uk+1 ≤ Cϕ(r)
r
(k + 1)
1+ ε2 Uk(
ln
c2τ2‖φ‖2Xε2
4
1
(k+2)(2+ε)Uk
)N ,
provided
4
c2τ2 ‖φ‖2X ε2
(k + 2)
(2+ε)
Uk < e
−2N ,
and using the notation
bk ≡ ln 1
Uk
,
we can rewrite this as
bk+1 ≥ bk − (1 + ε
2
) ln (k + 1)
+N ln
(
bk − (2 + ε) ln (k + 2)− ln 4
c2τ2 ‖φ‖2X ε2
)
− ln
(
C
ϕ(r)
r
)
,
for k ≥ 0, provided
c2τ2 ‖φ‖2X ε2
4
(k + 2)
−(2+ε) 1
Uk
> e2N ;
ln
c2τ2 ‖φ‖2X ε2
4
− (2 + ε) ln (k + 2) + bk > 2N ;
i.e.
(4.19) bk > (2 + ε) ln (k + 2) + γ, k ≥ 0.
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We now use induction to show that
Claim: Both (4.19) and
(4.20) bk ≥ b0 + k, k ≥ 0,
hold for b0 taken sufficiently large depending on 1 < N ≤ 2 and 0 < r < R.
Indeed, both (4.19) and (4.20) are trivial if k = 0 and b0 is large enough. Assume now that the
claim is true for some k ≥ 0. Then
bk+1 ≥ b0 + k + 1 +N ln
(
b0 + k − (2 + ε) ln (k + 2)− ln 4
c2τ2 ‖φ‖2X ε2
)
−(1 + ε
2
) ln (k + 1)− 1− ln
(
C
ϕ(r)
r
)
.
Now for 2 ≥ N > 1 + ε2 we have
N ln
(
b0 + k − (2 + ε) ln (k + 2)− ln 4
c2τ2 ‖φ‖2X ε2
)
−(1+ε
2
) ln (k + 1)−1−ln
(
C
ϕ(r)
r
)
→∞, as k →∞
and therefore for b0 sufficiently large depending on N and r, we obtain
N ln
(
b0 + k − (2 + ε) ln (k + 2)− ln 4
c2τ2 ‖φ‖2X ε2
)
−(1+ε
2
) ln (k + 1)−1−ln
(
C
ϕ(r)
r
)
≥ 0, ∀ k ≥ 1,
which gives (4.20) for k + 1,
bk+1 ≥ b0 + k + 1,
and also (4.19) for k + 1,
bk+1 ≥ b0 + k + 1 > (2 + ε) ln 2 + γ + k + 1
≥ (2 + ε) ln (k + 3) + γ.
We note that it is sufficient to require
(4.21) b0 ≥ AN
(
ϕ(r)
r
) 1
N
+ ln
4
c2τ2 ‖φ‖2X ε2
for AN sufficiently large depending on N . This completes the proof of the induction step and
therefore bk →∞ as k →∞, or Uk → 0 as k →∞, provided U0 = e−b0 is sufficiently small.
Altogether, we have shown that
u∞ = (u− τ ‖φ‖X)+ = 0 on B∞ = B
(
0,
r
2
)
=
1
2
B (0, r) ,
and thus that
(4.22) u ≤ τ ‖φ‖X on B∞ ,
provided U0 =
∫
B
|u0|2dµ = 1|B|
∫
B
|u0|2 is sufficiently small. From (4.21) it follows that it is
sufficient to require
(4.23)
√
1
|B|
∫
B
|u0|2 = e− 12 b0 ≤ τ ‖φ‖X
cε
2
exp
(
−AN
(
ϕ(r)
r
) 1
N
)
= ηN (r)τ ‖φ‖X ,
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where CN is the constant in (4.21) and
ηN (r) ≡
cε
2
exp
{
−AN
2
(
ϕ(r)
r
) 1
N
}
.
To recover the general case we now consider two cases,
√
1
|B|
∫
B
|u0|2 ≤ ηN (r) ‖φ‖X and√
1
|B|
∫
B
|u0|2 > ηN (r) ‖φ‖X . In the first case we obtain that (4.23) holds with τ = 1 and thus
||u+||L∞( 12B) ≤ ‖φ‖X .
In the second case, when
√
1
|B|
∫
B |u0|2 > ηN (r) ‖φ‖X , we let τ =
√
1
|B|
∫
B
|u0|2
ηN (r)‖φ‖X > 1 so that (4.23)
holds, and then from (4.22) we get
||u+||L∞( 12B) ≤
√
1
|B|
∫
B
|u0|2
ηN (r)
.
Altogether this gives
||u+||L∞( 12B) ≤ ‖φ‖X +AN (r)
√
1
|B|
∫
B
|u0|2,
where
AN (r) =
1
ηN (r)
= C1 exp
(
C2
(
ϕ (r)
r
) 1
N
)
,
and where the constants C1 and C2 depend on N , but do not depend on r. 
The following corollary makes the somewhat trivial observation that we may replace the factor
1
|3B| with the much smaller factor
1
|B| at the expense of replacing the constant AN (r) with the much
larger constant AN (3r). This turns out to be a convenient renormalization of the local boundedness
inequality and will be used to prove a continuity theorem in the subsequent paper.
Corollary 23 (of the proof). Suppose all the assumptions of Proposition 22 are satisfied.
Then
(4.24) ‖u+‖L∞( 12B) ≤ AN (3r)
(
1
|3B|
∫
B
u2+
) 1
2
+ ‖φ‖X ,
with AN as in (4.8).
Proof. The standard cutoff functions {ψk} defined in the proof of Proposition 4.7 can also
be considered as cutoff functions supported on 3B = B(0, 3r). Thus we can repeat the proof of the
proposition but applying the Orlicz Sobolev inequality relative to 3B instead of B. This results
in changing the measure dµ = dx|B| to the measure dµ =
dx
|3B| , and in changing the superradius
ratio ϕ(r)r to
ϕ(3r)
3r . The remaining estimates are unchanged since the cutoff functions are still only
supported inside B, so the regions of integration remain unchanged. 

CHAPTER 5
Maximum principle
Now we turn to the abstract maximum principle for weak subsolutions under a very weak
assumption on the geometry F . Namely, we will assume that f(x) 6= 0 if x 6= 0, and that F satisfies
the five geometric structure conditions in Definition 13. We need the following Orlicz Sobolev
inequality
(5.1) ‖w‖LΦ(Ω) ≤ ϕ (Ω) ‖∇Aw‖L1(Ω) , w ∈
(
W 1,2A
)
0
(Ω)
where the assumptions on the bump Φ are very mild. We will use the following simple lemma.
Lemma 24. Let Φ(t) be a Young function that satisfies
(5.2)
Φ(t)
t
→∞, as t→∞,
and let Φ˜(t) its convex conjugate. Define
Γ (s) ≡ 1
Φ˜−1
(
1
s
) ,
h(t) ≡ − lnΓ (e−t) .
Then we have
(5.3) h(t)→∞, as t→∞.
Proof. First note that from the definitions of h and Ψ˜, (5.3) is equivalent to requiring
Γ(s)→ 0, as s→ 0⇐⇒ Φ˜−1(t)→∞, as t→∞.
Now recall
Φ˜′(t) = (Φ′)−1 (t)
and note that
(Φ′)−1 (t)→∞, as t→∞ ⇐⇒ Φ′(t)→∞, as t→∞.
Thus to show (5.3) it is sufficient to show Φ′(t)→∞ as t→∞. From a simple integration by parts
we get
Φ′(t) =
Φ(t)
t
+
1
t
∫ t
0
xΦ′′(x)dx.
Thus from convexity of Φ and condition (5.2), we obtain the required estimate. 
Theorem 25. Let Ω be a domain in the plane and assume the general Orlicz Sobolev inequality
(5.1) holds. Assume that u is a weak subsolution to Lu = φ in Ω with A-admissible φ, and that u
is bounded on the boundary ∂Ω. Then the following maximum principle holds,
sup
Ω
u ≤ sup
∂Ω
u+ C ‖φ‖X(Ω) ,
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and in particular u is globally bounded.
Proof. By proceeding as in Chapter 4 we can see that uk ≡ 0 for all k on ∂Ω, so we can
formally take ψk ≡ 1 for all k. Also taking ε = 1 this leads to inequality (4.18) being replaced by
the following inequality
Uk+1 . CUkΓ
(
C(k + 2)3Uk
)
with a constant C independent of k, where Uk =
∫
Ω |uk|2. Recalling the notation bk ≡ − lnUk, we
have
bk+1 ≥ bk − lnC − ln Γ
(
e−bk+3 ln(k+2)+ln(4c
2)
)
Now denote
h(t) ≡ − lnΓ (e−t) .
It follows from (4.16), (5.2) and Lemma 24 that
(1) h > 0,
(2) h is increasing,
(3) h(t)→∞ as t→∞
With this notation
bk+1 ≥ bk − lnC + h(bk − 3 ln(k + 2)− ln(4c2)).
We now prove by induction that bk ≥ b0 + k for b0 large enough depending only on h. Indeed, the
claim is obvious for k = 0. Assume the claim is true for k. Then
bk+1 ≥ b0+k−lnC+h(b0+k−3 ln(k+2)−ln(4c2)) = b0+k+1+
(
h(b0 + k − 3 ln(k + 2)− ln(4c2))− lnC − 1
)
.
By our assumptions on h we have
h(b0 + k − 3 ln(k + 2)− ln(4c2))− lnC − 1→∞, as k →∞,
and it is an increasing function of b0. Therefore, by choosing b0 large enough depending on h we
can guarantee
h(b0 + k − 3 ln(k + 2)− ln(4c2))− lnC − 1 > 0, for all k,
and thus
bk+1 ≥ b0 + k + 1.
This concludes the proof of the induction step, and therefore we get
bk →∞, as k →∞,
Uk → 0, as k →∞,
and the maximum principle and global boundedness follow. 
Part 3
Geometric theory
In this third part of the paper, we turn to the problem of finding specific geometric conditions
on the structure of our equations that permit us to prove the Orlicz Sobolev inequality needed
to apply the abstract theory in Part 2 above. The first chapter here deals with basic geometric
estimates for a specific family of geometries, which are then applied in the next chapter to obtain the
needed Orlicz Sobolev inequality. Finally, in the third chapter in this part we prove our geometric
theorems on local boundedness and the maximum principle for weak solutions.
CHAPTER 6
Infinitely degenerate geometries
In this first chapter of the third part of the paper, we begin with degenerate geometries in the
plane, the properties of their geodesics and balls, and the associated subrepresentation inequalities.
The final chapter will treat higher dimensional geometries. Recall from (2.3) that we are considering
the inverse metric tensor given by the 2× 2 diagonal matrix
A =
[
1 0
0 f (x)
2
]
.
Here the function f (x) is an even twice continuously differentiable function on the real line R with
f(0) = 0 and f ′(x) > 0 for all x > 0. The A-distance dt is given by
dt2 = dx2 +
1
f (x)
2 dy
2.
This distance coincides with the control distance as in [SaWh4], etc. since a vector v is subunit for
an invertible symmetric matrix A, i.e. (v · ξ)2 ≤ ξtrAξ for all ξ, if and only if vtrA−1v ≤ 1. Indeed,
if v is subunit for A, then(
vtrA−1v
)2
=
(
v · A−1v)2 ≤ (A−1v)trAA−1v = vtrA−1v,
and for the converse, Cauchy-Schwarz gives
(v · ξ)2 = (vtrξ)2 = (vtrA−1Aξ)2 ≤ (vtrA−1AA−1v) (ξtrAξ) = (vtrA−1v) (ξtrAξ) .
1. Calculation of the A-geodesics
We now compute the equation satisfied by an A-geodesic γ passing through the origin. A
geodesic minimizes the distance
∫ x0
0
√√√√
1 +
(
dy
dx
)2
f2
dx, where (x, y) is on γ,
and so the calculus of variations gives the equation
d
dx
 dydx
f2
√
1 +
( dydx )
2
f2
 = 0.
Consequently, the function
λ =
f2
√
1 +
( dydx )
2
f2
dy
dx
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is actually a positive constant conserved along the geodesic y = y (x) that satisfies
λ2 =
f2
[
f2 +
(
dy
dx
)2]
(
dy
dx
)2 =⇒ (λ2 − f2)(dydx
)2
= f4.
Thus if γ0,λ denotes the geodesic starting at the origin going in the vertical direction for x > 0,
and parameterized by the constant λ, we have λ = f (x) if and only if dydx = ∞. For convenience
we temporarily assume that f is defined on (0,∞). Thus the geodesic γ0,λ turns back toward the
y-axis at the unique point (X (λ) , Y (λ)) on the geodesic where λ = f (X (λ)), provided of course
that λ < f (∞) ≡ supx>0 f (x). On the other hand, if λ > f (∞), then dydx is essentially constant
for x large and the geodesics γ0,λ for λ > f (∞) look like straight lines with slope f(∞)
2√
λ2−f(∞)2
for x
large. Finally, if λ = f (∞), then the geodesic γ0,λ has slope that blows up at infinity.
Definition 26. We refer to the parameter λ as the turning parameter of the geodesic γ0,λ,
and to the point T (λ) = (X (λ) , Y (λ)) as the turning point on the geodesic γ0,λ.
Summary 27. We summarize the turning behaviour of the geodesic γ0,λ as the turning param-
eter λ decreases from ∞ to 0:
(1) When λ =∞ the geodesic γ0,∞ is horizontal,
(2) As λ decreases from ∞ to f (∞), the geodesics γ0,λ are asymptotically lines whose slopes
increase to infinity,
(3) At λ = f (∞) the geodesic γ0,f(∞) has slope that increases to infinity as x increases,
(4) As λ decreases from f (∞) to 0, the geodesics γ0,λ are turn back at X (λ) = f−1 (λ), and
return to the y-axis in a path symmetric about the line y = Y (λ).
Solving for dydx we obtain the equation
dy
dx
=
±f2 (x)√
λ2 − f (x)2
.
Thus the geodesic γ0,λ that starts from the origin going in the vertical direction for x > 0, and
with turning parameter λ, is given by
y =
∫ x
0
f (u)
2√
λ2 − f (u)2
du, x > 0.
Since the metric is invariant under vertical translations, we see that the geodesic γη,λ (t) whose lower
point of intersection with the y-axis has coordinates (0, η), and whose positive turning parameter
is λ, is given by the equation
y = η +
∫ x
0
f (u)
2√
λ2 − f (u)2
du, x > 0.
Thus the entire family of A-geodesics in the right half plane is
{
γη,λ
}
parameterized by (η, λ) ∈
(−∞,∞)×(0,∞], where when λ =∞, the geodesic γη,∞ (t) is the horizontal line through the point
(0, η).
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2. Calculation of A-arc length
Let dt denote A-arc length along the geodesic γ0,λ and let ds denote Euclidean arc length along
γ0,λ.
Lemma 28. For 0 < x < X (λ) and (x, y) on the lower half of the geodesic γ0,λ we have
dy
dx
=
f (x)
2√
λ2 − f (x)2
,
dt
dx
(x, y) =
λ√
λ2 − f (x)2
,
dt
ds
(x, y) =
λ√
λ2 − f(x)2 [1− f(x)2]
.
Proof. First we note that y =
∫ x
0
f(u)2√
λ2−f2(u)du implies
dy
dx =
f(x)2√
λ2−f(x)2
. Thus from dt2 =
dx2 + 1
f(x)2
dy2 we have(
dt
dx
)2
= 1 +
1
f (x)
2
(
dy
dx
)2
= 1 +
1
f (x)
2
(
dy
dx
)2
= 1 +
1
f (x)
2
f (x)
4
λ2 − f (x)2 =
λ2
λ2 − f (x)2 .
Then the density of t with respect to s at the point (x, y) on the lower half of the geodesic γ0,λ is
given by
dt
ds
=
dt
dx
ds
dx
=
λ√
λ2−f(x)2√
1 +
(
dy
dx
)2 =
λ√
λ2−f(x)2√
1 + f(x)
4
λ2−f(x)2
=
λ√(
λ2 − f (x)2
)(
1 + f(x)
4
λ2−f(x)2
) = λ√
λ2 − f (x)2 + f (x)4
=
λ√
λ2 − f (x)2
[
1− f (x)2
] .

Thus at the y-axis when x = 0, we have dtds = 1, and at the turning point T (λ) = (X (λ) , Y (λ))
of the geodesic, when λ2 = f(x)2, we have dtds =
1
λ =
1
f(x) . This reflects the fact that near the y axis,
the geodesic is nearly horizontal and so the metric arc length is close to Euclidean arc length; while
at the turning point for λ small, the density of metric arc length is large compared to Euclidean
arc length since movement in the vertical direction meets with much resistance when x is small.
In order to make precise estimates of arc length, we will need to assume some additional
properties on the function f (x) when |x| is small.
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Assumptions: Fix R > 0 and let F (x) = − ln f (x) for 0 < x < R, so that
f (x) = e−F (|x|), 0 < |x| < R.
We assume the following for some constants C ≥ 1 and 0 < ε < 1:
(1) limx→0+ F (x) = +∞;
(2) F ′ (x) < 0 and F ′′ (x) > 0 for all x ∈ (0, R);
(3) 1C |F ′ (r)| ≤ |F ′ (x)| ≤ C |F ′ (r)| , 12r < x < 2r < R;
(4) 1−xF ′(x) is increasing in the interval (0, R) and satisfies
1
−xF ′(x) ≤ 1ε for x ∈ (0, R);
(5) F
′′(x)
−F ′(x) ≈ 1x for x ∈ (0, R).
These assumptions have the following consequences.
Lemma 29. Suppose that R, f and F are as above.
(1) If 0 < x1 < x2 < R, then we have
F (x1) > F (x2) + ε ln
x2
x1
, equivalently f (x1) <
(
x1
x2
)ε
f (x2) .
(2) If x1, x2 ∈ (0, R) and max
{
εx1, x1 − 1|F ′(x1)|
}
≤ x2 ≤ x1 + 1|F ′(x1)| , then we have
|F ′ (x1)| ≈ |F ′ (x2)| ,
f (x1) ≈ f (x2) .
(3) If x ∈ (0, R), then we have
F ′′ (x)
|F ′ (x)|2 ≈
1
−xF ′ (x) . 1.
Proof. Assumptions (2) and (4) give |F ′ (x1)| > εx , and so we have
F (x1)− F (x2) >
∫ x2
x1
ε
x
dx = ε ln
x2
x1
,
which proves Part (1) of the lemma. Without loss of generality, assume now that x1 ≤ x2 ≤
x1+
1
|F ′(x1)| . Then by Assumption (4) we also have x1 ≤ x2 ≤
(
1 + 1ε
)
x1, and then by Assumption
(3), the first assertion in Part (2) of the lemma holds, and with the bound,
F (x1)− F (x2) =
∫ x2
x1
−F ′ (x) dx
≈ |F ′ (x1)| (x2 − x1) ≤ 1.
From this we get
1 ≤ f (x2)
f (x1)
= eF (x1)−F (x2) . 1,
which proves the second assertion in Part (2) of the lemma. Finally, Assumptions (4) and (5) give
F ′′ (x)
|F ′ (x)|2 =
F ′′ (x)
−F ′ (x)
1
−F ′ (x) ≈
1
x
1
−F ′ (x) . 1,
which proves Part (3) of the lemma. 
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Lemma 30. Suppose λ > 0, 0 < x < X (λ) and
y =
∫ x
0
f (u)
2√
λ2 − f2 (u)
du.
Then (x, y) lies on the lower half of the geodesic γ0,λ and
y ≈ f (x)
2
λ |F ′ (x)| .
Proof. Using first that f(u)
2√
λ2−f2(u) is increasing in u, and then that F (u) = − ln f (u), we have
y =
∫ x
0
f (u)2√
λ2 − f (u)2
du ≈
∫ x
x
2
f (u)2√
λ2 − f (u)2
du =
∫ x
x
2
1
−2F ′ (u)
[
f (u)
2
]′
√
λ2 − f (u)2
du,
and then using Assumption (3) we get
y ≈ 1−F ′ (x)
∫ x
x
2
[
f (u)2
]′
du
2
√
λ2 − f (u)2
=
1
−F ′ (x)
∫ f(x)2
f(x2 )
2
dv
2
√
λ2 − v
.
Now from Part (1) of Lemma 29 we obtain f
(
x
2
)2
<
(
1
2
)2ε
f (x)
2
and so
y ≈ 1−F ′ (x)
∫ f(x)2
0
dv
2
√
λ2 − v
=
λ−
√
λ2 − f (x)2
−F ′ (x) ≈
f (x)
2
λ |F ′ (x)| ,
where the final estimate follows from 1−√1− t = t
1+
√
1−t ≈ t, 0 < t < 1, with t =
f(x)2
λ2
. 
Remark 31. We actually have the upper bound y ≤ f(x)2λ|F ′(x)| since F ′′ (x) > 0. Indeed, then
1
−F ′(x) is increasing and for f (x) < λ we have
y =
∫ x
0
f (u)
2√
λ2 − f (u)2
du =
∫ x
0
1
−2F ′ (u)
[
f (u)
2
]′
√
λ2 − f (u)2
du
≤ 1−F ′ (x)
∫ x
0
[
f (u)
2
]′
2
√
λ2 − f (u)2
du =
f (x)
2
−λF ′ (x) .
Now we can estimate the A-arc length of the geodesic γ0,λ between the two points P0 = (0, 0)
and P1 = (x1, y1) where 0 < x1 < X (λ) and
y1 =
∫ x1
0
f (u)
2√
λ2 − f2 (u)
du.
We have the formula
d (P0, P1) =
∫ P1
P0
dt =
∫ P1
P0
dt
dx
dx =
∫ x1
0
λ√
λ2 − f (x)2
dx,
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from which we obtain x1 < d (P0, P1).
Lemma 32. With notation as above we have
x1 < d (P0, P1) ≤ d ((0, 0) , (x1, 0)) + d ((x1, 0) , (x1, y1)) ;
d ((0, 0) , (x1, 0)) = x1 ,
d ((x1, 0) , (x1, y1)) ≤ f (x1)−λF ′ (x1) ≤
1
−F ′ (x1) <
1
ε
x1 .
In particular we have d (P0, P1) ≈ x1.
Proof. From Remark 31 we have
d ((x1, 0) , (x1, y1)) ≤ y1
f (x1)
≤ f (x1)−λF ′ (x1) ,
and then we use f (x1) ≤ λ and Assumption (4). 
Corollary 33. |F ′ (d (P0, P1))| ≈ |F ′ (x1)| and f (d (P0, P1)) ≈ f (x1).
Proof. Combine Part (2) of Lemma 29 with Lemma 32. 
3. Integration over A-balls and Area
Here we investigate properties of the A-ball B (0, r0) centered at the origin 0 with radius r0 > 0:
B (0, r0) ≡
{
x ∈ R2 : d (0, x) < r0
}
, r0 > 0.
For this we will use ‘A-polar coordinates’ where d (0, (x, y)) plays the role of the radial variable, and
the turning parameter λ plays the role of the angular coordinate. More precisely, given Cartesian
coordinates (x, y), the A-polar coordinates (r, λ) are given implicitly by the pair of equations
r =
∫ x
0
λ√
λ2 − f (u)2
du ,(6.1)
y =
∫ x
0
f (u)
2√
λ2 − f (u)2
du .
In this section we will work out the change of variable formula for the quarter A-ball QB(0, r0)
lying in the first quadrant. See Figure 1.
Definition 34. Let λ ∈ (0,∞). The geodesic with turning parameter λ first moves to the right
and then curls back at the turning point T (λ) = (X (λ) , Y (λ)) when x = X (λ) ≡ f−1 (λ). If R (λ)
denotes the A-arc length from the origin to the turning point T (λ), we have
R (λ) ≡ d (0, T (λ)) =
∫ X(λ)
0
λ√
λ2 − f (u)2
du,
Y (λ) =
∫ X(λ)
0
f (u)2√
λ2 − f (u)2
du.
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Figure 1. A first quadrant view of a control ball centered at the origin.
The two parts of the geodesic γ0,λ,cut at the point T (λ), have different equations:
(6.2) y =

∫ x
0
f(u)2√
λ2−f(u)2
du when y ∈ [0, Y (λ)]
2Y (λ)− ∫ x
0
f(u)2√
λ2−f(u)2
du when y ∈ [Y (λ) , 2Y (λ)] .
We define the region covered by the first equation for the geodesics to be Region 1, and the region
covered by the second equation for the geodesics to be Region 2. They are separated by the curve
y = Y (f(x)). We now calculate the first derivative matrix
[
∂x
∂r
∂x
∂λ
∂y
∂r
∂y
∂λ
]
and the Jacobian ∂(x,y)∂(r,λ) in
Regions 1 and 2 separately.
3.1. Region 1. Applying implicit differentiation to the first equation in (6.1), we have
1 =
∂r
∂r
=
∂x
∂r
· λ√
λ2 − f (x)2
,
0 =
∂r
∂λ
=
∂x
∂λ
· λ√
λ2 − f (x)2
+
∫ x
0
∂
∂λ
 λ√
λ2 − f (u)2
 du,
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where
∂
∂λ
 λ√
λ2 − f (u)2
 = 1 ·
√
λ2 − f (u)2 − λ · 2λ
2
√
λ2−f(u)2
λ2 − f (u)2 =
−f (u)2(
λ2 − f (u)2
) 3
2
.
Thus we have
∂x
∂r
=
√
λ2 − f (x)2
λ
,
∂x
∂λ
=
√
λ2 − f (x)2
λ
·
∫ x
0
f (u)
2(
λ2 − f (u)2
) 3
2
du.
Applying implicit differentiation to the second equation in (6.1), we have
∂y
∂r
=
∂x
∂r
· f (x)
2√
λ2 − f (x)2
;
∂y
∂λ
=
∂x
∂λ
· f (x)
2√
λ2 − f (x)2
+
∫ x
0
∂
∂λ
 f (u)2√
λ2 − f (u)2
 du
=
∂x
∂λ
· f (x)
2√
λ2 − f (x)2
+
∫ x
0
−λf (u)2(
λ2 − f (u)2
) 3
2
du
Plugging the equation for ∂x∂λ into these equations, we obtain
∂y
∂r
=
f (x)
2
λ
,
∂y
∂λ
=
f (x)
2 − λ2
λ
·
∫ x
0
f (u)
2(
λ2 − f (u)2
) 3
2
du,
and this completes the calculation of the first derivative matrix
[
∂x
∂r
∂x
∂λ
∂y
∂r
∂y
∂λ
]
.
Now we can calculate the Jacobian
∂ (x, y)
∂ (r, λ)
= det

√
λ2−f(x)2
λ
√
λ2−f(x)2
λ ·
∫ x
0
f(u)2
(λ2−f(u)2)
3
2
du
f(x)2
λ
f(x)2−λ2
λ ·
∫ x
0
f(u)2
(λ2−f(u)2)
3
2
du

= −
√
λ2 − f (x)2
∫ x
0
f (u)
2(
λ2 − f (u)2
) 3
2
du.
3. INTEGRATION OVER A-BALLS AND AREA 41
In addition we have∫ x
0
f (u)2(
λ2 − f (u)2
) 3
2
du ≈
∫ x
x/2
f (u)2(
λ2 − f (u)2
) 3
2
du =
∫ x
x/2
d
du
[
f (u)
2
]
· f(u)2f ′(u)(
λ2 − f (u)2
) 3
2
du,
where
f (u)
2f ′ (u)
=
1
−2F ′ (u) ≈
1
−F ′ (x) ,
and so we have ∫ x
0
f (u)2(
λ2 − f (u)2
) 3
2
du ≈ 1−F ′ (x)
∫ f(x)2
f(x2 )
2
1(
λ2 − v) 32 dv.
By Part (1) of Lemma 29, we have f
(
x
2
)
<
(
1
2
)ε
f (x), and as a result, we obtain∫ x
0
f (u)
2(
λ2 − f (u)2
) 3
2
du ≈ 1−F ′ (x)
∫ f(x)2
0
1(
λ2 − v) 32 dv ≈ 1−F ′ (x)
 1√
λ2 − f (x)2
− 1
λ
 .
Altogether we have the estimate
(6.3)
∣∣∣∣∂ (x, y)∂ (r, λ)
∣∣∣∣ ≈ 1−F ′ (x) · λ−
√
λ2 − f (x)2
λ
≈ f (x)
2
λ2 |F ′ (x)| .
From Corollary 33, we also have
(6.4)
∣∣∣∣∂ (x, y)∂ (r, λ)
∣∣∣∣ ≈ f (r)2λ2 |F ′ (r)| .
3.2. Region 2. In Region 2 we have the following pair of formulas:
r = 2R (λ)−
∫ x
0
λ√
λ2 − f (u)2
du ,(6.5)
y = 2Y (λ)−
∫ x
0
f (u)
2√
λ2 − f (u)2
du .
where we recall that R (λ) =
∫X(λ)
0
λ√
λ2−f(u)2
du is the arc length of the geodesic γ0,λ from the
origin 0 to the turning point T (λ). Before proceeding, we calculate the derivative of Y (λ). We
note that due to cancellation, the derivative R′ (λ) does not explicitly enter into the formula for
the Jacobian ∂(x,y)∂(r,λ) below, so we defer its calculation for now.
Lemma 35. The derivative of Y (λ) is given by
Y ′ (λ) =
∫ f−1(λ)
0
F ′′ (u)
|F ′ (u)|2
λ√
λ2 − f (u)2
du.
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Proof. Integrating by parts we obtain
Y (λ) =
∫ f−1(λ)
0
−f (u)
f ′ (u)
· d
du
√
λ2 − f (u)2du
=
∫ f−1(λ)
0
1
F ′ (u)
· d
du
√
λ2 − f (u)2du
= −
∫ f−1(λ)
0
√
λ2 − f (u)2 · d
du
1
F ′ (u)
du
=
∫ f−1(λ)
0
F ′′ (u)
|F ′ (u)|2
√
λ2 − f (u)2du,
and so from λ2 − f (f−1 (λ))2 = 0, we have
Y ′ (λ) = 0 +
∫ f−1(λ)
0
F ′′ (u)
|F ′ (u)|2
λ√
λ2 − f (u)2
du.

Applying implicit differentiation to the first equation in (6.5), we have
1 =
∂r
∂r
= −∂x
∂r
· λ√
λ2 − f (x)2
,
0 =
∂r
∂λ
= 2R′ (λ)− ∂x
∂λ
· λ√
λ2 − f (x)2
−
∫ x
0
∂
∂λ
 λ√
λ2 − f (u)2
 du,
where
∂
∂λ
 λ√
λ2 − f (u)2
 = 1 ·
√
λ2 − f (u)2 − λ · 2λ
2
√
λ2−f(u)2
λ2 − f (u)2 =
−f (u)2(
λ2 − f (u)2
) 3
2
.
Thus we have
∂x
∂r
= −
√
λ2 − f (x)2
λ
,
∂x
∂λ
=
2
√
λ2 − f (x)2
λ
L′ (λ) +
√
λ2 − f (x)2
λ
·
∫ x
0
f (u)
2(
λ2 − f (u)2
) 3
2
du.
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Applying implicit differentiation to the second equation in (6.5), we have
∂y
∂r
= −∂x
∂r
· f (x)
2√
λ2 − f (x)2
;
∂y
∂λ
= 2Y ′ (λ)− ∂x
∂λ
· f (x)
2√
λ2 − f (x)2
−
∫ x
0
∂
∂λ
 f (u)2√
λ2 − f (u)2
 du
= 2Y ′ (λ)− ∂x
∂λ
· f (x)
2√
λ2 − f (x)2
−
∫ x
0
−λf (u)2(
λ2 − f (u)2
) 3
2
du
Plugging the equation for ∂x∂λ above into these equations, we have
∂y
∂r
=
f (x)
2
λ
,
∂y
∂λ
= 2Y ′ (λ)− 2f (x)
2
λ
R′ (λ) +
λ2 − f (x)2
λ
·
∫ x
0
f (u)2(
λ2 − f (u)2
) 3
2
du.
Thus the Jacobian is given by
∂ (x, y)
∂ (r, λ)
= det
−
√
λ2−f(x)2
λ
2
√
λ2−f(x)2
λ R
′ (λ) +
√
λ2−f(x)2
λ ·
∫ x
0
f(u)2
(λ2−f(u)2)
3
2
du
f(x)2
λ 2Y
′ (λ)− 2f(x)2λ R′ (λ) + λ
2−f(x)2
λ ·
∫ x
0
f(u)2
(λ2−f(u)2)
3
2
du

= det
−
√
λ2−f(x)2
λ
√
λ2−f(x)2
λ ·
∫ x
0
f(u)2
(λ2−f(u)2)
3
2
du
f(x)2
λ 2Y
′ (λ) + λ
2−f(x)2
λ ·
∫ x
0
f(u)2
(λ2−f(u)2)
3
2
du

=−
√
λ2 − f (x)2

∫ x
0
f (u)
2(
λ2 − f (u)2
) 3
2
du+
2
λ
Y ′ (λ)

=−
√
λ2 − f (x)2

∫ x
0
f (u)
2(
λ2 − f (u)2
) 3
2
du+
2
λ
∫ f−1(λ)
0
F ′′ (u)
|F ′ (u)|2
λ√
λ2 − f (u)2
du

=−
√
λ2 − f (x)2

∫ x
0
f (u)
2(
λ2 − f (u)2
) 3
2
du+
∫ f−1(λ)
0
F ′′ (u)
|F ′ (u)|2 ·
2√
λ2 − f (u)2
du
 .
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In fact, we have∫ x
0
f (u)
2(
λ2 − f (u)2
) 3
2
du =
∫ x
0
f (u)
f ′ (u)
· d
du
 1√
λ2 − f (u)2
 du
=
∫ x
0
1
−F ′ (u) ·
d
du
 1√
λ2 − f (u)2
 du
=
1
−F ′ (x) ·
1√
λ2 − f (x)2
−
∫ x
0
1√
λ2 − f (u)2
· d
du
[
1
−F ′ (u)
]
du
=
1
−F ′ (x) ·
1√
λ2 − f (x)2
−
∫ x
0
1√
λ2 − f (u)2
· F
′′ (u)
|F ′ (u)|2 du
As a result, we have within a factor of 2,∣∣∣∣∂ (x, y)∂ (r, λ)
∣∣∣∣ ≈√λ2 − f (x)2
 1−F ′ (x) · 1√
λ2 − f (x)2
+
∫ f−1(λ)
0
F ′′ (u)
|F ′ (u)|2 ·
1√
λ2 − f (u)2
du

=
1
−F ′ (x) +
√
λ2 − f (x)2
∫ f−1(λ)
0
F ′′ (u)
|F ′ (u)|2 ·
1√
λ2 − f (u)2
du.(6.6)
By Assumption (5), we have∫ f−1(λ)
0
F ′′ (u)
|F ′ (u)|2 ·
1√
λ2 − f (u)2
du ≈
∫ f−1(λ)
0
1
−uF ′ (u) ·
1√
λ2 − f (u)2
du.
By Assumptions (3) and (4), the function 1−uF ′(u) increases and satisfies the doubling property, and
so ∫ f−1(λ)
0
F ′′ (u)
|F ′ (u)|2 ·
1√
λ2 − f (u)2
du ≈ 1−f−1 (λ)F ′ (f−1 (λ))
∫ f−1(λ)
0
1√
λ2 − f (u)2
du
=
1
−f−1 (λ)F ′ (f−1 (λ))
R (λ)
λ
≃ 1−λF ′ (f−1 (λ))(6.7)
since R (λ) ≈ f−1 (λ) by Lemma 32. Finally we can combine (6.6) and (6.7) to obtain∣∣∣∣∂ (x, y)∂ (r, λ)
∣∣∣∣ ≈ 1−F ′ (x) +
√
λ2 − f (x)2
λ
· 1−F ′ (f−1 (λ)) ≈
1
−F ′ (f−1 (λ)) .
According to Corollary 33, we also have∣∣∣∣∂ (x, y)∂ (r, λ)
∣∣∣∣ ≈ 1−F ′(R (λ)) .
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3.3. Integral of Radial Functions. Summarizing our estimates on the Jacobian we have∣∣∣∣∂ (x, y)∂ (r, λ)
∣∣∣∣ ≈

f(r)2
λ2|F ′(r)| ≃ f(x)
2
λ2|F ′(x)| when r < R (λ)
1
|F ′(f−1(λ))| ≃ 1|F ′(R(λ))| when R (λ) < r < 2R (λ)
.
Therefore we have the following change of variable formula for nonnegative functions w:∫∫
QB(0,r0)
wdxdy =
∫ r0
0
[∫ ∞
R−1( r2 )
w
∣∣∣∣∂(x, y)∂(r, λ)
∣∣∣∣ dλ
]
dr
≈
∫ r0
0
[∫ R−1(r)
R−1( r2 )
w (r, λ)
1
|F ′ (R (λ))|dλ+
∫ ∞
R−1(r)
w (r, λ)
f (r)
2
λ2 |F ′ (r)|dλ
]
dr
≈
∫ r0
0
[∫ R−1(r)
R−1( r2 )
w(r, λ)
1
|F ′(r)|dλ +
∫ ∞
R−1(r)
w(r, λ)
f2(r)
λ2|F ′(r)|dλ
]
dr
If w is a radial function, then we have∫∫
QB(0,r0)
wdxdy ≈
∫ r0
0
w (r)
[∫ R−1(r)
R−1( r2 )
1
|F ′ (r)|dλ+
∫ ∞
R−1(r)
f (r)
2
λ2 |F ′ (r)|dλ
]
dr
≈
∫ r0
0
w (r)
[
R−1 (r) −R−1 ( r2)
|F ′ (r)| +
f (r)
2
R−1 (r) |F ′ (r)|
]
dr.
From Corollary 33, we have R−1 (r) ≃ f (r), and so we have
(6.8)
∫∫
B(0,r0)
w (r) dxdy ≈
∫ r0
0
w (r)
f (r)
|F ′ (r)|dr.
Conclusion 36. The area of the A-ball B (0, r0) satisfies
(6.9) |B (0, r0)| =
∫∫
B(0,r0)
dxdy ≈
∫ r0
0
f (r)
|F ′ (r)|dr ≈
f (r0)
|F ′ (r0)|2
.
Proof. Since F (r) = − ln f (r), we have F ′ (r) = − f ′(r)f(r) and f(r)−F ′(r) = f(r)
2
f ′(r) =
f(r)2
f ′(r)2 f
′ (r) =
f ′(r)
|F ′(r)|2 , and so∫∫
B(0,r0)
dxdy ≈
∫ r0
0
f (r)
|F ′ (r)|dr ≈
∫ r0
r0
2
f (r)
|F ′ (r)|dr =
∫ r0
r0
2
f ′ (r)
|F ′ (r)|2 dr
≈ 1|F ′ (r0)|2
∫ r0
r0
2
f ′ (r) dr =
f (r0)− f
(
r0
2
)
|F ′ (r0)|2
≈ f (r0)|F ′ (r0)|2
.

3.4. Balls centered at an arbitrary point. In this section we consider the “height” of an
arbitrary A-ball and the relative position at which it is achieved in the ball.
Definition 37. Let X = (x1, 0) be a point on the positive x-axis and let r be a positive real
number. Let the upper half of the boundary of the ball B (X, r) be given as a graph of the function
ϕ (x), x1−r < x < x1+r. Denote by βX,Q the geodesic connecting the center X of the ball B (X, r)
with a point Q on the boundary ∂B (X, r) of the ball B (X, r).
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Figure 2. The right ‘half’ of a control ball centered at (x1, 0).
Denote by P = Px1,r = (x1 + r
∗, h) the unique point on the boundary ∂B (X, r) of the ball B (X, r)
with r∗ > 0 and h > 0 at which the geodesic βX,P connecting X and P has a vertical tangent at
P . This defines
r∗ = r∗ (x1, r) and h = h (x1, r) = ϕ (x1 + r∗)
implicitly as functions of the two independent variables x1 and r.
We will often write simply r∗ and h in place of r∗ (x1, r) and h (x1, r) respectively when x1 and
r are understood. See Figure 2.
Proposition 38. Let βX,P , r
∗ and h be defined as above. Define λ (x) implicitly by
r =
∫ x
x1
λ (x)√
λ (x)
2 − f (u)2
du.
Then
(1) For x1 − r < x < x1 + r we have ϕ (x) ≤ ϕ (x1 + r∗) = h.
(2) If r ≥ 1|F ′(x1)| , then
h ≈ f (x1 + r)|F ′ (x1 + r)| and r − r
∗ ≈ 1|F ′ (x1 + r)| .
(3) If r ≤ 1|F ′(x1)| , then
h ≈ rf (x1) and r − r∗ ≈ r.
We begin by proving part (1) of Proposition 38. First consider the case x ≥ x1 + r∗. Then we
are in Region 1 and so λ (x) ≥ f (x) and we have
ϕ (x) =
∫ x
x1
f (u)2√
λ (x)2 − f (u)2
du.
3. INTEGRATION OVER A-BALLS AND AREA 47
Differeniating ϕ (x) we get
ϕ′ (x) =
f (x)
2√
λ (x)
2 − f (x)2
−
∫ x
x1
f (u)
2(
λ (x)
2 − f (u)2
) 3
2
du
λ (x) λ′ (x) ,
and differentiating the definition of λ (x) implicitly gives
0 =
λ (x)√
λ (x)2 − f (x)2
−
∫ x
x1
f (u)2(
λ (x)2 − f (u)2
) 3
2
du
λ′ (x) .
Combining equalities yields
ϕ′ (x) =
f (x)
2√
λ (x)
2 − f (x)2
− λ (x) λ (x)√
λ (x)
2 − f (x)2
= −
√
λ (x)
2 − f (x)2.
When x = x1 + r
∗ we have ∞ = dydx = f(x)
2√
λ(x)2−f(x)2
, which implies λ (x) = f (x), and hence
ϕ′ (x1 + r∗) = 0. Thus we have ϕ (x) ≤ ϕ (x1 + r∗) = h for x ≥ x1 + r∗. Similar arguments show
that ϕ (x) ≤ ϕ (x1 + r∗) = h for x1 − r ≤ x < x1 + r∗, and this completes the proof of part (1).
Now we turn to the proofs of parts (2) and (3) of Proposition 38. The locus (x, y) of the
geodesic βX,P satisfies
(6.10) y =
∫ x
x1
f (u)
2√
(λ∗)2 − f (u)2
du,
where λ∗ = f (x1 + r∗). We will use the following two lemmas in the proofs of parts (2) and (3) of
Proposition 38.
Lemma 39. The height h = h (x1, r) and the horizontal displacement r − r∗ = r − r∗ (x1, r)
satisfy
f (x1 + r
∗) · (r − r∗) ≤ h ≤ 2f (x1 + r∗) · (r − r∗) .
Proof. The A-arc length r of βX,P is given by
r =
∫ x1+r∗
x1
λ∗√
(λ∗)2 − f (u)2
du.
Thus
r− r∗ =
∫ x1+r∗
x1
 λ∗√
(λ∗)2 − f (u)2
− 1
 du = ∫ x1+r∗
x1
f (u)
2√
(λ∗)2 − f (u)2
· 1
λ∗ +
√
(λ∗)2 − f (u)2
du
Comparing this with the height h =
∫ x1+r∗
x1
f2(u)√
(λ∗)2−f(u)2
du, we have
h
2λ∗
≤ r − r∗ ≤ h
λ∗
.
This completes the proof since λ∗ = f (x1 + r∗). 
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Lemma 40. The height h satisfies the estimate
h ≈ 1|F ′ (x1 + r∗)|
√
f (x1 + r∗)
2 − f (x1)2.
In fact the right hand side is an exact upper bound:
h ≤ 1|F ′ (x1 + r∗)|
√
f (x1 + r∗)
2 − f (x1)2.
Proof. Using the fact that 1−F ′(u) =
1
|F ′(u)| is increasing, together with the equation (6.10)
for the geodesic βX,P , we have
h (x1, r) =
∫ x1+r∗(x1,r)
x1
f (u)
2√
(λ∗)2 − f (u)2
du =
∫ x1+r∗
x1
d
du
[
f (u)
2
]
√
(λ∗)2 − f (u)2
· 1−2F ′ (u) du
≤ 1|F ′ (x1 + r∗)|
∫ x1+r∗
x1
d
du
[
f (u)
2
]
2
√
(λ∗)2 − f (u)2
du
=
1
|F ′ (x1 + r∗)|
√
f (x1 + r∗)
2 − f (x1)2,
where in the last line we used λ∗ = f (x1 + r∗). To prove the reverse estimate, we consider two
cases:
Case 1: If r∗ < x1, then we use our assumption that 1−F ′(u) =
1
|F ′(u)| has the doubling property
to obtain
h =
∫ x1+r∗
x1
f (u)
2√
(λ∗)2 − f (u)2
du =
∫ x1+r∗
x1
d
du
[
f (u)2
]
√
(λ∗)2 − f (u)2
· 1−2F ′ (u) du
≃ 1|F ′ (x1 + r∗)|
∫ x1+r∗
x1
d
du
[
f (u)
2
]
2
√
(λ∗)2 − f (u)2
du
=
1
|F ′ (x1 + r∗)|
√
f (x1 + r∗)
2 − f (x1)2.
Case 2: If r∗ ≥ x1, we make a similar estimate by modifying the lower limit of integral, and
using the fact that f (u) increases:
h ≈
∫ x1+r∗
x1+
r∗
2
f (u)
2√
(λ∗)2 − f (u)2
du =
∫ x1+r∗
x1+
r∗
2
d
du
[
f (u)
2
]
√
(λ∗)2 − f (u)2
· 1−2F ′ (u) du
≈ 1|F ′ (x1 + r∗)|
∫ x1+r∗
x1+
r∗
2
d
du
[
f (u)2
]
2
√
(λ∗)2 − f (u)2
du
=
1
|F ′ (x1 + r∗)|
√
f (x1 + r∗)
2 − f
(
x1 +
r∗
2
)2
.
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Finally we have√
f (x1 + r∗)
2 − f
(
x1 +
r∗
2
)2
≈ f (x1 + r∗) ≈
√
f (x1 + r∗)
2 − f (x1)2
by the assumption r∗ ≥ x1 together with Part 1 of Lemma 29.
This completes the proof of Lemma 40. 
Corollary 41. Combining Lemmas 39 and 40, for h = h (x1, r) and r
∗ = r∗ (x1, r), we have
f (x1 + r
∗) · (r − r∗) ≤ h ≤ 1|F ′ (x1 + r∗)|
√
f (x1 + r∗)
2 − f (x1)2,
and as a result,
(6.11) r − r∗ ≤ 1|F ′ (x1 + r∗)| ·
√
f (x1 + r∗)
2 − f (x1)2
f (x1 + r∗)
≤ 1|F ′ (x1 + r∗)| .
From part (2) of Lemma 29 we obtain
|F ′ (x1 + r)| ≈ |F ′ (x1 + r∗)| ,(6.12)
f (x1 + r) ≃ f (x1 + r∗) .
We now split the proof of Proposition 38 into two cases.
3.4.1. Proof of part (2) of Proposition 38 for r ≥ 1|F ′(x1)| . By Lemmas 39 and 40, we have
(6.13) r − r∗ (x1, r) = r − r∗ ≈ 1|F ′ (x1 + r∗)| ·
√
f (x1 + r∗)
2 − f (x1)2
f (x1 + r∗)
.
We consider two cases.
Case A: If r∗ > r1 ≡ 12|F ′(x1)| , then we have
F (x1)− F (x1 + r∗) =
∫ x1+r∗
x1
|F ′ (x1)| dx ≥
∫ x1+r1
x1
|F ′ (x1)| dx ≥ |F ′ (x1 + r1)| · r1 & 1.
Here we used the estimate |F ′ (x1 + r1)| ≈ |F ′ (x1)| given by Part 2 of Lemma 29. This implies
ln
f (x1 + r
∗)
f (x1)
& 1,
and we have √
f (x1 + r∗)
2 − f (x1)2
f (x1 + r∗)
≈ 1.
Plugging this into (6.13), we have r − r∗ ≈ 1|F ′(x1+r∗)| . The proof is completed using (6.12) and
Lemma 39.
Case B: If r∗ ≤ r1, then we have |F ′ (x1 + r∗)| ≈ |F ′ (x1)| and r − r∗ ≥ 12|F ′(x1)| . Therefore
we have
r − r∗ & 1|F ′ (x1 + r∗)| .
Combining this with (6.11), we obtain r − r∗ ≈ 1|F ′(x1+r∗)| again, and the proof is completed as in
the first case.
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3.4.2. Proof of part (3) of Proposition 38 for r ≤ 1|F ′(x1)| . In this case Lemma 39 and Lemma
40 give with r∗ = r∗ (x1, r),
f (x1 + r
∗) · (r − r∗) ≈ h (x1, r) ≈ 1|F ′ (x1 + r∗)|
√
f (x1 + r∗)
2 − f (x1)2
≈ 1|F ′ (x1)|
(∫ x1+r∗
x1
2f (u)
2 |F ′ (u)| du
) 1
2
≈ 1|F ′ (x1)|
[
2f (x1 + r
∗)2 |F ′ (x1)| · r∗
] 1
2
≈
√
r∗f (x1 + r∗)√|F ′ (x1)| ,
where we have used Part 2 of Lemma 29 and the fact r∗ = r∗ (x1, r) < r ≤ 1|F ′(x1)| . This implies
[|F ′ (x1)| (r − r∗)]2 ≈ |F ′ (x1)| r∗.
Thus
[|F ′ (x1)| (r − r∗)]2 + |F ′ (x1)| (r − r∗) | ≈ |F ′ (x1)| r ≤ 1.
As a result, we have |F ′ (x1)| (r − r∗) ≈ |F ′ (x1)| r =⇒ r − r∗ ≈ r. This also gives the estimate
for h by Lemma 39 since we already have f (x1 + r
∗) ≈ f (x1).
3.5. Area of balls centered at an arbitrary point. In the following proposition we obtain
an estimate, similar to (6.9), for areas of balls centered at arbitrary points.
Proposition 42. Let P = (x1, x2) ∈ R2 and r > 0. Set
B+ (P, r) ≡ {(y1, y2) ∈ B (P, r) : y1 > x1 + r∗} .
If r ≥ 1|F ′(x1)| then we recover (6.9)
|B (P, r)| ≈ f (x1 + r)|F ′ (x1 + r)|2
≈ |B+ (P, r)| .
On the other hand, if r ≤ 1|F ′(x1)| we have
|B (P, r)| ≈ r2f(x1) ≈ |B+ (P, r)|
Proof. Because of symmetry, it is enough to consider x1 > 0 and y1 = 0. So let P1 = (x1, 0)
with x1 > 0.
Case r ≥ 1|F ′(x1)| . In this case we will compare the ball B (P, r) to the ball B (0, R) centered at
the origin with radius R = x1 + r. First we note that B (P, r) ⊂ B (0, R) since if (x, y) ∈ B (P, r),
then
dist ((0, 0) , (x, y)) ≤ dist ((0, 0) , P ) + dist (P, (x, y)) < x1 + r = R.
Thus from (6.9) we have
|B (P, r)| ≤ |B (0, R)| ≈ f (R)|F ′ (R)|2 =
f (x1 + r)
|F ′ (x1 + r)|2
,
By parts (2) and (3) of Proposition 38, h ≈ f(x1+r)|F ′(x1+r)| and r − r∗ ≈ 1|F ′(x1+r)| when r ≥ 1|F ′(x1)| ,
and so we have
|B (P, r)| . h (x1, r) (r − r∗ (x1, r)) .
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Finally, we claim that
h (x1, r) (r − r∗ (x1, r)) . |B (P, r)| .
To see this we consider x satisfying x1+ r
∗ ≤ x ≤ x1+ r+r∗2 , where x1+ r+r
∗
2 is the midpoint of the
interval [x1 + r
∗, x1 + r] corresponding to the ”thick” part of the ball B (P, r). For such x we let
y > 0 be defined so that (x, y) ∈ ∂B (P, r). Then using the taxicab path (x1, 0)→ (x, 0)→ (x, y),
we see that
(6.14) x− x1 + y
f (x)
≥ dist ((x1, 0) , (x, y)) = r,
implies
y ≥ f (x) (r − x+ x1) ≈ f (x1 + r) (r − r∗) ,
where the final approximation follows from r − r∗ ≈ 1|F ′(x1+r)| and part (2) of Lemma 29 upon
using x1 + r
∗ ≤ x ≤ x1 + r+r∗2 . Thus, using parts (2) and (3) of Proposition 38 again, we obtain
|B (P, r)| & [f (x1 + r) (r − r∗)] (r − r∗)
≈ f (x1 + r)|F ′ (x1 + r)| (r − r
∗) ≈ h (x1, r) (r − r∗ (x1, r)) ,
which proves our claim and concludes the proof that |B (P, r)| ≈ f(x1+r)|F ′(x1+r)|2 ≈ |B+ (P, r)| when
r ≥ 1|F ′(x1)| .
Case r < 1|F ′(x1)| . In this case parts (2) and (3) of Proposition 38 show that h ≈ rf (x1) and
r − r∗ ≈ r, and part (1) shows that h maximizes the ‘height’ of the ball. Thus we immediately
obtain the upper bound
|B (P, r)| . hr . f (x1) r2.
To obtain the corresponding lower bound, we use notation as in the first case and note that (6.14)
now implies
(6.15) y ≥ f (x) (r − x+ x1) ≈ f (x1) r,
where the final approximation follows from part (2) of Proposition 38 and part (2) of Lemma 29
upon using x1 + r
∗ ≤ x ≤ x1 + r+r∗2 . Thus
|B (P, r)| & [f (x1) r] (r − r∗) ≈ f (x1) r2,
which concludes the proof that |B (P, r)| ≈ f (x1) r2 ≈ |B+ (P, r)| when r < 1|F ′(x1)| . 
Using Proposition 38 we obtain a useful corollary for the measure of the “thick” part of a ball.
But first we need to establish that r∗ (x1, r) is increasing in r where
T (x1, r) ≡ (x1 + r∗ (x1, r) , h (x1, r))
is the turning point for the geodesic γr that passes through P = (x1, 0) in the upward direction
and has vertical slope at the boundary of the ball B (P, r).
Lemma 43. Let x1 > 0. Then r
∗ (x1, r′) < r∗ (x1, r) if 0 < r′ < r.
Proof. Let T (x1, r) ≡ (x1 + r∗ (x1, r) , h (x1, r)) be the turning point for the geodesic γr
that passes through P = (x1, 0) and has vertical slope at the boundary of the ball B (P, r). A
key property of this geodesic is that it continues beyond the point T (x1, r) by vertical reflection.
Now we claim that this key property implies that when 0 < r′ < r, the geodesic γr′ cannot
lie below γr just to the right of P . Indeed, if it did, then since B (P, r
′) ⊂ B (P, r) implies
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h (x1, r
′) < h (x1, r), the geodesic γr′ would turn back and intersect γr in the first quadrant,
contradicting the fact that geodesics cannot intersect twice in the first quadrant. Thus the geodesic
γr′ lies above γr just to the right of P , and it is now evident that γr′ must turn back ‘before’ γr,
i.e. that r∗ (x1, r′) < r∗ (x1, r). 
Corollary 44. Let x1 > 0. Denote
B+ (P, r) ≡ {(y1, y2) ∈ B (P, r) : y1 > x1 + r∗} ,
B− (P, r) ≡ {(y1, y2) ∈ B (P, r) : y1 ≤ x1 + r∗} .
Then
|B+ (P, r)| ≈ |B− (P, r)| ≈ |B (P, r)| .
Proof. Case r < 1|F ′(x1)| . Recall from Assumption (4) that
1
|F ′(x1)| ≤ 1εx1, so that in this
case we have r < 1εx1, and hence also that x1 −max
{
εx1, x1 − r2
} ≈ r. From Proposition 42 we
have
|B (P, r)| ≈ r2f (x1) .
From part (2) of Lemma 29, there is a positive constant c such that f (x) ≥ cf (x1) for max
{
εx1, x1 − r2
} ≤
x ≤ x1. It follows that B− (P, r) ⊃
(
max
{
εx1, x1 − r2
}
, x1
)× (− c2f (x1) r, c2f (x1) r) since
d ((x1, 0) , (x, y)) ≤ d ((x1, 0) , (x, 0)) + d ((x, 0) , (x, y))
= |x1 − x|+ |y|
f (x)
<
r
2
+
r
2
= r,
provided max
{
εx1, x1 − r2
}
< x < x1 and − c2f (x1) r < y < c2f (x1) r. Thus we have
|B− (P, r)| ≥ cr2f (x1) .
Case r ≥ 1|F ′(x1)| . The bound |B− (P, r)| ≤ |B (P, r)| ≈ |B+ (P, r)| follows from Proposition
42. We now consider two subcases in order to obtain the lower bound |B− (P, r)| & |B (P, r)|.
Subcase r ≥ 1|F ′(x1)| ≥ r∗. By (6.11) and part (2) of Lemma 29 we have
|F ′ (x1 + r)| ≈ |F ′ (x1 + r∗)| and f (x1 + r) ≈ f (x1 + r∗) .
Then by Proposition 42, followed by the above inequalities, and then another application of part
(2) of Lemma 29, we obtain
|B (P, r)| ≈ f (x1 + r)|F ′ (x1 + r)|2
≈ f (x1 + r
∗)
|F ′ (x1 + r∗)|2
≈ f (x1)|F ′ (x1)|2
.
On the other hand, with r0 =
1
|F ′(x1)| , we can apply the case already proved above, together with
the fact that m (x1, r) is increasing in r, to obtain that
|B− (P, r)| ≥ |{(y1, y2) ∈ B (P, r0) : y1 ≤ x1 + r∗}|
≥ ∣∣{(y1, y2) ∈ B (P, r0) : y1 ≤ x1 + (r0)∗}∣∣ ≈ f (x1)|F ′ (x1)|2 .
Subcase r ≥ r∗ ≥ 1|F ′(x1)| . Since B (P, r∗) ⊂ B− (P, r) we can apply Proposition 42 to B (P, r∗)
to obtain
|B− (P, r)| ≥ |B (P, r∗)| ≈ f (x1 + r
∗)
|F ′ (x1 + r∗)|2
.
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Now we apply (6.12) and Proposition 42 again to conclude that
f (x1 + r
∗)
|F ′ (x1 + r∗)|2
≈ f (x1 + r)|F ′ (x1 + r)|2
≈ |B (P, r)| .

4. Higher dimensional geometries
First we consider the 3-dimensional case.
4.1. Geodesics and metric balls. Let γ(t) = (x1(t), x2(t), x3(t)) be a path. Then the arc
length element is given by
ds =
√
[x′1(t)]2 + [x
′
2(t)]
2 +
1
[f(x1)]2
[x′3(t)]2dt.
Thus we can factor the associated control space byR3,
1 0 00 1 0
0 0 [f(x1)]
−2
 = (R2x1,x3 , [1 00 [f(x1)]−2
])
× Rx2 .
We begin with a lemma regarding paths in product spaces.
Lemma 45. Let (M1, g
M1) and (M2, g
M2) be two Riemannian manifolds. Consider the Carte-
sian product M1 ×M2 whose Riemannian metric is defined by
g(p,q)((u1, u2), (v1, v2)) = g
M1
p (u1, v1) + g
M2
q (u2, v2).
Here we have
(p, q) ∈M1 ×M2 and (u1, u2) , (v1, v2) ∈ Tp (M1)⊕ Tp (M2) ≈ T(p,q) (M1 ×M2) .
Given any C1 path γ : [a, b] → M1 ×M2, we can write it in the form (γ1(t), γ2(t)), where γ1 :
[a, b]→M1 and γ2 : [a, b]→M2 are C1 paths on M1 and M2, respectively. Then we have
‖γ‖ ≥
√
‖γ1‖2 + ‖γ2‖2
where ‖γ‖, ‖γ1‖ and ‖γ2‖ represent the arc length of each path. In addition, equality occurs if and
only if
(6.16)
‖γ′1(t)‖gM1
‖γ1‖
=
‖γ′2(t)‖gM2
‖γ2‖
, a ≤ t ≤ b.
Proof. For simplicity we omit the subscripts of the norms ‖γ′1(t)‖gM1 and ‖γ′2(t)‖gM2 so that∥∥γj∥∥ = ∫ ba √∥∥γ′j (t)∥∥2dt. Using that
‖γ1‖√
‖γ1‖2 + ‖γ2‖2
‖γ′1 (t)‖+
‖γ2‖√
‖γ1‖2 + ‖γ2‖2
‖γ′2 (t)‖
≤
√
‖γ′1 (t)‖2 + ‖γ′2 (t)‖2,
with equality if and only if ( ‖γ′1 (t)‖
‖γ′2 (t)‖
)
is parallel to
( ‖γ1‖
‖γ2‖
)
,
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we obtain that
‖γ‖ =
∫ b
a
√
‖γ′1 (t)‖2 + ‖γ′2 (t)‖2dt
≥
∫ b
a
 ‖γ1‖√
‖γ1‖2 + ‖γ2‖2
‖γ′1 (t)‖+
‖γ2‖√
‖γ1‖2 + ‖γ2‖2
‖γ′2 (t)‖
 dt
=
‖γ1‖2√
‖γ1‖2 + ‖γ2‖2
+
‖γ2‖2√
‖γ1‖2 + ‖γ2‖2
=
√
‖γ1‖2 + ‖γ2‖2,
with equality if and only if (6.16) holds. 
Corollary 46. A C1 path γ = (γ1, γ2) is a geodesic of M1 ×M2 if and only if
(1) γ1 is a geodesic of M1,
(2) γ2 is a geodesic of M2,
(3) and the speeds of γ1 and γ2 match, i.e. the identity
‖γ′1(t)‖gM1
‖γ1‖ =
‖γ′2(t)‖gM2
‖γ2‖ holds for all
t.
Corollary 47. The distance between two points (p1, q1), (p2, q2) ∈M1 ×M2 is given by
dg((p1, q1), (p2, q2)) =
√[
dgM1 (p1, p2)
]2
+
[
dgM2 (q1, q2)
]2
.
Thus we can write a typical geodesic in the form
x2 = C2 ± k
∫ x1
0
λ√
λ2−[f(u)]2 du
x3 = C3 ±
∫ x1
0
[f(u)]2√
λ2−[f(u)]2 du
,
and a metric ball centered at y = (y1, y2, y3) with radius r > 0 is given by
B (y, r) ≡
{
(x1, x2, x3) : (x1, x3) ∈ B2D
(
(y1, y3) ,
√
r2 − |x2 − y2|2
)}
,
where B2D (a, s) denotes the 2-dimensional control ball centered at a in the plane with radius s
that was associated with f above.
4.2. Volumes of n-dimensional balls. Recall that the Lebesgue measure of the two dimen-
sional ball B2D (x, r) satisfies
|B2D (x, r)| ≈
{
r2f(x1) if r ≤ 1|F ′(x1)|
f(x1+r)
|F ′(x1+r)|2 if r ≥
1
|F ′(x1)|
.
Recall also that in the two dimensional case, we had
|B2D (x, d (x, y))| ≈ hx,yd̂ (x, y) ≈ hx,ymin
{
d (x, y) ,
1
|F ′ (x1 + d (x, y))|
}
.
In the three dimensional case, the quantities hx,y and d̂ (x, y) remain formally the same and as was
done above, we can write a typical geodesic in the form
x2 = C2 ± k
∫ x1
0
λ√
λ2−[f(u)]2 du
x3 = C3 ±
∫ x1
0
[f(u)]2√
λ2−[f(u)]2 du
,
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so that a metric ball centered at y = (y1, y2, y3) with radius r > 0 is given by
B (y, r) ≡
{
(x1, x2, x3) : (x1, x3) ∈ B2D
(
(y1, y3) ,
√
r2 − |x2 − y2|2
)}
,
where B2D (a, s) denotes the 2-dimensional control ball centered at a in the plane parallel to the
x1, x3-plane with radius s that was associated with f above.
In dimension n ≥ 4, the same arguments show that a typical geodesic has the form
x2 = C2 ± k
∫ x1
0
λ√
λ2−[f(u)]2 du
x3 = C3 ±
∫ x1
0
[f(u)]2√
λ2−[f(u)]2 du
,
where x2,C2,k ∈ Rn−2 are now (n− 2)-dimensional vectors, so that a metric ball centered at
y = (y1,y2, y3) ∈ R× Rn−2 × R = Rn,
with radius r > 0 is given by
B (y, r) ≡
{
(x1,x2, x3) : (x1, x3) ∈ B2D
(
(y1, y3) ,
√
r2 − |x2 − y2|2
)}
,
where B2D (a, s) denotes the 2-dimensional control ball centered at a in the plane parallel to the
x1, x3-plane with radius s that was associated with f above.
Lemma 48. The Lebesgue measure of the three dimensional ball B3D (x, r) satisfies
|B3D (x, r)| ≈
{
r3f(x1) if r ≤ 2|F ′(x1)|
f(x1+r)
|F ′(x1+r)|3
√
r |F ′ (x1 + r)| if r ≥ 2|F ′(x1)|
,
and that of the n-dimensional ball BnD (x, r) satisfies
|BnD (x, r)| ≈
{
rnf(x1) if r ≤ 2|F ′(x1)|
f(x1+r)
|F ′(x1+r)|n (r |F ′ (x1 + r)|)
n
2−1 if r ≥ 2|F ′(x1)|
,
Proof. We estimate the measure |B (x, r)| of an n-dimensional ball B (x, r) = BnD (x, r),
where x = (x1,x2, x3) ∈ R× Rn−2 × R = Rn, and where we use boldface font for x2 to emphasize
that it belongs to Rn−2 as opposed to R. We consider two cases, where we may assume by symmetry
that x2 = 0 and x3 = 0.
Case r < 2|F ′(x1)| : In this case we have
√
r2 − |y2|2 ≤ r < 2|F ′(x1)| and∣∣∣∣B2D ((x1,0, 0) ,√r2 − |y2|2)∣∣∣∣ ≈ (r2 − |y2|2)f(x1),
where for r < 1|F ′(x1)| we appeal to the second assertion in Proposition 42, while for
1
|F ′(x1)| ≤ r <
2
|F ′(x1)| we appeal to the first assertion in Proposition 42 and use the estimates for f and |F ′| in
(2) of Lemma 29. With A (a, b) ≡ {y2 ∈ Rn−2 : a ≤ |y2| ≤ b} denoting the annulus centered at the
origin in Rn−2 with radii a < b, the above gives
|B (x, r)| =
∫
A(0,r)
∣∣∣∣B2D ((x1,0, 0) ,√r2 − |y2|2)∣∣∣∣ dy2 ≈ ∫
A(0,r)
(r2 − |y2|2)f(x1)dy2 ≈ rnf(x1).
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Case r ≥ 2|F ′(x1)| : Again we have
|B (x, r)| =
∫
B(0,r)
∣∣∣∣B2D ((x1,0, 0) ,√r2 − |y2|2)∣∣∣∣ dy2 .
Since the measure of the ball B2D ((x1,0, 0) , R) is nondecreasing as a function of the radius R, we
have
|B (x, r)| ≈
∫
B(0, r2 )
∣∣∣∣B2D ((x1,0, 0) ,√r2 − |y2|2)∣∣∣∣ dy2 = ∫
B(0, r2 )
f
(
x1 +
√
r2 − |y2|2
)
∣∣∣∣F ′(x1 +√r2 − |y2|2)∣∣∣∣2
dy2 .
Using polar coordinates and our assumptions on F ′ we continue with
|B (x, r)| ≈
r
2∫
0
f
(
x1 +
√
r2 −R2)∣∣F ′ (x1 +√r2 −R2)∣∣2Rn−3dR ≈ 1|F ′ (x1 + r)|2
r
2∫
0
f
(
x1 +
√
r2 −R2
)
Rn−3dR.
Now use the change of variable w = r −√r2 −R2 ∈
(
0, 2−
√
3
2 r
)
to write the last integral as
r
2∫
0
f
(
x1 +
√
r2 −R2
)
Rn−3dR ≈
2−√3
2 r∫
0
f (x1 + r − w) (rw)
n
2−2 rdw,
so that we obtain
|B (x, r)| ≈ r
n
2−1
|F ′ (x1 + r)|2
2−√3
2 r∫
0
f (x1 + r − w)w n2−2dw.
Now we observe that the upper limit of the integral above satisfies
2−√3
2
r &
1
|F ′ (x1 + r)| .
Indeed, if r < x1, then our assumption on r gives
2−√3
2 r &
1
|F ′(x1)| ≈ 1|F ′(x1+r)| , while if r ≥ x1,
then our assumption on F ′ gives 2−
√
3
2 r & x1 + r &
1
|F ′(x1+r)| . Lemma 48 now follows immediately
from this equivalence:
For β > −1, 0 < ε < 1 and ε|F ′(z1)| < r < z1, we have
(6.17)
r∫
0
f (z1 − w)wβdw ≈ f (z1)|F ′ (z1)|β+1
.
To see (6.17), we note that on the one hand,
r∫
0
f (z1 − w)wβdw ≥
ε
|F ′(z1)|∫
0
f (z1 − w)wβdw ≈ f (z1)|F ′ (z1)|β+1
.
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On the other hand,
ln
f (z1 − w)
f (z1)
=
z1∫
z1−w
F ′ (t) dt ≤ − |F ′ (z1)|w
=⇒ f (z1 − w) ≤ f (z1) e−|F
′(z1)|w,
which gives
z1∫
0
f (z1 − w)wβdw . f (z1)|F ′ (z1)|β+1
.


CHAPTER 7
Orlicz norm Sobolev inequalities
In this second chapter of Part 3, we prove Orlicz Sobolev inequalities for infinitely degenerate
geometries. The key to these inequalities is a subrepresentation formula for a Lipschitz function
w in terms of its control gradient that vanishes at the ‘end’ of a ball. The kernel K (x, y) of this
subrepresentation in the infinitely degenerate setting is in general much smaller that the familiar
distance
volume =
d(x,y)
|B(x,d(x,y))| kernel that arises in the finite type case - see Remark 59 below for more on
this. With this we then establish Orlicz Sobolev bump inequalities and the more familiar 1 − 1
Poincare´ inequality.
1. Subrepresentation inequalities
We first consider the two dimensional case, and then generalize to higher dimensions in the
subsequent subsection.
1.1. The 2-dimensional case. We will obtain a subrepresentation formula for the degenerate
geometry by applying the method of Lemma 79 in [SaWh4]. For simplicity, we will only consider
x with x1 > 0; since our metric is symmetric about the y axis it suffices to consider this case. For
the general case, all objects defined on the right half plane must be defined on the left half plane
by reflection about the y-axis.
Consider a sequence of control balls {B (x, rk)}∞k=1 centered at x with radii rk ց 0 such that
r0 = r and
|B (x, rk) \B (x, rk+1)| ≈ |B (x, rk+1)| , k ≥ 1,
so that B (x, rk) is divided into two parts having comparable area. We may in fact assume that
(7.1) rk+1 =
{
r∗ (x1, rk) if rk ≥ 1|F ′(x1)|
1
2rk if rk <
1
|F ′(x1)|
where r∗ is defined in Proposition 38. Indeed, if rk ≥ 1|F ′(x1)| , then by (1) in Proposition 38 we
have that
rk − rk+1 ≈ 1|F ′ (x1 + rk)|
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and then by (2) in Lemma 29 it follows that f (x1 + rk) ≈ f (x1 + rk+1) and |F ′ (x1 + rk)| ≈
|F ′ (x1 + rk+1)|, so by Corollary 44 and (1) in Proposition 38 it follows that
|B (x, rk)| ≈
∣∣∣{B (x, rk)⋂ y1 > x1 + rk+1}∣∣∣ ≈ (rk − rk+1) h (x1, x1 + rk)
≈ 1|F ′ (x1 + rk)|
f (x1 + rk)
|F ′ (x1 + rk)| ≈
1
|F ′ (x1 + rk+1)|
f (x1 + rk+1)
|F ′ (x1 + rk+1)|
≈ (rk+1 − rk+2)h (x1, x1 + rk+1) ≈
∣∣∣{B (x, rk+1)⋂ y1 > x1 + rk+2}∣∣∣
≈ |B (x, rk+1)| .
On the other hand, if rk ≤ 1|F ′(x1)| then by (2) in Proposition 38 rk−rk+1 ≈ rk and h (x1, x1 + rk) ≈
rkf (x1), hence by Corollary 44
|B (x, rk)| ≈ (rk − rk+1)h (x1, x1 + rk+1) ≈ r2kf (x1) ≈ r2k+1f (x1) ≈ |B (x, rk+1)| .
As a consequence we also have that
(rk − rk+1)h (x1, x1 + rk) ≈ (rk+1 − rk+2)h (x1, x1 + rk+1) . (rk+1 − rk+2)h (x1, x1 + rk)
so rk − rk+1 ≤ C (rk+1 − rk+2) ≤ Crk+1, which yields
(7.2)
1
C + 1
rk ≤ rk+1.
Now for x1, t > 0 define
(7.3) h∗ (x1, t) =
∫ x1+t
x1
f2 (u)√
f2 (x1 + t)− f2 (u)
du,
so that h∗ (x1, t) describes the ‘height’ above x2 at which the geodesic through x = (x1, x2) curls
back toward the y-axis at the point (x1 + t, x2 + h
∗ (x1, t)). Thus the graph of y = h∗ (x1, t) is the
curve separating the analogues of Region 1 and Region 2 relative to the ball B (x, r). See Figure 1.
Then in the case rk ≥ 1|F ′(x1)| , we have h∗ (x1, rk+1) = h (x1, rk), k ≥ 0, where h (x1, rk) is
the height of B (x, rk) as defined in Proposition 38. In the opposite case rk <
1
|F ′(x1)| , we have
rk+1 =
1
2rk instead, and we will estimate differently.
For k ≥ 0 define
E (x, rk) ≡
{
{y : x1 + rk+1 ≤ y1 < x1 + rk, |y2| < h∗ (x1, y1 − x1)} if rk ≥ 1|F ′(x1)|
{y : x1 + rk+1 ≤ y1 < x1 + rk, |y2| < h∗ (x1, r∗k) = h (x1, rk)} if rk < 1|F ′(x1)|
,
where we have written r∗k = r
∗ (x1, rk) for convenience. We claim that
(7.4) |E (x, rk)| ≈
∣∣∣E (x, rk)⋂B (x, rk)∣∣∣ ≈ |B (x, rk)| for all k ≥ 1.
Indeed, in the first case rk ≥ 1|F ′(x1)| , the second set of inequalities follows immediately by Corollary
44, and since E (x, rk) ⊂ B (x, rk−1) we have that∣∣∣E (x, rk)⋂B (x, rk)∣∣∣ ≤ |E (x, rk)| ≤ |B (x, rk−1)|
. |B (x, rk)| .
∣∣∣E (x, rk)⋂B (x, rk)∣∣∣ ,
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Figure 1. The graph of h∗ for x1 > 0 small.
which establishes the first set of inequalities in (7.4). In the second case rk <
1
|F ′(x1)| , we have
|E (x, rk)| = 1
2
rkh
∗ (x1, r∗k) ≈ (rk − r∗k) h (x1, r∗k) ≈ |B (x, rk)| ,
and from (6.15) with (x, y) ∈ ∂B (x, rk), we have
y ≥ f (x) (rk − x+ x1) ≈ f (x1) rk,
for all x ∈ [x1, x1 + r] since we are in the case rk < 1|F ′(x1)| . It follows that
E (x, rk) ∩B (x, rk) ⊃
[
x1 +
rk
2
, x1 +
3rk
4
]
× [−cf (x1) rk, cf (x1) rk]
and hence that
|E (x, rk) ∩B (x, rk)| ≥ 1
2
crkf (x1) rk ≈ |B (x, rk)| ≥ |E (x, rk) ∩B (x, rk)| .
This completes the proof of (7.4).
Now define Γ (x, r) to be the set
Γ (x, r) =
∞⋃
k=1
co [E (x, rk) ∪ E (x, rk+1)] ,
where coE denotes the convex hull of the set E. Set
Ex,r1w ≡
1
|E(x, r1)|
∫ ∫
E(x,r1)
w.
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Lemma 49. With Γ (x, r), E (x, r1) and Ex,r1 as above, and in particular with r0 = r and r1
given by (7.1), we have the subrepresentation formula
(7.5) |w (x)− Ex,r1w| ≤ C
∫
Γ(x,r)
|∇Aw (y)| d̂ (x, y)|B (x, d (x, y))|dy,
where ∇A is as in (1.3) and
(7.6) d̂ (x, y) ≡ min
{
d (x, y) ,
1
|F ′ (x1 + d (x, y))|
}
.
Note that when f (r) = rN is finite type, then d̂ (x, y) ≈ d (x, y).
Proof. Recall the sequence {rk}∞k=1 of decreasing radii above. Then since w is a priori Lips-
chitz continuous, we can write,
w (x)− Ex,r1w = lim
k→∞
1
|E (x, rk)|
∫
E(x,rk)
w (y) dy − 1|E(x, r1)|
∫
E(x,r1)
w
=
∞∑
k=1
{
1
|E (x, rk+1)|
∫
E(x,rk+1)
w (y) dy − 1|E (x, rk)|
∫
E(x,rk)
w (z) dz
}
,
and so we have
|w (x)− Ex,r1w| .
∞∑
k=1
1
|B (x, rk)|2
∫
E(x,rk+1)×E(x,rk)
|w (y)− w (z)| dydz
.
∞∑
k=1
1
|B (x, rk)|2
∫
E(x,rk+1)×E(x,rk)
×{|w (y1, y2)− w (z1, y2)|+ |w (z1, y2)− w (z1, z2)|} dydz
.
∞∑
k=1
1
|B (x, rk)|2
∫
E(x,rk+1)×E(x,rk)
∫ z1
y1
|wx (s, y2)| dsdy1dy2dz1dz2
+
∞∑
k=1
1
|B (x, rk)|2
∫
E(x,rk+1)×E(x,rk)
∫ z2
y2
|wy (z1, t)| dtdy1dy2dz1dz2 ,
which, with Hk (x) ≡ E (x, rk+1)
⋃
E (x, rk), is dominated by
∞∑
k=1
1
|B (x, rk)|2
(∫
Hk(x)
|∇Aw (s, y2)| dsdy2
)
{rk − rk+1}
∫
Hk(x)
dz1dz2
+
∞∑
k=1
1
|B (x, rk)|2
(∫
Hk(x)
|∇Aw (z1, t)| dz1dt
)
hk
f (x1 + rk+1)
∫
Hk(x)
dy1dy2 ,
where for the last term we used that
|wy (z1, t)| = f(z1)
f(z1)
|wy (z1, t)| ≤ 1
f(z1)
|∇Aw (z1, t)|
≤ 1
f(x1 + rk+1)
|∇Aw (z1, t)| ∀(z1, z2) ∈ E(x, rk).
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Next, recall from Lemma 39 that hk ≈ (rk − rk+1) · f(x1 + rk+1) by our choice of rk+1 in (7.1).
Moreover, by the estimates above we have that |Hk(x)| ≈ |B(x, rk)|, and
|w (x)− Ex,r1w| .
∞∑
k=1
rk − rk+1
|B (x, rk)|
(∫
Hk(x)
|∇Aw (s, y2)| dsdy2
)
.
∫
Γ(x,r)
|∇Aw (y)|
( ∞∑
k=1
rk − rk+1
|B (x, rk)|1E(x,rk) (y)
)
dy.(7.7)
To make further estimates we need to consider two regions separately, namely;
case 1 d(x, y) ≥ 1|F ′(x1)| . In this case we have
rk > d(x, y) ≥ 1|F ′(x1)| ,
which implies by Proposition 38 and (6.12)
rk − rk+1 ≈ 1|F ′(x1 + rk)| ≈
1
|F ′(x1 + rk+2)| <
1
|F ′(x1 + d(x, y))| .
Therefore, we are left with
|w (x)− Ex,r1w| .
∫
Γ(x,r)
|∇Aw (y)| 1|F ′(x1 + d(x, y))|
∑
k:rk+1<d(x,y)<rk
1
|B (x, rk)|dy(7.8)
≈
∫
Γ(x,r)
|∇Aw (y)| 1|F ′(x1 + d(x, y))|
1
|B(x, d(x, y))|dy.
case 2 d(x, y) < 1|F ′(x1)| . We can write∑
k:rk+1<d(x,y)<rk
rk − rk+1
|B (x, rk)| ≤
∑
k:rk+1<d(x,y)<rk
rk
|B (x, rk)| .
d(x, y)
|B(x, d(x, y))| ,
which gives
(7.9) |w (x) − Ex,r1w| .
∫
Γ(x,r)
|∇Aw (y)| d(x, y)|B(x, d(x, y))| .
To finish the proof we need to dominate the right hand sides of (7.8) and (7.9) with
(7.10)
∫
Γ(x,r)
|∇Aw (y)| d̂(x, y)|B(x, d(x, y))|
where d̂ (x, y) = min
{
d (x, y) , 1|F ′(x1+d(x,y))|
}
in cases 1 and 2 respectively.
Suppose first that d(x, y) ≥ 1|F ′(x1+d(x,y))| . Since |F ′(x1)| is a decreasing function of x1 we have
d(x, y) ≥ 1|F ′(x1)| and therefore we are in case 1 and (7.10) then follows from 1|F ′(x1+d(x,y))| = d̂(x, y).
If the reverse inequality holds, namely d(x, y) < 1|F ′(x1+d(x,y))| , we have to consider two subcases.
First, if d(x, y) ≤ 1|F ′(x1)| , then we are in case 2 and (7.10) then follows from d(x, y) = d̂(x, y).
Finally, if
1
|F ′(x1)| ≤ d(x, y) <
1
|F ′(x1 + d(x, y))| ,
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we are back in case 1, but by Proposition 38 we have
1
|F ′(x1 + d(x, y))| ≈ d(x, y) − d(x, y)
∗ < d(x, y),
and again (7.10) holds since d(x, y) = d̂(x, y). 
As a simple corollary we obtain a connection between d̂(x, y) and the ‘width’ of the thickest
part of a ball of radius d(x, y), namely d(x, y) − d∗(x, y), where if r = d(x, y) and r∗ is as defined
at the beginning of Subsection 3.4 of Chapter 7, then we define d∗(x, y) by
(7.11) d∗(x, y) ≡ r∗.
Note that if x and r are fixed, then for every y ∈ ∂B (x, r) we have d(x, y)− d∗(x, y) = r − r∗.
Corollary 50. Let d(x, y) > 0 be the distance between any two points x, y ∈ Ω and let d∗(x, y)
be as in (7.11), and d̂(x, y) be as defined in (7.6) of Lemma 49. Then
d̂(x, y) ≈ d(x, y)− d∗(x, y)
Proof. As before, we consider two cases
case 1 d(x, y) ≥ 1|F ′(x1)| . In this case we have from Proposition 38
d(x, y)− d∗(x, y) ≈ 1|F ′(x1 + d(x, y))| .
If d(x, y) ≥ 1|F ′(x1+d(x,y))| , then d̂(x, y) = 1|F ′(x1+d(x,y))| and the claim is proved. If, on the
other hand,
d(x, y) ≤ 1|F ′(x1 + d(x, y))| ,
then d̂(x, y) = d(x, y) and
d(x, y) > d(x, y)− d∗(x, y) ≈ 1|F ′(x1 + d(x, y))| ≥ d(x, y),
and the claim follows.
case 2 d(x, y) < 1|F ′(x1)| . From Proposition 38 we have in this case
d(x, y)− d∗(x, y) ≈ d(x, y).
From the monotonicity of the function F ′(x) we have
d(x, y) <
1
|F ′(x1)| ≤
1
|F ′(x1 + d(x, y))| ,
and therefore d̂(x, y) = d(x, y) ≈ d(x, y)− d∗(x, y).

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1.2. The higher dimensional case. The subrepresentation inequality here is similar to
Lemma 49 in two dimensions, with the main differences being in the definition of the cusp-like
region Γ (x, r) in higher dimensions. On the one hand, the shape of the higher dimensional balls
dictates the rough form of Γ (x, r), but we will also need to redefine the sequence of radii {rk}∞k=1
used in the definition of Γ (x, r). We begin by addressing the higher dimensional form, and later
will turn to the new sequences {rk}∞k=1.
Recall that we denote points x ∈ Rn as
x = (x1,x2, x3) ∈ R× Rn−2 × R .
Let |B (x, d (x, y))| denote the n-dimensional Lebesgue measure of B (x, d (x, y)) where d (x, y) is
now the n-dimensional control distance. We define the cusp-like region Γ (x, r) and the ‘ends’
E (x, rk) of the balls B (x, rk) by
Γ (x, r) =
∞⋃
k=1
E (x, rk) ;(7.12)
E (x, rk) ≡
y = (y1,y2, y3) :
rk+1 ≤ y1 − x1 < rk
|y2 − x2| <
√
r2k − (y1 − x1)2
|y3 − x3| < h∗ (x1, y1 − x1)
 ,
where we recall
rk+1 =
{
r∗ (x1, rk) if rk ≥ 1|F ′(x1)|
1
2rk if rk <
1
|F ′(x1)|
,
and where r∗ is defined in Definition 37 right before Proposition 38. We also define the modified
‘end’ E˜ by
(7.13) E˜ (x, rk) ≡
y = (y1,y2, y3) :
rk+1 ≤ y1 − x1 < rk
|y2 − x2| <
√
r2k − r2k+1
|y3 − x3| < h∗ (x1, rk)
.
Note the estimate
|y2 − x2| <
√
r2k − r2k+1 ≈
√
rk − rk+1√rk(7.14)
for y ∈ E˜ (x, rk) .
We claim the following lemma.
Lemma 51. With notation as above we have∣∣∣E˜ (x, rk)∣∣∣ ≈ |E (x, rk)| ≈ |E (x, rk) ∩B (x, rk)| ≈ |B (x, rk)| .
Proof. Recall that by Lemma 48 we have
(7.15) |B (x, rk)| ≈
{
rnk f(x1) if rk ≤ 2|F ′(x1)|
f(x1+rk)
|F ′(x1+rk)|n (rk |F ′ (x1 + rk)|)
n
2−1 if rk ≥ 2|F ′(x1)|
.
To show
(7.16) |E (x, rk)| ≈ |B (x, rk)|
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we first note that |E (x, rk)| ≈
∣∣∣E˜ (x, rk)∣∣∣. Integrating, we easily obtain
|E˜ (x, rk) | ≈ h∗ (x1, rk) r
n−2
2
k (rk − rk+1)
n
2 .
Now, in the first case rk ≥ 1|F ′(x1)| we have by Proposition 38 rk − rk+1 = rk − r∗k ≈ 1|F ′(x1+rk)|
and
h∗ (x1, rk) = h∗
(
x1, r
∗
k−1
)
= h(x1, rk−1) ≈ f (x1 + rk−1)|F ′ (x1 + rk−1)| ≈
f (x1 + rk)
|F ′ (x1 + rk)| ,
where for the last set of inequalities we used rk = r
∗
k−1 and the estimate (6.12). This gives
|E˜ (x, rk) | ≈ r
n
2−1
k
f (x1 + rk)
|F ′ (x1 + rk)|
n
2+1
,
which is the second estimate in (7.15) provided we also have rk ≥ 2|F ′(x1)| . Moreover, when 1|F ′(x1)| ≤
rk ≤ 2|F ′(x1)| the two estimates in (7.15) coincide, so we conclude (7.16) for rk ≥ 1|F ′(x1)| .
In the second case rk <
1
|F ′(x1)| we have rk − rk+1 = rk2 and using part (3) of Proposition 38
h∗ (x1, rk) ≈ h∗ (x1, rk+1) = h(x1, rk) ≈ rkf(x1),
which gives
|E˜ (x, rk) | ≈ rnk f(x1).
This concludes the proof of (7.16).
We are thus left to show
(7.17) |E (x, rk) ∩B (x, rk)| ≈ |B (x, rk)| .
In the case rk ≥ 1|F ′(x1)| we have
E (x, rk) ∩B (x, rk) ⊃ B+ (x, rk) ≡ {(y1,y2, y3) ∈ B (x, rk) : y1 > x1 + r∗k}
and therefore
|E (x, rk) ∩B (x, rk)| ≥ |B+ (x, rk)| =
∫
|y2|≤rk
∣∣∣∣B2D ((x1,0, 0) ,√r2k − |y2|2) ∩ {y1 − x1 > r∗k}∣∣∣∣ dy2
≈
∫
|y2|≤rk
(√
r2k − |y2|2 − r∗k
)
+
· h
(
x1,
√
r2k − |y2|2
)
dy2
≈
∫
|y2|≤rk
(√
r2 − |y2|2 − r∗k
)
+
·
f
(
x1 +
√
r2k − |y2|2
)
∣∣∣∣F ′(x1 +√r2 − |y2|2)∣∣∣∣dy2
=
∫
|y2|2≤r2k−r∗k2
(√
r2k − |y2|2 − r∗k
)
·
f
(
x1 +
√
r2 − |y2|2
)
∣∣∣∣F ′(x1 +√r2k − |y2|2)∣∣∣∣dy2
≈ f(x1 + rk)|F ′(x1 + rk)|
∫
|y2|2≤r2k−r∗k2
(√
r2k − |y2|2 − r∗k
)
dy2,
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where for the last equality we used (6.12). Passing to the polar coordinates, ρ = |y2|, we have
∫
|y2|2≤r2k−r∗k2
(√
r2k − |y2|2 − r∗k
)
dy2 ≈
√
r2k−r∗k2∫
0
(√
r2k − ρ2 − r∗k
)
ρn−3dρ
≥
√
r2k− 14 (rk+r∗k)2∫
0
(√
r2k − ρ2 − r∗k
)
ρn−3dρ
≥ 1
2
(rk − r∗k)
√
r2k− 14 (rk+r∗k)2∫
0
ρn−3dρ ≈ (rk − r∗k)
n
2 r
n
2−1 ≈ (rk − r∗k)
n
2 r
n
2−1
k .
Using part (2) of Proposition 38 we have rk − r∗k ≈ 1/|F ′(x1 + rk)| and therefore
|E (x, rk) ∩B (x, rk)| & f(x1 + rk)|F ′(x1 + rk)|n2+1
r
n
2−1 ≈ |B (x, rk)| .
Finally, in the case rk <
1
|F ′(x1)| , proceeding exactly as in the proof of (7.4) in the 2-dimensional
case, we can show
E (x, rk) ∩B (x, rk) ⊃
[
x1 +
rk
2
, x1 +
3rk
4
]
×
{
|y2| ≤ rk
2
}
× [−cf (x1) rk, cf (x1) rk]
and thus
|E (x, rk) ∩B (x, rk)| & rnk f(x1) ≈ |B (x, rk)| .
This concludes the proof of (7.17), and therefore the proof of Lemma 51. 
1.2.1. The difficulty with the standard sequence of radii. Recall that we began the proof of
Lemma 49 in two dimensions by subtracting consecutive averages of w over the ends E (x, rk) and
E (x, rk+1) to obtain
w (x)− Ex,r1w = lim
k→∞
1
|E (x, rk)|
∫
E(x,rk)
w (y) dy − Ex,r1w
=
∞∑
k=1
{
1
|E (x, rk+1)|
∫
E(x,rk+1)
w (y) dy − 1|E (x, rk)|
∫
E(x,rk)
w (z) dz
}
.
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If we simply proceed in this way in higher dimensions we will obtain, just as in the two dimensional
proof, that
|w (x)− Ex,r1w| .
∞∑
k=1
1
|B (x, rk)|2
∫
E(x,rk+1)×E(x,rk)
|w (y)− w (z)| dydz
.
∞∑
k=1
1
|B (x, rk)|2
∫
E(x,rk+1)×E(x,rk)
|w (y1,y2, y3)− w (z1,y2, y3)| dydz
+
∞∑
k=1
1
|B (x, rk)|2
∫
E(x,rk+1)×E(x,rk)
|w (z1,y2, y3)− w (z1, z2, y3)| dydz
+
∞∑
k=1
1
|B (x, rk)|2
∫
E(x,rk+1)×E(x,rk)
|w (z1, z2, y3)− w (z1, z2, z3)| dydz
≡ I + II + III,
but where now
I .
∞∑
k=1
1
|B (x, rk)|2
∫
E(x,rk+1)×E(x,rk)
∫ z1
y1
|wx1 (s,y2, y3)| dsdy1dy2dy3dz1dz2dz3 ,
and
II .
∞∑
k=1
1
|B (x, rk)|2
∫
E(x,rk+1)×E(x,rk)
∫ 1
0
|(z2 − y2) · ∇x2w (z1, tz2 + (1− t)y2, y3)|
×dtdy1dy2dy3dz1dz2dz3 ,
and
III .
∞∑
k=1
1
|B (x, rk)|2
∫
E(x,rk+1)×E(x,rk)
∫ z3
y3
|wx3 (z1, z2, u)| dudy1dy2dy3dz1dz2dz3 .
Thus with △rk ≡ rk − rk+1, we have
I .
∞∑
k=1
△rk
|B (x, rk)|
∫
H(x,rk)
|wx1 (s,y2, y3)| dsdy2dy3 .
∞∑
k=1
△rk
|B (x, rk)|
∫
H(x,rk)
|∇Aw| ,
and an easy computation also shows that
III .
∞∑
k=1
△rk
|B (x, rk)|
∫
H(x,rk)
|∇Aw| ,
which for terms I and III delivers the good estimate (7.7) in the 2-dimensional proof above. But
upon using the inequality |y2 − x2| . √rk − rk+1√rk from (7.14), the corresponding estimate for
II is
II .
∞∑
k=1
√
rk △ rk
|B (x, rk)|
∫
H(x,rk)
|∇Aw| ,
which is much too large as
√
rk △ rk ≫△rk when △rk ≪ rk.
This suggests that we hold the variable y2 fixed, and take the difference of lower dimensional
averages, and then average over y2. But this will require additional information on the regularity
of the sequence of radii {rk}∞k=1, something we cannot easily derive from the current defintion of rk.
So we now turn to redefining the sequence of radii to be used in our subrepresentation inequalities.
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1.2.2. Geometric estimates. We will estimate the differences of the quantities
(7.18) qk ≡
√
r2k − r2k+1
appearing as the widths of the modifed ends E˜ (x1, rk) defined in (7.13). First recall that there are
positive constants c, C such that
c ≤ (rk − rk+1) |F ′ (x1 + rk)| ≤ C, for rk ≥ 2|F ′ (x1)| .
In view of this, let us redefine, for each γ > 0, the sequence {rk}∞k=0 recursively by demanding that
the first inequality above be an equality.
Definition 52. For γ > 0 set
(7.19) rγk+1 ≡
{
rγk − γ|F ′(x1+rk)| if r
γ
k ≥ γ|F ′(x1)|
1
2r
γ
k if r
γ
k <
γ
|F ′(x1)|
, k ≥ 0.
We will typically suppress the superscript γ and continue to write rk in place of r
γ
k when γ
is understood. With this revised definition of the sequence of radii, and the corresponding balls
and ends, we retain the two-dimensional volume estimates and the subrepresentation inequality in
Lemma 49, with perhaps larger constants of comparability. These details are easily verified and left
for the reader.
Now, continuing to suppress γ, let
△rk ≡ rk − rk+1 and △2 rk ≡ △rk −△rk+1 and △ qk ≡ qk − qk+1
denote the first and second order differences of the sequences {rk}∞k=0 and {qk}∞k=0. The point of the
new definitions of the sequence {rγk}∞k=0 is to obtain a good estimate on its second order differences
△2rγk , and hence also on the first order differences of {qγk}∞k=0.
Lemma 53. With γ > 0 and the sequence {rγk}∞k=0 defined as in (7.19), and {qγk}
∞
k=0 defined as
in (7.18), we have the following estimates:
△rγk =
{
γ
|F ′(x1+rk)| if rk ≥
γ
|F ′(x1)|
1
2rk if rk <
γ
|F ′(x1)|
,
△2rγk ≈
[△rk]2
rk
,
qγk ≈
√
rk △ rk,
△qγk . △rk,
where the implied constants of comparability depend on γ > 0.
Proof. We suppress the superscript γ and prove only the case where rk ≥ γ|F ′(x1)| , since in
the opposite case where rk+1 =
1
2rk and △rk = 12rk, the estimates then follow immediately. We
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begin with
△2rk = △rk −△rk+1 = γ|F ′ (x1 + rk)| −
γ
|F ′ (x1 + rk+1)|
= γ
F ′ (x1 + rk)− F ′ (x1 + rk+1)
|F ′ (x1 + rk)| |F ′ (x1 + rk+1)|
= γ
F ′′ (x1 + (1− θ) rk + θrk+1) (rk − rk+1)
|F ′ (x1 + rk)| |F ′ (x1 + rk+1)|
≈
|F ′(x1+(1−θ)rk+θrk+1)|
x1+(1−θ)rk+θrk+1 (rk − rk+1)
|F ′ (x1 + rk)| |F ′ (x1 + rk+1)| .
[△rk]2
rk+1
,
where the last two line follows from our assumptions on F and (7.19). Next we have
qk =
√
rk − rk+1
√
rk + rk+1 ≈
√
rk △ rk,
and finally we have
△qk =
√
△rk
√
rk + rk+1 −
√
△rk+1
√
rk+1 + rk+2
=
(√
△rk −
√
△rk+1
)√
rk + rk+1
+
√
△rk+1
(√
rk + rk+1 −
√
rk+1 + rk+2
)
≡ I + II.
Now
I ≈
(√
△rk −
√
△rk+1
)√
rk ≈
(
△rk −△rk+1√△rk +
√△rk+1
)
√
rk
≈ (△2rk)√ rk△rk . [△rk]
2
rk+1
√
rk
△rk =
rk
rk+1
√△rk
rk
△ rk . △rk
and
II =
√
△rk+1 (rk + rk+1)− (rk+1 + rk+2)√
rk + rk+1 +
√
rk+1 + rk+2
≈
√△rk+1
rk
△ rk . △rk .

1.2.3. Statements of subrepresentation inequalities. Set
Ex,r1w ≡
1
|E(x, r1)|
∫
E(x,r1)
w.
Lemma 54 (nD subrepresentation). With Γ (x, r) as above, and r0 = r and r1 given by (7.1),
we have the subrepresentation formula
|w (x)− Ex,r1w| ≤ C
∫
Γ(x,r)
|∇Aw (y)| d̂ (x, y)|B (x, d (x, y))|dy,
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where ∇A is as in (1.3) and
d̂ (x, y) ≡ min
{
d (x, y) ,
1
|F ′ (x1 + d (x, y))|
}
.
We next claim that the subrepresentation inequality continues to hold if we use the modified
‘end’ E˜ (x, rk) in (7.13) to define a modified cusp-like region
(7.20) Γ˜ (x, r) =
∞⋃
k=1
E˜ (x, rk) .
Indeed, Lemma 54 extends to higher dimensions with Γ˜ (x, r) in place of Γ (x, r) in the subrepre-
sentation formula, and with the average
E˜x,r1w ≡
1∣∣∣E˜(x, r1)∣∣∣
∫
E˜(x,r1)
w
in place of Ex,r1w.
Lemma 55 (nD subrepresentation). With notation as above, and r0 = r, r1 given by (7.1), and
Γ˜ by (7.20), we have the subrepresentation formula∣∣∣w (x)− E˜x,r1w∣∣∣ ≤ C ∫
Γ˜(x,r)
|∇Aw (y)| d̂ (x, y)|B (x, d (x, y))|dy,
where ∇A is as in (1.3) and
d̂ (x, y) ≡ min
{
d (x, y) ,
1
|F ′ (x1 + d (x, y))|
}
.
Combining Lemma 55 with Lemma 48, we obtain that in dimension n ≥ 3 we have the estimate
(7.21)
KB(0,r0)(x, y) =
d̂ (x, y)
|B (x, d (x, y))|1Γ˜(x,r0) (y)
≈

1
rn−1f(x1)
1Γ˜(x,r0) (y) , 0 < r = y1 − x1 <
2
|F ′(x1)|
|F ′ (x1 + r)|n−1
f(x1 + r)λ (x1, r)
n−21Γ˜(x,r0) (y) , R ≥ r = y1 − x1 ≥
2
|F ′(x1)|
,
where we have defined
(7.22) λ (x1, r) ≡
√
r |F ′ (x1 + r)|.
The proofs of Lemmas 54 and 55 are both similar to that of the two dimensional analogue,
Lemma 49 above. The main difference lies in the fact, already noted above, that we can no longer
simply subtract the averages of w over the ends E˜ (x, rk) and E˜ (x, rk+1) since the diameter of these
ends in the x2 direction is comparable to
√
rk (rk − rk+1), a quantity much larger than rk − rk+1
when rk − rk+1 ≪ rk.
There is one more estimate we give. Define the half metric ball
HB(0, r) = B(0, r) ∩ {(x, y) ∈ R2 : x > 0}.
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We show that for x ∈ HB (0, r) and 0 < x1 ≤ r∗ = r∗ (0, r), the rectangle E˜ (x, r − r∗) has volume
comparable to that of E˜ (0, r), and hence the averages of w over the modified ends E˜ (x, r − r∗)
and E˜ (0, r) have controlled difference. We will not use this estimate in this paper, but it is natural
and may prove useful elsewhere. More precisely we have the following lemma.
Lemma 56. Suppose that 0 < r < R, x ∈ HB (0, r), and 0 < x1 ≤ r∗. Then we have
(1)
∣∣∣E˜ (x, r − r∗)∣∣∣ ≈ ∣∣∣E˜ (x, r − r∗) ∩HB (0, r)∣∣∣ ≈ ∣∣∣E˜ (0, r)∣∣∣,
(2)
∣∣∣∣ 1|E˜(x,r−r∗)| ∫E˜(x,r−r∗)∩HB(0,r)w − 1|E˜(0,r)| ∫E˜(0,r)w
∣∣∣∣ . r ∫HB(0,r) |∇Aw|dx.
Proof. This is a straightforward exercise. 
As a consequence of this lemma, we obtain the average control
(7.23)
∣∣∣∣∣∣ 1∣∣∣E˜ (x, r − r∗)∣∣∣
∫
E˜(x,r−r∗)∩B+(0,r)
w − 1∣∣∣E˜ (0, r)∣∣∣
∫
E˜(0,r)
w
∣∣∣∣∣∣ . r
∫
B(0,r)
|∇Aw|dx.
For the case when r∗ < x1 ≤ r, we simply use instead of the end E˜ (0, r), the substitute
←→
E (0, r) ≡
y = (y1,y2, y3) :
r − 3 (r − r∗) ≤ y1 − x1 < r − 2 (r − r∗)
|y2 − x2| <
√
r2k − (y1 − x1)2
|y3 − x3| < h∗ (x1, y1 − x1)
 ,
which looks like E˜ (0, r) translated a distance 2 (r − r∗) to the left. This gives the average control
(7.23) in the case r∗ < x1 ≤ r as well. With these considerations we have obtained the following
corollary.
Corollary 57. With notation as above, and r0 = r, r1 given by (7.1), suppose that E˜0,rw = 0.
Then we have the subrepresentation formula
|w (x)| ≤ C
∫
Γ˜(x,r)
|∇Aw (y)| d̂ (x, y)|B (x, d (x, y))|dy,
where ∇A is as in (1.3) and
d̂ (x, y) ≡ min
{
d (x, y) ,
1
|F ′ (x1 + d (x, y))|
}
.
1.2.4. Proofs of the subrepresentation inequalities. We begin with a preliminary estimate on
difference of averages that will set the stage for the proofs of the subrepresentation inequalities.
Recall that the modified end E˜ (x, rk) defined in (7.13) is a product set consisting of those y =
(y1,y2, y3) ∈ R× Rn−2 × R = Rn belonging to
E˜ (x, rk) = [x1 + rk+1, x1 + rk)×Q (x2, qk)× (x3 − h∗ (x1, rk) , x3 + h∗ (x1, rk)) ,
where Q (z, q) denotes the (n− 2)-dimensional Euclidean ball centered at z ∈ Rn−2 with radius q.
With Lemma 53 in hand, we now dilate the modified end E˜ (x, rk) in the x2 variable so that it has
the same ‘thickness’ as E˜ (x, rk+1), namely qk+1. More precisely, we define
(7.24) Ê (x, rk) ≡ [x1 + rk+1, x1 + rk)×Q (x2, qk+1)× (x3 − h∗ (x1, rk) , x3 + h∗ (x1, rk)) .
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Note that the only difference between Ê (x, rk) and E˜ (x, rk) is the change of width from qk to qk+1.
Then we observe that the dilation
y2 → y′2 = x2 +
qk+1
qk
(y2 − x2) ,
with y1 and y3 kept fixed, maps E˜ (x, rk) one-to-one onto Ê (x, rk), and satisfies
1∣∣∣E˜ (x, rk)∣∣∣
∫
E˜(x,rk)
w (y) dy − 1∣∣∣Ê (x, rk)∣∣∣
∫
Ê(x,rk)
w (y)dy
=
1
△rk
∫ rk
rk+1
1
2h∗ (x1, rk)
∫ h∗(x1,rk)
−h∗(x1,rk)
[
1
|Q (x2, qk)|
∫
y2∈Q(x2,qk)
w (y1,y2, y3) dy2
]
dy3dy1
− 1△rk
∫ rk
rk+1
1
2h∗ (x1, rk)
∫ h∗(x1,rk)
−h∗(x1,rk)
[
1
|Q (x2, qk+1)|
∫
y
′
2∈Q(x2,qk+1)
w (y1,y
′
2, y3) dy
′
2
]
dy3dy1,
where the difference of averages in square brackets over Q (x2, qk) and Q (x2, qk+1) satisfies
1
|Q (x2, qk)|
∫
y2∈B(x2,qk)
w (y1,y2, y3) dy2 − 1|Q (x2, qk+1)|
∫
y
′
2∈Q(x2,qk+1)
w (y1,y
′
2, y3) dy
′
2
=
1
|Q (x2, qk)|
∫
y
′
2∈Q(x2,qk+1)
w
(
y1,x2 +
qk
qk+1
(y′2 − x2) , y3
)
∂y2
∂y′2
dy′2
− 1|Q (x2, qk+1)|
∫
y
′
2∈Q(x2,qk+1)
w (y1,y
′
2, y3) dy
′
2
=
1
|Q (x2, qk+1)|
∫
Q(x2,qk+1)
{
w
(
y1,x2 +
qk+1
qk
(y′2 − x2) , y3
)
− w (y1,y′2, y3)
}
dy′2.
Thus we have the following estimate for the difference of averages
E˜x,rk ≡
1∣∣∣E˜ (x, rk)∣∣∣
∫
E˜(x,rk)
w (y) dy,
Êx,rk ≡
1∣∣∣Ê (x, rk)∣∣∣
∫
Ê(x,rk)
w (y) dy
over the modified ends Ê (x, rk) and E (x, rk):∣∣∣E˜x,rk − Êx,rk ∣∣∣ ≤ 1△rk
∫ rk
rk+1
1
2h∗ (x1, rk)
∫ h∗(x1,rk)
−h∗(x1,rk)
1
|Q (x2, qk+1)|
∫
Q(x2,qk+1)
×
∣∣∣∣w(y1,x2 + qk+1qk (y′2 − x2) , y3
)
− w (y1,y′2, y3)
∣∣∣∣ dy′2dy1dy3
≤ 1△rk
∫ rk
rk+1
1
2h∗ (x1, rk)
∫ h∗(x1,rk)
−h∗(x1,rk)
1
|Q (x2, qk+1)|
∫
Q(x2,qk+1)
|∇x2w (y1, z2, y3)| dz2dy1dy3
×
(
1− qk+1
qk
)
|y′2 − x2|
≤ △qk 1∣∣∣E˜ (x, rk)∣∣∣
∫
E˜(x,rk)
|∇Aw (y)| dy . △rk∣∣∣E˜ (x, rk)∣∣∣
∫
E˜(x,rk)
|∇Aw (y)| dy.
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This estimate,
(7.25)
∣∣∣E˜x,rk − Êx,rk∣∣∣ . △rk∣∣∣E˜ (x, rk)∣∣∣
∫
E˜(x,rk)
|∇Aw (y)| dy,
for the difference of averages has the same form as the corresponding estimates for the summands
in terms I and III in the previous subsubsection, and thus we can replace the average of w over
E˜ (x, rk) by its average over Ê (x, rk) whenever we wish.
We can now prove the subrepresentation formula in Lemma 55. The proof of Lemma 54 is
similar and left for the reader.
Proof of Lemma 55. We have
w (x)− E˜x,r1w = lim
k→∞
1∣∣∣E˜ (x, rk)∣∣∣
∫
E˜(x,rk)
w (y) dy − E˜x,r1w
=
∞∑
k=1
 1∣∣∣E˜ (x, rk+1)∣∣∣
∫
E˜(x,rk+1)
w (y)dy − 1∣∣∣E˜ (x, rk+1)∣∣∣
∫
E˜(x,rk+1)
w (z) dz
 ,
and so
w (x)− E˜x,r1w =
∞∑
k=1
1∣∣∣E˜ (x, rk)∣∣∣
∫
E˜(x,rk)
w (y) dy − 1∣∣∣Ê (x, rk)∣∣∣
∫
Ê(x,rk)
w (z)dz
+
∞∑
k=1
1∣∣∣Ê (x, rk)∣∣∣
∫
Ê(x,rk)
w (y)dy − 1∣∣∣E˜ (x, rk+1)∣∣∣
∫
E(x,rk+1)
w (z) dz
≡ I +
∞∑
k=1
IIk,
where
|I| .
∞∑
k=1
△rk∣∣∣E˜ (x, rk)∣∣∣
∫
E˜(x,rk)
|∇Aw (y)| dy,
and
IIk =
1
△rk
∫ rk
rk+1
1
2h∗ (x1, rk)
∫ h∗(x1,rk)
−h∗(x1,rk)
1
|Q (x2, qk+1)|
∫
Q(x2,qk+1)
w
− 1△rk+1
∫ rk+1
rk+2
1
2h∗ (x1, rk+1)
∫ h∗(x1,rk+1)
−h∗(x1,rk+1)
1
|Q (x2, qk+1)|
∫
Q(x2,qk+1)
w
=
1
|Q (x2, qk+1)|
∫
Q(x2,qk+1)
×
{
1
△rk
∫ rk
rk+1
1
2h∗ (x1, rk)
∫ h∗(x1,rk)
−h∗(x1,rk)
w − 1△rk+1
∫ rk+1
rk+2
1
2h∗ (x1, rk+1)
∫ h∗(x1,rk+1)
−h∗(x1,rk+1)
w
}
.
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Now the difference of the 2-dimensional integrals in braces has the variable y2 fixed, and using the
two dimensional proof above, the modulus of this difference is easily seen to be controlled by
[△rk] 1△rk
∫ rk
rk+2
1
2h∗ (x1, rk)
∫ h∗(x1,rk)
−h∗(x1,rk)
|∇Aw| .
Then averaging over y2 ∈ B (x2, qk+1), we obtain the bound
|IIk| . [△rk] 1|B (x2, qk+1)|
∫
B(x2,qk+1)
1
△rk
∫ rk
rk+2
1
2h∗ (x1, rk)
∫ h∗(x1,rk)
−h∗(x1,rk)
|∇Aw|
. [△rk] 1∣∣∣H˜ (x, rk)∣∣∣
∫
H˜(x,rk)
|∇Aw| ,
where H˜k (x, rk) ≡ E˜ (x, rk+1)
⋃
E˜ (x, rk). Altogether then we have∣∣∣w (x)− E˜x,r1w∣∣∣ . ∞∑
k=1
 △rk∣∣∣E˜ (x, rk)∣∣∣
∫
E˜(x,rk)
|∇Aw|+ △rk∣∣∣H˜ (x1, rk)∣∣∣
∫
H˜(x1,rk)
|∇Aw|
 .
Moreover, by estimates above we have that |H˜(x, rk)| ≈ |B(x, rk)|, and∣∣∣w (x)− E˜x,r1w∣∣∣ . ∞∑
k=1
rk − rk+1
|B (x, rk)|
(∫
H˜(x1,rk)
|∇Aw (y)| dy
)
.
∫
Γ˜(x,r)
|∇Aw (y)|
( ∞∑
k=1
rk − rk+1
|B (x, rk)|1E(x,rk) (y)
)
dy.
At this point, we have obtained the higher dimensional analogue of the two-dimensional inequality
(7.7), just as in Case 1 and Case 2 of the 2-dimensional proof of Lemma 49, and the proof now
proceeds exactly as in the 2-dimensional case there. 
2. (1, 1)-Sobolev and (1, 1)-Poincare´ inequalities
We will give statements and proofs only in dimension n = 2, since these results are not actually
used in this paper, but might be interesting on their own. First we establish a simple “straight-
across” estimate. Define
(7.26) Kr (x, y) ≡ d̂ (x, y)|B (x, d (x, y))|1Γ(x,r) (y) ,
and
Γ (x, r) = {y ∈ B (x, r) : x1 ≤ y1 ≤ x1 + r, |y2 − x2| < h∗ (x1, y1 − x1)} ,
and for y ∈ Γ (x, r) let hx,y = h∗ (x1, y1 − x1). First, recall from Proposition 42 that we have an
estimate
|B (x, d (x, y))| ≈ hx,y (d(x, y)− d∗(x, y))
and by Corollary 50 we have |B (x, d (x, y))| ≈ hx,yd̂(x, y). Thus,
Kr (x, y) ≈ 1
hx,y
1{(x,y):x1≤y1≤x1+r, |y2−x2|<hx,y} (x, y) .
Now denote the dual cone Γ∗ (y, r) by
Γ∗ (y, r) ≡ {x ∈ B (y, r) : y ∈ Γ (x, r)} .
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Then we have
Γ∗ (y, r) = {x ∈ B (y, r) : x1 ≤ y1 ≤ x1 + r, |y2 − x2| < hx,y}(7.27)
= {x ∈ B (y, r) : y1 − r ≤ x1 ≤ y1, |x2 − y2| < hx,y} ,
and consequently we get the ‘straight across’ estimate in n = 2 dimensions,
(7.28)
∫
Kr (x, y) dx ≈
∫ y1
y1−r
{∫ y2+hx,y
y2−hx,y
1
hx,y
dx2
}
dx1 ≈
∫ x1+r
x1
dy1 = r .
Lemma 58. For w ∈ Lip0 (B (x0, r)) and ∇A a degenerate gradient as above, we have∫
B(x0,r)
|w (x)| dx ≤ Cr
∫
B(x0,r)
|∇Aw (y)| dy.
Proof. If x ∈ B (x0, r), then w satisfies the hypothesis of Lemma 49 in B
(
x, 2 (C + 1)
2
r
)
for
the constant C as in (7.2). Indeed, let rk be defined by (7.1) for x = y and r0 = 2 (C + 1)
2
r, then
r2 ≥ 1
(C + 1)
2 r0 = 2r.
Hence, since
E (x, r1) ≡ {y : x1 + r2 ≤ y1 < x1 + r1, |y2 − x2| < h∗ (x1, z1 − x1)} ,
we have that E (x, r1)
⋂
B (x0, r) = ∅ so
∫
E(x,r1)
w = 0 so we may apply Lemma 49 in B
(
x0, 2
(
(C + 1)2 + 1
)
r
)
for all x ∈ B (x0, r).
Let R = 2
(
(C + 1)
2
+ 1
)
r. Using the subrepresentation inequality and (7.28) we have∫
|w (x)| dx ≤
∫ ∫
Γ(x,R)
d̂ (x, y)
|B (x, d (x, y))| |∇Aw (y)| dydx
=
∫ ∫
KR (x, y) |∇Aw (y)| dydx
=
∫ {∫
KR (x, y) dx
}
|∇Aw (y)| dy
≈
∫
R |∇Aw (y)| dy ≈ r
∫
|∇Aw (y)| dy.

Remark 59. The larger kernel K˜r (x, y) ≡ 1Γ(x,r) (y) d(x,y)|B(x,d(x,y))| , with d̂ replaced by d, does
not in general yield the (1, 1) Sobolev inequality. More precisely, the inequality
(7.29)
∫ ∫
K˜r (x, y) |∇Aw (y)| dydx . r
∫
|∇Aw (y)| dy, 0 < r ≪ 1,
fails in the case
F (x) =
1
x
, x > 0.
To see this take y2 = 0. We now make estimates on the integral
(7.30)
∫
K˜r (x, y) dx ≈
∫ y1
y1−r
{∫ y2+hx,y
y2−hx,y
1
hx,y
d (x, y)
d̂ (x, y)
dx2
}
dx1,
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where d̂ (x, y) = min
{
d (x, y) , 1|F ′(x1+d(x,y))|
}
. Consider the region where
(7.31) d(x, y) ≥ 1|F ′(x1 + d(x, y))| = (x1 + d(x, y))
2
.
In this region we have
d(x, y)
d̂ (x, y)
= d(x, y)|F ′(x1 + d(x, y))| = d(x, y)
(x1 + d(x, y))
2 .
Moreover, since d(x, y) ≤ r, we have
d(x, y)
d̂(x, y)
≥ r
(x1 + r)
2 .
On the other hand, we have d(x, y) ≥ y1 − x1 and d(x, y) ≪ 1, so the condition in (7.31) is
guaranteed by y1 − x1 ≥ (x1 + y1 − x1)2, i.e. x1 ≤ y1 − y21. We then have the following estimate
for (7.30): ∫
K˜r(x, y)dx &
∫ y1−y21
y1−r
r
(x1 + r)
2 dx1 =
r(r − y21)
y1(y1 − y21 + r)
.
Therefore, if y1 ≤ r, we have ∫
K˜r(x, y)dx & 1,
and (7.29) fails for small r > 0.
Now we turn to establishing the (1, 1)-Poincare´ inequality. For this we will need the following
extension of Lemma 79 in [RSaW]. Recall the half metric ball
HB(0, r) = B(0, r) ∩ {(x, y) ∈ R2 : x > 0}.
Proposition 60. Let the balls B(0, r) and the degenerate gradient ∇A be as above. There
exists a constant C such that the Poincare´ Inequality∫∫
HB(0,r)
|w − w¯| dxdy ≤ Cr
∫∫
HB(0,r)
|∇Aw|dxdy
holds for any Lipschitz function w and sufficiently small r > 0. Here w¯ is the average defined by
w¯ =
1
|HB(0, r)|
∫∫
HB(0,r)
wdxdy.
2.1. Proof of Poincare´. The left hand side can be estimated by∫∫
HB(0,r)
|w − w¯| dxdy =
∫∫
HB(0,r)
∣∣∣∣∣w(x1, y1)− 1|HB(0, r)|
∫∫
HB(0,r)
w(x2, y2)dx2dy2
∣∣∣∣∣ dx1dy1
≤ 1|HB(0, r)|
∫
HB(0,r)×HB(0,r)
|w(x1, y1)− w(x2, y2)| dx1dy1dx2dy2
The idea now is to estimate the difference |w(x1, y1)− w(x2, y2)| by the integral of ∇w along some
path. Because the half metric ball is somewhat complicated geometrically, we can simplify the
argument by applying the following lemma, sacrificing only the best constant C in the Poincare´
inequality.
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Lemma 61. Let (X,µ) be a measure space. If Ω ⊂ X is the disjoint union of 2 measurable
subsets Ω = Ω1 ∪ Ω2 so that the measure of the subsets are comparable
1
C1
≤ µ(Ω1)
µ(Ω2)
≤ C1
Then there exists a constant C = C(C1), such that
(7.32)
∫∫
Ω×Ω
|w(x) − w(y)|dµ(x)dµ(y) ≤ C
∫∫
Ω1×Ω2
|w(x) − w(y)|dµ(x)dµ(y).
for any measurable function w defined on Ω.
Proof. Define
Si,j =
∫∫
Ωi×Ωj
|w(x) − w(y)|dµ(x)dµ(y), i, j = 1, 2.
Since Ω = Ω1 ∪ Ω2, we can rewrite inequality (7.32) as
S1,1 + 2S1,2 + S2,2 ≤ CS1,2.
Now, we compute
S1,1 =
1
µ(Ω2)
∫∫∫
Ω1×Ω1×Ω2
|[w(x) − w(z)] + [w(z)− w(y)]| dµ(x)dµ(y)dµ(z)
≤ 1
µ(Ω2)
∫∫∫
Ω1×Ω1×Ω2
|w(x) − w(z)| dµ(x)dµ(y)dµ(z)
+
1
µ(Ω2)
∫∫∫
Ω1×Ω1×Ω2
|w(y) − w(z)| dµ(x)dµ(y)dµ(z)
=
2µ(Ω1)
µ(Ω2)
∫∫
Ω1×Ω2
|w(x) − w(z)| dµ(x)dµ(z) = 2µ(Ω1)
µ(Ω2)
S1,2 ,
and similarly S2,2 ≤ 2µ(Ω2)µ(Ω1) S1,2. 
We will apply this lemma with
Ω1 = B+ = {(x, y) ∈ HB (0, r0) : r∗ ≤ x ≤ r} ,
Ω2 = B− = {(x, y) ∈ HB (0, r0) : 0 ≤ x ≤ r∗} ,
where r∗, B+ and B− are as in Lemma 44 above. Then from Lemma 44 we have
|Ω1| ≈ |Ω2| ≈ |B (0, r0)| .
By Lemma 61, the proof of Proposition 60 reduces to the following inequality:
(7.33)
I =
∫∫
Ω1×Ω2
|w(x1, y1)− w(x2, y2)|dx1dy1dx2dy2 ≤ C|HB(0, r0)|r0
∫∫
HB(0,r0)
|∇Aw(x, y)|dxdy.
Let P1 = (x1, y1) ∈ Ω1 and P2 = (x2, y2) ∈ Ω2. We can connect P1 and P2 by first travelling
vertically and then horizontally. This integral path is completely contained in the half metric ball.
This immediately gives an inequality
|w(x1, y1)− w(x2, y2)| ≤
∣∣∣∣∫ y2
y1
wy(x1, y)dy
∣∣∣∣+ ∣∣∣∣∫ x2
x1
wx(x, y2)dx
∣∣∣∣ .
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As a result, we have
I =
∫∫
Ω1×Ω2
|w(x1, y1)− w(x2, y2)|dx1dy1dx2dy2 ≤
∫∫
Ω1×Ω2
∣∣∣∣∫ y2
y1
wy(x1, y)dy
∣∣∣∣ dx1dy1dx2dy2
+
∫∫
Ω1×Ω2
∣∣∣∣∫ x2
x1
wx(x, y2)dx
∣∣∣∣ dx1dy1dx2dy2
= I1 + I2
We first estimate the integral
I1 =
∫∫
Ω1×Ω2
|w(x1, y1)− w(x2, y2)|dx1dy1dx2dy2 ≤
∫∫
Ω1×Ω2
∣∣∣∣∫ y2
y1
wy(x1, y)dy
∣∣∣∣ dx1dy1dx2dy2
where Ω1 = B+ and Ω2 = B−. We have
I1 ≤
∫
B−
∫
B+
∫ y2
y1
|wy(x1, y)|dydx1dy1dx2dy2 ≤
∫
B−
∫
B+
∫ y2
y1
1
f(x1)
|∇Aw(x1, y)|dydx1dy1dx2dy2
≤
∫
B−
∫
B+
h(r)
f(x1)
|∇Aw(x1, y)|dydx1dx2dy2,
where h(r) . rf(r) is the “maximal height” given in Proposition 38. Moreover, for x1 ∈ B+ we
have |r − x1| ≤ 1/|F ′(r)| and therefore f(x1) ≈ f(r). This gives
h(r)
f(x1)
≤ r,
and substituting this into the above we get
I1 ≤ Cr|B−|
∫
B+
|∇Aw(x, y)|dxdy ≤ Cr|B|
∫
B
|∇Aw(x, y)|dxdy.
To estimate
I2 =
∫∫
Ω1×Ω2
∣∣∣∣∫ x2
x1
wx(x, y2)dx
∣∣∣∣ dx1dy1dx2dy2,
we note that |wx(x, y2)| ≤ |∇Aw(x, y2)|, and therefore
I2 ≤
∫∫
B+×B−
[∫
(x,y2)∈HB(0,r)
|∇Aw(x, y2)|dx
]
dx1dy1dx2dy2
≤ Cr|B+|
∫
B
|∇Aw(x, y2)|dxdy2 ≤ Cr|B|
∫
B
|∇Aw(x, y)|dxdy.
This finishes the proof of inequality (7.33), and hence finishes the proof of the Poincare´ inequal-
ity in Proposition 60.
We now wish to extend this Poincare´ inequality to hold for the full ball B (0, r) in Proposition
60. We cannot simply use geodesics that connect the left end Eleft (0, r) of the ball to the right end
Eright (0, r) of the ball and that also stay entirely within the ball B (0, r). The problem is that the
thin ‘neck’ of the ball near the origin is too thin to support such geodesics without compensating
with a huge Jacobian. Instead we will enlarge the ball B (0, r) enough so that the enlarged ball
contains the rectangle (−r, r)×(−h (r) , h (r)). This can be achieved with the ball of doubled radius
as we now show.
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Lemma 62. For 0 < r < R2 , we have the inclusions,
B (0, r) ⊂ (−r, r)× (−h (r) , h (r)) ⊂ (−r, r)× (−2h (r) , 2h (r)) ⊂ B (0, 2r) .
Proof. The inclusion B (0, r) ⊂ (−r, r) × (−h (r) , h (r)) is immediate. Now consider the
geodesic γ (t) from γ (0) = (0, 0) to the point γ (r) = (r∗, h) = (r∗ (r) , h (r)) on the boundary of
the ball B (0, r) where γ has a vertical tangent. If we continue this geodesic for a further time r,
then by symmetry we curl back and return to the y-axis at the point γ (2r) = (0, 2h (r)). It is now
clear by a further symmetry that (−r, r)× (−h (r) , h (r)) ⊂ B (0, 2r). 
Now we can extend Proposition 60 to the full ball.
Proposition 63. Let the balls B(0, r) and the degenerate gradient ∇A be as above. There
exists a constant C such that the Poincare´ Inequality∫
B(0,r)
|w(x) − w¯| dx ≤ Cr
∫
B(0,2r)
|∇Aw|dx
holds for any Lipschitz function w and sufficiently small r > 0. Here w¯ is the average defined by
w¯ =
1
|B(0, r)|
∫
B(0,r)
wdx.
Proof. Following Proposition 60 we will denote the right half of the metric ball B(0, r), by
HB(0, r). Recall that we have HB(0, r) = B− ∪B+ where
B+ = {(x1, x2) ∈ HB (0, r0) : r∗ ≤ x1 ≤ r} ,
B− = {(x1, x2) ∈ HB (0, r0) : 0 ≤ x1 ≤ r∗} .
Similarly, we will denote the left half by BH(0, r) and write BH(0, r) = B− ∪B+ where
B+ = {(x1, x2) ∈ BH (0, r0) : −r ≤ x1 ≤ −r∗} ,
B− = {(x1, x2) ∈ BH (0, r0) : −r∗ ≤ x1 ≤ 0} .
Now using Lemma 61 with Ω1 = BH(0, r) and Ω2 = HB(0, r) we have∫
B(0,r)
|w(x) − w¯| dx ≤ 1|B|
∫∫
B×B
|w(x) − w(y)| dxdy ≤ C|B|
∫∫
BH×HB
|w(x) − w(y)| dxdy.
Moreover, since we have |B−| = |B−| ≈ |B+| = |B+| ≈ |B|, proceeding the same way as in the
proof of Lemma 61 we can show∫∫
BH×HB
|w(x) − w(y)| dxdy
≤ C
(∫∫
B−×B+
|w(x) − w(y)| dxdy +
∫∫
B−×B+
|w(x) − w(y)| dxdy +
∫∫
B+×B+
|w(x) − w(y)| dxdy
)
≡ I1 + I2 + I3.
The estimate for I2 follows from the proof of Proposition 60, and the estimate for I1 is shown in
exactly the same way. We thus have
(7.34) I1 + I2 ≤ Cr
∫
B(0,r)
|∇Aw|dx.
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To estimate I3 we connect two points (x1, x2) ∈ B+ and (y1, y2) ∈ B+ by a curve consisting of one
vertical and one horizontal segment, which according to Lemma 62 lies entirely in the ball B(0, 2r)
|w(x1, x2)− w(y1, y2)| ≤
∣∣∣∣∫ y2
x2
wt(x1, t)dt
∣∣∣∣ + ∣∣∣∣∫ y1
x1
ws(s, y2)ds
∣∣∣∣ .
Next, proceeding as in the proof of Proposition 60 we obtain∫∫
B+×B+
∣∣∣∣∫ y2
x2
wt(x1, t)dt
∣∣∣∣ dx1dx2dy1dy2
≤ |B+|
∫
B+
h(r)
f(x1)
|∇Aw(x1, t)|dx1dt ≤ Cr|B|
∫
B
|∇Aw|dx,
where in the last inequality we used the fact that x1 ∈ B+ and y1 ∈ B+, and therefore
h(r)
f(x1)
≈ h(r)
f(y1)
≈ rf(r)
f(r)
= Cr.
Finally, for the integral along the horizontal segment we have∫∫
B+×B+
∣∣∣∣∫ y1
x1
ws(s, y2)ds
∣∣∣∣ dx1dx2dy1dy2 ≤ Cr ∫
B+
∫ h(r)
−h(r)
∫ r
−r
|ws(s, y2)| dsdy2dx1dy2 ≤ Cr|B|
∫
2B
|∇Aw|dx,
which gives
I3 ≤ Cr
∫
B(0,2r)
|∇Aw|dx.
Combining with (7.34) finishes the proof. 
3. Orlicz Sobolev inequalities for bump functions ΦN
Recall that the relevant bump functions ΦN are given in (4.4) by
ΦN (t) ≡
{
t(ln t)N if t ≥ E = EN = e2N
(lnE)
N
t if 0 ≤ t ≤ E = EN = e2N .
Next, define the positive operator TB(0,r0) : L
1
(
µr0
)→ LΦ (µr0) by
TB(0,r0)g(x) ≡
∫
B(0,r0)
KB(0,r0) (x, y) g(y)dy
where dµr0 ≡ dxdy|B(0,r0)| , with kernel KB(0,r0) defined by
KB(0,r0) (x, y) =
d̂ (x, y)
|B (x, d (x, y))|1Γ˜(r0) (x, y) ,
where Γ˜ is given by (7.20), and
(7.35) d̂ (x, y) ≡ min
{
d (x, y) ,
1
|F ′ (x1 + d (x, y))|
}
.
We will prove the strong form of the norm inequality
(7.36)
∥∥TB(0,r0)g∥∥LΦ(µr0) ≤ Cϕ (r0) ‖g‖L1(µr0) ,
which in turn implies the norm inequality
(7.37) ‖w‖LΦ(µr0) ≤ Cϕ (r0) ‖∇Aw‖L1(µr0) , w ∈
(
W 1,1A
)
0
(B (0, r0))
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by the subrepresentation inequality from Lemma 55 with g = ∇Aw. Indeed, we even have a version
of (7.37) for each of the half balls HB (0, r0) = HrightB (0, r0) and HleftB (0, r0).
Definition 64. Define
(
W 1,1A
)
0
(HB (0, r0)) to be theW
1,1
A -closure of those Lipschitz functions
w in HB (0, r0) that vanish in a Euclidean neighbourhood of the compact set {x ∈ ∂B (0, r0) : x1 ≥ 0},
and similarly for
(
W 1,1A
)
0
(HleftB (0, r0)).
Lemma 65. Assume that the strong form of the norm inequality (7.36) holds. Then the standard
form of the norm inequality (7.37) holds, and moreover, we also have the halfball inequalities
(7.38)
‖w‖LΦ(HBright / left(0,r0),µr0) ≤ Cϕ (r0) ‖∇Aw‖L1(HBright / left(0,r0),µr0) , w ∈
(
W 1,1A
)
0
(
HBright / left (0, r0)
)
,
where we take the same choice of HrightB (0, r0) or HleftB (0, r0) on both sides of the inequality
(7.38).
Proof. Given a radius r0 > 0, choose r−1 > r0 so that r0 = (r−1)
∗
. Then extend w ∈
W 1,10 (B (0, r0)) to w ∈ W 1,10 (B (0, r−1)) by defining w to vanish outside B (0, r0). Now for each x
in the smaller halfball HB (0, r0), we have
E (x, s) ∩HB (0, r−1) ⊂ E (0, r−1) and |E (x, s) ∩HB (0, r−1)| ≈ |E (0, r−1)|
for an appropriate s > 0. Now we apply Lemma 55 in the larger halfball HB (0, r−1), together with
the fact that w vanishes on the end E (x, s), to conclude that
|w (x)| = |w (x)− E (x, s)| . TB(0,r−1)
(
1HB(0,r−1) |∇Aw|
)
(x) ,
for x ∈ HB (0, r−1). Thus from (7.36) we obtain
‖w‖
LΦ
(
HB(0,r−1),µr−1
) ≤ ∥∥TB(0,r−1) (1HB(0,r−1) |∇Aw|)∥∥LΦ(HB(0,r−1),µr−1)
≤ Cϕ (r−1) ‖|∇Aw|‖L1(HB(0,r−1),µr−1
) .
This gives the case of 7.37 for the halfball HB (0, r0) upon noting that both w and |∇Aw| vanish
outside B (0, r0), and r0 = (r−1)
∗, and so easy estimates show that we actually have ϕ (r−1) ≈ ϕ (r0)
and both
‖w‖
LΦ
(
HB(0,r−1),µr−1
) ≈ ‖w‖LΦ(HB(0,r0),µr0) ,
‖|∇Aw|‖L1(HB(0,r−1),µr−1
) ≈ ‖|∇Aw|‖L1(HB(0,r0),µr0) .

We begin by proving that the bound (7.36) holds if the following endpoint inequality holds:
(7.39) Φ−1
(
sup
y∈B
∫
B
Φ (K(x, y)|B|α) dµ(x)
)
≤ Cαϕ (r) .
for all α > 0.
Lemma 66. The endpoint inequality (7.39) implies the norm inequality (7.37).
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Proof. If (7.39) holds, then Jensen’s inequality applied to the convex function Φ gives∫
B
Φ
(
TB(0,r0)g
C1ϕ (r0) ‖g‖L1(µ)
)
dµ(x) .
∫
B
Φ
(∫
B
K(x, y) |B| 1
C1ϕ (r0)
g (y) dµ (y)
||g||L1(µ)
)
dµ(x)
≤
∫
B
∫
B
Φ
(
K(x, y) |B| 1
C1ϕ (r0)
)
g (y) dµ (y)
||g||L1(µ)
dµ(x)
≤
∫
B
{
sup
y∈B
∫
B
Φ
(
K(x, y) |B| 1
C1ϕ (r0)
)
dµ(x)
}
g (y) dµ (y)
||g||L1(µ)
≤ Φ
(
C
C1
)∫
B
g (y)dµ (y)
||g||L1(µ)
≤ 1,
for C1 sufficiently large, and where we used (7.39) with α =
1
C1ϕ(r0)
≡ Φ−1(1)Cϕ(r0) . We conclude from
the definition of LΦ
(
µr0
)
that∥∥TB(0,r0)g∥∥LΦ(µr0) ≤ C1ϕ (r0) ‖g‖L1(µr0) .

Proposition 67. Let n ≥ 2. Assume that for some C > 0 the function
(7.40) ϕ(r) ≡ C|F ′ (r) |NrN+1
satisfies limr→0 ϕ(r) = 0. Assume in addition that geometry F satisfies
(7.41) F ′′(r) ≤
(
1 +
1− ε
N
) |F ′(r)|
r
, r ∈ (0, r0), ε > 0.
Then:
(1) the (Φ, ϕ)-Sobolev inequality (7.36) holds with geometry F , with ϕ as in (7.40), and with
Φ as in (4.4), N > 1,
(2) and if ϕmax (r) ≡ sup0<s<r0 ϕ(s) < ∞ is a finite constant function, then the (Φ, ϕmax)-
Sobolev inequality (7.36) holds with geometry F , with ϕ as in (7.40), and with Φ as in
(4.4), N > 1,
(3) in particular, if for some ε > 0 we have
(7.42) |F ′ (r)| ≤ C
(
1
r
)1+ 1−εN
,
then the (Φ, ϕmax)-Sobolev inequality (7.36) holds with geometry F and ϕmax(r) ≡ C.
Proof. For Part (1) it suffices to prove the endpoint inequality
(7.43) Φ−1
(
sup
y∈B
∫
B
Φ (K(x, y)|B|α) dµ(x)
)
≤ Cαϕ(r(B)) , α > 0.
for the balls and kernel associated with our geometry F , the Orlicz bump Φ, and the function
ϕ (r) satisfying (7.40). Fix parameters N > 1 and tN > 1. Now we consider the specific function
ω (r (B)) given by
ω (r (B)) =
1
tN |F ′ (r (B))| .
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Using the submultiplicativity of Φ we have∫
B
Φ (K(x, y)|B|α) dµ(x) =
∫
B
Φ
(
K(x, y)|B|
ω (r (B))
αω (r (B))
)
dµ(x)
≤ Φ (αω (r (B)))
∫
B
Φ
(
K(x, y)|B|
ω (r (B))
)
dµ(x)
and we will now prove
(7.44)
∫
B
Φ
(
K(x, y)|B|
ω (r (B))
)
dµ(x) ≤ CNϕ(r(B)) |F ′ (r (B))| ,
for all small balls B of radius r (B) centered at the origin. Altogether this will give us∫
B
Φ (K(x, y)|B|α) dµ(x) ≤ CNϕ(r(B)) |F ′ (r (B))|Φ
(
α
tN |F ′ (r (B))|
)
.
Now we note that xΦ (y) = xyΦ(y)y ≤ xyΦ(xy)xy = Φ(xy) for x ≥ 1 since Φ(t)t is monotone
increasing. But from (7.40) and assumptions (1) and (4) on the geometry F we have ϕ(r) |F ′ (r)| ≫
1 and so∫
B
Φ (K(x, y)|B|α) dµ(x) ≤ Φ
(
CNϕ(r(B)) |F ′ (r (B))|α 1
tN |F ′ (r (B))|
)
= Φ
(
CN
tN
αϕ(r(B))
)
,
which is (7.43) with C = CNtN . Thus it remains to prove (7.44).
So we now take B = B (0, r0) with r0 ≪ 1 so that ω (r (B)) = ω (r0). First, recall
|B (0, r0)| ≈ f(r0)|F ′(r0)|n λ (0, r0)
n−2
,
where we recall from (7.22) that
λ (x1, r) ≡
√
r |F ′ (x1 + r)|,
and we now denote the size of the kernel KB(0,r0)(x, y) as
1
sy1−x1
where
1
sy1−x1
≡

1
rn−1f (x1)
, 0 < r = y1 − x1 < 2|F ′(x1)|
|F ′(y1)|n
f(y1) (r |F ′ (y1)|)
n−2
2
, 0 < r = y1 − x1 ≥ 2|F ′(x1)|
.
We are writing the size of 1KB(0,r0)(x,y)
as sy1−x1 = sr since the quantity sr can be, roughly speaking,
thought of a cross sectional volume analogous to the height hr in the two dimensional case.
Next, write Φ(t) as
(7.45) Φ(t) = tΨ(t), for t > 0,
where for t ≥ E,
tΨ(t) = Φ(t) = t (ln t)
N
=⇒ Ψ(t) = (ln t)N ,
and for t < E,
tΨ(t) = Φ(t) = t (lnE)
N
=⇒ Ψ(t) = (lnE)N .
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Now temporarily fix y = (y1,y2, y3) ∈ B+ (0, r0) ≡ {x ∈ B (0, r0) : x1 > 0}. Using the defini-
tion of Γ˜ (x, r0) in (7.20) above, we have for 0 < a < b < r0 that
Ia,b (y) ≡
∫
{x∈B+(0,r0):a≤y1−x1≤b}∩Γ˜∗(y,r0)
Φ
(
KB(0,r0) (x, y)
|B (0, r0)|
ω (r0)
)
dx
|B (0, r0)|
=
∑
k: a≤rk+1<rk≤b
∫ y1−rk+1
y1−rk
[∫
|x2−y2|≤
√
r2
k
−r2
k+1
{∫ y3+h∗(x1,rk)
y3−h∗(x1,rk)
Φ
(
1
sy1−x1
|B (0, r0)| |B (0, r0)|
ω (r0)
)
dx3
}
dx2
]
dx1
|B (0, r0)|
=
∑
k: a≤rk+1<rk≤b
∫ y1−rk+1
y1−rk
[
4
(√
r2k − r2k+1
)n−2
h∗ (x1, rk)
]
Φ
(
1
sy1−x1
|B (0, r0)|
ω (r0)
)
dx1
|B (0, r0)|
≈
∫ y1−a
y1−b
sy1−x1Φ
(
1
sy1−x1
|B (0, r0)|
ω (r0)
)
dx1
|B (0, r0)|
=
∫ y1−a
y1−b
sy1−x1
(
1
sy1−x1
|B (0, r0)|
ω (r0)
)
Ψ
(
1
sy1−x1
|B (0, r0)|
ω (r0)
)
dx1
|B (0, r0)| ,
where the approximation in the fourth line above comes from the estimates from Lemma 48 and
Lemma 51(√
r2k − r2k+1
)n−2
h∗ (x1, rk) (rk − rk+1) =
∣∣∣E˜ (x, rk)∣∣∣ ≈ |B (x, rk)| ≈ srk (rk − rk+1) ,
srk ≈ sy1−x1 , for rk+1 ≤ y1 − x1 < rk .
Thus we have
Ia,b (y) ≈ 1
ω (r0)
∫ y1−a
y1−b
Ψ
(
1
sy1−x1
|B (0, r0)|
ω (r0)
)
dx1
=
1
ω (r0)
∫ b
a
Ψ
(
1
sy1−x1
|B (0, r0)|
ω (r0)
)
dr.
and so ∫
B+(0,r0)
Φ
(
KB(0,r0) (x, y)
|B (0, r0)|
ω (r0)
)
dx
|B (0, r0)|
= I0,y1 (y)
=
2
ω (r0)
∫ y1
0
Ψ
(
1
sr
|B (0, r0)|
ω (r0)
)
dr .
It thus suffices to prove
(7.46) I0,y1 =
1
ω (r0)
∫ y1
0
Ψ
(
1
sr
|B (0, r0)|
ω (r0)
)
dr ≤ CNϕ (r0) |F ′ (r0)| ,
where |B (0, r0)| is now the Lebesgue measure of the n-dimensional ball B (0, r0) = BnD (0, r0).
To prove this we divide the interval (0, y1) of integration in r into three regions as before:
(1): the small region S where |B(0,r0)|srϕ(r0) ≤ E,
(2): the big region R1 that is disjoint from S and where r = y1 − x1 < 2|F ′(x1)| and
(3): the big region R2 that is disjoint from S and where r = y1 − x1 ≥ 2|F ′(x1)| .
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In the small region S we use that Φ is linear on [0, E] to obtain that the integral in the right
hand side of (7.46), when restricted to those r ∈ (0, r0) for which |B(0,r0)|srω(r0) ≤ E, is bounded by
1
ω (r0)
∫ r0
0
Ψ
( |B (0, r0)|
srω (r0)
)
dr
=
1
ω (r0)
∫ r0
0
Φ(E)
E
dr =
1
ω (r0)
(lnE)
N
r0
≤ C tN r0 |F ′ (r0)| ≤ CNϕ(r0) |F ′ (r0)| ,
since ω (r0) =
1
tN |F ′(r0)| , and for the last inequality we used r0 ≤ ϕ(r0) which follows from (7.40)
and assumtion (1) on the geometry.
We now turn to the first big region R1 where we have sy1−x1 ≈ rn−1f(x1). We have using the
definition of Ψ (7.45)∫
R1
Φ
(
KB(0,r0) (x, y)
|B (0, r0)|
ω (r0)
)
dy
|B (0, r0)| .
1
ω (r0)
∫ y1
0
ln
(
c(r0)
f(y1 − r)rn−1
)N
dr,
where we have used the notation
(7.47) c(r0) ≡ |B (0, r0)|
ω (r0)
≈ f(r0)r
n
2
−1
0
|F ′(r0)|n2
. f(r0)r
n−1
0 ,
where we used Lemma 48 and for the last inequality, property (4) of geometry F . Using this, we
have∫ y1
0
ln
(
c(r0)
f(y1 − r)rn−1
)N
dr ≤
∫ r0
0
ln
(
f(r0)r
n−1
0
f(y1 − r)rn−1
)
≤ Cr0+
∫ r0
0
(F (x1)− F (r0))N dx1+
∫ r0
0
(
ln
r0
r
)N
dr.
For the second integral we have∫ r0
0
(
ln
r0
r
)N
dr . r
(
ln
r0
r
)N
|r0r=0 = Cr0,
which can be absorbed into the first term. To estimate the first integral we write
I ≡
∫ r0
0
(F (x1)− F (r0))N dx1 =
∫ r0
0
(∫ r0
x1
−F ′(s)ds
)N
dx1
=
∫ r0
0
(∫ r0
0
χ[x1,r0](s)(−F ′(s))ds
)N
dx1
and we will use Minkowski integral inequality to estimate this. More precisely, we have(∫ r0
0
(∫ r0
0
χ[x1,r0](s)(−F ′(s))ds
)N
dx1
) 1
N
≤
∫ r0
0
(∫ r0
0
(
χ[x1,r0](s)(−F ′(s))
)N
dx1
) 1
N
ds
=
∫ r0
0
(−F ′(s))
(∫ r0
0
χ[x1,r0](s)dx1
) 1
N
ds
=
∫ r0
0
|F ′ 1N ds.
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Finally, integrating by parts and using (7.41) we obtain∫ r0
0
|F ′ 1N ds = |F ′ 1N+1 11
N + 1
|r0r=0 +
1
1
N + 1
∫
F ′′
1
N+1ds(
1
N
+ 1
)∫ r0
0
|F ′ 1N ds = |F ′ 1N+1|r0r=0 +
∫
F ′′
1
N+1ds
≤ |F ′ 1N+1|r0r=0 +
(
1− ε
N
+ 1
)∫ r0
0
|F ′ 1N ds∫ r0
0
|F ′ 1N ds ≤ N
ε
|F ′ 1N+1|r0r=0 =
N
ε
|F ′(r0)|r
1
N+1
0 ,
where in the last inequality we used (7.40). This implies
I ≤ C|F ′(r0)|NrN+10 ,
and therefore using r0 ≤ C|F ′(r0)|N rN+10 which follows from the assumption (4) on the geometry,
we conclude (7.46) for region R1.
We now turn to second region R2, where r = y1 − x1 ≥ 2|F ′(x1)| , and so sy1−x1 ≈
f(y1)r
n
2
−1
|F ′(y1)|
n
2
+1 .
The integral to be estimated becomes
IR2 ≡
1
ω (r0)
∫ y1
0
ln
(
c(r0)|F ′(y1)|n2+1
f(y1)r
n
2−1
)N
dr,
where c(r0) as in (7.47). Similar to the estimate for region R1 we have∫ y1
0
ln
(
c(r0)|F ′(y1)|n2+1
f(y1)r
n
2−1
)N
dr . Cr0+
∫ y1
0
(
ln
r0
r
)N
dr+
∫ y1
0
(F (y1)− F (r0))N dr+
∫ y1
0
(
ln
|F ′(y1)|
|F ′(r0)|
)N
dr.
The first integral was estimated above and can be bounded by Cr0. For the second integral we can
use the trivial estimate∫ y1
0
(F (y1)− F (r0))N dr ≤
∫ r0
0
(F (r) − F (r0))N dr,
which reduces it to the integral I arising in region R1. It remains to estimate the third integral
which we denote as
F(y1) ≡ y1
(
ln
|F ′(y1)|
|F ′(r0)|
)N
.
First note that from the doubling condition on |F ′| which is assumption (3), it follows that F(0) = 0.
Also, clearly F(r0) = 0 and thus F(y1) achieves a maximum inside the interval (0, r0). Differenti-
ating F(y1) and setting the derivative equal to zero, we obtain the following implicit expression for
y∗1 maximizing F(y1):
ln
|F ′(y∗1)|
|F ′(r0)| = Ny
∗
1
F ′′(y∗1)
|F ′(y∗1)|
.
Substituting back into the definition of F and using assumption (5) on the geometry, we get
F(y∗1) = y∗1
(
Ny∗1
F ′′(y∗1)
|F ′(y∗1)|
)N
≤ Cy∗1 ≤ Cr0.
Parts (2) and (3) of the theorem follow easily from part (1). 
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4. Weak Sobolev inequality
Now we turn to the Sobolev inequality needed for the maximum principle.
Proof. Here we prove the Sobolev inequality (5.1). First, choose r0 large enough so that
Ω ⊂ B(0, r0). Extending w to be 0 outside Ω we may assume w ∈
(
W 1,2A
)
0
(B(0, r0)). Then
proceeding in the same way we did in the proof of Proposition 67 we show that it is sufficient to
prove the following inequality analogous to (7.46)
(7.48) I0,y1 =
1
ω (r0)
∫ y1
0
Ψ
(
1
sr
|B (0, r0)|
ω (r0)
)
dr ≤ CNϕ (r0) |F ′ (r0)| ,
where now Ψ(t) ≡ Φ(t)t is any bump such that
(7.49) lim
t→∞
Ψ(t) =∞.
In particular, Φ can be chosen such that Ψ(t) is a monotone increasing function of its argument.
Now recall from the definition of sr given in the proof of Proposition 67 that we have sr → 0 as
r → 0 which gives
Ψ
(
1
sr
|B (0, r0)|
ω (r0)
)
→∞, as r → 0,
and Ψ
(
1
sr
|B(0,r0)|
ω(r0)
)
is a decreasing function of ω (r0) and therefore a decreasing function of r0.
Thus we can choose Φ to be convex and satisfy (7.49) so that
1
ω (r0)
Ψ
(
1
sr
|B (0, r0)|
ω (r0)
)
≤ Cr0
r1/2
,
and the integral in (7.48) converges. Moreover, choosing r0 sufficiently large, we can satisfy (7.48).

CHAPTER 8
Geometric theorems
For convenience we recall from the introduction our two geometric theorems dealing with re-
spectively local boundedness and the maximum principle.
Theorem 68. Suppose that Ω ⊂ Rn is a domain in Rn with n ≥ 2 and that
Lu ≡ divA (x, u)∇u, x = (x1, ..., xn) ∈ Ω,
where A (x, z) ∼
[
In−1 0
0 f (x1)
2
]
, In−1 is the (n− 1) × (n− 1) identity matrix, A has bounded
measurable components, and the geometry F = − ln f satisfies the structure conditions in Definition
13.
(1) If F ≤ Fσ for some 0 < σ < 1, then every weak subsolution to Lu = φ with A-admissible
φ is locally bounded in Ω.
(2) On the other hand, if n ≥ 3 and σ ≥ 1, then there exists a locally unbounded weak solution
u in a neighbourhood of the origin in Rn to the equation Lu = 0 with geometry F = Fσ.
Theorem 69. Suppose that F satisfies the structure conditions in Definition 13. Assume that
u is a weak subsolution to Lu = φ in a domain Ω ⊂ Rn with n ≥ 2, where L has degeneracy F
and φ is A-admissible. Moreover, suppose that u is bounded in the weak sense on the boundary ∂Ω.
Then u is globally bounded in Ω and satisfies
sup
Ω
u ≤ sup
∂Ω
u+ ‖φ‖X(Ω) .
1. Proofs of sufficiency
The geometric maximum principle in Theorem 69 requires no restriction on the geometry F
other than the basic structure conditions in Definition 13, and it follows immediately from the
abstract maximum principle Theorem 12 and the weak Orlicz-Sobolev inequality (5.1).
The first part of the geometric Theorem 68 follows from the abstract Theorem 7 together
with the Orlicz-Sobolev inequality in Proposition 67. Indeed, in the special case of the degenerate
geometry Fσ =
1
rσ , we have
|F ′σ(r)| =
σ
rσ+1
, F ′′σ (r) =
σ + 1
rσ+2
,
and it is easy to check that the conditions of Proposition 67 are satisfied iff σ < 1N . Thus the
superradius ϕ (r) is given by
ϕ (r) = Cr−σN+1 <∞,
and so the Inner Ball Inequality (4.7) in Proposition 22 shows that weak subsolutions u to the
inhomogeneous equation Lu = φ are locally bounded above, and hence that solutions u are locally
bounded.
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The second part of the geometric Theorem 68 follows from the counterexample constructed in
the next section.
2. An unbounded weak solution
In this final section of the final chapter of Part 3, we demonstrate that weak solutions to our
degenerate equations can fail to be locally bounded. We modify an example of Morimoto [Mor]
that was used to provide an alternate proof of a result of Kusuoka and Strook [KuStr].
Theorem 70. Suppose that g ∈ C∞ (R) satisfies g (x) ≥ 0, g (0) = 0 and the decay condition
(8.1) lim inf
x→0
∣∣∣∣x ln 1g (x)
∣∣∣∣ 6= 0.
Then for some ε > 0, the operator
L ≡ ∂
2
∂x2
+ g (x)
∂2
∂y2
+
∂2
∂t2
fails to be W 1,2A
(
R
2
)
-hypoelliptic in an open subset (−1, 1) × R × (−ε, ε) of R3 containing the
origin, where ∇A ≡
(
∂
∂x ,
√
g (x) ∂∂y ,
∂
∂t
)
is the degenerate gradient associated with L. In fact, we
construct a weak solution u of the homogeneous equation Lu = 0 in (−1, 1) × T × (−ε, ε) with
‖u‖L∞((−δ,δ)×T×(−ε′,ε′)) =∞ for all δ > 0 and 0 < ε′ < ε.
Proof. For a, η > 0 we follow Morimoto [Mor], who in turn followed Bouendi and Goulaouic
[BoGo], by considering the second order operator Lη ≡ − ∂2∂x2 +g (x) η2 and the eigenvalue problem
Lηv (x, η) = λ v (x, η) , x ∈ Ia ≡ (−a, a) ,
v (a, η) = v (−a, η) = 0.
The least eigenvalue is given by the Rayleigh quotient formula
λ0 (a, η) = inf
f( 6=0)∈C∞0 (Ia)
〈Lηf, f〉L2
‖f‖2L2
= inf
f( 6=0)∈C∞0 (Ia)
∫ a
−a f
′ (x)2 dx+
∫ a
−a g (x) η
2f (x)
2
dx
‖f‖2L2
,
from which it follows that
(8.2) λ0 (a, η) ≤ λ0 (a0, η) if a ≥ a0.
The decay condition (8.1) above is equivalent to the existence of δ0 > 0 such that g (x) ≤ e−
δ0
|x|
for x small. So we may suppose g (x) ≤ Ce− δ0|x| for x ∈ I ≡ [−1, 1] where C ≥ 1, and then take |η|
sufficiently large that with
a (η) ≡ δ0
lnC + 2 ln |η| ,
we have both a (η) ≤ 1 and
g (x) η2 ≤ Ce− δ0|x| η2 ≤ elnC− δ0a(η)+2 ln|η| = 1, x ∈ Ia(η).
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Now let µ0 (a (η)) denote the least eigenvalue for the problem{
− ∂
2
∂x2
+ 1
}
v (x, η) = µ v (x, η) , x ∈ Ia(η) = (−a (η) , a (η)) ,
v (a (η) , η) = v (−a (η) , η) = 0,
and note that
µ0 (a (η)) = inf
f( 6=0)∈C∞0 (Ia(η))
〈
−∂2f∂x2 + f, f
〉
L2(Ia(η))
‖f‖2L2(Ia(η))
= inf
f( 6=0)∈C∞0 (Ia(η))
∫ a(η)
−a(η) f
′ (x)2 dx+
∫ a(η)
−a(η) f (x)
2 dx
‖f‖2L2(Ia(η))
.
It follows that
λ0 (a (η) , η) ≤ µ0 (a (η)) , for |η| sufficiently large.
Now an easy classical calculation using exact solutions to
{
− ∂2∂x2 + 1− µ
}
v = 0 shows that
µ0 (a (η)) = C1
1
a (η)
2 + 1,
for some constant C1 independent of η, and hence combining this with (8.2), we have
0 < λ0 (1, η) ≤ λ0 (a (η) , η) ≤ µ0 (a (η))(8.3)
= C1
(
lnC + 2 ln |η|
δ0
)2
+ 1 ≤ C2 (ln |η|)2 , for |η| sufficiently large.
Now let v0 (x, η) be an eigenfunction on the interval I = −I1 = [−1, 1] associated with λ0 (1, η)
and normalized so that
(8.4) ‖v0 (·, η)‖L2(I) = 1.
Choose a sequence {an}∞n=−∞ satisfying
(8.5) |an| ≤ 1
1 + |n|α ρn,
for some α > 0 where
∥∥{ρn}n∈Z∥∥ℓ2 = 1. For y ∈ Iπ = [−π, π], identified with the unit circle T upon
identifying −π and π, we formally define
w (x, y) ≡
∑
n∈Z
eiynv0 (x, n) an;
wN (x, y) ≡
∑
n∈Z
λ0 (1, n)
N
eiynv0 (x, n) an;
u (x, y, t) ≡
∞∑
N=0
t2N
(2N)!
wN (x, y) .
We now claim that
wN (x, y) =
{
− ∂
2
∂x2
− g (x) ∂
2
∂y2
}N
w (x, y) .
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Indeed, assuming this holds for N , and using
− ∂
2
∂x2
v0 (x, n) =
[
λ0 (1, n)− g (x)n2
]
v0 (x, n) ,
we obtain that
{
− ∂
2
∂x2
− g (x) ∂
2
∂y2
}N+1
w (x, y) =
{
− ∂
2
∂x2
− g (x) ∂
2
∂y2
}
wN (x, y)
= −
∑
n∈Z
λ0 (1, n)
N
eiyn
∂2
∂x2
v0 (x, n) an
+
∑
n∈Z
λ0 (1, n)
N
eiyng (x)n2v0 (x, n) an
=
∑
n∈Z
λ0 (1, n)
N eiynλ0 (1, n) v0 (x, n) an
−
∑
n∈Z
λ0 (1, n)
N
eiyng (x)n2v0 (x, n) an
+
∑
n∈Z
λ0 (1, n)
N eiyng (x)n2v0 (x, n) an
=
∑
n∈Z
λ0 (1, n)
N+1
eiynv0 (x, n) an = wN+1 (x, y) .
It follows that {
− ∂
2
∂x2
− g (x) ∂
2
∂y2
}
wN (x, y) = wN+1 (x, y) ,
and so formally we get
Lu (x, y, t) =
{
− ∂
2
∂x2
− g (x) ∂
2
∂y2
− ∂
2
∂t2
} ∞∑
N=0
t2N
(2N)!
wN (x, y)
=
∞∑
N=0
t2N
(2N)!
wN+1 (x, y)−
∞∑
N=0
∂2
∂t2
t2N
(2N)!
wN (x, y)
=
∞∑
N=0
t2N
(2N)!
wN+1 (x, y)−
∞∑
N=1
t2N−2
(2N − 2)!wN (x, y) = 0.
Now we show that u (x, y, t) is well defined as an L2 (I × T)-valued analytic function of t for t
in some small neighbourhood of 0 provided {an}n∈Z is in ℓ2 (Z) with suitable decay at ∞, namely
(8.5). Here I = [−1, 1]. Indeed, using Plancherel’s formula in the y variable, and then Fubini’s
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theorem, we have
‖wN‖2L2(I×T) =
∫ 1
−1

∫ π
−π
∣∣∣∣∣∑
n∈Z
λ0 (1, n)
N
eiynv0 (x, n) an
∣∣∣∣∣
2
dy
 dx
=
∫ 1
−1
{∑
n∈Z
∣∣∣λ0 (1, n)N v0 (x, n) an∣∣∣2} dx
=
∑
n∈Z
{∫ 1
−1
|v0 (x, n)|2 dx
} ∣∣∣λ0 (1, n)N an∣∣∣2
=
∑
n∈Z
∣∣∣λ0 (1, n)N an∣∣∣2 .
Now from (8.3) we have the bound λ0 (1, n) ≤ C2 (lnn)2 for n sufficiently large, and hence from
(8.5),
|an| ≤ 1
1 + |n|α ρn,
where
∥∥{ρn}n∈Z∥∥ℓ2 = 1, we obtain
‖wN‖L2(I×T) ≤ C3
√∑
n∈Z
∣∣∣(lnn)2N an∣∣∣2
≤ C3
√√√√∑
n∈Z
∣∣∣∣(lnn)2N ( 11 + eα lnn
)∣∣∣∣2 |ρn|2
≤ C4
√
Nα−2N (2N)!
√∑
n∈Z
|ρn|2 = C4
1√
N
α−2N (2N)!
since the maximum value of s2Ne−αs occurs at s = 2Nα , and then by Stirling’s formula,
s2N
1 + eαs
≤ s2Ne−αs ≤
(
2N
α
)2N
e−α
2N
α =
(
2N
e
)2N
α−2N ≤ 1√
N
α−2N (2N)!
Thus we conclude that
‖u (x, y, t)‖L2x,y(I×T) ≤
∞∑
N=0
t2N
(2N)!
‖wN‖L2(I×T) ≤ C4
∞∑
N=0
1√
N
(
t
α
)2N
<∞
for t ∈ (−α, α), and it follows that u (x, y, t) is a well-defined L2 (I × T)-valued analytic function of
t ∈ (−α, α) that satisfies the homogeneous equation Lu (x, y, t) = 0 for (x, y, t) ∈ I × T× (−α, α).
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Next, we show that u ∈W 1,2A (I × T× (−ε, ε)) for some ε > 0. We first compute that∥∥∥∥ ∂∂xwN
∥∥∥∥2
L2(I×T)
+
∥∥∥∥√g (x) ∂∂ywN
∥∥∥∥2
L2(I×T)
=
〈{
− ∂
2
∂x2
− g (x) ∂
2
∂y2
}
wN (x, y) , wN (x, y)
〉
L2(I×T)
= 〈wN+1 (x, y) , wN (x, y)〉L2(I×T)
≤ ‖wN+1‖L2(I×T) ‖wN‖L2(I×T)
≤ C4 1√
N + 1
α−2N−2 (2N + 2)!C4
1√
N + 1
α−2N (2N)!
≤ C25N [(2N)!]2 α−4N−2 ,
which shows in particular that wN ∈ W 1,2A (I × T) for each N ≥ 1 with the norm estimate∥∥∥∥ wN(2N)!
∥∥∥∥
W 1,2A (I×T)
≤ C5
√
Nα−2N−1.
Thus the W 1,2A (I × T)-valued analytic function u (t) =
∑∞
N=0
wN
(2N)! t
2N is W 1,2A (I × T)-bounded in
the complex disk B (0, α) centered at the origin with radius α. Then we use Cauchy’s estimates
for the W 1,2A (I × T)-valued analytic function u (t) to obtain that ∂∂tu (t) is W 1,2A (I × T)-bounded
in any complex disk B (0, ε) with 0 < ε < α = β − 12 , which shows that ∂∂tu ∈ L2 (I × T× (−ε, ε))
for 0 < ε < β − 12 . This completes the proof that u ∈W 1,2A (I × T× (−ε, ε)) for some ε > 0.
Finally, we note that with ρn =
1
1+|n|β where
1
2 < β ≤ 32 − α, then u is not smooth near the
origin since ∥∥∥∥ ∂∂yw
∥∥∥∥2
L2(I×T)
=
∫ 1
−1

∫ π
−π
∣∣∣∣∣∑
n∈Z
ineiynv0 (x, n) an
∣∣∣∣∣
2
dy
 dx
=
∫ 1
−1
{∑
n∈Z
|v0 (x, n)nan|2
}
dx
=
∑
n∈Z
{∫ 1
−1
|v0 (x, n)|2 dx
}
|nan|2
=
∑
n∈Z
|nan|2 =
∑
n∈Z
∣∣∣∣ n1 + |n|α ρn
∣∣∣∣2 =∞.
This is essentially the example of Morimoto [Mor]. However, we need more - namely, we must
construct an essentially unbounded weak solution u in some neighbourhood (−δ, δ)× T× (−ε, ε).
To accomplish this, we first derive the additional property (8.6) below of the least eigenfunction
vn (x) ≡ v0 (x, n) that satisfies the equation{
− ∂
2
∂x2
+ g (x)n2
}
vn (x) = λ0 (1, n) vn (x) ,
vn (−1) = vn (1) = 0.
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We claim that vn (x) is even on [−1, 1] and decreasing from vn (0) to 0 on the interval [0, 1]. Indeed,
the least eigenfunction vn minimizes the Rayleigh quotient∫ 1
−1 v
′
n (x)
2 dx+
∫ 1
−1 g (x)n
2vn (x)
2 dx
‖vn‖2L2
= inf
f( 6=0)∈C∞0 (Ia)
∫ 1
−1 f
′ (x)2 dx+
∫ 1
−1 g (x)n
2f (x)2 dx
‖f‖2L2
,
and since the radially decreasing rearrangement v∗n of vn on [−1, 1] satisfies both∫ 1
−1
v∗′n (x)
2
dx ≤
∫ 1
−1
v′n (x)
2
dx and
∫ 1
−1
g (x)n2v∗n (x)
2
dx ≤
∫ 1
−1
g (x)n2vn (x)
2
dx,
as well as ‖v∗n‖2L2 = ‖vn‖2L2 , we conclude that vn = v∗n. The only simple consequence we need from
this is that
(8.6) 2vn (0)
2 ≥
∫ 1
−1
vn (x)
2 dx = 1, n ≥ 1,
where the equality follows from our normalizing assumption ‖vn‖L2 = 1 in (8.4).
Now recall α > 0 from (8.5) above, and choose 0 < α < α′ ≤ 14 and define
(8.7) an =
{
1
n
1
2
+α′ for n ≥ 1
0 for n ≤ 0 .
Then for each (x, t) ∈ I × (−α, α), we have with
Bn (x, t) ≡
[ ∞∑
N=0
t2N
(2N)!
λ0 (1, n)
N
]
vn (x) an,
that
u (x, y, t) =
∞∑
N=0
t2N
(2N)!
∞∑
n=1
λ0 (1, n)
N eiynvn (x) an =
∞∑
n=1
eiynBn (x, t) ,
w (x, y)
2
=
( ∞∑
n=1
eiynBn (x, t)
)2
=
∞∑
n=2
{
n−1∑
k=1
Bn−k (x, t)Bk (x, t)
}
eiyn ,
and so by Plancherel’s theorem,
‖u (x, ·, t)‖4L4(T) =
∥∥∥u (x, ·, t)2∥∥∥2
L2(T)
=
∞∑
n=2
∣∣∣∣∣
n−1∑
k=1
Bn−k (x, t)Bk (x, t)
∣∣∣∣∣
2
.
In particular we have from (8.6) that
‖u (0, ·, 0)‖4L4(T) =
∞∑
n=2
∣∣∣∣∣
n−1∑
k=1
Bn−k (0, 0)Bk (0, 0)
∣∣∣∣∣
2
=
∞∑
n=2
∣∣∣∣∣
n−1∑
k=1
vn−k (0) an−kvk (0)ak
∣∣∣∣∣
2
≥ 1
2
∞∑
n=2
∣∣∣∣∣
n−1∑
k=1
an−kak
∣∣∣∣∣
2
,
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and now we obtain that ‖w (0, ·)‖4L4(T) =∞ from the estimates
n−1∑
k=1
an−kak =
n−1∑
k=1
1
(n− k) 12+α′
1
k
1
2+α
′ &
1(
n− n2
) 1
2+α
′
n
2∑
k=1
1
k
1
2+α
′
&
1(
n
2
) 1
2+α
′
(n
2
) 1
2−α′ ≈ 1
n2α′
and
‖w (0, ·)‖4L4(T) ≥
1
2
∞∑
n=2
∣∣∣∣∣
n−1∑
k=1
an−kak
∣∣∣∣∣
2
&
∞∑
n=2
1
n4α′
=∞, for α′ ≤ 1
4
.
Now we note that each eigenfunction vn (x) is continuous in x since it solves an elliptic second
order equation on the interval [−1, 1]. Moreover it now follows that Bn (x, t) is jointly continuous
on the rectangle (−1, 1)× (−α, α). Then we write
∞∑
n=2
∣∣∣∣∣
n−1∑
k=1
Bn−k (x, t)Bk (x, t)
∣∣∣∣∣
2
=
∑
β=(β1,β2,β3,β4)∈N4
β1+β2=n=β3+β4
Bβ1 (x, t)Bβ2 (x, t)Bβ3 (x, t)Bβ4 (x, t) ,
and apply Fatou’s lemma to conclude that
∞ =
∞∑
n=2
∣∣∣∣∣
n−1∑
k=1
Bn−k (0, 0)Bk (0, 0)
∣∣∣∣∣
2
=
∑
β=(β1,β2,β3,β4)∈N4
β1+β2=n=β3+β4
Bβ1 (0, 0)Bβ2 (0, 0)Bβ3 (0, 0)Bβ4 (0, 0)
=
∑
β=(β1,β2,β3,β4)∈N4
β1+β2=n=β3+β4
lim inf
(x,t)→(0,0)
{
Bβ1 (x, t)Bβ2 (x, t)Bβ3 (x, t)Bβ4 (x, t)
}
≤ lim inf
(x,t)→(0,0)
∑
β=(β1,β2,β3,β4)∈N4
β1+β2=n=β3+β4
Bβ1 (x, t)Bβ2 (x, t)Bβ3 (x, t)Bβ4 (x, t)
= lim inf
(x,t)→(0,0)
∞∑
n=2
∣∣∣∣∣
n−1∑
k=1
Bn−k (x, t)Bk (x, t)
∣∣∣∣∣
2
= lim inf
(x,t)→(0,0)
‖u (x, ·, t)‖4L4(T) .
Thus we have lim(x,t)→(0,0) ‖u (x, ·, t)‖4L4(T) = ∞, which implies that ‖u‖L∞((−δ,δ)×T×(−ε′,ε′)) = ∞
for all 0 < δ < 1 and 0 < ε′ < ε < α. Thus we have shown that
u (x, y, t) =
∞∑
N=0
t2N
(2N)!
wN (x, y) = w (x, y) +
∞∑
N=1
t2N
(2N)!
wN (x, y)
is a weak solution of Lu = 0 in I×T×(−ε, ε) with ‖u‖L∞((−δ,δ)×T×(−ε′,ε′)) =∞ provided 0 < δ < 1
and 0 < ε′ < ε < α < α′ ≤ 14 . This completes the proof that u fails to be essentially bounded on
(−δ, δ)× T× (−ε′, ε′). 
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