Abstract. In this note we make a few remarks about the geometry of the holomorphic symplectic manifold Z constructed in [LLSvS] as a two-step contraction of the variety of twisted cubic curves on a cubic fourfold Y ⊂ P 5 .
Consider a cubic surface S = Y ∩ P 3 where P 3 is a general linear subspace in P 5 . There exist several families of generalized twisted cubics on S. Each of the families is isomorphic to P 2 and these are the fibres of the map a. The number of families depends on S. If the surface is smooth there are 72 families, corresponding to 72 ways to represent S as a blow-up of P 2 (and to the 72 roots in the lattice E 6 ). Each of the families is a linear system which gives a map to P 2 . If S is singular, generalized twisted cubics on it can be of two different types. Curves of the first type are arithmetically Cohen-Macaulay (aCM), and those of the second type are non-CM. The detailed description of their geometry on surfaces with different singularity types can be found in [LLSvS] , §2. For our purposes it is enough to recall that the image in Z of non-CM curves under the map a is exactly the exceptional divisor of the blow-up σ : Z → Z in (1.1), see [LLSvS] , Proposition 4.1. In this section we deal only with aCM curves and we also assume that the surface S has only ADE singularities. In this case every aCM curve belongs to a two-dimensional linear system with smooth general member, just as in the case of smooth S [LLSvS, Theorem 2.1] . Moreover, these linear systems are in one-to-one correspondence with the determinantal representations of S. Let us explain this in detail.
Let S be a cubic surface in P 3 with at most ADE singularities. Let α : S → P 3 denote the embedding and let p :S → S be the minimal resolution of singularities. Take a general aCM twisted cubic C on S and letC ⊂S be its proper preimage. LetL = OS(C) be the corresponding line bundle and let L = p * L be its direct image.
Lemma 2.1. The sheaf L has the following properties:
(2) We have the following resolution:
where A is given by a 3 × 3 matrix of linear forms on P 3 , and the surface S is the vanishing locus of det A;
Proof. We note that the map α • p :S → P 3 is given by the anticanonical linear system onS, so we will use the notation KS = OS(−1).
(1) First we observe that R m p * L = 0 for m 1. This follows from the long exact sequence of higher direct images for the triple (2.2) 0 −→ OS −→L −→ OC ⊗L −→ 0, because the singularities of S are rational, so that R m p * OS = 0 for m 1 and the map p induces an embedding ofC into S, so that R m p * vanishes on sheaves supported onC for m 1.
Analogously, R m p * L (−1) = R m p * L (−2) = 0 for m 1. Hence it is enough to verify the cohomology vanishing forL. The linear system |L| is two-dimensional and base point free (we refer to §2 of [LLSvS] , in particular Proposition 2.5). We also know the intersection productsL ·L = 1,L · KS = −3 and KS · KS = 3. Using Riemann-Roch we find χ(L) = 3 and χ(L(−1)) = χ(L(−2)) = 0. We have H 0 (S,L(−1)) = H 0 (S,L(−2)) = 0 which is clear from (2.2) sinceL|C = O P 1 (1) and OS(1)|C = O P 1 (3). By Serre duality
The last vanishing follows from the fact that C is not contained in any hyperplane in
(2) We decompose the sheaf α * L with respect to the full exceptional collection
This cone is contained in the subcategory generated by the exceptional object O P 3 (−1). Hence it must be equal to O P 3 (−1) ⊕3 [1], and we obtain the resolution (2.1) for α * L.
(3) Since L is a vector bundle outside of the singular points of S, the sheaves Ext k (L, L) for k 1 must have zero-dimensional support. It follows that it will be sufficient to prove that Ext k (L, L) = 0 for k 0.
We first compute Ext k (α * L, α * L). Applying Hom(−, α * L) to (2.1) we get the exact sequence
where we use that H k (P 3 , α * L(m)) = 0 for k 1, m 0 which is clear from (2.1). This also shows that
We have dim Hom(α * L, α * L) = 1 and from the sequence above and (2.1)
Lemma 1.3.1. Applying Hom(−, L) to this triangle and using Ext
The arrow in the middle is an isomorphism. To see this note that Hom(L,
and that all the deformations of α * L are induced by the deformations of its support S. It follows
dimensional support for k 1, and from the local-to-global spectral sequence we see that Ext
To prove the vanishing of higher Ext's we construct a quasi-periodic free resolution for L. From (2.1) we see that the restriction of the complex O P 3 (−1)
Hence L is quasi-isomorphic to the complex of the form
This complex is quasi-periodic of period two, with subsequent entries obtained by tensoring by O S (−3). Applying Hom(−, L) to this complex we see that Ext k (L, L) are also quasi-periodic, and vanishing of the first two of these sheaves implies vanishing of the rest.
Starting from L, we have constructed the determinantal representation of S. Conversely, given a sequence (2.1), generalized twisted cubics corresponding to this determinantal representation can be recovered as vanishing loci of sections of L. More detailed discussion of determinantal representations of cubic surfaces with different singularity types can be found in [LLSvS] , §3. 
Lemma 2.2. For any
. Now we can use the second part of Lemma 2.1 to conclude that in this
and from the local-to-global spectral sequence we deduce that Ext
The algebra structure is induced by [KM] , Lemma 1.3.3). The exterior square of any section of N S/Y is zero and unobstructedness follows.
The sheaf i * L has Hilbert polynomial P (i * L, n) = [LLSvS] . Denote by
This open subset has complement of codimension 4. Proof. Denote by U the universal subbundle of O G ⊗ V . Let p : P(U) → G be the projection and
Lemma 2.3. There exists an open subset
⊕9 . We will denote by the same letter H the total space of the bundle H. By construction, over H × G P(U) we have the universal morphism
Denote by H
• the open subset in the total space of H where det(A) = 0. Consider the closed embedding
of its restrictions to the fibres are the same (see [H] , chapter III, Theorem 9.9). We obtain a morphism
Over a point w ∈ W U the sheaf L defines a determinantal representation of the surface Y ∩P(U ). The general structure of determinantal representations (see [LLSvS] §3) implies that each connected component of the fibre W U is a single (GL 3 × GL 3 )/C * orbit ( [LLSvS] Corollary 3.7). Connected components of W U are in one-to-one correspondence with non-isomorphic 
The sheaves i * L are not contained in the subcategory A Y . In order to show that the closed 2-form described in [KM] is a symplectic form on M
• L , we are going to project the sheaves i * L to A Y , and then show that this projection induces an isomorphism of open subsets of moduli spaces respecting the 2-forms (up to a sign). 
Lemma 2.4. The sheaves i * L are globally generated and lie in the subcategory
It also follows from Lemma 2.1 that i * L is globally generated, the global sections are threedimensional and that the higher cohomology groups of L vanish. Thus F L is (up to a shift) the left mutation of i * L through the exceptional bundle O Y , and in particular it lies in A Y .
Lemma 2.5. Consider the exact triple (2.3) where i
The Hilbert polynomial can be computed using the Hirzebruch-Riemann-Roch formula. It remains to check the stability of
Y , hence it has no torsion. In order to check the stability we consider all proper saturated subsheaves G ⊂ F L . We have to make sure that p(G, n) < p(F L , n) where p is the reduced Hilbert polynomial (see [HL] for all the relevant definitions). We use the convention that the inequalities between polynomials are supposed to hold for n 0. We denote by P the non-reduced Hilbert polynomial. We have
with the leading coefficient a 0 = 3 4! . From the exact sequence (2.3) we see that
Since i * L has two-dimensional support, the degree of P (i * L, n) is two, and hence the leading coefficient of P (F L , n) equals 3a 0 . So we have
LetG be the saturation of
ThenG is a reflexive sheaf and we have a diagram: H, n) . Note that H is a non-zero sheaf which injects into i * L, and the sheaf L on the surface S is torsion-free of rank one. Hence the leading coefficient of P (H, n) is the same as for P (i * L, n) and this implies , n) . From this and (2.4) we conclude that 
Denote by π : X → W
• the projection.
By definition of M
• L and from Lemma 2.1 it follows that π * L is a rank 3 vector bundle and we have an
We will show that the differential of the latter map is an isomorphism. For a sheaf i * L corresponding to a point of M 
Uniqueness of u follows from Ext
This shows that the mutation induces an isomorphism of
Finally, let us prove that the map M
2.3. The symplectic form and Lagrangian subvarieties. Let us recall the description of the two-form on the moduli spaces of sheaves on Y from [KM] . Given a coherent sheaf F on Y we can define its Atiyah class At F ∈ Ext 1 (F, F ⊗ Ω Y ). The Atiyah class is functorial, meaning that for any morphism of sheaves α :
We define a bilinear form σ on the vector space Ext 1 (F, F). Given two elements u, v ∈ Ext 1 (F, F) we consider the composition At F • u • v ∈ Ext 3 (F, F ⊗ Ω Y ) and apply the trace map Tr :
Note that when the Kuranishi space of F is smooth then for any u ∈ Ext 1 (F, F) we have u • u = 0 and then σ(u, u) = 0. In this case σ is antisymmetric. Hence the formula (2.6) defines a two-form at smooth points of moduli spaces of sheaves on Y . This form is closed by [KM] 
For any pair of tangent vectors u, v ∈ Ext 1 (i * L, i * L) we have two morphisms of triangles as in (2.5). If we compose these two morphisms of triangles with the one induced by Atiyah classes then we get the following:
This diagram is a morphism of triangles and the additivity of traces implies that σ(u, v) = −σ (u , v 
Moreover, the Yoneda multiplication on Ext's is given [KM] , Lemma 1.3.3). Now, the tangent space to Z H at i * L is Recall from the description of Z that we have an embedding µ :
gives a resolution of the unique singular point of the theta-divisor and the exceptional divisor of this map is isomorphic to Y H . This explicit description of the singularity of the theta-divisor first obtained in [B2] implies Torelli theorem for cubic threefolds.
The fact that Z H is birational to the theta-divisor in J(Y H ) also follows from [I] Let h ∈ CH 1 (Y H ) denote the class of a hyperplane section, then c 2 (i * L) − h 2 is a cycle class homologous to zero, and it defines an element in the intermediate Jacobian.
Since c 2 (i * L) can be represented by corresponding twisted cubics, the map above extends to AJ :
Proof. We apply the general formula for the derivative of the Abel-Jacobi map, see Appendix A, Proposition A.1. We have c 1 (i * L) = 0, so that s 2 (i * L) = −2c 2 (i * L), which yields the 1 2 factor in the statement.
It will be convenient for us to rewrite (3.1) in terms of the linkage class of a sheaf, see [KM] . We recall its definition in our particular case of the embedding j :
has non-zero cohomologies only in degrees −1 and 0. They are equal to
and F respectively. Hence the triangle
The last morphism in this triangle is called the linkage class of F and will be denoted by F : F → F(−3) [2] . The linkage class can also be described as follows (see [KM] , Theorem 3.2): let us denote
Note that composition with κ gives an isomorphism of vector spaces
Composing the right hand side of (3.1) with κ and using the fact that taking traces commutes with compositions, we obtain the following expression for dAJ(u) where 
The proof is done in three steps.
Step 1. Let us construct a locally free resolution of j * F. We decompose j * F with respect to the exceptional collection O P 4 (−2), O P 4 (−1), O P 4 , O P 4 (1), O P 4 (2). The sheaf j * F is already left-orthogonal to O P 4 (2) and O P 4 (1) (see Lemma 2.1). It is globally generated by (2.1) and its left mutation is the shift of the sheaf K from the exact triple 0
We can also check that K(1) is globally generated (it is in fact Castelnuovo-Mumford 0-regular, as one can see using (2.1)). The left mutation of K through O P 4 (−1) is the cone of the surjection O P 4 (−1) ⊕6 → K, and it lies in the subcategory generated by O P 4 (−2). Since it has rank 3, this completes the construction of the resolution for j * F. The resulting resolution is:
Step 2. Let us show that the linkage class F induces an isomorphism
The object Lj * j * F is included into the triangle
Applying Hom(F, −) to this triangle we find the following exact sequence:
Note that by (3.3) the object Lj * j * F is represented by a complex of the form 0
* and from (2.1) we see that for p = 0 and 1 these cohomology groups vanish, and for p = 2 the only non-vanishing group corresponds to q = 3. The spectral sequence computing Ext k (F, Lj * j * F), obtained from the complex representing Lj
We conclude that the map Ext 1 (F, F)
It is actually an isomorphism, because the vector spaces are of the same dimension. The dimensions can be computed in the same way as in the proof of Lemma 2.7.
Step 3. Let us show that Tr :
Using Serre duality we identify the dual to the trace map with
One can show as in the proof of Lemma 2.2 that Hom(F, F(1)) = H 0 (S, O (1)) and postcomposing Tr * with this isomorphism gives the restriction map
which is surjective. We see that the composition
is injective and the proof is finished by means of formula (3.2). To identify the image of AJ it is enough to check that a general point of Z H is mapped to a point of Θ. General point z ∈ Z H is represented by a smooth twisted cubic C on a smooth hyperplane section S ⊂ Y H . Denote by C 0 ⊂ S a hyperplane section of S. Then C − C 0 is a degree zero cycle on Y H and z is mapped to the corresponding element of the intermediate Jacobian. The cohomology class [C − C 0 ] ∈ H 2 (S, Z) is orthogonal to the class of the canonical bundle K S and has square −2. Hence it is a root in the E 6 lattice. All such cohomology classes can be represented by differences of pairs of lines l 1 − l 2 in 6 different ways.
Recall that the Fano variety of lines on the cubic threefold Y H is a surface which we will denote by X. It was shown in [CG] that the theta divisor Θ ⊂ J(Y H ) can be described as the image of the map Proof. We argue by induction on the length of a locally free resolution of F. The base of induction is the case when F 0 is a vector bundle. Then the result is essentially contained in the paper of Griffiths [G1] (in particular formula 6.8). We will show how to do the induction step. We note that the statement is local, so we may replace the base B by an open neighborhood of 0 ∈ B every time it is necessary. In particular we assume that B is affine. By our assumptions X is projective and we denote by O X (1) an ample line bundle. Then we can find k big enough, so that F(k) is generated by global sections and has no higher cohomology. We define a sheaf G on X × B as the kernel of the natural map:
Since F is flat over B and π B * (F 0 (k)) is a vector bundle on B for k large enough [H, Proof of Theorem 9.9] , the sheaf G is flat over B.
It follows from (A.1) that AJ
Since homological dimension of G has dropped by one, induction hypothesis yields the formula (A.2) for G. It remains to relate right hand side of (A.2) for G 0 and for F 0 .
Using functoriality of the Kodaira-Spencer classes we obtain the following morphism of triangles:
where u = KS F0 (v) ∈ Ext 1 (F 0 , F 0 ) and u = KS G0 (v) ∈ Ext 1 (G 0 , G 0 ). Composing the vertical arrows with 
G0
• KS G0 (v)) because the map in the middle is zero. This completes the induction step.
