3D reconstruction has been developing all these two decades, from moderate to medium size and to large scale. It's well known that bundle adjustment plays an important role in 3D reconstruction, mainly in Structure from Motion(SfM) and Simultaneously Localization and Mapping(SLAM). While bundle adjustment optimizes camera parameters and 3D points as a non-negligible final step, it suffers from memory and efficiency requirements in very large scale reconstruction. In this paper, we study the development of bundle adjustment elaborately in both conventional and distributed approaches. The detailed derivation and pseudo codes are also given in this paper.
I. INTRODUCTION
Bundle adjustment plays an important role in geodesy and 3D reconstruction(both SLAM and SfM), but it was deemed as solved until recently. Bundle adjustment constitutes a core component in most state-of-the-art multi-view geometry systems and is typically invoked as a final refinement stage to approximate initial scene estimates as well as a means for removing drift in incremental reconstructions. The Levenberg-Marquardt algorithm has proven to be the most successful method for solving this formulation, as it is simple to implement, robust to initialization, and its framework makes it very amenable to taking advantage of the forms of sparsity that typically arise in multi-view geometry problem. Each step of this algorithm produces an estimate of the parameters that improves upon the previous and the resulting series of iterates can be shown to converge to a local minimum of the objective function at hand.
As a result, a number of approaches to bundle adjustment have been proposed in the last decade. These approaches divide into two groups: the first branch focuses on making the bundle adjustment algorithm as efficient as possible, while the second focuses on reducing the size or frequency of invocation of individual bundle adjustment.
Bundle adjustment is the key to refining a visual reconstruction to produce jointly optimal 3D structure and viewing parameter estimates. Optimal means that the parameter estimates are found by minimizing some cost function that quantifies the model fitting error, and jointly that the solution is simultaneously optimal with respect to both structure and camera variations. The name refers to the 'bundle' of light rays leaving each 3D feature and converging on each camera center, which are 'adjusted' optimally with respect to both feature and camera positions [23] .
Since the basic mathematics of the bundle adjustment problem are well understood [23] and several implementation-aimed works are given [15] , [26] , we can use some open-source software packages easily [15] , [27] , [3] , [26] , [2] . However, bundle adjustment is still a bottleneck in large-scale Structure from Motion because of matrix storage and frequent matrix manipulation [12] , [25] , [17] , [20] , [22] , [24] , [9] . The naive LM algorithm requires O((m + n) 3 operations for each iteration, and memory on the order of O(mn(m + n)). However, exploiting matrix structure and using the Schur complement approach, the number of arithmetic operations can reduced to O(m 3 + mn), and memory use to O(mn). Further reduction can be achieved by exploiting secondary sparse structure [14] . The conjugate gradient approaches in [3] , [6] can reduce the time complexity to O(m) per iteration, making it essentially linear in the number of cameras. [15] uses dense Cholesky decomposition to solve the normal equation directly, and it needs much memory to store Jacobi and the reduced camera system, thus it's not suitable for large scale reconstruction work. [3] uses preconditioning on either hessian or schur complement and avoid the explicit storage of Jacobi, and the preconditioned conjugate gradient approaches [6] , [5] , [13] makes the procedure of solving the reduced camera system more stable because it has lower condition number than solving the Gauss-Newton [18] or Levenberg-Marquardt [16] problem directly.
Robust approaches [4] , [7] are typically used to protect world point and camera parameter estimates from effect of outliers, which for BA are incorrect point correspondences that have gone undetected.
The development of hardware, especially GPU(Graphics Processing Unit), makes some works concentrate on the implementation of parallel bundle adjustment [26] and to accelerate the reconstruction.
However, when the data scale gets larger, e.g, city-scale reconstruction [28] , [29] , [30] , the approaches discussed above cannot meet the memory and efficiency requirements. Thus, some works [28] , [19] , [11] concentrate on performing bundle adjustment in distributed manner. The limitation of memory can be avoided once we have enough computers. Besides, a large improvement in both accuracy and efficiency would happen. While [11] uses Douglas-Rachford splitting methods to split the conventional bundle adjustment problem into distributed manner, [28] , [19] implements ADMM(Alternating Direction Method of Multipliers) to transform the original problem into a distributed one.
The main purposes of this paper are two folds:
• To give a detailed investigation and derivation of bundle adjustment problem, in both theoretical and practical levels. • To show the development of bundle adjustment in parallel mode, and to give a future direction of bundle adjustment. Our paper organizes as follows: we first introduce the projection camera model and camera distortion in Section II, then we show how to perform bundle adjustment with the introduced camera model. In Section III, we give the derivation of conventional bundle adjustment in detail, and the distributed bundle adjustment algorithm is given in Section IV. Finally, we make a conclusion of our work.
II. PROJECTION CAMERA MODEL
Bundle adjustment describes the sum of errors between the measured pixel coordinates u ij and the re-projected pixel coordinates. The re-projected pixel coordinates are computed by structure(3D points coordinates in world frame) and camera parameters. Thus it is essential to figure out the re-projection process before we get deep into bundle adjustment. We will introduce the pinhole camera model in this section first.
A. Pinhole Camera
The pinhole camera model is depicted in Figure. 1, the coordinates of p is (X, Y, Z) T in camera frame o − xyz, the focal length of the camera is f , the camera center o is deemed as a pinhole, and p is projected into the imaging plane o −x y , and represented by 2D point p . Based on similar triangle theory(as shown in Figure. 2), we can obtain:
To simplify the model, we can put the imaging plane in front of camera, along with the 3D point, just like Figure. 3: However, we can only get the coordinate in imaging plane, and, we obtain the pixel coordinate in pixel plane actually. Suppose that there is a pixel plane fixed in the imaging plane ouv, the coordinate of point p in pixel plane is (µ, ν) T . Pixel frame and imaging plane related with a scale and translation. Assume pixel coordinate scaled by α in axis u, and scaled by β in axis v, the translation to origin is (c x , c y ) T . Then the relation between coordinates in imaging plane and pixel plane is:
By inserting (2) into (3) and setting f
In usual, (4) is written in matrix format:
where K is called calibrationmatrix or internalmatrix. In the equation above, the 3D coordinate of P is located in camera frame because of camera motion, and, we could only obtain its coordinate in world frame P w in practice. So we have to transform P w into camera frame before we make use of it:
where P c = 1 Z (RP w + t) is called the normalized coordinate. It located in front of the plane of camera where z = 1, and the plane is called normalized plane in Figure.4 .
B. Camera Distortion
To achieve a better image formation effect, the optical lens is usually added in front of the camera, thus the light forecasting may be affected during image formation. There are mainly two causes:
• the path of ray passing affected by optical lens • the optical lens are not parallel strictly with image formation plane during camera assembling 1) Radial Distortion: The distortion caused by the optical lens itself is called radial distortion. The camera lens makes a straight line become a curve in an image, and it becomes more clear when getting closer to the border of the image. Radial distortion is usually divided into barrel distortion and pillow distortion. For radial distortion, we can correct it by using a polynomial function that relates with the distance to the image center. The equation of radial distortion correction is given by: (7) x
where (x, y) T is the coordinate before correction, and (x c , y c ) T is the coordinate after correction, and r = x 2 + y 2 . Note that, both (x, y) T and (x c , y c ) T are located in the normalized image plane.
2) Tangential Distortion: As mentioned at the beginning of this section, the tangential distortion is caused by the not strictly parallel between optical lens and image plane. In tangential distortion, we can use two more parameters p 1 , p 2 for correction. The equation of tangential distortion correction is given by (8)
3) Performing Bundle Adjustment with Camera Model: With the discussion above, we can make a summarize of the reprojection process, and it is given by algorithm1.
and C j can be divided into intrinsic parameters K j and extrinsic parameters T j Output: Corresponding re-projected 2d coordinates 1: Transform 3D points in world frame into camera frame,
Project the 3D points in camera frame into normalized image plane and get u ij = (x ij , y ij ) T 3: Do distortion correction for the 2D points in normalized image plane by (7) and (8) 4: Project the corrected points into pixel plane by intrinsic parameters
or in matrix representation
III. CONVENTIONAL BUNDLE ADJUSTMENT Bundle adjustment is commonly used in structure from motion and in the back end of SLAM. It tries to minimize Figure 5 . Bundle Adjustment: u ij is the observations, X i is the 3D points in world frame, C j is the camera center, u ij is the re-projected 2D points. The solid line represents the projection procedure, the dotted line represents the re-projection procedure. the sum of errors between 2D observations and the predicted 2D points, where the predicted points are re-projected from 3D structures by camera parameters. It measures the accuracy of the computed 3D structures and camera parameters. As shown in Figure. 5, bundle adjustment is actually a nonlinear least square problem, which described by the following equation:
where u ij is the observed point coordinate in pixel level, which represents the ith 3D point X i is observed by the jth camera C j . π(C j , X i ) is the nonlinear operation described in section III.
To simplify the notation, let r ij = u ij − π(C j , X i ), then we can rewrite (11) by min r T r
then, we perform first order Taylor expansion
where g and H is the gradient and Hessian of r, respectively. By taking the derivative of equation13 and setting it to zero, we obtain
For least square problems,
If S is small enough, then by omitting S, we obtain the Gauss-Newton equation
Note that, the Gauss-Newton method can always produce a decrease direction if J T J is positive definite, because
But when J T J becomes singular, then the Gauss-Newton method becomes numerically unstable. To overcome the weakness of Gauss-Newton, we can use the Levenberg-Marquardt method instead.
Since the non-linear least square problem has been well studied, we can easily solve the bundle adjustment problem with (14) or (15) . In addition, the residual error vector r can be defined in such a way that the square sum represents a robust cost function, rather than just an outlier-sensitive plain least squares cost function [10] . With a robustifier Λ x , we rewrite (12) into:
for (14):
and for (15): 
A. Reduced Camera System
It seems without any consideration, we can solve (18) and (19) directly by linear algebra. However, for a large scale problem, i.e. we have about 1,000 cameras and 2,000,000 3D points, it becomes impractical to solve them directly for memory limits and efficiency consideration. For convenience, we use (18) to show how to solve the bundle adjustment problem. setû ij = π(C j , X i ), and we order the parameter x into camera block c and structure block p:
it's easily to realize that:
21) Consider now, that we have m = 3 cameras and n = 4 3D points. Set A ij = ∂ûij ∂cj , B ij = ∂ûij ∂pi , we can obtain the Jacobi:
It's very clear that the Jacobi is a very sparse matrix, it's a very important property of which we should make good use. Let's go a step further. Set the robustifier becomes block diagonal matrix diag{Λ u11 , Λ u12 , ..., Λ unm , }, and
23) then the left side of (18) becomes:
and the right side of (18) becomes:
Set
Substitute (26) and (27) to (24) and (25), respectively, we can obtain J T Λ u r = [r c1 , r c2 , r c3 , r p1 , r p2 , r p3 , r p4 ] T = [r c , r p ] T (28) and
Then, we set
Substitute (30) and (29) into (18), we obtain
Realize that (31) becomes an medium to large scale linear equation, if we have more cameras and 3D points. Then to solve it efficiently, we need more tricks. Consider that the number of cameras m far less than the number of 3D points n, we can eliminate structure block δp and get solution of δc, then we obtain the result of δp by back-substitution. Now left multiply [I − W V −1 ] T on both side of (31), then we can get
(33) is called the Reduced Camera System, and S = U − W V −1 W T is called the Schur Complement of V in the lefthand side of (31). It can prove that the schur complement of a symmetric positive definite matrix is symmetric positive definite, thus (33) can be solved by Cholesky decomposition. With (32), we have
then, by solving (34), we can obtain
Then back to the little example such that m = 3 and n = 4, we can obtain
I , we can rewrite the right side of (33)
By inserting (36) and (37) into (33), we could solve the reduced camera system easily, and get the solution of (35)
(38) Note that, the derivation of the reduced camera system is based on the normal equation (18) , which suggests that we are using Gauss-Newton method. If we want to use Levenber-Marquardt method, we should make some modification of the equations above based on the augmented normal equation. As we just need to augment the diagonal elements of U and V , then we should only replace U and V by U * and V * , respectively, where * represents the augmentation of the diagonal elements of U and V . Besides, if a 3D point X k is not observed by camera l, then A kl = ∂û kl ∂p k = 0, B kl = ∂û kl ∂c l = 0.
With the derivation above, we can extend it into any scale problems such that m = M, n = N and lead to the algorithm below for solving the (augmented) normal equation.
Algorithm 2 Solving the (Augmented) Normal Equation
Input: 2-dimensional pixel coordinates of measured data u ij , m cameras parameters c j , n observed 3D points coordinates X i , Nonlinear function π(c j , X i ) Output: The increment δp i , The increment δc j 1: Compute the derivation matrix:
Compute the temporal variables:
where µ ik is the Kronecker's delta 5: Solve equation S · [δc 1 , . . . , δc m ] T = [r 1 , . . . , δc m ] T 6:
The algorithm.2 that solve the (augmented) normal equation is used by [15] , and [15] uses the Compressed Row Storage(CRS) format for storing the sparse Jacobi. However, [15] needs to store Jacobi and S explicitly, and the dense decomposition of S, make it only suitable for small to medium scale problems. Besides, due to the noise of observed data and the loss of accuracy during computation, the condition number of J T J(or J T ΛJ) becomes large, then the Gauss-Newton and Levenberg-Marquardt methods converge slowly. Then, some works try to seek approaches to overcome it, and preconditioned conjugate gradient is considered commonly [1] , [3] , [6] , [5] , [13] .
1) Standard Conjugate Gradient Algorithm: The conjugate gradient algorithm is an iterative method for solving a symmetric positive definite system of linear equations
It's equivalent to solve the quadratic equation
The standard conjugate gradient algorithm for solving (39) is given in algorithm3.
Algorithm 3 Standard Conjugate Gradient Algorithm
Input:
2) Inexact Newton Methods: Since the Newton or Gauss-Newton or Levenberg-Marquardt step is an approximation to the true optimum, there is no need to solve the normal equations very exactly and it's likely to be a good idea to abort the linear conjugate gradient method early, going for an approximate solution.
A typical termination is of the form
η j ∈ (0, 1) is called forcing sequence, η j = 0.1 is suggested in [6] .
3) Preconditioned Conjugate Gradient: Given a linear system (39) and a preconditioner M , the preconditioned system is given by
For each iteration of PCG to be efficient, M should be cheaply invertible and for the number of iterations of PCG to be small, the condition number κ(M −1 A) should be as small as possible. The ideal preconditioner would be one for which κ(M −1 A = 1. The simplest of all preconditioners is the diagonal or Jacobi preconditioner, M = diag(A). For H in (14) , it has the property that its diagonal blocks A and B are themselves block diagonal matrices, this property makes the block Jacobi preconditioner
the optimal diagonal preconditioner for H.
Some approaches apply PCG to the reduced camera matrix S instead of H, because S is a much smaller matrix than H, and κ(S) ≤ κ(H). There are two obvious choices for block diagonal preconditioners for S, matrix A and block diagonal D(S), the block Jacobi preconditioner for S. Consider the generalized Symmetric Successive Over Relaxation(SSOR) preconditioner for H,
(44) where P is some easily invertible matrix and 0 ≤ ω < 2 is a scalar parameter.
Note that, for ω = 0, M 0 (B) = M J is the block Jacobi preconditioner. For ω = 1, it can be shown that using M 1 (P ) as a preconditioner for H is exactly equivalent to using the matrix P as a preconditioner for the reduced camera matrix S. This means that for P = I using M 1 (I) as a precondioner for H is the same as running pure conjugate gradient on S and we can run PCG on S with preconditioner A and D(S) by using M 1 (A) and M 1 (D(S)) as preconditioner for H. Thus, the schur complement which started out its life as a way of specifying the order in which the variables should be eliminated from H when solving 14 exactly, returns to the scene as a generalized SSOR preconditioner when solving the same linear system iteratively.
In the work of [3] , they use six kinds of bundle adjustment alogrithms:
• Explicit-Direct, which explicity construct the schur complement matrix S and solve (32) using dense factorization. This leads to the work of [15] . • Explicit-Sparse, which explicity construct the schur complement matrix S and solve (32) using sparse direct factorization. • Explicit-Jacobi, which explicity construct the schur complement matrix S and solve (32) using PCG, which uses the block Jacobi preconditioner D(S). • Normal-Jacobi, which uses PCS on H with the block Jacobi pre-conditioner D(S). • Implicit-Jacobi, which runs PCG on S using block Jacobi preconditioner D(S). • Implicit-SSOR, which runs PCG on S using the block Jacobi preconditioner A.
As [3] summarized, for small to medium problems, the use of a dense Cholesky-based LM algorithm is recommended. For larger problems, the situation is more complicated and there is no one clear answer. Both Implicit-SSOR and Explicit-Jacobi offer competitive solvers, with Implicit-SSOR being performed for problems with lower sparsity and Explicit-Jacobi for problems with high sparsity. And once the cuase of numerical instability in Implicit-Jacobi can be understood and rectified, it will offer a memory efficient solver that bridges the gap between these two solvers and works on large bundle adjustment problems, independent of their sparsity. 4) Block QR Preconditioning: As mentioned in the last section, we talk about the preconditioned conjugate gradient briefly. However, there are more tricks of the preconditioning [6] .
In the case of the conjugate gradient method means premultiplying from left and right with a matrix E to form
where E is a non-singular matrix. The idea is to select E so thatÂ = E T AE has a smaller condition number than A. Finally, x can be computed fromx with x = Ex. Often E is chosen so that EE T approximates A −1 in some sense.
Explicitly formingÂ is expensive and usually avoided by inserting M = EE T in the right places in the conjugate gradient method obtaining the preconditioned conjugate gradient method. Two useful preconditioners can be obtained by writting A = L + L T − D, where D and L are the diagonal and lower triangular parts of A. Setting M = D −1 is known as Jacobi Preconditioning and M = L −T DL −1 is Gauss-Seidel Preconditioning.
The Jacobi and Gauss-Seidel preconditioners do not make use of the special structure of the bundle adjustment Jacobian. Assume we have the QR decomposition of J, J = QR and set E = R −1 . This yields the preconditioned normal equation
then we can obtain
and we can get the solution of δx
However, computing J = QR is an expensive operation. Then, consider the Jacobi partitioning J = [J c , J p , we can do a block-wise factorization:
Due to the special block structure of J c and J p , we have
In other words, we perform QR factorization independently on the block columns of J c and J p , making this operation very efficient and easy to parallelize. The preconditioner thus becomes
QR preconditioner is equivalent to block-Jacobi preconditioning, but:
• we do not need to form J T J • QR factorization of a matrix A is generally considered numerically superior to forming A T A followed by Cholesky factorization. Consider the preconditioned normal equation:
where Q T c and Q p Q p are both identity matrices and
, applying Reid's [6] results yielding the following: By initializing so that δx c = 0 and δx p = −J T p r, we will have s 2m c = s 2m+1 p = 0. Then we can extends the standard conjugate algorithm 3 into a block QR factorization conjugate gradient algorithm in the following: One further interesting aspect of matrices is that one can show 12: q k+1 = β k q k + J p s k+1 p , if k even that for these matrices like (29) , block-Jacobi preconditioning is always superior to Gauss-Seidel and SSOR preconditioners.
IV. DISTRIBUTED BUNDLE ADJUSTMENT
The conventional bundle adjustment that based on the Levenber-Marquardt algorithm is limited to single machine, thus when the problem gets larger and larger, the conventional approaches suffer from memory limitation and have to afford heavy computation burden. [11] is the first that proposed to perform bundle adjustment in distributed manner.
Starting from a general convex optimization problem:
where f i , i = 1, . . . , N are convex and lower semi-continuous functions a H a Hilbert space. By adopting proximal splitting methods [8] , [21] , we can define the proximity operator 
where ρ > 0 and H a Hilbert space. By taking the result of Douglas-Rachford splitting schemes [8] , we can get the fix-point iterations of (53) when N = 2
Let H 1 and H 2 be some partition of the Hilbert space H, i.e, H = H 1 × H 2 . Then the partial proximity operator prox † f :
then the fix-point iterations should be modified accordingly, thus arriving at the partial Douglas-Rachford splitting
With the equation of (58) and (59), we can derive the distributed bundle adjustment algorithm.
We split the m images into l disjoint partitions, and c k ⊆ {1, . . . , m}, k = 1, . . . , l with ∪ k c k = {1, . . . , m} and c i ∩ c j = ∅, ∀i = j, and additional latent variables X k i ∈ R 3 , i = 1, . . . , n, k = 1, . . . , l. Then rewrite (11) as
where the visibility matrix is defined bȳ 
Since the partitions c k are disjoint, then we can rewrite (65) l k=1 min n i=1 j∈c k w ij u ij − π(P i ,X k i ) 2
Note that the equation (66) has one important property: the inner summand of (66) is completely independent over k and that each of these subproblem is a total sum-of-squares problem to which a standard bundle adjustment solver is directly applicable. Thus, prox † f1/ρ can be evaluated by solving l smaller independent SfM problem in parallel.
Moreover, we can obtain prox f2/ρ (Z) = arg min
and we can find (67) is independent of i, then (67) can solved in distributed manner. By taking the result of [11] , we can rewrite (67) as following equation 
The above equation of distributed bundle adjustment can be summarized in algorithm 5.
Algorithm 5 Distributed Bundle Adjustment
Input: image observations u = {u ij | i ∈ [1, n], j ∈ [1, m]}, proximal weighting {ρ (t) } ∞ t=0 , ρ (t) ∈ R + , camera partitions c = {c k | k ∈ [1, l]}, initial camera parameters P (0) , initial 3D points X (0) and initial latent variables X k(0) ← X (0) 1: t = 0 2: while !convergence do 3: Solve {P (T +1) ,X (t+1) } ← prox † f1/ρ (t) (Z (t) ), and perform {P (T +1) j∈c k ,X k(t+1) } ← prox † f1/ρ (t) (Z k(t) ) for all k ∈ [1, l] as in (66) 4: {Z (t+1) } ← Z (t) −X k(t+1) + prox f2/ρ (t)(2X (t+1) ) − Z (t) , prox f2/ρ is given by (68). V. CONCLUSION In this paper, we make a detailed derivation and kinds of solutions of the bundle adjustment problem, both in a conventional manner and distributed manner. It is clear that preconditioned conjugate gradient methods can replace the dense Cholesky decomposition based method [15] . While distributed bundle adjustment approaches are prone to solve very large-scale reconstruction problems, they prove surpassing the conventional approaches in small to large-scale problems in both accuracy and efficiency.
