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We perform tunneling measurements on indium antimonide nanowire/superconductor hybrid de-
vices fabricated for the studies of Majorana bound states. At finite magnetic field, resonances
that strongly resemble Majorana bound states, including zero-bias pinning, become common to the
point of ubiquity. Since Majorana bound states are predicted in only a limited parameter range in
nanowire devices, we seek an alternative explanation for the observed zero-bias peaks. With the
help of a self-consistent Poission-Schro¨dinger multiband model developed in parallel, we identify
several families of trivial subgap states which overlap and interact, giving rise to a crowded spec-
trum near zero energy and zero-bias conductance peaks in experiments. These findings advance the
search for Majorana bound states through improved understanding of broader phenomena found in
superconductor-semiconductor systems.
Majorana bound states (MBS) are predicted in vari-
ous intrinsic and engineered topological superconductors
[1–7]. They attract sustained attention primarily thanks
to the hypothesized non-Abelian rules for the two-MBS
exchange [8]. Tunneling experiments reported signatures
of MBS by studying zero-bias conductance peaks [9–21].
The primary challenge for the tunneling evidence is that
zero-bias anomalies in transport are widespread in meso-
scopic systems. They have many known non-MBS origins
such as Kondo effect [22], weak antilocalization [23], re-
flectionless tunneling [24], and supercurrent [25]. Luckily,
most of these phenomena can be ruled out for each par-
ticular Majorana experiment through their distinct de-
pendence on the in-situ tunable parameters or through
device design.
Yet, zero-bias anomalies of non-topological origin that
closely resemble MBS, and cannot be straightforwardly
ruled out, have also been identified. Most remarkably,
trivial Andreev Bound States (ABS) have been demon-
strated to result in zero-bias peaks [26]. This includes
peaks that appear at finite magnetic field and exhibit
some degree of pinning to zero bias or near-zero oscil-
lations, both being features that MBS and ABS share.
Trivial ABS can exist both in the topologically supercon-
ducting regime and in the trivial regime, or they can be
a result of strong MBS hybridization [27–29]. Thus ABS
can be found in a much wider range of system parameters
than MBS. Understanding of the full ABS phenomenol-
ogy is therefore central to the unambiguous demonstra-
tion of MBS.
In this manuscript, we demonstrate that multiple coex-
isting and coupled ABS can lead to ubiquitous zero-bias
peaks that share spectroscopic signatures with MBS. Our
NbTiN/InSb devices have been designed for Majorana
experiments, and they yield tunneling resonances that
pin near zero source-drain voltage bias at finite external
magnetic field, as expected for MBS. However, extended
gate voltage sweeps reveal multiple families of states lo-
calized near the superconductor. We identify these states
as being responsible for the omnipresent zero-bias reso-
nances. The frequency of occurrence of zero-bias fea-
tures, i.e. their ubiquity, makes it highly unlikely that
all of them originate from topologically superconducting
segments of the nanowire. A self-consistent multiband
model developed in parallel [30] finds a generic presence
of overlapping and coupled trivial ABS for the device
geometry used in the experiment. The model identifies
that trivial ABS can persist near zero bias due to spec-
tral crowding as well as level repulsion. Theory does not
require strongly hybridized MBS to reproduce the exper-
iment, though it does not rule this mechanism out.
The basic MBS theories make a number of simple
predictions for the tunneling manifestations of MBS in
spin-orbit nanowires [4, 5]. In long quantum wires
MBS should only appear within the topologically super-
conducting phase described by the boundary equation:
EZ >
√
∆2 + µ2, where EZ = gµBB is the Zeeman en-
ergy, with g the effective Lande´ g-factor, µB the Bohr
magneton. ∆ is the induced superconducting gap at
B = 0, and µ is the chemical potential in the quantum
wire. In the limits of zero temperature, hard induced gap
and weak tunnel coupling, MBS manifest as a 2e2/h peak
in conductance at zero tunneling bias. The peak emerges
after the bulk superconducting gap in the nanowire closes
and re-opens. Beyond the re-opening point the peak is
robust - meaning it does not deviate from zero bias until
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2superconductivity is fully suppressed by external field or
another subband crosses the Fermi level. MBS come in
pairs, and therefore a correlated zero-bias peak should be
observed on the opposite end of the nanowire. Spin-orbit
anisotropy implies that zero-bias peaks should vanish for
a specific magnetic field orientation that is collinear with
the effective spin-orbit field.
The demonstration of all of the above basic tunnel-
ing predictions in the same nanowire will likely amount
to proof of Majorana bound states beyond reasonable
doubt. To date, this has not been possible, despite steady
progress in growth and fabrication [31–33]. A given de-
vice can be tuned to display one or more tunneling signa-
tures of MBS but not to simultaneously confirm all of the
basic expectations. The discrepancies may still be consis-
tent with MBS but ascribed to experimental limitations
such as finite temperature, soft induced gap, disorder,
short nanowire length, critical field anisotropy. When
experimental limiatations are accounted for, MBS are ex-
pected to result in conductance peak oscillations around
zero bias, reduced peak height, no gap closing and/or re-
opening and distorted topological phase boundary. As
noted above, several theories and experiments further-
more point out that these features are shared between
imperfect MBS and trivial ABS making the two effects
challenging to distinguish. In this manuscript we study
the phenomenology of low-bias resonances without as-
suming MBS, but with a goal of deeper understanding
the superconductor-semiconductor hybrid system.
Devices are fabricated using InSb semiconductor
nanowires with NbTiN contacts in a process that is
nominally identical to that used in preceding work [17],
though device-to-device variations are common (Fig.1(a),
see supplemental materials for data on two additional
devices). Prior to the deposition of NbTiN, sulfur pas-
sivation is carried out followed by a gentle Ar plasma
cleaning in order to obtain a transparent superconduc-
tor/semiconductor interface. A normal metal Pd contact
is then fabricated to perform tunneling spectroscopy by
varying bias voltage V between normal and supercon-
ducting contacts. Electrical measurements are performed
in a dilution refrigerator at a base temperature of 30 mK,
by a standard low-frequency lock-in technique.
The electrostatic coupling of gates to the nanowire is
enhanced due to half-coverage of the nanowire by the su-
perconductor (NbTiN only on top in Fig. 1(a)), as well
due to the use of a thin layer of high-κ gate dielectric
(HfO2, 10 nm). The gate effect is much stronger than in
fully-covered nanowires [18], or where side gates and/or
thicker dielectric layers are used [9, 34]. Stronger electro-
static coupling allows us to tune the density underneath
the superconductor in a wider range, and observe a larger
variety of subgap states as shown below. On the flip side,
partial coverage may result in weaker induced supercon-
ductivity and soft gap [35]. Following a standard pro-
cedure for Majorana experiments [9], we create a single
tunnel barrier between the normal and superconducting
contacts by tuning gate FG (once set FG remains fixed).
Note that the gates left of BG1 are set to a large nega-
tive voltages to localize the low energy states within the
BG1− FG region.
We explore the magnetic field evolution of tunneling
conductance in Figs. 1(b)-(d). At zero field, this device
exhibits a soft but otherwise featureless superconducting
gap characterized by smooth evolution of suppressed con-
ductance within the gap as a function of bias. Such soft
gap presents a decoherence pathway for futuristic topo-
logical qubits but it does not prevent us from studying
the subgap spectroscopy here. In Fig.1(b), the evolu-
tion within the magnetic field range 0 − 300 mT looks
like a closing of the induced gap: the suppressed conduc-
tance window around zero bias shrinks and two branches
of high conductance move from the apparent induced
gap edges (V = ±250µV ) toward lower bias reaching
zero bias at around 300 mT. Beyond B = 300 mT, an
apparent zero bias resonance is observed over a signifi-
cant range of magnetic field, up to at least B = 1 T.
This range, expressed in Zeeman energy, greatly exceeds
the bias width of that resonance—thus we identify it as
‘pinned’ to zero energy.
Fig. 1(c) shows that with a minor variation in BG1
a single zero-bias resonance can be transformed into a
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FIG. 1. (a) Scanning electron micrograph of the studied
device. The bottom gates FG (100 nm wide) and BG1 (200
nm wide) are made of Ti(5 nm)/Au(10 nm). The nanowire
is about 100 nm in diameter. The superconducting contact
is a trilayer of Ti(5 nm)/NbTi(5 nm)/NbTiN(150 nm), while
the normal contact is a Ti(15 nm)/Pd(150 nm) stack. (b-d)
Differential conductance maps in bias voltage V versus mag-
netic field at BG1 = 0.1365, 0.137 and 0.1375 V, respectively.
FG = 0.53 V for data in Fig. 1 and Fig. 2.
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FIG. 2. Ubiquitous ZBP in extended range of gate BG1. (a-b) Differentiate conductance maps in bias voltage V versus BG1
at B = 0 and 0.3 T, respectively. (c-e) Differentiate conductance maps in bias voltage V versus BG1 in a small range at B = 0,
0.3 and 0.5 T, respectively.
pair of low-bias resonances oscillating around zero bias as
magnetic field is increased to 1 T (up to 2 T in Supple-
mental Material). Such oscillations are consistent with
MBS in a short nanowire [36], and in fact data in Fig.
1 (b) can also be interpreted as similar oscillations of
smaller amplitude, less than the resonance width. Fig.
1(d), however, conveys a different picture. After another
change in BG1 that should not alter the bulk density
in any significant way, we can resolve that the apparent
oscillations are actually superimposed of two unrelated
pairs of resonances moving to zero bias at different mag-
netic fields, 0.4 T and 0.7 T. This demonstrates that the
visibility of different branches can be strongly affected by
minor changes in gate voltages, and some of the branches
may become invisible in color maps, creating the appear-
ance of a sole zero bias resonance or a pair of oscillating
resonances, both being important signatures of MBS.
The ubiquity of zero-bias features like those in Fig.1
is demonstrated in Fig.2. Because of the extended range
of BG1 shown and because of the strong electrostatic
coupling of BG1 to the nanowire, a large number of
transient resonances can be seen crisscrossing the sub-
gap region without sticking to zero bias at zero field
(Fig.2(a)). These are due to states localized near the
tunneling barrier, with their conductance partially sup-
pressed within the soft induced gap. At finite magnetic
field B = 0.3 T, the transient resonances are still visible,
but another set of features tightly confined close to zero
bias is now observed throughout the presented range of
BG1 (Fig.2(b)). Close to 30 distinct ZBP regions are ob-
served. If all of these ZBPs were due to topological super-
conductivity, we would expect being able to tune through
tens of 1D subbands, which is inconsistent with quan-
tum point contact measurements on similar nanowires
[37]. Data in Fig.2(b) are similar to barrier gate scans
in Mourik et al. [9], which used the same nanowires and
superconductors, though a different gate layout with a
weaker BG1 coupling.
We zoom in on a representative BG1 range in
Figs.2(c)-(e). At zero field the inside of the induced gap
for |V | < 250µV is featureless on this scale (Fig.2(c)). In
the same gate range at finite field B = 0.3 T (Fig.2(d)),
three oscillations around zero bias and higher bias subgap
states are observed. At a higher field B = 0.5 T (Fig.
2(e)), an extended zero-bias peak is observed. Over a
range of BG between 1.61 V and 1.62 V the ZBP van-
ishes, however this is an artifact due to charge jumps,
i.e. charge rearrangements near the gate leading to a mo-
mentary shift in the electrostatic potential. Such charge
jumps are also ubiquitous and appear in many published
results [19].
We observe that the near-zero bias states often merge
continuously into the transient resonances above the in-
duced gap. This implies a relation between the two
types of features. This behavior is expected in quan-
tum dots strongly coupled to superconductors, where
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FIG. 3. Calculated differential conductance as a function
of BG1 and bias-voltage V for (a) EZ = 0 and (b) EZ =
0.74 meV. The FG voltage is 0.38 V and the temperature
kBT = 0.15 meV. (c-d) Calculated differential conductance
as a function of Zeeman energy and bias voltage V for BG1 =
0.351 and 0.353 V, respectively.
transport resonances due to ABS split from and merge
into the induced gap as the dot occupation changes from
even to odd [26, 38]. In this framework, the regime in
Fig.2 is consistent with several coupled quantum dots
formed near the superconductor. Note that the absence
of Coulomb blockade suggests open quantum dots and
transparent contact to the superconductor. The open
dots may be connected both in series and in parallel.
To model our devices we perform 3D Schro¨dinger-
Poisson calculations that incorporate geometric and elec-
trostatic details of the experimental device [39]. The cal-
culations naturally capture the multi-band nature of the
system and its highly inhomogeneous electrostatic poten-
tial, which turn out to be the crucial elements responsible
for the ubiquitous zero bias peaks. The inhomogeneity
arises due to device geometry, while disorder is not in-
cluded in the model. A detailed description of the model
can be found in the conjoint theoretical paper [30].
First, we demonstrate that the model generates ubiq-
uitous zero bias peaks, as seen in the experiment, by cal-
culating the differential conductance [40] as a function of
the BG1 voltage. The results are shown in Fig. 3 (com-
pare with experiment in Fig.2). At zero magnetic field
(Fig. 3(a)), the differential conductance is characterized
by multiple sub-gap resonances that approach or cross
zero bias without sticking. At finite field (Fig. 3(b)), in
addition to these resonances, one notices features that
are confined near zero energy. Examples of differential
conductance maps as a function of Zeeman energy and
bias voltage are shown in Figs. 3(c)-(d). In Fig. 3(c),
we notice an in-gap mode that collapses to zero energy
at EZ ≈ 0.7 meV, then splits at higher EZ . A slight
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FIG. 4. (a) Measured and (b) calculated zero-bias volt-
age conductance at zero magnetic field as a function of FG
and BG1. Note the three types of resonances characterized
by different slopes (dashed lines are guides for the eye). (c-
e) Calculated wavefunction profiles for the states marked in
panel (b). The insets show the transverse profiles at the loca-
tions marked by black dashed lines. Regions of BG1 and FG
are marked by green and purple shadows, respectively.
change in the gate voltage generates a low-energy mode
that remains near zero bias over a large range of Ez, as
shown in Fig. 3(d).
Next, we address the key question regarding the na-
ture of the low-energy states by studying the band and
real-space structure of the corresponding wave functions
(also see the Supplemental Material). We find that the
ubiquitous low-energy states are not MBS emerging in
a segment of the wire, or partially-separated MBS in-
duced by soft confinement, but rather ABS pinned near
zero energy by level repulsion. As detailed in the con-
joint theory paper [30], inter-band coupling can give rise
to ABS that stick near zero energy due to anti-crossings
between multiple modes approaching zero energy at dif-
ferent magnetic fields. For example, in Fig. 3(d) one can
distinguish two low-energy modes that cross zero energy
at EZ ≈ 0.7 meV and EZ ≈ 1.1 meV, respectively, dis-
playing an anti-crossing behavior (near EZ ≈ 0.9 meV).
Evidence of similar level repulsion behavior can be found
in the experimental results shown in Fig. 1(b-c). As ex-
plained in the theory paper [30], single-subband models
cannot capture this zero-bias pinning behavior for short
nanowire segments of 200 nm (the width of BG1) without
assuming overlapping MBS.
We investigate the spatial characteristics of the low-
energy states at zero magnetic field by mapping the
zero bias conductance as a function of BG1 and FG.
The experimental results are shown in Fig. 4(a), while
5the results of the numerical calculations are given in
Fig. 4(b). The remarkable common feature is the pres-
ence of three types of resonances characterized by dif-
ferent slopes, which we attribute to distinct families of
low-energy states having different couplings to the gate
potentials. The nearly-vertical resonances in Fig.4(a)
are generated by states coupled primarily to the FG
gate. These resonances are also seen in the calculation
(Fig.4(b)), although their amplitude is reduced (see also
the Supplemental Material). The wavefunction profile
of a typical state associated with this type of resonance
(Fig.4(c)) reveals that most of its weight is located in
the FG region (see inset). The two additional sets of
resonances are generated by states electrostatically cou-
pled to both FG and BG1 gates. As revealed by the
wave function profiles shown in Figs.4(d)-(e), these states
have significant weight in both BG1 and FG regions.
However, the transverse profiles (see insets) show that
the state in Fig.4(e) is located closer to BG1 and far-
ther away from FG as compared to the state in Fig.4(d),
which explains the different slopes of the corresponding
resonances (see also the Supplemental Material). The ex-
istence of these distinct families of states demonstrates
that the low-energy physics is controlled by modes local-
ized in different adjacent regions (i.e. the FG region and
the covered and uncovered BG1 regions) that are coupled
to one another. At finite magnetic field, this generically
produces low-energy ABS resonances pinned near zero
energy through the inter-band coupling mechanism dis-
cussed in detail in Ref. [30].
In conclusion, we have demonstrated that many of the
commonly discussed features of MBS in nanowires, such
as gap closing, zero-bias pinning in magnetic field or
gate, and peak oscillations around zero bias, are ubiqui-
tous and easily observed when ensembles of trivial ABS
are present. Evidence of MBS in tunneling experiments
should therefore be accompanied by detailed studies of
subgap resonances in the extended gate voltage range.
Since tunneling measurements have so far not yielded
a definite MBS proof, it is intuitively attractive to ex-
plore more sophisticated techniques, e.g. the fractional
Josephson effect [41], Majorana fusion or even braiding
[42]. However, the added measurement complexity will
not help resolve the experimental limitations of the tun-
neling experiments, since the limitations remain rooted in
the growth and fabrication. It is also unclear whether ad-
vanced techniques can reveal signatures unique to MBS,
and whether they are better at distinguishing MBS from
ABS [43]. At the same time, tunneling remains pow-
erful in surveying the subgap spectra in proximitized
nanowires, thereby guiding device design and fabrication
towards a more ideal regime in which MBS can be demon-
strated unambiguously.
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Fig. S1 Zero bias resonances at magnetic field up to 2T
FIG. S1. In this figure we show that zero bias peaks and near-zero oscillations can persist up to 2 T. Panels (a) and (b) are
differential conductance maps of bias voltage V versus magnetic field for two very different BG1 settings. The device studied
is the same as in the main text Fig. 1(a). In both (a) and (b), we see a gap closing around 0.3 T. In Fig. (a), the gap closes
and generates a short zero-bias peak. Then the resonance splits and merges back to zero. In (b), a peak near zero bias persists
from 0.7 T to 2 T. In addition to the pinned zero-bias peak, we also see multiple branches of conductance resonances at high
bias that move down to zero bias at higher fields, where they enhance the zero-bias resonance.
8Fig. S2 Persistent ZBP in another regime
FIG. S2. This figure discusses zero-bias resonance observed in another regime in the device in Fig. 1(a) of the main text.
(a)-(d) Differential conductance maps of bias voltage versus gate BG1 at different magnetic fields. At zero field, there are
no pinned zero-bias resonances, while a weak transient conductance resonance is present at BG1 = 0.5402 V. With magnetic
field applied and increasing, a zero-bias peak appears at BG1 = 0.5402 V (marked by green dashed lines) and persists above
0.4 T. (e) At this particular setting of BG1, a scan of bias voltage versus magnetic field shows a zero-bias peak persisting up to
1 T, having come from two mid-gap resonances at zero field. It is noteworthy that the induced gap seems to close and reopen
around 0.4 T. This long-lived zero-bias peak is only observed at one particular gate setting of BG1 = 0.5402 V, while no pinned
zero-bias peaks are observed upon minor variations in BG1.
9Fig. S3 Study of ABS and their apparent g-factors in a second device
In Fig. S3 we examine ABS in a second device of the same overall geometry. The apparent g-factor extracted from
the dispersion of ABS in magnetic field can vary strongly with only minor variations in gate voltage. This is due to
quantum dot singlet-doublet physics: in the even-parity regime the resonance is pinned to the gap and moves above
the gap at higher field, leaving the gap edge to be the lowest energy resonance. In the odd-parity regime the resonance
exhibits opposite behavior: it moves towards zero bias in magnetic field. At the transition between the even- and odd-
parity regimes the competition of two opposite field behaviors causes the apparent g-factor to be strongly reduced.
FIG. S3. (a)-(c) The evolution of ABS with magnetic field. (a) At zero field, a pair of conductance resonances appears
symmetrically at positive and negative bias close to the superconducting gap edge. (b) At a finite field of 0.25 T, conductance
resonances split off from the gap edge and move to lower bias touching zero bias in the center of the scan. (c) At 0.35 T top and
bottom conductance resonances trade positions forming a loop in the center. This behavior is characteristic of a magnetic-field
induced singlet-to-doublet ground state quantum phase transition in quantum dots coupled to superconductors [26]. Panels
(d)-(i) demonstrate how magnetic field dispersion of ABS is affected by BG1 set to different points throughout the range shown
in panels (a)-(c). In panel (d), a near-zero resonance is observed over a significant range of magnetic field exceeding 0.5T.
However, subsequent panels show that this pinning to zero bias is a result of fine-tuning and is only seen at a particular setting
of BG1. The dispersion in magnetic field cannot be described by a straight line, because an inflection point is observed in all
magnetic-field dependences. One possible explanation for this is level repulsion from other states, though those states are not
directly visible as resonances in the data. With a slight change of gate BG1, the zero bias crossing point shifts by 100’s of mT,
while the energy of the resonance shifts only weakly at zero field, remaining in the 200-250µeV range (see panel (a). For this
reason, effective g-factors plotted in panel (j) show a large variation with minor changes in BG1. The g-factors are extracted
by fitting the resonances to a straight line between zero field and the zero-bias crossing point. Significant g-factor tuning has
been reported previously in nanowire devices [44]. Here we show that it originates from the interplay of singlet and doublet
physics in a evenly or oddly occupied quantum dot.
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Fig. S4 Two independent ABS in a second device
FIG. S4. This figure is an extension of Fig. S3, which demonstrates two sets of resonances dispersing in BG1 and B in a
close parameter range. Panel (a) shows two loop-like resonances at finite field. The left loop matches that in Fig.S3(c). The
right loop does not yet touch zero bias, indicating a singlet-doublet quantum phase transition at a higher field. In (b)-(d), we
see two sets of conductance resonances crossing zero bias at different magnetic fields. Notice that when the resonances from
two sets cross they don’t exhibit visible level repulsion, suggesting that these ABS do not interact but simply coexist. Also
notice that resonance that yields a zero-bias crossing in panel (b) does not originate from the left loop, but rather from a set
of weakly visible parallel lines(marked by dashed arrows).
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Fig. S5 Gate-tunable ABS in a third device
FIG. S5. (a) SEM image of the third device. The fabrication procedure and recipe are the same as the device in the main text.
Blue and red ovals mark tentative locations for quantum dots studied in panel (b). Note that the gate layout is somewhat
different for the third device, with two narrower gates FG1 and FG2 followed by a wider gate BG1. (b) Scan of FG1 versus
FG2 at zero source-drain bias and zero external magnetic field. We observe two sets of conductance resonances, one set mostly
horizontal, i.e. strongly tunable by FG1, while the other set tunable by both FG1 and FG2. This is consistent with the
formation of two quantum dots in the FG1− FG2 segment of the device. Note also the similarity to Fig.4(a) in the main text
where three families of resonances are observed. (c) Zero bias conductance map with FG1, FG2 tuned along the red arrow in
panel (b), versus BG1. The conductance resonances (referring to loop structures in (d-f)) correspond to singlet-doublet ground
state transitions, indicating that BG1 tunes the coupling between a quantum dot and a superconductor. At the most negative
BG1, two pairs of conductance peaks show up along FG1(FG2) axis. with BG1 increasing, each pair of peaks merge into one
peak and vanish. At the merge point the quantum dot transitions into a strongly coupled regime with a BCS singlet ground
state[26]. Panels (d)-(f) confirm this through scans of bias versus FG1(FG2) at three different settings of BG1 marked by
arrows in panel (c). The dashed lines are guides to the eye.
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Device setup in 3D simulations and additional simulation data
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FIG. S6. (a) The semiconductor nanowire (orange, SM) is proximity coupled to a superconductor (blue, SC) and a metal (light
blue) is the lead region. A dielectric layer (purple) separates the nanowire from potential gates (dark grey). There are four
regions defined by the external gates and the materials deposited on the SM wire: the left bulk region (gate potential VL),
the big-gate region (VBG1, 200 nm), the fine-gate (uncovered) region (VFG, 100 nm), and the lead region (VR). We apply a
large negative voltage VL to the bulk gate, such that the low-energy states are localized primarily in the big-gate and fine-gate
regions. The lead region is a continuation of the SM nanowire but in proximity to a metal, which strongly renormalizes its
properties. We treat the coupling between the SM and lead region as a weak link (as indicated by black lines between the
SM and the lead region). (b) Schematic representation of the cross section of the nanowire device in the SC-covered region.
The superconductor is not explicitly included in the device Hamiltonian, but rather treated as a boundary condition in the
electrostatics calculation.
FIG. S7. Zero bias differential conductance map with reduced coupling between FG and BG1 regions. Hopping parameter
between last and first layers of the BG1 and FG regions is given by t
′
= 0.7t, where t is the hopping parameter between all
other layers.
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A comparison of the experimental and theoretical zero bias differential conductance was shown in Fig. 4 of the
main text. While both conductance maps show peaks with three different slopes, the vertical (white) lines in the
simulation are not as steep as those seen in the experiment. Indeed the vertical (white) lines in the experiments are
nearly completely independent of the BG1 voltage, suggesting the FG and BG1 regions are not as well coupled as
our model predicts. Moreover, the features associated with the experimental vertical lines in Fig. 4(a) are broader
than those seen in the simulation.
To study how reducing the coupling between the FG and BG1 regions changes the conductance maps we reduce
the hopping between the last and first layers of the BG1 and FG regions, and recalculate the zero bias differential
conductance. The result is shown in Fig. S7 for t
′
= 0.7t, where t
′
is the hopping parameter between the last
and first layers of the BG1 and FG regions, respectively, and t is the hopping parameter between all other layers.
The conductance map has a broader and more vertical feature starting in the lower right corner that shows a closer
resemblance to the vertical features in Fig. 4(a).
A possible explanation for the reduction in coupling involves our neglection of self-consistency in the charge dis-
tribution along the length of the wire. As mentioned in the main text and explained completely in Ref. [39], our
numerical method in general involves self-consistency both when constructing the effective 1D multi-orbital model
and when solving the 1D problem. However, here we chose to ignore the self-consistency when solving the 1D problem
due to the large parameter space that needed to be explored. This amounts to ignoring the charge redistribution
along the length of the wire, which can produce potential barriers between gate regions [39]. This extra potential
barrier between the FG and BG1 regions would then explain the reduced coupling and the broader vertical features
seen in the experiment.
FIG. S8. (a) Spectrum of system without the lead attached. Gate parameters are given by FG = 0.38 V, BG = 0.353 V to
match those in Fig. 3(d). Note that the absence of lead slightly alters positions and shapes of features when compared to
3(d). (b)-(d) Majorana representation wavefunctions of zero energy states in (a) with dashed arrows indicating correspondence
between the plots. Majorana wavefunctions are shown in red and blue filled curves, respectively. Large overlap between
Majorana wavefunctions implies states are non-topological low-energy states.
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Majorana Representation of trivial low energy states
We claim in the main text that zero bias peaks in the differential conductance scans arise from topological trivial
states rather than topological MBSs. To quantify this claim, we make use of the Majorana representation of the zero
energy states that are responsible for the zero bias peaks. Recall that any Bogoliubov-de Gennes (BdG) Hamiltonian
can be written as a linear combination of two Majorana modes. Let φ and φ− be eigenstates of the BdG Hamiltonian
that are related to each other by particle-hole symmetry with energies  and −, respectively. From these particle-hole
symmetric states we can construct
ψA =
1√
2
[φ + φ−] , (1)
ψB =
i√
2
[φ − φ−] . (2)
By construction these states satisfy the Majorana condition of being equal parts particle and hole, however they are
not eigenstates of the BdG Hamiltonian unless  = 0. Note that φ± = 1√2 [ψA ± iψB ]. This is therefore named the
Majorana representation of an eigenstate of the BdG Hamiltonian. For topological Majorana states, the wavefunctions
ψA and ψB should be localized on opposite ends of the wire. In contrast, a trivial Andreev Bound state will have
highly overlapping ψA and ψB . Fig. S8(a) shows the spectrum of the setup without the lead attached. The parameters
are the same as the differential conductance scan shown in Fig. 3(d). Note that the absence/presence of the lead
alters the position and shapes of the features when comparing the spectrum to the differential conductance. We plot
the Majorana wavefunctions in Figs. S8(b)-(d) coming from the corresponding zero energy states in Fig. S8(a). The
Majorana wavefunctions are significantly overlapped, indicating that the zero energy states are not MBSs.
