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Pricˇujocˇe delo podaja mozˇno zasnovo Keccak zgosˇcˇevalne funkcije za implementacijo v
digitalnem vezju. Cilj naloge je bila zasnova hitre parameterizirane Keccak zgosˇcˇevalne
funkcije v HDL jeziku Verilog, katere specificˇne lastnosti in instanco Keccak funkcije bi
uporabnik izbral ob integraciji v sistem. Pri tem so parametri, ki zadevajo sistem, sˇirina
vhodnega vodila ter sˇtevilo medpomnilnikov, ostali parametri pa dolocˇajo lastnosti same
Keccak funkcije.
V delu so na zacˇetku predstavljene splosˇne zahteve in lastnosti kriptografskih zgosˇcˇevalnih
funkcij, sledi pa podroben opis delovanja Keccak algoritma in uporabljene konstrukcije
spuzˇve. V prakticˇnem delu je podana arhitektura zasnove in zahteve, ki smo jih morali
uposˇtevati pri gradnji, nakar sledi opis lastnosti in delovanja vezja. Kot koncˇni produkt
diplomske naloge so prikazani rezultati sinteze za primere FPGA in ASIC vezij ter anali-
zirani vplivi razlicˇnih parametrov na velikost in frekvenco nastalega vezja.
Kljucˇne besede: Keccak, SHA-3, zgosˇcˇevalna funkcija, kriptografija, digitalno vezje,




The thesis addresses the possible design of Keccak hash function for the purpose of im-
plementation in digital circuit. The primary goal of the thesis was to develop a fully
parameterized Keccak hash function module in HDL language Verilog, which would allow
the user to integrate it into different systems and choose the desired properties of the
module. The user should be able to select desired input bus width, number of imple-
mented buffers and specific instance of Keccak hash function.
At the beginning of the document, general properties of cryptographic hash functions are
presented, followed by the detailed description of Keccak hash function and its sponge
construction. The practical part of the thesis proposes the architecture of the circuit and
describes its inner working, properties and requirements that were considered while build-
ing the circuit. The final part of the thesis presents FPGA and ASIC synthesis results,
as well as the analysis of the effects of mentioned parameters on the size and frequency
of the circuit.





Z razvojem racˇunalniˇstva se je pojavila potreba po funkciji, ki bi poljubnemu vhodnemu
sporocˇilu priredila enolicˇno oznako. Prve take funkcije so se pojavile v petdesetih letih
prejˇsnjega stoletja pod imenom zgosˇcˇevalne funkcije. Njihov namen je bil preprost: dolgim
podatkom prirediti krajˇse oznake [1].
V prihodnjih letih so se zgosˇcˇevalne funkcije uveljavile na vecˇ podrocˇjih racˇunalniˇstva
in telekomunikacij, prav tako pa je naraslo zanimanje za njihove matematicˇne lastnosti
oziroma varnostne karakteristike. Tiste, ki so bile uporabljane na podrocˇju kriptografije in
informacijske varnosti, so izpolnjevale strozˇje varnostne kriterije in se jih je tako prijel izraz
kriptografske zgosˇcˇevalne funkcije. Kljucˇna je bila lastnost enosmernosti, kar pomeni, da
iz oznake ni bilo mogocˇe oziroma je bilo zelo tezˇko izracˇunati vhodno sporocˇilo, prvicˇ so
se take funkcije pojavile ob koncu sedemdesetih [2].
Kriptografske zgosˇcˇevalne funkcije, ki so se izkazale za najbolj varne in katerih im-
plementacija je bila sorazmerno ucˇinkovita, so se uveljavile kot standardne funkcije v ko-
mercialnih aplikacijah in sˇirsˇe sprejetih protokolih. V to unijo kriptografskih zgosˇcˇevalnih
funkcij spada tudi Keccak druzˇina zgosˇcˇevalnih funkcij. Gre za zgosˇcˇevalno funkcijo,
ki v primerjavi z drugimi sledi popolnoma drugacˇni zasnovi in s tem odpravlja vse po-
manjkljivosti, ki so bile najdene pri njenih predhodnicah. Z izbiro razlicˇnih parametrov
uporabniku ponuja kompromis med varnostjo in hitrostjo in je zato uporabna v sˇirokem
spektru aplikacij.
Cilj diplomske naloge je implementirati druzˇino Keccak zgosˇcˇevalnih funkcij v digital-
nem vezju in pri tem omogocˇiti izbiro tocˇno dolocˇene funkcije in ostalih lastnosti projekta
s parametri. Natancˇne zahteve projekta, parametrizirani deli vezja, opis izdelave, arhi-
tektura in rezultati so opisani v poglavju 3. V podpoglavju 3.4.3 je nastalo vezje tudi
1
2 TABELE
ovrednoteno in primerjano z implementacijami funkcije drugih avtorjev.
Ker pa za razumevanje rezultatov in presojo uporabnosti nastalega vezja potrebujemo
tudi teoreticˇno znanje, je v poglavjih 1 in 2 predstavljena teorija, ki se skriva v ozadju
Keccak druzˇine zgosˇcˇevalnih funkcij in zgosˇcˇevalnih funkcij nasploh.
Poglavje 1
Splosˇno o zgosˇcˇevalnih funkcijah
Pojem zgosˇcˇevalna funkcija je presˇirok, da bi ga lahko uporabljali brez opredelitve, zato
ga je potrebno najprej natancˇneje definirati.
Cˇe se za zacˇetek oddaljimo od matematicˇnega zapisa, lahko zgosˇcˇevalno funkcijo defini-
ramo kot funkcijo, ki vhodno sporocˇilo poljubne dolˇzine preslika v izhodno sporocˇilo kon-
stantne dolˇzine. To pomeni, da poljubno dolgemu (binarnemu) nizu priredi neko oznako
ali prstni odtis1 iz ponavadi koncˇnega nabora oznak [3],[4],[5]. Mnozˇica vhodnih nizov je v
primerjavi z izhodno mnozˇico zelo velika ali pa neskoncˇna, prav tako je izhodno sporocˇilo
ponavadi krajˇse od vhodnega.
To je dolgo sporočilo. 
Spodnje, ki je krajše 








Izhodno sporočilo – 
prstni odtis
Keccak. 505B 1708 1990
Slika 1.1: Zgosˇcˇevalna funkcija preslika poljubno dolgo sporocˇilo v niz konstantne dolzˇine.
Na sliki je izhodno sporocˇilo zapisano v sˇestnajstiˇskem zapisu.
1ang. fingerprint
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Zgosˇcˇevalne funkcije se uporabljajo v sˇirokem spektru aplikacij od katerih ima vsaka
svoje zahteve. Nekaterim aplikacijam je v prioriteti hitrost funkcije in se ne osredotocˇajo
toliko na karakteristike rezultata, medtem ko se druge zanasˇajo na prav dolocˇene lastnosti
izhodnega niza oziroma celotne preslikave. Tako obstaja velika verjetnost, da zgosˇcˇevalna
funkcija, ki se, na primer, uporablja na podrocˇju organizacije datotek ne bo primerna za
uporabo v kriptografiji.
Delitev zgosˇcˇevalnih funkcij ni strogo dolocˇena, edina skupina, ki izstopa s svojimi strogimi
zahtevami je skupina kriptografskih zgosˇcˇevalnih funkcij. V to skupino spada tudi Keccak,
zato se bomo v teoreticˇnem delu osredotocˇili na lastnosti te podmnozˇice. Funkcije iz te
skupine odlikuje visoka stopnja varnosti, kar kazˇe na majhno korelacijo med vhodom in
izhodom. Da funkcije pridobijo status kriptografske zgosˇcˇevalne funkcije morajo tako
zadostiti vrsti strogo predpisanih kriterijev.
Zelo pomembna lastnost, ki je skupna funkcijam iz te skupine je lastnost enosmer-
nosti (ang. one-wayness). Enosmerna funkcija preslika elemente iz mnozˇice A (ki lahko
vsebuje neskoncˇno sˇtevilo elementov) v mnozˇico B, ki (obicˇajno) vsebuje koncˇno sˇtevilo
elementov. Predpona enosmerna pomeni, da je taka funkcija sicer racˇunsko nezahtevna,
vendar je zelo tezˇko narediti inverz funkcije, torej elementu iz mnozˇice B najti ustrezen















Slika 1.2: Primer zgosˇcˇevalne funkcije deljenja z ostankom. Ob podanem rezultatu
mozˇnim vhodnim vrednostim ustreza vecˇ podatkov.
Primer 1.1. Deljenje z ostankom
Enostaven primer zgosˇcˇevalne funkcije je operacija deljenja z ostankom
f(x, d) = h = x mod d, pri cˇemer dolzˇino rezultata dolocˇa vrednost delitelja d.
Ne glede na dolzˇino vhodne spremenljivke x je najvecˇji mozˇen rezultat funkcije
dolocˇen z deliteljem.
Cˇe za primer vzamemo vhodno sporocˇilo x = 60 in delitelj d = 7, dobimo kot rezultat
operacije vrednost f (x, d) = 4.
Pri taki funkciji brez dodatnih podatkov (kot je recimo obseg vhodnih vrednosti)
ne moremo ob znanem rezultatu priti do pripadajocˇega vhodnega podatka. V
omenjenem primeru bi ob neskoncˇni mnozˇici vhodnih vrednosti izhodni vrednosti
f (x, d) = 4 ustrezala vhodna sporocˇila x = 4, 11, 18, 25, 32, 29, . . .
Taka zgosˇcˇevalna funkcija seveda v praksi ni primerna. Cˇeprav ob znanem rezultatu h
ne vemo tocˇno katera vrednost je bila na vhodu funkcije, lahko enostavno pridemo do
nabora mozˇnih vrednosti. Poleg tega funkcija ne ugodi nekaterim drugim zahtevam,
ki bodo obravnavane kasneje.
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V nasprotju z zgornjim primerom, so zgosˇcˇevalne funkcije, ki so v uporabi danes
zaporedje skrbno izbranih matematicˇnih operacij, ki permutirajo bite vhodnega sporocˇila
in ga prevedejo v neko neprepoznavno obliko. Zgosˇcˇevalna funkcija ni proces kompresije
sporocˇila, saj uspesˇna zgosˇcˇevalna funkcija zaradi principa enosmernosti ne dopusˇcˇa, da
bi iz izhoda funkcije lahko sklepali o vhodnem podatku ali ga celo obnovili, niti ni to njen
namen. V idealnem svetu bi zgosˇcˇevalna funkcija delovala kot nakljucˇni orakelj2, ki iz
nabora izhodnih vrednosti z enakomerno verjetnostno porazdelitvijo izbere eno vrednost
ter jo priredi vhodnemu sporocˇilu. Funkcija mora biti deterministicˇna, torej na enak
vhodni podatek reagirati vedno enako. Namen je torej dobiti nek nov niz bitov, ki ne
vsebujejo nobene informacije o vhodnem sporocˇilu.
Ker algoritem sledi nekim matematicˇnim operacijam je popolna nekoreliranost izhoda z
vhodom seveda nedosegljiva, vendar v praksi dopusˇcˇamo neko stopnjo korelacije. Ta je
odvisna od predpostavk, ki jih naredimo glede na racˇunsko zmogljivost racˇunalnikov v
sedanjosti in blizˇnji prihodnosti.
Primer 1.2. Zagotavljanje integritete sporocˇila
Preprost vendar dovolj zgovoren primer uporabe kriptografske zgosˇcˇevalne
funkcije je proces zagotavljanja integritete sporocˇila.
Vzemimo, da oseba A zˇeli poslati nek niz podatkov osebi B. Cˇe bi oseba A
poslala le podatke brez neke dodatne informacije, bi morebitni napadalec
(oseba C) lahko enostavno prestregel sporocˇilo, spremenil vsebino in osebi B
naprej posredoval spremenjeno razlicˇico.
Cˇe pa oseba A pripne sˇe prstni odtis sporocˇila, s tem doda oznako, ki pripada le
temu sporocˇilu. Cˇe oseba C spremeni podatke in naprej posreduje spremenjeno
razlicˇico, lahko oseba B sama izracˇuna prstni odtis prejeta sporocˇila in ga
primerja s prejetim. Po tem, ko vidi, da se prstna odtisa ne ujemata lahko




Ker v naslednjih poglavij sledijo matematicˇne obravnave zgosˇcˇevalnih funkcij, je v tem
podpoglavju opisana uporabljana notacija kateri sledi vecˇina kriptografske literature.
{0, 1}n — nabor vseh binarnih nizov dolzˇine n
{0, 1}∗ — nabor vseh binarnih nizov koncˇne dolzˇine
A×B — nabor vseh parov (v, w), kjer je v ∈ A in w ∈ B
H : A 7→ B — funkcija H, ki preslika element iz mnozˇice A v element mnozˇice B
|w| — dolzˇina binarnega niza w
w‖v — konkatenacija binarnih nizov w in v
w ⊕ v — bitna eksluzivno ali3 operacija nizov w in v
rot(W, r) — ciklicˇni bitni pomik bitnega niza W , ki premakne bit iz mesta i na
mesto i+ r (cˇe je i+ r vecˇje od dolzˇine niza W se vzame ostanek deljenja z dolzˇino
niza W )
|M |x — dolzˇina sporocˇila M deljena z x
bMcx — skrcˇenje4 vrednosti M na prvih x bitov
1.2 Definicija
Na najviˇsjem nivoju lahko zgosˇcˇevalne funkcije delimo na funkcije s kljucˇem5 in funkcije
brez kljucˇa6[6]. Primer 1.1 je primer funkcije s kljucˇem katere rezultat je poleg vhodnega
sporocˇila odvisen tudi od kljucˇa, ki je drugi argument funkcije. V matematicˇni notaciji
je definicija take funkcije sledecˇa:
H : {0, 1}∗ × {0, 1}l 7→ {0, 1}n ; l, n ∈ N (1.1)
Z besedami: zgosˇcˇevalna funkcija H je deterministicˇna funkcija, ki poleg poljubno dolgega
vhodnega sporocˇila kot drugi argument vzame sˇe l bitni kljucˇ, ter ju preslika v binarni
niz dolzˇine n.
3ang. exclusive or ali XOR
4ang. truncation
5ang. keyed hash function
6ang. unkeyed hash function
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Argument poljubne dolzˇine imenujemo vhodni podatek, argument dolzˇine l pa kljucˇ. Re-







Sporočilo poljubne dolžine n število bitov
Ključ dolžine l
Vhodni podatek Rezultat
Slika 1.3: Zgosˇcˇevalna funkcija s kljucˇem.
Zgosˇcˇevalno funkcijo H s kljucˇem k in vhodnim sporocˇilom x bomo oznacˇevali kot
Hk (x). [3]
Vecˇina dobrih kriptografskih zgosˇcˇevalnih funkcij je zasnovanih tako, da so njihovi in-
verzi smatrani kot tezˇki problemi, to so matematicˇni problemi, ki so tezˇko izracˇunljivi.
V racˇunalniˇstvu s to besedno zvezo oznacˇujemo racˇunske probleme za resˇitev katerih ne
poznamo nobenega ucˇinkovitega algoritma, ki bi problem resˇil v polinomskem cˇasu.
1.3 Matematicˇne lastnosti in zahteve
Iz dejstva, da je povzetek koncˇne dolzˇine n, kar da 2n razlicˇnih mozˇnosti, lahko takoj
sklepamo, da ob neskoncˇni vhodni mnozˇici vsak vhodni podatek ne bo dobil enolicˇne
oznake. Ko dva razlicˇna podatka privedeta do enakega rezultata zgosˇcˇevalne funkcije, to
imenujemo kolizija8. Zahtevnost najti dve razlicˇni vhodni sporocˇili, ki imata enak povze-
tek je po [3][5][4] prvi od treh kriterijev, ki jim mora zgosˇcˇevalna funkcija zadostiti, da se
7ang. message digest
8ang. collision
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jo smatra kot varno. Vrednost povzetka tukaj ni pomembna oziroma je poljubna.
Definicija 1. Zgosˇcˇevalna funkcija H je odporna na kolizije (ang. collision resistant), cˇe
je ob znanem kljucˇu k tezˇko najti razlicˇni sporocˇili x in y 6= x, ki imata enak povzetek,
torej, da velja Hk (x) = Hk (y).[3][5][4]
Cˇe bi v primeru 1.2 oseba C nasˇla sporocˇilo z enakim povzetkom, bi lahko originalno
sporocˇilo zamenjala z le tistim, in oseba B ne bi ugotovila, da ni prejela pravega sporocˇila.
Naslednji od kriterijev je tako racˇunska kompleksnost algoritma, ki ob znanem kljucˇu in
vhodnem sporocˇilu najde sˇe eno tako sporocˇilo, ki ima enak povzetek.
Definicija 2. Zgosˇcˇevalna funkcija H je odporna na iskanje druge slike (ang. second
pre-image resistant), cˇe je ob znanem kljucˇu k in vhodnemu sporocˇilu x tezˇko najti drugo
tako sporocˇilo y 6= x, da velja Hk (x) = Hk (y).
Razvidno je, da cˇe je funkcija odporna na kolizije to avtomaticˇno potrjuje tudi lastnost
odpornosti na iskanje druge slike [3].
Zadnja zahteva pa je pravzaprav definicija enosmernosti, ki je bila v neformalnem
zapisu omenjena zˇe v uvodu poglavja 1.
Definicija 3. Zgosˇcˇevalna funkcija H je enosmerna9 ali odporna na iskanje vhodne slike
(ang. pre-image resistant), cˇe je ob znanem kljucˇu k in n-bitnem povzetku w tezˇko najti
sporocˇilo x, da velja Hk (x) = w.[3][5][4]
Cˇe zgosˇcˇevalna funkcija izpolnjuje omenjene tri zahteve to pomeni, da je zgosˇcˇevalni
algoritem zasnovan na tezˇkih problemih in da nima nobenih posebnih matematicˇnih la-
stnosti ali lukenj na katerih bi napadalec lahko zasnoval nek ucˇinkovit algoritem za iskanje,
naprimer, kolizij. V tem primeru morebitnemu napadalcu preostane le sˇe napad grobe
sile10, torej da nakljucˇno preizkusˇa vsa mozˇna vhodna sporocˇila dokler ne najde takega,
ki da zˇeleni povzetek.
Take napade, ki ne izkoriˇscˇajo matematicˇne lastnosti ciljnih algoritmov in v teoriji zade-
vajo vse zgosˇcˇevalne funkcije, imenujemo genericˇni napadi [3][5].
9ang. one-way
10ang. brute-force attack
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V primeru iskanja vhodne slike, kateri pripada nek n-bitni povzetek bi v primeru napada
grobe sile v povprecˇju potrebovali 2n−1 poizkusov, preden bi nasˇli ustrezen vhodni poda-
tek [3]. Enako velja za iskanje druge slike.
V primeru iskanja kolizij, je napad grobe sile uspesˇnejˇsi. Uposˇtevajocˇ paradoks rojstnih




Genericˇni napad je zgornja meja varnosti funkcije. Kadar je najboljˇsi znan napad na
funkcijo genericˇni napad, pravimo, da je zgosˇcˇevalna funkcija varna [3][5].
Te tri lastnosti so predpogoj, da se dolocˇeno zgosˇcˇevalno funkcijo sploh obravnava kot
primerno za uporabo v kriptografiji. Poleg teh zahtev mora biti funkcija primerna tudi iz
implementacijskega vidika.
1.4 Konstrukcija zgosˇcˇevalne funkcije
Po definiciji iz poglavja 1.2 zgosˇcˇevalna funkcija vzame kot vhodno sporocˇilo podatek
poljubne dolzˇine. Ker digitalna vezja operirajo nad podatki konstantne dolzˇine je jasno,
da ne moremo obdelati celega sporocˇila naenkrat, temvecˇ ga moramo razdeliti na manjˇse
dele in funkcijo izvajati iterativno.
Shema, ki resˇuje problem poljubno dolgega sporocˇila, torej skrbi za particioniranje vho-
dnega sporocˇila in zdruzˇevanje iteracij, se imenuje konstrukcija. Gledano arhitekturno
je zgosˇcˇevalni algoritem le del konstrukcije, makroskopski izgled zgosˇcˇevalne funkcije pa
dolocˇa konstrukcija.
Sam zgosˇcˇevalni algoritem vzame kot vhodna parametra vhodni podatek dolzˇine m in
kljucˇ dolzˇine l, ter ju preslika v nov niz dolzˇine n. Ker torej funkcija preslika podatek
dolzˇine m+ l v izhodni niz dolzˇine n, ga imenujemo tudi kompresijska funkcija. Definicija
kompresijske funkcije je sledecˇa:
{0, 1}l × {0, 1}m → {0, 1}n (1.2)
11ang. birthday paradox; Problem opisuje kaksˇna je verjetnost, da imata v skupini n ljudi vsaj dve
osebi enak rojstni dan. Izkazˇe se, da je za 50% verjetnost dovolj zˇe skupina 23 ljudi, za 99.9% pa skupina
70 ljudi.
1.4. KONSTRUKCIJA ZGOSˇCˇEVALNE FUNKCIJE 11
V vecˇini primerov je dolzˇina kljucˇa enaka dolzˇini enega bloka sporocˇila, torej l = m.
Vhodno sporočilo M
x1 x2 x3 xN
m bitov m bitov
IV f   
poljubna dožina


































Slika 1.4: Konstrukcija je nacˇin obdelovanja poljubno dolgih podatkov s funkcijo koncˇne
sˇirine. V splosˇnem se sporocˇilo razdeli na enako dolge kose in funkcijo izvaja iterativno.
Kompresijska funkcija je oznacˇena z simbolom f .
1.4.1 Merkle-Damg˚ard konstrukcija
Prva pomembnejˇsa konstrukcija kateri sledi veliko zgosˇcˇevalnih funkcij je Merkle-Damg˚ard
kosntrukcija.
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m bitov
Vhodno sporočilo M
Mi=1 Mi=2 Mi=3 Mi=N PAD
Mi=1 Mi=2 Mi=3 Mi=N Zapolnitveni biti
f f f fIV g H(x)
m bitov
Slika 1.5: Merkle-Damg˚ard konstrukcija. IV je zacˇetno stanje inH(x) je izhod zgosˇcˇevalne
funkcije. Kompresijska funkcija je oznacˇena z f .
Ta razdeli vhodno sporocˇilo na bloke Mi dolzˇine m, pri cˇemer je i zaporedna sˇtevilka
bloka, m pa sˇirina vhodnega podatka kompresijske funkcije. V primeru, da dolzˇina celo-
tnega sporocˇila ni vecˇkratnik dolzˇine m, ga ustrezno dopolni do primerne dolzˇine12.
Shema iterativno klicˇe kompresijsko funkcijo f . V vsaki iteraciji kompresijska funkcija
kot vhodna podatka vzame naslednji blok sporocˇila Mi in rezultat prejˇsnje iteracije. V
prvi iteraciji kot zacˇetni kljucˇ vzame zacˇetno stanje IV 13, ki je javno znana vrednost in
blok M1. Ta postopek ponavlja dokler ne obdela vseh blokov. Odvisno od implementacije
lahko zatem rezultat sˇe po svoje prilagodi s funkcijo g (npr. kot izhod zgosˇcˇevalne funkcije
izbere le prvih nekaj bitov).
Najbolj znana zgosˇcˇevalna funkcija, ki sledi tej shemi je MD5 zgosˇcˇevalna funkcija, za ka-
tero pa je leta 2010 kitajska profesorica Wang nasˇla ucˇinkovit algoritem za iskanje kolizij
[7], zaradi cˇesar uporaba funkcije ni vecˇ priporocˇena.
1.4.2 Konstrukcija spuzˇve
Varnostne lastnosti konstrukcije se dokazujejo z t.i. modelom nakljucˇnega oraklja (ang.
random oracle model). V tem modelu se kompresijsko funkcijo nadomesti z abstrak-
12ang. padding
13ang. initial value
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tno definicijo nakljucˇnega oraklja, ki predstavlja idealno zgosˇcˇevalno funkcijo. Celotno
zgosˇcˇevalno funkcijo oz. konstrukcijo se nato analizira, da se ugotovi ali ohranja to na-
kljucˇnost ali pa sam mehanizem nekako vpliva na rezultate in kvari zˇelene lastnosti na-
kljucˇnosti. Cˇe konstrukcija zadosti temu pogoju potem to pomeni, da ohranja lastnosti
kompresijske funkcije. Zgosˇcˇevalna funkcija, ki temelji na tej konstrukciji se tako smatra
za varno, cˇe je varna kompresijska funkcija [8][9].
Torej, ker je zgosˇcˇevalni algoritem del konstrukcije, se lahko zgodi, da se varnostne lastno-
sti sicer varnega zgosˇcˇevalnega algoritma zaradi nacˇina delovanja konstrukcije ne ohra-
njajo. Za Merkle-Damg˚ard konstrukcijo je dokazano, da je odporna na kolizije v kolikor
je odporna na kolizije kompresijska funkcija, ne ohranja pa odpornosti na druge napade
[8]. Zaradi tega so se avtorji Keccak funkcije odlocˇili zgraditi Keccak funkcijo na novi
konstrukciji, imenovani konstrukcija spuzˇve (ang. sponge construction).
Konstrukcija spuzˇve je iterativna konstrukcija, ki poljubno dolgo vhodno sporocˇilo
preslika v l-bitno izhodno sporocˇilo in temelji na kompresijski funkciji f , ki operira nad
podatki dolzˇine b. Dolzˇina l izhodnega sporocˇila je poljubna. Avtorji namesto izraza kom-
presijska funkcija uporabljajo izraz permutacija, vsebino permutacije v trenutni iteraciji
pa imenujejo stanje.
Stanje je sˇirine b = r+c bitov in je dolocˇeno s parametroma r, ki se imenuje bitna hitrost14
in c, ki ga imenujemo kapaciteta15. Funkcijsko je stanje razdeljeno na zunanje stanje (pr-
vih r bitov) in notranje stanje (preostalih c = b−r bitov). Na zacˇetku se vhodno sporocˇilo
razdeli na enake kose dolzˇine r. Cˇe dolzˇina celega sporocˇila M ni vecˇkratnik bitne hitrosti
r, se sporocˇilo zapolni po ustrezni zapolnitveni shemi16. Konstrukcija spuzˇve postopek
zgosˇcˇevanja deli na fazo absorbcije in fazo stiskanja.
Absorbcija V tej fazi konstrukcija obdeluje kose sporocˇila enega za drugim. V prvi
iteraciji z “eksluzivno ali”operacijo sesˇteje prvi kos sporocˇila p0 s prvimi r biti stanja
in nad celotnim stanjem izvede permutacijo f . Zacˇetno stanje IV je vektor nicˇel
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Slika 1.6: Konstrukcija spuzˇve. Leva stran je prikazuje fazo absorbcije, desna pa fazo
stiskanja. Razsekani deli vhodnega sporocˇila so oznacˇeni z pi.
ali”operacijo priˇsteje zunanjemu stanju rezultata prejˇsnje iteracije in stanje zopet
permutira. To ponavlja dokler ne obdela vseh blokov sporocˇila.
Stiskanje Ko koncˇa z obdelovanjem sporocˇila, konstrukcijska funkcija preide v fazo sti-
skanja. V tej fazi se iz rezultata zadnje iteracije tvori koncˇni rezultat zgosˇcˇevalne
funkcije, ki je dolg l bitov. Kot veljaven izhod stanja se tukaj uposˇteva le zunanje
stanje, torej prvih r bitov stanja. Cˇe je l ≤ r, je rezultat zgosˇcˇevalne funkcije zˇe
rezultat zadnje iteracije skrcˇen na l bitov. V primeru, da je l > r, pa se koncˇen
rezultat tvori iterativno. Kot prvi del rezultata se vzame zunanje stanje, nakar se s
funkcijo f stanje znova permutira. Iz novega stanja se nato ustrezno sˇtevilo bitov
(maksimalno r bitov) doda rezultatu in proces po potrebi ponavlja dokler j · r < l,
pri cˇemer je j sˇtevilo iteracij v fazi stiskanja.
Pomembna prednost, ki jo ima ta konstrukcija pred ostalimi je izbira parametrov r
in c. Notranje stanje dolzˇine c se nikoli ne vzame kot rezultat, niti se nikoli ne sesˇteva
z vhodnimi bloki. Sluzˇi le kot nek razsˇiritveni prostor in dolocˇa stopnjo varnosti kon-
strukcije. Viˇsja je vrednost c-ja, viˇsja je stopnja varnosti. Po drugi strani b dolocˇa hitrost
konstrukcije. V primeru, da je pri konstantni dolzˇini stanja b = r+c izbrana manjˇsa bitna
hitrost r in viˇsja varnost c, bo sporocˇilo razdeljeno na vecˇ manjˇsih delov dolzˇine r in za
1.5. UPORABA ZGOSˇCˇEVALNIH FUNKCIJ 15
obdelavo celotnega sporocˇila bo potrebnih vecˇ iteracij. Obratno, cˇe je izbran manjˇsi var-
nostni parameter c in vecˇja bitna hitrost r bo zgosˇcˇevalna funkcija hitrejˇsa, ampak manj
varna. Konstrukcija tako z izbiro parametrov ponuja kompromis med stopnjo varnosti in
hitrostjo zgosˇcˇevalne konstrukcije.
Opisan postopek je povzet iz uradne dokumentacije Konstrukcije spuzˇve, ki je nave-
dena med viri pod oznako [10].
1.5 Uporaba zgosˇcˇevalnih funkcij
Zgosˇcˇevalne funkcije igrajo pomembno vlogo v paradigmi asimetricˇne enkripcije. Pri sime-
tricˇni enkripciji se morata obe strani komunikacijskega kanala pred zacˇetkom komunikacije
z nekim drugim protokolom dogovoriti o vrednosti skrivnega kljucˇa. Ta skrivni kljucˇ nato
uporabljata za enkripcijo in dekripcijo sporocˇila. Za razliko od simetricˇne pa asimetricˇna
enkripcija uporablja koncept javnega in privatnega kljucˇa. Ideja tega koncepta je, da je
vsaki entiteti dodeljen par kljucˇev. Vrednost privatnega kljucˇa pozna le entiteta, ki ji
kljucˇ pripada, medtem ko se njen javni kljucˇ nahaja v imeniku, ki si ga delijo vse entitete
v skupini. Tako lahko oseba A, ki zˇeli osebi B poslati kriptirano sporocˇilo, za enkripcijo
sporocˇila uporabi javni kljucˇ osebe B. Po prejemu sporocˇila, oseba B uporabi svoj priva-
tni kljucˇ za dekripcijo sporocˇila. S tem konceptom se izognemo potrebi po predhodnem
dogovoru o skupnem skrivnem kljucˇu. [5]
Razen na podrocˇju komunikacij se v racˇunalniˇstvu zgosˇcˇevalne funkcije uporabljajo sˇe za
hranjenje gesel, nakljucˇne generatorje, organizacijo podatkov, itd.
1.5.1 Digitalno podpisovanje
Najbolj razsˇirjena aplikacija, ki se zanasˇa na varnostne zagotovitve zgosˇcˇevalnih funkcij
je shema digitalnega podpisovanja elektronskih sporocˇil. Spada v druzˇino asimetricˇnih
enkripcijskih protokolov, sluzˇi pa kot zagotovilo prejemniku, da je sporocˇilo poslal pod-
pisani posˇiljatelj.
Shema je zgrajena na dveh algoritmih: privatni funkciji za podpisovanje sigK , ki temelji
na posˇiljateljevem privatnem kljucˇu, in javni funkciji za preverjanje podpisov verK , ki je
zasnovana na posˇiljateljevem javnem kljucˇu.
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Funkcija sigK(x) vzame kot vhodni podatek sporocˇilo x in proizvede podpis y sporocˇila
x, torej y = sigK (x). verK (x, y) je funkcija, ki potrdi ali zavrne veljavnost trditve
y = sigK (x), torej preveri, cˇe je y res podpis sporocˇila x [4].
Proces digitalnega podpisovanja in overitve je sledecˇ:
1. Oseba A z zgosˇcˇevalno funkcijo Hl izracˇuna povzetek sporocˇila x, ki ga zˇeli poslati.
Kljucˇ l zgosˇcˇevalne funkcije je javno znan. Povzetek nato podpiˇse z svojo privatno
funkcijo sigK . Rezultat je podpis y = sigK (Hl (x)).
2. Osebi B posˇlje sporocˇilo x skupaj z njegovim podpisom y.
3. Po prejemu, oseba B z isto zgosˇcˇevalno funkcijo Hl najprej izracˇuna povzetek
sporocˇila x. Z javno funkcijo verK (Hl (x) , y) nato preveri ali je y res nacˇin podpisa
osebe A.
Podpisuje se torej povzetek sporocˇila in ne samo sporocˇilo. Razlog, ki ticˇi za tem
je, da bi bilo podpisovanje dolgega sporocˇila pocˇasno, prav tako pa bi za visoko stopnjo
varnosti podpis moral biti dolg vsaj toliko kot sporocˇilo. S podpisovanjem povzetka pa je
dolzˇina podpisa konstantna, izracˇun podpisa pa mnogo hitrejˇsi [5].
1.5.2 HMAC overitvena oznaka
V primeru 1.2 bi oseba C lahko enostavno zamenjala sporocˇilo s svojim, izracˇunala pov-
zetek svojega sporocˇila in oba podatka poslala osebi B. Oseba B bi sˇe enkrat izracˇunala
povzetek prejetega sporocˇila, ki bi se seveda ujemal z prejetim povzetkom, zato ne bi
ugotovila, da to ni sporocˇilo osebe A. HMAC overitvena shema ta problem odpravlja.
HMAC shema zahteva, da si komunicirajocˇi osebi A in B delita skupni l-bitni skrivni
kljucˇ k, ki je znan samo njima. Overitveno oznako sporocˇila M nato izracˇunata na sledecˇ
nacˇin:
HMACk (M) = H (k ⊕ c1‖H (k ⊕ c2‖M)) , (1.3)
kjer je k ∈ {0, 1}l in c1 ter c2 sta l-bitni konstanti. Za razliko od primera 1.2 oznaka ni
le povzetek sporocˇila, temvecˇ povzetek sporocˇila v katerega je po gornji formuli vkljucˇen
tudi skrivni kljucˇ k. Enako kot v primeru 1.2, se HMAC oznaka pri posˇiljanju pripne
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sporocˇilu M. Oseba C tako ne more zamenjati sporocˇila in kreirati svoje oznake, brez da
bi poznala skrivni kljucˇ.[3]
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Poglavje 2
Keccak
Keccak je druzˇina sedmih kriptografskih zgosˇcˇevalnih funkcij, ki temeljijo na konstrukciji
spuzˇve. Posamezne funkcije znotraj druzˇine se razlikujejo po parametru b, ki je dolzˇina
stanja permutacije1 oz. kompresijske funkcije (opisano v 1.4.2).
Dolocˇeno instanco Keccak funkcije bomo tako oznacˇevali s Keccak − f [b], pri cˇemer je
mnozˇica predpisanih dolzˇin b ∈ {25, 50, 100, 200, 400, 800, 1600} bitov. Izhod zgosˇcˇevalne
funkcije Keccak je poljubno dolg in ga lahko uporabnik izbere po potrebi [11][12].
2.1 Parametri Keccak zgosˇcˇevalne funkcije
Keccak sledi konstrukciji spuzˇve, zato hitrost in varnost funkcije dolocˇata parametra r in
c. Kot recˇeno, obstaja sedem razlicˇic Keccak funkcije, ki se razlikujejo po dolzˇini stanja
permutacije. Sˇirina stanja b je dolocˇena s parametrom l po enacˇbi:
b = 25× 2l, (2.1)
kjer je l celo sˇtevilo v intervalu [0, 6].
Konstrukcija spuzˇve oznacˇuje stanje permutacije s simbolom s, bite v stanju pa indeksira
linearno od indeksa 0 do b− 1. Znotraj Keccak permutacije pa je stanje oznacˇeno kot a
in organizirano v tri-dimenzionalnem prostoru x, y, z velikosti 5 × 5 × w, kjer je w = b
25
1Kot je bilo omenjeno v poglavju 1.4.2, avtorji konstrukcije spuzˇve imenujejo kompresijsko funkcijo
oz. niz operacij nad stanjem permutacija.
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oz. w = 2l. Translacija med prostoroma gre po enacˇbi
s [w (5y + x) + z] = a [x] [y] [z] (2.2)
Indeksi stanja a so cela sˇtevila v intervalih x, y ∈ [0, 4] in z ∈ [0, w − 1].
Zaenkrat si sˇe Keccak permutacijo predstavljajmo kot cˇrno sˇkatlico. Ko konstrukcija
spuzˇve absorbira kos sporocˇila v stanje, je na vrsti permutacija, da nad stanjem izvede
svojo funkcijo. Keccak permutacija se v eni iteraciji konstrukcije izvede vecˇkrat. Sˇtevilo
teh rund funkcije v eni iteraciji je oznacˇeno z nr in je odvisno od razlicˇice Keccak funkcije
po enacˇbi
nr = 12 + 2l (2.3)
Parametri za vseh sedem razlicˇic so zbrani v spodnji tabeli.
Keccak-f [b] l w nr
Keccak-f[25] 0 1 12
Keccak-f[50] 1 2 14
Keccak-f[100] 2 4 16
Keccak-f[200] 3 8 18
Keccak-f[400] 4 16 20
Keccak-f[800] 5 32 22
Keccak-f[1600] 6 64 24
Tabela 2.1: Tabela parametrov b, w, l in nr.
Skupino bitov pri konstantnima dimenzijama x, y in spremenljivi dimenziji z, ki tecˇe
od 0 do w− 1, imenujemo proga. Z oznako vrstica bomo oznacˇevali bite pri konstantnima
dimenzijama y, z in spremenljivo x dimenzijo, s pojmom stolpec pa skupino bitov pri
konstantnima x, z dimenzijama in spremenljivo y dimenzijo. Prikaz teh oznak za primer
Keccak funkcije Keccak − f [200] je na sliki 2.1.







Slika 2.1: Prikaz stanja v treh dimenzijah Keccak-f[200] funkcije. Slika je bila pobrana iz
uradne strani in je navedena med viri pod oznako [13]. Imenovanje posameznih podskupin
stanja je bilo spremenjeno.
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2.1.1 Keccak kot SHA-3
NIST je ameriˇski Narodni urad za standarde in tehnologijo, ki med drugim dolocˇa, ka-
tero zgosˇcˇevalno funkcijo morajo uporabljati vladne nevojasˇke organizacije in agencije, ki
sodelujejo z vlado, v aplikacijah, ki zahtevajo uporabo varne kriptografske zgosˇcˇevalne
funkcije [14]. Trenutno predpisana zgosˇcˇevalna funkcija je SHA-2, ki je dolocˇena v doku-
mentu FIPS 180-2. Njeni predhodnici sta SHA-1 in SHA-0. Vse tri omenjene zgosˇcˇevalne
funkcije temeljijo na Merkle-Damg˚ard konstrukciji [15].
V zadnjih letih je velik napredek dozˇivela hitro napredujocˇa disciplina diferencialne
kriptoanalize. Ta vrsta kriptoanalize zadeva predvsem funkcije, ki temeljijo na Merkle-
Damg˚ard konstrukciji in je v zadnjih 10 letih proizvedla ucˇinkovite napade na MD4, MD5
in SHA-0 zgosˇcˇevalne funkcije. Tudi za SHA-1 je bil zˇe najden algoritem za iskanje kolizij,
ki sicer v praksi sˇe ni bil realiziran, vendar v teoriji dokazuje nizˇjo stopnjo varnosti, kot
je bilo miˇsljeno na zacˇetku [15].
Cˇeprav je SHA-2 algoritem zaenkrat sˇe varen, pa je leta 2007 NIST razpisal javni natecˇaj
za SHA-3 druzˇino zgosˇcˇevalnih funkcij, ki bi sluzˇile kot takojˇsnja alternativa v primeru
razbitja SHA-2 druzˇine funkcij [15]. Pri novi SHA funkciji je bilo kljucˇnega pomena, da
temelji na drugacˇni zasnovi kot njene predhodnice.
Kot nova SHA-3 druzˇina zgosˇcˇevalnih funkcij je bila leta 2012 tako razglasˇena Keccak
druzˇina zgosˇcˇevalnih funkcij. Izbrane so bile 4 predlagane instance funkcije, ki se poleg sto-
pnje varnosti razlikujejo po dolzˇini rezultata n (rezultat je skrcˇen na prvih n bitov)[16][14]:
 Keccak − f [1600] : r = 1152, c = 448, n = 224
 Keccak − f [1600] : r = 1088, c = 512, n = 256
 Keccak − f [1600] : r = 832, c = 768, n = 384
 Keccak − f [1600] : r = 576, c = 1024, n = 512
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2.2 Zgradba funkcije in delovanje
Keccak funkcija temelji na konstrukciji spuzˇve. Poleg permutacije njeno delovanje dolocˇa
tudi uporabljena zapolnitvena shema v konstrukciji.
V naslednjih podpoglavjih je opisano delovanje konstrukcije in permutacije s pripadajocˇo
psevdokodo. V psevdokodi je staro stanje oznacˇeno z a [x, y], novonastalo stanje pa z
A [x, y]. Ker se operacije izvajajo nad progami, so koordinate operandov podane le z
dvema dimenzijama, torej x in y. Ko v indeksih stanja nastopajo aritmeticˇni izrazi se do
prave vrednosti indeksa pride tako, da se izracˇuna ostanek pri deljenju z dolzˇino dolocˇene
dimenzije. Kot primer, A [x+ 3, y − 1]⊕ A [5x, x+ y] je pri x = 2 in y = 0 bitna “ekslu-
zivno ali”operacija med progama A [0, 4] in A [0, 2]. Preostali del psevdokode sledi notaciji
iz poglavja 1.1.
2.2.1 Konstrukcija
Keccak funkcija je povsem dolocˇena s parametroma konstrukcije r in c (b = r+c). Celotno
Keccak zgosˇcˇevalno funkcijo bomo v tem poglavju oznacˇevali kot Keccak [r, c], dolocˇeno
instanco permutacije pa s Keccak − f [r + c].
Funkcija se zacˇne z delitvijo vhodnega sporocˇila M na manjˇse dele dolzˇine r. Cˇe dolzˇina
sporocˇila ni celosˇtevilski vecˇkratnik dolzˇine r, se sporocˇilo dopolni po zapolnitveni shemi
10∗1. Po definiciji iz uradne dokumentacije Keccak funkcije ta zapolnitvena shema sporocˇilu
pripne bitno vrednost 1 in nato minimalno sˇtevilo logicˇnih nicˇel katerim sledi bitna vre-
dnost 1, tako, da je koncˇna dolˇzina sporocˇila celosˇtevilski vecˇkratnik bitne hitrosti r. Pri-
pne najmanj 2 bita in najvecˇ r + 1 bitov [12].
Konstrukcija nato pricˇne s fazo absorbcije, kjer iterativno z “eksluzivno ali”operacijo
sesˇteva posamezne bloke sporocˇila s stanjem in nad njimi izvaja permutacije. Ko obdela
vse bloke, preide v fazo stiskanja. V tej fazi iz rezultata zadnje iteracije vzame prvih
r bitov in jih da na izhod. V kolikor instanca funkcije zahteva daljˇsi koncˇni rezultat,
ponovno permutira rezultat zadnje iteracije in pripne ustrezno sˇtevilo bitov (maksimalno
r bitov) ter proces po potrebi ponavlja dokler j · r < l, pri cˇemer je j sˇtevilo iteracij v
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fazi stiskanja, l pa zahtevana dolzˇina izhoda zgosˇcˇevalne funkcije 2. Opisani postopek je
opisan v spodnji psevdokodi.
1 Keccak [ r , c ] (M) {
2 // I n i c i a l i z a c i j a in zapo ln i tvena shema
3 P = M | | pad [ r ] ( |M| )
4 s = {0}b
5
6 // Absorbc i ja
7 f o r i=0 to |P | r−1 do
8 s = s ⊕ (Pi | | {0}b−r )
9 s = Keccak−f [ r+c ] ( s )
10 end f o r
11
12 // S t i s k a n j e
13 Z = bscr
14 whi le |Z|rr < l do
15 s = Keccak−f [ r+c ] ( s )
16 Z = Z | | bscr
17 end whi le
18
19 re turn bZcl
20 }
Sˇtevilo rund permutacije Keccak − f [r + c] je dolocˇeno po enacˇbi 2.3. Cˇe gledamo
na permutacijo kot na cˇrno sˇkatlico, je gledano makroskopsko to tudi psevdokoda celo-
tne Keccak zgosˇcˇevalne funkcije. Dejansko dogajanje znotraj permutacije je opisano v
naslednjem poglavju.
2.2.2 Permutacija
V psevdokodi konstrukcije je Keccak permutacija oznacˇena kot Keccak − f [r + c].
Permutacija je sestavljena iz nr rund. Operacije znotraj runde so vedno enake, v odvi-
snosti od zaporedne sˇtevilke runde se spreminjajo le nekatere konstante, ki se uporabijo
kot operand v dolocˇeni fazi runde. Runda je tako dolocˇena s sˇirino stanja b in zaporedno
2Opomba: ne gre za isti l, ki je omenjen v poglavju 2.1. Tam l oznacˇuje zaporedno sˇtevilko razlicˇice
Keccak funkcije, v tem poglavju pa dolzˇino rezultata.
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sˇtevilko runde znotraj ene iteracije in jo lahko oznacˇimo kot Round [b] (A,RC [i]).
1 Keccak−f [ b ] (A) {
2 f o r a l l i in 0 . . nr−1
3 A = Round [ b ] (A, RC[ i ] )
4 re turn A
5 }
Runda Keccak permutacije je razdeljena v 5 zaporednih korakov: θ, ρ, pi, χ in ι. Algo-
ritem je sestavljen iz bitnih Boolovih operacij in rotacij, ki se izvajajo nad progami stanja
dolzˇine w. Delovno stanje permutacije je sˇiroko b bitov.
V naslednji psevdokodi so na skrcˇen nacˇin opisane operacije znotraj ene runde Keccak
permutacije Keccak − f [b].
1 Round [ b ] (A,RC) {
2 // θ korak
3 C[ x ] = A[ x , 0 ] ⊕ A[ x , 1 ] ⊕ A[ x , 2 ] ⊕ A[ x , 3 ] ⊕ A[ x , 4 ] , f o r a l l x in 0 . . 4
4 D[ x ] = C[ x−1] ⊕ ro t (C[ x +1] ,1) , f o r a l l x in 0 . . 4
5 A[ x , y ] = A[ x , y ] ⊕ D[ x ] , f o r a l l (x , y ) in ( 0 . . 4 , 0 . . 4 )
6
7 // ρ in pi koraka
8 B[ y ,2* x+3*y ] = rot (A[ x , y ] , r [ x , y ] ) , f o r a l l (x , y ) in ( 0 . . 4 , 0 . . 4 )
9
10 // χ korak
11 A[ x , y ] = B[ x , y ] ⊕ ( (¬B[ x+1,y ] ) & B[ x+2,y ] ) , f o r a l l (x , y ) in ( 0 . . 4 , 0 . . 4 )
12
13 // ι korak
14 A[ 0 , 0 ] = A[ 0 , 0 ] ⊕ RC
15
16 re turn A
17 }
Korak Θ Posameznemu bitu a [x] [y] [z] se v prvi fazi priˇsteje pariteta3 sosednjih stolpcev
a [x− 1] [·] [z] in a [x+ 1] [·] [z − 1]. Namen tega koraka je, da cˇimbolj preplete posa-
mezne bite. Stopnja prepletanja se imenuje difuzija in je v tem primeru zadovoljivo
3Pariteta oznacˇuje sˇtevilo logicˇnih enic v nizu. Cˇe je sˇtevilo enic liho je pariteta 1 in obratno.
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visoka. V kombinaciji z χ fazo, en bit na vhodu runde v najboljˇsem primeru vpliva
na 31 bitov na izhodu runde. Oziroma obratno, en bit izhoda runde je odvisen od
31 bitov na vhodu runde.
x
y z z
Slika 2.2: Prepletanje bitov v θ fazi. Slika je bila pobrana iz uradne strani, vir je pod
oznako [17].
Korak ρ Namen te faze je zagotoviti visoko stopnjo difuzije med rezinami. To se dosezˇe
z razlicˇnimi ciklicˇnimi bitnimi pomiki prog. Vrednosti pomikov r (x, y) so odvisne
od koordinat prog in so podane v dodatku A (tabela A.1).
Slika 2.3: Ciklicˇni pomiki v ρ fazi. Stanje je razdeljeno v rezine, koordinatni sistem je
postavljen tako, da je x = y = 0 na sredini. Slika je bila pobrana iz uradne strani, vir je
pod oznako [18].
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Korak pi Korak pi preslika koordinate prog po enacˇbi A [y, 2x+ 3y] = a [x, y].
Slika 2.4: Preslikava prog v pi fazi. Stanje je razdeljeno v plasti, koordinatni sistem je
postavljen tako, da je x = y = 0 na sredini. Slika je bila pobrana iz uradne strani, vir je
pod oznako [19].
Korak χ Faza χ je od vseh korakov edina nelinearna preslikava. Slika 2.5 prikazuje
vezavo funkcije z logicˇnimi vrati na primeru vrstice.
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Slika 2.5: Realizacije funkcije v χ fazi na primeru vrstice. Slika je bila pobrana iz uradne
strani, vir je pod oznako [20].
Korak ι V zadnji fazi runde se progi s koordinatama (x = 0, y = 0) priˇsteje konstanta
runde RCi, pri cˇemer i oznacˇuje iteracijo runde. Namen ι faze je, da porusˇi simetrijo
in naredi razliko med rundami. Konstante runde so zbrane v dodatku A (tabela
A.2).
Opis in delovanje Keccak zgosˇcˇevalne funkcije je povzeto po uradni dokumentaciji




Zgosˇcˇevalne funkcije so lahko realizirane strojno ali programsko. V aplikacijah kjer ni
zahtevana visoka prepustnost1 zadostuje programska implementacija, kjer je v prioriteti
hitrost pa je zahtevana implementacija v digitalnem vezju.
V grobem obstajajo tri mozˇnosti implementacije Keccak zgosˇcˇevalne funkcije. Prva je
implementacija, kjer je sam algoritem realiziran v eni stopnji, torej ima vsak korak svoje
namensko vezje. S to razlicˇico pridemo do najviˇsje prepustnosti, v enem ciklu se lahko
izvede tudi vecˇ rund. Druga razlicˇica je izvedba v obliki koprocesorja. V tej razlicˇici si
razlicˇne faze delijo resurse kolikor se le da, predvidena je tudi uporaba zunanjega pomnil-
nika, nadzira pa jih neka nadzorna enota, ki skrbi za pravilno zaporedje izvajanja. Tak
dizajn porabi manj povrsˇine, vendar pa je neprimerljivo pocˇasnejˇsi. Zadnja varianta pa je
nek vmesni model, ki ponavadi razdeli stanje na 2 ali 4 dele in ima temu primerno velike
tudi posamezne enote za izvajanje korakov. Taka izvedba ima prepustnost skoraj 4-krat
nizˇjo od prve razlicˇice [21]. Splosˇni modeli so prikazani na sliki 3.1.
Pri podjetju smo v sklopu vecˇ projektov rabili hitro verzijo strojne implementacije
Keccak zgosˇcˇevalne funkcije. Zahtevana prepustnost variira v odvisnosti od aplikacije,
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Kђѐѐюј implementation overview 4. Hardware
Figure 4.1: The high-speed core
The architecture of the high-speed core design is depicted in Figure 4.1. It is based on the
plain instantiation of the combinational logic for computing one Kђѐѐюј- f round, and use it
iteratively.
The core is composed of three main components: the round function, the state register
and the input/output buﬀer. The use of the input/output buﬀer allows decoupling the core
from a typical bus used in a system-on-chip (SoC).
In the absorbing phase, the I/O buﬀer allows the simultaneous transfer of the input
through the bus and the computation of Kђѐѐюј- f for the previous input block. Similarly, in
the squeezing phase it allows the simultaneous transfer of the output through the bus and
the computation of Kђѐѐюј- f for the next output block.
These buses typically come in widths of 8, 16, 32, 64 or 128 bits. We have decided to
ﬁx its width to the lane size w of the underlying Kђѐѐюј- f permutation. This limits the
throughput of the sponge engine to w per cycle. This imposes only a restriction if r/w (i.e.,
the rate expressed in number of lanes) is larger than the number of rounds of the underlying
Kђѐѐюј- f .
In a ﬁrst phase the high-speed core has been coded in VHDL. Test benches for Kђѐѐюј- f
and the hash function are provided together with C code allowing the generation of test
vectors for the test benches. We were able to introduce the lane size as a parameter, allowing
us to generate VHDL for all the lane sizes supported by Kђѐѐюј.
These ﬁrst VHDL implementations have been tested on diﬀerent FPGAs by J. Strömberg-
son [31], highlighting some possible improvements and problems with the tools available
from FPGA vendors. We have improved the VHDL code for solving the problems, and this
has given beĴer results in ASIC as well.
The core has been tested using ModelSim tools. In order to evaluate the silicon area and
the clock frequency, the core has been synthesized using Synopsys Design Compiler and a
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(a) Hitra razlicˇica. V bloku R je realiziran sam
algoritem.
Kђѐѐюј implementation overview 4. Hardware
Figure 4.2: The mid-range core architecture, assuming Kђѐѐюј- f [1600] and Nb = 4 as exam-
ple.
Figure 4.3: The mid-range core register block, when applying q, assuming Kђѐѐюј- f [1600]
and Nb = 4 as example.
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(b) Vmesni model. Kolicˇina podatkov, ki se na-
enkrat izvede v dolocˇeni fazi se spreminja.
4. Hardware Kђѐѐюј implementation overview
Figure 4.6: The low area coprocessor
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(c) Pocˇasna izvedba. Funkcij se izvajajo za-
poredno, stanje se hrani v nekem zunanjem po-
mnilniku.
Slika 3.1: Tri razlicˇne mozˇnosti implementacije. Slike so bile pobrane iz uradne dokumen-
tacije, ki je navedena med viri pod oznako [21].
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odlocˇili za implementacijo celotne druzˇine Keccak funkcij, kjer bi se dalo vse lastnosti
funkcije dolocˇiti s parametri.
Vezje mora biti implementirano v HDL jeziku Verilog, rezultat dela, torej digitalna iz-
vedba Keccak zgosˇcˇevalne funkcije, pa bo sestavni del vecˇjih projektov realiziranih na
programirljivem vezju FPGA in namenskih ASIC vezjih.
3.1 Osnovna shema hitre verzije in omejitve
V osnovni shemi hitre razlicˇice, kot jo predlaga tudi uradna dokumentacija [21] (slika
3.1a), potrebujemo 3 dodatne module, ki skrbijo za pravilno izvajanje in pretok podat-
kov. Slika 3.2 prikazuje blokovni diagram vezja.
ICTRL PAD Keccak-f
KCTRL
Enota za polnjenje 
stanja in nadzor 




Enota za nadzor 
zgoščevalnega algoritma
Slika 3.2: Minimalna izvedba Keccak funkcije. Sivi pusˇcˇici oznacˇujeta vhodno/izhodno
vodilo.
ICTRL modul skrbi za prenos podatkov iz vhodnega vodila in polnjenje stanja. Po-
datke iz vodila naprej predaja PAD enoti, ki v zadnjem ciklu prenosa poskrbi za ustrezno
zapolnitev stanja. Keccak-f modul je implementacija ene runde zgosˇcˇevalnega algoritma,
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ki tudi drzˇi stanje permutacije, KCTRL pa skrbi za iterativno izvajanje in nadzor celo-
tnega sistema.
Najbolj izrazita slabost take izvedbe je predolg cˇas mirovanja ICTRL in Keccak-f enot.
V primeru, ko je sˇirina vodila manjˇsa od sˇirine Keccak stanja (kar je v vecˇini primerov),
je za zapolnitev stanja potrebnih vecˇ ciklov. Medtem Keccak-f enota miruje. Ko sistem
preide v fazo racˇunanja, se vlogi zamenjata in miruje ICTRL enota, saj stanje ne more
sprejeti podatkov.
Ta problem odpravimo z vpeljavo medpomnilnikov med ICTRL in Keccak-f enotama, ki
bodo lahko sprejeli in hranili naslednje bloke sporocˇila med tem, ko Keccak-f procesira
prejˇsnji blok. Ko Keccak-f modul koncˇa z racˇunanjem, lahko takoj vzame naslednji polni
medpomnilnik in enota tako ne miruje. S sˇtevilom medpomnilnikov seveda narasˇcˇa tudi
povrsˇina oziroma sˇtevilo logicˇnih celic.
Druga mozˇna izboljˇsava je serijska vezava vecˇih Keccak-f modulov, torej povecˇanje sˇtevila
rund, ki jih izracˇunamo v enem urinem ciklu. Dopustno sˇtevilo je pogojeno z zˇeleno fre-
kvenco (saj bo najbrzˇ to potem nasˇa kriticˇna pot, glej poglavje 3.2.1) in povrsˇino oziroma
sˇtevilom logicˇnih celic, ki jih imamo na voljo.
Hitrost celega sistema je seveda odvisna tudi od sˇirine vhodnega vodila; sˇirsˇe je vodilo,
hitreje se napolni stanje.
3.2 Zahteve
Keccak zgosˇcˇevalna funkcija dolocˇa zgosˇcˇevalni algoritem in nacˇin obdelovanja poljubno
dolgih podatkov. V programski izvedbi je zato implementacija skorajda prepis psevdo-
kode, v strojni razlicˇici pa je potrebno okrog zgosˇcˇevalne funkcije zgraditi tudi nadzorne
module za pretok podatkov in kontrolo funkcije. Arhitektura je tako odvisna od okolja,
v katerem se bo funkcija uporabljala.
3.2.1 Frekvenca delovanja
Sestavni deli digitalnih vezij so logicˇna vrata, od katerih ima vsaka neko zakasnitev. Vze-
mimo, da imamo med D-pomnilnima elementoma A in B, ki delujeta z (enako) dolocˇeno
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frekvenco, neko zaporedje logicˇnih vrat. Zakasnitev teh logicˇnih vrat je spodnja meja
periode frekvence A in B elementov, s katero se sˇe izognemo metastabilnosti.
Pot med pomnilnima elementoma, ki ima najvecˇjo zakasnitev, imenujemo kriticˇna pot.
Zakasnitev te poti dolocˇa najviˇsjo mozˇno frekvenco delovanja.
V nasˇem primeru je zˇelena frekvenca 100 MHz na FPGA vezju in 400 MHz v ASIC zasnovi
v razlicˇici z enim implementiranim medpomnilnikom.
3.2.2 Parametri
V HDL jeziku Verilog se osnoven gradnik projekta imenuje modul. Da je modul uporaben v
vecˇih projektih, lahko pri zasnovi namesto z absolutnimi vrednostmi delamo s parametri in
tako izbiro specificˇnih lastnosti prepustimo razvijalcu, ki bo modul vkljucˇil v svoj projekt.
Od te implementacije je bilo zahtevano, da so parameterizirane naslednje enote:
 c in r parametra Keccak funkcije, torej razlicˇica Keccak funkcije
 maksimalna dolzˇina vhodnega sporocˇila - max d l
 dolzˇina zgosˇcˇevalnega rezultata - l
 sˇirina vhodnega vodila - dati w
 sˇtevilo medpomnilnikov - buf n
 sˇtevilo instanc Keccak-f modula, oziroma sˇtevilo rund, ki se izvedejo v enem urinem
ciklu - k rpc
Vrednosti parametrov r, c, l in dati w so omejeni na vecˇkratnike sˇtevila 8. Pri izbiri
sˇtevila zaporednih stopenj permutacije k rpc je potrebna smiselna izbira parametra, kar
pomeni, da mora biti parameter k rpc celosˇtevilski delitelj sˇtevila potrebnih rund. Kot
primer: cˇe je potrebno sˇtevilo rund v eni iteraciji konstrukcije 24, so smiselne izbire
parametra k rpc ∈ {1, 2, 3, 4, 6, 12, 24}. Implementacija z vmesno vrednostjo ni nicˇ boljˇsa
kot tista z izbrano najblizˇjo nizˇjo vrednostjo parametra iz podanega nabora, saj se bo
rezultat registriral v stanje sˇele ob naslednji urini periodi.
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3.2.3 Mozˇnosti napak
V vecˇih projektih, kjer se bo uporabil Keccak modul, je izvor podatkov Ethernet vmesnik.
Enota, ki bo nadzorovala ta vmesnik, bo v nekaterih primerih prejete podatke takoj
posredovala Keccak modulu, ki bo za prejeta sporocˇila takoj zacˇel z racˇunanjem povzetka,
sˇe preden se prenese celo sporocˇilo. V tem sistemu se lahko izkazˇe, da je prenasˇani paket
posˇkodovan in v tem primeru bo zunanja enota obvestila Keccak enoto o napaki v trenutno
prenasˇanem paketu. V tem primeru mora Keccak enota ustaviti racˇunanje povzetka tega
sporocˇila in izprazniti morebitne medpomnilnike, ki vsebujejo bloke okvarjenega sporocˇila.
3.3 Arhitektura/zasnova
Uposˇtevajocˇ omejitve iz poglavja 3.1 in zahteve iz poglavja 3.2 smo priˇsli do arhitekture
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Slika 3.3: Arhitektura Keccak funkcije v digitalnem vezju. Sivi pusˇcˇici oznacˇujeta vho-
dno/izhodno vodilo.
Dizajn je sestavljen iz vecˇ manjˇsih enot, zaradi dodanih enot pa se funkcije posame-
znih modulov nekoliko razlikujejo od arhitekture iz poglavja 3.1.
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ICTRL Ta enota skrbi za nadzor vhodnega vodila in polnjenje stanja. Vsebuje sˇtevce, ki
belezˇijo zasedenost enega stanja, o razpolozˇljivosti prostih medpomnilnikov oziroma
stanja v Keccak-f modulu, pa enoto obvesˇcˇa MCTRL.
IMUX Vhodni multiplekser IMUX usmerja podatke iz ICTRL na naslednji prosti med-
pomnilnik ali direktno v Keccak-f enoto. Signal, ki dolocˇa v katero entiteto se
podatki zapiˇsejo, krmili MCTRL enota.
BUF BUF enote oznacˇujejo medpomnilnike2, ki hranijo podatke med tem, ko je Keccak-f
enota zasedena. Njihovo sˇtevilo je odvisno od parametra buf n, ki je lahko tudi 0.
OMUX Izhodni demultiplekser OMUX izbira naslednji medpomnilnik katerega podatki
se prenesejo v enoto za izvajanje algoritma, torej Keccak-f enoto. Izbirni signal
krmili MCTRL enota.
PAD Ko se prenasˇa zadnji blok sporocˇila, PAD enota prihajajocˇim podatkom ustrezno
doda zapolnitvene bite po ustrezni zapolnitveni shemi. Na vse ostale bloke podatkov
nima vpliva.
MCTRL Glavna nadzorna enota Keccak sistema. Skrbi za pravilno usmerjanje IMUX in
OMUX enote, ureja tabelo o razpolozˇljivosti in stanju posameznih medpomnilnikov
ter Keccak-f enote, prozˇi zacˇetke permutacij in v splosˇnem skrbi za sinhronizacijo
posameznih enot.
KCTRL Enota za nadzor Keccak-f modula. Skrbi za pravilno izvajanje funkcije.
Keccak-f Ta enota vsebuje sam algoritem Keccak funkcije in stanje funkcije. Sˇtevilo
zaporednih instanc je dolocˇeno s parametrom k rpc. V tem primeru se podvaja le
logika permutacije, torej le kombinatoricˇno vezje.
2ang. buffer
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3.3.1 Vhodni in izhodni vmesnik
Opisi signalov, ki sestavljajo vhodni in izhodni vmesnik, se nahajajo v tabelah 3.1 in 3.2.
Smer je podana iz vidika Keccak funkcije.
Signal Smer Sˇirina Funkcija
dat i not dati w Vhodni podatki
len i not max d l Dolzˇina celotnega sporocˇila, ki se prenasˇa v bajtih
en i not 1 Signalizira aktivni cikel prenosa. Na visokem nivoju
mora biti za cˇas cele seje prenosa enega sporocˇila
dv i not 1 Potrjuje veljavnost podatkov na dat i liniji
ack o ven 1 Odgovor Keccak enote, da je prenesla veljavne po-
datke iz dat i vodila
Tabela 3.1: Signali, ki sestavljajo vhodni vmesnik. Sˇirina signala je podana v bitih.
Signal Smer Sˇirina Funkcija
dat o ven l Rezultat zgosˇcˇevalne funkcije
dv o ven 1 Potrjuje veljavnost podatkov na dat o liniji
ack i not 1 Odgovor zunanje enote, da je sprejela veljavne po-
datke iz dat o vodila
Tabela 3.2: Signali, ki sestavljajo izhodni vmesnik. Sˇirina signala je podana v bitih.
3.3.2 Reagiranje v primeru napake
Kot recˇeno mora zunanja enota signal en i ves cˇas prenosa celotnega sporocˇila ohranjati na
aktivnem nivoju. V primeru, da ugotovi, da je sporocˇilo okvarjeno, bo ta signal spustila
na nizek nivo. Cˇe se to zgodi preden se prenese kolicˇina paketov, kot je nakazana na
signalu len i, to signalizira pokvarjen paket.
V tem primeru ICTRL enota obvesti MCTRL enoto o napaki v sporocˇilu, ki se trenutno
prenasˇa. MCTRL nato pogleda po svojih registrih ali se kosˇcˇki sporocˇila nahajajo tudi v
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medpomnilnikih in jih v tem primeru izbriˇse. Cˇe je del okvarjenega sporocˇila trenutno tudi
v Keccak-f enoti, izprazni celotni sistem, kar se kazˇe kot interni reset celotnega sistema.
3.4 Implementacija: rezultati in verifikacija
Ob nastajanju kode smo predpostavljali, da bodo medpomnilniki vedno implementirani,
saj brez njih ne moremo dosecˇi zˇelene prepustnosti podatkov. Ko je sˇirina vodila 32 bitov,
je potrebnih 36 ciklov, da se napolni stanje Keccak − f [1152 + 448] funkcije, zato ni
dopustno, da bi sistem izgubil ta cˇas med tem, ko se funkcija izvaja.
Nastalo vezje je bilo tako nacˇrtovano za primer implementacije medpomnilnikov. Seveda
je potrebna racionalna izbira sˇtevila le-teh, saj se jih pri dolocˇenem sˇtevilu vecˇ ne splacˇa
implementirati z logicˇnimi elementi.
3.4.1 Verifikacija
Verifikacijo lahko razdelimo na verifikacijo Keccak algoritma in verifikacijo kontrolnega
sistema.
Pravilno delovanje Keccak algoritma je bilo preverjeno s testnimi vektorji, ki jih avtorji
Keccak-a ponujajo na uradni spletni strani. Testni vektorji so podani le za razlicˇice funk-
cije, ki so bile predlagane za SHA-3, ostale verzije niso bile testirane.
Vseeno lahko zaradi kompleksnosti zgosˇcˇevalnega algoritma z veliko gotovostjo trdimo, da
v primeru, da modul daje pravilne povzetke za SHA-3 razlicˇice, obstaja le malo mozˇnosti,
da algoritem ne bi deloval tudi za druge verzije. Kvecˇjemu je v ostalih primerih pod
vprasˇajem delovanje celotnega kontrolnega sistema, ki pa je bilo preverjeno z program-
skimi testi v HDL jeziku Verilog.
3.4.2 Rezultati sinteze
V nadaljevanju so predstavljeni rezultati sinteze za primer realizacije na Xilinx-ovih FPGA
razvojnih plosˇcˇah druzˇine Virtex 5 in Virtex 6 ter za implementacijo v namenskih ASIC
vezjih. Za slednje je uporabljeno orodje podjetja Cadence, ciljno vezje pa temelji na 65 nm
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tehnologiji s standardnimi celicami.
Zanimalo nas je predvsem kako se v odvisnosti od izbire razlicˇnih parametrov spreminja
povrsˇina. Rezultati so predstavljeni v razlicˇnih kontekstih, zato ni nujno, da so bili pri
sintezi enakih modulov iz razlicˇnih primerov uporabljeni enaki parametri sinteze. Rezul-
tati se tako lahko razlikujejo, sploh v primeru implementacije na FPGA vezju. Vrednosti
rezultatov so priblizˇne vrednosti, ki so bile ustrezno preracˇunane iz porocˇil uporabljenih
orodij.
V primeru implementacije brez medpomnilnikov je kriticˇna podatkovna pot med ICTRL
modulom in stanjem v Keccak-f modulu.
Vpliv sˇtevila medpomnilnikov
Sˇtevilo medpomnilnikov najbolj vpliva na velikost dizajna. Sˇe posebej v primeru razlicˇice
Keccak-f[1152+448] to zahteva 1152 novih pomnilnih elementov na en medpomnilnik.
V spodnji tabeli 3.3 so prikazani rezultati sinteze za primer SHA-3 Keccak-[1152+448]
funkcije. Zahtevana frekvenca je bila 400 MHz, kar je sintezi uspelo uloviti.
Keccak-f [b]
Sˇtevilo vrat3
buf n = 0 buf n = 1 buf n = 2 buf n = 3
Keccak-f[1152+448] 57247 88366 103750 123120
Tabela 3.3: Sˇtevilo vrat v ASIC vezju v odvisnosti od sˇtevila medpomnilnikov.
Razvidno je, da se sˇtevilo uporabljenih elementov z dodanimi medpomnilniki hitro
vecˇa. Izbira tega parametra vpliva tudi na frekvenco, saj se z vecˇimi medpomnilniki sˇiri
tudi logika IMUX in OMUX modulov, vendar imamo v nasˇem primeru dovolj rezerve.
Podrobni opis nastalih vezij kazˇe obcˇutno povecˇanje povrsˇine OMUX in PAD (implemen-
tirana sta v enem modulu) modulov, ki v razlicˇici brez pomnilnika delujeta le kot kratek
stik (tabela 3.4) in mehanizem zapolnitve.
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Keccak-f [b]
Povrsˇina modula [µm2]
buf n = 0 buf n = 1 buf n = 2 buf n = 3
Keccak-f[1152+448] 11785 28913 34057 40534
Tabela 3.4: Skupna povrsˇina modulov OMUX in PAD v odvisnosti od sˇtevila medpomnil-
nikov. Enote so podane v µm2.
Vpliv na frekvenco lepsˇe prikazuje primer implementacije na FPGA-ju (tabela 3.5).
Frekvencˇna zahteva je bila postavljena na 200 MHz, kar sintezi ni uspelo ujeti. V primeru
vecˇih medpomnilnikov, frekvenca pravzaprav celo pade pod 100 MHz.
Sˇtevilo medpomnilnikov buf n 0 1 2 3
Sˇtevilo uporabljenih rezin 1120 1662 2505 2938
Frekvenca [MHz] 100.291 100.806 93.327 83.879
Tabela 3.5: Vpliv sˇtevila medpomnilnikov na porabo in frekvenco na FPGA vezju Virtex
5 XC5VTX240T.
Vpliv sˇirine vodila
Vpliv sˇirine vhodnega vodila smo preverili v primeru implementacije na FPGA vezjih.
V tabeli 3.6 so zbrani rezultati za primer implementacije funkcije Keccak-f[1152+448] na
vezju Virtex 6 XC6VCX75T, medpomnilniki za ta podatek niso potrebni oziroma nimajo
vecˇjega vpliva. Frekvencˇna zahteva je bila 100 MHz, vendar pri sintezi niso bili izbrani
nobeni parametri, ki bi orodje strogo obvezovali, da ulovi frekvenco.
Sˇirina vodila dati w 32 64 128
Sˇtevilo uporabljenih rezin 1982 1961 2021
Frekvenca [MHz] 111.161 92.593 113.869
Tabela 3.6: Vpliv sˇirine vhodnega vodila na porabo in frekvenco na FPGA vezju Virtex6
XC6VCX75T. Implementirana bila funkcija Keccak-f[1152+448].
Orodje, ki smo ga uporabljali za sintezo v primeru Virtex 6 druzˇine, ne podpira
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dolocˇenih parametrov, ki smo jih uporabili pri testu z medpomnilniki na FPGA vez-
jih iz druzˇine Virtex 5. Ti parametri so se nanasˇali predvsem na krcˇenje povrsˇine vezja
in optimizacije kombinatoricˇnih funkcij, zato so sˇtevilke porabe rezin v tem primeru dosti
viˇsje, kar pa ni bistveno. Sinteza vezja v FPGA je ponavadi iterativni postopek, kjer se
do optimalnega rezultate pride z uporabo raznih parametrov, groba ocena porabe in fre-
kvence pa za razvijalca ni tako deterministicˇna. V primeru 64-bitnega vodila je frekvenca
celo padla pod mejo 100 MHz in porabila manj rezin, kot v primeru 32-bitnega vodila.
V naslednji tabeli 3.7 so rezultati sinteze modula Keccak-f[576+1024] za vezje Virtex 5
XC5VTX240T.
Sˇirina vodila dati w 32 64 128
Sˇtevilo uporabljenih rezin 898 983 1040
Frekvenca [MHz] 103.338 101.225 101.071
Tabela 3.7: Vpliv sˇirine vhodnega vodila na porabo in frekvenco na FPGA vezju Virtex
5 XC5VTX240T. Implementirana bila funkcija Keccak-f[576+1024]
Ker je bila v zadnjem primeru implementirana funkcija z manjˇsim stanjem, je manjˇsa
poraba logicˇna posledica. Uporabljena razvojna plosˇcˇa Virtex 5 temelji na starejˇsi tehno-
logiji, zato je razumljiva tudi nizˇja frekvenca. Razlika v porabi rezin med 32 in 128-bitnim
vodilom je v prvem primeru 39, v drugem pa 142 rezin. Frekvenca je prakticˇno konstan-
tna, kar je tudi pricˇakovano, saj zaradi zasnove ICTRL enote ni nobenega razloga, da bi
sˇirina vplivala na frekvenco.
Glede vpliva sˇirine vhodnega vodila lahko zakljucˇimo, da se poraba z vecˇanjem sˇirine sicer
res viˇsa, vendar ta rast ni kriticˇna. Parameter tudi nima prakticˇno nobenega vpliva na
dovoljeno frekvenco. V primerih, kjer je potrebna integracija v sistem s sˇirsˇim vodilom,
to torej ne bo kriticˇno vplivalo na ucˇinkovitost sistema.
Vpliv bitne hitrosti r
Bitna hitrost r je parameter konstrukcije spuzˇve. Dolocˇa sˇtevilo bitov, ki se absorbirajo v
eni iteraciji. Parameter dolocˇa tudi velikost morebitnih medpomnilnikov. Velikost dizajna
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se tako v primeru nizke bitne hitrosti r z implementiranimi medpomnilniki ne bi vecˇala
tako hitro, kot v prej omenjenem primeru, enako bi imela manj vpliva na frekvenco.
V primeru implementacije brez pomnilnika je po oceni na podlagi zasnove pricˇakovano
pocˇasno narasˇcˇanje velikosti z vecˇanjem bitne hitrosti, pri zahtevi frekvence 100 MHz pa
parameter tudi ne bi smel imeti prevelikega vpliva na frekvenco. Rezultati so prikazani v
tabeli 3.8, vezje je bilo sintetizirano za FPGA vezje Virtex 6 XC6VCX75T, brez dodatnih
parametrov sinteze.










Tabela 3.8: Vpliv bitne hitrosti r na velikost in frekvenco dizajna.
Plesanje porabe rezin zaradi narave sinteze FPGA dizajnov ni presenetljivo. V grobem
je vidno priblizˇno linearno narasˇcˇanje porabe, medtem ko se frekvenca z izjemo prvega
primera giblje okrog 120 MHz, saj sˇtevilo zaporednih kombinatornih stopenj sˇe ni kriticˇno.
Vpliv velikosti r parametra v primeru medpomnilnikov prikazuje tudi odvisnost fre-
kvence (tabela 3.9). Pri funkcijah z manjˇso bitno hitrostjo tudi sˇtevilo uporabljenih
rezin pricˇakovano narasˇcˇa pocˇasneje, frekvenca pa se giblje okrog 100 MHz. Pri viˇsjih
bitnih hitrostih se potrebna sˇirina OMUX modula pozna zˇe tudi na frekvenci, ki pade
pod zahtevanih 100 MHz.
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Tabela 3.9: Vpliv bitne hitrosti z spremenljivim sˇtevilom medpomnilnikov. Uporabljena
je bila razvojna plosˇcˇa Virtex 5 XC5VTX240T.
Vpliv zaporednih rund permutacij
Viˇsjo prepustnost lahko dosezˇemo tudi z vecˇjim sˇtevilom zaporednih rund Keccak-f per-
mutacije. Poraba bo v tem primeru hitreje narasˇcˇala v primeru funkcij z vecˇjim stanjem,
zaradi dolgega niza logicˇnih vrat, ki sestavljajo Keccak-f funkcijo pa se bo povecˇala tudi
zakasnitev signala na tej poti. V izvedbi z eno rundo na cikel je kriticˇna pot med IC-
TRL modulom in stanjem v Keccak-f funkciji, z viˇsanjem sˇtevila zaporednih rund pa je
pricˇakovati, da bo cˇasovno kriticˇen del sistema postala skupina Keccak-f modulov. V
tabeli 3.10 so prikazani rezultati sinteze funkcije Keccak-f[1152+448] za ASIC vezje v
odvisnosti od sˇtevila zaporednih rund. Za primerjavo je dodan tudi primer, ko sta im-
plementirana dva medpomnilnika. Sˇirina vodila je 32-bitna, zahtevana frekvenca je bila
400 MHz.
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Tabela 3.10: Vpliv sˇtevila zaporednih rund na sˇtevilo vrat in frekvenco na primeru ASIC
vezja.
Kar se ticˇe frekvence, nam dve zaporedni rundi sˇe dovoljujeta 400 MHz. Bolj je opazno
povecˇanje sˇtevila vrat, ki je neprimerljivo s povecˇanjem vrat v primeru medpomnilnikov.
Za vse primere je bila zahtevana frekvenca 400 MHz, ker pa pri vecˇih zaporednih rundah
narasˇcˇa zakasnitev funkcije, se za dosego zˇelene frekvence dodajajo vrata z vecˇjo mocˇjo,
ki so tudi vecˇja.
V primeru treh rund frekvenca pade pod zˇeleno mejo 400 MHz. Podrobnejˇsi izpis sinteze
kazˇe zakasnitev prve runde 862 ps, druge 747 ps in tretje 752 ps, temu cˇasu se nato dodajo
sˇe druge zakasnitve, kar nanese vecˇ kot 2500 ps. V primeru Keccak-f[1600] funkcije je tako
povecˇanje sˇtevila rund draga poteza, ki neprimerno povecˇa sˇtevilo vrat.
Najmanjˇsa razlicˇica Keccak funkcije
Majhne razlicˇice Keccak funkcije so uporabne v primerih, ko potrebujemo majhen ge-
nerator psevdonakljucˇnih sˇtevil. Najmanjˇsa razlicˇica Keccak funkcije, ki jo dopusˇcˇa nasˇ
dizajn, je Keccak-f[8+17], z vhodnim vodilom sˇirine 8 bitov. Rezultati sinteze na FPGA
vezju Virtex 5 XC5VTX240T so prikazani v tabeli 3.11.
Keccak-f [r + c] Sˇtevilo uporabljenih rezin Frekvenca [MHz]
Keccak-f[8+17] 33 136.968
Tabela 3.11: Rezultati sinteze najmanjˇsega dizajna.
Frekvenca je viˇsja od ostalih razlicˇic zaradi majhne sˇirine stanja, podrobnejˇsi opis
vpliva sˇirine stanja je opisan v podpoglavju 3.4.3. Pricˇakovano je poraba rezin v pri-
merjavi s prejˇsnjimi razlicˇicami funkcij zelo majhna, saj potrebujemo manj pomnilnih
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elementov za hranjenje stanja in tudi neprimerljivo manj logike za izvedbo permutacije.
V primeru, da je zahtevana viˇsja hitrost izvedbe funkcije, bi zato mogocˇe bilo smiselno
dodati vecˇ zaporednih stopenj permutacij, kar lahko zelo pospesˇi prepustnost takega mo-
dula. Rezultati sinteze enake funkcije za primere k rpc = {1, 2, 3} so zbrani v tabeli
3.12.
Sˇtevilo zap. stopenj - k rpc 1 2 3
Sˇtevilo uporabljenih rezin 33 43 66
Frekvenca [MHz] 136.968 140.964 119.832
Tabela 3.12: Vpliv sˇtevila zap. stopenj permutacij v primeru najmanjˇse Keccak razlicˇice
za FPGA.
Poraba rezin resda narasˇcˇa, vendar je zaradi majhnosti dizajna ta rast zanemarljiva.
Pri vezju z dvema zaporednima stopnjama permutacij se frekvenca sˇe rahlo zviˇsa, kar
verjetno pomeni, da je kriticˇna pot sˇe zmeraj tista med ICTRL in Keccak-f modulom. To
ni presenetljivo, saj je potrebno izpostaviti, da zgosˇcˇevalni algoritem v tej razlicˇici izgubi
operacije rotacij, saj je proga eno-bitna spremenljivka. V razlicˇici s tremi zaporednimi
stopnjami pa vseeno pride do znizˇanja frekvence na 119.832 MHz. V tej implementaciji
predstavljajo kriticˇno pot operacije permutacij, prepustnost pa je trikrat viˇsja. V primeru
majhnih Keccak funkcij je torej povecˇanje prepustnosti na racˇun vecˇjega sˇtevila zapore-
dnih stopenj cenovno ugodno, pri vecˇ kot treh stopnjah pa je zˇe potrebno uposˇtevati
zˇeleno frekvenco.
Za primer ASIC implementacije so rezultati enakega modula zbrani v tabeli 3.13.
Sˇtevilo zap. stopenj - k rpc 1 2 3
Sˇtevilo vrat 2534 5297 7643
Frekvenca [MHz] 400 400 400
Tabela 3.13: Vpliv sˇtevila zap. stopenj permutacij v primeru najmanjˇse Keccak razlicˇice
za ASIC.
V primeru FPGA implementacije, velikost dizajna v primeru dveh rund naraste za
priblizˇno 30%, pri ASIC zasnovi pa ta razlika znasˇa kar 109%. Pri ASIC zasnovi je bila
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frekvenca 400 MHz ujeta v vseh primerih, vendar se je na ta racˇun relativno mocˇno
povecˇalo sˇtevilo uporabljenih vrat. Zakljucˇimo lahko, da je v primeru manjˇsih Keccak
funckij implementacija vecˇih zaporednih rund ustreznejˇsa za implementacijo v FPGA
vezjih.
3.4.3 Primerjava
V cˇasu izbora SHA-3 zgosˇcˇevalne funkcije je veliko institucij po svetu analiziralo ucˇinkovitost
strojne implementacije kandidatov. Ker funkcije ne delujejo enako niti ne temeljijo na
istih konstrukcijah, je bila primerjava med njimi zelo tezˇavna. Vecˇina porocˇil je tako
ponavadi na zacˇetku podala arhitekturo vsake implementacije ali model, v katerem so
testirali vse funkcije. Veliko jih je tudi implementiralo samo zgosˇcˇevalno funkcijo, kateri
bi v primeru vgradnje v nek projekt bilo potrebno sˇe dodati kontrolne mehanizme za nad-
zor pretoka podatkov. Primerjava nasˇega z obstojecˇimi dizajni zato ni posˇtena oziroma
ne primerja enakih stvari. Kontrolna logika je v primerih porocˇil ponavadi nadzirala le
zgosˇcˇevalni algoritem in konstrukcijo, nacˇini podajanja podatkov pa so bili zelo poeno-
stavljeni in prilagojeni funkciji. Analiza ekipe, ki na uradni strani Keccak-a v primeru
uporabe Virtex 5 vezja kotira najviˇsje, celo prepusˇcˇa zapolnjevanje4 stanja drugim enotam
in jih ne vkljucˇuje v obravnavo [22]. Situacija je povsem razumljiva, saj cilj tistih porocˇil
ni bil primerjanje implementacij kandidatskih funkcij v realnih sistemih, temvecˇ analiza
ucˇinkovitosti funkcij samih. Kar sˇe otezˇuje primerjavo, je tudi pomanjkanje informacij o
tem, kaksˇne nastavitve ob sintezi uporabljajo drugi avtorji. Razni parametri sinteze lahko
zelo izboljˇsajo dolocˇene rezultate, kar v porocˇilih ponavadi ni omenjeno. Poleg tega tudi
ni podan tocˇen model FPGA vezja, le druzˇina.
Nasˇ model je bil zasnovan z namenom uporabe medpomnilnikov za dosego vecˇje pre-
pustnosti celotnega sistema. Arhitektura je posledicˇno prilagojena temu dejstvu in ni
optimalna v primeru izbire parametra buf n = 0. V vezju se tako vseeno ohranijo sledovi
mehanizmov za ravnanje v primeru napak, enota za nadzor medpomnilnikov (ki jih ni)
in izhodni usmerjevalec, pa tudi podatkovna pot gre cˇez dolocˇene nepotrebne module.
Cˇeprav izbrano orodje za sintezo optimizira logiko in za veliko stvari tudi zna ugotoviti,
cˇe so v dolocˇeni implementaciji brez funkcije, algoritem ni popoln. V naslednji tabeli
4ang. padding
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3.14 je primerjava nasˇega dizajna z dizajnom avtorja, navedenega med viri pod oznako
[23]. Implementirana je funkcija Keccak-f[1088+512], ciljno vezje je FPGA iz druzˇine
Virtex 5. V nasˇem primeru je model razvojne plosˇcˇe XC5VTX240T, v primeru avtorja
pa XC5VLX110.
Ta avtor je bil izbran zaradi jasne podaje okolja, v katerem so bili testi opravljeni. Vezje
tega avtorja je lahko popolnoma avtonomno in se ne zanasˇa na zunanje enote. Sˇirina
vhodnega vodila je 32 bitov.
Dizajn/Avtor Sˇtevilo uporabljenih rezin Frekvenca [MHz]
nasˇ dizajn 1802 113.753
Baldwin [23] 1971 195.733
Tabela 3.14: Primerjava dizajnov
Zasnova Baldwina se v primerjavi z nasˇo najbolj razlikuje v vhodni enoti. Imple-
mentiran ima pomikalni register, ki hrani podatke in jih po zapolnitvi vpiˇse v register
zgosˇcˇevalne funkcije [24]. Cˇeprav ni enako, smo v nasˇem primeru zato primerjali razlicˇico
z enim medpomnilnikom, saj bo tako razlika v velikosti bolj posˇtena. V primerjavi z nasˇo
zasnovo je vezje Baldwina vecˇje. Frekvencˇno pa je njegov dizajn veliko uspesˇnejˇsi, saj
dosezˇe relativno dosti viˇsjo frekvenco. Razlog se skriva v zasnovi nasˇega mehanizma za
kontrolo vhodnih podatkov. Mehanizem deluje tako, da vhodno vodilo najprej pelje skozi
modul, ki vodilo primerno maskira. V tem primeru 32 bitno vodilo, se nato konkatenira
z vodilom sˇirine razlike bitne hitrosti in vodila, torej z 1056-bitnim vodilom z vrednostjo
0. To vodilo sˇirine r gre nato v pomikalni register, ki podatek na tem vodilu pomakne na
ustrezno mesto. Rezultat se potem z bitno “ekskluzivno ali”operacijo priˇsteje k stanju.
Takemu mehanizmu z vecˇanjem bitne hitrosti narasˇcˇa sˇirina sekvencˇnih logicˇnih elemen-
tov, ki je pomembna za dosego zˇelene frekvence. V prikazu vpliva bitne hitrosti ta odvi-
snost zaradi nizkih frekvencˇnih zahtev sinteze ne pride do izraza. Vendar pa je v nasˇem
primeru najmanjˇsi atom podatkov bajt, medtem ko je v primeru omenjenega avtorja to
32-bitna beseda, kar zmanjˇsa zahtevnost pomikalnega registra, ki je kljucˇni cˇlen zakasni-
tve [24].
Tovrstne primerjave torej ne odrazˇajo realne slike. Je pa v naslednjih letih za pricˇakovati
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vecˇ dela na podrocˇju optimalne arhitekture sistema kot je nasˇ, saj bo pocˇasi SHA-3 obve-
zen v vseh napravah, ki zahtevajo uporabo kriptografske funkcije. Taksˇne zasnove bi bile
seveda primernejˇse za primerjavo.
3.4.4 Prepustnost ali hitrost funkcije
Kot smo zˇeleli, je prepustnost odvisna od implementacije. Avtorji omenjenih analiz pri
izracˇunu prepustnosti vecˇinoma predpostavljajo, da so modulu za izvajanje samega algo-
ritma podatki vedno na voljo ob pravem cˇasu. V tem primeru je prepustnost po enacˇbi
iz vira [22] prilagojena za Keccak definirana kot
prepustnost =
r
T × nr , (3.1)
pri cˇemer je T perioda delovne frekvence [22]. Na dolgi rok ta enacˇba drzˇi, kadar so
podatki res na voljo takoj, torej ob implementaciji medpomnilnikov. V kolikor pa je sˇtevilo
potrebnih ciklov za napolnitev medpomnilnika oziroma stanja vecˇje od cˇasa izvajanja
funkcije, pa prepustnost omejuje hitrost polnjenja medpomnilnika.
Omenjena enacˇba drzˇi v primeru implementacije enega Keccak-f modula, torej izvedbe
ene runde na cikel. Cˇe je implementiranih vecˇ Keccak-f modulov, cˇlen nr v enacˇbi 3.1
nadomesti nr/k rpc.
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Izbira parametrov nastalega modula za digitalno implementacijo torej mocˇno vpliva na
lastnosti vezja. Uporabnik mora tako dobro analizirati sistem, v katerem bo Keccak
integriran in izbrati smiselne parametre.
Zacˇne se pri izbiri parametrov konstrukcije spuzˇve, torej bitne hitrosti r in kapacitete c.
Viˇsja bitna hitrost pomeni viˇsjo prepustnost podatkov, vendar je obratno sorazmerna z
varnostjo funkcije. V kolikor vezje izvaja le eno rundo na cikel, je kriticˇna pot med ICTRL
in stanjem v Keccak-f modulu. Bitna hitrost tako dolocˇa sˇirino izhodnega demultiplekserja
OMUX in mehanizem za nadzor vhodnih podatkov. Ker se omenjena dela v primeru ene
runde na cikel nahajata na kriticˇni poti, r tako neposredno tudi dolocˇa delovno frekvenco.
Zaradi zagotavljanja maksimalnega izkoristka modula za izvajanje permutacij, v nasˇem
primeru Keccak-f modula, je implementacija medpomnilnikov obvezna. Z vkljucˇitvijo
medpomnilnikov seveda narasˇcˇa tudi velikost, strmina te krivulje pa je v grobem dolocˇena
z bitno hitrostjo r.
Omenjene odvisnosti imajo velik pomen sploh v primeru Keccak-f[1600] funkcije. Manjˇse
razlicˇice dopusˇcˇajo tudi uporabo viˇsjih frekvenc, v primeru najmanjˇsega Keccak modula
pa smo pokazali tudi vpliv sˇtevila rund na velikost v ASIC in FPGA izvedbi. Zaradi
zasnove sistema, r vpliva na delovno frekvenco in dolocˇa velikost medpomnilnikov ter
nekaterih drugih mehanizmov. Na primerih FPGA in ASIC zasnov smo pokazali tudi
odvisnost velikosti in frekvence vezja od sˇtevila medpomnilnikov. Pri Keccak-f[1600]
funkciji je implementacija vecˇih rund neprakticˇna, saj se sˇtevilo vrat nedopustno povecˇa,
v nasˇem primeru pa pademo tudi pod zˇeleno frekvenco 400 MHz. V splosˇnem lahko
recˇemo, da smo z nastalim vezjem zadovoljni, saj smo dosegli zahtevani frekvenci 100
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(FPGA) in 400 MHz (ASIC) z implementiranim medpomnilnikom.
V primerjavi z dizajnom drugega avtorja bode v ocˇi razlika v dosezˇenih frekvencah, kar
gre pripisati nacˇinu upravljanja z vhodnimi podatki. Nasˇa resˇitev s pomikalnim registrom
ni optimalna, zato bi bilo v prihodnje smotrno spremeniti nacˇin delovanja ICTRL modula.
Poleg izrazitega vpliva na frekvenco, bi sprememba najverjetneje tudi zmanjˇsala velikost
osnovnega dizajna ter vpliv bitne hitrosti r na zakasnitev in velikost ICTRL modula. S
to spremembo bi kriticˇen del sistema najbrzˇ postal Keccak-f modul.
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Dodatek A
Konstante v Keccak rundi
x/y koordinata x = 3 x = 4 x = 0 x = 1 x = 2
y = 2 25 39 3 10 43
y = 1 55 20 36 44 6
y = 0 28 27 0 1 62
y = 4 56 14 18 2 61
y = 3 21 8 41 45 15
Tabela A.1: Vrednosti pomikov v fazi ρ.
55
56 DODATEK A. KONSTANTE V KECCAK RUNDI
sˇtevilka runde i RCi sˇtevilka runde i RCi
0 0x0000000000000001 12 0x000000008000808B
1 0x0000000000008082 13 0x800000000000008B
2 0x800000000000808A 14 0x8000000000008089
3 0x8000000080008000 15 0x8000000000008003
4 0x000000000000808B 16 0x8000000000008002
5 0x0000000080000001 17 0x8000000000000080
6 0x8000000080008081 18 0x000000000000800A
7 0x8000000000008009 19 0x800000008000000A
8 0x000000000000008A 20 0x8000000080008081
9 0x0000000000000088 21 0x8000000000008080
10 0x0000000080008009 22 0x0000000080000001
11 0x000000008000000A 23 0x8000000080008008
Tabela A.2: Vrednosti konstant runde RC v fazi ι. Vrednosti so podane v sˇestnajstiˇskem
zapisu.
