In this paper we derive a space-time model for electricity spot prices. A general spatial Durbin model that incorporates the temporal as well as spatial lags of spot prices is presented. Joint modeling of space-time eects is necessarily important when prices and loads are determined in a network of power exchange areas. We use data from the Nord Pool electricity power exchange area bidding markets.
1 possible transmission congestion may result in spatial price dependence across markets.
Measurement problems in spot prices may also result in spot price spatial dependence. In deregulated electricity markets, price competition among the dierent markets will result in high spatial price dependence. This implies that a spot price observed in a particular market is determined (in part at least) by what happens elsewhere in the system. When forecasting spot prices in a given market, it is thus helpful to know if past and current spot prices in other markets can improve forecasts. Joint modeling of space-time eects can help investigating the dynamics of spot prices in integrated physically connected markets.
Accordingly, a simultaneous space-time model of electricity prices is called for.
In time series models, temporally lagged values of the dependent variable are often included to describe the price dynamics. A similar motivation can be used to account for spatially lagged variables in electricity spot price dynamics. In deregulated electricity price markets, for example, when congestion transmission problems exist, power ows from the low price area towards the high price area. This indicates that the spot price of a particular area depends on the nearby market bidding area prices as well implying the need to account for spatial interaction eects. 1
Despite the key importance of the spatial element in electricity price dynamics, spatial econometric modeling of electricity prices is rare in the literature. An exception is Douglas and Popova (2011) who estimate a spatial error model for twelve US spot market regions and show that spatial patterns play a signicant role in electricity price dynamics. Congestion problems in the transmission system together with grid networks provide the framework for spatial patterns of price dynamics. One of the problems in Douglas and Popova (2011) is that they consider spatial interactions among the error terms, but not spatial interaction eects among the dependent variable and the independent variables in their model. The spatial econometrics literature stresses that ignoring spatial dependence in the dependent variable and/or in the independent variables result in biased and inconsistent coecient estimates for the remaining variables (see e.g., LeSage and Pace 2009 and Elhorst and Yesilyurt 2014). This is a standard result in econometrics namely that if one or more relevant explanatory variables are omitted from a regression equation, then, in general the estimator of the coecients for the remaining variables is biased and inconsistent. In contrast, ignoring spatial dependence in the error terms, if present, will only cause a loss of eciency. Anselin (1988) also notes that when the focus of interest is to examine the existence and strength of spatial interactions, a model that includes the spatial lag of the dependent variable is more appropriate than a spatial error model. Elhorst (2010) and LeSage and Pace (2009) also recommend a spatial Durbin model (SDM) that incorporates the spatial lags of both dependent and independent variables. The purpose of this paper is to develop a space-time model of electricity spot prices. In contrast to Douglas and Popova (2011), we derive and estimate a more exible SDM that encompasses spatial dependence both in the dependent and independent variables of spot prices. Because the SDM nests the spatial error model as a special case, error dependence is also accounted for in the variance-covariance matrix. One of the key features of the SDM is that it produces unbiased coecient estimates, also if the true data generating process is a spatial lag or spatial error model (see e.g., Elhorst 2010; LeSage and Fischer 2008) . This is because the SDM nests the spatial lag and spatial error models as special cases. For a spatial regression model, a change in the explanatory variable of a particular unit not only aects the dependent variable of that particular unit itself (direct eect) but also the dependent variables in other units (i.e, indirect/spatial spillover eects). As a result, LeSage and Pace (2009) suggest a partial derivatives impact approach because the standard point estimates of spatial regression model specications may lead to inconsistent coecient estimates. We use partial derivative impacts approach and decompose the price impacts into direct and indirect eects. Another feature of the spatial Durbin model is the ability to capture such direct and indirect eects. This model does not impose prior restrictions on the magnitude of the spatial spillover eects which is usually the main focus of empirical spatial econometrics. In contrast, in the spatial error model, these spatial spillover eects are set to zero by construction which implies that this model is less appropriate in applications, see Elhorst (2012) for details.
Daily spot prices from 13 bidding areas in the Nord Pool power market are used in the empirical study. The Nord Pool power grid provides an ideal candidate for spatial econometric modeling of the electricity spot price dynamics. In our empirical section, we begin by estimating the non spatial electricity spot price model using standard ordinary least squares (OLS). In order to capture weather eects on spot price dynamics, we include temperature variables as additional controls. The coecients of the temporal lags of the spot price and temperature variables support the theoretical predictions. Unlike Douglas and Popova (2011), we apply classic Lagrange Multiplier (LM) tests for spatial panel data designed by Anselin (1988) and robust LM tests designed by Elhorst (2010) in order to test whether spatial interaction eects need to be accounted for in electricity spot price dynamics. We consider dierent spatial weight matrices for the LM tests and a detailed discussion on dierent properties of spatial weight matrices is presented. We use dierent spatial weight matrices, namely a) a spatial weight matrix constructed from transmission capacity of 13 bidding areas, b) a geographical contiguity weight matrix and c) a oat weight matrix. The latter weight matrix is constructed based on the observation that when the power connection capacity across exchange areas allows a free oat of electricity for a given hour, then prices appear to be identical across neighbor areas. On the other hand, when the capacity is insucient, congestion will occur and prices tend to dier, see e.g. Haldrup and Nielsen (2006) and Haldrup et al. (2010) . The weight matrix is constructed by calculating the fraction of hours over the entire sample period where prices are identical and hence indicates the fraction of hours with non-congestion. When a fraction is relatively high it indicates a connection that is relatively well connected in terms of power capacity.
On the other hand, a small fraction indicates that the connection is relatively often subject to congestion. The classic and robust LM tests indeed indicate a highly signicant spatial dependence in spot prices under all the spatial weight matrix specications.
A general spatial Durbin model that incorporates the temporal as well as spatial lags of spot prices and weather variables is estimated using quasi Maximum likelihood estimation.
We quantify and show the role of spatially lagged dependent and independent variables in spot price dynamics. The joint space-time modeling of electricity spot prices is believed to be important for dierent reasons. From a spot price modeling perspective, it indicates that current and past spot prices in other markets are important variables in determining current spot prices of a particular bidding market. Thus, joint modeling of space-time eects in spot prices can help improve forecasts. Giacomini and Granger (2004) , for example, show that ignoring spatial correlation, even when it is weak, leads to highly inaccurate forecasts.
From an econometric modeling point of view, appropriate space-time modeling of spot price dynamics can help avoid omitted variable bias problems, see also Case (1991) .
Finally, we recursively estimate a time varying coecients spot price SDM and examine the evolution of spot prices over time and across bidding markets and hence can provide a time varying measure of the degree of spatial correlation. We nd that the spatial price correlation within the Nord Pool grid has been steadily increasing over time which we interpret as a measure of increasing degree of market integration.
The remainder of the paper is organized as follows. Section 2 provides a brief overview of the Nord Pool power market. Section 3 presents a spatial Durbin model for spot electricity prices. Section 4 presents the data used in the empirical study along with the spatial weight matrices and the main results are presented in section 5. The nal section concludes. This principle is based on the law of one price: the power ow will move towards the high price area with excessive demand. This system also secures that no market members are assigned privileges on any bottleneck which is an important feature of a deregulated liberalized market.
In terms of generating capacity, the Nord Pool power is generated from dierent sources.
In 2012, for example, over 70% of power supply in Denmark is generated from thermal plants and approximately 29% of power supply is generated from wind turbines (see Nord Pool 2013). Over 43% of power supply in Sweden is generated from hydropower while over 65% of power supply in Finland is generated from thermal power and 95% of power supply in Norway is generated from hydropower plants.
The Nordic market participants trade power contracts for next-day physical delivery at the elspot market and trading is based on an auction trade system for each hour of the following day. Day ahead power prices, known as elspot are determined based on supply and demand for every hour the following day. The Nord pool intraday market, known as elbas, helps secure the necessary balance between supply and demand in the power market. Consider a spot price p t observed in three neighboring bidding markets, i − 1, i and i + 1. 2 Because of the spatial proximity/and or interconnected transmission in the bidding markets, it can be assumed that the spot price at time t in market i depends on the spot prices at all three markets at time t − 1, and the spot prices at two markets at time t. This can be visualized as
Suppose this dependence is captured by
The rst term on the right hand side of equation (1) is the rst temporal lag of the spot price in market i, the second term is the current spot price in market i − 1, the third term is the current spot price in market i + 1, the fourth term is the rst temporal lag of spot price in market i − 1, the fth term is the rst temporal lag of spot price in market i + 1, c is a constant and the last term is a white noise error process. Under the assumption of no spatial price dependence among bidding markets (ρ 1 = ρ 2 = γ 1 = γ 2 = 0), and equation (1) produces the conventional autoregressive (AR(1)) spot price process. In a highly interconnected transmission system with deregulated markets like the Nord Pool, nearby market prices still aect each other.
Using a spatial connectivity weight matrix w ij connecting bidding markets i and j (j = i − 1, i + 1), we can aggregate (see also Giacomini and Granger 2004 ) the process given in (1) as
2 Note that we will use bidding markets and bidding areas interchangeably.
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where ρ is a parameter measuring the strength of spatial (contemporaneous) dependence between bidding markets, w ij is a spatial weight coecient, γ is a coecient measuring lagged spatial dependence and ε it is a white noise process. It is clear from (2) that a spatial lag is a distributed lag, rather than a shift in a given direction like in the time series case.
Here each spatial weight w ij to be discussed latter reects the spatial inuence of bidding market j on bidding market i. Note that we consider temporal as well as spatial lags to be of rst order for simplicity.
Equation (2) can be generalized (in matrix form) as
where p t is an N x1 vector of spot prices during the sample period time t, W is an N xN spatial weight matrix connecting bidding areas i and j, β, θ 1 and θ 2 are associated parameters, Z t is a set of control (e.g., weather conditions, time dummies etc.) variables, and ε t is a white noise vector process. The model given in (3) is known as the spatial Durbin model (SDM) as it includes the spatial lags of both the dependent and independent variables. In section 4.2 we will discuss the design of the weight matrix W in more detail.
The spot price p t is related to spot prices in neighboring bidding markets in the current time period W p t , previous periods spot prices p t−1 , previous periods spot prices from neighboring bidding markets W p t−1 , a set of control variables in the current period Z t as well as a set of control variables from neighboring markets W Z t which are thought to exert inuence on current spot prices.
LeSage and Pace (2009) explicitly discuss a number of theoretical econometric as well as economic motivations for incorporating spatial lag variables in a regression framework.
In our particular case the model in (3) captures the possible spatial interaction eects that may arise in the system grid.
One of the distinctive features of the SDM in (3) is that it nests various models as a special case. Under the assumption of no spatial interactions, ρ = 0, γ = 0 and θ 2 = 0, produces the conventional spot price time regression model. Imposing the restriction that γ = 0 and θ 2 = 0 produces the spatial autoregressive (SAR) model of the form
The SAR model contains linear combinations of the dependent variable as additional explanatory variables but excludes the spatial lags of the independent variables. This model assumes that exogenous factors (e.g., weather conditions and previous periods spot prices) observed in neighboring areas do not have direct eect on spot prices of a particular bidding market. In the standard spatial econometrics literature, the restriction γ = 0 and θ 2 = 0 is used to test the hypothesis whether the SDM can be reduced to the spatial lag model.
Similarly, imposing the restrictions γ + ρβ = 0, and θ 2 + ρθ 1 = 0, equation (3) produces the spatial error model (SER) of the form
These restrictions also allow to test the hypothesis whether the SDM can be reduced to the spatial error model. The SER specication implies that spatial interaction eects occur through spatial propagation of unobserved disturbances.
Consider the SER model in (4) rewritten as
This specication shows that the scalar error process µ it in a particular bidding market i at time t is a weighted average of the errors in neighboring bidding markets and its own local disturbance ε it .
Using (I − ρW ) 
The variance-covariance matrix implies that if | ρ |< 1, the equilibrium disturbances are correlated with each other but closer neighbors are more correlated than distant neighbors. Douglas and Popova (2011) state that the SER model is more appropriate to model electricity prices because it is relatively convenient to estimate using panel data sets. As stated earlier, when the interest is to examine spatial interactions, a full model specication of the spatial interaction process is more appropriate than the SER model. The SDM which is more exible than the SER model produces unbiased coecient estimates even if the true DGP is SER. This is because the SER model is nested within the SDM, and as a result error dependence is accounted for the variance-covariance matrix. In our empirical section too, a test on parameter restrictions shows that both the SAR and SER model are The data series are plotted in gure 3 for each of the 13 bidding markets where it can be seen that, in general, the spot prices show huge uctuations.
Whereas bidding areas from Sweden (SE1, SE2, SE3, SE4), Norway (NO1, NO2, NO3, NO4, NO5) and Finland (FI) tend to show similar spot price patterns, the bidding areas in Denmark (DK1 and DK2) also show a similar pattern while the spot price pattern in Estonia (EE) is rather dierent. Average cooling degree days (CDD) and average heating degree days (HDD) 5 that capture daily weather eects in electricity spot prices are calculated using approximate weather locations for each of the 13 bidding areas. In the spatial econometric model (2), each spatial weight w ij reects the spatial inuence of bidding market j on bidding market i. Consider, for example, four hypothetical neighboring bidding markets M 1, M 2, M 3 and M 4 displayed as in gure 3. Bidding market M 1 is neighbor to M 2, M 3 and M 4 (considering rst and second order neighborhood) whereas bidding market M 2 is also rst order neighbor to bidding markets M 3 and M 4. Then, a rst order binary contiguity weight matrix W (1 if two bidding markets are neighbors to each other and 0 otherwise) and its square W 2 can be specied as
The weights are assumed to be non-stochastic and exogenously given with the properties; We assume the transmission capacity available is constant over the sample period.
The transmission capacity between any two bidding areas (how much power can be transmitted in the grid) captures the possible spatial interactions between these areas. If the spot prices dier between two areas, then the transmission capacity across these areas is fully utilized towards the area with the higher price. If the capacity between two areas is not fully utilized the prices in these two areas will be equal. Bidding markets corresponding to columns and rows are from Sweden (SE1, SE2, SE3, SE4), from Finland (FI), from Denmark (DK1, DK2), from Norway (NO1, NO2, NO3, NO4, NO5) and from Estonia (EE).
If there is insucient transmission capacity between the two areas bottlenecks occur and price dierences will naturally arise. The surplus area will have a lower price than the decit area as more power is available compared to consumption. Consider, for example, two bidding areas with SE1 as a lower price area and SE2 a high price area. If no transmission lines were available between the two areas they would have dierent prices. Assume there is a capacity of K megawatt (MW) available between SE1 and SE2. The price in SE2 would then move towards a lower price due to additional supply and the price in SE1 would move towards a higher price due to higher demand. The available transmission capacity is used to level out price dierences as much as possible.
When the power connection capacity across exchange areas allows a free oat of electricity for a given hour, then prices appear to be identical across neighbor areas. On the other hand, when the capacity is insucient congestion will occur and prices tend to dier, see free oat and hence a high degree of spatial dependence. We will refer to the weight matrix dened in this fashion as a oat weight matrix. (5) is (Lee 2004) 
where
The QMLEsψ andĉ are the extreme estimators derived from the maximization of equation (6) . When the disturbances ε t are normally distributed,ψ andĉ are the MLEs. But when the disturbances ε t are not normally distributed,ψ andĉ are QMLEs. Lee (2010) and Lee and Yu (2008) show that the QMLEs have the usual asymptotic properties including (consistency, normality and eciency) for dynamic spatial econometric models
Results and testing for spatial interaction eects
Before we estimate the SDM given in (3), we estimate the non-spatial version of equation (3) assuming ρ = 0, γ = 0 and θ 2 = 0. Schwarz loss, Akaike loss and Hannan and Quinn's phi measures all suggest that the 4 th lag is the optimal temporal lag length. Day-of week dummies were also included as additional covariates in the model. Table 4 In order to test whether spatial interaction eects need to be accounted for in electricity spot price dynamics, we apply classic Lagrange Multiplier (LM) tests for panel data designed by Anselin (1988) and robust LM tests designed by Elhorst (2010 Prior to the SDM estimation, it is of interest to examine the simple cross-correlation of spot prices in the 13 bidding areas. Table 5 on the other hand, show relatively weak correlation with the above bidding markets but exhibit strong correlation between themselves. Whereas the strongest cross-correlation of residuals is observed between SE1 and SE2, the weakest cross-correlation of residuals is observed between DK1 and NO3. The dierence found in the coecient estimates of p t−1 , for example, in table (4) and (6) might reect the size of omitted variable bias problem.
The estimation results of the SDM when using oating weight matrix are shown in column (3) of These results support the hypothesis that a spot price observed at a particular market
is determined by what happens elsewhere in the system. This is intuitive since highly interconnected transmission systems, temporal demand and supply imbalances, price competition and transmission congestion in electricity spot prices may result in spatial price dependence between markets. Unobserved features such as generating production capacity and maintenance problems are also likely to result in spot price spatial dependence. .00) and (522.09, p=0.00) given that the transmission weight matrix is used. A similar conclusion holds under the contiguity and oat weight matrices.
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Direct and Indirect eects
The spatial spot price model in ( Taking the SDM in (3) as a point of departure, it can be rewritten as
The N xN matrix of partial derivatives of the spot price p t with respect to an explanatory variable, p t−1 , for example, for all spatial units i = 1, ..., N is
where w ij is the (i, j) th element of the weight matrix W . The direct eect is measured by the average of the diagonal elements while the indirect (or spatial) spillover eect is measured by the average of either the row or column sums of the non-diagonal elements.
However, the numerical magnitudes of the row and column sums of the indirect eects are the same implying that it does not matter which one is used ( To conserve space, we do not report the coecient estimates of the dummy variables.
Since the direct and indirect eects results are similar when using transmission, contiguity and oat weight matrices, only the results for transmission weight matrix are reported. As shown in the table, both the direct and indirect eects of the rst temporal lag coecient are signicant. The signicant negative indirect eect shows that nearby prices spillover to closer bidding market regions. 
A time-varying coecients SDM
The Nordic power grid and the associated power market has experienced signicant deregulation over the past 15 years. This concerns both the design of the auction market conditions and improvements in the physical power transmission system. The purpose of such deregulation and liberalization has been to improve the general competitive market environment for power. Intuitively, such deregulation should increase spatial price correlation across power grid points and hence considering the spatial correlation xed for a long sample period is questionable.
In this section, we estimate our SDM using recursive estimation to examine the evolution of the coecient estimates of the spot price SDM over time and with particular focus on the spatial correlation. To this end, we use a somewhat longer time series for spot prices data that covers the period 1 January 2000 to 18 October 2014. Because longer time series observations of data are not available for all 13 bidding markets, we consider only 9 bidding markets for which we have daily spot price data covering the entire sample period. We use one bidding market in Sweden, ve bidding markets in Norway, the two bidding markets in Denmark and one bidding market in Finland. We employ 2 months rolling window recursive estimation of the SDM. This paper opens up for some future research directions in electricity price modeling and forecasting. It is obvious from the empirical ndings of the current paper that spatial eects are extremely important in describing the electricity price dynamics. However, when moving on to analyze high frequency hourly electricity price data (rather than daily average prices), the possibility of congestion and non-congestion episodes across regions becomes important. The building of empirical models that can capture such (spatial) regime switching price behavior is a challenging modeling task that can contribute further to better understand the complex spatio-temporal dynamics of power prices.
