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1. Introduction
Students in microeconomics classes are often baffled by the classical prediction
that competitive markets with free entry result in zero long-run profits.  They wonder why
firms would be willing to produce if they gain nothing by doing so.  In addition, their own
casual observations suggest that profits are non-negligible even in mature markets with
close substitutes.  Textbooks mostly try to bridge this gap by pointing out that one or
more assumptions underlying the zero-profit result may not be met (e.g. by introducing
capacity constraints, market power through product differentiation, costly entry, etc.).
However, they rarely address the awkwardness of the zero-profit outcome in the standard
case.  One interpretation of the students' uneasiness with this prediction is in terms of lack
of cost of deviating from the equilibrium.  Why should firms exhibit rational equilibrium
behavior if at the equilibrium they have no incentive to do so?
The Bertrand model of price competition, one of the most important pillars of
modern oligopoly theory, predicts an equally stark outcome even with as few as two
firms.1  When both firms have the same constant marginal costs, their incentives to
capture more market will result in cut-throat competition, driving prices down to
marginal costs and eliminating all profits.  Again the lack of cost of deviating from the
equilibrium casts doubt on the predictive power of this result.  In equilibrium, a firm's
expected profit function is completely flat and any price (greater than or equal to the
marginal cost) yields the same expected payoff.  Moreover, if there is a slight chance that
the rival will price above marginal cost, a firm is better off setting a higher non-
competitive price as well.2
One way to restore a non-negligible cost of deviating from equilibrium is by
introducing minimum prices, or price floors, which are regularly employed in a wide
spectrum of markets. For example, it is rather common that suppliers impose bounds on
the pricing behavior of retailers (see Ippolito, 1991), and governments sometimes
introduce minimum prices for certain goods (e.g., a minimum wage), etc. With a price
floor, the competing parties still have an incentive to undercut their rival as in the
standard Bertrand game, but if prices spiral downwards as a result, the final price level
will be above marginal cost yielding some positive profit.  Choosing a sufficiently high
price floor thus ensures a non-negligible costs of deviating from equilibrium, and
improves the drawing power of the Bertrand-Nash solution.
This simple observation has potentially important policy implications. The
introduction of a price floor is normally thought of as being anti-competitive, as it
eliminates the firms' most aggressive price choices. Stated differently, the presence of a
price floor should benefit the firms since it rules out those price levels that could result in
the lowest joint profits. This line of reasoning, however, becomes less convincing if one
realizes that the incentives for choosing low price levels are small anyhow.  Indeed, a
price floor can introduce an equilibrium price level that is attractive enough to be
selected.  Moreover, it is not a priori clear how this level compares to the average price
level that ensues without a price floor if firms try to "coordinate" on supra-competitive
prices.
In this paper we report experimental evidence on the effects of a price floor. We
study a laboratory duopoly market with competition in prices, and compare the outcomes
                                                                                                                                                                            
1 See Tirole (1988, Chapter 5) for a textbook presentation. The model is named after Bertrand (1883).3
of two treatments. In the benchmark treatment, two competitors simultaneously choose
their prices from a range that includes the zero-profit Bertrand-Nash solution, and the
lowest-price firm "wins the market."  The floor treatment is identical except that certain
low prices are excluded.  As noted above, a Nash equilibrium analysis predicts that the
introduction of a price floor results in higher profits. Using the results of our experiment
we can reject this theoretical conjecture. In fact, we find the opposite result: when price
floors are introduced, firms' profits decrease!  In the presence of the price floor,
competitors play the equilibrium, i.e. they set the lowest possible price.  By contrast,
without a price floor, competitors are able to "escape" the bad equilibrium and earn
profits significantly higher than those with a price floor.
We test whether the logit equilibrium of McKelvey & Palfrey (1995) can explain
this behavioral difference. Their concept has proven successful in explaining
experimental data in a variety of settings.2 The logit equilibrium is a generalization of the
Nash equilibrium, which incorporates decision error and links the likelihood of a
deviation from a best response to the cost of such a deviation. This has cutting power in
our framework. To deviate from a Nash equilibrium is more costly with than without a
price floor, and logit equilibrium predicts that the Nash equilibrium is more stable in the
floor case.
However, the theory cannot pick up all the action in the data. The logit
equilibrium allows for a free parameter µ, which measures the (cost of error sensitive)
propensity to err. We prove that for any µ the logit equilibrium predicts higher prices with
than without the floor. Although the mark-up of pricing relative to the Nash equilibrium4
is lower with than without the price floor, the difference is not strong enough to have an
overall anti-competitive effect such as we observe in the experiment. Our results are
unusual in that we document a feature of the data that is impossible to reconcile with the
logit equilibrium.
Searching for the missing behavioral link, we introduce and test the following
conjecture. Could it be that the players conceive of the general level of payoffs at some
Nash equilibrium as a "threat," and that the size of this threat serves as a cue which
affects their proclivities? We propose a simple model of adaptive play, in which the
players' proclivities concern their willingness to increase the degree of competition. We
show that the explanation is not rejected by our data.
Experimental research on price competition goes back to Fouraker and Siegel
(1963). See Plott (1982, 1989) and Holt (1995) for surveys.3 These studies typically do
not explore the role of price floors. Isaac & Plott (1981) and Smith & Williams (1981)
introduce price controls (floors and ceilings) in another kind of market institution: double
auctions. These are well known for their extraordinarily competitive properties, and some
of the price controls considered reduce competition and may be the source of some
inefficiency. The Bertrand duopoly institution we consider contrasts starkly in that a
competitive outcome is not realized in the benchmark treatment, and in that a price
control boosts rather then hinders competition.
                                                                                                                                                                            
2 See, for example, McKelvey & Palfrey (1995), Capra et al. (1999), Guarnaschelli et al. (2000).
3 Examples of more recent work includes Brown-Kruse, Rassenti, Reynolds & Smith (1994), Cason (1995),
Cason & Davis (1995), Mason & Phillips (1997), Dufwenberg & Gneezy (2000, 2002), and Huck,
Normann & Oechssler (2000).5
Our study can furthermore be related to a methodological discussion about the
role of stake-size and salience in economic experiments. We shall make connections to
the relevant literature later.
In the next section we describe the price competition games that we test. We
describe the experimental procedure in Section 3, and report results in Section 4. In
Section 5 we discuss how to explain our results theoretically, as well as methodological
issues concerning performance pay in experiments. Section 6 concludes.
2.  The games
In this section we describe the Bertrand games considered in the experiment.
A. The benchmark game
The textbook version of the Bertrand model admits infinitely many strategies, but
for the experimental design we consider a discretized version similar to that used by
Dufwenberg & Gneezy (2000, 2002). Each of two players simultaneously chooses a
number from the set {0,1,...,100}. The player who chooses the lowest number gets paid a
certain amount times the number (s)he chose, and the other player gets 0. In case of a tie
the earnings are split.
The game may be interpreted as a duopoly market with price competition: the
players are firms; the chosen numbers are prices; the payoffs are profits. Admittedly, this
account of real life price competition is stylized. Yet, the key feature of such interaction is
present in the game: a tension between incentives for high prices that lead to high profits
and incentives for low prices that undercut the competitor. The simplicity of the game6
furthermore means that it can easily be explained in words to subjects without the use of
complicated "profit tables".
The zero-profit Bertrand outcome corresponds to the Nash equilibrium (0,0). Due
to the discretization, there are two additional Nash equilibria: (1,1) and (2,2). However, in
terms of economic intuition these equilibria are much the same: both players make close
to zero profit relative to what is available in the game in principle, and there is little
incentive not to deviate. We regard all these equilibria as in line with the Bertrand
solution.4
B. The price floor game
This game is identical to the benchmark game  described in section 2.A, except
the choices 0, 1, ..., 9 are not allowed. In terms of the corresponding economic
interpretation, there is a price floor at 10. The solution is for each competitor to bid 10.
3.  The procedure
The experiment was conducted at the Technion. Students were recruited using
posters on campus. The experiment consisted of two treatments with five sessions per
treatment (see Appendix B for data tables). The number of bidders was 12 in all sessions
and an extra student assisted us. That is, in total, 120 students participated. Each session
operated for 10 periods. In each period six pairs of participants were grouped together
                                                          
4 The game theoretic underpinning is most secure for the (1,1) equilibrium, which is supported by a variety
of differently motivated solution concepts: (1,1) is the game's only strict  equilibrium; 1 is the only
evolutionarily stable strategy and the only survivor of iterated elimination of weakly dominated strategies;
{1} is the game's only fully permissible set (as defined by Asheim & Dufwenberg, 2002).7
according to a random matching scheme, and then (depending on treatment) each pair
played one of the games described in Section 2.
In each session, after all 13 students entered the experimental room, they received
a standard-type introduction, and were told that they would be paid NIS 20 for showing
up (about $5 at the time of the experiment). Then, they took an envelope at random from
a box, which contained 13 envelopes. 12 of the envelopes contained numbers (A1,..,A12).
These numbers were called "registration numbers". We asked the participants not to show
their registration number to the other students. One envelope was labeled "Monitor", and
determined who was the person who assisted us and checked that we did not cheat. That
person was paid the average of all other subjects participating in that session.
Each participant then received the instructions for the experiment (see Appendix
C), and ten coupons numbered 1, 2, ..., 10. After reading the instructions and asking
questions (privately), each participant was asked to fill out the first coupon with her
registration number and bid for period 1. In the benchmark treatment the bids had to be
integers from 0 to 100. The only difference between the benchmark treatment and the
floor treatment was that in the latter bids had to be integers from 10 to 100. Participants
were asked to fold the coupon, and put it in a box carried by the assistant. The assistant
randomly took two coupons out of the box and gave them to the experimenter. The
experimenter announced the registration number on each of the two coupons and the
respective bids. If one bid was larger than the other, the experimenter announced that the
low bid won as many New Israeli Shekel (NIS) as the number she bid, and the other
bidder won NIS 0. If the bids were equal the experimenter announced a tie, and said that8
each bidder won half as many NIS as the number bid. The assistant wrote this on a
blackboard such that all the participants could see it for the rest of the experiment. Then
the assistant took out another two coupons randomly, the experimenter announced their
content, and the assistant wrote it on the blackboard. The same procedure was carried out
for all the 12 coupons. Then the subsequent periods were conducted the same way. After
period 10 payoffs were summed up, and participants were paid privately.
4. The results
From the viewpoint of traditional economic theory, the presence of a price floor
should raise the level of prices. Recall that Nash equilibrium pricing is at the level of 0, 1,
or 2 in the benchmark treatment and equal to 10 in the price floor game. This theory thus
predicts that price floors lead to less competitive pricing.
However, looking at the data one sees clearly that the results point in the opposite
direction. Figure 1 shows the mean prices across all session over time. In all periods,
mean prices are higher in the benchmark treatment than in the price floor treatment!
Moreover, the gap between the prices in the two treatments seems to widen over time.
[Insert figure 1 about here (now in Appendix D)]
A closer scrutiny using statistical tests confirms this picture: In the early periods
the difference between mean prices in the two treatments is not significant on any
conventional level, using any non-parametric test. However, in later periods, prices are
significantly higher in the benchmark treatment than in the floor treatment. For example,9
in period 10 mean prices in the benchmark treatment are significantly higher (p<0.01)
using robust-rank order test, one-sided, based on the single sessions (see Siegel and &
Castellan, 1988, pp. 137-144 for the properties of this test).
Statistical tests also suggest that the tendency for prices to change over time is
different in the two treatments. In the price floors treatment prices decrease significantly
in all five sessions (r=0.73 and p<0.025, using Spearman–Rank correlation test). By
contrast, in the benchmark treatment, mean prices decrease significantly only in two out
of five sessions.
The finding that price floors stimulate competition becomes even more stark if
one focuses on the occurrence of prices that are lower than or equal to 10. In the
benchmark treatment there are very few (9%) price choices in this range (and none of
those are equilibrium choices of 0, 1, or 2). By contrast, in the price floors treatment,
where price choices of 0 up to 9 are not possible, 40% of the choices are at the specific
price of 10. In the final five periods, a whopping 61% of the choices in this treatment are
at the specific price of 10, while only 13% are at or below 10 in the benchmark treatment.
Figure 2 gives the relative frequencies of prices in intervals of 0-10, 11-20, 21-30, ..., 91-
100, for the final five periods.
[Insert figure 2 about here (now in Appendix D)]
We summarize our main result as follows:
The presence of a price floor may boost competition!10
5. Discussion
In this section we explore whether McKelvey & Palfrey's (1995) concept of logit
equilibrium can shed light on our finding, and we present and test a conjecture concerning
how behavior may be explained in part by the avoidance of "threats". We also discuss
methodological issues concerning "payoff salience" in experimental research.
A. Logit equilibrium
The Bertrand-Nash equilibrium predicts well in the floor treatment where the cost
of deviating from equilibrium is non-negligible, but not in the benchmark treatment,
which suggests the importance of "decision errors."  In a decision-error model, players
make mistakes and the probability of a mistake is inversely related to its cost.  In simple
decision-making tasks, errors simply add some "noise" around the optimal choice but in
interactive contexts such as games they can have a compounding effect.  In the Bertrand
duopoly pricing game, for example, an upward error by one player makes higher prices by
others more profitable, and hence more likely, which reinforces the original error.  This
way, endogenous errors can cause decisions to be systematically different from Nash
predictions.5
McKelvey & Palfrey (1995) develop game theoretic solution concepts that
formally capture this. Players' beliefs about others' noisy choices are required to be correct
on average, i.e. players' belief distributions match their opponents' choice distributions. A
                                                          
5 For a particularly striking example see Capra et al. (1999) who consider a "traveler's dilemma" game for
which logit predictions (and observed choices) are as far away from Nash predictions as possible.11
convenient specification is the logit equilibrium, which has proven successful in
explaining observed behavior in many different situations.6 We examine the theoretical
predictions of that concept in a class of Bertrand games of the textbook continuous




i(p) denote the expected payoff from choosing a price p, which depends on
the distribution of the rival's price, denoted by Fj(p):
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In a decision-error model, choice frequencies are positively (although not
perfectly) related to expected payoffs.  We denote the choice density by fi(p) with support
[pL, 100] where pL is the price floor (so pL = 0 or pL = 10).  Using the logit specification
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The dominator is a constant independent of p that ensures that the density
integrates to 1, and µ is an "error parameter" that determines how sensitive choices are
with respect to differences in expected profits.  With µ very large, payoff differences are
irrelevant and behavior is completely random.  At the other extreme, as µ tends to zero,
                                                          
6 See, for example, McKelvey & Palfrey (1995), Capra et al. (1999), Guarnaschelli et al. (2000).12
the decision rule in (2) limits to the perfect-maximization rule; the best option is chosen
with probability one. Note that (2) is not an explicit solution since the densities fi(p) on
the left side also appear on the right side (through the expected payoff function that
appears in the exponential terms).  By differentiating both sides of (2) with respect to p,
one obtains the differential equation: µ  f'i(p) = π
e
i'(p)  fi(p)  for i = 1,2. Taking the
derivative of the expected payoff in (1) and substituting the result, we obtain a differential
equation for the equilibrium choice density:
(3) µ f'i(p)  =  (1 - Fj(p) – p fj(p)) fi(p),    i , j = 1,2,   i ≠  j.
Existence of a solution to (3) follows from Theorem 1 in Anderson, Goeree &
Holt (2001), who consider a general class of games that incorporates the Bertrand pricing
game.  They also show that the solution to (3) is unique and symmetric across players.
PROPOSITION 1.  The logit equilibrium is unique and symmetric across players.
The logit equilibrium can yield predictions that are qualitatively similar to the
distribution of observed choices in our experiment.
[Insert figure 3 about here (now in Appendix D)]
Figure 3 illustrates, giving the equilibrium densities for both treatments with a common
value of the error parameter µ = 1.5.  In the floor treatment the logit equilibrium predicts13
that a substantial number of choices are equal to the floor price and that the density
decays rapidly for higher prices.  In contrast, in the baseline treatment the logit
equilibrium density is much more spread out with almost no choices at the equilibrium
price.  Hence, in both treatments the logit equilibrium predicts the main features of the
histograms of observed choices (compare Figures 2 and 3).
However, the logit equilibrium fails to predict an important aspect of the
experimental data: prices in the benchmark treatment are higher than in the floor
treatment. It turns out to be impossible to reconcile this finding with the logit equilibrium,
as the following theorem shows (see Appendix A for a proof).7
PROPOSITION 2.  In the logit equilibrium, an increase in the price floor results in
higher equilibrium prices in the sense of first-degree stochastic dominance.
The intuition is that, while a higher price floor makes the Nash equilibrium more
salient, the deletion of low prices raises the average logit equilibrium price.  The
discrepancy between this theorem and our main experimental result shows that the logit
equilibrium model does not capture all aspects of the data. In the next section we consider
a different, more cognitive, explanation for our "anomalous" finding.
B. Threats
                                                          
7 The proposition compares equilibrium distributions in the two treatments for a given  µ. One could
rationalize behavior allowing for different values of µ in the two treatments, but that would give up the
basic idea that µ represents a general (cost dependent but game independent) propensity to make mistakes.  14
In light of the findings of the previous section, we venture a conjecture on a
behavioral regularity that might help explain our experimental findings. Could it be that
the players conceive of the general level of payoffs at some Nash equilibrium as a
"threat", and that the size of this threat affects the behavioral inclination by which they
play the game? This conjecture (which was suggested to us by Reinhard Selten) would
suggest that subjects have an inclination to shy away from equilibria which leave them
with low payoffs. Applied to our experiment, in the benchmark treatment the equilibrium
payoffs are low and the threat severe. The players therefore avoid entering a competitive
mode. By contrast, in the price floors treatment, the equilibrium payoffs are higher, the
threat less severe, and the players see no strong long-run reason to avoid initiating price
wars.
We propose a simple adaptive model which allows for a test whether this pattern
of behavior is consistent with our data. Let pt denote a player's price choice in round
t∈{1, 2, ..., 10}, let at denote the average chosen price among all twelve participants in
round t, and let L∈{0,10} denote the level of the price floor. For any t∈{2, 3, ..., 10},
assume that pt is chosen according to the following (Markovian) rule:
pt ∈ argmin x∈{L,...,100} x - [L + δ(a t-1 - L) + ε t]
where δ is a non-negative constant and ε t is a stochastic variable. That is, from round 2
on, each player makes the bid closest to L+δ⋅(at-1-L) plus some random error.
The conjecture about threats can be interpreted in the light of this model. Assume
that the behavior in round 1 is identical to that which is observed in the experiment. If15
players avoid entering a competitive mode, this means that δ=1. They adjust to the
average bid level of the previous period, up to a stochastic component. If players see no
strong long-run reason to avoid initiating price wars, this means that δ<1. Thus, give or
take the stochastic component, they decrease their bids relative to the average bid of the
previous period. The conjecture is that δ=1 in the benchmark treatment, and that δ<1 in
the price floors treatment, in line with the idea that the subjects attitude towards increased
competition will differ depending on the threat.
The conjecture can be formally tested. We first find maximum likelihood
estimates of the parameters δ and the variance, σ, of the error term, for each of the two
treatments. The estimates are δ = 0.96 (0.08) and σ = 54 (6) in the benchmark treatment,
and δ = 0.72 (0.14) and σ = 43 (5) in the floor treatment. We then test the hypothesis that
the true value of δ equals 1, against the alternative that it is less than 1. This hypothesis is
not rejected at conventional levels in the benchmark treatment (p=0.31). It is rejected in
the floor treatment (p=0.04), in favor of the hypothesis that δ<1. We interpreted this as
support for the threat conjecture.
C. Salience
Our study can be related to a methodological discussion concerning stake-size in
experiments. In a classic article, Vernon Smith (1982) lists several desiderata of an
economic experiment. Among them is salience, summarized by Davis & Holt (1993, p.
24) as requiring "that changes in decisions have a prominent effect of rewards". It may
seem desirable to have salient payoffs in experiments, and some controversies in
experimental economics have evolved around these issues (see, e.g., Harrison (1989) and16
the subsequent exchange in the September 1992 issue of the American Economic
Review).
There is evidence that the salience of payoffs may be important in experiments.
For example, Smith & Walker (1993) show that when you pay subjects more the variance
around the equilibrium is smaller, and Capra et al. (1999) show that increasing salience of
best responding while preserving a Nash equilibrium may improve the performance of
that equilibrium. Our results, too, suggest that the issue of salience is important. Lack of
salience of payoffs around the equilibrium can explain why the Bertrand model fails (and
the logit equilibrium can diagnose this).
One must not misinterpret this result. It does not suggest that experimental tests of
the Bertrand model are inherently problematic, or that an experimental design is flawed
when the Bertrand model fails. Non-salience of equilibrium payoffs follows from the very
nature of a Bertrand game, and if real markets resemble Bertrand games non-salience of
payoffs will be a feature to reckon with.
6. Concluding remarks
From the viewpoint of traditional theory, the introduction of price floors in
Bertrand models protect competitors from making low or zero profits, and should thus be
anti-competitive. With our experiment we have shown that the opposite can be true: the
presence of a price floor fostered competition and lead to more competitive pricing!
This finding has potentially important consequences for how to understand
economic situations where there is competition in prices. Consider, for example, the
practice of suppliers to impose bounds on the pricing behavior of their retailers. Although17
this practice, which is often called "resale price maintenance," may be illegal, it is very
common.8 Its occurrence has been viewed as a puzzle by economists and has inspired many
theoretical attempts at explanation.9 These explanations, however, do not exploit the
possible lack of drawing power of a Bertrand equilibrium. Could it be that suppliers practice
resale price maintenance because they wish prices to be low when customers shop (the low
profits hurting the retailers rather than the suppliers), so that the customers buy more?
Another example for which our results may be important concerns auction design.
First-price auctions are structurally very similar to Bertrand games. Consider, for instance,
the case of a procurement auction, where a government agency invites bids from competing
firms to determine which firms should get the right to some "project". These bids are
"prices" that the firms quote, and whoever sets the lowest price wins the project. The insight
that price floors can foster competition translates to the insight that the introduction of a
minimum bid might make the competing firms more aggressive in a procurement auction.
Yet another example might concern the impact of minimum wage legislation.
Suppose two workers compete for the same job, making offers regarding the wage for
which they are willing to take employment. The structure of this situation resembles that
of our experimental games. Minimum wage legislation would correspond to a price floor,
and our result would suggest that such legislation might lead to lower wages.10
On a more general level, our results highlight a possible weakness of economic
models in which the equilibria provide little incentives for decision makers to stick with
the equilibrium. Bertrand competition is just one example. Of course, this point should
                                                          
8 See Ippolito (1990) for a wealth of empirical evidence.
9 See Chen (1999) for a recent model and further references.18
not be oversold, as in fact earlier Bertrand experiments show by documenting features
(other than price floors) that induce fierce competition.11 Nevertheless, we believe that we
have isolated an "effect" which deserves to be taken seriously.
When the concern is important, economic theorists should beware and attempt to
provide new models which can explain behavior and give better predictions. We have
made some attempts along such lines, for the specific experimental context we
considered. We tried to explain the data using McKelvey & Palfrey's (1995) logit
equilibrium model, which seemed apt since it can capture how different costs of deviating
from an equilibrium influences the drawing power of that equilibrium. That model does
fine in terms of predicting that the equilibrium of the benchmark game is unstable, and
that the equilibrium in the price floor game works fine. However, the concept fails to
capture quantitatively what happens in the benchmark treatment. The logit equilibrium
cannot explain why in the benchmark treatment prices are higher than in the price floor
treatment.
Our interpretation, supported by our estimations of a simple model of adaptive
play, refers to the size of the equilibrium payoffs. With a price floor, the threat of arriving
at the equilibrium is not that daunting, so the players are prone to compete vigorously.
Once at the equilibrium, the costs of deviating are non-negligible, so the players stick.
Without a price floor, by contrast, the equilibrium payoffs are low and threatening, so the
players avoid increasing the level of competition.
                                                                                                                                                                            
10 It is noteworthy that a similar conclusion has been derived in some search theoretical work, although the
mechanisms at work seem completely unrelated. See Fershtman & Fishman (1994).
11 For example, the Bertrand model tends to work rather well if a sufficiently large number of competitors
interact, and the information conditions in the market may matter subtly. Dufwenberg & Gneezy (2000,
2002) report results about this using games which are similar to our benchmark game.19
To develop a general model of "threat avoidance" (possibly coupled with those
costs of error-related effects that the logit concept is capable of picking up), which can be
applied to any game, is a task beyond the scope of our paper. In the light of what we have
found in this study, it would seem that such a model must make assumptions about the
cognitive steps by which decision makers choose how to behave. In our context,
anticipation of a possible equilibrium, and some assessment of the desirability of that
outcome, seems to feed back on the players proclivities towards competition. One can
imagine that in other games other details related to the structure of the game affect other
proclivities, say the tendencies to cooperate, to lie, or to take revenge. A general theory
about all of this must be a task for the future. It seems reasonable to expect that it should
be developed hand-in-hand with careful experimentation.
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Appendix A: Proof of Proposition 2
PROPOSITION 2.  In the logit equilibrium, an increase in the price floor results in
higher equilibrium prices in the sense of first-degree stochastic dominance.




L, and let the corresponding symmetric equilibrium distributions
be denoted by FI(p) and FII(p).  We have to show that FI(p) produces stochastically lower
prices, i.e. FI(p) > FII(p) for all interior p.  Suppose, in contradiction, that FI(p) is lower




L, FII starts out below FI and there must be a
price q < p* where the distributions first cross, FI(q) = FII(q), with FII approaching from
below so fI(q) ≤ fII(q).  The logit density in (2) can be written as f(p) = K exp(p(1-F(p))/µ)
where the constant K = f(100) since F(100) = 1.  Hence fI(q) ≤ fII(q) and FI(q) = FII(q)
translate into fI(100) ≤ fII(100).  The distributions necessarily cross again (both are 1 at the
upper end 100) now with FI coming from below, which implies fI(100) ≥  fII(100).  So it
must be the case that  fI(100) = fII(100) and dividing the two densities yields fI(p)/fII(p) =
exp(p(FII(p) - FI(p))/µ).  Now consider the price q where the distributions first cross and
let q' (possibly 100) denote the next crossing.  For all prices p between q and q' we have
FI(p) < FII(p) so fI(p)/fII(p) = exp(p(FII(p) - FI(p))/µ) > 1.  Hence  fI(p) > fII(p) for all p





P1 21* 23 30 23 19** 18** 20* 17* 16* 29*
P2 28* 32** 25* 22* 19** 20* 17 30 35* 35
P3 100 30* 20* 25* 20* 20* 17 30* 35 40
P4 50 40 35 35 99 32 70 50 39 44
P5 60 60 36 36 26 30 50 60 66 100
P6 45 25* 29 30 25 23 15* 43 45 30
P7 13* 21* 23 23 19* 18** 16* 15 10* 23*
P8 37* 32** 31* 26 18* 16* 13* 11* 10* 19*
P9 10* 49 29* 19* 19* 15* 19* 29 40* 15*
P10 66 32 23 21* 21 21 60 49* 45 36
P11 19* 19* 22* 22* 22 16* 16 14* 15* 15*
P12 30 30* 25* 20* 18* 17 13* 10* 30 30**












P1 35* 67 37* 48 99 80 80 31* 37 100
P2 31* 37 28* 30 31 25* 27 25* 65 40*
P3 38* 42 35 30* 31 39* 39* 39* 39 35
P4 67 43* 32 32 25* 30 25* 28* 30* 80
P5 37 25* 30* 30* 25 25* 25* 25** 25* 25
P6 45 45 42 29* 80 89 74 79 35 71
P7 50** 35* 35 20* 20* 20* 20* 30 20* 20*
P8 7* 41 31* 27 20* 26 32 100 23* 24*
P9 50* 31* 30* 30 30 35 24 21** 21* 35*
P10 50** 47 40 35 30* 30** 30 25** 25* 30*
P11 69 43* 29* 19* 26* 18* 22* 21** 30* 25
P12 60 25* 45 15* 10* 30** 10* 43 35 28*












P1 27* 27 20* 19* 18* 18 9 7* 7* 5*
P2 50 40* 30 25 20* 15 15 9* 10* 8*
P3 15* 23 19 20 15 14* 13 9* 8* 6*
P4 5* 11* 21* 17* 11* 9* 17 9* 17* 16*
P5 9* 30* 32 21 15* 9* 10* 11 10 10
P6 80 49 29 19* 19* 19* 8* 19 8 4*
P7 42 20* 30 15* 15* 12* 12* 12 8* 9
P8 45 21* 18* 27 20 19 15 10* 15 10
P9 10* 20 15* 10* 20* 20 10* 10 5* 10
P10 30 15* 20* 20 18* 18 10* 10* 10 8
P11 30* 10* 20 21 17 13 11* 11 11* 11*
P12 59 23 11* 8* 10* 12* 10 10* 100 100












P1 35* 45 24* 32* 23* 22* 22** 13* 12* 9*
P2 5* 25* 50 40 35 30 20* 20* 20 20
P3 56 25* 37 13* 24* 26* 23* 20* 18* 15*
P4 50 49 39* 38 37 36 35 20** 19* 18*
P5 70 30* 30* 32* 31* 29 30 20** 18 15*
P6 49* 39* 36 20* 30* 35 19* 22 18** 80
P7 38 41* 36* 26 28 24* 22** 24 24 30*
P8 20* 69 34* 43 29 28* 28 20* 20 100
P9 40* 51* 42 33* 37 30 25* 31 20 100
P10 60 36 23* 35** 40 20* 30 21* 19* 15*
P11 37 48 38 35** 30* 33 27* 24* 18** 100
P12 36* 43* 37* 32 29* 31* 30 26 16* 20












P1 10* 20* 20* 20** 15* 15** 15 20 12* 28*
P2 23 32 22 17** 25 25 32* 24 24 35**
P3 39 28* 22* 20 42 39 24 27 38 40
P4 37* 33 23* 20** 25* 25* 22 25 30 20*
P5 30* 29 20 19* 19 14* 14* 14* 14* 30
P6 13* 20* 27 15* 50 15* 25 13* 30* 30*
P7 30* 10* 43 32 10* 15* 12* 20* 17 13*
P8 80 25 25 30 35* 40 35 40* 40 35**
P9 40 35 15* 13* 15* 15** 13* 15* 18* 15
P10 33 13* 12* 11* 16 18 14* 17* 10* 26*
P 1 1 4 02 95 08 06 05 02 56 05 05 0
P12 25* 25* 20* 17** 19* 20* 15* 25 25* 30












P1 10* 24 19* 18 16 14 12** 10* 10** 10*
P2 19* 15* 17* 18 17** 10** 10** 13 10** 10**
P3 10* 50* 30 17** 10** 20 10* 15 10** 30
P4 25 15* 20 17* 17** 12* 12 10** 10** 100
P5 20 20 18* 18 11* 11* 11 10** 10** 10**
P6 20* 15 25 15 15* 13 12** 10** 10** 10**
P7 37 10* 13* 16* 10* 10** 10** 10* 10** 10**
P8 59 19* 14 10* 12* 10** 10** 10** 10** 10**
P9 11* 11* 12* 12* 13 10* 10** 10** 10** 10**
P10 87 87 18* 16* 16 10** 10* 10** 10** 10*
P11 30* 30 30 17 12 10* 10* 10** 10** 10**
P12 23 20 20 17** 15 13 12 10** 10** 10**












P1 45 45 25 20 29 17 14 20 10** 10**
P2 10* 21* 37* 10* 17 10** 10** 10* 10** 10**
P3 47 44 19* 34 90 15* 14 10** 10** 10**
P4 60 30 10** 10** 10* 10** 10** 10** 10** 10**
P5 10* 20* 20 15* 18 17 15 10** 10** 10**
P6 55 10* 10* 10* 10* 10** 10* 10* 10** 10**
P7 25* 32 28 10** 12 15* 10* 10** 10** 10**
P8 30* 10* 10** 10* 10* 10* 10* 10** 10* 10*
P9 40 10* 10* 20* 20* 30 10** 10** 10** 10**
P10 50* 10* 50 30 10* 10* 10** 10** 10** 10*
P11 80 40 20* 20 17* 17 10* 10** 10** 32
P12 10* 45 70 35 27 10** 40 50 20 15












P1 10* 15* 20* 25** 24 15 10* 15 10* 10**
P2 28* 10* 20* 13* 23 10** 50 10** 99 11
P3 10* 50 10** 80 12* 11* 12* 11 10* 10**
P4 35 25* 23 14 10* 12* 10** 10* 10** 10**
P5 50 25* 25 15* 13 10** 10** 10** 10** 10**
P6 50 30 10** 15 10* 10* 10** 10** 10** 10**
P7 25* 25 20* 17* 12** 10* 10** 10* 10** 10**
P8 50 24* 24 19* 14 10** 10** 10** 10** 10**
P9 85* 35 15* 18 14* 15 11* 11 10** 10**
P10 50* 45* 38 17 12** 25 25 25 10** 10**
P11 99 99 35 25** 27 17 12 10* 10* 10**
P12 40 20 14* 10* 10* 11 10** 10** 10** 10**












P1 30* 25* 40 28 20** 17* 18** 19 10* 25
P2 10* 25* 29 25* 30 15* 11* 100 22** 19*
P3 20* 15* 20* 17* 17* 17 14* 12* 25 56*
P4 49 39 30 20* 20** 20** 10** 10* 10** 20
P5 40 40** 35 25 20* 20 15 14 12** 12*
P6 55 35 25* 20* 20 20 10** 15 55 55
P7 40* 35 25* 20* 20 15* 14* 14* 14* 14
P8 17* 27 20** 25 19* 17* 30 17 10** 10*
P9 75 40** 30* 30 30 20** 20 20 15 99
P10 60 14* 23* 27 18* 17** 15 10* 12** 12*
P11 12* 52 28* 24* 32 17** 18** 16* 15 13*
P12 50 25* 20** 25** 19* 18 15 13* 13* 13












P1 20* 19 15* 20 10** 15 10** 15 100 10**
P2 25 12* 15* 13 11* 11 10** 19 19 11
P3 19* 19 16 16* 15 10* 10** 10* 10* 10**
P4 10* 10* 11* 15 25 10* 10** 10* 10* 10*
P5 23 15* 13* 12 10* 10** 10** 10** 10** 10*
P6 47 30 14 10* 10** 10** 10** 10** 10* 10*
P7 20* 10* 10* 10* 10* 10* 10* 10* 10* 20
P8 25 20 10* 15* 15 10* 10** 10** 10* 10**
P9 12 12 20 16 10** 12 10** 12** 10** 12
P 1 0 4 04 02 32 51 0 * * 2 02 02 01 51 0 * *
P11 10* 11* 12* 10* 10** 10* 10** 10** 10** 10*
P12 10* 15* 11* 10* 10** 12 12** 10** 10** 50








Av. winner 14.8 12.2 12.1 11.8 10.1 10 10.2 10.2 10 1029
Appendix C: Instructions
The following game will be played for 10 rounds. In each round your reward will depend on
your choice, as well as the choice made by one other person in this room. However, in each
round you will not know the identity of this person and you will not learn this subsequently.
At the beginning of round 1, you are asked to choose a number between 0 and 100
{10 and 100 in the floor treatment}, and then to write your choice on card number 1
(please note that the 10 cards you have are numbered 1,2,...,10). Please write also your
registration number on this card. Then we will collect all the cards of round 1 from the
students in the room and put them in a box.
The monitor will then randomly take two cards out of the box. The numbers on
the two cards will be compared. If one student chose a lower number than the other
student, then the student that chose the lowest number will win points equal to the
number he/she chose. The other student will get no points for this round. If the two cards
have the same number, then each student gets points equal to half the number chosen.
The monitor will then announce (on a blackboard) the registration number of each student
in the pair that was matched, and indicate which of these students chose the lower number
and what his/her number was.
Then the monitor will take out of the box another two cards without looking,
compare them, reward the students, and make an announcement, all as described above.
This procedure will be repeated for all the cards in the box. That will end round 1, and
then round 2 will begin. The same procedure will be used for all 10 rounds.30
Appendix D: Figures
Figure 1: Mean prices over time  






























Figure 2: Relative frequencies of prices for last five periods 
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