In this paper we present a new automatic male/female classification method based on the location in the frequency domain of the first 2 formants. This clwication is based on a new automatic formant extraction which is faster than a peak picking technique. Gender-dependent acoustic-phonetic models stemming from this classification are used in the INRS Continuous speech recognition system with ATIS corpora. An improvement of 14% is obtained with these models in comparison to the baseline speaker-independent system.
INTRODUCTION
Today, most of the research in speech recognition is focused on the speaker-independent speech recognition problem. Generally the parameterization techniques used for speaker-dependent or independent recognition is the same. However, in the case of speaker-independent speech recogimition, it is well known that the performance of recognizers for female speakers is almost always worse than that obtained for male speakers. The common solution adopted by several researchers is to have separate male and female acoustic-phonetic models. The training corpora is split up -manually or automatically-into female and male speakers.
Generally the automatic male/female classification is rlchieved based on the average d u e of the fundamental frequency, FO. However the distinction between men and women could also be represented by the location in the frecpency domain of the first 3 formants for vowels [l], since we know that men and women have different formant positions for vowels. Our automatic male/female dwification is based on the difference of position of the first and second formants between men and women; when we add the position of the third formant, the performance of our dwifier does not increase.
The basic idea is to detect the gender of each speaker (in both training and testing corpora) with a robust but fast algorithm. We use a new automatic formant extraction technique which performs a detection of energy concentration. This algorithm provides good results and is much faster than the classic peak picking technique [2].
In the section 2 we describe our new formant extraction algorithm based on an iterative and fast research of the energy concentration in successive intervals. In section 3 we describe the automatic male/female detection which is based on the location of the first and second formant. Sections 4 and 5 provide the description of the INRS continuous-speech recognizer, the experimentation conditions and comparative results obtained by genderdependent acoustic phonetic modelling.
FORMANT EXTRACTION
The new algorithm of formant-position evaluation presented in this paper is built on two main principles: (a) each formant has an associated bandwidth, (b) each formant falls in a known interval. The principle (a) allows us to look for a position in the spectra where there is a reasonable concentration of energy, and principle (b) allows US to delimit for each formant (first and second) the area'in the frequency domain where we have to look for this concentration of energy. The process described in this paper reduces significantly the interval where the first or second formant can be found.
Let us define Y as the spectral energy vector obtained from the fast Fourier transform of the preemphasized signal:
where z(n) is the input signal and a is appro~mately e q d to 0.95. The vector Y' used in the algorithm wiU be defined later.
An illustration of the process is shown in figure 1. Since the goal is not to find an exact position of the formant but an estimate good enough to allow us to discriminate between men and women, a reasonable estimate is: In our implementation, the speech signal is sampled at 16 kHz. 
Second formant estimation
To estimate the position of the second formant, an initial interval is needed as in the case of the first formant. kb is taken equal to:
where kF1 is the estimated position of the first formant, and k, has been fixed at 92 (2875 Hz) because the second formant is rarely beyond this value.
The spectral vector Y' used to evaluate the second formant k a weighted version of Y. This is made through the use of a balancing vector y defined by:
with a = log(0.1)/208. The weighted spectral energy vector is given by:
The weighting vector 7 highlights the energy around 1500
Hz which compensates for the high concentration of energy often observed in the first formant region. An example of the first two formants as found by the algorithm is shown in figure 2.
AUTOMATIC MALE/FEMALE CLASSIFICATION
As we pointed out before, the location of the first three formants is very different for men and women. Table 1 provides the average formant frequenaes for English vowels by adult male and female speakers. We use the d u e s of the first 2 formants as a reference for our classification. It Figure 2 . The upper part shows t h e first two formants of the sentence %n the year earlier period"
and t h e lower part shows its spectrogram.
should be pointed out, that using the third formant does not bring an improvement in our classification results. The classification is achieved on the two first sentences pronounced by each speaker (an average of 7 seconds per sentence). The consonant frames are detected by a comparison of the energy concentration in low and high frequency. The silence is determined using a minimum threshold of the energy.
For each speaker we compute 2 scores corresponding to the number of times the formant positions of a frame are assigned the male (and respectively the female) values. To do this, the formant locations of the vowel frames are com-1 d with the reference male/female formant locations of dl vowels. The least difference provides the gender assoaated to this frame. The corresponding score (male score or female score) is increased by 1. At the end of this computation, the greater score determines the estimated gender of the speaker. The recognition process is based on a twc+pass search tcechnique on the current block. The results of each block are passed to the next one for a new twa-pass search until no more data is available.
The first pass produces a word graph Using come MOUStic and language models. This word graph is rescored in the second pass using fine acoustic and language models. We used statistical language models (n-grams) in our system. The coarse language model used in the first pass is a bigram model. The h e language model used in the second pass is a trigram model. To cope with the "unseen events" problem, the intexpolated estimation method is used.
EXPERIMENTAL CONDITIONS

Automatic gender detection
First, the automatic gender dassification is performed on all speakers of the training corpora, which are split up into male and female classes. Each set of speakers is used to estimate the corresponding gender-dependent acousticphonetic models. In the testing phase, the gender of each speaker is determined by the classification process using the first 2 sentences pronounced by the speaker. Then the corresponding acoustic-phonetic models are used in the recognition phase.
In both training and testing sets, 15% of speaken are wrongly classified. A dassification is considered to be an error when the classifier finds a male speaker, whereas listening to the sentence seems to indicate a female (or vice versa). However we do not correct this distribution of the training (or the testing) corpora. The sentence, based on fundamental frequency FO, can appear to come from a woman while the formant positions are closer to formant locations for men.
Comparative Results
The speech corpus used in these experiments came from 
