The New Jersey Department of Health and Senior Services (NJDHSS), with support from the Agency for Toxic Substances and Disease Registry (ATSDR) conducted an epidemiological study of childhood leukaemia and nervous system cancers that occurred in the period 1979 through 1996 in Dover Township, Ocean County, New Jersey. The epidemiological study explored a wide variety of possible risk factors, including environmental exposures. ATSDR and NJDHSS determined that completed human exposure pathways to groundwater contaminants occurred in the past through private and community water supplies (i.e. the water distribution system serving the area). To investigate this exposure, a model of the water distribution system was developed and calibrated through an extensive field investigation. The components of this water distribution system, such as number of pipes, number of tanks, and number of supply wells in the network, changed significantly over a 35-year period (1962-1996), the time frame established for the epidemiological study. Data on the historical management of this system was limited. Thus, it was necessary to investigate alternative ways to reconstruct the operation of the system and test the sensitivity of the system to various alternative operations. Manual reconstruction of the historical water supply to the system in order to provide this sensitivity analysis was time-consuming and labour intensive, given the complexity of the system and the time constraints imposed on the study. To address these issues, the problem was formulated as an optimization problem, where it was assumed that the water distribution system was operated in an optimum manner at all times to satisfy the constraints in the system. The solution to the optimization problem provided the historical water supply strategy in a consistent manner for each month of the study period. The non-uniqueness of the selected historical water supply strategy was addressed by the formulation of a second model, which was based on the first solution. Numerous other sensitivity analyses were also conducted using these two models. Both models are solved using a two-stage progressive optimality algorithm along with genetic algorithms (GAs) and the EPANET2 water distribution network solver. This process reduced the required solution time and generated a historically consistent water supply strategy for the water distribution system.
INTRODUCTION
Groundwater has been the sole source of potable water supply in Dover Township, Ocean County, New Jersey. (ATSDR 2001a, b, c, d) . In a recently completed case-control epidemiological study (NJDHSS 2003) , the NJDHSS documented a statistically significant association and consistency in multiple measures of association between prenatal exposure to time-specific contaminated community water source (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) and leukaemia in female children of all ages (odds ratio (OR) of 5.0 and 95% confidence interval (CI) of 0.8-3.1).
Based on these results, it is apparent that a necessary and important step for the epidemiological study was modelling and historical reconstruction of the water supply to the water distribution system. For this purpose, a computational model of the water distribution system was developed and calibrated through an extensive field investigation by ATSDR (Maslia et al. 2000a, b) . This model and the historical water supply strategies were used by epidemiologists to develop exposure indices. The indices were derived by determining the percentage of water that study subjects may have received from each point of entry (i.e. wells and well fields) to the water distribution system. The percentage or proportionate contribution of water to locations in the distribution system from wells and well fields thus became a surrogate for exposure pathways and exposure intervals ).
This approach allowed epidemiologists to assess more accurately the association between the occurrence of childhood cancers and exposure to each of the sources of potable water entering the distribution system, including those known to have been historically contaminated.
Complete details pertaining to the historical reconstruction of the water supply to the water distribution system are provided in Maslia et al. (2001) .
The components of this water distribution system, such as number of pipes, number of tanks, and number of supply wells in the network, changed significantly over a 35-year period (1962-1996) , the time frame established for the epidemiological study (Figures 1 and 2) . Data on the historical management of this system was limited.
Thus, it was necessary to investigate alternative ways to reconstruct the operation of the system and test the sensitivity of the system to alternative operations. Sensitivity analyses of the historical water supply strategy can be obtained from the solution of the optimization problem discussed in this paper. The non-uniqueness of the selected water supply strategy obtained from the optimal solution was addressed by the formulation and solution of a second model, and through numerous sensitivity analysis runs. Both models are solved using a two-stage optimization algorithm identified as the 'progressive optimality genetic algorithm' (POGA). POGA utilizes the EPANET2 water distribution network model as the simulator and genetic algorithms (GAs) as the optimizer to form an efficient algorithm for the solution of the nonlinear dynamic problem. This approach is employed to reconstruct a historically consistent water supply strategy for the water distribution system serving the Dover Township area.
OPTIMIZATION MODEL
The optimization algorithm for reconstructing the water supply strategy in a water distribution system is based on the EPANET2 water distribution network model. The EPANET2 model performs extended period simulation of hydraulic and water quality behaviour within pressurized pipe networks (Rossman 2000) . The EPANET2 code was used as a simulator embedded in the optimization model to track the flow of water in each pipe, the pressure at each node and the height of water level in each tank throughout a water distribution system during a multi-time-step simulation period. The hydraulic water supply variables of the water distribution system network included the operation of water supply wells, storage tanks, and high-service and booster pumps (hereafter referred to as 'pumps'). The characteristic parameters of the network and the control rules for the operation of tanks and pumps over the study period are summarized in data files representing presentday and monthly conditions through an extensive field investigation and data collection effort (Maslia et al. 2000a . These data files are used as the initial input files for the EPANET2 model and they provide the optimization model consistent historical network data (pipelines and hydraulic facilities) for the system.
Decision variables and constraints
In the EPANET2 model, the water supply strategy of a water supply well can be determined in terms of the distribution of discharge scaling factors associated with these wells (Rossman 2000) . The distribution of these factors over a simulation period will be referred to as 'pattern(s)' from this point on. A pattern in an EPANET2 input data file represents the distribution of water demand or supply over time at a junction (node) of the network, based on the base demand or supply rate associated with the junction. EPANET2 input data files may include one or more patterns. In this study, the number of time intervals for a pattern is always defined to be 24 in a one-day simulation period. For instance, if the base demand of a junction is 100 m 3 s − 1 and the pattern factor of the junction at a time interval t is 0.5, the actual water demand of the junction at the time interval t would be 50 m 3 s − 1 . In an EPANET2 input data file, the pattern is usually selected as constant for all demand junctions characterized by a similar diurnal demand (e.g. residential water demand). The junctions representing the water supply wells supplying water directly to the system ('supply nodes') can have a distribution of factors over a simulation period and each water supply well can have its own 24-hour pattern. A major task in the reconstruction of the water supply strategy is the determination of these patterns for the water supply wells while satisfying the minimum and maximum pressure constraints for each junction and water level constraint for each tank in the network.
If there are N water supply wells in the water distribution system, these wells are denoted as n = 1, 2, . . ., N.
Each water supply well has its own water supply pattern, which is defined for a period of one day. Each pattern consists of 24 pattern factors representing the water supplied by the water supply well during that hour. These pattern factors are denoted as x i (t) (i = 1, 2, . . ., N; t = 1, 2, . . ., 24), where subscript i represents the well number and t represents the time (hour). Because the average daily water supply for each well is known from historical monthly production data , Appendix B), the following constraints should then be applied to these pattern factors:
where Q total is the total supply and Q base is the base supply rate for the junction, and b i is a known constant because the Q total and Q base are known historical quantities for the supply junction for a day.
If the ith water supply well is not operated at hour t, the pattern factor of the well i at hour t is zero, x i (t) = 0. If the ith water supply well is in operation at the hour t, the pattern factor of the ith well at hour t, x i (t) should be larger than a minimum value and smaller than a maximum value representing the operational range of the water supply well. These constraints for each pattern factor x i (t) (i = 1, 2, . . ., N; t = 1, 2, . . ., 24) can be represented as:
where x i min is the minimum and x i max is the maximum pattern factor of the ith water supply well. The pattern factors can be written in vector form as:
The water management strategy of storage tanks and pumps in the water distribution system are represented by the 'control rules'. The control rules represent the status
(close, open and pump efficiency) of the pumps during the operation of the water distribution system. In this study, the control rules, which control the operation of the pumps, are assumed predefined based on the hydraulic characteristics of the equipment. Thus, the pattern factors for the water supply wells are only the decision variables for the optimization problem to reconstruct the water supply strategy of the water distribution system.
Objective function
The objective of reconstructing the water supply strategy is to determine the pattern factors for the water supply wells, while satisfying the water pressure requirements at each junction and water-level constraints at each storage tank in the water distribution system. Suppose there are M junctions in the system, and one of the objectives is to satisfy the minimum and maximum pressure constraints as:
where P i (t) is the water pressure at the ith junction at hour t, P min is the minimum pressure required at a junction, and P max is the maximum pressure a junction may bear.
The other objective is to satisfy the water-level constraints in storage tanks. The tank operation rules require that the water level in any storage tank should always be lower than its highest allowable water level and higher than its lowest allowable water level. Assuming that there are T tanks in the system, these constraints can be defined as:
where L j (t) is the water level in the jth tank at hour t and L j min and L j max are the lowest and highest allowable water levels of the jth tank.
In addition to the above two objectives, the water level in a storage tank at the end of the day (t = 24), is constrained to be equal to the initial (t = 0) water level in a tank, because continuous simulations longer than a 24-hour period were required during subsequent analyses for the epidemiological study. These constraints can be defined as:
The sensitivity of optimal solutions obtained with respect to this constraint is investigated in detail as discussed in Part B of this paper (this issue).
In Equations (4-6), P i (t) and L j (t) are functions of the decision variables, x i (t), which can be obtained by solving the hydraulic simulation of the water distribution system using EPANET2 water distribution model. Due to the complexity of the network and the EPANET2 water distribution model, P i (t) and L j (t) cannot be represented as explicit functions of the decision variables. Thus, it may not be feasible to enforce the constraints of Equations (4-6) directly in the water supply reconstruction problem.
In order to have the water supply strategy satisfy the constraints as much as possible, these constraints are converted to an objective function by imposing a penalty for the violation of the constraints. By minimizing the objective function while satisfying the constraints of Equations (1) and (2), the patterns of the water supply wells in the system satisfying the minimum constraint violations (Equations (4-6)) can be obtained.
If the water pressure of a junction at time t, P i (t), satisfies Equation (4), there is no penalty; that is, the penalty is assumed to be zero. If the water pressure at the junction is out of the constraint range, a penalty will be imposed. Thus, the penalty at the ith junction at time t, C i (t) J , can be defined as:
The total penalty for the ith junction for a day can be defined as:
Similar to junctions, if the water level in the jth tank at time t, L j (t) satisfies Equation (5), the penalty is defined as zero. Otherwise, a penalty is imposed. Thus, the penalty function for the jth tank at hour t, C j (t) T , can be defined as:
where a T is the penalty factor for a tank, where the tank water-level constraints are violated. Similarly, the total penalty for the jth tank for a day can be defined as:
If the water level in the jth tank at time t = 24 hour is equal to the water level in the tank at time t = 0, Equation (6) is satisfied. Otherwise, a penalty is imposed and the penalty function, C TI j , is defined as:
where a TI is the penalty factor for a tank, if the constraint of Equation (6) is violated.
The objective function of the optimization problem used to reconstruct the water supply pattern for the system is defined in terms of the total penalty function for the system, which can be given as:
EPANET2 water distribution system model
The EPANET2 water distribution system model and its predecessor versions have been widely used to simulate the operation of water distribution systems for public health analyses in numerous field applications (Grayman et al. 1988; Rossman et al. 1994; Aral et al. 1996 Aral et al. , 2001a Maslia et al. 2000a, b) . In this study, the EPANET2 model is used to obtain the hydraulic simulation parameters of the water distribution system. Mathematically, the EPANET2 model works as a function that associates the decision variables (the pattern factors), X, with junction pressures, P i (t) (i = 1, 2, . . ., M; t = 1, 2, . . ., 24), and water levels in tanks L j (t) (j = 1, 2, . . ., T; t = 1, 2, . . ., 24). For a given set of decision variables, X, the P i (t) and L j (t) can be obtained from the EPANET2 model, which can be written as:
Optimization model
Based on the previously described terminology, the objective function C of Equation (12) is a function of the decision variables, X. Thus, the objective function can be rewritten as:
The reconstruction of the optimal water supply strategy can now be formulated as:
NON-UNIQUENESS OF WATER SUPPLY STRATEGIES
The analysis presented above will be used to generate the optimal operational strategy for the water distribution system during sensitivity analysis simulations. In Part B of this paper (this issue) this operational strategy will be used to evaluate the historical percentage contribution of water from sources (wells and well fields) to locations throughout the Dover Township area serviced by the water distribution system (proportionate contribution).
The proportionate contribution of water was derived by conducting source-trace simulations using EPANET2. The purpose of the analysis is to evaluate the effect of the operation of the water distribution system -when compared with the base condition of the manually derived system operations -on the proportionate contribution of water that will be generated in the system.
So far, the operation of the water distribution system has been described in terms of two patterns. These patterns are generated using the manual approach of parameter adjustment and the optimization approach as described above. However, the water supply strategy 
where G(X) is the term related to the previous objective function value and defined as:
where b is a trade-off coefficient and δ is an allowable error. Equation (18) 
SOLUTION ALGORITHM
The mathematical models given in Equations (15) (Holland 1975) . The most important feature of GAs is that they use the objective function itself, instead of derivative information on the objective function and constraints, to search for the optimal solution. It is well known that GAs have proved to be very efficient in solving problems with bounds. For the problems with equality and inequality constraints, additional transformations should be done (Guan and Aral 1999a, b) . Considering the complexity of the optimization problem defined above and the special features of GAs, a new approach is proposed to solve the problem at hand. In the proposed approach, the GA is embedded in a progressive optimality algorithm (POA) and is used to solve a two variable optimization problem. The resulting algorithm is identified as progressive optimality genetic algorithm (POGA) and is proposed as the method to solve the previously described optimization problems. Considering that the difference between both models is only in the definition of the objective functions, and has no effect on the optimization algorithms used, the model described by Equation (15) is chosen as an example to illustrate the principles and processes included in POGA.
Progressive optimality genetic algorithm (POGA)
The progressive optimality algorithm is based on the 'principle of optimality' (Bellman 1957) . Its basic idea of searching for the optimal solution is straightforward. In this approach, the optimization process is divided into two steps: decomposition and iteration. In the decomposition step, POGA decomposes a multi-stage, multi-dimensional, dynamic problem into a series of two-stage multi-variable static problems, which can be solved by static optimization methods such as linear and nonlinear programming methods or GAs. In the iteration step, POGA applies the iteration mechanics to obtain convergence. For simplicity and without loss of generality, an example with one water supply well with index i is chosen to illustrate the computational procedures of the POGA.
Step 1. A feasible solution is assumed as the initial solution and is denoted as [
where superscript k indicates index of iterations, where
Step 2. Under the condition of fixed x i (t) (k) , ∀t except 
Step 3. For t = 1 to 23, one repeats step 2 and obtains a new solution denoted as [x i (1) (k + 1) , x i (2) (k + 1) , . . .,
Step 4. Compare two consecutive solutions [x i (1) (k) ,
If the difference between these two solutions is smaller than a pre-specified accuracy limit, the computation process terminates. Otherwise, one selects
T as the new initial solution; that is, k ⇐ k + 1 and continues with steps 2 through 4 until convergence is achieved.
As demonstrated in the application of this algorithm (Aral et al. 2001b, Part B, this issue) , the objective function values in the iteration process are monotonically decreasing, and the minimum objective function value in this problem is zero if all constraints are satisfied. This would indicate that the iteration process is convergent.
Optimization algorithm in two-stage problems
In two-stage optimization problems, a genetic algorithm is applied to search for the optimal solution. Assuming that the two stages are t and t + 1, X(t) and X(t + 1) are two vectors denoted as X(t) = [x 1 (t), x 2 (t), . . ., x N (t)] T , and X(t + 1) = [x 1 (t + 1), x 2 (t + 1), . . ., x N (t + 1)] T , then the original optimization problem can be restated as:
Minimise ͕C ϭ f͑X͑t͒,X͑t ϩ 1͒; X͑t͒,t s t, t ϩ1͖͒
where x i (t), t = 1, 2, . . ., 24, but t s t and t + 1 are constants evaluated by previous iteration or initial solution.
The model can be further simplified as:
Through this approach, the original problem becomes a static optimization problem with 2 × N variables.
Because of the equality constraints, the number of independent variables is N. Without loss of generality, x i (t + 1) ∀i are taken as the independent variables, and x i (t) ∀i as the dependent variables, which can be directly calculated using the equality constraints. In the application of GAs, the random selection of x i (t + 1) must yield x i (t) variables, which satisfy the bounds of this variable. To achieve this condition, the constraint for x i (t + 1) can be given as:
At the same time, x i (t + 1) must also satisfy x i min (t + 1) ≤ x i (t + 1) ≤ x i max (t + 1). Synthetically considering these two constraints, a new constraint can be obtained as:
where
Therefore, the two-stage problem can be simplified as:
This bounded optimization problem can be solved by
GAs efficiently (Guan and Aral 1999a, b) . The application of GA is straightforward for the optimal solution of this until an optimum condition is satisfied (Goldberg 1989) .
These procedures of the GA, used in the solution of this problem, are described below for completeness.
Division of variables
Variables x i (t) and x i (t + 1) ∀i are divided into two parts:
the independent and dependent variables. In this formulation x i (t + 1) ∀i are defined as the independent variables, x i (t) ∀i are defined as the dependent variables.
Coding the problem
In GAs, the independent variables are coded as binary and the variable range will be discretized into 2 k points.
The discrete interval can now be given as:
If the integer of the binary variable is m, then the corresponding variable x i (t + 1) value can be given by:
If x i (t + 1) is less than the minimum constraint value of the water supply well, then x i (t + 1) is assigned a zero value.
Forming the initial population 
Evaluation of members in the population and choosing parents
The quality of the members of a population is measured by their fitness values. The fitness of a member is a nonnegative function, which is determined by the objective function value. In this problem, objective function is minimized. The fitness of each member can be defined by:
The probability of selection value may then be used to select strings from the current population to form a mating pool. The larger the fitness, the larger the probability that corresponding members will be selected as a parent. Thus, members with higher relative fitness values are more likely to be selected for mating. The roulette wheel method of selection gives members with higher relative fitness values a greater probability of being selected to enter the mating pool.
Forming a new population
The next population is formed by using the three standard operations of GAs: direct selection, crossover and adaptive mutation processes.
Direct selection operation
Members with the highest fitness enter directly to the next population at some proportion. These members may also be selected as parents for the mating pool. Thus, using this selection, the best members are protected, and at the same time, this selection assures the monotonic increase of the objective function values of the best member during each generation.
Crossover operation
Crossover is a principal genetic operation. In this operation, two parent members from the mating pool are spliced at a randomly chosen point, to create two children strings. The children strings will be made up of genetic material from both parents. The crossover operation can easily be realized by computer bit operations.
implies that the worst members are more likely to be selected for mutation and the best members do not undergo mutation. This adaptive mutation process helps to protect the best members from mutation and improves the worst members through mutation.
The three operations are applied to the current population to form the next population of x i (t + 1). For each member in the next population, x i (t) can be computed by the equality constraint once the x i (t + 1) population is generated. x i (t) and x i (t + 1), together with x i (t), t = 1, 2, . . ., 24, but t s t and t + 1 is used to determine the fitness of each member in the next generation.
The steps described above are repeated from generation to generation for a specified number of generations or until some stopping criterion, such as convergence of the population to a single solution is achieved. These procedures yield a very effective solution strategy for optimization problems, where the solution domain is bounded. The flowchart of the procedure for POGA is shown in Figure 3 .
INTEGRATED SYSTEM OF POGA AND EPANET2
The POGA has been employed as an effective optimizer to reconstruct the water supply strategy in a water distri- 
CONCLUSIONS
In this paper, the reconstruction of the historical water supply strategy in the water distribution system is formulated as an optimization problem. In the model, the supply of water from junctions (model nodes) identified as wells discharging directly into the distribution system were This algorithm incorporates the progressive optimality algorithm and GA and provides an efficient alternative to solve highly nonlinear dynamic problems. The POGA is integrated with EPANET2 to construct an efficient optimization algorithm, which provides a visual tool for reconstructing the historical water supply strategies in a water distribution system. The applications of the integrated system to the water distribution system serving the Dover Township area, New Jersey, and a complete set of sensitivity analyses conducted to evaluate the robustness of the proposed methodology are discussed in Part B of this paper (this issue).
