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1. INTRODUCCION 
 
 
Este informe presenta los resultados del proyecto titulado “Modelado y diseño de 
estrategias de control avanzado para hornos eléctricos de tratamientos térmicos”, el cual 
se divide en cuatro partes de la siguiente manera: 
Primero se estudia el comportamiento y las características de un horno eléctrico real en el 
que se realizan tratamientos térmicos. Se identifica el sistema calefactor del horno y su 
funcionamiento, las propiedades y dimensiones del horno junto con los elementos que lo 
componen. 
Se procede a realizar un modelo matemático del horno que tenga en cuenta la 
transferencia de calor por convección y radiación, obteniendo un modelo complejo y no 
lineal que tienen en cuenta las características de los materiales que conforman el horno y 
las pérdidas de calor que suceden cuando el horno eléctrico está en funcionamiento. 
A partir de esto se realiza la linealización en torno a los puntos de equilibrio requeridos en 
un tratamiento térmico y se realiza el análisis de estabilidad, controlabilidad y 
observabilidad del sistema. 
Para el control de temperatura se seleccionan cuatro estrategias de control: Un 
controlador PID, debido a su amplio uso en sistemas de control industrial; una estrategia 
por retroalimentación de estados, ya que este método de diseño de sistemas de control 
no lineal ha tenido gran aceptación en los últimos años y es interesante observar como la 
dinámica no lineal del sistema se puede transformar en una dinámica lineal. Se realiza 
una estrategia de control utilizando desigualdades lineales matriciales por la oportunidad 
que se presenta de controlar una planta en distintos puntos de operación. Por último, se 
aplica una estrategia de control basada en espacios métricos con el fin de que varias 
variables ante una perturbación puedan restablecerse en el valor deseado. 
Al finalizar, se analizan los resultados y se comparan las señales de control y la curva de 
temperatura de la pieza entre las cuatro estrategias para definir cuál de estas sería la 
adecuada para aplicar al horno eléctrico de resistencias en el que se basa el modelo 
matemático realizado. 
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1.1 ESTADO DEL ARTE 
 
Una gran parte de procesos industriales requieren manejar la temperatura y la aplicación 
de calor controlado sobre un material con el objetivo de cambiar o alterar las propiedades 
de este. Para llevar a cabo el proceso se utilizan hornos industriales capaces de calentar 
por encima de la temperatura ambiente un material [1]. 
 
Entre los diferentes tipos de hornos resaltan los hornos industriales de resistencias, 
permitiendo controlar la velocidad de elevación de la temperatura que puede alcanzar 
rangos de 1200°C, por tanto son utilizados para realizar procesos como la fusión y 
tratamientos térmicos de los metales. 
En el caso de un tratamiento térmico, se pretende cambiar la resistencia, dureza u otras 
propiedades de los materiales con el fin de impartir determinadas características al 
elemento tratado. Para lograr el objetivo se debe cumplir unas condiciones en la medida 
de la temperatura que garanticen cada una de las fases del proceso térmico: el 
calentamiento hasta la temperatura deseada, la permanencia en esta temperatura y el 
enfriamiento. 
El control de temperatura de un horno industrial es un proceso no lineal, por lo tanto se 
debe desarrollar una estrategia de control que se ajuste a los requerimientos por los 
tratamientos térmicos. Como primer paso se debe proporcional un modelo matemático en 
el que se incluyan los factores que intervienen en el calentamiento de las partes dentro 
del horno. 
El modelo matemático propuesto en [2] muestra el comportamiento de la temperatura 
interna, en el tiempo, cuando se aplica una potencia eléctrica, teniendo varias 
consideraciones como una capacidad térmica de la pared reducida y una aproximación de 
la temperatura entre las resistencias y la pared interior del horno. La propuesta dada en 
[3] reporta modelos teóricos para la evolución de la temperatura mediante balances de 
materia y energía, los cuales han permitido optimizar la selección de equipos para 
tratamientos térmicos. Un modelo más complejo se presenta en [4] donde se tienen en 
cuenta las propiedades de cada material que intervienen en el calentamiento y como 
estas afectan las temperaturas del proceso, así como los flujos de convección, radiación, 
las temperaturas externas y perdidas de calor durante el proceso de calentamiento y 
sostenimiento del tratamiento térmico que se lleva a cabo en el horno de resistencias. 
El siguiente paso después de obtener un modelo matemático y simularlo, es diseñar una 
estrategia de control que satisfaga las necesidades a la hora de controlar la temperatura 
en el horno. Para esto se analizan diferentes estrategias que se han aplicado a hornos 
eléctricos en diferentes proyectos como se observa en la Tabla 1. 
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Tabla 1. Estrategias de control aplicadas a hornos eléctricos 
 
Nombre articulo Tipo Horno  Estrategia de 
control 
Resultados en 
simulación 
 
 
 
 
Fuzzy Logic 
Intelligent 
Controlling 
Concepts in 
Industrial Furnace 
Temperature 
Process Control [5] 
 
Año: 2012  
 
Horno de caldera 
con quemador en 
la pared lateral. 
 
Controlador PID  en 
cascada  
 
 
Reduce la constante de 
tiempo del sistema y 
aumenta la frecuencia de 
trabajo del controlador 
 
 
Controlador PID en 
cascada y lógica 
difusa (tipo 
mamdani) 
Rapidez, solidez y buen 
desempeño dinámico. 
Reduce el error en estado 
estacionario 
Suprime con eficiencia 
las oscilaciones y 
produce una respuesta 
suave 
 
 
 
 
 
 
 
 
Modeling and 
Simulation of an 
Expert Heat 
Treatment System 
for Plain Carbon 
Steels [6] 
 
Año: 2013 
 
 
 
 
Horno de mufla 
eléctrica con 
solera móvil 
(para 
tratamientos de 
recocido y 
normalizados de 
aceros al carbón) 
Sistema de 
inferencia difusa 
basada en la red de 
adaptación (ANFIS) 
Se observa que los 
valores de la temperatura 
deseada solo difieren 2°C 
con la temperatura 
obtenida, por lo que se 
mantienen una estrecha 
relación con los valores 
estándar de 
calentamiento.  
 
La matemática del 
modelo es bastante 
exacta ya que el error 
producido es menor al 
15% entre la simulación y 
los datos experimentales. 
 
Se observa que la 
potencia experimental 
varía casi linealmente con 
la temperatura del horno 
mientras que la potencia 
teórica es más o menos 
constante a diferentes 
temperaturas del horno, 
esto se da por la no-
linealidad del sistema. 
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Adaptive Fuzzy 
Control for the 
Electric Furnace [7] 
 
Año: 2009 
 
Horno eléctrico, 
con dos líneas de 
cable eléctrico  a 
800W. Con dos 
termopares.  
 
Utilizado para 
tratamientos 
térmicos del 
acero hasta 
980°C. 
Control difuso 
adaptativo 
 
Se observó en simulación 
una respuesta rápida, alta 
precisión, capacidad anti-
interferencia y robustez.  
 
Reunir el tradicional PID 
con la lógica difusa 
proporciona resultados 
satisfactorios y 
proporciona curvas de 
reacción acertadas en 
comparación de la 
respuesta de los 
controladores por 
separado  
 
 
Two-Valued PID 
Controller [8] 
 
Año: 1998  
 
Horno eléctrico 
cuya temperatura 
limite es 600°C 
Utiliza la tecnología 
de sobre muestreo 
mediante la 
sustitución de un bit 
D/A por un 
interruptor de cruce 
por cero que se 
alimenta o 
interrumpe la 
corriente eléctrica 
para un ciclo de 
corriente alterna. El 
esquema de control 
está basado en un 
PID 
 Se aplica un controlador 
PID porque es familiar 
para los ingenieros, fácil 
de implementar y tiene un 
alto rendimiento en 
algunos sistemas. 
 
 
 
 
 
 
Based on Fuzzy - 
PID self-tuning 
temperature 
control 
system of the 
furnace [9] 
 
Año: 2011  
 
Horno utilizado 
en procesos de 
sinterización  
Controlador 
autoajustable 
Fuzzy-PID 
Este controlador basado 
en el error (E) y la 
variación del error E(c) 
como entrada, pretende 
satisfacer la diferencia 
entre el tiempo de E y 
E(C) como requerimiento 
de los parámetros 
autoajustables del PID 
dando como resultado un 
control con diseño 
autoajuste que presenta 
una respuesta rápida, alta 
precisión, capacidad anti-
interferencia y buena 
robustez. 
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Implementation of 
Improved 
Predictive Control 
in Furnace 
Temperature 
Control System 
based on Wincc 
[10] 
 
Año: 2012  
 
Horno para el 
calentamiento de 
palanquillas en 
proceso de 
laminación 
Control por matriz 
dinámica (DMC) 
 Este control compone las 
deficiencias que presenta 
el PID convencional lo 
cual mejora el 
rendimiento del 
controlador de 
temperatura del horno y 
reduce el consumo de 
energía. 
 
Identificación y 
diseño del 
controlador para 
un sistema 
regulador de 
temperatura dentro 
de un horno 
industrial de 
resistencias [11] 
 
Año: 2012  
 
Horno industrial 
de resistencias 
(40Kw) utilizado 
para el secado 
de 
transformadores 
Controlador PI a  un 
modelo virtual del 
horno 
 Se logra un tiempo de 
estabilización aceptable 
en comparación con las 
horas de trabajo del 
horno. El controlador está 
basado solo en la 
simulación con un modelo 
lineal y no garantiza el 
funcionamiento en la 
práctica. 
 
Fuente: Autor. 
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1.2 IDENTIFICACION DEL PROBLEMA 
 
En industrias donde se realizan procesos de manufactura y metalurgia, se cuenta con 
hornos eléctricos para tratamientos térmicos cuya operación no es eficiente debido a un 
monitoreo inexacto de la temperatura del horno y a un control básico tipo ON-OFF. Dadas 
las características y especificidad de los tratamientos térmicos que se realizan en el 
horno, es necesario obtener un buen modelo de la dinámica térmica del horno, 
instrumentarlo adecuadamente y diseñar una estrategia de control avanzada que pueda 
implementarse en la planta real. 
 
 
 
1.3 OBJETIVOS 
 
1.3.1 OBJETIVO GENERAL 
 
Diseñar un sistema de monitoreo y control para un horno eléctrico de tratamientos 
térmicos. 
 
 
1.3.2 OBJETIVOS ESPECIFICOS 
 
1. Modelar e identificar matemáticamente y experimentalmente el comportamiento térmico 
del horno.  
 
2. Determinar una estrategia de control que optimice el funcionamiento del horno para 
tratamientos térmicos. 
 
3. Probar en simulación la estrategia desarrollada. 
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1.4 MARCO CONCEPTUAL 
“El objetivo de un tratamiento térmico radica en cambiar la microestructura y las 
propiedades mecánicas de un material, resaltando en los aceros su dureza. Este proceso 
se realiza sometiendo la pieza a una fase de precalentamiento, una etapa de 
sostenimiento a una temperatura determinada de acuerdo al tipo de tratamiento térmico y 
por ultimo una fase de enfriamiento.  
De acuerdo con las características que se desean obtener en la pieza a tratar se realizan 
diferentes tipos de tratamiento térmico como: 
 Austempering: 
Con el austempering se desea obtener un aumento de la ductilidad y la resistencia al 
impacto junto a valores de dureza altos. En este proceso alcanza temperaturas hasta 
1200⁰C en la etapa de sostenimiento y luego se procede a realizar el enfriamiento en 
agua. Este tratamiento se realiza a piezas que soportan bastante peso y son sometidas a 
un desgaste constante.  
 Temple: 
Es el calentamiento del material hasta una temperatura superior a la crítica de 
transformación entre 850-1000°C, seguida de un enfriamiento rápido para producir una 
estructura de martensita. La etapa de precalentamiento de este proceso es la más crítica 
en comparación con otros tratamientos térmicos ya que existe un alto riesgo que el 
material se fracture por un gradiente de temperatura. En enfriamiento se puede dar con 
aire aplicado o en aceite.  
 Normalizado: 
El objetivo de este tratamiento es proporcionar una estructura uniforme y de grado fino al 
acero, en donde el material es sometido a una etapa se sostenimiento a 900°C y el 
enfriamiento se da fuera del horno. La dureza obtenida tras la normalización depende del 
análisis dimensional del acero y la velocidad de enfriamiento utilizada (aproximadamente, 
100-250 HB).  
 Revenido: 
Con este tratamiento térmico se disminuye la resistencia y la dureza del material, se 
realiza con una baja temperatura de sostenimiento entre 160-300°C para herramientas en 
acero que trabajan en frio o en un rango superior a 500°C para aceros que trabajaran en 
caliente.” [1] 
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2. DESCRIPCIÓN HORNO ELÉCTRICO DE RESISTENCIAS  
El horno que se va a tomar como referencia para el desarrollo del proyecto es el horno 
eléctrico de resistencias TKF (Figura 1) utilizado para realizar tratamientos térmicos en 
INDUML, fabrica Santa Bárbara; se selecciona este horno como referencia debido a que 
se tienen acceso a la información, mediciones y manuales del horno necesarios para 
completar los parámetros que describen el modelo matemático presentado en el capítulo 
tres.  
En este horno se realizan diariamente tratamientos como son austenización, temple, alivio 
de tenciones y normalizados, sometiendo las piezas hasta temperaturas que alcanzan los 
1150°C. 
Figura 1. Horno eléctrico de resistencias 
 
Fuente: Autor. 
2.1 SISTEMA CALEFACTOR 
El calentamiento del horno se logra por medio de resistencias eléctricas en espiral, 
fabricadas con alambre Kanthal AF de 4.om.m diámetro, enrollado en núcleo de 1’’ 
diámetro. 
La potencia nominal del horno es de 270KW, distribuida en ocho grupos de 33.75KW, 
cada grupo está conformado por dos filas laterales y una del fondo; por lo tanto, en una 
pared lateral se alojan cuatro grupos de resistencias y en la otra pared los otros cuatro. 
Las resistencias eléctricas son conectadas o desconectadas de acuerdo a los 
requerimientos de temperatura del proceso. 
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Figura 2. Dimensiones resistencia 
 
Fuente: Autor 
 
De acuerdo con el material que está constituida la resistencia y sus dimensiones se 
obtienen sus parámetros físicos: una masa de 693.45gr y un área de 82789.296𝑚𝑚2. 
 
2.2 DIMENSIONES 
El horno eléctrico está compuesto por una solera móvil. La superficie superior del carro 
está cubierta por ladrillo aislante y refractario con un espesor total de 350mm. Tiene un 
ancho útil de 1.500mm y un largo útil de 3.000mm 
Las dimensiones del techo son: 3850mm * 2410 mm 
Las dimensiones de la pared de fondo son: 2410mm * 2380mm 
Las dimensiones de la pared lateral del horno se observan en la Figura 3. 
Figura 3. Dimensiones internas del horno 
 
Fuente: Autor 
 
Una medida importante requerida para realizar el análisis de transferencia de calor son los 
parámetros físicos de la pieza que se va a tratar. Se selecciona como pieza modelo un 
martillo de acero al manganeso, ya que es una de las pieza con mayores dimensiones 
que se somete a tratamiento térmico, en este caso la austenización. La masa de una 
pieza es de 75300gr y tiene un área de 586876.397𝑚𝑚2. 
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2.3 TEMPERATURAS INICIALES 
Para la obtención de las temperaturas iniciales de los elementos que componen el horno y 
las piezas se utiliza una cámara termografía Fluke.  
2.3.1 Temperatura superficie exterior 
La superficie exterior se encuentra a una temperatura promedio de 24°C (Figura 4). 
Figura 4. Temperatura superficie exterior 
 
Fuente: Autor 
2.3.2 Temperatura de la pieza 
El perfil de temperatura mostrado en la Figura 5 corresponde a la temperatura inicial de 
las piezas de acero al manganeso. Estos elementos se encuentran a  una temperatura 
promedio de 15.4°C, el punto más caliente se encuentra a 17°C ya que está haciendo 
contacto con los ladrillos de la solera móvil que están a una temperatura mayor. El punto 
más frio se encuentra en los extremos de las piezas a 11.5°C.  
Figura 5. Temperatura de las piezas 
 
Fuente: Autor 
Generalmente las piezas se encuentran a una temperatura inicial que varía entre 15 y 
20°C. 
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2.3.3 Temperatura de la resistencia 
Para diseñar el modelo del horno se debe tener en cuenta que las resistencias de todos 
los grupos funcionen de igual manera y que la temperatura total sea uniforme en todo el 
horno. Generalmente, se presentan problemas ya que la parte de arriba del horno se 
calienta más rápido que la parte más cercana al piso. Para esto se analiza cuantos grados 
aumenta la temperatura entre la resistencia 1-24 de las filas de una pared lateral cuando 
el horno está a 135°C. 
Figura 6. Temperatura de las filas de resistencias en la pared lateral 
 
Fuente: Autor 
Las Figuras (7-9) se realizan con ayuda del software Fluke SmartView 3.9, el cual permite 
procesar y analizar las imágenes obtenidas con la cámara termografía.  
En la Figura 7 se puede observar la temperatura de las resistencias en las tres primeras 
filas del horno, localizadas en la pared lateral. El comportamiento de la temperatura de las 
24 resistencias en cada fila es similar y solo varían entre 1 a 10°C. 
Figura 7. Comparación de la temperatura entre las filas de resistencias (lateral) 
 
Fuente: Autor 
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El comportamiento de la temperatura de las filas de resistencias ubicadas en la pared de 
fondo se observa en la Figura 8. Al igual que la figura anterior se determina que la 
temperatura a medida que la resistencia se encuentra más cerca el techo es similar a la 
de la resistencia cercana al suelo y solo varían entre 1 a 10°C. 
Figura 8. Comparación de la temperatura entre las filas de resistencias (fondo) 
 
Fuente: Autor 
En la Figura 9 se puede observar la temperatura en la pared lateral izquierda, donde los 
puntos más calientes representan las zonas que tienen ladrillo refractario. En el interior 
del horno se presentan cambios muy pequeños entre la temperatura de las resistencias 
dependiendo su ubicación. Por tanto se va a considerar la temperatura uniforme en las 
240 resistencias del horno eléctrico. 
Figura 9. Análisis 3D de la temperatura de la pared lateral 
 
Fuente: Autor
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3. MODELAMIENTO MATEMATICO DEL SISTEMA 
 
El objetivo de realizar un modelo matemático que se aproxime al comportamiento de la 
planta real es predecir el comportamiento del sistema y poder aplicar estrategias de 
control hasta obtener un resultado deseado que sea factible de aplicar a la planta real. 
Para esto, el modelo está basado en las leyes físicas que rigen la dinámica del proceso y 
los datos necesarios para complementar el modelo son tomados de las características y 
comportamiento del horno eléctrico de referencia. 
 
3.1OBTENCIÓN DEL MODELO NO LINEAL 
 
Basado en la propuesta [12-14], se tienen que la energía obtenida por la red de suministro 
está representada por: 
𝑃 = 𝑢(𝑡) ∗ 𝑖(𝑡) 
Esta potencia eléctrica se convierte en el flujo térmico utilizado para el calentamiento de 
las resistencias y los flujos térmicos por radiación y convección como se expresa a 
continuación: 
𝑃 = ?̇?𝑎 + ?̇?𝑟𝑎𝑑 + ?̇?𝑐𝑜𝑛𝑣                                                                                                         (1) 
Dónde: 
?̇?𝑎= Flujo almacenado 
?̇?𝑟𝑎𝑑= Flujo térmico por radiación 
?̇?𝑐𝑜𝑛𝑣= Flujo térmico por convección  
 
El Flujo térmico utilizado para el calentamiento de las resistencias es: 
?̇?𝑎= 
𝑑
𝑑𝑡
 (𝑚𝑟 ∗ 𝑐𝑟(T)*(𝑇𝑟 − 𝑇𝑜𝑟))                                                                                    (2) 
Dónde:  
𝑚𝑟 = Masa del conductor resistivo 
𝑐𝑟(T) = Calor especifico de la resistencia 
𝑇𝑟= Temperatura de la resistencia 
𝑇𝑜𝑟= Temperatura inicial de las resistencias 
 
Despejando (2) se obtiene: 
?̇?𝑎= 
𝑑
𝑑𝑡
 (𝑚𝑟 ∗ 𝑐𝑟(T)*(𝑇𝑟 − 𝑇𝑜𝑟)) 
Derivando la ecuación y asignando  ( 
𝑑𝑐𝑟
𝑑𝑇𝑟
 )= 𝛾𝑟(T) 
?̇?𝑎= (𝑚𝑟 * 𝛾𝑟(𝑇𝑟)*(𝑇𝑟 − 𝑇𝑜𝑟) + 𝑚𝑟 ∗ 𝑐𝑟(𝑇𝑟))*𝑇?̇?(t) 
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Asignando (𝑚𝑟 * 𝛾𝑟(𝑇𝑟)*(𝑇𝑟 − 𝑇𝑜𝑟) + 𝑚𝑟 ∗ 𝑐𝑟(𝑇𝑟)) = 𝜙𝑟(𝑇𝑟) 
?̇?𝑎= 𝜙𝑟(𝑇𝑟) * 𝑇?̇?(t)                                                                                                                (3) 
 
3.1.1 Análisis de transferencia de calor por convección 
La ecuación de transferencia de calor por convección está dada por (4): 
?̇?𝑐𝑜𝑛𝑣 = 𝛼𝑟*𝑆𝑟*(𝑇𝑟 − 𝑇𝑎)                                                                                                        (4) 
Dónde: 
𝛼𝑟 = Coeficiente de convección de la transferencia de calor entre la resistencia y el aire 
𝑆𝑟 = Superficie exterior del elemento resistivo 
𝑇𝑟= Temperatura de la resistencia 
𝑇𝑎= Temperatura del aire en el interior del horno 
 
Cuando se introduce el material y se comienza el calentamiento se presentan 
modificaciones en la ecuación que rige la transferencia de calor por convección.  
?̇?𝑐𝑜𝑛𝑣 𝑟−𝑎  = ?̇?𝑐𝑜𝑛𝑣 𝑎−𝑝   + ?̇?𝑎𝑎    + ?̇?𝑐𝑜𝑛𝑣 𝑎−𝑐                                                                          (5) 
Dónde:  
Flujo térmico por convección entre el aire y la pared:  
?̇?𝑐𝑜𝑛𝑣 𝑎−𝑝  = 𝛼𝑝(𝑇)*𝑆𝑝*(𝑇𝑎 − 𝑇𝑝)          (6) 
 
Flujo térmico utilizado para el calentamiento del aire: 
?̇?𝑎𝑎= 
𝑑
𝑑𝑡
 (𝑚𝑎2 ∗ 𝑐𝑎(T)*(𝑇𝑎 − 𝑇𝑜𝑎)) 
Derivando la ecuación y asignando  ( 
𝑑𝑐𝑎
𝑑𝑇𝑎
 )= 𝛾𝑎(T) 
?̇?𝑎𝑎= (𝑚𝑎2* 𝛾𝑎(𝑇𝑎)*(𝑇𝑎 − 𝑇𝑜𝑎) + 𝑚𝑎2 ∗ 𝑐𝑎(𝑇𝑎))*𝑇?̇?(t) 
Asignando (𝑚𝑎2* 𝛾𝑎(𝑇𝑎)*(𝑇𝑎 − 𝑇𝑜𝑎) + 𝑚𝑎2 ∗ 𝑐𝑎(𝑇𝑎)) = 𝜙𝑎(𝑇𝑎) 
?̇?𝑎𝑎= 𝜙𝑎(𝑇𝑎) * 𝑇?̇?(t)           (7) 
 
Flujo térmico por convección entre el aire y las piezas a calentar: 
 
?̇?𝑐𝑜𝑛𝑣 𝑎−𝑐   = 𝛼𝑐(𝑇)*𝑆𝑐*(𝑇𝑎 − 𝑇𝑐)         (8) 
 
Reemplazando (6), (7) y (8) en (5) se obtiene: 
?̇?𝑐𝑜𝑛𝑣 𝑟−𝑎  = 𝛼𝑝(𝑇)*𝑆𝑝*(𝑇𝑎 − 𝑇𝑝) + 𝜙𝑎(𝑇𝑎) * 𝑇?̇?(t) + 𝛼𝑐(𝑇)*𝑆𝑐*(𝑇𝑎 − 𝑇𝑐)                                  (9) 
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Dónde:  
𝛼𝑝(𝑇)= Coeficiente de convección entre el aire y la pared del horno  
𝑆𝑝= Superficie interna de las paredes del horno 
𝑇𝑝= Temperatura de la superficie interior de la pared del horno 
𝛼𝑐(𝑇)= Coeficiente de convección entre el aire y las piezas a calentar  
𝑆𝑐= Superficie interna de las piezas  
𝑇𝑐= Temperatura de la superficie de la pieza a calentar 
𝑇𝑜𝑎= Temperatura inicial del aire 
 
 
3.1.2 Análisis de transferencia de calor por radiación 
Para el estudio de transferencia de calor por radiación, antes de introducir las piezas se 
tiene (10): 
?̇?𝑟𝑎𝑑= 𝜀𝑟 * 𝐶𝑛 * 𝑆𝑟* (𝑇𝑟
4- 𝑇𝑝
4) = ?̇?𝑟𝑎𝑑 𝑟−𝑝                (10) 
Dónde:  
𝜀𝑟 = Grado de oscuridad de la resistencia 
𝐶𝑛 = Constante de Stefan-Boltzmann  (5.674*10
−8 W/𝑚2𝐾4) 
𝑆𝑟= Superficie exterior del elemento resistivo  
𝑇𝑟= Temperatura de la resistencia 
𝑇𝑝= Temperatura de la pared 
 
Después de introducir las piezas se debe tener en cuenta que una parte de la radiación 
emitida por elemento de calentamiento será absorbida por las piezas y otra parte llegara a 
la pared. 
?̇?𝑟𝑎𝑑= ?̇?𝑟𝑎𝑑 𝑟−𝑝 + ?̇?𝑟𝑎𝑑 𝑟−𝑐 + ?̇?𝑟𝑎𝑑 𝑝−𝑐                                                                                 (11) 
Dónde:  
Flujo térmico por radiación entre la resistencia y las piezas a calentar: 
?̇?𝑟𝑎𝑑 𝑟−𝑐 = 𝜀𝑟 * 𝐶𝑛 * 𝑆𝑟*𝐾𝑓* (𝑇𝑟
4- 𝑇𝑐
4) 
El factor ambiental entre la superficie de la resistencia y la superficie de la pieza a calentar 
se denomina 𝐾𝑓. 
Flujo térmico por radiación entre la pared y las piezas: 
?̇?𝑟𝑎𝑑 𝑝−𝑐  = 𝜀𝑟 * 𝐶𝑛 * 𝑆𝑐* (𝑇𝑝
4- 𝑇𝑐
4)  
 
Despejando (11) se obtiene: 
22 
 
?̇?𝑟𝑎𝑑= 𝜀𝑟 * 𝐶𝑛 *[ 𝑆𝑟*(1-𝐾𝑓)* (𝑇𝑟
4- 𝑇𝑝
4)  + 𝑆𝑟*𝐾𝑓* (𝑇𝑟
4- 𝑇𝑐
4) +   𝑆𝑐* (𝑇𝑝
4- 𝑇𝑐
4)] 
 
El flujo térmico que penetra en la pared está representado por:  
?̇?𝑖𝑛.𝑝 = ?̇?𝑎𝑝 + ?̇?𝑐𝑜𝑛𝑣 𝑝−𝑒𝑥𝑡 + ?̇?𝑟𝑎𝑑 𝑝−𝑒𝑥𝑡 
Dónde:  
Flujo térmico de convección producido por el horno hacia el medio ambiente:  
?̇?𝑐𝑜𝑛𝑣 𝑝−𝑒𝑥𝑡 = 𝛼𝑒𝑥𝑡(𝑇)*𝑆𝑒𝑥𝑡*(𝑇𝑝 − 𝑇𝑒𝑥𝑡) 
Flujo térmico de radiación producido por el horno hacia el medio ambiente: 
 ?̇?𝑟𝑎𝑑 𝑝−𝑒𝑥𝑡 = 𝜀𝑝* 𝐶𝑛 * 𝑆𝑝* (𝑇𝑝
4- 𝑇𝑒𝑥𝑡
4) 
Flujo térmico utilizado para el calentamiento de la pared: 
?̇?𝑎𝑝= 
𝑑
𝑑𝑡
 (𝑚𝑝 ∗ 𝑐𝑝(T)*(𝑇𝑝 − 𝑇𝑜𝑝)) 
Derivando la ecuación y asignando  ( 
𝑑𝑐𝑝
𝑑𝑇𝑝
 ) =  𝛾𝑝(T) 
?̇?𝑎𝑝= (𝑚𝑝* 𝛾𝑝(𝑇𝑝)*(𝑇𝑝 − 𝑇𝑜𝑝) + 𝑚𝑝 ∗ 𝑐𝑝(𝑇𝑝))*𝑇?̇?(t) 
Asignando (𝑚𝑝* 𝛾𝑝(𝑇𝑝)*(𝑇𝑝 − 𝑇𝑜𝑝) + 𝑚𝑝 ∗ 𝑐𝑝(𝑇𝑝)) = 𝜙𝑝(𝑇𝑝) 
?̇?𝑎𝑝= 𝜙𝑝(𝑇𝑝) * 𝑇?̇?(t) 
Dónde:  
𝑚𝑝 = Masa de la pared  
𝑐𝑝(T) = Calor especifico de la pared (es función de la temperatura) 
𝑇𝑝= Temperatura en la pared 
𝑇𝑜𝑝= Temperatura inicial de la pared 
 
En cuanto a las piezas a calentar la ecuación está dado por:  
?̇?𝑖𝑛 𝑐𝑜𝑟𝑝 = ?̇?𝑐𝑜𝑛𝑣 𝑎−𝑐 + ?̇?𝑟𝑎𝑑 𝑟−𝑐 + ?̇?𝑟𝑎𝑑 𝑝−𝑐                (12) 
?̇?𝑖𝑛 𝑐𝑜𝑟𝑝 = 
𝑑
𝑑𝑡
 (𝑚𝑐 ∗ 𝑐𝑐(T)*(𝑇𝑐 − 𝑇𝑜𝑐))                 (13) 
Dónde: 
𝑚𝑐 = Masa de las piezas a calentar 
𝑐𝑐(T) = Calor especifico de las piezas  
𝑇𝑐= Temperatura de la pieza 
𝑇𝑜𝑐= Temperatura inicial de la pieza 
23 
 
 
Despejando (13) se obtiene: 
?̇?𝑖𝑛 𝑐𝑜𝑟𝑝= 
𝑑
𝑑𝑡
 (𝑚𝑐 ∗ 𝑐𝑐(T)*(𝑇𝑐 − 𝑇𝑜𝑐)) 
Derivando la ecuación y asignando  ( 
𝑑𝑐𝑐
𝑑𝑇𝑐
 ) =  𝛾𝑐(T) 
?̇?𝑖𝑛 𝑐𝑜𝑟𝑝= (𝑚𝑐* 𝛾𝑐(𝑇𝑐)*(𝑇𝑐 − 𝑇𝑜𝑐) + 𝑚𝑐 ∗ 𝑐𝑐(𝑇𝑐))*𝑇?̇?(t) 
Asignando (𝑚𝑐* 𝛾𝑐(𝑇𝑐)*(𝑇𝑐 − 𝑇𝑜𝑐) + 𝑚𝑐 ∗ 𝑐𝑐(𝑇𝑐)) = 𝜙𝑐(𝑇𝑐) 
?̇?𝑖𝑛 𝑐𝑜𝑟𝑝= 𝜙𝑐(𝑇𝑐) * 𝑇?̇?(t)                                                                                                       (14) 
Igualando (12) y (14): 
𝜙𝑐(𝑇𝑐) * 𝑇?̇?(t) = 𝛼𝑐(𝑇)*𝑆𝑐*(𝑇𝑎 − 𝑇𝑐) + 𝜀𝑟 * 𝐶𝑛 * 𝑆𝑟*𝐾3* (𝑇𝑟
4-𝑇𝑐
4) + 𝜀𝑟 * 𝐶𝑛 * 𝑆𝑐* (𝑇𝑝
4-𝑇𝑐
4) 
 
Luego de realizar los análisis de transferencia de calor se obtienen las ecuaciones que 
describen el comportamiento de la temperatura en la resistencia, el aire, las piezas y la 
pared: 
𝑇?̇?(t) = 
P −  𝑘1∗(𝑇𝑟−𝑇𝑎) − 𝑘2∗ (𝑇𝑟
4− 𝑇𝑝
4)
𝜙𝑟(𝑇𝑟)
                 (15) 
𝑇?̇?(t) = 
𝑘1∗(𝑇𝑟−𝑇𝑎) − 𝑘3∗(𝑇𝑎−𝑇𝑝)− 𝑘4∗(𝑇𝑎−𝑇𝑐)  
𝜙𝑎(𝑇𝑎)
                (16) 
 
𝑇?̇?(t)=  
𝑘4∗(𝑇𝑎−𝑇𝑐) + 𝑘5∗ (𝑇𝑟
4− 𝑇𝑐
4) + 𝑘6∗ (𝑇𝑝
4− 𝑇𝑐
4)
𝜙𝑐(𝑇𝑐) 
                (17) 
 
𝑇?̇?(t)=  
k7∗ (𝑇𝑟
4− 𝑇𝑝
4)  + 𝑘5∗ (𝑇𝑟
4− 𝑇𝑐
4) −𝑘3∗(𝑇𝑎−𝑇𝑝) −   𝑘8∗(𝑇𝑝−𝑇𝑒𝑥𝑡) − 𝑘9∗ (𝑇𝑝
4− 𝑇𝑒𝑥𝑡
4)  
𝜙𝑝(𝑇𝑝) 
                    (18) 
 
Las constantes 𝑘𝑛 están definidas de acuerdo a las propiedades de los materiales del 
horno y las piezas: 
𝑘1= 𝛼𝑟 ∗ 𝑆𝑟 
𝑘2=𝜀𝑟  ∗  𝐶𝑛  ∗  𝑆𝑟 
𝑘3=𝛼𝑝(𝑇) ∗ 𝑆𝑝 
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𝑘4=𝛼𝑐(𝑇) ∗ 𝑆𝑐 
𝑘5=𝜀𝑟  ∗  𝐶𝑛  ∗  𝑆𝑟 ∗ 𝐾𝑓 
𝑘6=𝜀𝑟  ∗  𝐶𝑛  ∗  𝑆𝑐 
𝑘7=𝜀𝑟  ∗  𝐶𝑛  ∗ 𝑆𝑟 ∗ (1 − 𝐾𝑓) 
𝑘8=𝛼𝑒𝑥𝑡(𝑇) ∗ 𝑆𝑒𝑥𝑡 
𝑘9=𝜀𝑝  ∗  𝐶𝑛  ∗  𝑆𝑝 
Los datos requeridos por las constantes 𝑘𝑛 se recopilan gracias a los manuales, fichas 
técnicas y mediciones que se realizan con respecto al horno eléctrico de resistencias. 
Tabla 2. Propiedades físicas de los elementos 
Masa (Kg) 
Conductor resistivo (𝑚𝑟) 166.43 
Pieza (𝑚𝑐) 602 
Pared (fibra de vidrio) (𝑚𝑝) 48.75 
 
Superficie (𝑚2) 
Superficie exterior del elemento resistivo (𝑆𝑟 ) 19.869 
Superficie interna de las paredes del horno  
(𝑆𝑝) 
15.2117 
Superficie interna de las piezas (𝑆𝑐) 4.695 
Superficie exterior del elemento resistivo  (𝑆𝑟) 39.488 
Fuente: Autor   
3.1.3 Modelo no lineal en espacio de estados 
Teniendo expresado el sistema considerando las variables 𝑥1, 𝑥2, 𝑥3 𝑦 𝑥4 como estados y 
𝑢 como la entrada: 
𝑥1(𝑡) = 𝑇𝑟(𝑡), 𝑥2(𝑡) = 𝑇𝑎(𝑡), 𝑥3(𝑡) = 𝑇𝑐(𝑡), 𝑥4(𝑡) = 𝑇𝑝(𝑡) 
𝑢 = 𝑃(𝑡) 
El modelo matemático está dado por: 
𝑋(𝑡)̇ = 𝐹(𝑋, 𝑈) 
𝑌(𝑡) = 𝐶𝑋(𝑡) 
𝑋(𝑡) = [
𝑥1(𝑡)
𝑥2(𝑡)
𝑥3(𝑡)
𝑥4(𝑡)
]      
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𝐹(𝑋, 𝑈) =
[
 
 
 
 
𝐹1(𝑥, 𝑢)
𝐹2(𝑥)
𝐹3(𝑥)
𝐹4(𝑥) ]
 
 
 
 
 
Los parametros 𝐹1, 𝐹2, 𝐹3 𝑦 𝐹4 se basan en las ecuaciones (15-18) que describen el 
comportamiento de la temperatura de la resistencia, el aire, la pieza y la pared. 
𝐹1 =
u(t) −  𝑘1∗(𝑥1(𝑡)−𝑥2(𝑡)) − 𝑘2∗ (𝑥1(𝑡)
4− 𝑥4(𝑡)
4)
𝜙𝑟(𝑥1)
           
 
𝐹2 =
𝑘1∗(𝑥1(𝑡)−𝑥2(𝑡)) − 𝑘3∗(𝑥2(𝑡)−𝑥4(𝑡))− 𝑘4∗(𝑥2(𝑡)−𝑥3(𝑡))  
𝜙𝑎(𝑥2)
  
 
𝐹3 =
𝑘4∗(𝑥2(𝑡)−𝑥3(𝑡)) + 𝑘5∗ (𝑥1(𝑡)
4− 𝑥3(𝑡)
4) + 𝑘6∗ (𝑥4(𝑡)
4− 𝑥3(𝑡)
4)
𝜙𝑐(𝑥3) 
   
 
𝐹4=
k7∗ (𝑥1(𝑡)
4− 𝑥4(𝑡)
4) + 𝑘5∗ (𝑥1(𝑡)
4− 𝑥3(𝑡)
4)−𝑘3∗(𝑥2(𝑡)−𝑥4(𝑡))−   𝑘8∗(𝑥4(𝑡)−𝑇𝑒𝑥𝑡) − 𝑘9∗ (𝑥4(𝑡)
4− 𝑇𝑒𝑥𝑡
4) 
𝜙𝑝(𝑥4)  
 
 
3.2 CALCULO DE LOS PUNTOS DE EQUILIBRIO 
De las ecuaciones (15-18) se pueden obtener los puntos de equilibrio de la temperatura 
de la resistencia, la pared, las piezas y el aire. Esto se hace resolviendo el siguiente 
sistema de ecuaciones: 
{
 
 
 
 
P −  𝑘1 ∗ (𝑇𝑟 − 𝑇𝑎)  − 𝑘2 ∗  (𝑇𝑟
4 − 𝑇𝑝
4) = 0
𝑘2 ∗ (𝑇𝑟 − 𝑇𝑎) − 𝑘3 ∗ (𝑇𝑎 − 𝑇𝑝) − 𝑘4 ∗ (𝑇𝑎 − 𝑇𝑐) = 0
𝑘4 ∗ (𝑇𝑎 − 𝑇𝑐) + 𝑘5 ∗  (𝑇𝑟
4 − 𝑇𝑐
4) + 𝑘6 ∗  (𝑇𝑝
4 − 𝑇𝑐
4) = 0
𝑘7 ∗  (𝑇𝑟
4 − 𝑇𝑝
4) + 𝑘5 ∗  (𝑇𝑟
4 − 𝑇𝑐
4) − 𝑘3 ∗ (𝑇𝑎 − 𝑇𝑝) −   𝑘8 ∗ (𝑇𝑝 − 𝑇𝑒𝑥𝑡) − 𝑘9 ∗ (𝑇𝑝
4 − 𝑇𝑒𝑥𝑡
4) = 0
  
 
Para esto se tiene que las incógnitas son: P, 𝑇𝑟,  𝑇𝑎  𝑦 𝑇𝑝 . 𝑇𝑒𝑥𝑡 es una constante y 𝑇𝑐 = 𝑇𝑐𝑜 
Como resultado se obtienen los siguientes puntos de equilibrio: 𝑇𝑟 = 1151°𝐶,  𝑇𝑎 =
1148°𝐶,  𝑇𝑐 =  1148°𝐶,  𝑇𝑝 =  982.1°𝐶. Con una potencia de entrada de P = 270000W. Estos 
puntos de equilibrio representan las temperaturas de los elementos cuando se está en la 
etapa de sostenimiento de un tratamiento térmico de austenización. 
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3.3 LINEALIZACIÓN ENTORNO A LOS PUNTOS DE EQUILIBRIO 
El modelo linealizado obtenido por linealización entorno a los puntos de equilibrio es: 
?̇̅?(𝑡) = 𝐴𝑜?̅?(𝑡) + 𝐵𝑜?̅?(t)      
 ?̅? = 𝐶𝑜𝑋(𝑡)̅̅ ̅̅ ̅̅  
𝐴𝑜 = ∇𝑥𝐹(𝑥, 𝑢)/ 𝑥𝑜,𝑢𝑜 
𝐵𝑜 = ∇𝑢𝐹(𝑥, 𝑢)/ 𝑥𝑜,𝑢𝑜 
 
Se define la matriz de derivadas de la siguiente forma: 
 
∇𝑥𝐹(𝑥, 𝑢) = 
[
 
 
 
 
 
 
𝜕𝑓1
𝜕𝑥1
 
𝜕𝑓1
𝜕𝑥2
 
𝜕𝑓1
𝜕𝑥3
 
𝜕𝑓1
𝜕𝑥4
 
𝜕𝑓2
𝜕𝑥1
 
𝜕𝑓2
𝜕𝑥2
 
𝜕𝑓2
𝜕𝑥3
 
𝜕𝑓2
𝜕𝑥4
 
𝜕𝑓3
𝜕𝑥1
 
𝜕𝑓3
𝜕𝑥2
 
𝜕𝑓3
𝜕𝑥3
 
𝜕𝑓3
𝜕𝑥4
 
𝜕𝑓4
𝜕𝑥1
 
𝜕𝑓4
𝜕𝑥2
 
𝜕𝑓4
𝜕𝑥3
 
𝜕𝑓4
𝜕𝑥4
 ]
 
 
 
 
 
 
  →   𝐴𝑜 = [
𝑎11 𝑎12 𝑎13 𝑎14 
𝑎21 𝑎22  𝑎23 𝑎24  
𝑎31 𝑎32 𝑎33 𝑎34
𝑎41 𝑎42 𝑎43 𝑎44 
]                        (19) 
 
∇𝑢𝐹(𝑥, 𝑢) = 
[
 
 
 
 
 
 
𝜕𝑓1
𝜕𝑢1
 
𝜕𝑓2
𝜕𝑢1
𝜕𝑓3
𝜕𝑢1
 
𝜕𝑓4
𝜕𝑢1
 ]
 
 
 
 
 
 
     →      𝐵𝑜 = [
𝑏11
0 
0 
0 
]                                                                               (20) 
 
 
𝜕𝑓1
𝜕𝑥1
= 
𝜙𝑟(𝑇𝑟) ∗ (−𝑘1 − 4 ∗ 𝑘2 ∗ 𝑇𝑟
3) + 𝛽𝑟(𝑇𝑟) ∗ (−𝑃 + 𝑘1 ∗ 𝑇𝑟 + 𝑘2 ∗ 𝑇𝑟
4 − 𝑘1 ∗ 𝑇𝑎 − 𝑘2 ∗ 𝑇𝑝
4)
𝜙𝑟
2(𝑇𝑟)
 
𝜕𝑓1
𝜕𝑥2
=
𝑘1
𝜙𝑟(𝑇𝑟)
 
𝜕𝑓1
𝜕𝑥3
= 0 
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𝜕𝑓1
𝜕𝑥4
=
4 ∗ 𝑘2 ∗ 𝑇𝑝
3
𝜙𝑟(𝑇𝑟)
 
𝜕𝑓1
𝜕𝑢1
= 
1
𝜙𝑟(𝑇𝑟)
 
𝜕𝑓2
𝜕𝑥1
= 
𝑘1
𝜙𝑎(𝑇𝑎)
 
𝜕𝑓2
𝜕𝑥2
=
−(𝑘1 + 𝑘3 + 𝑘4) ∗ 𝜙𝑎(𝑇𝑎) + 𝛽𝑎(𝑇𝑎) ∗ (−𝑘1 ∗ 𝑇𝑟 + (𝑘1 + 𝑘3 + 𝑘4) ∗ 𝑇𝑎 − 𝑘4 ∗ 𝑇𝑐 − 𝑘3 ∗ 𝑇𝑝)
𝜙𝑎
2(𝑇𝑎)
 
𝜕𝑓2
𝜕𝑥3
= 
𝑘4
𝜙𝑎(𝑇𝑎)
 
𝜕𝑓2
𝜕𝑥4
= 
𝑘3
𝜙𝑎(𝑇𝑎)
 
𝜕𝑓2
𝜕𝑢1
= 0 
𝜕𝑓3
𝜕𝑥1
=
4 ∗ 𝑘5 ∗ 𝑇𝑟
3
𝜙𝑐(𝑇𝑐)
 
𝜕𝑓3
𝜕𝑥2
=
𝑘4
𝜙𝑐(𝑇𝑐)
 
𝜕𝑓3
𝜕𝑥3
=
𝜙𝑐(𝑇𝑐) ∗ (−𝑘4 − 4 ∗ (𝑘5 + 𝑘6) ∗ 𝑇𝑐
3) + 𝛽𝑐(𝑇𝑐) ∗ (−𝑘5 ∗ 𝑇𝑟
4 − 𝑘4 ∗ 𝑇𝑎 + 𝑘4 ∗ 𝑇𝑐 + (𝑘5 + 𝑘6) ∗ 𝑇𝑐
4 − 𝑘6 ∗ 𝑇𝑝
4)
𝜙𝑐
2(𝑇𝑐)
 
𝜕𝑓3
𝜕𝑥4
=
4 ∗ 𝑘6 ∗ 𝑇𝑝
3
𝜙𝑐(𝑇𝑐)
 
𝜕𝑓3
𝜕𝑢1
= 0 
𝜕𝑓4
𝜕𝑥1
=
4 ∗ (𝑘5 + 𝑘7) ∗ 𝑇𝑟
3
𝜙𝑝(𝑇𝑝)
 
𝜕𝑓4
𝜕𝑥2
=
−𝑘3
𝜙𝑝(𝑇𝑝)
 
𝜕𝑓4
𝜕𝑥3
=
−4 ∗ 𝑘5 ∗ 𝑇𝑐
3
𝜙𝑝(𝑇𝑝)
 
𝜕𝑓4
𝜕𝑥4
=
𝜙𝑝(𝑇𝑝)∗((𝑘3−𝑘8)∗4∗(𝑘7+𝑘9)∗𝑇𝑝
3)
𝜙𝑝
2(𝑇𝑝)
  +  
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𝛽𝑝(𝑇𝑝) ∗ (−(𝑘7 + 𝑘5) ∗ 𝑇𝑟
4 + 𝑘3 ∗ 𝑇𝑎 + 𝑘5 ∗ 𝑇𝑐
4 − (𝑘3 + 𝑘8) ∗ 𝑇𝑝 + (𝑘7 + 𝑘9) ∗ 𝑇𝑝
4 − 𝑘8 ∗ 𝑇𝑒𝑥𝑡 − 𝑘9 ∗ 𝑇𝑒𝑥𝑡
4)
𝜙𝑝
2(𝑇𝑝)
 
𝜕𝑓4
𝜕𝑢1
= 0 
De acuerdo con las ecuaciones (19-20) con las derivadas evaluadas en el punto de 
equilibrio se obtiene la linealización del sistema respecto al punto de operación con los 
valores de 𝐴𝑜 y 𝐵𝑜 representados en forma matricial: 
𝐴𝑜= [
−12.8701    0.0883 0 7.9444
 24.8292 −38.6716 13.2700    0.5698
6.7971 0.0019 −6.8668 0.0748
7.9551  −0.0013 0 −8.9591
] 
 
𝐵𝑜 = [
0.0063
0
0 
0 
] 
 
𝐶𝑜 = [0 0 1 0] 
A partir de las matrices 𝐴𝑜, 𝐵𝑜 𝑦 𝐶𝑜 se puede calcular la función de transferencia que 
representa la dinámica lineal del modelo: 
𝐺𝑜(𝑠) = 𝐶𝑜 ∗ (𝑠𝐼 − 𝐴𝑜)
−1 ∗ 𝐵𝑜  
𝐺𝑜(𝑠) =  [0 0 1 0] ∗ [
s + 12.8701    −0.0883 0 −7.9444
−24.8292 s + 38.6716 −13.2700    −0.5698
−6.7971 −0.0019 s + 6.8668 −0.0748
−7.9551  0.0013 0 𝑠 + 8.9591
]
−1
∗ [
0.0063
0
0 
0 
]  
 
𝐺𝑜(𝑠) =
0.043 ∗ 𝑠2 + 2.056 ∗ 𝑠 + 1.511
𝑠4 + 67.422 ∗ 𝑠3 + 1310.556 ∗ 𝑠2 + 8132.778 ∗ 𝑠 + 13639
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3.4 SIMULACIÓN DEL MODELO (S-FUNCTION) 
Con las ecuaciones (15-18), la definición de las constates del sistema y datos de entrada 
se procede a simular el comportamiento del horno en Matlab/Simulink con la ayuda de 
una S-Function, la cual se presenta como un lenguaje de descripción de equipo de un 
bloque de Simulink escrito en código de Matlab. El código del modelo no lineal del horno 
es:  
Tabla 3. Script para la simulación del modelo no lineal del horno eléctrico: 
function [sys,x0,str,ts] = HORNOELEC1(t,X,U,flag,Xi) 
switch flag 
 
%Archivo inicialización y dimensiones del sistema 
    case 0 
        [sys,x0,str,ts] = InicialHORNOELEC1(Xi); 
         
%Descripción del modelo en espacio de estados no lineal    
  case 1 
            Tr = X(1); 
            Ta = X(2); 
            Tc = X(3); 
            Tp = X(4); 
            p = U(1); 
            To = U(2); 
            Text = U(3); 
            k3=((1e-6*Tp)+0.02)*sp; 
            k4=((0.63e-3*Tc)+0.86)*sc; 
            cr=0.0002*Tr+0.4902; 
            ca=2e-5*Ta+0.2346; 
            cc=0.001*Tc+4.2881; 
            cp=0.0009*Tp+3.4454; 
            Fhir=mr*gr*(Tr-To)+mr*cr; 
            Fhia=ma*ga*(Ta-To)+ma*ca; 
            Fhic=mc*gc*(Tc-To)+mc*cc; 
            Fhip=mp*gp*(Tp-To)+mp*cp; 
        
%Definición de las derivadas no lineales      
            sys(1) =(p - k1*(Tr-Ta)-k2*(Tr.^4 - Tp.^4))/Fhir; 
            sys(2) = ( k1*(Tr-Ta)-k3*(Ta - Tp) - k4*(Ta-Tc))/Fhia; 
            sys(3) =(k4*(Ta-Tc)+k5*(Tr.^4 - Tc.^4)+ k6*(Tp.^4 - Tc.^4))/Fhic; 
            sys(4) =(k7*(Tr.^4 - Tp.^4)+k8*(Tr.^4 - Tc.^4)-k3*(Ta-Tp)-k10*(Tp - Text)- k11*(Tp.^4 - 
Text.^4))/Fhip; 
            
   case 3 
       sys = X; 
     
   case {2,4,9} 
    sys = []; 
    otherwise 
         error(['unhandled flag = ',num2str(flag)]); 
 end 
 
Fuente: Autor   
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3.5 ANÁLISIS DE ESTABILIDAD 
Calculando el polinomio característico de la matriz 𝐴𝑜 a través del comando 
𝑝𝐴 =charpoly(𝐴𝑜) de Matlab se obtiene: 
𝑝𝐴 = [1    67.3676    1309.5   8126.3   13629]                               
Ahora, se obtienen los valores propios del sistema que son las raíces de 𝑝𝐴: 
𝜆𝑖 = [−38.7539  − 19.0534  − 2.6842  − 6.8762]                                                            (21) 
El método del lugar de las raíces para el análisis de estabilidad deduce el comportamiento 
de un sistema según su posición representando las raíces de la ecuación característica en 
el plano complejo. Si todas las raíces están en el semiplano negativo de ‘s’, el sistema es 
estable y cuanto más alejadas del origen de coordenadas estén las raíces situadas en el 
eje negativo, más rápida será la dinámica del sistema. 
Como se observa en (21) todos los valores son negativos, así que el sistema es estable. 
Tomando otro punto de equilibrio 𝑇𝑐 = 700°𝐶 , que representa un tratamiento térmico de 
revenido, se obtienen los valores propios: 
𝜆𝑖 = [−38.8743  − 5.5504  − 0.9524  − 1.8106]                   
Se puede decir que el sistema también es estable en este punto de equilibrio. 
 
3.6 ANÁLISIS DE CONTROLABILIDAD 
Un sistema es controlable si es posible encontrar una señal de entrada que haga variar el 
estado del sistema de un estado inicial arbitrario a un estado final cualquiera especificado 
en un tiempo finito. 
El sistema lineal descrito por las ecuaciones de estado es controlable si y solo si la matriz 
de controlabilidad 𝐶 = [𝐵 𝐴𝐵 … 𝐴𝑛−1𝐵]  tiene rango ‘n’. 
𝐶 = [𝐵0   𝐴0𝐵0  𝐴0
2𝐵0  𝐴0
3𝐵0]   
𝐴0𝐵0 = [
𝑎11 ∗ 𝑏11
𝑎21 ∗ 𝑏11
𝑎31 ∗ 𝑏11
𝑎41 ∗ 𝑏11
] 
𝐴0
2𝐵0 =
[
 
 
 
(𝑎11
2 + 𝑎12𝑎21 + 𝑎13𝑎31 + 𝑎14𝑎41) ∗ 𝑏11
(𝑎11𝑎21 + 𝑎21𝑎22 + 𝑎23𝑎31 + 𝑎24𝑎41) ∗ 𝑏11
(𝑎11𝑎31 + 𝑎21𝑎32 + 𝑎31𝑎33 + 𝑎34𝑎41) ∗ 𝑏11
(𝑎11𝑎41 + 𝑎21𝑎42 + 𝑎31𝑎43 + 𝑎41𝑎44) ∗ 𝑏11]
 
 
 
   
31 
 
𝐴0
3𝐵0
= 
[
 
 
 
(𝑎11
3 + 2𝑎11(𝑎12𝑎21 + 𝑎13𝑎31 + 𝑎14𝑎41) + 𝑎12(𝑎21𝑎22 + 𝑎23𝑎31 + 𝑎24𝑎41) + 𝑎13(𝑎21𝑎32 + 𝑎31𝑎33 + 𝑎34𝑎41) +) ∗ 𝑏11
(𝑎11𝑎21 + 𝑎21𝑎22 + 𝑎23𝑎31 + 𝑎24𝑎41) ∗ 𝑏11
(𝑎11𝑎31 + 𝑎21𝑎32 + 𝑎31𝑎33 + 𝑎34𝑎41) ∗ 𝑏11
(𝑎11𝑎41 + 𝑎21𝑎42 + 𝑎31𝑎43 + 𝑎41𝑎44) ∗ 𝑏11 ]
 
 
 
   
 
𝐴0
3𝐵0
=
[
 
 
 
 
 
 
 
 
 
 
 (
𝑎11
3 + 2𝑎11(𝑎12𝑎21 + 𝑎13𝑎31 + 𝑎14𝑎41) + 𝑎12(𝑎21𝑎22 + 𝑎23𝑎31 + 𝑎24𝑎41) + 𝑎13
(𝑎21𝑎32 + 𝑎31𝑎33 + 𝑎34𝑎41) + 𝑎14(𝑎21𝑎42 + 𝑎31𝑎43 + 𝑎41𝑎44)
) ∗ 𝑏11
⋮
(
𝑎11
2𝑎21 + 𝑎11(𝑎21𝑎22 + 𝑎23𝑎31 + 𝑎24𝑎41) + 𝑎12𝑎21
2 + 𝑎13𝑎21𝑎31 + 𝑎14𝑎21𝑎41 + 𝑎21
(𝑎22
2 + 𝑎23𝑎32 + 𝑎24𝑎42) + 𝑎22(𝑎23𝑎31 + 𝑎24𝑎41) + 𝑎23(𝑎31𝑎33 + 𝑎34𝑎41) + 𝑎24(𝑎31
2 + 𝑎41𝑎44)
) ∗ 𝑏11
⋮
(
𝑎11
2𝑎31 + 𝑎11(𝑎21𝑎32 + 𝑎31𝑎33 + 𝑎34𝑎41) + 𝑎12𝑎21𝑎31 + 𝑎13𝑎31
2 + 𝑎14𝑎31𝑎41 +
𝑎21(𝑎22𝑎32 + 𝑎32𝑎33 + 𝑎34𝑎42) + 𝑎23𝑎31𝑎32 + 𝑎24𝑎32𝑎41 + 𝑎31(𝑎33
2 + 𝑎34𝑎43) + (𝑎33 + 𝑎44)𝑎34𝑎41
) ∗ 𝑏11
⋮
(
𝑎11
2𝑎41 + 𝑎11(𝑎21𝑎42 + 𝑎31𝑎43 + 𝑎41𝑎44) + 𝑎12𝑎21𝑎41 + 𝑎13𝑎31𝑎41 + 𝑎14𝑎41
2 +
𝑎21(𝑎22𝑎42 + 𝑎32𝑎43 + 𝑎42𝑎44) + 𝑎23𝑎31𝑎42 + 𝑎24𝑎41𝑎42 + 𝑎31(𝑎33 + 𝑎44)𝑎43 + 𝑎41(𝑎34𝑎43 + 𝑎44
2)
) ∗ 𝑏11 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
𝐶 = [
𝐶11 𝐶12 𝐶13 𝐶14 
0 𝐶22  𝐶23 𝐶24  
0 𝐶32 𝐶33 𝐶34
0 𝐶42 𝐶43 𝐶44 
] 
Tambien se puede realizar  la construcción de 𝐶 en Matlab, utilizando el comando 
rank(𝐶) de lo cual se obtiene: 
rank(𝐶)=4 
Entonces el modelo lineal es de estado totalmente controlable en el punto de equilibrio. 
 
3.7 ANÁLISIS DE OBSERVABILIDAD. 
Un sistema se llama observable si es posible reconstruir el vector de estado inicial x(0), a 
partir de las señales de entrada y de salida del sistema medidas dentro de un intervalo de 
tiempo finito. 
El sistema lineal descrito por las ecuaciones de estado es observable si y solo si la matriz 
de observabilidad tienen rango n. 
𝑂𝑏 = [
𝐶
𝐶𝐴
𝐶𝐴2
𝐶𝐴3
] 
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𝐶𝐴 = [𝑎31 𝑎32 𝑎33 𝑎34] 
𝐶𝐴2 = [µ11 µ12 µ13 µ14] 
µ11 = 𝑎11𝑎31 + 𝑎21𝑎32 + 𝑎31𝑎33 + 𝑎34𝑎41 
µ12 = 𝑎12𝑎31 + 𝑎22𝑎32 + 𝑎32𝑎33 + 𝑎34𝑎42 
µ13 = 𝑎13𝑎31 + 𝑎23𝑎32 + 𝑎33
2 + 𝑎34𝑎43 
µ14 = 𝑎14𝑎31 + 𝑎24𝑎32 + 𝑎33𝑎34 + 𝑎34𝑎44 
𝐶𝐴3 = [𝛷11 𝛷12 𝛷13 𝛷14] 
𝛷11 = 𝑎11
2𝑎31 + 𝑎11(𝑎21𝑎32 + 𝑎31𝑎33 + 𝑎34𝑎41) + 𝑎12𝑎21𝑎31 + 𝑎13𝑎31
2 + 𝑎14𝑎31𝑎41 
+𝑎21(𝑎22𝑎32 + 𝑎32𝑎33 + 𝑎34𝑎42) + 𝑎23𝑎31𝑎32 + 𝑎24𝑎32𝑎41𝑎31(𝑎33
2 + 𝑎34𝑎43) + (𝑎33 +
𝑎44)𝑎34𝑎41 
𝛷12 = 𝑎11𝑎12𝑎31 + 𝑎12(𝑎21𝑎32 + 𝑎22𝑎31 + 𝑎31𝑎33 + 𝑎34𝑎41) + 𝑎13𝑎31𝑎32 + 𝑎14𝑎31𝑎42 
+𝑎22
2𝑎32 + 𝑎22(𝑎32𝑎33 + 𝑎34𝑎42) + 𝑎23𝑎32
2 + 𝑎24𝑎32𝑎42 + 𝑎32(𝑎33
2 + 𝑎34𝑎43) + (𝑎33 +
𝑎44)𝑎34𝑎42 
𝛷13 = 𝑎11𝑎13𝑎31 + 𝑎12𝑎23𝑎31 + 𝑎13(𝑎21𝑎32 + 2𝑎31𝑎33 + 𝑎34𝑎41) + 𝑎14𝑎31𝑎43 + 𝑎22𝑎23𝑎32 
+𝑎23(2𝑎32𝑎33 + 𝑎34𝑎42) + 𝑎24𝑎32𝑎43 + 𝑎33
3 + 2𝑎33𝑎34𝑎43 + 𝑎34𝑎43𝑎44 
𝛷14 = 𝑎11𝑎14𝑎31 + 𝑎12𝑎24𝑎31 + 𝑎13𝑎31𝑎34 + 𝑎14(𝑎21𝑎32 + 𝑎31(𝑎33 + 𝑎44) + 𝑎34𝑎41) +
𝑎22𝑎24𝑎32 +𝑎23𝑎32𝑎34 + 𝑎24(𝑎32(𝑎33 + 𝑎44) + 𝑎34𝑎42) + (𝑎33
2 + 𝑎33𝑎44+𝑎34𝑎43 + 𝑎34𝑎43 +
 𝑎44
2) 𝑎34 
 La matriz de obsevabilidad queda entonces: 
𝑂𝑏 = [
0 0 1 0
𝑎31 𝑎32 𝑎33 𝑎34
µ11 µ12 µ13 µ14
𝛷11 𝛷12 𝛷13 𝛷14
] 
 
En Matlab se puede realizando la construcción de la matriz 𝑂𝑏 utilizando el comando 
rank(𝑂𝑏). Se obtiene que rank(𝑂𝑏)=4; por tanto, el modelo lineal es de estado totalmente 
observable en el punto de equilibrio. 
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4. FUNDAMENTACIÓN TEÓRICA DE CONTROL 
 
 
4.1 RETROALIMENTACIÓN DE ESTADOS  
Considérese un modelo en espacio de estados de un sistema dinámico descrito por  
( ) ( ) ( )
( ) ( )
X t AX t BU t
Y t CX t
 

 
Dónde: 
𝑋(𝑡) ∈ ℜ𝑛 es el vector de estados de la planta 
𝑈(𝑡) ∈ ℜ𝑚 es el vector de entradas a la planta o proceso 
𝑌(𝑡) ∈ ℜ𝑝 Vector de salidas 
𝐴 ∈ ℜ𝑛∗𝑛;   𝐵 ∈ ℜ𝑛∗𝑚; 𝐶 ∈ ℜ𝑝∗𝑛   
 
El objetivo del control es hacer que el modelo descrito anteriormente se comporte como el 
modelo de referencia siguiente 
( ) ( ) ( )
( ) ( )
m m m m
m m m
X t A X t B R t
Y t C X t
 

 
Dónde: 
𝑋𝑚(𝑡) ∈ ℜ
𝑛 es el vector de estados del modelo 
𝑅(𝑡) ∈ ℜ𝑟 es el vector de comando 
𝑌𝑚(𝑡) ∈ ℜ
𝑝 Vector de salidas del modelo 
𝐴𝑚 ∈ ℜ
𝑛∗𝑛;   𝐵𝑚 ∈ ℜ
𝑛∗𝑟;  𝐶𝑚 = 𝐶 ∈ ℜ
𝑝∗𝑛 
 
La ley de control por retroalimentación estática de estados dada por 
( ) ( ) ( )U t K X t GR t   
Dónde: 𝐾(𝑡) ∈ ℜ𝑚∗𝑛; 𝐺 ∈ ℜ𝑚∗𝑟;  
Reemplazando esta ley de control en el modelo de la planta se obtiene: 
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 
( ) ( ) [ ( ) ( )]
( ) ( ) ( )
X t AX t B KX t GR t
X t A BK X t BGR t
   
  
 
Comparando este modelo en lazo cerrado con el modelo de referencia a seguir: 
m
m
A BK A
BG B
 

 
Las ecuaciones que se deben solucionar son las siguientes 
m
m
BK A A
BG B
 

 
Para que estas ecuaciones tengan por lo menos una solución para yK G  se deben 
satisfacer las condiciones del rango 
[ ] ( );
[ ] ( );
m
m
rank A A B rank B
rank B B rank B
 

 
Estas condiciones establecen básicamente que para que las ecuaciones de diseño del 
controlador tengan solución las expresiones ,m mA A B deben ser combinaciones 
lineales de la matriz B . 
Dado que el objetivo del proyecto desarrollado es mantener la temperatura en un valor 
deseado, la retroalimentación se utilizara para estabilizar el punto de trabajo, por tanto 
𝑅(𝑡) = 0 → 𝑈(𝑡) = −𝐾 𝑋(𝑡)  
Para el modelo de referencia del horno se tienen: 
𝐴𝑚 = [
𝑎𝑚11 𝑎𝑚12 0 𝑎𝑚14 
𝑎𝑜21 𝑎𝑜22  𝑎𝑜23 𝑎𝑜24  
𝑎𝑜31 𝑎𝑜32 𝑎𝑜33 𝑎𝑜34
𝑎𝑜41 𝑎𝑜42 0 𝑎𝑜44 
] ;   𝐵𝑚 = [
𝑏𝑚
0 
0 
0 
] ;       𝐶𝑚=𝐶𝑜 
𝜆𝐼 − 𝐴𝑚 = 𝛤(𝜆) = [ɣ𝑖𝑗]𝑖,𝑗=1
𝑠
 
𝛤(𝜆) = [
𝑠 − 𝑎𝑚11 −𝑎𝑚12 0 −𝑎𝑚14 
−𝑎𝑜21 𝑠 − 𝑎𝑜22  −𝑎23 −𝑎𝑜24  
−𝑎𝑜31 −𝑎𝑜32 𝑠 − 𝑎33 −𝑎𝑜34
−𝑎𝑜41 −𝑎𝑜42 0 𝑠 − 𝑎𝑜44 
]  
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|𝛤(𝜆)| =  𝜆4 − 𝜆3(𝑎𝑜22 + 𝑎𝑜33 + 𝑎𝑜44 + 𝑎𝑚11)  +𝜆
2(𝑎𝑚11𝑎𝑜22 − 𝑎𝑚12𝑎𝑜21 + 𝑎𝑚11𝑎𝑜33 +
𝑎𝑚11𝑎𝑜44 − 𝑎𝑚14𝑎𝑜41 + 𝑎𝑜22𝑎𝑜33 − 𝑎𝑜23𝑎𝑜32 − 𝑎𝑜22𝑎𝑜44 − 𝑎𝑜24𝑎𝑜42 + 𝑎𝑜33𝑎𝑜44) +
𝜆(−𝑎𝑚11𝑎𝑜22𝑎𝑜33 + 𝑎𝑚11𝑎𝑜23𝑎𝑜32 + 𝑎𝑚12𝑎𝑜21𝑎𝑜33 − 𝑎𝑚12𝑎𝑜23𝑎𝑜31 − 𝑎𝑚11𝑎𝑜22𝑎𝑜44 +
𝑎𝑚11𝑎𝑜24𝑎𝑜42 + 𝑎𝑚12𝑎𝑜21𝑎𝑜44 − 𝑎𝑚12𝑎𝑜24𝑎𝑜41 − 𝑎𝑚14𝑎𝑜21𝑎𝑜42 + 𝑎𝑚14𝑎𝑜22𝑎𝑜41 −
𝑎𝑚11𝑎𝑜33𝑎𝑜44 + 𝑎𝑚14𝑎𝑜33𝑎𝑜41 − 𝑎𝑜22𝑎𝑜33𝑎𝑜44 + 𝑎𝑜23𝑎𝑜32𝑎𝑜44 − 𝑎𝑜23𝑎𝑜34𝑎𝑜42 +
𝑎𝑜24𝑎𝑜33𝑎𝑜42)  + (𝑎𝑚11𝑎𝑜22𝑎𝑜33𝑎𝑜44 − 𝑎𝑚11𝑎𝑜23𝑎𝑜32𝑎𝑜44 + 𝑎𝑚11𝑎𝑜23𝑎𝑜34𝑎𝑜42 −
𝑎𝑚11𝑎𝑜24𝑎𝑜33𝑎𝑜42 − 𝑎𝑚12𝑎𝑜21𝑎𝑜33𝑎𝑜44 + 𝑎𝑚12𝑎𝑜23𝑎𝑜31𝑎𝑜44 − 𝑎𝑚12𝑎𝑜23𝑎𝑜34𝑎𝑜41 +
𝑎𝑚12𝑎𝑜24𝑎𝑜33𝑎𝑜41 + 𝑎𝑚14𝑎𝑜21𝑎𝑜33𝑎𝑜42 − 𝑎𝑚14𝑎𝑜22𝑎𝑜33𝑎𝑜41 − 𝑎𝑚14𝑎𝑜23𝑎𝑜31𝑎𝑜42 +
𝑎𝑚14𝑎𝑜23𝑎𝑜32𝑎𝑜41) 
 
Si se desea ubicar los polos en lazo cerrado según el polinomio característico deseado: 
𝑝(𝜆)= 𝜆4 + ℒ3𝜆
3 + ℒ2𝜆
2 + ℒ1 𝜆 + ℒ0 
ℒ3 = 𝑎𝑜22 + 𝑎𝑜33 + 𝑎𝑜44 + 𝑎𝑚11   
𝑎𝑚11 = ℒ3 − 𝑎𝑜22 − 𝑎𝑜33 − 𝑎𝑜44           
 
ℒ2 = 𝑎𝑚11𝑎𝑜22 − 𝑎𝑚12𝑎𝑜21 + 𝑎𝑚11𝑎𝑜33 + 𝑎𝑚11𝑎𝑜44 − 𝑎𝑚14𝑎𝑜41 + 𝑎𝑜22𝑎𝑜33 − 𝑎𝑜23𝑎𝑜32 
−𝑎𝑜22𝑎𝑜44 − 𝑎𝑜24𝑎𝑜42 + 𝑎𝑜33𝑎𝑜44 
𝑎𝑚12
=
−ℒ2 + 𝑎𝑚11𝑎𝑜22 + 𝑎𝑚11𝑎𝑜33 + 𝑎𝑚11𝑎𝑜44 − 𝑎𝑚14𝑎𝑜41 + 𝑎𝑜22𝑎𝑜33 − 𝑎𝑜23𝑎𝑜32  − 𝑎𝑜22𝑎𝑜44 − 𝑎𝑜24𝑎𝑜42 + 𝑎𝑜33𝑎𝑜44
𝑎𝑜21
 
 
ℒ1 = −𝑎𝑚11𝑎𝑜22𝑎𝑜33 + 𝑎𝑚11𝑎𝑜23𝑎𝑜32 + 𝑎𝑚12𝑎𝑜21𝑎𝑜33 − 𝑎𝑚12𝑎𝑜23𝑎𝑜31 − 𝑎𝑚11𝑎𝑜22𝑎𝑜44 
+𝑎𝑚11𝑎𝑜24𝑎𝑜42 + 𝑎𝑚12𝑎𝑜21𝑎𝑜44 − 𝑎𝑚12𝑎𝑜24𝑎𝑜41 − 𝑎𝑚14𝑎𝑜21𝑎𝑜42 + 𝑎𝑚14𝑎𝑜22𝑎𝑜41 −
𝑎𝑚11𝑎𝑜33𝑎𝑜44 + 𝑎𝑚14𝑎𝑜33𝑎𝑜41 − 𝑎𝑜22𝑎𝑜33𝑎𝑜44 + 𝑎𝑜23𝑎𝑜32𝑎𝑜44 − 𝑎𝑜23𝑎𝑜34𝑎𝑜42 + 𝑎𝑜24𝑎𝑜33𝑎𝑜42 
 
𝑎𝑚14 =
−ℒ1 − 𝑎𝑚11𝑎𝑜22𝑎𝑜33 + 𝑎𝑚11𝑎𝑜23𝑎𝑜32 + 𝑎𝑚12𝑎𝑜21𝑎𝑜33 − 𝑎𝑚12𝑎𝑜23𝑎𝑜31 − 𝑎𝑚11𝑎𝑜22𝑎𝑜44
𝑎𝑜21𝑎𝑜42 − 𝑎𝑜22𝑎𝑜41 − 𝑎𝑜33𝑎𝑜41
 
+ 
𝑎𝑚11𝑎𝑜24𝑎𝑜42 + 𝑎𝑚12𝑎𝑜21𝑎𝑜44 − 𝑎𝑚12𝑎𝑜24𝑎𝑜41 − 𝑎𝑚11𝑎𝑜33𝑎𝑜44 − 𝑎𝑜22𝑎𝑜33𝑎𝑜44
𝑎𝑜21𝑎𝑜42 − 𝑎𝑜22𝑎𝑜41 − 𝑎𝑜33𝑎𝑜41
 
+ 
𝑎𝑜23𝑎𝑜32𝑎𝑜44 − 𝑎𝑜23𝑎𝑜34𝑎𝑜42 + 𝑎𝑜24𝑎𝑜33𝑎𝑜42
𝑎𝑜21𝑎𝑜42 − 𝑎𝑜22𝑎𝑜41 − 𝑎𝑜33𝑎𝑜41
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La solución para 𝐾 esta dada por: 
𝐵𝑜𝐾 = 𝐴𝑜 − 𝐴𝑚 
𝑏𝑜𝑘1 = −𝑎𝑚11  →  𝑘1 =
−𝑎𝑚11  
𝑏𝑜
⁄  
𝑏𝑜𝑘2 = −𝑎𝑚12  →  𝑘2 =
−𝑎𝑚12  
𝑏𝑜
⁄  
𝑏𝑜𝑘3 = −𝑎𝑚13  →  𝑘3 =
−𝑎𝑚13  
𝑏𝑜
⁄  
𝑏𝑜𝑘4 = −𝑎𝑚14  →  𝑘4 =
−𝑎𝑚14  
𝑏𝑜
⁄  
Para obtener 𝐾  en el modelo del horno eléctrico se tiene: 
[
𝑘1
𝑘2
𝑘3
𝑘4
] = [
0.0063 0 0 0
0.35 0.16 0.043 0.05
4.28 3.10 2.06 2.30
15.10 15.07 15.10 13.41
]
−1
∗ [
𝜆3 − 67.37
𝜆2 − 1309.5
𝜆1 − 8126.2
𝜆𝑜 − 13692
] 
Los tamaños de la matriz de ganancia 𝐾 dependen de la ubicación de los polos. La 
ganancia aumenta a medida que los polos se alejen cada vez más del origen. 
 
4.2 DESIGUALDADES MATRICIALES LINEALES (LMI’S): 
Una desigualdad matricial lineal (LMI) es una desigualdad 
𝐹(𝑥) > 0   
Donde 𝐹 es una función afín que mapea un espacio vectorial finito dimensional V al 
conjunto: 
S={M /∃𝑛 > 0 𝑡𝑎𝑙 𝑞𝑢𝑒 𝑀 = 𝑀𝑇} :M ∈  ℝ𝑛∗𝑛 
De acuerdo con la definición de afinidad un mapeo afín 𝐹: 𝑉 → 𝑆 necesariamente toma la 
forma 𝐹(𝑥) =  𝐹0 + 𝑇(𝑥) donde 𝐹0  ∈ 𝑆 y 𝑇: 𝑉 → 𝑆 es una transformación lineal. Así V es 
finito dimensional por decir de dimensión m y {𝑒1, 𝑒2, … , 𝑒𝑚} constituye una base para V, 
entonces se puede decir: 
𝑇(𝑥) =  ∑𝑥𝑗𝐹𝑗
𝑚
𝑗=1
 
Donde los elementos {𝑥1, 𝑥2, … , 𝑥𝑚} son tales que  𝑥 =  ∑ 𝑥𝑗𝑒𝑗
𝑚
𝑗=1     y  𝐹𝑗=T(𝑒𝑗) para 
j=1,2,…,m. 
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Un sistema de desigualdades matriciales lineales es un conjunto finito de desigualdades 
matriciales lineales. 
𝐹1(𝑥) > 0, 𝐹2(𝑥) > 0,… , 𝐹𝑘(𝑥) > 0 
Este sistema puede escribirse como un único LMI. Específicamente 𝐹1(𝑥) > 0, 𝐹2(𝑥) >
0,… , 𝐹𝑘(𝑥) > 0 ↔ 
𝐹(𝑥) = [
𝐹1 0 … 0
0 𝐹2 … 0
⋮ ⋮ … ⋮
0 0 … 𝐹𝑘
] 
La ultima desigualdad tiene sentido en la medida que 𝐹(𝑥) sea simétrica para cualquier 𝑥 
puesto que el conjunto de valores característicos de 𝐹1(𝑥)…𝐹𝑘(𝑥) cualquier 𝑥 que 
satisface 𝐹(𝑥) > 0   también satisface el sistema de LMI y viceversa. 
Una segunda propiedad importante se relaciona al incorporar condiciones afines de 
desigualdades matriciales lineales. Por esto se quiere decir que condiciones combinadas 
(en la incógnita 𝑥) de la forma 
{
𝐹(𝑥) > 0
𝐴𝑥 = 𝑏
 𝑜} 
𝐹(𝑥) > 0
𝑥 = 𝐴𝑦 + 𝑏 𝑝𝑎𝑟𝑎 𝑎𝑙𝑔𝑢𝑛 𝑦
 
Donde la función afín 𝐹:ℝ𝑚 → 𝑆 y las matrices A ∈  ℝ𝑚∗𝑛 y b ∈  ℝ𝑚 son dados puede 
agruparse en una desigualdad matricial lineal 𝐹(𝑥) > 0. 
Mas generalmente las ecuaciones combinadas 
{𝐹
(𝑥) > 0
𝑥 ∈ 𝑀
 𝑜} 
Donde 𝑀 es una función afín o subconjunto afín de ℝ𝑚 es decir 
𝑀 = 𝑥0 + 𝑀0 = {𝑥0 +𝑚0 / 𝑚0 ∈  𝑀0 } 
Con 𝑥0  ∈  ℝ
𝑚  y 𝑀0 un subespacio lineal de ℝ
𝑚 puede reescribirse de la forma de una 
simple LMI 𝐹(𝑥) > 0. Para hacer esto sean 𝑒1, 𝑒2, … , 𝑒𝑚   ∈  ℝ
𝑚 una base de 𝑀0 y sea 
𝐹(𝑥) = 𝐹0 + 𝑇(𝑥) 
0 < 𝐹(𝑥) = 𝐹0 + 𝑇(∑𝑥𝑗𝑒𝑗
𝑚𝑜
𝑗=1
) = 𝐹0 + 𝑇(𝑥0) +∑𝑥𝑗
𝑚𝑜
𝑗=1
 
𝑇(𝑒𝑗) =  𝐹0̅̅ ̅ + 𝑥1𝐹1̅ +⋯+ 𝑥𝑚𝑜𝐹𝑚𝑜̅̅ ̅̅ ̅ = ?̅?(?̅?) 
Donde 𝐹0̅̅ ̅ =  𝐹0 + 𝑇(𝑥0),   𝐹?̅? = 𝑇(𝑒𝑗)  
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?̅? = (𝑥1, 𝑥2, … , 𝑥𝑚𝑜) Son los coeficientes de 𝑥 − 𝑥0 en la base de 𝑀0. Esto implica que 𝑥 ∈
 ℝ𝑚 satisface la condición 𝐹(𝑥) > 0, 𝑥 ∈  𝑀 si y solo si 𝐹(?̅?) > 0. Nótese que la dimensión 
𝑚0 de ?̅? es más pequeña que a dimensión 𝑚 de  𝑥. 
Una tercera propiedad de los LMI’s se obtienen debido a que es posible convertir algunas 
desigualdades no lineales a desigualdades lineales. Suponga que particiona una matriz 
𝑀 ∈  ℝ𝑛∗𝑛 como 
𝑀 = [
𝑀11 𝑀12
𝑀21 𝑀22
] 
Donde 𝑀11 tienen dimensión ɣ*ɣ. Suponga que 𝑀11 es no singular. Entonces la matriz 
S=𝑀22-𝑀21𝑀11𝑀12 se conoce como complemento de schur de 𝑀11 en 𝑀. Si 𝑀 es 
simétrica entonces: 
𝑀 > 0 ↔ [
𝑀11 0
0 𝑆
] > 0  ↔  {
𝑀11 > 0
𝑆 > 0
 
El resultado se obtiene como sigue: 
𝑀 = [
𝐼 −𝐹
0 𝐼
]
𝑇
[
𝐼 𝐹
0 𝐼
]
𝑇
𝑀[
𝐼 𝐹
0 𝐼
] [
𝐼 −𝐹
0 𝐼
] 
𝑀 = [
𝐼 −𝐹
0 𝐼
] [
𝑀11              𝑀11𝐹 +𝑀12
𝐹𝑇𝑀11 +𝑀21      𝐹
𝑇𝑀11𝐹 + 𝐹
𝑇𝑀12 +𝑀21𝐹 + 𝑀22        
] [
𝐼 −𝐹
0 𝐼
] 
La cual es definida positiva si y solo si la matriz en el término de la mitad es positivo 
definido. Tomando 𝐹 = −𝑀11′𝑀12 obtenemos el resultado. 
 
Desigualdades matriciales de Lyapunov: 
Lyapunov demostró que la ecuación diferencial  ?̇?(𝑡) = 𝐴𝑋(𝑡), es estable (es decir todas 
las trayectorias convergen a 𝑋(𝑡) = 0) si y solamente si existe una matriz positiva definida 
y simétrica 𝑃 tal que la desigualdad matricial: 𝐴𝑇𝑃 + 𝑃𝐴 < 0 es factible. 
El requisito 𝑃 = 𝑃𝑇 > 0, 𝐴𝑇𝑃 + 𝑃𝐴 < 0 es lo que ahora se conoce como una Desigualdad 
Matricial de Lyapunov en 𝑃. 
Esta constituye la primera desigualdad matricial lineal que relaciona la estabilidad del 
sistema invariante en el tiempo y es de las más utilizadas. 
 
Estabilidad asintótica de un sistema lineal autónomo: 
Sea el sistema lineal autónomo dado por: ?̇?(𝑡) = 𝐴𝑋(𝑡);   𝑋(𝑡) ∈ ℝ𝑛;   𝐴 ∈ ℝ𝑛∗𝑛 
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Según el teorema de Estabilidad de Lyapunov el sistema es asintóticamente estable esto 
es ∀𝑋 ∈ ℝ𝑛   lim
𝑡→∞
𝑋(𝑡) = 0, si y solo si existe 𝑃 ∈ 𝑙  tal que 𝑃 > 0 𝑦 𝐴𝑇𝑃 + 𝑃𝐴 < 0.   
La estabilidad asintótica del sistema es equivalente al problema de factibilidad de la LMI: 
[
𝑃 0
0 −𝐴𝑇𝑃 − 𝑃𝐴
] > 0 
 
Estabilidad simultanea de sistemas lineales: 
Considere el sistema lineal invariante en el tiempo  ?̇?(𝑡) = 𝐴𝑋(𝑡) + 𝐵𝑈(𝑡),  donde 𝐴 ∈
ℝ𝑛∗𝑛 𝑦 𝐵 ∈ ℝ𝑛∗𝑚   
La pregunta de estabilización simultánea busca hallar una ley de retroalimentación 𝑈(𝑡) =
−𝐾𝑋(𝑡) con 𝐾 ∈ ℝ𝑚∗𝑛  tal que los valores característicos  𝜆(𝐴 − 𝐵𝐾) pertenecen al 
semiplano complejo izquierdo. Este problema se resuelve cuando se puede hallar 
matrices 𝐾 y 𝑃 tal que:  
{
𝑃 > 0
(𝐴 − 𝐵𝐾)𝑇𝑃 + 𝑃(𝐴 − 𝐵𝐾) < 0
 
S puede realizar una profundización de la temática en: [15] y [16] 
 
4.3 ESPACIOS MÉTRICOS:  
Un espacio métrico es un par (𝑋, 𝑑) donde 𝑋 es un conjunto y d es una métrica sobre 𝑋 
(también se le llama función distancia sobre 𝑋). Dicho de otro modo se dice que d es una 
función definida sobre 𝑋 ∗ 𝑋  tal que para todos , ,x y z Î X se tiene: 
 d es de valor real, finita y no negativa.  
 ( ), 0d x y = si y solamente sí ( )x y= Û . 
 ( ) ( ), ,d x y d y x=  
 ( ) ( ) ( ), , ,d x y d x z d z y£ +  desigualdad triangular. 
Comúnmente a 𝑋 se le conoce como el conjunto fundamental de (𝑋, 𝑑), sus elementos 
son llamados puntos. Para 𝑥, 𝑦 fijos se tiene que 𝑑(𝑥, 𝑦)
 
es un número no negativo y es la 
distancia de x a y  las propiedades anteriores son los axiomas de una métrica. Probar 
que un conjunto 𝑋 con una función 𝑑 no negativa constituye un espacio métrico (𝑋, 𝑑) es 
probar las propiedades de la métrica 𝑑 con cualquier elemento de 𝑋. 
 
Para más información sobre espacios métricos referirse a [17] 
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5. DISEÑO DE LOS CONTROLADORES 
 
 
5.1 PID 
El controlador PID que se diseña se hace a partir del tiempo de retardo 𝑡𝑜 , de la ganancia 
𝑘 y de la constante de tiempo ԏ, que se determinan de la curva de reacción de la Figura 
10, la cual se produce cuando se ubican las temperaturas en el punto de equilibrio y se 
aplica un pequeño escalón Δu(t) sobre el valor inicial, observando la reacción en la señal 
de salida.  
 
Figura 10. Curva de reacción en lazo abierto 
 
Fuente. Autor 
 
Se determinan dos puntos sobre la curva de reacción según el método de Smith, en el 
cual se seleccionan los tiempos (𝑡1 𝑦 𝑡2) para alcanzar el 28.4% y el 63.2% del cambio 
total en la respuesta a la entrada escalón. 
 
Con estos tiempos se despejan las ecuaciones (22) y (23). 
 
                                                                    Ʈ = 
3
2
(𝑡2-𝑡1)                                                  (22) 
 
                                                                     𝑡𝑜 = 𝑡2 − Ʈ                                                    (23) 
 
 
Para ajustar el controlador PID se utiliza el método Zieglers-Nichols que expresa los 
parámetros del controlador de la siguiente manera: 
 
𝐾𝑝 =
1
2
(
𝑡𝑜
ԏ
)
−1
 ; 𝐾𝑖=2*𝑡𝑜; 𝐾𝑑= 
1
2
∗ 𝑡𝑜 
 
Con este procedimiento se obtiene el valor de cada constante: 
𝐾𝑝 = 137.06 ;𝐾𝑖 = 22.39 ;𝐾𝑑 =  209.78   
Los valores de las constantes son altos debido a que la señal de control es la potencia 
medida en el rango de los KW. 
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5.2 LINEALIZACIÓN POR RETROALIMENTACIÓN DE ESTADOS 
El objetivo del controlador por linealización entrada-estado es utilizar una 
retroalimentación de estados no lineal para cancelar la dinámica no lineal del modelo e 
imponer una dinámica lineal. La Figura 11 ilustra el diagrama de bloques del controlador. 
 
Figura 11. Diagrama de bloques del controlador por linealización entrada-estado 
 
Fuente. Autor 
 
Se debe derivar 𝑇𝑐(𝑡) hasta lograr obtener la señal de control en la ecuación diferencial de 
𝑇𝑐 , esta se obtienen en la segunda derivada. En la simulación se requiere un bloque que 
contenga la segunda derivada de la temperatura de la pieza, para esto se deriva (17) 
obteniendo (24): 
𝑇?̈?= 𝐴 ∗ 𝑃 + 𝑇𝑟 ∗ (−𝐴𝐾1 +𝐵𝐾1) + 𝑇𝑟
4 ∗ (−𝐴𝐾2 + 𝐶𝐾7 + 𝐶𝐾5) + 𝑇𝑎 ∗ (𝐴𝐾1 − 𝐵𝐾1 − 𝐵𝐾3 −
𝐵𝐾4 − 𝐶𝐾3) + 𝑇𝑐 ∗ (𝐵𝐾4) + 𝑇𝑐
4 ∗ (−𝐶𝐾5) + 𝑇𝑝 ∗ (𝐵𝐾3 + 𝐶𝐾3 − 𝐶𝐾8) + 𝑇𝑃
4 ∗ (𝐴𝐾2 − 𝐶𝐾7 −
𝐶𝐾9) + 𝑇𝑒𝑥𝑡 ∗ (𝐶𝐾9) + 𝑇𝑒𝑥𝑡
4 ∗ (𝐶𝐾9) + (𝛽𝑐(𝑇𝑐) ∗ ((𝐾5 + 𝐾6) ∗ 𝑇𝑐
4 − 𝐾4 ∗ 𝑇𝑎 −𝐾5 ∗ 𝑇𝑟
4 − 𝐾6 ∗
𝑇𝑝
4 + 𝑇𝑐) − 𝜙𝑐(𝑇𝑐) ∗ (4(𝐾5 + 𝐾6) ∗ 𝑇𝑐
3 +𝐾4)) ∗ 𝐷 ∗ (𝐾4 ∗ (𝑇𝑎 − 𝑇𝑐) − 𝐾5 ∗ (𝑇𝑐
4 − 𝑇𝑟
4) − 𝐾6 ∗
(𝑇𝑐
4 − 𝑇𝑝
4))                                                                                                                       (24) 
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Dónde: 
A= 
4∗𝐾5∗𝑇𝑟
3
𝜙𝑟(𝑇𝑟)
 
B= 
𝐾4
𝜙𝑎(𝑇𝑎)
 
C= 
4∗𝐾6∗𝑇𝑝
3
𝜙𝑝(𝑇𝑝)
 
D= 
1
𝜙𝑐
3(𝑇𝑐)
 
El bloque Tc deseada y lineal estado de la Figura 11 se crean a partir de las siguientes 
ecuaciones que pretenden cancelar la no linealidad: 
𝑇?̈?=𝑓(𝑇𝑟 , 𝑇𝑎, 𝑇𝑐, 𝑇𝑝) + 
4∗𝐾5∗𝑇𝑟
3
𝜙𝑟(𝑇𝑟)
∗ 𝑃 
Se calcula el error de seguimiento donde 𝑇𝑐𝑑(𝑡) = Perfil deseado suave 
𝛥𝑇𝑐(𝑡) = 𝑇𝑐(𝑡) − 𝑇𝑐𝑑(𝑡) 
𝛥𝑇?̇?(𝑡) = 𝑇?̇?(𝑡) − 𝑇𝑐𝑑̇ (𝑡) 
𝛥𝑇?̈?(𝑡) = 𝑇?̈?(𝑡) − 𝑇𝑐𝑑̈ (𝑡)                  (25) 
𝛥𝑇?̈?(𝑡) + 2 ∗ 𝜌 ∗ 𝜔0 ∗ 𝛥𝑇?̇?(𝑡) + 𝜔0
2 ∗ 𝛥𝑇𝑐(𝑡) = 0  
𝛥𝑇?̈?(𝑡) = −2 ∗ 𝜌 ∗ 𝜔0 ∗ 𝛥𝑇?̇?(𝑡) − 𝜔0
2 ∗ 𝛥𝑇𝑐(𝑡)                            (26) 
Dónde: 𝜔0 = 
4.6
𝜌∗𝑡𝑟(1%)
 
La potencia total está definida como la suma de la potencia lineal y la potencia no lineal. 
𝑃 = 𝑃𝑁 + 𝑃𝐿 
𝑃𝑁 =
𝜙𝑟(𝑇𝑟)
4∗𝐾5∗𝑇𝑟
3 *(−𝑓(𝑇𝑟 , 𝑇𝑎, 𝑇𝑐, 𝑇𝑝) ) 
𝑃𝐿̅̅ ̅ =
𝜙𝑟(𝑇𝑟)
4∗𝐾5∗𝑇𝑟
3 *𝑃𝐿 
𝑇?̈?(𝑡) =  𝑃𝐿̅̅ ̅                    (27) 
Reemplazando (27) en (25) se obtiene: 
𝛥𝑇?̈?(𝑡) =  𝑃𝐿 − 𝑇𝑐𝑑̈ (𝑡)                   (28) 
Igualando las ecuaciones (26) y (28) 
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𝑃𝐿 − 𝑇𝑐𝑑̈ (𝑡) = −2 ∗ 𝜌 ∗ 𝜔0 ∗ 𝛥𝑇?̇?(𝑡) − 𝜔0
2 ∗ 𝛥𝑇𝑐(𝑡)                           
De esta manera la potencia lineal se describe en (29). 
𝑃𝐿 = 𝑇𝑐𝑑̈ (𝑡) − 2 ∗ 𝜌 ∗ 𝜔0 ∗ 𝛥𝑇?̇?(𝑡) − 𝜔0
2 ∗ 𝛥𝑇𝑐(𝑡)                                                                 (29) 
 
5.3 LMI 
Se realiza una estrategia de control utilizando desigualdades lineales matriciales. Para 
aplicar esta técnica se toman los modelos linealizados del proceso alrededor de los 
puntos de trabajo y se diseñan retroalimentaciones de variables de estado para estabilizar 
los modelos obtenidos alrededor de los puntos de equilibrio según el criterio de estabilidad 
de Lyapunov. El modelo del sistema con el controlador por LMI creado en Matlab/Simulink 
se observa en la Figura 12.  
 
Figura 12. Diagrama de bloques del controlador utilizando LMI 
 
Fuente. Autor 
En la Figura 12 se cuenta con un subsistema en el que se realiza la comparación de las 
temperaturas reales de cada elemento del horno con la temperatura deseada. Estas 
diferencias ingresas a la matriz de ganancia 𝑘𝑜 que controla el modelo no lineal de la 
planta. 
Para obtener las ganancias de retroalimentación requeridas por esta estrategia se utilizan 
los comandos que trae Matlab sobre LMI’s como lo son: lmivar (para definir la estructura y 
dimensión) y lmiterm (especificación de términos). [18] 
Para el uso de las rutinas lmivar y lmiterm se debe realizar los siguientes pasos: 
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 Paso de linealización: Para inicializar una estructura void, primero del comando 
setlmis(L I) seguido posiblemente por lmi1=newlmi para asignar una etiqueta de 
identificación al LMI que se desee especificar. 
 
 Definición de variables: Para cada una de las variables matriciales desconocidas 
𝑋1, … , 𝑋𝐾 en (LMI) invoque la rutina lmivar para definir la estructura y dimensión. La 
sintaxis es x=lmivar(type,strve) donde type=1. Para matrices diagonales simétricas de 
la forma x=diag (𝑆1, 𝑆2, … , 𝑆𝐽) donde cada uno de los 𝑆𝐽 es o bien una matriz simétrica 
total, un múltiplo escalar de la matriz identidad idénticamente cero. 
 
 Especificación de términos: El termino contenido de un LMI se especifica con lmiterm, 
la sintaxis es lmiterm(id,A,B) donde A y B son matrices reales id=[lmi1,i,j,k] se refiere 
al (i,j) bloque de L(∙) en (lmi1) y k es un entero entre –k y k, el comando 
lmiterm([lmi1,i,j,k],A,B) adiciona el termino A𝑋𝑘, B, A𝑋𝑘
𝑇B o A al (i,j) esimo bloque de 
L(∙) en lmi1 dependiendo de si k es positivo, negativo o cero, respectivamente. Aquí k 
se refiere a la variable matricial 𝑋𝑘 con tal que 𝑋𝑘 haya sido definida como la k-esima 
llamada de lmivar. La matriz “exterior” N en lmi1 es una matriz identidad por defecto 
pero puede establecerse como A tomando id=[lmi1,0,0,0].  
 
 Paso final: La especificación es contemplada con el comando lmisys=getlmis. Este 
comando retorna la representación Matlab interna de (lmi1) en la variable lmisys. 
Se utiliza el comando Feasp, el cual computa una solución al problema de factibilidad, 
entregando un vector 𝑥 de variables de decisión 𝑥1, 𝑥2,…,𝑥𝑚 las cuales constituyen las 
entradas independientes no cero de 𝑋1, … , 𝑋𝐾. Las variables matriciales 𝑋1, 𝑋2, … , 𝑋𝐾 son 
recuperadas de 𝑥 por medio de la rutina dec2mat. Específicamente 𝑋𝐾 se obtienen 
mediante el comando 𝑋𝐾=dec2mat(lmisys,x,k) 
Como resultado del cálculo se obtiene la matriz de ganancias 𝑘𝑜 , que controla el modelo 
no lineal de la planta: 
 
𝑘𝑜 = [−0.5540    3.0029 −1.1573 −0.3666]*   1.0e+04 
Con este procedimiento se pueden obtener los valores característicos en lazo abierto 
(eig(Ao))  y en lazo cerrado (eig(Alco)) del sistema: 
Tabla 4. Valores característicos del sistema 
eig(Ao) eig(Alco) 
-38.7539 + 0.0000i   -9.0507 +55.2599i 
 
-19.0534 + 0.0000i   -9.0507 -55.2599i 
 
-2.6842 + 0.0000i   -7.0521 + 0.9465i 
 
-6.8762 + 0.0000i   -7.0521 - 0.9465i 
Fuente. Autor 
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5.4 USO DE MÉTRICAS  
La estrategia de control utilizando métricas se basa en calcular las diferencias entre las 
temperaturas de los elementos del horno y sus valores deseados como se describe a 
continuación: 
 
S=|𝑇𝑟 − 𝑇𝑟𝑑| +|𝑇𝑎 − 𝑇𝑎𝑑|+|𝑇𝑐 − 𝑇𝑐𝑑|+|𝑇𝑝 − 𝑇𝑝𝑑| 
𝑆1 = ∑ |𝑇𝑖 − 𝑇𝑖𝑑|
4
𝑖=1   (Métrica del taxista) 
𝑆2 = √ ∑ |𝑇𝑖 − 𝑇𝑖𝑑|
4
𝑖=1   (Métrica euclidea) 
𝑆𝑖 = √∑ |𝑇𝑖 − 𝑇𝑖𝑑|𝑝
𝑛
𝑖=1
𝑝
                  (30) 
𝑆∞ = sup
𝑖
|𝑇𝑖 − 𝑇𝑖𝑑| 
El índice de la norma 𝑝 se púede asignar desde 1, el cual proporcionara la sumatoria de 
S, hasta valores altos, en este caso 𝑝=100. El objetivo del control es hacer que el criterio 
𝑆 → 0 con lo cual se tiene que 𝑇𝑖 → 𝑇𝑖𝑑 para 𝑖 =  1,2,3,4. Esto se logra por medio de una 
retroalimentación de estados adecuada.  
En la Figura 13 se observar que el resultado entre las temperaturas reales y las deseadas 
son la entrada del bloque de control denominado Métrica, el cual se describe en forma de 
código basado en la ecuación (30). 
Figura 13. Diagrama de bloques del controlador utilizando métricas 
 
Fuente. Autor 
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6. ANALISIS DE RESULTADOS 
 
 
Se verifico en simulación el desempeño de cuatro estrategias para el control de la 
temperatura realizando dos pruebas sobre el modelo no lineal como se describe a 
continuación: 
 
6.1 PRUEBA 1: 
La primera prueba consiste en practicar una perturbación al punto de equilibrio de la 
temperatura del aire y la pieza alejándola 100°C del valor deseado, lo cual simula una 
perturbación producida al abrir la puerta del horno repentinamente durante 20 segundos y 
luego se cierra, generándose a si una pérdida de calor dentro del horno. 
Como primer análisis se observa el comportamiento de la señal de control a diferentes 
índices de la norma cuando se utiliza el controlador usando métricas: 
Figura 14. Señal control (p=1)                             Figura 15. Señal control (p=2) 
     
Figura 16. Señal control (p=100) 
 
Fuente. Autor 
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Tabla 5. Comparaciones características de la señal de control 
Figura Índice de la norma 
(p) 
Máximo sobre pico Aumento potencia 
14 1 2.974 P=0.019t+2.6695 
15 2 2.893 100W cada 36 minutos 
16 100 2.838 300W cada 2 horas 
 
En las Figuras 14,15 y 16 se observa un máximo sobre pico similar en la señal de control 
pero de acuerdo al aumento del índice de la norma (p) la señal cada vez es más estable.  
Cuando p=1 se produce una sumatoria, lo cual incrementa la potencia a medida que pasa 
el tiempo, alejándose así del valor deseado. Con p=2 la señal de control se incrementa en 
300W cada 2 horas y con un índice bastante grande como lo es p=100, este incremento 
de la señal disminuye; por tanto se produce un consumo menor de energía. 
En comparación con p=1 y p=2, la norma p=100 mira la temperatura que se encuentre 
más alejada del valor deseado y realiza la retroalimentación en base a esta. Un índice 
pequeño genera una sumatoria que hace que se incremente el consumo de energía a 
medida que pasa el tiempo y se vuelve difícil realizar la compensación. 
De acuerdo a lo anterior, el controlador se realiza en base a la norma p=100. 
El segundo análisis corresponde a la respuesta producida a la perturbación descrita 
anteriormente y la respuesta que se genera utilizando los diferentes controladores.  
Las Figuras 17-20 muestran la señale de control que proporciona cada uno de los 
controladores respectivamente: 
 
Figura 17. Señal control (PID)                       Figura 18. Señal control (Retroalimentación                                                                                                                                                             
.                                                                                            de estados)                                                          
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Figura 19. Señal control (LMI)                                     Figura 20. Señal control (Métricas)   
 
Fuente. Autor 
En las Figuras 18 y 19 la señal de control se satura, lo que indica una alta demanda de 
potencia en los primeros diez minutos.  
En las Figuras 17 y 20 se presenta un máximo sobre pico de 280 KW con una diferencia 
de 10KW de la señal de control requerida.  
El controlador con LMI presenta oscilaciones hasta establecerse en la potencia adecuada. 
El controlador basado en métricas al igual que el PID no requiere una exigencia alta en la 
señal de control pero este último controlador requiere un tiempo de estabilización mayor 
comparado con los otros controladores. 
El tiempo de estabilización de la señal de control de la Figura 18 solo difiere en 6 minutos 
del tiempo de estabilización de la señal de la Figura 19, pero el comportamiento de las 
señales son diferentes, ya que en la Figura 18 se genera un pico alto de potencia para 
cancelar la no linealidad y luego un decremento de 150KW para luego empezar a 
establecerse en el valor deseado, la señal de la Figura 19 presenta oscilaciones en la 
primera media hora para luego estabilizarse. 
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El comportamiento de la temperatura de la pieza ante la perturbación se observa en las 
Figuras 21-24. 
Figura 21. Tc (PID)                                        Figura 22. Tc (Retroalimentación de estados)  
  
 
Figura 23. Tc (LMI)                                                   Figura 24. Tc (Métricas)   
 
Fuente. Autor 
En la Figura 21 se presenta un aumento de 30°C sobre la temperatura de referencia y un 
tiempo de estabilización de 1 hora.  
En la Figura 22 se produce una caída de 147°C en la curva de temperatura debido a que 
esta se ve afectada por el cambio de temperatura en el aire y tarda 50 minutos para lograr 
seguir la señal de referencia.  
En la Figura 23 el sistema alcanza y mantiene la temperatura deseada a 1147°C en un 
tiempo aproximado de 33 minutos, esta señal muestra pequeños sobresaltos ya que el 
controlador utilizado considera todas las temperaturas, y como en la perturbación de 
disminuye también la temperatura del aire, la respuesta se ve afectada por el 
comportamiento de esta temperatura.  
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En la Figura 24 se logra un tiempo de estabilización de 36 minutos donde se alcanza el 
punto de equilibrio. 
Tabla 6. Comparaciones resultados estrategias de control (prueba 1) 
Estrategia de control Señal de control  Temperatura de la pieza 
Máximo sobre pico (Kw) Tiempo estabilización 
(min) 
Controlador PID 2.808 60 
Retroalimentación de 
estados 
5 50 
LMI 5  33 
Métricas 2.838 36 
 
De la tabla 7 se puede determinar que el controlador PID y con métricas requieren un 
menor consumo de energía para estabilizar el sistema. Los dos menores tiempos de 
estabilización en la temperatura de la pieza corresponden al controlador con LMI y luego 
al controlador utilizando métricas.  
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6.2 PRUEBA 2: 
La segunda prueba consiste en practicar una perturbación en el punto de equilibrio de la 
temperatura de la resistencia alejándolo 100°C, la temperatura del aire se aleja 50°C del 
valor deseado y la temperatura de la fibra de vidrio se incrementa 80°C. 
 
Figura 25. Señal control (PID)                       Figura 26. Señal control (Retroalimentación                                                                                                                                                             
.                                                                                            de estados)                                                          
  
Figura 27. Señal control (LMI)                                     Figura 28. Señal control (Métricas) 
  
Fuente. Autor 
En la Figura 25 la señal de control presenta un decremento de 15KW para luego alcanzar 
un sobre pico de 273KW y estabilizar la señal de control aproximadamente en 90 minutos.  
En la Figura 26 el sistema se satura al comienzo y 10 minutos después logra generar la 
señal de control la cual se estabiliza en 48 minutos. 
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La señal de control de la Figura 27 presenta osciliaciones que van disminuyendo hasta 
lograr estabilizar la potencia en un tiempo de 54 minutos, al principio esta señal también 
se satura.  
La Figura 28 logra obtener una señal de control de 270Kw en 70 minutos aunque luego de 
este tiempo la señal se incrementa 100W cada 36 minutos. 
 
El comportamiento de la temperatura de la pieza ante la perturbación se observa en las 
Figuras 29-32. 
Figura 29. Tc (PID)                                        Figura 30. Tc (Retroalimentación de estados)  
  
 
  Figura 31. Tc (LMI)                                                   Figura 32. Tc (Métricas)   
  
Fuente. Autor 
En la figura 29 la temperatura de la pieza cae 22°C para luego alcanza el punto de 
equilibrio de 1147°C en 66 minutos.  
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En la Figura 30 la temperatura de la pieza cae 350°C antes de alcanzar la referencia en 
un tiempo de 50 minutos, lo que puede ocasionar que el tratamiento térmico no se realice 
correctamente al sufrir la pieza un cambio de temperatura muy grande. 
El comportamiento de la temperatura en la Figura 31 presenta oscilaciones porque con el 
controlador basado en LMI se pretende llevar todas las temperaturas al valor deseado y 
como la perturbación cambio la temperatura de la resistencia, el aire y la pared, la 
temperatura de la pieza se ve afectada por los cambios presentados, aun así logra llevar 
la temperatura al valor deseado en 43 minutos, el cual es el menor tiempo de 
estabilización con respecto a los otros controladores diseñados.  
En la Figura 32 la temperatura disminuye 37°C en los primeros cinco minutos y luego 
aumenta hasta llegar al valor deseado en un tiempo de 75 minutos. 
 
Tabla 7. Comparaciones resultados estrategias de control (prueba 2) 
Estrategia de control Señal de control  Temperatura de la pieza 
Máximo sobre pico (Kw) Tiempo estabilización 
(min) 
Controlador PID 2.73 66 
Retroalimentación de 
estados 
5 50 
LMI 5  43 
Métricas 2.84 75 
 
De la tabla 8 se puede determinar que el controlador PID y con métricas requieren un 
menor consumo de energía para estabilizar el sistema. Los dos menores tiempos de 
estabilización en la temperatura de la pieza corresponden al controlador con LMI y luego 
al controlador por retroalimentación de estados, pero este último por los cambios drásticos 
en la variación de la temperatura n cumple con las condiciones para llevar a cabo un 
tratamiento térmico con éxito.  
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El comportamiento de la temperatura de la resistencia ante la perturbación se observa en 
las Figuras 33-36. 
Figura 33. Tr (PID)                                        Figura 34. Tr (Retroalimentación de estados)  
 
  Figura 35. Tr (LMI)                                                   Figura 36. Tr (Métricas)   
   
Fuente. Autor 
Tabla 8. Comparaciones características temperatura de la resistencia 
FIGURA Tiempo estabilización 
(min) 
33 30 
34 40 
35 42 
36 10 
 
En la Figura 33 la temperatura de la resistencia incrementa por media ahora para alcanzar 
una temperatura de 1147°C en la cual se estabiliza.  
En la Figura 34 la temperatura de la resistencia cae 550°C antes de empezar a 
incrementar para alcanzar la referencia en un tiempo de 40 minutos. Esta caída de 
temperatura se debe a que la señal de control en ese instante decae y se satura. 
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El comportamiento de la temperatura en la Figura 35 presenta oscilaciones ya que el 
controlador está tratando de llevar todas las temperaturas al valor deseado al mismo 
tiempo y la temperatura de la resistencia se ve a afectada tanto por la temperatura del aire 
como el de la pared. El tiempo de estabilización es de 42 minutos. 
En la Figura 36 la temperatura incrementa hasta llegar al punto de operación en 10 
minutos, lo cual es el tiempo de estabilización más corto entre los controladores 
diseñados. 
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7. PROPUESTA DE IMPLEMENTACIÓN 
 
 
Para regular el valor de la potencia, el método más adecuado es variar el valor rms del 
voltaje aplicado. Esto se puede llevar a cabo mediante un convertidor de potencia el cual 
realiza una rectificación del voltaje trifásico y luego una inversión para un mejor control. 
En la figura 37 se ilustran los componentes de la propuesta de implementación. El PC 
mediante un algoritmo calcula la ley de control y comanda el disparo de los tiristores. El 
PC comanda el modulo del inversor industrial, el cual varia la tensión rms aplicada a la 
resistencia con lo cual se logra la potencia requerida por la ley de control.  
Figura 37. Control de temperatura con un SCR (tiristor) 
 
Fuente: Yokogawa Electric Corporation 
En la Figura 38 se presenta el convertidor que se puede utilizar en el drive industrial 
 
Figura 38. Convertidor de potencia 
 
Fuente: Electronica Industrial, Gualda 
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Este convertidor hace una rectificación del voltaje trifásico de la red y luego hace una 
inversión. 
Las ecuaciones que se deben tener en cuenta para este rectificador según M.Rashid son: 
Tabla 9. Ecuaciones de voltaje 
Nombre Ecuación Resultado 
Voltaje de entrada de línea 𝑉𝑙 440 V 
Voltaje de fase  
𝑉𝑠 =
𝑉𝑙
√3
 
254 V 
Voltaje máximo pico 𝑉𝑚 = √2 ∗ 𝑉𝑠 359.3 V 
Voltaje máximo de salida dc 
𝑉𝑑𝑚 =
3 ∗ √3 ∗ 𝑉𝑚
𝜋
 
593.8 V 
Voltaje promedio de salida 𝑉𝑐𝑑 = 0.5 ∗ 𝑉𝑑𝑚 296.9 V 
Valor rms del voltaje de 
salida 
𝑉𝑟𝑚𝑠
= √3 ∗ 𝑉𝑚(
1
2
+
3 ∗ √3
4𝜋
𝑐𝑜𝑠2𝛼)1/2 
 
594.80 V 
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8. CONCLUSIONES 
El controlador PID solo toma en cuenta una variable correspondiente a la temperatura de 
la pieza, por esto se vuelve más sensible a las perturbaciones y al sacar de rango las 
temperaturas de la resistencia, pared y aire se produce un mayor tiempo de estabilización 
en la señal de control y en la temperatura de la pieza en el valor deseado.  
En el controlador por retroalimentación de estados se presenta saturación en la señal de 
control ya que se debe generar una señal alta para lograr cancelar la no linealidad del 
sistema. Además, se está imponiendo una dinámica de segundo orden, de esta manera el 
sistema tiene que esperar alejarse de la región de saturación para lograr realizar la 
compensación. La temperatura de la pieza en los primeros cinco minutos del tratamiento 
decrementa considerablemente debido a que la ley de control cancela la dinámica no 
lineal de la temperatura de la pieza, lo que involucra en el modelo matemático cancelación 
de términos elevados a la cuarta potencia. En teoría esta es la ley más exigente porque 
tienen que calcular una dinámica no lineal y sumarla al sistema. Esto hace que el 
controlador no se adapte a los requerimientos de un tratamiento térmico, porque se 
presentan grandes cambios de temperatura para estabilizar el sistema, lo cual podría 
cambiar las propiedades mecánicas de los elementos tratados.   
El controlador basado en LMI a diferencia de los otros controladores toma en cuenta 
todas las temperaturas y trata de llevar cada una al punto de equilibrio correspondiente, 
por tanto requiere gran exigencia en la señal de control para lograr compensar todas las 
variables en un tiempo de estabilización que no supere una hora de tratamiento. Este 
controlador logra compensar mejor las perturbaciones. Cuando se generan oscilaciones 
se requiere una mayor señal de control pero a cambio se logra un menor tiempo de 
estabilización. 
La técnica basada en métricas busca minimizar los errores de las temperaturas con 
respecto a los valores en sus puntos de operación. Ponderando las temperaturas que más 
se alejen de su valor deseado y respecto a esta se determina la retroalimentación. 
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9. LOGROS 
 
 
A través de este proyecto se adquieren conocimientos en el área de control lineal y no 
lineal profundizando en la aplicación de estrategias de control. 
 
Desarrollo y simulación de un modelo matemático no lineal para hornos eléctricos de 
tratamientos térmicos. 
Se estudiaron diversas estrategias de control evaluadas en un modelo no lineal. 
Se escribió un artículo titulado “Modelado y diseño de estrategias de control avanzado 
para hornos eléctricos de tratamientos térmicos”. 
Participación en XIII Encuentro Regional de Semilleros de Investigación RedColsi Nodo 
Boyaca., con el proyecto de investigación en curso denominado: “Modelado y diseño de 
estrategias de control avanzado para hornos eléctricos de tratamientos térmicos”  
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10. RECOMENDACIONES 
 
 
Para simulaciones y pruebas futuras del modelo no lineal del horno eléctrico se puede 
utilizar el software OpenModelica que permite representar modelos fenomenológicos 
además de realizar análisis de transferencia de calor. Otro software que se puede utilizar 
es Simno 3.0 para comparar la respuesta del sistema con la realizada en Matlab donde se 
presentan inconsistencia en las derivadas al trabajar con términos de orden 4. 
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