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Abstract
We classify Keller maps x+H in dimension n over fields with 1
6
, for which
H is homogeneous, and
(1) degH = 3 and rkJH ≤ 2;
(2) degH = 3 and n ≤ 4;
(3) degH = 4 and n ≤ 3;
(4) degH = 4 = n and H1,H2,H3,H4 are linearly dependent over K.
In our proof of these classifications, we formulate (and prove) several
results which are more general than needed for these classifications. One
of these results is the classification of all homogeneous polynomial maps
H as in (1) over fields with 1
6
.
1 Introduction
Let n be a positive integer and let x = (x1, x2, . . . , xn) be an n-tuple of variables.
We write a|b=c for the result of substituting b by c in a.
Let K be any field. In the scope of this introduction, denote by L an
unspecified (but big enough) field, which contains K or even K(x).
For a polynomial or rational map H = (H1, H2, . . . , Hm) ∈ Lm, write JH
or JxH for the Jacobian matrix of H with respect to x. So
JH = JxH =


∂
∂x1
H1
∂
∂x2
H1 · · · ∂∂xnH1
∂
∂x1
H2
∂
∂x2
H2 · · · ∂∂xnH2
...
...
...
...
...
...
∂
∂x1
Hm
∂
∂x2
Hm · · · ∂∂xnHm


Denote by rkM the rank of a matrix M , whose entries are contained in L,
and write trdegK L for the transcendence degree of L over K. It is known that
rkJH ≤ trdegK K(H) for a rational map H of any degree, with equality if
K(H) ⊆ K(x) is separable, in particular if K has characteristic zero. This is
proved in [dB4, Th. 1.3], see also [PSS, Ths. 10, 13].
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Let a Keller map be a polynomial map F ∈ K[x]n, for which detJF ∈
K \ {0}. If H ∈ K[x]n is homogeneous of degree at least 2, then x + H is a
Keller map, if and only if JH is nilpotent.
We say that a matrix M ∈ Matn(L) is similar over K to a matrix M˜ ∈
Matn(L), if there exists a T ∈ GLn(K) such that M˜ = T−1MT . If JH
is similar over K to a triangular matrix, say that T−1(JH)T is a triangular
matrix, then
J (T−1H(Tx)) = T−1(JH)|x=TxT
is triangular as well.
All sections focus on cubic homogeneous polynomial maps, except the last
one, which is about quartic polynomial maps.
2 Calculations for rank 2
Theorem 2.1. Let s and d be positive integers, such that s ≤ n. Take
x˜ := (x1, x2, . . . , xs) and L := K(xs+1, xs+2, . . . , xn)
In order to prove that for (homogeneous) polynomial maps H ∈ K[x]m of degree
d,
rkJH = r implies trdegK K(H) = r for every r < s (2.1)
it suffices to show that for (homogeneous) polynomial maps H˜ ∈ L[x˜]s of degree
d,
detJx˜H˜ = 0 implies f(H˜) = 0 for some f ∈ L[y1, y2, . . . , ys] \ {0}
Proof. Suppose that H ∈ K[x]m is (homogeneous) of degree d, such that (2.1)
does not hold. Then there exists an r < s such that rkJH = r < trdegK K(H).
We first show that we may assume that trdegK K(H) = s = m. For that
purpose, take s′ := trdegK K(H) and assume without loss of generality that
H1, H2, . . . , Hs′ are algebraically independent over K. Assume again without
loss of generality that the components of
H ′ :=
(
H1, H2, . . . , Hs′ , x
d
s′+1, x
d
s′+2, . . . , x
d
s
)
are algebraically independent over K. Since
rkJH ′ ≤ r + (s− s′) < s = trdegK K(H ′)
we deduce that (2.1) remains unsatisfied if we replace H by H ′. So we may
assume that trdegK K(H) = s = m.
So assume that the components H1, H2, . . . , Hs of H are algebraically inde-
pendent over K. One can easily verify that
degx1 H1(x1, x1x2, x1x3, . . . , x1xn) = degH1
2
so H1(x1, x1x2, x1x3, . . . , x1xn) is algebraically independent over K of x2, x3,
. . . , xn. On account of the Steinitz Mac Lane exchange lemma, we may assume
without loss of generality that the components of
(
H(x1, x1x2, x1x3, . . . , x1xn), xs+1, xs+2, . . . , xn
)
are algebraically independent overK. Then the components ofH(x1, x1x2, x1x3,
. . . , x1xn) are algebraically independent over L = K(xs+1, xs+2, . . . , xn), and so
are the components of
H˜ := H(x1, x2, . . . , xs, x1xs+1, x1xs+2, . . . , x1xn)
Consequently, there does not exist an f ∈ L[y1, y2, . . . , ys]\{0} such that f(H˜) =
0.
Let G := (x1, x2, . . . , xs, x1xs+1, x1xs+2, . . . , x1xn). Then it follows from the
chain rule that
Jx˜H˜ = (JH)|x=G · Jx˜G
so the column space of Jx˜H˜ is contained in that of (JH)|x=G. From rkJH < s,
we deduce that detJx˜H˜ = 0.
So H˜ does not satisfy the last line of theorem 2.1, and our reduction is
complete.
Theorem 2.2. Let H ∈ K[x]m be a polynomial map of degree d and r :=
rkJH.
(i) If the cardinality of K exceeds (d− 1)r and
JH · x = 0
then there are S ∈ GLm(K) and T ∈ GLn(K), such that for H˜ :=
SH(Tx),
H˜ |x=er+1 =
(
Ir 0
0 0
)
(ii) If the cardinality of K exceeds (d− 1)r + 1 and
JH · x 6= 0
then there are S ∈ GLm(K) and T ∈ GLn(K), such that for H˜ :=
SH(Tx),
H˜ |x=e1 =
(
Ir 0
0 0
)
Furthermore, the cardinality of K may be one less (i.e. at least (d − 1)r or
(d− 1)r + 1 respectively) if every nonzero component of H is homogeneous.
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Proof.
(i) Assume without loss of generality that
a0 := detJx1,x2,...,xr(H1, H2, . . . , Hr) 6= 0
Suppose that the cardinality of K exceeds (d − 1)r. From [dB1, Lemma
5.1 (i)], it follows that there exists a vector w ∈ Kn such that a0(w) 6= 0.
Hence
r ≥ rk (JH)∣∣
x=w
≥ rkJx1,x2,...,xr
(
H1, H2, . . . , Hr
)∣∣
x=w
= r
so rk
(JH)∣∣
x=w
= r. Hence there are exactly n − r independent vectors
vr+1, vr+2, . . . , vn ∈ Kn, such that
(JH)∣∣
x=w
· vi = 0 for i = r + 1, r + 2,
. . . , n. Since (JH)∣∣
x=w
· w = (JH · x)∣∣
x=w
= 0
we can take vr+1 = w.
Take T ∈ GLn(K) of the form (v1 | v2 | · · · | vn). From the chain rule, we
deduce that
(J (H(Tx)))∣∣
x=er+1
· ei = (JH)|x=Ter+1 · Tei = (JH)|x=w · vi
for every i ≤ n. In particular, rk (J (H(Tx)))∣∣
x=er+1
= r and the last n−r
columns of
(J (H(Tx)))∣∣
x=er+1
are zero. So we can take S ∈ GLm(K) such
that
(J (SH(Tx)))∣∣
x=er+1
= S · (J (H(Tx)))∣∣
x=er+1
=
(
Ir 0
0 0
)
(ii) Suppose that the cardinality of K exceeds (d− 1)r+1. Since JH · x 6= 0,
we may assume that
rk
(
JH · x
∣∣∣Jx2,x3,...,xrH
)
= r
and that
a1 := det
(
J (H1, H2, . . . , Hr) · x
∣∣∣Jx2,x3,...,xr(H1, H2, . . . , Hr)
)
6= 0
From [dB1, Lemma 5.1 (i)], it follows that there exists a vector w ∈ Kn
such that a1(w) 6= 0.
Just as in the proof of (i), rk
(JH)∣∣
x=w
= r and there are independent
vectors vr+1, vr+2, . . . , vn ∈ Kn, such that
(JH)∣∣
x=w
·vi = 0 for i = r+1,
r + 2, . . . , n. Since
(JH · x)∣∣
x=w
is the first column of a matrix whose
determinant is nonzero, we deduce that
(JH)∣∣
x=w
· w = (JH · x)∣∣
x=w
6= 0
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so v1 := w is independent of vr+1, vr+2, . . . , vn.
Take T ∈ GLn(K) of the form (v1 | v2 | · · · | vn). From the chain rule, we
deduce that
(J (H(Tx)))∣∣
x=e1
· ei = (JH)|x=Te1 · Tei = (JH)|x=w · vi
for every i ≤ n. The rest of the proof of (ii) is similar to that of (i).
The last claim follows from [dB1, Lemma 5.1 (ii)], as an improvement to [dB1,
Lemma 5.1 (i)].
Lemma 2.3. Let H ∈ K[x]m be cubic homogeneous and suppose that trdegK
K(H) = r ≤ 2.
Then there are S ∈ GLm(K) and T ∈ GLn(K), such that for H˜ := SH(Tx),
one of the following holds:
(1) H˜r+1 = H˜r+2 = · · · = H˜m = 0,
(2) r = 2 and H˜ ∈ K[x1, x2]m,
(3) r = 2 and KH˜1 +KH˜2 + · · ·+KH˜m = Kx3x21 ⊕Kx3x1x2 ⊕Kx3x22.
Furthermore, we can take S = T−1 if m = n.
Proof. If m = n and H˜ is as in (1), then we can replace T by S−1, without
affecting (1). If m = n and H˜ is as in (2) or (3), then we can replace S by T−1.
This proves the last claim.
From the fact that H is homogeneous of positive degree, it follows that
trdegK K(tH) = r as well. Suppose first that r ≤ 1. From [dB4, Th. 2.7], it
follows that we can take H˜ as in (1).
Suppose next that r = 2. From [dB4, Th. 2.7], it follows that H is of the
form g · h(p, q), such that g, h and (p, q) are homogeneous and deg g + deg h ·
deg(p, q) = 3. Assume without loss of generality that deg h ≤ 0 if deg(p, q) ≤ 0.
Then deg h ≤ 3.
If deg h ≤ 1, then every triple of components of h is linearly dependent over
K, so we can take H˜ as in (1). If deg h = 3, then deg(p, q) = 1 and deg g = 0,
so we can take H˜ as in (2).
So assume that deg h = 2. Then deg(p, q) = 1 and deg g = 1. If g is a linear
combination of p and q, then we can take H˜ as in (2). So assume that g is not
a linear combination of p and q. Then we can take H˜ as in (3) or (1).
Theorem 2.4. Suppose that 16 ∈ K and let H ∈ K[x]m be cubic homogeneous.
Define r := rkJH and suppose that 1 ≤ r ≤ 2.
Then there are S ∈ GLm(K) and T ∈ GLn(K), such that for H˜ := SH(Tx),
one of the following holds:
(1) only the first r rows of J H˜ are nonzero;
(2) r = 2 and only the first 2 columns of J H˜ are nonzero;
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(3) r = 2 and KH˜1 +KH˜2 + · · ·+KH˜m = Kx3x21 ⊕Kx3x1x2 ⊕Kx3x22.
Furthermore, we can take S = T−1 if m = n.
Proof. From lemma 2.3, we deduce that it suffices to show that r = trdegK
K(H). From theorem 2.1, it follows that we may assume that m = n = 3, and
that it suffices to show that
detJH = 0 implies f(H) = 0 for some f ∈ K[y1, y2, y3] \ {0} (2.2)
Since we can replace K by an extension field of K to make it large enough, it
follows from theorem 2.2 that we may assume that
(JH)∣∣
x=(1,0,0)
=

 1 0 00 1 0
0 0 0


What remains is a calculation, which we have performed with Maple 8, see
dim3detcub.pdf. It appeared that (2.2) was valid.
3 Rank 2 with nilpotency
Theorem 3.1. Let F = x+H be a Keller map, such that trdegK K(H) = 1.
Then JH is similar over K to a triangular matrix, and the following state-
ments are equivalent:
(1) detJF = 1;
(2) JH is nilpotent;
(3) (JH) · (JH)|x=y = 0.
Proof. From [dB4, Cor. 3.2], it follows that there exists a polynomial p ∈ K[x]
such that Hi ∈ K[p] for every i. Say that Hi = hi(p), where hi ∈ K[t] for each
i. Write h′i =
∂
∂t
hi, then
JH = h′(p) · J p (3.1)
Assume without loss of generality that
h′1 = h
′
2 = · · · = h′s = 0
and
0 ≤ deg h′s+1 < deg h′s+2 < · · · < deg h′n
If s < i < n, then
deg h′i(p) = deg h
′
i · deg p ≤ (deg h′i+1 − 1) · deg p = deg h′i+1(p)− deg p
Since the degrees of the entries of J p are less than deg p, we deduce from (3.1)
that the nonzero entries on the diagonal of JH all have different degree, in
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increasing order. Furthermore, the nonzero entries beyond the (s + 1)th entry
on the diagonal of JH have positive degrees.
From (3.1), it follows that rk(−JH) ≤ 1. Consequently, n−1 eigenvalues of
−JH are zero. It follows that the trailing degree of the eigenvalue polynomial
of −JH is at least n− 1. More precisely,
det(tIn −−JH) = tn − tr(−JH) · tn−1
so
detJF = (tn − tr(−JH) · tn−1)∣∣
t=1
= 1 + trJH
We infer that the diagonal of JH is totally zero, except maybe the (s + 1)th
entry, which is constant.
So ∂
∂xi
p = 0 for all i > s + 1, and JH is lower triangular. If the (s + 1)th
entry on the diagonal of JH is nonzero, then (1), (2) and (3) do not hold. So
assume that the (s+ 1)th entry on the diagonal of JH is zero. Then ∂
∂xi
p = 0
for all i > s, and (1), (2) and (3) do hold.
Lemma 3.2. Let N ∈ Mat2(K) such that N is nilpotent. Then there are
a, b, c ∈ K[x], such that
N = c
(
ab −b2
a2 −ab
)
Furthermore, N is similar over K to a triangular matrix, if and only if a and
b are linearly dependent over K.
Proof. Since detN = 0, we can write N in de form
N = c ·
(
b
a
)
· ( a −b˜ )
where a, b ∈ K[x] and b˜, c ∈ K(x). From trN = 0, it follows that b˜ = b. If we
choose a and b relatively prime, then c ∈ K[x] as well.
Furthermore, a and b are linearly dependent over K, if and only if the rows
of N are linearly dependent over K, if and only if N is similar over K to a
triangular matrix.
Lemma 3.3. Let H ∈ K[x]2 be cubic homogeneous, such that Jx1,x2H is nilpo-
tent. Then there exists a T ∈ GL2(K) such that for H˜ := T−1H
(
T (x1, x2), x3,
x4, . . . , xn
)
, one of the following holds:
(1) Jx1,x2H˜ is a triangular matrix;
(2) there are independent linear forms a, b ∈ K[x], such that
Jx1,x2H˜ =
(
ab −b2
a2 −ab
)
and Jx1,x2
(
a
b
)
=
(
0 0
0 0
)
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(3) 13 /∈ K and there are independent linear forms a, b ∈ K[x], such that
Jx1,x2H˜ =
(
ab −b2
a2 −ab
)
and Jx1,x2
(
a
b
)
=
(
0 1
1 0
)
Proof. Suppose that (1) does not hold. From lemma 3.2, it follows that there
are a, b, c ∈ K[x], such that
Jx1,x2H = c
(
ab −b2
a2 −ab
)
where a and b are linearly independent over K. As H is cubic homogeneous,
the entries of Jx1,x2H are quadratic homogeneous, so c ∈ K and a and b are
independent linear forms.
If we take
T =
(
c 0
0 1
)
then it follows from the chain rule that
Jx1,x2H˜ =
(
a˜b˜ −b˜2
a˜2 −a˜b˜
)
where a˜ = c · a|x1=cx1 and b˜ = b|x1=cx1 .
We show that the coefficient of x2 in b˜ is 0. So assume the opposite. Then
the coefficient of x32 in
3H˜1 = Jx1,x2H˜1 ·
(
x1
x2
)
is nonzero. In particular, 13 ∈ charK. Let c˜ := a˜ + b˜ ∂∂x1 b˜. Then c˜b˜ = a˜b˜ +
∂
∂x1
(13 b˜
3) and
Jx1,x2(H˜1 + 13 b˜3) = (c˜b˜ 0)
As a consequence, ∂
∂x2
c˜b˜ = ∂
∂x1
0 = 0. Furthermore, c˜ and b˜ are independent,
just like a˜ and b˜.
From ∂
∂x2
c˜b˜ = 0, it follows that c˜b˜ ∈ K[x1, x3, x4, . . . , xn] if 12 ∈ K. Since
c˜ and b˜ are independent, we deduce that c˜b˜ ∈ K[x1, x3, x4, . . . , xn] if 12 /∈ K as
well. As the coefficient of x2 in b˜ is nonzero, we must have c˜ = 0, which is a
contradiction.
So the coefficient of x2 in b˜ is 0. Similarly, the coefficient of x1 in a˜ is 0, so
Jx1,x2
(
a˜
b˜
)
=
(
0 λ
µ 0
)
where λ, µ ∈ K, and
Jx1,x2H˜ =
(
(µx1 + · · · )(λx2 + · · · ) −(µx1 + · · · )2
(λx1 + · · · )2 −(µx1 + · · · )(λx2 + · · · )
)
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If 12 /∈ K, then λµ = 0 because antidifferentiating x1x2 with respect to x1 is
not possible. So the coefficient of x21x2 in 2H˜1 is equal to both λµ and −2µ2,
regardsless of whether 12 ∈ K or not. Similarly, the coefficient of x1x22 in 2H˜2 is
equal to both λµ and −2λ2.
So either λ = µ = 0 or λ = −2µ = 4λ. In the latter case, 13 /∈ K and λ = µ.
We can get rid of λ and µ if we replace H˜ by λH˜
(
λ−1(x1, x2), x3, x4, . . . , xn
)
.
Theorem 3.4. Suppose that 16 ∈ K. Let H ∈ K[x]n, such that H is cubic
homogeneous and JH is nilpotent.
(i) If rkJH = 1, then there exists a T ∈ GLn(K) such that for H˜ :=
T−1H(Tx),
H˜1 ∈ K[x2, x3, x4, . . . , xn]
H˜2 = H˜3 = H˜4 = · · · = H˜n = 0
(ii) If rkJH = 2 and JH is not similar over K to a triangular matrix, then
there exists a T ∈ GLn(K) such that for H˜ := T−1H(Tx),
H˜1 − (x1x3x4 − x2x24) ∈ K[x3, x4, . . . , xn]
H˜2 − (x1x23 − x2x3x4) ∈ K[x3, x4, . . . , xn]
H˜3 = H˜4 = · · · = H˜n = 0
Furthermore, x+H is invertible if rkJH ≤ 2. Moreover, x+H is even tame
if either rkJH = 1 or rkJH = 2 and n ≥ 5.
Proof. We can take H˜ as in (1), (2) or (3) of theorem 2.4. If rkJH = 1, then
J H˜ is as in (1) of theorem 2.4, and (i) holds, because trJ H˜ = 0. So assume
that rkJH = 2.
If H˜ is as in (3) of theorem 2.4, then H˜3 = 0, because x
−1
3 H˜3 is the constant
part with respect to x3 of trJ H˜ = 0. It follows that in all three cases of theorem
2.4, Jx1,x2(H˜1, H˜2) is nilpotent.
Furthermore, Jx1,x2(H˜1, H˜2) is similar over K to a triangular matrix, if and
only J H˜ is similar over K to a triangular matrix, if and only if JH is similar
over K to a triangular matrix.
Now suppose that JH is not similar over K to a triangular matrix. Then
Jx1,x2(H˜1, H˜2) is not similar over K to a triangular matrix. Since 16 ∈ K, and
x23 ∤ ab in (2) of lemma 3.3, it follows from lemma 3.3 that H˜1 /∈ K[x1, x2, x3],
so H˜ is not as in (2) or (3) of theorem 2.4.
So H˜ is as in (1) of theorem 2.4, and H˜3 = H˜4 = · · · = H˜n = 0. Conse-
quently, we can take H˜ such that a = x3 and b = x4 in (2) of lemma 3.3. So
(ii) holds.
To prove the last claim, notice first that x+H is tame if JH is similar over
K to a triangular matrix. Now suppose that JH is not similar over K to a
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triangular matrix and n ≥ 5. Then x+H is tame, if and only if x+ H˜ is tame,
which is the case if(
x1 + x4(x3x1 − x4x2), x2 + x3(x3x1 − x4x2), x3, x4, x5
)
is tame. Using extension of scalars, we see that in order to prove that x+H is
tame, it suffices to show that(
x1 + cb(ax1 − bx2), x2 + ca(ax1 − bx2), x3
)
is tame as a polynomial map in dimension 3 over K[a, b, c]. This is done in
lemma 3.5 below.
Lemma 3.5.(
x1 + cb(ax1 − bx2), x2 + ca(ax1 − bx2), x3
)
=
(
x1 + bcx3, x2 + acx3, x3
) ◦ (x1, x2, x3 + (ax1 − bx2)) ◦(
x1 − bcx3, x2 − acx3, x3
) ◦ (x1, x2, x3 − (ax1 − bx2))
One can verify lemma 3.5 with Maple or something, or use the proposition
in [Smi], with
D = cb
∂
∂x1
+ ca
∂
∂x2
and ax1 + bx2 ∈ kerD
to get a proof.
4 Nilpotent Jacobians and computation
For nilpotent matrices, the conjugation classes are given by Jordan normal
forms. Now it would be useful to have a similar reduction by linear conju-
gations for non-linear maps with nilpotent Jacobians. Notice that for maps of
degree d, the Jacobian has degree d − 1, and linear conjugation do not change
this. So it is impossible to get a Jordan normal form by linear conjugations of
maps of degree 2 at least.
But one can substitute some constant vector in x in the Jacobian and hope
that the Jacobian will be a Jordan normal form after this substitution. We will
show that this is indeed possible after a suitable linear conjugation, provided the
base field is infinite. Furthermore, we can obtain that the substitution vector is
the sum of at most
√
n distinct unit vectors.
For a matrix M ∈ Matn(K), write corkM := n − rkM . Let v ∈ Kn be
nonzero and M ∈ Matn(K) be nilpotent. Define the image exponent of v with
respect to M as
IE(M, v) = IEK(M, v) := max{i ∈ N |M iv 6= 0}
and the preimage exponent of v with respect to M as
PE(M, v) = PEK(M, v) := max{i ∈ N |M iw = v for some w ∈ Kn}
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Suppose thatN ∈ Matn(K) has ones on the subdiagonal and zeros elsewhere.
Then IE(N, v)+PE(N, v) = n−1 for each nonzero v ∈ Kn. IfM ∈ Matn(K(x))
is nilpotent and corkM = 1, then N = T−1MT for some T ∈ GLn(K(x)). So
if M is nilpotent and corkM = 1, then IE(M, v) + PE(M, v) = n − 1 for
each nonzero v ∈ K(x) as well, because N is the Jordan normal form of M ,
IE(T−1MT, T−1v) = IE(M, v) and PE(T−1MT, T−1v) = PE(M, v).
Proposition 4.1. Assume M ∈ Matn(K) is nilpotent and v ∈ Kn is nonzero.
Then there exists a T ∈ GLn(K) such that N := T−1MT is the Jordan normal
form of M and
w := T−1v = ei1 + ei2 + · · ·+ eim
where
IE(N, ei1) < IE(N, ei2) < · · · < IE(N, eim) = IE(N,w) = IE(M, v)
and
PE(M, v) = PE(N,w) = PE(N, ei1) < PE(N, ei2) < · · · < PE(N, eim)
Proof. We distinguish three cases:
• corkM = 1.
Let N be the matrix with ones on the subdiagonal and zeros elsewhere.
Then N is the Jordan normal form of M . All eigenvalues of M are zero,
in particular contained in K, so N = T−1MT for some T ∈ GLn(K). Let
w := T−1v and i be the index of the first nonzero coordinate of w. Notice
that n− i = IE(N,w) = IE(M, v) and i − 1 = PE(N,w) = PE(M, v).
The operator x 7→ Nx shifts the coordinates of its argument one step
downward, inserting a zero above. The operator x 7→ N tx shifts the
coordinates of its argument one step upward, inserting a zero below. Now
define the matrix S ∈ GLN (K) by Sei = w, Sei+j = N jw and Sei−j =
(N t)jw, for all j ≥ 1. Then (TS)−1v = S−1w = ei, so it suffices to show
that (TS)−1MTS = S−1NS is the Jordan normal form of M . Indeed
S−1NSej = Nej for all j, because by definition of i, S is constructed in
such a way that NSej = Sej+1 for all j < n and NSen = 0.
• corkM = 2.
Again, let N = T−1MT be the subdiagonal Jordan normal form of M
and w = T−1v. Notice that N has two Jordan blocks, say N1 ∈Matr(K)
and N2 ∈ Matn−r(K). Since corkN1 = corkN2 = 1, it follows from the
case corkM = 1 that we may assume that w is the sum of at most two
unit vectors ei and ej, such that 1 ≤ i ≤ r < j ≤ n. If w = ei or w = ej ,
then we are done, so assume w = ei + ej.
Assume without loss of generality that PE(N, ei) ≤ PE(N, ej) and, in
case PE(N, ei) = PE(N, ej), that IE(N, ei) ≥ IE(N, ej). Since we are
done in case both IE(N, ei) < IE(N, ej) and PE(N, ei) < PE(N, ej), we
may assume that IE(N, ei) ≥ IE(N, ej) in any case.
11
Since IE(N, ej) ≤ IE(N, ei) = r− i it follows that IE(N,w) = r− i. Since
PE(N, ej) ≥ PE(N, ei) = i − 1 it follows that PE(N,w) = i − 1. In fact,
N i−1(e1 + ej−i+1) = w.
Now define the matrix S ∈ GLn(K) by Sek = ek + ej−i+k if j − i+ k ≤ n
and Sek = ek if j − i + k > n. Then Sei = ei + ej = w, so S−1w = ei.
From n− j = IE(N, ej) ≤ IE(N, ei) = r− i, we obtain that j − i+ r ≥ n.
Consequently, Ser ∈ {er + en, er} and NSer = 0.
Since NSek = Sek+1 for all k 6∈ {r, n} and NSer = 0 = NSen, it follows
that S−1NS = N . So we can get rid of ej as a summand of w. This gives
the desired result.
• corkM ≥ 3.
Again, let N = T−1MT be the subdiagonal Jordan Normal Form of M
and w = T−1v. From the case corkM = 1, we obtain that we may assume
that w is the sum of at most one unit vector ei for each Jordan block. From
the case corkM = 2, we obtain that we may assume that two summands
ei and ej of w satisfy IE(N, ei) < IE(N, ej) and PE(N, ei) < PE(N, ej).
That gives the desired result.
Notice thatm in proposition 4.1 is at most
√
n. This is because the size of the
Jordan block with coordinate ik+1 must be at least 2 larger than that with ik (in
order to have both IE(N, eik) < IE(N, eik+1) and PE(N, eik) < PE(N, eik+1)) so
the sizes are at least 1, 3, 5, . . . , 2m− 1, and the series of the odd numbers are
the squares.
Theorem 4.2. Let K be an infinite field. Take H ∈ K[x]n of degree at most
d, such that JH is nilpotent.
Then there exists a T ∈ GLn(K) such that(
J (T−1H(Tx)))∣∣∣
x=w
= N
where N is the Jordan Normal Form of JH and
w = ei1 + ei2 + · · ·+ eim
such that
IE(N, ei1) < IE(N, ei2) < · · · < IE(N, eim) = IEK(x)(JH,x)
and
PEK(x)(JH,x) = PE(N, ei1) < PE(N, ei2) < · · · < PE(N, eim)
Proof. Since JH is nilpotent, all eigenvalues of JH are zero, in particular
contained in K(x), so there exists an S ∈ GLn
(
K(x)
)
, such that S−1(JH)S
has lower triangular Jordan Normal Form. For the ith column Sei of S, we have
(JH)Sei = S
(
S−1(JH)S)ei ∈ {Sei+1, 0}
12
Furthermore, we can write x as a K(x)-linear combination of the columns of S.
Let I be the set of column indices of S, for which the coefficients of x, as a
K(x)-linear combination of the columns of S, are nonzero. Take v ∈ Kn, such
that S|x=v ∈ GLn(K), and such that ‘|x=v preserves I’, i.e. I is also the set of
column indices of S|x=v, for which the coefficients of v = x|x=v, as a K-linear
combination of the columns of S|x=v, are nonzero.
Then
S|−1x=v(JH)|x=vS|x=v =
(
S−1(JH)S)∣∣
x=v
= S−1(JH)S
because S−1(JH)S ∈ Matn(K). Furthermore, M := (JH)|x=v has the same
Jordan Normal Form as JH , IE(M, v) = IEK(x)(JH,x) and PE(M, v) =
PEK(x)(JH,x). So there exists a T ∈ GLn(K) such that N := T−1MT and
w := T−1v satisfy the properties of proposition 4.1.
Now (
J (T−1H(Tx)))∣∣∣
x=w
= T−1(JH)|x=Tx|x=wT
= T−1(JH)|x=vT
= T−1MT
= N
as desired.
Corollary 4.3. Let K be an infinite field, and H ∈ K[x]n, such that JHs = 0,
but JHs−1 · x 6= 0.
Then there exists a T ∈ GLn(K), such that for H˜ := T−1H(Tx), we have
that (J H˜)|x=e1 has lower triangular Jordan Normal Form, with a Jordan block
of size s in the upper left corner.
Proof. Since JHs−1 · x is nonzero and JHs · x = 0, we have IEK(x)(JH,x) =
s− 1. So IE(N, eim) = s− 1. Consequently, eim is the sth standard basis unit
vector from below in the range of standard basis unit vectors which coincide
with J , where J is the lower triangular Jordan block of N which coincides with
eim . In particular, the size of J is at least s.
Since Ns = 0 along with JHs = 0, it follows that N has no Jordan block
whose size exceeds s. So J has size s and J is the largest Jordan block of
N . Furthermore, eim is the first standard basis unit vector in the range of s
standard basis unit vectors which coincide with J . Hence PE(N, eim) = 0. So
m = 1 and PEK(x)(JH, x) = 0. We can permute J to the upper left corner of
N , which gives the desired result.
Theorem 4.4 (inspired by [Sun, Lem. 2.10]). Let H ∈ K[x]n be quadratic
homogeneous. Then
PEK(x)(JH,x) = 0 and PE
(
(JH)|x=v, v
)
= 0 for all nonzero v ∈ Kn
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Proof (following the proof of [Sun, Lem. 2.10]). It suffices to prove that
PEK(x)
(
(JH)|x=v, v
)
= 0 for all nonzero v ∈ K(x)n
So assume that PEK(x)
(
(JH)|x=v, v
) ≥ 1 for some nonzero v ∈ K(x). Then
there exists a w ∈ K(x)n such that (JH)|x=v ·w = v. Since JH ·y = (JH)|x=y ·
x for quadratic homogeneous H , it follows that (JH)|x=w · v = v. So
v = (JH)|nx=w · v = 0 · v = 0
Contradiction, so PEK(x)
(
(JH)|x=v, v
)
= 0.
Theorem 4.5. Assume H ∈ K[x]n such that JHn = 0 and PEK(x)(JH,x) ≥
1. Then the rows of JH are linearly independent over K
Proof. Since x has a preimage under y 7→ JH · y, every dependence between
the rows of JH is a dependence between the components of x as well. But the
components of x are linearly independent over K.
Corollary 4.6. Assume H ∈ K[x]n such that JHn−1 · x = 0 = JHn and
rkJH = n− 1. Then the rows of JH are linearly independent over K.
Proof. Since JH is nilpotent of corank 1, IEK(x)(JH,x) + PEK(x)(JH,x) =
n− 1 follows. From JHn−1 = 0 we obtain IEK(x)(JH,x) < n− 1, so PEK(x)
(JH,x) > 0. Now apply the above theorem.
5 Dimension 4 with nilpotency
Theorem 5.1. Let H ∈ K[x]n, such that JH is nilpotent. Let L be an exten-
sion field of K.
If JH is similar over L to a triangular matrix, then JH is similar over K
to a triangular matrix.
Proof. Since (1) of [dB2, Cor. 2.2] does not depend on the base field, it follows
from [dB2, Cor. 2.2] that (2) of [dB2, Cor. 2.2] does not depend on the base
field either. By taking r = n, we see that JH is similar over K to a triangular
matrix, if and only if JH is similar over L to a triangular matrix.
Theorem 5.2. Let H ∈ K[x]n, such that JHs = 0, but JHs−1 · x 6= 0. Then
there exists an extension field L of K, such that corollary 4.3 holds if we replace
K by L.
Suppose in addition that rkJH = s − 1. Take any T ∈ GLn(L) and define
H˜ := T−1H(Tx). Let f be the square-free part of any L-linear combination of
the components of J H˜s−1 · x which is nonzero.
Then corollary 4.3 holds over K as well in the following cases:
(i) #K ≥ deg f + 1;
(ii) f is homogeneous and #K ≥ deg f .
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Proof. Since the conditions of corollary 4.3 are fulfilled up to assumptions on
the cardinality of K, an L as given indeed exists.
From [dB1, Lemma 5.1], it follows that there exists a v ∈ Kn such that
f(T−1v) 6= 0. As f is the square-free part of an L-linear combination of T ·
J H˜s−1 · x, f(T−1v) is the square-free part of an L-linear combination of
T
(
(J H˜)s−1x)∣∣
x=T−1v
=
(
(T · J H˜ · T−1)s−1 · Tx)∣∣
x=T−1v
=
(
(JH)s−1 · x)|x=v
Consequently,
(
(JH)s−1 · x)∣∣
x=v
6= 0 along with f(T−1v).
Since
(
(JH)s−1 · x)∣∣
x=v
6= 0, (JH)s−1 · x 6= 0 as well. As rkJH = s − 1,
this is only possible if the Jordan Normal form of JH has one block of size s
and n− s blocks of size 1. Furthermore, M := (JH)|x=v has the same Jordan
Normal Form as JH , IEK(x)(JH,x) = s−1 = IE(M, v) and PEK(x)(JH,x) =
0 = PE(M, v). The rest of the proof is similar to the end of the proof of theorem
4.2.
Theorem 5.3. Let H ∈ K[x]n be of degree d, such that JH ·H = 0. Suppose
that the characteristic of K is either zero or larger than d.
Then H(x + tH) = H. In particular, JH is nilpotent. Furthermore,
trdegK K(H) ≤ max{n− 2, 1} if H is homogeneous.
Proof. The proofs of [dB3, Prop. 1.3] and [dB3, Lems. 1.1 and 1.2] for charac-
teristic zero are still valid if deg f ≤ d. Consequently, H(x+ tH) = H and JH
is nilpotent.
So assume that H is homogeneous. Let f be a divisor of Hi for some i. Then
f(x+ tH) | Hi(x+ tH) = Hi. Hence degt f(x+ tH) = 0 and f(x+ tH)− f = 0.
SinceH is homogeneous, it follows that f is homogeneous as well. Consequently,
we can look at the leading coefficient of t in f(x + tH) − f , to deduce that
f(H) = 0.
Now suppose that trdegK K(H) ≥ 2. Then there are two polynomials
f ∈ K[y] as in the above paragraph, which are relatively prime. Since K[y]
is a unique factorization domain, we deduce that the ideal generated by these
two polynomial has height at least two, so trdegK K(H) ≤ n − 2. Hence
trdegK K(H) ≤ max{n− 2, 1}.
Theorem 5.4. Suppose that 16 ∈ K. Let n = 4 and H ∈ K[x]4 be cubic
homogeneous, such that JH is nilpotent.
If JH is not similar over K to a triangular matrix, then there exists a
T ∈ GLn(K) such that for H˜ := T−1H(Tx),
H˜1 − (x1x3x4 − x2x24) ∈ K[x3, x4]
H˜2 − (x1x23 − x2x3x4) ∈ K[x3, x4]
H˜3 ∈ K[x4] and H˜4 = 0
Furthermore, x+H is invertible and (x +H,x5) is even tame.
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Proof. The case where rkJH ≤ 2 follows from theorem 3.4, so assume that
rkJH = 3. Using theorems 4.2, 5.1 and 5.2, the cases IEK(x)(JH,x) = 3 and
IEK(x)(JH,x) = 2 have been computed with Maple 8, see dim4cub.pdf.
So assume that IEK(x)(JH,x) ≤ 1. Then JH · H = 13 (JH)2 · x = 0. On
account of theorem 5.3, trdegK K(H) ≤ 4− 2 = 2. This contradicts rkJH = 3
by way of rkJH ≤ trdegK K(H).
The last claim follows in a similar manner as the last claim of theorem
3.4.
Corollary 5.5. Suppose that 16 ∈ K. Let n = 3 and H ∈ K[x]3 be cubic, such
that JH is nilpotent.
If JH is not similar over K to a triangular matrix, then there exists a
T ∈ GLn(K) such that for H˜ = T−1H(Tx),
H˜1 − (x1x3 − x2) ∈ K[x3]
H˜2 − (x1x23 − x2x3) ∈ K[x3]
H˜3 ∈ K
Furthermore, x+H is invertible and (x +H,x4) is even tame.
Proof. To prove the first claim, we distinguish two cases:
• H1, H2 and H3 are linearly independent over K.
Define
G :=
(
x34H
(x1
x4
,
x2
x4
,
x3
x4
)
, 0
)
Then G is cubic homogeneous and Jx,x4G is nilpotent. From theorem
5.4, it follows that there exists a T˜ ∈ GL4(K), such that for G˜ :=
T˜−1G
(
T˜ (x, x4)
)
, either
G˜1 − (x1x3x4 − x2x24) ∈ K[x3, x4]
G˜2 − (x1x23 − x2x3x4) ∈ K[x3, x4]
G˜3 ∈ K[x4] and H˜4 = 0
or J G˜ is an upper triangular matrix.
Take v ∈ K4, such that T˜ v = e4. Since H1, H2 and H3 are linearly
independent over K, the last row of T˜−1 is dependent on (0 0 0 1). Hence
the last row of T˜ is dependent on (0 0 0 1) as well. Consequently, v4 6= 0.
Using Maple or something, one can show that without affecting the for-
mulas for G˜, we can replace T˜ by
T˜ ·


v4 0 0 v1
v3
1
v4
0 v2
0 0 1
v4
v3
0 0 0 v4

 =


0
T 0
0
0 0 0 1


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for some T ∈ GL3(K). Now one can verify that
H˜ = T−1H(Tx) =
(
G˜1(x, 1), G˜2(x, 1), G˜3(x, 1)
)
and that T satisfies the claims in corollary 5.5.
• H1, H2 and H3 are linearly dependent over K.
Then we may assume that H3 = 0. If 1 can be written as a K-linear
combination of H1, H2, then we may assume that H2 = 1, which results
in that JH is an upper triangular matrix.
So assume that 1 cannot be written as a K-linear combination of H1 and
H2. Then we can replace H3 by 1, to obtain the above case where H1, H2
and H3 are linearly independent over K.
The last claim follows in a similar manner as the last claim of theorem 5.4 and
theorem 3.4.
In 1994, Engelbert Hubbers presented a computation of all cubic homoge-
neous polynomial maps H for which JH is nilpotent, but only over fields of
characteristic zero, see [Hub].
6 Quartic maps in dimension 3
Theorem 6.1. Let n = 3 and H ∈ K[x]3 be quartic homogeneous, such that
JH is nilpotent.
If 16 ∈ K, then JH is similar over K to a triangular matrix, and rkJH =
trdegK K(H).
Proof. Suppose that 16 ∈ K. We distinguish three cases.
• IEK(x)(JH,x) = 2.
Then rkJH = 2. Using corollary 4.3 and theorem 5.1, it has been com-
puted with Maple 8 that JH is similar over K to a triangular matrix,
see dim3qrt.pdf. Hence the components of H are linearly dependent.
So trdegK K(H) ≤ 2. From rkJH ≤ trdegK K(H), we deduce that
rkJH = 2 = trdegK K(H).
• IEK(x)(JH,x) = 1.
Then rkJH ≥ 1 and JH ·H = 14 (JH)2 · x = 0. On account of theorem
5.3, trdegK K(H) ≤ 3 − 2 = 1. From theorem 3.1, it follows that JH is
similar over K to a triangular matrix. From rkJH ≤ trdegK K(H), we
deduce that rkJH = 1 = trdegK K(H).
• IEK(x)(JH,x) = 0.
Then H = 14JH · x = 0. So degH < 4.
Corollary 6.2. Let n = 3 and H ∈ K[x]3 be quartic, such that JH is nilpotent.
If 16 ∈ K, then there exists a T ∈ GL3(K) such that for H˜ := T−1H(Tx), either
H˜ =
(
0, 14x
4
1, x
3
1x2 + u3x
2
1x
2
2 + v3x1x
3
2 + w3x
4
2
)
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for certain u3, v3, w3 ∈ K, or
H˜ =
(
0, 14x
4
1 + u2x
2
1x
2
3 + v2x1x
3
3 + w2x
4
3, 0
)
for certain u2, v2, w2 ∈ K.
Proof. Suppose that 16 ∈ K. We distinguish two cases.
• rkJH = 2.
On account of theorem 5.1, we may assume without loss of generality that
JH is lower triangular. Since rkJH = 2, we deduce that ∂
∂x1
H2 and
∂
∂x2
H3 are both nonzero.
Since K has at least 5 elements, it follows from [dB1, Lemma 5.1 (i)] or
[dB1, Lemma 5.1 (ii)] that there exists a vector v˜ ∈ K3, such that x1 ∂∂x2H3
does not vanish on v˜. As x41 is the only term of
∂
∂x1
H2, both
∂
∂x1
H2 and
∂
∂x2
H3 do not vanish on v˜.
Furthermore, v˜1 6= 0 and one can verify that
(
(JH)2 · x)∣∣
x=v˜
6= 0. From
the proof of theorem 5.2, we infer that there exists a T ∈ GL3(K) such
that for H˜ := T−1H(Tx),
(J H˜)∣∣
x=e1
=

 0 0 01 0 0
0 1 0


Since J H˜ is similar over K to a triangular matrix, both the rows and the
columns of J H˜ are dependent over K. This is only possible if both the
first row and the last column of J H˜ are zero.
As trJ H˜ = 0, the entry in the middle of J H˜ is zero as well. Consequently,
H˜ =
(
0, 14x
4
1, x
3
1x2 + u3x
2
1x
2
2 + v3x1x
3
2 + w3x
4
2
)
for certain u3, v3, w3 ∈ K.
• rkJH = 1.
Since K has at least 5 elements, it follows from [dB1, Lemma 5.1 (i)] or
[dB1, Lemma 5.1 (ii)] that there exists a vector v˜ ∈ K3, such that H does
not vanish on v˜.
Hence
(
(JH) · x)∣∣
x=v˜
= 4H(v˜) 6= 0. From the proof of theorem 5.2, we
infer that there exists a T ∈ GL3(K) such that for H˜ := T−1H(Tx),
(J H˜)∣∣
x=e1
=

 0 0 01 0 0
0 0 0


From theorem 6.1, we obtain that trdegK K(H˜) ≤ 3 − 2 = 1. Since
H˜ is homogeneous of positive degree, we even have trdegK K(tH˜) = 1.
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Consequently, we can deduce from [dB4, Th. 2.7] or [dB4, Cor. 3.2] that
H˜1 = H˜3 = 0.
As trJ H˜ = 0, the entry in the center of J H˜ is zero as well. Consequently,
H˜ =
(
0, 14x
4
1 + u2x
2
1x
2
3 + v2x1x
3
3 + w2x
4
3, 0
)
for certain u2, v2, w2 ∈ K.
Theorem 6.3. Suppose that 16 ∈ K. Let n = 3 and H ∈ K[x]3 be quartic, such
that JH is nilpotent.
If JH is not similar over K to a triangular matrix, then there exists a
T ∈ GL3(K) such that for H˜ := T−1H(Tx), one of the following statements
holds:
(1) H˜3 ∈ K and degx1,x2 H˜ = 1;
(2) H˜ =
(
(x2 − x21), 2x1(x2 − x21) + x3,−(x2 − x21)2
)
.
Furthermore (x +H) is invertible and (x +H,x4) is even tame.
Proof. From corollary 6.2, it follows that we may assume that the quartic part
of H is either (
0, 14x
4
1, x
3
1x2 + u3x
2
1x
2
2 + v3x1x
3
2 + w3x
4
2
)
or (
0, 14x
4
1 + u2x
2
1x
2
3 + v2x1x
3
3 + w2x
4
3, 0
)
Using this assumption, theorem 6.3 except the last claim has been verified with
Maple 8, see dim3upoqrt.pdf.
To prove the last claim, suppose first that H˜ is as in (1). Since J H˜ is
nilpotent and H˜3 = 0, we see that Jx1,x2H˜ is nilpotent. Since Jx1,x2H˜ ∈
Mat2(K[x3]), it follows from lemma 3.2 that there are a, b, c ∈ K[x3], such that
Jx1,x2H˜ = c
(
ab −b2
a2 −ab
)
Consequently,
H˜1 − cb(ax1 − bx2) ∈ K[x3]
H˜2 − ca(ax1 − bx2) ∈ K[x3]
H˜3 ∈ K
So (x+ H˜, x4) is tame, if and only if(
x1 + cb(ax1 − bx2), x2 + ca(ax1 − bx2), x3, x4
)
is tame, which follows from lemma 3.5 by way of extension of scalars.
Suppose next that H˜ is as in (2). From lemma 6.5 at the end of this section,
with c = 1, it follows that x+ H˜ is tame.
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Corollary 6.4. Suppose that 16 ∈ K. Let n = 4 and H ∈ K[x]3 be quartic
homogeneous, such that JH is nilpotent.
Suppose that H1, H2, H3, H4 are linearly dependent over K.
If JH is not similar over K to a triangular matrix, then there exists a
T ∈ GL4(K) such that for H˜ := T−1H(Tx), one of the following statements
holds:
(1) H˜3 ∈ K, H˜4 = 0 and degx1,x2 H˜ = 1;
(2) H˜ =
(
x24(x2x4 − x21), 2x1x4(x2x4 − x21) + x3x34,−(x2x4 − x21)2, 0
)
.
Furthermore x+H is invertible and (x+H,x5) is even tame.
Proof. Since H1, H2, H3, H4 are linearly dependent over K, we may assume
without loss of generality that H4 = 0. Define G by
G :=
(
H1(x1, x2, x3, 1), H2(x1, x2, x3, 1), H3(x1, x2, x3, 1)
)
Then Jx1,x2,x3G is nilpotent, so G is as H in theorem 6.3. Consequently, there
exists a T˜ ∈ GL3(K), such that for G˜ = T˜−1G(T˜ x), one of the following
statements holds:
(1) G˜3 ∈ K and degx1,x2 G˜ = 1;
(2) G˜ =
(
(x2 − x21), 2x1(x2 − x21) + x3,−(x2 − x21)2
)
;
(3) Jx1,x2,x3G˜ is an upper triangular matrix.
Let
T :=


0
T˜ 0
0
0 0 0 1


Then one can verify that
H˜ = T−1H(Tx) = x44
(
G˜
(x1
x4
,
x2
x4
,
x3
x4
)
, 0
)
and that T satisfies the claims in corollary 6.4.
The proof of the last claim is similar to that of the last claim of theorem
6.3.
Lemma 6.5.
(
x1 + c
2(cx2 − x21), x2 + 2cx1(cx2 − x21) + x3c3, x3 − (cx2 − x21)2
)
=
(
x1, x2 + c
3x3, x3
) ◦(
x1 + c
2(cx2 − x21), x2 + 2cx1(cx2 − x21) + c3(cx2 − x21)2, x3
) ◦(
x1, x2, x3 − (cx2 − x21)2
)
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and
(
x1 + c
2(cx2 − x21), x2 + 2cx1(cx2 − x21) + c3(cx2 − x21)2, x3
)
=
(
c2x3 + x1, c
3x23 + 2cx1x3 + x2, x3
) ◦ (x1, x2, cx2 − x21 + x3) ◦(− c2x3 + x1, c3x23 − 2cx1x3 + x2, x3) ◦ (x1, x2, x3 − cx2 + x21)
One can verify lemma 6.5 with Maple or something, or do the first equality
by hand, and use the proposition in [Smi], with
D = c2
∂
∂x1
+ 2cx1
∂
∂x2
and cx2 − x21 ∈ kerD
to get a proof of the second equality.
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