random matrix theory, value distributions, the Reimann zeta function
Introduction
We i n vestigate the distribution of values taken by t h e c haracteristic polynomials Z(U ) = d e t ( I ; U e ;i ) (1) of N N unitary matrices U with respect to the circular unitary ensemble (CUE) of random matrix theory (RMT). Our motivation is that it has been conjectured that the limiting distribution of the non-trivial zeros of the Riemann zeta function (and other L-functions), on the scale of their mean spacing, is the same as that of the eigenphases n of matrices in the CUE in the limit as N ! 1 28, 29, 31] . Hence the distribution of values taken by the zeta function might beexpected to be related to those of Z(U ), averaged over the CUE.
The Riemann zeta function is de ned by (2) for Res > 1, and then by analytic continuation to the rest of the complex plane. It has in nitely many non-trivial zeros in the critical strip 0 < Res < 1. The Riemann Hypothesis (RH) states that all of these non-trivial zeros lie on the critical line Res = 1=2 that is, (1=2 + it) = 0 has non-trivial solutions only when t = t n 2 R. Montgomery 28] has conjectured that the two-point correlations between the heights t n (assumed real), on the scale of the mean asymptotic spacing 2 =log t n , in the limit n ! 1 , are the same as those which exist between the eigenvalues of random complex hermitian matrices in the limit as the matrix size tends to in nity. Such matrices form the Gaussian Unitary Ensemble (GUE) of RMT. The GUE correlations are in turn the same as those of the phases n of the eigenvalues of N N unitary matrices, on the scale of their mean separation 2 =N, averaged over the CUE, This conjecture is supported by a theorem, also due to Montgomery 28] , which implies that, in the appropriate limits, the Fourier transform of the two-point correlation function of the Riemann zeros coincides over a restricted range with the corresponding CUE result. It is also supported by extensive n umerical computations 29] .
Both the conjecture and Montgomery's theorem (again for restricted ranges) extend to all n-point correlations 30] . There is also strong numerical evidence in support of this generalization for example, the distribution of spacings between adjacent zeros, measured in units of the mean spacing, appears to have the same limit as for the CUE 29] . Furthermore, heuristic calculations based on a Hardy-Littlewood conjecture for the pair correlation of the primes imply the validity o f the generalized conjecture for all n, without restriction on the correlation range 24, 7, 9] .
Thus all available evidence suggests that, in the limit as N ! 1 , local (i.e. short-range) statistics of the scaled (to have unit mean spacing) zeros w n = t n 1 2 log tn 2 , de ned by averaging over the zeros up to the Nth, coincide with the corresponding statistics of the similarly scaled eigenphases n = n N 2 , de ned by a veraging over the CUE of N N unitary matrices.
This then implies that locally-determined statistical properties of (s), high up the critical line, might bemodelled by the corresponding properties of Z( ), averaged over the CUE. One of our aims here is to explore this link by comparing certain RMT calculations with the following theorem and conjecture concerning the value distribution of (1=2 + it). 
= 1 2 Z Z E e ;(x 2 +y 2 )=2 dx dy that is, in the limit as T, the height up the critical line, tends to in nity, the value distributions of the real and imaginary parts of log (1=2 + iT)= p (1=2) log log T each tend independently to a Gaussian with unit variance and zero mean. Interestingly, Odlyzko's computations for these distributions when T t 10 20 show systematic deviations from this limiting form 29] . For example, increasing moments of boththe real and imaginary parts diverge from the Gaussian values. We review this data in more detail in Section 3.
Second, it is a long-standing conjecture that f( ), de ned by ;(j);(j + s) (;(j + s=2)) 2 (6) where the average is over the CUE of N N unitary matrices, that is over the group U(N) with respect to the normalized translation-invariant (Haar) measure 34, 27] . Clearly the result extends by analytic continuation to the rest of the complex s-plane.
(
;(j + s=2);(j ; s=2) (7) where arg Z(U ) is de ned by c o n tinuous variation along ;i , starting at ;i , in the limit ! 0, assuming is not equal to any of the eigenphases n , with log Z(U ; i ) ! 0 as ! 1 . Thus Im log Z(U ) has a jump discontinuity of size when = n . (iii) The value distributions of the real and imaginary parts of log Z(U )= p (1=2) log N each tend independently to a Gaussian with zero mean and unit variance in the limit as N ! 1. This corresponds directly to Selberg's theorem (3) for log (1=2 + it) if we i d e n tify the mean density o f the eigenangles n , N=2 , with the mean density of the Riemann zeros at a height T up the critical line, 1 2 log T 2 t h a t i s i f N = l o g T 2 : (8) This is a natural connection to make b e t ween matrix-size and position on the critical line, because the mean eigenvalue density is the only parameter in the theory of spectral statisitics for the circular and Gaussian ensembles of RMT.
The central limit theorem for Im log Z was rst proved by Costin and Lebowitz 15] for the characteristic polynomials of matrices in the GUE (see also 32] for a review of related results). Our proof is new, and goes further in that it allows us to compute the cumulants.
(iv) Let Q n (N) be the nth cumulant of the distribution of values of Re log Z, de ned with respect to the CUE, and let R n (N) be the corresponding cumulant for Im log Z. Then Q n (N) = 2 n;1 ; 1
and R n (N) = ( (;1) 1+n=2 2 n;1 P N j=1 (n;1) (j) n even 0 n odd (10) where is a polygamma function. Thus Q 1 (N) = R 1 (N) = 0. It is straightforward to obtain a complete (large N) asymptotic expansion for these cumulants. For example, Q 2 (N) = < (Re log Z) 2 > U(N) = 1 2 log N + 1
Q n (N) = (;1) n 2 n;1 ; 1 2 n;1 (n ; 1);(n) + O(N 2;n ) n 3 The fact that when k > 1 R 2k (N) tends to a constant as N ! 1 proves a conjecture made by Costin and Lebowitz 15] . (v) It follows from (6) that
where G denotes the Barnes G-function 3], and hence that f C U E (0) = 1 (trivial) and
for integers k 1. Thus, for example, f C U E (1) = 1, f C U E (2) = 1=12, f C U E (3) = 42=9! and f C U E (4) = 24024=16!. Similarly,
The results listed above also allow us to compute the value distributions of Re log Z, Im log Z, a n d jZj, for any N, and to derive explicit asymptotics for these distributions when N ! 1 .
In comparing our random-matrix results with what is known about the zeta function, we nd the following. First, the value distributions of Re log Z and Im log Z coincide with Odlyzko's numerical data for the corresponding distributions of the values of the zeta function at a height T up the critical line if we make the identi cation (8) . This implies that, with respect to its local statistics, the zeta function behaves like a nite polynomial of degree N given by (8) . The value distribution of jZj is similarly in agreement with our numerical data for that of j (1=2 + it)j.
It is important at this stage to remark that Montgomery's conjecture (and its generalization) refers to the short range correlations (i.e. correlations on the scale of mean separation) between the Riemann zeros at a height T up the critical line, in the limit as T ! 1 . The nite-T correlations take the form of a sum of two contributions, one being the random-matrix limit and the other representing long range deviations which m a y be expressed as a sum over the primes 4, 25, 5] . This is also known to be the case for the second moment o f I m l o g (1=2 + it). Speci cally, Goldston 16] Here the rst two terms on the right-hand side agree with those in (13) if we again make the identi cation (8) . The same general behaviour also holds for the higher moments of log . It is plausible then that the moments of j (1=2 + it) j (which are determined by long-range correlations between the zeros) asymptotically split into a product of two terms, one coming from random matrix theory and the other from the primes. Taken together with the fact that f C U E (k) = f(k) for k = 1 2, and, conjecturally, f o r k = 3 4, this leads us to conjecture that f( ) = f C U E ( ) (19) for all where the moments are de ned. This is further supported by other heuristic arguments, and by the fact that the product of a( ) and our formula (6) for the moments of jZ(U )j matches Odlyzko's numerical data for the moments of j (1=2 + it)j over the range 0 < 2 where we c a n compare them, again making the identi cation (8) . These results were rst announced in lectures at the Erwin Schr odinger Institute in Vienna, in September 1998 and at the Mathematical Sciences Research Institute in Berkeley in June 1999.
The structure of this paper is as follows. We derive the CUE results listed above in Section 2, and then compare them with numerical data (almost all taken from 29]) for the Riemann zetafunction in Section 3. Our conjecture (19) is also discussed in more detail in this section. In Section 4 w e state the analogues of the CUE results for the other circular ensemb l e s o f R M T , namely the Circular Orthogonal (COE) and Circular Symplectic (CSE) Ensembles.
Numerical evidence suggests that the eigenvalues of the laplacian on certain compact (nonarithmetic) surfaces of constant negative curvature are asymptotically the same as those of matrices in the COE, and so our results might be expected to describe the associated Selberg zeta functions. More generally, it has been suggested that in the semiclassical (~! 0) limit the quantum eigenvalue statistics of all generic, classically chaotic systems are related to those of the RMT ensembles (COE for time-reversal symmetric integer-spin systems, CUE for non-time-reversal integer-spin systems, and CSE for half-integer-spin systems) 10], and our results might then beexpected to apply to the corresponding quantum spectral determinants. It is worth noting in this respect that extensive numerical evidence supports the conclusion that for classically chaotic systems the value distribution of the uctuating part of the spectral counting function (which is proportional to the imaginary part of the logarithm of the spectral determinant) tends to a Gaussian in the semiclassical limit 6, 2].
Finally, i t i s w orth remarking that Montgomery's conjecture extends to many other classes of L-functions, and hence our results are expected to apply to them too, in the same way. However, Katz and Sarnak 22, 23] have conjectured that correlations between the zeros low down on the critical line, de ned by a veraging over L-functions within certain particular families, are described not by averages over the CUE, that is, over the unitary group U(N), but by averages over other classical compact groups, for example the orthogonal group O(N) or the unitary symplectic group U S p (2N). Thus the value distributions within these families close to the symmetry point t = 0 o n the critical line will also be described by a verages over these families. We shall present our results in this case in a second paper 26].
2 CUE random matrix polynomials
Generating functions
All of our CUE random-matrix results follow from the formulae (6) and (7) for the generating functions M N (s) and L N (s), and our goal in this section is to derive these expressions. Consider rst M N (s). We start with the representation of Z(U ) in terms of the eigenvalues e i n of U:
1 ; e i( n; ) : (20) The CUE average can then be performed using the joint probability d e n s i t y for the eigenphases n , ((2 ) Clearly this integral is independent of (as it must be, since we are averaging over all unitary matrices) and so we s e t = 0 . Using sin( j ; m ) = sin j cos m ; cos j sin m , w e then have 
As before, this integral is independent o f , and so we set = 0 . The sum in (28) can be evaluated using
Note that this relation keeps the sine sum within the range (; ] prescribed by the de nition of the logarithm. Substituting (29) into (28) ;(j + s=2);(j ; s=2) (33) as required. 
Value distribution of
We n o w analyse these general formulae using the explicit expression (6) for M N (s). Di erentiating log M N (s), we h a ve t h a t Q n (N) = 2 n;1 ; 1 ; (n ; 1)t n;2 ; (n ; 1)t n;2 e ;N t + N t n;1 e ;N t dt (41) where the last equality follows from an integration by parts.
Consider rst the second cumulant Q 2 (N). Rearranging the integrand in the nal equality of (41) and so, re-expanding the terms written as fractions to give geometric series and integrating these term-by-term, we h a ve that 
Consider next the cumulants Q n (N) w h e n n 3. We n o w write Q n (N) = 2 n;1 ; 1 2 n;1 (;1) n Z 1 0 (n ; 1) t n;2 e t ; 1 + ( N t n;1 ; (n ; 1)t n;2 ) e ;N t e t ; 1 dt: (46)
The rst term, which is independent o f N, can beintegrated explicitly using a well-known representation of the zeta-function 33]. Changing variables in the second to y = tN then gives Q n (N) = 2 n;1 ; 1 2 n;1 (;1) n ;(n) (n ; 1) + 1 N n;1 Z 1 0 (y n;1 ; (n ; 1)y n;2 )e ;y 1 e y=N ; 1 dy : (47) The N-dependent term in this equation clearly vanishes in the limit as N ! 1. Its large-N asymptotics can beobtained by expanding (e y=N ; 1) ;1 in powers of y=N and then integrating term-by-term for example Q n (N) = 2 n;1 ; 1 2 n;1 (;1) n ;(n) (n ; 1) ; (n ; 3)! N n;2 + O(N 1;n ):
It follows immediately from the fact that Q n (N)=(Q 2 (N)) n=2 ! 0 a s N ! 1 for all n > 2 that the value distribution of Re log Z= p Q 2 (N) tends to a Gaussian in this limit. Speci cally, w e have from (37) and the de nition of the cumulants that if 
Hence all terms in the exponential that involve higher powers of y than y 2 vanish in the limit as N ! 1 . Evaluating the resulting Gaussian integral then gives
The large-N asymptotics describing the approach to this limit can be obtained by retaining more terms in (50). There are several ways to do this. One is to expand the exponential of all terms that involve higher powers of y than y 2 as a series in increasing powers of y, so that 
which itself is manifestly asymmetric in x.
Finally, w e note that the formulae derived above lead directly to corresponding expressions for the moments, since these may be related to the cumulants by taking the exponential of the right-hand side of (35), re-expanding as a Taylor series in powers of s, and equating the coe cients with those in (34) . Thus, for example, it is straightforward to see that
where the second moment is given by (45). This again implies that the limiting distribution is Gaussian.
Value distribution of Im log Z
In the same way as for the real part, all information about the value distribution of Im log Z is contained in the generating function L N (s). Thus,
where L N (s) i s g i v en by (7) . Likewise, the probability density for the values taken by Im log Z,
is given by
All of the results of the previous section then extend immediately to Im log Z. Thus, taking the logarithm of (7) and di erentiating, 
The fact that all of the odd cumulants are zero implies that all of the odd moments are also zero.
This is the main di erence compared to the case of Re log Z. For the even cumulants we h a ve R 2m (N) = (;1) m+1
and so the asymptotics computed in the previous section apply immediately in this case too. Thus 
assuming that none of the eigenphases coincides with the end-points of the range. In addition,
Costin and Lebowitz conjectured that for m 2 R 2m (N) ! constant when N ! 1 . Our asymptotic formula (64) proves this for averages over the CUE, and provides the value of the constant.
The asymptotics of the approach to the Gaussian can be calculated from (58) and (60 In this case~ N (x) i s a n e v en function of x for all N, and not just in the limit as N ! 1 . This is a consequence of the fact that all of the odd cumulants are identically zero. It follows from (68) that the deviation from the Gaussian limit is of the order of (log N) ;2 , and so is asymptotically smaller than in the case of Re log Z.
Finally, the expressions derived above for the cumulants may again be used to deduce information about the moments. We have already noted that the odd moments are identically zero. For the even moments we nd the usual Gaussian relationship:
where the asymptotics of the second moment are given by ( 6 3 ) .
Independence
We h a ve s h o wn in Sections 2.2 and 2.3 that the values of both Re log Z and Im log Z have a Gaussian limit distribution as N ! 1 . Our purpose in this section is to show that they are also independent in this limit.
The generating function for the joint distribution is
hjZj t e is(Im log Z) i U 
The conditions on the validity o f Selberg's integral translate into the restrictions t=2 + s=2 > ;1, t=2 ; s=2 > ;1 a n d t > ;1.
Next we expand the logarithm of the generating function as a series in powers of s and t: N X j=1 log ;(j) + log ;(t + j) ; log ;(j + t=2 + s=2) ; log ;(j + t=2 ; s=2) 
The joint v alue distribution is then given by N (x y) = h (log jZj ; x) (Im log Z ; y)i U(N) Hence, using 10 
We claim that 
which also holds for jsj < 1, we see that (84) holds when jsj < 1, and hence, by analytic continuation, in the rest of the complex s-plane. It follows that f C U E (s=2) is a meromorphic function of order two with a pole of order 2k ; 1 a t e a c h odd negative i n teger s = ;(2k ; 1), for k = 1 2 3 : : : .
The value of f C U E (n), where n is an integer, can be calculated directly from (84) (58), (61), (63), and (64). We also have t h a t log(G (1 ; s=2)G(1 + s=2) 
(1=2 + it)
Our aim now is to compare the CUE results for Z(U ) derived in the previous sections with the behaviour of the Riemann zeta function on its critical line. First, we h a ve t o i d e n tify the analogue of the matrix size N, which is the one parameter that appears in the CUE formulae. With this in mind we note that under the identi cation
the fact that value distributions of Re log Z= q 1 2 log N and Im log Z= q 1 2 log N tend independently to Gaussians with zero mean and unit variance in the limit as N ! 1 coincides precisely with Selberg's theorem (3). (Of course, the fact that log Z has zero mean is a consequence of its de nition:
we could multiply the determinant in (1) by any function with no zeros, for example a constant, but this would correspond to a trivial shift of the mean.) In the random matrix theory of spectral statistics, the natural parameter is the mean eigenvalue separation. For the eigenphases n of U, this is 2 =N. In the same way, the mean spacing between the Riemann zeros t n at a height T up the critical line, 2 =log(T = 2 ), is the only property of the zeta function that appears in Montgomery's conjecture and it generalizations. Equation (92) corresponds to equating these two parameters.
As already mentioned in the Introduction, Odlyzko's computations of the value distributions of both the real and imaginary parts of log (1=2 + it), for ranges of t near to the 10 20 th zero (that is, t 1:5202 10 19 ), exhibit striking deviations from the Gaussian limit guaranteed by Selberg's theorem 29]. In Figures 1 and 2 we s h o w some of Odlyzko's data, for the real and imaginary parts respectively, normalized as in (3), together with the Gaussian. It is apparent that the deviations are larger for Re log , and that in this case the value distribution is not symmetric about zero. This deviation can be quanti ed by comparing the moments of these distributions with the corresponding Gaussian values. These moments are listed in Tables 1 (Re log ) and 2 (Im log ). Again, it is clear from the size of the oddmoments that the distribution is not symmetric about zero in the case of Re log .
We beginby comparing these data with the CUE results derived in Sections 2.2 and 2.3.
The matrix size N corresponding, via (92), to the height o f t h e 1 0 20 th zero is about 42 (the results we now present are not sensitive to the precise value). In Figures 1 and 2 we also plot the CUE value distributions for Re log Z and Im log Z corresponding to N=42, computed by d i r e c t n umerical evaluation of the Fourier integrals in (37), using (6) , and (60), using (7) . The N = 42 random matrix curves are clearly much closer to the data than the limiting Gaussians (N = 1). This is even more apparent in Figure 3 , where we show minus the logarithm of the value distributions plotted in Figure 1 . Similarly, we also give in Tables 1 and 2 the values of the CUE moments, normalized in the same way (so that the second moment takes the value one). These con rm the improved agreement. In this context we recall two r e l e v ant facts about the deviations of the CUE value-distributions from their Gaussian limiting forms: rst, these deviations are larger for Re log Z than for Im log Z and second, in the case of Re log Z they are not symmetric (even) about zero for N nite, whereas for Im log Z they are. plete description of the nite-T distribution of values of log (1=2 + it), because it contains no information about the long-range zero-correlations associated with the primes. These can be computed separately, using the methods of 4]. For the moments of log (1=2 + it), the results take the same form as Goldston's formula (18) : the long-range contributions may be expressed as convergent sums over the primes. These prime-sums all have the property that, if each prime p is replaced by p , t h e y v anish in the limit ! 1 . We g i v e explicit formulae below, but rst turn to the moments of j (1=2 + it)j. We expect a relationship between the moments of j (1=2 + it)j, de ned by a veraging over t, and those of jZ(U )j, a veraged over the CUE but clearly the moments of j (1=2 + it)j are related to those of Re log (1=2 + it) by exponentiation, and so it is natural to anticipate a long-range contribution in the form of a multiplicative factor given by a convergent product over the primes. We are thus led to a connection resembling the conjecture (4). The precise form of the prime product in (4) can, in fact, be recovered using heuristic arguments similar to those of 8] and 25] (essentially by substituting for (1=2 + it) the prime product (2), truncated to include only primes with p < T = 2 , and treating these prime-contributions as being independent). However, our main focus here is on the CUE component, and so we merely observe that if each prime p in (5) is replaced by p , then a( ) ! 1 in the limit as ! 1 . This leads us to conjecture, again invoking (92), that f( ), de ned by (4) , is equal to f C U E ( ), de ned by ( 1 5 ) . Based on the results of Section 2.5, we t h us conjecture that 
with N satisfying (92). The results, shown in Table 3 , would appear to support the conjecture. We can also test our conjecture by returning to the moments of Re log (1=2 + it). Based on the arguments of the previous paragraph, we expect that as T ! 1 
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where N is related to T via (92). The resulting expressions incorporate boththe random matrix and the prime contributions. A comparison with Odlyzko's data may bemade by computing the moments using (97) with N = 4 2 . These values are listed in Table 4 (in this case, unlike i n T able 1, the moments have not been normalized, in order to focus on the subdominant role played by the primes). They clearly match the data more closely than the CUE values. Im log Z when N = 42, with and without the prime contributions.
24
Moments calculated using (98) with N = 42 are listed in Table 5 (again, unlike i n T able 2, these have not been scaled), together with Odlyzko's data. In this case too, the prime contribution leads to a noticeable improvement compared to the CUE values. It is also simple to check t h a t f o r k = 2 (98) coincides with (18) 
where we h a ve used (89).
Finally, it is also instructive to examine the distribution of values of jZj, P N (w) = h (w ; j Zj)i U(N) : 
For any nite N we can plot P N (w) numerically by direct evaluation of (102). This is done in Figure 4 together with data for the value distribution of j (1=2 + it)j when t 10 6 , which corresponds via (92) to N = 1 2 .
As w ! 0, P N (w) tends to a constant for a given N, t h e v alue of which can be calculated by noting that the contribution to the integral is dominated by the pole of M N (is) ( a t s = i) closest to the real axis. Hence with w xed, it is indeed correct to make the assumption that the higher powers of s in the exponent of the integrand become negligible. However, if j log wj ! 1 when N is xed, the approximation ceases to be valid and we m ust instead turn to (105).
Based on the previous discussion of its moments, it is natural to expect that as t ! 1 the way i n w h i c h the primes contribute to the value distribution of j (1=2 + it)j is given bỹ 
a(;1=2) 0:919, P 12 (0) 0:671, and so a(;1=2)P 12 (0) 0:617, which is indeed close to the numerically computed probability t h a t j (1=2 + it)j takes the value zero, 0.613. Away from w = 0, the stationary point of (103) is at s = ;i log w= p Q 2 , and the saddle point approximation is valid when log w < < p Q 2 . Hence a(is=(2 p Q 2 )) = a(log w=(2Q 2 )), which i s very close to 1. Thus the contribution of the prime product is pushed to the tail of the distribution when N is large.
COE and CSE Results
Our main focus in this paper has been on the CUE of random matrix theory. However, the methods and results of Section 2 extend immediately to the other circular ensembles -the Circular Orthog-onal Ensemble (COE) and the Circular Symplectic Ensemble (CSE) 27] -and for completeness we outline the form these generalizations take.
Let Z now represent t h e c haracteristic polynomial of an N N matrix U in either the CUE ( = 2), the COE ( = 1), or the CSE ( = 4 ) . The generalization of (21) 
Similarly, Q 1 n (1) = ( 2 n;1 ; 1)(;1) n ;(n) (n ; 1) ; 1 ; 1 2 n (n) :
The asymptotic convergence of these cumulants ensures that the distribution of values taken by R e l o g Z is Gaussian in the limit N ! 1 (with unit variance if normalized with respect to Q 2 (N)) when the zeros are distributed with COE or CSE statistics, just as it was for the CUE. 
As Q 4 2 (N) = R 4 2 (N), this also gives us the second cumulant for Im log Z.
In the COE case we f o l l o w a v ery similar procedure, except that as we n o w h a ve polygamma functions of half-integers, we need to consider the case of even and odd N seperately. We start with N even, relating the polygamma functions of integers back to (1) (1) and those with half-integer argument t o (1) 
The calculation for odd N is very similar and the result is the same. Once again Q 1 2 (N) = R 1 2 (N).
The procedure for calculating the leading order coe cient of hjZj s i or h(Z=Z ) s=2 i for averages over the CSE and COE ensembles is also very similar to that already detailed for the CUE. In these cases we n e e d log ;(1 + z) = ;z + p ;(1 + s) p G(1 + s);(1 + s=2);(1 + s=2) (124) for jsj < 1. It then follows by analytic continuation that the equality holds for all s.
The above combination of gamma and G-functions also has the correct poles and zeros, namely a pole of order k at negative integers of the form ;(2k ; 1) and a zero of order 1 at ;(4k ; 2), where k = 1 2 3 : : : .
The coe cients which reduce to rational numbers, as for the 2kth moments in the CUE case, are those where s = 4 k for positive i n tegers k. With the help of (87) we see that f C S E (4k) = 
which has zeros of order k at (4k ; 2) and also k th order zeros at 4k, k = 1 2 3 : : : , j u s t a s a n examination of L N (4 s ) indicates it should.
Moving on to the COE, we h a ve in this case that (;1) n ; 2 n;1 (n ; 1) ; (n ; 1) ;2 n;1 (n) + 3 2 (n) ; 1 2 n (n) s n n : (;1) n ; 2 n;1 (n ; 1) ; (n ; 1) ; 2 n;1 (n) 
with the correct zeros of order k at 2k and order k at (2k + 1), where k = 1 2 3 : : : .
