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1 はじめに
多群判別に有効な手法の一つとして部分空間法が知られている. 部分空間法とは, 各群のデータ情報をできるだけ
失わずにその群を表現する低次元の部分空間を構成し, 未知データがどの部分空間で最も近似できるかを比較するこ
とで判別する手法である. 部分空間法で特に知られている CLAFIC法 (CLAss-Featuring Information Compression
method; Watanabe, 1969) は, 主成分分析 (Principal Component Analysis; PCA) で得られた主成分ベクトルを部分
空間の基底にし, 多群判別を行う手法である. CLAFIC法の問題点として, 各部分空間の次元決定は曖昧なものであり,
決め打ちで行うこと挙げられる. また, 判別したいデータに大きなノイズが存在していた場合, 誤判別率が増加してし
まう.
そこで, 本研究では, 部分空間の次元の増加を判別に不要な情報の増加と捉え, 部分空間の次元を 1 に限定した.
また, 各部分空間の基底にスパース推定を取り入れ, ノイズの除去を行った. 部分空間のスパース推定には, Lasso
(Tibshirani, 1996) を組み込んだスパース主成分分析 (Sparse PCA; Zou et al., 2006), Fused Lasso (Tibshirani et
al., 2005) を主成分分析に組み込んだ Sparse Fused PCA を適用した. さらに, 1 次元だけでなく多次元の場合にお
いてのスパース推定の組み込みを考え, Adaptive Lasso (Zou, 2006)を組み込んだ simple adaptive sparse principal
component analysis (SAS-PCA; Leng and Wang, 2008) を適用した. そして, これらの提案手法が従来の CLAFIC
法よりも誤判別率を減少させることを立証した.
2 CLAFIC法
L ( 2) 個の群を G1; G2; : : : ; GL とし, どの群に属するか未知な p 次元データベクトルを x とする. 群 Gl
(l = 1; : : : ; L)の nl  pデータ行列を Xl としたとき, Xl の特異値分解は次の式で与えられる.
Xl = UlDlV
T
l :
ただし, Ulは nl  p正規直交行列, Vlは p  p正規直交行列, Dlは p  p対角行列である. Xl が中心化されていれば,
特異値分解と主成分分析の関係より, UlDl は主成分スコア, Vl は主成分ベクトルである. CLAFIC法では Vl の列ベク
トルの第 1主成分ベクトルから第 pl (< p)主成分ベクトルまでを列ベクトルとして並べた V l = (vl1;vl2; : : : ;vlpl) を
部分空間の基底ベクトルとする.
このとき, p 次元空間から pl 次元部分空間への射影行列は V l V

l
T で表せる. 未知データベクトル x と正射影
V l V

l
Tx の距離は,
kx  V l V l Txk2 = kxk2   kV l V l Txk2
で与えられ, この距離が小さいほど, 未知データベクトル x は群 Gl に属していると言える. したがって, CLAFIC法
では, kV l V l Txk2 を類似度 Sl(x) とみなすことができ,
Sl(x) = kV l V l Txk2 = xTV l V l Tx
と定義する. この類似度を用いると判別規則は次で与えられる.
max
l=1;:::;L
fSl(x)g = Sj(x)　) 　 x 2 Gj :
未知データ xに対して, 類似度 S1(x); : : : ; SL(x)を求め, 最も大きな類似度をとる群に xは属するとして判別を行う.
これは 2群判別を基に多群判別を行う手法と比べ, 各群の類似度を求めるだけで判別可能になるので, CLAFIC法は多
群判別に有効な手法である.
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3 スパース主成分分析
部分空間の基底である主成分ベクトルにスパース性を取り入れるために, スパース主成分分析, SAS-PCA, Sparse
Fused PCAについて述べる. 以下 X を n p計画行列, Y  を主成分スコアベクトルを行に並べた行列とする.
3.1 スパース主成分分析
行列 A;B を
A
(pq)
= (1;2; : : : ;q); A
TA = Iq;
B
(pq)
= (1;2; : : : ;q)
とする. このとき, 次の最小化問題を考える.
(A^; B^) = argmin
A;B
nX
i=1
kxi  ABTxik2 + 
qX
j=1
kjk2 +
qX
j=1
1;jkk1 subjecrt to ATA = Iq: (3.1)
さらに, 解 B^ の列 ^l に対して正規化
v^l =
^l
k^lk
(3.2)
を行うと, 主成分ベクトル vl のいくつかの成分を 0に近似したスパース主成分ベクトル v^l を得ることができる. Zou
et al. (2006) はこの主成分ベクトルのスパース化を \スパース近似"として提案している. (??)式に含まれる  (> 0),
1;j (> 0) は, スパース化の程度を調整する正則化 (調整)パラメータである. また (??)式には, 解の安定性を持たせる
性質を持つ L2 ノルムが含まれるが, X の次元が n > p であるならば安定性は保たれるので,  を 0としても問題ない.
3.2 Simple Adaptive Sparse PCA
スパース主成分分析ではそれぞれの主成分ベクトルに対してスパース推定を行うので, 主成分ベクトルに含まれる分
析結果に直接寄与しない情報を削減することが可能になり, データの構造をより捉えることができるようになった. し
かし, スパース主成分分析は実際上有効に機能しない場合がある (Fan and Li, 2001). 変数 pよりもサンプル数 nが多
すぎる場合は, 過度な罰則を加えてしまうことが報告されており, また, スパース主成分分析において正則化パラメー
タの決定が自動的に可能でないので, 正則化パラメータを決め打ちで行うことが多い. そこで, Adaptive Lasso (Zou,
Hastie, and Tibshirani, 2006)を用いることでこれらの問題を解決する.
Adaptive Lasso を用いた主成分分析は次の目的関数の最小化問題で与えられる.
(A^; B^) = argmin
A;B
(
nX
i=1
kxi  ABTxik2 +
qX
j=1
pX
k=1
jkjjkj
)
subject to ATA = Iq: (3.3)
ここで, jk (1  j  q; 1  k  p) は正則化パラメータである. このとき, 得られた解 B^ に対して正規化を行え
ば, Adaptive Lassoを適用させた主成分ベクトルが得られる. この主成分分析を Leng and Wang (2008)では simple
adaptive sparse principal component analysis (SAS-PCA) と呼んだ. また, SAS-PCA は情報量規準の一つである
BICが計算できることが知られており (Wang and Leng 2007; Wang, Li, and Tsai, 2007b), 以下で与えられる.
BICj = (^j   ^j )TS(^j   ^j ) + dfj 
log n
n
(3.4)
ここで dfj は ^j の 0でない係数の個数である. この BICが最小となるような j を求めて, 正則化パラメータを決
定する. しかし, 実際に正則化パラメータを一斉に計算すると, q  p個あるため計算コストが大きくかかってしまう.
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よって, ここでは Zou (2006) と Wang, Li, and Tsai (2007a)の考えを適用する. Zou (2006) と Wang, Li and Tsai
(2007a)は正則化パラメータを jk = j=j~jkj(j > 0)と置くことで, 計算量の削減を行った. ここで ~jk は PCAで求
めた主成分ベクトルである. 実際, q  p個あった正則化パラメータが, q 個 (fj ; 1  j  qg)まで抑えられる.
3.3 Sparse Fused PCA
主成分分析はしばしば画像解析にも用いられる. 画像データに対して有効に働くスパース推定として, Fused Lasso
(Tibshirani et al., 2005)がある. この Fused Lassoを主成分分析に組み込んだ Sparse Fused PCAについて述べる.
Fused Lassoによる PCAは次の目的関数の最小化問題に帰着される.
(A^; B^) = argmin
A;B
nX
i=1
kxi  ABTxik2 + 1
qX
j=1
kk1 + 2
X
(i;j)2E
ji   j j;
subject to ATA = Ik: (3.5)
ここで E はグラフのエッジ集合であり, 1; 2 は正則化パラメータである. 後に, 得られた解 B^ に対して正規化を
行えば, スパースな主成分ベクトルが得られる. 特に, 正則化項は隣り合うデータの関係について考慮したものとなって
いるので, 画像をピクセルで分割を考えた場合, あるピクセルの上下左右のピクセルについての関係を考慮することが
可能となった.
4 提案手法
4.1 1次元部分空間に Sparse性の組み込み
CLAFIC法の部分空間には, 群の判別に必要な情報のみを抽出したい. そこで, 部分空間の次元に着目すると, 部分
空間の次元が高くなるにつれて, 部分空間はデータの情報を多く保持することになる. しかし, 情報の増加は各群のデー
タの特徴が多く含まれることになり, 各群への判別という問題において不要な情報を増やすことになる. また, 各部分空
間の軸に群の判別に寄与しない変数を含むことも, 判別能力の低下につながる. よって, 各部分空間の軸の変数選択も重
要な問題である.
そこで, 各部分空間の次元を 1に固定し, 各部分空間の軸にスパース推定を組み込み, 判別に必要な変数のみの部分空
間を構成する手法を提案する. ここでは特に, (??)式で与えられる Fused Lassoに基づく手法について述べる.
群 Gl (l = 1; 2; : : : ; L)の計画行列 Xl に対して, 次の最小化問題を解く.
^l1 = argmin
l1
kY l1  Xll1k2 + l1
plX
j=1
jlj j+ l2
plX
(i;j)2E
jli   lj j (4.1)
Y l1 は第 1主成分スコアベクトルであり, l1 (> 0), l2 (> 0) は正則化パラメータである. このとき得られた ^l1 に対
して正規化
v^FLl1 =
^l1
k^l1k
(4.2)
によってスパースな部分空間が構成される. このとき, (??)式に含まれる正則化パラメータの決定はクロス・バリデー
ションによる誤判別率の最小化によって行う. ここでは, Fused Lassoの組み込みを述べたが, Lasso, Adaptive Lasso
の組み込みも同様に (??)式, (??)式を用いれば可能である.
4.2 SAS-PCAによる部分空間法
いま, 1 次元部分空間法による判別手法を提案したが, 多次元による部分空間の構成について考える. (??) 式から,
多次元の部分空間の基底ベクトルを導出できるが, このとき, 正則化パラメータの決定をクロス・バリデーションによ
る誤判別率の最小とする値で考えると, 部分空間の基底ベクトル j 毎に設定するので計算コストが膨大となることが
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想像できる. そこで, 3.2 節の (??) 式で定義した SAS-PCA において計算可能である (??) 式の BIC に着目し, この
BICによって各基底ベクトル毎に正則化パラメータの決定を行って計算コストを削減させることを考える. (??)式か
ら, Adaptive Lassoを組み込んだ部分空間の基底ベクトルは,
(A^l; B^l) = argmin
Al;Bl
(
nlX
i=1
kxli  AlBTl xlik2 +
qlX
j=1
plX
k=1
ljkjljkj
)
subject to ATl Al = Iql (4.3)
を導出した後に, B^l の列ベクトル ^
AL
lj に対して基準化した,
vALlj =
^
AL
lj
k^ALlj k
; (j = 1; : : : ; ql) (4.4)
で与えられる. ただし, ljk = k=j~ljkj (k > 0; k = 1; : : : ; pl) は正則化パラメータで, ~ljk は第 j 主成分ベクトルの
k 成分である. 正則化パラメータは (??)式の BIC最小化によって決定する. これによって, 計算コストが大きくなら
ずに多次元の部分空間の構成が可能になる. 実際にデータを作成して, クロス・バリデーションによる部分空間の構成
と (??)式による部分空間の構成にかかる計算時間の比較を行ったところ, クロス・バリデーションでは推定 11時間か
かるのに対し, (??)式では 4秒で計算が終了した. ここから, 大きく計算コストが削減したことがわかる.
5 まとめと今後の課題
提案したスパースを組み込んだ部分空間法は, 各部分空間の次元数を 1に固定することによって, 部分空間へ不要な
情報の増加を減少し, 全体的な傾向を掴むことができた. そして, 部分空間の軸にスパースを適用することで, ノイズを
除去することができ, 実際に数値実験によって誤判別率が減少したことを確認できた. 次に, SAS-PCAによって多次元
のスパースな部分空間を構成する方法を提案した. 今後の課題として, 最適な次元数の決定法を含めて, その有効性の検
証が挙げられる.
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