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a b s t r a c t
By means of a new linear Gronwall–Bellman inequality on time scales and an elementary
inequality, the bounds on the solutions of a class of new nonlinear two-dimensional
dynamic systems on time scales are obtained.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
To unify and extend continuous and discrete analysis, the theory of time scales was introduced by Hilger [1] in his Ph.D.
Thesis in 1988. Since then, the theory has been evolving, and it has been applied to various fields of mathematics. For all
the basic definitions, notation and theorems on time scales, we also refer the readers to the excellent monographs [2,3] and
references given therein.
It is well known that Gronwall-type integral inequalities and their discrete analogues play a dominant role in the study
of quantitative properties of solutions of differential, integral and difference equations. During the last few years, some
Gronwall-type integral inequalities on time scales and their applications have been investigated by many authors. For
example, we refer readers to [4–8]. In this paper, using a new linear Gronwall–Bellman inequality on time scales and an
elementary inequality, we obtain the bounds on the solutions of a class of new nonlinear two-dimensional dynamic systems
on time scales. Before giving our main result, we will cite both of the inequalities as useful lemmas for the discussion of our
proof.
In what follows, R denotes the set of real numbers, R+ = [0,+∞); C(M, S) denotes the class of all continuous functions
defined on set M with range in the set S; T is an arbitrary time scale; and Crd denotes the set of rd-continuous functions.
Throughout this paper, we always assume that t ∈ T, T0 = [t0,+∞) ∩ T.
Lemma 1.1 ([9]). Let c ≥ 0,m ≥ n ≥ 0 and m ≠ 0; then
c
n
m ≤ n
m
K
n−m
m c + m− n
m
K
n
m
for any K > 0.
Lemma 1.2. Suppose that u, a, b, c, d ∈ Crd, u, a, b, c, d ≥ 0, and that a is nondecreasing. If
u(t) ≤ a(t)+
∫ t
t0
b(s)u(s)1s+
∫ t
t0
c(s)
∫ s
t0
d(ξ)u(ξ)1ξ

1s, t ∈ T0, (1.1)
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then we have
u(t) ≤ eb(t, t0)

a(t)+
∫ t
t0
c(s)k(s)eh(s, t0)1s

, t ∈ T0, (1.2)
where
k(t) =
∫ t
t0
d(s)eb(s, t0)a(s)1s (1.3)
and
h(t) = d(t)eb(t, t0)
∫ t
t0
c(s)1s. (1.4)
Proof. Taking
a1(t) = a(t)+
∫ t
t0
c(s)
∫ s
t0
d(ξ)u(ξ)1ξ

1s, t ∈ T0,
then (1.1) can be written as
u(t) ≤ a1(t)+
∫ t
t0
b(s)u(s)1s.
Obviously, a1 ∈ Crd(T0, R+), and is nondecreasing. By Gronwall’s inequality ([4, Theorem 2.7]), we get
u(t) ≤ a1(t)eb(t, t0) = eb(t, t0)
[
a(t)+
∫ t
t0
c(s)
∫ s
t0
d(ξ)u(ξ)1ξ

1s
]
. (1.5)
Define
v(t) =
∫ t
t0
d(s)u(s)1s; (1.6)
then
u(t) ≤ eb(t, t0)
[
a(t)+
∫ t
t0
c(s)v(s)1s
]
.
From (1.6) and the last inequality, we have
v(t) ≤
∫ t
t0
d(s)eb(s, t0)

a(s)+
∫ s
t0
c(ξ)v(ξ)1ξ

1s
=
∫ t
t0
d(s)eb(s, t0)a(s)1s+
∫ t
t0
d(s)eb(s, t0)
∫ s
t0
c(ξ)v(ξ)1ξ

1s
≤
∫ t
t0
d(s)eb(s, t0)a(s)1s+
∫ t
t0
d(s)eb(s, t0)
∫ s
t0
c(ξ)1ξ

v(s)1s,
because v(t) is nondecreasing.
Using Gronwall’s inequality ([4, Theorem 2.7]) again in the last inequality, we get
v(t) ≤ k(t)eh(t, t0), (1.7)
where k(t) and h(t) are defined as in (1.3) and (1.4), respectively.
Combining (1.5)–(1.7), we obtain the desired estimate (1.2). 
2. The bounds of the delay dynamic system on time scales
Consider the two-dimensional delay dynamic system
(xp(t))∆ = G[t, x(τ (t)), y(τ (t))]
(yq(t))∆ = H[t, x(τ (t)), y(τ (t))] t ∈ T0 (2.1)
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with the initial condition
x(t) = ϕ(t), y(t) = ψ(t) for t ∈ [α, t0] ∩ T0 with
|ϕ(τ(t))| ≤ |C1|1/p, |ψ(τ(t))| ≤ |C2|1/q for every t ∈ T0 with τ(t) ≤ t0, (I)
where G and H : T0 × R2 → R are continuous functions, C1 = xp(t0), C2 = yq(t0), τ : T0 → T, τ (t) ≤ t,−∞ < α =
inf{τ(t), t ∈ T0} ≤ t0, p, q are some positive constants, and ϕ(t), ψ(t) ∈ Crd([α, t0] ∩ T, R).
Theorem 2.1. Assume that|G(t, x, y)| ≤ l11(t)N11(t, |x|r11)+ l12(t)N12(t, |y|r12)
|H(t, x, y)| ≤ l21(t)N21(t, |x|r21)+ l22(t)N22(t, |y|r22) t ∈ T0 (H)
holds, where lij(t) ∈ Crd(T0, R+),Nij : T0 × R+ → R+ is a continuous function and it satisfies
0 ≤ Nij(t, x)− Nij(t, y) ≤ Mij(t, y)(x− y) (2.2)
for x ≥ y ≥ 0, where Mij : T0 × R+ → R+ is continuous (i, j = 1, 2); rij (i, j = 1, 2) is constant with p ≥ ri1 > 0, q ≥
ri2 > 0 (i = 1, 2). Suppose that (x(t), y(t)) is a solution of system (2.1) satisfying the initial condition (I). Then, for any constant
m > 0,
|x(t)| ≤ e
1
p
K11
(t, t0)

A˜(t)+
∫ t
t0
K12(s)eK22(s, t0)B˜(s)eD˜(s, t0)1s
 1
p
,
|y(t)| ≤ e
1
q
K22
(t, t0)

A(t)+
∫ t
t0
K21(s)eK11(s, t0)B(s)eD(s, t0)1s
 1
q
(2.3)
for t ∈ T0, where
A˜(t) = Φ1(t)+
∫ t
t0
K12(s)eK22(s, t0)Φ2(s)1s, (2.4)
A(t) = Φ2(t)+
∫ t
t0
K21(s)eK11(s, t0)Φ1(s)1s, (2.5)
Φ1(t) = |C1| +
∫ t
t0
[
N11

s,
p− r11
p
m
r11
p

l11(s)+ N12

s,
q− r12
q
m
r12
q

l12(s)
]
1s, (2.6)
Φ2(t) = |C2| +
∫ t
t0
[
N21

s,
p− r21
p
m
r21
p

l21(s)+ N22

s,
q− r22
q
m
r22
q

l22(s)
]
1s, (2.7)
B˜(t) =
∫ t
t0
K21(s)eK11(s, t0)A˜(s)1s, B(t) =
∫ t
t0
K12(s)eK22(s, t0)A(s)1s, (2.8)
D˜(t) = K21(t)eK11(t, t0)
∫ t
t0
K12(s)eK22(s, t0)1s, (2.9)
D(t) = K12(t)eK22(t, t0)
∫ t
t0
K21(s)eK11(s, t0)1s (2.10)
and
Ki1(t) = ri1p m
ri1−p
p li1(t)Mi1

t,
p− ri1
p
m
ri1
p

,
Ki2(t) = ri2q m
ri2−q
q li2(t)Mi2

t,
q− ri2
q
m
ri2
q

, i = 1, 2. (2.11)
Proof. Obviously, the solution (x(t), y(t)) of system (2.1) with the initial condition (I) satisfies the equivalent delay system
on time scales
xp(t) = C1 +
∫ t
t0
G[s, x(τ (s)), y(τ (s))]1s,
yq(t) = C2 +
∫ t
t0
H[s, x(τ (s)), y(τ (s))]1s,
(2.12)
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with the initial condition (I). Using (H) in (2.12), we have
|x(t)|p ≤ |C1| +
∫ t
t0
l11(s)N11(s, |x(τ (s))|r11)+
∫ t
t0
l12(s)N12(s, |y(τ (s))|r12)1s,
|y(t)|q ≤ |C2| +
∫ t
t0
l21(s)N21(s, |x(τ (s))|r21)+
∫ t
t0
l22(s)N22(s, |y(τ (s))|r22)1s,
t ∈ T0. (2.13)
Define
zp1(t) = |C1| +
∫ t
t0
l11(s)N11(s, |x(τ (s))|r11)1s+
∫ t
t0
l12(s)N12(s, |y(τ (s))|r12)1s (2.14)
and
zq2(t) = |C2| +
∫ t
t0
l21(s)N21(s, |x(τ (s))|r21)1s+
∫ t
t0
l22(s)N22(s, |y(τ (s))|r22)1s; (2.15)
then z1 and z2 are nondecreasing, and
|x(t)| ≤ z1(t), |y(t)| ≤ z2(t) (2.16)
on T0.
Therefore, for every t ∈ T0 with τ(t) > t0, we have
|x(τ (t))| ≤ z1(τ (t)) ≤ z1(t) (2.17)
and
|y(τ (t))| ≤ z2(τ (t)) ≤ z2(t), (2.18)
since τ(t) ≤ t . On the other hand, for t ∈ T0 with τ(t) ≤ t0, by the initial condition (I), we have
|x(τ (t))| = |ϕ(τ(t))| ≤ |C1|1/p ≤ z1(t) (2.19)
and
|y(τ (t))| = |ψ(τ(t))| ≤ |C2|1/q ≤ z2(t) (2.20)
for t ∈ T0.
From (2.17)–(2.20), we always have the relations
|x(τ (t))| ≤ z1(t), |y(τ (t))| ≤ z2(t)
for t ∈ T0.
Substituting the last relations into (2.14) and (2.15), we obtain
zp1(t) ≤ |C1| +
∫ t
t0
l11(s)N11(s, z
r11
1 (s))1s+
∫ t
t0
l12(s)N12(s, z
r12
2 (s))1s,
zq2(t) ≤ |C2| +
∫ t
t0
l21(s)N21(s, z
r21
1 (s))1s+
∫ t
t0
l22(t, s)N22(s, z
r22
2 (s))1s,
t ∈ T0. (2.21)
Setting
u(t) = |C1| +
∫ t
t0
l11(s)N11(s, z
r11
1 (s))1s+
∫ t
t0
l12(s)N12(s, z
r12
2 (s))1s,
v(t) = |C2| +
∫ t
t0
l21(s)N21(s, z
r21
1 (s))1s+
∫ t
t0
l22(s)N22(s, z
r22
2 (s))1s,
t ∈ T0 (2.22)
then from (2.21) we have
zp1(t) ≤ u(t),
zq2(t) ≤ v(t)
t ∈ T0
or 
z1(t) ≤ u1/p(t),
z2(t) ≤ v1/q(t), t ∈ T0. (2.23)
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By Lemma 1.1 and (2.23), for any real numberm > 0, we can get
zri11 (t) ≤
p− ri1
p
m
ri1
p + ri1
p
m
ri1−p
p u(t)
and
zri22 (t) ≤
q− ri2
q
m
ri2
q + ri2
q
m
ri2−q
q v(t), i = 1, 2.
By the hypothesis (2.2) and the last inequalities, it follows that
Ni1(s, z
ri1
1 (s)) ≤
ri1
p
m
ri1−p
p Mi1

s,
p− ri1
p
m
ri1
p

u(s)+ Ni1

s,
p− ri1
p
m
ri1
p

and
Ni2(s, z
ri2
2 (s)) ≤
ri2
q
m
ri2−q
q Mi2

s,
q− ri2
q
m
ri2
q

v(s)+ Ni2

s,
q− ri2
q
m
ri2
q

, i = 1, 2.
Substituting the last inequalities into (2.22), we get
u(t) ≤ Φ1(t)+ r11p m
r11−p
p
∫ t
t0
l11(s)M11

s,
p− r11
p
m
r11
p

u(s)1s
+ r12
q
m
r12−q
q
∫ t
t0
l12(s)M12

s,
q− r12
q
m
r12
q

v(s)1s,
v(t) ≤ Φ2(t)+ r21p m
r21−p
p
∫ t
t0
l21(s)M21

s,
p− r21
p
m
r21
p

u(s)1s
+ r22
q
m
r22−q
q
∫ t
t0
l22(s)M22

s,
q− r22
q
m
r22
q

v(s)1s
(2.24)
for t ∈ T0, whereΦ1(t) andΦ2(t) are defined in (2.6) and (2.7), respectively.
Setting
f1(t) = Φ1(t)+ r12q m
r12−q
q
∫ t
t0
l12(s)M12

s,
q− r12
q
m
r12
q

v(s)1s, (2.25)
from (2.24)(1), we have
u(t) ≤ f1(t)+ r11p m
r11−p
p
∫ t
t0
l11(s)M11

s,
p− r11
p
m
r11
p

u(s)1s.
Obviously, f1 ∈ Crd(T0, R+) and is nondecreasing. Using Lemma 1.2 (with the case c(t) ≡ 0), we get
u(t) ≤ f1(t)eK11(t, t0) = eK11(t, t0)
[
Φ1(t)+ r12q m
r12−q
q
∫ t
t0
l12(s)M12

s,
q− r12
q
m
r12
q

v(s)1s
]
,
where
K11(t) = r11p m
r11−p
p
[
l11(t)M11

t,
p− r11
p
m
r11
p
]
.
Substituting the last inequality into (2.24)(2), we have
v(t) ≤ Φ2(t)+
∫ t
t0
r21
p
m
r21−p
p l21(s)M21

s,
p− r21
p
m
r21
p

eK11(s, t0)Φ1(s)1s
+ r22
q
m
r22−q
q
∫ t
t0
l22(s)M22

s,
q− r22
q
m
r22
q

v(s)1s
+
∫ t
t0
r21
p
m
r21−p
p l21(s)M21

s,
p− r21
p
m
r21
p

eK11(s, t0)
×
∫ s
t0
r12
q
m
r12−q
q l12(ξ)M12

ξ,
q− r12
q
m
r12
q

v(ξ)1ξ

1s.
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Rewrite the last inequality as
v(t) ≤ A(t)+
∫ t
t0
K22(s)v(s)1s+
∫ t
t0
K21(s)eK11(s, t0)
∫ s
t0
K12(ξ)v(ξ)1ξ

1s, t ∈ T0, (2.26)
where A(t), K21(t) and Ki2(t) (i = 1, 2) are defined in (2.5) and (2.11), respectively.
Using Lemma 1.2 into (2.26), we get
v(t) ≤ eK22(t, t0)

A(t)+
∫ t
t0
K21(s)eK11(s, t0)B(s)eD(s, t0)1s

, (2.27)
where K22(t), B(t) and D(t) are given in (2.8), (2.10) and (2.11), respectively.
By exchanging u(t) and v(t) in (2.24) and using the same procedures as in (2.25)–(2.27), we can also get
u(t) ≤ eK11(t, t0)

A˜(t)+
∫ t
t0
K12(s)eK22(s, t0)B˜(s)eD˜(s, t0)1s

, (2.28)
where K11(t), B˜(t) and D˜(t) are defined in (2.11), (2.8) and (2.9), respectively.
Combining (2.27) and (2.28) with (2.23) and (2.16), we get the desired (2.3). 
Remark 2.2. Obviously, under the assumptions on the system (2.1), a sufficient condition for the boundedness of all
solutions defined on t ∈ T0 is that the integrals in (2.3) are bounded.
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