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The Lebesgue constants of cubic partial sums of order N of n-dimensional
Fourier series behave asymptotically as lnn N. For cubic linear means generated by
a function vanishing only at 2 n corner points the order of growth of the Lebesgue
constants decreases and equals asymptotically to lnny 1 N. This generalizes
Kivinukk's results where the ordinary estimates were given. Q 1997 Academic Press
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The norms of the operators
S : f ? ª S f ;? .  .N N
 n.  n. 1 n. 1 n.  .taking C T into C T , or L T into L T , where the S f ;? denoten
the partial sums of the Fourier series of 2p-periodical in each variable
function f corresponding to N-dilations of some set, are called the
Lebesgue constants. Let us consider the cubic partial sums
Ã i k xS f ; x s f k e , .  .N
< <k : k FN , js1, . . . , nj
n  xnwhere T s yp , p , kx s k x q ??? qk x , and1 1 n n
yn yi k xÃf k s 2p f x e dx .  .  .H
nT
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is the kth Fourier coefficient of f. Their Lebesgue constants behave
asymptotically as lnn N. This result is a simple consequence of the
corresponding one-dimensional classical result, which is, in its turn, equiva-
 w x.lent to the relation see, e.g., Z, Vol. 1, Chap. 2, Sect. 12
sin t 1N
dt s ln N q O 1 . 1 .  .H t p0
w xIt was A. Kivinukk Ki who made out the fact that for the linear means
l Ã i k xL f ; x s l krN f k e , .  .  .N
< <k : k FN , js1, . . . , nj
with some functions l supported on the unit cube, which are vanishing
only at the corner points of the cube, the norms of the corresponding
operators
Ll : f ? ª Ll f ;? , .  .n N
are estimated by lnny1 N both form above and from below, with some
constants C - C , respectively, written1 2
ny1 5 l 5 ny1C ln N F L F C ln N.1 N 2
We will call these norms also the Lebesgue constants. We have Ll s SN N
when l is the indicator function of the unit cube. One can see that small
``improvement'' of l as compared with the indicator function yields an
improvement in growth of the Lebesgue constants. One of the typical
w xexamples of such functions l was given in Ki as
< <g < <1 y x . . . x , g ) 0, x F 1, j s 1, . . . , n , .1 n jl x s 2 .  . 0, otherwise.
2
The aim of this paper is to prove the following result.
THEOREM. Let
ag< < <1 y x , a ) 0, x F 1, j s 1, . . . , n , . jl x s .  0, otherwise.
Then
5 l 5 ny1 ny2L s v ln N q O ln N , .N
where the constant v depends only on n and l and is independent of N.
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 . g1 g nHere for g s g , . . . , g with g ) 0, the monomial x ??? x is de-1 n j 1 n
g < g < < <g1 < <g nnoted by x , and let x s x ??? x . The partial case n s 2, g s g1 n 1 2
w xs 2 was proved in LS . Thus the theorem is the twofold generalization of
Kivinukk's result: we have the asymptotics instead of the ordinary esti-
 .mates which holds for more general functions l than 2 .
Let us explain how such estimates appear in a natural way. Since the
w xappearance of Babenko's paper Ba 1 interest has continued in various
questions of Approximation Theory and Fourier Analysis connected with
the study of linear means with harmonics in ``hyperbolic crosses''
n
g jn < <G N , g s k g Z : h N , k , g s k rN F 1, .  .  . j
js1
y ) 0, j s 1, . . . , n .j 5
We are interested in the hyperbolic means of Bochner]Riesz type of order
a G 0
aa i k xÃL : f x ¬ 1 y h N , k , g f k e . .  .  . . qGN , g .
 .kgG n , g
Hyperbolic Bochner]Riesz means for the two-dimensional Fourier inte-
. w xgrals with g s g s 2 first appeared in the paper of El-Kohen EK in1 2
connection with the study of its L p-norms. By the way, his result was not
w xsharp and shortly after was strengthened by Carbery C . Estimates of
5 a 5L consist of two different parts: the first one is over the cubeGN , g .
 < < 4k : k F N, j s 1, . . . , n and the second one is over the rest of thej
hyperbolic cross. These are two different kinds of estimates, especially for
 .  .a F n y 1 r2, but just for a G n y 1 r2 such a precise result as the
theorem we are going to probe is needed. These results will be published
elsewhere.
3
Let us go on to the proof of the theorem. The following result due to E.
 w xBelinskii see B ; to make it accessible the proof is given as an appendix to
w x.the paper LRZ is taken to be a bridge to concrete calculations.
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Let l be a bounded measurable function with a compact support. Then for
the norms of a sequence of linear operators Ll we ha¨eN
5 l 5LN
n x jyn Ã< <s 2p l x dx .  .H
n 2 N sin x r2 N .N T js1 j
my1
 .jq1 n jÃ< < < <q pr2 l x xrN dx .  . H
nnTjs1
1r2
2mqO ??? D l; u rN, . . . ,u rN du . . .du . .H H k r N 1 m 1 m /n n /T r2p T r2p k
m .Here m is an integer, and the mth difference D l; h , . . . , h isz 1 m
defined recursively by the formulas
D1 l; h s l z q h y l z ; .  .  .z 1 1
Dm l; h , . . . , h s Dmy 1 l; h , . . . , h y Dmy 1 l; h , . . . , h , .  .  .z 1 m zqh 1 my1 z 1 my1m
with h , z g R n.j
 .Thus in the next section we will estimate the remainder term in 3 , then
in the following section we will establish the asymptotic behavior of the
Fourier transform of the function l, and in the final section we will
complete the proof of the theorem combining all the results mentioned.
We can consider a and g , . . . , g to be very small. It will be obvious1 n
from the following argument that the bigger are these parameters, the
easier are the calculations, while the result is the same for all cases, that is,
only the constant v depends on the parameters in question.
4
 .We wish to prove that the remainder term in 3 is bounded. For this, we
can proceed without loss of generality with k , . . . , k ) 0. Indeed, we can1 n
exclude the points where at least one k s 0 since the operatorsj
p p
f ª . . . f x dx . . . dx .H H p p1 kyp yp
 4are bounded for k - n, where p , . . . , p is subset of the set 1, 2, . . . , n .1 k
Let us carry out the estimates separately for three different subsets of
 4 I s k : 1 F k F N, j s 1, . . . , n : these are I s k : N y 3 - k F N,j 2 j
E. LIFLYAND24
4 j s 1, . . . , n , then I s I _ I , where I s k : Nr2 - k F N, j s0 1 1 j
41, . . . , n , and finally I s I _ I . Since the number of points in I depends3 1 2 2
only on the dimension n and is independent of N, merely rough estimates
for I yield the boundedness. Let us go on to the estimates over I . Using2 0
the mean-value theorem and monotonicity we obtain
22 mg q ? ? ? qg . m1 nN D l; u rN , . . . , u rN .k r N 1 m
m
2 ay2 j 2 jg g y1 y1F C 1 y krN k k q ??? qk .  . 1 n
js1
=< my j g < 2D x ; u , . . . , u .k 1 myj
2 ay2 j 2 jg g y1 y1F C 1 y krN k k q ??? qk .  . 1 n
kgI0
=
2
gyqb k q
q : q q ??? qq smyj1 n
for some numbers b . Here and in what follows we shall denote by theq
same letter C some absolute positive constants which may differ even in
different places of one chain of inequalities. Since k in the negative powerj
is simply less than 1 and on I all the derivatives of our function are0
bounded, assuming g F g F ??? F g we have for some other num-1 2 n
bers cq
2mD l; u rN , . . . , u rN .k r N 1 n
2 my2 mg q ? ? ? qg . g y1 y11 nF CN k k q ??? qk . 1 n
kgI0
F CNy2 mg 1q ? ? ? qg n. k 2 mgc kyg 1 q1 ??? kyg n qn  q 1 n
kgI q : qq ? ? ? qq s2 m0 n
s Cnn Nyq1g1y ? ? ? yqng n F CN ny2 mg1
q : q q ? ? ? qq s2 m1 n
and it remains to choose m so large that n y 2mg F 0.1
Let us go on to estimates for I . For this we use the difference of order3
w . xm s n q 1 r2 . After estimating like above consider the value
2 ay2 m 2 mgy2 mg q ? ? ? qg . g y1 y11 nN 1 y krN k k q ??? qk . .  . 1 n
kgI3
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Here we cannot throw the value after the sign of the sum when a y M - 0.
For the other summands corresponding to I , that is, with the factor3
w  .g x2 ay2 j1 y krN for 1 F j - m, the estimates are similar. Observe that
because of monotonicity we can replace summation by integration with
respect to each variable needed. Take
2 ay2 mgy2 mg q ? ? ? qg . 2 mg 2 mg 2 mg y1.1 n 1 ny1 nA s N 1 y krN k ??? k k , . 1 ny1 n
kgI3
w g  y1 y1.x2 mwhile the estimates for the other summands in k k q ??? qk are1 n
the same. We have
A F CNy2 mg 1q ? ? ? qg n.N 2 my1.g ny1 .
2 ay2 mg 2 mg 2 mg g y11 ny1 n= 1 y krN k . . . k k . 1 ny1 n
kgI3
F CNy2 mg 1q ? ? ? qg n.N 2 my1.g ny1 .Ng1 . . . Ng n
2 ay2 mq1g g1 ny1= 1 y k rN ??? k rN .  . 1 ny1
XkgI3
= k 2 my1.g 1 ??? k 2 my1.g ny 2 k 2 my2.g ny 1q1 kg ny 1y11 ny2 ny1 ny1
F CNy2 mg 1q ? ? ? qg n.N 2 my1.g ny1 .N 2 my2.g ny 1q1Ng1 . . . Ng n
2 ay2 mq1g g1 ny1= 1 y k rN ??? k rN .  . 1 ny1
XkgI3
= k 2 my1.g 1 ??? k 2 my1.g ny 2 kg ny 1y1 ,1 ny2 ny1
X  .where I is an n y 1 -dimensional subset of I which is obtained by fixing3 3
the nth variable. Repeating this process with respect to each variable
k , k , . . . , k we obtainny1 ny2 1
A F CN 2 mg 1q ? ? ? qg n.N ng 1 N ny1.g 2 . . . Ng n N 2 my1.g ny1 . . . .
= N 2 my2.g ny 1q1N 2 my3.g ny 2q1 . . . N 2 myn.g 1q1
2 ay2 mqng 1= 1 y N y 1 rN . . .
 .When n is odd, that is, m s n q 1 r2, we have the bound
A F CN ny1y2 my1.Nynq2 my2 a
and
n y 1 y 2m y 1 y n q 2m y 2a s y2a . .
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When n is even, that is, m s nr2, we have the rough bound
2 ay2 mqng 11 y N y 1 rN F C , . .
ny1y2 my1.  .and A F CN . Since n y 1 y 2m y 1 s 0, this completes the
proof of boundedness of I.
5
In this section we will prove a lemma in which the asymptotic behavior
of the Fourier transform of the function l is described. We have
1 1 ag yiu x yiu x1 1 n nÃ < <l u s . . . 1 y x y e . . . e dx . . . dx .  .H H 1 n
y1 y1
1 1 an g g1 ns 2 . . . 1 y x . . . x cosu x . . . cosu x dx . . . dx . .H H 1 n 1 1 n n 1 n
0 0
LEMMA. The following asymptotic relation holds:
< < < <¡O 1 , for u , . . . , u F 1, . 1 n
sin u sinup p1 k. . . w u , . . . ,u qw u , . . . , u , .  .p q , . . . ,p p q p 1, . . . ,n 1 nk 1 n k 1 nu up p1 k
~ < < < < < < < <Ã for u , . . . , u ) 1, u , . . . , u F 1,l u s . p p p p1 k ks1 n
nsin u sinu u1 n j
. . . w u q w u , . . . , u , .  . j j 1, . . . , n 1 nu u sin u1 n jjs1¢ < < < <for u , . . . , u ) 1,1 n
where 1 F k - n and w with subscripts denotes a function integrable on its
domain.
Proof. We have three main cases. The first one is obvious. To investi-
< < < <gate the second case it suffices to consider the case u , . . . , u F 1 andkq1 n
< < < <u , . . . , u ) 1. We integrate by parts k times step by step in variables1 k
u u and obtaink , . . . , 1
1 1ynÃ2 l u s . . . cos u x . . .cos u x dx . . .dx . H H kq1 kq1 n n kq1 n
0 0
sin u sin u a1 k g gkq 1 n= . . . 1yx . . .x qthe remainder terms , .kq1 n 5u u1 k
LEBESGUE CONSTANTS 27
where the summands marked as ``the remainder terms'' are of the form
­ p1 1-1< <u . . . u . . . sinu x . . . sinu xH H1 p 1 1 p p ­ x . . . ­ x0 0 1 p
=
ag g g g1 p kq1 n1 y x . . . x x . . . x dx . . . dx .1 p kq1 n 1 p
times sinu ru . . . sinu ru , where p F k. Estimate the last integral.pq1 pq1 k k
 4First consider the integration over D s 0 F x , . . . , x F A , where A1 p p p
1 y1r p< <s 1 y u . . . u . Integrating by parts in each of the variables1 p2
x , . . . , x , we conclude that we have to estimate the value1 p
2 p­ ay2 g g g g1 p kq1 n< <u . . . u 1 y x . . . x x . . . x dx . . . dx . .H1 p 1 p kq1 n 1 p2 2­ x . . . ­ xD 1 p
 4For the integral over DrD9, where D9 s x , . . . , x G 1r2 we have the1 p
< <y2obvious bound C u . . . u . For the integral over D l D9 we have no1 p
problems with negative powers of x and the largest bound isj
aypy2 g q . . . qg1 p< <C u . . . j 1 y A .1 p p
< <y2 < < y1r p.ayp. < <y1ya r pF C u . . . u u . . . u F C u . . . u .1 p 1 p 1 p
w x pLet us denote E s 0, 1 _ D. This means that for x , . . . , x with r F p1 r
we have
A F x , . . . , x F 1.p 1 r
When also x , . . . , x are in the same interval we can estimate roughlyrq1 p
by
p­1 1 ay1 g g g g1 p kq1 n< <u . . . u . . . 1 y x . . . x x . . . x dx . . . dx . .H H1 p 1 p kq1 n 1 p­ x . . . ­ xA A 1 pp p
Since the variables x , . . . , x are away from zero we can simply integrate1 p
in each of these variables and get the estimate
ay1 y1ya r pg g1 p< < < <C u . . . u 1 y A . . . A F C u . . . u . .1 p p p 1 p
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Let now r - p. We have
­1 1 A A app py1 g g g g1 p kq1 n< <u . . .u . . . . . . 1 y x . . .x x . . .x .H H H H1 p 1 p kq1 n­ x . . .­ xA A 0 0 1 pp p
=dx . . . dx dx . . . dx1 r rq1 p
< <y1F C u . . . u1 p
=
A A aypp p yr r pg grq 1 p < <. . . 1 y x . . . x u . . . u dx . . . dx .H H rq1 p 1 p rq1 p
0 0
< <y1 < <yr r p < <  rya .r p < <y1ya r pF C u . . . u u . . . u u . . . u s C u . . . u .1 p 1 p 1 p 1 p
Observe that to avoid problems with x , . . . , x close to zero, we canrq1 p
first, as above, consider the case when all of them are less than 1r2 and
get easily a suitable bound.
< <We see that for u ) 1, the bounds are the products of the factors ofj
< <yb jthe form u with b ) 1. This yields the integrability with respect toj j
this variable which corresponds to the statement of the lemma.
Let us go on to the last case. In essence it is considered in the same
manner. We integrate by parts n times, that is, with respect to each
variable. It is clear how the main term is obtained by this, and estimates of
the remainder terms were already done above. Indeed, these estimates are
demonstrated in the general notation, os we can take p s n. The Lemma
is proved.
6
We are now in a position to prove the Theorem. Indeed in Section 4 we
 .proved that the remainder term in 3 is bounded in our case. Applying the
 .Lemma to calculate the integrals in 3 we get integrals of summable
 .functions times integrals of type 2 . The largest number of such factors is
 .n y 1 see the last case in the Lemma and the second case for k s n y 1 .
The Theorem is proved.
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