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We study the information loss of a class of inference strategies that is solely based on time
averaging. For an array of independent binary sensors (e.g., receptors, single electron transistors)
measuring a weak random signal (e.g., ligand concentration, gate voltage) this information loss is up
to 0.5 bit per measurement irrespective of the number of sensors. We derive a condition related to
the local detailed balance relation that determines whether or not such a loss of information occurs.
Specifically, if the free energy difference arising from the signal is symmetrically distributed among
the forward and backward rates, time integration mechanisms will capture the full information about
the signal. As an implication, for the linear noise approximation, we can identify the same loss of
information, arising from its inherent simplification of the dynamics.
I. INTRODUCTION
In their seminal work [1], Berg and Purcell (BP) have
explored the fundamental limits to the accuracy with
which cellular organisms can perform concentration mea-
surements with receptors via time averaging. Later, it
has then been discovered that a receptor performing a
maximum likelihood (ML) measurement can reduce the
uncertainty of a measurement even further by a factor of
two [2]. In an information theoretic language the ML es-
timate “uses” 0.5 bit more information from the history
of the receptor occupancy than the BP estimate. Fur-
ther studies have examined ML estimates for concentra-
tion ramps [3, 4], for spatial gradients [5], and for com-
peting signals [6] (see [7, 8] for recent reviews). Most
prominently, it has been elucidated that this additional
information cannot be reached within the class of lin-
ear models [9, 10], which illustrates the inherent loss of
information for this specific class of inference strategies.
Thermodynamic constraints for the information acqui-
sition of biological networks have attracted much interest
recently [8, 10–27]. Specifically, chemical networks may
only reach the highest sensory performance at diverg-
ing thermodynamic costs [10, 16–18]. Using the optimal
strategy to be able to come close to such bounds is, there-
fore, of fundamental importance.
In this paper, we will show how the maximum sensory
performance depends on the strategy used for inferring
the signal. Thereby, we compare different classes of infer-
ence strategy, for example time averaging and counting
transitions [25] as well as their joint correlations. For
binary sensors responding to a signal, we illustrate how
the thermodynamic local detailed balance relation deter-
mines the sensory limits for time averaging mechanisms
but does not generally determine the maximal informa-
tion attainable by counting transitions. In particular, we
will show under which conditions time averaging mecha-
nisms loose information (e.g., up to 1/2 bit per measure-
ment). The same loss of information can also be identi-
fied in the linear noise approximation, which is a power-
ful tool to approximate large chemical networks with an
effective Brownian motion [28–32]. We will show under
which circumstances these approximation schemes are al-
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FIG. 1. The two level system with transition rates is shown
on the left. The change x of the free energy difference between
the the states due to the signal is shown on the right.
most accurate on the trajectory level and when they loose
information up to about 1/2 bit.
The paper is organized as follows. In Sec. II, we define
the model system of a single binary sensor measuring a
stochastic signal. In Sec. III, we derive a thermodynamic
expression Eq. (6) for the information loss of inference
strategies that are solely based on time averaging. In Sec.
IV, we discuss the implication for approximation schemes
that involve a continuous Brownian motion (linear noise
approximation for weak signals). We conclude in Sec. V.
Appendix A shows basic relations between information
and error. In Appendix B we introduce the generating
function that can be used to calculate all quantities of
interest. Appendix C explains the robustness of our main
result, Eq. (6), against non-linearities arising from strong
signals. A comparison to Refs. [25, 33, 34] can be found
in Appendix D. In Appendix E, we calculate the mutual
information for coarse-grained processes within the linear
noise approximation.
II. MODEL
We assume a sensor y which, at time t, can be in two
different states, the “empty state” yt = 0 or the “occu-
pied state” yt = 1. These states are initially separated
by a free energy difference ∆F0. The signal then changes
the free energy difference to ∆F0+x such that a positive
signal (x > 0) favors the occupied state y = 1. More
precisely, as illustrated in Fig. 1, the transition rates
wyy′(x) from yt = y to yt = y
′ satisfy the local detailed
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2balance relation [35]
ln
w01(x)
w10(x)
= ∆F0 + x, (1)
where we set kBT ≡ 1 throughout. In equilibrium, the
probability of being in state y = 1 is then given by
P eq(y=1|x) = e∆F0+x/[e∆F0+x + 1]. For an illustration,
let us consider the paradigmatic case of a single recep-
tor measuring a concentration c, where the binding of
a ligand to the receptor occurs with a rate w01 ≡ kc
and ligands are released from the receptor with a rate
w10 = r. One can then identify ∆F0 = ln(kc0/r) and
x = ln(c/c0), where c0 is some reference concentration,
i.e., x corresponds to a change of the external chemi-
cal potential. The mean occupation level then becomes
P eq(1|x) = kc/(kc + r). We will use this example of a
receptor measuring a concentration later, since it allows
us to compare our results with the findings in, e.g., Refs.
[2, 3, 9, 10]. As a non-biological example, one can con-
sider as sensor a single electron transistor [36–38], trying
to infer a signal x, which is a change of gate voltage [37].
The local detailed balance relation (1) provides one
constraint for two rates. Hence, it does not generally de-
termine both rates w01(x) and w10(x) individually. The
asymmetry parameter α, a central quantity of this paper,
defined through
α ≡ −∂x lnw10(x) = 1− ∂x lnw01(x) (2)
accounts for this freedom of choice. For “normal” values
0 ≤ α ≤ 1, the signal x influences the rates in such a
way that one rate increases while the respective reverse
rate decreases. For α = 1/2 the signal x has a sym-
metric influence on both rates, whereas for the above
example with the receptor we have α = 0, i.e., only
one rate is affected by the signal, since, w01(x) = kc0e
x
and w10(x) = r. Moreover, for fermionic rates as rele-
vant to the single electron box w01(x) ≡ γP eq(1|x) and
w01(x) ≡ γ[1− P eq(1|x)] (see, e.g., Ref. [39]), the asym-
metry parameter becomes α = P eq(1|x). Similarly, in
the experiment reported in [36], α ' 1/2 corresponds to
a single electron box for which the mean number of elec-
trons is about 1/2, as can be deduced from the supporting
information (Fig. S1) of Ref. [36].
III. MAIN RESULTS
We first define the measurement problem as illustrated
in Fig. 1. We assume the sensor is initially equili-
brated with free energy difference ∆F0 at time t < 0.
At t = 0 the signal x changes the free energy dif-
ference to ∆F0 + x, where we assume that x is nor-
mally distributed with zero mean and variance E2x , i.e.,
P (x) = (2piE2x )−1/2 exp[−x2/(2E2x )]. For weak signals the
condition E2x  1 holds. The goal is to determine the
mutual information that the time series {y′t}0≤t′≤t of the
sensor contains about the value x. Since there is a direct
relation between estimation error and information [40],
see also Appendix A, the former can be inferred from
the latter. Moreover, there is a direct link between mu-
tual information and thermodynamics [41]. The mutual
information is given by [40]
I ≡ I[x : {yt′}0≤t′≤t] ≡
〈
ln
P ({yt′}0≤t′≤t|x)
P ({yt′}0≤t′≤t)
〉
, (3)
where P ({yt′}0≤t′≤t|x) is the conditional probability
of the sensor trajectory given the signal value and
P ({yt′}0≤t′≤t) is its marginal distribution. The brack-
ets 〈· · ·〉 denote the average over all possible realiza-
tions {yt′}0≤t′≤t and x, weighted by the corresponding
joint distribution P ({yt′}0≤t′≤t|x)P (x). We will later
use 〈· · ·〉x for the conditional average over {yt′}0≤t′≤t
weighted by P ({yt′}0≤t′≤t|x). The stochastic time evo-
lution of a discrete Markov process in continuous time
consists of a sequence of exponential decays. Hence, the
path probability reads (see, e.g., [2, 35])
P ({yt′}0≤t′≤t|x) ≡
P (y0)w01(x)
nˆ01w10(x)
nˆ10 exp[−w01(x)τˆ0 − w10(x)τˆ1]
(4)
where nˆyy′ is the number of transitions from y to y
′
and τˆy is the time spent in state y along the trajec-
tory {yt′}0≤t′≤t. Since τˆ0 = t − τˆ1 and, since each jump
y = 0 → y = 1 must be followed by the reverse tran-
sition, the path weight (4) is fully determined through
y0, nˆtot ≡ nˆ01 + nˆ10 and τˆ1, i.e., I = I[x:y0, τˆ1, nˆtot].
We now discuss the important role of the asymme-
try parameter α from (2) for this information acquisition
problem in the long time limit. For t → ∞, the to-
tal number of jumps satisfies nˆtot/2 ' nˆ01 ' nˆ10  1.
Most prominently, for α = 1/2 the first terms of the
path probability (4) do not depend on the signal, i.e.,
w01(x)
nˆ01w10(x)
nˆ10 ' [w01(0)w10(0)]nˆtot/2. In this spe-
cific case, the total number of jumps nˆtot does not contain
additional information about x. Consequently, the coarse
grained statistics (y0, τˆ1) that contains the information
I˜ ≡ I[x:y0, τˆ1] =
〈
ln
P (y0, τˆ1|x)
P (y0, τˆ1)
〉
(5)
about the signal, leads to I˜ = I for α = 1/2, whereas, in
general, it satisfies the inequality I˜ ≤ I. In Fig. 2(a),(b),
we compare the full information I from the trajectory
(blue open circles) with the information I˜ that excludes
the knowledge from the number of jump events (red solid
line). For symmetric weight (α = 1/2), we find I = I˜,
i.e., the number of jump events nˆtot does not provide any
additional information about the signal. Remarkably, for
the asymmetric weight (α 6= 1/2), as it applies to the re-
ceptor model discussed above (α = 0), the number of
jump events nˆtot contributes to an additional amount
of information up to 12 ln 2 = 1/2 bit. The same result
is obtained for an array of N = 100 receptors [see Fig.
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FIG. 2. Full information of trajectory (blue open circle) ver-
sus coarse grained information without knowledge of the num-
ber of jumps (red solid line). The results are shown for four
different sensory systems, for which the rates are either asym-
metrically α = 0 (a),(c) or the symmetrically α = 1/2 (b), (d)
influenced by the signal x. The upper panel (a),(b) shows the
single sensor case (N = 1). The lower panel (c),(d) displays
the results for a sensor array with N = 100 binary sensors,
where I = IN and I˜ = I˜N . I is obtained numerically by sim-
ulating 106 individual trajectories to estimate (3) [or (8)]. For
the coarse grained mutual information I˜ we use the approxi-
mation from Eq. (12). Parameters: Rates w01(x) ≡ e(1−α)x,
w10(x) ≡ e−αx, α = 0 (left panel), α = 1/2 (right panel),
N = 1 (upper panel), N = 100 (lower panel), signal standard
deviation Ex ≡ 0.3 (E2x = 0.09 1), p0 = 1/2, and ωy = 2.
2(c),(d)]. Since the measurement error (variance) is pro-
portional to e−2I (see, e.g., [40] or Appendix A) this addi-
tional information corresponds to an error reduction by a
factor of 2. This enhanced measurement accuracy for ML
estimates was first found in [2] for the above discussed
specific receptor model (α = 0). We conclude that for
binary sensors measuring a signal an improved accuracy
occurs whenever the signal has a non-symmetric impact
on the transition rates, i.e., for α 6= 1/2. Note that each
subfigure in Fig. 2 shows results for distinct models or
sensory systems.
Using the method of generating function, see Appendix
B, we obtain more generally
∆I ≡ lim
t→∞(I − I˜) =
1
2
ln(4α2 − 4α+ 2). (6)
We present a simple derivation of this formula for weak
signals E2x  1 in Appendix B. In Appendix C we show
that (6) holds even for strong and/or non-Gaussian sig-
nals. This relation constitutes our first main result,
namely, the asymmetry parameter α significantly deter-
mines the additional information content of the num-
ber of jump events. For 0 ≤ α ≤ 1, the number of
jump events contributes to an additional information up
to 1/2 bit, which can qualitatively be understood as fol-
lows. For a symmetric effect of the signal x on the rates
(α = 1/2), one rate increases and its reverse rate de-
creases such that the overall number of transitions nˆtot
remains the same without establishing correlations with
x, whereas in the extreme case, e.g., α = 0, only the
transition w01(x) is affected by the signal resulting in a
monotonic correlation between nˆtot and x.
From a more technical point of view, we note that the
method of generating functions necessary to derive our
main result, Eq. (6), can also be used to describe in
finite time the joint dispersion of different classes of ran-
dom variables, as for example, jump variables nˆyy′ and
persistence time τˆy [25]. We explain in Appendix D how
one can adopt the methods from [25, 33, 34] to such a
joint dispersion in the long time limit.
The expression for the information gain ∆I (6) holds
even for an arbitrary number of sensors, which we show
by generalizing the path weight (4). We denote for the i-
th sensor the time spent in state y by τ
(i)
y and the number
of transitions from y to y′ by nˆ(i)yy′ , which results in the
conditional path weight
P ({yt′}0≤t′≤t|x) ≡ pY00 (1− p0)N−Y0
× w01(x)nˆ01w10(x)nˆ10 exp[−w01(x)τˆ0 − w10(x)τˆ1] (7)
where p0 ≡ e∆F0/(1 + e∆F0), Y0 ≡
∑N
i=1 y
(i)
t |t=0,
τ1 ≡
∑N
i=1 τ
(i)
1 , τ0 = Nt − τ1 and nˆyy′ ≡
∑N
i=1 nˆ
(i)
yy′ .
The marginal path weight is given by P ({yt′}0≤t′≤t) =∫
dxP ({yt′}0≤t′≤t|x)P (x). The full information between
the time series of an array of N sensors and the random
signal x then formally reads
IN ≡
〈
ln
P ({yt′}0≤t′≤t|x)
P ({yt′}0≤t′≤t)
〉
, (8)
which can also be written in the form IN =
I[x:Y0, τˆ1, nˆ01, nˆ10] using (7). Note that 0 ≤ τ1 ≤ Nt
holds in general. The mutual information between signal
and the coarse-grained statistics (Y0, τˆ1) then formally
generalizes to
I˜N ≡ I[x:Y0, τˆ1]. (9)
Remarkably, in the long time limit t → ∞, we find the
same result as for the single sensor case (6)
∆IN ≡ lim
t→∞(IN − I˜N ) =
1
2
ln(4α2 − 4α+ 2), (10)
which holds for arbitrarily distributed signals as shown
in Appendices B and C. This result agrees with Fig. 2,
where we observe the same loss of information between
α = 0 (asymmetric weight) and α = 1/2 (symmetric
weight) for a single sensor as well as for an array of sen-
sors with N = 100.
Assuming a weak signal as it applies to the results
shown in Fig. 2, we can obtain (10) in a simpler way
4by using the following approximations. As shown in Ap-
pendix B for weak signals (E2x  1) the approximations
IN ≈ 1
2
ln
[
1 + (2α2 − 2α+ 1)p0(1− p0)E2xNωyt
]
,
(11)
and
I˜N ≈ 1
2
ln
[
1 +
1
2
p0(1− p0)E2xNωyt
]
, (12)
hold, where ωy ≡ w01(0) + w10(0). The approximations
are fairly accurate for Ex = 0.3 as can be deduced from
Fig. 2(b),(d); see also Fig. 5.(a) in Appendix C. Compar-
ing the approximations (11) and (12) immediately leads
to (10). It should be that the additional information ∆I
can be also be reached with a longer observation time
t→ t exp(2∆I), since I˜N ≈ const.+ 12 ln(Nt) for t→∞.
IV. CONTINUOUS APPROXIMATION
SCHEMES
Complex chemical networks, for example the signaling
networks in individual cells, typically contain of the or-
der of N = 104  1 signaling molecules or receptors.
For such systems, it is often reasonable not to try to
resolve each reaction of any individual component, but
rather to use an approximation with deterministic rate
equations or with a stochastic Brownian motion, see e.g.,
[28–32, 42]. For the present inference problem, the ap-
proximation of the system with a stochastic Brownian
motion [28–32] is especially interesting, since it considers
fluctuations arising from the discreteness of the system.
We will see that this approximation scheme, as illustrated
in Fig. 3, looses information about the signal x compared
to the original system that remarkably is precisely given
by (6) as well.
Before applying the approximation one has to consider
the total sensor activity Yt ≡
∑N
i=1 y
(i)
t of the sensor ar-
ray. Since the sensors are operating independently, one
can verify that IN = I[x:{Yt′}0≤t′≤t], i.e., {Yt′}0≤t′≤t
contains the same amount of information about the sig-
nal x as {yt′}0≤t′≤t. The linear noise approximation Y˜t
is now used to approximate Yt ' Y˜t with a Langevin
equation. The approximation, sketched in Fig. 3, is
typically quite accurate for N & 10 and weakly chang-
ing signals x (E2x  1). One can identify three core
properties that determine the dynamics of Y˜t. First,
the correct mean behavior requires 〈Y˜∞〉x ≈ 〈Y∞〉x =
Nw01(x)/[w01(x) + w10(x)]. A series expansion of the
right hand side up to first order yields
〈Y˜∞〉x = Np0 +Np0(1− p0)x (13)
where we have used p0 = w01(0)/[w01(0) + w10(0)] and
(1). Second, 〈Yt〉x decays exponentially to 〈Y∞〉x with
rate ωy ≡ w01(0) + w10(0) that also characterizes the
relaxation speed of the system. Third, the steady state
y
(1)
t
y
(2)
t
y
(N)
t
...
+
Yt
∑
Y˜t
lin
FIG. 3. Two levels of coarse graining. First, yt ≡
(y
(1)
t , y
(2)
t , . . . , y
(N)
t ) → Yt = Y [y(t)]. Second, a linear noise
approximation Yt → Y˜t.
variance satisfies 〈Y 2∞〉x − 〈Y∞〉2x ≈ Np0(1− p0). Adopt-
ing these three properties leads to the effective Langevin
equation [31]
˙˜Yt = −ωy
[
Y˜t − 〈Y˜∞〉x
]
+ ξt, (14)
where ξt is standard white noise with 〈ξt〉x = 0 and
〈ξtξt′〉x = 2Dδ(t−t′) with noise strength D ≡ Nωyp0(1−
p0).
The process (14) is the well known linear Ornstein-
Uhlenbeck process. For such a linear process optimal
filtering strategies exist, known as Kalman-Bucy filters,
that infer a normally distributed stochastic value x ∼
N (0, E2x ) from the observation {Y˜t′}0≤t′≤t with least vari-
ance E˜2t = 2E2x/[2+E2xDt]; see e.g. [43–45] or Appendix E.
Hence, due to the Gaussian nature of the process this lin-
early approximated process contains information about
the signal, which is given by
I linN ≡ I(x:{Y˜t′}0≤t′≤t) =
1
2
ln
E2x
E˜2t
=
1
2
ln
[
1 +
1
2
E2xp0(1− p0)Nωyt
]
. (15)
Using (11) and (15), the information loss of this approx-
imation Y˜t in relation to the original Yt process is given
by
IN − I linN ≈
1
2
ln(4α2 − 4α+ 2), (16)
for t→∞. In this limit the information of the linearized
process satisfies I linN ≈ I˜N . Thus the continuous lin-
ear noise approximation compared to original system dy-
namics looses the information about the discontinuous
binding events, which can be explained as follows. The
5linear noise approximation correctly describes the dy-
namical behavior of the mean 〈yt〉 and the second order
covariance 〈ytyt′〉, i.e., it captures the persistence time
τˆ1 =
∫ t
0
yt′dt
′ up to its second moment. Since the long
time limit renders τˆ1 Gaussian, the linear noise approxi-
mation contains the information from τˆ1. Hence, ∆I, de-
fined in (6), is precisely the amount of information that is
lost by the continuous linear noise approximation. This
insight constitutes our second main result: The asym-
metry parameter α determines whether the linear noise
approximation does loose information on the trajectory
level or not. Specifically, for α = 1/2, as it applies to
the model from Fig. 2(d), there is no information loss,
which makes the linear noise approximation accurate on
the trajectory level. For all “natural” choices 0 ≤ α ≤ 1,
the lost information is bounded by 1/2 bit per measure-
ment, irrespective of the total number of sensors N .
V. CONCLUSION
We have shown that the asymmetry parameter, defined
in (2), plays a crucial role for the information acquisition
of binary sensory networks, since it determines whether
the number of jump events contain additional informa-
tion about a signal. Specifically, for a symmetric weight
(α = 1/2), the number of jump events do not provide ad-
ditional information about an external signal x, whereas
under “natural conditions” (0 ≤ α ≤ 1) the number of
jump events contain up to 1/2 bit. Most remarkably, this
additional information in the number of jump events is
independent of the number of copies N of binary sensors
sensors measuring the same signal x.
Furthermore, we have shown that the linear noise ap-
proximation, a continuous Brownian motion useful for
systems with large copy number (N  1), describes
the probability distribution and linear correlations of the
original system up to second order in persistence time.
However, discontinuous (and nonlinear) jump events are
not covered by this continuous linear noise approxima-
tion. Consequently, it looses information compared to
the original system that is precisely the additional in-
formation from the number of jump events. Hence, the
asymmetry parameter α also determines whether the lin-
ear noise approximation looses information about the
original system. Analogously, for 0 ≤ α ≤ 1 informa-
tion loss due to the linear noise approximation is less or
equal 1/2 bit, whereas for α = 1/2 no information is lost,
making the linear noise approximation accurate on the
trajectory level.
For future work, it will be interesting to study im-
plications to competing signals [6], where a sensor com-
putes not just a single signal value. Furthermore, non-
equilibrium affinities in multi-state systems may result in
non-vanishing currents, such that associated jumps may
provide additional information even in the case of a sym-
metric influence of the signal. Specifically, it has been
found that investing non-equilibrium free energy may re-
duce the dispersion of jump related variables [24], see also
[25, 46, 47]. Moreover, it will be interesting to study the
implications for sensory devices measuring continuously
changing signal ramps [3, 4, 45], which requires more than
a single measurement discussed here.
Finally, an experimental realization of, e.g., a single
electron transistor [36–38], may be a promising non-
biological device to study the information gain ∆I con-
tained in the number of jump events.
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Appendix A: Information versus error
In this appendix, we briefly review important aspects
of differential entropy and mutual information from [40].
Assume we have a stochastic signal x with probability
density P (x). Moreover, m is some measurement that is
correlated with x resulting in a conditional distribution
P (m|x). Specifically, one can identify m with the sensor
state y at time t or with the complete path {yt′}0≤t′≤t.
The conditional entropy that quantifies the uncertainty
of the signal x given the measurement m is defined as
H[x|m] ≡ −〈 lnP (x|m)〉
= −
∫
dx
∫
dmP (m|x)P (x) lnP (x|m), (A1)
where we have used Bayes’ formula to get P (x|m) =
P (m|x)P (x)/P (m), where P (m) = ∫ dx′P (m|x′)P (x′).
Note that
∫
dm· is a path integral if one identifies m
with the path {yt′}0≤t′≤t. It can be shown that any es-
timator xˆ(m) that is only a function of m (i.e. that uses
only the knowledge of m) trying to optimally estimate x
satisfies the inequality [40]
E2x|m ≡
〈
[x− xˆ(m)]2
〉
=
∫
dx
∫
dm[x− xˆ(m)]2P (m|x)P (x)
≥ 1
2pie
e2H[x|m] (A2)
which can saturate only if x and m are jointly normal
distributed.
The uncertainty of the signal before (or without) the
measurement is
H[x] = −〈 lnP (x)〉 = −∫ dxP (x) lnP (x). (A3)
Specifically, in the main text we have used a normal dis-
tributed signal x with zero mean 〈x〉 = 0 and variance
E2x . Inserting the normal distribution into (A3) yields
H[x] =
1
2
ln(2pie E2x ). (A4)
6Since side information m always reduces the uncertainty,
i.e., H[x|m] ≤ H[x] one can define the non-negative mu-
tual information [40]
I[x:m] ≡ H[x]−H[x|m] = 〈 ln P (x|m)
P (x)
〉
, (A5)
which is the reduction of uncertainty of the signal x due
to the measurement m. Using (A2), (A4) and (A5) one
obtains the relation between error and information
E2x|m
E2x
≥ e−2I[x:m]. (A6)
Note that this inequality saturates if m|x is normally
distributed.
The mutual information is symmetric I[x:m] = I[m:x].
Moreover, for jointly Gaussian distribution of z> ≡
(x,m) with covariance
Σ ≡ 〈zz>〉 − 〈z〉〈z〉> ≡
(
E2x b>
b Σm
)
(A7)
the mutual information reads
I[x:m] =
1
2
ln
E2x
E2x|m
=
1
2
ln
det(Σm)
det(Σm|x)
, (A8)
where the conditional variances can be calculated with
the Schur complements of (A7), see [48],
E2x|m = E2x − b>Σ−1m b, (A9)
Σm|x = Σm − b 1E2x
b>. (A10)
It will convenient to express the mutual information in
terms of Σm|x, E2x and b. Therefore, the mutual informa-
tion between jointly Gaussian variables reads
I[x:m] =
1
2
ln
[
det(Σm|x + b 1E2x b
>)
det(Σm|x)
]
=
1
2
ln
[
det
(
1 + Σ−1m|xb
1
E2x
b>
)]
=
1
2
ln
(
1 +
b>Σ−1m|xb
E2x
)
. (A11)
In the first step we have used (A8) and (A10). According
to the matrix determinant lemma, the determinant of the
identity matrix plus a dyadic product can be written as
scalar product, which has been used in the final step.
Appendix B: Generating function
In this appendix, we will define the generating function
G(s, t), which is related to the conditional path weight
P ({yt′}0≤t′≤t|x) defined in Eq. (4) of the main text.
We will calculate conditional expectation values 〈· · · 〉x
that will all depend on the signal value x and satisfy
〈· · · 〉 = ∫ dxP (x)〈· · · 〉x.
1. Master equation and generating function
The binary system with states y = 0, 1, which evolves
stochasticly in time, satisfy the master equation
∂
∂t
Pt(0) = w10(x)Pt(1)− w01(x)Pt(0),
∂
∂t
Pt(1) = w01(x)Pt(0)− w10(x)Pt(1),
(B1)
where Pt(y) is the probability for being in state y at time
t. Note that Pt(1) = 〈yt〉x holds. The master equation
can be written in matrix notation
d
dt
P t = LP t, (B2)
where
L ≡
(−w01(x) w10(x)
w01(x) −w10(x)
)
and P t ≡
(
Pt(0)
Pt(1)
)
.
(B3)
For later convenience, we have dropped notationally the
explicit dependence of the generator L on x. With initial
distribution P 0 the formal time dependent solution reads
P t = exp(Lt)P 0, which can be associated with the path
weight
P ({yt′}0≤t′≤t|x) = P0(y)(L01)nˆ10(L10)nˆ01eL00τˆ0+L11τˆ1 ,
(B4)
see Eq. (4) in the main text. Specifically, (P t)y can be
obtained from (B4) by summing over all paths {yt′}0≤t′≤t
with yt = y.
The generating function is defined as
G(s, t) ≡ V> exp
[
L˜(s)t
]
P 0, (B5)
where V> ≡ (1, 1) and the modified generator reads
L˜(s)yy′ ≡ Lyy′sy′y, i.e.,
L˜(s) =
(−w01(x)s00 w10(x)s10
w01(x)s01 −w10(x)s11
)
. (B6)
Note that V>P t = 1 and V>L = 0.
From now on “s = 1” means syy′ = 1 for all y, y
′.
Specifically, L˜(s)∣∣
s=1
= L. The aim of introducing this
generating function (B5) is to calculate moments of nˆyy′
and τˆy, which are functionals of the path {yt′}0≤t′≤t.
2. Moments and conditional covariance
Since one can interpret (B5) as the path integral over
the path weight (B4) with replaced generator Lyy′ →
sy′yLyy′ , we are able to derive the formulas for the first
moments by comparing Eqs. (B3) – (B6), which read
〈τˆy〉x = 1
Lyy
∂G
∂syy
∣∣∣∣
s=1
(B7)
7and
〈nˆyy′〉x = ∂G
∂sy′y
∣∣∣∣
s=1
. (B8)
Similarly, the second moments are given by
〈τˆ2y 〉x =
1
L2yy
∂2G
∂s2yy
∣∣∣∣
s=1
, (B9)
〈nˆyy′ τˆy˜〉x = 1
Ly˜y˜
∂2G
∂sy′y∂sy˜y˜
∣∣∣∣
s=1
, (B10)
〈nˆ2yy′〉x =
∂2G
∂s2y′y
∣∣∣∣∣
s=1
+
∂G
∂sy′y
∣∣∣∣
s=1
. (B11)
In the limit t  1/[w01 + w10], the maximum eigen-
value (maximum real part) of the modified generator
(B6) dominates, which is
λmax(s) = −w01(x)s00 + w10(x)s11
2
+
√
w01(x)w10(x)s01s10 +
[w01(x)s00 − w10(x)s11]2
4
.
(B12)
In this limit, the first moments become
〈τˆ1〉x ≈ w01(x)t
w01(x) + w01(x)
(B13)
〈nˆtot〉x ≡ 〈nˆ01〉x + 〈nˆ10〉x ≈ 2w01(x)w10(x)t
w01(x) + w01(x)
. (B14)
Analogously, the signal dependent conditional covariance
matrix, where m = (τˆ1, nˆtot), is defined as
Σm|x(x) ≡( 〈τˆ21 〉x − 〈τˆ1〉2x 〈τˆ1nˆtot〉x − 〈τˆ1〉x〈nˆtot〉x
〈τˆ1nˆtot〉x − 〈τˆ1〉x〈nˆtot〉x 〈nˆ2tot〉x − 〈nˆtot〉2x
)
,
(B15)
which, for t 1/(w01 + w10), reads
Σm|x(x) ≈ 2w01(x)w10(x)t
[w10(x) + w01(x)]3
×
(
1 w10(x)− w01(x)
w10(x)− w01(x) 2[w01(x)2 + w10(x)2]
)
. (B16)
For weak signals (E2x  1), the conditional variance can
then be obtained by
Σm|x ≡
∫
dxP (x)Σm|x(x) ≈ Σm|x(0) + Σ′′m|x(0)E2x ,
(B17)
where for our purposes Σm|x ≈ Σm|x(0) suffices for Eq.
(A11). Note that we show in Appendix D how one can
perform the calculations for more complicated systems
with more than two states, where it maybe difficult to
determine the eigenvalue (B12).
3. Mutual information from generating function
In the following two subsections, we derive the weak
signal approximation E2x  1 for the mutual information
used in the main text, i.e., each approximation “≈” will
be exact up to order E4x . All our approximations are fairly
accurate for Ex = 0.3 as used in the main text, which
corresponds to a “concentration change” of about 30 %.
In Appendix C we will show that higher order corrections
vanish for our main result [Eq. (6) in the main text] in
the long time limit.
For the mutual information (A11), we need Σm|x(0),
which is given by (B16) and b from (A7), which is
b ≡
( 〈xτˆ1〉 − 〈x〉〈τˆ1〉
〈xnˆtot〉 − 〈x〉〈nˆtot〉
)
=
( 〈xτˆ1〉
〈xnˆtot〉
)
=
∫
dxP (x)
(
x〈τˆ1〉x
x〈nˆtot〉x
)
≈ E2x
∂
∂x
( 〈τˆ1〉x
〈nˆtot〉x
)∣∣∣∣
x=0
. (B18)
Using the definition of the asymmetry parameter Eq. (2)
in the main text and Eqs. (B13) and (B14), we obtain
b ≈ E
2
xw01(0)w10(0)t
[w01(0) + w10(0)]2
(
1
2(1− α)w10(0)− 2αw01(0)
)
.
(B19)
The mutual information between jointly Gaussian vari-
ables then reads
I ≈ I[x:τˆ1, nˆtot] ≈ 1
2
ln
(
1 +
b>Σm|x(0)−1b
E2x
)
=
1
2
ln
[
1 + (2α2 − 2α+ 1)E
2
xw01(0)w10(0)t
w01(0) + w10(0)
]
, (B20)
where we have inserted (B16) and (B19) in (A11).
Similarly for I˜, where m = τˆ1, one obtains the coarse
grained mutual information by using the upper right
component of (B16) and the first component of (B19)
I˜ ≈ I[x:τˆ1] ≈ 1
2
ln
(
1 +
(b1)
2
[Σm|x(0)]11E2x
)
=
1
2
ln
[
1 +
1
2
E2xw01(0)w10(0)t
w01(0) + w10(0)
]
. (B21)
Comparing (B20) and (B21) leads immediately to Eq. (6)
in the main text, for weak signals. We show in Appendix
C that higher order corrections for the difference between
(B20) and (B21) cancel.
4. Multiple independent sensors
For a sensor array yt = (y
(1)
t , . . . , y
(1)
t ) of N indepen-
dent sensors, see top panel of Fig. 3 in the main text for
8an illustration, the path weight becomes
P ({yt′}0≤t′≤t|x) =
N∏
i=1
P ({y(i)t′ }0≤t′≤t|x), (B22)
where each path weight P ({y(i)t′ }0≤t′≤t|x) is given by Eq.
(4) in the main text with respective individual functionals
nˆ
(i)
yy′ and τ
(i)
y with τ
(i)
0 + τ
(i)
1 = t. The resulting total
path weight is given by Eq. (7) in the main text. The
functional of the path {yt′}0≤t′≤t
f ≡
 Y0τ1nˆ01
nˆ10
 = N∑
i=1

y
(i)
0
τ
(i)
1
nˆ
(i)
01
nˆ
(i)
10
 ≡
N∑
i=1
f (i), (B23)
fully determines the path weight (B22) that is given by
Eq. (7) in the main text. Most importantly, the first
moments satisfy
〈f〉x =
N∑
i=1
〈f (i)〉x = N〈f (1)〉x (B24)
and similarly, the variance is given by
〈ff>〉x − 〈f〉x〈f>〉x
=
∑
i,j
[
〈f (i)f (j)>〉x − 〈f (i)〉x〈f (j)>〉x
]
= N
[
〈f (1)f (1)>〉x − 〈f (1)〉x〈f (1)>〉x
]
, (B25)
where we have used that 〈f (i)f (j)〉x = 〈f (i)〉x〈f (j)〉x for
i 6= j and that each moment of f (i) coincides with the
respective moment of f (1).
Using similar arguments as for the single sensor case
one can see that each forward jump must be compensated
by a reverse jump, i.e., the coarse grained statistics m ≡
(τˆ1, nˆtot) = (τˆ1, nˆ01 + nˆ10) satisfies
IN = I[x : f ] ≈ I[x : m]. (B26)
First, from (B24) it follows bN = Nb, where b is given
from the single sensor solution (B19). Second, from (B25)
it follows that Σm|x,N (x) = NΣm|x(x). Substituting b→
bN and Σm|x(0)→ Σm|x,N (0) in (B20) yields the mutual
information
IN ≈ 1
2
ln
(
1 +N
b>Σm|x(0)−1b
E2x
)
=
1
2
ln
[
1 +N(2α2 − 2α+ 1)E
2
xw01(0)w10(0)t
w01(0) + w10(0)
]
(B27)
between the time series {yt′}0≤t′≤t of an array of N sen-
sors and the signal x for t  1/ωy, which is precisely
m2
m1
µ2(x)
µ1(x)
∂µ
∂x
µ(x∗)
m
FIG. 4. Schematic view of marginal distribution m (green
dashed lines) and conditional distribution m|x (blue dotted
ellipse).
equation (11) in the main text, where ωy ≡ w01(0) +
w01(0) and p ≡ w01(0)/[w01(0) + w10(0)].
Similarly, one obtains
I˜N ≡ I[x : τˆ1] ≈ 1
2
ln
[
1 +
N
2
E2xw01(0)w10(0)t
w01(0) + w10(0)
]
. (B28)
Comparing (B27) and (B28) results in
lim
t→∞
(
IN − I˜N
)
=
1
2
ln
(
4α2 − 4α+ 2) , (B29)
which does not depend on N and is precisely the loss of
information ∆I of a single sensor that is given by (6) in
the main text.
Appendix C: Robustness against non-linearities
In this appendix, we show that our main result is still
valid if x is broadly distributed with probability Px(x).
We derive an approximation I∞ similar to (B20) [Eq.
(11) in the main text] that converges more slowly to I
but can be used for strong signals (e.g., E2x > 1).
We discuss m ≡ (m1, . . . ,md) for d = 2 with m1 ≡ τˆ1
and m2 ≡ nˆtot. The mean µ(x) ≡ 〈m〉x is determined
by (B13) and (B14). The covariance matrix (B16) then
determines the conditional probability, which reads (here
d = 2)
P (m|x) = e
l(m|x)√
(2pi)d det[Σm|x(x)]
, (C1)
where
l(m|x) ≡ −1
2
[m− µ(x)]>Σm|x(x)−1[m− µ(x)]. (C2)
Since Σm|x(x),µ(x) ∼ t holds, we obtain a substantial
weight only for m ≈ µ(x) in the limit t→∞.
We will now use Fig. 4 as a blue print to derive an
approximation for the marginal distribution of m, which
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FIG. 5. Nonlinear approximation I∞ versus exact result with
asymmetric rates (α = 0). The numerical solution of the exact
mutual information I is indicated as blue open circles. The
red solid line indicates the approximation from Eq. (11) of
the main text, which is here equivalent to (B20), and assumes
a narrow-width Gaussian distribution of x. Parameter: w01 =
ex, w10 = 1, α = 0. (a) Signal standard deviation Ex = 0.3
[same as in Fig. 2(a) in the main text]. (b) Ex = 2.
can be used to determine the mutual information between
m and x in the long time limit exactly. The green solid
curve corresponds to the one dimensional line m = µ(x)
where x ∈ R. The dashed line illustrates the width of
the marginal distribution of m. The blue point with
the dotted ellipse corresponds to a single point µ(x) =
(µ1(x), µ2(x))
>, where the ellipse emphasizes the width
Σm|x(x) of the conditional distribution (C1), where x is
given. It is important to note that an increase of variance
and mean that increases linearly in time implies m −
µ(x) ∼ √t and ∂xµ(x) ∼ t, leading to
∂2
∂x2
l(m|x) ≈ −∂µ(x)
∂x
>
Σm|x(x)−1
∂µ(x)
∂x
. (C3)
For the marginal path weight one has to integrate (C1)
over x. Using saddle point approximation we obtain for
the path weight
Pm(m) ≡
∫
dxPm|x(m|x)Px(x)
≈ Px(x
∗(m))el(m|x
∗)√
(2pi)d−1 det[Σm|x(x∗)]
∂µ
∂x
>
Σm|x(x∗)−1
∂µ
∂x
,
(C4)
where x∗ ≡ x∗(m) maximizes (C2) for a given m, as
indicated with two points connected via a red solid line
in Fig. 4.
We can approximate the mutual information between
x and m,
I[x:m] ≡
∫
dm
∫
dxPx(x)Pm|x(m|x) ln
Pm|x(m|x)
Pm(m)
,
(C5)
by using Eqs. (C1), (C4) and the relation
l(m|x)− l(m|x∗) = 1
2
∂l(m|x∗)
∂x2
(x− x∗)2 + O(x− x∗)3,
(C6)
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FIG. 6. Nonlinear approximation I∞ versus exact result with
asymmetric rates (α = 0). The signal is uniformly distributed
within −1 ≤ x ≤ 1. Parameter: w01 = ex, w10 = 1, α = 0.
which becomes −1/2 = ln√1/e after averaging over
x,m. Finally, we set x∗ = x and find
I[x:m] ≈
∫
dxPx(x) ln
[
1
Px(x)
√
∂µ
∂x
>
Σm|x(x)−1
∂µ
∂x
2pie
]
≡ I∞. (C7)
We note that Eq. (C7) becomes exact in the long time
limit (t→∞).
With Fig. 5 we confirm that (C7) is indeed accurate
for sufficient long time. For strong signals (Ex = 2) the
approximation from Eq. (B20), which is Eq. (11) in the
main text, fails. In this case one has to use (C7) instead.
Moreover, one can see that for a narrow-width Gaussian
the approximation from Eq. (11) in the main text is quite
accurate even for “finite time”. Note that the parameters
from Fig. 5(a) are the same as in Fig. 2(a) in the main
text.
This approximation can also be used for non-Gaussian
distributed signals. One example of a uniformly dis-
tributed signal is illustrated in Fig. 6, where Px(x) = 1/2
is used for −1 ≤ x ≤ 1. For t → ∞, the approximation
I∞ approaches I. The convergence is more slowly than
for a Gaussian distributed signal with the same width.
For d = 1 and m1 = τˆ1, the coarse-grained version of
(C7) reads
I[x:m1] ≈
∫
dxPx(x) ln
[
1
Px(x)
√√√√√ ∣∣∣∂µ1(x)∂x ∣∣∣2
2pie[Σm|x(x)]11
]
≡ I˜∞, (C8)
with equality for t → ∞. Note that from (B16) follows
[Σm|x(x)]11 = 2w01(x)w10(x)t/[w01(x) + w10(x)]3.
The difference between (C7) and (C8) yields an infor-
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mation gain of the jump events
∆I∞ ≡ I∞ − I˜∞
=
∫
dxPx(x)
1
2
ln
 [Σm|x(x)]11 ∂µ∂x>Σm|x(x)−1 ∂µ∂x∣∣∣∂µ1(x)∂x ∣∣∣2
 .
(C9)
The same calculation as in (B19) by using (B13), (B14)
and Eq. (2) from the main text can be used to obtain
∂µ
∂x
=
∂
∂x
(
µ1(x)
µ2(x)
)
=
∂
∂x
( 〈τˆ1〉x
〈nˆtot〉x
)
≈ w01(x)w10(x)t
[w01(x) + w10(x)]2
(
1
2(1− α)w10(x)− 2αw01(x)
)
,
(C10)
which together with (B16) finally yields
∆I∞ =
∫
dxPx(x)
1
2
ln(4α2 − 4α+ 2). (C11)
This result implies Eq. (6) from the main text, since the
approximations (C8) and (C7) are accurate for t→∞.
Finally, the derivation from Appendix B 4 can be
adopted to an array of N independent sensors. Since
mean and covariance is proportional to N , the expres-
sion (C9) does not depend on the number of sensors.
Appendix D: Method of References [25, 33, 34] for
joint dispersions
In the limit t → ∞, the generating function (B5) has
the form G(s, t) ≈ φ(s)eλmax(s)t with equality for t →
∞. Moreover, the conservation of probability determines
φ(s)|s=1 = 1 and the existence of a steady state requires
λmax(s)|s=1 = 0. Let a = sij and b = skl. Thus one
obtains
∂G(s, t)
∂a
∣∣∣∣
s=1
=
∂λmax(s)
∂a
∣∣∣∣
s=1
t+
∂φ(s)
∂a
∣∣∣∣
s=1
≈ ∂λmax(s)
∂a
∣∣∣∣
s=1
t. (D1)
Similarly, the dispersion is related to the second deriva-
tive
∂2G(s, t)
∂a∂b
∣∣∣∣
s=1
− ∂G(s, t)
∂a
∣∣∣∣
s=1
∂G(s, t)
∂b
∣∣∣∣
s=1
≈ ∂
2λmax(s)
∂a∂b
∣∣∣∣
s=1
t. (D2)
Following the same procedure as in [33] (see also
[25, 34]) one can obtain the derivatives of the maximal
eigenvalue directly from the characteristic polynomial
χL˜(s)(λ) ≡ det[L˜(s)− λ1] =
∏
i
(λi(s)− λ)
=
≡C0(s)︷ ︸︸ ︷∏
i
λi(s)−λ
≡C1(s)︷ ︸︸ ︷∑
j
∏
j 6=i
λi(s) +λ
2
≡C2(s)︷ ︸︸ ︷∑
i<j
∏
k 6=i,j
λk(s) +O(λ)
3,
(D3)
where λi(s) are the eigenvalues of L˜(s), which need not to
be known explicitly. Since i 6= max implies λi(s)|s=1 6= 0
and λmax(s)|s=1 = 0, we find
C0(s)|s=1 = 0, (D4)
C1(s)|s=1 =
∏
i 6=max
λi(s)|s=1, (D5)
C2(s)|s=1 =
∑
i 6=max
 ∏
j 6=i,max
λj(s)|s=1
 . (D6)
Hence, one can identify
∂λmax(s)
∂a
∣∣∣∣
s=1
=
[
1
C1(s)
∂C0(s)
∂a
]
s=1
. (D7)
With (D1) and (D7) one is able to calculate the first
moments (B7) and (B8).
Similarly, after some extended algebra we obtain
∂2λmax(s)
∂a∂b
∣∣∣∣
s=1
=
1
C1
∂2C0
∂a∂b
∣∣∣∣
s=1
+
[
2C2
C31
∂C0
∂a
∂C0
∂b
− 1
C21
(
∂C0
∂a
∂C1
∂b
+
∂C0
∂b
∂C1
∂a
)]
s=1
.
(D8)
With this method, similar to [25, 33, 34], one obtains for
i 6= j with a = sij and b = skk the coupled dispersion
between a jump variable nˆij and the persistence time τˆk.
The procedure is as follows. One needs (D7) and (D8) to
calculate (D1), (D2), which in turn with (B7)-(B11) can
be used to calculate the covariances of persistence time
and/or jump events.
To illustrate the procedure, let us use our specific two
state model with modified generator (B6) that leads to
the characteristic polynomial
χL˜(s)(λ) = w01(x)w10(x)(s00s11 − s10s01)
+ [w01(x)s00 + w10(x)s11]λ+ λ
2, (D9)
where we can identify C0(s) in the first line, C1 in mi-
nus the brackets C1 = −[. . .], and C2 = 1. Specif-
ically, for the first moment 〈τˆ1〉, we set a = s11 to
get C1|s=1 = −[w01(x) + w10(x)] and (∂aC0)s=1 =
w01(x)w10(x). Using (D7) implies ∂aλmax(s)|s=1 =
−w01(x)w10(x)/[w01(x) + w10(x)]. Inserting the result
11
into (D1) and using (B7), which states that 〈τ1〉 ≈
t∂aλmax(s)|s=1/[−w10(x)], yields the first moment
〈τ1〉x ≈ w01(x)t
w01(x) + w10(x)
, (D10)
which agrees with (B13).
For the variance 〈τˆ21 〉x − 〈τˆ1〉2x, we use (D8) with
a = b = s11, (∂
2
aC0)s=1 = 0, (∂aC0)s=1 = w01(x)w10(x),
and C1|s=0 = −[w01(x) + w10(x)], and = (∂aC1)s=1 =
−w10(x), to obtain
∂2λmax
∂a2
=
2[w01(x)w10(x)]
2
−[w01(x) + w10(x)]3 +
2w01(x)w10(x)
2
[w01(x) + w10(x)]2
=
2w01(x)w10(x)
3
[w01(x) + w10(x)]3
. (D11)
With Eqs. (B7) and (B9), we obtain
〈τˆ21 〉 − 〈τˆ1〉2 ≈
2w01(x)w10(x)t
[w01(x) + w10(x)]3
, (D12)
which agrees with (B16). Similarly, one can determine
all remaining entries in the covariance matrix (B16).
Appendix E: Optimal filtering for Gaussian process
From the linear noise approximation, we have the
Langevin equation
˙˜Yt = −ωy(Y˜t − 〈Y˜∞〉x) + ξt, (E1)
where ωy = w01(0) + w10(0), 〈Y˜∞〉x ≡ Np0 + Np0(1 −
p0)x with p0 = w01(0)/ωy, and finally, the white noise ξt
satisfies 〈ξtξt′〉 = 2Dδ(t − t′) with D ≡ Nωyp0(1 − p0).
The goal of filtering is to estimate the signal x such that
E˜2t ≡ 〈(x− xˆt)2〉 (E2)
becomes minimal, where xˆt is a functional of the trajec-
tory {Y˜t′}0≤t′≤t. For a Gaussian process like (E1), one
can verify that xˆt must be a linear projection of x on
{Y˜t′}0≤t′≤t, i.e., 〈(x− xˆt)Y˜t′〉 = 0 for 0 ≤ t′ ≤ t [43].
After rewriting (E1) as an Ito differential equation
dY˜t = −ωy(Y˜t − 〈Y˜∞〉x)dt+ dξt, (E3)
where dξt is the increment of a Wiener Process with
dξ2t = 2Nωyp0(1 − p0)dt, one obtains, by applying a
Gram-Schmidt procedure for the projection xˆt, the dif-
ferential equation [43]
dxˆt =
〈xdY˜ ⊥t 〉
〈(dY˜ ⊥t )2〉
dY˜ ⊥t
=
E˜2t
2
[Nωyp0(1− p0)(x− xˆt)dt+ dξt] , (E4)
with xˆ0 ≡ 〈x〉 = 0. This in turn leads to the so-called
Riccati equation [43–45]
d
dt
E˜2t = −
N
2
ωyp0(1− p0)E˜4t (E5)
with E˜0 = 〈x2〉 = E2x . One can immediately see that the
solution is given by
1
E˜2t
=
1
E2x
+
Nωyp0(1− p0)
2
t. (E6)
Calculating the mutual information between the signal x
and the trajectory {Y˜t′}0≤t′≤t, which according to (A8)
reads
I linN ≡ I[x:{Y˜t′}0≤t′≤t] = I[x:xˆt] =
1
2
ln
E2x
E˜2t
=
1
2
ln
[
1 +
N
2
p0(1− p0)E2xωyt
]
≈ I˜N , (E7)
where we set Ex|m → E˜t and identified the result finally
with I˜N given in (12). Note that all intermediate steps
are exact due to the Gaussian nature of the coarse grained
process Y˜t.
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