In the formulation of our conditions, the operator ~ which was introduced by Okabe and Shimizu with the idea of applying it to pathwise uniqueness problem will play an important role. ( [5] ).
Preliminaries.
We consider the following stochastic differential equations; where the integral by dB is understood in the sense of integral.
One defines a solution of the equation (2) in the similar way as in the definition 1. Now, we introduce the operator £ which is defined by (5) (V)(t,x,y) = ~V ~t + ax, bi(t,x) + ṽ ỹi b i n ( t , y ) + 1 2 { 2 V x i 1 x j ( 0 3 C 3 i k ( t , x ) 0 3 C 3 j k ( t , x ) ) + 2 2 V x ĩ y j ( 0 3 C 3 i k ( t , x ) 0 3 C 3 j n , k ( t , y ) ) + 2 V ỹ ĩ y j ( 0 3 C 3 i n , k ( t , y ) 0 3 C 3 j n , k ( t , y ) ) } , where V(t,x,y) is defined on [0,°o) x Rd x Rd. §2 Some limit theorems.
Theorem 1.
Let p be a positive integer p > 1. Let (S~, ~, P: ~t) be a probability space with an increasing family of Borel fields. Suppose we are given the following;
(i) a solution of the equation ii) a solution of the equation (2) ,~n(t) -~xn(t), B(t)} for each n = 1,2,..., defined on the same (Q, J,p: t) such that (7) Suppose we are given a solution of the. equation
(1) ',~(t) -{x(t),B(t)} and a sequence of solutions of the equation
(2) = ~xn(t),B(t)} n=1,2,... so that they are defined on a same probability space with an increasing family of Borel fields and they satisfy (6) and (7) , for p = 1.
Suppose further that for any T > 0 and r > 0, there exists a sequence of functions VT > r(t,x,y), V i ,r (t,x,y), , m=1 , 2 , ... such that they satisfy the conditions (V1), (V2), (V3) and (V4). Let p be a positive integer p > 1.
Under the condition (B), the following inequalities hold;
(17) ] ~ K(p,T) ( Under the condition (B), the relations (6) and (7) imply that the system of random variables~ ~~ ~~ n = 1,2,...
is uniformly integrable with respect to dtOdP). Lemma 
3.
Under the condition (B), (6) , and (7), there exists
Proof.
We will show (19).
It is easy to choose a positive constant C(d) depending on d such that
Using the Doob's inequality, we get from the above
BY the Condition (B), we have for JJ
Hence by lemma 1 22> Ji
0n the other hand, we will evaluate J2. IUe have 
n , r -r 2
On the other hand, by lemma 1, we know that the system of random
Let ~ > 0 be an arbitrary positive number. Use (24), (25) and the fact that the system of random variables (26) is uniformly integrable.
Then, there exist a positive number r > 0 and an integer N > 0 such that Q.E.D..
In the following theorem we suppose that the coefficients of the equations (1) Let T be a positive number. Suppose that we are given a solution of the equation (1) stet) = (x(t),B(t)) and a sequence of solutions of (2) ~n(t) -(xn(t),B(t)) n=1,2,... so that they are defined on a same probability space with an increasing family of Borel fields (03A9,,P:t) and they satisfy (6) and (7) for some interger p > 2.
Suppose further that for any r > 0 there exists a sequence of V T,r (t,x,y) and m=1,2,... such that they satisfy the conditions (V1) , (V2), (V3) and (V4).
Then, the relation lim xn(0) -
or the proof of the Theorem 3, we prepare the following lemma. Proof.
We will show the relation (28) by the method of the reduction to absurdity.
Suppose that there exist a sub sequence {n} of {n} and a positive number y > 0 such that (30) lim E{~0 3 C 3 n q ( t , x n q (t)) - We have
By the condition (C) Jnk1 tends to zero as n, goes to infinity.
On the other hand by the condition (A') Jnk2 also tends to zero when goes to infinity. Hence we have that ') a nk (t,x nk (t)tends to zero a.s. as nk goes to infinity. Therefore using the lemma 2, we must conclude that _ lim (t,x (t)) -] = 0.
But this relation is contradictory to (30). Q.E.D. §3 Examples.
Consider the following one dimensional stochastic differential equations;
( Consider the following one dimensional stochastic differential equations;
IQ (x)-0 (y)) P(Ix -yl), x,y E R1 n = 1,2,... (cf. (5) and (7)).
Let P(t,x,dy) and P n (t,x,dy) be the transition probability measure of the process x(t) and x (t) respectively. It is well n ' .
known that under the conditions in example 2, there exist P(t,x,y) and Pn(t,x,y) such that P(t,x,dy) -P(t,x,y)dy and Pn(t,x,y)dy hold. (6) ).
For the proof of the claim of example 2, we shall prepare the following lemma. Lemma 
5.
For any fixed a E Rl the system of functions Since -3E > -1 we get from the above that
where the right hand side of the inequality does not depend on n.
This implies immediately that the system {P(t,a,y),P (t,a,y)} is uniformly integrable.
Q.E.D.
We are now in a position to prove the claim in Example 2. Then fm(x) is continuously differentiable function.
We will show the following inequalities. 
