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Les lasers à semi-conducteurs, à base d'InGaAsP, sont d'une grande importance dans les 
syst4mes de communication. Par un choix approprié de la composition en élément ïiï-V, 
on peut obtenir des lasers qui émettent sur une gamme de longueurs d'onde allant de 0.92 
pn jusqu'à 1.68 pm, Sachant que les longueurs d'onde de 1.3 pm et de 1.55 pn sont la 
moins dispersée et la moins absorbbe par les fibres optiques, on voit aisément l'utilité des 
quaternaires d'hGaAsP. 
Aussi bien des études expérimentaies que théoriques indiquent que les propriétés 
structurales, optiques et de transport des porteurs sont à l'origine des performances 
limitées des lasers à semi-conducteurs. La largeur de bande de modulation record, 
récemment rapportée, est très inférieure à ce qu'on prévoit théoriquement. II est donc 
clair qu'une amélioration des performances des lasets à semi-conducteurs demande une 
compréhension plus approfondie de leurs prOpnktés et de la dynamique de relaxation et 
de transport des porteurs. 
Nous nous proposons de conüi'buer l'étude des processus de relaxation, du transport 
vertical et de la capture des porteurs dans des structures lasers à puits quantiques 
multiples d'hGaAsP-Inp. La dynamique ultra-rapide des porteurs ainsi que certaines 
caractéristiques optiques et stmcturales sont investiguées par les techniques suivantes: (i) 
la photoluminescence en régime continu, (ii) la photoluminescence résolue en temps et 
(iii) la diffriu:tion de rayons X de haute résolution. 
Nos résultats, obtenus par photoluminescence en régime continu, montrent que la 
diminution du gap accompagnant une augmentation de la température du réseau est le 
résultat de deux processus compétitifs et opposés. Des fluctuations dans les épaisseurs 
des puits quantiques ou dans celles des banières causent une augmentation du gap à 
mesure que la température du réseau augmente, agissent ainsi contre le phénomène 
typique de diminution du gap. D'une étude de l'évolution de l'intensité de 
photoluminescence en fonction de la densité d'excitation, nous avons identitié différents 
processus de relaxation et de recombinaisons. A basse densité d'excitation, les porteurs 
se recombinent essentiellement de façon radiative. Toutefois, nous avons noté que les 
effets d'une inhomogénéité de composition etlou des fluctuations des épaisseurs des 
couches de la région active ou toute imperfection d'interface sont non négligeables dans 
ce régime d'excitation, L'existence de tels phénomènes, crée des centres de piégeage des 
porteurs qui réduisent le taux de recombinaisons radiatives. Au fur et à mesure que la 
densité d'excitation augmente, les centres de piégeages se satuent et leurs effets 
diminuent. Quant au régime de fortes densités d'excitation, nous avons obsewé par les 
deux techniques optiques, que les recombinaisons Auger, l'échappement de porteurs des 
puits quantiques, le remplissage de bandes, la notion de porteurs et de phonons chauds et 
l ' h t a g e  des interactions électron-phonon sont des mécanismes de grande idluence sur 
la dynamique des porteurs. En effet, le taux de relaxation des porteurs est fortement 
réduit et l'efficacitb de capture des porteurs par les puits quantiques est sévèrement 
diminuée. Le temps de vie des porteurs augmente. Une teNe conséquence ne fait que 
diminuer la largeur de bande de modulation d'un laser. 
Par photoluminescence résolue en temps, nous avons identifié des signatures de transport 
et de capture des porteurs. Selon les conditions expérimentales de température de réseau, 
de Iongueur d'onde d'excitation et de densité d'excitation, les temps de transport et de 
capture varient entre - 4 ps et 15 ps et - 3 ps et - 6 ps, respectivement, Ces temps sont 
jugés très &levés pour avoir une large bande de modulation. Finalement, nous avons 
montré que la température effective des porteurs augmente avec la diminution de la 
longueur d'onde d'excitation. Ce phénomène combine au fait que le supplément 
d'énergie tramfiré A un électron augmente avec l'augmentation de l'énergie d'excitation, 
nous avons observé un retardement (de -3 ps) dans la montée de Ia photoluminescence 
des puits quantiques. Ce phénomène est fort probablement dû à un aller et retour 
d'électrons entre les vallées ï et L. 
La diffraction de rayons X de haute résolution nous a permis de caractériser 
stnicairellement parlant, les hétérosûuctures lasers à puits quantiques multip1es. Nous 
avons évalué les compositioas des différentes couches dans les trois structures, ainsi que 
les contraintes qui leur sont associées. Les vaieurs trouvées, expérimentalement et par 
simulations des spectres de diffraction, diflëmt quelque peu de ce qu'on visait obtenir au 
moment de la croissance des structures. Toutefois, le profil des spectres de difhction 
de rayons X ainsi qu'un temps de vie variant d'une nanonseconde a 1.5 ns, montrent que 
ces lasers sont d'une bon€? qualité. 
Serniconductor lasers are critically important elements in optical communications 
systems because of their small sue, high power, ease modulation and their potentidiy 
low cost because the entire laser can be fabricateâ using planar pracessing. InGaAsP 
devices operating at wavelengths of 1.3 and 1.55 pm are most suitable for fiber optic 
links. In Fact, InGaAsP afTords the possibility of k l y  choosing the band gap by 
varying the composition in a range suitable for various applications. Consequently, the 
quaternary InGaAsP was the subject of numerous investigations in ment years. Yet, 
there are a number of physical pracesses limiting the performance of based 
semiconductor lasers on which relatively Little is known. Carrier capture mechanisms 
play a crucial role in detennining the performance of quantum well bas& devices such as 
lasers and intersubband photodetectors. As an example, a higher gain in a quantum well 
laser lowers the thfeshold current and a long carrier lifétime impmves the responsitivity 
of a detector. A higher modulation bandwidtb of a semiconductor laser will allow a full 
use of the large fiber optic banchvidtb, which is uudaitilized in today's installations. It is 
obvious that under direct modulation at high fitquency, the laser shouid ûanslate as tbt 
and precisely as possible the temporai variation of the modulation into a comsponding 
intensity variation of its emitted light, Thus, in MQW laser structures, the highest 
attainable bit rates depend on carrier dynamics. 
To remedy the situation, one witnesses a sustained effort in impmving the hi&-speed 
performance of semiconductor lasers and amplifiers baseci on these matecials. 
Notwithstanding the large number of experimental and îûeoretical efforts made so far, the 
physical mechanisms involved in carrier dynamics in mdtiple quantum wells are not yet 
well understood. In this work, optical and structural properties as well as vertical 
transport of thne different heterostructures grown by metalorganic vapor phase epitaxy 
and ernitting at 1.33 pm and 1.55 pm have been srudied using continuous wave and tirne- 
resolved photoluminescence and hi&-resolution x-ray a c t i o n .  
For the continuous wave photoluminescence measurements, the overall observed red shift 
with increasing lattice temperature is interpreted as tesulting from two opposite and 
cornpetitive processes: band-gap sbrinkage (dominant) and blue shift caused by 
fluctuations in the QW layer thichess across the lateml sample direction. In the 
observed fùll width at haif maximum, we identifieci a component of - 8 meV as a 
contribution h m  longitudinal opticai phonons. Moreover, at high excitation densities, it 
is shown that -et spiliover and Auger recombination are the major mechanisras 
limiting the quantum efficiency. For tirne-resolved photoluminescence measurements 
and in the initial regime following the excitation, high effective camer temperatures Tc 
different h m  the lattice temperature are npaaed. A significant signatutes of carrier 
transport and d e r  capture are observed with characteristic times ranging h m  - 4 to - 
15 ps and h m  - 3 ps to - 6 ps, respectively, dependmg on lattice temperature and the 
excitation density. Carrier cooling rates are discussed in terms of concurrent and 
opposite scattering mechanisms. In k t ,  it is hund that the effect of the electron- 
electron, elcctron-hole, hole-hole, and screened canier-phonon interactions on the ultra- 
fast relaxation of photo-excited carriers in the active region are very important. 
Especially, screening considerably weakms the electron-phonon interactions compared 
to the hole-phonon interactions. On decreasing the excitation wavelength, the rise times 
of the quantum weUs and the confinement region increase slightly (-3 ps). The observed 
difference is attniuted to a T-L electron transfer induoed by a higher initial carrier 
temperature, which is associated with the shorter excitation wavelength. ûepending on 
measurement conditions, carrier lifetime mging h m  1 ns to 1.5 ns was observed. This 
is an indication of good quality samples, which was confirmed by high-resolution x-ray 
diffraction. The later technique allowed us to estimate the compositions of the different 
layers and the associated strains. An attempted correlation between the infornation 
obtained h m  the three techniques, regarding carrier dynamics and srnictural 
characteristics, is given. 
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INTRODUCTION 
Un système de communication de longue distance requiert un laser émettant à une 
longueur d'onde la moins dispers& (1.27-1.32 pn) ou la moins absorbée (1.3 pm ou 1,55 
pm) par une fibre optique. Ce Iriser doit avoir une haute puissance et un grand rapport 
signavbruit. De plus, la demande sans cesse croissante en matihe de rapidité de transfert 
de données exige une dynamique des porteurs de plus en plus rapide. D'un autre côté, 
dans le but de réduire les effets indésirables qu'accompagnent le téchauffement d'un 
laser, le courant seuil de ce dernier doit être faible. De plus, visant h exploiter pleinement 
la large bande que possèdent les fibres optiques, on souhaite augmenter de plus en plus le 
nombre d'ondes qui y sont transmises. Pour atteindre cet objectif, l'étalement en 
muence de la raie d'émission d'un laser doit être très étroit. À cause de teiies 
exigences, l'optimisation de la technologie de fabrication des lasers et de leurs propriétés 
optiques et de transport est devenue un champ & recherche très important. 
Des hétérosûuctures à base & semi-conducteurs iiï-V sont d'une grande importance dans 
la fabrication de composants optoélwniques. En effet, i'In1-,Ga,As&est un alliage 
quaternaire ayant un gap direct. On peut l'utiliser comme commutateur de très haute 
vitesse, source de lumiumière (laser) ou détecteur aux longueurs d'ondes des 
communications sus-mentionnées. L'ajustement de son gap se fait par un choix judicieux 
de la composition (x,y) en éléments III-V. En respectant la condition d'accord & mailles 
avec & I'InP (y = 2.2 x), la longueur d'onde d'émission de l'bi.,Ga,A~PI, peut être 
accordée de façon continue de A = 0.92 pn jusqu'h A =1.68 pm [Il. Ces longueurs 
d'ondes s'obtiennent par une variation continue de la composition (x, y) de y = O ?i y = 1. 
Les efforts de recherche déployés dans les domaines théorique et expérimental ont réalisé 
beaucoup de progrès en ce qui concerne les performances des lasers. Toutefois, compte 
tenu des nécessités grandissantes de notre époque, nous sommes constamment appelés à 
améliorer d'avantage ces performances qui n'ont d'ailleurs pas atteint les prédictions 
escomptées thdoriquement. En effet, la largeur de ban& de modulation record n'est que 
de 20 GHz pour des diodes à base d'InP [2] et de 40 GHz pour de L'bGaAs [3]; alors 
qu'en théorie on prévoit pouvoir atteindre des largeurs de bande de modulation allant de 
60 à 90 GHz 14, 51. Dans le but de réduire l'écart entre la théorie et la réalité 
expérimentale, les chercheurs se sont penchés à investiguer les processus physiques qui 
posent la limite ultime de la fréquence de modulation des lasers à puits quantiques. il est 
évident qu'on cherche à savoir de quoi dépend la fréquence de modulation et comment 
faire pour l'augmenter. La fréquence des oscillations de relaxation est donnée par 
=',/-; où v, est la vitesse de groupe dans la cavité, (aglhi) est le , 
gain difftrentiel, S et rp sont la densité de photons et leur temps de vie respectivement [6- 
141. La largeur maximale de la bande de modulation pour un laser à semi-conducteur est 
Afin d'augmenter la densité & photons et de réduire le temps de vie on se doit 
d'améliorer le confinement des modes optiques et d'utiliser une cavité la plus courte 
possible, respectivement, Toutefois, même si ces conditions plus ou moins sont 
satisfaites, la fréquence de modulation des lasers n'a toujours atteint le niveau souhaité. 
Récemment, de nombreux groupes de recherche ont investigué des processus physiques 
qui pourraient être à l'origine de la limitation de la largeur & bande de modulation des 
lasers. Les processus les plus importants ainsi que les paramètres qui leur sont associés 
sont: (a) Le coefficient du gain optique non linéaire qu'on attribue à des phénoménes de 
saturation du gain tels que le brûlage de trou (spectral hole burning) [15-211, ou à des 
ondes stationnaires dans la cavité résultantes de la formation d'un réseau diélectrique [22- 
241; (b) le transport des porteurs [20,25-321 incluant leur passage par effet tunnel d'un 
puits à un autre [27], leur capture par les puits et leur transfert entres puits et barrières 
[33-361; (c) le réchauffement dynamique des porteurs qu'on attribue au "pompage" 
optique 137-521, aux processus d'tmissions spontanée et stimulée [19, 42, 431, à 
l'absorption de porteurs libres [42-441, à l'absorption à deux photons [45] et aux 
processus Auger [46-501. JA majorité de ces phénomènes ont pour effet de réchauffer les 
porteurs. On parle alors de distributions de porteurs chauds et de phonons chauds 141, 
44,521. 
Par ailleurs, les techniques de missance par épitaxie d'hétémstnictures laser ont 
beaucoup évolud ces demimi&es années. Par conséquent, la conception d'un prdle 
particulier de bandes d'énergie est devenu possiile. De tels accomplissements ont incité 
les scientifiques à développer de nouvelles idks afin d'améliorer les perfomances des 
lasers. En effet, l'usage de la notion de contrainte compressive dans les hétérostructures 
laser s'est avéré bénéfique. En général, les scientifiques sont d'accord sur le fait qu'une 
contrainte compressive réduit la densité d'états dc la bande de valence induisant ainsi, 
une réduction du courant seuil d'émission laser et des recombinaisons Auger et une 
augmentation du gain différentiel (aglan)[53-591. II en résulte que la vitesse des 
porteurs et conséquemment, la bande de modulation du laser doivent augmenter. D'un 
autre côté, quelques groupes de recherche ont rapporté qu'un dopage du type p des 
dgions de confinement réduit le temps de transport des porteurs [60-621. 
En ddpit des pm&s scientifiques énormes, les performances des lasers demeurent 
contrôtées par une dynamique de porteurs qui n'est pas complètement élucidée. La 
compréhension des facteurs qui limitent la Eréquence de modulation et la connaissance 
détaillée des processus de transport et de capture (par les puits) sont alors d'une grande 
importance pour la conception de composants opto-éîectroniques ou photoniques ultra 
rapides. 
La surface, lieu des contacts électriques ou d'excitation optique, est généralement située à 
quelques microns des puits quantiques. Les porteurs générés dans cette surface diffusent 
vers les puits quantiques. Arrivés au-dessus des puits, ces porteurs relaxent en perdant de 
l'énergie avant d'être capturer par les puits. Tang et collaborateurs ont d6montré que le 
taux d'injection des porteurs dans les puits quantiques diminuait avec la largeur des puits. 
Deveaud et collaborateurs [63], expliquaient ce comportement par le fait que la 
probabilité d'émission de phonons par les porteurs diminuait avec la largeur du puits. 
Quelques années plus tard, d'autres études ont rapporté des résultas forts différents. En 
effet, Lo et collaborateurs [64] affirmaient que dans certaines conditions, le taux de 
capture des porteurs augmentait avec la largeur du puits. Tandis que des résultats 
d'autres groupes de recherche, montrent une indépendance du taux capture par rapport à 
la largeur du puits [65]. Ces dsultats forts différents pourraient s'expliquer par des 
qualités d'échantillons fort différentes. Du côté thdonque, Bmm et Bastard [66] ont 
introduit un modele quantique qui prédisait des oscillations du taux de transitions en 
fonction de la largeur du puits. Toutefois, ii notre connaissance, aucune mesure 
expérimentale n'a pu observer de telles osciilations. Une étude des interactions électron- 
électron et électron-phonon a démontré que les oscillations du temps de capture en 
fonction de la largeur du puits sont fortement atténuées lorsque la densité de porteurs est 
élevée [67]. 
Les performances d'un laser (largeur à mi-hauteur de sa raie d'émission, sa bande de 
modulation, son courant seuil, le rapport signaübmit, la puissance à sa sortie) ddpendent 
étroitement des qualités smcturales des couches qui le constituent et des propriétés 
optiques et de transport des porteurs dans ces couches. Dans cette thèse, nous nous 
proposons d'étudier les processus de relaxation des porteurs et d'évaluer les temps de 
transport et de capture des porteurs dans trois structures lasers à puits quantiques 
multiples, émettant à, des longueurs d'ondes utiles pour les communications optiques 
(1.33 pn et 1.55 pm à la température ambiante). Ces mécanismes physiques sont, à notre 
avis, l'origine de la limitation des performances d'un laser. Un premier caractère 
original de nos recherches consiste à choisir des longueurs d'ondes d'excitation de fason 
à inclure ou ii exclure des temps associés au transport de porteurs ettou k leur transfert 
entre les vallées subsidiaires de la bande de conduction, T-L. De plus, nous effectuerons 
une caract6risation structurale des trois hétérostructures à l'ai& de la diffraction de 
rayons X de haute résolution. Une corrélation entre les résultats de cette caracrérisation 
stnicturale et ceux obtenus par des techniques d'investigations optiques 
(photoluminescence standard et photoluminescence résolue en temps) constitue un autre 
Blément original de nos recherches. 
Dans le chapitre 1, nous dkcrivons brièvement certaines propriétés des structures laser à 
puits quantiques. il s'agira essentiellement de mettre en relief certains effets de 
confinement sur les bandes d'knergie et le degré de libert6 de mouvement des porteurs 
dans de telles structures. Nous parlerons des processus de relaxation des porteurs en 
précisant, dans la mesure du possible, leurs échelles de temps. Certains mtcanismes qui 
ralentissent les processus de relaxation seront aussi discutés. Le chapitre 2 est consacré à 
la description détaillée des trois stxuctures laser à puits quantiques multiples que nous 
avons étudiées et des techniques expérimentales utilisées. Les techniques de 
photoluminescence standard et résolue en temps ainsi que la diffraction de rayons x de 
haute résolution seront décrites, 
Le chapitre 3 est consacré à la présentation et à l'analyse des résultats obtenus par 
photoluminescence standard. Cette technique nous permet d'étudier, dans un premier 
temps, l'influence de la densité d'excitation sur l'intensité de la luminescence et d'en 
déduire les principaux mécanismes de recombinaisons des portem. Quant i l'influence 
de la densité d'excitation sur la position du pic de photoluminescence et sur sa largeur i 
mi-hauteur, elle nous renseigne essentiellement sur la qualité de l'échantillon en termes 
d'interface entre les couches, d'homogéndité & la composition et la constance des 
épaisseurs de chaque couche. Par ailleurs, l'évolution de la température effective des 
porteurs avec la densité d'excitation sera examinée. Cette évolution reflète des processus 
de relaxation et un éventuel h t a g e  des interactions électron-phonons optiques. 
Notons qu'un écrantage des interactions électron-phonons optiques réduit le taux de 
refroidissement des porteurs et par le fait même, affecte les performances d'un laser. 
Dans le chapitre 4, nous présentons et interprétons les résultats obtenus par 
photoluminescence résolue en temps. Nous évaluerons les temps de transport des 
porteurs depuis une couche tampon d'W (ioin des puits) jusqu'à leur arrivée h la dgion 
active. Le temps de capture sera aussi évalué. Nous étudierons L'évolution temporelle de 
la photoluminescence et nous en déduirons te temps de vie des porteurs. En se basant sur 
nos résultats, la relaxation des porteurs sera discutée en termes d'interactions porteur- 
porteur (éiectron-électron, trou-trou et 6lecüon-trou) et d'interactions électron-phonon 
(optique ou acoustique). Ceaains &uitats expérimentaux seront c o m p h  des 
simulations Monte Carlo, réalisée au sein de notre &pipe de recherche. Dans les mesures 
de photoluminescence résolue en temps, l'influence de la température du w u ,  & la 
densitd d'excitation et de la longueur d'excitation sur la dynamique des porteurs nous 
permettra âe mieux comprendre les processus de &ansport et de telaxation des porteurs 
ainsi les effets des porteurs chauds et phonons chauds sur ces processus. 
Au chapitre 5, n w s  procédons à la caractérisation structurale des trois structures laser ii 
PQM par la diffraction & rayons X de haute résolution. Les résultats expérimentaux 
seront inteqdtts en paralléle avec ceux obtenus par des simulations. Nous 
d6terminerons les compositions et les contraintes qui leur sont associées, de toutes les 
couches des régions actives dans les trois hétérostnictures. Finalement, les dsultats 
obtenus par cette technique nous permettront de dévoiler les caract6ristiques structurales 
& nos Echantillrins, à savoir i'hornogén&5 des compositions, les fluctuations des 
largeurs des puits quantiques et des barrieres, la qualité des interfaces et l'existence 
éventuelle de lacunes ou de dislocations dans les réseaux. De telles caractéristiques 
structurales affectent aussi bien le temps de vie des porteurs que l'efficacité de leur 
capture par les puits quantiques. Ainsi, la caractdrisation stnicturale permettra une 
interprétation " é c l W *  des résultats obtenus par des investigations optiques. 
CHAPITRE 1 
Lasers ih semilconducteurs 
Problématique et objectifs de nos recherches 
1.1 Introduction 
Nous commençons ce chapitre par poser la problbmatique et énoncer les objectifs de nos 
recherches. Ensuite, nous décrivons briévement certaines propriétés de sauctures laser il 
puits quantiques. Il s'agit essentiellement de mem en relief les effets de confinement 
sur les bnergies et sur le mouvement des porteurs. Nous abordons, de façon succincte, 
certains effets des contraintes en compression ou en tension. Les processus de relaxation 
des porteurs ainsi que leurs échelles de temps sont discutds. Dans la derni& partie de ce 
chapitre, nous décrivons la réduction des taux & refroidissement des porteurs en termes 
d'effet d'écrantage edou de phonons chauds. 
1 3  Choix des structures, problIémtique et objectifs de na recherches 
Dans un système de communication à grande échelle, l'information est véhicd6e à l'aide 
de fibres optiques, milieu peu dispersif et peu absorbant des longueurs d'onde de 1.3 CM 
et de 155 pm, respectivement. Avoir des lasers qui émettent à ces longueurs d'onde 
requiert la croissance de quaternaires &inGaAsp. Cela justifie notre choix des structures 
laser à puits quantiques multiples émettant aux longueurs d'ondes sus-mentionnées. 
Ayant un gap direct, ce type d'hét~rostmture st d'une grande utilité technologique. En 
effet, de telles structures peuvent être utilisées comme commutateurs de très hautes 
vitesses, sources de lumiére (lasers) ou dbtecteurs aux longueurs d'ondes sus- 
mentionnées. De plus, les mis h~t610smctures que nous avons considétées sont 
différentes des points de vue des conmintes compressives, des nombres et largeurs des 
puits quantiques. Cela nous permettra d'étudier l'influence de ces différences sur les 
caractéristiques stmcrurales et sur les propriétés optiques et de transport de trois 
hitérostructures. 
Utilisé dans un système de communication, un laser doit transformer, le plus rapidement 
possible et avec la meilleure pddsion possible, la modulation du courant qui lui est 
appliquée en un signal lumineux transitoire. Actuellement, on module des lasers à des 
taux & 10 GWs et on souhaite augmenter ce taux B des valeurs pouvant atteindre 
quelques dizaines de GHz's. Une modulation d'une celle rapidité requiert un transfert 
efficace et rapide des porteurs depuis les contacts électriques jusqu'aux puits quantiques 
& la région active. ûr, comme nous I'avons mentionné préc&kmment, il y a un écart 
énorme entre les prédictions théoriques et la réahté ex-ntale en ce qui a trait à la 
largeur de bande de mdulation et à la rapidité de composantes éiectroniques à base de 
semi-conducteurs. En effet, la thdorie prédit qu'on pourrait atteindre des largeurs de 
bande de modulation allant de 60 à 90 GHz alors que dans la réalité expérimentale, les 
meilleurs lasers possèdent des bandes de modulation variant de 20 GHz ài 40 GHz (selon 
l'alliage considéré). Nous croyons que les performances des lasers à puits quantiques 
multiples sont essentiellement contrôlées par la dynamique des porteurs et sont souvent 
limitées par la vitesse de transfert des porteurs entre puits quantiques et barrières. La 
compréhension des facteurs qui limitent la fréquence de modulation et la connaissance 
détaillée des processus de relaxation, de transport et de capture sont alors d'une grande 
importance pour la conception de composants opto-électroniques ou photoniques ultra 
rapides. Nous nous proposons àe contribuer à l'amélioration de notre compréhension de 
la dynamique des porteurs, En ermes plus précis, nous nous fixons les objectifs qui 
suivent. 
Identifier des processus de relaxation des porteurs dans nos hétérostructures laser. 
Chaque processus est caract6risé par un temps. Plus la relaxation des porteurs est 
rapide, meilleur est le temps de réponse d'un laser à une modulation externe. 
Identifier des mécanismes physiques qui raientissent la thermalisation des porteurs. 
Identifier des phhom2nes qui réduisent I'efficacit6 de capture des porteurs par les 
puits quantiques. Ces phénomènes augmentent le courant seuil d'un laser et réduisent 
sa puissance. 
Évaluer les temps de transport, de relaxation, et de capture des porteurs. Des temps 
longs limiteraient la vitesse de réponse d'un laser B une modulation e x m e  
(information à véhiculer dans un réseau de fibres optiques). 
P CompI6ter les investigations des proprietés optiques et de transport par une 
caract€risation structurale des trois lasers et corréler les résultats. Une inhomogénéite 
de la composition B travers la région active, des fluctuations des épaisseurs des puits 
quantiques ou des barrières ethu une mauvaise qualité d'interface entre les couches 
affectent la longueur d'onde d'émission d'un laser, la largeur à mi-hauteur de la raie 
ainsi que la vitesse de transfert des porteurs entre les diverses couches. 
De plus, des effets de porteurs chauds, de phonons chauds et de transfert de porteurs entre 
les vallks subsidiaires de la bande de conduction (ï-L) seront investigués. La majorité 
des phénomènes, cités ci-dessus, posent une limite ultime aux performances d'un laser. 
La photoluminescence standard permet d'observer les propriétés statiques des matériaux 
semiconducteurs, Cette technique peut donner des informations sur le produit des 
distributions des porteurs fc (E, )x  fh(Eh), où e higne les blectrons et h ddsigne les 
trous. La photoluminescence résolue en temps (de - 100 fs de dsolution dans notre cas), 
comme son nom l'indique, permet de suivre I'6volution des distributions de porteurs dans 
le temps f,(E,,t)x fh (Eh , t )  , où t désigne le temps. Cette technique permet donc 
d'ktudier une dynamique ultra-rapide des porteurs. Quant à la caractérisation structurale, 
nous la ferons h l'aide de la diffraction de rayons X de haute résolution. Toutes ces 
techniques, ainsi que les structures étudiées, seront cikites avec de plus amples détails 
dans le chapitre suivant. 
1 3  Bref rappel des effets de confinement 
Les propriétés physiques des hétémstnictures à semi-conducteurs sont très intéressantes 
pour de nombreuses applications technologiques. En effet, sans en donner une liste 
exhaustive, on peut citer leur usage dans les diodes laser, photomultiplicateurs, transistors 
à effet tunnel résonnant, transistors bipolaires à haute vitesse et photodiodes PIN. Dans 
notre contexte, une hét6rostnicture est constituée d'une région active semi-conductrice. 
Celle-ci peut contenir un ou plusieurs puits quantiques alternés avec des banières. 
Typiquement, lV6paisseur d'une couche active varie du centiéme à quelques dixiémes de 
microrn&re. 
Lorsque l'épaisseur de la couche active, L, est de l'ordre de la longueur d'onde de 
Broglie (k = h/p - LJ, des effets quantiques apparaissent. En effet, les technologies de 
croissance et de gravure actuelles permettent de restreindre le mouvement des porteurs 
dans plus d'une direction. La figure 1.1 en illusbe un exemple. On y note l'altération 
profonde des 6nergies et des densités d'états due à la réduction, dans une ou plusieurs 
directions, de l'épaisseur de la région active. 
Dans des structures à puits quantiques, le mouvement des porteurs dans la direction 
orthogonale à la couche active est restreint. L'énergie cinétique des porteurs, en 
mouvement dans cette direction, est quantifiée en niveaux discrets. Nous en représentons 
quelques-uns à la figure 1.2. Par contre, les états énergétiques dans le plan de la couche 
sont continus. Les fonctions d'onde des électrons dans la bande de conduction et des 
trous dans la ban& de valence sont obtenues en résolvant l'équation & Schrodinger. 
Pour un puits quantique de largeur finie L, les énergies accessibles aux porteurs sont & 
la forme : 
Z 
avec 
E,, désigne, tel qu'illustré à la figure 1.2 : EIC ou EX ou E3c pour les électrons, EIHH OU 
EZHH OU EjHH pour les trous lourds,  el^ OU Eu OU E 3 ~ ~  pour les trous légers. 
Les processus de recombinaison bande à bande, habituellement rencontrés dans les 
massifs, sont alors fondamentaiement modifiés. Conformément à la règle de dlection 
(An = O), les énergies des transitions observables sont données par : 
En changeant la largeur des puits et/ou la composition (x, y) dans des h6térostructures à 
puits quantiques multiples d'Inl-xGa,A~Pt,, on peut couvni selectivement plusieurs 
longueurs d'ondes d'dmission laser. 
Figure 1.1 : Repdsentation des vecteurs d'onde et des densitds d'ttats 
dans un semi-conducteur massif et dans des structures 2D, 1D et OD. 
Mise en kvidence des effets de confinement. 
Bande & condudion Puits quritique Bam'àe 
Figure 1.2 : Structure de bandes et transitions dans un puits quantique. 
Le gain de ce type de lasers est de beaucoup plus élevé que celui des lasers à base de 
massifs conventionnels. En effet, on sait que les porteurs injectés (optiquement ou 
électriquement) sont, dans une large mesure, responsables des pertes internes. 
Les puits quantiques, ne requdrant qu'une faible injection, sont plus efficaces pour 
générer plus de puissance que les lasers conventionnels. En d'autres termes, les pertes 
sont moindres. il en résulte une baisse du courant seuil. Un autre avantage des lasers à 
puits quantiques réside dans le fait qu'ils produisent un gain avec un changement d'indice 
moindre comparativement aux lasers à base de massifs. Le piaillement (chirp) dans les 
lasers à puits quantiques est alors moindre et la raie émise est plus étroite. 
1.4 EITets d'un désaccord de maille 
Contrainte en compression ou en tension 
La croissance épitaxiale d'un cristal sur un autre est sans défauts si les parami?tres de 
maille des deux cristaux ne diffèrent que de très peu. En présence d'un léger désaccord 
de réseau (c 0.1 %), les différents sites s'agencent à l'interface. Cet accord n'est possible 
que lorsque la contrainte à l'interface est élastique. Dans ce cas, chaque atome frontalier 
n'est que légèrement déplacé de sa position originale. En général, une bonne pattie de 
l'énergie due à la contrainte est Libérée suite à la formation d'une dislocation (absence 
d'atome de son site habituel) dans l'un ou l'autre des deux réseaux. E%h de la 
dislocation, le cristal contient plusieurs liaisons pendantes qui joueront le &le de centres 
non radiatifs pour les électrons et les trous. La génération de dislocations dépend à la fois 
du désaccord de maille et de L'épaisseur de la couche épitaxiale. Pour un désaccord de 
mailles hala allant & -5 x 10" à 5 x  IO-^, Oe et collaborateurs [68] ont montré l'absence 
de dislocation dans une double hdiérostructures d'InGaAsP d'épaisseur de 0.4 pm, 
6pitaxiée sur un substrat d'1.P orienté dans la direction [OOl]. L'augmentation de la 
valeur de la contrainte tolérable (sans dislocation) exige la réduction de l'épaisseur & la 
couche. 
Dans certains lasers Zi puits quantiques, le pafam&re & maille de la couche active diffère 
légérernent de ceux du substrat et de la couche couvercle (cap layer). Ces lasers sont 
qualifiés d'être sous contrainte. Les principaux avantages de la contrainte sont : (i) de 
baisser la densite du courant seuil, et (ii) & rBduire la largeur spectrale de la raie laser. 
Les nouvelles performances, ainsi obtenues, sont dues à un changement dans la structure 
des bandes induit par le désaccord de maille. Dans un semiconducteur à gap direct, une 
contrainte compressive ou de tension sépare les bandes des trous lourds et ldgers au point 
î de la zone de Brillouin, où la bande interdite passe par un minimum. La densite de 
porteurs injectés et la densitb de courant nécessaires à l'obtention d'une valeur de gain 
donnée sont plus faibles dans un semi-conducteur sous contrainte que ceux 
correspondants au même semi-conducteur non contraint [69]. La réduction de ces 
param5tres est due, en partie, à la baisse de la masse effective des électrons sous L'effet de 
la contrainte. La figure 1.3 montre les structures de bandes d'un semi-conducteur sous 
contrainte. 
Contramte compressive Contrainte de tension 
Figure 13 : Structures de bandes d'un semi-conducteur à gap direct sous 
contrainte. La lumiére émise est polarisée TE ou TM selon que les 
électrons se recombinent avec les trous lourds ou légers respectivement. 
1.5 Processus de relaxation des porteurs dans un composé ïïï-V photo-excité 
L'excitation d'un semi-conducteur iiI-V par une impulsion laser ultra courte, crée des 
paires électron-trou. En géndrai, l'impulsion excite des dlectrons à partir des trois bandes 
de valence et les distributions d'&züons et de trous photo-excites sont déterminées par 
la largeur specüaie de l'impulsion et les dispersions des bandes de conduction et de 
valence. 
On peut distinguer trois catégories majeures de processus de relaxation des porteurs : (1) 
ceux qui changent la quantitd de mouvement nette du système de porteurs; (2) ceux qui 
changent son énergie nette, et (3) ceux qui redistribuent énergie et quantité de 
mouvement parmi les porteurs. La première catégorie inclut la relaxation des porteurs 
suite à lem interactions avec des phonons (optiques et acoustiques), des impuretés et des 
défauts. De plus, un désordre structural ou une imperfection d'interface dans une 
hétérostnicture peuvent jouer un rôle important parmi les processus de relaxation des 
porteurs. Dans la seconde categorie, le processus de relaxation dominant se manifeste 
par l'émission de phononn Quant aux impuretés, elles ne peuvent infliger aux porteurs 
une perte considérable d'énergie à cause du grand écart entre leurs masses. La troisième 
catégorie de processus de relaxation inclut, d'une part, les recombinaisons Auger et 
l'absorption des porteurs libres. Ces processus, non radiatifs, augmentent l'énergie des 
porteurs. D'autre part, des processus tels que les recombinaisons radiatives et l'ionisation 
par impact peuvent changer l'énergie du système de porteurs de manière quantifiée (par 
quanta). Les collisions entre porteurs assureront la redistribution de l'énergie entre eux. 
1.6 Constantes de temps caractéristiques de chaque processus 
Des porteurs photo-excités traversent plusieurs régimes hors d'équilibre avant d'atteindre 
l'équilibre themique. Les distributions de porteurs sont caractérisées par une vaste 
gamme de constantes de temps. En effet, ces temps caractéristiques de chaque régime, 
varient de la femtoseconde pour la relaxation de phase des etas nouvellement peuplés, à 
la sous picoseconde et picoseconde p u r  que ces porteurs s'échangent de l'énergie et 
établissent une température commune, et jusqu'aux nanosecondes pour leur transport et 
recombinaison. Le @ m e  dit cohérent est celui où les états nouvellement peuplés (par 
l'impulsion laser) retiennent encore de la cohérence entre eu-mêmes et avec les champs 
électromagnétiques locaux. Le traitement approprié de ce régime fait appel à la 
mécanique quantique ii N corps qui permet un traitement détaillé de la dynamique des 
porteurs. Cette tectmique utilise les fonctions de Green (701 ou les matrices densités 
(71,721 qui sont des fonctions spatiales ou spatio-temporelles de corrélation entre deux ou 
plusieurs particules. Quant au régime de la picoseconde et moins, où la relaxation se fait 
par émission de phonons LO, par interactions entre électrons (e-e), entre trous (t-t) et 
entre électrons et trous (e-t), il relève de la théorie semi-classique de transport. On parie 
alors de deux équations de Boltzmann, à une particule chacune, couplées et dépendantes 
du temps. Ces équations expriment l'évolution des fonctions de distributions des 
électrons et des phonons. Leurs solutions suffisent pour calculer les taux de 
refroidissement des dlectrons et des trous. Les divers processus de relaxation ainsi que 
leurs échelles de temps sont donnés par la figure 1.4 [Sl]. 
1.7 Notion de îempérature effecîive des porteurs 
lmmédîatement après une excitation d'un semi-conducteur par une impulsion optique, 
des &cicons et des trous acquiérent des énergies qui correspondent à des états hors de 
l'équilibre thermique. Des collisions du type porteur-porteur (e-e et t-t) assurent la 
redistribution de l'énergie à I'intkrieur de chaque sous système (d'électrons ou de trous). 
0 --- impulsion laser ultra brève 
Relaxation suite à une redistribution des quantités de mouvement ( I 200 fs ) 
Relaxation par interactions porteur-porteur (e-e et t-t) 
Relaxation par transfert entre les vallées ( î + L , X ) 
Relaxation par interactions mu-phonon optique 
Relaxation par interactions Blectron-trou 
Relaxation par interactions électron-phonon optique 
Relaxation par transfert entre les vallées ( L , X 4  î ) 
Capture des porteurs par les puits quantiques 
Relaxation par difision entre les sous-bandes ( AE 2 ho,) 
Relaxation par interactions porteurs chauds-phonons chauds 
Régression de la distribution de phonons optiques 
Relaxation par interactions porteur-phonon acoustique 
Relaxation par diffusion entre les sous-bandes (Aü <ho,) 
4 Recombinaison des porteurs 
TEMPS 
Figure 1.4 : Les différents régimes de retour à l'équilibre thermique d'un 
semi-conducteur photo-excité et leurs échelles de temps [SI]. 
Les distributions d'électrons et de trous sont caractérisées respectivement par des 
températures différentes Tc et Th, supérieures à ceUe du réseau, TL. Par collisions entre 
électrons et trous, la température de l'ensemble des porteurs converge vers une 
température unique Tc = Th = Tc toujours supérieure à celle du réseau. Ensuite, les 
interactions entre les porteurs et les phonons amènent le systeme de porteurs h la même 
température que celle du réseau. Finalement, les porteurs se recombinent et le semi- 
conducteur retourne h l'équilibre thermique. La figure 1.5 ilIustre de manière simplifiée 
ce retour à l'équilibre thermique. ïi faut noter que ces processus de relaxation, tels 
qu'illustrés à la figure 1.4, ne sont pas nécessairement séquentiels. Certains d'entre eux 
peuvent se chevaucher dans le temps. 
+ Hors & l'tpiiiibir thermique 
Figure 1.5 : Schéma simplifié du retour à l'équilibre d'un semi- 
conducteur photu-excité. 
1.8 Taux de dmidissement des éltxtrons 
Pour de basses températures (Tc c 40 K), les énergies des porteurs 6tant inférieures à 
&,,) la interactions avec les phonons acoustiques sont dominantes. Les k û o n s  
1 O 
sont alors couplés aux phonons acoustiques par deux champs, celui du potentiel de 
déformation et du potentiel piézoilectrique. A des températures plus éievées, les 
interactions avec les phonons optiques polaires deviennent dominantes. 
1.8.1 Taux de refroidissement par interactions avec le potentiel de déformation 
Dans le cas d'une bande parabolique simple, le taux de refroidissement par électron, 
moyenné sur une dismbution de Fermi est donné par [73] : 
(:)& = -1.07 x IV [ m * h ] " ~ ~ ( e v ) l ' [ ~ ~ ( ~ l  x[l - ,T F , ( I ) ) ~ v  pl 
dglcm3) 
L c -- 
F p )  s a *  
où Ef est la constante du potentiel de déformation, mo est la masse de l'électron libre et 
m* sa masse effective, p est la densité du matériau, Tc est la température de I'électron, TL 
est celle du réseau et F,(q) désigne les intégrales de Fermi qui sont données par : 
avec E= (E  - E,)/K,T, , >I = (EF - Ec)/  KBTc , Ks est la constante de Boltzmann 
et r(i + 1) est la fonction gamma Pour les distributions non dégén6rées, (qcc O), Fj(q) = 
explil) pour tous les j et dors le rapport des fonctions de Fermi vaut un. 
1.8.2 Taux de refroidissement par interactions piézo-électriques 
Pour ce type d'interaction, le taux âe refroidissement par électron, moyenné sur une 
distribution de Fermi est donnd par [73] : 
où el4 est la constante de couplage piézo-ektrique, Q est la masse de l'électron libre et 
Ks désigne la constante diélectrique statique. Pour les distributions non dégénérées, 
1.8.3 Taux de refroidissoinent par interadions avec des phonons optiques polaires 
Au fur et à mesure que la température des porteurs augmente, le nombre d'électrons qui 
peuvent kmettre un phonon optique (Am, = 30 + 40meV) devient de plus en plus 
significatif. A des températures Tc > 40 K, la grande énergie cédée par les électrons aux 
phonons optiques, fait que ce type d'interaction domine le processus de refroidissement. 
Dans le cas d'une distribution dégénénk d'électrons, le taux moyen de perte d'énergie 
par électron suite à ce type d'interaction est dom6 par [74,75] : 
1 avec N, = - 1 f(&)= , Ib = e ~ o [ ? h r u m / m * ]  % 
exO - 1 1 t exp( E -  r f )  
x c  = ' U L O  et x 0  = oii hmO ait l'dnergie du phonon optique 
K sTc K BTL 
longitudinal et K, est la constante diélectrique aux fréquences optiques. 
Pour une distribution non dégénetée, l'expression précbdente se simplifie à : 
oh M x )  est la fonction de Bessel modifiée, d'ordre zéro. 
1.8.4 Refroidissement par interactions avec phanaas optiques non polaVos 
En plus des processus de relaxation sus-mentionnb, des 6lectrons peuvent aussi interagir 
avec des phonons optiques via le potentiel de déformation optique. Ce type de relaxation 
est communément appelé : relaxation par phonons optiques non polaires. Toutefois, dans 
les Iü-V et leurs alliages, ce type d'interaction n'est pas très important pour des éiectmns 
au fond de la vallée centrale. En effet, les fonctions d'onde pour ces électrons sont du 
type s, et l'élément de matrice est nul pour des raisons de symétrie. Par contre, des 
électrons excités à plus hautes 6nergies peuvent avoir une composante du type p dans leur 
fonction d'onde. Par conséquent. des interactions entre électrons et phonons optiques 
non polaires ou des transferts entre r, L evou X peuvent contribuer aux processus de 
relaxation. 
Le taux de perte d'énergie total est la somme de tous les taux discutds précédemment. 
Pour des distributions non dégénérées d'électrons et de trous, l'énergie moyenne par 
paire électron-trou est de 3KeTc . Si, suite à une excitation par impulsion laser, To 
[=Tc(0)] représentait la température des porteurs à l'instant t = O, alors Tc(t) serait 
donnée par : 
TC ( t )  = T~ -  ~ K B  IcK%#t 
où C est un facteur qui tient compte de la réduction du taux de refroidissement sous 
l'effet d'écrantage ou de phonons chauds. 
13 Réduction du taux de refroidissement des porteurs 
EHet d'écrantage ou de phonons chauds? 
Au début des annies 1980, plusiews mesures sur des systèmes quasi-2D, rapportaient des 
taux & refroidissement beaucoup plus réduits comparativement aux valeurs 
théoriquement prédites pour les semi-conducteurs massifs 1761. Alors que d'autres 
rapportaient des taux comparables [77]. Depuis lors, un intérêt grandissant a été accordé 
aux calculs & ce taux de refroidissement [78-841. La conclusion générale de ces études 
était que l'effet dimensionnel était très faible et qu'un taux de rehidissement fortement 
réduit pouvait être noté aussi bien pour les massifs que pour les systèmes quasi-2D sous 
haute densité d'excitation. Une première tentative d'explication de la réduction du taux 
de refroidissement, fut l'écrantage des interactions électron-Lû-phonon par la dense 
population de porteurs libres photo-excités [85]. Ensuite, on reconnaissait que 
I'écrantage, à lui seul, ne pouvait expliquer une telle (grande) réduction des taux de 
refroidissement et on proposait des modèles évoquant les phonons chauds [86-891. Selon 
ces modèles, les porteurs €mettent un grand nombre de phonons au cours de leur 
relaxation. Considérant la durée de vie relativement grande de ces phonons, ces derniers 
sont réabsorbés par les porteurs et le taux de refroidissement est alors réduit. Ce 
phénomène réduit les performances des composants optw9ectroniques. 
1.10 Conclusion 
Dans ce chapiîre, nous avons vu que les états électroniques dans les puits quantiques, 
appelés états confinés, sont différents des états dans les massifs. Les bandes de 
conduction et de valence se subdivisent en plusieurs sous bandes sous l'effet du 
confinement. Pour des barrières de hauteur finie, les fonctions d'onde des états confinés 
pénètrent dans ces barrières jusqu'à une certaine profondeur. Par contre, pour des 
barrières "infiniment" hautes, les fonctions d'onde s'annulent à l'interface puits 
quantique/barrière. De plus, les puits sont considérés indépendants dans le cas où les 
barrières seraient très épaisses. En diminuant l'épaisseur des barrières, les fonctions 
d'onde dans deux puits quantiques adjacents se chevauchent et donnent naissance à des 
mini-bandes. Les propri6t6s de transport sont fondamentalement modifides 
comparativement à celles des massifs. 
Nous avons reni certains processus, rapides et complexes, de relaxation des porteurs. 
Ceci nous a amen6 à dkrire la notion de température effective des porteurs. Une 
excitation à forte énergie ou de forte intensité, crée une grande population de porteurs 
chauds. Très souvent, les interactions porteur-porteur jouent un effet d'écran aux 
interactions électron-phonon optique. De plus, au cours de la relaxation, les porteurs 
hettent beaucoup de phonons et la population de ces derniers est amplifiée. il en résulte 
que les porteurs peuvent en réabsorber. C'est le phénomène de phonons chauds. 
L'écrantage des interactions électron-phonon optique et le phénomène de phonons chauds 
ralentissement les processus de relaxation des porteurs. Cela affecte les performances 
des lasers à puits quantiques. Afin de mieux comprendre les interactions des processus 
de relaxation et leurs influences sur les propriétds optiques et de transport des 
h&drostmctures laser & puits quantiques multiple, une étude détaillée de dynamique des 
porteurs est nécessaire. Ce genre d'étude fait l'objet des prochains chapitres. 
CHAPITRE 2 
Structures ih puits quantiques multiples 6tudiées 
Techniques expérimentales utilisées 
2.1 Introduction 
Dans ce chapitre, nous décrivons d'abord les structures à puits quantiques multiples que 
nous avions 6tudiées. Ensuite, nous présentons les techniques expérimentales que nous 
avions utilisées. fi s'agit essentiellement de la photoluminescence standard (PL), 
photoluminescence résolue dans le temps (PLRT) et la diffraction de rayons X de haute 
résolution (DRXHR). Pour la PLRT, l'optimisation du signal obtenu à la somme des 
deux fréquences, le réglage de l'origine des délais, et les sources de bmit sont discutés. 
2 2  Description des structures ii puits quantiques mulaples 
L s  mis structures à puits quantiques multiples d'InGaAsP que nous avions étudiées sont 
libellées A, B et C, Eües sont schématisées par les figures 2.1 et 2.2. La croissance de 
ces structures a été effectuée par épitaxie aux organo-métalliques en phase vapeur 
(MOCVD) sur substrat n+-InP dopé 2 x 1o1\m*'. Pour la sfnictwe A, on retrouve 
d'abord une couche tampon d'InP & 15 pu d'épaisseur (non montrée sur les figures 2.1 
et 2.2), puis une première région de confinement en escalier du type N (4 x 10" 
La région active de la stnictwe A est constituée de quatre puits quantiques d'lnGaAsP 
d'une épaisseur de 55 A chacun, non dopés et sous contrainte compressive (1.5 96). Ces 
puits sont entourés de bamères d'InGaAsP dont l'épaisseur est de 100 A chacune, non 
contraintes et dopées P (4 x 10" cm-3). La bande interdite des barrières est de 0.991 eV. 
Sur la région active, on retrouve une seconde région de confinement d'InGaAsP, dopée P 
(4 x 10" cm-3). La structure se termine par une couche couvercle d'inP non dopé. d'une 
épaisseur de 700 A. 
Figure 2.1 : Schbma de la structure A. Diode laser à quatre puits 
quantiques multiples émettant à 1.55 pm à 300 K. 
Pour les structures B et C, on retrouve une couche tampon de 1.5 pm d'épaisseur (non 
montrée sur la figure 2.2). puis une couche de confinement à'InGaAsP de type N (4 x 
10" cm-3) et dont la largeur de la bande interdite est de 1239 eV à 300 K. Les régions 
actives de B et de C sont composées de huit et de douze puits quantiques d'InGaAsP, 
respectivement. Ces puits, sous contrainte compressive de 1% et non dopés, ont une 
dpaisseur & 35 A chacun. Les barrières sont des couches dBInGaAsP de type P (4 x 10" 
nn3), non contraintes, ayant une dpaisseur de 100 A chacune et dont la largeur de la 
bande interdite est de 1.126 eV B 300 K. Pardessus les régions actives, on retrouve une 
seconde couche de confinement d'InGaAsP dopées P (4 x 10" cm'3). Ces structures se 
terminent par une couche couvercle d'InP, dopée P (4 x 10" cm-3) et dont I'dpaisseur est 
de 700 k Les épaisseurs des couches de confinement (exprimks en A) , ainsi que les 
longueurs d'onde (exprimés en p) des bandes interdites correspondantes sont données 
sur les tigwes 2.1 et 2.2. 
................................ 
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Figure 2.2 : Schéma des s t r u c m  B et C. Diodes laser à huit et douze 
puits quantiques multiples respectivement, émettant à 1.3 pm à 300 K- 
Ces structures ont été utilisées par Norte1 pour fabriquer des diodes laser à réseau 
distribué (DFB) à couplage par gain. Leurs caract&istiques, telles qu'obtenues par Lu et 
collaborateurs [90, 911, Li et collaborateurs [92], Makino et Lu [93], sont tds  
intéressantes. En effet, ces auteurs ont rapporté pour nos structures une température 
d'opémtion allant jusqu'à 100 'C, une temphture caractéristique v0) quasi-infinie, un 
rendement à mode unique de 90 %, une suppression du mode secondaire de 55 dB, une 
puissance de 50 m W  et une bande passante de modulation de 22 GHz. 
2.3 Principes de la pbotohuninescence résalue dans le temps 
Convendon vers les hautes fmuences 
Ce type de PLRT est basé essentiellement sur la génération d'une somme de deux 
fréquences. L'interpdtation physique de ce phénomène est assez directe. Le faisceau 
laser, à la pulsation tupet la luminescence émise par l'échantillon, à la  pulsation^,^, 
interagissent dans un cristal non linéaire et génèrent une polarisation non linéaire de 
second ordre P@)(w, =W, +Q),). Cette polarisation, cdsultonte d'une collection de 
dipôles oscillants, agit comme source de radiation B la pulsation Os =O, +UIR. En 
g6nérai, cette source peut rayonner dans toutes les directions. Cependant, l'intensité de la 
radiation emise dépend, à travers un facteur de phase, & la distribution spatiale de 
P(a =cu, +a). 
L'équation d'onde qui gouverne sa propagation dans un milieu non Linéaire de second 
ordre est donnée par 1943 : 
Tous les symboles et paramhtres y apparaissant ont les désignations habituelles. Chaque 
onde d'indice i = S, P ou IR est gouvernée par cette même équation. Chaque champ peut 
être décomposé en deux parties, longitudinale et transverse. L'équation ci-haut se réécrit 
alors 
La figure 2.3 schématise les divers vecteurs d'onde impliqu6s dans une opération de 
somme de fréquences réalisée par un cristal non linéaire. 
Figure 2.3 : Description des vecteurs d'ondes impliqués dans un 
prac~us  de génération de somme de 6%quences. 
Sur cette figure, nous désignions par 8, (n = II, 21, LT, 2T, ou S; 1 = incident, T = 
transmis et S = somme ) les angles entre les vecteurs d'ondes k, et la direction OZ. Les 
lettres 1 et T désignent incident et transmis respectivement. 
En hivant les champs incidents et la polarisation de second ordre sous la forme : 
Les solutions aux équations (2.2) et (2.3) pour le champ Es(ks, z, t) dans l'approximation 
de l'enveloppe à variation lente, nous permettent d'obtenir l'intensité du signal généré à 
la fréquence Us = Op +OIR. Cette intemite, moyennant quelques autres 
approximations, est donnée par : 
La valeur de l'intensité Is(z) atteint son maximum pour âk = 0, c'est à dire, 
kiT +kr =k&. Cette relation indique que la somme des fréquences est plus efficace 
dans la direction de ks, dite direction d'accord de phase. Nous y reviendrons. 
Des photons à la somme des deux fréquences ne sont générés que pendant la durée où le 
faisceau "pompe" est présent dans le cristal. Ainsi, ce mblange de fréquences fournit une 
dsolution temporelle de l'ordre de la largeur de l'impulsion. L'évolution temporelle de 
la luminescence, telle qu'illustrée par la figure 2.4, peut être obtenue en faisant varier le 
délai infligé au faisceau "pompe". La résolution temporelle de la technique est limitée 
par la largeur de l'impulsion laser. 
Figure 2 4  : liiustration du processus de génhtion de la somme des 
Mquences. La résolution du systeme dépend de la largeur de l'impulsion. 
Par ailleurs, la conversion des fréquences n'est efficace que lorsque la condition d'accord 
de phase est satisfaite. En général, ceci n'a lieu que pour une bande très étroite, centrée 
sur une longueur d'onde déterminée par l'angle d'accord de phase O,,. Par conséquent, à 
un délai donne, le spectre peut Stre obtenu en variant l'orientation angulaire du cristal non 
linéaire. 
23.1 Condition d'accord de phase 
La conversion vers les hautes fiQuences (as ) n'est efficace que lorsque les conditions 
de conservation de l'énergie et de la quanti3 de mouvement sont satisfaite. Ces 
conditions se traduisent par les équations suivantes, respectivement [95]. 
Pour un cristal non linéaire anisotrope, i'indice n i  correspondant ii une énergie h V i  , 
+ -B 
suivant la direction k, = k , (8  , ) est donné par : 
sin ' 0 cos ' # + sin ' 0 sin ' # + cos ' 8 1 1 1 1 1 1 = 0 (2.9) -- - -- - -- - 
2 2 n: 2 n :  2 ' i  n . c , i  " ~ . i  " z.i 
La direction de propagation de ronde à la somme des deux fréquences est donnée par son 
-b -b 
vecteur d'onde & , = k , (8 , @ ) tel qu'illustré par la figure 2.5. 
X 
Figure 2.5 : La direction de ks est repérée par les coordonnbes (0, Q). 
Pour un cristal uniaxial, dont L'axe optique est confondu avec 2, on a : 
- - 
It, - n ,  - no et n = n ,  ,i'équation(29)seréduit&: 
1 -=  sin 0 + cos * O  
ni? " c . i  z " 0 . i  2 
Pbur une somme de fréquences du type 1, c'est dire, IR et pompe sont parallèlement 
polarisés (tous deux 0, par exemple), l'angle & l'accord de phase est donné par : 
- sin ' O ,- [ l / n r ( 8 r  11- [ l / n d J  (2.1 1) 
[ l / n  :s ] - [ l / n  :,s ] 
où ns(8,,) est l'indice de réfraction a la longueur d'onde du signal (As) se propagent à 0, 
par rapport à l'axe optique du cristal non linéaire; c est la vitesse de la lumière dans le 
vide; n,lR et nos  sont les indices de réfraction du cristal non-linéaire à la longueur d'onde 
& la luminescence (Ad et à celle du laser (Ap), respectivement. Les indices O et e 
désignent des ondes du type ordinaire et extraordinaire, respectivement. 
23.2 Enfeacité quantique de l'opération de conversion vers les hautes fréquences 
L'eKcacit6 quantique dans une opération de conversion vers les hautes Fréquences, avec 
accord de phase, s'obtient par la dsolution du système h trois quations couplées 
E i (~ i~ , t ) ,  où i = p, IR ou S [W]. En utilisant des conditions aux frontières appropriées et 
en supposant qu'uniquement une faible partie de la puissance est transféde au signal 
à k (faible appauvrissement de la puissance pompe), l'efficacité quantique est donnée 
par : 
où Pp est la puissance du laser "pompe"; A est la section du faisceau IR au niveau du 
cristal non linéaire; c est la vitesse de la lumiére dans le vide, ~g est la permittivité du 
vide; &n est un coefficient effectif du cristal non Linéaire, et L est la longueur du cristal 
non linéaire. 
2 4  Certains facteurs limitants l'enicacité quantique de la conversion 
Certains facteurs peuvent limiter I'efficaci té quantique de conversion vers les hautes 
fi=équences. Dans ce qui suit nous en citerons quelques-uns. Si de l'absorption à la 
longueur d'onde l.p ou l.~ était importante, la longueur effective d'interaction serait 
réduite et l'efficacité quantique diminuerak On s'attend à ce que la puissance du signal à 
la somme des fréquences augmente avec i'intensité des impulsions de pompage. Ce qui 
est vrai dans une certaine mesure. En effet, une forte focalisation du faisceau pompe 
devrait augmenter l'efficacité quantique jusqu'à atteindre un niveau de saturation. 
Cependant, une forte focalisation peut endommager le cristal non linéaire. 
2.4.1 L'angle exprimant l'écart entre la propagation de l'énergie et la 
n o d e  l'onde 
On peut avoir un certain petit angle entre la direction de propagation de l'énergie (celle 
des rayons lumineux constituants le faisceau) et la normale à L'onde. Ce phénomène, 
connu sous le nom de "walk-off" réduit l'efficacité quantique du signal obtenu par 
conversion vers les hautes Mquences. L'angle entre les deux àirections sus-mentionées 
est appelé angle de déviation. Pour une conversion du type O + O + E (ordinaire + 
ordinaire + extraordinaire), cet angle est donné par : 
Dans ce cas, le faisceau S subit un déplacement lors de son émergence du cristal non 
Lindaire. Dans certains cas, autres que celui-ci, I'écart entre les directions de propagation 
des deux signaux (P et IR) réduit leur recouvrement causant ainsi, une diminution de 
l'efficacité quantique. 
Un faisceau à plusieurs modes peut contenir des spots chauds. Ces derniers augmentent 
l'effet du "walk-off". I.es meilleurs faisceaux sont ceux du type TEibb~. Finalement, la 
qualité du cristal non iin6aire est d'une importance primordiale. En effet, une non- 
uniformité dans la tempéranire 1e long du cristal ou une inhomogénéité dans son indice de 
réfraction peuvent empêcher La satisfaction de lacondition d'accord de phase. 
2.43 La largeur spectrale 
L'efficacité quantique diminue assez rapidement dès que la condition d'accord de phase 
n'est pas pleinement satisfaite. En effet, ses variations avec Ak sont données par la 
formule : 
sin (LU) 
t l , ( W = t t , ( & = O )  w)' 
où L est la longueur du Mistal non ün6aire. Sachant que sinSx)lx = 0.5 lorsque x = f 
1.39, la largeur à mi-hauteur (FWHM) est donnde par : 
Dans le cas d'une somme de fréquences du type O + O + E, l'expression ci-haut se 
réduit à : 
où les yi (i = S ou IR) sont donnés par : 
Les différents termes ont les mêmes significations que précédemment. 
2.4.4 Différence entre les vitesses de groupe 
Dans les techniques de mélange d'ondes, la différence entre les vitesses de groupe des 
ondes mélangées impose une restriction de la résolution temporelle. Dans l'opération de 
conversion vers les hautes fréquences, la diffbrence de vitesses de groupe entre P 
("pompe") et la luminescence IR détériore la dsolution ultime qu'on po-t atteindre 
par cette technique. Dans le cas d'une somme de fréquences du type O + O E, 
l'élargissement temporel induit dans le cristal non linéaire, dû à des vitesses & groupe 
différentes, est donné par : 
oil yp est donné par : 
L'effet d'une différence de vitesses de groupe sur la résolution temporelle est assez 
important. Pour s'en convaincre, il suffit d'évaluer yp et yw à partir des expressions des 
indices de réfraction [%-981. 
24.5 Angle d9acceptance 
L'eficacitb quantique donnde par Nquation (2.15) est diablie pour un accord de phase 
supposé parfait. Cependant, un Eger changement & 1a fréquence IR ou de son angle 
d'incidence conduit h une déviation appréciable de la condition accord de phase parfait. 
Sachant que la luminescence IR est kmise dans toutes les directions, l'angle de son 
acceptation par le cristal non linéaire est alors d'une importance primordiale dans les 
processus de somme & fréquences. Pour un accord de phase dans une géométrie 
colïn6tire, il a ét6 &montré 1993 que l'angle d'acceptance pour une incidence contenant 
l'axe optique du cristal non linéaire est plus petit que celui correspondant & une incidence 
qui lui est perpendiculaire. Cependant, ces deux angies peuvent être amenés à la presque 
kgaiid en utilisant la configuration non colinéaire [99]. Dans ce cas, l'angle 
d'acceptance est donné par : 
2.5 Montage expérimental de photolumSnescence résolue en temps 
La figure 2.6 représente le montage de photoluminescence résolue en temps (PLRT) que 
nous avons utilisé. Un laser argon pompe un laser titane-saphir. Ce dernier génère, à un 
taux de répétition de - 82 MHz, des impulsions ultra-brèves d'une largeur temporelle de 
- 100 fs. 
À la sortie du laser Ti-saphir. le fiisceau constitué d'impulsions ultra brèves (hv,). est 
divisé en deux. L'un d'eux est focalisé sur l'échantillon; ce dernier Bmet un photon dans 
i'inftatouge (hvIR). L'autre (hv,) parcourt un chemin optique pouvant subir un delai 
ajustable. Des filtres optiques et des polariseurs ont été utili& pour contrôler les 
intensités lumineuses dans chacun des bras. La luminescence provenant de l'échantillon 
( h ~ i ~ )  est recueillie par des n5flectem pboliques. Cette luminescence et le faisceau 
(hv,) traversant la ligne à Mai, sont focalisés sur un cristal non linéaire dont l'axe 
optique est convenablement orienté. Le signal généré, à la somme des deux fréquences, 
est oriente vers la fente d'entrée du spectromim. Ce dernier disperse le signal, le cas 
échéant, puis le transmet ven un photomultiplicateur (PM) pour être amplifié. Le signal 
final est recueilli par un compteur de photons (CP). 
4 Échantillon 
Figure 2.6 : Schéma du montage de PLRT utilisé. PDF : polariseur et 
diviseur du faisceau; Li (i = 1 à 4) : lentilles convergentes; CM, : cristal 
non linéah; Mono : monochmmateur; PM : photomultiplicateur, et CP : 
compteur de photons. 
Avec ce type de montage, nous pouvons obtenir ce que nous convenons d'appeler des 
spectres ou des cinétiques. Dans le cas des spectres, la ligne à est à une position 
fixe comprise entre zero et 1000 ps. La luminescence poly-chromatique (IR) €mise par 
l'échantillon est dors dispersée par le spectromètre et enregistrée par le compteur de 
photons. l+ étant fixe, à toute AR correspond une As. Sachant que l'angle d'accord de 
phase varie avec b, le rn-stal non linéaire doit donc tourner de façon synchrone avec le 
spectromètre. 
Dans Ie cas des cinétiques, il s'agit de l'observation de l'évolution temporelle de la 
luminescence issue de l'échantillon, émise à une AIR donnée (fixe). Le spectromètre et le 
cristal non lindaire sont alors positionnés (fixes), respectivement, à & et à l'angle 
d'accord de phase correspondants à AR. L'évolution temporelle est obtenue en déplaçant, 
par incréments discrets, la ligne à ddai. 
2.5.1 Optimisation du signal B la somme des fréquences 
Supposons qu'une surface SE de l'échantillon soit excitée par des impulsions laser. Tel 
qu'illustré à la figure 2.7, nous supposons la luminescence émise par l'échantillon (IR) 
est collectée par un ensemble de deux lentilles de distances focales fi et f2 = M x fi, 
respectivement. 
Désignons par N(hv~, t) d(hvni) dt le nombre de photons émis par I'échantilion, entre les 
temps t et t + dt, et ayant des bnergies comprises entre hvR et hvR + d(hvIR). Alors, en 
présence d'une impulsion laser focalisée sur une surface SCNL du cristal non linéaire, Ie 
nombre de photons génerés par ce dernier (à la somme des fréquences), entre les temps t 
et t + dt, et ayant des énergies comprises entre hvs et hvs + d(hvs) peut s'écrire sous la 
forme : 
où AQ est l'angle solide de réception de la luminescence (iR) par le cristal non linéaire. 
Figure 2.7 : illustration de la gknération du signal à la somme de deux 
fréquences et de son optimisation. 
Le facteur '/r, dans le second membre de l'équation précedente, est le produit de (95) fois 
(%). En effet, tenant compte des angles et des longueurs d'ondes selon lesquels la 
luminescence IR est émise, seulement la moiti6 de celle-ci, en moyenne, n'est exploitée 
pour la génération du signal à la somme des fréquences. Cela explique l'origine du 
premier terme %. De plus, la luminescence (IR) émise par l'échantillon est non polarisée, 
Alors, 50 8 de celle-ci est correctement polarisée pour remplir la condition d'accord de 
phase, d'où le deuxième facteur %. 
Dans le second membre de l'équation (2.23). le maximum de l'un ou l'autre des deux 
termes entte parenthèses est un. Alors, on peut en tirer deux conclusions. L'intensité du 
signal B la somme des deux fréquences diminue davantage lorsque : (1) l'angle 
d'acceptation du cristal non linéaire devient de plus en plus petit devant AQM2; (2) le 
terme SM devient de plus en plus p d  par rapport à SCNL. 
Posons X:  = AS2/A# et x f = S,/S, . On peut montrer que l'intensité du signal à la 
somme des deux fréquences atteint sa valeur maximale pour tout M compris entre XI et 
X2. De plus, la valeur de ce maximum est plus grande lorsque XI est supérieur à X2. 
2.5.2 Régiage de l'origine de la ügne B déiais 
Dans l'&de de ph6nomènes ultra-rapides, la détermination précise de l'origine des délais 
est essentielle. Une première méthode consiste à obtenir un signal d'autoco~ation, à
travers le cristal non linéaire, entre la lumière diffusée par l'échantillon et les impuisions 
laser passant par la ligne à délais. Notons que la configuration non colinéaire permet 
d'obtenir un signal d'autocorrélation avec un bruit de fond négligeable. Par contre, la 
configuration colinéaire produit un bruit de fond considérable car chacun des àeux 
faisceaux génère sa seconde harmonique. 
Outre sa grande précision dans la détermination de l'origine des délais, cette méthode 
permet une évaluation précise du temps de réponse du syst2me. En effet, la largeur 
temporelle du signal d'autocorrélation est toujours plus grande que celle de l'impulsion 
laser. Dans certains cas, l'origine des délais peut être déterminée avec une assez bonne 
pdcision en observant l'évolution temporelle de la PL issue d'une bande ayant un temps 
de montée extrêmement rapide. 
2.6 Certaiaes sources de bruit 
En gdnérai, l'intensité du signal obtenu par conversion vers les hautes fréquences est 
assez faible. Conséquemment, des fluctuations dans l'impulsion laser etlou le bruit de 
fond du photomultiplicateur constituent les sources majeures de bruit. Il est alon 
conseillé de pomper avec un laser le plus stable possible, de refroidir le 
photomultiplicateur et d'utiliser la technique de comptage de photons afin d'éliminer les 
petites impulsions de bruit. De plus, pour une luminescence à des longueurs d'ondes 
proches de celle du laser, l'intensité de la seconde harmonique du laser peut être plus 
elevée que ceile du signal obtenu par conversion vers les hautes fdquences. Une façon 
& contourner ce probliime consiste ài modifier les polarisations respectives des ondes IR 
et P de fqon h ce que la condition d'accord & phase pour la gékration de la seconde 
harmonique (h la raie laser) ne soit plus satisfaite. 
2.7 Montage expdrimental de photoluminescence en régime continu 
Le montage de photoluminescence standard, utilisé pour camct6riser les structures à puits 
quantiques multiples, est @enté h la figue 2.8. Les deux raies, 488 nm et 514 nm, d'un 
laser argon (Spectra Physics, modEle 164) ont ét6 utilisées comme longueurs d'ondes 
d'excitation des échantillons. Le faisceau est focalisé, sur les structures, par une lentille 
de 16 cm de distance focale. Des filtres de densité neutre calibrés (New Focus) ont 
permis de faire varier la densité d'excitation. La photoIuminescence dmise par 
l'échantillon est recueillie par une grande lentille de 13 cm de distance focale, puis 
focalisée sur la fente d'en& d'un monochromateur de 0.5 m (Acton Research). La 
distance qui sépare l'échantillon de la fente d'entde du monochmateur est & 52 cm, 
soit quatre fois la distance focale de la lentille placée au cenue. Un obturateur tournant h 
une fréquence & 15 Hz est connecg B une détection synchrone (Stanford Research). 
Trois circuits, construits avec des photodiodes Si, lnGaAs et PbS ont permis une 
détection de la photoluminescence sur une gamme de longueurs d'ondes allant de 400 nm 
à 2500 nm. Pour une meilleure optimisation de la détection, la lentille de focalisation à 
l'entrée du spectromètre ainsi que I'échantillon étaient placés sur cies unités permettant 
leur déplacement dans i'espace (x,y,z). Dans l'dtude de la variation de l'intensité de la 
photoluminescence en fonction de la densitd d'excitation, les largeurs des fentes de 
l'entrée et de la sortie du monochrornakur ont et6 maintenues constantes. 
Les mesures de photoluminescence standard, en fonction de la densité d'excitatioa, ont 
ét6 faites T = 77 K et à T = 300 K. Quant aux mesures de la PL en fonction de la 
température, une détection basée sur la transform6e de Fourier par un spectromètre 
Bomem (de l'université de Montréal) a Bt6 utilide. 
Laser Argon 
Specira Physics, 164 
Figure 23 : Schéma du montage de photoIuminescence standard PL = 
Photoluminescence, E : BchantiIlon, D : détecteur et PC : ordinateur. 
2.8 Ikscripîion du montage expérimental de la diffraction de rayons X ii haute 
résolution 
La diffraction de rayons X à haute résolution est une technique non destructive très 
utilide pour caractériser des hétémstructures semiconductrices . En effet, par cette 
technique on peut déterminer la composition, le nombre de périodes et les epaisseurs 
relatives des multicouches cristallines dans les super-&eaux. L'usage de la diffraction 
de rayons X pour l'évaluation de structures semi-conductrices a été revu par plusieurs 
auteurs [100, LOI]. Nous nous limitons ici à la description du montage. 
Le difhctomètre Philips à haute résolution que nous avons utilisé est formé de deux 
composantes de base, qui sont : le monochromateur et le goniomètre. 
Tel qu'illustré par la figure 2.9, le monochromateur est composé de quatre cristaux de 
germanium de haute pureté. La première paire de cristaux assure la très bonne 
collimation du faisceau & rayons X incident, produit par la raie CuKctl (A = 1.54051 A). 
Cette opération de collimation est nécessaire afin de minimiser la dispersion du faisceau 
au moment de sa diffraction. Le troisième cristal est placé de façon ?i m nimiser la 
dispersion spectrale (ANA - IO-'). Ainsi, ce cristal permet de réduire l'élargissement du 
pic de diffraction. Le quatrième cristal réfléchit le faisceau monochromatique obtenu 
dans sa direction initiaie. 
Le rnonochromateur proposé par Bartels El021 offre deux configurations de mesures: une 
pour une meilleure résolution (faible dispersion spectrale) et une pour une plus gran& 
intensité du faisceau. En effet, dans le premier cas les cristaux doivent être alignés 
suivant les plans (440). Aiors que, dans le second cas, les cristaux sont alignés suivant 
les plans (220). Avec la configuration (220), la résolution angulaire est de 12 sec et 
l'intensité du faisceau est de 900 000 coups par seconde. Sachant qu'un gain en intensité 
est souhait6 pour des couches minces, la configuration (220) est généralement utilisée. 
Tube à rayons X 
MonochOMafeur Bartels i 4 cristaux de Ge DCtccteur 
Collimateur 
Échantillon 
Figure 2 9  : Sch6ma d'un diffractométre de rayons X à haute résolution. 
Le goniomètre, servant de porte-échantiiion, assure une grande précision angulaire. Une 
représentation spatiale du goniomètre est donnée h la figure 2.10. La rotation angulaire o 
du goniomètre peut se faire à des intervailes de l'ordre de la seconde (0.00025 O), ce qui 
permet une bonne séparation angulaire des pics satellites dans un spectre de diffraction 
d'une stnicture B puits quantique multiples. 
hhantillon 
Plan 
Vecteur I I 
Figure 2.10 : Configuration spatiale du goniomètre. 
La rotation azimutale Y!, pouvant coumir une plage angulaire de f 178' permet de 
déterminer les désorientations du substrat ou des couches épitaxiales. L'inclinaison du 
plan d'incidence par rapport au plan horizontal est ajustée par i'angle @ pouvant varier de 
+ Sa par rapport à la verticale. L'angle $ permet de ramener le vecteur de diffraction dans 
le plan de diffraction, assurant ainsi une meilleure optimisation du signal diffracté (voir 
figure 2.10). Les plus petites variations de @ et Y sont de 0.001" et O. Io, respectivement. 
Les profiles de diffraction obtenus proviennent de balayages en (o, 20). En d'autres 
ternes, l'échantillon (repéré par o) et le détecteur (repéré par 28) tournaient en même 
temps. 20 est l'angle entrie le prolongement du faisceau incident et le faisceau diffracté et 
collecté par le détecteur. 
Interprétation des résultats obtenus par 
photoluminescence standad 
Dans ce chapitre, nous présentons et inierprétons les résultats obtenus par des mesures de 
photoluminescence en régime continu (PL-cw) et d'absorption. Dans un premier temps, 
nous étudions les variations & l'intensité de photoluminescence, & la température 
effective des porteurs et des positions des pics ainsi que leur largeur A mi-hauteur avec la 
densité d'excitation. Dans un deuxihne temps, nous observons les évolutions des mêmes 
paramhs que préc~demment, mais en faisant varier la température du réseau Dans les 
deux types d'investigations, Piafluence des qualie structuraies (comme l'homogénéit6 
des compositions des couches et la régularité de leur 6paisseur) et des processus de 
relaxation des porteurs sur les proprié& optiques et sur les performances d'une 
h6térostructure laser seront discutés. 
3 3  Résultats et interpiétation des mesures de PL-ew 
Des spectres de photoluminescence en continu à 77 K des structures A, B et C, obtenus 
pour différentes densités d'excitation, sont représentés aux figures 3.1, 3.2 et 3.3 
respectivement. Les résultas obtenus pour une température de réseau & 300 K sont 
représentés par les figures 3.4, 3.5 et 3.6. Dans les deux cas, la longueur d'onde 
d'excitation est de 488 nm. LRs pics principaux de photoluminescence correspondent aux 
transitions C 1-HH1 entre les états fondamentaux dans les puits PQ (PQ-EF). Quant aux 
Cpaulements, du côté des hautes énergies, ils conespondent aux transitions Cl-LHI, C2- 
HH2 (non visibles pour B et C) et aux recombinaisons dans les baniéres [103]. La 
référence [103] constitue l'annexe A de cette thèse. 
Le profil de ces spectres est consistent avec un processus de recombinaison électrons- 
trous du type bandes à bandes. Toutefois, on note la présence de queues & luminescence 
aux basses énergies. Pour la stnicture A, le centre de i'épaulement est à - 25 meV sous 
le pic principal. Quant aux sauctu~es B et C, il se situe à - 30 meV sous les pics 
correspondant aux transitions fondamentales dans les PQ. Sachant que l'énergie & 
liaison de L'exciton augmente avec la réduction de la largeur du PQ [lW] (ce qui est le 
cas pour B et C), on pourrait penser à une transition excitonique. Cependant, l'énergie de 
liaison de l'exciton 6valuée expérimentalement [lm] et thdoriquement [LOS] n'est pas 
aussi grande. Nous en donnerons des exemples dans la section suivante. 
Figure 3.1 : Spectres de photoluminescence de la structure A à Tt = 77 K 
pour diverses densités d'excitation (voir ldgende). 
Figure 3.2 : Spectres de photoluminescence de la structure B à TL = 77 K 
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Figure 3 3  : Specttes de photoluminescence de la structure C à TL = 77 K 
pour diverses densités d'excitation (voir légende). 
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L'dnergie & Liaison & I'exciton est de I'orcfre & 10 rneV pour une structure 
d9MPAsRiP dont la largeur du OQ est âe 65 A et elle demît vers des valeurs similuies 
ii celies obtenues dans les massifs en augmentant considérablement l '€pisseur du PQ 
1104, 1051. Nous attribuons donc cet épaulement h un déplacement du bcnû de la bande 
causé par la contrainte compressive, par des champs étectriques intenies, par &s 
fluctuations des largeurs des puits quantiques ou par une inhomogénéité des compositions 
[LM]. Dans une t e k  éventualite, la densité d'états qui lui est associée est en général 
faible et sa photoluminescence doit se saturer rapidement avec l'augmentation & la 
densité d'excitatim.[lM). L'observation attentive des spectres, spkialement ceux à 77 
K, appuie cette hypoth&se. 
Aux fortes densités d'excitation, nous avons obse~d  pour la structure A à TL = 77 K un 
signal cîe photoluminescence centré respectivement sur - 1.12 eV (figure 3.7a). Ce signal 
vient de la région de confinement (RC, adjacente à la couche couvercle d'InP) dont la 
longueur d'onde d'kmission est de 1-15 pm B la tempeiranire ambiante (un schéma de la 
structure A est donné A la figure 2.1). Cette PL provient de la région de confinement, 
adjacente B la couche couvnçie d'W et Cette couche est bien plus 6pisse (IWO A) que 
1'6paisseur de l'ensemble des dgions de confinement, PQ et barrières. Par conSequent, B 
TL = 77 K, la densité d'&ats y est nettement plus élevée. En ce qui concenie la structure 
B, aux fortes ciensités et TL = 300 K., nous avons observk un signal de PL centré sur - 
1.32 eV (figure 7%). Nous attribuons cette luminescence au zinc utilist5 comme dopant 
de type P de la couche couvercle d'W. Nous ne l'avons pas observé dans A car cette 
couche n'y est pas dopée. D'ailleurs, nous venons l'effet de la difision du sur les 
franges du spectre de diffraction de RX de haute résolution (chapitre 5). 
Pour des densites d'excitation aussi élevées que 15 k~lcm*.  nous n'avons pas observe 
d'émission stimulh. En supposant que chaque photon incident crée une paire électron- 
trou et que tous les porteurs diffusent vers les PQ avant & se recombiner, il est possible 
d'estimer la densité de porteurs photoexcités par unité de surface (n2~). Dans le tableau 
3.1, nous en donnons quelques valeurs d6tenninkes pour diverses densités d'excitation 
0. E.) et pour des temps de vie de porteurs (2) de 1Oûû ps et de 1500 ps. L'dnergie 
d'excitation h o  est & 2.54 eV (la raie 488 nm). Les temps de vie des porteurs sont 
a conformes à nos résultas obtenus par photoluminescence résolue en temps et que nous 
présenterons dans le chapitre suivant. 
Pour la plupart des densités d'excitation utilisées et pour une durée de vie des porteurs de 
1 ns, nous remarquons que les concentrations de porteurs (nzo) que les PQ peuvent 
idéalement collecter sont bien plus éievkes que 10" jugée nécessaire i une 
inversion de la population dans un laser [108]. fl est donc clair que des processus de 
recombinaisons non d a t i v e s  jouent un rôle non négligeable. Dans de telles 
hétdrostmctures, à base de quaternaires, les processus non radiatifs les plus importants 
sont: la recombinaison Auger, les imperfections d'interface et l'échappement des porteurs 
vers les banières. Nous discuterons de ces phenomènes, ainsi que de leurs effets sur la 
relaxation des porteurs dans les sections subséquentes et au chapitre 4. 
Figure 3.4: Specrres de photoluminescence de la stnicnue A à TL = 300 K 
pour diverses densités d'excitation (voir légende). 
Figure 3.5 Spectres de photoluminescence de la structure B B TL = 300 K 
pour diverses densités d'excitation (voir légende). 
Figure 3.6 : Spectres de photoluminescence de la structure C à TL = 300 K 
pour diverses densités d'excitation (voir légende). 
'"'3 (a RC: 1.125cV 
Figure 3.7 : Photoluminescence issue (a) de la région de confinement de 
A, (b) de la région de confinement et du zinc dans B. 
Tableau 3.1 : Densité de porteurs nul pour diverses densité d'excitation. 
.test exprimé en seconde et Aw est en eV. 
3.2.1. Interprétation de I'évolution de la PL en fonction 
de la densité d9excitation 
Contrairement aux résultas obtenus pour TL = 300K nous remarquons que les positions 
des pics centraux des PL se déplacent vers les hautes énergies avec l'augmentation de la 
densite d'excitation à TL = 77 K (figures 3.1'3.2 et 3.3). Les températures effectives des 
porteurs &) sont inférées à partir des queues aux hautes énergies des intensités de la PL. 
En effet, la PL issue des PQ dans ce régime peut être decrite par: 
I ( E )  = exp (- E l k , ~ , )  
où E est l'énergie des photons émis et ke est la constante de Boltzmann. te détecteur 
utilil est à base d'InGaAs. ii possède une réponse spectrale assez constante dans la 
gamme d'énergies qui nous intéresse. Comparée aux approximations utilisées pour 
établir l'équation (3.1)' l'incertitude que le détecteur introduit sur l'estimation de Tc est 
ndgligeable. Les variations de Tc ainsi que les déplacements des pics centraux avec la 
densit6 d'excitation, sont représentés aux figures 3.8,3.9 et 3.10 pour les stmtures A, B 
et C respectivement. 
F~gure 3.8 : Évolution de Tc et de la position du pic central de la PL & A 
avec la densité d'excitation 
Figure 3.9 : Évolution de Tc et de la position du pic central de la PL de B 
avec la densité d'excitation. 
Figure 3.10 : Évolution de Tc et de la position du pic centrai de la PL de 
C avec la densité d'excitation. 
D'après ces figures, nous remarquons que la température effective des porteurs Pc) est 
supérieure à celle du réseau dans les trois stmctwes. La variation de la température avec 
la densité d'excitation nous renseigne sur les mécanismes par lesquels les porteurs 
acquièrent ou perdent de l'énergie. En relaxant, une population de porteurs perd de 
l'énergie (vers le réseau ou d'autres porteurs), mais en gagne également. Ce gain 
provient de la relaxation d'un autre groupe de porteurs excités et ayant initialement, une 
énergie plus élevée. ii a été démontré que la température d'une population de porteurs 
(en équilibre thermique) est déterminée en égalisant les taux de perte et d'acquisition 
d'énergie [74, 109-1 13). La température effective des porteurs est obtenue en simulant 
les queux de hautes énergies des spectres de PL par IR@) a exp(-E/kBTc), où Ta) est 
l'intensité de la PL à une énergie E et kB est la constante de Boltzmann. Comme le 
montrent les figures 3.8,3.9 et 3.10, Tc augmente rapidement avec la densité d'excitation 
à des régimes de faibles densités d'excitation. Par contre, Tc augmente plus lentement 
aux régimes de fortes densités d'excitation. Un comportement similaire a été observé par 
Shah et collaborateurs [109, 112, 1131. Ii a été interprété par le fait qu'A haute densité 
d'excitation, la concentration de porteurs s'approche d'une valeur critique pour laquelle 
les taux de relaxation par interactions électron-éiectron et par électron-phonon LO sont 
dgaux [Log, 111-1131. Dans de telles circonstances, la quantité d'énergie transfdrée par 
chaque porteur photo-excitb au système de porteurs augmente moins rapidement avec la 
densite d'excitation conduisant à une augmentation lente de Tc. D'un autre côté, la 
population de phonons peut s'ampMer en présence d'une grande concentration de 
porteurs phota-excités. ïi en résulte que ces mêmes porteurs peuvent. réabsorber des 
phonons. Ce phhomène est connu sous le nom de porteurs chauds et phonons chauds. 
De plus, les processus Auger augmentent avec l'augmentation de la concentration de 
porteurs photo-excités et agissent comme une source de réchauffement des porteurs [37- 
401. Ces processus ralentissent la relaxation des porteurs et diminue l'efficacité de leur 
capture par les puits quantiques. Il en résulte que les performances optiques d'un laser 
sont fortement affectées (grande largeur à mi-hauteur et une faible Mquence de 
modulation, etc). Pour une discussion plus détaillée des mécanismes de relaxation, basée 
sur les évolutions de la PL et de Tc avec la densité d'excitation, le lecteur est prié de se 
référer à nos résultats publiés dans la référence [103] (annexe A), ainsi qu'à la 
bibliographie qui s'y trouve. 
Nous remarquons que les positions des pics principaux se déplacent vers les hautes 
énergies à mesure que la densité d'excitation augmente. Lorsque la saturation des PQ est 
atteinte (ou dépassée), les positions des pics de PL demeurent sensiblement inchangées. 
À la saturation, il y a un équilibre dynamique entre plusieurs processus physiques, et la 
PL issue des PQ ne change que très peu. Nous discuterons cette notion, avec plus de 
details, au chapitre 4. Ces déplacements sont de I'otdre de 5 meV, 8 meV et 25 meV 
pour les structures A, B et C, respectivement. Ces déplacements peuvent être attribuds, 
en partie, h des fluctuations des épaisseurs des PQ [114]. D'autres phénoménes, tels que 
le remplissage de bande, peuvent contribuer aux déplacements des pics de PL. 
Examinons-les successivement. 
Supposons que le phénomène de remplissage de bande soit la cause principaie des 
déplacements vers le "bleu" des pics de PL. Dans un tel cas, nous devons nous attendre à 
ce que le déplacement du pic de la PL de la structure B soit plus grand que ceux des deux 
autres structures. En effet, l'épaisseur de sa région active est plus petite que ses 
homologues dans A et C et le remplissage de bande, le cas échéant, y doit être plus 
prononcé. Quant h la structure C, son pic de PL s'est déplacé de 25 meV. il s'agit d'un 
grand déplacement qu'on ne peut attribuer, uniquement, au phénomène de remplissage 
bandes. Parmi les trois structures, C est la plus épaisse. Par conséquent, on pourrait 
penser à des défauts structuraux ou relaxation de la contrainte induisant des modifications 
du gap qui se manifestent essentiellement à basse température du réseau. Or, la 
caractérisation structurale par diffraction de RX de haute résolution (chapitre 5). nous 
apprend qu il n'en est pas ainsi. Dans ce qui suit nous discuterons les effets &s 
fluctuations des 6paisseurs. 
Des fluctuations d'dpaisseurs dans des PQ causent une modulation, dans l'espace del, de 
la bande interdite telle qu'illustrée à la figure 3.11. Comme le temps de diffusion est de 
L'ordre de la piscoseconde (chapitre 4), il est beaucoup plus court que celui des 
recombinaisons radiatives (- ns). Par conséquent, les porteurs photogénérés peuvent 
diffuser vers les creux de la modulation avant de se recombiner. À basse densité 
d'excitation, les porteurs occupent des états de faibles énergies. Par conséquent, la 
largeur à mi-hauteur (FWHM) du spectre de la PL est faible et l'énergie du pic 
correspond au minimum de la bande interdite@") (figure 3.11-b). En augmentant 
gradueUement la densid d'excitation, de plus en plus de porteurs vont occuper des états 
de hautes énergies. ia position du pic de la PL se déplace alors vers des énergies de plus 
en plus élevées et peut atteindre la valeur Em. De façon concomitante aux déplacements 
des pics principaux vers les hautes inergies. les FWHM augmentent à leur tour (figure 
3.1 1-a). Ayant 6mis cette hypothk, nous passons B 1'8tude des sources d'élargissement 
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Figure 3.11 : iIlusmtion schématique de modulation de la bande interdite 
et des possibilités de relaxation des porteurs. 
Outre le phénomène de remplissage de bandes, on peut citer les processus suivants 
comme sources d'éiargissement d'un spectre de PL: 0) des fluctuations des 6pisseurs 
des PQ, (ii) des variations des hauteurs de potentiel dues à des inhornog€n&% des 
compositions dans les PQ et les barrières, et (iii) des défauts structuraux aux interfaces. 
À la figure 3.12, nous montrons la variation des largeurs à mi-hauteur des pics principaux 
de PL en fonction de la température du réseau et de la densité d'excitation. 
Figure 3.12:   vol ut ion des largeurs àmi-hauteur de la PL de A, B et C en 
fonction de la densit6 d'excitation pour deux tempéranires de réseau TL = 
77 KetTL=3ûûK. 
Si nous désignions par î la largeur à mi-hauteur d'un spectre de PL, celle-ci pourrait 
s'écrire sous la forme : 
r2 =rL +r&, (3.2) 
La partie inhomogène àe ï (F*) prend la forme d'une somme de deux termes : 
où ïl est la largeur à mi-hauteur à zéro K résultant des variations des compositions des 
PQ et î2 est due à des imperfections d'interface dans les hétérostructures. Les 
fluctuations aux interfaces sont dues aux occupations aléatoires des sites du groupe DI 
par les atomes In et Ga et des sites du groupe V par les atomes As et P. Ainsi, même si 
une couche avait une composition moyenne uniforme, son spectre de PL aurait 
inévitablement une composante d'6largissement qui est due la disposition aléatoire des 
atomes aux interfaces. La partie homogéne de r (Tb,,,) dépend de la température; nous 
la considèrerons dans la section suivante. Par ailleurs, l'existence d'une cenaine 
population d'électrons dans bs PQ cause un élrirgissement de la PL [LLS]. La 
contribution de ce mécanisme à l'élargissement de la PL augmente avec la température 
du réseau. 
À ce niveau, nous revenons P la composante de I' qui dépend de la tempt5rature. rb, 
Cette composante peut s'écrire sous la forme : 
où TLo est i'élargissement dû aux phonons optiques LO et rWF est la composante 
attribuée à la notion d'une durée de vie finie des porteurs [116]. L'évolution de la largeur 
à mi-hauteur des spectres de la PL de la structure A en fonction de la température est 
représentée à la figure 3.13. Nous constatons qu'aux faibles et moyennes températures, 
l'élargissement des spectres de PL est essentiellement causé par la durée de vie finie des 
portem. 
Figure 3.13 : Variation du FWHM des spectres de PL de la structure A en 
fonction de la température du réseau. La densité d'excitation est - 5 
w/cm2. 
À un de@ moindre, des variations dans la composition des alliages ou des imperfections 
d'interfaces peuvent agir comme des sources d'élargissement des spectres en modifiant 
les hauteurs des barrieres de potentiels. Cependant, lorsque l'on augmente la tempérahue 
du réseau & 50 8 à 300 K, le FWHM accuse une augmentation de - 8 meV. Dans cet 
intervalle de températures, les interactions enm porteurs et phonons optiques 
longitudinaux (Lû) constituent le processus daminant de relaxation des poiteurs. Ia 
contribution & 8 meV des phonons à I'dlargissement des spectres est consistante 
avec les 8.9 meV d&rminés exp5hnentalement [117] pour de I'InGaAsF émetîant B 
1.33 W. 
Après avoir revu quelques éldments sources d'dlargissement d'un spectre de PL, on peut 
avoir l'impression que la structure C (ou B) est d'une moins bonne qualité (imperfections 
d'interface et/ou des variations âe la composition). En effet, nous remarquons qu'b TL = 
77 K, les largeus ?i mi-hauteur associées aux structures B et C sont plus élevées que celle 
associh h la structure A. Jusqu'B une certaine mesure, la caractérisation des structures 
par diffraction de RX changera cette impression en ce qui a trait B la variation des 
compositions, mais ne nous informera pas plus sur les fluctuations des épaisseurs dans B 
et C. Pourquoi? JI a été démontré que pow les puits quantiques assez étroits (de largeur 
Lr < 50 A), toute variation de leur kpaisseur, aussi petite soit-elle, cause un élargissemi 
important des spectres de PL [t t 81. Les PQ de la saucture A sont plus 6pais que ceux de 
B et C; il en résulte que le FWHM des spectres de A est moins "sensible" aux 
fluctuations des épaisseurs des PQ que ceux de B et C. Par ces propos, nous voulons tout 
simplement dire qu'il n'y a pas de croissance &pitaxide parfaite et dors, les fluctuations 
d'épaisseur et les imperfections Chterface cononmt de contriaies au FWHM obsaW 
dans les spectres de PL Dans le but d'identifier la (ou les) cause(s) des déplacements des 
pics de PL avec l'augmentation de la densité d'excitation, nous avons discute certains 
phénomhes physiques concernds. Une autre hypothèse est à venir. 
Dans cette section, nous alions étudier les mécanismes de recombinaison dans nos 
structures. L'une des méthodes les plus couramment utilisées pour ce genre d'étude est 
basée sur la variation de l'intensité de la PL (Ip3 en fonction de l'intensité de la densité 
d'excitation (InE). Selon les résultats de Dotor et collaborateurs [119], IL est 
proportionnelle à  pour des recombinaisons du type bandes-&-bandes et varie 
linbairement avec IDE pour des recombinaisons entre excitons. Cependant, avec une 
analyse plus powsde, on arrive à obtenir des conclusions fort diffhntes. En effet, 
puisque les PQ de nos structures sont non dopés, on peut supposer que les densités 
d'électrons et de trous photogénérés (n et p) sont très grandes comparativement B leurs 
valeurs à l'équilibre thermique (no, po) et qu'elles sont égales (n = p). De plus, en ne 
considérant que trois processus de recombinaison (voir plus bas), le total des taux de 
recombinaisons radiatives et non radiatives est donné par [120,121]: 
où A x n est le taux de recombinaisons aux niveaux des interfaces, B x n2 est le taux de 
recombinaison par émission spontanée et C x n3 est le taux de recombinaison par 
processus Auger. Par ailleurs, on sait que le taux de génération des porteurs est 
proportionnel à IDE et qu'à l'dtat stationnaire il est égal à R ,  Finalement, sachant que 
l'intensité de photoluminescence (rP3 est proportionnelle à n2 [122], on peut établir 
moyennant quelques approximations [123], une relation entre 1% et la densité 
d'excitation du type: 
Dans cette expression, l'exposant a peut varier entre 0.6 et 2 et n'est plus restreint aux 
valeurs exclusives un ou deux. En effet, on peut s'en rendre compte en examinant les cas 
limites où un processus de recombinaisons domine les autres, Les valeurs de a obtenues 
selon l'importance de chacun des processus envisagds précédemment sont regroupées 
dans le tableau 3.2. 
Tabhu 3 3  : Valeurs & l'exposant a selon le processus dominant de 
recombinaison. 
I F+mcessus dominant I Valeur de a 
Recombinaison Auger 0.6 
Émission spontah 
Aux figures 3.14 et 3.15, nous présentons les évolutions des PL intégrées en énergies, en 
fonction de la densitd d'excitation des structures A, B et C à des températures de réseau 
de 77 K et 300 K, respectivement. Nous remarquons que Tm évolue Linéairement avec 
IDE, sur au moins deux ordres de grandeurs. Cela indique que la recombinaison radiative 
1 
Piégeage de porteurs aux interfaces 2 
est dominante pour cette gamme de densités d'excitation. Toutefois, pour des densith 
d'excitation plus fortes, on remarque que IpL augmente beaucoup moins rapidement et 
semble tendre vers une valeur de satutaton. D'ailleurs, l'évolution de IpL en fonction de 
DE a été lissée par deux segments droites en considérant séparément les régimes de 
faibles et de fortes densités d'excitation. Ainsi, nous avons obtenu deux pentes 
correspondant aux deux régimes de DE sus-mentionnés. La pente globale est obtenue en 
lissant l'évolution de IR en fonction de DE par un seul segment de droite pour 
l'ensemble des deux régimes de DE. h s  pentes des courbes log ( I d  en fonction de log 
(IDE), pour les trois structures sont présentées dans le tableau 3.3. 
Nous notons que les valeurs des pentes àiminuent avec l'augmentation de la densité 
d'excitation. Ce comportement est le résultat de deux processus physiques. D'abord, les 
recombinaisons non radiatives attribuées aux centres de piegeages de porteurs sont non 
négligeables aux faibles densités d'excitation. Par conséquent, les coefficients a sont 
supérieurs ou proches de un. Ensuite, les centres de recombinaisons se saturent avec 
l'augmentant de la densite d'excitation et lem effets diminuent. Par contre, les 
recombinaisons du type Auger deviennent non negligeables. En effet, les pentes 
obtenues pour les segments correspondants aux hautes densites d'excitaîion sont plus 
petites que l'unité. Ce résultat n'est pas surprenant car pour des lasers à grandes 
longueurs d'ondes (à base d'InGaAs ou InGaAsP, par exemple), le processus Auger 
constitue généralement un mécanisme non negligeable de recombinaisons non radiatives 
WI - 
Figure 3.14 : Évoiutions des PL intkgdes en énergies, en fonction de la 
densite d'excitation des strucnires A, B et C à TL = 77 K. 
I 1 L 1  1 1 1 1 1  l 1  1  1 1  Ill/ 1 
100 1000 1OOOO 
Densltb d'excitation (w?cm2) 
Figure 3.15 : I?volutions des PL intégrées en Crergies, en fonction de la 
densité d'excitation des structures A. 8 et C à TL = 300 K. 
Tableau 33: Pentes des tracées Log (Tp3 en fonction de Log (IDE) 
3.2.2. $volution de la PL en fonction de la température du réseau 




Aux figures 3.16, 3.17 et 3.18, nous présentons les évolutions des PL en fonction de la 
température du réseau pour les structures A, B et C, respectivement. Pour les structures 
A et B, les pics situés B - 0. 85 eV et à - 1.035 eV (à basse température) correspondent 
aux transitions Cl-HHl d'électrons des bandes de conduction vers des trous lourds des 
bandes de valence dans les PQ. L'dpaulement, centré approximativement à 1.05 eV, 
observé dans la PL de B à basse température est assigné à la transition Cl-LHL entre 
électrons de conduction et trous légers de la bande de valence. Le comportement en 
température des PL de ces deux structures est typique. Quant à l'évolution de la PL de la 
stnicture C, elle n'est pas d'interprétation triviale. En effet, au fur et à mesure que l'on 































9 Le pic à haute énergie (P2) se déplace vers des positions de plus en plus élevées. Ce pic 
correspond aux transitions fondamentales Cl-HHl dans les PQ. L'épaulement, centré 
approximativement 5 1.045 eV observé aux basses températures, du côté des hautes 
énergies de Pz, est assignb à la îransition Cl-Wl entre dlectrons de conduction et trous 
kgers de la bande de valence. 
Vers une température de 100 K, un auue pic plus basse énergie (PI) apparaît il est 
centré sur - O.% eV et sa position n'évolue que très peu avec la baisse de la température. 
À 6 K, son centre atteint 0.99 eV. 
Le rapport des intensités de PL correspondant à ces deux pics est inversé entre 50 K et 
75 K. 
Figure 3.16 : Évolution de la Pl, issue de la structure A en fonction de la 
température du réseau. 
Figure 3.17 : Évolution de la PL issue de la structure B en fonction de la 
température du réseau. 
Nous donnerons des explications à ce comportement dans la section suivante. Pour 
l'instant, examinons la figure 3.19 qui représente les évolutions des positions des pics des 
PL en fonction de TL pour les structures A et C. Selon cette figure, nous constatons que 
pour une augmentation de TL de 6 K à 300 K, le gap de la structure A et la position du pic 
#2 de la strucm C baissent de - 48 meV et de - 58 meV, respectivement. Ce 
rétrécissement des bandes interdites est similaire à celui de 1'InGaAsP massif, et est 
&mit par l'équation phdnoménologique de Varshni [124]: 
où &(O) est le gap à O K. 
Figure 318 : Évolution de Ia PL issue de la structure C en fonction de la 
tempérame du réseau. 
Figure 3.19 : Évolution des positions des pics des PL en fonction des 
températures des réseaux des structures A et C. 
Les lissages des rétrécissements des gaps avec la baisse de TL, représentés par les 
pointillés de la figure 3.19, ont donnt un de 320 K et des a qui valent 3.5 x 1 0 ~  et 4 x 
lo4 pour les structures A et C, respectivement. La valeur de B, obtenue ici, est bien plus 
élevtk que 136 K nécessaire B la description de la variation du gap de 1'lnP avec la 
température [125]. Pour des structures à PQ multiples d'lnGaAsP/inP, Temkin et 
collaborateurs [ t2q  ont rapporté des résultats similaires aux nôtres. Toutefois, d'une 
publication B l'autre, on peut trouver une léghe différence dans la quantité de 
renormalisation du gap avec la baisse de TL. Cette différence s'explique par des 
fluctuations différentes dans les épaisseurs des PQ d'une structure à une autre 
t'évolution de la PL issue de la structure C en fonction de la température n'est pas 
d'interprétation triviale. En effet, comparativement aux autres structures (figures 3.8.3.9 
et 3.10). le comportement optique de C se résume comme suit: 
O de façon exceptionnelle, la position de son pic de PL s'est déplacée de - 20 meV 
pour la gamme de densités d'excitation utilisées, 
O La position de son pic de PL est toujours plus basse que celle de B, 
o les largeurs à mi-hauteur de ses spectres de PL sont toujours plus élevées que celles 
de B. 
De plus, tel que montré à la figure 3.30, les puits quantiques de la structure C absorbent h 
- 1.05 eV à TL = 6 K. l'absorption est de - 60 meV plus haute en énergie que la PL 
(figure 3.18 a). Des anomalies similaires à celles que nous venons d'dnumérer ont étd 
observées dans des ternaires et des quaternaires (InGaAs et InGaAsP) par plusieurs 
groupes de recherche [127-1381. Un tel comportement, a étd attribué à la formation de 
domaines ordonnés résultants d'une occupation préférentielle des sites du réseau cristallin 
par les atomes qui le constituent [127-1381. Ce mécanisme physique, ayant lieu durant la 
croissance 6pitaxiale de l'hétémstructure, a été investigué théoriquement [139-1511 et 
observe expérimentalement par plusieurs techniques telles que la spectroscopie 
électronique en transmission [152-1761 et la diffraction aux rayons X [177-1861. Ce 
processus est commun6ment appel6 "Atomic Ordering". À titre d'exemple, dans des 
conditions expérimentales similaires aux nôtres, les résultats de Fouquet et collaborateurs 
[133] concernant des structures ordonnées se résument comme suit: 
+ à mesure que l'on augmente la densité d'excitation, le pic de PL se déplace vers bs 
hautes énergies. Ce déplacement varie de 15 à 33 meV, 
+ l'énergie de la PL est de 70 meV plus basse que celle de l'absorption, 
+ l'effet d'ordre baisse le gap de la structure et augmente la largeur à mi-hauteur de son 
spectre de PL. 
L'ensemble des constatations basées sur nos mesures or sur ce qui est rapportée par la 
vaste littérature corrobore l'hypothèse d'existence de domaines ordonnés dans la 
structure C. Rappelons que les régions actives des structures A, B et C sont constitudes 
de 4, 8 et 12 PQ dont les épaisseurs totales sont de 1120 A, 1380 A et 1920 A, 
respectivement. ii a été démontré que si l'épaisseur d'une région active (constituée de 
PQ multiples sous contrainte compressive) dépassait une valeur critique situde entre 160 
et 360 A [132-138. 185, 1861 des anomalies dans la PL, similaires à ce que nous venons 
d'observer devraient apparaiAtre. Devant une telle situation, nous avons décidé d'effectuer 
des caractdrisations structurales par diffraction de RX de haute &olution. Nos mesures 
n'ont pas déce16 de domaines ordonnés dans C. Néanmoins, elles nous ont permis 
d'investiguer d'autres caractéristiques structurales, teiles que les compositions des 
diff6mtes couches et les contraintes associées (chapitre 5). De plus, les résultats obtenus 
89 
par diffraction de rayons X excluent la possibilité que le pic de PL à basse énergie, Pl, 
soit dû à des recombinaisons associées à des défauts structuraux. 
Figure 3.U): Spectre d'absorption en fonction de Tt de la structure C. 
Par ailleurs, par des mesures de photoluminescence résolue en temps et réalisées dans des 
conditions expérimentales semblables, nous avons obtenu des temps de vie de porteurs 
qui sont de l'ordre de la nanoseconde (chapitre 4). Ce résultat appuie l'hypothk 
d'absence de défauts structuraux. Comme autres hypothèses visant à expliquer le 
comportement de la PL de la structure C, on pourrait penser à des recombinaisons entre 
des paires donneur-accepteur (DAP) ou à des transitions du type Blectron-accepteur [133, 
187]- En effet, il y a des caracikrïstiques communes entre Ie comportement en PL de ce 
type de recombinaisons et celui que nous venons d'observer pour la structure C. Dans les 
deux cas, il y a émission à, partir des sow-bandes et la position du pic se déplace vers les 
hautes énergies à mesure que la densité d'excitation augmente. Nous discuterons, plus en 
détail, la notion de domaines ordonnés et la nahu-e des donneurs et des accepteurs, lors de 
l'interprétation des résultats obtenus par ciiffiaction aux rayons X de haute résolution. 
(chapitres 5). 
À la figure 3.21, nous montrons les variations des PL (intdgrées en énergie) en fonction 
de TL pour les structures A et C. Nous remarquons qu'aux hautes températures, la PL 
décroît de façon exponentielle. Cette décroissance est attribuée à la relaxation des 
porteurs par interactions avec des phonons optiques LO. Dans cette gamme de 
températures, les mécanismes de recombinaisons sont essentiellement non radiatifs. Tout 
comme pour l'intensité de la PL, le temps & vie des porteus dépend de la température 
du réseau. Dans les PQ, ce temps est fonction du temps que mettent les porteurs pour 
relaxer de façon non radiative (rd et de façon radiative (n). De maniire gdnérale, on 
peut l'écrire sous la forme : 
En désignant par EA l'énergie d'activation du processus non radiatif, rm peut s'écrire 
sous la forme [188-1901: 
Une estimation de l'énergie d'activation, EA, peut 2tre obtenue B partir de IPL(TL) 
exprimant la variation de l'intensité de la PL intégrée en énergie en fonction & la 
tempdrature du dseau. En effet, le trait pointillé tracé à la figure 3.21 repdsente 
l'expression thdorique de IPL) et qui est donnée par [19û]: 
où T est le temps de vie global, t~ est le temps de vie radiatif de I'exciton libre et TNR le 
temps de vie associé à un processus non radiatif activé thenniquement. Le terme 
exponentiel de I'dquation 3.9 dépend fortement de la température. Cela nous pennet de 
négiiger la dependance en température & ZR. L s  param&tces obtenus à partir de 
i'ofiration de lissage pratiqde sur les points expérimentaux de la figure 3.21 sont 
consignées dans le tableau 3.4. 
L'bnergie d'activation des relaxations non radiatives des excitons dans la structure C est 
plus faible comparativement à celle dans A. Ce résultat est prévisible puisque les PQ 
dans la structure C sont moins épais que ceux de A. De plus, tel qu'observé par des 
mesures ùe photoluminescence résolue en temps (chapitre 41, le temps de vie radiatif des 
porteurs est de - 1.5 ns et de - 1.3 as dans les structures A et C, respectivement. Par 
conséquent, $vaut - 2.5 fs et - 1.5 fs dans A et C, respectivement. Un temps de vie 
non radiatif, plus court dans ta structure C, s'explique par un recouvrement plus 
important entre les états des PQ et ceux des banières dans la structure C possédant des 
puits quantiques plus étroits comparativement à ceux de A [103] (annexe A). 
Figure 3.21 : Variations des PL intégrées en énergie en fonction de TL 
pour les structures A et C. 
Tableau 3.4 : Estimation de I'energie d'activation des processus non 
radiatifs et du temps de vie radiatif des porteurs & partir du lissage de 
hJdTù- 
3.3 Conclusion 
Dans ce chapitre, nous avons étudié, à l'aide de la photoluminescence standard les 
processus de relaxation et de recombinaison de porteurs dans trois stnictures lasers ii 
puits quantiques multiples, Nous avons montré que la position en énergie du pic de 
photoluminescence se déplace vers des énergies de plus en plus faibles à mesure que la 
tempérahue du réseau augment. Le déplacement globale résulte de deux processus 
simultanés et opposés: la diminution du gap (dominant) et le déplacement vers le bleu 
induit par des fluctuations des épaisseurs. Dans deux hétérostnictures sur trois, le 
déplacement du pic & photoluminescence avec l'augmentation de la température du 
&eau était typique. Dans la troisième structure, nous avons observé un comportement 
anomal. Nous avons discutb ce phénomène en termes de transitions donneur-accepteur et 
en termes de formation de domaines ordonnés au moment de la croissance de la structure. 
Nous avons montré qu'une inhomogénéité de la composition, une fluctuation de 
l'épaisseur des puits quantiques ou la présence des centres de piégeages de porteurs 
réduisent le temps de vie des porteurs et affectent l'efficacité de capture des porteurs par 
les puits quantiques. Nous avons montré qu'à basse densité d'excitation, la 
recombinaison des porteurs est essentiellement radiative. Aux fortes densités 
d'excitations, des processus tels que les recombinaisons Auger, les porteurs chauds, les 
phonons chauds, l'écmtage des interactions électron-phonon ou le remplissage de 
bandes deviennent non ndgligeables. Ces processus teduisent le taux de refroidissement 
des porteurs ainsi que i'efficacitt? de leur capture par les puits quantiques. 
CHAPITRE 4 
interprétation des résultats obtenus par 
photoluminescence &lue en temps 
Dans ce chapitre, nous présentons et analysons les résultats obtenus par 
photoluminescence résolue en temps. D'abd, nous rappelons bn8vement le supplhent 
d'énergie acquis par un porteur suite à une excitation d'un semiconducteur par des 
photons. Cela now d n e r a  à justifier b choix des longueurs utilisées pour exciter les 
trois hét6rostcuctures laser à puits quantiques multiples. Ensuite, nous abordons le 
problème de la dynamique des porteurs. Nous évaluerons le temps de transfert de 
porteurs d'une couche h une autre et le temps de leur capture par les puits quantiques. 
Les effets de la température du réseau, de la ciensité d'excitation et de l'énergie 
d'excitation sur les mecanismes de celaxation des porteurs semnt discutés. Nous 
conclurons ce chapitre par faire le lien entre les propridtés optiques et éiecûiques d'un 
laser et ses performances en imne de composant opto-éiectronique de très haute vitesse. 
4.2 hergie acquise pu les porteurs suite P une excitation optique 
Pour des üansitions respectant la conservation de la quantid de mouvement, les 
suppl€ments d'énergie acquis par les électrons et les trous dépendent de l'énergie 
d'excitation. Ces supptéments sont respectivement donnés par [191] : 
A E ,  = ( h ~  - E ,  - E , ,  - E I H H  ) " h h  
me + m h h  
(4.1) 
où hv est l'énergie d'excitation, E, est l'tnergie de la bande interdite, Eic et ElHH sont les 
premiers niveaux quantifiés pour les électrons et les trous respectivement. Les masses 
effectives des électrons et des mus lourds sont symbolisées par m, et m~ 
respectivement. En supposant que les bandes sont paraboliques avec des masses 
effectives [192] m, = 0.053 mo et mm = 0.46 mo, on voit aisément que leur rapport dans 
l'équation 4.1 indique que 90 % du supplément d'énergie est transféré aux électrons. De 
plus, telle qu'obtenue par interpolation entre binaires [192], la séparation entre les vall€es 
ï et L & la bande de conduction dans un alliage d'hGaAsP est Am = 0.56 eV. 
h longueurs d'ondes d'excitation que nous avons utilisées dans nos mesures par 
photoluminescence résolue en temps m L )  sont : A = 740 nm, ih = 820 nm et h = 880 
m. Les énergies d'excitation correspondantes sont : 1.675 eV, 1.511 eV et 1.408 eV, 
respectivement. Considérée dans cet ordre, chacune de ces énergies est soit beaucoup 
plus aevée, soit un pcu plus élevée, soit plus basse que la bande interdite de 1'W à des 
températures de 18 K ou 77 K. Conséquemment, avec ces diffdrentes énergies 
d'excitation on s'attend à : (1) pouvoir inclure et exclure, 6ventuellement, un transfert de 
porteurs entre les vallées î et L de I'InGaAsP; (2) inclure et exclure le processus de 
transport de porteurs dans la couche tampon d'W. 
4.2.1 Résultats d'une excitation B 2. = 740 am (1.675 eV) 
Une excitation à cette longueur d'onde g é n h  des porteurs dans la couche tampon d'TnP, 
dans les régions de confinement (RC) et dans les puits quantiques (PQ). Cependant, 
sachant que la couche tampon d'InP est assez &paisse (15000 A), la plus importante 
population de porteurs générée par pompage optique y apparaît. Une partie de ces 
porteurs s'y recombine et l'autre partie diffuse d'abord vers la région de confinement, et 
puis, vers les puits quantiques. Aux figures 4.1,4.2 et 4.3, nous montrons des spectres 
typiques de photoluminescence, à diffdnnts délais, des structures A, B et C 
respectivement. La densite d'excitation et la température du réseau (TL) sont de lûûû 
wlcm2 et 77 K rcspctivement. 
Les pics à basses dnergies, situés à = 0.86 eV pour la structure A et à = 1.045 eV pour les 
structures B et C sont attniués aux transitions entre dtats fondamentaux 1C-1HH des 
puits quantiques, tciies qu'indiquées à la figure 1.2 (du chapitre 1). le pic à haute 
hrgie,  centré B 1.43 eV (f 10 meV), est attribué aux recombinaisons dans la couche 
tampon d'W. Les @ions de confinement et les barnères émettent à des énergies 
interniddiaires. 
Figure 41 : Spectres de PL résolue en temps de la strucnire A, à différents 
delais. La densité d'excitation est de 1ûûû w/cm2 et TL = 77 K. 
En examinant les figures 4.1, 4.2 et 4.3, on constate que le centre du pic de la PL 
provenant des régions de confinement se ûépIace, avec le temps, vers les plus basses 
énergies. En effet, aussi bien la forme de la luminescence que l'intensité & chaque pic 
suggèrent un &placement de porteurs de la couche de confinement vers les puits 
quantiques. 
Figure 4 3  : Spectres & photoluminescence résolue dans le temps de la 
structure! B, à différents délais. La densité d'excitation est de 1000 ~ l c m *  
et TL = 77 K. 
Pour des delais relativement courts et pour une énergie de détection donnée, la population 
de chaque type de porteurs est composée de deux parties : (i) des porteurs créés sur place 
et (ii) des porteurs provenant de régions autres que celles où ils ont été générés. Ceci 
explique le changement de formes (largeur de raie) et d'intensitds des luminescences aux 
diverses énergies. Deveaud et collaborateurs [193] ont étudié le transport de porteurs 
dans des supra-réseaux en escalier (de différentes périodes) constitués d'A1GaAs déposé 
sur du GaAs. Pour le supra-réseau ayant la plus petite période (20 A/M A) et pour une 
densitt d'excitation correspondant ii une concentration de paires éiectron-mni, Na - 10" 
(sup6rieu-e ?i celie d9un dopage résiduel), Deveaud et collabomteurs Il931 ont 
qualifid le transport de porteurs d'être vertical (msport de Block) et ambipolaire. Cela 
implique que la luminescence n'est observabte que dans les régions où les deux types de 
porteurs sont pdsents et que Ia longueur du libre parcours moyen des trous est plus 
grande que la pèriode du supra-réseau [193]. D'un autre CM, Forest et collaborateurs 
LI941 suggérent que dans les syst2mes d'InGaAsPhP, le transport soit contrôlé par les 
trous. Ls deux raisons principales qu'ils ont invoquées sont les suivantes: (i) la 
discontinuité entre bandes de valence est plus grande que celle entre bandes de 
conduction (puits des trous plus profonds); (ü) à cause de leur plus grande masse 
effective, les trous sont plus lents que les éiectrons dans les puits quantiques et dans les 
régions de confinement. 
Quant à nom opinion de la question, basée des simulations Monte Carlo [195] (annexe 
B) des résultats expérimentaux de la figure 4.1, elle se résume comme suit. Dix 
pico~econdes après \'excitation par une impulsion laser, les densités de porteurs 
(électrons et trous) atteignent leur maximum dans les PQ. À cause d'une masse effective 
plus éIevée pour les trous, la condition de neutralité de charges n'est pas satisfaite dans 
les PQ et la densité de trous y est 1.5 fois plus grande que celle des électrons. De plus, 
nous avons montré (figures 4 et 5 de l'annexe B ou de la d f h n c e  [193) que la densité 
rno- des trous demeure supérieure à la densite moyenne des éiectrons pour une dude 
de temps depassant les 100 ps. Tenant compte de ce résultat et du fait que les trous sont 
excités à des 6nergies plus basses que celles des éiectmns, nous avons conclu le temps de 
capture des deux types de particules est te même. Dans les barrikes, l'intensité des 
recombinaisons radiaiives est fuile et la chsité de porteurs décroit plus rapidement que 
dans les PQ. Cela s'explique par un transfert rapide de porteurs des barrières vers les PQ. 
Dans ce qui suit, la dynamique des porteurs sera examinée de "plus près" et avec plus & 
détails. 
Figure 4 3  : Spectres de photoluminescence résolue dans le temps de la 
structure C, à diffknts délais. La densite d'excitation est de 1000 w/cm2 
etTL= 77K 
Afin de mettre en Mience le pmessus de transfert des porteurs, nous avons évalu6 les 
photoluminescences intégrées en energie, provenant des régions de confinement (Phc, 
barrières incluses) et des puits quantiques (Ph) et nous les avons comparées à ceiies ch 
couches tampon d'In. e). A la figure 4.4, nous montrons I'€volution temporelle de 
rapports de photoluminescences issues de diffénntes régions dans la structure C, sous 
une densité d'excitation de 1000 wlcm2 et à TL = 77 K. Cette figure met en &&me une 
signature de transport de porteurs de la couche tampon d'Ir@ vers les puits quantiques en 
passant par la région de confinement. 
Figure 4.4 : (a) Rapports de PL intégrée en énergie provenant de 
différentes régions de la senicture C. La densité d'excitation est & 1000 
wlcm2 et TL = 77 K. k 0.3 exprime un décalage pour une meilleure 
visibilité. @) lholution temporelle des rapports de PL, (PLp + 
PhC)/PLriip, dans les trois structures A, B, et C. 
À la figure 4.4b, nous montrons l'évolution tempoelle des rapports de 
photoluminescences intégrées en énergie, IpLPQ + &)/PLlnp, dans les structures A, El et 
C. La densitt d'excitation etait de lûûû ~ l c m '  et la température du réseau €tait de 77 K. 
En examinant la figure 4.5 et les spectres montrés aux figures 4.1, 4.2 et 4.3, nous 
constatons ce qui suit : (i) pour des délais de l'ordre de 10 ps, le rapport (Pb + 
Pkc)/Ph dans la structure A est plus dev€ que ceux des sauchues B et C. Ceci est dO 
au fait que les epaisseurs totales des srnichues B et C sont plus petites que celle de A, et 
alors, le nombre de porteurs photo-excités directement dans la couche tampon d'InP est 
plus élevé dans les structures B et C. De plus, la région de confinement de A est plus 
large que celles des structures B et C, Par conséquent, on s'attend à ce que les effets & 
remplissage de ban& (band-Wng) et/ou de phonons chauds soient plus prononcés dans 
les structures B et C. (ii) (Ph + Phc) dans la structure C est toujours plus élevée que 
P b ,  contrairement à ce qu'on note pour A et B. Ce comportement corrobore les 
résultats des cinétiques qui seront présentés dans les sections subséquentes. En effet, les 
temps de mont& et de descente de la PL des PQ dans la structure C sont constamment 
plus petits que ceux observds pour A et B. Voilà une autre caract6ristique optique de la 
structure C qui s'ajoute au comportement anomal de sa PL en fonction de la température 
et qui n'a pas d'explication ûiviaie. 
De nombreux groupes de recherche ont rapporté une amélioration des propriétés de 
transport, due à la formation de structure ordonnée (disposition régulière d'atomes les uns 
par rapport aux autres) durant la croissance [139,159, 162, 164, 168, 170, 172, 173,175, 
176, 185, 1861. Arent et collaborateurs [175] commençaient leur article en disant, et nous 
citons: "Mering in IïI-V semiconductors is of considerable interest as an additionai 
degree of freedom in obtaining high quality optoelectronic materials". Ce genre de 
déclaration nous a invite à rajouter la diffraction de RX de haute résolution aux 
techniques de caractérisation préaiablement dét?nies. Or, les spectres de diffiaction de 
RX de la stmcture C suggerent une bonne qualit6 stnxcturale, sans pour autant que des 
domaines ordonnés ne soient mis en évidence. Nous reviendrons à ce sujet au chapitre 5. 
4.2.1.1 Estimation des temps de transport et de capture des porteurs 
Dans ce qui suit, nous dhidions le comportement dynamique de certaines bandes dans la 
structure A. Les figures 4.5 et 4.6 montrent des évolutions temporelles des PL issues de 
différentes transitions obsewées dans la structure A, sous différentes densités d'excitation 
(1000 W / C ~  et 3200 ~ l c m * )  et il TL = 77 K. Afin de ne pas encombrer les figures, la 
muence des symboles qui y apparaissent a été réduite. Alors, pour une idée plus 
précise des temps de montées, le lecteur est prie de se référer au tableau 4.1. 
Les diffdrentes énergies de détection dans la figure 4.5a correspondent à la transition 
fondamentale dans tes PQ (PQ-EF, 0.883 eV), à la transitions associ6 au premier état 
excité des PQ (PQ-PEE, 0.936 eV) et à la transition dans la couche tampon d'InP (1.423 
eV), respectivement. Les énergies de détection qui apparaissent dans la figure 4.5b 
correspondent à des transitions dans les régions de confinement 
Dans la majorité des cas, nous notons une &croissance exponentielle. En considérant un 
modèle simple à mis niveaux, nous pouvons simuIer les comportements temporels par 
une d i f f h e  de deux exponentielles [197]: 
oh t~ et TD représentent les temps de montée et de descente de l'intensite & la PL, 
respectivement. Dans le tableau 4.1, nous dsumons les temps de montées et de descentes 
obtenus selon les meilleurs lissages par L'équation ci-haut. 
Figure 4 5  : Évolution temporelle de la PL issue & certaines bandes 
observées dans la structure A. D. E. = 1 0  w/cm2, A- = 740 nm et TL = 
77 K, (voit texte). 
Le comportement temporel des bandes de la région de confinement montre clairement 
que cette d e m h  alimente en porteurs la région active. En effet, la décroissance de la 
PL issue des RC et la montée de la PL dans les PQ sont assez rapides. Par conséquent, la 




Figure 4.6 : Évolution temporelle de la PL issue de cemines bandes 
observk dans la structure A, D. E. = 3200 w/cm2, &. = 740 nm et TL = 
77 K, RC = région de confinement. 
Tels que consignés dans le tableau 4.1, les temps de montées augmentent continuellement 
avec la diminution de l'énergie de détection. En effet, pour une densité d'excitation de 
lûûû w/cm2, le temps de montée varie de = 1.5 ps dans la région de confinement (1.269 
eV), à = 5.5 ps dans les barrihs de la région active et atteint = 9 ps dans les PQ. Avant 
d'êûe capturiés par les PQ, en passant des états à trois dimensions aux états confinés dans 
les PQ, les porteurs passent par plusieurs régimes de relaxation. Conséquemment, te 
temps & montée de la PL des PQ indus: (i) le temps de ûansport des porteurs à travers 
les régions de confinement et les barribs, Ci) le temps de relaxation par phonons 
optiques vers le bord & la bande & ccmductim, (iii) le temps & relairation (entre les 
sous-bandes), et finalement, (iv) le temps & leur capture par les PQ. Cependant, dans un 
schéma plus simple, le transfert des porteurs peut être divisé en deux processus 
séquentiels, qui sont le transport et la capture. Selon ce modèle et pour une densité 
d'excitation de 1000 ~ l c m ' ,  la diffhnce h - 4 ps entre les deux premiers temps de 
montées peut être atüibuk au transport de porteurs de la couche tampon d'InP jusqu'au 
voisinage immédiat du premier PQ. D'autre part, la seconde différence de - 3.5 ps entre 
les temps de montées de la PL des barrihes et & celle des PQ peut être interprétée 
comme un temps de relaxation et de capture. Les barrières sont suffisamment minces 
pour y négliger le temps de transport [65]. 
Tableau 4.1 : Temps de montées et & descentes de certaines bandes 
observées dans la Structure A. Âua. = 740 nm et TL = 77 K. 
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Ce temps de capture, ainsi estime, est en trés bon accord avec celui de 4 ps rapport6 par 
Westland et coilaborateurs [198] pour InGaAsPIuiP. Ji est aussi en très bon accord avec 
le temps de capnue de 4.5 ps rapporté pour des amplificateurs optiques Si puits quantiques 
multiples sous contrainte compressive de t.53 % UnGaAs (échantillons # 2), émettant Si 
1,55 prn à1 la température ambiante [199]. Nous remaquons qu'une augmentation de la 
densi16 d'excitation de lûûû ~ l c r n *  h 3200 w/crn2, n'affeae que très peu le temps & 
transport mais augmente substantiellement le temps de capture. En effet, en considérant 
les même bandes et en suivant le meme raisonnement que précédemment, les temps de 
transport et de captwe sont de -4 ps et de - 6 ps, respectivement @. E. 3200 wlcm2). Le 
temps de capture a presque doublé! Plusieurs ph6nomènes physiques interviennent avant 
et pendant la capture des porteurs. Entre autres, nous citons les interactions porteur- 
porteur (e-e, t-t, e-t), porteur-phonon (acoustique ou optique Lû or TO) et porteur chaud- 
phonon chaud. Certains effets de ces interactions seront discutés dans les sections 
suivantes. 
42.1.2 Enet d'une baisse de la tempéraaire du réseau 
Les figures 4.7, 4.8 et 4.9 montrent des spectres typiques des structures A, B et C, à 
différents Mais, pour une ternp6rature du réseau de 18 K et sous une densité d'excitation 
de lûûû w/cm2. Une comparaison de ces spectres avec ceux montrés aux figures 4.1. 
4.2,4.3 révèle que les positions des pics associés aux PQ, à la couche tampon d'InP et à 
aux régions de confinement sont à - 6 (I 1) meV plus hautes que ce qu'elles étaient à 77 
K. De plus, l'étalement de la luminescence des PQ du côté des hautes énergies est plus 
faible pour TL = 18 K. Ce résultat indique que suite à une baisse de la température du 
réseau, les porteurs se recombinent depuis les états fondamentaux des PQ. Quant aux 
mécanismes de relaxations à 18 K, nous pensons que les interactions entre porteurs et 
phonons acoustiques constituent le processus de relaxation dominant. En effet, à 18 K, 
les électrons se couplent essentiellement aux phonons acoustiques par un potentiel de 
défornation ou des champs piézoélectriques. 
Lies figures 4.10 et 4.1 1 montrent les effets d'une baisse de la température du réseau sw 
les évolutions temporelles des PL issues des PQ et & deux bandes de la région de 
confinement dans la structure A. Dans les tableaux 4.2 et 4.3, nous résumons les temps 
de montées et de descentes de certaines bandes observées dans les structures A, B e$ C 
respectivement. Notons que les valeurs du tableau 4.3 vont servir à une comparaison des 
propriétés optiques et de uansport des structures B et C. 
Figure 4.7 : Spectres typiques de la structure A, à diffdrents délais. La 
densité d'excitation est de 1 0  w/cm2 et TL = 18 K. 
Figure 4.û : Spectres typiques & la süuctun B, à différents délais. La 
densite d'excitation est de LOO0 wicm2 et Tt = 18 K. 
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Figure 4 9  : Spectres typiques de la structure C, à différents délais. La 
densité d'excitation est de 1000 w/cm2 et TL = 18 K. 
Figure 4.10 : Variation de 1'6volution temporelle de la PL issue (a) des 
PQ de la structure A et (b) d'une bande de la région de confinement avec 
Tt. La densite d'excitation est de 1000 wlcm2. 
Tableau 4.2 : Temps de montées et de descentes de certaines bandes 
observées dans A. Lc- =740 m, la densité d'excitation est de 1OOO wlcm2 
etTL= 18 K. 
1.019 1 Barrières 8f 1 1 lOOT10 l 
Légende : PQ-EF : Transition entre états fondamentaux des PQ; PQ-PEE : transition 
entre premiers états excités des PQ; RC : région de confinement. 
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Tableau 4 3  : Temps de montdes et de descentes de certaines bandes 
observées dans B et C. L. = 740 nm, la densité d'excitation est de 1OOO 
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Dans nos structures, les valeurs des bandes interdites des régions de confinement sont très 
rapprochées. ïi n'est donc pas facile de se fixer une énergie donnée dans une ban& et 
d'observer sa cinétique en fonction de la tempéniture car la position en énergie de cette 
bande change avec la température. Toutefois, sachant que plus I'energie de la bande 
considérée est grande plus le temps de descente de sa PL est court, on voit qu'en baissant 
la température de 77 K à 18 K, les temps de descentes de la PL issue des PQ, des 
barrières, des couches de confinement et de 1'hP n'ont sensiblement pas changé (voir 
tableaux 4.1 et 4.2 pour la même dmsite d'exciîation. 1OM) W I C ~ ) .  Notons que les 
recombinaisons non radiatives du type Auger sont supposées négligeables pour une 
densité d'excitation de 1000 wlcm2 correspondant B une concentration de porteun 
estimée à - 4.45 x IO+'* [200], (voir aussi le tableau 3.1 du chapitre 3). Le fait que 
le temps de vie des porteurs ne change pas entre TL = 18 K et TL = 77 K indique que les 
recombinaisons radiatives sont du type bande-à-bande et non du type excitonique. En 
effet, Wang et collaborateurs [201] ont montré que le temps de vie des excitons dans un 
PQ d'InGaAs/GaAs a augmenté avec I'él6vation graduelle de la température du réseau de 
- 4K à 50 K. Ce résultat a été interprété par une diminution de la population d'excitons 
causée par un élargissement de leur distribution autour de k = O (minimum de la bande de 
conduction). Rappelons touîefois, que notre estimation du temps de vie n'est 
qu'approximative et que toute interprétation basée sur les valeurs que nous avons 
obtenues doit être faite avec une certaine pdcaution. En effet, le modèle à trois niveaux 
(équation 4.3) n'est pas approprié dans le cas de saturation des PQ, car dans un tel cas, il 
faut plus que deux constantes de temps pour lisser les courbes temporelles. Nous 
parlerons de la saturation des PQ et de ses conséquences dans les sections suivantes. 
Intéressons-nous maintenant awt temps de montées de la PL Une comparaison des 
valeurs consignées dans les tableaux 4.1 et 4.2 nous montrent que les temps de montées 
de la PL des PQ et & celle des barri&es ont augmenté considérablement suite à une 
baisse de la tempéranite du réseau. Les temps de montées associés à la PL de la couche 
tampon d'InP et B la PL des régions de confinement proches des PQ n'ont augmenté que 
très peu (0.5 B 1 ps). Ce résultat indique une diminution de la mobilitd due à un effet de 
localisation des fonctions d'ondes causée par des fluctuations des épaisseurs des couches 
ou par des imperfections d'interfaces (202, 2031. Nous discuterons les propridtés 
structurales au chapitre 5. Nous passons maintenant à une comparaison de la dynamique 
des porteurs dans les shuctrns B et C qui ne diffèrent que par le nombre de PQ (8 PQ 
dans B et 12 PQ dans C). 
La figure 4.11 montre les évolutions tempoxelles des PL issues des PQ (1.061 eV), de 
certaines bandes des régions de confinement et de 1'In.P dans les structures B et C. En 
examinant la Figure 4.11 et les tableaux 4.2 et 4.3, nous notons ce qui suit. (i) Le temps 
de descente de la couche tampon d'hP dans la structure A est d'une centaine de ps plus 
court que ses homologues dans les structures B et C. ii) Les temps de descentes des 
bandes des régions de confinement des trois structures varient dans le sens ZRCA <tRm < 
ZRCB. (iii) La PL issue des PQ demeure à son maximum pendant plus de LOO ps. Ce 
Mai dépasse de beaucoup le temps de transport des porteurs et il ne peut être, non plus, 
attribué à l'unique effet d'une baisse de la mobilitd (due à des fiucîuations des épaisseurs 
des couches). D'ailleurs, on le voyait aussi à 77 K (figure 4.6a). 
Figure 4.11 : Évolution temporelle de la PL (a) des PQ et d'une bande de 
la région de confinement (RC), (b) une autre bande de la RC et une bande 
de 1'InP dans les structures B et C. la densitd d'excitation est de 1ûûû 
WIcm2 et TL = 18 K. 
Le phdnornene de remplissage des bandes, suggéré par les spectres, est maintenant 
confirmé par les cinetiques des bandes. De plus, nous constatons que dans ces conditiciris 
expérimentales, les hauts niveaux d'énergies dans les PQ sont remplis. Le processus de 
transfert de porteurs n'est pas supprimé comme le prétendaient Kersting et collaborateurs 
[204], mais le nombre de porteurs qui arrivent aux PQ est égal à celui de ceux qui s'en 
échappent. En effet, à basse température (18 K) la longueur du libre parcours moyen des 
porteurs augmente. Toutefois, à cause de la forme en escalier (en terme d'6nergie) des 
structures, il est plus "facile " aux porteurs d'aniver aux PQ que de s'en échapper et la 
saturation apparaît plus pronon&. L'hypothèse de remplissage de bande est soutenue par 
l'étude des effets de la densité d'excitation sur les cinétiques de diverses bandes que nous 
rapportons dans la section suivante. 
4.2.13 Effets d'une variaüon la densit6 d'excitation sur les cinétiques de 
certaines bandes 
ies figures 4.12.4.13 et 4.14 représentent des spectres typiques des structures A, B, et C, 
à différents délais et pour des densités d'excitation diverses. La température du réseau 
était maintenue à 18 K. 
D'après les spectres, nous remarquons que suite à une augmentation de la densité 
d'excitation, la relaxation des porteurs dans les régions de confinement et leur transfert 
vers les PQ deviennent de plus en plus lents. Les dgions de confinement ne se vident pas 
complètement dans les PQ durant des délais qui dépassent les 100 ps. Les figures 4.15 et 
4.16 montrent l'influence de la densité d'excitation sur les évolutions temporelles des PL 
issues de deux bandes de la &@on de confinement (1.079 et 1.207 eV) de la structure A, 
des PQ (1.061 eV) et de certaines bandes des régions de confinement dans les stnictures 
B et C, respectivement. La temphture du réseau est maintenue à 18 K. Dans les tableau 
4.4 et 4.5, nous reportons les valeurs des temps de montées et de descentes de diverses 
bandes observées dans les structures A, B et C pour une densitk d'excitation est de SlOO 
w/cm2. 
Figure 4.12 : Spectres résolus en temps de la structure A pour diffdrentes 
densités d'excitation : (a) 3200 ~ l c n ? ,  (b) 7700 wlcm2. Tt = 18 K. 
Figure 4.13 : Spectres &olw dans le temps de la structure B pour 
différentes densités d'excitation : (a) 250 w/cm2, (b) 3200 w/cm2. TL = 
18 K. 
Figure 4.14 : Spectres tésolus dans le temps de Ir structure C pour 
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Figure 4.15 : Mluence de la den& d'excitation sur la cinétique de 
bandes de la RC (1.079 eV et 1.207 eV) de la structure A. TL = 18 K. 
Figure 4.16 : (a) Cindtiques des PQ (1.061 eV) et d'une ban& de la 
région de confinement (1.142 eV), (b) cinetiques de bandes de la région 
de confinement (1.2û7 eV, 1.262 eV) dans les structures B et C. D. E. = 
5100 wlcm2 et TL = 18 K. 
Tabteuu 4.4 : Temps de montées et descentes de certaines bandes dans A. 
k x c .  = 740 nm, la densité d'excitation est de 5100 Wlcm2 et TL = 18 K. 
PQ-EF: état fondamental du PQ, PQ-PEF: premier état excité du PQ, et Bar: 
balrière 
Tableau 4.5 : Temps de montées et descentes de certaines bandes observées 
dans B et C. = 740 nm, la densité d'excitation est de 5100 wlcm2 et TL 
= 18 K. 
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En comparant les valews des temps de montées et de descentes de la PL consignées dans 
les tableaux 4.2 et 4.4,4.3 et 4.5, nous identifions certains effets d'une augmentation de 
la densité d'excitation. (i) IRs temps de montées ont passé de 10 B 18 ps et de 12 à 25 ps 
pour les états fondamental et excite, respectivement. ïes temps de month de la PL 
provenant des régions de confinement et des barrieres ont augmenté, quant iî eux, de 1 B 2 
p. Par ailleurs, selon les valeurs du tableau 4.4, le temps de montée varie de - 3 ps dans 
la région & confinement (1.207 eV) à - 18 ps dans les ba r r i h  de la région active et 
atteint - 20 ps dans les PQ. Ainsi, les temps de transport et & capture sont de l'ordre de 
- 15 ps et - 7 ps, respectivement. i'î s'agit d'une augmentation énorme! Nous attribuons 
ce comportement au phénomène de rempiissage de bandes. Afin d'identifier le ou les 
mécanisme(s) de relaxation, nous avons estimk la température effective des porteurs dans 
1'InP. La méthode utilisée sera décrite dans la section 4.4. Dans le tableau 4.6 nous 
montrons les valeurs obtenues pour la structure A. Les conditions expérimentales sont 
précisées dans le tableau 4.6. 
Tableau 4.6: Température effective des porteurs dans I'InP de la structure 
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Nous remarquons qu'immédiatement après excitation de la structure par une impulsion 
laser, la température effective des porteurs est, non seulement, pius ilevée que la 
température du réseau m, mais également plus 6levée que 40 K. Or, il est 
génbiement admis que pour Tc 1 40 K, les interactions porteur-phonon optique 
constituent le mécanisme de relaxation principal. Ce processus est rapide. Pour Tc 540 
K, Ies porteurs relaxent en interagissant avec les phonons acoustiques; ce processus est 
plus lent. D'ailieurs, les courbes des cinétiques reflètent diffhnts taux de relaxation. 
Toutefois, 1'6valuation de la contribution de chaque mécanisme de relaxation aux 
pr~cessus de rebidissement des porteurs n'est pas une tache facile dans des conditions 
de fortes densitds d'excitation. En effet, les recombinaisons non radiarives du type 
Auger, les interactions élecmn-électron (e-e), électron-trou (e-t), trou-trou (t-t) et 
i'écrantage des intercations porteur-phonon constituent des mécanismes non négligeables 
lorsque la densité de porteurs est élevée. Les effets de ces interactions sur la dynamique 
des porteurs ont 6th considérées dans nos simulations Monte Carlo [195] (annexe B). Les 
simulations Monte Carlo des résultats expérimentaux montrés à la figure 4.1 ont donné 
un taux de recombinaison Auger 20 fois supérieur au taux d'émission spontanée (voir 
figure 7 de l'annexe B). Nous avons discuté les effets de l'ensemble de ces interactions 
sur la relaxation des porteurs à l'annexe B [195]. Dans ce qui suit, nous présentons en 
bref, les éldrnents saillants de nos résultats. 
Lorsque les interactions porteur-porteur et l'écrantage des intercations porteur- 
phonon sont négligeables, les électmns atteignent rapidement (dans 5 ps) un équilibre 
thennique. 
L'écrantage des interactions porteur-phonons réduit de façon significative le taux de 
relaxation (refroidissement) des porteurs. Pour un délai de 5 ps, l'énergie moyenne 
des électrons dans les PQ est 12 fois supérieure à sa valeur en i'absence d'écrantage. 
Ce processus entre en action 0.5 ps après une excitation de L'échantillon par une 
impulsion laser. 
im interactions e-e ou h-h n'affectent pas la relaxation des porteurs dans les PQ, 
mais provoquent une légère augmentation de 1'8nergie moyenne des électrons dans 
les barrières. 
L'énergie moyenne des électrons diminue sous l'effet des interactions e-h. 
4.2.2 Résultats d'excitations B 2, = 820 nm (1511 eV) et B = 880 nm (1.408 eV) 
Les bandes de conduction des semi-conducteurs Iü-V à gap direct possèdent des vallées 
subsidiaires dans les directions L et X. Suite à une excitation optique de forte bnergie, 
des électrons pourraient acqu6ri.r suffisamment d'hergie cinétique pour que leur transfert 
entre ces vallées devienne possible. Dans cette section, nous nous proposons de réduire 
le supplément d'énergie communiqué aux porteurs, en excitant les structures avec des 
impulsions lasers ayant de plus grandes longueurs d'onde. Tout en maintenant la 
température des réseaux constante (77 K), les mis structures ont dté excitées 
successivement par des impulsions laser ayant des longueurs d'onde de 820 nm et 880 
nm. Les figures 4.17.4.18 et 4.19 montrent des spectres typiques, à différents délais, des 
structures A, B et C, respectivement. Les temps de montées et & descentes que nous 
avons observés suite à une étude des évolutions temporelles des luminescences provenant 
de diverses bandes d'énergie sont consignées dans les tableaux 4.7 et 4.8 pour A, 4.9 et 
4.10 pour B et 4.11 et 4.12 pour C. h s  positions des pics de PL ainsi que leurs identités 
sont les mêmes que celies évoquées dans la section 4.2.1. Une comparaison de ces 
spectres avec ceux montrés aux figures 4.1, 4.2 et 4.3, obtenus pour la même densite 
d'excitation et la même température de réseau, mais avec une longueur d'onde 
d'excitation de 740 nm, nous révde certaines différences reliees au supplément d'énergie 
communiqué aux porteurs (essentiellement les électrons). 
Pour des délais aussi courts que 2 ps, nous constatons qu'il n'y a plus de luminescence 
issue des régions de confinement (1.20-1.35 eV) de la structure A (figure 17a). De plus, 
les émissions radiatives provenant des bandes situées entre 1 et 1.20 eV sont terminées 
pour un ddlai de l'ordre de 20 ps. Ceci n'était pas le cas lorsque la structure A Ctait 
excitée à 740 nm; la luminescence en provenance de cette région se poursuivait jusqu'8 
un délai dépassant les 100 ps (figure 4.1). En ce qui concerne les structures B et C, 
contrairement à ce que nous avons obtenu en les excitant à 740 nm, les bandes situées 
entre 1.10 eV et 1.35 eV n'émettent plus pour un délai 2 2 ps (figure 4.18a et 4.19a). 
loicnsité de îa PL (u a.) 
Figure 4.18. : Spectres à diffdrents Mais de la structure B, (a) = 820 
nm, (b) L, = 880 nm. D. E. = 1000 w/& et Tt = 7î K 
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Figure 419 : Spectres à diffdrents délais de la structure C, (a) & = 820 
nm, (b) L = 880 nm. D. Et = 1000 w/cm2 et TL = 77 K 
Le fait que la luminescence issue des dgions de confinement s'achève durant les deux 
premières picosecondes indique clairement que les processus de relaxation et de transfert 
des porteurs sont devenus plw rapides avec la diminution de l'énergie d'excitation.. En 
effet, une comparaison des valeurs consignées dans les tableaux 4.1 et 4.7 nous montre 
que le temps de descente & la PL issue des régions & confinement ont baissé, de façon 
significative, avec l'accroissement de la longueur d'onde d'excitation de 720 nm à 820 
nrn. De plus, selon la densité d'excitation, les temps de montées de la PL des PQ ont 
baissé de 2 ps à 3 ps environ par rapport à ce qu'ils étaient pour une longueur d'onde 
d'excitation de 740 nm. S'agit-il d'un moindre effet & phonons chauds ou d'une 
elimination de l'éventualit6 d'un transfert & porteurs entre les vallees ï et L de 
I'InGaAsP? Dans ce qui suit, nous donnerons des éléments de réponse à cette question. 
L'énergie associée à la longueur d'onde d'excitation de 740 nrn (1.675 eV) pourrait 
couvrir le 0.56 eV séparant les vall&s r et L dans 1'InGaAsP de la région active [192] 
mais pas le 0.61 eV séparant ces mêmes vaIl& dans 1'hP [205l. Par ailleurs, Shah et 
ses collaborateurs ont dtabii qu'un tel phénomène est possible dans du GaAs, du inGaAs 
et de I'InGaAsP [206]. De plus, ils ont estimé un minimum de 100 fs requis pour un 
transfert â'éiectrons de r vers Let un temps de retour (de L vers r) moyen de 2 ps. 
Tableau 4.7 : Temps de mont& et de descentes de la PL de certaines 
bandes observBes dans la structure A. & = 820 nm et TL = 77 K. 
Densité d'excitation 
lûûû W/cmL 3200 Wlcm2 
TM (ps) 1 ZD (Pd TM (PSI Tl3 (PSI 
1.131 (RC) 2 f 0.5 LOT 1 3 f 0.5 13TL 
Tableau 4.8 : Temps de montées et de descentes de la PL de certaines 
bandes obsecv& dans la stnicnire A. L. = 880 nm et Tt = 77 K 
Densité d'excitation 
I lûûû w/cmZ 1 3200 W/cm2 
1.017 (Bar.) 3f 0.25 50T5 45 f 0.5 8075 
Tabhu 4 9  : Temps & montées et de descentes de la PL & certaines 
bandes observées dans la structure B. L, = 820 nm et TL = 77 K. 
I I Densité d'excitation 
Énergie (eV) %A (PSI ZD (PSI TM (PSI I ZD (es) 
1.049 (PQ-EF) 950 i 50 8 f 0.5 IO00 T 50 
Tableau 4.10 : Temps de montées et de descentes & la PL de certaines 
bandes observées dans la stmctwe B. L. = 880 nm et TL = 77 K. 
1.243 (RC) 3 f 0.5 
Densité d'excitation 
360 F 20 
Ener@e 
1.049 (PQ-EF) 
1.1 13 (FQ-PEE) 
1.243 (RC) 
5100 w/cmZ 
4 + 0.5 
TM ( p ~ )  
7 f 0.5 
5.5 f 0.5 
1 f 0.25 
400T25 
% (PSI 
900 T 50 
250 T 10 
- 
1 0 o o ~ ~  3200 w/cmZ 
ZhI (es) 




6.5 f 0.5 
5 k0.5 
0.5 f 0.25 
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700 F 50 
120 F 10 
- 
Tableau dl1 : Temps de montées et de descentes de la PL de certaines 
bandes observées dans la structure C. L,. =820 nm et TL = 77 K. 
I I Densid d'excitation I 
Tableau 4.12 : Temps de montées et de descentes de la PL de certaines 
bandes observées dans la stnictwe C. Ld- = 880 nm et TL = 77 K. 
Densiî6 d'excitation I 
D'une longueur d'onde d'excitation à l'autre (de 740 nm à 820 nm), le temps de montée 
& la PL de I'inP n'a varié que de 0.5 ps environ. Cela confirme qu'il n'y a pas eu de 
transfert de porteurs entre ses vallées r et L. Ce résultat concorde avec celui de Shah et 
ses collaborateurs [206]. En effet, ils ont affinn6 l'absence de transfert d'électrons entre 
les vallées ï et L de 1'W excité avec des impulsions laser d'une énergie de 2.04 eV. 
Quant à la diminution de - 2 ps (ou 3 ps) du temps de montée de la PL des PQ, nous ne 
pouvons l'attribuer, pour l'instant, à une élimination éventuelle d'un transfert de porteurs 
(excités il 820 nm) entre r et L de I'InGaAsP. Nous avons préféré réduire d'avantage 
I'dnergie d'excitation en excitant les structures à 880 nm. Dans ce qui suit, nous 
analyserons les résultats obtenus. 
ies couches d'InP sont transparentes à la longueur d'onde de 880 nm (1.408 eV). 
L'impulsion laser excite des porteurs dans les régions actives et dans les couches de 
confinement en escalier. Toutefois, l'éventualité de transfert de porteurs entre les vallées 
î et L de I'InGaAsP est éliminée dans toutes les couches des trois structures A, B et C. 
Les intensités des PL issues de diverses régions, exprimées en compteds, sont plus 
faibles que celles que nous avons eues avec les énergies d'excitation préc6dentes. Les 
figures 4.17b, 4.18b et 4.19b montrent des spectres typiques, à différents délais, des 
sûuctures A, B et C, respectivement. Nous ne disposons pas de cinétiques de bandes 
d'énergie, il TL = 77 K, pour les structures B et C lotsqu'elles hient  excitées par des 
impulsions & 740 nm. Alors, les résultats contenus dans les tableaux 4.9,4.10,4.11 et 
4.12 m e n t  d'une part, à discerner une éventuelle difiérence dans la dynamique des 
porteurs d'une structure à l'autre. D'autre part, iis nous permettent d'évaluer toute 
variation de la dynamique des porteurs accompagnant le changement de la longueur 
d'onde d'excitation de 820 nm h 880 nm. La figure 4.20 montre l'évolution temporelle 
de certaines bandes d'énergie observks dans la structure A excitée à 820 nm puis à 880 
nm. Nous avons aussi obsetvé la cinétique de plusieurs autres bandes h diverses densités 
d'excitation. Les dsultats sont présentés aux tableaux 4.7 et 4.8. 
O PQ : 0.85 eV (82û nm) 
RC : 1.13 1 eV (820 nm) 
+ PQ : 0.872 cv (880 nm) 
A RC : 1.137 eV (880 m) 
0 Bat:l.O17eV(880nm) 
Figure 4.2& fivolution temporeile des PQ et d'une bande de la région de 
confinement dans A. ies longueurs d'ondes d'excitations sont indiquées 
entn parenthèse dans la ICgende. Tt = 77 K et D. E. = 1000 ~ l c d .  
En augmentant la longueur d'onde d'excitation de 820 nm à 880 nm, nous remarquons 
que les temps de montées de la PL des PQ de toutes les structures diminuent d'une 
picmeconde environ. Tandis que pour les temps de descentes des PL, nous eruegiswns 
une baisse significative. Ce résultat est prévisible w augmenter la longueur d'onde 
d'excitation est équivalent à réduire le suppl6ment d'énergie communiqué aux porteurs. 
Par €mission de phonons LO, les porteurs aiteignent un Btat d'équilibre thermique et se 
recombinent plus rapidement. Par ailleurs, pour des électrons ayant un certain 
supplément d'énergie (> bu), le temps requis pour un refroidissement par dmission de 
phonons LO a 6t€ estid à 1 ps (207,2081. Entendons-nous que le supptement d'énergie 
mentionné ci-dessus est supposé non suffisant pour causer un transfert ï'-L. 
Par contre, en augmentant la longueur d'excitation de 740 nm h 880nm, le temps de 
montée de la PL des PQ a diminué consiâérablement (voir tableaux 4.1 et 4.8). Pour la 
structure A et âans le cas d'une densite d'excitation de lûûû WICI~~,  le temps de montée 
a passé de 9 ps à 6 ps. I1 s'agit d'une diminution de - 3 ps (i 1 ps); relativement grande 
pour être attribuée uniquement à une élimination d'un transfert de porteurs vers les 
vallées subsidiaires & lahGaAsP. Nous attribuons cette baisse à deux processus 
physiques concomiIsuits: (i) une élimination d'un transfert de porteurs vers la vallée 
satellite L, et (ii) une augmentation du taux de refroidissement des porteurs due à un effet 
moindre de phonons etlou de porteurs chauds. En effet, comme le montrons dans la 
prochaine section, la tmpérahue effective des porteurs diminue en &luisant i'energie 
d'excitation. Par conséquent, en excitant <L une plus grande longueur d'onde (880 nm), 
nous avons éiiminé la possibilité de transfert d'une portion & la population d'électrons 
vers la vallée satellite L Comme conséquence, le temps & montée de la PL des puits 
quantiques a diminué. Cependant, la différence & temps enregisûé n'est pas 
nécessairement le temps de transfert r-L En effet, une excitation à une grande longueur 
(ici 880 nm) génère des porteurs "pas trop chauds", c'est-&dire ayant une tempdrature 
effective Tc voisine de celle du réseau TL. Les effets de phonons chauds ettou de 
porteurs chauds sont ainsi arnoinâris. ïi en résulte que le taux de refroidissement des 
porteurs et l'efficacité de leur capture par les PQ augmente. 
Avant de passer à la prochaine section, où nous observerons l'évolution temporelle de la 
température effective des porteurs, nous allons expliquer brièvement la notion de 
phonons chauds. Dans une population d'&cirons en équilibre thermique avec les 
phonons, le nombre d'électrons ayant une énergie E >hou, est égal au nombre 
d'électrons ayant une énergie E < BaiLo. ï i  en &dte que la distribution d'électrons émet 
autant de phonons qu'elle en absorbe. immédiatement, après excitation de ce système 
(électrons, phonons) par une impulsion laser (énorme quantité d'énergie), les deux 
constituants sont hors équilibre et le nombre d'électrons ayant une énergie E > hm est 
beaucoup plus élevé que le nombre d'éiectrons ayant une énergie E < ham. On parle de 
phonons chauds et d'une amplification de leur population, si le taux de leur émission par 
les porteurs est plus éievé que celui de leur absorption. Ces phonons ont un temps de vie 
relativement long et leur réabsorption par les po~eurs réduit le taux de refroidissement & 
ces derniers ainsi que l'efficacité de capture dw PQ. 
43 Tetuphhm effecaVe des portem. Porteurs chauds 
L'excitation des structures avec des impulsions laset (h 1.675 eV ou 1.511 eV) crée des 
porteurs chauds dans toutes les couches. Comme nous l'avons précéâemment mentionne, 
les interactions entre les deux types de porteurs (dlectrons et trous) ne conduisent pas, de 
façon enicace, A une perte d'énergie du système de porteurs dans son ensemble. 
Cependant, des interactions entre étectron-électron et trou-trou permettent un transfert 
d'anergie B l'intérieur de chacun des deux sous-systérnes. En effet, nous savons que les 
électrons et les mus ont des dnergies cinétiques moyennes (par particule) différentes. De 
plus, sachant que le degré d'élasticité est plus faible pur des colIisions entre particules 
de masses égales, l'équilibre thermique au sein de chaque sous systéme est atteint plus 
rapidement que celui entre les deux sous systemes. Les populations d'électrons et de 
trous peuvent alors &re U t e s  par des distributions de Fermi-Dirac, avec des 
températures effectives Te et Th supérieures à celle du &au (TL). Par collisions entre 
électrons et trous, la ternp5rature de l'ensemble des porteurs (plasma) converge vers une 
température unique Te = Tb = Tc toujours supérieure à TL. Tc est appel6 température 
effective du plasma, et eue est donnée par [IO61 : 
où m désigne la masse effective et les indices e et h réfèrent aux électrons et aux trous, 
respectivement. 
Les spectres & photoluminescence résolue dans le temps, obtenus dans tes sections 
précédentes, montrent que les queues ii hautes énergies des PL issues de la couche 
tampon d'InP ont des profils exponentiels. Ce résultat indique que le processus 
d'équilibre thermique, établi entre porteurs suite à leurs interactions mutuelles, est très 
rapide. D'ailleurs, son temps caractéristique est de l'ordre de la résolution de notre 
montage expérimental, soit = 200 fs. La température effective des porteurs &) est 
inférée à partir de la décroissance exponentielle de l'intensité de la PL, telle que donnée 
par [2W] : 
I(hv) a v2(hv - E,)"' exp (4.5) 
où hv est l'énergie du photon, E,flL= 77K) = 1.420 eV est l'énergie de la bande interdite 
de 1'W [210] et kB est la constante de BoltPnann. 
En utilisant la relation 4.5, nous avons estimé les températutes effectives des porteurs à 
différents délais. Le tableau 4.13 résume les valeurs obtenues, dans les structures A, B et 
C maintenues à 77 K. La longueur d'onde et la densité d'excitation étaient & 740 nm et 
de 3200 W I C ~ ~ ,  respectivement D'autres vakun de Tc, obtenues rais diffdrentes 
densités d'excitation ont 6té publiées aiileus [2 111 (voir annexe C). Nous représentons 










Figue 431 : Évolutions temporelles des Tc dans A, B et C. La densité 
d'excitation est de 3200 w/cm2, LCi = 740 nm et Tt = 77 K. 
Tableau 4.13 :  volu ut ions temporelles des températures effectives des 
































Désignons par Ta, TCB et Tcc les températures effectives des porteurs dans les structures 
A, B et C, respectivement. Pour la plupart des délais, nous constatons que Tee > Tcc > 
TCA. Ce résultat appuie l'hypothése évoquée précédemment, à savoir que l'effet de 
remplissage de bandes doit être plus prononcé dans la structure B, compte tenu du fait 
qu'elle possède une région active plus étroite. La densité de porteurs chauds qu'on y 
retrouve, résultante & photogdnération locale et d'un processus de transfert, est très 
élevée. Cette condition est propice & l'activation du phénomène dit de phonons chauds. 
Par ailleurs, on remarque qu'aussi bien les tem@ranires initiales (t I 5 ps) que les taux de 
refioidissement des porteurs sont plus faibles dans l'InP de la structure A. En admettant 
un comportement similaire & la région active, l'hypothèse d'un transfert de porteurs 
entre les vallées r et L de 1'InGaAsP de cette structure se trouve appuyée. Un tel 
transfert agit comme une source de chaleur [206]. En effet, une fraction substantielle des 
électrons photogdndrés peut être rapidement ( - 100 fs) transférée vers la vailée î. 
inunddiatement après excitation, les porteurs transférés ne participent pas à la 
luminescence. À cause d'une masse effective plus faible dans la vallée r, ces porteurs y 
reviennent (délai - 2 ps) plutôt lentement et réchauffent les électrons locaux. Comme 
conséquence, le processus de refroidissement est ralenti. En baissant la densité 
d'excitation ettou l'énergie d'excitation, Ies Tc initiales et le t a u  de rehidissement 
diminuent. Les tableaux 4.14 et 4.15 résument des dvolutions temporelles des Tc pour 
differentes longueurs d'ondes et densités d'excitation. À la figure 4.22 nous en montrons 
un exemple. 
Sachant qu'une baisse de la densité etlou de la longueur d'onde d'excitation entraîne une 
diminution d'énergie communiquée aux porteurs. Ces derniers ne peuvent plus relaxer 
rapidement par émission & phonons LO n'étant pas suffisamment énergétiques. Ils 
relaxent alors par d'autres p~ocessus beaucoup plus lents, tels que celui par émission de 
phonons acoustiques. 
Figure 4.22 : Bvo~utions temporelies des Tc dans A pour diff6rentes 
densités et longueurs d'ondes d'excitation. TL = 77 K. 
Tableau 4.14 : Évolutions temporelles des températures effectives des 































Tableau 4.15 : kvolutions ternpo~iies des températures effectives des 
porteurs dans A, B, et C. &=820nm, D. E. =3200 w/cm2etTL=77 K. 
44  Lien entre la dynamique des porteurs et Iles performances d'un laser 
Un changement de la densité de porteurs (n) dans la région active d'un laser cause un 
changement de l'indice de &action (N) de la cavité et par le fait même, un changement 
de la longueur d'onde des modes longitudinaux (piaillement, connu sous le nom de 
chirp). Par conséquent, toute fluctuation de Ia densité de photons conduit à une 
augmentation de la largeur & la raie laser. De façon simiIaire, toute variation de la 
concentration de porteurs (n), imposée par la modulation d'un laser, conduit au 
phénoméne de piaillement. Ces deux effets (I961argissement de la raie et Ie piaillement) 
sont indésirables dans un laser dmettant à un 1.55 )un, utilisé dans un système dispersif 
de communication de longue distance. Le piaillement est en génbral decrit par un facteur 
d'accroissement de la largeur de raie, a , donné par [212]: 
- --- - 
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oh g est le gain et h la longueur d'onde. Réduire le facteur a revient à trouver des 
moyens pour réduire le taux de changement du gain avec la densite de porteurs (dgldn); 
et c'est la raison pour laquelle on utilise des lasers où la cavité est sous contrainte d'une 
part [4,213-2151 et dopée p d'autre part (2261. 
Par ailleurs, il est reconnu que pour atteindre les largeurs de bande de modulation 
prédites theonquement [q (de 60 GHz à 90 GHz), le temps de capture des porteurs dans 
les PQ d'un laser doit être réduit [18,27,33, 34, 551. En effet, Kan et collaborateurs ont 
montré que la difision et la capture de porteurs sont corrélées de façon intrinsèque et 
qu'un temps de capture aussi court que 0.2 ps limite considérablement la largeur de 
bande de modulation d'un laser à PQ [29]. ils ont conclu que les performances d'un laser 
sont limitées par le transport d'éiectrons plut& que celui des trous, car ces derniers sont 
capturés plus rapidement par les PQ malgré leur diffusion lente. De plus, d'autres 
groupes de recherche ont étudid le phènoméne de saturation de gain [19] dont l'origine 
continue d'être un sujet de controverse. De nombreuses réfdrences traitant ce 
sujet sont citées dans l'introduction de cette thèse. Ce bref rappel nous a permis & 
constater tout simplement qu'avec les temps de capture et de transport que nous venons 
d'estimer, le laser ayant les performances souhaitées n'est pas encore conçu. 
4.5 Conclusion 
À l'aide de la photoluminescence résolue en temps. nous avons étudié la dynamique des 
porteurs en régime transitoire dans des structures laser h puits quantiques multiples sous 
contraintes. 
Nous avons évalu6 les temps de montées et de descentes de la luminescence issue des PQ 
et démontré que ces temps sont grandement influencés par Ia température du réseau et la 
densité d'excitation. Des temps comparables, de transport et de capture, de - 3 ps 
environ ont été obtenus. La relaxation des porteurs est plus rapide à basse température du 
réseau mais la longueur du libre parcours moyen de l'électron augmente et peut dépasser 
la largeur du puits quantique. Dans un tel cas, l'efficacité de capture des porteurs par les 
puits quantiques est dduite. Aux fortes densités d'excitation, le phénomhe de 
remplissage de bandes, les recombinaisons non radiatives Auger et l'écrantage des 
interactions porteur-phonon ralentissent les processus de relaxation. Le temps de 
décroissance de la PL augmente. 
Enfin, nous avons 4tudi6 l'effet de l'énergie d'excitation sur le temps de capture des 
porteurs par les PQ. Nos résultats mettent en évidence l'impact de phénoménes tels que 
les porteurs chauds, les phonons chauds et le transfert de porteurs entre les vallées ï et L 
de la bande de conduction. Sous une excitation de forte énergie, les électrons acquièrent 
un plus grand suppl6ment d'hergie et leur température initiale est plus éievée. Ces effets 
provoquent un aller et retour d'une portion de la population d'électrons entre les vallées ï 
et L. Nous avons estimé un temps de ralentissement de la relaxation des électrons, dO à; 
la combinaison des effets & deux processus: le caractih chaud des porteurs et leur 
transfert entre les vallées r et L. Ce temps est de l'ordre & 3 ps. A notre connaissance, 
un tel temps est estime pour la premiere fois dans un quaternaire &InGaAsp. 
Interprétation des résultats obtenus par 
diffraction de rayons X de haute résolution 
5.1 Introduction 
Dans le chapitre 3, nous avons nott! un comportement anomal de la PL de la structure C 
en fonction de la température du réseau m. En effet, les spectres de PL de cette 
structure contenaient deux pics pour des TL comprises entre 6 K et lOOK et un seul pic 
pour des TL allant de 100 K à l'ambiante. IA rapport des intensités de PL correspondant 
à ces deux pics s'inversait pour àes TL inf&ieures à - 75 K et la position du pic à basse 
énergie n'dvoluait que très peu avec TL. Ces résultats sont similaires à ceux rapportds 
dans la vaste litterature [127-1381 où on attribuait le comportement anomal de la PL à un 
phénomène d'ordre smictural ayant lieu au moment de la missance des structures. Par 
ailleurs, sachant que la probabilité d'occurrence d'un tel phénomène augmente avec 
l'épaisseur de la région active, son investigation dans la structure C (la plus dpaisse) 
devient impérative. 
Nous commençons ce chapitre par un rappel succinct de la diffr;tction de RX et nous 
pdcisons le genre d'information qu'on peut obtenir par cette technique de caractérisation. 
Ensuite, nous procédons à la catact6risation structurale des trois stmnires laser à PQM 
en estimant leurs compositions et les contraiutes associées. Les résultats expérimentaux 
sont commentés à la lumière de ceux otitenus par des simulations. Les modèles de 
formation de domaines ordonnés sont nombreux, nous en présentons un et décrivons la 
procédure expérimentale de v€rincatiw de leur existence éventuelle. À défaut d'une 
mise en évidence d'un ordre structural, quelques facteurs qui s'y rattachent sont discutés 
et le comportement anomal de la PL de la stmcture C en fonction de la température de 
son réseau est attriiué à des recombinaisons 6lectron-accepteur. Nous terminons ce 
chapitre par proposer des perspectives de recherches utilisant les mêmes techniques 
expérimentales mais avec une nouvelle façon de faire ou faisant appel à d'autres 
techniques expérimentales. 
54 Diffraction de RX et liens entre espace dei et espace réciproque 
Dans ce qui suit, nous allons rappeler de f w n  succincte et sirnplinée, l'utilité de la 
diffraction de RX comme technique liant un del à un espace réciproque. Ce 
rappel a comme objectif de préciser le type d'information qu'on peut extraire d'un 
spectre de diffraction de RX de haute résolution (DRXHR). Cet exercice nous aidera il 
mieux interpréter nos résultats expérimentaux. 
Considérons un supra-réseau constitué de N pCriodes. Chaque période est formée de 
deux couches de matériaux ml et mî, d'é@sseurs z d  et 2m2 (zm2 > zml). La période du 
supra-&eau est D = zmi + zd. LRs parami2tres de maille & chacun de ces deux 
3 
maténaw, le long de la direction de croissanceoz, sont a, et a@. La diffraction de RX 
représente la transformée de Fourier de la distribution électronique. En d'autres mots, à 
chaque réfiexion de Bragg (ou point du réseau réciproque), compond une composante 
de la transformée de Fourier de la densité électronique. la période D est repdsentée par 
une fonction f(z) (avec f(z) = f(zi) + f(zz)) qui décrit, 2i l'aide des facteurs de fonnes 
atomiques, les centtes (atomes) périodiques de diffraction. Notons que ces facteurs de 
formes sont différents pour les matériaux m l  et d. L'intensité des RX diffractés est 
pmponininelle P FF*(k), où F@) est la transformée de Fourier de f(z), et où ~ ' (k)  est m 
complexe conjuguée. La figure 5.1 représente un spectre de diffraction de RX issu du 
supra-réseau défini précédemment. 
Figure 5.1: Spectre de diffraction & RX donne par un supra-dseau 
(supposé parfait) constitué de N périodes formées de deux mabkiawt ml et 
m2 ayant des facteurs de facteurs de stnictures différents. 
Dans ce qui suit, nous aiions préciser le genre d'information qu'un spectre de ciifFraction 
de RX peut fournir. D'après la figure 5.1 on voit que: 
a L'intensité d'un pic de diffraction est proportionnelle au volume du matériau. 
La position d'un pic de diffraction de RX associé à une couche dépend de son 
parametre & maille (2da). 
La largeur des fonctions enveloppes sont inversement proportionnelles aux épaisseurs 
des couches (4dz). 
a Plus les param&tres de mailles des couches d'une hdt6rostructure sont différents, plus 
les positions des pics de diffraction associés à chacune des couches sont distanciées. 
a La largeur des pics satellites est inversement proportionnelle à l'épaisseur totale de 
I'hétérostructure (4dN D). D peut être 6valuée à partir de l'espacement (angulaire 
Aû, ou Ak) entre deux pics successifs: D = (ni - n2) A 1 2(sin0, - sin&) oh ni et n2 
sont les ordres de diffraction des pics satellites et 0, et 82 leurs angles de Bragg [217]. 
Nous avons présenté un cas idéal où les paramhs de mailles des deux maîériawt 
constituant I'hétkrostructure sont très différents donnant lieu à des pics de diffraction es 
bien résolus. Un spectre de diffraction de RX issu d'une hétémtnicture laser est plus 
complexe. En effet, les paramiiûes de mailles des matériaux qui la constituent ne 
diffèrent que de très peu. De plus, dans une couche partiellement relaxée, les parametres 
de maille dans les directions parallèle (ail) et orthogonale (a,) à celle de la croissance 
sont différents. Dans la section qui suit, nous allons montrer comment déterminer les 
valeurs de ces deux parametres à partir de résultats qu'on obtient d'une combinaison de 
réflexions asym&iques de RX. Quant aux inceriitudes associées à ces valeurs, 
inhérentes à la complexité des spectres, elles seront discutées dans la section intitulée 
dsultats et analyse. 
53 Comment déterminer QI et al? 
Par croissance epitaxiale d'un alliage cubique ne possédant pas le même parameue de 
maille qu'un substrat cubique, on peut obtenir dans les cas extrêmes soit une couche 
mince totalement relaxée, soit totalement sous contrainte (de compression ou de tension). 
Selon l'épaisseur de la couche, sa composition et la différence entre les paramètres de 
mailles, l'obtention de toute structure intermédiaire est possible. Les diverses possibilités 
sont illustrées à la figure 5.2. 
La difiction de RX utilisant des réflexions symétriques (réflexions par les plans (W}, 
par exemple) permet la détermination & a ~ .  Dans le cas d'une couche 6pitaxiale 
totalement sous tension, sa maille initialement cubique est distordue en maille 
tétmgonale. Sa constante de maüie a,, est alors égale à ceUe du substrat (a, = as). On 
parle alors d'une croissance pseudomorphique. Pour une croissance non 
pseudomorphique, les couches sont partiellement sous contraintes (a,, # a,). LAS 
diffactions symétriques ne permettent plus la détermination conjointe de al  et a,. Une 
façon de contourner la difficulté est d'effectuer des réflexions asymétriques. Dans ce qui 
suit, nous décrivons ce type de réflexions et d6rivons quelques équations qui seront 
utilisées dans l'analyse des spectres expérimentaux de DRXHR que nous présenterons 
dans la section suivante. A la figure 5.3, nous illustrons l'usage des réfiexions (1 15) dans 
les géométries positive et négative, (1 153 et (1 15.). Ce cas est traité dans l'éventualité 
oO une famille de plans (hki) de la couche présens une inclinaison Acp par rapport à la 
même famille & plans dans le substrat. Les réflexions asymdtriques dans la géométrie 
positive (1159, pduisent deux pics de diffraction: L'un est situé à Os + cps et il est 
attribué au substrat; l'autre est centré sur Oc + cpc et il correspond il la couche. Dans la 
géométrie (1 151, ces deux pics apparaissent respectivement à Os - cps et Oc - cpc. 
Totalement sous 
CO- comprtssive 
Figure 5 2  D i f f h t s  états de contraintes d'une couche d @ d e  sur un 
substrat. 
Figure 53: Diffraction & RX dans bs géométries positive et négative. 
Designons par A a  et A8 les séparations angulaires des deux pics dans les spectres de 
diffraction associ6s aux géométries (115') et (1 153, respectivement. ïes angles 0, et cp, 
sont alors don& par les relations suivantes 1210,2191: 
avec 
AQ = 'h (AB - A )  
Dans les équations 5.1 et 5.2, on utilise les séquences de signes (+,-) ou (-,+) selon que la 
valeur de l'angle & difhtion (angle de Bragg) associé à la couche est plus élevée ou 
plus petite que celle associe au substrat, respectivement. Par aiilem, pour une famille de 
plans {hkl) d'une couche déposée dans la direction [XYZ], les angles (en degré) Os et qs 
sont donnés par: 
9, = 57.2957795 lx Arc sin - 
(21 1 
où A est la longueur d'onde ûes RX et dW est la distance réticulaire. Le tableau 5.1 
résume certaines valeurs de 8s et cps ainsi que les angles de Bragg o+ et o' associés aux 
diffractions par les plans {OOQ), {115+), et { 1 f 5') dans de I'InP. Remarquons que la 
mesure de la diffraction de RX par certains plans ( hkl ) est techniquement impossible car 
elle exigerait que le détecteur soit placé en arrîére de l'échantillon! De plus, si le pic de 
diffraction de RX associe au substrat n'apparaissait pas aux angles CO+ et OS du tableau 
5.1, on aurait la preuve d'inclinaison de la surface du substrat par rapport au plan (001). 
Les parametres de maille a// et al seront déterminés à panir des relations [102,218,220]: 
oh as est le param2tre de maille du substrat et où Aq et A0 (dépendent de A a  et @, 
équations 5.3 et 5.4) seront t?valuès à partir des spectres expérimentaux. Nous avons 
décrit comment déterminer a,, et al à partir d'une combinaison de réflexions de RX 
asymétriques. Nous passons maintenant ài la présentation et à l'analyse des résultats 
expérimentaux. 
Tableau 5.1: Valeurs de &, û~, (PS> OH et w pour certains plans (hkl) dans 
de 1'InP (% = 5.8688 A). La direction de croissance & la couche est [OOl]. 
& =  I (h2 + k2 + 12)IR = n A 1 2 sinOs où n est un entier naturel et h = 
1.5406 A. 
5.4 Résuitab et analyse 
Aux figures 5.4, 5.5 et 5.6, nous présentons les spectres expérimentaux et simulb des 
diffractions par les plans (a}, ( 115+} et ( 115-1 dans les structures A, B et C. Les 
résultats des simulations seront discutés dans la section suivante. Tel qu'illustré à la 
figure 5.4, un spectre de diffraction & RX d'une structure à PQM (ou supra-réseau) 
contient les éléments suivants [218]: a) un pic intense et étroit qu'on associe au subsûat; 
b) un premier pic (à gauche du substrat) attribué au motif périodique (PQ + Bar) et qu'on 
convient d'appeler pic de diffraction d'ordre zéro; c) des pics "satellites" correspondant 
h des diffractions d'ordres supérieurs (-1, -2, etc à gauche du pic d'ordre zéro et 1.2, etc à 
droite du pic associé au substrat), et d) & petits pics (ou des oscillations, communément 
appelées franges) situés entre les pics satellites dont les séparations angulaires detent  
i'kpaisseur totale de l'ensemble des PQ et des banières. Ces franges proviennent 
d'interférences entre les ondes diffractées aux interfaces supérieure et inférieure de 
l'hétémstnrcture. La physique classique de la diffraction montre que pour un supra- 
réseau formé de N hétérostructures, il y a (N-2) franges entre deux pics satellites 
adjacents 
Ultérieurement, nous avons dit que le spectre de diffraction d'une hétérostructure laser 
est assez complexe. En effet, les matériaux d'une telle hétémstructure (PQ + Bar.) ont 
généralement des pararnibs de mailles très peu différents. ii en résulte que les pics de 
diffraction de RX (quel que soit l'ordre de diffraction) associes à ces deux matériaux sont 
confondus. La position angulaire d'un pic de diffraction correspond à un paramhe de 
maille qui est la moyenne des param5tres de mailles des deux matériaux: an = ( z ~ ~ a ~ q  + 
Z B & ~ ~ ) / ( Z ~ Q + Z ~ ~ .  Par ailleurs, les diverses couches peuvent diffracter de façon 
cohérente et les amplitudes des ondes diffractées s'additionnent et interfèrent produisant 
un spectre compliqué. Dans certains cas, cela produit de ''faux" pics [220, 221) ou des 
déplacements des positions des pics associés aux couches [222) rendant ainsi la 
détermination du param5tre de maille très imprécise, sinon impossible. 
F'igure 5.4: Spectres de DRXHR par les plans (ûû4)dans les structures A, B 
et C. 
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Figure 5.!k Spectres de DRXHR par les plans { 115)' dans les structures A, 
B et C. 
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Figure 5.6: Specües de DRXHR par les plans (115)- dans les s t n ~ ~ t i i f e s  A,
B et C. 
Afin d'évaluer la contribution des régions de confinement à la diffraction de RX, nous 
avons simulé les spectres expérimentaux en omettant ces régions. À la figure 5.7, nous 
présentons le résultat de la simulation superposé au spectre expérimental obtenu pour les 
réflexions (004) dans la s a t u r e  A. Omis la disparition des petites oscillations modulant 
les pics associés B l'hétérosüucture et un petit déplacement (quelques centièmes 
d'arcsecondes) des pics satellites, l'exclusion & la région de confinement n'altère pas 
significativement l'allure des spectres. 
Figure 5.7: Comparaison du spectre expérimental de la sûucture A à celui 
obtenu par simulation lorsque la région de confinement est omise. 
Dans la section prochaine, nous allons interpéter nos résultats en termes d'intensitt? et de 
largeur à mi-hauteur des pics de dif&action de RX hs effets de déplacement bvenhiel 
des pics sateilites causés par les régions actives ou les couches couvercles seront discutés 
dans la section 5.4.2. 
5.4.1 Largeur B mi-hauteur et intensité des pics de diffraction 
La largeur B mi-hauteur d'un pic de diffraction dépend des variations de la 
contrainte, de l'épaisseur du matériau et de ses qualités structurales. Pour une couche 
mince, le FWHM est donn6 par [102]: 
FWHM = Y s  
zsin 28 
oh 1 est la longueur d'onde des RX (1.5406 A), 8 est l'angle de Bragg, z est l'épaisseur 
de la couche et ys est le cosinus directeur du faisceau diffracté par rapport h la normide au 
plan de diffraction. Dans le tableau 5.2, nous résumons les valeurs des FWHM pour les 
pics satellites de diffraction d'ordre (-1) mesurées pour tous les spectres expérimentaux. 
Tableau 53: FWHM des pics satellites d'ordre (-1) évalué pour les 
diffractions (0041, (1 15+} et { 1 15-1 pour les shucnires A, B et C. 
FWHM (en de&) des pics 
satellites d'ordre (-1) 0.075 0.062 0,112 
0.049 0.039 
0.038 0.03 0.053 
Nous n'avons pas considéré les pics de diffraction d'ordre zéro pour évaluer le FWHM* 
car les profiles de ces pics ne sont pas symétriques. Les CMS droits de ces pics sont fort 
probablement affectés par la diffraction issue des régions de codinement. Ces régions, 
supposées en accord de maille parfait avec le substrat, contiennent des coniraintes 
résiduelies telies que suggérées par les simulations que nous discuterons un peu plus loin 
dans ce chapitre. 
À ce niveau, il faut bien noter que contrairement au cas d'une structure simple (couche 
unique), la largueur à mi-hauteur d'un pic de diffraction issue d'un supra-réseau dépend 
de son dpaisseur totale (la somme des périodes). À notre connaissance, aucune relation 
explicite entre l'épaisseur totale d'un supra-réseau et la largeur h mi-hauteur de son pic de 
diffraction n'a été établie. Toutefois, on sait que plus l'épaisseur totale d'un supar-réseau 
est grande, plus la largeur h mi-hauteur de son pic de diffraction est faible. 
Comparativement aux autres structures, le FWHM des pics satellites de la structure A est 
le plus élevé, pourtant cette structure possède la région active la moins épaisse (1120 A). 
Ce résultat suggère que la qualité stmcturale de A est moins bonne que celle de B et C; 
ce qui n'est pas le cas. En effet, nos mesures de PLRT (chapitre 4) ont montré que le 
temps de vie des porteur dans la structure A est similaire ai ceux obtenus dans B et C, 
sinon une centaine de ps plus dl&, Nous attribuons ce &ultat h un désaccord de maille 
(contrainte interfaciale), plus élevé, entre les couches des PQ et celles des baniéres. Les 
longueurs des liaisons atomiques diffèrent de part et d'autre des interfaces car les couches 
n'ont pas les mêmes compositions en éléments m-V. En ce qui concerne B et C, nous 
savons que l'kpaisseur totale du supra-réseau de B est plus petite que celle de celui C 
(1380 A et 1920 A, mpctivement). il n'est donc pas surprenant & constater que le 
FWHM des pics de diffraction de Ia structure C soit plus faible que ce que nous notons 
pour B. Toute corrélation entre les qualit& structuraies des couches dans les &tu 
stnictws et le FWHM est "noyée" dans la différence énorme de leurs épaisseurs. Dans 
ce qui suit, nous examinerons d'autres cmctéristiques. 
En gdnéral, l'angle de Bragg pour une hétérostructure périodique à PQM dont la p6riode 
n'excède pas 500 A. correspond B une structure dont la composition est une moyenne des 
compositions des alliages qui la constituent [101]. Les intensités des pics de diffraction 
associds au substrat et h l'h6téroscnicture dépendent des volumes des matériaux et & leur 
nature. Sachant que les épaisseurs totales des régions actives sont de 1120 A, 1380 A et 
1920 A pour A, 3 et C, respectivement; on constate que la notion de volume du matfiau 
diffractant, h elle seule, n'explique pas les t.esultats obtenus. En effet, l'intensité de RX 
diffractés par la structures B est plus faible que ceUe de A, quel que soit l'ordre de 
diffraction considéré. De plus, comparativement h la structure C, on note un 
élargissement progressif des pics satellites de diffraction d'ordres supérieurs pour les 
stnictutes A et B. De plus, cet dlargissement est plus prononcd pour la structure B. 
Quant aux franges, elles ne sont presque pas visibles dans les spectres de la stmcture B. 
Les qualités stnictde et d'interface dans la structure B sont 2 l'origine de ce 
comportement. Examinons les résultats de pius ptès. 
il a été démontré qu'une rugosité d'interface ou des fluctuations aussi bien Iatétales que 
transversales (dans la direction de croissance) des épaisseurs des PQ et des bariieres 
entrainnent un éiaqissement progressif des pics satellites de diffr;iction d'ordres 
sqdrieurs [223] et un affaiilissemmt de l'intensité des franges (petites oscillations entre 
les pics satellites) [224]. Selon Powell et coUaborateurs [224], une légère variation de la 
période (de l'ordre de 2%) affaiblit de façon drastique les intensités des franges. Par 
ailleurs, d'autres chercheurs [225-2281 ont rapporté qu'une diffusion d'atomes d'une 
couche à l'autre n'affkcte que très peu les intensités des pics de diffraction d'ordres 
inférieurs, mais affaiblit les intensités des pics de diffraction d'ordres supérieurs et cause 
une asymétrie dans l'intensité des franges situées autour du pic de diffraction associé à 
I'hétérostnicture. Selon ces chercheurs [225-2281, une diffusion d'atomes d'une couche 
à l'autre introduit un gradient de composition (ou de contrainte) qui provoque un 
dephasage entre les ondes diffractées aux interfaces affectant ainsi les intensités des 
franges. L'ensemble des arguments que venons de citer corrobore nos résultats de 
photoluminescence standard. En effet, nous avons noté que les positions des pics 
principaux de PL se déplaçaient vers les hautes énergies à mesure que la densité 
d'excitation augmentait (section 3.2.1 du chapitre 3). Nous avons attribué ces 
déplacements, en partie, à des variations des épaisseurs des PQ et des bm-ères. De plus, 
rappelons que pour la structure 8, nous avons observd dans ses spectres & PL standard 
un pic situé à - 1.32 eV. Nous avons attribut5 ce pic h du zinc utilisé comme dopant du 
type p de la couche d'InP. Nous n'avons pas vu ce pic dans la PL de la structure A, car la 
couche d'InP n'y est pas dopée. Sachant que le zinc peut diffuser à une profondeur & 1 
p, [177], il est fon probable qu'ii ait difisé,  le moindrement, vers la région active dans 
la structure B éliminant ainsi la franges dans ses spectres de diffraction de RX. Dans ce 
qui suit , nous continuerons l'analyse des résultats en examinant d'autres données telles 
que les séparations angulaires des pics satellites. 
5.4.2 Séparation angulaire entre le pic de diffraction d'ordre zéro de 
I'hétérostructure et celui du substrat 
La sCparation angulaire entre le pic de diffraction d'ordre zéro associé à I'hét~rostnicnire 
et celui du substrat refléte la différence entre leurs param2tres de mailles. Plus le 
désaccord de maille est élevé, plus les angles de Bragg correspondants sont différents et 
l'espacement angulaire (A0) des pics est élevé. Quant à l'espacement angulaire entre les 
pics satellites, il est inversement proportionnel à l'épaisseur du motif périodiquement 
répété. À partir des spectres expérimentaux de diffraction de RX, nous avons tvaluk ces 
séparations angulaires. Nous consignons les valeurs obtenues dans le tableau 5.3. 
Désignons par Ss.=' la séparation angulaire entre la position du pic du substrat et celle du 
Aa a,-a, 




désaccord de mailles relatif, entre I'hétérostructure et le substrat. Ii importe de rappeler 
que a~ ne représente pas le paramètre de maille des PQ ou celui des barrières, mais plutôt, 
une moyenne des deux. a~ est donne par: = ( z w m  + z ~ ~ ~ ) / ( ~ ~ + z B ~  où ZFQ et Z B ~  
sont les épaisseurs des PQ et des barrières et am et ae, sont leurs paramètres de mailles. 
D'après le tableau 5.4, on voit que S&) c S=(C) c &(A) quel que soit le plan de 
diffraction considéré. Cela implique qu'en termes de désaccorâs de mailles, on doit 
a (5) ( )  ( )  . ûr, les contraintes compirriives visées au moment de 
B 
la croissance des hétérostnicnires étaient de 1.5% pour la structure A et de 1% pour B et 
C. Ce résultat est donc prévisible pour la structure A. Quant à la structure C, ce résultat 
demande une certaine réflexion. Toutefois, la structure C est plus épaisse que B, et on 
s'attend à ce que les phénomènes de relaxation y soient plus importants. Nous 
reviendrons à ce sujet un peu plus loin. 
Tableeu 5.3 Valeurs des séparations angulaires entre les pics de diffraction 
d'ordre dm assaci& aux h€témstnictures A, B et C et celui du substrat. 
Espacements angulaires en= les pics sateIlites et FWHM kvalués pour 
toutes les difhtions ({MM}, { 1 19)  et { 115-1). 
Moyenne des 
séparatioasangulaires 0.286 0.370 0.359 0.214 0.281 0.275 0.404 0.545 0.530 
entre les pics satellites 
Pics concernés 
IRS équations 5.7 et 5.8 permettent de déteminer et al. Cependant, ces équations ont 
été établies dans l'approximation où A0 et Acp sont petits, Elles conduisent à de grandes 
erreurs dans i'kvaluation & a,  et a, lorsque les contraintes sont élevées. Nous avons 
Sparation angulaire (en degré) selon le plan réticulaire de 
diffraction considéré 
préféré utiliser une aumt alternative consistant h déterminer le rapport -à partir & 
'=Il 
l'angle q~ correspondant aux plans (hk1)d'une maille tétragonale (équation 5.5). Ces 
deux entitds sont reli&s par: 
Ensuite. nous avons utilisé k rapport 5 conjointement avec l'angle €Ic pour deteminer 
a// 
4, et a,. L'expression qui les relie n'est rien d'autre que la formule de Bragg: 
(S. 11) 
Quant au paradm de maille d'une couche relaxée, (acua), nous l'avons évalué en nous 
servant des mesures expdnmentales et de la relation [102]: 
Enfin, nous avons calculé la contrainte et le taux âe relaxation & chacune des 
hétéfostnictures A, B et C. Ce taux est donné par [2 19,2203: 
Les valeurs obtenues, & I'ensemble de pam&tres, sont consignées dans le tableau 5.5. 
Les erreurs maximales, sur chacun des pcam&tres, sont Bvaluées en admettant commettre 
une emur ck 0.005 degré au cours & l't5valuaiion des séparations des pics. En 
examinant les valeurs des divers paramètres, on remarque que tout en gardant des mailles 
tétragonales, toutes les structures ont relaxé. L.es paramètres de maille àe la structure C 
(a,, et wh) sont 16gèrernent plus Ckvb que ceux de B. À ce niveau, nous retrouvons le 
résultat de la section précédente, à savoir: ( ( )  cepenàant, les taux de 
relaxation que nous avons calcdés sont sensiblement les mêmes pour les trois structures. 
Ce résultat implique que les structures B et C, supposées ne différer que par le nombre de 
PQ ( 8 PQ dans B et 16 PQ dans C), ont des régions actives de compositions chimiques 
Iéghement différentes. Ce &ultat est en parfait accord avec ceux de la PL en régime 
continu qui montrent que les pics des PL issues des PQ des structures B et C pdmtent 
un décalage de - 5 à 10 meV les uns par rapport aux autres pour les mêmes conditions de 
densité d'excitation et de température de rdseau. 
Tableau 5.4: Paramètres de mailles a,, , a,et ac,aet des taux de relaxation 
(R%) des hdtérostnictures périodiques A, B et C. La contrainte compressive 
= (a -  CU^) ~ 1 0 0  / @. 
De plus, à partir des spectres ex@nentawt de DRXHR, nous avons estimé les 
6paisseurs des couches périodiques (FQ et barrière) qui forment les régions actives de 
chacune des trois structures. En enet, connaissant la séparation angulaire (Au) entre 
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deux pics satellites successifs (interférences d'ordre 0, -1, -2, etc), la @riode D est 
donnée par [102,229]: 
oh Oc et refisentent l'angle de Bragg et l'angle entre la surface de la couche et la 
normale au plan de tiflexion {hkl), respectivement. Cette iquation est valide pour toutes 
les réflexions de RX possibles. Elle se simplifie pour la réflexion (004) pour laquelle 
p, = 0. (8, f pc) représentent les angles que font les RX ciiffracth avec la surface de 
la structure pour les réflexions dans les géom&ies(l lST}, respectivement. Nous nous 
sommes servis des séparations angulaires consignées dans le tableau 5.3 pour dvaluer les 
6paisseurs des motifs p6riodiques. LRs résultats sont données dans le tableau 5.6. 
TabIeau 5.5: Pdnodes des hétérostnrctures dans A, B et C. ïe param2tre de 
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En @nériil, l'dpaisseur d'une paire (PQ + bamère) est plus faible que la moyenne de la 
firiode du supra-réseau ainsi évaluée [223,230,231]. Les périodes que nous venons de 
déterminer sont plus élevées que celles optimales & croissance. Ce résultat s'explique 
par le fait que les bamiéres externes des couches actives sont de 300 A pour A et de 200 
A pour B et C. L'épaisseur des bamhes intemes est de L O O  A. 
Par ailleurs, Fewster et Curling [222] ont montd que dans certains cas, l'évaluation des 
parametres de mailles telle que nous venons de le faire, n'est pas tellement rigoureuse. 
En effet, pour cies sûuctwes simples (une seule couche, A I ~ J G ~ S A ~ G ~ A S ) ,  ils ont noté 
un déplacement (shift) du pic de la couche vers celui du substrat dès que l'épaisseur de la 
couche est réduite à des valeurs plus faibles que - 0.5 pm. Cela conduit à une sous 
estimation du désaccord de mailles et de la composition. Fewster et Curling [222] ont 
expliqué ce phenornène par le fait que lorsque la couche est de plus en plus mince, sa 
croissance se fait de façon "cohérente" avec le substrat; c'est-à-dire, avec une meilleure 
adaptation permettant de minimiser la àensitd & dislocations. Par ailleurs, ils ont montré 
que I'6valuation du désaccorâ de mailles enae une couche d ' ï t ~ ~ ~ G a ~ . ~ ~ &  de 0.2 pm 
d'épaisseur et un substrat d'id?, contient une erreur (sous estimation) de 10% si cette 
évaluation est basée sur la séparation angulaire entre le pic de diffraction du substrat et 
celui de la couche. Part contre, pour une héiérosriructure ayant une couche couvercle 
(Ai,Ga~-,h, n = 0.67 / A1,Gat-,AsY x = 0.5 1 A1,Gai-,As, x = 0.67 f GaAs), ils ont mon& 
que le pic de diffraction associé à la couche prise en sandwich (x = 0.5) s'écarte & celui 
du substrat à mesure que I'@aisseur de cette couche est réduite. IE déplacement du pic 
associé à la couche d' AlosGaosAs se manifeste dès que son épaisseur est réduite à des 
valeurs plus faibles que - 2 pm. La plus petite épaisseur limite est imposée par la 
résolution de l'équipement de difftaction et dépend de l'épaisseur de la couche couverde 
(x = 0.67). Dans un tel cas, se servir des séparations angulaires entre le pic de 
I'hétrostructure et celui du substrat conduirait ài une surestimation du désaccord de 
mailles (des compositions). Or, les régions actives de chacune des structures sont 
entourées de régions de confinement plus épaisses que l'épaisseur globale d'un PQ et 
d'une barnère. Conformément aux arguments de Fewster et Curling [222], les 
param&tres de mailles (ou les compositions) que nous venons d'évaluer sont 16gèrement 
surestimés. Quant ài l'évaluation de la période des supra-réseaux, elle n'est affectée par 
de tels phénoménes physiques puisqu'on ne considére que les séparations angulaires 
entre les pics satellites. D'ailleurs, comme nous allons le voir, B l'aide des simulations 
nous obtenons pratiquement les mêmes valeun des périodes que celles déterminées ci- 
haut. Pour éviter la surestimation des compositions, nous avons simuler les spectres 
expérimentaux. Dans la section qui suit, nous discuterons les résultats obtenus. 
55 Résulîais des simulations des spectres de DRMIR 
Tous les spectres expérimentaux associes aux réflexions (004) indiquent que les pics de 
ciiffiaction associes au substrat ne sont pas exactement à l'angle de Bragg 8 = 31.668 
degré correspondant à un substrat parfaitement o h t é  dans la direction [ûûl] (tableau 
S.). Nous en déâuisons qu'au moment de la croissance des hétérosmtures, les 
substrats n'étaient pas parfaitement orientés dans la direction (0011. Les valeurs des 
angles que font les normales aux substrats avec la direction [001], utilisées dans les 
simulations des spectres expérimentaux des structures A, B et C, sont consignées dans le 
tableau 5.7. 
Tableau 5.6: Inclinaison anguiaire de la normale il la surface du substrat par 
rapport à la direction [ûûl] dans A, B et C. 
Les valeurs des compositions (x,y) des diverses couches qui ont donné les meilleures 
simulations sont consignées dans les tableaux 5.8, 5.9 et 5.10 pour les stnictwes A, B et 
C, respectivement. Les profiles obtenus sont superposes aux spectres expérimentaux et 
montrés aux figures 5.4, 5.5 et 5.6. Quant aux pararn8ires de mailles des diverses 
couches, nous les avons dvalués ii partir de la relation [232]: 
a, =0.013 xy- 0.4184x+0.1894 y+a, (5.15) 
L. 
où as désigne le param&tre de maille du substrat de 1'InP (a = 5.8688 A). 
inclinaison de la nonoale à la swface du 
substrat par rapport à la direction [O011 
Nous remarquons qu'il y a un très bon accord entre les valeurs des périodes déterminées 
à partir des moyennes des séparations anguiaires entre les pics satellites (tableau 5.6) et 
celies déterminées par simulations (tableaux 5.8, 5.9 et 5.10). Par contre, il y a un écart 
important entre les valeurs des paramètres de mailles (des contraintes) selon qu'elles sont 
déterminées par une méthode ou par l'autre. Contrairement aux résultats expérimentaux, 







écarts aux mêmes effets, démontrés par Fewster et Carling [222] et que nous avons 
décrits dans la section précédente. L'épaisseur de chacune des trois hétérostructues (PQ 
+ Bar) est beaucoup plus faible que 2 p, épaisseur seuil d'éloignement des pics de 
diffraction de l'hétérostnicture de celui du substrat. LI en résulte que les paramktres de 
mailles et les relaxations que nous avons &termin& à partir des séparations angulaires 
entre les pics des héténistructures et ceux du substrat sont surestimées De plus, 
l'existence d'une couche assez bpaisse (1000 A) d'InGaAsP dans la région de 
confinement de la structure A explique le fait que la surestimation des param*tres de 
mailles est plus élevée pour cette structure. Par ailleurs, même si la structure C est plus 
épaisse que B, nous avons démontré par l'une et l'autre des deux méthodes que C n'a pas 
relaxé plus que B. De plus, la présence de franges dans les spectres expérimentaux des 
trois structures nous permet de dire que les relaxations, le cas échéant, sont non 
significatives. 
De tels résultats éliminent l'une des trois hypothh avancées à la section 3.2.2 du 
chapitre 3, à savoir que le déplacerilent du pic de PL de la structure C en fonction de la 
température soit dû à une relaxation du réseau, phénomène assez muent, surtout lorsque 
l'épaisseur d'une structure dépasse une certaine valeur critique (entre 160 et 360 A) 
[233]. ï i  nous reste à déterminer si ce comportement est dû à des paires donneur- 
accepteur ou à une éventuelle formation de domaines ordonnés dans la structure C au 
moment de la croissance épitaxiaie. Dans ce qui suit, nous nous proposons de décrire le 
mécanisme de formation de domaines ordonnds et nous procédons à son investigation. 
Tableau 5.7: Valeurs des compositions (x,y), des contraintes, des paramètres 
de mailles et des épaisseurs des diverses couches de la stnicnire A (4 PQ 
émettant à 1.55 pm à la tempéraiure ambiante). RC = région de confinement 
et Bar =barrière. 
Barrière exteme 300 0.232 0.505 5.8689 - 0.0017 
RC 300 0.202 0.439 5.8686 0.0037 
d'In~.,Ga,AsyPt ., 300 0.169 0.370 5.8690 - 0.003 1 
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0.0037 
Tableau S.& Valeurs des compositions (x,y), des épaisseurs, des paramètres 
de mailles et des contraintes des diverses couches de la structure B (8 PQ 
émettant 1.33 prn à la température ambiante). RC = Région de 
confuiement, Bar = Barrière. 
. 
Couche IÉpaisseur (A) 
1 Baniéreexteme I 200 I 
Contraint 
Tableau 53: Valeurs des compositions (x,y), des épaisseurs, des paramètres 
de mailles et des contraintes des diverses couches de la stnicture C (12 PQ 
émettant à 1.33 pn à la tempérahue ambiante). RC = Region de 




Épaisseur (A) x Y de Contraint 
maille (A) e (%) 
5.6 Pourquoi penser iî lhistence éventuelle de domaines ordonnés dans la 
!3tnuam C? 
Dans les sections précédentes, nous avons établi à partir des spectres experimentaux et 
des simulations que malgré sa plus grande épaisseur, la structure C n'a pas telaxé plus 
que B. De plus, comparés à ceux de la structure B. les spectres de 1û structure C révèlent 
une meilleure qualité structurale. En effet, la forme symétrique des pics satellites et la 
constance de leur largeur à mi-hauteur 0 en fonction des ordres de diffraction 
indiquent que C possède une structm périodique mieux définie [100, 2341. Le pic à 
basse énergie (PI), ayant apparu dans la PL de la structure C à basse température (section 
3.2.2 du chapitre 3). n'est donc pas dû à des recombinaisons de porteurs au niveau de 
défauts structuraux induits par la relaxation de son réseau. À quoi peut-on attribuer ce 
pic? Deux hypothèses sont possibles: (1) le pic Pl représente des recombinaisons du 
type donneur-accepteur, (2) le pic Pl doit son origine à l'existence de domaines 
ordonnés dans la structure C résultants d'une occupation préférentielle des sites par les 
atomes qui constituent son réseau cristallin. Commençons par la deuxième possibilité 
puisque nous procédons à sa vérification immédiatement après l'avoir discutée. 
Selon la théorie, l'existence de domaines ordonnés réduit le gap et Iéve partiellement la 
d6ghdrescence de la bande de valence en divisant en deux les états initialement 
triplement dégénérés [la, 235-2371. En effet, Wei et Zunger [lm] ont démontr6 que les 
interactions entre le champ cristallin dans des matkriaux ordonnds et le couplage spin- 
orbite repoussent vers le haut le sommet & la bande de valence diminuant ainsi la bande 
interdite. Par ailleurs, il est raisonnable & penser que la présence de domaines ordonnés, 
à courte échelle, crée des fluctuations de potentiel induisant une distribution spatial de 
minimums de bandes (des minimums différents). Aux basses températwes et sous de 
faibles densités d'excitation, les recombinaisons radiatives dans les PQ se font entre le 
niveau de conduction le plus bas et le niveau de valence le plus haut. De telles 
recombinaisons pourraient expliquer l'origine du pic Pl. À mesure que l'on augmente la 
température du réseau ou la densité d'excitation, on sature les états de faibles énergies 
(remplissage de bandes) et la PL se déplace vers de hautes énergies. S'il en est ainsi, on 
aurait expliqué la disparition et l'apparition graduelles (en fonction de la température) des 
pics Pl et P2 , respectivement. 
Dans ce qui suit, nous rappelons brièvement Ie mécanisme de formation de domaines 
ordonnés et nous décrivons ses conséquences sur les caractéristiques stnicturales d'un 
semi-conducteur. La procédure expérimentale de son investigation sera également 
décrite. 
5.7 MBcanSsme de fommtioa de domairaes ordonnés et son investigation par 
diffraction de RX 
Dans un alliage d'InGaAsP *'non ordonné", les déments du groupe III et ceux du groupe 
V sont distribués de façon alémoire &ns leurs sites respecnji [238]. La structure de 
l'alliage est du type zinc-blende. Dans une telle stmcnire, chaque groupe d'éldments 
forme un sous-réseau cubique & faces centrées. Les deux sous réseaux sont séparés l'un 
de l'autre de '/r de la diagonale de leur cellule unité. Toutefois, dans certaines conditions 
que nous discuterons dans les sections qui suivent, des atomes du groupe II peuvent 
interagir de façon préférentielle avec ceux du groupe V. ti en résulte que les ilérnents 
des deux groupes ne sont phs aléatoirement distribués dans leurs sites respectifs. Un 
nouveau ordre est crée! Le type d'ordre le plus Mquemment observé possède la même 
structure que le CuPt et dans lequel on assiste ii la formation de couches constituées, 
alternativement, par des éléments du groupe III [172,173], ou du groupe V [156], ou des 
deux groupes [1561. Ces couches sont paralléles aux plans (111 1 de la structure [174]. 
Dans cette section, nous rappelons bn8vement le modèle de formation de domaines 
ordonnés tel que proposé par Moues et collaborateurs [239]. Selon ces chercheurs, 
lorsqu'une surface se termine par un dément du groupe V, eue se reconstitue. En effet, 
on sait que dans un tel site l'élément du pupe  V a deux liaisons pendantes alignbs le 
long de la direction [lia]. Pour des raîsons de minimisation de son énergic, la surface 
tend à réduire le nombre de liaisons pendantes en liant entre eux chaque deux déments de 
ce même groupe. La figure 5.8 en illustre un exemple. Dans le cas de GaAs, l'énergie & 
la surface baisse de 0.8 eV pour chaque dimère formé entre deux atomes d'&iure 
~2401. 
O Atome du groupe V 
e A ~ O W  chi goupc m 
Figure 5.8: (a) Surface non reconstruite et chaque atome possède deux 
liaisons pendantes, (b) Réduction des liaisons pendantes par dimérisation. 
D'après Phiiips et al. [142] 
- 
La dhirisation a lieu dans la direction [110] et c'est selon cette direction qu'on a une 
répétition périodique de sites B caractère comprimé ou dilate. Ainsi, l'opération àe 
dimérisation crée des sites qui vont accueillir de façon sélective des atomes selon leurs 
rayons; c'est-h-due, des sites auront une préference pour & petits atomes et d'autres 
pour des plus grands. La figure 5 9  illustre l'occupation préférentielle de sites résultant 
d'une contrainte induite par dimérisation à la surface du substrat. ïi en décode que la 
distribution spatiale des atomes n'est plus aléatoire, d'où la formation de domaines 
ordonn6s. 
Sites du groupe V 
Figure 59: Occupation préférentielle & sites résultant d'une contrainte 
induite par dimérisation ii la surface du substrat. D'après Philips et al. [142]. 
Pour L'InGaP~GaAs, l'existence d'une alternance de couche de Gap et d'InP (de l'ordre 
dans les éléments du groupe iü) parallèles aux plans ( 11 1 ) a été démontrée [241] (et 
celles indiquées au chapitre 3). Nous montrons B la figure 5.10 les deux configurations 
possibles d'une stmcture ordonnée du type CuPt. Pour un tel ordre, nous notons 
l'apparition d'une nouvelle périodicité le long des directions 111 et 111 . [ - 1  r 1 
L'espacement du supra-réseau, dans ces directions, est le double de celui du réseau 
habituel. 
Un phénomène semblable a été o b m 6  dans du InGaAsP épitaxié sur de 1'InP ou du 
GaAs 1156, 172, 173, 176) (voir aussi les références du chapitre 3). Plano et 
collaborateurs f1561 ont montré qu'aussi bien les éléments du groupe III que ceux du 
groupe V peuvent occuper des sites préférentiels conduisant à la formation de domaines 
ordonnés dans du InGaAsPlGaAs, épitaxi6 par MOCVD à une température de croissance 
relativement basse (- 640 OC). Par diffusion d'atomes de zinc, qui n'affectent que les 
sites des éléments du groupe üï, Plano et co1laborateurs [156] étaient parvenus à détruire 
partiellement l'ordre associé à l'in et au Ga Une opération de recuit de la stnicture, 
menée à 825 OC pendant 4 heures de temps, a 6lirniné complètement I'mupation 
préférentielle de sites (l'ordre) par les éléments du groupe IU et a provoqué un 
déplacement du pic de PL de la structure de -130 meV vers les hautes énergies [156]. 
Outre les réf6rences citées dans le chapitre 3, de nombreux modèles visant à expliquer le 
mécanisme de formation de domaines ordonnds (durant la croissance) ont dté proposés 
[141,242-2471. Cependant, à notre connaissance, aucun modéle n'est parvenu h élucider 
de façon satisfaisante toutes les caractéristiques cristallographiques et microstructurales 
observées expérimentalement. 
La figure 5.11 illustre la disposition réguiihe de domaines ordonnés dans un quaternaire 
(uiGaAsP). Notons que l'espacement du supra-réseau dans la direction de l'ordre est le 
double de celui du réseau habituel. Dans ce qui suit, nous allons décrin la procddure 
expérimentale d'investigation d'un tel phénomène par DRXHR. Une alternance de 
couches ordonnées du type inAs/GaP/....WGaP dans un quaternaire d'inGaAsP se 
traduirait par l'obtention de réflexions de RX provenant des plans réticulaires (95, 'A, !h) 
[159]. ûr, dans la pratique et pour un balayage en mode (u,20), des diffactions de RX 
par cette famille de plans sont souvent impossibles pour les incidences wt, ou a', ou les 
deux à la fois. En effet, pour les plans ('4, 1 4 ,  H), l'angles of vaut - 48.209" ce qui 
correspondrait à un détecteur placé en arrière de l'échantillon! À cause de telies 
difficultés géométriques, on effectue de la diffraction de RX par les plans {H, H, nl2)où 
n est un entier [159], 
w 
Ordre dans ia ciP.ection [il l] 
Figure 5.10: Les deux variantes d'une structure ordonnée du type CuPt. 
IR tableau 5.10 contient des valeurs de certains angles de Bragg pour lesquels des 
réflexions de RX par les plans {~/i,l/i ,  512) sont techniquement possibles. Notons qu'on 
obtiendrait sensiblement les mêmes valeurs des angles de Bragg si on faisait les calculs 
pour les plan { 115) mais avec une distance réticulaire d = d~ + dGnP = 11 A88 A. 
Figure 5.11: Illustration des plans 4k,n/2}. 
Tabieau 5.10 : Valeurs de dhi;l, 8, Q, w' et ru- pour les plans {W2, f ln, 
2-51. A = 1.5406 A et a = 5.8688 A. 
Nous avons effectue des balayages en mode (a20) autour des angles donnés par le 
tableau 5.10 sans obtenir une réflexion de RX dont l'intensité soit nettement discemable 
du M t  de fond du système. Toutefois, il importe de rappeler que dans la majorité des 
cas, ce phénomène a ét6 observe dans des couches ayant des 6paisseus allant de quelques 
nanom&es à quelques micromètres. Par conséquent, l'étendu des domaines ordonnés 
dans de telles couches permettait une réflexion de RX d'intensité atectable. Par contre, 
dans notre cas, les épaisseurs des PQ et des barrières sont assez faibles (-40 A et -100 
A). Par aüleurr, les paramètres dont dépend l'étendue d'un domaine ordonné sont : (i) 
l'orientation du substrat, (ii) la température de croissance de la structure [238, 2421, et 
(iii) le rapport IIW utilisé au moment de la croissance [181]. Ces param&ms nous sont 
inconnus ou très peu précis. Nos investigations ont été effectuées en nous basant sur des 
valeurs d'indinaisons déterminées par les simulations et qui ne repn5sentent que des 
estimations des valeurs exactes. Finalement, même si un phhomène d'ordre existait 
dans les PQ ou les barrières, les plans réticulaires peuvent ne pas être parfaitement 
parallèles (entre eux) d'une couche h l'autre pour diffracter les RX dans une même 
direction et ghérer un signal détectable. Compte tenu des ;irguments que venons de 
citer, l'absence de diffraction de RX par la famille de plans [%, $5, d2) ne constitue pas, 
en soit, une preuve infaillible d'inexistence de domaines ordonnés. En effet, on peut 
penser à des domaines ordonn6s d'orientation aléatoire d'une couche à l'autre eVou de 
dimensions réduites, deux facteurs suffisants pour expliquer I'absence d'une diniaction 
de RX d'intensité mesurable. Dans la demière section de ce chapitre, nous proposerons 
une méthode permettant la détermination de l'orientation du substrat façon précise et 
deux autres techniques de caractt?risation structwale de très hautes résolutions. 
Comme dewritme hypothèse, attribuée au comportement anomal de la PL de la structure 
C en fonction de la température de son réseau (chapitre 3, section 3.2.2), nous avons 
évoqué des paires donneurs-accepteur (DAPI. Par des mesures de photoréflectance, 
photoluminescence et Hall-van- der Pauw, Driessen et collaborateurs [137] ont étudié les 
propriétés optiques et de transport du I I ~ O . ~ G ~ O ~ ~ P  (6pitaxié par MOCVD sur du GaAs) 
en fonction de la température. Us ont conclu que ces propriétés étaient grandement 
affectées par des donneurs relativement profonds (énergie de liaison de 36 meV) confinés 
dans des domaines ordonnés. En enet, Driessen et collaborateurs [137] ont démontré 
qu'à mesure qu'ils augmentaient la température de l'échantillon, le régime de conduction 
changeait. Selon leurs résultats, la conductivité est dominée par les états localisée 
associés aux impuretés ionisées pour T < 30 K (hopping mode). Pour des tempérahues 
comprises entre 30 K et 70K, la conductivité est essentiellement due aux donneurs 
chargés négativement (bande D'). Pour des températures supérieures 70 K, la 
conductivité correspond iî celle par bande de conduction. Ces observations, &ablies par 
des mesures de Hall-van der Pauw, étaient en accord avec les résultats qu'ils ont obtenus 
par les des deux autres techniques. En effet, toujours d'après Drissen et collaborateurs 
[137], le pic de photoluminescence (rédisée à 4 IC) se déplqait vers les hautes énergies 
d'un montant variant de 4.7 & 6.1 meV à chaque fois qu'ils augmentaient la densité 
d'excitation d'un ordre de grandeur. Ce phénomène d'"€mission mobile" (moving 
anission) est assez connu par les investigateurs des propriétés optiques des semi- 
conducteurs. Cependant, les uns l'associent à l'existence de domaines ordonnés dans la 
stmc ture [128, 130, 158, 248-25 11, d'autres l'attribuent à des paires donneur-accepteur 
[137. 1871. D'un autre CM, il a ét6 rapporté que le temps de vie des porteurs dans des 
structures contenant des domaines ordonnés est extrêmement long 1128) (>l ps) même si 
la densitd d'excitation est faible. Fouquet et collaborateurs [128] donnaient deux 
explications psibles à ce résultat: (i) des défauts qui ralentissent le transfert des 
porteurs, et conséquemment, augmentent leur temps de vie; (ii) Les porteurs sont 
séparés dans l'espace car les domaines ordonnés le sont. 
Nous avons obtenu des résultats similaires en ce qui concerne le comportement de la PL 
issue de la structure C en fonction de la densité d'excitation ou de la température (figures 
3.10 et 3.18 du chapitre 3). En effet, le pic de PL & la structure C s'est dkplacé ck -5 
rneV et de - 7 meV pour des densités d'excitation variant de 20 à 150 wlcm2 et de 150 à 
2000 w/cm2. Pour des densités d'excitation allant & 2000 à 6000 wlcm2, le 
déplacement du pic de PL n'était que de 3 ou 4 meV. Par contre, nos dsultats de 
photoluminescence résolue en temps (PLRT) indiquent que le temps & vie des porteurs 
dans la st~ciure C est sensiblement le même que celui observé pour les porteurs dans B. 
Selon la longueur d'onde d'excitation etfou la densité d'excitation, les temps de vie de 
porteus viuïent d'une centaine de ps, tout en restant comparables d'une stnicture à 
l'autre. Ces résultats, combinés h ceux obtenus des mesures de difcraction de RX, nous 
indiquent que nos structure laser sont d'une bonne qualité structurale. Nous attribuons Ie 
comportement anomal de la PL de la stnichire à des transitions du genre électm- 
accepteur ou donneur-accepteur. Un donneur ayant une dnergie de liaison ED = 15.7 
meV, rapporte comme une impureté non identifié, a été observé 1252-2541 dans un supra- 
réseau d'InAsPhP. Par ailleurs, une lacune d'arséniure (VAJ ayant une 6nergie de - 40 
meV en dessous du minimum de la bande de conduction a été observée par des mesures 
d'effet Hall daas du GaAs épitaxié par MOCVD 1255-2581. Quant aux accepteurs, du Zn 
[253-2621 utilisé comme dopant ou du carbone comme impureté résiduelie de croissance 
par MOCVD ont étd observés [255-258,261,2621. ies énergies de liaison du Zn sont de 
44.9 meV dans de 1'InP [252-2541 et de 29.5 meV dans du GaAs [255-258,261,2621. Le 
carbone a dté observé à 3 1.5 meV au dessus du sommet de la baode de valence dans du 
GaAs [255-258, 261, 262). Le déplacement du pic de PL de la structure C vers les de 
plus basses énergie suite à une augmentation de la température de son réseau est 
compatible avec la présence d'accepteur. 
Nous suggérons de poursuivre les investigations en faisant appel à d'autres techniques 
qui permettent une meilleure caractérisation microstructuraie des échantillons. La 
diffraction de RX de haute résolution standard est incapable d'isoler les diverses 
contributions des ditrkrents phénomènes physiques. Dans ce qui suit, nous parlerons de 
perspectives de recherches en suggérant la microscopie électronique en transmission 
(MET) et la cartographie du réseau réciproque comme des techniques de caractérisation 
plus puissantes que la DRXHR. 
5.8 Perspectivesderecherches 
5.8.1. En vue d'une meilleure caractértsation stnicturaie 
Pour déterminer l'orientation du substrat de façon précise, il faut mesurer la position 
angulaire du pic de diffraction associée à la couche et la différence angulaire qui sépare 
ce pic de celui du substrat en fonction de l'angle de rotation de l'échantiilon (Y) autour 
de la normale à sa surface. Entendons-nous que l'échantilion n'est pas en rotation 
continue au cours d'une meswe, mais d'une mesure à l'autre on le tourne de 10" (par 
exemple). Chacun des param*tres mesurés varie comme un sinus avec l'angle Y. À 
partir de la relation entre leur phase et leur amplitude on détermine l'inclinaison de la 
n o d e  au substrat par rapport li celle de la couche [219]. 
La microscopie électronique en transmission (MET) permet de sonder les caractdristiques 
structurales d'un matériau et d'en donner des images aussi bien dans l'espace réel (par 
reconstitution d'une image) que réciproque (par diffraction d'électrons). f ant d'une aès 
haute résolution, cette technique a été utilisée par de nombreux groupes & recherche 
pour ce genre de caractérisation. Toutefois, elle nécessite une pdparation laborieuse du 
mat6riau. Dms ce qui suit, nous présentons la ptocédw à suivre. À la figure 5.12, nous 
présentons un sch&ma de l'empilement des couches constituant une structure semblable à 
nos échantillons. En premier lieu, il faut couper une tranche transversale la plus mince 
possible. Sur la figure 5.12, cette coupe est indiquée par les segments AB et BC. Une 
autre possibilitb serait de decouper un cylindre (- 500 pn de diamètre) dans le sens 
horizontal si l'épaisseur de la structure le permet, sinon vertical et on aura h se 









Figure 5.12 : Schéma & l'empilement des couches et illustration des 
coupes. 
Ensuite, par gravure chimique en premier lieu et bombardement par des ions d'argon en 
deuxième lieu, on doit amincir davaniage (jusqu'à - 10 uni) la tmnche ou le cylindre 
coupé précédemment. Sur le spécimen ainsi obtenu, on effectue des mesures de 
microscopie par transmission d'électrons. Cette demière étape de préparation ainsi que le 
sens de balayage des éiectrons sont représentés sur la figure 5.13. 
Figure 5.13 : Ul~stration & la gravure et du sens de balayage par les 
électrons. 
La diffraction de RX de haute résolution (DRXHR) standard (balayage en mode (m,20)) a 
certaines faiblesses. En effet, la longueur d'absorption des RX générés par une source 
conventionnelle (de laboratoire) est de - 10 pm [263]. ûr, en générai, l'épaisseur totale 
des couches d'un laser à semiconducteur n'est que de quelques microns. Par 
conséquent, un spectre de DRXHR contient des informations qui concernent I'épaisseur 
totale et on ne peut même pas distinguer l'emplacement des couches les unes par rapport 
aux autres dans une h6témstructure. Sachant que la longueur de pénétration des RX 
diminue avec la diminution de I'angle d'incidence, on pourrait effectuer une série de 
réflexions (de RX) asymdtnques pour recueillir des informations à diffhntes 
profondeurs de l'échantillon. Malheureusement, le nombre de réflexions asymétriques 
convenables (facile dans la pratique) est limité. Les variations des propriétés stnicturales 
avec la profondeur ne peuvent être sondées de façon continue! La cartographie du réseau 
réciproque permet de palier, en partie, aux insuffisances de la DRXHR standard. En 
effet, on peut sonder des h6térostrucnires à différentes profondeurs. La figure 5.13a 
montre que les balayages dans les modes (a, 20) et o sondent l'espace réciproque dans 
4 
les directions parallèle et orthogonale au vecteur G , respectivement. 
Figure 5.14: (a) Sphère d'gwald illustrant la corrélation entre type 
d'information et mode de bdayage, (b) Principe de la cartographie du 
& a u  réciproque. qt, et sont des coordonn& du réseau réciproque [218] 
Cela implique qu'on peut tracer une carte de l'intensitd de RX diffractés par un point du 
réseau réciproque repéré par les indices de Miiier (hkî). On obtient cette carte en 
maintenant 1 constant et en faisant varier h de W et k de fhk tel qu'illustré à la figure 
5.13b. Dans la pratique, cela se traduit par effectuer un certain nombre de balayages par 
le détecteur (en mode 20) pour une séquence de valeurs différentes de o (voir figure 2.12, 
du chapitre 2). En observant la distribution de l'intensit6 & RX diffractés, on peut 
évaluer séparément les effets cies ddfauts structuraux, des contraintes, et de la qualit6 des 
interfaces [263] 
5 3.2. En vue d'une r d h r e  caractér&ation àes propriéiés optiques et de tmwprt 
desstnlrtwoslaser 
Dans notre laboratoire, nous disposition d'un laser Ti-saphir, d'un laser C ~ ~ A G  et 
d'un montage de PLRT. Les deux lasers peuvent fonctionner aussi bien en m& continu 
que pulsé. Ce genre d'équipement offre la possibilité d'une meilleure investigation de la 
dynamique utlta-rapide des porteurs. Dans ce qui suit, nous proposons des perspectives 
de recherches en précisant leurs objectifs. 
Nos mesures par photoluminescence résolue en temps ont révélé que les temps de montée 
et de descente de la PL des PQ diminuent considérablement avec l'augmentaiion de la 
longueur d'onde d'excitation. Ce dsdtat est prévisible. En effet, une diminution de 
l'énergie d'excitation est accompagnée, entre autres, par les phénomènes physiques 
suivants: (i) une baisse de l'énergie communiqude aux porteurs; ces demiers relaxent et 
atteignent un équilibre thermique plus rapidement. (ii) Selon la longueur d'onde 
d'excitation, les couches des régions de confinement ayant un gap élevé peuvent ne pas 
être excitées. Les pOIteurS sont alors excités dans les PQ et les régions qui leur sont 
proches. Le temps de transport, qui constitue une composante des temps de montée et de 
descente, est ainsi réduit (ou t%mhé). Nous avons appliqué cette approche pour nos 
mesures par PLRT présentées au chapitre 4. Cependant, nous avons utilid uniquement le 
laser Ti-spahir. Sa plus grande longueur d'onde est de 880 nm (1.408 eV). Dans ce qui 
suit, nous décrivons une approche de continuation de recherche, qui à notre avis, 
permettra d'étendre notre compréhension de la dynamique ultra-rapide des porteurs. 
Le laser C ~ ~ A G  est accordable dans la plage 1345-1557 nm (0.7%-0.921 eV). Les 
banières et les couches de confinement sont transparentes à cette gamme de longueurs 
d'ondes. En ajustant la longueur d'onde et la densite d'excitation, le laser C~&-YAG 
permet d'exciter ~Clectivement les niveau El ou El et E2 dans les puits quantiques en les 
peuplant gradueliement jusqu'à la saturation. Les luminescences des transitions CI-HHl, 
Cl-LHl, C2-HH2 sont alors contrôlables. 
Dans un premier temps, on peut étudier la variation de la dynamique des porteurs d'un 
niveau des PQ B un autre en se servant uniquement du laser cre)-Y~G en mode pulsé 
(largeur d'une impulsion -300 fs). îe temps de transfert (transport) des porteurs est 
bliminé. Seul le temps de relaxation est étudié en fonction des niveaux excités des PQ et 
de la densité d'excitation. La précision associée à ce temps est limitée par la convolution 
de la largeur de l'impulsion laser et & la résolution temporelle et spectrale du montage. 
Les temps de montée et de descente qu'on obtiendrait seront comparés à ceux que nous 
avons àéjà obtenus en excitant toutes les couches de la structure. Dans un deuxième 
temps, on peut faire de la PLRT en excitant l'échantillon avec deux lasers ( C ~ ~ A G  en 
mode continue et Ti-saphir en mode pulsé) sirnuitanément. On observera la dynamique 
des porteurs dans les banières et les régions & confinement en peuplant graduellement 
les niveaux des PQ. Procéder ainsi permettra d'observer les effets d'une saturation 
graduelle des niveaux d'énergie des PQ sur les processus de transfert, de relaxation, de 
capture, et d'échappement des porteurs. La densité d'excitation associh au laser Ti- 
saphir doit être maintenue au strict minimum ne'cessaire pour ne pas saturer les niveaux 
des PQ. 
5 9  Conclusion 
Nous avons caractérisè par diffraction de RX de haute de résolution les trois 
hétérostructures laser à PQM. h s  paramètres de mailles de toutes les couches 
constituant les hétérostrucnires, ainsi que les contraintes associées, ont ét6 èvalués h partir 
des spectres expérimentaux et par des simulations. Les valeurs obtenues à partir des 
spectres expérimentaux sont surestimées. iles phhomènes physiques, à l'origine de 
cette surestimation, ont 6td discutks. Les paramètres de maille déduits à partir des 
simulations ainsi que la présence de franges (petites oscillations) dans les spectres 
suggèrent que les taux de relaxation sont faibles. Ce résultat corrobore ceux obtenus par 
PLRT, à savoir qu'un temps de vie des porteurs de l'ordre de la nanoseconde su- une 
bonne qualité structuraie. Cependant, Ies spectres expérimentaux et les simulations 
indiquent que tout en ayant des mailles témgonales, la croissance des structures n'était 
pas pseudomorphiques. L s  relaxations sont partielles. 
L'dure des spectres de la structure C, incluant la netteté des fianges, la largeur à mi- 
hauteur et sa constance en fonction de i'ordre de diffraction prouve l'absence de 
dislocation due à une épaisseur de la région active dépassant une valeur critique. Ce 
&sultat a écart6 l'bypothése voulant attribuer le comportement anomal de la PL issue de 
la smicnire C à un défaut stnictural. Après vdritïcation nous avons écarté la deuxième 
hypothèse proposant l'existence de domaines ordonnés. Nous avons attribué ce 
comportement anomal de la PL à des transitions électron-accepteur. 
Finalement, nous avons parlé de L'aspect qualitatif du type d'informations fournies par la 
DRXHR standard et nous avons précisé les limites de cette technique. Nous avons 
conclu ce chapitre par proposer des perspectives de recherches. 
CONCLUSION G$N&RALE 
Dans cette these, nous avons étudié les propriétés optiques et structurales de trois 
structures laser à puits quantiques multiples (PQM) d'InGaAsP/InP. Nous avons étudié 
la relaxation et la recombinaison des porteurs, en régime stationnaire, à l'aide de la 
photoluminescence (PLcw). La dynamique ultra-rapide des porteurs, incluant le 
transport, la relaxation et la capture par les puits quantiques a été étudiée en régime 
transitoire à l'aide de la photoluminescence dsolue en temps (PLRT). Les 
caractéristiques structurales des hétémsrnictures laser ont été étudiées à l'aide de la 
d i h t i o n  de rayons de haute résolution (DRXHR). À partir des données expérimentales 
obtenues par cette technique et des simulations de ces demihes, nous avons été en 
mesure d'évaluer les compositions, les contraintes et les taux de relaxation de toutes les 
couches constituant nos hétémstnictures. De plus, les orientations des substrats ont été 
déterminées. 
Par photoluminescence standard, nous avons étudit les mécanismes de relaxation des 
porteurs. Nous avons effectud et comparé des mesures de photoluminescence à plusieus 
températures du réseau, allant de 4 K à 3ûû. Nous avons montré que pour deux structures 
sur trois, la diminution du gap avec l'augmentation de la température du réseau était 
typique. Pour la troisiikne structure, nous avons noté un comportement anomal de sa 
photoluminescence en fonction de la température du réseau (TL). Aux hautes TL, la 
luminescence est attribuée aux transitions typiques dans un puits quantique, Cl-HHl. En 
baissant graduellement la température du réseau, nous avons noté l'apparition d'un 
nouveau pic de photoluminescence (à TL - 100 K), situé du côté des basses Cnergies et 
d'intensité plus faible que le premier. En continuant de baisser TL, une inversion des 
intensités s'&ait produite. En combinant les résultats obtenus par les trois techniques, 
nous avons attribué ce pic à des transitions du type électron-accepteur. Concernant 
l'origine de pic, les deux autres hypothèses possibles, à savoir, une relaxation de la 
structure due à une épaisseur dépassant une vdeur critique ou une formation de domaines 
ordonnés ont Ct6 écartées. De plus, nous avons montré qu'aux faibles densités 
d'excitation et aux basses températures de réseau, les caractéristiques de la 
photoluminescence (largeur 5 mi-hauteur des pics, par exemple) dependent 
essentiellement de la durée de vie finie des porteurs. Par contre, aux hautes températures 
de réseau, nous avons monrd que la relaxation des porteurs se fait principalement par 
émission de phonons optiques longitudinaux (LO) dont l'énergie a ét6 estide ii -8 meV. 
Les mécanismes de relaxation sont donc essentiellement non radiatifs. 
Afin & comprendte les effets de la densité d'excitation sur les m6canismes de relaxation 
des porteurs et sur i'efficacitd de capture des porteurs par les puits quantiques, nous 
avons étudié l'évolution de la photoluminescence dans les trois structures en fonction de 
la densité d'excitation à deux températures de réseau, 77 K et 300 K. Dans cette section, 
nous nous intéressons à l'intensité de la photoluminescence. À 77 K et sous de faibles 
densités d'excitation, les recombinaisons sont radiatives. Néanmoins, nous avons établi 
que les centres de piégeages de porteurs, dus à une rugosité ou imperfection d'interface, 
constituent des sites actifs de recombinaisons non radiatives. Avec l'augmentation de la 
densité d'excitation, ces centres se saturent et leurs effets diminuent. Par contre, les 
recombinaisons non radiatives du type Auger deviennent non négligeables. 
À partir de l'évolution de la photoluminescence avec la densite d'excitation nous avons 
montré que des phénoménes, tels que le remplissage de bande, des fluctuations des 
épaisseurs des couches de la région active, des variations des hauteurs de potentiel dues à 
des inhomogbnéités de compositions dans les puits quantiques (ou les barrières) ou des 
défauts structuraux ou d'interfaces ont une grande influence les spectres de 
photoluminescence des hét6rostnictures. Ces phdnomènes affectent des caractéristiques 
importantes d'un laser telles que la longueur d'onde d'émission et la largeur à mi-hauteur 
de la luminescence. Nous avons montré que les positions des pics de photolwninescence 
se déplaçaient vers les hautes énergies et que les largeurs à mi-hauteur des spectres 
augmentaient. Nous avons montré que le phhomène de remplissage de bande est 
prononcé pour la structure ayant une région active (etlou la région de confinement) la 
moins épaisse. La température effective de porteurs est plus élevée dans ce genre 
structure ce qui cornbore le phknoméne de remplissage de bandes. 
Ensuite, à l'aide de Ia technique de photoluminescence résolue en temps, nous avons 
étudié le transport, la relaxation des porteurs et Ieur capture par les puits quantiques. 
Nous avons montré que les échantiiions, sans être parfaits, sont de bonne qualité. Nous 
avons observé le transfert des porteus depuis la couche tampon d'InP, jusqu'aux puits 
quantiques, en passant par la région de confinement et les barrières. Des simulations 
Monte Carlo de nos résultats expérimentaux obtenus pour la structure A, réalisées au sein 
de notre équipe de recherche, ont montré que la condition de neutralité de charges n'était 
pas satisfaite pour un délai de 10 ps après excitation de l'échantillon. Ce résultat 
s'explique par une masse effective de mus plus élevk. De plus, nous avons montré que 
la densité moyenne de trous demeure supdrieure à celle des électrons pour une durée de 
temps dépassant les 100 ps. Tenant compte de ce résultat et du fait que les trous, 
comparativement aux électrons, sont excités B & plus basses inergies, nous avons conclu 
que les temps de vie sont les mêmes pour les deux types de particules. 
Nos résultats expérimentaux montrent que l'intensité des recombinaisons dans les 
barriéres est faible et démît plus rapidement comparativement à celle des puits 
quantiques. Cela s'explique par un transfert & porteurs très rapides vers les puits 
quantiques. La durée de temps associée à ce transfert peut être négligée dans nos 
structures. De plus, nous avons observi une signature de transport des porteurs depuis les 
régions de confinement jusqu'aux puits quantiques. Selon la température de réseau et la 
densité d'excitation, nous avons estimé les temps de transport et de capture. Pour une 
densité d'excitation de 1000 wlcm2 et à une tempaa(urc âe réseau de 77 K. nous avons 
obtenu des temps de transport et de capture comparables (-4 ps et -3.5 ps, 
respectivement). Les temps de montée et de descente de la PL augmentent avec la 
densité d'excitation. Nous avons montré qu'à une grande densité d'excitation, la 
relaxation des porteurs est ralentie par le phénomène de remplissage de bandes et 
I'écrantage des interactions électron-phonon. Ce résultat expérimental corrobore ceux 
des simulations Monte Carlo qui montrent que les électrons atteignent plus rapidement 
un état d'équilibre lorsque l'écrantage des interactions porteur-phonon est négligeable. 
Pour un délai & 5 ps, l'énergie moyenne des électrons est 5 fois supérieure à sa valeur en 
l'absence d'écrantage. Les interactions électron-éiectron ou trou-trou n'affectent pas la 
relaxation dans les puits quantiques mais, elles causent une légère augmentation de 
l'énergie moyenne des électrons dans les barrières. Quant aux interactions électron-trou, 
elles diminuent I'énergie moyenne des électrons. Aussi, nous avons montré qu'à une 
basse température de réseau, le temps de montée augmente sensiblement. Nous avons 
attribué ce comportement à des effets de localisation de fonction d'onde causée par des 
fluctuations d'épaisseur et/ou des imperfections d'interfaces. 
Par ailleurs, nous avons montré qu'une diminution de la longueur d'onde d'excitation 
augmente la température effective initiale des porteurs et réduit leur taux de relaxation. 
Par tempdrature initiale, nous entendons la température à laquelle les porteurs sont, 
immédiatement après excitation par impulsion laser. Nous avons interprété ce dsultat 
comme suit. En combinant l'effet d'un plus grand supplément d'énergie comrnuniquk 
aux électrons avec celui d'une température effective initiale plus éievée, deux 
phénomènes peuvent avoir Lieu: (1) un transfert d'une portion de la population 
d'électrons vers la vallée subsidiaire L suivi d'un retour vers T; (2) le phénomène de 
porteurs chauds etlou phonons chauds devient plus prononcé. L'un et (ou) i'autre des 
deux phénomènes conduisent (conduit) à une augmentation du temps de montée de la 
photoluminescence et à une diminution du taux de refroidissement des porteurs. 
Dans le chapitre 5, nous avons étudié les caractéristiques stmcturales des trois structures 
lasers à puits quantiques multiples (i l'aide de la diffraction de rayons X de haute 
résolution. Après une brève discussion portant sw l'utilité de cette technique ainsi que 
ses limites, nous avons analysé les résultats expérimentaux et leurs simulations. Nos 
résultats montent que les structures sont d'une assez bonne qualité structurale. Toutefois, 
en nous basant sur les largeurs à mi-hauteur des pics de diffraction d'ordre supérieur et 
sur les intensitks des pics satellites, nous avons décelé une rugositd d'interface etlou des 
fluctuations des épaisseurs des puits quantiques et des barriéres. Ces résultats 
corroborent ceux obtenus par photoluminescence standard. De plus, nous avons montré 
que le zinc, utilisé très souvent comme dopant de 1'InP dans des hdtdrostnictures 
d'InGaAsP/InP, peut diffuser vers la région active et introduit un gradient de composition 
observable dans les spectres de diffraction de rayons X de haute résolution. Un tel effet 
est plus prononcé dans la structure B pour laquelle nous avons observé, par PL standard, 
un pic de luminescence que nous avions attribué au zinc. 
À partir des résultats expérimentaux et de ceux des simulations, nous avons évalu6 les 
paramètres de mailles (orthogonaux et parallèles aux plans des couches), les 
compositions et les taux de relaxation de toutes les couches constituant les trois 
hétérostructures. Nous avons montré que les compositions réelles des structures sont 
différentes de celles visées au moment de leur croissance. Évidemment, il en est de 
même pour les contraintes. De plus, nous avons montré que les structure B et C, 
supposées ne différer que par le nombre de puits quantiques, ont des compositions et/ou 
des largeurs de PQ 16g&rement diffdrentes. Une fois encore, ce résultat corrobore ceux 
des photoluminescences standard et résolue en temps. En effet, les pics de PL issue des 
PQ des structures B et C, présentent constamment une diffkrence de positions allant de - 
5 à 10 meV. 
Selon la Iittbrature, 196paisseur giobale de la région active de la structure C (1920 A) 
dépasse une épaisseur critique estimée être entre 160 et 360 A. Ainsi, cette structure 
devrait relaxer et dans ses spectres de PL on devrait observer des signatures de 
recombinaisons associées des &fauts structuraux (dislocations). Une autre école de 
pensée propose qu'en augmentant le nombre de puits quantiques et/ou la contrainte, on 
doive observer une ddgradation de la PL attribuée h la formation d'une alternance de 
domaines ordonn6s. Les caractéristiques d'une dégradation de la PL sont les suivantes: 
(i) une réduction de l'intensité de la PL, (ii) un pic assez large et dont la position n'6volue 
que très peu avec la température du réseau, et souvent (iii) un dedoublement du pic aux 
basses températures. 
Malgré que nous ayons observé un comportement semblable de la stnicture C, nos 
mesures expérimentales de diffraction de RX de haute résolution montrent qu'aucun 
phénomène, parmi ceux proposés par la vaste littérature et mentionné ci-dessus, ne peut 
être attribué à un tel comportement. Les spectres de DRXHR de la structure C montrent 
qu'eue est d'une assez bonne qualité et que, surtout, l'hypothèse d'existence de 
dislocations dans cette structure est à écarter. Quant à la deuxième hypothèse, proposant 
la formation de domaines ordonnés, nous avons procédé à sa vérification après l'avoir 
décrite. Nous n'avons pas obtenu de diffraction de RX, d'intensité détectable, provenant 
des plans {112, 112, 5/2) pour prouver l'existence de domaines ordonnds. LR 
comportement de la PL en fonction de la température du réseau et en fonction àe la 
densité d'excitation, observé au chapitre 3 est attribué à des recombinaisons du type 
électron-accepteur. Toutefois, certains facteurs pouvant avoir compliqué ou inhibé 
l'observation de domaines ordonnés ont été identifiés. 
Pour qu'une famille de plans (1/2, 112, 512) diffracte des RX d'intensité détectable, il 
faut que tes domaines ordonnés aient une certaine étendue. Or, dans notre cas, les 
épaisseurs des PQ et des barrières sont assez faibles (-40 A et -100 A). Par ailleurs, nos 
investigations ont été effectuées en nous basant sur des valeurs d'inclinaisons 
déterminées par les simulations et qui ne représentent que des estimations des valeurs 
exactes. Finalement, nous pensons que même si un phénomène d'ordre existait dans les 
PQ ou les barrières de la structure C, les plans réticulaires associés à un tel or& peuvent 
ne pas être parfaitement parallkles (entre eux) d'une couche h l'autre. Par conséquent, on 
n'aura pas de diffraction de RX dans une même direction pour que le signal soit 
déieetable. Compte tenu tics arguments que venons de citer, nous avons pnpd ,  h la 6n 
du chapitre 5, de nouvelles perspectives de recherches. 
Une dcqiiuiation de Yensemble des résultats montre que now avons atteint, dans une 
large mesure, les objectifs que nous nous sommes fués au début de cette thkse, En effet, 
nous avons mesuré les temps de transport et de capture des porteurs dans I t s  trois 
hétérostructures. Selon les conditions exp&imentales de tempdrature de réseau, de 
longueur d'onde d'excitation et de &mit6 d'excitation, les temps de transport et de 
capture varient entre - 4 ps et 15 ps et - 3 ps et - 6 ps, respectivement. Ces temps sont 
jugés îrès élevés pwr avoir une large bande de dulai ion.  De plus, nous avons observé 
une augmentation du temps de montée de la photoluminescence des puits quantiques 
suite à une diminution de la longueur d'onde d'excitation. À notre connaissance, cette 
augmentation est observée pour la premib fois dans les quaternaires. Elle est & i'ordre 
de -3 ps et nous l'avons attribuée A un dler et retour d'électrons entre les vaildes r et L. 
Par ailleurs, nous avons identifî4 des mécanismes physiques qui ont pour effet de réduire 
le taux de rciaxaticm des porteurs. Les &anisnies les plus impochuis sont: (i) les 
mmbinaisans non dat ives  du type Auger, (ii) le phénomène de remplissage de 
bandes, (iiii l'bcmtage des interactions électron-phonon, et (iv) le phénomène de 
porteurs chauds etiou de phonons chauds. Quant aux fluctuations des €paisscurs des 
couches de la région aetive et aux inhomogdnéitb de sa composîtion, elles d e n t  des 
variarions des hauteurs de pientic1 et causent une localisation des fonctions d'ondes. 
Cela gén&re des sites actifs ck recombinaisons non da t ives  et Mte l'effic&î& dc 
capture des porteurs par les puits quantiques. L'ensemble de ces phénoménes affecte 
L'une ou l'autre des caractéristiques d'un laser. Nous pensons, entre autres, & la longueur 
d'onde d'8mission. h la largeur à mi-hauteur de la raie, au courant seuil et h la Mquence 
de modulation maximale. 
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Understanding the physics of Ini.,Ga,&Pi, multiple quantum well (MQW) 
nanostructures is essentiai for the development of new photonic devices such as lasers, 
amplifiers and modulators. In this work, opticai and structural properties as well as 
vertical transport of three different hetemmctures grown by metaiorganic vapor phase 
epitaxy and emitting at 1.33 pn and 1.55 pm have been studied using continuous wave 
and time-resolved photoluminescence (cw-PL and TRPL) and high resolution x-ray 
diffraction (HRXRD). Cw-PL measurements show an anomaious PL characteristics for 
the structure with a thickr active layer which is discussed in terms of electron-acceptor 
transitions, donor-acceptor pairs, and constraint relaxation and related structurai defects. 
The overall observed red shift with increasing temperature is interpreted as resulting from 
two oppsite and competitive processes: band-gap shrinkage (dominant) and blue shift 
caused by fluctuations in the QW layer thickness across the lateral sample direction. In 
the observed full width at haif maximum, we identified a component of - 8 meV as a 
contribution from longitudinal optical phonons. At high excitation densities, it is show 
that carrier spillover and Auger tecombination may be the major mechanisms limiting the 
quantum efficiency. For TRPL measurements, carrier cooling rates are discussed in terms 
of concurrent and oppi te  scattering mechanisms. It is fouad that the rise times of the 
QWs and the confinement mgion inmase slighriy (-2 ps) on decreasing the excitation 
wavelength. The observed difference is attributed to a higher initiai carrier temperature 
associated with the stiorter excitation wavelength. Comparable times of - 4 ps are 
observed for the carrier transport and relaxation time within the confinement region and 
the carrier capture time in the quantum wells. 
Keywords: Multiplcquannun-wctl lasers, Inl.,Ga&&,, tirne nsolvod phomluminescencc, ultrafast 
carrier dynamics, vertical carrier tramport. carrier capture, r-L transfer, photolwninesccnce, high resolution 
x-ray diffraction. atomic ordering, quantum eficiency. 
1. Introduction 
Quatemary I~I.,G~,A~PI., multiple quantum well (MQW) based devices are more and 
more used for opticd fiber communications systerns, because they operate at the 
wavelengths of zero-dispersion (1.3 pm) or lowest loss (1.55 pm) of silica opticai fibers. 
However, optical fibers have a large bandwidth that is undemtiiized in today's 
installations. To remedy the situation, one witnesses a sustained effort in improving the 
high-speed performance of semiconductor lasers and amplifiers based on these materiais. 
1 
The relaxation oscillation fiequency is given by f, = -4 
2n 
v ,  (ag/an)s(l/f, 1 * 
where v, is the group velocity in the cavity, (a&) is the differential gain, S is the photon 
density, and r,, is the photon metirne [6-131. When rollsff effect is neglected, the 
maximum modulation bandwidth in ocmiconductor lawrs is given by f, = ~ * z , / K ,  
whm the K factor is defined as K = Y/  f: and where y is the laser-damping fsftor [14]. 
High-speed laser design meant designing lasers with short cavity length for shorter 
photon lifetirnes, tight optical mode confinement for higher photon densities, and 
quantum well active layers which could be strained [5, 15,53-593 andfor pdoped [60,61, 
264,263 for higher differential gain. 
Optimistic theoretical estimations predicted an achievable 60-90 GHz modulation 
bandwidth [5, 621. Recently however, a record modulation bandwidth of 33 GHz have 
been demonstrated for pdoped InGaAdGaAs MQW ridge-waveguide laser [a]. It is 
obvious that under direct modulation at high frequency, the laser should translate as fast 
and precisely as possible the temporal variation of the modulation into a corresponding 
intensity variation of its emitted light. Thus, in MQW laser structures, the highest 
attainable bit rates depend on carrier dynamics. 
Various ûicks have been used to get better insight in the understanding of carriers 
dynamics in semiconductor laser heterostructures (superlattices or MQWs). An enlarged 
QW was insetted inside or at the end of a superlattice structure to &tece the arrivai of 
carriers at the enlarged QW 162, 266, 2671. Very thin QWs with specified material 
compositions or well widths were inserted at spatial positions in hetemstructures to play 
the role of spatial probe layers by emitting a characteristic PL signal 1268-2691. Among 
the processes that may set the ultimate limitation to f-, we find : (a) the optical 
nonlinear gain coefficient which is attriiuted to various phenomena such as spectral hole 
burning 115-211, and cavity standing wave dielechic grating 122-241; (b) carrier transport 
120, 25-32], incIuding carrier tunneling between wells [271, c e  capture and transfer 
between wells and baniers [33-361; (c) the dynarnic carrier heating [37-401 caused by 
cwrent injection [41], stimulated and spontaneous emission [19, 42, 431, freexanier 
absorption [42-441, two-photon absorption [45] and Auger processes [46-501, multing in 
(d) hot carriers and hot phonons [41,44,52]. 
Notwithstanding the large number of experimentai and theoreticai efforts made so far, the 
physicai mechanisrns involved in carrier dynamics in MQWs are not yet weU understood. 
In this work, optical and structural properties as well as vertical transport of thtee 
diffmnt MQW heterostructures are studied using cw-PL, TRPL and HRXRD. 
2. MQW beterostruchues and experimental procedure 
Three Inl.,Ga,AsyPi., MQW lasers stmctures labeled A, B and C respectively, grown on 
n-doped (2xl0'~cm'~) inP substrates by metaiorganic vapor phase epitaxy (MOCVD) are 
investigated. They consist of a 1.5 pm n-doped (2x1018 cm") InP buffer layer (not shown 
in the figures), foiiowed by a first steplike n-doped (4x10" cm-3) hGaAsP confinement 
region. The active region of structure A contains four 1.5% compressively strained 
undoped ïnGaAsP QWs emitting at h = 1.55 pm at room temperature (RT). The 
structures B and C contain 8 and 12 undoped 1 % compressively strained hGaAsP QWs 
respectiveIy, emïtting at 1.3 pm at RT. Those QWs are separated by pdoped (4 xlol? 
cm'3) InGaAsP barrias. Their active regions are followed by a step-Wa pdoped (4 x 
10" cm-3), unseaineci InGaAsP second confinement region. Finally, the structures end 
with 700 A inP cladding Iayer. A schematic of the energy band diagram and many other 
parameters are given in figure A-1 and figure A-2. 
Figure A-1: band diagram of A. Figure. A-2 : band diagram of B and C. 
3. Resuits and diseussion 
3.1 Continuous-wave photoluminescence 
Cw-PL measurements, at 77 K and at 300 K, was periormed using the 488 nm (2.54 eV) 
Argon ion laser line as an excitation source and the lock-in detection technique for the PL 
collection. We used an InGaAs based material detector that may cover a detection 
wavelength ranging irom 850-nm to1650 m. 
3.1.1 Continuaus-wave phob1-nce versus excitation density 
The excitation density (ES.) was varied h m  40 w/cm2 to aver 1ûûûû w/cm2. Figure 
A-3 shows a typical PL spectra for the sûuctures A, B and C at TL = 77 K and under an 
ED. of 250 w/cm2. The main peaks, mwciateà with the Cl-HHl transitions in ihe QWs 
are located at = 0.85 eV, = 1.033 eV and = 1.026 eV for structures A, B and C, 
respectively. In the high energy si& of the spectra, we note the presence of few weak 
peaks which may be associated with same transition signatures. In fact, bamer emissions 
are centered at 1.02 eV for structures A and 1-15 eV for B and C, tespectively. The Cl- 
LH1 and C2-HH2 transitions, located between the fundamental QWs and barrier levels 
are not well resolved. 
Figure A-3 shows that ihe spectra of structure B is shifted toward the higher energy side 
with respect to the one of C. The differencs between the positions of the main peaks is = 
7 mV. This behavior may have two origins : a) because the thickness of the active region 
(AR) of structure C is wider than that of B, the number of carriers excited directly in the 
InP layer is higher for B, b) band-FiIIing and hot carrieriphonon effects in its AR are more 
irnpn(ant than those in suueture C. Momver, for an excitation density of 60 wkm2 or 
lower, we observed shouiders Iocated at the Iow energy side of the main peaks. The 
shoulders are centered at - 25 mV for structure A, at - 20 mV for B and C below the 
principal peak positions. One may associate these shoulders to excitonic transitions. 
However, the exciton binding energy as experimentally 11041. obsemed and theoretically 
11051 estimated, is about 10 meV for an InGaAsPhP structure with 65 A QW's width. 
Moreover, we noted that the luminescence h m  the shoulder transitions become non- 
distinguishable as the excitation density (ED.) have been increased. We attribute these 
transitions to band tails due to compositions inhomogenety and well width fluctuations 
[LM]. In g e n d ,  the associated density of States is low and therefore, the corresponding 
PL should rapidly reach a saturation level as the E. D. is king increased [107]. This 
subject will be discussed in more details and published elsewhere [270]. 
Fi- A-3: Typical Cw-PL spectra of stmctures A, B and C (see text). 
Figure A-4 shows the evolutions of carrier temperanite (Tc) and the main peak position 
variation with the excitation density for structure B at TL = 77 K. It reveals an energy 
shift of the Cl-HHl QWs transitions toward higher energy values as the excitation 
density is increased. The blue shift is about 6 meV and is athibuted to band-filiing effect. 
The variation of Tc with the excitation density provides information about how the 
carriers receive energy as well as how they lose energy. In fact, it was shown that carrier 
temperature (under steady state conditions) is detemiined by balancing the rate of energy 
input h m  the relaxing carriers (which is related to the excitation density) with the energy 
loss h m  the thermalized population [74, 109-1 131. Tc is infemd from the high energy 
tail of the PL spectra according to IpL(E) a exp(-E/k~T~), where IpL(E) is the PL intensity 
at energy E and kB is Boltzmann constant. 
As show in figure A-4, Tc increases rapidly with the E.D. at low excitation regime, but 
rather slowly at high excitation regime. A slow increase of Tc at high excitation density 
regime was observed by Shah and CO-worker [log, 112, 1131. This behavior wu  
interpreted by the fact that at high excitation regime, carrier concentration approaches a 
critical value for which electmn-electron and electron-LO-phonon scattering rates are 
equal 1109, 111-1131. Under such circumstances, the amount of energy transfemd by 
each photo-excited camer to the carrier system increases less rapidly with the excitation 
density resulting in slow increase of Tc. Momver, an amplification of phonon population 
may lead to their re-absorption by carriers. These phenomenons are hown as hot- 
phononlhot carrier effects. in addition, as the carcier population increases, non d a t i v e  
Auger recombination processes rnay act as carrier heating source [37-401. More 
experimental and theoretical investigations are needed for better understanding of the 
interplay between the physical mechanisms involved in carrier dynamics in MQW lasers 
stnictures. 
Figure A-5 shows that IpL evolves linearly with IDE at low excitation densities. This 
means that radiative recombination process dominates at low excitation regime. In fact, it 
was shown [122, 1231 that the PL intensity (Ia) can be related to the excitation intensity 
(IED) as 1, = I,& where the exponent a may take any value between 0.6 and 2. The 
exponent a may equal 0.6, 1 or 2 depending on which process among Auger 
recombination, spontaneous ernission or interface recombination process dominates, 
respectively [122, 1231. The slopes of the curves in figure A-5 are slightly greater or 
equal to unity at low excitation regime and lower than unity (0.6,0.7 and 0.95 for A, B 
and C respoctively) for higher excitation regime (greater than = 400 ~lcrn*). Therefore, 
Auger processes dominates the relaxation mechanisms in high excitation regime and they 
may act as carrier heating [37-401 source and severeiy set the ultimate limitation to the 
maximum modulation bandwidth achievable in quatemary or ternary iïï-V semiconductor 
lasen MQWs. 
Figure A 4  : Tc and main peak position evolution with the excitation 
density in structure B 
c 
100 Io00 1m 
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Figure A-5: Evolution of the energy-integrated PL with the excitation 
density of A, B and C. 
3.1.2 Continuous-wave photoluminesœnce versus lattice temperature 
From 6 K to RT, PL measurements were perfomKd with the samples mounted in a 
variable temperature liquid helium cryostat. The 633 nm (1.95 eV) line h m  a He-Ne 
laser was used as an excitation source and a silicon detector combined to the based 
Fourier transform detection technique (BOMEM) was used for PL detection. An 
excitation density of - 5 wlcm2 was maintained constant during the measurements. PL 
spectra of structures A and B showed a typical temperature dependence and will be 
reported elsewhere [270]. In contrast, as illustrated in figure A-6, structure C shows a 
non ûivid PL behavior as the lattice temperature is varied. In fact, as the lattice 
temperature is decreased, we note the following : a) the position of the peak P2 moves 
toward higher energy. (b) Another peak Pl that is located at the low energy side appears. 
c) The PL ratio of the corresponding two peaks is inverted at TL lower than 75 K. One 
may attribute the anomdous PL characteristics to an atornic ocdering effect [156, 162, 
164, 168, 172-176, 185, 1861, which was reported in more than sixty papers in the last 
few years (see [270] for deeper discussim). However, oui HRXRD measurements do not 
support this hypothesis [270]. Other possible explanations for the observed behavior are: 
(i) at 6 K, the peak P l  is about 25 to 30 meV below the higher energy peak and therefore, 
Pl can be atüibuted to electron-acceptor transitions (e-A). (i) The thickness of structure 
C active region exceeds a critical value [271, 2721. Taking into account the 1 % 
compressive strain, the constraint rnay have relaxai, resdting in band-gap modification at 
low TL. Detailed explanation involving eventual crystal defects [128] or donor-acceptor 
pair @AP) recombinations [124, 1871 will be given elsewhere [270]. 
Figure Ad : PL dependence on lanice temperature of structure C. 
In figure A-7, we show the temperature dependence of PL peak energy of stnictm A and 
C. As TL increases, the band-gap of structure A and P2 peak position for C shift of about 
50 meV and 60 meV to lower energy values, respectively. These amounts of band-gap 
shrinkage are sirnilar to that of bulk 1nG;iAsP and may be described by the 
InfzdJP InGdiP  T * phenomenological Varshni equation [124]: E ,  (T) = E, (O) -a w here 
E,(O) represents the band-gap at O K. A data fit using the above equation is represented 
by the dashed line in figure A-7. The obiained value for $ is 320 K for both structures 
while a values are 3.5 x 104 and 4 x 104 eVlK for A and C, respectively. Temkin and 
CO-workers [126] reported similar results for InGaAsPhP MQW structures. However, 
from one paper to another, one may find a small difference in the reported red shift. 
Figm A-7 : Temperature dependence of PL peak energy of structure A and C. 
This may be explained by different fluctuations of the QW layers thickness amss the 
lateral sample direction [114] in the different structures. As a consequence, the band gap 
of the QW is modulated in real space. As will be seen in TRPL results section, the dnft 
times (- ps) are shortet than the recombination times (- ns) and therefore, the energy 
band modulation cm lead to a significant dnft of the photo-generated free carriers into the 
minima of the modulation bands. At low lattice temperature, most of the free carriers 
occupy low energy states and the energy of the PL peak represents mainly the band gap 
minima. By increasing the lattice temperature, more and more free carriers wiil occupy 
higher energy states and the PL peak broadens and shifts continuously toward higher 
energy. The effective band gap and the o v e d  PL peak position is (at least) controiied by 
two opposite and competitive processes. The k t  causes a blue shift while the second 
(dominant) causes a red shift. 
Figure A-8 shows the energy-integrated PL intensity variation with TL for structures A 
and C. At high TL, where carrier interactions with LO-phonons are the dominant 
relaxation mechanism, the PL intensiiy decreases exponentially. It is well known that PL 
intensity and carrier lifetime depend on Iattice temperature. In the QWs, carrier iifetime 
depends simultaneously on the times of radiative and non-radiative relaxation processes. 
An estimate of the activation energy (EA) of non- radiative processes may be obtained by 
fitting the energy-integrated PL intensity variation with TL using the equation [188-1901: 
where T is the overail iifetime, TR is the radiative lifetime of free and localized excitons, 
and TNR is an activated non-radiative lifetime. The best values obtained for EA and 
rR /r iR parameters re 70 f 10 meV and (6 f 0.2) x 102 for A and 45 f 3 meV and (8 I 
0.3) x 102 for C. The activation energy of non radiative recombination processes is lower 
for structure C. This result is predictable since the QWs of C are namwer (35 A) 
compared to those of A (55 A). Moreover, as wili be seen in the next section, TRPL 
measurements reveal radiative lifetimes of - 1.5 ns and - 1.3 ns for A and C respectively. 
Therefore, ri, equals to - 2.5 fs and - 1.5 fs for A and C respectively. We interpret this 
shorter scattering time for structure C in terms of bigger overlap between the QWs States 
and those of the baniers in structure C. The temperature evolution of the full width at 
half maximum (FWHM) of the PL spectra of structure A is shown in figure A-9. If we let 
ï be the FWHM of the PL peak, then I" = I': + + r&. r, is the linewidth at O 
K that results h m  random spatiai fluctuation in the bGaAsP composition, r2 is the 
contribution from quantum size effects due to interface roughness, rm is the contribution 
from longitudinal optical phonons and rCLT is the broadening part caused by the finite 
canier lifetime [116]. 
Figure A-8 : Evolution of îhe F i  A-9: Variation of the 
energy integrated PL intensity FWHM of PL spectra of A 
with TL for A and C. with TL. 
A careful inspection of figure A-9 shows a small variation of the FWHM at low and 
intermediate temperatures (below 100 K) reflecting the linewidth broadening contribution 
(-12 rneV) which may be caused primarily by finite c h e r  lifetime and secondary by 
variation of the QW width, changes in the patential height due to randorn variation of the 
alloy composition (QW a d o r  barriet) and abruptness quality of interfaces. However, 
when the temperature is raised from -100 K to 300 K, the FWHM jumps h m  -12 meV 
to 20 meV. For TL ranging h m  100 K to 300 K, longitudinal optical phonons are 
strongly activated and accordingly their contribution îw, of about 8 meV, is consistent 
with the 8.9 meV determined h m  absorption measurements [117] at 300 K for 1.33 Pm 
InGaAsP. 
3.2 TRPL me85uremQllts results 
For TRPL measurements, a pulsed Ti-sapphire laser (-100 fs, - 82 MHz) operated 
successively at = 740 nm, 820 nm and 880 nm, is used as an excitation source. A GaAs 
photomultiplier combined to an up4onversion detection technique [95], with sub  
picosecond resolution, were used for signai detection. Typicai TRPL spectra at several 
delays after the excitation pulse, at TL = 77K and for excitation density of = lûûû w/cmz, 
are shown in figure A-10 for structures A. The hi@-energy peak, at 1.43 eV (k 10 meV), 
cornes mainly h m  carrier tecombination in the InP buffer layer (BL). The low energy 
peak at = 0.86 eV corresponds to the QWs p u n d  state Cl-FM1 transitions (QW-GS). In 
Between these low and high energy peaks and at low delay times, we note a broad PL 
bands corresponding to emissions h m  the step-like confinement regions (CR) and h m  
the InGaAsP barciers (Bar). 
Figure A-IO : TRPL spectra of structure A. 
The time evolution of these PL spectra indicates a net transfer of electrons and holes from 
the BL to the steplike confmement regions (CR), from the later towards the active region 
barriers and finaiiy to the QWs. We should note however, because in InGaAsPiInP 
system the valence band offset is greater than the conduction band offset [194] (deeper 
hole well) combined with the large valence band effective mas ,  the transport should be 
controlled by holes which are sbwer than the electrons in the CR and in the QWs. In 
Order to get deeper insight and quantitative information about transport and capture 
times, the time dynamical behavior of some bands are studied, Figures A-1 1 and A-12 
show the temporal evolution of the PL signal for different transitions observed in 
saucttw A, at TL = 77 K and under an excitation density of =IO00 w/cm2. 
Figure A-11 : QWs and BL PL Figure A-12 : PL temporal 
temporal evolution. evolution of the CR. 
The different detection energies in figure A-11 correspond to the QW ground state 
transition (QW-GS) at 0.883 eV, the first QW excited state transition (QW-FES) at 0.936 
eV, and the 1n.P buffer layer ground state transition at 1.423 eV. The time-resolved PL 
signais in figure A-12 correspond to different transitions in the CR. We clearly observe 
an exponential decay of the PL signal in most of the cases and, if we assume a simplified 
th-level model, we can appmximate the PL time behavior as given by a ciifference of 
the hvo exponentials [197]: 
where ?r and T,-J r e p e n t  the rise and the decay times of the PL intensity, respectively. 
Table A-1 surnmarizes the rise and decay times obtained h m  the best fit by the above 
equation. The short decay time of the CR (1.5 ps < ?d c 25 ps) and the fast rise time of 
the QW PL intensity (= 9 ps) indicate an efficient carrier relaxation and capture by the 
QWs. The relatively long PL decay time (1200 f 100 ps) observed at the QW ground 
state energy is an indication of a high QW stnicturai quaiity. As shown in table A-1, the 
PL rise times continually increase with decreasing the PL detection energies. In fact, the 
PL rise time varies h m  = 1.5 ps in the confinement regions (1.269 eV) to = 5.5 ps in the 
AR barriers and to = 9 ps in the QWs. 
Table A-1 : Rise and decay times of some bands obsewed in structure A. 
Lc.= 740 nm, E. D. =1000 w/cm2 and TL = 77 K 
Before king capnired into the QWs by passing h m  the unbound th-dimensional to 
the quasi-twbdimensional confined States, the photo-excited carriers expenence several 
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and barriers as well as carriers relaxation via optical phonons to the band edge, inter-sub- 
band relaxation to the lowest sub-band levets for both electrons and holes, and finally the 
capture of the carriers into the QWs. in a simple pichue, however, carrier transfer can be 
divideci into two tirne sequential processes : carier transport and canier capture. In this 
schema, the fint difference of - 4 ps may be attnbuted to electrons and holes transport 
from the InP buffer layer to the immediate vicinity of the fint QW. On the other hand, 
the difference between PL nse times of the AR QWs transitions and the AR barriers 
transitions of - 3.5 ps can be interpreted as the carrier capture and relaxation time in the 
QWs since these barriers are thin enough for carrier transport time therein to be neglecied 
[65]. This capture time is in good agreement with the 4 ps reported by Westiand and 
coworkers [198] for InGaAsPhP and with that of 4.5 ps reported for a 1.53 96 
compressively strained 1.55 pm-InGaAs MQW optical amplifier [199] (samples # 2). 
The authors of reference [199] reported a capture times ranging h m  2 to 7 ps for their 
different samples. 
Figures A-13 shows the temporal PL evolution for structure A excited, respectively, with 
820 nm and 880 nm pulsed laser wavelengths, whereas the E. D. and the lartice 
temperature was kept the same as  for the 740 nm excitation case. Complete TRPL 
spectra and temporal PL evolution plots wiU be given elsewhere [270]. Tables A-2 and 
A-3 surnmarize the rise and decay tirnes of some bands observed in A, B and C under the 
above excitation conditions. It is fond that the n'se times of the CR and the QWs in 
structure A decreases süghtiy (- 2 ps) as compared to those given in table A-1 
Figure A-13: Time Plot of structure A QWs excited at 820 nm and 880 m. 
Table A-2 : r, and r d  of some bands observeci in structure A and of the 
QWs in B and C. LCC= 820 nm, E D. =10W w/cm2 and TL = 77 K 
Table A-3 : t, and Q of some bands observeci in structure A and of the 
QWs in B and C. Lp 880 nm, E. D. 4ûûû wkm2 and TL = 77 K 
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Within the estimated uncertainty, the rise time of the ïnP BL is ahost unchanged. This 
behavior may be attributed to the following effects. Direct gap ilI-V semiconductors 
have subsidiary conduction band valleys in the Land X directions. Optical excitation that 
excites electrons at such high kinetic energies may cause the transfer between these 
subsidiary vdleys to be energetically possible. 
Shah and coworkers [206] used 2.04 eV pulsed dye laser line as an excitation source for 
InP and GaAs. They reported a ï-L tmsfer time of - 100 fs and an average rem time 
of - 2 ps ftom L to r in GaAs and no T-L electmn transfer in the InP. In our case, al1 the 
used excitation wavelengths excite below L valleys in both InP and InGaAsP. in f a t ,  T- 
L separations are 0.51 eV and 0.61 eV for InGaAsP El921 and InP [205], respectively. 
However, immediately after the excitation pulse, high Tc different h m  TL is observed 
[270]. Moreover, it is found that Tc increws with the excitation energy [170]. 
Therefore, one may expect a mal1 pomon of hot carriers to be hnsferred in L valley in 
the InGaAsP. Transfer between satellites of s d l  portion of carriers leads to an increase 
of the rise time of QWs PL. Yet, the assoçiated amount of inmase in the rise time is not 
necessary equal to a T-L msfe r  tirne. 
Therefore, we associate the ciifference in QWs rise time to a higher initial Tc observed 
with A. = 740 nm excitation case. In fact, hotanierfphonon effects aduce carrier 
relaxation rates and therefore, increase the rise time of he PL in the QWs. On the other 
hand, figure A-13 shows chat the PL h m  the QWs remains saaitated fm several tens of 
ps. Dwing this time interval, the rate of carrier tmsfer and relaxation into the QWs is 
equal to the rate of carrier escape from the QWs. This behavior may be explained as 
follow : (a) the height of the barriers may decrease due to flattening in the built-in charge 
spwe potential inducing an enhancement of excess carrier spillover to the CRS, Le., 
emission of carrier out of the active layer. (b) At high carrier density, carrier-phonon 
interactions are strongiy screened by carrier-carrier interactions. The decay times of the 
QWs and CRs become somewhat longer as we previously reported by Monte-Carlo 
simulations [195]. Finally, as given by tables A-2 and A-3, the decay and nse times of 
the PL from the QWs in structure C are shorter than those of B. These observations 
support two previously mentioned facts: (1) band-filling andor hot-canierlphonon effects 
are most important in structure B; (2) carrier lifetime is shorter in structure C which may 
be attributed to composition inhomogeneity in the AR layers andor constraint relaxation 
and associaîed structural defects as suggested in cw-PL results section. 
4. Conclusion 
In summary, we have studied optical and structural properties as well as vertical carrier 
transport in three Tni.,Ga,&P1, MQW laser structures. The unusual temperature PL 
behavior observed in the thicker structure C was discussed in terms of electron-accepter, 
donor-acceptors pair and strain relaxation. The overall observed red shift of the PLpeaks 
as the lattice temperature was increased is a result of band-gap shrinkage (dominant) and 
blue shift caused by fluctuations in the QW layer thickness across the lateral w p l e  
direction. For TRPL measurements, carrier cooling rates was discussed in terms of 
different scattering mechanisms. It is found that the rise times of the QWs and the 
confinement region increase slightly (-2 ps) on decreasing the excitation wavelength. 
The observed difference is attributed to a higher initial carrier temperature associated with 
the shorter excitation wavelength. On the other hand, comparable times of - 4 ps ate 
observed for the carrier transport and relaxation time within the confinement region and 
the carrier caphue time in the quantum wells. Accordingly, we highlighted some 
processes that heat the carriers or screen their interactions with LO-phonons inducing a 
reduction of the carrier relaxation rate and the quantum efficiency. Among these 
processes, we found: hot-carriers, hot-phonons, Auger recombinations, carrier-carrier 
interactions, and carrier spillover. The majonty of the above processes have unwanted 
effects such as longer photon iifetime, smaller photon density and larger laser linewidth. 
Therefore, under high frequency modulation in telecommunication systems, these 
phenomenons set the ultimate limitation for lasers to translate, as fast and precisely as 
possible, the temporal variation of the modulation into a corresponding emitted light 
intensity variation. 
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Abstract 
Carrier transport and recombination in a strained InGaAsP/InP multiplequantum-well 
structure emitting at 1.55 p n ~  are investigated experimentally and theoretically using both 
time-resolved photoluminescence and Monte Carlo simulations. A method for including 
carrier recombination in a Monte Carlo simulation is described. The calculated spectra 
are in good agreement with the experimental results. They show that nonradiative 
recombination is the principal recombination process in the first 100 ps and that the 
screened electron-phonon interactions are responsible for the high luminescence from the 
quantum-well higher energy levels. 
1. Introduction 
Strained layer InGaAsPhP heterostructures have received a great ded of attention for 
applications in optoelectronic devices, particularly quantum-well (QW) lasers operating at 
the wavelengths of minimal absorption 1.55 pm and zero dispersion 1.3 pm of 
commercial silica optical fibers. The primary motivation for this approach is that strain- 
induced modifications of the in-plane valence-band dispersion result in a reduction of 
intervalence-band absorption and nonradiative Auger iiecombination, for instance. 
Moreover, ultrafast carrier dynamics in heterostructures must be understood in orcier to 
get a good grasp of the charge-transport issues in various devices. The major physical 
processes that set the ultimate Limitation for the maximum modulation bandwidth in 
multiple quantum well MQW) lasers are: a) the differentiai gain and the photon lifetime 
in the cavity, which are determined by materiai properties and device sbuctwe [273], b) 
the opticai nonlinear gain coefficient, which is affected by spectral hole bwning and the 
gain saturation effect 115, 171, c) carrier transport [25, 261, including carrier tunneling 
between wells [27l, carrier capture, and transfer between wells and barriers [33], and d) . 
the dynamic heating caused by injection, stimulated and spontaneous emission [44], free- 
camier absorption [42, 441, and Auger processes, resulting in e) hot cariers and hot 
phonons [41]. Notwithstanding the large number of experimental and theoretical efforts 
made so far, the physicai mechanisms involved in carrier dynarnics in MQWs are not yet 
well understood. in this work, carier relaxation, capture, and recombination are 
investigated 
The theoreticai work aimed at explaining the capture process followed principdy two 
different appmaches. Shichijo et al [274] and Tang et al [273 used a semiclassical 
M p t i o n  to show that the capture efficiency decreases when the QW width becomes 
smaller than the opticai phonon-limited mean free path. More elaborate quantum- 
mechanicai appmhes [66, 2761 which calculate the longitudinal optical phonon 
scattering rates h m  initiai states in the barrier into final QW states, predict smng 
oscillations of 10-100 ps in the capture time as a function of the weU width. 
Experimentally, most observed capture times seem to contradict those theoretical 
predictions [Zn-2791 aithough some papers [280,281] show the predicted oscillations. 
On the other hand, some authors [199,280,281] suggest that at the high carrier densities 
found in laser amplifiers, carrier dynamics are better described in tenns of diffusion. The 
Monte Carlo technique is incteasingiy becoming one of the preferred tools for the 
simulation of quantum-well devices. In recent years, simulations have been performed of 
nonequilibrium canier transport, including thennalization and quantum capture, in 
quantum-well structures [282-2861. But to wr knowledge, no work has been done which 
includes radiative and nonradiative carrier recombinations in a Monte Carlo calculation. 
In this article, a multiplequantum-weU structure under high optical injection is modeled 
using a semiclassical Monte Carlo simulation in which c h e t  recombination is included. 
The time-resolved photoluminescence m) spectra are calculated and compared with 
the experimental results. In Sec, II, the experimental technique and the stmcture are 
described. Section iü presents the simulation details and the recombination madel. in 
Sec. IV, the simulation results are analyzed and compared to those obtained 
experimentally. 
We investigate canier dynamics in an InGaAsPM MQW laser structure. A schematic 
representation of the structure is given in Fig. B-1. The structure was grown on a ndoped 
(2 x 10" cm-3) )ln subsûate by mtai-organic chernical-vapor deposition. It consists of a 
1.5 p m-thick ndoped (2 x 10" cm-3) InP baer Iayer, foiiowed by a first step-like n- 
doped (4 x 10" cm-3) InGaAsP-confinement region. The active region contains four 55 A 
1.5% compressively strained undoped InGaAsP QWs emitting at 1.55 pm at m m  
tempenain. Those QWs are separand by 100 A p-dopd (4 x 10'' cm*') InGaAsP 
barriers. cladding layes. The active ngion is foiiowed by a step-like pdoped 4 x 10" cm- 
unstrained InGaAsP second confinement region. Finally, the structure ends with a 700 
A I ~ P .  
Figure B-1: Schematic representation of the structure under investigation : 
dark gray, 1.5% compressively strained undoped hGaAsP QW (1.55 pm); 
light gray, unswined InGaAsP barriers p: 4 x 10" (1.25 pm). 1.15Q, 
12W, and 1.254 represent the gap energies of the confining regions in pm. 
For the TRPL experiments, a pulsed Ti-sapphire laser (A, = 740 nm, 100 fs, 82 MHz) is 
used as an excitation source. An up-conversion detection technique with subpicosecond 
resolution and a GaAs photomultiplier were used for signal detection. The carier 
dynamics in MQWs are studied as a function of excitation density at 77 K. 
3. Simulation details 
The mode1 consists of a Monte Carlo caiculation based on a self-consistent Poisson solver 
using the cloud-inçell mesh-charge assignment [287, 2881. As will be explained in 
Sec.ilI A, a recombination mode1 is included in the algorithm. An adapted mesh in space 
is used to calculate the poteniid in the active region so as to rninirnize the field 
fluctuations. The field adjusting time step is set to 0.5 fs. An ensemble of 30 000 
superparticles is used for the computntion of the electron and hole distribution functions. 
Al1 the calculations were performed at 77 K. The quantum-mechanical confinement of 
carriers in the quantum-well regions is neglected. Thus, the carriers have a three- 
dimensional density of States. in the bulk-mode approximation, the scattering 
mechanisms such as the acoustic and optical phonons, ionized impurities, and alloy 
scattering are used. The electrokelectron, electron-hole, hole-hole, and screened phonon 
interactions are added foltowing the expressions of Osman and Ferry [289]. The exciton 
and hot-phonon effects are also negiected in this work. 
A. Initial conditions 
The initiai carrier distributions just after the opticai injection are obtained by adding the 
excess carrier distributions to the equilibrium carriers. In order to reduce the simulation 
time needed to reach the steady state More the optical injection, the spatial disûibution 
of carriers is approximated using the results of a classicai drift-diffusion simulation. 
Once the steady state is reached, the lasm puise which gives rise to transitions h m  the 
light, heavy, and split-off bands to the conduction band is applied. The relative number 
of carriers generated by each transition is deduced from the joint densitysf-state- 
dependent absorption rates, given by (2901 
where Mi is the optical matrix element of the ith transition, D is the joint density of States, 
N, is the photon occupation, E,  is the photon energy, E: is the gap energy of the ith 
transition, and m is the free-electron mas. The carrier energy resulting h m  those 
transitions is caiculated from the energy and momentum conservation des .  Finally, the 
carriers are distributed exponentially in space, obeying the Beer-Lambert law. 
B. Recombinaitim d e l  
Recombination mechanisms can be classifid into two groups, radiative spontaneous or 
stimulated and nonradiative. Nonradiative mechanisms include recombination at de- 
fects, surface recombination, and Auger recombination, among others. For long- 
wavelength semiconductor tasers, however, the Auger process is gend ly  the 
ptedominant nonradiative mechanism [46]. in this work, thtee recombination processes 
are taken into account: (1) the spontaneous recombination of an electron and a hole; 2) 
the Auger pracess called CCHC invotving two electrons, one heavy hole, and a final 
excited electron in the conduction band; and 3) the Auger process called C H  
involving one electron, two heavy holes, and a final excited hole in the split-off band. 
The totai mcombination rate can be appximated by [291]: 
where B is the spontaneous recombination coefficient, Cr and C2 are the Auger 
coefficients for the CCHC and CHHS processes, and n and p are the elecwn and hole 
densities. The carrier density dependency of B is neglected. Several experimental studies 
have been done to determine the recombination coefficients. The g e n d y  accepted 
value for the cadiative coefficient B is about 1 x 10-'O cm3 S-' [46, 120, 2921. The 
expimental values for the Auger coefficients are less consistent and Vary between 0.1 
and 2 x 1W2* cm6 s-' [46,47, ll4,291-294]. In this work, we take B =0.1 x 10'" cm3 s-' 
and CI = C2 = 1 x 1W2' cm6 S-', which give a g d  agreement with the experimental data. 






where ni is the mean electron density in the ith layer. This is a good approximation 
since the carrier density does not vary much in each quantum well. Furthemore, the 
- 
relation between the nurnber of superparticles Ni and ni is given by 
where S, is the supercharge, e is the elementary charge, and Vi is the volume of the layer. 
To obtain a good discretization in time, t must be chosen such that the nurnber of 
superparticles ANi to be removed h m  the simulation for each tirne step does not exceed 
1 by much. Setting the tecombination time step t to 50 fs gives a good discretization. 
The algorithm can be summarized as follows: for every time step, the number of 
- 
& 
superparticles in each layer is counted in order to calculate ni, pifrom Eq. 4 and 
(ni.4han Eq. 2. Next, QS 3 and 4 am used to determine the number of 
superparticles Ni to be recombined in each region. Clearly, the calculated ANi is not 
necessarily an integer and can be greater or less than 1. The integer part of ANi gives the 
number of superparticles to be removed h m  the simulation. Then, superparticles chosen 
at random are removed from the simulation and the remainder (calculated âiVi minus the 
number of superparticles effectively recombined) is accumulated for the next time step. 
For instance, if ANi = 2.3, we remove two superpartides h m  the simulation iuid add 0.3 
to ANi in the next time step. Since a tirne step of 50 fs is sufficient, the mode1 is not tirne 
consuming from the computational point of view and it can be easily generalized to other 
recombination mechanisms if the dependency on carrier density is known. It neglects the 
explicit energy dependency of the recombination mechanisms though. 
4. Results and discussion 
A. The effect of the carrier-carrier and m n e d  carriec-phonon interactions 
The effect of the electron-hole (eh), electrorr-electron (e-e), hole-hole (h-h), and 
screened carrier-phonon interactions (c-sph) on the ultrafast relaxation of photoexcited 
cMers in the active region were examined using the Monte Car10 approach. At high 
carrier densities, those interactions are very important, Especially s~eening considerably 
weakens the elecmn-phonon interactions compared to the hole-phonon interactions. In 
Fig. B-2, we illustrate the mean energy of the electrons in the wells and 1.25Q baniers as 
a function of time. Curve 1 corresponds to the situation w h m  the carrier-camer (c-c) 
interactions and the scfeening of the carrier-phonon interactions are totally ignod. 
Figure 8-2: Caiculated mean-electron energy vs time (a) in the QWs, (b) in 
the 1.254 barriers for 77K. c w e  1, c-sph and c c  neglected; c m  2, c-sph; 
curve 3, c-sph, e-e, and h-h; curvbe 4, c-sph, ee,  h-h,and e-h. 
The electrons are rapidly thennaiized and at 5 ps, their mean energy is approximately 0.02 
eV, which is hivice as much as the energy comsponding to the themodynamic 
3 equilibrium (-k,T, at T = 77 K). The excess energy of the caniers after 4 ps is 
2 
atûibuted to the high electnc field in the active region of the structure. From examining 
curve 2, where the c-sph interactions ace taken into account, we see that the cooling rate 
is significantly reduced after 0.5 ps. This is because, as the carriers are captured, their 
densities increase and the carrier-phonon interactions are strongly screened. Especially in 
the QWs, at 5 ps, the mean energy of the electrons is 12 times higher than in absence of 
screening. When the e-e and h-h interactions are included, there is no significant change 
in the QWs, which is apparent on curve 3. However, in the 1.25Q barriers, the mean 
energy of the electmns increases slightly. This is attributed to the fact the e-e interactions 
redistribute the electrons into high- and low-energy regions, and since in the baniers the 
carriers are l e s  energetic than in the wells, some electrons end up in regions where they 
can not emit optical phonons. Including e-h and h-e interactions causes an energy 
transfer from the higher-energy electrons to the lower-energy holes such that the mean 
energy of the electrons decrieases, which is shown by curve 4. Those results are in 
agreement with the Monte Carlo calculations of Osman and Ferry [289] who showed that 
at high carrier concentrations the energy flow h m  the electrons to the lattice is prirnarily 
through the e-h interaction and then through the h-ph interaction. 
In Figs. B-3a and B-3b, we display the distribution functions for the carriers at 5 ps, in the 
QWs and 1.25Q bmiers, respectively. It is clear that the QW electrons are not in thermal 
equilibrium with the barrier electrons. One should note that in the QWs the electron 
mean energy is higher than the QW depth (0.1 eV), which means that they can easily 
escape to the barrier regions. As a result, cooling is even slower. On the other hand, the 
heavier holes are in thermal equilibrium with the lattice such that they are more 
efficiently confined in the weiis. 
Figure B-3: Calculated distribution functions (a) in the QWs and (b) in the 1.25Q 
barriers for electrons and holes at 5 ps, T = 77 K. 
B. Carrier capture and recombination 
In this section, we present the results of our Monte Carlo calculation applied to the study 
of canier capture and recombination in the quantum-weU region. Figure B-4 shows the 
evolution of electron and hole densities as a function of position for 0,10,50, and 100 ps. 
At O ps, just d e r  the excitation, there are 5000 superparticles in thermodynamic 
equilibrium and 25 000 opticaiiy injected superparticles, distnbuted exponentialiy in 
space according to the Beer-Lambert law. The excitation density at the surface of the 
device is approximately equai to 4 x 10" cm:3. At 10 ps, the carrier densities in the wells 
reach their maximum. Charge neutrality is not satisfied in the weUs due to the higher 
hole effective mas. Thus, the hole density in the wells is found to be 1.5 times larger 
than the elecüon deusity. When recombination is neglected, the calculations show that 
h m  10 ps onwards, the system does not evolve significandy. 
Figure B-4 : Calculated c h e r  densities vs position (a) at O ps, (b) at 10 
ps, (c) at 50 ps, and (d) at 100 ps for T = 77 K. 
On the other hand, the changes in the c h e r  density shown in the Figs. B-4c and B-4d 
result directly h m  the recombination in the wells. In the barrier region, recombination is 
weaker but the canier density decreases faster than in the weiis because of the carrier 
transfer h m  the barriers into the weils. The carrier dynamics in the wells is more clearly 
seen in Fig. B-5, where we plot the mean hole and eIectron densities evolving with time. 
The 90% mark of the maximum electron and hole densities in the wells is reached in 6 ps. 
Since the holes are excited to lower energies than the electrons, they are captured more 
rapidly in the wells, as show more explicitly in Fig. B-6 where we plot the time 
derivative of the meançarrier density. But, since the maximum of the mean-hole density 
is higher than the maximum of the mean-electron density, the capture time remains the 
same for both systems. From 20 ps onwards, the carrier densities decrease more slowly 
due to canier recombination, and the net loss rate (the recombination rate minus the 
transfer rate from barriers into the wells) of the two systems is equal. In Figs. B-7a and 
B-7b, we show the Auger and the d a t i v e  recombination rates in the quantum wells, 
respectively. At the excitation density considered, Auger recombination is 20 times 
higher than spontaneous emission. One should note that the Auger coefficient used in Our 
calculations is approximative, but such a high Auger coefficient although within generally 
accepted values is necessary to explain the time-resolved photoluminescence (PL) spectra 
(see the next section). Those results indicate that carrier recombination is mostiy 
nonradiative. The nse time of the PL signal can be compared with the rise time of the 
recombination rate. This value is approximately 8 ps. However, caution should be 
exercised while interp~ting this resuli, since in the semiclassical approach we consider 
that the energy levels in the quantum wells are not discretized such that the calculated rise 
t h e  does not correspond exactiy to the rise time of the ground-state luminescence. 
Figure B-5: Calculated mean-carrier densities vs time in the quantum wells; 
solid line, electrons; dashed line holes. 
Figure B b  : Time cienvative of the carrier densities in the quantum weUs, 
solid line, electrons; dashed line, holes for T = 77 K- 
In fact, we wiii see in the next section that in the f i t  100 ps the photoluminescence 
signal proportional to the radiative tecombination rate comes mostiy from higher-energy 
electrons confined in the QWs. 
C. Calculated and experimentai TRPL spectra 
The spontaneous ernission rate per unit volume at energy E and position z can be Witten 
as [295] 
Where mo is the free-electron mas, e is the electron charge, E is the permittivity of free 
- 
space, pis  the refractive index, and p, and p, are the densities of States in the conduction 
2 
and valence bands, respectively. f (E, z, r ) is the distribution hinction and 1 ~ ~ 1  is the 
rnatrix element between the conduction-band state of energy E' and the valence-band 
state of energy E - E'. The products &anci a, are calculated at each Monte Carlo 
simulation step up to 100 ps. htegrating Eq. 5 over z, we obtain the photoluminescence 
of each layer. In the integration, we assumed a constant matrix element where the energy 
dependency and k-selection d e  were neglected. 
In Figs. B-8a and B-8b, we present the caiculated emission spectra fiam the wells and 
from the 1.25Q barriers, respectively. The emission h m  the barrier regions is strong in 
the Eïrst 50 ps, but decreases rapidly. After 50 ps, most of the signal is emitted by the 
wells. in the previous section, we showed that the cooling of the electrons in the active 
region is very slow. They are, therefore, at the higher QW energies. Hence, the QW 
signal comes from the recombination of these high-energy electrons with the better 
confined low-energy holes. As a result, the peak of the luminescence coming from the 
QWs is higher than ihe barrier gap energy (1 eV). Figure B-9 shows the Monte Carlo 
emission spectnim at 10 ps, from the QWs and from the 1.25Q barriers, obtained 
neglecting the c-sph and c-c interactions. Those results show that the banier 
luminescence is weaker and the peaks are much sharper compared to the case when those 
interactions are not neglected. 
In Figs. B-IO and B-11, we pment the expimental TRPL spectra at two different 
excitation densities. We compare those results with the calculated spectra shown in Fig- 
B-12, obtained by adding the PL signal of each specific layer. One of the difficulties in 
simulating the experimental conditions is the uncertainty on the injected concentration. 
Furthemore, the recombination rates depend on the carrier density, and the Auger 
recombination coefficient is not weU known. 
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The best fit to the o u  the-resolved spectra has been obtained by taking 4 x 10" cm-3 as 
-6 -1 the excitation density at the surface and 1 x lu2' cm s as the Auger coefficient. There 
are two süiking differences between the experimental and thg calculated spectra. (1) The 
peak at 1.42 eV in the experimental data comes from carrier recombination in InP. We 
do not see this peak in the calculated spectnim, because only a small fraction of the InP 
substrate is included in the simulation. 
Figure B 3  : Calculated PL signai vs Figure B-10: Experimental PL 
energy at 10 ps ernitted from (a) quantum spectra at 77 K, where the 
wells and (b) 1.254 barriers; solid line, excitation power is 40 mW 
neglecting p-p effect; dashed line, with (la00 w/cm2). 
particle-particle effect. T = 77 K 
A computation which would include several micmns of substrate would requin! a much 
larger nurnber of superparticles, with an obvious cost in computation tirne. (2) The smdl 
peak at 0.87 eV comes h m  transitions between the k t  QW-confined States. In out 
model, the quantum confinement of carriers is not taken into account, and this peak does 
not appear in the calcuiated spectnim. As calculated by a k p method, there are 12 
transitions near 0.86 eV, 8 transitions near 0.9, and 16 transitions near 0.94 eV, which 
contribute to the low-energy side of the expenmental spectmm. The portion of the signal 
between 0.9 and 1.3 eV, which comes h m  the QW higher bands and the b d e r  
luminescence, is well described by the semiclassical Monte Carlo approach. In Table 1, 
we compare the full widths at haif maximum of the peak near 1.1 eV obtained from 
Monte Carlo calculations with the experimental results for different times 
Figure B-11 : Expaimental PL Figure B-12: Caicuiated PL 
v t r a  at 77 K, where the spectra for T = 77 K 
excitation power is 125 mW. 
The increase of the full width at half maximum at 100 ps is caused by the overlap 
between the barrier and the QW photoluminescence signals. This is more apparent at 40 
mW because the banier luminescence is lower. For 125 mW, the difference with the 
Monte Carlo results is about 12%. The good agreement between the theoretical 
calcdarions and experimental data justifies the approximations we made and supports the 
interpretation that at very high carrier densities (lx 1019 cm-3) the carrier dynamics are 
well described by the semiclassical approach. 
Table B-1: Full width at half maximum of the peak near 1 eV obtained 
from Monte Carlo calculations and experimental results for different 
times. 
Tite results indicate that in the first 2 ps the high-energy photoexcited carriers cool down 
rapidly through phonon emission. Between 2 and 10 ps there is a net transfer of electrons 
and holes h m  the the steplikeconfinement regions towards the active region barriers 
and to the QWs. As the carrier density in the QWs increases, the c-ph interactions are 
strongly screened and the c* interactions becorne more important. As a result, most of 
the electrons are found in the QW region, but at energies higher than the QW depth. 





















recombinaiion mechanism. Thus, the PL intensity decreases. Also, as the carriers 
recombine, the screening of the c-ph and c-c interactions is less important, the electrons 
cool down with phonon emission, and the maximum of the peak moves towards lower 
energies. It should be noted that in the recombination model we took, the energy 
dependency of the coefficients is neglected. Thus, the actuai Auger coefficient for the 
caniers in the ground state may be different h m  the value we chose in the simulation. 
5. Conclusion 
In sumrnary, we presented an ensemble Monte Carlo method for the study of the carrier 
dynamics and photoluminescence in an InGaAsPIInP MQW structure. The spontaneous 
and Auger recombinations were included in the model. Auger recombination is found to 
be the prirnary carrier recombination mechanism. The photoluminescence spectra 
calculated using the simulation are in good agreement with the experirnental results, 
especially in the baniers and at the higher energies in the QWs. We showed that at the 
high carrier densities found in the active region of the structure under investigation, the c- 
sph and c-c interactions have a significant effect on the carrier dynamics. Especiaily the 
e-sph interaction is found to be responsible for the slow cooling of the electrons in the 
QWs. Therefore, the PL signai comes mostly h m  the recombination of the high-energy 
electrons and low-energy holes in the QWs, in the tirne span between 2 and 100 ps, whik 
the PL signal coming h m  the active region baniefs is important in the h t  50 ps but 
decreases rapidly. 
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We investigate vertical carrier transport, carrier relaxation and capture in three multiple- 
quantum-well tasers structures of ini-,Ga,AsyP1., emitting at 1.3 and 1.55 pn at m m  
temperature using time resolved photoluminescence. in the initiai regime following the 
excitation, high effective carrier temperatures Tc different fmm the lanice temperature TL 
= 77 K are reported. A significant signature of transpon and capture is observed with 
chatacteristic times of - 10 ps and - 12 p respectively. 
Key words : Muliiplequanium-weti lasers, In,.,Ga&Pi,, timc nsolved photoluminescence, ultrafast 
carrier dynamics, vertical carria transport, carrier capture. 
1. Introduction 
One witnesses a sustained effort in improving the hi&-speed performance of 
semiconductor lasers and amplifien based on the quaternary ailoy In~~,GaxAsyPl,. Those 
devices are used for optical fiter communications systems, because they operate at the 
wavelengths of zero-dispersion (1.3 pm) or lowest los (1.55 p) of silica opticai fibers. 
The major physicai processes that set the uitimate limitation for the maximum 
modulation bandwidth in muitiplequantum-weU (MQW) lasers are : (a) the differentiai 
gain and the photon iifetime in the cavity which are detedned by materiai properties and 
&vice structure 12731; (b) the optical nonlinear gain coefficient which is caused by 
spectral hole buming and the gain saturation effect [15,11; (c) carrier transport [25,263, 
including carrier tunneling between wells [27]; carrier capture and transfer between wells 
and barriers [33]; (d) the dynamic heating caused by injection, stimulated and 
spontaneous emission 1441, freecanier absorption [42, 441 and Auger processes [49], 
resulting in (e) hot caniers and hot phonons [41]. The last processes are not well 
understood. 
In this work, vertical carrier transport, c d e r  relaxation and capture in MQWs are 
investigated using time-resolved photoluminescence W L )  spectroscopy [95]. 
WC investigate carrier dyndcs in t h e  I~I-,G~,A+PI., MQW lasers structures. Those 
structures were grown on ndoped (2~10'~crn-~) InP substrates by MOCM). They consist 
of a 1.5 prn n-doped (2x10" cmm3) InP buffer layer (not shown in the figures), followed 
by a f i  steplike n-doped (4x10'~ cm-3) inGaAsP confinement ~gion.  The active 
region of structure A contains four 1.5% compressively strained undoped InGaAsP QW's 
emitting at h = 1.55 pm at room temeranire (RT). The structures B and C contain 8 and 
12 undoped 1 % compressively strained InGaAsP QW's respectively, emitting at 1 3  pm 
at RT. Those QW's are separated by pdopd (4x10" cm-3) InGaAsP bairiers. The 
active region is followed by a steplike pdoped (4 x 10" fm3), unstrained hGaAsP 
second confinement region. Finally, the structures end with 700 A inP cladding layer. A 
schematic of the energy band diagram and many other parameters are given in Figure C-1 
and Figure C-2. For the TRPL experiments, a pulsed Ti-sapphire laser (2, = 740 nm, -100 
fs, 82 MHz) is used as an excitation source. An up-conversion detection technique with 
subpicosecond remlution and a GaAs photomultiplier tube were used for signal detection. 
The carrier dynamics in our MQWs are studied as a function of excitation density (ED) 
and lattice temperature. 
Figure C-1 : Sc hematic band Figure C-2 : Schematic band 
diagram of A diagram of 3 and C. 
Typical TRPL spectra of structures A, B and C at six different delays after the excitation 
pulse are shown in Fig. C-3, C-4 and C-5 respectively. The high energy peak, at 1.42 eV, 
cornes mainly h m  carrier recombination in the InP. The bmad PL band (at low delay 
times) corresponds to the emission h m  the step-like conthement region and the 
InGaAsP baniers. The low-energy peaks at 0.86 eV (for structm A) and =1 eV (for 
structure B) correspond to the QWs ground state transitions. The gradua1 increase of the 
low-energy peaks as a function of time indicates a net transfer of electrons and holes h m  
the steplike confinement regions towards the active region baniers and finally to the 
QW's. 
Figure C-3 : TRPL spectra of A. Figure C-4 : TRPL spectra of B. 
Excitation with 1.67 eV laser pulses creates hot carriers in al1 the layers of the stniciures. 
in fact, the luminescence in the high energy tail of the InP peak arises h m  the 
cecombination of hot carriers. The corresponding effective carrier temperature (Tc) can be 
inferred from the exponential energy dependency of the intensity [209]: 
where hv is the photon energy, E, (TL=77K) = 1.4206 eV is the InP band gap energy 
[210] and k~ is the Boitzmium constant. 
The time-resolved PL spectra show that the high-energy tail of the InP peak is always 
exponential (even for &lay times as short as 2 ps). This clearly indicates that the canier- 
carrier thennalization time is very fast (this time is in fact on the order of our time 
resolution which is 1200 fs). In the initial regime following the excitation, it is found that 
Tc is as high as 275 K (425 K for B). 
Figure C-5 : TRPL spectra of C. 
Tables C-1, C-2 and C-3 summarize the evolution of Tc with the delay time following the 
pulsed laser excitation for different ED. The effective c h e r  temperame decreases as a 
function time due to weii-known phonon relaxation mechanism. The different values of 
Tc determined at short times may have two origins : 1) the number of carriers excited 
directly in the InP buffet layer is higher for suuctutes B and C because the overail 
thickness of the structure is smaller, 2) band-filling and hot carrierfphonon effects in the 
confinement region is les  important for strucnire A because the tfückness of this region 
is wider than those of structures B and C. 
Table C-1: Timc evolution of Tc in the stmcture A for different 
excitation densities and TL = 77K. 
Table C-2: Time evolution of Tc in the strucnire B for different 
excitation densities and TL = 77K. 
Delays (ps) 
CTc* 10) K 
ED = 3200 w/cm2 
CTc * 10) K 
ED = 10ûû w/cm2 
Table C-3: Time evolution of Tc in the structure C for different 
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Figures C-6 and C-7 show the temporai evolution of the PL signal for different 
transitions. The different detection energies in Fig. C-6 correspond to the QW ground 
state transition at 0.88 eV, the first QW excited state transition at 0.93 eV and the ïnP 
ground state transition at 1.42 eV. The time-resolved PL signal of Fig. C-7 corresponds 
to different transitions in the confinement region. The fast rise time of the QW PL 
intensity ( 4 5  ps) and the short decay time of the confinement region (CISps) indicate an 
efficient carrier relaxation and capture by the QWs. Results of the decay times, 
determined h m  the exponential behavior at long delay times, are summarized in Table 
C-4. 
Figure C-6 : Temporal evolution of the Figure C-7 : Tempod evolution of 
InP, barriers and QW's luminescence. the confinement region 
luminescence. 
The shorter carrier lifetime observeci for the step-like confinement region transition shows 
that this layer is effectively feeding in carriers the active region of the structure. The long 
PL decay time (Ans) observed at the QW ground state energy is a signatue of a high 
QW structurai quality. 
Table C 4  : Decay constants of some bands in the stmcture A 
Excitation density = 3200 wlcm2 and TL = 77 K. 
Band Energy (eV) 1.26 1.20 1.13 0.93 0.88 
Decay constant (ps) 8 f 2 20 f 2 50 f 5 350 f 25 1200 f 100 
Additional information on the dynamics of carrier relaxation can be obtained h m  the PL 
short-tirne transients measured at different detection energies as shown in figures C-8 and 
C-9. The results of the PL rise time analysis are summarized in Table C-5. The PL rise 
times continualiy increase with decreasing the PL detection energies. They Vary h m  = 3 
ps in the confinement regions to - 13 ps in the active region barriers and to - 25 ps in the 
QW's. The first difference of - 10 ps can be atuibuted to the electron and hole transport 
time h m  the InP layer to the vicinity of the first QW. A comparison of the PL decay 
times of the confinement region emission lines (in Table C-4) and the PL rise time of the 
QW transitions (Table C-5) further confirrns that the initial photocanier proNe favors the 
diffusion of carriers thugh the confinement region towards the QWs. On the other 
han& the difference between PL rise times of the active region bauier transition and the 
QW transition (212 ps) can be interpreted as the canier capture and relaxation time in the 
QW's since these baIriers are thin enough for carrier transport therein to be neglected 
[6S]. This capture and relaxation time is in good agreement with that of 14 ps reported 
for a 0.83 % compressively strained 1.5 pm-inGaAsP MQW optical amplifier 
Figure C-8 : Rise times of some 
bands in A. ED 1: 5000 wlcm2 and 
TL = 18 K. 
Figure C-9 : Rise times of some 
bands in A. ED = 5000 ~ l c r n ~  a d 
TL= 18 K. 
Table C-5 : Rise times of some bands observeci in structure A. 
Excitation density = 5000 wlcm2 and TL = 18 K. 
This relatively long QW rise time may also be partly explained by the fact that, in our 
experiments, the initia1 electmn excess energy is higher than (or comparable to) the band 
energy separation between the L and ï d e y s  (An = CS6 eV, obtained h m  
Band Energy (eV) 




7 f 0.5 
1.207 
3 f 0.5 
1.019 
10.5 f 2 
0.%2 
18 f 2 
0.875 
25 f 2 
interpolation in the InP-inGaAsP systerns) [192]. Further experiments with variable 
excitation energy will dlow us to quanti@ the relative contribution of each prcicess to the 
PL rise time of the QW ground state transition. For example, in the situation where 
canier diffusion in the confinement segion can be neglected (by exciting below its 
bandgap energy), we can make the following remarks about the nature of the relaxation 
mechanisms. ûwing to the fact that our active layer is undoped, the QW PL intensity 
(which is proportional to the product of electron and hole densitia) will increase with a 
characteristic time conesponding to the slower (electron or hole) canier relaxation time. 
We can argue that the relaxation rate is higher for hoIes because of their larger effective 
masses (assuming parahlic bands, we find effective masses of m, = 0.053 mo and rnh = 
0.46 mo) [192]. There is some reported expetimental eviclence for this fast hole 
relaxation [2%, 2971. Based on the 1st comments, it is reasonable to ttiink that, under 
such excitation conditions, our observed PL QW rise time will correspond mainly to the 
electron relaxation time. As far as canier capture is concemeci, it is important to note that 
hole capture tends to accelerate the electmn capture pmess (this phenomena is called 
ambipolar capture in the îiteratwe (298, 2991). Further experiments combined with 
Monte-Carlo simulations are needed in o&r to quanti@ and to get a better understanding 
of the different mechankms involved in these carrier transport and relaxation pmcesses 
which take place in real MQW laser structures. 
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