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Re´sume´
Cette note est de´die´e a` l’estimation du parame`tre de longue me´moire dans les
se´ries temporelles observe´es a` des temps ale´atoires. L’existence de corre´lations a` long
terme dans la distribution des pannes e´lectriques, i.e. ”black-out”, doit trouver son
origine dans la politique de maintenance et de restauration des ope´rateurs de re´seaux.
Les travaux portent sur deux transformations des se´ries visant a` pre´server l’exposant
de me´moire et a` re´cupe´rer un e´chantillonnage re´gulier. A la suite, une me´thode
d’estimation prenant en compte les temps d’observation et les valeurs observe´es est
de´rive´e. Le lien entre persistance (H > 0.5) et restauration des re´seaux e´lectriques
est valide´.
Abstract
This note deal with estimation of a long memory parameter when series are ob-
served at random times. Long-term correlations in electric failure distribution could
be explained by the maintenance and recovery policy of electrical system operator.
This work focus on two transformations which preserve memory exponent and render
sampling regular. Futhermore, an estimator whose entries are sampling times and
sampled observations is presented. The links between persistancy (H > 0.5) and
recovery of electric network is finally validated.
mots-cle´s : Se´rie temporelle, e´chantillonnage irre´gulier, me´moire longue, black-out.
1 Introduction
Les re´seaux de transport e´lectrique doivent eˆtre conside´re´s comme des syste`mes complexes
en condition limite de fonctionnement. Les exemples re´cents de black-out majeurs ne peu-
vent laisser indiffe´rent et il est ne´cessaire d’appre´hender au mieux les me´canismes physiques
re´gissant la ou les dynamiques de ces re´seaux. Dobson et al [4] ont propose´ un mode`le de
Criticalite´ Auto-Organise´e (CAO) fonde´ sur la dynamique du Tas de Sable [1]. Celui ci
permet de de´crire l’e´volution d’un re´seau par une dynamique lente (croissance de la charge)
et une dynamique rapide (phe´nome`ne d’avalanche ou black-out). On peut ainsi reproduire
le comportement d’un re´seau sur un horizon large et reconstuire un historique de pannes
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en fonction de parame`tres significatifs [3]. Cet historique de pannes doit eˆtre analyse´ avec
toutes les pre´cautions d’usage afin d’en extraire des informations physiques re´ellement in-
variantes.
La base de donne´es pre´sente des e´ve´nements date´s en jour Tn et dont l’amplitude est
mesure´e a` travers diffe´rents indicateurs tels que le nombre de consommateurs perturbe´s
par l’e´ve´nement Cn, la puissance Pn non de´livre´e. On est donc en pre´sence de se´ries
irre´gulie`rement observe´es dont on veut e´valuer la me´moire. Dans [4], l’e´chantillonnage est
rendu re´gulier en introduisant des valeurs nulles hors des jours de black-out. Cet ajout
n’est pas sans affecter la structure de covariance du processus car il cre´e en premier lieu de
l’instationnarite´.
De´finition 1. Soit X = (Xn)n∈N un processus a` temps discret, stationnaire au second ordre
de covariance σX(h). Le processus X sera dit a` me´moire longue si la suite des covariances
σX(h) est non sommable, Σ|σX(k)| =∞ et usuellement de la forme :
σX(h) = L(h)h
2H−2 (1)
ou` H ∈]1/2, 1[ et L(h) un fonction a` variation lente a` l’infini au sens que L(ah)
L(h)
→
h→∞
1, pour
tout a.
Une se´rie a` me´moire longue est donc caracte´rise´e par une autocovariance qui de´croˆıt
lentement par opposition a` une de´croissance exponentielle (se´rie ARMA par exemple).
Dans la suite, nous nous inte´ressons a` l’estimation du parame`treH lorsque l’e´chantillonnage
est irre´gulier. La se´rie X est uniquement observe´e a` des temps ale´atoires (Tn)n∈N. On pose
T0 = 0. Le processus observe´ est alors Y = (Yn)n∈N de´fini par Yn = XTn . L’information
comple`te re´side alors dans la donne´e des couples (Tn, Yn)n∈N.
2 Pre´sentation des me´thodes d’estimation
De nombreuses techniques ont e´te´ de´veloppe´es pour estimer le parame`tre de longue me´moire
(voir [2] pour une revue). Une grande partie de ces estimateurs sont construits comme des
fonctionnelles du pe´riodogramme ou de la suite des covariances empiriques qui ne peuvent
pas eˆtre e´value´e en pre´sence de donne´es irre´gulie`rement observe´es.
Dans ce contexte, deux strate´gies sont possibles, soit on transforme les donne´es pour
se ramener a` des donne´es re´gulie`rement observe´es et on peut alors utiliser les estimateurs
classiques pour le parame`tre H, soit on adapte les estimateurs classiques pour des donne´es
(Tn, Yn)n∈N.
2.1 Me´moire du processus sous e´chantillonne´ Y
On s’inte´resse ici aux proprie´te´s du processus Y et plus particulie`remnt a` sa me´moire.
Philippe et Viano [5] ont montre´ que le parame`tre de longue me´moire de X peut eˆtre
estime´ directement a` partir de la se´rie re´gulie`rement observe´e Y.
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Proposition 2 ([5]). Soit X un processus a` longue me´moire au sens (1). On suppose que
la suite (Tn) est inde´pendante de X et les inter-temps ∆T = (Tn+1 − Tn) sont i.i.d.
Si E(∆T ) <∞ alors la covariance du processus e´chantillonne´ Y satisfait:
σY (h) ∼
h→∞
h2H−2E(∆T )2H−2L(h)
Ainsi le processus Y reste un processus a` longue me´moire et l’intensite´ est pre´serve´e.
Le parame`tre H peut donc eˆtre estime´ a` partir de Y en utilisant les estimateurs classiques.
Lorsque l’hypothe`se E(∆T ) <∞ n’est plus satisfaite, le sous e´chantillonnage peut alors
supprimer la longue me´moire ou re´duire son intensite´ (voir [5]). L’estimation du parame`tre
H ne peut donc plus s’effectuer uniquement a` partir de la connaissance de la se´rie Y.
2.2 Agre´gation temporelle
Pour se ramener a` des donne´es re´gulie`rement observe´es, nous allons aggre´ger les observa-
tions dans le temps. On somme le processus X sur des intervalles de temps disjoints de
longueur ∆. Formellement, la se´rie agre´ge´e Y(∆) est de´finie par:
Y
(∆)
k =
(k+1)∆−1∑
i=k∆
Xi
Proposition 3. Lorsque X est a` longue me´moire au sens (1) alors la covariance du pro-
cessus Y(∆) satisfait
σY (∆)(h) ∼
h→∞
C(∆)h2H−2L(h)
Le processus agre´ge´ est donc a` longue me´moire et l’intensite´ de sa me´moire reste e´gale
a` celle de X. On peut donc a` nouveau estimer le parame`tre H a` partir de Y(∆) et des
estimateurs classiques.
2.3 Auto covariance par bloc
Partant des couples (Yn, Tn), nous prenons maintenant le parti, faute d’avoir suffisamment
de couples observe´s distants d’un temps h pour calculer la covariance σX(h), d’estimer une
valeur moyenne de σX sur un voisisnage de taille 2∆ + 1 autour de h (voir [6]). On pose
pour tout h
R∆(h) =
1
2∆ + 1
h+∆∑
s=h−∆
σX(s)
Si l’on suppose X a` longue me´moire au sens (1), alors R∆(h) devient:
R∆(h) =
1
2∆ + 1
h+∆∑
s=h−∆
L(s)s2H−2 ∼
h→∞
L′(h)h2H−2 (2)
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Ainsi ”l’agre´gation des covariances” posse`de le meˆme comportement asymptotique que la
suite des covariances.
Un estimateur naturel de R∆(h) est :
R̂∆(h) =
1
Nh
∑
Ti,Tj∈Ih
XTjXTi
ou` Ih = [h−∆, h+ ∆] et Nh = card{(i, j) : Ti − Tj ∈ Ih}
A partir du comportement de R∆ donne´ en (2), on peut estimer par une re´gression OLS
de log (R∆(h)) versus log h, le parame`tre H.
Remarque 4. ∆ doit faire l’objet d’un compromis biais/variance d’estimation et la plage de
re´gression est a` calibrer sur des benchmarks fractionnaires (FARIMA).
3 Parame`tre de longue me´moire et restauration des
re´seaux e´lectriques
3.1 Effet du sous e´chantillonnage sur un benchmark
Nous illustrons ici la me´thode d’estimation directe pre´sente´e Section 2.1 sur un mode`le
FARIMA sous-e´chantillonne´ a` des temps ge´ome´triques, figure(1). Nous voyons alors que
la se´rie e´chantillonne´e Y et la se´rie originale X de´croissent hyperboliquement a` la meˆme
vitesse et a` la constante multiplicative pre`s (E(∆T )2H−2). En faisant varier E(∆T ) de 2 a`
15, un biais apparaˆıt: le sous-e´chantillonnage alte`re la structure de me´moire a` court terme
et, en conse´quence l’estimateur utilise´ FEXP de´crit dans [2].
Figure 1: Sur la figure de gauche, fonction d’autocorre´lation empirique σ̂X(h) d’un
FARIMA(H = 0.8), de son sous-e´chantillonne´ σ̂Y (N = 5000) a` des temps ge´ome´triques
de moyenne 10 et sa fonction d’autocorre´lation the´orique. A droite, les ”boxplot” de
l’estimation sur 500 FARIMA(H = 0.8) pour les temps moyens d’e´chantillonnage E(∆T ) =
1, 2, 5, 10, 15.
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Figure 2: En haut a` gauche se´rie de pannes avec restauration imme´diate (RI), a` droite,
avec restauration diffe´re´e (RD). En dessous les graphes respectifs des ACF par bloc selon
la me´thode de´crite Section 2.3 et sur lesquels nous estimons, par re´gression log-log, le
coefficient H.
3.2 Application aux blackouts
Le mode`le de criticalite´ auto-organise´e permettant de reproduire le comportement d’un
re´seau de transport met en pre´sence deux forces antagonistes :
• l’e´volution de la demande e´lectrique (charge), c’est a` dire la dynamique lente
• la restauration (ou ame´lioration) du re´seau e´lectrique suite a` un e´ve`nement de type
black-out. La dynamique rapide repre´sente la mise en de´faut des lignes conduisant
au black-out.
La gestion des flux e´lectriques dans le re´seau doit re´pondre a` une contrainte d’e´quilibre entre
puissance produite et puissance consomme´e et est conditionne´e par les limites physiques
des lignes et des ge´ne´rateurs. L’environnement ale´atoire (e´ve`nement climatique, erreur
humaine, ...) est pris en compte dans la mise en de´fauts des lignes.
L’action de la restauration doit alors eˆtre analyse´e pre´cise´ment car celle ci est une
variable a` part entie`re dans le mode`le CAO. En d’autres termes, il importe de savoir si le
fait de re´parer peut avoir des conse´quences sur le comportement du re´seau, a` savoir sur la
distribution de pannes ou black-out. Deux cas, simule´s sur un horizon temporel de 50 ans,
sont pre´sente´s sur la figure 1 avec les conditions suivantes, apre`s black-out :
• restauration imme´diate (si black-out, ame´lioration des capacite´s des lignes de trans-
mission), RI;
• restauration diffe´re´e (si 8 black-out, ame´lioration des capacite´s des lignes de trans-
mission avec un de´lai de 1 an), RD.
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Se´rie E[∆T ] Section 2.1 Section 2.2,∆ = 30 Section 2.3,∆ = 10
(RI) =12.1 Hˆ = 0.64 Hˆ = 0.63 Hˆ = 0.68
(RD) 8.3 Hˆ = 0.84 Hˆ = 0.83 Hˆ = 0.82
Table 1: Estimation du parame`tre de me´moire sur les deux se´ries simule´es dans le cas de la
restauration imme´diate (RI ) et le cas de la restauration diffe´re´e (RD) avec les 3 me´thodes pre´sente´s
Section 2. La me´thode pre´sente´e Section 2.1 s’applique car la moyenne des intertemps entre black-
out E[∆T ] est fini.
L’estimation de H par les trois me´thodes est re´sume´e sur le tableau 1. Les me´thodes pro-
pose´es ame`nent a` des valeurs similaires quant a` l’estimation du parame`tre de Hurst, ce qui
permet de s’affranchir du proble`me de l’e´chantillonnage. Le choix de la plage de variation
dans la technique de l’auto-covariance par bloc peut s’ave´rer de´licat. Elles ame`nent aussi a`
des valeurs significatives quant a` l’influence du parame`tre ”restauration”. L’apparition de
corre´lations a` long terme sur la distribution des black-out lors de la restauration diffe´re´e
permet d’entrevoir des strate´gies de maintenance pour la gestion du risque.
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