Numerous recent papers have proposed pooled testing strategies to assess the association between a group of rare genetic variants and complex human traits. We consider a unified framework that addresses key issues in pooled testing, including the use of weights assigned to particular variants and the directions of genetic effects. We categorize methods into two classes: linear statistics sensitive to specific directional alternatives and "omnibus" quadratic statistics, which have reasonable power across a wide range of alternatives. The powers of the statistics are related to non-centrality parameters associated with normal approximations. The power for a quadratic statistic that we consider depends only on the explained variation for a group of variants.
Introduction
Genome-wide association studies (GWAS) have identified numerous genetic variants (single nucleotide polymorphisms, or SNPs) that are associated with complex diseases or traits (e.g. Manolio et al. (2008) , Hindorff et al. (2009) ). However, because of their limited sample size such studies are effective only at identifying common variants, that is, for which the minor allele frequency (MAF) is not too small (e.g. MAF ≥ 5% for sample size ∼ 2000). In addition, variants that have been identified through GWAS explain only small fractions of the genetic components of disease risks or variability in traits ). There is now mounting evidence that rare variants (as represented by SNPs with small MAFs) may contribute significantly to phenotype variation but because they are rare, their discovery is more difficult (e.g. Li and Leal (2008) ; Bansal et al. (2010) ; Asimit and Zeggini (2010) ). Since largescale studies involving huge numbers of individuals might not be a viable option due to cost, heterogeneity and other concerns, attention has focused on methods that combine information across multiple rare SNPs in a genomic region, based on data generated from the next generation sequencing (NGS) technology. This area is the focus of our article.
Papers that propose pooled association testing strategies based on the combination of information across multiple SNPs include Morgenthaler and Thilly (2007) , Li and Leal (2008) , Madsen and Browning (2009) , Bansal et al. (2010) , Han and Pan (2010) , Hoffmann et al. (2010) , Morris and Zeggini (2010) , Price et al. (2010) , Yi and Zhi (2011) , Neale et al. (2011) , Wu et al. (2011) and Lee et al. (2012) . This previous work provided various solutions but insight into settings when a method will perform well, indifferently or poorly is still limited. Recently, Lin and Tang (2011) have given a theoretical and empirical evaluation of the methods in the preceding papers, and have proposed a new test statistic based on the maximum absolute value across a set of statistics. Lee et al. (2012) have also compared previous tests and give a new family which they term SKAT-O, for "sequence kernel association test -optimal". Basu and Pan (2011) have conducted an extensive empirical evaluation study of these methods in the context of case-control studies.
Comparisons across many of the proceeding papers do not result in firm conclusions about which method to use when preparing to address a specific genetic association testing setting. Unfortunately, the precise prior information essential to an informed decision concerning the choice of test statistic is in any case usually unavailable. Moreover, the term "optimal", used in connection with any of the many classes of proposed tests, has meaning in a theoretical framework where precise knowledge exists of the true underlying phenomena, but the relevance to real settings is unclear. Basu and Pan (2011) reached more specific conclusions, which we discuss later, but recommend that when prior information is absent, both linear and quadratic statistics (see below) be used.
In this paper we consider tests for genotype-phenotype association within a unified framework. Most test statistics that have been proposed can be divided into two classes: linear composite statistics which are powerful against specific association alternatives (e.g. Morgenthaler and Thilly (2007) , Li and Leal (2008) , Morris and Zeggini (2010) , Madsen and Browning (2009) and Price et al. (2010) ), and quadratic statistics that have reasonable power across a wide range of alternatives (e.g. Neale et al. (2011) , Wu et al. (2011) ). A feature of many of the linear statistics and of the quadratic statistics of Wu et al. (2011) and Lee et al. (2012) is the use of weights associated with individual SNPs, one rationale being that there is evidence suggesting that larger effects are associated with rarer SNPs. We study both classes of statistics theoretically and empirically, and provide new insights. We consider scenarios that involve varying proportions of beneficial (protective), harmful (deleterious) and neutral SNPs. We show that although linear statistics can perform well if the majority of SNPs are causal and harmful (or causal and beneficial), they perform poorly relative to quadratic statistics when there are both protective and deleterious SNPs and more generally, where a substantial portion of the SNPs under consideration are neutral.
We also demonstrate that the effects of using weights in linear or quadratic statistics that are inversely proportional to a variant's MAF depend on the type of statistic.
Even if the assumption that rarer variants tend to have larger genetic effects is true, such weights can in some cases have an adverse effect and in others a beneficial effect.
We do not specifically study statistics using adaptive weight selection; however, we show that for linear statistics, adaptive methods of weight selection without external information (e.g. Han and Pan (2010) , Yi and Zhi (2011) , Hoffmann et al. (2010) , Lin and Tang (2011) ) are operationally similar to using quadratic statistics. We also consider the question of optimality and indicate why it is in practice unachievable.
Our discussion deals with all types of traits (categorical, quantitative) and allows trait -dependent selection of individuals in a study or non-independent SNPs. It also extends to include stratification or adjustment for covariates. Like Basu and Pan (2011) , Lin and Tang (2011) , Wu et al. (2011) and Lee et al. (2012) , we focus on score statistics, which are both theoretically and computationally efficient. Our results are relatively transparent and easy to apply to practical situations.
The remainder of the paper is organized as follows. Section 2 introduces notation and the framework for testing for association between rare variants and phenotypes.
We consider arbitrary traits in Section 2 and then the important case of binary traits in Section 3. Section 4 presents theoretical power calculations for quantitative traits that indicate when various methods will do well, and Section 5 gives simulation results comparing different approaches with case-control settings. Section 6 examines data from GAW17 data provided by the 1000 Genomes Project (Almasy et al. (2011 ), 1000 Genomes Project Consortium (2010 ). Section 7 discusses extensions to deal with covariates. Section 8 concludes with some recommendations for pooled testing.
General Traits
We assume that a group of J SNPs labelled j = 1, . . . , J and a trait Y are under consideration. The objective is to consider whether there is association between Y and one or more of the SNPs; we do this by formally testing the hypothesis of no association. Let A j and B j represent the rare and common alleles for SNP j, respectively. For a set of n unrelated individuals, let Y i be the measured trait and X ij denote the genotype for the i th (i = 1, . . . , n) person's j th (j = 1, . . . , J) SNP. For simplicity we assume that X ij denotes whether the rare allele A j is present (X ij = 1) or absent (X ij = 0) in person i and let X i = (X i1 , ..., X iJ ) . It is straightforward to consider the case where X ij is the number (0, 1 or 2) of the rare allele for SNP j, but since A j is rare there will be no or very few individuals with genotype A j A j in a study of typical size. Tests below can also be readily modified to accommodate vectors X ij that code genotypes A j A j , A j B j or B j B j in other ways. We assume for now that there is no adjustment for covariates; we address this in Section 7.
Most proposed methods (e.g. see Basu and Pan (2011) ) for testing a null hypothesis of no association between Y and X are based on statistics S j (j = 1, ..., J), which individually measure association between Y and given SNP j. Without loss of generality we assume that S j is such that E[S j ] = 0 and Var(S j ) = σ where α i is a function of either Y i or its rank, with n i=1 α i = 0. Such statistics arise naturally from regression models relating Y and X, as we discuss later.
Our interest is in testing the null hypothesis H 0 : Y and X are independent.
(2.2)
We first review the permutation distribution of S = (S 1 , ..., S J ) . Although exact or asymptotic model-based distributions can be obtained in many cases, the permutation distribution is often used to compute p-values; this is the distribution that arises from randomly permuting Y 1 , ..., Y n and assigning then to the X i . Under H 0 , the permutation mean of S is 0 and the covariance matrix Σ S has entries (e.g. Kalbfleisch and Prentice (2002) , Sec. 7.2)
where
X ij X il , for j = 1, . . . , J and = 1, . . . , J. This also applies when Y is a discrete variable (see supplementary materials), when the genotypes X ij are correlated within individuals (e.g. due to linkage disequilibrium, LD) and when sampling of individuals is Y-dependent.
Many authors have considered linear test statistics for H 0 of the form
where the weights w j are specified positive values and w = (w 1 , ..., w J ) . Basu and Pan (2011) provide a review, but we note two cases: Morgenthaler and Thilly (2007) considered the "cohort allelic sums test" (CAST) where each w j = 1, and Madsen and Browning (2009) based w j on the population MAF p j , with larger weights for SNPs with smaller p j . The rationale for the latter weights is that deleterious SNPs would be subject to "purifying selection" and so be rarer in the population than neutral
SNPs, but evidence for this so far seems slight. Price et al. (2010) also considered "threshold" versions in which w j > 0 only if the relative frequency of SNP j is below a specified threshold (e.g. 1% or 5%). Such statistics can have good power against alternatives where E[S j ] = µ j ≥ 0, with µ j > 0 for some subset of {j = 1, . . . , J}.
However, their power may be poor for alternatives where both positive and negative values of µ j are possible and, in addition, when only a small proportion of the J SNPs have µ j > 0 (Neale et al. (2011), Basu and Pan (2011) ). This is studied here in Sections 4 and 5.
To facilitate further discussion, we assume without loss of generality that Y is defined so that a SNP with µ j > 0 is termed deleterious (harmful) and one with µ j < 0 is termed protective (beneficial). A SNP with µ j = 0 is termed neutral and deleterious or protective SNPs are termed causal. In the absence of prior knowledge concerning the effects of SNPs, a preferable family of statistics might be of quadratic form W Q = S AS, where A is a positive definite (or semi-definite) symmetric matrix.
A common choice is A = Σ −1 S and this is effectively a Hotelling statistic,
where Σ S is the covariance matrix of S under H 0 . This statistic arises from models for Y given X in many settings, and we consider it in theoretical and numerical studies below. Basu and Pan (2011 ), Neale et al. (2011 ), Wu et al. (2011 , Lee et al. (2012) and others have considered other quadratic statistics,
For example, the 'SSU' statistic (Pan (2009) ) and 'C-alpha' statistic of Neale et al. Statistics of the form (2.6) can be obtained from random effect regression models in which Y is related to X through a linear function β X and the J × 1 regression coefficient β is a random vector with mean 0 and covariance matrix τ A. The hypothesis τ = 0 then corresponds to (2.2) and a score statistic for testing it is (Goeman et al. (2006) , Basu and Pan (2011) )
Using W Q is equivalent to using (2.6). A number of authors have claimed that as an "omnibus" test statistic, the Hotelling statistic (2.5) lacks power in many settings.
Conversely, the fact that (2.6) can be obtained as a score test for single parameter (τ ) has suggested to many that it will have more power than (2.6). It is often overlooked, however, that the choice A = Σ −1 S in (2.6) produces (2.5) and so it can be obtained as a "single parameter" test. The performance of a test statistic (2.6) depends on A and on the mean µ and covariance matrix Σ S of S under alternative hypotheses and we explore this in what follows.
It is instructive to consider the case where S is normally distributed. The vectors S considered here and by others are all at least asymptotically normal, and analytical derivations of power and discussions of optimality (e.g. Lin and Tang (2011); Lee et al. (2012) ) rely on this. The normal case is well known in multivariate analysis, in connection with tests for a multivariate mean µ = E(S), where µ = (µ 1 , ..., µ J ) ; see for example Mardia et al. (1979) , Ch. 5. For tests of H 0 : µ = 0, the power of statistics such as as (2.4)-(2.6) against an alternative hypothesis H 1 for which µ = 0 depends on µ and on the distribution of S under H 1 . In particular, suppose that under H 1 the distribution of S is multivariate normal with mean µ and covariance matrix Σ. For simplicity we assume Σ is known; this is the case for some statistics and asymptotically it is generally all right to assume it. The following distributional results then hold: let λ 1 , ..., λ J be the eigenvalues of Σ 1/2 AΣ 1/2 and let P be the J × J orthogonal matrix whose columns are the corresponding eigenvectors. Then (i) W Q is distributed as a linear combination of independent non-central χ 2 random variables,
where nc j = (P Σ −1/2 µ) 2 j and χ 2 k,r denotes a non-central χ 2 random variable with k degrees of freedom and non-centrality parameter r.
(ii) Under the null hypothesis µ = 0, W Q is a linear combination of independent χ 2 1 random variables; each nc j = 0 in (2.7).
For such distributional results, see Rao (1973) in (iv) above, the α critical value for Z 2 L is χ 2 1 (1 − α), the 1 − α quantile for the χ 2 1 distribution. The power against an alternative (µ, Σ) is then
where nc L = (w µ) 2 /(w Σw) (b) For a size α test using the Hotelling statistic (2.5), the α critical value for W H is χ 2 J (1 − α). The power against an alternative (µ, Σ) is
where nc H = µ Σ −1 µ.
A number of authors have claimed to obtain "optimal" tests. This is theoreti-cally possible if we specify a suitable family of test statistics but for this to be of practical use we must have strong prior knowledge about the alternative hypothesis.
For example, among the family of linear statistics (2.4), maximal power is obtained when w = Σ −1 µ; when the S j are independent so that Σ = diag(σ 2 1 , ..., σ 2 J ), this gives w j = µ j /σ 2 j (j = 1, ..., J). This linear statistic is in fact optimal among all tests of fixed size based on S. Quadratic statistics (2.5) or (2.6) for which A has rank 2 or more can never be optimal against a specific alternative (µ, Σ). However, they can maintain high power over wide ranges of alternatives, whereas a linear statistic's power can be poor except near a specific alternative. Goeman et al. (2006) and others have discussed optimality of score statistics (2.6) coming from random effects models, but these results are based on averaging over a family of alternatives, which may or may not be plausible in a given setting.
The Hotelling statistic (2.5) is a reasonable choice when alternatives with both deleterious (µ j > 0) and protective (µ j < 0) SNPs are plausible and also performs well more generally, as we show later. It can be shown that for a given linear statistic
where Q(w) and Z L (w) are independent and, under an alternative (µ, Σ),
The linear statistic will have low power when nc Q ≥ 0 is large, while it is optimal when nc Q = 0.
The test statistic W C = S S, given by (2.6) with A = I, has been found powerful in a quite wide range of settings (e.g. Neale et al. (2011), Basu and Pan (2011) ). For the most part, the settings investigated were ones where the regression coefficients β j in a model for Y given X were unrelated to the frequency (MAF) of the rare variant. In cases where causal SNPs (and larger |β j |) are more likely to be found among rarer variants, the situation may, however, be reversed. To illustrate this, let p j = P (X ij = 1) in population and suppose the individuals represent a random Mardia et al. (1979) p. 127 or Li and Lagakos (2006) 
where the maximizing vector is w = −1 S S. This helps explain why Basu and Pan (2011) found that adaptive procedures did not perform as well as one might hope.
We remark that Lin and Tang (2011) have proposed a test statistic T max based on the maximum of a specified set of K linear statistics, each with different weights, Lee et al. (2012) .
In practice there is often very limited prior information about the nature of µ, especially concerning which SNPs might be causal, so one cannot be confident that a linear test statistic (2.4) will be effective, nor which quadratic statistics might be best . In Sections 4 and 5, we investigate situations in which a specific statistic will be more or less powerful.
Dichotomous Traits
Many previous investigations have focused on binary responses and case-control sampling. Suppose Y i = 1 and Y i = 0, respectively, indicate whether an individual has a certain condition ("case") or not ("control"). A widely used statistic for assessing association between binary Y i and X ij is (e.g. Basu and Pan (2011), Neale et al. (2011) )
Y i . When X ij denotes the presence (X ij = 1) or absence (X ij = 0) of the rare variant for SNP j, T j is the number of cases with the rare variant and m j is the total number of individuals with the rare variant; n 1 is the number of cases. The statistic S = (S 1 , ..., S J ) has expectation zero under H 0 for either random or case-control sampling; when cases are rare in the population, the latter sampling design is typically used.
Under either type of sampling, the conditional distribution of S j given m j , n and n 1 , and under H 0 , is hypergeometric,
where n 0 = n − n 1 . This is also the permutation distribution for T j when the n 1 cases and n 0 controls in the sample are randomly assigned to individuals 1, . . . , n, and it is the basis of Fisher's exact test applied to the 2 × 2 table defined by X ij = 0 or 1 and Y i = 0 or 1. In our case we want to consider all J SNPs, and we find from (2.3) that the covariance matrix for S has entries 
This is, for large n and small m j /n, approximately equal to
This test arises from a random effects model as discussed in Section 2 and is also a "C-alpha"(score) test for extra-binomial variation in the T j . Basu and Pan (2011) noted the essential equivalence of W C to W Q , and to W C = S S.
The distributions of test statistics such as (2.4), (2.5) or (3.4) under null (H 0 ) and alternative (H 1 ) hypotheses can be approximated in sufficiently large samples by normal, chi-squared, or linear combination of chi-square distributions. This follows directly from the fact that n −1/2 S is asymptotically normal as n goes to infinity with n 1 /n and n 0 /n fixed, and an application of results in Section 2. Although the approximations may be inadequate in some situations, examination of power under (approximate) normality of S provides considerable insights for both quantitative and binary traits. Thus we next assume normality for S in Section 4 and provide analytical power comparisons for quantitative traits. We then return to case-control settings in Section 5 and empirically evaluate the performance of test statistics via simulation.
Power Calculations Under Normality

Theoretical calculations
We consider a setting where X ij denotes whether individuals i has (X ij = 1) or does not have (X ij = 0) the rare variant of SNP j, and assume a normal linear model.
with e i ∼ N (0, σ 2 ) and the X ij mutually independent Bernoulli variables with P (X ij = 1) = p j (j = 1, ..., J). Explained variation of the J SNPs under model (4.1) is
when EV is small. We will refer to EV j = p j (1−p j )β 2 j /σ 2 as the "explained variation"
due to SNP j. The score statistic S = (S 1 , ..., S J ) with
arises from maximum likelihood theory for testing H 0 : β = (β 1 , ..., β J ) = 0. Due to normality of the Y i , the distribution of S j given the X i (i = 1, ..., n) is
where A j = m j (1 − m j /n). For simplicity we consider the case where m j and m jl equal their expected values, np j (1 − p j ) and np j p l (j = l), so that
We consider two linear statistics (2.4) : W LS with weights w j set to 1 and W LW with weights w j set to 1/ (p j (1 − p j )). We also consider two quadratic statistics (2.6) : W C with matrix A = I (C-alpha) and W H with matrix A = Σ −1 S (Hotelling).
Under model (4.1) we have from the results in Section 2 that On the other hand the power of the C-alpha statistic depends on the explained variation of the SNPs and also corresponding "weights" λ j . The effect of the λ j is to give larger weight to more common SNPs (SNPs with larger MAF). The power of a linear statistic W L (2.4) is a function of the non-centrality parameter
To get weights near the optimal w j = β j /σ 2 requires significant prior information, and the effect of weights inversely proportional to p j is unclear. We provide numerical results on power of W LS , W LW , W C and W H under various conditions in the next section.
Numerical Comparisons
In order to consider a broad range of scenarios, we randomly generated 1000 different models. Each model has randomly selected values for J, J C , J D , β j and p j as follows:
J -number of SNPs was randomly selected from the set {10, 20, 30, 40, 50}; p C = J C /J -proportion of causal SNPs was generated from U (0.1, 1);
of deleterious SNPs was generated from U (0.75, 1), β j -genetic effect of j th SNP was generated differently depending on the scenarios described later and p j -probability of the rare variant for the j th SNP was generated from U (0.005, 0.02). Sample size was fixed to be n = 1000 and the level of the test was set to be α = 0.0001 to reflect the fact that testing would typically be conducted for multiple genetic regions. Since the power of W LS , W LW , W C and W H is a function of values β j /σ and p j , without loss of generality we set σ 2 = 1. We consider two different situations concerning p j and genetic effect β j . The first scenario assumes no relationship between p j and β j for each SNP and takes |β j | ∼ U (0.45, 0.5) for each causal SNP. Explained variation EV j of a single causal SNP ranges between 0.1% and 0.49% under this scenario with SNPs with smaller MAF having smaller explained variation. The second scenario assumes that explained variation due to a single causal SNP is independent of MAF and therefore SNPs with smaller MAFs have larger genetic effects β j . Explained variation EV j of a single causal SNP is generated from U (0.001, 0.0025) in this case, and the genetic effect β j is then determined from EV j = models generated under the second scenario. In this case we consider three sample sizes: n = 500, 1000 and 2000. Figure 3 indicates that with sample size n = 500
there is low power for both statistics in a large fraction of the 1000 scenarios. The linear statistic more often achieves a moderately high power, in essence because only models with fairly high proportions of causal SNPs with similar (same direction) effects produce much power. As n increases, however, the quadratic statistic displays good power across many models and by n = 2000 dominates the linear statistic for most of the models. In Figure 4 the linear statistic dominates when n = 500, but power exceeds 0.5 in only small proportion of models. When n = 1000 the linear and quadratic statistics are best about equally often, but the linear statistic achieves high power more often. When n = 2000, however, the quadratic statistic dominates in the vast majority of the scenarios.
We also investigated the relationships between model parameters and the power of the linear (W LS ) and Hotelling (W H ) statistics. We present results for settings with J = 30 and n = 1000 in Figure 5 . Results are based on the 10,000 randomly generated models under the first scenario. all in the same direction (deleterious or protective), but also that the proportion of causal to neutral SNPs is not too low.
ii) The quadratic statistic W H performs well across a range of scenarios with varying proportions of deleterious, protective and neutral SNPs. It can outperform linear statistics even in cases when causal SNP effects are all in the same direction, if the ratio of causal to neutral SNPs is not high.
iii) The powers of both W LS and W H strongly depend on the percentage of causal SNPs in the group of SNPs. For settings here with n = 1000 and realistic levels of explained variation for causal SNPs, powers of 0.5 or more require that a majority of the SNPs be causal. The results suggest that considerable attention should be given to background information that can guide selection of SNPs for pooled testing, and that rather large sample sizes may be needed to provide adequate power.
Finally, we generated J D /J C form U (0.75, 1) here to reflect the common assumption that rare causal SNPs are more likely to be deleterious than protective. However, we also simulated models where J D /J C was U (0.5, 0.75). In that case the linear statistics performed poorly and, as one would expect, were dominated by the quadratic statistics.
Simulation Studies for Case-Control Settings
Here, we provide detailed numerical results for case-control studies when a normal approximation for S might not be adequate. As in previous sections, we examine the performance of W LS , W LW , W C and W H . We first considered a normal approximation for the linear statistics and linear combination of chi-squares (see (2.7)) for quadratic statistics for obtaining p-values or Type I errors, and investigated their adequacy by simulation. We then conducted simulations to assess the statistics power under different scenarios.
We assume that the distribution of Y i given X i in the population is Bernoulli with
and that the X ij in the population are mutually independent Bernoulli variables with P (X ij = 1) = p j for j = 1, ..., J. Similar to Section 4, we consider for power assessments a broad range of scenarios by randomly generating 500 different models.
Each model has randomly selected values J, J C , J D , β j and p j as follows: J was randomly selected from the set {10, 20, 30, 40, 50}; p C = J C /J was generated from U (0.1, 1); p D = J D /J C was generated from U (0.75, 1), β j was generated differently depending on the scenarios described later and p j was generated from U (0.005, 0.02).
Sample size for both cases and controls was fixed to be n 1 = n 0 = 500, the level of the test was set to be α = 0.0001 and without loss of generality we took β 0 = −2.1922
We consider two different situations concerning p j and β j , which is a log odds ratio, log(OR). The first scenario assumes no relationship between p j and β j for each SNP and takes e |β j | ∼ U (1.5, 3) for each causal SNP. The second scenario assumes that the odds ratio for a causal SNP is inversely proportional to p j (1 − p j ); we set e |β j | = C/ p j (1 − p j ), where C = 4 0.005(1 − 0.005). Under these scenarios the odds ratio for deleterious variants ranges from 2 for p j = 0.02 to 4 for p j = 0.005 and from 0.5 down to 0.25 for protective variants.
Due to the sparsity of rare variants and the dichotomous trait, normal and chisquare approximations for statistics may produce inflated or conservative Type I errors as was observed in previous studies (Lin and Tang (2011) , Basu and Pan (2011) ). To investigate the suitability of the approximations for nominal Type I error α = 0.05, 0.01, 0.001 and 0.0001, we considered the model with p j = 0.01 for all J SNPs under null hypothesis (β = 0). Results are displayed in Table 1 samples for which the corresponding test statistic exceeded the α critical values given by a normal or chi-square approximation. The 10 6 simulation replicates could be realized efficiently because the S j are mutually independent and are functions of the T j and m j only; under H 0 , m j is generated from Binomial(1000, 0.01) and T j from (3.2). Table 1 shows that the normal approximation for W L is accurate, but quadratic tests have conservative Type I errors with chi-square approximations. Therefore, for each randomly chosen scenario for assessing power, we first generated 10 6 models under the null hypothesis (β = 0), to obtain empirical critical values for Type I error α = 0.0001.
The case-control samples under H 1 were simulated using for computational convenience the assumption that the X ij are mutually independent, given Y i = 0 or Y i = 1.
Under this assumption, X i = (X i1 , ..., X iJ ) , for the i th individual with case status is generated from
for i th individual with control status is generated from X ij = Binomial(1, p(X lj = 1|Y l = 0)). Conditional probabilities of X ij = 1 given Y i = 0 or Y i = 1 were calculated using Monte-Carlo sampling. This is an approximation, but empirical powers were found to be very close to those obtained under much more computationally intensive simulations that are based on the exact model. For each combination of parameters, simulations to assess power consisted of 1,000 replications, with power estimated by the proportion of samples for which test statistic exceeded its critical value. Figure 7 shows results based on the 500 randomly generated models under the first Basu and Pan (2011) . Figure 8 shows results based on the 500 randomly generated models under the second scenario. We again see a difference in power between linear statistics W LS and W LW . However, the systematic power difference between the quadratic statistics is absent in Figure 8 . This supplements the results of Basu and Pan (2011) , who did not consider cases where the genetic effect is inversely proportional to MAF, and indicates that the relative performance of W C and W H depends on the relationship between SNP effects and MAF.
We also compare power of the linear statistic W LS and quadratic statistic W C for the 500 models under the first scenario in Figure 9 , and Figure 10 compares power of those statistics under the second scenario. Similar conclusions to those for the quantative trait study can be made. The variation in power between the two tests is quite large here but in Figure 10 especially, the linear statistics achieves high power more often. We also investigated the relationships between model parameters and the power of the linear (W LS ) and quadratic (W C ) statistics. We present results for settings with J = 30 and n 1 = n 0 = 500 in Figure 11 under assumption of independent of β j and p j and in Figure 12 under the odds ratio for a causal SNP is inversely 
Applications: GAW17 Data
The numerical studies in Sections 4 and 5 assume that SNPs were mutually independent. To consider settings were this might no be so, we examined real human sequence data (1000 Genomes Project Consortium (2010)) thet were used to generate quantitative trait data in Genetic Analysis Workshop 17(GAW 17); see Almsay et al.
.
We analyzed quantitative trait Q2 which was influenced by 72 SNPs (70 with MAF in the range (0.16%, 17%)) in 13 genes (see Table 2 of Almasy et al. (2011) ) but not by other covariates . We used data from the n = 321 unrelated Asian subjects (Han Chinese, Denver Chinese and Japanese). We calculated permutation-based p-values for the four tests, W LS , W LW , W C and W H discussed in previous sections, and we estimated power by analyzing all 200 replicates provided by GAW17 at the α = 0.05 level ( Table 2 ). The choice α = 0.05 was based on the overall low power for detecting effects due to small sample size, small genetic effect, extremely small MAF and the low proportion of causal variants in a gene.
Results in Table 2 
Regression Models and Additional Covariates
In some settings a test of no association may be based on a regression model (e.g. Morris and Zeggini (2010) ). In fact, Lin and Tang (2011) and Wu et al. (2011) have stressed that adjustment for covariates and population stratification will be important in many contexts involving rare variants. We now discuss how our framework is extended to deal with the inclusion of covariates; for illustration, we consider the case of a binary trait. Suppose that in addition to the genotype vector X i there is a vector v i of covariates that may be related to a binary trait
might be considered, and a test of H 0 : β = 0 can be carried out. For testing rare variants it is common to replace the term β X i in (7.1) with βr i , where
is the total number of rare variants (e.g. Morris and Zeggini (2010) ; Yilmaz and Bull (2011)), but this corresponds to using a linear statistic in previous sections and is often ineffective. We consider the case where β = (β 1 , . . . , β J ) , in order to examine settings for which causal SNPs may be either deleterious or beneficial. In that case consideration of the power of alternative tests in large samples parallels the discussion in Section 4, as follows.
Letβ be the estimator of β based on the model in question and assume that under 
where b = (b 1 , . . . , b J ) is a specified vector. Under this sequence as n → ∞ the distribution of √ nβ approaches a multivariate normal distribution with mean b and covariance matrix . Thus, asymptotic power for a test statistic can be computed in the same way as in Section 4. Li and Lagakos (2006) compare the "omnibus" test
, where is a consistent estimate of under H 0 , with linear statistics Z = a β . These are analogous to (2.5) and (2.4), respectively. In fact, note that if we consider the linear regression model (4.1) with the i independent
is a centered n × J matrix whose i'th row is X i = (X i1 , ..., X iJ ) − (X 1 , . . . , X J ), and
where S has j'th element
A similar results hold in the logistic model (7.1). The "omnibus" Wald statistic
is asymptotically equivalent to the likelihood score statistic W S for testing β = 0 and when there are no covariates
For the case where covariates v i are present, an asymptotically equivalent statistic to W * is based on the likelihood score for prospective sampling under (7.1). The score statistic for testing β = 0 is easily found as
3)
It also follows from standard maximum likelihood large sample theory that the covariance matrix of U under H 0 is estimated consistently by
. These correspond to results given by Lin and Tang (2011) , who consider linear statistics based on linear combinations of the elements U 1 , ..., U J of U . The statistic (7.3) and variance estimate (7.4) can be shown to apply under case-control sampling and they give test statistics such as functions (e.g. based on inverse probability of selection weights) are needed; this is beyond our present scope.
Discussion
In this paper, we have compared tests of association between rare variants and phenotypes within a unified framework which gives theoretical insights about the perfor- Our results supplement these of Basu and Pan (2011) , and a brief comparison is useful. They found similar results to ours in simulation studies for case-control scenarios, concerning the performance of linear statistics. Among the quadratic statistics, they found that C-alpha/SSU type statistics W C = S S was generally best, and superior to the Hotelling statistics (2.5). However, their simulation scenarios did not include cases where causal effects were associated with SNPs having smaller MAFs.
Our numerical studies and investigation of GAW17 data indicate the importance of relationships between SNP effects and MAFs. As an approach to rare variant testing in the absence of strong prior information, we support the recommendation of Basu and Pan (2011) , to perform tests using both linear and quadratic statistics. In Comparison of power of linear statistics: linear statistic W LS is given by (2.4) with w j set to 1 and linear statistic W LW given by (2.4) with w j set to 1/ p j (1 − p j ).
Comparison of power of quadratic statistics: Hotelling statistic is W H (2.5) and Calpha statistic is W Q (2.6) with matrix A set to the identity I.
The points in each plot show the power of each statistic for each of the 1000 randomly chosen models with the genetic effect of a SNP independent of its MAF. Comparison of power of linear statistics: linear statistic W LS is given by (2.4) with w j set to 1 and linear statistic W LW given by (2.4) with w j set to 1/ p j (1 − p j ).
The points in each plot show the power of each statistic for each of the 1000 randomly chosen models with with explained variation of a single SNP independent of its MAF. Points represent the power for each of the 1000 randomly chosen models with parameters described in Section 4 and with genetic effect of a SNP independent of its MAF. n -sample size. Points represent the power for each of the 1000 randomly chosen models with parameters described in Section 4 and with explained variation of a single SNP independent of its MAF. n -sample size. Results are based on 10000 randomly chosen models with parameters described in Section 4, with the genetic effects of SNPs independent of MAF. Results are based on 10000 randomly chosen models with parameters described in Section 4, with explained variation of single SNPs independent of MAF. Comparison of power between linear statistics: (2.4) with weights w j set to 1 (W LS ) and with weights w j set to 1/ p j (1 − p j ) (W LW ).
J=30
Comparison of power between quadratic statistics: Hotelling statistic W H (2.5) and C-alpha statistic W Q (2.6) with matrix A set to the identity I.
Points represent the power for each of the 1000 randomly chosen models with parameters as described in Section 5, with the genetic effect of a SNP β j independent of its MAF p j .Comparison of power between linear statistics: (2.4) with weights w j set to 1 (W LS ) and with weights w j set to 1/ p j (1 − p j ) (W LW ).
Points represent the power for each of the 1000 randomly chosen models with parameters as described in Section 5, with e |β j | = C/ p j (1 − p j ). Comparison of power between linear statistic (2.4) with weights w j set to 1 (W LS ) and C-alpha statistic W Q (2.6) with matrix A set to the identity I.
Points represent the power for each of the 1000 randomly chosen models with parameters as described in Section 5, with the genetic effect of a SNP β j independent of its MAF p j . Comparison of power between linear statistic (2.4) with weights w j set to 1 (W LS ) and C-alpha statistic W Q (2.6) with matrix A set to the identity I.
Points represent the power for each of the 1000 randomly chosen models with parameters as described in Section 5, with parameters described in Section 5 and with with e |β j | = C/ p j (1 − p j ). Results are based on 500 randomly chosen models with parameters described in Section 5 and with with e |β j | = C/ p j (1 − p j ). All causal variants were designed by GAW17 to have the same direction of effect (i.e. minor allele was associated with higher Q2 value). The average genetic effect is the average of β among the causal variants. Power is estimated using all the 200 replicates at the α = 0.05 level.
Thus E P (S j ) = 0 and
α 2 r n(n − 1) X ij X i , which reduces to (2.3).
Proof of (3.3)
Since E P (S j ) = 0 the covariance of S j and S is
using the fact that (3.1) also equals
Noting that n i=1 X ij = m j and that
X ij X i = m j , we obtain (3.5); noting that n i=1 X 2 ij = m j , we also obtain (3.3).
