Numerical implementation of geodesic X-ray transforms and their
  inversion by Monard, François
ar
X
iv
:1
30
9.
60
42
v2
  [
ma
th.
DG
]  
16
 A
pr
 20
14
SIAM J. IMAGING SCIENCES c© xxxx Society for Industrial and Applied Mathematics
Vol. xx, No. x, pp. x–x
Numerical Implementation of Geodesic X-Ray Transforms and Their Inversion∗
Franc¸ois Monard†
Abstract. We present a numerical implementation of the geodesic ray transform and its inversion over functions
and solenoidal vector fields on two-dimensional Riemannian manifolds. For each problem, inversion
formulas previously derived by Pestov and Uhlmann in [Int. Math Research Notices 80 (2004)] then
extended by Krishnan in [J. Inv. Ill-Posed Problems 18 (2010)] are implemented in the case of
simple and some non-simple metrics. These numerical tools are also used to better understand and
gain intuition about non-simple manifolds, for which injectivity and stability of the corresponding
integral geometric problems are still under active study.
Key words. geodesic ray transform, Radon transform, tensor tomography problem, inverse problems, Riemann
surfaces
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1. Introduction. The present article discusses a numerical implementation in MatLab of
geodesic X-Ray transforms of functions and solenoidal (i.e. divergence-free) vector fields and
their inversion on two dimensional Riemannian manifolds with boundary.
Geodesic X-ray transforms appear in problems of mathematical physics where particles
travel along some curves and “gather information” along their path. Probably the best known
example of geodesic ray transform is that of the Radon transform in two dimensions (also
known as the X-Ray transform, as these two transforms coincide in two dimensions), which is
the collection of integrals of a given function over all straight lines in the plane, corresponding
to the case of a Euclidean metric. Reconstructing a function from its integrals along lines was
first considered and solved in [21] and is now used every day in medical imaging. A thorough
account of theoretical and numerical aspects for this transform may be found in [13]. In the
Euclidean case, solenoidal tensors of any order were also explicitely reconstructed in [23].
When optical rays propagate in a medium with variable index of refraction, their trajecto-
ries, no longer straight lines, come as geodesics of some Riemannian metric. In this framework,
the same questions (injectivity, stability, range characterization, reconstruction algorithms, in-
verse problems with partial data) as for the straight line case are still under active theoretical
study. To the author’s knowledge, numerical simulations for these transforms remain to be
documented.
When the metric is simple, injectivity over functions was proved in [12] and injectivity
over solenoidal vector fields was established in [1, 2]. Under the same simplicity assumption,
the problem was recently proved in [17] to be injective over solenoidal tensors (“s-injective”) of
any order, and previously in [4] under assumptions on the curvature. Independently, stability
estimates were given in [26] via a microlocal study of the normal operator.
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While s-injectivity is now proved, explicit methods for reconstructing the solenoidal part
of tensors of order ≥ 2 remain to be found. The case of functions and solenoidal vector fields
was however tackled by Pestov and Uhlmann in [18], where explicit Fredholm reconstruction
formulas were derived for simple metrics. These formulas are exact in the case of constant-
curvature metrics, and the Fredholm error was further proved in [8] to be an L2-contraction
for metrics with curvature close to constant, leading again to exact reconstruction formulas
in the form of Neumann series.
When the metric is no longer simple, results are known for some geometries with certain
symmetries and for smooth metrics. Sharafutdinov established in [24] s-injectivity over tensors
of any order on spherically symmetric layers satisfying the Herglotz non-trapping condition.
In dimension three or higher, Stefanov and Uhlmann proved in [27] s-injectivity for real-
analytic metrics satisfying some additional conditions, and Uhlmann and Vasy proved in [29]
local injectivity of the ray transform on manifolds satisfying a foliation condition, including a
reconstruction algorithm. While the question of s-injectivity remains open for general domains
and metrics, it is shown in [28] using microlocal analysis that when the metric has caustics
of fold type and the manifold is two-dimensional, the singularities of the unknown function
that are conormal to a fold can no longer be resolved by the ray transform, thus showing that
caustic sets have detrimental effects on the stability of the ray transform.
On the numerical side, probably one of the most thorough accounts on the two-dimensional
Radon transform is found in [13]. There, of crucial help is the presence of the parallel geom-
etry (i.e. the global parameterization of lines in terms of their distance from the center and
their direction) and the Fourier Slice Theorem, providing a proper way of constructing reg-
ularized reconstruction algorithms as well as efficient FFT-based reconstruction algorithms.
On the other hand, fan-beam data (i.e. direct parameterization from the influx boundary),
are processed either via a reparameterization of a formula initially obtained in the parallel
geometry, or “re-binned” into the parallel geometry in order to use its wealthier machinery.
For general metrics (e.g. non-constant curvature, non-spherically symmetric), there seems to
be no other obvious parameterization of the data space than the so-called fan-beam variables.
This is because unless the manifold is a well-known one, one does not really knows a geodesic
better than locally and cannot parameterize them globally other than from the boundary.
The present implementation is therefore based on the fan-beam geometry, which despite
its disadvantages mentioned above allows to treat the most general case while easily revisiting
the well-known ones by means of the Pestov-Uhlmann reconstruction formulas [18]. The code
presented comes as a handy tool for obtaining a better understanding of two-dimensional
geodesic X-Ray transforms and will be used in a forthcoming theoretical and numerical study
of the nonsimple case.
Outline. The rest of the paper is organised as follows. Section 2 covers the formulation of
the problem and notation, some theoretical results of interest established in prior literature
as well as the reconstruction formulas recovering functions and solenoidal vector fields from
their ray transforms. Section 3 covers the numerical implementation, describing the building
blocks in §3.1, treating the constant curvature cases in §3.2 and more general cases in §3.3.
Section 4 concludes.
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2. Theoretical background. Let (M,g) be a compact oriented, simply connected, two-
dimensional Riemannian manifold with boundary. Here and below, we denote by SM the
unit tangent bundle SM = {(x, v) ∈ TM ; |v| := g(v, v) 12 = 1}. Following the notational
conventions in [18], let νx denote the unit inner normal to M at a point x ∈ ∂M , and define
∂±SM := {(x, v) ∈ SM ; x ∈ ∂M, ±〈v, νx〉 > 0}.
The metric g induces a geodesic flow φt = (γx,v(t), γ˙x,v(t)) acting on SM , locally described by
the differential system
γ¨kx,v + Γ
k
ij(γx,v(t))γ˙
i
x,v γ˙
j
x,v = 0, k = 1, 2, γx,v(0) = x, γ˙x,v(0) = v,(2.1)
defined on the domain
D := {(x, v, t); (x, v) ∈ SM, −τ(x,−v) < t < τ(x, v)},(2.2)
where τ(x, v) is the first exit time of the geodesic γx,v. In (2.1), the coefficients Γ
k
ij denote the
Christoffel symbols
Γkij :=
1
2
gkl (∂igjl + ∂jgil − ∂lgij) .
Such a flow can be described by means of a vector field X defined on SM , and whose integral
curves are precisely the unit-speed geodesics. Note that the geodesics going from ∂M into M
can be parameterized over ∂+SM . Given a symmetric covariant m-tensor f , we define the
geodesic X-ray transform of f , as follows
If(x, v) =
∫ τ(x,v)
0
f(γx,v(t), γ˙x,v(t)
m) dt, (x, v) ∈ ∂+SM.(2.3)
The tensor tomography problem consists in reconstructing f (or, rather, its solenoidal
part in the sense of Sharafutdinov’s decomposition, see [23, Sec. 3.3]) from If .
Restriction to isotropic metrics. For simplicity of implementation, we consider the case
where the metric is isotropic, that is, gij = gδij , i, j = 1, 2 for some function g :M 7→ [g0,∞)
with g0 > 0. In two dimensions, this is not a restrictive assumption because isothermal
coordinates (i.e. coordinates in which the metric tensor becomes isotropic) always exist [25],
globally for simply connected surfaces. It is also convenient to define the function λ := 12 log g,
i.e. g = e2λ. In this case, we have gij = g−1δij and the Christoffel symbols in the isothermal
frame (∂1, ∂2) take the following expression
Γ111 = −Γ122 = Γ212 = Γ221 =
1
2
∂1 log g = ∂1λ,
Γ222 = −Γ211 = Γ112 = Γ121 =
1
2
∂2 log g = ∂2λ.
(2.4)
It is easy to establish that geodesics have constant speed modulus, see e.g. [9, Lemma 5.5
p70], and that the ray transform is homogeneous with respect to the geodesic’s speed modulus.
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This is what allows us to restrict the study of this problem to the unit circle bundle SM , over
which the velocity vector γ˙ can be described by an angle function θ such that
γ˙x,v(t) = e
−λ(γx,v(t))θ(t), θ(t) :=
(
cos θ(t)
sin θ(t)
)
.
In this setting, a geodesic is thus really described by the three scalar coordinates (x(t), y(t), θ(t)),
satisfying the ordinary differential system
x˙(t) = e−λ(x(t),y(t)) cos θ(t),
y˙(t) = e−λ(x(t),y(t)) sin θ(t),
θ˙(t) = e−λ(x(t),y(t))(− sin θ∂1λ+ cos θ∂2λ).
(2.5)
The Gaussian curvature in this representation is given by
κ = − 1
2g
(∂21 + ∂
2
2) log g = −∆λ, x ∈M,
where we have defined the Laplace-Beltrami operator ∆ := 1
g
(∂21 + ∂
2
2).
Jacobi fields, conjugate points and simple metrics. For (x, v) ∈ SM an initial point, let
γ(t) ≡ γx,v(t) be the geodesic with initial conditions (x, v). With R denoting the curvature
tensor, the following Jacobi field J(t) defined on the geodesic curve above by the equation
D2t J +R(J, γ˙)γ˙ = 0, J(0) = 0, DtJ(0) = v⊥,
due to its initial conditions, is such that J(t) · γ˙(t) = 0 for all t, so there exists a function b(t)
such that for every t, J(t) = b(t)γ˙(t)⊥. Now it is easy to establish that b(t) ≡ bx,v(t) satisfies
the differential equation
b¨+ κ(γ(t))b(t) = 0, b(0) = 0, b˙(0) = 1.
If 0 < t < τ(x, v) is such that b(t) = 0, then one says that the points x and γx,v(t) are conjugate
points. The points that are conjugate to x are precisely those points where the exponential
map at x fails to be a diffeomorphism. The metric is said to be simple if ∂M is strictly convex
in the sense that the second fundamental form is positive definite at the boundary, and if
(M,g) is free of conjugate points, i.e. the function (x, v, t) 7→ bx,v(t) never vanishes outside
{t = 0} on the set D defined in (2.2).
Terminator constants. While very few results are known in the non-simple case, it is unclear
whether simplicity alone determines the borderline of injectivity. In that regard, a finer tool
is that of the terminator constant β, as described for instance in [15]. For given 0 < β < ∞,
the manifold (M,g) is said to be free of β-conjugate points if the function (x, v, t) 7→ bβ(x, v, t)
defined by the modified Jacobi equation
b¨β(t) + βκ(γ(t))bβ(t) = 0, bβ(0) = 0, b˙β(0) = 1
never vanishes outside {t = 0} on the set D defined in (2.2). Thanks to results on second-order
ODE’s, if (M,g) is free of β0-conjugate points, then it is also free of β-conjugate points for
any β ≤ β0. This allows to define the terminator constant βTer of (M,g) as
βTer := sup{β ∈ [0,∞] : (M,g) is free of β-conjugate points}.(2.6)
As a particular case, a manifold is simple if and only if βTer > 1.
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Numerical test for simplicity (or absence of β-conjugate points). For a fixed value of β,
one can test numerically whether (M,g) is free of β-conjugate points by testing the non-
vanishing of the function bβ over a family of geodesics sent into the domain from a fine enough
discretization of ∂+SM . This will be enough to test all β-conjugate points. Indeed, let γx,v
a geodesic with basepoint (x, v) ∈ ∂+SM be such that bβ does not vanish over (0, τ(x, v)].
Then by virtue of Sturm’s separation theorem, no other solution of a¨+ βκ(γx,v(t))a = 0 can
have two consecutive zeros over (0, τ(x, v)]. This precisely prevents the existence of pairs of
β-conjugate points along the geodesic γx,v. Doing this for every geodesic curve cast from the
boundary is thus enough to ensure the absence of β-conjugate points. Simplicity is therefore
tested using the particular value β = 1.
A brief introduction to the geometry of SM and the Pestov-Uhlmann inversion formulas. We
now give a brief overview of the Fredholm reconstruction formula for functions and solenoidal
one-forms derived by Pestov and Uhlmann in [18]. To this end, we must introduce some
additional machinery. Although the Pestov-Uhlmann formulas were not formulated in the SM
formalism, this latter vocabulary is slightly easier to comprehend and implement numerically,
hence the author’s choice to present this version, following the presentation in [17].
There exists a circle action on the unit tangent bundle SM , whose infinitesimal generator,
also called the vertical vector field, is given by V ≡ ∂
∂θ
. From X,V one may construct a global
frame of T (SM) by constructing the vector field X⊥ := [X,V ], where [·, ·] stands for the Lie
bracket, or commutator, of two vector fields. One also has the additional structure equations
[V,X⊥] = X and [X,X⊥] = κV , with κ the Gaussian curvature. In isothermal coordinates
(x, y, θ), these vector fields read
X = e−λ
(
θ · ∇+ (θ⊥ · ∇λ) ∂θ
)
,
X⊥ = −e−λ
(
θ
⊥ · ∇ − (θ · ∇λ) ∂θ
)
,
(2.7)
where we have defined ∇ ≡ (∂1, ∂2) (this notation will not conflict with the language of
connections, as the latter will not be used here) as well as θ :=
(cos θ
sin θ
)
. We can then define
a Riemannian metric on SM by declaring (X,X⊥, V ) to be an orthonormal basis and the
volume form of this metric will be denoted by dΣ3 (in (x, y, θ) coordinates, this form becomes
e2λdx dy dθ). The fact that (X,X⊥, V ) are orthonormal together with the structure equations
implies that the Lie derivative of dΣ3 along the three vector fields vanishes, therefore these
vector fields are volume preserving. Introducing the inner product
(u, v) =
∫
SM
uv¯ dΣ3, u, v : SM → C,
with the bar denoting conjugation, the space L2(SM,C) decomposes orthogonally as a direct
sum
L2(SM,C) =
⊕
k∈Z
Hk,
where Hk is the eigenspace of −iV corresponding to the eigenvalue k. A smooth function
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u : SM → C has a Fourier series expansion
u =
∞∑
k=−∞
uk(x, θ), where uk(x, θ) = e
ikθu˜k(x), u˜k(x) =
1
2pi
∫
S1
u(x, θ)e−ikθ dθ.
We also define the even/odd decomposition of such functions as
u = u+ + u−, where u+ :=
∑
k even
uk and u− :=
∑
k odd
uk.(2.8)
In this decomposition, a diagonal operator of particular interest is the so-called Hilbert trans-
form H, whose action is best described on the Fourier components of a given function u
as
(Hu)k = −i sgn(k)uk, k ∈ Z, (with the convention sgn(0) = 0).(2.9)
A crucial identity for the sequel is the following commutator formula, first derived in [19].
Lemma 2.1. The following identity holds for every u ∈ C∞(SM):
[H,X]u = X⊥u0 + (X⊥u)0.(2.10)
With the above tools at hand, let us just mention that further concepts (such as holomor-
phicity with respect to the fiber) can be introduced, which allowed the authors of [16, 14, 15,
17, 22] to prove, among other results, s-injectivity of the ray transform over tensors of any or-
der for simple metrics, characterization of the range of the ray transform and a reconstruction
procedure for the attenuated ray transform over functions.
The Pestov-Uhlmann reconstruction formulas. We are now ready to present the reconstruc-
tion formulas. For f ∈ L2(SM), let us define uf (x, θ) to be the solution to the transport
problem
Xu = −f, u|∂+SM = 0,(2.11)
so that u|∂−SM = If . For w defined on ∂+SM , we also denote by wψ = w ◦ α ◦ ψ the unique
solution to the transport problem
Xu = 0, u|∂+SM = w,
where α is the scattering relation and ψ(x, v) := (γx,v(τ(x, v)), γ˙x,v(τ(x, v))) ∈ ∂−SM for any
(x, v) ∈ SM . In other words, α ◦ ψ(x, v) is a “base point” map that finds the unique point of
∂+SM belonging to the same geodesic curve as (x, v).
When f ∈ C∞0 (M) does not depend on θ, we define the operator Wf := (X⊥uf )0. It is
shown in [18] that when the metric is simple, the operator W can be extended as a smoothing
operator W : L2(M) → C∞(M). Moreover, this operator vanishes identically if the scalar
curvature is constant. The L2(M)-adjoint operator W ⋆ is given by
W ⋆h :=
(
uX⊥h
)
0
.
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Recall the following theorem due to Pestov and Uhlmann.
Theorem 2.2 (Theorem 5.4 in [18]). Consider f ∈ L2(M) and h ∈ C10 (M) giving rise to the
solenoidal vector field X⊥h and denote by I0f and I1X⊥h their respective X-ray transforms.
Then one has the following two formulas
f +W 2f = −(X⊥w(f)ψ )0, where w(f) := (HI0f)−,(2.12)
h+ (W ⋆)2h = −(w(h)ψ )0, where w(h) := (HI1X⊥h)+.(2.13)
The proof of Theorem 2.2 as presented in the notation above (slightly different from that
of the original paper) may be found in [10] in a slightly more general context (inversion of the
ray transform over symmetric differentials).
Although the original theorem is stated for a simple manifold, note that formulas (2.12)-
(2.13) do not require simplicity, only that the transport equation (2.11) be well-defined, which
requires (M,g) to be non-trapping. Simplicity enters the picture when proving that W,W ⋆
are both compact, so that (2.12)-(2.13) both satisfy Fredholm alternatives, in particular f and
h can be reconstructed up to the finite-dimensional spaces ker(I +W 2) and ker(I + (W ⋆)2)
of smooth ghosts.
In the case where the manifold is not simple, the operators W,W ⋆ may no longer be
smoothing operators, as predicted in [28] using microlocal analysis on the normal operator
I⋆0I0.
3. Numerical Implementation. All simulations and codes below are done using MatLab.
In our simulations, the domain’s parameterization is star-shaped with respect to (0, 0) so
that the boundary of the domain may be described as {x(β) = r(β) cos β, y(β) = r(β) sin β :
0 ≤ β ≤ 2pi}, with r a smooth positive function bounded away from zero. The domain is thus
described as
M = {(x, y) ∈ R2 : 0 ≤ x2 + y2 ≤ r(arg(x, y))2}.(3.1)
where arg denotes the argument function. Depending on the metric, the strict convexity may
or may not be satisfied for a given domain. The grid where the function is represented is of
size n×n and is an equispaced discretization of the square [−rmax, rmax]2 with rmax = max(r).
On the gridpoints that lie outside the domain (3.1), the function is assumed to be zero, and
the values there are never used.
With the definition (3.1) of M , the influx boundary ∂+SM can be thus viewed (and will
be parameterized as)
S
1 ×
(
−pi
2
,
pi
2
)
∋ (β, α) 7→ (x(β), y(β), ν(β) + α) ∈ ∂+SM,
where ν(β) denotes the angle between e1 and the unit inner normal at (x(β), y(β)).
The parameterization above generalizes the fan-beam geometry, which has been widely
studied in the case where r(β) = R is constant (i.e. M is a disk), see e.g. [13].
Examples of phantoms and domains used in this paper are given Fig. 1.
3.1. Building blocks.
8 FRANC¸OIS MONARD
 
 
−1 −0.5 0 0.5 1
(a) f non-smooth, circle
 
 
−1 −0.5 0 0.5 1
(b) f non-smooth, ellipse
 
 
−1 −0.5 0 0.5 1
(c) f non-smooth,
perturbed circle
 
 
−0.5 0 0.5
(d) f smooth, circle
Figure 1. Phantoms and domain boundaries used throughout this paper.
3.1.1. The forward operators I0f and I1[X⊥h]. Computing the forward operators I0f of
a given function f and I1[X⊥h] of a given solenoidal vector field X⊥h consists of the following
steps.
1. Discretizing ∂+SM appropriately. Here we will choose 2n × n equispaced points in
[0, 2pi] × [−π2 , π2 ], where n is the sidelength of the reconstruction grid.
2. For each boundary point (β, α) in this discretization, compute the corresponding
geodesic {(γβ,α, γ˙β,α)(t), 0 ≤ t ≤ τ(β, α)} by solving system (2.5) numerically with initial
conditions
x(0) = r(β) cos β, y(0) = r(β) sin β, θ(0) = ν(β) + α.
This is done by marching forward in time with stepsize ∆t, until the geodesic exits the
domain. The exit test is given by the condition defining M in (3.1). The outcome of such
a procedure is a collection of points of the form (xpβ,α, y
p
β,α, θ
p
β,α)
N
p=1. It is sufficient to take
N as an integer larger than diam(M)/∆t. The metric and its partial derivatives are defined
by analytic expressions so that there is no particular underlying Eulerian grid in the forward
problem.
3. Using the computed geodesics, compute I0f(β, α) and I1[X⊥h](β, α) by the following
quadrature rules
I0f(β, α) ≈ ∆t
N∑
p=1
f(xpβ,α, y
p
β,α),
I1[X⊥h](β, α) ≈ ∆t
N∑
p=1
e−λ(x
p
β,α
,y
p
β,α
)
h(xp,+β,α, y
p,+
β,α)− h(xp,−β,α, yp,−β,α)
2∆t
,
where we have defined xp,±β,α := x
p
β,α ±∆t sin θpβ,α and yp,±β,α := ypβ,α ∓∆t cos θpβ,α. When com-
puting either of the expressions above, accessing the values of f and h can be handled in two
different ways:
(i) If the input function is described by analytic expressions (i.e. function handle), its
values are computed exactly.
(ii) If the input function is given over a cartesian grid, its values are computed by bilinear
interpolation of its values at the gridpoints.
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For a fixed boundary point characterized by β, the operations above are vectorized with
respect to α so that the only for loop is in β.
3.1.2. Inversion.
Right-hand-side of (2.12). We first rewrite the right-hand-side of (2.12) in such a way that
differentiation only occurs on the final cartesian grid (rewrite w(f) = w in the calculation
below):
− 1
2pi
∫
S1
X⊥wψ(x, θ) dθ =
e−λ(x)
2pi
∫
S1
θ
⊥ · ∇wψ − (θ · ∇λ)∂θwψ dθ
=
e−λ(x)
2pi
∫
S1
θ
⊥ · ∇wψ + (θ⊥ · ∇λ)wψ dθ
=
e−2λ(x)
2pi
∫
S1
θ
⊥ · ∇(eλwψ) dθ
=
e−2λ(x)
2pi
∇ ·
(
eλ
∫
S1
θ
⊥wψ(x, θ) dθ
)
.
At each point of the domain, the computation of the right-hand-side of (2.12) consists of the
following steps:
1. Compute w(f) = (HI0f)− = H(I0f)−. First extend the data in an odd manner in the
α variable. Then compute the fiberwise Hilbert transform: this is done slice-by-slice via Fast
Fourier Transform. Finally, restrict it back to the influx boundary.
2. For each gridpoint, compute
u(x) =
∫
S1
w
(f)
ψ (x, θ) cos θ dθ and v(x) =
∫
S1
w
(f)
ψ (x, θ) sin θ dθ,
where each access wψ(x, θ) requires computing the basepoint α ◦ ψ(x, θ) by following the
geodesic with initial conditions (x, θ) backwards.
3. Compute e
−2λ
2π (−∂x(eλv) + ∂y(eλu)) at each point of the reconstruction grid using
centered finite differences and pointwise multiplications.
Right-hand-side of (2.13). Computing the right-hand-side of (2.13) requires fewer steps
than the previous one:
1. Compute w(h) = (HI1X⊥h)− = H(I1X⊥h)−. First extend the data in an even manner
in the α variable. Then compute the fiberwise Hilbert transform, done as above. Restrict
back to the influx boundary.
2. For each gridpoint, compute h(x) = 12π
∫
S1
w
(h)
ψ (x, θ) dθ. Again, each access w
(h)
ψ (x, θ)
requires computing the basepoint α ◦ ψ(x, θ) by following the geodesic with initial conditions
(x, θ) backwards.
In both inversions above, the computational bottleneck comes from computing the base-
point of every gridpoint and for every direction. The codes above are vectorized with respect
to the gridpoint x so that the only for loop is the computation of the integrals in θ.
Examples of forward transforms I0 and I1, as well their preprocessing before backprojec-
tion (odd or even extension, then Hilbert transform, then restriction to influx boundary), are
presented Fig. 2.
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−0.5
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1
1.5
−0.25 −0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15 0.2 0.25
(a) I0f
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−1.5
−1
−0.5
0
0.5
1
1.5
−4 −3 −2 −1 0 1 2 3 4
(b) I1X⊥f
 
 
0 1 2 3 4 5 6
−1.5
−1
−0.5
0
0.5
1
1.5
−0.1 −0.08 −0.06 −0.04 −0.02 0 0.02 0.04 0.06 0.08 0.1
(c) H(I0f)−
 
 
0 1 2 3 4 5 6
−1.5
−1
−0.5
0
0.5
1
1.5
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
(d) H(I1X⊥f)+
Figure 2. Examples of ray transforms and their Hilbert transforms. The function and domain’s boundary
are those of Fig. 1(d). The metric is given by (3.2) with R = 1.2. The (x, y) axes are the variables (β, α)
ranging in [0, 2pi]×
[
−pi
2
, pi
2
]
.
3.2. Constant curvature manifolds and one-shot inversions. We start with the case of
manifolds with constant curvature, in which case the operators W and W ⋆ vanish identically,
so that (2.12) and (2.13) are exact reconstruction formulas. Such problems were studied and
solved early on in the case of Euclidean space (Radon transform, see [21]) and symmetric
functions on the two-sphere (Funk transform, see [5]), then generalized to the context of pairs
of homogeneous spaces of the same group, see [6] for a thorough account. Such accounts
do not necessarily consider manifolds-with-boundary, although questions of injectivity and
reconstruction formulas from the latter to the former could be done by trivially extending
the unknown function to the whole space (by zero in the Euclidean case, or into a symmetric
function in the two-sphere case and considering that the simplicity condition forces the initial
manifold to be stricly included in a hemisphere).
Nonetheless, when the manifold is no longer a subset of a homogeneous space, the family
of geodesics can only be parameterized from the influx boundary, generalizing the fan-beam
coordinates (see e.g. [13]). This is what we implement in the present paper. The formulas
implemented also allow one to reconstruct solenoidal vector fields, which are not considered
in the literature mentioned above.
Positive curvature. On R2, and given R > 0 fixed, the isotropic metric
gR,+(x, y) :=
4R4
(x2 + y2 +R2)2
,(3.2)
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has constant positive Gaussian curvature κ = 1
R2
. A way to obtain it is by considering the
centered sphere of radius R with the metric induced by Euclidean R3, and pulling back this
metric to R2 using the inverse of the stereographic projection map. The circle of center (0, 0)
and radius R is a notable closed geodesic, and any domain strictly enclosed in it corresponds
to a subdomain of the 2-sphere strictly included in a hemisphere. It does not contain antipodal
points and is therefore free of conjugate points.
Negative curvature. On the centered open disk of radius R, the isotropic metric
gR,−(x, y) :=
4R4
(x2 + y2 −R2)2 ,(3.3)
has constant negative Gaussian curvature κ = − 1
R2
. When R = 1, this is the model of the
Poincare´ disk. Because this model does not have a boundary (every geodesic has infinite
length), one must choose a computational domain that is included in some disk of radius
R′ < R.
Experiments with simple domains. Note that in both models above, when sending R to ∞
while keeping a fixed bounded domain, the geometry becomes the Euclidean one.
We now present one-shot inversions in cases of constant positive and negative curvature
on a n × n grid with n = 300. We will implement formula (2.12) here. The phantom is the
non-smooth one appearing in e.g. Fig. 1(a), and the domains considered are
1. The unit disk, of boundary equation r(β) = 1, see Fig. 1(a).
2. An ellipse, of boundary equation r(β) = ab√
(b cos β)2+(a sinβ)2
with (a, b) = (1, 0.8), see
Fig. 1(b).
3. A perturbation of the disk, of boundary equation r(β) = a + b cos(4β), with (a, b) =
(1, 0.05), see Fig. 1(c).
Some one-shot reconstructions are presented on Figure 3 for the case of positive curvature
and on Figure 4 for the case of negative curvature. In each case, the smooth part is accurately
recovered while the error is concentrated at the sharp edges, as they cannot be resolved with
perfect accuracy. In each group of pictures, the left plot has 40 curves shot from the leftmost
point of the domain, with equispacing in direction. Looking at the negative curvature plots
with R = 1.2 (Figs. 4(a) and 4(c)), we see that in comparison to the other cases, many
fewer curves actually sample the central part of the domain. This is responsible for the data
being supported close to the axis α = 0 and the undersampling artifacts on the corresponding
pointwise error images.
Based on this observation, it becomes clear that the uniform sampling in α is not adapted
to every case of metric. This is an issue that will be adressed in future work.
Experiment with a non-simple domain. In this experiment, we now allow the domain to
include conjugate points while remaining non-trapping. In order to do this, we consider the
following case: pick the metric gR,+ defined in (3.2) with R = 1, so that the circle {x2+y2 = 1}
is the “equator”, i.e. a trapped geodesic. Consider the elliptical domain
{
x2
a2
+ y
2
b2
< 1
}
with
(a, b) = (1.2, 0.8), so that the domain contains antipodal (i.e., in this case, conjugate) points,
e.g. (−1, 0) and (1, 0), though does not contain an entire great circle, thus guaranteeing that
the domain is not simple yet not trapping. Results may be found Fig. 5, where the pointwise
error clealy demonstrate that at points whose antipodal points are not included in the domain
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(a) R = 1.2. Phantom/domain from Fig. 1(a). Relative L2 error: 11.7%
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(b) R = 2. Phantom/domain from Fig. 1(a). Relative L2 error: 12.3%
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(c) R = 1.2. Phantom/domain from Fig. 1(b). Relative L2 error: 11.3%
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(d) R = 2. Phantom/domain from Fig. 1(b). Relative L2 error: 11.7%
Figure 3. One-shot inversions in the constant positive curvature case. From left to right: some geodesics
inside the domain, data I0f , pointwise error |f − frc| after one-shot inversion.
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(a) R = 1.2. Phantom/domain from Fig. 1(a). Relative L2 error: 20.3%
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(b) R = 2. Phantom/domain from Fig. 1(a). Relative L2 error: 15.2%
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(c) R = 1.2. Phantom/domain from Fig. 1(c). Relative L2 error: 20.5%
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
 
 
−1 −0.5 0 0.5 1
 
 
0 0.1 0.2 0.3 0.4 0.5 0.6
(d) R = 2. Phantom/domain from Fig. 1(c). Relative L2 error: 15.6%
Figure 4. One-shot inversions in the constant negative curvature case. From left to right: some geodesics
inside the domain, data I0f , pointwise error |f − frc| after one-shot inversion.
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(e.g. the central part), the initial function is accurately reconstructed, while on the left part
of the domain, where every point has a conjugate point inside the domain, the function is
hardly reconstructed at all. This should be contrasted with the fact that equation (2.12)
predicts one-shot and exact reconstruction of f even in the non-simple case when curvature
is constant.
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(b) Sample geodesics for gR,+ with R = 1
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(c) Forward data
 
 
0 0.2 0.4 0.6 0.8
(d) Pointwise error |f − frc|
Figure 5. Non-simple domain with constant positive curvature.
3.3. Metrics with non-constant curvature. We now move on to the case where the metric
has non-constant curvature. Reconstruction formulas (2.12)-(2.13) no longer allow for a one-
shot inversion due to the presence of the error operators W 2 and (W ⋆)2, and one wishes to
remove the Fredholm error from the reconstructions whenever possible.
3.3.1. Known results and iterative reconstruction algorithms. A case leading again to
direct inversion is when the metric has curvature close to constant. Indeed, it is established
in [8] a bound of the form
‖W‖L(L2) ≤ C‖∇κ‖∞, (κ : Gaussian curvature),
for C a fixed constant. This in turn ensures that if the curvature is small enough, the operators
W andW ⋆ are contractions in L2(M), therefore the equations (2.12) and (2.13) can be inverted
for f and h via the Neumann series
f = −
∞∑
k=0
(−W 2)k(X⊥w(f)ψ )0 and h = −
∞∑
k=0
(−(W ⋆)2)k(w(h)ψ )0.(3.4)
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As one will see, implementing these Neumann series does not require implementing the
operators W 2 and (W ⋆)2, as they can be directly expressed as
−W 2f = f + (X⊥w(f)ψ )0 and − (W ⋆)2h = h+ (w(h)ψ )0.
This principle has been seen in prior literature, see e.g. [3, 20]: if one has an approximate
reconstruction formula modulo a contractive error, the exact reconstruction can be deduced
by setting up an iterative scheme, each step of which requires solving a forward problem and
an approximate inversion. Put in formal terms, if the following equation holds for any f in
some Hilbert space
f +Kf = AIf,
with I a “forward operator”, A an “approximate inverse” (parametrix) and K a contractive
operator, then f can be reconstructed via the following iterated sum
f =
∞∑
k=0
(−K)kAIf =
∞∑
k=0
(Id−AI)kAIf.(3.5)
An implementation of a partial sum of series (3.5) is described in Algorithm 1.
Algorithm 1 Computation of a partial sum of the Neumann series (3.5).
Denote the data D = If
Compute f = AD
Set g = f
for k = 1 to Niter do
Compute and update: g = g −AIg {at step k, g = (Id−AI)kAD}
Update: f = f + g {at step k, f =∑kp=0(Id−AI)kAD}
end for
Return f
Theoretical results predict that it makes sense to compute this series when the curvature
is “close enough” to constant. However, how close to constant curvature the metric must be is
not very well quantified, and numerics indicate good reconstructions even when implementing
Algo. 1 with metrics close to non-simple.
3.3.2. Manifolds with a radially symmetric metric. A first simplified case leading to
an interesting toy model is that of isotropic and radially symmetric metrics, i.e. the scalar
function g only depends on the radial variable r =
√
x2 + y2, denoted g = g(r) = c(r)−2 (c(r)
is refered to as the local speed of geodesics). This case was considered first by Herglotz in [7].
See also the work in [24] where it is established injectivity over solenoidal tensors of any order
and in any dimension d ≥ 2, on spherically symmetric layers of the form {x ∈ Rd : ρ0 < |x| <
ρ1} for some 0 < ρ0 < ρ1.
When considering additionally that the domain is a centered disk of radius R, the geodesic
flow has invariant properties under rotations about 0. As it is useful for the study of the
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next toy model, let us first recall the Herglotz condition. Reparameterizing geodesics as
γ(t) = r(t)(cosα(t), sinα(t)) and γ˙(t) = c(γ(t))(cos θ(t), sin θ(t)), direct calculations show
that the geodesic equation is now the following system
r˙ = c(r) cos(θ − α),
α˙ =
c(r)
r
sin(θ − α),
θ˙ = c′(r) sin(θ − α).
In particular, we have the ODE
˙θ − α =
(
c′(r)− c(r)
r
)
sin(θ − α),
from which we derive
˙
cos(θ − α) = −r ∂
∂r
(
c(r)
r
)
sin2(θ − α).
Looking at this system, we can make the following observations: if there exists 0 < r0 < R such
that ∂
∂r
(
c(r)
r
)
|r0 = 0, then the centered circle of radius r0 is a trapped geodesic. Therefore, if
we want the disk to be non-trapping, the function ∂
∂r
(
c(r)
r
)
cannot vanish and must therefore
have constant sign. Now a geodesic will go toward the center if the quantity cos(θ − α) is
decreasing. In order to avoid this case, one must ensure that
∂
∂r
(
c(r)
r
)
< 0 ⇔ ∂
∂r
(
r
c(r)
)
> 0,
a condition first found by Herglotz in [7].
A toy model for focusing lens. Let us consider M to be the unit disk {x2 + y2 ≤ 1}, and
consider the family of isotropic and radially symmetric metrics with parameter k ∈ (0,∞)
gk(r) = exp
(
k exp
(
− r
2
2σ2
))
, 0 ≤ r ≤ 1, σ fixed
with corresponding velocity ck(r) = g
− 1
2
k (r) = exp
(
−k2 exp
(
− r2
2σ2
))
. Considering the Her-
glotz condition for a non-trapping metric, we compute
∂
∂r
(rc−1k (r)) = exp
(
k
2
exp
(
− r
2
2σ2
))(
1− kf
(
r2
2σ2
))
,
where we have defined f(x) := xe−x. The function f satisfies 0 ≤ f(x) ≤ e−1 for 0 ≤ x ≤ ∞
and reaches its maximum at x = 1 where f(1) = e−1. This means that for k < e, the Herglotz
condition is satisfied and the manifold is non-trapping. For k ≥ e, the manifold becomes
trapping. For instance, at k = e, the circle r =
√
2σ is a trapped geodesic (pick σ small
enough so that this circle lies inside the unit disk).
We shall draw the heuristic conclusions:
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(i) As k = 0, the metric is flat and thus βTer =∞.
(ii) As k increases, the metric goes from simple to non-simple non-trapping. One would
expect that in that range, βTer decreases from ∞ to 1 and even less whenever simplicity no
longer holds. Numerics indicate that the transition to non-simple occurs approximately at
k ≈ 0.47 when the domain is the unit disk and σ = 0.25.
(iii) As k reaches e, the manifold becomes trapping.
The computation of βTer may be obtained by dichotomy as described in Algorithm 2 and
Fig. 6(d) displays a computed plot of βTer versus k using this algorithm.
Algorithm 2 Computation of βTer by dichotomy.
Set threshold ε, pick initial βm << 1 and βM >> 1.
while βM − βn ≥ ε do
Set β = 12 (βM + βm).
Find the β-conjugate points of M by extracting the points where bβ vanishes.
if M is free of β-conjugate points then
βm = β
else
βM = β
end if
end while
Return 12(βM + βm).
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(d) plot of βTer versus k
Figure 6. Geodesics emanating from (−1, 0) for various values of k for some metrics of lens type. Black
dots indicate conjugate points. The conjugate locus consists of a cusp from which emanate two fold branches.
(d): plot of βTer versus k within 10
−3 computed using Algo. 2.
3.3.3. Examples. We now present numerical implementations of Algo. 1 for both recon-
struction formulas (3.4), using resolution n = 250. The domain is the unit disk, with both
smooth (Fig. 1(d)) and non-smooth (Fig. 1(a)) phantoms, and the metrics are of the same
type as before (“focusing lens”) shifted away from the center to break symmetry, of scalar
expression
g(x, y) = exp
(−k exp (−((x− 0.2)2 + y2)/(2σ2))) ,(3.6)
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with σ = 0.25 and lens parameter k taking values in {0.3, 0.6, 1.2}. The case k = 0.3 is simple
while the remaining two are not, though the case k = 0.6 is “closer to simple” than k = 1.2
in the sense that βTer(1.2) < βTer(0.6) < 1. Some geodesics are being displayed Fig. 7.
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(b) k = 0.6 (non-simple)
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(c) k = 1.2 (non-simple)
Figure 7. Some geodesics for the metric of lens type, described by equation (3.6).
We perform the following simulations:
Experiment 1: Smooth phantom (Fig. 1(d)), iterative inversion from data I0f .
Experiment 2: Smooth phantom (Fig. 1(d)), iterative inversion from data I1X⊥f .
Experiment 3: Non-smooth phantom (Fig. 1(a)), iterative inversion from data I1X⊥f .
For each experiment, we compute the forward data for all three values k ∈ {0.3, 0.6, 1.2},
and implement an iterative reconstruction following Algo. 1 for 9 iterations. For experiments
1 and 2, forward data are shown side-by-side on Fig. 8 and some examples of pointwise errors
are displayed on Fig. 9 in a case where the Neumann series converges (Figs. 9(a) and 9(b))
and in a case where it does not (Fig. 9(c)). For Experiment 3, Fig. 10 displays the forward
data as well as the pointwise errors at first and last iterations. Notice that, again in the
non-simple case, some artifacts appear at the conjugate loci of the conormal singularities.
Finally, for all three experiments, L2 convergence plots on the unknown and on the data
(i.e. we compare the ray transform of the reconstructed quantity with the initial data) are
shown on Fig 11.
Comments. In the case where f is smooth, we notice rapid convergence (2 iterations) to
the exact function in the simple case k = 0.3 but also in the non-simple case k = 0.6. In
the last case k = 1.2, some artifacts are noticed on the reconstruction, that do not attenuate
as the iterations increase. Some of these artifacts are created near each “source bump” as
well as their respective conjugate loci. This is an effect that will be discussed at length in a
forthcoming work studying non-simple metrics theoretically and numerically, see [11].
In the case where f has jump discontinuities, these discontinuities can never be exactly
resolved no matter how fine the angular resolution is chosen for the backprojection. As a
consequence, the error plots contain strong variations at the scale of the grid at the disconti-
nuities, which in turn are amplified by the repeated differentiation that occurs in the iterated
reconstruction procedure. This differentiation occurs when computing X⊥, either in the in-
version formula when inverting I0, or in the forward operator when inverting I1X⊥. Though
the iterations improve at first, the repeated differentiations cause the iterations to diverge
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again, even in the case of simple metrics, as can be seen from the plots in Fig. 11(c). In the
simple cases, this non-convergence effect is presumably not due to the operator W 2 having
eigenvalues of magnitude larger than 1 here, as the corresponding eigenvectors, smooth if they
existed, would stand out on the error plot.
The non-convergence of the series due to iterated differentiation is due to the fact that
both inverse problems considered are ill-posed of order 12 and therefore require regularization
(leading to the so-called “filtered-backprojection” algorithm in the Euclidean case). In practi-
cal settings where measurements may be polluted by noise, regularizing an ill-posed inversion
algorithm is also a crucial step to prevent high-frequency noise from overwhelming the re-
constructions. While such regularized inversions are well-understood in the Euclidean case
(see [13]), they rely on the homogeneity of Euclidean space (and the Fourier Slice Theorem
that comes with it). It remains, however, an open question to find generalizations of these
principles to general Riemannian settings, a question that will be the subject of future work
by the author.
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(a) Metric defined in (3.6) with k = 0.3 (simple)
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(b) Metric defined in (3.6) with k = 0.6 (not simple)
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
 
 
−0.15 −0.1 −0.05 0 0.05 0.1 0.15
 
 
−4 −2 0 2 4
(c) Metric defined in (3.6) with k = 1.2 (not simple)
Figure 8. Experiments 1 and 2. Left to right: some geodesics for each metric used, forward data I0f
(Experiment 1) and I1(X⊥f) (Experiment 2).
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Figure 9. Sample pointwise errors on f for Experiment 1 (results for Experiment 2 are qualitatively similar).
(a) and (b) show a case where the series converges. (c) displays the type of persistent artifact obtained in a
non-simple case (k = 1.2) where the series does not converge. Artifacts appear at the conjugate locus of each
initial gaussian.
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Figure 10. Experiment 3. Top to bottom: k = 0.3 (simple), k = 0.6 (not simple) and k = 1.2 (not simple).
Left to right: forward data, pointwise error on f at iteration 1, then 9.
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Figure 11. Relative L2 error convergence plots on the phantom and on the forward recomputed data (I0f for
Experiment 1 or I1(X⊥f) for Experiments 2,3). In some cases, the reconstructed phantom frc starts diverging
while its ray transform is still converging.
4. Conclusion and remarks. We have implemented a MatLab code to extend the under-
standing of geodesic X-ray transforms, in particular their sensitivity to the metric and how
injectivity and stability of the associated inverse problem are affected by that metric. The
reconstruction algorithms derived in [18, 8] were successfully implemented as one-shot inver-
sions in the case of manifolds with constant curvature, and as an iterative algorithm when the
curvature was close to constant, handling along the way a potentially large class of bound-
aries. After implementing the Neumann series in cases where it is not theoretically proved
that the error operator is a contraction, one finds, aside from numerical instabilities due the
to ill-posed nature of the inverse problem (see discussion below), that no smooth structure
appears after iterating over the error operator, so that the Neumann series may converge in
cases of metrics that are not necessarily close to constant curvature, or even simple, leaving
potential room for theoretical improvements.
The following open questions will be considered in future work. Some of these considera-
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tions come as a natural generalization of some issues treated at length in the Euclidean case
in [13].
1. The accuracy of the transform and its inversion are highly sensitive to the sampling
of geodesics at the influx boundary ∂+SM , and to how the geodesics emanating from this
sampling in turn sample the manifold relatively well. It is clear that a uniform sampling of
S
1× [−π2 , π2 ] is not optimal in all cases, as negative curvature tends to make geodesics go away
from each other, while positive curvature tends to make geodesics concentrate in some areas.
As we assume to know the metric here, it is worth investigating how to find an appropriate
sampling that mitigates the effect of curvature on the sampling of the manifold.
2. It seems more than necessary to generalize the filtered-backprojection algorithm to the
case of non-Eulidean metrics, as the current inversion formulas are ill-posed of order 12 . Though
the ill-posedness is very mild, the iterated differentiation of the noise will prevent the Neumann
series to converge as the numerical errors at small scales will unavoidably be amplified by that
differentiation. The main challenge here is to define a concept of regularization that is adapted
to the geometry of the manifold and to the X-Ray transform itself.
3. Although this has not been observed numerically, if there are cases where W 2 or
(W ⋆)2 is not a contraction yet is compact, the question of inverting I +W 2 when either of
these operators has eigenvalues of magnitude larger than 1 is unclear. Methods for doing this
should be found.
4. On the performance side, though the present code makes good use of Matlab’s vec-
torization capabilities, it seems that both forward and inverse transforms are massively par-
allelizable, since all formulas rely on computing geodesics and base-points of geodesics that
are all independent of one another. Accelerating the present code using multi-cores or GPUs
will be the object of future work.
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