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STINESPRING’S THEOREM FOR UNBOUNDED OPERATOR VALUED
LOCAL COMPLETELY POSITIVE MAPS AND ITS APPLICATIONS
B. V. RAJARAMA BHAT, ANINDYA GHATAK AND P. SANTHOSH KUMAR
Abstract. Anar A. Dosiev in 2008 (See [9]) obtained a Stinespring’s theorem for local
completely positive maps (in short: local CP-maps) on locally C∗-algebras. In this article
a suitable notion of minimality for this construction has been identified so as to ensure
uniqueness up to unitary equivalence for the associated representation. Using this a Radon-
Nikodym type theorem for local completely positive maps has been proved.
Further, a Stinespring’s theorem for unbounded operator valued local completely positive
maps on Hilbert modules over locally C∗-algebras (also called as local CP-inducing maps)
has been presented. Following a construction of M. Joit¸a, a Radon-Nikodym type theorem
for local CP-inducing maps has been shown. In both cases the Radon-Nikodym derivative
obtained is a positive contraction on some complex Hilbert space with an upward filtered
family of reducing subspaces.
1. Introduction
Norm closed ∗-subalgebras of the algebra of all bounded operators are known as C∗-algebras
and they have a very well developed theory. In an attempt to study algebras of unbounded
operators, the notion of locally C∗-algebras was introduced by Atushi Inoue [12]. It has
been studied under various settings and under different names like multinormed C∗-algebra,
σ-C∗-algebras etc. W. Arveson used them to construct ‘tangent algebras’ of C∗-algebras
[1]. D. Voiculescu [29] introduced pro-C∗-algebras, as some essential objects to construct
noncommutative analog of various classical Lie groups. Later N. C. Phillips studied them
systematically as projective limits of inverse families of C∗-algebras in the context ofK-theory
of C∗-algebras [23]. This way the theory of locally C∗-algebras has shown its usefulness in
many different contexts.
The notion of completely positive (CP) maps appeared naturally while studying maps
between C∗-algebras and has its use in classification of C∗-algebras, quantum information
theory, quantum probability theory and other fields. The Stinespring’s theorem [28] is the
basic structure theorem for completely positive maps. There is plenty of literature on gen-
eralizing the notion of completely positive maps to maps between locally C∗-algebras. See
for example [7, 8, 9, 13, 14, 16, 22, 27] and references therein. A. Dosiev [9] obtains local
CP version of Stinespring’s theorem. Like GNS representation theorem, one of the main
features of Stinespring’s theorem is a notion of minimality and there is a uniqueness up to
unitary equivalence statement under minimality. This is missing in Dosiev’s work. Here in
Theorem 3.4, we have proved such a result under suitable notion of minimality. Looking at a
pair of completely positive maps, one dominating the other, W. Arveson [2] obtained a non
commutative analogue of Randon-Nikodym theorem. Here we generalize this result to local
CP maps in Theorem 4.5.
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The study of Hilbert modules over locally C∗-algebras (in short: Hilbert locally C∗-
modules) was initiated by A. Mallios in [21] as a generalization of Hilbert C∗-modules. Later
in [23], N. C. Phillips extended some basic properties of Hilbert C∗-modules to Hilbert locally
C∗-modules. Since then, there has been significant progress in the theory of Hilbert locally
C∗-modules. In particular, Joita [16] defined tensor product of Hilbert locally C∗-modules
and proved some results analogous to Hilbert C∗-modules. A. Gheondea [10] constructed a
notion of concrete Hilbert locally C∗-module by locally bounded operators (see [10, Example
3.1 (2)]), then showed that any Hilbert locally C∗-module is isomorphic to a concrete Hilbert
locally C∗-module (see [10, Theorem 3.2]). We refer to the monograph of M. Joit¸a [15] for a
survey of the theory of Hilbert locally C∗-modules.
We organize this article in six sections. In the second section, we recall some notations,
basic definitions from theory of locally C∗-algebras and Hilbert modules over locally C∗-
algebras. Also we state some existing results from the literature on local completely positive
maps which are useful for later sections. In the third section, we introduce the notion of min-
imality for Stinespring’s representation proved by Anar Dosiev [9] and show the uniqueness
of minimal Stinespring’s representation. In the fourth section using the notion of minimality
we prove a Radon-Nikodym type theorem for local CP-maps.
The fifth section contains a discussion of local CP-inducing maps on Hilbert locally C∗-
modules and obtain Stinespring’s representation for such maps. This is analogous to the
result proved by Bhat, Ramesh and Sumesh in [4]. That result was motivated by Asadi [3].
Several authors have explored this idea and have extended the result in different directions
(See [25], [26], [11] and [6] ). In the final section, inspired by the work of M. Joit¸a ( [13],
[14]) we define an equivalence relation on the class of all local CP-inducing maps and prove
a Radon-Nikodym theorem for such maps.
2. Notations and Preliminary results
2.1. Locally C∗-algebras. We recall some basic definitions in the context of locally C∗-
algebras. We mostly follow the notation and terminology of [9]. Let A be a unital ∗-algebra.
A seminorm p on A is said to be
(1) sub-multiplicative, if p(1A) = 1 and p(ab) ≤ p(a)p(b) for all a, b ∈ A;
(2) C∗-seminorm, if p is sub-multiplicative and p(a∗a) = p(a)2 for all a ∈ A.
Let (Λ,≤) be a directed poset and P := {pα : α ∈ Λ} be a family of C∗-seminorms defined
on some ∗-algebra A. Then P is called a upward filtered family if
pα(a) ≤ pβ(a) for all a ∈ A and α ≤ β.
Definition 2.1. A locally C∗-algebra A is a ∗-algebra which is complete with respect to the
locally convex topology generated by a upward filtered family {pα : α ∈ Λ} of C∗-seminorms
defined on A.
Throughout this article, we take A to be a locally C∗-algebra with a prescribed family
{pα : α ∈ Λ} of C∗-seminorms. We see that A is the projective limit of an inverse family of
C∗-algebras as follows: For each α ∈ Λ, let Iα := {a ∈ A : pα(a) = 0}. Clearly Iα is a closed
ideal in A and Aα := A/Iα is a C∗-algebra with respect to the norm induced from pα. For
each α ≤ β, we define a map παβ : Aβ → Aα by παβ(a + Iβ) = a + Iα for all a ∈ A and
for each α, we define a map πα : A → Aα as the canonical quotient homomorphism. Then
{Aα, παβ} forms an inverse family of C∗-algebras because πα = παβπβ whenever α ≤ β. The
projcetive limit
lim←−
α
Aα :=
{
{xα}α∈Λ ∈
∏
α∈Λ
: παβ(xβ) = xα whenever α ≤ β, α, β ∈ Λ
}
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of the inverse family {Aα, παβ} is identified with A, and the identification given by the map
a→ {πα(a)}α∈Λ. For a systematic study of inverse limits of C∗-algebras, one can see [23].
An element x ∈ A is called self-adjoint if x∗ = x and is called positive if x = y∗y for some
y ∈ A. An important feature of local C∗-algebras is the notion of local self-adjoint and local
positive elements. These elements occur naturally as A contains copies of each Aα.
Definition 2.2. [9] Let a ∈ A. Then a is called
(1) local self-adjoint if a = a∗+ x, where x ∈ A such that pα(x) = 0 for some α ∈ Λ, and
we call a as α-self-adjoint ;
(2) local positive if a = b∗b + y, where b, y ∈ A such that pα(y) = 0 for some α ∈ Λ, we
call a as α-positive.
We write a ≥α 0 when a is α-positive. Moreover, we write a ≥α b if a− b ≥α 0. It is easy
to see that a ∈ A is local self-adjoint if πα(a) is self-adjoint in Aα for some α. Similarly, a is
locally positive if πβ(a) is positive in Aβ for some β. Also, notice that a ≥α b if and only if
πα(a− b) ≥ 0 in Aα. We write, a =α 0 whenever πα(a) = 0.
Quantized domain. Throughout the paper, we write H as a complex Hilbert space, and
B(H) as the set of all bounded operators on the Hilbert space H. In order to discuss repre-
sentation of locally C∗-algebra, quantized domain is one of the important ingredient.
Definition 2.3. Let (Ω,≤) be a directed poset. A quantized domain in a Hilbert space H is
a triple {H; E ;D}, where E = {Hℓ : ℓ ∈ Ω} is an upward filtered family of closed subspaces
such that the union space D = ⋃
ℓ∈Ω
Hℓ is dense in H.
In short, we call E is a quantized domain in H with its union space D. Notice that this
quantized family E determines an upward filtered family {Pℓ : ℓ ∈ Λ} of projections in B(H),
where Pℓ is a projection from H onto Hℓ. Let F = {Kℓ : ℓ ∈ Λ} be a quantized domain with
its union space O and K = ⋃
ℓ∈Ω
Kℓ. Then F is called a quantized subdomian of E , if Kℓ ⊆ Hℓ
for all ℓ ∈ Ω. We express this collection of inclusions by simply writing E ⊆ F .
Let E i = {H(i)ℓ : ℓ ∈ Ω} be quantized domain in a Hilbert space Hi with its union space
Di for i = 1, 2. Given a linear operator V : D1 →H2, we write
V (E1) ⊆ E2 if V (H(1)ℓ ) ⊆ H(2)ℓ for all ℓ ∈ Ω.
Like direct sum operations in Hilbert spaces, quantized domain enjoys direct sum oper-
ations. If E(i) = {H(i)ℓ : ℓ ∈ Ω} be a quantized domain in the Hilbert space H(i) with its
union space D(i) for i = 1, 2 · · · n. Then
n⊕
i=1
E(i) =
{ n⊕
i=1
H(i)ℓ : ℓ ∈ Ω
}
is a quantized domain in
the Hilbert space
n⊕
i=1
H(i) with the union space
n⊕
i=1
D(i). For simplicity, we denote the n-fold
direct sum of copies of the quantized domain E by En.
Unbounded operators on a Quantized domain. Before explaining, the algebra of un-
bounded operators on a quantized domain, let us quickly recall some basics of unbounded
operator theory.
Let H and K be Hilbert spaces. A linear operator T : dom(T) ⊆ H → K is said to
be densely defined if dom(T) is a dense subspace of H. The adjoint of T is a linear map
T⋆ : dom(T⋆) ⊆ K → H with the domain given by
dom(T⋆) :=
{
ξ ∈ K : η 7→ 〈Tη, ξ〉
K
is continuous, for every η ∈ dom(T)
}
,
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and satisfying
〈Tη, ξ〉K = 〈η, T⋆ξ〉H for all η ∈ dom(T), and ξ ∈ dom(T⋆).
The algebra of all noncommutative continuous functions on a quantized domain E is defined
as
CE(D) = {T ∈ L(D) : TPℓ = PℓTPℓ ∈ B(H), for all ℓ ∈ Ω},(2.1)
where L(D) is the set of all linear operators on D. If T ∈ L(D), then T ∈ CE(D) if and only
if T (Hℓ) ⊆ Hℓ for all ℓ ∈ Ω. It implies that CE(D) is an algebra. The ∗-algebra C∗E(D) of
CE(D) is defined by
C∗E(D) = {T ∈ CE(D) : PℓT ⊆ TPℓ, for all ℓ ∈ Ω}.(2.2)
Notice that an element T ∈ CE(D) belongs to C∗E(D) if and only if T (H⊥ℓ ∩D) ⊆ H⊥ℓ ∩D for all
ℓ ∈ Ω. It is shown in [9, Proposition 3.1] that if T ∈ C∗E(D), then D ⊆ dom(T⋆). Moreover,
T⋆(Hℓ) ⊆ Hℓ for all ℓ ∈ Ω. Now, let
T ∗ = T⋆|D.
Then it is easy to see that T ∗ ∈ C∗E(D). Thus C∗E(D) is a unital ∗-algebra. Let us define
seminorm ‖ · ‖ℓ by
‖T‖ℓ = ‖T |Hℓ‖ for all T ∈ C∗E(D).(2.3)
Now, {‖ · ‖ℓ : ℓ ∈ Ω} is a upward filtered family of C∗-seminorms of C∗E(D), thus C∗E(D) is a
locally C∗-algebra determined by the family {‖ · ‖ℓ : ℓ ∈ Ω}. If T ∈ C∗E(D), then T ≥ℓ 0 if
T |Hℓ is positive operator in B(Hℓ). Similarly, T =ℓ 0 if T |Hℓ = 0 in B(Hℓ).
Let A and B be two locally C∗-algebras determined by two families of C∗-seminorms
{pα : α ∈ Λ} and {qℓ : ℓ ∈ Ω} respectively. A linear map ϕ : A → B is called
(1) local bounded if for each ℓ ∈ Ω, there exist α ∈ Λ and Cℓα > 0 such that
qℓ(ϕ(a)) ≤ Cℓαpα(a) for all a ∈ A;
(2) local contractive if for each ℓ ∈ Ω, there exists α ∈ Λ such that
qℓ(ϕ(a)) ≤ pα(a) for all a ∈ A;
(3) local positive if for each ℓ ∈ Ω, there exists α ∈ Λ such that
ϕ(a) ≥ℓ 0 whenever a ≥α 0.
It is very important to note that every locally C∗-algebra has a representation in C∗E(D), for
some {H; E ;D}. It can be treated as an unbounded analog of Gelfand-Naimark theorem.
Theorem 2.4. [9, Theorem 7.2] Let A be a locally C∗-algebra, then there exists a quantized
domain {H; E ;D} with a local isometrical ∗-homomorphism π : A → C∗E(D).
Remark 2.5. The above Gelfand-Naimark type theorem appeared in the work of Anar
Dosiev in 2008 [9], in which he showed that each element of locally C∗-algebra can be iden-
tified as an unbounded operator on a quantized domain. Prior to that, A. Inoue showed the
representation of locally C∗-algebra in a little different approach [12]. Moreover, it was iden-
tified that every locally C∗-algebra as a certain ∗-algebra of continuous linear operators on a
locally Hilbert space. Note that a locally Hilbert space is the inductive limit of directed fam-
ily of Hilbert spaces, in which the topology obtained from inductive limit is a non-Hausdorff
topology.
Remark 2.6. Representations of locally C∗-algebras have been studied either looking at
quantized domains or considering locally Hilbert spaces. We follow Dosiev’s approach of
studying representations on quantized domains.
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Effros [5] initiated a study of unbounded analog of operator space called local operator
space, which is the locally convex version of operator space. It is a projective limit of inverse
system of operator spaces. He introduced a class of morphisms on local operator spaces
known as local completely bounded maps (in short: we call it local CB-maps). On the other
hand Dosiev [9] extended the ideas of local operator space into local operator systems by
a suitable notion of elements like local Hermitian, local positive elements etc. Moreover he
introduced the class of morphisms on local operator system known as local completely positive
maps (in short: local CP-maps).
Local CB-maps and local CP-maps. The definition local CP-map and local CB-map is
defined of between two local operator spaces and two local operator systems. This article is
limited to study the structure theory of local CP-maps between two locally C∗-algebras and
its applications.
Let E = {Hℓ : ℓ ∈ Ω} be a quantized domain in H with its union space D. From earlier
discussion, we know that En = {Hnℓ : ℓ ∈ Ω} is a quantized domain in Hn := H⊕ · · · ⊕H (n-
copies of H) with its union space Dn. Notice that C∗En(Dn) is a locally C∗-algebra. Moreover,
Mn(C
∗
E (D)) is isomorphic to C∗En(Dn) via the following map
(2.4) [Ti,j ]

ξ1...
ξn

 =

n∑
j=1
T1,jξj
...
n∑
j=1
Tn,jξj
 .
Let [Ti,j] ∈Mn(C∗E(D)). It is important to notice that
(1) [Ti,j] ≥ℓ 0 ∈Mn(C∗E (D)) if [Ti,j ]
∣∣
Hn
ℓ
≥ 0 in B(Hnℓ ); and
(2) [Ti,j] =ℓ 0 if [Ti,j]
∣∣
Hn
ℓ
= 0 in B(Hnℓ ).
Let A and B be two locally C∗-algebras with associated families of C∗-seminorms {pα :
α ∈ Λ} and {qβ : β ∈ Ω} respectively. Note that Mn(A) and Mn(B) are locally C∗-algebras,
where the associated families of C∗-seminorms are denoted by {pnα : α ∈ Λ} and {qnℓ : ℓ ∈ Ω}
respectively. Let ϕ : A → B be a linear map. For each n ∈ N, the n-amplification of ϕ is the
map ϕ(n) :Mn(A)→Mn(B) defined by
ϕ(n)([ai,j ]) = [ϕ(ai,j)] for all [ai,j ] ∈Mn(A).
Definition 2.7 (Local CB-map). Let ϕ : A → B be a linear map. Then ϕ is called
(1) local completely bounded if for each ℓ ∈ Ω, there exist α ∈ Λ and Cℓα > 0 such that
qnℓ ([ϕ(ai,j)]) ≤ Cℓαpnα([ai,j ]), for every n ∈ N;
(2) local completely contractive if for each ℓ ∈ Ω, there exists α ∈ Λ such that
qnℓ [ϕ(ai,j)] ≤ pnα([ai,j ]), for every n ∈ N.
Definition 2.8 (Local CP-map). Let ϕ : A → B be a linear map. Then ϕ is called local
completely positive if for each ℓ ∈ Ω, there exists α ∈ Λ such that
ϕ(n)([aij ]) ≥ℓ 0 whenever [aij ] ≥α 0,
for every n.
Now, we fix some notation for these classes of maps:
(1) CP loc
(A, C∗E(D)) : the class of all local completely positive maps from A to C∗E(D).
(2) CCloc
(A, C∗E(D)) : the class of all local completely contractive maps from A to C∗E(D).
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(3) CPCC loc
(A,C∗E(D)) : the class of all local completely positive and local completely
contractive maps from A to C∗E(D).
Our main interest is in CPCC loc
(A,C∗E(D)), the class of locally completely positive and
locally completely contractive maps. Here is an example of such a map.
Example 2.9. Let H be a complex, separable Hilbert space with a complete orthonormal
basis: {en : n ∈ N}. Let {kn}n∈N be a monotonically increasing sequence of natural numbers:
1 ≤ k1 < k2 < · · · . For every n ∈ N, we define Hn = span{e1, e2, . . . , ekn}, a closed subspace
of H. It is clear that {H; E ;D} is a quantized domain in H, where E = {Hn : n ∈ N} is
an upward filtered family and the union space D = ⋃
n∈N
Hn is dense in H. The elements
of C∗E(D) are ‘block diagonal’ operators which are possibly unbounded. Let us consider an
operator A : H → H which is positive and contractive. Now we define the Schur product map
ψA (entry wise product map) initially on B(H) by
ψA([tij ]) = [aijtij ] for T = [tij ] ∈ B(H)
where the operators are written in the given basis {en : n ∈ N}. Note that the Schur product
ψA(T ) can be written using the isometry V : H → H⊗H, defined by V (en) = en⊗en, ∀n ∈ N,
as
ψA(T ) = V
∗(A⊗ T )V,
Here the adjoint of V is computed as,
V ∗(y ⊗ z) =
∞∑
i=1
〈
ei ⊗ ei, y ⊗ z
〉
ei, for any y, z ∈ H.
From this it is easy to see that ψA is a completely positive completely contractive map. Now
we extend the definition of Schur product to C∗E(D). It is clear that if T leaves Hn invariant
then so does ψA(T ). Define ϕA : C
∗
E(D)→ C∗E(D) by
ϕA(T )|Hn = ψA(PHnT |Hn), for all T ∈ C∗E(D), n ∈ N.
Equivalently ϕ(A)(T ) = [aijtij] with respect to the given basis, thinking of T as a block
diagonal operator. It is now easy to see that ϕA is well-defined, local completely positive and
local completely contractive.
There is growing literature on the notion of completely positive maps on locally C∗-algebras
(see for example [17, 18, 22, 20] and references therein). Anar Dosiev [9] studied local com-
pletely positive maps on locally C∗-algebras, using the notion of local positive elements. He
established a version of Stinespring’s theorem for such maps. We recall the result here.
Theorem 2.10. [9, Theorem 5.1] Let ϕ ∈ CPCC loc
(A,C∗E(D)). Then there exists a quantized
domain
{Hϕ; Eϕ;Dϕ}, where Eϕ = {Hϕℓ : ℓ ∈ Ω} is an upward filtered family of closed
subspaces of Hϕ, a contraction Vϕ : H → Hϕ and a unital local contractive ∗-homomorphism
πϕ : A→ C∗Eϕ(Dϕ) such that
Vϕ(E) ⊆ Eϕ and ϕ(a) ⊆ V ∗ϕπϕ(a)Vϕ,
for all a ∈ A. Moreover, if ϕ(1A) = ID, then Vϕ is an isometry.
Remark 2.11. A local completely positive map need not be local completely bounded map.
In order to establish Stinespring type theorem in the category of local C∗-algebras, it is nec-
essary to consider the class of local completely positive maps which are also local completely
contractive (see [9, Theorem 5.1]).
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2.2. Hilbert modules over locally C∗-algebras. We review some definitions and results
from the literature on Hilbert modules over locally C∗-algebras which are needed in this
article.
Definition 2.12. [10] Let A be a locally C∗-algebra and let E be a complex vector space.
A map 〈·, ·〉 : E × E → A is called an A-valued inner product if
(1) 〈x, x〉 ≥ 0, for all x ∈ E, and 〈x, x〉 = 0 if and only if x = 0.
(2) 〈x, αy + z〉 = α〈x, y〉+ 〈x, z〉, for all α ∈ C and x, y, z ∈ E.
(3) 〈x, y〉∗ = 〈y, x〉, for all x, y ∈ E.
Further, E is said to be pre Hilbert A-module if E is a right A-module compatible with the
complex vector space structure:
λ(xa) = (λx)a = x(λa), for all x ∈ E,λ ∈ C, a ∈ A
and equipped with A-valued inner product 〈·, ·〉 : E ×E → A which is A-linear in its second
variable, that is
〈x, ya〉 = 〈x, y〉a, for all x, y ∈ E and a ∈ A.
Note 2.13. Let A be a locally C∗-algebra with respect to a prescribed family {pα : α ∈ Λ}
of C∗-siminorms and E be a pre-Hilbert module over A. Then by [15, Proposition 1.2.2], the
following Cauchy-Schwarz inequality holds:
(2.5) pα
(〈x, y〉)2 ≤ pα(〈x, x〉) pα(〈y, y〉)
for all x, y ∈ E and α ∈ Λ. Moreover, for each α ∈ Λ, the map pα : E → [0,∞) defined by
pα(x) =
√
pα
(〈x, x〉), for all x ∈ E,
is a seminorm on E. Then E is equipped with the topology generated by the family {pα :
α ∈ Λ} of seminorms, which is a Hausdorff locally convex topology on E.
Definition 2.14. A pre-Hilbert A-module E is said to be a Hilbert A-module if E is complete
with respect to the topology generated by the family {pα : α ∈ Λ} of seminorms on E.
Moreover, E is said to be full, if
span
{〈x, y〉 : x, y ∈ E} = A.
Hilbert locally C∗-module as a projective limit. We recall that every Hilbert module
over locally C∗-algebra can be seen as a projective limit of inverse system of Hlibert C∗-
modules. Let E be a Hilbert module over a locally C∗-algebra A and suppose that {pα : α ∈
Λ} is an associated family of continuous C∗-seminorms on A. It is clear that, for each α ∈ Λ,
the set
Nα :=
{
x ∈ E : pα
(〈x, x〉) = 0}
is a closed submodule of E by the Cauchy-Schwarz inequality as shown in Equation (2.5).
Let us define Eα := E/Nα, for each α ∈ Λ. Then by [15, Proposition 1.3.9], we see that Eα
is a Hilbert module over Aα with the norm given by
‖x+Nα‖Eα = inf
y∈Nα
pα
(
x+ y
)
, for all x ∈ E.
Since Nβ ⊆ Nα whenever α ≤ β, there is a natural canonical projection σα,β : Eβ → Eα
defined by
σα,β(x+Nβ) = x+Nα, for all x ∈ E.
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Here σα,β is an A-module map such that ‖σα,β(x+Nβ)‖Eβ ≤ ‖x+Nα‖Eα for all x ∈ E and
whenever α ≤ β. Suppose that x, y ∈ E and a ∈ A, then for α ≤ β, we see that
σα,β
(
(x+Nβ)(a+ Iβ)
)
= σα,β
(
xa+Nβ
)
= xa+Nα
= (x+Nα)(a+ Iα)
= σα,β
(
(x+Nβ)
)
πα,β(a+ Iβ),
and 〈
σα,β(x+Nβ), σα,β(y +Nβ)
〉
=
〈
x+Nα, y +Nα)
〉
= πα(〈x, y〉)
= πα,β ◦ πβ(〈x, y〉)
= πα,β
(〈x+Nβ , y +Nβ〉).
This implies that
{
Eα;σα,β;Aα;πα,β
}
α≤β,α,β∈Λ
is an inverse system of Hilbert C∗-modules.
Define
lim←−
α
Eα :=
{
{xα}α∈Λ ∈
∏
α∈Λ
Eα : σα,β(xβ) = xα whenever α ≤ β, α, β ∈ Λ
}
.
Then lim←−
α
Eα is a Hilbert A-module (see [15, Proposition 1.2.21]) and σβ : lim←−
α
Eα → Eβ
defined by
σβ
({xα}α∈Λ) = xβ , for all {xα}α∈Λ ∈ lim←−
α
Eα
is A-module map for each β ∈ Λ. The pair
(
lim←−
α
Eα, {σα}α∈Λ
)
is known as the projective
limit of inverse system
{
Eα;σα,β;Aα;πα,β
}
α≤β,α,β∈Λ
of Hilbert C∗-modules.
On the other hand, there is a canonical quoitient map σEα : E → Eα, for each α ∈ Λ. Then
the pair
(
E, {σEα }α∈Λ
)
is compatiable to the inverse system
{
Eα;σα,β ;Aα;πα,β
}
α≤β,α,β∈Λ
of
Hilbert C∗-modules in the sense that σα,β ◦σEβ = σEα whenever α ≤ β. Equivalently, for each
α ≤ β, the following diagram commutes:
E Eα
Eβ
σE
β
σEα
σα,β
Hence by [15, Proposition 1.3.10], the Hilbert A-modules E and lim←−
α
Eα are isomorphic
through the map Γ: E → lim←−
α
Eα defined by
Γ(x) =
{
σEα (x)
}
α∈Λ
, for all x ∈ E.
Therefore, E is a projective limit of inverse system
{
Eα;σα,β;Aα;πα,β
}
α≤β,α,β∈Λ
of Hilbert
C∗-modules.
Example 2.15. Let
{H; E ;D} and {K;F ;O} be two quantized domains, where
E = {Hℓ : ℓ ∈ Ω}, F = {Kℓ : ℓ ∈ Ω}
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are upward filtered family of closed subspaces in H and K respectively. Motivated from the
concrete locally C∗-algebra given in Equation (2.2), we define a class of all noncommutative
continuous functions between quantized domains
{H; E ;D} and {K;F ;O} as,
C∗E,F (D,O)
:=
{
T ∈ L(D,O) : T (Hℓ) ⊆ Kℓ, T (H⊥ℓ ∩ D) ⊆ K⊥ℓ ∩ O and T
∣∣
Hℓ
∈ B(Hℓ,Kℓ), for each ℓ ∈ Ω
}
.
Now we claim that C∗E,F (D,O) is a Hilbert module over a local C∗-algebra C∗E(D). Note that
C∗E,F (D,O) is a complex vector space and has a natural right C∗E(D)-module with the module
map C∗E,F (D,O)× C∗E(D)→ C∗E,F (D,O) defined by
(T, S) 7→ TS, for all T ∈ C∗E,F (D,O) and S ∈ C∗E(D).
Define 〈·, ·〉 : C∗E,F (D,O)× C∗E,F (D,O)→ C∗E(D) by
〈T, S〉 = T ∗S, for all T, S ∈ C∗E,F(D,O).
Then it satisfies properties (1)-(3) of Definition 2.12. Also, for every T1, T2 ∈ C∗E,F (D,O) and
S ∈ C∗E(D), we see that
〈T1, T2S〉 = T ∗1 T2S = 〈T1, T2〉S.
This implies that C∗E,F (D,O) is a pre-Hilbert module over C∗E(D). We know that B(Hℓ,Kℓ) is
a right Hilbert module over the C∗-algebra B(Hℓ) for every ℓ ∈ Ω. By the nature of quantized
domains and the defintion of C∗E,F (D,O), there are canonical projections defined by
σℓ,ℓ′ : B(Hℓ′ ,Kℓ′)→ B(Hℓ,Kℓ) and πℓ,ℓ′ : B(Hℓ′)→ B(Hℓ),
whenever ℓ ≤ ℓ′. Then
{
B(Hℓ,Kℓ);σℓ,ℓ′ ;B(Hℓ);πℓ,ℓ′
}
ℓ≤ℓ′,ℓ,ℓ′∈Ω
is an inverse system of Hilbert
C∗-modules and there is a canonical embedding of C∗E,F (D,O) into the projective limit
lim←−
ℓ
B(Hℓ,Kℓ) which is closed.
Moreover, the locally convex topology on C∗E,F (D,O) induced from lim←−
ℓ
B(Hℓ,Kℓ) is the
topology generated by the family of seminorms {qℓ : ℓ ∈ Ω} defined by
qℓ(T ) =
√
‖〈T, T 〉‖ℓ =
√∥∥T ∗T ∣∣
Hℓ
∥∥ = ∥∥T ∣∣
Hℓ
∥∥
B(Hℓ,Kℓ)
, for every T ∈ C∗E(D), ℓ ∈ Ω.
Since lim←−
ℓ
B(Hℓ,Kℓ) is complete (see [10, Section 1.1]), it follows that C∗E,F (D,O) is complete.
Hence C∗E,F (D,O) is a Hilbert module over the locally C∗-algebra C∗E(D).
Note 2.16. It is immediate to note that T ∈ C∗E,F(D,O) if and only if T ⋆ ∈ C∗F ,E(O,D),
where T ∗ := T⋆
∣∣
D
similar to the case of C∗E(D). In particular, if E = F , then H = K and
C∗E,E(D,D) = C∗E(D) is a locally C∗-algebra as shown in [9, Proposition 4.1].
Definition 2.17. Let E be a Hilbert module over a locally C∗-algebra A. Let {H; E ;D} and
{K;F ;O} be quantized domains. A map Φ: E → C∗E,F (D,O) is said to be
(1) a ϕ-map if ϕ : A → C∗E(D) is linear and〈
Φ(x),Φ(y)
〉
= ϕ
(〈x, y〉), for all x, y ∈ E.
(2) ϕ-morphism, if Φ is a ϕ-map and ϕ is a morphism.
(3) local CP-inducing map if it is a ϕ-map for some ϕ ∈ CPCC loc
(A,C∗E(D)).
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3. Minimality of Stinespring representation for local CP-maps
The notion of minimality in Stinspring’s theorem for CP-maps is very useful. To begin
with it gives the uniqueness of the representation up to unitary equivalence. It was used by
W. Arveson [2] to prove a Radon-Nikodym theorem for CP-maps. In this section, we identify
the notion of minimality for the Stinespring’s representation that is presented in Theorem
2.10. Recall that A is a unital locally C∗-algebra and {H; E ;D} denotes a quantized domain
in a Hilbert space H, where E = {Hα : α ∈ Λ}. We use the notation [M ] to denote closure of
the linear span of M for any subset M of H.
Lemma 3.1. Let
(
πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}
)
be a Stinespring representation of a map ϕ in
CPCC loc
(A,C∗E(D)). Then ⋃
ℓ∈Ω
[πϕ(A)VϕHℓ] = [πϕ(A)VϕD].
Proof. This is clear as
⋃
l∈Ω
Hl = D. 
On first glance one would think that Hϕ = [πϕ(A)VϕD] could be the minimality condition
for the Stinespring dilation. However the following definition seems to be more appropriate.
Definition 3.2. A Stinespring representation
(
πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}
)
of ϕ is said to be min-
imal, if Hϕℓ = [πϕ(A)VϕHℓ], for every ℓ ∈ Ω.
Note that by Lemma 3.1, under minimality it follows that Hϕ = [πϕ(A)VϕD]. First
we see that any Stinespring representation can be modified to get a minimal Stinespring
representation.
Proposition 3.3. Let
(
πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}
)
be a Stinespring representation of the map ϕ ∈
CPCC loc
(A,C∗E(D)) as in Theorem 2.10. Then there is a minimal Stinespring representation(
π˜ϕ, V˜ϕ, {H˜ϕ; E˜ϕ; D˜ϕ}
)
for ϕ such that
E˜ϕ ⊆ Eϕ and H˜ϕ = [π˜ϕ(A)V˜ϕD].
Proof. Let us define H˜ϕℓ := [πϕ(A)VϕHℓ] for every ℓ ∈ Ω. It is clear that each H˜ϕℓ is a closed
subspace of Hϕℓ since πϕ(a)
∣∣
Hℓ
∈ B(Hℓ) and Vϕ(Hℓ) ⊆ Hϕℓ for every a ∈ A, ℓ ∈ Ω. Moreover,
H˜ϕℓ ⊆ H˜ϕℓ′ whenever ℓ ≤ ℓ′. It implies that E˜ϕ := {H˜ϕℓ : ℓ ∈ Ω} is an upward filtered family
of Hilbert spaces such that H˜ϕℓ ⊆ Hϕℓ for every ℓ. In other words, E˜ϕ ⊆ Eϕ. Let D˜ϕ :=
⋃
ℓ∈Ω
H˜ϕℓ
and H˜ϕ := D˜ϕ. Then {H˜ϕ; E˜ϕ; D˜ϕ} is a quantized domain in the Hilbert space H˜ϕ.
Further, by using the fact that H˜ϕℓ reduces every operator in πϕ(A), we have
πϕ(a)
∣∣
H˜ϕ
ℓ
∈ B(H˜ϕℓ ), for all a ∈ A.
Thus the map π˜ϕ : A→ C∗E˜ϕ(D˜
ϕ) defined by
π˜ϕ(a) = πϕ(a)
∣∣
D˜ϕ
, for all a ∈ A,
is well defined and is a unital contractive ∗-homomorphism. Let V˜ϕ := Vϕ. If g, h ∈ D, then
g, h ∈ Hℓ for some ℓ ∈ Ω and〈
g, V˜ ∗ϕ π˜ϕ(a)V˜ϕh
〉
Hℓ
=
〈
g, ϕ(a)h
〉
Hℓ
.
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This implies that ϕ(a) ⊆ V˜ ∗ϕ π˜ϕ(a)V˜ϕ, for all a ∈ A. By Lemma 3.1, we have
H˜ϕ = D˜ϕ =
⋃
ℓ∈Ω
H˜ϕℓ =
⋃
ℓ∈Ω
[π˜ϕ(A)V˜ϕHℓ] = [π˜ϕ(A)V˜ϕD]. 
Next, we show that the minimality condition in Definition 3.2 is appropriate in the sense
that any two minimal Stinespring representations are unitarily equivalent.
Theorem 3.4. Let
(
π˜ϕ, V˜ϕ, {H˜ϕ; E˜ϕ; D˜ϕ}
)
and
(
π̂ϕ, V̂ϕ, {Ĥϕ; Êϕ; D̂ϕ}
)
be two minimal Stine-
spring representations of the map ϕ ∈ CPCC loc
(A,C∗E(D)). Then there is a unitary operator
Uϕ : H˜ϕ → Ĥϕ such that
UϕV˜ϕ = V̂ϕ and Uϕπ˜ϕ(a) = π̂ϕ(a)Uϕ, for all a ∈ A.(3.1)
Equivalently, for every a ∈ A, the following diagram commutes:
H˜ϕ H˜ϕ
D˜ϕ D˜ϕ
H H
D̂ϕ D̂ϕ
Ĥϕ Ĥϕ
Uϕ UϕUϕ|D˜ϕ
π˜ϕ(a)
Uϕ|D˜ϕ
V˜ϕ
V̂ϕ
V˜ϕ
V̂ϕ
π̂ϕ(a)
Proof. It is assumed that the Stinespring representations under consideration are minimal.
So we have
H˜ϕ = [π˜ϕ(A)V˜ϕD] and Ĥϕ = [π̂ϕ(A)V̂ϕD].
Define Uϕ : span{π˜ϕ(A)V˜ϕD} → span{π̂ϕ(A)V̂ϕD} by
Uϕ
( n∑
i=1
π˜ϕ(ai)V˜ϕhi
)
=
n∑
i=1
π̂ϕ(ai)V̂ϕhi,
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for every ai ∈ A, hi ∈ D, i ∈ {1, 2, 3, · · · , n}, n ∈ N. Then∥∥∥Uϕ( n∑
i=1
π˜ϕ(ai)V˜ϕhi
)∥∥∥2
Ĥϕ
ℓ
=
∥∥∥ n∑
i=1
π̂ϕ(ai)V̂ϕhi
∥∥∥2
Ĥϕ
ℓ
=
n∑
i,j=1
〈
hi, V̂
∗
ϕ π̂ϕ(ai)
∗π̂ϕ(aj)V̂ϕhj
〉
Hℓ
=
n∑
i,j=1
〈
hi, ϕ(a
∗
i aj)hj
〉
Hℓ
=
n∑
i,j=1
〈
hi, V˜
∗
ϕ π˜ϕ(ai)
∗π˜ϕ(aj)V˜ϕhj
〉
Hℓ
=
∥∥∥ n∑
i=1
π˜ϕ(ai)V˜ϕhi
∥∥∥2
H˜ϕ
ℓ
,
for every ℓ ∈ Ω. This implies that Uϕ is well defined and is an isometry onto span{π̂ϕ(A)V̂ϕD}.
Thus it can be extended to the whole of H˜ϕ, denote this extension by itself. Note that Uϕ is
a unitary since it is an isometry onto Ĥϕ. From the definition of Uϕ and unitality of π˜ϕ, π̂ϕ,
we see UϕV˜ϕ = V̂ϕ.
It remains to show that Uϕπ˜ϕ(a) ⊆ π̂ϕ(a)Uϕ, for all a ∈ A. Now we observe that
dom
(
Uϕπ˜ϕ(a)
)
= {ξ ∈ D˜ : π˜ϕ(a)ξ ∈ H˜ϕ} = D˜ϕ,
and
dom
(
π̂ϕ(a)Uϕ
)
= {ξ ∈ H˜ϕ : Uϕξ ∈ D̂ϕ}
Since Uϕ is unitary, it implies that dom
(
Uϕπ˜ϕ(a)
)
= dom
(
π̂ϕ(a)Uϕ
)
, for all a ∈ A. Let
a, ai ∈ A, hi ∈ Hℓ for i ∈ {1, 2, 3, · · · , n}, n ∈ N. Then
Uϕπ˜ϕ(a)
( n∑
i=1
π˜ϕ(ai)V˜ϕhi
)
= Uϕ
( n∑
i=1
π˜ϕ(aai)V˜ϕhi
)
=
n∑
i=1
π̂ϕ(aai)V̂ϕhi
= π̂ϕ(a)
( n∑
i=1
π̂ϕ(ai)V̂ϕhi
)
= π̂ϕ(a)Uϕ
( n∑
i=1
π˜ϕ(ai)V˜ϕhi
)
,
for every ℓ ∈ Ω. Thus Uϕπ˜ϕ(a) = π̂ϕ(a)Uϕ on the dense set span{π˜ϕ(A)V˜ϕD}. Hence they
are equal on D˜ϕ. We conclude that Uϕπ˜ϕ(a) = π̂ϕ(a)Uϕ, for all a ∈ A. 
4. Randon-Nikodym theorem for local CP-maps
In this section, we present Radon-Nikodym theorem for local completely positive maps.
We need the following order relation on CPCC loc
(A,C∗E(D)).
Definition 4.1. Let ψ,ϕ ∈ CPCC loc
(A,C∗E(D)). Then ψ is said to be dominated by ϕ,
denoted by ψ ≤ ϕ, if
ϕ− ψ ∈ CPCC loc
(A,C∗E(D)) .
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In this section we fix a ϕ ∈ CPCC loc
(A,C∗E(D)) and let (πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}) be a min-
imal Stinespring representation. Firstly, the commutant of πϕ(A) is denoted by πϕ(A)′ and
it is a collection of bounded operators defined as,
(4.1) πϕ(A)′ :=
{
T ∈ B(Hϕ) : Tπϕ(a) ⊆ πϕ(a)T, for all a ∈ A
}
.
The following observation plays a crucial role in establishing our result.
Lemma 4.2. Let
(
πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}
)
be a minimal Stinespring representation for a map
ϕ ∈ CPCC loc
(A,C∗E(D)). Then[
πϕ(A)Vϕ(H⊥ℓ ∩ D)
]
= (Hϕℓ )⊥, for every ℓ ∈ Ω.
Proof. Let us fix ℓ ∈ Ω and let ξ ∈ span{πϕ(A)Vϕ(H⊥ℓ ∩ D)}. Then ξ =
n∑
i=1
πϕ(ai)Vϕhi, for
some ai ∈ A, hi ∈ H⊥ℓ ∩ D, i ∈ {1, 2, 3, · · · , n}. Now let
m∑
j=1
πϕ(bj)Vϕgj ∈ span{πϕ(A)VϕHℓ},
where bj ∈ A, gj ∈ Hℓ, j ∈ {1, 2, 3, · · · ,m}, we have〈 n∑
i=1
πϕ(ai)Vϕhi,
m∑
j=1
πϕ(bj)Vϕgj
〉
=
n∑
i=1
m∑
j=1
〈
πϕ(ai)Vϕhi, πϕ(bj)Vϕgj
〉
=
n∑
i=1
m∑
j=1
〈
hi, V
∗
ϕπϕ(ai)
∗πϕ(bj)Vϕgj
〉
=
n∑
i=1
m∑
j=1
〈
hi, V
∗
ϕπϕ(a
∗
i bj)Vϕgj
〉
=
n∑
i=1
m∑
j=1
〈
hi, ϕ(a
∗
i bj)gj
〉
= 0,
due to the fact that ϕ(a∗i bj)gj ∈ Hℓ and hi ∈ H⊥ℓ , for each i, j. It follows that
span{πϕ(A)Vϕ(H⊥ℓ ∩ D)} ⊆ (span{πϕ(A)VϕHℓ})⊥.
Thus by the minimality of Stinespring representation, we get that[
πϕ(A)Vϕ(H⊥ℓ ∩D)
] ⊆ (Hϕℓ )⊥.
Suppose there is a 0 6= η ∈ [πϕ(A)Vϕ(H⊥ℓ ∩ D)]⊥ ∩ (Hϕℓ )⊥, then we see that
(4.2) 〈η, πϕ(a)Vϕg〉 = 0 = 〈η, πϕ(a)Vϕh〉, for every a ∈ A, g ∈ H⊥ℓ ∩ D, h ∈ Hℓ.
Let x ∈ D. Then x = g + h for some g ∈ Hℓ, h ∈ H⊥ℓ ∩ D. By Equation 4.2, we have
〈η, πϕ(a)Vϕx〉 = 0, for every a ∈ A, x ∈ D. Since Hϕ = [πϕ(A)VϕD], thus 〈η, ξ〉 = 0 for all
ξ ∈ Dϕ and by the fact Dϕ is dense in Hϕ, we obtain η = 0. This contradicts the fact that
η 6= 0. Hence we have [
πϕ(A)Vϕ(H⊥ℓ ∩ D)
]
= (Hϕℓ )⊥, for every ℓ ∈ Ω. 
Proposition 4.3. Let ϕ ∈ CPCC loc
(A,C∗E(D)) and let T ∈ πϕ(A)′ ∩ C∗Eϕ(Dϕ). Then the
map ϕT : A → C∗E(D) defined by
(4.3) ϕT (a) = V
∗
ϕTπϕ(a)Vϕ
∣∣
D
, for all a ∈ A
is well-defined. Furthermore, ϕT ≤ ϕ whenever 0 ≤ T ≤ I.
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Proof. First we show that ϕT (a) ∈ C∗E(D), for all a ∈ A. Let h ∈ Hℓ and g ∈ H⊥ℓ ∩ D for
some ℓ ∈ Ω. Then Vϕ(g) = πϕ(1)Vϕ(g) ∈ (Hϕℓ )⊥ by Lemma 4.2. Thus Vϕg ∈ (Hϕℓ )⊥ and
Tπϕ(a)Vϕh ∈ Hϕℓ since πϕ(a) ∈ C∗Eϕ(Dϕ) for all a ∈ A. Therefore,〈
g, ϕT (a)h
〉
=
〈
g, V ∗ϕTπϕ(a)Vϕh
〉
=
〈
Vϕg, Tπϕ(a)Vϕh
〉
= 0,
for all a ∈ A, h ∈ Hℓ, g ∈ H⊥ℓ ∩D. It is clear that Hℓ, H⊥ℓ ∩D are invariant under ϕT (a) such
that ϕT (a)
∣∣
Hℓ
= V ∗ϕTπϕ(a)Vϕ
∣∣
Hℓ
∈ B(Hℓ) for all a ∈ A, ℓ ∈ Ω. Hence ϕT is a well-defined
map.
Suppose 0 ≤ T ≤ I. Now we show that ϕT ∈ CPCC loc
(A,C∗E(D)). Let A := [aij ]n×n ∈
Mn(A) and h1, h2, h3, · · · hn ∈ Hℓ for some ℓ ∈ Ω. Then
〈h1...
hn
 , ϕ(n)T (A)
h1...
hn
〉
Hn
ℓ
=
〈h1...
hn
 , [ϕT (aij)]n×n
h1...
hn
〉
Hn
ℓ
=
〈h1...
hn
 , [V ∗ϕTπϕ(aij)Vϕ]n×n
h1...
hn
〉
Hn
ℓ
=
〈h1...
hn
 , [V ∗ϕ√Tπϕ(aij)√TVϕ]n×n
h1...
hn
〉
Hn
ℓ
=
〈
√
TVϕh1
...√
TVϕhn
 , [πϕ(aij)]n×n

√
TVϕh1
...√
TVϕhn
〉
(Hϕ
ℓ
)n
=
〈
√
TVϕh1
...√
TVϕhn
 , π(n)ϕ (A)

√
TVϕh1
...√
TVϕhn
〉
(Hϕ
ℓ
)n
.
Since πϕ ∈ CP loc(A, C∗Eϕ
(Dϕ)), we know that for ℓ ∈ Ω there exists α ∈ Λ such that
π
(n)
ϕ (A)
∣∣
Hϕ
ℓ
≥ 0 whenever A ≥α 0 for all n. In particular,
〈h1...
hn
 , ϕ(n)T (A)
h1...
hn
〉
Hn
ℓ
=
〈
√
TVϕh1
...√
TVϕhn
 , π(n)ϕ (A)

√
TVϕh1
...√
TVϕhn
〉
Hn
ℓ
≥ 0,
whenever A ≥α 0. This implies that there exists α ∈ Λ such that for every n ∈ N we have
ϕ
(n)
T (A)
∣∣
Hn
ℓ
≥ 0, whenever A ≥α 0.
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As a result ϕT ∈ CP loc
(A, C∗E(D)). Now by using the fact that T and Vϕ are contractions,
we show ϕT ∈ CCloc
(A, C∗E (D)) as follows:
∥∥∥ϕ(n)T (A)
h1...
hn
∥∥∥2
Hn
ℓ
=
∥∥∥[ϕT (ai,j)]n×n
h1...
hn
∥∥∥2
Hn
ℓ
=
n∑
i=1
∥∥∥ n∑
j=1
ϕ
T (aij)hj
∥∥∥2
Hℓ
=
n∑
i=1
∥∥∥ n∑
j=1
V ∗ϕTπϕ(aij)Vϕhj
∥∥∥2
Hℓ
=
n∑
i=1
∥∥∥V ∗ϕT( n∑
j=1
πϕ(aij)Vϕhj
)∥∥∥2
Hℓ
≤
n∑
i=1
∥∥∥ n∑
j=1
πϕ(aij)Vϕhj
∥∥∥2
Hϕ
ℓ
=
∥∥∥π(n)ϕ (A)
Vϕh1...
Vϕhn
∥∥∥2
(Hϕ
ℓ
)n
.
Since πϕ is a locally completely contractive map, for ℓ ∈ Ω, there exists an α ∈ Λ such that
∥∥∥π(n)ϕ (B)∥∥∥
(Hϕ
ℓ
)n
≤ ‖B‖α, for every B ∈Mn(A), n ∈ N.
This implies that
∥∥∥ϕ(n)T (A)
h1...
hn
∥∥∥2
Hn
ℓ
≤
∥∥∥π(n)ϕ (A)
Vϕh1...
Vϕhn
∥∥∥2
(Hϕ
ℓ
)n
≤ ‖A‖α
∥∥∥
Vϕh1...
Vϕhn
∥∥∥2
(Hϕ
ℓ
)n
≤ ‖A‖α
∥∥∥
h1...
hn
∥∥∥2
Hn
ℓ
,
for every n ∈ N. Therefore, ϕT ∈ CPCC loc
(A,C∗E(D)) whenever 0 ≤ T ≤ I. Moreover, by the
definition of ϕT , we see that
(ϕ − ϕT )(a) = V ∗ϕπϕ(a)Vϕ
∣∣
D
− V ∗ϕTπϕ(a)Vϕ
∣∣
D
= V ∗ϕ (I − T )πϕ(a)Vϕ
∣∣
D
= ϕ(I−T )(a),
for all a ∈ A. We know that ϕ(I−T ) ∈ CPCC loc
(A,C∗E(D)) since 0 ≤ (I − T ) ≤ I and by
Definition 4.1, we have ϕT ≤ ϕ. Hence the result. 
Lemma 4.4. As above consider ϕT for T ∈ πϕ(A)′ ∩ C∗Eϕ(Dϕ). Then ϕT = 0 if and only if
T = 0.
16 B. V. RAJARAMA BHAT, ANINDYA GHATAK AND P. SANTHOSH KUMAR
Proof. Assume ϕT = 0. Let ai, bj ∈ A, gi, hj ∈ D, for i ∈ {1, 2, 3 · · ·m} and j ∈ {1, 2, 3 · · · n},
where m,n ∈ N. Then〈 n∑
j=1
πϕ(bj)Vϕhj , T
( m∑
i=1
πϕ(ai)Vϕgi
)〉
=
n∑
j=1
m∑
i=1
〈
πϕ(bj)Vϕhj , Tπϕ(ai)Vϕgi
〉
=
n∑
j=1
m∑
i=1
〈
hj , V
∗
ϕTπϕ(b
∗
jai)Vϕgi
〉
=
n∑
j=1
m∑
i=1
〈
hj , ϕT (b
∗
jai)gi
〉
= 0.
By the minimality of Stinespring representation, this implies that T = 0. The converse is
trivial. 
We may think of T as the Radon-Nikodym derivative of the map ϕT with respect to ϕ.
We consolidate our results in the following Theorem.
Theorem 4.5. Let ϕ,ψ ∈ CPCC loc
(A,C∗E(D)). Then ψ ≤ ϕ if and only if there exists a
unique T ∈ πϕ(A)′ ∩ C∗Eϕ(Dϕ) such that 0 ≤ T ≤ I and
(4.4) ψ(a) = V ∗ϕTπϕ(a)Vϕ, for all a ∈ A.
Proof. Suppose that T ∈ πϕ(A)′ ∩ C∗Eϕ(Dϕ) be such that 0 ≤ T ≤ I and ψ is defined by
equation 4.4, then by Proposition 4.3, it is clear that ψ ≤ ϕ. Now we prove the converse.
Suppose that ψ ≤ ϕ. Let us define a map S on the dense subset span{πϕ(A)Vϕ(D)} of Hϕ
by
(4.5) S
( n∑
i=1
πϕ(ai)Vϕhi
)
=
n∑
i=1
πψ(ai)Vψhi,
for ai ∈ A, hi ∈ D, i = 1, 2, 3, . . . , n, n ≥ 1. Since D is the union of Hℓ’s, and we have a
finite collection of hi’s, there exists an ℓ ∈ Ω such that hi ∈ Hℓ for every i. Further, by using
the fact that Vϕ(Hℓ) ⊆ Hϕℓ , Vψ(Hℓ) ⊆ Hψℓ , πϕ(ai)
∣∣
Hϕ
ℓ
∈ B(Hϕℓ ) and πψ(ai)
∣∣
Hψ
ℓ
∈ B(Hψℓ ) for
i = 1, 2, 3 . . . , n, we see that∥∥∥S( n∑
i=1
πϕ(ai)Vϕhi
)∥∥∥2
Hψ
ℓ
=
∥∥∥ n∑
i=1
πψ(ai)Vψhi
∥∥∥2
Hψ
ℓ
=
n∑
i,j=1
〈
πψ(ai)Vψhi, πψ(aj)Vψhj
〉
Hψ
ℓ
=
n∑
i,j=1
〈
hi, V
∗
ψπψ(a
∗
i aj)Vψhj
〉
Hℓ
=
n∑
i,j=1
〈
hi, ψ(a
∗
i aj)hj
〉
Hℓ
=
〈h1...
hn
 , ψ(n)([a∗i aj]n×n)
h1...
hn
〉
Hn
ℓ
.
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That is,
(4.6)
∥∥∥S( n∑
i=1
πϕ(ai)Vϕhi
)∥∥∥2
Hψ
ℓ
=
〈h1...
hn
 , ψ(n)([a∗i aj]n×n)
h1...
hn
〉
Hn
ℓ
.
From the assumption of ψ ≤ ϕ, it follows that for each ℓ ∈ Ω, there exist α ∈ Λ such that
ϕ(n)(A)− ψ(n)(A)∣∣
Hn
ℓ
≥ 0, whenever A ≥α 0 inMn(A),
for every n ∈ N. In particular, we have [a∗i aj ]n×n ≥α 0 in Mn(A), for every α ∈ Ω, n ∈ N.
This implies that
〈h1...
hn
 , ψ(n)([a∗i aj]n×n)
h1...
hn
〉
Hn
ℓ
(4.7)
≤
〈h1...
hn
 , ϕ(n)([a∗i aj]n×n)
h1...
hn
〉
Hn
ℓ
.
Thus by Equations (4.6), (4.7), we get that
∥∥∥S( n∑
i=1
πϕ(ai)Vϕhi
)∥∥∥2
Hψ
ℓ
≤
〈h1...
hn
 , ϕ(n)([a∗i aj]n×n)
h1...
hn
〉
Hn
ℓ
≤
n∑
i,j=1
〈
hi, V
∗
ϕπϕ(a
∗
i aj)Vϕhj
〉
Hℓ
=
n∑
i,j=1
〈
πϕ(ai)Vϕhi, πϕ(aj)Vϕhj
〉
Hϕ
ℓ
=
∥∥∥ n∑
i=1
πϕ(ai)Vϕhi
∥∥∥2
Hϕ
ℓ
,
for every ℓ ∈ Ω, n ∈ N. This shows that S is well defined and is a contraction on the dense
set span{πϕ(A)Vϕ(D)}. Hence it can be extended to whole of Hϕ and again we denote it
by S. Then S ∈ B(Hϕ,Hψ) is a contraction. Moreover, by the definition of S and above
observations, it follows that
(4.8) S(Hϕℓ ) ⊆ Hψℓ and S
∣∣
Hϕ
ℓ
∈ B(Hϕℓ ,Hψℓ ), for every ℓ ∈ Ω.
Let us take T = S∗S. It is clear that 0 ≤ T ≤ I and T ∈ C∗Eϕ(Dϕ) by Equation (4.8). First,
we show that T ∈ πϕ(A)′ as follows: Let a, ai ∈ A, hi ∈ D, i ∈ {1, 2, 3 . . . n}, where n ∈ N.
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Then
Sπϕ(a)
( n∑
i=1
πϕ(ai)Vϕhi
)
= S
( n∑
i=1
πϕ(aai)Vϕhi
)
=
n∑
i=1
πψ(aai)Vψhi
= πψ(a)
( n∑
i=1
πψ(ai)Vψhi
)
= πψ(a)S
( n∑
i=1
πϕ(ai)Vϕhi
)
.
By the continuity of S, we get that Sπϕ(a) = πψ(a)S on dom(Sπϕ(a)) = D, for all a ∈ A.
Since D ⊆ dom(πψ(a)S) = {x ∈ Hϕ : Sx ∈ Dψ}, we have
(4.9) Sπϕ(a) ⊆ πψ(a)S, for all a ∈ A.
Since πϕ and πψ are ∗-homomorphisms, by taking adjoints on both side of Equation (4.9),
we have
(4.10) S∗πψ(a) ⊆ πϕ(a)S∗, for all a ∈ A.
From Equations (4.9), (4.10) it follows that
Tπϕ(a) = S
∗Sπϕ(a) ⊆ S∗πψ(a)S ⊆ πϕ(a)S∗S = πϕ(a)T,
for all a ∈ A. Equivalently, T ∈ πϕ(A)′. Next, for every a ∈ A and h, k ∈ D, we have〈
k, V ∗ϕTπϕ(a)Vϕh
〉
=
〈
k, V ∗ϕS
∗Sπϕ(a)Vϕh
〉
=
〈
SVϕk, Sπϕ(a)Vϕh
〉
=
〈
Vψk, πψ(a)Vψh
〉
=
〈
k, V ∗ψπψ(a)Vψh
〉
=
〈
k, V ∗ψπψ(a)Vψh
〉
=
〈
k, ψ(a)h
〉
.
Therefore, ψ(a) = V ∗ϕTπϕ(a)Vϕ, for all a ∈ A. Furthermore, the uniqueness of T follows from
Lemma 4.4. Hence the result. 
Corollary 4.6. The map ζ :
{
T ∈ πϕ(A)′ ∩ C∗Eϕ(Dϕ) : 0 ≤ T ≤ I
} −→ [0, ϕ] defined by
ζ(T ) = ϕT ,
is an order isomorphism preserving convexity structure:
ζ(pT1 + (1− p)T2) = pζ(T1) + (1− p)ζ(T2)
for 0 ≤ p ≤ 1 and 0 ≤ T1, T2 ≤ I in πϕ(A)′ ∩C∗Eϕ(Dϕ).
Proof. By Lemma 4.4 and Theorem 4.5, it follows that the map ζ is bijective. Next, we
show that ζ is order preserving. Let 0 ≤ T ≤ S ≤ I. Then (S − T ) ∈ πϕ(A)′ ∩ C∗Eϕ(Dϕ),
0 ≤ (S − T ) ≤ I and by Proposition 4.3, we have
ζ(S)− ζ(T ) = ϕS − ϕT = ϕ(S−T ) ∈ CPCC loc
(A,C∗E(D)) .
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This shows that ζ(T ) ≤ ζ(S). The second part is obvious from the definition of ζ. 
5. Stinespring’s representation for local CP-inducing maps
We recall the notion of local CP-inducing map on Hilbert modules over locally C∗-algebra
(see Definition 2.12). Let E be a Hilbert module over a locally C∗-algebraA and let {H; E ;D},
{K;F ;O} be a quantized domains. A map Φ: E → C∗E,F (D,O) is said to be local CP-inducing
map if there is a ϕ ∈ CPCC loc
(A,C∗E(D)) such that〈
Φ(x),Φ(y)
〉
= ϕ(〈x, y〉), for all x, y ∈ E.
Let us denote the class of local CP-inducing maps on E by Cloc(E,C
∗
E,F (D,O)). From
now on wards, we denote the local CP-inducing map Φ along with the associated ϕ ∈
CPCC loc
(A,C∗E(D)) by the pair (ϕ,Φ). In this section, we prove Stinespring’s theorem for lo-
cal CP-inducing maps (ϕ,Φ) and discuss the minimality of such representations. This result
can be seen as a generalization of [4, Theorem 2.1].
The followng lemma plays a key role in proving our result and its advantage may be noticed
repeatedly. Throughout this section, A denotes a unital locally C∗-algebra and E denotes a
Hilbert A-module.
Lemma 5.1. Let {H; E ;D} and {K;F ;O} be quantized domains in H and K respectively.
Then for any complex linear map Φ: E → C∗E,F (D,O) we have⋃
ℓ∈Ω
[Φ(E)Hℓ] = [Φ(E)D].
Proof. This is clear as D = ⋃
ℓ∈Ω
Hℓ. 
Theorem 5.2. Let Φ: E → C∗E,F (D,O) be a local CP-inducing map associated to ϕ ∈
CPCC loc
(A,C∗E(D)). Then there exists a pair of triples((
πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}
)
,
(
ρΦ,WΦ, {KΦ;FΦ;OΦ}
))
, where
(1) {Hϕ; Eϕ;Dϕ} and {KΦ;FΦ;OΦ} are quantized domains in Hilbert spaces Hϕ and KΦ
respectively,
(2) πϕ : A → C∗Eϕ(Dϕ) is a unital local contractive ∗-homomorphism and the map ρΦ : E →
C∗
Eϕ,FΦ
(Dϕ,OΦ) is a πϕ-morphism,
(3) Vϕ : H → Hϕ and WΦ : K → KΦ are contractions,
such that
Vϕ(E) ⊆ Eϕ, ϕ(a) ⊆ V ∗ϕπϕ(a)Vϕ, for all a ∈ A
and
WΦ(F) ⊆ FΦ, Φ(x) ⊆W ∗ΦρΦ(x)Vϕ, for all x ∈ E.
Proof. Since ϕ ∈ CPCC loc
(A,C∗E(D)), by Theorem 2.10, there is a Stinespring’s representation
for ϕ denoted by the triple
(
πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}
)
, where {Hϕ; Eϕ;Dϕ} is a quantized domain
in a Hilbert space Hϕ with the upward filtered family Eϕ = {Hϕℓ : ℓ ∈ Ω} and the union
space Dϕ. Further, Vϕ : H → Hϕ is a contraction and πϕ : A → C∗Eϕ(Dϕ) is a unital local
contractive ∗-homomorphism such that
Vϕ(E) ⊆ Eϕ and ϕ(a) ⊆ V ∗ϕπϕ(a)Vϕ, for all a ∈ A.
With out loss of generality, by Proposition 3.3, we consider πϕ to be minimal Stinespring
representation for ϕ. That is, Hϕℓ = [πϕ(A)VϕHℓ], for every ℓ ∈ Ω and consequently,
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[πϕ(A)VϕD] = Hϕ. Now we construct a quantized domain {KΦ;FΦ;OΦ} as follows: Let
us define
KΦℓ := [Φ(E)Hℓ], for each ℓ ∈ Ω;
the union space OΦ := ⋃
ℓ∈Ω
KΦℓ and the Hilbert space KΦ := OΦ. Then the family denoted by
FΦ := {KΦℓ : ℓ ∈ Ω} is an upward filtered family since
Φ(x)ξ ∈ Hℓ ⊆ Hℓ′ for every x ∈ E and ξ ∈ Hℓ, ℓ ≤ ℓ′.
This implies that {KΦ;FΦ;OΦ} is a quantized domain in the Hilbert space KΦ. Note that
KΦℓ ⊆ Kℓ for every ℓ ∈ Ω and so KΦ ⊆ K by the construction.
For each x ∈ E, we define ρΦ(x) : Dϕ → OΦ by
ρΦ(x)
( n∑
i=1
πϕ(ai)Vϕhi
)
=
n∑
i=1
Φ(xai)hi,
for i ∈ {1, 2, · · · n}, n ∈ N, ai ∈ A, hi ∈ Hℓ for some ℓ ∈ Ω. First, we show that ρΦ(x) is well
defined, for all x ∈ E. For each ℓ ∈ Ω, we see that∥∥∥ρΦ(x)∣∣Hϕ
ℓ
( n∑
i=1
πϕ(ai)Vϕhi
)∥∥∥2
KΦ
ℓ
=
∥∥∥( n∑
i=1
Φ(xai)hi
)∥∥∥2
KΦ
ℓ
=
n∑
i,j=1
〈
Φ(xai)hi,Φ(xaj)hj
〉
KΦ
ℓ
=
n∑
i,j=1
〈
hi,Φ(xai)
∗Φ(xaj)hj
〉
Hℓ
=
n∑
i,j=1
〈
hi, ϕ
(
a∗i 〈x, x〉aj
)
hj
〉
Hℓ
=
n∑
i,j=1
〈
hi, V
∗
ϕπϕ
(
a∗i 〈x, x〉aj
)
Vϕhj
〉
Hℓ
=
n∑
i,j=1
〈
πϕ(ai)Vϕhi, πϕ
(〈x, x〉)πϕ(aj)Vϕhj〉
Hϕ
ℓ
=
〈 n∑
i=1
πϕ(ai)Vϕhi, πϕ
(〈x, x〉) n∑
j=1
πϕ(aj)Vϕhj
〉
Hϕ
ℓ
≤
∥∥∥πϕ(〈x, x〉)|Hϕ
ℓ
∥∥∥∥∥∥ n∑
i=1
πϕ(ai)Vϕhi
∥∥∥2
Hϕ
ℓ
≤ ‖〈x, x〉‖2α
∥∥∥ n∑
i=1
πϕ(ai)Vϕhi
∥∥∥2
Hϕ
ℓ
,
for some α ∈ Λ. This implies that ρΦ(x) is well defined and ρΦ(x)
∣∣
Hϕ
ℓ
∈ B(Hϕℓ ,KΦℓ ), for
all x ∈ E, ℓ ∈ Ω. Equivalently, ρΦ(x) ∈ C∗Eϕ,FΦ(Dϕ,OΦ), for all x ∈ E. It is enough to
show that ρΦ is a πϕ-morphism. Let x, y ∈ E, ai, bj ∈ A, hi, gj ∈ Hℓ, for i ∈ {1, 2, 3, · · · n},
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j ∈ {1, 2, 3, · · ·m}, m,n ∈ N. Then computations similar to the computations above yield,〈 n∑
i=1
πϕ(ai)Vϕhi, ρΦ(x)
∗ρΦ(y)
n∑
j=1
πϕ(bj)Vϕgj
〉
KΦ
ℓ
=
〈 n∑
i=1
πϕ(ai)Vϕhi, πϕ
(〈x, y〉) m∑
j=1
πϕ(bj)Vϕgj
〉
Hϕ
ℓ
.
It follows that ρΦ(x)
∗ρΦ(y) = πϕ(〈x, y〉) on the dense set span{πϕ(A)VϕHℓ} of Hϕℓ for every
ℓ ∈ Ω. Since D = ⋃
ℓ∈Ω
Hϕℓ , we conclude that ρΦ is a πϕ-morphism. We know by the construc-
tion that KΦ is a closed subspace of K. Let WΦ be the orthogonal projection of K onto KΦ
thought of as an operator from K to KΦ. Then WΦW ∗Φ = IKΦ , the identity operator on KΦ.
Moreover, if x ∈ E and h ∈ D, then h ∈ Hℓ for some ℓ ∈ Ω and
W ∗ΦρΦ(x)Vϕh = ρΦ(x)
(
πϕ(1)Vϕh
)
= Φ(x)h.
This shows that Φ(x) ⊆W ∗ΦρΦ(x)Vϕ, for all x ∈ E. 
Note 5.3. Let Φ ∈ Cloc(E,C∗E,F (D,O)) with the associated ϕ ∈ CPCC loc
(A,C∗E(D)). We
say a pair of triples
((
πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}
)
,
(
ρΦ,WΦ, {KΦ;FΦ;OΦ}
))
is a Stinespring rep-
resentation for the pair (ϕ,Φ) if it satisfies conditions (1), (2) and (3) of Theorem 5.2.
Definition 5.4. We call that a pair of triples((
πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}
)
,
(
ρΦ,WΦ, {KΦ;FΦ;OΦ}
))
is minimial Stinespring representaton for the pair (ϕ,Φ) if the following conditions hold:
(1) Eϕ ⊆ E and Hϕℓ = [πϕ(A)VϕHℓ] for every ℓ ∈ Ω;
(2) FΦ ⊆ F and KΦℓ = [ρΦ(A)VϕHℓ] for every ℓ ∈ Ω.
Now we show that given any Stinespring representation we can modify the spaces so as to
get a minimal Stinespring representation.
Proposition 5.5. Let
((
πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}
)
,
(
ρΦ,WΦ, {KΦ;FΦ;OΦ}
))
be a Stinespring
representation for the pair (ϕ,Φ). Then there is another Stinespring representation((
π˜ϕ, V˜ϕ, {H˜ϕ; E˜ϕ; D˜ϕ}
)
,
(
ρ˜Φ, W˜Φ, {K˜Φ; F˜Φ; O˜Φ}
))
such that
(1) E˜ϕ ⊆ Eϕ and F˜Φ ⊆ FΦ;
(2) H˜ϕ = [π˜ϕ(A)V˜ϕD] and K˜Φ = [ρ˜Φ(E)V˜ϕD].
Proof. Consider
(
πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}
)
is a Stinespring representation for ϕ. By Proposition
3.3, there exists another Stinespring representation
(
π˜ϕ, V˜ϕ, {H˜ϕ; E˜ϕ; D˜ϕ}
)
such that H˜ϕ =
[π˜ϕ(A)V˜ϕD]. We recall from the construction of this representation that H˜ϕℓ = [πϕ(A)VϕHℓ]
for every ℓ ∈ Ω, E˜ϕ = {H˜ϕℓ : ℓ ∈ Ω} is an upward filtered family with the union space
D˜ϕ = ⋃
ℓ∈Ω
H˜ϕℓ is dense in H˜ϕ. Clearly, E˜ϕ ⊆ Eϕ. Also V˜ϕ = Vϕ and π˜ϕ(a) = πϕ(a)
∣∣
D˜ϕ
, for all
a ∈ A.
Similarly, let us define K˜Φℓ := [ρΦ(E)VϕHℓ], for every ℓ ∈ Ω and O˜Φ :=
⋃
ℓ∈Ω
K˜Φℓ . Then
K˜Φℓ ⊆ KΦℓ and K˜Φℓ ⊆ K˜Φℓ′ , for each ℓ ≤ ℓ′. It implies that F˜Φ ⊆ FΦ and F˜Φ := {K˜Φℓ : ℓ ∈ Ω}
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is an upward filtered family in the Hilbert space K˜Φ := O˜Φ. As a result, {K˜Φ; F˜Φ; O˜Φ} is a
quantized domain in K˜Φ. Define ρ˜Φ(x) : D˜ϕ → O˜Φ by
ρ˜Φ(x) := ρΦ(x)
∣∣
D˜ϕ
, for all x ∈ E.
Clearly, ρ˜Φ(x)
∣∣
H˜ϕ
ℓ
∈ B(H˜ϕℓ , K˜Φℓ ) for each ℓ ∈ Ω. This implies that the following map
ρ˜Φ : E → C∗E˜ϕ,F˜Φ(D˜
ϕ, O˜Φ)
is well defined. Also ρ˜Φ is a π˜ϕ-morphism since〈
πϕ(a)Vϕh, ρ˜Φ(x)
∗ ρ˜Φ(y)
(
πϕ(b)Vϕg
)〉
K˜Φ
ℓ
=
〈
ρ˜Φ(x)πϕ(a)Vϕh, ρ˜Φ(y)
(
πϕ(b)Vϕg
)〉
K˜Φ
ℓ
=
〈
Φ(xa)h, Φ(yb)h
〉
Kℓ
=
〈
h, Φ(xa)∗Φ(yb)g
〉
Hℓ
=
〈
h, ϕ(a∗〈x, y〉b)g
〉
Hℓ
=
〈
πϕ(a)Vϕh, πϕ
(〈x, y〉)πϕ(b)Vϕg〉
H˜ϕ
ℓ
,
for every a, b ∈ A, g, h ∈ Hℓ, ℓ ∈ Ω and x, y ∈ E. Let W˜Φ be the orthogonal projection of K
onto K˜Φ. If h ∈ D, then h ∈ Hℓ for some ℓ ∈ Ω and
W˜ ∗Φρ˜Φ(x)V˜ϕh = ρ˜Φ(x)π˜ϕ(1)Vϕh = Φ(x)h.
Thus Φ(x) ⊆ W˜ ∗Φρ˜Φ(x)V˜ϕ, for all x ∈ E. Therefore, the pair of triples((
π˜ϕ, V˜ϕ, {H˜ϕ; E˜ϕ; D˜ϕ}
)
,
(
ρ˜Φ, W˜Φ, {K˜Φ; F˜Φ; O˜Φ}
))
is the desired Stinespring representation for (ϕ,Φ). 
Now, we show that any two minimal Stinespring representations for the pair (ϕ,Φ) are
unitary equivalant.
Theorem 5.6. Suppose that
((
π˜ϕ, V˜ϕ, {H˜ϕ; E˜Φ; D˜ϕ}
)
,
(
ρ˜Φ, W˜Φ, {K˜Φ; F˜Φ; O˜Φ}
))
and((
π̂ϕ, V̂ϕ, {Ĥϕ; ÊΦ; D̂ϕ}
)
,
(
ρ̂Φ, ŴΦ, {K̂Φ; F̂Φ; ÔΦ}
))
are two minimal Stinespring representa-
tions for the pair (ϕ,Φ). Then there exist unitary operators Uϕ : H˜ϕ → Ĥϕ and UΦ : K˜Φ → K̂Φ
such that
(1) UϕV˜ϕ = V̂ϕ, Uϕπ˜ϕ(a) = π̂ϕ(a)Uϕ, for all a ∈ A and
(2) UΦW˜Φ = ŴΦ, UΦρ˜Φ(x) = ρ̂Φ(x)UΦ, for all x ∈ E.
Equivalently, for every a ∈ A, x ∈ E, the following diagram commutes:
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H˜ϕ H˜ϕ K˜Φ
D˜ϕ D˜ϕ O˜Φ
H K
D̂ϕ D̂ϕ ÔΦ
Ĥϕ Ĥϕ K̂Φ
Uϕ UΦUϕ|D˜ϕ
π˜ϕ(a)
Uϕ|D˜ϕ
ρ˜
Φ(x)
UΦ|O˜Φ
V˜ϕ
V̂ϕ
W˜Φ
ŴΦ
π̂ϕ(a) ρ̂Φ(x)
Proof. Since E˜ϕ ⊆ E , H˜ϕ = [π˜ϕ(A)V˜ϕD] and Êϕ ⊆ E , Ĥϕ = [π̂ϕ(A)V̂ϕD], we see that(
π˜ϕ, V˜ϕ, {H˜ϕ; E˜Φ; D˜ϕ}
)
and
(
π̂ϕ, V̂ϕ, {Ĥϕ; ÊΦ; D̂ϕ}
)
are two minimal Stinespring representa-
tions for ϕ. It is clear from Theorem 3.4 that there exists a unitary operator Uϕ : H˜ϕ → Ĥϕ
such that
UϕV˜ϕ = V̂ϕ, Uϕπ˜ϕ(a) = π̂ϕ(a)Uϕ, for all a ∈ A
.
Now we define UΦ : span
{
ρ˜Φ(E)V˜ϕD
}→ span{ρ̂Φ(E)V̂ϕD} by
UΦ
( n∑
i=1
ρ˜Φ(xi)V˜ϕhi
)
=
n∑
i=1
ρ̂Φ(xi)V̂ϕhi,
for all xi ∈ E, hi ∈ D, i ∈ {1, 2, 3, · · · n}, n ∈ N. Then∥∥∥UΦ( n∑
i=1
ρ˜Φ(xi)V˜ϕhi
)∥∥∥2
K̂Φ
ℓ
=
∥∥∥ n∑
i=1
ρ̂Φ(xi)V̂ϕhi
∥∥∥2
K̂Φ
ℓ
=
n∑
i,j=1
〈
hi, V̂
∗
ϕ
ρ̂Φ(xi)
∗ρ̂Φ(xj)V̂ϕhj
〉
Hℓ
=
n∑
i,j=1
〈
hi, V̂
∗
ϕ π̂ϕ
(〈xi, xj〉)V̂ϕhj〉
Hℓ
=
n∑
i,j=1
〈
hi, V˜
∗
ϕ π˜ϕ
(〈xi, xj〉)V˜ϕhj〉
Hℓ
=
∥∥∥( n∑
i=1
ρ˜Φ(xi)V˜ϕhi
)∥∥∥2
K˜Φ
ℓ
,
for every ℓ ∈ Ω. This implies that UΦ is well defined and is an isometry. Thus it can be
extended to the whole of K˜Φ. Denote this extension by UΦ it self. Note that UΦ is a unitary
since it is an isometry onto K̂Φ. We know from hypothesis that
(5.1) Φ(x)h = W˜ ∗Φρ˜Φ(x)V˜ϕh = Ŵ
∗
Φ
ρ̂Φ(x)V̂ϕh, for every h ∈ D, x ∈ E.
By the definition of UΦ, we can rewrite the above Equation (5.1) as,(
W˜ ∗Φ − Ŵ ∗ΦUΦ
)
ρ˜Φ(x)V˜ϕh = 0, for all h ∈ D, x ∈ E.
24 B. V. RAJARAMA BHAT, ANINDYA GHATAK AND P. SANTHOSH KUMAR
Since H˜ϕ = [ρ˜Φ(E)V˜ϕD], we have W˜ ∗Φ = Ŵ ∗ΦUΦ. By taking adjoint and multiplying with UΦ
on both sides, we get that UΦW˜Φ = ŴΦ.
Now we show that UΦρ˜Φ(x) = ρ̂Φ(x)UΦ, for all x ∈ E. Using the fact that Uϕ is a unitary
and Uϕ
(D˜ϕ) = D̂ϕ, it is easy to see that dom(UΦρ˜Φ(x)) = Dϕ = dom(ρ̂Φ(x)UΦ), for all
x ∈ E. Let xi ∈ E, aj ∈ A, hi, gj ∈ Hℓ for i ∈ {1, 2, 3, · · · n}, j ∈ {1, 2, 3, · · ·m}, n,m ∈ N.
Then 〈 n∑
i=1
ρ̂Φ(xi)V̂ϕhi, UΦρ˜Φ(x)
( m∑
j=1
π˜ϕ(aj)V˜ϕgj
)〉
K̂Φ
ℓ
=
n,m∑
i,j=1
〈
hi, V̂
∗
ϕ
ρ̂Φ(xi)
∗ρ̂Φ(xaj)V̂ϕgj
〉
Hℓ
=
n,m∑
i,j=1
〈
hi, V̂
∗
ϕ π̂ϕ
(〈xi, x〉aj)V̂ϕgj〉
Hℓ
=
n,m∑
i,j=1
〈
hi, V̂
∗
ϕ π̂ϕ
(〈xi, x〉)π̂ϕ(aj)V̂ϕgj〉
Hℓ
=
n,m∑
i,j=1
〈
hi, V˜
∗
ϕ
ρ̂Φ(xi)
∗ρ̂Φ(x)UΦ
(
π˜ϕ(aj)V˜ϕgj
)〉
Hℓ
=
〈 n∑
i=1
ρ̂Φ(xi)V̂ϕhi, ρ̂Φ(x)UΦ
( m∑
j=1
π˜ϕ(aj)V˜ϕgj
)〉
K̂Φ
ℓ
,
Thus UΦρ˜Φ(x) = ρ̂Φ(x)UΦ on the dense set span{π˜ϕ(A)V˜ϕD} and hence they are equal on
D˜ϕ. We conclude that UΦρ˜Φ(x) = ρ̂Φ(x)UΦ, for all x ∈ E. 
6. Radon-Nikodym theorem for Local CP-inducing maps
In this section, motivated by the work of Joita [13], we provide order relation on the class
of all local CP-inducing maps defined on some Hilbert module over a locally C∗-algebra.
Throughout this section E denotes a Hilbert module over the locally C∗-algebra A and
{H; E ;D}, {K;F ;O} are quantized domains.
Let us begin our discussion with the following definition which describes order on the class
Cloc(E,C
∗
E,F (D,O)). Also, for any given Φ ∈ Cloc(E,C∗E,F (D,O)), we compute Randon-
Nikodym derivative and characterize all the maps that are dominated by Φ.
Definition 6.1. Let Φ,Ψ ∈ Cloc(E,C∗E,F (D,O)), where Φ is a ϕ-map and Ψ is a ψ-map,
ϕ,ψ ∈ CPCC loc
(A,C∗E(D)) . We say that Ψ is dominated by Φ with the notation Ψ  Φ, if
ϕ− ψ ∈ CPCC loc
(A,C∗E(D)) .
Remark 6.2. Let Φi ∈ Cloc(E,C∗E,F (D,O)) for i = 1, 2, 3. Then following are some immediate
observations:
(i) Φ1  Φ1.
(ii) If Φ1  Φ2 and Φ2  Φ3, then Φ1  Φ3.
(ii) If Φ1  Φ2 and Φ2  Φ1, then ϕ1 = ϕ2.
Definition 6.3. Let Φ1,Φ2 ∈ Cloc(E,C∗E,F (D,O)), where Φi is ϕi-map, ϕi ∈ CPCC loc
(A,C∗E(D))
for i = 1, 2. We say that Φ1 is equivalent to Φ2, denoted by Φ1 ∼ Φ2 if and only if ϕ1 = ϕ2.
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Note that ∼ is an equivalence relation on Cloc(E,C*E,F (D,O)) and the equivalence class of
Φ ∈ Cloc(E,C*E,F (D,O)) is denoted by [Φ]. The following theorem characterizes the equiva-
lence class via partial isometries.
Theorem 6.4. Let Φ,Ψ ∈ Cloc(E,C∗E,F (D,O)). Then Ψ ∈ [Φ] if and only if there is a partial
isometry W ∈ B(K) satisfying, W ∗W = PKΨ and WW ∗ = PKΦ such that,
Ψ(x) =WΦ(x), for all x ∈ E.
Proof. Let Φ and Ψ be ϕ-map and ψ-map respectively, where ϕ and ψ ∈ CPCC loc
(A,C∗E(D)).
With out loss of generality, we assume that
(
(πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}), (ρΦ,WΦ, {KΦ;FΦ;OΦ})
)
and
(
(πψ, Vψ, {Hψ; Eψ;Dψ}), (ρΨ,WΨ, {KΨ;FΨ;OΨ})
)
are the minimal Stinespring’s triples
associated to (ϕ,Φ) and (ψ,Ψ) respectively. Suppose that Ψ ∈ [Φ], then ϕ = ψ. Now we
define
U
( n∑
i=1
ρΦ(xi)Vϕhi
)
=
n∑
i=1
ρΨ(xi)Vψhi,
for every xi ∈ E, hi ∈ Hℓ, i ∈ {1, 2, 3, . . . , n} and ℓ ∈ Ω. Then∥∥∥ n∑
i=1
ρΨ(xi)Vψhi
∥∥∥2
KΨ
ℓ
=
n∑
i,j=1
〈
hi, V
∗
ψ
ρΨ(xi)
∗ρΨ(xj)Vψhj
〉
Hℓ
=
n∑
i,j=1
〈
hi, V
∗
ϕπϕ(〈xi, xj〉)Vϕhj
〉
Hℓ
=
n∑
i,j=1
〈
hi, V
∗
ϕ
ρΦ(xi)
∗ρΦ(xj)Vϕhj
〉
Hℓ
=
∥∥∥ n∑
i=1
ρΦ(xi)Vϕhi
∥∥∥2
KΦ
ℓ
.
It shows that U is an isometry that maps a dense subset of KΦℓ to a dense subset of KΨℓ , for
every ℓ ∈ Ω. Therefore it can be extended to a unitary, again denote it by U ∈ B(KΦ,KΨ).
If we take W = W ∗ΨUWΦ, then clearly, we see that W
∗W = PKΦ and WW
∗ = PKΨ .
Moreover, for every x ∈ E, we have
Ψ(x) =W ∗ΨρΨ(x)Vψ|D =W ∗ΨUρΦ(x)Vϕ|D =W ∗ΨUWΦW ∗ΦρΦ(x)Vϕ|D =WΦ(x).
Hence proved. 
Let Φ ∈ Cloc(E,C∗E,F (D,O)). Then
((
πϕ, Vϕ, {Hϕ; Eϕ;Dϕ}
)
,
(
ρΦ,WΦ, {KΦ;FΦ;OΦ}
))
is
a Stinespring’s representation of (ϕ,Φ). We define the commutant, denoted by ρΦ(E)
′, of
ρΦ(E) as,
ρΦ(E)
′ :=
{
T ⊕ S ∈ B(Hϕ ⊕KΦ) : SρΦ(x) ⊆ ρΦ(x)T and
TρΦ(x)
∗ ⊆ ρΦ(x)∗S, for all x ∈ E
}
.
Now, we show some results that are required to establish our main result.
Lemma 6.5. If T ⊕ S ∈ ρΦ(E)′ ∩ C∗Eϕ⊕FΦ(Dϕ ⊕ OΦ), then for all x ∈ E, we have the
following:
(i) T ∗ρΦ(x)
∗ ⊆ ρΦ(x)∗S∗,
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(ii) S∗ρΦ(x) ⊆ ρΦ(x)T ∗. Moreover S is uniquely determined by T .
Proof. In order to prove (i), let
n∑
i=1
ρΦ(xi)Vϕhi ∈ span{ρΦ(E)VϕD} and
n∑
j=1
πϕ(bj)Vϕgj ∈
span{πϕ(A)VϕD}, for gj ∈ A, j ∈ {1, 2, 3, . . . ,m}. Since D is the union space of upward
filtered family E , there is ℓ ∈ Ω with hi, gj ∈ Hℓ for i ∈ {1, 2, 3, . . . , n} and j ∈ {1, 2, 3, . . . ,m}.
We see that〈
T ∗ρΦ(x)
∗
( n∑
i=1
ρΦ(xi)Vϕhi
)
,
m∑
j=1
πϕ(bj)Vϕgj
〉
Hϕ
ℓ
=
〈
ρΦ(x)
∗
( n∑
i=1
ρΦ(xi)Vϕhi
)
, T
( n∑
j=1
πϕ(bj)Vϕgj
)〉
Hϕ
ℓ
=
〈 n∑
i=1
ρΦ(xi)Vϕhi, ρΦ(x)T
( n∑
j=1
πϕ(bj)Vϕgj
)〉
KΦ
ℓ
=
〈 n∑
i=1
ρΦ(xi)Vϕhi, SρΦ(x)(
n∑
j=1
πϕ(bj)Vϕgj)
〉
KΦ
ℓ
=
〈
S∗(
n∑
i=1
ρΦ(xi)Vϕhi), ρΦ(x)(
n∑
j=1
πϕ(bj)Vϕgj)
〉
KΦ
ℓ
=
〈
ρΦ(x)
∗S∗(
n∑
i=1
ρΦ(xi)Vϕhi),
n∑
j=1
πϕ(bj)Vϕgj
〉
Hϕ
ℓ
.
Since span{πϕ(A)VϕHℓ} is dense in Hϕℓ and span{ρΦ(E)VϕHℓ} is dense in KΦℓ , therefore
T ∗ρΦ(x)
∗|KΦ
ℓ
= ρΦ(x)
∗S∗|KΦ
ℓ
for every ℓ ∈ Ω. Hence, we have T ∗ρΦ(x)∗ ⊆ ρΦ(x)∗S∗. Same
reasoning can be applied to prove (ii). The second part follows, as SρΦ(x)Vϕh = ρΦ(x)TVϕh
for x ∈ E, h ∈ Hl and [ρΦ(E)VϕHℓ] = KΦℓ , for every ℓ ∈ Ω.

Proposition 6.6. Let T ⊕S ∈ ρΦ(E)′ ∩C∗Eϕ⊕FΦ(Dϕ⊕OΦ) be such that 0 ≤ T ⊕S ≤ I, then
the map ΦT⊕S : E → C∗E,F(D,O) defined by
(6.1) ΦT⊕S(x) =W
∗
Φ
√
SρΦ(x)
√
TVϕ
∣∣
D
, for all x ∈ E,
is a ϕT 2-map. Moreover, ΦT⊕S  Φ.
Proof. We show that the map ΦT⊕S defined in Equation (6.1) is well defiend. Notice that,
for each ℓ ∈ Ω, Vϕ(Hℓ) ⊆ Hϕℓ ,
√
T (Hϕℓ ) ⊆ Hϕℓ and
√
S(KΦℓ ) ⊆ KΦℓ . Moreover, W ∗Φ : KΦℓ →
Kℓ is an inclusion map. Thus ΦT⊕S(x)(Hℓ) ⊆ Kℓ, for each ℓ ∈ Ω. It is easy to see that
ΦT⊕S(x)
∣∣
Hℓ
∈ B(Hℓ,Kℓ). Let η ∈ H⊥ℓ ∩ D. Then for each ξ ∈ Kℓ, we have〈
W ∗Φ
√
SρΦ(x)
√
TVϕη, ξ
〉
K
=
〈√
SρΦ(x)
√
TVϕη,WΦξ
〉
KΦ
=
〈
ρΦ(x)TVϕη,WΦξ
〉
KΦ
=
〈
ρΦ(x)Tπϕ(1)Vϕη,WΦξ
〉
KΦ
=
〈
ρΦ(x)Tπϕ(1)Vϕη,WΦξ
〉
KΦ
.
We know by Lemma 4.2 that πϕ(1)Vϕη ∈ (Hϕℓ )⊥ ∩ Dϕ and T ((Hϕℓ )⊥ ∩ Dϕ) ⊆ (Hϕℓ )⊥ ∩ Dϕ
and ρϕ(x)((Hϕℓ )⊥ ∩Dϕ) ⊆ (KΦℓ )⊥ ∩ OΦ. It implies that ρΦ(x)Tπϕ(1)Vϕη ∈ (KΦℓ )⊥ ∩ OΦ.
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Since WΦ(ξ) ∈ KΦℓ , we have
〈
ΦT⊕S(x)(η), ξ
〉
K
= 0 for all ξ ∈ Kℓ.
It follows that ΦT⊕S(H⊥ℓ ∩ D) ⊆ K⊥l ∩ O. Hence ΦT⊕S : E → C∗E,F (D,O) is a well defined
complex linear map.
Now we show that ΦT⊕S is a ϕT 2-map. Let x, y ∈ E. Then
ΦT⊕S(x)
∗ΦT⊕S(y) = (W
∗
Φ
√
SρΦ(x)
√
TVϕ)
∗W ∗Φ
√
SρΦ(y)
√
TVϕ
= V ∗ϕ
√
TρΦ(x)
∗
√
S(WΦW
∗
Φ)
√
SρΦ(y)
√
TVϕ
= V ∗ϕ
√
TρΦ(x)
∗
√
S
√
SρΦ(y)
√
TVϕ
= V ∗ϕ
√
T
√
T (ρΦ(x)
∗ρΦ(y))
√
T
√
TVϕ
= V ∗ϕTπϕ(〈x, y〉)TVϕ
= V ∗ϕT
2πϕ(〈x, y〉)Vϕ
= ϕT 2(〈x, y〉).
Thus ΦT⊕S is ϕT 2-map and hence ΦT⊕S ∈ Cloc(E,C*E,F (D,O)). Since T 2 ∈ πϕ(A)′∩C∗Eϕ(Dϕ)
and 0 ≤ T 2 ≤ 1, by Proposition 4.3, we conclude that ϕT 2 ≤ ϕ. Hence by Definition 6.1, we
have ΦT⊕S  Φ. 
The operator R in the following theorem can be considered as the Radon-Nikodym deriv-
ative of Ψ with respect to Φ.
Theorem 6.7. Let Φ,Ψ ∈ Cloc(E,C∗E,F (D,O)), where Φ is a ϕ-map, Ψ is a ψ-map and
ϕ,ψ ∈ CPCC loc
(A,C∗E(D)). If Ψ  Φ, then there exists a unique operator R ∈ ρΦ(E)′ ∩
C∗
Eϕ⊕FΦ
(Dϕ ⊕OΦ) with 0 ≤ R ≤ I such that Ψ ∼ ΦR.
Proof. Given that Ψ  Φ, by the Definition 6.1, we have 0 ≤ ψ ≤ ϕ. In view of Theorem 4.5,
we construct an operator T : Dϕ → Dψ such that
T
( n∑
i=1
πϕ(ai)Vϕhi
)
=
n∑
i=1
πψ(ai)Vψhi for all hi ∈ Dϕ, ai ∈ A.
Let us define a map S : OΦ → OΨ by
S
( n∑
i=1
ρΦ(xi)Vϕhi
)
=
n∑
i=1
ρΨ(xi)Vψhi for all hi ∈ Dϕ, ai ∈ A.
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Now for xi ∈ E, hi ∈ Hℓ, i ∈ {1, 2, 3, · · · n} and for fixed ℓ ∈ Ω, we have∥∥∥S( n∑
i=1
ρΦ(xi)Vϕhi)
∥∥∥2
KΨ
ℓ
=
n∑
i,j=1
〈ρΨ(xi)Vψhi, ρΨ(xj)Vψhj〉KΨ
ℓ
=
n∑
i,j=1
〈hi, V ∗ψρΨ(xi)∗ρΨ(xj)Vψhj〉Hℓ
=
n∑
i,j=1
〈hi, V ∗ψπψ(〈xi, xj〉)Vψhj〉Hℓ
=
n∑
i,j=1
〈hi, ψ(〈xi, xj〉)hj〉Hℓ
=
〈h1...
hn
 , [ψ(〈xi, xj〉)
]n
i,j=1
h1...
hn
〉
Hn
ℓ
.(6.2)
Since [〈xi, xj〉] ∈Mn(A)+ and ϕ− ψ ∈ CP loc(A, C∗E(D)), thus we have
n∑
i,j=1
〈h1...
hn
 , [ψ(〈xi, xj〉)]
h1...
hn
〉
Hn
ℓ
≤
n∑
i,j=1
〈h1...
hn
 , [ϕ(〈xi, xj〉)]
h1...
hn
〉
Hn
ℓ
=
∥∥∥ n∑
i=1
ρΦ(xi)Vϕhi
∥∥∥2
KΦ
ℓ
.
Since span{ρΦ(E)VϕHℓ} is dense in KΦℓ , thus S|KΦℓ : K
Φ
ℓ → KΨℓ is a contraction for each
ℓ ∈ Ω. Moreover, since ⋃
ℓ∈Ω
KΦℓ = OΦ, and OΦ is dense in KΦ, therefore S : KΦ → KΨ is a
contraction such that S(KΦℓ ) ⊆ KΨℓ , for every ℓ ∈ Ω. We claim that SρΦ(x) ⊆ ρΨ(x)T and
ρΨ(x)
∗S ⊆ TρΦ(x)∗. Let
n∑
i=1
πϕ(ai)Vϕhi ∈ span{πϕ(A)VϕHℓ}. Then by direct computation
we have
SρΦ(x)
( n∑
i=1
πϕ(ai)Vϕhi
)
= ρΨ(x)T
( n∑
i=1
πϕ(ai)Vϕhi
)
.
Since [πϕ(A)VϕHℓ] = Hϕℓ , for every ℓ ∈ Ω and Dϕ =
⋃
ℓ∈Ω
Hϕℓ , we get that SρΦ(x) ⊆ ρΨ(x)T.
In a similar way, if we take
m∑
i=1
ρΦ(yi)Vϕgi ∈ span{ρΦ(E)VϕD}, we get
ρΨ(x)
∗S
( n∑
i=1
ρΦ(yi)Vϕhi
)
= TρΦ(x)
∗
( n∑
i=1
ρΦ(yi)Vϕhi
)
.
It follows that ρΨ(x)
∗S|KΦ
ℓ
= TρΦ(x)
∗|KΦ
ℓ
since span{ρΦ(E)VϕHℓ} is dense in KΦℓ , for every
ℓ ∈ Ω. By using the fact OΦ = ⋃
ℓ∈Ω
KΦℓ , we conclude that
ρΨ(x)
∗S ⊆ TρΦ(x)∗.
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Similarly, T ∗ρΨ(x)
∗ ⊆ ρΦ(x)∗S∗ and S∗ρΨ(x) ⊆ ρΦ(x)T ∗. To see this, let us take
n∑
i=1
ρΨ(xi)Vψhi ∈
span{ρΨ(E)VψHℓ}, then for every
m∑
j=1
πϕ(bj)Vϕgj ∈ span{πϕ(A)VϕHℓ}, we have
〈
ρΦ(x)
∗S∗(
n∑
i=1
ρΨ(xi)Vψhi),
m∑
j=1
πϕ(bj)Vϕgj
〉
Hϕ
=
n,m∑
i,j=1
〈
ρΦ(x)
∗S∗(ρΨ(xi)Vψhi), πϕ(bj)Vϕgj
〉
KΨ
=
n,m∑
i,j=1
〈
ρΨ(xi)Vψhi, S(ρΦ(xbj)Vϕgj)
〉
KΨ
=
n,m∑
i,j=1
〈
ρΨ(xi)Vψhi, ρΨ(xbj)Vψgj
〉
KΨ
.
Since ρΨ is πψ-morphism, we can write ρΨ(xbj) = ρΨ(x)πψ(bj) for j ∈ {1, 2, 3, · · · ,m}. It
follows that 〈
ρΦ(x)
∗S∗(
n∑
i=1
ρΨ(xi)Vψhi),
m∑
j=1
πϕ(bj)Vϕgj
〉
Hϕ
=
n,m∑
i,j=1
〈
ρΨ(xi)Vψhi, ρΨ(x)πψ(bj)Vψgj
〉
KΨ
=
n,m∑
i,j=1
〈
ρΨ(xi)Vψhi, ρΨ(x)T (πϕ(bj)Vϕgj)
〉
KΨ
=
〈
T ∗ρΨ(x)
∗(
n∑
i=1
ρΨ(xi)Vψhi),
m∑
j=1
πϕ(bj)Vϕgj
〉
Hϕ
.
Once again by using the fact [πϕ(A)VϕD] = Hϕ, we get
T ∗ρ∗Ψ(x)(
n∑
i=1
ρΨ(xi)Vψhi) = ρΦ(x)
∗S∗(
n∑
i=1
ρΨ(xi)Vψhi).
Since [ρΨ(E)VψHℓ] = KΨℓ , we have T ∗ρΨ(x)∗|KΨℓ = ρΦ(x)
∗S∗|KΨ
ℓ
for every ℓ ∈ Ω. Hence
T ∗ρΨ(x)
∗ ⊆ ρΦ(x)∗S∗.
Next, we show that S∗ρΨ(x) ⊆ ρΦ(x)T ∗. Let
n∑
i=1
πψ(ai)Vψhi ∈ span{πψ(A)VψHℓ}. Then
for every
m∑
j=1
ρΦ(yj)Vϕgj ∈ span{ρΦ(E)VϕD}, we have
〈
S∗ρΨ(x)
( n∑
i=1
πψ(ai)Vψhi
)
,
m∑
j=1
ρΦ(yj)Vϕgj
〉
KΦ
ℓ
=
n,m∑
i,j=1
〈
πψ(ai)Vψhi, ρΨ(x)
∗ρΨ(yj)Vψgj)
〉
Hψ
ℓ
.
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Here we use the facts that ρΨ is πψ-morphism, ρΦ is πϕ-morphism and Equation (4.5). We
rewrite the above equation as,〈
S∗ρΨ(x)
( n∑
i=1
πψ(ai)Vψhi
)
,
m∑
j=1
ρΦ(yj)Vϕgj
〉
KΦ
ℓ
=
〈 n∑
i=1
ρΦ(x)T
∗πψ(ai)Vψgj ,
m∑
j=1
ρΦ(yj)Vψgj
〉
KΦ
ℓ
.
Therefore S∗ρΨ(x)|Hψ
ℓ
= ρΦ(x)T
∗|
Hψ
ℓ
for every ℓ ∈ Ω. Hence we have S∗ρΨ(x) ⊆ ρΦ(x)T ∗.
Now we show that [ρΦ(E)Vϕ
(
(H⊥ℓ ∩D)
)
] = (KΦℓ )⊥. Let us take hi ∈ (Hℓ)⊥ ∩D, xi ∈ E. By
Lemma 4.2, we know that Vϕh = πϕ(1)Vϕh ∈ (Hϕℓ )⊥ ∩ Dϕ. It follows that
n∑
i=1
ρΦ(xi)Vϕhi ∈
(KΦℓ )⊥ so that [ρΦ(E)Vϕ
(
(H⊥ℓ ∩ D)
)
] ⊆ (KΦℓ )⊥.
Let ξ0 ∈ (KΦℓ )⊥ ∩ [ρΦ(E)Vϕ
(
(H⊥ℓ ∩ D)
)
]⊥. Then for all x ∈ E, h ∈ Hℓ, we know that
ρΦ(x)Vϕh ∈ KΦℓ and so 〈ξ0, ρΦ(x)Vϕh〉KΦℓ = 0. Moreover, for all η ∈ H
⊥
ℓ ∩ D we see that
〈ξ0, ρΦ(x)Vϕη〉KΦ
ℓ
= 0. Therefore, we have 〈ξ0, ρΦ(x)Vϕη〉KΦ = 0 for all x ∈ E and η ∈ D.
Since span{ρΦ(E)Vϕ(D} is dense in KΦ, we have ξ0 = 0. Hence, we have [ρΦ(E)Vϕ
(
(H⊥ℓ ∩
D))] = (KΦℓ )⊥.
We show that S ∈ C∗
FΦ,FΨ
(OΦ,OΨ). It is immediate from the definition, S|KΦ
ℓ
∈ B(KΦℓ ,KΨℓ ).
Let xi, yj ∈ E, hi,∈ (Hℓ)⊥ ∩D and gj ∈ Hℓ for i ∈ {1, 2, 3, . . . , n}, j ∈ {1, 2, 3, . . . ,m}. Then
we have〈
S
( n∑
i=1
ρΦ(xi)Vϕhi
)
,
m∑
j=1
ρΨ(yj)Vψgj
〉
KΨ
=
n,m∑
i,j=1
〈
ρΨ(xi)Vψhi, ρΨ(yj)Vψgj
〉
KΨ
=
n,m∑
i,j=1
〈
hi, V
∗
ψ
ρΨ(xi)
∗ρΨ(yj)Vψgj
〉
H
=
n,m∑
i,j=1
〈
hi, V
∗
ψπψ
(〈xi, yj〉)Vψgj〉
H
=
n,m∑
i,j=1
〈
hi, ψ
(〈xi, yj〉)gj〉
H
.
= 0,
since hi ∈ H⊥ℓ and ψ(〈x, yj〉)gj ∈ Hℓ. Now, applying the fact that span{ρΨ(E)Vψ(Hℓ)} is
dense KΨℓ , we get S
( n∑
i=1
ρΦ(xi)Vϕhi
) ∈ (KΨℓ )⊥. Since span{ρΦ(E)Vϕ((Hℓ)⊥ ∩D)} is dense in
(KΦℓ )⊥ and S is bounded, we have S
(
(KΦℓ )⊥
) ⊆ (KΨℓ )⊥. Hence S ∈ C∗FΦ,FΨ(OΦ,OΨ).
Let us take R := |T | ⊕ |S|. Clearly, R ∈ C∗
Eϕ⊕FΦ
(Dϕ ⊕ Oϕ). We claim that R ∈ ρΦ(E)′
and 0 ≤ R ≤ 1. Firstly, we observe that
S∗SρΦ(x) ⊆ S∗ρΦ(x)T ⊆ ρΦ(x)T ∗T.
Thus by functional calculus, we see that
|S|ρΦ(x) ⊆ ρΦ(x)|T | and |T |ρ∗Φ(x) ⊆ ρ∗Φ(x)|S|.
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Therefore R ∈ ρΦ(E)′. Since T and S are contractive, thus 0 ≤ |T |, |S| ≤ I. Therefore, we
have 0 ≤ R ≤ I. Next, we show that Ψ ∼ ΦR. Recall that the map ΦR is defined by
ΦR(x) =W
∗
Φ|S|
1
2 ρΦ(x)|T |
1
2Vϕ.
Moreover, notice that |T | ⊕ |S| ∈ ρΦ(E)′ ∩ C∗Eϕ⊕FΦ(Dϕ ⊕ OΦ) and 0 ≤ |T | ⊕ |S| ≤ 1. Thus
by Proposition 6.6, ΦR is ϕT ∗T -map. It is clear from the proof of Theorem 4.5, ψ = ϕT ∗T .
We conclude that
(6.3) Ψ ∼ ΦR.
To see uniqueness, suppose that R′ = T ′⊕S′ ∈ ρΦ(E)′ ∩C∗Eϕ⊕FΦ(Dϕ⊕OΦ), 0 ≤ R′ ≤ I such
that
(6.4) Ψ ∼ ΦR′ .
Then by Equations (6.3), (6.4), we get ΦR ∼ ΦR′ , whence we deduce from Definition 6.3 that
ϕ
T ∗T = ϕT ′2 . Thus T
∗T = T ′2 by Lemma 4.4. We conclude that R = R′ from the second
part of Lemma 6.5. 
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