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9第1章 はじめに
データ圧縮とは, データの内容を全く, または, ほとんど損なうことなくデータ
の量を小さくすることである. 近年, 様々なデータ圧縮技術が広く利用されるよう
になった. 例えば, 音楽データや, 画像データ, 動画データ, 文字ファイル等を圧縮
することが広く利用されている.
データ圧縮は, 大別して可逆圧縮と非可逆圧縮の 2種類がある. 圧縮したデータ
を元に戻すことを復元するという. 完全に元のデータに復元できる圧縮手法は可逆
圧縮と呼ばれ, データの圧縮・復元時に情報の損失が発生するものを非可逆圧縮と




















くなる. その結果, 計算速度の大幅な改善が期待できる. 本文は, そのような圧縮
したまま利用できる, グラフの新たなデータ構造を開発するものである.
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図 1.1: (a) グラフG, (b) Gの隣接行列, (c) Gの隣接リスト
グラフの自然なデータ構造として, 隣接行列, および, 隣接リストの 2つが広く
知られている. 図 1.1に隣接行列と隣接リストの例を示す. 隣接行列は, n£ n行列
によってグラフの隣接関係を表現する. 点 iと点 jが隣接しているならば i行 j列
に 1, そうでないならば 0を保存する. ここで, nとはグラフの点の個数である. 例
として, 図 1.1(a)のグラフの隣接行列を図 1.1(b)に示す. 隣接リストは, 各点に隣
接する点をリスト構造によって表現する. 図 1.1(a)のグラフの隣接行列を図 1.1(c)
に示す. それぞれ, 少なくとも n2 bit および 2m lg n bit1 のメモリを必要とする.
また, 指定した 2点間に辺があるかないかの判定に, 隣接行列は O(1)時間しかか
からないが, 隣接リストではO(d)時間かかる. 一方, 指定した 1点の次数を計算す
るために, 隣接リストではO(d)時間しかかからないが, 隣接行列ではO(n)時間か
かってしまう. ここで, nとはグラフの点の個数, mとはグラフの辺の本数, dはグ
ラフの最大次数である.




(3) Gに関する様々なクエリ (質問)の解を Sから高速に求めることができる.
例えば, 一般のグラフGが与えられたとき, Gの隣接行列を行ごとに分解したの
ちに結合することにより, 符号SGが得られる. グラフの点の個数をnとし, 辺の本
数をmとしよう. このとき,
(1) SGからGを再構成でき,
(2) SGの長さは n2 bit であり,
(3) Gの指定された 2点が隣接しているかどうかを, SGから, O(1)時間で判定
できる.





はじめに順序木に関する結果について概説する [3, 4, 6, 7, 11, 17, 18, 25, 26, 27].
順序木に対する符号がいくつも提案されている. ここで, 順序木とは, 1点 rが根と
して指定されていて, かつ, 兄弟の間に順序が定められている木である. 例として,
図 1.4に 4点のもつ全ての順序木を示す.
次に紹介する 6つの手法は全て, 順序木に対する長さ 2n + o(n) bit の符号を与
えている. どの手法も符号の長さは (漸近的には)同じであるが, サポートできるク
エリ (問い合わせ)が異なっている. 各手法ごとに, O(1)時間で答えることができ
るクエリを表 1.1にまとめた. 表中に現れるクエリは次のとおりである.
1. fpre; postg-order(x)



















の符号は LOUDS(Level Order Unary Degree Sequence)と呼ばれる. 順序木 T の
LOUDSは次のように構成する. まず, 次数 dの点を, d個の `1'とこれに続く 1つ
の `0'によって表す. これらの符号を \レベル順 (level order traversal)"に連結する.
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1. pre-order(21) = 21
(a) An ordered tree T
(b) An example of each query for T
3. pre-vertex(15) = 15
4. post-vertex(15) = 12
5. child(20,4) = 26
6. childrank(26) = 4
7. deg(20) = 4
8. depth(14) = 4
9. desc(3) = 8
10. anc(10,4) = 2




















ここで, レベル順とは, 深さ 0から始まって, 各レベルごとに左から右へ点をたど
るような順番である. 例えば, 1.3(a)の順序木の点をレベル順に探索すると,
1; 2; 18; 19; 3; 12; 20; 4; 7; 8; 13; 21; 22; 23; 26; 5; 6; 9; 14; 24; 25; 10; 11; 15; 16; 17
となる. さらに, 先頭に \10"を追加して得られた符号が LOUDSである. この符
号 \10"は順序木にスーパールートを追加することを意味している. 図 1.3(a)の順
序木に対する LOUDSを図 1.3(b)に示す. 直感的に, LOUDSとは, 各点の次数を
1進数として表し, これらをレベル順に並べて得られる符号である. LOUDSは, 順
序木の各点を 1 bit, 各辺を 1 bit でそれぞれ表現している. したがって, 長さは
n +m + 2 = 2n + 1 bit である. Jacobson[17, 18]は, LOUDSに o(n) bit の補助
テーブルを追加することにより, 表 1.1に示す各クエリを O(1)時間で計算できる
ことを示した.
順序木に対しては, 次のような長さ 2n bit の符号が古くから知られている. (図
1.3(c)参照.) 順序木 T が与えられたとき, T の深さ優先探索を行なおう. このとき,
点をはじめて訪れたときに `('を出力し, 点を最後に訪れたときに `)' を出力する.
これらの出力を連結することにより, 図 1.3(c)に示すような長さ 2n bitの符号が得
られる. 得られた符号を T の parenthesisと呼ぶことにする. parenthesisは対応の
とれた括弧列になっている. 対応する括弧の組 `('と `)'は 1つの点を表しているこ
とに注意しよう. 直感的には, T の親子関係を括弧の入れ子構造によって表現して
いる. このとき, (1) parenthesisから T を再構成でき, (2) parenthesisの長さは 2n
bit である. ただし, T 中の指定された 2点が隣接しているかどうかを, O(1)時間
で parenthesisのみから求める方法は知られていない. MunroとRaman[25, 26]は,
parenthesisに o(n) bit の符号を追加すれば, T 中の指定された 2点が隣接している
かどうかをO(1)時間で求めることができることを示した. 彼等の符号から, 他に
もいくつかのクエリをO(1)時間で計算できる (表 1.1参照).
他にも, 符号 parenthesisに関する研究が 2つ知られている.
MunroとRao[27]は parenthesisに対する o(n) bit を補助テーブル新たに設計し
た. このテーブルを parenthesisに追加することにより, ancクエリもO(1)時間で
計算できることを示した. (表 1.1参照) Chiang等 [6, 7]はparenthesisに対する o(n)
bit の補助テーブルを新たに設計した. このテーブルを parenthesisに追加するこ
とにより, degクエリの解O(1)時間で計算できることを示した. (表 1.1参照)
Benoit等 [3, 4]は, 順序木に対する符号を新たに設計した. この符号はDFUDS
(Depth First Unary Degree Sequence)と呼ばれる. 順序木 T のDFUDSは次のよ
うに構成できる. 次数 dの点を, d個の `('とこれに続く 1つの `)'で表す. これら各
点に対する符号を T の深さ優先探索で訪れる順番に連結する. 最後に, この符号の
先頭に `('を追加する. このようにして得られた符号が T のDFUDSである. 例と
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fpre; postg fpre; postg Child Deg ChildRank Dep Desc Anc
-order -vertex
LOUDS £ £ ± ± ± £ £ £
[17, 18]
parenthesis ± ± £ £ £ ± ± £
[25, 26]
parenthesis-a ± ± £ £ £ ± ± ±
[27]
parenthesis-b ± ± £ ± £ ± ± £
[6, 7]
DFUDS ± £ ± ± ± £ ± £
[3, 4]
partition ± ± ± ± ± ± ± ±
[11]
(解を O(1)時間で計算できるならば ±印, そうでないならば £印.)
表 1.1: 順序木の符号化手法と, それぞれの手法がサポートするクエリの対応表
して図 1.3(a)の順序木のDFUDSを図 1.3(d)に示す. DFUDSについて, 各点に対
する符号のアイデアは LOUDSと同様であり, これらの並べ方が parenthesisと同
様に深さ優先探索に基づいている. 直感的に, DFUDSは, LOUDSと parenthesis
のアイデアを合わせたような符号になっている. DFUDSにおいて, 各点は 1 bit
で, 各辺は 1 bit で表されるので, 符号の長さは n+m+1 = 2n bit である. Benoit
等 [3, 4]は, o(n) bit の補助テーブルを追加することにより, 表 1.1の様々なクエリ
の解をそれぞれO(1)時間で計算できることを示した.
Greary等 [11]は,順序木に対する新たな符号を設計した. 符号の長さは 2n+o(n)
bit である. 表 1.1に示すように, Greary等 [11]が設計した符号を用いれば, 全ての
クエリをO(1)時間で計算できるので, これまでの符号の中で最も機能的なもので
あるといえる.
上記のどの符号も順序木を 2n + o(n) bit の符号で表現する. しかし, O(1)時間
で計算できるクエリの集合は様々である.
次に, 順序木を符号化するために必要な符号の長さの下界について考えてみよ







例えば, 4点の順序木の個数は, 図 1.4に示すように, C4¡1 = 5である. n点の順序
木のそれぞれを異なる符号に対応させなくてはならないので, 一般に n点の順序木
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図 1.3: 順序木の様々な符号
























れており, それら全ての符号は漸近的に最適な長さをもつ. しかし, 各符号ごとに
サポートするクエリの集合が異なっている.
次に, 平面グラフに関する符号について概観する. 平面グラフに対する符号に関
して多くの研究がある [6, 9, 15, 17, 22, 25, 26, 36, 44]. 平面グラフに対する符号
は, クエリを考慮していないものと, 考慮しているものの 2種類がある. それぞれ
に分けて紹介する.
はじめに, 平面グラフのクエリを考慮していない符号について概観する.
Tur¶an[44]は平面グラフに対する長さ 4mの符号を与えた [44]. 彼の手法は, 平面
グラフの全域木 T に基づいている. T の深さ優先探索に基づいて, T の辺と T 以外
の辺の両方を符号化している. T の辺は, T の深さ優先探索における進行方向 (上
または下)を表現するように符号化され, T 以外の辺は, 各辺を 1組の括弧で表現さ
れるように符号化される. Keelerと Westbrook [22]は, 平面グラフ (自己ループを
含んでもよい)に対する長さ 3:58m bit の符号を与えた. とくに, 自己ループがな
く, かつ, 次数 1の点がないような平面グラフに対しては長さ 3mの符号を与えた.
さらに, 3連結平面グラフに対する長さ 3m bit の符号も与えた. 彼等の符号のアイ
デアは, \位相的な深さ優先探索木 (topological depth-¯rst search tree)"を作成し,
その木に含まれない辺を 1つずつ削除しながら符号を生成するというものである.
Chuang等 [9]は, 3連結平面グラフに対する長さ 2:38m bit の符号を与えた. そ
の他にもHe等 [15]は, 3連結平面グラフに対する長さ 2:835m bit の符号を与えた.
次に, 平面グラフのクエリを考慮した符号を紹介する.
Jacobson[17, 18]が平面グラフに対して O(n) bit の符号を与え, 隣接クエリを
O(lg n)時間で計算できることを示した. これに対し, MunroとRaman[25, 26]は,
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隣接・次数クエリをそれぞれO(1)時間で計算できるような, 2m+8n+ o(n) bit の
符号を与えた. どちらの符号も, 括弧列でグラフを表現することと平面グラフを 4
つの外平面グラフに分割するというアイデアが基本になっている. Chuang等 [9]は,
隣接・次数クエリをそれぞれO(1)時間で計算できるような 2m+(5+1=k)n+ o(n)
bit の符号を設計した. ここで kは定数である. 彼等は [9]の中で様々な結果を与え
ている. 例えば, 3連結平面グラフに対して隣接・次数クエリをそれぞれO(1)時間
で計算できるような 2m + 3n + o(n) bit の符号も設計している. その他の結果に
ついては文献 [9]を参照されたい. その後, Chiang等 [6, 7]が, 隣接・次数クエリを
それぞれO(1)時間で計算する 2m + 2n + o(n) bit の符号を設計した. [6, 7]の符
号は, 平面グラフに対して \orderly spanning tree"という特殊な全域木を計算し,
この全域木とそれ以外にわけて符号化をしている. Aleardi等 [2]は, 隣接クエリを
O(1)時間で計算する 3連結平面グラフに対する 2m+ o(n) bit の符号を設計した.







KeelerとWestbrook[22]は, 極大平面グラフに対する 1:53m bit の符号を提案し
た. 彼等は, [22]で与えられた平面グラフに対する符号を改良することにより, コ
ンパクトな極大平面グラフに対する符号を与えた. He等 [15]によって符号の長さ
は 4m=3 ¡ 1 bit に改良された. 彼等の手法は, \カノニカルオーダリング"とい
う極大平面グラフの点のユニークな順序づけにもとづいている. この結果に対し,
Poulalhonと Schae®er[37, 38]は, まったく別のアイデアにもとづいて, 極大平面グ
ラフに対するほとんど同じ長さの符号を与えた. 符号の長さは 4m=3 bit である.




o(n) bitの符号を提案した. 彼等の手法は, \カノニカル全域木 (canonical spanning
tree)"という特殊な全域木に基づいている. このカノニカル全域木によって, 極大
平面グラフを全域木と全域木に含まれない辺の 2種類に分類し, それぞれに対して
符号化を行う. Aleardi等 [1]は, 面に関する隣接クエリの解を O(1)時間で計算で
きるような 1:45m + o(n) bit の符号を提案した. 翌年に, 同研究グループ [2]は符
号の長さを 1:08 + o(n) bit に改良した. 彼等の手法は, 極大平面グラフGをいく
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つかのブロックに多段に分割して保存するというアイデアに基づいている. ブロッ
クが取り得る全ての構造をカタログとして覚えておくことにより, O(1)時間でク







長さ n2 bit の符号を得る.
ラベルつきの (一般の)グラフに対しては, 次のようにしてコンパクトに隣接行列
を構成できる. ラベルつきグラフをGとし, Gの隣接行列をAとする. Aの成分を
ai;jと書くことにする. Gは自己ループをもたないので,隣接行列の各対角要素は必
ず ai;i = 0; 1 · i · nである. したがって, 各 ai;iを省略できる. また, ai;jと aj;iは
同一の辺を表現しているため, どちらか一方を省略できる. i < jであるときのみ辺



















¡ n lg n+O(n) bit の符













各面が方形 (長方形)であるように, かつ, 辺が交差することなく, 平面に描画し
たグラフを方形描画という. 方形描画の, 外面の方形の 4つの線分のうちひとつを
底辺として選んだものを, 底辺つき方形描画という. 図 1.5に, ちょうど 3個の内
面をもつ底辺つき方形描画のすべてを示す. 底辺は太線で描かれている. 方形描画
は, 工学的にも応用が広く, 理論的にも多くの研究がある [14, 30, 31]. それにも関
わらず, 方形描画の符号に関する研究は今まで行われていなかった. 本研究で, 初
めて, 方形描画に対するコンパクトな符号を与える. 本文では, 言及がない限り, 内
点の次数が全て 3である方形描画のみを扱う. 次数が 5の点をもつグラフの方形描
画はないことに注意しよう.
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図 1.5: ちょうど 3個の内面をもつ底辺つき方形描画
本文では方形描画の符号を 3つ与える.
3章では, 方形描画のクエリを考慮していない符号を 2つ与える. 1つ目の符号
のアイデアは, 与えられた方形描画からある性質をもった木を構成し, その木を符
号化するというものである. 符号の長さは 2m+ 3 bit である. 2つ目の符号のアイ




4章では, 方形描画のクエリを考慮した符号を新たに 1つ与える. 方形描画Rが








(例 1) 面 xの北方向に, 面 yが隣接しているか ?
(例 2) 面 xの北方向に隣接する面の個数は ?
(例 3) 面 xの西方向に隣接する面のうち最も南にある面は ?
(例 4) 面 xの左下隅の点には南方向に接続する辺があるか ?
方形描画Rの各面を点に, 面と面との隣接関係を辺に, それぞれ置き換えて得ら
れるグラフを, Rの双対グラフDという. 図 1.6(a)の方形描画の双対グラフを図
1.6(b)に示す. ただし, 外面については特別な扱いをするが, これについては 4章
で説明する. 方形描画Rの内点の次数が全て 3であるならば, Rの双対グラフDは
(内部)極大平面グラフである. もし極大平面グラフを符号化する手法を用いれば,
Dに対する符号を得る. しかしながら, 各辺が, 縦横いずれかの隣接関係を表して
いるか, という情報が失なわれてしまう.
これに対し, 我々は, 方形描画Rに対する長さ 5
3
m+ o(n) bit の符号 Sを 4章で
与える. さらに, 多様なクエリの解を SからO(1)時間で求めることができること
を示す.
符号化のアイデアは次のとおりである. 方形描画Rが与えられたときに (図1.6(a)






























図 1.6: (a) 方形描画R, (b) Rの双対グラフDR, (c) DRの辺を 2種類に分割, (d)
DRの辺を 3種類に分割
参照), その双対グラフDを作り (図 1.6(b)参照), Dの辺を次のように 2種類に分
割する (図 1.6(c)参照).
(1) 面の縦方向の隣接関係に対応する辺 (図 1.6(c)では太線で示す.)
(2) 面の横方向の隣接関係に対応する辺 (図 1.6(c)では細線で示す.)
さらに (1)の辺を, (1a) 全域木に含まれる辺と, (1b) それ以外の辺, の 2つに分割
する.(図 1.6(d)参照.) 図 1.6(d)において, (1a)の辺は太線で, (1b)は破線でそれぞ
れ示されている. 我々は, (1a)と (2)の辺の情報のみを, 長さ 5
3
m bit の符号 SRに
格納する. (1b)については保存しなくてもかまわないことを示す. また, 様々な
クエリの解をO(1)時間で求めるために, o(n) bit の補助テーブル SAを準備する.
S = SR + SAとする.
次に, 極大平面グラフの符号について述べる. 極大平面グラフは重要なグラフの
クラスの 1つである. 三角メッシュと呼ばれる標準的な 3Dモデル等への応用があ
る [40].
5章では, 極大平面グラフGが与えられたとき, 次の (1)-(3)を満たす符号Sが構
成できることを示す.
(1) SからGを再構成でき,
(2) Sの長さは 2m+ o(n)であり,
(3) Gに関する様々なクエリの解を, SからO(1)時間で求めることができる.
ここで, nはGの頂点数, mはGの辺数である. 極大平面グラフではm = 3n¡ 6
となることに注意しよう
上で紹介したとおり, クエリを考慮した極大平面グラフの符号がいくつか知られ
ている [9, 1, 2]. 現在, 最良の結果は [2]によるものである. 彼等の符号は, 漸近的
に最適な長さの符号であり, 理論的にすぐれた符号である. しかし, 彼等の方法は,
高々(lg n)=4個の点をもつ全ての極大平面グラフのカタログを o(n) bit の補助テー
ブルに保存するため膨大なメモリを必要とする. そのサイズは理論的には o(n) bit
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であるが, かくれた定数係数は非常に大きく, 実際には実装に不向きであると考え
られる. 一方, 我々は, 実装が容易な簡単かつコンパクトな符号を提案する.
本文は, 極大平面グラフに対する 2m bit の符号 Sを与える. Sに o(n) bit の補
助テーブルを追加することにより, 次の 3つのクエリ (1)指定した 2点が隣接する
かどうか, (2)指定した点の次数, (3)点 uに点 vが隣接するとき, 時計回り順に vの
次に uに隣接する点, をそれぞれO(1)時間で計算する. (3)は, 平面グラフの面を
たどるときに必要になる基本的なクエリであり, 平面グラフを扱う多くのアルゴリ
ズムで利用されるクエリの 1つである. 我々のアルゴリズムは \リアライザ"[41]と
呼ばれる極大平面グラフの構造にもとづいている. リアライザの例を図 5.1に示す.
本文の構成は次の通りである. 2章では本文で必要な用語の定義を与える. 3章
と 4章では, 方形描画の符号を与える. 3章では, クエリを考慮しない符号を与え,
4章では, クエリを考慮した符号を与える. 5章では, 極大平面グラフのクエリを考
慮した符号を与える.
本文には A{Dの 4つの付録がある. 付録では, クエリを高速に計算するために
利用する補助テーブルの詳細を説明する. 付録Aでは rank命令, 付録Bでは select
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グラフGは, 点集合 V と, 辺集合Eとの対からなり, G = (V;E)と表す.
点集合の要素を点と呼び, 辺集合の要素を辺と呼ぶ. グラフG = (V;E)の点集
合の要素の個数を n = jV (G)jで表し, 辺集合の要素の個数m = jE(G)jで表す.
自己ループと多重辺を含まないグラフG = (V;E)を単純グラフと呼ぶ. 本文で
は, 単純グラフのみを扱うので, 単純グラフを単にグラフと呼ぶ. これに対し, 自己
ループまたは多重辺を含むグラフを多重グラフと呼ぶ. 図 2.1(a)に単純グラフの
例を, 図 2.1(b)に多重グラフの例をそれぞれ示す.
定義 2.1.2 (隣接, 接続, 次数)
(a) (b)
図 2.1: (a)単純グラフと, (b)多重グラフの例
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グラフG = (V;E)に, 2点 u; v 2 V を結ぶ辺 e 2 Eがあるとき, uと vは隣接す
るという. このとき, e = (u; v)または e = (v; u)と表記する. このとき, 辺 eは点
uに接続しているという. また, 2点 uと vを辺 eの端点という.
点 xに接続する 2辺 e1 = (u; x)と e2 = (x; v)は, 互いに隣接しているという.
点 vの次数とは vに隣接する点の個数である. 点 vの次数を deg(v)と表記する.
定義 2.1.3 (サイクル, パス, 連結グラフ)
グラフ G = (V;E)中の, 点と辺の交互列 v0; e1; v1; e2; : : : ; ek¡1; vk¡1; ek; vk を G
の小道と呼ぶ. ただし, 各 i = 1; 2; : : : ; kについて ei = (vi¡1; vi)とする. 小道wに
含まれる辺の本数をwの長さという.
w = v0; e1; v1; e2; : : : ; ek¡1; vk¡1; ek; vkをGの小道とする. v0 = vkなる小道を閉
小道と呼ぶ. v0 6= vkなる小道を開小道と呼ぶ. 同じ点を 2回以上通らない開小道
をパスと呼ぶ. 同じ点を 2回以上通らない閉小道をサイクルと呼ぶ. パス, および
サイクルの長さは, 含まれる辺の本数とする. グラフGの任意の 2点 u; vを結ぶパ
スが存在するならば, Gは連結であるという.
定義 2.1.4 (部分グラフ, 誘導部分グラフ)
2つのグラフG = (V;E)とG0 = (V 0 ; E 0)について, (1) V 0 µ V ,かつ, (2) E 0 µ E
ならばG0をGの部分グラフと呼ぶ.
また, 点集合 V 0 µ V と辺集合 E 0 = fe j e = (x; y); x; y 2 V 0gなるグラフ
G0 = (V 0; E 0)を V 0によるGの誘導部分グラフと呼ぶ.
2.2 木, 順序木
本節では, 木に関する定義を行う.
定義 2.2.1 (木, 根つき木)
サイクルのない連結なグラフを木という. 1点 rが根として指定された木を根つ
き木という.
T を根つき木とする. T の任意の点を vとする. vから T の根 rへのユニークな
パスを UP (v)とする. UP (v)の長さが kのとき, kを vの深さと呼び, dep(v) = k
と表記する. dep(r) = 0であることに注意しよう. UP (v)に含まれる点のうち, v
以外の点を vの祖先と呼ぶ. v 6= rの祖先のうち, vに隣接するちょうど 1点を vの
親と呼ぶ. uの親が vとき, uを vの子と呼ぶ. 子を持たない点を葉と呼ぶ. uとw







定義 2.3.1 グラフGを, 辺が互いに交差しないように平面に描画したものをGの




といい, Co(G)と表す. 輪郭上の点を外点と呼び, 輪郭上にない点を内点と呼ぶ. ま
た, 輪郭上の辺を外辺と呼び, 輪郭上にない辺を内辺と呼ぶ.
Gを平面グラフとする. nをGの点数とし, mをGの辺の本数とし, f をGの面
数とする. このとき, オイラーの公式:
n¡m+ f = 2 (2.1)
が成り立つ. オイラーの公式の詳細は, 例えば [47, p241]を参照されたい. また, 各
面は 3本以上の辺で囲まれており, 各辺はちょうど 2つの面の周上にあるので, 平
面グラフでは
3f · 2m (2.2)






フではなくなることに注意しよう. それゆえ \極大"平面グラフである. 極大平面
グラフではm = 3n¡ 6が成立する
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図 2.2: 極大平面グラフの例
図 2.3: ちょうど 3個の内面をもつ底辺つき方形描画
2.5 方形描画
本節では方形描画に関する定義を与える.
定義 2.5.1 (方形描画, 底辺つき方形描画)
方形描画とは全ての面 (外面を含む)が方形であるような平面描画である. 次数
が 5以上の点を含むグラフは方形描画をもたないことに注意しよう. 方形描画で,
外面の方形の輪郭の 4つの直線分のうち, ちょうど 1つの直線分を底辺として指定
したものを底辺つき方形描画と呼ぶ. 指定した直線分を底辺と呼ぶ.
本論文では, 底辺を常に図中で最も低い水平線分として書く. 例として, ちょう
ど 3個の内面をもつ底辺つき方形描画の全てを図 2.3に示す. 各底辺は太線で示さ
れている. もし, 2つの面 F1と F2が水平線分を輪郭上で共有していれば, F1と F2
は ns隣接しているという (ここで nsとは北と南を意味している). もし, 2つの面
F1とF2が垂直線分を共有していれば, F1とF2は ew隣接しているという (ここで
ewとは東と西を意味している). 2つの方形描画P1とP2が与えられたとき, 必要な
らば, 一方の描画を回転した後に, 各面に ns隣接および ew隣接関係を保存するよ
うな 1対 1対応があるならば, P1とP2は同型であるという. また, 底辺つき方形描
画 P1と P2の各内面に, ns隣接および ew隣接関係を保存するような 1対 1対応が
あり, それぞれの底辺も互いに対応するとき, P1と P2は互いに同型であるという.
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n-missing s-missingw-missing e-missing
図 2.4: w-missing, e-missing, n-missing, s-missing
方形描画の点の個数を nとし, 本文では, 外面の方形の 4つの角に対応する 4つ
の点の次数はそれぞれ 2であるとし, 他の点の次数はちょうど 3であるとする. こ
のとき, Gは, 次数 3の点を n ¡ 4個, 次数 2の点 (外面の 4隅)を 4個もつので,
2m = 3(n¡ 4)+2 ¢ 4である. この式と, オイラーの公式n¡m+ f = 2よりn = 2f




次数 3の各点 vを, 上下左右の 4方向の, いずれの方向に辺が接続していないか
によって, 次の 4つのタイプのいずれかに分類する. 上下および右方向に辺が接続
するが, 左方向に辺が接続していない点 vをw-missingという (ここで w は west
を表す). 同様に, e-missing, n-missing, s-missingを定める (図 2.4参照). また,
w-, e-, n-, s-missingな点の個数をそれぞれ nW ; nE; nN ; nSとする. w-missingな点
のそれぞれは極大な水平線分の左端である. 同様に, e-missingな点のそれぞれは極
大な水平線分の右端である. したがって, 方形描画において nW = nEが成立する.
同様の理由により nN = nSも成り立つ. 以上により, nW + nN = (n¡4)2 である.
方形描画の面F が輪郭として最も高い水平線分を含むならば, F をU-activeで
あるという. 直感的に, U-activeな面は方形描画の一番上側にある面のことである.







本章では, 底辺つき方形描画の効率的な符号を 2つ与える [50]. 3.1節では, 底辺
つき方形描画に対する 2m+3 bitの符号を与える. さらに, 3.2節にて, 底辺つき方
形描画に対する符号をもう 1つ与える. この符号の長さは 5m=3 bitであり, 3.1節





ら木を得る. 次に, 得られた木を深さ優先探索し, これにもとづいて符号を生成す
る. 符号は `0'と `1'からなる文字列であり, 長さは 2m+ 3 bit である. では詳細を
説明しよう.
はじめに, 与えられた方形描画Rから, 次のように木を構成する. Rの各面の右
下隅の点を図 3.1(a){(c)のように 2点に置き換える. また, Rの左下隅の点をとく
に図 3.1(d)のように 2点に置き換える. このようにして得られたグラフを T とす
る. 図 3.2に例を示す. この点の置き換えにより, Rの各面に対応するサイクルは
(a) (b) (c) (d)
図 3.1: 点の変形
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必ずRの左上隅の点に辿りつくので得られたグラフは連結である. すなわち T は
木である.
次に, 得られた木 T の左上隅の点を開始点として, T を深さ優先探索する. ただ
し,分岐点では常に,進行方向に対して右側の辺を優先して探索するとしよう. この
とき,もし左方向から vに到着した場合, vの次に訪れる点は (1) vの下方向の点,も
しくは, (2) vの右方向の点のいずれかである. (図 3.3(a)参照.) 同様に, 下方向, 右
方向, 上方向から点 vに到着した場合, vの次に訪れる点は, それぞれ図 3.3(b){(d)
に示すように, 2通りのみである. よって, 次に探索する方向を 1 bit で表現できる.
深さ優先探索では各辺をちょうど 2回ずつ訪れるので, 各辺につき 2 bit の情報が
必要である. とくに, はじめに探索する辺は, 必ず下方向に探索するので, これに対
応する情報は省略できる. また, T は, 左下隅と右下隅のそれぞれの点に接続する
2本のダミー辺をもつ. 以上より, `0'と `1'からなる長さ 2(m+ 2)¡ 1 = 2m+ 3の
符号で深さ優先探索を表現できる. また, この符号が与えられたとき, 元の方形描
画をスタックを用いた簡単なアルゴリズムにより再構成できる.




図 3.4: (a) 上向き消去可能な面と, (b) 左向き消去可能な面
図 3.5: 第 1面の消去
次の定理がいえる.
定理 3.1.1 底辺つき方形描画を 2m+ 3 bitの符号に符号化できる.
3.2 符号2 消去列を用いた手法




画の列である. 例を図 3.6に示す. これらの描画は左上隅の面を後述するように順






いくつかの準備からはじめよう. Rの外面の左上隅の点を含む内面を F とする.
面 F を方形描画Rの第 1面と呼ぶ. 図 3.4{3.6において, 方形描画の第 1面を灰色
で示す. 第 1面 F の右下隅の点を vとする. もし vが e-missingであるならば (図
3.4(a)), F は上向き消去可能であるという. そうでないならば, vは s-missingであ
る (図 3.4(b)). このとき, F は左向き消去可能であるという. Rは次数 4の点を含
まないと仮定していることに注意しよう.
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図 3.6: 方形描画の列
次に, Rの第 1面 F を消去することを考えよう. R 6= R1なので, Rの第 1面は,
上向き消去可能か, 左向き消去可能か, のどちらかである. F が上向き消去可能な
らば, 面 F を上方向に押しつぶして, F の下方にある各面を広げることにより, 内
面の個数が 1つ少ない方形描画を得る. (図 3.5参照.) 同様に, F が左向き消去可能
ならば, 面 F を左方向に押しつぶして, F の右方にある各面を広げることにより,
内面の個数が 1つ少ない方形描画を得る. 以上のようにして, Rの第 1面を消去す
ることにより内面数が 1つ少ない方形描画を得る. そのような方形描画をP (R)と
書く. R 6= R1なる全ての方形描画に対して P (R)を定義できる.
f
0 個の面をもつ底辺つき方形描画 Rが与えられたとき, 繰り返し第 1面を消去
することにより, R;P (R); P (P (R)); : : :なる方形描画の列を得る. この列の最後に
は必ずR1が現れる. ここで, R1とはちょうど 1つの内面をもつ底辺付き方形描画
である. 図 3.6に描画の列の例を示す. この描画の列を方形描画Rの消去列と呼ぶ.
Rの消去列に含まれる方形描画のうち k · f 0個の面をもつものをRkとする. こ
こで, f 0 はRの内面の個数である. Rkの第 1面は, 南側に s(Rk)個の面と隣接し,
東側に e(Rk)個の面と隣接すると仮定する. 方形描画Rk¡1 = P (Rk)が与えられた
とき, もし, (1) Rkの第 1面が上向き消去可能であるか, 下向き消去可能であるか
ということと, (2) s(Rk)と e(Rk)の値, これらが分かるならばRkを構成すること
ができる. したがって, 各 k = 2; 3; : : : ; f 0 について, (1) Rkの第 1面が上向き消去
可能であるか, 下向き消去可能であるかということと, (2) s(Rk)と e(Rk)の 2つの
値を保存しておけば, R2; R3; : : : ; R = Rf 0 を構成することができる.
単純に考えると, (1)を保存するために, f 0 ¡ 1 bit, (2)を保存するために, 2(f 0 ¡
1) lg f
0
bit の記憶領域が必要である. しかし, いくつかの工夫を行うことにより方
形描画に対して, より効率的な符号を与えることができる. 我々の符号は, 各方形
描画に対して, 5m=3 bit の記憶領域しか必要としない.
では, 底辺つき方形描画の符号を定義する.
我々の手法は簡単であり, わずか 5m=3 bit の記憶領域しか必要としない. 底辺
つき方形描画Rを消去列にもとづいて符号化することが主なアイデアである. た
だし, 符号の長さを節約するために様々な工夫を行なう.
方形描画Rの消去列を, RS = (Rf 0 (= R); Rf 0¡1(= P (R)); Rf 0¡2(= P (P (R)));
: : : ; R1)とする. RSに現れる方形描画のうち, 上向き消去可能な第 1面をもつ方形
描画の個数を fU , 左向き消去可能な第 1面をもつ方形描画の個数を fLとする. RS
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から新たに 2つの描画の列を次のように定義する.
RSに含まれる方形描画のうち,上向き消去可能な第1面をもつ底辺付き方形描画
のみを, RSに現れる順番に並べて得られる列を, RSU = (RU1 ; RU2 ; : : : ; RUfU )とする.
同様に, RSに現れる方形描画のうち, 左向き消去可能な第 1面をもつ底辺付き方
形描画のみを, RSに現れる順番に並べて得られる列を, RSL = (RL1 ; RL2 ; : : : ; RLfL)




符号 S1: 第 1面の情報.
各Rk(k = 2; 3; : : : ; f
0
)の第 1面が上向き消去可能であるか左向き消去可能であ
るかどうかをS1によって表す. k = 1; 2; : : : ; f
0 ¡ 1に対して, k番目の文字が `0'な
らば, Rk+1の第 1面は上向き消去可能であり, k番目の文字が `1'ならば, Rk+1の
第 1面は左向き消去可能である. S1の長さは f
0 ¡ 1 bit である.
符号 S2: 各Rk 2 RSU に対する s(Rk)の値.
符号 S2と S5は, 各Rk(k = 2; 3; : : : ; f
0
)に対する s(Rk)の値を表す. もしRk 2
RSUならば, S2によって s(Rk)を表す. そうではなく, Rk 2 RSLならば, S5によっ
て s(Rk)を表す. ここでは S2について説明する. S2の長さは全部で f




j 2 RSU とする. このとき, Rkの第 1面 F は上向き消去可能である.
Rk¡1の中でU-activeであるが, Rkの中ではU-activeでない面の個数を s(Rk)と
する. すなわち, それらはF の南側に隣接していて, かつ, F を消去するとU-active
になる面のことである. 第 1面 F の南側には少なくとも 1つ以上の面が必ずある
ので (外面かもしれない), s(Rk) ¸ 1である.
また, 各面はちょうど 1回だけU-activeになり, かつ, Rf 0 はすでにU-activeであ




各 s(RUj ); (j = 1; 2; : : : ; fU)の値を, s(RUj )¡ 1個の `0'と 1つの `1'として表現す
る. (上で述べたように, 各 kに対して s(Rk) ¸ 1が成り立つことに注意しよう.) 例
えば, s(Rk) = 5を \00001"と表す. いわいる, \1進数"として s(Rk)の値を表現す
る. これらの符号をつなげたあと, 最後に, S2全体の長さが f
0 ¡ 1になるように `1'
を追加する. このようにして得られた符号を S2と定義する.
各 s(Rk)の値は S2から簡単に復元することができる.
符号 S3: 各Rk 2 RSU に対する e(Rk)の値.















図 3.7: 符号 S3の説明図
符号 S3と S4は, 各Rk; (k = 2; 3; : : : ; f
0
)に対して e(Rk)の値を表す. Rk 2 RSU
ならば, S3によって e(Rk)の値をで表す. そうではなく, Rk 2 RSLならば, S4に




うことはしない. 我々のアイデアは次のようなものである. 図 3.7(a)において, Rk
の第 1面 F は, 南側に s(Rk) = 3個の面と隣接し, 東側に e(Rk) = 3個の面と隣接
する. F の南側に隣接する面を F1; F2; : : : ; Fs(Rk)とする. e(Rk) = 3を符号化する
方法を考えていこう.
Rk¡1について, Fs(Rk)の東側に隣接する面の個数を e
0 とする. Rk¡1と s(Rk)が
与えられたならば, e0の値を計算できる. 図 3.7(b)では, e0 = 6である. Fs(Rk)の東
側に隣接し, かつ, Rk¡1ではUw-activeであるが, RkではUw-activeでないような
面の個数を ekとする. 図 3.7(b)では, そのような面を灰色で表現している. Rにお
いて, そのような面の左上隅の点はw-missingになっていることに注意しよう. (こ
のことが, 符号S3の長さをnW で抑えるためのアイデアである.) 図 3.7(b)では, こ
れらの点を白丸で表している. もし, Rk¡1と s(Rk)が分かっているならば, e
0を求
めることができる. また, もし, ekの値がわかるならば, e(Rk) = e
0 ¡ ekを計算で




j 2 RSU とする. このとき, Rk の第 1面は上向き消去可能である (図
3.7(a)参照). 各RUj ; (j = 1; 2; : : : ; fU)に対して, ekの値を, ek個の `0'と 1つの `1'
として表す. これらをつなげてできる符号を S3とする. S3が与えられたとき, 簡
単に ekの値を求めることができる.
符号 S3の長さを見積もろう. 各面は, ちょうど 1回だけUw-activeになり, かつ,
Rf 0 は, すでにUw-activeな面を少なくとも 1つもつ. したがって e2+ e3+ ¢ ¢ ¢　+
efU · nW となることに注意しよう. ゆえに, 符号 S3の長さは合計で nW + fU bit
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である.
符号 S4: 各Rk 2 RSLに対する e(Rk)の値.
符号 S4は, 各 Rk 2 RSLに対して, e(Rk)の値を表す. (各 Rk 2 RSU に対する
e(Rk)の値は符号 S3によって表される.)
符号 S2と同様なので説明は省略する. S4の長さは f
0 ¡ 1である.
符号 S5: 各Rk 2 RSLに対する s(Rk)の値.




最後に, 符号の長さを見積もろう. 式 2.3より, nW + nN = (n¡ 4)=2 = (f 0 ¡ 1)
である. よって, S1から S5を連結して得られる符号の長さは次のようになる.
jS1 + S2 + S3 + S4 + S5j = (f 0 ¡ 1) + (f 0 ¡ 1) + (nW + fU) + (f 0 ¡ 1) + (nN + fL)
= 5f
0 ¡ 5









定理 3.2.1 方形描画を 5m=3 bit の符号に符号化できる.
3.3 まとめ
本章では, 底辺つき方形描画Rの符号を 2つ与えた. 3.1節では, 方形描画から木
を構成して符号化を行った. この符号の長さは 2m + 3 bit である. 3.2節では, 方









前章では, クエリをサポートしない符号について考えてきた. それに対し, 本章
では, クエリをサポートする, より機能的な方形描画の符号について考える [52].
本章では, 方形描画 Rに対する符号 SRを定義する. この符号 SRの長さは 53m





本節では, 方形描画Rに対する符号 SRを定義する. Rの点の個数を nとし, 辺
の本数をmとする. (1) SRからRは再構成でき, (2) SRの長さは 53mである. ただ
し, (3) Rに関するクエリの解を SRから高速に求めることはできない. しかし, SR
に, サイズ o(n) bit の補助テーブル SAを追加すれば, クエリの解をO(1)時間で求
めることができる. SAについては, 次節で説明する.
SRのおおまかな構成法は次の通りである. まず, 方形描画 Rの双対グラフDR
を求める. 次に, DRの辺を 3種類に分割し, このうち 2種類の辺から, 符号S1とS2
を作る. 最後に, S1と S2を連結して SRとする. いくつかの準備からはじめよう.
まず, Rをそれぞれ 0度, 90度, 180度, 270度 だけ時計回りに回転した 4つの底
辺つき方形描画を作る. このうち s-missingな点の個数が最も多いものをRと仮定
してよい. もしそうでない場合は, どれだけ回転したかを長さ 2の符号で記憶して
おき, クエリの解を求めた後に, この回転を考慮してから最終的な解を求めれば良
いからである. 次の補題がいえる.
補題 4.1.1 s-missingな内点の個数をnSとする. このとき, nS ¸ (n¡4)=4である.
証明. Rの外面の方形の 4隅の 4点は次数が 2であり, これ以外の点は全て次数
が 3である. 次数 3の点は,w-, e-, n-, s-missingのいずれかである. nS の個数が最



































図 4.2: (a)方形描画R, (b)Rの双対グラフDR, (c)DRの辺を 2種類に分割, (d)DR
の辺を 3種類に分割
大であることより, nS ¸ (n¡ 4)=4である.
Q:E :D:
底辺つき方形描画 Rが与えられたとき, 最も北側の水平線分と最も南側の水平
線分を水平方向に引き伸ばすことによって, 外面を 4つの面 (北面, 南面, 西面, 東
面)に分割する.(図 4.1参照.) 方形描画Rの, 各面を点に, 任意の 2面間の隣接関係
を辺に, それぞれ置き換えて得られる平面グラフを Rの双対グラフDRとする. 4
つの外面もそれぞれ点に置き換えることに注意しよう. (図 4.2(b)参照.)
DRの辺を次のように 2種類に分割しよう. R中の, 2つの面の南北方向の隣接
関係に対応する辺の集合を ENS とし, 東西方向の隣接関係に対応する辺の集合を
EEW とする.(図 4.2(c)参照.) 辺集合 ENS が誘導するDRの部分グラフをDNS と
し, EEW が誘導するDRの部分グラフをDEW とする.
次に, ENSの辺を, 次のようにしてさらに 2種類に分割しよう. Rの北面以外の
各面 f について, f の親面 p(f)を次のように定義する. f の北方向に隣接する面の
うち, 最も西にある面を p(f)とする. ENS中の辺のうち, 任意の面 f と, その親面
p(f)の隣接関係に対応する辺からなる集合をETNSとする. ETNSはDRの全域木を
誘導する. この全域木を TNSとしよう. 例を図 4.2(d)に示す. TNSは太線で示され
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ている. ENS ¡ ETNS中の辺は破線で示されている.
我々は, TNS から符号 S1を作成し, TNS とDEW から符号 S2を作成する. そし
て, SR = S1 + S2をRに対する符号とする.
まずS1について説明しよう. (これは, 1章で説明した順序木に対する符号paren-
thesisと同様である.) 北面に対応する点を根として, TNSの深さ優先探索を行なお
う. このとき, 辺を葉にむかって下るときに符号 `('を出力し, 辺を根にむかって上
るときに符号 `)'を出力する. このようにして得られた符号を S 01とする. S
0
1の最
初に `('を付け加え, 最後に `)'を付け加えて得られる符号を S1とする. (厳密には
さらに `('を `1'に, `)'を `0'に変換する.) 例を図 4.3に示す. S1中の対応する括弧
の組は, TNSの点に対応することに注意しよう. TNSの点に preorderで番号をつけ
よう.(図 4.2(d)参照.) S1の i個目の `('と, これに対応する `)'とが, i番の点に対
応する. (図 4.2および 4.3参照.)
次に, S2について説明する. まず, S1から次のようにしてS
0
2をつくろう. S1中の
各 i番目の `('を jwest(i)j個の `]'に置き換え, i番目の `('に対応する `)'を jeast(i)j
個の `['に置き換える. ここで, west(i)とは, i番の点に対応するRの面fiの,西方向
に隣接する面からなる集合であり, east(i)とは, fiの東方向に隣接する面からなる集
合である. 例えば図4.2(d)において, west(5) = ff2gであり, east(5) = ff6; f7gであ
る. (図 4.4参照.) ここで, 1, 2, 3番の点についてwest(1) = west(2) = west(3) = Á
であり, 1, 3, f + 3番の点について east(1) = east(3) = east(f + 3) = Áであるの
で, これらに対応する符号はないとしよう. ここで, f はRの面の個数である. こ
のとき, Rの任意の内面 fiについて, jwest(i)j ¸ 1かつ, jeast(i)j ¸ 1であること
に気をつけよう. jwest(i)j個の `]'のそれぞれは, i番の点から西方向に接続する各
辺に対応する. このとき, jwest(i)j個の `]'の中で k番目の `]'は, 真北から反時計
回りに k番目の辺に対応するとしよう. 同様に, jeast(i)j個の `['のそれぞれは, i
番の点から東方向に接続する各辺に対応する. このとき, jeast(i)j個の `['の中で k
番目の `['は, 真南から反時計回りに k番目の辺に対応するとしよう. DRは平面グ
ラフであることより, S 02は `['と `]'の入れ子構造となることに注意しよう. (入れ
子構造は 4.2節で定義する.)
次に S 02から S2を作ろう. i番の点に対応する jwest(i)j個の `]'を, 1つの `1' と
(jwest(i)j ¡ 1)個の `0'とに置き換える. 同様に, jeast(i)j個の `['を, 1つの `1' と
(jeast(i)j ¡ 1)個の `0'とに置き換える. 例として, 図 4.2の方形描画Rに対する符
号 S1と S2を図 4.3に示す. S2中の `1'は各west(i)や east(i)の区切りとなってい
ることに注意しよう. また, ENS ¡ETNS中の辺に関する情報は記憶しないことに注
意しよう.
次に, SR = S1 + S2の長さを見積もろう. Rの点の個数を nとし, 辺の本数をm
とし, 面の個数を f とする. このとき, DRの辺の本数もmである. Rの外面の四
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図 4.3: 図 4.2の方形描画Rに対する符号 SR = S1 + S2
隅の 4点の次数は 2であり, 他の点の次数は 3である. したがって
2m = 3(n¡ 4) + 2 ¢ 4 (4.1)
である.
はじめに, S1の長さを見積もる. TNSの各辺に対し, 1組の `('と `)'を記憶し, 最
後に `('と `)'を加えるので, jS1j = 2jETNSj+ 2となる.
次に, S2の長さを見積もろう. 東西方向の隣接関係に対する各辺に対し, 1組の
`['と `]'を記憶するので, jS2j = 2jEEW j = 2(m¡ jENSj)である.
よって,
jSj = jS1j+ jS2j = (2jETNSj+2)+ (2m¡ 2jENSj) = 2m+2¡ 2jENS ¡ETNSj (4.2)
である. 次の補題がいえる.
補題 4.1.2 jENS ¡ ETNSj = nS である.
証明. 次のようにして, ENS ¡ ETNS 中の各辺 (a; b)に対して, 1つの s-missingな
点を重複なく抜けなく割り当てることができる. 点 aに対応する面 faは点 bに対
応する面 fbの北に位置し, かつ, fa 6= p(fb)としよう. このとき, 面 faの左下隅の
点 xは s-missingである. 辺 (a; b)に点 xを割り当てる. このとき, ETNSの定義より,
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図 4.4: S 02の説明図
となる. 補題 4.1.1より,
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まず, いくつかの定義を与える. 符号 Sの部分符号で, i文字目から j文字目まで
からなるものを, S[i; j]と書く. 特に S[i; i] = S[i]とする.
S1は `('と `)'からなる符号とする. S1[1; i]中の `('の個数を rank(i)と書く. S1
中の k番目の `('が S1の j文字目であるとき select(k) = jとする. j = select(k)
ならば, k = rank(j)であることに注意しよう. 例えば, 図 4.3のように S1 =
((())(()(()))()()) ならば, rank(6) = 4, select(4) = 6である.
次に, 入れ子構造を次のように定義する. 符号 Sa = ()は入れ子構造である. 符
号 Sbと Scが入れ子構造のとき, 符号 Sd = SbScと Se = (Sb)は入れ子構造である.
入れ子構造をもつ符号において, `('と `)'の間には自然な 1対 1対応がある.
S1[i] = `('と S1[j] = `)'が対応するとき, S1[i]と S1[j]は対応するという. この
とき, findclose(i) = j, または, findopen(j) = iと書く.
次に, S1上で enclose(i)を定義しよう. 2つの場合にわけて定義する. はじめに
S1[i] = `('の場合を扱う. findclose(i) = jとしよう. このとき, S1[i; j]を真に含む
最小の長さの入れ子構造をもつ部分符号を S1[a; b]とする. このとき, S1[i]と S1[j]
からなる括弧の組を, S1[a]と S1[b]からなる括弧の組が囲んでいることに注意しよ
う. 次に, S1[i] = `)'の場合を扱う. findopen(i) = jとする. このとき, S1[j; i]を
真に含む最小の長さの入れ子構造をもつ部分符号を S1[a; b]とする. 2つのいずれ
の場合も enclose(i) = aと定義する. また, S1[a]と S1[b]は S1[i]と S1[j]を enclose
するという. 例えば, 図 4.3の S1について, enclose(9) = 6である.
次に, S1上でwrapped(i)を定義しよう. 2つの場合にわけて定義する. はじめに
S1[i] = `('の場合を扱う. このとき, enclose(k) = iを満たす kの個数を cとしよう.
次にS1[i] = `)'の場合を扱う. findopen(i) = jとしよう. このとき, enclose(k) = j
を満たす kの個数を cとしよう. 2つのいずれの場合もwrapped(i) = cとする. S1
は入れ子構造であるので, wrapped(i)の値は常に偶数になることに気をつけよう.
次がいえる.
補題 4.2.1 ([6, 10, 17, 18, 25, 26])
S1の長さを 2n bit とする. このとき, o(n) bit のサイズの補助テーブル SA1 を
S1に追加することにより, 次の値をO(1)時間で求めることができる.
(1) rank(i) [10, 17, 18], (付録A参照).
(2) select(k) [10], (付録B参照).
(3) findclose(i)および findopen(i) [25, 26], (付録C参照).
(4) enclose(i) [25, 26], (付録C参照).
(5) wrapped(i) [6], (付録D参照).





2は `['と `]'からなる符号とする. S2は, 3章で示した方法によって得られた符
号とする. このとき, S 02の入れ子構造により S2の入れ子構造を定義できる. この
入れ子構造にもとづいて S2についても同様に rank, select, findclose, findopen,
enclose, wrapped を定める. S2についても補題 4.2.1と同様のことがいえる.
次に, 符号 SR = S1 + S2から基本的な情報を高速に取り出す基本クエリについ
て説明する.
S1中にはDRの各点に対応して 1組の `('と `)'が存在する. i番目の点に対応す
る `('と `)'の位置は, それぞれ S1上の select(i)と findclose(select(i))である.
定義より, S2 は, 各 west(i)や east(i)に対応した (jS1j ¡ 6)個の部分符号に分
割できる.(図 4.3参照.) west(1), west(2), west(3), east(1), east(3), east(f + 3)
に対応する部分符号は存在しないことに注意しよう. ここで, f は面の個数であ
る. S2 中の west(i)に対応する部分符号を Li としよう. S2 中から Li を次のよ
うにしてさがすことができる. S1 上で select(i) = aとしよう. このとき, Li =
S2[select(a¡ 4); select(a¡ 3)¡ 1]である. 例えば図 4.3のS1上において i = 5とす
ると, a = select(5) = 7である. S1中の最初の 4文字に対応する部分符号が S2中
にないので (図 4.3参照), S2中で 7¡ 4 = 3番目の `1'から L5がはじまる. すなわ
ち select(7¡ 4) = 4文字目からL5がはじまる. また, L5の次の部分符号は S2中で
4番目の `1'からはじまることより, L5は select(7¡ 4+1)¡ 1 = 4文字目で終わる.
よって, L5 = S2[4; 4]である. S2中の `1'は必ずwest(i)や east(i)の区切りとなって
いることに注意しよう. Liは, i番目の点から西方向に接続する jwest(i)j = jLij個
の各辺に対応する. このとき, Liの先頭から k番目の `]'は, 真北から反時計回りに
k番目の辺に対応する. 特に, 1番目の `]', すなわち select(a¡ 4)(= p1とする)と,
これに対応する `[', すなわち findopen(p1)(= p2とする)の組は, i番目の点に対応
する面 fiと, fiの西方向に隣接する面のうち最も北にある面 fWN との隣接関係に
対応する (図 4.5参照). 面 fWN に対応する点を vj とする. このとき, fWN(i) = j
と書こう. すなわち, 面 fiの西 (=W)方向に隣接する面のうち最も北 (=N)にある
面が fWN である. S2上で q1 = rank(p2) + 4とすると, S1上で,
fWN(i) = rank(findopen(q1))
である. 図 4.5に fiと fWN の符号上での位置関係を示す. 同様に, 面 fiの西方向に
隣接する面のうち最も南にある面を fWSとする. S2上で p3 = select(a¡ 3)¡ 1と
し, p4 = findopen(p3)とする. このとき, S2[p4] = `['と S2[p3] = `]'からなる括弧
の組は, fiと fWSとの隣接関係に対応する (図 4.5参照). S2上で rank(p4)+ 4 = q2
とすると, S1上で
fWS(i) = rank(findclose(q2))
である. すなわち, 1章で挙げた (例 3)のクエリの解をO(1)時間で求めることがで
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edge( f  , f     )i WN
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図 4.5: fWN と fWSの計算
きる.
同様に, S2中の east(i)に対応する部分符号をRiとしよう. S2からRiを次のよ
うにしてさがすことができる. S1上で select(i) = aとし, findclose(a) = bとしよ
う. このとき, S2上でRi = S2[select(b¡ 4); select(b¡ 3)¡ 1]である. Riは, i番目
の点から東方向に接続する jeast(i)j = jRij個の各辺に対応する. このとき面 fiの
東方向に隣接する面のうち, 最も北にある面を fEN とし最も南にある面を fES と
すると, 同様に fEN(i)と fES(i)をそれぞれ次のように計算できる.
はじめに fENについて考える. S2上で p
0
1 = select(b¡3)¡1, p02 = findclose(p01)
とする (図 4.5参照). このとき, S2[p
0
1] = `['と S2[p
0
2] = `]'からなる括弧の組は, fi









次に fESについて考える. S2上で p
0
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edge( f  , f    )i EN
edge( f  , f    )i ES
図 4.6: fEN と fESの計算
(a) (b)
fWS (i)
i fES fWS (i)(       )
fi
v
i = fES fWS (i)(       )
fWS (i) fi
v
図 4.7: s-miss(i; SW )の計算
i番目の点に対応する面 fiの左下隅の点を vとしよう. このとき vは s-missing,
もしくは, w-missingのいずれかである. もし, v が s-missingであるならば, s-
miss(i;WS) = Trueとし,そうでないときs-miss(i;WS) = Falseとする. 次のよう
にして s-miss(i;WS)を計算できる. もし fES(fWS(i)) = iならば s-miss(i;WS) =
Trueである. (図 4.7(a)参照.) もし fES(fWS(i)) 6= iならば s-miss(i;WS) = False
である. (図 4.7(b)参照.) 次の補題がいえる.
補題 4.2.3 指定された面の 4隅の各点について, どの方向がmissingであるかを
O(1)時間で判定できる.
すなわち, 1で挙げた (例 4)のクエリの解をO(1)時間で求めることができる.
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4.3 隣接クエリ
本章では, 4.1節で示した方形描画Rに対する符号 SR = S1 + S2に, o(n) bitの
サイズの補助テーブル SAを追加することにより, Rの隣接クエリの解を O(1)時
間で計算できることを示す. ただし, 補助テーブルSAの詳細については, 付録また
は文献 [6, 10, 17, 18, 25, 26]を参照されたい.
方形描画Rの 2つの面 fiと fjが与えられたとき, 次の 4つのクエリを考えよう.
(wa) fj 2 west(i) : 面 fiの西方向に面 fjが隣接するかどうか? (図 4.8(a)参照)
(ea) fj 2 east(i) : 面 fiの東方向に面 fjが隣接するかどうか? (図 4.8(b)参照)
(na) fj 2 north(i) : 面 fiの北方向に面 fjが隣接するかどうか? (図 4.8(c)参照)
(sa) fj 2 south(i) : 面 fiの南方向に面 fjが隣接するかどうか? (図 4.8(d)参照)
west(i)と east(i)に対応するS2中の 2つの部分符号をそれぞれLi, Riと書こう. R
の双対グラフをDRとする. 4つのクエリを順に考えよう.
(wa) fj 2 west(i) : 面 fiの西方向に面 fjが隣接するかどうか ?
Rj中のある `['とLi中の `]'が対応するとき, またこのときに限り, fj 2 west(i)
である. (図 4.8(a)参照.) そのような括弧の組があるかどうかを次のように調べ
よう.
Rj = S2[a; b], Li = S2[c; d]とする. a < b < c < dとしてよい. 3つの場合に分け
て考えよう.
場合 1: findopen(d) > bのとき (図 4.9(a)参照.)
Li中のどの `]'もRj中の `['と対応しない. ゆえに, fj =2 west(i)である.
場合 2: a · findopen(d) · bのとき (図 4.9(b)参照.)
S2[d]と S2[findopen(d)]が目的の括弧である. ゆえに, fj 2 west(i)である.
場合 3: findopen(d) < aのとき (図 4.9(c)参照.)
さらに 2つの場合に分けて考えよう.
場合 3a: findclose(a) < cのとき (図 4.9(c)参照.)
Rj中のどの `['も Li中の `]'と対応しない. ゆえに, fj =2 west(i)である.
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図 4.8: クエリの解の求め方の説明図






















S2[a]と S2[findclose(a)]が目的の括弧である. ゆえに, fj 2 west(i)である.
このようにして, 面 fiの西方向に面 fjが隣接するかどうかを調べることができ
る. 計算時間はO(1)時間である.
(ea) fj 2 east(i) : 面 fiの東方向に面 fjが隣接するかどうか ?
(wa)と同様である. 略.
次に, 面 fiの北方向についての隣接クエリの解を求める方法を説明する. この隣
接関係に対応する辺が ENS ¡ ETNS に含まれるときは, S1や S2中には直接格納さ
れていないことに注意しよう. いくつかの準備からはじめよう. ENS等の定義につ





各辺 e = (vi; vk) 2 EEW に対して, DRの領域R(vi; vk)を次のように割りあてよ
う. TNS上の, viから v1へのパスをPiとし, vkから v1へのパスをPkとする. Piと
Pkと辺 eによって囲まれる面からなる領域を R(vi; vk)としよう. DRは平面グラ
フであるので, 任意の 2つの領域R(vi; vk)とR(vj; vl)が与えられたとき, どちらか
一方がもう一方の一部分のみを真に含むことはない. 次の補題がいえる.
補題 4.3.1 R(vi; vk)がR(vj; vl)を真に含むための必要十分条件は, 辺 (vi; vk)に対
応する `['と `]'の組の内側に, 辺 (vj; vl)に対応する `['と `]'の組が存在すること
である.
証明.
一般性を失うことなく i < j, k < lとする.
())
背理法による.
辺 (vi; vk)に対応するS2中の `['と `]'が辺 (vj; vl)に対応するS2中の `['と `]'を
含まないと仮定する.
R(vi; vk)はR(vj; vl)を含むので, 4点 vi; vj; vk; vlの preorderは i < j < l < kで
ある.
次の 2つの場合にわけて考えよう.
場合 1: 辺 (vj; vl)に対応する `['が辺 (vi; vk)に対応する `['よりも先に現れる.
辺 (vj; vl)に対応する `['と `]'が, 辺 (vi; vk)に対応する `['と `]'を含むか,
両者は独立になっているかのどちらかである. どちらの場合も, S1 上で
findclose(select(j)) < findclose(select(i))であり, かつ, preorderが i < j
なのでS1上で select(i) < select(j)である. よって, viに対応するS1の `('と
`)'は, vjに対応するS1の `('と `)'を含んでいる. ゆえに, TNSにおいて vjは
viの子孫である. これは, R(vi; vk)がR(vj; vl)を含むことに矛盾.
場合 2: 辺 (vj; vl)に対応する `['が, 辺 (vi; vk)に対応する `['より後に現れる.
このとき, i < k < j < lである. よって, 点 vkに対応する S1中の `('は, 点
vlに対応する S1中の `('よりも先に現れる. これは, l < kであることに矛盾
する.
(()
背理法による. R(vi; vk)はR(vj; vl)を含まないとする.
辺 (vi; vk)に対応する `['と `]'は, 辺 (vj; vl)に対応する `['と `]'を含む. これら
に対応する S1中の括弧より i < l < kである.
次の 2つの場合に分けて考えよう.
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場合 1: R(vj; vl)がR(vi; vk)を含むとき.
4点 vi; vj; vk; vlの preorderは j < i < k < lである. これは i < l < kである
ことに矛盾である.
場合 2: 場合 1でないとき.
2つの領域 R(vi; vk)と R(vj; vl)とは共通部分をもたない. ゆえに, 4点の
preorderは i < k < j < lか, j < l < i < kかのどちらかである. どちらの場
合も, i < l < kに矛盾する.
以上により, 主張が正しいことを示せた.
Q:E :D:
さて, fiの北方向の親でない隣接面 fjについて考えよう. k = fEN(i)とし, これ
に対応する点を vkとする. このとき, fiの右上隅の点 vが n-missingか e-missing
であるかによって 2つの場合がある. (図 4.10参照.) 点 vが (i) n-missingならば
l = fWS(j)とし (図 4.10(a)参照), (ii) e-missingならば l = fES(j)としよう. (図
4.10(b)参照.) この面に対応する点を vlとする. 辺 (vi; vk)と辺 (vj; vl)はともに東
西方向の隣接関係に対応している. このとき,また,このときのみ,辺 (vi; vk)に対応
する `['と `]'が辺 (vj; vl)に対応する `['と `]'を encloseするならば, 領域R(vi; vk)
から辺 (vi; vk)を輪郭上にもつ面を削除して得られる領域は辺 (vj; vl)を外周上に含
むことに注意しよう.
次がいえる.
補題 4.3.2 fiの親面でない面 fj が面 fiの北方向に隣接するための必要十分条件




fjは fiの北方向に隣接するので,領域R(vi; vk)は,領域R(vj; vl)を包含する. (図
4.10参照.) このとき, (vi; vk)に対応する `['と `]'は (vj; vl)に対応する `['と `]'を
包含する. さらに, R(vi; vk)から辺 (vi; vk)を輪郭上にもつ面を削除すると, 外周上
に (vj; vl)があらわれる. ゆえに, (vi; vk)に対応する `['と `]'は (vj; vl)に対応する
`['と `]'を encloseする.
(()
(vi; vk)に対応する `['と `]'は (vj; vl)に対応する `['と `]'を encloseするので, 領











われる. このとき, 図 4.10に示すように, fj は fiの北側に隣接する. 辺 (vi; vk)と
(vj; vl)はともに東西方向の隣接関係に対応していることに注意しよう.
Q:E :D:
補題 4.3.2より, 次のようにして面 fiの北方向についての隣接クエリの解を求め
ることができる.
(na) fj 2 north(i) : 面 fiの北方向に面 fjが隣接するかどうか ?
次の 2つの場合に分けて考える.
場合 1: fjが fiの親面のとき.
fj 2 north(i)である. enclose命令により, fjが fiの親面になっているかどうか
をO(1)時間で計算できることに注意しよう.
場合 2: 場合 1でないとき.
補題 4.3.2より, 辺 (vi; vk)に対応する S
0
2中の `['と `]'が, 辺 (vj; vl)に対応する
S
0
2中の `['と `]'を, encloseするときのみ fj 2 north(i)である. fiの右上隅の点を
vとし, vによって次の 2つの場合に分けて考える. S1上で a = findclose(select(i))
とする. ここで, aは, viに対応する S1中の `)'を示している.
場合 2(a) vが n-missingであるとき. (図 4.10(a)参照.)
このとき, l = fWS(j)である. S1中で b = select(j)とすると, S2中で
enclose(select(b¡ 3)¡ 1) = select(a¡ 3)¡ 1
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となるときのみ fj 2 north(i)である. ここで, select(b¡ 4)は jwest(j)j個の
`]'のうち最初の `]'を示しているので, select(b¡ 3)は jwest(j)j個の `]'の符
号の \次の"文字を示している. よって, select(b¡ 3)¡ 1は jwest(j)j個の `]'
の符号中の最後の `]'を示しており, これは辺 (vj; vl)に対応することに注意
されたい.
場合 2(b) vが e-missingであるとき (図 4.10(b)参照.)
このとき, l = fES(j)である. 場合2(a)と同様に, S1中で c = findclose(select
(j))とすると, S2中で
enclose(select(c¡ 4)) = select(a¡ 3)¡ 1
となるときのみ fj 2 north(i)である.
最後に, 面 fiの南方向についての隣接クエリの解を求める方法を説明する.
(sa) fj 2 south(i) : 面 fiの南方向に面 fjが隣接するかどうか ?
fiが fjの北側に隣接するとき, またこのときに限り, fjは fiの南側に隣接する.
よって, (nd) により, fjが fiの南側に隣接するかどうかを調べることができる.
4.4 次数クエリ
本節は, 方形描画Rに対する符号 SRに, o(n) bit の長さの補助テーブル SAを追
加することにより, Rの面 fiが与えられたとき, fiの次数をO(1)時間で求める方
法を説明する. ここで, fiの次数とは, fiに隣接する面の個数である. 4方向のそれ
ぞれに対応する 4つのクエリ (wd), (ed), (nd), (sd)にわけて考えよう.
(wd) jwest(i)j : 面 fiの西方向に隣接する面の個数は ?
west(i)の個数, すなわち, jLijを求めればよい. よって, O(1)時間で十分である.
(図 4.8(a)参照.)
(ed) jeast(i)j : 面 fiの東方向に隣接する面の個数は ?



























(nd) jnorth(i)j : 面 fiの北方向に隣接する面の個数は ?
fiに対応する点を viとする. fiの東方向に隣接する面のうち, 一番北にある面を
fEN(i) = kとし, これに対応する点を vkとする. (図 4.11参照.) fiの北方向に隣接
する面を, 西から東へ順に, n1; n2; : : : ; njnorth(i)jとする. これらの面に対応する点
を vn1 ; vn2 ; : : : ; vnjnorth(i)jとする. 面 n1は面 fiの親面であることに注意しよう. fiの
右上隅の点を vとする. 2つの場合にわけて考えよう.
場合 1: 点 vが n-missingのとき. (図 4.11(a)参照.)
辺 (vi; vk)に対応する S
0
2中の `['と `]'は, それぞれ a; b文字目であるとする. 基





2[b]は, 辺 (vn1 ; vn2 ); (vn2 ; vn3 ); : : : ; (vnjnorth(i)j¡1; vnjnorth(i)j) に対応する `['と `]'
の各組をすべて encloseし, かつ, S 02[a]と S
0
2[b]が encloseする括弧はこれらに限ら
れる. したがって, jnorth(i)j = wrapped(a)=2 + 1である.
場合 2: 点 vが e-missingのとき. (図 4.11(b)参照.)
場合 1と同様に, 辺 (vi; vk)に対応する S
0
2中の `['と `]'は, それぞれ a; b文字目
であるとする. このとき, S 02[a]と S
0
2[b]は, 辺 (vn1 ; vn2 ), (vn2 ; vn3 ), : : : ; (vnjnorth(i)j¡1,
vnjnorth(i)j), (v
n
jnorth(i)j; vk) と対応する S
0
2 中の `['と `]'の各組をすべて encloseし,
かつ, S 02[a] と S
0
2[b] が enclose する括弧はこれらに限る. よって, jnorth(i)j =
wrapped(a)=2である.
(sd) jsouth(i)j : 面 fiの南方向に隣接する面の個数は ?
fiの左下隅の点を vとする. 次の 2つに場合にわけて考えよう.
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場合 1: 点 vがw-missingのとき
このとき, Rの面が fiの南側に隣接するための必要十分条件は fiを親面とする
ことである. よって, fiを親面とするような面の個数を求めればよい. ゆえに, S1中
で jsouth(i)j = wrapped(select(i))=2個である. このようにして, jsouth(i)jをO(1)
時間で計算できる.
場合 2: 点 vが s-missingのとき
このとき, 場合 1とは異なり, fiの南方向に隣接する面は, fiを親面とするよう
な面の他にも, ちょうど 1個ある. その面は south(i)の中で最も西に位置する. (図
4.8(d)参照.) 以上により, S1中で, jsouth(i)j = 1 + wrapped(select(i))=2 である.
よって, jsouth(i)jをO(1)時間で計算できる.
以上により, 4方向のそれぞれに関して, 面 fiに隣接する面の個数をO(1)時間で
計算できる. よって, fiの次数をO(1)時間で計算できる.
4.5 再構成
方形描画Rの符号 S = SR + SAが与えられたとき, 4.3節と 4.4節のクエリを用
いてRを再構成できる. 次の定理がいえる.
定理 4.5.1 方形描画Rに対する符号 Sが与えられたとき, SからRをO(n)時間
で再構成できる.
証明.
帰納法による. 1; 2; : : : ; i¡ 1番の面について, 各面の北方向および西方向の隣接
情報がわかっているとき, クエリを用いて i番目の面の北方向と西方向の隣接情報
もO(jnorth(i)j + jwest(i)j)時間で求めることができる. これよりアルゴリズム全




mの符号 Sを与えた. o(n) bit






m bit であった. 本章では, 方
形描画に対する同じ長さの符号を与えた. さらに, その符号に o(n) bit という漸
近的には省スペースな補助テーブルを利用すれば, 様々なクエリをO(1)時間でサ










[51]. この符号は, わずか 2m bit しか必要としない極めてコンパクトなものである.













3つの外点 rr; rb; ryをもつ極大平面グラフをGとする. rr; rb; ryはCo(G)上を時
計回りにこの順番で現れると仮定する. これら 3つの点を, それぞれ red root, blue
root, yellow rootと呼ぶ. Gの内点からなる集合を VI と書くことにする.
GのリアライザRとは, 次の条件 (co1)と (co2)を満たすような辺素な 3つの木
Tr; Tb; TyへのGの内辺の分割である. 図 5.1にリアライザの例を示す.
(co1) 各 i 2 fr; b; ygについて, Tiは, 点集合が VI [ frigであるような木である.














図 5.2: 条件 (co2)
(co2) 各 i 2 fr; b; ygについて, riを Tiの根とし, Tiの各辺は子から親への方向を
もっているとする. このとき, 各 v 2 VIについて, vに接続する辺は時計回り
に次のような順番で出現する (図 5.2参照).
² vから出ていくちょうど 1本の Trの辺.
² vへ入ってくる 0本以上の Tyの辺.
² vから出ていくちょうど 1本の Tbの辺.
² vへ入ってくる 0本以上の Trの辺.
² vから出ていくちょうど 1本の Tyの辺.
















図 5.3: 全域木 T と残りの辺
Gを極大平面グラフとし, R = fTr; Tb; Tygを Gのリアライザとする. 各 i 2
fr; b; ygについて, riを Tiの根とし, Tiの各辺は子から親への方向をもっていると
する.
T = Ty [ f(ry; rb); (ry; rr)gとすると, T は, ryを根としたGの全域木である. T
を深さ優先に探索することにより得られる preorderを各点 vに割り当て, i(v)と表
記する. 図 5.3に例を示す. 図 5.3において, 太線が T の辺を, 破線が T 以外の辺を
表している.
次の補題がいえる.
補題 5.1.1 (a) 辺 e = (u; v)が Tr の辺で, かつ, uから v の方向をもつならば,
i(u) < i(v)である. (b) e = (u; v)が Tbの辺で, かつ, uから vの方向をもつならば,
i(u) > i(v)である.
証明. (a) 背理法による. Trの辺で, かつ, uから vの方向をもつが, i(u) > i(v)で
あるような辺があると仮定する.
各 i 2 fr; b; ygについて, vから根 riまでのTiのパスをPiとする. これら 3つのパ
スにより,平面グラフは,次の 3つの領域に分かれる. 領域Rr: Py[Pb[f(rb; ry)gの
内側の領域. 領域Rb: Pr[Py[f(ry; rr)gの内側の領域. 領域Ry: Pb[Pr[f(rr; rb)g
の内側の領域. リアライザの条件 (co2)より, 点 uはRrの中にある.
仮定より, i(u) > i(v)なので, uから根 ryへの Tyのパス P はRy [ Rbの点を少
なくとも 1つ含む (図 5.4参照). また, P は, RrからRyへ Pbを横切っている. そ
のPb上の点を yとする (図 5.4参照). このとき, 点 yは, リアライザの条件 (co2)を
満たさない. これは矛盾である.

















図 5.4: 補題 5.1.1の説明図
(b) 同様である. 省略.
Q:E :D:
全域木 T の全ての辺を Gから除去して得られるグラフを GT とする. GT が
i(u) > i(v)を満たす辺 (u; v)を含むならば, vを uの小隣接点と呼ぶ. 同様に, uを
vの大隣接点と呼ぶ.
次の補題がいえる.
補題 5.1.2 (a) 各内点 vは少なくとも 1つの小隣接点と隣接し, かつ, 少なくとも
1つの大隣接点と隣接する.
(b) rrは少なくとも 1つの小隣接点と隣接し, 大隣接点と隣接しない.
(c) rbは小隣接点と隣接せず, 少なくとも 1つの大隣接点と隣接しない.
(d) ryは, 小隣接点と隣接せず, 大隣接点とも隣接しない.
証明. (a) 補題 5.1.1とリアライザの条件 (co2)から明らかである. 各内点 vは, v
から出ていく Tbの辺をちょうど 1つもち, かつ, vに入ってくる Trの辺を 0本以上
もつので, vは少なくとも 1つの小隣接点と隣接する. 同様に, vから出ていく Tr
の辺をちょうど 1つもち, かつ, vへ入ってくる Tbの辺を 0本以上もつので, vは少
なくとも 1つの大隣接点と隣接する.





(2) Sの長さは 2m bit である.
(3) o(n) bit の補助テーブル SAを Sに追加することにより, Gに関する様々な
クエリの解を高速に計算できる.
ここで, nは点の個数, mは辺の本数である. クエリについては次節で詳しく説明
する.
符号 Sの構成法を大まかに説明する. まず, 極大平面グラフGのリアライザに
よって, Gを, (1)全域木と (2)そうでないものに分ける. (1)から S1を, (2)から S2
を構成する. 最後に S1と S2を連結して得られる符号を Sとする.
Gを極大平面グラフとし, R = fTr; Tb; Tygを Gのリアライザとする. T =
Ty [ f(ry; rb); (ry; rr)gとする. このとき, T は ryを根とするGの全域木である. 前
節で見たように, 各点 vは, T に関する preorderによって番号付けされているとし,
vの preorderを i(v)と表記する. Gから T の全ての辺を除去して得られるグラフ
をGT とする (図 5.3参照).
はじめに, T に対する符号 S1を構成する方法を説明する. (これは, 1章で説明し
た順序木に対する符号 parenthesisと同様である.) Gのリアライザから構成した全
域木 T に対して, 根から, 深さ優先探索を行おう. このとき, 辺を葉に向かって下
るときに符号 `1'を出力し, 辺を根に向かって上るときに `0'を出力する. 得られた
符号を S1とする. S1の長さは 2(n¡ 1) bit である. `1'を `('と見なし, かつ, `0'を
`)'と見なせば, S1を入れ子構造をもった符号と考えることができる. S1において,
根 ryを除く各点 vは, 対応の取れた括弧の組 `('と `)'に対応する. i(v) = kならば
vは (k ¡ 1)番目の `('と, それに対応する `)'に対応する. また, ry以外の各点 uに
ついて, uに対応する括弧の組は, uの子孫に対応する括弧の組を全て含んでいる.
図 5.3の極大平面グラフに対する S1の例を図 5.5(a)に示す.








をもった 2進符号である. 1組の括弧 `['と `]'はGT の 1辺を表している. 図 5.5(b)




2は, jS1j ¡ 2個の部分符号からなる. S 02の各部分
符号は, Gの内点 vの小隣接点または大隣接点を表している. vの小隣接点からな
る集合を s(v), vの大隣接点からなる集合を l(v)とすると, js(v)j個の `]'によって
s(v)を表し, jl(v)j個の `['によって l(v)を表している. 図 5.5(c)に図 5.3の極大平
面グラフに対する S 02を示す. 図 5.5(c)は各点と部分符号の対応関係を表している.
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[[[[ [[[ [[[[ [ []] ]]] ]]] [[ [[]]]] [ ]]] [ ]]][ ]]]
[s'2 [[[[ [[[ [[[[ [ []] ]]] ]]] [[ [[]]]] [ ]]] [ ]]][ ]]]
0s2 0 0
(8,11)









2の各部分符号について, 必ず js(v)j; jl(v)j ¸ 1となるので, s(v)に対応する部
分符号を, (js(v)j ¡ 1)個の `0'と 1つの `1'として表し (図 5.5(d)参照), 同様に, l(v)
に対応する部分符号を, (jl(v)j ¡ 1)個の `0'と `1'として表す. このようにして得ら
れる符号を S2とする. 各部分符号の最後は, 必ず `1'なので, `1'は部分符号の境界
を表している. この性質により部分符号の境界を高速に計算することができる.
それでは, S2を構成する方法を説明しよう.
符号化の概要は次のようになる. はじめに, S1をS2へコピーする. つぎに, 各 `('
をいくつかの `0'と 1つの `1'に置き換え, 各 `)'をいくつかの `0'と 1つの `1'に置
き換える. このようにして得られる符号を S2とする.
より詳細に S2の構成法を説明する. i(v) = kとし, vの小隣接点の個数を js(v)j
とする. k 6= 1; 2のとき, (k ¡ 1)番目の `('を (js(v)j ¡ 1)個の `0'と 1つの `1'に置
き換える. 同様に, vの大隣接点の個数を jl(v)jとする. k 6= 1; nならば, (k ¡ 1)番
目の `('に対応する `)'を, (jl(v)j ¡ 1)個の `0'と 1つの `1'に置き換える. 補題 5.1.2
より, 各内点 vについて, js(v)j ¸ 1かつ jl(v)j ¸ 1であることに注意しよう.
上のアイデアは, [6]と同様のものである. しかし, 補題 5.1.2を利用しているた
め, 各内点に対して S2上の部分符号を 2 bit ずつ節約することができている.
このようにして得られた符号 S1と S2を連結して得られる S = S1 + S2をGの
符号とする.
では,符号S = S1+S2の長さを見積もろう. Gの点数をn, Gの辺の本数をmとす
る. S1は, Gの全域木Tの各辺を 2 bitに符号化することによって得られた符号であ
る. よって, jS1j = 2(n¡1)である. また, S2はGTの各辺を 2 bitで表している. Gは
極大平面グラフなのでm = 3n¡6であるから, jS2j = 2((3n¡6)¡(n¡1)) = 4n¡10
である. 以上により,
S = jS1 + S2j
= 2(n¡ 1) + (4n¡ 10)
= 6n¡ 12
= 2m
である. 例えば, 図 5.5の符号の長さは, jSj = jS1j+ jS2j = 24+42 = 66 bitである.
次の補題がいえる.
補題 5.2.1 極大平面グラフGが与えられたとき, Gに対する符号 S = S1 + S2を
O(n)時間で構成できる. 符号の長さは jSj = 2m bit である.






(3) 点 uに点 vが隣接するとき, 時計回り順で vの次に uに隣接する点の問い合
わせ,
Gに対する符号 Sからクエリの解を高速に計算するために, サイズ o(n) bit の
補助テーブル SAを Sに追加する. SAの詳細は 4.2節の補題 4.2.1を参照されたい.
5.2節で定義した極大平面グラフの符号S1と S2についても, 補題 4.2.1と同様の
ことがいえる. 本節では, これらの基本クエリを上手に組み合わせることによって,
目的のクエリの解を高速に計算できることを示す.
2つの正の整数 aと bが与えられたとき, i(u) = aかつ i(v) = bなる辺 (u; v)が
Gの中にあるかどうかを判定することを考えよう. 2つの場合に分けて考えよう.
場合 1: (u; v) 2 T のとき.
S1中で enclose(i)がうまく動作するように, 便宜上, S1は, ryに対応する括弧の
組 `('と `)'に囲まれてることにする.
一般性を失うことなく a < bと仮定する. このとき, (u; v) 2 T であるための必
要十分条件は, S1中で select(a¡ 1) = enclose(select(b¡ 1)) を満たすことである.
これはO(1)時間で判定できる. これ以降, 上で用いた基本クエリと同様に, S1は
ryに対応する括弧を含まないものとして各基本クエリを記述して行くので注意さ
れたい.
場合 2: (u; v) 2 GT のとき.
一般性を失うことなく a < bと仮定する. (u; v) 2 GT であるための必要十分条
件は, l(u)に対応する部分符号中の任意の `['が s(v)に対応する部分符号中の `]'と
対応していることである. そのような括弧の組があるかどうかを次のようにして
判定することができる. この方法は 4.3節のクエリ (wa)で述べた手法と同様なも
のである.
まず, 次のようにして l(u)に対応する部分符号の開始位置 suと終了位置 euを
計算する. S1中で q = findclose(select(a ¡ 1)) は uに対応する `)'の位置である.
このとき, l(u)に対応する部分符号の範囲は S2中の su = select(q ¡ 2) + 1から,
eu = select(q¡ 1)までである. 同様にして, s(v)に対応する部分符号の開始位置 sv











su eu sv ev
su eu sv ev
su eu sv ev












次に, l(u)に対応する部分符号中の任意の `['が s(v)に対応する部分符号中の `]'
と対応しているかどうかを判断する方法を説明する. この方法は, 4.3節のクエリ
(wa)で説明した方法と同様である. もし, findclose(su)が s(v)に対応する部分符号
中に含まれるならば (図 5.6(a)参照), このとき (u; v) 2 GT である. そうではなく,
もし, findclose(su) < svならば (u; v) =2 GT である (図 5.6(b)参照). そうでない場
合を考えよう. このとき findclose(su) > evが成り立っている. もし findopen(ev)
が l(u)に対応する部分符号中に含まれているならば, (u; v) 2 GT である (図 5.6(c)
参照). そうでないならば findopen(ev) > euが成り立っている (図 5.6(d)参照). こ
のとき, (u; v) =2 GT である. 以上のようにして, (u; v) 2 GT であるかどうかをO(1)
時間で判定できる.
このようにして, Sに o(n) bit の補助テーブルを追加することにより, 指定した
2点が隣接しているかどうかをO(1)時間で計算できる.
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次に, 指定した 1点の次数をO(1)時間で計算する方法を説明する. 計算のアイ
デアは隣接するかどうかの判定方法と基本的には同様である. 点 vが与えられたと
き, はじめに T 中で隣接する点の個数を計算し, 次に, GT 中で隣接する点の個数を
計算する. これらの和が vの次数である.
はじめに, T 中で隣接する点の個数を次のように計算する.
G中の点 vが与えられたとする. T 中で vに隣接する点の個数を nT とする. も
し i(v) = 1ならば, このとき, nT は, どの括弧の組にも囲まれていない括弧の組の
個数と等しい. この場合は, 便宜上 S1が ryに対応する括弧の組によって囲まれて
いるとし, S1上で \wrapped(select(0))=2"を計算することにより nT の値を得る.
i(v) = 1ならば, vは T の根なので親をもたないことに注意しよう.
そうでないならば, S1上で nT = 1 + wrapped(select(i(v)))=2である.
次に, GT 中で隣接する点の個数を計算する方法を説明する. GT 中で隣接する点
の個数は js(v)j+ jl(v)jである. ただし, i(v) = 1ならば js(v)j+ jl(v)j = 0, i(v) = 2




次に, 点 uに点 vが隣接するとき, 時計回り順で点 vの次に点 uに隣接する点の
問い合わせについて考えよう.
点 uとその隣接点 vが与えられたとする. i(u) = aかつ i(v) = bとする. 平面
グラフに関する多くのアルゴリズムは, 時計回り順で (反時計回り順で)vの次に u
に隣接する点を計算する命令を必要とする. 例えば, (1) 面の輪郭をトレースする
ときや, (2) 点に接続する辺を時計回りに (反時計回りに)全て求めるとき, である.
また, このクエリの解を計算できるならば, 符号 S = S1 + S2から元の極大平面グ
ラフGを再構成できる.
時計回り順で vの次に uに隣接する点を cn(u; v)と書くことにする. 次のように
して cn(u; v)をO(1)時間で計算できる.
一般性を失うことなくa > bと仮定する. uとcn(u; v)の間の辺をe = (u; cn(u; v))
とする. (u; v) 2 T のときと, (u; v) 2 GT のときの 2つに分けて考える. どちらの
場合であるかは enclose命令を用いて簡単に判定できる.
場合 1: (u; v) 2 T .
このとき vは uの親である. i(u) = nならば, u = rr, v = ry, cn(u; v) = rbであ
る. そうでないならば, eは, 部分符号 l(u)の最初の `['に対応する. 上で説明した
方法により l(u)に対応する部分符号の範囲を計算できるので, cn(u; v)をO(1)時
間で求めることができる.
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場合 2: (u; v) 2 GT .
この場合, eは, l(v)中の `['と s(u)中の `]'とに対応する.
eは, l(v)に対応する部分符号中の x番目の `['と, s(u)に対応する部分符号中の
y番目の `]'とに対応すると仮定する. 次の補題がいえる.
補題 5.3.1 x = 1または, y = js(u)jのどちらか一方が成立する.
証明. そうでないとすると, eに対応する `['と `]'を encloseするような `['と `]'




場合 2a: x = 1のとき.
辺 (u; v)に対応する括弧の組はS 02[sv] = `['とS
0
2[findclose(sv)] = `]'である. (図
5.7(a)参照.) もし, 辺 (u; v)が時計回りに最初に出現する s(u)の辺であるならば,
すなわち findclose(sv) = suならば, cn(u; v)は vの親である. そうでないならば,
括弧の組 S 02[findopen(findclose(sv)¡ 1)] = `['と S 02[findclose(sv)¡ 1] = `]'に対
応する辺の端点のうち uでないほうが cn(u; v)である.
場合 2b: y = js(u)jのとき.
辺 (u; v)に対応する括弧の組はS 02[findopen(eu)] = `['とS
0
2[eu] = `]'である. (図
5.7(b)参照.) s(u)に対応する部分符号の長さが 1ならば cn(u; v)は uの親である.
そうでないならば, S 02[findopen(eu ¡ 1)] = `['と S 02[eu] = `]'に対応する辺の端点
の uでないほうが cn(u; v)である.
以上のようにして cn(u; v)をO(1)時間で計算できる.
次の定理がいえる.




(3) 点 uに点 vが隣接するとき, 時計回り順で vの次に uに隣接する点の問い合
わせ,
をそれぞれO(1)時間で計算できる. またO(n)時間でGを再構成できる.
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S'2 =
sv findclose(s  )v
findclose(s  ) - 1v









e   - 1u





図 5.7: cn(u; v)の計算
5.4 まとめ
















の 3つである. これらの構造を列挙する際に出力を \圧縮"するために設計したも
のである.
主なアイデアは, 対象の各離散構造が点に対応するような根つき木T を定義する
ことである. 各辺は \似ている"2つの離散構造の間の関係に対応する. この根つき
木から次のようにして各離散構造に符号を定義する. T の各辺 eに, eに接続する 2
つの離散構造の間の差分を表す符号を割り当てる. 任意の離散構造を aとする. T








定義する [49]. リアライザの定義は 5.1節を参照されたい.
直接にリアライザに対して根つき木の構造を定義するのではなく, リアライザと
1対 1対応するような点の順序付けの集合に対して, 根つき木の構造を定義する.
はじめに, 6.1.1節では, 点の順序付けを定義し, これらの集合に対して根つき木の
構造を与える (図 6.3参照). 次に, 6.1.2節にて, 定義した順序付けとリアライザの
間に 1対 1対応があることを示す. この対応関係が示せれば, 6.1.1節で与える符号
はリアライザの符号にもなっている, ということが示せたことになる.
























極大平面グラフG = (V;E)のCo(G)上の 3点を rr; rb; ryとする. 辺 (rr; rb)を含
み, ryを含まない単純サイクルC = (w0 = rb; w1; : : : ; wm = rr) 6= Co(G) が与えら







)とする. Cは単純であるのでG0は 2連結平面グラフであり, かつ, G
は極大平面グラフであるので, G0のすべての内面は三角形である.
V
0中に2つ以上の隣接点をもつような点v 2 V ¡V 0を, G0の多重隣接点とよぼう.
G
0の定義より vはG0の外面にあり, また vの V 0中の隣接点はすべてC = Co(G
0
)
上にあることに注意しよう. G0の多重隣接点 vの, V 0中の隣接点のすべてが, もし,
Co(G
0
)上で連続し, かつ, vの回りでも連続するならば, vはG0 の扇点であるとい
い, そうでないならば, vはG0のスキップ点であるという.
例えば, 図 6.1 の x1は扇点であり, 点 x2; x3; x4はいずれもスキップ点である. 扇
点 vのCo(G
0
)上の隣接点の列を vの連続区間とよぶ. 例えば図 6.1の扇点 x1の連
続区間は (w1; w2; w3)である.
次にスキップ区間を定義しよう. G0のスキップ点vが, Co(G
0
) = (w0; w1; : : : ; wm)
上の 2点wpとwq (ただし, p < q とする. ) に隣接し, かつ, vの隣接点を反時計回
りに並べたとき, wpより後で, wqより前にあるものが 1つ以上あり, かつ, それら
のいずれもCo(G
0
)上にはないとき, (wp; wq)をスキップ点 vのスキップ区間とよぶ.
スキップ点はスキップ区間を 1つ以上もつことに注意しよう. 例えば, 図 6.1の点
x3のスキップ区間は (w3; w4)であり, 点 x4のスキップ区間は (w4; w6)と (w6; w8)
である. Gは平面グラフであるので, G0のすべてのスキップ点のすべてのスキップ
区間は, いれ子構造をもつ. また, Cの選び方より, もし jV 0 j · n¡ 2ならば ryはス
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キップ点であり, スキップ区間は少なくとも 1つは存在する. 一方, そうでないとき
は jV 0j = n¡ 1であり, このとき ryは扇点である. 以下, jV 0j · n¡ 2とする. 特に,
他のスキップ区間を真に含まないスキップ区間を極小スキップ区間とよぶ. 任意の
2つの異なる極小スキップ区間 (wp; wq)と (wp0 ; wq0 )において, wq · wp0 もしくは
wq0 · wpのいずれか一方が成立する. wq · wp0のとき, (wp; wq)は (wp0 ; wq0 )より左
にあるといい, (wp0 ; wq0 )は (wp; wq)より右にあるという. 一番左にある極小スキッ
プ区間 (wp; wq)を最左スキップ区間といい, これに対応するスキップ点を xとしよ
う. ただし, そのようなスキップ点xが複数個あるときは, fxg[fwp; wp+1; : : : ; wqg
が誘導するサイクルの内部の点の個数が最小となるように点 xを選ぼう. xを最左
スキップ点という. 例えば, 図 6.1のG0の最左スキップ区間は (w3; w4)であり, 最
左スキップ点は x3ではなく, x2である.
最左スキップ区間が (wp; wq)のとき, (w0;w1; : : : ;wq)をアクティブ区間とよぶ.
(ただし, p = 0かもしれない. また, 便宜的に, jV 0j = n¡ 1のときはスキップ区間





最左スキップ点を xとし, 最左スキップ区間を (wp; wq)とする. これらから構成
されるサイクルを C = (x;wp; wp+1; : : : ; wq)とする. xはスキップ点であることよ
り, Cの内側に 1つ以上点が存在する. また, 最左スキップ区間は極小スキップ区
間であるので, Cの内側にスキップ点は存在しない. また, 仮定よりCの内側に扇




さて, 極大平面グラフG = (V;E)が与えられたとき, 次のように V の順序 ¼ =
(v1; v2; : : : ; vn)を定義しよう. n ¸ 5としてよい. Giは fv1; v2; : : : vigが誘導するG
の平面部分グラフとする. Co(G)上の 3点を rr; rb; ryとする.
まず, v1 = rb; vn = ry; v2 = rrとする. v1, v2を含む内面が (v1; v3; v2)となるよう
に点 v3を定める. 次に, 各 i = 4; 5; : : : ; n ¡ 1について, 次の条件 (co1)と (co2)を
満足するように v4; v5; : : : ; vn¡1を選ぼう.
(co1) viはGi¡1の扇点である.
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(co2) viのGi¡1上の連続区間は (1) vi¡1を含む, もしくは, (2) vi¡1より右にある,
のいずれかである.
¼ を V の左優先順序とよぶ. (co1)のみを満足するとき, ¼ はカノニカル順序
[8, 19]とよばれるが, 左優先順序はこれに条件 (co2)を追加したものとなっている.
本論文は, 左優先順序とリアライザの対応を第 4章で示し, これを利用して, リア
ライザの列挙を行う.
(co1)より, G4; G5; : : : ; Gn¡1はいずれも 2連結である. また, (co2)より, 小さな
番号が直感的には左にあらわれることがわかる. よって, ``左優先'' 順序である. 次
の補題がいえる.




もし, k = n¡ 1ならば, Co(Gn¡1)上の点は全てアクティブ区間に含まれ, かつ,
vn¡1はCo(Gn¡1)上にあるので仮定に反する.
また, 3 · k · n¡ 2のときは, 次のようにして矛盾が導ける. viはスキップ点で
あり, 連続区間が最左スキップ区間 (これを (wp; wq)としよう.) に包含されるよう
なGkの扇点 xが存在する. x = vl, l > kとしよう. 仮定より, vkはwqより右方に
ある. i = k + 1; k + 2; : : : ; l¡ 1において (co2)が成立するので, vl¡1の連続区間は
wqより右にある. またwq 6= vl¡1である. このとき, vlの連続区間は vl¡1より左に
あることになり, (co2)に矛盾する. Q:E :D:
すなわち, v4; v5; : : : vn¡1のいずれかで (co3)を満たさないならば順序 ¼は左優
先順序ではない. 一方, (co1)-(co3)を満たすように順に viを選べば, 途中で次の点
が選べない状況になることなく, 左優先順序が必ず得られることを, 次の補題で示
そう.
補題 6.1.3 各 i = 4; 5; : : : ; n¡ 1について, 条件 (co1)-(co3)を満たすように順に vi
を選べば左優先順序が得られる.
証明. まず, 途中で次の点が選べない状況にならないことを示そう.
はじめに, i = 3において (co3)は成立している. なぜならば, G3の最左スキップ
区間は (v1; v3), (v3; v2), (v1; v2)のいずれかであり, いずれの場合も v3は最左スキッ
プ区間に含まれているからである.
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次に, 一般に v1; v2; : : : ; vk, (3 · k · n¡2), まで選択し, かつ, i = kで条件 (co3)
が成立しているとき, i = k + 1でも (co1)-(co3)が成立するように vk+1を 1通り
以上選べることを示そう. Co(Gk) = (w0 = v1; w1; : : : ; wm = v2), vk = waとする.
Gkの最左スキップ点を xとし, 最左スキップ区間を (wb; wc)とする. これらが構
成するサイクルを C = (x;wb; wb+1; : : : ; wc)とする. (co3)より a · cである. 辺
(wa¡1; wa)を含む内面でCo(Gk)の外側にあるものが (wa¡1; y; wa)となるように点
yを定める. yはCo(Gk)に 2つ以上の隣接点をもつので, 扇点もしくはスキップ点
のいずれかである. はじめに, (co1)と (co2)を満たすように vk+1を 1つ以上選べ
ることを示す. (条件 (co3)を満たすことはこの議論の後で示す.) yについて 2つの
場合分けて考えよう.
場合 1: 点 yが扇点であるとき.
vk+1 = yとする. (このとき vk+1はGkの扇点であり, vk+1のGk上の連続区
間は vkを含む. すなわち, i = k + 1において (co1)と (co2)を満たす.) もし
くは, 連続区間が (wa; wc)に包含されるような扇点があれば, そのような点の
いずれかを vk+1とする. (このとき vk+1はGkの扇点であり, vk+1のGk上の
連続区間は vkを含む, もしくは vkより右にある. すなわち, i = k+ 1におい
て (co1)と (co2)を満たす.) これら以外に vk+1となりうる点はない. 連続区
間が (wc; wm)に包含されるような扇点を vk+1とすると, i = k + 1において
(co3)に反することに注意しよう.
場合 2: 点 yがスキップ点であるとき.
yのスキップ区間は waの ``右側'' にしかない. なぜならば, もし yのスキッ
プ区間がwa¡1の ``左側'' にあれば, (co3)が i = kで成立していることに矛盾
するからである. 同様の理由より, 最左スキップ区間はwaを含む, もしくは,
waの右に存在する. 補題 6.1.1より, 連続区間が最左スキップ区間 (wb; wc)に
包含されるような扇点が存在する. 連続区間が (wa; wc)に包含されるような
扇点のいずれかを vk+1とする. このとき, i = k + 1において (co1)と (co2)
を満たすことに注意しよう. また, これら以外に vk+1となりうる点はない.
すなわち, いずれの場合も (co1)と (co2)を満たすような vk+1が 1通り以上選べ
ることになる.
最後に, 場合 1, 2にもとづいて vk+1を選んだとき, いずれの場合も i = k + 1に
おいて (co3)が成立することを示そう. 4つの場合にわけて考えよう.
場合A: 点 xがGk+1ではスキップ点でないとき.
サイクル Cが内部にちょうど 1個の点 zを含み, vk+1 = zとしたときのみ
である. 図 6.2(a)参照. このときGk+1の最左スキップ区間は, (i) (wb; wc)を
























図 6.2: 補題 6.1.3の例図
包含する, もしくは (ii) wcより右にある, のいずれかであり, どちらの場合も
i = k + 1で (co3)が成立する.
場合B: 点 xはGk+1のスキップ点であるが, (wb; wc)はGk+1の極小スキップ区間
でないとき.
xが 2つ以上のスキップ区間をもち, サイクルCがちょうど 1個の点 zを含
み, vk+1 = zとしたとき (図 6.2(a)参照), もしくは, サイクルCの内部の点で
vk+1に隣接する点が新たにスキップ点になったとき (図 6.2(b), (c)参照), も
しくは, xが vk+1に隣接していて新たに vk+1を端にもつ極小スキップ区間が
できたとき (図 6.2(d)参照), のいずれかである. いずれの場合も i = k+ 1で
(co3)が成立する.
場合C: 点 xはGk+1のスキップ点であり, (wb; wc)はGk+1の極小スキップ区間で
あるが, (wb; wc)はGk+1の最左スキップ区間でないとき.
vk+1に隣接する点 zが新たに最左スキップ点になったとき (図 6.2(e)参照)の
みである. vk+1は新しい最左スキップ区間の端になるので (co3)が成立する.
場合D: Gkの最左スキップ区間は, Gk+1の最左スキップ区間と同じであるとき.
図 6.2(f)参照. (co3)が成立する. Q:E :D:
Gの左優先順序 ¼ = (v1; v2; : : : ; vn)の部分順序 ¼i = (v1; v2; : : : ; vi), 3 · i · n,
をGの左優先部分順序とよぶ. また, 2つの左優先部分順序 ¼i = (v1; v2; : : : ; vi)と
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¼i+1 = (v1; v2; : : : ; vi+1)のように, ¼i+1の最後の点を除去すると¼iが得られるとき,
¼iを¼i+1の親とし, ¼i+1は¼iの子とする. 補題6.1.3において, v1; v2; : : : vkまで選ぶ
と¼k = (v1; v2; : : : ; vk)が得られ,次にvk+1を選ぶと¼kの子¼k+1 = (v1; v2; : : : ; vk+1)
が得られることになる. ¼kは 1つ以上の子をもつことに注意しよう. また, 定義よ
り ¼3は 1通りしかない.
以上より, Gのすべての左優先部分順序は木構造をもつ. この木構造を左優先部
分順序の家系木と呼び, TGと書く (図 6.3参照). ここで, TGの各点はGの各左優
先部分順序に対応し, TGの各辺は両端点に対応する 2つの左優先部分順序の親子
関係に対応する. また, TGの各葉はGの左優先順序に対応する. TGはGの全ての
左優先順序を含んでいることに注意しよう.
極大平面グラフの任意の左優先順序 ¼が与えられたとする. ¼3から ¼までの家




次節では, 左優先順序とリアライザに 1対 1対応があることを示す. これを示せ
たならば, 上の符号はリアライザの符号になっていることが示せたことになる.
6.1.2 左優先順序とリアライザ
本章は, 左優先順序からリアライザを求める方法, および, リアライザから左優
先順序を求める方法を説明する.
極大平面グラフG = (V;E)のCo(G)上の3点をrr; rb; ryとし, ¼ = (v1; v2; : : : ; vn)
はGの左優先順序としよう. v1 = rb, v2 = rr, vn = ryとする. Giは fv1; v2; : : : ; vig










y), 3 · i · n ¡ 1, が次の条件
(re)を満たすときQiをGiのリアライザとよぼう.









y [f(x;w1); (x;w2); : : : ; (x;wm¡1)g)
はG0iのリアライザである.
例を図 6.4に示す.
左優先順序 ¼を用いると, 各Gi, i = 3; 4; : : : ; n¡ 1, のリアライザを次のように
して構成できる.




























































































































































y )が得られたときに, Gk+1 の
リアライザ Qk+1 を求めよう. Co(Gk) = (w0; w1; : : : ; wm)とし, vk+1 の Co(Gk)




r [ f(vk+1; wq)g; Ekb [
f(vk+1; wp)g; Eky [ f(vk+1; wp+1); (vk+1; wp+2); : : : ; (vk+1; wq¡1)g) とする. 図 6.5(b)
に例を示すようにQk+1はGk+1のリアライザとなる.





補題 6.1.4 Gの左優先順序 ¼1と ¼2より上のアルゴリズムによってリアライザH1
とH2を構成したとしよう. このとき ¼1 6= ¼2ならばH1 6= H2である.
証明. 背理法による. H1 = H2と仮定する.




2; : : : ; v
0
n) とする. vk 6= v0k なる最小の k を
選ぶ. すると, vk と v
0
k は Gk¡1の扇点である. また, vk は v
0
k の `左にある' とし,
vk, v
0
kのGk¡1に対する連続区間をそれぞれ (ws; ws+1; : : : ; wt), (ws0 ; ws0+1; : : : ; wt0 ),
s < t · s0 < t0 とする.
2つの場合にわけて考えよう.
場合 1: vkと v
0
kが隣接するとき.
辺 e = (vk; v
0
k)とする. H1では, e 2 Eb, もしくは, e 2 Eyかつ vkから v0kの
向き, のいずれかである. H2では, e 2 Er, もしくは, e 2 Eyかつ v0kから vk
の向き, のいずれかである. よってH1 6= H2であり, 矛盾である.






















場合 2: vkと v
0
kが隣接しないとき.
辺 e0 = (vk; wt)とする. H1 では, e
0 2 Er となる. H2 では, e0 2 Ey と
なることを示そう. ¼2 において v
0
l = vk としよう. l > kである. 任意の
v 2 V (Gl¡1) ¡ V (Gk¡1)の連続区間は wtの右にある. そうでないとすると,







かつ (v0l ; ws) 2 Ebとなるので, e0 2 Eyである. ゆえに, H1 6= H2であり, 矛
盾である. Q:E :D:
また, GのリアライザQ = (Er; Eb; Ey)からGの左優先順序 ¼を次のようにして
構成できる.
v1 = rb, v2 = rr, vn = ryとする. Giは V ¡ fvi+1; vi+2; : : : ; vng が誘導するG
の平面部分グラフとする. Co(Gn¡1) = (w0 = v1; w1; : : : ; wm = v2)とする. このと
きQn¡1 = (Er; Eb; Ey¡ f(vn; w1); (vn; w2); : : : ; (vn; wm¡1)g) はGn¡1のリアライ
ザである.
まず vn¡1を選ぼう. リアライザの条件より, (w0; w1) 2 Eb, (wm¡1; wm) 2 Er,
f(w1; w2); (w2; w3); : : : ; (wm¡2; wm¡1)g ½ Er [Eb である. よって, (wa¡1; wa) 2 Eb
かつ (wa; wa+1) 2 Erなる a, 0 < a < m, が存在する. そのような aで最大のもの
を選び, vn¡1 = waとしよう.
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このとき, Gn¡1中の vn¡1 = wa の隣接点を wa¡1; u1; u2; : : : ; ub; wa+1, とし, こ
れらは wa のまわりに反時計回りにこの順であらわれるとしよう. Co(Gn¡2) =
(w0; w1; : : : ; wa¡1; u1; u2; : : : ; ub; wa+1; wa+2; : : : ; wm) となる. このとき,
Q
n¡2 =
(Er¡ f(wa; wa+1)g; Eb ¡ f(wa¡1; wa)g; Ey¡ (f(vn; w1); (vn; w2); : : : ; (vn; wm¡1)g
[ f(wa; u1); (wa; u2); : : : ; (wa; ub)g)) はGn¡2のリアライザである.





補題 6.1.5 上のアルゴリズムで求めた ¼は左優先順序である.
証明. まず, 次がいえる. Co(Gn¡1) = (w0 = rb; w1; : : : ; wm = rr)とすると, 定義
より, Gn¡1のアクティブ区間は (w0; w1; : : : ; wm)であり, これは vn¡1を含む. すな
わち, i = n¡ 1において (co3)は成立している.
次に, 一般に, i = k + 1において (co3)が成立しているとしよう. Co(Gk+1) =
(w0 = rb; w1; : : : ; wm = rr), vk+1 = waとする. このとき i = kにおいても (co1)-
(co3)が成立することを示そう. 2つの場合にわけて考えよう. Gk中の vk+1の隣接
点をwa¡1; u1; u2; : : : ; ub; wa+1とし, これらはwaのまわりに反時計回りにこの順で
現れるとしよう.
場合 1: Gk+1の最左スキップ区間とGkの最左スキップ区間が同じであるとき.
vk+1 の選び方より, vk =2 fwa+2; wa+3; : : : ; wmgである. すなわち, vk 2
fw1; w2; : : : wa¡1; u1; u2; : : : ; ub; wa+1gである. (co3)がGk+1で成立している
ことより, Gk+1の最左スキップ区間は (i) vk+1を含むか, (ii) vk+1より右にあ
るかのいずれかである. (i)と (ii)のいずれの場合も i = kにおいて (co1)-(co3)
が成立する.




場合 2 (a): Gk+1の最左スキップ区間はGkのスキップ区間でないとき.
vk+1 が Gk+1 の最左スキップ区間の端であったときのみである. このと
きGkの最左スキップ区間は, Gk+1の最左スキップ区間を包含したもの, も
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しくは, 点 wa+1 より右にある, のいずれかとなる. いずれの場合も vk 2
fw1; w2; : : : ; wa¡1; u1; u2; : : : ; ub; wa+1gより, i = kにおいて (co1)-(co3)が成
立する.
場合 2 (b): Gkにおいて新たな最左スキップ区間が生じるとき.
新しいスキップ区間に対応するスキップ点をxとする. このスキップ区間は
Gk+1においてはスキップ区間ではなかったことより, 3辺 (x;wa¡1), (x;wa),
(x;wa+1)が存在することがわかる. すなわち, Gk の新たなスキップ区間は
(wa¡1; wa+1)である. i = k + 1において (co3)が成立していたことにより,
この新たな最左スキップ区間は, Gk+1の最左スキップ区間に包含される, も
しくは, Gk+1の最左スキップ区間より左にある, のいずれかとなる. いずれ






と ¼2を求めたとしよう. このときH1 6= H2ならば ¼1 6= ¼2である.
証明.
背理法による. ¼1 = ¼2 = (v1; v2; : : : ; vn) と仮定しよう. H1 6= H2 であるから,
Gk¡1から点 vkに接続する辺集合の Tr, Tb, Tyへの分割がH1とH2において異な
るような点 vkが存在する. そのような点のうち kが最大のものを vkとする. vkは
Gk¡1の扇点であるので, Gk¡1中の vkの隣接点はCo(Gk¡1)上に連続してあらわれ
る. これを (wp; wp+1; : : : ; wq)としよう. リアライザから左優先順序を求める方法
により, (vk; wp) 2 Tb; (vk; wq) 2 Tr, (vk; wp+1); (vk; wp+2); : : : ; (vk; wq¡1) 2 Ty であ
る. すなわち, vkに接続する辺集合の Tr, Tb, Tyへの分割は一意であり, これは vk
の選び方に矛盾する. Q:E :D:




本節では, ちょうど n面をもつ底辺つき方形描画に対して符号を定義する [53].
3,4章では, 各点の次数が高々3の底辺つき方形描画を取り扱っていたが, 本節では,
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ちょうど n(¸ 2)面をもつ底辺つき方形描画からなる集合を Snとする. Sn中の
各方形描画に符号を定義するため, Snの間に根つき木の構造を定義する.
いくつかの定義からはじめよう.
外周上の 2本の垂直線分を含む面をスパン面と呼ぶ. 直感的に, スパン面は, 方
形描画の西側と東側の外面に隣接している. スパン面 F の下側にある全ての面が
スパン面であるならば, F を底スパン面と呼ぶ. これ以降の図では底スパン面を点
線で書きあらわす. n面をもつ底辺つき方形描画をRとする. Rの全ての面が底ス
パン面であるならば, Rを, ちょうど n面の方形描画の根描画と呼び, R(n)と書く.
例として, 図 6.6にR(5)を示す.
Sn中の底辺つき方形描画をR 6= R(n)とする. 外周上の左上隅の点を含むRの
面を F とする. F をRの第 1面と呼ぶ. 図中の方形描画の第 1面は全て灰色で表
されている. F の右下隅の点を vとする. もし, vが南へのびる線分をもつならば,
F を上向き消去可能という. 図 6.7(a)と (b)に上向き消去可能な第 1面の例を示す.
そうではなく (vが南へのびる線分をもたず), vが東へのびる線分をもつならば, F
を左向き消去可能という. 図 6.7(c)に左向き消去可能な第 1面の例を示す.
84 第 6章 様々な離散構造の符号
(a)
(b)
図 6.8: (a)上向き消去可能な第 1面を消去, (b)左向き消去可能な面の消去
次に Rの第 1面を消去し, 新たに面を 1つだけ Rに追加することを考えよう.
R 6= R(n)であり, かつ, n ¸ 2なので, Rの第 1面 F は, 上向き消去可能であるか,
または, 左向き消去可能であるか, のどちらかである. もし F が上向き消去可能で
あるならば, 上方向にF を押しつぶしてF の下方にある各面を広げ, Rの下側に底
スパン面を追加する. 図 6.8(a)に例を示す. 同様に, もし F が左向き消去可能であ
るならば, 左方向にF を押しつぶしてF の左方にある各面を広げ, Rの下側に底ス
パン面を追加する. 図 6.8(b)に例を示す.




ができる. Rから得られる方形描画をP (R)と書くことにする. R 6= R(n)なる全て
の方形描画Rに対してP (R)を定義できることに注意しよう. このとき, RをP (R)
の子描画, P (R)をRの親描画とそれぞれ呼ぶことにする.
Sn中の任意の方形描画Rが与えられたとき, 繰り返し親描画を求めることによ
り, R;P (R); P (P (R)); : : :なる方形描画の列を得る. この列の最後には必ずR(n)が
現れる. P (R)の底スパン面の個数はRよりも 1つだけ多いことに注意しよう. 図
6.9に描画の列の例を示す.
これら全ての描画の列を併合したものをちょうど n面をもつ方形描画の家系木
Tnと定義する. Tnの各点はSn中の底辺つき方形描画に対応し, 各辺は, RとP (R)
の間の関係に対応する. 家系木の根は必ずR(n)である. 図 6.10に T4の例を示す.
図 6.10において, 実線の辺は, 上向きに第 1面を消去することを表している. 同様
に, 点線の辺は, 左向きに第 1面を消去することを表している. 各辺に書かれてい
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図 6.9: 描画の列
るラベルは, 辺に接続する 2つの方形描画間の差分を表している. 底辺つき方形描
画Rに対して, (1) a 2 fU; Lgによって, Rが上向き消去可能 (U)か左向き消去可能
(L)かを, (2) 正の整数 sによってRの第 1面の南側の面の個数を, (3) 正の整数 e
によってRの第 1面の東側の面の個数を, (4) b 2 fa;+gによって, Rにおける第 1
面の右下隅の点の形状を, それぞれ表すことにする. このとき, もし a = Uである
ならば, Rと P (R)を結ぶ辺に, 上の (1){(4)の値からなるラベル (a; s; e; b)を割り
当てる. もし a = Lであるならば, 第 1面の右下隅の点は必ず s-missingなので, 上
の (1){(3)からなるラベル (a; s; e)を割り当てる.
任意の底辺つき方形描画Rが与えられたとき, RからR(n)への家系木上のパス
に現れるラベルを連結して得られる符号を Rの符号とする. 家系木上で, Rから
R(n)へのパスはユニークなので, Rの符号もユニークである.
6.3 整数分割の符号
本節では, 正の整数 nの整数分割に対して符号を定義する [48]. 我々は, nの整数
分割からなる集合の間に根つき木の構造を定義することにより符号を定義する. こ
のアイデアを拡張することにより, パーツ数が高々k個の nの整数分割と, 各パー
ツの値が高々hの nの整数分割の符号も定義できることをそれぞれ示す [48].
6.3.1 整数分割の家系木
本節では, 正の整数 nの整数分割に対して符号を定義する. 正の整数 nが与えら




正の整数 nが与えられたとき, 整数の列 A = a1a2 : : : am, (1 · m · n) が
a1 ¸ a2 ¸ ¢ ¢ ¢ ¸ am > 0と n = a1 + a2 + ¢ ¢ ¢ + amを満たすならば, Aを nの整数
分割という. 各 aiをパーツと呼ぶ. パーツは降順に現れることに注意しよう. もし

























図 6.10: ちょうど 4面をもつ方形描画の家系木 T4.
m = 1ならばA = nであり, Aを根分割と呼ぶ. 例えば, n = 5の整数分割は下記
の 7個である.
5; 41; 311; 2111; 11111; 32; 221
次に, S(n)の間の根つき木の構造を定義する.
根分割を除くS(n)中の各分割Aに対して親分割P (A)を定義する. A = a1a2 : : : am
を S(n)中の分割とし, Aは根分割ではないとする. 次の 2つの場合を考えよう.
場合 1: am = 1のとき.
amを除去し, a1に1を加えることにより得られる分割をP (A) = (a1+1)a2 : : : am¡1

















図 6.11: 整数分割の家系木 T8.
場合 2: am > 1のとき.
am から 1を引き, a1 に 1を加えることにより得られる分割を P (A) = (a1 +
1)a2 : : : (am ¡ 1)とする. P (A)のパーツ数はAと等しいことに注意しよう.
分割AをP (A)の子分割と呼ぶ. Aの親分割P (A)はユニークであるが, P (A)は
高々2つの子分割をもつことに注意しよう. 次がいえる.
補題 6.3.1 A 2 S(n)が根分割でないならば, P (A) 2 S(n)である.
上の補題より, 根分割でない任意の分割 A 2 S(n)に対して, 繰り返し親分割を
求めることによりユニークな分割の列 A;P (A); P (P (A)); : : :を得る. この列の最
後には必ず根分割が現れることに注意しよう. これらの列を併合することにより
得られる根つき木の構造を nの整数分割の家系木 Tnと定義する. 家系木の各点は
S(n)中の分割に対応し, 各辺はAと P (A)の関係に対応する. 例えば T8を図 6.11
に示す. 図中の実線は場合 1を, 破線は場合 2を表している.
任意の整数分割 A 2 S(n)に対して, 根分割から Aへの家系木上のパスを P と
する. P 上に現れる辺に対応する差分を連結して得られる符号をAの符号とする.
各分割はユニークなパスに対応するので, この符号は各分割に対してユニークであ
る. P (A)は, 高々2つの子分割しかもたないので, 差分のために必要な記憶領域は









図 6.12: 高々3個のパーツをもつ 8の整数分割の家系木 T 38 .
各辺につき 1 bit である. よって, 整数分割Aの符号の長さはAに対応する家系木
の点の深さに等しい. もっとも深い点は, 全パーツの値が 1の整数分割に対応する
点である. このとき, n bit の記憶領域が必要になる.
以上により, 次がいえる.
定理 6.3.2 A 2 Snに対応する Tn中の点を aとし, Tnにおける aの深さを dとす





本節では, 正の整数 nと k(· n)が与えられたとき, 高々k個のパーツをもつ nの
整数分割に対する符号を考える.
高々k個のパーツをもつ nの整数分割からなる集合を S·k(n)とする. 6.3.1節と
同様に親分割を定義することにより, S·k(n)の間に家系木を定義できる. この家系
木を T kn と書く. 例えば T 38 は図 6.12のようになる.
任意のA 2 S·k(n)に対して, Aから根分割への家系木上のパスを P とする. P
上に現れる辺に対応する差分を符号としてつなぎ合わせることにより得られる符
号を Aの符号とする. 各分割について, 分割から根分割への家系木上のパスはユ
ニークなので, この符号も各分割についてユニークである. 6.3.1節で定義した家系
木と同様に, T kn の各分割も高々2つの子分割をもつので, 各辺に対応する差分は 1
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bit で十分である. 分割Aに対応する家系木の点の深さを dとすると, Aの符号の
長さは d bit である. T kn の深さは n以下なので, 最悪の場合, 分割の符号の長さは
n bit 以下である.
以上により, 次がいえる.
定理 6.3.3 A 2 S·nに対応する T kn 中の点を aとし, T kn における aの深さを dと
する. このときAを d bit に符号化できる.




本節では, 正の整数 nと k(· n)が与えられたとき, ちょうど k個のパーツをも
つ nの整数分割に対する符号を考える.
ちょうど k個のパーツをもつ nの整数分割からなる集合を S=k(n)とし, 高々k
個のパーツをもつ n ¡ kの整数分割からなる集合を S·k(n ¡ k)とする. S=k(n)





とする. このときBは高々k個のパーツをもつ. なぜならば, Aはちょうど k個の
パーツをもつからである. ゆえにB 2 S·k(n¡ k)である.
次に, S·k(n¡k)中の分割からS=k(n)中の分割を構成できることを示す. S·k(n¡
k)中の分割をBとし, Bのパーツの個数を bとする. Bの各パーツに 1を加え, 値
1のパーツを k ¡ b個だけ新たに追加することにより得られる分割をAとする. A
はちょうど k個のパーツをもつので, A 2 S=k(n)である.
上の関係より, S=k(n)と S·k(n ¡ k)の間に 1対 1対応があることが分かる. 以
上により, 6.3.2節で定義した符号を, ちょうど k個のパーツをもつ nの整数分割に
対する符号として利用できることが分かる.
6.3.4 各パーツの値がh以下の整数分割
本節では, 正の整数 nと hが与えられたとき, 各パーツの値が h以下の nの整数
分割の符号を定義する.
90 第 6章 様々な離散構造の符号
正の整数 nと hが与えられたとき, 各パーツの値が h以下の nの整数分割からな
る集合をR(n; h)とする. R(n; h)間に根つき木の構造を定義する.
A = a1a2 : : : amをR(n; h)中の分割とする. Aは, h ¸ a1 ¸ a2 ¸ ¢ ¢ ¢ ¸ am > 0
と n = a1 + a2 + ¢ ¢ ¢+ amを満たすことに注意しよう.
R(n; h)中でパーツ数が最小の分割を R(n; h)の根分割と定義する. 詳細は次の
ようになる. nが hの倍数であるならば, 根分割のパーツ数は n
h
であり, 各パーツ





cのパーツを 1つだけもつ. 例えば, R(10; 4)の根分割は 442である.
次に,根分割を除くR(n; h)中の各分割に対して親分割を定義する. A = a1a2 : : : ai
ai+1 : : : amをR(n; h)中の分割とする. Aは根分割でないとし, h = a1 = a2 = ¢ ¢ ¢ =
ai > ai+1とする. Aは根分割でないので, 値が hよりも小さいパーツを少なくとも
2つ含み, i + 1 < mであることに注意しよう. また, i = 0であるならばAは値が
hのパーツを含まないことに注意しよう.
Aの親分割 P (A)を定義する. 次の 2つの場合を考えよう.
場合 1: am = 1のとき.
amを除去し, ai+1に1を加えることによって得られる分割P (A) = a1a2 : : : ai(ai+1
+1) : : : am¡1をAの親分割と定義する.
場合 2: am > 1のとき.
amから 1を引き, ai+1に 1を加えることによって得られる分割P (A) = a1a2 : : : ai
(ai+1 + 1) : : : (am ¡ 1)をAの親分割とする.
分割 Aを P (A)の子分割と呼ぶ. 上の両方の場合において, 加えられるパーツ
ai+1は, amとは異なっているので, P (A) 6= Aである. よって, 次の補題を得る.
補題 6.3.4 A 2 R(n; h)は根分割でないとする. このとき, P (A) 2 R(n; h)である.
上の補題より, 根分割でない任意の分割A 2 S(n)に対して, 繰り返し親分割を
求めることによりユニークな分割の列 A;P (A); P (P (A)); : : :を得る. この列の最
後には必ず根分割が現れる. これらの列を併合することにより根つき木の構造を
得る. これをR(n; h)の家系木 Tn;hと定義する. 図 6.13に T10;4の例を示す. T10;4
の各点はR(10; 4)中の分割に対応し, 各辺はR(10; 4)中の分割AとP (A)との関係
に対応する. AをR(n; h)中の任意の分割とする. 根分割からAへの Tn;h上のパス
を P とする. P 上に現れる辺に対応する差分を連結して得られる符号をAの符号
と定義する. 各分割はユニークなパスに対応するので, この符号も各分割に対して
ユニークである. Tn;hの各分割は高々4つの子分割をもつので [48], 各辺に対応す
る差分は 2 bit で十分である. したがって, 分割Aの家系木上の深さを dとすると,



















図 6.13: R(10; 4)の家系木 T10;4
次がいえる.
定理 6.3.5 A 2 R(n; h)に対応する Tn;k中の点を aとし, Tn;kにおける aの深さを














方形描画に対する符号を 2つ与えた. 1つは, 方形描画を根つき木に変換してか
ら符号化するものである. 符号の長さは 2m+ 3 bit である. もう 1つの符号は, 各
方形描画に対して \消去列"という描画の列を定義し, 消去列に基づいて符号を定
めるものである. 消去列は各方形描画に対してユニークなので, 符号もユニークで
ある. この符号の長さは 5m=3 bit であった.
次に, クエリを高速にサポートする方形描画のコンパクトな符号に関する結果は
次の通りである.









とにより, 面に関する隣接クエリの解をO(1)時間で計算できる. また, 面 f が与え















(3) 点 uに点 vが隣接するとき, 時計回り順で vの次に uに隣接する点の問い合
わせ.






本研究では, 底辺つき方形描画を 5m=3 bit に符号化する方法を与えが, よりコ
ンパクトな符号が存在するのかどうかについて考えてみよう.
底辺つき方形描画を高速に列挙するアルゴリズムが既に知られている [29, 30, 31].
k 個の面をもつ底辺つき方形描画の個数を Nk としよう. 我々は, 上記の列挙ア
ルゴリズムを実装することにより, 底辺つき方形描画の個数の数え上げを行い,
N11 = 10948768という結果を得た. よって, 11個の面をもつ底辺つき方形描画に
対する符号の平均の長さは, 少なくとも 24 > logN11 = 23:5 bitであるとわかる.
一方, 本文で提案した符号は, 5 £ 11 = 55 bitである. これは, 11個の面をもつ底
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表 7.1: 本研究で設計した底辺つき方形描画の符号と, 少なくとも必要な符号の平
均の長さ
辺つき方形描画に対するよりコンパクトな符号が存在することを意味している. 同
様に, k = 1から 13個の面をもつ底辺つき方形描画に対して, 少なくとも必要な符
号の平均の長さを調べてみたところ表 7.2のようになった.
表 7.2は, 面数が 1{13までの底辺つき方形描画に関しては, よりコンパクトな符
号が存在することを意味している. 底辺つき方形描画の一般の個数は現在のところ
知られていないため, 漸近的なふるまいは分からない. しかし, 我々は, 表 7.2に示
した結果から, よりコンパクトな符号が存在すると予想している. 本研究の今後の
課題はより短い符号を設計することである. さらには, より短く, かつ高速にクエ
リの解を求めることができるような符号を設計することも今後の課題である. ま
た, 一般に, f 面をもつ底辺つき方形描画の個数に対する数え上げを行うことも今
後の課題である. もし, その個数が分かったならば, 底辺つき方形描画の符号の長
さに対する下界を示せたことになる.
次に, 極大平面グラフに関する今後の課題について述べる.
クエリを考慮した極大平面グラフの符号として現在最良の結果 [2]は,高 (々lg n)=4
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その他に, より実用的な補助テーブルを提案することも今後の課題である. 補題
4.2.1で示した通り, 長さが 2nの符号に, サイズが o(n) bit の補助テーブルを追加
したならば, 様々な命令をO(1)時間で計算できるという結果がある. この補助テー
ブルのサイズは, 理論的には o(n) bit であるが, 隠された定数係数は比較的大きく,
例えば, 符号の長さが数ギガバイトのとき, 補助テーブルのサイズは非常に大きく
なると予想されている. したがって, 実用的な長さの符号に対してコンパクトな補
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105
付 録A rank命令
本節では, 2進符号 Sに, o(n)ビットの補助テーブル SAを追加することにより,
Sの rank(i)の値をO(1)時間で計算する方法を紹介する. 詳細は, [10, 17, 18]等を
参照されたい. 本節は, [10]で紹介された方法を説明する.
Sは `0'と `1'からなる符号する. 直感的に, rank(i)とは符号Sの先頭から i文字
目までに現れる `1'の個数である. 形式的な定義は次のようになる. i文字目から j
文字目までの Sの部分符号を S[i; j]と書く. このとき, rank(i)とは S[1; i]中の `1'
の個数である. 例えば, S = ((())(()(()))()())ならば rank(6) = 4である.
アルゴリズムの主なアイデアは次のようなものである.
`0'と `1'からなる 2進符号 Sと iが与えられたとする. Sの長さを nとする. 符
号 Sをいくつかのブロックに分割する. iを含むブロックを Bとする. このとき,
rank(i)の値は
(1) Sの先頭からBの先頭までの `1'の個数と,
(2) Bの先頭から iまでの `1'の個数
の和である. O(1)時間で (1)の値を得るために, 各ブロックに対して, Sの先頭か
らそのブロックの先頭までの `1'の個数をテーブルに保存しておく. このように前
処理しておくことで (1)の値を高速に得ることができる. 次に, (2)の値を求めるこ
とを考えよう. (2)の値を高速に計算するために, ブロックBをより小さなブロッ
クに分割する. 小さなブロックに関しても同様なテーブルを用意することにより,
(2)の値を計算する. 実際のところ, (2)の値を計算するためには, ある長さの全て
の符号に対して答えを保存しておくテーブル (ユニバーサルテーブルと呼ばれる)




2進符号 Sと iが与えられたとする. Sの長さを nとする. はじめに, Sを 2段階
に分割することを考えよう.
符号 Sを, 長さ dlg ne2 bit のブロックに分ける. この長さのブロックを大ブロッ
クと呼ぶことにする. 各大ブロックについて, Sの先頭から大ブロックの先頭のま







での `1'の個数をテーブルに保存する. ここで, 大ブロックの先頭の `1'は含まない
ことにする. このテーブルを btと呼ぶ.
次に, 各大ブロックを, 長さ dlg ne bit のブロックに分ける. このブロックを小ブ
ロックと呼ぶことにする. 各小ブロックについて, その小ブロックを含む大ブロッ
クの先頭から, 小ブロックの先頭までの `1'の個数をテーブルに保存する. ここで,
小ブロックの先頭の `1'は含まないことにする. このテーブルを stと呼ぶ.
iを含む大ブロックの先頭の位置を kとする. iを含む小ブロックの先頭の位置を
lとする. このとき, rank(i)の値は, (1) Sの先頭から k¡ 1までの `1'の個数と, (2)
kから l ¡ 1までの `1'の個数, (3) lから iまでの `1'の個数, の和である. よって,
rank(i) = rank(k ¡ 1) + (rank(l ¡ 1)¡ rank(k ¡ 1)) + (rank(i)¡ rank(l ¡ 1))
rank(l ¡ 1)¡ rank(k ¡ 1)は kから l ¡ 1までの `1'の個数, rank(i)¡ rank(l ¡ 1)
は lから iまでの `1'の個数にそれぞれ対応することに注意しよう. (図A.1参照.)
テーブル btから rank(k¡ 1), テーブル stから rank(l¡ 1)¡ rank(k¡ 1)をそれぞ
れ得ることができる. よって, rank(i)¡ rank(l ¡ 1)を計算できたならば, rank(i)
を得ることができる.
では, rank(i)¡ rank(l ¡ 1)を計算する方法を説明する.
長さ d lgn
2
e bit の符号が取り得る全パターンについて, 各位置 iの rank(i)を保存
するようなテーブルを作成する. このテーブルを, 長さ d lgn
2
eのユニバーサルテー
ブル utと呼ぶことにする. 長さ d lgn
2
eは小ブロックの長さの半分になっていること
に注意しよう. 表A.1に長さ d lgn
2
e = 4の場合の例を示す. 表A.1の各行によって,
長さ 3の符号が取り得る全パターンが, 各列によって, 符号の全て位置が示されて
いる. すなわち, i行 j列目のセルの値は, i行目の符号上の rank(j)が表している.
ユニバーサルテーブルutを高 2々回参照することにより,次のようにしてrank(i)¡
rank(l ¡ 1)を計算できる. iを含む小ブロックをM とする. もし iがM の前半部
分に含まれるならば, utを 1回引くことにより rank(i)¡ rank(l¡ 1)を得る. そう
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1 2 3
000 0 0 0
001 0 0 1
010 0 1 1
011 0 1 2
100 1 1 1
101 1 1 2
110 1 2 2
111 1 2 3
表 A.1: rank命令で用いる長さ 3のユニバーサルテーブル
ではなく, iがMの後半部分に含まれるならば, utを 2回利用する. はじめにMの
前半部分の `1'の個数を utを 1回引くことにより計算する. 次に, 後半部分の先頭
から iまでの `1'の個数を utをもう 1度引くことにより計算する. 両者の値の和が
rank(i)¡ rank(l ¡ 1)である.















































n lg n)個である. 各エントリはO(lg lg n) bit の記憶領域を必要とする. よっ
て, utのサイズはO(
p
n lg n lg lg n) bit である.





本章では, 符号 S上で select命令を高速に計算する方法を紹介する. 詳細は [10]
を参照されたい.
2進符号 S と S 上の位置 iが与えられたとし, S の長さを nとする. このとき
select(i)とは, S上で i個目の `1'の位置である. i = rank(k)ならば k = select(i)
であることに注意しよう. 例えば, S = ((())(()(()))()())ならば rank(6) = 4,
select(4) = 6である.







はじめに, dlg nedlg lg ne個ごとに `1'の位置をテーブルに保存する. このテーブ
ルを btと書くことにする. テーブル btのエントリにより, 符号 Sがいくつかのブ
ロックに分割されることに注意しよう. 各ブロックの長さは互いに異なっている
かもしれない. btのエントリ数は高々 ndlgnedlg lgne 個であり, 各エントリは dlg ne bit






S上の位置 iが与えられたとき,もし iが dlg nedlg lg neの倍数であるならば,テー
ブル btから select(i)を得る. そうでないならば, 答えを得ることはできない.
では, 次に, iが dlg nedlg lg neの倍数でない場合について考えよう.
btによって select(i)の範囲をせばめることができる. その範囲を select(l) <
select(i) < select(r)と書く. ここで, lとは, iより小さい整数の中で最も大きな
dlg nedlg lg neの倍数である. rとは, iより大きな整数の中で最も小さなdlg nedlg lg ne
の倍数である. また, l = 0であるかもしれないし, r = nであるかもしれない.
select(l)と select(r)の値は btから得ることができる.
テーブル btが形成する任意のブロックをBとする. Bの長さを x = select(r)¡
select(l) + 1と書くことにする. xの値によって 2つの場合に分けて考えよう. 直
感的には, B内に `1'が疎に現れる場合と, 密に現れる場合の 2つである.
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場合 1: x ¸ dlg ne2dlg lg ne2のとき.
各 `1'の位置を直接にテーブルに格納する. このテーブルを dtと呼ぶことにす
る. dtのエントリ数は dlg nedlg lg neであり, 各エントリについて lg n bit の記
憶領域が必要なので, dtのサイズは dlg ne2dlg lg ne bit である. このとき, x ¸
dlg ne2dlg lg ne2より,
dlg ne2dlg lg ne · xdlg lg ne
である. よって, dtのサイズは xdlg lgne bit 以下である. dtは符号全体で複数個ある
かもしれない. しかしながら, それらの全てのサイズの和は ndlg lgne bit で抑えられ
る. したがって, 符号全体で dtのために必要な記憶領域は, o(n) bit で抑えられる.
場合 2: x < dlg ne2dlg lg ne2のとき.
上述の方法と同様にして, Bを, より小さなブロックに分割する.
B内で, dlg xedlg lg ne個ごとに `1'の位置をテーブルに保存する. このテーブル
を stと呼ぶことにする. stによりBがいくつかのブロックに分割されることに注
意しよう.
テーブル stが形成するB中の任意のブロックをM とする. M の長さを yとす
る. yの値によって 2つの場合に分けて考えよう. 直感的にはM 中に `1'が疎に現
れる場合と, 密に現れる場合の 2つである.
場合 2a: y ¸ dlg yedlg xedlg lg ne2のとき.
M に含まれる全ての `1'について, それぞれの位置をテーブルに保存する. この
テーブルを dt0と呼ぶことにする. dt0へのエントリ数は高々dlg xedlg lg neである.
各エントリは dlg ye bit の記憶領域を必要とする.
よって, dt0 のために必要な記憶領域は, dlg yedlg xedlg lg ne bit である. y ¸
dlg yedlg xedlg lg ne2より, y ¸ dlg yedlg xedlg lg ne · ydlg lgne なので, dt0のサイズは
y
dlg lgne で抑えられる.
符号全体で dt0は複数個存在するかもしれないが, それらを合計しても高々 ndlg lgne
bit の記憶領域で十分である. よって, テーブル dt0のサイズは o(n) bit で抑えら
れる.
場合 2b: y < dlg yedlg xedlg lg ne2のとき.
もし yの長さがO(lg n)で抑えられるのならば, 付録 Aの rank命令を計算する
手法と同様に, ユニバーサルテーブルを利用して答えを計算することができる.
はじめに, yの長さがO(lg n)であることを示そう. 次がいえる.
補題 B.0.2 y = O ((lg lg n)4)である.
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1 2 3 `1'の個数
000 0 0 0 0
001 3 0 0 1
010 2 0 0 1
011 2 3 0 2
100 1 0 0 1
101 1 3 0 2
110 1 2 0 2
111 1 2 3 3
表 B.1: Select命令で用いる長さ 3のユニバーサルテーブル
証明. x < (dlg nedlg lg ne)2より,
lg x < 2(lg dlg ne+ lg dlg lg ne) (B.1)
ここで, lg dlg ne < dlg lg neと lg dlg lg ne < dlg lg neより, 式B.1を次のように変換
できる.
lg x < 4dlg lg ne (B.2)
y < dlg yedlg xedlg lg ne2 に, 式B.2と lg y < lg xを適用することにより, 次のよ
うに変形できる.
y < dlg yedlg xedlg lg ne2
< dlg xe2dlg lg ne2
< (4dlg lg ne)2dlg lg ne2
= 16dlg lg ne4
Q:E :D:




の符号が取り得る全ての符号に対して, (1) 各 `1'の位置と, (2) 符号中
に含まれる `1'の個数, を保存するようなテーブルを用意しておく. このテーブル
を長さ lgn
2
のユニバーサルテーブルと呼ぶことにし, utと書く. 例えば, 長さ 3の
ユニバーサルテーブルを表B.1に示す. 表B.1において, 各行は 1つの符号を表し
ており, 各列は j個目の `1'の位置を表している. すなわち, i行 j列目のセルの値
は, i行目の符号の j個目の `1'の位置を表している. その符号中に該当する `1'が
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ないときは 0を保存しておく. テーブル utを利用して, M の先頭から k個目の `1'
の位置を次のように計算する. M を 2つに分割して考える. M の前半部分をM1,
後半部分をM2と書くことにする. はじめに, M1と kについてテーブル utを引く.
得られた値が 0でないならば, その値が目的の位置である. そうでないならば, は
じめに, テーブル utよりM1中の `1'の個数を求める. `1'の個数を pとする. 次に,
M2と k ¡ pについてテーブル utを引く. このようにして, M の先頭から k個目の
`1'の位置を計算できる.









であり, 各符号に対して `1'の個数を保存する. し
たがって, テーブル utのエントリ数はO(
p
n lg n)である. 各エントリはO(lg lg n)
bit の記憶領域を必要とする. よって, utのサイズはO(
p
n lg n lg lg n) bit である.
これら 5つのテーブル bt; dt; st; dt0; utを利用して select(i)を計算できる. 計算手
順は次のようになる.
はじめに, dlg nedlg lg neの倍数であるかどうか調べる. もしそうであるならば,
btから答えを得ることができる. そうでないならば, 次のようにする. btによって
生成されるブロックのうち, select(i)が属すブロックをBとし, Bの長さを xとす
る. x ¸ dlg ne2dlg lg ne2であるならば, テーブル dtより答えを得る. そうでないな
らば, stによって形成されるブロックを利用して考える. もし, iがテーブル stの
エントリに含まれているならば, 直接に答えを得る. そうでない場合を考えよう.
stによって形成されるブロックで iを含むものをM とする. M の長さを yとする.




定理 B.0.3 Sを長さ nの 2進符号とする. サイズ o(n) bit の補助テーブルを Sに
追加することにより, select(i)をO(1)時間で計算できる.
113
付 録C ¯ndclose, ¯ndopen,
enclose命令
本章では, findclose, enclose命令を高速に計算する方法を説明する. 紹介するア
ルゴリズムは [25, 26]で提案された手法である. 長さ 2nの符号 Sが与えられたと
き, o(n) bit の補助テーブルを Sに追加することにより, findclose(i)と enclose(i)
をそれぞれO(1)時間で計算することができる [25, 26].
いくつかの定義からはじめよう. はじめに S上で findclose(i)を定義しよう.
入れ子構造をもった `('と `)'からなる符号 Sが与えられたとする. Sの長さを
2nとする. Sは入れ子構造をもつので `('と `)'の間には自然な 1対 1対応がある.
S[i] = `('と S[j] = `)'が対応するとき, findclose(i) = jまたは findopen(j) = i
と書く. 例えば, S = ((())(()(()))()())ならば findclose(6) = 13である.
次に S上で enclose(i)を定義しよう.
直感的に enclose(i)とは, Sの入れ子構造において, S[i]の親に対応する括弧を
意味している.
2つの場合にわけて定義しよう. はじめにS[i] = `('の場合を扱う. findclose(i) =
j としよう. このとき, S[i; j]を真に含む最小の長さの入れ子構造をもつ部分符
号を S[a; b]とする. このとき, S[i]と S[j]からなる括弧の組を, S[a]と S[b]か
らなる括弧の組が囲んでいることに注意しよう. 次に, S[i] = `)'の場合を扱う.
findopen(i) = jとする. このとき, S[j; i]を真に含む最小の長さの入れ子構造をも
つ部分符号を S[a; b]とする. 2つのいずれの場合も enclose(i) = aと定義する. ま
た, S[a]と S[b]は S[i]と S[j]を encloseするという.
C.1 アイデア
findclose(i)と enclose(i)を高速に計算するためのアイデアは, S上の括弧に対
して far, pioneerという性質を定義したことである. はじめに, これらについて説
明し, その後で, アルゴリズムのアイデアを説明する.
符号 Sを長さ a bit のブロックに分割したとする. このとき S上の括弧に対して
farを次のように定義する. S[i] = `('とし, findclose(i) = jとする. もし iと jが
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    of S[i]
図 C.1: pioneerな括弧の例
異なるブロックに含まれているならば, S[i]は farであるといい, 同様に S[j]は far
であるという.
次に, pioneerを定義する. はじめにS[i] = `('の場合を取り扱う. j = findclose(i)
とし, S[i]を farとする. S[k] = `('を S[i]の直前に現れる farな `('とし, l =
findclose(k)とする. このとき, S[j]とS[l]が異なるブロックに含まれているならば
S[i]をpioneerという. 図C.1にpioneerな `('の例を示す. 図C.1において太枠が1つ
のブロックを表している. 次にS[i] = `)'の場合を取り扱う. j = findopen(i)とし,
S[i]を farとする. S[k] = `)'をS[i]の直後に現れる farな `)'とし, findopen(k) = l
とする. このとき, S[j]と S[l]が異なるブロックに含まれているならば S[i]を pio-
neerという. 便宜上, S上で一番最初に現れる farな `('と, S上で一番最後に現れ
る farな `)'は pioneerであるとする.
議論を簡単にするため, これ以降, findclose(i)についてのみ考えることにする.
findclose(i)の計算方法と同様にして findopen(i)も計算できるからである.
farと pioneerの定義より, S上の括弧を次の 3種類に分類することができる.
(1) farでない括弧
(2) farであり, かつ, pioneerである括弧
(3) farであり, かつ, pioneerでない括弧
はじめに (1)について考えよう. 対応する括弧が同じブロック内にあるので, ブ
ロックの長さ分のチェックで findclose(i)を計算できる. 次に (2)について考える.
Sが含むブロックの個数を bとすると, pioneerな括弧の個数は高々2b ¡ 3個であ
ることが示されている [17, 18]. ブロックの長さを適切に選ぶことができたならば,
全ての pioneerな括弧に対して findclose(i)の値をテーブルに保存しても必要な記
憶領域は o(n)で抑えられる. 例えばブロックの長さを lg2 nとしたときについて考
えよう. このとき b = 2n
lg2 n
である. 各 pioneerな括弧 S[i]について, findclose(i)






¢ lg (2n) = o(n)である. したがって, サイズが o(n) bit のテーブル
を用いることにより, pioneerな `('に対する ¯ndclose命令をO(1)時間で計算でき
る. 最後に (3)について考える. S[i] = `('は farであり, かつ, pioneerでないと
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図 C.2: 背理法の仮定における S[j]と S[l]の状況
する. j = findclose(i)とする. S[k] = `('を S[i]の直前の pioneerな括弧とし,
l = findclose(k)とする. このとき, 次が言える.
補題 C.1.1 S[j]と S[l]は同じブロックに含まれる.
証明. S[i]の直前の farな括弧が S[k]である場合, 明らかに上の主張が成立する.
そうでない場合を考えよう. S[j]と S[l]は異なるブロックに含まれると仮定する.
S[k]の直後に現れる farな括弧を S[p] = `('とし, findclose(p) = qとする. このと
き, S[q]は S[l]と同じブロックに含まれる. なぜならば, そうでないとすると S[p]
が pioneerでないことに矛盾するからである. 図C.2に位置関係を示す. S[p]の直
後の farな括弧についても同様の議論ができる. これを繰り返すことにより, S[i]
の直前の farな括弧 S[x] = `('に対応する括弧 S[y] = `)'も S[l]と同じブロックに
含まれる. これはS[i]が pioneerでないことに矛盾する. 以上により, S[j]とS[l]は
同じブロックに含まれる. Q:E :D:
したがって, もし, 直前の pioneerな括弧の位置 kが計算できたならば, pioneer
な括弧のテーブルから lを得ることができる. その結果, jを含むブロックを得る.
このようにして jが存在し得る範囲をせばめることができる.
以上が findclose(i)を計算するための主なアイデアである. (1)と (3)について
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入れ子構造をもった `('と `)'からなる符号 Sが与えられたとする. Sの長さを
2nとする. はじめに, 符号 Sを次のように 3段階に分割する. まず, 長さ lg2 nのブ
ロックに Sを分割する. 長さ lg2 nのブロックを大ブロックと呼ぶことにする. 次
に, 各大ブロックを長さ 4(lg lg n)2のブロックに分割する. このブロックを中ブロッ
クと呼ぶことにする. さらに, 各中ブロックを長さ 2 lg lg nのブロックに分割する.
このブロックを小ブロックと呼ぶことにする.
S[i] = `('であるような S上の位置 iが与えられたとき, j = findclose(i)を次の
ように計算する. はじめに, iを含む中ブロック内で jを探索する. もし, iと jが
同じ中ブロックに含まれているならば, このときに jの値を得る. そうでないなら
ば, iと異なる中ブロックに jは含まれることが分かる. 次に, iと同じ大ブロック
内で jを探索する. もし, jが見つかればアルゴリズムは終了する. そうでないな
らば, iと異なる大ブロックに jが含まれていることが分かる. 最後に, jを含む大
ブロックを計算し, その中で jを探索する.
説明が前後するが, はじめに, iと jが異なる大ブロックに含まれている場合につ
いて説明する. 次に, iと jが同じ大ブロックに含まれているが, 異なる中ブロック
に含まれている場合の探索方法を説明する. 最後に同じ中ブロックに含まれている
場合について説明する.
C.3 j = findclose(i)を含む大ブロックの計算方法
S[i] = `('であるような S上の位置 iが与えられたとし, S[i]は farであるとする.




テーブル 1: 大ブロックについての pioneer.
大ブロックについて pioneerであるような各S[i] = `('に対して, S[i]と対応する
`)'の位置を保存する.
テーブル 2: pioneerな `('に関する長さ 4(lg lg n)2のビットマップ.
pioneerな `('を含む全ての中ブロックに対して, 中ブロックの k番目の文字が
pioneerな `('であるならば, `1', そうでないならば `0'であるようなビットマップ
を保存する. ビットマップの長さは中ブロックの長さと等しい.
テーブル 3: 中ブロックについてのユニバーサルテーブル.
このテーブルは, 長さ 4(lg lg n)2の 2進符号についてのユニバーサルテーブルで
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ある. 長さ 4(lg lg n)2の 2進符号が取り得る全ての符号の各位置に対して, 直前に
出現する `1'の位置を保存する. 直前に出現する `1'がない場合は 0を保存する.
テーブル 4: 中ブロックについての直前の pioneerな `('.
M を中ブロックとし, M を含む大ブロックをBとする. Bの中でM の直前に
現れる pioneerな `('の位置を保存する. もし, Bの中にそのような `('がないなら
ば 0を保存する.
テーブル 5: 大ブロックについての直前の pioneerな `('.
各大ブロックに対して直前に現れる pioneerな `('の位置を保存する.
上記の補助テーブルを利用して jを含む大ブロックを計算する. 大ブロックに
ついて farな括弧 S[i] = `('が与えられたとする. 補題 C.1.1より, S[i]の直前の
pioneerな `('に対応する `)'と jとは同じ大ブロックに含まれている. したがって,
S[i]の直前の pioneerな `('が計算できたならば, テーブル 1を使って j を含むブ
ロックを計算できる. では, S[i]の直前の pioneerな `('を求めることを考えよう. i
を含む中ブロックをMiとする. 次の 3つのステップにより jを含む大ブロックを
計算することができる.
ステップ 1: pioneerであるかどうかのチェック.
はじめに, S[i]が pioneerであるかどうかをテーブル 1より調べる. もし, S[i]が
pioneerであるならば, テーブル 1より jの値を得る. そうでないならばステップ 2
へ進む.
ステップ 2: pioneerな `('をMiが含む場合.
iを含む中ブロックに pioneerな `('が含まれるかどうかをテーブル 2より調べる.
もしMiがテーブル 2のエントリに含まれていないならばMiは pioneerな `('を含
まない. その場合はステップ 3へ進む. そうでないならば, iの直前の pioneerな `('
をMiの中から探し出すことを試みる. テーブル 2より得られるMiの pioneerビッ
トマップと位置 iをテーブル 3へ渡すことにより, iの直前の pioneerな `('の位置
を得る. もし, テーブル 3から 0を得たときは, iの直前の pioneerな `('が異なる中
ブロックに含まれることを意味する. そのような場合はステップ 3へ進む.
ステップ 3:
ステップ 2までで, iの直前の pioneerな `('はMiの中にないことが分かった. Mi
を含む大ブロックをBiとする. テーブル 4より, iの直前の pioneerな `('がBiの
中にあるかどうかを調べる. もし見つからなかった場合, iの直前の pioneerな `('
はBiの中に含まれていないことになる. そのような場合, テーブル 5より, Biの
直前の pioneerな `('を得る. これが, iの直前の pioneerな `('である.
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それでは, テーブル 1{5のサイズをそれぞれ見積もる. 各テーブルのサイズが
o(n) bit で抑えられることを示す. はじめにテーブル 1について考える. 大ブロッ
クの個数は n
lg2 n
なので, 大ブロックに関する pioneerな `('の個数は高々2 ¢ 2n
lg2 n
¡ 3






エントリ当たりO(lg n) bit の記憶領域が必要なので, 全体の記憶領域はO( n
lgn
) bit





) ¢4(lg lg n)2 = O( n
lgn
)
bit である. 次にテーブル 3のサイズを見積もる. 長さ 4(lg lg n)2の各符号がとり







= 4(lg lg n)2
= 4(lg lg n)(lg lg n)
= lg (lg n)4(lg lgn)
したがって, 24(lg lg n)2 = (lg n)4(lg lgn)である. 2進符号の各位置について情報を覚
えるので, テーブル 3の全エントリは O((lg n)4(lg lg n)(lg lg n)2)個である. 各エン
トリにつきO(lg lg lg n) bit の記憶領域が必要となるので, テーブル 3のサイズは




当たりO(lg lg n) bit 必要である. したがって, テーブル 4のサイズはO( n
lg lgn
) bit
である. 最後にテーブル 5を見積もる. テーブル 5のエントリ全ての大ブロックで
ある. ゆえにO( n
(lgn)2
)個である. 各エントリ当たりO(lg n) bit 必要である. した
がって, テーブル 4のサイズはO( n
lgn
) bit である.
C.4 指定された大ブロック中からj = findclose(i)を計
算する方法
符号S上の `('の位置 iが与えられたとする. S[i] = `('は farであるが pioneerで
ないとする. j = findclose(i)とする. 前節では jを含む大ブロックを計算する方
法を説明した. 本節では, jを含む大ブロックが与えられたとき, jの値をO(1)時
間で計算する方法を説明する.
大ブロックの中からjの値を計算するアイデアを説明するために,まず leftexcess(i)
と rightexcess(i)を定義する. 符号 S上の位置 iが与えられたとき, leftexcess(i)
とは, 部分符号 S[1; i]に含まれる `('の個数から `)'の個数を引いた値をである. 直
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感的に leftexcess(i)とは, 部分符号 S[1; i]の中で対応がとれていない `('の個数で
ある. leftexcess(i) = eであるとき, S[i]の leftexcessは eであるという. 同様
に, rightexcess(i)を定義する. 部分符号 S[i; 2n]に含まれる `)'の個数から `('の
個数を引いた値を rightexcess(i)とする. 直感的に rightexcess(i)とは, 部分符号
S[i; 2n]の中で対応がとれていない `)'の個数である. rightexcess(i) = f のとき,
S[i]の rightexcessは f であるという. 例えば S = ((())(()(()))()()) ならば,
leftexcess(10) = 4, rightexcess(10) = 4である.
S[i] = `('は farであるが pioneerでないとし, leftexcess(i) = eとする. j =
findclose(i)とし, jを含む大ブロックをBjとする. このとき, 次がいえる.
補題 C.4.1 Bj の中で rightexcessの値が eであるような `)'のうち位置が最小の
ものが S[j] = `)'である.
証明. 背理法による. Bj中で jより前に rightexcessの値が eであるような `)'が
あるとする. そのような `)'の位置を lとする. このとき S[i] = `('は S[l; j]の中に
含まれることになる. これは S[i]が farであることに矛盾する. Q:E :D:
上の補題より, 次のようにして jの計算できる. farであるが pioneerでないよう
な S[i] = `('が与えられたとし, j = findclose(i)とする.
(1) はじめにC.3節の方法により jを含む大ブロックを計算する.
(2) 次に leftexcess(i)を計算する.




は rank(i)の計算と同じアイデアである. 長さ 2n bit の 2進符号Sが与えられたと
き, o(n) bit の補助テーブルを Sに追加することにより leftexcess(i)の値をO(1)
時間で計算する. 次の 3つの補助テーブルを Sに追加する.
テーブル 6: 各大ブロックについて.
各大ブロックについて先頭までの leftexcessの値を保存する (先頭は含まない).
すなわち, 大ブロックの先頭の位置を kとしたとき leftexcess(k ¡ 1)の値を保存
する.
テーブル 7: 各中ブロックについて.
各中ブロックについて次の値を保存する. 中ブロックM の先頭の位置を lとす
る. M を含む大ブロックの先頭の位置を kとする. このとき, S[k; l ¡ 1]上におけ
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る leftexcess(l¡ 1)の値を保存する. すなわち, S[k; l¡ 1]に含まれる `('の個数か
ら `)'の個数を引いた値である. M が大ブロックの先頭の場合は 0を保存する.
テーブル 8: 中ブロックについてのユニバーサルテーブル.
テーブル 3と同様に, 長さ 4(lg lg n)2の 2進符号が取り得る全ての符号の各位置
iに対して, 先頭から iまでの leftexcess(i)を保存する.
上の 3つのテーブルを利用して次のように leftexcess(i)の値を計算する. 符号
S 上の位置 iが与えられたとする. iを含む大ブロックを Biとし, Biの先頭の位
置を kとする. 同様に, iを含む中ブロックをMiとし, Miの先頭の位置を lとす
る. はじめに, 部分符号 S[1; k ¡ 1]上での leftexcess(k ¡ 1)の値をテーブル 6よ
り得る. 次に S[k; l ¡ 1]上での leftexcess(l ¡ 1)の値をテーブル 7より得る. 次に
S[l; i]上での leftexcess(i)の値をテーブル 8より得る. これらの値の和がS上での
leftexcess(i)である. 以上のようにして leftexcess(i)の値をO(1)時間で計算でき
る. また, 同様にして rightexcess(i)もO(1)時間で計算できる.
次に, テーブル 6{8のサイズがそれぞれ o(n) bit であることを示す.
はじめにテーブル 6について説明する. テーブル 6のエントリは O( n
lg2 n
)個で
あり, 各エントリについて O(lg n) bit の記憶領域が必要である. よって, テーブ
ル 6のサイズは O( n
lgn
) bit である. 次にテーブル 7について説明する. テーブ
ル 7のエントリはO( n
(lg lgn)2
)個であり, 各エントリについてO(lg lg n) bit の記憶
領域が必要である. したがって, テーブル 7のサイズは O( n
lg lgn
) bit である. 次
に, テーブル 8について説明する. テーブル 8のサイズはテーブル 3と同様であ
る. テーブル 8の全エントリは O((lg n)4(lg lg n)(lg lg n)2)個であり, 各エントリに
つきO(lg lg lg n) bit の記憶領域が必要である. したがってテーブル 8のサイズは
O((lg n)4(lg lgn)(lg lg n)2 lg lg lg n) bit である. 以上のように, テーブル 6{8のそれぞ
れのサイズはそれぞれ o(n) bit である.
では, 次に, Bj の中で rightexcessの値が leftexcess(i)と等しい `)'のうち位置
が最小のものを求める方法を説明する. ここで, Bj は jを含む大ブロックである.
leftexcess(i) = eとする. このとき, Bj の中で rightexcessの値が eである `)'の
うち位置が最小のものが S[j] = `)'である. Bjの先頭, 最後の位置をそれぞれ p; q
としたとき, 部分符号 S[p; q]の中で rightexcessの値が e ¡ rightexcess(q + 1)と
等しい `)'のうち位置が最小のものが S[j]である. したがって, 各大ブロックでそ










lg n, (k =
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の全ての符号に対して, 全ての解を保存する. すなわち, 各 e (e =
1; 2; : : : ;
p
lg n¡ 1)について rightexcessの値が eであるような `)'の位置のうち最
小の位置を保存する.
テーブル 10は符号全体で 1つだけ用意することに注意しよう. lgn
2
より小さい長
さの符号に対しては, `('または `)'で符号をマスクしてからテーブル 10を利用す
ればよい.






存する. すなわち, 各 e (e = 1; 2; : : : ;
p




テーブル 9{11を利用して j = findclose(i)を計算する. すなわち, 大ブロックB




lg nの倍数ならばテーブル 9より解を得る. そうでない場合を考えよう.
(r ¡ 1)plg n < e < rplg nとする. このとき目的の位置はB中の r個目の excess
ブロックに含まれる. この excessブロックをErとする. Erの長さが lgn2 以下なら
ばテーブル 10より解を得る. そうでないならばテーブル 11より解を得る.
それでは, 次に, 各テーブルのサイズが o(n) bit で抑えられることを示す.


















bit である. 次に, テーブル 10の
サイズを見積もる. テーブル 10のエントリはO(2
lgn
2 lg n) = O(
p
n lg n)個である.
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各エントリ当たりO(lg lg n) bit の記憶領域が必要なので, テーブル 10のサイズは
O(
p










lg n個である. 各エントリにつきO(lg lg n) bitの記憶領域を













補題 C.4.2 長さが 2nの入れ子構造をもった符号 S と farであり pioneerでない
S[i] = `('が与えられたとする. このとき, o(n) bit の補助テーブルを利用すること
により, findclose(i)をO(1)時間で計算できる.
C.5 far?
前節までで, 与えられた S[i] = `('が farである場合の findclose(i)の計算方法
を示した. しかし, まだ, S[i] = `('が farであるかどうかをどのように判定するの




体的には, 符号Sを大ブロック, 大ブロックを中ブロック, 中ブロックを小ブロック
とそれぞれ見なして同様の計算を行う. しかしながら, 大ブロックは符号 Sと異な
り入れ子構造をもっていないかもしれない. そこで, 大ブロックが入れ子構造をも
つようにいくつかの `('を大ブロックの先頭に, または, いくつかの `)'を大ブロッ
クの最後に追加したと \仮定"して計算を行う. 追加した部分を仮想ブロックと呼
ぶ. 実際に `('と `)'を追加するわけではないことに注意しよう. S[i] = `('に対し
て j = findclose(i)とする. もし findclose(i)が仮想ブロックに含まれていると分
かったならば, S[i]は farである. そうでないならば, S[i]は farでない.
それでは詳細を説明する. 以下の記述で現れる farや pioneerは, 言及がない限り
中ブロックに関するものとする. 次のテーブルを利用する.
テーブル 12: pioneerな `('に対応する `)'.
全ての pioneerな `('について対応する `)'の位置を保存する. 対応する `)'が大
ブロックの外側に存在するものについては特別な値として 0を保存する. そのよう
な値が保存してある `('は farであると判定する.
テーブル 13: 各中ブロックについて直前の pioneerな `('.
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各中ブロックについて, ブロックの先頭の直前に出現する pioneerな `('を保存す
る. 直前に出現する pioneerな `('が同じ大ブロックにない場合は特別な値として 0
を保存する.
テーブル 14: 各中ブロックに対する leftexcessの値.
各中ブロックM について, M を含む大ブロックの先頭からM の先頭のまでの
leftexcess値 (M の先頭は含まない)を保存する.
テーブル 15: 各小ブロックに対する leftexcessの値.
各小ブロックTについて, Tを含む中ブロックの先頭からTの先頭までの leftexcess
の値 (T の先頭は含まない)を保存する.
テーブル 16: 各小ブロックに対する直前の pioneerな `('.
各小ブロック T について, T の先頭の直前に現れる pioneerな `('を保存する. も
し, そのような `('が T を含む中ブロックの中にないならば, 特別な値として 0を
保存する.
テーブル 17: pioneerな `('を含む小ブロックのビットマップ.
pioneerな `('を含む小ブロックそれぞれについて, (1) 長さが小ブロックと等し
く, (2) pioneerな `('と対応する位置 `1', (3) そうでないならば `0'であるような
ビットマップを保存する.
テーブル 18: サイズ 2(lg lg n)の符号に対するユニバーサルテーブル
長さ 2(lg lg n)の符号が取り得る全ての符号の各位置 k, 1 · k · 2(lg lg n)に対
して次の 2つの値を保存する.
(1) 直前の `1'の位置 (符号中になければ 0を保存する).
(2) 符号の先頭から kまでの leftexcessの値 (kは含まない).
テーブル 19: 中ブロックに対するユニバーサルテーブル.
長さが 4(lg lg n)2の 2進符号がとり得る全ての符号の各位置 kについて, S[k]が
中ブロックに関して farでないならば findclose[k]の値を保存する. そうでないな
らば特別な値として 0を保存する.
計算方法は次のようになる.
長さ 2n の入れ子構造をもった符号と S[i] = `(' が与えられたとする. j =
findclose(i)と表記する. はじめに, テーブル 19により S[i]が中ブロックに関して
farであるかどうか調べる. テーブル 19より j = findclose(i)の値を得たならば
S[i]は大ブロックに関して farでない. そうでない場合を考えよう. 次に, S[i]が中
ブロックに関して pioneerであるかどうか調べる. もし pioneerであるならばテー
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ブル 12より jを得るので S[i]が pioneerであるかどうか判断できる. そうでない
場合を考えよう. この場合は, 直前の pioneerを計算することにより, jが属す中ブ
ロックを得る. 得られたブロックが仮想ブロックであるならば, S[i]は farである.
そうでないならば S[i]は farでない.
S[i]が farでない場合は, C.4節の方法と同様にして findclose(i)を計算できる.
計算のアイデアは次のようなものである. 補題C.4.1より, jを含む中ブロックMj
の中で e = leftexcess(i)であるような位置のうち最小のものが jである. Mjの最
初と最後の位置を s; tとする. e0 = e¡ rightexcess(t + 1)とする. このとき, jは,
S[s; t]の中で rightexcessが e0であるような `)'の位置のうち最小のものである. い
くつかのテーブルを利用してこのような位置を計算する.









lg lg n (k = 1; 2; : : :)について,中ブロックの中でrightexcess
が k
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する. 長さ lg lgn
2
bit の符号が取り得る全ての符号上で次の値を保存する. 各 e
(e = 1; 2; : : : ;
p
lg lg n¡ 1)について, rightexcessが eであるような `)'の位置のう
ち最小の位置を保存する.





より長い各 excessブロックに対して次の値を保存する. 各 e (e =
1; 2; : : : ;
p
lg lg n ¡ 1)について, rightexcessが eであるような `)'の位置のうち最
小の位置を保存する.
以上のテーブルを利用して, 指定した中ブロック内の j = findclose(i)の値を計
算できる.
中ブロックに関して farで, かつ, pioneerでない S[i] = `('と jを含む中ブロッ
クMj が与えられたとする. はじめに, C.4節で説明した方法により leftexcess(i)
を計算する. e = leftexcess(i)とする. 次に, Mj 中に含まれる j の値を計算す
る. Mj の最後の位置を tとすると目的の `)'は, Mj の中で rightexcessが e
0
=
e¡ rightexcess(t+ 1)の `)'のうち最小の位置をもつものである. e0がplg lg nの
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倍数であるならばテーブル 20より解を得る. そうでないならば, jを含む excessブ







はじめにテーブル 12について考える. 各大ブロックは, 中ブロックに関する
pioneerな `('を 2 lg
2 n
4(lg lgn)2








ので, テーブル 12のエントリはO( n
(lg lgn)2
)個である. 各エントリ当たりO(lg lg n)










































個である. 各エントリ当たり lg lg lg n bitの記憶領域
が必要なので, テーブル 15のサイズはO
³
n lg lg lg n
lg lgn
´
bit である. テーブル 16も同様






個の中ブロックに関する pioneerな `('を含む. したがって, 各大ブロッ






















ある. 次にテーブル 18について考える. テーブル 18のエントリはO(22 lg lg n lg lg n)
個であり, 各エントリ当たり lg lg lg n bit の記憶領域が必要なので, テーブル 18の
サイズはO(22 lg lg n lg lg n lg lg lg n) bit である. ここで, 22 lg lg n = lg2 nである. な
ぜならば, A = 22 lg lg nとして両辺の lg をとると,
lgA = lg 22 lg lg n
= 2 lg lg n
= lg lg2 n
となるからである. ゆえに, テーブル 18のサイズはO(lg2 n lg lg n lg lg lg n) bit で







ントリは O(lg lg lg n) bit の記憶領域を必要とする. よって, 必要な記憶領域は
O
µ











個なので, テーブル 20のサイズは O
µ
n lg lg lg np
lg lgn
¶
bit である. 次にテーブル 21の
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2 lg lg n
´
bit である. 各エ













lg n lg lg n lg lg lg n
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個もつ. 各エントリについてO(lg lg lg n)
bit の記憶領域が必要なので, 各中ブロックに対して O(lg lg n lg lg lg n) bit の記
憶領域が必要である. よって, 符号全体では O
³













補題 C.5.1 長さ 2nの入れ子構造をもった符号と, S[i] = `('が与えられたとき,
o(n) bit の補助テーブルを利用することにより, S[i]が farであるかどうかをO(1)
時間で調べることができる.
C.6 まとめ
本節は findclose命令のまとめを行う. 長さ 2n bit の入れ子構造をもった符号S
と S[i] = `('が与えられたとき, j = findclose(i)を次のようにして計算できる.
はじめに iを含む中ブロックの中に jが含まれるかどうかをテーブル 19を使っ
て調べる. もし, iと jが同じ中ブロックに含まれていたならばテーブル 19より j
の値を得る. そうでない場合を考えよう. この場合, iが大ブロックに関して farで
あるかどうかを C.5節の方法を用いて調べる. iが大ブロックに関して farでない
ならば C.5節の方法により jの値を得る. iが大ブロックに関して farである場合
を考えよう. そのような場合は, C.3節の方法により jを含む大ブロックを計算し,
C.4節の方法により jの値を得る.
次の定理を得る.
定理 C.6.1 長さ 2nの入れ子構造をもった符号Sと, S[i] = `('が与えられたとき,
o(n) bit の補助テーブルを利用することにより, findclose(i)をO(1)時間で計算で
きる.
同様にして, findopen命令も計算できる. 次の定理を得る.
定理 C.6.2 長さ 2nの入れ子構造をもった符号と, S[i] = `)'が与えられたとき,






長さ2n bitの入れ子構造をもった符号SとS[i] = `('が与えられたとする. はじめ
に leftexcess(i)を計算する. e = leftexcess(i)とする. e = 1であるならば S[i]を
encloseするような `('は存在しない. そうでない場合を考えよう. j = findclose(i)
とする. このとき rightexcess(j) = eである. a = enclose(i)とし, b = findclose(a)
とする. このとき, S[j + 1; 2n]の中で rightexcessが e¡ 1であるような `)'のうち
位置が最小のものが S[b]である. もし S[b]が jを含む大ブロックに含まれている
ならば, C.4節の方法により bをO(1)時間で計算できる. そうでない場合も, 各大
ブロックに対して, rightexcessの値が 1だけ小さい `)'のうち位置が最小のものの
位置をテーブルに保存することにより, O(1)時間で bの値を得る. このテーブルの
サイズは明らかに o(n) bit で抑えられる.
次の定理を得る.






説明する. これから紹介する方法はChiang等によって提案されたものである [6, 7].
彼等は, 長さ 2nの符号 Sに o(n) bit の補助テーブルを追加することにより, S上
の wrapped(i)の値をO(1)時間で計算する方法を与えた. 実際のところ, [6, 7]は,
O(1)種類の括弧からなる符号上でwrapped(i)を計算する方法を与えている. しか
し, 本章では, 説明を簡単にするため, 1種類の括弧 `('と `)'からなる符号に限った
場合で解説する.
はじめに wrapped(i)を定義しよう. 直感的に wrapped(i)とは, S上の入れ子構
造上で, S[i]の子に対応する括弧の個数である. 形式的な定義は次のようになる.
`('と `)'からなる符号 Sが与えられたとする. Sは入れ子構造をもち, かつ, 長さ
が 2nであるとする. S上の位置 iが与えられたとき, S上で wrapped(i)の値を次
のように定義する. 2つの場合にわけて定義する. はじめに S[i] = `('の場合を
扱う. このとき, enclose(k) = iを満たす kの個数を cとしよう. 次に S[i] = `)'
の場合を扱う. findopen(i) = j としよう. このとき, enclose(k) = j を満たす k
の個数を cとしよう. 2つのいずれの場合も wrapped(i) = cとする. S は入れ子
構造をもつので, wrapped(i)の値は常に偶数になることに気をつけよう. 例えば,
S = ((())(()(()))()())ならばwrapped(6) = 4である.
次に, S上のwrapped(i)を高速に計算するためのアイデアを説明する.
wrapped(i)の計算で最も重要なアイデアは d-disjointという性質である. まず,
d-disjointの説明をする. width(i; j) = i ¡ j + 1と書くことにする. S上の括弧の
組 `('と `)'からなる集合をXとする. Xの任意の部分集合を Y とする. Y 中の括
弧が次の 2つの条件を満たすならば, Y を d-disjointと呼ぶ.
² Y 中の任意の 1組の括弧 S[i] = `('と S[j] = `)'について, width(i; j) > dで
ある.
² Y 中の任意の 2組の括弧 S[i] = `('と S[j] = `)', S[x] = `('と S[y] = `)'につ
いて, width(i; x) > dまたはwidth(j; y) > dである.
Y が d-disjointであるとする. このとき, 次のような理由から Y の要素数はO(n
d
)
であることが分かる. Sを長さ dのブロックに分割する. S[i] = `('と S[j] = `)'を
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Y 中の括弧の組とする. S[i]を含むブロックをBi, S[j]を含むブロックをBj とす
る. このとき, S[i]と S[j]は次の 2つのうち少なくとも一方を満たす.
² Biに含まれる Y 中の `('のうち一番最初にあらわれるものは S[i]である.
² Bjに含まれる Y 中の `)'のうち一番最後にあらわれるものは S[j]である.
もしそうでないとすると, S[i]と S[j]を囲んでいて, かつ, `('がBiに, `)'がBjに
含まれるような Y 中の括弧の組が d-disjointの 2つ目の条件を満たさない. 以上に
より, jY j = O(n
d
)である. これは, Y 中の全ての括弧に対してwrapped(i)の値を保
存したとしても, 必要な記憶領域があまり大きくならないことを意味している. 例
えば, wrapped(i) ¸ 2l2を満たす括弧の組からなる集合Zについて考えよう. ここ
で, l = b1
2










の組について考えよう. Zのうち, width(i; j) · lを満たす括弧の組については, ユ
ニバーサルテーブルを用いて答えを求める. 長さ lのユニバーサルテーブルを用意
すれば十分である.
では, Zのうち, その他の括弧の組について述べる. これらの括弧を次の 3種類
に分けて考えよう.
(1) Z 中の任意の 2組の括弧について, width(i; k) > lまたは width(j; l) > lを
満たす括弧の組からなる集合.
(2) 上記の集合には含まれず, かつ, width(i; j) · 2lなもの.
(3) 上記のいずれにも該当しない括弧の組.
(1)の集合は l-disjointである. このような括弧に対しては, l2-disjointな場合と同
様にwrapped(i)の値をテーブルに直接に保存する. (2)の括弧は l < width(i; j) ·
2lを満たす. これは width(i; j)があまり長くないこと意味している. このような
場合, 2種類のユニバーサルテーブルを 1回ずつ適用して wrapped(i)を計算する.
1つは, iから i + l ¡ 1までの範囲で wrapped(i)を求めるためのテーブル, もう 1
つは i+ lから jまでの範囲でwrapped(i)を求めるためのテーブルである. 両者の
和が wrapped(i)である. 次に (3)について考える. (3)の括弧の組を S[i] = `('と
S[j] = `)'とする. S[i]とS[j]は, i < x < i+ lと j¡ l < y < jを満たすような括弧
の組 S[x] = `('と S[y] = `)'を含んでいる. 図D.1に例を示す. 直感的には, S[i]と
S[j]の間に width(x; y)が大きな括弧が存在することを意味している. wrapped(i)










図 D.1: width(x; y)が大きい括弧を含む場合
それでは, 詳細を説明する.
S 上の括弧を次の 3種類に分けて考える. l = b1
2
lg (2n)cとし, S[i] = `('と
S[j] = `)'を括弧の組とする.
² width(i; j) · lを満たす括弧を narrow,
² wrapped(i) ¸ 2l2を満たす括弧を wide,
² それ以外の括弧をmedium,
とそれぞれ呼ぶことにする.
はじめに, narrowな括弧について考えよう. narrowな括弧に対しては, ユニバー
サルテーブルにより wrapped(i)を計算する. 長さ lの符号が取り得る各符号 T に
対して, T の先頭の \wrapped"の値 (T 上でのwrapped(1))を保存したテーブルを
M1とする. T は入れ子構造をもたないかもしれないが, T 上で enclose(i) = 1を
満たす iの個数を T 上でのwrapped(1)の値として保存する. このときwrapped(1)
の値は偶数でないかもしれない. M1より, narrowな括弧の答えを得ることができ
る. M1のサイズを見積もろう. M1のエントリは 2lであり, 各エントリごとに lg l
bit の記憶領域が必要である. 以上により, M1のサイズはO(
p
n lg lg s) bit である.
次に, wideな括弧について考える. S[i] = `('とS[j] = `)', S[x] = `('とS[y] = `)'
を S上で対応する括弧の組とする. wideな括弧の組からなる集合は l2-disjointで
あることを示す. まず, wideな括弧はwidth(i; j) > l2を満たす. また, wideな括弧
の 2組は width(i; x) > l2または width(j; y) > l2を満たす. なぜならば, そうでな
いとすると width(i; x) · l2かつ width(j; y) · l2を満たすような括弧の組 S[x]と
S[y]が存在することになる. これは wrapped(i) ¸ 2l2であることに矛盾するから
である. 以上により, wideな括弧からなる集合は l2-disjointである. よって, wide
な括弧の個数はO( n
l2
)である. wideな括弧に対して, 次のような 2つのテーブルを
用意する. 符号 Sを長さが l2のブロックに分けて考える.
テーブルM3[b]:
ブロック番号 b; (1 · b · d2n
l2
e)が与えられたとする. ブロック bの中で最初に出
現する wideな `('の位置を pとする. このとき, M3[b]は, pと wrapped(p)の 2つ
の値を返す.
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テーブルM4[b]:
ブロック番号 b; (1 · b · d2n
l2
e)が与えられたとする. ブロック bの中で最後に出





eである. この番号によりM3[d il2 e] = (p; wrapped(p))
を得たとする. もし i = pであるならば, S[i]はwideでありwrapped(i) = wrapped(q)
である. そうでないならば, jを含むブロックについて同様に調べる. M4[d jl2 e] =
(q; wrapped(q))を得たとする. もし j = qならば, S[i]はwideでありwrapped(j) =
wrapped(q)である. そうでないならば, S[i]と S[j]はwideではないと判断する.
テーブルM3[b]のサイズを見積もる. エントリ数は d2nl2 eで, 各エントリ当たり
lg (2n) bitの記憶領域を必要とする. よって, M3[b]のサイズはO( nlgn)である. テー
ブルM4[b]のサイズも同様に見積もることができる.
次に, mediumな括弧について考える. mediumな括弧は, wrapped(i) · 2l2かつ
width(i; j) > lであることに注意しよう. mediumな括弧のうち, width(i; k) > lま
たはwidth(j; l) > lであるような括弧を specialであるという. このとき, specialな




ても, 1エントリ当たり必要な記憶領域は lg 2l2 = O(lg lg n) bit であるので, テー
ブル全体のサイズはO(n lg lgn
lgn
) bit である. specialな括弧に対して次のような 2つ
のテーブルを用意する. 符号 Sを長さ lのブロックに分けて考える.
テーブルM5[b]:
ブロック番号 b; (1 · b · d2n
l
e)が与えられたとする. ブロック bの中で最初に出
現する specialな `('の位置を pとする. このとき, M5[b]は, pとwrapped(p)の 2つ
の値を返す.
テーブルM6[b]:
ブロック番号 b; (1 · b · d2n
l
e)が与えられたとする. ブロック bの中で最後に出
現する specialな `)'の位置を qとする. このとき, M6[b]は, qとwrapped(q)の 2つ
の値を返す.
次に, mediumな括弧のうち specialでないものについて考えよう. そのような括
弧を nonspecialな括弧と呼ぶことにする.
まず, nonspecialな括弧のうちwidth(i; j) · 2lを満たすものについて考える. そ
のような括弧については, iから i+ l ¡ 1までの範囲と i+ lから jまでの範囲の 2
つにわけて wrapped(i)を計算する. それを行うために 2つのユニバーサルテーブ
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ルを利用する. 1つは, 長さ lのユニバーサルテーブルM1である. iから i + l ¡ 1
までの範囲で計算を行う. もう 1つは次のようなユニバーサルテーブルM2であ
る. 符号 S[s; t]の各文字を逆順に並べて得られる符号を reverse(S[s; t])と書くこ
とにする. ユニバーサルテーブルM2[S[s; t]]とは, 長さ l以下の符号 S[s; t]を受け
取ったとき, reverse(S[s; t])の先頭から最後までの wrapped(i)の値を返す. ここ
で, reverse(S[s; t])は入れ子構造ではないかもしれない. 入れ子構造をもたない符
号 T に対しては wrapped(i)を次のように定義する. T の先頭, または, 最後にい
くつかの `('または `)'を追加することにより, 入れ子構造をもった符号 T 0を作る.
T
0 上で enclose(k) = iを満たし, かつ, T に含まれているような kの個数を cとす
る. このときwrapped(i) = cとする. cの値は偶数ではないかもしれないことに注




n lg n lg lg n) bit である.
最後にその他の括弧について考える. その他の括弧とは, (1) mediumであり,
かつ, (2) specialではなく, (3) width(i; j) · 2lを満たさないような括弧である.
そのような括弧の組を S[i] = `('と S[j] = `)'とする. このとき, S[i]と S[j]は,
width(i; x) · lかつ width(j; y) · lを満たす括弧の組 S[x] = `('と s[y] = `)'が存
在する. したがって, このときのwrapped(i)の値は
wrapped(i) =M1[S[i; i+ l ¡ 1]] +M2[S[i¡ l + 1]]
である.
