In this paper, we investigate how to iteratively and mutually boost object classification and detection by taking the outputs from one task as the context of the other one. First, instead of intuitive feature and context concatenation or postprocessing with context, the so-called Contextualized Support Vector Machine (Context-SVM) is proposed, where the context takes the responsibility of dynamically adjusting the classification hyperplane, and thus the context-adaptive classifier is achieved. Then, an iterative training procedure is presented. In each step, Context-SVM, associated with the output context from one task (object classification or detection), is instantiated to boost the performance for the other task, whose augmented outputs are then further used to improve the former task by Context-SVM. The proposed solution is evaluated on the object classification and detection tasks of PASCAL Visual Object Challenge (VOC) 2007 and 2010, and achieves the state-of-the-art performance.
Introduction
Object detection and classification are two key tasks for image understanding, and have attracted much attention in the past decades. The object classification task aims to predict the existence of objects within images, whereas the object detection targets localizing the objects. Several image databases tailored for these two tasks have been constructed, such as Caltech-101 [16] /256 [17] and PAS-CAL Visual Object Challenge (VOC) [9] and many efforts [10] [15] have been devoted for these two tasks.
Beyond various image descriptors and modeling methods, the usage of context has become more and more popular for enhancing the algorithmic performance. Many recent studies demonstrated considerable improvement for object detection and classification by using external information, which is independently retrieved and complementary with traditional image descriptors. Specifically, the external context includes user-provided tags [5] [14] , surrounding texts The object detection and classification tasks utilize context from each other and mutually boost performance iteratively. For better viewing, please see original color PDF file. from Internet [3] [1], geo-tags and time stamps [8] , etc.
The context may also be the information lying within individual images. Intuitively, the spatial locations of objects and background scene from global view can be used as inside-image context [12] [13] . Further, when we consider object detection and classification tasks together, these two tasks can provide natural comprehensive context for each other without any external assistance, and thus can be mutually contextualized for performance boosting [11] .
In this paper, we develop a novel mutual contextualization scheme for object detection and classification based on the so-called Contextualized Support Vector Machine (Context-SVM) method. Extensive experiments show that Context-SVM can efficiently learn the context models under various conditions and effectively utilize context information for performance boosting. We implement and evaluate the proposed scheme on object detection and classifi-cation tasks of the VOC 2007 and VOC 2010 datasets [9] , and the results are superior over the state-of-the-art on most object categories.
First, we present a contextualized learning scheme via Context-SVM with the following characteristics:
• Adaptive contextualization: As many studies have shown [24] [23] , context should be activated to be supportive mostly for those ambiguous samples and thus the context effectiveness should be conditional on the ambiguity of sample classification. The Context-SVM is superior over traditional learning schemes by complying this principle in its mathematical formulation.
• Configurable model complexity: The contextualization process should be efficient for both detection and classification tasks, and thus the solution should not involve many parameters. In this work, the Context-SVM with tractable control on the complexity of the context model is well formulated, and thus the generalization capability is guaranteed.
Then we propose an iterative contextualization procedure based on the Context-SVM, such that the performance of object classification and detection can be iteratively and mutually boosted as shown in Figure 1 .
Related Work
Harzallah et al. [11] introduced the pioneering work for object detection and classification contextualization through probability combination in postprocessing. In this work, we instead develop the learning scheme which seamlessly integrates the context information for collaborative learning.
Traditionally, the context is considered as special features. Most of the existing strategies [14] [8] [11] utilize the context via feature concatenation, model fusion or confidence combination, and take the context as another independent component. However, context may have instable distribution, and its reliability and noise level are not controllable. Therefore adaptive integration of context is required to avoid the inappropriate usage of context information. In this work, we follow this line to design the learning scheme for utilizing context information.
Also, some methods have been proposed to model the context in a comprehensive manner, e.g. [25] , but they are served for a more specific purpose and not easily generalized to our requirement.
Contextualized SVM
In this work, the context is generally defined as certain extra supportive information for one task, which is retrieved independently from the subject task 1 . In the section, we 1 We refer the main/principal task concerned as the subject task. first introduce the probabilistic motivation of the contextualized SVM (Context-SVM) and then derive its linear formulation based on the probabilistic motivation. Finally, we extend the linear Context-SVM to the kernel version for more general usage.
Probabilistic Motivation
Let x f i ∈ R n denote the features of a sample for the subject task, x c i ∈ R m denote the features of the corresponding context, and y i denotes the ground-truth class label. Then the entire training data can be expressed as
Generally, the objective of a discriminative learning model can be defined as to maximize:
namely the Maximum a Posteriori (MAP). There are two components within X i , and often the independent assumption of the subject features x f i and the context x c i is made and then the probability of label y for a given sample X i can be approximated as:
The inference based on (2) is right for the traditional solution of confidence combination [11] [8] or multiple feature/model fusion [14] . The independence assumption, however, is often invalid for real data, and hence we propose to infer the label probability by (3) which explicitly models the conditional usage of context with respect to the given subject features:
More specifically, we aim to infer the label probability via two components simultaneously. The first one is based on the subject features, i.e. p(y|x f i ), and the second one is based on the context features, which contribute to the inference while only ambiguous decision from the first component is expected, i.e. p(y, x c i |x f i ). The second component is critical for a contextualized learning model. For object detection, the context of scene information from object classification is nearly the same for all detected windows within one image and might not be necessary for many windows. Instead, only the most ambiguous detections need the assistance from context.
For object classification, the context from object detection generally shows low reliability due to the possible false alarms and the selective usage of context can effectively avoid the disturbance caused by the false context to those already high-confident object patterns.
Context-SVM: Formulation and Solution

General Formulation
For ease of formulation, we only concern the binary classification problem for object detection or classification task, i.e. y i ∈ {+1, −1} and the N c -class problem can be decomposed into N c binary classification problems through one-vs-all strategy. SVM [4] provides a general supervised learning framework by maximum margin optimization, and in this work, we extend SVM by introducing a novel parameterized model to describe the dependence between the context features and the subject features.
The general SVM learns a classifier over the subject feature space and obtains a fixed hyperplane:
As the corresponding context features x c i can provide extra supportive information for the classification of x f i , we propose to utilize x c i to adapt w 0 for sample X i . Then a sample-specific w i can be obtained to substitute w 0 , which essentially optimizes the margin of sample i and can consequently improve the discriminative power of the classifier. More specifically, we introduce a transformation matrix P ∈ R n×m to utilize x c i for the subject classification, and then
The number of parameters brought by P is very large, which may easily make the derived model overfitting, and thus we introduce a complexity constraint over P . That is, the matrix P is constrained as a low-rank matrix, expressed as the sum of R rank-1 matrices in (6) in which u r ∈ R n and q r ∈ R m ,
and then the complexity of the context model could be well controlled with R × (m + n) parameters, where R is the rank of P . As latter introduced, the P in constrained form will better interpret how the proposed contextualized learning model adaptively utilizes the context for inference.
By substituting P into (5), we obtain (7), and the socalled margin for sample X i could be derived as in (8):
These two equations well show the more insightful meaning of the contextualized SVM formulation: • The adaptive hyperplane w i is the combination of the subject hyperplane w 0 and R rectifications via {q r , u r }'s with the corresponding contributions determined by the context feature x c i . Intuitively, we can treat u T r x f i as a switch to determine whether the context should be activated while the value q T r x c i determines how to rectify w 0 .
• The refined margin expression corresponds exactly to our probabilistic motivation. The {u r } and {q r } collaboratively model the component p(y, x c i |x f i ) in (3). The decomposition of P helps us better understand that {u r } serve to judge the discrimination ambiguity of x f i , and {q r } are utilized to integrate the context feature x c i for the classification of the samples with different ambiguities.
Instantiate {u r }
As aforementioned, we design {u r } to highlight samples which are classified ambiguously with their subject features {x f i }. Practically, we instantiate {u r } as a set of hyperplanes parallel to a learned hyperplane w 0 in subject feature space by traditional SVM: Our empirical experiments show that using larger R may derive better ambiguity modeling but may also lead to overfitting, and it is a good trade-off by setting R = 2, i.e. using two auxiliary hyperplanes u 1 and u 2 and set α 1 > 0 and α 2 < 0. Then the combination of u 1 and u 2 can provide a rough yet efficient judgment for the decision ambiguity of a sample and force the context model to concentrate on the samples with large ambiguities.
We illustrate one exemplar contextualization result by Context-SVM on object classification task of the "aeroplane" category in Figure 2 . This figure shows the adaptive contextualization with respect to the sample ambiguity: the samples with higher ambiguities (i.e. samples lying in the middle of the figure) are changed largely by the contextualization procedure while the well-classified samples (i.e. samples lying on the two sides of the figure) are nearly not affected.
Optimization for Context-SVM
Based on the instantiated {u r }, we can formulate the Context-SVM as a max-margin optimization problem with the margin described as the average of the rectified individual margins related to w i 's, namely,
where C is a tunable parameter for balancing two items and ξ i 's are relaxation parameters.
This formulation can be further compiled with respect to {q r } and w 0 as:
Note that in this optimization problem, there are only (R × m + n) parameters to optimize, and generally R is small. Therefore the overfitting issue can be well alleviated. It is easy to prove 2 that (11) can be converted to a standard SVM problem and its solution can be derived with standard SVM solvers.
Kernel Extension
For many visual understanding problems, image descriptors are further encoded as similarity measurements or kernel matrices, and there is no explicit vector representation 2 Details are omitted here due to the space limitation.
for each image. Therefore, it is necessary to generalize the Context-SVM formulation to the case with only kernel matrices available. We consider the problem in a feature space F induced by certain nonlinear mapping function φ : R n → F. For a properly chosen φ, an inner product ·, · can be defined on F which induces a Reproducing Kernel Hilbert Space (RKHS). More specifically, ·) is a positive semi-definite kernel function.
The context-adaptive hyperplane for each sample can be defined as:
which is similar to (7) . By Representer Theorem [22] , u r and w 0 can be expressed as linear combinations of {φ(x f i )}. Thus, there exist sets of coefficients such that
. The context-aware hyperplane can then be expressed as:
Then the overall formulation for kernel Context-SVM is:
, and I N is an N × N identity matrix. The main differences between the kernel version and the linear version include: 1) the original subject feature vector x f i is replaced by the column vector of the kernel matrix K, and 2) l 2 regularizer in the objective contains a kernel matrix. Thus, the same optimization approach can be used for solving the kernel extension of Context-SVM.
Application: Contextualizing Object Detection and Classification
In this section, we apply the Context-SVM to contextualize two prevalent tasks of image understanding, namely object detection and classification.
Initializations
The initial object detection and classification models M det (0) and M cls (0) for the first iteration are learned based For t = 1, 2, . . . , T max 1. Extract detection features and context for each image,
Similarly, learn M cls (t) via Context-SVM by using the outputs from M det (t) as context.
EndFor
Output M det (Tmax), M cls (Tmax).
on the state-of-the-art algorithms. We follow the part-based model proposed by Felzenswalb et al. [10] for the initial detection model training. The Histogram of Gradient (HOG) [6] and Local Binary Pattern (LBP) [20] features are used for object description and the number of part models for each object category is set to be 6. For object classification task, the traditional Bag-of-Words (BoW) model [18] is employed. We first extract the low-level features including SIFT and its color variants [21] , LBP and HOG by dense sampling strategy in three scales. Each image is represented by BoW model with spatial pyramid matching [15] . The kernel function is based on χ 2 distance for each type of feature, and then all kernels are combined to an average kernel for kernelized Context-SVM.
Iterative Mutual Contextualization
The detailed algorithm for contextualizing object detection and classification by iterative Context-SVM is listed in Algorithm 1. More specifically, the context features for detection and classification refer to the probabilities of object existence in each image. And each object category is represented in one probabilistic value. Thus the context feature values are within [0, 1] and the dimension of context feature vector is the number of object categories. The context from the object classification task is obtained by converting classification scores on each image to probabilities via sigmoid scaling. And the context features from the object detection task are obtained by converting the detected highest score for each object category to the probability in the same manner as for object classification. If there is no object detected for certain category, the corresponding entry in context feature vector is set as 0.
At the t-th step, the context features of one task (e.g. detection) are obtained by evaluating the (t − 1)-th model of the other task (e.g. classification) on the training data {I i }.
We use cross validation method to obtain context from object classification in (15) as kernel model is easy to overfit on its training data. 10-fold of training data are used and we evaluate each fold via the model trained on all other folds. Then we instantiate {u r } based on the extracted subject features and the learnt model from the previous step, and finally proceed to conduct Context-SVM based on {u r }, subject features and the corresponding context features for all training images.
For training stage of iterative contextualization, the additional computation cost of optimization for the Context-SVM is trivial comparing to the cost of the subject task, i.e. the feature extraction and kernel vector calculation for object classification and the mining of training samples from sub-windows of each image for object detection.
Experiments
Datasets and Metrics
The PASCAL Visual Object Challenge (VOC) datasets [9] are widely used as testbeds for evaluating algorithms for image understanding tasks and provide a common evaluation platform for both object classification and detection. These datasets are extremely challenging since the objects vary significantly in size, view angle, illumination, appearance and pose. We use PASCAL VOC 2007 and 2010 datasets for experiments in this paper. The twenty object categories of VOC datasets are as illustrated in Table 1 .
VOC 2007 and VOC 2010 datasets contain 9,963 nd 21,738 images respectively. The two datasets are divided into "train", "val" and "test" subsets, i.e. 25% for training, 25% for validation and 50% for testing. The annotations for the whole dataset of VOC 2007 and "train", "val" set of VOC 2010 are provided while the annotations for "test" set of VOC 2010 are still confidential and can only be evaluated on the web server with limited trials. The employed evaluation metric is Average Precision (AP) complying with the PASCAL challenge rules.
In the following experiments, we first evaluate the performance boosting capability from iterative mutual contextualization on VOC 2010 "train/val" dataset (i.e. "train" set for training and "val" set for test) since frequent evaluations of the performance are required. Then several traditional methods for contextualizing object detection and classification are compared with our iterative Context-SVM on the VOC 2010 trainval/test dataset. Finally, we evaluate the optimal configuration on PASCAL VOC 2007 and 2010 trainval/test datasets and compare it with the state-of-the-art performance ever reported.
Iterative Performance Boosting via Mutual Contextualization
To evaluate the effectiveness of our proposed iterative mutual contextualization process, we conduct three experi- ments on VOC 2010 "train/val" dataset. Firstly, we demonstrate the performance improvement measured by mean AP for all the 20 classes in Figure 5 . In this experiment, the mutual contextualization is conducted for 3 iterations, and obvious performance improvement is observed for the first and second iteration. As the improvement from the third iteration becomes trivial, we set the maximum iteration number, namely T max to 3 for all the experiments in this work.
In the second experiment, we show exactly how the mutual contextualization process benefits each class by Precision-Recall curves of several representative classes in Figure 3 , and also we show the representative object detection and classification results in Figure 4 for the third experiment. As can be observed from Figure 3 , great performance improvement can be achieved for the first two iterations and in the 3rd iteration, certain amount of improvement can still be achieved for several classes such as "bus" and "dog". From Figure 4 , it may be observed that the Context-SVM shows good stability in refining the classes even without accurate context such as "pottedplant". The example detection results show that the improvement of object detection is mainly achieved by effective removal of the ambiguous negatives while the object classification benefits from detection context by calling back those missing objects, e.g. the "person" and "chair" missed in the baseline results as shown in Figure 4 . 
Contextualization Methods Comparison
In this subsection, our proposed iterative mutual contextualization method is compared with the method proposed by Harzallah et al. in [11] , which combines the confidences from several probabilistic models and is the most representative one among those confidence combination approaches [10] [8] . For object classification, Multiple Kernel Learning (MKL) [2] method used in [14] is also implemented for comparison, which is a general model fusion method and widely used to combine features in kernel form for object classification. An extra linear kernel is constructed for the context features from the object detection task, and then two kernels are combined with MKL. MKL performs very bad for object detection task, and thus we do not report the result of MKL for object detection here. The main reason is that the context is fixed for all candidate windows within an image and the inaccurate context may severely affect the results for quite many candidate windows.
The experiment results are evaluated using the latest VOC 2010 "trainval/test" dataset and shown in Table 1 . The comparison results show that the proposed iterative and mutual contextualization method outperforms these two traditional contextualization methods for most object categories.
Comparison with State-of-the-art Performance
We also compare the proposed contextualization method with the reported state-of-the-art object detection and classification approaches on VOC 2007 and VOC 2010 datasets. The detailed performance comparison is shown in Table 2 and Table 3 .
We compare with the best known VOC 2007 performance from several recent papers in Table 2 [14] using extra tag information of VOC 2007 dataset. Our method significantly outperforms the competing methods for 12 classes out of 20 classes. Note that our MAP achieves leading by 3.8% to the result of [TagModal] . It well validates the effectiveness of the proposed strategy in utilizing detection context for object classification.
For VOC 2010 dataset, we compare with the recently released results from the VOC 2010 challenge [9] , which are all obtained through the combinations of multiple methods including mutual combination of detection and classification. Necessary postprocessing is also implemented in these methods. Therefore for a fair comparison, we refine the framework used by Chen et al. in their submission [NUSPSL KERNELREGFUSING] (NUSPSL) [28] with the following differences: 1) the combination of detection and classification is further refined by the proposed iterative Context-SVM and 2) we exclude the fusion of other learning schemes used in [28] to verify the effectiveness of the Context-SVM.
The comparison results are shown in Table 3 , from which we may observe that the classification results from our proposed method outperform in 16 classes out of 20 classes, and 3.3% in mean AP over the second best VOC 2010 submission [NLPR Context]. Note that the submission [NLPR Contex] combines the best-performed detection results in this challenge for classification. Our proposed method also outperforms the winner submission [NUSPSL] in 12 classes out of 20 classes and achieves the highest mean AP even without the fusion with other learning methods. The object detection results from our proposed method based on Context-SVM also outperform 7 classes out of 20 classes, and our method achieves the highest mean AP together with the winner submission [NLPR Contex], which outperforms 6 classes out of 20 classes in this competition.
Conclusions
In this paper, we proposed an iterative contextualization scheme to mutually boost performance of both object detection and classification tasks. We first proposed the socalled Contextualized SVM to seamlessly integrate external context features and subject features for general classification, and then Context-SVM was further utilized to iteratively and mutually boost performance of object detec- tion and classification tasks. The proposed solution was extensively evaluated on both PASCAL VOC 2007 and VOC 2010 datasets and achieved the state-of-the-art performance for both tasks.
