Abstract. In this paper, under some integrability condition, we prove that an electrical perturbation of the discrete Dirac operator has purely absolutely continuous spectrum for the one dimensional case. We reduce the problem to a non-self-adjoint Laplacian-like operator by using a spin up/down decomposition and rely on a transfer matrices technique. We study properties of relativistic (massive or not) charged particles with spin-1/2. We follow the Dirac formalism, see [Di]. We shall focus on the 1-dimensional discrete version of the problem. In the introduction we stick to the case of Z and shall discuss the case of Z + := Z ∩ [0, ∞) in the core of the paper, see Section 5.1. The mass of the particle is given by m ≥ 0. For simplicity, we re-normalize the speed of light and the reduced Planck constant by 1. The discrete Dirac operator, acting on ℓ 2 (Z, C 2 ), is defined by
where ∆f (n) := 2f (n) − f (n + 1) − f (n − 1). This yields that σ(D We shall now perturb the operator by an electrical potential V = (V 1 , V 2 ) t ∈ ℓ ∞ (Z, R 2 ). We set
Here, V i denotes also the operator of multiplication by the function V i . Clearly, the essential spectrum of H is the same as the one of D m if V tends to 0 at infinity. We turn to more refined questions. The singular continuous spectrum, quantum transport, and localization have been studied before [CaOl, PrOl, COP, PrOl2, OlPr, OlPr2] . The question of the purely ac spectrum seems not to have been answered before. This is the purpose of our article.
We recall the following standard result for the Laplacian (the non-relativistic setting). For completeness we sketch the proof in Section 6. Theorem 1.1. Take V ∈ ℓ ∞ (Z, R) and ν ∈ Z + \ {0} such that:
lim n→±∞ V (n) = 0,
then the spectrum of ∆ + V is purely absolutely continuous on (0, 4).
In the case of Z + and for ν = 1, the result has been essentially proved in [Wei] (in fact in the quoted reference, one focuses only on the continuous setting). The proof for the discrete setting can be found in [DoNe, Sim] . For ν > 1, it seems that it was first done in [Sto] . Note that for instance, (1.3) is satisfied by potentials like V (n) = (−1) n W (n), where W is decay to 0. We refer to [GoNe] and to [KaLa] for recent results in this direction.
An amusing and easy remark is the difference between Z + and Z. In the latter, it is enough to assume the decay hypothesis on the right part of the potential. This reflects the fact that the particle can always escape to the right even if the left part of the potential would have given some singular continuous spectrum in a half-line setting.
We now turn to the main result of the paper. For sake of simplicity we present the case of Z with electric perturbations. We refer to Section 3 for the main statements, where we deal with a mixture of magnetic and Witten-like perturbations and also with Z + .
Theorem 1.2. Take V ∈ ℓ ∞ (Z, R 2 ) and ν ∈ Z + \ {0} with:
then the spectrum of H is purely absolutely continuous on − √ m 2 + 4, −m ∪ m, √ m 2 + 4 .
To study H we reduce the problem to a non-self-adjoint Laplacian-like operator which depends on the spectral parameter. This is due to a spin-up/down decomposition, see Proposition 4.2. This idea has been efficiently used in the continuous setting, e.g., [DES, BoGo, JeNe] and references therein, and seems to be new in the discrete setting. Then, we adapt the iterative process to the non-self-adjoint Laplacian-like operator and follow the presentation of [FHS] . We refer to [FHS2] for a recent survey about this technique.
Finally we present the organization of the paper. In section 2 we recall general facts about the free discrete Dirac operator and about hyperbolic geometry. Then in Section 3 we present the main results. Next in Section 4, we reduce the problem to a kind of Laplacian and adapt the transfer matrices technique. After that in Section 5, we prove the main results about absolutely continuous spectra. Finally we discuss briefly the case of the Laplacian. Notation: We denote by B(X) the space of bounded operators acting on a Banach space X. Let H := {x + iy | x ∈ R, y > 0}, endowed with the metric
Recall that the geodesic distance is given by:
We turn to the study of (hyperbolic-)contractions.
Lemma 2.2. Given a, b ∈ cl(H) and c > 0, we set:
Proof. First, since z → cz is a hyperbolic isometry, it is enough to consider ϕ a,b := ϕ a,b,1 . Then, using that z → z + w is a contraction when w ∈ cl(H) and that z → −1/z is an isometry, we obtain that ϕ a,b is a contraction. We turn to the second statement. A direct computation yields that if h ∈ H then
Given C > 0, as in the proof of [FHS] [Proposition 2.1], if z 1 , z 2 ∈ H with min (|z 1 |, |z 2 |) ≤ C note that
Since z → −z −1 is an isometry of H and z → −(b + z) −1 is a contraction of H, we use (2.5) for h = b to have that
for all z 1 , z 2 ∈ H. So we obtain (2.4). By (2.5) for h = a we know that
So we obtain that
We shall also need the following technical lemmata.
Lemma 2.3. Suppose that a, b ∈ cl(H), c > 0, and z ∈ H. We have:
Proof. First we have:
Then we obtain:
Finally with (2.2) we infer:
which yields the result.
Lemma 2.4. For all n ∈ Z 1 there exist
such that C n (ω) + D n (ω)ζ = 0 and
We point out that the continuity of A n , B n , C n , and D n with respect to the coefficients will be crucial in Proposition 4.8. The proof is straightforward. We give it for completeness.
Proof. We prove the result by induction. Let n = 1, we have
for all (x, y, z) ∈ cl(H) 2 × R * + and ζ ∈ H because this is the product of two elements of H. Now suppose that we have proved the existence of A n , B n , C n , D n and prove the existence of A n+1 , B n+1 , C n+1 , and
Finally since ϕ xn+1,yn+1,zn+1 is a contraction by Lemma 2.2, we have that ϕ xn+1,yn+1,zn+1 (ζ) ∈ H and
by induction. This finishes the proof.
Main results
In this paper, we study a Jacobi-like version of
Its study is motivated by the fact that it is an intermediate model before the study of discrete Dirac operator in weighted spaces, which would be the treated in another place. The perturbation in W i is a magnetic/Witten-like perturbation. When the perturbation is purely magnetic, one could simply gauge away the W . However, in some situations, even if one could remove the magnetic perturbation, it is sometimes important to be able to lead the analysis till its very end in order to be able to choose the best [sequence of] gauge [s] . Having W i real is motivated by the fact that this corresponds to a dicrete relativistic analog of the Witten Laplacian.
We start with the main result on Z + . It will be proved in Section 5.1.
We discuss briefly the necessity of the first line of (3.3). 
Recalling that in a finite dimensional Hilbert space X the spectra of M N and of N M are equal, for M, N ∈ B(X), we have that the point spectrum of
is exaclty the one of
Therefore the point spectrum of H
with total multiplicity 2n 0 .
We turn to the case of Z, we have this important symmetry of charge:
where U is given by (1.1).
or alternatively
Remark 3.4. Note that the second line of (3.5) and (3.6) are equivalent by using the transformation U . on ℓ 2 (G, C 2 ) to the one of two operators which are similar to a Laplacian. Take
Note that to lighten the notation we have dropped the dependency on m. However we keep the one in λ. We first check their invertibility.
With the Numerical Range Theorem (e.g., [BoGo, Lemma B .1]) we derive that we have
We give a kind of Schur's Lemma, so as to compute the inverse of the Dirac operator, see also [DES] , [BoGo] , and [JeNe] for some applications in the continuous setting.
This gives:
1,λ,V,W and ∆
2,λ,V,W are invertible, we obtain the result. 
2,λ,V,W . Therefore, we stress that we will not study ∆
1,λ,V,W at all. In fact, the latter leads to some technical complications and is less natural, i.e., it is not a direct analogue of the Laplacian on Z + .
As in [FHS] , we reduce the problem to Z k for k ∈ Z + . We define the truncated operatord =d(n) ∈ B ℓ 2 (Z n , C) byd
Again to lighten notation, we drop the dependency in m. We point out that:
λ,V,W is invertible for all n ∈ Z + . Proof. This is essentially the same proof as for Proposition 4.1.
We study the related Green function:
where δ n (m) := 1 if and only if n = m and 0 otherwise. The objective is to bound α 0 independently of λ. We give the first property of α n .
Proof. We have
We follow the strategy of [FHS] and express α n with the help of α n+1 . The aim is to use a fixed point argument in order to recover some bounds on α 0 .
with W 1 (k) = −1 for all k ∈ Z + , and n ∈ Z + . By setting Φ n (z) := ϕ an,bn,cn (z) = − a n − (b n + c n z)
we obtain α n = Φ n (α n+1 ).
Proof. We define in ℓ 2 (Z n , C) and in ℓ 2 (Z n+1 , C)
respectively. Clearly α n = f (n) and α n+1 = g(n + 1). By definition f is the unique solution in ℓ 2 (Z n , C)
for all k ≥ n + 1 and
We see that f | Z n+1 is solution of (4.4) for all k ≥ n + 2 and
Note that
Straightforwardly, using (4.5) we conclude that α n = f (n) = Φ n (g(n + 1)) = Φ n (α n+1 ).
4.
3. An iterative process. The key to the process relies on the fact that Φ n is a strict contraction.
Proposition 4.6. Given λ ∈ H, n ∈ Z + , V ∈ ℓ ∞ (Z + , C 2 ), and W ∈ ℓ ∞ (Z + , C 2 ) with W 1 (n) = −1 and W 2 (n) = 1. Then Φ n is a strict contraction. More precisely, we have
for all z 1 , z 2 ∈ H and n ∈ Z + . Moreover we obtain
for all z 1 , z 2 ∈ H and n ∈ Z + .
Proof. Using Lemma 2.2, we obtain that Φ n = ϕ an,bn,cn is a strict contraction. More precisely, we get
for all z 1 , z 2 ∈ H, and
Now we have an asymptotic property. That is an analogue of [FHS] [Theorem 2.3]. It relies strongly on the fact that Φ n is a strict contraction.
, and W ∈ ℓ ∞ (Z + , C 2 ) with W 1 (n) = −1 and W 2 (n) = 1 for all n ∈ Z + . Then for all λ ∈ H and (ζ n ) n ∈ H Z+ we have
Proof. With Proposition 4.4, for all n ∈ Z + we have α n ∈ H. With Proposition 4.6 there exist δ ∈ (0, 1) and η > 0 such that
, for all n ∈ Z + and z 1 , z 2 ∈ H. So, using that α n = Φ n (α n+1 ) for all n ∈ Z + , we obtain that for
From now on, set ν := ν 1 · ν 2 . Now unlike in [FHS] [Lemma 4.5] or in [FHS2] [Proposition 3.4] we shall not rely directly on a fixed point of Φ n but on one of Φ n • · · · • Φ n+ν−1 . The proof is unfortunately more complicated but the improvement is real as we can treat potentials satisfying V − τ ν1 V ∈ ℓ 1 . Recall that with the approach of [FHS] , one covers only the case ν = 1. We localize in energy and introduce:
Proposition 4.8. Take x ∈ − √ m 2 + 4, −m ∪ m, √ m 2 + 4 , ν ∈ Z + \ {0}, and assume that (3.2) and (3.3) hold true, then there exist x 1 , x 2 ∈ R such that x ∈ (x 1 , x 2 ) and M 1 , ε > 0 so that
for all λ ∈ K x1,x2,ε . In particular there exists M 2 > 0 such that
Proof. Using Lemma 2.4, there exist some polynomials A, B 1 , B 2 , C ∈ R[X 1 , . . . , X 3ν ] such that
for all λ ∈ H and n ∈ Z + , where ω n,λ := (a n , b n , c n , . . . , a n+ν−1 , b n+ν−1 , c n+ν−1 ), and where B 1 (ω) + A(ω)z = 0 for all ω ∈ (cl(H) 2 × R * + ) ν and z ∈ H. We now work in a neighbourhood of x. First notice that the fixed points of ϕ x+m,x−m,1 are given by:
where ω ∞,x := (x + m, x − m, 1, . . . , x + m, x − m, 1), has at least (4.8) as fixed points. As it is a homography it has exactly at most two fixed points. Note also that A(ω ∞,x ) = 0, because there are two different fixed points. Now we would like to study the fixed points of
with respect to z, for ω being in a neighbourhood of ω ∞,x . As the Inverse Function Theorem does not seem to apply we rely on a direct approach. Since A is continuous, there exists a neighbourhood Ω 1 of ω ∞,x such that A(ω) = 0 for all ω ∈ Ω 1 . We define on Ω 1
where we have chosen the square root in order to guarantee that:
for all ω ∈ Ω 1 . A direct computation gives that Z(ω) is a fixed point of R(ω, ·) on Ω 1 . Since A, B 1 , and B 2 are polynomials with real coefficients, we infer that ℑ(Z(ω ∞,x )) ≥ 0, by the choice of the square root. On the other hand Z(ω ∞,x ) belongs to (4.8). Therefore we infer that
In particular, since A, B 1 , B 2 , and C are polynomials with real coefficients,
Therefore there exists a neighbourhood Ω 2 ⊂ Ω 1 of ω ∞,x such that
We infer that we can take the principal value of the square root in the definition of (4.9) when ω ∈ Ω 2 . In particular, Z ∈ C ∞ (Ω 2 , C). Hence, recalling (4.10), there exists a compact neighbourhood Ω 3 ⊂ Ω 2 of ω ∞,x and η 1 , M 1 > 0 such that ℑ(Z(ω)) > η 1 and |Z(ω)| ≤ M 1 , for all ω ∈ Ω 3 . Now there exist x 1 , x 2 ∈ R, ε > 0, and n 0 ∈ Z + such that x ∈ (x 1 , x 2 ) and ω n,λ ∈ Ω 3 , for all λ ∈ K x1,x2,ε and n ≥ n 0 . We define now z n (λ) := Z(ω n,λ ) for all λ ∈ K x1,x2,ε and n ≥ n 0 . Notice that
for all λ ∈ K x1,x2,ε and n ≥ n 0 . Moreover, by definition of Z we have
for all λ ∈ K x1,x2,ε and n ≥ n 0 . Next, there is M 2 > 0 such that
for all λ ∈ K x1,x2,ε and k ∈ Z + . Now since Z is C ∞ (Ω 3 , C) and Ω 3 is compact, there exists a Lipschitz constant M 3 > 0 such that
for all λ ∈ K x1,x2,ε and n ≥ n 0 . By Corollary 4.7, for all λ ∈ K x1,x2,ε , we have:
Here in (4.14) we have used the fact that Φ n is a contraction, in (4.15) we exploited (4.12), and in (4.16) we relied on (2.2).
Coming back to (4.3), one finds easily M 4 , η 4 > 0 such that max (|a n |, |b n |) ≤ M 4 and η 4 < c n ≤ M 4 , for all λ ∈ K x1,x2,ε and for all n ∈ Z + . Then, Lemma 2.3 ensures that (4.17) for all z ∈ H, λ ∈ K x1,x2,ε , and n ∈ Z + . Finally combining (4.16) and estimates (4.11), (4.13), and (4.17), we infer:
for all λ ∈ K x1,x2,ε . The second point comes by recalling that ∆
2,λ,V,W .
The absolutely continuous spectrum
We recall the following standard result, e.g., [ReSi] [Theorem XIII.19]. m,V,W . We start by reducing the study to a unique vector.
, and W ∈ ℓ ∞ (Z + , C 2 ) with W 1 (n) = −1 and W 2 (n) = 1 for all n ∈ Z + . Suppose that there exists C 1 > 0 such that
for all λ ∈ A. Then for all x 1 , y 1 , x 2 , y 2 ∈ C and n 1 , n 2 ∈ Z + there exists C 2 > 0 such that
Proof. Let
We have clearly
for all n ≥ 1 and of
So by induction on n ∈ Z + there exists D n > 0 such that
for all λ ∈ A and i ∈ {1, 2}. Therefore we obtain that
for all λ ∈ A. Now let
we have
for all λ ∈ A. By definition, g is the unique solution in
So by induction for all n ∈ Z + there exists D
n , for all λ ∈ A and i ∈ {1, 2}. Therefore we obtain that
for all λ ∈ A. This concludes the proof.
We are now in position to conclude with our main result.
m,V,W is compact, then Weyl Theorem gives the first point. We prove the second one. Take x ∈ − √ m 2 + 4, −m ∪ m, √ m 2 + 4 . By Propositions 4.2 and 4.8 we have that there exists ε, C > 0 and x 1 , x 2 ∈ R such that x ∈ (x 1 , x 2 ) and
for all λ ∈ K x1,x2,ε . Then Theorem 5.1 and Lemma 5.2 conclude by density.
, and W ∈ ℓ ∞ (Z, C 2 ) with W 1 (n) = −1 and W 2 (n) = 1, for all n ∈ Z. Suppose that there exists ν ∈ Z + \ {0} such that (3.5) or (3.6) holds true. Then there exist C, ε > 0 and x 1 , x 2 ∈ R such that x ∈ (x 1 , x 2 ) and 
2 ) with Proposition 4.8 there exist C 1 , ε > 0 and x 1 , x 2 ∈ R such that x ∈ (x 1 , x 2 ) and d H (α λ , i) ≤ C 1 for all λ ∈ K x1,x2,ε , so there exists C 2 > 0 such that for all λ ∈ K x1,x2,ε . Now if
2 ) with Proposition 4.8 there exist C 1 , ε > 0 and x 1 , x 2 ∈ R such that x ∈ (x 1 , x 2 ) and d H (α ′ λ , i) ≤ C 1 for all λ ∈ K x1,x2,ε , so there exists C 2 > 0 such that
for all λ ∈ K x1,x2,ε .
Finally we conclude with the help of the symmetry of charge. there exist ε 2 , C 2 > 0 and x 3 , x 4 ∈ R such that x ∈ (x 3 , x 4 ) and
Proof. This is the same proof as in Proposition 4.8. We study the fixed points of Φ n • · · · • Φ n+ν in a neighbourhood of ω ∞,x := (x, 1, 1, . . . , x, 1, 1). The fixed points of ϕ x,1,1 are
The rest remains the same.
Finally Theorem 5.1 concludes the proof of Theorem 6.1. We turn to the case of the line. As in Lemma 5.3, we reduce the problem to the case of Z + because
, where
with ∆ (Z1) and ∆ (−Z1) the Laplacian on Z 1 and −Z 1 respectively. This gives Theorem 1.1.
