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Abstract 
Being autonomous and scalable, Peer-to-Peer systems provide a paradigm for 
sharing files in the Internet. However, different from conventional structured 
replication systems like content distribution networks (CDN) , peers in an un -
structured P2P system may have heterogeneous, sometimes low, online avail-
ability, and usually get only partial information about the resources of t he 
system. On the other hand , files in the system may not be of equa1 im por-
tance, hence the desirability for availability may also vary accordingly among 
individual files. In our study, we focus on the important goal of how to ach ieve 
good system level file availability by autonomous peers and investigat e de-
centralized and cooperative resource allocation algorithms in a cl ass of P2P 
systems that provide replication service. 
We first assume that all files in the system are of equal importan ce and for-
mulate the replication problem as an optimization problem. Several hell risti.c 
algorithms are proposed. They include (a) a random algorithm that tries to 
give all files the same opportunity for replication based on the least informat ion 
of the system resource, (b) a group partition algorithm that relies on peers ' 
forming groups to replicate files with fairness in resultant availability, and (c) 
a greedy search algorithm based on an estimated system-level file availabili ty 
target to maximize the system-wide overall file availability. We compare and 
evaluate these algorithms by simulations, and observe that each of them has 
advantages depending on the system parameters. 
1 
By quantifying the importance of files in terms of weight, we then for-
mulate this replication problem as an optimization problem to maxim ize t he 
system level weight based file availability. A bi-weight model is studied and 
then applied to the random replication algorithm through a statistical roun d-
ing policy. This algorithm is implemented by autonomous peers with part ial 
information about the resources of the system, and yet yields favorable resu lts 
in delivering the differentiated replication service while maintaining the system 




來越廣泛的應用 o 分散式的自治管理和運行方式決定了 P2P 系統的易擴展性 ， 使之適合
於大規模網路應用 o 在傳統的伺服器/用戶端模式中，伺服器往往具有極高的健壯性以
可靠性，使得存儲於其中的文件能夠隨時被有效地訪問或分享，我們稱之為“可及"
與此不同的是，在全分散式的無特定結構的 P2P 系統中，所有結點都是等同的 ， 不存在
伺服器這樣的超級結點。一方面，每個結點通常只能獲得部分的有關系統資源的訊息 ;





的可及性 。 我們稱之為複製問題，並希望通過分散式演算法實現之 O
在假設系統中所有文件都同等重要的前提下，我們首先將此複製問題定義為一個系
統資源分配最優化的問題，並提出了一組分散式演算法 ，包括: ( 1 )隨機演算法， ( 2 )
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Peer-to-peer(P2P) applications have become tremendously popular as a fas h-
ion of sharing data in the Internet. A study, for example, at the Universi ty of 
Wisconsin - Madison revealed that P2P traffic dominates t he campus neLvvork 
traffic [1]. The reasons for the fast growth of P2P applicat ions are obvious and 
easy to be observed. On one hand , the advances in computer , especiall y stor-
age , and communication technologies have made abundant resources avai lahlc 
at relatively low costs , which offer the opportunity to build systems of decen-
tralized services and applications on a large scale. On the other hand , perhaps 
an even more significant reason, is that many of these P2P applications arc 
ad hoc and autonomous. They are easy to be installed , configured , and run 
by participants involved without requiring much cent ral administration . T'hus. 
all of these reduce the cost of human management by the form of se ~l service. 
1.1 Classification of P2P systems 
Existing P2P systems can be categorized into two groups: (a) a distrjbu ted 
system with central planning and deployment ; (b) a dist ributed system based 
on ad hoc participation. 
Examples of (a) are content distribution networks (CDN) [2], scrvcr lcss 
video streaming systems [3] and distributed file storage systems [4 , 5]. Most of 
1 
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these systems make use of a central server, which is aware of all communjcat ions 
in the network. With the central services, it is easy to locate obj ects in these 
systems and caching can also be used to improve performance of searching or 
downloading, etc. However , the disadvantage is that communications are likely 
to be bottlenecked at the central server, which casts severe limitations on the 
system scalability. Figure 1.1 shows a P2P system with a central server. 
Central 
s erv er 
Figure 1.1: Peer-to-peer system with a central server 
Examples of (b) include file swapping networks [6 , 7], application layer 
multicast services [8] and application layer multicast-based streaming [9J . 1~his 
is the "pure" peer-to-peer architecture. All peers in the system are equal 
without any special server. When a new node joins in , it only needs to connect 
to any existing peer in the system, and then it can set up connections to sorne 
other peers via the connected peer. There is no weak point to build up a large 
scale network due to the serverless nature . However, it may take a long time, 
if not never , to query some objects because the query might need to travers~ 
a great number of peers. Figure 1.2 illustrates the most unstructured P2P 
systems. 
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Figure 1.2: Unstructured peer-to-peer system 
Naturally, some systems can be considered as in-betweens, such as Nap-
ster [10] and Skype [11], where there are central directories or authenticat ion 
services. There may exist a small number of super nodes who act as arrang-
ing for peer connections or providing the related services like authentications . 
After some matching processes via these super nodes , peers in the system can 
communicate directly. Such systems can achieve the performance as that usi Il g 
a central server since services like queries can be implemented by the super 
nodes. But they also allow direct peer communications which can relieve so rn e 
of the bandwidth constraints of the servers (super nodes) and hence enable: 
the system scalability. Figure 1.3 provides an example of P2P systems vv i th 
partial central services. 
1.2 Replication in P2P systems 
No matter what the motivation might be, the autonomous peers in a pcer-Lo-
peer (P2P) system collectively accomplish a service. Our interest is in studyjng 
how the P2P system provides a replication service, and hovv the autonomous 
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Figure 1.3: Peer-to-peer system with partial central services 
peers might be molded to provide a better replication service. 
This question has been studied in [12], in which the authors considered 
how to replicate files among peers so as to minimize the bandwidth costs in 
accessing the files. They obtained an intuitively satisfactory ans"wer that th e 
amount of replication of each file should be proportional to the frequency of 
access to that file. Furthermore, this proportional replication service can be 
naturally implemented if each peer simply tries to manage its storage of files 
as a LRU (least recently used first) cache. 
In our study, we consider a different system level metric to optimize - t he 
average file availability. Our interest is in viewing a class of P2P systenl s as 
a semi-permanent and mostly ad hoc replication system. In this system, each 
peer has a number of files to share and also cooperates to ofler storage space to 
replicate a collection of files. However, peers are not online all th e t ime. 'I'h c 
ad hoc nature, determining how files are replicated , may potentially leads to 
poor and uneven file availability without proper coordination. T'herefore , it is 
believed that file availability is an important issue when deploying replj cation 
service in P2P systems. 
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We interpret this as a resource allocation problem which includes t he fol-
lowing two issues: 
• Storage allocation: to decide how many replicas can be prod nced for each 
file upon the limitation of storage space . 
• Replica placement: to decide the set of peers who are going to store those 
replicas of each file so as to achieve a reasonable level of fi le availabi lity. 
If there is only a small number of files and peers in the replication system, 
one can centrally search for an optimal solution by enumerating aU poss i ble 
schemes. However, the solution space increases dramatically when the number 
of peers and files increases, and therefore centralized algorithms will become 
computation ally infeasible. 
Consequently, we are concerned about deploying decentralized algorithm.s 
for peers to collaboratively solve this resource allocation problem. It is ass urned 
all through this thesis that some incentive mechanisms exist in the system to 
avoid free-riding and to encourage peers ' cooperation, as in [13]. We assurne 
that each peer has some knowledge of its own availability, and this inforlnation 
is conveyed to its neighboring peers. Then, based on the (partial) knovvledge of 
availability and potential storage capacity of the neighbors, each peer decides 
how to replicate its files. In order to tackle this problem, three decentralized 
algorithms are proposed and studied: 
1. A random algorithm that requires the least information from. neighbor 
peers. 
2. A group partition algorithm that attempts to achieve an even fi le avail-
ability distribution using more partition knowledge. 
3. A greedy search algorithm based on the estimated system-level fi le avail-
ability target. 
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These algorithms are evaluated by simulations. It is observed that each of 
them can be useful depending on system parameters. 
As a natural extension to the study above, we notice that in real life sys-
tems the files may not be of equal importance, hence the desirability for their 
availability may also vary accordingly. We let the import ance of the fj les be 
categorized by a weight distribution , and let the objective be t he m.aximi ~a­
tion of the weighted availability of the files. The weight of a file rnay be 
determined by different factors. In particular , it may be simply determined 
by the popularity (frequency of access) as in [12]. We call t his different iated 
replication service "replication with preferences" (or inter-changeably "wei.r;ht 
based replication"). 
Collectively peers access some files more often than other files. Tf each t i rne 
a file access is successful , it registers some (constant ) benefi t, t hen the total 
benefit over a long period of time is the sum of the weighted file avail abj I i ty 
where the weight is the frequency of access. In this sense, using freq uency of 
access as weight and implementing a weight based replicat ion service t reats a ll 
the files as equally important and it is a more natural obj ective than try ing Lo 
give each file the same availability. More generally speaking, each successful 
access of a file may register a different amount of benefi t dependin g on t he fi le 
(or even the user). This can be modeled by additional weights that depend on 
the files (rather than the frequency of accessing them). T he effect 0 f pu t t i ng 
more weights on some files over other files is to suit ably shift more storage 
resources to the files with higher weights , thus letting t he P 2P rep li cation 
service achieve higher overall benefits. The weight-based models are clear ly 
more powerful in representing real-life situations, even though t he approprjate 
weights may not always be easily derivable . 
we first focus on effective algorithms to achieve weight-based replication 
assuming the weights (whether frequency of access or other fi le characteris-
tics) are given. In this case, we find that files with bigger weight do receive 
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more replication , but the amount of replication is not necessarily proportionaJ 
to the weight , as in the case of [12]. This means we can no longer si rn pl y 
rely on the LRU caching algorithm to implement P2P replicaiton as in l121. 
Fortunately, a simple distributed algorithm used by the peers can still deLi ver 
this differentiated replication service. 
1.3 Related work 
Other than [12], there has been a considerable amount of research vvork on 
object replication to different locations or computers. lVlost of the prev ious 
studies take the same approach of formulating the problem as an optimjzat ion 
problem and investigate suitable algorithms to achieve the optimal (or near-
optimal) effectively. 
In [14], the author studied the file allocation problem of replicating a sjngle 
file over a set of computers. The file is demanded by various users, and each 
user has different access costs to different computers. The author proved that 
the optimal assignment of the replicas to the computers that minimizes t he 
total cost is NP-complete. 
Authors in [15] studied the problem of replicating obj ects optimally ill 
content distribution networks. In the networks each autonomous system (J\ S) 
replicates some objects and demands objects stored in other ASes at the salne 
time. The optimality of this replication is defined as the In inimizatio Ll of 
the average inter-AS hop distance a request must transverse . 1' hey proved 
that this optimization is NP-complete , and proposed some centralized heurist ic 
algorithms to solve the replication problem. 
The work in [18] focused on the problem of assigning file replicas according 
to the files ' demand characteristics. Based on the fact that the structured 
peer-to-peer system provides both low latency and excellent load balance as a 
data delivery system with uniform query and data distribut ions, the authors 
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described a decentralized and adaptive protocol to replicate fil es in a way 
that maintains low access latencies and balances server load even under highl y 
skewed file demand distributions. 
A message-based protocol used to replicate resources in a replication net-
work was developed by Ko et al. [19]. The authors tried to place rep bcated 
resources such that in the system each node is "close" to some copy of a ny 0 b-
ject. Their model was described in the context of a graph with colored nodes : 
each piece of resources is tagged with a color , where a node's color indi cates 
the replica/task that it is assigned. A distributed algorithm was developed for 
each node to operate, with an attempt to maximize its own dist ance to a node 
that holds an object with the same color. The algorithm eventually converged 
to an optimal allocation. 
Authors in [20] considered assigning replicas in an unstructured P2P sys-
tem, focusing on minimizing the expected search size of the search queries . 
Their results showed that the two common but very different replication strate-
gies - uniform and proportional - yield the same average performance on suc-
cessful queries, and are in fact worse than any replication strategy 'which lies 
between them. On contrast, replicating files proportionally to the square root 
of a file's demand popularity is an optimal replication scheme. 
Aiming at assessing the feasibility of deploying a serverless dist ribu ted fi 1(; 
system on an existing set of desktop pes, authors of [26] presented a fi le system 
architecture which provides security, availability and reliability by distribut ing 
encrypted files replicas among client machines. They measured it on a set of 
client machines in a commercial environment and claimed that increases in 
available storage can profoundly improve availability and reliability of files . 
To ensure a threshold level of data availability, authors of [21] proposed 
an approach in which peers create file replicas automatically in a decentral i z(~d 
fashion in unreliable peer-to-peer systems. Their simulation results shoV\Ted 
that the model can predict the required number of replicas in t he syst(;m 
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with moderate accuracy. However, unneeded replication sometimes occurs 
because of the fact that nodes take decisions based on partial informaLion of 
the unreliable system. 
Authors in [22] addressed the question of increasing the avaiJ abilj ty of 
shared files for a range of P2P communities. They attempted to quanti fy 
a conservative estimate of the amount of excess storage required to ach ieve 
a practical availability of 99.9% by studying a decentralized algorithm. r l ' h~ 
algorithm uses randomized decisions extensively together with the applj cat ion 
of an erasure code. Their results showed that it is difficult to achieve Lh is leve l 
of availability if individuals do not at least have approximate knovvledge of 
peers' availability and files' current availability. 
In [27], the authors proposed a suit of adaptive algorithms for rep li cat ing 
and replacing files as a function of evolving file popularity to maxi.mjze the 
"hit probability", i.e. the probability of finding the file within the commu ni ty 
such as a LAN, and hence reduce the downloading delay. T'he consideration 
was that intra-community file transfers usually occur at relativel y fast raL(~s. 
Their algorithms were based on the structured peer-to-peer system in which a 
distributed hash table (DHT) overlay is available for locating nodes. f\nd in 
their descriptions, all peers in the system were assumed to have homogeneolls 
online pattern. 
Apart from the works mentioned above, web caching can also be regarded 
as a distributed replication network, and related replica placement problems 
have been investigated. Such examples are not far to be found. 
In [16], the authors studied the problem of distributing a fixed set of web 
proxies among some potential sites in the Internet. There was a setup cost 
involved when assigning a proxy to a potential site, as well as a bnk cost 
for connecting any two potential sites. They modeled the network topologies 
as trees, and proposed a centralized algorithm to distribute the proxi es \\ i th 
minimum total cost. 
Chapter 1 Introduction 10 
Authors in [17] also investigated the placement of a fixed set of web server 
replicas to potential web sites. Instead of using tree-based models, t hey .mod-
eled the placement problem as a K-median problem. T he I{ -median problern 
is similar to proxy distribution problem in [16] except that only link cost is 
modeled. They developed several centralized placement algorithms to solve 
the problem. 
Our work differs from previous works in the following aspects . 'The pro b-
lem addressed in [14, 16, 17] was concerned with how to replicate a .ole so 
as to minimize transmission cost and link delay. [18] investigated th e proh-
lem of balancing server load by replication. And the replication object jves in 
[20] and [12] were to minimize a search metric and downloading bandwidth 
respectively. As an orthogonal evaluation to the existing replication related 
studies, we put our focus on how to replicate a set of files so as to opt i mizc 
file availability. There has already been some research dealing with this issue, 
such as [21 , 22 , 26 , 27]. However, in our model, peers are allowed to have 
different availability, which is more general in comparison with previous ol od-
els [14, 15, 17, 21 , 27]. Furthermore, we take erasure code replication i.nto 
account , which can degenerate to traditional replication and achieve bet ter 
replication performance for certain system parameters [23]. Finally, our "vork 
differs from [22] in that [22] tried to achieve a pre-determined avai labi I i ty 
target , and both [21] and [22] were equal weight replications. Our work, on 
the other hand , tries to optimize file availability based on given resou rces an cl 
as well to tackle the issue of file importance. 
1.4 Organization 
The remainder of this thesis is organized as follows: in chapter 2 we int rod uce 
our idea of P2P replication system. We describe how peers cooperate Lo repli -
cate in this system, introduce the model for est imating file availability, and 
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define the resource allocation problem. In chapter 3, we describe how peers 
make their replication decisions. In chapter 4 and chapter 5, vve study the 
problems of equal weight replication and replication with preferences res pec-
tively. we analyze the model and describe the decentralized ' algorithms and 
explain how they can be applied to the P2P replication syst em. 1l hesealgo-
rithms are evaluated by simulations and we also discuss about the simulat ion 
results. Future directions are discussed in chapter 6. Finally, conclusions are 
offered in chapter 7. 
1.5 Publications derived from this work 
Following publications are derived from this work: 
l. W. K. Lin, C. Ye and D. M. Chiu, "Decentralized Replication A.lgor ithrns 
for Improving File Availability in P2P Networks", in proceedings of the 
15th IEEE International Workshop on Quality of Service , 2007. 
2. C. Ye and D. M. Chiu, "Peer-to-Peer Replication with P references ," 
in proceedings of the The Second International Conference on Scalable 
Information Systems. 
Chapter 2 
P2P Replication System 
We first introduce notations and terminologies to formulate the problem. rr a_ 
ble 2.1 summarizes the parameters used in our model. 
--
Fi The set of fi les to be replicated in peer i 
F The set of fi les in the system, F = Ui Fi 
Pi Writable peer set of peer i 
P The set of peers in the system, P = Ui Pi 
-
M Number of peers in the system: M = IP I 
N N umber of fi les in the system: N = IFI 
r Size of each erasure coded block 
p = [Pi] Peer availability vector 
s = [S i ] Peer storage capacity 
.' f . [fj ] File size of each file j 
b = [bj ] N umber of blocks before erasure coding each fi le .j , fj = bj r 
-(} = [Dj] Storage overhead of each file j 
k = [k j ] Number of blocks after erasure coding each fi le j , kj = bj n ] 
R = [ri, j] A feasible replica placement 
p [rj] A vailability vector of peers replicating file j 
A = [Aj] File availability distribution 
W = [Wj] File weight of each file j 
----
x = [X j ] Amount of replication redundancy of each file j 
n H = [nH(i)] N umber of high weight files in peer i 
. 
n L = [nL( i) ] N umber of low weight files in peer i 
Aw Overall weight based file availability 
Table 2.1: System parameters 
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2.1 Peers 
1 () ..J 
In our model, peers are assumed to cooperate aiming at the overaJ] rep1 icat ion 
goal. When a peer joins the system, it is willing to offer a certain amount of 
storage resources for other peers to place their file replicas. In return , it can 
also distribute its file replicas to other peers, thereby increasing availability of 
its own files. 
Each peer in this replication system is characterized by three parameters. 
First, we denote the online availability Pi E [0 , 1] as the proportion of t he 
time peer i stays online. When a peer is online , all the replicas it stores a re 
available and accessible by other peers in the replication system. Therefore, the 
probability of retrieving the replicas stored in peer i is equal to its avai lab i li Ly 
Pi. Second, peer i has a set of files F i that needs to be replicated . 'rhe th ircl 
parameter is the amount of storage space that peer i ofFers for rep licat ion 
purposes, denoted by Si. This shared storage space is made availabl~ to other 
peers in the system. Here We do not consider the bandwidth consurnpt ion 
between peers, and file replicas are assumed to be assigned to other peers in a 
negligible amount of time. 
2.2 Erasure code replication 
Peers in this replication system can adopt erasure code to replicate files. In 
erasure code replication, a file is divided into b blocks. Variable amou nt of 
erasure code redundancy is then added to these blocks so that k > b blocks 
are obtained in total, with each block having the same size as before. rrhr 
erasure-coded blocks are dependent on each other. Retrieving any b ou t of 
k blocks is enough to reassemble the original file. Authors in [23J provided a 
comparison between erasure code replication and traditional replication (i .c. 
replicating a complete file). They pointed out that by adopting erasure code , 
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better replication performance in terms of file availability can be ach ieved 
for certain system parameters. And moreover , when b == 1, erasure code 
replication can be observed as traditional replication. Therefore , there is no 
loss in generality by assuming the use of erasure code. 
Here we assume that the blocks created are assigned to k different i nde-
pendent peers. Notice that peers may even assign the ent ire blocks to other 
peers without storing a copy for itself. As described before, the probabili ty 
of retrieving the blocks stored in peer i is equal to its availability Pi. ' l' he fil e 
availability A, is then defined as the probability of recovering the original (and 
complete) file based on these stored blocks. As one peer stores one single block 
of a file , this availability is equal to the probability of having at least b out of 
k peers online: 
k 
A( {Pi} , b, k) == L P{ h peers are online} (2 .1 ) 
h=b 
where {Pi} represents the online availability of the k peers. 
2.3 Estimation of file availability 
In fact , the availability of a file after replication is comprised of tvvo parts : the 
erasure-coded blocks stored in the network and the ent ire file in the origina l 
peer , provided it is kept there. Both of them should be taken into aCCO ll nt 
when calculating file availability. 
The probability of having exactly h peers/erasure-coded blocks avail ab le 
equals to the sum of the probabilities of any combinat ion t hat have h peers 
online out of k: 
P{ h peers are online} == 
PIP2·· ·Ph(l - Ph+d(l - Ph+2) . .. (1 - Pk) + 
P2P3· .. Ph+I (1 - Ph+2 ) ... (1 - Pk ) (1 - pd + ... +-
Pk- h+IPk-h+2 ... Pk (1 - PI) (1 - P2) . .. (1 - Pk- h) 
(2.2) 
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Since each peer in the system may have a different online probability, i t 
will be too expensive to calculate the exact file availability. T herefore , wr, 
use the average peer availability as an approximation instead. I-Ience , the file 
availability gained from erasure coding can be calculated as : 
k 
A( {Pi} , b, k) == L c~ . Pih . (1 - Pi)k- h (2 .3) 
h=b 
where Pi refers to the average peer availability of set {Pi}. By including t he 
original copy stored in the peer who shares it , the total file availability becornes 
k 
A( {Pi}, b, k) == 1 - (1 - Pi)' L C~· (1 - Pi )h . Pi k - h (2 .4) 
h=k-b+l 
where Pi is the availability of the peer who shares this file. 
2.4 Problem formulation 
A real world P2P replication system is complicated to model. Part of the 
problem comes from the complexity of network topology itself, while others , 
for example , from network dynamics and protocol messages . We propose a 
replication model to abstract the above aspects. Although the model i.s simple, 
it is capable of illustrating the difficulties in resource allocation in a real world 
P2P replication system, specifically, heterogeneity of peer availability and the 
complexity of replica assignment. 
Let us consider a replication system with a fixed population of P peers 
whose availability distribution is p. Each peer i has a set of fi les :Fi to br, 
replicated. The set of all files to replicate in the syst em is F = Ui :Fi . VVc 
denote the number of peers as M == IPI and the number of fi les as N == IFI. 
Before replicating, a file j E F is first divided into bj blocks, vvith each 
block of the size f . Hence, Jj == bj f. In addition, all files are segm ented 
by the same block size f , and erasure coding produces redundancvwithout 
changing the block size. This means Jj / Jj' == bj /bj' for any two files .i and 
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j'. For a given file j E F i , peer i needs to decide how much erasure codi ng 
redundancy should be added , which is denoted by the stretch f actor D. For 
a particular stretch factor OJ , peer i creates kj == Oj bj erasure-coded blocks, 
to be assigned to kj different peers. For simplicity, we assume the storage 
space offered by peer i is always in units of the block size r. T his assumpt ion 
is justified when the block size r is comparatively small with shared storage 
space Si , and this is generally true for current commodity storage prod ucts. 
From the angle of individual file , OJ should be as large as possible in order 
to maximize file availability. The largest possible value is given by Djbj -- l\l! , 
i.e. the file is replicated by all the peers in the system. However, t he total 
storage space that is offered by peers is limited , so it is not always feas ible for 
each file to be replicated by all peers. This implies the need of determining a 
suitable OJ for each file j from the angle of overall replication system. 
More generally, we can formulate the problem as to seek an erasure-coded 
block assignment policy. We define the replication mat rix R == [T 'i,.jL~1/ x N, 
TM,l rM,2 rM,N 
where ri,j indicate whether an erasure-coded block of fi le .J is assign ed to 
peer 2: 
where 
if peer i stores a block of fi le .J 
otherwise 
2 1, 2, .. . M 
J 1, 2, .. . N. 
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Obviously, peer i cannot store more than its storage capacity S( 
N L ri,j < Si Vi. (2.5) 
j=1 
The number of replica blocks of file j stored in the system is equaJ to k{ 
M L ri,j == kj == bjDj Vj. (2.6) 
i=1 
A replica placement R is feasible only if it satisfies both conditions 5.4 and 2.6. 
Let rj denote the jth column vector of the replica placement matrix R j 
which then gives the subset of peers that replicate file j .We select the avai 1-
ability of peers who replicate file j (i.e., ri,j == 1) , denote it as p[r,jJ. Then the 
availability of file j can be readily computed as in equation 2.1: 
Here p[rj] has exactly kj elements, each represents the online availability of' et 
peer who replicates file j. 
Based on these, we are able to rigorously define the replication resou ['cc 
allocation problem as to find an optimal replica assignment policy R , wherc 
the optimality condition is defined by certain system performance metrics . 
2.5 PerforIIlance metrics 
In order to evaluate the replication algorithms systematically, we employ tvvo 
main performance metrics: the overall expected file availability E[A ] and the 
variance of file availability var[A]. The expectation measures how well the 
peers replicate, while the variance serves as a fairness measurement of the 
achieved file availability distribution. 
Due to storage limitation , it happens that some files cannot be replicated 
at all. Although users may be able to get access to an unrepli cated ril e frorn 
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the peer who shares it , provided the entire original copy is retained, the fi le 
in discussion is still considered to have 0 file availability. That is to say, t he 
contribution of the original copy is excluded. The reason behind t hj s is to 
extract the file availability achieved by replication from the dependence on 
availability of the original copy. This promises a more explj cit perforrnancc 
evaluation of the replication algorithms. Moreover , it is true t hat peersm.ay 
not always keep the files they share. 
These metrics will be used as the objective functions of our optimization 
problem in the remainder of this thesis. 
Chapter 3 
Decentralized Decisions 
In fact , similar resource allocation problems were considered as combin ator ia l 
optimization problems in previous studies. They were invariably proved as NP-
complete, and coupled with some heuristic solutions, as in [16 , 17]. Norm all y, 
such heuristic solutions were run by a central agent that had all the necessary 
system parameters. 
However, in a typical P2P system, there might be a huge number of peers 
whose participations are not synchronized, making t imely collection of the 
system parameters from all peers intractable. Even if it is possible to coll ect 
all the parameters needed, it would be very time consuming for a central agent 
to solve this problem and distribute solutions to all other peers. Therefore, we 
focus on decentralized solutions that offer each peer autonomous operat ion s. 
We investigate several decentralized heuristic algorithms to solve the re-
source allocation problem. Peers in the system make t heir rep licat ion deci-
sions independently to derive a feasible R. These replication decisions are 
made based on the partial and limited information available to each peer, e.g . 
availability and storage space of the neighboring peers. In this chapter, wc 
. describe vvhat information is exactly required in making such decent ra li L;ed 
decisions. 
19 
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3.1 Writable peer set 
P2P replication systems are constituted by connected peers. Unlike trad it ional 
centralized replication system like RAID , peers in a P2P replication systern 
may not be aware of the presence of all other peers in the syst em. For exarn pI e, 
random peers ' connections in Gnutella, together with limited flooding search , 
essentially limit the number of inter-peer connections [24]. 
We characterize the limited information available to each peer hy i n1,ro-
ducing degree of connectivity for a peer. This is not physical connectivity, but 
actually, the logical reachability of a peer in terms of asking other peers to he l p 
it replicate a file. In this sense , a replication system with an indexing server , 
which allows each peer to know of all other peers ' existence, can be considered 
as a replication system with 100% connectivity, despite the fact that peers are 
not directly connected to each other. 
Given a degree of connectivity, we define a reachable peer set of peer ri as 
the set of peers that peer i can potentially reach for replication . I-Iowevcr a 
peer can either use its entire reachable peer set or randomly choose a su bseL 
from it when actually performing replications . VVe further name the peer set 
that peer i uses for replication the writable peer set Pi' Obviously, each peer 
can decide its own writ able peer set. Any two peers in the system mayor may 
not have common elements in their writable peer sets, i. e. t he intersect ion of 
any two writ able peer sets can be either empty or nonempty. And vve aSS lllnc 
that no peer is left isolated in the system, therefore: 
As described before, each peer requires several types of information from 
other peers in the writ able peer set to facilitate making replication dec isions . 
Such information can be encapsulated in the control protocol messages of a P2P 
system (such as the ping-pong messages in Gnutella), or can be transm itted in 
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a separate protocol message. For each peer i' in the writ able peer set of peer 
i, we define three types of information to be conveyed from i' to i . 
1. The storage space offered by peer i' for replication , i.e. Si'. 
2. The total size of files that peer i' requests to replicate , i. e. ~.i EFi,./i' 
3. Online availability of peer i' , i.e. Pi'. 
Note that peer i has to make a "blind" decision if none of these information is 
available. Therefore, we assume that at least the first two types of inform at ion 
can be estimated by any peer and delivered readily to other peers. Th e thj rd 
type of information, a peer's online availability, cannot be assumed to be alvvays 
available because it is difficult to be measured accurately, even by th e peer 
itself [25]. 
3.2 Stretch factor estimation 
As discussed in section 2.4 , a feasible replica placement solution mus t satisfy 
the storage constraint, namely, all created blocks must fit into the storage space 
offered by the peers. To ensure this feasibility in a decentralized man ner, each 
peer simply collects the pertinent information from its writ able peer set and 
estimates suitable stretch factors for its files. The stretch factor D, wh ich 
controls the amount of redundancy applied to a file through erasure cod in g, 
and hence the amount of storage overhead required for replicating the fil e, is 
defined as the ratio of storage required with versus without erasure codin g. 
The storage space available in a peer i 's writable peer set is: 
S i == L S i' 
i'EPi 
The total size of files that need to be replicated is: 
(3. 1 ) 
(3.2) 
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The ratio of these two parameters gives an estimate of the stretch factor , i .8 . 
(3 .3) 
3.3 Locking phase 
When determining the amount of replication redundancy x, there may be 
the situation that two peers having common elements in their writ able sets 
replicate simultaneously, which would probably result in inaccurate estim at ion 
of the system parameters, e.g. the total storage so far available in the wrjtabJe 
peer set. To avoid incorrect calculation of x, we employ the locking phase 
strategy, which works in the following way. Each peer in our system h as a 
locking phase indicator to indicate its current state: locked or released . Once 
peer i begins the replication process (including estimation of x), all peers in 
its writ able peer set Pi are set to be locked. While in the locking phase, a peer 
is "unaccessible" to other peers in the system except for peer i . rr hese locked 
peers will be released when peer i finishes replication. Therefore, whenever a 
peer selects the writ able peer set , it must first remove the locked neigh bors. 
Chapter 4 
Equal Weight Replication 
We first assume that all files in the system are of equal importance, j .e. w hen 
computing the expectation and variance of the file availability distribution , a ll 
files are assumed to have equal weight. Such replication , treating all fjJ es as 
equal preference, is termed as Equal Weight Replication. 
4.1 The decentralized replication algorithms 
Three decentralized heuristic algorithms are described in this section . rfhe 
first one is random algorithm in which peers assign the erasure-coded blocks 
randomly to their writ able peer set. The second one is group partition al-
gorithm where peers replicate files in a way to minimize the variance of the 
resultant file availability distribution. The third one is highest available .first 
(HAF) algorithm, which is basically a greedy algorithm that t ries to sabsfy an 
estimated availability target. In these algorithms , each peer operates i ndepen-
dently, based on the storage resources and information provided by peers in 
its writ able peer set. 
4.1.1 Random algorithm 
Generally, the availability of a file depends on (a) hovv much redundancy is 
applied by erasure coding, which is measured in terms of the stretch factor of 
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that file, and (b) the availability of those peers who replicate the erasure-coded 
blocks of that file. The random algorithm tries to give all files th e sam e stretch 
factor while assigning randomly selected peers to replicate the erasure-coded 
blocks. This is a simple yet reasonably fair algorithm because it does not. 
require any knowledge of peer availability, and gives each file the same stretch 
factor and equal opportunity in selecting peers. The random algorithm can be 
easily implemented in a distributed manner. Each peer executes th e followi ng 
two steps. 
The random algorithm 
Writable peer set estimation: 
1. Peer i chooses the writ able peer set Pi. 
2. All peers in Pi are "locked". 
3. Estimate Si == Li'EPi Si' and Fi == Li' EPi LjEF
7
:, fj· 
4 E · n s· 
. stlmate ~ (,i == F:' 
To replicate file j: 
5. Divide file j into bj blocks so that fj == bj r. 
6. Apply erasure code to create k j == nibj blocks. 
7. IF peer i cannot find k j peers with available storage space , skip 
replicating this file. 
8. ELSE peer i randomly picks k j peers from Pi to store the 
erasure-coded blocks of file j. 
Update available storage space of these k j peers. 
9. Peers in Pi are released. 
Storage allocation: First, each peer i calculates the total storage space 
offered (Si) and the total file size of all files to be replicated by peers (F,J in 
its writ able peer set. Peer i then estimates the stretch factor ni for all fi les 
j E Fi by: 
n. - Si 
-z- F,. 
z 
Peer i then applies this stretch factor to create k j == n ibj erasure-coded blocks 
for each file j E F i . 
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This stretch factor 0 i estimates how much storage space each file (i nits 
writ able peer set) can use on average. As a result, if all peers cooperate and 
follow this estimation, it is very likely that each peer will not overuse the 
storage space offered by peers in its writ able peer set and can replicate each 
file using a similar stretch factor. 
Replica placement: After creating the erasure-coded blocks , peer i ran-
domly picks kj peers, whose storage space is not exhausted , in its writable peer 
set Pi. Erasure-coded blocks of file j are then assigned to these peers. Peer i 
stops the replication process when all its files are replicated , or when storage 
space in the writ able peer set runs out. 
4.1.2 Group partition algorithm 
The random algorithm allows peer to independently estimate a "fair" stretch 
factor for replication, yet the random replica placement step introduces a high 
variance to the resultant file availability. Some files may be "lucky" "vhen their 
erasure-coded blocks are assigned to highly available peers , while there wj JJ be 
"unlucky" files whose blocks are replicated by peers with low availability. 
The group partition algorithm tries to minimize the variance of the fi le 
availability distribution based on peer availability information. SpecificaUYi 
each peer partitions its writ able peer set into different availability groups , and 
assigns one erasure-coded block to each group. By using this group-based peer 
assignment, each file is expected to be replicated by a similar number of peers 
with high and low availability, hence achieving a similar level of file avaiJ ab iJi ty. 
The group partition algorithm also has two steps. 
Storage allocation: Peer i allocates storage space in the same vvay as 
in the random algorithm. Peer i therefore generates kj == Dibj erasure-coded 
blocks for each file j, where Di is given by equation 3.3. 
Replica placement: Assume peer i generates k j erasure-coded blocks 
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for file j. It first collects peer availability information from all peers in its 
writ able peer set, and then sorts the peers (who has available storage space) in 
descending order according to their availability. The ordered peer set is Lh r n 
logically partitioned into kj groups {gl, g2, ... ,gk.i } so that group .91 contains 
the highest available peers and gkj contains the lowest available peers. Peer 
i then randomly selects a peer from each group and assigns an erasure-coded 
block to that selected peer. The replication process terminat es when all fj les 
of peer i are replicated, or when storage space in the writ able peer set [' 1.1 ns 
out. 
The group partition algorithm 
Writable peer set estimation: 
1. Peer i chooses the writ able peer set Pi. 
2. All peers in Pi are" locked" . 
3. Estimate Si == Li'EPi Si' and F i == L i' EPi LjEFi, fj· 
4 E · n s , 
. stlmate ~ {,i == F:' 
To replicate file j: 
5. Divide file j into bj blocks such that fj == bj f. 
6. Apply erasure code to create k j == nibj blocks. 
7. IF peer i cannot find kj peers with available storage space , skip 
replicating this file. 
8. ELSE: 
8.1 Order the peers with available storage in Pi in descending order 
according to their availability. Then partition the peers in to kj 
groups. 
8.2 Randomly select a peer in each group and assign an erasure-coded 
block to that peer. 
Update available storage space of these peers. 
9. Peers in Pi are released. 
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4.1.3 High Available First (HAF) algorithm 
The highest available first (HAF) algorithm tries to replicate each fi le Lo ach irvc 
a target availability A *. There are different ways to achieve such a target , 
for example, by trying to use more peers with low availability, or to use as 
few higher available peers as possible. The HAF algorithm takes th e latter 
approach. 
The highest available first (RAF) algorithm 
In initialization stage: 
1. Peer i chooses the writ able peer set Pi . 
2. All peers in Pi are" locked" . 
3. Estimate Si == Li'EPi Si' and Fi == L i' EPi LjEFi, fj· 
4. Estimate ni == ~i, the average peer availability p in P i and the average 
t _ 
number of blocks per file b. 
5. Initialize A* based on ni, band p. 
To replicate file j: 
6. Divide the file into bj blocks so that fj == bjr. 
7. Do not apply erasure code at this stage, k j ~ bj . 
8. Calculate the file availability Aj based on the k j most available peers 
with enough storage in Pi. 
9. WHILE Aj < A*: 
9.1 Increase the stretch factor and create one more erasure-coded block i 
i.e. k j ~ k j + 1. 
9.2 Select the next most available peer to replicate. 
9.3 Calculate the file availability A j . 
10. IF all peers in Pi have been selected and Aj < A *, replicate this fi le 
by distributing each peer with one erasure-coded block. 
11. ELSE IF the new file availability Aj > A *, assign the erasure-coded 
blocks to the selected peers. 
12. Update the available storage of the peers who participate in 
replication. 
13. Peers in P i are released. 
Theoretically, a suitable target file availability A * can only be deterrn i Ti ed 
by the global knowledge of all file sizes, the storage space offered and thp 
Chapter 4 Equal Weight Replication 28 
availability information of all peers in the system. rrhis obviously can not be 
assumed for a decentralized algorithm. Instead , we will describe an assoclaLed 
algorithm for dynamically computing the value of A * based on the lirnited 
knowledge available to each peer. The complete algorithm has the fo llowi ng 
steps: 
Initialization: Before replicating the first file, peer i init ia lizes i Ls fj le 
availability target A * as follows. First , it computes the estimated stretch factor 
ni for its writ able peer set by using equation 3.3. Then it collects t he fi le size 
and peer availability information from its writ able peer set , and computes t he 
average number of blocks per file b before applying erasure code and average 
peer availability p. Then it sets the initial value of A * based on ni an d h, 
assuming all peers have the same availability p. 
Tentative replica placement: To replicate file j , peer i first orders the 
peers (with available storage space left) in its writ able peer set in descending 
order according to their availability. It then divides file j into b
.1 blocks where 
1.1 == b.1r. No erasure coding is applied at this stage and hence k
.1 <- b.1 . Next, 
it selects kj peers in the ordered peer set , starting from t he highest available 
peer first , and computes the file availability Aj of file j using equ ation 2.1 , 
assuming these highest available peers are used to replicate fil e j . 
Comparing availability with target: The computed fil e avaiJ abil iLy is 
compared to the target A *. If Aj < A *, peer i will increase the storage overhead 
for file j by adding an extra erasure code redundancy t o create k j <- bj I 1 
blocks. Once again , it selects k j highly available peers in t he ordered peer set , 
and computes a new file availability A
.1 . This whole process is repeated until 
Aj > A*. 
Replica placement: If file j gets a file availability of A.1 > A* from the 
comparing step , peer i then will create k
.1 erasure-coded blocks for n le .j and 
distribute them to the selected k
.1 peers. However , if all peers in the ~Tr i table 
peer set are selected and yet Aj < A *, peer i then will create and djstri bu te 
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each peer (with enough remaining storage) in its writ able peer set with one 
erasure-coded block of file j. The replication process terminates when aJ] fi Ics 
of peer i are replicated, or when the peers in the writable peer set no lon ger 
have enough storage space for replication. 
4.2 Evaluation of algorithIlls 
The performance of above algorithms is evaluated by simulations. vVevvill 
discuss our simulation setups first , and then the simulation results. 
4.2.1 Simulation setup 
We simulate a replication system with 100 peers that are randomly linked. 'The 
connectivity of the network is controlled by a parameter m E [0, 11 , terrnccJ 
connectivity threshold. Any two peers in the system are linked if a uniforrn Iy 
generated random number in [0, 1] is greater than m. So the expected nu rn bel' 
of links would be N(N - 1)/2(1 - m) == 4950(1 - m). These links are logical. 
and the link delays and transmission costs are ignored in our model. VVe further 
name the parameter (1 - m) the degree of connectivity of the system . 
We are interested to find out how the algorithms perform under difFerent 
system parameters. Two kinds of peer availability distributions are used in 0 11 r 
simulations , namely, uniform availability distribution and bimodal availabili ty 
distribution. The uniform distribution, in which each peer availability is uni-
formly distributed in [0 , 1]' assumes the peers are very diverse in t hei r on I i ne 
patterns. The bimodal distribution, in contrast, is used to modeJ tvvo d is-
tinct types of peers, some of them staying online for extended periods of t i me., 
while others being usually omine. Three different peer availability patterns are 
simulated: 
1. Uniform distri bu tion in [0 , 1]. 
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2. Bimodal distribution , with half of the peers uniformly distribu ted In 
[0.8 , 1] while the remaining uniformly in [0 , 0.2]. 
3. Bimodal distribution , with 20% of the peers uniformly dist ribu ted In 
[0.8, 1] while the remaining 80% uniformly in [0 , 0.2]. 
In all simulations, the number of files to be replicated in each peer is un i-
formly distributed in [0,100]' hence the expected number of files in Lotal is 
5000 out of 100 peers' participation. The files are assumed to have similar 
sizes , if not exactly the same. In our case, the common file size is set to be 11 
blocks (each block is of size r) before applying erasure code. T herefore , t he 
parameter r in this model can simply be considered as a uni t for Ineasurjng 
file size. 
To study the effects of storage capacity, we run simulations ,vith peers 
contributing different amount of storage space Si for replication . vVe den ne 
the system-wide average storage capacity per file [2 * as the ratio of the total 
storage space offered by all peers to the total size of all the files in the systen 1: 
A higher value of [2* means that peers in the replication system are vv illing to 
offer more storage space to help replication, hence each peer may choose to us~ 
a larger stretch factor. On the other hand , the exact storage space offered by 
each peer cannot be the same, which may be the case in real world networks. 
Hence , we set our model in the way that the storage offered by each peer is 
uniformly distributed in a certain range according to different expected value 
of D*. 
To minimize simulation errors due to random perturbations, each sinlul a-
tion is run 200 times, and the average results are reported. Table 4. 1 summa-
rizes the parameters of the simulation model. 
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I Simulation I Peer availability I Avrg. storage capacity I Dgr. of conn-ecL iviLX I 
SI.1 Uniform 0 * == l.5 (1 - ml) E: rO , 11 
SI.2 Uniform 0 * == 2.0 (1 - ml) C-[O, 11 
SI.3 Uniform 0 * == 2.5 (1 - rn) c-: [0, 1 1 
S2.1 Bimodal 0 * == l.5 (1 - m) E- [0, 11 
S2.2 Bimodal 0 * == 2.0 (1 - m) E: rO, 11 
S2.3 Bimodal 0 * == 2.5 (1 - ml) ~ [0, 11 
Table 4.1: Simulation setups of equal weight replication 
4.2.2 Simulation results 
We first evaluate the performance of the three replication algorit hms usjng uni -
form peer availability distribution. Figures 4.1 - 4.3 show (a) the expectat ion 
(E[AJ) , (b) the variance (var[AJ) of the file availability distribution , and (c) 
the portion of files replicated , against the degree of connectivity (1 - 'm/) c: 10 , 11 
when the replication system is contributing different amount of storage space 
0 * == {1.5 , 2.0, 2.5}. 
Three general patterns of behavior with these algorithms can be observ(x\ 
from the results , independent of the average storage capacity [2 * . F irst , the 
increase in the degree of connectivity improves the algorithms' performance 
(in terms of E[AJ). This means that the more connected the peers are , hence 
the more global view of the replication system the peers have, the better the 
performance is. In particular, the performance increases sharply with degree 
of connectivity initially, indicating that peers need to have a mjnimu O'J level 
of knowledge about other peers in the system (in our simulations it is whcn 
the degree of connectivity (1 - m) > 0.1 rv 0.2) so that peers can find eno ugh 
storage space to replicate files. When (1 - m ) == 0.1 , each peer on average 
has 100 x 0.1 == 10 peers in its writ able peer set. Since each fil e occupies at 
least 4 blocks of storage space, having less than 10 peers in t he vvritab le peer 
set means a peer may fail to find a sufficient number of ot her peers vvho havr 
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available storage (to replicate the given file). The sharp increases in v aT rAJ 
and portion of files replicated (when (1 - m) increases from 0 to 0.1 ) flj rt her 
support this argument. Second, the group partition algorithm achieves lower 
var[A] than that of the random algorithm and HAF algorithm, especia lly 
when the storage space offered by peers is limited. This result validates our 
expectation that partitioning the peers in groups can replicate files in a fairer 
way. Third , in terms of the portion of files replicated , the HJ\J? a lgo ri t h rn 
converges more quickly to 100% than other algorithms because it makes more 
elaborate scheduling when balancing the role of different available peers in the 
system. That is producing less redundancy using high available peers and more 
with lower available ones. However, all three algorithms perform similarly 'iVeJ] 
when the number of connected peers in the system is large enough. 
A very interesting observation is how the increase in the storage resources 
affects the algorithms' performance. When the average storage capacity is lovv 
(0* == 1.5) , the HAF algorithm outperforms the other two algorithms signifi -
cantly in terms of the E[A] (by near 50%), as shown in Figure 4.1(a). IIovvever, 
when the average storage capacity increases, the performance difference grad u-
ally becomes insignificant , as shown in Figure 4.2(a) and Figure 4. 3(a). \rVhen 
0 * == 2.5, the performance difference decreases to only about 5% I"'J 15%, even 
though the HAF algorithm can still achieve the highest expected file availahiJ -
ity. 
Figures 4.4 - 4.6 show the simulation results with bimodal peer availab ili ty 
distribution. The relative performance among different algorithms is consis-
tent with what we observed from the experiments using uniform avaiJ abilj ty 
distribution. When comparing the achieved performance for bimodal distr i-
bution versus uniform distribution, the expected file availabili ty 13lA I of' t he 
former is usually about 5% I"'J 15% better than the latter. Based on these re-
sults , we have a conjecture that if the two sets of peers have the same ave rage 
peer availability but different variance, then the file replicated by the set of 
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peers with higher variance will achieve higher expected file availability. 
In terms of var[A], we notice that all three algorithms are affected by usin g 
bimodal availability distribution. For all three algorithms, var[A ] is genera.lly 
higher than that using uniform availability distribution (e.g. corn pare th e 
curves in Figure 4.2(b) and Figure 4.5(b)). This is not surprising because a 
higher peer availability variance in bimodal availability distribution further 
increases the divergence of file availability. However, the group partitjon a lgo-
rithm is still the most successful in minimizing var[A] for both distributions. 
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Figure 4.7: Simulation results for different bimodal distributions 
Furthermore, Figure 4.7 shows the comparison of E[A] achieved by al l three 
algorithms under two different bimodal distributions of peer availabiJity ~T i Ch 
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a degree of connectivity (1- m) == 0.5. In Figure 4.7(a), 80% of the peers h(-l,v ( ~ 
their online availability uniformly distributed in [0,0.2]' while the rest 2(91) in 
[0.8,1]' and the ratio in Figure 4. 7(b) are 50% and 50%. It can be observed 
from the results that the HAF algorithm can achieve an E[A] 20 o/c) rv 7(91) 
higher than the other two algorithms with 50% high available peers in t he 
system, while 60% rv 300% higher with only 20% high available peers. 'Th is 
reveals the fact that the HAF algorithm is even more useful for th e system 
with rare high available peers. 
4.3 Summary 
To summarize, the simulation results reveal the following findings. First , vve 
see that HAF algorithm in general can achieve higher E[A] than the random 
algorithm and the group partition algorithm, especially when peers share a 
small amount of storage space for replication and when high available peers 
in the system are rare. However, when peers increase their sharing storage , 
we see that the difference between the algorithms become insignifi cant. 'rhis 
observation has an important implication: when a replication system_ has hi gh 
storage capability, the choice of replication algorithms does not make a lot of 
difference. In that case, it probably makes sense to choose a simpler algorithn1 , 
for example, the random algorithm. Second , the group parti t ion al gori thnl 
can achieve lower variance in file availability, hence may be a good choice i r 
fairness of file availability is important. Third , when comparing the sirnulat ion 
results between using uniform availability distribution and bimodal ava il abili ty 
distribution, we observe that the increase in variance of peer availability tends 
to improve the expected file availability for all three algorithms. 
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4.4 Clarification of individual contributions 
The work "Decentralized Replication Algorithms for Improving File Avail abil-
ity in P2P Networks", published in proceedings of IWQoS 2007, is main Iy 
derived from the work described in this chapter, and it is cooperat ed with rVfr. 
Wingkai Lin. 
In our cooperation, Kai first formulated the general resource allocation 
problem and come up with the frame work of the three distributed rep li cat ion 
algorithms. His simulation results revealed that these replicat ion algorjLhms 
generally worked as expected. 
However, there were some problems remained in his work. F irstly, t hr 
problem of how to decide the writ able peer set was not clarified , which may 
result in inaccurate estimation of the stretch factor , as described in section 3.3. 
I clarified this problem by introducing the locking phase strategy. Secondly, 
the HAF algorithm was originally a bit more complex and as vvell vvit h in feri or 
replication performance than what it is now. The following amelioration were 
made to improve the original algorithm: 
1. Change the "skip" step into "replicate one erasure-coded block to each 
peer who have enough storage in the writable peer set" . T his will reci lI cr 
var[A], and increase E[A) as well. 
2. Remove the adjustment of Target A* after initializat ion. T his results in 
slight decrease in E[A], but much decrease in 11 ar [A). 
3. Remove the "replacement" process. This has negligible influence on thr 
replication performance based on the above modifications, bu t the algo-
rithm is well simplified. 
After the amelioration, all simulations were re-conducted and the final rrS lI1 Ls 
are described as in section 4.2.2. What 's more, extended simulations were also 
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conducted to show that the RAF algorithm is even more useful in im provi ng 
file availability for the system with rare high available peers. 
Chapter 5 
Replication with Preferences 
So far we have studied the distributed replication algorithms with their per-
formance in chapter 4, under the assumption that all files in the system are 
of equal importance. However, this may not always be the case for a real 1 i f'r, 
system. The fact is that files in the system may not be of equal preferen ce 
(importance), hence the desirability for availability may also vary accordingl y 
among individual files. In this section, we make a natural extension to Eu r-
ther investigate the replication problem by accounting importance of files . 'vVc 
quantify the importance of files in terms of weight, and formulate this replica-
tion problem as an optimization problem to maximize the system level vve ight 
based file availability. 
Specifically, files in this system are assigned with different weight values 
to indicate how important they are, and further how they will be replicated. 
We hope for a replication strategy in the way that high weighted files receive 
relatively higher availability and vice versa. Such strategy is referred as Wei.r;ht 
based replication or Replication with preferences. We define the weight based 
system level file availability as following to build up the relationship betvveen 
files and their weights 
L~l wjA j 
Aw == M ' 
L j=l 'Wj 
(.- .1 ) 
where Wj is the weight value of file j, and Aj is the resulted file availabi Ij ty of 
file j after replication. 
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5.1 Problem re-defined 
As described in section 2.2, when b == 1, i.e., each file is viewed as one sjngle 
block, the erasure code replication will degenerate to traditional 'whole file 
replication. In this case, the amount of replication redundancy of any fi le 
should be an integer, which we denote as .T hereafter. 
As a consequence, a file is available when at least one of its replicas is 
online. The probability of having at least one replica/peer available out of' :J; 
IS 
P{> 1 online} == 1 - (1 - Pl)(l - P2)'" (1 - Px). (5.2) 
Since each peer in the system may have a different online probability, and there 
may be a huge number of files involved , it will be too expensive to calcu I n,U~ 
the exact availability for each file. Therefore, we still use the average peer 
availability as an estimation, i.e. 
(5.3) 
where Pi refers to the average peer availability of set {Pi}. This estimatio n in 
fact gives a lower bound of the exact file availability. 
In the following of this chapter , we study the weight based replication prob-
lem in the scenario of whole file replication, which makes the model anaJ.vs is 
tractable. 
Let us reconsider the replication problem in section 2.4: vve have a rep \ ica-
tion system with a fixed population of P peers whose availability distribution 
is p. Each peer i has a set of files Fi to be replicated. 1' he set of all [i les to 
be replicated in the system is F == UiF i, with a weight distribution w. \Ne 
denote the number of peers as M == IPI and the number of files as V =- IFI· 
When replicating, for a particular file j E F i , peer i first needs to decide 
how much redundancy to add. The replication redundancy is no,v denoted by 
the number of replicas Xj (Wj), which depends on the file weight Wj . rfhcn peer 
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i creates Xj replicas, to be assigned to Xj different peers. For simplici ty, i L is 
assumed that all files in our model have the common size r, and the storage 
space offered by peer i is always in units of the file size. 
The problem now is to seek a replica assignment policy R == [r i,j J ji![ x N : 
rM,1 rM,2 
where ri,j indicates whether a replica of file j is assigned to peer i : 
where 
if peer i stores a replica of file j 
otherwise 
z 1,2, ... M 
J 1,2, .. . N. 
The constraint is that peer i cannot store more than its storage capacity Si : 
N 
L ri,j < Si Vi , (5 .1) 
j=l 
and the number of replicas of file j stored in the system is equal to .Xj ( f(1Jj) : 
M L r i,j == x j ( W j ) V j. (5.5) 
i=l 
Let rj denote the jth column vector of the replica placement matrix R i 
which gives the subset of peers that replicate file j. We denote the on I j ne 
availability of peers who replicate file j (i.e. , r i ,j == 1) as p[rj]. Then t he 
overall weight based file availability can be computed as in equation 5.1: 
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whereAj(p[rj]' Xj(Wj)) is the availability of file j. This expression of Aj indi -
cates that the availability of an individual file j mainly depends on two factors : 
the number of replicas Xj that is decided by its weight , and the availab i.li ty 
of the set of peers who store these replicas. The resource allocation prob lrrn 
is re-defined as to find an optimal R to maximize the overall file availahi.li ty 
5.2 The Bi-weight model 
The replication problem described in section 5.1 actually includes two parts : 
storage allocation x , and replica placement R. To further simplify the prob lem i 
we now introduce the Bi-weight Replication model , which enables us to fi nd 
an optimal resource allocation scheme among files. 
In the bi-weight Replication model , files are classified into tvvo categories : 
high weight files(H-files) and low weight files (L-files) , assigned with the weighL 
value WH and WL respectively, where WH > WL. A file to be replicated in the 
system is either an H-file or an L-file. 
We intend to provide files in the same weight level with the same amou nt 





Here nH and nL are the number of H-files and L-files respectively, whiJe T rr 
and X L are the amount of redundancy per file for each weight level. s is t he 
total storage space that offered by peers in the system, which gives a general 
constraint to the optimization problem. 
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In order to enhance the overall file availability, we assume a sat urated usage 
of the storage resource by taking equality in constraint 5.7. We further denote: 






nHWH + nLWL 
After using the constraint to reduce the variables , problem 5.6 becolnes 
s-n H xH 
max : 1 - (aHqXH + aLq nL ) , (5.8) 
which is equivalent to 
s- nH xH 
min : G == aHqXH + aLq nL (5 .9) 
Since the function G is convex, and the gradient is 
(5 .10) 
by letting \lG == 0, for ° < WL < WH as defined , we then have 
WL 
== - E (0 , 1). 
WH 
(5 .11 ) 
Since q == 1 - P E (0, 1) , this indicates 
compared with 5.7, it follows that XH > X L. This is consistent vvit h our 
expectation that provides the high weight files with more redundancy, -which 
then naturally leads to higher file availability. 
Based on the analysis above, the closed-form solution to probl em 5.6 can 
be readily expressed as: 
(5. ] 2) 
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This solution indicates a logarithmic relationship between the amount of red II f1 -
dancy and system parameters such as file weight and file distribution pattern, 
II1 /U L 
In fact, the solution in equation 5.12 makes sense only when s ? nH J;;[r ~) ) 
because both XH and XL should be nonnegative. For the special situation 
In~ 
S < nH In(l~)' which means either that the number of H files in the systern 
is extremely large or the L-files are of awfully low weight compared wj th th e 
H-files. In both cases, the L-files are considered to be neglect able since th ey 
make trivial contributions to the system level file availability. rrherefore, i L 
degenerates to the equal weight replication , where X == ~ . 
nH 
5.3 The statistical rounding policy 
As we consider whole file replication, the number of replicas for any file should 
be an integer. However, this is not guaranteed in the bi-weight model. 1 ~10 r 
example, if we get x == 2.4 from the model solution, how many replicas shollld 
we assign for each file? Intuitively, the possible choices can be either 2 or 
3. If each file distributes 2 replicas, then part of the storage in t he syste m 
will remain unused, which would otherwise have positive contribution to t he 
file availability. On contrast, if each file distributes 3 replicas , the sto ragf~ 
resource will run out quickly before a considerable amount of files can be 
replicated. Both the absolute choices will result in negative impact to t he 
performance of the replication. Therefore, proper strategy is in need to ch a n 11 P I 
the theoretical solution into applications. Such strategy should ena bJe that 
the storage resource can be fully used so as to maximize the fil e avail a bi liLy. 
What's more important, it should make sure that the storage resource \vilJ not 
be overused. With such considerations, we introduce the statistical TO'lJ,ndin,r; 
policy. 
We denote ceil(x) as the minimal integer that larger than x, while floOT(:C) 
the maximal integer that smaller than x. For a nonnegative x , both ceil Cr; ) 
Chapter 5 Replication with Preferences 49 
and floor(x) are nonnegative. The difference ceil(x) -x is then defined as t he 
rounding threshold. Specifically, to determine the exact num ber of rep I i cas :J:,j 
that can be placed in the network by an H-file .J, a random number A f= (0 , 1) 
is generated. Then x j is decided as the following: 
if A > ceil(xH) - XH 
otherwise 
The same method is also applied to L-files. 
5.4 The distributed replication algorithm 
By employing the statistical rounding policy, we apply the bi-vveight model 
to the random replication algorithm. As described before, the availabil i ty of 
a file depends on ( a) how many replicas can be placed in the netvvork , w hi ch 
is measured in terms of the replication redundancy allocated to t hat, n le, and 
(b) the availability of those peers who store the replicas of that fil e. 'rhe bj -
weight model tries to allocate the storage resource based on the weight of the 
files. The random replication algorithm, similar as in equal weight repli cat ion , 
gives each file an equal opportunity in selecting peers. Both the processes (-tre 
implemented by peers in a decentralized way. Hence, the entire rep l icaL ioll 
algorithm includes the following two steps. 
Storage allocation: First , each peer i calculates the average peer avai 1-
ability (Pi) , the total storage space offered (Si), and the total number of Gl es 
of each weight level to be replicated, namely, { N H(i), N L(i) } , by peers in i Cs 
writable peer set. Peer i then estimates the replication redundancy for all fi les 
.J E Fi by: 
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This replication redundancy estimates how much storage space each file (in 
the writ able peer set) can use on average. 
Replica placement: Before replicating file j, peer i applies the statistical 
rounding policy to determine x j, the exact number of replicas of file j , based 
on {x H( i) , X L( i)} from last step and the actual weight of file j. After th at , peer 
i randomly picks Xj peers, whose storage space is not exhausted , in jts vvri tahl e 
peer set Pi. Replicas of file j are then produced and assigned to these peers . 
Peer i stops the replication process when all its files are replicated , or vvhen 
storage space in the writ able peer set runs out. 
To enhance the overall weight based file availability of the system , the high 
weight files are entitled with priority in the order of replication. T hat is, t he 
high weight files in the system will be replicated before the low weight fj les . 
The distributed random replication algorithm 
Writable peer set estimation: 
1. Peer i chooses the writable peer set Pi. 
2. All peers in Pi are "locked". 
3. Estimate Si == 2::i' EPi Si' 
NH(i) == 2::i'EP i nH(i') 
NL(i) == 2::i'EPi nL(i') 
- L: i , EP ' Pi' 
Pi == IPil 
To replicate file j: 
5. Generate a random A E (0,1) and determine Xj by the stat istical 
rounding. 
6. Create Xj replicas of file j. 
7. IF peer i cannot find Xj peers with available storage space, skip 
replicating this file. 
8. ELSE peer i randomly picks Xj peers from Pi to store the replicas. 
Update available storage space of these Xj peers. 
9. Peers in Pi are released. 
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5.5 Evaluation of the algorithm 
We discuss in this section the simulation setups and results of t he weight based 
replication algorithm. 
5.5.1 Simulation setup 
We use the same system as in equal weight replication for simulation . 'f he 
replication system consists of 100 peers that are randomly linked . T he con-
nectivity of the network is controlled by a parameter m E [0 , 1]. Any tvvo peers 
in the system are linked if a uniformly generated random number in [0 , I) is 
greater than m. These links are logical , and the link delays and transmission 
costs are ignored in our model. 
We are interested in how the algorithm perform under different system pa-
rameters , such as the total number of files to be replicated in the system , the 
weight patterns , and the percentage of high weight files out of the general fi le 
set. These parameters are summarized in table 5.1. In all simulations , t he 
system has a degree of connectivity of 0.5 , and the peers' online avail abili ty 
is uniformly distributed in (0 , 1). The system-wide average rep lication redun-
dancy, defined as the ratio of the total storage space off"ered by all peers to L h e 
total size of all files in the system regardless of file weight , is set to be 
E(X) = 2:iEP Si = 2. 
2:j EF fj 
That means , each file , no matter with a high weight or a low weight , is expected 
to have 2 replicas stored in the network on average. However , t he exact storage 
space off"ered by each peer is not the same. Instead , it followed a uniforn l 
distribution with E(X) as the expected value. 
To minimize simulation errors due to random pert urbations, each simu la-
tion setup is run 200 times , and the average results are reported . 
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I Expected number of files per peer I File weight pattern I % of H -files 1 
Uniform in [0 ,20] / Expected 10 WH : WL == 2 : 1 [0, 100%1 
Uniform in [0,100] / Expected 50 WH : WL == 2 : 1 [0 , 100%J 
--
Uniform in [0,200] / Expected 100 WH : WL == 2 : 1 [0, 100%] 
Uniform in [0,100] / Expected 50 WH : WL == 4 : 1 [0 , 100%] 
Table 5.1: simulation setups for replication with preferences 
5.5.2 Simulation results 
We first evaluate the system performance in terms of the overall fi le avai lab i 1-
ity. The theoretical results generated by the bi-weight model under the samr 
expected parameters are used as the benchmark for evaluation. 
0.9 
0.1 . 
-&- E[A], optimal 1_ 
-<>- E[A], avrg. 10 fi les per peer I 
"-v- E[A], avrg. 50 files per peer 1
1
" 
··k· E[A], avrg. 100 files per peer 
% 0.2 0.4 O~ 0.8 
Percentage of H-files 
Figure 5.1: System level weight based file availability, WH : WL == 2 : 1, avrg. 
{10 , 50 , lOO} files per peer 
Figure 5.1 shows the results of the system level weight based fi le availab ili ty. 
against the percentage of high weight files out of all the fi les to be rep I icatcd. 
The expected number of files in total varies from 1000 to 10000. Comparrd 
with the optimal solution, the file availability achieved by simulations is 2% -
10% inferior. As the number of files to be replicat ed in the system in creas~s 
the achieved file availability tends to approach the optimal, but the grovvth 
is not significant. The reasons for such a gap between the achievable and the 
optimal may come from the following: ( a) The number of files in total and 
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the percentage of H-files are preCIse in the model analysis. However , these 
parameters in the simulations are random, only using the exact nu rner ical 
values as used in the analysis as the expectation. (b) Peers can havp, on Iy 
partial and limited information of the system resource from its neigh bors , 
which may result in uneven estimations among peers depending on part iclJ lar 
writ able peer set. (c )The statistical rounding policy also introduces certajn 
amount of randomness. 
-e- E[A], optimal 
-/;1- E[A], preference 
-V- E[A], proportional 
% 0.2 0.4 0.6 0.8 
Percentage of H-files 
Figure 5.2: System level weight based file availability, WH : WL == 2 : 1, avrg. 
50 files per peer 
A comparison of differentiated replication and proport ional replication is 
showed in figure 5.2. The result reveals that when the metric changes to the 
overall file availability, the proportional relationship between the num ber of 
replicas and file weights can no longer achieve the opt imality. 
As a measurement of the differentiated replication service , figure 5.3 Sil OVv'S 
the actual file availability of the high weight and low weight files respectively. It 
can be observed that when the percentage of H-files is low, e.g. 10%, they can 
receive an availability up to around 85% after replication. As the percentage 
increases , the availability of H-files decreases. The explanat ion is that "v hen 
the percentage of H-files turns high , hence the number of such fi les becomes 
large, the H-files turns to be "less important" compared with before. \1\ hen 
the percentage of H-files is 0% or 100%, the replication degenerates to Lhr 
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Figure 5.3: Achieved file availability of H-files and L-files , avrg. 50 fil es per 
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Figure 5.4: Achieved file availability of H-files and L-files, avrg. 50 fil es per 
peer, W H : W L == 4 : 1 
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equal weight replication. 
However , the H-files can always get higher availability t han the L- ril e~ , 
regardless of their percentage. This hit the purpose of t he different iated rr pli -
cation service. Moreover, when the difference of weights grows, e.g. frorn 
WH : WL == 2 : 1 to WH : WL == 4 : 1, the availability of H-fi les and L-fil cs se pa-
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Figure 5.5: Variance of achieved file availability of H-files and L-fi les , avrg. 50 
files per peer, 71JH : WL == 2 : 1 
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Figure 5.6: Portion of H-files and L-files that be successfully replicated , avrg. 
50 files per peer , WH : WL == 2 : 1 
To gain a more comprehensive understanding of our model, vve cval uaLr 
the variance of the achieved file availability and the port ion of fi les t hat be 
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successfully replicated. It can be observed from figure 5.5 and figure 5.6 t hat 
the V ar[A] of H-files is significant lower than that of L fil es . I-Iowever, when t he 
percentage of H-files exceeds a certain threshold , i. e. > 70% in our simulation i 
Var[AL] turns down. This is because when the H-files act as the rn ajori ty 
in file population, part of the L-files remains unreplicated due to t he storage 
limitation. They are then considered to have a 0 availability. Generall y t he 
H-files can be 100% replicated while the L-files can be replicated with a rat io 
near 100% only when the H-files are rare in the system. T he above res ult~ 
reveal that the weight based replication tends to guarantee t he servi ce qu al i Ly 
in favor of the high weight files while maintaining that of the lovv weigh fil es 
at a reasonable level. 
5.6 Discussion 
In fact , there are various metrics to determine the weight of a fi le, dep end i Il g 
on the particular situation. For example , if we take popularity of fi les as the 
metric, the weight of a file can be determined by its accessing rate . 110 app ly 
our bi-weight model , a predetermined threshold is needed . If a fi le has an 
accessing rate higher than the threshold, it is assigned with W H , othervvise , 
it is assigned with WL. Specifically, we can consider the empiricaJ fi le access 
patterns like Zipf distribution, which indicates that only a fevv fi les in a systenl 
are popular while many or most are , actually, less popular. rr herefore, each 
peer can have certain percentage, e.g. 30%, of their files as H-fi les accord ing 
to their accessing rates , and the remaining as L-files . 
Although simplified , the bi-weight model is nont rivial. A straightfor'wa,rd 
extension is to further classify the H -files and / or L-files into two su b-categories . 
and then apply this model to each sub-storage allocation problem . Such ex-
tension enables the application of bi-weight model to mult i-weight repli cat ion 
problems. Figure 5.7 provides an illustration of the extension use . 
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Figure 5.7: An extension of Bi-Weight model 
5. 7 Summary 
S7 
In this chapter, we first redefine the resource allocation problem of replica-
tion with preferences as an optimization problem to maximize the systern leve l 
weighted file availability. We analyze the bi-weight model in vvhich the optimaJ 
solution suggests a logarithmic relationship between the amount of replication 
redundancy and system parameters like file weight and file distribu bon pat-
tern. The model solution is then applied to the random replication algoritbnl 
through the statistical rounding policy. The simulation results indi cate t hat 
our replication algorithm delivers a respectable replication service vvith pref-
erences while maintaining a good system level file availability. 
Chapter 6 
Future work 
Apart from our work described above , there are still many interesting topics 
remained for further work. 
For example, as alluded to in the introduction , we assume the fil e weights 
are given. A crude system is to let the peers set the file weights t hernse lvps . 
This assumes the peers are honest and shares an established framework for 
setting file weights. In real life systems, such a crude system would not be 
dependable as the peers would have selfish reasons to not be tru t hful. Instead , 
it is necessary to include an incentive system to make the peers set t he weights 
truthfully. One possible consideration is to tie a peer 's cont rjbu tion (sto rage 
and on line time) to the weights it gives to files. Obviously, there are many 
interesting mechanisms one can design , together with the syst em service rn ode!. 
Another extension is related to network dynamics. Currently we assume a 
static replication system: a fixed set of peers join the system and each of t hern 
replicates a fixed set of files. In a real life system, peers cont inuously join rtncl 
leave; they may also remove old files and introduce new files; the preference of a 
file may change over time. These dynamics bring many interesting poss ibili t ies. 
For example, if some peers leave permanently, the file availability of the fj Jcs 
it stored will be affected. How do we redistribute the file replicas in orde r Lo 




In conclusion, we address an important issue in P2P replication systems: re-
source allocation. We demonstrate the difficulty of resource allocation prob lern 
and formulate the optimization problem as an integer programming problem . 
Since the problem is computation-intensive and needs t o be solved in a 
decentralized manner , we propose three heurist ic algorithms for peers to make 
replication decisions independently. In contrast to previous work, we consider 
heterogeneity in peer availability in our modeling, which is a rnore reali st ic 
assumption. The three algorithms differ in terms of the information required 
and computational complexity and their performance for different systern pa-
rameters are evaluated using simulations. Our results show that t he djfference 
among the performance of different algorithms is insignificant when the stor-
age resources are abundant. However , if the storage resources are scarce , wr 
show that the HAF algorithm achieves the highest expected fi le avail abi ji ty. 
Meanwhile , the group partition algorithm is able to achieve a lower variance 
of file availability, which is beneficial if fairness of fil e availability is an im-
portant consideration. We also demonstrate how peer availability distribut ion 
affects the resultant file availability distribution , which has not been stud iccl 
in previous work. 
Based on this , we further considered the design of weight based repl ication 
services in unstructured peer-to-peer systems. We represent fi le preferences 
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by weights, and formulate the resource allocation problem as an optirnization 
problem that maximizes the overall weight based file availability. 
We investigate a bi-weight model , in which the optimal solution rpvea!s a 
logarithmic relationship between the amount of replication and system. pararn e-
ters like file weight and file distribution patterns. Though simple, th e bi-:- we ighL 
model can be extended to multi weight cases by recursion. We then apply t he 
solution to a distributed random replication algorithm by introducing a stat is-
tical rounding policy. The algorithm is implemented by autonomous peers vvho 
cooperate with the neighbors, based on partial and limited information abou t 
system resources. The performance of this algorithm under different systpm 
parameters is evaluated by simulation. Our results show that , by employing 
the analytical results for the optimal solution, the distributed algori thm yields 
favorable performance in delivering the differentiated replication service whil e 
achieving a good system level file availability. 
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