ABSTRACT Medical image fusion integrates image features of different modalities to provide comprehensive information for clinical diagnosis, treatment planning, and image-guided surgery. The information of the fused image is richer and clearer, which makes up for the defect of the single-mode medical image and retains the characteristic information of the source image. This paper proposes a novel multi-modality medical image fusion method based on gray medical images and color medical images. In the proposed method, the nonsubsampled shearlet transform (NSST) method is first used to decompose the source image into a low frequency sub-band and several high frequency sub-bands. The improved sparse representation is utilized to fuse the low frequency sub-band, which can remove the detail features through the sobel operator and the guided filter to improve the ability to preserve energy effectively. Meanwhile, the high frequency sub-bands are fused by a pulse coupled neural network (PCNN) based on edge preservation. This method fully considers the imaging characteristics of different medical modalities, which can process edge information well and process image details better. Finally, the fused low frequency sub-band and high frequency sub-bands are inversely transformed to obtain the final fused image. Seven different categories of medical images and seven fusion methods are used to verify the effectiveness of the proposed method. In addition, the medical images of three different modalities are merged to testify the influence of the fusion sequence. The experimental results show that the proposed method is superior to existing state-of-art methods in subjective visual performance and objective evaluation.
I. INTRODUCTION
With the rapid development of medical technology, image fusion technology plays an increasingly crucial role in the medical auxiliary diagnosis technology. Different imaging mechanisms are used to detect different lesion areas. According to the information provided by medical images, it can be divided into structural image and functional image. The structural images provide anatomical information of organs with high resolution, such as computed tomography (CT) and magnetic resonance (MR). CT can display dense structures better, which can show the image of lesions area on the The associate editor coordinating the review of this manuscript and approving it for publication was Habib Ullah. background precisely. MR is suitable for the examination of some tissues with high water content, such as cancer, inflammation, trauma and other diseases. MR is more detailed than CT examination, which can detect the tiny lesions of tissues and has little effect on the human body. Furthermore, the functional image resolution is low, but it can provide metabolic information of organs, mainly including positron emission tomography (PET) and single photon emission computed tomography (SPECT). PET is a newly developed method of nuclear medical examination. Before the scan, patients are injected with a radioactive reagent to measure metabolic changes. SPECT is a gamma-ray imaging of a tracer emitted from a patient. The greatest advantage of SPECT is the specific display of blood flow, function and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ metabolic changes of organs or lesions, which is beneficial to the early and specific diagnosis of the disease. However, the lesion information obtained from a single imaging device is relatively simple, which is hardly to provide doctors with multi-feature information and exist intrinsic restrictive. Hence, the multi-modal medical image fusion can achieve important information complementary effect, which can help doctors to propose more accurate treatment programs for patient diagnosis and treatment planning [1] . The image fusion method based on the decision map is to generate the final fused image by finding the binary image of the fused boundary. [30] , [31] , [38] - [40] . However, most of these methods are applied to multi-focus image fusion. Due to the characteristics of medical image imaging, a satisfactory decision map cannot be found in the medical image fusion process, so it is not suitable for medical image fusion.
The local feature descriptor is widely used in the field of medical image fusion. Liu et al. [29] proposed a novel image fusion method for multi-focus images with dense scale invariant feature transform (SIFT). Du et al. [33] introduced an image fusion rule that used parallel saliency features and considered extracting specific features from different medical images. Du et al. [32] proposed union Laplacian pyramid with multiple features for transforming salient features into a single fused image. However, these methods have poor performance in medical image fusion.
Pixel-level image fusion mainly includes two major categories, such as spatial domain-based and transform domainbased [2] . Multi-mode image based on spatial domain mainly includes block-based and region-based fusion [3] . Because the fusion method is relatively simple, the average weighting method is usually used for medical fusion, which results in poor fusion effect and is not suitable for medical image field. In addition, in transform domain-based, the multi-scale transform (MST) has excellent performance in multi-modal medical image fusion. The classical MST methods include Laplacian pyramid transform [4] , wavelet transform [5] , lifting wavelet transform [6] and dual-tree complex wavelet transform (DTCWT) [7] . As a representative of multi-scale transform, non-subsampled contourlet transform (NSCT) uses contourlet transform to decompose images in multi-scale and multi-direction. The non-subsampling technique can ensure that the decomposition process has shift-invariance property. Li et al. [8] proposed an effective infrared and visible image fusion scheme in NSCT domain, which designed two activity measures for fusion of the lowpass sub-bands and the highpass sub-bands. Bhatnagar et al. [9] presented a fusion framework for multi-modal medical images, which employed two different fusion rules based on phase congruency and directive contrast to dispose low frequency coefficients and high frequency coefficients respectively. Luo et al. [10] proposed the image fusion method by NSCT and stacked sparse autoencoders, which greatly improved the fusion efficiency and kept the background information in the visible image. Zhu et al. [41] proposed a new multi-modal medical image fusion method based on phase consistency and local Laplacian energy. The local Laplacian energy method can fuse the low-frequency sub-bands to deal with the detailed features of the source images, while the phase consistency method was used to fuse the high frequency sub-bands to enhance the detail features. However, the NSCT algorithm has high time complexity and takes too long to decompose and reconstruct, which greatly reduces the fusion efficiency. Furthermore, non-subsampled shearlet transform (NSST) adopts a shear-wave filter, which reduces the time to decomposition and reconstruction. It not only inherits the NSCT translation invariance, but also eliminates the pseudo-Gibbs phenomenon in the fusion process. Liu et al. [11] used a structure tensor and NSST tool to fuse CT and MR image. Singh et al. [12] proposed a cascaded framework for CT and MR image fusion. In this framework, the ripplet transform (RT) and NSST were used by a cascading manner to provide several directional decomposition coefficients, which increased displacement invariance information in the fused image. Although the MST-based approach presents better performance, how to design fusion rule is often a challenge for medical image fusion. PCNN was a model proposed by Eckhorn, which simulating the synchronic pulse distribution in the cerebral cortex of cats. It has global coupling and pulse synchronization, which were widely used in image fusion [13] . In general, PCNN module is used with the MST tool to image fusion. The sub-bands after MST decomposition are fused by PCNN, and the pixel points with more ignition times are selected as the final fused pixel points. Wang and Ma [14] proposed a multi-channel model (m-PCNN) for the medical image fusion. Kong et al. [15] introduced a fusion method for visible light and infrared images based on NSST, spatial frequency and PCNN, which used the PCNN method to fuse the low-frequency and high-frequency sub-band coefficients. Ganasala and Kumar [16] presented an image fusion scheme utilizing feature-motivated adaptive PCNN in NSST domain for anatomical image fusion. Jin et al [17] proposed an effective image fusion method based on simplified PCNN (S-PCNN). Particle swarm optimization (PSO) and block image processing method were used to image fusion. The parameters of S-PCNN were set by PSO algorithm, which overcame shortcomings of PCNN and improved fusion performance. Jin et al. [18] proposed a two-stage medical image fusion scheme, including NSST tool and simplified pulse coupled neural networks (S-PCNNs) in the hue-saturationvalue (HSV) color space, which took advantage of extract the edges to improve the efficiency of fusion. In some multi-mode image fusion cases, too many parameters of PCNN are difficult to set, which have a huge impact on the fusion result. In order to solve the problem, Yin et al. [19] introduced an effective fusion method, which exploited a parameter-adaptive PCNN (PA-PCNN) and a novel strategy to process the high frequency bands and low frequency bands respectively.
Sparse representation has good denoising ability and spatial consistency characteristics, which become the mainstream method for image fusion [20] . Nejati et al. [21] presented an image fusion method using a dictionary which was learned from local patches of source images. Simultaneously, a sparse representation and a markov random field (MRF) were used to generate decision maps for image fusion. Liu et al. [22] introduced a convolutional sparse representation decomposition model, which can address the problem of limited retention of detail and high sensitivity to misregistration.
In this paper, a novel framework for medical image fusion is proposed in NSST domain. The NSST algorithm can decompose the source image into high frequency sub-bands and low frequency sub-bands. The improved sparse representation (ISR) is applied to fuse the low frequency subbands, which effectively preserves the ability of the source image. The high-frequency sub-bands are fused by the PCNN based on edge preservation (EP-PCNN), which processes the texture and detail features effectively. Besides, the proposed method uses seven different data sets for experiments including two modalities, three modalities, gray images and color images. In addition, the proposed method is compared with seven recent fusion algorithms. The experiment result proves the effectiveness of the proposed method. The main contributions of the proposed fusion method are stated as follows:
• An effective multi-modality medical image fusion framework is proposed, which can effectively fuse gray images and color images. The fusion rule of the low-frequency sub-band can effectively preserve the information of the original image, while the high frequency sub-band can well process the details.
• In order to solve the problem that the low-frequency sub-band contains many details to affect the fusion, an improved sparse representation method is proposed to fuse the low frequency sub-bands. The method uses eight different sobel filters to extract the details, and then uses the guided image generated by the guided filtering to construct an overcomplete dictionary of sparse representation. The proposed method effectively removes the detailed information of the low frequency sub-band and efficiently preserves the low frequency energy.
• A PCNN algorithm based on edge preservation is proposed. The algorithm considers the characteristics of multi-modal imaging and captures the edge details, which makes up for the problem that PCNN is not sensitive to edge information. And use spatial information as the connection strength value of PCNN. The proposed method can process the edge information and detail information well.
• We experiment with four different modalities of gray medical images and two different modalities of color medical images using more than 80 pairs of source images. And the fusion of the three different modalities is used to verify the influence of the fusion sequence. The remainder of this paper is organized as follows: Related theories about NSST and sparse representation are presented in Section II. Section III proposed the algorithm framework and its details are introduced briefly. Section IV describes the results and discussion of algorithms for qualitative and quantitative assessment of different image sets. Finally, the conclusion is provided in Section V.
II. RELATED WORK A. NONSUBSAMPLED SHEARLET TRANSFORM
According to [23] , let dimension n = 2, the affine system with synthetic expansion is defined as:
where ψ ∈ L 2 R 2 , A and B are 2 * 2 invertible matrix, A determines the multi-scale decomposition of the image, B decides the multi-directional decomposition of the image, where |det B| = 1; j, l and k denote the decomposition scale, direction parameter, translation parameter, respectively.
In particular, the matrices of A and B are given by
NSST is a non-orthogonal transform tool, which is mainly include a non-subsampled pyramid (NSP) and a sheart filter (SF). The decomposition process is shown in Fig. 1 . After k-level NSP multiscale decomposition, the image is decomposed into k + 1 sub-band images, including one lowfrequency image and k high-frequency images.
The core idea of the sheart filter decomposition is to perform two-dimensional fourier transform on the pseudo-polar grid, and then uses a one-dimensional sub-band filter on the grid for filtering. The whole process does not need to down-sample the original image, which ensures that image distortion will not occur in the directional filtering process. In addition, it guarantees the translation invariance of the image and avoids the pseudo Gibbs phenomenon effectively. VOLUME 7, 2019
B. SPARSE REPRESENTATION
The sparse representation is based on the theory of compressive sensing. An input signal or image is linearly projected into the overcomplete dictionary D, and the coefficient mapped into D is sparse, which has only a few non-zero elements. Assuming that the image block size of the input signal is √ n× √ n, it will be converted into a one-dimensional column vector which can be expressed as a linear combination of a series of atoms in the overcomplete dictionary D. The mathematical model for sparse representation can be presented as:
where x ∈ R n denotes original signal, α is a sparse representation coefficient and ε is an error tolerance. However, when the dictionary D is redundant, the solution of Eq. (4) translates into a non-deterministic polynomial hard problem (NP-hard). At present, the reconstruction methods mainly fall into two categories: (1) Basis Pursuit (BP). It is to minimize the l 0 norm to l 1 norm minimization. (2) Greedy algorithm.
The greedy algorithm to address the local optimal solution replaces the original l 0 optimization problem. In each iteration, a local optimal solution is selected to gradually approximate the original signal. This type of algorithm includes the Matching Pursuit Algorithm (MP), the Orthogonal Matching Pursuit Algorithm (OMP) and its modified algorithm.
III. PROPOSED METHOD A. LOW FREQUENCY SUB-BAND FUSION RULE BASED ON ISR 1) LEARNING A DICTIONARY
In this section, an improved sparse representation is proposed to handle low frequency sub-band. Before that, we need to build an overcomplete dictionary for any medical modality. As is well known, the low-frequency sub-band represents the contour information of the image, which can be approximated as a smooth version of the source image. The conventional method is to subtract the mean image from the source image to process the sparse representation, which will cause the low frequency sub-band contains a large amount of detail information that affects the low frequency fusion. To solve this problem, an overcomplete dictionary is built, which extracts the detailed information. The specific process is shown in Fig. 2 . Firstly, we adopt sobel filtering to extract the eight different directional information of the image. It is hence given by,
where I (S) is an image that removes detailed information, I is the original image, O (8) is a sobel operator in eight different directions and ⊗ is the convolution operation.
Secondly, calculate the guide image by guided filter [25] .
where I is the guidance image, F is a linear transformation of the guidance image I , the linear coefficients a k and b k are constant and ω k is a window function.
where |ω| is the number of pixels in ω k , k is the center of the window function, P is I (S) ,P k is the mean of P, µ k and δ k are the mean and variance of I respectively, and the regularization parameter ε is to prevent the value of a k from being too large. Finally, the averaging filter is used to post-process the guided image. The specific formula is as follows.
where g(x, y) is the original image pixel, m and n is the window size. In general, the value of m and n is 3. After the above operations, 40 natural pictures were processed, and the website of the natural pictures database is http://decsai.ugr.es/cvg/CG/base.html. 10000 pairs of 8 * 8 image blocks are selected from 40 natural images as a training set for dictionary learning. Dictionary learning method using the popular K-SVD algorithm [26] .
2) LOW FREQUENCY FUSION FRAMEWORK
After the source image is transformed by NSST, corresponding high-frequency and low-frequency images are obtained. Since the low-frequency sub-band contains most of the energy, which is an approximation representation of the original image and not sparse. In order to obtain more sparse coefficients, the sparse representation method of the low-frequency sub-bands is obtained.
The detailed fusion rule for low frequency sub-band is as follows:
The sliding window technique is employed to divide the low-frequency sub-bands {L A , L B } into image patches of size √ n × √ n from the top left to the bottom, with the step size of the sliding window set to 1.
and [27] .
step 2: Using the ''max-L1'' [24] rule to acquire the fused sparse coefficients. 
and
. For each v i F , reshape it to H i F and insert it into the original position in the L F . Finally, integrate all reshaped image patches into a fused image.
B. HIGH FREQUENCY SUB-BANDS FUSION RULE BASED ON EP-PCNN
The high-frequency sub-band contains significant details such as edges, bright lines, and area boundaries of the original image. High-frequency sub-band fusion is generally used to select the rule with the largest absolute value or based on regional energy, variance, gradient, etc. These rules only consider a single pixel or pixel in the window, which are insufficient to extract image detail information, without considering the imaging characteristics of the medical modality.
In order to better fuse the feature information of the original image, and comprehensively utilize the edge information of different medical modes, a fusion method based on EP-PCNN is adopted for high-frequency sub-band fusion. The proposed method is in line with the characteristics of human eye imaging, which greatly improves the efficiency of fusion. The EP-PCNN method makes up for the problem that PCNN is insensitive to boundary information and improves the fusion effect.
The EP-PCNN consists of three parts, the receiving domain, the coupled modulation domain, and the pulse generator. For convenience, take a pixel of a source image as an example. Its mathematical formula is as follows. (14) where S ij represents the external stimulus, which is actually the pixel value of the image. The calculation of the linear connection L ij is as follows.
where a L is the decay constant of the linear connection input L ij , V L is the connection amplification factor and W ijkl is the linking matrix. The formula for calculating the internal activity item U ij is as follows.
where β ij is the linking strength, which determines the contribution of the linear connection input F ij to the internal activity item U ij . β ij is the most important parameter of PCNN. The traditional method sets it manually, but the setting is very inconvenient. For the sake of considering the information of the neighborhood pixels, the spatial information is adaptively taken as the value of β ij , which can be calculated by Eq. 17.
where RF and CF can be calculated by Eq. 18. and Eq. 19. respectively. (19) where M and N indicates the size of the source image, I (i, j) is the pixel value of the point.
The formula for calculating the dynamic threshold θ ij is as follows.
where a θ is the decay constant of the dynamic threshold θ ij , and V θ is the dynamic threshold amplification factor. If the internal activity item U ij is greater than the dynamic threshold θ ij , it will generate a pulse and fire once. The specific formula is as follows. Traditional PCNN fails to fully consider the imaging characteristics of the medical mode, resulting in poor ability to capture the edge features of images. It can be observed from (c) in Fig. 3 that the medical image edge pixels of different modalities mostly do not overlap each other. Therefore, the edge information presented by different modalities is different. According to this feature, Edge feature extraction is performed on the high frequency sub-band by threshold segmentation. The specific formula is shown in E q. 22.
where T is the threshold obtained by the threshold segmentation method. [28] and I is the source image.
where T is the threshold, I (i, j) is the source image pixel and T (i, j) is binary image pixel. The fusion rule of the high frequency sub-band is calculated as follows.
where HF F is the final fused pixel, A and B are the source images. T A and T B respectively represent pixel values of a binary image obtained by threshold-dividing the source images A and B. When T A , and T B are different, the point with a value of 1 (pixel value of boundary information) in the 
C. FUSION SCHEME 1) GRAYSCALE IMAGE FUSION FRAMEWORK
The proposed fusion algorithm framework is shown in Fig. 4 . For simplicity, the description of the algorithm framework is represented by two source images. The detailed fusion algorithm includes the following four steps.
step 1 (NSST decomposition):
Use the NSST decomposition tool to decompose the two source images I A and I B into high frequency sub-bands {HF A , HF B } and low frequency sub-bands {LF A , LF B }. 
step 2 (Low frequency sub-bands fusion):
The ISR method is used to fuse the low frequency sub-bands.
step 3 (High frequency sub-bands fusion):
The high frequency sub-bands are fused by EP-PCNN method.
step 4 (NSST reconstruction):
The fused high frequency subbands HF F and the low frequency subband LF F are inversely transformed by NSST to obtain the final fused image I F .
2) COLOR IMAGE FUSION FRAMEWORK
PET and SPECT in the functional image are pseudo-color images. If the image is simply fused with RGB channels, the color distortion will generate in poor fusion results. To address the problem of color medical image fusion distortion, the YUV channels are used to fuse the color image and the gray image. YUV is divided into three components, ''Y'' for brightness (Luminance or Luma), that is, gray value; ''U'' and ''V'' for color (Chrominance or Chroma), which describe image color and saturation. The color medical image fusion framework is shown in Fig. 5 . First, the RGB channels of a color medical image are converted into Y, U and V spaces. Secondly, the Y-channel and gray medical images are merged using a gray image fusion framework. Finally, the inverse YUV method is performed on the fused Y channel, the original U channel and the original V channel to obtain the final color image.
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. EXPERIMENTAL SETUPS
All experimental methods were performed using a MATLAB R2016 installed on Windows 7, a 64-bit operating system in a machine with an Intel(R) Core (TM) i7-7700, and a CPU with a 3.60 GHz processor with 8 GB of RAM.
1) SOURCE IMAGES
To verify the effectiveness of the proposed algorithm, seven categories of multi-modal medical images are used. It includes 17 pairs of T1-weighted MR (MR-T1) images and T2-weighted MR (MR-T2) images, 15 pairs of MR-T1 and PD-weighted (MR-PD) images, 10 pairs of MR-T1 images and Gad-weighted MR (MR-Gad) images, 10 pairs of MR-T1 and CT images, 10 image pairs of MRI and SPECT, 12 image pairs of MRI and PET, and 10 sets of three modal images including MR-PD, MR-T1 and SPECT. All source images are from The Whole Brain Atlas medical image database created by Harvard Medical University, which widely adopted in medical image fusion paper. The website of the medical image database is http://www.med.harvard.edu/aanlib/home/ html. All the source images have the same size of 256 * 256 pixel and all source images are accurately registered.
2) METHOD FOR COMPARISON
The fusion results of the proposed method are compared with seven recently mainstream fusion algorithms that are: DSIFT [29] , CSR [22] , BF [30] , QB [31] , ULAP [32] , LP-SR [24] , PFS [33] .
DSIFT [29] is a multi-modal image fusion method based on dense scale invariant feature transform. CSR [22] is a convolutional sparse representation image fusion method proposed by Liu et al. BF [30] is a boundary finding based multi-modal image fusion algorithm. QB [31] is a quadtree-based framework for multi-modal image fusion. ULAP [32] is a Laplacian pyramid method with multiple features. LP-SR [24] is a fusion framework that combines Laplacian pyramid transform and sparse representation.
PFS [33] is an efficient method for constructing fused images by combining parallel saliency features for anatomical and functional images. All the source codes for the VOLUME 7, 2019 comparison experiment have been published online. The parameters in the comparison methods are set to the default values.
3) OBJECTIVE EVALUATION METRICS
In the field of image fusion, there is no reference image (ground truth) of the fused image, so a single evaluation metric cannot fully evaluate the quality of fused image. Therefore, various characteristics of the fused image can be comprehensi-vely considered using several different evaluation metrics. In this paper, four well-known evaluation metrics are selected to verify our experiments, which include Local importance quality index (Q 0 ) [34], Piella's structure similarity metric (Q w ) [35] , entropy (EN) [36] and standard deviation (SD) [23] .Q 0 [34] is used to calculate the degree of distortion of the image. Q w [35] mainly measures the structural similarity between the fused image and source image. (EN) [36] indicates the average amount of information contained in the fused image. SD [23] is a measure of the richness of fused image information.
4) PARAMETER SETTINGS
The parameters of the proposed fusion method are set as follows:
In NSST algorithm, the decomposition level is set to 4 and the number of directions at each level are set to 16, 16, 8, 8 [19] . For the dictionary learning algorithm, the window radius ω of the guided filter is set to 4, and the regularization parameter ε is set to 0.0005 in Eq. 7. The dictionary size is set to 256 when the input signal is 64 dimensional (8 * 8 image patch) [24] [37] and error tolerance ε is 0.01. The number of iterations in K-SVD method is set to 30. In Eq. 15, the linking matrices W ijkl = [0.7071, 1, 0.7071; 1, 0, 1; 0.7071, 1, 0.7071], the number of iterations is 200.
B. GRAY IMAGE FUSION EXPERIMENT ANALYSIS
In this section, fusion experiments were performed on gray images of four different modalities, including MR-T1 and CT, MR-PD and MR-T1, MR-T1 and MR-T2, and MR-T2 and MR-Gad. Experiments were carried out using the algorithm flow of Fig. 4 , which not only compares subjective vision but also analyzes objective evaluation indicators. The values of all methods in the table are taken as the average of the dataset and the highest value is bolded. Fig. 6 shows the experimental results for the MR-T1 and CT data sets. Visually, (h) has low contrast and low intensity due to low energy storage capacity, which does not provide clear visual effects. The lower left corner of each image is an enlarged view of the red frame area. It can be observed from the enlarged view that the (c), (d), (f), and (g) images fail to extract the features of the CT image, resulting in the loss of many details, and bone information at the edge of the brain from CT is not fully revealed, which can't provide accurate information for the diagnosis. (d), (f) and (g) suffer from serious blocking artifacts. Although the LP-SR and ULAP methods give better results than other methods, the extraction of details and the preservation of energy are still not as good as the proposed method. It can be seen from Fig. 7 and Tab. 1, although the proposed algorithm does not reach the optimal evaluation index in some images, it is superior to other algorithms in the mean value, which indicates that the proposed algorithm presents the best visual result and objective evaluation. original structural information is missing, and block effect exists in (d). The LP-SR and ULAP methods present better on brain soft tissue, but some regions still tend to low contrast. In Tab. 1 and Fig. 9 , it can be clearly observed that the proposed method is higher than other algorithms in EN, Q w and Q 0 , which indicates that the proposed algorithm is superior to other algorithms in structural similarity, energy preservation and detail extraction.
1) MR-T1 AND CT
3) MR-T1 AND MR-T2
In Fig. 10 , CSR and QB methods have a large number of misfusion areas, so that the image presents poor results in details, which cannot achieve the role of diagnostic assistance. ULAP method has lower contrast than any other algorithm, which is unable to see the detailed structure of the brain. (c) and (i) fail to retain the information of the source image, resulting in the loss of a lot of energy and detailed information, which greatly influences the fusion effect. Although (e) has a good fusion effect, some details are still not fully extracted. From Fig. 11 and Tab. 1, the proposed algorithm has the highest fusion quality, which can greatly help doctors in accurate diagnosis.
4) MR-T2 AND MR-GAD
In Fig. 12 , (c) and (g) store too little information from the source image to maintain similar intensity changes in the VOLUME 7, 2019 source image. From the lower left corner of the (d) and (f) images, there is a large number of block effects in the image after the fusion process, which greatly affects the performance of fusion. The fusion results of (e) and (i) perform well, but the lack of texture information in some dark areas, which lead to darkening of the fused image. The proposed method is higher in detail processing, energy retention and contrast than other contrast algorithms. Tab. 1 and Fig.13 are the objective evaluation index results of the MR-T1 and MR-Gad dataset comparison experiments, from which can be seen that the proposed method precedes other algorithms. Fig. 14 shows the fusion result of MRI and SPECT. It can be clearly seen from the figure that the fusion result of the LP-SR method loses the original color. The fusion result of the ULAP method is low contrast and the soft tissue area of the brain is relatively dark. The high transparency of (h) leads to the neglect of many feature information. (e), (f) and (g) have low resolution in some areas, resulting in a large number of block effects. The proposed algorithm has no block effect, high contrast and rich texture features. From Fig. 15 and Tab. 2, the values of SD and Q 0 are not the largest. However, Q w and EN are still the highest.
C. COLOR IMAGE FUSION EXPERIMENT ANALYSIS 1) MRI-SPECT
2) MRI-PET
In Fig. 16, (c) , (d), (f) and (g) images appear color-distorted, which unable to retain the original color of PET, and lose the characteristics of the functional image. (f) has a block effect in some areas of MRI. Although the color of the fusion result of the LP and ULAP methods is not distorted, the details of some functional images are more or less missing. (h) is not clear enough, which cause functional image distortion. The proposed method preserves both the structural information of the original image and the color features of the functional image. Fig. 17 shows a line chart of all experimental results, and Tab. 2 shows the average of the experimental results, from which can be analyzed that the proposed algorithm is better than other algorithms.
D. THREE MODAL IMAGE FUSION EXPERIMENT ANALYSIS
In this section, we propose to fuse more than two modal medical images, including MR-PD, MR-T2 and SPECT. Ten sets of comparative experiments were carried out and the influences of the experimental sequence on the results were verified. Fig. 18 is a result image of a fusion experiment of three modal medical images in different sequences. For the BF method, the fusion order has less effect on the fusion, but many color features are lost during the fusion process. LR-SR method fusion sequence has almost no effect on the fusion results, but the SR has low contrast, color distortion and black.in some areas. PFS algorithm has greater transparency, resulting in poor fusion quality. In CSR, DSFFT and QB algorithms, the fusion algorithm has a greater impact on the fusion results, and many block effects are occurring in some regions. The brightness of the ULAP method is low and some texture features are deviated during the fusion process. The fusion sequence of the proposed method has no effect on the result. It can be seen from Tab. 3 that the proposed method is robust and the evaluation index is higher than other algorithms.
V. CONCLUSION
In this paper, A fusion method based on EP-PCNN and ISR in the NSST domain is proposed. The algorithm is mainly divided into three parts. Firstly, the NSST tool is used to decompose the source image in multiple scales and multiple directions, and source image is decomposed into low frequency sub-bands and high frequency sub-bands. Then, the EP-PCNN is used to fuse the high frequency sub-bands. The EP-PCNN is consistent with the visual system of human eyes, which can capture features well such as details and textures. Edge preservation (EP) can well process the edge region of the image according to the characteristics of medical imaging. At the same time, the ISR method is used to fuse the low frequency, which can effectively remove the detailed information in the low frequency and improve the energy preservation ability. Finally, the fused low frequency sub-bands and high frequency sub-bands are transformed into the final image by inverse NSST transform. Comparative experiments are performed using four different sets of gray medical images and two sets of color medical images. Experiments were carried out on three modes to verify the influence of the fusion sequence. The experimental results show that the proposed method is superior to other algorithms in both visual and objective indicators. 
