Abstract. Let M n be the space of n n complex matrices and let k k 1 denote the spectral norm.
Given matrices A = a ij ] and B = b ij ] of the same size we de ne their Hadamard product to be A B = a ij b ij ]. We de ne the Hadamard operator norm of A 2 M n by j j jAj j j 1 = maxfkA Bk 1 : kBk 1 1g:
We show that j j jAj j j 1 = tr jAj=n (1) if and only if jAj I = jA j I = (tr jAj=n)I: (2) We show that (2) holds for generalized circulants and hence that the Hadamard operator norm of a generalized circulant can be computed easily. This allows us to compute or bound j j j sign(j ? i)] n i;j=1 j j j 1 ; j j j ( i ? j )=( i + j )] n i;j=1 j j j 1 ; j j jT n j j j 1 (where T n is the n n matrix with ones on and above the diagonal and zeros below) and related quantities. In each case the norms grow like log n.
Using these results we obtain upper and lower bounds on quantities of the form supfk jAj ? jBj k 1 : kA ? Bk 1 1; A; B 2 M n g and supfk jAjB ? BjAj k 1 : kAB ? BAk 1 1; A; B 2 M n ; A = A g
We also indicate the extent to which our results generalize to all unitarily invariant norms, characterize the case of equality in a matrix Cauchy-Schwarz Inequality, and give a counterexample to a conjecture involving Hadamard products.
Key words. Hadamard and kAk 1 to be the spectral norm (i.e., kAk 2 1 is the spectral radius of A A). Given matrices A = a ij ] and B = b ij ] of the same size we de ne their Hadamard product to be A B = a ij b ij ]. Given a norm k k on M n we de ne the corresponding Hadamard operator norm j j j j j j on M n by j j jAj j j maxfkA Bk : kBk 1g:
(1.1)
We shall be most interested in j j j j j j 1 and j j j j j j 1 . Given Hermitian A; B 2 M n we use A B to mean that A ? B is positive semide nite.
There are few classes of matrices for which j j j j j j 1 is easy to compute. It is known that j j jAj j j 1 = maxfa ii : i = 1; : : : ; ng if A is positive semide nite (1.2) j j jAj j j 1 = 1 if A is unitary: In Section 2 we de ne a class of matrices that generalizes the circulants, and show that if A is such a generalized circulant then j j jAj j j 1 = kAk 1 
and that i (A), the eigenvalues of A, are very easy to compute. We also determine the case of equality in a matrix Cauchy Schwarz Inequality.
In Section 3 we will apply the results in Section 2 to determine the Hadamard operator norm of the n n matrices S n = sign(j ? i)] (1.3)Ŝ n = S n + I (1.4) and to bound the Hadamard operator norm of T n = the n n strictly upper triangular matrix of ones (1.5) (t ij = 0 if i j and t ij = 1 if i < j) T n = T n + I: (1.6) We will also consider matrices of the form ( i ? j )=( i + j )] where i are positive numbers. Let J n 2 M n be the matrix of ones.
In Section 4 we will use the bounds in Section 3 to prove some inequalities involving commutators, the matrix absolute value, and the eigenvalues of arbitrary perturbations of Hermitian matrices.
In Section 5 we use the results of Section 2 to give a counterexample to the natural conjecture that if A is real and there is a real unitary U such that A U is entrywise nonnegative then maxfkA Bk 1 : kBk 1 1g is attained at a matrix B such that A B is entrywise nonnegative.
2. General Results. In this section we will characterize the matrices A2 M n for which j j jAj j j 1 = kAk 1 =n and show that the circulants are in this class.
Our rst result is perhaps well known but appears not to have been formally stated before.
Lemma 2.1. Let A2 M n . Then j j jAj j j 1 = j j jAj j j 1 :
Proof. For any X; Y; Z 2 M n we have
It is a simple exercise to verify this directly. Now by the duality (with respect to the inner product tr AB ) between the norms k k 1 and k k 1 we have j j jAj j j 1 = maxfkA Bk 1 : kBk 1 1g = maxfjtr (A B)C j : kBk 1 1; kCk 1 1g = maxfjtr (A C T )B T j : kBk 1 1; kCk 1 1g = maxfkA C T k 1 : kCk 1 1g = maxfkA Ck 1 : kCk 1 1g = j j jAj j j 1 : We have also used kB T k 1 = kBk 1 and kC T k 1 = kCk 1 .
2
The next result is a very useful characterization of matrices with j j jAj j j 1 Proof. Take any A2 M n . Let U be a contraction such that UA = jAj then j j jAj j j 1 kA U T k 1 (e n = p n)(A U T )(e n = p n) = tr (A U T )J=n = 1 n tr UA = 1 n tr jAj which gives (2.8) . (e n is the vector of 1's, we have used e n e n = J n and (2. and max p ii = max q ii tr jAj=n, and so kPk 1 = tr P kAk 1 and kQk 1 = tr Q kAk 1 . In view of (2.4) we must have p ii = q ii = tr jAj=n; i = 1; : : : ; n and hence kPk 1 = kQk 1 = kAk 1 . So by the "only if" part of Lemma 2.3 P = jA j and Q = jAj.
Thus (2.9) follows from the fact that P and Q have constant main diagonal entries. 2 Corollary 2.5. Let A 2 M n . Then j j jAj j j 1 maxfkBk 1 =k : B 2 M k is a sub ? matrix of A; k = 1; : : : ; ng:
The unitaries are an obvious class of matrices that satisfy (2.9). We now de ne the class of generalized circulants and show that they also satisfy (2.9). We say that Proof. Let A2 M n be a generalized z-circulant and let C be the matrix given by (2.13). The second equality in (2.14) follows from the fact that, because C is normal so is A and hence the singular values of A are the absolute values of its eigenvalues. We will show that A satis es the condition (2.9) and hence that the rst equality in (2.14) holds. Because A is normal jAj = (A A) 1=2 is a polynomial in A (in particular, jAj = p(A) where p is a polynomial such that p( i ) = j i j for each eigenvalue i of A) and hence a polynomial in C. Thus jAj has constant main diagonal entries. To prove the nal statement note that because A is normal there is a unitary V that is a polynomial in A (and hence in C) such that V A = jAj. Take U = V T .
Recently there has been some interest in the norm j j jAj j j ! maxf!(A B) : !(B) 1g where !(A) maxfjx Axj : x 2 C n ; x x = 1g is the numerical radius of A. By 3. Some Special Matrices. In this section we will compute or bound j j jAj j j 1 for some matrices related to circulants. The following constants will be useful: Since j cot j < j csc j < j cot j + 1 for 6 = k =2, it follows that n <^ n < n + 1. Approximating the sums by integrals one can show that^ n ? n ! (1= ) log 2, n = log n ! 2= and^ n = log n ! 2= , as n ! 1. The sequences n and^ n are strictly increasing (as will be immediate from the proof of next lemma). Lemma 3.1. For i = 1; 2; : : : j j jS n j j j 1 = n and j j jŜ n j j j 1 =^ n :
Proof. We will rst prove the result forŜ n . Let C be the matrix given by (2. One can show that j k j = j sin(2k ? 1) =2nj ?1 . The result forŜ n follows from this. To see that j j jS n j j j 1 = n , just note that S n =Ŝ n ? I and hence that its eigenvalues are i cot(2k ? 1) =2n.
Pokrzywa 15] has shown that maxfkZ ? Z k 1 : Z 2 M n ; kZ + Z k 1 1; Z has real eigenvaluesg = n : (3.2) This fact is essentially the same as j j jS n j j j 1 = n as we will demonstrate. (This result was originally proved to help bound the eigenvalues of an arbitrary perturbation of a Hermitian matrix, see the discussion at the end of Section 4.) To show this we will rst prove that maxfkZ ? Z k 1 : Z 2 M n ; kZ + Z k 1 1; Z has real eigenvaluesg = maxfkS n Hk 1 : H 2 M n ; kHk 1 1; H = H g: Because S n is skew-Hermitian (and hence iS n is Hermitian) Corollary 3.3 in 13] says that (3.3) is equal to maxfkS n Hk 1 : H 2 M n ; kHk 1 1g = j j jS n j j j 1 = n : Now we will turn our attention to the matrix ( i ? j )=( i + j )]. Proof. To get the lower bound note that S n is the limit of matrices of the form 
Notice that the upper and lower bounds in Corollary 3.3 di er by a factor of 2. One would like to tighten these bounds since there are many bounds in the rest of the paper that involve n . For the lower bound let U = jŜ n j ?1Ŝ n (from the proof of Lemma 3.1 one can see thatŜ n is nonsingular). Then UŜ n =Ŝ n U = jŜ n j sinceŜ n is normal. So we know (from the proof of Lemma 2.4) that (e n = p n) (Ŝ n U T )(e n = p n) = kŜk 1 =n =^ n :
Thus, j j jT n j j j 1 kT n U T k 1 (1=2)(e n = p n) (Ŝ n U T + J n U T )(e n = p n) = (1=2) ^ n + (1=n)e n U T e n ]:
We will have proved the lower bound if we can show that e n U T e n =^ n . Because U is real we have e n U T e n = e n Ue n = (e n U)e n . The rst row ofŜ n is e n and so e n U is the rst row ofŜ n U = jŜ n j. Thus e n Ue n is the sum of the entries in the rst row of jŜ n j.
We know that jŜ n j = n?1 X i=0 i C i for some real coe cients i (where C is the matrix given by (2.13) with z = ?1). Since jŜ n j is positive de nite and real it must be symmetric. The symmetry ofŜ n requires that i = ? n?i , i = 1; 2; : : : ; n ? 1. Thus the sum of the rst row of jŜ n j is n?1 X i=0 i = 0 = jŜ n j 11 = tr jŜ n j=n =^ n (we have used the fact that jŜ n j has constant main diagonal entries for the third equality).
We can obtain a slightly weaker lower bound on j j jT n j j j 1 with considerably less e ort. SinceŜ n =T n ? T n and j j jT n j j j 1 = j j jT n?1 j j j 1 j j jT n j j j 1 we havê n = j j jŜ n j j j 1 j j jT n j j j 1 + j j jT n j j j 1 2j j jT n j j j 1 : Angelos et. al. 3] have determined j j jT n j j j 1 in closed form for n = 2; 3; 4 and bounded j j jT n j j j 1 for general n. One can show that our bounds are better than those in 3, Theorem 1].
We have only considered the norms j j j j j j 1 and j j j j j j 1 . Using the fact that for any other unitarily invariant norm k k on M n the corresponding Hadamard operator norm satis es j j jAj j j maxfkA Bk : kBk 1; B 2 M n g j j jAj j j 1 (3.9) we have upper bounds on j j jAj j j. These bounds may not be very good (c.f. the results of Davies mentioned earlier in this section). 4 . Applications. In this section we will apply the results of the previous section to problems involving commutators, the absolute value, and the eigenvalues of an arbitrary perturbation of a Hermitian matrix. We will recast these problems in terms of bounding the Hadamard operator norm of an appropriate matrix. One advantage of this approach is that, in view of Lemma 2.1, it is immediate that the same inequality holds for the spectral norm and the trace norm, and by (3.9) our upper bounds are valid for all unitarily invariant norms. In the case of the Schatten p-norms (1 < p < 1) Davies 7] (see his results quoted in the previous section) has obtained stronger results (that are independent of the dimension n). The bound on the norm of j j jTj j j is useful in perturbation bounds for triangular factorizations matrices. For example it is used in 8] for a perturbation bound on the Cholesky factor of a positive de nite matrix. We will not discuss these applications here.
First we will obtain bounds on c n supfk jAj ? jBj k 1 : kA ? Bk 1 = 1; A; B 2 M n g: (4.10)
In 12] Kato showed that c n does indeed depend on n. (If one looks carefully at his proof one sees that he showed that c n (1=3)(log n) 1=2 ? 1). Davies 7, Theorems 13, 14] showed that there are positive constants k 1 ; k 2 such that k 1 log n c n k 2 log n:
(Actually, he de ned c n using k k 1 rather k k 1 in (4.10), but using Lemma 4.1, Lemma 4.2 and the duality result in Lemma 2.1 one can show that de ning c n with the norm k k 1 rather than k k 1 changes c n by at most 1.) 
The next lemma allows us to transform the problem of determining c n into one involving Hadamard products. Proof. See 5, x23] for the proof of (4.15). We will prove (4.16). Let U be a real unitary matrix such that jS n j = US n . Then since S n is normal we also have jS n j = S n U and hence jS n j = (S n U) = U S n = ?U S n . Thus (1=2)(U ? U )S n = jS n j. Let X = (1=2)(U ? U ) T = (1=2)(U T ? U) and let A = S n X. Clearly X is a contraction, so by the nal statement in Lemma 2.4 kAk 1 = kS n Xk 1 = n . Because A is Hermitian it follows that one of the eigenvalues of A must be n . Because X is real and skew-Hermitian its main diagonal entries are 0 and so A + X = S n X + X is strictly upper triangular and so all its eigenvalues are 0. Thus we have (4.16).
One could also prove (4.16) by using the matrix Z that attains the maximum in (3.2). The advantage of our approach is that with a little work one can explicitly nd the unitary matrix U in the proof and thus nd A and X explicitly. 5 . A counterexample. In this section we show that following conjecture, which is slightly weaker than Conjecture 6.8 in 14], is false. 
