VOLUME 13 | NUMBER 3 | MARCH 2010 nature neurOSCIenCe a r t I C l e S Experience-dependent changes in receptive fields 1,2 or in learned behavior relate to changes in synaptic strength. Electrophysiological measurements of functional connectivity patterns in slices of neural tissue 3, 4 or anatomical connectivity measures can only present a snapshot of the momentary connectivity, which may change over time 5 . The question then arises of whether the connectivity patterns and their changes can be connected to basic forms of synaptic plasticity 6 such as long-term potentiation (LTP) and depression (LTD) 7 . LTP and LTD depend on the exact timing of pre-and postsynaptic action potentials 2-8 but also on postsynaptic voltage 9,10 and presynaptic stimulation frequency 11 . STDP has attracted particular interest in recent years, as temporal coding schemes in which information is contained in the exact timing of spikes rather than mean frequency can be learned by a neural system using STDP 12,13 (review in ref. 14). However, the question of whether STDP is more fundamental than frequency-dependent plasticity or voltage-dependent plasticity rules has not been resolved despite an intense debate 15 . Moreover, it is unclear how the interplay of coding and plasticity yields the functional connectivity patterns that are seen in experiments. In particular, the presence or absence of bidirectional connectivity between cortical pyramidal neurons seems to be contradictory across experimental preparations in visual 3 or somatosensory cortex 4 . Recent experiments have shown that STDP is strongly influenced by postsynaptic voltage before action potential firing 16 but were unable to answer the question of whether spiketiming dependence is a direct consequence of voltage dependence or the manifestation of an independent process. In addition, STDP depends on stimulation frequency 16 , suggesting an interaction between timing-and frequency-dependent processes 16 .
a r t I C l e S Experience-dependent changes in receptive fields 1, 2 or in learned behavior relate to changes in synaptic strength. Electrophysiological measurements of functional connectivity patterns in slices of neural tissue 3, 4 or anatomical connectivity measures can only present a snapshot of the momentary connectivity, which may change over time 5 . The question then arises of whether the connectivity patterns and their changes can be connected to basic forms of synaptic plasticity 6 such as long-term potentiation (LTP) and depression (LTD) 7 . LTP and LTD depend on the exact timing of pre-and postsynaptic action potentials [2] [3] [4] [5] [6] [7] [8] but also on postsynaptic voltage 9, 10 and presynaptic stimulation frequency 11 . STDP has attracted particular interest in recent years, as temporal coding schemes in which information is contained in the exact timing of spikes rather than mean frequency can be learned by a neural system using STDP 12, 13 (review in ref. 14) . However, the question of whether STDP is more fundamental than frequency-dependent plasticity or voltage-dependent plasticity rules has not been resolved despite an intense debate 15 . Moreover, it is unclear how the interplay of coding and plasticity yields the functional connectivity patterns that are seen in experiments. In particular, the presence or absence of bidirectional connectivity between cortical pyramidal neurons seems to be contradictory across experimental preparations in visual 3 or somatosensory cortex 4 . Recent experiments have shown that STDP is strongly influenced by postsynaptic voltage before action potential firing 16 but were unable to answer the question of whether spiketiming dependence is a direct consequence of voltage dependence or the manifestation of an independent process. In addition, STDP depends on stimulation frequency 16 , suggesting an interaction between timing-and frequency-dependent processes 16 .
We found that a simple Hebbian plasticity rule that pairs presynaptic spike arrival with the postsynaptic membrane potential was sufficient to explain STDP and the dependence of plasticity on presynaptic stimulation frequency. Moreover, the intricate interplay of voltage and spike timing as well as the frequency dependence of STDP can be explained in our model from one single principle. In contrast with earlier attempts towards a unified description of synaptic plasticity 17, 18 , our model is a phenomenological one. It does not give an explicit interpretation in terms of biophysical quantities such a calcium concentration 17 , CaMKII 18 , glutamate binding, NMDA receptors, etc. Instead, it aims at a minimal description of the major phenomena observed in electrophysiology experiments. The advantage of such a minimal model is that it allows us to discuss functional consequences in small [19] [20] [21] , and possibly even large 22, 23 , networks. We found that the learning rule led to input specificity in small networks of up to ten neurons, which is necessary for receptive field development, similar to earlier models of STDP 12, 19 or ratebased plasticity rules 24, 25 . We explicitly addressed the question of whether functional connectivity patterns of cortical pyramidal neurons measured in recent electrophysiological studies 3, 4 could be the result of plasticity during continued stimulation of neuronal model networks, particularly bidirectional connections 3 that are incompatible with standard STDP models 12, 19 . The mathematical simplicity of our model enabled us to identify conditions under which it becomes equivalent to the well-known Bienenstock-Cooper-Munro (BCM) model 24 used in classical rate-based descriptions of developmental learning and, similar to some earlier models of STDP 26, 27 , and why our model is fundamentally different from classical STDP models 12, 14, 19 , is widely used for temporal coding.
RESULTS
To study the means by which connectivity patterns in cortex can emerge from plasticity, we needed a plasticity rule that was consistent a r t I C l e S Table 1 .
with a large body of experimental data. Because synaptic depression and potentiation occur via different pathways 28 , our model used separate additive contributions to the plasticity rule, one for LTD and another one for LTP (see Fig. 1 and Online Methods).
Fitting the plasticity model to experimental data
Consistent with voltage-clamp 10 and stationary-depolarization experiments 9 , LTD is triggered in our model if presynaptic spike arrival occurs while the membrane potential of the postsynaptic neuron is slightly depolarized (above a threshold θ − that is usually set to resting potential), whereas LTP occurs if depolarization is big (above a second threshold θ + ; Fig. 1 ). The mathematical formulation of the plasticity rule makes a distinction between the momentary voltage u and the low-pass-filtered voltage variables u − or u + , which denote temporal averages of the voltage over the recent past (u − and u + indicate filtering of u with two different time constants). Similarly, the event x of presynaptic spike arrival needs to be distinguished from the trace x that is left at the synapse after stimulation by neurotransmitter. Potentiation occurs only if the momentary voltage is above θ + (this condition is fulfilled during action potential firing) and the average voltage u + is above θ -(this is fulfilled if there was a depolarization in the recent past) and the trace x left by a previous presynaptic spike event is nonzero (this condition holds if a presynaptic spike arrived a few milliseconds earlier at the synapse; Fig. 1b) . LTD occurs if the average voltage u − is above θ -at the moment of a presynaptic spike arrival (Fig. 1a) . The amount of LTD in our model depended on a homeostatic process on a slower time scale 29 . Low-pass filtering of the voltage by the variable (u − or u + ) refers to some unidentified intracellular processes triggered by depolarization, for example, increase in calcium concentration or second messenger chains. Similarly, the biophysical nature of the trace x is irrelevant for the functionality of the model, but a good candidate process is the fraction of glutamate bound to postsynaptic receptors. We used a STDP protocol in which presynaptic spikes arrive a few milliseconds before or after a postsynaptic spike ( Fig. 2 and Supplementary Methods). If a post-pre pairing with a timing difference of 10 ms was repeated at frequencies below 35 Hz, LTD occurred a r t I C l e S in our model (Fig. 2a,b) , consistent with experimental data 16 . Repeated pre-post pairings (with 10-ms timing difference) at frequencies above 10 Hz yielded LTP, but pairings at 0.1 Hz did not show any change in the model or in experiments 16 . In the model, these results can be explained by the fact that, at a 0.1-Hz repetition frequency, the lowpass-filtered voltage u + , which increases abruptly during postsynaptic spiking, decays back to zero before the next impulse arrives; thus, LTP cannot be triggered. However, as LTD in the model requires only a weak depolarization of u − at the moment of presynaptic spike arrival, post-pre pairings give rise to depression, even at a very low frequency. At repetition frequencies of 50 Hz, the post-pre procedure is nearly indistinguishable from a pre-post timing and LTP dominates. If a pre-post protocol at 0.1 Hz that normally does not induce LTP was combined with a depolarizing current pulse, then potentiation was observed in experiments 16 and in our model (Fig. 2c,f,i) . As a result of the injected current, the low-pass-filtered voltage variable u + is depolarized before the pairing. Thus, at the moment of the postsynaptic spike, the average voltage u + is above the threshold θ -, leading to potentiation. Similarly, a pre-post protocol that normally leads to LTP can be blocked if the postsynaptic spikes are triggered on the background of a hyperpolarizing current (Fig. 2e,h,i) .
To study nonlinear aspects of STDP, we simulated a protocol of burst timing-dependent plasticity in which presynaptic spikes are paired with 1-3 postsynaptic spikes 30 (see Online Methods). Although pairings at 0.1 Hz did not change the synaptic weight, repeated triplets pre-post-post generated potentiation in our model, as the first postsynaptic spike induced a depolarizing spike after potential so that u + was depolarized. Adding a third postsynaptic spike to the protocol (that is, quadruplets pre-post-post-post) did not lead to stronger LTP (Fig. 3a) . Our model also describes the dependence of LTP on the intra-burst frequency (Fig. 3b) . At an intra-burst frequency of 20 Hz, no LTP occurred because the second spike in the burst came so late that the presynaptic trace x had decayed back to zero. At higher intra-burst frequencies, the three conditions for LTP (u(t) > θ + and u + > θ -and x > 0) are fulfilled. The burst-timing dependence (Fig. 3c) that occurs when the timing of one presynaptic spike is changed with respect to a burst of three postsynaptic spikes is qualitatively similar to that found experimentally 30, 31 , but only four of the six experimental data points are quantitatively reproduced by the model with a given set of parameters. Notably, our model predicted that the curve of burst timing-dependent plasticity should show a change in the amount of potentiation whenever the presynaptic spike is shifted across one of the three postsynaptic spikes (Fig. 3c) . Because dendritic spikes, which are relevant for burst timing-dependent STDP 31 , are broader than somatic action potentials, the 'jumps' in the burst-STDP curves would be blurred. a r t I C l e S
Functional implications
Connectivity patterns in a local cortical circuit have been shown to be nonrandom; that is, the majority of connections are weak and the rare strong ones have a high probability of being bidirectional 3 . However, standard models of STDP 14 do not exhibit stable bidirectional connections 19, 32 . Intuitively, if cell A fires before cell B, a pre-post pairing for the AB connection is formed so that the connection is strengthened. The post-pre pairing occurring at the same time in the BA connection leads to depression. It is therefore impossible to strengthen both connections at the same time. Moreover, to assure long-term stability of firing rates, parameters in standard STDP rules are typically chosen such that inhibition slightly dominates excitation 14 , which implies that random spike firing decreases connections. However, the nonlinear aspects of plasticity in our model changed such a simple picture. From the results (Figs. 2b and 3b) , we expect that our model could develop stable bidirectional connections at higher neuronal firing rates, in contrast with standard STDP rules. We first simulated a small network of ten all-to-all connected neurons in which each neuron fired at a fixed frequency, but the frequency varied across neurons. We found that bidirectional connections were formed only between those neurons that both fired at a high rate (Fig. 4a) . In a second simulation, the neurons in the same network were stimulated cyclically such that they fired in a distinct temporal order (1, 2 , 3,…). In this case, the weights form, after a period of synaptic plasticity, a loop in which strong connections from 1 to 2, 2 to 3… develop but bidirectional connections do not (Fig. 4b) . These results contrast with those of simulation experiments using a standard STDP rule, where connections are always unidirectional, independently of the stimulation procedure (Fig. 4c,d ). Theoretical arguments (Supplementary Methods) indicate that bidirectional connections cannot exist under the cyclic temporal stimulation procedure (for standard STDP or for our plasticity model). Bidirectional connections did develop in our nonlinear voltage-dependent plasticity model under the assumption of slowly varying rates, in contrast with standard STDP (Fig. 4c,d) .
To move to a more realistic scenario, we simulated a network of ten excitatory neurons (with all-to-all connectivity) and three inhibitory neurons. Each inhibitory neuron received input from eight randomly selected excitatory neurons and randomly projected a r t I C l e S back to six excitatory neurons. In addition to the recurrent input, each excitatory and inhibitory neuron received feedforward spike input from 500 presynaptic neurons j that generated stochastic Poisson input at a rate ν j . The rates of neighboring input neurons were correlated, mimicking the presence or absence of spatially extended objects. The location of the stimulus was switched every 100 ms to a new random position. In case of retinal input, this would correspond to a situation where the subject fixates every 100 ms on a new stationary stimulus. Depending on the retinal position of stimulus, a given postsynaptic neuron responds with a low, medium or high firing rate, which is stationary during the 100-ms stimulation period; the firing rates of the ten neurons in the network encode the current position of the stimulus (rate-coding procedure). In a temporal-coding procedure, the model input is shifted every 20 ms to a neighboring location, mimicking rapid movement of an object across an array of sensory receptors (for example, during whisking behavior) 33 .
In this scenario, a given model neuron exhibits only short, transient bursts of a few spikes; thus, it is the temporal structure of the activity (as opposed to stationary firing rates) that encodes the position and movement of the stimulus. For both scenarios, the network is identical. Feedforward connections and lateral connections between model pyramidal neurons are plastic, whereas connections to and from inhibitory neurons are fixed. During the first 100-400 s of stimulation in the rate-coding procedure, the excitatory neurons developed localized receptive fields; that is, weights from neighboring inputs to the same postsynaptic neuron became either strong or weak together and stayed stable thereafter (Fig. 5a) . Similarly, lateral connections onto the same postsynaptic neuron developed to strong or weak synapses, which remained, apart from fluctuations, stable thereafter (Fig. 5a ), leading to a structured pattern of synaptic connections (Fig. 5b) . After reordering from the neurons according to similarity of receptive fields, we found that three a r t I C l e S groups of neurons had formed, which were characterized by strong bidirectional connectivity in the group, and different receptive fields and no lateral connectivity between groups (Fig. 5c) . If the overall amplitude of plastic changes was small (compared with that found in the experiments), the pattern of lateral connectivity was stable and had only a few strong bidirectional connections amidst a great deal of weak lateral connectivity. The reason for this is that two neurons with similar receptive fields are both active at high rate whenever the stimulus is in the center region of their receptive field, which gives rise to strong bidirectional lateral connections (Fig. 4) . Unidirectional strong connections were nearly absent (Fig. 5) . If the amplitude and rate of plasticity is more realistic and consistent with our data (Fig. 2) , then the pattern of lateral connectivity changed between one snapshot in time and another one 5 s later, but the overall pattern was stable when averaged over 100 s (Fig. 5f-h) . In each snapshot, about half of the strong connections were bidirectional (Fig. 5h,i) .
This connectivity pattern contrasts with that shown under a temporal coding procedure (Fig. 6) . Neurons developed receptive fields similar to those seen with the rate-coding procedure, but, as expected for temporal Hebbian learning 14 , the receptive field shifted over time (Fig. 6a) . With a small learning rate, this shift was slow, as in previous models 14 , but with realistic learning parameters extracted from our experiments (Fig. 2) , the shift of the receptive field was rapid (Fig. 6a) . Notably, among the lateral connections, strong reciprocal links were nearly absent, whereas strong unidirectional connections from neuron n to neurons n + 1, n + 2 and n + 3 dominated (Fig. 6b-e) . As the pattern of feedforward connections forming the receptive fields changed, the structure of lateral connections changed as well on the time scale of 10 min. Nevertheless, at each moment in time, the pattern of lateral connections was highly asymmetric, favoring connections from neuron n to n + k (with k = 1, 2 and 3) over those from n to n -k, where n is the neuronal index after relabeling according to the receptive field position (Fig. 6a) . This suggests that temporal coding procedures in which stimuli are nonstationary and exhibit systematic spatio-temporal correlations are reflected in the functional connectivity pattern by strong unidirectional connections, whereas rate coding (characterized by stationary input with spatial correlations only) leads to strong bidirectional connections. We confirmed this for a broad range of stimuli and in the presence of noise (Supplementary Figs. 1-3) .
Development of localized receptive fields
The results for the feedforward connectivity in the previous subsection lead to the question of the behavior of our plasticity model under stimulation procedures previously used for rate models 24, 34, 35 . Both our spiking rule and the rate-based BCM model 24 require presynaptic activity to induce a change. Furthermore, for our rule, as well as for the simplest BCM rule (see ref. 24) , the depression terms are linear and the potentiation terms are quadratic in the postsynaptic variables (that is, the postsynaptic potential or the postsynaptic firing rate). More quantitatively, for Poisson input, the total weight change ∆w in our model is proportional to ν pre ν post (ν post -), where ν pre and ν post denote the firing rates of pre-and postsynaptic neurons, respectively, and  is a sliding threshold related to the ratio between the LTP-and LTD-inducing processes (equation (8)). The sliding threshold arises in our plasticity model because the amount of LTD A LTD depends on the long-term average of the voltage on the slow time scale of homeostatic processes. Because of its similarities to BCM, we were not surprised that our spike-based learning rule with sliding threshold was able to support the development of localized receptive fields, a feature related to independent component analysis (ICA) and sparse coding 24, 34 .
In our experiments, the input consists of small patches of natural images using standard preprocessing 36 . After learning with our plasticity rule, the weights exhibit a stable spatial structure that can be interpreted as a receptive field (Fig. 7) . In contrast with a principal component analysis of image patches (as, for example, implemented by Hebbian learning in linear neurons 37 ), the receptive fields were localized (that is, the region with strong weights did not stretch across the whole image patch). Nine runs of the learning experiments gave receptive fields with different locations and orientations (Fig. 7d) . Because of the homeostatic control of LTD in our plasticity model, the neuron compensated in experiments with increased input firing rates by developing smaller receptive fields that were even more localized (Fig. 7e) . Development of localized receptive fields has been interpreted as a signature of ICA or sparse coding 35 . In contrast with most other ICA algorithms 36 , our rule is biologically more plausible, as it is consistent with data from a large body of plasticity experiments.
DISCUSSION
Because traditional plasticity rules are rate models, the relation between coding and connectivity cannot be studied. Our plasticity rule is formulated on the level of postsynaptic voltage. Because action potentials are sharp voltage peaks, they act as singular events in the voltage so that, in the presence of a spike, our rule turns automatically into a spike timing-dependent rule. Indeed, for spike coding (and without subthreshold voltage manipulations), our plasticity rule behaves similar to a STDP rule in which triplets of spikes with pre-post-post or postpre-post timing evoke LTP 26, 27 , whereas pairs with post-pre timing evoke LTD. In contrast with standard STDP rules (reviewed in ref. 14) , pairing-frequency dependence 16 and burst-timing dependence 30 are qualitatively described. In addition, the rule is expected to reproduce the triplet and quadruplet experiments in hippocampal slices 38 (data not shown), as for all STDP protocols the plasticity rule that we used is similar to an earlier nonlinear STDP rule 27 . Deriving STDP rules from voltage dependence has been attempted before 16, 39, 40 . However, because these earlier models use the momentary voltage 40 or its derivative 39 , rather than the combination of momentary and averaged voltage that we used in our model, these earlier models cannot account for the broad range of nonlinear effects in STDP experiments or interaction of voltage and spike timing. The voltage-based model 16 uses separate empirical functions for timing dependence, voltage dependence, frequency dependence and multiple spike summation with preference for LTP to capture the nonlinear effects of LTP. Our model is similar in that it also uses momentary voltage before the spike as one of the variables, but it requires neither an explicit frequencydependent term nor an explicit timing-dependent term. Instead, frequency and timing dependence follow from the model dynamics. Our model has similarities with LTP induction in the TagTriC model 41 , but the TagTriC model focuses on the long-term stability of synapses, rather than spike-timing dependence of the induction mechanism. Even though our model does not require a biophysical interpretation of the variables, it is tempting to speculate about potential mechanisms. For the depression term in our model, a trace u − left by previous activity of the postsynaptic neuron is combined with spike arrival x at the presynaptic terminal (Fig. 1a) . In light of the results on LTD in layer V neocortical neurons 42 , this trace could be related to endocannabinoids released from the postsynaptic site. Coincidence of this slow trace with the activation of presynaptic NMDA receptors (which rapidly respond to the glutamate released by presynaptic activity x(t)) could be the trigger signal for LTD 42 . Indeed, the duration of the LTD component in the STDP function increases if the endocannabinoid trace is artificially prolonged (see Fig. 9 of a r t I C l e S ref. 42) . In other neuron types and brain areas, the same mathematical model (but with different parameters) could correspond to different biophysical mechanisms of LTD. For example, in hippocampal CA1 neurons, the trace u − could reflect calcium entry through voltagegated ion channels during depolarization, which, when combined with synaptic signals (caused by the presynaptic spike arrival x), would give rise to the calcium signals that are necessary to trigger LTD (reviewed in refs. 17, 18, 42) . Potentiation is induced in our model by the combination of three factors: a momentary depolarization above spike threshold, a depolarization just before the spike, u + , above rest, and the presence of a trace x left by presynaptic spike arrival (Fig. 1a) .
The trace x could correspond to the amount of glutamate bound to the postsynaptic NMDA receptor, but this is controversial 42 . A high momentary voltage u can be induced by a backpropagating action potential; notably, backpropagation of action potentials is more likely to occur and will more reliably occur in the background of a weak depolarization of the dendrite 42 , and such a weak depolarization potentially corresponds to the term u + in our model. Because we have a depolarizing afterpotential after each spike in our model (Fig.  1c,d) , the value of u just before the next spike increases with the repetition frequency of the STDP protocol, consistent with previous experiments (Fig. 5d in ref. 42). Our model is therefore consistent with previous results showing that LTP can be induced in distal synapses only if additional cooperative input or dendritic depolarization prevents failure of backpropagating action potentials 43 . In the context of the classical view of the NMDA receptor as a coincidence detector 42 , it is quite natural to see why a sequence post-pre-post of two postsynaptic action potentials and one presynaptic spike are ideal for LTP. The spike afterpotential of the first postsynaptic action potential removes the calcium block and prepares the dendrite for successful backpropagation of a later action potential. If the backpropagating action potential caused by the second postsynaptic spike occurs just slightly after presynaptic spike arrival, this causes a sharply peaked and large calcium transient that would be sufficient to trigger the LTP induction chain. Even though our model is formulated on the level of voltage, we do not imply that voltage itself is the essential biophysical mechanism. Rather, under physiological conditions, the voltage transient (or current or conductance transient) caused by synaptic input or action potential firing is the starting point of long biochemical signaling chains that lead to induction of plasticity. In our phenomenological model, the signature of the inputs (here, voltage transients) are directly linked (via mathematical variables or traces) to the induction of plasticity, jumping over the biophysical mechanisms of the signal transduction chain.
Our plasticity rule allows us to explain experiments from two different studies with a single principle. Both the 'potentiation is rescued by depolarization' 16 scenario (Fig. 2f) and that of burst-timing dependent LTP 30 (Fig. 3) indicate that LTP is induced at low frequency when the membrane is depolarized before the pre-post pairing. This depolarization can be the result of a previous spike during a postsynaptic burst 30 or to a depolarization current. A further unexpected result is that, with the set of parameters derived from visual cortex slice experiments, synapses fluctuated rapidly between strong and weak weights. This aspect is interesting in light of the synapse mobility that has been reported in imaging experiments 5 .
Possible extensions of the model include a weight dependence of synaptic plasticity. We assumed that weights can grow to a hard upper bound, but the rule can easily be changed to soft bounds 14 by changing the prefactors A LTP and A LTD accordingly 41 . Second, short-term plasticity 44 could be added for a better description of the plasticity phenomena that occurs during high-frequency protocols. Third, additional mechanisms need to be implemented to describe the transition from early to late LTP/LTD 41, 45 . Finally, we can generalize from point neurons to spatially extended neurons using a multicompartment neuron model (for example, distinct compartments for the soma and dendrites). We did not do this here because detailed spatial models introduce a considerable number of new parameters, making overfitting more likely to occur. Notably, our voltage-based formulation of plasticity, if applied locally in a compartmental model, would allow potentiation to occur in a dendritic branch whenever the three conditions-presynaptic activity, recent postsynaptic depolarization and momentary large depolarization-occur together, independent of the source of depolarization. Thus, dendritic spikes could lead to potentiation in the absence of somatic action potentials, consistent with data from experiments in hippocampal [46] [47] [48] and cortical slices 31 .
Our plasticity model leads to several predictions that could be tested in slice experiments. First, the model predicts that in voltage-clamp experiments the weight change is dependent on the voltage and the number of presynaptic spikes but not on their exact timing (for example, low frequency, tetanus or burst). Second, in the scenario in which potentiation is rescued by depolarization, the amount of weight change should be the same whether a depolarizing current of amplitude B stops precisely when the postsynaptic spike is triggered or whether a current of slightly bigger amplitude B′ stops a few milliseconds earlier.
The influence of STDP on temporal coding has been previously studied with respect to changes in the feedforward connections (reviewed in ref. 14) . The effect of STDP on lateral connectivity has been much less studied [20] [21] [22] [23] . We found that, because of STDP, coding influences the network topology; that is, different stimulation procedures generate different patterns of lateral connectivity. Our results contrast with those of standard STDP rules, which always suppress short loops and, in particular, bidirectional connections 19, 32 .
Our more realistic plasticity model shows that under a rate-coding procedure (where the neuron is stimulated by different stationary patterns), bidirectional connectivity and highly connected clusters with multiple loops are not only possible but even dominant. It is only for temporal coding (characterized by stimulation with substantial spatiotemporal correlations) that our biologically plausible rule leads to dominant unilateral directions. We speculate that the differences in coding between different brain areas could lead, even if the learning rule were exactly the same, to different network topologies. Our model predicts that experiments in which cells in a recurrent network are repeatedly stimulated in a fixed order would decrease the fraction of strong bidirectional connections, whereas a stimulation pattern in which clusters of neurons fire at a high rate during episodes of a few hundred milliseconds would increase this fraction. In this view, it is tempting to connect the low degree of bidirectional connectivity in barrel cortex 4 to the bigger importance of temporal structure in whisker input 33 , compared with visual input 3 .
METhODS
Methods and any associated references are available in the online version of the paper at http://www.nature.com/natureneuroscience/.
Note: Supplementary information is available on the Nature Neuroscience website.
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ONLINE METhODS
neuron model. In contrast with standard models of STDP, our plasticity model uses the postsynaptic membrane potential u(t). As a model for neuronal voltage, we chose the adaptive exponential integrate-and-fire (AdEx) model 49 with an additional current describing the depolarizing spike after potential 50 . The voltage evolution is
where C is the membrane capacitance, g L is the leak conductance, E L is the resting potential and I is the stimulating current. The exponential term describes the activation of sodium current. The parameter ∆ T is the slope factor and V T is the threshold potential. A hyperpolarizing adaptation current is described by the variable w ad with dynamics
where t w ad is the time constant of the adaption of the neuron and a is a parameter. On firing, the variable u is reset to the fixed value V reset , whereas w ad is increased by the amount b. The main difference between this and a previously described model 23 is that the voltage is exponential rather than quadratic, allowing for a better fit to data 50 . The spike afterpotential of the cells used in typical STDP experiments 16 have a long depolarizing spike afterpotential. We therefore added an additional current z, which is set to a value I sp immediately after a spike occurs and decays otherwise with a time constant τ z
Finally, refractoriness was modeled with the adaptive threshold V T , which starts at V T max after a spike and decays to V T rest with a time constant t V T 50 , that is, Plasticity model. Our model exhibits separate additive contributions to the plasticity rule, one for LTD and another one for LTP 28 . For the LTD part, we assumed that presynaptic spike arrival at synapse i induces depression of the synaptic weight w i by − −
, that is, any value u − − < q does not lead to a change 9 (see Fig. 1h ). The quantity u t − ( ) is an exponential low-pass-filtered version of the postsynaptic membrane potential u(t) with time constant τ -
The variable u − is an abstract variable that could, for example, reflect the level of calcium concentration 17 or the release of endocannabinoids 42 , although such an interpretation is not necessary for our rule. Because the presynaptic spike train is described as a series of short pulses at time t i n , where i is the index of the synapse and n an index that counts the spike X t t t
where A u LTD ( ) is an amplitude parameter that is under the control of homeostatic process 29 . For slice experiments, the parameter has a fixed value that was determined experimentally. For the network simulations shown in Figures 5-7 , the parameter depends on the mean depolarization u − of the postsynaptic neuron, averaged over a time scale of 1 s. Equation (1) is a simple method for implementing homeostasis; other methods, such as weight rescaling, would also be possible 29 . The time scale of 1 s is not critical (100 s or more would be more realistic for homeostasis) but is convenient for the numerical implementation.
(1) (1) For the LTP component, we assumed that each presynaptic spike at the synapse w i increases the trace x t i ( ) of some biophysical quantity, which decays exponentially with a time constant τ x 12,27
where X t i ( ) is the spike train defined above. The quantity x t i ( ) could, for example, represent the amount of glutamate bound to postsynaptic receptors 27 or the number of NMDA receptors in an activated state 26 It is unlikely that the model can be simplified further. First, voltage is necessary as a variable whenever voltage is manipulated in experiments. Second, dependence on voltage must be nonlinear [9] [10] [11] . Phenomenological models have some freedom in the choice of the mathematical form of the nonlinearities (for example, exponential, polynomial Hill functions or piecewise linear) and we chose a suitable combination of piecewise linear functions with thresholds θ + and θ -. Third, STDP experiments indicate that the temporal relation between stimulation events is important. All timing relations have been implemented as (first order) linear filtering. For the case of classical STDP experiments, where all spikes are triggered by the experimenter, our phenomenological model can be simplified and becomes identical or closely related to existing nonlinear STDP models 26, 27 , but regarding the interaction between voltage and spike timing, such a further simplification is not possible. Finally, the fact that the curve of burst timing-dependent plasticity (Fig. 3c) is not perfectly reproduced indicates that our plasticity model does not have an unnecessarily large number of free parameters. Analysis of plasticity model. We established a quantitative link between our plasticity model (equation (3)) and BCM theory 24 In the following derivation, the time dependence of the variables is not explicitly denoted for the sake of simplicity (except for a few special cases); for example, u(t) is abbreviated as u. We assumed that the neuron has N excitatory synapses stimulated by N presynaptic Poisson spike trains of rates n n n pre pre pre = ( ,..., ) N1 . Furthermore, we assumed that the presynaptic rates n pre are slowly varying quantities compared with the intrinsic time scales τ + and τ -of our plasticity model or those of our neuron model (for example, excitatory postsynaptic potential duration), which were all below 50 ms. This assumption explicitly resulted in the following simplifications: n n with θ -being equal to the resting potential, all voltages being above resting potential, as only excitatory inputs are considered, and only Y being above the firing threshold θ + , as u s was the subthreshold voltage. Taking the average < > . post over the postsynaptic spikes given the postsynaptic rate ν post yields
Here, we used For the data set in hippocampus 10 , we also fit the two parameters θ -and θ + , as completely different preparations and cell type were used. Moreover, for this data set, the time constant τ x was taken from physiological measurements given in ref.
2 and fixed to the value of 16 ms. The parameters for the various experiments are summarized in table 1b.
Voltage-clamp experiment. The postsynaptic membrane potential was switched in the simulations to a constant value, u clamp , chosen from -80 to 0 mV while synapses were stimulated with either 25 (blue line) or 100 pulses (red line) at 50 Hz. As a result of voltage clamping, the actual value of the voltage u itself and the low-pass-filtered versions u are constant and equal to u clamp . Thus, the synaptic plasticity rule becomes StdP experiment and frequency dependence. Presynaptic spikes in the simulation were paired with postsynaptic spikes that were either advanced by +10 ms or delayed by -10 ms with respect to the presynaptic spike. Postsynaptic spikes were triggered by brief, strong current pulses into the postsynaptic neuron. The pairing was repeated five times with different frequencies ranging from 0.1 to 50 Hz. These five pairings were repeated 15 times at 0.1 Hz. However, the five pairings at 0.1 Hz were repeated only ten times to mimic the experimental protocol 16 . Figure 3a , the presynaptic spike was paired ∆t = +10 ms before (or ∆t = -10 ms after) 1, 2 or 3 postsynaptic spikes. The frequency of the burst was 50 Hz. The neuron received 60 pairings at a frequency of 0.1 Hz. For Figure 3b , the presynaptic spike was paired with a burst of three action potentials (∆t = +10 ms and -10 ms), whereas the burst frequency varies from 20 to 100 Hz. For Figure 3c , a presynaptic spike is paired with a burst of three postsynaptic action potentials with burst frequency of 50 Hz. The time ∆t between the presynaptic spike and the first postsynaptic action potential varies from −80 to 40 ms. For a detailed description of the experiments, see ref. 30 .
Burst timing-dependent plasticity For
Poisson input for functional scenarios. Poisson inputs were used in all of the following experiments. They were generated by a stochastic process where the spike was elicited with a stochastic intensity ν.
Relation between connectivity and coding: toy model. Weights of ten all-to-all connected neurons were initialized at 1, bounded between 0 and 3. Weights evolved with the voltage-based rule (equation (3) 
