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Summary
This thesis is concerned with the study of multi-parameter singular integrals on the Euclidean
space. The Schwartz Kernel Theorem states that translation invariant continuous linear opera-
tors with minimal smoothness conditions are convolution operators. Singular integral operator
theory is concerned with the study of the singular kernels associated with such operators. A
well developed theory exists for the class of Caldero´n-Zygmund operators and the associated
kernels. This kind of kernels can be seen as a natural generalization of the Hilbert kernel on
R, of the Riesz kernels in Rn, and, more generally, of kernels of homogeneous degree −n in
Rn. Caldero´n-Zygmund theory is a one-parameter homogeneous theory since the kernels of
interest are well-behaved with respect to a family of homogeneous dilation with one parameter.
Caldero´n-Zygmund kernels arise from many problems in linear PDEs and complex analysis. Lp
boundedness for p ∈ (1,+∞) and stability under composition are well known results for such
kernels.
Product-type kernels arise naturally in analysis in several complex variables and PDEs. As a
matter of fact joint spectral functional calculus for more than one differential operator naturally
produce to product structures. Product spaces occur naturally in the heat equation or in the
Shro¨dinger equation.
Abstractly, product kernels are the result of the extension of Caldero´n-Zygmund theory to
product spaces. The tensor product of two or more Caldero´n-Zygmund kernels gives a singular
kernel defined on the product space. The new kernel has a singularity not only in the origin but
also along all coordinate sub-spaces. From the point of view of the associated operators, the
tensor product corresponds to the composition of the original operators acting independently on
the coordinates of the product space. Product kernel theory aims to extend the space of tensor
products of Caldero´n-Zygmund kernels to a suitably defined completion. This is done mainly
by using multi-parameter dilation techniques, with one parameter for each factor of the product
space. An other idea that is pursued is that product theory can be inspired by vector valued
functional analysis and integration. While avoiding a too abstract approach to such functional
analysis in this thesis, some ideas are shown to be very useful.
This thesis illustrates the adaptation of some important results inspired by Caldero´n-Zyg-
mund theory to product kernels. These include decomposing a kernel into a multi-parameter
dyadic series of homogeneous dilates of smooth functions concentrated on essentially disjoint
scales and, conversely, finding conditions when such dyadic sums converge to product kernels.
Furthermore, since tensor products of bounded operators on Lp remain bounded on Lp one can
suppose that this remains true for general product kernels. However, the proof usually used
for Caldero´n-Zygmund operators does not seem to be generalized to product kernels since weak
L1 − L1w boundedness fails. A finer technique based on product square function estimates and
product Littlewood-Payley theory is developed to solve this problem. This idea is based on the
quasi-orthogonality of the dyadic decomposition for the kernels.
The second part of this thesis deals with a certain sub-class of product kernels given by
flag kernels. While product kernels are the most intuitive generalization of Caldero´n-Zygmund
v
theory to a multi-parameter setting, the singularities are generally too many to work with
directly. Flag kernels have singularities concentrated on a flag or filtration of the space, and not
along all coordinate subspaces. Kernels with such an ordered structure of singularities appear
more often from concrete problems than general product kernels. A multi-parameter theory for
flag kernels similar to the one for product kernels is developed. We also show that even though
flag kernels form a sub-class of product kernels any product kernel can be written as a sum of
flag kernels adapted to different flags.
These results were already present in literature. Flag kernels were introduced by Nagel,
Ricci, and Stein in “Singular integrals with flag kernels and analysis on quadratic CR mani-
folds”, Journal of Functional Analysis, 2001. A large portion of the above paper is dedicated
to applications of product-type singular integral operators. Here we develop the results and
provide detailed proofs based on the ideas contained in the part of that paper dedicated to the
general theory of flag kernels.
In this thesis we also establish several new results. While the question of whether changes
of variables conserve product and flag kernels will be addressed in a forthcoming paper by
Alexander Nagel, Fulvio Ricci, Elias Stein, and Richard Wainger, they deal only with polynomial
changes of variable. We show that the classes of Caldero´n-Zygmund, product and flag kernels
with compact support are stable with respect to generic smooth changes of variable that have
the geometric property of fixing the singular subspaces. These results and the techniques we
use can be the first step to studying product-type singular integral operators on manifolds.
Furthermore an attempt is made to develop a basic functional calculus for product singular
integrals with respect to derivation, multiplication and convolution. This is done by introducing
kernels of generic pseudo-differential order. We establish some useful facts but show that some
properties may fail except for a restricted range of pseudo-differential orders.
Finally we show how this functional calculus can be used to establish an approximation
result for kernels composed with changes of variable.
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Chapter 1
Introduction
1.1 Singular integrals: generalities
The study of singular integral operators, in most generality comes from the Schwartz Kernel
Theorem.
Theorem 1.1.1 (Schwartz kernel Theorem).
Let T : S(Rn) → S′(Rm) be a linear continuous map. Then T has an associated distribution
K ∈ S′(Rn × Rm) such that for any ϕ ∈ S(Rn) the distribution Tϕ acts in the following way:
〈Tϕ; ψ〉 = 〈K; ϕ⊗ ψ〉
for all ψ ∈ S(Rm). Such a distribution K is called the kernel of T . Vice-versa any kernel
K ∈ S′(Rn × Rm) defines a continuous linear map from S(Rn) to S′(Rm) by the above relation.
It often occurs that one is presented with a linear map T whose functional properties are
not known. If a very weak type of continuity on the map can be assumed, in particular the
component-wise continuity of the bilinear map
(ϕ,ψ) 7→ 〈Tϕ; ψ〉
on S(Rn) × S(Rm), then by using Theorem 1.1.1 one can get the existence of the associated
kernel K and then try to get a priori estimates by studying the kernel directly. This kind of
formulation occurs as the natural generalization of many problems in PDEs, complex analysis,
and spectral theory.
In spectral theory, we can consider the following easily stated problem. Consider the self
adjoint operator i ddx on H
1(R) and the associated spectral measure µ. Any Borel, a.e. finite
function m on R defines, by functional calculus, a possibly unbounded operator on
m
(
i ddx
)
def
=
ˆ
R
m(λ)dµ(λ)
on L2(R). Using the Fourier transform one can prove that if m has some minimal regularity
then m(i ddx ) acts by multiplication on the Fourier transform side. We have
m
(
i ddx
)
ϕ = F−1 (m(ξ)ϕ̂(ξ))
and this holds for those m for which the right hand side is well defined. The hypothesis of
Theorem 1.1.1 are satisfied so m
(
i ddx
)
has an associated kernel. More in general, since i ddx
1
commutes with translations, m (i∂x) also commutes, and by an extension of Theorem 1.1.1 the
kernel is determined by the diagonal and so m
(
i ddx
)
is a convolution operator
m
(
i ddx
)
ϕ = ϕ ∗ K˜
for some K˜ ∈ S′(Rn). It is fairly easy to see when m
(
i ddx
)
is bounded on L2(R). Both spectral
theory and Fourier theory tell us that we have boundedness if and only if m ∈ L∞(R). A
question that naturally arises is when do we have boundedness for other functional spaces like
Lp(R) with p 6= 2.
A fairly basic question that arises in PDEs and also has a natural formulation in terms of
singular integrals comes from the definition of Sobolev spaces. By definition, Wm,p(Rn) is the
space of functions in Lp(Rn) such that all the weak derivatives of order up to n are also in
Lp(Rn). A norm on this space is given by
‖f‖Wm,p(Rn) def=
∑
|α|≤m
‖∂αx f‖Lp(Rn) .
But is it sufficient to control Lp norm of f and the Lp norm of its the highest order derivatives
to control the Wm,p(Rn) norm? In particular if m = 2k is the norm
‖f‖Lp(Rn) +
∥∥∥∆kf∥∥∥
Lp(Rn)
equivalent to the Wm,p(Rn) norm? It is evident that the latter is coarser. So we need to see if
the identity mapping is bounded from the latter norm to Wm,p(Rn). Suppose that f ∈ S(Rn).
Taking the Fourier transform we ask if F−1
(
|ξ|2k f̂(ξ)
)
and f are in Lp then can we deduce that
F−1(ξαf̂(ξ)) is in Lp for |α| ≤ m? This would follow from the boundedness of the convolution
operator f 7→ f ∗K with K such that
K̂ =
(iξ)α
1 + |ξ|m .
Finally, singular integrals arise frequently in complex analysis. The most well known example
is the Hilbert transform on R given by the convolution with the kernel PV 1/x. Suppose that we
have a real function f(x) ∈ C∞c (R). There is a unique extension to a harmonic function on the
upper half plane with f as its boundary condition. Such a function u is given by convolution
with the Poisson kernel:
u(x, t) = f ∗ Pt(x) = 1
pi
ˆ +∞
−∞
f(s)
t
(x− s)2 + t2 ds
where
Pt(x) =
1
pi
t
x2 + t2
.
To study when the boundary value of u(x, t) as t→ 0 is f in some adequate sense it is sufficient
to study the kernel Pt. As t → 0 it is an approximate identity and so for u ∈ Lp(R) for all
p ∈ [1,+∞) we have norm and poinwise a.e. convergence. A natural problem that arises if f is
complex-valued and one interprets the upper half plane as the complex domain {z ∈ C | =z > 0}
is when there is a holomorphic function F (z) on the upper half plane that has f as its boundary
value in some sense. We know that if u is harmonic there is a unique harmonic conjugate
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function v(z) such that u + iv is holomorphic on the upper half plane. Since the holomorphic
extension to the upper half plane is unique and is given by the Cauchy integral formula
F (z0) =
i
pi
ˆ +∞
−∞
f(z)
z0 − zdz
we have that the harmonic conjugate of u(z) is v(z) that is given by the convolution with the
conjugate Poisson kernel Qt such that
Pt + iQt(x) =
i
pi(x+ it)
so
Qt(x) =
1
pi
x
x2 + t2
.
However Qt is not integrable. For t → 0 it is not an approximate identity but it tends to the
Hilbert kernel
Qt → PV 1
pix
as t→ 0.
For f to have a holomorphic extension to the upper half plane it is thus necessary that the
H <f = −=f where H is the Hilbert transform, that is given by the convolution with the
Hilbert kernel 1/pix. The Hilbert kernel is the test case and historically the most important
singular integral operator. Most of the theory illustrated in this thesis deals with kernels that
have properties that are generalizations of the ones that are typical of the Hilbert kernel.
We have made some examples of singular integral operators. Usually one cannot study
this kind of operators in a completely abstract way without any hypothesis on K. We usually
require some kind of additional regularity conditions on K. We usually suppose that K at least
coincides with a L1loc function on a “large” set, for example on R
n\{0}. In this thesis we will do a
brief overview of the classical translation invariant Caldero´n-Zygmund theory showing how the
Caldero´n-Zygmund kernels are well behaved with respect to dilation structure of Rn. The thesis
will concentrate on developing a multi-parameter generalization of this theory by introducing
product spaces and generalizing tensor products of Caldero´n-Zygmund kernels. We will prove
a boundedness result similar to the one available for Caldero´n -Zygmund kernels and illustrate
some of the difficulties that arise when developing a functional calculus for such kernels. Finally
we will present an original result about the stability of the above classes with respect to changes
of variable with certain geometric properties.
1.2 Caldero´n-Zygmund theory: motivation
The Hilbert kernel has a set of very important properties. It is a homogeneous kernel of degree
−1, that is minus the dimension of the space. For a distribution to be homogeneous it is in
general not sufficient for it to coincide with a homogeneous function outside the origin. As a
matter of fact, the Hilbert kernel is homogeneous of degree −1 because for any test function ϕ
we have that 〈
PV
1
pix
; ϕ(Rx)
〉
=
〈
PV
1
pix
; ϕ(x)
〉
.
The Hilbert transform is also smooth away from the origin. Finally it is an odd kernel and this
provides for a “cancellation condition”. As a matter of fact 1x is not integrable neither in 0 nor
at ∞ but since the kernel is odd
lim
ε→0
ˆ
ε<|x|<ε−1
1
pix
ϕ(x)
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exists for any bounded function with at least Ho¨lder regularity. It is easy to see that PV 1/pix
and δ0 are the only kernel on R with the above properties (homogeneity, cancellation). However
this does provide us with an idea of how to generalize this type of kernel.
On Rn a kernel of homogeneous dimension −n is given by K = PV 1/|x|nΩ(ω) + cδ0 with
c ∈ C, where Ω is a distribution on the unit sphere Sn−1 and〈
PV
1
|x|nΩ(ω); ϕ(x)
〉
= lim
ε→0+
ˆ
r>ε
1
r
〈
Ω(ω); ϕ(rω)
〉
Sn−1 dr.
The above expression is homogeneous of degree −n however it is not always well-defined. In
particular the limit on the right hand side exists only if
〈Ω; 1〉Sn−1 = 0.
Some examples of often encountered distributions of homogeneous degree −n are the Riesz
kernels
Rk = PV xk|x|n+1
that are the equivalent to the Hilbert kernel in higher dimension.
However we would like to generalize this class of kernels further. In particular the assumption
on the homogeneity of the kernel can be too restrictive. Caldero´n-Zygmund kernels are a class
of kernels that are not, per se, homogeneous but are homogeneous as a class. In particular
a homogeneous rescaling of order −n transforms a Caldero´n-Zygmund kernel into an other
Caldero´n-Zygmund kernel with similar properties.
1.2.1 Homogeneity and dilations on Rn
First of all we will be introducing some basic terminology on the Euclidean spaces on which
Caldero´n-Zygmund kernels are defined and on different homogeneous structures they can posses.
First we define the necessary properties and structures a set must possess for it to be
possible to formulate a theory that relies on homogeneity. We will omit most of the proofs that
are classical.
Definition 1.2.1 (Quasi-distance).
Let X be a set. A quasi-distance is a mapping d : X ×X → R+ ∪ {0} that satisfies the following
properties:
Positivity d(x, y) ≥ 0 for all x, y ∈ X;
Coincidence d(x, y) = 0 if and only is x = y;
Symmetry d(x, y) = d(y, x) for all x, y ∈ X;
Relaxed triangle inequality there exists a c ≥ 1 such that
d(x, z) ≤ c (d(x, y) + d(y, z)) (1.2.1)
for all x, y, z ∈ X.
The lower bound of the admissible constants in (1.2.1) is called the triangle constant.
A space (X,d) with a quasi-distance d is said to be a quasi-metric space. The usual notions
of generated topology, completeness, etc. apply also to quasi-metric spaces in the expected way.
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Definition 1.2.2 (Doubling measures and spaces of homogeneous type).
Let (X,d) be a quasi-metric space. A measure µ on (X,d) that satisfies
µ
(
B(x, 2r)
) ≤ cµ (B(x, r)) (1.2.2)
for some c ≥ 1 and all x ∈ X and r > 0 is called a doubling measure. (X, d, µ) where (X, d) is
a quasi-metric space endowed with a doubling measure µ is called a space of homogeneous type.
We now illustrate the natural way to endow the Euclidean space with such a structure of a
homogeneous space.
Definition 1.2.3 (Non-isotropic family of dilations).
Consider the d-dimensional Euclidean space Rd. Given some exponents λ1, . . . λd ∈ N, a family
of linear mappings
r · (x1, . . . , xd) 7→ (rλ1x1, . . . , rλdxd)
with r ∈ R+ is called a non-isotropic family of dilations on X. We have that such that for any
r1, r2 ∈ R+
r1 ·
(
r2 · (x1, . . . , xd)
)
= r1r2 · (x1, . . . , xd)
A vector v ∈ Rn such that (r ·v)j = rλvj for some λ ∈ N for all r > 0 and for all coordinates
j ∈ {1, . . . , d} is called an eigen-vector of the family of dilations
Definition 1.2.4 (Homogeneous norms).
A homogeneous norm on Rd is a function ‖·‖ : X → R+ ∪ {0} that satisfies the following
properties:
Continuity ‖·‖ is continuous on Rd;
Coincidence ‖x‖ = 0 if and only if x = 0;
Symmety ‖x‖ = ‖−x‖ for all x ∈ Rd;
Homogeneity ‖r · x‖ = r ‖x‖ for all x ∈ Rd and r ∈ R+ ∪ {0}.
Proposition 1.2.5 (Properties of homogeneous norms).
1. Given a non-isotropic family of dilations there exists a compatible homogeneous norm.
Furthermore there exists a choice of a homogeneous norm that is smooth away from the
origin.
2. A homogeneous norm satisfies
‖x− z‖ ≤ c (‖x− y‖+ ‖y − z‖)
for some c > 1. The function
d(x, y) = ‖x− y‖
is a semi-distance.
3. The homogeneous norm and the induced semi-distance determines a topology on Rn that
coincides with the standard Euclidean topology.
4. The Lebesgue measure on Rn is doubling with respect to the semi-distance. In particular
Ln(B(x, 2r)) = 2qLn(B(x, r))
for any x ∈ Rn and r > 0. q = ∑nj=1 λi is called the homogeneous dimension of Rn.
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The above properties show that Rn, endowed with a non-isotropic family of dilations and
the corresponding homogeneous norm, is a space of homogeneous type.
From now on ‖x‖ will indicate a certain (smooth) homogeneous norm, r ·x will indicate the
action of the dilation with parameter r > 0 on x ∈ Rn. |x| indicates the standard Euclidean
norm of x. Dealing with a homogeneous theory we will recur heavily to dilations of functions.
Given a function f on Rn, for R ∈ R+ we define the scaled function in the following way:
f (R)(x)
def
= R−qf(R−1 · x).
This rescaling dilates the function f by a factor R but it maintains its L1 norm and its integral.
Consequently we say that a distribution K ∈ D′(Rn) is homogeneous of order µ if〈
K; ϕ(r)
〉
= rµ 〈K; ϕ〉
for any test function ϕ. If we choose a multi-index of derivation α ∈ Nn then we indicate
by |α| = ∑nj=1 αj its standard length and by ‖α‖ = ∑nj=1 λjαj its homogeneous length. The
rationale for this notation is given by the fact that we have
∂αxϕ
(r)(x) = r−‖α‖(∂αxϕ)
(r)(x)
We also introduce functional spaces that take in account the non-isotropic family of dilations
present on Rn. While classical Sobolev spaces treat derivation in each direction in the same
way we can generalize Sobolev spaces to account for different dilation exponents along different
directions. It is useful to notice that a non-isotropic family of dilations on Rn naturally induces a
non-isotropic family of dilations on the dual space (Rn)∗ ' (Rn). Let ξ ∈ (Rn)∗ then (R ·ξ)(x) =
ξ(R · x).
On Rn endowed with a non-isotropic family of dilations we define the differential operator
L by setting
−Lϕ(x) def= F−1
(
‖ξ‖2 ϕ̂(ξ)
)
where we have chosen ‖x‖ and thus ‖ξ‖ to be a smooth homogeneous norm. L is a densely
defined self-adjoint negative operator on L2.
Definition 1.2.6 (Non-isotropic Sobolev spaces).
Let f ∈ L2(Rn). For s ≥ 0 we say that f ∈ Hs(Rn) if f̂ is locally integrable and
ˆ
Rn
(
1 + ‖ξ‖2
)s |f̂(ξ)|2dξ ≤ ∞.
Furthermore Hs is a Hilbert space with the norm given by
‖f‖2Hs =
ˆ
Rn
(
1 + ‖ξ‖2
)s |f̂(ξ)|2dξ.
For s < 0 the spaces Hs are defined as the duals to H−s. They are given by the distributions
f ∈ S′(Rn) such that f̂ is locally integrable and
ˆ
Rn
(
1 + ‖ξ‖2
)−|s| |f̂(ξ)|2dξ ≤ ∞.
The space Hs is the domain of the self adjoint operator (−L)s/2 .
We finally define cutoff functions, that turn out to be very useful in the study of singular
integrals.
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Definition 1.2.7 (Cutoff function).
Let Ξ ∈ C∞c
(
[0, 1)
)
such that 0 ≤ Ξ(t) ≤ 1 and Ξ(t) = 1 for t ∈ [0,1/2]. A cutoff function η on
Rn is
η(x)
def
= Ξ(‖x‖). (1.2.3)
From now on, with an abuse of notation, we will indicate the distribution - test function
duality pairing in the following way:ˆ
Rn
K(x)ϕ(x)dx
def
= 〈K; ϕ〉
1.2.2 Definition of Caldero´n-Zygmund kernels
We will now see the definition of Caldero´n-Zygmund kernels. Low regularity theory is beyond
the scope and interest of this thesis so we will define the class of smooth Caldero´n-Zygmund
kernels. In literature the definition is often given in a different manner and involves much fewer
smoothness assumptions. Furthermore, sometimes it is asked that the operator associated with
a Caldero´n-Zygmund kernel K be L2 bounded. For convolution operators this is equivalent to
asking the boundedness of the multiplier K̂. However we avoid this approach and characterize
smooth Caldero´n-Zygmund kernel directly in terms of the cancellation property that is expressed
as the boundedness of K on dilates of a certain class of test functions.
Definition 1.2.8 (Normalized bump function).
A smooth function ϕ ∈ C∞c (Rn) is a b-normalized bump function if it is supported on the unit
ball BRn(0, 1) of Rn and is normalized with respect to the Cb norm i.e. ‖ϕ‖Cb < 1.
Definition 1.2.9 (Caldero´n-Zygmund kernel).
Consider the Euclidean space Rn endowed with a family of dilations and with the associated
homogeneous norm. Let K ∈ S′(Rn). K is in the class CZ of Caldero´n-Zygmund kernels if,
away from the origin, K coincides with a smooth function i.e.
K
∣∣
Rn\{0}
∈ C∞ (Rn \ {0})
and it satisfies the following two kinds of conditions:
Size conditions ∣∣∂αxK(x)∣∣ ≤ Cα ‖x‖−q−‖α‖ (1.2.4)
for all x 6= 0 and for any multi-index α.
Cancellation condition For all R > 0 and all b-normalized bump functions ϕ there is a
constant Cc ≥ so that the inequality∣∣∣∣ˆ
Rn
K(x)ϕ(R−1 · x)dx
∣∣∣∣ < Cc (1.2.5)
holds. It can be shown that the definition does not depend on the order of normalization
b as long as b ≥ 1. For a proof in the more general case of product kernels refer to
Proposition 2.4.11 in this thesis.
We say that a family of kernels in CZ is uniformly bounded if there is a choice of constants so
that the inequalities (1.2.4) and (1.2.5) hold uniformly for the whole family.
We can easily see from the definition that the class is homogeneous of degree −q in the sense
that if K ∈ CZ, then for r > 0 the kernels
K(r)(x) = r−qK(r−1 · x)
are a bounded family in CZ. It suffices to check (1.2.5) and (1.2.4) explicitly.
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1.2.3 Fourier transforms of CZ kernels and the dyadic decompositions
A useful theorem characterizes Fourier transforms of CZ kernels. As a matter of fact the L2
boundedness usually required in other definitions of Caldero´n-Zygmund kernels follows from the
boundedness of the multipliers of the operators associated with CZ kernels as defined here. We
have the following theorem.
Theorem 1.2.10 (Fourier transforms of CZ kernels).
Let K ∈ CZ be a kernel. Then its multiplier K̂ is a smooth Mihlin-Ho¨rmander multiplier i.e.
K̂ ∈ L∞ ∩ C∞(Rn \ {0})
and ∣∣∣∂αξ K̂(ξ)∣∣∣ < Cα ‖ξ‖−‖α‖
for ξ 6= 0 and any multi-index α.
Vice-versa the inverse Fourier transform of a smooth Mihlin-Ho¨rmander multiplier is a CZ
kernel.
The homogeneity of the class of Caldero´n-Zygmund kernels is also reflected in the property
of the dyadic decomposition and convergence of dyadic sums.
Theorem 1.2.11 (Dyadic sums).
Let {ϕi}i∈Z ⊂ S(Rn) be a uniformly bounded sequence of Schwartz functions with zero mean i.e.
ˆ
Rn
ϕi(x)dx = 0.
Then the dyadic sum ∑
i∈Z
ϕ
(2i)
i (x) =
∑
i∈Z
2−iqϕi(2−i · x)
converges in the sense of distributions to a CZ kernel. Furthermore the partial sums of the
series are all uniformly bounded in CZ.
This theorem can be proven by taking the Fourier transform of the series and verifying, via
size estimates, that the sum converges to a Mihlin-Ho¨rmander multiplier.
1.2.4 Caldero´n-Zygmund operators
Caldero´n-Zygmund operators, the convolution operators associated with CZ kernels, are bounded
on Lp for all p > 1. Theorem 1.2.10 provides us with the boundedness of the multiplier associ-
ated with a kernel in CZ so we have L2 boundedness of the associated operator.
For L1 there is no strong boundedness result. However we can introduce the space L1w.
Definition 1.2.12 (L1w space).
The space L1w
(
(X,µ)
)
is the space of those measurable functions f for which the following
quasi-norm is finite
‖f‖L1w = supt>0 t
−1µ
({|f | > t}) .
We say that an operator T is L1 − L1w bounded if there exists a constant C such that for all
f ∈ L1(X)
‖T f‖L1w ≤ C ‖f‖L1
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We can prove L1 −L1w boundedness for CZ operators using the Caldero´n-Zygmund decom-
position (see [Duo01, Chapter 5]). Strong Lp boundedness for p ∈ (1,∞) is obtained by the use
of interpolation and duality theorems.
Theorem 1.2.13 (Lp boundedness of Caldero´n-Zygmund operators).
Let K ∈ CZ and let T be the convolution operator associated to K:
T ϕ = ϕ ∗K
for all ϕ ∈ S(Rn). Then the following inequality holds for all p ∈ (1; +∞):
‖T ϕ‖Lp < Cp ‖ϕ‖Lp
and T admits a unique extension to a bounded operator on Lp(Rn).
1.2.5 Kernels of arbitrary order
It is easy to see that the operators associated to kernels in CZ admit an extension to bounded
operators on Hs for any s ∈ R. For this reason it makes sense to define the class of distributional
derivatives of such kernels. As a matter of fact for s ∈ {z ∈ C | <z > −q} the expression (−L)s/2
defines an unbounded operator on L2 that is well defined for ϕ ∈ S(Rn). By duality we can
define the operators (−L)s/2K so that for all ϕ ∈ S(Rn) we have
ˆ
Rn
(
(−L)s/2K(x)
)
ϕ(x)dx
def
=
ˆ
Rn
K(x)
(
(−L)s/2ϕ(x)
)
dx.
Using this property we can define the class CZ(ν) of Caldero´n-Zygmund kernels of orders ν >
−q, ν ∈ R, by imposing that K ∈ CZ(ν) if and only if there exists a kernel K˜ ∈ CZ such that
K = (−L)ν/2K˜.
It can be verified that the following is an equivalent definition for CZ(ν) if one supposes
that ν > −q.
Definition 1.2.14 (Caldero´n-Zygmund kernels of non-zero order).
Consider the Euclidean space Rn endowed with a family of dilations and with the associated
homogeneous norm. Let K ∈ S′(Rn). We say that K is in the class CZ(ν) of Caldero´n-Zygmund
kernels if, away from the origin, K coincides with a smooth function i.e.
K
∣∣
Rn\{0}
∈ C∞
(
RN \ {0}
)
and it satisfies the following two kinds of conditions:
Size conditions ∣∣∂αxK(x)∣∣ ≤ Cα ‖x‖−q−ν−‖α‖ (1.2.6)
for all x 6= 0 and for any multi-index α.
Cancellation condition For all R > 0 and all b-normalized bump functions ϕ the inequality
Rν
∣∣∣∣ˆ
Rn
K(x)ϕ(R−1 · x)dx
∣∣∣∣ < Cc (1.2.7)
It can be shown that the definition does not depend on the order of normalization b as long
as b > ν. The proof is given in a more general case in Proposition 2.4.11.
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We say that a family of kernels in CZ(ν) is uniformly bounded if there is a choice of constants
so that the inequalities (1.2.6) and (1.2.7) hold uniformly for the whole family.
Furthermore it can be checked that, for −q < ν < 0, if K ∈ CZ(ν) then K̂ ∈ CZ(−q − ν).
Furthermore, dropping the condition ν > −q in Definition 1.2.14 allows us to define the classes
CZ(ν) for all ν ∈ R and the property of the Fourier transform still holds.
Theorem 1.2.15 (Fourier transforms of CZ kernels of arbitrary order).
For any ν ∈ R the Fourier transform maps CZ(ν) 7→ CZ(−q − ν).
Notice however that by defining CZ(ν) like this it is in general not true that K ∈ CZ(ν)⇒
(−L)s/2K ∈ CZ(ν+s). In particular the implication can fails if either ν ≤ −q and ν+<s ≤ −q.
In any case the above expression is well defined only for <s > −q.
For a certain range of orders ν ∈ R we can establish some useful boundedness properties of
the associated convolution operators.
Theorem 1.2.16 (Boundedness on Sobolev space spaces).
Let K ∈ CZ(ν) with ν ≥ 0. Then the convolution operator T associated to K extends to a
bounded operator
T : Hs(Rn)→ Hs−ν(Rn).
for any s ∈ R.
Theorem 1.2.17 (Convolution algebra).
Let K1 ∈ CZ(ν) and K2 ∈ CZ(µ) with ν, µ > −q and ν + µ > −q. Then the convolution of the
two kernels is well defined. If T1 and T2 are the convolution operators associated to K1 and to
K2 the the composition operator T1◦T2 is well defined on S(RN ) and the kernel of the associated
operator is K1 ∗K2.
We will prove these last two properties in the more general case of product kernels in Sections
2.9 and 2.10.
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Chapter 2
Product kernels
2.1 Product spaces
Product type operators and distributions rely on the properties of RN considered as a pro-
duct space. This section is dedicated to some basic properties and notation necessary to start
developing a theory of product and flag singular integrals.
From the most general point of view we can consider two sigma-finite measure spaces
(X,X , µX) and (Y,Y , µY ). Classical measure theory provides us with the possibility of defi-
ning a sigma algebra and a measure on the space X×Y compatible with the product structure.
The following is a consequence of Carathe´odory’s extension and uniqueness theorems.
Corollary 2.1.1.
There exists a unique measure µX ⊗ µY on (X × Y,X ⊗ Y ) defined on the sigma algebra
X ⊗ Y such that for any rectangular sets A × B ⊂ X × Y with A ∈ X and B ∈ Y we have
that µX ⊗ µY (A×B) = µX(A)µY (B).
The sigma algebra X ⊗Y is the sigma algebra generated by the rectangular sets {A×B |
A ∈X , B ∈ Y }.
We also recall the famous Fubini-Tonelli theorem that concerns product measure spaces.
Theorem 2.1.2 (Fubini-Tonelli).
Let f : X × Y → R be a measurable function. For any x ∈ X the function y 7→ f(x, y) is
measurable. The same holds for any y ∈ Y and the function x 7→ f(x, y). Furthermore if f is
non-negative or integrable then the functions
x 7→
ˆ
Y
f(x, y)dµY (y) y 7→
ˆ
X
f(x, y)dµX(x)
are measurable and the following equality holds.
ˆ
X×Y
f(x, y)dxdy =
ˆ
Y
(ˆ
X
f(x, y)dx
)
dy =
ˆ
X
(ˆ
Y
f(x, y)dy
)
dx
The proof of the above and an introduction to abstract measure theory can be found in
[EG92, Chapter 1].
The study of spaces of functions on product spaces can be carried out using vector-valued
Bochner integral theory. The definition and basic properties of the Bochner integrals can be
found in [???]. In particular we have the following result.
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Theorem 2.1.3 (Product Lp spaces).
For any p ∈ [1,+∞], the functional space Lp(X ×Y,X ⊗Y , µX ⊗µY ;R) is naturally isometric
to the vector-valued Lp spaces Lp(X,X , µX ;L
p(Y,Y , µY )) and L
p(Y,Y , µY ;L
p(X,X , µX)).
Explicitly, the isometries associate the mappings x 7→ f(x, ·) and y 7→ f(·, y) to a function
f ∈ Lp(X × Y ).
Proof. It suffices to prove that the mappings x 7→ f(x, ·) and y 7→ f(·, y) are strongly Bochner-
measurable. Fubini-Tonelli theorem guarantees that the correspondence is then an isometry.
More precisely the linear mapping f 7→ (x 7→ f(x, ·)) defined on the functions f(x, y) ∈ Lp(X×
Y ) is such that
(
x 7→ f(x, ·)) ∈ Lp(X;Lp(Y )) is a linear surjective isometry since
‖f‖pLp(X×Y ) =
ˆ
X×Y
|f(x, y)|pdxdy =
ˆ
X
∥∥f(x, ·)∥∥p
Lp(Y )
dx = ‖f‖pLp(X;Lp(Y )) .
We must prove that the above mapping is densely defined. Let f ∈ Lp(X × Y ), then there is a
sequence of simple functions fn ∈ Lp(X × Y ) that converge poinwise a.e. and in Lp to f . Let
us write
fn =
Nn∑
i=1
an,i1Cn,i
where ani ∈ R \ {0} and Cn,i are X ⊗ Y measurable sets that are pairwise disjoint for every
n in the sense that for all n ∈ N if i 6= i′ then Cn,i ∩ Cn,i′ = ∅ . However, by Carathe´odory’s
theorem, on X ⊗ Y the outer measure generated by rectangular sets coincides with µX ⊗ µY .
This allows us to approximate f with simple functions built up using only rectangular sets.
As a matter of fact for any ε and for any Cn,i we can choose a sequence of pairwise disjoint
rectangular sets Dn,i,j = An,i,j ×Bn,i,j such that∣∣∣∣∣∣µX ⊗ µY (Cn,i)−
Mn,i∑
j=1
µX ⊗ µY (Dn,i,j)
∣∣∣∣∣∣ < 2−iε|an,i|−1.
Setting
f˜n =
Nn∑
i=1
Mn,i∑
j=1
an,i1Dn,i,j
we have that ∥∥∥fn − f˜n∥∥∥
Lp(X×Y )
< ε.
Using a diagonal procedure setting ε = εn = 2
−n we get a sequence of functions gn ∈ Lp(X×Y )
converging to f in Lp. The functions gn are simple and are built using characteristic functions
of rectangular sets. In particular, using the Fubini-Tonelli theorem, we get that the mappings
x→ gn(x, ·) are simple vector-valued functions in Lp(X;Lp(Y )). This concludes the proof.
All the above properties and proofs are valid by induction for any finite product of measure
spaces. If the factors are not merely measure spaces but have additional structures the product
space can inherit these structures and present more complex properties. We avoid intermediate
steps and we concentrate directly on spaces that are involved in classical Caldero´n-Zygmund
theory i.e. spaces of homogeneous type and especially Euclidean spaces.
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2.1.1 Multi-parameter structures on product spaces
In this section we illustrate what we mean by multi-parameter structures on product spaces.
The contents herein mainly concern notation.
Suppose {Hk}k∈{1,...,d} is a family of spaces of homogeneous type. The product space⊕d
k=iHk is also a space of homogeneous type. The product measure is doubling and the
doubling constant in (1.2.2) for
⊕d
k=1Hk is bounded from above by
∏d
k=1 ck, where ck is the
doubling constants for Hk for each k respectively.
Now suppose that each Hk is an Euclidean space. We indicate vectors in Hk by writing
xk ∈ Hk. The topological dimensions of the spaces H1, . . . ,Hd are n1, . . . , nd respectively and
so Hk ' Rnk and
⊕d
k=1Hk ' RN with N =
∑d
k=1 nk. We indicate vectors in the product space
as x ∈⊕dk=1Hk. We write
x = (x1, . . . , xd) or x = x1 ⊕ . . .⊕ xk. (2.1.1)
Let each space Hk be endowed with a (non-isotropic) family of dilations as in Definition 1.2.3.
By choosing homogeneous coordinates on Hk for every k ∈ {1, . . . , d} we can write xk =
(xk,1, . . . , xk,nk) and r · xk = (rλk,1xk,1, . . . , rλk,nkxk,nk) where λk,l are the exponents of the
dilations relative to the lth coordinate in Hk. The product space
⊕d
k=1Hk inherits the dilation
structure. As a matter of fact a natural family of dilations on
⊕d
k=1Hk is given by
r · x = (r · x1, . . . , r · xd).
Let qk be the homogeneous dimensions of Hk given by qk =
∑nk
l=1 λk,l. Then the homogeneous
dimension of
⊕d
k=1Hk is Q =
∑d
k=1 qk and xk,l with k ∈ {1, . . . , d} and l ≤ nk are a set of
homogeneous coordinates.
However
⊕d
k=1Hk has a more complex homogeneous structure. The dilations on each factor
are independent so we can introduce a multi-parameter family of dilations by setting
r · x def= (r1 · x1, . . . , rd · xd) (2.1.2)
for every r = (r1, . . . , rd) ∈ (R+)d. In this multi-parameter notation we will indicate the set of
topological and homogeneous dimensions of the factors as n = (n1, . . . , nd) and q = (q1, . . . , qd)
respectively. By abuse of notation we will indicate the 96 homogeneous norms on the factors
of
⊕d
k=1Hk by ‖·‖. It will be clear to which norm we are referring to because of the different
vectors they are applied to. Possible equivalent homogeneous norms on
⊕d
k=1Hk are
‖x‖ = ‖x1‖+ . . .+ ‖xd‖
‖x‖ = max
k∈{1,...d}
‖xk‖
‖x‖ =
(
‖x1‖2 + . . .+ ‖xd‖2
)1/2
.
The last of these three is smooth if the homogeneous norms on each space are smooth.
It is useful to notice that one can reason conversely. Suppose that the Euclidean space
RN is endowed with a one-parameter (non-isotropic) family of dilations as in 1.2.3. A multi-
parameter, or product space, structure can be introduced by choosing a product decomposition
RN = ⊕dk=1Hk where {Hk}k∈{1,...,d} are a set of subspaces invariant with respect to the given
family of dilations. The dilations on RN restrict to each Hk independently and provide each
subspace Hk with a family of dilations. These structures in turn provide RN with a multi-
parameter structure.
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Finally, we also use the following notations when dealing with product spaces. It is useful
to introduce multi-indexes when working with derivatives on product spaces. In particular if
αk ∈ Nnk are multi-indexes on each factor Hk then we write the multi-index
α
def
= (α1, . . . , αd) (2.1.3)
where we admit the expressions
xα
def
=
d∏
k=1
xαkk =
d∏
k=1
nk∏
j=1
x
αk,j
k,j and ∂
α
xϕ
def
= ∂α1x1 . . . ∂
αd
xd
ϕ (2.1.4)
for any smooth function ϕ on
⊕d
k=1Hk.
Let J ⊂ {1, . . . , d} be a subset of indexes relative to a given product structure on RN . We
indicate by HJ the product space
⊕
j∈J Hj intended both as a subspace of
⊕d
k=1Hk ' RN and
separately as an abstract vector space. If x ∈ ⊕dk=1Hk then xJ def= piHJ (x) where piHJ is the
canonical projection from
⊕d
k=1Hk onto HJ . In this case also xJ can be seen as a vector in R
N
or it can be naturally identified as an abstract vector in HJ . We indicate by H(J)
def
= HJc with
Jc = {1, . . . , d} \ J . Once again if we identify HJ and H(J) as subspaces of RN then we can
write for any x ∈ RN the equality x = xJ ⊕ x(J). If J consists of only one element j then we
have xJ = xj . Analogously we will write x(j)
def
= x(J) with J = {j}. A similar notation applies
to multi-indexes. The multi-index αJ ∈ N|J | is such that
αJ = (αj1 , . . . , αj|J|) (2.1.5)
with J = {j1, . . . , j|J |}. However, by a slight abuse of notation, when we write the multi-index
αJ applied to vectors in the product space x we mean
αJk =
{
αk if k ∈ J
0 if k /∈ J
so that for example the equality
xα = xαJxα(J)
holds. We can also easily define the size of multi-indexes. We have that ‖α‖ = ‖α1‖+ . . .+‖αd‖
is the homogeneous size of the multi-index α and |α| = |α1|+ . . .+ |αd| is the standard size.
Dealing with multi-parameter homogeneous theory we recur heavily to dilations of functions.
Given a function f on
⊕d
k=1 ' RN , forR ∈ (R+)d we define the rescaled function in the following
way:
f (R)(x)
def
= R−qf(R−1 · x) = R−q11 . . . R−qdd f(R−11 · x1, . . . , R−1d · xd). (2.1.6)
This rescaling dilates the function f by a factor R but it maintains its L1 norm and its integral.
Product Sobolev spaces
On Euclidean product spaces we also introduce functional spaces that take in account the dif-
ferentiability properties of functions. Since we are dealing with Euclidean spaces it is straight-
forward to generalize Hs Sobolev spaces.
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Definition 2.1.4 (Product Sobolev spaces).
Let RN =
⊕d
k=1Hk be a product space and let s = (s1, . . . , sd) ∈ Rd be a multi-order. The
product Sobolev space Hs
(⊕d
k=1Hk
)
is the space of tempered distributions f such that f̂ is
locally integrable and has finite Hs norm
‖f‖2Hs
def
=
ˆ
RN
d∏
k=1
(1 + ‖ξk‖2)sk |f̂(ξ)|2dξ. (2.1.7)
The space Hs
(⊕d
k=1Hk
)
endowed the norm (2.1.7) is a Hilbert space.
Notice that the Sobolev norm makes use of the homogeneous norm for the weight on the
Fourier transform side. It is also useful to introduce standard isotropic product Sobolev spaces
even when working with factors with non-isotropic delations.
For product spaces we have the following lemma that is a direct adaptation of results for
classical Sobolev spaces.
Lemma 2.1.5.
Let f̂ ∈ Hs(RN ) with s such that sk > qk/2 for all k ∈ {1, . . . , d}. Then f ∈ L1(RN ) and if
ε ∈ (R+)d is such that sk > qk/2 + εk thenˆ
RN
|f(x)|(1 + ‖x1‖)ε1 . . . (1 + ‖xd‖)εddx < Cε
∥∥∥f̂∥∥∥
Hs
In particular, for such s and ε, Hs(RN ) ⊂ C0(RN ) and the inclusion is continuous.
2.1.2 Distributions, product distributions and (partial) duality
We now proceed with some preliminary questions of notation and basic properties of distri-
butions on product spaces. Suppose, as before, that we are working on a product space⊕d
k=1Hk ' RN . Given a distribution K ∈ S′(RN ), by an abuse of notation, we indicate
with ˆ
RN
K(x)ϕ(x) dx
def
= 〈K; ϕ〉 (2.1.8)
the duality pairing with any ϕ ∈ S(RN ). On the other hand given a test functions ϕk ∈ S(Hk)
for all k ∈ {1, . . . , d} we can naturally construct the test function
ϕ1 ⊗ . . .⊗ ϕd(x) def=
d∏
k=1
ϕk(xk). (2.1.9)
The mapping
⊗
:×dk=1 S(Hk)→ S(RN ) thus defined is continuous and multi-linear.
Since RN is endowed with a product structure it is often useful to consider partial duality
pairings. For any ψ ∈ S(Hk) we defineˆ
Hk
K(x)ψ(xk)dxk
as the distribution in S′(H(k)) given by the relation〈ˆ
Hk
K(x)ψ(xk)dxk; ϕ
〉
def
= 〈K; ϕ⊗ ψ〉 =
ˆ
RN
K(x)ψ(xk)ϕ(x(k)) dx (2.1.10)
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for any ϕ ∈ S(H(k)). More in general for any subset of indexes J ⊂ {1, . . . d} and for any
ψ(xJ) ∈ S(HJ) and ϕ(x(J)) ∈ S(H(J)) we have〈ˆ
H(J)
K(x)ψ(xJ)dxJ ; ϕ
〉
=
〈ˆ
HJ
K(x)ϕ(x(J))dx(J); ψ
〉
def
=
ˆ
K(x)ψ(xJ)ϕ(x(J))dx
(2.1.11)
Many results from standard distribution theory can be adapted to this product setting. We
define partial convolution with a Schwartz function ϕ ∈ S(HJ) as
ϕ ∗J K(x) =
ˆ
HJ
ϕ(xJ − yJ)K
(
yJ ⊕ x(J)
)
dyJ . (2.1.12)
We have that the duality relation for convolution assumes the following form:
ˆ
RN
(ϕ ∗J K) (x)ψ(x)dx =
ˆ
RN
K(x) (ϕˇ ∗J ψ) (x)dx (2.1.13)
where ϕˇ
def
= ϕ ◦ (− Id) and the relation holds for ϕ ∈ S(HJ) and ψ ∈ S(RN ). It is easy to see
that if ϕn ∈ S(HJ) is an approximate identity then ϕn ∗J K ⇀ K.
Special product test functions
In the study of singular integrals we frequently use some test functions with special properties.
Most of the times the special properties we ask are not strictly necessary, but are included
to simplify otherwise more cumbersome proofs or properties. Here we recall some of these
cases and ask some additional properties to make these classes of functions well suited for a
multi-parameter theory.
We begin with cutoff functions.
Definition 2.1.6 (Product cutoff functions).
Let ηk(xk) ∈ D(Hk) be cutoff functions on Hk for every k ∈ {1, . . . , d} as defined in 1.2.7. We
say that
η(x)
def
=
 d⊗
k=1
ηk
 (x) = d∏
k=1
ηk(xk) (2.1.14)
is a product cutoff function.
Now we turn to approximate identities.
Definition 2.1.7 (Product approximate identities).
Let (ϕk,n)n∈N ∈ D(Hk) be an approximate identity on Hk for every k ∈ {1, . . . , d}. We call
(ϕn)n∈N ∈ D(RN ) a product approximate identity when
ϕn(x)
def
=
 d⊗
k=1
ϕk,n
 (x) = d∏
k=1
ϕk,n(xk). (2.1.15)
As approximate identities we will take rescaled L1-normalized cutoff functions:
ϕk,n(xk) =
η
(2−n)
k (xk)´
Hk
ηk(xk)dxk
ϕn(x) = ϕ
(2−n)(x). (2.1.16)
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2.2 Product kernels
We will now proceed to introduce new class of singular integrals that generalize Caldero´n-
Zygmund kernels to product space. In Section 1.2 of the introduction we have seen that the
class of Caldero´n-Zygmund kernels is naturally adapted to a one-parameter family of dilations.
On product spaces it is natural to introduce a multi-parameter dilation structure and to study
multi-parameter homogeneity. The most direct approach to multi-parameter theory is to start
with tensor products of Caldero´n-Zygmund kernels on product spaces.
From the point of view of the associated operators, product kernels also tend to appear
naturally. Consider the Euclidean space R2 = R⊕R considered as a product space and the two
operators given by the Hilbert transforms along the coordinates
H1ϕ def= ϕ ∗x1 PV 1/x1
H2ϕ def= ϕ ∗x2 PV 1/x2
where (
ϕ ∗x1 PV 1/x1
)
(x1, x2) = lim
ε→0
ˆ
|s|>ε
ϕ(x1 − s, x2)s−1ds (2.2.1)
and H2 is defined similarly. These operators are initially defined on test functions in S(R2) and
the relation (2.2.1) is meaningless for functions ϕ in other spaces like Lp since any line has zero
Lebesgue measure. However these operators do admit a bounded extension to Lp(R2). Even
though the one-coordinate Hilbert transforms are not, per se, Caldero´n-Zygmund operators, we
can adapt the result 1.2.13 that gives the Lp boundedness of the Hilbert transform to our case.
We can interpret x2 as a parameter and seeing H1 as the one-dimensional Hilbert transform H.
For ϕ ∈ S(R2) we write
‖H1ϕ‖Lp(R2) =
(ˆ
R2
∣∣∣∣PV ˆ ϕ(x1 − s, x2)s−1ds∣∣∣∣p dx
)1/p
= (2.2.2)
(ˆ
R
∥∥Hϕ(·, x2)∥∥pLp(R) dx2)1/p < C (ˆ
R
∥∥ϕ(·, x2)∥∥pLp(R) dx2)1/p = (2.2.3)
C
(ˆ
R2
∣∣ϕ(x1, x2)∣∣p dx)1/p = C ‖ϕ‖Lp(R2) . (2.2.4)
Otherwise the existence of a bounded extension follows using the formalism expressed in Section
2.1, dedicated to product spaces. Theorem 2.1.3 allows us to see Lp(R2) as Lp(R;Lp(R)) through
the mapping y 7→ ϕ(·; y). H1 acts as a Hilbert transform on Lp(R), the target space of the above
mapping. So H1ϕ is associated with the mapping y 7→ Hϕ(·; y). Since H is a bounded linear
operator the mapping y 7→ Hϕ(·; y) is in Lp(R;Lp(R)) and
‖H1ϕ‖Lp(R2) =
∥∥y 7→ Hϕ(·; y)∥∥
Lp(R;Lp(R)) ≤ C
∥∥y 7→ ϕ(·; y)∥∥
Lp(R;Lp(R)) = ‖ϕ‖Lp(R2) (2.2.5)
where C is the Lp − Lp norm of the Hilbert transform. The same boundedness result can be
stated for H2 thus the composition operators H1◦H2 and H2◦H1 are well defined. Furthermore
both H1 and H2 are translation invariant and so are the composition operators. By Schwartz’s
kernel theorem H1 ◦ H2 and H2 ◦ H1 are given by convolutions with some distribution. It is
natural to try to determine the properties of these kernels. By taking the Fourier transform
of ϕ we see that H1 and H2 act by multiplication by −i sign(ξ1) and −i sign(ξ2) respectively.
Thus the two operators commute
H1 ◦ H2 = H2 ◦ H1
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and the associated multiplier is
− sign(ξ1ξ2)
Since H1 and H2 commute and they act independently on the variables x1 and x2 i.e. they
respect the product space nature of R2 we will write the composition operator as
H1 ◦ H2 = H2 ◦ H1 = H(x1)⊗H(x2).
It is tempting to write that H(x1)⊗H(x2) is given by integration with the kernel 1/x1x2, however
this kernel has a non-integrable singularity at the origin. Since the associated kernel K is odd
in each variable one can actually write something similar to principal value integral
〈K; ϕ〉 = lim
ε1→0+
ε2→0+
ˆ
|x1|>ε1
|x1|>ε2
ϕ(x1, x2)
x1x2
dx1dx2 =
1
4
lim
ε1→0+
ε2→0+
ˆ
|x1|>ε1
|x1|>ε2
ϕ(x1, x2)− ϕ(−x1, x2)− ϕ(x1,−x2) + ϕ(−x1,−x2)
x1x2
dx1dx2.
The last expression is clearly a convergent integral so the limit is well defined.
The Hilbert transform was the starting point and the test case for Caldero´n-Zygmund theory.
In much the same way as above we could define tensor products of Caldero´n-Zygmund kernels
and operators. Product kernels arise when we try to define a class that includes tensor products
of Caldero´n-Zygmund kernels but are not necessarily representable as independently acting on
the variables of a product space. One can think of product kernels as a completion of tensor
products of Caldero´n-Zygmund kernels in a suitable topology.
2.3 Definition
The definition of product kernels on RN is closely related to the product space structure of
the space. On the other hand product kernels also possess a natural homogeneity so they
depend on the family of dilations defined on RN . For this reason we begin by fixing a product
decomposition of RN compatible with its homogeneous structure as described in Section 2.1.1.
Let us from now on suppose RN =
⊕d
k=1Hd where {Hk}k∈{1,...,d} are Euclidean spaces that are
invariant with respect to the family of dilations on RN .
The definition of product kernels has an inductive nature and it is based on the definition
of the class CZ(ν). The properties and theorems relative of these kernels will also be inspired
by the classical results and ideas relative to Caldero´n-Zygmund kernels. In the same way as we
did for Caldero´n-Zygmund kernels in 1.2.9 we do not use the Fourier transform in the definition
but we make use of the cancellation property that is expressed using the duality pairing with
normalized bump function defined in 1.2.8.
In much the same way as we did for multi-indexes in (2.1.3) we define multi-orders for
kernels. A multi-order relative to the product decomposition RN =
⊕d
k=1Hk is
ν = (ν1, . . . , νd) ∈ Rd. (2.3.1)
As usual for any subset J ⊂ {1, . . . , d} we define the multi-order νJ ∈ R|J | relative to the
product space HJ so that
νJ = (νj1 , . . . , νj|J|). (2.3.2)
For any j ∈ {1, . . . , d} we have that the multi-order ν(j) relative toH(j) is (ν1, . . . , νj−1, νj+1, . . . , νd).
The other definitions and remarks made for multi-indexes in Section 2.1.1 hold accordingly.
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Definition 2.3.1 (Product Kernel).
Consider a product decomposition {Hk}k∈{1,...,d} of RN of length d and an associated multi-order
ν = (ν1, . . . νd) ∈ Rd.
For d = 1, the class of product kernels PK{Hk}(ν) coincides with CZ(ν1) on RN as defined
in 1.2.9. We say that a family of kernels in CZ(ν1) is uniformly bounded if the inequalities
(1.2.4) and (1.2.5) hold with uniformly bounded constants.
For d > 1, we say that a distribution K ∈ S′(RN ) is of class PK{Hk}(ν) if, away from all
the coordinate subspaces H⊥k = {x ∈ RN | xk = 0} with k ∈ {1, . . . , d}, K coincides with a
smooth function i.e.
K
∣∣
RN\
(⋃d
k=1H
⊥
k
) ∈ C∞
RN \ d⋃
k=1
H⊥k

and it satisfies the following two kinds of conditions:
Size conditions∣∣∂αxK(x)∣∣ = ∣∣∣∂α1x1 . . . ∂αdxdK(x)∣∣∣ ≤ Cα ‖x1‖−q1−ν1−‖α1‖ . . . ‖xd‖−qd−νd−‖αd‖ (2.3.3)
for all x /∈ ⋃dk=1H⊥k and for any multi-index α.
Cancellation conditions For every k ∈ {1, . . . , d} the distributions
Rνk
ˆ
K(x)ϕ(R−1 · xk)dxk (2.3.4)
obtained by contracting K with all possible rescaled bk-normalized bump functions ϕ on
the subspace Hk, where
bk = b(νk) = min{b ∈ N | b > νk},
are a family of product kernels of order ν(k) on H(k) relative to the decomposition
{
Hj
}
j 6=k,
uniformly bounded with respect to R > 0 and to ϕ.
We say that a family of kernels in PK{Hk}(ν) is uniformly bounded if the bounds arising induc-
tively from (2.3.3) and (2.3.4) on all the kernels of the family are uniformly bounded.
For any given product decomposition {Hk} and for any multi-order ν the class PK{Hk}(ν)
is a vector space. We will usually omit the dependence of the class on the given product
decomposition by simply writing PK(ν). This class, as a vector space, has a natural Fre´chet
space topology. As a matter of fact one can get a countable family of semi-norms by taking the
lower bound of the constants that appear inductively from the conditions (2.3.3) and (2.3.4) in
the definition. Explicitly these semi-norms are given in a non-inductive manner by the following
expressions.
Definition 2.3.2 (Semi-norms on product kernels).
Let K ∈ PK{Hk}(ν) on RN associated with a product decomposition {Hk}k∈{1,...,d} with d terms.
For any J ⊂ {1, . . . , d} let {j1, . . . , j|J |} be the elements of J and {j|J |+1, . . . , jd} be the
elements of {1, . . . , d} \ J . Then for any N ∈ N we define the semi-norm
P νJ,N (K) = sup
∑
‖α‖≤N
∣∣∣∣∣ ∥∥∥xj|J|+1∥∥∥qj|J|+1+νj|J|+1+
∥∥∥αj|J|+1∥∥∥
. . .
∥∥xjd∥∥qjd+νjd+‖αjd‖Rνj11 . . . Rνj|J||J |
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ˆ
HJ
∂
αj|J|+1
xj|J|+1 . . . ∂
αjd
xjd
K(x)ϕj1(R
−1
1 · xj1) . . . ϕj|J|(R−1|J | · xj|J|)dxj1 . . . dxj|J|
∣∣∣∣∣
where the upper bound is taken over all independent scales R ∈ (R+)|J | and over all bj-
normalized bump functions ϕj ∈ C∞c
(
BHj (0, 1)
)
with j ∈ J and bj = b(νj) = min{b ∈ N |
b > νj}, and over all points (xj|J|+1 , . . . , xjd) such that xj ∈ Hj \ {0} for j /∈ J .
As J varies over the subsets of {1, . . . , d} and N ∈ N we obtain a countable family of
semi-norms on PK(ν). For details on Fre´chet spaces we refer to [Rud91].
It is actually necessary to check that this family of semi-norms separate points and also
that the resulting metric space is complete. We will get to proving these two facts in the next
section dedicated specifically to questions of topology. These considerations allows us to refer to
a family with uniformly bounded constants appearing inductively from conditions (2.3.3) and
(2.3.4) as a bounded family of PK(ν) kernels.
Remark 2.3.3.
Due to the inductive nature of the definition of product kernels the proofs of many properties
will also be inductive. For ease of notation it is useful to notice that the inductive definition can
be stated starting from d = 0. As a matter of fact for d = 0 let us define PK(ν) as simply the
space of constants. Then Definition 1.2.9 for CZ(ν) coincides with the first inductive step in
Definition 2.3.1. In most of the successive proofs, we will use an induction argument starting
from d = 0.
2.4 Topology and basic properties
This section is dedicated to the study of the topology of the spaces PK(ν). PK(ν) as vec-
tor space possesses two important topologies. The first one, that originates from the already
mentioned the semi-norms defined in 2.3.2, is the so called strong topology. However PK(ν)
also inherits the weak-* topology as a subspace of S′(RN ). We deal here with some properties
of these topologies. We state some useful approximation properties and well-behaved approx-
imation methods. After that we deal with the relationship between the weak-* and strong
topologies on PK(ν). Finally we prove that the definition of product kernels is tolerant towards
the normalization orders in the cancellation condition (2.3.4).
A very important result useful to study product kernels is given by a generalization of
Hadamard’s Lemma for product test functions. As a matter of fact this version of the Hadamard’s
lemma enables us see how close a test function on a product space is to a tensor product of test
functions on the factors.
Lemma 2.4.1 (Generalized Hadamard’s lemma).
Let ϕ ∈ S(RN ) with RN = ⊕dk=1Hk. Let ηk be some cutoff functions on Hk and let η be the
associated product cutoff function. For arbitrary orders m1, . . . ,md ∈ N the following decompo-
sition holds:
ϕ(x) =
∑
|α1|<m1
...
|αd|<md
∂αxϕ(0)
α!
xαη(x) +
∑
J⊂{1,...,d}
J 6=∅
∑
|αj|=mj j∈J
|αk|<mk k/∈J
x
α(J)
(J) η(J)(x(J))x
αJ
J ψα(x) (2.4.1)
where ψα are smooth remainder terms that depend only on the coordinates xj with j such that∣∣αj∣∣ = mj. The remainder terms ψα depend linearly on ϕ and they are normalized with respect
to ϕ in the sense that we have the following estimate for the Schwartz norms:∥∥(1 + |x|)aψα∥∥Cb ≤ Cb,α ∥∥(1 + |x|)aϕ∥∥Cb+|α| a, b ∈ N.
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Furthermore if ϕ is compactly supported then ψα are also supported on compact sets dependent
on the support of ϕ but not on ϕ itself.
It is important to notice that here we are dealing with the standard size of the multi-indexes.
This decomposition is independent of the homogeneous structure on RN .
Proof. We do a triple induction the number of product factors d in the decomposition of RN ,
on the orders mk and on the dimension of the single spaces Hk.
We proceed in the inverse order. First let us suppose d = 1 and m1 = 1. Let the dimension
of the single factor be n1 = 1. Take
ψ(x) =
{
ϕ(x)−ϕ(0)η(x)
x if x 6= 0
0 if x = 0
and write the decomposition ϕ(x) = ϕ(0)η(x) + xψ(x). If ϕ is compactly supported on [−R,R]
for some R > 0 then the support of ψ is contained in the set (sptϕ ∪ spt η) ⊂ [−(R∨1); +(R∨1)].
By setting f(x) = xψ(x) = ϕ(x)− ϕ(0)η(x) we get
ψ(x) =
f(x)
x
=
´ x
0 f
′(s)ds
x
=
ˆ 1
0
f ′(tx)dt
and
Dbψ(x) = Db
(
f(x)
x
)
=
ˆ 1
0
tbDb+1f(tx)dt.
It now suffices to notice that∥∥(1 + |x|)af(x)∥∥
Cb
=
∥∥∥(1 + |x|)a (ϕ(x)− ϕ(0)η(x))∥∥∥
Cb
≈ ∥∥(1 + |x|)aϕ∥∥
Cb
.
The linearity of the mapping ϕ 7→ ψ that associate to a given ϕ the remainder term ψ is given
by construction.
Now suppose that we are working on RN with N = n1 > 1. Write down x = (x1, x′) where
x1 is the first coordinate and x
′ are the last n1 − 1 coordinates that we consider parameters.
By the induction hypothesis we have the decomposition
ϕ(x1, x
′) = ϕ(0, x′)η(x1) + x1ψ1(x1, x′) (2.4.2)
We can now apply the induction hypothesis again to ϕ(0, x′) to get
ϕ(x1, x
′) = ϕ(0)η(x1)η(x′) +
n1∑
j=2
η(x1)xjψj(0, x
′) + x1ψ1(x1, x′).
The normalization of ψ1 is evident by setting f(x) = ϕ(x1, x
′)− ϕ(0, x′)η(x1) and writing
∂αx
(
f(x1, x
′)
x1
)
=
ˆ 1
0
tα1DαD1f(tx1, x
′)dt.
The normalization for the other terms follows by the induction hypothesis. Once again linearity
is obvious by construction. We have proved the lemma for order m = 1 and for trivial product
decompositions of RN with arbitrary N .
If m > 1 then by the induction hypothesis we have the decomposition
ϕ(x) =
∑
|α|<m−1
∂αϕ(0)
α!
xαη(x) +
∑
|α|=m−1
xαψα(x) (2.4.3)
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with ψα normalized with respect to ϕ in the sense that∥∥(1 + |x|)aψα∥∥Cb < Cb,α ∥∥(1 + |x|)aϕ∥∥Cb+|α| .
Applying the induction hypothesis again with m = 1 to the remainder terms ψα we get
ψα(x) = ψα(0)η(x) +
n1∑
j=1
xjψ˜α,j(x)
and substituting into (2.4.3) we obtain
ϕ(x) =
∑
|α|<m−1
∂αϕ(0)
α!
xαη(x) +
∑
|α|=m−1
ψα(0)x
αη(x) +
∑
|α|=m−1
xjx
αψ˜α,j(x). (2.4.4)
The remainder terms are normalized since∥∥∥(1 + |x|)aψ˜α,j∥∥∥
Cb
< Cb,1
∥∥(1 + |x|)aψα∥∥Cb+1 < Cb,m ∥∥(1 + |x|)aϕ∥∥Cb+m
by the induction hypothesis. For any given α such that |α| = m− 1 taking the α derivative in
0 of (2.4.4) yields
∂αϕ(0) = α!ψα(0)
and this gives the needed equality. The procedure adapted in the proof was constructive and
linear. So the mapping from ϕ to the remainder terms is linear.
Now we prove the induction on d. Suppose d > 1 and write x = (x1,x(1)) where x1 are
the first subspace coordinates and x(1) are the last d − 1 coordinates that we initially see as
parameters. By applying the induction hypothesis along x1 we get the decomposition
ϕ(x) =
∑
|α1|<m1
∂α1x1 ϕ(0,x(1))
α1!
xα11 η1(x1) +
∑
|α1|=m1
xα11 ψα1(x1,x(1)). (2.4.5)
For any given α1 such that |α1| = m1 the mapping ϕ(·,x(1)) 7→ ψα1(·,x(1)) is linear. As
a consequence
∥∥ψα1∥∥Cb < Cb,α1 ‖ϕ‖Cb+m . As a matter of fact by boundedness and linearity
∂βx(1)ψα1(·,x(1)) is the remainder obtained by applying the decomposition to ∂βx(1)ϕ(·,x(1)) so∥∥∥∥∥∥
d∏
k=1
(1 + |xk|)a∂βx(1)ψα1(·,x(1))
∥∥∥∥∥∥
Cb
< Cb,α1
∥∥∥∥∥∥
d∏
k=1
(1 + |xk|)a∂βx(1)ϕ(·,x(1))
∥∥∥∥∥∥
Cb+m1
<
Cb,α1
∥∥∥∥∥∥
d∏
k=1
(1 + |xk|)aϕ
∥∥∥∥∥∥Cb+m1+|β|
and this gives the normalization∥∥∥∥∥∥
d∏
k=1
(1 + |xk|)aψα1(x)
∥∥∥∥∥∥
Cb
< Cb,α1
∥∥∥∥∥∥
d∏
k=1
(1 + |xk|)aϕ(x)
∥∥∥∥∥∥
Cb+m1
.
Now we apply the induction hypothesis and a reasoning similar to the above to ψα1 for all
|α1| = m1 keeping x1 as a parameter. We also apply the induction hypothesis to the terms of
the sum ∑
|α1|<m1
∂α1x1 ϕ(0,x(1))
α1!
xα11 η1(x1).
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We get
ϕ(x) =
∑
|α1|<m1
...
|αd|<md
∂αxϕ(0)
α!
xαη(x) +
∑
|α1|<m1
∑
J⊂{2,...,d}
J 6=∅
∏
k∈{1,...,d}\J
ηk(xk)
∑
|αk|<mk k∈{2,...,d}\J
|αj|=mj j∈J
xαψ˜α(0,x(1)) +
∑
|α1|=m1
∑
J⊂{2,...,d}
J 6=∅
∏
k∈{2,...,d}\J
ηk(xk)
∑
|αk|<mk k∈{2,...,d}\J
|αj|=mj j∈J
xαψ˜α(x) (2.4.6)
The inductive hypothesis gives the normalization property for the remainders, the compact-
ness of the support as functions of x(1), and finally the independence along those coordinates for
which αk < mk. The linearity of the mapping to the remainders is given by construction. Fur-
thermore the normalization property gives us that the remainder terms have compact support.
In fact ψα1(·,x(1)) are non-zero functions only for a compact set of parameters x(1).
Together with Hadamard’s Lemma we need a technical preliminary result before we proceed
to prove the properties in the next sections.
Lemma 2.4.2 (Complete local integrability for all negative orders).
Let K ∈ PK(ν). Then given a multi-index α such that νk − ‖αk‖ < 0 for all k ∈ {1, . . . , d}
the kernel xαK(x) coincides with a locally integrable function on the whole RN that is given by
xαK(x) on RN \⋃dk=1H⊥k .
Proof. Consider the function F (x) = xαK(x) defined everywhere on RN except on the set⋃d
k=1H
⊥
k of zero Lebesgue measure. Due to the size condition (2.3.3) on K(x) we have that F
is locally integrable on RN . We now prove that xαK(x) coincides with integrating against F
on RN by showing this to be true for all test functions ϕ(x) ∈ D(RN ) of the type ⊗dk=1 ϕk(xk)
with ϕk ∈ D(Hk). Since linear combinations of these types of functions are dense in S(RN ) this
proves our lemma. Choose cutoff functions ηk(xk) on Hk for all k ∈ {1, . . . , d} and a parameter
0 < r ≤ 1. We write
ˆ
RN
xαK(x)ϕ(x)dx =
ˆ
RN
K(x)
d∏
k=1
(xk)
αk(1− ηk)(r−1 · xk)ϕk(xk)dx+
∑
J⊂{1,...,d}
J 6=∅
ˆ
H(J)
ˆ
HJ
r‖αJ‖K(x)
∏
j∈J
(r−1 · xj)αjηk(r−1 · xj)ϕj(xj)dxJ
∏
k/∈J
(xk)
αk(1− ηk)(r−1 · xk)ϕk(xk)dx(J).
For the first term we have
ˆ
RN
K(x)
d∏
k=1
(xk)
αk(1− ηk)(r−1 · xk)ϕk(xk)dx =
ˆ
RN
F (x)
d∏
k=1
(1− ηk)(r−1 · xk)ϕk(xk)dx
and if r → 0 then
ˆ
RN
K(x)
d∏
k=1
(xk)
αk(1− ηk)(r−1 · xk)ϕk(xk)dx→
ˆ
RN
F (x)ϕ(x)dx.
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For all the other terms notice that if j ∈ J then (r−1 · xj)αjηk(r−1 · xj)ϕj(xj) are r-rescaled
versions of x
αj
j ηk(xj)ϕj(r · xj) that, up to a constant depending on ϕj , are bj-normalized bump
functions.
For each J ⊂ {1, . . . , d} with J 6= ∅
ˆ
HJ
K(x)
∏
j∈J
rνj (r−1 · xj)αjηk(r−1 · xj)ϕj(xj)dxJ
are uniformly bounded in PK(ν(J)) for r ∈ (0; 1] and since νj −
∥∥αj∥∥ < 0 the kernels
ˆ
HJ
r‖αJ‖K(x)
∏
j∈J
(r−1 · xj)αjηk(r−1 · xj)ϕj(xj)dxJ → 0
in the strong topology on PK(ν(J)) as r → 0. This means that on H(J)
⋃
k/∈J H
⊥
k the kernels
x
α(J)
(J)
ˆ
HJ
r‖αJ‖K(x)
∏
j∈J
(r−1 · xj)αjηk(r−1 · xj)ϕj(xj)dxJ
are, up to a constant, dominated by the locally integrable function
∏
k/∈J x
αk
k ‖xk‖−qk−νk and
converge a.e. to 0. Since
∏
k/∈J(1− ηk)(r−1 · xk)ϕk(xk) are supported away from
⋃
k/∈J H
⊥
k and
are L∞ bounded we have by Lebesgue’s dominated convergence theorem that
ˆ
H(J)
ˆ
HJ
r‖αJ‖K(x)
∏
j∈J
(r−1 · xj)αjηk(r−1 · xj)ϕj(xj)dxJ∏
k/∈J
(xk)
αk(1− ηk)(r−1 · xk)ϕk(xk)dx(J) → 0
as r → 0 for any J ⊂ {1, . . . , d}. So passing to the limit we have
ˆ
RN
xαK(x)ϕ(x)dx =
ˆ
RN
F (x)ϕ(x)dx.
2.4.1 Weak and strong topologies
In this section we turn to the relationship between different vector space topologies on PK(ν).
As shown above, the vector space PK(ν) has both a strong topology and the weak-* topology
inherited as a subspace of S′(RN ). We write Kn ⇀ K if Kn converges in the weak-* (distribu-
tional) topology to K and distinguish from the strong convergence indicated as Kn → K.
The first useful, albeit trivial, fact is that the family of semi-norms on PK(ν) separates
points. If all constant in the inequalities that arise inductively from (2.3.4) and (2.3.3) are
identically zero then the kernel cannot be non-zero. It is sufficient to approximate such a kernel
K by convolving with an product approximate identity as defined in 2.1.7.
Proposition 2.4.3 (The semi-norms separate points).
Let K be a product kernel with all norms in 2.3.2 equal to 0. Then the kernel is trivial.
Proof. Let ϕn be a product approximate identity. ϕn ∗K ⇀ K and ϕn ∗K ⇀ K are smooth
functions given by
ϕn ∗K(x) =
ˆ
RN
ϕ(x− y)K(y)dy
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But y 7→ ϕ(x−y) = ∏dk=1 ϕk(xk−yk) is a tensor product of some-how rescaled bump functions.
Using the fact that the norm P νJ,0 from Definition 2.3.2 with J = {1, . . . , d} is 0 we get ϕn ∗K =
0.
Proposition 2.4.4 (Weak-* and strong topologies).
For any ν the following relations between the strong topology and the weak-* topology hold on
PK(ν):
1. The strong topology is finer than the weak-* topology on PK(ν).
2. For any bounded set V ∈ S(RN ) and any ε > 0 there is a neighborhood UV,ε of 0 in PK(ν)
such that if ϕ ∈ V and K ∈ UV,ε then
∣∣∣´RN K(x)ϕ(x)dx∣∣∣ < ε. Vice-versa for any bounded
set U ∈ PK(ν) and any ε > 0 there is a neighborhood VU,ε of 0 in S(RN ) such that if
ϕ ∈ VU,ε and K ∈ U then
∣∣∣´RN K(x)ϕ(x)dx∣∣∣ < ε.
3. On bounded sets of PK(ν) weak-* convergence can be verified only on a dense subset of
test functions.
4. On bounded sets of PK(ν) the weak-* convergence implies strong convergence.
5. The weak-* closure in S′(RN ) of a bounded set in PK(ν) is a closed subset of PK(ν).
6. The semi-norms on PK(ν) are lower semi-continuous with respect to the weak-* conver-
gence.
Proof. 1. The strong topology on PK(ν) is a metric vector space topology so all we need
to check is that Kn → 0 implies Kn ⇀ K for any sequence (Kn)n∈N . For any fixed test
function ϕ(x) ∈ S(RN ) we apply Lemma 2.4.1 and write
ˆ
RN
Kn(x)ϕ(x)dx =
∑
|α1|<m1
...
|αd|<md
∂αxϕ(0)
α!
ˆ
RN
Kn(x)x
αη(x)dx+
∑
J⊂{1,...,d}
J 6=∅
∑
|αj|=mj j∈J
|αk|<mk k/∈J
ˆ
HJ
ˆ
H(J)
Kn(x)x
α(J)
(J) η(J)(x(J))dx(J)x
αJ
J ψα(x)dxJ .
Since P ν{1,...d},0(Kn) → 0 and xαη(x), are up to a constant, normalized bump functions
we have that the terms
∂αxϕ(0)
α!
ˆ
RN
Kn(x)x
αη(x)dx
tend to 0. For the remainder terms we have that
xαJJ
ˆ
H(J)
Kn(x)x
α(J)
(J) η(J)(x(J))dx(J)
tend strongly to 0 in PK(νJ) and by Lemma 2.4.2 these kernels coincide with locally
integrable functions on HJ . Since
P νJ∅,0
(ˆ
H(J)
Kn(x)x
α(J)
(J) η(J)(x(J))dx(J)
)
→ 0
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by Lebesgue’s dominated convergence theorem we have that
ˆ
HJ
ˆ
H(J)
Kn(x)x
α(J)
(J) η(J)(x(J))dx(J)x
αJ
J ψα(x)dxJ → 0
as required.
2. The statement follows from the above proof and the normalization property of the Hadamard
decomposition 2.4.1.
3. This also is a consequence of the previous point.
4. Let us prove the statement by induction on the number of terms d in the product de-
composition of RN . For d = 0 there is nothing to prove. Suppose that d ≥ 1 and the
statement is true for all product spaces of up to d− 1 factors.
Suppose that (Kn)n∈N is a bounded sequence in PK(ν) and Kn ⇀ K. By Ascoli-Arzela´
the sequence Kn
∣∣
RN\⋃dk=1H⊥k is pre-compact in C∞loc(RN \
⋃d
k=1H
⊥
k ). This means that a
subsequence converges on that domain to a C∞ function that respects the size conditions
(2.3.3). Furthermore any subsequence has a converging sub-subsequence and the limit
is unique by weak-* convergence of Kn and coincides with K on that domain. For any
k ∈ {1, . . . , d}, any bk-normalized bump function ϕ on Hk and any dilation parameter
R > 0 the kernels
Rνk
ˆ
Hk
Kn(x)ϕ(R
−1 · xk)dxk
are uniformly bounded in PK(ν(k)) and weakly converge to
Rνk
ˆ
Hk
K(x)ϕ(R−1 · xk)dxk.
By induction we have that
Rνk
ˆ
Hk
Kn(x)ϕ(R
−1 · xk)dxk → Rνk
ˆ
Hk
K(x)ϕ(R−1 · xk)dxk.
in the strong topology and the above kernel is in PK(ν(k)) with the same bounds as the
sequence. This proves the statement.
5. The weak-* closure of a bounded subset in PK(ν) is still a subset of PK(ν) because of
the previous statement. The weak-* topology is coarser than the strong topology so a
weak-* closed set is also closed in the strong topology.
6. This statement follows directly from the above points.
As a consequence we have the metric completeness of PK(ν)
Corollary 2.4.5 (Fre´chet space topology).
PK(ν) with the topology given by the family of semi-norms arising as the lower bounds of the
constants in (2.3.3) and (2.3.4) is a Fre´chet space.
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Proof. The countable family of semi-norms separates points. All we need to prove is the metric
completeness i.e. that all Cauchy sequences in PK(ν) converge to a kernel in PK(ν) in the
strong topology.
Consider a Cauchy sequence Kn ∈ PK(ν). By proposition 2.4.4 the strong topology on
PK(ν) is finer than the weak-* topology so, for any test function ϕ on RN , the sequence´
Kn(x)ϕ(x) dx is also a Cauchy sequence. The relationˆ
K(x)ϕ(x) dx = lim
n→∞
ˆ
Kn(x)ϕ(x) dx
defines an element K ∈ S′(RN ) that is the weak-* limit of Kn. A Cauchy sequence in PK(ν) is
necessarily bounded and so its weak-* closure is a subset of PK(ν) and so Kn ⇀ K ∈ PK(ν).
By lower semi-continuity of the semi-norms we get that Kn → K strongly in PK(ν) and this
concludes the proof.
2.4.2 Approximation
A very useful method to study singular integrals is approximating kernels in the weak-* topology
by smooth functions (possibly with compact support). This is usually done via convolution with
an approximate identity and possibly via multiplication by a cutoff function. Since product
kernels are in particular tempered distributions, the convolution with any approximate identity
yields a C∞ approximating sequence in the distributional sense. However, taking in account that
PK(ν) has also a strong topology on PK(ν), we are encouraged to develop an approximation
procedure that is well-behaved with respect to the strong topology. In particular we will aim
to approximate product kernels with C∞ functions that are uniformly bounded distributions in
PK(ν).
It is important to notice that the approximation properties for kernels in PK(ν) depend on
the order ν. In particular important properties depend on whether νk > 0, νk < 0, or νk > −qk
for any given k ∈ {1, . . . , d}
Lemma 2.4.6 (Approximation for νk > −qk).
Let G = {g ∈ {1, . . . , d} | νg ≥ −qg} and let (ϕn)n∈N , be a compactly supported product
approximate identity on HG obtained by rescaling an L1-normalized product cutoff function as
described in (2.1.16). Then ϕn ∗G K is a sequence of product kernels uniformly bounded in
PK(ν) that coincide with smooth functions away from ⋃k/∈GH⊥k and ϕn ∗G K ⇀ K.
Proof. By the general theory of distributions ϕn ∗G K weak-* converge to K since for any
ψ ∈ S(RN ), ϕˇn ∗G ψ → ψ in S(RN ). The distributions ϕn ∗G K coincide with C∞ functions
away from
⋃
k/∈GH
⊥
k . As a matter of fact the mappings
xG 7→
ˆ
HG
ϕn(xG − yG)K(x(G) ⊕ yG)dyG and x(G) 7→
ˆ
HG
ϕn(xG − yG)K(x(G) ⊕ yG)dyG
are smooth for all xG and all x(G) /∈
⋃
k/∈GH
⊥
k . The smoothness in the variable xG is the
standard result about smooth dependence of a test function - distribution duality pairing on
the translation of the test function. The smoothness in x(G) comes from the fact that by
definition ˆ
HG
ϕn(xG − yG)K(x(G) ⊕ yG) dyG
is a product kernel in PK{H(G)}(ν(G)) and thus is smooth away from
⋃
k/∈GH
⊥
k . Thus the
mapping
xG ⊕ x(G) 7→
ˆ
HG
ϕn(xG − yG)K(x(G) ⊕ yG) dyG
27
is a mapping RN \⋃k/∈GH⊥k → C that is separately smooth along the multi-coordinates xG and
x(G). However by explicitly calculating the limit we have that
∂αGxG
(ˆ
HG
ϕn(xG − yG)K(x(G) ⊕ yG) dyG
)
=
(ˆ
HG
∂αGxG ϕn(xG − yG)K(x(G) ⊕ yG) dyG
)
.
Since ∂αGxG ϕn(xG − ·) is a tensor product of bump functions on HG
x(G) 7→
ˆ
HG
∂αGxG ϕn(xG − yG)K(x(G) ⊕ yG) dyG
is continuous and thereby the whole mapping ϕn ∗G K is continuous on the need domain.
We now verify that ϕn ∗K are uniformly bounded in PK(ν).
We reason by induction on the length d of the product decomposition of RN . For d = 0
there is nothing to prove. Suppose RN = ⊕k∈{1,...,d}Hk and the above proposition is true for all
decompositions of up to d− 1 terms. For ease of notation we indicate r = 2−n and recall that,
as explained in (2.1.16), ϕn is the tensor product of renormalized cutoff functions.
Size conditions (2.3.3) To check the size conditions we distinguish the cases when ‖xk‖ . r
and ‖xk‖ > r. For any x ∈ RN let Jx =
{
j ∈ G
∣∣∣ ∥∥xj∥∥ ≤ cr} for some sufficiently large
c > 0 to be chosen subsequently depending on the triangular constant in (1.2.1) and let
the complimentary set restricted to the indexes in G be Jcx = G \ Jx. Depending on the
value of x we write
ϕn ∗G K(x) =
ˆ
HG
ϕn(xG − yG)K
(
x(G) ⊕ yG
)
dyG =
ˆ
HJcx
ˆ
HJx
K
(
x(G) ⊕ yG
) ∏
j∈Jx
r−qjηj
(
r−1 · (xj − yj)
)
dyJx

∏
k∈Jcx
r−qkηk
(
r−1 · (xk − yk)
)
dyJcx .
We have that c > 0 can be chosen sufficiently large so that ϕn(xG − yG) as a function of
yG is supported away from
⋃
k∈Jcx H
⊥
k and in particular so that
spt ηk
(
r−1 · (xk − yk)
)
⊂ {yk ∣∣ r < ‖yk‖ < C ‖xk‖}
for some large C > 0. Vice-versa for j ∈ Jx, we have that ϕn is supported close to the
respective coordinate sub-planes:
spt ηj
(
r−1 · (xj − yj)
)
⊂
{
yj
∣∣∣ ∥∥yj∥∥ < C ′r}
for some sufficiently large C ′ > 0. However this means that ηj(r−1 · xj −C ′ · yj) is, up to
a constant, a bj-normalized bump function in the yj variable.
Notice that
∂α (ϕn ∗G K) = (∂αJxϕn) ∗G (∂α(Jx)K)
and
∂αJxϕn = r
−q−‖αJx‖(∂αJxη)(r−1 · x) =
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= ⊗j∈Jx r−qj−‖αj‖(∂αjηj)(r−1 · xj)⊗k∈Jcx r−qkηk(r−1 · xk).
By much the same reasoning as above (∂αjη)(r−1 · xj − C ′ · yj) are, up to a constant,
bj-normalized bump functions in the yj variable for j ∈ Jx while (∂αkη)
(
r−1 · (xj − ·yk)
)
are supported away from H⊥k for k ∈ Jcx
Using the cancellation conditions (2.3.4) along Hj with j ∈ Jx for any α we get that∏
j∈Jx
rqj+νj+‖αj‖
ˆ
HJx
K
(
x(G) ⊕ yG
) ∏
j∈Jx
r−qj−‖αj‖ (∂αjηj) (r−1 · (xj − yj)) dyJx
are a uniformly bounded family of product kernels in PK(ν(Jx)). By the previous remarks
r−qk−‖αk‖ (∂αkηk)
(
r−1 · (xk − yk)
)
are supported away from the coordinate sub-planes so
we get by integrating∣∣∂α (ϕn ∗G K) (x)∣∣ = ∣∣(∂αJxϕn) ∗G (∂α(Jx)K) (x)∣∣ ≤
C ′′
∏
i/∈G
‖xi‖−qi−νi−‖αi‖
∏
j∈Jx
r−qj−νj−‖αj‖
∏
k∈Jcx
ˆ
r<‖yk‖<C‖xk‖
‖yk‖−qk−νk−‖αk‖ r−qkηk
(
r−1 · (xk − yk)
)
dyk ≤
C ′′
∏
i/∈G
‖xi‖−qi−νi−‖αi‖
∏
j∈Jx
∥∥xj∥∥−qj−νj−‖αj‖ ∏
k∈Jcx
‖xk‖−qk−νk−‖αk‖ ≤
C ′′
∏
k∈{1,...,d}
‖xk‖−qk−νk−‖αk‖ .
These are the necessary size conditions.
Cancellation conditions (2.3.3) We reason by induction. We need to prove that for any
k ∈ {1, . . . , d} the family of kernels
Rνk
ˆ
Hk
ϕn ∗G K(x)ψ(R−1 · xk) dxk
is uniformly bounded in PK(ν(k)) for all bk-normalized bump functions ψ on Hk and for
all R > 0.
If the cancellation occurs along Hk with k /∈ G it suffices to notice that
Rνk
ˆ
Hk
ϕn ∗G K(x)ψ(R−1 · xk) dxk = ϕn ∗G
(
Rνk
ˆ
Hk
K(x)ψ(R−1 · xk) dxk
)
.
The term inside the parenthesis is uniformly bounded so it suffices to apply the induction
hypotheses.
If, on the other hand, the cancellation occurs along Hk with k ∈ G, indicating η(r)g (xg) =
r−qgηg(r−1 · xg) one can write
Rνk
ˆ
Hk
ϕn ∗G K(x)ψ(R−1 · xk)dxk = ⊗
g∈(G\{k})
η(r)g
 ∗G\{k} Rνk ˆ
Hk
η
(r)
k ∗{k} K(x)ψ(R−1 · xk) dxk =
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 ⊗
g∈(G\{k})
η(r)g
 ∗G\{k} Rνk ˆ
Hk
K(x)
(
η
(r/R)
k ∗{k} ψ
)
(R−1 · xk) dxk = ⊗
g∈(G\{k})
η(r)g
 ∗G\{k} Rνk+qkr−qk ˆ
Hk
K(x)
(
ηk ∗{k} ψ(
R/r)
)
(r−1 · xk) dxk.
Now it suffices to notice that if r ≤ R then
(
η
(r/R)
k ∗{k} ψ
)
(2 · xk) is a bk-normalized
bump function and so
Rνk
ˆ
Hk
K(x)
(
η
(r/R)
k ∗{k} ψ
)
(R−1 · xk) dxk
is a uniformly bounded family of product kernel. Otherwise, if r > R, we have that(
ηk ∗{k} ψ(
R/r)
)
(2 · xk) is a bk-normalized bump function and so
Rνk+qkr−qk
ˆ
Hk
K(x)
(
ηk ∗{k} ψ(
R/r)
)
(r−1 · xk) dxk
is uniformly bounded since νk > −qk. The proof follows by the inductions hypothesis.
This second lemma addresses the question of approximation along those subspaces Hk for
which νk < 0.
Lemma 2.4.7 (Approximation for νk < 0).
Let K ∈ PK(ν) be a product kernel and let J = {j ∈ {1, . . . , d} | νj < 0}. Then K can be
approximated in the weak-* topology by a uniformly bounded sequence of product kernels Kn(x)
in PK(ν) with n ∈ N that are supported away from ⋃j∈J H⊥j . In particular sptKn ⊂ {x |∥∥xj∥∥ > 2−n−1} for all j ∈ J and Kn is smooth away from ⋃k/∈J H⊥k .
Proof. Consider a set of cutoff functions ηj on Hj for each j ∈ J . We prove that
Kn(x)
def
=
∏
j∈J
(1− ηj)(2−n · xj)K(x)
are uniformly bounded in PK(ν) and Kn ⇀ K. More generally this holds for any subset of
indexes J as long as νj < 0 for all j ∈ J .
We begin by proving the uniform boundedness. As usual we proceed by induction on the
number of term d in the product decomposition on RN . For d = 0 there is nothing to prove.
Now suppose that d > 1 and the boundedness is true for all product decompositions of order
up to d− 1. For ease of notation we indicate r = 2−n
Size condition (2.3.3) Write
∂αKn(x) =
∑
β+γ=αJ
∂β
∏
j∈J
(1− ηj)(r−1 · xj)
 ∂γ∂α(J)Kn(x) =
∑
β+γ=αJ
∏
j∈J
(
r−|βj|
(
∂βj (1− ηj)
)
(r−1 · xj)∂γj∂α(J)Kn(x)
)
.
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If βj 6= 0 then
(
∂βj (1− ηj)
)
(r−1 · xj) is supported on r/2 ≤
∥∥xj∥∥ ≤ r while if βj = 0 the
bound is trivial so we have∣∣∂αKn(x)∣∣ < C ∏
k∈{1,...,d}
‖xk‖−qk−νk−|αk|
as required.
Cancellation conditions (2.3.4) Suppose that the cancellation occurs along Hk, so we must
prove that for any bk-normalized bump function ϕ on Hk and for any R > 0
Rνk
ˆ
Hk
∏
j∈J
(1− ηj)(r−1 · xj)K(x)ϕk(R−1 · xk) dxk
is uniformly bounded in PK(ν(k)). If k /∈ J this is trivial since
Rνk
ˆ
Hk
∏
j∈J
(1− ηj)(r−1 · xj)K(x)ϕk(R−1 · xk) dxk =
∏
j∈J
(1− ηj)(r−1 · xj)Rνk
ˆ
Hk
K(x)ϕk(R
−1 · xk) dxk
but Rνk
´
Hk
K(x)ϕk(R
−1 · xk) dxk is uniformly bounded in PK(ν(k)) and is a product
kernel on H(k), a space with a product decomposition of d−1 factors. Using the inductive
hypothesis we get the required boundedness.
If k ∈ J then we write
Rνk
ˆ
Hk
∏
j∈J
(1− ηj)(r−1 · xj)K(x)ϕk(R−1 · xk) dxk =
∏
j∈J\{k}
(1− ηj)(r−1 · xj)Rνk
ˆ
Hk
K(x)ϕk(R
−1 · xk)(1− ηk)(r−1 · xk) dxk
Notice that ϕk(xk)(1− η)(Rr−1) is a 0-normalized bump function (bk=0). So
Rνk
ˆ
Hk
K(x)ϕk(R
−1 · xk)(1− ηk)(r−1 · xk) dxk
is uniformly bounded in PK(ν(k)) and the boundedness follows again from the induction
hypothesis.
Now we prove that Kn ⇀ K. We have that
K(x)−Kn(x) =
∑
J˜ J
∏
k∈J\J˜
ηk(r
−1 · xk)
∏
j∈J˜
(1− ηj)(r−1 · xj)K(x).
The terms ∏
k∈J\J˜
ηk(r
−1 · xk)
∏
j∈J˜
(1− ηj)(r−1 · xj)K(x)
are all uniformly bounded for r > 0 in PK(ν) by induction on |J \ J˜ |. We will now prove that
each term of the sum weak-* converges to 0. For any given term it is sufficient to prove that
convergence to 0 holds for tensor products of compactly supported test functions. This is true
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due to Proposition 2.4.4 since linear combinations of tensor products of test functions are dense
in S(RN ) and the the terms are uniformly bounded in PK(ν). For
ϕ(x) =
d⊗
k=1
ϕk(xk)
we have that for any J˜  Jˆ
RN
∏
k∈J\J˜
ηk(r
−1 · xk)
∏
j∈J˜
(1− ηj)(r−1 · xj)K(x)ϕ(x)dx→ 0
because ϕk(r · xk)ηk(xk) are 0-normalized bump functions and so, as r → 0, ∏
k∈J\J˜
rνk
 ˆ
H
J\J˜
∏
k∈J\J˜
ηk(r
−1 · xk)ϕk(xk)
∏
j∈J˜
(1− ηj)(r−1 · xj)K(x)dxJ\J˜
are uniformly bounded.
From these two lemmas we obtain several useful results about approximating kernels in
PK(ν)
Corollary 2.4.8 (Approximation by smooth functions).
Any kernel K ∈ PK(ν) can be weak-* approximated by a sequence of C∞(RN ) functions that
are uniformly bounded in PK(ν).
Proof. Let K ∈ PK(ν) and let J = {j ∈ {1, . . . , d} | νj < −qj}. Using lemma 2.4.7 construct
an approximating sequence Kn ⇀ K of kernels supported away from
⋃
j∈J H
⊥
j . For every Kn
construct an approximating sequence Kn,m ⇀ Kn by convolving with a product approximate
identity on HJc . The kernels Kn,m are uniformly bounded in PK(ν) and coincide with smooth
functions away from
⋃
j∈J H
⊥
j . However they are also supported away from
⋃
j∈J H
⊥
j since
convolving along HJc doesn’t alter this property. Thus Kn,m are smooth on the whole RN . By
a diagonal argument one extracts a sequence weakly-* converging to K.
Finally we note a basic approximation property for product kernels with kernels of bounded
support. Since we are dealing with a product structure it makes sense to distinguish the
properties of the support along different subspaces.
Definition 2.4.9 (Kernels with bounded support along subspaces).
We say a kernel K has bounded or compact support along Hk if pik (sptK) is compact in Hk,
where pik is the projection operator on the subspace Hk of RN . Equivalently K has compact
support along Hk if sptK ⊂
{
x | ‖xk‖ < R
}
for some R > 0.
A rudimentary approximation property with kernels of bounded support is given by the
following proposition. A more fine result holds allowing kernels of arbitrary order to be approx-
imated with compactly supported smooth function uniformly, however the proof involves more
delicate results on the structure and cancellation properties of kernels of PK(ν).
Lemma 2.4.10 (Approximation with kernels with bounded support).
Let K be a product kernel of order ν. If νk ≤ 0 for some k then K can be uniformly approximated
with product kernels in PK(ν) with compact support along Hk. In other words, there exists a
sequence Kn uniformly bounded in PK(ν) such that Kn ⇀ K in S′(RN ) as n → ∞ and such
that the support of every Kn is bounded along Hk for every k such that νk ≤ 0.
32
Proof. Let J be the set of indexes k such that νk ≤ 0. For every j ∈ J consider a cutoff
function ηj(xj) on Hj and let η(x) =
⊗
j∈J ηj(xj) be a product cutoff function on HJ . Setting
r = (r, . . . , r) for r > 0, we have that Kr(x)
def
= K(x)η(r−1 · x) ⇀ K(x) in S′(RN ) as r → +∞
and every Kr has bounded support along all Hj for j ∈ J .
We will pass to proving the uniform boundedness of the sequence Kr in PK(ν). We will
prove this inductively on the number d of terms in the product decomposition of RN . For d = 0
there is nothing to prove. Now suppose that RN =
⊕
k∈{1,...,d}Hk and the above proposition
holds for any product kernel on a product space with less than d terms.
Size conditions (2.3.3) We check the size conditions directly
∂αKr(x) =
∑
β+γ=αJ
∂β∂α(J)K(x)r−‖γ‖ (∂γη) (r−1 · x).
On the support of η(r−1 · x), we have that ‖xk‖ ≤ r so for every addend we can write∣∣∣∂βK(x)r−‖γ‖ (∂γη) (r−1 · x)∣∣∣ ≤ C ‖x1‖−q1−ν1−‖β1‖−‖γ1‖ . . . ‖xd‖−qd−νd−‖βd‖−‖γd‖
as required.
Cancellation conditions (2.3.4) Multiplication by a cutoff function and the duality pairing
along different subspaces commute. In particular if the cancellation occurs along Hk with
k /∈ J then for any bk-normalized bump function on Hk and for any R > 0 we writeˆ
Hk
Kr(x)ϕ(R
−1 · xk) dxk = η(r−1 · x)
ˆ
Hk
K(x)ϕ(R−1 · xk) dxk.
But
´
Hk
K(x)ϕ(R−1·xk) dxk is uniformly bounded in PK(ν(k) by the cancellation property
of K and we can directly use the induction hypothesis to have the required boundedness.
If the cancellation occurs along Hk with k ∈ J then let η˜(x) =
⊗
j∈J
j 6=k
ηj(xj). We then
write
Rνk
ˆ
Hk
Kr(x)ϕ(R
−1 · xk) dxk = η˜(x)Rνk
ˆ
Hk
K(x)ηk(r
−1 · xk)ϕ(R−1 · xk) dxk.
Notice that for 2R < r we have that ϕ(R−1xk) is supported where ηk(r−1xk) is constantly
equal to 1. In particular, for any bk-normalized bump function ϕ on Hk and any 0 < R <
r/2, the family of kernels
Rνk
ˆ
Hk
K(x)ηk(r
−1 · xk)ϕ(R−1 · xk) dxk
is uniformly bounded in PK(ν(k)). Then by the inductive hypothesis the above kernels
are uniformly bounded.
Finally if 2R ≥ r then ηk(xk)ϕ(rR−1 · xk) are bk-normalized bump functions so
rνk
ˆ
Hk
K(x)ηk(r
−1 · xk)ϕ(R−1 · xk) dxk
are uniformly bounded in PK(ν(k)). Using the assumption on R and r and that νk ≤ 0
we have that
Rνk
ˆ
Hk
K(x)ηk(r
−1 · xk)ϕ(R−1 · xk) dxk
is also uniformly bounded in PK(ν(k)). The proof is concluded using the induction hy-
pothesis.
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2.4.3 Bump function normalization orders
An other very useful fact is that the cancellation conditions 2.3.4 are tolerant on how the
bump functions are normalized. In particular the bump functions ϕ in definition 2.3.1 can
be normalized with respect to any Cb norm with b large enough. More precisely if in the
cancellation condition 2.3.4 in definition 2.3.1 we ask that the bump functions be b˜k-normalized
with some other order b˜k ∈ N greater than bk = min{b ∈ N | b > νk} then the resulting class
P˜K(ν) coincides with PK(ν) and the respective semi-norms and topology are equivalent to the
original ones.
One inclusion and inequality between norms is obvious: the new class is per-se larger and
the topology coarser. The other inclusion and inequality follow from the next lemma.
Proposition 2.4.11 (Bump function normalization orders).
Let P˜K(ν) be the class of product kernels of order ν with the exception that in the definition 2.3.1
we require that bump function normalization orders in condition (2.3.4) be b˜k ≥ b(νk). Then
the classes P˜K(ν) and K ∈ PK(ν) coincide as vector spaces and have the same topologies.
Proof. The inclusion PK(ν) ⊂ P˜K(ν) is obvious. As a matter of fact with b˜k ≥ bk the conditions
on PK(ν) are more restrictive than on P˜K(ν). The constants in the conditions (2.3.3) and
(2.3.4) are larger for PK(ν) and so are the respective semi-norms. This means that the inclusion
is continuous.
We prove the converse by induction on the number of factors d in the product decomposition
of RN . For d = 0 there is nothing to prove. We indicate the class of product kernels with modified
bump function normalization orders as P˜K(ν) and the original class simply as PK(ν).
Suppose that the statement is true for d i.e. suppose that P˜K(ν) = PK(ν) if the number
of product terms in the decomposition of RN is less or equal to d. Let K ∈ P˜K(ν) on RN =
⊕d+1k=1Hk. We need to check the cancellation condition 2.3.4 on K. Suppose that the cancellation
occurs along Hk. We must check that
Rνk
ˆ
K(x)ϕ(R−1 · xk)dxk
is an uniformly bounded family on PK(ν(k)) for all bk-normalized bump functions ϕ on Hk
with bk = min(b ∈ N | b > νk). Since K ∈ P˜K(ν) the above quantity is uniformly bounded
in P˜K(ν(k)) if ϕ is b˜k-normalized. However the class P˜K(ν(k)) coincides with the class PK(ν)
by the induction hypothesis, since kernels in P˜K(ν(k)) are relative to decompositions with d
factors. So it is sufficient to prove that for any k ∈ {1, . . . , d} and any bk-normalized bump
function the quantity (2.4.3) is uniformly bounded in P˜K(ν(k).
By Lemma 2.4.1 we can write for any given bk-normalized bump function ϕ on Hk the
decomposition
ϕ(xk) =
∑
|αk|≤bk−1
1
αk!
∂αkϕ(0)x
αk
k η(xk) +
∑
|βk|=bk
xβkk ϕβk(xk).
Set ϕ˜(xk) =
∑
|αk|≤bk−1
1
αk!
∂αkxk ϕ(0)x
αη(xk). We have that ϕ˜ is, up to a constant independent
of ϕ, a b˜k-normalized bump function since it depends only on the first bk derivatives of ϕ. Thus
Rνk
ˆ
Hk
K(x)ϕ˜(R−1 · xk)dxk
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is a uniformly bounded family of P˜K(ν(k)) kernels as required. Now we look at the remainder
term ∑
|βk|=bk
Rνk
ˆ
Hk
K(x)R−‖βk‖xβkk ϕβ(R
−1 · xk)dxk =
Rνk
ˆ
Hk
K(x)ϕ(R−1 · xk)dxk −Rνk
ˆ
Hk
K(x)ϕ˜(R−1 · xk)dxk.
By Lemma 2.4.1 the functions ϕβ(R
−1
0 · xk) are 0-normalized bump functions for some R0 > 0
independent of ϕ. To check that this quantity is uniformly bounded in P˜K(ν(k)) the key
consideration is that since ‖βk‖ ≥ bk, xβkK(x) coincides with an L1loc function on RN \
⋃
j 6=kH
⊥
j .
More specifically we look separately on the size (2.3.3) and cancellation (2.3.4) on the kernel.
Size We look separately at every term of the sum
Rνk
ˆ
Hk
K(x)R−‖β‖xβk ϕβ(R
−1 · xk)dxk
away from the coordinate subspaces H⊥j . We see that x
β
kK(x) is locally integrable across
H⊥k by rewriting
Rνk−‖β‖
ˆ
Hk
K(x)xβkϕβ(R
−1 · xk)dxk =
Rνk−‖β‖
ˆ
Hk
K(x)xβkη(ρ
−1 · xk)ϕβ(R−1 · xk) dxk+
Rνk−‖β‖
ˆ
Hk
K(x)xβk
(
1− η(ρ−1 · xk)
)
ϕβ(R
−1 · xk) dxk
for a cutoff function η on Hk. Passing to the limit ρ→ 0 for the first term we get thatˆ
Hk
K(x)xβkη(ρ
−1 · xk)ϕβ(R−1 · xk) dxk =
ρ−νk+‖β‖ρνk
ˆ
Hk
K(x)(ρ−1 · xk)βη(ρ−1 · xk)ϕβ(ρ−1 · ρ/R · xk) dxk → 0
since ‖β‖ − νk > 0 by construction, xβkη(xk)ϕβ(ρ/R · xk) is b˜k-normalized up to a constant
that can depend on ϕβ but not on ρ, and so
ρνk
ˆ
Hk
K(x)(ρ−1 · xk)βη(ρ−1 · xk)ϕβ(ρ−1 · ρ/R · xk) dxk
is uniformly bounded in P˜K(ν(k)). This means that
Rνk−|β|
ˆ
Hk
K(x)xβkϕβ(R
−1 · xk)dxk =
= lim
ρ→0
Rνk−|β|
ˆ
Hk
K(x)xβk
(
1− η(ρ−1 · xk)
)
ϕβ(R
−1 · xk) dxk
so by dominated convergence we have that for any multi-index α on {Hj}j 6=k∣∣∣∣∣Rνk−‖β‖
ˆ
Hk
∂αx(k)K(x)x
β
kϕβ(R
−1 · xk)dxk
∣∣∣∣∣ <
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< CRνk−‖β‖
∏
j 6=k
∥∥xj∥∥−qj−νj−|αj| ˆ
BHk (0,R)
∣∣∣‖xk‖−qk−νk+|bk|∣∣∣ ∣∣ϕβ∣∣C0 dxk <
< C
∏
j 6=k
∥∥xj∥∥−qj−νj−|αj|
for
(
x(k)
)
j
6= 0. This proves the size estimates for every term of the sum.
Cancellation We prove the cancellation directly for
Rνkj
ˆ
Hk
K(x)ϕ(R−1 · xk)dxk.
This follows by induction on d.
Let us fix j 6= k and check the cancellation condition (2.3.4) along Hj . Let ψ be a
b˜j-normalized bump function and Rj > 0 and we need to prove that
R
νj+νk
j
ˆ
Hj
ˆ
Hk
K(x)ϕ(R−1k · xk)ψ(R−1j · xj)dxkdxj
is uniformly bounded in PK(ν({j,k})) Contractions with functions along different subspaces
commute so we first first apply the duality pairing along xj and since ψ is b˜j-normalized
we get that
R
νj
j
ˆ
Hj
K(x)ψ(R−1j · xj) dxj
is uniformly bounded in P˜K(ν(j)). Since we are now dealing with a product kernel on
H(j), a space with a d− 1 factors in the product decomposition, the inductive hypothesis
gives us the result.
2.5 Fourier transform
A fundamental result for dealing with product kernels is given by the characterization of the
associated multipliers. As we mentioned in Section 1.2 on Caldero´n-Zygmund kernels, the
properties of the Fourier transform also justify the definition we give for kernels of large negative
multi-order.
In [NRS01, Theorem 2.1.11 p.38] it is shown that the Fourier transform of a product kernel
is a product multiplier and vice-versa. It is easy to check that product multipliers defined
in [NRS01, Definition 2.1.10 p.37] are none other than product kernels of order ν = −q =
(−q1, . . . ,−qd). We extend this result to kernels of arbitrary order and refine it according to
the product structure.
Definition 2.5.1.
Let RN be a product space. Define the partial Fourier transform along Hk to be Fk : S(RN )→
S(RN ) such that
Fkϕ(x1, . . . , xk−1, ξk, xk+1, . . . , xd) =
ˆ
Hk
ϕ(x)e−iξkxkdxk.
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Accordingly define the partial Fourier transform for distributions so thatˆ
RN
(FkK) (x)ϕ(x)dx =
ˆ
RN
K(x) (Fkϕ) (x)dx
for any ϕ ∈ S(RN ).
Theorem 2.5.2.
Let K ∈ PK(ν) then FkK ∈ PK
(
(ν1, . . . , νk−1, qk − νk, νk+1, . . . , νd)
)
. Furthermore Fk :
PK(ν)→ PK ((ν1, . . . , νk−1, qk − νk, νk+1, . . . , νd)) is continuous between the strong topologies.
Before proving this theorem we state a product-space generalization of a useful lemma about
when taking a Fourier transform coincides with integrating against e−iξx.
Lemma 2.5.3.
Suppose that K ∈ S′(RN ) is a tempered distribution with bounded support along Hk. Then the
partial Fourier transform FkK is given by the distribution
´
Hk
K(x)η(ρ−1 · xk)e−iξkxk dxk for
a cutoff function η and ρ large enough so that η(ρ−1 · xk) is identically 1 on the support of
K. The derivatives of ∂αkξk FkK of the partial Fourier transform are given by
´
Hk
K(x)η(ρ−1 ·
xk)(−ixk)αke−iξkxk dxk.
The expression
´
Hk
K(x)η(ρ−1 · xk)(−ixk)αke−iξkxk dxk defines a distribution on RN by
〈ˆ
Hk
K(x)η(ρ−1 · xk)(−ixk)αke−iξkxk dxk; ϕ(x1, . . . , xk−1, ξk, xk+1, . . . , xd)
〉
RN
=
ˆ
Hk
〈ˆ
Hk
K(x)η(ρ−1 · xk)(−ixk)αke−iξkxk dxk; ϕ(x1, . . . , xk−1, ξk, xk+1, . . . , xd)
〉
⊕j 6=kHj
dξk.
(2.5.1)
Proof. Notice that〈ˆ
Hk
K(x)η(ρ−1 · xk)(−ixk)αke−iξkxk dxk; ϕ(x1, . . . , xk−1, ξk, xk+1, . . . , xd)
〉
⊕j 6=kHj
coincides by definition with〈
K(x); η(ρ−1 · xk)(−ixk)αke−iξkxkϕ(x1, . . . , xk−1, ξk, xk+1, . . . , xd)
〉
RN
. (2.5.2)
The mapping ξk 7→ η(ρ−1 · xk)(−ixk)αke−iξkxkϕ(x1, . . . , xk−1, ξk, xk+1, . . . , xd) is continuous
from Hk to S(RN ) with all Schwartz norms decaying rapidly as ξk →∞. Since K, as tempered
distributions in general, has finite order, the quantity (2.5.2) is continuous, rapidly decaying,
and thus integrable. Continuity with respect to ϕ ∈ S(RN ) of the integral can also be easily
checked.
The integral and the duality pairing on the right hand side of (2.5.1) commute. As a matter
of fact, since the quantity in (2.5.2) is continuous in ξk and decays rapidly one can approximate
the integral with Riemann sums. By linearity the Riemann sums commute with the duality
pairing and passing to the limit again yieldsˆ
Hk
〈
K(x); η(ρ−1 · xk)(−ixk)αke−iξkxkϕ(x1, . . . , xk−1, ξk, xk+1, . . . , xd)
〉
RN
dξk =〈
K(x);
ˆ
Hk
η(ρ−1 · xk)(−ixk)αke−iξkxkϕ(x1, . . . , xk−1, ξk, xk+1, . . . , xd) dξk
〉
RN
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Given the condition on the support of K the term η(ρ−1 · xk) is identically equal to 1, so above
quantity is equal to〈
K(x);
ˆ
Hk
(−ixk)αke−iξkxkϕ(x1, . . . , xk−1, ξk, xk+1, . . . , xd) dξk
〉
RN
=〈
K(x); (−1)αkFk∂αkξk ϕ(x1, . . . , xk−1, ξk, xk+1, . . . , xd)
〉
RN
=
〈
∂αkξk FkK; ϕ
〉
RN
.
Proof of Theorem 2.5.2. To prove the theorem we must check the cancellation conditions (2.3.4)
and the size estimates (2.3.3) on the kernel FkK. Notice that partial duality pairing with a
test function ϕ ∈ S(Hj) commutes with the partial Fourier transform along Hk for k 6= j.
This facilitates the proof allowing us to reason by induction on the number d of factors in
the product decomposition of RN . For d = 0 there is nothing to prove. Now suppose that
RN = ⊕k∈{1,...,d}Hk and that the theorem is valid for all product kernels on products of up to
d− 1 spaces.
Size condition (2.3.3) We begin with the size estimates on FkK. Consider a cutoff function
η(xk) on Hk as explained in 1.2.7. Decompose the kernel as K(x) = K
1(x) + K2(x)
with K1(x) = K(x)η(ρ−1 · xk) and K2(x) = K(x)
(
1− η(ρ−1 · xk)
)
for some ρ > 0 to be
chosen subsequently.
The support of K1 is bounded along Hk, so by lemma 2.5.3 any derivative of its partial
Fourier transform is given by
∂αkξk FkK1(x1, . . . , xk−1, ξk, xk+1, xd) =
ˆ
Hk
K1(x)η
(
(2ρ)−1 · xk
)
(−ixk)αke−iξkxk dxk =
ρ‖αk‖
ˆ
Hk
K(x)η
(
ρ−1 · xk
)
(−iρ−1 · xk)αke−i(ρ·ξk)(ρ−1·xk) dxk.
The function η(xk)(−ixk)αke−i(ρ·ξk)xk is supported in the unit ball of Hk. By choosing
ρ = ‖ξk‖−1 for any given ξk the above function is also bk-normalized so the cancellation
condition on K gives that
ρνk−‖αk‖∂αkξk FkK1
is an bounded family of product kernels in PK(ν(k). In particular from H⊥j for any j 6= k
we have that∣∣∣∂αkξk ∂α(k)x(k)FkK1(x1, . . . , xk−1, ξk, xk+1, . . . , xd)∣∣∣ ≤ C ‖ξk‖νk−‖αk‖∏
j 6=k
∥∥xj∥∥−qj−νj−‖αj‖ .
Having chosen ρ = ‖ξk‖−1 we must now prove the estimate for FkK2. K2 is supported
away from the plane H⊥k = {x ∈ RN | xk = 0}. This means that K2 coincides with
a smooth function on the set RN \
(⋃
j 6=kH
⊥
j
)
. We have as usual that ∂αkξk FkK2 =
Fk
(
(−ixk)αkK2
)
and (−ixk)αkK2 is also a smooth function on the above stated domain.
We are concerned with the size estimates when ξk 6= 0 and xj 6= 0. For a large constant
C > 1 and for every coordinate xk,j in Hk consider the open set such that C
−1 ‖ξk‖ <
|ξk,j |
1/λk,j < C ‖ξk‖. Since ‖ξk‖ and maxj∈{1,...,nk}{|ξk,j |
1/λk,j } are two homogeneous norms
on Hk, they are equivalent, so C can be chosen large enough so that the above open sets
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cover the set RN \H⊥k . We prove that FkK2 coincides with a function and satisfies the
size estimates on these open sets.
Fix a j ∈ {1, . . . , nk} and the corresponding coordinate xk,j with its dual coordinate ξk,j .
Consider a test function ϕ compactly supported on RN \
(⋃
j 6=kH
⊥
j
)
where C−1 ‖xk‖ <
|ξk,j |
1/λk,j < C ‖xk‖. Its partial Fourier transform can be written as
Fkϕ =
ˆ
Hk
ϕ(x1, . . . , ξk, . . . , xd)e
−iξkxk dξk =
ˆ
Hk
ϕ(x1, . . . , ξk, . . . , xd)
∂γxk,je
−iξkxk
(−iξk,j)γ dξk = ∂
γ
xk,j
Fk
(
ϕ
(−iξk,j)γ
)
(x)
for any γ ∈ N. Writing down the duality relation one gets〈
∂αkξk FkK2; ϕ
〉
=
〈
(−ixk)αkK2; ∂γxk,jFk
(
ϕ
(−iξk,j)γ
)〉
=
(−1)γ
〈
∂γxk,j
(
(−ixk)αkK(x)
(
1− η(ρ−1 · xk)
))
; Fk
(
ϕ
(−iξk,j)γ
)〉
=
(−1)γ
〈
1
(−iξk,j)γFk
(
∂γxk,j
(
(−ixk)αkK(x)
(
1− η(ρ−1 · xk)
)))
; ϕ
〉
So on the open set above we have
∂αkξk FkK2 = (−1)γ
1
(−iξk,j)γFk
(
∂γxk,j
(
(−ixk)αkK(x)
(
1− η(ρ−1 · xk)
)))
We now analyze the derivative on the kernel and distinguish the cases when at least one
derivative falls on the term (1− η).
∂γxk,j
(
(−ixk)αkK(x)
(
1− η(ρ−1 · xk)
))
=
∂γxk,j
(
(−ixk)αkK(x)
) (
1− η(ρ−1 · xk)
)
+∑
γ1+γ2=γ
γ2≥1
∂γ1xk,j
(
(−ixk)αkK(x)
)
∂γ2xk,j
(
1− η(ρ−1 · xk)
)
Choosing γ > αk,j − νkfirst term on the right hand side is integrable in xk so its Fourier
transform is given by the integral and∣∣∣∣∣Fk
(
∂γxk,j
(
(−ixk)αkK(x)
) (
1− η(ρ−1 · xk)
))∣∣∣∣∣ =∣∣∣∣∣
ˆ
Hk
∂γxk,j
(
(−ixk)αkK(x)
) (
1− η(ρ−1 · xk)
)
e−iξkxk dxk
∣∣∣∣∣ =∣∣∣∣∣
ˆ
‖xk‖>ρ/2
∂γxk,j
(
(−ixk)αkK(x)
) (
1− η(ρ−1 · xk)
)
e−iξkxk dxk
∣∣∣∣∣ <
C
ˆ
‖xk‖>ρ/2
‖xk‖−qk−νk+‖αk‖−λk,jγ dxk
∏
j 6=k
∥∥xj∥∥−qj−νj <
C ′ρ−νk+‖αk‖−λk,jγ
∏
j 6=k
∥∥xj∥∥−qj−νj .
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Since we chose ρ = ‖ξk‖−1 and
∣∣ξk,j∣∣ ≈ ‖ξk‖λk,j we have the necessary estimate.
For the terms with derivatives on 1 − η it suffices to notice that they are compactly
supported along Hk so one can use the cancellation property in a manner similar to the
estimates for K1
By a partition of unity argument FkK2 coincides with a smooth function on the whole
RN \H⊥k . Since the size estimates we obtained are point-wise they hold on that domain.
Cancellation conditions (2.3.4) For the cancellation conditions (2.3.4) it suffices to check
the size estimates for the family
Rqk−νk
ˆ
Hk
FkK(x1, . . . , xk−1, ξk, xk+1, . . . , xd)ϕ(R−1 · ξk) dξk
away from xj = 0 for any j 6= k, when ϕ is a bk-normalized bump function and for any
R > 0. When checking the cancellation condition long Hj with j 6= k we can use the
inductive hypothesis. Since
Rνj
ˆ
Hj
FkK(x1, . . . , xk−1, ξk, xk+1, . . . , xd)ϕ(R−1 · xj) dxj =
Fk
(
Rνj
ˆ
Hj
K(x)ϕ(R−1 · xj) dxj
)
and for any bj-normalized bump function ϕ on Hj and any R > 0
Rνj
ˆ
Hj
K(x)ϕ(R−1 · xj) dxj
is uniformly bounded in PK(ν(j)) then the required boundedness follows by the inductive
hypothesis.
When checking the uniform boundedness of the family
Rqk−νkk
ˆ
Hk
FkK(x1, . . . , xk−1, ξk, xk+1, . . . , xd)ϕ(R−1 · ξk) dξk
for any bk-normalized bump function ϕk on Hk and any Rk > 0 we approach the cancel-
lation conditions in a similar manner. As a matter of fact for any j 6= k
R
νj
j
ˆ
Hj
Rqk−νkk
ˆ
Hk
FkK(x1, . . . , xk−1,ξk, xk+1, . . . , xd)
ϕk(R
−1
k · ξk) dξk ϕj(R−1j · xj) dxj =
Rqk−νkk
ˆ
Hk
Fk
(
R
νj
j
ˆ
Hj
K(x)ϕj(R
−1
j · xj) dxj
)
ϕk(R
−1
k · ξk) dξk.
For bj-normalized bump functions ϕj on Hj and any Rj > 0 the inner member
R
νj
j
ˆ
Hj
K(x)ϕj(R
−1
j · xj)dxj
is uniformly bounded in PK(ν(j)) and by the inductive hypothesis so is its partial Fourier
transform. The required boundedness is the consequence of the cancellation property.
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Now we proceed to check the size estimates 2.3.3 for
R−qk−νk
ˆ
Hi
FkK(x1, . . . , xk−1, ξk, xk+1, . . . , xd)ϕ(R−1 · ξk) dξk
uniformly for all R > 0 and all normalized bump functions. Thanks to Proposition 2.4.11
we can take ϕ normalized with respect to an arbitrarily large Cb norm.
By the duality and by the scaling property of the Fourier transform we have
R−qk−νk
ˆ
Hk
FkK(x1, . . . , xk−1, ξk, xk+1, . . . , xd)ϕ(R−1 · ξk) dξk =
R−qk−νk
ˆ
Hk
K(x)Rqk (Fkϕ) (R · xk) dxk =
R−qk−νk
ˆ
Hk
K(x)η(R · xk)Rqk (Fkϕ) (R · xk) dxk+
R−qk−νk
ˆ
Hk
K(x)
(
1− η(R · xk)
)
Rqk (Fkϕ) (R · xk) dxk
where η is a cutoff function. For the first term we can apply the cancellation prop-
erty with respect to the bump function ηFkϕ. This bump function is normalized since
‖ηFkϕ‖Cb < C ‖Fkϕ‖Cb and by L1−L∞ boundedness of the Fourier transform ‖Fkϕ‖Cb <
C
∥∥∥∥∥∣∣∣1 + |x|2∣∣∣b/2 ϕ
∥∥∥∥∥
L1
< C ‖ϕ‖C0 where the last equality holds since ϕ is continuous and
supported on the unit ball of Hk
Thus we have that
R−qk−νk
ˆ
Hk
K(x)η(R · xk)Rqk (Fkϕ) (R · xk) dxk =
R−νk
ˆ
Hk
K(x)η(R · xk) (Fkϕ) (R · xk) dxk
is a uniformly bounded family of kernels and thus they satisfy the needed size estimates
uniformly. For the second term notice that K(x)
(
1− η(R · xk)
)
coincides with an L1loc
function on RN \⋃j 6=kH⊥j . So away from ⋃j 6=kH⊥j we have∣∣∣R−qk−νk ˆ
Hk
K(x)
(
1− η(R · xk)
)
Rqk (Fkϕ) (R · xk) dxk
∣∣∣ <
R−qk−νk
∏
j 6=k
∥∥xj∥∥−qj−νj ˆ
‖R·xk‖>1/2
‖xk‖−qk−νk(
1 + |R · xk|2
)−s/2
(
1 + |R · xk|2
)s/2 ∣∣(Fkϕ) (R · xk)∣∣Rqk dxk <∏
j 6=k
∥∥xj∥∥−qj−νj ˆ
‖xk‖>1/2
‖xk‖−qk−νk(
1 + |xk|2
)−s/2 (1 + |xk|2)s/2 ∣∣(Fkϕ) (xk)∣∣ dxk.
By choosing s > 0 large enough one can apply Cauchy-Schwartz and get∣∣∣∣∣R−qk−νk
ˆ
Hk
K(x)
(
1− η(R · xk)
)
Rqk (Fkϕ) (R · xk) dxk
∣∣∣∣∣ <
C
∏
j 6=k
∥∥xj∥∥−qj−νj ‖ϕ‖Hs(ξk) < C∏
j 6=k
∥∥xj∥∥−qj−νj ‖ϕ‖Cb
41
for some b ∈ N and b > s, since ϕ is supported on the unit ball of Hk. The size estimates
for the derivatives are identical.
As a corollary we have the following result for the full Fourier transform
Corollary 2.5.4.
The full Fourier transform acts in the following way F : PK(ν)→ PK(q − ν) for any ν and it
is strongly continuous.
2.6 Basic functional calculus
The motivation for introducing kernels of non-zero order is given by the need of a basic functional
calculus. A reasonable requirement is that the classes we are working with be well behaved
with respect to derivation and multiplication by homogeneous polynomials. As we have already
illustrated in the Section 1.2 for Caldero´n-Zygmund kernels, the cancellation conditions and the
size conditions we require on product kernels are those that naturally arise when considering
distributional derivatives of 0 order product kernels. For any multi-indexes α and for any
multi-order ν let
ν +α
def
= (ν1 + ‖α1‖ , . . . , νd + ‖αd‖).
We have the following proposition that establishes a basic functional calculus.
Proposition 2.6.1 (Derivation and multiplication of product kernels).
Let K ∈ PK(ν), then the following propositions hold. For any multi-indexes α and β the
distribution xα∂βK ∈ PK(ν − α + β). Furthermore the mapping K 7→ xα∂βK is continuous
from PK(ν) to PK(ν −α+ β).
Proof. As usual the proof goes by induction on the number of factors d of the product decom-
position of RN . For d = 0 there is nothing to prove.
Suppose the statement is true for any decomposition in up to d factors and K ∈ P˜K(ν) on
RN = ⊕d+1k=1Hk. We prove this statement when the derivations and the multiplication concerns
only one subspace. Since
xα∂βxK(x) = x
α1
1 ∂
β1
x1 . . . x
αd+1
d+1 ∂
βd+1
xd+1K(x)
this, by an iteration argument, is equivalent to proving the statement. We suppose that xα =
xαkk and ∂
β
x = ∂
βk
xk for some k ∈ {1, . . . , d}.
Given a multi-index γ we indicate by γ(k) the multi-index such that γ(k) k = 0 and γ(k) j = γj
for j 6= k.
Size conditions (2.3.3) First we check the size conditions. If K coincides with a C∞ func-
tion on an open set then its derivatives and products by polynomials coincide with the
derivatives and products of the smooth function on that open set.∣∣∣∂γxαkk ∂βkxkK(x)∣∣∣ < C ∑
σk+τk=γk
αk≥σk
∣∣∣xαk−σkk ∂βk+τkxk ∂γ(k)K∣∣∣ ≤
≤ C
∏
j 6=k
∥∥xj∥∥−qj−νj−γj
 ∑
σk+τk=γk
αk≥σk
‖xk‖‖αk‖−‖σk‖ ‖xk‖−qk−νk−‖τk+βk‖
 ≤
≤ C ‖xk‖−qk−νk−‖βk‖+‖αk‖−‖γk‖
∏
j 6=k
∥∥xj∥∥−qj−νj−γj .
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Cancellation along Hj with j 6= k Now we pass to the cancellation conditions (2.3.4). If
the cancellation occurs along a subspace Hj with j 6= k then we can use the inductive
hypothesis. As a matter of fact when ϕ is a normalized bump function
Rνj
ˆ
Hj
xαkk ∂
bk
xk
K(x)ϕ(R−1 · xj) dxj = xαkk ∂bkxkRνj
ˆ
Hj
K(x)ϕ(R−1 · xj) dxj
for any R > 0. But Rνj
´
Hj
K(x)ϕ(R−1 ·xj) dxj is a uniformly bounded family of product
kernels and by the inductive hypothesis
xαkk ∂
bk
xk
Rνj
ˆ
Hj
K(x)ϕ(R−1 · xj) dxj
is uniformly bounded in (ν −α+ β)(j).
Cancellation along Hk Suppose ϕ ∈ C∞c
(
BHk(0, 1)
)
is a b˜k-normalized bump function with
b˜k large enough to be chosen afterwards. Proposition 2.4.11 guarantees that we can choose
an arbitrary high order of normalization.
Rνk−‖αk‖+‖βk‖
ˆ
Hk
xαkk ∂
βk
xk
K(x)ϕ(R−1 · xk) dxk =
Rνk+‖βk‖
ˆ
Hk
K(x)∂βkxk
(
(R−1 · xk)αkϕ(R−1 · xk)
)
dxk
Notice that R‖βk‖∂βkxk
(
(R−1 · xk)αkϕ(R−1 · xk)
)
is the rescaled version of the bump func-
tion ∂βkxk
(
xαkk ϕ(xk)
)
. Since ϕ is b˜k-normalized the above bump function is (˜bk − |βk|)-
normalized as long as b˜k ≥ |βk|. So as long as we choose b˜k > |βk| + bk the expression
above is uniformly bounded. This concludes the proof.
2.7 Dyadic decomposition
As in the case of classic Caldero´n-Zygmund kernels, the class of product-kernels is homogeneous
with respect to multi-parameter dilation in the sense that for any bounded family of kernels
K ∈ PK(ν) the kernels
R−q−νK(R−1 · x)
for allR ∈ (R+)d are uniformly bounded in PK(ν). To better capture this idea we introduce the
multi-parameter dyadic decompositions for product kernels. We start by defining the “building
blocks”.
Definition 2.7.1.
For every l ∈ Rd we define
Sl0(R
N )
def
=
{
ϕ ∈ S(RN )
∣∣∣∣∣
ˆ
Hk
xαkk ϕ(x)dxk = 0 ∀ ‖α‖k ≤ lk ∀k ∈ {1, . . . , d}
}
Ŝl0(R
N )
def
=
{
ϕ ∈ S(RN )
∣∣∣∣∣
ˆ
Hk
ξαkk ϕ̂(ξ)dξk = 0 ∀ ‖α‖k ≤ lk ∀k ∈ {1, . . . , d}
}
.
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If, for some k ∈ {1, . . . , d}, lk < 0 then no condition along Hk needs to be satisfied. Using the
Fourier transform, the same sets can be described as
Sl0(R
N ) =
{
ϕ ∈ S(RN )
∣∣∣ ∂αkξk ϕ̂(ξ(k) ⊕ 0k) = 0 ∀ ‖αk‖ ≤ lk ∀k ∈ {1, . . . , d}}
Ŝl0(R
N ) =
{
ϕ ∈ S(RN )
∣∣∣ ∂αkxk ϕ(x(k) ⊕ 0k) = 0 ∀ ‖αk‖ ≤ lk ∀k ∈ {1, . . . , d}}
We indicate S0(RN )
def
= S∞0 (RN ) and Ŝ0(RN )
def
= Ŝ∞0 (RN ).
We will now look at a series of theorems that concentrate on the possibility of writing dyadic
decompositions for product kernels in terms of rescaled versions of the above-defined functions.
However we will start by proving a somewhat easier theorem which answers the converse question
of whether a certain dyadic sum converges to a product kernel of some order ν. Finally we will
show how similar results can be obtained concentrating on the space localization of the dyadic
“building blocks”.
We begin by stating a condition when a dyadic sum converges to a product kernel. The
following is the product equivalent of Theorem 1.2.11.
Theorem 2.7.2 (Sufficient conditions for convergence of dyadic sums).
Consider the product space RN =
⊕d
k=1Hk and a multi-order ν ∈ Rd. Let {ϕi}i∈Zd be a
bounded family of Schwartz functions that satisfy the following conditions:
• If k ∈ {1, . . . , d} is such that νk ≥ 0 then
ˆ
Hk
xαkk ϕi(x)dxk = 0 ∀ ‖αk‖ ≤ νk.
• If k ∈ {1, . . . , d} is such that νk ≤ −qk then
∂αkxk ϕi(0k ⊕ x(k)) =
ˆ
Hk
ξαkk ϕ̂i(ξ)dξk = 0 ∀ ‖αk‖ ≤ −qk − νk.
• if k ∈ {1, . . . , d} is such that −qk < νk < 0, no condition along Hk needs to be satisfied.
Then the dyadic sum∑
i∈Zd
2−iνϕ(2
i)
i (x) =
∑
i∈Zd
2−i1(q1+ν1) . . . 2−id(qd+νd)ϕi(2−i1 · x1, . . . , 2−id · xd) (2.7.1)
has all (finite and infinite) partial sums uniformly bounded in PK(ν) and it weak-* converges
to a kernel K ∈ PK(ν)
This dyadic sum has a continuity property in the sense that for any neighborhood U of 0 in
PK(ν) there is a neighborhood VU of 0 in S(RN ) such that if {ϕi} ⊂ VU then the series and all
the partial sums of (2.7.1) are in U .
We can also state the conditions on {ϕi} in the following manner.
{ϕi} ⊂ Sν0 (RN ) ∩ Ŝ−q−ν0 (RN )
Proof. The continuity property of the statement will follow from the fact that the estimates we
make on the partial sums and on the series depend only on the Schwartz semi-norms bounds of
the family {ϕi}.
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Let L =
{
l ∈ {1, . . . , d} | νl ≥ 0
}
. Consider any partial finite sum of the dyadic series (2.7.1).
By Theorem 2.5.2 the family of partial sums is in PK(ν) and is uniformly bounded if and only
if the partial Fourier transform along HL are uniformly bounded in PK(ν˜) where ν˜ is such that
ν˜l = −ql − νl if l ∈ L and ν˜l = νl otherwise. Set ϕ˜i˜ = FLϕi where i˜l = −il if l ∈ L and l˜l = il
otherwise. For any given finite sum we have
FL
∑
i∈Zd
2−iνϕ(2
i)
i (x)
 = ∑
i˜∈Zd
2−i˜ν˜ϕ˜(2
i˜)
i˜
(x).
(2.3.3) So it is sufficient to prove the statement only for those ν so that νk < 0 for all k ∈
{1, . . . , d}. Furthermore, in this case, it is sufficient to check the uniformity of the size conditions
(2.3.3) and the point-wise convergence a.e. As a matter of fact, if this is proved, we can use
the Lebesgue dominated convergence Theorem to affirm that the series converges to an L1loc
function that satisfies (2.3.3) that by Lemma 2.4.2 is a PK(ν) kernel.
Suppose now that νk < 0 for all k ∈ {1, . . . , d}. The condition that {ϕi} ⊂ Ŝ−q−ν0 (RN ) on
guarantees that for all k ∈ {1, . . . , d} and for any αk such that ‖αk‖ ≤ −qk − νk we have
∂αkxk ϕi(xk ⊕ 0k) = 0
But this means that for all ϕi the following estimates hold uniformly:∣∣∣∂βxϕi(x)∣∣∣ ≤ Cβ ‖x1‖1+b−q1−ν1c−‖β1‖(1 + ‖x1‖)Q1 . . . ‖xd‖
1−b−qd−νdc−‖βd‖
(1 + ‖xd‖)Qd
for any fixed, arbitrarily large, Q1, . . . , Qd ∈ N. Using these estimates we write∣∣∣∣∣∣∂βx
∑
i∈Zd
2−iνϕ(2
i)
i (x)
∣∣∣∣∣∣ ≤
Cβ
∑
i∈Zd
2
−i
(
q+ν+(‖β1‖,...,‖βd‖)
)∥∥2−i1 · x1∥∥1+b−q1−ν1c−‖β1‖
(1 +
∥∥2−i1 · x1∥∥)Q1 . . .
∥∥2−id · xd∥∥1+b−qd−νdc−‖βd‖
(1 +
∥∥2−id · xd∥∥)Qd <
Cβ
 d∏
k=1
‖xk‖−qk−νk−‖βk‖
∑
i∈Zd
∥∥2−i1 · x1∥∥1+b−q1−ν1c−(−q1−ν1)
(1 +
∥∥2−i1 · x1∥∥)Q1 . . .
∥∥2−id · xd∥∥1+b−qd−νdc−(−qd−νd)
(1 +
∥∥2−id · xd∥∥)Qd
and the sum on the right hand side converges to a quantity uniformly bounded in x. This is
true by homogeneity. As a matter of fact the quantity
∑
i∈Zd
∥∥2−i1 · x1∥∥1+b−q1−ν1c−(−q1−ν1)
(1 +
∥∥2−i1 · x1∥∥)Q1 . . .
∥∥2−id · xd∥∥1+b−qd−νdc−(−qd−νd)
(1 +
∥∥2−id · xd∥∥)Qd
if invariant under the transformation x → 2j · x for any j ∈ Zd. So we must check the
boundedness only on the product of compact dyadic coronas. The series converges absolutely
on such sets because the exponents 1 + b−qk − νkc − (−qk − νk) are positive and so the limit is
continuous. This concludes the proof.
We now proceed to prove that any kernel of PK(ν) admits a dyadic decomposition i.e. there
is a family of Schwartz functions {ϕi} such that (2.7.1) holds. This theorem is the inverse of
Theorem 2.7.2
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Theorem 2.7.3 (Dyadic decomposition for product kernels).
For any kernel K ∈ PK(ν) there is a uniformly bounded set of Schwartz functions {ϕi}i∈Zd
such that the decomposition (2.7.1) holds:
K(x) =
∑
i∈Zd
2−iνϕ(2
i)
i (x) =
∑
i∈Zd
2−i1(q1+ν1) . . . 2−id(qd+νd)ϕi(2−i1 · x1, . . . , 2−id · xd).
The sum is intended in the weak (distributional) sense and the partial sums are a uniformly
bounded family of PK(ν) kernels.
The family of functions {ϕi} satisfy the following conditions.
• If k ∈ {1, . . . , d} is such that νk > −qk then {ϕ̂i} are supported on the set
{
ξ
∣∣1/2 < ‖ξk‖ < 2}.
In particular for all multi-indexes αkˆ
Hk
xαkk ϕi(x)dxk = 0.
• If k ∈ {1, . . . , d} is such that νk ≤ −qk then {ϕi} are supported on the set
{
x
∣∣1/2 < ‖xk‖ < 2}
and in particular for all multi-indexes αkˆ
Hk
ξαkk ϕ̂i(ξ)dξk = 0.
This dyadic decomposition has a continuity property in the sense that for any neighborhood
V of 0 in S(RN ) there is a neighborhood UV of 0 in PK(ν) such that if K ∈ UV then it admits
a dyadic decomposition {ϕi} ⊂ V .
Proof. Let G =
{
k ∈ {1, . . . , d} | νk > −qk
}
. Begin by applying the partial Fourier transform
along all subspaces Hk with k ∈ G. In particular consider
FGK(x) def= Fk1 . . .Fk|G|K(x)
where k1, . . . , k|G| are indexes of the factors in G. Let ν˜ ∈ Rd be the multi-order such that ν˜k =
−qk − νk if k ∈ G and ν˜k = νk otherwise. By Theorem 2.5.2 FGK ∈ PK(ν˜) and in particular,
by Lemma 2.4.2 it coincides with an L1loc(R
N ) function on the whole RN . Consider a cutoff
function η(x) =
∏d
k=1 η(xk) and a product dyadic corona ψ(x) =
∏d
k=1
(
ηk(2
−1 · xk)− ηk(xk)
)
that is supported on the corona product set
{
x | 1/2 <
∥∥xj∥∥ < 2 ∀j ∈ {1, . . . , d}}. We have that∑
i∈Zd
ψ(2−i · x)→ 1
point-wise a.e. . Since FGK is locally integrable we have that∑
i∈Zd
ψ(2−i · x)FGK(x) ⇀ FGK.
Now set
ϕ˜i(x) = 2
i(q+ν˜)ψ(x)FGK(2i · x)
for any i ∈ Zd so that
FGK =
∑
i∈Zd
2−i(q+ν˜)ϕ˜i(2−i · x) =
∑
i∈Zd
2−iν˜ϕ˜(2
i)
i (x).
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The functions ϕ˜i are smooth and supported on the corona product set. Using the size
estimates on FGK we get
‖ϕ˜i‖Cb = 2i(q+ν˜)
∥∥∥ψ(x)FGK(2i · x)∥∥∥
Cb
< C2i(q+ν˜)
∥∥∥∥∥FGK(2i · x)∣∣{1/2<‖xj‖<1}
∥∥∥∥∥
Cb
< Cb
so the functions ϕ˜i are equi-bounded in S(RN ). Finally set ϕi = F−1G ϕ˜i˜ where i˜ ∈ Zd such that
i˜k = −ik if k ∈ G and i˜k = ik otherwise. Notice that such defined building blocks ϕi satisfy
the conditions of theorem 2.7.2 and so the partial sums are uniformly bounded in the space of
product kernels. Furthermore since FGK is locally integrable on the whole RN the limit of the
partial Fourier transforms of the partial sums converge to the FGK itself and so do the actual
partial sums converge to K.
Now we turn to a result that allows us to have a dyadic decomposition with “building blocks”
localized in space. In particular, the procedure used in Theorem 2.7.3 guarantees the localization
of the bump functions on circular coronas along those subspaces for which the order νk is less
than −qk. The same thing can be done for all subspaces and all orders. However if one asks for
the functions to be localized one cannot ask for cancellation of all orders on that subspace. As
a matter of fact any localized function with all moments vanishing is identically zero because
Paley-Wiener’s Theorem states that the Fourier transform of a compactly supported smooth
function is analytic.
Theorem 2.7.4 (Dyadic decomposition with localized building blocks).
For any kernel K ∈ PK(ν) there is a uniformly bounded family of Schwartz functions {ϕi}i∈Zd
such that the decomposition (2.7.1) holds:
K(x) =
∑
i∈Zd
2−iνϕ(2
i)
i (x).
The sum is intended in the weak (distributional) sense and the partial sums are a uniformly
bounded family of PK(ν) kernels.
The family of functions {ϕi} are supported on {x | 1/4 < ‖xk‖ < 4 ∀k ∈ {1, . . . , d}} and for
any g ∈ Nd they can be chosen to satisfy the following cancellation condition:ˆ
Hk
xαkk ϕi(x)dxk ∀ ‖αk‖ < gk
for all indexes k such that νk > −qk.
The proof is the consequence of the following lemma about the possibility of localizing in
space a “building block” on a given scale, without losing cancellation conditions up to small
corrections.
Lemma 2.7.5 (“Building block” localization).
Let ϕ ∈ Sg0 (RN ) for some some g with gk ≥ 0. Then there is a family {ψi}i∈Zd ⊂ Sg0 (RN )
supported on the sets where 14 < ‖xk‖ < 4 for any k ∈ {1, . . . , d} such that
ϕ(x) =
∑
i∈Zd
ψ
(2i)
i (x)
holds in the weak sense and the Schwartz norms of ψi decay at least like the homogeneous
dimension
‖xγ∂τψi‖∞ < Cγ,τ
2i1q1(
1 + 2i1
)Q1 . . . 2idqd(1 + 2id)Qd
47
where Q ∈ Nd are some arbitrarily large integers and Cγ,τ depends only on γ, τ and the original
bounds on ϕ.
Proof. We prove this by induction on the length d of the product decomposition of RN . We
reason along H1 and regard x
′ = x(1) = (x2, . . . , xd) as parameters. Let η be a cutoff function
along H1 and set θ(x1) = η(2
−1 · x1) − η(x1). Thus θ is a smooth function supported on the
corona 1/2 < ‖x1‖ < 4. Now for any index α on H1 such that |α| ≤ g1 choose a smooth function
fα ∈ C∞c
(
B(0, 4) \B(0,1/2)
)
on H1 such that
ˆ
H1
xβ1fα(x1) dx1 = δ
β
α =
{
1 if α = β
0 if α 6= β .
This can always be done inductively. Define
aαi (x
′) =
ˆ
H1
xα1ϕ(x1,x
′)θ(2−1 · x1) dx1
Aαi (x
′) =
∑
j≥i
aαj (x
′) =
∑
j<i
aαj (x
′)
because
∑
j∈Z a
α
j (x
′) = 0 by hypothesis. Furthermore we have that
∣∣aαi (x′)∣∣ < Cα ˆ
B(0,4·2i)
‖x‖|α|
∣∣∣θ(2−1 · x1)∣∣∣ dx1 < Cα2i(q1+|α|)
and for an arbitrarily large Q1∣∣aαi (x′)∣∣ < Cα ˆ
H1\B(0,2i−1)
‖x‖|α| (1 + ‖x‖)−Q1−q1−|α| ∣∣∣θ(2−1 · x1)∣∣∣ dx1 < Cα(1 + 2i)Q1
so ∣∣aαi (x′)∣∣ < Cα 2i(q1+|α|)(1 + 2i)Q1
and also ∣∣Aαi (x′)∣∣ < Cα 2i(q1+|α|)(1 + 2i)Q1 .
Since
∑
i∈Z θ(2
−i · x1)→ 1 a.e. and in the distributional sense we have
ϕ(x) =
∑
i∈Z
θ(2−i · x1)ϕ(x) =
=
∑
i∈Z
ϕ(x)θ(2−i · x1)− ∑
|α|≤l1
aαi (x
′)2−i(q1+|α|)fα(2−i · x1) +
∑
|α|≤l1
(
Aαi+1(x
′)−Aαi (x′)
)
2−i(q1+|α|)fα(2−i · x1)
 =
∑
i∈Z
ϕ(x)θ(2−i · x1)− ∑
|α|≤l1
aαi (x
′)2−i(q1+|α|)fα(2−i · x1) +
∑
|α|≤l1
Aαi (x
′)
(
2−(i−1)(q1+|α|)fα(2−(i−1) · x1)− 2−i(q1+|α|)fα(2−i · x1)
) .
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Now set
ψ
(2i)
i (x1,x
′) def=
ϕ(x)θ(2−i · x1)− ∑
|α|≤l1
aαi (x
′)2−i(q1+|α|)fα(2−i · x1) +
+
∑
|α|≤l1
Aαi (x
′)
(
2−(i−1)(q1+|α|)fα(2−(i−1) · x1)− 2−i(q1+|α|)fα(2−i · x1)
)
so that
ψi(x1,x
′) def=
2iq1ϕ(2i · x1,x′)θ(x1)− ∑
|α|≤l1
aαi (x
′)2−i|α|fα(x1) +
+
∑
|α|≤l1
2−i|α|Aαi (x
′)
(
2q1+|α|fα(2 · x1)− fα(x1)
) .
By the inequalities on aαi (x
′) and Aαi (x
′) we get the needed decay on all except the first term.
For the term 2iq1ϕ(2i · x1,x′)θ(x1) notice that∥∥∥xγ1∂τx12iq1ϕ(2i · x1,x′)θ(x1)∥∥∥∞ < Cγ,τ2i(q1+|τ |) ∥∥∂τx1ϕ(x1,x′)∥∥∞
and∥∥∥xγ1∂τx12iq1ϕ(2i · x1,x′)θ(x1)∥∥∥∞ < Cγ,τ
∥∥∥∥∂τx1ϕ(x1,x′)∣∣H1\B(0,2i−2)
∥∥∥∥
∞
< Cγ,τ (1 + 2
i)−Q1 .
All of the addends are supported on the needed dyadic corona and it can be easily checked thatˆ
H1
xα1ψi(x1,x
′) dx1 = 0
for any |α| ≤ g1.
The proof is then concluded by induction. As a matter of fact we can now write
ϕ(x) =
∑
i1∈Z
2−i1qiψi1(2
−i1 · x1,x′)
and apply the induction hypothesis along x′ to each ψi1 with x1 as a parameter.
We now proceed to the proof of Theorem 2.7.4.
Proof of Theorem 2.7.4. Take K ∈ PK(ν) and write the associated dyadic decomposition
(2.7.1) given by Theorem 2.7.3:
K(x) =
∑
i∈Zd
2−iνϕ(2
i)
i (x).
Let G =
{
k ∈ {1, . . . , d} | νk > −qk
}
. The functions ϕi are uniformly bounded on S(RN ),
are supported on {x | 1/2 < ‖xk‖ < 2 ∀j /∈ G}. Without loss of generality, suppose that
G = {1, . . . , |G|} are the first |G| subspace indexes and indicate xG = (x1, . . . , x|G|) and x′ =
x(G) = (x|G|+1, . . . , xd). Recall that for k ∈ G we have thatˆ
Hk
xαkk ϕi(x)dxk = 0 ∀αk
49
To prove the theorem we will have to localize the dyadic decomposition along the subspaces
Hk for k ∈ G so from now on we will think of the coordinates x′ as parameters.
Choose l such that lk > νk and Q such that Qk > νk − qk for all k ∈ G. For every ϕi apply
lemma 2.7.5 and write
ϕi(x) =
∑
i˜∈Z|G|
ψ
(2i˜)
i,˜i
(x|G|,x′)
where we intend that the rescaling occurs only along x|G|. The sum holds in the distri-
butional sense and ψ
i,˜i
are uniformly bounded functions in S(RN ) and are supported on{
x | 1/2 < ‖xk‖ < 4 ∀k ∈ {1, . . . , d}
}
.
As a consequence, any finite partial sum we have∑
i∈Zd
2−iνϕ(2
i)
i (x) =
∑
i=(iG,i
′)∈(Z|G|×Zd−|G|)
i˜∈(Z|G|×{0}d−|G|)
2−iνψ(2
i+i˜)
i,˜i
(x)
Now, changing the set of summation so as to group “building blocks” on the same scale, we get
with h = i+ i˜ ∑
i∈Zd
2−iνϕ(2
i)
i (x) =
∑
h=(hG,h
′)∈(Z|G|×Zd−|G|)
i˜∈(Z|G|×{0}d−|G|)
2−hν2i˜νψ(2
h)
h+i˜,˜i
(x).
Notice that 2i˜ν = 2i˜GνG where i˜G = (˜i1, . . . , i˜|G|) and νG = (ν1, . . . , ν|G|) so just set
ϕ˜i(x) =
∑
i˜G∈Z|G|
2i˜GνGψ
(iG+i˜G,i′),˜iG
(x).
However since for any k ∈ G we have that νk + qk > 0 and νk + qk −Qk < 0, by the decay
given by 2.7.5 the sum above converges uniformly with all derivatives to a compactly supported
smooth function. So ˆ
Hk
xαkk ϕ˜i(x)dxk = 0 ∀ ‖αk‖ < lk
for all k ∈ G, and all these “building blocks” are supported on {x | 1/2 < ‖xk‖ < 4 ∀k ∈ {1, . . . , d}}.
Furthermore the dyadic sum holds
K(x) =
∑
i∈Zd
2−iνϕ˜(2
i)
i (x)
and the partial sums are equi-bounded since the hypotheses of theorem 2.7.2 hold.
As a consequence of these lemmas we have a uniform approximation property for product
kernels of arbitrary order.
Corollary 2.7.6.
Let K ∈ PK(ν). There exists a uniformly bounded sequence Kn of kernels in PK(ν) that
coincide with smooth functions with compact support and that weakly converge to K.
Proof. Use theorem 2.7.4 to write a dyadic decomposition forK with localized “building blocks”.
The partial sums are kernels with compact support uniformly in PK(ν).
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2.8 Further properties
2.8.1 Different product decompositions
We now deal with the relationship between product kernels adapted to different product de-
compositions of RN .
Definition 2.8.1 (Coarser product decomposition).
Consider two product decompositions {H˜j}j∈{1,...,d˜} and {Hk}k∈{1,...,d}. The decomposition {Hk}k∈{1,...,d}
is coarser than {H˜j}j∈{1,...,d˜} if there is a partition J1 ∪ . . . ∪ Jd = {1, . . . , d˜} consisting of non-
empty sets Jk such that Hk =
⊕
j∈Jk H˜j. Vice-versa {H˜j} is said to be finer than {Hk}.
When working with product kernels we need to take in account what naturally happens to
the multi-orders if we are considering with a coarser product decomposition.
Definition 2.8.2 (Admissibly coarser orders).
Let {H˜j}j∈{1,...,d˜} and {Hk}k∈{1,...,d} be two product decompositions of RN such that {Hk} is
coarser than {H˜j} and Hk = ⊕j∈JkH˜j. Given two multi-orders ν ∈ Rd and ν˜ ∈ Rd˜ relative to
the decompositions {Hk} and {H˜j} respectively, we say that ν is admissibly coarser than the
order ν˜ (ν˜ is admissibly finer than ν) if νk =
∑
j∈Jk ν˜j and for any k ∈ {1, . . . , d} such that|Jk| ≥ 2 we have that −q˜j ≤ ν˜j < 0 or −q˜j < ν˜j ≤ 0 for all j ∈ Jk.
We have the following result about product kernels adapted to different product decompo-
sitions
Proposition 2.8.3 (Product kernels adapted to different product decompositions).
Given two product decompositions {H˜j}j∈{1,...,d˜} and {Hk}k∈{1,...,d} of RN with respective multi-
orders ν˜ ∈ Rd˜ and ν ∈ Rd such that {Hk} is coarser than {H˜j} and ν is admissibly coarser
than ν˜ then
PK{Hk}(ν) ⊂ PK{H˜j}(ν˜)
and the inclusion is continuous.
Proof. Let Hk =
⊕
j∈Jk H˜j . First let us suppose that νk < 0 for all k ∈ {1, . . . , d} and that for
any k such that |Jk| ≥ 2 and for any j ∈ Jk the inequality −q˜j ≤ ν˜j < 0 holds. Lemma 2.4.2 is
applicable to kernels in PK{Hk}(ν) and PK{H˜j}(ν˜). It states that such kernels coincides with
an L1loc function on the whole R
N . To check that a K ∈ PK{Hk}(ν), being locally integrable, is
in P˜K(ν˜) it suffices to check the size conditions (2.3.3), so all we need to prove is that
d∏
k=1
‖xk‖−qk−νk−‖αk‖ ≤ C
d∏
k=1
∏
j∈Jk
∥∥x˜j∥∥−q˜j−ν˜j−‖α˜j‖
where, supposing Jk = {jk,1, . . . , jk,|Jk|}, αk = (α˜jk,1 , . . . , α˜jk,|Jk|), qk =
∑
j∈Jk q˜j , and νk =∑
j∈Jk ν˜j as usual. Bearing in mind that ‖xk‖ ≈
∑
j∈Jk
∥∥x˜j∥∥, and ‖αk‖ = ∑j∈Jk ∥∥α˜j∥∥, the
generalized Young’s inequality gives that
∏
j∈Jk
∥∥x˜j∥∥q˜j+ν˜j+‖α˜j‖ ≤ C
∑
j∈Jk
∥∥x˜j∥∥
qk+νk+‖αk‖ ≈ ‖xk‖qk+νk+‖αk‖
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as long as all the exponents are positive (which is the case by hypotheses). This gives the above
inequality and thus
∣∣∂αxK(x)∣∣ ≤ C d∏
k=1
‖xk‖−qk−νk−‖αk‖ ≤ C
d∏
k=1
∏
j∈Jk
∥∥x˜j∥∥−q˜j−ν˜j−‖α˜j‖
proving the statement.
In the more general case we use the Fourier transform. Let
L =
{
k
∣∣ |Jk| ≥ 2 and − qj < ν˜j ,≤ 0 ∀j ∈ Jk} ∪ {k ∣∣ |Jk| = 1 and νk ≥ 0}
and let FL be the Fourier transform along the subspaces indexed by L. Let µ be such that
µk = −qk − νk if k ∈ L and µk = νk otherwise. Correspondingly let µ˜j = −q˜j − ν˜j if j ∈ Jk
with k ∈ L and µ˜j = ν˜j otherwise. By Theorem 2.5.2 FL : PK{Hk}(ν) → PK{Hk}(µ) and
F−1L : PK{H˜j}(µ˜)→ PK{Hk}(ν˜) and both mappings are continuous. Notice that µ is admissibly
finer than µ˜ and in particular −qj ≤ µ˜j < 0 for any j ∈ Jk with k such that |Jk| ≥ 2 while for
any j ∈ Jk the inequality µ˜j < 0 holds. Applying the first part of the proof one gets that
F−1L ◦ FL : PK{Hk}(ν)→ PK{H˜j}(ν˜)
and is continuous. This concludes the proof.
2.8.2 Kernels with bounded support
In Section 2.4 we talked about kernels with bounded support along certain subspaces in the
product decomposition of RN . These kinds of kernels have some interesting properties. In
general there are no non-trivial inclusions between classes of product kernels of different orders.
However this is not true if we are dealing with kernels with bounded support
Proposition 2.8.4 (Kernels of bounded support of different orders).
Let ν and µ be two multi-orders such that νk ≤ µk for all k ∈ {1, . . . d} and if νj  µj for some
j then µj ≤ 0. Let J ⊂ {1, . . . , d} be the subset of those indexes for which νj  µj. For any
fixed constants Mj > 0 with j ∈ J we have that{
K ∈ PK(ν)
∣∣∣∣ sptK ⊂ {x ∣∣∣ ∥∥xj∥∥ < Mj ∀j ∈ J }} ⊂ PK(µ)
and the inclusion is continuous.
This proposition can be proved by verifying the necessary cancellation and size conditions
by hand. However it also follows immediately from the following important property.
Theorem 2.7.4 does provide us with a dyadic decomposition for kernels in PK(ν) but, even
though it uses localized “building blocks”, the decomposition does not respect the boundedness
of the support of a given kernel. As a matter of fact even if the support of K is bounded along a
certain subspace Hk the dyadic sum could span all the indexes ik ∈ Z. However, to address this
shortcomings in dealing with kernels with bounded support, we have the following two results
Theorem 2.8.5 (Convergence of dyadic series with bounded indexes).
Given a subset of indexes J ⊂ {1, . . . , d} and bounds on indexes mj ∈ Z for j ∈ J let
{ϕi}i∈Zd
ij≤mj ∀j∈J
be a bounded family of Schwartz functions such that ϕi satisfy the hypothesis of Theorem 2.7.2
along subspaces Hk with k /∈ J . Let us also suppose that the functions {ϕi} satisfy the following
properties along the subspaces Hj with j ∈ J for which νj ≥ 0.
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• If ij < mj then ˆ
Hj
x
αj
j ϕi(x)dxj = 0 ∀
∥∥αj∥∥ ≤ νj .
• If ij = mj then ˆ
Hj
x
αj
j ϕi(x)dxj = 0 ∀
∥∥αj∥∥ < νj .
Then the dyadic sum ∑
i∈Zd
ij≤mj ∀j∈J
2−iνϕ(2
i)
i (x)
converges to a product kernel in the distributional sense and all the partial sums are a uniformly
bounded family of product kernels.
The dyadic series possesses a continuity property in the sense that for any neighborhood U
of 0 in PK(ν) there is a neighborhood VU of 0 in S(RN ) such that if {ϕi} ⊂ VU then all the
partial sums and the whole series are in U .
Theorem 2.8.6 (Localized dyadic decomposition for kernels of bounded support).
For any K ∈ PK(ν) such that for a certain subset of indexes J ⊂ {1, . . . , d} and for some
mj ∈ Z we have that
sptK ⊂
{
x
∣∣∣ ∥∥xj∥∥ < 2mj ∀j ∈ J } .
There is a uniformly bounded set of Schwartz functions
{ϕi}i∈Zd
ij≤mj−2 ∀j∈J
such that the dyadic decomposition
K(x) =
∑
i∈Zd
ij≤mj−2 ∀j∈J
2−iνϕ(2
i)
i (x) (2.8.1)
holds. The series converges in the weak (distributional) sense and the partial sums are a uni-
formly bounded family of PK(ν) kernels.
The functions {ϕi} are supported on the set
{
x
∣∣1/4 < ‖xk‖ < 4 ∀k ∈ {1, . . . , d}}. For any
l ∈ Nd the family {ϕi} can be chosen so that along those spaces Hk with k /∈ J , {ϕi} possess
the properties given by Theorem 2.7.4 with cancellation order l. For every j ∈ J the functions
{ϕi} possess the following cancellation property along Hj.
• If ij < mj − 2 then ˆ
Hj
x
αj
j ϕi(x)dxj = 0 ∀
∥∥αj∥∥ ≤ lj .
• If ij = mj − 2 then ˆ
Hj
x
αj
j ϕi(x)dxj = 0 ∀
∥∥αj∥∥ < νj .
The decomposition possesses a continuity property in the sense that for any neighborhood V
of 0 in S(RN ) there is a neighborhood UV of 0 in PK(ν) such that if K ∈ UV and K its support
bounded as in the hypothesis then K admits a dyadic decomposition with {ϕi} ⊂ U .
53
Proof. Let us reason by induction on the number of factors Hk along which the support of K
is bounded. If the factors along which the support is bounded are 0 there is nothing to prove.
Suppose the proposition is true for all kernels with supports bounded along up to D− 1 factors
Hk with D ≥ 1.
Let the support of K be bounded along D subspaces one of which is Hk for a certain k. We
have that
ηk(2
−mk · xk)K(x) = K(x)
where ηk is a cutoff function on Hk. Let us write the localized dyadic decomposition for K as
given by Theorem 2.7.4 and apply the above observation:
K(x) = ηk(2
−mk · xk)K(x) =
∑
i∈Zd
ij≤mj−2 ∀j∈J\{k}
2−iνηk(2−mk · xk)ϕ(2
i)
i (x).
For ik ≥ mk + 2 the terms are identically 0, for ik < mk − 2 the cutoff function ηk(2−mk · xk) is
identically 1 on the support of ϕ
(2i)
i (x). Let us put
ϕ˜
i˜
(x)
def
=

ϕ
i˜
(x) ik < mk − 2∑
ij=i˜j j 6=k
ik∈{˜ik−2,...,˜ik+2}
2−(ik−i˜k)(qk+νk)ϕi
(
x(k) ⊕ 2−(ik−i˜k) · xk
)
ik = mk − 2
0 ik > mk − 2
The cancellation conditions for ik < mk − 2 are immediate while the ones for ik = mk − 2
can be checked using the fact that the series must converge to a product kernels of the correct
order.
2.9 Convolution algebra and functional calculus
We will now see how product kernels of different orders behave with respect to convolution.
Theorem 2.9.1.
Let K1 ∈ PK(ν) and K2 ∈ PK(µ) such that νk, µk > −qk and νk + µk > −qk for all k ∈
{1, . . . , d} and let T1 and T2 be the convolution operators associated to K1 and K2 respectively.
Then the operator T2 ◦ T1 is well defined on S(RN ). The associated kernel is in PK(ν +µ) and
we indicate it as K2 ∗K1. Furthermore, let
K1(x) =
∑
i∈Zd
2−iqϕ(2
i)
i (x) K2(x) =
∑
i′∈Zd
2−i
′qψ
(2i
′
)
i′ (x)
be two dyadic decompositions of K1 and K2 satisfying the hypotheses of Theorem 2.7.2. Then
the kernel K1 ∗K2 is given as the weak-* limit of the double dyadic series∑
i∈Zd
∑
i′∈Zd
(
2−iqϕ(2
i)
i ∗ 2−i
′qψ
(2i
′
)
i′
)
(x).
Thus the operation ∗ : PK(ν)× PK(µ)→ PK(ν + µ) is a continuous bilinear map.
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In general T1 and T2 are continuous operators from S(RN ) to S′(RN ) so there is no immediate
way to define their composition. However suppose there exists a X such that S(RN ) ⊂ X ⊂
S′(RN ) endowed with its own topology (X, τ) such that S(RN ) is dense in (X, τ). If T1 is a
continuous operator from S(RN ) to (X, τ) and T2 extends to a bounded operator from (X, τ)
to S′(RN ) then T2 ◦ T1 can be defined as the composition of the extension of T2 with T1. We
will use this idea in the proof of Theorem 2.9.1.
Proof of Theorem 2.9.1. On S(RN ) let us introduce the norm
‖ϕ‖X def=
∥∥∥∥∥∥
d∏
k=1
(‖ξk‖µk + 1) ϕ̂(ξ)
∥∥∥∥∥∥
L1(RN )
and let X be the completion of S(RN ) with respect to this norm. It is easy to see that T1 is a
bounded operator from S(RN ) to X. As a matter of fact K̂1 ∈ L1loc and so if ϕ ∈ S(RN ) is such
that ϕ̂ ∈ D(RN ) we have that F (T1ϕ) is given by the function K̂1(ξ)ϕ̂(ξ) and∥∥F (T1ϕ)∥∥X <∞
because νk+µk > −qk. On the other hand T2 extends to a bounded operator from X to S′(RN ).
K̂2 is locally integrable and the size inequalities (2.3.3) on K̂2 guarantee that the inequality∥∥F (T2ϕ)∥∥L1 < C ‖ϕ‖X
for all ϕ ∈ S(RN ). For these reasons we can define T2 ◦ T1 as the composition of the extension
of T2 with T1. Let (X ′, τ ′) be the completion of S(RN ) with respect to the norm
‖ϕ‖X′ def= ‖ϕ̂‖L1 .
Convergence in X ′ implies convergence in S′(RN ).
The dyadic decompositions of K1 and of K2 converge poinwise a.e. and the Fourier trans-
forms of the dyadic series converge poinwise a.e. Since the partial sums of the dyadic series of K1
are uniformly bounded in PK(ν), by Lebesgue dominated convergence theorem, the operators
T1,J associated to the partial sums of the series
K1,J(x)
def
=
∑
i∈J⊂Zd
2−iqϕ(2
i)
i (x)
converge in the strong operator topology to T1 and for all finite J ⊂ Zd the image of the operators
T1,J are in S(RN ) so the composition T2 ◦ T1,J is well defined. Furthermore the operators T2,J ′
associated to the partial sums
K2,J ′(x)
def
=
∑
i′⊂J ′∈Zd
2−i
′qψ
(2i
′
)
i′ (x)
extend to uniformly bounded operators from (X, τ) to (X ′, τ ′) and the extensions of T2,J ′ con-
verge in the strong operator norm to T2. This means that T2,J ′ ◦ T1,J are associated with the
kernels K2,J ′ ∗K1,J and for J, J ′ ↑ Zd the operators T2,J ′ ◦ T1,J converge in the strong operator
topology to T2 ◦ T1. Notice that
K2,J ′ ∗K1,J(x) =
∑
i∈J
∑
i′∈J ′
(
2−iqϕ(2
i)
i ∗ 2−i
′qψ
(2i
′
)
i′
)
(x).
55
Furthermore the partial sums can be rewritten by setting
ϕ˜i′′(x)
def
=
∑
(i,i′)∈J×J ′
max(i,i′)=i′′
(
2−iqϕ(2
i)
i ∗ 2−i
′qψ
(2i
′
)
i′
)
(x)
where {ϕ˜i′′} are a uniformly bounded family in S(RN ) with the required strong cancellation
conditions.
The boundedness of the bilinear mapping ∗ : PK(ν)× PK(µ) → PK(ν + µ) is due to the
fact that Theorem 2.7.3 allows writing dyadic decompositions with a small dyadic family of
S(RN ) functions if the kernel itself is small.
It is important to notice that the above Theorem actually guarantees that if K1 and K2
coincide with L1loc functions for which the convolution is defined and is an L
1
loc kernel then it
is associated to the composition of the two operators. Using the Fourier transform we can also
define the multiplication of product kernels for a certain range of orders.
Corollary 2.9.2 (Multiplication of product kernels).
Let ν and µ be two multi-orders such that νk, µk < 0 and νk+µk < −q. Then the multiplication
operator (K1,K2) 7→ K1K2 is well defined and continuous from PK(ν)×PK(µ) to PK(ν+µ+q)
2.9.1 Further functional calculus
Let us define the differential operators Lk on Hk given by
Lkϕ(xk) def= F−1
(
−‖ξk‖2 ϕ̂(ξk)
)
for all ϕ ∈ S(Hk). Using spectral theory we have for all s ∈ {z ∈ C | <z > −qk} the operators
(−L)s = F−1
(
‖ξk‖2s ϕ̂(ξk)
)
.
For s = (s1, . . . , sd) ∈ Cd such that <sk > −qk the product operators (−L)s are given by
(−L)s = F−1
 d∏
k=1
‖ξk‖2sk ϕ̂(ξ)

for any ϕ ∈ S′(RN ).
We have the following theorem about the relationship between product kernels of different
orders and differential operators (−L)s .
Corollary 2.9.3 (The action of (−L)s).
Let ν be a multi-order such that νk > −qk and s ∈ Cd such that 2<sk > −qk and νk + 2<sk >
−qk. Then the map K 7→ (−L)sK is continuous from PK(ν) to PK(ν + 2<s).
Proof. If T is the convolution operator associated with K then (−L)sK is the kernel associated
with the operator T ◦(−L)s. (−L)s acts by multiplication on the Fourier side by∏dk=1(‖ξk‖)2sk
and since 2<sk > −qk we have that the function
∏d
k=1(‖ξk‖)2sk is locally integrable so it is in
PK(−q− 2<s) with −qk− 2<sk < 0. This means that (−L)s is a convolution operator relative
to a kernel K(−L)s ∈ PK(2<s). By Theorem 2.9.1 we have that
(−L)sK = K ∗K(−L)s ∈ PK(ν + 2<s)
As a result we have that for multi-orders ν such that νk > −qk for all k ∈ {1, . . . , d}.
K ∈ PK(ν) if and only if there exists a kernel K˜ ∈ PK(0) such that K = (−L)ν/2K˜.
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2.10 Operators associated with product kernels
We now pass to considering the convolution operators associated with product kernels. The
theory developed earlier is particularly useful to prove boundedness results on appropriate
functional spaces.
2.10.1 Littlewood-Paley theory
A technique to prove Lp boundedness that we will use is the Littlewood-Paley estimates and
square function estimates. This approach is based on the idea of studying series of “quasi-
orthogonal” operators in Lp. We develop this technique directly in the product setting. The
theory of one parameter square function estimates can be found in [Gra08].
Definition 2.10.1 (Rademacher square functions).
Suppose we are working on the tensor product of unit intervals Id = [0; 1]d. Let i ∈ Nd then the
Rademacher function is
ri(t)
def
=
d∏
k=1
(−1)b2ik tkc
where btc is the greatest integer less or equal to t.
Rademacher functions have some very important properties.
Proposition 2.10.2.
The Rademacher functions ri(t) as i ∈ Nd are an orthonormal non-complete family in L2(Id).
Proof. Orthonormality can be checked by explicit calculation. Notice that choosing i 6= i′ ∈ Nd
we have that ri(t)ri′(t) is orthogonal to all Rademacher functions.
Furthermore we have the following crucial equivalence of norms known as Khintchin’s The-
orem.
Theorem 2.10.3 (Khintchin’s Theorem).
On the L2 subspace generated by the Rademacher functions all Lp norms for p ∈ [1,+∞) are
equivalent.
Proof. First suppose that 2 < p < +∞. Since we are working on a space of total measure 1,
Ho¨lder’s inequality gives us that
‖f‖L2 < ‖f‖Lp .
Let us prove the inequality in the other sense. Suppose that p = 2k for some m ∈ N, k > 1.
For any
f(t) =
∑
i∈Nd
ik≤l
airi(t)
we have that
‖f‖2mL2m =
∑
i1∈Nd
...
i2m∈Nd
ˆ
Id
ai1 . . . ai2mri1(t) . . . ri2m(t)dt ≤ Cm
∑
i1∈Nd
...
im∈Nd
a2i1 . . . a
2
im = ‖f‖2mL2 .
The theorem for 1 < p < 2 follows by convex interpolation of norms. As a matter of fact
‖f‖Lp < ‖f‖L2
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and
‖f‖2L2 ≤ ‖f‖Lp ‖f‖Lp′
But since the p′ = p/p−1 norm is equivalent to the L2 norm this gives us what we need. Finally
for p = 1 one can do use the interpolation of norms with respect to some norm Lq with
1 < q < 2.
As a consequence of these two properties we have the following lemmas that characterize
“quasi-orthogonal” operators on Lp.
Lemma 2.10.4 (First boundedness criterion for series of quasi-orthogonal operators).
Let {Ti}i with i ∈ Nd be a family of bounded operators on Lp such that for any choice of a
multi-sequence
εi =
d∏
k=1
εk,ik ,
where εk are some sequences with values in {+1,−1}, any finite sum of operators satisfies∥∥∥∥∥∥
∑
i∈J⊂Nd
εiTi
∥∥∥∥∥∥
Lp−Lp
< A
for some constant A independent of J and of ε. Then the operator
T f def= {Tif}i∈Nd (2.10.1)
is bounded from Lp to Lp(l2(Nd)). In other words we have the following inequality∥∥∥∥∥∥∥∥
∑
i∈Nd
|Tif |2
1/2
∥∥∥∥∥∥∥∥
Lp
< CpA ‖f‖Lp (2.10.2)
Proof. We prove inequality (2.10.2) for finite partial sums. Since all the terms are positive, the
boundedness for the series follows from monotone convergence. Let J ⊂ Nd be a finite subset.
Let us write the expression ∑
i∈J
ri(t)Tif(x).
Taking the Lp norm in the x variable and then integrating in t we have
ˆ
Id
∥∥∥∥∥∥
∑
i∈J
ri(t)Tif(x)
∥∥∥∥∥∥
p
Lp
dt ≤ Ap ‖f‖pLp .
Exchanging the order of integration and using the equivalence between the L2 and Lp norms in
t given by Theorem 2.10.3 we get
ˆ
Id
∥∥∥∥∥∥
∑
i∈J
ri(t)Tif(x)
∥∥∥∥∥∥
p
Lp
dt =
ˆ ˆ
Id
∣∣∣∣∣∣
∑
i∈J
ri(t)Tif(x)
∣∣∣∣∣∣
p
dtdx <
Cp
ˆ ∑
i∈J
∣∣Tif(x)∣∣2
p/2 dx =
∥∥∥∥∥∥∥∥
∑
i∈Nd
|Tif |2
1/2
∥∥∥∥∥∥∥∥
Lp
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and this gives us inequality (2.10.2) for all finite partial sums and for the whole series by a
limiting procedure. Furthermore using inequality (2.10.2) all truncated operators
T Jf = {Tif}i∈J⊂Nd
are uniformly bounded from Lp to Lp(l2(Nd)) and converge in the strong operator topology to
T .
A consequence of the above lemma is a boundedness results for the adjoint operators. It is
easy to see that for 1 < p <∞ the dual space of Lp(l2(Nd)) is the space Lp′(l2(Nd)).
Lemma 2.10.5 (Second boundedness criterion for series of quasi-orthonormal operators).
Let 1 < p < ∞ and let {Ti} be a family of operators with the same hypothesis as in Lemma
2.10.4. Then the operator
T˜ {fi} def=
∑
i∈Nd
Tifi
is bounded from Lp(l2(Nd)) to Lp.
Proof. Since
(
Lp(l2(Nd))
)∗
= Lp
′
(l2(Nd)) this statement follows by duality to Lemma 2.10.4.
As a matter of fact the family {T ∗i } satisfies the hypothesis of Lemma 2.10.4 for p′. Let
T f def= {T ∗i f}i∈Nd .
It is sufficient to notice that T˜ {fi} = T ∗ and since by Lemma 2.10.4 T is bounded from Lp′
to Lp
′
(l2(Nd)) we have the result.
Notice that the exact same statements hold true if the indexes i are in Zd rather than Nd.
Definition 2.10.6 (Littlewood-Paley functions).
Consider a product space RN =
⊕d
k=1Hk and for each k let ϕk(xk)
def
= F−1ηk(ξk) where ηk are
cutoff functions on Hk. Let ψk(xk)
def
= 2qkϕk(2 · xk) − ϕk(xk) and ψ(x) =
⊗d
k=1 ψk(xk). We
say that the family {ψi}i∈Zd defined by the relation
ψi
def
= ψ(2
i) = 2−iqψ(2−i · x)
is a family of Littlewood-Paley functions.
We have the following lemma for Lp functions.
Lemma 2.10.7 (Strong convergence in Lp).
Let f ∈ Lp(RN ;X) then
lim
M→∞
∑
i∈Zd
|ik|<M
ψi ∗ f → f
in Lp norm.
Proof. Notice that∑
|ik|<M
2−qkψk(2−i · xk) = 2Mqkϕk(2M · xk)− 2−(M−1)qkϕk(2−(M−1) · xk)
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so ∑
i∈Zd
|ik|<M
ψi = −1(d−|J |)
∑
J⊂{1,...,d}
∏
j∈J
ϕ
(2−M )
j (xj)
∏
k/∈J
ϕ
(2M−1)
k (xj)
We have that ˆ
Hk
ϕk(xk)dxk = 1
so for J = {1, . . . , d} the term∏
j∈J
ϕ
(2−M )
j (xj)
∏
k/∈J
ϕ
(2M−1)
k (xj) =
∏
j∈{1,...,d}
ϕ
(2−M )
j (xj)
is an approximate identity as M →∞. On the other hand, if J 6= {1, . . . , d} then the term∏
j∈J
ϕ
(2−M )
j (xj)
∏
k/∈J
ϕ
(2M−1)
k (xj)
tends to 0 in Lp as M →∞. Since all the partial sums are bounded on Lp by 2d we have that
the statement hold for all f ∈ Lp ∩ L1. The statement follows by density for all f ∈ Lp.
We can now proceed to the fundamental result of norm equivalence of the Littlewood-Paley
theory.
Theorem 2.10.8 (Littlewood-Paley decomposition).
Let {ψi} be a family of Littlewood-Paley functions on the product space RN =
⊕d
k=1Hk. Then
we have the equivalence of norms∥∥{f ∗ψi}i∈Zd∥∥Lp(l2(Zd)) ≈ ‖f‖Lp .
Proof. The family of convolution operators
Tif = f ∗ψi
associated to the Littlewood-Paley functions {ψi} satisfy the conditions of Lemma 2.10.4 and
thus of Lemma 2.10.5. As a matter of fact the sum∑
i∈J⊂Nd
εiTi
for any sequence
εi =
d∏
k=1
εk,ik
is a tensor product of CZ kernels. Tensor products of convolution operators coincide with the
composition of the operators acting along the single subspaces. Thanks to Theorem 1.2.13 each
Caldero´n-Zygmund operator is bounded on Lp and using elementary Bochner integration the
tensor product is also bounded on Lp. The uniformity is given by the fact that the bounds on
the dyadic elements do not depend on the choice of the signs ε.
Using Lemma 2.10.4 we have∥∥{f ∗ψi}i∈Zd∥∥Lp(l2(Zd)) ≤ C ‖f‖Lp .
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To see the converse notice that the family {ψi ∗ ψi} also satisfies the conditions of Lemma
2.10.4 and of Lemma 2.10.5. As a matter of fact ψi ∗ψi are the functions ψ ∗ψ rescaled. Using
Lemma 2.10.5 and Lemma 2.10.7 we have that∥∥∥∥∥∥
∑
i∈Zd
ψi ∗ψi ∗ f
∥∥∥∥∥∥
Lp
≤ C ∥∥{f ∗ψi}i∈Zd∥∥Lp(l2(Zd))
but ∥∥∥∥∥∥
∑
i∈Zd
ψi ∗ψi ∗ f
∥∥∥∥∥∥
Lp
≈ ‖f‖Lp
because taking the Fourier transform both
(∑
i∈Zd ψ̂
2
i
)−1
and
∑
i∈Zd ψ̂
2
i converge to Mihlin-
Ho¨rmander multipliers.
2.10.2 Boundedness of product kernel operators
We begin this section with results on boundedness on Sobolev spaces.
Theorem 2.10.9 (Boundedness on Sobolev spaces).
Let K ∈ PK(ν) and suppose that for those j for which νj < 0 the support of K is bounded along
Hj. Then the convolution operator T associated to K extends to a bounded operator between
the (anisotropic) product Sobolev spaces
T : Hs → Hs−ν .
The operator norm of T depends on the bounds on K and in particular for any fixed choice
Mj ∈ R+ for those indexes j ∈ {1, . . . , d} for which νj < 0 and for any constant C there is a
neighborhood VC of 0 in PK(ν) such that if K ∈ VC and sptK ⊂
{
x
∣∣∣ ∥∥xj∥∥ < Mj} then the
associated convolution operator T has operator norm bounded by C.
Proof. Since K has bounded support along the spaces Hj with νj < 0 we can set ν˜ = ν ∨ 0
and Proposition 2.8.4 guarantees that K ∈ PK(ν˜). Using theorem 2.5.2 we can see that the
multiplier m of T is a locally bounded function that satisfies
|m(ξ)| < CK
d∏
k=1
‖ξk‖ν˜k .
However, since K ∈ PK(ν), m away from the origin satisfies the size conditions on PK(−q−ν)
so we have that
|m(ξ)| < C ′K
d∏
k=1
(1 + ‖ξk‖)νk .
Recalling the definition of Hs in terms of multipliers gives us the desired result.
We now pass to proving boundedness on Lp for 1 < p <∞. To do this we will use the multi-
parameter Littlewood-Paley theory illustrated in Section 2.10.1. Before proving the positive
result we show via a counterexample why the approach used for proving boundedness for CZ
operators does not work. In particular product kernels are not L1 − L1w bounded.
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Example 2.10.10.
Consider R2 seen as the product space R×R and let ϕε(x) = ε−21[−ε,ε]2(x). The double Hilbert
transform H1 ⊗H2 is not bounded from L1(R2) to L1w(R2). In particular
lim
ε→0
L 2
({
x
∣∣ |H1 ⊗H2ϕε(x)| > 1}) =∞.
As a matter of fact
H1 ⊗H2ϕε = ε−2H1[−ε,ε] ⊗H1[−ε,ε].
A simple calculation yields
H1[−ε,ε](x) =
1
pi
log
∣∣∣∣x+ εx− ε
∣∣∣∣
so for x > 2ε
1
pi
log
∣∣∣∣x+ εx− ε
∣∣∣∣ > εpix
and thus {
x
∣∣ |H1 ⊗H2ϕε(x)| > 1} ⊃ {(x1, x2) ∣∣∣x1x2 < pi−2 x1, x2 > 2ε} .
For ε→ 0 the right hand side has unbounded measure.
Theorem 2.10.11 (Lp boundedness of product kernel convolution operators).
Let K ∈ PK(0) then the associated convolution operator T extends to a bounded operator on
Lp(RN ).
Proof. We need to prove that for any f ∈ D(RN ) we have
‖f ∗K‖Lp ≤ Cp ‖f‖Lp .
Let {ψi} be Littlewood-Paley functions. We have seen in the proof of Theorem 2.10.8 that the
convolution operators associated with the functions {ψi ∗ ψi} satisfy the hypotheses of Lemma
2.10.4 and of Lemma 2.10.5. Using the second lemma we have
‖f ∗K‖Lp ≤
∥∥{f ∗K ∗ ψi ∗ ψi}∥∥Lp(l2(Zd))
Setting
ϕi
def
= (K ∗ ψi)(2
i) = F−1
K̂(2i · ξ) d∏
k=1
(
ηk(2
·ξk)− ηk(ξk)
)
we have that {ϕi} is a uniformly bounded family of functions in S(RN ). We also indicate
fi
def
= f ∗ ψi.
Suppose for now that p > 2. We expand
∥∥{f ∗K ∗ ψi ∗ ψi}∥∥Lp(l2(Zd)) =
∥∥∥∥∥∥
∑
i∈Zd
∣∣∣∣fi ∗ ϕ(2−i)i ∣∣∣∣2
∥∥∥∥∥∥
1/2
L
p/2
but∣∣∣∣fi ∗ ϕ(2−i)i ∣∣∣∣2 ≤ ˆ |ϕ(2−i)i (x− y)|dy ˆ |ϕ(2−i)i (x− y)||fi(y)|2dy ≤ CK ˆ ∣∣∣∣ϕ(2−i)i (x− y)∣∣∣∣ ∣∣fi(y)∣∣2 dy.
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We can write∥∥∥∥∥∥
∑
i∈Zd
∣∣∣∣fi ∗ ϕ(2−i)i ∣∣∣∣2
∥∥∥∥∥∥
L
p/2
≤CK sup
g∈L(p/2)′
‖g‖
L(
p/2)
′<1
ˆ
RN
∑
i∈Zd
(
|fi|2 ∗
∣∣∣∣ϕ(2−i)i ∣∣∣∣ (x)) g(x)dx =
CK sup
g∈L(p/2)′
‖g‖
L(
p/2)
′<1
∑
i∈Zd
ˆ
RN
|fi|2(x)
(∣∣∣∣ϕˇ(2−i)i ∣∣∣∣ ∗ g(x)) dx ≤
CK sup
g∈L(p/2)′
‖g‖
L(
p/2)
′<1
ˆ
RN
∑
i∈Zd
|fi|2(x) sup
i∈Zd
(∣∣∣∣ϕˇ(2−i)i ∣∣∣∣ ∗ g(x)) dx ≤
∥∥∥∥∥∥
∑
i∈Zd
|fi|2
∥∥∥∥∥∥
L
p/2
∥∥∥∥∥ supi∈Zd
(∣∣∣∣ϕˇ(2−i)i ∣∣∣∣ ∗ |g|)
∥∥∥∥∥
L(
p/2)
′
The maximal type operator
g 7→ sup
i∈Zd
(∣∣∣∣ϕˇ(2−i)i ∣∣∣∣ ∗ |g|(x))
is bounded on L(
p/2)′ . This is true because we can bound ϕi from above by
∣∣ϕi(x)∣∣ ≤ ω(x) def= C ′k d∏
k=1
nk∏
j=1
(1 + |xk,j |)−2
where xk,j are the eigenvector coordinates with respect to the dilations on Hk. Let us introduce
a finer multi-parameter structure on RN . Let each eigenvector xk,j be considered a product
factor so we have
sup
i∈Zd
(∣∣∣∣ϕˇ(2−i)i ∣∣∣∣ ∗ |g|(x)) < sup
i′∈ZN
(∣∣∣ω(2−i)∣∣∣ ∗ |g|(x)) .
The operator
g 7→ sup
i′∈ZN
(∣∣∣ω(2−i)∣∣∣ ∗ |g|(x))
is the composition of maximal type operators along all coordinates. It is sufficient to prove
boundedness on L
p/2 ′ for the one-dimensional operator
g(t) 7→ sup
i′∈Z
|g| ∗
(
2λk,j (1 + |2λk,jxk,j |)−2
)
But this holds because it can be controlled from above by the Hardy-Littlewood maximal
operator.
As a consequence we have that
‖f ∗K‖Lp ≈
∥∥{f ∗K ∗ ψi ∗ ψi}∥∥Lp(l2(Zd)) ≤ C ′′K ∥∥{f ∗ ψi}∥∥Lp(l2(Zd)) ≈ ‖f‖Lp
for p > 2 as required. The result for 1 < p ≤ 2 follows by duality and interpolation.
63
2.11 Changes of variables and diffeomorphisms
We will now study the effect of changes of variable on product kernels. Suppose that Φ : Ω→ RN
is a diffeomorphism of a certain open domain Ω onto its image in RN . Given some distribution
T ∈ D′(RN ) we can define the distribution T ◦ Φ in D′(Ω) by setting
ˆ
Ω
T ◦ Φ(x)ϕ(x)dx def=
ˆ
RN
T (x′)
(
detDΦ−1
)
(x′)ϕ
(
Φ−1(x′)
)
dx′
for all test functions ϕ ∈ D(Ω). If Φ is a sufficiently well behaved diffeomorphism then if
T ∈ S′(RN ) then T ◦ Φ ∈ S′(RN ) with sptT ⊂ Ω. This is true for all diffeomorphisms if Ω is
compact or if T has a fixed compact support contained in Φ(Ω). In other cases one needs to
impose additional requirements on the diffeomorphism. We will now deal with the stability of
product kernels with respect to changes of variables. A geometrically relevant fact that we must
ask of the diffeomorphisms we are dealing with is that they conserve the singular subspaces,
and that the same hold for the inverse diffeomorphism Φ−1.
Definition 2.11.1 (Product diffeomorphism).
Let Φ : Ω → Φ(Ω) ⊂ RN be a diffeomorphism of the open domain Ω ⊂ RN with its image. We
say that Φ is a product diffeomorphism if
Φ(Ω ∩H⊥k ) ⊂ H⊥k ∀k ∈ {1, . . . , d}
and
Φ−1(Φ(Ω) ∩H⊥k ) ⊂ H⊥k ∀k ∈ {1, . . . , d}.
We say that Φ is a product diffeomorphism of a compact domain if it is defined on a compact
set Ω and it extends to a product diffeomorphism of an open neighborhood of Ω.
The product diffeomorphisms of a fixed domain Ω onto itself form a group under composition.
We now concentrate on some properties of product diffeomorphisms that are useful in rela-
tion to product kernels. However, this study can be carried out only on Euclidean spaces with
a standard system of dilations.
Lemma 2.11.2 (Differential inequalities for diffeomorphisms).
Let Φ be a product diffeomorphism of a compact domain and let Φk be the coordinate along Hk
of Φ for any given k ∈ {1, . . . , d}. We have the following differential inequalities.
C−1k |xk| <
∣∣∣Φk(x)∣∣∣ < Ck |xk|∣∣∣∂αxΦk∣∣∣ (x) < Cα,k(1 + |xk|)1−|αk| (2.11.1)
Based on the previous inequalities we introduce the following terminology.
Definition 2.11.3 (Uniformly bounded product diffeomorphisms).
Given a domain Ω ⊃ ⊗Bk(0, 2m) let us consider product diffeomorphisms of Ω into RN . We
say that a family of such diffeomorphisms is uniformly bounded if there are constants Ck and
Cα,k such that the inequalities (2.11.1) hold uniformly for the whole family.
Definition 2.11.4 (Stretching of product diffeomorphisms).
Given a domain Ω ⊃ ⊗Bk(0, 2m) let us consider a product diffeomorphisms Φ of Ω into RN .
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For G ⊂ {1, . . . , d} we call the stretched diffeomorphism along the spaces HG with parameter s
the diffeomorphism Φs,G defined for s > 0 by the relation
Φks,G
def
=

s−1 · Φk
(
x(G) ⊕ s · xG
)
if k ∈ G
Φk
(
x(G) ⊕ s · xG
)
if k /∈ G
and for s = 0 by the relation
Φk0,G
def
=

∂xGΦ
k
(
x(G) ⊕ 0G
)
xG if k ∈ G
Φk
(
x(G) ⊕ 0G
)
if k /∈ G
on the domain where the right-hand side is defined.
It is easy to check by direct calculation that for any given G ⊂ {1, . . . , d} the mapping
(s, x) 7→ Φs,G(x) with s ≥ 0 is smooth on the domain of definition. It is also useful to notice
that for k ∈ G we have the equality
∂xGΦ
k
(
x(G) ⊕ 0G
)
xG = ∂xkΦ
k
(
x(G) ⊕ 0G
)
xk
because Φ0, as also Φ, conserves the singular subspaces.
Lemma 2.11.5 (Boundedness of stretched product diffeomorphisms).
Let us fix a domain Ω ⊃ ⊗Bk(0, 2m) and let us consider a bounded family of product diffeo-
morphisms of Ω into RN . For any given G ⊂ {1, . . . , d} the product diffeomorphisms obtained
by stretching all the kernels of the family along HG are defined at least on
⊗
Bk(0, 2m) and are
uniformly bounded for the parameter s in the range 0 ≤ s ≤ 1.
Proof. The proof of this property can also be obtained by verifying (2.11.1) directly.
We also need a lemma on the convergence of dyadic series with building that do not have
complete cancellation along all subspaces but only a weak equivalent.
Definition 2.11.6 (Weak cancellation).
Let
{ϕi}i∈Zd ⊂ S(RN )
be a family of functions uniformly bounded in S(RN ). We say that this family has weak cancel-
lation (with parameter ε) along subspaces Hj with j ∈ J ⊂ {1, . . . , d} if there exists an ε > 0
such that for any subset of indexes J˜ ⊂ J
2−εmin {ij |j∈J˜}
ˆ
H
J˜
ϕi(x)dxJ˜
are a uniformly bounded family of functions in S(H(J)).
Proposition 2.11.7 (Dyadic sums with weak cancellation).
Consider a multi-order ν and let J ⊂ {1, . . . , d} such that νj = 0 for j ∈ J . Let
{ϕi}i∈Zd
be a uniformly bounded family of functions in S(RN ) that possesses the following properties.
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• The family {ϕi} possesses weak cancellation with some parameter ε along subspace Hj
with j ∈ J .
• If k ∈ {1, . . . , d} \ J is such that νk ≥ 0 thenˆ
Hk
xαkk ϕi(x)dxk = 0 ∀ ‖αk‖ ≤ lk
for some lk ∈ N, lk ≥ νk.
• If k ∈ {1, . . . , d} is such that νk ≤ −qk then
∂αkxk ϕi(0k ⊕ x(k)) =
ˆ
Hk
ξαkk ϕ̂i(ξ)dξk = 0 ∀ ‖αk‖ ≤ l′k
for some l′k ∈ N, l′k ≥ −qk − νk ≥ 0.
• if k ∈ {1, . . . , d} is such that −qk < νk < 0, no condition along Hk needs to be satisfied.
Then for any fixed M ∈ Z the dyadic sum∑
i∈Zd
ij≤M ∀j∈J
2−iqϕ(2
i)
i (x)
converges to a kernel in PK(ν). All the partial sums are uniformly bounded in PK(ν).
Proof. This proof is closely related to the proof of Theorem 2.7.2. We reason by induction on
|J |. For J = ∅ the statement reduces to Theorem 2.7.2. Suppose that the statement is true
when |J | ≤ D − 1 for some D ≥ 1. Let us suppose that k ∈ J and let
η˜k(xk)
def
=
ηk(xk)´
Hk
ηk(xk)dxk
.
Now set
ϕ˜i(x)
def
= 2−
ε/2ikηk(xk)
ˆ
Hk
ϕi(x)dxk.
We have that
{ϕi − 2ε/2ik ϕ˜i}
is a family of Schwartz functions that satisfy the hypothesis of the proposition and have weak
cancellation along J \{k}. Using the induction hypothesis the dyadic sum relative to this family
converges to a kernel in PK(ν). On the other hand let ν˜ be the multi-order such that ν˜l = νl
for l 6= k and ν˜k = −ε/2. Then {ϕ˜i} is a family that satisfies the hypothesis of this preposition
for the multi-order ν˜ with weak cancellation of parameter ε/2 along J \ {k}. Furthermore the
resulting kernel is bounded along Hk so Proposition 2.8.4 states that there is a continuous
inclusion PK(ν˜) ↪→ PK(ν). This concludes the proof.
We have the following stability theorem for product kernels.
Theorem 2.11.8 (Product kernel stability w.r.t diffeomorphisms).
Let K ∈ PK(ν) be a product kernel on RN = ⊕dk=1Hk with multi-order ν such that νk ≤ 0 for
all k ∈ {1, . . . , d} and with bounded support along all subspaces Hk. Let Φ be a product diffeomor-
phism of a compact domain Ω ⊃⊗dk=1Bk(0, 2mk) such that sptK ⊂⊗dk=1Bk(0, 2m′k) ⊂ Φ(Ω)
for some m′k ∈ Z. Then K ◦ Φ is a product kernel in PK(ν).
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For any fixed bounds mk ∈ Z the mapping K 7→ K ◦ Φ is continuous from the kernels in
PK(ν) such that sptK ⊂⊗dk=1BHk(0, 2m′k) ⊂ Φ(Ω) to PK(ν). Furthermore if Φ varies among
a uniformly bounded family of product diffeomorphisms then the kernels K ◦ Φ are uniformly
bounded.
Proof. We indicate Φk
def
= pik ◦ Φ. Theorem 2.8.6 gives us the decomposition (2.8.1). Since the
support of all the dyadic building blocks is inside the image of Φ we can write
K ◦ Φ(x) =
∑
i∈Zd
ik≤m′k−2
2−iνϕ(2
i)
i (Φ(x)) =
∑
i∈Zd
ik≤m′k−2
2−iν2−iqϕi(2−i · Φ(x)).
As a matter of fact the above equality holds in the distributional sense because the mapping
ψ(x′) 7→ (detDΦ−1) (x′) is continuous from D (Φ(Ω)) to D (Ω). Ω is compact so Φ(Ω) is also
compact and Φ extends to a diffeomorphism of an open neighborhood Ω′ of Ω. Let ρ ∈ C∞c (RN )
be a function that is identically 1 on a neighborhood Φ(Ω) and 0 outside Φ(Ω′). Notice that
Φ(Ω) is compact. For any ψ ∈ S(RN ) we have
ˆ
RN
K ◦ Φ(x)ψ(x)dx def=
ˆ
RN
K ◦ Φ(x)ρ(x)ψ(x)dx =
ˆ
RN
K(x′)
(
detDΦ−1
)
(x′)ρ ◦ Φ−1(x′)ψ ◦ Φ−1(x′)dx′.
The above expression is well-defined and independent of ρ becauseK is supported in the compact
set Ω and Φ is smooth. By a slight abuse of notation, omitting ρ we can write
ˆ
RN
K ◦ Φ(x)ψ(x)dx =
ˆ
RN
K(x′)
(
detDΦ−1
)
(x′)ψ ◦ Φ−1(x′)dx′ =
ˆ
RN
∑
i∈Zd
ij≤m′j−2
2−iνϕ(2
i)
i (x
′)
(
detDΦ−1
)
(x′)ψ ◦ Φ−1(x′)dx′ =
∑
i∈Zd
ij≤m′j−2
ˆ
RN
2−iνϕ(2
i)
i
(
Φ(x)
)
ψ(x)dx.
By setting
ϕ˜i(x) = ϕi
(
2−i · Φ(2i · x)
)
we have that
K ◦ Φ(x) =
∑
i∈Zd
ik≤m′k−2
2−iνϕ˜(2
i)
i (x). (2.11.2)
Using (2.11.1) we have that the support of ϕ˜i is given by
D def=
{
x | 2ik−2 <
∣∣∣Φk(2i · x)∣∣∣ < 2ik+2} = {x | (4Ck)−1 < |xk| < 4Ck} .
The differential inequalities (2.11.1) on the diffeomorphism also guarantee that ϕ˜i are bounded
in S(RN ).
67
We will now show that ϕ˜i has weak cancellation along J =
{
j ∈ {1, . . . , d} ∣∣νj = 0}. Let
j ∈ J and we write an expansion for Φk with an integral remainder term. Taking in account
the geometric properties we have
2−ikΦk(2i · x) =
ˆ 1
0
∂xkΦ
k
(
t · 2ik · xk ⊕ 2i(k) · x(k)
)
xkdt.
Now expanding in xj we have for k = j
2−ijΦj(2i · x) = ∂xjΦj
(
0j ⊕ 2i(j) · x(j)
)
xj+
2ij
ˆ 1
0
ˆ 1
0
∂2xjΦ
j
(
t1t2 · 2ij · xj ⊕ 2i(j) · x(j)
)
x2j t1dt1dt2
and for j 6= k we have
2−ikΦk(2i · x) =
ˆ 1
0
∂xkΦ
k
(
t1 · 2ik · xk ⊕ 0j ⊕ 2i({j,k}) · x({j,k})
)
xkdt1+
2ij
ˆ 1
0
ˆ 1
0
∂xk∂xjΦ
k
(
t1 · 2ik · xk ⊕ t2 · 2ij · xj ⊕ 2i({j,k}) · x({j,k})
)
xkxjdt1dt2.
Since we are working on the domain D that is compact and since ij ≤M we have that 2ijxj is
bounded. Using the differential inequalities (2.11.1) we have that the remainder terms
Qji(x)
def
=
ˆ 1
0
ˆ 1
0
∂2xjΦ
j
(
t1t2 · 2ij · xj ⊕ 2i(j) · x(j)
)
x2j t1dt1dt2
and
Qki (x)
def
=
ˆ 1
0
ˆ 1
0
∂xk∂xjΦ
k
(
t1 · 2ik · xk ⊕ t2 · 2ij · xj ⊕ 2i({j,k}) · x({j,k})
)
xkxjdt1dt2.
are uniformly bounded and have uniformly bounded derivatives for all admissible i. The in-
equalities (2.11.1) also guarantee that the mapˆ 1
0
∂xkΦ
k
(
t1 · 2ik · xk ⊕ 0j ⊕ 2i({j,k}) · x({j,k})
)
xkdt1
is smooth, uniformly bounded, and has all derivatives uniformly bounded. So, by setting
Φkt,i(x)
def
= 2−ik · Φk(2i) + (t− 1)2ijQki (x)
we can write
ϕ˜i(x) = ϕ
(
Φ0,i(x)
)
+ 2ij
d∑
k=1
ˆ 1
0
(∂xkϕ)
(
Φt,i(x)
)
Qki (x)dt.
Φ0,i(x) has the property that pik
(
Φ0,i(x)
)
is independent of xj for j 6= k and for a fixed x(j)
the pij
(
Φ0,i(x)
)
is a linear non-degenerate map from Hj onto itself. In particular this means
that ˆ
Hj
ϕ
(
Φ0,i(x)
)
dxj = 0
and thus
2−ij
ˆ
Hj
ϕ˜i(x)dxj
is a uniformly bounded family of functions in S(H(j)). To see that weak cancellation holds for
a generic J˜ ⊂ J it is sufficient to choose j ∈ J˜ such that ij is minimal among ij˜ with j˜ ∈ J˜ . It
suffices to apply the reasoning above and then to integrate along the remaining variables x
J˜\{j}.
By Proposition 2.11.7 the resulting dyadic sum (2.11.2) converges to a kernel in PK(ν).
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2.11.1 An application of functional calculus
We now show how the functional calculus we developed can be applied to the problem of product
diffeomorphisms. We start from some lemmas.
Lemma 2.11.9 (Continuity of composition with respect to diffeomorphisms).
Suppose Φs with s ∈ R+ ∪{0} is an indexed family of product diffeomorphisms of a compact set
Ω such that the mapping (s,x) 7→ Φs(x) is smooth and all Φs satisfy the conditions of Theorem
2.11.8. Given K ∈ PK(ν) that also satisfies the requirements of Theorem 2.11.8, the mapping
s 7→ K ◦ Φs
is continuous from R+ ∪ {0} to PK(ν) with the strong topology.
Proof. When s varies over compact subsets of R+ ∪{0} the smoothness of (s,x) 7→ Φs(x) gives
us the uniform boundedness of the family of diffeomorphisms Φs. Furthermore for any ϕ ∈ D(Ω)
we have that s 7→ det (Φ−1s )ϕ ◦ Φ−1s is continuous as a mapping into D(RN ). This means that
s 7→ K ◦ Φs
is continuous in the weak-* sense. By uniform boundedness of K ◦Φs and Proposition 2.4.4 the
mapping is continuous with respect to the strong topology on PK(ν).
Now suppose that we have a smooth, uniformly bounded vector field Ws(x) on RN such that
for any k ∈ {1, . . . , d} we have that Ws(x) ∈ H⊥k if x ∈ H⊥k . It follows that the flow Φs of such
a vector field is a family of diffeomorphisms that satisfy the hypothesis of Lemma 2.11.9. Now
suppose that K is a kernel with compact support in PK(ν) with νk ≤ 0 for all k ∈ {1, . . . , d}
and let us also suppose that K coincides with a smooth function. We can write that
d
ds
(K ◦ Φs) =
d∑
k=1
(
(∂xkK) ◦ Φs
) (
d
dsΦ
k
)
= (∇K) ◦ Φs · d
ds
Φs
Notice however that
(∇K) ◦ Φ = ∇(K ◦ Φs) ◦ (DΦs)−1 = ∇(K ◦ Φs) · (DΦ−s)(Φs).
Taking in account that Φs is the flow of Ws, so
d
ds
Φs = Ws ◦ Φs,
we get the differential equation
d
ds
(K ◦ Φs) = ∇(K ◦ Φs) ·
(
(DΦ−s)Ws
)
(Φs).
Let W˜s
def
=
(
(DΦ−s)Ws
)
(Φs). It is easy to verify that W˜s is also a smooth, bounded vector
field for s ∈ [0, T ] for any finite T and it satisfies W˜s(x) ∈ H⊥k if x ∈ H⊥k . This means that
|xk|−1 pikW˜s(x) is also smooth. So we have
K ◦ Φ1 = K ◦ Φ0 +
d∑
k=1
ˆ 1
s=0
∂xk(K ◦ Φs) |xk|pik
(
|xk|−1 W˜s(x)
)
dx. (2.11.3)
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Since
s 7→ K ◦ Φs
using Proposition 2.6.1 the mapping
s 7→ ∂xk(K ◦ Φs) |xk|
is also continuous from R+ ∪ {0} to PK(ν). Since
pik
(
|xk|−1 W˜s(x)
)
is a smooth function in (s,x) and K◦Φs has compact support, the whole integrand is continuous
function depending on s with values in PK(ν). For this reason the equation 2.11.3 can be
also written for any K ∈ PK(ν) and not necessarily for a smooth function. This holds by
approximation. Using the continuity of all the maps above the integral can be approximated in
the strong topology on PK(ν) by piecewise sums.
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Chapter 3
Flag kernels
While the theory we developed in the previous chapter is interesting in its own right it also
happens to be a test case for any type of multi-parameter theory. However the class of product
kernels is too large for many applications. In some sense a generic product kernel has “too
many” singularities. For this reason we want to concentrate on a similar “multi-parameter” or
product class of distributions, flag kernels, whose singularities are in some sense more controlled.
In particular product kernels have singularities along all coordinate sub-space corresponding to
the product factors. Flag kernels, on the other hand, have singularities concentrated along only
one coordinate subspace. Many of these results have been recently published in [Nag+12].
Definition 3.0.10 (Flags and gradations).
A flag on RN , is a finite sequence of subspaces that we will indicate (Vk)k∈{0,...,d} such that
{0} = V0 ⊂ V1 ⊂ . . . ⊂ Vd−1 ⊂ Vd = RN .
We say that an ordered sequence of subspaces (Hk)k∈{1,...,d} is a gradation adapted to the flag
(Vk)k∈{0,...,d} if
Vk =
k⊕
j=1
Hj ∀k ∈ {1, . . . , d}.
Observe that while a gradation naturally determines a flag, the same flag can possess more
than one adapted gradation. The gradation associated with a given flag is not unique. A
gradation gives us a natural product space structure on RN . If RN is endowed with a family
of (non-isotropic) dilations we will only consider flags compatible with that dilation structure.
In particular we ask that all subspaces Vk be eigen-spaces of the family of dilations. This is
equivalent to asking that there be an associated gradation of eigen-spaces. We extend the usual
notation described in Section 2.1. If J ⊂ {1, . . . , d} is a subset of indexes then the flag VJ is
the flag on HJ associated to that ordered gradation.
Once a gradation has been chosen for a given flag we can also introduce the product space
coordinates so that, as usual, x = (x1, . . . , xd) with xk ∈ Hk. If Vk is a subspace of the flag
then d(x;Vk), the distance from the subspace, is equivalent up to a constant to the expression
d(x;Vk) ≈ ‖xk+1‖+ . . .+ ‖xd‖ .
Flag kernels are similar to product kernels and many properties and proofs will be formally
similar to the ones in Section 2. However, we note that we introduce flag kernels of order 0. As
a matter of fact, extending the definition to other pseudo-differential orders is less trivial than
what we have done for product kernels, even for “good” orders ν such that νk > −qk.
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3.1 Definition
For a given flag (Vk)k∈{0,...,d} let us fix a gradation of RN , (Hk)k∈{1,...,d}, compatible with the
flag. We recall that
Vk = ⊕kj=1Hj .
We will later show that the definition of flag kernels is actually independent of the gradation
and depends only on the flag.
Definition 3.1.1 (Flag kernels).
Consider a flag (Vk)k∈{0,...,d} with an associated gradation (Hk)k∈{1,...,d}.
For d = 1, the class of flag kernels FK(Hk) coincides with CZ(0) on RN as defined in 1.2.9.
We say that a family of kernels in CZ(0) is uniformly bounded if the inequalities (1.2.4) and
(1.2.5) hold with uniformly bounded constants.
For d > 1, we say that a distribution K ∈ S′(RN ) is of class FK(Hk) if, away from the
subspace Vd−1 = H⊥d , K coincides with a smooth function i.e.
K
∣∣
RN\Vd−1
∈ C∞
(
RN \ Vd−1
)
and it satisfies the following two kinds of conditions:
Size conditions ∣∣∣∂α1x1 . . . ∂αdxdK(x)∣∣∣ ≤ Cα d(x, V0)−q1−‖α1‖ . . . d(x, Vd−1)−qd−‖αd‖ (3.1.1)
for any x /∈ Vd−1 and for any multi-index α.
Cancellation conditions For every k ∈ {1, . . . , d} the distributions
ˆ
K(x)ϕ(R−1 · xk)dxk (3.1.2)
obtained by contracting K with all possible rescaled C1-normalized bump functions ϕ on
the subspace Hk, are a family of flag kernels on H(k) relative to the flag V(k) and to the
corresponding gradation
(
Hj
)
j 6=k, uniformly bounded with respect to R > 0 and to ϕ.
We say that a family of kernels in FK(Hk) is uniformly bounded if the bounds arising inductively
from (3.1.1) and (3.1.2) on all the kernels of the family are uniformly bounded.
The formal difference between product and flag kernels consists in the size conditions. The
cancellation conditions are expressed in a similar way. On the other hand it is immediately
evident that the size conditions (3.1.1) do not depend on the gradation but only on the flag. We
will usually omit explicitly writing the dependence on the flag and on the associated gradation
by indicating the class of flag kernels simply as FK.
As we did for product kernels, the lower bounds on the constants that appear inductively
from (3.1.1) and (3.1.2) can be combined to form a family of semi-norms on FK and to define
a Fre´chet space topology. A non-inductive definition of the semi-norms on FK similar to
Definition 2.3.2 is notationally very complicated so prefer to avoid it. From now on we will
indicate as FK the space of flag kernels endowed with its strong topology. We now turn to
some basic topology results on FK that correspond to those obtained in section 2.4.
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3.2 Topology
Flag kernels are very closely related to product kernels. As a matter of fact flag kernels form
a special subset of product kernels of order 0 and the strong topology on FK is finer than the
one on PK. This can be easily checked since by induction on the length of the flag d.
As a consequence, some properties on PK(0) apply immediately to flag kernels.
Proposition 3.2.1 (The semi-norms separate points).
Let K be a flag kernel with all norms arising inductively from conditions (3.1.1) and (3.1.1)
equal to 0. Then the kernel is trivial.
Proposition 3.2.2 (Weak-* and strong topologies).
The following relations between the strong topology and the weak-* topology hold on FK:
1. The strong topology is finer than the weak-* topology on FK.
2. For any bounded set V ∈ S(RN ) and any ε > 0 there is a neighborhood UV,ε of 0 in FK
such that if ϕ ∈ V and K ∈ UV,ε then
∣∣∣´RN K(x)ϕ(x)dx∣∣∣ < ε. Vice-versa for any bounded
set U ∈ FK and any ε > 0 there is a neighborhood VU,ε of 0 in S(RN ) such that if ϕ ∈ VU,ε
and K ∈ U then
∣∣∣´RN K(x)ϕ(x)dx∣∣∣ < ε.
3. On bounded sets of FK weak-* convergence can be verified only on a dense subset of test
functions.
4. On bounded sets of FK the weak-* convergence implies strong convergence.
5. The weak-* closure in S′(RN ) of a bounded set in PK(ν) is a closed subset of FK.
6. The semi-norms on FK are lower semi-continuous with respect to the weak-* convergence.
As a consequence, the space FK is, too, complete with respect to the metric given by the
family of semi-norms.
Corollary 3.2.3 (Fre´chet space topology).
FK with the topology given by the family of semi-norms arising as the lower bounds of the
constants in (3.1.1) and (3.1.2) is a Fre´chet space.
As for product kernels there is a certain flexibility in the choice of the normalization order
for bump functions in Definition 2.3.1.
Proposition 3.2.4 (Bump function normalization orders).
Let F˜K be the class of flag kernels with the exception that in the definition 3.1.1 we require that
the bump function in condition (3.1.2) be bk-normalized for some bk ≥ 1. Then the classes F˜K
and FK coincide as vector spaces and have the same topologies.
Proof. The proof goes along the same lines as that of proposition 2.4.11 for product kernels.
We recall the main idea of the proof.
The continuous inclusion FK(ν) ⊂ F˜K(ν) is obvious since the conditions on FK(ν) are
more strict.
To prove the converse we reason by induction on the length of the flag d. For d = 0 there
is nothing to prove. Suppose that d ≥ 1 and that the proposition holds for flag of length up to
d− 1. To prove the statement for a flag kernel K ∈ F˜K adapted to a flag of length d we must
only check the cancellation conditions on K. As a matter of fact the size conditions (3.1.1) are
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the same for both classes F˜K(ν) and FK(ν). Furthermore it suffices to check that given such
a kernel K, for any k ∈ {1, . . . , d} the family of kernelsˆ
Hk
K(x)ϕ(R−1 · xk) dxk
is uniformly bounded in F˜K when ϕ is C1-normalized and R > 0. This last class coincides by
the induction hypothesis with FK.
To prove the above uniform boundedness one decomposes ϕ using 2.4.1 into
ϕ(xk) = ϕ˜(xk) +
∑
|β|=bk+1
xβkϕβ(xk)
where ϕ˜ is bk-normalized and ϕβ are 0-normalized. It is thus evident thatˆ
Hk
K(x)ϕ˜(R−1 · xk) dxk
is in the correct class F˜K(Vk). For the remaining term∑
|β|=bk+1
ˆ
Hk
K(x)(R−1 · xk)βϕβ(R−1 · xk) dxk
one uses an argument based on the integrability of K(x)xβb across H
⊥
k .
3.3 Fourier transform
A somewhat similar result to 2.5.4 holds for flag kernels. We must illustrate the relationship
between flag structures on an Euclidean space RN and the induced flag structures on its dual
(RN )∗.
Definition 3.3.1 (Dual flag).
Let (Vk)k∈{0,...,d} be a flag on RN . The dual flag (V̂k)k∈{0,...,d} on the dual space to RN is given
by the relation
V̂k = AnnVk = {ξ ∈ (RN )∗ | ξx = 0 ∀x ∈ Vk}.
Given a gradation (Hk)k∈{1,...,d} on RN the dual gradation (Ĥk)k∈{1,...,d} on (RN )∗ is given by
Ĥk =
⋂
j 6=k
AnnHj .
Notice that
{0} ⊂ V̂d ⊂ V̂d−1 ⊂ . . . ⊂ V̂1 ⊂ V̂0 = (RN )∗
and
V̂k =
d⊕
j=k+1
Ĥj
so the order of the flag is naturally inverted. Choosing a basis of eigen -vectors for the dilations
on RN compatible with the gradation (Hk)k∈{1,...,d} gives a basis and thus a coordinate system
on (RN )∗ such that in particular
〈ξ; x〉 =
d∑
k=1
nk∑
j=1
ξk,jxk,j .
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We now define flag multipliers on the dual space (RN )∗.
Definition 3.3.2.
Let m ∈ S′
(
(RN )∗
)
and fix a dual flag (V̂k)k∈{0,...,d}. A locally integrable function m is a flag
multiplier if it is smooth on (RN )∗\ V̂1 = (RN )∗\Ĥ⊥1 =
{
ξ | ξ1 = 0
}
and it satisfies the following
size conditions: ∣∣∣∂αξ m(ξ)∣∣∣ < Cα d(ξ, V̂d)−‖αd‖ . . . d(ξ, V̂1)−‖α1‖ (3.3.1)
for all ξ /∈ V̂1 and all multi-indexes α
Remark 3.3.3.
The lower bounds on Cα in (3.3.1) are a countable family of semi-norms that define a Fre´chet
space structure on the space of flag multipliers F̂K.
We have the following theorem about the relationship between flag kernels and flag multi-
pliers.
Theorem 3.3.4 (Fourier transform of flag kernels).
Let K ∈ FK be a flag kernel on RN with respect to a flag (Vk)k∈{0,...,d}. Then the Fourier
transform of K is a flag multiplier with respect to the dual flag (V̂k)k∈{0,...,d}. Vice-versa the
inverse Fourier transform of a flag multiplier with respect to the flag (V̂k)k∈{0,...,d} is a flag kernel
in FK(Vk). The Fourier transform is continuous form FK to F̂K with continuous inverse.
Proof. First we prove that the Fourier transform of a flag kernel is a flag multiplier. We can
suppose that K has compact support. We need to prove the differential inequalities on the
multiplier.
We reason by induction on the length of the flag d. For d = 0 there is nothing to prove.
Now suppose that d ≥ 1 and the proposition is true for all flags with up to d − 1 terms. Let
Ek ⊂ (RN )∗ such that ‖ξ1‖ ≥
∥∥ξj∥∥ for all j ≤ k and if k ≤ d − 1 then ‖ξ1‖ < ‖ξk+1‖ and let
Lk = {1, . . . , k}. We prove that for any multi-index α we have that
‖ξ1‖‖αLk‖ ∂αLkξLk (FHLkK)(ξLk ,x(Lk))
is a family of flag kernel in x(Lk) on H(Lk) with respect to the flag V(Lk) generated by the
gradation H(Lk) uniformly bounded in ξLk .
By the induction hypothesis this means that for any multi-index α∣∣∣∂αξ K̂(ξ)∣∣∣ = ∣∣∣∂αξ (FH(Lk)FHLkK)(ξ)∣∣∣ ≤
Cα ‖ξ1‖−‖αLk‖ ‖ξk+1‖−‖αk+1‖
(‖ξk+1‖+ ‖ξk+2‖)−‖αk+2‖ . . . (‖ξk+1‖+ . . .+ ‖ξd‖)−‖αd‖ .
Since we are reasoning on the set Ek this gives us the necessary differential inequalities.
To prove the previous statement we write
‖ξ1‖‖αLk‖ ∂αLkξLk (FHLkK)(ξLk ,x(Lk)) =
ˆ
HLk
(−i ‖ξ1‖x(Lk))‖αLk‖K(x)e−ixLkξLkdxLk =∑
J⊂Lk
ˆ
HLk
∏
j∈J
(−i ‖ξ1‖xj)‖αj‖(1− ηj)(‖ξ1‖xj)e−ixjξj∏
l∈Lk\J
(−i ‖ξ1‖xl)‖αl‖ηl(‖ξ1‖xl)e−ixlξl K(x)dxLk
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where η is a product cutoff function on HLk . Notice that (−ixl)‖αl‖ηl(xl)e−ixl(‖ξ1‖
−1·ξl) is a
normalized bump function on Hl. For each j ∈ J we choose a direction ξj,aj so that
∥∥ξj∥∥ ≈
|ξj,aj |
λ−1j,aj and we integrate by parts along xj,aj a sufficiently large amount of times and we
reason as in Theorem 2.5.2.
The proof of the converse follows a similar technique together with the cancellation estimates
like the ones carried out in the proof of Theorem 2.5.2.
It is easy to see that the flag multipliers do not depend on the choice of the gradation for
the flag (V̂k). Because of this flag kernels also do not depend on the gradation but only on the
flag.
Corollary 3.3.5 (Flag kernels do not depend on the specific gradation).
Let (Vk)k∈{0,...,d} be a flag and let (Hk)k∈{1,...,d} and (H ′k)k∈{1,...,d} be two gradations adapted to
that flag. Then the two classes FK(Hk) and FK(H′k) given by Definition 3.1.1 coincide and have
the same topology.
3.4 Dyadic decompositions
3.4.1 Flag kernels and product kernels
As mentioned before, product kernels are a test case for multi-parameter singular integrals. We
have also seen that flag kernels with adapted to a flag (Vk)k∈{0,...,d} are a subclass of product
kernels adapted to any given gradation corresponding to (Vk).
The class of flag kernels adapted to a given flag is strictly smaller than the class of corre-
sponding product kernels. As a matter of fact, flag kernels can be thought of as product kernels
with flag-localized supports. This is best illustrated by the following remark.
Proposition 3.4.1 (Product kernels supported near flags).
Suppose that K ∈ PK(0) is a product kernel with respect to a product decomposition {Hk}k∈{1,...,d}
with arbitrary order ν. If the support of K lies in a flag segment{
x
∣∣ | ‖x1‖ > C2 ‖x2‖ > . . . > Cd ‖xd‖}
for some positive constants C2, . . . , Cd > 0 then K ∈ FK(Hk) with respect to the flag (Vk)
generated by the gradation (Hk). Furthermore the inclusion of the class of product kernels
PK(ν) supported such a flag segment with fixed constants Ck into FK(ν) is continuous.
Proof. On the flag segment above the quantities d(x, Vk) ≈ ‖xk+1‖ + . . . + ‖xd‖ are bounded
from above and from below up to a constant by ‖xk+1‖. As a consequence size conditions
(2.3.3) on K imply the flag size condition (3.1.1). The cancellation conditions (2.3.4) and
(3.1.2) coincide.
However, even though the class of flag kernels is, per se, smaller than the corresponding class
of product kernels, we have an inverse property stating that product kernel can be decomposed
into flag kernels, although adapted to different flags. This corresponds to decomposing RN into
different regions close to different flags.
Theorem 3.4.2 (Decomposition of product kernels into flag kernels).
Let K(x) ∈ PK(0). Then K can be represented as a sum of flag kernels with respect to the
flag {V σk }k∈{0,...,d} such that V σj = ⊕1k=0Hσ(k) where σ ∈ Sd is a permutation of the indexes
{1, . . . , d}.
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Proof. Using Theorem 2.7.4 we write a space localized dyadic decomposition for K. Now write
the sum (2.7.1) in the following way:
K(x) =
∑
σ∈Sd
∑
i∈Iσ⊂Zd
ϕ
(2i)
i (x).
We choose the subsets Iσ ⊂ Zd to be a partition of Zd so that if i ∈ Iσ then iσ(1) ≥ . . . ≥ iσ(d).
Setting
Kσ(x)
def
=
∑
i∈Jσ
ϕ
(2i)
i (x).
is a flag kernel with respect to the flag (V σk )k∈{0,...,d}. As a matter of fact the inner sums
converge to product kernels by Theorem 2.7.2. Since the ϕi are localized on product coronas
(not a crucial assumptions, they might have been product balls), by Proposition 3.4.1 Kσ is a
flag kernel of the needed type.
In Section 2.8.1 we have shown that product kernels contain all product kernels adapted to
coarser product decomposition of RN . We will show that a similar remark holds for flag kernels.
As a matter of fact the proofs of some of the properties ahead depend on being able to write
down flag kernels in a very specific manner up to correction terms that are flag kernels adapted
to a coarser flags.
Definition 3.4.3 (Coarser and finer flags).
Consider two flags (V˜j)j∈{0,...,d˜} and (Vk)k∈{0,...,d} on R
N . The flag (Vk)k∈{1,...,d} is coarser than
the flag (V˜j)j∈{1,...,d˜} if {Vk} ⊂ {V˜j}. In particular for every k ∈ {1, . . . , d} there exists an
index sk ∈ {1, . . . , d˜} such that Vk = V˜sk . If (Hk)k∈{1,...,d} and (H˜j)j∈{1,...,d˜} are two gradations
associated respectively with the flags (Vk) and (V˜k), then (Hk) is coarser than (H˜j).
Vice-versa the flag (V˜j)j∈{1,...,d˜} is said to be finer than (Vk)k∈{1,...,d}.
Remark 3.4.4 (Notation for coarser flags).
Let (V˜k)k˜∈{1,...,d˜} be a flag on R
N and let (Vk)k∈{1,...,d} be a coarser flag. There is a choice of
a partition {1, . . . , d˜} = J1 ∪ . . . ∪ Jd if k < l and if a ∈ Jk and b ∈ Jl then a < b. For
k ∈ {1, . . . , d} the gradation (Hk) defined by
Hk = H˜Jk
is a gradation for the flag (Vk). Vice-versa any partition satisfying the above properties defines
a coarser gradation and thus a coarser flag.
Proposition 3.4.5 (Kernels adapted to coarser flags).
Let (V˜j)j∈{1,...,d˜} be a flag and let (Vk)k∈{1,...,d} be a flag coarser than (V˜j). Then a flag kernel
K ∈ FK(Vk) is also a flag kernel in FK(V˜j). The inclusion
ι : FK(Vk) → FK(V˜j)
is continuous.
The same holds for flag multipliers adapted to the respective dual flags. The inclusion map-
ping
ι : F̂K
(V̂k)
→ F̂K(̂˜
Vj
)
is continuous.
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Proof. The proposition is trivial for flag multipliers. As a matter of fact it is sufficient to see
that the size conditions on flag multipliers (3.3.1) for a coarser dual flag (V̂k) imply the ones
relative to the finer flag
(̂˜
Vk
)
. Using the Fourier transform we get that the inclusion ιFK of
flag kernels is given by the composition on the continuous maps
ιFK = F ◦ ιF̂K ◦ F−1
where ιF̂K is the inclusion between multipliers.
3.4.2 Dyadic decomposition for flag kernels
Using the previous characterization of the Fourier transforms of flag kernels we may now proceed
to establish properties of dyadic decompositions for flag kernels. In Theorem 3.4.2 we showed
how to decompose a product kernels into flag kernels adapted to different flags by separating
the dyadic decomposition of a product kernel into separate parts with ordered scale indexes
i. The next results shows that all flag kernels are essentially of such nature. We begin with a
result about when a dyadic sum converges to a flag kernel.
Proposition 3.4.6 (Sufficient conditions for convergence of dyadic flag series).
Consider the flag (Vk)k∈{1,...,d} on RN and an associated gradation (Hk)k∈{1,...,d}. Let
{ϕi} i∈Zd
i1≥...≥id
⊂ S(RN )
be a multi-parameter family of uniformly bounded Schwartz functions such that the cancellation
conditions hold: ˆ
Hk
ϕi(x)dxk = 0 ∀k ∈ {1, . . . , d}.
The dyadic sum
K(x) =
∑
i∈Zd
i1≥...≥id
ϕ
(2i)
i (x) (3.4.1)
has all (finite and infinite) partial sums uniformly bounded in FK and it weak-* converges to a
kernel K ∈ FK.
Proof. The proof is similar to Theorem 2.7.2 for order 0 kernels. The constraints on the indexes
of summation give the necessary size estimates.
The Fourier transform of the dyadic sum is∑
i∈Zd
i1≤...≤id
ϕ̂−i(2−i · ξ).
For any finite partial sum we can write
∂αξ
∑
i∈Zd
i1≤...≤id
ϕ̂−i(2−i · ξ).
As in Theorem 2.7.2 we have, due to the cancellation conditions on ϕi, that
ϕ̂i(ξ) = 0 when ξk = 0.
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But this means that for all ϕi the following estimates hold uniformly:∣∣∣∂βξ ϕi(ξ)∣∣∣ < Cβ 1 ∧ ‖ξ1‖1−‖β1‖(1 + ‖ξ1‖)Q1 . . . 1 ∧ ‖ξd‖
1−‖βd‖
(1 + ‖ξd‖)Qd
for any fixed, arbitrarily large, Q1, . . . , Qd ∈ N. We will now prove by induction on the number
of product factors d that for any i0 ∈ Z we have that∣∣∣∣∣∣∣∣∣∂
β
ξ
∑
i∈Zd
i0<i1≤...≤id
ϕ̂−i(2i · ξ)
∣∣∣∣∣∣∣∣∣ < C
′
β
(
2i0 + ‖x1‖
)−‖β1‖
. . .
(
2i0 + ‖x1‖+ . . . ‖xd‖
)−‖βd‖
.
For d = 0 there is nothing to prove. Suppose that d ≥ 1 and the above statement holds for any
number of product factors up to d − 1 Using the above estimates together with an argument
similar to the one used for size estimates in the proof of theorem 2.7.2 we can write for any
finite partial sum∣∣∣∣∣∣∣∣∣∂
β
ξ
∑
i∈Zd
i0<i1≤...≤id
ϕ̂−i(2i · ξ)
∣∣∣∣∣∣∣∣∣ < Cβ
∑
i1∈Zd
i0<i1≤i2...≤id
2−i1|β1|
1 ∧ ∥∥2−i1 · ξ1∥∥1−‖β1‖
(1 +
∥∥2−i1 · ξ1∥∥)Q1
2−i(1)‖β(1)‖ 1 ∧
∥∥2−i2 · ξ2∥∥1−‖β1‖
(1 +
∥∥2−i2 · ξ2∥∥)Q1 . . . 1 ∧
∥∥2−id · ξd∥∥1−‖βd‖
(1 +
∥∥2−id · ξd∥∥)Qd <
C ′β
∑
i1>i0
2−i1‖β1‖
1 ∧ ∥∥2−i1 · ξ1∥∥1−‖β1‖
(1 +
∥∥2−i1 · ξ1∥∥)Q1(
2i1 + ‖x2‖
)−‖β1‖
. . .
(
2i1 + ‖x2‖+ . . . ‖xd‖
)−‖βd‖
.
Supposing j1 ∈ Z is such that 2j1 ≤ ‖ξ1‖ < 2j1+1 we write ξ˜1 = 2−j1 · ξ1. Rewrite the last sum
as ∑
i1>i0
2−i1‖β1‖
1 ∧ ∥∥2−i1 · ξ1∥∥1−‖β1‖
(1 +
∥∥2−i1 · ξ1∥∥)Q1
(
2i1 + ‖ξ2‖
)−‖β1‖
. . .
(
2i1 + ‖ξ2‖+ . . . ‖xd‖
)−‖βd‖
=
2−j1‖β1‖
∑
i1>i0−j1
2−i1‖β1‖
1 ∧
∥∥∥2−i1 · ξ˜1∥∥∥1−‖β1‖
(1 +
∥∥∥2−i1 · ξ˜1∥∥∥)Q1
(
2i1+j1 + ‖ξ2‖
)−‖β1‖
. . .
. . .
(
2i1+j1 + ‖ξ2‖+ . . . ‖ξd‖
)−‖βd‖
.
If i0 > j1 then the term
1 ∧
∥∥∥2−i1 · ξ˜1∥∥∥1−‖β1‖
(1 +
∥∥∥2−i1 · ξ˜1∥∥∥)Q1
(
2i1+j1 + ‖ξ2‖
)−‖β1‖
. . .
(
2i1+j1 + ‖ξ2‖+ . . . ‖ξd‖
)−‖βd‖
<
(
2i0 + ‖ξ2‖
)−‖β1‖
. . .
(
2i0 + ‖ξ2‖+ . . . ‖ξd‖
)−‖βd‖
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and the series 2−j1‖β1‖
∑
i1>i0−j1 2
−i1‖β1‖ is bounded by 2−i0‖β1‖. Since i0 > j1 and 2j1 ≈ ‖ξ1‖
this gives the need inequality. If j1 ≥ i0 then we separate the sum into two pieces
2−j1‖β1‖
∑
i1>i0−j1
2−i1‖β1‖
1 ∧
∥∥∥2−i1 · ξ˜1∥∥∥1−‖β1‖
(1 +
∥∥∥2−i1 · ξ˜1∥∥∥)Q1
(
2i1+j1 + ‖ξ2‖
)−‖β1‖
. . .
. . .
(
2i1+j1 + ‖ξ2‖+ . . . ‖ξd‖
)−‖βd‖
=
2−j1‖β1‖
∑
i1≥0
2−i1‖β1‖
1 ∧
∥∥∥2−i1 · ξ˜1∥∥∥1−‖β1‖
(1 +
∥∥∥2−i1 · ξ˜1∥∥∥)Q1
(
2i1+j1 + ‖ξ2‖
)−‖β1‖
. . .
. . .
(
2i1+j1 + ‖ξ2‖+ . . . ‖ξd‖
)−‖βd‖
+
2−j1‖β1‖
∑
0>i1>i0−j1
2−i1‖β1‖
1 ∧
∥∥∥2−i1 · ξ˜1∥∥∥1−‖β1‖
(1 +
∥∥∥2−i1 · ξ˜1∥∥∥)Q1
(
2i1+j1 + ‖ξ2‖
)−‖β1‖
. . .
. . .
(
2i1+j1 + ‖ξ2‖+ . . . ‖ξd‖
)−‖βd‖
.
The first part follows in a similar manner to the case when i0 > j1. Otherwise we can write
2−j1‖β1‖
∑
0>i1>i0−j1
2−i1‖β1‖
1 ∧
∥∥∥2−i1 · ξ˜1∥∥∥1−‖β1‖
(1 +
∥∥∥2−i1 · ξ˜1∥∥∥)Q1
(
2i1+j1 + ‖ξ2‖
)−‖β1‖
. . .
. . .
(
2i1+j1 + ‖ξ2‖+ . . . ‖ξd‖
)−‖βd‖
<
C
(
2i0 + 2j1
)−‖β1‖ (
2i0 + 2j1 + ‖ξ2‖
)−‖β1‖
. . .
(
2i0+2j1 + ‖ξ2‖+ . . .+ ‖ξd‖
)−‖βd‖
∑
0>i1>i0−j1
2−i1‖β1‖
1 ∧
∥∥∥2−i1 · ξ˜1∥∥∥1−‖β1‖
(1 +
∥∥∥2−i1 · ξ˜1∥∥∥)Q1
(
2i1+j1 + ‖ξ2‖
2j1 + ‖ξ2‖
)−‖β1‖
. . .
. . .
(
2i1+j1 + ‖ξ2‖+ . . . ‖ξd‖
2j1 + ‖ξ2‖+ . . . ‖ξd‖
)−‖βd‖
<
C
(
2i0 + 2j1
)−‖β1‖ (
2i0 + 2j1 + ‖ξ2‖
)−‖β1‖
. . .
(
2i0+2j1 + ‖ξ2‖+ . . . ‖ξd‖
)−‖βd‖∑
0>i1>i0−j1
2−i1‖β‖(1 +
∥∥∥2−i1 · ξ˜1∥∥∥)−Q1 .
Since ‖ξ1‖ > 1 the last sum is uniformly bounded and this gives proof.
We also have a converse theorem expressing a flag kernel as a dyadic series. The idea
behind this theorem is similar to the one we used in Theorem 3.4.2. We will divide the dyadic
decomposition of a flag kernel K seen as a product kernel into pieces with ordered summation
indexes. Indexes not ordered naturally with respect to the flag will add up to terms that are
flag kernels adapted to coarser flags.
Theorem 3.4.7 (Dyadic decomposition for flag kernels).
Let K ∈ FK be a flag kernel relative to the flag (Vk)k∈{0,...,d}. There is a bounded set of Schwartz
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functions
{ϕi}i∈Zd
i1≥...≥id
⊂ S(RN )
such that the following decomposition holds:
K(x) =
∑
i∈Zd
i1≥...≥id
ϕ
(2i)
i (x) (3.4.2)
The sum is intended in the distributional sense and the partial sums are a uniformly bounded
family of FK kernels.
The dyadic functions ϕi can be chosen to satisfy either of the following two types of condi-
tions. For any multi-index i let the indexes {1, . . . , d} = J1(i) ∪ . . . ∪ Jd′(i)(i) be subdivided in
a partition of non-empty sets such that if k < k′ and a ∈ Jk and b ∈ Jk′ then ia > ib while if
a, b ∈ Jk then ia = ib.
Space localization Every function ϕi is supported on the set where
1/4 ≤
∥∥xJk∥∥ ≤ 4 for all
k ∈ {1, . . . , d′(i)}. Furthermore for any fixed l ∈ N the family {ϕi} can be chosenˆ
HJk
xαϕi(x)dxJk = 0
for all k ∈ {1, . . . , d′(i)} and any multi-index α such that ‖α‖ ≤ l.
Frequency localization Every function ϕi has its Fourier tranform ϕ̂i supported on the set
where 1/2 ≤
∥∥xJk∥∥ ≤ 2 for all k ∈ {1, . . . , d′(i)}. In particularˆ
HJk
xαϕi(x)dxJk = 0
for all k ∈ {1, . . . , d} and any multi-index α.
In both cases, the decomposition of K is such that
K(x) =
∑
i∈Zd
i1>...>id
ϕ
(2i)
i (x) + T (x). (3.4.3)
The family of functions {ϕi} satisfy strong cancellation conditions and in particular they satisfy
the conditions allowed for by the Theorem for Jk = {k} for all k ∈ {1, . . . , d}. T is a sum of
flag kernels adapted to coarser flags.
Proof. Let K ∈ FK be a flag kernel. Using Theorem 2.7.4, let us write a dyadic decomposition
of the kernel intended as a product kernel of order 0. If we aim for space localization then
we should use Theorem 2.7.4 directly, otherwise we should apply Theorem 2.7.4 to the Fourier
transform. As we did in the proof of Theorem 3.4.2 we can rewrite the dyadic series in the
following way:
K(x) =
∑
σ∈Sd
∑
i∈Iσ⊂Zd
ϕ
(2i)
i (x) =
∑
σ∈Sd
Kσ(x)
where the subsets Iσ form a partition of Zd such that if i ∈ Iσ then iσ(1) ≥ . . . ≥ iσ(d). We also
require that if σ is the trivial permutation and i ∈ Iσ then i1 > . . . > id.
By Proposition 3.4.6, Kσ is a flag kernel adapted to the flag V
σ. However since the supports
of all the inner sums are essentially disjoint each term is also a flag kernel adapted to the original
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flag V . This means that if σ is not the trivial permutation Kσ adapted to a coarser flag. This
is true because of the following consideration.
If we have chosen to do a space-localized dyadic decomposition then it follows that Kσ is
supported on the set where∥∥∥xσ(1)∥∥∥ ≥ C2 ∥∥∥xσ(2)∥∥∥ ≥ . . . ≥ Cd ∥∥∥xσ(d)∥∥∥ .
However if σ is not trivial then there are two indexes j, j′ ∈ {1, . . . , d} such that j < j′ but
σ−1(j) > σ−1(j′). This means that
∥∥xj′∥∥ ≈ ∥∥xj′∥∥+ ∥∥xj∥∥ and so∥∥xj+1∥∥+ . . .+ ∥∥xj′∥∥+ . . .+ ‖xd‖ ≈ ∥∥xj∥∥+ . . .+ ∥∥xj′∥∥+ . . .+ ‖xd‖ .
The size conditions (3.1.1) on Kσ become ∣∣∂αxKσ(x)∣∣ < Cα (‖x1‖+ . . .+ ‖xd‖)−q1−‖α1‖ . . .(∥∥xj∥∥+ . . .+ ‖xd‖)−(qj+qj+1)−(‖αj‖+‖αj+1‖) (∥∥xj+2∥∥+ . . . ‖xd‖)−qj+2−‖αj+2‖ . . . ‖xd‖−qd−αd
that are relative to a coarser flag. The cancellation conditions relative to a coarser flag can also
easily be checked. If frequency localization was chosen the same argument can be done for the
Fourier transform of the dyadic series.
As a consequence we can write down the following decomposition:
K(x) =
∑
i∈Zd
i1>...>id
ϕ
(2i)
i (x) + T (x)
where T are flag kernels adapted to coarser flags and {ϕi} is a uniformly bounded family of
Schwartz functions that satisfy the conditions of cancellation and localization (space or fre-
quency respectively). We can further decompose the coarser terms dyadically and add up the
results.
Any given coarser flag (V ′k′)k′∈{1,...,d′} is associated to a partition J1∪ . . .∪J ′d = {1, . . . , d} as
specified in Remark 3.4.4. Different partitions give different coarser flags. For any index i ∈ Zd
such that i1 ≥ . . . ≥ id there is a unique partition of such type J1∪ . . .∪Jd′(i) such that if a ∈ Jk
and b ∈ Jl with k < l then ia > ib while if k = l then ia = ib. The dyadic decomposition for a
kernel adapted to a coarser flag associated to a given partition is given by
K(x) =
∑
ϕ
(2i)
i (x) + T (x)
where the summation goes over only those indexes i that correspond to the partition. This
effectively concludes the proof.
Because of the above theorem it is easy to see that Proposition 3.4.6 is not optimal. In
particular a dyadic sum is allowed not to have cancellation on the terms with “diagonal” sum-
mation indexes i. These terms account for flags adapted to coarser degree. To incorporate this
theory we introduce weak cancellation.
Definition 3.4.8 (Weak cancellation).
We say that a uniformly bounded family of Schwartz functions
{ϕi}i∈Zd
i1≥...≥id
⊂ S(RN )
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possesses weak cancellation with parameter ε > 0 if
ˆ
RN
ϕi(x)dx1 = 0 (3.4.4)
and for any subset J ⊂ {2, . . . , d} we have that
ˆ
HJ
ϕi(x)dxJ =
∏
j∈J
2ε(ij−ij−1)ϕi,(J)(x(J)) (3.4.5)
with ϕi,(J) a uniformly bounded family of functions in S(H(J)).
Remark 3.4.9.
To check that a family {ϕi} possesses weak cancellation it is actually sufficient to check that
condition (3.4.5) holds only for subsets J of cardinality 1. As a matter of fact for an arbitrary
J we have ∏
j∈J
2ε(ij−ij−1) ≥ 2|J |εminj∈J (ij−ij−1)
so if the inequality (3.4.5) is satisfied for all |J | = 1 with parameter ε we can evaluate the same
inequality for |J | > 1 by first integrating along xj˜ with j˜ such that ij˜− ij˜−1 = minj∈J(ij− ij−1)
and then in the other variables and thus obtaining weak cancellation with parameter ε/d.
We have the following result for dyadic series with weak cancellation.
Theorem 3.4.10 (Dyadic sums with weak cancellation).
Let
{ϕi}i∈Zd
i1≥...≥id
⊂ S(RN )
be a uniformly bounded family of Schwartz functions with weak cancellation with some parameter
ε > 0. Then the dyadic sum
K(x) =
∑
i∈Zd
i1≥...≥id
ϕ
(2i)
i (x)
converges in the distributional sense to a flag kernel and all the partial sums are bounded in
FK.
Proof. Let us take the Fourier transform of the family {ϕi} and by setting ψi def= ϕ̂−i we need
to prove that the dyadic sum ∑
i∈Zd
i1≤...≤id
ψi(2
−i · ξ)
converges to a flag multiplier.
We will argue by rewriting the sum in such a way that if ik−1 < ik for a certain k then
necessarily ψi is supported away from {ξ | ξk = 0}. It will be easy to see that such a sum
possesses strong cancellation if seen as a superposition of dyadic sums of flag kernels adapted
to possibly different flags.
Weak cancellation of parameter ε, in terms of the Fourier transform, assumes the following
form:
ψi(01 ⊕ ξ(1)) = 0 (3.4.6)
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and for any J ⊂ {2, . . . , d}
ψi(0J ⊕ ξ(J)) =
∏
j∈J
2ε(ij−1−ij)ψi,(J)(ξ(J)) (3.4.7)
with {ψi,(J)} a uniformly bounded family of functions in S(H(J)).
We prove that if ψi is a uniformly bounded family of Schwartz functions that satisfy condi-
tions (3.4.6) and (3.4.7) there exists a way to rewrite the dyadic sum∑
i∈Zd
i1≤...≤id
ψi(2
−i · ξ) =
∑
i∈Zd
i1≤...≤id
ψ˜i(2
−i · ξ)
so that {ψ˜i} is a uniformly bounded family of functions such that if for some j ∈ {2, . . . , d} we
have ij−1 < ij then ψ˜i is supported on the set
∥∥ξj∥∥ > 1/2 and {ψ˜i} satisfies (3.4.6). Formally
this is proven for all finite partial sums and then one passes to the limit.
We proceed by iteration. Suppose that the family {ψi} is uniformly bounded in S(RN ), that
it satisfies conditions (3.4.6) and (3.4.7), and there exists a c ∈ {2, . . . , d} that if ij > ij−1 and
c < j then ψi is supported on
∥∥ξj∥∥ > 1/2. Then there is a way to rewrite the sum in terms of a
uniformly bounded family {ψ˜i} such that it continues to satisfy conditions (3.4.6) and (3.4.7),
and also it satisfies the above statement with c′ = c− 1. Since the condition for c = d is trivial
this procedure will allow us to prove the statement for c = 1.
Let ηc be a cutoff function on Hc. We write
ψi(2
−i · ξ) = ψi(2−i · ξ)ηc(2−ic−1 · ξc)+∑
i′c∈Z
ic−1<i′c<ic
ψi(2
−i · ξ)
(
ηc(2
−i′c · ξc)− ηc(2−i′c+1 · ξc)
)
+
ψi(2
−i · ξ)(1− ηc)(2−ic · ξc).
Let i′ ∈ Zd with i′1 ≤ . . . ≤ i′d. We define the new family {ψ˜i′} in the following way. For
i′c−1 = i′c we set
ψ˜i′(ξ) = ψi′(ξ) +
∑
i∈Zd
ik=i
′
k k 6=c
i′c<ic≤i′c+1
ψi(ξ(c) ⊕ 2i
′
c−ic · ξc)ηc(ξc)
while if i′c−1 < i′c we set
ψ˜i′(ξ) =
(
ηc(ξc)− ηc(2 · ξc)
) ∑
i∈Zd
ik=i
′
k k 6=c
i′c<ic<i′c+1
ψi(ξ(c) ⊕ 2i
′
c−ic · ξc) + ψi′(ξ)(1− ηc)(ξc).
The series ∑
i∈Zd
ik=i
′
k k 6=c
i′c<ic<i′c+1
ψi(ξ(c) ⊕ 2i
′
c−ic · ξc)
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converges to a function in S(RN ) since
ψi(ξ(c) ⊕ 2ic−i
′
c · ξc) = ψi(ξ(c) ⊕ 0c) + 2i
′
c−ic · ξc
ˆ 1
s=0
∂ξcψi(ξ(c) ⊕ s · 2i
′
c−ic · ξc)ds
because of the weak cancellation conditions we have that
2ic−i
′
cψi(ξ(c) ⊕ 0c)
is uniformly bounded as well as
ξc
ˆ 1
s=0
∂ξcψi(ξ(c) ⊕ s · 2i
′
c−ic · ξc)ds.
It is simple to verify that the functiond thus possess the required property i.e. the family
{ψ˜i} possesses weak cancellation and if ik−1 < ik with c′ < k then ψi is supported on ‖ξk‖ > 1/2.
It is also true that ∑
i∈Zd
i1≤...≤id
ψi(2
−i · ξ) =
∑
i∈Zd
i1≤...≤id
ψ˜i(2
−i · ξ).
For any multi-index i let the indexes {1, . . . , d} = J1(i) ∪ . . . ∪ Jd′(i)(i) be subdivided in an
partition of indexes such that if k < l and a ∈ Jk and b ∈ Jl then i′a > i′b while if a, b ∈ Jk then
ia = ib. The subsets Jk must be non-empty. There is only one the partition for any given i that
satisfies the above conditions. For this reason we can split the sum∑
i∈Zd
i1≤...≤id
ψ˜i(2
−i · ξ).
into a sum over all partitions described above of the dyadic sums over those indexes that give rise
to a given partition. It is easy to see that for every partition {1, . . . , d} = J1(i) ∪ . . . ∪ Jd′(i)(i)
the dyadic sum over those indexes i that give rise to such a partition is a dyadic sum with
strong cancellation as required by Proposition 3.4.6 with respect to the flag associated with the
gradation {HJk}k∈{1,...,d′(i)}.
Remark 3.4.11 (Index restrictions for flag kernels).
In this section we have obtained results about the possibility of writing dyadic decompositions and
about when dyadic sums converge to flag kernels. In all the above theorems the summation goes
over indexes i ∈ Zd such that i1 ≤ . . . ≤ id. However there is some flexibility on the restriction
of summation indexes. For example the above results can be reformulated in the same manner if
the summation takes place over indexes i ∈ Zd such that i1 + δ1 ≤ i2 + δ2 ≤ . . . ≤ id + δd where
δ ∈ Zd are some fixed displacement indexes. The same qualitatively different behavior would
be reserved for dyadic terms ϕi with i “close to the diagonal”. While this remark may seem
superfluous it will be sometimes useful to suppose these kinds of restrictions on the indexes of
summation for ease of notation in some of the subsequent proofs.
3.4.3 Flag kernels with compact support
Flag kernels with compact support have some additional useful properties. In particular they
admit a dyadic decomposition that reflects the geometry of their support. First we state a
generalization of the property of convergence of dyadic sums with weak cancellation to the case
where the indexes of summation are bounded from above.
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Theorem 3.4.12 (Convergence of dyadic series with bounded indexes).
Given a bound on the indexes m ∈ Z let
{ϕi} i∈Zd
m≥i1≥...≥id
be a bounded family of Schwartz functions. Let the functions {ϕi} satisfy property (3.4.5) with
some parameter ε > 0 and a relaxed version of (3.4.4) i.e.ˆ
H1
ϕi(x)dx1 = 2
−ε(m−i1)ϕi,(1)(x(1))
where {ϕi,(1)} is a bounded family of S(H(1)).
Then the dyadic sum ∑
i∈Zd
m≤i1≤...≤id
ϕ
(2i)
i (x)
converges to a flag kernel in the distributional sense and all the partial sums are a uniformly
bounded family of product kernels.
The dyadic series possesses a continuity property in the sense that for any neighborhood U
of 0 in PK(ν) there is a neighborhood VU of 0 in S(RN ) such that if {ϕi} ⊂ VU then all the
partial sums and the whole series are in U .
Proof. The proof is very similar to the one of Theorem 3.4.10. Let us take the Fourier transform
of the family {ϕi} and by setting ψi def= ϕ̂−i we need to prove that the dyadic sum∑
i∈Zd−m≤i1≤...≤id
ψi(2
−i · ξ)
converges to a flag multiplier. The conditions on the family {ϕi} imply the following conditions
on the Fourier transforms
ψi(01 ⊕ ξ(1)) = 2−εi1−mψi,(1)(ξ(1)) (3.4.8)
and for any J ⊂ {2, . . . , d}
ψi(0J ⊕ ξ(J)) =
∏
j∈J
2ε(ij−1−ij)ψi,(J)(ξ(J)) (3.4.9)
with {ψi,(J)} and {ψi,(1)} uniformly bounded family of functions in S(H(J)).
We argue once again by formally setting i0 = −m and rewriting the sum in such a way that
if ik−1 < ik for a certain k ∈ {1, . . . , d} then necessarily ψi is supported away from {ξ | ξk = 0}.
It will be easy to see that for i1 > −m such a sum possesses strong cancellation if seen as
a superposition of dyadic sums of flag kernels adapted to possibly different flags. The case
i1 = −m will be dealt with separately.
The method of rewriting the sum is identical to the one used in the proof of Theorem 3.4.10.
Furthermore that procedure conserves condition (3.4.9) and (3.4.8). Applying the procedure
used in that proof we can suppose without loss of generality that {ψi} is a uniformly bounded
family of functions such that if for some j ∈ {2, . . . , d} we have ij−1 < ij then ψi is supported
on the set
∥∥ξj∥∥ > 1/2 and {ψi} satisfies (3.4.8).
Let η1 be a cutoff function on H1. We write
ψi(2
−i · ξ) = ψi(2−i · ξ)η1(2m · ξc) +
∑
i′1∈Z
−m<i′1<i1
ψi(2
−i · ξ)
(
η1(2
−i′1 · ξc)− ηc(2−i′1+1 · ξ1)
)
+
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ψi(2
−i · ξ)(1− η1)(2−i1 · ξ1).
Let i′ ∈ Zd with i′1 ≤ . . . ≤ i′d. We define the new family {ψ˜i′} in the following way. For
−m = i′1 we set
ψ˜i′(ξ) = ψi′(ξ) +
∑
i∈Zd
ik=i
′
k k 6=1
−m<i1≤i′2
ψi(2
i′1−i1 · ξ1 ⊕ ξ(1))η1(ξ1)
while if −m < i′1 we set
ψ˜i′(ξ) =
(
η1(ξ1)− ηc(2 · ξ1)
) ∑
i∈Zd
ik=i
′
k k 6=1
i′1<i1<i
′
2
ψi(2
i′1−i1 · ξ1 ⊕ ξ(1)) + ψi′(ξ)(1− η1)(ξ1).
The series ∑
i∈Zd
ik=i
′
k k 6=1
i′1<i1<i
′
2
ψi(2
i′1−i1 · ξ1 ⊕ ξ(1))
converges to a function in S(RN ) since
ψi(2
i1−i′1 · ξ1 ⊕ ξ(1)) = ψi(01 ⊕ ξ(1)) + 2i
′
1−i1 · ξ1
ˆ 1
s=0
∂ξ1ψi(s · 2i
′
1−i1 · ξ1 ⊕ ξ(1))ds
because of the weak cancellation conditions we have that
2i1−i
′
1ψi(01 ⊕ ξ(1))
is uniformly bounded as well as
ξ1
ˆ 1
s=0
∂ξ1ψi(s · 2i
′
1−i1 · ξ1 ⊕ ξ(1))ds.
It is simple to verify that the functions thus possess the required properties. The family
{ψ˜i} is such that setting formally i0 = −m we have if ik−1 < ik with k ∈ {1, . . . , d} then ψ˜i is
supported on ‖ξk‖ > 1/2.
It is also true that ∑
i∈Zd−m≤i1≤...≤id
ψi(2
−i · ξ) =
∑
i∈Zd−m≤i1≤...≤id
ψ˜i(2
−i · ξ).
The above sum converges to a flag multiplier because for i1 > −m the family {ψ˜i} satisfies
the conditions of Proposition 3.4.6. For i1 = m one can use an estimate like in the proof of
Proposition 3.4.6 taking in account that summation does not occur in the index i1.
Theorem 3.4.13 (Localized dyadic decomposition for flag kernels of compact support).
For any K ∈ FK such that some m ∈ Z we have that
sptK ⊂ {x ∣∣ ‖xk‖ < 2m ∀k ∈ {1, . . . , d}} .
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There is a uniformly bounded set of Schwartz functions
{ϕi}i∈Zd
m−2≤i1≤...≤id
such that the dyadic decomposition
K(x) =
∑
i∈Zd
m−2≥i1≥...≥id
ϕ
(2i)
i (x) (3.4.10)
holds. The series converges in the weak (distributional) sense and the partial sums are a uni-
formly bounded family of FK.
For any multi-index i let the indexes {1, . . . , d} = J1(i) ∪ . . . ∪ Jd′(i)(i) be subdivided in a
partition of non-empty sets such that if k < k′, a ∈ Jk and b ∈ Jk′ then ia > ib while if a, b ∈ Jk
then ia = ib.
Every function ϕi is supported on the set where
1/4 ≤
∥∥xJk∥∥ ≤ 4 for all k ∈ {1, . . . , d′(i)}.
Furthermore for any fixed l ∈ N the family {ϕi} can be chosen so that
• If i1 < m− 2 then ˆ
HJk
xαϕi(x)dxJk = 0
for all k ∈ {1, . . . , d′(i)} and any multi-index α such that ‖α‖ ≤ l.
• If i1 = m− 2 then ˆ
HJk
xαϕi(x)dxJk = 0
for all k ∈ {1, . . . , d′(i)} and any multi-index α such that ‖α‖ ≤ l.
The decomposition possesses a continuity property in the sense that for any neighborhood V
of 0 in S(RN ) there is a neighborhood UV of 0 in FK such that if K ∈ UV and K its support
bounded as in the hypothesis then K admits a dyadic decomposition with {ϕi} ⊂ U .
The proof of this Theorem is identical to the one for product kernels (Theorem 2.8.6).
3.5 Operators associated with flag kernels
We now make some remarks about the convolution operators associated with flag kernels. Since
flag kernels form a special class of product kernels we have the following results.
Theorem 3.5.1 (Lp boundedness of operators associated to flag kernels).
Let K ∈ FK be a flag kernel then the convolution operator
T ϕ = ϕ ∗K
extends to a bounded operator on Lp(RN ).
Theorem 3.5.2 (Convolution algebras).
FK is a continuous convolution algebra. Given any two kernels K1 and K2 with dyadic decom-
position
K1(x) =
∑
i∈Zd
i1≥...≥id
ϕ
(2i)
i (x) K2(x) =
∑
i′∈Zd
i′1≥...≥i′d
ψ
(2i
′
)
i′ (x)
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with the families {ϕi} and {ϕi′} satisfying the conditions of Theorem 3.4.10 then kernel K1∗K2
is given by the weak-* limit of the dyadic series
K1 ∗K2(x) =
∑
j∈Zd
j1≥...≥jd
∑
i∈Zd
i′∈Zd
jk=ik∨i′k
ψ
(2i
′
)
i′ ∗ ϕ(2
i)
i (x).
This last Theorem is a consequence of Theorem 2.9.1 applied to PK(0).
3.6 Flag diffeomorphisms
In Section 2.11, dedicated to changes of variables for product kernels, we have shown for kernels
of compact support, that if a change of variable maintains the singular subspaces then the
composition of a product kernel with the diffeomorphism is well defined and is still a product
kernel. In this chapter we will show that a similar statement holds for flag kernels.
Definition 3.6.1 (Flag diffeomorphism).
Let Φ : Ω → Φ(Ω) ⊂ RN be a diffeomorphism of the open domain Ω ⊂ RN with its image. We
say that Φ is a flag diffeomorphism with respect to the flag (Vk)k∈{0,...,d} if
Φ(Ω ∩ Vk) ⊂ Vk ∀k ∈ {0, . . . , d}
and
Φ−1(Φ(Ω) ∩ Vk) ⊂ Vk ∀k ∈ {0, . . . , d}.
We say that Φ is a flag diffeomorphism of a compact domain if it is defined on a compact set
Ω and it extends to a flag diffeomorphism of an open neighborhood of Ω.
Most of the remarks we made regarding product diffeomorphisms hold for flag diffeomor-
phisms. Flag diffeomorphisms of a fixed Ω onto itself form a group under composition.
We now concentrate on some properties of flag diffeomorphisms that are useful in relation to
flag kernels, however, like in the case of product diffeomorphisms and kernels, this study can be
carried out only on Euclidean spaces with a standard system of dilations. We argue mimicking
the remarks we made for product kernels.
We begin with some preliminary results on the structure of flag diffeomorphisms. From
now on we fix a flag (Vk)k∈{0,...,d} on RN and we choose a gradation compatible with the flag
(Hk)k∈{1,...,d}. If Φ is a diffeomorphism then for any k we indicate as Φk
def
= pikΦ the coordinate
of Φ along the space Hk.
Lemma 3.6.2 (Differential inequalities for flag diffeomorphisms).
Let Φ be a flag diffeomorphism of a compact domain. We have the following differential in-
equalities:
C−1k d(x, Vk) < d(Φ(x), Vk) < Ck d(x, Vk)∣∣∣∂αxΦk∣∣∣ (x) < Cα,k (1 + d(x, Vk))1−|αk| (3.6.1)
for all k ∈ {1, . . . , d}.
Based on the previous inequalities we introduce the following terminology.
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Definition 3.6.3 (Uniformly bounded families of diffeomorphisms).
Let us fix an open domain Ω ⊃⊗Bk(0, 2m) and let us consider a flag diffeomorphisms of Ω into
RN . We say that a family of such diffeomorphisms is uniformly bounded if there are constants
Ck and Cα,k such that the inequalities (3.6.1) hold uniformly for the whole family.
Definition 3.6.4 (Stretching of flag diffeomorphisms).
Let us fix an open domain Ω ⊃⊗Bk(0, 2m) and let us consider a flag diffeomorphisms Φ of Ω
into RN . We call the stretched diffeomorphism starting from the subspace Vk with parameter s
the diffeomorphism Φs,k defined for s > 0 by the relation
Φls,k
def
=

t−1 · Φl
(
x{1,...,k−1} ⊕ t · x{k,...,d}
)
if l ≥ k
Φl
(
x{1,...,k−1} ⊕ t · x{k,...,d}
)
if l < k
and for s = 0 by the relation
Φl0,k
def
=

∂x{k,...,d}Φ
l
(
x{1,...,k−1} ⊕ 0{k,...,d}
)
x{k,...,d} if l ≥ k
Φl
(
x{1,...,k−1} ⊕ 0{k,...,d}
)
if l < k
on the domain where the right-hand side is defined.
One checks by direct calculation that for any given k ∈ {1, . . . , d} the mapping (s, x) 7→
Φ(s,k)(x) with s ≥ 0 is smooth on the domain of definition and in particular that for s → 0,
Φ(s,k)(x)→ Φ(0,k)(x). It is also useful to notice that for l ≥ k we have the equality
∂x{k,...,d}Φ
l
(
x{1,...,k−1} ⊕ 0{k,...,d}
)
x{k,...,d} = ∂x{l,...,d}Φ
l
(
x{1,...,k−1} ⊕ 0{k,...,d}
)
x{l,...,d}
because Φ0, as also Φ, conserves the flag. Finally notice that Ψ = Φ
−1 is defined on the domain
Φ(Ω) that is compact if Ω was compact. For values of the parameter s > 0 we have that the
inverse of the stretched diffeomorphism Φs,k is Ψs,k. This relation holds for s = 0 by continuity.
Lemma 3.6.5 (Boundedness of stretched flag diffeomorphisms).
Let us fix an open domain Ω ⊃ ⊗Bk(0, 2m) and let us consider a bounded family of flag
diffeomorphisms of Ω into RN . For any given k ∈ {1, . . . , d} the flag diffeomorphisms obtained
by stretching all the kernels of the family starting from the subspace Vk are defined at least on⊗
Bk(0, 2m) and are uniformly bounded for the parameter s in the range 0 ≤ s ≤ 1.
Proof. The proof of this property can also be obtained by verifying (3.6.1) directly.
We have the following stability theorem for product kernels.
Theorem 3.6.6 (Flag kernel stability w.r.t diffeomorphisms).
Given a flag (Vk)k∈{0,...,d} and let (Hk)k∈{1,...,d} be some gradation adapted to the flag, let
Φ be a flag diffeomorphism of a compact domain Ω ⊃ ⊗dk=1BHk(0, 2m) into RN such that⊗d
k=1Bk(0, 2
m′) ⊂ Φ(Ω). For every flag kernel K ∈ FK with compact support with sptK ⊂⊗d
k=1BHk(0, 2
m′). Then K ◦ Φ is a flag kernel. Furthermore, for any fixed m,m′ ∈ Z the
mapping K 7→ K ◦Φ is continuous from the kernels in FK such that sptK ⊂⊗dk=1BHk(0, 2m′)
to FK. If Φ varies over a bounded family of flag diffeomorphisms satisfying the hypothesis then
for any given K ∈ FK with sptK ⊂⊗dk=1BHk(0, 2m′) ⊂ Φ(Ω) the family K ◦ Φ is uniformly
bounded in FK.
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Proof. We will prove that for any given diffeomorphism Φ and kernel K the kernel K ◦ Φ is a
well defined flag kernel. Since all the quantitative estimates we use are done using inequalities
(3.6.1) and the bounds on K, the uniform boundedness and continuity parts of the statement
follow.
Theorem 3.4.13 gives us the decomposition (3.4.10). Since the support of all the dyadic
building blocks is inside the image of Φ we can write
K ◦ Φ(x) =
∑
i∈Zd
m′−2≥i1≥...≥id
ϕ
(2i)
i (Φ(x)) =
∑
i∈Zd
m′−2≥i1≥...≥id
2−iqϕi(2−i · Φ(x)).
By setting
ϕ˜i(x) = ϕi
(
2−i · Φ(2i · x)
)
we have that
K ◦ Φ(x) =
∑
i∈Zd
m′−2≥i1≥...≥id
2−iνϕ˜(2
i)
i (x). (3.6.2)
It is easy to see that {ϕ˜i} is a bounded family in S(RN ). Furthermore since the support of
ϕi is contained in the set {x| |x| < 4} we have that the support of ϕ˜i is such that
d(Vk; 2
−i · Φ(2i · x)) ≈
d∑
j=k+1
2−ij
∣∣∣Φj(2i · x)∣∣∣ . 4.
Using inequalities (3.6.1) and an induction argument for some C we have that |xk| < C for all
k.
We will now show that the dyadic family {ϕ˜i} satisfies the hypothesis of Theorem 3.4.12.
We begin by checking that for some ε > 0 any J ⊂ {2, . . . , d} the family of functions
x(J) 7→
∏
j∈J
2−ε(ij−ij−1)
ˆ
HJ
ϕ˜i(x)dxJ
is uniformly bounded. Remark 3.4.9 guarantees that it is sufficient to check the above property
with |J | = 1.
Let us suppose J = {j}. Let Φs,j be a stretch with parameter 0 ≤ s ≤ 1 starting from the
subspace Vj of the diffeomorphism Φ. For simplicity we will indicate Φs
def
= Φs,j . We have
ˆ
Hj
ϕi(2
−i · Φ(2i · x))dxj =
ˆ
Hj
ϕi(2
−i · Φ1(2i · x))dxj =
ˆ
Hj
ϕi(2
−i · Φ0(2i · x))dxj +
ˆ 1
s=0
∂s
(ˆ
Hj
ϕi(2
−i · Φs(2i · x))dxj
)
ds.
For the first term we write
ˆ
HJ
ϕi(2
−i · Φ0(2i · x))dxj =
ˆ
Hj
ϕi
(
piH{1,...,j−1}
(
2−i · Φ0(2i · x)
)
⊕ piH{j,...,d}
(
2−i · Φ0(2i · x)
))
dxj .
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piH{1,...,j−1}
(
2−i · Φ0(2i · x)
)
does not depend on xj
piH{j,...,d}
(
2−i · Φ0(2i · x)
)
=
d⊕
l=j
d∑
k=l
2il−ik∂lΦk
(
x{1,...,j−1} + 0{j,...,d}
)
xl.
The only term depending on xj is
∂jΦ
j(x{1,...,j−1})xj .
The above linear operator on Hj is non-degenerate because Φ0 is a local diffeomorphism so,
since ϕi had strong cancellation the above integral we were looking at is 0.
We now proceed to the next term.
ˆ 1
s=0
∂s
(ˆ
Hj
ϕi(2
−i · Φs(2i · x))dxj
)
ds =
j−1∑
k=1
ˆ 1
s=0
ˆ
Hj
2−ik∂kϕi(2−i · Φs(2i · x))∂sΦks(2i · x)dxjds+
d∑
k=j
ˆ 1
s=0
ˆ
Hj
2−ik∂kϕi(2−i · Φs(2i · x))∂sΦks(2i · x)dxjds.
Notice that for k < j we have
∂sΦ
k
s(x) =
d∑
l=j
(∂xlΦ
k)(x{1,...,j−1} + s · x{j,...,d})xl
so for we rewrite the sum as
j−1∑
k=1
ˆ 1
s=0
ˆ
Hj
2−ik∂kϕi(2−i · Φs(2i · x))∂sΦks(2i · x)dxjds =
j−1∑
k=1
d∑
l=j
2il−ik
ˆ 1
s=0
ˆ
Hj
∂kϕi(2
−i · Φs(2i · x))(∂xlΦk)(2i · (x{1,...,j−1} + s · x{j,...,d}))xldxjds.
Since the integral is uniformly bounded, the coefficient 2il−ik gives us the needed estimate.
For k ≥ j we have
∂sΦ
k
s(x) = s
−2
 d∑
l=j
(∂xlΦ
k)(x{1,...,j−1} + s · x{j,...,d})sxl − Φk(x{1,...,j−1} + s · x{j,...,d})
 =
s−2
ˆ 1
0
d∑
l=j
d∑
l′=j
(∂xl∂x′lΦ
k)(x{1,...,j−1} + (1− t)s · x{j,...,d})sxlsxl′

The quadratic form for l, l′ < k
ˆ 1
0
(∂xl∂x′lΦ
k)(x{1,...,j−1} + (1− t)s · x{j,...,d})
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vanishes on Vk−1 so we finally have that
∂sΦ
k
s(x) = O(d(Vk−1;x) d(Vj−1;x))
and the expression
d∑
k=j
2ij
ˆ 1
s=0
ˆ
Hj
∂kϕi(2
−i · Φs(2i · x))2−ik−ij∂sΦks(2i · x)dxjds.
has a uniformly bounded integrand. The same argument as above, taking J = {1}, gives that
the functions
x(1) → 2−i1
ˆ
H1
ϕ˜i(x)dx1
are uniformly bounded. This provides for the relaxed cancellation condition on x1. All the
estimates necessary for applying Theorem 3.4.12 are satisfied.
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