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II Re´sume´
Ce projet de recherche vise a` de´velopper un algorithme de cate´gorisation des sons d’environnement
produits par des objets impacte´s base´ sur des crite`res perceptifs.
Nous avons limite´ cette e´tude a` la cate´gorisation perceptive de cinq classes de mate´riaux : le bois, le
me´tal, le plastique, la pierre et le verre. Pour chacune de ces classes, nous avons tente´ de de´finir les consti-
tuants fondamentaux des signaux d’impacts susceptibles de fournir une information perceptive pertinente
sur la nature du mate´riau perc¸u. Cet algorithme de cate´gorisation est base´ sur des mode`les de pre´diction
statistiques.
L’e´tude s’est articule´ suivant six phases :
1 Constitution d’une banque de sons d’impacts sur des objets en bois, en me´tal, en verre, en pierre et en
plastique issus de notre environnement quotidien. Les ge´ome´tries et les structurations de ces objets ont
e´te´ choisi aussi varie´es que possible afin que la banque de sons soit exhaustive.
2 Imple´mentation d’un test d’e´coute pour de´finir l’attribution de ces sons a` l’une des cinq classes percep-
tives conside´re´es (bois, me´tal, verre, pierre ou plastique).
3 De´finition de descripteurs base´s sur les caracte´ristiques acoustiques et perceptives des signaux. Nous
nous sommes base´s sur des descripteurs existants pour caracte´riser le timbre des sons.
4 Calibration et validation de mode`les statistiques de classification des sons pour chaque cate´gorie de
mate´riau.
5 Construction d’un algorithme global de cate´gorisation.
6 Imple´mentation d’une application base´e sur ces mode`les en temps re´el.
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III Abstract
The aim of this project is to implement an algorithm for the categorization of impact sounds based on
perceptual criteria.
This classification is limited to five classes of materials : wood, metal, stone, plastic and glass. For each
class we investigated the fondamental features characterising the acoustic signal that provide a relevant
information. This algorithm of classification is based on predictive statistical models.
The study was divided in six steps :
1 Construction of a bank impact sounds from different materials (wood, metal, glass, plastic and stone)
recorded on everyday life objects. We considered objects of different sizes and shapes in order to have an
exhaustive sound data bank.
2 Design of a listening test to determine sound categories from a perceptual point of view as a function of
the five classes of materials.
3 Definition of the sound descriptors based on acoustic and perceptual characteristics of signals. We consi-
dered desriptors known to be relevant for the perception of timbre and we estimated this descriptors.
4 Calibration and validation of the statistic models of classification of sounds for each class of materials.
5 Construction of a global algorithm of categorization.
6 Implementation of a real time application based on these models.
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IV Re´sume´ des outils utilise´s et du travail re´alise´
Tests perceptifs
- Campagne de mesures pour constituer une banque de donne´es sonores (525 sons d’impacts sur tout
type d’objets et de mate´riaux).
- Utilisation de Matlab pour imple´menter et mettre en oeuvre un test perceptif.
Analyse
- Utilisation de Matlab pour analyser les re´ponses des auditeurs.
- Utilisation de Matlab pour calculer les valeurs des descripteurs pour chaque son.
Calibration et validation des mode`les pre´dictifs
- Utilisation de SPSS pour effectuer l’analyse en composante principale sur les descripteurs.
- Utilisation de SPSS et de Matlab pour mettre au point des mode`les pre´dictifs perceptifs et physiques.
- Utilisation de Matlab pour valider les mode`les.
Application
- Utilisation de Matlab pour e´laborer une application en temps re´el.
- De´mos devant les diverses personnes du laboratoire.
Autres
- Latex pour re´diger ce rapport.
- PowerPoint pour la soutenance.
- OS utilise´s : Windows XP et Mac OS 10.4.11
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Chapitre 2
Contexte ge´ne´ral du stage
I Le Laboratoire de Me´canique et d’Acoustique
Pre´sentation ge´ne´rale
Le LMA a` e´te´ fonde´ en 1941 a` partir des moyens du Centre d’Etudes de la Marine Nationale. Initialement
« Centre de Recherches Industrielles et Maritimes », il est devenu par la suite « Centre de Recherches
Physiques» en 1963, puis a adopte´ en 1973 son intitule´ actuel «Laboratoire de Me´canique et d’Acoustique»
pour s’adapter ainsi a` l’e´volution de ses axes de recherches.
Le LMA est une Unite´ Propre de Recherche (UPR) du de´partement Sciences et Technologies de l’Infor-
mation et de l’Inge´nierie (ST2I) du CNRS. Il est associe´ aux universite´s de Provence (Aix-Marseille 1) et
de la Me´diterrane´e (Aix-Marseille 2) et a des liens e´troits avec l’Ecole Centrale de Marseille (anciennement
EGIM). L’effectif du laboratoire est d’environ 120 personnes (chercheurs, enseignants-chercheurs, ITA et
doctorants).
Les installations spe´cialise´es du LMA, notamment en acoustique, en font l’un des laboratoires universi-
taires franc¸ais les mieux e´quipe´s dans son domaine.
Les activite´s de recherche





C’est au coeur de ce dernier axe que j’ai re´alise´ mon stage, plus pre´cise´ment dans l’e´quipe «Mode´lisation,
Synthe`se et Controˆle des Signaux Sonores et Musicaux » qui sera pre´sente´ ci-dessous.
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Collaborations et partenariats
Le LMA de´veloppe des collaborations e´troites avec les universite´s et les e´coles d’inge´nieurs de la re´gion
Aix-Marseille. Il accueille des enseignants-chercheurs qui y effectuent leur recherche et des doctorants qui y
pre´parent une the`se, ainsi le laboratoire s’investit fortement dans la formation par la recherche, notamment
au sein de l’Ecole Doctorale « Physique, Mode´lisation et Sciences pour l’Inge´nieur » et de l’ECM. Les
membres du LMA participent activement a` l’enseignement de la me´canique et de l’acoustique en France.
Partenaire de plusieurs contrats europe´ens, de´veloppant de nombreuses coope´rations a` travers le monde,
le laboratoire a e´galement vu confier a` plusieurs de ses membres des responsabilite´s importantes dans l’orga-
nisation de groupements de recherche ou de programmes internationaux de coope´ration scientifique (Grou-
pements de Recherche franc¸ais et europe´ens, Actions Concerte´es Incitatives, Plan-Pluri Formation, Equipe
de Recherche Technologique,...). Dans ce cadre, il accueille chaque anne´e plusieurs visiteurs e´trangers (de
niveau post-doctoral ou seniors) et de nombreux scientifiques pour des se´jours de courte et longue dure´e. Il
de´veloppe des collaborations re´gulie`res avec les grands groupes industriels (dans le domaine des transports,
de la se´curite´ nucle´aire...) ainsi qu’avec les PME/PMI locales.
L’e´quipe d’accueil
L’e´quipe «Mode´lisation, Synthe`se et Controˆle des Signaux Sonores et Musicaux» du LMA est compose´e
de :
- un responsable : Richard Kronland-Martinet (directeur de recherche).
- cinq participants : Jean Kergomard (directeur de recherche), Philippe Guillemain, Solvi Ystad, Chris-
tophe Vergez (charge´s de recherche), Thierry Voinier (inge´nieur de recherche).
- 6 doctorants : Mathieu Barthet, Fabrice Silva, Charles Verron, Adrien Merer, Jean-Franc¸ois Sciabica,
Thibault Necciari.
L’e´quipe s’appuie aujourd’hui sur deux ope´rations de recherche en forte interaction : Mode´lisation,
Synthe`se et Controˆle des Signaux Sonores et Musicaux et Physique des Instruments de Musique. La colla-
boration entre ces deux orientations s’articule autour de trois axes fondamentaux de recherche :
- la cre´ation des sons (analyse, instruments nume´riques et me´caniques, spatialisation, codage...).
- le controˆle des sons (synthe`se, temps re´el, geste, interpre´tation...).
- la perception et la cognition sonore (re´alite´ virtuelle sonore, timbre, se´miotique de sons...).
et de deux projets ANR :
- projet CONSONNES (CONtroˆle de SONs instrumentaux Naturels Et Synthe´tiques).
- projet senSons (vers le sens des sons).
Les actions mene´es dans le cadre de ces ope´rations visent a` la construction d’outils nume´riques pour
la synthe`se et le traitement des sons et de la musique. Elles poursuivent les travaux sur l’analyse-synthe`se
mene´s au laboratoire depuis une quinzaine d’anne´es, tout en les e´tendant aux processus de diffusion et de
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spatialisation, ainsi qu’a` la prise en compte des relations entre la nature des sons, la perception et la cogni-
tion. L’essentiel de ces travaux donne lieu a` des re´alisations fonctionnant en temps re´el sous environnement
Max/MSP.
Perspectives
Les travaux sur la synthe`se temps re´el d’instruments de musique seront poursuivis. L’installation au labo-
ratoire d’une bouche artificielle devrait permettre, apre`s plusieurs anne´es de de´veloppement d’algorithmes
de synthe`se, c’est a` dire le proble`me direct, de s’inte´resser au proble`me inverse, consistant a` de´terminer
les parame`tres du mode`le par l’analyse de sons produits dans des conditions connues et reproductibles.
Ce travail s’inscrira naturellement dans le cadre du projet ANR CONSONNES. La synthe`se des sons en
vue d’applications a` la re´alite´ virtuelle sera e´galement au centre des pre´occupations de l’e´quipe. Il s’agira
notamment d’e´tendre les possibilite´s de la plate-forme d’analyse-synthe`se a` la prise en compte de l’inter-
action entre excitateur et structure, et notamment du geste (gratter, frotter, souffler,...). L’ouverture vers les
sciences cognitives et la prise en compte de la perception dans la de´finition des processus de ge´ne´ration
sonore seront e´galement poursuivies. L’e´tude du masquage temps-fre´quence sera poursuivie dans le cadre
de la the`se de T. Necciari en collaboration avec l’OR «Acoustique Perceptive ». La se´miotique sonore, qui
est au coeur des pre´occupations des chercheurs en acoustique audio et neurosciences devrait eˆtre un point
d’attraction susceptible de permettre la structuration d’une ve´ritable e´quipe pour l’essentiel de´crit dans les
objectifs du projet senSons.
Une pre´sentation plus de´taille´e se trouve sur le site internet du Laboratoire de Me´canique et d’Acoustique
du CNRS de Marseille (LMA) : http://www.lma.cnrs-mrs.fr
II La proble´matique
Contexte
L’explosion des bases de donne´es audio nous pousse a` e´laborer des me´thodes de navigation rapide et
intuitive. Le signal temporel (suite d’e´chantillons) est la description la plus comple`te de l’information, mais
e´couter un a` un chaque son pour le classifier n’est pas la manie`re la plus optimale et intelligente de proce´der.
On se base donc sur l’estimation de descripteurs qui permettent de re´duire l’information contenue dans le
signal et de proposer une me´thode de classification en fonction des valeurs de ces descripteurs. En pratique,
dans le cadre de la norme standardise´e MPEG-71, une large palette de descripteurs (temporels, spectraux,
spectro-temporels) a pu eˆtre de´finie. Cette norme se base sur le calcul de milliers de descripteurs, toutefois
cela reste moins couˆteux que de conside´rer le signal lui-meˆme. Ainsi, au travers des calculs de descrip-
teurs, le signal peut eˆtre classifie´ selon des taxonomies pre´-de´finies telles que les genres musicaux (jazz,...),
les sons d’environnements (explosion, impact, liquide,...), la parole (conversation...) etc. De manie`re plus
ge´ne´rale, le calcul de descripteurs est tre`s largement utilise´ dans les domaines ou` une masse importante de
1 Le Moving Picturee Experts Groupe (MPEG) est un groupe de travail du l’International Standard Organiza-
tion/International Electrotechnical Committee (ISO/IEC) en charge de de´velopper des normes de repre´sentations code´es de
signal audio et vide´o, MPEG-7 est la norme qui re´alise des outils de description du contenus multime´dia pour la recherche
et le classement de signaux audio et vide´o [KMS05]
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donne´es ont besoin d’eˆtre classifie´es, en anglais on parle alors de data retrieval ou encore d’ information
retrieval.
Notre ambition est de proposer une me´thode de classification base´e sur un nombre re´duit de descripteurs.
En outre, on souhaite que cette me´thode classifie les sons sur la base de crite`res perceptifs et non physiques.
Le choix des descripteurs est donc de´terminant pour la validite´ de la me´thode, il en existe une infinite´,
mais nous choisirons ceux dont on connaıˆt la pertinence d’un point de vue perceptif. Dans le cadre de ce
stage, nous nous limiterons a` une classe spe´cifique de sons d’environnements : les sons d’impacts, et a` la
classification des diffe´rents mate´riaux perc¸us.
En pratique, des mode`les pre´dictifs pour chaque cate´gorie de mate´riau ont e´te´ construits. L’algorithme
final de classification a e´te´ ensuite mis au point sur la base des pre´dictions donne´es par chaque mode`le.
La calibration de ces mode`les a e´te´ effectue´e sur une banque de sons qui a d’abord e´te´ cre´e´e, puis e´value´e
par un test perceptif. L’e´tape de validation, pas encore effectue´e lors de la re´daction de ce rapport, consis-
tera a` ge´ne´rer une nouvelle banque de sons e´value´e de nouveau par un test perceptif, et de confronter les
pre´dictions du mode`le aux re´sultats observe´s par ce test.
Ce stage s’inte`gre directement dans un projet plus large de l’e´quipe que j’ai inte´gre´ portant sur la synthe`se
des sons d’impact. En effet, le LMA a` de´veloppe´ un outil temps re´el permettant de synthe´tiser des sons
d’impacts, intitule´ Tapong, selon un mode`le de´crit dans [AKM06]. Tapong ne´cessite en entre´e une cen-
taine de parame`tres de synthe`se. Une des questions qui s’est pose´ a` l’e´quipe du LMA fut de savoir si l’on
pouvait de´finir une strate´gie de controˆle de ces parame`tres qui soit a` la fois simple, intuitive et robuste. En
s’appuyant sur des e´tudes de psychoacoustique et de neuroacoustique [AKMVY06] on montre que pour
de´terminer a` quelle classe appartient un son de mate´riau frappe´ (bois, verre ou me´tal), deux parame`tres
semblent pre´ponde´rants : l’amortissement (en fonction de la fre´quence) et la rugosite´. Sur la base de ces
re´sultats, un controˆle de l’amortissement a` e´te´ propose´ [AKMVY06] et le controˆle de la rugosite´ est en cours
d’e´valuation, ces deux parame`tres ont e´te´ e´galement pris en compte en tant que descripteurs pertinents pour
la construction de mode`les pre´dictifs.
Inte´reˆt du stage
Les pre´dicteurs perceptifs du signal sont utiles pour l’indexation par le contenu de bases de donne´e audio
ou multime´dia, par exemple avec le E-commerce : plutoˆt que rechercher une musique par le biais du titre ou
de l’auteur, nous pourrons utiliser des syste`mes de recherche utilisant un « langage naturel » en indiquant
que l’on souhaiterait te´le´charger un son qui « sonnerait comme tel autre » ou qui nous ferait « ressentir telle
e´motion » [Lem02]. Un autre inte´reˆt est celui pour la synthe`se sonore : si nous comprenons mieux quelles
sont les caracte´ristiques perceptives propres aux cate´gories (d’un point de vue acoustique, cate´goriser des
sons avec un nombre limite´ de descripteurs qui soient pertinents au niveau perceptif peut nous donner des
pistes de compre´hension sur la fac¸on dont nous percevons les signaux sonores), nous pourrons synthe´tiser
des sons de manie`re plus intuitive en reproduisant ces caracte´ristiques. Enfin, en e´tablissant des me´thodes de
classification base´es sur l’analyse statistique de donne´es, nous construisons une me´thodologie ge´ne´ralisable




I Constitution d’une base de donne´es sonores
La premie`re e´tape de l’e´tude fut d’enregistrer un maximum de sons d’impacts sur tout type de
mate´riaux de notre environnement quotidien (verre, me´tal, bois, pierre, plastique,...). Les prises de sons
ont e´te´ re´alise´es au format ste´re´ophonique au moyen d’un enregistreur nume´rique Zoom H4 (fre´quence
d’e´chantillonnage 48 kHz). Nous avons enregistre´s deux types d’impact pour chaque objet : dur (petit
maillet) et mou (gros maillet). Nous avons e´galement profite´ de cette campagne de mesures pour effectuer
diffe´rents types d’excitation : brossage et grattage, qui n’ont pas e´te´ exploite´s lors de cette e´tude. L’en-
semble du mate´riel utilise´ est pre´sente´ sur la fig. 3.1. Au total, 325 sons ont e´te´ enregistre´s et re´pertorie´s
dans une base de donne´es globale, comportant une photo de l’objet excite´ montrant les diffe´rents points
d’excitation, la nature du mate´riau excite´ et le type d’impacteur.




Dans le cadre de notre e´tude, il est fondamental que les cate´gories de sons avec lesquelles les mode`les
pre´dictifs seront calibre´s soient de´termine´es sur des crite`res perceptifs et non pas physiques. Cela ne´cessite
d’obtenir, pour chaque son, un jugement perceptif d’appartenance a` telle ou telle classe de mate´riau. Ceci
a` e´te´ obtenu graˆce a` un test de cate´gorisation effectue´e sur un groupe de sujets. La figure 3.2 pre´sente
l’interface qui a e´te´ de´veloppe´e pour ce test. Le sujet devait classer chaque son suivant le type de mate´riau
perc¸u : me´tal, bois, pierre, plastique, ou verre. On a e´galement laisse´ au sujet la possibilite´ de re´pondre
autre et ainsi de proposer (ou non) un mate´riau diffe´rent. Chaque son pouvait eˆtre re´-ecoute´ autant de fois
qu’il le de´sirait. Les sons e´taient pre´sente´s dans un ordre ale´atoire a` travers les sujets afin d’e´viter que le
jugement d’un son n’influence le suivant de manie`re syste´matique. Un total de 525 sons ont e´te´ pre´sente´s
aux auditeurs, 325 d’entre eux ont servi a` la calibration du mode`le et les 200 autres a` la validation. La
pre´sentation des 325 premiers sons a` e´te´ divise´ en 5 sessions de 65 sons, soit environ un test de 10 minutes
par session, la pre´sentation des 200 sons suivants a` e´te´ divise´ en 4 sessions de 50 sons, soit environ un test
de 8 minutes par session.
FIG. 3.2 – Interface de´veloppe´e pour le test perceptif
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Concernant les sons qui ont servi a` la calibration du mode`le : 13 sujets ont re´pondu a` la premie`re session,
11 sujets aux deuxie`me, troisie`me et quatrie`me session et 9 sujets a` la cinquie`me session. Au total ces 325
sons ont e´te´ e´coute´s par 20 sujets diffe´rents, certains d’entre eux ayant passe´ plusieurs sessions. Concernant
les sons qui ont servi a` la validation du mode`le : 8 sujets ont re´pondu a` chacune des 4 sessions. Au total ces
200 sons ont e´te´ e´coute´s par 13 sujets diffe´rents, certains d’entre eux ayant passe´ plusieurs sessions.
II.2 Re´sultats obtenus pour les sons destine´s a` la calibration
Pour chacun des 325 sons de la calibration, nous obtenons un pourcentage de classification dans chaque
cate´gorie propose´e :
Observe´
% me´t % boi % pie % pla % ver %aut
son 1 0 53.86 30.77 7.69 7.69 0
... ... ... ... ... ... ...
son 325 92.30 0 0 0 0 7.69
Nous avons ensuite estime´ les taux de confusion en mettant en regard les mate´riaux re´ellement frappe´s
et les pourcentages de re´ponses attribue´s dans chaque cate´gorie perc¸ue. On met ainsi en e´vidence la fac¸on
dont chaque mate´riau a e´te´ perc¸u (voir fig 3.3).
FIG. 3.3 – Sons destine´s a` la calibration. Taux de confusion (normalise´ a` 1) entre mate´riaux re´ellement im-
pacte´s et mate´riaux perc¸us ; (a` gauche) : repre´sentation sous forme d’un diagramme en barres ; (a` droite) :
repre´sentation sous forme de matrice, dans ce cas, les cate´gories « carton » et « ce´ramique » ont e´te´
spe´cifie´es car des enregistrements d’impacts sur des objets en carton et en ce´ramique ont e´te´ soumis aux
sujets.
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Avec la matrice de confusion (bas de la fig 3.3), nous avons conside´re´ deux cate´gories supple´mentaires
« carton » et « ce´ramique » car des objets en carton et en ce´ramique ont re´ellement e´te´ impacte´s. On observe
alors que le carton a` e´te´ souvent confondu avec le plastique (surtout les impacts sur des boıˆtes), mais aussi
avec le bois. En ce qui concerne la ce´ramique, elle a e´te´ principalement perc¸ue comme du me´tal, du bois et
du verre. Les sujets n’ont jamais pris l’initiative d’e´crire en toute lettre « ce´ramique » a` l’e´coute d’un son,
en revanche ils l’ont fait pour le carton en re´fe´rence a` des sons de cartons, de ce´ramique, de pierre et de
plastique.
En analysant les donne´es cate´gorie par cate´gorie, nous observons les choses suivantes :
1 le me´tal est le mate´riau le mieux reconnu (environ 70% des mate´riaux re´ellement me´talliques ont e´te´
reconnus comme tels), il est quelquefois confondu avec le verre a` hauteur de 10%.
2 le bois est assez bien reconnu (plus de 50%). On constate qu’il a majoritairement e´te´ confondu avec le
plastique et la pierre.
3 le plastique est le troisie`me mate´riau le mieux reconnu (plus de 40%), il est le plus souvent confondu
avec la pierre.
4 le verre est un mate´riau pour lequel les re´ponses obtenues sont varie´es. Le taux de confusion de´pend
fortement de la nature de l’objet : les impacts sur un verre (l’objet) ou un goulot de bouteille ont e´te´
unanimement cate´gorise´s dans « verre », en revanche, les impacts sur une vitre en verre par exemple ont
e´te´ moins bien reconnu et ge´ne´ralement confondu avec le bois et le plastique.
5 enfin la pierre est l’un des mate´riaux les plus difficiles a` reconnaıˆtre (moins de 40%). Elle a e´te´ souvent
confondu avec le bois et le plastique.
II.3 Re´sultats obtenus pour les sons destine´s a` la validation
De la meˆme manie`re on met en e´vidence la fac¸on dont chaque mate´riau a` e´te´ perc¸u avec les 200 sons
destine´s a` la validation par le diagramme de dispersion et la matrice de confusion pre´sente´ sur la figure 3.4.
Ces 200 sons ont e´te´ divise´e en 4 sessions de 50 sons, chaque session a e´te´ e´coute´ par 8 sujets, au total 12
sujets diffe´rents ont e´te´ interroge´.
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FIG. 3.4 – Sons destine´s a` la validation. Taux de confusion (normalise´ a` 1) entre mate´riaux re´ellement
impacte´s et mate´riaux perc¸us ; (a` gauche) : repre´sentation sous forme d’un diagramme en barres ; (a` droite) :
repre´sentation sous forme de matrice.
En analysant les donne´es cate´gorie par cate´gorie, nous observons les choses suivantes :
1 le me´tal est de nouveau le mate´riau le mieux reconnu (a` plus de 60%) et est a` un peu moins de 20%
confondu avec le plastique.
2 le bois est assez bien reconnu (plus de 50%). Comme pre´ce´demment, il a majoritairement e´te´ confondu
avec le plastique et la pierre.
3 le plastique est le troisie`me mate´riau le mieux reconnu (plus de 50%), il est toujours confondu avec la
pierre mais e´galement avec le bois.
4 la pierre est cette fois-ci reconnu a` plus de 40%, il a e´te´ souvent confondu avec le bois et le plastique.
5 enfin c’est le verre, qui pour cette banque de sons, est le mate´riau le plus ambigu avec une reconnaissance
de moins de 40% et une forte confusion avec le me´tal, le bois et le plastique.
Notes sur les impressions des sujets
Voici 3 observations inte´ressantes que m’ont confie´ certains auditeurs apre`s le test :
« Dans les cas ambigus de bruits d’impacts re´verbe´re´s, j’ai souvent eu tendance a` re´pondre plastique
car je lui associe plus facilement les formes complexe type boite creuse plutoˆt qu’au bois pour lequel je
m’attend d’avantage a` un bruit compact. »
« Lorsqu’il n’y a aucune re´verbe´ration j’ai souvent eu tendance a` re´pondre pierre, bois ou plastique. Je
ne perc¸ois pas de son me´tal ou verre sur les bruits compacts. »
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« La distinction me´tal / verre est assez facile lorsqu’il s’agit d’un tintement sur la tranche d’un verre ou
d’un goulot de bouteille, ce bruit semble plus aigu qu’un impact de me´tal. »
Ces observations sont a` prendre en compte, elles peuvent nous aider lors de la recherche de descripteurs,
il semble d’ores et de´ja` qu’un descripteur d’ordre spectral jouerait un roˆle important dans la distinction
me´tal / verre, et que l’amortissement favoriserait la distinction [me´tal verre] / [bois plastique pierre].
III Conclusion sur la phase expe´rimentale
Dans cette phase expe´rimentale, nous avons mene´ une campagne de mesures afin de constituer deux
banques de sons diffe´rentes, la premie`re pour calibrer les mode`les statistiques de classification et la
deuxie`me pour les valider. Ainsi nous avons enregistre´ 325 sons d’impacts pour la calibration, puis 200
sons supple´mentaires pour la validation. Nous avons ensuite demande´ a` plusieurs auditeurs de classer cha-
cun des 525 sons selon le mate´riau perc¸u. Sur la base des re´sultats de ce test perceptif, nous allons pouvoir
construire les mode`les qui, pour un son d’impact donne´, nous pre´diront un pourcentage d’appartenance au




Caracte´risation acoustique des sons
L’analyse acoustique consiste a` extraire les caracte´ristiques fondamentales des signaux. Afin de de´crire,
d’un point de vue acoustique, tous les sons soumis au test perceptif, nous avons conside´re´ un ensemble de
descripteurs connus pour leur pertinence en terme de perception du timbre et du mate´riau.
La de´finition du timbre e´nonce´e par l’association ame´ricaine de normalisation (American National Stan-
dards Institute, ANSI, 1960) reste encore tre`s floue : « le timbre est la qualite´ perceptive utilise´e par l’au-
diteur pour estimer la diffe´rence entre deux stimuli pre´sente´s dans les meˆmes conditions avec la meˆme
sonie, la meˆme hauteur et la meˆme dure´e ». Cette de´finition est accompagne´e d’une note : « le timbre
de´pend premie`rement du spectre fre´quentiel du stimulus, mais e´galement de la forme d’onde, de la pression
acoustique, de la disposition des fre´quences a` l’inte´rieur du spectre et des caracte´ristiques temporelles du
stimulus ». Ici, le timbre est de´fini par ce qu’il n’est pas : ni dynamique, ni hauteur, ni dure´e. Malgre´ cette
non-de´finition, la notion de timbre est commune´ment rentre´e dans notre langage courant et s’applique a`
tous les types de sons : les sons musicaux (timbre d’un instrument), les sons de parole (timbre de la voix)
et les sons de l’environnement (lie´ aux caracte´ristiques de la source physique).
Nous nous inte´resserons donc aux descripteurs spe´cifiques du timbre. La note de la de´finition de l’ASA
souligne que plusieurs parame`tres physiques sont susceptibles de caracte´riser le timbre, on dit alors que le
timbre est un attribut perceptif multidimensionnel. Beaucoup d’e´tudes psychoacoustiques ont pour objectif
de de´terminer les parame`tres acoustiques ou physiques sur lesquels est fonde´ le calcul du timbre. Pour
rendre compte de l’aspect multidimensionnel du timbre, on utilise classiquement la notion d’espace de
timbre. Les axes d’un tel espace sont les diffe´rentes dimensions du timbre, que l’on cherche a` relier aux
caracte´ristiques du stimulus [Cac04]. Ainsi, Pols et coll. (1969) a cre´e´ un espace permettant d’isoler des
sons de voyelles, cette technique a` e´te´ applique´e aux sons d’instruments de musique par [Gre77], plus
re´cemment de nouveaux espaces furent obtenus a` partir de stimuli de synthe`se [McA99]. Ces e´tudes ont
mis en avant l’importance perceptive de descripteurs comme le logarithme du temps d’attaque, le centre de
gravite´ spectral et le flux spectral [Mar04].
Nous nous inte´resserons e´galement a` un descripteur spe´cifique a` la perception du mate´riau : l’amortis-
sement. Une large litte´rature a` montre´ que l’amortissement est un indice perceptif fondamental [WR88],
[GM06], [KPK00], [CD97], [LO97]. En effet, d’un point de vue physique, un son percussif re´sulte
ge´ne´ralement d’un impact sur un objet vibrant dont le comportement vibratoire peut eˆtre mode´lise´ par un
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syste`me me´canique masse-ressort-amortissement. La solution de l’e´quation diffe´rentielle correspondante





sk(t) avec sk(t) = Akei(2pi fkt+φk)e−αkt (4.1)
On a donc une somme de K sinusoı¨des exponentiellement amorties (modes propres) sk(t) dont les pa-
rame´tres Ak, fk, αk=α(fk), φk repre´sentent respectivement l’amplitude, la fre´quence propre, le coefficient
d’amortissement et la phase a` l’origine. La repre´sentation fre´quentielle de sk(t) est alors donne´e par :
sˆk( f ) =
Ak
α( fk)+2ipi( f − fk) (4.2)
Ainsi la partie de´croissante d’un son d’impact suit une loi exponentielle. De plus, d’apre`s l’e´quation 4.1,
le αk est diffe´rent suivant les composantes fre´quentielles, on parle alors de loi d’amortissement, c’est cette
loi qui peut caracte´riser le mate´riau [CD97], [CL01].
I Les descripteurs fre´quentiels
Le premier type de crite`res acoustiques pour de´crire le timbre est d’ordre spectral. En effet, lorsque deux
signaux ont la meˆme hauteur tonale et la meˆme sonie, un des parame`tres acoustiques que l’on peut faire
varier est l’enveloppe spectrale. Il parait donc inte´ressant d’e´tudier ses caracte´ristiques [Meu].
I.1 Le Centre de Gravite´ Spectral : CGS
Le centre de gravite´ spectral est une valeur en Hz qui correspond au centre de gravite´ du spectre du signal














ou` les ak repre´sentent les amplitudes line´aires (module de la transforme´e de Fourier) des fre´quences k,
Fe
N est le rapport entre la fre´quence d’e´chantillonnage et le nombre de points de calcul de la transforme´e de
Fourier. Cette de´finition inclut e´galement un seuil b0 forc¸ant le CGS a` de´croıˆtre pour les amplitudes tre`s
faible ge´ne´ralement domine´es par du bruit.
D’un point de vue perceptif, le CGS est commune´ment associe´ a` la brillance du son (Grey and Gordon,
1978) : plus le son est brillant, plus son CGS est e´leve´ [KMS05].
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FIG. 4.1 – CGS d’un son d’impact de verre
I.2 Le point de roll-off : ROF
Le point de roll-off (traduction du terme anglais spectral roll-off point propose´ par [RDR+08]) est
la fre´quence au dessous de laquelle 95% (selon [Pee04]) ou 85% (selon [KMS05]) de l’e´nergie spec-
trale est contenue (voir fig 4.2). Conside´re´ comme un indice de re´partition du spectre, le point de roll-off
est plus grand pour les signaux ayant un spectre important au niveau des hautes fre´quences [RDR+08].
Ge´ne´ralement il permet de distinguer les signaux bruite´s des signaux harmoniques [Pee04]. Nous utilise-










ou` ROF et Fe sont respectivement le point de roll-off et la fre´quence d’e´chantillonnage.
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FIG. 4.2 – Amplitude (en haut) et e´nergie cumule´e (en bas) du spectre d’un impact de verre. Le ROF avec
un seuil de 85% est repre´sente´ sur les deux graphes par une ligne rouge verticale.
L’inte´reˆt perceptif des descripteurs de´crits en I.3, I.4, I.5 et I.6 est difficile a` de´terminer, ne´anmoins ils
nous informent sur les caracte´ristiques de l’enveloppe spectrale.
I.3 L’e´talement spectral : SSP
L’e´talement spectral (en anglais spectral spread) est une largeur de bande en Hz, fonction du CGS. Il








ou` fk, ak, et CGS repre´sentent respectivement la fre´quence et l’amplitude de la k-ie`me composante et le
centre de gravite´ spectral.
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FIG. 4.3 – SSP d’un son d’impact de verre
I.4 Le coefficient de dissyme´trie : SKN
En anglais skewness ; il s’agit d’une mesure de l’assyme´trie de la distribution spectrale autour de sa valeur
moyenne. Un coefficient positif indique une queue de distribution e´tale´e vers la droite. Un coefficient ne´gatif
indique une queue de distribution e´tale´e vers la gauche. Dans le cas d’une distribution normale, le coefficient





ou` σ est la variance de la distribution spectrale x, µ sa valeur moyenne et E(t) est l’espe´rance
mathe´matique de la quantite´ t.
I.5 Le kurtosis : KRT
Il s’agit d’une mesure de l’aplatissement (ou a contrario de la pointicite´) de la distribution spectrale. Le
kurtosis d’une distribution suivant la loi normale est de 3, infe´rieur a` 3 pour une distribution plus aplatie et





ou` µ, σ et E(t) repre´sentent les meˆmes quantite´s que dans l’e´quation 4.6.
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I.6 La de´croissance spectrale : SDC
Ce descripteur permet de de´crire la de´croissance de l’amplitude spectrale, d’apre`s [Pee04] il serait forte-













ou` a(k) est l’amplitude des composantes fre´quentielles k allant de 1 a` K.
I.7 Le taux de croisement du spectre : SCR
Sur le meˆme principe que le taux de passage a` zero (de´crit plus bas au paragraphe II.6 page 31), ce
descripteur consiste a` compter le nombre de fois ou` le spectre de´passe un seuil fixe´ a` 50% de l’amplitude
fre´quentielle maximale et a` normaliser cette valeur par la fre´quence de Nyquist. L’ide´e premie`re a` l’origine
de ce descripteur (pour lequel nous n’avons pas de re´fe´rences bibliographiques a` notre connaissance) est de
vouloir distinguer les sons spectralement riches des sons plus purs.
FIG. 4.4 – SCR d’un son d’impact de bois (a` gauche) et de verre (a` droite).
II Les descripteurs temporels
On met en e´vidence le facteur temporel lorsqu’on reproduit le son a` l’envers. Prenons un son de cym-
bale, il semble e´vident qu’a` l’e´coute de ce son on lui associe un geste percussif et un mate´riau me´tallique.
Maintenant e´coutons le meˆme son a` l’envers, le mate´riau me´tal est e´ventuellement encore reconnu, mais
il est fort probable que l’on ne reconnaisse pas la nature percussive du son. Pourtant, dans les deux cas, le
spectre est identique, les seuls changements interviennent dans la structure temporelle du son, d’ou` l’ide´e
d’e´tudier un certain nombre de descripteurs temporels.
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II.1 Le logarithme du temps d’attaque : LAT
Le temps d’attaque est de´fini comme la dure´e ne´cessaire au signal pour croıˆtre de 2% a` 100% de son
pic maximal en amplitude [KMS05]. Nous en calculerons son logarithme car certaines e´tudes, notamment
[MWD+95], montrent que le logarithme du temps d’attaque est plus corre´le´ a` la perception que le temps
d’attaque lui meˆme. Nous articulerons l’algorithme de calcul du temps d’attaque de la manie`re suivante :
estimation de l’enveloppe du signal sur la partie croissante
Classiquement l’enveloppe d’un signal est calcule´ en appliquant un filtre (type Butterworth) au
module du signal analytique. Mais dans le cas des sons percussifs, les temps d’attaque sont tre`s courts
(ge´ne´ralement de l’ordre d’une dizaine d’e´chantillons), un filtre type Butterworth est inefficace pour esti-
mer correctement l’enveloppe du signal dans cette zone. Nous nous sommes donc inspire´s de la technique
du creˆte-me`tre (en anglais peakmeter) qui consiste a` suivre de manie`re constante les amplitudes des creˆtes
du signal redresse´ double alternance. L’enveloppe en cre`te-meˆtre est calcule´e sur la partie croissante de´finie
par une zone de 20 ms en amont de l’amplitude maximale, (on suppose qu’aucun temps d’attaque de son
percussif ne de´passera 20 ms).
approximation de l’enveloppe par une droite
On approxime l’enveloppe ainsi cre´e par une droite graˆce a` une me´thode de re´gression line´aire clas-
sique.
repe´rage des temps Tstart et Tstop
Nous avons de´fini Tstart comme e´tant l’´e´chantillon pour lequel le segment fraıˆchement estime´ atteint
50% de sa valeur maximale et Tstop l’e´chantillon pour lequel il atteint 100% de sa valeur maximale. Nous
de´finirons le temps d’attaque comme le double de la dure´e se´parant les deux points.
logarithme du temps d’attaque
Ainsi le logarithme du temps d’attaque est de´fini comme :
LAT = log10(2∗ (Tstop−Tstart)) (4.9)
D’un point de vue perceptif, le LAT est un descripteur pertinent pour la distinction de diffe´rentes classes
d’instruments. Il permet par exemple de diffe´rentier les percussions (temps d’attaques courts) des vents
(temps d’attaques plus longs).
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FIG. 4.5 – Etapes de l’estimation du temps attaque sur un impact de me´tal.
FIG. 4.6 – Estimation du temps d’attaque d’un impact de bois, le LAT est le logarithme du temps qui
s’e´coule entre les deux points rouges.
II.2 Le centre de gravite´ temporel : CGT
Il s’agit de la valeur (en seconde) qui se´pare l’enveloppe temporelle en deux parties d’e´gales e´nergies.



















s2(k.Nhop +n) avec (0≤ k ≤ K−1), (4.11)
ou` K est le nombre total de feneˆtres, Nhop est le nombre d’e´chantillons de chevauchement (overlap) et Nw
est le nombre d’e´chantillons de la feneˆtre. Nous utilisons des feneˆtres de 0.4 ms (meilleure valeur obtenue
de manie`re empirique).
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FIG. 4.7 – CGT d’un son d’impact de verre
II.3 La valeur efficace : RMS







Cette grandeur est directement corre´le´e a` l’intensite´ du signal. Pour des signaux impulsionnels, le RMS
de´pend du nombre d’e´chantillon sur lequel il a e´te´ calcule´. Ici N correspond au nombre d’e´chantillons entre
l’instant T′start et T′stop qui sont respectivement les instants ou` l’enveloppe Env(k) (de´finie par l’e´quation
4.11) du signal atteint pour la premie`re et la dernie`re fois les 2% de sa valeur maximale.
II.4 La dure´e perceptive : TED
La dure´e perceptive (en anglais : Time Effective Duration) est la dure´e pendant laquelle le signal est
perceptivement significatif. On l’approxime par la dure´e pendant laquelle l’enveloppe spectrale (e´quation
4.11) est supe´rieure a` un seuil, ge´ne´ralement de´fini a` 40% de sa valeur maximale [Pee04].
Ce descripteur est couramment utilise´ pour distinguer les sons percussifs des sons entretenus [Pee04].
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FIG. 4.8 – TED d’un son d’impact de verre (calcule´ sur le module du signal) : dure´e pendant laquelle le
signal est au dessus de 40% de sa valeur maximale.
II.5 L’amortissement : AMO
Ce descripteur est spe´cifique a` la classe des sons d’impact dans la mesure ou` il ne peut eˆtre calcule´ que
sur des sons qui pre´sentent une de´croissance temporelle exponentielle. Nous nous limiterons a` estimer un
amortissement global α sur l’enveloppe du signal temporel (et non sur chacun des αk de´finis dans l’e´quation
4.1). En prenant le logarithme de cette de´croissance on s’attend donc a` obtenir une droite de pente α qui,
normalise´e par le CGS, deviendra notre valeur AMO.
Calcul de l’enveloppe du signal temporel : l’amortissement est donc estime´ en approximant par une
droite le logarithme de l’enveloppe du signal. Celle-ci est obtenu en filtrant le module du signal analytique
par un filtre de Butterworth. (voir fig 4.9).
Calcul de l’amortissement : l’approximation par une droite du logarithme de l’enveloppe de la partie
de´croissante du signal est calcule´ avec la fonction matlab polyfit. Le coefficient directeur de cette droite
correspond a` l’amortissement global α (voir fig 4.9).
Normalisation de l’amortissement : d’un point de vue physique, l’amortissement est fonction de la
fre´quence, son taux de de´croissance de´pend du contenu spectral du son (e´quation 4.1). Dans notre cas,
les sons que nous e´tudions pre´sentent une grande disparite´ dans le contenu spectral. Ainsi, pour pouvoir
comparer ces valeurs, nous les normalisons par le CGS (qui rend compte de la localisation spectrale de
l’e´nergie) du son e´tudie´.
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FIG. 4.9 – (en haut) : module du signal analytique calcule´ a` partir de la transforme´e de Hilbert (de´croissance
exponentielle), (au milieu) : enveloppe du signal analytique estime´e avec un filtre de butterworth, (en bas) :
logarithme de l’enveloppe (comportement line´aire) et son approximation par une droite avec la fonction
polyfit de Matlab.





II.6 Taux de passage par ze´ro : ZCR
Le taux de passage par zero (en anglais zero-crossing rate) est un parame`tre de´duit du nombre de fois ou`






Le ZCR est calcule´ sur une portion de signal de 5 ms (valeur permettant un bon compris entre rapidite´ de
calcul et nombre d’e´chantillons minimum ne´cessaire pour le re´aliser) entre l’e´chantillon m et M ou` m est




1 si x > 0
0 si x = 0
-1 si x < 0
(4.15)
Le ZCR est couramment utilise´ pour distinguer les signaux vocaux des signaux musicaux (Sheirer and
Slaney, 1997) ou pour la classification des musiques par genre (Tzanetakis and Cook, 2002 ; Burred and
Lerch, 2004). Les sons pe´riodiques tendent a` avoir une faible valeur de ZCR, alors que les sons bruite´s
approchent des valeurs beaucoup plus importantes.
III Les descripteurs spectro-temporels
En comple´ment a` l’e´tudes des caracte´ristiques fre´quentielles et temporelles du signal, il est classique de
s’inte´resser a` des descripteurs d’ordre spectro-temporels.
III.1 Le flux spectral : FSP







|rp,p−1| avec M = T∆t (4.16)
ou` T est la dure´e totale du son, ∆t = 16 ms (ide´al selon [Cac04]) et rp,p−1 est le coefficient de corre´lation
de Pearson entre les spectres instantane´s aux temps p et p-1.
Pour deux feneˆtres d’analyses conside´re´es, le coefficient de corre´lation vaut 1 si les spectres instantane´s
sont identiques, et tend vers 0 si les spectres instantane´s pre´sentent de fortes dissemblances (voir 4.10).
Le FSP est un descripteur qui a e´te´ utilise´ pour la se´paration voix/musique (Scheirer and Slaney, 1997 ;
Burredand Lerch, 2004). On sait aussi que les sons environnementaux ont des FSP plus e´leve´s que les sons
musicaux et qu’il permet de distinguer les instruments d’orchestre [BDKMY08].
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FIG. 4.10 – (en haut) : repre´sentation temps fre´quence d’un signal compose´ d’un chirp quadratique (0-100),
d’un chirp line´aire (100-200) et d’un signal stationnaire sinusoı¨dal (200-300), (en bas) : les coefficients de
corre´lation de Pearson correspondant dont la somme normalise´e par T∆t (equation 4.16) nous donnera le
FSP.
III.2 La rugosite´ : RUG
La rugosite´ est un descripteur dont on ne connaıˆt que peu de choses et les mode`les pour la calculer sont
varie´s. Afin de mieux comprendre ce que nous entendons par rugosite´, ce descripteur fera l’objet d’une
section plus importante.
De´finition de la rugosite´
La rugosite´ est une grandeur subjective de la perception. Donner une de´finition simple de la rugosite´
n’est pas e´vident car ce percept n’est pas aussi familier que les autres grandeurs (hauteur tonale, sonie...) et
peut eˆtre approche´e de plusieurs fac¸ons. Dans la musique europe´enne le concept de rugosite´ a longtemps
e´te´ lie´ a` celui de la dissonance. Dans d’autres traditions au contraire, la rugosite´ est un effet recherche´,
on peut citer le tamboura, instrument essentiel de la musique traditionnelle indienne qui sert de bourdon
harmonique, ou encore les chants de ganga traditionnels du sud de la Croatie et de la Bosnie-Herze´govine,
qui reposent en grande partie sur des effets de rugosite´.
Bien que formalise´ assez tard, la rugosite´ est un phe´nome`ne connu depuis longtemps. La premie`re
de´finition de la rugosite´ fut donne´e par Helmholtz (1863), il utilisa ce terme pour caracte´riser la texture
d’un son, en terme d’impurete´ ou de sensation de´sagre´able [Lem00]. En 1877, il affine sa de´finition en
e´tudiant l’effet produit par deux sons purs pre´sente´s simultane´ment. En faisant varier l’e´cart de fre´quence
entre les deux sons purs il distingue trois zones. Si les sons sont de fre´quences tre`s proches, nous perc¸evons
un son pur a` la fre´quence moyenne des sons originaux dont l’amplitude fluctue lentement. On parle alors de
phe´nome`ne de battements. En augmentant l’e´cart fre´quentiel, les battements s’acce´le`rent et au dela` d’une
dizaine de Hz leur perception s’estompe et on observe alors un phe´nome`ne perceptif diffe´rents des batte-
ments, ce que Helmholtz de´finit comme e´tant la rugosite´. Si l’e´cart fre´quentiel entre les sons est encore
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augmente´, la perception de rugosite´ diminue jusqu’a` disparaıˆtre, il apparaıˆt alors la perception de deux sons
purs a` des fre´quences diffe´rentes, aux amplitudes constantes (voir fig 4.13).
FIG. 4.11 – Les qualite´s perceptives de deux sons purs en fonction de leur e´cart fre´quentiel. Les frontie´res
entre les re´gions ne sont pas abruptes, notamment la frontie`re supe´rieure entre rugoiste´ et deux sons distincts
de´pend du registre, d’apre´s Helmholtz (1877).
Le calcul de la rugosite´ peut s’effectuer selon plusieurs mode`les, celui que nous utilisons est le mode`le de
Leman explicite´ dans [Lem00]. L’ide´e de Leman est d’assimiler la rugosite´ a` l’e´nergie de la synchronisation
neuronale avec la fre´quence de battement.
Afin d’expliquer le procede´ calculatoire de la rugosite´ il faut auparavant de´finir deux notions, celle du
Auditory Peripheral Module et celle du Syncrhonisation Index Model de´finies dans [LLT].
La mode´lisation de l’oreille externe et moyenne (Auditory Peripheral Module, APM)
La premie`re e´tape du mode`le de Leman consiste a` transformer l’information sonore (pression au cours du
temps) en information nerveuse, c’est a` dire en quantite´ de de´charges au cours du temps, Leman mode´lise
ainsi le fonctionnement de l’oreille. Plus exactement, il applique un filtre passe-bas pour mode´liser l’in-
fluence de l’oreille externe et moyenne, puis applique un banc de filtres passe-bande pour mode´liser le
filtrage me´canique de la cochle´e par bandes critiques.
La de´composition en sous-bandes de fre´quences est exprime´e comme suit :
APM : s(t)→ d˜ =< dc(t)>c=1...C (4.17)
ou` dc(t) est la probabilite´ de de´charge neuronale par intervalle de 0.4 ms de la fibre nerveuse (ou ca-
nal auditif) c. Un canal auditif est conside´re´ comme un filtre de bande passante e´gale a` la bande critique
correspondante. C filtres sont alors conside´re´s.
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Leman applique ensuite dans chaque sous-bande un algorithme mode´lisant les cellules cilie´es (mode`le
issu du travail de Van Immerseel). Ce mode`le est compose´ d’un redresseur et d’une amplification dont le
gain varie en fonction de l’entre´e, filtre´e par un passe-bas.
En sortie de ce traitement, on obtient pour chaque sous-bande, un vecteur donnant au cours du temps, le
nombre de de´charges neuronales par milliseconde (spikes/ms).
L’indice de synchronisation (Synchronisation Index Module, SIM)
Une analyse fre´quentielle du taux de de´charges neuronales dans les chaıˆnes auditives donne une infor-
mation sur la synchronisation des neurones a` une fre´quence particulie`re. La transforme´e de Fourier rapide
de la synchronisation neuronale du canal c est :
D(t, f ,c) =
Z +∞
t ′=−∞
e(t,c)(t)w(t ′− t)e− j2pi f t ′dt ′ (4.18)
ou` e(t,c) est la synchronisation neuronale du canal c et w(t’-t) est une feneˆtre de hamming. Cette formule
calcule le taux de synchronisation pour chaque fre´quence. L’amplitude spectrale est alors de´finie par |
D(t,f,c) |.
L’indice de synchronisation sera calcule´ en divisant cette dernie`re valeur par le taux a` fre´quence nulle :
I(t, f ,c) = |D(t, f ,c)
D(t,0,c)
| (4.19)
Diffe´rentes approches base´es sur le fait que l’information de synchronisation est repre´sente´ selon trois
axes : le temps, la fre´quence et le canal auditif, sont maintenant envisageables. Leman lie la rugosite´ a`
l’e´nergie de la synchronisation neuronale. Nous calculerons d’abord l’e´nergie de la synchronisation neuro-
nale individuellement pour chaque canal auditif, puis nous conside´rerons que l’e´nergie totale est la somme
de ces e´nergies.
Les de´finitions suivantes expliquent deux concepts utilise´s :
- l’e´nergie spectrale de la synchronisation neuronale dans le canal c est :
D(t, f ,c) = |I(t, f ,c)|2 (4.20)
Chaque composante fre´quentielle f fourni le taux de synchronisation en terme d’e´nergie pour cette
fre´quence particulie`re. Chaque composante est appele´e index de synchronisation.
- l’e´nergie spectrale de synchronisation neuronale pour tous les canaux c est :




D(t, f ,c) (4.21)
ou` C est le nombre total de canaux auditifs.
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D(t, f ,c)d f (4.22)
De ces diffe´rentes de´finitions s’en suit que l’e´nergie totale du taux de synchronisation pour tous les
canaux peuvent eˆtre exprime´s de diffe´rentes fac¸ons :
ED(t) =
Z













D(t, f ,c)d f (4.23)
L’e´quation 4.23 montre qu’il est possible de visualiser deux aspects de l’e´nergie : la visualisation de
l’e´nergie spectrale D(t, f ) donne l’e´nergie de la synchronisation neuronale le long d’un axe fre´quentiel. La
visualisation de l’e´nergie ED(t,c) donne l’e´nergie de la synchronisation neuronale le long d’une e´chelle de
bande critique. Ces deux repre´sentations seront utilise´es pour la repre´sentation de la rugosite´.
Mode´lisation de la rugosite´
L’approche SIM calcule la rugosite´ en terme d’e´nergie de synchronisation neuronale avec les fre´quences
de battements. Cette e´nergie fait re´ference a` une quantite´ provenant de l’amplitude du spectre. Comme la
fre´quence de battement est plutoˆt en zone basse fre´quence, la partie spectrale qui nous inte´resse est de´finie
par :
B(t, f ,c) = F( f ,c)D(t, f ,c) (4.24)
ou` F(f,c) est un filtre dont l’amplitude spectrale de´pend du canal c. Afin d’eˆtre en accord avec les donne´es
psychoacoustiques connues, les filtres sont plus e´troits pour les canaux auditifs dont la fre´quence centrale
est infe´rieure a` 800 Hz, et plus e´largis pour les hautes fre´quences centrales (voir la figure 4.12). Cependant,
on peut dire qu’en ge´ne´ral B(t,f,c) repre´sente le spectre de la synchronisation neuronale pour la fre´quence de
battement dans le canal c. L’index de synchronisation de la fre´quence de battement est alors de´fini comme
l’amplitude spectrale normalise´e :
I(t, f ,c) = |B(t, f ,c)
D(t,0,c)
| (4.25)
La rugosite´ est calcule´e individuellement dans chaque canal et la rugosite´ totale est la somme des ru-
gosite´s de chaque canal. Conside´rant cette approche, il devient possible de visualiser la contribution de
l’e´nergie de synchronisation le long de l’axe des canaux auditifs, aussi bien que le long de l’axe des
fre´quences de battements. Le terme d’e´nergie spectrale de la synchronisation neuronale avec des fre´quences
de battements est, pour le canal auditif c, de´fini comme :
B(t, f ,c) = I(t, f ,c)γ (4.26)
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FIG. 4.12 – Les filtres deviennent plus e´troits en basse fre´quence. Figure extraite de [LLT]
ou` γ est un parame´tre compris entre 1 et 2. En analogie avec l’e´quation 4.23, nous obtenons les diffe´rentes















Ces expressions permettent la visualisation de la rugosite´ le long de l’axe des canaux auditifs et le long
de l’axe des fre´quences de battements.
En pratique
La toolbox Matlab IPEMToolbox1.01 de Marc Leman nous permet d’obtenir la rugosite´ d’un son en
fonction du temps (voir fig 4.13). Pour pouvoir comparer les rugosite´s entre diffe´rents sons, il est pre´fe´rable






FIG. 4.13 – Rugosite´ d’un impact de verre, (en haut) : en fonction du temps et de la fre´quence, plus la
couleur est fonce´e plus la rugosite´ est importante, (en bas) : rugosite´ de l’impact au cours du temps.
III.3 Le centroı¨de de rugosite´ : CGR










ou` k prend les 40 valeurs de fre´quences centrales des canaux (C = 40, voir eq. 4.17) utilise´es par Leman
dans le calcul de rugosite´, et r(k) repre´sente la rugosite´ accumule´e dans la bande de fre´quence centrale k
(haut de la figure 4.13).
III.4 Le rapport CGR/CGS : RSF





Ceci nous permet d’obtenir une grandeur adimensionne´e.
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IV Conclusion sur la caracte´risation acoustique
Sur la base de ces descripteurs, un son n’est plus caracte´rise´ par sa forme d’onde mais globalement par
17 valeurs de descripteurs, choisis pour leur pertinence d’un point de vue perceptif. Ces descripteurs per-
mettent de quantifier des comportements temporels, spectraux ou spectro-temporels du signal acoustique.
Les mode`les que l’on veut e´tablir vont se baser sur les valeurs de descripteurs les plus pertinents pour
pre´dire les pourcentages d’appartenance a` une cate´gorie donne´e. De´sormais nous avons tous les e´le´ments
pour construire nos mode`les, mais avant cela, il est important de mieux connaıˆtre les relations qui existent





I Mise en forme des donne´es
Afin de pouvoir analyser toutes les donne´es re´sultantes aussi bien des tests perceptifs que des calculs de
descripteurs, nous rassemblons tous les re´sultats ne´cessaires a` la conception des mode`les pre´dictifs dans
une matrice.
Cette matrice regroupe les re´sultats correspondant a` 5 sessions de 65 sons e´coute´s par 13 sujets pour la
premie`re session, 11 sujets pour les deuxie`mes, troisie`mes et quatrie`mes sessions et 9 sujets pour la dernie`re
session.
De´sormais, nous ferons la distinction entre sons perc¸us et sons absolus. Un son absolu engendre plusieurs
sons perc¸us car e´coute´s par plusieurs personnes diffe´rentes. Par exemple, le son absolu n˚1 de la premie`re
session, engendre les sons perc¸us 1.1, 1.2, ... , 1.13 car il a e´te´ e´coute´ par 13 sujets.
Au total, la matrice totale est constitue´e de 3575 lignes (65*(13+3*11+9) = 3575) et de 33 colonnes qui
sont de´crites ci-dessous.
colonnes 1 a` 3 : labelisation
La premie`re colonne indique le nume´ro du son (de 1 a` 325), la deuxie`me colonne indique le nume´ro
du sujet qui a` e´coute´ ce son (de 1 a` 20 : 20 sujets diffe´rents ont passe´ au moins l’une des 5 sessions), la
troisie`me colonne est un label fabrique´ a` partir du nume´ro du son et du nume´ro du sujet qui l’a e´coute´ afin
de rendre la ligne diffe´rentiable des autres.
colonnes 4 a` 16 : re´sultats des tests perceptifs
Les colonnes 4 a` 9, respectivement perc¸uMetal, perc¸uBois, perc¸uPierre, perc¸uPlastique, perc¸uVerre et
perc¸uAutre, correspondent aux re´ponses donne´es par les sujets. Par exemple, lorsque le sujet a` re´pondu
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me´tal a` l’e´coute d’un son, alors on note 1 dans la colonne perc¸uMetal et 0 dans les autres.
La colonne 10 correspond au type d’impacteur utilise´ : 1 pour un impacteur dur, 0 pour un impacteur mou.
Les colonnes 11 a` 16 indique le ve´ritable mate´riau impacte´. Ainsi on a respectivement les colonnes
re´elMetal, re´elBois, re´elPierre, re´elPlastique, re´elVerre et re´elAutre.
colonnes 17 a` 33 : les descripteurs de timbre
Les descripteurs de timbres sont ceux cite´s dans le chapitre 4 page 21. Ils sont labelise´s de la manie`re
suivante :
- RUG = la rugosite´.
- CGS = le centre de gravite´ spectral.
- FSP = le flux spectral.
- TED = la « dure´e perceptive ».
- AMO = l’amortissement.
- ZCR = le taux de passage par ze´ro
- SSP = l’e´talement spectral, en Hz.
- LAT = le log du temps d’attaque.
- CGT = le centre de gravite´ temporel.
- ROF = la « point de roulement spectral ».
- RMS = la valeur efficace.
- CGR = le centre de gravite´ de la rugosite´.
- RSF = CGRCGS
- SCR = taux de croisement du spectre avec un seuil.
- SKN = l’indice de dissyme´trie spectrale.
- KRT = le kurtosis.
C’est cette matrice qui va nous servir pour concevoir les mode`les pre´dictifs. Ces mode`les seront
de´termine´s a` l’aide d’un outil informatique : le logiciel SPSS.
II Pre´sentation du logiciel SPSS
Les donne´es ont e´te´ analyse´es avec le logiciel SPSS (Statistical Package for the Social Sciences).
De´veloppe´ essentiellement pour l’analyse statistique, SPSS est utilise´ par des chercheurs en e´conomie,
en sciences de la sante´, par des compagnies d’e´tudes, par le gouvernement, des chercheurs de l’e´ducation
nationale etc.
SPSS va nous permettre d’effectuer deux types d’analyses : une analyse descriptive (analyse en compo-
sante principale) qui nous permettra d’e´tudier les corre´lations entre descripteurs, et une analyse pre´dictive
(re´gression logistique binaire) qui va nous permettre de concevoir un mode`le pour cate´goriser de manie`re
probabiliste et automatique nos diffe´rents sons d’impacts.
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III Analyse de corre´lation
Cette analyse descriptive a` pour objectif d’e´valuer la corre´lation des descripteurs entre eux. En effet, si
deux descripteurs se trouvent eˆtre tre´s corre´le´s, cela signifie qu’ils apportent la meˆme information et donc
on peut se priver de l’un des deux pour cate´goriser. Cependant la me´thode pre´dictive employe´e par la suite,
(voir I page 49) tient compte des liens de corre´lations entre descripteurs et ne conserve que ceux qui sont
les moins corre´le´s entre eux, inutile donc d’en e´liminer, nous nous servirons de cette analyse uniquement
pour ve´rifier la cohe´rence des descripteurs.
La matrice de corre´lation des descripteurs de signaux a` e´te´ obtenue avec SPSS, mais nous pourrions e´crire
un code de programmation menant au meˆme re´sultat en suivant l’algorithme de´crit ci-dessous.
Echantillon
Nous conside´rons un ensemble de N descripteurs X1,...,XN connus a` partir d’un e´chantillon de K
re´alisations conjointes ces variables. Dans notre cas, K = 325.
M =
X1,1 ... XN,1... ... ...
X1,K ... XN,K

L’ensemble des points qui repre´sentent les variables est commune´ment appele´ « nuage des variables »,
[DS06]. Chaque variable ale´atoire Xn = (Xn,1,...,Xn,K)’ a une moyenne µXn et un e´cart-type σXn .
Transformations de l’e´chantillon
La matrice M est centre´e sur le centre de gravite´ :
M¯ =
X1,1−µ1 ... XN,1−µN... ... ...
X1,K−µ1 ... XN,K−µN


















Une fois la matrice M˜ obtenue, on la multiplie par sa transpose´e pour obtenir la matrice de corre´lation
des X1,...XN (voir fig 5.1).
C = M˜T .M˜ (5.1)
ou` C est la matrice de corre´lation des descripteurs de signaux et M˜ la matrice d’e´chantillons centre´e
re´duite.
FIG. 5.1 – Matrice de corre´lation des descripteurs de signaux
Observations sur la matrice de corre´lation
Cette matrice de corre´lation aurait e´te´ ide´ale si aucun des descripteurs n’avait e´te´ tre`s corre´le´s a` un
autre, ici on observe quelques corre´lations fortes (supe´rieures a` 0.7 en valeur absolue) mais la majorite´ des
descripteurs sont peu corre´le´s a` d’autres ce qui permet de valider nos choix de en soulignant que chaque
descripteur apporte une information diffe´rente sur le signal. Certaines corre´lations fortes sont e´galement
attendues et permettent de ve´rifier si les calculs de nos descripteurs sont cohe´rents. Ainsi on observe que le
ROF est tre`s corre´le´ au CGS, en effet le ROF est une borne supe´rieure du CGS. Le CGS est aussi correle´ a`
l’e´talement spectral (SSP) ce qui est cohe´rent e´galement : un signal de grande e´tendue spectrale verra son
CGS augmenter. Le ZCR est tre`s correle´ au CGS : en effet plus le signal croise l’axe des zeros, plus son
spectre est riche en hautes fre´quences.
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IV L’Analyse en Composante Principale
L’Analyse en Composante Principale (ACP) est une me´thode mathe´matique d’analyse de donne´es qui
consiste a` rechercher les directions de l’espace qui repre´sentent le mieux les corre´lations entre n va-
riables ale´atoires. L’ACP est aussi connue sous le nom de transforme´e de Karhunen-Loe`ve ou de trans-
forme´e de Hotelling. A partir d’un ensemble de n sons dans un espace de p descripteurs, son but est
de trouver une repre´sentation dans un espace re´duit de k dimensions (k < p) qui conserve « le meilleur
re´sume´ » (voir http://fr.wikipedia.org/wiki/Analyse_en_composantes_principales). C. Duby
dans [DS06] rappelle que, comme toute me´thode descriptive, re´aliser une ACP n’est pas une fin en soi.
L’ACP nous servira a` mieux connaıˆtre les donne´es sur lesquelles on travaille et a` de´tecter e´ventuellement
les valeurs suspectes. On pourra aussi se servir des repre´sentations fournies par l’ACP pour illustrer certains
re´sultats dans un but pe´dagogique.
Crite`re d’inertie
Le principe de l’ACP est de trouver un axe u, issu d’une combinaison line´aire des Xn, tel que la variance
du nuage autour de cet axe soit maximale. Maximiser la variance explique´e par le vecteur u revient a`
maximiser l’inertie explique´e par u, c’est a` dire minimiser l’inertie du nuage autour de u. Finalement, nous
cherchons le vecteur u tel que la projection du nuage sur u aie une variance maximale. La projection de
l’e´chantillon des X sur u s’e´crit :
piu(M) = M.u (5.2)
La variance de piu(M) vaut donc :
piu(M)T .piu(M) = uT .C.u (5.3)
Comme la matrice de corre´lation C (de´crite dans l’e´quation 5.1) est diagonalisable dans une base ortho-
norme´e, notons P le changement de base associe´ et ∆ la matrice diagonale forme´e du spectre de C :
piu(M)T .piu(M) = uT .PT∆.P.u = (P.u)T .∆.(Pu) (5.4)
Pu = v (5.5)
Apre`s cette re´e´criture, nous cherchons le vecteur unitaire v qui maximise v’∆v ou` ∆=diag(λ1,...,λN) est
diagonale et dont les valeurs sont range´es par ordre croissant. On observe qu’il suffit de prendre le premier
vecteur unitaire, on a alors :
vT .∆.v = λ1 (5.6)
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On continue la recherche du deuxie`me axe de projection w sur le meˆme principe en imposant qu’il
soit orthogonal a` u. En appliquant une ACP sur les descripteurs, on obtient 4 composantes principales qui
permettent d’expliquer 74% de la variance totale.
FIG. 5.2 – Les axes extraits par l’ACP
On remarque que le CGS, le RSF, le ROF, le ZCR, le SDC, le SSP sont principalement porte´s par le
premier axe (dominante fre´quentielle), le TED, le CGT, le KRT et le SKN sont porte´s par le deuxie`me axe
(mi fre´quentiel, mi temporel), la RUG et le CGR par le troisie`me axe (dominante spectro-temporelle), le
SCR et le FSP par le quatrie`me axe (mi fre´quentiel, mi spectro-temporel).
Il est inte´ressant de voir comment sont distribue´s les sons dans l’espace des axes engendre´s par l’ACP. La
figure IV repre´sente la dispersion des sons typiques sur les 2 premiers axes. On conside`re comme typique
un son classe´ dans une cate´gorie par au moins 65% des personnes. Si un son n’est pas classe´ par au moins
65% des personnes dans une des cinq cate´gories, il sera alors conside´re´ comme ambigue¨ et ne sera pas
repre´sente´ ici.
A` la lecture de ce graphique, il naıˆt l’espoir de pouvoir dissocier certaines cate´gories entre elles. On
voit que les descripteurs porte´s par l’axe 2 pourront distinguer le me´tal et le verre du bois et de la pierre,
de meˆme les descripteurs porte´s par l’axe 1 pourront quand a` eux dissocier la pierre du bois. Enfin une
combinaison line´aire des descripteurs porte´s par l’axe 1 et 2 pourrait isoler la pierre des autres mate´riaux.
Ainsi on a l’impression que la pierre est isole´e mais il est important de pre´ciser que le nombre de sons
typiques pour la pierre sont peu nombreux sur ce graphe, ces re´sultats sont donc a` confirmer.
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FIG. 5.3 – Projection des sons typiques dans l’espace engendre´ par les deux premiers axes de l’analyse en
composante principale.
V Conclusion sur l’analyse descriptive
Cette analyse descriptive nous permet de mieux comprendre les relations entre nos descripteurs. Les inter-
corre´lations sont faibles dans l’ensemble et par conse´quent ces re´sultats nous conforte dans notre choix de
descripteurs. Ces informations ne sont pas directement utiles dans l’e´laboration de nos mode`les finaux, mais
vont nous permettre de ponde´rer si ne´cessaire les interpre´tations possibles. En particulier, la repre´sentation
des sons typiques de chaque cate´gorie de mate´riau dans l’espace engendre´ par les deux premiers axes de
l’ACP nous renseigne sur les limitations e´ventuelles de nos mode`les. Ayant ces informations en teˆte, il faut






I Principe de la re´gression logistique binaire
La re´gression logistique est un des mode`les multivariables couramment utilise´ dans la construction de
mode`les statistiques. Elle permet de mettre en relation une variable a` expliquer Y avec une ou plusieurs va-
riables explicatives [POP+05] , [DC]. Ici, nos variables explicatives sont les valeurs de nos descripteurs, ces
valeurs sont continues. Notre variable a` expliquer et, pour chaque cate´gorie de mate´riau, l’appartenance ou
non a` cette cate´gorie (variable dichotomique), on parle alors de re´gression logistique binaire (par opposition
a` la re´gression logistique multiple lorsque la variable a` expliquer est continue).
Cette me´thode a` e´te´ choisie car elle est la forme la plus courante de re´gression logistique [DC].
On supposera que la variable Y a` laquelle on s’inte´resse est pour un son donne´, l’appartenance ou non a`
une cate´gorie de mate´riau (Y=1 ou Y=0) avec une probabilite´ pi donne´e par :
pi(x) = P(Y = 1/X = x) = f (LCat(x)) =
eLCat(x)
1+ eLCat(x)





La fonction logistique f(LCat(x)) a la forme d’une sigmoı¨de. Les xi repre´sentent nos descripteurs (ils sont
au nombre de n) et les βi leur coefficients associe´s.
Calibrer un mode`le consiste a` estimer les parame`tres βi de la fonction LCat(x) sur la base d’un e´chantillon
de taille n. Pour cela, on utilise la me´thode du maximum de vraisemblance qui vise a` fournir une estimation
des parame`tres qui maximise la probabilite´ d’obtenir les valeurs re´ellement observe´es sur l’e´chantillon, cette
me´thode nous ame`ne un syste`me de deux e´quations que l’on ne peut re´soudre que de manie`re ite´rative, voir
[DC].
SPSS propose deux me´thodes ite´ratives : premie`rement la me´thode backward qui consiste a` conside´rer
tous les descripteurs au de´part. A chaque e´tape, le descripteur le moins significatif est retire´ du mode`le
et une matrice de contingence est calcule´e (pourcentage de non-de´tection, de´tection vraie, fausse alarme,
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non-de´tection vraie, pourcentage de re´ussite globale). Les descripteurs sont donc retire´s un a` un jusqu’a`
atteindre le meilleur coefficient de de´termination de Nagelkerke R2.
A l’inverse, dans la me´thode forward, on conside`re un seul descripteur au de´part, c’est le plus significatif.
A chaque e´tape, un descripteur supple´mentaire est ajoute´, il s’agit du descripteur qui de´crit au mieux la
variable de´pendante et qui est le moins corre´le´ au descripteur pre´ce´dent, puis une matrice de contingence
est calcule´e. Ceci est re´pe´te´ jusqu’a` obtenir le meilleur coefficient de de´termination de Nagelkerke R2.
Un bon mode`le est un mode`le stable donc comprenant le moins de descripteurs possible, c’est pourquoi
nous pre´fe´rerons utiliser la me´thode forward.
II Mode`les pre´dictifs pour chaque cate´gorie
II.1 Pre´cautions d’usages
L’emploi de la re´gression logistique ne´cessite le respect d’un certain nombre de pre´cautions. Celles-ci
sont toutes de´taille´es dans [DC]. Nous allons ve´rifier celles qui correspondent a` notre cas d’utilisation.
La taille n de l’e´chantillon doit eˆtre e´leve´e, ide´alement une centaine d’individus, dans notre cas n = 3575.
Ce premier crite`re est donc ve´rifie´.






Ce crite`re est ve´rifie´ pour toutes les cate´gories.
De plus, cette proportion d’individus code´s 1 est ge´ne´ralement e´value´e en fonction du nombre de des-
cripteurs : l’EPV1, il s’agit du nombre de 1 par descripteur. D’apre`s [CKHF96], un EPV minimum de 10








Le crite`re de l’EPV est ve´rifie´ pour toutes les cate´gories.
II.2 Calibration
Graˆce au logiciel de statistique SPSS, l’e´laboration d’un mode`le de re´gression logistique se re´alise en
quelques clics. En pratique, un mode`le pre´dictif base´ sur la re´gression logistique binaire est construit pour
chaque cate´gorie de mate´riau. La calibration de ce mode`le est effectue´ sur les 325 sons (cf. page 16) et plus
pre´cise´ment la matrice globale 3575 × 33 qui suppose que chaque ligne est une observation inde´pendante.
La premie`re e´tape consiste a` choisir notre variable de´pendante (par exemple percuMe´tal pour le mode`le de la
cate´gorie «Me´tal », variable binaire), puis de se´lectionner les variables inde´pendantes (ici nos descripteurs)
et enfin de se´lectionner la me´thode pas-a`-pas d’entre´e des descripteurs (ici forward method comme vu dans
la section I).
A chaque pas (i.e a` chaque fois qu’un descripteur est inte´gre´), le mode`le est e´value´ par une matrice de
contingence qui de´finit le pourcentage de de´tection vraie et de non-de´tection vraie. Ce que l’on veut, c’est
de´tecter au mieux la cate´gorie d’un son, ainsi notre crite`re d’arreˆt est de conside´rer l’e´tape ou` le pourcentage
de de´tection vraie est maximal.
Chaque mode`le pre´dictif est base´ sur une probabilite´ d’appartenance exprime´e par la fonction pi(x) dans
l’e´quation 6.1. Les fonctions LCat(x) pour chaque cate´gorie {Me´tal, Bois, Pierre, Plastique, Verre} sont
donne´es ci-dessous :
Cate´gorie me´tal
LMetal = 0.030CGT - 0.008CGR - 0.001KRT + 0.0001ROF + 0.026ZCR + 0.199LAT + 0.013TED + 8.091
Cate´gorie bois
LBois = - 0.001CGS - 0.164SKN - 112.946SDC - 180.501RUG + 0.002KRT - 71405.1AMO
- 0.015CGT + 0.0002SSP + 6.965
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Cate´gorie pierre
LPierre = -25.369RMS - 0.053CGT + 131.297SCR + 0.616
Cate´gorie plastique
LPlastique = -0.43ZCR + 0.0004SSP - 171.204RUG + 2.216
Cate´gorie verre
LVerre = 0.055ZCR + 5.821FSP + 0.168SKN + 0.0003ROF - 0.002KRT - 1.511RSF + 0.004CGR - 11.025
Pour chaque mode`le, les descripteurs apparaissent par ordre d’importance : le premier descripteur
pre´sente´ est celui qui est en majeure partie responsable de l’identite´ du mate´riau.
II.3 Validation
L’e´tape de validation permet d’estimer la performance des mode`les calibre´s pre´ce´demment, en soumet-
tant a` ces mode`les des nouveaux sons (les 200 sons de la validation cf page 16). Chacun des 200 sons ont
e´te´ e´coute´s par 8 auditeurs (non pongistes), chaque auditeur a` classifie´ chaque son dans une des cate´gories
de mate´riau (re´ponse binaire). Nous comparons alors les re´ponses de chaque individu avec la pre´diction du
mode`le. On conside´rera que le mode`le a` classifie´ le son dans la cate´gorie ou` le pourcentage d’appartenance






Non Oui % correct
Non 1138 131 90
Oui 150 181 55






Non Oui % correct
Non 1142 106 92
Oui 226 126 36






Non Oui % correct
Non 1299 36 97
Oui 229 36 14








Non Oui % correct
Non 1185 43 98
Oui 319 53 14






Non Oui % correct
Non 1402 23 98
Oui 118 57 33
% global 92 71 91
Nous obtenons des seuils de non-de´tection vraie excellents pour chaque mate´riau. A l’inverse, les seuils
de de´tection vraie sont plus faibles, particulie`rement la pierre et le plastique qui pre´sentent les plus faibles
pourcentages de de´tection vraie.
II.4 Autres calibrations
Afin de nous assurer de la cohe´rence de nos mode`les, nous avons calibre´ le smode`les avec les sons
destine´s cette fois-ci a` la validation puis avec la totalite´ des sons. Pour comparer les diffe´rents re´sultats
obtenus, on appellera le mode`le A, l’ensemble des mode`les calibre´s avec les 325 premiers sons (e´labore´
pre´ce´demment), le mode`le B sera l’ensemble des mode`les calibre´s avec les 200 derniers sons, et le mode`le
A+B sera l’ensemble des mode`les calibre´s avec la totalite´ des 525 sons. On peut ainsi supposer que les




LMetal = 0.030CGT - 0.008CGR - 0.001KRT + 0.0001ROF + 0.026ZCR + 0.199LAT + 0.013TED + 8.091
mode`le B
LMetal = 0.054CGT - 0.135SKN + 0.018ZCR - 271.8SCR + 13.101RMS - 1.714FSP - 2.635
mode`le A+B
LMetal = 0.026CGT + 20.001RMS + 1.815RSF + 0.0002ROF + 505360.6AMO + 159.701RUG
- 2.678FSP - 0.001KRT - 0.004CGR - 1.435
Il semble que le centre de gravite´ temporel (CGT pre´sent dans les trois mode`les) soit un facteur important
dans la perception du me´tal. On peut expliquer ceci du fait que le son d’un impact de me´tal s’amortit moins




LBois = - 0.001CGS - 0.164SKN - 112.946SDC - 180.501RUG + 0.002KRT - 71405.1AMO
- 0.015CGT + 0.0002SSP + 6.965
mode`le B
LBois = -0.039CGT - 0.002CGS - 246.38SDC - 0.201SKN + 0.003KRT +0.0003ROF - 120.724SCR + 5.2
mode`le A+B
LBois = -0.001CGS - 128.970SDC - 0.138SKN - 0.021CGT - 146240AMO
- 119.119RUG + 0.001KRT - 0.0004SSP - 0.692RSF + 0.0002ROF + 0.009TED + 6.612
Il semble que perception du bois soit essentiellement due a` des descripteurs fre´quentiels : on note la
pre´sence dans les trois mode`les du centre de gravite´ spectral (CGS), de la de´croissance spectrale (SDC) et
du kurtosis (KRT), e´galement d’un descripteur temporel : le CGT.
cas de la pierre
mode`le A
LPierre = -25.369RMS - 0.053CGT + 131.297SCR + 0.616
mode`le B
LPierre = -26.679RMS + 0.015CGR + 123.578SCR - 23.582
mode`le A+B
LPierre = -26.386RMS - 0.034CGT + 104.504SCR + 0.005CGR - 7.800
La pierre semble contenir autant de caracte´ristiques propres sur le plan temporel que fre´quentiel, en effet,
les trois mode`les s’accordent pour s’appuyer sur la valeur efficace RMS et la de´croissance spectrale SCR.
cas du plastique
mode`le A
LPlastique = -0.43ZCR + 0.0004SSP - 171.204RUG + 2.216
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mode`le B
LPlastique = 0.001SSP - 0.028TED - 0.030ZCR + 1.058RSF - 3.937
mode`le A+B
LPlastique = 0.001SSP - 0.044ZCR - 127.495RUG - 0.12TED - 0.001KRT + 1.130
Les sons perc¸us comme du plastique semblent eˆtre caracte´rise´s par le ZCR et le SSP. Ceci souligne les
caracte´ristiques spectrales du plastique.
cas du verre
mode`le A
LVerre = 0.055ZCR + 5.821FSP + 0.168SKN + 0.0003ROF - 0.002KRT - 1.511RSF + 0.004CGR - 11.025
mode`le B
LVerre = 0.415SKN + 0.049ZCR - 0.004KRT + 0.013CGR - 25.289
mode`le A+B
LVerre = 0.072ZCR + 0.227SKN + 4.416FSP - 0.002KRT - 0.018CGT - 0.0001ROF - 6.466
Il semble que la perception du verre rele`ve essentiellement de descripteurs spectraux : on note l’om-
nipre´sence du zero-crossing rate (ZCR), du skewness (SKN) et du kurtosis (KRT).
Conclusion
Pour chaque cate´gorie, certains descripteurs restent pre´sents quels que soient les mode`les. Cela nous
conforte dans le choix de nos descripteurs et dans la fiabilite´ de nos mode`les. Mais l’on remarque e´galement
beaucoup de diffe´rences selon la banque de sons retenue pour la calibration. On peut penser que ces
diffe´rences sont dues au nombre de sons utilise´s pour la calibration, qui varie selon les mode`les.
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III Mode`le pre´dictif global
L’ide´e consiste a` proposer une me´thode globale de classification base´e sur les mode`les pre´dictifs
pre´ce´demment construits. Ainsi, cette me´thode permettra de classer un son donne´ dans une des cinq
cate´gories {Me´tal, Bois, Pierre, Plastique, Verre} en fonction de la probabilite´ d’appartenance donne´e par
chaque mode`le :
Le crite`re de se´lection de la cate´gorie la plus probable est de´finie selon deux conditions :
- la cate´gorie pour laquelle le pourcentage maximum a` e´te´ obtenu (quelque soit sa valeur).
- on ajoute a` la condition pre´ce´dente le fait que le pourcentage d’appartenance a` une cate´gorie doit
e´galement de´passer le seuil du hasard, ici 20% (1 sur 5).
Cette me´thode globale a` e´te´ e´value´e avec les pourcentages de classification obtenus dans le test perceptif :
Observe´ Rep. Pre´dit Rep.
% me´t % boi % pie % pla % ver % me´t % boi % pie % pla % ver
son 1 0 53.86 30.77 7.69 7.69 boi 11.31 44.87 12.83 11.55 6.18 boi
... ... ... ... ... ... ... ... ... ... ... ... ...
son 525 92.30 0 0 0 0 met 36.99 16.86 5.33 29.44 4.24 met
En particulier nous de´terminons si les cate´gories pre´dites et observe´es (Rep.) sont similaires ou
diffe´rentes.







On note de forts taux de re´ussite pour le bois et le me´tal. En revanche le verre, la pierre et le plastique
peinent a` eˆtre cate´gorise´s correctement par rapport aux donne´es expe´rimentales, ce qui est cohe´rent avec le
fait que les mode`les pre´dictifs pour ces trois cate´gories sont moins performants
IV Mode`les pre´dictifs physiques
Pour chaque son, nous connaissions le mate´riau re´el a` l’origine de l’impact et le type d’impacteur (dur ou
mou) utilise´. Il fut donc possible d’e´tablir un mode`le statistique permettant de pre´dire les attributs physiques
de la source sonore, en particulier, le type d’impact (dur ou mou), ainsi que le mate´riau re´ellement impacte´
(me´tal, bois, pierre, plastique ou verre) sur les 325+200 sons enregistre´s, cette fois-ci inde´pendamment de
la manie`re dont ces sons ont e´te´ perc¸us par les auditeurs.
IV.1 Mode`le pre´dictif pour le type d’impact : dur / mou
En effectuant une re´gression logistique sur les 325+200 sons e´tudie´s, le CGS a` lui seul de´tecte le type
d’impact avec un pourcentage de vraie de´tection de 81.7% et de non de´tection vraie de 79.5%. Ce re´sultat
est cohe´rent : plus l’excitateur percutant est mou moins l’e´nergie fournie au syste`me vibrant est importante
et moins le spectre est e´tendu (les composantes dans les hautes fre´quences sont moins excite´es que les
composantes basses fre´quences). La diffe´rence est d’ailleurs remarquable a` l’e´coute.
Cate´gorie excitation
LExcit = 0.001CGS - 3.433
XXXXXXXXXXXXobserve´
pre´dit
Mou Dur % correct
Mou 1552 261 86
Dur 318 1417 82
% global 83 84 83
IV.2 Mode`le pre´dictif du mate´riau re´ellement impacte´
De la meˆme manie`re nous avons e´labore´ un mode`le statistique permettant de pre´dire quel mate´riau a e´te´
re´ellement impacte´. Dans ce cas, le classement observe´ correspond a` la cate´gorie du mate´riau physique de
l’objet impacte´ (cf. colonnes 11 a` 16 de la matrice globale page 41).
Cate´gorie me´tal re´el
LReel−Metal = 0.001SSP + 0.048ZCR - 4.823FSP + 833623,2AMO + 2.129RSF
- 0.001KRT + 21.844RMS - 0.007CGR + 201.775RUG + 0.20CGT










Non Oui % correct
Non 4026 171 95.9
Oui 463 480 50.9
% global 89.7 73.7 87.7
Cate´gorie bois re´el
LReel−Bois = -0.311SKN - 0.001SSP + 0.003KRT + 0.009CGR + 18.573RMS









Non Oui % correct
Non 3894 257 93.8
Oui 638 386 37.7
% global 85.9 60.0 83.3
Cate´gorie pierre re´elle
LReel−Pierre = -0.059CGT - 0.144ZCR - 39.834RMS + 914051.6AMO + 325.397SDC









Non Oui % correct
Non 3938 197 95.2
Oui 384 621 61.8
% global 91.1 75.9 88.7
Cate´gorie plastique re´el
LPlastique = -0.002CGS - 386.319RUG + 0.001SSP - 180.040SDC + 19.123RMS










Non Oui % correct
Non 4044 100 97.6
Oui 457 539 54.1
% global 89.8 84.4 89.2
Cate´gorie verre re´el
LReel−Verre = -0.001ROF + 616032.3AMO + 0.072ZCR - 624.385SCR + 0.127SKN










Non Oui % correct
Non 3982 171 95.9
Oui 622 365 37
% global 86.5 68.1 84.6
On remarque, d’une part, que les matrices de contingence sont bien meilleures pour les mode`les pre´dictifs
physiques que pour les mode`les pre´dictifs perceptifs, et d’autre part que les descripteurs mis en e´vidences
dans les mode`les pre´dictifs physiques sont diffe´rents de ceux des mode`les pre´dictifs perceptifs, ce qui
montre une relation non directe entre la physique et la perception, ce qui d’ailleurs e´te´ mis en e´vidence par
les re´sultats issus du test perceptif (matrices de confusion).
V Conclusion sur l’analyse pre´dictive
Graˆce au principe de la re´gression logistique binaire nous avons e´tabli un ensemble de mode`les qui,
pour un son d’impact, pre´dit les pourcentages d’appartenance a` chacun des cinq mate´riaux d’un point
de vue perceptif, ceci en fonction des valeurs des descripteurs calcule´s. Pour valider ces mode`les, nous
les avons soumis a` des nouveaux sons et nous avons calcule´ les matrices de contingence. Pour e´valuer
la robustesse de ces mode`les, nous avons compare´ les descripteurs responsables de la cate´gorisation en
calibrant d’autres mode`les avec d’autres banques de sons, de cette comparaison nous avons pu mettre en
e´vidence des descripteurs robustes dans la mesure ou` ils e´taient pre´sents dans tous les mode`les. Enfin nous
avons aussi e´tabli des mode`les pre´dictifs physiques permettant de pre´dire le type d’impact et la nature du




Application en temps re´el
Durant les derniers jours du stage, nous avons de´veloppe´ une application Matlab, intitule´e Taping. Apre`s
enregistrement d’un son d’impact graˆce a` un microphone relie´ a` l’ordinateur, Taping calcule les 17 valeurs
de descripteurs, et en fonction de ces valeurs, conforme´ment aux mode`les e´tablis dans le chapitre pre´ce´dent,
nous fournit (voir fig 7.1) :
- le pourcentage d’appartenance perceptive a` chaque cate´gorie de mate´riau.
- le pourcentage d’appartenance physique a` chaque cate´gorie de mate´riau.
- le pourcentage de chance que l’impacteur utilise´ soit un impacteur dur.
- les valeurs nume´riques des 17 descripteurs.
- une repre´sentation graphique de 8 descripteurs : le temps d’attaque, l’AMO, le CGT, le CGS, le SSP,
le ROF, le CGR, le TED.
Ces pre´dictions ne´cessitent un temps de calcul d’environ 30 secondes par son d’impact. Ce temps de
calcul peut eˆtre optimise´ en utilisant d’autres environnements d’imple´mentation couramment utilise´s en
informatique musicale tels que MaxMSP1.
1http://www.cycling74.com
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FIG. 7.1 – Interface de Taping : re´sultats suite a` l’enregistrement d’un impact sur un verre avec un maillet
dur, (a` gauche) repre´sentations de quelques descripteurs ; 1er graphe : le CGT, l’AMO, 2e graphe : l’ATT, 3e
graphe : le CGS, le ROF, le SSP, 4e graphe : le TED, (a` droite) : diagramme en barre du haut : type d’impact
(ici le mode`le estime qu’il y a 69% de chances que le maillet soit dur), diagrammes en barre du milieu :
mate´riau re´ellement impacte´ (93% de chances que ce soit re´ellement du verre), diagrammes en barre du
bas : mate´riau perc¸u (90% de chances que l’on entende du verre), sur la droite : valeurs des descripteurs




Cette e´tude nous a permis d’e´laborer des mode`les statistiques de pre´diction permettant de classifier des
sons d’impacts en fonction du mate´riau perc¸u. Sur la base de ces mode`les, nous avons pu identifier quels
descripteurs e´taient en parti responsables de la caracte´risation des mate´riaux d’un point de vue perceptif.
Certains re´sultats connus ont e´te´ retrouve´ comme l’importance du centre de gravite´ spectral pour la recon-
naissance du bois et des descripteurs spectraux pour la reconnaissance du verre. En revanche, la rugosite´ et
l’amortissement, qui ont e´te´ mis en e´vidence dans [ABKMY08], ne sont plus pre´ponde´rants dans notre cas.
Ceci s’explique par le fait que les sons qui ont servi a` la calibration de nos mode`les sont issus d’objets im-
pacte´s enregistre´s dans notre environnement quotidien et qui ne sont ge´ne´ralement pas en oscillation libre.
Ainsi ce sont d’autres descripteurs qui se sont pre´sente´s comme e´tant des pre´dicteurs classifiants comme
la valeur efficace pour caracte´riser la pierre, le centre de gravite´ temporel pour caracte´riser le me´tal, ou le
zero-crossing rate et l’e´talement spectral pour caracte´riser le plastique. Nous pourrions alors comple´ter avec
ces nouveaux descripteurs le syste`me de synthe`se sonore existant (Tapong) dans lequel seuls la rugosite´ et
l’amortissement sont controˆle´s a` l’heure actuelle.
Nos taux de concordance entre pre´dictions et observations sont satisfaisants, ce qui permet de valider les
mode`les statistiques que l’on a mis au point dans cette e´tude. Toutefois certains mode`les sont moins robustes
que d’autres ce qui peut eˆtre explique´ par le fait que l’on avait moins de sons typiques dans ces cate´gories.
Par ailleurs, ces mode`les ont des limitations et ne visent pas a` expliquer dans sa totalite´ notre perception
des mate´riaux. Nous sommes conscient que les indices perceptifs utilise´s par notre syste`me auditif sont
beaucoup plus complexes que les descripteurs que l’on a conside´re´, on peut en effet supposer que ces
indices peuvent eˆtre approche´s par une combinaison, certainement non line´aire, de tous ces descripteurs. Il
serait envisageable de conside´rer d’autres descripteurs (nouveaux ou combinaison de ceux que nous avons
utilise´) plus repre´sentatifs de la manie`re dont notre syste`me auditif fonctionne.
On note enfin que les mode`les pre´dictifs physiques sont plus performants que les mode`les pre´dictifs
perceptifs, ceci conforte l’ide´e d’une relation non directe entre la physique et la perception. Si notre syste`me
auditif est tre`s performant pour localiser un son dans l’espace 3D (le champ auditif est plus e´tendu que le
champ visuel), il faut admettre qu’il est tre`s limite´ pour reconnaıˆtre une grande varie´te´ de cate´gorie de
mate´riaux (par rapport a` nos autres syste`mes sensoriels comme la vision ou le toucher). Du point de vue
de la synthe`se sonore, cette limitation de nos performances auditives simplifie la sonification d’une sce`ne
visuelle : en effet, au cine´ma ou en re´alite´ virtuelle, il suffirait de peu de cate´gories sonores de mate´riaux
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