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I. Pendahuluan
Pengolahan citra adalah teknik mengolah citra yang 
mentransformasikan citra masukan menjadi citra lain agar 
keluaran memiliki kualitas yang lebih baik dibandingkan 
kualitas citra masukan [1]. Pengolahan citra pada saat ini 
telah banyak digunakan di berbagai bidang, diantaranya 
dalam bidang medis [2,3,4], bidang keamanan [3,5], 
bidang sistem multimedia [3,6,7] dan bidang lainnya.
Di dalam pengolahan citra, terdapat beberapa 
metode yang biasa digunakan di dalam sebuah aplikasi, 
yaitu image enhancement yang merupakan metode 
untuk membuat sebuah gambar menjadi lebih baik dan 
mengurangi noise pada gambar tersebut [2,3,7,8], image 
segmentation merupakan metode untuk menyederhanakan 
gambar yang sudah melewati proses enhancement agar 
lebih mudah untuk dianalisis [4,9], dan features extraction 
merupakan metode yang digunakan untuk mendeteksi 
bentuk di dalam sebuah objek, dan metode ini juga 
berfungsi untuk mendeteksi adanya keanehan di dalam 
sebuah gambar [2]. Dan dengan perkembangan teknologi 
saat ini, pengolahan citra dengan metode di atas dapat 
digabungkan dengan sebuah sistem yang dikenal dengan 
neural network, dimana gabungan sistem ini akan lebih 
mudah dan akurat di dalam mendeteksi sebuah objek yang 
selalu dipengaruhi oleh faktor luar, seperti cahaya, posisi 
dan umur [10,11,12,13,14].
Neural network atau jaringan syaraf tiruan adalah 
sebuah paradigma komputasi untuk memproses suatu 
informasi yang terinspirasi oleh sistem sel syaraf biologi 
[14]. Adapun pelatihan jaringan syaraf tiruan dapat 
dikelompokkan menjadi 3, yaitu supervised learning yang 
merupakan metode pelatihan dengan setiap pola yang 
diberikan ke dalam jaringan syaraf tiruan telah diketahui 
outputnya. Contoh dari metode ini adalah Hebbian, 
Perceptron, Boltzman, Hopfield, dan Backpropagation. 
Metode kedua yaitu metode unsupervised learning yang 
merupakan pelatihan yang tidak memerlukan target output, 
contoh dari metode ini adalah Kohonen, LVQ (Learning 
Vector Quantization), dan Neocognitron. Dan metode 
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terakhir adalah metode hybrid learning yang merupakan 
kombinasi dari 2 metode di atas.  
Dengan menggabungkan teknik pengolahan citra 
dan jaringan syaraf tiruan, dapat dilakukan proses untuk 
deteksi dan identifikasi objek secara otomatis. Objek 
yang diidentifikasi tergantung dari jenis industrinya. 
Pada penelitian ini, akan dilakukan proses identifikasi 
produk inductive dengan kondisi missing screw dan wrong 
condition screw pada sub-assembly base-nya dengan 
menggunakan metode backpropagation neural network. 
II.  StudI PuStaka
A. Backpropagation Neural Network (BPNN)
BPNN merupakan algoritma pelatihan terbimbing 
yang memiliki banyak lapisan. BPNN menggunakan error 
output untuk mengubah nilai bobot-bobotnya dalam fase 
mundur (backward). Untuk mendapatkan error ini, tahap 
fase maju (forward) harus dikerjakan terlebih dahulu 
[15,16].
Syarat fungsi aktivasi dalam BPNN adalah bersifat 
kontinu, terdifferensial dengan mudah, dan merupakan 
fungsi yang tidak turun. Metode pengenalan merupakan 
proses inisialisasi data yang akan diolah selanjutnya oleh 
BPNN. Data yang akan dikenali disajikan dalam bentuk 
vektor. Masing-masing data mempunyai target yang 
disajikan juga dalam bentuk vektor. Terdapat 3 fase dalam 
pelatihan BPNN, yaitu fase maju, fase mundur, dan fase 
modifikasi bobot. Dalam fase maju, pola masukan dihitung 
maju dimulai dari lapisan input hingga lapisan output. 
Dalam fase mundur, tiap-tiap unit output menerima target 
pola yang berhubungan dengan pola input untuk dihitung 
nilai kesalahan. Kesalahan tersebut akan dipropagasikan 
mundur. Sedangkan fase modifikasi bobot bertujuan untuk 
menurunkan kesalahan yang terjadi. Ketiga fase tersebut 
diulang secara terus menerus hingga kondisi penghentian 
dipenuhi [15,16].
Untuk mendapatkan error ini, tahap fase maju harus 
dikerjakan terlebih dahulu. Pada saat fase maju, neuron-
neuron diaktifkan dengan menggunakan fungsi aktivasi 
sigmoid, yaitu fungsi yang paling banyak digunakan karena 
nilai fungsinya yang sangat mudah untuk terdiferensiasi 
dan juga fungsi ini tidak bersifat digital yang hanya 
bernilai 0 dan 1, namun fungsi ini bisa menghasilkan nilai 
yang berkisaran dari 0 sampai 1 [15,16,17,18]. 





Dimana x merupakan nilai dari hidden layer untuk 
memperoleh nilai aktifasi output dari hidden layer itu 
sendiri dan nilai output layer untuk memperoleh nilai 
aktifasi output dari output layer itu sendiri. Arsitektur 
jaringan backpropagation seperti terlihat pada Gambar 1.
Algoritma backpropagation [15,16]:
1. Inisialisasi bobot (ambil bobot awal dengan nilai 
random yang cukup kecil). 
2. Kerjakan langkah-langkah berikut selama kondisi 
berhenti bernilai FALSE untuk tiap-tiap pasangan 
elemen: 
Feedforward:
a. Tiap-tiap unit input (Xi, i=1, 2, 3, ..., n) menerima sinyal 
Xi dan meneruskan sinyal tersebut ke semua unit pada 
lapisan yang ada di atasnya (lapisan tersembunyi).
b. Tiap-tiap unit tersembunyi (Zj, j=1, 2, 3, ..., p) 




Z _ in  X (. V 2) .
=
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Gunakan fungsi aktivasi sigmoid untuk menghitung 
sinyal outputnya:
( )j jZ f Z _ in ) . (3=





Y _ in Z  (. W . 4) 
=
= ∑
Gunakan fungsi aktivasi sigmoid untuk menghitung 
sinyal outputnya:
( )k kY f Y _ in ). (5=
d. Tiap-tiap unit output (Yk, k= 1, 2, 3, ..., m) menerima 
target pola (Tk) yang berhubungan dengan pola input 
pembelajaran, hitung gradien errornya (δk):
δk k k k kT Y � � Y � � 1 Y= −( ) −( ). . .� ( )6
Kemudian hitung gradien error (δj) pada bagian hidden 
layer:
δ δj k jk� W= .� ( )7
Backpropagation:
a.  Update bobot (dari input layer ke hidden layer):
( ) ( )ij ij j i V baru V lama  .  (8.X  ),µ δ= +
dimana 𝜇 adalah learning rate.
b.  Update bobot (dari hidden layer ke output layer:
( ) ( )jk jk k jW baru W lama  .  .Z  (9),µ δ= +
dimana 𝜇 adalah learning rate.
Gambar 1. Arsitektur jaringan backpropagation dengan 1 hidden layer
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Secara garis besar sistem deteksi sub-assembly base 
yang akan dibuat dibagi menjadi 2 bagian utama, yaitu:
a.  Pelatihan Jaringan Syaraf Tiruan, digunakan untuk 
pelatihan yang akan menghasilkan nilai bobot.
b.  Recognition sub-assembly base, digunakan untuk 
mendeteksi jenis Base di dalam citra setelah pelatihan 
selesai dilakukan.
Data untuk pelatihan JST terdiri dari sub-assembly 
base dengan jenis yang berbeda, dimana data yang akan 
diambil berupa jumlah screw, jenis base, dan posisi 
screw. Data pelatihan ini akan mengalami preprocessing 
terlebih dahulu berupa grayscale. Hasil dari preprocessing 
inilah yang dijadikan input untuk proses pelatihan yang 
menggunakan jaringan syaraf tiruan.
B. Perangkat Keras dan Perangkat Lunak yang digunakan
Perangkat keras dan perangkat lunak yang digunakan 
dalam pembuatan sistem ini, meliputi:
1.  Notebook HP Intel Core i3 dengan clock speed 2.53 
GHz dan RAM 3 GB.
2.  Mekanik dudukan kamera dan objek.
3.  Kamera webcam Logitech 5 Mega Pixel.
4. Software Visual Studio dengan bahasa pemograman 
C#.
C. Prosedur Pengambilan Data
Pengambilan data percobaan dilakukan dalam beberapa 
tahap pengujian yaitu:
1. Pengujian jaringan syaraf tiruan
Pengujian jaringan syaraf tiruan dimana data yang 
akan diambil berupa hasil data dari kombinasi nilai 
learning rate, jumlah layer, dan jumlah node.
2. Pengujian pengenalan jenis sub-assembly base
Pengujian pengenalan jenis sub-assembly base 
oleh beberapa jenis pengujian training yang telah 
dilakukan pada poin 1. Hasil dari pengujian ini 
adalah berupa persentase keberhasilan program dalam 
mengidentifikasi jenis sub-assembly base.
IV. haSIl dan PeMbahaSan
A. Pengujian Jaringan Syaraf Tiruan
Pada sub bab ini akan dilakukan pengujian jaringan 
syaraf tiruan dimana data yang akan diambil berupa hasil 
data dari kombinasi nilai learning rate, jumlah layer, dan 
jumlah node.  Input yang digunakan untuk pengujian ini 
berupa input gambar dari berbagai jenis base dengan total 
12 gambar. Adapun jumlah node input dan output masing-
masing sebanyak 12 node.
1.  Pengujian jaringan syaraf tiruan dengan arsitektur 
jaringan BPNN 1 hidden layer
Pengujian pertama dilakukan pada arsitektur jaringan 
backpropagation dengan 1 hidden layer. Dengan 
mengubah-ubah jumlah node pada hidden layer, waktu 
yang dibutuhkan dalam proses learning juga berubah-ubah, 
seperti ditunjukkan pada Gambar 3. Dari Gambar 3, dapat 
terlihat bahwa semakin besar nilai node yang diberikan, 
maka waktu yang dibutuhkan untuk menyelesaikan 
training akan semakin lama. Dengan jumlah node 100, 
proses learning dapat diselesaikan maksimum dalam 6 
menit, sementara dengan jumlah node 150, proses learning 
diselesaikan paling sedikit dalam 10 menit. Perbedaan 
waktu learning ini juga dipengaruhi oleh pemilihan nilai 
learning rate, dimana semakin tinggi nilai learning rate, 
maka akan semakin cepat proses learning-nya. 
2.  Pengujian jaringan syaraf tiruan dengan arsitektur 
jaringan BPNN 2 hidden layer
Pengujian selanjutnya dilakukan pada arsitektur 
jaringan backpropagation dengan 2 hidden layer. Waktu 
Gambar 2. Blok diagram sistem machine vision pendeteksi sub-assembly 
base inductive berbasis backpropagation
Gambar 3. Perbandingan waktu training pada sistem dengan learning rate 
yang berbeda-beda pada jumlah node berbeda yaitu 100 dan 150 node
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penyelesaian training dipengaruhi dengan perbedaan 
jumlah node dan learning rate seperti ditunjukkan pada 
Gambar 4. Dengan mengubah-ubah banyaknya node per 
hidden layer dan mengubah nilai learning rate, diperoleh 
hasil sebagai berikut:
1.  Dengan learning rate dan jumlah node pada hidden 
layer 2 yang tetap, semakin banyak node pada hidden 
layer 1 maka proses training akan semakin lama.
2.  Dengan learning rate dan jumlah node pada hidden 
layer 1 yang konstan, semakin banyak node pada 
hidden layer 2 maka proses learning akan semakin 
cepat.
3.  Semakin tinggi nilai learning rate, maka proses 
training akan semakin cepat.
B. Pengujian Pengenalan Jenis Sub-assembly Base
Pengujian selanjutnya berupa pengenalan jenis sub-
assembly base oleh beberapa jenis pengujian training 
yang telah dilakukan pada sub bab A. Hasil dari pengujian 
ini adalah berupa persentase keberhasilan program dalam 
mengidentifikasi jenis sub-assembly base. Adapun metode 
yang akan dilakukan untuk pengujian ini adalah dengan 
mendeteksi 12 jenis sub-assembly base yang benar, 1 
jenis sub-assembly base dengan kondisi missing screw 
dimana screw pada sub-assembly tersebut tidak ada (tidak 
terpasang) atau hilang, dan 1 jenis sub-assembly base 
dengan kondisi wrong position screw dimana posisi screw 
dari sub-assembly tersebut tidak berada pada posisi yang 
telah ditetapkan seperti ditunjukkan pada Gambar 5.
1. Pengujian identifikasi jenis sub-assembly base pada 
jaringan BPNN 1 hidden layer
Tabel 1 merupakan hasil proses learning BPNN 1 layer 
yang telah dilakukan dengan kondisi training berhasil 
mencapai target error yang diinginkan.
Dengan melakukan sebanyak 11 kali pengujian pada 
objek sub-assembly dengan kondisi benar, diperoleh 
rata-rata persentase keberhasilan identifikasi jenis sub-
assembly seperti ditunjukkan pada grafik Gambar 6. 
Adapun kesimpulan yang dapat dilihat dari grafik Gambar 
6 adalah:
a.  Rata-rata pengenalan objek untuk BPNN 1 layer yang 
lebih akurat adalah pada pengujian 1 (learning rate 
0.1), 2 (learning rate 0.3), dan 3 (learning rate 0.5), 
dimana pada pengujian ini target error yang diberikan 
sebesar 0.015% dengan jumlah node sebesar 300, 
memperoleh persentase pengenalan objek di atas 99%. 
b.  Pada pengujian 1 hingga 5 dan pengujian 6 hingga 11 
yang dibedakan dengan besar kecilnya target error, 
diperoleh bahwa semakin kecil target error yaitu 
sebesar 0.00015, maka akan semakin akurat suatu 
            (a).                        (b).                        (c).                       (d).
Gambar 5. (a) Sub-assembly kondisi benar dengan semua screw 
terpasang; (b) Sub-assembly dengan kondisi missing screw; (c). Sub-
assembly kondisi benar dengan dua screw terpasang; (d). Sub-assembly 
dengan kondisi wrong position screw
Tabel 1. Jumlah iterasi yang dihasilkan dari proses leraning identifikasi 
jenis sub-assembly base pada jaringan BPNN 1 hidden layer dengan 
parameter jumlah node, target error dan learning rate berbeda-beda
Pengujian Hidden Layer Node Target Error
Learning 
rate Iterasi
1 1 300 0.00015 0.1 80847
2 1 300 0.00015 0.3 13745
3 1 300 0.00015 0.5 9620
4 1 100 0.00015 0.7 44459
5 1 100 0.00015 0.9 16425
6 1 100 0.01 0.5 731
7 1 100 0.01 0.7 451
8 1 100 0.01 0.9 270
9 1 150 0.01 0.5 527
10 1 150 0.01 0.7 470
11 1 150 0.01 0.9 485
Gambar 4. Perbandingan waktu training untuk arsitektur backpropagation 
dengan 2 hidden layer dengan nilai learning rate yang berbeda-beda dan 
jumlah node bervariasi pada tiap hidden layer
Gambar 6. Persentase rata-rata hasil pengujian pengenalan objek sub-
assembly kondisi benar pada BPNN 1 hidden layer sesuai dengan 
parameter pengujian pada Tabel 1
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sistem di dalam mengenali sebuah objek dengan 
persentase pengenalan objek di atas 97%.
c.  Pada pengujian 6 hingga 11 yang dibedakan dengan 
jumlah node yang digunakan, dapat dilihat bahwa 
semakin besar jumlah node yang diberikan, dalam hal 
ini 150 node, maka akan semakin akurat suatu sistem 
di dalam mengenali sebuah objek dengan persentase 
pengenalan objek di atas 96%.
Pada pengujian objek sub-assembly dengan kondisi 
missing screw dan wrong position screw, dapat dilihat 
bahwa pengujian ke-3, dengan learning rate 0.5, memiliki 
level keakuratan paling baik. Adapun persentase error 
yang diperoleh pada pengujian ke-3 untuk deteksi sub-
assembly dengan kondisi missing screw mencapai 
0.201% dan wrong position screw sebesar 5.2%, seperti 
ditunjukkan pada grafik Gambar 7. Sementara dapat juga 
diketahui dari Gambar 7 bahwa dari 11 kali pengujian 
untuk pengenalan sub-assembly dengan kondisi missing 
screw dan wrong position screw, sebanyak 6 pengujian 
memiliki persentase error cukup tinggi yaitu di atas 50%. 
Nilai parameter yang digunakan pada ke-6 pengujian ini 
tidak direkomendasikan untuk diimplementasikan pada 
pengujian pengenalan sub-assembly dengan kondisi 
missing screw dan wrong position screw.
Dari keseluruhan pengujian untuk BPNN 1 hidden 
layer, dapat disimpulkan bahwa pengujian ke-3 yang 
paling akurat di dalam mendeteksi objek yang telah 
diberikan, yaitu sebesar 99.48% dan persentase error 
mendeteksi objek yang salah sebesar 0.2% untuk missing 
screw dan 5.2% untuk wrong position screw. Adapun 
adanya error yang dihasilkan dikarenakan kurangnya 
sample learning dengan berbagai macam kondisi, 
seperti kondisi pencahayaan. Hal ini dibuktikan dengan 
melakukan pengujian ke-3 pada 2 kondisi yang berbeda, 
yaitu kondisi cahaya di ruang produksi dan kondisi cahaya 
di ruang kantor dengan sample S/A Base S1B35822. 
Proses deteksi pada ruang kantor menunjukkan hasil 
deteksi objek salah seperti ditunjukkan pada Tabel 2, 
sedangkan proses deteksi benar dihasilkan jika dilakukan 
pada ruang produksi. 
2.  Pengujian identifikasi jenis sub-assembly base pada 
jaringan BPNN 2 hidden layer
Proses learning jenis sub-assembly base pada jaringan 
BPNN 2 hidden layer dilakukan dengan mengubah-ubah 
beberapa parameter yaitu jumlah node 1, jumlah node 2, 
target error, dan learning rate. Adapun banyaknya iterasi 
yang diperoleh dari pengujian beberapa parameter tersebut 
ditunjukkan pada Tabel 3.
 Dari Gambar 8, dapat dilihat bahwa rata-rata dari 
pengenalan objek untuk BPNN 2 hidden layer yang lebih 
akurat adalah pada pengujian 1 dengan parameter learning 
rate 0.5, dan pengujian 2 dengan learning rate 0.7, dengan 
persentase deteksi objek hampir mencapai 100%.
Pada pengujian dengan kondisi missing screw dan 
wrong position screw, dapat dilihat bahwa pengujian 
ke-1 dengan learning rate 0.5 memiliki keakuratan 
paling baik di dalam mendeteksi adanya kesalahan pada 
objek, dimana persentase error deteksi kondisi missing 
screw maupun wrong position screw sebesar 0%, seperti 
Tabel 2. Pengujian satu objek pada 2 ruangan yang berbeda dengan 
kondisi pencahayaan berbeda
Objek Ruang Pengujian Hasil Pengenalan
Objek yang 
Terdeteksi
S1B35822 Kantor 3 39.79% S1B35821
S1B35822 Produksi 3 98.96% S1B35822
Tabel 3. Iterasi yang dihasilkan dari proses leraning identifikasi jenis 
sub-assembly base pada jaringan BPNN 2 hidden layer dengan parameter 
jumlah node 1 dan 2, target error, dan learning rate berbeda-beda
Pengujian Node 1 Node 2 Target Error
Learning 
rate Iterasi
1 100 50 0.00015 0.5 38604
2 100 50 0.00015 0.7 44435
3 100 50 0.00015 0.9 46321
4 10 30 0.01 0.9 22190
5 30 10 0.01 0.9 31468
6 30 30 0.01 0.9 14910
7 30 30 0.01 0.7 17885
8 30 10 0.01 0.5 47888
9 30 30 0.01 0.5 57321
Gambar 7 Persentase error pengenalan sub-assembly dengan kondisi 
missing screw dan wrong position screw pada BPNN 1 hidden layer
Gambar 8. Persentase rata-rata hasil pengujian pengenalan objek sub-
assembly kondisi benar pada BPNN 2 hidden layer sesuai dengan 
parameter pengujian pada Tabel 3
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diperlihatkan pada Gambar 9. Sementara ke-8 pengujian 
lainnya memiliki persentase error di atas 50%. Nilai 
parameter yang digunakan pada ke-8 pengujian ini 
tidak direkomendasikan untuk diimplementasikan pada 
pengujian pengenalan sub-assembly dengan kondisi 
missing screw dan wrong position screw.
Dari keseluruhan pengujian pada BPNN 2 hidden 
layer, dapat disimpulkan bahwa pengujian ke-1 dengan 
parameter target error 0.00015,  jumlah node 1 sebesar 100 
dan jumlah node 2 sebesar 50, dan learning rate 0.5 adalah 
yang paling akurat dalam mendeteksi objek sub-assembly 
kondisi benar yaitu mencapai 99.02% dan persentase 
error deteksi objek kondisi salah sebesar 0%. Adapun 
waktu yang diperlukan untuk menyelesaikan training pada 
pengujian 1 ini adalah selama 6 jam, 56 detik.
Dari kedua jenis arsitektur jaringan BPNN, yaitu BPNN 
1 hidden layer dan 2 hidden layer, dapat dilihat bahwa 
proses learning  pada BPNN 2 hidden layer memiliki hasil 
dengan akurasi lebih baik dibandingkan pada BPNN 1 
hidden layer. Hal ini disebabkan pada pengujian BPNN 
2 hidden layer tidak dihasilkan error sama sekali dalam 
proses deteksi sub-assembly kondisi salah, walaupun 
persentase deteksi sub-assembly kondisi benar pada BPNN 
2 hidden layer lebih kecil sedikit dibandingkan BPNN 1 
layer, tetapi masih di atas 99 %.
V. keSIMPulan
Setelah melakukan perencanaan dan pembuatan serta 
implementasi sistem deteksi objek ini, kemudian dilakukan 
pengujian dan analisa maka dapat diambil kesimpulan 
sebagai berikut:
1)  Pemilihan nilai learning rate akan mempengaruhi 
kecepatan learning dan jumlah iterasi yang dihasil-
kan. Semakin besar nilai learning rate, maka semakin 
proses learning akan semakin cepat pula dan iterasi 
akan semakin kecil.
2) Semakin kecil target error dan semakin besar jumlah 
node yang diberikan, maka akan semakin akurat suatu 
sistem didalam mengenali sebuah objek.
3) Untuk BPNN 1 hidden layer, pengujian yang paling 
akurat adalah pengujian dengan parameter jumlah 
node pada hidden layer berjumlah 300, target error 
0.015% dan learning rate 0.5, dengan keakurasian de-
teksi objek sub-assembly dengan kondisi benar men-
capai 99.48% dan persentase error dalam mendeteksi 
objek yang salah sebesar 0.2% untuk missing screw 
dan 5.2% untuk wrong position screw.
4) Pada BPNN 2 hidden layer, pengujian yang paling 
akurat adalah pengujian dengan parameter berupa 
jumlah node pada hidden layer 1 sebesar 100 dan hid-
den layer 2 berjumlah 50, target error 0.015%, dan 
learning rate 0.5, dengan keakurasian deteksi objek 
sub-assembly dengan kondisi benar sebesar 99.02% 
dan persentase error dalam mendeteksi objek yang 
salah (missing screw atau wrong position screw) sebe-
sar 0%.
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