This article first describes various methods of communicating information about forecast uncertainty, and then presents some statistical techniques for assessing the reliability of such information. Qualitative descriptions of forecast uncertainty include variant forecasts and forecast scenarios. Quantitative descriptions include interval and density forecasts. The article concludes with an analysis of the first fourand-a-half years' forecasting experience of the Bank of England's Monetary Policy Committee. It is found that their density forecasts of inflation significantly overstated forecast uncertainty. Despite these shortcomings, improved communication of forecast uncertainty is a welcome development, and other forecasters should be encouraged to adopt the methods described.
Introduction
Forecasts of future economic outcomes are subject to uncertainty. It is increasingly accepted that forecasters who publish forecasts for the use of the general public should accompany their point forecasts with an indication of the associated uncertainty. How and why this is done is the subject of the first main section of this article. It is equally important that forecasters' statements about the underlying uncertainty should be reliable. How this can be assessed is discussed in the second section of the article, which draws on Wallis (2003) . It concludes with an evaluation of the one-year-ahead forecasts of inflation and their associated uncertainty published by the Monetary Policy Committee of the Bank of England since 1997. Not only this example but also this Bulletin's original focus on inflation forecasts lead us to take inflation as the relevant variable being forecasted whenever an illustration might help the discussion. The discussion is nevertheless quite general.
Reporting forecast uncertainty
Forecast standard errors are the first representations of uncertainty that the student of forecasting is likely to meet. Statistics and econometrics textbooks describe various ways of constructing point forecasts from a wide range of models -time series models, regression models, macroeconometric models, and so forth. They then often proceed to the calculation of an estimate of the forecast mean squared error, or its square root, the forecast standard error, to give an indication of the likely inaccuracy of the point forecast. The unknown future value of the random error term in the statistical model is the main contribution to this measure. If the model has parameters whose unknown values have been estimated from past data, then the sampling error in these estimates also makes a contribution. The model may contain explanatory variables whose future values will influence the outcome for the variable of interest.
For example, movements in the exchange rate affect the inflation rate in small open economies. Then the forecaster has a choice between presenting inflation forecasts that are conditional on specified values for the exchange rate, or presenting unconditional forecasts of inflation that incorporate forecasts of the exchange rate. In the latter case the uncertainty of the exchange rate forecast makes a further contribution to the uncertainty of the inflation forecast. Methods of calculating forecast standard errors are available in textbooks and computer software for static and dynamic models, univariate and multivariate models, linear and non-linear models, and so on: Ericsson (2002) provides a recent survey.
Model-based estimates of forecast uncertainty are clearly conditional on the chosen model. However the choice of an appropriate model is itself subject to uncertainty. Sometimes the model specification is chosen with reference to an a priori view of the way the world works, sometimes it is the result of a statistical model selection procedure. In both cases the possibility that an inappropriate model has been selected is yet another contribution to forecast uncertainty, but in neither case is a measure of this contribution available, since the true data generating process is unknown. A final contribution to forecast uncertainty comes from the subjective adjustments to model-based forecasts that many forecasters make in practice, to take account of off-model information of various kinds: their effects are again not known with certainty, and measures of this contribution are again not available. In these circumstances some forecasters provide subjective assessments of uncertainty, while others turn to ex post assessments.
The historical track record of forecast errors incorporates all sources of error, including model error and the contribution of erroneous subjective adjustments. Past forecast performance thus provides a suitable foundation for measures of forecast uncertainty. For example, the UK government's budget forecasts of key macroeconomic indicators are accompanied by statements of the mean absolute errors of the past ten years' forecasts. The use of past forecast performance as an indicator of likely future performance is just another example of a forecasting problem, however, now addressed to measures of the dispersion of forecasts, but subject to the same difficulties of forecast failure as point forecasts. Projecting forward from past performance assumes a stable underlying environment, and difficulties arise when this structure changes. If changes can be anticipated, subjective adjustments might be made, just as is the case with point forecasts. For example, in discussing the margin of error of past forecasts, the UK government's statement that accompanied the June 1979 budget, immediately following the election of Mrs Thatcher's first government, noted the "possibility that large changes in policy will affect the economy in ways which are not foreseen". A more recent example is the introduction in several countries of a monetary policy regime of direct inflation targeting. One way to calibrate the variance of inflation in the new regime, as an alternative to the "old regime" track record, is to undertake a stochastic simulation study of the performance of a macroeconometric model augmented with feedback rules for interest rates: Blake (1996) provides a good example. His estimates remain conditional on the model specification, however. And as time goes by a track record on the new regime is accumulating.
A forecast interval is the simplest way of reporting uncertainty, once measures are available. This is usually given as a band of plus and minus one or two standard errors around the point forecast. When forecasts are being published for a number of periods into the future these error bands might appear as additional lines on a time series plot, on either side of the point forecast.
Probabilities can be attached to these intervals if an underlying probability distribution is assumed. It is conventional to assume that the basic random disturbances follow a normal distribution, unless there are strong reasons to think otherwise, such as the excess kurtosis that is a feature of many financial series. In simple models it then follows that the forecast error is normally distributed, and probabilities of 68 percent or 95 percent can be associated with intervals of plus and minus one or two standard errors respectively. In more complicated models other distributions are needed. If parameter estimation errors are taken into account then Student's t-distribution is relevant, while in complex non-linear models the forecast distribution can be estimated non-parametrically by stochastic simulation methods.
Subjective adjustments to the distribution may also be made by forecasters, as in the case of point forecasts. Probabilities can then be calculated and reported for forecast intervals centred on the point forecast as above, or for any other interval of interest.
In a monetary policy regime of inflation targeting, for example, the target is typically expressed either as a range of values for inflation, or as a point target and an associated monitoring interval. The forecast probability that inflation will fall within the target range can then be reported. This is sometimes referred to as an "event probability" forecasting problem: the forecast is stated as the probability of occurrence of the future event "inflation on target". Another example is the probability of recession, that is, the probability of two successive quarters of negative GDP growth occurring within the forecast horizon.
A density forecast is implicit in all these calculations, and it is increasingly common to publish it explicitly. A density forecast is an estimate of the complete probability distribution of the possible future values of the variable in question, and so provides a full description of the uncertainty associated with a forecast. Examples are found in the forecast publications of central banks, including the Bank of England and the Sveriges Riksbank, other agencies such as the US Congressional Budget Office, and independent groups such as the National Institute of Economic and Social
Research. Once the complete density is available, users can calculate the forecast probabilities for any interval or combination of outcomes that is of interest to them. Wallis (2000, 2002) present a survey of the use of density forecasts in macroeconomics and finance.
In these examples the density forecast is based on a probability distribution of known functional form which is assumed constant over time, although the parameters describing its location, scale, skewness, and so forth vary over time. Algebraic formulae are not usually helpful in conveying the main features of a forecast, however, and graphical presentations can be more informative. One way of presenting a density forecast is in terms of selected quantiles, which is equivalent to reporting several forecast intervals, corresponding to selected probabilities, usually chosen to be round numbers. These can be reported in a table, or as yet further lines on a time series plot of forecasts for several periods into the future, generalising the plot of an interval forecast described above. With selective shading of quantiles "to draw attention away from point forecasts and toward the uncertainty in forecasts" this was first proposed by Thompson and Miller (1986) . Since the dispersion of the distribution increases and the intervals "fan out" as the forecast horizon increases, such plots have subsequently become known as "fan charts".
An alternative presentation of the distribution is as a histogram. The bins are typically evenly spaced, 0-0.5, 0.5-1.0, 1.0-1.5, 1.5-2.0, … in the case of inflation, for example, and the corresponding probabilities are presented in either a table or a graph.
The histogram form is used in many survey-based density forecasts, where respondents are asked to report their probabilities that inflation will fall in the L{d, E(y)} , whatever the distribution of y might be. So in this case the forecast that minimises the mean squared forecast error, namely the conditional expectation, is all that is required. In practice, however, macroeconomic forecasters have little knowledge of the identity of the users of forecasts, not to mention their loss functions, and the assumption that these are all quadratic is unrealistic. In this framework the general decision-maker requires the complete distribution of y . Don (2001) argues against the publication of density forecasts on the grounds that statistical forecast errors tend to be a misleading guide to the effects of the multitude of untested assumptions, and that subjective assessments are highly impractical. He contends that forecast uncertainty can be communicated more properly by providing uncertainty variants with the forecasts, and by presenting a number of scenarios rather than a single forecast. Variant forecasts that highlight the sensitivity of the central forecast to key assumptions are commonly published by forecasting agencies. The US Congressional Budget Office, for example, recently presented baseline economic and budget projections assuming a 2.1 percent annual growth rate of potential output, together with "high growth" and "low growth" variants that assume 2.6 and 1.6 percent growth, respectively. The Bank of England has on occasion shown the sensitivity of its central projection for inflation to various alternative assumptions preferred by individual members of the Monetary Policy Committee: with respect to the behaviour of the exchange rate, the scale of the slowdown in the global economy, and the degree of spare capacity in the domestic economy, for example.
The practice of the CPB Netherlands Bureau for Economic Policy Analysis of publishing a small number of scenarios rather than a single forecast is advocated by Don (2001) , who has been the Bureau's Director since 1994. Two scenarios are published for the medium-term outlook, one "favourable" and one "cautious" in terms of the exogenous assumptions that are fed in to the model of the domestic economy.
"The idea is that these scenarios show between which margins economic growth in the Netherlands for the projection period is likely to lie, barring extreme conditions. There is no numerical probability statement; rather the flavour is informal and subjective, but coming from independent experts" (Don, 2001, p.172 ). This statement almost describes an interval forecast, but the word "likely" is not translated into a probability statement, as the author notes. The practical difficulty facing the user of these scenarios is not knowing where they lie in the complete distribution of possible outcomes. What measure should be attached to the words "favourable" and "cautious"? Some authors may have in mind more extreme language, "pie in the sky" and "gloom and doom"; others may prefer "modest optimism" and "modest pessimism". But ambiguity remains in the absence of a probability statement. Its absence also implies that ex post evaluation of the forecasts can only be undertaken descriptively, and no systematic statistical evaluation is possible. How to assess the reliability of statements about forecast uncertainty, assuming that these are quantitative, not qualitative, is the subject of the remainder of this article.
Evaluating interval and density forecasts
There is a large, well-established literature on the ex post evaluation of ex ante point forecasts, and a much smaller, but growing literature on the evaluation of interval and density forecasts. As always, studies of the quality of forecasts may be of interest for their own sake, or they may be explicitly focussed on the improvement of performance in the future. Decision theory considerations suggest that forecasts of all kinds should be evaluated in a specific decision context, in terms of the gains and losses that resulted from using the forecasts to solve a sequence of decision problems.
As noted above, however, macroeconomic forecasts are typically published for general use, with little knowledge of users' specific decision contexts, and evaluations are in practice based on the statistical performance of the forecasts.
Given a time series of interval forecasts with announced probability π that the outcome will fall within the stated interval, and the corresponding series of observed outcomes, the first question is whether this coverage probability is correct ex post. Or, on the other hand, is the relative frequency with which outcomes were observed to fall inside the interval significantly different from π ? This is a simple example of a test of a binomial proportion, which can be carried out exactly using the binomial distribution, or by using the normal approximation which is valid in large samples. Christoffersen (1998) argues that this unconditional test is inadequate in a time series context, and develops a test of correct conditional coverage, which combines a test of unconditional coverage with a test of independence. This additional requirement is exactly analogous to testing for the absence of autocorrelation in the forecast errors of a series of point forecasts. Christoffersen develops appropriate procedures in the framework of likelihood ratio tests, while Wallis (2003) recasts these in the framework of Pearson chi-squared statistics and considers their extension to density forecasts.
For series of density forecasts and observed outcomes the statistical problem is again to assess the degree of correspondence or goodness of fit between observed data and forecast distributions. The two classical non-parametric approaches to testing goodness of fit are based on grouping the data into classes or calculating the sample distribution function, possibly after transforming the data, and in each case comparing observation to hypothesis. The first approach is readily applicable to density forecasts that are presented as sets of intervals based on quantiles. Although the location of the intervals changes for each individual forecast, the quantiles define constant probabilities of outcomes falling in these intervals, to be compared to the observed relative frequencies. The best-known procedure in this situation is the Pearson chi-squared goodness-of-fit test, which generalises the binomial test of the previous paragraph to the multinomial case.
The second approach is usually based on the probability integral transformation of the data. For a density forecast whose cumulative distribution function (c.d.f.) is F(.) this is simply defined as z = F(y) , where y is the observed outcome: z is the forecast probability of observing an outcome no greater than that actually realised. If a series of density forecasts have the correct distributions, then the corresponding z-series is distributed uniformly between 0 and 1. In effect, this is telling us that we should expect to see all the percentiles of the forecast densities occupied equally in a long run of correct forecasts. The best-known procedure for assessing discrepancies between the sample c.d.f. of the z-values and the null hypothesis c.d.f. of the uniform distribution is the Kolmogorov-Smirnov test. If we return to the approach of grouping the data then a chi-squared goodness-of-fit test based on the transformed data is exactly equivalent to that based on the original data described in the previous paragraph. Both approaches are illustrated in the following evaluation of the Bank of England's inflation forecasts. The density fo recast, like that of the Sveriges Riksbank, assumes the functional form of the two-piece normal distribution (Blix and Sellin, 1998; Britton, Fisher and Whitley, 1998; Wallis, 1999) . This has three parameters, which determine its location, scale and skewness. It is a convenient way of representing departures from the symmetry of the normal distribution since probability calculations can still be based on standard normal tables, with suitable scaling; however, it has no convenient multivariate generalisation. The density forecast describes the subjective assessment of inflationary pressures by the MPC, and although the prevailing level of uncertainty is initially assessed with reference to past forecast errors, the final calibration of the distribution represents the Committee's judgement. In particular, the degree of skewness shows their collective assessment of the balance of risks on the upside and downside of the forecast.
Bank of England Monetary Policy Committee inflation forecasts
For given inflation outcomes it is not possible to read off values of the probability integral transform from the charts presented in the Inflation Report, even approximately. Instead, they can be calculated from the forecast parameters published on the Bank's website, using formulae given by Wallis (1999) . The forecast parameters, inflation outcomes and associated z-values for the 18 available observations are shown in Table 1 . The Inflation Report is published in mid-quarter, and the inflation outcome refers to the corresponding quarter one year later. With respect to the asymmetry of the forecast densities, it is seen that twelve of them exhibited positive skewness, with the mean exceeding the mode, whereas two were symmetric and four were negatively skewed. The balance of risks was thought to be on the upside of the forecast more often than not.
The number of classes into which the data can be grouped is necessarily small, given our small sample, and we consider the four classes defined by the quartiles of the forecast densities. This almost reduces the density forecast to an interval forecast based on the interquartile range, with a hypothesised coverage of 50 percent, but we also distinguish between the upper and lower tails of the distribution, and between forecasts within the interval above and below the median. Equivalently basing the grouping on the z-values given in the final column of Table 1 , we see that with a maximum observed value of 0.75 (which has been rounded up) there are no outcomes in the uppermost quarter of the forecast densities, suggesting that the MPC's concern with the upside risks was overexaggerated. The frequencies of observations in the four classes are 4, 7, 7, 0. For class frequencies n i , i = 1,…4, Σn i = n, the chi-squared statistic for testing goodness-of-fit is
For these data this gives the value 7.33, which has asymptotic p-value 0.06, indicating that the data offer relatively little support for the hypothesis of correct distributions.
The sample cumulative distribution function of the z-values, as used in the second approach to testing goodness of fit described above, is presented in Figure 1 .
It is seen that this lies well above the 45° line, the c.d.f. of the uniform distribution, in the upper ranges, indicating that the density forecasts place too much probability on the higher values of inflation. The Kolmogorov-Smirnov test statistic is the maximum absolute distance between the two plots, which occurs at the final step, giving the value 0.25. The 10 percent critical value for this sample size given by Miller (1956) is 0.28, again indicating relatively little support for the null hypothesis.
A more informative decomposition of the chi-squared goodness-of-fit statistic proposed by Anderson (1994) is developed and applied to a shorter series of these data by Wallis (2003) , and we now apply it to the updated sample. With the data grouped into four classes that are equiprobable under the null hypothesis, the decomposition expresses the overall chi-squared statistic with three degrees of freedom as the sum of three independent chi-squared statistics each with one degree of freedom. They focus on departures from the null hypothesis with respect to specific features of the distribution, namely its location, scale and skewness. In effect, the three restrictions implicit in n 1 = n 2 = n 3 = n 4 , corresponding to the null hypothesis of equal class frequencies, are transformed into three equivalent orthogonal restrictions, each tested individually. The first is n 1 + n 2 = n 3 + n 4 or n 1 + n 2 = n/2 , and departures from this indicate a shift in the location of the distribution. The second is n 1 + n 4 = n 2 + n 3 or n 2 + n 3 = n/2 , which refers to the dispersion of the distribution, asking whether the hypothesised interquartile range uncertainty by the publication of density forecasts and by other means discussed above is a welcome development, and other forecasters should be encouraged to adopt these practices. Public discussion of macroeconomic point forecasts too often treats them as exact, and to acknowledge explicitly that they are not can only improve the policy debate.
