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Abstract
In this paper we are interested in regularity Cα and existence of solutions for Laplace equation on
the upper half-space with nonlinear boundary condition with singular data in Morrey-type spaces. To
overcome lack of real interpolation property and trace theorems, we introduce a new functional space in
order to show existence and regularity. To this end, we prove sharp estimates for Riesz potential Iδ. As a
byproduct, in particular, we get C1−n/µ(Rn+)-regularity of solutions with singular data, covering known
results in Lp and Morrey spaceMνp .
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1 Introduction
In this paper we are interested in existence of harmonic functions on the upper half-space Rn+ =
{(x′, xn) ∈ Rn : xn > 0} subject to nonlinear Neumann boundary condition−∆u = 0 in R
n
+, (1.1a)
∂u
∂ν
= V (x′)u+ b(x′)|u|ρ−1u+ f on ∂Rn+ (1.1b),
(1.1)
where ρ > 1, ν = (0, 0, · · · , 0,−1) unit outward normal vector on ∂Rn+, b and V are certain singular
potential on boundary ∂Rn+ and f is a suitable function. For b ≡ 0 the problem (1.1) becomes linear
−∆u = 0 in Rn+ and
∂u
∂ν
= V (x′)u+ f on ∂Rn+. (1.2)
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The problem of finding a harmonic function u on the upper half-space Rn+ with a weaker requirement in
Neumann’s boundary data
∂u
∂ν
= f on ∂Rn+ (N)
or in Dirichlet’s boundary data
u = g on ∂Rn+, (D)
has been the focus of many papers, for instance [4, 15, 18, 22]. The most common condition to deal with f
or g is linked to the continuous functions with higher order growth, namely,∫
∂Rn+
(1 + |x′|2)−n−12 f(x′)dσ <∞ and
∫
∂Rn+
(1 + |x′|2)−n2 g(x′)dσ <∞
to guarantee that layer potentials
(Nf)(x) =
∫
∂Rn+
G(x′ − y, xn)f(y)dσ
and
(Dg)(x) =
∫
∂Rn+
∂nG(x
′ − y, xn)g(y)dσ
are well defined and harmonic functions in Rn+ satisfying (N) and (D), see Armitage [4, Theorem 1]. To
weak the data f or g for another function space X, let f, g ∈ L1loc(∂Rn+) and look for estimates∫
∂Rn+
|g(x′)|
(1 + |x′|2)n2 dσ ≤
∫
∂Rn+
|g(x′)|
1 + |x′ − x′0|n
dσ
. −
∫
B(x′0,1)
|g(x′)|dσ +
∞∑
k=1
2−(k−1)n2k(n−1)−
∫
B(x′0,2k)
|g(x′)|dσ
∼=
∞∑
k=0
2−k−
∫
B(x′0,2k)
|g(x′)|dσ . (Mg)(x′0),
and, similarly,∫
∂Rn+
|f(x′)|
(1 + |x′|2)n−12 dσ . −
∫
B(x′0,1)
|f(x′)|dσ +
∞∑
k=1
2(n−1)−kα 2kα−
∫
B(x′0,2k)
|f(x′)|dσ
. (Mf)(x′0) + (Mαf)(x′0),
whereMα stands for fractional Hardy-Littlewood maximal function (see (2.10)). Then, to investigate f ∈ X
or g ∈ X needs known if Mα is bounded from X to Y, possibly X = Y. This is the case for Lp space,
Morrey spaceMλp or Morrey-Lorentz space X =Mλpκ and Y =Mµrν , see Proposition 2.3 and Remark 3.3-
A. However, by Ruiz and Vega [31], there is no good interpolation theorems (for instance, Marcinkiewicz
interpolation theorem) in Morrey spaces, then we don’t have any hope to get strong-type boundedness for
trace operator u|0(x) = u(x′, 0) by means of Adams [1, Theorem 5.1]
‖u|0‖Mλq∞(∂Rn+) ≤ C‖∇u‖Mµr (Rn+).
Hence, we cannot proceed as in Ferreira, Everaldo and Montenegro [10] where they have shown, via strong
trace theorem in Lp-space, existence of harmonic functions u with nonlinear Robin boundary in the func-
tional space D1,p(Rn+) ∩ Lq(Rn+) when the initial data f ∈ Ld(Rn−1) is small and d = (n− 1)ρ−1ρ . In light
of Quittner and W. Reichel [29] (see also [14] and [5]), we introduce the functional space A1∞rq
‖u‖A1∞rq = ‖ |∇u| ‖Mµr∞(Rn+) + ‖u|0‖Mλq∞(∂Rn+)
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in order to overcome the lack of strong boundedness of trace in Morrey spaces and get existence of solutions.
In order to fulfill this objective, for us solutions of (1.1) (called mild solutions) will be understood by
measurable functions u ∈ A1∞rq satisfying the integral equation
u = Nf + TV (u) + B(u), (1.3)
where TV (u) = N(V u) and B(u) = N(b|u|ρ−1u). A careful study of Hardy-Littlewood maximal operator
Mα (see Proposition 2.6) and fractional integral operator Iα (see Theorem 3.1 and 3.2) in Morrey-Lorentz
spaces allow us to prove that single layer potential D is boundedMλpκ(∂Rn+) toMµrd(Rn+) (see Theorem
3.5-(i)). This boundedness is fundamental, because in view of
−∂nN = D and ∂jN = DSj = SjD, j = 1, 2, · · · , n− 1,
where Sj is a singular integral operator acting on the upper half-space Rn+ and its boundary (see Lemma
3.6), we get regularity estimate (see Corollary 3.7)∥∥∂xjNf∥∥Mµrd(Rn+) ≤ C‖f‖Mλpκ(∂Rn+), j = 1, 2, · · · , n, (1.4)
provided r
µ
= p
λ
. The results above are optimal. Indeed, from equivalence (see Proposition 2.6)
‖Iαf‖Mλpκ ∼= ‖Mαf‖Mλpκ
which reveals an improvement on scale 0 < κ ≤ ∞ of the remarkable theorem of Adams and Xiao [2,
Theorem 4.2], only needs get existence of f ∈Mλpκ such that ‖Mαf‖Mµrν →∞, for some α ∈ (0, nλ) when
r/µ > p/λ (see Theorem 3.4). The regularity estimate (1.4) and Theorem 3.1, allow us to show existence
and uniqueness of mild solutions u ∈ A1∞rq for Boundary Value Problem (1.2), provided that V ∈ w-Mn−1l1
is small enough for every f ∈ w-Mωp (see Theorem 3.8 for details). This result give us a new class for
existence of harmonic functions in Rn+ with data f in weak-Morrey space w-Mωp covering some previous
ones, because embedding strictly
Lω ↪→Mωp ↪→ w-Mωp (1.5)
proved by Sawano et al. [17]. Recalling Morrey’s Lemma: If |∇u| ∈ Mµr (Rn) with µ > n, then u ∈
Cα(Rn) with α = 1− n
µ
, in Remark 3.9-(B) we get Hölder regularity u ∈ C1−nµ (Rn+) of mild-solutions for
(1.2) as f ∈ Mωp (∂Rn+) with n ≥ 3 and 1 < p < ω < n − 1. The condition p > 1 is the best possible,
because ∇N = (S1D,S2D, · · · , Sn−1D,−D) and Sj only mapsMω1 (∂Rn+) → w-Mω1 (∂Rn+). Then, we
cannot apply Theorem 3.5 with r = d.
To deal with nonlinear problem (1.1), first note that scaling
u(x)→ uγ(x) = γ
1
ρ−1u(γx), γ > 0 (1.6)
is intrinsically linked to the energy exponent ρ = n
n−2 . More precisely, for suitable functions u, V , b and f ,
the problem (1.1) is Euler-Lagrange equation associated to the energy functional E(u),
E(u) =
1
2
∫
Rn+
|∇u|2dx− 1
2
∫
∂Rn+
V (x′)|u|2dσ − 1
ρ+ 1
∫
∂Rn+
b(x′)|u|ρ+1dσ +
∫
∂Rn+
uf(x′)dσ,
where dσ denotes the surface measure on ∂Rn+, then
E(uγ) = γ
2
ρ−1+2−nE(u)
3
provided V, b, f has the right homogeneity for the scaling (1.6) be verified. Hence, the energy E(uγ) =
E(u) is preserved by scaling exactly at ρ = n
n−2 . This exponent has an optimal behavior for existence or
nonexistence of positive harmonic functions u in Rn+ with nonlinear Neumann boundary conditions. More
precisely, let b ∈ R and consider the problem{
∆u = 0 in Rn+,
∂u
∂ν
= buρ on ∂Rn+.
(1.7)
For ρ = n
n−2 , b > 0 and n ≥ 3, a straightforward computation show us that (1.7) has a positive solution
given explicitly by
u(x′, xn) =
(
ε
|x′ − x′0|2 + |xn − x0n|2
)n−2
2
, where ε =
(n− 2)x0n
b
.
The case b < 0 and ρ = n
n−2 is much more challenger. Employing Kelvin transform and moving sphere
method, Li and Zhu [24] removed decaying u(x) = O(|x|2−n) near +∞ of Escobar [9] and classified any
positive classical solutions by u(x′, xn) = −bAn/(n−2)xn + A, with A > 0. Let 1 ≤ ρ < nn−2 and b > 0,
by moving plane method Hu [21, Theorem 1.2] showed there is no any positive classical solution of (1.7).
However, for b < 0 Lou and Zhu [23, Theorem 1.1] have improved [24] and shown that all positive solutions
of (1.7) are given by u(x′, xn) = −bAρxn+A, for every 1 < ρ <∞. Hence, the remain focus for existence
theory is range supercritical n
n−2 < ρ < ∞ with b > 0. Let b = 1, f = 0 and V (x′) = −α/|x′|s for s > 0
in (1.1b), Ferreira and Neves [13, Theorem 2.1] proved the Pohozaev identity(
n− 2
2
− n− 1
ρ+ 1
)∫
∂Rn+
|u|ρ+1dσ − s− 1
2
∫
∂Rn+
α
|x′|su
2dσ = 0
and shown that (1.1) does not have positive solution, if ρ = n
n−2 and s 6= 1 or ρ 6= nn−2 and s = 1. However,
by a minimization and perturbation technique, they shown existence of positive solutions, provided s = 1
and ρ = n
n−2 . In other words, the presence of singular potential V on boundary ∂R
n
+ interfere the existence
of positive solutions. If we allows f 6= 0 but ‖f‖Mωp → 0, even for b ∈ Mn−1`2∞ and V ∈ Mn−1`1∞ be
high singular potentials, we obtain existence of positive solutions, provided ω = (n − 1)(ρ − 1)/ρ and
n−1
n−2 < ρ < ∞ (see Theorem 3.10 and Theorem 3.12). Hence, the BVP (1.1) with term f 6= 0 extend
the range of exponent ρ which includes, in particular, the critical and supercritical range n
n−2 ≤ ρ < ∞.
However, we don’t know what happen in interval ρ ∈
(
1, n−1
n−2
]
. Notice that, Theorem 3.10 recover well-
posedness in [10] with nonlinear Neumann boundary conditions. Moreover, we show invariance by group
of rotations around the axis
−−→Oxn of the mild solutions (see Theorem 3.12-B), as well as Cα(Rn+)-regularity
of solutions, if f ∈M(n−1)
(ρ−1)
ρ
p (Rn−1) is small (see Remark 3.11-A).
The paper is organized as follows. In Section 2 we summarize properties of Lorentz and Morrey-
Lorentz spaces. Also, we get estimates for maximal functions. In Section 3 we present the main theorems.
In Section 4 we have proofs.
2 Preliminaries
Before get into details in Morrey-type spaces, let us recall some important properties of Lorentz space
Lpd(Ω).
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2.1 The Lorentz spaces
Let Ω ⊆ Rn be a measure space endowed with Lebesgue measure dx, it is well known that Lebesgue
space Lp(Ω) can be completely characterized by non-increasing rearrangement function f ∗(t) or distribu-
tion function df (s), precisely for 0 < p <∞ we have
‖f‖Lp(Ω) =
(∫ |Ω|
0
[t1/pf ∗(t)]p
dt
t
) 1
p
=
(
p
∫ |Ω|
0
[df (s)
1/ps]p
ds
s
) 1
p
,
where
f ∗(t) = inf{s > 0 : df (s) ≤ t} and df (s) = |{x ∈ Ω : |f(x)| > s}| ,
|E| stands for Lebesgue measure of a measurable set E ⊂ Ω. This motives the definition of Lorentz space
Lpd(Ω), as the set of measurable function f : Ω→ R such that
‖f‖∗pd =
(
d
p
∫ |Ω|
0
[t1/pf ∗(t)]d
dt
t
) 1
d
=
(
p
∫ |Ω|
0
[df (t)
1/pt]d
dt
t
) 1
d
<∞ (2.1)
with 1 ≤ p <∞ and 1 ≤ d <∞. For 1 ≤ p ≤ ∞ and d =∞,
‖f‖∗p∞ = sup
0<t<|Ω|
t1/pf ∗(t) = sup
0<s<|Ω|
[spdf (s)]
1/p. (2.2)
Note that L∞d(Ω) = {0} for 1 ≤ d < ∞, L∞∞(Ω) = L∞, Lpp ∼= Lp for 1 ≤ p < ∞ and Lp∞(Ω)
denotes the weak-Lp space. The Lorentz space Lpd(Ω) increase if the index d increases. More precisely,
the continuous inclusions
Lp1(Ω) ⊂ Lpd1(Ω) ⊂ Lp(Ω) ⊂ Lpd2(Ω) ⊂ Lp∞(Ω) (2.3)
holds for 1 < d1 ≤ p ≤ d2 <∞. Another relation, is the scaling property
‖f(γ·)‖∗pd = γ−
n
p ‖f‖∗pd,
provided γx ∈ Ω and γ > 0. The quantities (2.1)-(2.2) does not satisfies the triangle inequality. However,
if we consider the maximal function (see [20])
f \(t) =
1
t
∫ t
0
f ∗(s)ds (t > 0)
and define ‖f‖pd = ‖f‖\pd, then f 7→ ‖f‖pd defines a norm, when 1 < p <∞ and 1 ≤ d ≤ ∞. Therefore,
(Lpd, ‖f‖\pd) is a Banach space. Also, we have the inequality
‖f‖∗pd ≤ ‖f‖\pd ≤
p
p− 1‖f‖
∗
pd, (2.4)
i.e., the quantities ‖ · ‖\pd and ‖ · ‖∗pd are equivalent.
Consider the interpolation functor (·, ·)θ,d constructed via the Kθ,d−method and defined on the cate-
gories of quasi-normed or normed spaces. For 0 < p1 < p < p2 ≤ ∞ such that 1p = 1−θp1 + θp2 and
1 ≤ d1, d, d2 ≤ ∞, we have (see [20] or [6, Theorems 5.3.1 and 5.3.2]) the real interpolation property(
Lp1d1 , Lp2d2
)
θ,d
= Lpd. (2.5)
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This interpolation property will be crucial to prove the case 1 ≤ d, κ < ∞ of Theorem 3.5. The case
d = κ =∞ only needs of
‖f‖Lp∞(Ω) ∼= sup
|A|<∞
|A| 1p−1
∫
A
|f(y)|dy. (2.6)
The multiplication operator Tf (g) = fg works well in Lorentz spaces (see [27, Theorems 3.4, 3.5]).
Lemma 2.1. Let 1 ≤ p1, p2 ≤ ∞, 1 < r ≤ ∞ and 1 ≤ z1, z2 ≤ ∞ be such that
1
r
=
1
p1
+
1
p2
and
1
z1
+
1
z2
≥ 1
s
,
where s ≥ 1. If f ∈ Lp1z1 and g ∈ Lp2z2 , then
‖fg‖rs ≤ r
r − 1‖f‖p1z1‖g‖p2z2 . (2.7)
If f ∈ Lp1z1 and g ∈ Lp′1z2 , then
‖fg‖L1 ≤ ‖f‖p1z1‖g‖p′1z2 .
We finish this section with Minkowski type inequality in Lpd-spaces. More precisely, let K(·, y) ∈
Lrd(Rn) and f be an integrable function, then∥∥∥∥∫
Rn
K(x, y)f(y)dy
∥∥∥∥
Lpd(Rn,dx)
≤
∫
Rn
‖K(x, y)‖Lpd(Rn,dx) |f(y)|dy (2.8)
for every 1 ≤ p ≤ ∞ and 1 ≤ d ≤ ∞.
2.2 The Morrey-Lorentz spaces
In this section we define and recall some properties of Morrey-Lorentz spaces, see [3], [12] and [30].
Let Ω ⊆ Rn and B = B(x0, `) be a ball in Rn with n ≥ 1. We say that a Lpk(Ω)-function f with
supp(f) ⊂ Q = B ∩ Ω, belongs to Morrey-Lorentz spaceMpqκ(Ω) if provided
‖f‖Mpqκ := sup
Q
|Q| 1p− 1q ‖f‖Lqκ(Q)
is finite, for every 1 ≤ q ≤ p < ∞, 1 ≤ κ ≤ ∞. The spaceMpq∞(Ω) denotes the weak-Morrey space w-
Mpq(Ω), the spaceMppk(Ω) denotes the Lorentz space Lpk(Ω) for p > 1, andMpqq(Ω) denotes the Morrey
spaceMpq(Ω), for 1 < q ≤ p <∞. The Hölder inequality holds in these spaces, proved by Ferreira [12].
Lemma 2.2. Let 1 < qi ≤ µi < ∞ be such that 1q3 = 1q1 + 1q2 , 1µ3 = 1µ1 + 1µ2 . Then there is a universal
constant C > 0 such that
‖fg‖Mµ3q3d3 ≤ C‖f‖Mµ2q2d2‖g‖Mµ1q1d1 , (2.9)
where di ≥ 1 satisfies 1d3 ≤ 1d1 + 1d2 .
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2.2.1 Maximal functions
The uncentered fractional maximal function Mα of a locally integrable function f : Rn → [−∞,∞] is
defined by
(Mαf)(x) = sup
B(z,`)3x
|B(z, `)|αn−
∫
B(z,`)
|f(y)|dy, (2.10)
where 0 ≤ α < n, B(z, `) is a ball centered at z with radii ` > 0 and −∫
B(z,`)
denotes the average of f in
B(z, `),
fB(z,`) = −
∫
B(z,`)
|f(y)|dy = 1|B(z, `)|
∫
B(z,`)
|f(y)|dy.
It is well-known from Vitali covering lemma,
‖M0f‖L1∞(Rn) ≤ 5−n‖f‖L1(Rn) (2.11)
and1 (see [7, Theorem 3.8])
(M0f)
∗(t) .n f \(t) .n (M0f)∗(t), (t > 0)
for every f ∈ L1loc(Rn). It follows from (2.4) that
‖M0f‖Lpκ(Rn) =
(
κ
p
∫ ∞
0
[(M0f)
∗(t)]κ t
κ
p
−1dt
) 1
κ
∼=n
(
κ
p
∫ ∞
0
[f \(t)]κ t
κ
p
−1dt
) 1
κ
∼=p ‖f‖∗Lpκ(Rn), (2.12)
provided f ∈ Lpκ(Rn). Hence, we obtain
‖M0f‖Mλpκ = sup
Q
|Q| 1λ− 1p‖χQM0f‖∗pκ ∼= sup
Q
|Q| 1λ− 1p‖χQf‖∗pκ = ‖f‖Mλpκ
for every 1 < p ≤ λ <∞ with 1 ≤ κ ≤ ∞ and f ∈Mλpκ. Moreover, by inequality (2.11), easily one has
‖M0f‖Mλ1∞ ≤ 5−n‖f‖Mλ1 ,
for every 1 ≤ λ <∞ and f ∈Mλ1 .
Proposition 2.3. Let 1 < p ≤ λ < ∞ and 1 ≤ κ ≤ ∞. If f ∈ Mλpκ, the Hardy-Littlewood maximal
function M0 satisfies
‖M0f‖Mλpκ ∼= ‖f‖Mλpκ .
Moreover, if 1 ≤ λ <∞ and f ∈Mλ1 then
‖M0f‖Mλ1∞ ≤ 5−n‖f‖Mλ1 .
Remark 2.4. If 1 < κ = p < ∞, Mλpk = Mλp and Proposition 2.3 partially cover [8, Theorems 1,2] of
Chiarenza and Frasca.
1F .p L means F (x) ≤ C(p)L(x) and F ∼=p L when F .p L .p F .
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It is well known that Hardy-Littlewood maximal function M0 is not bounded in Mp1(Rn) (see [16,
Exemple]). This motivated Sawano et al. [17, Theorem 1.2] construct a function g ∈ Mpq∞(Rn) such that
g /∈Mpq(Rn), hence we have embedding strictly
Lp ↪→Mpq ↪→Mpq∞.
If 0 < α < n, the fractional maximal function and Riesz potential are very close. Indeed, one has
(Mαf)(x) . sup
`>0
`α`n−α−
∫
B(x,`)
|f(y)|
|x− y|n−αdy . Iα(|f |)(x), (2.13)
where Iαf denotes the Riesz potential
(Iαf)(x) = cnα
∫
Rn
f(y)
|x− y|n−αdy,
but the reverse inequality fails, however from Lemma 2.5 one has (see [2])
‖Iαf‖Mλp . ‖Mαf‖Mλp , (2.14)
for all 1 < p ≤ λ <∞.
Lemma 2.5 ([2]). Let 0 < α < n and Iαf ∈ L1loc(Rn). Then
(i) (Iαf)
]
(x) ∼= Mαf(x), for all x ∈ Rn;
(ii) Given a cube Q ⊂ Rn and ε, s > 0, then
dIαf (s) ≤ |{x ∈ Q : |(Iαf)](x)| > 2−1εs}|+ ε|{x ∈ Q : |(Iαf)(x)| > 2−n−1s}|,
where f] denotes the maximal function
f
]
(x) = sup
Q3x
−
∫
Q
|f(y)− fQ|dy (2.15)
the supQ3x is taken over all cubes in Rn.
From (2.1), (2.2) and Lemma 2.5, the remarkable inequality (2.14) can be extended toMλpd.
Proposition 2.6. Let 1 ≤ p ≤ λ <∞ and 1 ≤ d ≤ ∞. If f ∈ L1loc(Rn) and 0 < α < n, then
‖Iαf‖Mλpd ∼= ‖Mαf‖Mλpd . (2.16)
Proof. Let 1 ≤ p ≤ λ <∞ and 1 ≤ d <∞, from Lemma 2.5(ii) we may infer
‖Iαf‖dLpd(Q) =
∫ |Q|
0
[
(dIαf (s))
1
p s
]d ds
s
.
∫ |Q|
0
[
d
(Iαf)
](2
−1εs)
] d
p
sd
ds
s
+
∫ |Q|
0
[εdIαf (2
−n−1s)]
d
p sd
ds
s
= 2dε−d
∫ |Q|
0
[
d
(Iαf)
](s)
] d
p
sd
ds
s
+ ε
d
p2(n+1)d
∫ |Q|
0
[dIαf (s)]
d
p sd
ds
s
.
Let ε > 0 be such that ε
d
p2(n+1)d = 1/2, then
2−1
∫ |Q|
0
[dIαf (s)]
d
p sd
ds
s
. 2d+p+(n+1)pd
∫ |Q|
0
[
d
(Iαf)
](s)
] d
p
sd
ds
s
. (2.17)
The case 1 ≤ p < ∞ and d = ∞ can be proved similarly. These estimates jointly with Lemma 2.5(i) and
inequality (2.13) gives us the desired Proposition.
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3 Main results
3.1 Riesz’s potential and layer estimates
In this part we extend for Morrey-Lorentz space, some well known potential estimates for Riesz operator
Iδ. Before, for us a measurable function F in Rn is a BMO-function if provided
‖F‖BMO = sup
x∈Rn
F
]
(x)
is finite. Our first theorem reads as follows.
Theorem 3.1. Let n ≥ 3, 1 < p ≤ λ <∞, 1 < r ≤ µ <∞ and 0 < δ < n/λ be such that
(i)
δ
n
=
1
λ
− 1
µ
(ii)
r
µ
=
p
λ
. (3.1)
Then Iδf ∈Mµrν and there is a universal constant C > 0 such that
‖Iδf‖Mµrν .n ‖f‖Mλpκ . (3.2)
Moreover, in the endpoint δ = n/λ we obtain
‖Iδf‖BMO .n ‖f‖Mλpκ , (3.3)
where f ∈Mλpκ(Rn) satisfies kp ≤ νr if 1 ≤ κ, ν <∞, or κ = ν =∞.
The Theorem 3.1 holds as 1 = p ≤ λ <∞. In this case, is natural invoke Proposition 2.3.
Theorem 3.2. Let n ≥ 3, 1 ≤ λ <∞, 1 < r ≤ µ <∞ and 0 < δ < n/λ be such that
(i)
δ
n
=
1
λ
− 1
µ
(ii)
r
µ
=
1
λ
.
Then, there is constant C > 0 such that
‖Iδf‖Mµr∞ .n ‖f‖Mλ1 . (3.4)
Moreover, the endpoint δ = n/λ implies that
‖Iδf‖BMO ∼= ‖f‖Mλ1 , λ > 1 (3.5)
for all f ∈Mλ1(Rn).
Remark 3.3.
(A) Under hypothesis of Theorem 3.1, the pointwise inequality (2.13) implies
‖Mδf‖Mµrν .n ‖f‖Mλpκ , (3.6)
for every f ∈Mλpκ(Rn). If p = 1, by Theorem 3.2 we obtain
‖Mδf‖Mµr∞ .n ‖f‖Mλ1 . (3.7)
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(B) If λ = 1 in Theorem 3.2, then 0 < δ < n and r = µ = n
n−δ which leads to
‖Iδf‖L nn−δ∞(Rn) ≤ C‖f‖L1(Rn).
(C) Let 1 < κ = p <∞ and 1 < ν = r <∞, we obtain Theorems 9 and 10 in [26].
(D) Let δ = n/p and 1 < p = λ = κ <∞, from Theorem 3.1 we have
‖Iδf‖BMO .n ‖f‖Lp(Rn).
(E) In (B), (C) and (D), the Riesz potential Iδ can be replaced by fractional maximal function Mδ, in view
the pointwise inequality (2.13).
The theorems above are sharp. Indeed, in view of norm equivalence (2.16) only needs prove sharpness
for fractional maximal function Mα. More precisely,
Theorem 3.4. Let 1 < p < λ < ∞ and 1 < r < µ < ∞ satisfy r
µ
> p
λ
, there is 0 < α < n/λ with
α
n
= 1
λ
− 1
µ
such that Mα does not maps continuouslyMλpκ intoMµrν .
Let us recall of layers potentials
(Df)(x) = dn
∫
∂Rn+
xn
(|x′ − y|2 + x2n)
n
2
f(y)dy,
and
(Nf)(x) = Cn
∫
∂Rn+
1
(|x′ − y|2 + x2n)
n−2
2
f(y)dy.
By real interpolation (Lp1∞, Lp2∞)θ,d = L
pd and Theorems 3.1 - 3.2, we obtain the following result.
Theorem 3.5. Let n ≥ 3, 1 < r ≤ µ <∞ and 1 < p ≤ λ < n−1 be such that r
µ
= p
λ
. For f ∈Mλpκ(∂Rn+),
we have
(i) If n−1
λ
= n−1
µ
+ 1
r
, there is a constant C > 0 such that
‖Df‖Mµrd(Rn+) ≤ C‖f‖Mλpκ(∂Rn+).
(ii) If n−1
λ
= n−1
µ
+ 1, there is a positive constant C > 0 such that
‖(Nf)|0‖Mµrd(∂Rn+) ≤ C‖f‖Mλpκ(∂Rn+),
provided 1 ≤ d, κ <∞ and κ
p
≤ d
r
, or κ = d =∞. If p = κ = 1 or p = 1 and κ =∞, necessarily d =∞.
The single layer potential D can be expressed as follows
(Dg)(x) =
∫
∂Rn+
e2piix
′·ξ′e−2pi|ξ
′|xn ĝ(ξ′)dξ′
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and double layer potential N by
(Nf)(x) =
∫
∂Rn+
e2piix
′·ξ′ e
−2pi|ξ′|xn
2pi|ξ′| f̂(ξ
′)dξ′, (3.8)
for every f, g ∈ S(∂Rn+). Hence, dominated converge theorem yields
(∂jNf)(x) =
∫
∂Rn+
e2piix
′·ξ′e−2pi|ξ
′|xn iξj
|ξ′| f̂(ξ
′)dξ′ = (DSjf)(x),
where Sj denotes the tangential j-th Riesz transform acting inRn+ or ∂Rn+ characterized by symbol σ(Sj) =
iξj
|ξ′| , ξ
′ ∈ ∂Rn+\{0} and j = 1, · · · , n− 1. We have thus proved,
Lemma 3.6. Let n ≥ 3 and f ∈ S(∂Rn+), then
(i) ∂jNf = DSjf = SjDf , j = 1, 2, · · · , n− 1,
(ii) ∂nNf = −Df .
Now in according to Calderon-Zygmund theory, the j-th Riesz transform of f ∈ S ′(Rn) defined by
singular integral operator
(Rjf)(x) = cn P.V.
∫
Rn
yj
|y|n+1f(x− y)dy (3.9)
is bounded in Lp(Rn) with 1 < p <∞. Hence, decomposing the kernel K(x) = cn xj|x|n+1 by
K(x) = K(x)χ{|x|≤r} +K(x)χ{|x|>r}
Ferreira at [12, Lemma 2.3], have show that j-th Riesz transform is bounded inMλpκ(Rn), provided 1 <
p < λ < ∞ and 1 ≤ κ ≤ ∞. Also, from [11], the operator Rj mapsMλ1 to w-Mλ1 . It follows that Sl is
a bounded operator onMλpκ(∂Rn+), for every l = 1, · · · , n − 1. Further, the singular integral operator Sl
can be looked acting inMλpκ(Rn+) or inMλpκ(Rn) which give us from Lemma 3.6 and Theorem 3.5-(i) the
following corollary.
Corollary 3.7. Let n ≥ 3, 1 < r ≤ µ < ∞ and 1 < p ≤ λ < n − 1 be such that n−1
λ
= n−1
µ
+ 1
r
and
r
µ
= p
λ
, there is a constant C > 0 such that∥∥∥∥ ∂∂xjNf
∥∥∥∥
Mµrd(Rn+)
≤ C‖f‖Mλpκ(∂Rn+), j = 1, 2, · · · , n,
for every f ∈Mλpκ(∂Rn+) as κp ≤ dr and 1 ≤ d, κ ≤ ∞.
3.2 Existence and Symmetries
In this section we fixed 1 < r < µ <∞, 1 < q < λ <∞ and 1 < p < ω <∞ be such that r
µ
= q
λ
= p
ω
,
where λ = (n− 1)ω/(n− 1− ω).
Theorem 3.8. Let n ≥ 3 and 1 < p < ω < n − 1, then for every f ∈ Mωp∞(∂Rn+) the boundary linear
problem (1.2) has a unique mild solution u ∈ A1∞rq such that
‖∇u‖Mµr∞(Rn+) + ‖u|0‖Mλq∞(∂Rn+) ≤
C
1− L‖f‖Mωp∞(∂Rn+), (3.10)
provided µ < λ and ‖V ‖Mn−1`1∞(∂Rn+) . 1 for 1 < `1 ≤ n− 1.
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Remark 3.9.
(A) Let 1 < d, ν <∞, f ∈ Mωpd and ‖V ‖Mn−1`1ν . 1, then Theorem 3.8 works well if A
1∞
rq is replaced by
functional space A1d1d2rq ,
‖u‖
A
1d1d2
rq
= ‖∇u‖Mµrd1 (Rn+) + ‖u‖Mλqd2 (∂Rn+), (3.11)
provided d1
r
≥ d
p
and d2
q
≥ d
p
.
(B) In item-(A), let p = d, r = d1 and q = d2. Then, for every f ∈ Mωp (∂Rn+), there is a unique mild
solution u ∈ A1rqrq satisfying |∇u| ∈ Mµr (Rn+). It follows from Morrey’s lemma that u ∈ Cα(Rn+)
with exponent α = 1 − n
µ
, α ∈ (0, 1), provided that A1rqrq is not invariant by scaling u → γku(γx),
that is, n−1
λ
6= n
µ
− 1.
(C) If A1∞rq is invariant by scaling u → γku(γx), from prove of Theorem 3.8 necessarily one has r = µ,
q = λ, p = ω and `1 = n−1 in view of n−1λ = nµ −1 and rµ = qλ = pω . Therefore, this Theorem works
well in Lorentz space I1Lr∞(Rn+)× Lq∞(∂Rn+) with data f ∈ Lp∞(∂Rn+) and ‖V ‖L(n−1)∞(∂Rn+) . 1.
(D) Related to item-(B), we have u ∈ W˙ 1,r(Rn+) for every f ∈ Lp(∂Rn+) and V (x) = c/|x|, with |c| small.
From Theorem 3.8 we obtain well-posedness of (1.1).
Theorem 3.10. Let 1 < p < ω = (n− 1)(ρ− 1)/ρ and n−1
n−2 < ρ <∞, for n ≥ 3. Let 1 < `1, `2 ≤ n− 1
and V ∈Mn−1`1∞, b ∈Mn−1`2∞.
(I) (Existence and uniqueness) There are ε > 0 and C > 0 such that if ‖f‖Mωp∞ ≤ ε/C, the (BVP)
(1.1) has a unique mild solution u ∈ A1∞rq such that
‖∇u‖Mµr∞(Rn+) + ‖u|0‖Mλq∞(∂Rn+) . 1, (3.12)
provided ‖V ‖Mn−1`1∞ . 1, ‖b‖Mn−1`2∞ . 1 and µ < λ = (n− 1)(ρ− 1).
(II) (Stability of data) Moreover, the solution u depends continuously of the data f and potentials b and
V .
Remark 3.11.
(A) Proceeding as in Remark 3.9-(B), if f ∈Mωp (∂Rn+) is small in norm, ‖b‖Mn−1`2∞ . 1 and ‖V ‖Mn−1`1 .
1, there is a unique mild solution u ∈ Cα(Rn+), providedMµr is not homogeneous and n−1λ 6= nµ − 1.
(B) In Theorem 3.10 let µ = n(ρ− 1)/ρ, the assumption µ < λ is equivalent to ρ > n/(n− 1) which is
covered.
(C) We point out that self-similarity of solutions (u(x) = uγ(x)) is expected, provided A1∞rq is invariant
by scaling
u(x)→ uγ(x) = γ
1
ρ−1u(γx), γ > 0. (3.13)
If that’s the case, necessary from Remark 3.9-(C) one has A1∞rq = I1L
r∞(Rn+) × Lq∞(∂Rn+) with
f ∈ Lp∞(∂Rn+), ‖V ‖L(n−1)∞(∂Rn+) . 1 and ‖b‖L(n−1)∞(∂Rn+) . 1. Therefore, when V and b are
homogeneous of degree −1 and zero, respectively, we obtain existence of self-similar solutions by
uniqueness.
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Let A be the a subset of all rotations Oxn around the axis −−→Oxn = {xn = 0}. We recall that a function
g is symmetric (resp. antisymmetric) under the action ofA when g(T (x)) = g(x) (resp. g(T (x)) = −g(x))
for all T ∈ A. Our result of radial symmetry and positivity of solutions read as follows:
Theorem 3.12. Under the hypotheses of Theorem 3.10. Let D ⊂ Rn−1 be a positive-measure space.
(A) If f , V and b are non-negative (resp. non-positive) in ∂Rn+ and f is positive (resp. negative) in D,
then u is positive (resp. negative) in Rn+.
(B) Let V and b be radially symmetric in Rn−1. If f is symmetric (resp. antisymmetric) then the solution
u is symmetric (resp. antisymmetric) under the action of A.
4 Proof of theorems
Before begin the prove of theorems, we list some important facts obtained from Adams [1] and Hedberg
[19], for reader convenience.
Lemma 4.1 (Hedberg’s inequality). Let 0 < δ < α, then there is a constant C > 0 such that
|(Iδf)(x)| ≤ C [Mαf(x)]
δ
α [M0f(x)]
1− δ
α ,
for every f ∈ L1loc(Rn).
Proof. Let ρ > 0 andAk(x) = {y ∈ Rn : 2kρ < |y−x| < 2k+1ρ}, to get a discretization of Iδf as follows
|(Iδf)(x)| .
∑
k∈Z
∫
Ak(x)
|x− y|δ−n|f(y)|dy
<
∑
k≥0
(2k+1ρ)δ(2kρ)−n
∫
Ak(x)
|f(y)|dy +
∑
k>0
(2−k+1ρ)δ(2−kρ)−n
∫
A−k(x)
|f(y)|dy.
It follows that
|(Iδf)(x)| .n ρδ−α
( ∞∑
k=0
2(k+1)(δ−α)
)
M˜αf(x) + ρ
δ
( ∞∑
k=1
2(−k+1)δ
)
M˜0f(x)
∼= ρδ−αMαf(x) + ρδM0f(x), (4.1)
since the series above converges and by pointwise equivalence between the centered Hardy-Littlewood
maximal function M˜α and M˜0 with they uncentered version. Let ρ = (Mαf/M0f)
1
α in (4.1), then
|(Iδf)(x)| .nδα [Mαf(x)] δα [M0f(x)]1− δα ,
as we desired.
An easily consequence of Hedberg’s inequality (see [1]) reads as follows.
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Lemma 4.2. Let 0 < δ < α and consider
1
p2
=
b
p1
+
a
q
and
b
z1
+
a
z3
≥ 1
z2
where b = 1− δ
α
and a = δ
α
. Let M0f ∈ Lp1z1(Ω) and Mαf ∈ Lqz3(Ω), then
‖Iδf‖p2z2 .n ‖Mαf‖
δ
α
qz3
‖M0f‖1−
δ
α
p1z1
,
for every 1 ≤ z1, z2, z3 ≤ ∞.
Proof. Note that 1
p2
= 1
p1/b
+ 1
q/a
and 1
z2
≤ 1
z1/b
+ 1
z3/a
. By Lemma 4.1 and Lemma 2.1, we have
‖Iδf‖p2z2 . ‖[Mαf ]a‖(q/a, z3/a)
∥∥[M0f ]b∥∥(p1/b, z1/b) = ‖Mαf‖aqz3 ‖M0f‖bp1z1 .
The fractional maximal function Mn/λ maps continuouslyMλpk(Rn) into L∞(Rn). In fact, at first note
that for Borel sets A ⊂ Ω with finite measure, we have
|A| 1p−1
∫
A
|f(x)|dx ≤
(
p
p− 1
) 1
k′
‖f‖Lpk(A), (4.2)
provided 1 < p < ∞ and 1 ≤ k ≤ ∞ such that 1
k
+ 1
k′ = 1. This inequality easily follows from Hölder
inequality in Lk(R, dt/t),∫
A
|f(x)|dx =
∫ |A|
0
f ∗(t)dt =
∫ |A|
0
t1−
1
p
(
t
1
pf ∗(t)
) dt
t
≤
(∫ |A|
0
(
t1−
1
p
)k′ dt
t
) 1
k′
(∫ |A|
0
(
t
1
pf ∗(t)
)k dt
t
) 1
k
≤
(
p
p− 1
) 1
k′
|A|1− 1p‖f‖Lpk(A).
Then, we may infer
(Mn/λf)(x) = sup
Q3x
{
|Q| 1λ−1
∫
Q
|f(y)|dy
}
≤
(
p
p− 1
) 1
k′
sup
Q3x
|Q| 1λ−1|Q|1− 1p‖f‖Lpk(Q) ≤
(
p
p− 1
) 1
k′
‖f‖Mλpk ,
we have proved
Corollary 4.3. Let 1 < p ≤ λ < ∞ and 1 ≤ k ≤ ∞, then Mn/λ is a bounded map from Mλpk(Rn) to
L∞(Rn).
Proof of Theorem 3.1. Let K(x) ∼= |x|δ−n and consider
Iδf(x) =
∫
|y−x|<ρ
K(x− y)f(y)dy +
∫
|y−x|≥ρ
K(x− y)f(y)dy, (4.3)
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for ρ > 0. If x ∈ Q(x0, ρ), we obtain |y − x0| < 2ρ when y ∈ Q(x, ρ). Setting
f ′(y) = χ{|y−x0|<2ρ}f(y) and f
′′(y) = f(y)− f ′(y),
we can write
Iδf(x) := (Iδf
′)(x) + (Iδf ′′)(x), for x ∈ Q(x0, ρ).
Let α = n/λ and δ = n/λ − n/µ, then 1
r
= 1
p
(
1− δ
α
)
is equivalent to µ
r
= λ
p
. Then, by Lemma 4.2 with
(p1, p2, q) = (p, r,∞) and (z1, z2, z3) = (κ, ν,∞) satisfying 1ν ≤ 1κ(1− δα), we estimate
‖Iδf ′‖Lrν(Q(x0,ρ)) . ‖Mαf ′‖
δ
α
L∞(Q(x0,ρ))‖M0f ′‖
1− δ
α
Lpκ(Q(x0,ρ))
. (4.4)
Noting that (
1
λ
− 1
p
)(
1− δ
α
)
=
1
µ
− 1
r
,
the inequality (4.4) give us
|Q(x0, ρ)|
1
µ
− 1
r ‖Iδf ′‖Lrν(Q(x0,ρ)) . ‖Mαf ′‖
δ
α
L∞
(
|Q(x0, 2ρ)|
1
λ
− 1
p‖M0f‖Lpκ(Q(x0,2ρ))
)1− δ
α
.
Since fractional maximal operator Mn/λ mapsMλpκ(Rn) into L∞(Rn) and M0 mapsMλpκ(Rn) to itself (see
Proposition 2.3), then
|Q(x0, ρ)|
1
µ
− 1
r ‖Iδf ′‖Lrν(Q(x0,ρ)) . ‖f‖Mλpκ .
In order to show the boundedness of Iδf ′′, firstly note that
|(Iδf ′′)(x)| ≤
∫
|y−x|>2ρ
|x− y|δ−n|f(y)|dy =
∫ ∞
2ρ
`δ−ndpi(`),
where pi denotes the measure pi(`) =
∫
|y−x|<` |f(y)|dy and x ∈ Q(x0, ρ). By inequality (4.2), we obtain
pi(`) . |Q(x, `)|1− 1p‖f‖Lpκ(Q(x,`)) . |Q(x, `)|1− 1λ‖f‖Mλpκ
which yields
|(Iδf ′′)(x)| ≤ −
∫ ∞
2ρ
∂
∂`
`δ−npi(`)d` .
(∫ ∞
2ρ
`δ−α−1d`
)
‖f‖Mλpκ ∼= ρ−
n
µ ‖f‖Mλpκ ,
because 0 < δ < α and δ − α = −n/µ. By definition of Lorentz spaces (see (2.1)), we have
‖Iδf ′′‖Lrν(Q(x0,ρ)) . |Q|−
1
µ ‖f‖Mλpκ
(∫ |Q|
0
t
ν
r
−1dt
) 1
ν
= |Q| 1r− 1µ ‖f‖Mλpκ .
If 0 < δ = n/λ < n, from Lemma 2.5(i) and Corollary 4.3 we obtain
‖In/λf‖BMO = sup
x∈Rn
(In/λf)
]
(x) ∼= sup
x∈Rn
(Mn/λf)(x) ≤ ‖f‖Mλpκ .
Note that κ, ν can be infinity. 
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Proof of Theorem 3.2. Noting that fractional maximal function Mn/λ satisfies
(Mn/λf)(x) = sup
B(z,`)3x
|B(z, `)| 1λ−1
∫
B(z,`)
|f(y)|dy = ‖f‖Mλ1
and noting thatM0 is of weak-type (1, 1) (see Proposition 2.3), from Lemma 4.2 with (p2, p1, q) = (r, 1,∞)
we obtain
‖Iδf ′‖Lr∞(Q(x0,ρ)) . ‖f‖
δ
α
Mλ1
‖f‖1−
δ
α
L1(Q(x0,2ρ))
. (4.5)
Now, noting
pi(`) ≤ `n−nλ (M˜n
λ
f)(x) . `n−nλ (Mn
λ
f)(x) = `n−
n
λ ‖f‖Mλ1
and proceeding like before, we obtain
|(Iδf ′′)(x)| ≤
∫ ∞
2ρ
`δ−ndpi(`) .
(∫ ∞
2ρ
`δ−
n
λ
−1d`
)
‖f‖Mλ1 ∼= ρ
−n
µ ‖f‖Mλ1 ,
for all x ∈ Q(x0, ρ). It follows that
‖Iδf ′′‖Lr∞(Q(x0,ρ)) . ρ−
n
µρ
n
r ‖f‖Mλ1 . (4.6)
The inequalities (4.5) and (4.6) will give us the estimate (3.4). Note that Lemma 2.5(i) easily yields
sup
x∈Rn
(In/λf)
]
(x) ∼= sup
x∈Rn
(Mn/λf)(x) = ‖f‖Mλ1 ,
provided 1 < λ <∞. 
Proof of Theorem 3.4. By assumption 1 < r < µ <∞, the equation(
2
1− δ
) 1
µ
(1− δ) 1r = 1 (4.7)
has a solution δ ∈ (0, 1). Fix a positive integer N and consider the cube E0 = Q0,1 =
[
0,
(
2
1−δ
)N]n. If r
µ
>
p
λ
, then we proceed as [32, Proposition 4.1] to get a family of sets Ed =
⋃2nd
j=1Qd,j and Fd−1 =
⋃2n
j=1 Pd,j
for 0 ≤ d ≤ N such that g(x) = |Qd,j|− 1λχEd(x) ∈Mλpk such that
‖g‖Mλpk < 1.
Indeed, in the first stage we partition E0 into cubes and delete almost all them, but let randomly an open
middle cube P0,1 of sidelength `P0,1 = δ
(
2
1−δ
)N and 2n closed cubes Q1,j of sidelength `Q1,j = ( 21−δ)N−1
for j = 1, 2, · · · , 2n. Now consider F0 = P0,1 and E1 =
⋃2n
j=1 Q1,j . In the second stage, we partition
each Q1,j into subcubes, delete all except an open middle cube P1,j of sidelength `P1,j = δ
(
2
1−δ
)N−1 and
2n closed subcubes Q2,j of sidelength `Q2,j =
(
2
1−δ
)N−2, and set F1 = ⋃2nj=1 P1,j and E2 = ⋃22nj=1Q2,j
(see Figure 1). This process will stop in d-stage, where we randomly have obtained 2nd cubes Qd,j of side
`Qd,j =
(
2
1−δ
)N−d and 2n(d−1) open middle cubes Pd−1,j of side `Pd−1,j = δ ( 21−δ)N−d+1, hence
Fd−1 =
2n(d−1)⋃
j=1
Pd−1,j and Ed =
2nd⋃
j=1
Qd,j.
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Figure 1: The cubes Qd,j and Pd−1,j in R2
Let l ≤ d ≤ N and note that
|Ed ∩Ql,j|
|Ql,j| = (1− δ)
n(d−l). (4.8)
In order to show that ‖g‖Mλpκ < 1, first note that dχEd (s) = |{x ∈ Ql,j : |χEd(x)| > s}| = |Ed ∩ Ql,j| if
s < 1 and zero otherwise, then the decreasing rearrangement χ∗Ed(t) = χ[0,|Ed∩Ql,j |](t) and
‖g‖Lpκ(Ql,j) = |Qd,j|−
1
λ
(
κ
p
∫ |Ed∩Ql,j |
0
t
κ
p
−1
) 1
κ
= |Qd,j|− 1λ |Ed ∩Ql,j|
1
p .
It follows from (4.8) that
‖g‖Mλpκ = sup
|Ql,j| 1λ
|Qd,j| 1λ
( |Ed ∩Ql,j|
|Ql,j|
) 1
p
=
[(
2
1− δ
) 1
λ
(1− δ) 1p
]n(d−l)
< 1, (4.9)
because r
µ
> p
λ
and δ ∈ (0, 1) satisfying (4.7), give us ( 2
1−δ
) 1
λ (1 − δ) 1p < 1. Let d = N and chose
1
µ
< α
n
< 1
λ
, to yield
(MαχEN )(x) ≥ u(x) := χEN (x) +
N−1∑
l=0
[(
2
1− δ
) 1
µ
(1− δ)
]n(N−l)
χFl(x), (4.10)
for every x ∈ Q0,1. Hence, the boundedness ‖MαχEN‖Mµrν ≤ C‖χEN‖Mλpκ never holds, for every 0 < α <
n/λ when (r/µ) > (p/λ). Indeed, assume by contradiction that C = ‖Mα‖Mλpκ→Mµrν is finite, then from
inequality (4.9) and (4.10) one has
C > C‖χEN‖Mλpκ ≥ ‖MαχEN‖Mµrν
≥ 1 + δ nµ
N−1∑
l=1
2nl(1− δ)n(N−l) = 1 +B2nN(1− (1− δ)n(N−1)),
where B = δ
n
µ
(1−δ)n
1−(1−δ)n . Taking N large enough, we obtain a contradiction.
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Proof of Theorem 3.5. Part (i): Let Ω ⊆ Rn+ be a cube and Ω′ its projection on ∂Rn+. If Q = Q(x0, `Q)
is a subcube of Ω with sidelength `Q, then Q′ ⊆ Ω′ and Q = Q′ × [0, `Q] ⊂ Ω′ × (0,∞). It follows by
Fubini’s theorem that
|Q| 1pk−1
∫
Q
|(Df)(x)|dx = |Q′ × I| 1pk−1
∫
Q′×I
|(Df)(x′, xn)|dx′ ⊗ dxn
= |Q′| 1pk−1
∥∥∥|I| 1pk−1 ‖(Df)(x′, ·)‖L1(I)∥∥∥
L1(Q′)
.
which yields, from inequality (2.6),
‖Df‖Lpk∞(Ω) ≤ Ck
∥∥∥‖(Df)(x′, ·)‖Lpk∞((0,∞))∥∥∥
Lpk∞(Ω′)
.
To extend this inequality to Lorentz space Lrd with 1 ≤ d <∞, we invoke real interpolation property (2.5).
Indeed, let Z = Ω′ × (0,∞) and 1 < p1 < r < p2 <∞ such that 1r = 1−θp1 + θp2 with 0 < θ < 1. Hence, D
is continuous from Lpk∞(Z) to Lpk∞(Ω) and by interpolations
(Lp1∞(Ω), Lp2∞(Ω))θ,d = L
rd(Ω) and (Lp1∞(Z), Lp2∞(Z))θ,d = L
rd(Z)
we get
‖Df‖Lrd(Ω) ≤ C1−θ1 Cθ2
∥∥∥‖(Df)(x′, ·)‖Lrd((0,∞))∥∥∥
Lrd(Ω′)
. (4.11)
Note that ∂nG(x′ − y, ·) ∈ Lr(0,∞) and Lr(0,∞) ↪→ Lrd(0,∞), then by Minkowski inequality (2.8) we
estimate
‖(Df)(x′, ·)‖Lrd((0,∞),dxn) ≤
∫
Rn−1
‖∂nG(x′ − y, ·)‖Lrd((0,∞),dxn)|f(y)|dy
≤
∫
Rn−1
‖∂nG(x′ − y, ·)‖Lr((0,∞),dxn)|f(y)|dy
≤ dn
∫
Rn−1
(∫ ∞
0
dxn
(|x′ − y|2 + x2n)
n−1
2
r
) 1
r |f(y)|dy
.
∫
Rn−1
|f(y)|
|x′ − y|(n−1)−1/r dy. (4.12)
Inserting (4.12) into (4.11) and invoking Theorem 3.1 in Rn−1 with δ = 1/r, we have
|Ω| 1µ− 1r ‖Df‖Lrd(Ω) . |Ω′|
1
µ
− 1
r
∥∥∥∥∫
Rn−1
|f(y)|
|x′ − y|(n−1)−1/r dy
∥∥∥∥
Lrd(Ω′)
.
∥∥∥∥∫
Rn−1
|f(y)|
|x′ − y|(n−1)−1/r dy
∥∥∥∥
Mµrd(Rn−1)
. ‖f‖Mλpκ(Rn−1) .
If p = 1, we need consider κ = 1 and d =∞, in view of Theorem 3.2.
Part (ii): The trace (Nf)(x′, 0) can be looked as Riesz potential I1 on ∂Rn+ = Rn−1.

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Proof of Theorem 3.8. Firstly, fix 1 < r < µ <∞, 1 < λ <∞ and 1 < ω < n− 1 be such that
1
r
=
n− 1
ω
− n− 1
µ
and
n− 1
ω
=
n− 1
λ
+ 1, (4.13)
this assumptions give us µ < λ = (n − 1)ω/(n − 1 − ω). From Corollary 3.7 and Theorem 3.5-(ii),
respectively, we have
‖N(f)‖A1∞rq = ‖∇N(f)‖Mµr∞(Rn+) + ‖N(f)‖Mλq∞(∂Rn+) ≤ C‖f‖Mωp∞(∂Rn+). (4.14)
Let 1 < r0 < λ0 < n− 1 be such that (4.13) holds for ω = λ0 and r = r0. Consider
1
λ0
=
1
n− 1 +
1
λ
and
1
r0
=
1
`1
+
1
q
.
The last estimate and Hölder inequality (2.9) give us
‖TV (u)‖A1∞rq = ‖N(V u)‖A1∞rq ≤ C‖V ‖Mn−1`1∞(∂Rn+)‖u‖Mλq∞(∂Rn+) ≤ C‖V ‖Mn−1`1∞‖u‖A1∞rq . (4.15)
Let L = C‖V ‖Mn−1`1∞ < 1 and Bε be the closed ball in A
1∞
rq ,
Bε =
{
u ∈ A1∞rq : ‖u‖A1∞rq ≤
2ε
1− L
}
, ε > 0.
Consider the integral operator Φ(u) = N(f) + TV (u), we want to show that Φ has a unique fixed point in
Bε, for every ε > 0. Indeed, Φ : Bε → Bε in view of
‖Φ(u)‖A1∞rq ≤ C‖f‖Mωp∞ + L‖u‖A1∞rq ≤ ε+
2εL
1− L <
2ε
1− L,
where ε = C‖f‖Mωp∞ and 0 < L < 1. Also, we have
‖Φ(u)− Φ(v)‖A1∞rq = ‖TV (u− v)‖A1∞rq ≤ L‖u− v‖A1∞rq ,
hence Φ is a contraction in A1∞rq . Banach fixed theorem ensure us that Φ has a unique fixed point u ∈ Bε,
as we desired. 
Proof of Theorem 3.10. Let us recall the inequality∣∣|u|ρ−1u− |v|ρ−1v∣∣ ≤ C|u− v|(|u|ρ−1 + |v|ρ−1), for ρ > 1.
Hence, ρ
q
= 1
q
+ ρ−1
q
and Hölder inequality (2.9) will give us∥∥ ∣∣|u|ρ−1u− |v|ρ−1v∣∣ ∥∥Mλ
(q/ρ)∞(∂R
n
+)
≤ C ‖u− v‖Mλq∞
∥∥|u|ρ−1 + |v|ρ−1∥∥Mλ q
ρ−1∞
≤ C ‖u− v‖Mλq∞
(
‖u‖ρ−1Mλq∞ + ‖v‖
ρ−1
Mλq∞
)
. (4.16)
Let 1 < r1 ≤ ν < n− 1 be such that
1
r
=
n− 1
ν
− n− 1
µ
and
n− 1
ν
=
n− 1
λ
+ 1.
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From (4.14) we obtain
‖B(u)− B(v)‖A1∞rq =
∥∥N [b (|u|ρ−1u− |v|ρ−1v)]∥∥
A1∞rq
≤ C ∥∥ b (|u|ρ−1u− |v|ρ−1v) ∥∥Mνr1∞(∂Rn+) .
Let 1
r1
= 1
`2
+ q
ρ
and 1
ν
= 1
n−1 +
1
λ
, then Hölder inequality (2.9) and (4.16) leads to
‖B(u)− B(v)‖A1∞rq ≤ C‖b‖Mn−1`2∞
∥∥ ∣∣|u|ρ−1u− |v|ρ−1v∣∣ ∥∥Mλ
(q/ρ)∞(∂R
n
+)
≤ C‖b‖Mn−1`2∞ ‖u− v‖Mλq∞
(‖u‖ρ−1Mλq∞ + ‖v‖ρ−1Mλq∞). (4.17)
Now set Ψ(u) = N(f) + TV (u) + B(u) and let u ∈ Bε = {u ∈ A1∞rq : ‖u‖A1∞rq ≤ 2ε1−L}, where L =
C‖V ‖Mn−1`1∞ < 1 and ε > 0 will be chosen. The integral Ψ has a fixed point in Bε, for a suitable ε > 0.
Indeed, by (4.15) and (4.17) one has
‖Ψ(u)−Ψ(v)‖A1∞rq ≤ ‖B(u)− B(v)‖A1∞rq + ‖TV (u)− TV (v)‖A1∞rq
≤M ‖u− v‖A1∞rq
(‖u‖ρ−1A1∞rq + ‖v‖ρ−1A1∞rq )+ L‖u− v‖A1∞rq
≤ ‖u− v‖A1∞rq
(
M
( 2ε
1− L
)ρ−1
+M
( 2ε
1− L
)ρ−1
+ L
)
≤
(
M2ρ
( ε
1− L
)ρ−1
+ L
)
‖u− v‖A1∞rq , (4.18)
with M = C‖b‖Mn−1l2∞ . Now taking v = 0 in (4.18), the inequality (4.14) will give us
‖Ψ(u)‖A1∞rq ≤ ‖N(f)‖A1∞rq + ‖Ψ(u)−Ψ(0)‖A1∞rq
≤ C‖f‖Mωp∞ +
(
M2ρ
( ε
1− L
)ρ−1
+ L
)
‖u‖A1∞rq
≤ ε+
(
M2ρ
( ε
1− L
)ρ−1
+ L
) 2ε
1− L <
2ε
1− L,
if we choose ε > 0 in such a way that
L+M2ρ
( ε
1− L
)ρ−1
<
1 + L
2
.
Therefore, Ψ is contraction in A1∞rq and maps Bε to itself, provided ε > 0 is small enough. The unique fixed
point u ∈ Bε of integral equation Ψ, is the unique mild solution u ∈ A1∞rq for nonlinear boundary problem
(1.1), as we desired. 
Proof of Theorem 3.12.
Part A: Note that the solution u obtained in the proof of Theorem 3.10 can be seen as limit in A1∞rq of the
following Picard sequence:
u1 = N(f), uk+1 = u1 + TV (uk) + B(uk), k ∈ N. (4.19)
Since f is non-negative in ∂Rn+ and positive in the measurable set D we have that
u1(x) =
∫
∂Rn+
G(x′ − y, xn)f(y)dσ > 0 in Rn+. (4.20)
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Moreover, using that V and b are non-negative functions in ∂Rn+ one can prove that N(V u) +N(b|u|ρ−1u)
is non-negative in ∂Rn+ provided that u restricted to ∂Rn+ is non-negative. By an induction argument one can
prove that all element of the sequence {uk}k are positive. Note that convergence of {uk}k in A1∞rq implies
the converge uk → u in Mλq∞(∂Rn+) and uk → u in I1Mµr∞(Rn+). The former implies convergence in
measure on ∂Rn+ and the letter in Rn+. Therefore, there is a subsequence {ukj}j which converges pointwise
to u except a null set in (∂Rn+, dσ) or in (Rn+, dy). Since ukj(x) > 0, we conclude that u(x) is non-negative
almost everywhere. Since u is a mild solution in A1∞rq , then u = u1 + TV (u) + B(u) ≥ u1 + 0 > 0.
Part B: Let T ∈ A and x ∈ Rn+. Note that T fix the axis xn > 0, that is, Tx = (T ′x′, xn), where
T ′ ∈ O(n− 1). If f is antisymmetric then
N(f) ((T ′x′, xn)) =Cn
∫
Rn−1
1
(|T ′x′ − y|2 + x2n)
n−2
2
f(y)dy
=Cn
∫
Rn−1
1
(|T ′(x′ − T ′−1y)|2 + x2n)
n−2
2
f(y)dy
Since T ′ is orthogonal in Rn−1, we obtain
N(f) ((T ′x′, xn)) =Cn
∫
Rn−1
1
(|x′ − T ′−1y|2 + x2n)
n−2
2
f(y)dy
=Cn
∫
Rn−1
1
(|x′ − z|2 + x2n)
n−2
2
f (T ′(z)) dz (4.21)
=− Cn
∫
Rn−1
1
(|x′ − z|2 + x2n)
n−2
2
f(z)dz = −u1(x)
where in (4.21) we making the change of variable z = T ′−1y. Now, suppose that u is antisymmetric. Since
V is radially symmetric, easily we have
TV (u)((T (x)) =Cn
∫
Rn−1
1
(|T ′x′ − y|2 + x2n)
n−2
2
V (y)u(y)dy
=− Cn
∫
Rn−1
1
(|x′ − z|2 + x2n)
n−2
2
V (z)u(z)dz = −TV (u)(x).
Similarly B(u)(Tx) = −B(u)(x), since b is radially symmetric on Rn−1 and u is antisymmetric under the
action of A. So, an induction argument shows that Picard sequence (4.19) satisfies uk(Tx) = −uk(x), for
all T ∈ A. Since we have convergence a.e. in (Rn−1, dx′) and (Rn+, dy) and these convergence preserve
antisymmetry, it follows that the mild solution u is antisymmetric. 
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