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Abstract
A simple model of physical and chemical climate for the northeastern United States
(New York and New England) that can be incorporated into a geographic information
system (GIs) for integration with ecosystem models is presented. The variables
include average maximum and minimum daily temperature, precipitation, humidity,
and solar radiation, all at a monthly time step, as well as annual wet and dry
deposition of sulfur and nitrogen. Regressions on latitude, longitude, and elevation
are fitted to regional data bases of these variables. The equations are combined with
a digital elevation model (DEM) of the region to generate GIs coverages of each
variable.
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Introduction
Increased understanding of how ecosystems function has
allowed scientists to build predictive models that can address
the effects of disturbances such as atmospheric deposition
and climate change (Aber and Federer 1992; Rastetter et al.
1991; Pastor and Post 1986). Although intensive, plot-level
research is necessary for developing this understanding, the
environmental factors that drive ecosystems (and ecosystem
models) can change considerably across a region. Thus, it is
not possible
to make accurate assessments
large
areas simply by extrapolating site-specific model predictions.
One approach for making regional projections is combine
ecosystem models with regional-scale data bases of driving
variables within a geographic information system (Burke et al.
1990; Aber et al. 1993). In the northeastern United States such
an approach is being carried out using models like PnET, a
monthly time-step model of photosynthesis, evapotranspiration, and 'net primary droductlon of forest ecOsystems (Aber and Federer 1992).

limited by the degree to which data collection stations capture
spatial ;ariabicty across landscapes. This can presend difficulties in landscapes where climate variation is
caused largely by complex topography. The second method
cannot account easily for variation caused by local factors, but
is useful for quantifying spatial trends and applying them
across real landscapes.

Another factor to be considered is the ease with which these
methods can be incorporated into ecological modeling
exercises. The results of interpolation techniques must be
stored in digital form and called up as model input when
needed. egression methods summarize spatial trends with
equations, which allows climate drivers to be generated as ecosystem models run without having to store individual maps of all required variables. This can be important in
spatial modeling exercises where many input variables are
required across large areas.

in the northeastern United States, important spatial trends in
the variables considered occur on two scales: I)broad-scale
patterns that occur across the entire region and 2) local-scale
A crucial part of such an integration is obtaining regional-scale
patterns that result from topographic effects. Although localdata sets of the input variables required to run the model. The
scale variation caused by other factors also is expected (smallPnET model requires average maximum and minimum daily
scale circulation patterns, proximity to large water bodies), we
temperature, precipitation, and solar radiation at a monthly
seek here to explain those trends that exert the greatest influtime step, as well as soil-water holding capacity and several
ence in large-scale modeling exercises.
vegetation parameters. Similar data are reauired to run other
reaional productivity models (for example. Rastetter et al. in this report, we use multiple regression methods, where
1991). The incorporation of atmospheric deposition effects on
that occurs across
possible, to account for climatic
regional biOgeOchemistr~makes chemical
inputs an addi- the region
and with elevation. Patterns of residuals have been
tional data requirement.
examined to ensure selection of the appropriate models and
to identify factors other than regional and elevational trends.
The required soil and vegetation coverages can be derived
Digital coverages of each variable were generated by combinfrom existing digital land-cover and soil maps, available from
ing the appropriate equations with an altitude-matrix digital
the United States Geological Survey and the United States
elevation model (DEM) covering eastern New York and New
Department of Agriculture, Soil Conservation Service (USGS
England with 30-arc-second (approximately 0.8 km) resolu1986, USDA 1991) or from remotely-senseddata. However, the
tion (USGS 1987). All calculations were performed externally
remaining physical-chemical climatic variables are not availto the GIs and then imported into Arcllnfo's' GRID submodule
able readily in digital form, and must be derived from existivg
for display (ESRI 1992).
data bases in conjunction with digital elevation models. The
purpose of this report is to
simple methods for
describing the spatial variation of physical and chemical cli- Temperature
matic variables across the northeastern United States (New
Data used to perform regional analyses of maximum and
York and New England) that can be incorporated easily into a
minimum daily temperature were obtained from 164 weather
GIs for integration with ecosystem models. The variables
stations across New York and New England. At each station,
included are maximum and minimum daily temperature,
daily maximum temperature and daily minimum temperature
humidity, solar radiation, precipitation, and atmospheric depohave been recorded and averaged by month. The values used
sition. Atmospheric deposition has been discussed in more
for this report are 30-year means of these monthly averages,
detail in a previous paper (Ollinger et al. 1993).
taken from the period of 1951 to 1980 (NOAA 1982). The
stations were evenly distributed across the region and'range
Two common techniques for modeling the spatial variation of
climate variables are to: 1) use interpolation algorithms to
'The use of trade, firm, or corporation names in this pubproduce surfaces contoured to fit existing weather station
data, and 2) use regression analyses to generate equations lication is for the information and convenience of the reader.
Such use does not constitute an official endorsement or
relating variation in climate with spatial variables such as geo- approval by the U.S. Department of Agriculture or the F~~~~~
graphic position and elevation. The first method offers the Service of an" product or service to the exclusion of others
advantage of capturing local variability within the data, but is that may be biiable.
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Figure 1. -Distribution of elevation in the northeastern U.S. (from 76" W longitude and 41" N
latitude north and east through New England) as determined from a 30-arc-second digital
elevation model.
from 2 to 619 meters in elevation. Although some mountainous The longitude coefficients show that, in general, temperatures
areas in the northeast extend considerably higher, only 7 increase from east to west within the region (Table 1).
percent of the total land area of the region is above 600 m. .For maximum daily temperature, this trend is steeper during
(Fig. 1). In addition, since the average environmental lapse spring and summer months and is even slightly reversed
rate generally is linear (Lydolph 1985), temperature trends during winter months, suggesting a role of the ocean in modderived from the data can be projected to higher elevations erating temperatures. Longitude coefficients for minimum
with reasonable confidence.
daily temperature also are smallest for winter months,
although no seasonal pattern is evident throughout the
To analyze regional and elevational trends in maximum and remainder of the year.
minimum daily temperature, multiple linear regressions were
performed for average monthly values against latitude, longi- Elevation coefficients show no obvious seasonal trends
tude, and elevation. Table 1 shows the results of these regres- although minimum temperature coefficients consistently are
sions. The adjusted R2 values indicate that the equations more negative than maximum temperature coefficients (Table
explain between 56 and 93 percent of the observed spatial 1). This may reflect the occurrence of free convection during
variation (mean = 77 percent) with estimated standard errors the day, which tends to dampen vertical temperature graamong months of from 0.51 to 1.59"C. The R* values generally dients. On average, the coefficients show a decrease of
are higher for winter months when local heating is less impor- approximately 5.4"C per 1000 m increase in elevation for maxtant relative to regional temperature gradients. In general, imum daily temperatures and 7.6% per 1000 m for
predicted temperatures are in good agreement with observed minimum daily temperatures. The mean of all elevation coefficients combined gives an average temperature decrease of
values across the region (Figs. 2, 3).
6.5"C per 1000 m, the rate generally accepted by climatoloAcross the region, the dominant trend is a decrease in tem- gists as the average environmental lapse rate (Lydolph 1985).
perature with increasing latitude, a gradient that is steeper
during winter months than summer months (Table 1). This Between April and September maximum daily temperatures
pattern is typical in middle latitude regions because during the were significantly lower at sites located along the seacoast
winter, both the angle of the sun's rays and day length than at sites only slightly further inland. Since this coastal
decrease with latitude, while during the summer, solar angle influence counters the dominant trends for the remainder of
and day length decrease in opposite directions. For all the region, but affects only a small area, 15 stations located
months, the minimum daily temperature gradient is steeper within approximately 20 km of the ocean were omitted from
than the maximum daily temperature gradient, indicating the analysis above for these months. Although the area represented by these stations is unlikely to play a major role in
greater daily temperature fluctuations at higher latitudes.

2

Table 1.-Regression coefficients and statistics for monthly mean maximum and minimum temperatures across the
northeastern U.S. Coefficients are significant at p < 0.05. Number of values = 164 except for April through September
maximum temperatures where 15 coastal sites were omitted.
Coefficients
Month

Constant

Latitude

Longitude

Elevation

Mean

Adj. R2

Root MSE

Maximum daily temperature:
Jan max
67.98
Feb max
67.27
Mar max
54.14
Apr max
54.60
May max
42.15
Jun max
36.40
Jul max
42.57
Aug max
44.93
Sep max
41.17
Oct max
43.73
Nov max
56.71
Dec max
63.58
Minimum daily temperature:
Jan rnin
65.33
Feb rnin
65.96
Mar rnin
49.59
Apr min
29.84
May rnin
26.69
Jun min
26.80
Jul rnin
38.61
Aug min
42.11
Sep rnin
37.07
Oct min
27.67
Nov min
29.32
Dec rnin
48.1 1

regional modeling exercises, coastal correction factors
derived from the omitted stations could be applied. We estimated correction factors by comparing residual values (from
equations in Table 1 and observed coastal site values) with
distance from the ocean. During April, May, June, July, August,
and September, maximum daily temperatures decreased linearly by 3.0, 4.0, 3.5, 3.0, 2.5, and 1.7"C, respectively,
between approximately 20 km inland and the seacoast. This
effect was not seen for any other month.
Figures 4 and 5 show digital maps of average maximum and
minimum daily temperature for January and July, generated
by combining the equations in Table 1 with the digital elevation
model of the region. Particularly evident is the steeper latitude
temperature gradient in winter than in summer months.

Humidity
Atmospheric humidity is measured only at first-order weather
stations. Because there are relatively few of these stations, we
have not tried to conduct regional analyses using measured
humidity data. In humid climates such as the northeastern
United States, the dewpoint temperature is approximately
equal to the daily minimum temperature, because nighttime

air temperatures typically decrease only to the point at which
dew formation begins (Gentilli 1955). Thus, we estimate
humidity, expressed as water vapor pressure, from predicted
daily minimum temperature using the relationship between
temperature and saturation vapor pressure as given by Murray
(1967).
Monthly average dewpoint temperatures for 1946-1965 were
given for 27 stations in our area in the "Climatic Atlas of the
United States" (EDS 1968). We used these data to test the
assumption that average monthly minimum temperature, as
calculated from Table 1, is equal to average monthly dew point
temperature (Fig. 6). For most stations and months, minimum
temperatures predicted from the latitude-longitude-elevation
regressions were within 2°C of the measured average dewpoints. The possible error in predicted vapor pressure Is
approximately 0.1 kPa at O°C, increasing to 0.2 kPa at 20°C.
Slight seasonal biases may occur, but there is no overall bias
in the predictions for most locations. For Mt. Washington, New
Hampshire, at an elevation of 1909 m, the predicted monthly
minimum temperature is approximately 5°C lower than the
average monthly dewpoint. This bias probably results from the
high level of cloud cover experienced at the summit of Mt.
Washington, and may not be general at lower high elevation
sites.
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Figure 2.-Predicted versus observed maximum and minimum
daily temperatures for January (diagonal lines indicate 1:l
relationship).
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Figure 6.- Minimum monthly temperature and corresponding vapor pressure, predicted
from Table 1, versus measured average monthly dewpoint temperature and corresponding
vapor pressure, for 27 stations in New England , New York , New Jersey, and Pennsylvania.
Four additional Mt. Washington points and three other points are off the scale to the lower
left.

Precipitation
A regional precipitation analysis was conducted using
monthly data from 310 weather stations across New York and
New England. The stations ranged from 2 to 1909 min elevation , although most were located below 600 m. The data
consisted of average monthly precipitation amounts from 30
years of records (1951-1980) reported by NOAA (1982), with
the exceptions of NOAA stations at Slide Mountain, New York
(1945-1990) and Mt. Mansfield, Vermont (1955-1990), and the
Hubbard Brook Experimental Forest , New Hampshire,
(1969-1986, Federer et al. 1990). We do not distinguish
between precipitation forms in this report because the
applications for which this analysis is intended generally
include partitioning between rain and snow, as well as calculating snow accumulation and melt (Aber and Federer
1992).
Important spatial trends in precipitation occur at several different scales across the study area. Regionally, precipitation

10

decreases with increasing distance from the ocean , and
locally, precipitation increases with elevation (Dingman 1981 ,
Dingman et al. 1988, Ollinger et al. 1993). Elevational increases in precipitation amount occur primarily as a result of
orographic uplifting of air masses, although the magnitude of
this increase depends on many factors and is difficult to predict (Lovett and Kinsman 1990).
Estimating the elevation effect on monthly precipitation from
region-wide multiple regressions is difficult because, for many
areas within the region, the elevation range of available data is
limited. In addition , within some areas represented by the
precipitation data base, elevation is correlated strongly with
geographic position, making the two factors difficult to separate statistically. These problems are most prevalent in southern New England, where the few stations that extend above
several hundred meters in elevation lie inland , away from flat
coastal areas.

. r- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

To evaluate the effects of elevation, we used data only from the
area above 43°N latitude and between 71° and 76°W longitude
(New Hampshire, Vermont, and northern New York). This area
contains most of the region's elevational variation, with no
correlation between elevation and geographic location.
Monthly pr~cipitation data were available for 91 stations within
this area. Elevation effects from this sub-region were determined by multiple regression analyses of monthly precipitation on elevation, latitude, and longitude (where significant at p
< .10). These elevation effects were subtracted from station
data for the whole region in order to normalize all values to 0 m
elevation, an approach previously used by Dingman et al.
(1988). The "sea-level" precipitation values were then used to
evaluate regional trends for each month by regression on
latitude and longitude.
Monthly precipitation patterns resulting from this analysis are
shown in Table 2. The latitude and longitude coefficients are
consistently negative, corresponding to the regional trend of
decreasing precipitation with increasing distance from the
ocean. The coefficients also indicate that the trend fluctuates
seasonally. During the winter months, precipitation decreases
by more than 50 percent from the southeast to northwest
portions of the region . During the summer months, the trend
is much less distinct.
During June and July, there is a slight decrease in precipitation
at sites located along the seacoast. The relatively cool temperature of the ocean limits the occurrence of local
convection, which contributes a significant portion of the
precipitation during these months. To allow better representation of the dominant trends for the remainder of the region, we
omitted 23 stations lying within 20 km of the coast from the
precipitation analysis for June and July. The observed

decrease (from predicted values) in monthly precipitation at
coastal stations was approximately 1.75 em in June and 2.0
em in July, becoming undetectable at approximately 20 km
inland (the same range in which maximum daily temperatures
were affected).
Elevation coefficients (obtained from the sub-region above
43°N latitude and between 71°W and 76°W longitude) differ
significantly from winter to summer, although the differences
are less pronounced than for latitude and longitude. The elevation effects on monthly precipitation range from just over 5
cm/1000 m in June to 7.7 cm/1000 m in December. Annually,
this amounts to a 74 cm/1000 m increase, which is the same
value obtained by Dingman (1981) for Vermont and New
Hampshire.
Predicted values from the equations in Table 2 agree with
observed values with mean absolute residual varying from
0.66 to 1.25 em among months. Residuals are greatest for
winter months when precipitation is the most variable across
the region . Figure 7 shows annual patterns of observed and
predicted precipitation at three locations within the region.
Although precipitation across much of the region is evenly
distributed throughout the year, most coastal areas experience greater amounts in the winter than in the summer, and
northern inland areas experience the reverse trend. Values
predicted from the equations in Table 2 also exhibit these
trends, indicating that the regression equations adequately
capture this shifting seasonal pattern.
Figure 8 shows digital precipitation coverages for January and
July, generated by combining the appropriate equations in
Table 2 with the DEM . Precipitation has a steeper regional
gradient in January than in July, just as temperature does.

Table 2.- Regression coefficients and statistics for monthly precipitation. Elevation coefficients were determined from
the sub-region above 43°N latitude and between 71° and 76°W longitude. Other coefficients were determined after
removing elevation effects from station data. Coefficients are significant at p < .05. Number of values = 310 except June
and July where 23 coastal sites were omitted.

Coefficients
Month

Jan
Feb
Mar
Apr
May
Jun
Jul
Aug
Sep
Oct
Nov
Dec

Constant

Latitude

Longitude

Elevation

Mean

em

em/deg

em/deg

em/m

em

104.11
94.98
119.02
79.43
54.49
21.48
26.83
53.45
51.10
59.44
91 .98
106.50

-1.119
-1 .018
-1.505
-1 .001
-.609
-.197
-.143
-.614
-.599
-.545
-.894
-1.059

-.674
-.615
-.642
-.390
-.280
-.071
-.168
-.252
-.232
-.385
-.617
-.724

.0067
.0069
.0072
.0056
.0052
.0055
.0051
.0058
.0055
.0055
.0077
.0077

8.10
7.32
8.85
9.01
8.92
8.94
8.99
9.79
9.47
8.94
9.98
9.61

Adj. R2

Resid.a
em

0.48
0.47
0.63
0.52
0.51
0.61
0.48
0.41
0.37
0.42
0.41
0.47

1.15
1.09
1.05
.86
.66
.67
.78
.91
.87
.82
.96
1.25

aResid. shows mean residual values from predicted vs. observed regressions.
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from coastal (Boston) to inland (Burlington) locations.
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Solar Radiation

Table 3. -Solar radiation measurement sites.

Extensive, region-wide solar radiation data have never been
routinely collected. Therefore, it is not possible to conduct a
regional analysis using station data alone as was done for
temperature and precipitation. Instead, we use the concept of
potential radiation, defined as the amount of radiation that
would be received by a surface in the absence of the earth's
atmosphere. Daily potential radiation can be calculated for any
location as a function of day of the year, latitude, slope and
aspect, using well-known trigonometric algorithms as given
by Swift (1976). Actual radiation estimates are obtained by
multiplying calculated potential radiation by the ratio of measured to potential radiation, as determined from data for several locations within the region. This ratio is reasonably
constant when using average monthly values.
Measured radiation data were obtained from two sources. The
U.S. Department of Commerce has published 5 to 17 years of
data for solar radiation on a horizontal surface at 10 locations
within the northeastern region (EDS 1955-1972). Additional
data come from the Hubbard Brook Experimental Forest for
the years 1960 to 1988 (Federer et al. 1990). Table 3 lists the
locations of all sites used along with the periods of data
collection.
For each site listed in Table 3, average monthly measured
radiation and average monthly potential radiation were determined, and their ratios calculated. Annual patterns of the
ratios were very similar across all sites studied, indicating that
the annual pattern of atmospheric absorption does not
change substantially across the region. Thus, we averaged
ratios from all 11 sites to provide monthly ratios of actual to
potential radiation for the region (Fig. 9) . The ratio is close to
0.5 for all months except November and December, which
consistently are lower because of greater cloudiness.
To generate monthly radiation coverages for the northeast
region, potential radiation estimates were generated using the

L

A

1

.

Site
Blue Hill, MA
Boston, MA
Burlington, VT
Caribou, ME
Hubbard Brook, NH
Ithaca, NY
New York, NY
Newport, RI
Portland, M E
Sayville, NY
State College, PA

Latitude

Longitude

42.3
42.4
44.4
46.8
43.6
42.5
40.7
41.5
43.7
40.6
40.8

71.1
71.1
73.2
68.0
71.5
76.7
74.0
71.3
70.3
73.1
77.9

Period of
data collection
1955-72
1955-68
1963-72
1955-72
1960-88
1955-72
1955-72
1955-72
1955-72
1955-63
1955-71

algorithms given by Swift (1976) with latitude, slope, and
aspect data obtained from the DEM. These estimates were
then multiplied by the ratio of measured to potential radiation
for each corresponding month (Fig. 9), resulting in coverages
of predicted solar radiation (Fig. 10). This approach allows
predictionsto be generated with higher spatial resolution than
would be possible using a regional survey approach because
it includes the effects of slope and aspect. Some bias may
exist for mountaintop sites because increases in cloud cover
received by these areas are expected to decrease incident
radiation (Dingman 1981).
The radiation maps shown in Figure 10 reveal a large difference between the amount of spatial variation in summer and
winter. In the winter, the low solar elevation creates steep
gradients between north- and south-facing slopes, and between low and high latitudes. These factors are minimized in
the summer when the sun's angle is much higher.

~ . l ~ ~ . ~ . l . ~ . l . l . l . i c ~ .
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MONTH
Figure 9.-Ratio of mean monthly measured radiation to potential radiation averaged over
11 stations. Error bars show plus and minus one standard deviation.
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Atmospheric Deposition
Wet Deposition
Data representing volume-weighted mean annual concentrations of nine..major ions (NO,;
NH, +, Sod2-, H +,
Ca2+, Mg2+, K + , Na+ and CI-) in precipitation for 26 sites
across the region (including several sites in Pennsylvania)
were obtained from the National Atmospheric Deposition
ProgramINational Trends Network (NADPINTN, 1991). The
sites were evenly distributed across the region and contained between 4 and 11 years of data. Completeness criteria established by NADPINTNwere used to determine which
data were suitable for use in computing long-term mean
concentrations (NADPINTN 1990). Annual means were then
used to compute long-term, volume-weighted mean concentrations for each location.

H+, Ca2+ and K + the regional
and 13). For NO3-,
trends observed are best described as functions of longitude
alone. Including latitude in the analyses did not significantly
improve any of the relationships. Latitude is, however, a significant predictor for NH,+, resulting in an increase in NH,+
concentration from the southeast to the northwest within the
region (Table 4).

Regional trends in ion concentration were evalugted by linear regression analyses of concentrations against latitude
and longitude (Table 4). Regressions also were run with
mean annual precipitation included in order to determine
whether dilution-enrichment effects could contribute to, or
mask, spatial trends.

Concentrations of Na+, CI-, Mg2+ and K + were between two
and five times higher at two coastal sites (North Atlantic
Coastal Lab, Barnstable, Massachusetts, and Acadia National
Park, Maine) than at sites only slightly further inland, presumably due to inputs from sea spray. These data were omitted
from the regressions. For Na+ and CI-, the remaining data
show an exponential decrease in concentration with increasing distance from the ocean; this decrease can be approximated by regressing log-transformedconcentration values on
latitude and longitude (Table 4). The resulting equations do
not account for the local increases expected immediately adjacent to the seacoast, but do fit existing data for inland sites
better than regressions that include the coastal sites. Magnesium concentrations also decreased with distance from the
ocean, but the trend is weaker and is best fit as a linear
function of latitude and longitude.

For several ions, the concentrations show a more than twofold increase from east to west within the region (Figs. 11,12,

In order to generate spatial coverages of wet deposition,
these concentration trends are combined with a digital

Table 4. -Regression coefficients and statistics for ion concentrations in precipitation. Coefficientsare significant to p <
0.05 except the longitude Mg2+ coefficient for which p < 0.10. Standard errors are in parentheses. Number of values =
26 except regressions marked had two coastal sites omitted. Means for Na+ and CI- are from untransformed values.
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Figure 11. -Regional trends in mean annual concentrations of
NO,- and NH,+ in precipitation. A slight latitude trend also is
present in the NH,+ data (Table 1).
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Figure 13. -Regional trends in mean annual concentrations of
Ca2+ and K+ in precipitation.

coverage of annual precipitation, obtained from the monthly
coverages discussed previously. This improves the resolution
of predictions over using data from the deposition monitoring
sites alone both by including regional precipitation trends and
by providing a means of estimating increases in wet deposition with elevation. We have assumed that there are no elevational trends in ion concentration. The few relevant studies that
have been conducted support this assumption (TVA 1983;
Scherbatskoy and Bliss 1984; Lindberg et al. 1988; Miller et al.
1993).
Wet deposition of nitrogen (NO3- + NH4+) at low elevations is
predicted to range from approximately 6.6 kg ha-l y r l in
western New York to 3.0 kg ha-I yr-I in eastern Maine. Predicted wet sulfur deposition ranges from 9.4 to 4.3 kg ha-' yr-I
across the same gradient. With elevational increases in precipitation (Table 2), predicted wet deposition of N and S to high
elevation sites can be nearly twice that received by adjacent
low elevation sites.
In addition to the spatial trends in ion concentrations discussed above, SO4,- and several other ions have decreased
in concentration through time over the last decade (Hedin et
al. 1987, Driscoll and Van Dreason, 1993). Although there is no
relationship within the NADPINTN data set between the time
periods of data collection and the location of collection sites
(indicating that the spatial trends observed are independent of
temporal trends), the equations in Table 4 do not account for
temporal trends, and apply approximately to an average year
within the data record. This does not greatly affect current
estimates, but future projections could be substantially offset if
these temporal trends continue.
To evaluate the effects of temporal trends within the NADPI
NTN data set, we performed latitude-longitude regressions
using yearly concentration data rather than long-term average
concentrations, and included time of data collection as an
additional variable. This approach does not replace conducting time series analyses for each collection site, but does
allow temporal trends to be integrated across the entire study
area.
For the ions S042-,Ca2+, Mg2+ and K+, collection time was
significant at p < 0.05. Coefficients showing rates of decline in
concentration for these ions (in mg I-' yrl) are 0.0305, 0.0054,
0.0059 and 0.0009, respectively. Temporal trends for these
four ions from 1980 through 1989 are shown in Figure 14. No
other ion, including hydrogen, showed any significant change
over the period of data collection.

Dry Deposition
Due to the difficulties associated with measuring dry deposition fluxes to complex surfaces, few reliable dry deposition
data exist. As an alternative, we use an inferential method
whereby atmospheric concentrations of dry-deposited species are combined with estimates of deposition velocities in
order to estimate dry deposition amounts.
Data on atmospheric concentrations of the gases SO, and
HNO, and the aerosol species NO3-, SO,and NH4+ were

obtained from several sources. Annual mean data for 11 sites
in New England, New York, Pennsylvania, and New Jersey for
1989 and 1990 were obtained from the National Dry Deposition Network (NDDN) sponsored by the Environmental Protection Agency (Edgerton et al. 1991; Edgerton and Lavery 1991).
Two other sites that obtained data using the
same methods were included: the Huntington Forest site in
the eastern Adirondacks (1986-1988 mean concentrations
reported by Johnson and Lindberg 1992), and the Institute of
Ecosystem Studies site in southeastern New York (19881990 mean concentrations, IES 1988, 1989, 1990). We evaluated regional trends of air concentrations by regression analysis of mean annual concentrations against latitude and
longitude. The density of sites is not sufficient to resolve any
elevation effects.
In contrast to precipitation chemistry, atmospheric concentrations vary to a greater extent with latitude than with longitude
within the region (Figs. 15, 16). With the exception of aerosol
NO3-(not shown), the latitude coefficient was highly significant
in all the regressions, but longitude was significant at the p <
0.05 level only for SO, (Table 5). Longitude was significant at
the p < 0.1 level for S042-, and its inclusion improved the
regression R2 value, so it was retained in the final equation.
The latitude coefficients are consistently negative, indicating
that concentrations decrease from south to north. The longitude coefficients for SO, and S0,2- are positive, corresponding to an increase in concentrations from east to west. Across
the study area, the magnitude of the latitude effect is stronger
than the longitude effect for SO, while the two effects are
more nearly equal for S042-.For HNO, and NH4+,the longitude coefficients were not significant and only latitude is used
in the predictions.
To calculate dry deposition fluxes from atmospheric concentrations, dry deposition velocities must be specified. Deposition velocities are difficult to measure and are variable in
magnitude, depending on the nature of the depositing substance, the deposition surface, and meteorological factors.
Within the northeastern United States the factors most likely to
cause changes in dry deposition are the vegetation cover
present, meteorological conditions, and atmospheric concentrations. If we restrict our predictions to deciduous forests
and assume that average meteorological conditions (for
example, wind speed) do not vary substantially across the
region, the patterns in atmospheric concentrations will reflect
patterns of dry deposition. This assumption is supported by
Edgerton and Lavery (1991) who calculated that changes in
deposition of SO, across the eastern United States are influenced to a much greater extent by concentration differences
than by differences in deposition velocity.
We use deposition velocity estimates representative of a
deciduous forest (averaging growing and dormant season
values for an annual mean, in cm s-I) of 1.3 for HNO, and 0.13
for aerosol S042-, NO,- and NH4+ (Lindberg et al. 1986). For
SO, we chose a deposition velocity of 0.22 by taking the
average of values calculated by Edgerton and Lavery (1991)
for several sites across the region. These are our best estimates of the dry deposition velocities, but they may be inaccurate by as much as a factor of 2.
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Figure 15. -Regional trends in mean annual air concentrations of HNO, and aerosol NH,+. No trend was observed for
aerosol NO,-, which is not shown.
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Table 5.-Regression coefficients and statistics for air concentrations of dry deposited species. Coefficients are
significant to p < 0.05 except the longitude S0,2- coefficient, for which p < 0.10. Standard errors are In parentheses.
Number of values = 13.
Chemical
Species

Constant

Coefficients (S.E.)
Latitude
Lonaitude

Mean

Adi. R2

Root MSE

P

Aerosol
Sod2HNO,
vapor
Aerosol
NO,Aerosol
NH,+

12.8035
(1.62)

0.2655
(0.04)

-

Dry deposition estimates are generated by combining the air
concentration trends (Table 5) with the above deposition
velocities for all species except aerosol NO3-.Because aerosol
NO3- concentrations did not show significant trends with latitude or longitude, the regional mean value (0.75 pg m-3) was
used for all locations. In most cases, aerosol NO3-contributed
less than 10 percent of the total dry N deposition. Confidence
in the resulting predictions is limited by the uncertainty surrounding the deposition velocities, which again, are applied
only to a "typical" deciduous forest, and are assumed to
remain constant across the region. In addition, too little information exists to address elevational trends in dry deposition,
although some increase in dry deposition with elevation might
be expected (Lovett and Kinsman 1990).
Predicted dry deposition of S varies from 7.5 kg ha-1 yr-1 in
southwestern Pennsylvania (88 percent as SO,) to only 0.27
kg ha-' yr-l in northern Maine (0percent as SO,), principally
because of the strong gradient in SO, concentration. Predicted dry deposition of S is slightly greater than wet deposition in southwestern Pennsylvania, but is only 7 percent of wet
deposition in northern Maine.
Total dry N deposition also varies substantially, from 3.6 kg
ha-l yrl in the southwest (78 percent as HNO, 2 percent as
NO3- and 20 percent as NH,+) to 2.2 kg ha-I yr-I in the
northeast (71 percent as HNO, 12 percent as NO3- and 17
percent as NH,+). Predicted dry N deposition is 46 percent of
wet deposition in southwestern Pennsylvania and 20 percent
of wet deposition in northern Maine.

Total Deposition
Combining the east-west wet deposition gradients of N and s
compounds with the predominantly north-south dry deposition gradients produces trends of decreasing total deposition
from the southwest to the northeast within the region. Predieted total deposition of sulfur decreases from about 19 kg s
ha-1 y r l in southwestern Pennsylvania (40 N, 80 W, 300 m

elevation) to less than 5 kg S ha-1yr-I in northern Maine (46 N,
69 W, 300 m) (Fig. 17). Predicted total nitrogen deposition
decreases from approximately 11.5 kg N ha-l yr-I to less than 4
kg N ha-l yr-I along the same gradient (Fig. 17). Elevational
increases in deposition predictions are driven only by
increases in predicted precipitation. We did not attempt to
include cloud water deposition although cloud water can contribute substantial inputs to high elevation sites (Lovett and
Kinsman 1990).
It also should be noted that the measurement sites from which
air and precipitation chemistry are available are located in rural
areas to avoid local enhancement of atmospheric deposition
from cities and other large pollution sources. Although such
sources exist within the study region, especially in southern
and coastal areas, their local effects are not accounted for in
the deposition patterns shown here because necessary data
are not available to quantify them. A particularly important
example of this problem is nitrogen dioxide (NO,), which may
cause large increases in N deposition near urban areas
(Hanson et al., 1989), but is not measured at the air concentration monitoring sites used in this study.

Conclusion
Many environmental factors that influence terrestrial ecosystems vary greatly across space and time. This variation
must be accounted for in order to apply ecosystem modeling
successfully to landscape and regional scales, especially in
evaluating effects of large-scale disturbance or global change.
Because geographic information systems are designed to
allow spatial data to be stored and manipulated, they can
provide a useful environment in which to link ecosystem models with driving climate variables. In this report, We have identified patterns of several physical and chemical climate
variables across the northeastern United States that have
potentially important effects On the function of forest eC0systems across the region. We also have demonstrated how

those patterns can be used to generate spatially explicit coverages within a GIs.
The climate variables we have discussed are those required
by a model of forest productivity and hydrology (PnET, Aber
and Federer 1992), and were not previously available in digital
form. The methods used to evaluate and quantify spatial
trends were chosen with consideration of the limitations of
available data bases, the nature of spatial variability observed
and degree to which it influences regional productivity, and
the ease with which predictions can be combined with ecosystem models. In regions with different physiographic and
climatic variability, other methods may be more appropriate.
Linking ecosystem models with geographic information systems can provide a powerful tool for assessing the spatial
variability of important ecosystem properties and projecting
future effects of human impacts across real landscapes. Making this link requires that spatial coverages of important
environmental parameters be created from available data
bases. Decisions on how to perform this task may involve
tradeoffs, and should be made with consideration of both the
nature of the climatic variability encountered and the compatibility of resulting predictions with ecosystem models. With
these decisions properly made, the modeling-GIs link can
help bring ecosystem science from the plot level to scales at
which elements of environmental change act.
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