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Abstract. Modern Wireless Sensor Networks are moving from singe-
purpose custom built solutions towards multi-purpose application host-
ing platforms. These platforms support multiple concurrent applications
managed by multiple actors. Reconfigurable component-models are a vi-
able solution for supporting these scenarios by reducing management and
development overhead while promoting software reuse. However, implicit
parameter dependencies spanning component compositions make recon-
figuration complex and error-prone. This paper proposes composition-
safe reparametrization of components. This is accomplished by offering
language annotations that allow component developers to make depen-
dencies explicit and network protocols to resolve and enforce parameter
constraints. Our approach greatly simplifies reparametrization while im-
posing minimal runtime overhead.
1 Introduction
Early WSNs supported single purpose applications with little or no runtime
reconfiguration support. Typically, a single party built, owned and maintained
the WSN. With the advent of shared sensing infrastructures, e.g. Smart Cities [7]
and Smart Offices [10], WSNs are evolving to become more open and multi-
purpose [13, 9]. A single WSN infrastructure can host multiple applications at
the same time that are managed by multiple actors.
Reconfigurable component models have proven to be a promising solution
for managing the complexity of developping WSN applications [9]. Examples of
runtime reconfigurable component systems include OpenCOM [5], RUNES [4],
OSGi [12], REMORA [14] and LooCI [8]. These systems provide the capabilities
required to manage component life-cycle, configuration, introspection, and as-
sembly at runtime. An essential feature of component-based WSN infrastructures
is component reuse, where one component can offer functionality to multiple ap-
plication compositions. This way, both platform resources (i.e. Flash, RAM) and
code are shared between applications.
Contemporary component-based systems have some drawbacks when sharing
component instances. Configuration conflicts may arise due to resource compe-
tition and contention. While component binding dependencies are explicit in the
form of interfaces and receptacles, implicit dependencies may arise in a software
composition due to application level constraints which are enforced through the
setting of configuration parameters. Consider a software composition that de-
2 Wilfried Daniels et al.
tects vehicle motion, using a composition of a magnetometer component and
a motion detection component. The magnetometer component must sample at
2 Hz in order for the motion detection component to function properly. This
required configuration generates an implicit parameter dependency between the
magnetometer and motion detection components that is not expressible with
state of the art component models.
Manually resolving these implicit dependencies is difficult and error-prone.
In a multi-purpose WSN infrastructure where multiple actors reuse and recon-
figure components, no single actor has an accurate understanding of all existing
compositions and parameter dependencies. Existing compositions have to be in-
trospected remotely, which incurs developer overhead and message passing over-
head. Failure to resolve an implicit parameter dependency will cause disruption
due to erroneous configurations of existing applications.
In this paper we present an approach that externalizes implicit distributed
dependencies generated from component parametrization in distributed appli-
cations. This allows for automatic composition-safe reparametrization in multi-
actor WSNs. Our solution has 3 elements: Firstly, we provide language constructs
which can be used by component developers to make parameter constraints and
dependencies explicit across component compositions. Secondly, a network proto-
col is presented which automatically resolves these dependencies when composing
components at runtime and flags constrained parameters with the corresponding
constraints. Lastly, we introduce a reparametrization algorithm which enforces
constraints and enacts the necessary distributed reparametrization when setting
constrained parameters, guaranteeing composition-safe reconfiguration.
Our evaluation shows that our approach reduces runtime reconfiguration ef-
fort and latency in scenarios where component sharing is necessary. It incurs
very little development and runtime overhead that is quickly compensated for.
Critically, we notice a significant decrease in network traffic when we compare
our reparametrization algorithm to an automated back end graph walk to resolve
parameter dependencies.
2 Motivation
One year ago our research group created a smart office environment that supports
four applications. These applications are: facility management, workforce man-
agement, security and workplace safety, each of which is managed by a different
stakeholder. For these applications, we have logged and analyzed reconfigura-
tion effort and latency. Our analysis revealed the previously unknown problem
of implicit dependencies between parametrized components in a composition.
To further investigate, we conducted a series of experiments designed to better
understand the impact that implicit dependencies have on reconfiguration effort
and latency.
Experiment description During the experiments, we tasked seven experi-
enced component developers with a series of reconfiguration exercises to be con-
ducted on the smart office. In each exercise the component assembler had to
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Fig. 1: Classes of compositions with implicit dependencies
plan and enact an extension to one of the running applications. Throughout the
experiment we tracked reconfiguration effort, latency and disruption.
We assume there is no inter-stakeholder coordination of reconfiguration plans
and there is no up to date global view of the system. The assemblers all started
out having limited information in regards with the configuration and state of all
the running component instances and the applications.
The reconfiguration typically happens in 4 steps: (i) reading and under-
standing the required changes, (ii) identifying and remotely introspecting the
components of interest to check if and how they are reusable, (iii) checking if
the desired reconfiguration adversely affects any of the running applications,
(iv) creating and executing a reconfiguration plan.
Results Analysis revealed that implicit parameter dependencies arise every
time the consumer component has application requirements that constrain the
possible values used to configure the functionality implemented by the producer
component.
Classes of component compositions We have identified three classes of com-
ponent compositions in our smart office environment where implicit dependencies
are generated, see Figure 1.
Figure 1a depicts a Producer-Consumer composition. This is the imple-
mentation of the scenario previously explained in the introduction, where a Mo-
tion Sensing component requires a Magnetometer to sample at 2 Hz. In this
case, the Motion Sensing component has an implicit dependency with the sam-
ple interval of the Magnetometer. Therefore the application requirements reified
in the Motion Sensing component constrain the valid values for configuration
property in the Magnetometer.
Figure 1b exemplifies the Producer-Processor-Consumer composition,
where the implicit dependency is propagated from producer to consumer through
a data processing component without any configurable parameters, thus only
relaying implicit dependencies. A Temp. Sensor component samples at 10 Sa/h,
the reading’s units are converted and consumed by a Climate Control actuator
component.
In Figure 1c, a Producer-parametrizedProcessor-Consumer composi-
tion is shown. The Methane Sensor component samples at a rate of 6 Sa/h, then
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an Averager component aggregates the data of 3 samples, which is consumed by
an Air Quality component. Averager is a data processing component which has
a configurable parameter that is constrained by the consumer, i.e. Air Quality.
Both the Methane Sensor and Averager have implicit parameter dependencies
with the consumer component because Air Quality has requirements on the tem-
poral resolution of the readings. This constrains the valid parameter values for
both Averager and Methane Sensor.
The software compositions classified above may be arbitrarily long, for in-
stance having multiple Processors or parametrizedProcessors interconnected in
a composition.
3 Background
In this section we discuss the requirements of our approach on component based
middleware. We then enumerate the roles that a component can play during
composition-safe reparametrization. Finally we provide a classification of con-
straint types.
3.1 Component model requirements
Our approach requires: (i) explicit interface and receptacle declarations, (ii) a
unique identifier (uid) for each interface and receptacle type and (iii) reparametriza-
tion of running components. These requirements are met by all runtime reconfig-
urable components models, including: RUNES [4], REMORA [14], OpenCOM [5]
and LooCI [8].
3.2 Component roles
Our analysis revealed three component roles, each of which must be considered
when resolving distributed parametrization dependencies. We describe each of
these roles, with reference to the example smart office compositions shown in Fig-
ure 1.
1. Constrained components: These are components which produce events
differently based upon their parametrization. A concrete example of such a
component is the Temp. Sensor component shown in Figure 1b. The Sam-
pling Rate parameter (SR) influences how often temperature data is sensed
and transmitted. which is constrained by the Climate Control component.
2. Relaying components: Relay components do not have constrained pa-
rameters, or constrain the parametrization of other components. They do
however serve as a relay of parameter constraints along the chain of compo-
nents in a composition. In Figure 1b, the ◦C to ◦F converter is an example
of a relaying component. It relays data between a constrained component
Temp. Sensor and the constraining component Climate Control.
3. Constraining components: Constraining components consume data that
is produced and processed by other components in the composition. Con-
straining components require a specific parametrization of components pro-
ducing and processing the data. The Climate Control component shown in
Figure 1b is an example of a constraining component. It requires that the
sampling rate of the Temp. Sensor component has a fixed value.
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A component may play multiple roles at the same time. For example, the Av-
erager component in Figure 1c relays a parameter dependency from the Methane
Sensor (Sampling Rate) and also has a constrained parameter (Averaging Inter-
val). Both of these parameters are constrained by the Air Quality component.
3.3 Constraints
Constraining components impose two categories of parameter constraints: Lock-
ing and Synchronizing.
1. Locking constraints lock constrained parameters to a specific value or
range. An example of this is the constraint imposed by the Climate Control
component in Figure 2a. This constraint locks the Sampling Rate parameter
of Temp. Sensor to 10 Sa/h. Another possibility is constraining the range of
acceptable parametrization, e.g. 8 to 14 Sa/h.
2. Synchronizing constraints require the synchronization of multiple param-
eters in the composition. This is illustrated in Figure 2b, where the sampling
rate of the 2 Sensor components has to be time synchronized in order for
the Comfort Level component to aggregate the data and function properly.
[uid1][uid1] [uid2]
°C to °F
Relay:
[uid1] ➞ [uid2]
Climate Control
Constraint:
[sr_id] over [uid2]
= 10 Sa/h
Temp. Sensor
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Sample Rate [sr_id]
over [uid1] [uid2]
(a) Chain of components with Lock constraint
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[sr_id] over [uid1],
[sr_id] over [uid2]
Temp. Sensor
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Sample rate [sr_id] 
over [uid1]
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Constr. Parameter:
Sample rate [sr_id] 
over [uid2]
[uid1] [uid1]
[uid2] [uid2]
(b) Synchronize constraint
Fig. 2: Component roles and constraint types
4 Design
4.1 Language annotations
In order to offer composition-safe reparametrization, component developers must
specify parameter dependencies, relaying behaviour and constraints. To achieve
this, we introduce a set of language annotations.
For constrained components, developers use the syntax shown in Listing 1
to identify constrained parameters. Constrained parameters are assigned an id,
which is used by the constraint resolution protocol to reference the parameter.
The component developer must specify both the id of the constrained parameter
and the uid of associated the outgoing interface. Figure 2a shows an annotated
version of the composition visualized in Figure 1b. In this scenario, the Temp.
Sensor component specifies ConstrainedParameter(sr id,uid1) to define the
constrained parameter.
For relaying components, developers must specify the uid of the incoming
receptacle and the outgoing interface over which the dependencies have to be re-
layed. Listing 1 shows the syntax that is used by relaying components. For exam-
ple, the ◦C to ◦F component in Figure 2a specifies DependencyRelay(uid1,uid2).
For constraining components, developers use the syntax shown in Listing 1.
Constrained parameters are designated by their parameter id together with the
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uid of the incoming receptacle. The tuple formed by this pair of values uniquely
specifies a constrained parameter. Lock constraints are specified by appending
the parameter identifying tuple with the constraint itself, which is either a range
or a single value. Synchronizing constraints are specified by providing a number
of parameter-identifying tuples, the values of which must remain the same. The
example lock constraint of the Climate Control component shown in Figure 2a
is expressed as follows ParameterLock(sr id,uid2,10Sa/h). The example syn-
chronization constraint of the Comfort Level component shown in Figure 2b is
expressed as ParameterSync({sr id,uid1},{sr id,uid2}).
ConstrainedParameter(
parameter -id, // Reference to constr. parameter
interface -uid); // Outgoing interface uid
DependencyRelay(
receptacle -uid , // Incoming receptacle uid
interface -uid); // Outgoing interface uid
ParameterLock(
parameter -id, // Reference to constr. parameter
receptacle -uid , // Incoming receptacle uid
constraint); // Open/closed interval or value
ParameterSync(
{parameter -id , // Reference to constr. parameter
receptacle -uid},// Incoming receptacle uid
{paramter -id ,receptacle -uid}, ... );
Listing 1: Language annotations defining implicit parameter dependencies
4.2 Constraint propagation protocol
In this section, we introduce a network protocol that efficiently relays appropriate
constraints from constraining components to constrained components. Bindings
may be local, or may cross node boundaries, requiring the transmission of a radio
message.
The constraint propagation protocol has two phases. In phase one, descrip-
tions of constrained parameters are propagated along the chain of components
as bindings are made. A caching mechanism is used at every component along
the chain from the constrained component to the constraining component. Ev-
ery time a new binding is made, the local cache of the component is checked for
constrained parameters that should be forwarded. These cache entries are then
forwarded along the chain as far as existing bindings allow. Passing constraint
information along the component graph is required because components have no
a priori knowledge of the application composition in which they will participate.
In phase two, constraints are sent back directly to the constrained components.
The process of locking constraint propagation for the composition shown in
Figure 2a is shown in Figure 3a. When the first binding is made, Temp. Sensor
forwards its constrained parameter to the ◦C to ◦F component, which caches it.
Next, when the last binding is made, ◦C to ◦F forwards this constrained param-
eter to Climate Control, which matches it with a lock constraint and sends this
constraint back directly. A synchronizing constraint must be propagated to all
synchronized components and thus the constraining components must store ref-
erences to each synchronized parameter and its associated component. Figure 3b
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Fig. 3: Step-by-step constraint resolution of compositions from Fig. 2
illustrates how synchronizing constraints are propagated when building the com-
position of Figure 2b. When the first binding is made, Temp. Sensor forwards
its constrained parameter to Comfort Level, where it is matched with a synchro-
nization constraint. As there are currently no other synchronized parameters,
none are sent back with the reply containing the synchronization constraint.
When CO Sensor is bound, the same happens except this time a reference to
sr id on Temp. Sensor is sent back with the synchronization constraint to CO
Sensor. Lastly, an update with a reference to sr id on CO Sensor is sent to
Temp. Sensor.
4.3 Constraint enforcement protocol
The constraint enforcement protocol ensures parameter constraints are main-
tained during reparametrization. This is accomplished by checking the con-
straints specified in the constraining component every time a parameter on a
constrained component is set.
This requires 3 steps: (i) check all lock constraints on the parameter, and
return a Constraint not met error message if one is broken, (ii) if no lock con-
straints are broken, tentatively store the new value for the parameter (NPV),
(iii) enforce all synchronization constraints by setting all synchronized param-
eters on remote components to NPV. This recursively triggers the same 3 step
constraint check on the remote component. If any remote component returns a
Constraint not met error message, the local change is rolled back and the same
error is returned. If all parametrizations succeed, set the local parameter to NPV
and return a Success message to the parametrizing entity.
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5 Implementation and Evaluation
5.1 Implementation
A prototype was implemented on the LooCI [8] middleware. LooCI is a middle-
ware for building distributed component based WSN applications. It complies
with all of the requirements listed in section 3. LooCI supports a number of plat-
forms. We implemented our approach on the Contiki [6] based AVR Raven [1]
port of LooCI. The Raven mote offers a 16 MHz Atmel MCU, 16 KB of RAM
and 128 KB of flash memory. All of the functionality necessary was implemented
using LooCI components, requiring no modifications to the middleware.
5.2 Evaluation
We evaluated the performance of our approach against the original version of
LooCI in terms of both middleware overhead and commands issued. The per-
formance was assessed in 3 specific scenarios inspired by our Smart Office de-
ployment. The scenarios build on top of each other, and Figure 4 shows the final
complete distributed application composition. In every scenario, functionality is
added by deploying new components and binding them to existing ones.
In scenario 1, an automatic light/climate control system is deployed over
2 nodes. A first node collects the light and temperature readings and averages
them. The controller components are deployed on a separate node and constrain
the sensor sampling rates. Scenario 2 expands upon the first scenario by in-
troducing a node which samples and averages CO and Methane readings. All
4 sensor readings are aggregated in a Comfort Level component deployed on a
separate node, which evaluates the level of comfort in an office. Comfort Level
imposes a synchronization constraint on all sensors, together with a lock con-
straint on the averaging window of all averager components. In scenario 3,
Air Quality is added, which uses the existing CO and Methane sensors. This
component imposes additional constraints on the sampling rate of the sensors.
Component size overhead Component sizes in reconfigurable component
models are significant because they largely determine energy expenditure during
deployment due to radio usage, and thus impact node lifetime. Our approach
Light
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Light Control
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SR > 2 Sa/h
Temp
Parameter:
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Averager
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Parameter:
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Temp Control
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Comfort Level
Constraint:
Sync. All SR
All AI = 2 Sa 
Air Quality
Lock Constraint:
All SR = 12 Sa/h
Fig. 4: Distributed component composition used in evaluation
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requires components to be annotated with metadata. The storage of this meta-
data incurs overhead on the size of the deployable components. On average,
scenario 1 incurs a component size overhead of 18.3 bytes, scenario 2 incurs
an extra 18.4 bytes and scenario 3 incurs an extra 19 bytes. These overheads
are insignificant when compared to an average unannotated component size of
790 bytes (worst case overhead of 2.4%).
Static middleware overhead Without any components deployed, LooCI still
needs space in both flash and RAM memory in order to provide functionality.
The additional components required to implement our approach increase this
static overhead. We evaluate both Flash and RAM usage. Considering the 128
KB of flash and 16 KB of RAM available, our modified version uses respectively
5.3% (65130 bytes vs. 58162 bytes) and 2% (9351 bytes vs. 9030 bytes) more of
the total flash and RAM than the original LooCI. In conclusion, the overhead
imposed by our modifications is minimal.
Dynamic middleware overhead The execution of components results in the
dynamic allocation of RAM on top of the base consumption discussed in the pre-
vious subsection. Figure 5 shows a detailed breakdown of the average allocated
memory per node. The allocations can be split in three categories: memory used
by component instance bookkeeping, memory used for storing component bind-
ings and dependency and constraint caches. Note that scenario 2 and scenario
3 have a higher average overhead then the first scenario in our prototype. This is
due to the introduction of the synchronization constraint in the second scenario,
which requires more cache space on each node. Taking into account the 16 KB
RAM available, in the worst case (scenario 2) this means on average 0.83%
more RAM used on each node (213 bytes vs. 76.3 bytes).
Network overhead Another point of comparison is the overhead of messages
sent over the network when reparametrizing and binding. When binding compo-
nents dependencies are propagated, generating some message overhead. In case
of scenario 2 and scenario 3, we only count the messages sent when expanding
the previous scenario. For scenario 1, we measured an increase from 6 to 12
messages, for scenario 2 we increase from 10 to 62 and in scenario 3 message
overhead increases from 4 to 10.
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Fig. 5: Breakdown of the average dynamic RAM overhead for each scenario
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It is clear that the modified version has more overhead due to the constraint
propagation protocol, which runs at bind time. This is again most apparent in
scenario 2, where a nontrivial amount of network traffic is generated keeping
the synchronization caches consistent over all nodes. It is important to note that
binding is less frequent than reparameterization, where the constraint enforce-
ment protocol gives significant savings.
Table 1 gives an overview of the amount of messages sent when reparametriz-
ing either one of the sampling rate parameters of the sensors, or the interval of
one of the averagers. In the original version, the running component composition
has to be remotely instrospected to ensure that all constraints are met. This gen-
erates significant network usage. A worst case example is the reparametrization
of the sampling rate in scenario 3, where 28 extra messages have to be sent for
each reparametrization. Our approach is thus a significant improvement.
Scenario 1 Scenario 2 Scenario 3
Messages Commands Messages Commands Messages Commands
Sample Rate
Original 8 8 31 31 32 32
Modified 1 1 4 1 4 1
Avg. Interval
Original 4 4 6 6 6 6
Modified 1 1 1 1 1 1
Table 1: Number of messages and commands sent when reparametrizing
Reparametrization commands issued The advantages of our approach is
also most apparent when comparing the amount of commands an actor has to
issue and the associated network traffic generated during reparametrization. Ta-
ble 1 shows this data for each scenario when reparametrizing the sampling rates
and the averager intervals. Because the original version has no automatic con-
straint enforcement, the actor has to introspect the composition manually to en-
sure that all constraints are met and that the reparametrization is composition-
safe. In all cases this generates significantly more commands and messages (on
average 24 times more).
6 Related Work
In this section we provide an overview of the state of the art in two areas:
reconfiguration approaches used in component-based systems and enhancing re-
configuration by leveraging metadata annotations.
6.1 Reconfiguration in component-based systems
Reconfiguration approaches in component-based systems for WSNs can be
broadly categorized into structural and behavioral reconfiguration [2]. Struc-
tural reconfiguration is defined by the ability to modify the structure of the
component graph. This is achieved by the addition or removal of components
and bindings. Behavioral reconfiguration on the other hand allows for the modi-
fication of component behavior by offering fine-grained adjustments at runtime.
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In the context of WSNs, several well known component-based systems sup-
port structural reconfiguration. Examples include RUNES [4], REMORA [14]
and LooCI [8]. In these systems, components can be deployed, configured and
interconnected at runtime. Our approach builds upon, and is complementary to,
these approaches by extending their capabilities through the externalization of
implicit parameter dependencies.
Fine grained behavioral reconfiguration is commonly achieved by modify-
ing component configuration parameters. Modifying component configuration
parameters is commonly achieved by exposing a configuration interface, as in
LooCI [8], RUNES [4] and REMORA [14]. To the best of our knowledge, no
existing system checks parameter dependencies.
6.2 Metadata annotation in components
Using metadata to inform reconfiguration has been proposed in a variety of ap-
proaches. As in Meshkova et al. [11] who proposes a standardized metadata
language for component-based WSNs aimed to enhance interoperability. An
XML based language is used to describe component dependencies, interfaces,
attributes etc. This metadata can be used in the backend for deployment deci-
sions and runtime reconfiguration. Cervantes et al. [3] specify metadata in XML
files called Instance descriptors, which are deployed along components. These are
used to describe a context aware component model which dynamically adapts
component compositions based on component availability.
Neither [11] nor [3] would actually run on resource constrained WSN nodes
due to their processing and communication overheads. In order to overcome
processing overheads they rely either on back end processing or a resource rich
platform. Furthermore they are not concerned with energy expenditure, thus
transmission overheads incurred in generating updated global view are subopti-
mal. Our metadata language refrains from using standardized markup languages
and does not require updated global view to inform reparametrization. Thus it
does not incur in high processing or transmission overheads.
7 Conclusion
In this paper we identified a new problem for distributed component-based sys-
tems: implicit parameter dependencies. These implicit distributed dependencies
occur when parameters are constrained across component compositions and in-
troduce complexity during reparametrization. We propose a solution which lever-
ages annotated components to externalize and enforce these implicit constraints
at runtime. We do this in a way which minimizes messaging over the network
and with acceptable memory costs for a resource constrained platform. By re-
solving parameter constraints in the middleware, our approach greatly simplifies
reparametrization by avoiding the need for extensive introspection to identify
these implicit dependencies.
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