The vibrational self-consistent field method is used to analyze the inhomogeneous spectral distribution of transitions caused by vacancies and thermally populated phonons, specializing to molecular iodine isolated in an Ar matrix. At experimentally relevant temperatures, for a vacancy concentration of 1.4%, both defect-induced and phonon-induced spectral shifts contribute to the spectral distribution. Both contributions scale linearly with vibrational overtone number. The predicted widths are consistent with reported resonant Raman spectra. In time-resolved coherent anti-Stokes Raman scattering ͑TRCARS͒ measurements, spectral indistinguishability implies that all members of the inhomogeneous ensemble contribute coherently to the detectable homodyne signal. The connection between spectral distribution and the observable in TRCARS is derived. The predicted polarization beats and free induction decay due to the inhomogeneous ensemble are in qualitative agreement with experiments.
I. INTRODUCTION
Matrix isolated iodine has been extensively used as a prototype for investigating time-resolved molecular photodynamics in rare gas solids, which in turn represent a valuable limit in condensed phase dynamics in general. 1 To date, the majority of the experimental effort has been devoted to measurements in the electronically excited states, designed to elucidate processes such as bond breaking and remaking, 2 nonadiabatic dynamics, 3 the relaxation of vibrational coherences, 4 their controllability, 5 and related issues. The first time-resolved measurements that interrogate vibrational coherences on the ground electronic surface were recently reported. 6 In these time-resolved coherent anti-Stokes Raman scattering ͑TRCARS͒ studies of I 2 isolated in matrix Ar, vibrational superpositions are prepared on the ground electronic state and their evolution is monitored in real time. The report was limited to packets prepared near vϭ4. More extensive measurements, as a function of vibrational quantum number and temperature, have since been obtained. 7 The gross information in such measurements is the coherence decay time, which near vϭ4 occurs on a time scale of ϭ10 ps. This information should also be contained in widths of resonant Raman ͑RR͒ lines. However, the implied width of ⌬ϭ (2) Ϫ1 ϭ0.5 cm Ϫ1 is significantly narrower than the highest experimental resolution of ϳ10 cm Ϫ1 used in reported RR measurements to date. 8, 9 Given that vibrational relaxation in iodine, in liquid Xe at 280 K, proceeds on a time scale of 10 Ϫ9 s, 10 and based on its known temperature and density scaling, 11 it is safe to assume that the observed decay in the cryogenic matrix is not due to relaxation, but rather due to dephasing. Both homogeneous processes, in the form of pure dephasing and vibrational redistribution in the lattice modes, and inhomogeneous distributions due to defects and anharmonically coupled thermally occupied phonons, may contribute to the observable decay. Here, we assess the potential roles of spectral inhomogeneity caused by vacancy point defects and thermal phonons, and their expected contribution to the dephasing of vibrational coherences. 12 It should be noted that in the case of polar impurities, long-range energy transfer and spectral diffusion are additional channels of dephasing, as has been recently demonstrated in time-resolved infrared photon echo measurements on CO isolated in solid nitrogen. 13 Rare gas matrices are polycrystalline inclusion solids that are grown under nonequilibrium conditions. 14 As such, all rare gas matrices must contain a significant density of lattice defects that may act as a source of spectral inhomogeneity. Despite the recognition of this fact, the quantification of defects and their role on time or frequency-dependent observables has all but been ignored. This omission may be ascribed to the practical consideration of the absence of convenient and reliable experimental tools to quantify defects. 15 Moreover, in the specific system of matrix isolated iodine, much of the excited state pump-probe observables are not a͒ Author to whom correspondence should be addressed; electronic mail: aapkaria@uci.edu sensitive to defects, as evidenced by the success of simulations that assume a perfect lattice. [2] [3] [4] [5] General treatments for the effect of point defects on the optical line shape of impurities exist. 16 Given a theoretical method of sufficient accuracy, it should be possible to go beyond general models in assessing the contribution of defects to spectral inhomogeneity and dynamical implications therein. Such a tool is provided by the adaptation of the vibrational self-consistent field ͑VSCF͒ method which we recently reported. 17 This variant of the method enables the computation of anharmonic energy levels and wave functions of molecules embedded in a solid matrix, in a framework that explicitly treats the vibrations of the lattice atoms and their coupling to the molecule.
In a recent report we described a method for implementing VSCF calculations on matrix isolated species. 17 We illustrated the method through the analysis of the vibrational modes of molecular iodine isolated in a perfect Ar matrix. We showed that the use of the anisotropic potential of Naumkin et al. 18 could predict the experimentally observed frequencies, up to the highest observable overtones, and therefore is consistent with the assumed structure; namely, an impurity trapped in the double-substitutional site of an otherwise perfect fcc lattice. More generally, the VSCF method can accurately account for anharmonicities, both intra-and intermolecular. 19 Therefore given a choice of interaction potentials, the VSCF method can be expected to produce accurate frequencies. We take advantage of the inherent sensitivity of this tool to analyze the role of defects and thermally occupied phonons on spectral distributions. We limit the investigation to the effect of vacancies as point defects. The limitation is motivated in part by the TRCARS experimental considerations. These nonlinear, four-wave mixing measurements are extremely sensitive to phase front distortions of the laser beams, and therefore only possible in samples that are grown with great care to reduce optical scattering. Moreover, once such a nonscattering solid is grown, crystallites of р100 m are selected after an extensive search. 7 In effect, grain boundaries and large-scale dislocations that may scatter the visible radiation are avoided. Small scale defects, and in particular point defects, remain in the observation volume, and therefore their role deserves a careful assessment. Beyond these specific considerations, we hope with this study to provide a useful calibration of the role of lattice defects on nonlinear spectra of isolated impurities.
II. METHOD
The VSCF method has been extensively used for treating the vibrational spectroscopy of polyatomic systems, beyond the harmonic approximation. 19 The method has proved successful in a wide range of applications for highly anharmonic systems, such as van der Waals and hydrogen-bonded complexes. It is computationally, highly scalable to large systems. The version of the VSCF method applicable to matrix isolated species has already been described in some detail. 17 The calculations are carried out in a cell of 450 atoms, in which the outer two shells of 376 atoms are kept stationary at their equilibrium lattice positions. The inner two shells surrounding the impurity, a total of 74 atoms, are allowed to move. I 2 is introduced as a substitutional impurity that occupies a divacancy at the center of the simulation cell. The anisotropic potential of Naumkin et al. 18 is used to describe the I 2 -Ar interactions, and the Rydberg-Klein-Rees ͑RKR͒ potential of Leroy is used to describe the I-I coordinate. 20 To simulate the effect of vacancies, an Ar atom is removed from the mobile set, the lattice is allowed to relax to its minimum energy configuration, then wave functions and energies of vibrational eigenstates are calculated. The frequencies of the Raman lines are then obtained as the difference between the VSCF energy with the molecular vibration in vibrational level v and the VSCF ground state energy. In this study, we consider only monovacancies in the vicinity of the molecule.
Vacancies can be classified by the polar angle they form relative to the molecular axis. As indicated in Fig. 1 , vacancies in the first shell fall into four different symmetry categories: two polar atoms at 0°, four atoms at 30°, eight atoms at 60°, and four equatorial atoms at 90°. The effect of vacancies in the second shell, and their site dependence within the second shell, is significantly smaller. As such, we do not further categorize them.
III. RESULTS
The VSCF method allows the calculation of vibrational eigenenergies of the supersystem consisting of chromophore and lattice, for a given set of mode occupation numbers. Ignoring intensities ͑analyses of RR intensities for matrix isolated I 2 have been given previously 9, [21] [22] [23] ͒, the spectroscopic observables consist of energy differences. In RR, the overtone progression of the chromophore is observed: E(v) ϪE(vϭ0), where v is the quantum number of the mode containing the molecular coordinate. Long progressions, with overtones as high as vϭ25 are observed in matrix isolated iodine. In TRCARS, a pair of short laser pulses prepares a superposition of two to three neighboring overtones. The quantum beats among the members of the superposition are observed in real time, and monitored until the coherence decays. 6 For a two-state superposition, the beat corresponds to the vibrational interval between the neighboring overtones: ϭ͓E(v)ϪE(vϪ1)͔/ប. Given the fact that electronic dephasing is extremely fast, the decay of the CARS signal may be primarily attributed to the time correlation between the prepared packet of overtones and the initial thermal ground state. The Fourier transform of the same correlation determines RR line shapes. When we consider the eigenstates of the supersystem, namely the multidimensional vibrational wave functions, (v,͕n k ͖), where n k are the occupation numbers of the lattice modes; then the decay of correlation occurs via two mechanisms. Homogeneous decay occurs if during the measurement there is a redistribution of amplitudes among the lattice modes. Inhomogeneous decay occurs either due to the distribution of trapping sites caused by lattice defects or due to the distribution of different local lattice vibrations that are coupled to the chromophore. Here, we are only concerned with the assessment of inhomogeneous contributions, limited to the effect of a single vacancy in the lattice. The principle result we seek through VSCF calculations is the distribution of vibrational intervals and overtone frequencies that arise from the thermally occupied phonons and from a statistical distribution of vacancies. We then establish the relation between the spectral distribution, and the time-domain observable in TRCARS.
A. Vacancy-induced spectral shifts at 0 K
With all lattice modes in their zero-point states, VSCF calculations were carried out for the first 20 vibrational levels of the molecular mode in the perfect lattice, and in the presence of the four different vacancy sites in the first shell.
The shift in vibrational overtone energy for a given defect site, j, relative to the perfect lattice, 0, is defined as
The calculated shifts for the four possible vacancies in the first shell are illustrated in Fig. 2 . The effect of equatorial and polar vacancies is to blueshift the fundamental energy by 0.95 and 0.51 cm Ϫ1 , respectively, while vacancies at 30°and 60°produce redshifts of 0.12 and 0.21 cm Ϫ1 . These site splittings of overtone transitions are linear functions of the vibrational quantum number v-the effect is linearly magnified with increasing overtone number. Thus, for the vϭ20→v ϭ0 overtone transition, the equatorial vacancy leads to a 20 cm Ϫ1 blueshift, while the vacancy at 60°leads to a redshift of 4 cm Ϫ1 ͑see Fig. 2͒ . The vibrational spacings for each of the four defect sites is illustrated in Fig. 3 , in the form of a Birge-Sponer plot of ⌬G vϩ1/2 versus v where The plot represents the vibrational interval for one-quantum transitions, which determine the dominant beat frequency in TRCARS measurements. Note, the harmonic frequencies that can be obtained from the intercepts are shifted; however, the anharmonicity of the iodine stretch remains nearly site independent.
TABLE I. The effect of various first-shell vacancies on the vibrational frequencies of I 2 isolated in matrix Ar.
e (h) is the harmonic frequency obtained from the normal mode analysis of the relaxed lattice at 0 K; e ϵ⌬G 0 , is the VSCF frequency obtained by extrapolation of the Birge-Sponer plot of Fig. 2 to vϭ0 ; e x e is the anharmonicity obtained from the slope of the VSCF vibrational intervals of vϭ0 -20 shown in Fig. 2 ; These results are also summarized in Table I , in which in addition to the VSCF calculations we give harmonic frequencies obtained by normal mode analysis. For each of the firstshell defects, the Birge-Sponer plot is linear, and the linear plots remain nearly parallel in the range vϭ0 -20. Accordingly, the vibrational term energies can be fitted with a single anharmonicity constant, and the extracted anharmonicity constants for the different defect configurations vary by less than 0.5% from that of the perfect lattice ͑see relative to those obtained from the normal mode analysis. In effect, in the 0 K lattice, anharmonic effects are small even in the presence of vacancies. As such, we consider the effect of second-shell vacancies through normal mode analysis. The distribution of the calculated fundamental frequencies due to a vacancy at any one of the 72 possible sites in the first two shells, therefore, for a defect density of 1/72ϭ1.4%, is shown by the stick spectrum in Fig. 4 . The frequency shift of the molecular fundamental due to second nearest neighbor vacancies is small. The mean of this distribution occurs at a blueshift of 0.05 cm
Ϫ1
, and its standard deviation is 0.07 cm
. The spread of this distribution is also linear with quantum number v, as in the case of first-shell vacancies explicitly shown in Fig. 2 .
The important result to emphasize is that the distribution of site splittings of vibrational spacings is independent of v, or equivalently that the distribution of overtone frequencies fan out linearly with increasing v.
B. The thermal contribution to spectral inhomogeneity
The experiments are conducted at finite temperatures, Tϭ4 -35 K, under conditions where the full density of phonons is accessible. The thermal occupation of phonons contributes to the inhomogeneous spectral distribution due to the anharmonic coupling between lattice modes and the chromophore mode. This contribution is inhomogeneous to the extent that phonon occupation numbers remain static for the duration of a given measurement. This will be the case during the inertial period of evolution in the time-resolved measurements, at least for a period ϭ/ ph ϳ1 ps, where ph is a characteristic phonon frequency. The condition is undoubtedly violated at longer times, since the same anharmonic couplings that lead to spectral shifts also lead to vibrational redistribution. We will nevertheless restrict our consideration to the static distribution of vibrational frequencies due to phonons, with the recognition that we will only obtain a lower limit to spectral widths, or an upper limit to coherence decay times.
Let us denote by E(v;͕n k ͖) the energy of the selfconsistent state with v quanta in the molecular vibration and a set of lattice modes where n is the occupation number of the kth mode. Previously, we limited the calculations to E(v;͕0͖) and obtained the zero-phonon vibrational overtone frequency of the chromophore:
͑v;͕0͖͒ϭ͓E͑v;͕0͖͒ϪE͑0;͕0͖͔͒/ប. ͑3͒
We are interested in the phonon-induced shifts in the overtone frequency:
␦͑v;͕n k ͖͒ϭ͑v;͕n k ͖͒Ϫ͑v;͕0͖͒.
͑4͒
It is impractical to calculate these shifts for all the attainable combinations ͕n k ͖ of phonon occupancies. The task of calculating the distribution of phonon-induced shifts, ␦(v;͕n k ͖), is greatly simplified under the good approximation that the lattice is a collection of uncoupled oscillators. Thus, we first compute shifts induced by the singly occupied kth mode:
͑5͒
We then assume ͑and verify for a number of selected modes͒ that for a given mode the spectral shift is a linear function of the occupation number:
In the same spirit, we assume that the spectral shift due to the simultaneous occupation of different modes is additive:
͑7͒
For a thermal distribution of uncorrelated modes, we may assume the mean occupation number and its variance to be given by the Bose-Einstein distribution, i.e., ͗n k ͘ 
We explicitly compute Eq. ͑5͒, namely, the spectral shifts for vϭ1 -20 and with single occupation of each of the 219 modes that arise from the consideration of I 2 surrounded by two complete mobile shells. To test the size-dependent convergence of this analysis, we also compute the same distribution when the second shell is frozen and only the 57 modes that arise from I 2 and its 18 nearest neighbors are considered. Not surprisingly, the individual shifts due to different phonons are smaller for the 219-mode calculation, since the lattice modes are more delocalized. However, the overall effect with regard to the final distributions is negligible, since the smaller shifts are compensated by the presence of the larger number of modes. Due to extensive cancellation, the overall shift in Eq. ͑8͒ is small ͑0.02 cm Ϫ1 for vϭ1 at 35 K͒. While the variance of the normal distribution is also small ͑0.11 cm Ϫ1 for vϭ1 at 35 K͒, as in the case of the defect-induced shifts, this width is also a linear function of v. This is illustrated in Fig. 5 for three different temperatures ͑15, 25, and 35 K͒. Thus, for the vϭ20→vϭ0 transition, at 35 K, the inhomogeneous contribution of thermal phonons is a Gaussian of ⌫ϭ2.25 cm Ϫ1 . As expected, the phonon-induced spectral widths are greater at higher temperatures, as there are more phonons in the warmer lattice.
The inhomogeneous spectral distribution due to both thermal and vacancy contributions is obtained by convoluting a Gaussian of variance defined in Eq. ͑8͒ with the stick spectrum of Fig. 4 to produce the continuous spectral distribution,
in which the index j identifies one of the 72 possible vacancy sites, and P( j) is the probability of its occurrence. The resulting function is shown for the fundamental transition, at various temperatures, in Fig. 6 . The spectral function of overtone v is essentially the same, but on a linearly expanded frequency scale. This models a thermal lattice, containing random vacancies at a density of 1.4%. We recognize that in practice vacancy distributions need not be random. In fact, mobility of atoms during the growth of the solid could entirely eliminate first-shell vacancies, in which case, the phonon-induced inhomogeneity would be the residual source of spectral broadening. It is indeed of considerable interest to pursue observable spectroscopic signatures of the randomness on nonradomness of the vacancy distribution, but this lies outside the scope of the present study.
C. The connection to TRCARS observables
A detailed analysis of the principles in TRCARS, 24 as applied to matrix isolated iodine, has already been given. 6 In the experiments, the monitored signal is the time-frequency integrated third-order polarization propagating along the anti-Stokes ͑AS͒ direction:
where t 21 and t 32 are the two intervals between the three applied pulses, and t 43 is the radiation interval following the arrival of the probe pulse. Due to fast electronic dephasing, the time evolutions on t 21 and t 43 are limited to be very short.
The principle experimental observable is the modulation of the AS polarization as a function of t 32 , namely, as a function of the delay between the preparation of the Raman packet on the ground electronic surface and its interrogation.
With little loss of detail we may set t 21 ϭ0, a condition further forced in the experiments by using coincident pump and Stokes pulses. Then, a given member of the inhomogeneous ensemble contributes polarization: 
t 32 e Ϫi AS t 43 ϩc.c.,
͑12͒
where P( j) and P(n k ;T) are the probabilities of site j and phonon occupancies n k at temperature T. c v (t 43 ) are the four-wave mixing amplitudes of the prepared vibrational states determined by spectral characteristics of the lasers and transition matrix elements. Fast electronic dephasing also dictates that the antiStokes radiation occurs promptly after arrival of the probe pulse (t 43 Ͻ30 fs). This limitation has important consequences. Since the radiation period is fixed, t 43 may be integrated out of Eq. ͑11͒ to reduce the time dependence to the single interval t 32 . Thus, after substituting Eq. ͑12͒ in Eq. ͑11͒ and integrating with respect to t 43 , the homodyne CARS signal from a single member of the ensemble is obtained:
This consists of the quantum beats, which occur at vibrational difference frequencies v Ϫ v Ј , at all possible difference frequencies among the vibrational states contained in the Raman packet. Note, the time constant of the detector enforces the rotating wave approximation, and the integration eliminates the time dependence of the amplitudes, c v .
Since we have assumed no redistribution of the lattice vibrations, the modulation of this signal persists indefinitely. It is, however, not possible to isolate the contribution of a single member of the inhomogeneous ensemble to the signal. The short duration of evolution over t 43 , as in the case of using continuum states in the probe transition in the gas phase, 26 implies a broad AS spectrum which is several orders of magnitude broader than spectral shifts induced by phonons or defects. As such, the polarizations contributed by the members of the inhomogeneous ensemble are spectrally indistinguishable. The indistinguishability of polarizations in the measurement process necessarily implies that, even though members of the thermal ensemble are uncorrelated, their polarizations will interfere on the detector; or equivalently, each member of the ensemble contributes coherently to the overall polarization. This is the origin of interferences among different molecules in solutions, 27 or from different initial rovibrational states in the gas phase. 28 Thus, the overall signal collected with a square-law detector is the squared sum of contributed polarizations ͑since the signal is only a function of t 32 , herein we set tϵt 32 ͒:
Distinct from the vibrational quantum beats contributed by a member of the ensemble ͑13͒, now intermolecular polarization beats appear. Polarization beats due to all possible combinations of differences indexed by sites, j, and phonon occupation numbers, ͕n k ͖, occur. The summation in Eq. ͑14͒
can now be replaced by integration over the continuous spectral distribution derived above Eq. ͑10͒, to obtain the final result:
IV. DISCUSSION
The predicted spectrum of Fig. 6 is the observable in RR measurements. However, only qualitative comparisons with existing experiments are possible. The experimental resolution of 10 cm Ϫ1 used in the measurements of Andrews et al. 7 is too coarse to be useful in testing the prediction for the lower overtones. However, the predicted fan-out of vacancyinduced shifts with overtone number leads to sufficient broadening of higher overtones to exceed the experimental resolution. Inspection of the published spectra indicates that this is the case. Overtones near vϭ15 and above appear to be broader and more asymmetric than the lower members of the progression, and therefore appear to be partially resolved. 8 Convolution of the spectral distribution with the instrument function, however, would preclude the observation of structure. This is further exacerbated by the fact that high overtones blend into the hot luminescence background. 9 Similar considerations apply to the experiments by Almy et al., precluding a more meaningful comparison between experiment and prediction. An experimental detail of note is that the intense continuous wave lasers used in these measurements are known to lead to local annealing of the matrix, and therefore may significantly alter the nature and density of as-deposited defects.
In the more recent TRCARS measurements, the potential contribution of spectral inhomogeneity to the observed wave forms has been speculated, based on the observations of Gaussian wave forms and their histories. The present model accounts at least qualitatively for such contributions.
In the absence of vacancies, the model predicts a Gaussian decay of the TRCARS signal, with a decay time of half width at half maximum given as 1/2 ϭͱln 2/(2c⌫) ϭ4.42/⌫, where ⌫ is the variance of the spectral distribution in cm Ϫ1 and is given in ps. In the experimentally relevant range of temperatures, a linear temperature dependence is predicted, with decay times ranging from t 1/2 ϭ11 ps at 15 K to 3.8 ps at 35 K. These time constants are in the range of the decay times observed experimentally. 6, 7 To be explicit about the role of vacancies, in Fig. 7 we give examples of the wave forms predicted by the full spectral distribution of Fig. 6 , and according to Eq. ͑15͒. Note that to simulate the observable signal with proper depth of modulation, it is necessary to explicitly carry out the integration of the quantum equations of motion under the various pulses. This was discussed in some detail in Ref. 6 , where the spectral predictions were compared to explicit but onedimensional wave packet simulations. A similar treatment is not possible in the full dimensionality of the lattice, which is of essence here. A practical method for explicitly simulating the required three-time correlation function implied by Eq. ͑11͒ is through the semiclassical method recently implemented for I 2 in liquid Xe. 29 Here, the effects of space-time overlaps under finite pulses are entirely accounted for by adding a time convolution to the wave form predicted by Eq. ͑15͒. A time resolution of 50 fs is assumed, and a Raman packet consisting of equal amplitudes in vϭ10 and vϭ11 is considered in Fig. 7 . Several features deserve attention.
First, since we did not include the possibility of dynamical dephasing or dissipation, the observed decay of the signal must be ascribed to free induction, caused strictly by the inhomogeneous distribution of transition frequencies.
Second, the wave forms cannot be fitted to a simple function of time. The Fourier transforms of the signals, I(), which are also shown in Fig. 7 , are informative. They consist of the cross correlation between the spectral distributions, g v (), of vϭ10 and vϭ11. As such, although the spectral function for a given vibration is asymmetric, the cross correlations lead to a symmetric function: The transform appears as a central peak flanked by sidebands at ϳ12 cm Ϫ1 . The central frequency is that of the quantum beat, while the resolved sidebands correspond to polarization beats between molecules isolated at sites with a vacancy at 90°and those near the perfect lattice site ͑see the spectral distribution for the fundamental in Fig. 6͒ . This, in the wave forms, leads to the low frequency modulation. The resolution in I() is limited by the decay of the signal, which in turn is limited by the contribution of thermal phonons to the inhomogeneous distribution. As such, at 35 K, both time-and frequency-domain signals approximate Gaussians. This model would therefore predict a linear dependence of decay times on both vibrational level, v, and on temperature, T.
Finally, note that the early time evolution of the signal shows the inertial behavior of a Gaussian decay in time. On this time scale, the present treatment should be adequate. Clearly, at longer times, past a half-period of vibration along a given phonon mode, vibrational redistribution among the lattice modes should prevail, and exponential decay of the signal should ensue. Indeed, the tail-off in the experimental wave forms is best described as exponential. It is useful to recognize that the vibrational coherence will decay due to the loss of correlation between overtone and initial state, C v,0 (t), and not due to loss of correlation among overtones, C v,v Ј (t). Since the beats are due to the correlation between the members of the packet, experimentally, the depth of modulation of the signal remains even as the overall amplitude decays. 
V. CONCLUSIONS
We have considered the role of spectral inhomogeneity, on time-and frequency-domain observables, specializing to the cases of RR and TRCARS measurements. Lattice defects are an obvious source of inhomogeneity, which although unavoidable, are usually ignored due to the difficulty in their characterization, be it experimental or theoretical. We have considered vacancy point defects as a representative class. Due to their linear dependence on vibrational quantum number, vacancy-induced spectral shifts become significant for high lying overtones. Indeed, this source of inhomogeneous broadening may explain the observed linewidths of RR transition in solid Ar at vу15. We have also considered inhomogeneity due to the anharmonic coupling between chromophore and lattice modes, in the form of phonon-induced shifts of the vibrational transitions. Since the treatment completely ignores the dynamic nature of phonons and vibrational redistribution among modes, it may be regarded as a baseline contribution to observable linewidths in frequency domain, or to decoherence in time domain. The model captures decoherence time scales observed in experimental timeresolved CARS studies, and qualitatively captures the observed wave forms. The results suggest that at a vacancy concentration of 1.5%, the site splittings would dominate spectral distributions, and would have clear signatures in the time-domain measurements. There is, however, no direct evidence of vacancy concentrations at the assumed level in the experiments. The key to this analysis is the VSCF method, which enables the calculation of accurate vibrational wave functions and energies for the matrix isolated system. While alternative methods have been implemented for accurate determinations of vibrational frequencies in of molecules trapped in matrices, 30 the VSCF approach is uniquely suited for analysis of the coupled vibrational modes without making any separations. Moreover, the success of the treatment FIG. 7 . Simulated TRCARS signal for a Raman packet consisting of v ϭ10, 11, in a lattice with a vacancy concentration of 1.4%. In addition to the high frequency quantum beat, polarization beats among molecules isolated at different defect sites occur. The Fourier transforms of the wave forms correspond to the convolution of the spectral distribution of vϭ10 and v ϭ11, the resolved sideband arises from the equatorial vacancy in the first shell.
suggests that time-dependent VSCF should be particularly fruitful in analyzing energy transfer, dephasing, and dissipation effects in these extended systems.
