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In a view of recent proposals for the realization of anisotropic light-matter interaction in such
platforms as (i) non-stationary or inductively and capacitively coupled superconducting qubits,
(ii) atoms in crossed fields and (iii) semiconductor heterostructures with spin-orbital interaction,
the concept of generalized Dicke model has attracted great interest. Here we analyze the realistic
situation for this model when both the temperatures and numbers of two-level systems are finite.
The superradiant quantum phase transition, controlled by the unequal coupling strengths of rotating
wave and counter-rotating wave terms, becomes a fluctuational crossover in this case. We present a
rigorous study of the critical behavior near the superradiant phase transition using an equilibrium
path integral technique and Majorana representation of spin operators. Reducing the effective
theory to a non-Goldstone functional for superradiant order parameter, we integrate out thermal
fluctuations of its phase and arrive at a non-trivial dissipative action. We find a hierarchy of
interaction couplings and temperature scales for critical behavior. There are different universal
behaviors of single-mode photon fluctuations, which include a crossover from (non-) to squeezed
phases of the Dicke model with discrete Z2 symmetry and continuous transition to the regimes of
(anti-) and Tavis-Cummings models with continuous U(1) symmetries. Remarkably, that critical
scaling of the photon number remains invariant for all these regimes, but fluctuational behavior and
squeezing parameters are different. We also discuss a minimal temperature of this approach and its
relation to Bethe ansatz solution for integrable U(1) limits.
I. INTRODUCTION
Dicke model [1] is a paradigmatic concept of contempo-
rary quantum optics and cavity quantum electrodynam-
ics, the subjects studying ensembles of two-level systems
interacting with quantized electromagnetic field [2]. This
model demonstrates superradiant phase transition, a col-
lective quantum phenomenon characterized by macro-
scopic occupation numbers of photon and of two-level
systems in the ground state [3–5]. The signatures of 2nd-
order dynamical quantum phase transition, equivalent
to the superradiance, were observed in a driven Bose-
Einstein condensate of Rb atoms in an optical cavity [6].
Also, the engineering of the Dicke model simulator with
cold Be atoms in optical trap and signatures of superra-
diant phase transition were reported in [7]. The physics
of the Dicke model is believed to be tested in quantum
metamaterials such as superconducting qubits arrays [8–
11] integrated with a GHz transmission line via tunable
couplers [12–15]. The recent advances in implementa-
tions of strong coupling regimes in superconducting cir-
cuits [16–19] are promising for realizations of phase tran-
sitions as well. Extremely fast emission, indicating for
a superradiant pulse, was observed in lumped resonator
coupled to an inhomogeneously broadened macroscopic
∗Electronic address: shapiro.dima@gmail.com
ensemble of nitrogen-vacancy centers [20, 21].
Thank to advances in fabrication technologies of light-
matter hybrid systems during last years, an interest to
generalizations of the Dicke model has emerged. The be-
havior in a presence of incoherent pumping or cavity loss
reveals a richness of phase diagrams, see Ref. [2] for a
review. In the present work we are focused on another
example of generalization, the anisotropic qubit-cavity
interaction, i.e., when strengths of rotating- and counter-
rotating wave terms are different. The possible exam-
ples of systems, where such coupling can be realized, are
frequency-modulated [22] or inductively and capacitively
coupled [23] superconducting qubits, semiconductor het-
erostructures with spin-orbital interaction [24] and atoms
in crossed electric and magnetic fields, see Ref.[25] for a
review and also references therein.
The Hamiltonian of the generalized Dicke model reads
as
Hˆ = ωaˆ†aˆ+

2
Sˆz+
+
g√
N
(aˆSˆ+ + aˆ†Sˆ−) +
J√
N
(aˆSˆ− + aˆ†Sˆ+) . (1)
The first term describes single-mode photon field of the
excitation frequency ω; here aˆ† and aˆ are the respective
creation and annihilation operators. The second term is
related to the ensemble of N two-level systems (emitters)
with the equal energy splittings . Here the collective
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2operators Sˆα =
N∑
j=1
σˆαj (the index α means ”z”, ” + ”
and ” − ”) are given by sums over individual Pauli op-
erators σˆαj for j
th two-level system. The last two terms
in Hˆ describe rotating wave and counter-rotating wave
terms, responsible for resonant and antiresonant chan-
nels of light-matter interaction. Here g and J are their
respective coupling strengths.
According to a contemporary view on the superradi-
ant quantum phase transition (QPT) in the Dicke model,
it reveals quantum chaotic dynamics [26, 27] and dissi-
pationless thermalization [28]. In a general case, eigen-
functions of Hˆ have divergent entanglement, because the
model is not integrable and possesses only discrete Z2
parity symmetry. One of the exceptions is the thermody-
namical limit of N →∞ where the superradiant ground
state becomes a direct product of coherent states in the
photon mode and the ensemble.
A rigorous field-theoretical description of the phase
transition in Matsubara formalism was proposed by
Popov and Fedotov [29]. The solution was obtained in
the rotating wave approximation (RWA), when antires-
onant terms are neglected, i.e., J = 0. This limit is
also known as the Tavis-Cummings model, one of the
integrable limits where Hˆ has U(1) continuous symme-
try. The phase transition is of 2nd order, it occurs if the
temperature is lower than a critical value T < Tc. The
coupling constant must be higher than a critical value,
g > gc, otherwise, the system remains in normal phase for
any temperature. The critical coupling is scale-invariant
by N and reads gc =
√
ω; the critical temperature is
Tc = 
(
2 arctanh
g2c
g2
)−1
.
As was shown in Refs. [26, 27] for the symmetric cou-
plings with g = J , the superradiance is zero tempera-
ture QPT tuned by g. The condition on QPT reads as
g > gc/2 for the symmetric case, i.e. the critical coupling
is twice less than that in RWA.
The equilibrium behavior at finite chemical potential
was addressed in Refs. [30, 31] and it was shown that the
Bose condensation of polaritons has emerged. The study
of fluctuational behavior for finite-N and -T in RWA was
presented in Ref. [32]. In that work relative fluctuations,
the Fano factor and full counting statistics of equilibrium
photon numbers were calculated. Zero temperature de-
scription for RWA in a limit of large excitations number
was obtained in Ref. [33] using the Bethe ansatz tech-
nique. Recently, the analysis of quantum chaos in the
symmetric Dicke model via the method of out-of-time-
ordered correlators attracted a great interest [34–36]. We
note that the superradiance is not a unique QPT in the
Dicke model. Another one example corresponds to the
classical oscillator limit ω = 0, where the finite-N phase
diagram of a ground state is a rather rich showing (non-)
and critical entanglement [37].
The phase transition from normal to superradiant
phase in the generalized model with g 6= J is also of
2nd order. A generalization of path integral approach
on the asymmetric coupling strengths was provided in
Refs. [38, 39] for the thermodynamic limit. It was shown
that the superradiant phase emerges above the critical
line g + J = gc. As was shown in Ref. [23], there is
1st order transition between superradiant phases of two
different types residing in the sectors with J > 0 (”elec-
tric” phase) and J < 0 (”magnetic” phase). The criti-
cality and the phase diagram for the asymmetric model
at finite N were studied in Ref. [40] where fluctuations
near mean-field solutions of the ”magnetic” and ”elec-
tric” types were analyzed.
In contrast to the previous studies of superradiant
QPT in the generalized model, we focus on the finite-T
and -N behavior in the present paper. Strictly speaking,
we deal not with the phase transition in its conventional
mean-field sense but with a smooth crossover between
normal and superradiant phases accompanied by finite-
size and thermal fluctuations. As for any critical region,
a natural question on the corresponding fluctuational be-
havior arises. To tackle this problem, we generalize path
integral approach of Ref. [32] on the anisotropic interac-
tion and analyze the fluctuational properties of macro-
scopic single-mode photon condensate calculating rela-
tive fluctuations parameter, the Fano factor and field
squeezing.
The paper is organized as follows. In Sec. II the
methodology is introduced. In Sec. III the results of the
work are presented as four parts: relative fluctuations,
the Fano factor and squeezing parameters in the criti-
cal region are calculated in III A, the character tempera-
ture scales of different fluctuational behaviors are found
in III B 1, phase diagram is presented in III C and al-
ternative approach based on Bethe ansatz is introduced
in III D. In Sec. IV we discuss our results and in Sec.V
we conclude.
II. METHODOLOGY
A. Problem formulation
The interaction parameters in further consideration are
assumed to be non-negative, g ≥ 0 and J ≥ 0, i.e.
the superradiance has the ”electric” type. The system
is governed either by U(1) Tavis-Cummings model or
by generalized Z2 Dicke model or by U(1) anti-Tavis-
Cummings model. This latter case is realized for g = 0
and J 6= 0, i.e., this is dual to RWA limit when the only
counter-rotating term (CRT) enters in the interaction.
The schematic view of the phase diagram in g-J coordi-
nates is shown in Fig. 1 (a). In our analysis, we apply a
path integral description of the equilibrium dynamics of
the photon condensate and reduce it to a single variable,
the superradiant complex order parameter. The fluctua-
tional behavior of its phase in a non-Goldstone potential
is of a central role in our approach. Such a structure of
the potential is a consequence of Z2 symmetry in a gen-
eral case. We find below that at low temperatures phase
3fluctuations can be integrated out exactly, that results in
the emerging of the non-trivial term in the dissipative ac-
tion for the order parameter magnitude. In this solution,
we do not do any mean-field-like approximations.
First of all, we introduce definitions for equilibrium
physical quantities of our interest that are measurable
in single-mode photon oscillator (cavity, microwave res-
onator, etc.). These are relative fluctuations r and the
Fano factor F of the photon number, where the respec-
tive quantum mechanical operator is aˆ†aˆ,
r =
〈〈(aˆ†aˆ)2〉〉β
〈aˆ†aˆ〉2β
, (2)
F =
〈〈(aˆ†aˆ)2〉〉β
〈aˆ†aˆ〉β , (3)
and squeezing parameters δx and δp of the canonical co-
ordinate and momentum of the single-mode field
δx =
1
2
√
〈〈xˆ2〉〉β , δp = 1
2
√
〈〈pˆ2〉〉β . (4)
The respective operators xˆ = (aˆ† + aˆ)/
√
2 and pˆ =
i(aˆ† − aˆ)/√2 are also can be understood as x, y-
projections of the electromagnetic field. Here 〈Oˆ〉β =
Tr[Oˆe−βHˆ ]/Tr[e−βHˆ ] denotes thermodynamical averag-
ing, where e−βHˆ is equilibrium density matrix, β = 1/T
and fluctuations 〈〈Oˆ〉〉β = 〈Oˆ2〉β − 〈Oˆ〉2β . Here we as-
sume the average over grand canonical ensemble, where
the excitations number is not constrained, and set zero
chemical potential. Evaluation of the trace here can be
equivalently represented by path integrals with an effec-
tive functional acting on complex boson field ψτ defined
on imaginary Matsubara time τ ∈ [0; β]. This field and
its conjugate, ψ¯τ , correspond to operators aˆ and aˆ
†, re-
spectively.
The parameters r, F , δx and δp bring information on
the thermodynamic behavior of collective photon conden-
sate which emerges near the superradiant phase transi-
tion. It was shown for TCM in Ref. [32] that the Fano
factor has a peak and is much greater than unity in
the critical region of the phase transition. This indi-
cates for strongly positive correlations between photons;
in the superradiant phase there is a reentrance into neg-
ative correlations (antibunching effect) with F < 1, see
Fig. 1 [(b), (d)] from Ref. [32]. In that work, it was also
shown that relative fluctuations parameter takes univer-
sal (scale-invariant) value at the phase transition. As
long as the case of U(1) symmetry due to RWA was
addressed there, the effect of squeezing was absent, i.e.
δx = δp = 1/2 in our notations. Here we study the
situation where U(1) symmetry is broken and squeezing
parameters have non-trivial temperature scalings.
B. Effective action
An effective action for equilibrium photon dynamics
in a generic form is derived using the integration over
quantum degrees of freedom of two-level systems. It can
be performed in different ways. In Ref. [29] the Pauli
operators acting in Hilbert space of two-level systems
were parametrized via bilinear forms of semi-fermion
fields. These are Grassmann fields with unconventional
boundary conditions on the imaginary time axis. Note,
that this representation is equivalent to the introduc-
tion of imaginary chemical potential and the use of bi-
linear forms with conventional fermions. In works [30]
Pauli operators were parametrized also through bilinear
forms of fermions, but the constraint needed to preserve
the correct dimensionality of the Hilbert space was done
with the help of auxiliary boson field. The alternative
method to fermion representations is Holstein-Primakoff
bosonization, where exact diagonalization becomes pos-
sible after 1/N expansion [27].
In this work, we choose Majorana fermion represen-
tation of Pauli operators [41–43], which was previously
applied in Ref. [32] to Tavis-Cummings model at finite-N
and -T . This representation was also used in the analy-
sis of quantum chaos in Ref. [34] for the symmetric Dicke
model. Below we present the method of Ref. [32] and
generalize it for the case of asymmetric couplings.
The Majorana representation of Pauli operators is de-
fined through the bilinear form of the complex Grass-
mann field cˆj 6= cˆ†j and Majorana one dˆj = dˆ†j introduced
for each of the two-level systems
σˆ+j =
√
2cˆ†j dˆj , σˆ
−
j =
√
2dˆj cˆj . (5)
The Majorana mode has zero energy with the average
〈dˆ2〉β = 1/2. The partition function and total Matsubara
action for equilibrium dynamics of Hˆ read as
Z =
∫
D[Ψ, C] exp(−Stot[Ψ, C]) , (6)
and
Stot[Ψ, C] = Sph[Ψ] + Sσ[C]+
+ Sint[Ψ, C] + lnZphZσ , (7)
where complex boson variables are collected in
ΨTτ (τ) = [ψ¯(τ), ψ(τ)] (8)
and fermion Grassmann variables in
CT (τ) = {c¯j(τ), cj(τ), dj(τ)}Nj=1 . (9)
Discrete Fourier transformation
ψn = T
β∫
0
ψ(τ)ei2pinTτdτ , ψ¯n = T
β∫
0
ψ¯(τ)e−i2pinTτdτ
(10)
4is used in the further analysis; the modes ψn are la-
beled by n ∈ Z corresponding to bosonic Matsubara fre-
quencies 2pinT . The same transformation is defined for
fermion modes with odd frequencies (2pin + pi)T . The
actions of free photon mode, two-level systems ensemble
and their respective Green functions read as
Sph[Ψ] = β
∑
n
ψ¯n(−G−1ph;n)ψn , G−1ph;n = i2pinT − ω ,
(11)
and
Sσ[C] = 1
2
N∑
j=1
∑
n
CTj;−n(−G−1n )Cj;n , (12)
G−1n =

0 i(2n+1)piT− 0
i(2n+1)piT+ 0 0
0 0 i(2n+1)piT
 ,
where the matrix G−1n acts on the vectors Cj;n =
[c¯j;−n; cj;n; dj;n]T . The interacting therm in (7) involves
the complex boson fields in the matrix object V defined
for the bosonic frequencies:
Sint[Ψ, C] = 1√
2
N∑
j=1
∑
m,k
CTj;−mVm−kCj;k , (13)
Vn =

0 0 gψ¯−n+Jψn
0 0 −(gψn+Jψ¯−n)
−(gψ¯−n+Jψn) gψn+Jψ¯−n 0
 .
The last term in (7) provides the unity normalization of
Z for a non-interacting limit g = J = 0. The partition
functions of free modes are given by infinite products
Zph =
∏
n
Gph;n and Zσ =
∏
n
(
Det Gn
)−N/2
.
Now we perform Gaussian integration over the C-fields
in (7) with the use of identities∫
D[C] exp(−1
2
CTA C) =
√
Det A (14)
and
ln Det A = Tr lnA , (15)
where A is an anti-symmetric matrix. After that, we
arrive at the effective action in a general form Seff [Ψ] =
Sph[Ψ] + lnZphZσ − 12NTr ln(−G−1 +V), which after a
standard resummation of the logarithm becomes
Seff [Ψ] = Sph[Ψ] + lnZph
√
Zσ−
− 1
4
NTr ln(−G−1 +VGV). (16)
To obtain the effective functional describing the phase
transition, we perform the logarithm expansion byVn 6=0,
which involve all non-zero modes ψn and ψ¯−n, and leave
the zero-mode part V0 in the leading order term. At this
point, we introduce new fermion Green function Gj;n,
G−1j;m[ψ¯0, ψ0] = G−1j;m −V0Gj;mV0 , (17)
which involves zero-mode boson fields ψ0 and ψ¯0, en-
coded by V0, as parameters.
Expanding the logarithm in (16) up to 1st-order term
and collecting separately (non-) and zero modes, we ob-
tain for the effective action
Seff [Ψ] ≈ S[ψ¯0;ψ0] + Sfl[ψ¯n 6=0;ψn 6=0] + lnZph . (18)
The zero mode part S[ψ¯0;ψ0] reads
S[ψ¯0;ψ0] =
= −βG−1ph;0|ψ0|2 −
1
4
NTr ln
(
GG−1[ψ¯0, ψ0]
)
, (19)
the trace here is found as
Tr ln
(
GG−1[ψ¯0, ψ0]
)
= ln
cosh
√
2+4|gψ0+Jψ¯0|2
2T
cosh 2T
. (20)
At this step, we apply the parametrization ψ0 =
√
Φeiϕ
in (19) and (20). The zero-mode variable defines the
magnitude of superradiant order parameter Φ = |ψ0|2
and its collective phase ϕ = argψ0, that both fluctuate
in non-Goldstone potential
S[Φ, ϕ] =
ω
T
Φ +N ln cosh

2T
−
−N ln cosh
[

2T
√
1 +
4Φ
N2
(g2+J2+2gJ cos 2ϕ)
]
. (21)
The leading order contributions to the photon number
and its fluctuations are determined by the action (21).
The further calculations are reduced to equilibrium dy-
namics of two real variables Φ and ϕ. The zero-frequency
mode is highlighted relative to others in this approach be-
cause it corresponds to photon condensate amplitude in
the single-mode superradiance. It can be understood as
a correspondence between ψ0 and a spontaneously emer-
gent non-zero average of the photon field.
The effective action (21) takes into account thermal
fluctuations of the complex order parameter only and dis-
regards the contributions due to quantum fluctuations
and polaritonic quasiparticles encoded by the non-zero
Matsubara modes. This approximation, from one side,
allows to reduce the description to the single complex
variable ψ0, but from the other, results in a limitation
on low temperatures of the form ω  T  T ∗ when the
zero-mode description is exact. As we show in what fol-
lows, the minimal temperature ranges from T ∗ = ωN−1/3
to ωN−1 between the dual limits of (anti-) and Tavis-
Cummings models, respectively. The latter means that
5one can not capture QPT at T = 0 for a finiteN . In other
words, S[Φ, ϕ] describes macroscopic excitations num-
bers and fluctuations, when Hilbert space dimensionality
of Hˆ compensates exponentially small Gibbs weights in
the total density matrix.
The higher-order contributions to the photon occupa-
tion numbers are determined by the fluctuational part
Sfl[ψ¯n 6=0;ψn 6=0] =
β
2
∑
n 6=0
ΨT−n(−G−1fl;n)Ψn , (22)
where ΨTn = [ψn, ψ¯−n] and the inverse Green function is
G−1fl;n = −gJ(Σn + Σ−n) G−1ph;n−(g2Σ−n+J2Σn)
G−1ph;n−(g2Σn+J2Σ−n) −gJ(Σn+Σ−n)
. (23)
The bosonic kernel,
Σn =
tanh 2T
2ipinT −  , (24)
determines self-energies responsible for a dissipation of
the order parameter on the quasiparticle excitations.
Here we set ψ¯0 = ψ0 = 0 in the self-energy expres-
sion. This is approved for critical region of the continu-
ous phase transition that we are focused on in this work.
We note, that the integration over non-zero modes with
ψ0-dependent self-energies produces a dissipative part in
the action responsible for an interaction of the photon
condensate with polaritonic excitations. As was found in
Ref. [32], such dissipative term is not relevant because
it results in small 1/N contributions to the leading ac-
tion S[Φ, ϕ] and, consequently, the dependence of Sfl on
ψ0 can be neglected. We note, that such dependence is
relevant for the consideration of the deep superradiant
phase.
C. Main definitions
Now we define a methodology for calculation of the
thermodynamical averaging 〈 〉β of a certain functional
F [aˆ, aˆ†]. As long as we address to the critical region, the
leading order contributions to thermodynamic averages
are given by the path integral over zero-frequency mode
ψ0. The higher-order corrections, which can emerge due
to non-zero modes ψn 6=0, are neglected by small parame-
ter T ∗/T , where T ∗ is a minimal temperature scale where
our theory can be applied, i.e. when the expansion (18)
is strict. We discuss this issue in more detail in Subsec-
tion III B 1.
The representation of leading order contributions for
thermodynamical averages 〈 〉β through the effective the-
ory formulated above is denoted hereafter as 〈 〉-brackets
without a subscript:
〈F [aˆ, aˆ†]〉β ≈ 〈F˜ [Φ, ϕ]〉 ,
〈F˜ [Φ, ϕ]〉 ≡ Z−10
∞∫
0
dΦ
2pi∫
0
dϕ F˜ [Φ, ϕ]e−S[Φ,ϕ] , (25)
Here F → F˜ under the parametrization of ψ0 through
Φ and ϕ, and Z0 is normalization factor providing 〈1〉 =
1. The same definition (25) applies for thermodynamic
fluctuations: 〈〈F〉〉β ≈ 〈〈F˜〉〉 with 〈〈F˜〉〉 ≡ 〈F˜2〉 − 〈F˜〉2.
The average and fluctuations of photon numbers, i.e.,
their first and second cumulants, have the following view:
〈aˆ†aˆ〉β = 〈Φ〉 , 〈〈(aˆ†aˆ)2〉〉β = 〈〈Φ2〉〉 . (26)
Representations of the r and F from (2) and (3) are
straightforward. The squeezing parameters (4) become
δx =
√
〈Φ cos2 ϕ〉 , δp =
√
〈Φ sin2 ϕ〉 . (27)
Here we take into account that 〈√Φ cosϕ〉 =
〈√Φ sinϕ〉 = 0 in pi-periodic functional S[Φ, ϕ].
The effective action for low temperatures, T  , reads
as
S[φ, ϕ] = φ− 1
2γ
(√
1 + 4γη[ϕ]φ− 1
)
,
η[ϕ] = η0 − 2η1 sin2 ϕ . (28)
Here we introduced rescaled field φ = βωΦ and the
term η[ϕ] where thermal dynamics of the order parame-
ter phase is involved. The dimensionless parameters are
η0 =
(g + J)2
ω
, (29)
η1 =
2gJ
ω
, (30)
γ =
T
N
. (31)
From the analysis of the action (28) it follows that a
saddle point method applied for calculation of the path
integral is strict. The action involves small parameter
γ  1; as shown below the convergence of the integral
occurs for 0 < φ . γ−1/2 at the critical region. Here φ =
0 is a stationary point and the character interval of the
convergence is given by the large parameter γ−1/2  1.
The action, which describes fluctuations both for φ and
ϕ near the critical region, is obtained from quadratic ex-
pansion by φ: S[φ, ϕ] ≈ (1−η[ϕ])φ+γη2[ϕ]φ2. Contribu-
tions to dynamics of the phase are given by the prefactor
of linear term by φ, while higher-order terms are small by
γ and are not relevant. The dependence on ϕ ∈ [0, 2pi] in
the quadratic term can be replaced by its value at saddle
points ϕ = 0 and pi. The result of the above approxima-
tions reads:
S[φ, ϕ] = (1− η0 + 2η1 sin2 ϕ)φ+ γη20φ2 , (32)
6The integration over ϕ in the partition function with
(32) can be performed exactly with the use of identity
2pi∫
0
e−2z sin
2 ϕdϕ = 2pie−zI0(z) . (33)
Ascending the result of integration into the exponent, we
arrive at one of the central results of this work, the action
for the rescaled order parameter magnitude:
Sφ = (1− η0 + η1)φ+ γη0φ2 − ln I0(η1φ) . (34)
It describes the dissipative dynamics of φ because of the
coupling with equilibrium fluctuations of phase degrees
of freedom. The latter is encoded by the last term.
The kth moment of the photon number now reads as
〈Φk〉 =
∞∫
0
φke−Sφdφ
(βω)k
∞∫
0
e−Sφdφ
. (35)
Calculation of the squeezing parameters is based on
S[φ, ϕ] where the integration over ϕ is performed ana-
lytically. The result is represented through φ-integrals:
δx, δp =

∞∫
0
φ
(
1± I1(η1φ)I0(η1φ)
)
e−Sφdφ
2βω
∞∫
0
e−Sφdφ

1/2
. (36)
III. RESULTS
A. Universal fluctuations at the critical region
We classify criticalities through the action Sφ (34)
where the fluctuations of the complex phase ϕ were in-
tegrated out. Thank to finite T and N , a continuous
transition from (anti-) and Tavis-Cummings models be-
haviors to that of the generalized Dicke model occurs
when the antiresonant coupling is increased from η1 = 0
(RWA point and its dual case of g = 0, J = gc with the
only counter-rotating term (CRT) in the interaction) to
η1 = 1/2 (symmetric point of g = J = gc/2). We find
that there is a narrow crossover region between these be-
haviors near η1 = 2
√
γ. Technically, the analysis of a
critical behavior is reduced to asymptotic expansion by
φ of the dissipative term ln I0(η1φ), assuming that the
relevant values of φ belong to the scale 0 < φ . γ−1/2,
the interval where the path integral does converge. The
asymptotics and the respective classification of universal
behaviors are followings:
• η1γ−1/2  1, (anti-) and Tavis-Cummings models
regime, continuous U(1) symmetries,
• η1γ−1/2 ∼ 1, crossover regime,
• η1γ−1/2  1, generalized Dicke model regime, dis-
crete Z2 symmetry.
It is shown also that the dynamics of the phase and the
magnitude of ψ0 are strongly coupled inside a certain
subregion of controlling parameters for the generalized
Dicke model. The factorization is shown to be ill-defined
in this case, i.e. 〈Φ sin2 ϕ〉 6= 〈Φ〉〈sin2 ϕ〉. These three
types of universal behavior are considered in detail below.
1. (Anti-) and Tavis-Cummings regimes
The asymptotic of (34) is presented here for the expan-
sion by small η1γ
−1/2. This condition defines the width
of the fluctuational region and the range of parameters
where ϕ-dependence in S[φ, ϕ] is irrelevant. This also
can be interpreted as the temperature range where the
thermodynamics can be described by the Goldstone po-
tential. The logarithm of Bessel function in Sφ is ex-
panded as ln I0(z  1) ≈ 14z2 − 164z4 and one arrives at
the following expression:
Sφ = (1− η0 + η1)φ+
(
γη0 − η
2
1
4
)
φ2 +
η41
64
φ4 . (37)
It is important to note that contributions of third and
fourth orders by φ also appear in the expansion of (28),
but they are small by γ compared to those in ln I0(η1φ)
and, hence, are neglected here. The action obtained de-
scribes 2nd order phase transition. The saddle point at
φ = 0 emerges if the parameters satisfy
η0 − η1 = 1 . (38)
As long as γ is a small parameter the action at the critical
line (38) reads as:
Sφ =
(
γ − η
2
1
4
)
φ2 +
η41
64
φ4 . (39)
The dynamics of the Dicke model corresponds to the in-
tegrable Tavis-Cummings limit if small η1 is limited by
the condition
2
√
γ − η1  η1 , (40)
where (39) is reduced to Gaussian action
Sφ = γφ
2 . (41)
For definiteness, we consider below the region near RWA
point and assume that J is a small strength of the antires-
onant coupling. All the results below are applied for the
anti-Tavis-Cummings model limit (CRT point) as well,
assuming that J is replaced by g. Formally, from the
condition (38) one arrives at the critical line in a form of
the circle
g2 + J2 = g2c , gc ≡
√
ω . (42)
7According to the constraint (40), the only two narrow re-
gions near RWA and CRT points remain. Such the ’arcs’
are smeared by finite-size fluctuations; they are marked
by bars in the phase diagram shown in Fig. 1 (a). Repre-
senting (40) through the Hamiltonian parameters we find
that antiresonant coupling J near RWA point, g ≈ gc, is
limited as
J  ∆ , ∆ ≡
√
ωT
N
. (43)
Note that the same condition also holds for g near the
dual CRT point, g  ∆ and J ≈ gc. At this point we
derived explicitly two energy scales – the critical inter-
action strength, gc, and temperature-dependent width ∆
of the region where counter-rotating terms are weak.
The energy scale ∆ also gives the width of the
Ginzburg-Levanyuk fluctuational region. We define the
width from the matching condition
γ−1/2 ∼ φsp ,
φsp = − 1− η0 + η1
2γ
θ(η0 − η1 − 1) , (44)
between the width of the Gaussian integrand and the
saddle point value of the functional (37), which becomes
a non-zero in the superradiant phase. As expected for the
thermodynamic limit, the fluctuational region collapses
into RWA and CRT points due to ∆ ∝ N−1/2 → 0.
For the average photon number, we find after the Gaus-
sian integration with (41)
〈Φ〉 = 1√
pi
Q , Q ≡ 1
βω
√
γ
=
[
NT
piω2
]1/2
. (45)
Here we introduced scaling function Q that defines the
photon number, fluctuations and Fano factors. Accord-
ing to the constraint on temperatures (70) it is always
greater than unity and plays a role of the large parame-
ter in our theory. The calculation of relative fluctuations
and the Fano factor gives
r =
pi
2
− 1 , F =
(√
pi
2
− 1√
pi
)
Q . (46)
These results for r and F have been previously obtained
in Ref. [32]. The squeezing parameters show that ther-
modynamic state is slightly squeezed in p-direction by
J :
δx, δp =
〈Φ〉 12√
2
(
1± J
4
√
piN
Tω
)
. (47)
One obtains a small correction to 1/2 in fluctuations of
the phase: 〈sin2 ϕ〉 = 1/2 − η14√piγ . In the dimensional
units, this is
〈sin2 ϕ〉 = 1
2
− J
2
√
piTω
. (48)
Comparison of (47, 48) shows that the difference between
δp and the factorized product [〈Φ〉〈sin2 ϕ〉] 12 appears al-
ready in the linear by J term.
2. Crossover regime
An increase of η1 to the domain of η1γ
−1/2 ∼ 1 de-
fines a change in the structure of the effective functional.
Namely, there is the point of
η1 = 2
√
γ (49)
where the quadratic part in (39) vanishes and the func-
tional becomes quartic. It is related to an entrance into
another type of universal behavior where the continuous
U(1)-symmetry breaking terms in Hˆ become of relevance.
In the effective functional representation, this means that
the equilibrium dynamics is qualitatively changed due to
broken gauge invariance. In dimensional units, there are
two points of the crossover located symmetrically rela-
tively the line g = J :
{g = ∆, J ≈ gc} , {J = ∆, g ≈ gc}. (50)
There is a narrow region of parameters where such a tran-
sition occurs |2√γ− η1|  √γ; in dimensional units it is
equivalent to
|∆− J |  ∆ (51)
and similarly for g. It follows from the above that the
crossovers are related to a change in a critical exponent
in the narrow sector of the width ∆ in the phase diagram.
Note that the relations (50) and (51) are defined for fi-
nite N only while in thermodynamic limit the crossover
collapses.
Remarkably, the resulting functional
Sφ =
γ
4
φ4 (52)
gives the same scaling ∝ γ−1/2 as before in (41), i.e. the
photon number and their fluctuations are proportional to
Q as well. The calculation of r and the prefactor in F
with (52) gives approximate results because we use here
small argument expansion of ln I0(z) at z ∼ 1. An accu-
rate calculation requires inclusion of higher-order terms
in (52).
3. Generalized Dicke model regime. Squeezing
The third type of universal behavior in the critical re-
gion belongs to a wide range of asymmetric couplings g
and J . It follows from the limit of η1γ
−1/2  1, where
Bessel function is approximated by the large argument
asymptotics as I0(z  1) = 1√2piz ez. For the effective
action we obtain
Sφ = (1− η0)φ+ γη0φ2 + 1
2
lnφ . (53)
If large z expansion is not applied then one finds that the
global minimum is located at φ = 0, indeed, it is shallow
8and the leading contributions are given by large argu-
ments compared to unity. We continue this asymptotic
in the logarithmic form to small φ using the fact that the
resulting singularity is integrable. This is provided by the
prefactor of 1/2 in front of the logarithm. This prefactor
means that the Gaussian integrand in the partition func-
tion gains the multiplier φ−1/2 after the descending the
logarithm from the exponent. Hence, the functional (53)
restores a quadratic structure, but the multiplier φ−1/2
appears in front of the exponent in the partition function.
This results in distinctions of fluctuational behavior from
that studied above.
Considering two first terms in (53) we arrive at the
constraint on the critical point
η0 = 1 . (54)
It is different from (38) derived for U(1) limits. Refor-
mulating (54) through g and J one arrives at the critical
line condition derived in Refs. [38, 39]:
g + J = gc . (55)
We obtain from η1γ
−1/2  1 that this relation between
g and J is valid for∣∣∣gc
2
−
∣∣∣gc
2
− g
∣∣∣∣∣∣ ∆ . (56)
This condition defines the boundaries of the sector in the
phase diagram in Fig. 1 (a), where the critical behavior is
governed by the generalized Z2 Dicke model. We also find
that the width of the fluctuational region is also equal to
∆, as in the previous consideration.
The photon number in this regime reads as
〈Φ〉 = Γ(3/4)
4Γ(5/4)
Q (57)
with the same scaling function Q as that in U(1) case.
The relative fluctuations and the Fano factor are
r = 4
Γ2(5/4)
Γ2(3/4)
− 1 (58)
and
F =
4Γ2 (5/4)− Γ2 (3/4)
Γ (5/4) Γ (3/4)
Q , (59)
respectively. In the calculation of squeezings through
(36) we approximate the integrand as
(
1± I1(z)I0(z)
) ≈ 2; 12z
for large z  1. As follows from physical grounds there is
no squeezing by x. The leading term is given by 〈Φ〉1/2,
independent on couplings for any position in this part of
the critical region. The higher-order correction for the
squeezings does depend on J :
δx = 〈Φ〉
(
1− Γ(5/4)ω
√
T
4Γ(3/4)
√
NgJ
)
. (60)
For p-direction the result is different
δp =
1
2
√
βωη1
=
[
T
8gJ
]1/2
. (61)
It is important, that δp is independent on γ in our limit
of η1γ
−1/2  1. This is reflected in the absence of N in
(61), in contrast to δx in (60). It follows from (61) that
the photon state is squeezed in p-direction, i.e., δp < 1/2
becomes for
J ≥ Jsq , Jsq ≡
√
/ω
2
T . (62)
Thus, we obtain an interesting result, that there is a scale
of Jsq inside of this sector of the critical region which sep-
arates (non-) and squeezed superradiant states. Another
consequence of (61) is maximal squeezing
δpsymm =
√
T
2ω
(63)
achieved for the symmetric point, g = J = gc/2.
The last remark is about the factorization of dynamics
in magnitude and phase of the complex order parameter.
We use a lower cut-off at φ ∼ η−11 in the numerator of (36)
in the calculation of phase fluctuations. The calculation
of integrals gives
〈sin2 ϕ〉 = (γ/η
2
1)
1/4
4Γ(5/4)
. (64)
This expression allows to deriving the asymptotics
δp
[〈Φ〉〈sin2 ϕ〉] 12 ∼
[
γ
η21
]1/8
∝ N−1/8 (65)
which shows that the factorization is not valid even in
the leading terms. This demonstrates that the critical
behavior of this type, where a dynamics is known to be
chaotic, reveals a strong correlation between the fluctu-
ations of ϕ and Φ. The (non-) and factorized values are
different by an order of N−1/8: despite that the decay is
slow, the ratio is vanishing in a large N limit.
B. Character low-temperature scales
1. Minimal temperature
We are back to the issue on the applicability of our ef-
fective theory for ψ0 and derive here the respective min-
imal temperature scale T ∗. At this point, we give the
exact definition for the photon number which involves
the occupation number δn of all non-zero modes
〈aˆ†aˆ〉β = 〈Φ〉+ δn− 1
2
, δn =
∑
n 6=0
〈ψ¯nψn〉. (66)
9The term −1/2 is due to commutation relations and is
not important here. The central assumption of this work
is that the leading contributions in the thermodynamic
averages (26) are given by 〈Φ〉 in the leading order. This
means that
δn 〈Φ〉 . (67)
This gives a criterion on the smallest scale T ∗. As shown
above, the critical scaling of photon number remains in-
variant as 〈Φ〉 ∼ Q in the Dicke, (anti-) and Tavis-
Cummings, and the crossover regimes. Let us analyze
δn for these regimes. To do that we perform Gaussian
integration with the action for non-zero Sfl[ψ¯n 6=0;ψn 6=0].
The result for δn at arbitrary  and ω is cumbersome,
but for  = ω the following compact form is obtained:
δn =
∑
q=±1
q(g + qω)
4
√
(g + qω)2 − J2
[
coth
√
(g + qω)2 − J2
2T
−
− 2T√
(g + qω)2 − J2
]
. (68)
In contrast to leading order term 〈Φ〉, the low-
temperature asymptotics of δn is sensitive to the position
in the critical region. There are three limits of interest
(hereafter gc = ω and, as usual, T  ω). The first one
is given by RWA, where J  ∆ and g ≈ gc. The cor-
rection and minimal temperature, that follow from (67)
and (68), read as
δn =
1
4
+O(T/ω) , T ∗ =
ω
N
. (69)
At this point, we reproduce the result of Ref. [32] on the
applicability of the S[Φ, ϕ]
ω  T  T ∗ . (70)
Another limit is the generalized Dicke model where J =
ω − g in the critical region, where (68) becomes
δn =
(√
ω
g
+
√
g
ω
)(
coth
[√
gω
T
]
− T√
gω
)
. (71)
For a region near the symmetric point, where g ≈ ω/2,
we have the same by an order result on the minimal tem-
perature, T ∗ ∼ ω/N . For smaller coupling
ω  g  T
2
ω
(72)
one approaches the upper crossover into anti-Tavis-
Cummings regime with an increase of the minimal tem-
perature
T ∗ =
ω2
Ng
. (73)
Entering this regime, where g  ∆ and J ≈ gc, we find
δn = ω/(24T ) from (71), and, consequently, the distinct
scaling of T ∗ by N :
T ∗ =
ω
N1/3
. (74)
Note, that there is a correspondence between this T ∗ and
characteristic temperature obtained from a matching of
the crossover coupling strength ∆ and T 2/ω related to
small g asymptotics of (71). The result (74) means that
the minimal temperature is shifted upwards compared to
RWA.
2. Crossover temperature
The effective functional for superradiant order pa-
rameter S[Φ, ϕ] is symmetric for the interchange be-
tween g and J . Bringing the example of δn in (68) we
demonstrated that quasiparticle fluctuations described
by Sfl[ψ¯n 6=0;ψn6=0] break this symmetry. Moreover, an
interesting observation is that the fluctuational dynam-
ics of quasiparticle excitations are different for RWA and
CRT limits. This is an example of how the difference
in the respective symmetries of Hˆ is manifested. The
interaction Hamiltonian in RWA conserves total excita-
tions number, i.e. its operator, Mˆ+ = aˆ
†aˆ + 12 Sˆ
z, com-
mutes with Hˆ. The opposite limit of CRT corresponds
to conservation of the excitation number difference de-
fined through the operator Mˆ− = aˆ†aˆ − 12 Sˆz. These are
continuous U(1) symmetries and the respective Hamil-
tonians are integrable. The zero-mode functional is of
Goldstone type, i.e. it does not depend on ϕ in these
two cases. The antiresonant interaction with g 6= 0 and
J 6= 0 breaks continuous symmetries and Hˆ becomes non-
integrable. In this case, Hˆ commutes only with the parity
operator Πˆ = exp
[
ipiMˆ+
]
. The latter defines its dis-
crete Z2 symmetry which is reflected in pi-periodic by ϕ
functional S[Φ, ϕ]. Nevertheless, at finite temperatures,
the weak dependence on ϕ becomes not relevant. As it
follows from the comparison of J and ∆, the effect of
antiresonant coupling for a given J can be neglected for
temperatures higher than the crossover temperature scale
Tcrs =
NJ2
ω
. (75)
In other words, the invariance by ϕ is effectively restored
and the description by (anti-) and Tavis-Cummings
model becomes strict. If T  Tcrs than the continu-
ous symmetry breaking term is relevant and the system
behavior is governed by the Dicke model. Furter decrease
of temperature below
Tsq = 2J
√
ω

(76)
manifests the entrance into the squeezing phase. The
fluctuational dynamics of ϕ and Φ can not be factorized
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in this domain, as demonstrated through squeezing pa-
rameters. The decrease of temperature down to T ∗ can
not be described strictly using the Gaussian picture for
non-zero modes formulated in Seff [Ψ] (18). It is expected
that quantum fluctuations become dominant comparing
to thermal excitations in this limit and inclusion of non-
Gaussian terms in the effective action is necessary.
C. Phase diagram
The above results are collected in phase diagrams.
The schematic view in g-J coordinates is presented in
Fig. 1 (a). The horizontal (J = 0) and vertical (g = 0)
axes correspond to integrable limits of RWA and CRT.
The normal and superradiant phases are mediated by the
critical region of the width ∆. The gray sectors inside the
critical region correspond to different universal behaviors
governed by Tavis-Cummings and anti-Tavis-Cummings
models (marked as ’TCM’ and ’anti-TCM’, respectively),
by generalized Dicke model (marked as ’GDM’) or by the
crossover point (marked as ’crsvr’). There are also sec-
tors inside the generalized Dicke model region which cor-
respond to (non-) and squeezed photon states (marked as
’non-sqz’ and ’sqz’, respectively). The critical coupling
for RWA and CRT Hamiltonians are given by gc (bold
dots); the scales of ∆ and Jsq are also shown.
In Fig. 1 (b) the phase diagram of the critical region
in the coordinates T and J is presented. The bottom
(J = 0) and top (J = gc) horizontal lines correspond to
RWA and CRT bold points in Fig. 1 (a). The parabolas
and lines determine the dependence of ∆ and Jsq on tem-
perature, see Eqs. (43) and (62). The regions with dif-
ferent critical behaviors and (non-) and squeezed phases
of the generalized Dicke model are marked by the same
gray levels as those in Fig. 1 (a). The sector from the
left corresponds to the low-temperature domain where
quantum fluctuations (QF) are dominant and our solu-
tion is supposed to be out of the applicability range. The
right edge of the gray area corresponds to the schematic
dependence of minimal temperature T ∗ on the coupling
J derived in Eqs. (69), (73) and (74). The increase of
the minimal temperature demonstrates that the scaling
exponent in T ∼ ωN−ν is rapidly changed from ν = 1 to
ν = 1/3 at the entrance into the anti-Tavis-Cummings
regime.
D. Zero-temperature limit for (anti-) and
Tavis-Cummings models
It is of interest to analyze in more detail zero-
temperature properties of the system under the consid-
eration. Both RWA and CRT limits are exactly solvable
using Bethe ansatz even if inhomogeneous broadening is
present in the system. Let us first consider RWA regime.
As it was already mentioned above, in this limit the exci-
tation number is a good quantum number, since its oper-
ator commutes with the Hamiltonian. Hence, there exist
sectors with different excitation numbers Nex or with dif-
ferent excitation densities ρ = Nex/N , provided the ther-
modynamical limit N → ∞ is considered. The leading
in 1/N contribution to the ground state energy density
at given ρ is [33]
Egr(ρ)/N =
1
2
(
ε−
√
(ε− λ)2 + ξ2
)
+
+ λ
(
ρ− 1
2
)
+
ξ2
4
(ω − λ) , (77)
where both parameters ξ and λ are determined by condi-
tions ∂Egr(ρ)/∂ξ = 0 and ∂Egr(ρ)/∂λ = 0. The ground
state energy Egr(ρ) is an extensive quantity. We stress
that all other contributions to the energy are negligible
in the limit N → ∞, i.e., non-extensive, but they can
be evaluated using the approach of Ref. [33]. At fixed
ρ, parameters ξ and λ also determine energies of excited
dressed states (RWA Hamiltonian eigenstates) given by√
(ε− λ)2 + ξ2. In this sense, ξ and λ are similar to the
gap and chemical potential, respectively, while the mean-
field treatment turns out to be exact in the thermody-
namical limit due to a specific structure of the interaction
term of the Hamiltonian (all-to-all interaction). Note
that the mean density of photons is expressed through ξ
as ξ2/2g2.
The global ground state of the system is given by the
minimum of Egr(ρ) as a function of ρ. It is easy to find
from the above two equations that, at g small enough,
this global minimum corresponds to the normal phase
with ρ = ξ = 0. This result agrees with the perturbation
theory around the noninteracting limit g = 0. The nor-
mal phase becomes unstable (dEgr(ρ)/dρ = 0 at ρ = 0)
at the critical coupling g = gc where 2
nd-order phase
transition emerges. It is accompanied by the appearance
of both nonzero excitation and photon densities given by
ρ and ξ2/2g2, respectively.
Now we discuss the CRT limit. Mathematically, it can
be mapped on the RWA regime by considering another
vacuum state with all qubits excited. The Hamiltonian
acting on this polarized vacuum acquires an additional
contribution εN/2, while the excitation energies of qubits
are transformed as ε → −ε and σ+j → σ−j , σ−j → σ+j .
Under such a mapping, Bethe ansatz can be applied as
well. We also should keep in mind that the normal state
now corresponds to ρ = 1 in terms of excitations of the
new vacuum state. By performing the same analysis as
it the case of RWA, we find that the normal state with
zero photon density becomes unstable towards a super-
radiant phase with nonzero photon density at the same
interaction constant J = gc and the transition is also
of 2nd-order. This is again in agreement with the path
integral treatment.
In the view of the duality between RWA and CRT, the
latter result may seem as rather expectable, but we would
like to stress that, by its structure, the antiresonant inter-
action term is quite different from the resonant one and,
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FIG. 1: Phase diagrams of finite-T single-mode superradiance in asymmetric coupling regimes. (a) Superradiant phase transition
map in coordinates of g and J . Normal phase and superradiant phase of ”electric” type are mediated by the critical region. The
sectors with identical universal behaviors are marked by the same gray levels. These are (anti-) and Tavis-Cummings regimes
(anti-TCM and TCM) with continuous U(1) symmetry, generalized Dicke model (GDM) phase with discrete Z2 symmetry and
crossovers (crsvr) between of them. The internal sectors of two different gray levels in GDM region correspond to the squeezed
(sqz) macroscopic state of single-mode photons and the non-squeezed state (non-sqz). The scale ∆ defines the width of the
critical region which is smoothed by thermal fluctuations. Also, ∆ defines the character widths of TCM and anti-TCM regions.
The antiresonant coupling strength Jsq corresponds to the emergence of the squeezing. Bold dot on the horizontal (vertical)
axis corresponds to RWA (CRT) Hamiltonians. (b) Critical region map for different J and T . The antiresonant coupling
0 < J < gc covers the entire critical region from RWA to CRT points in (a). The regimes of TCM, anti-TCM, crossover, and
GDM in (non-) and squeezed phases are shown with the same scales of gray as in (a). The left-hand side sector is related to
the regime where quantum fluctuations (QF) are dominated. The minimal temperature T ∗, which depends on J , is related to
the right edge of QF region.
therefore, normal states must differ in RWA and CRT
limits. Indeed, RWA term does not change an excitation
number and therefore the normal phase contains exactly
zero excitations. In contrast, CRT term does change an
excitation number and hence photons should be present
even in the normal state, as follows from the perturbation
theory near g = 0 limit. However, photon density van-
ishes in the thermodynamical limit, while photon number
does not (this is also readily revealed using the pertur-
bation theory). From this viewpoint, the similarity of
RWA and CRT is not obvious and it emerges in the ther-
modynamical limit only, while finite-N regimes must be
different. The difference between CRT and RWA can be
also linked to the fact that CRT is mapped on RWA with
negative qubit excitation energies and physically the du-
ality is not absolute since normal states correspond to
different values of ρ. It is evident from the above consid-
erations that finite-size corrections (in powers of 1/N) to
RWA and CRT regimes differ. This latter conclusion is
justified by the results derived with the use of the path
integral formalism.
IV. DISCUSSION
The formulated effective Matsubara action for the gen-
eralized Dicke model is reduced to the non-Goldstone
functional for a single variable, the complex order param-
eter ψ0 of the superradiance. The integrating out phase
fluctuations gives one of the central results of this work,
the dissipative action in Eq. (34) for the collective mode
Φ which is coupled to phase degrees of freedom. This
method allowed us to take into account an interplay be-
tween the antiresonant interaction and equilibrium exci-
tations without mean-field approximations. Within this
approach, we described a crossover from the resonant
limit of the Tavis-Cummings U(1) model to generalized
Dicke model behavior with Z2 discrete symmetry. It oc-
curs if one tunes the antiresonant coupling J ∼ ∆, while
and T and N are kept constant and the resonant cou-
pling is g ≈ gc. The phase diagram of the transition
and the sectors of different fluctuational behaviors in the
critical region are shown in Fig. 1 (a). In the Tavis-
Cummings regime the functional is quadratic (41), while
in the Dicke phase there is an additional logarithmic term
due to phase fluctuations, see Eq. (53). In the latter case,
the superradiant transition remains of 2nd order. Indeed
the logarithmic term results in the different universal val-
ues of photon number fluctuations and scaling function
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of squeezing parameters of the photon field, see Eqs. (58)
and (61). Rather remarkable, that in the crossover be-
tween these two critical regions the functional becomes
quartic (52). At the same time, parameters are such,
that the critical scaling of photon number remains the
same as before, 〈Φ〉 ∼ 〈〈Φ2〉〉1/2 ∼ Q, where the scaling
function Q is provided in Eq. (45).
The behavior in the critical region shows the squeezing
of the photon field for J > Jsq. Otherwise, for J < Jsq,
the squeezing is destroyed by thermal fluctuations. The
value Jsq of antiresonant coupling is independent on N
(in contrast to ∆ that vanishes in the thermodynamical
limit). This illustrates the collapse of the crossover and
the absence of a continuous transition between Tavis-
Cummings and Dicke model at infinite N .
The Fano factor, which is much greater than unity in
the critical region indicating for a photon bunching effect,
is found to be increased by a number if one enters into
the generalized Dicke model region. This means that
the antiresonant interaction and entanglement enhances
photon-photon correlations.
In our approach, we disregard by contributions due
to quantum fluctuations and polaritonic quasiparticles,
that both are encoded by the non-zero Matsubara modes.
From one hand, it allows for the description through a
single variable ψ0, but from the other, it results in a
limitation on low temperatures ω  T  T ∗. Assum-
ing that the frequencies of quantum oscillators are of the
same orders,  ∼ ω, we find that the minimal tempera-
ture scale in our approach depends on J/g ratio and, in
particular, it is T ∗ ∼ ωN−ν with ν = 1 (ν = 1/3) in
Tavis-Cummings (anti-Tavis-Cummings) limit. The dif-
ference in ν is explained by different symmetries on the
Hamiltonians. We can not approach to quantum phase
transition in this solution, because of the temperatures
lower than T ∗ are forbidden for a finite N consideration.
Another interpretation of this constraint is that for ar-
bitrary small temperature there exists large N such that
Hilbert space dimension of a respective Hˆ compensates
exponentially small Gibbs weights in the density matrix
e−Hˆ/T . (As a consequence, this results in a macroscopic
occupation number with finite-size fluctuations.) It sup-
posed to be N  ω/T in RWA and more strict one,
N  (ω/T )3, in the dual limit. These conditions de-
fine the ranges of two-level systems numbers where the
thermodynamic limit description is approved.
We obtained that the simultaneous presence of finite
T and N reveals the following hierarchy of energy scales
in the critical region:
gc  {T, Jsq}  {∆, T ∗} .
This allows one to classify critical behaviors in the phase
diagram in Fig. 1 (b), when T is decreased, while g, J
and N are kept constant. Let us assume that initially, the
temperature is finite and such that the system belongs to
(anti-) or Tavis-Cummings domains, i.e. thermodynamic
behavior is well described by resonant interaction within
(CRT) RWA. When T is decreased below the crossover
value Tcrs ∼ NJ2/ω, the effect of antiresonant interac-
tion terms becomes relevant and the system undergoes
into generalized Dicke model behavior. Here the change
of universal relative fluctuations r occurs, but the macro-
scopic state in the single-mode cavity is still not squeezed.
Further decrease of the temperature below Tsq ∼ J shows
the entrance into a squeezed state. Cooling the system
down to T ∗, the entrance into a quantum fluctuational
dominated regime occurs. It is suggested that one ap-
proaches a critical region of the zero-temperature QPT
in this domain of the phase diagram.
We also note that the range of Hamiltonian parameters
g and J we are working with may correspond to quan-
tum chaotic dynamics in the system. As was shown in
Refs. [26, 27], the symmetric Dicke model with g = J re-
veals signatures of quantum chaos above the superradiant
QPT if N is finite. It was shown through quasi-classical
equations of motion and also through the observation of
a change in eigenvalues statistics from Poissonian in the
normal phase to a Wigner one at the QPT. The latter in-
dicates for the level repulsion and ergodic dynamics. The
repulsion of levels in the Dicke model and an interpreta-
tion of that as quantum chaos was discussed earlier, in
particular, in Ref. [44], where a variety of non-universal
distributions were observed for different g/J ratios, but a
connection with superradiance was not discussed. Leav-
ing the issues on statistics of levels or quantum chaos
emergence for our case of g 6= J beyond the scope of our
consideration, we described quantum behavior from ther-
modynamic and collective points of view. Studying fluc-
tuational properties of macroscopic photon condensate
through the Fano factor, relative fluctuations or squeez-
ing, we imply a complexity of quantum dynamics on a
microscopic level which might be chaotic as well as in
the symmetric case g = J .
V. SUMMARY
The variety of single-mode photon fluctuational be-
haviors in the crossover, separating normal and super-
radiant phases in the generalized Dicke model, is found.
The hierarchy of temperature scales and different uni-
versalities in relative fluctuations of the single-mode pho-
tons emerge when both the thermal excitations above the
ground state and finite-N qubit ensemble are involved in
the consideration. One of our central results is that si-
multaneous non-zero T and large but finite N reveals
three types of criticalities, which differ by universal fluc-
tuations values and temperature scalings of squeezing.
The emergent hierarchy in low-energy scales includes, in
particular, the antiresonant coupling Jcrs ∼
√
ωT/N ,
which corresponds to a smooth crossover between the
behaviors governed by U(1) (anti-) and Tavis-Cummings
models and generalized Z2 Dicke model. Another scale
found is Jsq = T
√
/(4ω) which determines the momen-
tum squeezing in the asymmetric coupling regime. An in-
teresting observation is made for two limits of integrable
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(anti-) and Tavis-Cummings models: they are dual to
each other in the thermodynamic limit only, while for
finite N thermal photon fluctuations behaves distinctly.
Rich behavior inside the fluctuational crossover is ex-
pected to be relevant for the understanding of many-body
physics of generalized Dicke model. We also suggest that
our findings might be accessible in state-of-the-art real-
izations of quantum metamaterials and simulators based
on cold atoms, superconducting qubits, and nitrogen-
vacancy centers. A possible route can be probing of the
Fano factor through the counting of photon numbers over
long times, which allows one to identify the position of
the critical region of the superradiant phase transition.
Then, extracting the relative fluctuations values with the
use of the counting data one obtains information on the
type of universal behavior and the respective symmetry
of the interaction. Our predictions on relations between
the interaction anisotropy and photon field squeezing,
in principle, can be measured by the dispersive readout
techniques.
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