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Abstract
We propose and study properties of maximum likelihood estimators in the class of
conditional transformation models. Based on a suitable explicit parameterisation of the
unconditional or conditional transformation function, we establish a cascade of increas-
ingly complex transformation models that can be estimated, compared and analysed in
the maximum likelihood framework. Models for the unconditional or conditional distri-
bution function of any univariate response variable can be set-up and estimated in the
same theoretical and computational framework simply by choosing an appropriate trans-
formation function and parameterisation thereof. The ability to evaluate the distribution
function directly allows us to estimate models based on the exact likelihood, especially in
the presence of random censoring or truncation. For discrete and continuous responses,
we establish the asymptotic normality of the proposed estimators. A reference software
implementation of maximum likelihood-based estimation for conditional transformation
models that allows the same flexibility as the theory developed here was employed to
illustrate the wide range of possible applications.
Keywords: transformation model, distribution regression, conditional distribution function,
conditional quantile function, censoring, truncation.
1. Introduction
In a broad sense, we can understand all statistical models as models of distributions or certain
characteristics thereof, especially the mean. All distributions PY for at least ordered responses
Y can be characterised by their distribution, quantile, density, odds, hazard or cumulative
hazard functions. In a fully parametric setting, all these functions have been specified up to
unknown parameters, and the ease of interpretation can guide us in looking at the appropriate
function. In the semi- and non-parametric contexts, however, the question arises how we can
obtain an estimate of one of these functions without assuming much about their shape. For
the direct estimation of distribution functions, we deal with monotonic functions in the unit
interval, whereas for densities, we need to make sure that the estimator integrates to one.
The hazard function comes with a positivity constraint, and monotonicity is required for
the positive cumulative hazard function. These computationally inconvenient restrictions
disappear completely only when the log-hazard function is estimated, and this explains the
plethora of research papers following this path. However, the lack of any structure in the
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2 Most Likely Transformations
log-hazard function comes at a price. A too-erratic behaviour of estimates of the log-hazard
function has to be prevented by some smoothness constraint; this makes classical likelihood
inference impossible. The novel characterisation and subsequent estimation of distributions
via their transformation function in a broad class of transformation models that are developed
in this paper can be interpreted as a compromise between structure (monotonicity) and ease
of parameterisation, estimation and inference. This transformation approach to modelling
and estimation allows standard likelihood inference in a large class of models that have so far
commonly been dealt with by other inference procedures.
Since the introduction of transformation models based on non-linear transformations of some
response variable by Box and Cox (1964), this attractive class of models has received much
interest. In regression problems, transformation models can be understood as models for the
conditional distribution function and are sometimes referred to as “distribution regression”,
in contrast to their “quantile regression” counterpart (Chernozhukov et al. 2013). Tradition-
ally, the models were actively studied and applied in the analysis of ordered categorical or
censored responses. Recently, transformation models for the direct estimation of conditional
distribution functions for arbitrary responses received interest in the context of counterfac-
tual distributions (Chernozhukov et al. 2013), probabilistic forecasting (Gneiting and Katz-
fuss 2014), distribution and quantile regression (Leorato and Peracchi 2015; Rothe and Wied
2013), probabilistic index models (Thas et al. 2012) and conditional transformation models
(Hothorn et al. 2014). The core idea of any transformation model is the application of a
strictly monotonic transformation function h for the reformulation of an unknown distribu-
tion function P(Y ≤ y) as P(h(Y ) ≤ h(y)), where the unknown transformation function h
is estimated from the data. Transformation models have received attention especially in sit-
uations where the likelihood contains terms involving the conditional distribution function
P(Y ≤ y | X = x) = FZ(h(y | x)) with inverse link function FZ , most importantly for cen-
sored, truncated and ordered categorical responses. For partially linear transformation models
with transformation function h(y | x) = hY (y) + hx(x), much emphasis has been given to
estimation procedures treating the baseline transformation hY (e.g. the log-cumulative base-
line hazard function in the Cox model) as a high-dimensional nuisance parameter. Prominent
members of these estimation procedures are the partial likelihood estimator (Cox 1975) and
approaches influenced by the estimation equations introduced by Cheng et al. (1995) and
Chen et al. (2002). Once an estimate for the shift hx is obtained, the baseline transformation
hY is then typically estimated by the non-parametric maximum likelihood estimator (see, for
example, Cheng et al. 1997). An overview of the extensive literature on the simultaneous
non-parametric maximum likelihood estimation of hY and hx, i.e. estimation procedures not
requiring an explicit parameterisation of hY , for censored continuous responses is given in
Zeng and Lin (2007).
An explicit parameterisation of hY is common in models of ordinal responses (Tutz 2012).
For survival times, Kooperberg et al. (1995) and Kooperberg and Clarkson (1997) intro-
duced a cubic spline parameterisation of the log-conditional hazard function with the possi-
bility of response-varying effects and estimated the corresponding models by maximum like-
lihood. Crowther and Lambert (2014) followed up on this suggestion and used restricted
cubic splines. Many authors studied penalised likelihood approaches for spline approxima-
tions of the baseline hazard function in a Cox model, e.g. Joly et al. (1998); Cai and Betensky
(2003); Sabane´s Bove´ and Held (2013) or Ma et al. (2014). Less frequently, the transfor-
mation function hY was modelled directly. Mallick and Walker (2003); Chang et al. (2005)
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and McLain and Ghosh (2013) used Bernstein polynomials for hY , and Royston and Parmar
(2002) proposed a maximum likelihood approach using cubic splines for modelling hY and
also time-varying effects. The connection between these different transformation models is
difficult to see because most authors present their models in the relatively narrow contexts
of survival or ordinal data. The lack of a general understanding of transformation models
made the development of novel approaches in this model class burdensome. Hothorn et al.
(2014) decoupled the parameterisation of the conditional transformation function h(y | x)
from the estimation procedure, and showed that many interesting and novel models can be
understood as transformation models. The boosting-based optimisation of proper scoring
rules, however, was only developed for uncensored und right-censored (Mo¨st and Hothorn
2015) observations in the absence of truncation and requires the numerical approximation of
the true target function. In a similar spirit, Chernozhukov et al. (2013) applied the connection
P(Y ≤ y | X = x) = E(1(Y ≤ y) | X = x) for estimation in the response-varying effects
transformation model P(Y ≤ y |X = x) = FZ(hY (y)−x>β(y)); this approach can be traced
back to Foresi and Peracchi (1995).
A drawback of all but the simplest transformation models is the lack of a likelihood esti-
mation procedure. Furthermore, although important connections to other models have been
known for some time (Doksum and Gasko 1990), it is often not easy to see how broad and
powerful the class of transformation models actually is. We address these issues and embed
the estimation of unconditional and conditional distribution functions of arbitrary univariate
random variables under all forms of random censoring and truncation into a common theoret-
ical and computational likelihood-based framework. In a nutshell, we show in Section 2 that
all distributions can be generated by a strictly monotonic transformation of some absolute
continuous random variable. The likelihood function of the transformed variable can then be
characterised by this transformation function. The parameters of appropriate parameterisa-
tions of the transformation function, and thus the parameters of the conditional distribution
function in which we are interested, can then be estimated by maximum likelihood under
simple linear constraints that allow classical asymptotic likelihood inference, as will be shown
in Section 3. Many classical and contemporary models are introduced as special cases of
this framework. In particular, all transformation models sketched in this introduction can be
understood and estimated in this novel likelihood-based framework. Extensions of classical
and contemporary transformation models as well as some novel models are derived from our
unified theoretical framework of transformation functions in Section 4, and their empirical
performance is illustrated and evaluated in Section 5.
2. The Likelihood of Transformations
Let (Ω,A,P) denote a probability space and (Ξ,C) a measureable space with at least ordered
sample space Ξ. We are interested in inference about the distribution PY of a random variable
Y , i.e. the probability space (Ξ,C,PY ) defined by the A − C measureable function Y : Ω →
Ξ. For the sake of notational simplicity, we present our results for the unconditional and
ordered case first; regression models and unordered responses are discussed in Section 4.2.
The distribution PY = fY  µ is dominated by some measure µ and characterised by its
density function fY , distribution function FY (y) = PY ({ξ ∈ Ξ | ξ ≤ y}), quantile function
F−1Y (p) = inf{y ∈ Ξ | FY (y) ≥ p}, odds function OY (y) = FY (y)/(1−FY (y)), hazard function
λY (y) = fY (y)/(1 − FY (y)) or cumulative hazard function ΛY (y) = − log(1 − FY (y)). For
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notational convenience, we assume strict monotonicity of FY , i.e. FY (y1) < FY (y2) ∀y1 <
y2 ∈ Ξ. Our aim is to obtain an estimate FˆY,N of the distribution function FY from a random
sample Y1, . . . , YN
iid∼ PY . In the following, we will show that one can always write this
potentially complex distribution function FY as the composition of a much simpler and a
priori specified distribution function FZ and a strictly monotonic transformation function h.
The task of estimating FY is then reduced to obtaining an estimate hˆN . The latter exercise,
as we will show in this paper, is technically and conceptually attractive.
Let (R,B) denote the Euclidian space with Borel σ-algebra and Z : Ω → R an A − B
measureable function such that the distribution PZ = fZ  µL is absolutely continuous (µL
denotes the Lebesgue measure) in the probability space (R,B,PZ). Let FZ and F−1Z denote
the corresponding distribution and quantile functions. We furthermore assume 0 < fZ(z) <
∞∀z ∈ R, FZ(−∞) = 0 and FZ(∞) = 1 for a log-concave density fZ as well as the existence
of the first two derivatives of the density fZ(z) with respect to z; both derivatives shall be
bounded. We do not allow any unknown parameters for this distribution. Possible choices
include the standard normal, standard logistic (SL) and minimum extreme value (MEV)
distribution with distribution functions FZ(z) = Φ(z), FZ(z) = FSL(z) = (1 + exp(−z))−1
and FZ(z) = FMEV(z) = 1− exp(− exp(z)), respectively. In the first step, we will show that
there always exists a unique and strictly monotonic transformation g such that the unknown
and potentially complex distribution PY that we are interested in can be generated from the
simple and known distribution PZ via PY = Pg◦Z . More formally, let g : R → Ξ denote a
B−C measureable function. The composition g ◦Z is a random variable on (Ξ,C,Pg◦Z). We
can now formulate the existence and uniqueness of g as a corollary to the probability integral
transform.
Corollary 1. For all random variables Y and Z, there exists a unique strictly monotonically
increasing transformation g, such that PY = Pg◦Z .
Proof. Let g = F−1Y ◦ FZ and Z ∼ PZ . Then U := FZ(Z) ∼ U[0, 1] and Y = F−1Y (U) ∼ PY
by the probability integral transform. Let h : Ξ→ R, such that FY (y) = FZ(h(y)). From
FY (y) = (FZ ◦ F−1Z ◦ FY )(y) ⇐⇒ h = F−1Z ◦ FY
we get the uniqueness of h and therefore g. The quantile function F−1Z and the distribu-
tion function FY exist by assumption and are both strictly monotonic and right-continuous.
Therefore, h is strictly monotonic and right-continuous and so is g.
Corollary 2. For µ = µL, we have g = h
−1 and h′(y) = ∂h(y)∂y = fZ((F
−1
Z ◦ FY )(y))−1fY (y).
This result for absolutely continuous random variables Y can be found in many textbooks
(e.g. Lindsey 1996), Corollary 1 also covers the discrete case.
Corollary 3. For the counting measure µ = µC , h = F
−1
Z ◦ FY is a right-continuous step
function because FY is a right-continuous step function with steps at y ∈ Ξ.
We now characterise the distribution FY by the corresponding transformation function h, set
up the corresponding likelihood of such a transformation function and estimate the transfor-
mation function based on this likelihood. Let H = {h : Ξ→ R | C−B measureable, h(y1) <
h(y2)∀y1 < y2 ∈ Ξ} denote the space of all strictly monotonic transformation functions.
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With the transformation function h, we can evaluate FY as FY (y | h) = FZ(h(y))∀y ∈ Ξ.
Therefore, we only need to study the transformation function h; the inverse transformation
g = h−1 (used to define a “group family” or “group model” by Lehmann 1983; Bickel et al.
1993) is not necessary in what follows. The density for absolutely continuous variables Y
(µ = µL) is now given by
fY (y | h) = fZ(h(y))h′(y).
For discrete responses Y (µ = µC) with finite sample space Ξ = {y1, . . . , yK}, the density is
fY (yk | h) =

FZ(h(yk)) k = 1
FZ(h(yk))− FZ(h(yk−1)) k = 2, . . . ,K − 1
1− FZ(h(yk−1)) k = K
and for countably infinite sample spaces Ξ = {y1, y2, y3, . . . }, we get the density
fY (yk | h) =
{
FZ(h(yk)) k = 1
FZ(h(yk))− FZ(h(yk−1)) k > 1.
With the conventions FZ(h(y0)) := FZ(h(−∞)) := 0 and FZ(h(yK)) := FZ(h(∞)) := 1, we
use the more compact notation fY (yk | h) = FZ(h(yk))− FZ(h(yk−1)) in the sequel.
For a given transformation function h, the likelihood contribution of a datum C = (
¯
y, y¯] ∈ C
is defined in terms of the distribution function (Lindsey 1996):
L(h | Y ∈ C) :=
∫
C
fY (y | h)dµ(y) = FZ(h(y¯))− FZ(h(
¯
y)).
This “exact” definition of the likelihood applies to most practical situations of interest and,
in particular, allows discrete and (conceptually) continuous as well as censored or truncated
observations C. For a discrete response yk, we have y¯ = yk and
¯
y = yk−1, such that L(h |
Y = yk) = fY (yk | h) = FZ(h(y¯)) − FZ(h(
¯
y)). For absolutely continuous random variables
Y , we almost always observe an imprecise datum (
¯
y, y¯] ⊂ R and, for short intervals (
¯
y, y¯],
approximate the exact likelihood L(h | Y ∈ (
¯
y, y¯]) by the term (y¯ −
¯
y)fY (y | h) or simply
fY (y | h) with y = (
¯
y + y¯)/2 (Lindsey 1999). This approximation only works for relatively
precise measurements, i.e. short intervals. If longer intervals are observed, one speaks of
“censoring”and relies on the exact definition of the likelihood contribution instead of using the
above approximation (Klein and Moeschberger 2003). In summary, the likelihood contribution
of a conceptually “exact continuous” or left-, right- or interval-censored continuous or discrete
observation (
¯
y, y¯] is given by
L(h | Y ∈ (
¯
y, y¯])

≈ fZ(h(y))h′(y) y = (
¯
y + y¯)/2 ∈ Ξ “‘exact continuous”’
= 1− FZ(h(
¯
y)) y ∈ (
¯
y,∞) ∩ Ξ ‘right-censored’
= FZ(h(y¯)) y ∈ (−∞, y¯] ∩ Ξ ‘left-censored’
= FZ(h(y¯))− FZ(h(
¯
y)) y ∈ (
¯
y, y¯] ∩ Ξ ‘interval-censored’,
under the assumption of random censoring. The likelihood is more complex under dependent
censoring (Klein and Moeschberger 2003), but we will not elaborate on this issue. The like-
lihood contribution L(h | Y ∈ (yk, yk−1]) of an ordered factor in category yk is equivalent
to the term L(h | Y ∈ (
¯
y, y¯]) contributed by an interval-censored observation (
¯
y, y¯], when
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category yk is defined by the interval (
¯
y, y¯]. Thus, the expression FZ(h(y¯)) − FZ(h(
¯
y)) for
the likelihood contribution reflects the equivalence of interval-censoring and categorisation at
corresponding cut-off points.
For truncated observations in the interval (yl, yr] ⊂ Ξ, the above likelihood contribution is
defined in terms of the distribution function conditional on the truncation
FY (y | Y ∈ (yl, yr]) = FZ(h(y) | Y ∈ (yl, yr]) = FZ(h(y))
FZ(h(yr))− FZ(h(yl)) ∀y ∈ (yl, yr]
and thus the likelihood contribution changes to (Klein and Moeschberger 2003)
L(h | Y ∈ (
¯
y, y¯])
FZ(h(yr))− FZ(h(yl)) =
L(h | Y ∈ (
¯
y, y¯])
L(h | Y ∈ (yl, yr]) when yl < ¯
y < y¯ ≤ yr.
It is important to note that the likelihood is always defined in terms of a distribution function
(Lindsey 1999), and it therefore makes sense to directly model the distribution function of
interest. The ability to uniquely characterise this distribution function by the transformation
function h gives rise to the following definition of an estimator hˆN .
Definition 1 (Most likely transformation). Let C1, . . . , CN denote an independent sample of
possibly randomly censored or truncated observations from PY . The estimator
hˆN := arg max
h˜∈H
N∑
i=1
log(L(h˜ | Y ∈ Ci))
is called the most likely transformation (MLT).
Log-concavity of fZ ensures concavity of the log-likelihood (except when all observations are
right-censored) and thus ensures the existence and uniqueness of hˆN .
Example For an absolutely continuous response Y the likelihood and log-likelihood for h
are approximated by the density and log-density evaluated at y = (
¯
y + y¯)/2, respectively:
L(h | Y ∈ (
¯
y, y¯]) ≈ fZ(h(y))h′(y)
log(L(h | Y ∈ (
¯
y, y¯])) ≈ log(fZ(h(y))) + log(h′(y)).
Strict monotonicity of the transformation function h is required; otherwise the likelihood is not
defined. The term log(h′(y)) is not a penalty term, but the likelihood favours transformation
functions with a large positive derivative at the observations. If we assume Y ∼ N(α, σ2) and
for the choice Z ∼ N(0, 1) with FZ = Φ and fZ = φ, we can restrict h to linear functions
h(y) = (y − α)σ−1. The likelihood reduces to
L(h | Y ∈ (
¯
y, y¯]) ≈ fZ(h(y))h′(y) = φ((y − α)σ−1)σ−1 = φα,σ2(y) = fY (y | α, σ2).
In this simple location-scale family, the most likely transformation is characterised by the
parameters of the normal distribution of Y . It is important to note that for other choices of FZ ,
the most likely transformation is non-linear; however, the distribution function FY = FZ(h(y))
is invariant with respect to FZ because we can always write h as F
−1
Z ◦ FY . In other words,
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with FZ 6= Φ, we can still model normal responses Y ; however, a non-linear transformation
function h is required.
Many distributions are defined by a transformation function h, for example, the Box-Cox
power exponential family (Rigby and Stasinopoulos 2004), the sinh-arcsinh distributions
(Jones and Pewsey 2009), or the T-X family of distributions (Alzaatreh et al. 2013). The
parameters of these distributions can, for example, be estimated by the GAMLSS approach
(Rigby and Stasinopoulos 2005). In what follows, we do not assume any specific form of
the transformation function but parameterise h in terms of basis functions. We now intro-
duce such a parameterisation, a corresponding family of distributions, a maximum likelihood
estimator and a large class of models for unconditional and conditional distributions.
3. Transformation Analysis
We parameterise the transformation function h(y) as a linear function of its basis-transformed
argument y using a basis function a : Ξ→ RP , such that h(y) = a(y)>ϑ,ϑ ∈ RP . The choice
of the basis function a is problem specific and will be discussed in Section 4. The likelihood L
only requires evaluation of h, and only an approximation thereof using the Lebesgue density of
“exact continuous”observations makes the evaluation of the first derivative of h(y) with respect
to y necessary. In this case, the derivative with respect to y is given by h′(y) = a′(y)>ϑ, and
we assume that a′ is available. In the following, we will write h = a>ϑ and h′ = a′>ϑ for
the transformation function and its first derivative, omitting the argument y, and we assume
that both functions are bounded away from −∞ and ∞. For a specific choice of FZ and a,
the transformation family of distributions consists of all distributions PY whose distribution
function FY is given as the composition FZ ◦ a>ϑ; this family can be formally defined as
follows.
Definition 2 (Transformation family). The distribution family
PY,Θ = {FZ ◦ a>ϑ | ϑ ∈ Θ}
with parameter space Θ = {ϑ ∈ RP | a>ϑ ∈ H} is called transformation family of distribu-
tions PY,ϑ with transformation functions a>ϑ ∈ H, µ-densities fY (y | ϑ), y ∈ Ξ, and error
distribution function FZ .
The classical definition of a transformation family relies on the idea of invariant distributions,
i.e. only the parameters of a distribution are changed by a transformation function but the
distribution itself is not changed. The normal family characterised by affine transformations
is the most well-known example (e.g. Fraser 1968; Lindsey 1996). Here, we explicitly allow
and encourage transformation functions that change the shape of the distribution. The trans-
formation function a>ϑ is, at least in principle, flexible enough to generate any distribution
function FY = FZ ◦a>ϑ from the distribution function FZ . We borrow the term “error distri-
bution” function for FZ from Fraser (1968), because Z can be understood as an error term in
some of the models discussed in Section 4. The problem of estimating the unknown transfor-
mation function h, and thus the unknown distribution function FY , reduces to the problem
of estimating the parameter vector ϑ through maximisation of the likelihood function. We
assume that the basis function a is such that the parameters ϑ are identifiable.
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Definition 3 (Maximum likelihood estimator).
ϑˆN := arg max
ϑ∈Θ
N∑
i=1
log(L(a>ϑ | Y ∈ Ci))
Based on the maximum likelihood estimator ϑˆN , we define plug-in estimators of the most
likely transformation function and the corresponding estimator of our target distribution FY
as hˆN := a
>ϑˆN and FˆY,N := FZ ◦ hˆN . Because the problem of estimating an unknown
distribution function is now embedded in the maximum likelihood framework, the asymptotic
analysis benefits from standard results on the asymptotic behaviour of maximum likelihood
estimators. We begin with deriving the score function and Fisher information. The score
contribution of an “exact continuous” observation y = (
¯
y+ y¯)/2 from an absolutely continuous
distribution is approximated by the gradient of the log-density
s(ϑ | Y ∈ (
¯
y, y¯]) ≈ ∂ log(fY (y | ϑ))
∂ϑ
=
∂ log(fZ(a(y)
>ϑ))) + log(a′(y)>ϑ)
∂ϑ
= a(y)
f ′Z(a(y)
>ϑ)
fZ(a(y)>ϑ)
+
a′(y)
a′(y)>ϑ
. (1)
For an interval-censored or discrete observation
¯
y and y¯ (the constant terms FZ(a(−∞)>ϑ) =
FZ(−∞) = 0 and FZ(a(∞)>ϑ) = FZ(∞) = 1 vanish), the score contribution is
s(ϑ | Y ∈ (
¯
y, y¯]) =
∂ log(L(a>ϑ | Y ∈ (
¯
y, y¯]))
∂ϑ
=
∂ log(FZ(a(y¯)
>ϑ)− FZ(a(
¯
y)>ϑ))
∂ϑ
=
fZ(a(y¯)
>ϑ)a(y¯)− fZ(a(
¯
y)>ϑ)a(
¯
y)
FZ(a(y¯)>ϑ)− FZ(a(
¯
y)>ϑ)
. (2)
For a truncated observation, the score function is s(ϑ | Y ∈ (
¯
y, y¯])− s(ϑ | Y ∈ (yl, yr]).
The contribution of an “exact continuous” observation y from an absolutely continuous dis-
tribution to the Fisher information is approximately
F (ϑ | Y ∈ (
¯
y, y¯]) ≈ −∂
2 log(fY (y | ϑ))
∂ϑ∂ϑ>
= −
(
a(y)a(y)>
{
f ′′Z(a(y)
>ϑ)
fZ(a(y)>ϑ)
−
[
f ′Z(a(y)
>ϑ)
fZ(a(y)>ϑ)
]2}
(3)
−a
′(y)a′(y)>
(a′(y)>ϑ)2
)
(NB: the weight to a(y)a(y)> is constant one for FZ = Φ). For a censored or discrete
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observation, we have the following contribution to the Fisher information
F (ϑ | Y ∈ (
¯
y, y¯]) = −∂
2 log(L(a>ϑ | Y ∈ (
¯
y, y¯]))
∂ϑ∂ϑ>
= −
{
f ′Z(a(y¯)
>ϑ)a(y¯)a(y¯)> − f ′Z(a(
¯
y)>ϑ)a(
¯
y)a(
¯
y)>
FZ(a(y¯)>ϑ)− FZ(a(
¯
y)>ϑ)
(4)
− [fZ(a(y¯)
>ϑ)a(y¯)− fZ(a(
¯
y)>ϑ)a(
¯
y)]
[FZ(a(y¯)>ϑ)− FZ(a(
¯
y)>ϑ]2
×
[fZ(a(y¯)
>ϑ)a(y¯)> − fZ(a(
¯
y)>ϑ)a(
¯
y)>]
}
.
For a truncated observation, the Fisher information is given by F (ϑ | Y ∈ (
¯
y, y¯])−F (ϑ | Y ∈
(yl, yr]).
We will first discuss the asymptotic properties of the maximum likelihood estimator ϑˆN in
the parametric setting with fixed parameters ϑ in both the discrete and continuous case.
For continuous variables Y and a transformation function parameterised using a Bernstein
polynomial, results for sieve maximum likelihood estimation, where the number of parameters
increases with N , are then discussed in Subsection 3.2.
3.1. Parametric Inference
Conditions on the densities of the error distribution fZ and the basis functions a ensuring
consistency and asymptotic normality of the sequence of maximum likelihood estimators ϑˆN
and an estimator of their asymptotic covariance matrix are given in the following three the-
orems. Due to the full parameterisation of the model, the proofs are simple standard results
for likelihood asymptotics, and a more complex analysis (as required for estimation equations
in the presence of a nuisance parameter hY , for example in Cheng et al. 1995; Chen et al.
2002) is not necessary. We will restrict ourselves to absolutely continuous or discrete random
variables Y , where the likelihood is given in terms of the density fY (y | ϑ). Furthermore, we
will only study the case of a correctly specified transformation h = a>ϑ and refer the reader
to Hothorn et al. (2014), where consistency results for arbitrary h are given.
Theorem 1. For Y1, . . . , YN
iid∼ PY,ϑ0 and under the assumptions (A1) the parameter space
Θ is compact and (A2) Eϑ0 [supϑ∈Θ | log(fY (Y | ϑ))|] <∞ where ϑ0 is well-separated:
sup
ϑ;|ϑ−ϑ0|≥
Eϑ0 [log(fY (Y | ϑ))] < Eϑ0 [log(fY (Y | ϑ0))],
the sequence of estimators ϑˆN converges to ϑ0 in probability, ϑˆN
P→ ϑ0, as N →∞.
Proof. The log-likelihood is continuous in ϑ, and due to (A2), each log-likelihood contribution
is dominated by an integrable function. Thus, the result follows from van der Vaart (1998)
(Theorem 5.8 with Example 19.7; see note at bottom of page 46).
Remark 1. Assumption (A1) is made for convenience, and relaxations of such a condition
are given in van de Geer (2000) or van der Vaart (1998). The assumptions in (A2) are rather
weak: the first one holds if the functions a are not arbitrarily ill-posed, and the second one
holds if the function Eϑ0 [log(fY (Y | ϑ))] is strictly convex in ϑ (if the assumption would not
hold, we would still have convergence to the set argmaxϑEϑ0 [log(fY (Y | ϑ))]).
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Theorem 2. Under the assumptions of Theorem 1 and in addition (A3)
Eϑ0
(
sup
ϑ
∣∣∣∣∣∣∣∣∂ log fY (Y | ϑ)∂ϑ
∣∣∣∣∣∣∣∣2
)
<∞,
(A4) Eϑ0(a(Y )a(Y )>) and (for the absolutely continuous case µ = µL only) Eϑ0(a′(Y )a′(Y )>)
are nonsingular, and (A5) 0 < fZ < ∞, sup |f ′Z | < ∞ and sup |f ′′Z | < ∞, the sequence√
N(ϑˆN − ϑ0) is asymptotically normal with mean zero and covariance matrix
Σϑ0 =
(
Eϑ0
(
−∂
2 log fY (Y | ϑ)
∂ϑ∂ϑ>
))−1
,
as N →∞.
Proof. Because the map ϑ 7→√fY (y | ϑ) is continuously differentiable in ϑ for all y in both
the discrete and absolutely continuous case and the matrix
Eϑ0
([
∂ log fY (Y | ϑ)
∂ϑ
] [
∂ log fY (Y | ϑ)
∂ϑ
]>)
is continuous in ϑ as given in (1) and (2), the transformation family PY,Θ is differentiable in
quadratic mean with Lemma 7.6 in van der Vaart (1998). Furthermore, assumptions (A4-5)
ensure that the expected Fisher information matrix is nonsingular at ϑ0. With the consistency
and (A3), the result follows from Theorem 5.39 in van der Vaart (1998).
Remark 2. Assumption (A4) is valid for the densities fZ of the normal, logistic and mini-
mum extreme value distribution. The Fisher information (4) and (4) evaluated at the maxi-
mum likelihood estimator ϑˆN can be used to estimate the covariance matrix Σϑ0.
Theorem 3. Under the assumptions of Theorem 2 and assuming Eϑ0 |F (ϑ0 | Y )| < ∞, a
consistent estimator for Σϑ0 is given by
Σˆϑ0,N =
(
N−1
N∑
i=1
F (ϑˆN | Yi)
)−1
.
Proof. With the law of large numbers we have
N−1
N∑
i=1
F (ϑ0 | Yi) = N−1
N∑
i=1
−∂
2 log fY (Yi | ϑ)
∂ϑ∂ϑ>
P→ Eϑ0
(
−∂
2 log fY (Y | ϑ)
∂ϑ∂ϑ>
)
= Σ−1ϑ0 .
Because the map ϑ 7→ F (ϑ | y) is continuous for all y (as can be seen from (4) and (4)), the
result follows with Theorem 1.
Based on Theorems 1-3, we can perform standard likelihood inference on the model param-
eters ϑ. In particular, we can construct confidence intervals and confidence bands for the
conditional distribution function from confidence intervals and bands for the linear functions
a>ϑ. We complete this part by formally defining the class of transformation models.
Definition 4 (Transformation model). The triple (FZ ,a,ϑ) is called transformation model.
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The transformation model (FZ ,a,ϑ) fully defines the distribution of Y via FY = FZ ◦ a>ϑ
and thus the corresponding likelihood L(a>ϑ | Y ∈ (
¯
y, y¯]). Our definition of transformation
models as (FZ ,a,ϑ) is strongly tied to the idea of structural inference (Fraser 1968) and group
families (Lehmann 1983) or group models (Bickel et al. 1993). Fraser (1968) described a mea-
surement model PY for Y by an error distribution PZ and a structural equation Y = g ◦ Z,
where g is a linear function, thereby extending the location-scale family Y = α + σZ intro-
duced by Fisher (1934) and refined by Pitman (1939). Group models consist of distributions
generated by possibly non-linear g. The main difference to these classical approaches is that
we parameterise h instead of g = h−1. By extending the linear transformation functions g
dealt with by Fraser (1968) to non-linear transformations, we approximate the potentially non-
linear transformation functions h = g−1 = F−1Z ◦ FY by a>ϑ, with subsequent estimation of
the parameters ϑ. For given parameters ϑ, a sample from PY can be drawn by the probability
integral transform, i.e. Z1, . . . , ZN
iid∼ PZ is drawn and then Yi = inf{y ∈ Ξ | a(y)>ϑ ≥ Zi}.
This generalises the method published by Bender et al. (2005) from the Cox model to all
conditional transformation models.
3.2. Non-parametric Inference
For continuous responses Y , any unknown transformation h can be approximated by Bernstein
polynomials of increasing order (Farouki 2012). For uncensored and right-censored responses
and under the same conditions for FZ as stated in Subsection 3.1, McLain and Ghosh (2013)
showed that the non-parametric sieve maximum likelihood estimator is consistent with rate
of convergence N2/5 for h with continuous bounded second derivatives in unconditional and
linear transformation models (see Subsection 4.3). In the latter class, the linear shift parame-
ters β are asympotically normal and semi-parametrically efficient. Numerical approximations
to the observed Fisher information F (ϑˆN | Y ∈ (
¯
y, y¯]) were shown to lead to appropriate
standard errors of βˆN by McLain and Ghosh (2013). Hothorn et al. (2014) established the
consistency of boosted non-parametric conditional transformation models (see Subsection 4.2).
For sieve maximum likelihood estimation in the class of conditional transformation models,
the techniques employed by McLain and Ghosh (2013) require minor technical extensions,
which are omitted here.
In summary, the same limiting distribution arises under both the parametric and the non-
parametric paradigm for transformation functions parameterised or approximated using Bern-
stein polynomials, respectively. In the latter case, the target is then the best approximated
transformation function with Bernstein polynomials, say h?N (where the index N indicates
that we use a more complex approximation when N increases). If the approximation error
h?N − h is of smaller order than the convergence rate of the estimator, the estimator’s target
becomes the true underlying transformation function h, and otherwise a bias for estimating
h remains.
4. Applications
The definition of transformation models tailored for specific situations “only” requires the
definition of a suitable basis function a and a choice of FZ . In this section, we will discuss
specific transformation models for unconditional and conditional distributions of ordered and
unordered categorical, discrete and continuous responses Y . Note that the likelihood function
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L allows all these models to be fitted to arbitrarily censored or truncated responses; for brevity,
we will not elaborate on the details.
4.1. Unconditional Transformation Models
Finite Sample Space For ordered categorical responses Y from a finite sample space
Ξ = {y1, . . . , yK}, we assign one parameter to each element of the sample space except yK .
This corresponds to the basis function a(yk) = eK−1(k), where eK−1(k) is the unit vector of
length K − 1, with its kth element being one. The transformation function h is
h(yk) = eK−1(k)>ϑ = ϑk ∈ R, 1 ≤ k < K, st ϑ1 < · · · < ϑK1,
with h(yK) =∞, and the unconditional distribution function of FY is FY (yk) = FZ(ϑk). This
parameterisation underlies the common proportional odds and proportional hazards model
for ordered categorical data (Tutz 2012). Note that monotonicity of h is guaranteed by the
K − 2 linear constraints ϑ2 − ϑ1 > 0, . . . , ϑK−1 − ϑK−2 > 0 when constrained optimisation is
performed. In the absence of censoring or truncation and with ϑ0 = −∞, ϑK =∞, we obtain
the maximum likelihood estimator for ϑ as
ϑˆN = arg max
ϑ1<···<ϑK−1
N∑
i=1
log(FZ(ϑk(i))− FZ(ϑk(i)−1))
=
(
F−1Z
(
N−1
N∑
i=1
1(Yi ≤ y1)
)
, . . . , F−1Z
(
N−1
N∑
i=1
1(Yi ≤ yK−1)
))>
because pˆik = N
−1∑N
i=1 1(Yi = yk), 1 ≤ k < K maximises the equivalent multinomial (or
empirical) log-likelihood
∑N
i=1 log(pik(i)), and we can rewrite this estimator as
pˆik = N
−1
(
N∑
i=1
1(Yi ≤ yk)− 1(k > 1)
N∑
i=1
1(Yi ≤ yk−1)
)
, 1 ≤ k < K.
The estimated distribution function FˆY,N = FZ ◦ hˆN is invariant with respect to FZ . As-
sumption (A4) is valid for these basis functions because we have Eϑ0(eK−1(Y )eK−1(Y )>) =
diag(P(Y = yk)), 1 ≤ k < K for Y ∼ PY,ϑ0 .
If we define the sample space Ξ as the set of unique observed values and the probability
measure as the empirical cumulative distribution function (ECDF), putting mass N−1 on
each observation, we see that this particular parameterisation is equivalent to an empirical
likelihood approach and we get hˆN = F
−1
Z ◦ ECDF. Note that although the transformation
function depends on the choice of FZ , the estimated distribution function FˆY,N = FZ ◦ hˆN =
ECDF does not and is simply the non-parametric empirical maximum likelihood estimator. A
smoothed version of this estimator for continuous responses is discussed in the next paragraph.
Infinite Sample Space For continuous responses Y , the parameterisation h(y) = a(y)>ϑ,
and thus also FˆY,N , should be smooth in y; therefore, any polynomial or spline basis is
a suitable choice for a. For the empirical experiments in Section 5, we applied Bernstein
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polynomials (for an Overview, see Farouki 2012) of order M (P = M + 1) defined on the
interval [
¯
ı, ı¯] with
aBs,M (y) = (M + 1)
−1(fBe(1,M+1)(y˜), . . . , fBe(m,M−m+1)(y˜), . . . , fBe(M+1,1)(y˜))> ∈ RM+1
h(y) = aBs,M (y)
>ϑ =
M∑
m=0
ϑmfBe(m+1,M−m+1)(y˜)/(M + 1)
h′(y) = a′Bs,M (y)
>ϑ =
M−1∑
m=0
(ϑm+1 − ϑm)fBe(m+1,M−m)(y˜)M/((M + 1)(¯ı−¯ı)),
where y˜ = (y −
¯
ı)/(¯ı −
¯
ı) ∈ [0, 1] and fBe(m,M) is the density of the Beta distribution with
parameters m and M . This choice is computationally attractive because strict monotonicity
can be formulated as a set of M linear constraints on the parameters ϑm < ϑm+1 for all
m = 0, . . . ,M (Curtis and Ghosh 2011). Therefore, application of constrained optimisation
guarantees monotonic estimates hˆN . The basis contains an intercept. We obtain smooth
plug-in estimators for the distribution, density, hazard and cumulative hazard functions as
FˆY,N = FZ ◦a>Bs,M ϑˆN , fˆY,N = fZ ◦a>Bs,M ϑˆN×a′Bs,M>ϑˆN , λˆY,N = fˆY,N/(1−FˆY,N ) and ΛˆY,N =
− log(1−FˆY,N ). The estimator FˆY,N = FZ ◦a>Bs,M ϑˆN must not be confused with the estimator
FˆY,N = a
>
Bs,M pˆ for Y ∈ [0, 1] obtained from the smoothed empirical distribution function with
coefficients pˆm+1 =
∑N
i=1 1(Yi ≤ m/M)/N corresponding to probabilities evaluated at the
quantiles m/M for m = 0, . . . ,M (Babu et al. 2002).
The question arises how the degree of the polynomial affects the estimated distribution func-
tion. On the one hand, the model (Φ,aBs,1,ϑ) only allows linear transformation functions of a
standard normal and FY is restricted to the normal family. On the other hand, (Φ,aBs,N−1,ϑ)
has one parameter for each observation and FˆY,N is the non-parametric maximum likelihood
estimator ECDF, which, by the Glivenko-Cantelli lemma, converges to FY . In this sense,
we cannot choose a “too large” value for M . This is a consequence of the monotonicity con-
straint on the estimator a>ϑˆN , which, in this extreme case, just interpolates the step function
F−1Z ◦ECDF. Empirical evidence for the insensitivity of results when M is large can be found
in Hothorn (2017b) and in the discussion.
4.2. Conditional Transformation Models
In the following, we will discuss a cascade of increasingly complex transformation models
where the transformation function h may depend on explanatory variables X ∈ χ. We are
interested in estimating the conditional distribution of Y givenX = x. The corresponding dis-
tribution function FY |X=x can be written as FY |X=x(y) = FZ(h(y | x)). The transformation
function h(· | x) : Ξ → R is said to be conditional on x. Following the arguments presented
in the proof of Corollary 1, it is easy to see that for each x, there exists a strictly mono-
tonic transformation function h(· | x) = F−1Z ◦ FY |X=x such that FY |X=x(y) = FZ(h(y | x)).
Because this class of conditional transformation models and suitable parameterisations were
introduced by Hothorn et al. (2014), we will only sketch the most important aspects here.
Let b : χ → RQ denote a basis transformation of the explanatory variables. The joint
basis for both y and x is called c : Ξ × χ → Rd(P,Q); its dimension d(P,Q) depends on
the way the two basis functions a and b are combined (e.g. c = (a>, b>)> ∈ RP+Q or
c = (a> ⊗ b>)> ∈ RPQ). The conditional transformation function is now parameterised
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as h(y | x) = c(y,x)>ϑ. One important special case is the simple transformation function
h(y | x) = hY (y)+hx(x), where the explanatory variables only contribute a shift hx(x) to the
conditional transformation function. Often this shift is assumed to be linear in x; therefore,
we use the function m(x) = b(x)>β = x˜>β to denote linear shifts. Here b(x) = x˜ is one row
of the design matrix without intercept. These simple models correspond to the joint basis
c(y,x)>ϑ = a(y)>ϑ1 + b(x)>ϑ2, with hY (y) = a(y)>ϑ1 and hx(x) = b(x)>ϑ2 = m(x) =
x˜>β. The results presented in Section 3, including Theorems 1, 2 and 3, carry over in the
fixed design case when a is replaced by c.
In the rest of this section, we will present classical models that can be embedded in the larger
class of conditional transformation models and some novel models that can be implemented
in this general framework.
4.3. Classical Transformation Models
Linear Model The normal linear regression model Y ∼ N(α+m(x), σ2) with conditional
distribution function
FY |X=x(y) = Φ
(
y − (α+m(x))
σ
)
can be understood as a transformation model with transformation function h(y | x) = y/σ−
α/σ−m(x)/σ parameterised via basis functions a(y) = (y, 1)>, b(x) = x˜ and c = (a>, b>)>
with parameters ϑ = (σ−1,−σ−1α,−σ−1β>)> under the constraint σ > 0, or in more com-
pact notation (Φ, (y, 1, x˜>)>,ϑ). The parameters of the model are the inverse standard de-
viation and the inverse negative coefficient of variation instead of the mean and variance
of the original normal distribution. For “exact continuous” observations, the likelihood L is
equivalent to least-squares, which can be maximised with respect to α and β without tak-
ing σ into account. This is not possible for censored or truncated observations, where we
need to evaluate the conditional distribution function that depends on all parameters; this
model is called Type I Tobit model (Tobin 1958) (although only the likelihood changes under
censoring and truncation, but the model does not). Using an alternative basis function c
would allow arbitrary non-normal conditional distributions of Y and the simple shift model
c(y,x)>ϑ = a(y)>ϑ1 + b(x)>ϑ2 is then a generalisation of additive models and leads to the
interpretation
EY |X=x(a(Y )>ϑ1) = −b(x)>ϑ2.
The choice a = (1, log)> implements the log-normal model for Y > 0. Implementation of
a Bernstein basis a = aBs,M allows arbitrarily shaped distributions, i.e. a transition from
the normal family to the transformation family, and thus likelihood inference on ϑ2 without
strict assumptions on the distribution of Y . The transformation aBs,M (y)
>ϑ1 must increase
monotonically in y. Maximisation of the log-likelihood under the linear inequality constraint
DM+1ϑ1 > 0, with DM+1 representing first-order differences, implements this requirement.
Continuous “Survival Time” Models For a continuous response Y > 0, the model
FY |X=x(y) = FZ
(
log(y)− (α+m(x))
σ
)
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with basis functions a(y) = (1, log(y)) and b(x) = x˜ and parameters ϑ = (−α, σ−1,−β>)>
under the constraint σ > 0 is called the accelerated failure time (AFT) model. The model
(FMEV, (1, log, x˜
>)>, (−ϑ1, 1,−β>)>) with σ ≡ 1 (and thus fixed transformation function log)
is the exponential AFT model because it implies an exponential distribution of Y . When the
parameter σ > 0 is estimated from the data, the model (FMEV, (1, log, x˜
>)>,ϑ) is called the
Weibull model, (FSL, (1, log, x˜
>)>,ϑ) is the log-logistic AFT model and (Φ, (1, log, x˜>)>,ϑ)
is the log-normal AFT model. For a continuous (not necessarily positive) response Y ,
the model FY |X=x(y) = FMEV(hY (y) − m(x)) is called the proportional hazards, relative
risk or Cox model. The transformation function hY equals the log-cumulative baseline
hazard and is treated as a nuisance parameter in the partial likelihood framework, where
only the regression coefficients β are estimated. Given βˆ, non-parametric maximum like-
lihood estimators are typically applied to obtain hˆY . Here, we parameterise this function
as hY (y) = log(ΛY (y)) = a(y)
>ϑ1 (for example, using a = aBs,M ) and fit all parameters
in the model (FMEV, (a
>, x˜>)>, (ϑ>1 ,−β>)>) simultaneously. The model is highly popular
because m(x) is the log-hazard ratio to m(0). For the special case of right-censored survival
times, this parameterisation of the Cox model was studied theoretically and empirically by
McLain and Ghosh (2013). Changing the distribution function in the Cox model from FMEV
to FSL results in the proportional odds model (FSL, (a
>, x˜>)>, (ϑ>1 ,−β>)>); its name comes
from the interpretation of m(x) as the constant log-odds ratio of the odds OY (y | X = x)
and OY (y | x = 0). An additive hazards model with the conditional hazard function
λY (y |X = x) = λY (y |X = 0)−x˜>β results from the choice FZ(z) = FExp(z) = 1−exp(−z)
(Aranda-Ordaz 1983) under the additional constraint λY (y | X = x) > 0. In this case, the
function a(y)>ϑ1 > 0 is the positive baseline cumulative hazard function ΛY (y |X = 0).
Discrete Models For ordered categorical responses y1 < · · · < yK , the conditional distri-
bution FY |X=x(yk) = FZ(hY (yk) −m(x)) is a transformation model with a(yk) = eK−1(k).
The model (FSL, (a
>, x˜>)>, (ϑ>1 ,−β>)>) is called the discrete proportional odds model and
(FMEV, (a
>, x˜>)>, (ϑ>1 ,−β>)>) is the discrete proportional hazards model. Here, m(x) is the
log-odds ratio or log-hazard ratio to m(0) independent of k; details are given in Tutz (2012).
For the special case of a binary response (K = 2), the transformation model (FSL, (1(k =
1), x˜>)>, (ϑ1,−β>)>) is the logistic regression model, (Φ, (1(k = 1), x˜>)>, (ϑ1,−β>)>) is the
probit model and (FMEV, (1(k = 1), x˜
>)>, (ϑ1,−β>)>) is called the complementary log-log
model. Note that the transformation function hY is given by the basis function a = 1(k = 1),
i.e. ϑ1 is just the intercept. The connection between standard binary regression models and
transformation models is explained in more detail by Doksum and Gasko (1990).
Linear Transformation Model The transformation model (FZ , (a
>, x˜>)>, (ϑ>1 ,−β>)>)
for any a and FZ is called the linear transformation model and contains all models discussed
in this subsection. Note that the transformation of the response hY (y) = a(y)
>ϑ1 is non-
linear in all models of interest (AFT, Cox, etc.), and the term “linear” only refers to a linear
shift m(x) of the explanatory variables. Partially linear or additive transformation models
allow non-linear shifts as part of a partially smooth basis b, i.e. in the form of an additive
model. The number of constraints only depends on the basis a but not on the explanatory
variables.
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4.4. Extension of Classical Transformation Models
A common property of all classical transformation models is the additivity of the response
transformation and the shift, i.e. the decomposition h(y | x) = hY (y) + hx(x) of the condi-
tional transformation function. This assumption is relaxed by the following extensions of the
classical models. Allowing for deviations from this simple model is also the key aspect for the
development of novel transformation models in the rest of this section.
Discrete Non-Proportional Odds and Hazards Models For ordered categorical re-
sponses, the model FY |X=x(yk) = FZ(hY (yk)−mk(x)) allows a category-specific shiftmk(x) =
x˜>βk; with FSL, this cumulative model is called the non-proportional odds model, and with
FMEV, it is the non-proportional hazards model. Both models can be cast into the transfor-
mation model framework by defining the joint basis c(yk,x) = (a(yk)
>,a(yk)> ⊗ b(x)>)>
as the Kronecker product of the two simple basis functions a(yk) = eK−1(k) and b(x) = x˜
(assuming that b does not contain an intercept term). Note that the conditional transforma-
tion function h(y | x) includes an interaction term between y and x. It is also worth noting
that for unordered categorical responses Y ∈ Ξ = {y1, . . . , yK}, the multinomial model can
be estimated by the model (FZ , c,ϑ) under any ordering of the response categories because
the corresponding conditional density
fY |X=x(yk) =

FZ(c(yk,x)
>ϑ) k = 1
FZ(c(yk,x)
>ϑ)− FZ(c(yk−1,x)>ϑ) 1 < k < K
1− FZ(c(yk−1,x)>ϑ) k = K
is invariant with respect to the ordering applied. For FSL, this model is called the cumulative
logit or partial proportional odds model (Tutz 2012). The classical multinomial logit (with
FZ = FSL) or probit (with FZ = Φ) models for an unordered response Y ∈ Ξ = {y1, . . . , yK}
can be written as models for the density
P(Y = y1 |X = x) = FZ(x˜>β1)
P(Y = yk |X = x) = FZ(x˜>βk)− FZ(x˜>βk−1) 1 < k < K
P(Y = yK |X = x) = 1− FZ(x˜>βK1),
where the parameters βk correspond to parameters in a cumulative model P(Y ≤ yk) =
FZ(x˜
>βk) for any ordering of the sample space. Of course, the parameter estimates βˆk
change when the ordering changes and therefore must not be interpreted directly, but the
estimated densities Pˆ(Y = yk |X = x) are invariant with respect to the ordering applied.
Time-Varying Effects One often studied extension of the Cox model is FY |X=x(y) =
FZ(hY (y) − x˜>β(y)), where the regression coefficients β(y) may change with time y. The
Cox model is included with β(y) ≡ β, and the model is often applied to check the pro-
portional hazards assumption. With a smooth parameterisation of time y, for example via
a = aBs,M , and linear basis b(x) = x˜, the transformation model (FMEV, (a
>,a> ⊗ b>)>,ϑ)
implements this Cox model with time-varying (linear) effects. This model (with arbitrary FZ)
has also been presented in Foresi and Peracchi (1995) and is called distribution regression in
Chernozhukov et al. (2013).
Hothorn, Mo¨st, and Bu¨hlmann 17
4.5. Novel Transformation Models
Due to the broadness of the transformation family, it is straightforward to set up new models
for interesting situations by allowing more complex transformation functions h(y | x). We
will illustrate this possibility for two simple cases aˆA˘S¸ the independent two-sample situation
and regression models for count data. The generic and most complex transformation model
is called the conditional transformation model and is explained at the end of this section.
Beyond Shift Effects Assume we observe samples from two groups A and B and want
to model the conditional distribution functions FY |X=A(y) and FY |X=B(y) of the response
Y in the two groups. Based on this model, it is often interesting to infer whether the two
distributions are equivalent and, if this is not the case, to characterise how they differ. Using
an appropriate basis function a and the basis b(x) = (1,1(B))>, the model (FZ , (a> ⊗
b>)>,ϑ) parameterises the conditional transformation function as h(y | A) = a(y)>ϑ1 and
h(y | B) = h(y | A)+hB−A(y) = a(y)>ϑ1+1(B)a(y)>ϑ2. Clearly, the second term is constant
zero (hB−A(y) ≡ 0) iff the two distributions are equivalent (FY |X=A(y) = FY |X=B(y) for all
y). For the deviation function hB−A(y) = a>ϑ2, we can apply standard likelihood inference
procedures for ϑˆ2 to construct a confidence band or use a test statistic like max(ϑˆ2/se(ϑˆ2))
to assess deviations from zero. If there is evidence for a group effect, we can use the model
to check whether the deviation function is constant, i.e. hB−A(y) ≡ c 6= 0. In this case, the
simpler model (FZ , (a
>,1(B))>, (ϑ>1 ,−β)>) with shift β = −ϑ2 might be easier to interpret.
This model actually corresponds to a normal ANOVA model with FZ = Φ and a(y)
> = (1, y)>
or the Cox proportional hazards model with (FMEV, (a
>
Bs,M ,1(B))
>, (ϑ>1 ,−β)>).
Count Regression “Without Tears” Simple models for count data Ξ = {0, 1, 2, . . . }
almost always suffer from over-dispersion or excess zeros. The linear transformation model
FY |X=x(y) = FZ(hY (y)−m(x))
can be implemented using the basis function a(y) = aBs,M (byc), and then the parameters
of the transformation model (FZ , (a
>, x˜>)>,ϑ) are not affected by over- or under-dispersion
because higher moments are handled by hY independently of the effects of the explanatory
variables m(x). If there are excess zeros, we can set up a joint transformation model
FY |X=x(y) = FZ(hY (y)−m(x) + 1(y = 0)(α0 −m0(x)))
such that we have a two-components mixture model consisting of the count distribution
FY |X=x(y) = FZ(hY (y)−m(x)), y ∈ Ξ
and the probability of an excess zero
fY |X=x(0) = FZ(hY (0)−m(x) + (α0 −m0(x))) = FZ(hY (0) + α0 − x˜>(β + β0))
when m0(x) = x˜
>β0. Hence, the transformation analogue to a hurdle model with hurdle at
zero is the transformation model (FZ , (a
>, x˜>,1(y = 0),1(y = 0)x˜>)>, (ϑ>1 ,β
>, α0,β>0 )>).
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Conditional Transformation Models When the conditional transformation function is
parameterised by multiple basis functions aj(y), bj(x), j = 1, . . . J via the joint basis
c = (a>1 ⊗ b>1 , . . . ,a>J ⊗ b>J )>,
models of the class (·, c,ϑ) are called conditional transformation models (CTMs) with J par-
tial transformation functions parameterised as a>j ⊗b>j and include all special cases discussed
in this section. It is convenient to assume monotonicity for each of the partial transformation
functions; thus, the linear constraints for aj are repeated for each basis function in bj (detailed
descriptions of linear constraints for different models in this class are available in Hothorn
2017b). Hothorn et al. (2014) introduced this general model class and proposed a boosting
algorithm for the estimation of transformation functions h for “exact continuous” responses
Y . In the likelihood framework presented here, conditional transformation models can be
fitted under arbitrary schemes of censoring and truncation and classical likelihood inference
for the model parameters ϑ becomes feasible. Of course, unlike in the boosting context, the
number of model terms J and their complexity are limited in the likelihood world because
the likelihood does not contain any penalty terms that induce smoothness in the x-direction.
A more detailed overview on the class of conditional transformation models can be found in
(Mo¨st et al. 2016).
A systematic overview of linear transformation models with potentially response-varying ef-
fects is given in Table 1. Model nomenclature and interpretation of the corresponding model
parameters is mapped to specific transformation functions h and distribution functions FZ .
To the best of our knowledge, models without names have not yet been discussed in the
literature, and their specific properties await closer investigation.
5. Empirical Evaluation
We will illustrate the range of possible applications of likelihood-based conditional transfor-
mation models. In Subsection 5.2, we will present a small simulation experiment highlighting
the possible advantage of indirectly modelling conditional distributions with transformation
functions.
5.1. Illustrations
Density Estimation: Old Faithful Geyser The duration of eruptions and the waiting
time between eruptions of the Old Faithful geyser in the Yellowstone National Park be-
came a standard benchmark for non-parametric density estimation (the original data were
given by Azzalini and Bowman 1990). The nine parameters of the transformation model
(Φ,aBs,8(waiting),ϑ) were fitted by maximisation of the approximate log-likelihood (treating
the waiting times as “exact” observations) under the eight linear constraints D9ϑ > 0. The
model depicted in Figure 1A reproduces the classic bimodal unconditional density of waiting
time along with a kernel density estimate. It is important to note that the transformation
model was fitted likelihood-based, whereas the kernel density estimate relied on a cross-
validated bandwidth. An unconditional density estimate for the duration of the eruptions
needs to deal with censoring because exact duration times are only available for the day-
time measurements. At night, the observations were either left-censored (“short” eruption),
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Figure 1: Old Faithful Geyser. Estimated density for waiting times (A) between and dura-
tion (B) of eruptions by the most likely transformation model (MLT) and kernel smoothing
(function npudens() from package np in R). Note that the kernel estimator was based on the
imputed duration times 2, 3 and 4 for short, medium and long eruptions at night (as are the
rugs in B).
interval-censored (“medium” eruption) or right-censored (“long” eruption) as explained by Az-
zalini and Bowman (1990). This censoring was widely ignored in analyses of the Old Faithful
data because most non-parametric kernel techniques cannot deal with censoring (see for exam-
ple Hyndman and Yao 2002). We applied the transformation model (Φ,aBs,8(duration),ϑ)
based on the exact log-likelihood function under eight linear constraints and obtained the
unconditional density depicted in Figure 1B. In Hothorn (2017b), results for M = 40 are
computed, which led to almost identical estimates of the distribution function.
In addition, we modelled the conditional distribution of the censored duration times given the
waiting times using the transformation model (Φ, (aBs,7(duration)
> ⊗ bBs,3(waiting)>)>,ϑ).
This conditional transformation model allows a smooth conditional distribution function of
duration smoothly varying with waiting time and was fitted by maximisation of the exact log-
likelihood under 7 × 4 linear constraints. The corresponding conditional density in Figure 2
shows that the marginal bimodality can be explained by relatively long durations for short
waiting times and two clusters of short and long durations after waiting times longer than
70 minutes. Note that in this model, the choice of FZ does not influence the estimated
conditional distribution or density function if the parameterisation of h is flexible enough to
compensate for this change.
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Figure 2: Old Faithful Geyser. Conditional distribution of duration given waiting time es-
timated with a most likely transformation model (MLT) and a conditional kernel density
estimator (function npcdens() from package np). Exact observations are given as dots, cen-
sored observations as lines.
Quantile Regression: Head Circumference The Fourth Dutch Growth Study (Fredriks
et al. 2000) is a cross-sectional study on growth and development of the Dutch population
younger than 22 years. Stasinopoulos and Rigby (2007) fitted a growth curve to head circum-
ferences (HC) of 7040 boys using a GAMLSS model with a Box-Cox t distribution describing
the first four moments of head circumference conditionally on age. The model showed evidence
of kurtosis, especially for older boys. We fitted the same growth curves by the conditional
transformation model (Φ, (aBs,3(HC)
>⊗ bBs,3(age1/3)>)>,ϑ) by maximisation of the approx-
imate log-likelihood under 3× 4 linear constraints (D4 ⊗ I4)ϑ > 0. Figure 3 shows the data
overlaid with quantile curves obtained via inversion of the estimated conditional distributions.
The figure very closely reproduces the growth curves presented in Figure 16 of Stasinopoulos
and Rigby (2007) and also indicates a certain asymmetry towards older boys.
Survival Analysis: German Breast Cancer Study Group-2 Trial This prospective,
controlled clinical trial on the treatment of node-positive breast cancer patients was conducted
by the German Breast Cancer Study Group (GBSG-2, Schumacher et al. 1994). Patients not
older than 65 years with positive regional lymph nodes but no distant metastases were included
in the study. Out of 686 women, 246 received hormonal therapy, whereas the control group of
440 women did not. Additional variables include age, menopausal status, tumour size, tumour
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Figure 3: Head Circumference Growth. Observed head circumference and age of 7040 boys
with estimated quantile curves for p = 0.04, 0.02, 0.1, 0.25, 0.5, 0.75, 0.9, 0.98, 0.996.
grade, number of positive lymph nodes, progesterone receptor and oestrogen receptor. The
right-censored recurrence-free survival time is the response variable of interest.
The Cox model (FMEV, (a
>
Bs,10,1(hormonal therapy))
>,ϑ) implements the transformation
function h(y | treatment) = aBs,10(y)>ϑ1 + 1(hormonal therapy)β, where a>Bs,10ϑ1 is the
log-cumulative baseline hazard function parameterised by a Bernstein polynomial and β ∈ R
is the log-hazard ratio of hormonal therapy. This is the classical Cox model with one treatment
parameter β but with fully parameterised baseline transformation function, which was fitted
by the exact log-likelihood under ten linear constraints. The model assumes proportional haz-
ards, an assumption whose appropriateness we wanted to assess using the non-proportional
hazards model (FMEV, (a
>
Bs,10⊗ (1,1(hormonal therapy)))>,ϑ) with the transformation func-
tion
h(y | treatment) = aBs,10(y)>ϑ1 + 1(hormonal therapy)aBs,10(y)>ϑ2.
The function aBs,10(y)
>ϑ2 is the time-varying difference of the log-hazard functions of women
without and with hormonal therapy and can be interpreted as the deviation from a constant
log-hazard ratio treatment effect of hormonal therapy. Under the null hypothesis of no treat-
ment effect, we would expect ϑ2 ≡ 0. This monotonic deviation function adds ten linear
constraints D11ϑ1 +D11ϑ2 > 0, which also ensure monotonicity of the transformation func-
tion for treated patients. We first compared the fitted survivor functions obtained from the
model including a time-varying treatment effect with the Kaplan-Meier estimators in both
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Figure 4: GBSG-2. Estimated survivor functions by the most likely transformation model
(MLT) and the Kaplan-Meier (KM) estimator in the two treatment groups (A). Verification of
proportional hazards (B): The log-hazard ratio βˆ (dashed line) with 95% confidence interval
(dark grey) is fully covered by a 95% confidence band for the time-varying treatment effect
(the time-varying log-hazard ratio is in light grey, the estimate is the solid line) computed
from a non-proportional hazards model.
treatment groups. Figure 4A shows a nicely smoothed version of the survivor functions ob-
tained from this transformation model. Figure 4B shows the time-varying treatment effect
aBs,10(y)
>ϑˆ2, together with a 95% confidence band computed from the joint normal distri-
bution of ϑˆ2 for a grid over time as described by Hothorn et al. (2008); the method is much
simpler than other methods for inference on time-varying effects (e.g. Sun et al. 2009). The
95% confidence interval around the log-hazard ratio βˆ is also plotted, and as the latter is
fully covered by the confidence band for the time-varying treatment effect, there is no reason
to question the treatment effect computed under the proportional hazards assumption. An
alternative method for this type of analysis has been recently suggested by Yang and Prentice
(2015).
In the second step, we allowed an age-varying treatment effect to be included in the model
(FMEV, (aBs,10(y)
>⊗(1(hormonal therapy), 1−1(hormonal therapy))⊗bBs,3(age)>)>,ϑ). For
both treatment groups, we estimated a conditional transformation function of survival time
y given age parameterised as the tensor basis of two Bernstein bases. Each of the two basis
functions comes with 10×3 linear constraints; therefore, the model was fitted under 60 linear
constraints. Figure 5 allows an assessment of the prognostic and predictive properties of
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Figure 5: GBSG-2. Prognostic and predictive effect of age. The contours depict the condi-
tional survivor functions given treatment and age of the patient.
age. As the survivor functions were clearly larger for all patients treated with hormones, the
positive treatment effect applied to all patients. However, the size of the treatment effect
varied greatly. The effect was most pronounced for women younger than 30 and levelled off a
little for older patients. In general, the survival times were longest for women between 40 and
60 years old. Younger women suffered the highest risk; for women older than 60 years, the
risk started to increase again. This effect was shifted towards younger women when hormonal
treatment was applied.
Count Regression: Tree Pipit Counts Mu¨ller and Hothorn (2004) reported data on
the number of tree pipits Anthus trivialis, a small passerine bird, counted on 86 forest plots
in a light gradient ranging from open and sunny stands (small cover storey) to dense and
dark stands (large cover storey). We modelled the conditional distribution of the number
of tree pipits on one plot given the cover storey on this plot by the transformation model
(Φ, (a> ⊗ bBs,4(cover storey)>)>,ϑ), where a(y) = e5(y + 1), y = 0, . . . , 4; the model was
fitted under 4× 5 linear constraints. In this model of count data, the conditional distribution
depends on both the number of counted birds and the cover storey and the effect of cover storey
may change with different numbers of birds observed. Figure 6A depicts the observations,
and Figure 6B shows the conditional distribution function evaluated for 0, . . . , 5 observed
birds. The conditional distribution function obtained from a generalised additive Poisson
(GAM) model with smooth mean effect of cover storey is given in Figure 6C. Despite some
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Figure 6: Tree Pipit Counts. Observations (A, the size of the points is proportional to the
number of observations) and estimated conditional distribution of number of tree pipits given
cover storey by the most likely transformation model (MLT, B) and a generalised additive
Poisson model (function gam() in package mgcv, GAM, C).
overfitting, this model is more restrictive than our transformation model because one mean
function determines the whole distribution (the local minima of the conditional distributions
as a function of cover storey were constant in Figure 6C, whereas they were shifted towards
higher values of cover storey in Figure 6B).
5.2. Simulation Experiment
The transformation family includes linear as well as very flexible models, and we therefore
illustrate the potential gain of modelling a transformation function h by comparing a very
simple transformation model to a fully parametric approach and to a non-parametric approach
using a data-generating process introduced by Hothorn et al. (2014).
In the transformation model (Φ, ((1, y)⊗(1,x>))>,ϑ), two explanatory variables x = (x1, x2)>
influence both the conditional mean and the conditional variance of a normal response Y . Al-
though the transformation function is linear in y with three linear constraints, the mean and
variance of Y given x depend on x in a non-linear way. The choices x1 ∼ U[0, 1], x2 ∼ U[−2, 2]
with ϑ = (0, 0,−1, .5, 1, 0) lead to the heteroscedastic varying coefficient model
Y =
1
x1 + 0.5
x2 +
1
x1 + 0.5
ε, ε ∼ N(0, 1), (5)
where the variance of Y ranges between 0.44 and 4 depending on x1. This model can be fitted
in the GAMLSS framework under the assumptions that the mean of the normal response
depends on a smoothly varying regression coefficient (x1 +0.5)
−1 for x2 and that the variance
is a smooth function of x1. This model is therefore fully parametric. As a non-parametric
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counterpart, we used a kernel estimator for estimating the conditional distribution function
of Y as a function of the two explanatory variables.
From the transformation model, the GAMLSS and kernel estimators, we obtained estimates
of FY |X=x(y) over a grid on y, x1, x2 and computed the mean absolute deviation (MAD) of
the true and estimated probabilities
MAD(x1, x2) =
1
n
∑
y
|FY |X=x(y)− FˆY |X=x,N (y)|
for each pair of x1 and x2. Then, the minimum, the median and the maximum of the MAD
values for all x1 and x2 were computed as summary statistics. The most likely transformation
approach and its two competitors were estimated and evaluated for 100 random samples of
size N = 200 drawn from model (5). Cross-validation was used to determine the bandwidths
for the kernel-based estimators (function npcdist() in package np; for details, see Hayfield
and Racine 2008). We fitted the GAMLSS models by boosting; the number of boosting
iterations was determined via sample splitting (Mayr et al. 2012). To investigate the stability
of the three procedures under non-informative explanatory variables, we added to the data
p = 1, . . . , 5 uniformly distributed variables without association to the response and included
them as potential explanatory variables in the three models. The case p = 0 corresponds to
model (5).
Figure 7 shows the empirical distributions of the minimum, median and maximum MAD for
the three competitors. Except for the minimum MAD in the absence of any irrelevant ex-
planatory variables (p = 0), the conditional distributions fitted by the transformation models
were closer to the true conditional distribution function by means of the MAD. This result
was obtained because the transformation model only had to estimate a simple transformation
function, whereas the other two procedures had a difficult time approximating this simple
transformation model on another scale. However, the comparison illustrates the potential
improvement one can achieve when fitting simple models for the transformation function in-
stead of more complex models for the mean (GAMLSS) or distribution function (Kernel).
The kernel estimator led to the largest median MAD values but seemed more robust than
GAMLSS with respect to the maximum MAD. These results were remarkably robust in the
presence of up to five non-informative explanatory variables, although of course the MAD
increased with the number of non-informative variables p.
6. Discussion
The contribution of a likelihood approach for the general class of conditional transformation
models is interesting both from a theoretical and a practical perspective. With the range
of simple to very complex transformation functions introduced in Section 4 and illustrated
in Section 5, it becomes possible to understand classical parametric, semi-parametric and
non-parametric models as special cases of the same model class. Thus, analytic comparisons
between models of different complexity become possible. The transformation family PY,Θ, the
corresponding likelihood function and the most likely transformation estimator are easy to un-
derstand. This makes the approach appealing also from a teaching perspective. Connections
between standard parametric models (for example, the normal linear model) and potentially
complex models for survival or ordinal data can be outlined in very simple notation, placing
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emphasis on the modelling of (conditional) distributions instead of just modelling (conditional)
means. Computationally, the log-likelihood log ◦L is linear in the number of observations N
and, for contributions of “exact continuous” responses, only requires the evaluation of the
derivative h′ of the transformation function h instead of integrals thereof. Standard optimis-
ers for linearly constrained problems can be applied, and AIC- or BIC-based model selection
is possible. Transformation models directly suggest a way to specify conceptual (FZ , c,ϑ)
and fitted (FZ , c, ϑˆ) models in computer languages because “only” the conditional transfor-
mation function h = c>ϑ has to be specified in addition to a “simple” distribution function
FZ (Hothorn 2017a,b).
The results presented in Section 5 are based on only roughly 1000 lines of R code. We tested
this reference implementation of most likely transformations against all linear transformation
models available in R to date and obtained equivalent regression coefficients βˆ and their
corresponding covariance matrices. Thus, the framework helps to reduce the code base and
thereby helps to considerably reduce the number of possible errors in implementations of linear
transformation models, while at the same time it allows novel and more complex models to
be fitted (Hothorn 2017a,b).
Based on the general understanding of transformation models outlined in this paper, it will be
interesting to study these models outside the strict likelihood world. A mixed transformation
model for cluster data (Cai et al. 2002; Huber-Carol and Vonta 2004; Zeng et al. 2005; Choi
and Huang 2012) is often based on the transformation function h(y | x, i) = hY (y)+δi+hx(x)
with random intercept (or “frailty” term) δi for the ith observational unit. Conceptually, a
more complex deviation from the global model could by formulated as h(y | x, i) = hY (y) +
hY (y, i) + hx(x), i.e. each observational unit is assigned its own “baseline” transformation
hY (y)+hY (y, i), where the second term is an integral zero deviation from hY . For longitudinal
data with possibly time-varying explanatory variables, the model h(y | x(t), t) = hY (y, t) +
x(t)β(t) (Ding et al. 2012; Wu and Tian 2013) can also be understood as a mixed version of a
conditional transformation model. The penalised log-likelihood log(L(h | y))−pen(β) for the
linear transformation model h(y | x) = hY (y)− x˜>β leads to Ridge- or Lasso-type regularised
models, depending on the form of the penalty term. Priors for all model parameters ϑ allow
a fully Bayesian treatment of transformation models. Instead of the relatively strict model
assumption FY = FZ ◦ a>ϑ, one could of course allow arbitrary unknown transformation
functions h ∈ H in the spirit of non-parametric regression and study the quality of the
approximation a>ϑˆ for h for the fixed and random design case.
It is possible to relax the assumption that FZ is known. The simultaneous estimation of
FZ in the model P(Y ≤ y | X = x) = FZ(hY (y) − x˜>β) was studied by Horowitz (1996)
and later extended by Linton et al. (2008) to non-linear functions hx with parametric base-
line transformation hY and kernel estimates for FZ and hx. For AFT models, Zhang and
Davidian (2008) applied smooth approximations for the density fZ in an exact censored like-
lihood estimation procedure. In a similar setup, Huang (2014) proposed a method to jointly
estimate the mean function and the error distribution in a generalised linear model. The
estimation of FZ is noteworthy in additive models of the form hY + hx because these models
assume additivity of the contributions of y and x on the scale of F−1Z (P(Y ≤ y | X = x)).
If this model assumption seems questionable, one can either allow unknown FZ or move to
a transformation model featuring a more complex transformation function. From this point
of view, the distribution function FZ in flexible transformation models is only a computa-
tional device mapping the unbounded transformation function h into the unit interval strictly
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monotonically, making the evaluation of the likelihood easy. Then, FZ has no further mean-
ing or interpretation as error distribution. A compromise could be the family of distributions
FZ(z | ρ) = 1 − (1 + ρ exp(z))−1/ρ for ρ > 0 (suggested by McLain and Ghosh 2013) with
simultaneous maximum likelihood estimation of ϑ and ρ for additive transformation functions
h = hY + hx, as these models are flexible and still relatively easy to interpret.
Another comment concerns the connection between transformation models and quantile re-
gression. For some probability p ∈ [0, 1], the conditional quantile function is
QY (p |X = x) := F−1Y (p |X = x) = inf{y ∈ Ξ | FZ(h(y | x)) ≥ p},
and for absolutely continuous Y , we then get QY (p | X = x) = h−1(F−1Z (p) | X = x). A
linear quantile regression model (Koenker 2005) assumes QY (p | X = x) = α(p) + x˜>β(p),
which cannot be written as a linear transformation model. Thus, non-linear transformation
functions are necessary in order to achieve the same flexibility as a linear quantile regression
model; however, the full conditional distribution function can be estimated in one step, which
avoids computational problems such as quantile crossing. In the most complex case of a trans-
formation model that is invariant with respect to the choice of FZ , there is a correspondingly
complex quantile regression model such that both models are equivalent, as was also noted
by Chernozhukov et al. (2013). In a certain sense, we can understand transformation models
as “inverse quantile regression”. A more detailed analysis of the connection between transfor-
mation models (called distribution regression there) and quantile regression can be found in
Leorato and Peracchi (2015).
In light of the empirical results discussed in this paper and the theoretical work of McLain and
Ghosh (2013) on a Cox model with log-cumulative baseline hazard function parameterised in
terms of a Bernstein polynomial with increasing order M , one might ask where the boundaries
between parametric, semi-parametric and non-parametric statistics lie. The question how the
order M affects results practically has been repeatedly raised; therefore, we will close our
discussion by looking at a Cox model with increasing M for the GBSG-2 data. All eight
baseline variables were included in the linear predictor, and we fitted the model with orders
M = 1, . . . , 30, 35, 40, 45, 50 of the Bernstein polynomial parameterising the log-cumulative
baseline hazard function. In Figure 8A, the log-cumulative baseline hazard functions start
with a linear function (M = 1) and quickly approach a function that is essentially a smoothed
version of the Nelson-Aalen-Breslow estimator plotted in red. In Figure 8B, the trajectories
of the estimated regression coefficients become very similar to the partial likelihood estimates
as M increased. For M ≥ 10, for instance, the results of the “semi-parametric” and the
“fully parametric” Cox models are practically equivalent. An extensive collection of such
head-to-head comparisons of most likely transformations with their classical counterparts can
be found in Hothorn (2017b). Our work for this paper and practical experience with its
reference software implementation convinced us that rethinking classical models in terms of
fully parametric transformations is intellectually and practically a fruitful exercise.
Acknowledgements
Torsten Hothorn received financial support by Deutsche Forschungsgemeinschaft (DFG) under
grant number HO 3242/4-1. We thank Karen A. Brune for improving the language.
30 Most Likely Transformations
Figure 8: GBSG-2. Comparison of exact and partial likelihood for order M =
1, . . . , 30, 35, 40, 45, 50 of the Bernstein polynomial approximating the log-cumulative base-
line hazard function hY . The estimated log-cumulative baseline hazard functions for varying
M are shown in grey and the Nelson-Aalen-Breslow estimator is shown in red (A). The right
panel (B) shows the trajectories of the regression coefficients βˆ obtained for varying M , which
are represented as dots. The horizontal lines represent the partial likelihood estimates.
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Appendix
Computational Details
A reference implementation of most likely transformation models is available in the mlt pack-
age (Hothorn 2017a). All data analyses can be reproduced in the dynamic document Hothorn
(2017b). Augmented Lagrangian Minimization implemented in the auglag() function of
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package alabama (Varadhan 2015) was used for optimising the log-likelihood. Package gam-
boostLSS (version 1.2-2, Hofner et al. 2016) was used to fit GAMLSS models and kernel
density and distribution estimation was performed using package np (version 0.60-2, Racine
and Hayfield 2014). The additive Poisson model was fitted by mgcv (version 1.8-17, Wood
2017). All computations were performed using R version 3.4.0 (R Core Team 2017).
Review History: Version 1 by Journal 1 (August 2015–January 2016)
Review for version 1 (http://arxiv.org/abs/1508.06749v1). Comments by the authors
are printed in italics.
Associate Editor
The paper proposes a maximum likelihood approach to a general class of transformation
models. The paper is nicely written. The proposed framework can incorporate different types
of response variables: continuous, count, censored, truncated. The likelihood framework is
attractive as it allows one to make use of many tools developed in the classical maximum
likelihood setting.
The following are my main comments on the paper.
1. The abstract says “We propose and study properties of maximum likelihood estimators
in the class of conditional transformation models”. However, the paper focuses on the
one-sample case, that is, transforming a univariate random variable (without covariates).
Hence, one does not see much of the “cascade of increasingly complex transformation
models” claimed in the abstract. For this paper to be of more interest to JRSSB readers,
the authors should instead focus on the more interesting and practically useful condi-
tional transformations (i.e., the regression case), which were only sketched briefly in
Section 4.2?
Regression models are discussed in much detail in Section 4.2 (pages 12-16), in three
out of four examples presented in Section 5.1, and in the simulation model described
in Section 5.2. The theory was presented in the unconditional case for notational and
educational convenience only and carries over to the conditional case as stated in the
2nd paragraph of Section 4.2.
2. Referee 1 is concerned that“once the transformations are parameterized, the asymptotic
results in Section 3 are obvious from standard textbooks”. This seems to be a valid
concern.
We see this as an advantage, see also the corresponding comment to Referee 1.
I have my own concerns on the theoretical results: the main theorems (Theorem 1-3)
are derived under the assumption Y1, . . . , Yn are i.i.d. from PY,θ0 , then it’s not much
different from a parametric model. To me, it seems that a more reasonable theory
should consider: (1) approximate the unknown transformation h using a>θ; (2) then
apply MLE at the second step. The current theory is only for the second step but ignores
the spline approximation error in the first step. For transformation models, the theory
would be more relevant to consider approximating h using the possibly misspecified
a>θ, for which one usually needs to let the number of basis functions goes to infinity at
certain speed.
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A corresponding consistency result for boosted conditional transformation models treat-
ing h as unknown can be found in Hothorn et al. 2014. The more useful asymptotic
normality would be much harder to derive in this situation and we therefore decided to
stay within the bounds of the modern likelihood world. Note that the comment only ap-
plies to continuous models as the transformation function is discrete in discrete models.
There is another related question: h is required to be strictly monotone but the basis
function approximation does not automatically guarantee it. This needs to be carefully
discussed.
Both parameterisations for discrete and continuous models (Bernstein polynomial) in
Section 4.1 allow monotone transformation functions to be estimated under linear con-
straints. We used a spectral projected gradient method (see Appendix) for optimisation
of the likelihood under such linear constraints. The estimated transformation functions
are guaranteed to be monotone in y; the nature and number of constraints are better
explained in the revised version.
3. There is the important question that given a real data example, which transformation
model should be chosen? When will the new method be more preferable than the
alternative methods in the literature, such as Cheng et al. (1995), Chen et al. (2002)?
Classical linear transformation models treat the “baseline” transformation hY as a nui-
sance parameter. Fitting the same models under the full likelihood as suggested here
leads to practically the same estimates of the regression coefficients (see Section 5) and
a smooth interpolation of the post-hoc NPML estimate of hY . It is then relatively sim-
ple to construct asymptotic confidence bands for the distribution of the survivor function
(see also Section 5). Most importantly, it is hard or even impossible to fit more complex
models, for example one with time-varying effects or a conditional transformation model,
using the classical approaches but it is straightforward (as we have shown in Section 5)
using the most likely transformation approach.
The“Extension of the classical transformation models”appear to have some overlap with
the authors’ recent work (Hothorn et al. (2014), Conditional Transformation Models,
JRSSB)?
Yes, the class of “conditional transformation models” was introduced in Hothorn et
al. 2014, along with a boosting algorithm for the minimisation of proper scoring rules.
The 2014 paper is restricted to exact continuous responses. The novel contribution of
the present manuscript is a full likelihood framework for arbitrary responses and corre-
sponding likelihood inference procedures.
When will the method proposed in this paper be preferable to those in Hothorn et
al. (2014)?
Whenever one is interested in likelihood inference for possibly censored, truncated or
discrete responses under weak parametric assumptions in a fairly large model class.
Referee 1
The paper aims to study a unified framework based on transformations to address semi-
parametric/nonparametric estimation for discrete, continuous or censored data. First, any
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distribution functions are equivalent to some known distributions of transformed random vari-
ables. Then the paper proposes a class of parametric models for transformations so estimates
the parameters via maximum likelihood estimation. The theoretical results of the parameter
estimators are provided. The paper describes a list of examples to illustrate transformations
and corresponding results in Section 4. Some numerical evidence is given in Section 5. My
serious concern is about the new material presented here. The key motivation for using
transformation (the results in Section 2) is available in standard textbooks.
All classical texts study and parameterise transformations Y = g(Z), for example under the
name location-scale models, structural inference, group families or group models. We study
the case h(Y ) = Z and parameterise h = g−1. The resulting class of “conditional transforma-
tion models” was introduced in Hothorn et al. 2014, along with a boosting algorithm for exact
continuous responses. The novel contribution of this manuscript is a full likelihood frame-
work for arbitrary responses and corresponding likelihood inference procedures. This has been
clarified in the revision.
Once the transformations are parameterized, the asymptotic results in Section 3 are obvious
from standard textbooks.
The simplicity of the approach is an advantage because more complex models can be fitted
and analysed in this sound and well-established likelihood theory, whereas much more complex
procedures are typically applied in (linear) transformation models. The partial likelihood is
the most prominent representative of such “non-standard” estimation approaches for models
with high- or even infinite-dimensional nuisance parameters.
Section 4 provides a list of examples to demonstrate how a variety of models can be viewed
as from certain transformations, which can be also found in Bickel et al. (1993).
Section 4.2 contains three subsections “Classical Transformation Models”, “Extensions of Clas-
sical Transformation Models” and “Novel Transformation Models”. Well-known linear trans-
formation models are shown to be part of the unifying theory presented here in the first part,
along with appropriate references. The book by Bickel et al. is an early but not the first refer-
ence for a unifying view on linear transformation models (and is restricted to the continuous
case). We cited the (as far as we know) first paper in this field by Doksum and Gasko (1990)
instead. The models discussed in the remaining two subsections have not been discussed in
this context so far or are completely novel.
My specific comments include:
1. in the introduction, it is not clear which transformations were actually used in the
literature. Is it hY (y) or h(Y |x)?
With the few exceptions mentioned in the Introduction, hY (y) is typically treated as a
nuisance parameter and therefore, it is not parameterised nor estimated directly. The
transformation h(Y |x) is a shifted (by a linear predictor) version of hY (y) as explained
in detail in Section 4.2.
2. the bottom of page 4, what if Y contains both discrete and continuous components?
Y is univariate and either discrete or continuous. For multiple observations Yi, i =
1, . . . , N of mixed type, the corresponding likelihood contributions (page 5) are simply
multiplied (for example in “double censoring”).
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3. in Definition 1, does the maximum always exist? If not, what are the conditions for
existence?
The distribution of Z needs to be log-concave and the basis a needs to ensure identifia-
bility of the distribution of Y . Both conditions have been added to the revision.
4. in Section 3, originally I thought that the paper would consider nonparametric transfor-
mations but it turns out that the actual transformations are parametric in this section.
Obviously, a big issue is how to choose basis functions and how much parameterization
one needs. The paper has little discussion on this.
We used the term “non-parametric” for indicating the invariance with respect to the
distribution of Z which was non-standard and has been revised. The type of the basis
functions is problem-specific. In the discrete case, we have K − 1 parameters for K
levels, in the continuous case we used Bernstein polynomials of order M for modelling
smooth transformation functions. For count data, one could use either parameterisation,
depending on the number of counts. In the discrete case, the number of basis functions
is fix. In the continuous case (as explained in Section 4) the number of basis functions is
often limited to two (in all transformation functions allowing linear transformations of Z
only) or can be relatively large due to the monotonicity constraints (see Section 4.2). For
the Geyser example, we tried up to M = 70 basis functions and the resulting distribution
function closely approximates the ECDF as one would expect from the comments in
subsection 4.1 (results not shown in paper).
5. another concern is that the parameterization should satisfy h(y1) < h(y2) if y1 < y2 .
This can result in complicated constraints, especially when h(·) depends on covariates
x.
The basis functions used in this paper allow monotonicity constraints to be formulated
as linear constraints on the parameters (page 11 and 12). Standard algorithms for
optimisation under linear constraints can be applied. The necessary constraints are
better explained in Sections 4 and 5 in the revision.
6. no computation details are given for the maximization. Indeed, computation is a non-
trivial issue in transformation models for censored data.
Appendix “Computational Details” contains a reference to the optimiser used for the
experiments. We have tried other linear constraint optimisers as well. All of them
worked resonably well; the implementation in package BB was chosen because of its
convenient user interface. One advantage of the framework presented in this paper is the
simplicity of the corresponding optimisation problem and thus standard optimisers can
be applied (as mentioned in the Discussion). In fact, the evaluation of the likelihood is
easier for censored observations as one only needs to compute the distribution function,
instead of the density. Note that the core of our reference implementation including
all models presented here was written in less than 1000 lines of pure R code, this also
highlights the computational advantages of the full likelihood estimation procedure.
7. in general, when we choose different distributions for Z, it will result in different trans-
formations so parameterization can be different. Would results be sensitive to the choice
of Z’s distribution?
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It depends on the model: In three out of four examples presented in Section 5.1 the
distribution of Y is invariant wrt the distribution of Z. Thus, for flexible enough pa-
rameterisations of the transformation function, any choice of Z (subject to the restric-
tions given in the paper) will practically lead to the same estimated distribution, but of
course with different parameters ϑ. In such a situation, we are not interested in the
parameter estimates but in the estimated (conditional) distribution, density, hazard or
cumulative hazard functions (as in the the density estimation and quantile regression
applications). In contrast, the minimum extreme value distribution was used to allow
comparisons with a standard Cox model in the survival application. In this model, the
choice of Z as the minimum extreme value distribution allows an interpretation of the
regression coefficients β as log-hazard ratios; all of this is explained and discussed in
Section 4.2.
Referee 2
This paper develops a new theoretical and computational likelihood based framework, which
embeds a large class of transformation models (parametric, semi-parametric, and non-parametric)
commonly estimated by other procedures. The approach also allows extensions to novel trans-
formation models. Besides the theoretical foundations (complemented by an extensive and
exhaustive bibliography), the paper provides several persuasive applications based on real
data. It is well written and deserves publication. No revision is necessary.
Review History: Version 2 by Journal 2 (January–April 2016)
Review for a condenced variant of version 2 (v2, http://arxiv.org/abs/1508.06749v2).
Comments by the authors are printed in italics.
Associate Editor
This paper aims to develop a unified transformation based framework for modeling, estimation
and inference with a wide range of data types. While the presented formulation of the
transformation model seems interesting, as noted by all reviewers, it confines the proposed
model to a fully parametric setting through specifying the basis function and FZ (an analog
to ”error distribution”). This poses a major limitation of the proposed work. For example,
in survival applications, the proposed model may only correspond to a proportional hazards
model with parametric baseline hazard function, which is more restrictive than the commonly
adopted semi-parametric proportional hazards model.
This statement is true from a theoretical point of view. Practically, the regression coefficients
in a Cox model obtained from the partial likelihood and the full likelihood are numerically
equivalent even for rather low-dimensional approximations of hY . Empirical evidence was
presented in Section 5 of v2 (Figure 6) and we now report on more detailed investigations
of this issue in the package vignette for the R add-on package mlt.docreg distributed at
CRAN. Parameterising the transformation function allows much more flexible models to be
formulated and estimated (for example distribution regression models as in the growth curve
analysis example) than anything we are aware of in the NPMLE world. As a side-comment,
the dominant semiparametric view on survival analysis made estimation of the Cox model for
interval censored data rather troublesome for over 40 years (software became available only
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very recently). As a consequence, many analyses of, most prominently, disease-free survival
times treating events observed at follow-up examinations as “exact” event times are probably
flawed. Convenient estimation of the Cox model under all forms of censoring is a by-product
of our approach (and is implemented in the mlt package).
When positioning the proposed transformation model as a general class of parametric models,
there are some important issues left unaddressed:
1. How to decide the form of the basis function in real data analysis?
As explained in sections 4 and 5, there is not much to decide. For discrete observa-
tions, each element of the support (except one) gets one parameter assigned and for the
Bernstein polynomials used in the empirical parts, M is not a hyper parameter. New
empirical evidence can be found in the above mentioned vignette.
2. Similarly, how to choose the distribution function for Z?
Some conditional transformation models are practically invariant wrt Z (in the Old
Faithful and growth curve and partially the GBSG-2 examples), as the fitted distribution
functions are numerically the same for different choices if FZ . For others, Z is part of
the model formulation. For example, in the Cox model we need Z to follow a minimum
extreme value distribution if we want to interpret the regression coefficients β as log-
hazard ratios. As mentioned in the discussion, it is possible to estimate FZ and McLain
and Ghosh (2013) introduce a suitable family of distributions (newly added to discussion)
for this exercise.
3. What is the advantage of adopting the transformation model formulation (presented in
Definition 4) over direct parametric modeling of the distribution function?
Section 2 explains that we can generate all distributions from a suitable h and not just
the onces we can find in textbooks. In this sense, the framework is nonparametric at its
heart.
In addition, I find the presentation of the conditional transformation model quite vague. Is
there an implicit assumption that h(Y |X) has a distribution independent of X?
FZ(h(Y |x)) has a (discrete or continuous) uniform distribution in [0, 1] for every x by the
probability integral transform.
Referee 1
This paper provides a mathematical abstraction of the transformation model, and considers
inference through fitting the most likely transformation as a maximum likelihood approach.
Regularity conditions were provided so that the usual maximum likelihood mathematical
results hold for this transformation model as stated in three theorems. Then the authors
discussed connections to transformation models in literature, and demonstrated applications
on three example data sets. The transformation model has been used extensively in literature,
but the mathematical abstraction to summarize the general approach does not seem to appear
before. However, I do have concerns about this manuscript.
1. The results in section 3 are rather restatements of standard results. More importantly,
they are only stated in the fully parametrized model, which do not include the most
42 Most Likely Transformations
practically useful and academically interesting semi-parametric (non-parametric) trans-
formation model. For fully parametrized model, direct likelihood approach is natural,
and it is not clear that this restatement in terms of transformation model brings any
extra insight.
See the comment to overall statement by AE.
2. The authors claimed that this likelihood approach clearly illustrate the connections
the general transformation models, while the lack of general understanding in previous
literature was due to presentation in the relatively narrow contexts of censored or ordinal
data (page 4). However, seems to me that a main reason for the authors’ simple approach
is to ignore the semi-parametric/non-parametric setting that are the main mathematical
challenges.
The likelihood does not illustrate the connections between models, the model formu-
lation does. We study and extend transformation models common in the semi- and
non-parametric world while making model estimation much simpler (also numerically)
by introducing appropriate parameterisations. See also comment to overall statement by
AE.
The authors deal with the semi-parametric/nonparametric case by using Bernstein poly-
nomials of fixed degree to approximate the transformation function, then treat this as a
parametric fitting. However, for practical purpose, the choice of the degree are critical
for data analysis.
New empirical evidence presented in the package vignette of package mlt.docreg suggests
that this is actually not the case.
And for theoretical correctness, the degree should increase with sample size, not fixed.
A new paragraph 3.2. was introduced making the link between the estimation proce-
dure applied here and the asymptotic theory for unconditional and linear transformation
models presented by McLain and Ghosh (2013).
The authors simply state that: cannot choose M “too large” (page 18, line 6). This does
not really prove any practical guidance nor provide theoretical guarantee for applica-
tions. The three examples in section 5, used degrees 8, 3, 5 respectively. There are no
discussion on why these degrees are appropriate, and how would the results change with
a different choice of these tuning parameters?
See above.
3. Related to the above point, page 20 discussed the connection to the survival time models.
But those are rather misleading. For proportion hazards/odds models commonly used
in survival analysis, the transformation hY is generally assumed unknown (rather than
parameterized with Bernstein polynomial here). So this model does not capture the
most general PH/PO model, where the nonparametric maximal likelihood estimator
was proven to work.
See the comment to overall statement by AE.
Also, for the AFT model, the current model just correspond to some parametric sub-
models with both (F, h) assumed known. Those are specific parametric models that do
not need this new transformation model abstraction.
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In our opinion it is very interesting, at least from a practical, computational, and ed-
ucational point of view, to unify all models in this framework. Understanding the con-
nections between models allows one to estimate all models under all forms of random
censoring and truncation using just about 1000 “smart” lines of R code (now available
in package mlt).
For the more general AFT model, the F should be assumed unknown, which the trans-
formation model approach in this paper does not cover how to do statistical inference.
See AE point 3.
Referee 2
In this paper, the authors show that one can always write a potentially complex distri- bution
function FY as the composition of a priori specified distribution function FZ and a strictly
monotone transformation function h (unknown). The task of estimating FY is then reduced to
obtaining an estimate of h, which is parameterised in terms of basis functions. The likelihood
function of the transformed variable can then be characterised by transforma- tion function
and the parameters of interest can be estimated and analysed in the maximum likelihood
framework. The authors establish the asymptotic normality of the proposed es- timators. A
reference software implementation of maximum likelihood-based estimation for conditional
transformation models was employed to illustrate the wide range of possible applications.
Major:
1. My major concern is the specification of FZ , which is assumed to be known. Since Y
can be subject to censoring/truncation, how do we choose appropriate FZ based on cen-
sored/truncated data? In particular, for interval-censored or truncated data, how do
we decide an appropriate FZ in the likelihood function ? The authors should address
this issue.
FZ defines the transformation model and has nothing to do with its estimation under
censoring or truncation. Only the likelihood function takes censoring (by integrating over
all possible realisations) and truncation (by conditioning) into account. For example,
the Cox model has nothing to do with censoring, only its likelihood (full or partial)
allows for this. In the same spirit, we can fit a normal linear model under censoring
and truncation without changing anything in the model formulation.
The Other Comments:
1. page 8, lines -1 through -5: The authors only demonstrate likelihood contribution of
censored data. How about truncated data ?
The likelihood for truncated observations is given on page 6, line 2, of v2 and page 9,
line 12 in your version.
2. page 9, lines -1 through -6: It is not clear to me that Y ∈ Ci, where Ci denotes an
independent sample of possibly censored or truncated observations.
Ci are intervals, ie the observations, and Y is the rv.
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What is the definition of H ?
The space H is defined on page 4, line -8 in v2 and on page 7, line 14 in your version.
In practice, can we obtain hˆN ?
Via plug-in, as explained on page 7, line -4 in v2 and page 11, line -8 in your version.
When truncation is present (such as left truncation or double truncation), does the
concavity of the log-likelihood hold ? How does this impact the uniqueness of hˆN ?
The sum of two concave functions is again concave.
3. page 10, line 20: What is the advantage of parameterising the transformation function
h(y) in terms of basis functions. Is there any other alternative (e.g. nonparametric
estimator)? Please comment on this.
Parameterising h leads to models with well-defined parameters and allows efficient eval-
uation of the likelihood function.
4. page 11, line 6: When truncation is present, is ϑˆN unique ?
See your point 2.
5. page 13: In Theorems 1 and 2, the authors do not mention any assumption regarding
the left and right endpoints of the distribution functions of lifetime, censoring time and
truncation time. Are they related to the asymptotic properties of ϑˆN ?
Sure, but as stated on page 9, line 3 in v2 and page 12, line -3 in your version, the
theorems describe the asymptotic distribution for the “exact” case.
6. page 18: The authors should point out how the conditional transformation model relate
to semiparametric transformation models (Cheng et al. 1995). How does the proposed
method differ from that of Zeng and Lin (2006,2007).
Zeng and Lin (2007) study linear transformation models without explicit parameterisa-
tion of the baseline transformation function λ enriched with random effects. The model
(without random effects) is a simple linear transformation model known for decades and
their estimation procedure is completely different from the one discussed here.
7. page 24: In empirical evaluation, the data illustration can be improved. Please compare
the proposed method with the other approaches.
We removed the simulation study presented in v2 from the condenced version, please see
Section 5 in all versions of the arXiv report.
Review History: Version 3 by Scandinavian Journal of Statistics (November
2016–March 2017)
Review for a condenced variant of version 3 (v3, http://arxiv.org/abs/1508.06749v3).
Comments by the authors are printed in italics.
Associate Editor
All reviewers think that the paper is interesting and that the unified framework includes a
variety of data types and models. The comments are mostly minor. However, all reviewers
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and myself think that the paper presentation should be much improved in next version. Please
follow the reviewer’s specific comments to make revision.
We revised the manuscript taking all suggestions made by the three referees into account.
The main changes relate to the following issues
• Connections between Models. Two referees suggested to improve the presentation of
connections between models. We added a new Table 1 containing a systematic overview
on linear and response-varying transformation models. We also stress that models,
parameterisation and estimation are not a unity but should be understood as separate
issues.
• Parameter Interpretability. In some models, transformation functions or shift parame-
ters β or response-varying parameter functions β(y) have a clear meaning. We mention
interpretability wherever possible and also included this information in our new Table 1.
• Constraints. We explicitly present linear constraints for all models discussed in this
manuscript.
• Choice and Meaning of FZ . Following a suggestion by referee 3, we added the mean one
exponential distribution and a presentation of corresponding additive hazard models.
Distributions FZ with free parameters are discussed in a dedicated paragraph in the
last section now.
Referee 1
This study develops a unified framework for studying transformation models and the corre-
sponding (downstream) estimates. What is really nice about this study is that multiple data
types, distributions, and models are comprehensively investigated under one framework. Some
numerical studies are conducted. I have some minor comments.
1. The introduction is “too comprehensive” in that a lot of existing studies are mentioned.
With so much information, it gets confusing. Please consider better organising discus-
sions on the existing studies. Especially please make it clear which existing studies can
be considered under the proposed framework, and which are beyond.
The common denominator of all studies cited are transformation models. The differ-
ences lie in (1) different estimation techniques, such as non-parametric maximum likeli-
hood estimation, estimation equations or optimisation of scoring rules and (2) different
parameterisations (or lack thereof). We agree that it is hard to see and understand
the connections (we explicitly comment on this problem in the 3rd paragraph) because
models, parameterisation and estimation are often treated as a unity. We addressed this
issue in two ways. First, the introduction makes it clear that the transformation models
cited in the introduction can be understood as members of the family of transforma-
tion models presented in this manuscript. With the specific parameterisations proposed
here, one can also estimate this models by maximum likelihood. Second, we added a
systematic overview on transformation models and their connections to other models
following a suggestion by referee 3 (new Table 1). We hope that this overview will make
it easier to understand the connections between different models.
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2. For the density of fZ , the authors mentioned normal, logistic, and minimum extreme
value distributions. And there should be quite a few other choices. Theoretically, com-
putationally, and numerically, does this choice make a difference?
The main difference is with respect to the interpretation of regression parameters β in
linear transformation models. Following a suggestion by Referee 3, we now present a
systematic overview on different flavours of transformation models and corresponding
parameter interpretations (Table 1). We also added the mean one exponential dis-
tribution FZ because it allows fitting additive hazard models. Some authors studied
distribution functions FZ with free parameters, these approaches are now discussed in
a new paragraph in the last section.
3. The nonparametric inference in Section 3.2 is discussed relatively briefly. For smooth
nonparametric estimation, there are multiple candidate approaches. Does that choice
make a difference?
Only from a computational point of view. It is very easy to impose monotonicity on
a Bernstein polynomial (make sure the parameters are monotone increasing). This
is much harder to achieve for a B-spline, for example. These issues are discussed in
Section 4.1.
4. The illustrations in Section 5.1 do not provide much insight. They can be moved after
simulation.
Feedback from readers showed that many people have difficulties following our path
through the transformation model jungle. Presentation of applications usually helps
them to get started much easier. We therefore wanted to put strong emphasis on
applications. Section 5 illustrates the broadness of transformation models without the
need to understand every technical detail. We therefore prefer to keep the current order
of presentation.
Referee 2
Authors studied the properties of maximum likelihood estimators in the class of conditional
transformation models. The distribution of response variable was written in the priori spec-
ified distribution, such as standard normal, standard log-logistic and the minimum extreme
value distribution after certain transformation h(y). Then, the same theoretical and compu-
tational framework can be applied simply by choosing an appropriate transformation function
and parameterizations thereof. For discrete and continuous responses, they established the
asymptotic normality of the proposed estimators. The “mlt” package in R can implement the
proposed method and empirical evaluation illustrated the wide range of possible applications.
1. The model was determined by the priori specified distribution and hY (y) + hx(x) and
hY (y) can be specified or approximated by the spline. The authors have tested the perfor-
mance of data without censoring and right censoring. Theoretically, this MLE approach
can be extended to the interval censored data. However, usually, there are issues in
estimation for the interval censored data with spline from the direct MLE, which may
still exist in the proposed method. The authors may add discussions on this.
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In fact, linear transformation models of the form hY (y)+hx(x) are the simplest members
of the much more general class of conditional transformation models covered in our
manuscript. For linear and more complex transformation models, we did not encounter
theoretical or computational difficulties when estimating most likely transformations. In
her master thesis, Mariia Dobrynina systematically investigated finite sample properties
of most likely transformations under interval censoring. She found the R add-on package
”mlt” to be correct also for interval censored data. The thesis can be downloaded from
http://user.math.uzh.ch/hothorn/docs/MasterThesisSfS.pdf.
2. There is no definition of h˜ in definition 1.
h˜ is an element of H (underneath argmax).
Referee 3
In the paper “Most Likely Transformations” the authors propose the use of a flexible class of
parametric sieve-type models for conditional and unconditional density estimation. The theory
of the models is presented, along with the examples of how the approach would be applied. I
found this to be a well written paper on an interesting topic. Please find my main comments
on the manuscript below.
1. I think it’s important to give some differences between the proposed approach and the
well-known transformation models from Zeng and Lin. It appears that this is all in the
introduction, but a sentence focusing and clarifying this aspect would be helpful.
Zeng and Lin study nonparametric maximum likelihood estimator without explicit pa-
rameterisations of baseline transformation functions hY . We highlighted this fact. The
models discussed by Zeng and Lin, however, can be understood as conditional trans-
formation models and thus our likelihood-based estimation procedure can be used for
parameterisation and estimation. This is now better explained in the introduction.
2. Your model also has a clear connection with some grouped survival methods. For ex-
ample
• Aranda-Ordaz FJ. An extension of the proportional- hazards model for grouped
data. Biometrics 1983; 39: 109–117 and
• Tibshirani RJ and Ciampi A. A family of proportional- and additive- hazards mod-
els for survival data. Biometrics 1983; 39: 141–147.
The connection to these models with some discussion would be a nice addition.
Thank you very much for this suggestion. We added the corresponding mean one
exponential distribution FZ and discuss the resulting additive hazard models in Section
4 and in Table 1 now. We also added a paragraph discussing the possibility to have
free parameters in FZ in the last section. The piecewise constant parameterisation
employed in these two papers is, however, only motivated by the limited computing
resources available in the 1980ies. To quote Aranda-Ordaz: ”It is often reasonable to
consider survival time as essentially a continuous random variable.” Thus, with todays
computing power, we think it is much more adequate to estimate smooth transformation
functions, for example using the method introduced in our paper.
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3. I think you could add a table summarizing the correspondence of the proposed approach
to the various popular modeling procedures by (FZ , a, ϑ). This is in the paper, but more
scattered. A difficult issue with a paper that is as broad as this one, is the presentation of
the various of models and methods in a systematic fashion. Section 4 does an honorable
job of this, but making the connections is still difficult. A focused table would be a nice
start to clarifying the methods, but I recommend that authors look at this issue more
generally (see comment 6 as well).
We thank the referee for this suggestion. We added a table covering linear transforma-
tion models as well as response-varying transformation models for binary, polytomous,
count and continuous regression, the latter including survival analysis, to Section 4. In-
deed, this more systematic overview helps to identify white spots in the model landscape
much easier.
4. The first equation in “Count Regression Without Tears” the first equation has an extra
’)’.
Thank you, fixed.
5. Please explain the issue of the linear constraints of the model in a little more detail.
They are mentioned in passing in Section 4, then they appear as a much bigger issue in
Section 5. A more focused discussion of the roles that linear constraints can play would
be helpful.
Linear constraints on the model parameters are necessary to ensure monotonicity of
the transformation function. For linear transformation models, monotonicity of the
“baseline”transformation hY is explained in Section 4 and we now added a more detailed
discussion to section 4.3 and 4.5 (and added a reference to a technical report explaining
the linear constraints for different models). The specific constraints for the empirical
studies in Section 5 are now made explicit.
6. Is there any form that can be given to help the interpretation (even graphically) of
covariate parameters in some tangible way? This is attempted in Figure 3, but having
“Transformation deviation” as the y-axis makes the plot uninterpretable. Is there an
equation that will give some tangible meaning to the coefficients for all possible models
(or maybe just all continuous models)? Further, is the sign interpretable. Maybe there
is a broad subset of models where a coefficient with a particular sign has a monotonic
influence on the outcome (e.g., negative coefficient always extends survival)? Please
include some discussion on the interpretation. It does not have to hit these specific
points, but a discussion of the specific and general (i.e., sign) interpretations would be
beneficial.
The new table presenting an overview on models also contains interpretations for the
baseline transformation function hY and the regression coefficients β in linear trans-
formation models of the form h(y | x) = hY (y) − x>β. We parameterised a negative
shift, because of the interpretation E(h(Y | x)) = x>β + c, ie larger values of the linear
predictor correspond to larger conditional expectations (but smaller risks in survival
analysis). This relationship is discussed in Section 4.3.
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