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Abstract: This paper describes how Hadoop Frame work was used to process large vast of data., in real 
time fault tolerant systems and how cluster nodes are created and Replica of data nodes to overcome loss 
of data. In this paper we focus on the map reducer job , splits the input data-set into independent chunks 
which are processed by the map tasks in a completely parallel manner. 
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I. INTRODUCTION 
In this paper describes how Hadoop Frame work was 
used to process large vast of data., in real time fault 
tolerant systems and how cluster nodes are created 
and Replica of data nodes to overcome loss of data. 
Map Reduce is a programming model and an 
associated implementation for processing and 
generating large   data sets. Users specify a map 
function that processes a key/value pair to generate a 
set of intermediate key/value pairs, and a reduce 
function that merges all intermediate values 
associated with the same intermediate key. Many real 
world tasks are expressible in this model, as shown in 
the paper. 
Our implementation of Map Reduce runs on a large 
cluster of commodity machines and is highly 
scalable: 
A typical MapReduce computation processes many 
terabytes of data on thousands of machines.  
Programmers and the system easy to use:  
Hundreds of MapReduce programs have been 
implemented and upwards of one thousand 
MapReduce jobs are executed on Google's clusters 
every day. 
II. AN OVERVIEW OF HADOOP FRAME 
WORK 
Apache Hadoop is an open source software 
framework that allows large sets of data to be 
processed using commodity hardware. Hadoop is 
designed to run on top of a large cluster of nodes that 
are connected to form a large distributed system. 
Hadoop implements a computational paradigm known 
as MapReduce, which was inspired by an architecture 
developed by Google to implement its search 
technology. The MapReduce model runs over a 
distributed filesystem and the combination allows 
Hadoop to process a huge amount of data, while at the 
same time being fault tolerant. 
Hadoop is a complex piece of software, which can be 
a stumbling block for newcomers. In this article we 
will briefly cover the basics of Hadoop and explain 
how the various parts and components of Hadoop fit 
together to provide the functionality that Hadoop 
offers. We will also take a look at the Map/Reduce 
model, which is a central piece of Hadoop, and 
explore how it is being used within Hadoop to break 
complex data processing tasks into simpler ones. 
MapReduce 
MapReduce is a computational paradigm designed to 
process very large sets of data in a distributed fashion. 
The MapReduce model was developed by Google to 
implement their search technology, specifically the 
indexing of web pages. The model is based on the 
concept of breaking the data processing task into two 
smaller tasks of mapping and reduction. During the 
map process, a key-value pair in one domain is 
mapped to a key-value pair in another pair, where the 
‘value’ can be a single or a list of multiple values. The 
keys from the mapping process are then aggregated 
and the values for the same key combined together. 
This aggregated data is then fed to the reducer (one 
call per key) and the reducer then processes this data 
to produce a final value. The list of all final values for 
all the keys is the result set. 
A classic example used to explain the MapReduce 
model is the “word counting” example. The problem 
to be solved is to count the occurrence of each word in 
a set of documents. The following algorithm 
illustrates the map and reduce functions, respectively: 
function map(name, document): 
    // name is document name (key) 
    // document is the contents of the document (value) 
    foreach word in document: 
        emit(word, 1) 
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function reduce(word, count): 
    // word (key) 
    // count is the “partial” count of word (value) 
    sum = 0 
    foreach c in count: 
        sum = sum + c 
    emit(word, sum) 
 
III. EXPERIMENTAL RESULTS 
Job: WordCount 
  Counting the no occurrences of each word in gven 
i/p. 
InputFormat: TextInputFormat (default) 
Key—ByteOffset value---Entire Line (k,v) to the 
mapper 
Hadoop is a bigdata technology 
Bigdata is the future technology 
………………………………………………. 
Let us assume split0 has first 2 lines  
Hadoop is a bigdata technology 
Bigdata is the future technology 
Record Reader will present there 2 lines to the mapper 
in the below format one record by one record 
(Byteoffset, entireline) 
(0000, Hadoop is a bigdata technology) 
(0031, Bigdata is the future technology) 
Map logic is simple splitin the line (value) minto 
words and giving output key is word and value is 1. 
(Hadoop,1) 
(is,1) 
(a,1) 
(bigdata,1) 
…….. 
(bigdata,1) 
……………… 
After sort and shuffle 
(a,1) 
(bigdata,{1,1}) 
………. 
Reducer logic will be just calculating the sum of 
values 
(a,1) 
(bigdata,2) 
An mpreduce application programs to process the 
above file 
Step 1: Prepare some input for the wordcount job 
Create a file 
$cat > file 
 
Step 2: 
Put this file to Hdfs 
$hadoop fs –copyFromLocal file File 
Step 3:  
Write an mpreduce application programs to 
process the above file 
The Driver Code: 
Introduction: 
 The driver code runs on the client machine 
 It configures the job, then submits it to the 
cluster 
import org.apache.hadoop.fs.Path; 
import org.apache.hadoop.io.IntWritable; 
import org.apache.hadoop.io.Text; 
import org.apache.hadoop.mapred.FileInputFormat; 
import org.apache.hadoop.mapred.FileOutputFormat; 
import org.apache.hadoop.mapred.JobClient; 
import org.apache.hadoop.mapred.JobConf; 
import org.apache.hadoop.conf.Configured; 
import org.apache.hadoop.util.Tool; 
import org.apache.hadoop.util.ToolRunner; 
public class WordCount extends Configured implements 
Tool { 
public int run(String[] args) throws Exception { 
if (args.length != 2) { 
System.out.printf("please give 
input and output directories”); 
return -1; 
} 
 //JobConf class is used for job specific 
configurations. 
JobConf conf = new 
JobConf(WordCount.class); 
//to set the name for the job 
conf.setJobName(this.getClass().getName()); 
//to set intput path 
FileInputFormat.setInputPaths(conf, new 
Path(args[0])); 
//to set output path 
FileOutputFormat.setOutputPath(conf, new 
Path(args[1])); 
//to set Mapper class 
conf.setMapperClass(WordMapper.class); 
//to set Reducer class 
conf.setReducerClass(SumReducer.class); 
//to set Mapper output key type 
conf.setMapOutputKeyClass(Text.class); 
//to set Mapper output value type 
conf.setMapOutputValueClass(IntWritable.class)
; 
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//to set output key from reducer 
conf.setOutputKeyClass(Text.class); 
//to set output value from reducer 
conf.setOutputValueClass(IntWritable.class); 
//JobClient class for submitting job to JobTracker 
JobClient.runJob(conf); 
return 0; 
} 
public static void main(String[] args) throws 
Exception { 
//ToolRunner class will take the implementation 
class of Tool Interface to read command line argument 
along with the input and output directories. 
int exitCode = ToolRunner.run(new 
WordCount(), args); 
System.exit(exitCode); 
} 
} 
Step 4: Compile above programs 
$ javac  –classpath  $HADOOP_HOME/hadoop-core.jar  
*.java 
Step 5: Create a jar file for all .class files generated in the 
above step 
$ jar   wc.jar   *.class 
Step 6: Run the above create jar file on the file which is in 
stored hdfs 
$ hadoop  jar  wc.jar  WordCount  file  File 
Step 7: 
 To see the content in the output file 
$ hadoop  fs  -cat  File/part-00000 
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