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Abstract
LetF(n, e) be the collection of all simple graphs with n vertices and e edges, and for G ∈F(n, e) let P(G; ) be the chromatic
polynomial of G. A graph G ∈F(n, e) is said to be optimal if another graph H ∈F(n, e) does not exist with P(H ; )P(G; )
for all , with strict inequality holding for some . In this paper we derive necessary conditions for bipartite graphs to be optimal,
and show that, contrarily to the case of lower bounds, one can ﬁnd values of n and e for which optimal graphs are not unique. We
also derive necessary conditions for bipartite graphs to have the greatest number of cycles of length 4.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let F(n, e) denote the collection of all simple undirected labeled graphs with n vertices and e edges. A -coloring
ofG ∈F(n, e) is a mapping of the vertices ofG into a speciﬁed set of  colors, with the property that adjacent vertices
are mapped to different colors. Let P(G; ) denote the number of -colorings of G. The function P(G; ) was ﬁrst
introduced for planar graphs by Birkoff [1], and then generalized to arbitrary graphs by Whitney [9,10]. The above
authors showed that P(G; ) is always a polynomial, known as the chromatic polynomial of G.
Let G ∈ F(n, e). We deﬁne G to be optimal with respect to chromatic polynomials (or simply optimal) if another
graph H ∈ F(n, e) does not exist with the property that P(H ; )P(G; ) (or P(H ; )P(G; )) for all , with
strict inequality holding for some . An important problem associated with graph coloring is the characterization of
optimal graphs. In the case of lower bounds a complete characterization of these graphs was obtained by Borodin [2],
and Linial [5]. The characterization is independent of . That is, for any given n and e one can ﬁnd a graphG ∈F(n, e)
such that for all 1,
P(G; )P(H ; )
for all H ∈ F(n, e). If e3, G is unique up to isomorphism. The above result continues to hold even if we restrict
F(n, e) to connected graphs (see [8]).
No such general result is available for upper bounds, and it has been suggested (see Linial [5], for example) that the
graphs that maximize the number of colorings may depend on .
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Let
P+(n, e; ) = max{P(G; )|G ∈F(n, e)}.
Lazebnik [3] and [4] derived a formula for P+(n, e; 2) (as functions of n and e) and characterized the graphs which
provide these bounds. Under the assumption that en2/4, the same author derived lower and upper bounds for
P+(n, e; 3), characterized the graphs with a greatest number of colorings if e = t2, n2t and e4/12, and provided
bounds for P+(n, e; ). These bounds were obtained by utilizing chromatic polynomials of graphs not in F(n, e),
rather than chromatic polynomials of optimal graphs inF(n, e).
In this paper we continue the investigation of upper bounds for chromatic polynomials in the direction started by
Lazebnik, and conﬁrm the conjecture that for upper bounds optimal graphs are not unique. More precisely, we derive
necessary conditions for a bipartite graph to be optimal, and, by deriving necessary conditions for a bipartite graph
to have the greatest number of cycles of length 4, we restrict the collection of graphs which could obtain the largest
number of colorings for large . We also characterize the graphs which maximize P(G; 3), and provide an inﬁnite set
of pairs (n, e) for which a graph G ∈ F(n, e) does not exist that has the greatest number of colorings for both = 2
and = 3.
Let G be an arbitrary graph, and denote by V (G) the vertex set of G. If U is a subset of V (G), the induced subgraph
G[U ] is the subgraph ofGwhose vertex set isU and whose edge set consists of all edges inG that have both endpoints
inU . Let x, y, and z be inV (G). ByG−x we denote the graph obtained fromG by removing x and all edges incident to
x. If x and y are not adjacent, we denote byG+xy the graph obtained fromG by connecting x and y. By a contraction
of two vertices x and z we mean identifying vertices x and z in G, and collapsing them into a single vertex. That is,
fromGwe remove x, z, and all edges incident to them, and introduce a new vertex, sayw, and connectw to all vertices
that in G were connected to x or z. We denote this new graph by G/{x, z}. A complete graph with r vertices, r1, is
denoted by Kr , and the empty graph by K0. G is the complement of G, and if G and H are disjoint graphs, G + H
denotes their union. Finally, (x) denotes the collection of vertices adjacent to x, and degG(x)= deg(x) the degree of
x in G.
The following results are well known (see [4,6,7], for example).
Theorem 1. Let x and y be nonadjacent vertices of a graph G. Then
P(G; ) = P(G/{x, y}; ) + P(G + xy; ).
Theorem 2. Let G = G1 ∪ G2, G1 ∩ G2 = Kr . Then
P(G; ) = P(G1; )P (G2; )
P (Kr ; ) .
A consequence of the previous result is that if G1 and G2 are disjoint, and x is a vertex of G1 and y a vertex of G2,
P(G1 + G2; ) = P((G1 + G2)/{x, y}; ).
Let G ∈F(n, e), and
P(G; ) =
n−1∑
k=0
(−1)kan−kn−k .
Then an =1, an−1 = e, an−2 =
(
e
2
)− c3(G), where c3(G) is the number of cycles of length 3 (3-cycles) inG. Moreover
if c3(G)=0, then an−3 =
(
e
3
)−c4(G), where c4(G) is the number of cycles of length 4 (4-cycles) inG. A consequence
of this is that if G and H are both in F(n, e), then P(G; )>P (H ; ) for large  if c3(G)< c3(H), whereas if
both graphs are bipartite, P(G; )>P (H ; ) for large  if, and only if, c4(G)> c4(H). These simple observations
immediately imply the existence of optimal bipartite graphs.
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2. Upper bounds
We start our discussion on upper bounds by deriving necessary conditions for a bipartite graph to be optimal. If
e3 all bipartite graphs inF(n, e) have the same chromatic polynomial, and therefore in what follows we restrict our
investigation to e4.
Let Kt,m be a complete bipartite graph with vertex sets B and A, B = {b1, . . . , bt } and A = {a1, a2, . . . , am}. For
positive integers i1, . . . , ir with ij  ij+1 <m, j = 1, . . . , r − 1, we deﬁne Kt,m;i1,...,ir to be the graph obtained from
Kt,m + Kr , V (Kr) = C = {x1, . . . , xr}, by connecting each xj to all the vertices ai’s in A with i ij . We further
require for Kt,m;i1,...,ir to have at most one vertex of degree one, in which case r = 1 and i1 = 1. To include complete
bipartite graphs we allow r to be zero. In this case we put i0 = 0, which gives Kt,m;i0 = Kt,m;0 = Kt,m. If we want to
stress the vertex sets of G=Kt,m;i1,...,ir , rather than its speciﬁc structure, we write G=KB,A;C . If |C| = r > 1, we call
these graphs pluri-semicomplete bipartite graphs, whereas if r =1 semicomplete bipartite graphs, keeping the notation
introduced by Lazebnik [3].
LetM(n, e) denote the collection of all graphs inF(n, e) of the form
Kt,m;i1,...,ir + Kp, t1, m1, r0, p0.
Theorem 3. LetG ∈F(n, e), e4. IfG is a bipartite graph andG /∈M(n, e), then we can ﬁnd a graphH ∈M(n, e)
such that
P(H ; )P(G; ) ∀1,
with strict inequality holding for 3.
Proof. Let e, n, e4 be given. We claim that for any bipartite graph G inF(n, e) but not inM(n, e), there exists a
bipartite graph H ∈F(n, e) such that
P(H ; )P(G; ) for all ,
with strict inequality holding for 3. SinceF(n, e) is a ﬁnite set, the validity of Theorem 3 will immediately follow
from the validity of our claim.
Let G be a bipartite graph with vertex sets V1 and V2, G /∈M(n, e). We ﬁrst assume that G has only one nontrivial
component, and a vertex z of degree one. Since
P(G; ) = (− 1)P (G − z; ),
we can “rearrange” the edge incident to z by freely choosing which vertex is its other endpoint. In fact, if convenient,
one could rearrange any number of edges incident to a vertex of degree one without affecting the number of colorings
of G. Let u ∈ V1, and v ∈ V2 be two nonadjacent vertices, and let us assume that z is adjacent to v. Since G /∈M(n, e)
and e4, it is always possible to rearrange edges incident to vertices of degree one and/or redeﬁne V1 and V2 so that
the existence of such pair is assured. If more than one choice is possible, we choose a rearrangement that creates a pair
of nonadjacent vertices u and v for which the increase in the number of cycles of length 4 obtained by replacing G by
G+ uv is as large as possible. Let H =G/{u, z}+K1, with a denoting the vertex obtained by collapsing z into u, and
b denoting the vertex of K1. We claim that
P(H ; )>P (G; ) for all 2. (1)
To prove (1) we ﬁrst rewrite P(G; ) as
P(G; ) = P(G/{u, z}; ) + P(G + uz; ),
and observe that since
P(H ; ) = P(G/{u, z}; ),
the validity of (1) will follow if we can show that
(− 1)P (G/{u, z}; ) = P(H ′; )>P (G + uz; ) for all 2, (2)
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where H ′ =H + ab. We prove the validity of (2) by constructing a one-to-one function that maps colorings of G+ uz
into, but not onto, colorings of H ′.
Let v = y1, and V (G) = {u, z, y1, . . . , yn−2}. Then V (G) = V (G + uz) and V (H ′) = {a, b, y1, . . . , yn−2}. It is
important to keep in mind that G+ uz and H ′ are both constructed from G; in fact G+ uz could be obtained from H ′
by simply changing one endpoint of one edge. Let C0 be a coloring of G + uz. For convenience we represent C0 by
{cu, cz, c1, . . . , cn−2}, where cu = 0 and cz = 1 represent the colors of vertices u and z, respectively, and ci the color of
vertex yi , 1 in− 2. Since C0 is a coloring of G+ uz, and in G+ uz vertices z and y1 are adjacent, cz = c1. From
C0 we generate a coloring of H ′ by performing the following algorithm. Let ca = cu, cb = cz, and view the collection
of colors C0,0 = {ca, cb, c1, . . . , cn−2} as an assignment of colors to the vertices of H ′. That is, in H ′, ca, cb denote
the colors of vertices a and b, respectively, and ci the color of vertex yi , 1 in − 2. If in C0 cu = c1, then C0,0 is a
coloring of H ′, and the algorithm terminates. Clearly this procedure maps different colorings of G + uz with cu = c1
and cz = c1, into different colorings of H ′ with cb = c1. If ca = c1, we deﬁne U to be the largest subset of V (H ′) with
the following properties:
(i) a, b /∈U ;
(ii) y1 ∈ U ;
(iii) if yi ∈ U , then ci = 0 or 1;
(iv) the induced subgraph H ′[U ] is connected.
From C0,0 we construct a new collection of colors of the vertices of H ′, say C1, by letting C1 = {ca, cb, c′1, . . . , c′n−2},
where ca and cb are as in C0,0, c′i , the color of vertex yi , is equal to ci , if yi /∈U , and c′i = 1 − ci , if yi ∈ U . Since G
and H ′ are bipartite, and degH ′(b) = 1, our initial assumption that C0 is a proper coloring of G + uz implies that, in
C1, ca = cb, and c′i = ca for all colors c′i of the vertices yi adjacent to vertex a. Moreover, if yi, yj are both in U or
both not in U , then c′i = c′j can occur if, and only if, ci = cj in C0, whereas if yi ∈ U and yj /∈U , and c′i = c′j = cj , then
by our deﬁnition of U we immediately have that yi and yj cannot be adjacent. This gives that C1 is a coloring of H ′.
It is important to observe that since c1 = cb, this coloring cannot be obtained from colorings of G + uz with cu = c1.
The above procedure can be reversed, thus showing that the function deﬁned by the above algorithm is one to one in
its range. However, since G + uz has at least a cycle of odd length and H ′ has none,
P(H ′; 2)>P (G + uz; 2) = 0,
and therefore this function is not onto. Hence (2) holds, and Theorem 3 is proved in the case G has only one nontrivial
component and a vertex of degree one. Note that from the above discussion it is easy to see that H ′ has also colorings
which use exactly three colors which cannot be the preimage of any colorings of G + uz, thus giving
P(H ′; 3) − P(H ′; 2)>P (G + uz; 3) − P(G + uz; 2).
This property of H ′, and hence of H , will be assumed in the proof of Theorem 5.
Next we assume that G has only one nontrivial component but no vertices of degree one. Our initial assumption that
G /∈M(n, e) implies the existence of vertices u and z in V1 with (u)(z) and (z)(u). Let (u) ∩ (z) = E,
and let H1 be the graph obtained from G by disconnecting z from V ′2 = (z)\E and by connecting all vertices in V ′2
to u. We claim that
P(H1; )P(G; ) ∀. (3)
To prove (3) we are going to construct a function that maps colorings of G into colorings of H1. This function is a
natural extension of the function we constructed in the proof of (2), and it is deﬁned by a similar algorithm.
Let V (H1)=V (G)={u, z, y1, . . . , yn−2}, and assumeC0 ={cu, cz, c1, . . . , cn−2} is a coloring ofG. LetC0,0 =C0,
and view C0,0 as an assignment of colors to the vertices of H1. If cu = cz, or cu = cz but ci = cu for all yi ∈ V ′2,
then C0,0 is a coloring of H1, and the algorithm terminates. So let us assume that cu = 0, cz = 1, and ci = 0 for some
yi ∈ V ′2. In this case we deﬁne U to be the largest subset of V (H1) with the following properties:
(i) u, z /∈U ;
(ii) yi ∈ U for all yi ∈ V ′2 with ci = 0;
2232 I. Simonelli / Discrete Mathematics 308 (2008) 2228–2239
(iii) if yi ∈ U , then ci = 0 or 1;
(iv) the induced subgraph H1[U ] is connected.
From C0,0 we construct a new collection of colors of the vertices of H1, say C1, by letting C1 = {cu, cz, c′1, . . . , c′n−2},
where cu and cz are as inC0,0, c′i , the color of vertex yi , is equal to ci , if yi /∈U , and c′i =1−ci , if yi ∈ U . Considerations
similar to those made in the proof of (2) give that C1 is a coloring of H1, and that the function  deﬁned by the above
algorithm is one to one in its range. Hence (3) holds. Our initial assumptions onG, i.e., G connected with no vertices of
degree one, imply the existence of vertices x∗1 , x∗2 , y∗1 , y∗2 , such that y∗1 ∈ (u)\E, y∗2 ∈ (z)\E, x∗1 and x∗2 connected
to y∗1 and y∗2 , respectively. Ifw=x∗1 =x∗2 , then  is not onto.We show this by describing a coloring ofH1 which cannot
be the image of any coloring of G under . Consider the coloring of H1 which assigns color 1 to vertex z, color 0 to
the remaining vertices of V1, color 1 to vertices y∗1 and y∗2 , and another color, say color 2, to the remaining vertices
of V2. Since y∗2 ∈ V ′2, and z and y∗2 have the same color, if this coloring were the image of a coloring of G under ,
then its preimage would be a coloring of G in which u and y∗2 would be assigned the same color, and consequently u
and z would be assigned different colors. However, the preimage of this coloring obtained by reversing the appropriate
algorithm is the coloring of G which assigns color 1 to vertices w, u, z, and color 0 to vertices y∗1 and y∗2 . Hence this
coloring of H1 cannot be the image of any coloring of G under ,  is not onto, and
P(H1; )>P (G; ) ∀3.
Next we assume that x∗1 = x∗2 . Let (x∗1 )∩(x∗2 )=E1, and construct a graphH2 fromH1 by disconnecting x∗2 from
(x∗2 )\E1 (which is nonempty since it contains y∗2 ), and by connecting x∗1 to all vertices in (x∗2 )\E1. By arguing as
in the proof of (3), we obtain that
P(H2; )P(H1; ) ∀. (4)
However in H2 vertex u now satisﬁes the property vertex w satisﬁed in H1, thus giving
P(H2; )>P (H1; )P(G; ) ∀3.
Hence the theorem is proved in the case G contains only one nontrivial component.
Finally, let us consider an arbitrary graph G ∈F(n, e), G /∈M(n, e), with two nontrivial components, say G1 and
G2. Let x be a vertex of G1, and y a vertex of G2. Then, by Theorem 2,
P(G1 + G2; ) = P((G1 + G2)/{x, y}; ),
and the right-hand side above can be viewed as the chromatic polynomial of the graph (G1 + G2)/{x, y} + K1. By
recursively applying this procedure to pairs of remaining nontrivial components, we will eventually obtain a bipartite
graph G′ ∈ F(n, e) with only one nontrivial component that has the same chromatic polynomial of G. However for
G′ the validity of Theorem 3 has already been established, and hence the proof is now complete. 
Since bipartite graphs have no triangles, the considerations of the last part of the introduction and Theorem 3
immediately give that the bipartite graphs with the greatest number of cycles of length 4 must be inM(n, e). With
respect to this property the collectionM(n, e) can be further restricted. LetL(n, e) denote the collection of graphs
in M(n, e) with connected components consisting of complete bipartite or semicomplete bipartite graphs, and let
(M\L)(n, e) denote all graphs inM(n, e) which are not inL(n, e).
Theorem 4. Let n, e, e4, be given. The bipartite graphs with the greatest number of 4-cycles are elements ofL(n, e).
An immediate consequence of Theorem 4 is that for large  the graphs in L(n, e) provide upper bounds for the
chromatic polynomials of graphs in F(n, e). The special case e = t2, n2t , was ﬁrst considered by Lazebnik [4],
who proved that max{c4(G)} = c4(Kt,t ), where max is over all bipartite graphs inF(n, e = t2), n2t .
Before going into the proof of Theorem 4 we consider graphs G = KB,A;C with a simple structure, i.e., at least
|C| − 1 vertices in C have degree |A| − 1, and describe conditions which guarantee the existence of graphs with a
larger number of 4-cycles.
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Lemma 5. LetG=KB,A;C , |B|= t , t > 1, |A|=b+c+1, b> 0, c0, |C|−1=j (b+c)+j +L, j0, 0Lb+c,
j + L> 0. We further assume that one vertex in C has degree b, whereas all the remaining vertices in C have degree
b + c. Let H be the graph obtained from KB,A + K |C|, V (K |C|) = C, by connecting
r =
⌊
b + (|C| − 1)(b + c)
b + c + 1
⌋
vertices in C with all vertices in A,
and if k = b + (|C| − 1)(b + c)− r(b + c + 1) = 0, by connecting any other remaining vertex in C to k vertices in A.
Then c4(H)> c4(G) whenever
(i) tb and 0Lb; or
(ii) |B| |A| − 1.
Proof. Let us assume that G = KB,A;C and H are as in the statement of the lemma. Then |B| = t , |A| = b + c + 1,
b> 0, c0, |C| − 1 = j (b + c) + j + L, j0. We start by proving part (i) of Lemma 5. The assumptions in (i) give
0Lb, r = j (b + c) + L, and k = b − L. Since c4(G[A ∪ B]) = c4(H [A ∪ B]), to prove the validity of the lemma
it sufﬁces to show that the number of 4-cycles in H which contain at least one vertex in C, is greater than the number
of 4-cycles in G with the same property. We denote these two numbers by c4,C(H) and c4,C(G), respectively. Let
y = b + c. By counting separately the number of 4-cycles with exactly one or two vertices in C one obtains
c4,C(G) = (jy + j + L)
(y
2
)
t +
(
jy + j + L
2
) (y
2
)
+
(
b
2
)
(t + jy + j + L),
c4,C(H) = (jy + L)
(
y + 1
2
)
t +
(
jy + L
2
)(
y + 1
2
)
+
(
b − L
2
)
(t + jy + L).
Let (j, t) = c4,C(H) − c4,C(G). We view t as a continuous parameter and compute
(j, t)
t
= L
2
− bL + L
2
2
+ jy
2
2
+ Ly + jy
2
,
which is easily seen to be greater than zero. Therefore if sufﬁces to show that (j, b)> 0. To this end we ﬁrst show
that (j, b) is increasing in j . From
c4,C(G)|j=j+1 − c4,C(G)|j=j = (y + 1)
(y
2
)
b + (y + 1)
(
b
2
)
+
(y
2
) [( (j + 1)y + (j + 1) + L
2
)
−
(
jy + j + L
2
)]
,
c4,C(H)|j=j+1 − c4,C(H)|j=j = y
(
y + 1
2
)
b + y
(
b − L
2
)
+
(
y + 1
2
)[(
jy + y + L
2
)
−
(
jy + L
2
)]
one obtains
(j + 1, b) − (j, b) = (c4,C(H)|j=j+1 − c4,C(H)|j=j ) − (c4,C(G)|j=j+1 − c4,C(G)|j=j )
which after simpliﬁcation reduces to
= 12 (b − b2 + by + jy + 2Ly − 2bLy + L2y + by2 + jy2 + Ly2).
Since y = b + c and 0Lb, by >b2, and by2 +Ly2 >byL+Lyb = 2bLy, thus giving (j + 1, b)−(j, b)> 0.
Therefore it sufﬁces to show that (0, b)> 0. Straightforward calculation gives
(0, b)|y=b+c = 12 (−cL + 2bcL + L2 + cL2 + L3),
which is clearly greater than zero (since we are assuming j + L = 0, j = 0 forces L> 0).
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Next we turn to the proof of part (ii) of Lemma 5. If 0Lb, the validity of part (ii) follows from the just established
validity of part (i). So let us assume that tb + c, c > 0, and b<Lb + c. For convenience we make a slight change
in notation, and replace L by L+1. This gives |C|−1= j (b+ c)+ j +L+1, k=2b+ c−L, and now bL<b+ c.
We use the same notation as in the ﬁrst part of the proof and proceed in a similar manner. In this case
c4,C(G) = (jy + j + L + 1)
(y
2
)
t +
(
jy + j + L + 1
2
)(y
2
)
+
(
b
2
)
(t + jy + j + L + 1),
c4,C(H) = (jy + L)
(
y + 1
2
)
t +
(
jy + L
2
)(
y + 1
2
)
+
(
2b + c − L
2
)
(t + jy + L).
Let (j, t) = c4,C(H) − c4,C(G). Direct calculation gives
(j, t)
t
 (j, t)
t
∣∣∣∣
j=0
= 12 (3b2 + 4bc + c2 + L − 4bL − 2cL + L2 + 2Ly − y2 − b − c + y)
= 12 (2b2 + 2bc + L2 − 2bL + L)> 0,
where the second equality is obtained by replacing y by b+ c, and the last inequality follows from 2b2 +2bc=2b(b+
c)> 2bL. Hence to prove part (ii) it sufﬁces to show that (j, y)> 0. Next we show that (j, y) is increasing in j . To
this end we compute
c4,C(G)|j=j+1 − c4,C(G)|j=j = (y + 1)
(y
2
)
y + (y + 1)
(
b
2
)
+
(y
2
) [( (j + 1)y + (j + 1) + L + 1
2
)
−
(
jy + j + L + 1
2
)]
,
c4,C(H)|j=j+1 − c4,C(H)|j=j = y
(
y + 1
2
)
y + y
(
2b + c − L
2
)
+
(
y + 1
2
)[(
(j + 1)y + L
2
)
−
(
jy + L
2
)]
.
Direct calculation gives
(j + 1, y) − (j, y)
= (c4,C(H)|j=j+1 − c4,C(H)|j=j ) − (c4,C(G)|j=j+1 − c4,C(G)|j=j )
(c4,C(H)|j=1 − c4,C(H)|j=0) − (c4,C(G)|j=1 − c4,C(G)|j=0)
= b
2
− b
2
2
+ y
2
− by
2
+ 3b
2y
2
− cy
2
+ 2bcy + c
2y
2
+ Ly − 2bLy − cLy + L
2y
2
+ y
2
2
+ Ly
2
2
.
By analyzing individual terms, using bL<b + c, y = b + c, c > 0, one gets
(I)
Ly >
b2
2
,
(II)
y2
2
= y
2
(b + c) = by
2
+ cy
2
,
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(III)
L2y
2
+ Ly
2
2
+ b2y + 2bcy + c
2y
2
> 12Ly(L + b + c) + by(b + c) + 12cy(b + c)
> 12Ly(2b + c) + byL + 12cyL
= 2bLy + cLy,
which immediately gives (j + 1, y) − (j, y)> 0. Therefore to prove (ii) it sufﬁces to show that (0, y)> 0.
Straightforward calculation gives
(0, y)|y=b+c = b2 −
b2
2
+ b3 + 2b2c + bc2 + L
2
2
− bL2 + L
3
2
.
Our assumptions imply L2b2, and b3 + 2b2c + bc2 = b(c + b)2 >bL2, thus giving (0, y)> 0. This completes the
validity of part (ii), and the proof of the lemma is now complete. 
The conditions of Lemma 5 can be relaxed, and in fact the construction described in the lemma can be applied to a
larger class of graphs, producing graphs with a greater number of 4-cycles. Speciﬁcally, let G = KB,A;C and H be as
described in Lemma 5. Let Kl be a graph consisting of l isolated vertices, U = V (Kl), and G1 be the graph obtained
from G + Kl by connecting every vertex in U to all the vertices in B. Similarly, let H1 be the graph obtained from
H +Kl by connecting every vertex in U to all the vertices in B. Clearly H1 and G1 have the same number of vertices
and edges, and c4(G1[V (G1)\C]) = c4(G1[V (H1)\C]). Moreover, if c4,C(H1) and c4,C(G1) denote the number of
4-cycles of H1 and G1, respectively, which contain at least one vertex in C, it is easy to see that c4,C(H1) = c4,C(H)
and c4,C(G1) = c4,C(G), and consequently, from Lemma 5, c4(H1)> c4(G1). A further generalization can be made
as following. Let w ∈ B and z ∈ U be arbitrary. Then w and z are adjacent in both G1 and H1. Moreover there is a
one-to-one onto correspondence between 4-cycles in G1 containing both z and w and 4-cycles in H1 also containing z
andw. Therefore ifG′1 andH ′1 denote the graphs constructed fromG1 andH1, respectively, by disconnecting z fromw,
then c4(H1)> c4(G1) implies c4(H ′1)> c4(G′1). Of course this continues to hold if in both H1 and G1 we disconnect
any identical arbitrary number of vertices in B from any identical arbitrary number of vertices in U . This and Lemma
5 imply the validity of the following result.
Lemma 6. LetG=KB,A;C be a pluri-semicomplete graph and suppose thatC1 denotes the collection of all vertices in
C of smallest degree, sayd1,C2 the collection of all vertices inC of second smallest degree, sayd2,andC3=C\(C1∪C2).
Then there exists a graph H with c4(H)> c4(G) whenever
(i) |C1|> 1 and |B| + |C\C1|d1, or
(ii) |C1| = 1, |C2| = j (d2) + j + L, j + L = 0, and either |B| + |C3|d1 and 0Ld1, or |B| + |C3|d2.
Before we go into the proof of Theorem 4 we make the following observation, which will be used throughout
the proof of the theorem and the rest of the paper. Let G = KB,A;C . Then G has an alternative pluri-semicomplete
representation given byG=KB ′,A′;C′ , where B ′ is the set containing all vertices ofAwith greatest degree,A′ =B∪C,
and C′ = A\B ′.
Proof of Theorem 4. Let G = KB,A;C = KB ′,A′;C′ ∈ (M\L)(n, e). We claim that from G we can construct a graph
H ∈M(n, e)with a greater number of 4-cycles. SinceM(n, e) is ﬁnite, the validity of our claim implies the validity of
the theorem. Clearly the validity of the theorem has already been proved for graphs which satisfy one of the conditions
of Lemma 6. So let us assume that Lemma 6 does not apply to either one of the two pluri-semicomplete bipartite
representations of G. Let C1 be the collection of all vertices in C of smallest degree, say d1. We claim that |C1| = 1.
Suppose not. If C1 = C, then |A|>d1 + 1, otherwise G ∈ L(n, e). If |B|<d1, i.e., Lemma 6 does not apply, we
consider KB ′,A′;C′ . Let x′ ∈ C′. Then (x′) = B,
|B ′| = d1 > |B| = |(x′)|,
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and since |C′|> 1, KB ′,A′;C′ now satisﬁes condition (i) of Lemma 6. If C = C1, and |B| + |C\C1|<d1, let d ′1 and d ′2
be the smallest and second smallest degrees, respectively, of the vertices in C′. Then
|B ′| = d1 > |B| + |C\C1| = d1 + |C\C1|d2,
and KB ′,A′;C′ satisﬁes condition (i) of Lemma 6, if |C′|> 1, and condition (ii) of Lemma 6, if |C′|=1. Hence |C1|=1.
By analyzing the structure of KB,A;C and KB ′,A′;C′ it is easy to see that if |C| = 1, and Lemma 6 does not apply to
either one of the two pluri-semicomplete bipartite representations of G, then the sets A and C can be partitioned as
A=A1 ∪A2 ∪A3, |A1|> 1, |A2|1, |A3| = 1, C =C1 ∪C2, |C1| = 1, |C2|1, and if x1 ∈ C1, x2 ∈ C2, (x1)=A1,
(x2)=A1 ∪A2. Moreover, |B|< |A1| + |A2| and |A1|< |B| + |C2| (this assumption is weaker than the one implied
by assuming Lemma 6 does not apply, but it will sufﬁce to complete the proof). Clearly, A′ and C′ of KB ′,A′;C′ can be
partitioned similarly. That is, A′ = A′1 ∪ A′2 ∪ A′3, A′1 = B, A′2 = C2, A′3 = C1, C′ = C′1 ∪ C′2, C′1 = A3, C′2 = A2, and
if x′1 ∈ C′1, x′2 ∈ C′2, (x′1) = A′1, (x′2) = A′1 ∪ A′2.
Next we assume |A1| |B|. If this were not the case, wewould considerKB ′,A′;C′ , rather thanKB,A;C , and |A′1| |B ′|
would thennecessarily hold. If |B|+|C2| |A1|+|A2|, letC1={x1}, and letH be the graph constructed fromG−x1+K1,
V (K1) = {x1}, by connecting x1 to |A1| vertices of B. Then
The number of 4-cycles in H containing x1 =
( |A1|
2
)
(|A1| + |A2| + 1)
>
( |A1|
2
)
(|B| + |C2|) = The number of 4-cycles in G containing x1.
This and c4(G − x1) = c4(H − x1) give c4(H)> c4(G).
If |B| + |C2|> |A1| + |A2|, let A3 = {a}, and let H be the graph constructed from G − a + K1, V (K1) = {a}, by
connecting a to all vertices in A1 and, if |B|> |A1|, to |B| − |A1| vertices in A2. Then
The number of 4-cycles in H containing a >
( |B|
2
)
(|B| + |C2|)
>
( |B|
2
)
(|A1| + |A2|) = The number of 4-cycles in G containing a.
This and c4(G − a) = c4(H − a) give c4(H)> c4(G).
The proof of Theorem 4 is now complete. 
Next we specialize to the case = 2, 3, and improve Theorem 3.
Theorem 7. Let n and e, e4, be given. If G is an arbitrary graph inM(n, e) but not inL(n, e), then we can ﬁnd a
graph G′ ∈L(n, e) such that
P(G′; 2)P(G; 2), (5)
P(G′; 3) − P(G′; 2)>P (G; 3) − P(G; 2). (6)
The following remarks will simplify the proof of Theorem 7. Let G = KB,A;C ∈ (M\L)(n, e), A = {a1, . . . , am},
and C = {x1, . . . , xr}. When we say that we increase the degree of a vertex xi in C by j , degG(xi) = s, s + jm, we
mean that we connect xi to vertices as+1, . . . , as+j . Similarly, when we say that we decrease the degree of a vertex xi
in C by j , degG(xi) = s, sj , we mean that we disconnect xi from vertices as−j+1, . . . , as .
In proving (6) the following correspondence between colorings and partitions of the vertices will be used. Let G be
as above, and let H be any graph constructed from G by increasing and decreasing the degree of vertices in C. Each
coloring of H (of G) that uses exactly 3 colors can be associated with a unique partition of size 3 of V (H) (of V (G))
such that no adjacent vertices are in the same element set of the partition. We refer to such partitions as 3-partitions.
Conversely, every 3-partition of V (H) (of V (G)) corresponds to 3! different colorings; all use the same three colors.
Therefore, since H is constructed from G, to prove P(H ; 3) − P(H ; 2)>P (G; 3) − P(G; 2) it sufﬁces to show that
the number of 3-partitions we gain with the construction, which we denote byQ+3 (G → H), is greater than the number
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of 3-partitions we lose, which we denote by Q−3 (G → H). In special cases, as the ones we consider, a 3-partition
can be uniquely determined by one of its three element sets. For example, every set D containing vertices of A and
C which are not adjacent in H (in G), D ∩ A = A, corresponds to a unique 3-partition of V (H) (V (G)), given by
{D,A\D,B ∪ (C\D)}. This observation will simplify the comparison between Q+3 (G → H) and Q−3 (G → H) in
the proof of Theorem 7.
We deﬁne a graph K to be a critical graph if K can be obtained by connecting isolated vertices, say x1, . . . , xk ,
to a connected bipartite graph or to the connected component of a pluri-semicomplete bipartite graph, and if in K ,
deg(xi) = 1, i = 1, . . . , k. We are now ready to prove Theorem 7.
Proof of Theorem 7. The structure of the graphs inM(n, e) immediately implies that it sufﬁces to prove the theorem
for connected graphs in (M\L)(n, e). Let G=KB,A;C ∈ (M\L)(n, e), e4.We further assume that |A| |C| + 2. If
this is not the case we consider the alternative pluri-semicomplete representation of G, KB ′,A′;C′ , where |A′| |C′|+ 2
will necessarily hold. We claim that by increasing and decreasing the degree of vertices in only one of the sets C or C′
we can construct a connected graph H , which is either a pluri-semicomplete bipartite graph or a critical graph, which
satisﬁes (5) and
Q+3 (G → H)Q−3 (G → H), (7)
with strict inequality holding in the case H is not a critical graph. If H is a critical graph, then by proceeding as in the
ﬁrst part of the proof of Theorem 3 we can further construct a graph H ′ from H such that
P(H ′; 2)P(H ; 2) and Q+3 (H → H ′)>Q−3 (H → H ′).
SinceM(n, e) is ﬁnite, the validity of Theorem 7 will immediately follow from the validity of our claim. Furthermore,
since we are assuming G is connected, any connected graph H constructed from G by increasing and decreasing the
degree of vertices in C or C′ trivially satisﬁes (5), and therefore (7) is the only inequality we need to consider.
We prove our claim by using induction on |V (G)|. The ﬁrst value of |V (G)| which gives a non-vacuous case is n=8,
and in (M\L)(8, e) the only graphs we need to consider are G1 = K2,4;2,2 and G2 = K2,4;2,3. Let H1 = K2,4;1,3 and
H2 = K3,4,1. Direct computation gives
Q+3 (G1 → H1) = 4 = Q−3 (G1 → H1),
Q+3 (G2 → H2) = 4> 2 = Q−3 (G2 → H2),
and since H1 is a critical graph, this proves our claim for n = 8.
Next we assume our claim holds for all connected graphs in (M\L)(n, e), n8, and consider G = KB,A;C ∈
(M\L)(n + 1, e), A = {a1, . . . , am}, B = {b1, . . . , bt }, C = {x1, . . . , xr}, r > 1, t > 1, and since we are assuming
|A| |C| + 2, m4. We further assume that the vertices of G are labeled as described in the second paragraph of
Section 2. Let G1 = G − a1, and let C1 denote the collection of all vertices of G1 of degree one.
Case 1:C1 = ∅, andG1 is a critical graph. If |C\C1|1, then deg(xr)=l+2, l0, l+2<m, t=min{r−1,m−l−2},
c=m− (2+ l + t). Let H be the critical graph obtained from G by increasing the degree of xr by t and by decreasing
the degree of xr−1, . . . , xr−1−t+1 by one. If t = r − 1,
Q−3 (G → H) = (2r−1 − 1)2c+r−1(2r−1 − 1)2l+c+r−1 = Q+3 (G → H),
whereas if t =m− l−2, c=0, then l > r −1− t = i > 0, which follows from the assumption |A|=m |C|+2= r +2,
and
Q−3 (G → H) = (2t − 1) 2i+t < (2t − 1) 2l+t = Q+3 (G → H),
thus proving our claim in the case |C\C1|1.
If |C\C1|> 1, then all vertices in |C\C1| have degreem−1. In this case we let |C1|=i, |C\C1|=j+1,m=2+ l+1.
Since we are assuming mr + 2, we must have l i + j . Let H1 be the graph constructed from G by decreasing one
vertex in C\C1 by j , and by increasing the degree of all the remaining vertices in C\C1 by one. Then
Q−3 (G → H1) = (2j − 1) 2i+1 = Q+3 (G → H1).
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In this case H1 is not a critical graph, but H1 − a1 now satisﬁes the condition G1 satisﬁed in the ﬁrst part of the proof
of Case 1. Therefore by decreasing and decreasing the degree of vertices in C, as done in the case of G, from H1 we
can construct a graph H ′1 which satisﬁes (7). Hence our claim holds for any graph satisfying Case 1.
Case2:G1 does not satisfyCase1.ThenG2=G1[V (G1)\C1]=KB,A\{a1},C\C1=KB ′,(A\{a1})′,(C\C1)′ ∈ (M\L)(n′, e′),
n′ <n+ 1, and by our induction hypothesis from G2 we can construct a graph H2 which is either a graph inM(n′, e′)
or a critical graph, and
P(G2; 2)P(H2; 2) (8)
and
P(G2; 3) − P(G2; 2)P(H2; 3) − P(H2; 2), (9)
with strict inequality holding in (9) ifH2 ∈M(n′, e′).We can further assume thatH2 is obtained fromG2 by decreasing
and increasing the degree of vertices in only one of the setsC\C1 or (C\C1)′. LetG′ andH ′ be obtained fromG2+K |C1|
and H2 + K |C1|, respectively, V (K |C1|) = C1, by connecting all vertices in C1 to vertex a2. Then, by Theorem 2, we
immediately have that (8) and (9) continue to hold with G2 and H2 replaced by G′ and H ′, respectively. Next let H be
the graph obtained fromH ′ +K1, V (K1)={a1}, by connecting vertex a1 to all the vertices in V (H ′ +K1)\A=B ∪C.
Since
P(G; ) = P(G + a1a2; ) + P(G/{a1, a2}; ) = P(G + a1a2; ) + P(G′; ),
P(H ; ) = P(H + a1a2; ) + P(H/{a1, a2}; ) = P(H + a1a2; ) + P(H ′; ),
and
P(G + a1a2; ) = P(H + a1a2; ) for = 2, 3,
(8) and (9) continue to hold with G2 and H2 replaced by G and H , respectively. This completes the proof of
Theorem 7. 
3. Examples
In this section we show that in the case of upper bounds optimal graphs are not unique. That is, we ﬁnd speciﬁc
values of n and e for which the graphs that maximize the number of colorings among all graphs in F(n, e) depend
on . As we mentioned in the introduction, this is not the case for lower bounds. In what follows we use a formula
developed by Lazebnik [3], which gives the number of colorings of a semicomplete bipartite graph that uses at most
three colors. That is,
P(Kl,m;p; 3) =
{
3 · (2l + 2m − 2) if p = 0,
3 · (2l+1 + 2m + 2m−p+1 − 4) if 1pm. (10)
We start by considering the smallest value of n for which the graphs that maximize the number of colorings among all
graphs inF(n, e) depend on .
Example 1. Let n = 9 and e = 14, and consider all the elements in L(9, 14). They are: G1 = K2,7, G2 = K2,6;2,
G3 = K4,3;2 + K1, and G4 = K3,4;2 + K1. Now it is easy to see that
P(G4; 2) = P(G3; 2) = 4>P(G2; 2) = P(G1; 2) = 2,
whereas from (10) we obtain
P(G1; 3) = 390>P(G3; 3) = 360>P(G4; 3) = 324>P(G2; 3) = 300.
Since for every graph H containing at least a cycle of odd length, P(H ; 2)= 0, we immediately have that no graph H
inF(9, 14) can be found that has the greatest number of colorings for both = 2 and = 3. It is interesting to notice
that for large , i.e., > 14, P(G3; )>P (G1; ).
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The main idea of Example 1 can be exploited to construct an inﬁnite collection of pairs (n, e)with the same property
as the pair (9,14).
Example 2. For arbitrary k2 let n = 2t + 1, t = k2 + k, and considerF(n, t2). Clearly the graphs inF(n, t2) that
maximize the number of colorings with at most two colors are given by the graphs inL(n, t2)with the greatest number
of isolated vertices. There is only one such choice, G = Kt,t + K1. On the other hand by using (10) it is easy to see
that the graph H = Ki,2t+1−i , where i = k2, is such that P(H ; 3)>P (G; 3). Considerations similar to those made at
the end of Example 1 immediately give that in everyF(n, t2) one cannot ﬁnd a graph that has the greatest number of
colorings for both = 2 and 3. Even in this example P(G; )>P (H ; ) for large  (i.e., the number of 4-cycles in G
is larger than the number of 4-cycles in H ).
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