Extracting common narratives from multi-author dynamic text corpora requires complex models, such as the Dynamic Author Persona (DAP) topic model. However, such models are complex and can struggle to scale to large corpora, often because of challenging non-conjugate terms. To overcome such challenges, we adapt new ideas in approximate inference to the DAP model, resulting in the DAP Performed Exceedingly Rapidly (DAPPER) topic model. Specifically, we develop Conjugate-Computation Variational Inference (CVI) based variational Expectation-Maximization (EM) for learning the model, yielding fast, closed form updates for each document, replacing iterative optimization in earlier work. Our results show significant improvements in model fit and training time without needing to compromise the model's temporal structure or the application of Regularized Variation Inference (RVI). We demonstrate the scalability and effectiveness of the DAPPER model on multiple datasets, including the CaringBridge corpus -a collection of 9 million journals written by 200,000 authors during health crises.
I. INTRODUCTION
Topic modeling is a popular technique for automatically discovering compact, interpretable, latent representations of corpora. Many corpora exhibit an important structure, such as authorship or a temporal dependency between documents. Classic topic models like Latent Dirichlet Allocation (LDA) scale to large datasets [1] - [3] , but do not account for any special structure in the corpus. Subsequent topic models are designed around such corpora, or are reparameterized to capture other features in the texts. For instance, the Correlated Topic Model (CTM) captures correlations between topics [4] . The added complexity of these models comes at a cost, however. In the case of CTM, the model is parameterized with non-conjugate terms -resulting in an additional variational parameter and requiring conjugate gradient descent to be run repeatedly on each document of the corpus. Up until recently CTM defined the standard approach in dealing with non-conjugate terms in variational inference. Topic models uniquely designed for corpora with a temporal structure, such as Dynamic Topic Model (DTM) and Continuous Time Dynamic Topic Model (CDTM), face similar issues as the CTM [5] , [6] . In each of these models the scalability is compromised by non-conjugate terms.
In recent work, the Dynamic Author-Persona (DAP) topic model was introduced for corpora with multiple authors writing over time [7] . DAP represents each author by a latent persona -where personas capture the propensity to discuss certain topics over time. However, inference in DAP inherited the challenges with non-conjugacy from CTM and DTM.
In this paper, we seek to improve the scalability of the DAP topic model. Our approach is to adapt new ideas in approximate inference to DAP's variational Expectation-Maximization (EM) algorithm. Specifically, we develop a Conjugate-Computation Variation Inference (CVI) based variational EM algorithm, a powerful approach for transforming inference in non-conjugate models to conjugate models, leading to fast, closed form updates to parameters [8] . The advantage of CVI over other related approaches is that it preserves the closed form updates to parameters in the conjugate terms. We show how a CVI based inference algorithm applies to a complex, temporal topic model like DAP, and how this new inference algorithm improves model performance and dramatically reduces the time required to train the model.
Our primary motivation for improving DAP's inference algorithm is scaling DAP to the CaringBridge (CB) corpus, which is a collection of 9 million journals (≈1 billion words) written by approximately 200,000 authors during a health crisis. CaringBridge journals are written by patients and caregivers and shared privately with friends and family on the CaringBridge website. The CB corpus holds enormous potential for insights on the challenges and experiences faced by those with serious, and often life threatening illnesses. The size and complexity of the data, however, present a modeling challenge too great, until now.
Our results show that the DAPPER model achieves likelihoods better than competing models, including LDA, DTM, CDTM, and DAP. Moreover, we show that DAPPER's conjugate-computation updates result in significant improvements in speed over its predecessor. Finally, we demonstrate DAPPER's scalability by training it to the CB and Signal Media One-Million News Article corpora, and share the compelling narratives found by DAPPER's latent personas.
II. BACKGROUND
Approximate inference plays an important role in fitting complex probabilistic graphical models (PGM) which often have intractable posteriors and cannot be computed exactly. Interest in approximate inference techniques like variational inference, is growing because it tends to scale better than classical techniques, such as Markov Chain Monte Carlo [9] . Variational inference, in particular, transforms the inference problem into an optimization problem with the goal of finding hidden variables z to the variational distribution q such that q(z) closely approximates the posterior p(z | y), where y are the observed data [10] .
In PGMs the dependency between nodes, and their corresponding probability distributions, forms either conjugate or non-conjugate pairs. Non-conjugate pairs occur in many famous models, such as CTM and DTM [4] , [5] . The challenge with non-conjugate priors, however, is that the posterior does not belong to the same family as the prior, and often the posterior cannot be obtained in a closed form analytically [11] .
Advances in Variational Inference In recent years tremendous progress has been made in improving both the speed, quality, and ease of application of variational inference. In 2013, Hoffman et al. introduced stochastic variational inference (SVI): a method that reparameterizes the gradient of the Expected Lower BOund (ELBO) in terms of the natural parameters in order to derive a fast stochastic gradient descent (SGD) algorithm for variational inference [2] , [3] . By requiring parameters to have an exponential family form, SVI is not directly applicable to non-conjugate models like CTM or DTM. Black Box Variational Inference (BBVI) speeds-up inference on non-conjugate terms by using stochastic gradient updates, where the noisy stochastic observations are computed using Monte Carlo techniques [12] .
Conjugate-Computation Variational Inference BBVI, unfortunately, does not take advantage of existing closed form updates. Khan and Lin introduce Conjugate-computation Variational Inference (CVI) which cleverly allows inference on models with non-conjugate terms to be computed as a conjugate computation, yielding fast updates to complex PGMs [8] . Unlike SVI which takes gradients of the ELBO in the natural-parameter space, CVI uses stochastic mirror descent in the mean-parameter space that eschews Euclidean geometry in favor of a Bregman divergence. Khan et al. prove convergence for the general case of Bregman divergences, even in the stochastic gradient setting [13] .
CVI hinges on splitting the joint distribution into nonconjugatep nc (y, z) and conjugate termsp c (y, z), then replacing the difficult non-conjugate term with an exponential family approximation with natural parameter λ λ λ i . Hence, the posterior is approximated with a variational distribution defined by:
where λ λ λ i is the natural parameter of the exponential-family approximation to p nc . Updates to the exponential-family approximation's parameter λ λ λ i and the variational posterior's parameter λ λ λ follow:
where η η η a,i (z a/i , y a/i ) are natural parameters for the conjugate terms, and N k the local neighborhood containing node z i and its children. By replacing non-conjugate terms with exponential family approximations, CVI allows even complex models to be trained quickly and efficiently.
III. DYNAMIC AUTHOR-PERSONA TOPIC MODEL
The Dynamic Author-Persona (DAP) topic model is designed for corpora with multiple authors writing over time [7] . Giaquinto et al. introduce the DAP model and demonstrate its ability to identify common narratives shared by patients and caregivers journaling during a serious health crisis on the website CaringBridge. While the model can produce valuable qualitative results from smaller datasets, it struggles to scale to industrial sized problems.
To model temporal dependencies between parameters DAP uses a Variational Kalman Filter, similar to [5] , [6] . DAP's structure, shown in Figure 1 , is particularly unique due to the parameter α α α t,p , which captures the distribution over topics for each persona p at time point t. However, the structure and parameterization of the model introduces a number of non-conjugate terms, namely
Consequently, estimating the topic assignment z, topic proportions θ θ θ, and persona assignment x is challenging. The remaining model terms, the variational parameter used in the mean-field variational inference algorithm, and a brief description is given in Table I . The DAP model's scalability issues stem from its nonconjugate terms. To derive parameter updates the DAP model's intractable posterior is approximated with a variational posterior under the mean-field assumption. In standard fashion, the Evidence Lower BOund (ELBO) is maximized by deriving 
The distribution over words for each topic is β β β ∼ Dir(η). Each author a ∈ {1, . . . , A} is represented by a distribution over personas defined by κ κ κa ∼ Dir(ω). The distribution over topics for each document θ θ θ d ∼ N(α α αtx t,d , Σ Σ Σt) is dependent on the persona assignment x t,d ∼ Mult(κ κ κa) for that document's author, and the evolving topic distribution α α αt. Words, denoted w, are assigned to topics according to the multinomial z d,n ∼ Mult(σ(θ θ θ t,d )).
gradient-based updates for each parameter and iteratively updating them with EM. However, due to the non-conjugate terms, fast, closed-form updates are not derivable. In particular the DAP model's E-Step -which is run multiple times per document -must use exponentiated gradient descent to learn the persona assignment τ τ τ of an author, and conjugate-gradient descent to learn the mean and variance parameters of the document's topic distribution.
IV. DAP PERFORMED EXCEEDINGLY RAPIDLY
The non-conjugate terms in the DAP model compromise its scalability. CVI presents an opportunity to directly address DAP's bottlenecks, while keeping the existing closed-form parameter updates. We refer to DAP trained with the new CVI based inference algorithm as Dynamic Author-Persona Performed Exceedingly Rapidly (DAPPER). Shared below is DAPPER's inference algorithm, which is structured like variational EM. In the E-step local variational parameters are updated on a mini-batch or the entire corpus, and then global model parameters are updated in the M-step. For brevity we only report the final closed form updates.
A. E-Step
In the E-step we update each document d's topic proportions θ θ θ d , the assignment of each word to a topic z n , and the assignment of each author to a persona x d .
1) Document Topic Proportions: Applying the CVI update rules listed in (1), the natural parameter of the topic proportions Θ Θ Θ k,i+1 is given by a conjugate computation which adds the sufficient statistics to the natural parameter of prior:
(2) Ideally we want to compute the source parameters to the variational posterior, i.e. m k and v k -which is straightforward 1 given Θ Θ Θ k,i+1 . The final updates to the variational posterior's source mean and variance are then:
and
.
2) Topic Assignment: The parameter z n appears in the conjugate termp z c = Mult(w n | β β β zn ), and non-conjugate termp z nc = Mult(z n | σ(θ θ θ)). Since the non-conjugate term depends on the previously computed topic proportions, it is unsurprising that the update to φ φ φ n follows an equivalent form to the corresponding update in LDA:
where Φ k,i is the document's topic distribution computed in the previous section, and
We write the posterior q(x d ) as a product of the conjugate term and an exponential family approximation of the non-conjugate term:
where τ τ τ d,i is the approximation's natural parameter at iteration i. We update τ τ τ d,i according to (1) :
where ∇ τ f is the gradient of the non-conjugate term f =
, and E q [log κ κ κ da ] is a Dirichlet expectation. Mapping the natural parameter τ τ τ d,i back to the source parameter gives the final update:
In the M-step we use sufficient statistics collected from document-level variational parameters computed during the E-step to update the global parameters β β β, κ κ κ, and α α α. Because DAPPER makes use of stochastic mini-batches, we use the learning rate defined for SVI and recommended in CVI: ρ i = (i + τ ) −κ where τ ≥ 0 is the delay and κ ∈ (0.5, 1.0] is the forgetting rate [2] , [3] , [8] .
Updates to β β β and κ κ κ are already conjugate, and hence the variational distributions q i+1 (β β β)
Each persona's topic distribution α α α t,1:P is conjugate to all other factors, and with variational distribution
Equivalent to DAP'sα α α t,p update, we compute mini-batch estimatê α α α * t,p in closed form via:
Thus, for mini-batch training we updateα α α t,p,i+1 , by first computingα α α * t,p from a mini-batch of documents. Thenα α α t,p,i+1 is updated via a convex combination:α α α t,p,i+1 = (1 − ρ i )α α α t,p,i + ρ iα α α * t,p . Alternatively, to encourage personas to be distinct the update (5) is replaceable by the Regularized Variational Inference (RVI) update for α α α t,p given in the DAP model. CVI compliments RVI because closed form updates, such as theα α α t,p update found by the regularized DAP model, are preserved. After computingα α α t,p,i+1 , we proceed as usual and apply the forward and backward equations of the variational Kalman Filter to smooth over time time steps.
V. EXPERIMENTS
To evaluate the performance of DAPPER we perform a quantitative comparison with similar topic models (LDA, DTM, CDTM, and DAP), and a qualitative demonstration of DAPPER's scalability and output on the CB 2 and Signal Media One-Million News Article 3 (SM) corpora [16] . The qualitative comparison demonstrates the compelling narratives discovered by DAPPER on the CB corpus.
A. Datasets
CaringBridge. CaringBridge is a 501(c)(3) non-profit organization that connects people and reduces the feelings of isolation that are often associated with a patient's health journey. The CaringBridge corpus consists of 9,010,623 journals written by 200,388 authors (with a total of 937,503,945 words) between 2006 and 2016 on the CaringBridge website.
For a qualitative evaluation, 22,552 randomly selected CB journals are set aside as a test set to evaluate the model and track convergence, leaving 8,988,071 journals in the training 2 CB data were acquired with the permission and collaboration of CB leadership in accordance with CB's Privacy Policy & Terms of Use Agreement. Because of their highly sensitive content the CB dataset has been anonymized, but deidentification techniques are imperfect [15] and hence we cannot publicly release the CB dataset. Those interested in the dataset are encouraged to contact the investigators. All code for training the DAPPER model and running our experiments on the SM dataset, however, are available at https://github.com/robert-giaquinto/dapper. 3 http://research.signalmedia.co/newsir16/signal-dataset.html A quantitative evaluation on a subset of CB journals is drawn from 2,000 randomly selected authors, leaving a total of 114,532 journals. We refer to this corpus as CB-subset. From here 90% of the journals (N = 103, 018) are divided into the training set, and the remaining 10% of each author's journals (N = 11, 728) make up the test set. Training and test sets contain the same authors because persona distributions are learned for each author during training.
Signal Media Blogs. From the SM dataset we only consider articles written by bloggers who wrote fewer than one blog post per day during the corpus' one month span. Subsetting the data in this way is done to exclude major news organizations and instead focus on bloggers who typically write about a central theme. We refer to the subset as SM-blogs. After preprocessing, the SM-blogs corpus consists of 97,839 documents for training (15,848 blogs, 19 ,278,689 total words), and 10,887 documents for testing (same authors, 2,165,634 words).
B. Hyperparameters
To ensure a fair comparison we fix hyperparameters in each model. We report results for 25 topics on the CB-subset and 50 topics on the SM-blogs, however our extended results detail additional settings. DAP and DAPPER seek 15 and 25 latent personas for the CB-subset and SM-blogs corpora, respectively, and fix their regularization of personas to ρ = 0.2.
VI. RESULTS

A. Model Performance Comparison
To evaluate DAPPER, we train and test DAPPER along with four similar topic models (LDA, DTM, CDTM, and DAP) on the quantitative corpora (CB-subset). Each model is trained for a maximum of 24 hours with a single processor or until training performance converged -although DAP is the only model not to converge in 24 hours. Performance of each model is shown in Table II . The DAPPER model improves significantly over competing models due to its faster method for handling non-conjugate terms. Performance for DAPPER is shown for a mini-batch size of 512, which consistently achieved the best training set performance after 24 hours, and with full batch gradients updates, which achieved the best overall test performance after 24 hours. Table II highlights three important results: first, DAP achieves competitive performance but suffers by not converging within 24 hours. Second, DAPPER benefits from faster training and achieves state-of-the-art performance. Third, smaller mini-batches like 512 result in good training performance that converges quickly but does not generalize as well as full batch gradients.
B. Speed and Efficiency
Test set performance of DAPPER varies significantly depending on the batch size. Shown in Figure 2 is the performance of the DAP and DAPPER models trained on the CBsubset corpus and evaluated on the training and test sets after each epoch. Each epoch of the DAP model takes an average of 6.7 hours to complete, whereas the DAPPER takes roughly 0.2 hours. The training results (left) show that all batch sizes converge to a similar value. On the test set (right), however, larger batch sizes show better generalization.
Smaller batch sizes improve quickly at first but ultimately converge to lower PWLLs. The poor performance of small batch sizes may be due to the mini-batches being too noisy. Conversely, the larger batch sizes achieve the best performances, but improve slowly at first. We summarize this phenomenon in Table III , which reports how quickly DAPPER overtakes the optimal test set performance achieved by DAP. For example, a batch size of 256 converges almost immediately and takes many hours to eventually surpass DAP's best test set result. Whereas a batch size of 1024 improves steadily, and surpasses DAP's best PWLL in a fraction of the time.
C. Scalability and Qualitative Results
To demonstrate the scalability of the DAPPER model, we train DAPPER on the full CB corpus. Figure 3 presents selected personas discovered by a DAPPER model with 100 topics and 50 personas. The model is trained using a 24 processor machine for 94 hours, using a regularization of ρ = 0.15 and a batch size of 4096. DAPPER's efficient inference algorithm scales to massive datasets. Additionally, with stochastic updates only a constant amount of memory is required. The personas shown in Figure 3 highlight a variety of health journeys experienced by CB authors. Scaling DAPPER to the full CB corpus makes it possible to build larger, richer models -which in turn can discover a broader range of narratives. Compared to results found by DAP in [7] , DAPPER's scalability leads to the discovery of many new topics and personas. Many of the new topics discovered by DAPPER are unrelated health conditions. For example, "Friend, Memories," and "Life and Death" highlight how authors blend health and life updates in their journaling.
VII. CONCLUSION
While the structure of DAPPER mimics its predecessor, we derive a fundamentally new inference algorithm based on Fig. 3 . Selected personas learned by the DAPPER model on the full CaringBridge collection of journals. Each plot shows a different persona, and the three topics most strongly associated with that persona. For clarity, topic labels are hand-defined based on the top words in the topic and journals most associated with that topic. Personas show a variety of health journeys. An appeal to a higher power and prayer are common in many journals, and appear in personas 0, 29, and 42. Similarly, a deep reflection on life and death, possibly with respect to one's child appear in 0 and 29. Persona 22 tells of caring for an aging parent, beginning with intensive care and possibly ending with a hospice or nursing home. Persona 26 shows alternating periods of medical tests and intensive care with times of celebration. Personas 42 and 48 are both associated with cancer, but display very different narratives. Persona 48 includes the pair of topics "Insurance" and "URL Donation" indicating an author seeking financial support from friends and family. g g pp y CVI. DAPPER surpasses its predecessor in terms of speed (35x faster), memory (constant requirements for mini-batch training), and significantly better likelihoods. DAPPER scales to massive datasets on commodity hardware, which in turn allows for deeper insights into topics, and common narratives hidden in the data. Additionally, we show that Regularized Variational Inference, which is applied to the DAPPER model to encourage distrinct personas, integrates with CVI cleanly because CVI preserves closed form updates. The success of DAPPER demonstrates that CVI can be applied to complex, temporal graphical models -eliminating the need to run multiple optimization procedures on each document, and instead replace all parameter updates with fast, closed form updates and stochastic mini-batch training.
