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Grand Canonical Monte Carlo (GCMC) simulations and the weighted histogram analysis 
method (WHAM) were employed at selected temperatures and pressures in the study of the 
hydrogen storage capabilities of KMgH3.  A specially tailored addition/removal algorithm was 
employed to add hydrogen directly at the lattice sites.  Agreement between experimental results 
was obtained through GCMC simulations.  WHAM type studies were employed to obtain 
probability distributions for the purpose of learning the probability of finding hydrogen atoms at 
specific temperatures and hydrogen pressures. The radial distribution function was employed to 
study the changes in the structure of KMgH3 for the selected model as hydrogen atoms were lost 




CHAPTER 1:  INTRODUCTION 
 Energy sources are an important topic in the modern world.  The topic can range from 
discussions on traditional fossil fuels to cutting edge alternative energy technologies.  While 
alternative energy technologies do not lack in abundance, the overwhelming message is clear: 
fossil fuels will not persist in abundance forever.  It is thus important to develop and improve 
upon existing alternative energy technologies.  The drive towards understanding current 
hydrogen storage technologies as well as improving and developing new hydrogen storage 
technologies is one such avenue of alternative energy research.  The United States Department of 
Energy issued a “great challenge” in 2003 to develop new hydrogen storage materials [1, 2]. 
 In a way, the “great challenge” set forth by the United States Department of Energy is 
just a part of general process of solving energy problems through the generations.  The internal 
combustion engine eventually replaced horses and steam engines as the primary source of power 
for transportation.    The internal combustion engine revolutionized the world in this manner, but 
created new problems for the world to face. 
The drawbacks of using hydrocarbon fuels were not realized until later.  The use of 
hydrocarbon fuels to power the internal combustion engine created other environmental 
problems in the form of greenhouse gases like CO2 and other pollutants such as NOx gases.  This 
has thus driven the need to search for an alternative energy solution, with hydrogen serving as 
one potential alternative to hydrocarbons. 
 Hydrogen is the most abundant element in the universe (88.6% by mass) and is the 
lightest element [60].  On Earth, hydrogen is most commonly found in water.  Water covers a 
70.9% of the surface, leading to a potentially abundant source of energy should practical energy 
applications for hydrogen be realized [59].  By comparison, hydrogen only comprises a small 
percentage by mass in the atmosphere (mostly as water vapor) and in the Earth’s crust. 
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Hydrocarbons in the form of fossil fuels also serve as a source of hydrogen content to be 
found on Earth.  Bulk hydrogen gas is most commonly produced industrially through the steam 
reforming of natural gas rather than electrolysis of water [63].  Other industrial methods for 
producing hydrogen include coal gasification to produce synthesis gas (aka syngas, a mixture of 
CO and H2) and the water gas shift reaction [63]. 
 Different approaches exist when choosing to store hydrogen.  The most obvious approach 
is to store hydrogen gas in a tank or cylinder.  When approaching a practical solution for 
automobiles, hydrogen gas tanks are not the most practical long-term solution for competition 
with fossil fuels.  Gaseous hydrogen exhibits a much lower energy density than hydrocarbon 
fuels, inhibiting mass deployment of hydrogen fueled vehicles.  Compressing hydrogen is also 
problematic in the sense that additional energy is required to compress hydrogen.  Despite this 
major disadvantage, compressed hydrogen gas is still used in hydrogen fueled vehicles. 
An alternative solution would be liquid hydrogen, which on the surface is not unlike our 
current approach to fueling automobiles with liquid gasoline or liquid diesel.  Liquid hydrogen is 
best known as liquid rocket fuel for rocket engines.  Liquid hydrogen can also be used in fuel 
cells.  The great disadvantage of liquid hydrogen is a lower volumetric energy density compared 
to hydrocarbon based fuels.  Also, as with compressing hydrogen gas, production of liquid 
hydrogen incurs additional energy expenses.  As a large scale alternative, these facts do not 
justify the costs of large scale liquid hydrogen storage production. 
Another solution is a solid state approach to hydrogen storage.  Solids potentially offer 
the most practical solutions to the hydrogen transport problems.  Due to the solid state, the 
transport volume is greatly reduced from the gaseous and liquid states.  Operating costs 
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potentially improve over the liquid or compressed gas transport because of the lower volume of 
solid hydrides as opposed to liquid hydrogen or compressed hydrogen gas.   
The solid form of hydrogen requires low temperatures for preparation (below 14.01 K) 
[57].  This fact alone makes solid elemental hydrogen impractical as an energy carrier.  Metallic 
hydrogen has also yet to be realized in laboratory settings and is a purely theoretical phase of the 
element as of the present date [58].  However, theoretical energy applications have been 
mentioned for metallic hydrogen [61, 66].  This does not mean solid state hydrogen fuel is 
impractical since hydrogen can exist in solid forms at room temperature, though obviously not in 
the elemental form.  However, the solid state approach has other potential difficulties to 
overcome. 
First, it is necessary to possess a material that can hold a significant volume of hydrogen 
by percent mass.  The United States Department of Energy mandated a target goal of at least 
7.5% hydrogen by mass with a target of 9% hydrogen by mass for 2015 [1, 2].  The material 
must also not be too thermodynamically stable so as to minimize the amount of energy required 
to produce hydrogen gas.  A lower material weight is desirable to minimize the energy transport 
cost of the material.  Finally, the ideal material would not exhibit tremendous material expense. 
As of 2008, the United States Department of Energy was looking for materials that 
absorbed/released hydrogen in the pressure range of 1-10 bar and 298-473 K [40]. 
Expense is the limiting factor towards utilizing Pd hydrogen storage materials despite the 
strong hydrogen absorption properties of Pd [3, 4, 28].  It is altogether challenging to meet the 
goals of developing materials to meet the goals set by the United States Department of Energy.  
LaNi5H6 is one promising material because it does absorb/release hydrogen within the 
temperature and pressure ranges of 298-473 K and 1-10 bar [41]. 
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Numerous solid state materials have been the subject of research.  Some examples of 
solid state hydrogen storage materials are metals, metal-organic frameworks, and carbon 
nanotubes [5, 6].  Each different material approach offers advantages and disadvantages, but 
none have produced the answer for the “great challenge” set by the United States Department of 
Energy. 
Metals can store hydrogen in the form of metal hydrides.  Metal hydrides commonly exist 
as binary ionic compounds (MH), though complex metal hydrides (MMH) are also very 
common.  While metal hydrides targeted for hydrogen storage research can be binary hydrides 
such as TiH4 or MgH2, complex metal hydrides (e.g., NaMgH3, KMgH3) have also been 
researched as potential hydrogen storage materials [7, 8, 9]. In addition, hydrogen absorption 
studies have been conducted with Ni and Pd [10]. 
Metal hydrides offer important advantages and disadvantages when considering them for 
solid state hydrogen storage materials.  Solids offer reduced volume and reasonable 
thermodynamic stability.  Thermodynamic stability varies among simple and complex metal 
hydrides, a property that can be analyzed using enthalpy of hydrogenation and the enthalpy of 
dehydrogenation.  An excessive enthalpy of dehydrogenation is ultimately undesirable because 
of a massive cost prohibition of hydrogen removal.  Simply stated, the energy required to remove 
hydrogen from a metal hydride should not exceed the energy required to produce a metal hydride 
through hydrogenation. 
Volumetric capacity also varies among different metal hydrides.  The volumetric capacity 
is typically measured as a mass or weight percent hydrogen.  Expense and weight are also 
important factors when considering metal hydrides as hydrogen storage materials.  Metals are 
typically dense, which could impact overall transport energy costs due to increased weight.  A 
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material that is too expensive would be prohibitive for general mass production for use by the 
general population due to high material costs. 
Numerous examples of complex metal hydrides have been studied for their hydrogen 
sorption properties and/or for their hydrogen storage capabilities.  Some examples of these 
complex metals are KMgH3, NaMgH3, RbMgH3, LaNi5H6, and Mg2NiH4 [9, 33, 34].  In 
particular, our study focused on KMgH3.  KMgH3 was first prepared experimentally by the 
hydrogenolysis of KMg(sec-C4H9)2H in benzene solution [32, 33].  Asbhy et al also prepared 
KMgH3 from KMg(sec-C4H9)2H by a pyrolytic olefic reaction in light mineral oil [32]. 
KMgH3 cannot be synthesized from “KMg” because the individual metals are immiscible 
in both solid and liquid state [26].  However, KMgH3 can be prepared by ball milling KH with 
MgH2 [9].  Bouhadda et al considered four possible reaction pathways in the study to 
computationally determine thermodynamic properties of KMgH3 [36].  The same idea was 
employed by Vajeeston et al for computational studies on the thermodynamic properties on the 
MMgH3 series (M = Li, Na, K, Rb, Cs) [26]. 
Vajeeston et al. calculated the formation energies for the MMgH3 series using the four 
pathways below. The energy differences in the proposed reaction pathways (∆	 −	∆ and 
∆ −	∆) equals around −68.3 kJ/mol, which is in good statistical agreement with the 
measured formation energy of MgH2 (−76.2 ± 9.2 kJmol) [26].  To the authors, this was a way 
to check the validity of the proposed reaction pathways.  The proposed reaction pathway #1 for 
LiMgH3 was rejected due to the fact that it was not exothermic.  However, experimental 
verification exists for reaction pathways #1 and #4 for the MMgH3 series [26]. 
MH + MgH2  MMgH3 (1) 
M + MgH2 + 
H2  MMgH3 (2) 
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MH + Mg + H2  MMgH3 (3) 
M + Mg + 	H2  MMgH3 (4)  
KMgH3 is a perovskite-type hydride (ABH3) with a cubic structure and space group 
Pm3m as seen in Figure 1 [9, 36, 37, 38].  It has an experimentally measured lattice constant of 
4.023 Å [8, 26, 36, 37].  Vajeeston et al reported a bulk modulus of 35.6 GPa for KMgH3, but 
cited the lack of experimental evidence for comparison [26]. As seen in Figure 1, the KMgH3 
unit cell is composed of five unique atoms. Mg-based perovskite-type hydrides are considered 
superior to alloy hydrides due to their hydrogen storage capability [9].  The Mg-based 
perovskite-type hydride series is also considered potentially value for hydrogen storage 
researchers due to being lightweight and relatively inexpensive to produce [38]. Park et al 
reported KMgH3 to have the ideal cubic perovskite structure [37]. 
 
Figure 1:  The crystal structure of KMgH3 (violet = K, yellow = Mg, pink = H) 
 
Three perovskovite-type metal hydrides were studied by Komiya et al, one of these being 
potassium magnesium hydride (KMgH3) [9].  KMgH3 presented an attractive option for a 
computational study due to a low number of unique atoms, lower molecular mass, a cubic crystal 
structure, a single decomposition step, the necessity of obtaining thermodynamic quantities 
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agreeable with experimental measurements, and the ideal space group Pm3m [9, 36, 37, 38].  
While KMgH3 does not meet the United States Department of Energy requirements for 
volumetric capacity (only holding 4.55189% hydrogen by mass, as opposed to 9% mandated by 
the DOE for 2015), studying this metal hydride could provide a useful baseline for other 
materials using similar methods. 
The other two metal hydrides referenced in the Komiya paper were NaMgH3 and 
RbMgH3 [9].  The experimentalists studied the selected perovskite-type hydrides to understand 
the phase stability of those hydrides.  Komiya et al prepared their materials through ball milling.  
KMgH3 in particular was prepared from KH and MgH2 [9].  The decomposition of KMgH3 is a 
single decomposition step of KMgH3  K + Mg + (3/2)H2 [9]. 
Experimentally, Komiya et al were only able to achieve hydrogen composition to a total 
of 3.8% by mass rather than 4.6% hydrogen by mass [9].  The authors surmised this was the 
result of experimental impurities (KH and MgH2), but also did not disregard the possibility of 
non-stoichiometric composition [9].  The dehydrogenation reaction is irreversible.  The entropy 
change in the dehydrogenation reaction was +110 + 4 kJ per mol H2; the entropy change was 
+145 + 5 J per mol H2 [9].  The thermodynamic quantity changes were estimated using the van’t 
Hoff plot.  The enthalpy of hydrogen loss was estimated by Shinzato et al to be 99.1 kJ/mole, 
which appears to be in good agreement with the work done by Komiya et al [9, 50]. 
Computational studies have also been performed on KMgH3 [25, 26, 27, 29, 38, 39].  
Klaveness et al studied the formation enthalpies of KMgH3 and NaMgH3.  They approached the 
problem of calculating the correct heats of formation using density functional theory [25].  They 
failed to accurately reproduce the experimental heats of formation of KMgH3 and NaMgH3, 
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which were -278.4 kJ/mole and -231.4 kJ/mole respectively [25, 45].  Klaveness reported 
calculated values for KMgH3 and NaMgH3 to be -127 kJ/mole and -98 kJ/mole [25]. 
However, a different experimental heat of formation for KMgH3 (-165 + 6 kJ/mole) was 
reported by Bouhadda et al [36].  The reference for this is questionable since the work they cited 
by Komiya did not contain a formation enthalpy for KMgH3 or, as reported by Bouhadda et al, a 
hydride formation energy [9, 36].  Bouamrane et al reported the experimental formation enthalpy 
of KMgH3 to be -278.4 + 5 kJ/mole at in 1990, but was incorrectly referenced by Fornari et al to 
report -144 kJ/mole as the formation enthalpy of for KMgH3 in HCl [39, 45].  Literature reports 
on the experimental value for the enthalpy of formation for KMgH3 are thus unnecessarily 
complicated by poor citations, producing a difficult situation for the theoretician seeking 
consistently reported data. 
However, the Klaveness et al were able to accurately calculate the heats of formation for 
other hydrides.  The authors also cited (then) recent experimental results for NaMgH3 that were 
close to their calculated value for the heat of formation and suggested a skeptical interpretation 
of early calorimetric data [25].  The calculated heat of formation determined by Klaveness et al 
was -127 kJ/mole for KMgH3 and -98 kJ/mole for NaMgH3 [25]. 
Vajeeston et al also attempted to use density functional theory to determine the formation 
enthalpies for the MMgH3 series (M = Li, Na, K, Rb, Cs) [26].  Like Klaveness, they were 
unable to match the experimental value for the heat of formation for KMgH3.  Bouhaddha et al. 
were able to obtain good agreement with the calculated values with Vajeeston et al using 
electronic density of states calculations [36].  Like Vajeeston et al., Bouhadda calculated the 
formation energies along the four proposed reaction pathways.  Vajeeston reported formation 
energies for the four reaction pathways, in order, as -32.23, -74.87, -96.02, and -138.67 kJ/mol 
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respectively [26].  Bouhadda reported -28.40, -88.92, -106.95, and -167.47 kJ/mol for the four 
reaction pathways [36]. 
However, as noted earlier, there is difficulty comparing the results of Vajeeston and 
Bouhadda with experimental values since Buoamrane et al reported differing values to what has 
been claimed by those citing him [45].  However, it should be noted this document is not 
intended to serve as a critique on the available literature. 
It becomes evident while reading the literature available on KMgH3 that the properties 
this material is a source of disagreement within the scientific community.  It is also a material 
that has not received much attention in scientific journals through publications.  The relatively 
low volumetric capacity of H2 by volume for KMgH3 could also be assisting in the lack of 
attention to this material.  Future research endeavors into the study of KMgH3 may be more 
focused on doping this particular metal hydride [46, 47]. 
Research in the Dr. Randall Hall research group performed by the author of this 
dissertation has continually focused on Monte Carlo studies of the hydrogen storage capabilities 
of pure KMgH3 [48, 49].  Further details on the computational methods will be covered more 
specifically in the computational materials and methods chapter.  Computational details aside, it 
is hoped that Monte Carlo simulations will provide more insight into the hydrogen storage 
properties of KMgH3.   
 The study uses a grand canonical Monte Carlo simulation to calculate the average 
number of hydrogen atoms in the system as a function of temperature and pressure.  In the grand 
canonical ensemble, the number of particles is not held constant, but the chemical potential, 
volume, and temperature are held constant.  This approach is logically useful in studying any 
changes in average hydrogen content in the system. 
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It is particularly important to demonstrate the impact of temperature and H2 pressure on 
the dehydrogenation of metal hydrides.  The question raised is simple.  What temperature and H2 
pressure conditions are necessary for the dehydrogenation of a metal hydride?  Answering this 
question is the key to one part the “great challenge” puzzle.  Knowing the optimal conditions for 
dehydrogenation answers the question of thermodynamic stability.  If a material retains large 
quantities of hydrogen at high temperatures, it may be impractical for general use even if the 
other requirements are met.  
Focus on KMgH3 in the Dr. Randall Hall research group began in 2011 following two 
years of study performed on the hydrogen storage material LaNi5H6.  Information provided for 
the 2011 LA-SiGMA Symposium via a poster presentation and written abstract provided a short 
synopsis on the initial studies [48].  Initial determinations were very intuitive.  The retention of 
hydrogen in KMgH3 was very much a function of temperature and H2 pressure.  Unloading of 
hydrogen occurred at higher temperatures, though increases in pressure retarded hydrogen 
unloading by the KMgH3 system [48]. 
A clearer picture emerged over the following year.  A poster presentation as well as the 
accompanying abstract for the 2012 LA-SiGMA Symposium demonstrated the progress on 
finding agreement with experimental data from Komiya et al [9, 49].  However, the fitting 
procedure was incomplete and there was difficulty obtaining quantitative agreement with the 
source data [49]. 
Results from a different version of the fitting procedure were featured in a poster 
presentation at the 2012 American Chemical Society Southwest Regional Meeting.  The fitting 
procedure was not completed until the end of 2012 and subsequent analysis continued through 
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the years 2013, 2014, and 2015. A more detailed account of the results is provided in the KMgH3 




CHAPTER 2:  COMPUTATIONAL MATERIALS AND METHODS 
 A discussion of computational methods is essential to the understanding of this project.  
The work in this project was made possible by those who pioneered computational methods as 
well as the systems provided by LSU High Performance Computing (HPC) and the Louisiana 
Optical Network Initiative (LONI) [43, 44].  Metal hydride crystal structures were obtained 
using the Inorganic Crystal Structure Database (ICSD) [42]. 
Simulations to determine the force field parameters were performed on various 
computational clusters.  Crystal lattice structures were provided by obtaining .cif files from the 
ICSD to examine in the Crystal Maker program, permitting the formation of accurate models for 
use in the simulations [42].  Initial objectives were to first fit the bulk modulus and total energy 
(enthalpy).  This approach is required to establish accurate force field parameters for the metal 
hydride for the purpose of determining the energy of hydrogen moving in and out of the metal 
lattice during hydriding and de-hydriding. 
Section 2.1:  Monte Carlo Background 
Combining grand canonical Monte Carlo (GCMC) with the canonical Monte Carlo 
ensemble permits the possibility of a statistical comparison of experimental results with a 
properly constructed algorithm [11, 67]. Monte Carlo simulations are used to evaluate multi-
dimensional integrals using random numbers.  Understanding the reason for using Monte Carlo 
methods by computational scientists requires some basic comprehension of probability theory 
[67, 72, 73].  One basic example of an “event” with a discrete number of random outcomes is 
rolling a six-sided die.  These events may be labeled E1, E2, E3, … , EN, with N going to six.  
Each Ek has an associated probability, , that outcome Ek occurs.  Recall for  that, 0	 ≤ 	 	≤
1and, ∑  = 1 . 
 13 
 
 The above relationships, simply stated, are a reminder that the probability, , for event 
Ek occurs between zero and one (and may be equal to either zero or one) and the sum of all 
outcomes should be equal to one.  It is also assumed for each outcome there is an associated real 
number, .  This real number is called a random variable [73].  The expectation value of the 
random variable is known as the stochastic mean, or more simply just the mean,  	≡	<  >
	= 	∑   [73].  Then, consider a real-valued function of x,  !" ≡	< ! >	=
	∑ ! . 
 One example of how to approach random variables is to imagine flipping a coin and 
assigning  = 1 to heads and  = 	0 to tails.  Then define functions ! and ! as shown in 
Table 1 [67].   
Table 1:  Probability of coin flips. 
Event  # ! = 1 + 3 ! = 	1 + 31 +   
E1 heads 12 1 4 2 
E2 tails 12 0 1 1 
  <  >	= 	12 < ! >	= 	52 < ! >	= 	32 
 
This implies the relationship, < '! +	'! >	= 	 ' < ! >	+	' < ! >.  For 
a linear function of x, like ! in the above table, < ! >	= 	!<  >.  Also important in 
statistics are the expectation values of the powers of x.  The nth moment of x is defined as: 
< ( >	= 	∑ (   
<  >	= 	∑  	≡ 	)  
The term µ is defined as the mean value.  Also important is the second moment of x: 
<  >	= 	 *∑    
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The second central moment of x is of particular significance: 
<  − 	) >	=	< −<  > >	= ∑ # − ) =	∑  − <  >  
This is the variance of x or +,-./ [76, 78].  Recall that the square root of the variance is 
known as the standard deviation.  The standard deviation measures the dispersion of the random 
variable and is sometimes called the standard error [69, 70].  The variance of x is commonly 
written as +,-./ =	<  >	−	<  >.  This same variance for function ! can be written as 
+,-.!/ =	< ! >	−	< ! >.  Before explaining the significant of variance in Monte Carlo 
simulations, we can examine two real-valued functions ! and !. 
+,-.'! + '!/ =	<  '! +	'!" > −< '! + '! >  
=	' < ! > +' < ! > +2'' < !! >	  
−	0' < ! >+ ' < ! >+ 2'' < ! >< ! >1  
=	'+,-.!/ + '+,-.!/ + 2''0< !! > −< ! >< ! >1  
If the terms x and y are independent, random variables, the below relationship for < 2 > 
can be written as: < 2 >	= 	∑ #2##3#,3 =	<  >< 2 >.  Knowing this, if ! and ! are 
independent, the terms in the brackets drop to zero and the variance simplifies to be: 
+,-.'! + '!/ = 	 '+,-.!/ + '+,-.!/  
 If the random variables x1, x2, …, xn are all drawn from the probability function 5, a 
new function G, can be defined. 
6 = 	∑ '( < !(*(7  >  
Each gn may be a different function and each λn is a real number.  If this is true, then it can be 
said, 
6 =	< 6 >	= 	∑ '( < !( >*(7   
Because the expectation value is also a linear operator, the following relationship is also true: 
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+,-.6/ = 	∑ '(+,-.!(/(   
 A special case exists where '( =	1 8⁄  and all !( are the same and equal to !.  The 
expectation value for G can then be written as: 
< 6 >	= 	 *∑ < ! >( =	< ! >  
The function G is an estimator for g.  The variance of G can then be rewritten as: 
+,-.6/ = 	 * +,-.!/  
This definition for the variance of G simply states that as the number of samples increases, the 
variance in the mean value of G decreases.  This approach was used in the Monte Carlo approach 
in this study:  an integral may be estimated by, < ! >	= 	: !5;<=< =  >*∑ !(( ? 
, with 5 being the probability that  occurs and  >*∑ !(( ? being the expectation value 
of *∑ !(( . 
 Thus, the approach described above takes advantage of the “law of large numbers” of 
probability theory [74].  Consider the scenario where the random variables x1, x2, …, xN are 
independent and drawn from the same distribution with expectation value µ for each x.  Then, as 
8	 → 	∞, the average value of the x’s is ̅ = 	 *∑ *7 , which converges to µ:  
C.lim*→< ̅ = 	)/ = 1. 
In classical statistical mechanics, averages of functions of the positions of atoms in N-
particle systems in the canonical ensemble are calculated via, 
< G >	= 	 :HIJKLMN>OJ?P IJ":HIJKLMN OJ" =	: ;-*-*G-*  
Metropolis Monte Carlo samples configurations from a probability distribution.  The term 
Q=RS IJ" :;-*Q=RS IJ"T  represents the probability of a configuration with coordinates - 
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appearing in a Monte Carlo simulation [82].  The term U represents the potential energy and V is 
defined as 1/XYZ.  Solving this process involves generating a large number of coordinates for 
.-*/ that are distributed according to Q=RS IJ" :;-*Q=RS IJ"T  [82].  A rejection method may 
be used to do this, which introduces the the Metropolis, Rosenbluth, Rosenbluth, Teller, and 
Teller Method (or just the Metropolis Method for short) [84]. 
 Metropolis Monte Carlo (also known as the Metropolis-Hastings algorithm) is a type of 
algorithm that uses the Markov process to sample probability distributions [76, 81, 84].  Monte 
Carlo can calculate average quantities using statistical mechanics.  Acceptance or rejection of a 
new configuration must also maintain detailed balance [82].  With a Markov process, a new 
point or sample is only dependent upon the current configuration [81].  More simply, it could be 
stated as “-#* ↔ -#=* ,” which represents an example of different points in a Markov process.  At 
some point, it is desirable for -* to be distributed according to -* [84].  The detailed balance 
condition is introduced to ensure that this desirable limiting condition can be reached.  That is to 
say the probability that the system is at configuration r’ and makes a transition to r is equal to the 
probability that the system is at r and makes a transition to r’ [84].  This can be represented by 
the relationship seen below, where \ represents the probability of a transition from one 
configuration to another. 
-\- → - = -\- → -  
 To satisfy detailed balance, a new configuration r’ is proposed.  Then a decision must be 
made to accept or reject the proposed configuration r‘.  The terms shown below are the 
probability of proposing r’, or Z- → -, and the probability of accepting r’, or G- → - [84]. 
\- → - = Z- → -G- → -  
G- → - = min	^ 1, _ I`"aI`→I_IaI→I` b  
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 For a basic demonstration of this concept, imagine a monatomic system with point r 
being able to move a distance ∆ from r [84].  A new configuration, r’ can exist at any point 
within these set boundaries [84]. 
−∆← - → ∆  
- − ∆	≤ - ≤ - + ∆  
 The probability of proposing a new move is therefore: 
Z- → - = 	 ∆  
And it can also be said: 
: ;-Z- → - = 1Id∆I=∆   
For the acceptance probability, that is represented as: 
G- → - = min ^1, _ I`" ∆⁄ _I ∆⁄  b = min	e1, Q=R0S I`"=SI1f  
To decide whether or not to accept or reject the new configuration after randomly generating -′, 
determine if U- < U- [84].  If this statement is true, then it will also be true that 
Q=R0S I`"=SI1 > 1 and G = 1 [84].  The move can then be accepted.  However, if it is true that 
U- ≥ U-, then G = 	Q=R0S I`"=SI1 and 0 ≤ G ≤ 1 [84].  A random number, y, must then 
be generated uniformity between 0 and 1 [84].  The move may be accepted if G > 2.  Otherwise, 
the proposed move is rejected. 
 For the grand canonical ensemble (µ, V, T), particles can be inserted or removed from the 
system.  One needs to examine the detailed balance condition related to such a move.  The 
probability of proposing the move is: 
Z 8, -* → 8, -*`" = 	Z#(iKIj#k( + ZIKlkmno  
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That is to say the proposal probability is equal to the sum of the probability of proposing an 
insertion move or a removal move. 
〈G8, -*〉 = 	∑ : ;-*8, -*G8, -**   
 In the above relationship, p represents the probability density function for the classical 
mechanical representation for the grand canonical ensemble.  The classical version of the grand 
canonical partition function (r) is obtained by converting the sum over energy in the canonical 
partition function (Q) to an integral over the momenta and positions [13, 94].  The grand 
quantum grand canonical and canonical partition functions are shown below as well as how they 
relate to the probability. 
s = ∑ expV)8* ∑ exp−Vw   
x = ∑ exp−Vw   
 = exp−V x⁄   
Then the classical grand canonical partition function is: 
s = ∑ exp	V)8 *!z{J : ;* : ;-*exp |−V }∑ _~l~ + -**37 <=<*   
The term N! is present to account for the indistinguishability of the N particles and the 
ℎ	* is there so the classical partition function is the limit of the quantum partition function as 
ℎ → 0.  The integral over the momenta can be performed: 
: ;exp−V 2⁄ <=< = >lR ?	 ⁄ = 2\XZ	 ⁄   
Since there are N integrals of this type (one for each atom), the expression for the canonical 
partition function can be simplified to: 
x = la{ ⁄*!z{J : ;-*exp −V-*"  
 19 
 
x = *!} {J ⁄ : ;-
*exp −V-*" ≡ *!{J :;-*exp −V-*"  
The term Λ is the de Broglie wavelength and has units of distance. 
 ≡  zla  
The classical partition form for the grand canonical partition function can then be expressed as: 
s = ∑ R**!{J : ;-*exp	−V-** = ∑ :;-* 	R**!{J exp	−V-**   
,8 = 	R**!{J exp	−V-* s⁄   
Which gets us back to the original relationship seen on page 18: 
< G,8 >= ∑ :;-*,8G,8*   
 Periodic boundary conditions must be used in Monte Carlo simulations for the purpose of 
converging thermodynamic properties [53, 79].  Imagine simulating the box with sides length L.  
Simulations are limited to a relatively small number of particles.  The size of a box that would 
contain 1,000,000 is so small compared to a bulk system that with 1,000,000 particles a much 
higher fraction of the particles would be in contact with the walls of the box than is the case in a 
bulk system.  One can instead visualize a central box surrounded by other boxes with the present 
atoms also present in these boxes as mirror images of the other atoms [53].  A larger central box 
permits the convergence of thermodynamic properties [53].  For a simple liquid, it may be 
necessary to simulate between 100 and 1,000 atoms in order to obtain convergence [53].  
Therefore periodic boundary conditions are used, which infinitely replicate the both in all 
directions and thereby removing the walls. 
The Metropolis-Hastings approach can be tailored to specific applications such as the 
development of hydrogen storage materials.  First, it can be assumed there are  hydrogen 
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atoms in the system.  The grand canonical partition function would (ignoring the motion of metal 
atoms only momentarily) be, 
s = ∑ R(!{ : ;-(exp	−VU*(,ln(7   
The acceptance probability of addition/removal for the grand canonical algorithm is thus, 
G | =  1, KM`LMN`(`!{` (!
{
KMLMN a(|(`a(`|(  
 There is an assumption made that hydrogen atoms vibrate about a set of i lattice sites.  
Therefore, the probability distribution of adding a hydrogen atom is modelled by a Gaussian 
centered on hydrogen lattice sites.  The expression for T is developed when we permit aj to be an 
operator that removes atom j from a system and ,3 an operator that adds atom j to the system. 
The probability of removal is, 
IKl,3 	 ∝ 	 ,3  
 While the probability of adding an atom j is, 
nHH,3 -3" 	∝ 	 >?	/∑ 	=∆~, *	 ¡¢£ **	 ¡¢£ 	7	   
  In this case, N is a normalization factor that accounts for the periodic boundary 
conditions and ∆3, is the distance between -3 and site ¤ with subject to the minimum image 
convention.  ∆ uses the position −¥ 2⁄ ≤ 3 ≤ +¥ 2⁄  (with L being the length of the box) to 
calculate the distance: 
; = 3 − ¤  
; = ; − ¦; ¥⁄  ∗ ¥  
The normalization constant for each Gaussian is thus obtained from the integral, 
1 = >? ⁄ *¨ {⁄ : exp	−© − ª;d« ⁄ d¬=« ⁄ d¬   
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8 	⁄ = Erfe√©¥ 2⁄ f ≡ ± √©¥ 2⁄ "  
 The term x used in the integral is the location of the atom.  Results will be similar for 
non-cubic lattices, but more generalized.  Thus, the probability of adding an atom j becomes, 
nHH,3 -3" ∝ >?	 ⁄ ∑ 	=∆~, (	 ¡¢£ ² √« ⁄ "{*	 ¡¢ 7   
Thus, T can now be written as, 
Z ⁄  = ∑ n~d∑ n~
³>´?{ ⁄ ∑ µ¶·	L´∆~,
 
 ¸ √´¹ ⁄ "{
 º¨»¨~º¨~º¨
(d 	≡ ∑ n~d∑ n~
³>´?{ ⁄ _¼½½,~ I~"»¨~º¨~º¨ (d   
 One of the 2 + 1 possibilities for addition/removal is chosen when sampling.  If 
removal is selected (with the assumption that atom j is the chosen atom), then the acceptance 
ratio becomes, 
G = min	^ 1,  =R∆Sd"{(»¨ _¼½½,~ (d	⁄ (d⁄ b  
 For the addition of atom j, a site k is randomly selected and a then the position j is 
sampled using a root algorithm to determine the actual 3 using the image.  This is performed in 
all three Cartesian directions. 
¾ = ²>√ ~,¡¼¿£"?d² √« ⁄ "² √« ⁄ "   
The result is an acceptance ratio of, 
G = min	}1,  =R∆Sd"({ 	   ="⁄_¼½½,~ (d⁄   
 This acceptance ratio should work fine if α is close to the Debye-Waller factor α.  If α is 
not close to the Debye-Waller factor α, then a grand canonical simulation can be employed to 
determine the appropriate value of α.  The term itself is part of a Gaussian function.  A poorly 
chosen value of α can have an undesirable impact on the simulations. For a small value of α, the 
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majority of insertion attempts become too high energy to accept.  A value of α that is too small is 
ultimately doomed to failure for a finite MC simulation here because there is no selection for 
occupied versus unoccupied sites. 
However, if the value of α is too large, then it becomes more difficult to remove particles 
from the lattice sites even though insertion becomes much easier.  It would be desirable to have 
an algorithm where the outcome of the simulation is independent of the value chosen for α.   
 It is important to track occupied versus unoccupied sites.  Doubly occupied sites can be 
avoided by rejecting moves where two hydrogen atoms approach within 1.8 Å.  T can be 
modified to be, 
Z ⁄  =
∑ ,3 + ∑ ,3 >©\?	 ⁄(d37 ∑ À, exp	−©∆3,
 
i± √©¥ 2⁄ "	
( 7(37
2 + 1  
≡ ∑ ,3 + ∑ ,3 >©\?
	 ⁄(d37 nHH,3 -3"(37 2 + 1  
 The term ÁX is the occupancy site j and the assumption is the term can be either 1 or 0.  
The number of occupied sites is represented by the term nocc.  
Section 2.2:  Canonical Ensemble Calculations 
It is important to recall the particle movements in the canonical ensemble do not include 
addition or removal of particles since the number of particles is held constant.  The types of 
particle moves available are thus only from one position to another in the x-, y-, and z-directions.  
There are thus fewer calculations when determining the acceptance probability of proposed 
moves in Monte Carlo simulations where particles are treated canonically.   
In the canonical ensemble, the term ∆ (the maximum distance a particle can move in any 
direction) is set to 0.2.  A pseudo-random number generator (see Table 7) is used to determine 
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the new position for a particle, which is then subjected towards tests for acceptance or rejectance.  
The fixed number values, or seeds, used in both the canonical and grand canonical simulations 
are shown in Table 4. 
At each step, a new move for an atom is picked for the x-, y-, and z-directions using the 
pseudo-random number generator.  Due to considering five unique hydrogen atoms and the 
5x5x5 unit cell configuration established at the start of the simulation, each simulation needs to 
consider 375 hydrogen atoms, 125 potassium atoms, and 125 magnesium atoms in the fully 
loaded system.   
A randomly chosen atom is chosen for a canonical move, which changes position in the 
x-, y-, and z-directions as a function of 2∆- (maximum distance the particle can move) times a 
random value between -1/2 and +1/2, the value of the acceptance probability, A, is calculated 
using the calculated energy difference (Equation 1). 
G = −V ∗ H#ÂÂÃnoÃ  (Equation 1) 
Recall the term β is just one divided by the product of Boltzmann’s constant times the 
temperature.  The calculated transitional probability for the proposed move must be greater than 
the natural log of a randomly generated numerical value.  If not, the move is rejected.  If the 
configuration is accepted, then the potentials need to be recalculated. 
Section 2.3:  Force Field Background 
 Hydride formation in nickel and palladium was extensively studied using the embedded-
atom method, which was a method proposed by Daw and Baskes [10, 14, 15, 16, 17, 18].  The 
embedded-atom method (EAM) calculates individual atom energy computationally, utilizing the 
embedding energy of an atom in a local-electron density that arises from other atoms in a metal 
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[14].  Daw and Baskes developed the embedded-atom method to calculate ground state 
properties of metal systems, basing their calculations on density-functional theory [14]. 
 The embedded-atom method approximates the total energy of a metal by calculating an 
embedding energy of the metal and a pair potential [14, 15].  Daw and Baskes demonstrated that 
from the embedding energy, they could obtain ground-state properties such as lattice constants, 
elastic constants, sublimation energy, and vacancy formation energy [14].   
jkjno = ∑ Ä# Åz,#" +	# 	∑ ∑ ±#3¤#33	Æ##   
 The first term is the embedding function with the second term representing the core-core 
pair repulsion.  In the embedding function, Fi represents the embedding energy and Åz,Ç is the 
density of the host atom at the position Ri [14].  In the second term, Φij is the short-range pair 
potential and Rij represents the distance between atoms i and j. 
 One particular study involving the embedded-atom method was performed by Angelo, 
Moody, and Baskes, who studied hydrogen trapping in the defects in a nickel lattice [17].  The 
context of this study involved the implications of hydrogen impacting the mechanical properties 
of nickel.  The authors specifically developed parameters for hydrogen-nickel interactions, 
comparing their solutions to the short-range pair potential Φij and for the embedding energies of 
hydrogen and nickel. 
 This concept was also visited by Ramasubramaniam, Itakura, and Carter, who applied the 
embedded-atom method in the study of interatomic potentials for hydrogen and α-iron [19, 20].  
Ramasubramaniam et al. determined that the potentials were in agreement with density 
functional theory calculations for the core structure for screw dislocations, free surfaces, 
dissolution and diffusion of hydrogen in bulk α-iron, and the binding of hydrogen to vacancies. 
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U =	 ∑ È#3 -#3" + ∑ Ä3 ∑ Å#3 -#3"*#7#Æ3 *37*#,37#Æ3   
 The above equation represents the total energy for a collection of N atoms from 
Ramasubramaniam et al., where -#3 represents the distance between atoms i and j, È#3 is the two-
body interaction between atoms i and j, Å#3 is the electron density at atom j due to atom i, and Ä3 
is the embedding function for atom j [19].  The equation is a general many-body form for the 
total energy of the system studied by Ramasubramaniam et al.  In order to reduce to the common 
embedded-atom method form, Å#3 ≡	Å#, or the electron density depends on only the “source” 
atom i and is thus independent of the “target” atom j [14, 15, 19]. 
 The pair interaction ΦFeH is a function of the distance between two atoms, r.  As seen 
below, for - < -, the authors used Biersack and Ziegler’s universal screened-Coulomb function 
[19].  The third condition for - > - is a cubic spline fit.  The second condition for - ≤ - ≤ - is 
an interpolation between the universal screening function and the spline fit.  The coefficients for 
the second condition were selected to ensure continuity of the function and its first and second 
derivatives at - and -[19]. 
ÈÉK =	
ÊËÌ
ËÍ ÎÏ£ÎÐ£I ± >II ?,																																													 for	- < -Ò + Ò- + Ò- + Ò	-	 + Ò- + ÒÓ-Ó, 									for	- ≤ - ≤ -∑ ,#Ô -#Ô − -"	 -#Ô − -",*Õ#7 																			 for	- > -
  
For the two-body Fe-H interaction, ZFe and ZH are the atomic numbers for Fe and H.  The 
qe is the electronic charge,  -#Ô − -" is the Heaviside step function, rs represents a screening 
length, a0 is the Bohr radius, and Φ(x) is the screening function.  In the two-body H-H 
interaction, the form ΦHH is similar to that found by Angelo et al. [17].  The values Ò* are 
coefficients determined by the fitting procedure [19]. 
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-i =	 0.88534,ÙÉK/	 + Ù/	
 
± = 0.1818Q=	. + 0.5099Q=.Û	 + 0.2802Q=.Û + 0.02817Q=.Ý 
The equations below represent the pair potential È as shown by Ramasubramaniam et 
al. and Angelo et al. [17, 19].  The term Þ is the molecular bond strength of H2 (2.37 eV/atom), 
- represents the equilbrium bond length for H2 (0.74 Å), ' = 0.4899, -Ãßj, is the cutoff 
distance for H-H two-body interactions, and Åis the H-H electron density (explained further 
below). 
È
= àá-.lko- − 2Ä0Å-1/ + 01 − á-1eâ,Ô5Ãßj- + â,ÔÅ-f, 5Á-	- ≤ -Ãßj,0,																																																																																																																																								 5Á-	- > -Ãßj, 
á- = 0.501 − tanh.25- − 0.9/1 
lko = −2Þ1 + ,Q=n³ 
5Ãßj- = Q  I=Iæç¢,"⁄  
, = - − --'  





 For the electron density calculations, Ramasubramaniam et al. utilized the EAM 
approach [19].  The authors used a fit utilizing the database of dissolution and binding energies 
to obtain ÅÉK and ÅÉK .  For Å, they used a probability distribution for the 1s orbital scaled 
by the factor âé  and multiplied by the cutoff function 5Ãßj, where the density approaches zero 
rapidly as - → -Ãßj, [19]. 
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Å =	âé-Q=I nê⁄ 5Ãßj- 




ÅÉK =	∑ ,#éÏ£ -#éÏ£ − -"	 -#éÏ£ − -"*ëÉK#7   
Section 2.4:  Force Field Calculations 
 For the development of the method used in this research, the force field potentials were 
developed in the manner as outlined in the EAM employed by Daw and Baskes and later 
Ramasubramaniam et al.  This process used a simulated annealing canonical Monte Carlo 
simulation.  Simulated annealing starts at a high temperature and slowly lowers the temperature 
so that the system finds a local (hopefully global) minimum. 
With KMgH3, one would naturally expect three types of atom interactions with a 
hydrogen atom:  with a potassium atom, with a magnesium atom, or with another hydrogen 
atom.  For convenience in generic equations, one can simply label the interaction of a potassium 
atom or a magnesium atom as MH with hydrogen-hydrogen interactions being labeled HH.  
Equation 8 below displays the MH pair interaction terms with term definitions being shown in 
Table 4 (see Appendix). 
Èì =	
ÊËÌ
ËÍ ÎíÎÐ£I ± >II ?,																																																	 for	- < -Ò + Ò- + Ò- + Ò	-	 + Ò- + ÒÓ-Ó, 									for	- ≤ - ≤ -∑ ,#Ô -#Ô − -"	 -#Ô − -",*Õ#7 																			 for	- > -
	    (Equation 2) 
 The structure of the cases is identical to what is seen in the pair-interaction terms seen in 
the Ramasubramaniam paper.  One key difference is Z represents the atomic mass of the atom 
rather than the atomic number.  So we would say Ùî = 39.098 and Ùìï = 24.305 respectively.  
As with the Ramasubramaniam paper, -i is the screening length and the Bohr radius, , has been 
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set to 0.52917715.  The calculation of the screening lengths is otherwise identical to what is seen 
in the Ramasubramaniam paper (see Equation 3). 
-iì = .ððÓ	nêÎí/{dÎ/{ (Equation 3) 
 The first case seen in Equation 2 is for when - < -.  We first set up this term, ñ, and its 
derivatives as seen below.  The ñ and ñ derivatives are used to assure the continuity of the 
potential in its first and second derivatives at -and -.  The calculations for the KH pair 
interaction and the MgH pair interaction are identical and thus, the simple label MH can be 
applied to signify either type of pair interaction.  Once the calculations for each pairwise metal-
hydrogen atom interaction are completed, a special case exists for calculating the energy of 
KMgH3.  If the calculated value for ñ is greater than zero, then the value of ñ is set equal to the 
energy of KMgH3. 
ñ = ÎíI¨í ∗ È >I¨
í


















I¨í I í"  (Equation 6) 
ñ = 0  
òñ = 0  
òòñ = 0  
 These terms are also employed for calculating the Ò* terms as seen in the second case 
where - ≤ - ≤ -.  These terms are also specific for the case - < -. 
If	-ì < -ì + ;Åì, then (Equation 7) 
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ñ = ñ + ,Ôí-ì + ;ì − -ì	  
òñ = òñ − 3,Ôí-ì + ;ì − -ì  
òòñ = òòñ + 6,Ôí-ì + ;ì − -ì  
If	-î < -î + ;î, then (Equation 8) 
ñ = ñ + ,Ôí-ì + ;ì − -ì	  
òñ = òñ − 3,Ôí-ì + ;ì − -ì  
òòñ = òòñ + 6,Ôí-ì + ;ì − -ì  
If	-ì < -ì + ;	ì, then (Equation 9) 
ñ = ñ + ,	Ôí-ì + ;	ì − -ì	  
òñ = òñ − 3,	Ôí-ì + ;	ì − -ì  
òòñ = òòñ + 6,	Ôí-ì + ;	ì − -ì  
If	-ì < -ì + ;ì, then (Equation 10) 
ñ = ñ + ,Ôí-ì + ;ì − -ì	  
òñ = òñ − 3,Ôí-ì + ;ì − -ì  
òòñ = òòñ + 6,Ôí-ì + ;ì − -ì  
If	-ì < -ì + ;Óì, then (Equation 11) 
ñ = ñ + ,ÓÔí-ì + ;Óì − -ì	  
òñ = òñ − 3,ÓÔí-ì + ;Óì − -ì  
òòñ = òòñ + 6,ÓÔí-ì + ;Óì − -ì  
If	-ì < -ì + ;Ýì, then (Equation 12) 
ñ = ñ + ,ÝÔí-ì + ;Ýì − -ì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òñ = òñ − 3,ÝÔí-ì + ;Ýì − -ì  
òòñ = òòñ + 6,ÝÔí-ì + ;Ýì − -ì  
If	-ì < -ì + ;øì, then (Equation 13) 
ñ = ñ + ,øÔí-ì + ;øì − -ì	  
òñ = òñ − 3,øÔí-ì + ;øì − -ì  
òòñ = òòñ + 6,øÔí-ì + ;øì − -ì  
; = -ì − -ì (Equation 14) 
Òì = ñ (Equation 15) 
Òì = òñ (Equation 16) 
Òì = õõù¨  (Equation 17) 
Ò	ì = 10. ;0ñ − ñ + ;−6. ;0 ∗ òñ − 1.5;0 ∗ ; ∗ òòñ − 4. ;0 ∗ òñ + 0.5;0 ∗ ; ∗
òòñ	 (Equation 18) 
Òì = 15. ;0ñ − ñ + ;8. ;0 ∗ òñ + 1.5;0 ∗ ; ∗ òòñ + 7. ;0 ∗ òñ − ; ∗ òòñ 
(Equation 19) 
ÒÓì = 6. ;0ñ − ñ + ;−3. ;0 ∗ òñ − 0.5;0 ∗ ; ∗ òòñ − 3. ;0 ∗ òñ + 0.5;0 ∗ ; ∗ òòñÓ 
(Equation 20) 
 The two-body interactions were calculated for the metal-metal interactions by: 
È#3- = |ú¡~I¡~
(¡~ û#3  
The metal-metal densities were calculated by: 
Å#3 =  ü#3é/-#3"l¡~  
The metal-hydrogen densities were calculated using: 
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Å#3 = ∑ ,#3éÝ7  -#3é − -#3"	   
Finally, the hydrogen-hydrogen densities were calculated as follows: 
Å#3 = 1800-#3Q=I¡~/nêQ/ I¡~=Iæç¢"  
Then the embedding energies for the metals were calculated by: 
Äì0Å1 = −ýìûìþÅ   
The embedding energies for the hydrogen atoms were calculated by: 
Ä0Å1 = ∑ ý#Å#Ý#7    
 Table 5 (see Appendix) indicates the energy density functions used to calculating the 
embedding function while Table 6 (see Appendix) provides values for constants used in the 
energy density function calculations.  We count five unique atoms with three possibilities for 
atom i and atom k:  potassium (1), magnesium (2), or hydrogen (3).  The embedding function can 
be calculated based on two-atom interactions.  The embedding function for potassium and 
magnesium depends on the values of atom i and atom k.  If both atom i and atom k are both 
potassium, then the embedding functions are determined in the way seen in Equations 21 and 22.  
If both atoms are magnesium, then the embedding functions are calculated as seen in Equations 
23 and 24.   
∑ Ä##  = ∑ >ú¨		I¡ ?
¨	
# ∗  (Equation 21) 
∑ Ä## ! = ∑ >ú¨	I¡ ?
¨	
# (Equation 22) 
∑ Ä##  = ∑  >ú		I¡ ?
¨	 ∗  +  >ú	I¡ ?
 	 ∗ # (Equation 23) 
∑ Ä## ! = ∑ >ú	I¡ ?
	
#  (Equation 24) 
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The embedding functions for when both atom i and atom k are hydrogen can be 
determined when - < 	 -Ãßj,.  The equations are similar to what is seen in Ramasubramaniam et 
al. 
,ϯ = I=IêIê∗  
lko = −2Þ ∗  1 + ,ϯ" ∗ Q=nϯ  
á =   1 − tanh 25 ∗ - − 0.9""  
ü = 1800- ∗ Q=I .ÓÛøøÓ⁄  ∗ Q   I=Iæç¢,"⁄ "  
Ä =
−0.0581256120818134Å + 0.0022854552833736Å − 0.0000314202805805Å	 +
0.0000013764132084Å − 0.0000000253707731ÅÓ + 0.0000000001483685ÅÝ  
(Equation 25) 
∑ Ä##  = ∑ iw=É#  (Equation 26) 
∑ Ä## ! = ∑ Å 	# (Equation 27) 
The potentials calculated in the equations above are used to calculate the energy.  The 
values for the energy are initially set to zero and then determined iteratively.  Equations 28 and 
29 calculate the energy values if the atom type selected is potassium.  Equations 30 and 31 
calculate the energy values if the atom type selected is magnesium.  Equation 32 shows the 
embedding potential for hydrogen and Equations 33 and 34 show the energy calculations if the 
atom type selected is hydrogen. 
 =  + ∑ Ä −# âÅ,1þ∑ Ä!#   (Equation 28) 
î = î + ∑ Ä −# âÅ,1þ∑ Ä!#  (Equation 29) 
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 =  + ∑ Ä −# âÅ,2þ∑ Ä!#  (Equation 30) 
ìï = ìï +∑ Ä −# âÅ,2þ∑ Ä!#  (Equation 31) 
Ä = −0.0581256120818134 ∗ ∑ Ä!# + 0.0022854552833736 ∗ ∑ Ä!#  −
0.0000314202805805 ∗ ∑ Ä!# 	 + 0.0000013764132084 ∗ ∑ Ä!#  −
0.0000000253707731 ∗ ∑ Ä!# Ó + 0.0000000001483685 ∗ ∑ Ä!# Ý (Equation 32) 
 =  + ∑ Ä# + Ä (Equation 33) 
 =  + ∑ Ä# + Ä (Equation 34) 
 The bulk modulus, B, is determined using the force field calculations.  The bulk modulus 
is a property of a material to resist uniform compression.  It can be examined mathematically in 
the form seen below.  It is the volume multiplied by the derivative of the pressure with respect to 
volume.  Pressure can also be defined as a negative derivative of the energy with respect to 
volume [93].  Bulk modulus can thus be defined in terms of the energy. 
Ò = − HH	  
C = − HwH	  
Ò = − HwH	  
 Each material in question (K, Mg, KH, MgH2, and KMgH3) has an experimental volume.  
The force field, being an approximation, may not have a minimum in the energy at the 
experimental volume, but it may have a minimum energy for a different volume.  The volume 
can be varied and energy is calculated.  These changes in energy and volume are used to 




The first step in this project was to determine an appropriate set of parameters with the 
goal of eventually performing grand canonical Monte Carlo simulations.  The change in the force 
field parameters can be seen as a type of Monte Carlo move complete with an acceptance 
probability shown in Equations 35 and 36.  The terms +2, +4, +6, +8	are determined by the first, 
second, third, and fourth alternate energy configurations.  These configurations are derived from 
previous completed fitting procedures and corresponded to the lowest energy structure found by 
performing a canonical Monte Carlo simulation using a previous set of parameters.  The other 
experimental values in the cost function are the bulk moduli and the cohesive energy values. 
G = −V ^1 × 10Ý >îìï{(K − î(K 2⁄ − ìï(K 2 − îìï{H#ÂÂ,jnIïKjT  − îìï{koH −îkoH 2⁄ −
ìïkoH 2 − îìï{H#ÂÂ,jnIïKjT ? − 1 × 10Ý8ß(#ji	  îìï{(K − mnÃn(Ã(K " ;+¦⁄ − mnÃn(ÃjnIïKj  + 1 ×
10+1 − +2 + 1 × 10+3 − +4 + 1 × 10+5 − +6 + 1 × 10+7 − +8 + 1 ×
10Ý >î(K 4⁄ − î(K 2⁄ − îH#ÂÂ,jnIïKj − îkoH 4⁄ − îkoH 2⁄ − îH#ÂÂ,jnIïKj? + 1 ×
10Ý >ìï(K 2⁄ − ìï(K 2 − ìïH#ÂÂ,jnIïKjT  − ìïkoH 2⁄ − ìïkoH 2 − ìïH#ÂÂ,jnIïKjT ? + 1 ×
10Ý >î(K − îjnIïKj − îkoH − îjnIïKj? + 1 × 10Ý >ìï(K − ìïjnIïKj − ìïkoH −
ìïjnIïKj? + 10 >Òìï(K − ÒìïjnIïKj − ÒìïkoH − ÒìïjnIïKj + Òîìï{(K − Òîìï{jnIïKj  −
Òîìï{koH − Òîìï{jnIïKj  + 100Òî(K − ÒîjnIïKj − 100ÒîkoH − ÒîjnIïKj?b (Equation 35) 
G = G − V × â,ý_Q!ℎ¦ (Equation 36) 
The above term â,ý_Q!ℎ¦ is a function of the parameters that ensures the force field 
parameter values do not become nonphysical.   
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The fitting procedure involves the minimization of a cost function, c, through use of 
canonical Monte Carlo simulated annealing simulations based on the canonical partition function 
shown in Equation 40.  
:;*Q=Ã_J/a (Equation 40) 
ý =
1 × 10Ý îìï{koH − îkoH" 2 − ìïkoH 2 − îìï{H#ÂÂ,jnIïKjTT  + 1 ×
10ÝîkoH 4 − îkoH 2 − îH#ÂÂTT  + 1 × 10ÝìïkoH 2 − ìïkoH 2 − ìïH#ÂÂTT  + 1 × 10ÝîkoH −
îjnIïKj + 1 × 10ÝìïkoH − ìïjnIïKj + 1 ×
10Ý8ß(#ji	  îìï{koH − mnÃn(ÃkoH " 8H#m#j − mnÃn(ÃjnIïKjT  + 1 × 10 ∗ +2 + 1 × 10 ∗ +4 + 1 ×
10 ∗ +6 + 1 × 10 ∗ +8 + 10 >ÒìïkoH − ÒìïjnIïKj + Òîìï{koH − Òîìï{jnIïKj  + 100ÒîkoH −
ÒîjnIïKj? + â,ý_Q!ℎ¦ (Equation 41) 
 Ideally, c would be equal to zero and the fit would be perfect.  However, minimizing the 
cost function ensures that the fit is sufficient. The fit was obtained by using a canonical Monte 
Carlo simulation to minimize the cost function and was then tested by running finite temperature 
canonical Monte Carlo simulated annealing simulations of the actual system (673 K, 698 K, and 
723 K) followed by comparison of the radial distribution functions (initial, experimental !- 
and final !-) [71].   
Section 2.5:  Grand Canonical Ensemble Calculations 
For the grand canonical ensemble, three new types of particle moves are considered in 
addition to just a simple change of particle position.  The particles can swap sites (i.e. move from 
one site to another), they can be added, or they can be removed from the system.  However, the 
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only particles being treated as grand canonical are hydrogen atoms.  The metal atoms are 
conserved numerically, but still move in the system. 
Each type of move requires a different acceptance probability to accept the move.  Unlike 
in the canonical ensemble, the term ∆ is set to 0.05.  The first type of move is simply moving an 
atom within the system to a new position (or essentially a canonical move).  For determining the 
new position of the atoms in the x-, y-, and z-direction, the atoms are moved to a randomly 
selected position as a function of ∆.  The acceptance probability, A, is the same as shown in 
Equation 6 with rules for accepting the move being similar to the canonical ensemble.  To accept 
the proposed move, it also must be determined that no overlap of particles has occurred during 
the move or the move is automatically rejected.   
For determining acceptance of a move involving the swapping of particles (i.e. swapping 
of sites), there must be at least one hydrogen atom remaining in the system.  The particle chosen 
for the swap move is randomly selected as a function of the remaining hydrogen atoms.  The 
swap moves function as a means to expedite equilibrium by attempting to move a hydrogen atom 
from its position relative to the nearest lattice site to a different lattice site while maintaining the 
same relative orientation. 
For the calculation of the new x-, y-, and z-coordinates for the proposed moves, the 
change in the coordinate directions is determined as a function of the hydrogen atom sites in the 
x-, y-, and z-directions.  The value of the acceptance probability used in Equation 1 is used as the 
acceptance probability for the swap moves.  The same type of rules for acceptance are followed 
for the canonical move and, like the previous example, there must be no overlapping of particles. 
 When considering the addition and removal of hydrogen atoms, the amount of 
calculations involved in determining the transitional probability are higher for addition than for 
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removal.  The changes in position for the hydrogen atoms are used to calculate a minimum 
distance, which is then used to calculate the number of bins, 8Þ#(.  The minimum distance is 
calculated by minimizing - (with - = þ(; + ;2 + ;ñ).  The acceptance probability for 
insertion and removal of hydrogen occurs as described earlier in the chapter so long as no 
overlap occurs. 
Section 2.6:  Error Analysis 
 Error analysis for the Monte Carlo simulations follows the central-mean limit theorem 
[69, 70, 75].  As previously stated, errors in mean values calculated by Monte Carlo methods are 
inversely proportional to the square root of the number of steps, N, in the calculation [74].  As 
will be noted later in the KMgH3 Results and Discussion chapter, the reported values for the 
GCMC simulations are in average number of hydrogen atoms and the mass percent hydrogen.  A 
larger N reduces the uncertainty of the mean in the converged simulations [74]. 
 The uncertainty or error in the mean, ûl, of N observations is defined as the mean of the 
individual errors, û# [69, 70]. 
ûl =	 *∑ û#*#7   
To obtain the mean square error, both sides of the above expression are squared and averaged 
over an infinite population of sets of N measurements.  The average is found by multiplying the 
square of each side by a probability distribution function and integrating over all space. 
Cû = 	 √ú exp	>− ú?  
l =	ûl = 	 * e∑ û +	∑ ûû#Æ3*#7 f  
 The above probability function is a Gaussian distribution otherwise known as the normal 
error probability function [70].  The term σ represents the standard deviation for an infinite 
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sample set and characterizes the width of the distribution.  The term l  is the variance of the 
mean.  The mean of û#û3 drops out of the equation because it the frequency of it being negative 
occurs at the same frequency in which it is positive.  The variance of the mean then simplifies. 
l =	 *8  
The term S is the estimated standard deviation.  The estimated standard deviation of the mean is 
obtained by taking the square root of the variance of the mean [69, 70]. 
l =	 √* (Equation 42)  
 The above equation implies the precision of the mean improves by increasing the number 
of N measurements.  However, the amount of improvement in the precision becomes much 
smaller as N grows very large [69, 70].  There is thus a point at which a very long simulation 
time will not significantly decrease the error, so continued simulation beyond that point could be 
considered wasteful. 
 When calculating the error in the simulations, only the Monte Carlo passes that occur at 
and after convergence of the simulation in terms of the average number of hydrogen atoms are 
considered for the analysis.  A conversion from the average number of hydrogen atoms to the 
average mass percent hydrogen is also performed in the manner seen in Equation 43.  There are 
correlations in the data and therefore errors are estimated by coarse-graining or binning data into 
bins and calculating the standard deviation as a function of bin size.  When the standard 
deviation becomes independent of the bin size, the binned data is considered uncorrelated and 
the standard deviation is valid. 
ℎ = 8	njkli ∗ l_zç*	¼¢ ,ç (Equation 43) 
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 The error in the number of hydrogen atoms is calculated by taking the square root of the 
variance and multiplying it by a t-test factor derived from Student’s t-test.  If the number of data 
points is greater than 100, then the t-test factor is equal to 1.96.  If this is not the case, then the t-
test factor is a function of the number of data points.  The error in the number of hydrogen atoms 
is shown in Equation 44.  To obtain the error in the mass percent hydrogen, the result in Equation 
44 is multiplied by ℎÂßoo 8	njkli,Âßoo⁄ .  Two terms seen in Equations 45 and 46 are üÞ#(, 
which is the variance in the bin averages of the hydrogen atoms, and 8Þ_ji, which is the number 
of data points generated by the binning of the data. 
Q--Á-*	¼¢  =  ú¡*¢ = ¦5,ý (Equation 44) 
Q--Á-l_z =  ú¡*¢ = ¦5,ý l_zç*	¼¢ ,ç (Equation 45) 
Section 2.7:  Constraints and Probability Distribution Calculations 
Constraints are applied to Molecular Dynamics or Monte Carlo simulations for the 
purpose of restricting the value of a chosen property to lie within a desired range [53, 54, 55, 56].  
In the case of this research project, the constraints are a part of the weighted histogram method, 
which is used to calculate the probability distribution of hydrogen atoms as a function of 
temperature and pressure.  Free energy calculations were planned, but were unable to be 
accurately measured as the errors associated with estimating the free energy of a single H atom 
in the lattice proved to be too large. 
Hartmann and Schütte applied constraints on Monte Carlo simulations for the purpose of 
calculating free energy profiles [56].  Such a scheme was termed by Hartmann and Schütte as a 
hybrid Monte Carlo (HMC) scheme for constrained Molecular Dynamics simulations [56].  
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Asselin et al applied constrained Monte Carlo simulations for the purpose of calculating the 
temperature dependence on magnetic anisotropy [55]. 
 The Weighted Histogram Analysis Method (WHAM) is an umbrella sampling technique 
that can be used for free energy or potential mean force calculations [24, 87].  WHAM was 
developed to improve upon umbrella sampling techniques.  WHAM minimizes statistical errors 
by using “best” free energy values from all simulations [24].  WHAM also improves estimation 
of free energy differences by allowing multiple overlaps of probability distributions [24]. 
  For the purposes of this study, WHAM was employed to estimate the probability of the 
finding hydrogen atoms using constrained Monte Carlo simulations [51, 52].  The constraint was 
to be applied to generate a specific the average number of hydrogens in the system at a given 
temperature and pressure.  The constraint developed was a term added to the potential energy 
term. 
Upon reexamining the partition function for the grand canonical ensemble, a set of 
biasing potentials Ui can be introduced in order to sample N space (i.e. the size of the sample 
space) [13, 85, 88, 89]. 
s =	∑ exp	V)8∑ exp	−V3*    
s ≡	∑ '* ∑ exp	−V33*   
s =	∑ '* ∑ exp	w* − V  
s = ∑ '*x**   
8 = 	'* x* s⁄   
Once the biasing potentials Ui are introduced with  # being the constraint [85], 
U# = U +  # = 1,… ,   
#8 = '*x* exp0−VU#81 /s#  
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s# =	∑ '*x*exp	0−VU#81*   
Thus [85], 
8 = 	#8 >"¡"ê? exp	VU#  
 We can determine  from a simulation using constraint U# [85].  However, it is better to 
perform a number of simulations [85]: 
Kij =	∑  ##Kij8 >"¡"ê?# exp	VU#  
∑  # = 1#   
〈8〉 = 	∑  #〈#8〉 >"¡"ê? exp	VU##   
Variance is minimized with the choice of  # [85], 
ü =	 〈〉 −	〈〉  
ü =	∑  # 3#,3 >"¡"ê? >"~"ê? exp	VU# + VU3e〈#3〉 − 〈#3〉f  
〈#3〉 = 	 〈#〉〈3〉	for	 ≠ $  
∴ ü =	∑  #exp	2VU## >"¡"ê? 0〈#〉 − 〈#〉1  
Variance will be known if the Monte Carlo calculation of the averages follows a Poisson 
distribution [69, 76, 85].  If the ith simulation uses ¥# samples (passes) and 8# of the i samples 
have N atoms, it can be said [85], 
〈#Kij8〉 − 〈#Kij8〉 =	*¡«¡ =	#8/¥#  
And it can also be said [85], 
ü8 =	∑  #exp	2VU# >"¡"ê? _¡*«¡#   
ü8 =	∑  ## >"¡"ê? exp	VU#8/¥#  
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Then, minimize ü8 8⁄  with respect to  # [85]. 
õõ ^ú_ê − 2©. # − 1/b = 0  
2 # >"¡"ê? expVU# ¥# = 0T 	  
 # = 	©¥#exp	−VU# >"ê"¡?  
∑  # = 1	 ⇒#   





Kij =	∑ *¡∑ 	=RS¡«¡|'ê'¡¡#   
The error is determined by [85], 
ü8 = ∑ ( «¡	=RS¡|'ê'¡∑ «¡	=RS¡|'ê'¡¡ )
 >"¡"ê? exp	VU# 8 ¥#⁄#   
= ∑ «¡	=RS¡¡ |'ê'¡
>'¡'ê?	RS¡_ê* «¡⁄
}∑ «¡	=RS¡|'ê'¡¡ 
  = ∑ «¡	=RS¡|'ê'¡_ê*¡}∑ «¡	=RS¡|'ê'¡¡   
= 8 ^∑ ¥#exp	−VU# >"ê"¡?# bT  = _ê*∑ *¡¡   
This leads to the familiar error form as seen in Equation 9 [69, 70, 85], 
ú*_ê* = þ∑ *¡¡   
A ratio of the Ξ’s is required for this to function properly [85]. 
s#Kij s = ∑ exp	*⁄ − VU# ∑ *~~∑ 	=RS~«~>"ê "~£ ¢T ?~   
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This is solved iteratively [85].  This is normalized with the condition that, 
∑ 8 = 1*   
 The number of hydrogen atoms is set as a “target” value at the beginning of each 
constrained simulation.  The constraint itself,  #, is a form of the potential energy [85].  The 
constraint is also a function of a cutoff value  *ÃßjkÂÂ = 50" in addition to the potential energy.  
The first case is: 
 − ,jnIïKjX ≤ *ÃßjkÂÂ (Equation 46) 
U# = +X ∗ > − ,jnIïKjX? (Equation 47) 
The above relationship in Equations 46 and 47 would be in the form of a quadratic with + =
0.01.  The actual number of hydrogen atoms, , is what is produced in the Monte Carlo passes 
of the constrained simulation.  However, two other cases shown in Equations 48 and 49 produce 
a linear relationship. 
> − ,jnIïKjX? < −*ÃßjkÂÂ (Equation 48) 
U# = +X ∗ |−*ÃßjkÂÂ − 2*ÃßjkÂÂ ∗ > − ,jnIïKjX? (Equation 49) 
Or if neither of those conditions are met, then the potential energy is: 
U# = +X |−*ÃßjkÂÂ + 2*ÃßjkÂÂ ∗ > − ,jnIïKjX?  (Equation 50) 
We can then determine the error minimization in the # values in Equation 52.  
s#(KX = ∑exp=R¨S¡ 3 ∑>* ¼£¨"¨ exp=R¨S¡?⁄  (Equation 51) 
Q--Á- = |s#X − s#(KX| |s#(KX|⁄  (Equation 52) 
 Before calculating the error in the probability, the probability for the number of hydrogen 
atoms is a function of the number of bins and the constrained potential (Equation 53).  The error 
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in the probability is calculated by dividing the probability by þ8Þ#( 1 + 28ÃkII⁄ .  The terms 
in the square root are the number of bins, 8Þ#(, and the correlation number 8ÃkII. 
-Á,,,¦2 = 8Þ#( >* ¼£¨"¡¨ exp=R¨S¡?T  (Equation 53) 
Q--Á-_IkÞnÞ#o#j = -Á,,,¦2 þ8Þ#( 1 + 28ÃkII⁄ ⁄  (Equation 54) 
Section 2.8:  Radial Distribution Function Calculations 
 Another quantity that can be used to analyze the GCMC or constrained data is the radial 
distribution function, or !-.  This is derived from a simple distribution function Å- as 
described by McQuarrie, who describes the quantity Å-;- represents the probability of 
finding two molecules separated by a distance - [90].  Since KMgH3 is a solid crystal, it would 
be expected that !- the periodic function of - will have sharp maxima at distances 
corresponding to neighbor separations [90].  The probability of observing a second molecule at - 
when a molecule can be found at the origin r is defined as Å!-;- [90].  However, the 
probability is not normalized to unity and is instead, 
: Å!-4\- = 8 − 1 ≈ 8<  [90]. 
 What the quantity in the integral represents is the number of molecules existing between 
- and - + ;- about a central molecule [90].  The radial distribution function !- is the factor 
multiplying bulk density Å to give a local density Å- = Å!- about a fixed molecule [90].  
The radial distribution function is important because it provides a method to examine the 
structure of the KMgH3 system as temperature and H2 pressure changes. 
 In our approach, we examine the radial distribution functions for all atom types as well as 
the vacancies formed due to the loss of hydrogen atoms.  The vacancies can be treated as 
“immobile” components in the KMgH3 simulated bulk system since they are not particles and 
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thus not subject to Monte Carlo moves.  Rather, the vacancies are just a consequence of the 
grand canonical Monte Carlo treatment of the hydrogen atoms.  Since the vacancies arise from 
the loss of hydrogen atoms, the quantity of vacancies on average is a function of the difference of 
the average number of hydrogen atoms from a full complement of hydrogen atoms in the 
KMgH3 bulk simulated system.  In our model, this can be more easily explained in the 
relationship below. 
8mnÃ = 375		,¦Áá −	8	njkli  
 The !- values can be assigned for different particles, with (K,K) being an example of 
a radial distribution function calculation of a two potassium atom analysis.  The other type of 
possible combinations are two magnesium atoms (Mg,Mg), two hydrogen atoms, (H,H), two 
vacancies (vac-vac), a hydrogen atom with a potassium atom (H,K), a hydrogen atom with a 
magnesium atom (H,Mg), a hydrogen atom with a vacancy (H,vac), and a potassium atom with a 
magnesium atom (K,Mg).  The !- values are a function of the number configurations, average 
density values for the type of interactions (e.g. K,K, H,K, etc.), the volume and the local volume. 
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CHAPTER 3:  KMgH3 RESULTS AND DISCUSSION 
 The study of KMgH3 computationally required the four steps mentioned in the chapter on 
computational methods: canonical Monte Carlo, grand canonical Monte Carlo (GCMC), the 
weighted histogram analysis method (WHAM), and the radial distribution function.  It was 
necessary to use the canonical Monte Carlo simulations to minimize the cost function (Equation 
2) and generate the best possible force field.  Grand canonical Monte Carlo simulations were 
then employed for two different purposes.  Unconstrained simulations were employed to 
generate data to be compared to the experimental data, which in this case were pressure-
composition-temperature data plots.  Constrained grand canonical Monte Carlo simulations were 
needed for use in the weighted histogram analysis method, which was used to generate 
probability distributions of hydrogen content at different temperatures and pressures. 
Section 3.1:  Canonical Monte Carlo Results 
Table 2:  Predicted and simulated values for the cohesive energy and bulk modulus 
Property Experimental Value Force Field Value 
Energy K -0.922 eV -0.922052857 eV 
Energy Mg -1.513 eV -1.51314347 eV 
Energy KMgH3 -12.099 eV -12.1041478560095 eV 
Energy KH -3.781 eV -3.7816745065 eV 
Energy MgH2 -6.821 eV -6.8210755951 eV 
Bulk Modulus K 3.1 GPa 3.10077429552075 GPa 
Bulk Modulus Mg 45.0 GPa 45.8918320891777 GPa 
Bulk Modulus KMgH3 35.6 GPa [38] 35.8378651984587 GPa 
 
 The force field was optimized by selecting a value for the vacancy difference energy and 
using the canonical Monte Carlo simulations to minimize the cost function by varying force field 
parameters.  The resulting force field was used in a GC Monte Carlo simulation of different 
temperatures and pressures in which the average number of hydrogen atoms was calculated.  The 
vacancy difference energy was used to tune the force field to match the experimental values and 
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give the correct average number of hydrogen atoms.  The force field parameters are calculated 
using calculations based on the embedded atom method (see Chapter 2).  Table 2 shows the 
experimental and force field values for the bulk moduli and cohesive energies.  The various 
values were fairly on target and served as a good indicator for the fit. 
Table 3:  Parameters from the fit 
Alt KMgH3 Energy Old 1 -7.566935503 eV 
Alt KMgH3 Energy Old 2 9.118257202 eV 
Alt KMgH3 Energy Old 3 -12.09948065 eV 
Alt KMgH3 Energy Old 4 -12.05019042 eV 
Cost Function 40.59989226 
8ß(#ji	  îìï{koH − mnÃn(ÃkoH " 8H#m#j − mnÃn(ÃjnIïKjT   -3.391859065 
Calc_Weight 0.2372510288E-01 
1. ;6 îìï{koH − îkoH" 2 − ìïkoH 2 − îìï{H#ÂÂ,jnIïKjTT   2.077485907112464E-003 
1. ;6îkoH 4 − îkoH 2 − îH#ÂÂTT   0.767886793945544 
1. ;6ìïkoH 2 − ìïkoH 2 − ìïH#ÂÂTT   0.869197520374981 
1. ;6îkoH − îjnIïKj  1.117536633622546E-002 
1. ;6ìïkoH − ìïjnIïKj  8.233372694810656E-002 
1. ;68ß(#ji	  îìï{koH − mnÃn(ÃkoH " 8H#m#j − mnÃn(ÃjnIïKjT  1.986267004655308E-002 1. ;4 ∗ +2  0 1. ;4 ∗ +4  0 1. ;4 ∗ +6  30.5131928670558 1. ;4 ∗ +8  0.353848092209174 
1. ;1 ∗ ÒìïkoH − ÒìïjnIïKj  7.95364475287031 
1. ;1 ∗ Òîìï{koH − Òîìï{jnIïKj   2.348203513943901E-003 
1000. ;0ÒîkoH − ÒîjnIïKj  5.996812476980817E-004 
 
 The cost function was calculated to be approximately 40.6.  Table 5 shows the biggest 
contributor to this quantity was the +6 term, which represents the third alternate energy for 
KMgH3.  The next largest contributor was the bulk modulus difference for Mg.  The other 
differences were notably smaller and further canonical Monte Carlo simulations were unable to 
reduce the cost function any more than the current value. 
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Section 3.2:  Grand Canonical Monte Carlo Results 
It is important to note one key point before continuing the discussion on the results of the 
simulations.  For the purposes of the GCMC simulations and the different approaches used to 
analyze those simulations, recall that pressure is not held constant in the grand canonical 
ensemble as discussed in Chapter 2.  Rather, only the chemical potential, volume, and 
temperature are held constant.  Hydrogen gas pressure (P) is instead along with temperature (T) 
used to calculate the constant chemical potential (see Equation 55). 
) = .a×Ý.ÓÛø	×¨/|0>¨{.1{23.3 ?=0> ¨4ê.1?d0 =KL1¨3 ⁄ "=3.¨243¨1×¨ê5   (Equation 55) 
The chemical potential calculation shown in Equation 55 is an expression composed in 
equating two chemical potentials:  the chemical potential for a diatomic gas (H2) and a single 
particle (the H in the hydride) [91].  This expression for chemical potential is made because of 
phase equilibrium between hydrogen gas and the hydrogen atoms in the hydride.  Recall the sum 
of chemical potentials for phase equilibrium is equal to zero, so ) = ) and the terms can be 
used to formulate the expression in Equation 55. 
Another simulation procedure is to vary a Gaussian function parameter α (see Chapter 2) 
to optimize the convergence of the simulations. This is important in the improvement of the 
Monte Carlo sampling method.  The parameter α is important to the sampling method due to the 
need to pick a shorter simulation time. This is obviously important because faster simulation 
times yield results much faster than slower simulation times. An example of the process used to 
choose an ideal value of α is shown in Figure 2, which represents data from an earlier version of 
the fitting process.  Values for α are shown for 1 through 1000 for GCMC simulations at 673 K.  
Error bars (shown as two times the standard deviation) indicate strong statistical similarities 
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among the simulations.  This fact indicates the sampling algorithm is independent of the value of 
α selected. 
However, when selecting the best value for α, the best means to make the decision lies in 
examining the error bars for the simulations.  A GCMC simulation that reaches convergence in 
the average number of hydrogen atoms faster would have less error than a GCMC simulation 
that required longer time to reach convergence.  Though the data is statistically similar, the 
differences are discernable both to the naked eye as seen in Figure 3 as well as the numerical 
data on the error.  By analyzing the error as a function of 1 √8⁄ , it could be determined how 
much of a longer simulation time would be required for a different value of α to have the same 
error in the GCMC simulation as the best value of α [69, 70].  For all GCMC simulations, the α 
value was chosen to be 10. 
 
Figure 2:  Examination the independence of α at 673 K for different H2 pressures. 
 
The efficacy of this method can be tested by direct examination of the standard deviation 
of one pressure at different values of alpha.  Table 6 (see Appendix) provides the numerical data 
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for comparison.  For 43.1428 atm, the value for the average mass percent hydrogen varied when 
different α values were chosen.  As seen in Figure 2, the averages are statistically similar. 
At 43.1428 atm, the values of α in question are 1, 3.71, 10, 50, 100, and 1000.  The 
standard deviations for these α values are 1.466 x 10-3, 9.05 x 10-4, 8.5 x 10-4,     1.474 x 10-3, 
1.474 x 10-3, and 4.043 x 10-3 respectively.  It is simple to visualize that if α was 10, convergence 
for the GCMC simulation would be achieved quicker.  By comparison, the error at α = 1000 is 
nearly five times as high.  Since Figure 2 represents 50,000 pass Monte Carlo simulations and 
taking 1/þ50,000 as the base for the minimum error, getting an error result reduced by a factor 
of 5 would require increasing the number of passes by a factor of 25. 
It is important to note that α = 10 had one case where the error in the mass percent 
hydrogen was not the lowest.  At 3.94315 atm, α = 3.71 had an error of 1.85 x 10-3 while the 
error at α = 10 was 3.418 x 10-3.  This error at α = 10 is nearly twice as high as the error at α = 
3.71.  Since this was only one case and the error at α = 10 was consistently lower, then it is 
logical to expect a similar trend of quicker convergence at this value.   
 Figure 3 profiles the comparison between the experimental and simulated values for the 
three target temperatures of 673 K, 698 K, and 723 K for KMgH3 using GCMC.  These 
temperatures were studied by Komiya et al to determine the phase stability of NaMgH3, KMgH3, 
and RbMgH3 [9].  The simulations were performed based not on a single KMgH3 unit cell, but a 
system composed of a 5 x 5 x 5 arrangement of unit cells.  This resulted in a total of 375 
hydrogen atoms, 125 potassium atoms, and 125 magnesium atoms; a total atom count of 625 
atoms.  The length of the simulations was one million Monte Carlo passes. 
The basis of comparison for the simulated KMgH3 values vs. the experimental values for 
KMgH3 is in terms of pressure versus the mass percent hydrogen.  The pressure is scaled 
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logarithmically for the purpose of direct comparison with the pressure-composition-temperature 
(PCT) diagram provided by Komiya et al for KMgH3, with the pressure values reported 
logarithmically.  Unlike the Komiya paper, the pressure results are reported in Figure 3 as 
atmospheres rather than megaPascals.   
Upon further inspection of the Figure 3, it is notable that only a small section of the mass 
percent hydrogen of KMgH3 is shown.  The x-axis depicts mass percent hydrogen from the range 
of about 4% to about 4.6%.  This is due to the fact that experimentally, a decomposition/phase 
separation occurs at lower pressures; the force field does not include this possibility [49].  The 
mass percent hydrogen according to Komiya et al is lowest at pressures between 0.01 and 0.001 
MPa (or approximately between 0.1 atm to 0.01 atm) [9]. The y-axis is logarithmic and depicts 
the system H2 pressure reported in atm. There is still some difficulty in obtaining quantitatively 
correct agreement with the experimental results from Komiya et al, but the data appears to be 
qualitatively correct [9, 49].   
 
Figure 3:  Comparison of experimental and simulated data for KMgH3 at 673 K, 698 K, and 723 




The simulated results are reported as the unfilled circles and the error bars are reported as 
two times the standard deviation.  The experimental numerical data was obtained by digitizing 
published data [9]. The experimental and statistical error values were not available.  It is also 
important to note that the initial configuration of KMgH3 used in the simulation does not account 
for imperfections in the crystal structure or potential imperfections that could arise from 
preparation of hydrogen storage materials.  As mentioned earlier, this was one issue confronted 
by Komiya et al [9]. 
 
Figure 4:  Comparison of all experimental and simulated data for KMgH3 at 673 K, 698 K, and 
723 K at varying pressures. 
 
 A deeper investigation into the dehydrogenation properties of KMgH3 was also 
performed using GCMC simulations.  Previous literature reported pristine KMgH3 desorbs 
hydrogen over 673 K [86, 92].  As such, no dehydrogenation of KMgH3 has ever been reported 
in the literature to occur below 673 K.  Figure 5 shows some dehydrogenation can be predicted 
computationally at temperatures below 673 K.  Some dehydrogenation is observed at 350 K for 1 
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and 10 atm H2 pressure, but it is statistically insignificant.  Long Monte Carlo simulations at this 
temperature displayed only temporary dehydrogenation at 350 K and the system would be fully 
loaded after temporarily losing a hydrogen atom. 
 Also notable in the low-temperature dehydrogenation study shown in Figure 5 is the fact 
that at temperatures lower than 600 K, the amount of dehydrogenation is statistically similar.  
Even though the system lost more hydrogen at lower system H2 pressures, the amount of 
hydrogen lost at a temperature below 600 K was not significantly different for 1 atm, 10 atm, and 
50 atm system H2 pressure.  At 600 K, the amount of dehydrogenation becomes significantly 
different as the system H2 pressure is lowered.  This trend continues as the temperature increases 
and the effect of dropping system H2 pressure on the amount of hydrogen atoms lost becomes 
much more pronounced. 
 
 





 Figure 6 represents the full dehydrogenation profile for KMgH3 for system H2 pressures 1 
atm, 10 atm, and 50 atm and a temperature range of 298 K to 1900 K.  Extreme temperature 
simulations of this sort were performed as an attempt to fully unload hydrogen from the system, 
or at least come close to achieving this feat.  Despite literature searches, the melting point of 
KMgH3 is still unknown, so the point at which to cease all simulations is unknown.  Recall the 
model only allows canonical moves for the metal atoms, but hydrogen atoms have insertion, 
removal, and swap moves also available.  Potassium and magnesium are immiscible, so a 
complete loss of hydrogen would separate into the individual metals.  So as the model is 
constructed, complete decomposition of the material will not occur.   
 
 
Figure 6:  Dehydrogenation of KMgH3 from 298 K to 1900 K at 1 atm, 10 atm, and 50 atm H2 
 All this stated, the model still provides useful information on the dehydrogenation of 
KMgH3.  Unlike the results of Figure 3 and 4, Figures 5 and 6 display a steady reduction in the 
hydrogen content with increases in temperature.  Most interestingly, even at extreme 
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temperatures, hydrogen is still retained by the system.  This suggests that if 
melting/decomposition were avoided, then hydrogen would be retained by the system at extreme 
temperatures. 
The data also shows a maintained trend of hydrogen retention with increased pressure.  
The differences between the amount of hydrogen retained with increases in pressure are more 
significant at 1000 K and above.  Even when going to 2500 K (not shown), hydrogen is still 
retained in the system at 1 atm.  The nature of the model itself may play a role in the ability 
completely unload hydrogen, but sufficient evidence is lacking to confidently make such a claim.  
However, since the force field does not account for phase separation, this could be an interesting 
possibility worth exploring. 
Section 3.3:  Probability Distribution Results 
 Probability distribution plots (derived from a WHAM type analysis) were generated from 
multiple constrained Monte Carlo simulations.  These simulations were performed at constant 
temperature and pressure.  For example, a target temperature and pressure (e.g. 723 K at 1 atm) 
and the next step was to select a target number of hydrogen atoms.  Simulations were constrained 
around these selected target hydrogen atom quantities (see Equation x).  For each selected 
temperature and pressure, a series of eleven constrained simulations were performed for different 
quantities of hydrogen atoms.  Exceptions were made for 800 K at 1 and 50 atm as well as 1700 
K at 50 atm for reasons that will be explained later. 
The hydrogen atom quantities were not randomly chosen, but were based on the average 
number of hydrogen atoms observed in the results for GCMC simulations of that target 
temperature and pressure (see Tables 2, 3, 4, and 5 in the appendix).  The variation in the number 
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of hydrogen atoms was done by multiples of five to obtain a range of a 50 atom difference (e.g. a 
range of 325 to 375 hydrogen atoms for 723 K at 1 atm). 
By performing a series of constrained Monte Carlo simulations for a selected temperature 
and pressure, it was possible to construct a the probability distribution plot.  The probability 
distribution plot represents the probability of having a particular number of hydrogen atoms.  
Ideally, one could examine the presence of the maximum and determine that the maximum 
would correspond to an expected average number of hydrogen atoms at that temperature and 
pressure. 
 
Figure 7:  A probability distribution plot for 650 K at 1 atm H2. 
 
Figure 7 shows a sample probability distribution plot for 650 K at 1 atm H2.  The circles 
represent data points and error is reported to two standard deviations as it was for GCMC.  The 
x-axis reports the hydrogen content as “Fraction H Atom Occupancy,” with a maximum at 1.0 on 
the x-axis.  It is best to read the x-axis similar to how one would read a percent, with 1.0 being 
100% occupied with hydrogen and 0.0 being 0% occupied with hydrogen.  The y-axis reads 
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probability, representing the probability of hydrogen atoms being present.  The plot itself can 
thus be seen as a probability distribution. 
 To interpret the plot, examine the area between 0.94 and 0.99 on the x-axis.  There is a 
probability that hydrogen atoms can exist in the KMgH3 system at this range for a temperature of 
650 K and at a pressure of 1 atm.  The probability is greatest at the maximum.  Beyond that 
range, everything is 0 on the y-axis.  This implies the probability of finding hydrogen at that 
fraction of hydrogen atom occupancy is zero. 
 
Figure 8:  A probability distribution plot for a range of temperatures (600 K to 1900 K) at 1 atm 
H2. 
 
 A glance at the probability distribution plot for 1 atm (Figure 8) reveals a general trend.  
At lower temperatures, the amount of hydrogen retained by the system (fraction H atom 
occupancy) is higher.  This phenomenon should not be unexpected.  The loss of hydrogen by the 
system should occur as the system is heated.  There is also a trend of greater retention of 
hydrogen with increases in pressure (Figures 16 and 22).  One of the trends that appears to begin, 
but then reverses is the decrease in probability of finding hydrogen as the temperature increases.  
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However, what should be observed is the error bars get much larger as the temperature increases.  
Given the variability of the size of the probability distributions as temperature increases, these 
results appear to be tolerable within the error bars. 
 The logic applied to interpreting a single probability distribution for a single temperature 
and pressure also works for multiple probability distributions at a single pressure.  The amount of 
hydrogen retained in the KMgH3 system decreases as temperature increases.  This phenomenon 
is observable in the sense that the curves drift further towards the left as temperature increases, 
approaching a 0.0 fraction of hydrogen atom occupancy.  As previously stated, this should not be 
unexpected.  It is in fact simply intuitive. 
 
Figure 9:  A probability distribution plot for 673 K at 1 atm (red), 10 atm (blue), and 50 atm 
(green) H2. 
 
Another observable trend in the probability distribution data is the decrease in the 
probability as pressure increases for 673 K (Figure 9).  This trend can also be seen for 698 K and 
723 K (Figures 10 and 11).  This is an easily explainable trend.  The more hydrogen is retained 
in the system, the probability of finding hydrogen increases.  It is the release of hydrogen that 
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contributes to decrease in probability, as can be observed in Figures 9, 10, and 11 showing all the 
1 atm, 10 atm, and 50 atm H2 data. 
A lengthy inspection of the previous probability distribution figures should not be 
required to perceive the relatively large size of the error bars.  While this permits some general 
statistical differences in the data, there may be more questions raised than answered by this data.  
In order to minimize the size of error bars, the constrained simulations were performed at a 
minimum of one million Monte Carlo passes.  The amount of error reduced between one and a 
half million and two million passes was statistically insignificant due to the convergence of the 
simulated data towards the averages.  
 











Figure 12:  A probability distribution plot at 1 atm H2 for the temperature range of 600 K to 800 
K. 
 
 Examination of Figures 12 and 13 also reveals the 800 K data for 1 atm H2.  Fourteen 
total constrained simulations were sampled to produce the plot.  It was necessary because 
sampling only eleven constrained simulations yielded an odd double maximum that was 
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unsupported by any other data, but also could not be disregarded as statistical error.  This double 
maximum disappeared at 10 atm and 50 atm H2, only disappearing in the latter after sampling 
twelve constrained runs instead of eleven constrained runs.   
 
Figure 13:  A probability distribution plot at 800 K at 1 atm (red), 10 atm (blue), and 50 atm 
(green). 
 
 The simulations for 800 K at 10 atm and 50 atm H2 reveal the fact that the probability of 
finding a hydrogen atom is independent of pressure (Figure 13).  The size of the error bars does 
permit some degree of statistical leeway for this phenomenon at 800 K.  A reexamination of 
Figure 12 also shows the probability of finding a hydrogen atom is independent of temperature, 
reconfirming what was observed in Figure 8.  However, like in Figure 13, the size of the error 
bars makes it difficult to confirm this phenomenon.   
 Recall that error calculation is a function of dividing by the square root of the number of 
Monte Carlo passes.  The reduction of error by running simulations at one million Monte Carlo 
passes as opposed to only one hundred thousand Monte Carlo passes is far more significant than 
a comparison of one million Monte Carlo passes versus two million Monte Carlo passes.  The 
difference simply isn’t as large. 
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Since probability distribution averages all the constrained runs, simply increasing the 
number of Monte Carlo passes should provide a more accurate average number of hydrogen 
atoms and reduce the error for the constrained runs.  Naturally, this would result in improved 
resolution in the probability distribution data with the additional investment of computational 
time.  However, this process is very expensive in terms of computational time.  To significantly 
impact the error bars after a one million pass run would require a massive investment of time.   
 Complete hydrogen atom unloading is observable with increasing temperature for 1 atm 
H2.  A difference of 500 K is all that is required to lose over 50% hydrogen capacity starting 
from around 900 K and increasing the temperature to 1400 K (Figure 14).  The general trend of 
decreasing probability is within acceptable statistical error, and may be acceptable for 1300 K 
and 1400 K due to the large error bars.  Extreme temperatures above 1400 K result in the near 
unloading of the KMgH3 system (Figure 15).  A simulation revealing a fully unloaded system 
was not performed due to the fact that 1900 K is such an extreme temperature. 
At temperatures greater than 1400 K, the results of the probability distribution plots show 
multiple maxima in some of the curves, though the statistical significance is questionable.  The 
size of the error bars is large and there are also spikes in the probability.  The probability spikes 
are further exaggerated by the size of the error bars.  These observations for extreme 
temperatures can also be made for simulations at 10 atm and 50 atm H2 (Figures 16 and 22).  
This seems to suggest there is no trend in probability, which is a recurring theme as seen in 





Figure 14:  A probability distribution plot at 1 atm H2 for the temperature range of 900 K to 1400 
K. 
   
 










Figure 17:  A probability distribution plot at 10 atm H2 for the temperature range of 600 K to 800 
K. 
 
 A simple examination of the 10 atm H2 data (Figures 16, 17, 18, 19, and 20) indicates the 
possibility of multiple maxima at some temperatures, but once again, error bars could reveal 
these possible minima are simple statistical blips.  What ultimately becomes more obvious at 
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increasing system H2 pressure is the general retention of hydrogen by the system.  As stated 
previously, the impedance of hydrogen release as a function of increasing pressure should not be 
unexpected. 
 The relationship between hydrogen retention and pressure is also easily observed for 50 
atm H2 (Figure 21).  In fact, the pressure is high enough at 50 atm H2 to maintain over 90% 
hydrogen occupancy in the KMgH3 system at 900 K.  The 90% retention threshold is breached at 
temperatures above 800 K for 10 atm H2 and above 750 K for 1 atm H2.  This upward 100 K drift 
holds true for 50% retention of hydrogen as well, with temperatures in excess of 1200 K being 
required to unload 50% of the hydrogen in KMgH3 at 1 atm H2. 
  
 
Figure 18:  A probability distribution plot at 10 atm H2 for the temperature range of 900 K to 
1300 K. 
 
The extreme temperature ranges (1700 K – 1900 K) result in nearly complete unloading 
of all hydrogen in KMgH3 in one million pass Monte Carlo simulations.  However, such 
temperature ranges border on overkill due to the inevitable physical changes that would occur at 
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extreme temperatures.  These issues could be solved by longer GCMC simulation times, which 
could determine if a simulation for a selected temperature and pressure has converged or not.  
However, this is not sufficient if convergence has been achieved as it has in this case. 
A converged simulation should not see a significant change in the quantity of hydrogen 
atoms and have less deviation with longer simulation times (in the case of convergence already 
being achieved).  If the simulation was not converged, then the average number of hydrogen 
atoms would continue to drop. Data from long GCMC simulations indicated convergence (see 
Table 12), so the GCMC data is generally statistically consistent with the probability distribution 
data. 
 




















Figure 23:  A probability distribution plot at 50 atm H2 for the temperature range of 900 K to 
1300 K. 
 
 High H2 pressure simulations (50 atm) yield strong retention of hydrogen in the system 
(Figures 21, 22, 23, 24 and 25).  This change is dramatic at extreme temperatures (>1300 K).  
The probability distribution and GCMC data indicated greater than 60% retention of hydrogen in 
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the system.  This is a nearly 10% increase in retention of hydrogen in relation to 10 atm and a 
30% increase in relation to 1 atm H2.  The probability distribution data for 1400 K at 50 atm H2 
(seen in Figure 24) indicated greater than 50% retention of hydrogen.  Average hydrogen content 
drops to around 40% at 10 atm H2 and less than 30% for 1 atm H2.  Similar resistance also occurs 
for 1500 K, which according to the probability distribution data holds approximately 40% 
occupancy at 50 atm H2, approximately 38% at 10 atm H2, and just over 20% for 1 atm H2. 
 
 
Figure 24:  A probability distribution plot at 50 atm H2 for the temperature range of 1400 K to 
1600 K. 
 
 The probability distribution data for 1600 K at 50 atm suggests average hydrogen 
retention of just over 30%, just around 25% for 10 atm H2, and close to 10% at 1 atm H2.  The 
gaps are more apparent between the average number of hydrogen atoms at 1700 K according to 
the probability distribution plots, though determining what the proper average is from the 
probability distribution data for 1700 K is problematic (Figure 25).  Thirteen constrained 
simulations were required for 1700 K at 50 atm H2 in order to properly visualize the large range.  
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Data from Table 12 indicated the average mass percent was 1.3965, which corresponds to 
approximately 30.7% occupancy.  At least part of the probability distribution data at 1700 K for 
50 atm H2 agrees with the GCMC data.  
That data still suggests retention of between 20% and 30%, though GCMC data suggests 
30.4% retention.  Retention of hydrogen dropped to less than 15% by average for 10 atm H2 and 
less than 10% for 1 atm H2.  This large discrepancy between the averages for 50 atm H2 and 10 
atm H2 for 1700 K would suggest extreme pressures can negate the effects of high temperatures 
in this model. 
 
Figure 25:  A probability distribution plot at 50 atm for the temperature range of 1700 K to 1900 
K. 
 
 The effect of extreme pressure on extreme temperatures is no more apparent than it is for 
the data for 1800 K and 1900 K according to the probability distribution data.  At 50 atm H2, the 
average percent hydrogen retained for 1800 K was found to be between 15% and 20%, while it 
was just less than 15% for 1900 K.  For 10 atm H2, these values were both less than 10%, but 
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greater than 5%.  The average amount of hydrogen retained was less than 5% for both 
temperatures at 10 atm H2. 
 What became apparent upon the examination of the probability distribution data was 
there was general agreement with the GCMC data (Figure 6), i.e. the maximum probability of 
finding a hydrogen atom agreed with the average hydrogen content.  This suggests the 
probability distribution results are in statistically line with the GCMC results.  That observation 
can be made based on the maximum probability of finding hydrogen atoms in the probability 
distribution data.  What can be determined from the mass percent hydrogen data is the GCMC 
simulations did converge due to the small error bars.  Further examination of the raw data can be 
found in the Appendix. 
Section 3.4:  Radial Distribution Function Results 
 
Figure 26:  Hydrogen atom only radial distribution plot for 298 K at 1 atm H2. 
 
 Further questions on the properties of KMgH3 are addressed using the radial distribution 
function to analyze the changes in the structure as hydrogen is lost by the system with changing 
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system H2 pressure and increasing temperature.  This analysis was carried out from temperatures 
of the range of 298 K to 1900 K and at the system H2 pressures 1 atm, 10 atm, and 50 atm.  
Three different types of analysis are reported here in relation to nearest neighbor atom 
interactions with hydrogen:  a hydrogen atom with another hydrogen atom, a hydrogen atom 
with a potassium atom, and a hydrogen atom with a magnesium atom.  Other unreported 
interactions are a potassium atom with it another potassium atom, a magnesium atom with 
another magnesium atom, and a potassium atom with a magnesium atom.  Since the purpose of 
the study was to investigate how the structure changed with losses of hydrogen atoms, only the 
former interactions with hydrogen atoms are reported here since the metal atoms are held 
constant in number. 
 
Figure 27:  Hydrogen and potassium radial distribution plot for 298 K at 1 atm H2. 
 
 Figures 26, 27, and 28 represent the average radial distribution function plots at 298 K for 
1 atm H2.  Each peak for !(- (as shown on the left y-axis) represents shells of nearest neighbor 
atoms while the curve shown on the right y-axis is the integrated result for the number of 
hydrogen atoms.  The difference in whether the integrated result is either 8	njkli 
 1 or 
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8	njkli has to do with the type of distribution examined.  If one can imagine the center being a 
hydrogen atom and the examination of the radial distribution function for the remaining 
hydrogen atoms, then that hydrogen atom is not counted in the integral result.  This is because 
we chose to use a hydrogen atom as a reference point.  So, as a consequence, the same result 
would occur when examining the distribution of potassium atoms with relation to potassium 
atoms or magnesium atoms in relation to magnesium atoms.  The 8	njkli result occurs if we 
consider all the hydrogen atoms in the distribution in relation to a metal atom. 
 
Figure 28:  Hydrogen and magnesium atom radial distribution plot for 298 K at 1 atm H2. 
 
 Starting at 1 atm H2 and 298 K presents a picture of the system completely filled with 
hydrogen and the averaged radial distribution of all the states.  What the latter implies is the 
averaging of every step of the GCMC simulation, or, at the very least, only those GCMC steps 
beyond the point at which the simulation converged.  At 298 K, no such steps were skipped 
because the system is constantly filled with hydrogen at this temperature for the three H2 
pressures considered (1 atm, 10 atm, and 50 atm).  While the nearest neighbor shells in the 
hydrogen atom only distribution are represented by many peaks on the curve, the nearest 
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neighbor shells for hydrogen and metal distributions have less, yet more easily defined peaks.  
When comparing the distributions of potassium with hydrogen and magnesium with hydrogen, 
the !- peaks for potassium with hydrogen are taller. 
 As a general rule, increasing the H2 pressure produces well defined !- peaks that see 
reduced effects of thermal broadening.  However, as seen in Figures 29, 30, and 31, this is 
difficult to analyze at 298 K.  Hydrogen atoms are retained with equal quantities for all three 
pressure values, so the distribution values are also identical as a result as are the integrated 
results.  The effects can be more easily measured as temperature is increased and hydrogen atom 
content is reduced.  For all intents and purposes, dehydrogenation at 350 K was statistically 
insignificant at 1 atm and 10 atm H2 pressure, so like for the radial distribution plots for 50 atm 
H2 at 298 K, the plots for 350 K are located in the Appendix for reference. 
 





Figure 30:  Hydrogen and potassium atom radial distribution plot for 298 K at 10 atm H2. 
 
Figure 31:  Hydrogen and magnesium atom radial distribution plot for 298 K at 10 atm H2. 
 
 At 400 K, dehydrogenation of KMgH3 was statistically significant and the !- plots 
display changes in the peak sizes as a result (see Figures 32 through 40).  At 400 K at 1 atm H2, 
there is more visible noise in the !- peaks due to increased thermal motion.  This trend persists 
as temperature increases, but is reduced by increasing the pressure.  However, it is notable that 
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the !- peaks change in height for the hydrogen and metal distributions.  This is also a trend 
that continues as temperature increases and the peak heights also change for hydrogen only 
distributions at higher temperatures. 
 The purpose of this exercise is to examine the changes in the structure of the KMgH3 
system as hydrogen atoms are lost by the system.  The changes in size of the peaks through 
thermal broadening due to increased motion swallowed some smaller peaks, as can be seen for 
the distribution of potassium and hydrogen at 900 K at 1 atm H2 (Figure 41).  Up until this 
temperature, the second !- peak was visible at 1 atm H2.  Though this peak is visible for 900 
K at 10 atm H2 (Figure 42), this second !- peak is completely consumed by the first !- peak 
once the temperature reaches 1000 K (Figure 43). 
 





Figure 33:  Hydrogen and potassium radial distribution plot for 400 K at 1 atm H2. 
 
 





Figure 35:  Hydrogen atom only radial distribution plot for 400 K at 10 atm H2. 
 
 





Figure 37:  Hydrogen and magnesium atom radial distribution plot for 400 K at 10 atm H2. 
 
 






Figure 39:  Hydrogen and potassium radial distribution plot for 400 K at 50 atm H2. 
 
 





Figure 41:  Hydrogen and potassium atom radial distribution plot for 900 K at 1 atm H2. 
 
 





Figure 43:  Hydrogen and potassium atom radial distribution plot for 1000 K at 10 atm H2. 
 
 





Figure 45:  Hydrogen and magnesium atom radial distribution plot for 1100 K at 10 atm H2. 
 
 





Figure 47:  Hydrogen and magnesium atom radial distribution plot for 1400 K at 1 atm H2. 
 
 





Figure 49:  Hydrogen atom only radial distribution plot for 1900 K at 10 atm H2. 
 
 
Figure 50:  Hydrogen atom only radial distribution plot for 1900 K at 50 atm H2. 
 
There is a similar occurrence with the dissappearnace of the second small !- peak for 
hydrogen and potassium atom distributions at 1100 K.  As seen in Figure 44, this peak has been 
fully consumed by the initial peak at 1 atm H2, while it is only visible as noise in the initial peak 
at 10 atm H2 (Figure 45). Further consumption of the smaller peaks by thermal broadening 
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occurs in the hydrogen and metal distributions.  This becomes more obvious at 1400 K (Figures 
46 and 47). 
 Noise occurs in the !- peaks as temperature increases.  This is due to an increase in the 
thermal motion of the atoms.  This noise becomes so extreme at 1900 K that the !- peaks for 
hydrogen only distributions are very difficult to distinguish at 1 atm H2 (Figure 48).  Only 
increasing the system H2 pressure reduces the amount of noise seen in the !- peaks (Figure 49 
and 50).  Increasing the pressure reveals the most noise occurs at the shortest distances, -, and 
the noise becomes for !- as - gets larger. 
 This trend is however not true if the distributions include metal atoms.  The first !- 
peak for distributions of hydrogen with potassium and hydrogen with magnesium (Figures 51 
and 52 respectively) are mostly noise free compared to hydrogen only distributions at 1 atm H2.  
The noise can be seen in the !- peaks at larger values of -, though the amount of noise caused 
by thermal motion is comparatively minor to hydrogen only distributions.  This is not surprising 
given the nature of the model we employed for KMgH3.  Since only hydrogen atoms were 
allowed extra grand canonical moves (i.e. insertion, removal, and swapping) and metal atoms 
only had basic canonical moves, metal atoms remain constant in this system.  There is thus less 
“motion” associated with the metal atoms and thus less noise is observed. 
 These changes in the structure as evidenced by the !- peaks indicate the impact on the 
loss of hydrogen as temperature increases.  The model does not account for total decomposition 
of the structure and the plots are indicative of this reality.  Even if some !- peaks get 
consumed by thermal broadening, the general shape of the peaks is being maintained.  What is 
observed is noise associated with increased thermal motion in the atoms.  This phenomenon only 
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increases as the quantity of hydrogen atoms is reduced in the system due to increased 
temperature or reduced H2 pressure. 
 
 
Figure 51:  Hydrogen and potassium atom radial distribution plot for 1900 K at 1 atm H2. 
 
 




 The phenomena observed for the atomic interactions can be witnessed for the interactions 
of vacancy and hydrogen interactions in the radial distribution function plots.  Plots also exist for 
vacancy-vacancy interactions, though the !- peaks for those interactions do not exhibit peak 
broadening.  This is expected due to the fact that vacancies are considered immobile components 
of the system and not subjected to Monte Carlo move attempts.  They are simply a consequence 
of the loss of hydrogen atoms. 
The most relevant conclusion to be gathered from the vacancy-vacancy interaction plots 
is the nearest neighbor shell peaks are greatly reduced as temperature increases.  This 
phenomenon can be observed in Figures 53 and 54, which compare the vacancy-vacancy 
interactions of 700 K and 1300 K for the H2 pressure values 1 atm and 50 atm.  The most 
significant change observed is in the first nearest neighbor shell.  The initial peak for 700 K is 
shown to have a value above 500, but this value drops below 200 for 1300 K.   
Figure 53:  A vacancy only radial distribution plot at 1 atm comparing 700 K and 1300 K. 
 Significant change is also observable in the second, third, fourth, and fifth nearest 
neighbor shells at 1 atm.  The third nearest neighbor shell shows a decline in the !-  value by 
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over 100.  For 50 atm, more significant change in the !-  value at the second and fifth nearest 
neighbor shell peaks is observed. 
 
Figure 54:  A vacancy only radial distribution plot at 50 atm comparing 700 K and 1300 K. 
 The observed changes in the !- values coincides with the increase in the total number 
of vacancies in KMgH3.  This relationship implies that as more hydrogen atoms are lost by the 
system with increasing temperature, the height of the nearest neighbor shell peaks in the vacancy 
only plots decreases more significantly in the first five nearest neighbor shells.  This decline 
becomes less significant as r becomes very large. 
 For the interactions of vacancies with hydrogen atoms, the observed trend is one of 
increasing disorder as temperature increases and pressure decreases.  This is no different than the 
observed trend in the atomic interactions.  Structurally, the vacancy and hydrogen radial 
distribution plots share similarity to the hydrogen only radial distribution plots with more nearest 
neighbor shells.  However, the thermal broadening is not as severe due to the fact the vacancies 
are considered immobile in the system. 
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 Figure 55:  A vacancy and hydrogen radial distribution plot for 900 K at 1 atm and 50 atm. 
 Figure 56:  A vacancy and hydrogen radial distribution plot for 1600 K at 1 atm and 50 atm. 
 This trend is shown in Figures 55 and 56.  At 900 K, the change in the broadening is less 
significant as the pressure is reduced from 50 atm to 1 atm.  The broadening is far more 
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significant at 1600 K for the same conditions.  As with the atomic interaction plots, the amount 
of thermal broadening observed is increased if more hydrogen is lost by the system with changes 
in temperature or pressure.  At higher temperatures, the amount of hydrogen lost with the 
reduction of pressure is predictably greater than at lower temperatures.  This is consistent with all 
data. 
Section 3.5:  Structural Data Analysis 
 Visualization of the structural data is, like for the application of the radial distribution 
function, represented as the average of all the Monte Carlo moves in the system.  The basis for 
understanding this to refer to Equations 261 through 266 for the atomic coordinates and 
Equations 267 through 272 for the vacancy coordinates (see Section 2.8).  What the visual data 
can explain is where, on average, hydrogen atoms are lost and vacancies appear over the course 
of the simulation.   The visualization of the average structure can provide some basis of 
understanding this process by examining the average of all configurations.   
 An examination of Figures 57 and 58 reveal a consistent trend for the average structure of 
KMgH3 over the course of the simulation.  Figures 57 and 58 are an analysis of the average 
structure at 700 K for 1 atm and 50 atm respectively.  As expected, more vacancies are visible at 
the lower H2 pressure value due to the fact that more hydrogen is retained at higher pressures.  
What can be interpreted from the data is, on average, hydrogen atoms are lost from general 
regions.  This allows for a predictable pattern on the averaged system when it comes to where the 





Figure 57:  Average KMgH3 structure at 700 K for 1 atm (Light purple = K, Green = Mg, White 
= H, Dark purple = vacancy) 
 
 
Figure 58:  Average KMgH3 structure at 700 K for 50 atm (Light purple = K, Green = Mg, White 
= H, Dark purple = vacancy) 
 Figures 59 and 60 are used to compare the amount of vacancies appearing at 1100 K for 1 
atm and 50 atm.  As expected, there are more vacancies seen for 1100 K than at 700 K.  The 
common vacancy locations for 1100 K appear to be occurring near the center of the structure.  It 
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is important to note that the vacancies are not occurring at the exact same location in the 
structure, but these vacancies appear to be in similar locations. 
 
Figure 59:  Average KMgH3 structure at 1100 K for 1 atm (Light purple = K, Green = Mg, White 
= H, Dark purple = vacancy) 
 
Figure 60:  Average KMgH3 structure at 1100 K for 50 atm (Light purple = K, Green = Mg, 





CHAPTER 4:  CONCLUSION 
 The results of the KMgH3 study were mostly intuitive.  As one would expect in the 
GCMC studies, less hydrogen was retained by the system as it was heated.  Also, higher 
pressures forced greater retention of hydrogen.  These results lined up with experimental studies 
on KMgH3, which showed at 723 K to have less hydrogen in the system than KMgH3 at 673 K, 
and the stability of KMgH3 improves in higher pressure environments [9, 86].  A trend of general 
agreement of the simulated results with the experimental results was shown to exist. 
The pertinent question to answer is whether or not such materials would be sufficiently 
practical for general use.  Even when considering KMgH3 does not meet the volumetric capacity 
target set by the United States Department of Energy, KMgH3 as a base material appears to be 
too thermodynamically stable based on the WHAM calculations and !- plots to be practically 
useful as a hydrogen storage material.  However, these conclusions are drawn from the 
limitations of our model and further research is needed to definitively state this. 
However, there is enough evidence to say that if KMgH3 were used as a base material for 
hydrogen storage, certain conditions would have to be met.  According to the literature, high 
pressures retard the release of hydrogen [9, 86].  Figure 3, based on the data from Komiya et al, 
shows that less hydrogen is retained as the pressure drops [9].  This is consistent with the 
GCMC, the probability distributions, and the radial distribution function data.   
Further, we’ve demonstrated the occurrence of dehydrogenation of pristine KMgH3 at 
below 673 K.  The existence of lower temperature dehydrogenation as confirmed through 
GCMC, WHAM, and !- is new information never reported in the scientific literature.  This is 
most significant for 600 K since dehydrogenation becomes increasing statistically insignificant 
 95 
 
as the temperature continues to decrease below 600 K.  Using this knowledge, experimentalists 
could further grow their understanding on the stability of KMgH3 at temperatures below 673 K. 
 The probability results were in statistical agreement with the GCMC data.  The 
probability of finding hydrogen atoms was not a consistent trend of the system, i.e. the 
probability might be lower at a lower temperature than at a higher temperature.  Error calculation 
in the WHAM algorithm produced large error bars, which necessitated the long simulation times 
for the constrained runs. 
The results for extreme temperatures are questionable in the sense that a physical change 
(melting) in KMgH3 likely would have occurred.  However, without any experimental data on 
melting point of KMgH3, it cannot be said where the phase transition would occur.  Knowledge 
this property would aid in improving the overall sampling algorithm for GCMC.  Because the 
GCMC data indicated the presence of hydrogen (albeit in relatively small quantities) in the 
KMgH3 system at extreme temperatures, the probability distribution and radial distribution 
function results reflected this input.  
 However, the GCMC results are encouraging overall.  The potential function is sufficient 
enough to achieve agreement with experimental data.  This approach leads to an increase in the 
understanding of adding and unloading materials through Monte Carlo simulations.  By sampling 
at the lattice points, the algorithm has increased the probability of adding atoms.  This is 
certainly promising due to the difficulty of particle addition in solids in Monte Carlo algorithms. 
 The averaged structural data provided insight into where, on average, hydrogen atoms are 
lost in the bulk KMgH3 system at certain temperatures.  While a consistent trend across all 
temperatures as far as the averaged location cannot be determined, there is relevance when 
examining this process at a certain temperature to compare at different H2 pressure values.  The 
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vacancy locations in the structure appear to be arising in the same general location rather than in 
the exact same position when comparing different pressure values for a certain temperature. 
 Future work will be needed to address further challenges presented by this project.  
Matching experimental agreement with low pressures is one logical step because Komiya et al 
were able to show experimentally that less hydrogen remains in KMgH3 at low pressures [9].  
The algorithm itself is on the right track and the same approach can be applied to other similar 
hydrogen storage materials.  Studying other hydrogen storage materials through Monte Carlo 
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APPENDIX: SUPPLMENTAL TABLES AND FIGURES 
Table 4:  Parameters for two body functions.  Energies and distances are in eV and Å 
respectively (M = K or Mg). 
Parameter Èî Èìï  
-  0.76239502020180038855D+00 0.41637513427995176407D+00 
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Table 5: Parameters of the electron density functions, Åì, Åì, and Å(M = K or Mg).  
Energies and distances are in eV and Å. 
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Table 6:  Constants used in calculating the electron density functions.  Energies are reported in 
eV. 
Constant Value   0.15370036754757156194D-01   0.26788304820656652638D-01   0.45606939753549721739D-01 
ü  0.39601239904388962909D+00 
ü  0.47444797267764782234D+01 
ü  0.58930802173910346031D+00 
üÞ  0.53974810244981252794D+01 
üÃ  0.00000000000000000000D+00 
üÞ  0.28046504321508152202D+01 







































































































Table 7:  Fixed numbers used in the pseudo-random number generator for Monte Carlo moves 
Random Number Assignment Value 
-1  909876543 
-2  509585765 
-3  100022235 
-4  686453213 
-5  209897975 
-6  874465351 
-7  387654353 
-8  111238635 
-9  707070707 
-10  309477653 
-11  102030499 
-12  399875771 
-13  246565773 
-14  867553101 
-15  432197875 
 
Table 8:  Grand Canonical Monte Carlo Data for KMgH3 at 673 K. 
Pressure 
(atm) 
# MC passes Mass % 
Hydrogen 
Error Avg. # H 
Atoms 
Error 
0.100469 500,000 4.1949 0.02280 345.590 1.878 
0.5549 500,000 4.3434 0.02337 357.827 1.925 
3.94315 500,000 4.3700 0.00737 360.017 0.607 
10.6 500,000 4.4469 0.01058 366.353 0.871 
13.1608 1,000,000 4.4577 0.02059 367.236 1.696 





















Table 9:  Grand Canonical Monte Carlo Data for KMgH3 at 698 K. 
Pressure 
(atm) 
# MC passes Mass % 
Hydrogen 
Error Avg. # H 
Atoms 
Error 
0.525833 500,000 4.1398 0.04440 341.049 3.658 
0.824476 1,000,000 4.2812 0.01573 352.701 1.296 
1.75505 500,000 4.3090 0.02682 354.991 2.210 
3.60395 500,000 4.3700 0.01224 360.017 1.009 
6.76427 1,500,000 4.4081 0.00971 363.157 0.800 
9.86923 500,000 4.4014 0.01191 362.601 0.981 
13.3998 1,000,000 4.3898 0.01638 361.646 1.350 
28.0162 2,500,000 4.4787 0.00633 368.974 0.521 
31 1,500,000 4.4714 0.00896 368.365 0.738 
33.5377 1,500,000 4.4373 0.01587 365.560 1.307 
36 1,500,000 4.4741 0.02348 368.589 1.935 
40 2,000,000 4.4679 0.01293 368.081 1.065 
 
Table 10:  Grand Canonical Monte Carlo Data for KMgH3 at 723 K. 
Pressure 
(atm) 
# MC passes Mass % 
Hydrogen 
Error Avg. # H 
Atoms 
Error 
0.455366 500,000 4.1864 0.01420 344.892 1.170 
1.07979 500,000 4.2271 0.03454 348.244 2.846 
3.5 1,000,000 4.3019 0.02955 354.407 2.434 
6.64367 1,000,000 4.3618 0.01926 359.343 1.587 
8.54636 500,000 4.3678 0.01382 359.833 1.139 
10.994 1,000,000 4.3728 0.01572 360.245 1.295 
13.3998 1,000,000 4.4087 0.01171 363.202 0.965 




Table 11:  Grand Canonical Monte Carlo Data for KMgH3 for 298 K – 723 K 












298 1 100,000 4.55189 0 375 0 
10 100,000 4.55189 0 375 0 
50 100,000 4.55189 0 375 0 
350 1 100,000 4.5515 0.00040 374.972 0.033 
10 100,000 4.5516 0.00042 374.979 0.034 
50 100,000 4.55189 0 375 0 
400 1 100,000 4.5421 0.00386 374.193 0.318 
10 100,000 4.5498 0.00316 374.831 0.261 
50 100,000 4.5510 0.00142 374.928 0.117 
473 1 100,000 4.5380 0.00489 373.858 0.402 
10 100,000 4.5391 0.00432 373.947 0.356 
50 100,000 4.5499 0.00365 374.832 0.301 
500 1 100,000 4.5361 0.00923 373.703 0.760 
10 100,000 4.5413 0.00553 374.127 0.939 
50 100,000 4.5429 0.00312 374.260 0.257 
550 1 100,000 4.5195 0.01650 372.329 1.359 
10 100,000 4.5289 0.00713 373.109 0.587 
50 100,000 4.5414 0.00416 374.137 0.342 
600 1 100,000 4.4730 0.00914 368.504 0.753 
10 100,000 4.4805 0.01943 369.120 1.601 
50 100,000 4.5330 0.00454 373.440 0.374 
650 1 100,000 4.4021 0.01448 362.663 1.193 
10 100,000 4.4768 0.01914 368.812 1.577 
50 100,000 4.5191 0.00854 372.301 0.703 
673 1 500,000 4.3081 0.01652 354.916 1.361 
10 500,000 4.4372 0.01305 365.554 1.075 
50 500,000 4.5025 0.00733 370.928 1.612 
698 1 500,000 4.2357 0.02374 348.949 1.956 
10 500,000 4.4150 0.05824 363.720 4.798 
50 500,000 4.4583 0.01787 367.289 1.472 
723 1 500,000 4.2567 0.01790 350.683 1.474 
10 500,000 4.3848 0.01716 361.237 1.414 












Table 12:  Grand Canonical Monte Carlo Data for KMgH3 from 800 K – 1900 K. 






Error Avg. # H 
Atoms 
Error 
800 1 500,000 4.0102 0.02643 330.372 2.178 
10 500,000 4.2321 0.01073 348.655 0.884 
50 500,000 4.2331 0.01293 348.738 1.065 
900 1 500,000 3.6196 0.02764 298.194 2.277 
10 500,000 3.9385 0.04864 324.467 4.007 
50 500,000 4.0949 0.02389 337.348 1.968 
1000 1 500,000 3.1529 0.01316 259.750 1.084 
10 500,000 3.5909 0.03476 295.828 2.864 
50 500,000 3.8473 0.03128 316.959 2.577 
1100 1 500,000 2.7529 0.02563 226.791 2.112 
10 500,000 3.1827 0.03463 262.203 2.853 
50 500,000 3.5205 0.02521 290.030 2.077 
1200 1 500,000 2.3746 0.01791 195.632 1.475 
10 500,000 2.7844 0.03928 229.384 3.236 
50 500,000 3.1624 0.03119 260.531 2.569 
1300 1 500,000 1.9598 0.02265 161.454 1.867 
10 500,000 2.4482 0.02781 201.694 2.291 
50 500,000 2.8069 0.01797 231.240 1.481 
1400 1 500,000 1.4701 0.04463 121.108 3.676 
10 500,000 2.0714 0.05612 170.652 4.623 
50 500,000 2.4559 0.02661 202.327 2.193 
1500 1 500,000 1.0541 0.07592 86.846 6.254 
10 500,000 1.7028 0.04453 140.283 3.669 
50 500,000 2.1232 0.02637 174.914 2.172 
1600 1 500,000 0.6155 0.03460 50.708 2.851 
10 500,000 1.2626 0.02972 104.017 2.448 
50 500,000 1.7701 0.03330 145.828 2.744 
1700 1 500,000 0.3985 0.05169 32.830 4.259 
10 500,000 0.9131 0.03026 75.227 2.493 
50 500,000 1.3786 0.02257 113.570 1.859 
1800 1 500,000 0.2202 0.01712 18.142 1.411 
10 500,000 0.6277 0.07488 51.713 6.169 
50 500,000 1.0759 0.08289 88.637 6.828 
1900 1 500,000 0.1020 0.01325 8.401 1.091 
10 500,000 0.3944 0.02117 32.493 1.744 





Table 13:  Grand Canonical data for varied α at 673 K. 
Pressure (atm) α 
1 3.71 10 50 100 1000 
1.00469 
x 10-1 
MPH 3.8985 3.8916 3.8947 3.9176 3.8819 3.9157 
Error 0.011179 0.009347 0.006684 0.010319 0.011215 0.025648 
5.549   
x 10-1 
MPH 4.2178 4.2294 4.2384 4.2434 4.2113 4.2494 
Error 0.005787 0.004165 0.003641 0.009067 0.007434 0.006442 
1.33195 MPH 4.329 4.3324 4.3402 4.34 4.3334 4.335 
Error 0.008068 0.005297 0.003397 0.004774 0.003548 0.007677 
3.94315 MPH 4.4181 4.4255 4.421 4.4215 4.4199 4.4398 
Error 0.004688 0.00185 0.003418 0.00216 0.002011 0.00908 
10.6 MPH 4.4626 4.4704 4.4711 4.4714 4.4734 4.482 
Error 0.002488 0.001812 0.001436 0.001789 0.001712 0.003628 
13.1608 MPH 4.4703 4.479 4.48 4.4801 4.4785 4.4724 
Error 0.002092 0.001379 0.001116 0.001747 0.002004 0.00644 
23.4036 MPH 4.4943 4.499 4.4963 4.4949 4.4957 4.4955 
Error 0.002003 0.001513 0.000889 0.00149 0.001691 0.002654 
43.1425 MPH 4.5103 4.511 4.5111 4.5108 4.5132 4.5167 
Error 0.001466 0.000905 0.00085 0.001474 0.001474 0.004043 
48.06 MPH 4.5134 4.5123 4.5123 4.5142 4.5108 4.514 



























Figure 66:  Hydrogen and magnesium atom radial distribution plot for 350 K at 1 atm H2 
 
 














Figure 70:  Hydrogen atom only radial distribution plot for 350 K at 50 atm H2 
 
 





Figure 72:  Hydrogen and magnesium atom radial distribution plot for 350 K at 50 atm H2 
 
 





Figure 74:  Hydrogen and potassium atom radial distribution plot for 473 K at 1 atm H2 
 
 





Figure 76:  Hydrogen atom only radial distribution plot for 473 K at 10 atm H2 
 
 





Figure 78:  Hydrogen and magnesium atom radial distribution plot for 473 K at 10 atm H2 
 
 





Figure 80:  Hydrogen and potassium atom radial distribution plot for 473 K at 50 atm H2 
 
 





Figure 82:  Hydrogen atom only radial distribution plot for 500 K at 1 atm H2 
 
 





Figure 84:  Hydrogen and magnesium atom radial distribution plot for 500 K at 1 atm H2 
 
 





Figure 86:  Hydrogen and potassium atom radial distribution plot for 500 K at 10 atm H2 
 
 





Figure 88:  Hydrogen atom only radial distribution plot for 500 K at 50 atm H2 
 
 















Figure 92:  Hydrogen and potassium atom radial distribution plot for 600 K at 1 atm H2 
 
 





Figure 94:  Hydrogen atom only radial distribution plot for 600 K at 10 atm H2 
 
 





Figure 96:  Hydrogen and magnesium atom radial distribution plot for 600 K at 10 atm H2 
 
 





Figure 98:  Hydrogen and potassium atom radial distribution plot for 600 K at 50 atm H2 
 
 





Figure 100:  Hydrogen atom only radial distribution plot for 650 K at 1 atm H2 
 
 





Figure 102:  Hydrogen and magnesium atom radial distribution plot for 650 K at 1 atm H2 
 
 





Figure 104:  Hydrogen and potassium atom radial distribution plot for 650 K at 10 atm H2 
 
 





Figure 106:  Hydrogen atom only radial distribution plot for 650 K at 50 atm H2 
 
 





Figure 108:  Hydrogen and magnesium atom radial distribution plot for 650 K at 50 atm H2 
 
 





Figure 110:  Hydrogen and potassium atom radial distribution plot for 673 K at 1 atm H2 
 
 





Figure 112:  Hydrogen atom only radial distribution plot for 673 K at 10 atm H2 
 
 





Figure 114:  Hydrogen and magnesium atom radial distribution plot for 673 K at 10 atm H2 
 
 





Figure 116:  Hydrogen and potassium atom radial distribution plot for 673 K at 50 atm H2 
 
 





Figure 118:  Hydrogen atom only radial distribution plot for 698 K at 1 atm H2 
 
 





Figure 120:  Hydrogen and magnesium atom radial distribution plot for 698 K at 1 atm H2 
 
 





Figure 122:  Hydrogen and potassium atom radial distribution plot for 698 K at 10 atm H2 
 
 





Figure 124:  Hydrogen atom only radial distribution plot for 698 K at 50 atm H2 
 
 





Figure 126:  Hydrogen and magnesium atom radial distribution plot for 698 K at 50 atm H2 
 
 





Figure 128:  Hydrogen and potassium atom radial distribution plot for 723 K at 1 atm H2 
 
 





Figure 130:  Hydrogen atom only radial distribution plot for 723 K at 10 atm H2 
 
 





Figure 132:  Hydrogen and magnesium atom radial distribution plot for 723 K at 10 atm H2 
 
 





Figure 134:  Hydrogen and potassium atom radial distribution plot for 723 K at 50 atm H2 
 
 





Figure 136:  Hydrogen atom only radial distribution plot for 800 K at 1 atm H2 
 
 





Figure 138:  Hydrogen and magnesium atom radial distribution plot for 800 K at 1 atm H2 
 
 





Figure 140:  Hydrogen and potassium atom radial distribution plot for 800 K at 10 atm H2 
 
 





Figure 142:  Hydrogen atom only radial distribution plot for 800 K at 50 atm H2 
 
 





Figure 144:  Hydrogen and magnesium atom radial distribution plot for 800 K at 50 atm H2 
 
 





Figure 146:  Hydrogen and magnesium atom radial distribution plot for 900 K at 1 atm H2 
 
 





Figure 148:  Hydrogen and magnesium atom radial distribution plot for 900 K at 10 atm H2 
 
 





Figure 150:  Hydrogen and potassium atom radial distribution plot for 900 K at 50 atm H2 
 
 





Figure 152:  Hydrogen atom only radial distribution plot for 1000 K at 1 atm H2 
 
 





Figure 154:  Hydrogen and magnesium atom radial distribution plot for 1000 K at 1 atm H2 
 
 





Figure 156:  Hydrogen and magnesium atom radial distribution plot for 1000 K at 10 atm H2 
 
 





Figure 158:  Hydrogen and potassium atom radial distribution plot for 1000 K at 50 atm H2 
 
 





Figure 160:  Hydrogen atom only radial distribution plot for 1100 K at 1 atm H2 
 
 





Figure 162:  Hydrogen atom only radial distribution plot for 1100 K at 10 atm H2 
 
 





Figure 164:  Hydrogen atom only radial distribution plot for 1100 K at 50 atm H2 
 
 





Figure 166:  Hydrogen and magnesium atom radial distribution plot for 1100 K at 50 atm H2 
 
 





Figure 168:  Hydrogen and potassium atom radial distribution plot for 1200 K at 1 atm H2 
 
 





Figure 170:  Hydrogen atom only radial distribution plot for 1200 K at 10 atm H2 
 
 





Figure 172:  Hydrogen and magnesium atom radial distribution plot for 1200 K at 10 atm H2 
 
 





Figure 174:  Hydrogen and potassium atom radial distribution plot for 1200 K at 50 atm H2 
 
 





Figure 176:  Hydrogen atom only radial distribution plot for 1300 K at 1 atm H2 
 
 





Figure 178:  Hydrogen and magnesium atom radial distribution plot for 1300 K at 1 atm H2 
 
 





Figure 180:  Hydrogen and potassium atom radial distribution plot for 1300 K at 10 atm H2 
 
 





Figure 182:  Hydrogen atom only radial distribution plot for 1300 K at 50 atm H2 
 
 





Figure 184:  Hydrogen and magnesium atom radial distribution plot for 1300 K at 50 atm H2 
 
 





Figure 186:  Hydrogen atom only radial distribution plot for 1400 K at 10 atm H2 
 
 





Figure 188:  Hydrogen and magnesium atom radial distribution plot for 1400 K at 10 atm H2 
 
 





Figure 190:  Hydrogen and potassium atom radial distribution plot for 1400 K at 50 atm H2 
 
 





Figure 192:  Hydrogen atom only radial distribution plot for 1500 K at 1 atm H2 
 
 





Figure 194:  Hydrogen and magnesium atom radial distribution plot for 1500 K at 1 atm H2 
 
 





Figure 196:  Hydrogen and potassium atom radial distribution plot for 1500 K at 10 atm H2 
 
 





Figure 198:  Hydrogen atom only radial distribution plot for 1500 K at 50 atm H2 
 
 





Figure 200:  Hydrogen and magnesium atom radial distribution plot for 1500 K at 50 atm H2 
 
 





Figure 202:  Hydrogen and potassium atom radial distribution plot for 1600 K at 1 atm H2 
 
 





Figure 204:  Hydrogen atom only radial distribution plot for 1600 K at 10 atm H2 
 
 





Figure 206:  Hydrogen and magnesium atom radial distribution plot for 1600 K at 10 atm H2 
 
 





Figure 208:  Hydrogen and potassium atom radial distribution plot for 1600 K at 50 atm H2 
 
 





Figure 210:  Hydrogen atom only radial distribution plot for 1700 K at 1 atm H2 
 
 





Figure 212:  Hydrogen and magnesium atom radial distribution plot for 1700 K at 1 atm H2 
 
 





Figure 214:  Hydrogen and potassium atom radial distribution plot for 1700 K at 10 atm H2 
 
 





Figure 216:  Hydrogen atom only radial distribution plot for 1700 K at 50 atm H2 
 
 





Figure 218:  Hydrogen and magnesium atom radial distribution plot for 1700 K at 50 atm H2 
 
 





Figure 220:  Hydrogen and potassium atom radial distribution plot for 1800 K at 1 atm H2 
 
 





Figure 222:  Hydrogen atom only radial distribution plot for 1800 K at 10 atm H2 
 
 





Figure 224:  Hydrogen and magnesium atom radial distribution plot for 1800 K at 10 atm H2 
 
 





Figure 226:  Hydrogen and potassium atom radial distribution plot for 1800 K at 50 atm H2 
 
 





Figure 228:  Hydrogen and potassium atom radial distribution plot for 1900 K at 10 atm H2 
 
 





Figure 230:  Hydrogen and potassium atom radial distribution plot for 1900 K at 50 atm H2 
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