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Let Ks(R) be the generalized matrix ring over a ring R with mul-
tiplier s. For a general local ring R and a central element s in the
Jacobson radical of R, necessary and sufficient conditions are ob-
tained for Ks(R) to be a strongly clean ring. For a commutative local
ring R and an arbitrary element s in R, criteria are obtained for a sin-
gle element of Ks(R) to be strongly clean and, respectively, for the
ring Ks(R) to be strongly clean. Specializing to s = 1 yields some
known results. New families of strongly clean rings are presented.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Rings are associative rings with identity. The Jacobson radical, the center and the group of units of a
ring R are denoted by J(R), C(R) andU(R) respectively. An element a of a ring R is called strongly clean if
a = e+u and eu = uewhere e2 = e ∈ R and u ∈ U(R), and the ring R is called strongly clean if each of
its elements is strongly clean. This notionwas introduced by Nicholson [10] as a natural generalization
of strongly π-regular rings. Here a ring R is called strongly π-regular if the chain aR ⊇ a2R ⊇ · · ·
terminates for all a ∈ R. Strongly clean rings also include local rings. There are many other examples
of strongly clean rings that are neither local nor strongly π-regular (see, e.g., [1–5,14]).
Oneof themainproblems concerning strongly clean rings is to characterize the ringsR forwhich the
matrix ringMn(R) is strongly clean. This problem has been addressed in several publications mainly
for local rings (see, e.g., [2–4,9,10,13,14]). Two definite answers can be mentioned: in [2], Borooah et
al. completely characterized the commutative local rings R for which the n × n matrix ringMn(R)
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is strongly clean; in [14], Yang and Zhou completely characterized the general local rings R for which
M2(R) is strongly clean. In this paper, we are motivated to investigate the strong cleanness of the
generalized matrix rings over a local ring.
Given a ring R and an element s ∈ C(R), the 4-tuple
⎛
⎝R R
R R
⎞
⎠ becomes a ring with addition defined
componentwise and with multiplication defined by
⎛
⎝a1 x1
y1 b1
⎞
⎠
⎛
⎝a2 x2
y2 b2
⎞
⎠ =
⎛
⎝a1a2 + sx1y2 a1x2 + x1b2
y1a2 + b1y2 sy1x2 + b1b2
⎞
⎠ .
This ring is denoted by Ks(R). The element s is called the multiplier of Ks(R) (see [6, p. 260]). The ring
Ks(R) can be viewed as a special kind of Morita context. A Morita context is a 4-tuple
⎛
⎝A M
N B
⎞
⎠, where
A, B are rings, AMB and BNA arebimodules, and there exist context productsM×N → A andN×M → B
written multiplicatively as (w, z) → wz and (z,w) → zw, such that
⎛
⎝A M
N B
⎞
⎠ is an associative ring
with the obvious matrix operations. A Morita context
⎛
⎝A M
N B
⎞
⎠ with A = B = M = N = R is called a
generalized matrix ring over R. It was observed by Krylov [6] that the generalized matrix rings over R
are precisely these rings Ks(R) with s ∈ C(R). When s = 1, K1(R) is just the matrix ringM2(R), but
Ks(R) canbe significantly different fromM2(R). In fact, for a local ringR and s ∈ C(R),Ks(R) ∼= K1(R) iff
s ∈ U(R) (see [6, Lemma3andCorollary2] and [12,Corollary4.10]). The reason for conducting thiswork
is simple: many new families of strongly clean rings can be constructed through Ks(R). For example,
we will present: local rings R for which both K1(R) and Ks(R) are strongly clean but K1(R) ∼= Ks(R),
and local rings R for which K1(R) is not strongly clean but Ks(R) is strongly clean for many elements
s ∈ C(R). In Section 2, necessary and sufficient conditions are obtained for Ks(R) to be strongly clean
where R is a general local ring and s is a central element in J(R), and, as a consequence, a criterion is
obtained for Ks(R) to be strongly clean where R is a skew power series ring of a weakly bleached local
ring. In Section 3, for a commutative local ring R, criteria are obtained for a single element of Ks(R) to
be strongly clean, and this yields the main results of [9,3] by specializing to s = 1. Furthermore, a few
more necessary and sufficient conditions are obtained for Ks(R) (where s ∈ J(R)) to be strongly clean,
and more examples of strongly clean generalized matrix rings are given. In particular, it is proved that
Ks(R) is strongly clean for any nilpotent element s.
For elements a, b in a ring R, we say that a is equivalent to b if there exist u, v ∈ U(R) such that
b = uav; we use the notation a ∼ b to mean that a is similar to b, i.e., b = u−1au for some u ∈ U(R).
In the discussion of strong cleanness of matrix rings in [2,14], Nicholson’s decomposition of a module
which verifies a strongly clean endomorphism (see [10, Theorem 3]) plays a key role. But this method
is not applicable to generalized matrix rings. Our treatment relies on an idea of Song and Guo [11] in
their proof of the result that an idempotent matrix equivalent to a diagonal matrix is indeed similar
to a diagonal matrix, and some proofs given here involve matrix-theoretic arguments.
WewriteZ for the ring of integers andQ for the field of rational numbers. The polynomial ring over
a ring R in the indeterminate t is denoted by R[t]. For an endomorphism σ of a ring Rwith σ(1) = 1,
let R[[x, σ ]] denote the ring of left skew power series over R. Thus, elements of R[[x, σ ]] are power
series in x with coefficients in Rwritten on the left, subject to the relation xr = σ(r)x for all r ∈ R.
2. Generalized matrix rings over a general local ring
Criteria were obtained in [14] for the matrix ringM2(R) over a local ring R to be strongly clean. In
this section, for a local ring R with s ∈ J(R) ∩ C(R) we obtain necessary and sufficient conditions for
Ks(R) to be strongly clean.
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Lemma 1. Let R be a ring and let s ∈ C(R). Then
⎛
⎝a x
y b
⎞
⎠ →
⎛
⎝b y
x a
⎞
⎠ is an automorphism of Ks(R).
Proof. It is straightforward. 
The following fundamental fact on Ks(R) is due to Krylov and Tuganbaev [7].
Lemma 2 [7]. Let R be a ring with s ∈ C(R) and let J = J(R). Then:
(1) J(Ks(R)) =
⎛
⎝ J (s : J)
(s : J) J
⎞
⎠, where (s : J) = {r ∈ R : rs ∈ J}.
(2) If R is a local ring with s ∈ J, then J(Ks(R)) =
⎛
⎝ J R
R J
⎞
⎠ and, moreover,
⎛
⎝a x
y b
⎞
⎠ ∈ U(Ks(R)) iff
a, b ∈ U(R).
In [11, Corollary 5], Song and Guo proved a remarkable result that an idempotent matrix over a
ring which is equivalent to a diagonal matrix is similar to a diagonal matrix. The next lemma can be
proved by the same arguments of Song and Guo. For convenience, an element
⎛
⎝a 0
0 b
⎞
⎠ ∈ Ks(R) is called
a diagonal matrix of Ks(R).
Lemma 3. Let A2 = A ∈ Ks(R). If A is equivalent to a diagonal matrix in Ks(R), then A is similar to a
diagonal matrix in Ks(R).
A unit a of a ring R is strongly clean because a = 0+ a. If 1− a is a unit of R, then a is also strongly
clean because a = 1+ (a− 1). An element a of R is called a trivial strongly clean element if a ∈ U(R)
or 1 − a ∈ U(R); the other strongly clean elements are called non-trivial strongly clean elements.
Lemma 4. Let R be a local ring and s ∈ C(R). Then A ∈ Ks(R) is a strongly clean element if and only if
either A ∈ U(Ks(R)) or 1 − A ∈ U(Ks(R)) or A ∼
⎛
⎝a 0
0 b
⎞
⎠ where a, b ∈ R.
Proof. (⇐). It suffices to show that B :=
⎛
⎝a 0
0 b
⎞
⎠ is a strongly clean element of Ks(R). Since a local
ring is strongly clean, we can assume that a = e1 + u1 and b = e2 + u2 where e2i = ei, ui ∈ U(R) and
eiui = uiei for i = 1, 2. Then B =
⎛
⎝e1 0
0 e2
⎞
⎠+
⎛
⎝u1 0
0 u2
⎞
⎠ is strongly clean in Ks(R).
(⇒). Let A = E+U, where E2 = E ∈ Ks(R),U ∈ U(Ks(R)) and EU = UE. We can assume that E is a
non-trivial idempotent of Ks(R). So E /∈ J(Ks(R)). Write E =
⎛
⎝c x
y d
⎞
⎠. We next show that E is equivalent
to a diagonal matrix.
If c /∈ J(R), then c ∈ U(R) and
⎛
⎝ 1 0
−yc−1 1
⎞
⎠
⎛
⎝c x
y d
⎞
⎠
⎛
⎝c
−1 −c−1x
0 1
⎞
⎠ =
⎛
⎝1 0
0 d − syc−1x
⎞
⎠. So E is
equivalent to a diagonal matrix. If d /∈ J(R), then it is similar to see that E is equivalent to a diagonal
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matrix. So we can assume that c ∈ J(R) and d ∈ J(R). Since E /∈ J(Ks(R)), we have that s /∈ J(R) by
Lemma 2. So s ∈ U(R), and hence x /∈ J(R) or y /∈ J(R) (again by Lemma 2). Without loss of generality,
we can assume that x /∈ J(R). Then x ∈ U(R). Since
⎛
⎝0 1
1 0
⎞
⎠
2
=
⎛
⎝s 0
0 s
⎞
⎠with s ∈ U(R),
⎛
⎝0 1
1 0
⎞
⎠ is a unit
of Ks(R), and we have
⎛
⎝c x
y d
⎞
⎠
⎛
⎝0 1
1 0
⎞
⎠ =
⎛
⎝sx c
d sy
⎞
⎠, which is equivalent to a diagonal matrix as above
(as sx ∈ U(R)). Hence E is equivalent to a diagonal matrix.
Now by Lemma 3, there exists a unit P of Ks(R) such that PEP
−1 =
⎛
⎝f 0
0 g
⎞
⎠. Since R is a local ring
and E is a non-trivial idempotent of Ks(R), we deduce that either f = 1 and g = 0, or f = 0 and
g = 1. Noting that PAP−1 = PEP−1 + PUP−1 is strongly clean in Ks(R), the fact that PEP−1 and PUP−1
commute clearly shows that PUP−1 is a diagonal matrix. So PAP−1 is a diagonal matrix. 
Lemma 5. Let R be a local ring with s ∈ J(R) ∩ C(R). Let A ∈ Ks(R) be such that neither A nor 1 − A are
units of Ks(R). Then A is similar to
⎛
⎝u 1
v w
⎞
⎠ or
⎛
⎝w 1
v u
⎞
⎠ where u ∈ 1 + J(R), v ∈ U(R) and w ∈ J(R).
Proof. Write A =
⎛
⎝a b
c d
⎞
⎠. Since neither A nor 1− A are units of Ks(R), in view of Lemma 2(2) we have
either a ∈ 1 + J(R) and d ∈ J(R), or a ∈ J(R) and d ∈ 1 + J(R).
Case 1: a ∈ 1 + J(R) and d ∈ J(R). We have
A ∼
⎛
⎝1 a
−1(b − 1)
0 1
⎞
⎠
⎛
⎝a b
c d
⎞
⎠
⎛
⎝1 −a−1(b − 1)
0 1
⎞
⎠
=
⎛
⎝a + sa−1(b − 1)c 1 − sa−1(b − 1)ca−1(b − 1) + a−1(b − 1)d
c −sca−1(b − 1) + d
⎞
⎠
=:
⎛
⎝a1 b1
c d1
⎞
⎠
with a1, b1 ∈ 1 + J(R) and d1 ∈ J(R). So we can assume that b ∈ 1 + J(R) and we have
A ∼
⎛
⎝1 0
0 b
⎞
⎠
⎛
⎝a b
c d
⎞
⎠
⎛
⎝1 0
0 b−1
⎞
⎠ =
⎛
⎝ a 1
bc bdb−1
⎞
⎠ := B.
If c ∈ U(R), then we are done. Suppose that c ∈ J(R). Then we have
B ∼
⎛
⎝1 0
1 1
⎞
⎠
⎛
⎝ a 1
bc bdb−1
⎞
⎠
⎛
⎝ 1 0
−1 1
⎞
⎠ =
⎛
⎝ a − s 1
a + bc − s − bdb−1 s + bdb−1
⎞
⎠ :=
⎛
⎝u 1
v w
⎞
⎠
with u ∈ 1 + J(R), v ∈ U(R) and w ∈ J(R).
Case 2: a ∈ J(R) and d ∈ 1 + J(R). It is similar to verify that A ∼
⎛
⎝w 1
v u
⎞
⎠where u ∈ 1 + J(R), v ∈
U(R) and w ∈ J(R). 
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For a ring R and a polynomial f (t) = a0 + a1t + a2t2 + · · · + antn ∈ R[t], an element r ∈ R
is called a left (respectively, right) root of f (t) if a0 + ra1 + r2a2 + · · · + rnan = 0 (respectively,
a0 + a1r + a2r2 + · · · + anrn = 0) (see [8, p. 240]). It should be noted that a left root of f (t) need not
be a right root although f (t) can be rewritten as f (t) = a0 + ta1 + t2a2 + · · · + tnan.
Lemma 6. Let R be a ring and let f (t) := t2 − at + b ∈ R[t]. The following hold:
(1) c ∈ R is a left root of f (t) iff a − c is a right root of f (t). In this case, f (t) = (t − c)(t − a + c) in
R[t].
(2) If a ∈ 1 + J(R), then f (t) has a left (resp. right) root in 1 + J(R) iff f (t) has a right (resp. left) root
in J(R).
Proof. (1) holds because c2 − ca + b = (a − c)2 − a(a − c) + b, and (2) follows from (1). 
Lemma 7. Let R be a local ringwith s ∈ J(R)∩C(R), and let A :=
⎛
⎝u 1
v w
⎞
⎠ ∈ Ks(R)with u ∈ 1+ J(R), v ∈
U(R) and w ∈ J(R). The following are equivalent:
(1) A is strongly clean in Ks(R).
(2) t2 − (vuv−1 +w)t + (vuv−1w − sv) has a right root in 1+ J(R) and t2 − (u+w)t + (wu− sv)
has a right root in J(R).
Proof. (1) ⇒ (2). Since A /∈ U(Ks(R)) and 1 − A /∈ U(Ks(R)), by Lemma 4 there exist
⎛
⎝a x
y b
⎞
⎠ ∈
U(Ks(R)) and
⎛
⎝λ1 0
0 λ2
⎞
⎠ ∈ Ks(R) such that
⎛
⎝u 1
v w
⎞
⎠
⎛
⎝a x
y b
⎞
⎠ =
⎛
⎝a x
y b
⎞
⎠
⎛
⎝λ1 0
0 λ2
⎞
⎠ .
That is,
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ua + sy = aλ1 (1),
va + wy = yλ1 (2),
ux + b = xλ2 (3),
svx + wb = bλ2 (4).
By Lemma 2, we have a, b ∈ U(R); so λ1 ∈ U(R) and λ2 ∈ J(R) by (1) and (4). Since 1−
⎛
⎝λ1 0
0 λ2
⎞
⎠ =
⎛
⎝1 − λ1 0
0 1 − λ2
⎞
⎠ /∈ U(Ks(R)), λ1 ∈ 1+ J(R) again by Lemma 2.We also note that x, y ∈ U(R) by (2)
and (3). Hence we have
λ′1 := yλ1y−1 = w + vay−1 ∈ 1 + J(R) and λ′2 := xλ2x−1 = u + bx−1 ∈ J(R).
Moreover, we have
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(λ′1)2 − (vuv−1 + w)λ′1 + vuv−1w
= (w + vay−1)2 − (vuv−1 + w)(w + vay−1) + vuv−1w
= vay−1(vay−1 + w) − vuay−1
= vay−1 · yλ1y−1 − vuay−1
= vaλ1y−1 − vuay−1
= v(ua + sy)y−1 − vuay−1 (by (1))
= sv, and
(λ′2)2 − (u + w)λ′2 + wu
= (u + bx−1)2 − (u + w)(u + bx−1) + wu
= bx−1(bx−1 + u) − wbx−1
= bx−1 · xλ2x−1 − wbx−1
= bλ2x−1 − wbx−1
= (svx + wb)x−1 − wbx−1 (by (4))
= sv.
So λ′1 is a right root of t2 − (vuv−1 + w)t + (vuv−1w − sv) in 1 + J(R) and λ′2 is a right root of
t2 − (u + w)t + (wu − sv) in J(R).
(1) ⇐ (2). Suppose that λ1 is a right root of t2− (vuv−1+w)t+ (vuv−1w− sv) in 1+ J(R) and λ2
is a right root of t2− (u+w)t+ (wu− sv) in J(R). Then, by Lemma 2, P :=
⎛
⎝v
−1(λ1 − w) 1
1 λ2 − u
⎞
⎠ ∈
U(Ks(R)), and a direct calculation shows that AP = P
⎛
⎝λ1 0
0 λ2
⎞
⎠. Hence A is strongly clean in Ks(R) by
Lemma 4. 
Theorem 8. Let R be a local ring with s ∈ J(R) ∩ C(R). The following are equivalent:
(1) Ks(R) is a strongly clean ring.
(2) For any u ∈ 1 + J(R), v ∈ U(R) and w ∈ J(R), t2 − (u + w)t + (uw − sv) has a right root in
1 + J(R) and t2 − (u + w)t + (wu − sv) has a right root in J(R).
(3) For any u ∈ 1 + J(R), v ∈ U(R) and w ∈ J(R), t2 − (u + w)t + (uw − sv) has a left root in J(R)
and t2 − (u + w)t + (wu − sv) has a right root in J(R).
(4)
⎛
⎝u 1
v w
⎞
⎠ is strongly clean in Ks(R) for all u ∈ 1 + J(R), v ∈ U(R) and w ∈ J(R).
Proof. (1) ⇒ (4). It is obvious.
(4) ⇒ (2). Let u ∈ 1 + J(R), v ∈ U(R) and w ∈ J(R), and let A =
⎛
⎝u 1
v w
⎞
⎠ and B =
⎛
⎝v
−1uv 1
v w
⎞
⎠.
Since v−1uv ∈ 1+ J(R), A and B are strongly clean in Ks(R) by (4). Hence, by Lemma 7, t2− (u+w)t+
(uw − sv) has a right root in 1 + J(R) and t2 − (u + w)t + (wu − sv) has a right root in J(R).
(2) ⇔ (3). It follows by Lemma 6.
(2) ⇒ (4). Let u ∈ 1 + J(R), v ∈ U(R) and w ∈ J(R). Since vuv−1 ∈ 1 + J(R), we see by (2) that
t2 − (vuv−1 + w)t + (vuv−1w − sv) has a right root in 1 + J(R) and t2 − (u + w)t + (wu − sv) has
a right root in J(R). So, by Lemma 7,
⎛
⎝u 1
v w
⎞
⎠ is strongly clean in Ks(R).
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(4) ⇒ (1). LetA ∈ Ks(R). To show thatA is strongly clean inKs(R), we can assume that neitherAnor
1−A are units of Ks(R). Then, by Lemma 5, A is similar to
⎛
⎝u 1
v w
⎞
⎠ or
⎛
⎝w 1
v u
⎞
⎠ for some u ∈ 1+ J(R), v ∈
U(R) andw ∈ J(R). By (4), we can further assume that A =
⎛
⎝w 1
v u
⎞
⎠where u ∈ 1+ J(R), v ∈ U(R) and
w ∈ J(R). By Lemma 1, it suffices to show that B :=
⎛
⎝u v
1 w
⎞
⎠ is strongly clean in Ks(R). But the proof of
Lemma 5 shows that
⎛
⎝u v
1 w
⎞
⎠ ∼
⎛
⎝u
′ 1
v′ w′
⎞
⎠ =: C for some u′ ∈ 1+ J(R), v′ ∈ U(R) andw′ ∈ J(R). So C
is strongly clean in Ks(R) by (4), and hence B is strongly clean in Ks(R). 
Following [14], a local ring R is called weakly bleached if, for all j1, j2 ∈ J(R), the additive abelian
group endomorphisms l1+j1 − rj2 : R → R
(
x → (1 + j1)x − xj2) and lj2 − r1+j1 : R → R(
x → j2x − x(1 + j1)) are surjective. By Nicholson [10, Example 2] (also see [1, Theorem 18]), a local
ring R is weakly bleached iff the 2 × 2 upper triangular matrix ring over R is strongly clean. Weakly
bleached local rings include commutative local rings and some other local rings (see [14]).
Theorem 9. Let R be a weakly bleached local ring and let σ : R → R be an endomorphism with
σ(J(R)) ⊆ J(R). Let T := R[[x; σ ]] and s = ∑i≥0 sixi ∈ C(T). Then Ks(T) is strongly clean iff Ks0(R) is
strongly clean.
Proof. (⇒). This is clear because Ks0(R) is a homomorphic image of Ks(T).
(⇐). Suppose that Ks0(R) is strongly clean. If s0 ∈ U(R), then K1(R) ∼= Ks0(R) by [6, Lemma 3];
so K1(R) is strongly clean. Thus K1(T) is strongly clean by [14, Theorem 13]. But Ks(T) ∼= K1(T) by [6,
Lemma 3] (as s ∈ U(T)); so Ks(T) is strongly clean. So we can assume that s0 ∈ J(R). Thus s ∈ J(T).
Let u := ∑i≥0 uixi ∈ 1 + J(T), v := ∑i≥0 vixi ∈ U(T) and w := ∑i≥0 wixi ∈ J(T). We next show
that t2 − (u + w)t + (uw − sv) has a left root in J(T). That is, there exists r := ∑i≥0 rixi ∈ T with
r0 ∈ J(R) such that
(1)
∑
i≥0
rix
i
∑
i≥0
rix
i −∑
i≥0
rix
i
∑
i≥0
(ui + wi)xi +
∑
i≥0
uix
i
∑
i≥0
wix
i −∑
i≥0
six
i
∑
i≥0
vix
i = 0.
Here condition (1) is equivalent to
⎧⎪⎨
⎪⎩
r20 − r0(u0 + w0) + u0w0 − s0v0 = 0 (P0)
rk[σ k(u0) + σ k(w0) − σ k(r0)] − r0rk = ∑k−1i=1 riσ i(rk−i) −
∑k−1
i=0 riσ i(uk−i + wk−i)
+∑ki=0 uiσ i(wk−i) −
∑k
i=0 siσ i(vk−i) (Pk)
for k = 1, 2, . . . Since u0 ∈ 1 + J(R), v0 ∈ U(R) and w0 ∈ J(R), Theorem 8 shows the existence of
such an r0 ∈ J(R) satisfying (P0). Thus, σ k(u0) + σ k(w0) − σ k(r0) ∈ 1 + J(R). Because R is weakly
bleached, a simple induction shows the existence of a sequence {ri : i ≥ 0} for which (Pk) holds
for k = 1, 2, . . . Hence t2 − (u + w)t + (uw − sv) has a left root in J(T). It is similar to show that
t2 − (u + w)t + (wu − sv) has a right root in J(T). Hence Ks(T) is strongly clean by Theorem 8. 
The next result was proved in [14, Theorem 13] when s = 1 ∈ R.
Corollary 10. Let R be a weakly bleached local ring and σ : R → R an endomorphism with σ(J(R)) ⊆
J(R). Let s ∈ C(R) with σ(s) = s. Then Ks(R[[x; σ ]]) is strongly clean iff Ks(R) is strongly clean.
Corollary 11. Let R be a weakly bleached local ring. Then:
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(1) K0(R) is strongly clean.
(2) Ks(R[[x]]) is strongly clean for all s ∈ xR[[x]] ∩ C(R[[x]]).
Proof. (1)ByTheorem8, it suffices to showthat, foru ∈ 1+J(R), v ∈ U(R)andw ∈ J(R),A :=
⎛
⎝u 1
v w
⎞
⎠
is strongly clean in K0(R). Since R is a weakly bleached local ring, there exist a, b ∈ R such that
ua − aw = −1, wb − bu = −v.
Let P =
⎛
⎝1 a
b 1
⎞
⎠. Then P is a unit of K0(R) by Lemma 2, and we have AP = P
⎛
⎝u 0
0 w
⎞
⎠ in K0(R). So A is
strongly clean in K0(R) by Lemma 4.
(2) This follows from (1) and Theorem 9. 
Example 12. Let R be aweakly bleached local ring. ThenKxn (R[[x]]) is strongly clean for all 0 < n ∈ Z,
but K1(R[[x]]) may not be strongly clean by [14] (or by [4]). It is worthy of noting that Kxn (R[[x]]) ∼=
Kxm (R[[x]]) for all n = m by [12, Corollary 4.10].
For a bimoduleM over a ring R, the trivial extension of R byM, denoted by R ∝ M, is the ring with
abelian group R ⊕ M and with multiplication given by (a, x)(b, y) = (ab, ay + xb).
Corollary 13. Let R be a weakly bleached local ring and let M be a bimodule over R such that rm = mr
for all m ∈ M and r ∈ R. Let T = R ∝ M, and let α = (s,m) ∈ C(T). Then Kα(T) is strongly clean iff
Ks(R) is strongly clean. In particular, for all t = (0,m) with m ∈ M, Kt(T) is strongly clean.
Proof. The necessity is clear because Ks(R) is a homomorphic image of Kα(T). For sufficiency, suppose
that Ks(R) is strongly clean. Let u := (a1, y1) ∈ 1 + J(T), v := (a2, y2) ∈ U(T) and w := (a3, y3) ∈
J(T). Then a1 ∈ 1+ J(R), a2 ∈ U(R) and a3 ∈ J(R). So t2 − (a1 + a3)t + (a1a3 − sa2) has a left root in
J(R), say a, by Theorem 8. Thus, 2a− a1 − a3 ∈ U(R). Let y := (2a− a1 − a3)−1[a(y1 + y3)− a1y3 −
y1a3 + sy2 + ma2] ∈ M. Then (a, y) ∈ J(T) is a left root of t2 − (u + w)t + (uw − αv). Similarly,
t2 − (u + w)t + (wu − αv) has a right root in J(T). Hence Kα(T) is strongly clean by Theorem 8. The
last statement follows by Corollary 11(1). 
3. Generalized matrix rings over a commutative local ring
For a commutative local ring R with s ∈ R, necessary and sufficient conditions are obtained for a
single element of Ks(R) to be strongly clean. As consequences, simpler and neater criteria are obtained
for Ks(R) to be strongly clean. These can be easily used to produce new examples of strongly clean
rings. Our results yield the main results of [3,9] when specializing to s = 1.
If R is a commutative ring with s ∈ R and A =
⎛
⎝a x
y b
⎞
⎠ ∈ Ks(R), we define dets(A) := ab − sxy and
tr(A) := a + b, and write rA =
⎛
⎝ra rx
ry rb
⎞
⎠ ∈ Ks(R) for r ∈ R. The next lemma can be easily verified.
Lemma 14. Let R be a commutative ring with s ∈ R and let A, B ∈ Ks(R). The following hold:
(1) dets(AB) = dets(A)dets(B).
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(2) A is a unit of Ks(R) iff dets(A) is a unit of R. In this case, if A =
⎛
⎝a x
y b
⎞
⎠, then
A−1 = dets(A)−1
⎛
⎝ b −x
−y a
⎞
⎠.
(3) If A ∼ B, then dets(A) = dets(B) and tr(A) = tr(B).
Theorem 15. Let R be a commutative local ring with s ∈ R. The following are equivalent for A ∈ Ks(R):
(1) A is a non-trivial strongly clean element of Ks(R).
(2) A is similar to
⎛
⎝a 0
0 b
⎞
⎠, where ab ∈ J(R) and a + b ∈ 1 + J(R).
(3) dets(A) ∈ J(R), tr(A) ∈ 1 + J(R) and A is similar to a diagonal matrix.
(4) dets(A) ∈ J(R), tr(A) ∈ 1 + J(R) and t2 − tr(A)t + dets(A) = 0 is solvable in R.
Proof. (1) ⇒ (2) ⇒ (3). These are by Lemmas 4 and 14.
(3) ⇒ (4). Suppose that (3) holds and assume that A is similar to a diagonal matrix, say
⎛
⎝a 0
0 b
⎞
⎠.
By Lemma 14, one obtains that dets(A) = ab and tr(A) = a + b. So both a and b are roots of t2 −
tr(A)t + dets(A). So (4) holds.
(4) ⇒ (1). Suppose that (4) holds. Let a ∈ R be a root of t2 − tr(A)t+dets(A). Then b := tr(A)−a
is also a root of t2 − tr(A)t + dets(A). Thus, a + b = tr(A) and ab = dets(A). Since tr(A) ∈ U(R) and
dets(A) ∈ J(R), one of a, b must be a unit and the other must be in J(R). Without loss of generality,
we assume that a ∈ U(R) and b ∈ J(R). Write A =
⎛
⎝a11 a12
a21 a22
⎞
⎠. From a11 + a22 = tr(A) ∈ U(R),
either a11 or a22 is a unit. Let A
′ =
⎛
⎝a22 a21
a12 a11
⎞
⎠. Then trA = trA′ and dets(A) = dets(A′), and A is
strongly clean iff A′ is strongly clean by Lemma 1. Therefore, without loss of generality we can assume
that a11 ∈ U(R). Since a + b = a11 + a22 = tr(A) ∈ U(R), a − a22 = a11 − b ∈ U(R). Let
P =
⎛
⎝ 1 a12(b − a11)−1
a21(a − a22)−1 1
⎞
⎠. Because dets(P) = −aa11+(a−a22)b+dets(A)(a−a22)(b−a11) ∈ U(R), P is a unit
of Ks(R) by Lemma 2. By Lemma 14, we have
P−1AP = 1
dets(P)
⎛
⎜⎝
1 − a12
b−a11
− a21
a−a22 1
⎞
⎟⎠
⎛
⎝a11 a12
a21 a22
⎞
⎠
⎛
⎝ 1
a12
b−a11
a21
a−a22 1
⎞
⎠
= 1
dets(P)
⎛
⎜⎝
∗ a12[b2−tr(A)b+dets(A)]
(b−a11)2
a21[a2−tr(A)a+dets(A)]
(a−a22)2 ∗
⎞
⎟⎠
=
⎛
⎝∗ 0
0 ∗
⎞
⎠ ,
which is strongly clean in Ks(R) by Lemma 4. So A is strongly clean in Ks(R). The hypothesis clearly
shows that neither A nor I − A are units of Ks(R). 
G. Tang, Y. Zhou / Linear Algebra and its Applications 437 (2012) 2546–2559 2555
Corollary 16. Let R be a commutative local ringwith s ∈ U(R). ThenKs(R) is strongly clean iff t2−t−w =
0 is solvable in R for all w ∈ J(R).
Proof. (⇐) Let A ∈ Ks(R). To show that A is strongly clean in Ks(R), we can assume that neither A nor
1− A are units of Ks(R). So dets(A) ∈ J(R) and tr(A) ∈ 1+ J(R). By hypothesis, there exists r ∈ R such
that r2 − r − dets(A)
tr(A)2
= 0. Thus, (tr(A)r)2 − tr(A)(tr(A)r)+ dets(A) = 0. So t2 − tr(A)t+ dets(A) = 0
is solvable in R. By Theorem 15, A is strongly clean in Ks(R).
(⇒) Let w ∈ J(R) and let A =
⎛
⎝ 1 1
s−1w 0
⎞
⎠. Then dets(A) = dets(1 − A) = −w ∈ J(R). So A is a
non-trivial strongly clean element of Ks(R). Thus, by Theorem 15, t
2 − tr(A)t+dets(A) = 0 is solvable
in R. That is, t2 − t − w = 0 is solvable in R. 
Letting s = 1 in Theorem 15 and in Corollary 16 yields the main results of [3,9].
For a commutative local ring R, Ks(R) ∼= K1(R) iff s ∈ U(R) by [6, Corollary 2]. Thus, for any s ∈ J(R),
Ks(R) ∼= K1(R). Our interest is when Ks(R) is a strongly clean ring where s ∈ J(R).
Lemma 17. Let R be a commutative ring and s ∈ J(R). Let A =
⎛
⎝a b
c d
⎞
⎠ ∈ Ks(R) with a ∈ U(R) and
d ∈ J(R) and let I = (sc)R + dR. Then, for each n ≥ 0, there exist an ∈ U(R), bn ∈ In and dn ∈ I such
that A ∼
⎛
⎝an bn
c dn
⎞
⎠.
Proof. We prove the claim by induction on n. For n = 0, let a0 = a, b0 = b and d0 = d as required
(note I0 = R). Assume that n ≥ 1 and that A ∼ An−1 :=
⎛
⎝an−1 bn−1
c dn−1
⎞
⎠ where an−1 ∈ U(R), bn−1 ∈
In−1 and dn−1 ∈ I. Let P =
⎛
⎝1 −a
−1
n−1bn−1
0 1
⎞
⎠. Then
P−1An−1P =
⎛
⎝1
bn−1
an−1
0 1
⎞
⎠
⎛
⎝an−1 bn−1
c dn−1
⎞
⎠
⎛
⎝1 −
bn−1
an−1
0 1
⎞
⎠
=
⎛
⎝an−1 +
scbn−1
an−1
bn−1
an−1
(
dn−1 − scbn−1an−1
)
c dn−1 − scbn−1an−1
⎞
⎠
=
⎛
⎝an bn
c dn
⎞
⎠ .
It is clear that an ∈ U(R), bn ∈ In and dn ∈ I. 
For convenience, we write J(R)0 for R. The equivalence (1) ⇔ (2) in Theorem 18 below is a direct
consequence of Theorem 8, but we have been unable to prove an analog of the equivalence (1) ⇔ (3)
for a general local ring.
Theorem 18. Let R be a commutative local ring with s ∈ J(R), and let n ≥ 0 be an integer. The following
are equivalent:
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(1) Ks(R) is a strongly clean ring.
(2) t2 − (1 + w1)t + (w1 − sw0) = 0 is solvable in R for all w0 ∈ U(R) and w1 ∈ J(R).
(3) t2 − (1 + w1)t + (w1 − sw0) = 0 is solvable in R for all w0 ∈ J(R)n and w1 ∈ J(R).
(4)
⎛
⎝ 1 1
w0 w1
⎞
⎠ is strongly clean in Ks(R) for all w0 ∈ J(R)n and w1 ∈ J(R).
Proof. (1) ⇔ (2). For u ∈ 1 + J(R), v ∈ U(R) and w ∈ J(R), t2 − (u + w)t + (uw − sv) = 0 ⇔
( t
u
)2 − (1 + w
u
)( t
u
) + (w
u
− s v
u2
) = 0. So, Theorem 8(3) holds iff t2 − (u + w)t + (uw − sv) = 0 is
solvable in J(R) for all u ∈ 1 + J(R), v ∈ U(R) and w ∈ J(R) iff t2 − (1 + w1)t + (w1 − sw0) = 0 is
solvable in J(R) for all w0 ∈ U(R) and w1 ∈ J(R) iff (2) holds (see Lemma 6(2)).
(1) ⇒ (4). It is obvious.
(4) ⇒ (3). Letw1 ∈ J(R) andw0 ∈ J(R)n, and let A =
⎛
⎝ 1 1
w0 w1
⎞
⎠. Then dets(A) = w1− sw0 ∈ J(R)
and dets(1−A) = −sw0 ∈ J(R). SoA is a non-trivial strongly clean element ofKs(R). Thus, by Theorem
15, t2 − tr(A)t + dets(A) = 0 is solvable in R. That is, t2 − (1+w1)t + (w1 − sw0) = 0 is solvable in
R.
(3) ⇒ (1). Let A =
⎛
⎝a x
y b
⎞
⎠ ∈ Ks(R). To show that A is strongly clean in Ks(R), we can assume that
neitherAnor1−AareunitsofKs(R). Sodets(A) = ab−sxy ∈ J(R)anda+b = tr(A) = 1−dets(1−A)−
dets(A) ∈ 1 + J(R). Hence either a ∈ U(R) and b ∈ J(R), or a ∈ J(R) and b ∈ U(R). In view of Lemma
1, we can assume that a ∈ U(R) and b ∈ J(R), so (sy)R + bR ⊆ J(R). By Lemma 17, A ∼ B :=
⎛
⎝u w
y d
⎞
⎠
where u ∈ U(R),w ∈ J(R)n and d ∈ J(R). By hypothesis, t2 − (1 + d
u
)t + ( d
u
− swy
u2
) = 0 is solvable
in R, so r2 − (1 + d
u
)r + ( d
u
− swy
u2
) = 0 for some r ∈ R. That is, (ur)2 − tr(B)(ur) + dets(B) = 0.
So t2 − tr(B)t + dets(B) = 0 is solvable in R. Since tr(B) ∈ 1 + J(R) and dets(B) ∈ J(R), B is strongly
clean in Ks(R) by Theorem 15. Hence A is strongly clean in Ks(R). 
Next we discuss some consequences of Theorem 18.
Corollary 19. Let R be a commutative local ring. The following are equivalent:
(1) K1(R) is strongly clean.
(2) Ks(R) is strongly clean for all s ∈ R.
(3) Ks(R) is strongly clean for all s ∈ J(R).
Proof. (1) ⇒ (2). If s ∈ U(R), then Ks(R) ∼= K1(R) by [6, Corollary 2]. Let us assume that s ∈ J(R). For
anyw0 ∈ R andw1 ∈ J(R), by Corollary 16, (1) implies that t2 − t + w1−sw0(1+w1)2 = 0 is solvable in R. This
shows that t2 − (1 + w1)t + (w1 − sw0) = 0 is solvable in R. So Ks(R) is strongly clean by Theorem
18.
(2) ⇒ (3). It is obvious.
(3) ⇒ (1). Let w ∈ J(R). Set s = w,w0 = −1 and w1 = 0. By Theorem 18, t2 − (1 + w1)t +
(w1 − sw0) = 0 is solvable in R. That is, t2 − t − w = 0 is solvable in R. So K1(R) is strongly clean by
Corollary 16. 
Although K1(R) is never isomorphic to Ks(R) for all s ∈ J(R) (where R is a commutative local ring), it
is possible that K1(R) being strongly clean is equivalent to Ks(R) being strongly clean for some s ∈ J(R).
Corollary 20. Let R be a commutative local ring with sR = J(R). Then K1(R) is strongly clean iff Ks(R) is
strongly clean.
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Proof. The necessity is by Corollary 19. Suppose that Ks(R) is strongly clean.We next show that Ks′(R)
is strongly clean for every s′ ∈ J(R), and hence the claim follows by Corollary 19. Write s′ = sa with
a ∈ R. Let w0 ∈ R and w1 ∈ J(R). Since Ks(R) is strongly clean, t2 − (1 + w1)t + (w1 − saw0) = 0 is
solvable in R by Theorem 18. That is, t2 − (1 + w1)t + (w1 − s′w0) = 0 is solvable in R. So Ks′(R) is
strongly clean by Theorem 18. 
If R is a commutative local ring of characteristic 2, it is easier to determine when Ks(R) is strongly
clean.
Corollary 21. Let R be a commutative local ring with chR = 2 and let n ≥ 0. The following are equivalent
for s ∈ J(R):
(1) Ks(R) is strongly clean.
(2) t2 − t − sw = 0 is solvable in R for all w ∈ J(R)n.
Proof. (1) ⇒ (2). This is clear by Theorem 18.
(2) ⇒ (1). Let w0 ∈ J(R)n and w1 ∈ J(R). By (2), t2 − t − s w0(1+w1)2 = 0 has a solution in R, say
t = a. Let b = (1 + w1)a. Then t = b is a solution of t2 − (1 + w1)t − sw0 = 0. Now it is routine
to check that t = 1 + b is a solution of t2 − (1 + w1)t + (w1 − sw0) = 0. So (1) holds by Theorem
18. 
For a commutative local ring R, Ks(R) can be strongly clean for many s ∈ J(R) even when K1(R) is
not strongly clean.
Theorem 22. If s is a nilpotent element of a commutative local ring R, then Ks(R) is strongly clean.
Proof. For each integer k ≥ 0, let Wk = {skt2 − ut + w ∈ R[t] : u ∈ 1 + J(R),w ∈ J(R)}. For any
f (t) := skt2 − ut + w ∈ Wk , we have
f (u−1w + st) = sk(u−1w + st)2 − u(u−1w + st) + w
= s[sk+1t2 − (u − 2sku−1w)t + sk−1u−2w2]
= sg(t),
where g(t) = sk+1t2 − (u − 2sku−1w)t + sk−1u−2w2 ∈ Wk+1. To show that Ks(R) is strongly clean,
it suffices to show that every f0(t) ∈ W0 has a root in R by Theorem 18. Suppose that sn = 0. As above,
for each k with 0 < k ≤ n, there exist vk ∈ R and fk(t) ∈ Wk such that
(2) fk−1(vk + st) = sfk(t)
for k = 1, . . . , n. It is obvious that fn(an) ∈ R for some an ∈ R, and the following implications hold by
(2):
fn(an) ∈ R for some an ∈ R
⇒fn−1(an−1) ∈ sR for some an−1 ∈ R
⇒fn−2(an−2) ∈ s2R for some an−2 ∈ R
...
⇒f1(a1) ∈ sn−1R for some a1 ∈ R
⇒f0(a0) ∈ snR for some a0 ∈ R.
That is, a0 ∈ R is a root of f0(t). 
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The prime radical (or lower nilradical) of a ring R is denoted as N(R), which is the intersection of all
the prime ideals in R. It is well-known that, for a commutative ring R, N(R) is just the set of nilpotent
elements of R.
Example 23. Let Z(p) be the localization of Z at the prime ideal generated by the prime p, and letM
be a nonzero bimodule over Z(p). The following hold for R = Z(p) ∝ M:
(1) J(R) = pZ(p) ∝ M.
(2) N(R) = 0 ∝ M, and N(R)2 = 0.
(3) For s ∈ R, Ks(R) is strongly clean iff s ∈ N(R).
Proof. (1) and (2) are obvious.
(3) Let A = Z(p). By Corollary 13, it suffices to show that Ka(A) is not strongly clean for any
0 = a ∈ A. We can write a = upn where u ∈ U(A) and n ≥ 0. By [6, Corollary 2], Ka(A) ∼= Kpn(A).
If n = 0, then Kp0(A) = K1(A) is not strongly clean by [4, Corollary 19]. Suppose n > 0 and let
w0 = p2,w1 = 0and s = pn. Theequation t2−(1+w1)t+(w1−sw0) = 0becomes t2−t−pn+2 = 0,
which is not solvable in Z and hence in Q. Hence the equation is not solvable in A (as A ⊆ Q). By
Theorem 18, Kpn(A) is not strongly clean. 
Example 24. Let F[x] be the polynomial ring in the indeterminate x over a field F and letA = F[x]/(xn)
where n > 0 is an integer. For convenience, write A = F[a] where a = x + (xn) ∈ A. Let A[y] be the
polynomial ring in the indeterminate y, and let R = A[y](a,y) be the localization of A[y] at themaximal
ideal (a, y). Then:
(1) J(R) = (a, y)R.
(2) N(R) = aR, N(R)n = 0 but N(R)n−1 = 0.
(3) For s ∈ R, Ks(R) is strongly clean iff s ∈ N(R).
Proof. (1) and (2) are clear.
(3) By Theorem 22, it suffices to show that Ks(R) is not strongly clean for any s /∈ N(R). Write
R = R/aR and r¯ = r+aR for r ∈ R. Since Ks¯(R) is an image of Ks(R), it suffices to show that Ks¯(R) is not
strongly clean. Since 0 = s¯ ∈ R ∼= F[y](y), we only need to show that Kd(F[y](y)) is not strongly clean
for any 0 = d ∈ F[y](y). Choose h ∈ (y) such that dh ∈ (y) is of odd degree. If, for some fg ∈ F[y](y),(
f
g
)2 − f
g
= sh, then f (f − g) = dhg2, which is impossible. So t2 − t−dh has no root in F[y](y). Hence
Kd(F[y](y)) is not strongly clean by Theorem 18. 
Example 25. Let F[x2, x3, . . .] be the polynomial ring in the indeterminates x2, x3, . . ., and let A =
F[x2, x3, . . .]/(x22, x33, . . .) = F[x¯2, x¯3, . . .]. LetM = (y, x¯2, x¯3, . . .) be the maximal ideal of A[y] and
let R = A[y]M be the localization of A[y] at M. Then J(R) = MR, N(R) = (x¯2, x¯3, . . .)R, x¯n−1n = 0 for
all n ≥ 2 . Moreover, as in the proof of Example 24, we can show that, for s ∈ R, Ks(R) is strongly clean
iff s ∈ N(R).
Note that, by Corollary 11, even for a commutative local ring R, Ks(R) can be strongly clean for non-
nilpotent elements s in J(R). We conclude by remarking that many strongly clean generalized matrix
rings Ks(R) (where s ∈ J(R)) over commutative local rings R presented here have the properties: They
are not local, Ks(R) ∼= K1(T) for any ring T , and they are not strongly π-regular as well if J(R) is not
nil, as shown by the next example.
Example 26. Let R be a commutative local ring and s ∈ R. Then Ks(R) is strongly π-regular iff J(R)
is nil.
G. Tang, Y. Zhou / Linear Algebra and its Applications 437 (2012) 2546–2559 2559
Proof. The necessity is by [2, Lemma 39], and the sufficiency is by [12, Theorem 3.5]. 
Acknowledgments
Part of the work was carried out when the first author was visiting the Memorial University of
Newfoundland. He gratefully acknowledges the hospitality from the host university. The research
of the first author was supported by the National Natural Science Foundation of China (11161006,
11171142) and the Guangxi Natural Science Foundation (2011GXNSFA018139), and the second author
by a Discovery Grant from NSERC of Canada.
References
[1] G. Borooah, A.J. Diesl, T.J. Dorsey, Strongly clean triangular matrix rings over local rings, J. Algebra 312 (2) (2007) 773–797.
[2] G. Borooah, A.J. Diesl, T.J. Dorsey, Strongly cleanmatrix rings over commutative local rings, J. Pure Appl. Algebra 212 (1) (2008)
281–296.
[3] J. Chen, X. Yang, Y. Zhou, When is the 2× 2matrix ring over a commutative local ring strongly clean?, J. Algebra 301 (1) (2006)
280–293.
[4] J. Chen, X. Yang, Y. Zhou, On strongly clean matrix and triangular matrix rings, Comm. Algebra 34 (10) (2006) 3659–3674.
[5] J. Chen, Y. Zhou, Strongly clean power series rings, Proc. Edinb. Math. Soc. 50 (1) (2007) 73–85.
[6] P.A. Krylov, Isomorphism of generalized matrix rings, Algebra Logic 47 (4) (2008) 258–262.
[7] P.A. Krylov, A.A. Tuganbaev, Modules over formal matrix rings, J. Math. Sci. 171 (2) (2010) 248–295.
[8] T.Y. Lam, A First Course in Noncommutative Rings, Graduate Texts in Mathematics, vol. 131, Springer-Verlag, New York, 1991.
[9] Y. Li, Strongly clean matrix rings over local rings, J. Algebra 312 (1) (2007) 397–404.
[10] W.K. Nicholson, Strongly clean rings and Fitting’s lemma, Comm. Algebra 27 (1999) 3583–3592.
[11] G. Song, X. Guo, Diagonability of idempotent matrices over noncommutative rings, Linear Algebra Appl. 297 (1999) 1–7.
[12] G. Tang, C. Li, Y. Zhou, On Morita contexts, 2011, preprint.
[13] Z. Wang, J. Chen, On two open problems about strongly clean rings, Bull. Austral. Math. Soc. 70 (2) (2004) 279–282.
[14] X. Yang, Y. Zhou, Strong cleanness of the 2 × 2 matrix ring over a general local ring, J. Algebra (2008).
