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Abstract
Despite the success of generative adversarial net-
works (GANs) for image generation, the trade-off
between visual quality and image diversity re-
mains a significant issue. This paper achieves
both aims simultaneously by improving the sta-
bility of training GANs. The key idea of the pro-
posed approach is to implicitly regularize the dis-
criminator using representative features. Focusing
on the fact that standard GAN minimizes reverse
Kullback-Leibler (KL) divergence, we transfer the
representative feature, which is extracted from the
data distribution using a pre-trained autoencoder
(AE), to the discriminator of standard GANs. Be-
cause the AE learns to minimize forward KL di-
vergence, our GAN training with representative
features is influenced by both reverse and forward
KL divergence. Consequently, the proposed ap-
proach is verified to improve visual quality and
diversity of state of the art GANs using extensive
evaluations.
1. Introduction
Generative models aim to solve the problem of density es-
timation by learning the model distribution Pmodel, which
approximates the true but unknown data distribution of Pdata
using a set of training examples drawn from Pdata (Goodfel-
low, 2016). The generative adversarial networks (GANs)
(Goodfellow et al., 2014) family of generative models im-
plicitly estimate a data distribution without requiring an
analytic expression or variational bounds of Pmodel. GANs
have been mainly used for image generation, with impres-
sive results, producing sharp and realistic images of natural
scenes. The flexibility of the model definition and high qual-
ity outcomes has seen GANs applied to many real-world
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applications, including super-resolution, colorization, face
generation, image completion, etc. (Bao et al., 2017; Ledig
et al., 2016; Yeh et al., 2017; Cao et al., 2017).
Training a GAN requires two separate networks with com-
petitive goals: a discriminator, D, to distinguish between
the real and fake data; and a generator, G, to create as real
as possible data to fool the discriminator. Consequently,
the generator implicitly models Pmodel, which approximates
Pdata. This problem may be formulated as a minimax game
(Goodfellow et al., 2014),
min
G
max
D
E
x∼Pdata
[
log(D(x))
]
+ E
z∼Pz
[
log(1 − D (G (z))] ,
where E denotes expectation, x and z are samples drawn
from Pdata and Pmodel respectively.
When the generator produces perfect samples (i.e., Pmodel ≡
Pdata), the discriminator cannot distinguish between real and
fake data, and the game ends because it reaches a Nash
equilibrium.
Although GANs have been successful in the image gener-
ation field, training process instabilities, such as extreme
sensitivity of network structure and parameter tuning, are
well-known disadvantages. Training instability produces
two major problems: gradient vanishing and mode collapse.
Gradient vanishing becomes a serious problem when any
subset of Pdata and Pmodel are disjointed such that the dis-
criminator separates real and fake data perfectly; i.e., the
generator no longer improves the data because the discrimi-
nator has reached its optimum (Arjovsky & Bottou, 2017).
This produces poor results, because training stops even
though Pmodel has not learned Pdata properly. Mode col-
lapse is where the generator repeatedly produces the same
or similar output because Pmodel only encapsulates the major
or single modes of Pdata to easily fool the discriminator.
The trade-off between image quality and mode collapse
has been theoretically and empirically investigated in previ-
ous studies (Berthelot et al., 2017; Fedus et al., 2017), and
generally either visual quality or image diversity has been
achieved, but not both simultaneously. Visual quality can
be achieved by minimizing reverse Kullback-Leibler (KL)
divergence, which is suggested in standard GANs including
(Goodfellow et al., 2014). Meanwhile, image diversity is
strongly correlated with minimizing forward KL divergence
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(Arjovsky & Bottou, 2017). Recent techniques (Kodali
et al., 2017; Gulrajani et al., 2017; Fedus et al., 2017) have
introduced a gradient penalty to regularize the divergence
(or distance) for training GANs, and break the trade-off.
The gradient penalty smooths the learning curve, improving
training stability. Consequently, the gradient penalty is ef-
fective to improve both visual quality and image diversity,
and has been evaluated for various GAN architectures.
We propose an unsupervised approach to implicitly regu-
larize the discriminator using representative features. This
approach is similar to the gradient penalty, in that it also
aims to stabilize training and break the trade-off between
visual quality and image diversity, but does not modify the
GAN objective function (i.e., the same divergence or loss
definition are employed as a baseline GAN). Rather, we
introduce representative features from a pre-trained autoen-
coder (AE) and transfer them to a discriminator to train the
GAN. Because the AE learns to minimize forward KL diver-
gence, adding its representative features to the discriminator
of standard GAN lead the discriminator to consider two
divergences (i.e., reverse and forward KL). Since forward
KL tends to average the overall modes of data distributions
during training (Goodfellow, 2016), our representation fea-
tures provide the overall mode information. Meanwhile,
the objective of baseline discriminator pursues the reserve
KL, thus tends to choose a single (few) mode of the data
distribution. In other words, the discriminator is implic-
itly interrupted by representative features for discrimination,
and encouraged to consider the overall data distribution.
The pre-trained AE learns from Pdata samples and is then
fixed. Isolating representative feature extraction from GAN
training guarantees that the pre-trained AE embedding space
and corresponding features have representative power. Since
the representative features are derived from the pre-trained
network, they are more informative during early stage dis-
criminator training, which accelerates early stage GAN
training. In addition, representative features provide the
overall mode information as mentioned earlier, thus prevent-
ing GANs from mode collapse. Although the representative
features no longer distinguish real and fake images in the
second half of training, the discriminative features continue
to learn toward improving the discrimination power. Note
that the total loss of the proposed model consists of loss of
representative and discriminative features, and the discrim-
inator learns the balance between them from the training
data automatically. Therefore, the proposed approach stably
improve both visual quality and image diversity of gener-
ated samples. We call this new architecture a representative
feature based generative adversarial network (RFGAN).
The major contributions of this paper are as follows.
1. We employ additional representative features extracted
from a pre-trained AE to implicitly constrain discrim-
inator updates. This can be interpreted as effectively
balancing reverse and forward KL divergences, thus
GAN training is stabilized. Consequently, we simulta-
neously achieve visual quality and image diversity in
an unsupervised manner.
2. The proposed RFGAN framework can be simply ex-
tended to various GANs using different divergences
or structures, and is also robust against parameter
selections. The approach employs the same hyper-
parameters suggested by a baseline GAN.
3. Extensive experimental evaluations show RFGAN ef-
fectiveness, improving existing GANs including those
incorporating gradient penalty (Kodali et al., 2017;
Gulrajani et al., 2017; Fedus et al., 2017).
Section 2 reviews recent studies and analyzes how the pro-
posed RFGAN relates to them. Section 3 discusses RFGAN
architecture and distinctive characteristics, and Section 4
summarizes the results of extensive experiments including
simulated and real data. The quantitative and qualitative
evaluations show that the proposed RFGAN simultaneously
improved image quality and diversity. Finally, Section 5
summarizes and concludes the paper, and discusses some
future research directions.
2. Related Work
Various techniques have been proposed to improve GAN
training stability, which mostly aim to resolve gradient van-
ishing and mode collapse. Previous studies can be catego-
rized into two groups as discussed below.
1. GAN training by modifying the network design
To avoid gradient vanishing, the minimax game based
GAN formulation was modified to a non-saturating
game (Goodfellow et al., 2014), changing the generator
objective function from J(G) = Ez∼Pz log(1 − D(G(z)))
to J(G) = − 12Ez∼Pz log(D(G(z))). This relatively sim-
ple modification effectively resolved the gradient van-
ishing problem, and several subsequent studies have
confirmed this theoretically and empirically (Arjovsky
& Bottou, 2017; Fedus et al., 2017).
(Radford et al., 2015) first introduced GAN with a
stable deep convolutional architecture (DCGAN), and
their visual quality was quantitatively superior to a vari-
ant of GANs proposed later, according to (Lucic et al.,
2017). However, mode collapse was a major DCGAN
weakness, and unrolled GANs were proposed to adjust
the generator gradient update by introducing a surro-
gate objective function that simulated the discriminator
response to generator changes (Metz et al., 2016). Con-
sequently, unrolled GANs successfully solved model
collapse.
InfoGAN (Chen et al., 2016) achieved unsupervised
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disentangled representation by minimizing the mutual
information of auxiliary (i.e., matching semantic in-
formation) and adversarial loss. Additionally, (Sali-
mans et al., 2016) proposed various methods to stabi-
lize GAN training using semi-supervised learning and
smoothed labeling.
2. Effects of various divergences.
In (Nowozin et al., 2016), the authors showed that
the Jensen-Shannon divergence used in the original
GAN formulation (Goodfellow et al., 2014) can be ex-
tended to different divergences, including f-divergence
(f-GAN). KL divergence has been theoretically shown
to be one of the causes of GAN training instability
(Arjovsky & Bottou, 2017; Arjovsky et al., 2017), and
the Wasserstein distance was subsequently to measure
the similarity between Pmodel and Pdata to overcome
this instability. Weights clipping was introduced into
the discriminator to implement the Wasserstein dis-
tance (WGAN) (Arjovsky et al., 2017) to enforce the
k-Lipschitz constraint. However, weight clipping of-
ten fails to capture higher moments of Pdata (Gulrajani
et al., 2017), and a gradient penalty was proposed to
better model Pdata. The discriminator becomes closer
to the convex set using the gradient penalty as a regu-
larization term (Kodali et al., 2017), which effectively
improved Gan training stability. Least squares GAN
(LSGAN) replaces the Jenson-Shannon divergence, de-
fined by the sigmoid cross-entropy loss term, with a
least squares loss term (Mao et al., 2017), which can
be essentially interpreted as minimizing Pearson χ˜2
divergence.
Most previous GAN approaches have investigated stable
architecture or additional layers to stabilize discriminator
updates, changing the divergence, or adding a regularization
term to stabilize the discriminator. The proposed RFGAN
approach can be classified into the first category, modifying
GAN architecture, and is distinct from previous GANs in
that features from the encoder layers of the pre-trained AE
are transferred while training the discriminator.
Several previous approaches have also considered AE or
encoder architectures. ALI (Dumoulin et al., 2016), BiGAN
(Donahue et al., 2016) and MDGAN (Che et al., 2016) pro-
posed that Pdata samples should be mapped to the generator
latent space generator using the encoder structure. This
would force the generator latent space to learn the entire
Pdata distribution, solving mode collapse. Although these
are similar approaches, in that encoder layers are employed
to develop the GAN, RFGAN uses an AE to provide a com-
pletely different method to extract representative features,
and those features stabilize the discriminator.
EBGAN (Zhao et al., 2016) and BEGAN (Berthelot et al.,
2017) proposed an energy based function to develop the dis-
criminator, and such networks showed stable convergence
and less sensitivity to parameter selection. They adopted
AE architecture to define the energy based function, which
served the discriminator. In contrast, RFGAN employs
representative features from the encoder layers and retains
conventional discriminator architecture to maintain its dis-
criminative power. Another alternative approach extracted
features from discriminator layers, applied a denoising AE,
and used the output to regularize adversarial loss (Warde-
Farley & Bengio, 2017). The technique improved image
generation quality, and a denoising AE was employed to
ensure robust discriminator features. However, this differs
somewhat from the proposed RFGAN approach, where the
AE is used as the feature extractor.
In contrast to previous approaches that trained the AE or
encoder layers as part of the GAN architecture, RFGAN
separately trains the AE to learn Pdata in an unsupervised
manner. Thus, feedback is disconnected from Pmodel when
training the AE, and the focus is on learning the feature
space to represent Pdata. In addition, RFGAN does not
utilize the decoder, avoiding problems such as image blur.
3. Representative Feature based GAN
To resolve GAN training instability, we extract representa-
tive features from a pre-trained AE and transfer them to the
discriminator; implicitly enforcing the discriminator to be
updated by effectively considering both reverse and forward
KL divergence.
The aim of an AE is to learn a reduced representation of
the given data, since it is formulated by reconstructing
the input data after passing through the network. Conse-
quently,feature spaces learnt by the AE are powerful repre-
sentations to reconstruct the Pdata distribution.
Several studies have utilized AE functionality as a feature
extractor for classification tasks through fine-tuning (Zhou
et al., 2012; Chen et al., 2015). However, a good reconstruc-
tion representation does not guarantee good classification
(Alain & Bengio, 2014; Wei et al., 2015), because recon-
struction and discriminative model features are derived from
different objectives, and hence should be applied to their
appropriate tasks for optimal performance.
When training a GAN, the discriminator operates as a binary
classifier (Radford et al., 2015), so features extracted from
the discriminator specialize in distinguishing whether the in-
put is real or fake. Thus, discriminator features have totally
different properties from AE features. Considering these dif-
ferent properties, we denote AE and discriminator features
as representative and discriminative features, respectively.
Although the original GAN formulation evaluates data gen-
eration quality purely based on discriminative features, we
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Figure 1. Representative feature based generative adversarial net-
work graphical model. Xreal and X f ake are input and generated
images, respectively; E, G, and D are encoder, generator, and
discriminator networks, respectively; Z is the latent vector; Y is
binary output representing the real or synthesized image; h1 and h2
are representative and discriminative features, respectively; and w1,
w2, wD, and wG are network parameters. Blue solid and red dash
lines represent forward and backward propagation, respectively.
propose leveraging both representative and discriminative
features to implicitly regularize the discriminator, and hence
stabilize GAN training.
This section describes the proposed RFGAN model, and the
effects of the modified architecture for training the discrimi-
nator. We also investigate how this effect could overcome
mode collapse and improve visual quality.
3.1. RFGAN Architecture
The main contribution of the RFGAN model is adopting
representative features from a pre-trained AE to develop the
GAN. Thus, RFGAN can be based on various GAN archi-
tectures, and refers to a set of GANs using representative
features. For simplicity, we use DCGAN (Radford et al.,
2015) employing non-saturated loss as the baseline GAN,
and apply representative features to the discriminator to con-
struct DCGAN-RF. Section 4 introduces various GANs as
baselines to develop RFGAN variants. We use exactly the
same hyper-parameters, metrics, and settings throughout
this paper, as suggested for a baseline GAN, to show that
the RFGAN approach is insensitive to parameter selection,
since representative features extracted are supplied from the
encoder layer (part of the pre-trained AE) to the discrimina-
tor. The AE is pre-trained unsupervised using samples from
Pdata, and isolated from GAN training.
In particular, we construct the AE such that its encoder and
decoder share the same architecture as the discriminator and
generator, respectively. We then concatenate two feature
vectors, one from the last convolution layer of the encoder
and the other from the discriminator. Final weights are
trained for the concatenated feature vector, to deciding be-
tween real or fake input. Figure 1 demonstrates the model
for input data passing through encoder, E, and discriminator,
D, networks; whereh1 and h2 represent the representative
and discriminative feature vectors, respectively, which are
concatenated and transformed to a single sigmoid output,
Y , through a fully connected layer. The output is evaluated
with the ground truth label based on sigmoid cross entropy,
and then the gradient of the loss function is delivered to the
discriminator via backpropagation to update the parameters.
This feedback is not propagated to the encoder, because its
parameters are already trained and subsequently fixed. The
procedure for gradient updates is
D(x) = − logY for x ∼ Pdata, Y = σ(h1w1 + h2w2),
∇wi = ∂D(x)
∂wi
= − 1
Y
· Y (1 − Y) · hi = (Y − 1) hi, i ∈ {1, 2},
∇wD = ∂D(x)
∂wD
= (Y − 1) · w2 · u (wD) .
The GAN objective function represented by parameters
J (θG, θD) = E
x∼Pdata
[
logD (x; θD)
]
+ E
z∼Pz
[
log (1 − D (G (z; θG) ; θD)) ]
is updated by
θt+1D ← θtD − ηD
dJ
(
θG, θ
t
D
)
dθtD
= θtD − ηD (∇wD + ∇wi) ,
θt+1G ← θtG − ηG
dJ
(
θG, θ
t
D
)
dθtG
.
where σ and u are sigmoid and step functions, respectively.
Since the encoder is pre-determined, we only consider dis-
criminator updates. We can derive the gradient toward the
discriminator by calculating the partial derivative of loss
term with respect to wD, which indicates the network pa-
rameters as shown in Fig. 1. Thus, ∇wD depends on h1, and
the representative features affect the discriminator update.
The procedure was derived for the case where x is real. In
the case of a fake sample, the same conclusion is reached,
except that D(x) is now −log(1 − σ(h1w1 + h2w2)) .
Therefore, the generator is trained by considering both rep-
resentative and discriminative features, because it should
fool the discriminator by maximizing −logD(G(z)) . RF-
GAN representative features retain their properties, such as
a global representation for reconstructing the data distribu-
tion, by fixing the encoder parameters.
3.2. Mode collapse
The AE decoder estimates the P(x|En(x)) distribution pa-
rameters based on a probabilistic interpretation, to generate
x with high probability formulated by cross-entropy loss
(Vincent et al., 2010). It is possible to interpret that the AE
follows forward KL divergence between Pdata and Pmodel
(i.e., KL(Pdata ||Pmodel)). Since the model approximated
by forward KL divergence is evaluated using every true
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data sample (i.e., any x : Pdata(x) > 0), it tends to average
all Pdata modes (Goodfellow, 2016). Hence, representa-
tive features extracted from the AE are similar, in that they
effectively represent entire Pdata modes (Rosca et al., 2017).
On the contrary, the aim of DCGAN with a non-saturated
loss (the base architecture of the RFGAN model) is to
optimize reverse KL divergence between Pdata and Pmodel,
i.e., KL(Pmodel ||Pdata) − 2JSD (Arjovsky & Bottou, 2017),
where JS D is Jensen–Shannon divergence. Since the re-
verse KL objective based model is examined for every fake
sample (i.e., any x : Pmodel(x) > 0), it has no penalty for cov-
ering the entire true data distribution. Hence, it is likely to
focus on single or partial modes of the true data distribution,
which is the mode collapse problem.
The proposed RFGAN optimizes reverse KL divergence
because the framework is built upon a non-saturated GAN.
We also introduce AE representative features simultane-
ously, which encourages the model to cover the entire Pdata
modes, similar to optimizing forward KL divergence. This
suppresses the tendency toward mode collapse.
3.3. Improving visual quality
Although representative features are useful to advance the
discriminator in the early stage, they become less informa-
tive when approaching the second half of training, because
the AE has limited performance for discrimination. Since
the AE is built by minimizing reconstruction error, e.g. L2
or L1 loss; the model cannot learn multiple different correct
answers, which causes the model to choose the average (or
median) output (Goodfellow, 2016). While this is useful to
distinguish between poor fake and real input, when the gen-
erator starts producing good fake input, AE representative
features are less discriminative, and hence interfere with
decisions by the discriminator in the later training stages.
Figure 2 shows the output for several real and fake examples
passed through the pre-trained AE. Real or fake inputs are
easily distinguished at the beginning of training, but after
several iterations they look similar. These experimental
results demonstrate AE discriminative power for different
levels of fake examples.
Thus, it is difficult to improve data generation visual quality
beyond a certain level using representative features alone.
Therefore, the proposed RFGAN model employs both repre-
sentative and discriminative features to train the discrimina-
tor. Although representative features interfere with discrimi-
nation between real and fake input as training progresses, the
RFGAN discriminator retains discriminative features, which
allows training to continue. Consequently, the generator con-
sistently receives sufficient feedback from the discriminator,
i.e., the gradient from the discriminator increases, to learn
Pdata. Since these two features are opposing, and disagree
with each other, the discriminator is stabilized without ab-
Figure 2. Reconstruction comparison after iteration with the pre-
trained AE. The first row shows generated images that are passed
through the pre-trained AE along with real images, as shown in
the second and third rows.
Figure 3. Mode collapse test learning a mixture of eight Gaussian
spreads in a circle
normal changes. By stabilizing discriminator growth, the
RFGAN model generates high quality data, improving the
original GAN.
4. Experimental results
For quantitative and qualitative evaluations, we include
simulated and three real datasets: CelebA (Liu et al.,
2015), LSUN-bedroom (Yu et al., 2015), and CIFAR-10
(Krizhevsky & Hinton, 2009), normalizing between -1 and
1. A denoising AE (Vincent et al., 2008) is employed to
improve feature extraction robustness, achieving a slight
quality improvement compared to conventional AEs. Since
the concurrent training of AE and GAN does not improve
the performance, we use the pre-trained and then fixed AE
for reducing computational complexity.
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4.1. Mode collapse
To evaluate how well the RFGAN model could achieve data
generation diversity, i.e., solving mode collapse, we train
the network with a simple 2D mixture of 8 Gaussians (Metz
et al., 2016). The Gaussian means form a ring, and each
distribution has standard deviation = 0.1. Figure 3 compares
RFGAN, GAN, and unrolled GAN models, and confirms
that GAN suffers from mode collapse while unrolled GAN
effectively solves this problem (Metz et al., 2016).
Previous studies solved mode collapse similarly to unrolled
GAN by covering the entire distribution region and then
gradually localizing the modes (Arjovsky et al., 2017; Don-
ahue et al., 2016). However, RFGAN first learns each mode,
and escapes from mode collapse by balancing representative
features. This is because RFGAN minimizes reverse KL di-
vergence, but is simultaneously influenced by representative
features derived from forward KL divergence. When the
representative features no long distinguish between real and
fake input, the generator has achieved the representation
power of the representative features. In other words, the
generator learns the entire mode as well as the representa-
tive features, and then escapes mode collapse. Therefore,
RFGAN first responds similarly to GAN, then gradually
produces the entire mode.
4.2. Quantitative evaluation
Since RFGAN is built upon the baseline architecture and its
suggested hyper-parameters, input dimensionality is set at
(64, 64, 3), which is acceptable for the CelebA and LSUN
datasets. However, we modify network dimensions for the
CIFAR-10 dataset, fitting the input into (32, 32, 3) to ensure
fair and coherent comparison with previous studies. We
also drew 500 k images randomly from the LSUN bedroom
dataset for efficient training and comparison.
Two metrics were employed to measure visual quality and
data generation diversity, respectively. The inception score
(Salimans et al., 2016) measured visual quality for GANs
using CIFAR-10 datasets, with larger score representing
higher quality. The MS-SSIM metric is often employed to
evaluate GAN diversity (Odena et al., 2016), with smaller
MS-SSIM implying better the performance in producing
diverse samples.
The inception score correlates well with human annota-
tor quality evaluations (Salimans et al., 2016), and hence
is widely used to assess visual quality of GAN generated
samples. We compute the inception score for 50 k GAN
generated samples (Salimans et al., 2016), using DCGAN
based architecture to allow direct comparison with previous
GANs. To show that the proposed algorithm was extendable
to different GAN architectures, we also apply the proposed
framework to other state of the art GANs (LSGAN (Mao
DCGAN DCGAN-RF LSGAN LSGAN-RF
Inception score 6.5050 6.6349 5.9843 6.2791
Figure 4. CIFAR10 inception score for DCGAN and LSGAN mod-
els with and without the representative feature approach
et al., 2017), DRAGAN (Kodali et al., 2017), and WGAN-
GP (Gulrajani et al., 2017)); modifying their discriminators
by adding representative features, and training them with
their original hyper-parameters. The WGAN-GP generator
is updated once after the discriminator is updated five times.
Following the reference code1, other networks are trained
by updating the generator twice and the discriminator once.
This ensures that discriminator loss did not vanish, i.e., the
loss does not become zero, which generally provides better
performance.
Figure 4 compares inception scores as a function of epoch.
We compare DCGAN, DCGAN-RF, LSGAN, and LSGAN-
RF, where “-RF ” extension refers to the base model with
the representative feature. DCGAN-RF and LSGAN-RF
outperform DCGAN and LSGAN, respectively, in terms of
inception scores. In addition, DCGAN-RF and LSGAN-RF
inception scores grow faster than DCGAN and LSGAN,
respectively, confirming that the proposed representative
feature improves training efficiency. Thus, the proposed
algorithm approaches the same visual quality faster than the
baseline GAN.
The DRAGAN and WGAN-GP baseline GANs were re-
cently proposed, using gradient penalty as a regularization
term to train the discriminator. We also extend these us-
ing the proposed representative feature and compared with
the original baseline GANs, as shown in Fig. 5. The pro-
posed modification still improves inception scores, although
the improvement is not as significant as with DCGAN and
LSGAN for coefficient of gradient penalty = 10. Interest-
ingly, this coefficient plays an important role regarding the
inception score, with larger coefficients producing stronger
gradient penalty. Discriminator training is disturbed when
1 https://github.com/carpedm20/DCGAN-tensorflow
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GP DRAGAN DRAGAN-RF WGAN-GP WGAN-GP-RF
Inception 0.1 6.3191 6.5314 5.7951 5.9141
Score 10 6.4783 6.4905 6.2680 6.2699
Figure 5. CIFAR10 inception score for (top) DRAGAN, and (bot-
tom) WGAN-GP, with and without the representative feature for
gradient penalty coefficients = 0.1 and 10
the gradient penalty term became sufficiently strong, be-
cause gradient update is directly penalized. The score gap
between DRAGAN and DRAGAN-RF increases when the
coefficient of gradient penalty = 0.1, as expected since the
DRAGAN performance approaches that of DCGAN as the
gradient penalty decreases. However, since WGAN-GP re-
places weight clipping in WGAN with a gradient penalty, it
does not satisfy the k-Lipschitz constraint with low gradient
penalty, which degrades WGAN-GP performance. Thus, it
is difficult to confirm the tendency of the proposed represen-
tative feature for various WGAN-GP coefficients.
The DCGAN-RF model produces the best overall score,
including previous GANs with or without the proposed
representative feature, which is consistent with previous
studies that showed DCGAN to be the most effective model
for high quality image generation (Lucic et al., 2017). The
proposed model achieves 0.128 mean improvement over the
relevant baseline GAN, which is significant, and comparable
or greater than the differences between different GANs. The
improvement is particularly noticeable between LSGAN
and LSGAN-RF.
Table 1. GAN diversity using the MS-SSIM metric. Real dataset
MS-SIMM = 0.3727. NB: low MS-SSIM implies higher diversity.
DCGAN LSGAN DRAGAN WGAN-GP
ORIGINAL 0.4432 0.3907 0.3869 0.3813
WITH RF 0.4038 0.3770 0.3683 0.3773
The MS-SSIM metric computes similarity between image
pairs randomly drawn from generated images (Odena et al.,
2016), and was introduced it as a suitable measure for image
generation diversity. However, MS-SSIM is meaningless
if the dataset is already highly diverse (Fedus et al., 2017).
Therefore, we use only the CelebA dataset to compare MS-
SSIM, since CIFAR-10 is composed of different classes,
hence already includes highly diverse samples; and LSUN-
bedroom also exhibits various views and structures, so has
a diverse data distribution. We choose four previously pro-
posed GANs as baseline algorithms: DCGAN, LSGAN,
DRAGAN, and WGAN-GP, and compare them with their
RFGAN variants (DCGAN-RF, LSGAN-RF, DRAGAN-RF,
and WGAN-GP-RF, respectively), as shown in Table 1. the
proposed GANs (RFGANs) significantly improve diversity
(i.e., reduced MS-SSIM) compared with the baseline GANs,
consistent over all cases, even in the presence of the gradient
penalty term.
The LSGAN-RF, WGAN-GP-RF, and DRAGAN-RF scores
are close to that of the real dataset diversity, i.e., the genera-
tor produces diverse samples reasonably well. DRAGAN-
RF achieves the best MS-SSIM performance, generating the
most diverse samples, whereas DCGAN-RF demonstrates
the most notable improvement over the baseline (DCGAN),
since DCGAN frequently suffers from mode collapse. Thus,
the experimental study confirms that RFGAN effectively
improved generated image diversity.
In addition to four baseline GANs, we also compare our
results with ALI/BiGAN and AGE, which utilizes the en-
coders for GAN training. Since they focus on resolving
mode collapse, the MS-SSIM is close to our results, but the
inception score of ALI/BiGAN and AGE are much worse
than our results; MS-SSIM of ALI/BiGAN and AGE is
3.7938 and 3.8133 respectively, and the inception score of
ALI/BiGAN and AGE is and 5.34 and 5.90 respectively
when our model achieves around 0.3816 of MS-SSIM and
more than 6.20 of the inception score.
4.3. Qualitative evaluation
We compare DCGAN and DCGAN-RF generated images
from the same training iteration, as shown in Fig. 6. The
proposed RFGAN produces significantly enhanced results,
and also speeds up the training process, with RFGAN visual
quality being similar to results from later DCGAN iterations,
which is consistent with Fig. 4. .
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Figure 6. Stepwise visual quality comparison between generated
images using DCGAN and DCGAN-RF trained with (left) CelebA
and (right) LSUN
Figure 7. Latent space interpolations from LSUN and CelebA
datasets. Left and right-most columns are samples randomly gen-
erated by DCGAN-RF, and intermediate columns are linear inter-
polations in the latent space between them.
Since we reuse the training data to extract representative
features, it is possible the performance enhancement came
from overfitting the training data. To demonstrate that the
enhancements are not the result of data overfitting, we gen-
erate samples by walking in latent space, as shown in Fig. 7.
Interpolated images between two images in latent space
do not have meaningful connectivity, i.e., there is a lack of
smooth transitions (Radford et al., 2015; Bengio et al., 2013;
Dinh et al., 2016). This confirms that RFGAN learns the
meaningful landscape in latent space, because it produces
natural interpolations of various examples. Thus, RFGAN
does not overfit the training data.
5. Conclusions
This study proposes an improved technique for stabiliz-
ing GAN training and breaking the trade-off between vi-
sual quality and image diversity. Previous GANs explicitly
add regularization terms, e.g. gradient penalty, to improve
training stability, whereas the proposed RFGAN approach
implicitly hinders fast discriminator update growth, thus
achieving stable training. RFGAN employs representative
features from an AE pre-trained with real data. Our model
achieves stabilizing and improving GAN training because
RFGAN is influenced by two different characteristics of
reverse and forward KL; learning the average mode and
choosing a single mode. Consequently, we successfully
improve generated sample visual quality and solve mode
collapse. We also show that the proposed RFGAN approach
is easily extendable to various GAN architectures, and ro-
bust to parameter selection.
In the future, our framework can be extended to various
directions. For example, it is possible to utilize other types
of features or more proper architectures, or training schemes
that could further improve GAN performance. Specifically,
replacing the convolution layer of the encoder to the residual
block improves the visual quality; the inception score is
increased from 6.64 to 6.73 for DCGAN-RF. The current
study provides a basis for work employing various features
or prior information to better design GAN discriminators.
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