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Na bazie niezbilansowanego panelu danych dla okresu 1996 – 2004 oraz 207 państw i terytoriów 
dokonano  oceny  znaczenia  głębokich  determinant  wzrostu  w  determinowaniu  poziomu  rozwoju 
gospodarczego.  W  odróŜnieniu  od  dotychczasowej  analizy  empirycznej  przedmiotu  wykorzystano 
panelowe  modele  ekonometryczne  szacowane  przy  pomocy  metody  -Hausmana-Taylora.  Analiza 
ekonometryczna  wskazała  na  endogeniczność  zmiennych  instytucjonalnych.  Uzyskane  wyniki 
potwierdziły statystyczną istotność głębokich determinant w wyjaśnieniu róŜnic w poziomie rozwoju. 
W większości  przypadków  specyfikacja  bazowa modelu  – obejmująca  logarytm  naturalny indeksu 
otwartości, rządy prawa oraz odległość od równika – okazała się mieć statystycznie istotny wpływ na 
poziom rozwoju gospodarczego, a kierunek ich oddziaływania jest zgodny z oczekiwaniami. Okazało 
się jednocześnie, Ŝe zmienne powyŜsze mogą być zastąpione przez inne zmienne instytucjonalne (m.in. 
efektywność  rządów  czy  jakość  regulacji),  czy  zmienne  geograficzne  (w  tym  kilka  zmiennych 
geograficznych  jednocześnie)  przy  zachowaniu  kierunku  i  istotności  wpływu.  Ma  to  o  tyle  duŜe 
znaczenie, Ŝe w przypadku Europy i Azji odległość od równika okazała się nie odgrywać statystycznie 
istotnej roli w determinowaniu poziomu rozwoju. Ogólnie rzecz biorąc model bazowy sprawdza się 
bardzo dobrze w przypadku Afryki i Ameryki Południowej wydaje się natomiast niedopasowany do 
specyfiki kontynentu azjatyckiego. Jakość instytucji wydaje się mieć szczególnie duŜe znaczenie w 
determinowaniu rozwoju państw półkuli południowej jak i obecnych i byłych państw socjalistycznych. 
Dla osiągnięcia korzyści rozwojowych w procesie transformacji systemowej szczególnie duŜy nacisk 
naleŜy połoŜyć na jak najlepszą i trwałą poprawę jakości instytucji.  
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1. Wprowadzenie
1 
Wyjaśnienie  przyczyn  obserwowanego  współcześnie  zróŜnicowania  poziomu  rozwoju  ma 
fundamentalne  znaczenie  dla  nadania  właściwego  kształtu  polityce  gospodarczej 
poszczególnych  państw,  a  tym  samym  wsparcia  ich  rozwoju.  Warto  zauwaŜyć  kilka 
zasadniczych faktów. Przestrzeń gospodarcza świata nie jest jednolita – naniesienie na mapę 
przeciętnego  tempa  wzrostu  regionów  świata  pokazuje  wyraźnie,  Ŝe  ogólny  postęp 
napędzany  jest  przez  stosunkowo  nieliczne  bieguny  wzrostu,  z  których  większość  z 
perspektywy  historycznej  ma  charakter  trwały.  Zjawisko  konwergencji  absolutnej,  jeśli 
występuje to tylko i wyłącznie w wąskich grupach państw (konwergencja klubowa). Proces 
globalizacji  gospodarki  światowej  wydaje  się  natomiast  prowadzić  do  powiększania 
pierwotnych róŜnic, których skala w epoce przedindustrialnej, ze współczesnej perspektywy, 
wydaje się być niewielka.  
Jednym  z  najnowszych  podejść  analitycznych  do  problematyki  determinant  wzrostu 
gospodarczego jest ich podział na tzw. płytkie i głębokie determinanty. Podział ten odgrywa 
równieŜ  coraz  większą  rolę  w  wyjaśnianiu  ciągle  pogłębiających  się  róŜnic  w  ogólnym 
poziomie rozwoju gospodarczego.  
Płytkie determinanty wzrostu to czynniki będące wynikiem dekompozycji wzrostu na jego 
części składowe w ramach tzw. rachunkowości wzrostu (growth accounting). WyróŜnia się 
tutaj  przede  wszystkim  akumulację  czynników  produkcji  –  kapitału  fizycznego,  pracy, 
kapitału  ludzkiego  i  innych  w  zaleŜności  do  przyjętej  struktury  funkcji  produkcji  oraz 
wartość rezydualną tzn. nie wynikająca z procesu akumulacji czynników produkcji. Element 
rezydualny  określany  literaturze  przedmiotu  określany  jako  tzw.  reszta  Solowa  pokazuje 
całkowitą  produktywność  czynników  produkcji  lub  tzw. produktywność  wieloczynnikową 
(TFP od ang. total factor productivity bądź MFP – od ang. multi-factor productivity)
2. Liczne 
badania empiryczne poświęcone problematyce wzrostu, np. Helpman (2004) czy Hulten i 
Isaksson (2007) wskazują, Ŝe większość obserwowanego zróŜnicowania poziomów PKB per 
capita i jeszcze w większym stopniu tempa wzrostu realnego PKB per capita wynika właśnie 
                                                 
1 Niniejsze  opracowanie  powstało  w  ramach  projektu  „Głębokie  determinanty  wzrostu  gospodarczego  – 
weryfikacja empiryczna z wykorzystaniem metod estymacji panelowych”, BW 3480-5-0176-7. 
2 Szerzej kwestie te omawiają między innymi Barro i Sala-i-Martin (2004).   4 
z  czynnika  rezydualnego
3 .  Element  rezydualny  jest  utoŜsamiany  przede  wszystkim  z 
wpływem postępu technologicznego, aczkolwiek w rzeczywistości obejmuje wszystkie inne 
potencjalne determinanty wzrostu niebędące bezpośrednią akumulacją czynników produkcji. 
Z punktu widzenia identyfikacji istotnych determinant wzrostu wyniki powyŜszych badań 
naleŜy  uznać  za  niezadowalające  –  wydaje  się,  Ŝe  muszą  istnieć  jeszcze  bardziej 
fundamentalne  czynniki  wzrostu  i  rozwoju  gospodarczego.  Ciekawe  podejście  do  tych 
kwestii  prezentuje  m.in.  Rodrik  (Rodrik  2002,  2003).  Rodrik  przenosi  punk  cięŜkości  w 
analizie  wzrostu  z  akumulacji  czynników  produkcji  oraz  zmian  TFP,  czyli  tzw.  płytkich 
determinant  wzrostu  gospodarczego  właśnie  na  tzw.  głębokie  determinanty  wzrostu. 
Obejmują one geografię, integrację oraz instytucje. 
Według Rodrika jedynym głębokim czynnikiem determinującym wzrost o charakterze stricte 
egzogenicznym jest geografia rozumiana jako zespół czynników powiązanych z lokalizacją a 
tym samym związana m.in. z połoŜeniem geograficznym na kuli ziemskiej, wyposaŜeniem w 
zasoby naturalne, dostępem do morza, uwarunkowaniami klimatycznymi etc
4.  
Integracja oraz instytucje mają juŜ charakter częściowo endogeniczny. NaleŜy podkreślić w 
tym miejscu, Ŝe definicja instytucji w literaturze przedmiotu jest naprawdę szeroka np. Sala-
i-Martin  (2002)  za  czynniki  instytucjonalne  uwaŜa:  róŜne  aspekty  systemu  prawnego  i 
egzekucji  prawa  (prawa  własności  i  ich  przestrzeganie,  rządy  prawa,  charakter  systemu 
prawnego),  sposób  funkcjonowania  poszczególnych  rynków  (struktura,  polityka  ochrony 
konkurencji,  stopień  otwarcia),  instytucje  polityczne  (demokracja,  wolność  polityczna, 
stabilność  systemu  politycznego),  instytucje  finansowe  (wydajność  systemu  finansowego, 
efektywność rynku kapitałowego), ochronę zdrowia czy instytucje rządowe (rozległość sfery 
publicznej,  stopień  biurokratyzacji,  skala  korupcji).  Przez  integrację  Rodrik  rozumie 
natomiast integrację negatywną w rozumieniu Tinbergena, czyli szeroko zakres liberalizacji 
przepływu dóbr oraz czynników produkcji. W duŜym skrócie przez integrację w rozumieniu 
Rodrika moŜemy tym samym rozumieć ogólny poziom otwartości gospodarki na powiązania 
zagraniczne w tym na wymianę handlową oraz przepływy inwestycji zagranicznych. 
                                                 
3 Średnio rzecz biorąc udział TFP w wyjaśnieniu wzrostu wynosi od 60 do 70 proc. 
4 Znaczące  tempo  współczesnych  zmian  klimatycznych  będące  w  duŜym  stopniu  wynikiem  negatywnych 
efektów  zewnętrznych  gospodarczej  działalności  człowieka  uświadamia,  Ŝe  nawet  ten  czynnik  z  dłuŜszej 
perspektywy nie ma charakteru stricte egzogenicznego.   5 
Według Rodrika między poszczególnymi głębokimi jak i płytkimi determinantami wzrostu o 
charakterze endogenicznym i częściowo endogenicznym zachodzi szereg współzaleŜności. 
Jest  to  istotna  uwaga,  która  musi  być  uwzględniona  w  empirycznej  weryfikacji 
poszczególnych determinant procesu wzrostu gospodarczego. Dobitnie pokazuje to poniŜszy 
rysunek  gdzie  linie  przerywane  oddzielają  endogeniczne  płytkie  czynniki  wzrostu 
(akumulacja + wpływ TFP), od semiendogenicznych głębokich determinant – instytucji oraz 
integracji  i  te  od  egzogenicznych  ze  swej  natury  uwarunkowań  geograficznych.  Strzałki 
obrazują natomiast potencjalne współzaleŜności. Widać wyraźnie, Ŝe geografia wpływa na 
proces  akumulacji  czynników  produkcji  oraz  postęp  technologiczny  bezpośrednio  jak  i 
pośrednio przez wpływ  na poziom integracji  gospodarki jak i poziom rozwoju instytucji. 
WspółzaleŜności występują równieŜ między integracją i instytucjami, co więcej mają na nie 
wpływ, przynajmniej częściowy, procesy akumulacyjne jak i postęp technologiczny
5. 
Rysunek 1 Płytkie a głębokie determinanty wzrostu gospodarczego wg Rodrika 
 
Źródło: Opracowania własne na podstawie Rodrik (2002). 
 
Współczesne badania empiryczne prowadzone m.in. z wykorzystaniem metodologii BACE 
(Bayesian  Averaging  of  Classical  Estimates)  wydają  się  faktycznie  wskazywać  na 
decydujące znaczenie głębokich determinant wzrostu w wyjaśnieniu róŜnic w przeciętnym 
                                                 
5  Postęp  technologiczny  moŜe  umoŜliwiać  przynajmniej  częściową  neutralizację  barier  dla  rozwoju 
wynikających z uwarunkowań geograficznych np. transport lotniczy, technologie informacyjne etc.  
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długookresowym tempie wzrostu PKB per capita. Na przykład w badaniu Doppelhofer et al. 
(2000) to właśnie ta grupa zmiennych zdominowała grupę zmiennych istotnie skorelowanych 
ze wzrostem gospodarczym.  
W  literaturze  empirycznej  brakuje  jednak  zgodności,  co  do  znaczenia  poszczególnych 
głębokich  determinant.  Cześć  badań  wskazuje  na  decydującą  rolę  stricte  egzogenicznych 
czynników geograficznych (leŜących poza wpływem polityki państwa), podczas gdy inne, np. 
Rodrik et al. (2002) stwierdzają, Ŝe rola instytucji w wyjaśnieniu zróŜnicowania poziomu 
dochodów  per  capita  w  świecie  jest  istotna  znacząco  przerastając  znaczenie  zarówno 
czynników geograficznych jak i ogólnego poziomu otwartości gospodarki. 
Celem  proponowanego  projektu  badawczego  jest  weryfikacja  rzeczywistego  znaczenia 
głębokich determinant wzrostu gospodarczego dla szerokiej – heterogenicznej grupy państw 
(próba ogólna) oraz wyodrębnionych z próby ogólnej bardziej homogenicznych grup państw. 
Szczególnie  interesującą  wydaje  być  analiza  znaczenia  głębokich  determinant  wzrostu  z 
punktu widzenia gospodarek w procesie transformacji ustrojowej, poniewaŜ według mojej 
wiedzy  brakuje  jak  dotychczas  systematycznych  analiz  z  tego  zakresu  poświeconych  tej 
specyficznej  grupie  państw  takŜe  w  ujęciu  porównawczym  do  innych  systemów 
gospodarczych. 
Pozostała część opracowania składa się z następujących części. Rozdział 2 omawia znaczenie 
integracji  oraz  ogólnego  poziomu  otwartości  jako  determinanty  wzrostu  gospodarczego. 
Rozdział 3 poświęcony jest omówieniu problematyki geograficznych uwarunkowań wzrostu. 
Rozdział  4  omawia  wyniki  wybranych  analiz  empirycznych  poświęconych  problematyce 
głębokich determinant wzrostu. W rozdziale 5 dokonujemy analizy empirycznej głębokich 
determinant  wzrostu  z  wykorzystaniem  metod  estymacji  panelowych  dla  próby  globalnej 
oraz  szeregu  węŜszych  podgrup.  Ostatni  rozdział  podsumowuje  dyskusję  i  wyprowadza 
wnioski dla dalszych badań. 
 
2. Integracja – otwartość 
Wraz  z  postępującym  procesem  globalizacji  gospodarki  światowej  stopień  otwarcia 
gospodarek powoli wzrasta, co oznacza, Ŝe wzrost gospodarczy w coraz większym stopniu   7 
staje  się  uzaleŜniony  od  wzajemnych  powiązań.  Otwartość  rozpatruje  się  współcześnie  z 
punktu  widzenia  otwartości  na  wymianę  handlową,  przepływy  kapitałowe  –  głównie  w 
zakresie przepływów inwestycji bezpośrednich oraz procesu dyfuzji wiedzy i technologii. 
Z punktu widzenia teoretycznego  większa otwartość  gospodarki, rozumiany równieŜ jako 
większy  zakres  preferencji  w  dostępie  do  rynku  krajowego,  moŜe  przyczynić  się  do 
przyspieszenia jej tempa wzrostu szeregiem kanałów. Jest to wynikiem takich czynników jak: 
realokacja czynników produkcji do bardziej produktywnych sektorów mających przewagę 
komparatywną  w  wymianie,  przyspieszona  absorpcja  wiedzy  i  technologii  (transfer 
technologii)
6, wyŜsza innowacyjność – zwiększenie nakładów na prace badawczo-rozwojowe, 
lepsze  wykorzystanie  potencjału  korzyści  skali  i  aglomeracji  w  wyniku  specjalizacji, 
poprawa relacji cen eksportowych do importowych (poprawa terms of trade), zwiększona 
akumulacja czynników produkcji.  
Pomimo  dominacji  poglądu  o  pozytywnym  wpływie  otwartości  na  wzrost,  literatura 
empiryczna nie przynosi jednoznacznych odpowiedzi. Pokazuje to wyraźnie m.in. przegląd 
literatury empirycznej Brodzickiego (2006). Uzyskiwane wyniki analiz empirycznych wydają 
się  w  być  w  duŜym  stopniu  uzaleŜnione  od  zastosowanego  podejścia  metodologicznego, 
specyfiki przyjętej próby państw oraz doboru zmiennych odzwierciedlających otwartość. 
Najczęściej  wykorzystywaną  w  przekrojowych  analizach  empirycznych  nad  wzrostem 
gospodarczym  zmienną  aproksymującą  stopień  otwartości  gospodarki  jest  tzw.  indeks 
otwartości  (ang.  oppenness  ratio)  –  relacja  wartości  wymiany  handlowej  w  stosunku  do 
produktu krajowego brutto danego państwa. Indeks ten charakteryzuje się duŜą wraŜliwością 
na skalę gospodarki – przyjmując z reguły bardzo wysokie wartości w przypadku krajów 
małych oraz niski w przypadku  krajów o  znaczącym potencjale krajowym a tym samym 
większej  samowystarczalności.  Nieuwzględnienie  powyŜszego  prowadzi  do  znaczącego 
obciąŜenia  wniosków.  ObciąŜenie  wyników  moŜe  wynikać  równieŜ  z  szeregu  innych 
czynników takich jak np. nieuwzględnienie potencjalnie endogenicznego powiązania między 
wymianą handlową a procesem wzrostu gospodarczego, potencjalnie nieliniowy charakter 
                                                 
6  Bardzo  ciekawe  ujęcie  teoretyczne  wskazujące  na  wpływ  otwarcia  się  gospodarki  na  wymianę 
międzynarodową na wzrost gospodarczy poprzez wpływ na proces akumulacji wiedzy i transfer technologii 
prezentują m.in. Ben – David i Loewy (2002). W ich ujęciu wymiana handlowa jest czynnikiem prowadzącym, 
do endogenizacji procesu wzrostowego.   8 
związku,  nieuwzględnienie  innych  istotnych  determinant  wzrostu  czy  występowanie 
obserwacji wyjątkowych. 
Innym  moŜliwym  podejściem  empirycznym  jest  wprowadzenie  do  regresji  wzrostowej 
zmiennej sztucznej pokazującej, Ŝe dana gospodarka jest otwarta bądź zamknięta. Oczywiście 
w  tym  ujęciu  duŜego  znaczenia  nabiera  sposób  zdefiniowania  otwartości  gospodarki. 
Prawdopodobnie  najciekawszym  rozwiązaniem  w  tym  zakresie  ze  względu  na  przyjęcie 
bardzo rozbudowanego kryterium otwartości jest przekrojowe opracowanie Sachsa i Wernera 
(1995) dla 79 państw. Dychotomiczny indeks Sachsa-Wernera przyjmuje wartość 1 – dla 
gospodarki otwartej oraz 0 – dla zamkniętej. Sachs i Werner kwalifikują daną gospodarkę 
jako zliberalizowaną w danym roku, jeśli spełnia ona jednocześnie wszystkie pięć poniŜszych 
kryteriów:  
￿   średnia stawka celna na dobra kapitałowe i pośrednie jest niŜsza niŜ 40 proc.,  
￿   bariery pozataryfowe dotyczą mniej niŜ 40 proc. importu dóbr kapitałowych i pośrednich,  
￿   premia czarnorynkowa nie przekracza 20 proc. oficjalnego kursu wymiany,  
￿   państwo nie ma ustroju socjalistycznego oraz  
￿   nie posiada monopolu w eksporcie kluczowych branŜ.  
Tak  skonstruowany  indeks  otwartości  dla  duŜej  grupy  państw  w  analizie  przekrojowej 
uwzględniającej szereg  zmiennych warunkujących okazał się  mieć dodatni i statystycznie 
istotny  wpływ  na  wzrost  gospodarczy.  NaleŜy  jednakŜe  podkreślić,  Ŝe  nawet  tak 
wysublimowana zmienna została skrytykowana m.in. ze względu na wraŜliwość rezultatów 
na okres analizy.  
Podsumowując, Waelde i Wood (2004) twierdzą, Ŝe współczesna literatura empiryczna (w 
szczególności  bazująca  na  metodach  przekrojowych)  nie  umoŜliwia  wyprowadzenia 
ogólnych rekomendacji, co do kształtu polityki handlowej. W kaŜdym przypadku wymaga to 
analizy specyficznych uwarunkowań rynkowych i instytucjonalnych konkretnej gospodarki. 
Zwracają  na to  uwagę  równieŜ  Richard  Baldwin i  Forslid  (1998) twierdząc,  Ŝe  literatura 
empiryczna  i  w  mniejszym  stopniu  równieŜ  literatura  teoretyczna  w  sposób  wysoce 
niedoskonały  identyfikują  i  weryfikują  kanały  wiąŜące  wymianę  handlowa  ze  wzrostem 
gospodarczym.    9 
Inne  podejście  reprezentuje  natomiast  Robert  Baldwin  (2003),  który  odnosząc  się 
bezpośrednio  do  słynnej  juŜ  krytyki  Rodrigueza  i  Rodrika  (1999,  2000)  podkreśla,  Ŝe 
otwartość rozumiana jako większy zakres liberalizacji w powiązaniu z zespołem czynników 
pobocznych,  ma  pozytywny  i  statystycznie  istotny  wpływ  na  wzrost  gospodarczy.  Jako 
zespół  niezbędnych  warunków  pobocznych  Baldwin  określa:  występowanie  stabilnego 
systemu  walutowego,  prowadzenie  roztropnej  polityki  monetarnej  oraz  fiskalnej  oraz 
nieskorumpowaną administrację. Innymi słowy Baldwin uznaje, Ŝe nawet znaczący stopień 
otwarcia  gospodarki nie gwarantuje osiągnięcia wysokich stóp wzrostu bez sprzyjających 
uwarunkowań instytucjonalnych. Do analogicznego wniosku doszli między innymi Zagha i 
in. (2006) twierdząc, Ŝe otwarcie gospodarki daje wyłącznie realną szansę na podniesienie 




Stricte egzogeniczny charakter geografii a tym samym zmiennych geograficznych powoduje, 
Ŝe w ich przypadku nie ma większych problemów z rzeczywistym zrozumieniem ich wpływu 
na  wzrost  (Weil  2005).  Pod  względem  tempa  rozwoju  do  najbardziej  sprzyjających 
warunków  zaliczyć  naleŜy:  połoŜenie  w  umiarkowanych  szerokościach  geograficznych 
(klimat), dostęp do wody, tereny płaskie (nie górzyste) z bezpośrednim dostępem do morza 
bądź  rzeki  pozwalającej  na  efektywny  transport  śródlądowy,  połoŜone  na  niewielkiej 
wysokości  nad  poziomem  morza
8.  Tereny  te  powinny  charakteryzować  się  jednocześnie 
niskim  stopniem  ogólnego  ryzyka  związanego  z  zagroŜeniami  naturalnymi  (katastrofy 
naturalne)  czy  występowaniem  chorób  zakaźnych  np.  malarii  czy  cholery  –  będących 
wynikiem szeregu uwarunkowań geograficznych równocześnie. 
Geografia  wpływa  równieŜ  na  otwartość.  Peryferyjność  połoŜenia  w  stosunku  do  innych 
gospodarek oznacza znaczący wzrost kosztów transportu i ma decydujący wpływ negatywny 
na  intensywność  wymiany  (zgodnie  z  modelami  grawitacji  wymiany  handlowej). 
                                                 
7  Rozdział  3  i  4  bazują  w  duŜym  stopniu  na  referacie  zaprezentowanym  na  konferencji  Katedry  HZ 
Uniwersytetu Ekonomicznego w Krakowie w październiku 2007 roku (patrz Brodzicki 2007). 
8 Weil (2005) stwierdza, Ŝe tylko ok. 1/6 powierzchni lądów znajduje się w odległości do 100 km od wybrzeŜa 
morskiego bądź znaczącej rzeki pozwalającej na nawigację. Jednocześnie tereny te odpowiadają za blisko 50 
proc. całkowitej populacji ludzkości oraz 2/3 światowej produkcji sprzedanej.   10 
Peryferyjność redukuje równieŜ zakres dyfuzji wiedzy najbardziej efektywnie przebiegającej 
na bliską odległość (to teŜ poniekąd wyjaśnia fenomen powstawania tzw. biegunów wzrostu). 
WaŜną cechą geograficzną powiązaną zarówno z szerokością geograficzną jak i rozkładem 
mas  lądowych  i  oceanicznych  w  powiązaniu  z  ukształtowaniem  terenu  jest  klimat.  Weil 
(2005) pokazuje (patrz poniŜsza tabela), Ŝe najwyŜszy poziom realnego PKB per capita w 
stosunku  do  średniej  światowej  uzyskują  regiony  leŜące  w  klimacie  umiarkowanym  a 
dokładnie  w  klimacie  umiarkowanym  mokrym  bez  pory  suchej  (2.24)  oraz 
śródziemnomorskim (2.1). NajniŜsze zaś w klimacie tropikalnym – dokładniej tropikalnym 
sawannowym (0.38), tropikalnym lasu równikowego z sezonem monsunowym (0.41) bądź 
subtropikalnym (0.44). 
Tabela 1 PołoŜenie w strefie klimatycznej a poziom PKB per capita w stosunku do średniej dla świata 
Typ 
klimatu  Opis  Reprezentatywne 
miasto 
% 






Af  Tropikalny las 
równikowy  DŜakarta  4.0  4.4  0.64 
Am  j.w. z sezonowymi 
monsunami  Manila  0.8  2.4  0.41 
Aw  Sawanna tropikalna  Kinszasa  10.8  17.5  0.38 
Cw  Subtropikalny  Hanoi  4.3  16.0  0.44 
Cf  Umiarkowany mokry 
bez pory suchej  Nowy Jork  7.7  19.5  2.24 
Cs  Śródziemnomorski  Rzym  2.2  4.3  2.10 
Df  Zimny bez pory suchej  Moskwa  23.0  5.8  1.90 
Dw  Zimny z suchą zimą  Seul  6.2  5.3  0.64 
BS  Stepowy  Odessa  12.3  11.8  0.55 
BW  Pustynny - opad roczny 
poniŜej 38 cm  Kair  17.3  6.2  0.58 
H  WyŜynny  Meksyk  7.3  6.8  0.78 
E  Lodowaty – śr. Temp. 
PoniŜej 10st.  Nuuk, Grenlandia  4.0  <0.1  - 
Źródło: Weil (2005). 
Realne  powiązania  między  głębokimi  determinantami  wzrostu  często  mogą  być  bardzo 
wysublimowane. Na przykład lokalizacja w przestrzenni determinuje klimat, klimat wpływa 
na  jakość  instytucji  kolonialnych  –  tam  gdzie  warunki  były  sprzyjające  osiedlali  się 
Europejczycy tworząc instytucje sprzyjające rozwojowi, tam gdzie były niekorzystne kolonie 
podlegały mocnemu wyzyskowi. Byłe kolonie po uzyskaniu niepodległości miały tendencję 
do  utrzymania  wcześniejszych  dobrych  bądź  złych  wzorców  instytucjonalnych.  Historia   11 
wydaje  się  więc  wywierać  piętno  na  współczesności.  Warto  jednocześnie  podkreślać,  Ŝe 
pewne  zaleŜności  mogą  zmieniać  się  w  czasie  –  na  przykład,  pomimo,  Ŝe  współcześnie 
uznaje  się  wpływ  dostępu  do  morza  za  sprzyjający  rozwojowi,  w  przypadku  państw 
afrykańskich w epoce niewolnictwa zaleŜność była całkowicie odwrotna – szybciej rozwijały 
się  obszary  pozbawione  dostępu  do  morza  w  znacznej  odległości  od  brzegu  a  przez  to 
nienaraŜone na niszczycielski wpływ niewolnictwa. 
 
4. Dyskusja nad głębokimi determinantami wzrostu 
DuŜa część dyskusji w literaturze empirycznej poświęconej głębokim determinantom wzrostu 
gospodarczego skupia się na kwestii dominacji jednej grupy czynników nad innymi tzn. czy 
wpływ  geografii  jako  elementu  stricte  egzogenicznego  dominuje  nad  częściowo 
endogenicznymi  czynnikami  instytucjonalnymi  oraz  stopniem  integracji  gospodarki. 
Szczególnie  ostra  debata  w  literaturze  przedmiotu  przebiega  pomiędzy  autorami 
przyznającymi  kluczowe  znaczenie  w  rozwoju  gospodarczym  bądź  czynnikom 
instytucjonalnym bądź geografii (Helpman 2004). 
Rodrik  i  in.  (2004)  stwierdzają  w  swoim  przekrojowym  badaniu  nad  głębokimi 
determinantami wzrostu, Ŝe czynniki instytucjonalne mają dominujące znaczenie. Autorzy 
stwierdzają,  Ŝe  gdy  kontrolowane  są  instytucje  (wykorzystanie  nowych  zmiennych 
instrumentalnych  dla  instytucji  i  otwartości)  tradycyjne  zmienne  geograficzne  mają  co 
najwyŜej słaby bezpośredni wpływ na wzrost.  Rodrik i in. (2004) podkreślają jednak, Ŝe 
geografia w duŜym stopniu determinuje jakość instytucji (a tym samym pośrednio wpływa na 
wzrost).  Analogicznie  autorzy  zidentyfikowali  słaby  wpływ  otwartości  na  wzrost 
gospodarczy. Rodrik i in. (2004) podkreślają jednocześnie, Ŝe znaczne rozbieŜności wyników 
badań w literaturze empirycznej w duŜym stopniu wynikają z róŜnic w doborze próby państw, 
róŜnic w specyfikacji estymowanych modeli oraz w doborze zmiennych aproksymujących 
głębokie determinanty wzrostu. 
Sachs  (2003)  przestrzega  natomiast  przed  przecenianiem  roli  szeroko  definiowanych 
instytucji w wyjaśnieniu przyczyn wzrostu gospodarczego w stosunku do innych determinant 
w tym zwłaszcza geograficznych oraz zasobów naturalnych. Sachs krytykuje uproszczenie   12 
współczesnej debaty stwierdzając, Ŝe wyjaśnienie tak skomplikowanego procesu jak rozwój 
gospodarczy  wyłącznie  uwarunkowaniami  instytucjonalnymi  jest,  co  prawda  bardzo 
atrakcyjne,  lecz  jednocześnie  bardzo  dalekie  od  rzeczywistości.  UmoŜliwia  jednocześnie 
obniŜanie nakładów na rozwój gospodarczy państw słabo rozwiniętych wyjaśniając ich nikłe 
postępy wewnętrznymi uwarunkowaniami instytucjonalnymi - niedoskonałością instytucji.  
Glaeser  i  in.  (2004)  równie  krytycznie  podchodzą  do  dotychczasowych  wyników 
przyznających  znaczną  rolę  czynnikom  instytucjonalnym  w  wyjaśnieniu  róŜnic  w  tempie 
wzrostu. Badacze ponownie dokonali oceny kierunku zaleŜności między wzrostem a jakością 
instytucji. Pierwszym polem krytyki okazała się jakość zmiennych aproksymujących jakość 
instytucji stosowanych w literaturze empirycznej oraz w niektórych przypadkach błędy w 
estymacji  wykorzystujących  metodę  zmiennych  instrumentalnych  (IV).  Prosta  analiza 
przekrojowa doprowadziła Glaeser E. i in. (2004) do następujących wniosków: większą rolę 
od  jakości  instytucji  w  wyjaśnieniu  zróŜnicowania  poziomu  dochodów  odgrywa  kapitał 
ludzki, ucieczka z pułapki ubóstwa wymaga dobrej polityki gospodarczej – często jest jednak 
paradoksalnie wdraŜana przez dyktatorów prowadząc dopiero w dłuŜszej perspektywie do 
poprawy ogólnego poziomu jakości instytucji. 
Badanie Gallupa et al. (1998) wykazało pozytywny wpływ otwartości na wzrost w duŜej 
próbie  przekrojowej  państw  po  uwzględnieniu  szeregu  warunkujących  zmiennych 
geograficznych.  Wykazało teŜ, Ŝe czynniki  geograficzne prowadzące do wzrostu kosztów 
wymiany  obniŜają  wzrost  gospodarczy.  Badanie  pominęło  jednakŜe  wpływ  czynników 
instytucjonalnych, co naleŜy uznać za znaczący mankament. 
Dollar  i  Kraay  (2002)  zarzucają  literaturze  empirycznej,  Ŝe  pomimo  uŜycia  właściwych 
zmiennych instrumentalnych dla wymiany handlowej i jakości instytucji, nie uwzględnia się 
w  duŜych  badaniach  przekrojowych  ich  znacznego  stopnia  skorelowania.  Pokazują 
jednocześnie, Ŝe przy podejściu dynamicznym – zmiany stóp wzrostu z dekady na dekadę, 
wyniki  wyraźnie  wskazują  na  rolę  wymiany  (otwartości)  jednocześnie  wskazując  na 
ograniczone znaczenie zmian w jakości instytucji. W podsumowaniu Dollar i Kraay (2002) 
stwierdzają, Ŝe w ujęciu krótkookresowym znaczenie otwartości dla wzrostu gospodarczego 
jest kluczowe natomiast w dłuŜszej perspektywie oba czynniki wydają się być waŜne.   13 
Hausman i in. (2005) analizują natomiast przypadki znacznego przyspieszenia tempa wzrostu 
gospodarczego (zdefiniowanego jak okres przynajmniej 8 lat). W próbie obejmującej 110 
państw w okresie 1957-1992 identyfikują 60 państw z przynajmniej jednym takim okresem 
znacznego  przyspieszania.  W  wyniku  analiz  stwierdzają,  Ŝe  w  większości  przypadków 
znaczącym  przyspieszeniom  wzrostu  nie  towarzyszyła  znacząca  zmiana  polityki 
gospodarczej,  uwarunkowań  instytucjonalnych  czy  politycznych.  Procesy  te  wydają  się 
równieŜ być neutralne w stosunku do uwarunkowań zewnętrznych. Znaczące przyspieszenia 
wg Hausman i in. (2005) wydają się być wynikiem idiosynkratycznych, nieznacznych zmian 
czy przypadkowych wydarzeń. Głębokie determinanty nie odgrywają roli w tych procesach. 
Falkinger i Grossman (2005) pokazują, Ŝe spośród gospodarek otwartych większą korzyść 
wzrostową  w  średnim  i  długim  okresie  odnoszą  państwa  o  ustroju  demokratycznym,  co 
uznają za proxy dla lepszej jakości instytucji. Jakość instytucji ma więc wpływ na korzyści 
osiągane z liberalizacji stosunków zewnętrznych danej gospodarki.  
Doppelhofer  i  in.  (2000)  wykorzystując  nowatorskie  podejście  BACE  (bayesowskie 
uśrednianie  wyników  klasycznych)  zidentyfikowali  spośród  duŜej  liczby  zmiennych 
(zarówno aproksymujących płytkie i głębokie determinanty) te, które spośród 89 milionów 
rozpatrywanych  regresji  charakteryzowały  się  najsilniejszym  i  statystycznie  istotnym 
wpływem  na  długookresowe  tempo  wzrostu.  Dziesięć  zmiennych  o  największym 
prawdopodobieństwie włączenia do regresji to: 
￿  zmienna dla państw Azji Wschodniej (+), 
￿  nabór do szkolnictwa podstawowego w roku 1960 - proxy dla kapitału ludzkiego (+), 
￿  przeciętna cena dóbr inwestycyjnych (-), 
￿  wyjściowy poziom PKB per capita (-) - zgodnie z koncepcją konwergencji warunkowej, 
￿  część powierzchni (ludności) w klimacie tropikalnym (+) - geografia, 
￿  gęstość ludności na obszarach nadbrzeŜnych w 1960 roku (+) - geografia, 
￿  zachorowalność na malarię w latach 60-tych  (-) -  geografia, powiązana z szerokością 
geograficzną, 
￿  oczekiwana długość Ŝycia w 1960 (+) uznawana za ogólną miarę kapitału ludzkiego,   14 
￿  udział ludności o wyznaniu konfucjańskim (+) - czynnik kulturowy uznawany za element 
instytucjonalny, 
￿  zmienna dla państw Afryki (-). 
Do innych istotnych czynników Doppelhofer i  in. zaliczyli zmienną dla państw Ameryki 
Łacińskiej (-), udział górnictwa w PKB (+) - proxy dla wyposaŜenia w zasoby surowców, 
naturalnych, status byłej kolonii hiszpańskiej (-) - proxy dla jakości instytucji, okres otwarcia 
gospodarki (+), udział wyznawców islamu bądź buddyzmu (+), zakres podziałów etnicznych 
bądź lingwistycznych w społeczeństwie (-), udział wydatków rządowych w latach 60-tych (-) 
– aproksymującą charakter prowadzonej polityki gospodarczej (zakres ingerencji państwa w 
gospodarkę).  
Badanie Doppelhofera i in. (2000) pokazuje, więc wyraźnie, Ŝe w grupie najwaŜniejszych 
determinant wzrostu znajdują się niestety przedstawicielki wszystkie głębokich determinant, 
przy czym dominują czynniki geograficzne i instytucjonalne. 
 
 
5. Badanie empiryczne dla globalnego panelu danych 
Baza danych zawiera obserwacje dla 207 państw oraz 9 okresów rocznych między 1996 a 
2004  (łącznie  1863  obserwacje)
9 .  Ze  względu  na  liczne  luki,  panel  ma  charakter 
niezbilansowany,  co  jest  istotne  z  punktu  widzenia  estymacji  rozwaŜanych  modeli 
ekonometrycznych. Celem badania jest pokazanie wpływu głębokich determinant wzrostu 
(trzech  zasadniczych  grup  determinant:  geografii,  integracji  oraz  instytucji)  na  poziom 
rozwoju gospodarczego. Poziom rozwoju mierzony jest logarytmem naturalnym  PKB per 
capita liczonym z zastosowaniem metody parytetu siły nabywczej (ceny stałe z roku 2000 w 
dolarach amerykańskich), czyli uwzględniającej występowanie istotnych róŜnic w poziomie 
cen między poszczególnymi państwami.  
Na  początku  rozpatrywanego  okresu  (1996)  najwyŜszy  poziom  realnego  PKB  per  capita 
osiągnęły: Luksemburg (37 762 USD), Norwegia (30 978 USD), Stany Zjednoczone (30 704 
USD) oraz Szwajcaria (28 833 USD). NajniŜszy poziom wystąpił natomiast w Tanzanii (491 
USD, 1,3 proc. poziomu lidera!), Malawi (576 USD, 1,5 proc. poziomu lidera), Mozambiku 
                                                 
9 Zestawienie państw i terytoriów znajduje się w załączniku A do niniejszego opracowania.    15 
oraz  Sierra  Leone  (po  642  USD,  1,7 proc.  poziomu  lidera)
10.  Na  końcu  rozpatrywanego 
okresu – w roku 2004 do pierwszej czwórki najbogatszych państw świata zaliczyć naleŜy 
Luksemburg  (51 892  USD),  Stany  Zjednoczone,  Norwegię  oraz  Irlandię  Cztery 
najbiedniejsze państwa świata to Malawi (591 USD, 1,1 poziomu lidera), Zair (615 USD), 
Tanzania (631 USD), Burundi (639 USD)
11. W analizowanym okresie realny poziom PKB 
per capita wzrósł w przypadku 143 państw świata, a w 23 doszło do jego spadku
12.  
PoniŜsze mapy (patrz mapa 1, mapa 2) pokazują wyraźnie, Ŝe poziomu PKB per capita ma 
wyraźny  rozkład  w  przestrzenni  –  co  więcej  poza  nielicznymi  wyjątkami  rozkład  ten  w 
przestrzenni  wydaje  się  mieć  charakter  trwały.  Państwa  ubogie  pozostają  ubogie  (w 
szczególności dotyczy to państw Afryki Centralnej, Azji Centralnej i Południowej) a państwa 
bogate pozostają bogate
13.  
                                                 
10 W  1996  roku  Polska  z  poziomem  PKB  per  capita  w  wysokości  8579  USD  (22,7  proc.  poziomu lidera) 
uplasowała się na 47 pozycji pośród 168 państw.  
11 W 2004 roku Polska z poziomem PKB per capita w wysokości 11 913 USD (23,0 proc. poziomu lidera) 
uplasowała się na 44 pozycji pośród 166 państw znajdujących się w bazie danych. 
12 W Polsce PKB per capita przyrósł o 3334 USD (38,9 proc.), co dało nam 25 pozycję w świecie w ujęciu 
relatywnym.  
13 Potwierdzałoby to pośrednio hipotezę tzw. konwergencji klubowej Quah (ang. club convergence).    16 
Mapa 1. PKB per capita w PPP (USD 2000) w 1996 roku 
 
 
Mapa 2. PKB per capita w PPP (USD 2000) w 2004 roku 
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Źródło: Opracowanie własne na podstawie WDI 2007.   17 
Ogólna  postać  modelu  empirycznego  jest  następująca  (przy  wprowadzeniu  efektów 
indywidualnych dla państw oraz okresów – podejście two-way, dwukierunkowe): 
lnGDPpc(i,t) = c + b1*INT(i,t)+b2*INST(i,t)+b3*GEO(i)+ui+ut+e 
Brak  logarytmu  PKB  per  capita  pośród  zmiennych  objaśniających  oznacza,  Ŝe  mamy  do 
czynienia  z  panelem  statycznym  a  nie  dynamicznym  (często  występujących  w  modelach 
wzrostu uwzględniających róŜne postaci zjawiska konwergencji absolutnej czy warunkowej). 
Postać ogólna modelu odzwierciedla ideę zaczerpniętą z badania odniesienia - Rodrika i in. 
(2004) z istotną róŜnicą polegającą na wykorzystaniu podejścia panelowego. 
Jako zmienną aproksymującą wpływ integracji przyjęto klasycznie wykorzystywaną zmienną, 
pomimo krytyki w literaturze przedmiotu, logarytm naturalny z indeksu otwartości (zmienna 
lnopen), czyli stosunek wartości wymiany handlowej państwa (sumy eksportu i importu) do 
jego produktu krajowego brutto
14. Zmienna ta jest dodatnio skorelowana z poziomem PKB 
per capita, a jej wartość jest w duŜym stopniu niezmienna w czasie i zaleŜna od wielkości 
rynku krajowego poszczególnych państw (patrz mapy 3 i 4). 
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Źródło: Opracowanie własne na podstawie WDI 2007. 
                                                 
14 Dane na temat indeksu otwartości uzyskano z bazy World Development Indicators Banku Światowego.   18 
Mapa 3. Indeks otwartości gospodarki w roku 1996 
 
Źródło: Opracowanie własne na podstawie WDI 2007. 
Mapa 4. Indeks otwartości gospodarki w roku 2004 
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Źródło: Opracowanie własne na podstawie WDI 2007.   19 
Zmienne instytucjonalne zostały zaczerpnięte z opracowania Banku Światowego autorstwa 
Kaufmanna, Kraays i Mastruzzi (Kaufmann i in. 2005) prezentującego zagregowane indeksy 
jakości zarządzania (jakości instytucji). Badanie Kaufamanna i in. obejmuje 209 państw dla 
lat 1996, 1998, 2000, 2002 oraz 2004 bazując na 352 zmiennych z 37 baz danych tworzonych 
przez 31 organizacji
15. Zmienne te zostały przez autorów przypisane do sześciu zasadniczych 
wymiarów  jakości  zarządzania  i  poprzez  zastosowanie  modelu  nieobserwowanych 
składowych (unobserved components model) wyznaczono sześć zagregowanych indeksów:  
￿  prawa głosu i odpowiedzialność (zmienna voiceacc) – oddający prawa polityczne, 
cywilne i ludzkie; 
￿  niestabilność polityczna (pol_stab) – pokazujące prawdopodobieństwo wystąpienia 
znaczących niepokojów społecznych, przewrotów czy zagroŜenia terrorystycznego; 
￿  efektywność rządów (goveff) – mierzący kompetencje systemu biurokratycznego oraz 
jakość świadczeń oferowanych społeczeństwu przez władze publiczne; 
￿  obciąŜenie regulacyjne (regqual) – pokazujący częstotliwość występowania działań 
władz niekorzystnych dla gospodarki wolnorynkowej; 
￿  państwo  prawa  –  (roflaw)  –  mierzący  jakość  egzekucji  praw  nabytych,  umów 
kontraktowych,  policji  i  sądownictwa  jak  równieŜ  zakres  przestępczości  i 
niepokojów; 
￿  kontrola  korupcji  –  (zmienna  corupcntrl)  –  oddający  zakres  wykorzystywania 
władzy publicznej do realizacji partykularnych interesów osób prywatnych, zakres 
korupcji oraz zawładnięcia państwa (ang. state capture). 
KaŜdy z zagregowanych indeksów ma rozkład normalny ze średnią zero oraz odchyleniem 
standardowym  równym,  1  co  oznacza,  Ŝe  większość  obserwacji  występuje  w  przedziale 
wartości  od  -2.5  do  +  2.5.  WyŜszej  wartości  współczynnika  odpowiada  wyŜszy  poziom 
jakości rządzenia a tym samym instytucji.  
PoniŜej  zaprezentowano  wykresy  rozrzutu  pokazujące  na  związek  pomiędzy  jakością 
instytucji w zakresie rządów prawa, jakości regulacji i jakości rządów a poziomem PKB per 
                                                 
15 Ze  względu  na  punktowy  charakter  zmiennych  instytucjonalnych  występujących,  co  dwa  lata  brakujące 
wartości dla lat 1997, 1999, 2001 oraz 2003 wyliczono jako średnia arytmetyczna z wartości odpowiednich 
zmiennych dla okresu poprzedzającego i następującego.    20 
capita  (zmiennymi,  które  zostaną  wykorzystane  w  analizie  ekonometrycznej).  W  kaŜdym 
rozpatrywanym  przypadku  zauwaŜalna  jest  dodatnia  korelacja  między  zmiennymi.  Na 
podstawie poniŜszych wykresów nie moŜemy jednakŜe wyciągać wniosków, co do kierunku 
łączących  ich  zaleŜności  (przyczynowości)  tzn.  z  duŜym  prawdopodobieństwem  lepsza 
jakość instytucji przekłada się na wyŜsze tempo wzrostu gospodarczego a w efekcie wyŜszy 
poziom  rozwoju  gospodarczego  mierzony  PKB  per  capita  uwzględniającym  parytet  siły 
nabywczej,  jednakŜe  moŜliwa  jest  równieŜ  interpretacja  odwrotna  tzn.  wyŜszy  poziom 
rozwoju pozwala na poprawę jakości instytucji.  
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Źródło: Opracowanie własne w programie STATA 8.1.   21 
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Źródło: Opracowanie własne w programie STATA 8.1.   22 
Jako  uzupełnienie  zmiennych  instytucjonalnych  wprowadzono  dwie  zmienne  sztuczne 
(zerojedynkowe)  dla  państw  socjalistycznych  bądź  znajdujących  się  w  transformacji  z 
gospodarki  socjalistycznej  do  wolnorynkowej  w  rozpatrywanym  okresie  1996  -2004 
(SOCIALIST) oraz dla państw znajdujących się w konflikcie zbrojnym wewnętrznym bądź 
zewnętrznym (WARDUM). 
Trzecia  grupa  zmiennych  odzwierciedla  wybrane  elementy  charakteryzujące  geografię 
poszczególnych terytoriów i państw. Dane te pochodzą ze zbiorów Center for International 
Development na Uniwersytecie Harward uzupełnione w drodze własnych uzupełnień. A w 
szczególności są to: 
￿  disteq – odległość od równika – wartość bezwzględna szerokości geograficznej stolicy 
państwa podzielona przez 90 (opracowanie własne, zestawienie znajduje się w załączniku 
B do niniejszego opracowania) – spodziewany wpływ pozytywny, 
￿  elev – średnie wzniesienie terenu (CID) – spodziewany wpływ negatywny,  
￿  distc - średnia odległość do morza (CID) – spodziewany wpływ negatywny, 
￿  kgatemp - procent powierzchni państwa objęty klimatem umiarkowanym – spodziewany 
wpływ pozytywny, 
￿  landlock - zm. zerojedynkowa gdzie 1 – brak dostępu do morza (opracowanie własne) - 
spodziewany wpływ negatywny, 
￿  mal94a  –  procent  powierzchni  państwa  dotknięty  malarią,  dane z  roku  1994 (CID)  - 
spodziewany wpływ negatywny
16. 
W  bazie  danych  uwzględniono  równieŜ  następujące  zmienne  sztuczne:  SOUTH  –  zm. 
zerojedynkowa – 1 kraj półkuli południowej, CAF – Afryka, CNA – Ameryka Północna, 
CSA - Ameryka Południowa. CEU – Europa, CAS – Azja, COC – Oceania z Australią oraz 
zmienne sztuczne dla poszczególnych lat rozpatrywanego okresu czasu (yr*) 
Podstawowy opis statystyczny wykorzystywanych zmiennych przedstawia poniŜsza tabela. 
                                                 
16 NaleŜy zauwaŜyć, Ŝe ze względu na swój charakter zmienne disteq, kgatemp oraz landlock, jak i landlock i 
distc – nie powinny występować w tej samej specyfikacji modelu.   23 
Tabela 2 Podstawowe statystyki zmiennych wykorzystywanych w modelach ekonometrycznych 
Zmienna  Liczba 
obserwacji    Średnia Odchylenie  Minimum  Maksimum 
lngdppc  1506  8.466436 1.13739  6.13  10.86 
lnopen  1554  4.333586 .5443903  0.43  6.07 
roflaw  1679  -.0055807 .9948102  -2.31  2.36 
regqual  1703  -.0018262 .9864024  -3.99  2.58 
goveff  1707  -.0017955 .9931633  -2.59  2.59 
elev  1476  605.1021 558.1013  0  3185.92 
distc  1476  388.0074 453.0118  0  2374.23 
kgatemp  1476  .2867352 .4122114  0  1 
landlock  1863  .1835749 .3872411  0  1 
mal94a  1467  .3708397 .4318294  0  1 
wardum  1476  .1890244 .3916607  0  1 
disteq  1863  .2765727 .1840793  0  .712963 
socialist  1863  .2222222 .4158513  0  1 
caf  1863  .2657005 .4418241  0  1 
csa  1863  .0628019 .2426715  0  1 
cna  1863  .1497585 .3569303  0  1 
ceu  1863  .2028986 .4022656  0  1 
cas  1863  .2463768 .4310162  0  1 
coc  1863  .0724638 .2593239  0  1 
Źródło: Opracowanie własne.    24 
Analiza ekonometryczna modeli empirycznych 
 
Model  bazowy  zgodnie  ze  specyfikacją  zalecaną  w  opracowaniu  Rodrik  et  al.  (2004) 
obejmuje  następujące  zmienne  objaśniające:  lnopen,  roflaw  oraz  disteq  (odleglość  od 
równika). RozwaŜano występowanie a tym samym wprowadzenie do modelu ustalonych (fe) 
bądź losowych (re) efektów indywidualnych.  
Weryfikacja oszacowanych modeli wskazała, Ŝe zarówno ustalone (test F) jak i losowe (test 
Breuscha-Pagana)  efekty  indywidualne  są  statystycznie  istotne.  Zastosowanie  testu 
Hausmana  moŜe  wskazać  wybór  bardziej  efektywnej  metody  estymacji.  Ze  względu  na 
występowanie problemu heteroskedastyczności w panelu danych (xttest3 – zmodyfikowany 
test  Walda  na  heterskedastyczność  grupową)  oszacowano  model  fe  z  błędami  robust 
skorygowanymi ze względu na występowanie tego problemu (opcja vce(robust)). Okazało się, 
Ŝe róŜnice między oszacowaniami FE i RE były systematyczne, czyli wynikają z błędnych 
załoŜeń  modelu  RE.  Oznacza  to  tym  samym,  Ŝe  RE,  pomimo  Ŝe  mógłby  być  bardziej 
efektywny niŜ FE daje obciąŜone wyniki estymacji. ObciąŜenie to wynika z faktu, Ŝe jedna 
lub  więcej  zmiennych  objaśniających  jest  skorelowana  z  łącznym  składnikiem  losowym 
(składnik  ten  składa  się  z  czysto  losowych  zakłóceń  oraz  z  losowych  efektów 
indywidualnych). 
Analiza  róŜnic  między  parametrami  FE  i  RE  wskazała,  Ŝe  róŜnica  ta  jest  większa  przy 
zmiennej roflaw  co oznacza, Ŝe to ona  mogła  być potencjalnie skorelowana  z losowymi 
efektami  indywidualnymi.  W  celu  weryfikacji  tej  hipotezy  dokonano  dekompozycji  tej 
zmiennej na dwie części: średnią i odchylenia od średniej oraz dokonano oceny wpływu tej 
na zmienną objaśnianą w rozbiciu na dwie części. Okazało się, Ŝe operacja ta pozwoliła na 
uzyskanie nieobciąŜonych wyników estymacji modelu RE, czyli zmienne objaśniające są juŜ 
niezaleŜne od łącznego składnika losowego, moŜna to zinterpretować jako dowód, Ŝe roflaw 
jest zmienną endogeniczną. Tym samym uzasadnione jest wykorzystanie modelu z losowymi 
efektami indywidualnymi pod warunkiem uwzględnienia endogeniczność zmiennej roflaw
17. 
Właściwą metodą estymacji w przypadku takiego modelu jest estymator Hausmana-Taylora. 
                                                 
17 Ten sam endogeniczny charakter miały równieŜ zmienne goveff oraz regqual.   25 
Estymator  Hausmana-Taylora  (Hausman,  Taylor  1981)  stosuje  się  do  estymacji  modeli 
panelowych z losowymi efektami indywidualnymi (random effects, re), w których niektóre z 
ze  zmiennych  objaśniających  są  skorelowane  z  nieobserwowanym  losowym  efektem 
indywidualnym. 
Występuje tym samym sytuacja, w której w modelu postaci: 
y[i,t] = B1*x1[i,t] + B2*x2[i,t] + G1*z1[i] + G2*z2[i] + u[i] + e[i,t] 
losowe efekty indywidualne u[i] skorelowane są ze zmiennymi objaśniającymi x2[i,t] oraz 
z2[i], lecz jednocześnie nie są skorelowane ze zmiennymi x1[i,t] oraz z1[i], podczas gdy 
zmienne z1 i z2 są stałe – nie zmieniają się po czasie w dostępnym panelu danych.  
Wykorzystanie metody Hausmana-Taylora niesie ze sobą szereg korzyści: 
￿  zastosowanie znajduje estymator bardziej efektywny (RE),  
￿  eliminowane  jest  obciąŜenie  wynikające  z  braku  niezaleŜności  zmiennych 
objaśniających od łącznego składnika zakłócającego, 
￿  eliminowany  jest  problem  heteroskedastyczności  modelu  poprzez  zastosowanie 
uogólnionej  metody  najmniejszych  kwadratów  (UMNK)  do  szacowania  modelu  z 
losowymi efektami indywidualnymi, 
￿  nie  występuje  problem  skorelowania  zmiennych  stałych  w  czasie  z  efektami 
ustalonymi, co jest szczególnie istotne z punktu widzenie niniejszego badania. 
Dla  wyciągnięcia  głębszych  wniosków  przyjęto  następującą  procedurę.  W  pierwszej 
kolejności  zostanie  dokonana  estymacja  specyfikacji  bazowej  oraz  jej  modyfikacji  na 
szerokiej  (globalnej)  próbie  państw.  Następnie  estymacja  modelu  bazowego  zostanie 
powtórzona dla węŜszych grup państw w celu weryfikacji wraŜliwości uzyskanych wyników.  
Zestawienie  wyników  estymacji  dla  próby  globalnej  zawiera  Tabela  3.  Wszystkie 
specyfikacje  estymowane  metodą  Hausmana-Taylora  zgodnie  z  przyjętymi  powyŜej 
wytycznymi opartymi na analizie specyfiki konkretnego modelu panelowego. 
W  specyfikacji  S1  –  specyfikacji  bazowej,  do  modelu  wprowadzono  zmienne  zgodne  z 
procedurą przyjętą w opracowaniu Rodrik i in. (2004): roflaw (rządu prawa) jako proxy dla   26 
instytucji, lnopen – log indeksu otwartości jako proxy dla poziomu integracji oraz disteq 
(odległość od równika) jako proxy dla wpływu geografii. Zgodnie z oczekiwaniami wpływ 
poszczególnych zmiennych na poziom PKB per capita jest pozytywny i statystycznie istotny 
(na  wysokim  1  proc.  poziomie  istotności).  Uzyskano  wysoką  wartość  współczynnika  R
2, 
która  obliczona  został  jako  kwadrat  współczynnika  korelacji  wartości  empirycznych 
zmiennej objaśnianej z wartościami teoretycznymi wyliczonymi bez uwzględnienia losowych 
efektów indywidualnych. Przyjęta procedura powoduje, Ŝe R
2 pokazuje procent wyjaśniania 
zmienności  lngdppc  przez  zasadnicze  zmienne  objaśniające  modelu.  Losowe  efekty 
indywidualne są statystycznie istotne – dzieje się tak w przypadku kaŜdej z rozpatrywanych 
specyfikacji modelu. 
W kolejnych dwóch specyfikacjach oceniamy wraŜliwość wyników na zastąpienie zmiennej 
roflaw innymi zmiennymi oddającymi wpływ czynników instytucjonalnych. W specyfikacji 
S2  jest  to  regqual  oddająca  jakość  otoczenia  regulacyjnego,  a  w  specyfikacji  S3  jest  to 
zmienna  goveff  oddająca  jakość  rządzenia.  Pozytywny  i  statystycznie  istotny  wpływ 
czynników instytucjonalnych na poziom PKB per capita nie zanika. Uzyskano jednocześnie 
lekko wyŜszy poziom współczynnika determinacji.  
Pomimo  zastosowania  podejścia  z  losowymi  efektami  indywidualnymi  (dla  państw) 
decydujemy się w specyfikacji S4 na wyeliminowanie wpływu zmienności obserwacji po 
czasie w rozpatrywanym panelu, czyli uwzględniamy ustalone efekty okresowe. W tym celu 
wprowadzamy  do  modelu  osiem  zmiennych  sztucznych  dla  lat  1997  –  2004  (pominięto 
zmienną dla 1997 roku ze względu na dokładną współliniowość). Wartość testu t-Studenta 
przy ocenach parametrów przy zmiennych sztucznych dla lat, wskazuje na ich statystyczną 
istotność  na  standardowo  przyjętym  poziomie  istotności.  Ogólny  wpływ  tych  zmiennych 
potwierdza wartość testu 
2 c . Zasadnicze głębokie determinanty wzrostu zachowują kierunek 
oraz statystyczną istotność wpływu na zmienną objaśnianą przy stosunkowo niŜszej ocenie 
parametru  przy  indeksie  otwartości  i  duŜo  wyŜszym  w  przypadku  proxy  dla  instytucji. 
Oznacza  to,  Ŝe  znaczenie  jakości  instytucji  jest  większe  niŜ  wynikałoby  to  z  poprzednio 
uzyskanych wyników. Warto jednocześnie podkreślić skokowy przyrost wartości testu Walda 
badającego istotność indywidualnych efektów losowych w stosunku do modelu bazowego.   27 
W kolejnej specyfikacji (S5) zalecana zmienna disteq zostaje zastąpiona przez cztery inne 
zmienne  geograficzne:  elev,  kgatemp,  landlock  oraz  mal94a.  Towarzyszy  temu  znaczący 
wzrost wartości R
2 do poziomu 66,2 proc. Co oznacza, Ŝe z pominięciem istotnych losowych 
efektów  indywidualnych,  zestaw  zmiennych  objaśniających  wyjaśnia  2/3  zróŜnicowania 
poziomu  PKB  per  capita  w  przyjętym  panelu.  Wpływ  poszczególnych  zmiennych 
geograficznych jest zgodny z przewidywaniami tzn. średnie wzniesienie, brak dostępu do 
morza oraz obszar objęty malarią mają wpływ negatywny na wzrost natomiast udział obszaru 
państwa  w  klimacie  umiarkowanym  ma  wpływ  pozytywny.  Zastąpienie  zmiennej  disteq 
zestawem  zmiennych  geograficznych  nie  spowodowało  zmiany  znaczenia  czynników 
geograficznych na poziom PKB per capita. 
W kolejnej specyfikacji model powyŜszy jest poszerzony o zestaw zmiennych sztucznych dla 
poszczególnych  lat.  R
2  podnosi  się  do  poziomu  blisko  72  proc.  Poszczególne  głębokie  i 
płytkie determinanty wzrostu zachowują spodziewanych kierunek wpływu na poziom PKB 
per capita.  
W specyfikacji S7 zmienna landlock ze specyfikacji S5 zostaje zastąpiona zmienną distec – 
oddającą średnią odległość od morza w kilometrach. Nie wpływa to zasadniczo na oceny 
parametrów przy innych zmiennych.  
W ostatniej specyfikacji model bazowy z efektami indywidualnymi dla lat zostaje poszerzony 
o  dodatkową  zmienną  mającą  wpływ  na  jakość  instytucji  –  jest  to  zmienna  wardom 
pokazującą występowanie konfliktów zbrojnych. Jej wpływ zgodnie z oczekiwaniami jest 
negatywny i statystycznie istotny na 5 proc. poziomie istotności.  
Obserwacja uzyskanych wyników wskazuje jednoznacznie, Ŝe wprowadzenie zmiennych dla 
okresów czasu znacząco obniŜa ocenę parametru przy lnopen oraz znacząco (kilkukrotnie) 
podwyŜsza przy roflaw.   28 
Tabela 3 Wyniki estymacji modeli ekonometrycznych – cz 1. 
  S1  S2  S3  S4 
lnopen  .2404  .2432  .2557  .1023 
  13.13[.000]***  13.43[.000]***  14.14[.000]***  6.29[.000]*** 
roflaw  .0261      .0852 
  1.98[.048]**      7.66[.000]*** 
regqual    .0523     
    5.71[.000]***     
goveff      .08670   
      7.26[.000]***   
disteq  3.2019  3.1846  3.0518  3.1147 
  8.37[.000]***  8.66[.000]***  8.49[.000]***  8.40[.000]*** 
cons  6.4950  6.4824  6.4676  7.0442 
  42.45[.000]***  43.62[.000]***  44.47[.000]***  48.65[.000]*** 
yr1         
         
yr2        .01862 
        2.29[.022]** 
yr3        .03599 
        4.49[.000]*** 
yr4        .0509 
        6.34[.000]*** 
yr5        .0666 
        8.14[.000]*** 
yr6        .0871 
        10.70[.000]*** 
yr7        .1057 
        12.94[.000]*** 
yr8        .1318 
        15.88[.000]*** 
yr9        .1673 
        19.54[.000]*** 
n  1418  1446  1446  1418 
liczba państw  166  166  166  166 
Wald chi  247.57  290.10  317.42  952.18 
rho  0.9916  .9909  .9906  .9940 
R
2  0.3935  0.4069  0.4406  0.4378 
Test 
2 c   -  -  -  604.46 
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  S5  S6  S7  S8 
lnopen  .2385  .0808  .0777  .0818 
  12.39[.000]***  4.84[.000]***  4.66[.000]***  4.88[.000]*** 
roflaw  .01646  .1259  .1258  .1273 
  1.08[.279]  9.70[.000]***  9.69[.000]***  9.82[.000]*** 
disteq        3.1454 
        8.57[.000]*** 
elev  -.0003  -.0003  -.0003   
  -2.45[.014]**  -2.79[.005]***  -3.23[.001]***   
kgatemp  .7401  .6488  .5762   
  4.09[.000]***  3.94[.000]***  3.42[.001]***   
landlock  -.6336  -.5877     
  -4.25[.000]***  -4.30[.000]***     
distc      -.0005   
      -3.84[.000]***   
mal94a  -1.3656  -1.3090  -1.3509   
  -7.95[.000]***  -8.42[.000]***  -8.54[.000]***   
wardum        -.4486 
        -2.42[.016]** 
cons  8.0087  8.7955  8.8940   
  46.14[.000]***  56.54[.000]***  54.85[.000]***   
yr1    -.1820  -.1440   
    -20.50[.000]***  -16.82[.000]***   
yr2    -.1631  -.1250  .01885 
    -18.51[.000]***  -14.67[.000]***  2.30[.021]*** 
yr3    -.1526  -.1145  .02927 
    -17.32[.000]***  -13.42[.000]***  3.58[.000]*** 
yr4    -.1369  -.0989  .04494 
    -15.57[.000]***  -11.61[.000]***  5.49[.000]*** 
yr5    -.1179  -.0796  .06388 
    -13.89[.000]***  -9.54[.000]***  7.64[.000]*** 
yr6    -.09103  -.0528  .0909 
    -10.83[.000]***  -6.39[.000]***  10.90[.000]*** 
yr7    -.06699  -.0288  .1150 
    -8.00[.000]***  -3.49[.000]***  13.68[.000]*** 
yr8    -.03832    .1437 
    -4.62[.000]***    16.78[.000]*** 
yr9      .0385  .181971 
      4.64[.000]***  20.49[.000]*** 
n  1301  1301  1301  1301 
liczba państw  148  148  148  148 
Wald chi  427.24  1236.45  1226.49  1025.64 
rho  .9846  0.9883  0.9940  .9934 
R
2  0.6620  0.7193  0.7113  0.5122 
Test 
2 c   -  668.34  672.05  .. 
Źródło: Opracowanie własne. Estymacje modeli wykonane w programie STATA wersja 10 przed dr D. Ciołek. 
UWAGI: 
a)  Zastosowano metodę Hausmana-Taylora (re).  
b)  Zmienna objaśniana – logarytm naturalny poziomu PKB per capita w PPP (USD z 2000 roku)  
c)  Całkowita liczba obserwacji (n) zmienna w zaleŜności od specyfikacji – 1301 do 1446. 
d)  Istotne na poziomie istotności *** 1proc., ** 5proc., * 10proc. 
e)  Pod ocenami parametrów podane są wartości statystyki t-Studenta. 
f)  W nawiasach kwadratowych [ ] podane są wartości Prob dla poszczególnych testów weryfikacyjnych.   30 
g)  Test istotności Walda -weryfikuje istotność specyfikacji (w modelu re) 
h)  Rho - pokazuje jaka cześć zmienności zmiennej objaśnianej została wyjaśniona zmianami efektó losowych. 
i)  R^2–  wartości  współczynnika  determinacji  obliczona  jako  kwadrat  współczynnika  korelacji  pomiędzy 
rzeczywistymi  wartościami  zmiennej  objaśnianej,  a  jej  wartościami  teoretycznymi  wyznaczonymi  bez 
uwzględnienia losowych efektów indywidualnych. Współczynnik pokazuje procent wyjaśniania zmienności 
zmiennej objaśnianej przez zasadnicze zmienne objaśniające. 
j)  Test 
2 c  – wartość testu na istotność zmiennych czasowych (yr1 – yr9); w kaŜdym z przypadków jedna ze 
zmiennych usunięta ze względu na dokładną współliniowość.  
 
WraŜliwość wyników – analiza w podgrupach panelu globalnego 
 
Zgodnie z przyjęta procedurą badania, w kolejnym kroku dokonana zostanie ocena zmian 
wyników uzyskanych dla róŜnych grup krajów, węŜszych niŜ próba globalna. Zestawienie 
wyników  estymacji  odpowiednich  modeli  ekonometrycznych  bazujących  na  tym  samym 
podejściu analitycznym zawiera tabela 5. 
Pierwsze  dwie  specyfikacje  dzielą  próbę  globalną  na  dwie  podgrupy  w  zaleŜności  od 
połoŜenia państwa: bądź terytorium na półkuli północnej bądź południowej. W pierwszym 
przypadku wpływ proxy dla czynników instytucjonalnych na zmienną objaśnianą (roflaw) 
traci  statystyczną  istotność.  W  przypadku  państw  półkuli  południowej  wpływ 
poszczególnych  głębokich  determinant  na  poziom  PKB  per  capita  jest  zgodny  z 
oczekiwaniami oraz statystycznie istotny aczkolwiek lnopen jest istotne tylko na 10 proc. 
poziomie istotności – poniŜej klasycznie przyjmowanego 5 procentowego poziomu istotności. 
Kolejne cztery  specyfikacje zawęŜają próbę do wybranych kontynentów: Afryki,  Europy, 
Azji i Ameryki Południowej. W przypadku państw Afryki wpływ czynnika instytucjonalnego 
okazuje  się  nieistotny  –  jest  to  o  tyle  ciekawe,  Ŝe  poza  nielicznym  wyjątkami  państwa 
afrykańskie  charakteryzują  najniŜsze  wartości  poszczególnych  miar  jakości  instytucji 
(rządzenia).  PoniŜsza  tabela  prezentuje  zestawienie  zagregowanych  indeksów  jakości 
instytucji dla państw Afryki w roku 2004 (państwa ułoŜone wg malejących wartości rządów 
prawa – roflaw). Ostatnia kolumna pokazuje średnią arytmetyczną z sześciu miar instytucji. 
Jedynie w przypadku 7 państw Afryki zmienna roflaw przyjmuje wartość dodatnią są to: 
Reunion, Mauritius,  Botswana,  Republika  Południowej  Afryki,  Rep.  Zielonego  Przylądka 
oraz  Tunezja.  Wyłącznie  w  przypadku  pięciu  pierwszych  z  powyŜej  wymienionych  oraz 
Namibii  średnia  z  indeksów  przyjmuje  równieŜ  wartość  dodatnią.  Skrajnie  niekorzystne   31 
uwarunkowania instytucjonalne mają natomiast takie państwa jak: Somalia, Demokratyczna 
Republika Kongo (Zair), Liberia, Zimbabwe oraz Sudan. Warto w tym miejscu podkreślić, Ŝe 
w  wielu  państwach  afrykańskich  występują  konflikty  zbrojne,  co  nie  sprzyja  budowaniu 
instytucji właściwych z punktu widzenia stymulowania długookresowego wzrostu. Dotyczy 
to przede wszystkim: Algierii, Angoli, Czadu, Erytrei, Etiopii, Liberii, Mozambiku, Namibii 
(wyjątek), Somalii, Sudanu oraz Ugandy. 
Tabela 4 Zestawienie wartości zagregowanych indeksów instytucjonalnych dla państw Afryki (2004) 
Państwo  roflaw  corupcntrl  regqual  goveff  polstab  voiceacc  średnia 
REUNION  0,87  1,02  0,91  1,03  0,83  1,05  0,95 
MAURITIUS  0,84  0,33  0,33  0,60  0,91  0,94  0,66 
BOTSWANA  0,73  0,86  0,96  0,83  0,70  0,73  0,80 
SOUTH AFRICA  0,32  0,48  0,44  0,74  -0,24  0,86  0,43 
CAPE VERDE  0,26  0,31  0,27  -0,19  0,67  0,80  0,35 
TUNISIA  0,24  0,29  -0,22  0,57  0,16  -1,11  -0,01 
NAMIBIA  0,22  0,18  0,45  0,29  0,46  0,47  0,35 
EGYPT  -0,02  -0,21  -0,58  -0,20  -0,72  -1,04  -0,46 
LESOTHO  -0,03  -0,05  -0,26  -0,33  0,27  0,28  -0,02 
MOROCCO  -0,05  -0,02  -0,26  -0,03  -0,23  -0,55  -0,19 
GHANA  -0,16  -0,17  -0,28  -0,17  -0,10  0,39  -0,08 
SEYCHELLES  -0,17  0,01  -1,21  -0,31  0,84  -0,04  -0,15 
SENEGAL  -0,20  -0,40  -0,31  -0,13  -0,21  0,19  -0,18 
MALAWI  -0,29  -0,83  -0,57  -0,81  -0,33  -0,50  -0,56 
MADAGASCAR  -0,30  -0,15  0,10  -0,43  -0,02  0,07  -0,12 
GAMBIA  -0,32  -0,61  -0,15  -0,49  0,38  -0,59  -0,30 
MALI  -0,34  -0,52  -0,26  -0,29  0,07  0,35  -0,17 
BENIN  -0,47  -0,34  -0,49  -0,39  -0,37  0,30  -0,29 
TANZANIA  -0,49  -0,57  -0,55  -0,37  -0,38  -0,35  -0,45 
GABON  -0,51  -0,58  -0,46  -0,53  -0,01  -0,71  -0,47 
ZAMBIA  -0,54  -0,74  -0,49  -0,84  -0,16  -0,36  -0,52 
SAO TOME  -0,55  -0,66  -0,47  -0,89  0,08  0,55  -0,32 
MOZAMBIQUE  -0,60  -0,79  -0,29  -0,39  -0,15  -0,13  -0,39 
DJIBOUTI  -0,61  -0,94  -0,76  -0,76  -0,44  -0,85  -0,73 
MAURITANIA  -0,62  0,02  0,04  0,22  0,26  -1,16  -0,21 
BURKINA FASO  -0,62  -0,35  -0,26  -0,52  -0,32  b.d.  -0,41 
LIBYA  -0,65  -0,91  -1,52  -0,73  -0,02  -1,79  -0,94 
ALGERIA  -0,73  -0,49  -0,93  -0,46  -1,42  -0,91  -0,82 
ERITREA  -0,78  -0,64  -1,29  -1,05  -0,14  -1,96  -0,98 
UGANDA  -0,79  -0,71  0,07  -0,43  -1,27  -0,64  -0,63 
RWANDA  -0,90  -0,36  -0,42  -0,56  -0,92  -1,09  -0,71 
NIGER  -0,92  -0,87  -0,63  -0,87  -0,56  -0,12  -0,66 
WEST BANK  -0,95  -0,60  -1,02  -1,05  -1,33  -1,25  -1,03 
SWAZILAND  -0,95  -0,95  -0,36  -0,60  0,23  -1,45  -0,68 
KENYA  -0,98  -0,89  -0,43  -0,81  -0,96  -0,34  -0,74 
ETHIOPIA  -1,00  -0,85  -1,19  -0,96  -0,98  -1,11  -1,02 
CAMEROON  -1,00  -0,78  -0,71  -0,64  -0,90  -1,18  -0,87   32 
TOGO  -1,01  -0,92  -0,77  -1,31  -0,55  -1,22  -0,96 
COMOROS  -1,04  -1,14  -1,06  -1,45  -0,13  -0,14  -0,83 
EQUATORIAL GUINEA  -1,05  -1,65  -0,78  -1,40  -0,30  -1,71  -1,15 
GUINEA  -1,09  -0,81  -0,94  -0,93  -0,91  -1,12  -0,97 
SIERRA LEONE  -1,10  -0,88  -1,02  -1,32  -0,61  -0,49  -0,90 
CHAD  -1,15  -1,14  -0,84  -1,29  -1,20  -1,09  -1,12 
CONGO  -1,18  -1,02  -1,16  -1,17  -1,41  -0,79  -1,12 
GUINEA-BISSAU  -1,26  -0,71  -0,86  -1,25  -0,53  -0,62  -0,87 
ANGOLA  -1,33  -1,12  -1,40  -1,14  -0,95  -1,02  -1,16 
IVORY COAST  -1,42  -1,01  -0,83  -1,30  -2,28  -1,46  -1,38 
NIGERIA  -1,44  -1,11  -1,26  -1,02  -1,78  -0,65  -1,21 
CENTRAL AFRICAN 
REPUBLIC  -1,44  -1,36  -1,28  -1,65  -1,43  -1,20  -1,39 
BURUNDI  -1,50  -1,16  -1,35  -1,24  -2,04  -1,13  -1,40 
ZIMBABWE  -1,53  -1,01  -2,15  -1,20  -1,86  -1,48  -1,54 
SUDAN  -1,59  -1,30  -1,04  -1,28  -2,08  -1,81  -1,52 
Congo, DEM REP of  -1,74  -1,31  -1,80  -1,41  -2,27  -1,64  -1,70 
LIBERIA  -1,76  -0,86  -1,83  -1,86  -2,20  -1,24  -1,63 
SOMALIA  -2,31  -1,58  -2,63  -2,32  -2,39  -1,58  -2,14 
Źródło: Opracowanie własne na podstawie Kaufmann i in. (2004). Tabela 5 Wyniki estymacji modeli ekonometrycznych – część 2 
  Półkula 
północna 
Półkula 
południowa  Afryka  Europa  Azja  Ameryka Pd.  Nie socjalistyczne  Socjalistyczne 
lnopen  .3414  .0473  .1157  .5982  .3723  .0590  .1347  .3899 
  14.68[.000]***  1.87[.061]*  4.64[.000]***  11.22[.000]***  8.58[.000]***  1.84[.066]*  7.22[.000]***  9.27[.000]*** 
roflaw  .0040  .0983  .0119  .1496  -.0399  .1453  -.0116  .1082 
  0.24[.809]  5.22[.000]***  0.65[.515]  3.90[.000]***  -1.03[.302]  5.60[.000]***  -0.97[.330]  2.60[.009]** 
disteq  3.0982  4.0349  3.0044  1.2468  -.9382  1.6442  4.5897  3.0043 
  7.13[.000]***  3.57[.000]***  2.97[.003]***  0.81[.419]  -0.74[.457]  2.19[.028]**  10.36[.000]***  5.17[.000]** 
cons  6.085  7.1842  6.5463  6.0456  7.1191  8.1214  6.8455  5.1911 
  32.03[.000]***  26.62[.000]***  30.83[.000]***  6.83[.000]***  14.63[.000]***  37.89[.000]***  43.96[.000]***  16.03[.000]*** 
n  1107  311  429  324  340  108  1071  347 
liczba 
państw  129  37  50  36  40  12  127  39 
Wald chi  271.12  47.26  31.53  141.87  90.75  38.48  162.11  138.08 
rho  .9917  .9935  .9903  .9844  .9920  .9821  .9939  .9645 
Źródło: Opracowanie własne. Estymacje modeli wykonane w programie STATA wersja 10 przed dr D. Ciołek. 
UWAGI: 
k)  Zastosowano metodę Hausmana-Taylora (re).  
l)  Zmienna objaśniana – logarytm naturalny poziomu PKB per capita w PPP (USD z 2000 roku)  
m)  Całkowita liczba obserwacji (n) zmienna w zaleŜności od specyfikacji – 1301 do 1446. 
n)  Istotne na poziomie istotności *** 1proc., ** 5proc., * 10proc. 
o)  Pod ocenami parametrów podane są wartości statystyki t-Studenta. 
p)  W nawiasach kwadratowych [ ] podane są wartości Prob dla poszczególnych testów weryfikacyjnych. 
q)  Test istotności Walda -weryfikuje istotność specyfikacji (w modelu re) 
r)  Rho - pokazuje jaka cześć zmienności zmiennej objaśnianej została wyjaśniona zmianami efektó losowych. 
s)  R^2– wartości współczynnika determinacji obliczona jako kwadrat współczynnika korelacji pomiędzy rzeczywistymi wartościami zmiennej objaśnianej, a jej 
wartościami teoretycznymi wyznaczonymi bez uwzględnienia losowych efektów indywidualnych. Współczynnik pokazuje procent wyjaśniania zmienności 
zmiennej objaśnianej przez zasadnicze zmienne objaśniające. 
t)  Test 
2 c  – wartość testu na istotność zmiennych czasowych (yr1 – yr9); w kaŜdym z przypadków jedna ze zmiennych usunięta ze względu na dokładną 
współliniowość.  W przypadku państw europejskich wysoką statystyczną istotność wpływu na poziom PKB 
per capita zachowują poziom otwartości oraz rządy prawa (czynnik instytucjonalny). Wartość 
oszacowań parametrów przy nich stojących jest bardzo wysoka w porównaniu do innych 
prób.  Warto  w  tym  miejscu  podkreślić  szczególnie  wysoki  poziom  jakości  instytucji 
wyróŜniający  Europę  na  tle  innych  kontynentów  (patrz  poniŜsza  Tabela).  Państwa 
skandynawskie oraz Szwajcaria, Luksemburg i Holandia mają średnio rzecz biorąc najlepszy 
poziom instytucji – najgorzej wypadają w tym zakresie takie państwa jak: Białoruś (swoisty 
outlier w Europie), Uranina, Albania, Bośnia i Hercegowina, Serbia i Czarnogóra, Rosja, 
Mołdawia oraz Macedonia, czyli państwa byłego ZSRR oraz Bałkanów. Pozycja Polski jest 
bardzo niska – 31 pozycja na 42 państwa Europy (szczególnie niska jest wartość indeksów 
dla kontroli korupcji oraz stabilności politycznej). 
Nieistotny jest natomiast wpływ zm. geograficznej – odległości od równika. MoŜna było się 
spodziewać poniewaŜ disteq w duŜym stopniu odpowiada połoŜeniu w strefie klimatycznej – 
niskie  wartości w tropikalnej  i  subtropikalnej  wysokie  w  umiarkowanej.  Państwa  Europy 
połoŜone są przede wszystkim w klimacie umiarkowanym, a tym samym róŜnice między 
nimi są raczej nieistotne, co znalazło odzwierciedlenie w wyniku estymacji. Błędnym byłoby 
jednak wyciągnięcie wniosku, ze geografia nie odgrywa roli w rozwoju państw europejskich. 
Inne zmienne geograficzne takie np. jak średnie wzniesienie nad poziom morza (elev) czy 
brak  dostępu  do  morza  (landlock)  okazują  się  wywierać  statystycznie  istotny  wpływ  na 
poziom rozwoju po podstawieniu do specyfikacji bazowej zamiast disteq. 
Tabela 6 Zestawienie wartości zagregowanych indeksów instytucjonalnych dla państw Europy (2004) 
Państwo  Kod  roflaw  corupcntrl  regqual  goveff  polstab  voiceacc  średnia 
ICELAND  ISL  2,01  2,43  1,82  2,18  1,77  1,41  1,94 
LUXEMBOURG  LUX  1,98  2,16  2,02  2,08  1,66  1,40  1,88 
SWITZERLAND  CHE  1,98  2,17  1,55  2,25  1,44  1,49  1,81 
FINLAND  FIN  1,97  2,53  1,79  2,06  1,65  1,5  1,92 
NORWAY  NOR  1,95  2,11  1,33  1,97  1,53  1,53  1,74 
DENMARK  DNK  1,91  2,38  1,76  2,15  1,21  1,59  1,83 
SWEDEN  SWE  1,85  2,20  1,54  1,92  1,38  1,52  1,74 
NETHERLANDS  NLD  1,78  2,08  1,67  2,00  1,15  1,49  1,70 
AUSTRIA  AUT  1,76  2,10  1,41  1,76  1,18  1,25  1,58 
UNITED KINGDOM  GBR  1,71  2,06  1,62  1,85  0,77  1,37  1,56 
GERMANY  DEU  1,66  1,90  1,29  1,38  0,92  1,38  1,42 
IRELAND  IRL  1,62  1,61  1,63  1,48  1,22  1,30  1,48 
BELGIUM  BEL  1,47  1,53  1,25  1,71  0,94  1,35  1,38 
ANDORRA  ADO  1,43  1,17  1,32  1,4  1,35  1,23  1,32   35 
Państwo  Kod  roflaw  corupcntrl  regqual  goveff  polstab  voiceacc  średnia 
LIECHTENSTEIN  LIE  1,36  1,69  1,62  1,48  1,39  1,27  1,47 
FRANCE  FRA  1,33  1,44  0,91  1,42  0,53  1,24  1,15 
MALTA  MLT  1,23  1,25  1,3  1,03  1,46  1,26  1,26 
PORTUGAL  PRT  1,16  1,23  1,14  0,92  1,06  1,31  1,14 
SPAIN  ESP  1,12  1,45  1,13  1,29  0,54  1,17  1,12 
SLOVENIA  SVN  0,93  0,97  0,89  1,02  0,99  1,12  0,99 
ESTONIA  EST  0,91  0,82  1,61  0,99  0,92  1,13  1,06 
HUNGARY  HUN  0,85  0,65  1,22  0,68  0,85  1,16  0,90 
MONACO  MCO  0,77  b.d.  b.d.  1,42  1,13  0,91  1,06 
SAN MARINO  SMR  0,77  b.d.  b.d.  -0,23  1,22  1,18  0,74 
GREECE  GRC  0,75  0,56  0,85  0,74  0,53  0,91  0,72 
ITALY  ITA  0,74  0,66  0,97  0,58  0,31  1,06  0,72 
CZECH  CZE  0,69  0,30  0,97  0,63  0,84  1,03  0,74 
LITHUANIA  LTU  0,60  0,36  1,16  0,70  0,85  0,97  0,77 
POLAND  POL  0,51  0,16  0,64  0,47  0,35  1,13  0,54 
SLOVAK REPUBLIC  SVK  0,49  0,39  1,15  0,67  0,65  1,1  0,74 
LATVIA  LVA  0,48  0,23  1,02  0,6  0,95  0,96  0,71 
CROATIA  HRV  0,07  0,08  0,19  0,32  0,35  0,46  0,25 
BULGARIA  BGR  0,05  -0,04  0,6  -0,08  0,13  0,58  0,21 
ROMANIA  ROM  -0,18  -0,25  -0,06  -0,15  0,22  0,36  -0,01 
MACEDONIA  MKD  -0,44  -0,52  -0,19  -0,17  -1,04  -0,02  -0,40 
MOLDOVA  MDA  -0,65  -0,86  -0,49  -0,73  -0,62  -0,47  -0,64 
RUSSIA  RUS  -0,70  -0,72  -0,51  -0,21  -0,85  -0,81  -0,63 
SERBIA AND 
MONTENEGRO  YUG  -0,72  -0,48  -0,72  -0,21  -0,97  0,12  -0,50 
BOSNIA-
HERZEGOVINA  BIH  -0,76  -0,54  -0,66  -0,54  -0,85  -0,14  -0,58 
ALBANIA  ALB  -0,8  -0,72  -0,08  -0,36  -0,97  0,03  -0,48 
UKRAINE  UKR  -0,83  -0,89  -0,48  -0,67  -0,27  -0,62  -0,63 
BELARUS  BLR  -1,31  -0,91  -1,78  -0,93  -0,24  -1,54  -1,12 
Źródło: Opracowanie własne na podstawie Kaufmann i in. (2004). 
W  przypadku  państw  azjatyckich  model  bazowy  spisuje  się  bardzo  słabo.  Statystycznie 
nieistotne  okazuje  się  wpływ  zarówno  rządów  prawa  jak  i  odległość  od  równika,  takŜe 
kierunek  ich  wpływu  jest  niezgodny  z  oczekiwaniami.  Wprowadzenie  innych  zmiennych 
geograficznych  takich  jak  elev  czy  landlock  przywraca  istotność  zarówno  wpływowi 
geografii jak i cz. instytucjonalnemu.  
W  przypadku  Ameryki  Pd.  specyfikacja  bazowa  modelu  sprawdza  się  bardzo  dobrze  – 
wszystkie czynniki są statystycznie istotne, przy czym roflaw na 1-proc. poziomie, disteq – 
na 5-proc. a lnopen na 10 proc. Poziomie istotności. Szczególnie istotny wpływ na poziom 
dochodu per capita ma czynnik instytucjonalny.    36 
Ostatnie dwie specyfikacje dzielą próbę globalną na dwie grupy – krajów niesocjalistycznych 
i  socjalistycznych.  W  przypadku  krajów  niesocjalistycznych  znaczenie  czynnika 
instytucjonalnego nie jest istotne, w przypadku socjalistycznych ma natomiast istotny wpływ 
na  osiągany  poziom  rozwoju  gospodarczego.  Pewnym  problemem  jest  tutaj  charakter 
zmiennej socialist obejmującej zarówno obecne kraje socjalistyczne jak i te znajdujące się w 
procesie transformacji systemowej (byłe kraje socjalistyczne np. Polska). MoŜemy jednakŜe 
stwierdzić,  Ŝe  w  tej  grupie  państw  osiągnięcie  wyŜszej  jakości  instytucji  publicznych 
(rządzenia)  oznacza  osiągnięcie  wyŜszego  poziomu  PKB  per  capita  –  a  ta  zmiana  jest 
przecieŜ rdzeniem procesu transformacji systemowej. 
Wniosek  ten  potwierdzają  wyraźnie  dwa  poniŜsze  wykresy  sporządzone  wyłącznie  dla 
krajów „socjalistycznych” występujących w bazie danych. 
Na pierwszym wykresie widać wyraźnie dodatni związek liniowy między średnią wartością 
jakości  instytucji  w  roku  2004  (średnia  z  6  indeksów  jakości  instytucji),  a  osiąganym 
logarytmem naturalnym poziomu realnego PKB per capita
18. NaleŜy podkreślić bardzo dobrą 
pozycję krajów transformacji systemowej z terenu Europy Środkowej i Wschodniej w tym 
zestawieniu. Państwa Europy Wschodniej, Afryki czy Azji (patrz np. Uzbekistan, Etiopia, 
Benin)  znajdują  się  w  duŜo  gorszej  sytuacji.  MoŜe  to  być  odzwierciedleniem  innych 
głębokich  czynników  determinujących  wzrost  gospodarczy  (zgodnie  z  otrzymanymi 
wynikami  estymacji)  w  tym  w  szczególności  stricte  egzogenicznych  uwarunkowań 
geograficznych  (mniej  korzystny  klimat  tropikalny  bądź  subtropikalny,  brak  dostępu  do 
morza, górzystość terenu etc.). 
Kolejny  wykres  obrazuje  wpływ  zmiany  w  średniej  wartości  instytucji  krajów 
socjalistycznych między 2004 a 1996 a realnym przyrostem PKB per capita ukazanym przez 
relacje poziomów PKB per capita w roku 2004 do 1996. 
ZaleŜność pokazana przez regresję liniową jest dodatnia aczkolwiek istotność statystyczna 
związku nie jest za wysoko (wynik moŜe odzwierciedlać wpływ obserwacji wyjątkowych, 
czyli  tzw.  outlier’ów  –  ich  wyeliminowanie  prowadzi  jednak  do  utrzymania  dodatniej 
korelacji). Wykres ten jest na tyle istotny, Ŝe zmianę poziomu instytucji publicznych moŜna 
                                                 
18 Związek ten moŜna by równieŜ potencjalnie odczytywać na odwrót – dodatni związek między poziomem 
rozwoju realnego PKB per capita a jakością instytucji – pojawia się więc tu wyraźnie problem przyczynowości.   37 
traktować  jako  swoisty  przejaw  postępu  w  procesie  transformacji  systemowej  gdzie 
utoŜsamiana  jest  ona  z  poprawą  przeciętnego  poziomu  instytucji.  Państwa  takie  jak 
Mołdawia, Polska czy Węgry znajdują się na linii. Pozycja Polski pod względem przyrostu w 
poziomie rozwoju odzwierciedla niewielką zmianę w poziomie jakości instytucji – niestety 
występuje  w  przypadku  Polski  wyraźne  pogorszenie.  Na  szczęście  linia  przebiega  w  ten 
sposób, Ŝe nawet państwa, które odnotowały spadek poziomu jakości instytucji (co świadczy 
o  swoistym  sukcesie  transformacji  systemowej)  były  w  stanie  znacząco  zwiększyć  swój 
poziom dobrobytu. Oczywiście występują znaczące odchylenia wynikające ze specyficznych 
„głębokich” uwarunkowań poszczególnych państw np. proszę porównać Armenię i Kongo. 
Wyraźnymi  liderami  analizowanej  grupy  państw  „socjalistycznych”  są  jednak  państwa 
bałtyckie:  Estonia,  Litwa  i  Łotwa.  Pomimo  znacznej  poprawy  jakości  instytucji  m.in. 
Chorwacja i Słowacja nie odnotowały aŜ tak znaczącego przyrostu poziomu dobrobytu jak 
państwa bałtyckie – proces transformacji systemowej w ich przypadku moŜna tym samym 
ocenić za mniej efektywny.  
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Źródło: Opracowanie własne.  39 
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Źródło: Opracowanie własne . 6. Podsumowanie 
Pomimo  ogromnej  wagi  problemu  jak  dotąd  brakuje  w  literaturze  przedmiotu 
jednoznacznych odpowiedzi, co do znaczenie głębokich determinant wzrostu i wiąŜących je 
relacji poza pewnymi cząstkowymi przesłankami. Jest to niestety szczególny wyróŜnik badań 
empirycznych  nad  wzrostem  gospodarczym.  Jednocześnie  w  badaniach  empirycznych 
pojawiają się powaŜne problemy zarówno z pomiarem instytucji jak i z pomiarem otwartości. 
Dodatkowym  problemem  jest  potencjalny  charakter  powiązań  pomiędzy  głębokimi 
determinantami  wzrostu  –  występują  tu  zaleŜności  dwukierunkowe.  Tym  samym  bardzo 
trudno jest odróŜnić wpływ – znaczenie poszczególnych czynników. PowaŜnym problemem 
jest równieŜ zmienność (ewolucja) instytucji oraz poziomu otwartości w czasie – modele 
panelowe mają tutaj zasadniczą przewagę nad standardowymi modelami przekrojowymi ze 
względu  na  moŜliwość  uwzględnienia  efektów  indywidualnych  dla  poszczególnych 
podokresów jak i poszczególnych państw a tym samym moŜliwość uwzględniania ewolucji 
części głębokich uwarunkowań wzrostu w czasie (uwarunkowania semiendogeniczne). 
Przeprowadzona  w  niniejszym  opracowaniu  analiza  ekonometryczna  dla  duŜego  panelu 
państw  w  okresie  1996-2004  po  pierwsze  wskazała  na  endogeniczność  zmiennych 
instytucjonalnych  w  rozpatrywanych  specyfikacjach  modelu  bazowego  oraz  po  drugie 
odrzuciła  wykorzystanie  prostych  modeli  panelowych  FE  i  RE  na  rzecz  bardziej 
wysublimowanego  modelu  RE  szacowanego  estymatorem  Hausmana-Taylora,  który  ma 
szereg korzystnych właściwości z punktu widzenia efektywności procesu estymacji. Metoda 
ta  eliminuje  obciąŜenie  wynikające  z  braku  niezaleŜności  zmiennych  objaśniających  od 
łącznego  składnika  zakłócającego,  czyli  od  składnika  czysto  losowego  oraz  losowych 
efektów indywidualnych, pozwala równieŜ na oszacowanie wpływu na rozwój gospodarczy 
czynników stałych w czasie. 
Uzyskane wyniki potwierdziły statystyczną istotność głębokich determinant w wyjaśnieniu 
róŜnic  w  rozwoju.  W  większości  przypadków  specyfikacja  bazowa  modelu  – 
odzwierciedlająca inne  prowadzone badania empiryczne wykorzystujące jednak odmienne 
podjecie metodologiczne, obejmująca logarytm naturalny indeksu otwartości jako proxy dla 
poziomu integracji gospodarki, rządy prawa jako proxy dla poziomu rozwoju instytucji oraz 
odległość  od  równika  jako  proxy  dla  uwarunkowań  instytucjonalnych  okazały  się  mieć   41 
statystycznie  istotny  wpływ  na  poziom  rozwoju  gospodarczego  oraz  kierunek  wpływu 
zgodny  z  oczekiwaniami.  Okazało  się  jednocześnie,  Ŝe  zmienne  powyŜsze  mogą  być 
zastąpione  przez  inne  zmienne  instytucjonalne  (m.in.  efektywność  rządów  czy  jakość 
regulacji) czy zmienne geograficzne (w tym szereg zmiennych geograficznych jednocześnie) 
przy zachowaniu istotności wpływu. Ma to o tyle duŜe znaczenie, Ŝe w przypadku niektórych 
węŜszych prób (kontynentalnych – Europa i Azja) zmienna disteq okazała się nie odgrywać 
statystycznie istotnej roli w determinowaniu poziomu rozwoju. Ogólnie rzecz biorąc, pojawia 
się problem wraŜliwości modelu bazowego w zaleŜności od próby. Model bazowy sprawdza 
się  bardzo  dobrze  w  przypadku  Afryki  i  Ameryki  Południowej  wydaje  się  natomiast 
niedopasowany  do  specyfiki  kontynentu  azjatyckiego.  Jakość  instytucji  wydaje  się  mieć 
szczególnie duŜe znaczenie w determinowaniu  rozwoju państw półkuli  południowej jak i 
obecnych  i  byłych  państw  socjalistycznych.  Dla  osiągnięcia  korzyści  rozwojowych  w 
procesie transformacji systemowej szczególnie duŜą rolę naleŜy połoŜyć na jak najlepszą i 
trwałą  poprawę  jakości  instytucji.  Państwa,  które  poczyniły  w  tym  zakresie  największy 
postęp osiągnęły w przeciągu analizowanego okresu najwyŜsze korzyści wzrostowe.  
Głębokie determinanty wzrostu gospodarczego, czyli czynniki geograficzne, instytucjonalne i 
stopień  integracji  gospodarki  w  duŜym  stopniu  wyjaśniają  współczesne  zróŜnicowanie 
poziomu  dochodów.  W  duŜym  stopniu  eliminowany  jest  problem  wyjaśnienia  wzrostu 
poprzez rezydualny czynnik będący zasadniczym mankamentem klasycznej rachunkowości 
wzrostu  (i  tym  samym  tzw.  płytkiego  podejścia).  Wydaje  się,  co  więcej,  Ŝe  głębokie 
determinanty  odgrywają  równieŜ  duŜą  rolę  w  wyjaśnieniu  róŜnic  tempa  procesu 
konwergencji  i  dobrze  uzasadniają  występowanie  zjawiska  konwergencji  klubowej  – 
występowanie „klubów” w duŜym stopniu jest warunkowane odmiennymi uwarunkowaniami 
poszczególnych państw w zakresie głębokich determinant wzrostu.  
W przyszłości warto przeprowadzić analogiczne badanie na równie szerokiej próbie państw 
rozciągając jednak maksymalnie okres analizy – zasadniczym czynnikiem ograniczającym 
jest  tutaj  jednak  zarówno  dostępność  jak  i  jakość  danych.  Analogicznie  do 
przeprowadzonego badania empirycznego naleŜy jednakŜe zbadać wraŜliwość uzyskanych 
wyników  dla  węŜszych  grup  państw.  Kontynuowane  powinny  być  równieŜ  prace  nad 
pozyskaniem zmiennych lepiej oddających uwarunkowania instytucjonalne i stopień otwarcia   42 
gospodarek  nieprowadzące  do  wystąpienia  powaŜnych  problemów  w  estymacji  modeli 
empirycznych jak równieŜ pozyskaniem lepszych zmiennych instrumentalnych.  
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 Załącznik A  
Zestawienie państw i terytoriów uwzględnionych w bazie danych do estymacji panelowej 
KOD  NAZWA     KOD  NAZWA 
AFG  AFGHANISTAN     LIE  LIECHTENSTEIN 
ALB  ALBANIA     LTU  LITHUANIA 
DZA  ALGERIA     LUX  LUXEMBOURG 
ASM  AMERICAN SAMOA     MAC  MACAO 
ADO  ANDORRA     MKD  MACEDONIA 
AGO  ANGOLA     MDG  MADAGASCAR 
AIA  ANGUILLA     MWI  MALAWI 
ATG  ANTIGUA     MYS  MALAYSIA 
ARG  ARGENTINA     MDV  MALDIVES 
ARM  ARMENIA     MLI  MALI 
ABW  ARUBA     MLT  MALTA 
AUS  AUSTRALIA     MHL  MARSHALL ISLANDS 
AUT  AUSTRIA     MTQ  MARTINIQUE 
AZE  AZERBAIJAN     MRT  MAURITANIA 
BHS  BAHAMAS     MUS  MAURITIUS 
BHR  BAHRAIN     MEX  MEXICO 
BGD  BANGLADESH     FSM  MICRONESIA 
BRB  BARBADOS     MDA  MOLDOVA 
BLR  BELARUS     MCO  MONACO 
BEL  BELGIUM     MNG  MONGOLIA 
BLZ  BELIZE     MAR  MOROCCO 
BEN  BENIN     MOZ  MOZAMBIQUE 
BMU  BERMUDA     MMR  MYANMAR 
BTN  BHUTAN     NAM  NAMIBIA 
BOL  BOLIVIA     NRU  NAURU 
BIH  BOSNIA-HERZEGOVINA     NPL  NEPAL 
BWA  BOTSWANA     NLD  NETHERLANDS 
BRA  BRAZIL     ANT 
NETHERLANDS 
ANTILLES 
BRN  BRUNEI     NZL  NEW ZEALAND 
BGR  BULGARIA     NIC  NICARAGUA 
BFA  BURKINA FASO     NER  NIGER 
BDI  BURUNDI     NGA  NIGERIA 
KHM  CAMBODIA     NOR  NORWAY 
CMR  CAMEROON     OMN  OMAN 
CAN  CANADA     PCI  PALAU 
CPV  CAPE VERDE     PAK  PAKISTAN 
CYM  CAYMAN ISLANDS     PAN  PANAMA 
CAF  CENTRAL AFRICAN REPUBLIC  PNG  PAPUA NW GUINEA 
TCD  CHAD     PRY  PARAGUAY 
CHL  CHILE     PER  PERU 
CHN  CHINA     PHL  PHILIPPINES 
COL  COLOMBIA     POL  POLAND 
COM  COMOROS     PRT  PORTUGAL 
COG  CONGO     PRI  PUERTO RICO 
ZAR  Congo, DEM REP of     QAT  QATAR   46 
CRI  COSTA RICA     REU  REUNION 
HRV  CROATIA     ROM  ROMANIA 
CUB  CUBA     RUS  RUSSIA 
CYP  CYPRUS     RWA  RWANDA 
CZE  CZECH     SAM  SAMOA 
DNK  DENMARK     SMR  SAN MARINO 
DJI  DJIBOUTI     STP  SAO TOME 
DMA  DOMINICA     SAU  SAUDI ARABIA 
DOM  DOMINICAN     SEN  SENEGAL 
ECU  ECUADOR     YUG 
SERBIA AND 
MONTENEGRO 
EGY  EGYPT     SYC  SEYCHELLES 
SLV  EL SALVADOR     SLE  SIERRA LEONE 
GNQ  EQUATORIAL GUINEA     SGP  SINGAPORE 
ERI  ERITREA     SVK  SLOVAK REPUBLIC 
EST  ESTONIA     SVN  SLOVENIA 
ETH  ETHIOPIA     SLB  SOLOMON ISLANDS 
FJI  FIJI     SOM  SOMALIA 
FIN  FINLAND     ZAF  SOUTH AFRICA 
FRA  FRANCE     ESP  SPAIN 
GUF  FRENCH GUIANA     LKA  SRI LANKA 
GAB  GABON     KNA  ST. KITTS 
GMB  GAMBIA     LCA  ST. LUCIA 
GEO  GEORGIA     VCT  ST. VINCENT 
DEU  GERMANY     SDN  SUDAN 
GHA  GHANA     SUR  SURINAME 
GRC  GREECE     SWZ  SWAZILAND 
GRD  GRENADA     SWE  SWEDEN 
GUM  GUAM     CHE  SWITZERLAND 
GTM  GUATEMALA     SYR  SYRIA 
GIN  GUINEA     TWN  TAIWAN 
GNB  GUINEA-BISSAU     TJK  TAJIKISTAN 
GUY  GUYANA     TZA  TANZANIA 
HTI  HAITI     THA  THAILAND 
HND  HONDURAS     TMP  TIMOR, EAST 
HKG  HONG KONG     TGO  TOGO 
HUN  HUNGARY     TON  TONGA 
ISL  ICELAND     TTO  TRINIDAD AND TOBAGO 
IND  INDIA     TUN  TUNISIA 
IDN  INDONESIA     TUR  TURKEY 
IRN  IRAN     TKM  TURKMENISTAN 
IRQ  IRAQ     TUV  TUVALU 
IRL  IRELAND     UGA  UGANDA 
ISR  ISRAEL     UKR  UKRAINE 
ITA  ITALY     ARE  UNITED ARAB EMIRATES 
CIV  IVORY COAST     GBR  UNITED KINGDOM 
JAM  JAMAICA     USA  UNITED STATES 
JPN  JAPAN     URY  URUGUAY 
JOR  JORDAN     UZB  UZBEKISTAN 
KAZ  KAZAKHSTAN     VUT  VANUATU 
KEN  KENYA     VEN  VENEZUELA   47 
KIR  KIRIBATI     VNM  VIETNAM 
PRK  KOREA, NORTH     VIR  VIRGIN ISLANDS 
KOR  KOREA, SOUTH     WBG  WEST BANK 
KWT  KUWAIT     YEM  YEMEN 
KGZ  KYRGYZ REPUBLIC     ZMB  ZAMBIA 
LAO  LAOS     ZWE  ZIMBABWE 
LVA  LATVIA          
LBN  LEBANON          
LSO  LESOTHO          
LBR  LIBERIA          
LBY  LIBYA          
Źródło: Opracowanie własne na podstawie bazy danych Banku Światowego (2007).  48 
Załącznik B  
Zestawienie pozycji geograficznej stolic państw w bazie danych – wartość zmiennej DISTEQ 
(odległość od równika) 
Kod 







AFG  Afghanistan  Kabul  34.28N  69.11E  0,383 
ALB  Albania  Tirane  41.18N  19.49E  0,459 
DZA  Algeria  Algiers  36.42N  03.08E  0,408 
ASM  American Samoa  Pago Pago  14.16S  170.43W  0,159 
ADO  Andorra  Andorra la Vella  42.31N  01.32E  0,472 
AGO  Angola  Luanda  08.50S  13.15E  0,098 
AIA  Anguilla    18.13N    0,202 
ATG  Antigua and Barbuda  W. Indies  17.20N  61.48W  0,193 
ARG  Argentina  Buenos Aires  36.30S  60.00W  0,406 
ARM  Armenia  Yerevan  40.10N  44.31E  0,446 
ABW  Aruba  Oranjestad  12.32N  70.02W  0,139 
AUS  Australia  Canberra  35.15S  149.08E  0,392 
AUT  Austria  Vienna  48.12N  16.22E  0,536 
AZE  Azerbaijan  Baku  40.29N  49.56E  0,450 
BHS  Bahamas  Nassau  25.05N  77.20W  0,279 
BHR  Bahrain  Manama  26.10N  50.30E  0,291 
BGD  Bangladesh  Dhaka  23.43N  90.26E  0,264 
BRB  Barbados  Bridgetown  13.05N  59.30W  0,145 
BLR  Belarus  Minsk  53.52N  27.30E  0,599 
BEL  Belgium  Brussels  50.51N  04.21E  0,565 
BLZ  Belize  Belmopan  17.18N  88.30W  0,192 
BEN  Benin  Porto-Novo   06.23N  02.42E  0,071 
BMU  Bermuda  Hamilton  32.18N  64.47W  0,359 
BTN  Bhutan  Thimphu  27.31N  89.45E  0,306 
BOL  Bolivia  La Paz   16.20S  68.10W  0,181 
BIH  Bosnia and Herzegovina  Sarajevo  43.52N  18.26E  0,487 
BWA  Botswana  Gaborone  24.45S  25.57E  0,275 
BRA  Brazil  Brasilia  15.47S  47.55W  0,175 
BRN  Brunei Darussalam  Bandar Begawan  04.52N  115.00E  0,054 
BGR  Bulgaria  Sofia  42.45N  23.20E  0,475 
BFA  Burkina Faso  Ouagadougou  12.15N  01.30W  0,136 
BDI  Burundi  Bujumbura  03.16S  29.18E  0,036 
KHM  Cambodia  Phnom Penh  11.33N  104.55E  0,128 
CMR  Cameroon  Yaounde  03.50N  11.35E  0,043 
CAN  Canada  Ottawa  45.27N  75.42W  0,505 
CPV  Cape Verde  Praia  15.02N  23.34W  0,167 
CYM  Cayman Islands  George Town  19.20N  81.24W  0,215 
CAF  Central African Republic  Bangui  04.23N  18.35E  0,049 
TCD  Chad  N'Djamena  12.10N  14.59E  0,135 
CHL  Chile  Santiago  33.24S  70.40W  0,371 
CHN  China  Beijing  39.55N  116.20E  0,444 
COL  Colombia  Bogota  04.34N  74.00W  0,051 
COM  Comros  Moroni  11.40S  43.16E  0,130 
COG  Congo  Brazzaville  04.09S  15.12E  0,046 
ZAR  Democratic Republic of the Congo  Kinshasa  04.20S  15.15E  0,048 
CRI  Costa Rica  San Jose  09.55N  84.02W  0,110   49 
HRV  Croatia  Zagreb  45.50N  15.58E  0,509 
CUB  Cuba  Havana  23.08N  82.22W  0,257 
CYP  Cyprus  Nicosia  35.10N  33.25E  0,391 
CZE  Czech Republic  Prague  50.05N  14.22E  0,556 
DNK  Denmark  Copenhagen  55.41N  12.34E  0,619 
DJI  Djibouti  Djibouti  11.08N  42.20E  0,124 
DMA  Dominica  Roseau  15.20N  61.24W  0,170 
DOM  Dominica Republic  Santo Domingo  18.30N  69.59W  0,206 
ECU  Ecuador  Quito  00.15S  78.35W  0,003 
EGY  Egypt  Cairo  30.01N  31.14E  0,334 
SLV  El Salvador  San Salvador  13.40N  89.10W  0,152 
GNQ  Equatorial Guinea  Malabo  03.45N  08.50E  0,042 
ERI  Eritrea  Asmara  15.19N  38.55E  0,170 
EST  Estonia  Tallinn  59.22N  24.48E  0,660 
ETH  Ethiopia  Addis Ababa  09.02N  38.42E  0,100 
FJI  Fiji  Suva  18.06S  178.30E  0,201 
FIN  Finland  Helsinki  60.15N  25.03E  0,669 
FRA  France  Paris  48.50N  02.20E  0,543 
GUF  French Guiana  Cayenne  05.05N  52.18W  0,056 
GAB  Gabon  Libreville  00.25N  09.26E  0,005 
GMB  Gambia  Banjul  13.28N  16.40W  0,150 
GEO  Georgia  T'bilisi  41.43N  44.50E  0,464 
DEU  Germany  Berlin  52.30N  13.25E  0,583 
GHA  Ghana  Accra  05.35N  00.06W  0,062 
GRC  Greece  Athens  37.58N  23.46E  0,422 
GRD  Grenada  St. George  12.03N  61.45W  0,134 
GUM  Guam  Hagatna  13.38N  144.45E  0,151 
GTM  Guatemala  Guatemala  14.40N  90.22W  0,163 
GIN  Guinea  Conakry  09.29N  13.49W  0,105 
GNB  Guinea-Bissau  Bissau  11.45N  15.45W  0,131 
GUY  Guyana  Georgetown  06.50N  58.12W  0,076 
HTI  Haiti  Port-au-Prince  18.40N  72.20W  0,207 
HND  Honduras  Tegucigalpa  14.05N  87.14W  0,156 
HKG  Hong Kong  Hong Kong  22.20N  114.09E  0,248 
HUN  Hungary  Budapest  47.29N  19.05E  0,528 
ISL  Iceland  Reykjavik  64.10N  21.57W  0,713 
IND  India  New Delhi  28.37N  77.13E  0,318 
IDN  Indonesia  Jakarta  06.09S  106.49E  0,068 
IRN  Iran   Tehran  35.44N  51.30E  0,397 
IRQ  Iraq  Baghdad  33.20N  44.30E  0,370 
IRL  Ireland  Dublin  53.21N  06.15W  0,593 
ISR  Israel  Jerusalem  31.71N  35.10W  0,358 
ITA  Italy  Rome  41.54N  12.29E  0,466 
CIV  Cote d'Ivoire  Yamoussoukro  06.49N  05.17W  0,076 
JAM  Jamaica  Kingston  18.00N  76.50W  0,200 
JPN  Japan  Tokyo  35.41N  139.46E  0,396 
JOR  Jordan  Amman  31.57N  35.52E  0,355 
KAZ  Kazakhstan  Astana  51.10N  71.30E  0,569 
KEN  Kenya  Nairobi  01.17S  36.48E  0,014 
KIR  Kiribati  Tarawa  01.30N  173.00E  0,017 
PRK  North Korea  P'yongyang  39.09N  125.30E  0,435 
KOR  South Korea   Seoul  37.31N  126.58E  0,417 
KWT  Kuwait  Kuwait  29.30N  48.00E  0,328 
KGZ  Kyrgyzstan  Bishkek  42.54N  74.46E  0,477   50 
LAO  Laos  Vientiane  17.58N  102.36E  0,200 
LVA  Latvia  Riga  56.53N  24.08E  0,632 
LBN  Lebanon  Beirut  33.53N  35.31E  0,376 
LSO  Lesotho  Maseru  29.18S  27.30E  0,326 
LBR  Liberia  Monrovia  06.18N  10.47W  0,070 
LBY  Libyan Arab Jamahiriya  Tripoli  32.49N  13.07E  0,365 
LIE  Liechtenstein  Vaduz  47.08N  09.31E  0,524 
LTU  Lithuania  Vilnius  54.38N  25.19E  0,607 
LUX  Luxembourg  Luxembourg  49.37N  06.09E  0,551 
MAC  Macao, China  Macau  22.12N  113.33E  0,247 
MKD  Macedonia  Skopje  42.01N  21.26E  0,467 
MDG  Madagascar  Antananarivo  18.55S  47.31E  0,210 
MWI  Malawi  Lilongwe  14.00S  33.48E  0,156 
MYS  Malaysia  Kuala Lumpur  03.09N  101.41E  0,035 
MDV  Maldives  Male  04.00N  73.28E  0,044 
MLI  Mali  Bamako  12.34N  07.55W  0,140 
MLT  Malta  Valletta  35.54N  14.31E  0,399 
MHL  Marshall Islands  Majuro  07.07N  171.04E  0,079 
MTQ  Martinique  Fort-de-France  14.36N  61.02W  0,162 
MRT  Mauritania  Nouakchott  18.09N  15.58W  0,202 
MUS  Mauritius  Port Luis  20.10S  57.31E  0,224 
MEX  Mexico  Mexico  19.20N  99.10W  0,215 
FSM  Micronesia  Palikir  06.55N  158.09E  0,077 
MDA  Moldova  Chisinau  47.02N  28.50E  0,523 
MCO  Monaco  Monaco  43.44N  7.25E  0,486 
MNG  Mongolia  Ulaanbatar  47.55N  106.53E  0,532 
MAR  Morocco  Rabat  34.02N  6.51W  0,378 
MOZ  Mozambique  Maputo  25.58S  32.32E  0,289 
MMR  Myanmar  Yangon  16.45N  96.20E  0,186 
NAM  Namibia  Windhoek  22.35S  17.04E  0,251 
NRU  Nauru  Yaren  0.32S  166.55E  0,006 
NPL  Nepal  Kathmandu  27.45N  85.20E  0,308 
NLD  Netherlands  Amsterdam  52.23N  04.54E  0,582 
ANT  Netherlands Antilles  Willemstad  12.05N  69.00W  0,134 
NZL  New Zealand  Wellington  41.19S  174.46E  0,459 
NIC  Nicaragua  Managua  12.06N  86.20W  0,134 
NER  Niger  Niamey  13.27N  02.06E  0,149 
NGA  Nigeria  Abuja  09.05N  07.32E  0,101 
NOR  Norway  Oslo  59.55N  10.45E  0,666 
OMN  Oman  Masqat  23.37N  58.36E  0,262 
PCI  Palau  Koror  07.20N  134.28E  0,081 
PAK  Pakistan  Islamabad  33.40N  73.10E  0,374 
PAN  Panama  Panama  09.00N  79.25W  0,100 
PNG  Papua New Guinea  Port Moresby  09.24S  147.08E  0,104 
PRY  Paraguay  Asuncion  25.10S  57.30W  0,280 
PER  Peru  Lima  12.00S  77.00W  0,133 
PHL  Philippines  Manila  14.40N  121.03E  0,163 
POL  Poland  Warsaw  52.13N  21.00E  0,580 
PRT  Portugal  Lisbon  38.42N  09.10W  0,430 
PRI  Puerto Rico  San Juan  18.28N  66.07W  0,205 
QAT  Qatar  Doha  25.15N  51.35E  0,281 
REU  Reunion  St. Denis  20.52S  55.27E  0,232 
ROM  Romania  Bucuresti  44.27N  26.10E  0,494 
RUS  Russian Federation  Moskva  55.45N  37.35E  0,619   51 
RWA  Rawanda  Kigali  01.59S  30.04E  0,022 
SAM  Samoa  Apia  13.50S  171.50W  0,154 
SMR  San Marino  San Marino  43.55N  12.30E  0,488 
STP  Sao Tome and Principe  Sao Tome  00.10N  06.39E  0,002 
SAU  Saudi Arabia  Riyadh  24.41N  46.42E  0,274 
SEN  Senegal  Dakar  14.34N  17.29W  0,162 
YUG  Serbia and Montenegro  Belgrade  44.50N  20.37E  0,498 
SYC  Seychelles  Victoria  4.37S  55.27E  0,051 
SLE  Sierra Leone  Freetown  08.30N  13.17W  0,094 
SGP  Singapore  Singapore  01.17N  103.51E  0,014 
SVK  Slovakia  Bratislava  48.10N  17.07E  0,535 
SVN  Slovenia  Ljubljana  46.04N  14.33E  0,512 
SLB  Solomon Islands  Honiara  09.27S  159.57E  0,105 
SOM  Somalia  Mogadishu  02.02N  45.25E  0,023 
ZAF  South Africa  Pretoria   25.44S  28.12E  0,286 
ESP  Spain  Madrid  40.25N  03.45W  0,449 
LKA  Sri Lanka  Sri Jayawardenapura  06.54N  79.54E  0,077 
KNA  Saint Kitts and Nevis  Basseterre  17.17N  62.43W  0,192 
LCA  Saint Lucia  Castries  14.02N  60.58W  0,156 
VCT  Saint Vincent and the Grenadines  Kingstown  13.10N  61.10W  0,146 
SDN  Sudan  Khartoum  15.31N  32.35E  0,172 
SUR  Suriname  Paramaribo  05.50N  55.10W  0,065 
SWZ  Swaziland  Mbabane  26.18S  31.06E  0,292 
SWE  Sweden  Stockholm  59.20N  18.03E  0,659 
CHE  Switzerland  Bern  46.57N  07.28E  0,522 
SYR  Syrian Arab Republic  Damascus  33.30N  36.18E  0,372 
TWN  Taiwan  Taipei  25.00N  121.30E  0,278 
TJK  Tajikistan  Dushanbe  38.33N  68.48E  0,428 
TZA  United Republic of Tanzania  Dodoma  06.08S  35.45E  0,068 
THA  Thailand  Bangkok  13.45N  100.35E  0,153 
TMP  East Timor  Dili  08.29S  125.34E  0,094 
TGO  Togo  Lome  06.09N  01.20E  0,068 
TON  Tonga  Nuku'alofa  21.10S  174.00W  0,235 
TTO  Trinidad and Tobago  Port of Spain  10.40N  61.31W  0,119 
TUN  Tunisia  Tunis  36.50N  10.11E  0,409 
TUR  Turkey  Ankara  39.57N  32.54E  0,444 
TKM  Turkmenistan  Ashgabat  38.00N  57.50E  0,422 
TUV  Tuvalu  Funafuti  08.31S  179.13E  0,095 
UGA  Uganda  Kampala  00.20N  32.30E  0,004 
UKR  Ukraine  Kiev  50.30N  30.28E  0,561 
ARE  United Arab Emirates  Abu Dhabi  24.28N  54.22E  0,272 
GBR  United Kingdom   London  51.36N  00.05W  0,573 
USA  United States of America  Washington   39.91N  77.02W  0,450 
URY  Uruguay  Montevideo  34.50S  56.11W  0,387 
UZB  Uzbekistan  Tashkent  41.20N  69.10E  0,459 
VUT  Vanuatu  Port-Vila  17.45S  168.18E  0,197 
VEN  Venezuela  Caracas  10.30N  66.55W  0,117 
VNM  Viet Nam  Hanoi  21.05N  105.55E  0,234 
VIR  Virgin Islands  Charlotte Amalie  18.21N  64.56W  0,204 
WBG  West Bank  Ramallah  31.54N  35.12E  0,354 
YEM  Yemen  Sana'a  15.08N  47.09E  0,168 
ZMB  Zambia  Lusaka  15.28S  28.16E  0,172 
ZWE  Zimbabwe  Harare  17.43S  31.02E  0,197 
Źródło: Opracowanie własne na podatnie danych geograficznych oraz programu Google Earth.  
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