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Abstract
In this paper we solve the problem of finding explicitly the helicoidal surfaces of
the Minkowski space R31 with prescribed Gaussian or mean curvature given by smooth
functions. We distinguish three kinds of helicoidal surfaces corresponding to the space-
like, time-like or light-like axes of revolution and give some geometric meanings of the
helicoidal surfaces of the space-like type. We also define certain solinoid (tubular) surfaces
of type I− around a hyperbolic helix in R31 and study some of their geometric properties.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In this paper we study the helicoidal surfaces in the Minkowski space R31 =
(R3, ds2) where
ds2 =−dx20 + dx21 + dx22 (1.1)
is an element of length (Lorentz metric) and x0, x1, x2 are the pseudo-Euclidean
coordinates of type (1,2). The surfaces of revolution with prescribed mean
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curvature have been studied by Kenmotsu [10]. Moreover, the helicoidal surfaces
in R3 with constant or prescribed mean curvature have been studied by Do Carmo
and Dajczer [4] and Baikoussis and Koufogiorgos [1].
A natural generalization of these problems is the study of the helicoidal
surfaces, which are semi-Riemannian surfaces immersed in the Minkowski space
R
3
1, when their Gaussian or the mean curvature are given by smooth functions.
Let γ : I = (a, b) ⊂ R→ Π be a curve in a plane Π in R31 and let ε be a
straight line in Π which does not intersect the curve γ . A helicoidal surface M in
R
3
1 is defined as a non-degenerate surface which is generated by the rigid motions
gt :R
3
1 →R31, t ∈R around the axis ε. In other words, a helicoidal surface M with
axis ε in R31 is invariant under the one parameter subgroup of the rigid motions
in R31.
From this definition we obtain four types of helicoidal surfaces in R31. If the
axis ε is space-like (resp. time-like) then there is a Lorentz transformation, by
which, the axis ε is transformed to the x2-axis, where Ox0x1x2 is the considered
coordinate system. So, we may assume that the axis of revolution is the x2-axis
(resp. the x0-axis). Since the surface M is non-degenerate it suffices to consider
the case that the plane Π is space-like or time-like. Hence, without loss of
generality, we may assume that Π is the x1x2-plane or the x0x2-plane. If the
axis of revolution is light-like then we may assume that this is the line spanned by
the vector (1,1,0).
In the rest of this paper we shall identify a vector (a, b, c) with its transpose
(a, b, c)t . Therefore, we distinguish the following three special cases.
I. First case. Suppose that the axis of revolution is a space-like line and without
loss of generality, we may assume that the curve γ is lying in the x1x2-plane or
in the x0x2-plane. So, the curve γ is parametrized either by
γ (u)= (0, f (u), g(u)) or by γ (u)= (f (u),0, g(u)),
where f = f (u) is a positive function of class C1 and g = g(u) is a function of
class C2 on I = (a, b). One can easily prove that the subgroup of the Lorentz
group which fixes the vector (0,0,1) consists of the matrices
A(v)=
(
coshv sinhv 0
sinhv coshv 0
0 0 1
)
, v ∈R.
Hence, the helicoidal surface M can be parametrized either as
r(u, v)=
(
coshv sinhv 0
sinhv coshv 0
0 0 1
)( 0
f (u)
g(u)
)
+
( 0
0
cv
)
so
r(u,υ)= {f (u) sinhυ,f (u) coshυ,g(u)+ cυ},
f (u) > 0, c ∈R+, (1.2a)
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or as
r(u, v)=
(
coshv sinhv 0
sinhv coshv 0
0 0 1
)(
f (u)
0
g(u)
)
+
( 0
0
cv
)
so
r(u,υ)= {f (u) coshυ,f (u) sinhυ,g(u)+ cυ},
f (u) > 0, c ∈R+, (1.2b)
and we call these helicoidal surfaces to be of type I (Eq. (1.2a)) or II (Eq. (1.2b)),
respectively.
II. Second case. Suppose that the axis of revolution is a time-like line and
without loss of generality we may assume that the curve γ lies in the x0x1-plane.
Hence, one of its parametrization is
γ (u)= (g(u), f (u),0),
where f = f (u) is a positive function of class C1 and g = g(u) is a function of
class C2 on I . In this case, the subgroup of the Lorentz group, which fixes the
vector (1,0,0), consists of the matrices
r(u, v)=
(1 0 0
0 cosv − sinv
0 sin v cosv
)
, 0 v  2π.
Hence, the helicoidal surface M around the axis 0x0 can be parametrized as
r(u, v)=
(1 0 0
0 cosv − sinv
0 sin v cosv
)(
g(u)
f (u)
0
)
+
(
cv
0
0
)
so
r(u,υ)= {g(u)+ cυ, f (u) cosυ, f (u) sinυ}, f (u) > 0, c ∈R+. (1.3)
We call this a helicoidal surface of type III.
III. Third case. Suppose that the axis of revolution is a light-like line, or
equivalently the line of the plane x0x1 spanned by the vector T(1,1,0). Since
the surface M is non-degenerate, we can assume without loss of generality that
the curve γ lies in the x0x1-plane and its parametrization is given by
γ (u)= (f (u), g(u), 0), u ∈ I,
where f and g are functions on I , such that f (u) = g(u), ∀u ∈ I . After some
easy calculations it can be proved that the subgroup of the Lorentz group, which
fixes the vector T, is given by the set of 3× 3 matrices
A(v)=

1+ v
2
2 − v
2
2 v
v2
2 1− v
2
2 v
v −v 1

 , v ∈R.
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Therefore, the helicoidal surface M may be parametrized as
r(u, v)=

1+ v
2
2 − v
2
2 v
v2
2 1− v
2
2 v
v −v 1


(
f (u)
g(u)
0
)
+
(
cv
cv
0
)
so
r(u,υ)=
{(
1+ υ
2
2
)
f (u)− υ
2
2
g(u)+ cυ, υ
2
2
f (u)
+
(
1− υ
2
2
)
g(u)+ cυ, (f (u)− g(u))υ}. (1.4)
This surface is called a helicoidal surface of type IV.
It should be noted that when c = 0, the helicoidal surfaces in R31 are just the
surfaces of revolution.
We say that a helicoidal surface M in R31 is of type I+ or I− (resp. II+ or II−,
III+ or III−, IV+ or IV−) if the discriminant EG− F 2 of the first fundamental
form is positive or negative, whereE, F , G are the coefficients of the line element
of M .
It can be proved that the Gaussian curvature K (or the mean curvature H ) of
the helicoidal surface of type I depends only on the parameter u. Hence, if we are
given the smooth functionK : I ⊂R\{0}→R for any u0 ∈ I (orH =H(u)) then
the problem we are interested in solving, in each case, reduces to the integration
of a certain non-linear second-order differential equation (see, for example, below
Eqs. (2.4) or (2.5)).
The solutions of these equations for helicoidal surfaces around a space-like or a
time-like axis are given explicitly by quadratures in Section 2. For the helicoidal
surfaces around a light-like axis the corresponding equations are explored only
for some particular functional forms of the Gaussian or mean curvatures and are
presented in Section 3.
Therefore, by using the given smooth function K = K(u) and c > 0 we can
find a two-parameter family of curves a(u) ≡ a(u,K(u), c; c1, c2) defined on a
neighborhood of u0 ∈ I . By applying a helicoidal motion on the curve a, we
get a two-parameter family of helicoidal surfaces in R31 with Gaussian curvature
K =K(u) and pitch c. In the same way, we can construct a two-parameter fam-
ily of helicoidal surfaces with given mean curvature H =H(u) and pitch c. This
study constitutes a generalization of [1,3,5,9]. For more details concerning heli-
coidal surfaces in R3 see [6,7,14].
2. Helicoidal motions around a space-like or a time-like axis
Let a(u)= (0, u, g(u)), u ∈ I be a C2-curve defined on any open interval of
R \ {0}. As we mentioned earlier, by applying a helicoidal motion on this curve
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we can get the helicoidal surface M of R31 which is described by Eq. (1.2), or
equivalently by
r(u, v)= (u sinhv, u coshv, g(u)+ cv). (2.1)
We will prove the following theorem:
Theorem 2.1. Let a(u)= (0, u, g(u)), u ∈ I = (a, b)⊂ R be a generating curve
of the helicoidal surface M immersed in R31 given by (2.1). Then the Gaussian
and the mean curvature at the point (0, u, g(u)) are functions of the same
variable u, i.e. K = K(u), H = H(u). Moreover, given constants c ∈ R+,
c1, c2 ∈ R and a smooth function K = K(u) (resp. H =H(u)), u ∈ I we define
the family of curves a(u) ≡ a(K(u), c; c1, c2) (resp. a(u) ≡ a(H(u), c; c1, c2)).
Then there exists a family of helicoidal surfaces of type I+ (or I−), immersed in
the Minkowski space R31 with Gaussian curvature K =K(u), u ∈ I (resp. mean
curvature H =H(u), u ∈ I1 = (−c, c)⊂ I ).
Proof. The first and the second fundamental form of the surface M given by (2.1)
are
I= (1+ g′2)du2 + 2cg′ dudv+ (c2 − u2) dv2 (2.2)
and
II= 1
w
(− ug′′ du2 + 2c dudv+ u2g′ dv2), (2.3)
respectively, where w = [|c2 − u2(1+ g′2)|]1/2 and the prime denotes derivative
with respect to u. Hence the Gaussian and the mean curvature of M are given by
K(u)=− u
3g′g′′ + c2
[c2 − u2(1+ g′2)]|c2 − u2(1+ g′2)| (2.4)
and
H(u)= u
2g′(1+ g′2)− ug′′(c2 − u2)− 2c2g′
2[c2 − u2(1+ g′2)]|c2 − u2(1+ g′2)|1/2 , (2.5)
respectively, which are functions of the same variable u, since g : R→R is also
a function of u.
Suppose that EG−F 2 = c2−u2(1+g′2) > 0. The case EG−F 2 < 0 can be
treated similarly and obtain corresponding results. Then Eqs. (2.4) and (2.5) take
the form
K(u)=− u
3g′g′′ + c2
[c2 − u2(1+ g′2)]2 (2.4a)
and
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H(u)= u
2g′(1+ g′2)− ug′′(c2 − u2)− 2c2g′
2[c2 − u2(1+ g′2)]3/2 , (2.5a)
respectively.
We first give the solution of (2.4a).
Assume that the function K = K(u) is the known function. Then Eq. (2.4a)
easily reduces to
h′(u)= 2uK(u), (2.6)
where
h(u)= (u2g′2 − c2)[c2 − u2(1+ g′2)]−1. (2.7)
The general solution of (2.6) is
h(u)= c1 + 2
∫
uK(u) du, c1 ∈R. (2.8)
Comparing now relations (2.7) and (2.8) we get that
g′2(u)= c
2A− u2(A− 1)
u2A
, u = 0,
where A= 1+ c1 + 2
∫
uK(u) du< 0, ∀u = 0. Therefore,
g(u)= c2 ±
∫ [|(c2 − u2)A+ u2|]1/2
|u||A|1/2 du, c2 ∈R, (2.9)
where c2 is the constant of integration.
Now, suppose that c ∈ R+ and K = K(u) be the given smooth function
defined on an open interval I ⊂ R \ {0}. Consequently, for any u0 ∈ I we can
find an open subinterval U  u0 of I and an open interval I ′ of R containing
c′1 = −(2
∫
uK(u) du)(u0) such that the function F :U × I ′ → R given by
F(u, c1) = A − k, k > 1 is negative for any (u, c1) ∈ U × I ′. In fact, we have
that F(u0, c′1) = 1 − k < 0. Then by the continuity of F , this is negative in a
subset of R2 of the form U × I ′. Hence, for any (u, c1) ∈U × I ′, c2 ∈R, c ∈R+
and for the given function K =K(u) we can define the two-parameter family of
curves
a(u)≡ a(K(u), c; c1, c2)
=
(
0, u, c2 ±
∫ [|(c2 − u2)A+ u2|]1/2
|u||A|1/2 du
)
. (2.10)
By applying now a helicoidal motion of pitch c on these curves we get a two-
parameter family of helicoidal surfaces of type I+ in R31 with Gaussian curvature
K(u), u ∈ I and pitch c. These surfaces are given by
r(u, v)=
(
u sinhv,u coshv, cv + c2 ±
∫ [|(c2 − u2)A+ u2|]1/2
|u||A|1/2 du
)
. (2.11)
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Remark 2.1. If we assume that EG − F 2 = c2 − u2(1 + g′2) < 0, then we
conclude in a similar way that there exists a two-parameter family of helicoidal
surfaces of type I− immersed in R31 with Gaussian curvature K(u) and pitch c.
We now give the solution of Eq. (2.5a).
This equation reduces to
φ′(u)+ 2
u
φ(u)= 2H(u)
u
, u = 0, (2.12)
where we have set
φ(u)=− g
′(u)
[c2 − u2(1+ g′2(u))]1/2
. (2.13)
The general solution of (2.12) is
φ(u)= 1
u2
[
2
∫
uH(u)du+ c1
]
, c1 ∈R. (2.14)
Comparing now relations (2.13) and (2.14) we conclude that
g′2(u)= (c
2 − u2)B2
u2(u2 +B2) , u ∈ I1 = (−c, c), (2.15)
where
B(u)= 2
∫
uH(u) du+ c1. (2.16)
Hence,
g(u)= c2 ±
∫ |B|√c2 − u2
|u|√u2 +B2 du, c2 ∈R. (2.17)
Therefore, in the same way we can define the two-parameter family of curves
a(u)≡ a(H(u), c; c1, c2)=
(
0, u, c2 ±
∫ |B|√c2 − u2
|u|√u2 +B2 du
)
. (2.18)
By applying now a helicoidal motion of pitch c on these curves we get a two-
parameter family of helicoidal surfaces of type I+ (resp. of type I−) in R31 with
mean curvature H =H(u), u ∈ I1. These surfaces are given by (see Fig. 1)
r(u, v)=
(
u sinhv,u coshv, cv + c2 ±
∫ |B|√c2 − u2
|u|√u2 +B2 du
)
(2.19)
and this completes the proof of the theorem.
Remark 2.2. The helicoidal surfaces given by (2.11) and (2.19) are space-like
surfaces of type I+.
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Fig. 1. Helicoidal surface of type I+ (H(u)= 1/(2u)).
Remark 2.3. If we assume that F = 0 then g(u)= c and Eq. (2.1) reduces to the
equation of the right helicoid in R31. The Gaussian and mean curvature of these
right helicoids of type I+ or of type I− are
K(u)=− c
2
(c2 − u2)2 < 0, H(u)= 0
or
K(u)= c
2
(c2 − u2)2 > 0, H(u)= 0,
respectively. Hence, the right helicoidal surfaces of type I+ or type I−, constitute
minimal surfaces immersed in R31 with negative or positive Gaussian curvature
(see Fig. 2).
The case where a(u) = (u, 0, g(u)) for which the corresponding helicoidal
surfaces of type II+ (or II−) are given by (1.2b) or equivalently by
r(u, v)= (u coshv, u sinhv, g(u)+ cv)
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Fig. 2. Right helicoid of type I−.
is really similar to the previous one, henceforth we omit it.
Now, let a(u)= (g(u), f (u), 0), u ∈ I be a C2-curve in R31 where f ′2(u)+
g′2(u) = 0 and I is any open interval not including zero. By applying a helicoidal
motion on it with axis Ox0 (time-like axis), we get the helicoidal surface M in
R
3
1 given by the equation
r(u, v)= (cv + g(u), u cosv, u sinv), (2.20)
where we have assumed that f (u)= u.
We will prove the following theorem:
Theorem 2.2. Let a(u) = (g(u), u, 0), u ∈ I = (a, b) ⊂ R be a generating
curve of the helicoidal surface M immersed in R31 given by (2.20). Then the
Gaussian and the mean curvature at the point (g(u), u, 0) are functions of the
same variable u, i.e. K =K(u), H =H(u). Moreover, given constants c ∈ R+,
c1, c2 ∈ R and a smooth function K = K(u) (resp. H =H(u)), u ∈ I we define
the family of curves a(u) ≡ a(K(u), c; c1, c2) (resp. a(u) ≡ (H(u), c; c1, c2)).
Then there exists a family of helicoidal surfaces of type III+ (or III−), immersed
in the Minkowski spaceR31 with Gaussian curvatureK =K(u), u ∈ I (resp. mean
curvature H =H(u), u ∈ I1 = (−c, c)⊂ I ).
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Proof. The first and the second fundamental form of the surfaceM given in (2.20)
are
I= (1− g′2)du2 − 2cg′ dudv+ (u2 − c2) dv2 (2.21)
and
II= 1
w
(ug′′ du2 − 2c dudv+ u2g′ dv2), (2.22)
respectively, where w = [|u2(1− g′2)− c2|]1/2 and the prime denotes derivative
with respect to u. Hence the Gaussian and the mean curvature of M are given by
K(u)= u
3g′g′′ − c2
[u2(1− g′2)− c2]|u2(1− g′2)− c2| (2.23)
and
H(u)= u
2g′(1− g′2)− ug′′(c2 − u2)− 2c2g′
2[u2(1− g′2)− c2]|u2(1− g′2)− c2|1/2 , (2.24)
respectively which are functions of the same variable u.
Let us now examine the case where EG−F 2 > 0. In the same way, one could
assume that EG− F 2 > 0 and get corresponding results. Eqs. (2.23) and (2.24)
take the form
K(u)= −u
3g′g′′ + c2
[c2 − u2(1− g′2)]2 (2.23a)
and
H(u)= −u
2g′(1− g′2)+ ug′′(c2 − u2)+ 2c2g′
2[c2 − u2(1− g′2)]3/2 , (2.24a)
respectively.
We first give the solution of (2.23a).
Assume that the function K =K(u) is the known function. Then Eq. (2.23a)
easily reduces to
h′(u)=−2uK(u), (2.25)
where
h(u)=−(u2g′2 + c2)[c2 − u2(1− g′2)]−1. (2.26)
The general solution of (2.25) is
h(u)= c1 − 2
∫
uK(u)du, c1 ∈R. (2.27)
Comparing now relations (2.26) and (2.27) we get that
g′2(u)= −c
2A+ u2(A+ 1)
u2A
, u = 0,
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where A=−1− c1 + 2
∫
uK(u)du> 0, ∀u = 0. Therefore,
g(u)= c2 ±
∫ [|(u2 − c2)A+ u2|]1/2
|u|A1/2 du, c2 ∈R, (2.28)
where c2 is the constant of integration.
Let c ∈ R+ and K = K(u) be the given smooth function defined on an open
interval I ⊂ R \ {0}. Therefore, for any u0 ∈ I we can find an open subinterval
U  u0 and an open subinterval I ′ of R containing c′1 = (2
∫
uK(u) du)(u0) such
that the function F :U × I ′ →R given by F(u, c1)=A+ k, k > 1 is positive for
any (u, c1) ∈U × I ′. In fact, we have that F(u0, c′1)=−1+ k > 0. Moreover by
the continuity of F , this is positive in a subset of R2 of the form U × I ′. Hence,
for any (u, c1) ∈ U × I ′, c2 ∈R, c ∈R+ and for the given function K =K(u) we
can define the two-parameter family of curves
a(u)≡ a(K(u), c; c1, c2)
=
(
c2 ±
∫ [|(u2 − c2)A+ u2|]1/2
|u|A1/2 du, u, 0
)
. (2.29)
By applying now a helicoidal motion of pitch c on these curves we get a two-
parameter family of helicoidal surfaces of type III− inR31 with Gaussian curvature
K(u), u ∈ I and pitch c. These surfaces are given by
r(u, v)=
(
c2 ±
∫ [|(u2 − c2)A+ u2|]1/2
|u|A1/2 du
+ cv,u cosv,u sinv
)
. (2.30)
We now give the solution of Eq. (2.24a).
This equation reduces to
φ′(u)+ 2
u
φ(u)= 2H(u)
u
, u = 0, (2.31)
where we have substituted
φ(u)= g
′(u)
[c2 − u2(1− g′2(u))]1/2 . (2.32)
The general solution of (2.31) is
φ(u)= 1
u2
[
2
∫
uH(u)du+ c1
]
, c1 ∈R. (2.33)
Comparing now relations (2.32) and (2.33) we conclude that
g′2(u)= (c
2 − u2)B2
u2(u2 −B2) , u ∈ I1 = (−c, c), (2.34)
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Fig. 3. Helicoidal surface of type III− (H(u)= 1/(4u)).
where
B(u)= 2
∫
uH(u) du+ c1. (2.35)
Hence,
g(u)= c2 ±
∫ |B|√c2 − u2
|u|√u2 −B2 du, c2 ∈R. (2.36)
Therefore, in the same way we can define the two-parameter family of curves
a(u)= a(H(u), c; c1, c2)=
(
c2 ±
∫ |B|√c2 − u2
|u|√u2 −B2 du,u,0
)
. (2.37)
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By applying now a helicoidal motion of pitch c on these curves we get a two-
parameter family of helicoidal surfaces of type III− (resp. of type III+) in R31 with
mean curvature H =H(u), u ∈ I1. These surfaces are given by (see Fig. 3)
r(u, v)=
(
c2 ±
∫ |B|√c2 − u2
|u|√u2 −B2 du+ cv, u cosv, u sinv
)
(2.38)
and this completes the proof of the theorem.
Remark 2.4. The helicoidal surfaces given by (2.30) and (2.38) are time-like
surfaces of type III−.
3. Helicoidal motion around a light-like axis
In this paragraph, we study the case of helicoidal surfaces M in R31 which are
obtained by a helicoidal motion of a C2-curve a = a(u) around a light-like axis,
let us assume the axis which is defined by the origin and the vector T= (1,1,0).
As it was mentioned earlier, the equation of these surfaces is given by
r(u, v)=
{(
1+ v
2
2
)
f (u)− v
2
2
g(u)+ cv,
v2
2
f (u)+
(
1− v
2
2
)
g(u)+ cv, f (u)v − g(u)v
}
. (3.1)
Without losing the generality, let f (u)= u. Then Eq. (3.1) reduces to
r(u, v)=
{(
1+ v
2
2
)
u− v
2
2
g(u)+ cv, v
2
2
u
+
(
1− v
2
2
)
g(u)+ cv, (u− g(u))v}. (3.2)
Theorem 3.1. Let a(u)= (u, g(u), 0), u ∈ I = (a, b)⊂R be a generating curve
of the helicoidal surfaceM immersed inR31 given by (3.2). Then the Gaussian and
the mean curvature at the point (u, g(u), 0) are functions of the same variable
u, i.e. K =K(u), H =H(u). Moreover, given constants c ∈ R+, c1, c2 ∈ R and
a smooth function K = K(u) (resp. H = H(u)), u ∈ I we define the family of
curves a(u) ≡ a(K(u), c; c1, c2) (resp. a(u) ≡ a(H(u), c; c1, c2)). Hence, the
differential equation of the helicoidal surfaces of type IV+ (or IV−) immersed
in the Minkowski space R31 is (3.7) (or (3.9)), the solution of which is given for
some particular functional forms of the Gaussian or mean curvatures.
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Proof. The fundamental quantities of the first and second order of these surfaces
are
E = g′2(u)− 1, F = c(g′(u)− 1), G= (u− g(u))2,
L= g
′′(u)(g(u)− u)√
EG− F 2 , M =
c(g′(u)− 1)2√
EG− F 2 ,
N = (g(u)− u)
2(g′(u)− 1)√
EG− F 2 (3.3)
and the discriminant of the corresponding first fundamental form is
EG−F 2 = (g′(u)− 1)[(g(u)− u)2(g′(u)+ 1)− c2(g′(u)− 1)], (3.4)
where the prime denotes derivative with respect to u. Hence, the Gaussian
curvature of M is
K(u)= g′′(g−u)3(g′−1)−c2(g′−1)4
(g′−1)[(g−u)2(g′+1)−c2(g′−1)]|(g′−1)[(g−u)2(g′+1)−c2(g′−1)]| (3.5)
from which we conclude that K is a function of the same variable u. As it is
mentioned earlier, one can study either the surfaces of type IV+, or the surfaces
of type IV−. If we assume that
EG−F 2 = (g′ − 1)[(g − u)2(g′ + 1)− c2(g′ − 1)]> 0 (3.6)
then Eq. (3.5) reduces to
K(u)= g
′′(g− u)3 − c2(g′ − 1)3
(g′ − 1)[(g− u)2(g′ + 1)− c2(g′ − 1)]2 . (3.7)
Consequently, the problem now is reduced to finding the solution of this
differential equation in g = g(u), where the function K = K(u) is the known
smooth function given.
In the following, we will examine Eq. (3.7). For this, let g(u)−u= h(u), then
g′(u)− 1= h′(u) and g′′(u)= h′′(u). Therefore, Eq. (3.7) takes the form
K(u)= h
3h′′ − c2h′3
h′[h2(h′ + 2)− c2h′]2 . (3.8)
This is a non-linear second-order differential equation with non-constant coeffi-
cients, the analytical solution of which can hardly be approached. Hence, in order
to get an idea for these surfaces, we study this equation for some special functional
forms of the Gaussian curvature.
First case K(u)= 0. Eq. (3.8) reduces to
h′′h3 − c2h′3 = 0. (1)
Suppose that
h′ = p⇒ h′′ = pdp
dh
. (2)
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Then Eq. (1) reduces to
p
dp
dh
h3 − c2p3 = 0. (3)
The solution of this equation is given by
p = 2h
2
c2 − 2c1h2 , c1 ∈R. (4)
From Eq. (2) we have that
dh
du
= 2h
2
c2 − 2c1h2 .
Finally we get
− c
2
2h
− c1h= u+ c2, c2 ∈R.
If c1 = 0 then h(u)= { −c22(u+c2) } and
g(u)= u− c
2
2(u+ c2) , c2 ∈R. (5)
Therefore, we can define the one-parameter family of curves
a(u)≡ a(K(u), c; c2)=
(
u, u− c
2
2(u+ c2) , 0
)
(6)
hence the equation of these surfaces (see Fig. 4) is
r(u,υ)=
{
u+ c
2υ2
4(u+ c2) + cυ, u−
c2(2− υ2)
4(u+ c2) + cυ,
c2υ
2(u+ c2)
}
. (6a)
If c1 = 0 then
h(u)= 1
2c1
[−(u+ c2)±√(u+ c2)2 − 2c1c2]
and finally
g(u)= 1
2c1
[
(2c1 − 1)u− c2 ±
√
(u+ c2)2 − 2c1c2
]
. (7)
Therefore, we can define the two-parameter family of curves
a(u)≡ a(K(u), c; c1, c2)
=
(
u,
1
2c1
[
(2c1 − 1)u− c2 ±
√
(u+ c2)2 − 2c1c2
]
, 0
)
. (8)
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Fig. 4. Helicoidal surface of type IV+ (K(u)= 0).
Consequently the equation of these surfaces is
r(u,υ)=
{(
1+ υ
2
2
)
u− υ
2
4c1
[
(2c1 − 1)u− c2 ±
√
(u+ c2)2 − 2c1c2
]+ cυ,
υ2u
2
+ 1
2c1
(
1− υ
2
2
)[
(2c1 − 1)u− c2 ±
√
(u+ c2)2 − 2c1c2
]+ cυ,
uυ − υ
2c1
[
(2c1 − 1)u− c2 ±
√
(u+ c2)2 − 2c1c2
]}
. (8a)
From the above analysis we deduce that given the function K(u) = 0, we
can determine a one or two-parameter family of curves given by (6) or (8)
respectively and define the corresponding Eqs. (6a) and (8a) of the helicoidal
surfaces immersed in R31 of type IV
+
.
Second case. (i) Let
K(u)= −c
2a2
[(au+ b)2(a + 2)− c2a]2 < 0, a = 0, (1)
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Fig. 5. Helicoidal surface of type IV+ K(u)= ( −a2c2[(au+b)2(a+2)−a2c2 ).
where u = ±| c
a
|
√
| a
a+2 | − ba and b ∈R. Then Eq. (3.8) takes the form
K(u)= h
′′h3 − c2h′3
h′[h2(h′ + 2)− c2h′]2 =
−c2a2
[(au+ b)2(a + 2)− c2a]2
which is satisfied by the function h(u) = au + b and therefore g(u) =
(a + 1)u+ b.
Hence, given the function K =K(u) by (1) following the same process there
exists a family of helicoidal surfaces immersed in R31 of type IV
+ (see Fig. 5), the
equation of which is
r(u,υ)=
{(
1− a υ
2
2
)
u− bυ
2
2
+ cυ,
u
(
a + 1− a υ
2
2
)
+
(
1− υ
2
2
)
b+ cυ,−(au+ b)υ
}
.
(ii) Let
K(u)= 2c1(c1u
2 + c2u+ c3)3 − c2(2c1u+ c2)3
(2c1u+ c2)[(c1u2 + c2u+ c3)2(2c1u+ c2 + 2)− c2(2c1u+ c2)]2
, (2)
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where ci ∈R, i = 1,2,3. Then Eq. (3.8) takes the form
h′′h3 − c2h′3
h′[h2(h′ + 2)− c2h′]2
= 2c1(c1u
2 + c2u+ c3)3 − c2(2c1u+ c2)3
(2c1u+ c2)[(c1u2 + c2u+ c3)2(2c1u+ c2 + 2)− c2(2c1u+ c2)]2
.
This equation is satisfied by the function h(u) = c1u2 + c2u + c3, ci ∈ R,
i = 1,2,3, and therefore g(u)= c1u2 + (c2 + 1)u+ c3.
Consequently, given the function K = K(u) by (2), there exists a family of
helicoidal surfaces immersed in R31 of type IV+ the equation of which is
r(u,υ)=
{
−c1 υ
2
2
u2 +
(
1− c2 υ
2
2
)
u− c3 υ
2
2
+ cυ,
c1
(
1− υ
2
2
)
u2 +
(
c2 + 1− c2υ
2
2
)
u
+
(
1− υ
2
2
)
c3 + cυ, (−c1u2 − c2u− c3)υ
}
.
(iii) Finally we regard to the equation
h′′h3 − c2h′3 = a, a ∈R \ {0},
which by using the substitution h′ = p reduces to the equation
pdp
p3 + ( 3√ a
c2
)3 = c2 dhh3 .
Integrating this differential equation, we deduce the following implicit equation
ln
[(p−m/2√
3m/2
)2 + 1]1/(6m)
|p+m|1/(3m) +
19
√
3
3m
tan−1
(
p− m2√
3m
2
)
= −c
2
2h2
+ c1, (4)
where m= 3
√
a
c2
and c1 ∈R.
From the above analysis, we conclude that for every function h= h(u) which
is a solution to the differential equation h′ = p, with p = p(u) a solution of
the implicit equation (4), we can find the curvature K = K(u) from (3.8) of the
helicoidal surfaces of type IV+ the equation of which is
r(u,υ)=
{(
1+ υ
2
2
)
u− υ
2
2
g(u)+ cυ,
υ2
2
u+
(
1− υ
2
2
)
g(u)+ cυ, (u− g(u))υ}.
Third case. It is understood that we are interested in the functions g = g(u)
such that h′(u)= g′(u)− 1 = 0 for every u ∈R \ {0}.
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Therefore, we can consider the inverse function u = u(h). Consequently,
Eq. (3.8) can be written as
K(u(h))= h
′′h3 − c2h′3
h′[h2(h′ + 2)− c2h′]2 . (1)
Let h′ = p. Then this equation reduces to
dp
dh
h3 − [c2 +K(h2 − c2)2]p2 − 4Kh2(h2 − c2)p− 4Kh4 = 0 (2)
which is a Ricatti differential equation and, as it is known, we can not get its
general solution if we do not know some particular solution.
Fourth case. The mean curvature of the helicoidal surface M given by (1.4) in
the Minkowski space R31 is given by
H(u)= g′′(g−u)3−2c2(g′−1)3+(g−u)2(g′+1)(g′−1)22(g′−1)[(g−u)2(g′+1)−c2(g′−1)]|(g′−1)[(g−u)2(g′+1)−c2(g′−1)]|1/2 (3.9)
from which we conclude that it is a function of the variable u alone. If we assume
that
EG− F 2 = (g′ − 1)[(g − u)2(g′ + 1)− c2(g′ − 1)]> 0
then Eq. (3.9) reduces to
H(u)= g
′′(g − u)3 − 2c2(g′ − 1)3 + (g − u)2(g′ + 1)(g′ − 1)2
2{(g′ − 1)[(g− u)2(g′ + 1)− c2(g′ − 1)]}3/2 . (3.10)
The problem now is to finding the solution of this equation in g = g(u), where
the function H = H(u) is the known smooth function given. We can find the
helicoidal minimal surfaces of type IV+, since we may give the solution of the
equation
g′′(g− u)3 − 2c2(g′ − 1)3 + (g− u)2(g′ + 1)(g′ − 1)2 = 0. (3.11)
In fact, if we set g(u)− u= h(u) then this equation reduces to
h3h′′ + (h2 − 2c2)h′3 + 2h2h′2 = 0.
By letting h′(u)= p(u), this equation easily takes the form
h3p−2
dp
dh
+ (h2 − 2c2)+ 2h
2
p
= 0
which by setting 1/p = ω, reduces to
dω
dh
− 2
h
ω− h
2 − 2c2
h3
= 0. (3.12)
The solution of this equation is
ω(h)= 1
p
= 2c1h
4 − h2 + c2
2h2
, c1 ∈R,
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Fig. 6. Helicoidal surface of type IV+ (H(u)= 0).
from which we conclude that the function h = h(u) satisfies the following
equation
2c1h4 − 3h2 − 6(u+ c2)h− 3c2 = 0, c2 ∈R,
and therefore the function g = g(u) satisfies the equation
2c1g4 − 8c1ug3 + 3(4c1u− 1)g2
− 2(4c1u3 + 3c2)g + 2c1u4 + 3u2 + 6c2u− 3c2 = 0. (3.13)
Consequently, for every function g = g(u) which satisfies Eq. (3.13) there
exists a helicoidal minimal surface of type IV+ in R31 whose parametric
representation is given by (3.2).
For example if c1 = c2 = 0, we get h(u)=−u±
√
u2 − c2, u ∈ (−∞,−c)∪
(c,+∞) and g(u)=±√u2 − c2.
Therefore, we can define the curve
a(u)≡ a(H(u), c)= (u, ±√u2 − c2, 0).
Hence, there exists minimal helicoidal surface of type IV+ immersed in R31 (see
Fig. 6) the equation of which is
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r(u,υ)=
{(
1+ υ
2
2
)
u∓ υ
2
2
√
u2 − c2 + cυ,
υ2
2
u∓
(
1− υ
2
2
)√
u2 − c2 + cυ,(u∓√u2 − c2)υ}.
We have not achieved in finding the solution of Eq. (3.10) by using analytical
methods, it is for us an open problem. Nevertheless, one could consider special
values for the function H =H(u) as we did earlier for the function K =K(u),
and then give solutions of the corresponding equations. For example, if
H(u)= e
2u+ 3eu− 2c2
2(e2u+ 2eu− c2)3/2 , u = ln
(∣∣√1+ c2 − 1∣∣), (3.14)
then Eq. (3.10) takes the form
e2u+ 3eu− 2c2
(e2u+ 2eu− c2)3/2 =
h′′h3 − 2c2h′3 + h2(h′ + 2)h′2
{h′[h2(h′ + 2)− c2h′]}3/2
.
This equation is satisfied by the function h(u)= eu and therefore g(u)= u+ eu.
Consequently, given the function H =H(u) by (3.14) there exists a helicoidal
surface of type IV+ immersed in R31 the equation of which is
r(u,υ)=
{(
1+ υ
2
2
)
u− υ
2
2
(u+ eu)+ cυ,
uυ2
2
+
(
1− υ
2
2
)
(u+ eu)+ cυ, −euυ
}
.
4. Solinoid surfaces and some geometric properties of the surfaces of type
I+ and I−
Consider a smooth surface M immersed in R31 given by the parametric
representation r = r(u,υ) of class C3 which is defined in a simply connected
and bounded domain D ⊂ R2. Let N = N(u,υ) be the unit normal vector field
and E = 〈ru, ru〉, F = 〈ru, rυ〉, G = 〈rυ, rυ〉 are the coefficients of the first
fundamental form on M .
The second differential parameter of Beltrami (Laplacian) of a function φ =
φ(u,υ)|D with respect to the first fundamental form ofM is the operator1 which
is defined by
1φ =− 1√
EG− F 2
[(
Gφu − Fφυ√
EG− F 2
)
u
−
(
Fφu −Eφυ√
EG− F 2
)
υ
]
. (4.1)
Let F(u,υ) = (f1(u,υ), f2(u,υ), f3(u,υ) be a vector function defined on the
domain D, then we set
1F(u,υ)= (1f1((u,υ)),1f2((u,υ)),1f3((u,υ))). (4.2)
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Define now on R2 an indefinite metric −dx2 + dy2 which transforms a two-
dimensional space into a pseudo-Euclidean space R21. The set G of all linear
homogeneous transformations preserving this metric is given by
A=
(± coshθ ± sinhθ
± sinhθ ± coshθ
)
, θ ∈R. (4.3)
Each transformation A :R21 → R21 maps the set {−x2 + y2 = 1} ∪ {−x2 + y2 =−1}, i.e. a pair of pseudo-circles of a real and an imaginary radius, into itself.
In the case of a Euclidean plane R2 each rotation is described by an angle ϕ of
the rotation of an orthogonal frame. An analogous parameter is introduced for a
pseudo-Euclidean plane R21. So, instead of an ordinary Euclidean rotation angle ϕ
we shall introduce the angle of hyperbolic rotation θ and in this case G becomes
a group of hyperbolic rotations. Recall that this group consists of four connected
components. Among these components only one, i.e.
(
cosh θ sinh θ
sinh θ cosh θ
)
, is a subgroup.
Consider now a smooth parametric curve γ , r = r(s), s ∈ I ⊂R of R31 of class
C3, where s is the natural parameter and let {t,n,b} the Frenet frame (trihedron).
Let ρ be a real number such that 0 < ρ < min 1|κ| , where κ is the curvature of
the curve γ . Consider a point P of γ and let the corresponding normal plane of
γ at P to be pseudo-Euclidean. Let c: −x2 + y2 = ρ2 be the pseudo-circle of
this plane of real radius ρ. As the point P moves along the curve γ the pseudo-
circle c produces a surface in R31 which is called a solinoid (or tubular) surface. A
parametric representation of this solinoid is
R(s, θ)= r(s)+ (ρ cosh θ)n+ (ρ sinhθ)b. (4.4)
If we suppose now that the considered curve γ is the hyperbolic helix with
parametric representation
r(s)= (α sinh s,α cosh s, cs) (4.5)
then Eq. (4.4) of the corresponding solinoid (see Fig. 7) takes the form
R(s, θ)= {(α+ ρ cosh θ) sinh s + cρ sinh θ cosh s,
(α+ ρ cosh θ) cosh s + cρ sinh θ sinh s, cs + αρ sinh θ}. (4.6)
Consider now the right helicoid and the catenoid [2] in R31 with corresponding
parametric representations
r(u,υ)= {u sinhυ,u coshυ, c1 + cυ}, c > 0, c1 ∈R, (4.7)
r∗(u,υ)=
{
a cosh
u
a
sinhυ,a cosh
u
a
coshυ,u
}
, a ∈R. (4.8)
We can now state and prove the following theorem.
Theorem 4.1. The right helicoid and the catenoid are both harmonic surfaces.
Moreover,
1Nrh = 2KrhNrh (4.9)
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Fig. 7. Solinoid (tubular) surface of type I− .
and
1Nc =−2KcNc, (4.10)
where Nrh, Krh, Nc, Kc are the unit normal vector fields and the Gaussian
curvatures of the corresponding surfaces.
Proof. Suppose that the right helicoid is of type I−. In this case, by using the
relations (4.2) and (4.7) we have
1r(u,υ)= (1(u sinhυ),1(u coshυ),1(c1 + cυ)). (4.11)
On the other hand by using the relation (4.1) we get
1(u sinhυ)= 1√
u2 − c2
[
sinhυ
(
c2 − u2√
u2 − c2
)
u
+
(
u coshυ√
u2 − c2
)
υ
]
= 0,
1(u coshυ)= 1√
u2 − c2
[
coshυ
(
c2 − u2√
u2 − c2
)
u
+
(
u sinhυ√
u2 − c2
)
υ
]
= 0,
1(u)= 1
a cosh2 u
a
[
(−a)u− 0
]= 0,
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hence, 1r(u,υ) = 0 and therefore the right helicoid of type I− is an harmonic
surface in R31. We have similar results in the case of the right helicoid of type I+.
By using now the same process we can also prove that1r∗(u,υ)= 0, therefore
the catenoid is also an harmonic surface.
For the right helicoid of type I− we can easily get that
Nrh(u,υ)=−
(
c coshυ√
u2 − c2 ,
c sinhυ√
u2 − c2 ,
u√
u2 − c2
)
(4.12)
and
Krh(u)= c
2
(u2 − c2)2 . (4.13)
Therefore,
1Nrh(u,υ)
=−
(
1
(
c coshυ√
u2 − c2
)
,1
(
c sinhυ√
u2 − c2
)
,1
(
u√
u2 − c2
))
. (4.14)
But,
1
(
c coshυ√
u2 − c2
)
= c√
u2 − c2
[(
u coshυ
u2 − c2
)
u
+
(
sinhυ
u2 − c2
)
υ
]
=−2Krh c coshυ√
u2 − c2 ,
1
(
c sinhυ√
u2 − c2
)
= c√
u2 − c2
[(
u sinhυ
u2 − c2
)
u
+
(
coshυ
u2 − c2
)
υ
]
=−2Krh c sinhυ√
u2 − c2 ,
1
(
u√
u2 − c2
)
= 1√
u2 − c2
[(
c2
u2 − c2
)
u
− 0
]
=−2Krh u√
u2 − c2 .
Consequently, the relation (4.14) implies the required relation (4.9).
The catenoid in R31 given by (4.8) is a surface of revolution of type I− [2]. The
unit normal vector field is
Nc(u,υ)= 1
cosh u
a
(
sinhυ, coshυ,− sinh u
a
)
(4.15)
and the Gaussian curvature is
Kc(u)= −1
a2 cosh4 u
a
. (4.16)
So, by applying now the Laplace operator 1 on (4.15) we get
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1
(
sinhυ
cosh u
a
)
= 1
a cosh2 u
a
[(
sinh u
a
sinhυ
cosh2 u
a
)
u
+
(
coshυ
a cosh u
a
)
υ
]
=−2Kc(u)
(
sinhυ
cosh u
a
)
,
1
(
coshυ
cosh u
a
)
= 1
a cosh2 u
a
[(
sinh u
a
coshυ
cosh2 u
a
)
u
+
(
sinhυ
a cosh u
a
)
υ
]
=−2Kc(u)
(
coshυ
cosh u
a
)
,
1
(− sinh u
a
cosh u
a
)
= 1
a cosh2 u
a
(
1
cosh2 u
a
)
u
=−2Kc(u)
(
− sinh
u
a
cosh u
a
)
.
Therefore, the relation (4.10) holds and the theorem is proved. ✷
Theorem 4.2. For every helicoidal surface immersed in R31 of type I+, with mean
curvature H =H(u), given by the relation (2.19), the following relation holds
1r(u,υ)= −2u
√
c2 − u2
w
√
u2 +B2 H(u)N, (4.17)
where w2 =EG− F 2 and N is the unit normal vector field.
Proof. The unit normal vector field of the two-parameter family of helicoidal
surfaces of type I+ immersed in R31 with mean curvature H = H(u), given by
(2.19), is
N=
(−i(uk sinhυ − c coshυ)|B|
u2k
,
−i(uk coshυ − c sinhυ)|B|
u2k
,
i|B|
uk
)
, (4.18)
where k = |B|
√
c2−u2
|u|
√
u2+B2 and B = B(u) is given by (2.16). By applying now the
Laplace operator on (2.19) we obtain
1r(u,υ)=
(
1(u sinhυ),1(u coshυ),
1
(
cυ + c2 +
∫ |B|√c2 − u2
|u|√u2 +B2 du
))
. (4.19)
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On the other hand by using (4.1) we get
1(u sinhυ)=− 1
w
[(
(c2 − u2) sinhυ − cg′u coshυ
w
)
u
−
(
cg′ sinhυ − (1+ g′2u coshυ)
w
)
υ
]
= 1
w3
[(
u sinhυ − ug′2 sinhυ + c(ug′′ + 2g′) coshυ)w
+w′((c2 − u2) sinhυ − cg′u coshυ)]. (4.20)
But
w′ = −u(1+ g
′2)− u2g′g′′√
c2 − u2(1+ g′2)
. (4.21)
By substituting relation (4.21) to (4.20) we get
1(u sinhυ)
= (c coshυ − ug
′ sinhυ)[ug′′(c2 − u2)+ g′(2c2 − u2 − u2g′2)]
w3
= 2iu
2k
wB
H(u)
−i(uk sinhυ − c coshυ)|B|
u2k
, (1)
where H =H(u) is given by (2.5a). Similarly,
1(u coshυ)= 2iu
2k
wB
H(u)
−i(uk coshυ − c sinhυ)|B|
u2k
(2)
and
1
(
cυ + c2 +
∫ |B|√c2 − u2
|u|√u2 +B2 du
)
= 2iu
2k
wB
H(u)
i|B|
uk
. (3)
By substituting Eqs. (1)–(3) to the relation (4.19) and using the relation (4.18)
we conclude that the relation (4.17) holds and the proof of the theorem is
complete. ✷
Theorem 4.3. The solinoid surfaces given by (4.6) are immersed surfaces in R31
of type I− whose Gaussian curvature is a function of the parameter θ alone which
is given by
K(θ)= A(θ) coshθ. (4.22)
Moreover,
1R(s, θ)= B(θ)n+C(θ)b, (4.23)
where A(θ), B(θ), C(θ) are known functions of the angle θ of the hyperbolic
rotations and 1 is the Laplace operator.
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Proof. If we suppose that c2 = 1 + α2, for the constants of the helix γ given
by (4.5), then we easily get ||t||2 = c2 − α2 = 1. Hence, in this case the curve is
parametrized by its arc length, s. Moreover, the curvature κ and the torsion τ of
this helix are κ = α, τ =−c. Furthermore, the coefficients of the first fundamental
form of the solinoid, given by (4.6), are:
E = λ2 − τ 2ρ2, F = τρ2, G=−ρ2; λ= 1− κρ cosh θ. (4.24)
Therefore, EG−F 2 =−λ2ρ2 < 0, which means that this solinoid is a surface in
R
3
1 of type I
−
.
By using now the Frobenious formula for the Gaussian curvature [14] in which
Es = Fs =Gs = 0, we have
K = −1
2iλρ
[
∂
∂θ
(
Eθ
iλρ
)]
= −1
2iλρ
[
∂
∂θ
(
2λλ′
i
)]
= κ
λρ
cosh θ
from which the Gaussian curvature is a certain function of the parameter θ alone.
The Laplace operator with respect to the first fundamental form of the solinoid
given by (4.6) is [8,12]
1=− 1√
g
∑
i,j
[
∂
∂xi
(√
g gij
∂
∂xj
)]
, (4.25)
where ds2 = gij dxi dxj , (gij ) = (gij )−1, g is the determinant of (gij ) and
x1 = s, x2 = θ .
From Eq. (4.4) we have
Rs = (1− κρ cosh θ)t− (τρ sinhθ)n+ (τρ cosh θ)b,
Rθ = (ρ sinh θ)n+ (ρ coshθ)b,
Rss = (κτρ sinh θ)t+ (κ − κ2ρ coshθ − τ 2ρ coshθ)n− τ 2ρ sinh θb,
Rsθ = (−κρ sinhθ)t− (τρ cosh θ)n+ (τρ sinh θ)b,
Rθθ = (ρ cosh θ)n+ (ρ sinh θ)b. (4.26)
By using the relations (4.24) and the fact that the solinoid is a surface of type
I− the Laplace operator takes the form
1=− 1√
g
[∂( G√
g
)
∂s
∂
∂s
+ G√
g
∂2
∂s2
−
∂
(
F√
g
)
∂s
∂
∂θ
− F√
g
∂2
∂s∂θ
−
∂
(
F√
g
)
∂θ
∂
∂s
− F√
g
∂2
∂θ∂s
+
∂
(
E√
g
)
∂θ
∂
∂θ
+ E√
g
∂2
∂θ2
]
. (4.27)
Hence by applying this operator on the vector equation (4.4) and substituting
the relations (4.26) we have
1R(s, θ)= P(s, θ)t+B(θ)n+C(θ)b, (4.28)
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where
P(s, θ)=− 1
ρλ2
[
κτρ sinh θ − 2κτρ sinh θ + λκτρ sinh θ
λ
]
= 0,
B(θ)=− 1
ρλ3
[
(κρλ2 cosh θ − λ3 − 2ρ2τ 2λ) coshθ],
C(θ)=− 1
ρλ3
[
(2τ 2ρ2 − λ3 + κρλ2 coshθ) sinh θ].
Consequently,
1R(s, θ)= B(θ)n+C(θ)b
and the proof is complete. ✷
It is known that the indefinite metrics in a Euclidean domain defines a much
richer geometry (in the metric sense) than the Euclidean metric. There are several
directions for further work. One may ask for example about the existence of any
isometry between these surfaces or about the kind of the centre surfaces of these
surfaces. The study of the Laplace operator with respect to the second or the third
fundamental forms in the Minkowski space R31 is also an interesting problem.
Finally, the solution itself of the ODE’s (3.8) and (3.10) is also an attracted
problem.
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