Purpose: Epileptic seizure detection has been a complex task for both researchers and specialist in that the assessment of epilepsy is difficult because, electroencephalogram (EEG) signals are chaotic and nonstationary. Method: This paper proposes a new method based on weighted visibility graph entropy (WVGE) to identify seizure from EEG signals. Single channel EEG signals are mapped onto the WVGs and WVGEs are calculated from these WVGs. Then some features are extracted of WVGEs and given to classifiers to investigate the performance of these features to classify the brain signals into three groups of normal (healthy), seizure free (interictal) and during a seizure (ictal) groups. Four popular classifiers namely Support Vector Machine (SVM), K-Nearest Neighbor (KNN), Decision tree (DT) and, Naïve Bayes (NB) are used in this work. Result: Experimental results show that the proposed method can classify normal, ictal and interictal groups with a high accuracy of 97%. Conclusions: This high accuracy index, which is obtained using just three features, is higher than those obtained by several previous works in which more nonlinear features were employed. Also, our method is fast and easy and may be helpful in different applications of automatic seizure detection such as online epileptic seizure detection.
Introduction
Epilepsy is a neurological disorder, characterized by the recurrent sudden abnormal reactions of the brain [1] . Epileptic seizures resulting from excessive neuronal discharge are usually accompanied by a disturbance of movement, sensation, mood, or mental function [2, 3] . There are about 37 million patients around the world suffering from this kind of chronic neurological disorder. Since an epileptic seizure is related to the electrical activity of the brain, the electroencephalogram (EEG) signal plays an important role in the diagnosis of epilepsy, and in the evaluation of presurgical epileptogenic zone [4] . Conventional methods used for the detections of seizures, such as visual inspection of the EEG by a trained expert, can be challenging, for instance, because of the presence of myogenic artifacts in convulsive seizures. Furthermore, massive amounts of data are generated by EEG monitoring systems, and, therefore, the visual inspection of long EEG recordings can be very tedious and time-consuming. In this respect, an automatic seizure detection technology is of great worth in epilepsy diagnosis [2] . Automatic seizure detection also has other applications such as an automated "closed-loop" therapy, in which a therapy such as electrical stimulation, drug infusion, cooling, or biofeedback may be delivered in response to a seizure detection [5] .
Many kinds of seizure detection techniques have been proposed so far. Most of them have two common steps: 1) the extraction of proper features from EEG signals using one of the signal processing methods. The statistical characteristics of these features of different groups of signals have to be significantly different. 2) The classification of different groups using these features and classification methods.
Adeli et al. [6] proposed a method based on the nonlinear dynamics analysis of the EEG signal and its subbands. They classified the EEG signals into healthy, interictal and ictal. Polat et al. [7] used the power spectrum density (PSD) features to discriminate the healthy and ictal EEGs and achieved an accuracy of 98.72%. Faul et al. [8] used the properties of the Gaussian Process (GP) probabilistic models for detecting the seizures in EEG signals.
Cumulants and higher order spectral features [9] [10] [11] were considered to differentiate the ictal and interictal groups. A series of entropies [12] [13] [14] [15] [16] and Recurrence plot features [17, 18] were widely applied in epileptic seizure detection.
Of late, the transformation of signals onto graphs created a new and powerful nonlinear approach to signal processing [19] [20] [21] . One of the simplest approaches proposed for mapping signals to graphs is the visibility graph (VG) method [22] .
Some researchers have obtained promising results, using the VG methods, for the analysis of biological signals, such as EEG and electrocardiogram (ECG) [23, 24] .
The VG methods have also been used with promising results for automatic epileptic seizure detection. Tang et al. [25] analyzed VGs from higher band frequencies of seizure EEGs and showed that the performance of the VG-based approach was more effective than that of the simple entropy method in seizure detection. Zhu et al. [26] also implemented VG-based features to identify the ictal EEGs from healthy EEGs with an accuracy of 100%. These methods did not consider the fact that, in networks, the links show different strengths, and that all the nodes are connected, based on these strengths. Zhu et al. [27] proposed a fast, weighted horizontal visibility algorithm with an accuracy index of 100% for the discrimination of ictal from normal EEG. However, they used the HVG, which is a sub-graph of VG. Moreover, they did not specify the criteria on which they proposed the weight function and how this helped in the detection of sudden fluctuations in epileptic EEG signals. Considering the limitations of the mentioned methods, Supriya et al. [28] proposed a weighted visibility graph (WVG) of EEG signals for epilepsy detection. They achieved an accuracy of 100% in discriminating healthy and ictal EEGs. However, they used only the modularity and average weighted degree of WVG, without investigating other graph properties.
In this paper, first, the WVGs were provided for EEG signals and, then, a new set of measures, namely, WVG entropy (WVGE) for analysis of WVG structure were calculated. Next, some statistics of these WVGE were used as a basis for the classification of the EEG signals into normal, interictal and ictal states, with the use of four famous classifiers. Finally, the efficiency of the features proposed in this study to detect epilepsy was compared with that of other features proposed in previous similar studies.
The rest of this paper is organized as follows: the experimental data are explained in the next section. Our proposed method and materials are described in the third section. In the fourth and the fifth sections, our method is tested on the described data set and the results are presented and discussed. The last section includes the conclusions of our work.
Dataset
The EEG data of healthy and epileptic subjects provided by the center for epilepsy in the University of Bonn, Germany [29] , were used as the dataset in the present study. Although there are five sets in the original database, only three sets of data were used in the present study: healthy (Set A), interictal (Set D), and ictal (set E). The type of epilepsy is temporal lobe epilepsy with a hippocampal formation. Each group contained 100 segments of single channel EEG with 23.6 sec duration. Each signal segment was considered a separate signal, resulting in a total number of 300 EEG signals.
Signals were sampled at 173.61 Hz (4097 data points) with a 12-bit resolution. Therefore, the total number of data points for each group was 409700. The signals had a spectral bandwidth of the 0.5 Hz to 85 Hz. Fig. 1 shows a block diagram of the WVG-based method proposed in this paper, which includes preprocessing, mapping the EEGs onto WVGs, computation of associated features (WVGE), and, finally, the classification of these features with four classifiers.
Methods

Preprocessing
In the preprocessing stage, the EEG signals were first filtered with a 50 Hz notch filter in order to reject the power supply noise effect.
Weighted visibility graph
The idea of analyzing the signals by mapping them to the graphs is quite new and attractive. Two advanced research fields are combined in this idea-the theory of the graphs and the methods of nonlinear analysis of signals. In the visibility graph (VG) method, proposed by Lacasa et al. [22] , each time point t i in the signal x i f g i ¼ 1; . . . ; n ð Þ is mapped onto a node n i 2 N in the graph G(N, E). The link e ij 2 E between n i and n j , in this graph, exists if one can draw a straight line in the signal connectingx t i ð Þ and x t j À Á but cutting no intermediate data x t k ð Þ or:
Fig . 2 shows a graphical illustration of the construction of the VG from a signal.
As mentioned before, Supriya et al. [28] proposed a weighted visibility graph (WVG) and showed that, with the values of the EEG signals fluctuating, the link weights will also vary, thus facilitating the discrimination of the different types of EEG signals. They have defined the weight w ij of edge e ij between nodes n i and n j as follows:
Weighted visibility graph entropy
Considering the concept of system entropy [30] , we propose a new measure for the investigation of a graph structure. The entropy of a graph is interpreted as its structural information content, which can serve as a complexity measure. For the weighted visibility graph, the entropy of node i is defined as:
aði; jÞlog aði; jÞ 6 ¼ 0 ð3Þ where w ij is the weight of the link between the ith node and the jth node and m is the number of nodes connected to the ith node. The mean (M), standard deviation (S), maximum (MAX) and minimum (MIN) of E (i) were computed for the entire network as the features used for the classification of healthy, interictal and ictal groups. These features were extracted using the Matlab software.
Classifiers
The application of classifiers in medical diagnosis has been increased recently [31] . Four well-known classifiers-KNN and SVM, NV and DT-are used in this work.
The KNN is a simple data-driven learning method, in which an unlabeled data is labeled as a predominant class within the Knearest training labeled data [32] . Several distances were used as measures to assess the similarity of testing points. We used the Euclidean distance in this work, which is calculated using Eq. (5).
where x, y, and N are the training data, testing data, and the number of features, respectively. In this work, different values of K, between 1 and 10, are tested and the best results are reported. The SVM, which is a robust method for classification and regression in noisy and complex domains, has been developed recently [33] .
In SVM, a separating hyperplane that maximizes the margin between the n-dimension (n is the number of input features), input data classes are detected. The SVM can discriminate nonlinearly separable data easily by using kernel functions for mapping the data to a higher dimension space in which the data becomes more separable [34] . The radial basis function (RBF) and polynomial functions are the most commonly used kernel functions [35] . In this work, the SVM classifier is used with the RBF kernel function.
The DT [36, 37] is commonly created by recursive partitioning. A single attribute split is selected for the root of the tree by using some criteria like mutual information, gain-ratio, gini index, and so on. Then, the data is divided according to the test, and the process repeats recursively for each subset. A pruning step, which reduces the size of the tree, is performed after a full tree is built. In this work, we use C4.5 decision tree algorithm that uses pruning gain ratio criterion [38] .
Abstractly, naive Bayes [39, 40] is a conditional probability model. Suppose X = (x 1 , . . . ,x n ) is a problem instance to be classified (n is the number of features or independent variables). This classifier assigns a class label C k to X as follows: 
The classifiers are implemented by using the Weka [41].
Results
Fig . 3 shows one signal for each group (normal, interictal and ictal) and their corresponding WVGs (graph plots were drawn by the Matlab Brain Connectivity Toolbox). After the preprocessing step, EEG signals were mapped onto the WVGs, and the WVGE features were estimated for all 300 EEGs (100 from each group). A one-way analysis of variance (ANOVA) test was run to determine the P value for each feature in order to evaluate the efficiency of the proposed features to discriminate the groups. The results of the analyses showed that the most efficient features in the three groups were found to enjoy a P value of less than 0.01. Table 1 shows the mean and P values of the extracted features for all EEG records. As can be seen, three features (M, S, and MIN) have P values less than 0.01. Only these three features were fed into the four mentioned classifiers for classification.
Several parameters [42] were used to evaluate the performance of the proposed method including:
(1) Sensitivity-the probability that a test will produce a positive result when used on diseased population; (2) Specificity-the probability that a test will produce a negative result when used on disease-free population; (3) Accuracy-the ratio of the number of correctly classified samples in each class to the total number of samples.
The ten-fold cross-validation technique [43] was used for training the classifier. To this end, the whole dataset is split into ten parts. The first nine parts/folds of the data were used for training, whereas the remaining one fold was used for testing the classifier. This procedure was repeated nine more times using a different fold for testing each time. Finally, the performance measures obtained using the test dataset at each fold were averaged to report the overall performance measures of the classifier. Table 2 presents the sensitivity, specificity, and accuracy values obtained by the four different classifiers used in this study. As shown in the table, the highest accuracies (97%, 96.7%) were obtained by the DT and the KNN methods, respectively. However, all the classifiers enjoyed high indexes of sensitivities and specificities.
The modularity and average weighted degree of WVG for EEG signals were also estimated in order to compare the proposed method with another WVG-based method [28] . Table 3 shows the accuracy indexes of the two methods employed for discriminating the three groups. The four mentioned classifiers were used with modularity and the average weighted degree of WVG. Table 3 shows that the best results were obtained by the SVM classifier. It also presents the average time spent on calculating these features from each original signal segment. The average time for the calculation of M, S, and MIN features and the average time for the calculation of modularity and average weighted degree of WVG were estimated. All algorithms were run on a 2.4 GHz Intel core i5 CPU processor machine with 4GB RAM. The operating system was Windows 7 and 64bits. As can be seen, the proposed method showed a more effective performance compared to the other WVG-based method. The proposed features (WVGE-based features) can discriminate the three groups more accurately than the modularity and average weighted degree of WVG. Moreover, the calculation of WVGE-based features was less time-consuming than that of the modularity and average weighted degree of WVG, which is considered an important point in online seizure detection and prediction. Fig. 3 . EEG signals from healthy, interictal and ictal and their corresponding WVG graphs. (Graphs were constructed from 50 data points).
Discussion
Many studies proposed using nonlinear features for the automatic detection of epileptic seizures and the activities in EEG signals. Some of them used the Bonn University database summarized below. Some studies proposed methods for an automatic detection of the two groups like ictal and healthy, ictal and interictal or interictal and healthy. However, other studies proposed methods for the automatic detection of the three groups of healthy, interictal, and ictal. The results obtained in some of these studies are summarized in Table 4 to enable direct comparisons between these methods and the method proposed in the present study. Table 4 presents the used features, classifiers, and the accuracies obtained through these methods. This table reports studies proposing methods for an automatic detection of healthy, interictal, and ictal groups.
In the present study, EEG signals were mapped onto WVGs, and, then, some features were extracted, based on the proposed entropy for these graphs. It was observed that the highest accuracy (97%) was obtained by the DT classifier followed by the KNN classifier, which enjoyed an accuracy index of 96.7%. However, the accuracy obtained by the proposed method was higher than the accuracies obtained by methods reported in Table 4 . In addition, the proposed method was faster and more accurate than the other WVG-based method proposed in [28] . The novelty of this approach is that it introduces WVGE as a basis for extracting features from EEG for epileptic seizure detection. These features are relatively easy to calculate, and highly accurate in discriminating healthy, interictal, and ictal classes. In future studies, the proposed method can be used to analyze EEG sub-bands. Additionally, much larger amounts of true and continuous EEG data will be used to test the proposed method further in the future work. 
Conclusion
Several studies proposed different features as a basis for discriminating healthy, interictal and ictal activities in the EEG signals. In this study, a new measure of the weighted visibility graph structure exploration, called WVGE, was introduced. In the proposed method, first, the EEG signals were converted into WVGs. Then, the WVG entropies were extracted from the WVGs and, subsequently, the mean (M), standard deviation (S), and minimum (MIN) of these entropies were fed into the classifiers as input features. Four popular classifier methods namely, SVM, KNN, DT, and, NB, were employed in this study. The experimental results showed that using the DT classifier with the proposed features produced a high accuracy of 97% in discriminating normal, interictal, and ictal EEG signals. This accuracy, which was obtained using just three features, was higher than those obtained by several previous works in which more nonlinear features were employed. Moreover, the results obtained in the present study showed that the proposed method is a fast, easy to use, and effective as an automatic seizure detection technique. Table 4 Comparison of the proposed method with other studies.
Authors Features (number of features) Classifier Accuracy (%)
Ghosh-Dastidar et al. [44] Mixed-band feature space Back Propagation Neural Network 96.7 Ghosh-Dastidar et al. [45] Mixed-band feature space Radial Basis Function Neural Network 96.6 Guler et al. [46] Lyapunov exponents (4) Recurrent Neural Network 96.79 Chua et al. [11] Higher Order Spectral (HOS) based features (3) SVM and GMM 93.11 Acharya et al. [15] Recurrence quantification analysis features (10) SVM and Fuzzy 94.4 Proposed method WVGE features (3) DT 97
