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a b s t r a c t
The main target of this paper is focused on the numerical simulation of macroscopic
models – two-dimensional hyperbolic conservation law - of pedestrian flows. Therefore,
finite volume methods can be used to discretize the equations. Actually, the algorithms
that have been used are particularly suited for solving hyperbolic problems. Moreover,
simulations using first order accurate numerical solvers and first Godunov type schemes
[S.K. Godunov, A finite difference method for the numerical computation of discontinuous
solutions of the equations of fluid dynamics, Mathematik Sbornik 47 (1959) 271–290]
have been developed. This article is motivated by recent research activity focused on the
problem of modelling systems of the living matter.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The paper deals with the numerical solutions of some models of crowd dynamic – the most challenging research
perspectives of this century [1]. The paper is motivated by recent research efforts which investigate the problem of crowd
modelling. These systems belong to the living matter, where the modelling approach has been recently developed by the
mathematical kinetic theory for active particles [2].
The problem of understanding and defining what a human crowd is and how it behaves can be analyzed at different
levels. For instance, crowds are represented as an aggregate of individuals characterized by motivations and basic rules. At
present, pedestrianmodels are based onmacroscopic or microscopic behavior. Themacroscopic modelling approach is here
adopted, where pedestrians are treated in an aggregate way and detailed interactions are overlooked.
It has been suggested in [3] that pedestrian traffic flow can be treated similarly to vehicle traffic flow and there are two
main approaches to modelling pedestrian dynamics: the microscopic and the macroscopic levels. Microscopic pedestrian
model were presented by [4], and subsequently developed by various researchers generally focused on the improvement of
the Car-Following model. The importance of a detailed design and pedestrian interactions is shown in [5] by implementing
several case studies. On the other hand, the drawback to mathematical microscopic models is their difficult and expensive
simulation. Indeed, microscopic models which form a widely used class of models, are characterized by the fact that they
are sensitive to small perturbations. On the other hand, it can be difficult to give a qualitative description and visualization
of phenomena on a macroscopic scale.
The continuumapproach has been used for themacroscopicmodelling of pedestrian flows, that describes the dynamics of
crowd flows on a continuousmedium in terms of flow rate, average speed and density, andwithout distinguishing individual
pedestrian. The dynamic behaviour of pedestrian is purely defined at themacroscopic level, for instance based on variations
in time or space of the macro crowd variables and of a priori known equilibrium conditions: the value towards which the
macroscopic variables would converge in the absence of variations in space and time.
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Therefore, the relation with individual pedestrian behaviour in these models is indirect. The core of each macroscopic
crowd flows model is the continuum equation, expressing the conservation of pedestrians. In some cases smoothness
assumptions are needed. The macroscopic approach was first introduced by [6] and developed in [7,8], where macroscopic
modelswere derived by using fluid flow theory and a continuum responding to influences (local or non-local). The drawback
of this type of modelling is the assumption that pedestrians behave similarly to fluids. Pedestrians tend to interact among
themselves and with obstacles in their model area, which is not captured by macroscopic models.
The modelling approach developed in [9] is essentially based on two papers by Hughes [10,11]. Macroscopic models
differ from each other depending on the assumptions that supplement the continuum equation. Models that assume a static
empirical equilibrium relation between the average speed and the density are called first order models. A second order
model assumes a dynamic equation for the speed as a function of time and of spatial derivatives of density and/or speed.
The macroscopic models are computationally easier because they have fewer design details in terms of interaction among
people and between people and their environment.
This paper deals with the development of numerical solution techniques for simulation of second order macroscopic
pedestrian flow models. The most commonly used methods for generating numerical solutions to systems of partial
differential equations are based on finite differences, and these are discussed in Section 3.2. The strengths and weaknesses
of the standard finite difference methods are well understood, and they are used in the present work as a reference against
which the performance of more sophisticate numerical methods may be judged.
A significant limitation of standard finite differencemethods is that theyusually only produce acceptable resultswhen the
evolved solution is sufficiently smooth. This is important because inmany application themodels being studied are known to
admit solutions with discontinuities for smooth initial data. Much research has been done in the field of computational fluid
dynamic to develop advance numerical methods capable of accurately evolving solutions irrespective of their smoothness.
Finite volume methods achieve this by analyzing a series of Riemann problems for evolution system.
The plan of the paper is as follows. The complete models and underlying structure are describe in Section 2. In Section 3
we describe the numerical methods which we will use for our test. In Section 4, we perform several numerical tests for our
models to demonstrate the effectiveness of the methodology. Finally, we draw some conclusions in Section 5.
2. Mathematical structure of crowd flowmodels
The computational analysis developed in the present paper refers specifically to the models developed by Bellomo et al.
in [9]. The mathematical problem is focused on the solution of the initial value problem of crowd models which are with
hyperbolic system of conservation laws of the general form
∂tu+ ∂xf(u)+ ∂yg(u) = s, t ≥ 0, x, y ∈ R,
u(0, ·) = u0(x, y), (2.1)
where u, f, g are the vectors representing respectively the conserved quantities and the fluxes, s(u, x, y) is the source term
and ∂t and ∂x correspond to the partial derivativewith respect to time and space respectively.Wewill assume that u belongs
to an open set of admissible state spaceΩ ⊂ Rp, p ≥ 1, the fluxes f and ghave a piecewiseC 1 regularity onΩ and the initial
data is given. The hyperbolic assumption means that the Jacobian matrices A(u) := Duf(u) and B(u) := DuG(u) ∈M(Rp) is
diagonalizable in R for all u ∈ Ω where f and g are differentiable.
Generally, the solution to systems of the type (2.1) numerically, are obtained treating the influence of the source terms
separately from the influence of the transport part (which is to say, the flux vectors f and g). A splitting approach is described
later in this section, while preliminarily it is sufficient to consider only evolution systems for which no source terms are
present:
∂tu(t, x, y)+ ∂xf(u)+ ∂yg(u) = 0, (2.2)
where systems of the type (2.2) are described as flux conservative, and they are frequently encountered asmodels for physical
systems.
Specifically, let us consider, referring to models of pedestrian flows [9], the following system:
∂tρ + ∂x(ρvx)+ ∂y(ρvy) = 0,
ρ∂tvx + ρ
[
vx∂xvx + vy∂yvx
]+ K 2(ρ)∂xρνx0 = ρA1[ρ, Ev],
ρ∂tvy + ρ
[
vy∂xvy + vy∂yvy
]+ K 2(ρ)∂yρνy0 = ρA2[ρ, Ev], (2.3)
where the quantities (ρ, u, v)(t, x, y) represent simultaneously density and velocity at time t and a general positions x and
y. System (2.3) is referred to as the macroscopic second order crowd model [9].
For simplicity in the forthcoming notations, we first propose to introduce the following condensed forms for (2.3). To
understand why the system (2.3) behave isotopically, we first express the three equations in the vector form. We define
U = (ρ, ρu, ρv)T , F(U) = (ρu, ρu2 + K 2ρ, ρuv)T, G(U) = (ρv, ρuv, ρv2 + K 2ρ)T,
and
S = (0, ρA1, ρA2)T,
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where
A1[ρ, Ev] = α(ue(ρ)νx0 − u), A2[ρ, Ev] = α(ve(ρ)νy0 − v). (2.4)
The structure of the conservative structure of the model (2.3) is as follows:
∂tU+ ∂xF(U)+ ∂yG(U) = S(U). (2.5)
The variable U is the vector primitive variables, which plays a key role in the subsequent development of the average of
flow variables. The qualitative analysis of the partial differential system can be referred to the following quasi-linear form
∂tU+ ∂ UF ∂xU+ ∂ UG ∂yU = S(U), (2.6)
or equivalently
∂tU+ A1(U)∂xU+ B1(U)∂yU = S(U), (2.7)
where the two Jacobian matrices A1 and B1 which result are
A1 =
 0 1 0K 2 − v2 2u 0
−uv v u
 , B1 =
 0 0 1−uv v u
K 2 − v2 0 2v
 . (2.8)
The eigenvalues of the Jacobian matrices determine whether the partial equation (2.7) is hyperbolic (real eigenvalues)
or not. Actually, these eigenvalues determine how the pedestrian traffic disturbances are propagated in traffic stream. The
eigenvalues of the matrices A1 are given by
λ1A1 = u− K , λ2A1 = u, λ3A1 = u+ K ,
and corresponding eigenvectors
r1A1 =
[ 1
u− K
v
]
, r2A1 =
[0
0
1
]
, r3A1 =
[ 1
u+ K
v
]
.
Mathematically, the eigenvalues are interpreted as the speed of information through the flow.
The eigenstructure of the Jacobian matrix B1 has a similar form. For the all system (2.7) a straightforward calculation of
the eigenvalues of this matrix yields:
λ˜1 = u˜− K , λ˜2 = u˜, λ˜3 = u˜+ K ,
where v˜ = ∂1u+ ∂2v. The corresponding eigenvectors are
r1A˜1 =
[ 1
u− ∂1K
v − ∂2K
]
, r2A˜1 =
[ 0
−∂2
∂1
]
, r3A˜1 =
[ 1
u+ ∂1K
v + ∂2K
]
.
Our second system is given by the following equations
∂t
[
ρ
ρ(vx + p1νx0)
ρ(vy + p2νy0)
]
+ ∂x
[
ρvx
ρvx(vx + p1νx0)
ρvx(vy + p2νy0)
]
+ ∂y
[
ρvy
ρvy(vx + p1νy0)
ρvy(vy + p2νy0)
]
=
[ 0
ρA1
ρA2
]
. (2.9)
Let us now define the following:
U = (ρ, ρ(u+ p1νx0), ρ(v + p2νy0))T , F(U) = (ρu, ρu(u+ p1νx0), ρu(v + p2νy0))T ,
G(U) = (ρv, ρv(u+ p1νy0), ρv(v + p2νy0))T , S(U) = (0, ρA1, ρA2)T
and use a change of variables by setting the states to be as follows U = (ρ,w, z)T. Then we obtain the Jacobian matrices for
the system (2.9)
A2(U) =

−p1νx0 − ρp1ρνx0 1− ρp1wνx0 0
−w
2
ρ2
− wp1ρνx0 2
w
ρ
− p1νx0 − zp1wνx0 0
−wz
ρ2
− zp1ρνx0
z
ρ
− zp1wνx0
w
ρ
− p1νx0
 ,
B2(U) =

−p2Eνy − ρp2ρνy0 0 1− ρp2zνx0
−wz
ρ2
− wp2ρνy0
z
ρ
− p2νy0
w
ρ
− wp2zνy0
− z
2
ρ2
− zp2ρνy0 0 2
z
ρ
− p2νy0 − zp2zνy0
 ,
where p·i stands the partial derivative of p· with respect to i = ρ,w; z.
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Let us now compute the eigenvalues of A2. A straightforward calculations of eigenvalues of the matrix A2 yields:
λ1A2 = vx − (γ + 1)p1νx0 , λ2A2 = λ3A2 =
w − ρp1νx0
ρ
= vx.
Consequently, the corresponding right eigenvectors are
r1A2 =

β − ργ+1
βvy
vx
vy
1
 , r2A2 =
 (β − ρ
γ+1)2
βvx(β + γ ργ+1)
1
0
 , r3A2 =
[0
0
1
]
.
Referring now to the B2 matrix, analogous technical calculations yield:
λ1B2 = vy − (γ + 1)p2νy0; λ2B2 = λ3B =
z − ρp2νy0
ρ
= vy.
r1B2 =

β − ργ+1
βvx
1
vy
vx
 , r2B =
[0
1
0
]
, r3B2 =

(β − ργ+1)2
βvy(β + γ ργ+1)
0
1
 .
The eigenvalues can be computed by solving the combined Jacobian matrices satisfying definition of (strictly) hyperbolic
system. Specifically, the eigenvalues are found to be
λ˜1 = v˜x − v˜x (γ + 1)ρ
γ+1
β − ργ+1 = v˜x − (γ + 1)p1νx0 , λ˜2 = λ˜3 = v˜x,
while their corresponding eigenvectors are given by
r1A˜2 =

β − ργ+1
βvy
vx
vy
1
 , r2A˜2 =
∂1 (β − ρ
γ+1)2
βv˜x(β + γ ργ+1)
1
0
 , r3A˜2 =
∂2 (β − ρ
γ+1)2
βv˜x(β + γ ργ+1)
0
1
 .
These eigenvalues are real and two of them repeated.
Our third PDE system is written as follows:
∂t
[
ρ
ρ(vx − ve(ρ)νx0)
ρ(vy − ve(ρ)νy0)
]
+ ∂x
[
ρvx
ρvx(vx − ve(ρ)νx0)
ρvx(vy − ve(ρ)νy0)
]
+ ∂y
[
ρvy
ρvy(vx − ve(ρ)νx0)
ρvy(vy − ve(ρ)νy0)
]
= S, (2.10)
where S ≡ (0, ρA1, ρA2)T denotes the source vector. Therefore, the Jacobian matrices are as follows:
A3(U) =

ve(ρ)νx0 + ρve(ρ)νx0 1 0
−w
2
ρ2
+ wve(ρ)νx0 2
w
ρ
+ ve(ρ)νx0 0
−wz
ρ2
+ zv′e(ρ)νx0
z
ρ
w
ρ
+ ve(ρ)νx0
 , (2.11)
B3(U) =

ve(ρ)νy0 + ρv′e(ρ)νy0 0 1
−wz
ρ2
+ wv′e(ρ)νy0
z
ρ
+ ve(ρ)νy0
w
ρ
− z
2
ρ2
+ wv′e(ρ)νy0(ρ) 0 2
z
ρ
+ ve(ρ)νy0
 . (2.12)
Lengthy technical computations of the eigenvalues and eigenvectors for the A3(U)matrix yield:
λ1A3 = vx + ρv′e(ρ)νy0 , λ2A3 = λ3A3 = vx, (2.13)
r1A3 =
[ 1
vx − Eve
vy − ve(ρ)νy0
]
, r2A3 =
[ 1
vx − Eve − ρv′e(ρ)νx0
0
]
, r3A3 =
[0
0
1
]
.
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Similarly for the B3(U)matrix, one has
λ1B3 = vy − ρv′e(ρ)νy0 , λ2B3 = λ3B3 = vy,
r1B3 =
[ 1
vx − ve(ρ)νx0
vy − ve(ρ)νy0
]
, r2B3 =
[0
1
0
]
, r3B3 =
[ 1
0
vy − ve(ρ)νy0 − ρv′e(ρ)νy0
]
.
Since the system is in two dimensions, one needs to verify that the system is hyperbolic, to check that the eigenvalues found
earlier are valid for any combination of the roots of the combined system. The eigenvalues are computed as follows:
λ1 = v˜x + ρv˜e, λ2 = λ3 = v˜x, (2.14)
where v˜ = ∂1vx + ∂2vy, and v˜′e = ∂1v′ex + ∂2v′ey. Considering that these eigenvalues are real, it can be concluded that the
model is hyperbolic, and that, considering that we also have repeated eigenvalues, the model is not strictly hyperbolic.
For each eigenvalue the corresponding eigenvectors are given by
r1A˜3 =
[ 1
vx − ve(ρ)νx0
vy − ve(ρ)νy0
]
, r2A˜3 =
 1v˜ − ve(ρ)νx0 − ρv˜e(ρ)νx0
∂1
0
 or
 01
−∂1
∂2
 ;
r3A˜3 =
 0−∂1
∂2
1
 or
 10v˜ − v˜e(ρ)− ρv˜e(ρ)νx0
∂2
 .
3. Numerical approach
The development of numerical schemes for the solutions of the systems (2.3), (2.9) and (2.10) is dealt with in this present
section by using some first order accurate methods. Specific simulations are proposed in the next section.
3.1. Numerical procedure
Due to the hyperbolic nature of PDEs, discontinuous solutions like shocks and rarefaction waves can occur. Therefore, we
use shock capturing difference schemes called Finite Volume Methods (FVM) (see Leveque[12]). Before going into details,
the introduction of some technical notations is needed.
The solution space (t, x, y) is split into uniform computational grid. Let∆x,∆y and∆t three constant steps for space and
time discretization. The positions of the ith and jth nodes in the x and y directions, and nth node in time direction (tn, xi, yi)
are given by (n∆t, i∆x, j∆y). Let (xi)i∈Z and (yj)j∈Z be the sequences of equally distributed points of R2:
xi+1 − xi = ∆x, yj+1 − yj = ∆y,
where the xi-points and yj-points are the centers of all cells with boundaries
xi+1/2 = xi + ∆x2 , yj+1/2 = yj +
∆y
2
, tn = n∆t,
xi−1/2 = xi − ∆x2 , yj−1/2 = yj −
∆y
2
,
for all all i, j ∈ Z and all n ∈ N. Consider the following discretization of the computational domain R+t (see Fig. 1)×R2:
R+t × R2 =
⋃
n≥0
⋃
i∈Z
⋃
j∈Z
Ωni,j, Ωi,j = [tn, tn+1[×[xi−1/2, xi+1/2[×[yj−1/2, yj+1/2[.
Here,Ωi,j is the control volume associated with the point (xi, yj) (which we will often just refer to as the (i− j) point). As
usual in the context of finite volumemethods, the approximate solution U∆(t, x, y) of our systems with initial data U0(x, y)
is sought as a piecewise constant function on each slabΩni,j. Equivalently, a numerical solution U
n
i,j approximates the values
of the exact solution at the mesh points:
Uni,j ≈ U(tn, xi, yj), for (t, x, y) ∈ Ωni,j, (3.1)
and for sake of completeness
U0i,j =
1
∆x∆y
∫ yj+1/2
yj−1/2
∫ xi+1/2
xi−1/2
U0(x, y)dxdy, i, j ∈ Z. (3.2)
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Following [13], let us define
λx = ∆t
∆x
, λy = ∆t
∆y
.
Moreover, referring to [13, chapter IV.3], and [14], chapter 6 for a general description of finite difference schemes for
two-dimensional hyperbolic systems, and we shall thus assume that the reader is familiar with the basic L2 stability theory
of finite difference schemes (see e.g. [13], page 348).
Integration of (2.1) from tn to tn+1 with respect to t from xi−1/2 to xi+1/2 with respect to x, and from yj−1/2 to yj+1/2 with
respect to y and perform the obvious integrations, yields
S =
∫ yj+1/2
yj−1/2
∫ xi+1/2
xi−1/2
[U(tn+1, x, y)− U(tn, x, y)] dxdy+
∫ tn+1
tn
∫ yj+1/2
yj−1/2
[(FU(t, xi+1/2, y))− F(U(t, xi−1/2, y))]dydt
+
∫ tn+1
tn
∫ xi+1/2
xi−1/2
[
G(U(t, x, yj+1/2))− G(U(t, x, yj−1/2))
]
dxdt. (3.3)
Alternatively, in consideration of the integral form (3.3) of the evolution system, a numerical solution Uni,j can approximate
the average value of the exact solution taken over cells centered on the mesh points:
Uni,j =
1
∆x∆y
∫ yj+1/2
yj−1/2
∫ xi+1/2
xi−1/2
U(tn, x, y)dxdy, (3.4)
while, for sake of completeness,
U0i,j =
1
∆x∆y
∫ yj+1/2
yj−1/2
∫ xi+1/2
xi−1/2
U0(x, y)dxdy, i, j ∈ Z. (3.5)
Therefore, relation (3.4) allows us to rewrite Eq. (2.2) as follows
Un+1i,j = Uni,j −
1
∆x∆y
∫ tn+1
tn
∫ yj+1/2
yj−1/2
[
F(t,U(xi+1/2, y))− F(U(t, xi−1/2, y))
]
dydt
− 1
∆x∆y
∫ tn+1
tn
∫ xi+1/2
xi−1/2
[
G(U(t, x, yj+1/2))− G(U(t, x, yj−1/2))
]
dxdt. (3.6)
It should be stressed that Eq. (3.6) is an exact equation. Eq. (3.6) states that the change in the amount of conserved
quantity over the time interval [tn, tn+1] is equal to the fluxes of that quantity across the four boundaries of the region.
The hyperbolicity of the system (2.3), (2.9) and (2.10) means that information propagates within it at finite speeds, and
a value for the numerical solution Un+1 in a cell (xi, yj) can be determined as part of a numerical integration scheme based
on the values Un within a region of cells, described as the stencil of the method, surrounding the cell (xi, yj).
Various ways of approximating the spatial and time derivatives of the systems under consideration can be used. Here,
we will concentrate on schemes that approximate the time derivative ∂tU by one-sided approximation given by
∂tU ≈ U
n+1 − Un
∆t
. (3.7)
A cell-based numerical evolution method is conservative if it can be expressed in the form
Un+1i,j = Uni,j − λx
[
F(Uni,j,U
n
i+1,j)− F(Uni−1,j,Uni,j)
]− λy [G(Uni,j,Uni,j+1)− G(Uni,j−1,Uni,j)] , (3.8)
where F and G are the numerical flux functions.
3.2. On the selection of numerical schemes
Let us consider the numerical solution of (2.1). The source terms are incorporated into the algorithm via time operator
splitting, using the simple forward Euler formula for ordinary differential equations (ODEs). All our candidate methods are
explicit, even though an implicitmethodwould have allowed us to incorporate stiff source termswithin the schemewithout
resorting to splitting:
1. The Lax–Friedrichs scheme is the simplest practical method for evolving numerical solutions to systems of the form
(2.2). The two-dimensional scheme is written as follows:
Un+1i,j =
1
4
(Uni−1,j + Uni+1,j + Ui,j−1 + Uni,j+1)−
1
2
λx
[
F(Uni+1,j)− F(Uni−1,j)
]− 1
2
λy
[
G(Uni,j+1)− G(Uni,j−1)
]
. (3.9)
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This note that this scheme is monotone if λx max |F′| ≤ 1/2 and λy max |G′| ≤ 1/2. Here, the superscript n denotes the time
level, and the numerical fluxes F and G are computed from the point values ρi,j. In terms of matrices A and B, this scheme is
written as
Un+1i,j =
1
4
(Uni−1,j + Uni+1,j + Uni,j−1 + Uni,j+1)−
λx
2
A(Uni+1,j − Uni−1,j)−
λy
2
B(Uni,j+1 − Uni,j−1). (3.10)
2. The dimensional-splitting Lax–Friedrichs scheme:
Un+1/2i,j =
1
2
(Uni−1,j + Uni+1,j)−
λx
2
A(Uni+1,j − Uni−1,j)
Un+1i,j =
1
2
(Un+1/2i,j−1 + Un+1/2i,j+1 )−
λy
2
B(Un+1/2i,j+1 − Un+1/2i,j−1 ).
(3.11)
3. The two-step Lax–Wendroff scheme produces more accurate results (in a sense made clear below) than the
Lax–Friedrichs scheme by in effect using Lax–Friedrichs steps to construct solution values at intermediate points.
Un+1/2i,j =
1
4
(Uni−1,j + Uni+1,j + Uni,j−1 + Uni,j+1)−
λx
2
A(Uni+1,j − Uni−1,j)−
λy
2
B(Uni,j+1 − Uni,j−1)
Un+1i,j = Uni,j − λxA(F(Un+1/2i+1,j )− F(Un+1/2i−1,j ))− λxB
(
G(Un+1/2i,j+1 )− G(Un+1/2i,j−1 )
)
and, as a shorthand, Fni,j is used to mean F(U
n
i,j) and so on.
4. The two-dimensional Godunov scheme:
Un+1i,j = Uni,j −
λ1
2
A(Uni+1,j − Uni−1,j)−
λx
2
|A|(2Uni,j − Uni+1,j − Uni−1,j)
− λy
2
B(Uni,j+1 − Uni,j−1)−
λy
2
|B|(2Uni,j − Uni,j+1 − Uni,j−1). (3.12)
5. The dimensional-splitting Godunov scheme:
Un+1/2i,j = Uni,j −
λx
2
A(Uni+1,j − Uni−1,j)−
λx
2
|A|(2Uni,j − Uni+1,j − Uni−1,j) (3.13)
Un+1i,j = Un+1/2i,j −
λy
2
B(Un+1/2i,j+1 − Un+1/2i,j−1 )−
λy
2
|B|(2Un+1/2i,j − Un+1/2i,j+1 − Un+1/2i,j−1 ). (3.14)
Recall that in (3.12)–(3.14) the matrices |A| and |B| are defined as follows. Let PA,B denote orthogonal matrices that
diagonalize A and B:
P−1A APA = diag(α1, . . . , αd), P−1B BPB = diag(β1, . . . , βd).
Then the matrices |A1| and |A2| are given by:
P−1A |A|PA = diag(|α1|, . . . , |αd)|, P−1B |B|PB = diag(|β1|, . . . , |βd|).
Observe that |A| and |B| are symmetric, nonnegative matrices. They are positive definite if A and B are nonsingular.
In what follows, the spectral radius of a square matrixM with complex entries is denote ρ(M). We refer to [13], chapter
IV.3, and [14], chapter 6 for a general description of finite difference schemes for two-dimensional hyperbolic systems, and
we shall thus assume that the reader is familiar with the basic L2 stability theory of finite difference schemes (see e.g. [13],
page 348). In this paper, we shall study the stability of four finite difference schemes. Our main theorem is stated as follows:
Theorem 3.1. (a) The scheme (3.10) is stable in l2(Z2) if
∀ϑ ∈ [0, 2pi ], ρ(λx cosϑA+ λyϑB) ≤ 1√
2
. (3.15)
(b) The scheme (3.11) is stable in l2(Z2) if and only if
max(λxρ(A), λyρ(B)) ≤ 1. (3.16)
(c) The scheme (3.12) is stable in l2(Z2) if
λxρ(A)+ λxρ(B) ≤ 1. (3.17)
If A and B are nonsingular, and if (λxρ(A) + λxρ(B)) ≤ 1, then the scheme (3.12) is dissipative of order 2 . Namely, if
G(ξ1, ξ2) denotes the symbol of the scheme (3.12), there exists a constant c > 0 such that
∀ (ξ1, ξ2) ∈
[
− pi
∆x
,
pi
∆x
]
×
[
− pi
∆y
,
pi
∆y
]
,
ρ(G(ξ1, ξ2)) ∈ 1− c((ξ1∆x)2 + (ξ2∆y)2).
C. Dogbé / Computers and Mathematics with Applications 56 (2008) 1884–1898 1891
Fig. 1. Two-dimensional grid.
Fig. 2. Density response at time t = 1 : 1 for the system (2.3) with K = 0.5 using Roe method.
(d) The scheme (3.13) and (3.14) is stable in l2(Z2) if and only if
max(λ1ρ(A), λ2ρ(B)) ≤ 1. (3.18)
For the scheme (3.10) and (3.12), Theorem 3.1 only gives sufficient stability conditions.
6. Roe’s Method
The idea behind Roe’s scheme is to take a non-linear system of the form
∂U
∂t
+ A(U) ∂U
∂x
= 0, (3.19)
and to linearize it locally by approximating the Jacobian matrix A(u) in an interval using Roe averages [15]. The adopted
algorithm is a space-time operator split algorithm, where the solution is evolved in three decoupled stages:{
∂tU+ ∂xF(U) = 0
U(0, x, y) = U0
Boundary condition
and
{
∂tU+ ∂xG(U) = 0
U(0, x, y) = U0
Boundary condition
(3.20)
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Fig. 3. Density response at time t = 1 : 1 for the system (2.3) with K = 0.8 using Roe method.
Fig. 4. Contours of the flow response at different time for the system (2.3) using Lax–Friedrichs scheme.
C. Dogbé / Computers and Mathematics with Applications 56 (2008) 1884–1898 1893
Fig. 5. Density response at time t = 1 : 1 for the system (2.3) with K = 1.1 using Roe method.
or {
∂tU+ A(U)∂xU = 0
U(0, x, y) = U0
Boundary condition
and
{
∂tU+ B(U)∂xU = 0
U(0, x, y) = U0
Boundary condition
(3.21)
and {
∂tU = S(U)
U(0, x, y) = U0
Boundary condition.
(3.22)
Each of the first two stages (3.20)–(3.22) is solved using an extended solver of Roe type.
Let us nowdescribe the one-dimensional Roe solver in the xdirection. The solver in the ydirection follows in an analogous
fashion. The approximate Riemann solver used by Roe’s method is based on local linearization of the Jacobian matrices. For
consistent shock capturing, the Jacobian matrix A is to be evaluated at some data-dependent average A˜ = A˜(U˜), U˜ =
U˜(UL,UR). Here, UR and UL denote the states on the right and left any direction from the flow boundary points i± 12 . It uses
the exact solution of a locally linearized model
∂tU+ A˜(UL,UR)∂xU = 0, (3.23)
where A˜ is a local average of the Jacobian matrix, satisfying
A˜(UL,UR)(UR − UL) = (FR − FL). (3.24)
and such that the Roe condition (3.24) is satisfied, for two arbitrary statesUL andUR. The condition (3.24) is an over-specified
problem for which a solution may not exist. It can be shown, however, that the present model (2.1) a unique linearization
does exist. This linearization is given by
F(U) = F(UL)+ A(U˜)(U− UL) (3.25)
F(U) = F(UR)+ A(U˜)(U− UR) (3.26)
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Fig. 6. Density response for the system (2.9) using first-order centered scheme.
from which we deduce the relation
F(UR)− F(UL) = A(U˜)(UR − UL). (3.27)
Setting C and W an eigenvector and diagonal matrix of eigenvalues respectively, in order to deduce the approximation
solution A(U˜) = C˜ |W˜ |C˜−1 we solve the average in A(U˜) and substitute in
Fi+ 12 (UL,UR) =
1
2
[F(UL)+ F(UR)]− 12 C˜ |W˜ |C˜
−1(UR − UL). (3.28)
For the system (2.1) a unique linearization does exist which satisfied (3.24) with local average,
ρ˜ = RρL; R =
√
ρR/ρL
u˜ = (uL + RuR)/(1+ R)
v˜ = (vL + RvR)/(1+ R).
(3.29)
Local wave strengths αk are found by solving
UR − UL =
∑
k
αk r˜k,
where α˜k are the eigenvectors evaluated at the average state U˜. The solution is then updated by Godunov-type formula,
U∗i,j = Uni,j − λx[Fni,j+1/2 − Fni,j−1/2].
The intercell fluxes are given by
Un+1i,j+1/2 =
1
2
(FL + FR)− 12
∑
k
αk|λ˜k|[1− ϕk(1− |ν˜k|)]r˜k.
Having obtained predicted U∗ values via flux updates in the main directions, a corrected value is calculated which
accounts for the source contribution.
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Fig. 7. Density response for the system (2.10) using first-order centered scheme.
Fig. 8. Contours of the flow response for the system (2.3).
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Fig. 9. Contours of the flow response for the system (2.10).
Fig. 10. Density response for the system (2.10) with K = 0.1 using Lax–Friedrichs scheme.
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3.3. Numerical evaluation of models (2.3), (2.9) and (2.10)
In this section we introduce a finite difference approximation of our system.
Let us describe the numerical strategy we adopt. In every discrete step change of the macroscopic variable Ui,j in the cell
centres is calculated according to the following procedure:
1. Depending on the conditions, Uni−1,j,U
n
i,j−1 and U
n
i+1,j in the cell xi and yj under consideration and in the neighboring cells
xi−1, yj−1 and xi+1, yj+1 determine fluxes over the boundaries F(Ui+1/2,j), F(Ui−1/2,j) and G
(
Ui,j+1/2
)
, G
(
Ui,j−1/2
)
;
2. The change of Uni,j during a finite time interval∆t due to numerical fluxes is then
Un+1/2i,j = Uni,j − λx
[
F
(
Uni+1/2,j
)− F (Uni−1/2,j)]
Un+1i,j = Un+1/2i,j − λy
[
G
(
Un+1/2i,j+1/2
)
− G
(
Un+1/2i,j−1/2
)]
; (3.30)
3. The change of Uni,j during the same time interval ∆t due to internal and external force contained in the source term
Sni,j(Ui,j) is superimposed, so that the macroscopic state variables U
n
i,j after the interval∆t are found by:
U
n+1/2
i,j = Un+1/2i,j +∆t S(Uni,j)
U
n+1
i,j = Un+1i,j +∆t S(Uni,j).
(3.31)
4. Numerical experiments
Numerical simulation results for systems (2.3), (2.9) and (2.10) are present in this section. These results validate the
qualitative analysis of [9].
The density ρ is the variable to be specifically controlled. It is the number of pedestrians per unit area, and for the purpose
of this simulation we set the maximum density ρm = 1. The density values vary from one study to another due to weather
conditions, and location at the time of the study.
Initial condition. For simulation the initial distribution for density is considered to be Gaussian. The initial density
distribution is given by
ρ(0, x, y) = R exp(−(x− x0)2 − (y− y0)2),
with (x0, y0) being the centers of the Gaussian distribution and R is the highest magnitude of the distribution.
Boundary condition. The question remains of what to do at the boundaries. For a well posed problem along with initial
data, boundary data is required only when the waves are moving into the domain from the boundary.
Simulations are computed on a square area with no obstacles that can divert the crowd flow therefore, pedestrian are
assumed to move freely within the boundaries. At the boundary non-exit conditions are enforced, except when we have an
exit at some points (x, xT ), (y, yT ) (i.e. large room, one exit, and without any obstacles). By non-exit we mean closed walls
where no pedestrian (density) can pass through, but they can move tangent to the walls. The exit is a free flow point, where
we assume that once a pedestrian reach the exit cell, his exiting velocity is equal to the free flow velocity vf1 or vf2 (sucking
point).
For the crowd to move toward the exit, we simply point them to it by forcing them to follow the desired direction using
the velocity-density function V (ρ), and this is done by
ue = ue(ρ) cos θ = ue(ρ) x− xT√
(x− xT )2 + (y− yT )2
v = ve(ρ) sin θ = ve(ρ) y− yT√
(x− xT )2 + (y− yT )2
(4.1)
where the direction of the vector is simply identified by the coordinates of the point T .
Program.
The program can handle our different models. It runs for varying values of∆x,∆y and∆t . We run the program with the
large space step∆x = 0.2, ∆y = 0.2 and∆t = 0.04. We re-run with∆t = 0.01 for 1000 time steps and various values of
K . The simulation results are shown in the following figures.
For the system (2.3) we did several tests to show the anticipation factor effect on the model. In Figs. 2 and 3 we changed
the anticipation factor K0 from 0.5 in the first to 1:1 in the second. Fig. 2: when K = 0.5 crowd moves in a random way in
the area. The effect is clear from the Fig. 3 plots. The Fig. 3, shows the effect achieved by increasing the size Eˆ coefficient of
anticipation to K = 0.8. The Figs. 4 and 8, which represent the contour of the model (2.3) show the effect of the shock wave
formation as crowd move toward a corner in a closed area. Fig. 5: The crowd remains tightly packed and moving slowly
through the field reaching out to about t = 1.1. The density of the crowd creates a pile through the exit, the crowd is unable
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to leave the area and density increases even more. The high value of K shows that the scheme does not generate any value
non-physical density and the program runs much slowly than in other cases.
To compare the solution of the model (2.9) with the previous one, we did the same last test as shown in Fig. 6. Although
first order centred scheme is used, we got a response that is almost similar to the one in Fig. 7 for Roe’s scheme. This shows
the effect of the numerical schemes and their accuracy.
The density contours for the model (2.10) shown in Fig. 9 corresponds to the density response when the initial free flow
velocities are positive and equal (i.e. vf1 = vf2 ) and the final result is shown in Fig. 10.
5. Conclusion
In this paper, we present the numerical solutions of a dynamicmacroscopicmodeling of crowdmodels. To do so, we have
examined some Finite volume methods, like two-dimensional Friedrichs scheme, Roe’s scheme on uniform grid. We could
have used other moving mesh techniques, although in retrospect we feel that they are not as attractive as our actual choice.
The spatial resolution needed for two-dimensional calculations was achieved by adaptive mesh refinement.
The results will help to visualize the evolution of the crowds, report the movement trajectories of pedestrians and their
interactions within the walking facility. Moreover, it is expected that the method can be technically adjusted to deal with
the computational analysis of macroscopic models of swarms.
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