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THE TROPICAL SHADOW-VERTEX ALGORITHM SOLVES MEAN
PAYOFF GAMES IN POLYNOMIAL TIME ON AVERAGE
XAVIER ALLAMIGEON, PASCAL BENCHIMOL, AND STE´PHANE GAUBERT
Abstract. We introduce an algorithm which solves mean payoff games in polynomial time
on average, assuming the distribution of the games satisfies a flip invariance property on the
set of actions associated with every state. The algorithm is a tropical analogue of the shadow-
vertex simplex algorithm, which solves mean payoff games via linear feasibility problems over
the tropical semiring (R ∪ {−∞},max,+). The key ingredient in our approach is that the
shadow-vertex pivoting rule can be transferred to tropical polyhedra, and that its computation
reduces to optimal assignment problems through Plu¨cker relations.
1. Introduction
A mean payoff game involves two opponents, “Max” and ”Min”, who alternatively move a
pawn over the nodes of a weighted bipartite digraph. The latter consists of two classes of nodes,
represented by squares and circles, and respectively indexed by i ∈ [m] and j ∈ [n] (we use the
notation [k] := {1, . . . , k}). The weight of the arc (i, j) (resp. (j, i)) is a real number denoted by
Aij (resp. Bij). We set Aij := −∞ (resp. Bij := −∞) when there is no such arc. An example
of game is given in Figure 1.
When the pawn is placed over a square node i, Player Max selects an outgoing arc (i, j), and
then moves the pawn to circle node j and receives the payment Aij from Player Min. Conversely,
when the pawn is located on a circle node j, Player Min chooses an arc (j, i′), moves the pawn
to square node i′, and Player Max pays her the amount Bi′j . We assume that A (resp. B)
does not have any identically −∞ row (resp. column), so that both players have at least one
possible action at every node. The game starts from a circle node j0 = j, and then the two
players make infinitely many moves, visiting a sequence j0, i1, j1, i2, . . . of nodes. The objective
of Player Max is to maximize his mean payoff, defined as the liminf of the following ratio when
p→ +∞:
(1) (−Bi1j0 +Ai1j1 −Bi2j1 +Ai2j2 + · · · −Bipjp−1 +Aipjp)/p .
Symmetrically, Player Min aims at minimizing her mean loss, defined as the limsup of (1) when
p → +∞. Mean payoff games can be defined more generally over arbitrary (not necessarily
bipartite) digraphs. This situation can be reduced to the present one [ZP96].
Mean payoff games were studied by Ehrenfeucht and Mycielski in [EM79], where they proved
that these games have a value and positional optimal strategies. In more detail, for every initial
state j ∈ [n], there exists a real χj and positional strategies σ : [m] → [n] and τ : [n] → [m],
such that: (i) Player Max is certain to win a mean payoff greater than or equal to χj with the
strategy σ (i.e. by choosing the arc (i, σ(i)) every time the pawn is on a square node i ∈ [m]),
(ii) Player Min is sure that her mean loss is less than or equal to χj with the strategy τ .
The decision problem associated with mean payoff games consists in determining whether
the initial state j is winning for Player Max, i.e. χj ≥ 0. The question of the existence
of a polynomial time algorithm solving this problem was first raised by Gurvich, Karzanov
and Khachiyan in [GKK88]. This problem was shown to be in NP ∩ co-NP by Zwick and
Paterson in [ZP96]. While mean payoff games (and the related class of parity games) received
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Figure 1. An example of mean payoff game. Circle node 1 is a winning initial
state for Player Max, while circle node 2 is losing.
an important attention over the past years [GKK88, ZP96, Jur98, GG98, VJ00, BV07, JPZ08,
Fri09, BCD+11], all the algorithms developed so far are superpolynomial, and the question
raised by Gurvich et al. is still open.
The present work exploits the equivalence between mean payoff games and linear feasibil-
ity problems in tropical algebra. Indeed, it was shown by Akian, Gaubert and Guterman
in [AGG12] that the initial state n is winning for Player Max in the game with payments ma-
trices A,B if, and only if, there exists a solution x ∈ (R∪{−∞})n−1 to the following system of
inequalities:
(2) ∀i ∈ [m], max(Ai1 + x1, . . . , Ai(n−1) + xn−1, Ain)
≥ max(Bi1 + x1, . . . , Bi(n−1) + xn−1, Bin) .
The constraints of the form (2) correspond to affine inequalities over the tropical (max-plus)
semiring, i.e. the set T := R∪{−∞} endowed with the operations x⊕y := max(x, y) as addition,
and x⊙y := x+y as multiplication. The conjunction of finitely many such inequalities defines a
tropical polyhedron. Solving a mean payoff game consequently amounts to determine whether a
tropical polyhedron is empty, which can be thought of as the tropical analogue of the feasibility
problem in linear programming. This is among the motivations leading to the development
of a tropical simplex method in a previous work of the authors and Joswig [ABGJ13]. Then,
complexity results known for the classical simplex algorithm can be potentially transferred to the
tropical setting. However, the main obstacle is to “tropicalize” the pivoting rule involved, i.e. to
define a tropical pivoting rule which is both compatible with the classical one, and computable,
if possible, with a reasonable time complexity. So far [ABGJ14], the only pivoting rules which
have been tropicalized are combinatorial, i.e. they are defined in terms of the neighborhood of
the current basic point in the vertex/edge graph of the polyhedron.
Contributions. We prove that the shadow-vertex simplex algorithm can be tropicalized. Fol-
lowing the average-case analysis of the shadow-vertex algorithm of Adler, Karp and Shamir
in [AKS87], we deduce that the tropical algorithm solves mean payoff games in polynomial
time on average (Section 4). The complexity bound holds when the distribution of the games
satisfies a flip invariance property. The latter requires that the distribution of the games is left
invariant by every transformation consisting, for an arbitrary node of the game, in flipping the
orientation of all the arcs incident to this node. Equivalently, the probability distribution on
the set of payment matrices A,B is invariant by every transformation consisting in swapping
the ith row of A with the ith row of B, or the jth column of A with the jth column of B.
Figure 2 provides the illustration of a discrete distribution of games satisfying the property.
The key difficulty in our approach is to show that the computation of the tropical shadow-
vertex pivoting rule can be done in polynomial time (Section 3). To this end, we exploit the fact
that the shadow-vertex rule is semi-algebraic, i.e. it is defined in terms of the signs of finitely
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Figure 2. A distribution of game satisfying the flip invariance property (with
m = 1 and n = 2), together with the payment matrices. The four configurations
are supposed to be equiprobable. The nodes on which the flip operations have
been performed are depicted in bold.
many polynomials. Under some genericity conditions, we deduce that the tropical rule reduces
to classical linear programs over some Newton polytopes, which are actually (Minkowski sums
of) bipartite perfect matching polytopes.
Related work. We are not aware of other works with such average-case complexity results
on mean payoff games. In [RBKM10], Roth et al. made a probabilistic analysis of n × n bi-
matrix games with weights chosen independently uniformly in [0, 1]. Under this assumption,
they showed that with high probability (greater than 1 − f(n), with f(n) = o(1/nc) for all
constant c), such games admit a pure stationary strategy equilibrium parametrized by only 4
actions. The latter can be consequently found in polynomial time. While this result indicates
that complex instances of games are rare, it does not seem to us that it can be used to deduce
an average-case complexity bound.
2. Preliminaries
2.1. Tropical arithmetic and generalized Puiseux series. As previously discussed, the
triple (T,⊕,⊙) forms a semiring, and the elements 0 := −∞ and 1 := 0 correspond to the zero
and unit respectively. The tropical operations can be extended to matrices with entries in T
in a usual way, by defining A ⊕ B := (Aij ⊕ Bij)ij and A ⊙ B := (
⊕
k Aik ⊙ Bkj)ij. We also
introduce the exponentiation x⊙k for any x ∈ T and k ∈ N, which is defined as the product
x⊙ x⊙ . . .⊙ x of k occurrences of x (if k = 0, it is set to 1).
Even if the addition ⊕ does not have an inverse, it is convenient to consider tropical numbers
with a negative sign. The sign is encoded in a formal way, by introducing two copies T+ and
T− of T \ {0}, respectively consisting of the positive and negative elements. The set T± of
tropical signed numbers is defined as T+ ∪ T− ∪ {0}. The elements of T+ are simply denoted
by elements a ∈ T \ {0}, while the elements of T− are denoted by ⊖a. The modulus of x ∈ T±
is defined as |x| := a if x = a or x = ⊖a, and |0| := 0. Similarly, the sign of x ∈ T± is defined
by sign(x) = +1 if x ∈ T+, sign(x) = −1 if x ∈ T−, and sign(0) = 0.
While the tropical addition of signed elements may not be well defined, we can extend the
multiplication over x, y ∈ T±, by defining x ⊙ y as the unique element of T± with modulus
|x| ⊙ |y| and sign (sign(x)× sign(y)). For instance, (⊖3) ⊙ 4 = ⊖7, and (⊖2) ⊙ (⊖4) = 6. The
exponentiation x⊙k is generalized to the case x ∈ T± as well. For any x ∈ T±, we use the
notation ⊖x as a shorthand for the operation (⊖1)⊙x. The positive and negative parts x+ and
x− of an element x ∈ T± are defined by (x
+, x−) := (x,0) if x ∈ T+, (0,⊖x) if x ∈ T−, and
(0,0) if x = 0. We extend this notation to vectors and matrices entrywise.
A matrix M ∈ Tn×n± is said to be generic if the following maximum
(3) max
{
|M1σ(1)| ⊙ . . .⊙ |Mnσ(n)| : σ ∈ Sn
}
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is not equal to 0, and is attained by only one permutation σ in the symmetric group Sn. A
matrix A ∈ Tm×n± is strongly non-degenerate if all of its square submatrices are generic. In
particular, the coefficients of A are not null (tropically).
Generalized Puiseux series. Tropical arithmetic can be intuitively illustrated by the arithmetic
over asymptotic orders of magnitude. For instance, if we denote by Θ(ta) the equivalence class
of real functions of t which belong to some interval [Kta,K ′ta] when t → +∞ (0 < K ≤ K ′),
we have Θ(ta)+Θ(tb) = Θ(tmax(a,b)), and Θ(ta)×Θ(tb) = Θ(ta+b). We use generalized Puiseux
series as a way to manipulate such orders of magnitude in a formal way.
A (real) generalized Puiseux series (or Puiseux series for short) is a formal series x in the
indeterminate t of the form xα1t
α1 +xα2t
α2 + . . . , where αi ∈ R, xαi ∈ R\{0}, and the sequence
of the αi is decreasing, and either finite or unbounded. The set of generalized Puiseux series
forms a field that we denote K. Given a Puiseux series x as above, the largest exponent α1 is
called the valuation of x, and is denoted by val(x). By convention, the valuation of the null
series x = 0 is defined as 0 = −∞. Thus the valuation val(·) maps K to T.
A Puiseux series x is positive, which is denoted by x > 0, if the coefficient xval(x) of the term
with largest exponent in x is positive. We denote by ≤ the total order over K defined by x ≤ y
if x = y or y − x > 0. Then, we define the signed valuation sval(x) of x as the element of T±
given by val(x) if x > 0, ⊖(val(x)) if x < 0, and 0 if x = 0. Given x ∈ T±, we also denote by
sval−1(x) the set of Puiseux series x such that sval(x) = x. Valuation, signed valuation and its
inverse are extended to vectors and matrices coordinate-wise.
As discussed above, the arithmetic operations over K and T are related. For instance, for all
x,y ≥ 0, we have val(x + y) = max(val(x), val(y)). Similarly, if x,y ∈ K, then sval(xy) =
sval(x)⊙sval(y). More generally, the valuation will be used to transfer “classical” results to the
tropical setting. In particular, convex polyhedra and linear programs over generalized Puiseux
series essentially behave as over R (K is a real-closed field [Mar07], so Tarski’s transfer principle
applies). The simplex algorithm can be defined over K as usual, and the valuation map will
allow us to relate it with the tropical simplex algorithm.
General notations. Given a matrix A of dimension m×n, and two subsets I ⊂ [m] and J ⊂ [n],
we denote by AI×J the submatrix formed by the rows and the columns of A respectively indexed
by i ∈ I and j ∈ J . If J = [n], we simply use the notation AI . Similarly, if i ∈ [n], Ai represents
the i-th line of A. The transpose matrix of A is denoted by A⊺, and the cardinality of a set
I by |I|. Given s1, . . . , sn, we denote by diag(s1, . . . , sn) (resp. tdiag(s1, . . . , sn)) the matrix of
dimension n× n, with coefficients si on the diagonal, and 0 (resp. 0) elsewhere.
2.2. The tropical simplex method. The tropical simplex method, introduced in [ABGJ13],
allows to solve tropical analogues of linear programming problems:
LP(A, b, c)
minimize c⊺ ⊙ x (x ∈ Tn)
subject to x ≥ 0, A+ ⊙ x⊕ b+ ≥ A− ⊙ x⊕ b−
where A ∈ Tm×n± , b ∈ T
m
± , and c ∈ T
n
±. We denote by P the tropical polyhedron defined by
the constraints of LP(A, b, c). Note that the inequalities x ≥ 0 are trivially satisfied by any
x ∈ Tn, hence they are superfluous. However, as we shall see, they are involved in the definition
of tropical basic points, which is why we need to keep them.
Similarly to the classical simplex method, the principle of the tropical simplex method is to
pivot over the (feasible) tropical basic points, while decreasing the objective function x 7→ c⊺⊙x.
It handles tropical linear programs which satisfy a certain non-degeneracy assumption. Here,
we will make the following sufficient assumption:
Assumption A. The matrices
(
A b
)
and
(
A
c
)
are strongly non-degenerate.
In this setting, a basis is a couple (I, J) where I ⊂ [m], J ⊂ [n] satisfy |I| + |J | = n. Note
that we will often manipulate (I, J) through the disjoint union I ⊎ J of I and J . By a tropical
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Figure 3. Intersection of two tropical hyperplanes in general position. The
hyperplanes are given by the equalities x1 = max(x2, 4) (blue) and max(−5 +
x1, x2) = 2 (orange).
analogue of Cramer theorem [Plu90], it can be shown that, under Assumption A, the system
(4)
A+I ⊙ x⊕ b
+
I = A
−
I ⊙ x⊕ b
−
I
xJ = 0
admits at most one solution in Tn. If this system admits a solution x¯, the latter is referred to
as the basic point associated with the basis (I, J). When x¯ belongs to P, it is called a feasible
basic point, and (I, J) is a feasible basis.
Remark 1. Every equality in the system described in (4) defines a tropical hyperplane. Assump-
tion A ensures that these hyperplanes are in general position, so that the intersection of n such
hyperplanes is either empty, or reduced to a singleton. We refer to Figure 3 for an illustration.
This provides a geometric interpretation of basic points in terms of the arrangement of the
tropical hyperplanes associated with the system x ≥ 0, A+ ⊙ x⊕ b+ ≥ A− ⊙ x⊕ b−.
The execution of the tropical simplex method on LP(A, b, c) is related with the execution of
the classical simplex method on a lifting linear program over Puiseux series. More precisely, a
lift of LP(A, b, c) is a linear program over Puiseux series of the form:
LP(A, b, c)
minimize c⊺x (x ∈ Kn)
subject to x ≥ 0, Ax+ b ≥ 0
where A ∈ sval−1(A), b ∈ sval−1(b), and c ∈ sval−1(c). Let us denote by P the convex
polyhedron defined by the inequalities of LP(A, b, c). Then, P and P have precisely the same
(feasible) bases, and the map x 7→ val(x) induces a one-to-one correspondence between their
basic points [ABGJ13, Proposition 17]. Besides, if x∗ ∈ P minimizes the function x 7→ c⊺x,
then val(x∗) ∈ P minimizes x 7→ c⊺ ⊙ x. Note that under Assumption A, the linear program
LP(A, b, c) is non-degenerate, in the sense that no minor of
(
A b
)
and
(
A
c
)
is null.
Moreover, both simplex methods iterate over basic points in the same way. Starting from a
basic point of basis (I, J), they pivot to an adjacent basic point associated with a basis (I ′, J ′)
such that I ′ ⊎ J ′ = (I ⊎ J) \ {kout} ∪ {kin}, for some kout ∈ I ⊎ J , kin 6∈ I ⊎ J . The element kout
is called the leaving variable, and is provided by the pivoting rule. The integer kin is uniquely
determined when the problem is non-degenerate.1
As a consequence, under Assumption A, if the classical and tropical simplex methods both
start from the basis (I, J) and select the same leaving variable kout, they pivot to the same basis
1Our terminology follows the one of the dual simplex method. This inversion comes from the fact that our
notion of basis actually corresponds to the set of “non-basic” variables in a linear program written with slack
variables.
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1: procedure Pivot((I, J), kout)
2: for all kin ∈ ([m] \ I) ⊎ ([n] \ J) do
3: Let (I ′, J ′) be defined by I ′ ⊎ J ′ = (I ⊎ J) \ {kout} ∪ {kin}
4: if the system A+
I′
⊙ x⊕ b+
I′
= A−
I′
⊙ x⊕ b−
I′
, xJ′ = 0 admits a solution x¯ ∈ Tn, and x¯ ∈ P then
5: return (I ′, J ′)
6: end
7: done
8: end
Figure 4. A naive implementation of the tropical pivoting operation
(I ′, J ′). In other words, the tropical simplex method traces the image under the map val(·) of
the path followed by the classical simplex method, provided that they use compatible pivoting
rules, i.e. at any feasible basis, both rules select the same leaving variable.
We recall that, given a tropical basic point with basis (I, J) and a leaving variable kout, the
operation of pivoting to the next tropical basic point can be done in time O(n(m+n)) [ABGJ13,
Theorem 33]. However, this pivoting operation is limited to basic points with no −∞ coeffi-
cients. We present in Figure 4 a simpler, but more expensive, pivoting operation, which handles
the general case. The algorithm Pivot((I, J), kout) consists in testing all the m possibly en-
tering variables kin in the complement of I ⊎ J . By the non-degeneracy assumptions, only
one variable can lead to a feasible basis. Each candidate basic point can be computed in time
O(n3) (see [Plu90]), and the feasibility can be checked in O(mn) by testing the m inequalities
in A+ ⊙ x⊕ b+ ≥ A− ⊙ x⊕ b−. The total complexity of our pivoting operation is therefore in
O(mn(m+ n2)).
Remark 2. The geometric interpretation of the pivoting operation in the tropical setting is
analogous to the classical setting. Let x and y be two adjacent tropical basic points, respectively
associated with the bases (I, J) and (I ′, J ′), so that I ′ ⊎ J ′ = (I ⊎ J) \ {kout} ∪ {kin} for some
kout ∈ I ⊎ J , kin 6∈ I ⊎ J . Let K ⊂ [m] and L ⊂ [n] such that K ⊎ L = (I ⊎ J) \ {kout}. Then,
the set E of points z ∈ P which satisfy the equalities
A+K ⊙ z ⊕ b
+
K = A
−
K ⊙ z ⊕ b
−
K
zL = 0
is called a tropical edge of P. Geometrically, it coincides with the tropical segment between the
two points x, y, which consists of the set {λ ⊙ x ⊕ µ ⊙ y : λ, µ ∈ T, λ ⊕ µ = 1}. As shown
in [ABGJ13, Proposition 18], this tropical edge is equal to the image under the map val(·) of
the edge E of the polyhedron P which connects the two basic points associated with the bases
(I, J) and (I ′, J ′).
Example 3. We provide in Figure 5 an example of tropical polyhedron in dimension 2. It is
defined by the following five inequalities:
max(x, 1 + y) ≥ 3
y ≥ max(−10 + x, 1)
max(y, 4) ≥ −3 + x
8 ≥ max(x, 2 + y)
4 + x ≥ max(y, 5)
or, equivalently, by the system x ≥ 0, A+ ⊙ x⊕ b+ ≥ A− ⊙ x⊕ b− where:
A =


0 1
⊖(−10) 0
⊖(−3) 0
⊖0 ⊖2
4 ⊖0

 b =


⊖3
⊖1
4
8
⊖5

 .
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Figure 5. A tropical polyhedron (in gray), two basic points (in blue and orange)
and a tropical edge (in green).
Note that the inequalities x ≥ 0 are never active (our polyhedron is bounded in R2), so that
all feasible bases are of the form (I, ∅), where I ⊂ [5] has cardinality 2. The basic points
associated with the bases ({2, 3}, ∅) and ({3, 4}, ∅) are depicted in blue and orange respectively.
The tropical edge between them is represented in green.
3. Tropicalizing the shadow-vertex simplex algorithm
3.1. The classical shadow-vertex pivoting rule. Given u,v ∈ Kn, the shadow-vertex rule
aims at solving the following parametric family of linear programs for increasing values of λ ≥ 0:
(5)
minimize (u⊺ − λv⊺)x (x ∈ Kn)
subject to x ≥ 0, Ax+ b ≥ 0
The vectors u and v are respectively called objective and co-objective vectors. The input of (5)
is supposed to satisfy a genericity property. Here, we will assume that no minor of
(
A b
)
and(
A⊺ u v
)
is null.
When λ is continuously increased from 0, the basic points of P minimizing the function
x 7→ (u⊺ − λv⊺)x form a sequence x¯0, . . . , x¯p. The shadow-vertex rule amounts to iterate over
this sequence. It relies on the reduced cost vectors w.r.t. the objective and co-objective vectors.
Given a basis (I, J), the reduced cost vector y(I,J) ∈ KI⊎J w.r.t. the objective vector u is defined
as the unique solution y of the system (A′I⊎J )
⊺y = u, where A′ =
(
Id
A
)
, and Id is the identity
matrix. The reduced cost vector z(I,J) w.r.t. the co-objective vector v can be defined similarly,
by replacing u by v. Then, at basis (I, J), the shadow-vertex rule selects the leaving variable
kout ∈ I ⊎ J such that y
(I,J)
kout
> 0, z
(I,J)
kout
> 0, and:
(6) y
(I,J)
kout
/z
(I,J)
kout
= min
{
y
(I,J)
l /z
(I,J)
l : l ∈ I ⊎ J, y
(I,J)
l > 0 and z
(I,J)
l > 0
}
.
Note that kout is unique under the non-degeneracy assumptions. We refer to [Bor87, Chapter 1.3]
for a proof of (6). In the following, we will denote by ρsv(A,u,v) the function which, given a
basis (I, J), returns the leaving variable provided by the shadow-vertex rule with objective and
co-objective vectors u and v. If there is no l ∈ I ⊎ J such that y
(I,J)
l > 0 and z
(I,J)
l > 0, the
function ρsv(A,u,v)(I, J) will be supposed to return the special value None. It can be shown
that this happens if, and only if, the basic point associated with the basis (I, J) maximizes the
co-objective function x 7→ v⊺x (see [Bor87, Chapter 1.3]).
3.2. Semi-algebraic pivoting rules and their tropical counterpart. In this section, we
focus on the problem of finding a tropical pivoting rule ρtropsv compatible with the shadow-vertex
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rule ρsv. More formally, we aim at defining a function ρ
trop
sv (A, u, v) parametrized by a tropical
matrix A ∈ Tm×n± , and objective and co-objective vectors u, v ∈ T
n
±, such that:
ρtropsv (A, u, v)(I, J) = ρsv(A,u,v)(I, J) for any basis (I, J) ,
for all A ∈ sval−1(A), u ∈ sval−1(u), and v ∈ sval−1(v). In this case, ρtropsv will be said to be
compatible with ρsv on the instance (A, u, v).
Tropical polynomials. The connection we use between the classical and tropical worlds relies on
polynomials over generalized Puiseux series.
Let P ∈ K[X1, . . . ,Xp] be a multivariate polynomial, and suppose that it is of the form∑
α∈S cαX
α1
1 . . . X
αp
p , where S ⊂ Np, and cα ∈ K \ {0} for all α ∈ S. The set S is called
the support of P . We associate a tropical polynomial trop(P ) ∈ T±[X1, . . . ,Xp] defined as the
following formal expression:
trop(P ) :=
⊕
α∈S
cα ⊙X
⊙α1
1 ⊙ . . . ⊙X
⊙αp
p ,
with cα := sval(cα) for all α ∈ S. Given x ∈ T
p
±, we say that the polynomial trop(P ) vanishes
on x if the following maximum
(7) max
{
|cα| ⊙ |x1|
⊙α1 ⊙ . . .⊙ |xp|
⊙αp : α ∈ S
}
is reached at least twice, or is equal to 0. If trop(P ) does not vanish on x, we define trop(P )(x) ∈
T± as follows:
trop(P )(x) := cα∗ ⊙ x
⊙α∗1
1 ⊙ . . . ⊙ x
⊙α∗p
p ,
where α∗ is the unique element of S reaching the maximum in (7). The following lemma relates
the values of P and trop(P ):
Lemma 4. Let x ∈ Tp±, and suppose that trop(P ) does not vanish on x. Then, for any
x ∈ sval−1(x), we have sval(P (x)) = trop(P )(x). In particular, the sign of P (x) is equal to the
sign of trop(P )(x).
Proof. Let x ∈ sval−1(x). Given α ∈ S, the valuation of the term cαx
α1
1 . . .x
αp
p is equal to
|cα| ⊙ |x1|
⊙α1 ⊙ . . .⊙ |xp|
⊙αp . Similarly, its signed valuation is given by cα ⊙ x
⊙α1
1 ⊙ . . .⊙ x
⊙αp
p .
As the maximum in (7) is reached by only one element α∗ ∈ S, we deduce that cα∗x
α∗1
1 . . .x
α∗p
p
is the unique monomial with largest valuation in P (x). Thus, the signed valuation of P (x)
coincides with the signed valuation of cα∗x
α∗1
1 . . .x
α∗p
p , and is equal to trop(P )(x) = cα∗ ⊙x
⊙α∗1
1 ⊙
. . .⊙ x
⊙α∗p
p . 
Following this, we can introduce determinants of tropical matrices. Let us define
tdetn(X) :=
⊕
σ∈Sn
tsign(σ)⊙X1σ(1) ⊙ . . .⊙Xnσ(n) ,
where tsign(σ) := 1 if the permutation σ is even, ⊖1 otherwise. The polynomial tdetn is simply
denoted tdet when there is no ambiguity. IfM ∈ Tn×n± , the tropical determinant ofM is defined
as tdet(M) when the polynomial tdet does not vanish on M . Note that the latter condition
is equivalent to the fact that M is generic. In this case, tdet(M) can be computed in time
complexity O(n3), by solving an assignment problem over the bipartite graph with node set
[n] ⊎ [n], in which every arc (i, j) is equipped with the weight |Mij |. Indeed, the maximum
weight matching provides the unique permutation σ∗ ∈ Sn reaching the maximum in (3), and
by definition, tdet(M) is given by tsign(σ∗)⊙M1σ∗(1) ⊙ . . .⊙Mnσ∗(n).
Example 5. The determinant of (2× 2)-matrices is given by the polynomial det2 = X1,1X2,2 −
X1,2X2,1, and the corresponding tropical polynomial is tdet2 = (X1,1⊙X2,2)⊕ (⊖(X1,2⊙X2,1)).
Let us consider the tropical matrix M :=
(
3 ⊖2
1 ⊖1
)
, and letM :=
(
2t3+··· −t2+···
4t+··· −9t+···
)
be an arbitrary
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lift of M (the dots represent terms of the series which have a smaller exponent, which we left
unspecified). The tropical polynomial tdet2 does not vanish on M , since we have:
(8) max(|M1,1| ⊙ |M2,2|, |M1,2| ⊙ |M2,1|) = max(3⊙ 1, 1⊙ 2) = max(4, 3) .
Hence, the term reaching the maximum in (8) is associated with the monomial X1,1 ⊙X2,2 of
tdet2, so that tdet2(M) = M1,1 ⊙M2,2 = ⊖4. On the other hand, the determinant of M is of
the form −18t4 + · · · + 4t3 + · · · . Consequently, we indeed have sval(det2(M)) = tdet2(M), as
expected.
Moreover, the term |M1,1| ⊙ |M2,2| attaining the maximum in (8) is given by the maximum
weight assignment (1, 1), (2, 2) in the following bipartite graph with weights |Mij |:
1 1
2 2
3
1
1
2
The shadow-vertex rule as a semi-algebraic rule. We claim that the shadow-vertex rule is a
semi-algebraic rule, in the sense that the leaving variable returned by ρsv(A,u,v)(I, J) only
depends on the current basis (I, J) and on the signs of finitely many polynomials taken on the
matrix M :=
(
A
u
⊺
v
⊺
)
. To make the notations simpler, we fix a basis (I, J), and we respectively
denote by y and z the reduced cost vectors y(I,J) and z(I,J). We also define J := [n] \ J .
Let us denote by PK×L the polynomial given by the (K ×L)-minor of the matrix X = (Xij)
of formal variables, for any K ⊂ [m + 2] and L ⊂ [n] such that |K| = |L|. For instance, if
K = {1, 2} and L = {3, 4}, PK×L is given by the determinant of the submatrix
(
X1,3 X1,4
X2,3 X2,4
)
,
i.e. PK×L = X1,3X2,4 − X2,3X1,4. For all l ∈ I ⊎ J , we define two polynomials Ql and Rl as
follows:
Qi := P(I\{i}∪{m+1})×J Ri := P(I\{i}∪{m+2})×J when i ∈ I ,
Qj := P(I∪{m+1})×(J∪{j}) Rj := P(I∪{m+2})×(J∪{j}) when j ∈ J .
Lemma 6. For all l ∈ I ⊎ J ,
yl = slQl(M)/PI×J (M) , zl = slRl(M)/PI×J (M) ,
where sl is a constant in {±1} which only depends on the integer l and the sets I and J .
Proof. We restrict our attention to the vector y (the proof is similar for the vector z). Recall
that y is given by the following system:
yJ + (AI×J)
⊺yI = uJ
(AI×J)
⊺yI = uJ
By the latter part, for all i ∈ I,
yi = (−1)
n−idx(i) det
(
A(I\{i})×J
(uJ)
⊺
)
/det(AI×J) ,
where idx(i) represents the index of i in the ordered set I. It follows that for all j ∈ J , we have:
yj det(AI×J) = uj det(AI×J)−
∑
i∈I
(−1)n−idx(i)Aij det
(
A(I\{i})×J
(uJ)
⊺
)
.
By developing the determinant of
(
A
I×(J∪{j})
(u
J∪{j})
⊺
)
w.r.t. the column
(
AI×{j}
uj
)
, we obtain that:
yj det(AI×J) = (−1)
n+1−idx′(j) det
(
AI×(J∪{j})
(uJ∪{j})
⊺
)
,
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where idx′(j) stands for the index of j in the ordered set J ∪ {j}. 
As a consequence of Lemma 6, the properties yl > 0, zl > 0 can be tested by determining
the signs of Ql(M), Rl(M) and PI×J(M). Moreover, we have:
yl/zl = Ql(M)/Rl(M) .
Hence, the comparison of two ratios yk/zk and yl/zl involved in the shadow-vertex rule can be
made by evaluating the sign of a polynomial of the form Tkl := QkRl−QlRk on the matrixM .
This shows that the shadow-vertex rule is semi-algebraic.
Tropical shadow-vertex rule. Following the previous discussion, we can express ρsv(A,u,v) as
a function defined in terms of the signs of some minors det(MK×L), and of the signs of the
Tkl(M) (k 6= l). Given tropical entries (A, u, v), we simply define ρ
trop
sv (A, u, v) as the same
function, in which the minors ofM have been substituted by the corresponding tropical minors
of the matrix M :=
(
A
u⊺
v⊺
)
, and the Tkl(M) have been replaced by trop(Tkl)(M).
In more detail, the function ρtropsv (A, u, v)(I, J) returns the unique element kout ∈ Λ such that
(9) sign(trop(Tkoutl(M)) = −skoutsl for all l ∈ Λ \ {kout} ,
where Λ is the set of the elements l ∈ I⊎J such that sign(trop(Ql)(M)) = sign(trop(Rl)(M)) =
sl sign(tdet(MI×J)). The latter condition is the tropical counterpart of the conditions yl,zl > 0
in the definition of ρsv. Equation (9) is the analogue of ykout/zkout < yl/zl for all l ∈ Λ, l 6= kout.
If the set Λ is empty, we set ρtropsv (A, u, v)(I, J) to the special value None.
The main result of this section is the following:
Theorem 7. If the matrix
(
A
u⊺
v⊺
)
is strongly non-degenerate, then ρtropsv is compatible with ρsv
on the instance (A, u, v).
Moreover, for all bases (I, J), the leaving variable returned by ρtropsv (A, u, v)(I, J) can be com-
puted in time O(n4).
Proof. Let A ∈ sval−1(A), u ∈ sval−1(u), and v ∈ sval−1(v). By assumption, the matrix
M =
(
A
u⊺
v⊺
)
is strongly non-degenerate, so that the sign of every tropical minor tdet(MK×L)
coincides with the sign of the corresponding minor of M :=
(
A
u
⊺
v
⊺
)
by Lemma 4. Consequently,
by Lemma 6, the set Λ precisely consists of the elements l ∈ I ⊎ J such that yl > 0 and zl > 0.
As discussed earlier, each tropical minor can be computed in time O(n3). Hence, the set Λ can
be determined in time O(n4). It now remains to examine the case of the polynomials trop(Tkl),
and to show in particular that they do not vanish on M . For the sake of brevity, we restrict to
the case k, l ∈ I. The general case can be handled in a similar way.
Let us write the polynomial trop(Tkl) under the form
⊕
α∈S cα⊙X
⊙α, where S is the support
of Tkl (we use the notation X
⊙α as a shorthand of
⊙
ijX
⊙αij
ij ). By definition, trop(Tkl) does
not vanish on M if, and only if, there exists a unique solution to the following maximization
problem:
(10)
maximize |cα| ⊙ |M |
⊙α
subject to α ∈ S
Observe that the coefficients in Tkl are integers. Hence, as elements of the field K, they are
constant Puiseux series, with valuation 0 = 1. Besides, Mij 6= 0 for all (i, j), thanks to the
strong non-degeneracy of M . Then, we can simply rewrite |cα| ⊙ |M |
⊙α =
∑
ij |Mij |αij for all
α ∈ S. As a consequence, Problem (10) can be solved by considering the following classical
linear program:
(11)
maximize
∑
ij |Mij |αij
subject to α ∈ New(Tkl)
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1: procedure PCBC(A, b)
2: u := (ǫ, ǫ2, . . . , ǫn)⊺ ⊲ 0 < ǫ≪ 1
3: x¯ := (0, . . . , 0)⊺
4: for k = 1 to m do
5: if Akx¯+ bk < 0 then
6: Starting from x¯, iterate over the basic points and edges of P(k−1) using the rule
ρsv(A[k−1],u, (Ak)
⊺), until finding a point x¯′ such that Akx¯
′ + bk = 0.
7: if there is no such point x¯′ then return “Empty”
8: else x¯ := x¯′
9: end
10: done
11: return “Non-empty”
12: end
Figure 6. Parametric Constraint-by-Constraint algorithm
where New(Tkl) ⊂ R
(m+2)×n is the Newton polytope of the polynomial Tkl, defined as the convex
hull of its support S. Since the set of vertices of the polytope New(Tkl) is a subset of S, it is
easy to show that trop(Tkl) does not vanish on M if, and only if, Problem (11) admits a unique
solution α∗. In this case, we have α∗ ∈ S, and the sign of trop(Tkl)(M) is immediately given
by the sign of the term cα∗ ⊙M
⊙α∗ .
It now remains to check that Problem (11) indeed has a unique solution, and that the
latter can be found efficiently. To this aim, we use Plu¨cker quadratic relations (see for in-
stance [GKZ94, Chapter 3]), which provide the identity Tkl = PI×J P(I\{k,l}∪{m+1,m+2})×J .
This implies that the Newton polytope of Tkl consists in the Minkowski sum of the two poly-
topes ∆1 := New(PI×J) and ∆2 := New(P(I\{k,l}∪{m+1,m+2})×J ). As a result, Problem (11) can
be decomposed into the following two linear programs:
(12)
maximize
∑
ij |Mij |αij
subject to α ∈ New(∆i)
for i ∈ {1, 2} .
More precisely, the set of optimal solutions of Problem (11) is precisely the Minkowski sum
of the set of optimal solutions of the two problems given in (12). The polytopes New(∆i) are
bipartite perfect matching polytopes. Consequently, the two problems in (12) correspond to
optimal assignment problems, and can be solved in O(n3). Besides, they both admit a unique
solution thanks to the genericity condition on M .
To summarize, trop(Tkl) does not vanish onM , and the sign of trop(Tkl)(M) can be computed
in time O(n3). By Lemmas 4 and 6, sign(trop(Tkl(M)) = −sksl if, and only if, yk/zk < yl/zl.
This completes the analysis of the polynomial trop(Tkl).
We deduce that ρtropsv and ρsv are compatible. The output kout of ρ
trop
sv (A, u, v)(I, J) can be
computed by determining the smallest element of the set Λ according to the abstract ordering
relation ≺ defined by k ≺ l ⇐⇒ sign(trop(Tkl)(M)) = −sksl. Every comparison has time
complexity O(n3), and so the result can be obtained in time O(n4). 
4. Average-case complexity of mean payoff games
4.1. Tropicalization of the Parametric Constraint-by-Constraint algorithm. The ave-
rage-case analysis of [AKS87] applies to the so-called Parametric Constraint-by-Constraint
(PCBC) algorithm. We first recall the principle of this algorithm. We restrict the presentation
to polyhedral feasibility problems, following our motivation to their tropical counterparts and
mean payoff games.
The PCBC algorithm is given in Figure 6. Given A ∈ Rm×n, b ∈ Rm, and k ∈ {0, . . . ,m},
we denote by P (k) the polyhedron defined by the first n + k inequalities of the system x ≥
0, Ax + b ≥ 0. The PCBC algorithm consists in determining by induction on k = 1, . . . ,m
whether the polyhedron P (k) is empty. The invariant of the loop from Lines 4 to 10 is that x¯ is
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1: procedure TropPCBC(A, b)
2: u := (ǫ, ǫ⊙2, . . . , ǫ⊙n)⊺ ⊲ −∞ < ǫ≪ 0
3: x¯ := (0, . . . , 0)⊺
4: for k = 1 to m do
5: if A+
k
⊙ x¯⊕ b+
k
< A−
k
⊙ x¯⊕ b−
k
then
6: Starting from x¯, iterate over the tropical basic points and edges of P(k−1) using the tropical
rule ρtropsv (A[k−1], u, (Ak)
⊺) until finding a point x¯′ ∈ P(k−1) such that A+
k
⊙ x¯′⊕ b+
k
= A−
k
⊙ x¯′⊕ b−
k
.
7: if there is no such point x¯′ then return “Empty”
8: else x¯ := x¯′
9: end
10: done
11: return “Non-empty”
12: end
Figure 7. Tropicalization of the PCBC algorithm
the (unique) basic point of P (k−1) minimizing the function x 7→ u⊺x, where u is an objective
vector fixed throughout the whole execution of PCBC. At the k-th iteration of the loop, when x¯
does not satisfy the constraint Akx+bk ≥ 0, the simplex algorithm equipped with the shadow-
vertex pivoting rule is used. The co-objective vector is set to (Ak)
⊺. The simplex algorithm
thus follows a path in P (k−1) consisting of basic points and the edges between them. We stop it
as soon as it discovers a point x¯′ ∈ P (k−1) such that Akx¯
′ + bk = 0 on the path. This point is
obviously a basic point of P (k). It follows from the definition of the shadow-vertex rule that x¯′
minimizes the objective function x 7→ u⊺x over P (k). Then, x¯′ can be used as a starting point
for the execution of the simplex algorithm during the (k+1)-th iteration. If no such point x¯′ is
discovered, the simplex algorithm stops at a basic point x′′ associated with a basis (I ′′, J ′′) such
that ρsv(A[k−1],u, (Ak)
⊺)(I ′′, J ′′) = None.2 In this case, x′′ maximizes the function x 7→ Akx
over P (k−1), which shows that Akx + bk < 0 for all x ∈ P
(k−1). Then, the algorithm returns
“Empty”.
The objective vector u is set to (ǫ, ǫ2, . . . , ǫn)⊺, where ǫ > 0 is a sufficiently small scalar.
Since uj > 0 for all j ∈ [n], the vector (0, . . . , 0)
⊺ is a basic point of P (0) = (R+)
n minimizing
x 7→ u⊺x.
The PCBC algorithm is still correct when applied on inputs A, b with entries in K. This
suggests to tropicalize it by using the tropical simplex algorithm equipped with the pivoting
rule developed in Section 3. This is the purpose of the algorithm TropPCBC given in Figure 7.
Its principle is analogous to PCBC. It manipulates the sequence of tropical polyhedra P(k)
(0 ≤ k ≤ m), which are respectively defined by the first n+ k inequalities of the system x ≥ 0,
A+⊙x⊕b+ ≥ A−⊙x⊕b−. It also involves an objective vector of the form u := (ǫ, ǫ⊙2, . . . , ǫ⊙n)⊺,
with ǫ < 0.
Let us describe in more detail the operations performed at Line 6. For each visited basic point
x of P(k−1), the tropical rule ρtropsv (A[k−1], u, (Ak)
⊺) determines a variable kout leaving the basis
(I, J) associated with x. The tropical simplex algorithm then pivots along the edge E formed
by the points z ∈ P(k−1) which activate all the inequalities indexed by l ∈ (I ⊎J)\{kout} in the
system defining P(k−1) (see Remark 2). There exists a point x¯′ ∈ E such that A+k ⊙ x¯
′ ⊕ b+k =
A−k ⊙ x¯
′⊕ b−k if, and only if, the pair (I
′, J ′) given by I ′ ⊎ J ′ = (I ⊎ J) \ {kout}∪ {k} is a feasible
basis of P(k). Indeed, such an x¯′ is precisely characterized as the basic point of P(k) of basis
(I ′, J ′). Thus, its existence can be checked in time O(n(m + n2)), as explained in Section 2.2.
If there is no such x¯′ in E , we use the algorithm Pivot((I, J), kout) to compute the next basis
of P(k−1).
Note that the condition at Line 7 is satisfied when there is no basic point of P(k−1) to be
visited anymore, i.e. when the tropical pivoting rule ρtropsv (A[k−1], u, (Ak)
⊺) returns None.
2As noted in [AKS86, Section 4], if the simplex algorithm encounters a ray of the polyhedron of P(k−1) on
the path, it necessarily finds a point x¯′ ∈ P(k−1) such that Akx¯
′ + bk = 0.
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In order to use the tropical shadow-vertex rule on the instances (A[k−1], u, (Ak)
⊺), we verify
that the matrix
(
A
u⊺
)
is strongly non-degenerate. The following lemma shows that this property
holds assuming that ǫ is small enough:
Lemma 8. Suppose that the matrix A is strongly non-degenerate, and ǫ < n(minij |Aij | −
maxij |Aij |). Then, the matrix
(
A
u⊺
)
is strongly non-degenerate.
Proof. Let M ∈ TK×L± be a square submatrix of
(
A
u⊺
)
. If M is a submatrix of A, then it is clear
that M is generic. Now, suppose that M involves the last line u⊺ (i.e. m + 1 ∈ K), and that
the maximum
max
{⊙
k∈K
|Mkσ(k)| : σ is a bijection from K to L
}
is reached at least by two distinct bijections σ∗ and τ∗. If σ∗(m+1) = τ∗(m+1), this immediately
shows that the (K \ {m+ 1})× (L \ {σ∗(m+ 1)})-submatrix of A is degenerate. Thus, we can
suppose that σ∗(m+1) and τ∗(m+1) are distinct, for instance σ∗(m+1) > τ∗(m+1). However,
as ǫ < 0, we have:⊙
k∈K
|Mkσ∗(k)| ≤ σ
∗(m+ 1)ǫ+ nmax
ij
|Aij | < τ
∗(m+ 1)ǫ+ nmin
ij
|Aij | ≤
⊙
k∈K
|Mkσ∗(k)| .
In any case, we get a contradiction. We deduce that M is generic. 
Note that, under the assumptions of Lemma 8, if we chooseA ∈ sval−1(A) and u ∈ sval−1(u),
no minor of the matrix
(
A
u⊺
)
is null. This ensures that the application of the classical shadow-
vertex pivoting rule also makes sense in the PCBC algorithm.
Thanks to the compatibility of the tropical shadow-vertex rule with its classical counterpart
(Theorem 7), we immediately obtain the following result:
Proposition 9. Let A ∈ Tm×n± , b ∈ T
m
± such that (A b) is strongly non-degenerate, and let
ǫ < n(minij |Aij | −maxij |Aij |).
Then, the algorithm TropPCBC correctly determines whether the tropical polyhedron {x ∈
T
n : A+ ⊙ x⊕ b+ ≥ A− ⊙ x⊕ b−} is empty.
Moreover, for all A ∈ sval−1(A), b ∈ sval−1(b) and ǫ ∈ sval−1(ǫ), the total number of basic
points visited by TropPCBC(A, b) and by PCBC(A, b) are equal.
Proof. First note that the conditions of Theorem 7 are satisfied, thanks to Lemma 8. We are
going to show by induction that the algorithms PCBC and TropPCBC iterate over the same
sequence of bases. Initially, at Line 3, both algorithms start from the basis (∅, [n]).
Now, consider the k-th iteration of the loop between Lines 4 and 10. By induction hypothesis,
the points x¯ and x¯ are basic points of P (k−1) and P(k−1) respectively, associated with the same
basis (I0, J0). The point x¯ (resp. x¯) satisfies the condition Akx¯+ bk ≥ 0 (resp. A
+
k ⊙ x¯⊕ b
+
k ≥
A−k ⊙ x¯ ⊕ b
−
k ) if, and only if, (I0, J0) is a feasible basis of P
(k) (resp. P(k)). As the polyhedra
P (k) and P(k) have the same feasible bases (see [ABGJ13, Proposition 17]), we deduce that the
two conditions Akx¯+ bk ≥ 0 and A
+
k ⊙ x¯⊕ b
+
k ≥ A
−
k ⊙ x¯⊕ b
−
k are equivalent.
If none of these conditions is satisfied, the two algorithms PCBC and TropPCBC execute
Line 6 and run the classical and tropical shadow-vertex algorithms. Assume that the two latter
algorithms are located at basic points x and x of P (k−1) and P(k−1) respectively, associated
with the same basis (I, J). Note that x is the final point of the path followed by the classical
simplex algorithm if, and only if, x is the final point of the path followed by the tropical
simplex algorithm. Indeed, these two statements amount to ρsv(A[k−1],u,A
⊺
k)(I, J) = None and
ρtropsv (A[k−1], u,A
⊺
k)(I, J) = None respectively. The equivalence then follows from Theorem 7.
If x, or equivalently x, is not the final point of the path, the pivoting rules ρsv and ρ
trop
sv
returns the same leaving variable kout ∈ I ⊎ J , still by Theorem 7. In this case, the classical
(resp. tropical) simplex algorithm pivots along the edge E (resp. E) formed by the points of
P (k−1) (resp. P(k−1)) which activate the inequalities indexed by l ∈ (I⊎J)\{kout}. Let I
′ ⊂ [m]
and J ′ ⊂ [n] such that I ′ ⊎ J ′ = (I ⊎ J) \ {kout} ∪ {k}.
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The existence of a point x¯′ ∈ E (resp. x¯′ ∈ E) such that Akx¯
′+ bk = 0 (resp. A
+
k ⊙ x¯
′⊕ b+k =
A−k ⊙ x¯
′ ⊕ b−k ) is equivalent to the fact that the basis (I
′, J ′) is a feasible basis of P (k) (resp.
of P(k)). Using again the fact that the polyhedra P (k) and P(k) have the same feasible bases,
we deduce that the classical simplex algorithm finds a point x¯′ such that Akx¯
′ + bk = 0 when
pivoting along the edge E if, and only if, the tropical simplex algorithm discovers a point x¯′ ∈ E
which satisfies A+k ⊙ x¯
′ ⊕ b+k = A
−
k ⊙ x¯
′ ⊕ b−k . In this case, x¯
′ and x¯′ are basic points (of P (k)
and P(k) respectively) associated with the same basis (I ′, J ′). If no such points x¯′ and x¯′ exist,
the edge E is necessarily bounded (see Footnote 2). Thus, the tropical edge E = val(E) is
also bounded. As a result, the two simplex algorithms both reach new basic points of P (k−1)
and P(k−1) respectively. These points are associated with the same basis (I ′′, J ′′), given by
I ′′ ⊎ J ′′ = (I ⊎ J) \ {kout} ∪ {kin} for some kin 6∈ I ⊎ J (the entering variables in the classical
and tropical cases are necessarily identical, by unicity).
This completes the proof by induction, and shows the second part of the proposition. The
correctness of the algorithm TropPCBC immediately follows from the correctness of PCBC,
and the fact that P = ∅ if, and only if, P = ∅. 
Remark 10. As stated in Proposition 9, the scalar ǫ is supposed to be small enough. We point
out that there is no need to choose or manipulate ǫ explicitly in the algorithm TropPCBC.
Indeed, as shown in the proof of Theorem 7, ǫ is only involved in optimal assignment problems
which arise in the computation of the leaving variable returned by the tropical shadow-vertex
rule ρtropsv (A[k−1], u, (Ak)
⊺) at Line 6 (k ∈ [m]). Let us fix k, and let M :=
(
A[k−1]
u⊺
Ak
)
∈ T
(k+1)×n
± .
The optimal assignment problems to be solved are associated to weighted bipartite graphs, with
node sets K ⊂ [k + 1] and L ⊂ [n] and weights |Mhl| for h ∈ K and l ∈ L. Let G be such a
graph. It involves weights with a dependency on ǫ if, and only if, the set K contains the node
k, which corresponds to the index of the row vector u⊺ in the matrix M . More precisely, the
arcs whose weight depends on ǫ are precisely of the form (k, l), for all l ∈ L. Their respective
weights are ǫ⊙l = l × ǫ. It is clear that for any sufficiently small ǫ < 0, the (unique) optimal
assignment σ∗ in G is obtained by mapping the node k to the smallest element l∗ of L, and then
by solving the optimal assignment problem in the graph G′ obtained from G by removing the
nodes k and l∗ and their incident arcs. Since the weights of G′ do not depend on ǫ, the optimal
assignment problem in G′ can be solved numerically, in a standard way.
In other words, the dependency on ǫ in the optimal assignment problems can be handled in a
symbolic way. This is comparable to the “lexicographic” treatment of the scalar ǫ in the PCBC
algorithm described in [AKS87, Section 6.1].
4.2. Average-case analysis. Given A ∈ Rm×n, b ∈ Rm such that no minor of the matrix
(A b) is null, the probabilistic analysis of [AKS87] applies to polyhedra of the form
PS,S′(A, b) = {x ∈ R
n : x ≥ 0, (SAS′)x+ Sb ≥ 0} ,
where S = diag(s1, . . . , sm), S
′ = diag(s′1, . . . , s
′
n), and the si and s
′
j are i.i.d. entries with values
in {±1} such that each of them is equal to +1 (resp. −1) with probability 1/2. Equivalently,
the 2m+n polyhedra of the form PS,S′(A, b) are equiprobable.
Theorem 11 ([AKS87]). For any fixed choice of A and b such that no minor of (A b) is null,
provided that ǫ is sufficiently small, the total number of basic points visited by PCBC(SAS′, Sb)
is bounded by O(min(m2, n2)) on average.
It can be verified that the proof of Theorem 11 is still valid when we replace R by any real-
closed field K. Alternatively, it can be shown that Theorem 11 can be expressed as a first-order
sentence, so that Tarski’s principle can be used to transpose it to any real-closed field. As a
consequence of Proposition 9, the algorithm TropPCBC should visit a quadratic number of
tropical basic points on average. This is the way we translate the result of Adler et al. to mean
payoff games. The probability distribution of games is expressed over their payments matrices
A,B, and must satisfy the following requirements:
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Assumption B. (i) for all i ∈ [m] (resp. j ∈ [n]), the distribution of the matrices A,B is
invariant by the exchange of the i-th row (resp. j-th column) of A and B.
(ii) almost surely, Aij and Bij are distinct and not equal to 0 for all i ∈ [m], j ∈ [n]. In
this case, we introduce the signed matrix W = (Wij) ∈ T
m×n
± , defined by Wij := Aij if
Aij > Bij, and ⊖Bij if Aij < Bij .
(iii) almost surely, the matrix W is strongly non-degenerate.
Let us briefly discuss the requirements of Assumption B.
Condition (i) corresponds to the flip invariance property. It handles discrete distributions
(see Figure 2) as well as continuous ones. In particular, if the distribution of the payment
matrices admits a density function f , Condition (i) can be expressed as the invariance of f
by exchange operations on its arguments. For instance, if m = 1 and n = 2, the flip invari-
ance holds if, and only if, for almost all aij , bij , f(a1,1, a1,2, b1,1, b1,2) = f(b1,1, b1,2, a1,1, a1,2) =
f(b1,1, a1,2, a1,1, b1,2) = f(a1,1, b1,2, b1,1, a1,2).
The requirements Aij , Bij 6= 0 for all i, j in Condition (ii) ensure that the flip operations
always provide games in which the two players have at least one action to play from every
position. The matrix W can be intuitively thought of as a tropical subtraction “A ⊖ B”, and
the conditions Aij 6= Bij ensure that W is well defined. Then, the following result holds:
Lemma 12. If Aij 6= Bij for all i, j, and W is defined as in Condition (ii) of Assump-
tion B, then the initial state n is winning in the game with matrices A,B if, and only if,
TropPCBC(W[m]×[n−1],W[m]×{n}) returns “Non-empty”.
Proof. Given a, b, c, d ∈ T such that a 6= c, it can be easily proved that the inequality max(a+
x1, b) ≥ max(c+x1, d) over x1 is equivalent to b ≥ max(c+x1, d) if a < c, and max(a+x1, b) ≥ d
if a > c. Using this principle, we deduce that the two systems A[m]×[n−1] ⊙ x ⊕ A[m]×{n} ≥
B[m]×[n−1] ⊙ x ⊕ B[m]×{n} and W
+
[m]×[n−1] ⊙ x ⊕ W
−
[m]×{n} ≥ W
−
[m]×[n−1] ⊙ x ⊕ W
−
[m]×{n} are
equivalent. As a result, by [AGG12, Theorem 3.2], the initial state n is winning if, and only if,
the tropical polyhedron defined by the latter system is non-empty. This provides the expected
result, thanks to the first part of Proposition 9. 
Finally, Condition (iii) is the tropical counterpart of the non-degeneracy assumption used
in [AKS87] to establish the average-case complexity bound.
We point out that the set of matrices A,B which do not satisfy the requirements stated
in Conditions (ii) and (iii) has measure zero. As a consequence, these two conditions do not
impose important restrictions on the distribution of A,B, and they can rather be understood
as genericity conditions.
We are now ready to establish our polynomial bound on the average-case complexity of mean
payoff games.
Theorem 13. Under a distribution satisfying Assumption B, TropPCBC determines in poly-
nomial time on average whether an initial state is winning for Player Max in the mean payoff
game with payment matrices A,B.
Proof. Without loss of generality, we assume that the initial state is the circle node n.
Let us fix two payment matrices A,B satisfying Conditions (ii) and (iii) of Assumption B, and
let W as defined in Condition (ii). Starting from the pair (A,B) of matrices, the successive ap-
plications of row/column exchange operations precisely yield 2m+n−1 different pairs of matrices.
In particular, without loss of generality, we can assume that the n-th columns of A and B have
not been switched. Then, the pair of matrices that we obtained are of the form (As,s′ , Bs,s′),
where s ∈ {1,⊖1}m, s′ ∈ {1,⊖1}n−1, and As,s′ and Bs,s′ are the matrices obtained from A and
B respectively, by exchanging the rows i and the columns j such that si = ⊖1 and s
′
j = ⊖1.
The (i, j)-entries of As,s′ and Bs,s′ are distinct, and so we can define a matrix Ws,s′ in the
same way we have built W from A and B. Observe that (Ws,s′)[m]×[n−1] = S ⊙W[m]×[n−1]⊙ S
′
and (Ws,s′)[m]×{n} = S ⊙W[m]×{n}, where S := tdiag(s1, . . . , sm) and S
′ := tdiag(s′1, . . . , s
′
n−1).
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Thus, by Lemma 12, the 2m+n−1 games obtained by the successive flipping operations can be
solved by calling the algorithm TropPCBC(S ⊙W[m]×[n−1] ⊙ S
′, S ⊙W[m]×{n}).
Let W ∈ sval−1(W ) be a fixed lift of W . Thanks to Condition (iii), no minor of W is null.
Besides, as explained in Remark 10, we do not explicitly manipulate the scalar ǫ in the algorithm
TropPCBC. Instead, we use a symbolic technique which simulates the behavior of the tropical
shadow-vertex rule for any choice of ǫ small enough. This ensures that for all ǫ ∈ sval−1(ǫ), the
conditions of Theorem 11 are satisfied on the instance (W[m]×[n−1],W[m]×{n}). Note that the
2n+m−1 instances (SW[m]×[n−1]S
′,SW[m]×{n}), where S,S
′ are diagonal matrices with diagonal
coefficients in {±1}, are respectively lifts of the instances (S ⊙W[m]×[n−1] ⊙ S
′, S ⊙W[m]×{n}).
Thanks to the second part of Proposition 9 and Theorem 11, it follows that the total number of
visited basic points when calling the algorithm TropPCBC(S⊙W[m]×[n−1]⊙S
′, S⊙W[m]×{n})
for all s ∈ {1,⊖1}m, s′ ∈ {1,⊖1}n−1 is bounded by O(2m+n−1min(m2, n2)). Moreover, every
iteration of the tropical simplex algorithm at Line 6 of TropPCBC consists in determining
the leaving variable returned by the tropical shadow-vertex rule, and pivoting to the next basis
or computing the point x¯′. The complexity of the former step is O(n3) by the second part of
Theorem 7, and the complexity of the latter step is O(mn(m+ n2)). Hence, every iteration is
polynomial time. In total, solving the 2m+n−1 games associated with the matrices (As,s′ , Bs,s′)
can be done in time O(2m+n−1mn(m+ n2)min(m2, n2)).
Let T be the random variable corresponding to the time complexity of our method to solve
the game with payment matrices A,B drawn from a distribution satisfying Assumption B.
Similarly, given s ∈ {1,⊖1}m, s′ ∈ {1,⊖1}n−1, let Ts,s′ be the random variable representing
the time complexity to solve the game with matrices As,s′ , Bs,s′, where A,B are drawn from the
latter distribution. Thanks to Condition (i), E[T ] = E[Ts,s′] for all s, s
′, and so:
E[T ] =
1
2m+n−1
× E
[∑
s,s′
Ts,s′
]
≤
1
2m+n−1
× (K2m+n−1mn(m+ n2)min(m2, n2))
for a certain constant K > 0. This concludes the proof. 
5. Conclusion
We have defined a tropical analogue of the shadow-vertex simplex algorithm, and shown
that every iteration has polynomial time complexity. As a corollary, we have established a
polynomial-time average-case result on mean payoff games, based on the analysis of Adler, Karp
and Shamir of the classical shadow-vertex algorithm. The main restriction of the model is the
flip invariance property. It is an open question whether the tropical approach can be applied
with other probabilistic models. In particular, it would be interesting to transfer smoothed
complexity results, e.g. [ST04], to the tropical setting. The results of Section 3 also suggest
that there is a general method to tropicalize any semi-algebraic pivoting rule, based on the
characterization of the Newton polytopes involved. This will be addressed in a future work.
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