An important aspect of numerical integration is to have some knowledge of the truncation error for a given number of integration points. In this paper we determine estimates for these errors in the application of Gauss-Legendre quadrature to evaluate numerically two dimensional integrals which arise in the boundary element method. Expressions for the truncation errors developed here require the approximate evaluation of two integrals in the complex plane. The second integral, which has been termed the "remainder of the remainder", was assumed small by the authors in a previous attempt in developing error estimates. However, here this integral is included and it is evaluated using a novel approach for the choice of contour. We consider examples where ignoring the "remainder of the remainder" was a reasonable assumption and also consider cases where this remainder dominates the error. Finally, it is shown, for each of the integrals considered, that these new error estimates agree very closely with the actual quadrature error.
Introduction
The particular integral we shall consider is denoted and defined by f (x, u)dxdu = n j=1 n k=1 λ j,n λ k,n f (x j,n , x k,n ) + r (1) n − r
n .
(
1.2)
Following Donaldson and Elliott [9, 10] , define the function k n by k n (z) := 1 P n (z)
for z ∈ [−1, 1]. Next, let us consider any closed contour C z described positively in the complex z-plane, z = x + iy, which encloses the interval −1 ≤ (z) ≤ 1, and on and within which the function f (z, w), where w = u + iv, is analytic. It now follows that if we define The contour C w is described positively, encloses the interval −1 ≤ (w) ≤ 1, and is such that R n (w) is analytic on and within C w . In equation (1.2), x j,n for j = 1(1)n are the zeros of the Legendre polynomial P n and λ j,n for j = 1(1)n are the corresponding Christoffel numbers.
On assuming that n 1, it has been shown in Elliott [11] that, for z bounded away from −1 ≤ (z) ≤ 1, we have, approximately, that
where c n := 2π(Γ(n + 1)) 2 Γ(n + 1/2)Γ(n + 3/2) ≈ 2π, (1.8) for n 1.
In [8] , we referred to r (2) n as the "remainder of the remainder" and we arbitrarily put it to zero. For the two examples considered in [8] , we found that using r (1) n as an estimate of the quadrature error gave reasonable results. But the question remains as to whether the "remainder of the remainder" should always be ignored. It is the purpose of this paper to investigate this in more detail for the important integral I(α, b).
In particular, we wish to determine error estimates for the numerical evaluation of integrals of the form (1.1). These estimates will be given in terms of the number of integration points and the quantity b, which is essentially the distance from the source point to the element in the boundary element method. A knowledge of this estimate will then allow prior determination of the number of integration points required to achieve a given level of accuracy in the numerical evaluation of the integral.
Truncation Error for I(1, b)
Let us now consider the integral
for 0 < b < 1. From (1.5) and [8, equation (3. 41)] we have, in the notation of this paper,
In order to evaluate r
n we have firstly, from equation (1.4) , that
Since, from (1.3), k n (z) = −k n (−z), residue theory gives The function √ w 2 + b 2 is taken to be analytic in the complex w-plane cut from ib to i∞ and −ib to −i∞; see Figure 1 .
From equations (1.6) and (2.4) we have
We must now choose an appropriate contour C w . To do this we look for the curve in the w-plane such that
Since w = u + iv, this gives
which is the equation of the rectangular hyperbola passing through the points (0, ± b √ 2
) and with asymptotes given by v = ±u. We will choose for the closed contour C w (see Figure 1 ) the arc of the hyperbola ABC together with the arc CDE of a circle of radius R with centre at the origin, the hyperbolic arc EF G and the circular arc GHA. As we let R → ∞, the contribution to r (2) n from the arcs CDE and GHA tends to zero. From (2.5) we now have
since, from (1.3), k n (w) = k n (w). Let us consider the integral
We can parameterise the curve ABC by writing
with ξ from +∞ to −∞. Recalling (2.6) we have
But, on ABC, we have from (2.10) that
so that
Suppose we write
Now on EF G we can write
with ξ going from −∞ to ∞. Since, from (2.15),
= −iw 2 (ξ) then from (2.6) we find that
From (2.8), (2.13) and (2.16) we can write
where
In order to evaluate the integral in (2.17) let us first consider an integral G where for some β > 0. On differentiating twice we find that
where since g(0) > 0 we must have g (0) < 0. Then we find approximately that
Let us apply this result when g(ξ) = |k n (w(ξ))| 2 .
From (1.7) we find that
From these results and with g(ξ) = |k n (w(ξ))| 2 , we find after some algebra that
it then follows, from (2.17), (2.21), (2.26) and (2.27), that
In order to justify the approximation (2.19), Figure 2 shows a plot of the integrand of Equation (2.17) and the function g(ξ) (Equation (2.19)), using expressions (2.20), (2.26) and It is of interest to see how r (2) n compares with r (1) n . From (2.2) and (2.28) we obtain for n 1 that r
where we have replaced c n by 2π, see (1.8) . It is obvious that for b > 0 we have
so that lim n→∞ |r (2) n /r
n | = 0. However, although this observation is demonstrated in Figure  3 , which shows a plot of the ratio (2.29) for several values of b, it can be seen that, for a given n, as the value of b decreases, the value of the ratio increases. This can be explained from the observation that Hence, it follows that as b gets smaller, the ratio (2.29) tends to zero more slowly, with increasing n, and so the "remainder of the remainder" plays an increasingly important role in the error estimate.
The above behaviour is investigated further in Table 2 .1, which presents r
n and the quadrature error, defined by Err, for a wide range of b and n values. In [8] , the authors made the assumption that the "remainder of the remainder" could be ignored.
Here, we have established that it is important to include it for small values of b, say b < 0.1. We have also shown that r
n provides a very good approximation to the actual quadrature error, given in the final column.
The next section discusses an interesting example where the "remainder of the remainder" is not generally negligible compared with r (1) n . This occurs if we do a double sinh transformation on the integral I(1, b). 
Truncation Error for Transformed I(1, b)
On writing
consider the sinh transformation, see [7] ,
This transformation is introduced as it automatically clusters integration points near the origin, see [7] . Then I(1, b) is transformed into the integral J(b) say where
Let us now apply an n × n Gauss-Legendre quadrature rule to this integral. From (1.4) we have
The integrand has simple poles at the points z k , for k = 0, ±1, ±2, . . ., where By the theory of residues we find that
Let us first consider r
n . From (1.5)
Now we have
so that substituting this into (3.8) gives
In order to evaluate these integrals let us define, for some a > 0,
From the expression for k n as given by (1.7) we have, on putting x + ia = z,
On referring to Figure 4 , let E ρ where ρ > 1 denote the family of confocal ellipses with foci at the points (±1, 0) and with semi-axes given by (ρ + 1/ρ)/2 and (ρ − 1/ρ)/2. Each ellipse E ρ is then given by
Let us now choose the particular ellipse E ρ which passes through the points A(−1, a) and B(1, a). Since B is on E ρ we have, for some θ ∈ (0, π/2),
From (3.14) we find
On multiplying these two equations we have
Solving this equation gives 
Finally, we observe that every point on the ellipse E ρ is given by
for 0 ≤ φ ≤ 2π, so that
In order to evaluate the integral K n (a), we see from (3.13) and Figure 4 that
since the integrand is analytic in the z-plane cut along −1 ≤ (z) ≤ 1. Since the point B corresponds to φ = θ and A corresponds to φ = π − θ it follows that
Let us return to (3.10) for r
n . After some algebra we find
where θ k = arccos 2µ
and
Recall that µ is defined in (3.3).
Let us now consider r
n . From (1.6) and (3.7) we can write
say, where we define
We will choose the contour C w so that w = w + i(k + 1/2)π/µ which gives with u from −R to R (see Figure 5 ). Then, as we let R → ∞, we have that On the other hand, for k = −1, −2, . . . we choose C w k to be AB where w = u−(k+1/2)π/(2µ) with u from +R to −R and the semicircle of radius R with centre at (0, −(k + 1/2)π/(2µ)); see Figure 6 . On letting R → ∞ we find in this case that
From (3.27), (3.30) and (3.31) we obtain
For c > 0, let us define
We will now approximate to |k n (u + ic)| 2 , for −∞ < u < ∞, by writing
where γ > 0 is to be determined. Since k n (z) = k n (z) and k n (−z) = −k n (z) we find that we must have
From (2.22) and (2.23) we have
respectively. Then equations (3.35) to (3.37) together give
which is indeed positive, as we require. Since
we find that
approximately. From (3.32), (3.33) and (3.40) we have From (1.7) we have
Substituting (3.42) into (3.41) we find, after some algebra, that
where we recall that µ = arcsinh(1/b). 
n ) for the numerical evaluation of the integral I(1, b) when using the sinh transformation [7] . In most cases the value of r (1) n is practically zero and the major component of the error estimate comes from r (2) n . Moreover, the value of −r (2) n gives an excellent approximation to the actual quadrature error in the approximate evaluation of the integral (final column in Table 3 .1, labelled Err).
We will leave this example here and consider now the integral I(α, b) for 0 < α < 1.
Truncation Error for
we now have from (1.4) that
Let us write
Let us suppose that iz 0 = ae iγ , a > 0, 0 ≤ γ < 2π (4.6) then we will choose the contour C z as in Figure 7 . As R → ∞ the contribution to R n (w) from the circular arcs tends to zero. Then
Consider first the integral along AB ∪ CD. Along AB we have
with r from ∞ to 0. Then
(4.9)
Along CD we have
and z + iz 0 = (r + 2a)e iγ (4.10)
with r from 0 to ∞, so that From (4.9) and (4.11) we have
(4.12)
We may argue similarly for the integral over EF ∪ GH to give
But since k n (−z) = −k n (z) we have, from (4.7), (4.12) and (4.13) that
(4.15)
From (1.7) we have that
To evaluate this integral, let us write (r + a)e iγ = cosh(θ + θ 0 ), (4.17) with r = 0 corresponding to θ = 0. Then
When n 1 we see that the major contribution to this integral comes from the neighbourhood of θ = 0 so that we have approximately
From (4.14) and (4.19) we find
But recall that
so that we find from (4.20) after some algebra, that
It will help us later if we note that from (1.7)
so that from (4.23) we can also write
We might observe in passing that putting α = 1 here gives the same R n (w) as in (2.4)! With this determination of R n (w) let us first evaluate r
n . From (1.5) and (4.23) we have
To evaluate this integral write Then, from (4.27),
where φ 1 corresponds to x = 1 so that
As in the evaluation of S n , see (4.18), we have that for large n, the main contribution to the integral comes from the neighbourhood of φ = 0. We then have, approximately, that
where we have also replaced φ 1 by ∞. From (4.29) and (4.32) we have
so that from (4.26) we have
for large n. We might note that in the special case where α = 1/2 this agrees with equation (4.30) of [8] on replacing the error function in that equation by 1. Again, although the analysis in this section is for 0 < α < 1, putting α = 1 in (4.34) we recover r
n as given in (2.2) for the case where α = 1.
Let us now consider r (2) n . From (1.6) and (4.25) we have
This integral is similar to that given in (2.5) so that, as we did in that case, we will choose the contour C w so that w = i √ w 2 + b 2 . Thus the contour C w will be that as given in Figure 1 .
Proceeding as we did in §2 we will find that
the details are omitted.
From (4.34) and (4.36), on assuming that 0 < b 1 and ignoring terms of order b 2 we find that r
We see that this tends to zero as b → 0 for a given n and also tends to zero as n → ∞ for a given b.
Let us conclude this section by considering an example in which we compare the actual quadrature error with the asymptotic estimates for r
n , see (1.2). On choosing α = 1/2 we have
In Table 4 .1 we have given r
n , |r
n /r
n |, r
n − r (2) n and the quadrature error, denoted by Err, for various values of b and n. We see that the asymptotic estimate of the error, given by r (1) n − r (2) n , compares well with the actual quadrature error, given by Err. We also see for 
n | is about a third, so that in no way can r
n be considered negligible compared with r (1) n in this particular case. Figure 8 shows a plot of the ratio given by equation (4.37) as a function of n with α = 1 2 and various values of b. As mentioned above, it can be seen that the ratio tends to zero as n increases, but it is interesting to note that the maximum value of the ratio occurs at increasing values of n as b decreases. Finally, Figure 9 shows a plot of the ratio given by equation (4.37) as a function of b with α = 1 2 and various values of n. Again, the ratio tends to zero as b tends to zero, but here the maximum occurs at smaller values of b as n increases. It should be noted (see Figures 8 and 9 ) that the numerical values for errors shown in Table 4 .1 are chosen in the range where the error is increasing as b decreases. For most practical implementations of the boundary element method, n would be in the range from 10 to 20 and these figures show that within this range it is important to include the "remainder of the remainder".
Conclusion
We have addressed the problem of estimating the truncation error when n × n GaussLegendre quadrature is used to approximate the integral I(α, b) = for 0 < α ≤ 1 and where 0 < b 1 so that the integrand has a spike near the origin (0, 0).
In a previous paper [8] , the authors considered the truncation error to consist of two parts one of which was called the "remainder of the remainder" and was arbitrarily put to zero. In this paper we have reconsidered this assumption for the integral I(α, b) and have shown that, while under certain circumstances this assumption is justified, in general, and particularly for small b, it is important to include the "remainder of the remainder". We have also considered the case where a sinh transformation has been applied to the integral I(1, b) so that n × n Gauss-Legendre quadrature is now applied to the transformed integral
where µ = arcsinh(1/b). For this integral it is shown that the "remainder of the remainder"
should not be ignored and indeed that it can contribute to the major part of the truncation error. We have also shown, for each of the integrals mentioned above, that the error estimate given by r (1) n − r (2) n is very close to the actual quadrature error. It would be reasonably straightforward, but somewhat tedious, to extend the analysis pre- can allow for the possibility of different boundary element basis functions (in the form of low order polynomials) and/or curved elements (via the inclusion of a Jacobian in the form of the square root of a quadratic function (see [7] )). It is also important to consider the function f (x, u) combined with a larger value of α as this can accommodate flux computations in the boundary element method. However, in this case, integrals in the complex plane of the form discussed in Section 4 need to be evaluated using new techniques, which is an area of on-going research.
