Abstract. For a positive integer k, a k-colouring of a graph G = (V, E) is a mapping c : V → {1, 2, . . . , k} such that c(u) = c(v) whenever uv ∈ E. The COLOURING problem is to decide, for a given G and k, whether a k-colouring of G exists. If k is fixed (that is, it is not part of the input), we have the decision problem k-COLOURING instead. We survey known results on the computational complexity of COLOURING and k-COLOURING for graph classes that are characterized by one or two forbidden induced subgraphs. We also consider a number of variants: for example, where the problem is to extend a partial colouring, or where lists of permissible colours are given for each vertex.
Introduction
To colour a graph is to label its vertices so that no two adjacent vertices have the same label. We call the labels colours. In a graph colouring problem one typically seeks to colour a graph using as few colours as possible, or perhaps simply to decide whether a given number of colours is sufficient. Graph colouring problems are central to the study of both structural and algorithmic graph theory and have very many theoretical and practical applications. Many variants and generalizations of the concept have been investigated, and there are some excellent surveys [80, 87] and a book [59] on the subject. We survey computational complexity results of graph colouring problems.
As we will note in the following subsection, the complexity of many graph colouring problems is fully understood when the possible input is any graph, and it is therefore natural to study the complexity of problems where the input is restricted. For example, one well-known result for graph colouring is due to Grötschel, Lovász, and Schrijver [43] who have shown that the problem of whether a perfect graph can be coloured with at most k colours for some given integer k is polynomial-time solvable; in contrast, the problem for general graphs is NP-complete. Perfect graphs are an example of a graph class that is closed under vertex deletion, and, like all such graph classes can be characterized by a family of forbidden induced subgraphs (an infinite family in the case of perfect graphs). In recent years, colouring problems for classes with forbidden-inducedsubgraph characterizations have been extensively studied, and this survey is a response to the need for these results to be collected together. In fact, such a task is beyond the scope of a single paper and so our aim here is to report on the computational complexity of graph colouring problems for graph classes characterized by the absence of one or two forbidden induced subgraphs.
Graph Colouring Problems
We consider finite undirected graphs with no multiple edges and no self-loops. That is, a graph G is an ordered pair (V, E) that consists of a finite set V of elements called vertices and a finite set E of unordered pairs of members of V called edges. The sets V and E are called the vertex set and edge set of G, respectively, and an edge containing u and v is denoted uv. The vertex and edge sets of a graph G can also always be referred to as V (G) and E(G), and, when there is no possible ambiguity, we shall not always be careful in distinguishing between a graph and its vertex or edge set; that is, for example, we will write that a vertex belongs to a graph (rather than to the vertex set of the graph). A graph G = (V , E ) is a subgraph of G if V ⊆ V and E ⊆ E; it is a proper subgraph of G if G = G.
A colouring of a graph G = (V, E) is a mapping c : V → {1, 2, . . .} such that c(u) = c(v) whenever uv ∈ E. We call c(u) the colour of u. We let c(U ) = {c(u) | u ∈ U } for U ⊆ V . If c(V ) ⊆ {1, . . . , k}, then c is also called a k-colouring of G. For a colour c, the set of all vertices of G with colour c forms a colour class. We say that G is k-colourable if a k-colouring exists, and the chromatic number of G is the smallest integer k for which G is k-colourable and is denoted χ(G). A graph G is k-vertex-critical if χ(G) = k and χ(G ) ≤ k − 1 for any subgraph G of G obtained by deleting a vertex.
We shall define a number of decision problems.
Colouring Problems

COLOURING
Instance : A graph G and a positive integer k. Question : Is G k-colourable?
If k is fixed, that is, not part of the input, then we have the following problem.
k-COLOURING
Instance : A graph G. Question : Is G k-colourable?
Precolouring Extension Problems
A k-precolouring of a graph G = (V, E) is a mapping c W : W → {1, 2, . . . k} for some subset W ⊆ V . A k-colouring c of G is an extension of a k-precolouring c W of G if c(v) = c W (v) for each v ∈ W .
PRECOLOURING EXTENSION
Instance : A graph G, a positive integer k and a k-precolouring c W of G. Question : Can c W be extended to a k-colouring of G?
k-PRECOLOURING EXTENSION Instance : A graph G and a k-precolouring c W of G. Question : Can c W be extended to a k-colouring of G?
List Colouring Problems
A list assignment of a graph G = (V, E) is a function L with domain V such that for each vertex u ∈ V , L(u) is a subset of {1, 2, . . . , }. We refer to this set as the list of admissible colours for u. If L(u) ⊆ {1, . . . , k} for each u ∈ V , then L is also called a k-list assignment. The size of a list assignment L is the maximum list size |L(u)| over all vertices u ∈ V . A colouring c respects L if c(u) ∈ L(u) for all u ∈ V . There are three decision problems as we can fix either the number of colours or the size of the list assignment.
LIST COLOURING Instance : A graph G and a list assignment L for G. Question : Is there a colouring of G that respects L?
-LIST COLOURING Instance : A graph G and a list assignment L for G of size at most . Question : Is there a colouring of G that respects L?
LIST k-COLOURING Instance : A graph G and a k-list assignment L for G. Question : Is there a colouring of G that respects L?
Note that k-COLOURING can be viewed as a special case of k-PRECOLOURING EXTENSION by choosing W = ∅, and that k-PRECOLOURING EXTENSION can be viewed as a special case of LIST k-COLOURING by choosing L(u) = {c W (u)} if u ∈ W and L(u) = {1, . . . , k} if u ∈ V \ W . Also LIST k-COLOURING can be readily seen to be a special case of k-LIST COLOURING. From our definitions, we see that it follows that, whenever 1 ≤ 2 , 1 -LIST COLOURING is a special case of 2 -LIST COLOURING, and that whenever k 1 ≤ k 2 , LIST k 1 -COLOURING is a special case of LIST k 2 -COLOURING. In Figure 1 we display all these relationships which are implicitly assumed throughout the survey. Note that these relationships remain valid even if we restrict our attention to special graph classes -that is, if each of the problems accepts as input only certain graphs. Contrary to the list colouring variants, when ≥ k, k-COLOURING is not a special case of -COLOURING, and, similarly, k-PRECOLOURING EXTENSION is not a special case of -PRECOLOURING EXTEN-SION. This is not only clear from their definitions, but can also be illustrated by considering special graph classes. For example, 3-COLOURING is NP-complete for planar graphs [32] , whereas 4-COLOURING is polynomial time solvable [1] . Figure 1 . Relationships between COLOURING and its variants. An arrow from one problem to another indicates that the latter is a special case of the former; k and are any two integers for which ≥ k.
There is one further type of problem.
Choosability Problems
A graph G = (V, E) is -choosable if, for every list assignment L of G with |L(u)| = for all u ∈ V , there exists a colouring that respects L.
CHOOSABILITY
Instance : A graph G = (V, E) and a positive integer . Question : Is G -choosable?
Theorem 1 describes the computational complexity of the problems we have introduced on general graphs. Here, Π p 2 is a complexity class in the polynomial hierarchy containing both NP and coNP; see for example the book of Garey and Johnson [31] for its exact definition. Throughout the paper, p-time is an abbreviation for polynomial time. (
Proof. Lovász [67] showed that 3-COLOURING is NP-complete; a straightforward reduction from 3-COLOURING shows that k-COLOURING is NP-complete for all k ≥ 4. Erdös, Rubin and Taylor [25] and Vizing [88] observed that 2-LIST COLOURING is p-time solvable on general graphs. Then (i) follows from the relationships displayed in Figure 1 . Erdös, Rubin and Taylor [25] proved (ii) .
When considering Theorem 1, a natural question to ask is whether further tractable cases can be found if restrictions are placed on the input graphs. This survey reports progress on finding answers to this question.
Notation and Terminology
We define the graph classes considered in this survey and other notation and terminology. We refer to the textbook of Diestel [24] for any undefined terms. Let G = (V, E) be a graph. For a subset S ⊆ V , let G[S] denote the induced subgraph of G that has vertex set S and edge set {uv ∈ E(G) | u, v ∈ S}. For a subset S ⊆ V , we write G − S = G[V \ S], and for a vertex v ∈ V , we use G − v = G − {v}. For a graph F , we write F ⊆ G and F ⊆ i G to denote that F is a subgraph or an induced subgraph of G, respectively. For two graphs G and H, a vertex mapping f : V (G) → V (H) is called a (graph) isomorphism when uv ∈ E(G) if and only if f (u)f (v) ∈ E(H), and we say that G and H are isomorphic whenever such a mapping exists. Let G be a graph and {H 1 , . . . , H p } be a set of graphs. Then G is (H 1 , . . . , H p )-free if G has no induced subgraph isomorphic to a graph in {H 1 , . . . , H p }. And G is strongly (H 1 , . . . , H p )-free if G has no subgraph isomorphic to a graph in {H 1 , . . . , H p }. If p = 1, we can simply write that G is (strongly) H 1 -free (rather than (strongly) (H 1 )-free).
Observation 1 If a graph
H is an induced subgraph of a graph H, then every H -free graph is H-free. If H is a subgraph of H, then every strongly H -free graph is strongly H-free.
The complement of a graph G is denoted G and has the same vertex set as G and an edge between two distinct vertices if and only if these vertices are not adjacent in G. The union of two graphs G and H is the graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H). If V (G) ∩ V (H) = ∅, then we call the union of G and H the disjoint union of G and H and denote it G + H. We denote the disjoint union of r copies of G by rG.
For a graph G, the degree deg G (u) of a vertex u in G is the number of edges incident with it, or equivalently the size of its neighbourhood N G (u) = {v ∈ V | uv}. A vertex u that is adjacent to all other vertices of G is called a dominating vertex of G. The minimum degree of G is the smallest degree of a vertex in G, and the maximum degree of G, denoted by ∆(G), is the largest degree of a vertex in G. If every vertex in G has degree p, then G is said to be p-regular (or sometimes just regular).
"E"-graph triangle paw diamond gem house bull claw fork hammer cross "H"-graph Figure 2 . A number of small graphs with special names that we use throughout the survey.
For n ≥ 1, the complete graph K n is a graph on n vertices in which each pair of distinct vertices is joined by an edge. For a graph G, a subgraph isomorphic to a complete graph is called a clique, and the clique number of G is the size of its largest clique and is denoted ω(G).
For n ≥ 1, the graph with vertices {u 1 , . . . , u n } and edges {u 1 u 2 , u 2 u 3 , . . . , u n−1 u n } is called a path and is denoted P n . For n ≥ 3, the graph obtained from P n by adding the edge u 1 u n , is called a cycle and is denoted C n . The length of a path or cycle is its number of edges. The end-vertices of a path are the vertices of degree 1 (we will also refer to the vertices that comprise an edge as its end-vertices). The graph C 3 = K 3 is also called a triangle (see Figure 2) , and a C 3 -free graph is also called triangle-free. A P 4 -free graph is also called a cograph. Notice that rP 1 denotes an independent set on r vertices.
Let G = (V, E) be a graph. The girth of G is the length of a shortest cycle in G or infinite if G has no cycle. Note that a graph has girth at least g for some integer g ≥ 4 if and only if it is (C 3 , . . . , C g−1 )-free. We say that G is connected if there is a path between every pair of distinct vertices; otherwise it is called disconnected. A vertex u ∈ V is a cut vertex if G is connected and G − u is disconnected. If G is connected and has no cut vertices, it is 2-connected. A maximal connected subgraph of G is called a connected component. A graph is a tree if it is connected and (C 3 , C 4 , . . .)-free. A graph is a forest if each of its connected components is a tree. A graph is a linear forest if each of its connected components is a path.
A graph is bipartite if its vertex set can be partitioned into two sets such that every edge has one end-vertex in each set. For r ≥ 1, s ≥ 1, the complete bipartite graph K r,s is a bipartite graph whose vertex set can be partitioned into two sets of sizes r and s such that there is an edge joining each pair of vertices from distinct sets. For r ≥ 1, the graph K 1,r is also called a star. The graph K 1,3 is also called a claw (see Figure 2) , and a K 1,3 -free graph is called claw-free. A graph is a complete multipartite graph if the vertex set can be partitioned so that there is an edge joining every pair of vertices from distinct sets of the partition and no edge joining vertices in the same set.
The line graph of a graph G = (V, E) has vertex set E and x, y ∈ E are adjacent as vertices in the line graph if and only if they are adjacent as edges in G; that is, if they share an end-vertex in G. A graph is planar if it can be drawn in the plane so that its edges intersect only at their end-vertices. A graph is a split graph if its vertices can be partitioned into two sets that induce a clique and an independent set; if every vertex in the independent set is adjacent to every vertex in the clique, then it is a complete split graph. A number of small graphs that have special names are shown in Figure 2 .
A tree decomposition of a graph G is a tree T where the elements of V (T ) (called nodes) are subsets of V (G) such that the following three conditions are satisfied:
-for each vertex v ∈ V (G), there is at least one node X ∈ V (T ) with v ∈ X; -for each edge uv ∈ E(G), there is a node X ∈ V (T ) with {u, v} ⊆ X; -for each vertex v ∈ V (G), the set of nodes {X | v ∈ X} induces a connected subtree of T .
If X is the largest node in a tree decomposition, then the width of the decomposition is |X| − 1. The treewidth of G is the minimum width over all possible tree decompositions of G. If a tree decomposition T is a path, then it is a path decomposition. The pathwidth of G is the minimum width over all possible path decompositions of G.
The graph parameter clique-width is defined by considering how to construct graphs in which each vertex has a label. Four operations are permitted:
-create a graph with one (labelled) vertex; -combine two labelled graphs by taking their disjoint union; -in a labelled graph, for two labels i and j with i = j, join by an edge each vertex with label i to each vertex with label j; -in a labelled graph, for two labels i and j, change every instance of label i to j.
The clique-width of G is the minimum number of labels needed to construct G (with some labelling) using these operations. A description of how G is constructed using these operations is called a qexpression if q is the number of labels used (so the clique-width of G is the minimum q for which G has a q-expression). We say that a class of graphs G has bounded clique-width (or bounded treewidth) if there is a constant p such that the clique-width (or treewidth) of every graph in G is at most p.
Let G = (V, E) be a graph. The contraction of an edge uv ∈ E removes u and v from G, and adds a new vertex w and edges such that the neighbourhood of w is the union of the neighbourhoods of u and v. Note that, by definition, edge contractions create neither self-loops nor multiple edges. Let u ∈ V be a vertex of degree 2 whose neighbours v and w are not adjacent. The vertex dissolution of u removes u and adds the edge vw. The "dual" operation of a vertex dissolution is edge subdivision, which replaces an edge vw by a new vertex u and edges uv and uw. We say that G contains another graph H as a minor if G can be modified into H by a sequence that consists of edge contractions, edge deletions and vertex deletions. And G contains H as a topological minor if G can be modified into H by a sequence that consists of vertex dissolutions, edge deletions and vertex deletions.
Results and Open Problems for H-Free Graphs
In this section we consider graph classes characterized by one forbidden induced subgraph; we refer to the collection of all such graph classes as H-free graphs. In Section 2.1 we consider Colouring, Precolouring Extension and List Colouring Problems, and in Section 2.2 we consider Choosability Problems.
Colouring, Precolouring Extension and List Colouring Problems
Theorem 3 below describes what is known about the complexity of problems where the number of colours is not fixed. We first briefly describe the origin of these results.
Král', Kratochvíl, Tuza, and Woeginger [63] completely classified the computational complexity of COLOURING by showing that it is p-time solvable for H-free graphs if H is an induced subgraph of P 4 or of P 1 + P 3 , and NP-complete otherwise. Both Hujter and Tuza [56] and Jansen and Scheffler [58] showed that PRECOLOURING EXTENSION is p-time solvable for P 4 -free graphs. This result was used by Golovach, Paulusma and Song [38] in order to obtain a dichotomy for PRECOLOURING EXTENSION analogous to the one of Král' et al. Jansen and Schefller [58] also showed the following result which we state as a Theorem as we will use it later in the paper. Theorem 2. 3-LIST COLOURING is NP-complete for complete bipartite graphs.
As a consequence, 3-LIST COLOURING is NP-complete for (P 1 + P 2 )-free graphs. Jansen [57] implicitly showed that 3-LIST COLOURING is NP-complete for (not necessarily vertex-disjoint) unions of two complete graphs, and thus for 3P 1 -free graphs. By combining these results, together with Theorem 1 (i), Golovach et al. [38] obtained dichotomies for LIST COLOURING and -LIST COLOURING. We summarize all these results: Theorem 3. Let H be a graph. Then the following four statements hold for H-free graphs.
(i) COLOURING is p-time solvable if H is an induced subgraph of P 4 or of P 1 + P 3 ; otherwise it is NP-complete. (ii) PRECOLOURING EXTENSION is p-time solvable if H is an induced subgraph of P 4 or of P 1 + P 3 ; otherwise it is NP-complete. (iii) LIST COLOURING is p-time solvable if H is an induced subgraph of P 3 ; otherwise it is NPcomplete. (iv) For ≥ 3, -LIST COLOURING is p-time solvable if H is an induced subgraph of P 3 and NPcomplete otherwise. [Recall that for ≤ 2, -LIST COLOURING is p-time solvable on general graphs.]
Theorem 3 gives a complete complexity classification for problems where the number of colours is not fixed; that is, it is part of the input. Once such a classification was found, the natural direction for further research was to impose an upper bound on the number of available colours, and there is now an extensive literature on such problems. We survey the known results.
We start, in Theorems 4 and 5, with more general results; we will soon see why they are useful. Král' et al. [63] showed that 3-COLOURING is NP-complete for graphs of girth at least g for any fixed g ≥ 3. Using a similar reduction, Kamiński and Lozin [60] extended this result to obtain the following theorem:
Theorem 4. For all k ≥ 3 and all g ≥ 3, k-COLOURING is NP-complete for graphs of girth at least g. Theorem 4 implies that for any k ≥ 3, k-COLOURING is NP-complete for the class of H-free graphs whenever H contains a cycle. Let us remind the reader once more to consult Figure 1 -completeness results propagate upwards we might say -which, combined with Theorems 3 and 4, allows us to say that the complexity of Colouring, Precolouring Extension and List Colouring problems for H-free graphs is classified except when H is a forest.
The following theorem is due to Holyer [52] , who settled the case k = 3, and Leven and Galil [66] who settled the case k ≥ 4.
Theorem 5. For all k ≥ 3, k-COLOURING is NP-complete for line graphs of k-regular graphs.
Because line graphs are easily seen to be claw-free, Theorem 5 implies that for all k ≥ 3, k-COLOURING is NP-complete on H-free graphs whenever H is a forest with a vertex of degree at least 3. This leaves only the case in which H is a linear forest.
Combining a result from Balas and Yu [2] on the number of maximal independent sets in an sP 2 -free graph and a result from Tsukiyama, Ide, Ariyoshi and Shirakawa [86] on the enumeration of such sets leads to the result that k-COLOURING is p-time solvable on sP 2 -free graphs for any two integers k and s; see, for example, the paper of Dabrowski, Lozin, Raman and Ries [21] for a proof of this result. By a few additional arguments, it is possible to obtain the following result, which is stronger (notice that p-time results propagate downwards in Figure 1 ).
Proof. Let k ≥ 1 and s ≥ 1. Let G be an sP 2 -free graph with a k-list assignment L. By the results of Balas and Yu [2] and Tsukiyama et al. [86] , we can enumerate all maximal independent sets of G in polynomial time. For each maximal independent set I and each colour i ∈ {1, . . . , k}, we colour each vertex of W = {u ∈ I : i ∈ L(u)} with i, and then, recursively, attempt to colour G − W with the remaining colours. The running time of this algorithm is (kn) O(k) , and if a colouring results (possibly it fails and never colours every vertex), then it is clear that it respects L.
We must show that the algorithm will find a colouring if one exists. Consider the set of vertices W coloured i in some colouring. They belong to a maximal independent set I, and we can assume that W = {u ∈ I : i ∈ L(u)} (by changing the colours of some vertices if necessary; the colouring will still be proper). So at some point the algorithm will consider i and I and colour W with i. By applying the same argument to G−W (which we know can be coloured with the remaining colours), we can see that the algorithm will obtain a colouring.
The following theorem summarizes what is known for colouring problems on H-free graphs when the number of colours is fixed. Theorem 7. Let H be a graph. Then the following five statements hold:
Proof. For each case, we refer to the literature or to a result stated above. In some cases we will make additional comments referring to earlier (weaker) results that provided techniques or suggested approaches that were important in obtaining the final result.
(i) We first consider the NP-completeness results for k-COLOURING.
This follows immediately from Theorem 4.
2. This is a direct consequence of Theorem 5 and the fact that every line graph is claw-free. 3. Woeginger and Sgall [90] showed that 4-COLOURING is NP-complete for P 12 -free graphs. This bound was improved in a number of other papers. First, Le, Randerath and Schiermeyer [65] showed that 4-COLOURING is NP-complete for P 9 -free graphs. Then, Broersma, Golovach, Paulusma and Song [11] showed that 4-COLOURING is NP-complete for P 8 -free graphs. Finally, the strongest NP-completeness result for 4-COLOURING is due to Huang [53] , who showed that it is NP-complete for P 7 -free graphs (we note also that Broersma et al. [11] had already shown that 4-PRECOLOURING EXTENSION is NP-complete for P 7 -free graphs). 4. Broersma et al. [9] had shown that 5-PRECOLOURING EXTENSION is NP-complete for P 6 -free graphs. Huang [53] improved this (and also a result of Woeginger and Sgall [90] who showed that 5-COLOURING is NP-complete for P 8 -free graphs) by proving that 5-COLOURING is NP-complete for P 6 -free graphs. (ii) Next we look at the NP-completeness results for LIST-k-COLOURING.
1. This is a result of Golovach, Paulusma and Song [38] . 2. Couturier, Golovach, Kratsch and Paulusma [17] showed that LIST k-COLOURING is NPcomplete for some integer k on H-free graphs, whenever H is a supergraph of P 1 + P 5 with at least five edges. In particular, they proved that LIST 5-COLOURING is NP-complete on (P 2 + P 4 )-free graphs.
(iii) We now turn to the p-time results for LIST-k-COLOURING. Before we consider the individual cases, we discuss an observation of Broersma et al. [11] that we will use repeatedly. They noticed that 3-PRECOLOURING EXTENSION is p-time solvable for (P 1 + H)-free graphs whenever it is p-time solvable for H-free graphs (and by repeated application the problem is, in fact, solvable for (sP 1 + H)-free graphs for any s ≥ 0). We note that analagous statements can be made about 3-COLOURING and LIST 3-COLOURING. 1. Broersma et al. [11] showed that 3-PRECOLOURING EXTENSION is p-time solvable on (P 2 + P 4 )-free graphs. Their proof can be used to show that LIST 3-COLOURING is p-time solvable on (P 2 + P 4 )-free graphs. 2. Randerath and Schiermeyer [79] showed that 3-COLOURING is p-time solvable on P 6 -free graphs. This was generalized by Broersma, Fomin, Golovach and Paulusma [9] who showed that 3-PRECOLOURING EXTENSION is p-time solvable for P 6 -free graphs. In fact, their proof shows p-time solvability of LIST 3-COLOURING for P 6 -free graphs. 3. A further result of Broersma et al. [11] showed that 3-PRECOLOURING EXTENSION is ptime solvable on sP 3 -free graphs for all s ≥ 1. In fact, though they did not state it explicitly, the result holds for LIST 3-COLOURING on sP 3 -free graphs. 4. This is a result of Couturier et al. [17] which generalizes an earlier result of Hoàng, Kamiński, Lozin, Sawada, and Shu [49] who proved that for all k ≥ 1, LIST k-COLOURING is p-time solvable on P 5 -free graphs. 5. This is Theorem 6. (iv) This is a result of Golovach, Paulusma and Song [39] . (v) Chudnovsky, Maceli and Zhong [14, 15] gave a p-time algorithm for solving 3-COLOURING on P 7 -free graphs (thereby solving Problem 17 in [81] and Problem 56 in [80] ).
As a consequence of Theorem 7 we obtain dichotomies for k-COLOURING, k-PRECOLOURING EXTENSION and LIST k-COLOURING when H is small. These are stated in Theorem 8. (iii) If |V (H)| ≤ 4 and k ≤ 3, then k-COLOURING, k-PRECOLOURING EXTENSION, LIST k-COLOURING are p-time solvable on H-free graphs whenever H is a linear forest, and NPcomplete otherwise.
Note that statement (ii) of Theorem 8 cannot be stated also for LIST 4-COLOURING due to exactly one missing case, which is the complexity of LIST 4-COLOURING for (P 2 + P 3 )-free graphs. Theorem 7 also implies that for H-free graphs, 3-COLOURING is classified for all graphs H on seven vertices except when H ∈ {P 2 + P 5 , P 3 + P 4 }, that 4-COLOURING is classified for all graphs H on six vertices, except when H ∈ {P 1 + P 2 + P 3 , P 2 + P 4 , 2P 3 , P 6 }, and that 5-COLOURING is classified for all graphs H on five vertices, except when H = P 2 + P 3 . Table 1 shows a summary of the existing results for P r -free graphs obtained from Theorem 7. We include this table, because k-COLOURING restricted to graphs characterized by forbidden induced subgraphs was most actively studied for forbidden induced paths. By comparing Table 1 with similar tables that can be found in several earlier papers [11, 38, 49, 65, 79, 80, 90] one can see the gradual progress that has been made over the years.
Open Problem 1 Complete the classification of the complexity of k-COLOURING, k-PRECOLOURING EXTENSION and LIST k-COLOURING for H-free graphs. Table 1 . The complexity of k-COLOURING, k-PRECOLOURING EXTENSION and LIST k-COLOURING on Prfree graphs for fixed k and r.
As noted, the complexity status of 4-COLOURING for P 6 -free graphs is still open. One of the key ingredients in the proofs of the two aforementioned hardness results of 4-COLOURING for P 7 -free graphs and 5-COLOURING for P 6 -free graphs by Huang [53] 
In his hardness reductions, Huang [53] uses the existence of P 7 -free nice 3-critical graphs and P 6 -free nice 4-critical graphs. He also proved that P 6 -free nice 3-critical graphs do not exist. Hence, new techniques are required to determine the computational complexity of 4-COLOURING for P 6 -free graphs Another intriguing open question (Problem 18 in [81] and Problem 57 in [80] ) that must be answered when solving Open Problem 1 is whether there exists an integer r ≥ 8 such that 3-COLOURING is NP-complete for P r -free graphs. This is also unknown for 3-PRECOLOURING EX-TENSION and LIST 3-COLOURING. As observed by Golovach et al. [38] , an affirmative answer for one of the three problems leads to an affirmative answer for the other two. We also note that there is no graph H and integer k known for which the computational complexity of the problems k-COLOURING, k-PRECOLOURING EXTENSION and LIST k-COLOURING differs for H-free graphs (whether such a graph H exists was posed as an open problem by Huang, Johnson and Paulusma [54] ).
Parameterized Complexity Theory Parameterized complexity theory is a framework that offers a refined analysis of NP-hard algorithmic problems. We measure the complexity of a problem not only in terms of the input length but also in terms of a parameter, which is a numerical value not necessarily dependent on the input length. The instance of a parameterized problem is a pair (I, p), where I is the problem instance and p is the parameter. The choice of parameter will depend on the structure of the problem (and there might be many possible choices).
The central notion in parameterized complexity theory is the concept of fixed-parameter tractability. A problem is called fixed-parameter tractable (FPT) if every instance (I, p) can be solved in time
where f is a computable function that only depends on p. The complexity class FPT is the class of all fixed-parameter tractable problems. The complexity class XP is the class of all problems that can be solved in time |I| f (p) . By definition FPT ⊆ XP, but a collection of intermediate complexity classes has been defined as well. It is known as the W-hierarchy:
It is widely believed that FPT = W [1] . Hence, if a problem is hard for some class W [i] , then it is considered to be fixed-parameter intractable.
A problem is para-NP-complete when it is NP-complete for some fixed value of the parameter. Such a problem is not in XP(and so not in FPT) unless P = NP. We refer the reader to the textbook of Niedermeier [73] for further details.
For COLOURING and its variants, the natural parameter is the number of available colours k. Few parameterized results for COLOURING restricted to H-free graphs are known. Below we survey some initial results.
Proof. The first part follows from Theorem 7 (i). The second part is a restatement of Theorem 3 (i)) (stated again to provide a complete statement on parameterized complexity). The third part is a result of Couturier et al. [18] (they also showed that COLOURING restricted to (rP 1 + P 2 )-free graphs admits a polynomial kernel for every r ≥ 2, when parameterized by k). Couturier et al. [18] also proved the LIST COLOURING result for (P 1 + P 3 )-free graphs; the result for P 4 -free graphs was shown by Jansen and Scheffler [58] , who described a linear time algorithm.
These results tell us (also see [18] ) the smallest open cases:
Open Problem 2 Is COLOURING FPT for 2P 2 -free graphs or for (2P 1 + P 3 )-free graphs when parameterized by k?
The same question can also be asked for PRECOLOURING EXTENSION. In fact, we can also see from Theorem 9 that the cases H = 2P 2 and H = 2P 1 + P 3 are the two smallest open cases when we consider LIST COLOURING for H-free graphs parameterized by the number of colours. Another natural parameter for LIST COLOURING is the list size. However, Theorem 3 (iii) shows that in that case LIST COLOURING is para-NP-complete for H-free graphs whenever H is not isomorphic to P 3 (and p-time solvable otherwise).
Hoàng et al. [49] asked whether COLOURING is FPT for P 5 -free graphs when parameterized by k. In the light of Open Problem 2, we slightly reformulate their open problem.
Open Problem 3 Is COLOURING, when parameterized by k, W[1]-hard for P 5 -free graphs?
Another interesting problem is to determine whether 3-COLOURING is W[1]-hard for P r -free graphs when parameterized by r (as we have noted though, we currently do not know whether there exists an integer r such that 3-COLOURING is NP-complete for P r -free graphs).
Certifying Algorithms Just as with NP-hard problems it is natural to try to refine our understanding by asking about fixed-parameter tractability, for problems in P, we ask for p-time algorithms that not only find solutions but also provide certificates which demonstrate the correctness of solutions and can be "easily" verified. These algorithms are called certifying (see, for example, the survey of McConnell, Mehlhorn, Näher and Schweitzer [72] ).
For COLOURING, if the input graph G = (V, E) does have the sought k-colouring, then a certifying algorithm can give the colouring as a certificate. If G does not have a k-colouring, then it must have an induced subgraph that is (k + 1)-vertex-critical (just delete vertices until one is reached). If for some class of graphs that is closed under vertex deletion, it is possible to construct the set of all the (k + 1)-vertex-critical graphs (and this set is finite), then a certifying algorithm for COLOURING for that graph class can, when the input graph G is not k-colourable, give as a certificate a graph. To verify the certificate, one must check that it is an induced subgraph of G and that it is one of the (k + 1)-vertex-critical graphs for the class.
We say that a graph G is (k + 1)-critical with respect to a graph class G if χ(G) = k + 1 and every proper subgraph of G that belongs to G is k-colourable. We will not go through the details, but clearly one can take a similar approach as above using (k + 1)-critical graphs (rather than (k + 1)-vertex-critical graphs). We note that Hoàng, Moore, Recoskie, Sawada and Vatshelle [51] observed that if a graph class has a finite number of (k + 1)-critical graphs, then it has a finite number of (k + 1)-vertex-critical graphs.
Two certifying algorithms exist for solving 3-COLOURING on P 5 -free graphs. The first one is due to Bruce, Hoàng, and Sawada [12] . They showed that there exist six 4-critical P 5 -free graphs in total and gave an explicit construction of these graphs. The same authors asked whether there exists an algorithm faster than brute force for checking whether a graph contains one of these six 4-critical P 5 -free graphs as a subgraph. The second certifying algorithm is due to Maffray and Morel [69] . They showed that there exist twelve 4-vertex-critical P 5 -free graphs in total and gave an explicit construction of these graphs. The running time of the corresponding certifying algorithm of Maffray and Morel [69] is linear (and as such answered the question posed by Bruce et al. [12] ).
For all k ≥ 5, Hoàng, Moore, Recoskie, Sawada and Vatshelle [51] constructed an infinite set of k-vertex-critical P 5 -free graphs which, as noted, implies that the set of k-critical P 5 -free graphs is also infinite. For the case k = 5, they used an exhaustive computer search to construct an infinite set of k-critical P 5 -free graphs.
Open Problem 4
Is there a certifying algorithm that solves 3-COLOURING for P 6 -free graphs?
As we will discuss in more detail in Section 3, Hell and Huang [48] gave a certifying algorithm for solving 3-COLOURING on (C 4 , P 6 )-free graphs.
Choosability
Golovach and Heggernes [33] showed that CHOOSABILITY is NP-hard for P 5 -free graphs. Their work was continued by Golovach, Heggernes, van 't Hof and Paulusma who implicitly showed the following result in the proof of [34, Theorem 2].
Theorem 10. Let G be a graph class that is closed under adding dominating vertices. If COLOUR-ING is NP-hard for G, then CHOOSABILITY is NP-hard for G.
Golovach et al. [34] then used Theorem 10 to prove the following result. Theorem 11. Let H be a graph. The CHOOSABILITY problem is NP-hard for H-free graphs if H / ∈ {K 1,3 , P 1 , 2P 1 , 3P 1 , P 1 +P 2 , P 1 +P 3 , P 2 , P 3 , P 4 } and p-time solvable if H ∈ {P 1 , 2P 1 , 3P 1 , P 2 , P 3 }.
Note that there are four missing cases in Theorem 11: when H ∈ {K 1,3 , P 1 + P 2 , P 1 + P 3 , P 4 }.
The following result is due to Gutner [44] . Gutner and Tarsi [45] showed the following result.
Theorem 13. For all k ≥ 3, k-CHOOSABILITY is Π p 2 -complete on bipartite graphs.
Hence, for some graphs H, Theorem 11 can be strengthened as follows.
Theorem 14.
Let H be a graph. The CHOOSABILITY problem is Π p 2 -hard for H-free graphs if H is non-planar or contains an odd cycle.
We describe two open problems for CHOOSABILITY. The first asks for the resolution of the missing cases of Theorem 11.
Open Problem 5 Is CHOOSABILITY NP-hard for H-free graphs if H ∈ {K 1,3 , P 1 + P 2 , P 1 + P 3 , P 4 }?
The second asks for an extension of Theorem 14:
Open Problem 6 Is CHOOSABILITY Π p 2 -hard for all those classes for which it is NP-hard.
If H ∈ {P 1 + P 2 , P 1 + P 3 , P 4 }, then the class of H-free graphs contains the class of complete bipartite graphs as a subclass. Even the complexity status of CHOOSABILITY for complete bipartite graphs is open. This could be a possible direction for further research. We also make the following remark, which shows that another natural approach does not work. In contrast to PRECOLOURING EXTENSION, there exist graphs H for which LIST COLOURING is NP-complete when restricted to H-free graphs, while COLOURING becomes p-time solvable. However, it is not possible (unfortunately) to strengthen Theorem 10 by replacing the NP-hardness of COLOURING by NP-hardness of LIST COLOURING as a sufficient condition for NP-hardness of CHOOSABILITY. For instance, let G be the class of (3P 1 , P 1 + P 2 )-free graphs. It is known that LIST COLOURING is NP-complete for this graph class [38] , which is closed under adding of dominating vertices, while CHOOSABILITY is p-time solvable even for 3P 1 -free graphs due to Theorem 11.
As an aside, there also exist graph classes for which PRECOLOURING EXTENSION is NP-hard but CHOOSABILITY is p-time solvable. Galvin [30] showed that every line graph of a bipartite graph is k-choosable if and only if it is k-colourable. Because line graphs of bipartite graphs are perfect [29] , and COLOURING can be solved in p-time on perfect graphs [43] , this means that CHOOS-ABILITY is p-time solvable on such graphs. However, PRECOLOURING EXTENSION is NP-complete even for line graphs of complete bipartite graphs, as shown by Hujter and Tuza [55] .
We now consider k-CHOOSABILITY. Golovach and Heggernes [33] showed that k-CHOOSABILITY is linear-time solvable on P 5 -free graphs. Golovach et al. [34] extended this result and proved statement (i) of Theorem 15 below. Statement (ii) of this theorem follows from Theorem 13, whereas statement (iii) follows from Theorem 12. Also recall that 2-CHOOSABILITY is p-time solvable for general graphs by Theorem 1.
Theorem 15. Let H be graph. Then the following three statements hold for H-free graphs:
Theorem 15 leads to the following open problem.
Open Problem 7 For all k ≥ 3, determine the complexity of k-CHOOSABILITY on H-free graphs when H is a bipartite graph that is not a linear forest.
The well-known and long-standing List Colouring Conjecture, for which the aforementioned result of Galvin [30] is a special case, states that every line graph is k-choosable if and only if it is k-colourable. This conjecture is usually attributed to Vizing (cf. [47] ). As observed by Golovach et al. [34] , the k-CHOOSABILITY problem is NP-hard on K 1,3 -free graphs for every k ≥ 3 if the List Colouring Conjecture is true. This could mean that Theorem 15 (i) is best possible.
Results and Open Problems for (H 1 , H 2 )-Free Graphs
When we forbid two induced subgraphs, only partial results are known for COLOURING and its variants. We survey these results below. First we need some other other results starting with the following theorem of Maffray and Preissmann [70] .
Theorem 16. 3-COLOURING is NP-complete for C 3 -free graphs of maximum degree at most 4.
For 1 ≤ h ≤ i ≤ j, let S h,i,j denote the tree that is the union of paths of lengths h, i and j whose only common vertex is an end-vertex of each. Observe that S 1,1,1 = K 1,3 , S 1,1,2 is the fork and S 1,2,2 is the "E"-graph (see Figure 2 ). Let A h,i,j denote the line graph of S h,i,j . Schindl [84] showed the following result.
Theorem 17. Let {H 1 , . . . , H p } be a finite set of graphs. The COLOURING problem is NP-complete for (H 1 , . . . , H p )-free graphs if the complement of each H i has a connected component that is isomorphic neither to any graph A h,i,j , for 1 ≤ h ≤ i ≤ j, nor to any path P r for r ≥ 1.
We also need the following result due to Gravier, Hoàng and Maffray [41] (which is a slight improvement on a similar result of Gyárfás [46] ).
Theorem 18. Let r, t ≥ 1 be two integers. Then every (K r , P t )-free graph can be coloured with at most (t − 2) r−2 colours.
We note that Theorem 18 has been improved by Esperet, Lemoine, Maffray and Morel [27] for the case r = 4, t = 5; they showed that every (K 4 , P 5 )-free graph is 5-colourable.
It can be seen that COLOURING is p-time solvable on any graph class of bounded clique-width by combining two results: Kobler and Rotics [62] showed that for any constant q, COLOURING is p-time solvable if a q-expression is given (they also showed that in that case LIST k-COLOURING is linear-time solvable for all k ≥ 1), and Oum [75] showed that a (8 p − 1)-expression for any n-vertex graph with clique-width at most p can be found in O(n 3 ) time.
Theorem 19. Let G be a graph class of bounded clique-width. The following two statements hold:
As an aside, the statement of Theorem 19 (i) is valid neither for PRECOLOURING EXTEN-SION nor for LIST COLOURING. For instance, Bonomo, Durán and Marenco [4] proved that PRE-COLOURING EXTENSION is NP-complete for distance-hereditary graphs, which have clique-width at most 3 [40] , whereas, by Theorem 2, even 3-LIST COLOURING is NP-complete for complete bipartite graphs, which have clique-width at most 2 [16] .
The graph P 1 + P 3 is called the paw (see Figure 2) ; we also denote it by C + 3 . By using a result of Olariu [74] , which states that a graph is C + 3 -free if and only if it is C 3 -free or a complete multipartite graph, Král' et al. [63] observed the following. Theorem 22 below summarizes results on COLOURING for graph classes defined by two forbidden induced subgraphs. In order to state this theorem, we need to define the following graphs. The graph 2P 1 + P 2 is also called a diamond. The graph P 1 + P 4 is also called the gem. The graph P 5 is also called the house. These graphs are all shown in Figure 2 as are the hammer and the bull which we also denote by C * 3 and C ++ 3 respectively. A (partial) proof of Theorem 22 can be found in the papers of Golovach and Paulusma [35] and Dabrowski, Golovach and Paulusma [19] . Note that, by symmetry, the graphs H 1 and H 2 may be swapped in each of the subcases of Theorem 22. 
Lozin, Raman and Ries [21] proved that COLOURING is p-time solvable for (H 1 , C 3 )-free graphs by combining a number of new results with known results for H 1 = K 1,4 [63] ,
, H 1 is the cross [78] and H 2 is the "H"-graph [77] (see Figure 2 for pictures of the cross and the "H"-graph). Then they applied Theorem 20. Dabrowski and Paulusma [22] proved that the class of (K 1,3 + 3P 1 , C + 3 )-free graphs has bounded clique-width, so Theorem 19 (i) can be applied. 4. Theorem 18 implies that for all r ≥ 1, COLOURING is p-time solvable on (K r , F )-free graphs for some linear forest F if k-COLOURING is p-time solvable on F -free graphs for all k ≥ 1. The latter is true for F = sP 1 +P 5 and F = sP 2 , for all s ≥ 1, by Theorem 7 (iii). 5. This is obtained by combining the arguments of the previous case with Theorem 20. 6. The class of (P 1 +P 4 , P 1 + P 4 )-free graphs [7] and the class of (P 5 , P 1 + P 4 )-free graphs [6] have bounded clique-width. Hence, COLOURING is p-time solvable for these two graph classes by Theorem 19 (i). 7. For the class of (P 1 +P 4 , P 5 )-free graphs, we again note they have bounded clique-width [6] .
By the aforementioned characterization of 22 forbidden induced subgraphs of Hoàng, Maffray and Mechebbek [50] , (2P 2 , P 5 )-free graphs are b-perfect. Hence, COLOURING is ptime solvable for (2P 2 , P 5 )-free graphs. 8. Dabrowski, Huang and Paulusma [20] showed that the class of (2P 1 + P 2 , 3P 1 + P 2 )-free graphs and the class of (2P 1 + P 2 , 2P 1 + P 3 )-free graphs have bounded clique-width. 9. This is due to Dabrowski et al. [20] as well. 10. This is a result of Dabrowski, Golovach and Paulusma [19] . 11. This was proved by Malyshev [71] .
Dabrowski and Paulusma. [22] list all 25 classes of (H 1 , H 2 )-free graphs, for which COLOURING could still be solved in p-time by showing that their clique-width is unbounded. These classes are By combining a number of known hardness results on LIST COLOURING for complete bipartite graphs [58] , complete split graphs [33] and (3P 1 , P 1 + P 2 )-free graphs [38] with a number of new hardness results, Golovach and Paulusma [35] completely classified the complexity of LIST COLOURING and -LIST COLOURING, ≥ 3, for (H 1 , H 2 )-free graphs. Note that, by symmetry, the graphs H 1 and H 2 may be swapped in each of the three subcases of Theorem 24.
Theorem 24. Let H 1 and H 2 be two graphs. Then LIST COLOURING is p-time solvable for (H 1 , H 2 )-free graphs in the following cases:
In all other cases, even 3-LIST COLOURING is NP-complete for (H 1 , H 2 )-free graphs.
Hujter and Tuza asked for which graph classes PRECOLOURING EXTENSION is NP-complete (Problem 1.1 in [56] ). We pose the following problem.
Open Problem 8 Complete the classification of the complexity of COLOURING and PRECOLOUR-ING EXTENSION for (H 1 , H 2 )-free graphs.
The computational complexity classification of k-COLOURING, k-PRECOLOURING EXTEN-SION and LIST k-COLOURING restricted to (H 1 , H 2 )-free graphs is not complete either. Tractability for many cases is obtained from Theorem 7 (iii)-(v). Moreover, as mentioned in the proof of Theorem 22, Cases (i):1, 2, 4-6, 10 of Theorem 22 hold for 3-COLOURING and Case (i):7 holds for 4-COLOURING. In particular, the case in which H 1 is a cycle and H 2 is a path has been studied for all three variants [37, 48, 54] .
We survey the known results for these two cases below. In order to do this we need three additional results. The first additional result was proven by Golovach et al. [37] .
Theorem 25. For all k, r, s, t ≥ 1, LIST k-COLOURING can be solved in linear time for (K r,s , P t )-free graphs.
Theorem 25 implies that for all g ≥ 5, k ≥ 1 and t ≥ 1, LIST k-COLOURING can be solved in linear time for P t -free graphs of girth at least g, or equivalently (C 3 , . . . , C g−1 , P t )-free graphs (contrast with Theorem 4 on k-COLOURING). Huang et al. [54] showed that when C 4 = K 2,2 is no longer forbidden the computational complexity changes again by proving that for all k ≥ 4 and g ≥ 6, there exists a constant t g k such that k-COLOURING is NP-complete for (C 3 , C 5 , . . . , C g−1 , P t g k )-free graphs.
We also need another result of Huang et al. [54] .
Theorem 26. LIST 4-COLOURING is NP-complete for (C 5 , C 6 , K 4 , P 1 + 2P 2 , P 1 + P 4 , P 6 )-free graphs.
The third additional result was also proven by Huang et al. [54] . It strengthens a result of Kratochvíl [64] who showed that 5-PRECOLOURING EXTENSION is NP-complete for P 13 -free bipartite graphs.
Theorem 27. For all k ≥ 4, k-PRECOLOURING EXTENSION is NP-complete for P 10 -free bipartite graphs.
We are now ready to state Theorem 28. A proof of this theorem was given by Huang et al. [54] ; as it is obtained by combining a number of results from different papers we include it here as well.
Theorem 28. Let k, s, t be three integers. The following statements hold for (C s , P t )-free graphs.
Note that as a consequence of Theorem 26, LIST 4-COLOURING is NP-complete for (C 5 , P 6 )-free graphs. As 4-COLOURING is p-time solvable for (C 5 , P 6 )-free graphs by Theorem 28, there exists an integer k and two graphs H 1 and H 2 (namely k = 4, H 1 = C 5 and H 2 = P 6 ) for which the complexity of k-COLOURING and LIST k-COLOURING is not the same when restricted to (H 1 , H 2 )-free graphs. Recall that such a situation is not known when we forbid only one induced graph H. Hence, in particular, it would be interesting to determine the complexity of 4-PRECOLOURING EX-TENSION for (C 5 , P 6 )-free graphs.
We now discuss a number of results for k-COLOURING restricted to (H 1 , H 2 )-free graphs when (H 1 , H 2 ) is not a cycle and a path.
First we consider pairs of graphs (H 1 , H 2 ) with the property that every (H 1 , H 2 )-free graph is 3-colourable. Because 2-COLOURING is p-time solvable, such results imply p-time solvability of 3-COLOURING for (H 1 , H 2 )-free graphs.
We note that only when H ∈ {P 1 , P 2 } is every H-free graph 3-colourable. Thus for all graphs H 2 , every (P 1 , H 2 )-free graph and every (P 2 , H 2 )-free graph is 3-colourable. Also Wagon [89] showed that every (K r , 2P 2 )-free graph is 1 2 r(r−1)-colourable, which implies that every (C 3 , 2P 2 )-free graph is 3-colourable.
We focus now on the case where H 1 and H 2 are connected and show that this is almost completely understood. A pair of graphs (H 1 , H 2 ) is called good if every (H 1 , H 2 )-free graph is 3-colourable, and, moreover, the class of (H 1 , H 2 )-free graphs is properly contained in the classes of H 1 -free graphs and H 2 -free graphs.
A good pair (H 1 , H 2 ) is saturated if there is no good pair (H 1 , H 2 ) with H 1 i H 1 and H 2 i H 2 . We note in passing that Sumner [85] showed that every (C 3 , P 5 )-free graph is 3-colourable. However, the pair (C 3 , P 5 ) is not saturated. This follows from this result of Randerath [77] (see Figure 2 for the names of small graphs):
-If (K 3 , fork) is a good pair, then (K 3 , fork), (K 3 , "H"-graph) and (K 4 , P 4 ) are the only saturated pairs of connected graphs.
is not a good pair, then (K 3 , cross), (K 3 , "E"-graph), (K 3 , "H"-graph) and (K 4 , P 4 ) are the only saturated pairs of connected graphs.
Note that the cross and "E"-graph are the two maximal connected proper induced subgraphs of the fork.
Hence the following open problem remains (which is Conjecture 6 in [77] and Conjecture 44 in [80] ).
Open Problem 10 Is every (K 3 , fork)-free graph 3-colourable?
The natural next question is, of course, to ask when (H 1 , H 2 )-free graphs are k-colourable for k ≥ 4. A little is known. Randerath and Schiermeyer [80] showed that for all r ≥ 4, every (C 3 , P r )-free graph is (r − 2)-colourable. This means that every (C 3 , P 6 )-free graph is 4-colourable (this also follows from Theorem 18). Brandt [8] showed that every (C 3 , sP 2 )-free graph is (2s−2)-colourable for any s ≥ 3. This means that every (C 3 , 3P 2 )-free graphs is 4-colourable. Pyatkin [76] showed that every (C 3 , 2P 3 )-free graph is 4-colourable.
Open Problem 11 Determine all pairs (H 1 , H 2 ) that have the property that every (H 1 , H 2 )-free graph is 4-colourable.
One problem that has had considerable attention is the classification of the computational complexity of 3-COLOURING for (K 1,3 , H)-free graphs. Before we describe what is known, we must define a few more small graphs that we use only in the following paragraph and are illustrated in Figure 3 . The graph Φ i , i ≥ 0, is composed of a path P on i edges with end-vertices u and v and a K 3 that intersects P in u and a K 3 that intersects P in v (notice that if i = 0, then u = v). The graph T ∆ h,i,j , h, i, j ≥ 0, is composed of a Φ h , a Φ i and a Φ j which all intersect in a K 3 in such a way that each of its vertices has degree at most 3. Lozin and Purcell [68] showed that 3-COLOURING on (K 1,3 , H)-free graphs is NP-complete whenever H contains a connected component that is neither an induced subgraph of the graph Φ i , for any odd i ≥ 1, nor an induced subgraph of the graph T [81] proved that 3-COLOURING is p-time solvable on (K 1,3 , Φ 0 )-free graphs, and later Kamiński and Lozin [61] gave a linear-time algorithm. The latter authors also showed that 3-COLOURING is ptime solvable on (K 1,3 , T ∆ 0,0,j )-free graphs for all j ≥ 0, and Lozin and Purcell [68] showed that 3-COLOURING is p-time solvable on (K 1,3 , Φ 1 )-free graphs and (K 1,3 , Φ 3 )-free graphs.
Open Problem 12
Complete the classification of the complexity of 3-COLOURING for (K 1,3 , H)-free graphs.
Certifying Algorithms Recall from the previous section that Hoàng, Moore, Recoskie, Sawada and Vatshelle [51] showed that the number of 5-critical P 5 -free graphs and the number of 5-vertexcritical P 5 -free graphs is infinite. They also showed that there exist exactly eight 5-critical (C 5 , P 5 )-free graphs. Dhaliwal et al. [23] proved that, for all k ≥ 1, the number of k-vertex-critical (P 5 , P 5 )-free graphs is finite. They showed that their result implies a certifying algorithm for solving k-COLOURING on (P 5 , P 5 )-free graphs for all k ≥ 1. Hell and Huang [48] showed that, for all k ≥ 1, the number of k-vertex-critical (C 4 , P 6 )-free graphs is finite. Moreover, they gave an explicit construction of all four 4-vertex-critical (C 4 , P 6 )-free graphs and of all thirteen 5-vertexcritical (C 4 , P 6 )-free graphs. Hence, they obtained certifying algorithms for 3-COLOURING and 4-COLOURING on (C 4 , P 6 )-free graphs. For all k ≥ 6, explicit constructions of all k-vertex-critical graphs are unknown (for k ≥ 5, no certifying algorithm is known for solving k-COLOURING on (C 4 , P 6 )-free graphs).
We conclude this section by noting that, as far as we are aware, there are no additional results for CHOOSABILITY and k-CHOOSABILITY known for (H 1 , H 2 )-free graphs other than those that follow directly from previously mentioned theorems and two results of Esperet, Gyárfás and Maffray [26] who proved that every (K 1,3 , K 4 )-free graph is 4-choosable and that every (K 1,3 , K 5 )-free graph is 7-choosable.
Graph Classes Defined by Other Forbidden Patterns
In this section we consider a number of other graph classes. We first consider strongly H-free graphs. Recall that, given a graph H, the class of strongly H-free graphs contains those graphs that do not contain H as a subgraph.
Contrast with H-free graphs where the graph H is forbidden as an induced subgraph: forbidding a graph H as an induced subgraph is equivalent to forbidding H as a subgraph if and only if H is a complete graph. So Theorem 3 tells us that COLOURING is NP-complete for strongly H-free graphs if H is a complete graph. Golovach, Paulusma and Ries [36] extended this result. Let T 1 , . . . , T 6 be the trees displayed in Figure 4 . For an integer p ≥ 0, let T p 2 be the tree obtained from T 2 after subdividing the edge st p times; note that T (ii) Even 3-COLOURING is NP-complete for strongly H-free graphs if
1. H contains a cycle, or 2. ∆(H) ≥ 5, or 3. H has a connected component with at least two vertices of degree 4, or 4. H contains a subdivision of the tree T 1 as a subgraph, or 5. H contains the tree T p 2 as a subgraph for some 0 ≤ p ≤ 9, or 6. H contains one of the trees T 3 , T 4 , T 5 , T 6 as a subgraph.
Theorems 3 and 29 show that COLOURING behaves differently on H-free graphs and strongly Hfree graphs. Theorem 29 implies the following classification for graphs H of at most seven vertices (also see [36] ). Theorem 30. Let H be a graph. If |V (H)| ≤ 7, then COLOURING is p-time solvable on strongly H-free graphs if H is a forest of maximum degree at most 4, and NP-complete otherwise.
The classification of PRECOLOURING EXTENSION for H-free graphs is still open. For LIST COLOURING, Golovach and Paulusma [35] gave a complete complexity classification even for graph classed defined by more than two forbidden subgraphs.
Theorem 31. Let {H 1 , . . . , H p } be a finite set of graphs. Then LIST COLOURING is p-time solvable for strongly (H 1 , . . . , H p )-free graphs if at least one of the H i , 1 ≤ i ≤ p, is a forest of maximum degree at most 3, every connected component of which has at most one vertex of degree 3. In all other cases, even LIST 3-COLOURING is NP-complete for (H 1 , . . . , H p )-free graphs.
Thus for strongly H-free graphs, we have the following: Open Problem 13 Complete the classification of the complexity of the problems COLOURING and PRECOLOURING EXTENSION for strongly H-free graphs.
We also note that the classifications of the complexity of the problems k-COLOURING and k-PRECOLOURING EXTENSION restricted to strongly H-free graphs have yet to be finished. In particular, it would be interesting to find out whether there exists a graph H such that for strongly H-free graphs 3-COLOURING is p-time solvable but COLOURING is NP-complete.
We now consider graphs that are H-minor-free, that is, they do not contain some graph H as a minor. Robertson and Seymour showed that every class of H-minor-free graphs can be recognized in cubic time [83] . We present some results that will allow us to determine the complexity of colouring problems on H-minor-free graphs. The first is also by Robertson and Seymour [82] .
Theorem 32. Let H be any planar graph. Then the class of H-minor free graphs has bounded treewidth.
The second result was proved by Jansen and Scheffler [58] .
Theorem 33. Let G be a graph class of treewidth at most t. Then LIST COLOURING can be solved in time O(nk t+1 ) on a graph of G with n vertices and a k-list assignment.
The third and final result we need is from Garey, Johnson, and Stockmeyer [32] .
Theorem 34. 3-COLOURING is NP-complete for planar graphs.
In the next theorem, we present a dichotomy for H-minor-free graphs. The first statement follows from Theorems 32 and 33, and the second from Theorem 34 (after observing that the class of planar graphs is closed under taking minors).
Theorem 35. Let H be a fixed graph. Then LIST COLOURING is p-time solvable for H-minorfree graphs if H is planar. Even 3-COLOURING is NP-complete for H-minor-free graphs if H is non-planar.
Let H be a graph. Then a graph is H-topological-minor-free if it does not contain H as a topological minor. Grohe, Kawarabayashi, Marx and Wollan showed that every class of H-topologicalminor-free graphs can be recognized in cubic time [42] .
By Theorem 34, and the fact that the class of planar graphs is also closed under taking topological minors, we see that 3-COLOURING is NP-complete for H-topological-minor-free graphs whenever H is a non-planar graph. For every graph H, the class of H-topological-minor-free graphs is a subclass of the class of strongly H-free graphs. Hence the analogue of Theorem 29:(i) for Htopological-minor-free graphs is true. However, assuming P = NP, we cannot have a dichotomy equivalent to that of Theorem 35; that is, the complexity of COLOURING for H-minor-free graphs and H-topological-minor-free graphs may be different. By Theorem 35, COLOURING is p-time solvable for K 1,5 -minor-free graphs. However, every graph of maximum degree at most 4 does not contain K 1,5 as a topological minor, and even 3-COLOURING is NP-complete for graphs of maximum degree at most 4 according to Garey, Johnson, and Stockmeyer [32] . Similarly, the complexity of COLOURING for strongly H-free graphs and H-topological-minor-free graphs may be different as Theorem 29 (ii):1 and the following example show.
Theorem 36. For all r ≥ 3, COLOURING is p-time solvable on C r -topological-minor-free graphs.
Proof. Let r ≥ 3, and let G be a C r -topological-minor-free graph. We may assume, without loss of generality, that G is 2-connected. Suppose that G contains a path P on r vertices. Because G is 2-connected, there exists another path P between the end-vertices of P that is internally vertexdisjoint from P by Menger's Theorem. Then the subgraph of G induced by V (P ) ∪ V (P ) contains a cycle on at least r vertices. Consequently, G contains C r as a topological minor, which is not possible. Thus G is strongly P r -free. We apply Theorem 29 (i):1.
Open Problem 14
Complete the classification of the complexity of COLOURING, PRECOLOURING EXTENSION and LIST COLOURING for H-topological-minor-free graphs.
It remains to consider CHOOSABILITY restricted to the graph classes considered in this section. Because strongly H-free graph classes are not closed under adding dominating vertices, we cannot just combine Theorem 29 (ii) with Theorem 10 but instead need some additional results. The first follows from a result of Bienstock, Robertson, Seymour and Thomas [3] . Theorem 37. Let H be a forest with ∆(H) ≤ 3, in which each connected component has at most one vertex of degree 3. Then every H-minor-free graph has pathwidth at most |V (H)| − 2.
The next result is from Fellows et al. [28] .
Theorem 38. CHOOSABILITY can be solved in linear time for any graph class of bounded treewidth.
Theorems 37 and 38 imply the first statement of the following theorem after observing that a forest H in which each connected component is either a path or a subdivided claw is a subgraph of a graph G if and only if it is a minor of G. The second statement follows from Theorems 12 and 13. 
Open Problem 15
Complete the classification of the complexity of CHOOSABILITY for strongly H-free graphs.
When we consider H-minor-free graphs we obtain a full dichotomy result by using Theorem 32, Theorem 38 and Theorem 12 and recalling that the class of planar graphs is closed under taking minors.
Theorem 40. Let H be a fixed graph. Then CHOOSABILITY is linear-time solvable for H-minorfree graphs if H is planar, whereas even 3-CHOOSABILITY is Π p 2 -hard for H-minor-free graphs if H is non-planar.
By Theorem 12 again, and the fact that the class of planar graphs is also closed under taking topological minors, we have that 3-CHOOSABILITY is Π p 2 -hard for H-topological-minor-free graphs whenever H is non-planar. And as, for every graph H, the class of H-topological-minorfree graphs is a subclass of the class of strongly H-free graphs, the analogue of Theorem 39:(i) for H-topological-minor-free graphs holds.
Open Problem 16
Complete the classification of the complexity of the CHOOSABILITY problem for H-topological-minor-free graphs.
From Theorem 39 and 40, we see that the complexity of CHOOSABILITY for strongly H-free graphs and H-minor-free graphs may be different: for instance when H is an odd cycle. It would be interesting to determine whether there exists a graph H for which the complexity of CHOOS-ABILITY is different for strongly H-free graphs and H-topological-minor-free graphs, and whether there exists a graph H * for which the complexity of CHOOSABILITY is different for H * -minor-free graphs and H * -topological-minor-free graphs.
