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Abstract 
This thesis presents the results of a computational study of bulk SmCoO3-based 
perovskites for use as Intermediate Temperature Solid Oxide Fuel Cell (IT-SOFC) 
cathode. Using both Density Functional Theory with on-site Coulomb corrections 
(DFT+U), with correction applied to the transition metal d-electrons, and Molecular 
Dynamics (MD), the properties of this material, and the effects of an array of 
dopants on these, is investigated, all in relation to cathode efficiency.  
Firstly, a bulk characterisation using DFT+U of SmCoO3 is conducted. Two crystal 
structures of SmCoO3 are modelled; cubic and orthorhombic, and both crystal 
structures are semiconductors at 0 K. The experimentally observed semiconductor-
to-metal transition is then investigated by studying different magnetic orders at 
different temperatures, with C-type antiferromagnetic ordering in the cubic structure 
being identified as responsible for this transition. Importantly, the spin transition is 
directly linked to changes in the Co-O bond lengths and distortions in the CoO6-
polyhedra.  
Secondly, the oxygen and metal vacancy formation in SmCoO3 is investigated, as 
these can directly influence the IT-SOFC cathode efficiency. To put the SmCoO3 
results into context, a comparison with LaMnO3 is performed, as this is the current 
state of the art SOFC cathode parent-material. LaMnO3, and its doped form La1-
xSrxMnO3-d (LSM), are the benchmarks for this study, as the aim of this thesis is to 
identify a material with more favourable cathode properties than LSM. It is shown 
that oxygen vacancies strongly alter the electronic and magnetic structure of 
SmCoO3, but barely affect LaMnO3. The intrinsic concentration of oxygen 
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vacancies in both SmCoO3 and LaMnO3 is very low by virtue of the high oxygen 
vacancy formation energy. Oxygen vacancies are typically induced by doping in 
these materials. Studying the cation vacancy shows that the formation of cation 
vacancies is less energetically favourable than oxygen vacancies (typically more 
than 3 eV higher in energy), and would thus not markedly influence the 
performance of the cathode.  
Thirdly, substitutional doping of Ca2+, Sr2+, and Ba2+ on the Sm-site in SmCoO3 is 
investigated. DFT+U calculations are employed to investigate dopant 
configurations at two different dopant concentrations: x=0.25 and 0.50, with two 
different charge compensation mechanisms; oxygen vacancies, and electronic 
holes. Comparing hole, and oxygen vacancy formation energies, we conclude that 
oxygen vacancy charge compensation is the preferred mechanism to maintain 
electroneutrality of the system. Furthermore, the increase in electronic conduction 
is not a direct consequence of the appearance of electron holes, but a result of the 
distortion of the Co-O bonds. Finally, MD is employed to model ionic conduction 
and thermal expansion coefficients (TEC). All dopants at both concentrations show 
high ionic conduction comparable, but too high TEC to match IT-SOFC electrolytes, 
with Ca2+-doping showing the combined most preferable properties. Fourthly, Co-
site doping with Fe3+, Mn3+, Ni3+, and Cu3+ is investigated, as this has been shown 
to reduce TEC in similar materials.  Again, doping introduces distortion into the 
system, inducing different electron occupations of the Co d-orbitals, thus altering 
the electronic and magnetic structure. From these calculations, the 0 K electronic 
conductivity (σe) is obtained, with SmMnxCo1-xO3 showing the highest σe, and 
SmFexCo1-xO3 lowest. From calculations of the oxygen vacancy formation energy, 
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no direct impact on the ionic conductivity is expected from Co-site doping. Mn3+-
doping show the lowest TEC at low x. Thus, the subject of our final study is 
Sm0.75Ca0.25MnxCo1-xO2.88 x=0.125, and 0.25. With the effect of Mn-doping at both 
x being negligible around the valence band maximum, and mainly being observed 
2 eV below the Fermi level and 1 eV above in the conduction band, the electronic 
conduction is mediated by the Co d-bands. This, together with the presence of an 
oxygen vacancy, results in lower electronic conduction than observed in Chapter 
6, but sufficiently high for IT-SOFC purposes. The limiting factor for IT-SOFC 
cathodes, and the factor making LSM unsuitable as a cathode material at lowered 
operating temperatures, is the ionic conduction. Ionic conduction and oxygen 
diffusion calculations show that Sm0.75Ca0.25MnxCo1-xO2.88 are good oxygen 
conductors, with higher ionic conduction than LSM. x=0.25 shows the lowest TEC, 
and is thus concluded to be the most favorable Mn-doping concentration. Thus, 
from this work, we present Sm0.75Ca0.25Mn0.25Co0.75O2.88 as an IT-SOFC cathode 
material that offers significant performance benefits when compared to LSM.  
 
 6 
Acknowledgements  
Firstly, I would like to thank my supervisor Professor Nora H de Leeuw, for giving me 
the opportunity to do my PhD in your group and for giving me the chance to be 
involved in an exciting and important part of science. I am grateful for your support, 
guidance, and cheerfulness all through my PhD and Masters.  
Secondly, I am grateful to Dr Xavi Aparicio-Anglès for all your help, supervision, 
discussion, and guidance all the way through this project, not at least when it comes 
to scrutinising, editing and reading all my work. I like to think you have succeeded in 
limiting my use of thus, even if I have managed to include it here and there.  
I would also like to take this opportunity to thank everyone in the de Leeuw group. 
Zhimei, thank you for always being helpful with everything. For the people in my office, 
you always made it a treat coming in to work, and I will miss the lively discussions, 
laughs, and food.  
I also wish to acknowledge the UCL Doctoral Training Centre in Modelling and 
Materials Science for funding my PhD, and the computing facilities which made the 
work presented in this thesis possible; Archer, Legion, Grace, Huygens, and Hartree.  
Finally, I want to thank mamma, pappa, Fredrica, and Dolton for all the love, and 
support. Jag älskar er. Jon, I love you, thank you for always being there for me and 
for making every single second wonderful.  
 7 
Table of Contents 
ABSTRACT .................................................................................................................................... 3 
ACKNOWLEDGEMENTS ................................................................................................................ 6 
TABLE OF CONTENTS .................................................................................................................... 7 
LIST OF PUBLICATIONS ............................................................................................................... 12 
LIST OF ABBREVIATIONS ............................................................................................................ 13 
LIST OF TABLES .......................................................................................................................... 14 
LIST OF FIGURES ......................................................................................................................... 17 
CHAPTER 1 ................................................................................................................................. 23 
1.1 INTRODUCTION .......................................................................................................................... 23 
1.2 FUEL CELLS ................................................................................................................................ 24 
1.3 SOLID OXIDE FUEL CELLS .............................................................................................................. 25 
1.4 SOFC CATHODES ....................................................................................................................... 28 
1.4.1 Perovskites ..................................................................................................................... 31 
1.4.1.1 Structural Distortions in Perovskites ...................................................................................... 33 
1.4.1.2 Jahn-Teller Distortions and Crystal Field Splitting .................................................................. 33 
1.4.1.3 Defects in Perovskites ............................................................................................................ 34 
1.4.1.4 Oxygen Migration and Diffusion ............................................................................................ 36 
1.4.2 Perovskite Materials for SOFC Cathodes ........................................................................ 37 
1.4.2.1 Traditional Cathode Materials ................................................................................................ 38 
1.4.3 SmCoO3-based SOFC Cathode Materials ........................................................................ 39 
1.5 MOTIVATION ............................................................................................................................. 41 
CHAPTER 2 ................................................................................................................................. 43 
2.1 INTRODUCTION .......................................................................................................................... 43 
2.2 SCHRÖDINGER EQUATION ............................................................................................................ 44 
2.2.1 Born-Oppenheimer Approximation ................................................................................ 45 
2.3 DENSITY FUNCTIONAL THEORY ...................................................................................................... 47 
2.3.1 Hohenberg-Kohn Theorems ........................................................................................... 47 
2.3.2 Kohn-Sham Equations .................................................................................................... 48 
Table of Contents 
8 
2.3.3 Exchange Correlation Functionals .................................................................................. 50 
2.3.3.1 Local Density Approximation .................................................................................................. 50 
2.3.3.2 General Gradient Approximation ........................................................................................... 51 
2.3.4 DFT+U Method ............................................................................................................... 52 
2.3.5 Electronic Structure Problem in Periodic Solids .............................................................. 54 
2.3.5.1 Bloch’s Theorem ..................................................................................................................... 54 
2.3.5.2 Plane-wave expansion of the wavefunctions ......................................................................... 55 
2.3.5.3 Basis sets ................................................................................................................................ 56 
2.3.5.4 Pseudopotentials .................................................................................................................... 57 
2.3.5.4.1 Projector Augmented-Wave Method ............................................................................. 58 
2.3.6 Geometry Optimization Techniques ............................................................................... 59 
2.3.6.1 Conjugate Gradient Method .................................................................................................. 59 
2.3.6.2 Pulay Stress and Equation of State Method – Cell Parameter Relaxation .............................. 61 
2.3.7 DFT Optimised Structure Analysis .................................................................................. 62 
2.3.7.1 Vibrational Frequencies .......................................................................................................... 62 
2.3.7.2 Bader Charge Analysis ............................................................................................................ 63 
2.3.7.3 Density of States ..................................................................................................................... 64 
2.4 MOLECULAR DYNAMICS ............................................................................................................... 64 
2.4.1 Newton’s Equation of Motion Integration ..................................................................... 65 
2.4.2 Total Energy Conservation ............................................................................................. 67 
2.4.3 Finite Difference Methods .............................................................................................. 68 
2.4.3.1 Verlet Algorithm ..................................................................................................................... 68 
2.4.4 Temperature and Pressure Control ................................................................................ 70 
2.4.5 Periodic Boundary Conditions ........................................................................................ 72 
2.4.6 Interatomic Potential Models ........................................................................................ 74 
2.4.6.1 Long-range interaction – Ewald Summation .......................................................................... 75 
2.4.6.2 Short-Range Interactions ........................................................................................................ 77 
2.4.6.2.1 Buckingham Potential ..................................................................................................... 77 
2.4.6.2.2 Shell Model ..................................................................................................................... 78 
2.4.6.3 Interatomic Potential Fitting .................................................................................................. 79 
2.4.6.4 Interatomic Potential Set ....................................................................................................... 80 
2.4.7 MD Data Analysis ........................................................................................................... 81 
2.4.7.1 Mean Square Displacement ................................................................................................... 81 
2.4.7.2 Thermal Expansion Coefficient ............................................................................................... 82 
CHAPTER 3 ................................................................................................................................. 83 
Table of Contents 
9 
3.1 INTRODUCTION .......................................................................................................................... 84 
3.2 COMPUTATIONAL DETAILS............................................................................................................ 86 
3.3 RESULTS AND DISCUSSION ............................................................................................................ 87 
3.3.1 Structural Properties ...................................................................................................... 87 
3.3.2 Electronic and Magnetic Structures ............................................................................... 88 
3.3.2.1 Diamagnetic Structures .......................................................................................................... 92 
3.3.2.2 Antiferromagnetic Structures ................................................................................................. 93 
3.3.2.3 Ferromagnetic Structures....................................................................................................... 95 
3.3.2.3.1 LaMnO3 ........................................................................................................................... 95 
3.3.2.4 Cobalt Magnetic Moments ..................................................................................................... 97 
3.3.3 Insulator-to-Metal Transition ......................................................................................... 98 
3.3.4 Mechanical Properties ................................................................................................. 100 
3.3.4.1 Bulk Modulus (B) .................................................................................................................. 102 
3.3.4.2 Shear Modulus (G)................................................................................................................ 103 
3.3.4.3 B/G Ratio .............................................................................................................................. 103 
3.3.4.4 Poisson Ratio () .................................................................................................................. 104 
3.3.4.5 Young’s Modulus (E) ............................................................................................................. 104 
3.3.4.6 Elastic Anisotropy (A) ........................................................................................................... 105 
3.4 CHAPTER CONCLUSIONS ............................................................................................................. 107 
CHAPTER 4 ............................................................................................................................... 108 
4.1 INTRODUCTION ........................................................................................................................ 109 
4.2 COMPUTATIONAL METHODS....................................................................................................... 110 
4.2.1 Calculation details ........................................................................................................ 110 
4.2.2 Defect Calculations....................................................................................................... 111 
4.2.2.1 Vacancy Formation Energy ................................................................................................... 111 
4.2.2.2 Chemical Potentials .............................................................................................................. 112 
4.3 LATTICE VACANCIES .................................................................................................................. 117 
4.3.1 Oxygen Vacancies ........................................................................................................ 118 
4.3.2 Cation Vacancies .......................................................................................................... 127 
4.4 CHAPTER CONCLUSIONS ............................................................................................................. 130 
Table of Contents 
10 
CHAPTER 5 ............................................................................................................................... 132 
5.1 INTRODUCTION ........................................................................................................................ 133 
5.2 COMPUTATIONAL DETAILS ......................................................................................................... 135 
5.2.1 Density Functional Theory Calculations ....................................................................... 135 
5.2.2 Molecular Dynamics Calculations ................................................................................ 136 
5.3 DOPANT CONFIGURATIONS ........................................................................................................ 136 
5.4 ELECTRONIC AND MAGNETIC STRUCTURES .................................................................................... 140 
5.5 OXYGEN VACANCY FORMATION ENERGY ....................................................................................... 148 
5.6 DOPANT-VACANCY ASSOCIATION ENERGY ..................................................................................... 152 
5.7 OXYGEN MIGRATION AND CONDUCTION ....................................................................................... 152 
5.8 THERMAL EXPANSION COEFFICIENT .............................................................................................. 156 
5.9 CHAPTER CONCLUSIONS............................................................................................................. 158 
CHAPTER 6 ............................................................................................................................... 159 
6.1 INTRODUCTION ........................................................................................................................ 160 
6.2 COMPUTATIONAL DETAILS ......................................................................................................... 161 
6.3 DOPANT CONFIGURATION .......................................................................................................... 163 
6.4 ELECTRONIC AND MAGNETIC STRUCTURES ..................................................................................... 166 
6.5 ELECTRONIC CONDUCTIVITY ........................................................................................................ 175 
6.6 OXYGEN VACANCY FORMATION ENERGY ....................................................................................... 177 
6.7 THERMAL EXPANSION COEFFICIENT .............................................................................................. 182 
6.8 CHAPTER CONCLUSIONS............................................................................................................. 184 
CHAPTER 7 ............................................................................................................................... 186 
7.1 INTRODUCTION ........................................................................................................................ 186 
7.2 COMPUTATIONAL DETAILS ......................................................................................................... 187 
Table of Contents 
11 
7.2.1 DFT Calculations ........................................................................................................... 187 
7.2.2 MD Calculations ........................................................................................................... 188 
7.3 DOPANT CONFIGURATION .......................................................................................................... 189 
7.4 ELECTRONIC STRUCTURE AND ELECTRONIC CONDUCTIVITY ................................................................ 194 
7.5 IONIC CONDUCTIVITY................................................................................................................. 196 
7.6 THERMAL EXPANSION ................................................................................................................ 198 
7.7 CHAPTER CONCLUSIONS ............................................................................................................. 199 
CHAPTER 8 ............................................................................................................................... 200 
8.1 CONCLUSIONS .......................................................................................................................... 200 
8.2 FUTURE WORK ........................................................................................................................ 203 
BIBLIOGRAPHY ......................................................................................................................... 205 
APPENDIX A ............................................................................................................................. 230 
APPENDIX B ............................................................................................................................. 231 
APPENDIX C ............................................................................................................................. 232 
APPENDIX D ............................................................................................................................. 233 
APPENDIX E ............................................................................................................................. 235 
APPENDIX F ............................................................................................................................. 237 
 
 
 
 12 
List of Publications 
The work described in this thesis is based upon the following papers 
Olsson, E.; Aparicio-Anglès, X.; De Leeuw, N. H. Ab Initio Study of Vacancy 
Formation in Cubic LaMnO3 and SmCoO3 as Cathode Materials in Solid Oxide Fuel 
Cells. J. Chem. Phys. 2016, 145 (1), 14703.  
Olsson, E.; Aparicio-Anglès, X.; de Leeuw, N. H. A DFT + U Study of the Structural, 
Electronic, Magnetic, and Mechanical Properties of Cubic and Orthorhombic 
SmCoO3. J. Chem. Phys. 2016, 145 (22), 224704. 
Olsson, E.; Aparicio-Anglès, X.; de Leeuw, N. H. A Computational Study of the 
Electronic Properties, Ionic Conduction, and Thermal Expansion of Sm1-xAxCoO3 and 
Sm1-xAxCoO3-x/2 (A=Ba2+, Ca2+, Sr2+, and x=0.25, 0.5) as Intermediate Temperature 
SOFC Cathodes. Phys. Chem. Chem. Phys., 2017, 19, 13960-13969 
Olsson, E.; Aparicio-Anglès, X.; de Leeuw, N. H. Computational Investigation of 
Thermal Expansion, Electronic Properties, and Oxygen Vacancy Formation in 
SmBxCo1-xO3 (B=Fe3+, Cu3+, Ni3+, Mn3+, and x=0.125, 0.25, 0.5, 0.75, 1.0) SOFC 
Cathodes. Paper to be submitted  
Olsson, E.; Aparicio-Anglès, X.; de Leeuw, N. H. Combined Density Functional 
Theory and Molecular dynamics Study of Sm0.75Ca0.25Co1-xMnxO2.88 (x=0.125, 0.25) 
as Potential Intermediate Temperature Solid Oxide Fuel Cell Cathode. Letter to be 
submitted 
 13 
List of Abbreviations 
AIM: Atoms in Molecules 
CG: Conjugate Gradient 
DFT: Density Functional Theory  
DFT+U: Method combining a DFT Hamiltonian with a Hubbard Hamiltonian for the 
description of on-site Coulomb interactions  
DOS: Density of States 
GGA: Generalised Gradient Approximation  
IT-SOFC: Intermediate Temperature Solid Oxide Fuel Cell  
KS: Kohn-Sham 
LDA: Local Density Approximation  
LPAW: Linear Augmented Plane-Wave 
NCPP: Norm-Conserving Pseudopotentials 
PAW: Projector Augmented Wave 
PBE: Generalised gradient approximation density functional developed by Perdew, 
Burke, and Ernzerhof 
PDOS: Projected Density of States 
SD: Steepest descent  
SOFC: Solid Oxide Fuel Cell 
TEC: Thermal Expansion Coefficient 
USPP: Ultrasoft pseudopotentials 
VASP: Vienna Ab-Initio Simulation Package 
VSEPR: Valence Shell Electron Pair Repulsion
 14 
List of Tables 
 
Table 1.1. Fuel cell types and their electrolytes, electrodes, fuels, and operating 
temperatures. [5,7,10] ............................................................................ 25 
Table 2.1. Comparison of cobalt PBE functionals and cobalt Ueff values for SmCoO3 
in terms of lattice parameter (a), interatomic distances, and band gap (Eg). 
Co pseudopotentials have their semi core states frozen, whereas Co_pv 
pseudopotentials have p-electrons treated as valence electrons. [115] .. 54 
Table 2.2. Interatomic potential parameters. Potential cut-off was set to 12 Å. ....... 81 
Table 2.3. Calculated and experimental lattice parameters (a, b, c) in Å for cubic and 
orthorhombic SmCoO3, as well as Sm2O3 using interatomic potentials from 
Table 2.2. For cubic systems, only  a is given as a=b=c. ........................ 81 
Table 3.1. Calculated lattice parameters (a, b, and c), and Sm/Co-O bond lengths for 
the cubic and orthorhombic SmCoO3. Experimental data are included in 
brackets, cubic structure obtained from Wold et al. [152], whereas 
orthorhombic experimental data were obtained from Perez-Cacho et al. 
[153] All data is expressed in Å. ............................................................. 88 
Table 3.2. Bader charges (q), and band gap (Eg) in eV. ......................................... 91 
Table 3.3. Calculated and experimental lattice parameter (a) in Å; metal–oxygen 
distances in Å, and band gap (Eg) in eV. ................................................ 96 
Table 3.4. Cobalt magnetic moments (μ) in μB and relative energy difference (ΔE) in 
relation to DM in eV for cubic and orthorhombic SmCoO3 in different 
magnetic structures. ............................................................................... 98 
Table 3.5. Elastic constants (expressed in GPa) for cubic and orthorhombic SmCoO3.
............................................................................................................. 101 
Table 3.6. Mechanical properties of SmCoO3. Bulk modulus (B), shear modulus (G), 
Young’s modulus (E), Poisson’s ratio (σ), and anisotropy factor (A) are 
derived from the elastic constants, which in turn were calculated using 
DFT+U. ................................................................................................ 106 
Table 4.1. Calculated and experimental formation energies for the oxides and metals 
expressed in eV. .................................................................................. 115 
List of Tables 
15 
Table 4.2. Calculated metal-oxygen distances (in Å) next to vacancies for non-
defective and defective LaMnO3 and SmCoO3. A is La or Sm, and B is Mn 
or Co, respectively. .............................................................................. 119 
Table 4.3. Magnetic moments of the transition metal ion (μB) in μB and Bader charges 
(q) in e before and after the creation of lattice vacancies. * indicates ion 
adjacent to vacancy site. All other values are averaged over the number of 
species. ............................................................................................... 121 
Table 4.4. Oxygen vacancy formation energies (in eV) for LaMnO3 and SmCoO3 for 
different charge states at the valence band maximum (EfVBM) and at the 
conduction band minimum (EfCBM) under oxygen rich conditions. ....... 123 
Table 4.5. EfV at the VBM and CBM respectively, EfVBM and EfCBM for the cation 
vacancies in different charge states (q). For VLa and VMn, VBM, ∆EF =0 eV 
and CBM, ∆EF =1.7 eV, and for VSm and VCo, VBM, ∆EF =0 eV and CBM, 
∆EF =0.68 eV. ..................................................................................... 128 
Table 5.1. Energy differences (eV) for dopant configurations. Numbers refer to the 
different SOD configurations. ............................................................... 138 
Table 5.2. Volumes (Å3), and interatomic distances (Å) in dopant systems for the most 
stable configuration (N) referring to Figure 5.1 and Figure 5.2. A refers to 
dopant. ................................................................................................ 139 
Table 5.3. Bader charges (qCo,O (e)), and cobalt magnetic moments (µCo(µB)) for Sm1-
xAxCoO3-x/2. A is dopant, * denotes ion next to VO (nearest neighbor). Sm, 
A, and O magnetic moments were found to be negligible in comparison to 
cobalt and are thus not included. µCo,SmCoO3 = 0 µB, qCo, SmCoO3=1.31 e, and 
qO, SmCoO3=-1.11 e. ................................................................................ 144 
Table 5.4. Oxygen vacancy formation energy (EfVO) for the most stable configuration.
 ............................................................................................................ 150 
Table 5.5. Oxygen diffusion coefficients (DO) for the different dopant systems, at two 
dopant concentrations (x), and different temperatures (T). ................... 154 
Table 5.6. Oxygen diffusion activation energies (eV) for temperature range 800-1500 
K. ......................................................................................................... 155 
Table 5.7. Linear thermal expansion coefficient. Orthorhombic SmCoO3 has an 
experimental linear thermal expansion coefficient of 21.7×10-6 K-1. [168]
 ............................................................................................................ 157 
List of Tables 
16 
Table 6.1. Energy difference (in eV) between different dopant configurations. 
x=0.125, and 1.0 are not included as they only have one possible 
inequivalent configuration. .................................................................... 164 
Table 6.2. B-O bond lengths (Å) in SmBxCo1-xO3. Co-O in SmCoO3 is 1.88 Å. .. 165 
Table 6.3. Lattice parameter (a) in Å, local magnetic moments (µ) in µB for dopant 
and cobalt, band gap (Eg) in eV, and magnetic ordering in SmBxCo1-xO3. a 
for SmCoO3 is 3.75 Å, qCo in SmCoO3 is 1.31 e. .................................. 167 
Table 6.4. Difference in total energy between different magnetic structures for SmBO3 
and their related magnetic moment. Note that SmNiO3 AFM are really 
ferromagnetic, with different magnetic moments and non-zero total 
magnetic moment. N/A signifies magnetic structures that were not possible 
to obtain. .............................................................................................. 168 
Table 6.5. Electrical conductivity, σe (Scm-1), for SmBxCo1-xO3.  Relaxation time set to 
0.12 fs. ................................................................................................. 176 
Table 6.6. Oxygen vacancy position and formation energy. N/A signifies no such 
possible oxygen vacancy position in lattice. Number of vacancy sites are 
different in each material and is dependent on the dopant configuration 
from the bulk calculations. Lowest Ef are in bold. ................................. 179 
Table 6.7. Thermal expansion coefficient (TEC) in ×10-6 K-1 for SmBxCo1-xO3. TEC 
have been calculated over a temperature range of 600-1200 K. .......... 183 
Table 7.1. All possible configurations and their relative energy (eV) to the lowest 
energy configuration. ............................................................................ 193 
Table 7.2. Unique magnetic moments (µ), Bader charges (q), and interatomic 
distances, and electronic conductivity (σe) in Sm0.75Ca0.25MnxCo1-xO2.88. Co-
O distance in SmCoO3 is 1.88 Å. ......................................................... 196 
Table 7.3. Oxygen diffusion coefficients (DO) in 108 cm2s-1 at different temperatures, 
and oxygen migration activation energy (Ea) in eV for Sm0.75Ca0.25Co1-
xMnxO2.88. Data for LSM (La0.8Sr0.2MnO2.88) from Islam et al. (1996) has 
been included for comparison.[75] ....................................................... 197 
 
 17 
List of Figures 
 
Figure 1.1. Schematic representation of a SOFC with ideal electrode reactions noted.
 ............................................................................................................ 26 
Figure 1.2. The different perovskite space groups. Pink spheres are A, blue B, and 
red O. .................................................................................................. 32 
Figure 1.3. Crystal field splitting in an octahedral environment. ............................. 34 
Figure 1.4. Schematic representation of different types of intrinsic defects. Red 
spheres are anions, blue are cations, and white with grey border is oxygen 
vacancy. .............................................................................................. 35 
Figure 1.5. Schematic illustration of ionic conduction through vacancy-hopping 
mechanism in cubic crystal, with ion migration through vacancy filling by 
same type neighbouring species. For illustration purposes, oxygen 
vacancy around BO6-octahedra has been chosen. Here blue dots are B, 
red oxygen, and white with grey border is oxygen vacancy. ................ 37 
Figure 2.1. Graphical representation of periodic boundary conditions. Pink box is 
simulation box, and the white boxes are the periodic images of this, i.e. 
exact images of the simulation box. Blue dots are atoms. Please note that 
the simulation box does not have to be cubic, and that a cubic cell has 
only been used here for ease of visualisation. ..................................... 73 
Figure 3.1. Graphical polyhedral representation of a) cubic and b) orthorhombic 
SmCoO3. Pink spheres are Sm, blue Co and red O. Sm atoms are also 
placed in the centre of the edges and faces, but are not shown here for 
clarity. .................................................................................................. 85 
Figure 3.2. Schematic representation of the three possible spin states for Co 3d6 a) 
low, b) intermediate, and c) high spin state, assuming maximum 
multiplicity. ........................................................................................... 89 
Figure 3.3. Graphical representation of the different magnetic structures. For 
simplicity, each sphere represents a Co atom in the cubic phase, with this 
scheme being transferable to the orthorhombic phase. Pink up-arrows 
represent -spin, whereas blue down-arrows represent -spin, regardless 
of the spin state of the cobalt centres. ................................................. 90 
List of Figures 
18 
Figure 3.4. Spin density plots of a) diamagnetic, b) AAFM, c) CAFM, d) GAFM, and 
e) FM cubic magnetic structures. Pink spheres are samarium, blue cobalt, 
and red oxygen. Yellow spin density represents -spin, and light blue -
spin. Surface isovalue is 0.05 for all systems. ...................................... 91 
Figure 3.5. Spin density plots of a) diamagnetic, b) AAFM, c) CAFM, d) GAFM, and 
e) FM orthorhombic magnetic structures. Pink spheres are samarium, 
blue cobalt, and red oxygen. Yellow spin density represents -spin, and 
light blue -spin. Surface iso-value is 0.05 for all systems. ................... 92 
Figure 3.6. PDOS for (a) cubic and (b) orthorhombic diamagnetic SmCoO3. The Fermi 
level is at 0 eV, and negative E-EF represent the occupied bands and 
positive the virtual bands. Positive PDOS are associated with the α-spin, 
whereas negative PDOS are associated with β-spin. For PDOS including 
Sm, please see Appendix C. ................................................................ 93 
Figure 3.7. PDOS for a) cubic AAFM, b) orthorhombic AAFM, c) cubic CAFM, d) 
orthorhombic CAFM, e) cubic GAFM, and f) orthorhombic GAFM. The 
Fermi level is at 0 eV, and negative E-EF represent the occupied bands 
and positive the virtual bands. Positive PDOS are associated with the α-
spin, whereas negative PDOS are associated with β-spin. .................. 94 
Figure 3.8. PDOS for (a) cubic, and (b) orthorhombic FM SmCoO3. The Fermi level 
is at 0 eV, and negative E-EF represent the occupied bands and positive 
the virtual bands. Positive PDOS are associated with the α-spin, whereas 
negative PDOS are associated with β-spin. ......................................... 95 
Figure 3.9. PDOS for cubic LaMnO3. The Fermi level is at 0 eV, and negative E-EF 
represent the occupied bands and positive the virtual bands. Positive 
PDOS are associated with the α-spin, whereas negative PDOS are 
associated with β-spin. ......................................................................... 97 
Figure 3.10. Relative energies of magnetic structures with respect to DM at 0 K versus 
temperature for (a) cubic, and (b) orthorhombic SmCoO3. ................... 98 
Figure 3.11. (a) Cobalt magnetic moment in the cubic CAFM magnetic structure as a 
function of temperature (K). (b) Structure of the pseudo-cubic CAFM 
structure SmCoO3 at 1273 K. ............................................................. 100 
List of Figures 
19 
Figure 4.1. Chemical potential phase diagrams for a) LaMnO3 and b) SmCoO3. The 
grey areas represent the range of chemical potentials in which both 
perovskites are stable. ....................................................................... 116 
Figure 4.2.  Polyhedral representation of the crystal structures of a both LaMnO3 and 
SmCoO3 in a) bulk, b) A-site cation vacancy, c) B-site cation vacancy, and 
d) oxygen vacancy. Grey spheres represent La and Sm, red spheres 
oxygen, and blue polyhedra have Mn and Co centred in them. ......... 118 
Figure 4.3. PDOS after introduction of oxygen vacancy in a) LaMnO3, and b) SmCoO3. 
The Fermi level is at 0 eV, and negative E-EF represent the occupied 
bands and positive the virtual bands. Positive PDOS are associated with 
the α-spin, whereas negative PDOS are associated with β-spin. ....... 120 
Figure 4.4. Spin density difference (∆ρα-β) representation of a) LaMnO3 and b) 
SmCoO3 with oxygen vacancy in the neutral charge state. Yellow ∆ρα-β 
isosurface represents an increase of spin density, whereas blue ∆ρα-β 
isosurface represents a spin density depletion. Isosurface value is set at 
0.02. .................................................................................................. 122 
Figure 4.5. Oxygen vacancy formation energy as a function of partial oxygen pressure 
(atm) at different temperatures for a) LaMnO3, and b) SmCoO3. ........ 124 
Figure 4.6. Oxygen vacancy concentration (mol per mol perovskite) as a function of 
temperature in SmCoO3 (dashed line) and LaMnO3 (full line), assuming 
oxygen rich conditions. ...................................................................... 125 
Figure 4.7. Oxygen vacancy formation energy in different charge states as a function 
of the Fermi level for a) LaMnO3 and b) SmCoO3. For the LaMnO3, VBM, 
∆EF =0 eV and CBM, ∆EF =1.58 eV, whereas for SmCoO3, VBM, ∆EF =0 
eV and CBM, ∆EF =0.68 eV. ............................................................. 127 
Figure 4.8. a) Lanthanum, b) manganese, c) samarium, and d) cobalt vacancy 
concentrations versus temperature. ................................................... 130 
Figure 5.1. Ball-and-stick representation of the three non-equivalent configurations 
for a) Sm0.75A0.25CoO3, and the six non-equivalent configurations for b) 
Sm0.5A0.5CoO3 as calculated with SOD. O and Co have been omitted for 
clarity. Sm is coloured in pink whereas the dopant is coloured in green.
 .......................................................................................................... 137 
List of Figures 
20 
Figure 5.2. Dopant-vacancy configurations for a) Sm0.75A0.25CoO2.88, b) 
Sm0.5A0.5CoO2.75 (A=Ba, Sr), and c) Sm0.5Ca0.5CoO2.75. The pink spheres 
are Sm3+, whereas Co3+ are in the centre of the blue octahedra, and O2- 
are red. VO is represented by white and red circles. In a) grey spheres are 
Ca2+, Sr2+, or Ba2+, whereas in b) green are Sr2+, or Ba2+, and in c) light 
blue spheres are Ca2+. ....................................................................... 138 
Figure 5.3. PDOS for a) Sm0.75Ca0.25CoO3, b) Sm0.50Ca0.50CoO3, c) Sm0.75Sr0.25CoO3, 
d) Sm0.50Sr0.50CoO3, e) Sm0.75Ba0.25CoO3, and f) Sm0.50Ba0.50CoO3. The 
Fermi level is at 0 eV, and negative E-EF represent the occupied bands 
and positive the virtual bands. Positive PDOS are associated with the α-
spin, whereas negative PDOS are associated with β-spin. ................ 141 
Figure 5.4. PDOS for a) Sm0.75Ca0.25CoO2.88, b) Sm0.50Ca0.50CoO2.75, c) 
Sm0.75Sr0.25CoO2.88, d) Sm0.50Sr0.50CoO2.75, e) Sm0.75Ba0.25CoO2.88, and f) 
Sm0.50Ba0.50CoO2.75. The Fermi level is at 0 eV, and negative E-EF 
represent the occupied bands and positive the virtual bands. Positive 
PDOS are associated with the α-spin, whereas negative PDOS are 
associated with β-spin. ....................................................................... 143 
Figure 5.5. Charge density difference for a) xCa=0.25, b) xCa=0.5, c) xSr=0.25, d) 
xSr=0.5, e) xBa=0.25, and f) xBa=0.5. Isosurface value is 0.5. Yellow 
isosurface is positive ∆ρ (gain of charge), and blue is negative ∆ρ 
(depletion of charge). ......................................................................... 146 
Figure 5.6. Electronic conduction plotted against Co-O bond length variance within 
the systems. ...................................................................................... 147 
Figure 5.7. VO configurations for Sm0.75A0.25CoO2.88 with noted Ef. Green rectangle 
notes lowest Ef. .................................................................................. 149 
Figure 5.8. VO configurations for Sm0.5A025CoO2.75 (A=Sr, Ba) with noted Ef. Green 
rectangle notes lowest Ef. .................................................................. 149 
Figure 5.9. VO configurations for Sm0.5Ca025CoO2.75 with noted Ef. Green rectangle 
notes lowest Ef. .................................................................................. 150 
Figure 5.10. Mean square displacement graph for Sm0.75Ba0.25CoO2.88 at 1500 K . 153 
Figure 5.11. a) Arrhenius plots for oxygen diffusion, and b) ionic conductivity for 
CaxSm1-xCoO3-d, BaxSm1-xCoO3-d and SrxSm1-xCoO3-d. Temperature 
range is 800-1500 K. .......................................................................... 155 
List of Figures 
21 
Figure 6.1. Polyhedral representation of the lowest energy dopant configurations. 
First row is B = Mn3+ (purple), second B = Fe3+ (brown), third B = Ni3+ 
(grey), and fourth is B = Cu3+ (turquoise), with Co represented in dark 
blue, and red spheres are the oxygen atoms. Sm3+ has been omitted for 
clarity. Columns represent the concentration, which from left to right are 
x=0.125, 0.25, 0.5, and 0.75 respectively. ......................................... 164 
Figure 6.2. PDOS for SmMnxCo1-xO3, a) x=0.125, b) x=0.25, c) x=0.5, d) x=0.75, e) 
x=1.0. The Fermi level is at 0 eV, and negative E-EF represent the 
occupied bands and positive the virtual bands. Positive PDOS are 
associated with the α-spin, whereas negative PDOS are associated with 
β-spin. Please note that the Mn PDOS has been multiplied by 10 for 
x=0.125, 5 for x=0.25, 0.5, and by 2 for x=0.75. Mn PDOS in e) is not 
multiplied. .......................................................................................... 169 
Figure 6.3. PDOS for SmFexCo1-xO3, a) x=0.125, b) x=0.25, c) x=0.5, d) x=0.75, e) 
x=1.0. The Fermi level is at 0 eV, and negative E-EF represent the 
occupied bands and positive the virtual bands. Positive PDOS are 
associated with the α-spin, whereas negative PDOS are associated with 
β-spin. Please note that the Fe PDOS has been multiplied by 10 for 
x=0.125, 5 for x=0.25, 0.5, and by 2 for x=0.75. Fe PDOS in e) is not 
multiplied. .......................................................................................... 171 
Figure 6.4. PDOS for SmNixCo1-xO3, a) x=0.125, b) x=0.25, c) x=0.5, d) x=0.75, e) 
x=1.0. The Fermi level is at 0 eV, and negative E-EF represent the 
occupied bands and positive the virtual bands. Positive PDOS are 
associated with the α-spin, whereas negative PDOS are associated with 
β-spin. Please note that the Ni PDOS has been multiplied by 10 for 
x=0.125, 5 for x=0.25, 0.5, and by 2 for x=0.75. Ni PDOS in e) is not 
multiplied. .......................................................................................... 173 
Figure 6.5. PDOS for SmCuxCo1-xO3, a) x=0.125, b) x=0.25, c) x=0.5, d) x=0.75, e) 
x=1.0. The Fermi level is at 0 eV, and negative E-EF represent the 
occupied bands and positive the virtual bands. Positive PDOS are 
associated with the α-spin, whereas negative PDOS are associated with 
β-spin. Please note that the Cu PDOS has been multiplied by 10 for 
List of Figures 
22 
x=0.125, 5 for x=0.25, 0.5, and by 2 for x=0.75. Cu PDOS in e) is not 
multiplied. .......................................................................................... 174 
Figure 6.6. σe (S·cm-1) as a function of x for SmBxCo1-xO3. ................................... 176 
Figure 6.7. SmMnO3 and SmFeO3 chemical potential phase diagrams. Grey area 
represents area where SmMnO3 and SmFeO3, respectively, are stable. 
For SmCoO3 phase diagram, see Chapter 4. ..................................... 177 
Figure 6.8. Ef for SmBO3 (B=Mn, Fe, Co, Ni, and Cu). SBO is SmBO3, and LBO is 
LaBO3. Values for LaBO3 taken from Lee et al. 2009.[19] .................. 181 
Figure 6.9. Spin density difference (∆ρα-β) representations of (a) SmMnO3, (b) 
SmFeO3, c) SmCoO3, d) SmNiO3, and e) SmCuO3 with VO. Yellow ∆ρα-β 
isosurface shows an increase of spin density, whereas blue ∆ρ isosurface 
represents a spin density decrease. Isosurface value is set at 0.03. Only 
one Sm3+ has been included in each representation for clarity. .......... 182 
Figure 6.10. The trend in TEC for SmBxCo1-xO3 calculated over a temperature range 
of 600-1200 K. TEC for typical SOFC electrolytes are ~10-13×10-6 K-1, 
which is outside the range of this graph. ............................................ 184 
Figure 7.1. The different dopant configurations for Sm0.75Ca0.25Co0.875Mn0.125O2.88. 
Orange sphere indicate vacancy position, and number refers to 
configuration number in Table 7.1. Sm is pink spheres, Ca grey, O red, 
Co blue, and Mn green, respectively. ................................................. 189 
Figure 7.2. Different dopant configurations for Sm0.75Ca0.25Co0.75Mn0.25O2.88. Orange 
sphere indicate vacancy position, and number refers to configuration 
number in Table 7.1. Sm is pink spheres, Ca grey, O red, Co blue, and 
Mn green, respectively. ...................................................................... 191 
Figure 7.3. Boltzmann distribution of dopant configuration for a) x=0.125 and b) 0.25 
as a function of temperature. ............................................................. 192 
Figure 7.4. Projected Density of States (PDOS) for a) Sm0.75Ca0.25Mn0.125Co0.875O2.88 
and b) Sm0.75Ca0.25Mn0.25Co0.75O2.88. The Fermi level is at 0 eV, and 
negative E-EF represent the occupied bands and positive the virtual 
bands. Positive PDOS are associated with the α-spin, whereas negative 
PDOS are associated with β-spin....................................................... 195 
Figure 7.5. Log-plot of ionic conductivity versus 1000/T. ...................................... 198 
  
 23 
Chapter 1 
Introduction  
1.1 Introduction  
One of the most pressing issues in today’s society is the development of clean and 
sustainable energy sources as viable alternatives to fossil based fuels. As natural 
resources are becoming limited, and the effects of global warming are becoming more 
concerning, widespread efforts are made to reduce carbon dioxide and other 
greenhouse gas emissions. This has led to a huge scientific interest in energy 
materials, with a wide range of alternative energy conversion, storage, and generation 
technologies. Such electrochemical devices, such as lithium batteries, solar cells, 
thermoelectrics, and fuel cells are already important in the current energy economy. 
They are predicted to become even more important in the future, when the research 
effort has made these technologies commercially viable. Before this potential can be 
realized it is critical that the mechanisms that govern the functionality of these 
materials are understood. This understanding will guide the improvement and 
development of new materials to enhance device performance. 
In this thesis, computational modelling methods are employed to study such energy 
materials, in the subset of solid oxide fuel cell materials, with the intention to act as a 
predictive tool and guide for experimental study.  
Chapter 1: Introduction 
24 
1.2 Fuel Cells 
Fuel cells are electrochemical devices that convert chemical energy in a fuel into 
electrical energy, and their main advantage over traditional fuel-to-energy devices, 
such as combustion engines, is their low pollutants emissions. [1–5] Additionally, fuel 
cells are quiet and modular in their physical design, which make them suitable for a 
variety of applications. These applications range from stationary grid-scale electricity 
generation to portable ones for transport applications.[6] In fuel cells, the fuel is 
continuously supplied from an external source, and thus, in theory, a fuel cell could 
continue to produce electricity for as long as a fuel is supplied.  
During the more than 170 years that have passed since William Grove first introduced 
the fuel cell concept in 1839, a wide array of fuel cell types have been developed. [7] 
Common for all fuel cells are that they have three main components; cathode, anode, 
and electrolyte. At the anode side, a fuel, normally hydrogen, is oxidized, whilst at the 
cathode oxygen is reduced. [7] These then react to form water, at which side this 
reaction occurs is cell type dependent. The main difference between cell types lies in 
the electrolyte material. The electrolyte can be either oxide ion or proton conducting. 
The electrolyte should be ion/proton conducting, but electronically insulating. Electric 
power is generated by an electron flow around an external circuit. [7] 
There are five main classes of fuel cells; alkaline fuel cells (AFC), molten carbonate 
fuel cells (MCFC), phosphoric acid fuel cells (PAFC), polymer electrolyte membrane 
fuel cells (PEM), and solid oxide fuel cells (SOFC). A summary of electrolytes, 
electrodes, and fuels is included in Table 1.1. As can be seen from this summary, 
most fuel cell electrolytes are corrosive liquids. This, together with having platinum 
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based electrodes (AFC, PAFC, and PEM), which are expensive and can be corroded 
by the corrosive electrolyte, have limited their use. Thus, SOFC are widely regarded 
as being one of the most practically viable fuel cell technologies, as they are made 
up entirely of ceramic components. However, platinum and other expensive materials 
are still used in SOFC, but are sought to be replaced with other more low-cost 
materials. [3,7–9]  
Table 1.1. Fuel cell types and their electrolytes, electrodes, fuels, and operating temperatures. 
[5,7,10] 
Type Electrolyte Fuel Electrodes Temperature (°C) 
AFC Aqueous sodium or 
potassium hydroxide 
H2 
Carbon with Pt 
electrocatalyst 
100-250 
MCFC Molten potassium 
lithium carbonate 
H2/CO 
Non-precious 
metals 
500-700 
PAFC Phosphoric acid H2 
Carbon with Pt 
electrocatalyst 
150-250 
PEM Proton conducting 
membrane 
H2 
Carbon with Pt 
electrocatalyst 
70-110 
SOFC Solid ceramic 
inorganic oxide 
H2/CO 
/Hydrocarbons 
Solid ceramic 
inorganic oxide 
700-1000 
 
1.3 Solid Oxide Fuel Cells  
SOFC are an effective, promising, and low CO2-emission alternative to traditional 
power sources. These electrochemical cells ideally convert H2 and O2 present in air 
into water, generating electrical power (schematic picture of the SOFC process is 
presented in Figure 1.1.). [1–4] However, one of the main advantages of SOFC is 
their fuel flexibility. This means that modern SOFC can run on hydrocarbons, due to 
internal reforming, making the application less dependent on the production of 
hydrogen gas, but on the other hand leaving more by-products, such as CO2. [1–4] 
However, these possible by-products levels of CO2 are much reduced in comparison 
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to those of traditional power sources, and there are no emission at all of NOx, SOx, or 
hydrocarbons. [7]  
A schematic picture of a SOFC is presented in Figure 1.1. In SOFC, air is let into the 
cathode where the oxygen is reduced (equation 1.1), whereas the fuel is let into the 
anode (equation 1.2). The electric power produced by the SOFC is coming from the 
electrons liberated at the anode (equation 1.2), which are propelled around an 
external circuit (Figure 1.1).  After oxygen reduction, the anions migrate through the 
electrolyte to the anode, where they react with hydrogen to form water (1.3). [7,11]  
Cathode                         
1
2
𝑂2 + 2𝑒
− → 𝑂2−                                                   (1.1) 
Anode                           𝐻2 + 𝑂
2− → 𝐻2𝑂 + 2𝑒
−                                          (1.2) 
Overall                        
1
2
𝑂2 +𝐻2 → 𝐻2𝑂                                                       (1.3) 
 
Figure 1.1. Schematic representation of a SOFC with ideal electrode reactions noted.  
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In the SOFC, the electrolyte is, as the name indicates, a solid oxide. The electrolyte 
should provide a gas diffusion barrier between the anode and the cathode, whilst 
having high ionic conductivity, and none or negligible electronic conductivity. 
Furthermore, the electrolyte should be chemically stable under both oxidizing (anode 
side) and reducing (cathode side) conditions. Traditional SOFC electrolyte materials 
are yttria-stabilised zirconia (YSZ), and gadolinium doped ceria (GDC). [5] As for the 
electrodes, these must both be porous, so as to enable gas diffusion to and from the 
electrode electrolyte interfaces, and be chemically stable at the SOFC operating 
temperatures and redox conditions. Both electrodes are also required to be good 
electronic conductors, and be chemically and physically compatible with the 
electrolyte. This compatibility is expressed in terms of matching thermal expansion 
coefficients (TEC), as this allows mechanical stress between the different 
components during cell operation to be minimised. The anode material, specifically, 
should have excellent catalytic activity for hydrogen oxidation and hydrocarbon 
reforming reactions (when running on non-pure hydrogen fuel). Normally, anodes are 
made of the same material as the electrolyte, in order to minimise the mechanical 
strain on the system, but with metal particles adsorbed at its surface, which are 
catalytically active. Typically, this metal is nickel, but other metals, such as platinum 
and copper, have been tested. Furthermore, the use of double perovskite and 
perovskite anodes have gained increased attention in recent years, in search of 
materials that can act both as anode, electrolyte, and cathode. [5,12–16] 
Another important component of SOFC, are interconnects. The interconnects provide 
electrical connections between cells in a SOFC stack, and to the external circuit. 
Suitable interconnect materials are limited as they need to be stable under SOFC 
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conditions and high temperatures. Interconnect materials used are for example 
platinum and chromium. These interconnects are far from perfect, being both 
expensive, and at SOFC operating temperatures Cr-diffusion poisons the cell. [17]   
1.4 SOFC Cathodes 
Traditionally, SOFC operate at high temperatures, 800-1000°C. However, to 
decrease material cost (especially by using mild-steels instead of expensive alloys as 
interconnects), gain better long-term stability, increase SOFC material compatibility, 
and thus improve the fuel cell life time, efforts are made to reduce these temperatures 
to the intermediate range of 500-700°C, which leads to the concept of Intermediate 
Temperature SOFC (IT-SOFC). In IT-SOFC, the limiting factor is the cathode, which 
is the focus of this thesis. [1–4] A good cathode material should have (i) a small 
thermal expansion coefficient (TEC) that is compatible with its coupled electrolyte, (ii) 
high surface area to increase the active site concentration for the oxygen reduction 
reaction (ORR), (iii) high oxygen reduction catalytic activity at the operating 
temperature, and (iv) high oxygen ion bulk diffusion. [1] Hence, the main task for the 
SOFC cathode is to provide an efficient pathway for the reduced oxygen via the 
electrode to the electrolyte,  through both bulk diffusion and surface exchange. [18,19] 
Koep et al. (2005) suggested that the ORR could follow three pathways in SOFC 
cathodes. [20]  
1. The oxygen reduction can take place at the triple-phase boundary (TPB) 
where the oxygen gas, electrolyte, and oxygen meets, via direct 
electrochemical reduction. However, it is worth mentioning here that the 
importance of the TPB is decreasing as new cathode materials for IT-SOFC, 
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such as cobaltates and ferrites, have reactive sites over the entire cathode 
surface. [21,22]  
2. A surface adsorption step, involving the adsorption and partial reduction of 
oxygen, with the breaking of the O-O bond, before the oxygen is transported 
through the electrode to the TPB.  
3. Oxygen incorporation into the electrode through the surface of the cathode 
material, through surface exchange, and subsequent transport through the 
cathode bulk to the electrolyte. [20,23]  
In the surface exchange rate-limiting proposal, it is suggested that the oxygen gas is 
incorporated at the surface through an adsorption step, followed by dissociation and 
charge transfer before entering the bulk, with one or more of the steps being rate 
limiting. [18–20,24] Under operating conditions, the preferred pathway is envisaged 
to be dependent on the electrode geometry and porosity, such as surface 
composition, vacancy concentration, and surface morphology. [20,25]  
Another property influencing the cathode efficiency, is the area specific resistance 
(ASR), with lower ASR values being more favourable than high. ASR is related to the 
activation energy of the oxygen evolution process (i.e. ORR and the subsequent 
oxygen diffusion through the cathode to the electrolyte), and this activation energy 
can be obtained from Arrhenius plots of ASR. [26] High ASR indicates low ionic 
conduction, which in turn could be linked to low oxygen surface exchange rates and 
high polarisation resistances in the cell. These are all unfavourable properties, and 
hence low ASR are desired. Unfortunately, direct computational modelling of ASR is 
currently not possible, as it is dependent of the full cell setup and conditions. [26] To 
measure ASR, the cathode material is deposited onto an electrolyte material, and 
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properties such as layer thickness, cathode-electrolyte adhesion, and even cell 
preparation influence measurements. [26] Studies have found that ASR is linked to 
the oxygen p-band centre, which in turn is dependent on the oxygen vacancy 
formation energy, a property which is obtainable through computational methods. Lee 
et al. suggested in 2011 that log(ASR) decreases with decreasing negative O p-band 
centres, and that the bulk oxygen vacancy formation energy does so as well. [27] 
Hence, the study drew the conclusion that high log(ASR) leads to high bulk oxygen 
formation energy, and vice versa.  
The efficiency of IT-SOFC cathodes is governed  by the catalytic activity with respect 
to the oxygen reduction reaction, which depends on both the surface oxygen 
reduction and oxygen bulk diffusion. These reactions are oxygen vacancy assisted, 
whereby high oxygen vacancy concentrations are favourable. The main task of the 
IT-SOFC cathode is then to provide an efficient pathway for the reduced oxygen 
through the cathode bulk to the electrolyte. At the same time, the cathode should be 
able to transport electrons in the opposite direction, in other words having both ionic 
and electronic conductivity. [3] Furthermore, it is critical that the cathode is chemically 
and mechanically compatible with the electrolyte. Thus, the cathode material should 
have a thermal expansion coefficient (TEC) similar to that of its coupled electrolyte. If 
these are too different, the cell will break down, and the cathode efficiency in itself will 
not matter.[6,28,29] Normal TEC values are in the range of 10-13×10-6 K-1, and 
cathodes with TEC < 15×10-6 K-1 have been suggested to be suitable for electrolyte-
coupling. However, efficient IT-SOFC cathode materials are often found to have TEC 
above 20×10-6 K-1 [30], which leads to the need of finding cathode materials with both 
high conductivity and low TEC.  
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Several studies have found that the ionic and electronic conductivity need to be 
increased in cathode materials in order to lower the operating temperature without 
losing cathode efficiency. [31,32] This has given rise to a new class of cathode 
materials with ambipolar conductivity, i.e. both electronic and ionic, classed as Mixed 
Ionic and Electronic Conductors (MIEC). [15,18] Traditional SOFC cathode materials 
are typically LaMnO3-based perovskites, which will be further discussed below, and 
are mainly electronic conductors with low ionic conductivity. However, these materials 
lose its oxygen diffusion efficiency at lowered operating temperatures, thus leading 
to the need for materials with higher ionic conduction.  
In the context of IT-SOFC, cathode materials are typically oxide perovskites. 
Depending on the combination of cations used, strain is introduced into the lattice, 
the cation-anion interatomic distances can be manipulated, and a variety of physical 
and chemical properties can be obtained. [33,34] For example, thermal stability is 
influenced by the combination of the cations, as well as redox properties being 
influenced mainly by the transition metal cation. [33–35] The ability to tune the 
chemical and physical properties of the perovskites, as well as their thermal stability, 
make them ideal for applications in fuel cells and catalysis. [33,36,37] Doping of the 
perovskite structure, widely utilised in solid oxide fuel cell components, does 
furthermore increase the possibilities to property enhancement and manipulation. [36]  
1.4.1 Perovskites 
The uses of perovskite materials are widespread, with applications ranging from 
methane combustion to catalysis. [34] The perovskite structure allows for a large 
variety of element combinations, and thereby highly tuneable materials properties. 
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Structurally, a wide range of defects can be accommodated, whilst still retaining 
structural stability. Ideal perovskites have chemical formula ABX3, which has the 
same structure as its namesake, the mineral calcium titanate, CaTiO3. Perovskites 
consist of two cations, A, traditionally lanthanides or alkaline earth metals, and B, 
usually transition metals, and anions, normally oxygen, forming corner sharing BO6 
octahedra. [36,38,39] Ideal perovskites possess a cubic structure with space group 
Pm-3m, [37] but other phases for perovskites are also possible, and highly abundant, 
e.g. rhombohedral and orthorhombic (Figure 1.2). [37] In the ideal cubic perovskite 
structure, A has a 12-fold coordination with respect to O and sits at the cuboctahedral 
sites at the cube corner positions (0 0 0), whilst B has a 6-fold coordination with 
respect to O, positioned in the middle, body centred position (½ ½ ½), of an 
octahedron with O in the corners, i.e. face centred positions (½ ½ 0). [2,34,37,40,41] 
The main focus in this thesis will be the cubic structure, as this is the phase commonly 
found for cathode materials at SOFC working temperatures [37].  
 
Figure 1.2. The different perovskite space groups. Pink spheres are A, blue B, and red O.  
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1.4.1.1 Structural Distortions in Perovskites  
As mentioned above, one of the main advantages of perovskite materials is their 
ability to accommodate distortions. These distortions commonly arises from 
differences in A and B atomic or ionic radii, or from magnetic and electronic effects, 
and are typically observed as distortions to the BO6 octahedra. To determine a certain 
element composition’s formability as a perovskite structure, one can use the 
Goldschmidt Tolerance Factor (t), which is defined as  
𝑡 =
𝑟𝐴 + 𝑟𝑂
√2(𝑟𝐵 + 𝑟𝑂)
                                                               (1.4) 
where rA, rB, and rO, are the ionic radii of A, B, and O, respectively. Ideally, t=1 for 
perovskites. [42,43] Experimental studies have showed that perovskites are formed 
when 0.75<t<1.13, and that cubic structures are obtained for 0.89<t<1.00. At t<0.89, 
rhombohedral or orthorhombic structures are formed, whereas at values closer to 
1.13, a hexagonal structure is observed. [44] t for systems in this thesis are provided 
in Appendix A. 
1.4.1.2 Jahn-Teller Distortions and Crystal Field Splitting 
Jahn-Teller (JT) distortions arise in perovskites when there is an increased separation 
in energy between occupied and unoccupied d-orbitals, and is especially occurring if 
B is an open shell transition metal. [45] In the ideal cubic perovskite structures, the 
regularity and non-distortion of the BO6 octahedra results in the splitting of the B d-
orbitals into three degenerate t2g (lower in energy), and two degenerate eg (higher in 
energy) orbitals, this is referred to as crystal field splitting (Figure 1.3). However, upon 
distortion of the BO6 octahedra, t2g or eg orbitals split, moving away from the ideal 
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picture in Figure 1.3, and if these states are occupied, or partially occupied, this 
distorted structure could become more stable than the ideal cubic. For these 
pseudocubic structures, a portion of the B-O bonds normally elongate, whilst the other 
portion shortens. Furthermore, these distortions could lead to spin transitions, 
something that is very common in cobaltates. In cobaltates, the crystal field splitting 
energy of the Co d-states are comparable to the exchange energy from Hund’s rule, 
leading to the energy gap between the eg- and t2g-states being small, and different 
cobalt spin states being possible. [46,47] The effect of this, and the spin states of 
cobalt, will be further discussed in Chapter 3, and as a running theme throughout this 
thesis.  
 
Figure 1.3. Crystal field splitting in an octahedral environment.  
1.4.1.3 Defects in Perovskites  
Moving away from the ideal theoretical picture of perovskites, it is important to 
consider the effect of defects on the perovskite structure and properties. Defects in 
crystals influence the structure, stability, material chemistry, and conductivities. 
Intrinsic defects, such as vacancies or interstitials, also increase with temperature 
(see chapter 4 for a complete discussion), and are thus of high importance in SOFC 
cathode materials. In cubic perovskites, vacancies are the main intrinsic defects, 
whilst interstitial defects are suppressed by the large ionic radii of the cations. [48] 
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Hence, Frenkel, and anti-site defects are not considered to be important for these 
perovskites. [48]  Furthermore, it is worth mentioning that Schottky defects will not be 
considered in this work, due to the difference in valence between cations and anions. 
Schottky defects are vacancy pairs that form in a way so that the overall system 
remains charge neutral. However, in the systems investigated in this thesis, this 
would lead to the creation of 2 cation vacancies and 3 oxygen vacancies. This type 
of defect is furthermore only expected to exist in systems with an oxygen excess and 
at high temperatures (>1000°C), [49] which are higher than the IT-SOFC operating 
conditions, and hence only the individual vacancies will be discussed in this thesis.  
 
Figure 1.4. Schematic representation of different types of intrinsic defects. Red spheres are 
anions, blue are cations, and white with grey border is oxygen vacancy.  
Extrinsic defects, such as substitutional dopants, are used to tune material properties, 
as will be explored in Chapters 5, 6 and 7. Doping can also lead to additional intrinsic 
defects, for example by charge compensation when substituting a +3-charged cation 
with a +2-charged one. Charge compensation then occurs either via a hole 
compensating mechanism, or an oxygen vacancy mechanism. This is essential for 
SOFC cathode materials, and is used to increase ionic conductivity. A further study 
of these mechanisms is presented and discussed in Chapter 5.   
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1.4.1.4 Oxygen Migration and Diffusion  
Within perovskite SOFC cathode materials, the ion conduction is thought to follow a 
vacancy-hopping mechanism (Figure 1.5), with the oxygen anions migrating between 
oxygen vacancies on the edges of the BO6-octahedra. The coexistence in these 
materials of different sub-lattices, restricts the diffusion paths of both oxygen and 
anions to their respective sub-lattice. Furthermore, oxygen self-diffusion is 
significantly faster in these materials than cation self-diffusion, which for the oxide 
materials investigated in this work can be assumed to be negligible in relation to the 
oxygen diffusion. [50] In crystalline materials, three migration paths are generally 
considered; interstitial, interstitialcy, and vacancy mechanisms. As interstitials are 
expected to be non-existent, or of negligible concentration, in cubic and pseudocubic 
perovskites with large cations, the first two migration paths are not normally 
considered for the ionic conductivity in SOFC cathodes. [48,50] The vacancy assisted 
mechanism involves an oxygen ion diffusing by jumping to a neighbouring vacancy 
(Figure 1.5), and is commonly known to direct oxygen transport in SOFC perovskites. 
Thus, it is of utmost importance that SOFC cathode materials have high oxygen 
vacancy concentrations, and low oxygen vacancy formation energies, as well as low 
oxygen migration energies. It is commonly seen that the barrier to oxygen migration 
is limiting to IT-SOFC cell performance, and governs at how low temperatures the 
cells are able to operate. Hence, this property has gained a lot of attention, and is 
seen as an important variable to reduce in IT-SOFC cathodes. Furthermore, the 
activation energy for oxygen diffusion is dependent on both the association energy 
and migration energy. Association energy is described as the electrostatic interaction 
between oxygen vacancies and dopants (see Chapter 4). Normally, the association 
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energy is easy to overcome at high temperatures, and hence, the activation energy 
is assumed to be equal to the migration energy. [51,52]  
 
Figure 1.5. Schematic illustration of ionic conduction through vacancy-hopping mechanism in 
cubic crystal, with ion migration through vacancy filling by same type neighbouring species. 
For illustration purposes, oxygen vacancy around BO6-octahedra has been chosen. Here blue 
dots are B, red oxygen, and white with grey border is oxygen vacancy.  
1.4.2 Perovskite Materials for SOFC Cathodes 
One important class of perovskite materials is the metal oxides perovskites, ABO3 
[38,39,53,54]. These materials have mixed ionic and covalent character, and it has 
been shown that the size of the A-cation strongly influences the B-O-B bond angle 
and distortion. [38,39] The B-O bonds are polar covalent and crystal field splitting is 
observed for the B d-orbitals. [55] Structural distortion, normally a consequence of 
doping, affects the electronic structure and the electron transport [38].  
Controlling ionic and electrical conductivity, in addition to catalytic properties, for the 
ABO3-type materials is of crucial importance for the enhancement of IT-SOFC 
performance. [53] The phenomenon controlling these properties is thought to be the 
oxygen diffusion, which is the limiting factor for IT-SOFC cathode efficiency, improved 
by the introduction of dopants and other defects, such as anion vacancies. [53] Thus, 
a large number of studies have been reporting on the oxygen diffusion in doped 
perovskite materials. [53]  
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In conjunction with experimental investigations, computational studies have been 
carried out, predominantly modelling the oxygen bulk diffusion, and how this is 
influenced by the dopant cation. By introducing differently charged dopants on the 
cation sites, the ionic conductivity can be increased as a consequence of increasing 
the number of oxygen vacancies through oxygen vacancy compensation schemes. 
Electronic conductivity can also be increased, but as a results of the mixed valence 
in the system and metallic electronic structure. [56] This has mainly been put down 
to the nature of the transition metal, which can induce metallic or semiconducting 
behaviour which in turn can increase the electronic conductivity. [35] Studies have 
also been performed regarding the substitution of A-site metals by both lanthanides 
and non-lanthanides. [57] Successful incorporation of the dopant is dependent on the 
dopant radii in respect to the original cation. [58]  
1.4.2.1 Traditional Cathode Materials 
Lanthanum manganate, LaMnO3, is the current state of the art SOFC cathode parent 
material. [37,53,59–61] LaMnO3 exhibits a plethora of favourable cathode properties, 
which have been assigned to the large number of variables relating to its charge, 
magnetism and structural interplay. [37] LaMnO3 is orthorhombic at room temperature 
with an A-type antiferromagnetic magnetic structure [62,63]. However, at SOFC 
working temperature, LaMnO3 is cubic, with a ferromagnetic ordering of the Mn 3d-
electrons. [37,54,63–68] 
Sr-doped LaMnO3, LSM, with general formula La1-xSrxMnO3-d, is the most important 
and current state-of-the-art SOFC cathode materials due to its high electronic 
conductivity, good ORR catalytic performance, low production cost, and good thermal 
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and chemical fit with the common SOFC electrolyte yttria-stabilised zirconia. 
[19,20,24,61,69–71] Substitution of La3+ with Sr2+ has been shown to increase the 
conductivity, [61] an effect assigned to charge compensation due to the different ionic 
charge of La3+ and Sr2+ and the many possible oxidation states of manganese. [53] 
However, lowering the operation temperature strongly influences the performance of 
the LSM cathode negatively, with lowered ORR efficiency and ionic conductivity. New 
cathode materials are hence sought by doping and combining LSM with other 
species, as well as exploring new perovskites. [71,72]  
LSM cathodes also degrade at high temperatures owing to: (i) thermal stress at the 
grain boundaries with the electrolyte, leading to crack generation;[55] (ii) delamination 
of the electrode from the electrolyte, owing to the thermal stress and oxygen bubbling; 
[32,73] and (iii) migration of dopants and impurities to grain boundaries and 
dislocations, which reduces the effectiveness of the material as the oxygen migration 
from cathode to electrolyte becomes limited. [6,74] Therefore, it seems logical that to 
avoid these problems the operating temperature is reduced, but LSM has been shown 
to be less efficient under these conditions, with decreased ionic and electronic 
conductivity, leading to the need for now cathode materials. [3,6,7,25,69]  
1.4.3 SmCoO3-based SOFC Cathode Materials 
Cobalt-based perovskites have attracted attention owing to their good performance 
at intermediate temperatures, with high ionic conductivity, and electronic conductivity 
sufficient for IT-SOFC cathode efficiency. It is well known that lanthanum cobaltates 
has higher ionic conductivity than LSM, [75] and more recently samarium cobaltate, 
SmCoO3, has been reported to show excellent cathode potential at intermediate 
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temperatures. [1,3,15,18,71,76–82] Replacing La with Sm as the A-site cation can 
further prevent the formation of insulating phases from electrolyte-cathode interface 
reactions. La is known to react with electrolytes, especially YSZ, to form insulating 
pyrochlores such as La2Zr2O7, with a substitution with the smaller ion Sm3+ not 
showing this reaction. It was also reported that this modification improve electronic 
conductivity. [83] 
Through doping on either the Sm- or Co-site, or both, the ionic and electronic 
conduction can be enhanced in SmCoO3, [1,15,71,76,80,81] and SmCoO3-based 
materials (SCOs) are proposed to have higher oxygen diffusion than LSM. [82] The 
charge carrier (oxygen ions and electron holes) concentration in SCOs is typically 
increased as compared to SmCoO3, leading to increased ionic and electronic 
conductivity. [71,76–79,82,84]  
SmCoO3 can exist in more than one phase, orthorhombic and cubic. [33,77,85] Due 
to the application of SmCoO3 as a cathode material in this project, the focus lies on 
the cubic structure, as it is the stable structure at SOFC operating temperatures. 
[77,86] Apart from perovskite, SmCoO3-based cathode materials could also have a 
spinel structure. The spinel gives better thermal expansion properties, but has shown 
worse electrochemical performance than perovskites, and thus, the perovskite 
structure has been selected for further study within this thesis. [87]   
Electronically, SmCoO3 is a semiconductor that possesses temperature-induced 
insulator-to-metal transitions as well as non-magnetic properties. [33,77,78,85,88–
90] To enhance its electronic conductivity, SmCoO3 is normally doped on the Co site 
in order to induce metallic behaviour. [35] Doping the Co-positions with dopants of 
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the same charge does not generate oxygen vacancies, but induces a change of the 
electronic structure, inducing electronic conductivity. [26]  
Co-site doping with same period transition state metals can also decrease the thermal 
expansion coefficient, whereas Sm-site doping (with alkaline earth metals) typically 
increases TEC due to the increase of oxygen vacancies from the charge-
compensation. [26] High thermal expansion coefficients in cobalt-based perovskites 
have been attributed to the increase in ionic radius of Co3+ during the aforementioned 
insulator-to-metal transition, which cobalt undergoes at elevated temperatures, 
whose effect can be reduced by the introduction of transition state metals with more 
stable spin states. [26] Co3+ can exist in different spin states, which will be discussed 
further in chapter 3, which are coupled to the transition, and these spin states alter 
the ionic radius of cobalt. [26] Introducing Fe3+ to the Co-site has been shown to 
increase the perovskite’s thermoelectric properties by distortion of the lattice 
parameters, due to Fe3+ larger ionic radius as compared to Co3+. [78] The same 
argument holds for the mixed valence Sm-site doping, but here the aim is to increase 
the ionic conductivity through charge compensation. [78] By doing this, the charge-
transfer gap decreases, thus reducing SmCoO3’s insulating properties. [78] This 
experimental study also showed that SCOs have good electrical conductivity at the 
SOFC operating temperatures. [78] A more thorough discussion on SmCoO3-based 
cathodes is included in chapter 3 and onwards.  
1.5 Motivation 
The aim of this thesis is to investigate, through computational methods, novel IT-
SOFC cathode materials based on SmCoO3 and to compare those to the current 
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state-of-the-art SOFC cathode LSM. This will be done by doping the parent 
compound SmCoO3, and modelling these systems using density functional theory 
(DFT) and molecular dynamics (MD). MD gives an insight into the oxygen diffusion, 
and thermal expansion, whereas DFT allows for the understanding of electronic and 
magnetic structures, as well as lattice structures and bulk chemistry. Computational 
techniques provide powerful tools with which to analyse and understand cathode 
efficiency at the atomistic level, and can also be used to complement and guide 
experimental study. To accomplish this, firstly, a bulk characterisation of SmCoO3 is 
conducted, calculating physical and chemical properties. Secondly, different dopant 
schemes are evaluated in terms of improvement to IT-SOFC cathode properties such 
as thermal expansion coefficient, ionic and electronic conduction. Finally, on the basis 
of these results, a new cathode material is proposed, with enhanced properties 
compared to LSM and SmCoO3 itself.  
The thesis is divided into the following sub-sections. In Chapter 3, a bulk 
characterisation of SmCoO3 is presented, and its magnetic, electronic, and 
mechanical properties are evaluated. As LaMnO3 is very well studied in literature, it 
is used to benchmark results for SmCoO3, and to serve as a direct comparison in 
Chapter 4. In Chapter 4, the influence of intrinsic defects in SmCoO3 is studied, as 
defects influence the diffusion rate and reactivity of the cathode materials. Three 
defects are studied; oxygen vacancy and cation vacancies, all in their possible charge 
states. Building on from this, dopants are introduced to SmCoO3, evaluating the effect 
of dopants on each cation site separately (Chapter 5 and 6), through different dopant 
schemes. Finally, the two dopant schemes are combined in the final part of this thesis 
to account for a possible practical IT-SOFC cathode material (Chapter 7).   
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Chapter 2 
Methodology 
2.1 Introduction 
To understand and model SOFC cathode materials, it is important to appreciate the 
atomistic properties of the material such as electronic and magnetic structure, defect 
chemistry, and diffusion, as they influence the effect of dopants and the rate of oxygen 
reduction. Two different methodologies have been employed throughout this thesis: 
density functional theory (DFT), and molecular dynamics simulations (MD). DFT has 
been used, as this is a well-utilised and proven technique, for modelling the ground-
state electronic structure of many-body systems in the solid state. It has further been 
shown useful for modelling transition metals, and complex metal oxides.[91] MD, on 
the other hand, allows for simulation of temperature dependent properties and atomic 
motion, such as thermal expansion coefficients and ionic conductivity. Most 
importantly, these two methods have successfully been used to model perovskite 
cathode materials in the past. [19,27,31,75] 
Three simulation codes have been used in this thesis; the Vienna Ab Initio Simulation 
Package (VASP) [92–95], DL_POLY [96], and the General Utility Lattice Program 
(GULP) [97–99]. VASP was used for static-lattice DFT calculations, GULP for 
interatomic potential evaluation for use in the MD calculations, and finally DL_POLY 
was employed for MD simulations.  
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In this chapter, we introduce the theory behind these methods, first presenting the 
time-independent non-relativistic Schrödinger equation, and the Born-Oppenheimer 
approximation for explaining the motion of many electrons in a static nuclei field. 
Different approaches to solve the Schrödinger equation through the Hohenberg-Kohn 
theorems, and their applications through the Kohn-Sham equations are then 
presented together with a discussion of different exchange-correlation functionals, 
and the Hubbard parameter for Coulombic term improvement. Secondly, MD 
methods are introduced discussing Newton’s equations of motion, finite difference 
methods, and how to control temperature and pressure during simulations utilising 
thermostats and barostats. Finally, interatomic potential models are discussed, and 
their implementation in this work indicated.  
2.2 Schrödinger Equation 
The Schrödinger equation was postulated by Erwin Schrödinger in 1926, and is a 
mathematical expression that allows for the determination of a given property (in this 
case the energy) for a given system. For a chemical system with M nuclei and N 
electrons, the interaction of the M+N particles can be expressed through the time-
independent Schrödinger equation (2.1). 
ℋ̂Ψ = EΨ                                                              (2.1) 
where  ℋ̂ is the Hamiltonian operator, Ψ the electron wavefunction, and E the particle 
energy. Ψ contains all information of the studied system for a given quantum state, 
and the square of Ψ is the probability density that the studied particle is found in a 
given region of space. This can then be expanded to process interactions between 
multiple particles in a system, which forms the basis of electronic structure methods.  
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Electronic structure methods consider explicit M nuclei and N electrons forming a 
chemical system, and describe the interaction of the M+N particles through the non-
relativistic time-independent Schrödinger equation 2.2 
𝐸Ψ = (𝐸𝑇,𝑒 + 𝐸𝑇,𝑛 + 𝐸𝑉,𝑒𝑛 + 𝐸𝑉,𝑒𝑒 + 𝐸𝑉,𝑛𝑛 )Ψ                             (2.2) 
The content of the parentheses on the right hand side of equation 2.2 represents i) 
kinetic energy of the electrons (𝐸𝑇,𝑒), ii) the nuclei kinetic energy (𝐸𝑇,𝑛), iii) the 
Coulomb attraction between nuclei and electrons (𝐸𝑉,𝑒𝑛), and iv) the Coulomb 
repulsion in-between electrons (𝐸𝑉,𝑒𝑒) and in-between nuclei (𝐸𝑉,𝑛𝑛), respectively. 
Unfortunately, due to the nature of equation 2.2 of being dependent on two sets of 
related variables (in terms of nuclei and electrons) and requiring the calculation of the 
electron-electron interaction term, a solution is not possible to find with the current 
available mathematical tools. Thus, an assumption based on the relative masses of 
the particles is employed, in order to simplify the problem.  
2.2.1 Born-Oppenheimer Approximation  
In 1927, Max Born and J. Robert Oppenheimer assumed that the motions of nuclei 
and electrons could be separated. The mass of a proton is ~1830 times larger than 
that of an electron, leading to the assumption that the relative velocity of an electron 
is much higher than that of the nuclei. This formed the basis of the Born-Oppenheimer 
Approximation. [100]   
The Born-Oppenheimer Approximation, by neglecting nuclei kinetic energy (term ii in 
2.2) and assuming constant nucleic repulsion (term iv in 2.2), separates electronic 
and nuclear coordinates in the many-body wavefunction, and thus simplifies equation 
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2.2. This simplified Schrödinger equation (2.3) then describes the electron motion 
within a static nuclei arrangement.  
𝐸Ψ = [−∑
1
2
∇𝑖
2
𝑁
𝑖=1
−∑∑
𝑍𝐴
𝑟𝑖𝐴
𝑀
𝐴=1
𝑁
𝑖=1
+∑∑
1
𝑟𝑖𝑗
𝑁
𝑗>𝑖
𝑁−1
𝑖=1
]Ψ                            (2.3) 
Here, the first summation is the electron kinetic energy, the second summation is 
the electron nuclear attraction, and the third summation represents the electron-
electron repulsion. ∇ is the Laplace operator, which represents the second 
derivative of a nucleus or electron with respect to the spatial coordinates, ZA is the 
atomic number of nucleus A, riA is the distance between electron i and nucleus A, 
whereas rij is the distance between electron i and electron j. However, the exact 
solution for equation 2.3 can only be obtained for hydrogen like atoms, i.e. atoms 
consisting of a nucleus and only one electron. For multi-electron and multi-atom 
systems, further simplifications are necessary.  
For multi-electron systems, the Coulomb repulsion (term iv in 2.2) becomes 
challenging to evaluate as there are no mathematical tools to do so, and thus further 
approximations are necessary. Early approaches included to reduce the multi 
electron problem to a single electron problem, which led to the foundation of Hartree-
Fock theory. Hartree-Fock theory assumes that every electron in a system interacts 
with a mean-field of all the other electrons in the system. However, Hartree-Fock 
theory has a major disadvantage in its total energy solution. The total energy obtained 
from Hartree-Fock methods differs by the correlation energy from the exact total 
energy of the system. This discrepancy arises from the correlation of parallel electron 
motions. Methods have been developed to improve this difference (post-Hartree-Fock 
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methods), but for solid state modelling, density functional theory (DFT) remains the 
preferred method and is the one used for the electronic structure simulations in this 
thesis.  
2.3 Density Functional Theory  
2.3.1 Hohenberg-Kohn Theorems 
Density functional theory (DFT) has its basis in the two Hohenberg-Kohn theorems. 
Presented by Walter Kohn and Pierre Hohenberg in 1964, the first theorem states 
that ground state electron density n(r) provides a unique solution to the Hamiltonian, 
and hence all the properties of a multiple electron system, and its total energy, can 
be exactly calculated from its ground state. [101] The second Hohenberg-Kohn 
theorem state that a universal functional F[n(r)] exists such that the total energy of a 
system 𝐸[𝑛(𝒓)] of electrons can be calculated from its corresponding electron density 
following equation 2.4. [101]  
𝐸[𝑛(𝒓)] = 𝐹[𝑛(𝒓)] + ∫𝑛(𝒓)𝑉(r)𝑑r                                   (2.4) 
where 𝐹[𝑛(𝒓)] contains the inter-electronic Coulomb repulsion, exchange and 
correlation energies in addition to kinetic energy, and V(r) is the Coulomb attraction 
between nuclei and electrons for atomic systems. To solve equation 2.4, the 
variational principle was applied, by minimizing 𝐸[𝑛(𝒓)] to obtain the system ground 
state energy, and therefrom the exact n(r) and properties. However, difficulties in 
solving the Hamiltonian electron-electron term still persists, and the exact form of 
𝐹[𝑛(𝒓)] remains unknown. 
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2.3.2 Kohn-Sham Equations 
A scheme to solve equation 2.4 was published the following year, 1965, by Kohn and 
Lu Jeu Sham. [102] Here, a fictional system with non-interacting electrons is 
introduced with the same density as the real system of interacting electrons, with the 
energy of the fictional system being able to be split into the following terms:  
𝐸[𝑛(𝒓)] = 𝐸𝑇[𝑛(𝒓)] + 𝐸𝑉[𝑛(𝒓)] + 𝐸𝐻[𝑛(𝒓)] + 𝐸𝑋𝐶[𝑛(𝒓)]                 (2.5) 
 𝐸𝑇[𝑛(𝒓)] is the Kohn-Sham kinetic energy of the fictional system of non-interacting 
electrons, 𝐸𝑉[𝑛(𝒓)] is the potential energy, 𝐸𝐻[𝑛(𝒓)] is the Hartree energy relating to 
the Coulomb repulsion between all electrons, and 𝐸𝑋𝐶[𝑛(𝒓)] is the exchange 
correlation energy, which is a correction to the kinetic energy and the non-classical 
inter-electronic repulsion due to exchange and correlation. As the kinetic energy term 
is now expressed in terms of a non-interacting system, the wave-function can be 
written as a Slater determinant (equation 2.6).  
Ψ𝑆𝐷(𝒓1, … , 𝒓𝑁) =
1
√𝑁!
[
𝜓1(𝒓1) ⋯ 𝜓𝑁(𝒓𝑁)
⋮ ⋱ ⋮
𝜓𝑁(𝒓𝑁) ⋯ 𝜓𝑁(𝒓𝑁)
],                                   (2.6) 
𝜓1(𝒓1) are the single particle orbitals. A Slater determinant describes wavefunctions 
of multi-fermionic systems. Using the Born interpretation of the wave function, which 
states that the probability of finding a given particle at a given point is proportional to 
the square modulus of the wavefunction, the electron density can then be written as  
𝑛(𝑟) =∑|𝜓𝑖(𝑟)|
2 =
𝑁
𝑖
 |Ψ|2                                                          (2.7) 
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 Building from this, the total system energy can be expressed in terms of an 
expectation value of the wavefunction’s Hamiltonian. To reproduce the ground state 
density, an external potential 𝜈𝑒𝑓𝑓 is chosen such that the ground state energy (𝐸𝑔𝑠) 
can be written as 
𝐸𝑔𝑠 = ⟨Ψ𝑔𝑠[𝑛]|?̂?|Ψ𝑔𝑠[𝑛]⟩                                                   (2.8𝑎) 
where  
?̂? =
ℏ∇2
2𝑚
+ 𝜈𝑒𝑓𝑓                                                         (2.8𝑏) 
𝜈𝑒𝑓𝑓 = 𝜈𝑒𝑥𝑡(𝒓) + 𝜈𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝒓) + 𝜈𝑥𝑐(𝒓) = 𝜈𝑒𝑥𝑡(𝒓) + ∫𝑑𝒓′
𝑛(𝒓)
|𝒓 − 𝒓′|
+
𝛿𝐸𝑥𝑐[𝑛]
𝛿𝑛(𝒓)
,       (2.8𝑐) 
In equation 2.8, 𝜈𝑒𝑥𝑡 is the electron-ion interaction, 𝜈𝐻𝑎𝑟𝑡𝑟𝑒𝑒 is the electron-electron 
potential, and 𝜈𝑥𝑐 is the exchange-correlation potential. Using the Kohn-Sham 
formulation of the Schrödinger equation, the single particle orbitals can be determined 
as  
(−
ℏ∇2
2𝑚
+ 𝜈𝑒𝑓𝑓(𝒓))𝜓𝑖(𝒓) = 𝜀𝑖𝜓𝑖(𝒓),                                                 (2.9) 
𝜈𝑒𝑓𝑓(𝒓) is the effective potential, 𝜓𝑖(𝒓) is the Kohn-Sham orbital, and 𝜀𝑖 is the Kohn-
Sham orbital eigenvalue. Equation 2.9 forms the basis of Kohn-Sham DFT, and are 
a system of equations that are solved self-consistently from an initial electron density 
guess until convergence. However, an exact solution to 𝐸𝑋𝐶[𝑛(𝒓)] is not currently 
available, and hence this approach does not solve the ground state of a many-body 
system exactly. Approaches have been proposed to approximate the exchange-
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correlation functional, such as the local density approximation and generalised 
gradient approximation presented below.  
2.3.3 Exchange Correlation Functionals 
2.3.3.1 Local Density Approximation  
The local density approximation (LDA) is a rough approximation of EXC, calculating 
the exchange-correlation from the electron density at each point in space through a 
homogeneous electron gas, a jellium, as  
𝐸𝑋𝐶
𝐿𝐷𝐴[𝑛(𝐫)] = ∫𝑑3𝐫𝑛(𝐫) 𝜀𝑋𝐶
𝐿𝐷𝐴(𝑛(r))                                               (2.10) 
where 𝜀𝑋𝐶 is the exchange-correlation energy for each particle in the jellium. This can 
be further extended to spin-polarised systems by calculating the spin up (and spin 
down (, electron density separately, leading to the local-spin-density-approximation 
(LSDA).  
𝐸𝑋𝐶
𝐿𝑆𝐷𝐴[𝑛𝛼, 𝑛𝛽] = ∫𝑑
3𝐫𝑛(𝐫) 𝜀𝑋𝐶(𝑛𝛼 , 𝑛𝛽)                                      (2.11) 
LDA has shown good results, accurately calculating bond lengths. However, LDA has 
also shown poor reproducibility of van der Waals interactions and underestimation of 
band gaps, leading in some cases to the prediction of metallic behaviour for 
semiconductors. The method also fails to describe atomic core levels, and d- and f-
orbitals.[19,103,104]  
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2.3.3.2 General Gradient Approximation  
The shortcomings of LDA can be improved by introducing gradient corrections to the 
exchange-correlation energy for each particle in the jellium. This approach is referred 
to as the general gradient approximation (GGA) and expressed as  
𝐸𝑋𝐶
𝐺𝐺𝐴[𝑛(𝐫)] = ∫𝑑3𝐫 (𝑛(𝐫), ∇𝑛(𝐫))                                       (2.12) 
 
GGA has shown many improvements compared to LDA, such as more accurate bond 
lengths, lattice constants (although for noble metals LDA tends to give better 
agreement with experiment) and bond angles, improved atomic and binding energies 
and band gaps.[104] Thus, this approach has been chosen for this project over LDA, 
by the implementation of Perdew-Burke-Ernzerhof (PBE) functionals.[105–108] 
However, GGA does still underestimate band gaps in semiconductors, which leads 
to the need for corrected GGA to be applied to the system investigated here. [19] 
The DFT+U method aims to be an improvement on GGA techniques by implicitly 
taking into account the electron self-interaction error, and is described in more detail 
in the next section. Other approaches commonly includes Meta-GGA and hybrid 
functionals. Meta-GGA are based on GGA functionals, but also includes the second 
derivative of the electron density and depends on the kinetic energy density.[104] 
Hybrid functionals includes an exact exchange part, obtained from Hartree-Fock 
theory, which acts as a self-interaction cancellation in some extent. Hartree-Fock 
theory does not experience self-interaction errors, as the diagonal terms in the 
exchange and Coulomb integrals cancel, and hence, DFT calculations are proposed 
to be improved by mixing in Hartree-Fock exchange. Normally, 25% Hartree-Fock 
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exchange is used (PBE0), but the exact amount, and calculated results, are in VASP 
dependent on a pre-converged PBE calculation.[104] These methods whilst useful 
have been rejected in this work though, as they would induce a too high computational 
cost, preventing a meaningful study of dopant types and concentrations. As this is of 
critical importance for the understanding of SOFC cathode performance, the DFT+U 
method was chosen.   
2.3.4 DFT+U Method 
The electron self-interaction problem inherent in DFT arises from the electron 
interacting with an average of all the electrons, including itself. [109] This leads to 
DFT favouring delocalised solutions, and failing when modelling transition metals that 
got localised d- and f-states. It is well documented that DFT usually fails when 
describing the electronic structure of transition metal perovskites, and that normal 
exchange correlation functionals cannot correct the electron self-interaction problem, 
leading to a metallic description of perovskites and/or an underestimation of their 
band gaps. [65,110,111] The DFT+U method seeks to reduce the overlapping of 
orbitals that arises from the delocalisation of DFT by introducing a penalty energy for 
the hybridisation of d- or f-orbitals. [112]  The method introduces a Hubbard 
parameter, or U parameter, which penalises double d-band occupation, thus 
enhancing the on-site Coulomb repulsion between electrons in the same d-band.  
The U-parameter is fitted empirically so that the model reproduces existing 
experimental data. There are different implementations of the DFT+U approach. The 
one used in this work is Dudarev’s approach (equation 2.13). [109]  
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𝐸𝐷𝐹𝑇+𝑈 = 𝐸𝐷𝐹𝑇 +
𝑈𝑒𝑓𝑓
2
∑𝑟[𝑛𝜎 − 𝑛𝜎𝑛𝜎]
𝜎
                       (2.13) 
Here, 𝑛𝜎 is the on-site density matrix of the d-electrons with spin σ, and Ueff is the 
difference between the Coulomb, U, and the exchange, J, interactions between the 
electrons. This approach has been chosen as it is widely used for perovskites, and 
only one parameter, Ueff=U-J, has to be fitted empirically. J=1 has been applied 
throughout this thesis. [19]  
In this work, Ueff is introduced for the cobalt 3d-electrons. To the best of our 
knowledge, no Ueff parameter had been previously reported for Co d-electrons in 
SmCoO3. We performed an empirical fitting with respect to its geometric parameters, 
but results were inconclusive, with increasing U-values giving decreasing lattice 
parameter and increasing band gap (see Table 2.1). Hence, we decided to use Ueff = 
3 eV, with Co PBE potential, as this value has been previously used for other cobalt-
based perovskites and fitted to experimental data for LaCoO3. [19,113] Furthermore, 
this U-value gives good structural agreement, and a band gap within the range 
previously observed for cobalt perovskites. [113,114] 
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Table 2.1. Comparison of cobalt PBE functionals and cobalt Ueff values for SmCoO3 in terms 
of lattice parameter (a), interatomic distances, and band gap (Eg). Co pseudopotentials have 
their semi core states frozen, whereas Co_pv pseudopotentials have p-electrons treated as 
valence electrons. [115] 
 
  Ueff   a (Å) Sm-O (Å) Co-O (Å) Eg (eV) 
Experimental   3.751 2.652 1.875  
 Co  PBE N/A  3.757 2.653 1.876  0 
 PBE+U 2 3.754 2.654 1.877 0.24 
3 3.754 2.654 1.877 0.68 
4 3.752 2.653 1.876 1.02 
5 3.751 2.652 1.875 1.16 
6 3.750 2.651 1.875 1.26 
Co_pv  PBE  N/A 3.759 2.658 1.880 0 
PBE+U 2 3.757 2.657 1.879  0.27 
3 3.756 2.656 1.878 0.69 
4 3.757 2.656 1.878 1.04 
5 3.755 2.656 1.878 1.19 
6 3.756 2.656 1.878 1.29 
2.3.5 Electronic Structure Problem in Periodic Solids 
Applying these methods to crystalline solids, the number of atoms and electrons in 
the simulation cell can be reduced by taking into account symmetry elements. Within 
this thesis, this has been applied though the use of plane-wave basis sets.  
2.3.5.1 Bloch’s Theorem  
The wavefunction of a free electron is described by a plane wave, 𝜓~𝑒𝑖𝐤∙𝐫, where a 
perpendicular plane to vector k is made from points with constant value. The one 
electron wavefunction (𝜓𝑖,𝐤(𝐫)) moving in a periodic potential is furthermore similar to 
the wavefunction of a free electron 𝑒𝑖𝐤∙𝐫, and is described by the function 𝑓𝑖,𝐤(𝐫) 
through equation 2.14. [116] 
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𝜓𝑖,𝐤(𝐫) = 𝑓𝑖,𝐤(𝐫)𝑒
𝑖𝐤∙𝐫                                                 (2.14) 
𝑓𝑖,𝐤(𝐫) has the periodic character of the crystal, which means that whether the input 
argument is r or any other translational vector (T) within the same crystal periodicity, 
the value of 𝑓𝑖,𝐤(𝐫) will be the same. 𝑓𝑖,𝐤(𝐫) can be expanded as a Fourier series of 
vectors G in the reciprocal lattice, where G is defined as 𝑒𝑖𝐆∙𝐓 = 1.  
𝑓𝑖,𝐤(𝐫) =∑𝑐𝑖,𝐤,𝐆
G
𝑒𝑖𝐆∙𝐫                                           (2.15) 
Equation 2.14 and 2.15 give that wavefunctions with index k have the same solutions 
as those with index k+G. Thus, it is sufficient to find the solutions for k-points in the 
first Brillouin zone, i.e. the primitive cell in reciprocal space. Not solving these 
equations in reciprocal space would result in a finite number of equations with an 
infinite number of variables, whereas solving these problems in reciprocal space 
gives the reverse, and thus the k-points are those points in which the wavefunction is 
evaluated.  
In this work, two methods for k-point sampling have been used; the improved 
tetrahedron method, and the Monkhorst-Pack method. [117,118] The improved 
tetrahedron method breaks up the simulation cell in reciprocal space into tetrahedra, 
whereas the Monkhorst-Pack method generates a grid of k-points in the Brillouin 
zone.  
2.3.5.2 Plane-wave expansion of the wavefunctions 
Substituting equation 2.15 into equation 2.14, each wavefunction can be expressed 
as a basis set plane-wave expansion, according to equation 2.16. 
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𝜓𝑖,𝐤(𝐫) =∑𝑐𝑖,𝐤,𝐆
G
𝑒𝑖(𝐆+𝐤)∙𝐫                                                 (2.16) 
Exact description of the electronic wavefunction is only possible to obtain from an 
infinite plane-wave basis set. Practically though, ci,k+G tend to 0 for high kinetic energy 
plane-waves, and is thus commonly truncated to only take into account plane-waves 
with kinetic energy below this cut-off. This plane-wave cut-off is established through 
convergence testing for the specific system in interest. Furthermore, as 𝜓𝑖,𝐤(𝐫) is 
dependent on plane-wave coefficient ci,k+G, finding a solution to the Kohn-Sham 
equation is reduced to finding a set of ci,k+G such that this set minimizes the energy.  
However, the wavefunction size (determined by the plane-wave cut-off) is still large 
for multi-body systems, and thus it is necessary to introduce approximations, such as 
pseudopotentials.  
2.3.5.3 Basis sets 
Solving the single-particle Kohn-Sham equations, the single-electron wavefunctions 
need to be expanded in terms of a basis. By doing this, one transforms the single-
particle Schrödinger equations into a matrix equation. This matrix equation can then 
in turn be efficiently solved computationally. In modern electronic structure 
techniques, two broad classes (with the suitability being dependent on the expansion 
of the valence orbitals and the charge densities) of this solution are defined; atomic 
orbitals (AO) and plane-wave basis sets. For molecular systems, AO have been 
applied to solve the Kohn-Sham equations, by composing a basis of a finite number 
of atomic orbitals, each centred at the individual atomic nuclei within the molecule. 
Plane wave basis sets are not localised on an atom and the forces are directly 
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calculated from the Hellmann-Feynman theorem.[119,120] Plane wave basis sets 
utilises Fourier transforms to move between k- and real space, which increases 
computational efficiency. Plane waves are orthogonal across the system, and thus 
basis superposition errors are avoided.  
In theory, a basis set would be complete enough to be a representative of any wave 
function if an infinite number of plane waves (or AO) were considered. However, this 
is computationally impractical, and thus the basis set needs to be truncated at such 
a point that the kinetic energy is sufficiently converged to converge the total energy 
calculation.  
2.3.5.4 Pseudopotentials 
Pseudopotentials reduce the wavefunction size problem, and thus calculation 
complexity, by just considering the valence electrons of the investigated system 
explicitly, treating the core electrons as a punctual charge. The interaction between 
the pseudopotential and the valence electrons is simulated by introducing a potential 
term acting on the valence electrons, which replaces the Coulomb potential for the 
nucleus and core electrons. Core electrons are thus assumed to have low chemical 
reactivity, an assumption which forms the basis of norm-conserving pseudo-
potentials (NCPP). Within the NCPP methodology, the atom core region is replaced 
by a soft nodeless pseudo-wavefunction having the same charge as the all-electron 
wavefunction for this region, where before application of NCPP core wavefunctions 
would be oscillating rapidly. [121] Building on from the NCPP approach, the ultrasoft 
pseudopotentials (USPP) were developed. For these, the core electrons charge is 
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not kept fixed, but instead allowed to vary. The variation in charge is then 
compensated by localized atom-centred augmentation charges. [122] 
2.3.5.4.1 Projector Augmented-Wave Method  
The projector augmented-wave (PAW) method [123] is the most robust 
pseudopotential method and is inspired by the all-electron linear augmented plane-
wave (LAPW) method. [124] Within the PAW approximation, one can express the 
wavefunction per equation 2.17. 
𝜓(𝐫) = ?̃?(𝐫) +∑[𝜙𝐴(𝐫) − 𝜙?̃?(𝐫)]〈𝑝Λ̃|?̃?〉
Λ
                    (2.17) 
Here, 𝜓 is the wavefunction, ?̃? the pseudo-wavefunction, 𝑝Λ̃ are projector functions, 
and 𝜙𝐴 and 𝜙?̃? are the one-electron Schrödinger equations for the isolated atom 
partial waves and auxiliary pseudo-partial waves, respectively. Within this framework, 
𝜓 adapts atom-like behaviour within the atomic (augmentation) regions, whereas 
outside (interstitial regions) 𝜓 is identical to ?̃?.  The solutions to 𝜙𝐴 forms the basis 
set in the augmentation region and have nodal behaviour. Expanding 𝜙?̃?, such that 
𝜙𝐴=𝜙?̃? in the interstitial region, within the augmentation region, ?̃? is cancelled out. 
Equation 2.16 is exact if one can perform a complete expansion of 𝜙𝐴. However, in 
practice, this expansion is truncated to allow fast convergence. Because of this, the 
augmentation regions will have some ?̃? contributions. Furthermore, in this method, 
the core electrons are considered frozen for atomic solutions, and the full all-electron 
wavefunction is used to allow for the calculation of properties which are dependent 
on the spin density and full charge. Finally, PAW enables faster ?̃?  convergence 
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compared to NCPP and USPP, and is the method used in this method, as 
implemented in VASP. [125]  
2.3.6 Geometry Optimization Techniques 
To optimise atomic positions and cell parameters, a variety of methods are available. 
The methods do not only aim to find the minimum electronic energy, but do also 
minimize the inter-nuclear Coulomb energies at 0 K. By combining these two 
energies, the total energy is obtained.  
2.3.6.1 Conjugate Gradient Method 
The conjugate gradient method (CG) is used to optimise ionic positions. [126] For an 
ionic system, the CG method calculates the energy function E(R) and its gradient with 
respect to the ion’s (or nuclei) coordinates, R. The gradient,−𝜕𝐸(𝐑)/ ∂𝐑, is defined 
as the force (F) acting on the ions. It is calculated by solving the Hellman-Feynman 
theorem for a given system.  
CG uses the steepest descent algorithm (SD) to find optimised ionic positions. In SD, 
the atoms are moved in the direction of F, and the evaluation of E(R), is initially carried 
out at regular intervals along two points. For any initial position R1, the new position 
R2, can be expressed as  
𝐑2 = 𝐑1 + 𝑏1𝐅(𝐑1)                                               (2.18)   
where b1 is picked so that F(R2)F(R1)=0. The new gradient (F(R2)) should be 
perpendicular to the previous line. The procedure is then repeated from this new point 
along the direction of F(R2) until such a time as a minimum is located. This is a 
Chapter 2: Methodology 
60 
disadvantage of the SD method, as only directions which are perpendicularly related 
are allowed, and it leads to a larger number of required iterations before convergence.  
The first step of the CG and SD methods is the same. However, in the CG method, 
the successive displacements, which were restricted in SD, can take any direction. 
This is expressed in equation 2.19. 
    𝐑𝑚+1 = 𝐑𝑚 + 𝑏𝑚𝐒𝑚                                               (2.19) 
Sm is a search vector, and contains gradient and search direction information from 
the previous step.  
𝐒𝑚 = 𝐅(𝐑𝑚) + 𝛾𝑚𝐒𝑚−1                                               (2.20)  
In equation 2.20 the scalar coefficient 𝛾𝑚 is 0 when m=1. For m>1, 𝛾𝑚 is defined as  
𝛾𝑚 =
𝐅(𝐑𝑚)∙𝐅(𝐑𝑚)
𝐅(𝐑𝑚−1)∙𝐅(𝐑𝑚−1)
                                                      (2.21)   
The CG method, in relation to SD, thus readily reduces the number of iterations 
needed to find the energy function minimum. The search directions are independent 
(conjugate) from each other, which enables the minimum to be found from a quadratic 
function of M variables in M steps.   
The CG method is implemented in VASP. Firstly, the ions and cell shape, dependent 
on calculation type, are changed using SD. Secondly, a line minimization is required 
in the CG method. This is done in several steps;  
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(i) a trial step in the search direction is performed whereby the energy and 
forces are recalculated.  
(ii) approximate total energy minimum is obtained from a cubic or quadratic 
interpolation using the change in energy and forces from the previous 
step. Following this, a corrector step is included so that the ionic positions 
corresponds to the newly calculated minimum.  
(iii) Following the corrector step, energy and forces are re-evaluated for the 
new ionic positions. The VASP code then checks if the new forces contain 
any significant component that is parallel to the search direction in the 
previous step. If so, additional corrector steps are performed to improve 
the line optimisation.  
This outline assumes that only a single minimum is present in the energy function. 
For an energy function with several minima, this method will find the minimum within 
the basin of the initial sampling point.  
2.3.6.2 Pulay Stress and Equation of State Method – Cell Parameter Relaxation 
To optimise cell parameters, and not only ionic positions, Pulay stress can arise. [127] 
This originates from the plane wave basis set not being complete with respect to 
volume changes. The number of base functions are determined by the energy cut-off 
and the reciprocal lattice cell size. During lattice parameter optimisation, the crystal 
cell volume will vary, which in turn will change the number of plane waves in the basis 
set for the same cut-off. This relates to a pressure larger than zero or in other words 
stress, which has a tendency to decrease volume. This can be prevented by choosing 
an energy cut-off ~30% higher than necessary for energy convergence. 
Disadvantageously though, this increases computational expense. However, such a 
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cut-off should be sufficient for converging the stress tensor and will thus justify the 
increase in computational time.  
Another method to avoid Pulay stress is to perform volume conserving calculations, 
whereby one only allow the ion coordinates and cell shape to relax. In this type of 
calculation, the basis set remains constant, and the Pulay stress is kept to a minimum 
as it is mainly volume dependent. To find the equilibrium cell volume, an energy 
versus volume graph can be plotted, with a cubic equation of state fitted to the points, 
wherefrom a minimum can be localised.  
2.3.7 DFT Optimised Structure Analysis 
To analyse our DFT results, vibrational frequencies, density of states, and Bader 
charges have been used to obtain properties and to characterise steady states.  
2.3.7.1 Vibrational Frequencies 
For an optimised structure, the gradient of each individual vibrational mode should be 
zero. Both local and global minima on a potential energy surface have positive second 
derivatives, giving all real vibrational frequencies. For a transition state however, one 
vibrational frequency will be imaginary, as one of its secondary derivatives is 
negative. This is implemented in VASP by calculating the second derivative of the 
energy gradient numerically from small atomic displacements at each Cartesian 
coordinate. Furthermore, the Hessian matrix, which is the second derivative of the 
energy with respect to atomic positions, can be determined from forces, leading to 
convergence of forces to find optimised structures important. The vibrational 
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frequencies are then the eigenvalues in the Hessian matrix, and the vibrational 
normal modes are the eigenvectors.  
2.3.7.2 Bader Charge Analysis 
Bader charge analysis is a methodology that partitions atomic charges based upon 
electron density and its gradient, which can be readily obtained from DFT calculations 
and is convenient for condensed matter use. This methodology was proposed by 
Richard Bader who introduced the Atoms in Molecules (AIM) theory for topological 
analysis of electron density and based it on the Lewis model and Valence Shell 
Electron Pair Repulsion (VSEPR). [128–131] The electron density in a chemical bond 
between two atoms is highest between the two nuclei which is where the electron 
density gradient vectors start and end. Here, electron density can be divided into 
subsystems that are further separated by zero-flux surfaces of electron density, and 
in AIM theory, an atom is defined as bound by a cavity with a zero flux gradient vectors 
surface. The atomic charge is then evaluated over the Bader basin, which is the 
volume enclosed by the zero-flux surface. Over this space, a number of atomic 
properties, for example spin and charge density, could be integrated to give a non-
basis set sensitive result. [132–134] A drawback of this method is however that Bader 
charges underestimates ionic charges as a consequence of the electron 
delocalisation inherent in DFT. Importantly though, this method allows for 
comparative studies to be made, and for general trends within a system to be 
explored.  
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2.3.7.3 Density of States 
Periodic solid systems consisting of a large number of atoms has individual discrete 
energy levels very close together, and these form continuous bands. To characterise 
these bands, density of states (DOS) plots can be used. DOS show the number of 
available states that electrons can occupy at a given energy. Furthermore, it contains 
information regarding the site-projected DOS (PDOS) and the α (upwards direction) 
and ß (downwards direction) electron states, which are DOS projected onto atomic 
orbitals. PDOS can be used to examine what bands are involved in chemical bonds, 
and changes in intensity and energy position can indicate charge transfer and/or ionic 
or covalent interactions.    
2.4 Molecular Dynamics  
Molecular dynamics (MD) is a technique utilised to study the time evolution of 
interacting particles, by integrating the interacting particles’ equations of motion. 
[135,136] Within classical MD, the time evolution is calculated based on the following 
assumptions:  
(i) The atomic nuclei move according to Newton’s second law, and are 
treated as classical particles. This assumption is valid for the motion of 
non-light atoms and whilst vibrations with frequencies (ν) fulfil hν>kBT. 
This relation is true at high temperatures.  
(ii) No electrons are explicitly included. The interaction between particles is 
instead computed by a potential energy function. This assumption is 
dependent on the applied force-field models utilised to account for the 
intra- and inter-molecular interactions between the particles.  
Chapter 2: Methodology 
65 
2.4.1 Newton’s Equation of Motion Integration 
For a classical particle with mass m that is moving under the influence of a force F(r)  
𝑚
𝑑2𝐫
𝑑𝑡2
= 𝐅(𝐫)                                                                          (2.22) 
and the classical equations of motion are expressed though equation 2.23.  
𝑑𝐫(𝑡)
𝑑𝑡
=
𝐩(𝑡)
𝑚
= 𝐯(𝑡)                                                          (2.23a) 
𝑑𝐩(𝑡)
𝑑𝑡
=  𝐅(𝐫)                                                                      (2.23b) 
𝑑𝐯(𝑡)
𝑑𝑡
=  
𝐅(𝑡)
𝑚
                                                                      (2.23c) 
p is the particle’s momentum (p=mv(t), v(t) is the particle’s velocity), and t is time. 
From the integration of equations 2.23a-c, the particle trajectory dependent on the 
external force-field F(r) is defined, giving the position r(t), and momentum p(t) at each 
time. For a moving particle influenced by a constant force, such that F(r)=F, the 
evolution of a particle’s momentum and position with time is given by  
𝐩(𝑡) = 𝐹𝑡 + 𝐩0                                                    (2.24𝑎) 
𝐫(𝑡) =
1
2
𝐹
𝑚
𝑡2 +
𝐩0
𝑚
𝑡 + 𝐫0                                              (2.24𝑏) 
r0 and p0 are the particle’s initial position and momentum. The knowledge of these 
defines the particle’s trajectory.  
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A more realistic simulation is a system consisting of N interacting particles where the 
force acting on a particle changes with changing particle position Fi= Fi(r1, r2,…, rN), 
either induced by the particle moving on its own or when any of the other particles in 
the system interact with it and thus makes the particle change position. To describe 
the motion of N interacting particles, a set of N equations are used (equation 2.25).  
𝑚𝑖
𝑑2𝐫
𝑑𝑡2
= 𝐅𝒊(𝐫1, 𝐫2, … , 𝐫𝑁), 𝑖 = 1,𝑁                                  (2.25) 
with the equations of motion for each of the N particles being  
𝑑𝐫𝑖
𝑑𝑡
=
𝐩𝑖
𝑚
                                                                   (2.26𝑎) 
𝑑𝐩𝑖
𝑑𝑡
= 𝐅𝑖                                                                   (2.26𝑏) 
Equation 2.26 cannot be analytically solved due to the complicated form of the force 
acting on the particles. To solve these differential equations, MD simulation 
techniques utilises a finite difference approach by breaking down the calculation in 
short time steps (Δt). At each time step, the forces acting on the particles are 
calculated and then combined with the current particle positions and velocities to give 
new positions and velocities. The particle is then moved to this new position and the 
forces are updated. The force acting on a particle is assumed to be constant during 
each time step. Repeating this procedure for a set simulation time generates a 
dynamical trajectory, which is describing the time evolution of 𝐩𝑖 and 𝐫𝑖 for each 
particle on a time grid (equation 2.27) 
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{𝐫𝑖(𝑡0), 𝐫𝑖(𝑡0 + ∆𝑡), 𝐫𝑖(𝑡0 + 2∆𝑡), …  }                               (2.27𝑎) 
{𝐩𝑖(𝑡0), 𝐩𝑖(𝑡0 + ∆𝑡), 𝐩𝑖(𝑡0 + 2∆𝑡), …  }                             (2.27𝑏) 
Thus, MD allows the microscopic dynamics of a system, in terms of a trajectory for 
each individual particle in the system, to be computed. It is also a deterministic 
technique, which means that given an initial set of positions and momenta the time 
evolution is defined completely. Furthermore, the configuration of the interacting 
particles at each time t is completely defined by  
{𝐱1(𝑡), 𝐱2(𝑡), … , 𝐱𝑁(𝑡) }                                                 (2.28) 
where, xi=(ri,pi) and defines the position and momentum of particle i.  
2.4.2 Total Energy Conservation 
A system’s total energy (E) can be written as the sum of its kinetic (K) and potential 
(V) energies. 
𝐸 = 𝐾 + 𝑉                                                                  (2.29) 
If it is assumed that these components are time independent, then from the equations 
of motions 
𝑑𝐸
𝑑𝑡
= 0, i.e. the total energy is a constant of motion. For this to be true, no 
explicitly time-independent or velocity-dependent forces may act on the system. 
Thus, in MD calculations of systems with N interacting particles, the particles follow 
Newton’s equations of motion and conserve E.   
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2.4.3 Finite Difference Methods 
MD simulations require time integration algorithms that integrate the equations of 
motion to obtain trajectories. These integration algorithms are based on finite 
difference methods. Finite difference methods introduce time as a discrete variable 
on a finite grid by defining the time-step (Δt) as the distance at the time grid between 
two consecutive points. Thus, by knowing the atomic positions and the derivative of 
these at time t, the chosen integration scheme can give the atomic positions at a later 
point in time (t+Δt), and by repeating this for nΔt, the time evolution for the system 
can be obtained. The most commonly used MD integration schemes are based on 
the Verlet algorithm. In this work, we have employed the velocity Verlet algorithm, 
with a more detailed outline presented below.  
2.4.3.1 Verlet Algorithm  
The Verlet algorithm is based on third order Taylor expansions of r(t), with one going 
forward in time and one going backwards. If v is the velocity, i.e. the first time 
derivative of r(t), a is acceleration, i.e. the second time derivative of r(t), and b is the 
third time derivative of r(t), one can write  
𝐫(𝑡 + Δ𝑡) = 𝐫(𝑡) + 𝐯(𝑡)Δ𝑡 +
1
2
𝐚(𝑡)Δ𝑡2 +
1
6
𝐛(𝑡)Δ𝑡3 + 𝑂(Δ𝑡4)    (2.30𝑎) 
𝐫(𝑡 − Δ𝑡) = 𝐫(𝑡) − 𝐯(𝑡)Δ𝑡 +
1
2
𝐚(𝑡)Δ𝑡2 −
1
6
𝐛(𝑡)Δ𝑡3 + 𝑂(Δ𝑡4)    (2.30𝑏) 
𝑂(Δ𝑡4) is the truncation error of the algorithm. Adding equation 2.30a and 2.30b 
together, one obtains the basic form of the Verlet algorithm (equation 2.31).  
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𝐫(𝑡 + Δ𝑡) = 2𝐫(𝑡) − 𝐫(𝑡 − Δ𝑡) + 𝐚(𝑡)Δ𝑡2 + 𝑂(Δ𝑡4)                     (2.31) 
a(t) is the force divided by the mass, and the force is a function of r(t): 
𝐚(𝑡) = −
1
𝑚
𝐅 = −
1
𝑚
∇𝐫𝑉(𝐫1, 𝐫2, … , 𝐫𝑁)                                            (2.32) 
One issue with this basic form of the Verlet algorithm is that v(t) is not directly 
calculated, and whilst they are not required for modelling the time evolution of a 
system, it is necessary for calculating K. K is furthermore necessary to confirm the 
conservation of total energy (equation 2.29). v(t) can be obtained from equation 2.33.  
𝐯(𝑡) =
𝐫(𝑡 + Δ𝑡) − 𝐫(𝑡 − Δ𝑡)
2∆𝑡
                                                         (2.33) 
However, the truncation error for equation 2.33 is 𝑂(Δ𝑡2) instead of 𝑂(Δ𝑡4). Thus, the 
velocity Verlet algorithm has been introduced as an improvement of the basic Verlet 
algorithm (equation 2.34). Here, r(t+Δt), v(t+Δt), and a(t+Δt) are calculated 
simultaneously at t.  
𝐫(𝑡 + Δ𝑡) = 𝐫(𝑡) + 𝐯(𝑡)Δ𝑡 +
1
2
𝐚(𝑡)Δ𝑡2                                        (2.34𝑎) 
𝐯(𝑡 + Δ𝑡/2) = 𝐯(𝑡)Δ𝑡 +
1
2
𝐚(𝑡)Δ𝑡                                                  (2.34𝑏) 
𝐚(𝑡 + Δ𝑡) = −
1
𝑚
∇𝐫𝑉(𝐫(𝑡 + Δ𝑡))                                                   (2.34𝑐) 
𝐯(𝑡 + Δ𝑡) = 𝐯(𝑡 + Δ𝑡/2) +
1
2
𝐚(𝑡 + ∆𝑡)Δ𝑡                                  (2.34𝑑) 
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The half-step velocities (2.34b) are used to advance atomic positions by a full time-
step. This leads to less memory requirements and higher computational efficiency 
than the basic Verlet algorithm, whilst generating identical trajectories and properties. 
From the above, it is clear that the choice of time-step is crucial. If the chosen time 
step is too small, only a portion of the trajectory will be covered, and if it is too large, 
instabilities in the integration algorithm might arise as a consequence of high energy 
overlap between atoms.   
2.4.4 Temperature and Pressure Control 
The complete collection of all possible systems with different microscopic states but 
same thermodynamical state is referred to as an ensemble. Dependent on simulation 
type, different ensembles are possible. The simplest of these is the NVE ensemble, 
i.e. microcanonical ensemble. In the NVE ensemble, all states have the same number 
of atoms (N), same cell volume (V), and same total energy (E). Within this ensemble, 
P and K are allowed to vary, but must always obey equation 2.29. However, this does 
not correspond to the majority of actual systems.  
For more realistic simulations, one has to take into account temperature (T) and 
pressure (p). This is done in the NVT (canonical) ensemble and the NPT (isobaric 
isothermal) ensemble. T and p can be controlled by mathematical thermostats and 
barostats, which allow for dynamical system responses to T or p, and represent a 
way to study non-equilibrium systems where it is necessary for E to vary. [137,138] 
In these calculations, T is the instantaneous kinetic energy [139] of the system that 
can be directly related to atomic velocities (v). [138] 
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𝑇 ∝∑
1
2
𝑚𝑖𝑣𝑖
2
𝑁
𝑖=1
                                                                     (2.35) 
A simple thermostat was defined by Berendsen et al. [137] In this thermostat, a 
hypothetical external heat bath of fixed temperature is coupled to the simulation cell. 
The practical implication of this is frequent collisions of the simulated particles with 
light particles forming an ideal gas at the fixed temperature. This is realised by 
introducing a velocity scaling factor (λ), with a value of λ such that the change of 
temperature with time is proportional to the temperature difference between external 
bath and simulation cell (equation 2.36). Equation 2.36 gives an exponential decay 
of the simulation cell temperature with respect to time.  
𝑑𝑇(𝑡)
𝑑𝑡
=
1
𝜏
(𝑇0 − 𝑇(𝑡))                                                       (2.36) 
Here, T(t) is temperature at time t for the simulation cell, T0 is the fixed temperature 
of the external bath, and τ is the empirical parameter rise time that allows for control 
of speed of the exponential system temperature decay to the wanted temperature. 
[137,140]  Depending on the choice of τ, the effect of the Berendsen thermostat 
varies. For small τ-values, the bath and cell are very tightly bound together, leading 
to unrealistically small temperature fluctuations. Reversely, for very large τ (τ→∞), the 
effect of the thermostat is lost, and a return to NVE sampling is seen. [138]  
Unfortunately, this thermostat have weaknesses, even though it is efficient to relax 
the system into the desired temperature and is easy to implement computationally. 
To start with, equation 2.36 is time irreversible, and secondly, the effect of this in the 
atomic motions does not lead to accurate solutions belonging to the canonical 
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ensemble. However, last disadvantage might be improved by increasing the number 
of atoms in the system. Thus, other thermostats have been designed based on the 
Berendsen thermostat.  
The Nosé-Hoover thermostat [139,141] does just as the Berendsen thermostat link 
the simulation cell to an external heat bath, but the effect of this external heat bath on 
the system is accounted for by including an additional degree of freedom in the 
determination of E. The Nosé-Hoover algorithm use modified Newton’s equations of 
motion by adding a friction coefficient (χ) to equation 2.23 as  
𝑑𝐫(𝑡)
𝑑𝑡
= 𝐯(𝑡)                                                                (2.37a) 
𝑑𝐯(𝑡)
𝑑𝑡
=  
𝐅(𝑡)
𝑚
− χ(𝑡)𝐯(𝑡)                                         (2.37b) 
𝑑𝜒(𝑡)
𝑑𝑡
=  
2𝐾(𝑡) − 2𝜎
𝑞𝑚𝑎𝑠𝑠
                                                 (2.37b) 
Here, σ is the target thermostat energy, and qmass=2σ𝜏𝑇
2 is the thermostat mass which 
is directly dependent on the specified time constant τT. This term is normally in the 
range of 0.5-2 ps. This leads to direct implications on the atomic motions, which 
produces time-reversible, smooth, and deterministic trajectories, which are all part of 
the canonical ensemble. Please note that these thermostats can also be used as 
barostats. 
2.4.5 Periodic Boundary Conditions 
Periodic boundary conditions (PBC) are applied so that a finite system can imitate an 
infinite system. Without such conditions, the simulation box would effectively be 
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enclosed by surfaces, and would more resemble a cluster of atoms. Thus, to model 
realistic materials, particles are enclosed by a simulation box that is then replicated 
infinitely by translation in all three (x, y, z) Cartesian directions. For the more specific 
example of solid state systems, the simulation box is normally made up of the unit 
cell or a supercell. Using PBC, if a particle or atom is located at position r within the 
simulation box, the same particle represents an infinite set of particles such that  
𝐫 + 𝑙𝐚 + 𝑚𝐛 + 𝑛𝐜, (𝑙, 𝑚, 𝑛 = −∞,+∞)                                 (2.38) 
l, m, and, n are integers, and a, b, and c, are the edge vectors of the simulation box. 
A graphical representation is included in Figure 2.1.  
 
Figure 2.1. Graphical representation of periodic boundary conditions. Pink box is simulation 
box, and the white boxes are the periodic images of this, i.e. exact images of the simulation 
box. Blue dots are atoms. Please note that the simulation box does not have to be cubic, and 
that a cubic cell has only been used here for ease of visualisation.  
From Figure 2.1 it is seen that as an atom leaves the simulation box, it is folded back  
into the opposite side of the box. This implies that the number of atoms in the system 
is conserved. It is also important to note that the atoms are not experiencing any 
surface forces as these through PBC are completely eliminated. rcut in Figure 2.1 
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represents the cut-off radius for calculating the interaction between two atoms. 
Implementing a cut-off radius, leads to the interaction calculated are always within 
the closest image, a technique normally referred to as the minimum image 
convention. rcut cannot be larger than the half width of the simulation cell, i.e. Lbox>2rcut, 
and thus atoms can only interact with one image of any atom. However, to model 
atomic interactions, there needs to be a way of mathematically define these. In MD, 
this is done through interatomic potential models.  
2.4.6 Interatomic Potential Models 
MD, as opposed to ab initio techniques, is based on empirical observations of 
interatomic interactions, and are suitable for large systems and long simulation time 
that will result in good statistical data from MD runs. To accomplish this, interatomic 
potentials are used to describe the energetics of interatomic interactions. The form of 
the interatomic potential is dependent on the type of interaction that one seeks to 
model. Interatomic potentials are parameter-based, which allows for them to be 
changed dependent on what chemical properties and factors, such as bonding nature 
or atomic radius, are involved in the system. In this work, the Born model of solids 
have been used as the basis of the atomistic technique used. [142]  
The Born model of solids is based on the lattice energy (EL) only containing a pairwise 
term, which then in turn is sub-divided into a term describing the long-range 
Coulombic interactions and one term describing the short-range jellium cloud 
interactions. EL is the energy that would be released when the ions in the crystalline 
lattice are put at the lattice sites/positions taken from an infinite distance. It is 
assumed that ions within the crystal are only interacting via long-range electrostatic 
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forces and short-range forces. This includes repulsion and van der Waals attractions 
between neighbouring ions’ electron clouds. EL is expressed as [99]  
𝐸𝐿 =∑∑
𝑞𝑖𝑞𝑗
4𝜋𝜀0𝑟𝑖𝑗
𝑁
𝑗>𝑖
𝑁
𝑖=1
+∑∑𝜙𝑖𝑗(𝑟𝑖𝑗)
𝑁
𝑗>𝑖
𝑁
𝑖=1
                                (2.39) 
where q is the charge of atom i and j, rij is the interatomic distance between i and j, 
and 𝜀0 is the free space permittivity. The first summation term in equation 2.39 is the 
long-range Coulomb interaction, and 𝜙𝑖𝑗 is the short-range term. The Coulomb term 
can be directly calculated for non-periodic systems, but for periodic systems this is 
not practical (see section 2.4.6.1). The second term is the short-term interactions and 
will be discussed in section 2.4.6.2. 
2.4.6.1 Long-range interaction – Ewald Summation 
The impracticality of directly calculating the Coulomb term for an infinite number of 
atoms lays in the increase of interactions with distance. The Coulomb term is 
conditionally convergent, which leads to slow convergence and long calculation 
times. A solution to this problem was proposed by Ewald [143], by rewriting the 
Coulomb term as a sum of two convergent series. To speed up convergence, a 
transformation is subjected on the Coulomb term, which is subsequently separated 
into two components. One of these is rapidly convergent in real space, and the 
second one is quickly decaying in reciprocal space. This method is commonly 
described as adding and subtracting Gaussian charge distributions, each which are 
centred on an ion. This results in the energy term being divided into terms for real, 
reciprocal, and self-energy, as expressed in equation 2.40.[99]  
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𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 = 𝐸𝑟𝑒𝑎𝑙 + 𝐸𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑎𝑙 + 𝐸𝑠𝑒𝑙𝑓                              (2.40)  
Eself is a correction term and cancels out the self-interactions of the artificial counter 
charges.  As a consequence of the Ewald summation method to calculate the 
Coulomb term, calculations are only possible to make on systems that are charge 
neutral and that has a dipole moment of zero.  
In the DL_POLY programme, Ewald summation is implemented through the smooth 
particle mesh Ewald algorithm (SPME), which requires less computational time and 
memory than the original Ewald algorithm. In SPME, the interaction potential (𝜑(𝒓)) 
is divided into two terms, and the direct summation of point particle interaction 
energies is changed to two summations 
𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑠ℎ𝑜𝑟𝑡−𝑟𝑎𝑛𝑔𝑒 + 𝐸𝑙𝑜𝑛𝑔−𝑟𝑎𝑛𝑔𝑒                                 (2.41𝑎)    
𝐸𝑠ℎ𝑜𝑟𝑡−𝑟𝑎𝑛𝑔𝑒 =∑𝜑𝑠ℎ𝑜𝑟𝑡−𝑟𝑎𝑛𝑔𝑒(𝒓𝑗 − 𝒓𝑖)
𝑖,𝑗
                        (2.41𝑏) 
𝐸𝑙𝑜𝑛𝑔−𝑟𝑎𝑛𝑔𝑒 =∑Φ̃𝑙𝑜𝑛𝑔−𝑟𝑎𝑛𝑔𝑒(𝒌)|?̃?(𝒌)|
2
𝑖,𝑗
                        (2.41𝑐) 
Equation 2.40b represents the particle part of SPME, and equation 2.41c is a Fourier 
transform summation representing the Ewald summation part. Φ̃𝑙𝑜𝑛𝑔−𝑟𝑎𝑛𝑔𝑒(𝒌) is the 
Fourier transform of the potential, whereas ?̃?(𝒌) is the same, but for the charge 
density. Equation 2.41c converges quickly in Fourier space, and equation 2.41b 
converges rapidly in real space. ?̃?(𝒌) is calculated through a fast Fourier transform 
on a discrete lattice, i.e. the mesh. The smooth part of SPME comes from the energy 
Chapter 2: Methodology 
77 
function (equation 2.41) being smooth so that the derivative of it can be analytically 
obtained, which in turn improves energy conversation. [144] To implement this in 
DL_POLY, periodic boundary conditions are required, as described above.  
2.4.6.2 Short-Range Interactions 
Continuing to the second term in equation 2.39, this represents the short-range 
interactions, and includes repulsive forces arising from the overlap of ion charge 
clouds, and van der Waals attractive forces between neighbouring electron charge 
clouds. 𝜙𝑖𝑗(𝑟𝑖𝑗) is the two-body contribution to the short-range energy. This term 
varies only with distance (rij) between ions, and is the most dominant component of 
the short-range energy. 
2.4.6.2.1 Buckingham Potential 
The Buckingham potential (Vi,j) is a two-body potential that has been widely applied 
to ionic solids and other solid state systems. Vi,j is expressed as  
𝑉𝑖,𝑗(𝑟𝑖𝑗) = 𝐴 exp (
−𝑟𝑖𝑗
𝜌
) −
𝐶
𝑟𝑖𝑗
6                                             (2.42) 
where rij is the interatomic distance between ion i and j, and A, ρ, and C are empirically 
fitted parameters. A is a measure of electrons within an ion and is atomic size 
dependent, ρ is the electron density, and C is the polarizability of the ion. This model 
has been successfully used in many oxide systems, and the use of this interatomic 
potential on perovskites has been widely justified. [53,75,145–147]. However, to 
properly model these systems, and especially the oxygen diffusion, electronic 
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polarizability needs to be taken into account, as the polarizability of the oxygen ions 
will have a significant impact. [75] Thus, a shell model is implemented as well.  
2.4.6.2.2 Shell Model 
In the shell model, an ion is described as having a massless shell, as opposed to 
every ion being a point charge (which is how they were described before). Only 
including point charges in a simulation where the system contains defects, such as 
oxygen vacancies, could lead to polarisation of ions in the lattice, and thus inclusion 
of this in the model is crucial. [148] In the shell model, every polarisable atom is 
represented by a core (nucleus and core electrons) that is coupled to a massless 
shell (representing the valence electrons) by an isotropic harmonic spring. This can 
be expressed as    
𝛼 =
𝑌2
𝑘
                                                                (2.43) 
where α is the electronic polarizability of the atom, Y is the charge of the massless 
shell, and k is the force constant for the harmonic spring. The core and shell charges 
should be assigned such that their sum equals the total formal ion charge. Y and k 
are obtained from the interatomic potential fitting. Furthermore, the ion polarizability 
is related to C in equation 2.42.  
Upon implementation of an electric field on the ion, the shell moves relative to the 
core, such that a dipole is developed, and as such dielectric polarizability is simulated 
in the system. Implementing the shell model in MD simulations, and specifically in 
DL_POLY, the shell is given a mass. This shell mass should be negligible in 
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comparison to the core mass, such that no energy exchange between the core and 
shell is possible.  
2.4.6.3 Interatomic Potential Fitting 
To perform MD simulations, an interatomic potential set is required to describe the 
interatomic interactions. Interatomic potential parameters can be derived empirically 
from experimental or ab initio data. By fitting interatomic potential parameters, one 
means the process of finding parameters such that a good fit to this data is obtained. 
What data the model is fitted too depends on what data is available and application. 
For example, one could fit the parameter set to crystallographic data, physical 
properties (eg. elastic constants), and/or phonon frequencies. This makes the quality 
of results obtained with the interatomic potential method limited, as they are all 
dependent on the quality of the interatomic potential and how well the interatomic 
potential reproduces the physics of the system of interest. To overcome this, it is 
important and necessary to use interatomic potentials that are derived for the same 
class of materials and applications. [99]   
In a fitting process, such as that implemented in GULP and used in this work, the 
fitting of the parameters is judged by the sum of squares (F) [99]   
𝐹 =∑𝑤𝑖(𝑓𝑖,𝑐𝑎𝑙𝑐 − 𝑓𝑖,𝑜𝑏𝑠)
2
𝑁
𝑖=1
                                             (2.44) 
where N is number of observable parameters being fitted to, fn the value of the 
observable parameter from calculation (fi,calc) and the data being fitted to (fi,obs). wi is 
a weighing factor that adjusts for the magnitude of the data and its reliability. In the 
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ideal scenario and a perfect fit, F=0. However, in practice, fitting in GULP utilises a 
minimisation algorithm. Traditionally, fitting would be carried out statically, keeping 
the structural and experimental data constant, and just minimising the forces acting 
on atoms during the fitting algorithm. In GULP, however, one can employ relaxed 
fitting, which results in better structural and ionic position fits. Relaxed fitting lets the 
system relax at every fitting step before F is calculated, thus adjusting the fitting 
parameters according to the relaxed structure and not a static un-optimised one in 
every step. This method leads to a more reliable potential set (within the applied 
approximations). [99]    
2.4.6.4 Interatomic Potential Set  
The interatomic potentials used in this work are taken from the Cherry et al. library, 
as they have previously been used to model ionic conductivity in this class of 
perovskites and for SOFC materials and purposes. [53,147,149,150] The Sm3+-O2-, 
Ni3+-O2-, and Cu3+-O2- interatomic potential parameters had to be derived separately 
since they were not available for this potential model. To that end, we have used the 
GULP code [97–99,151] to fit them according to the structural data for cubic and 
orthorhombic SmCoO3, as well as Sm2O3. Ni3+-O2-, and Cu3+-O2- in turn were perfectly 
fitted to the calculated SmNiO3 and SmCuO3 DFT lattice parameters, respectively. 
The full set of interatomic potentials used is presented in Table 2.2. The fitting results 
for SmCoO3 and Sm2O3 are presented in Table 2.3, which show that the derived 
model well replicates the structural properties of all different phases and materials 
considered. Additionally, mechanical properties calculated with this potential set is 
provided in Appendix B. 
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Table 2.2. Interatomic potential parameters. Potential cut-off was set to 12 Å. 
 Short range interactions Shell Model  
Interaction A (eV) ρ (Å) C (eVÅ
-6)  Y (e) k (eVÅ-2) ref 
Sm3+-O2- 1252.94 0.3590 0.00 Sm
3+ -0.250 173.90  
Co3+-O2- 1329.82  0.3087 0.00 Co
3+ 2.040 196.30 [53] 
O2--O2- 22764.30 0.1490 43.00 O
2- -2.389 42.00 [53] 
Ba2+-O2- 4818.42  0.3067 0.00 Ba
2+ 1.831 34.05 [147] 
Ca2+-O2- 1090.40 0.3437 0.00 Ca
2+ 3.135 110.20 [150] 
Sr2+-O2- 959.10 0.3721 0.00 Sr
2+ 3.251 71.70 [150] 
Fe3+-O2- 1156.36 0.3299 0.00 Fe
3+ 4.970 304.70 [53] 
Mn3+-O2- 1267.50 0.3214 0.00 Mn
3+ 3.000 95.00 [53] 
Ni3+-O2- 1947.47 0.2882 0.00 Ni
3+ 3.344 193.70  
Cu3+-O2- 5888.83 0.2427 0.00 Cu
3+ 4.001 99.00  
 
Table 2.3. Calculated and experimental lattice parameters (a, b, c) in Å for cubic and 
orthorhombic SmCoO3, as well as Sm2O3 using interatomic potentials from Table 2.2. For 
cubic systems, only  a is given as a=b=c.  
 Calculated a, b, c Experimental a, b, c  Difference (%) 
Cubic 3.75(0) 3.75(1) [152] 0.0 
Orthorhombic 5.30, 5.34, 7.51 5.28, 5.35, 7.50 [153] 0.37, 0.19, 0.09 
Sm2O3 10.68 10.85 [154]  1.53 
2.4.7 MD Data Analysis 
From MD and atomistic techniques, one can calculate temperature dependent 
properties such as diffusion and thermal expansion.  
2.4.7.1 Mean Square Displacement  
From atomistic techniques and through MD calculations, diffusion in bulk materials 
can be calculated from Mean Square Displacement (MSD) graphs. Di is the self-
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diffusion coefficient for species i, which obtainable from the gradient of the MSD plot 
through equation 2.45. 
〈𝑟2(𝑡)〉 = 6𝐷𝑖𝑡 + 𝐵𝑖                                                      (2.45) 
where 〈𝑟2(𝑡)〉 is the time-dependent MSD, t is time, and Bi is the thermal factor 
associated with atomic vibrations. The MSD represents the displacement of atoms 
or ions within a simulation, in respect to their initial positions. Thus, calculating the 
MSD gives insight into ion transport with respect to time for different materials. This 
is extra important for SOFC cathode materials, as their efficiency is proposed to be 
directly proportional to its bulk oxygen diffusion.  
From Di, one can then calculate the diffusion activation energy of species i, from 
equation 2.46 
𝐷𝑖 = 𝐷0 exp (
−𝐸𝑎
𝑘𝑇⁄ )⇔ ln𝐷𝑖 = ln𝐷0 −
𝐸𝑎
𝑘𝑇
                            (2.46) 
D0 is the temperature-independent pre-exponential, which could also be described 
as the diffusion coefficient at infinite T, Ea is the diffusion activation energy, kB 
Boltzmann’s constant, and T temperature. Ea is thus obtained from the gradient of 
ln(Di) against 1/T Arrhenius plots.  
2.4.7.2 Thermal Expansion Coefficient 
The thermal expansion coefficient (TEC) relates to a system’s volume expansion with 
temperature. The TEC (𝛼𝑇) is thus related to the lattice parameters and can be 
calculated through equation 2.47. [155] 
𝛼𝑇 =
1
𝑉0
𝑑𝑉
𝑑𝑇
                                                             (2.47) 
where V is the lattice volume, V0 is the reference lattice volume, and T is 
temperature. 
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Chapter 3 
SmCoO3 Bulk Characterisation  
Abstract 
In this chapter, we present a bulk characterisation of SmCoO3, as despite 
experimental studies, some of its chemical and physical properties have remained 
unknown due to the complexity of the material. It is known from experimental 
evidence that this perovskite exists in two different space groups, cubic and 
orthorhombic, and that at low temperatures both structures are semiconductors. 
However, when temperature increases, a semiconductor-to-metal transition, linked to 
a change in Co spin state, has been reported, and the material becomes conducting. 
Little is known about the mechanism that induces SmCoO3 to alter its magnetic 
structure or the actual magnetic structure that causes the metallic behaviour. Here, 
we therefore present a systematic DFT+U study on the electronic and magnetic 
properties of SmCoO3 in order to determine the possible reasons behind the magnetic 
transition, by studying the different magnetic orders exhibited by both crystal 
structures at different temperatures. Taking advantage of these calculations, we have 
also evaluated the mechanical properties of SmCoO3, which are difficult to measure 
experimentally, leading to lack of data for its two different polymorphs. Hence, we 
have calculated the elastic constants, finding that both polymorphs exhibits similar 
ductility and brittleness, but that the cubic structure is harder than the orthorhombic 
phase.  
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3.1 Introduction 
SmCoO3 is found in two different phases; orthorhombic and cubic (Figure 3.1). The 
orthorhombic structure is the most stable phase at low temperatures, whereas the 
cubic structure is stabilized when the material is doped and/or at high temperatures. 
[156] The temperature also influences the electronic and magnetic properties of 
SmCoO3. The electronic behaviour has been studied experimentally, and a 
semiconductor-to-metal transition is reported at temperatures higher than 500 K, 
[33,157,158] with the transition being suggested to be due to a change in the cobalt 
spin state. [33,157–160] At the same time, the Co3+ spin state is heavily influenced 
by the local structure, dopant substitution, and applied external pressure, and it is 
normal to find different spin domains or co-existence of two spin states in the same 
sample. To add further complexity, the spin state can consequently affect the 
magnetic structure, and vice versa, [160] which at the same time influences the 
chemistry of SmCoO3. Thus, there is a clear interest in understanding which spin 
state is coupled to a certain magnetic structure, and which magnetic structure is the 
most likely to be responsible for the metallic state observed at high temperatures.  
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Figure 3.1. Graphical polyhedral representation of a) cubic and b) orthorhombic SmCoO3. Pink 
spheres are Sm, blue Co and red O. Sm atoms are also placed in the centre of the edges and 
faces, but are not shown here for clarity. 
Mechanical stability of SOFC cathodes is of importance for the performance and 
stability of the fuel cell, especially for industrial scalability, a fact that is often 
overlooked in fundamental studies. [161] SOFC materials should have thermal 
compatibility with the electrolyte, good mechanical strength, and be tough. [5,28] It is 
further undesirable to have large mechanical deformation at operating temperatures, 
and an understanding of the mechanical properties such as bulk and Young’s moduli 
is useful. [5,28,161]  To the best of our knowledge, there are no reported experimental 
values for the mechanical properties or elastic constants of SmCoO3, neither for the 
cubic or the orthorhombic structure. For the determination of the elastic constants, 
large single crystals with very high purity are required, and this is difficult to achieve 
for many perovskites. [77,162]  
Despite the availability of some experimental data on SmCoO3, detailed information 
is lacking, including the antiferromagnetic arrangement and the Co spin state at high 
temperatures, or the precise values of the main mechanical properties. Ab initio 
calculations represent a powerful tool to provide insight into these properties and, 
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here we have used density functional theory (DFT) calculations to study the magnetic 
structure and the mechanical properties for the two polymorphs of SmCoO3, taking 
into account the effect of temperature by simulating the thermal expansion of the 
material.    
3.2 Computational Details 
The VASP code has been used for all calculations. [92–95] We have used DFT+U to 
perform spin-polarized simulations with the PBE functional to describe the correlation-
exchange interaction.[107,108] The project-augmented wave method (PAW) was 
used to describe the ion-electron interaction,[123] and we considered the following 
valence electrons for the atomic species involved: Sm (5s25p66s2), Co (4s23d7), and 
O (2s22p4), with La (5s25p66s25d1), Mn (3p63d64s1) for the included LaMnO3 
calculation.  Sm f-electrons were included in the pseudopotential as core electrons 
as the samarium ion in SmCoO3 is +3 charged. The kinetic energy cut-off for the 
plane-wave basis set was converged at 500 eV (600 eV for LaMnO3) after testing it 
for both crystal structures. Structure optimizations were performed with the conjugate 
gradient method, considering electronic and ionic convergence criteria of 1×10-5 eV 
and 1×10-3 eV Å-1, respectively. The tetrahedron method was used for the 
smearing,[117] and was applied together with a 4x4x4 and 8x8x6 -centred 
Monkhorst-Pack grid for the cubic and orthorhombic models respectively, to describe 
the reciprocal space.[118] The bulk models used throughout this chapter are the 
2x2x2 Pm-3m cubic cell and the 2x1x1 Pnma orthorhombic cell, both containing 40 
atoms (Figure 3.1). Finally, in order to properly describe the electronic and magnetic 
structures of SmCoO3, the Hubbard approximation was employed as described in the 
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Dudarev approximation [109] and Ueff = 3 eV was applied to the Co d-electrons, with 
Ueff=4 eV for Mn d-electrons.[19]  
3.3 Results and Discussion 
3.3.1 Structural Properties 
From the two reported crystal structures of SmCoO3, the orthorhombic phase (Pnma) 
is known to be more stable than the cubic phase (Pm-3m) at low temperatures. 
[81,152,163] However, when SmCoO3 is used for SOFC (normally doped and 
operating at high temperatures (<500°C)), the cubic phase becomes stabilised. 
[86,164] Calculations made in this work indicate that, as observed experimentally, the 
orthorhombic phase is 0.64 eV·(formula unit)-1 lower in energy than the cubic phase 
at 0 K (it is worth noting that these DFT calculations do not include the effect of 
temperature). Both structures show good agreement with the experimental structural 
data, as shown in Table 3.1. The only noticeable difference with experiment is the 
lattice parameter b for the orthorhombic system, which is ~1.7% larger than the 
experimental value. This discrepancy has been seen in previous theoretical work on 
orthorhombic cobalt perovskites. [113] However, this larger b parameter induces 
deviations in the bond lengths that are parallel to the b-direction. Fortunately, the 
largest elongation for the Co-O bonds is only 0.03 Å, whereas the Sm-O bonds are 
stretched by a maximum of 0.14 Å.  
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Table 3.1. Calculated lattice parameters (a, b, and c), and Sm/Co-O bond lengths for the cubic 
and orthorhombic SmCoO3. Experimental data are included in brackets, cubic structure 
obtained from Wold et al. [152], whereas orthorhombic experimental data were obtained from 
Perez-Cacho et al. [153] All data is expressed in Å. 
Structure a b c Sm-O Co-O 
Cubic 3.75(4) (3.75) 2.65 (2.65) 1.88 (1.88) 
Orthorhombic 5.29 
(5.28) 
5.44 
(5.35) 
7.53 
(7.50) 
2.30 (2.27)  
2.34 (2.35)  
2.37 (2.41) 
2.50 (2.53) 
2.64 (2.61) 
3.06 (3.05) 
3.37 (3.23) 
1.94, 1.95, 
1.96 (1.93) 
3.3.2 Electronic and Magnetic Structures 
The magnetic properties of lanthanide cobaltate perovskites are attributed to the Co3+ 
atoms. [158,159] Co3+ is a d6 centre, which is 6-coordinated by O2- anions in an 
octahedral configuration in the cubic structure, and in a distorted octahedron in the 
orthorhombic structure. According to crystal field theory (CFT), the octahedral crystal 
field splits the five d-orbitals between the t2g (dxy, dyz, and dxz) and the eg (dx2-y2, and 
dz2), with the former being lower in energy than the latter. Depending on the 
occupancy of these orbitals, we distinguish between three different spin states for 
Co3+; (i) low spin state (LS, 𝑡2𝑔
6 𝑒𝑔
0) with S = 0; (ii) intermediate spin state (IS, 𝑡2𝑔
5 𝑒𝑔
1) 
with S = 1; and (iii) high spin state (HS, 𝑡2𝑔
4 𝑒𝑔
2) with S = 2, all of them schematically 
represented in Figure 3.2. [33,157] It is assumed that the occupation of these orbitals 
will obey Hund’s rule, i.e. that the most stable configurations should be those that 
maximize the spin multiplicity. For example, HS is S=2 if and only if all unpaired 
electrons are either  or . However, due to the nature of DFT, it becomes 
complicated to determine pure intermediate or high spin states, and they normally 
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appear as a combination. In the HS case, we can have three  electrons and one , 
which means S = 1, or two  and two , which describes a singlet state, which 
explains why in Table 3.2, cobalt magnetization can be found between 0 and 4 µB, 
depending on the spin state.  
 
Figure 3.2. Schematic representation of the three possible spin states for Co 3d6 a) low, b) 
intermediate, and c) high spin state, assuming maximum multiplicity.   
For LS states, the system becomes diamagnetic. However, when Co3+ centres are 
found in IS or HS, we can distinguish four different paramagnetic structures, as shown 
in Figure 3.3: three antiferromagnetic (AFM) structures, A-type (AAFM), C-type 
(CAFM), and G-type (GAFM), and one ferromagnetic (FM).[165,166] 
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Figure 3.3. Graphical representation of the different magnetic structures. For simplicity, each 
sphere represents a Co atom in the cubic phase, with this scheme being transferable to the 
orthorhombic phase. Pink up-arrows represent -spin, whereas blue down-arrows represent 
-spin, regardless of the spin state of the cobalt centres.  
Magnetic moments for samarium and oxygen ions are negligible in relation to their 
cobalt neighbours and thus, they do not influence the magnetic structure of the 
perovskite. The Bader charges (Table 3.2) on Sm and O show negligible variance 
with magnetic moment. Analysis shows that the magnetic structure seems to have 
little to no impact on the charge of the different atoms in the material. Noticeably 
though, the orthorhombic phase shows higher charges compared to the cubic phase 
throughout, which could imply that the orthorhombic phase is more ionic than the 
cubic phase (Table 3.2).  
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Table 3.2. Bader charges (q), and band gap (Eg) in eV.  
 LS/DM AAFM CAFM GAFM FM 
𝒒𝑪𝒖𝒃𝒊𝒄
𝑺𝒎
  
2.00 2.02 2.05 2.06 1.95 
𝒒𝑶𝒓𝒕𝒉𝒐𝒓𝒉𝒐𝒎𝒃𝒊𝒄
𝑺𝒎
  
2.15 2.14 2.14 2.15 2.15 
𝒒𝑪𝒖𝒃𝒊𝒄
𝑪𝒐   1.31 1.30 1.38 1.32 
1.22 
𝒒𝑶𝒓𝒕𝒉𝒐𝒓𝒉𝒐𝒎𝒃𝒊𝒄
𝑪𝒐   1.44 1.61 1.61 1.45 
1.47 
𝒒𝑪𝒖𝒃𝒊𝒄
𝑶   -1.10 -1.10 -1.14 -1.12 
-1.06 
𝒒𝑶𝒓𝒕𝒉𝒐𝒓𝒉𝒐𝒎𝒃𝒊𝒄
𝑶
  
-1.19 -1.27 -1.25 -1.20 -1.20 
𝑬𝒈
𝑪𝒖𝒃𝒊𝒄  0.68 0 0 0 0 
𝑬𝒈
𝑶𝒓𝒕𝒉𝒐𝒓𝒉𝒐𝒎𝒃𝒊𝒄   1.2 0 0 0.79 0.82 (β) 
 
Spin density plots for the calculated magnetic structure for the cubic and orthorhombic 
systems are provided below (Figure 3.4 and Figure 3.5). Examining these, it can be 
seen that the spin ordering presented in Figure 3.3 has been preserved in the 
calculations. 
 
Figure 3.4. Spin density plots of a) diamagnetic, b) AAFM, c) CAFM, d) GAFM, and e) FM 
cubic magnetic structures. Pink spheres are samarium, blue cobalt, and red oxygen. Yellow 
spin density represents -spin, and light blue -spin. Surface isovalue is 0.05 for all systems. 
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Figure 3.5. Spin density plots of a) diamagnetic, b) AAFM, c) CAFM, d) GAFM, and e) FM 
orthorhombic magnetic structures. Pink spheres are samarium, blue cobalt, and red oxygen. 
Yellow spin density represents -spin, and light blue -spin. Surface iso-value is 0.05 for all 
systems. 
3.3.2.1 Diamagnetic Structures 
From the projected density of state (PDOS), we observe that for the SmCoO3 
diamagnetic (DM) cubic structure, (Figure 3.6a) the Co t2g-orbitals describe the 
valence band in combination with the O 2p orbitals, whereas the conduction band is 
defined by the Co eg orbitals. The band-gap between the conduction and valence 
bands is 0.68 eV. This picture agrees with the crystal field theory prediction for the 
LS state of Co ions and with reported experimental information about the SmCoO3 
magnetic behaviour, although no precise data regarding its bandgap were available. 
[78,88] However, it has been reported that the band gap of the related perovskite 
LaCoO3 is 0.6 eV, [167] which suggests that the obtained results are consistent with 
those of other lanthanide cobalt oxide perovskites. On the other hand, the 
orthorhombic structure also gives rise to an insulator material, but with a larger band-
gap of 1.20 eV (Figure 3.6b). In this case, however, CFT cannot be used to describe 
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the electronic structure as t2g and eg appear at the same energies, suggesting a 
distortion of the octahedral environment of the cobalt centres. Therefore, both valence 
and conduction bands are described by a combination of t2g and eg-orbitals, and the 
O 2p band. For the diamagnetic structures, both materials show Co = 0 μB.  
 
Figure 3.6. PDOS for (a) cubic and (b) orthorhombic diamagnetic SmCoO3. The Fermi level 
is at 0 eV, and negative E-EF represent the occupied bands and positive the virtual bands. 
Positive PDOS are associated with the α-spin, whereas negative PDOS are associated with 
β-spin. For PDOS including Sm, please see Appendix C.  
3.3.2.2 Antiferromagnetic Structures 
In the antiferromagnetic structures, the formal splitting of the Co3+ d-orbitals is not as 
clear as it was for the diamagnetic systems (Figure 3.7). One fact that is common for 
almost all structures regardless of the crystallographic phase, is that SmCoO3 
becomes metallic, as there is no band gap at the Fermi level. This behaviour has 
previously been observed in related perovskites. [113] Specifically, the orthorhombic 
phase becomes metallic when it has an AAFM or CAFM structure, but it remains a 
semiconductor when it has a GAFM structure.  This suggests that the experimentally 
observed insulator to metal transition would not involve the GAFM magnetic structure. 
Furthermore, since all three magnetic structures show non-split t2g- and eg-orbitals, 
electronic conduction goes through the d-metal band, without orbital preference.  
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Conversely, all cubic antiferromagnetic systems show metallic behaviour. The 
electronic structures for AAFM and GAFM show that conduction is mainly through the 
t2g Co orbitals, whereas for the CAFM it is mainly through the eg, with a small 
contribution of the t2g as well.  
 
Figure 3.7. PDOS for a) cubic AAFM, b) orthorhombic AAFM, c) cubic CAFM, d) orthorhombic 
CAFM, e) cubic GAFM, and f) orthorhombic GAFM. The Fermi level is at 0 eV, and negative 
E-EF represent the occupied bands and positive the virtual bands. Positive PDOS are 
associated with the α-spin, whereas negative PDOS are associated with β-spin.   
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3.3.2.3 Ferromagnetic Structures 
Since the ferromagnetic structure has a non-zero total spin,  and  PDOS are not 
symmetric. The cubic FM structure has metallic behaviour (figure 3.8a), where the t2g 
Co orbitals combined with the O 2p orbitals define the  conduction and valence band, 
and the Co eg orbitals with the O 2p orbitals describe the  bands. For orthorhombic 
FM, a pure half-metallic structure was found (figure 3.8b), agreeing with previous 
experimental results found for other perovskites, such as FM LaCoO3. [19,65,113] 
Again, Co d-states are mixed t2g and eg, but the occupied  states at the Fermi level 
are mainly O 2p, with a Co d band gap of 0.82 eV in the  spin.  
 
Figure 3.8. PDOS for (a) cubic, and (b) orthorhombic FM SmCoO3. The Fermi level is at 0 eV, 
and negative E-EF represent the occupied bands and positive the virtual bands. Positive 
PDOS are associated with the α-spin, whereas negative PDOS are associated with β-spin. 
3.3.2.3.1 LaMnO3 
This is the same structure that the traditional SOFC cathode material, LaMnO3, shows 
at its operating temperatures. To benchmark our results, and to be able to provide a 
direct comparison to this material in Chapter 4, we also calculated this cubic FM 
phase of LaMnO3 using the same method as above. The calculated geometry and 
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electronic structure of LaMnO3 were compared to available experimental data, which 
shows excellent agreement with previous computational studies and with 
experimental data. Calculated lattice parameters and distances are available in Table 
3.3, with variation of only 0.04-0.03 Å for La-O and Mn-O respectively.  
Table 3.3. Calculated and experimental lattice parameter (a) in Å; metal–oxygen distances in 
Å, and band gap (Eg) in eV.  
System  a La-O Mn-O Eg 
LaMnO3 Experimental 3.90
 [59] 2.74 [59] 1.94 [59] 1.7 [38] 
DFT+U 3.94 2.78 1.97 0 (α) 
1.58 (β)  
3.38 (βCBM-βVBM) 
 
The PDOS of LaMnO3 shows a half-metallic ferromagnetic structure with an α-βband 
gap of 1.58 eV calculated from the Fermi level, and a βCBM-βVBM band gap of 3.38 eV 
(Figure 3.9), in agreement with previous studies. [19] The calculated magnetic 
moment of the Mn centres is 3.93 𝜇𝐵, indicating a high spin state (𝐻𝑆, 𝑡2𝑔
3 𝑒𝑔
1, 𝑆 = 2) 
in agreement with the PDOS, in which α-t2g are fully occupied, α-eg orbitals are half 
occupied, and β-t2g and βeg are unoccupied. Furthermore, the O 2p-orbitals in 
LaMnO3 are degenerate with the Mn 3d-states, which agrees well with the previously 
published literature. [37,110]  
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Figure 3.9. PDOS for cubic LaMnO3. The Fermi level is at 0 eV, and negative E-EF represent 
the occupied bands and positive the virtual bands. Positive PDOS are associated with the α-
spin, whereas negative PDOS are associated with β-spin. 
3.3.2.4  Cobalt Magnetic Moments  
Cobalt magnetic moments in the cubic structures are slightly lower compared to the 
orthorhombic structures (Table 3.4). The differences in different magnetic structures 
between the phases are between 0.6 and 0.7 𝜇B for AAFM and CAFM, and nearly 1.0 
𝜇B for FM. As a consequence, for the AAFM, CAFM, and FM magnetic structures, the 
cubic phase presents Co centres in a mixed LS and IS state, whereas they are clear 
IS states for the orthorhombic phase. The most remarkable difference is found for the 
GAFM structure. In both phases, Co magnetization is between 0.6 and 1 𝜇B higher 
compared to the rest of magnetic structures, and they are very similar for both 
polymorphs, 2.94 𝜇B for the orthorhombic and 2.88 𝜇B for the cubic phase. As a result, 
in the GAFM structure, Co spin states are mixed IS and HS. 
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Table 3.4. Cobalt magnetic moments (𝜇) in 𝜇B and relative energy difference (ΔE) in relation 
to DM in eV for cubic and orthorhombic SmCoO3 in different magnetic structures.  
 𝝁𝑪𝒖𝒃𝒊𝒄
𝑪𝒐  ΔE cubic 𝝁𝑶𝒓𝒕𝒉𝒐𝒓𝒉𝒐𝒎𝒃𝒊𝒄
𝑪𝒐   ΔE orthorhombic 
DM 0.00 
0.00 0.00 0.00 
AAFM 1.28 
1.48 2.01 1.25 
CAFM 1.71 1.85 2.34 1.79 
GAFM 2.88 6.53 2.94 0.68 
FM 1.03 2.41 2.02 2.73 
3.3.3 Insulator-to-Metal Transition  
To evaluate the evolution of the magnetic structure with temperature (Figure 3.10), 
we have mimicked the temperature-dependent volume expansion using the 
experimental isotropic thermal expansion coefficient (αT) for the orthorhombic 
SmCoO3, αT=2.17 x 10-5 K-1. [168] The linear thermal expansion coefficient is related 
to the lattice parameters, and thus supercell volume, through equation 2.47. The 
same thermal expansion coefficient was assumed for the cubic phase, since to the 
best of our knowledge, no experimental thermal expansion coefficient has been 
reported for this phase. In addition, we assumed that the thermal expansion was 
linear with respect to temperature.  
 
Figure 3.10. Relative energies of magnetic structures with respect to DM at 0 K versus 
temperature for (a) cubic, and (b) orthorhombic SmCoO3.  
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Examining Figure 3.10, it can be seen that, as predicted experimentally, the 
diamagnetic structure is the ground state for both polymorphs, and the 
antiferromagnetic structures are higher in energy at low temperatures. At 500 K the 
CAFM and the DM states become nearly degenerated for the orthorhombic phase. 
However, due to the small relative energy differences, we believe that there would be 
a coexistence of both states. These results are in line with the experimental transition 
found above 500 K. For the cubic structure, however, a clear crossing between the 
DM and the CAFM is observed at around 1100 K, in which the latter becomes almost 
1 eV more stable than the former. This behaviour is indeed in full agreement with the 
experimental results, which as previously noted, predicts an antiferromagnetic 
structure for the metallic state. It is important to highlight here that at these high 
temperatures, the phase transition from orthorhombic to cubic is known to occur, and 
according to our results, the insulator-to-metal transition is coupled with it. [156]  
The stabilization of the CAFM structure seems to be related with the change in Co 
magnetic moment due to temperature. As depicted in Figure 3.11, the magnetic 
moment of cobalt is initially 1.72 µB, and slightly increases with temperature until 1000 
K. After that point, we can observe a drastic change in the Co magnetic moment, 
which reaches 2.93 µB at 1273 K. This increase is related to the deformation of the 
system, which is now pseudo-cubic, in agreement with a previous high temperature 
synthesis of SmCoO3. [156] The deformation of the Co-O bond induces a loss of the 
octahedral environment, which thus alters the orbital splitting allowing a different 
orbital occupation and electronic structure.  
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Figure 3.11. (a) Cobalt magnetic moment in the cubic CAFM magnetic structure as a function 
of temperature (K). (b) Structure of the pseudo-cubic CAFM structure SmCoO3 at 1273 K.  
3.3.4 Mechanical Properties 
Mechanical properties are obtained from the elastic constants (Cij). Cij were computed 
in VASP, using the finite difference technique to calculate the Hessian matrix. In the 
finite difference technique, displacements of each ion are made in the direction of 
each Cartesian coordinate in the lattice, with the Hessian being determined from the 
atomic displacements. To reduce computational effort, only non-equivalent symmetry 
displacements are considered. The elastic tensor is then calculated by distorting the 
original lattice and derived using the strain-stress relationship, with the elastic 
constants calculated according to eq. 3.1. [162,169,170] Due to symmetry operations, 
cubic materials have three independent elastic constants, [171] whereas 
orthorhombic systems have nine [172]. 
𝐶𝑖𝑗 =
1
𝑉
𝜕2𝐸
𝜕𝜀𝑖𝜕𝜀𝑗
                                                          (3.1) 
E is the total energy of the stressed simulation cell, 𝜀  is the applied strain 
component, and V the equilibrium volume. The calculated Cij can be found in Table 
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3.5. Generally speaking, Cii relates to a material’s response to a uniform pressure that 
is applied perpendicularly to each cell face. A distortion affecting two non-equal axes 
is represented by Cij and its equivalents. [169,173] Also, specifically for cubic 
materials, the Cauchy relation (C12=C44) should hold, [169] although real materials do 
not always obey it. [146,174] For example, in our cubic SmCoO3, this violation is 
observed since C12=75.89 GPa, and C44=100.72 GPa (Table 3.5). This is in 
disagreement with previously published molecular dynamics-derived data, [77] this is 
understood as being due to short-comings in the interatomic potential model, as the 
core-shell model is known to favour solutions that do not violate the Cauchy relation. 
[146,175] In addition, the elastic constants have to adhere to the general rules for 
mechanical stability. These relations differ depending on the symmetry of the crystal. 
In the case of cubic crystals, Cij should accomplish [169]: 𝐶11 − 𝐶12 > 0, 𝐶11 + 2𝐶12 >
0, and 𝐶44 > 0, whereas for orthorhombic crystals [173]: 𝐶11 + 𝐶22 > 2𝐶12, 𝐶22 + 𝐶33 >
2𝐶23, 𝐶11 + 𝐶33 > 2𝐶13, 𝐶𝑖𝑖 > 0, and 𝐶11 + 𝐶22 + 𝐶33 + 2𝐶12 + 2𝐶13 + 2𝐶23 > 0. The 
elastic constants obtained here fulfil these conditions for both materials.  
Table 3.5. Elastic constants (expressed in GPa) for cubic and orthorhombic SmCoO3. 
 Cubic Orthorhombic 
C11  461.60  244.84  
C12  75.89  86.09  
C44  100.72 99.82  
C22   154.40  
C33   300.65  
C55   105.38  
C66   85.62  
C13   84.76  
C23   49.21 
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From the elastic constants, mechanical properties were calculated using equations 
3.2-3.12, and are collected in Table 3.6. [176] Equations 3.2, 3.4, 3.6, and 3.9 are 
valid for cubic systems since C11, C12, and C44 are the complete set of independent 
elastic constants. [171] Orthorhombic crystals, on the other hand, have a larger set 
of independent elastic constants, and their mechanical properties are calculated 
using equations 3.5, 3.7, 3.9, 3.10-3.12. [173] For clarity, superscripts c and o are 
used to indicate the cubic and orthorhombic crystal, respectively. Furthermore, the 
bulk and shear moduli have been calculated using the Voigt approximation. 
[169,171,173,177] 
3.3.4.1 Bulk Modulus (B) 
The bulk modulus (B) (eq. 3.2-3) is the material’s ability to resist a uniform 
compression (i.e. fracture resistance). It has been shown experimentally that for ABO3 
perovskites, B is dependent on the lattice volume, with larger cell volumes leading to 
smaller B through an inverse relationship. [169] Our calculated bulk moduli follow this 
behaviour. BO is 126.67 GPa, whereas BC=204.46 GPa, with the volume for the 
orthorhombic cell being larger than the cubic. Comparison with an experimental study 
made on LaCoO3 at room temperature, whose orthorhombic bulk modulus is 122 
GPa, shows that our results show a good match with general cobaltate perovskites. 
[178] The scale of B can also be related to the material’s hardness, with higher values 
indicating harder materials. [169] Therefore, our values imply that the cubic structure 
should be harder than the orthorhombic. However, the geometry of the structures has 
to be taken into account, and thus, the shear modulus (G) is required to make any 
comment on the relative hardness of the two materials.  
Chapter 3: SmCoO3 Bulk Characterisation 
103 
 
𝐵𝑐 =
𝐶11 + 2𝐶12
3
                                                                 (3.2) 
 𝐵𝑜 =
𝐶11 + 𝐶22 + 𝐶33 + 2(𝐶12 + 𝐶13 + 𝐶23)
9
                                 (3.3) 
3.3.4.2 Shear Modulus (G) 
G (eq. 3.4-5) is the relation between shear stress and shear strain (i.e. resistance to 
plastic deformation). G was found to be 137.58 GPa for the cubic, and 90.15 GPa for 
the orthorhombic phase. A large shear modulus is related to a larger resistance 
against elastic shear strain and surface penetration, which in turn is proportional to 
hardness. [169] According to our results, cubic SmCoO3 is more resistant to surface 
penetration than the orthorhombic phase, reinforcing the suggestion that the cubic 
phase is harder than the orthorhombic one.  
𝐺𝑐 =
𝐶11 − 𝐶12 + 3𝐶44
5
                                                     (3.4) 
𝐺𝑜 =
𝐶11 + 𝐶22 + 𝐶33 − 𝐶12 − 𝐶13 − 𝐶23
15
+
𝐶44 + 𝐶55 + 𝐶66
5
              (3.5) 
3.3.4.3 B/G Ratio  
The B/G ratio gives empirical information on a material’s plastic properties. A material 
with a B/G ratio larger than 1.75 is expected to be ductile, whereas a B/G smaller 
than 1.75 describes a brittle material. The B/G for SmCoO3 calculated here is found 
to be 1.49 for the cubic structure and 1.41 for the orthorhombic phase, which puts 
both polymorphs in the brittle category. No previous reports on SmCoO3’s brittleness 
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have been found, but a study on the related cobaltite perovskite, LaCoO3, showed 
that it is brittle, [179] thus making it plausible that SmCoO3 would be brittle as well.  
3.3.4.4 Poisson Ratio () 
Poisson’s ratio () (eq. 3.6-7) is defined as the ratio of lateral to longitudinal strain in 
the elastic region while being under uniform uniaxial stress, and relates to the change 
in a material during uniaxial stress. [176] It could be used to provide information on 
interatomic forces. Covalent materials have σ < 0.1, whereas for ionic materials σ is 
higher than 0.25. [162] σ for the cubic structure is here calculated to be 0.14, whereas 
σ for the orthorhombic structure is 0.21, indicating that the latter structure is more 
ionic than the cubic phase, although each structure has both ionic and covalent 
character. [89] 
𝜎𝑐 =
𝐶12
𝐶11 + 𝐶12
                                                            (3.6) 
𝜎𝑜 =
3𝐵𝑜
2 − 𝐺
𝑜
3𝐵𝑜 + 𝐺𝑜
                                                            (3.7) 
 
3.3.4.5 Young’s Modulus (E) 
From B and G, Young’s modulus (E), commonly known as the elastic modulus, can 
be obtained through equation 3.8. [171] E represents the slope of the elastic region 
in a stress-strain curve. The expression for E is the same for both structures, but their 
values differ. [171,173] Cubic SmCoO3 was found to have an E of 337.11 GPa, 
whereas E for the orthorhombic phase was only 218.60 GPa. The smaller E for the 
orthorhombic system shows that this phase is more receptive to physical changes 
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than its cubic counterpart, which fits with the reasoning above regarding their relative 
hardness. 
𝐸 =
9𝐵𝐺
3𝐵 + 𝐺
                                                                      (3.8) 
3.3.4.6 Elastic Anisotropy (A) 
Elastic anisotropy (A) is measured for the (100), (010), and (001) shear planes, which 
in the cubic symmetry (equation 3.9) are identical, but different in the orthorhombic 
structure (equation 3.10-12). [173] This property describes a material’s tendency to 
form micro-cracks. [162] An elastic anisotropy value of 1 indicates an isotropic crystal, 
whereas deviation indicates shear anisotropy. Here, all A≠1, indicating that the 
behaviour of the two crystals will be dependent on the stress direction.  
𝐴𝑐 =
2𝐶44
𝐶11 − 𝐶12
                                                             (3.9) 
𝐴1
𝑜 =
4𝐶44
𝐶22 + 𝐶33 − 2𝐶23
                                             (3.10) 
𝐴2
𝑜 =
4𝐶55
𝐶11 + 𝐶33 − 2𝐶13
                                              (3.11) 
𝐴3
𝑜 =
4𝐶66
𝐶11 + 𝐶22 − 2𝐶12
                                              (3.12) 
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Table 3.6. Mechanical properties of SmCoO3. Bulk modulus (B), shear modulus (G), Young’s 
modulus (E), Poisson’s ratio (σ), and anisotropy factor (A) are derived from the elastic 
constants, which in turn were calculated using DFT+U.  
 Cubic Orthorhombic 
B (GPa) 204.46 126.67 
G (GPa) 137.58 90.15 
B/G 1.49 1.41 
E (GPa) 337.11 218.60 
𝝈 0.14 0.21 
Ac 0.52  
𝐀𝟏
𝐨
 
 1.12 
𝐀𝟐
𝐨
 
 1.12 
𝐀𝟑
𝐨
 
 1.51 
 
From the elastic constants and calculated mechanical properties, it can then be 
concluded that the values of the cubic B, G, and E are higher than their orthorhombic 
counterparts, and that the orthorhombic SmCoO3 is more sensitive to deformation 
than the cubic phase. These conclusions are in line with the hardness results, which 
indicate that the cubic polymorph is harder than its orthorhombic counterpart, with a 
lesser degree of anisotropy. However, comparing the ratio-dependent properties, σ 
and B/G, we found that both structures exhibits similar brittleness and ductility, which 
is expected considering that they have the same chemical composition. 
Consequently, both SmCoO3 phases are prone to fracture, which should be taken 
into account for the development of SOFC devices. 
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3.4 Chapter Conclusions  
In this chapter, a characterization using DFT+U of the magnetic and mechanical 
properties of the cubic and the orthorhombic SmCoO3 material was presented. 
Special attention was paid to the magnetic and mechanical properties, which are 
important when considering them as practical SOFC materials. The electronic ground 
state for both phases was found to be diamagnetic, with the paramagnetic structures 
higher in energy at 0 K. In addition, the orthorhombic phase was lower in energy than 
the cubic one, agreeing with experimental evidence. In order to introduce the effect 
of temperature, we mimicked the effect of thermal expansion by increasing the lattice 
parameter of the bulk material, using the thermal expansion coefficient for 
orthorhombic SmCoO3. Hence, we were able to determine the coexistence of both 
the CAFM and the DM structures for the orthorhombic phase at high temperatures, 
and a clear stabilization of the CAFM structure for the cubic phase around 1100 K, all 
in full agreement with the experimental data. These transitions were linked to a large 
increase in the Co spin state, as well as to a distortion of the Co octahedral 
environment that allowed a different Co d-orbital occupation.    
The most important mechanical properties were evaluated based on calculated 
elastic constants. There were clear differences between the two SmCoO3 
polymorphs, relating to anisotropy, bulk, shear and Young’s modulus. Orthorhombic 
SmCoO3 exhibited lower hardness than the cubic phase, and that it also has a larger 
degree of anisotropy. Conversely, both phases showed the same ionic/covalent 
character (σ), and brittleness (B/G). 
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Chapter 4 
Lattice Vacancies in Cubic 
SmCoO3 and LaMnO3  
 
Abstract  
In this chapter, the oxygen and metal vacancy formation in SmCoO3 is 
investigated. As LaMnO3 is the traditional SOFC cathode parent material, it has 
been included here for comparison. The main difference between these two 
cathode materials is that SmCoO3 has been suggested to be a more efficient 
cathode material than LaMnO3 at lower temperatures. In this chapter, we perform 
a comparative DFT+U study of the impact of oxygen and cation vacancies on the 
geometry, electronic and magnetic properties. Oxygen vacancies strongly alter the 
electronic and magnetic structure of SmCoO3, but barely affect LaMnO3. However, 
due to their high oxygen vacancy formation energy, oxygen vacancy concentration 
in the material is very low and need to be induced by doping. Studying the cation 
vacancy concentration shows that the formation of cation vacancies is 
energetically less favourable than oxygen vacancies, and would thus not markedly 
influence the performance of the cathode.  
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4.1 Introduction  
It is well known that lanthanum cobaltites show higher ionic conductivities than 
LSM. As ionic conduction in these materials follows an oxygen vacancy migration 
path, and ease of forming oxygen vacancies is of crucial importance to cathode 
performance, a comparative study of the oxygen vacancy formation in LaMnO3 
and SmCoO3 is instructive. Neutron diffraction analysis has shown that, particularly 
in the case of LaMnO3, these perovskite materials can also contain cation 
vacancies and that these are fully ionized at SOFC operating temperatures. 
[59,180] Due to the inability of the cubic perovskite materials’ to accommodate 
oxygen interstitials in the lattice, cation defects are formed to compensate for the 
space limitation under high concentrations of oxygen in the lattice, as a 
consequence of high oxygen partial pressures. [181–183] Furthermore, it has been 
shown microscopically that cation migration takes place in LSM cathodes, resulting 
in grain growth and electrode-electrolyte degradation. [59] In particular, the heat 
treatment and annealing techniques used during production can lead to the 
formation of these defects. [60,183] For example, manganese excess is often 
present in LSM cathodes where it has been shown to decrease electrolyte-
electrode degradation. [184] In this chapter, three different lattice vacancies are 
thus studied; the oxygen vacancy, and the two cation vacancies. 
Chapter 4: Lattice Vacancies in Cubic SmCoO3 and LaMnO3 
110 
4.2 Computational Methods 
4.2.1 Calculation details 
VASP was employed for all calculations. After convergence tests, energy cut-off 
for LaMnO3 was set at 600 eV, whereas for SmCoO3 it was set at 500 eV. To 
describe the ion-electron interaction, the projector-augmented wave method 
(PAW) was applied. [123] Spin-polarized calculations were performed, using the 
Perdew-Burke-Ernzerhof (PBE) [107,108] functional under electronic and ionic 
self-consistence, with convergence criteria of 10-5 eV and 10-3 eV·Å-1 respectively. 
We have considered the following valence electrons for the atomic species 
involved: La (5s25p66s25d1), Mn (3p63d64s1), Sm (5s25p66s2), Co (4s23d7), and O 
(2s22p4). Sm f-electrons were included in the pseudopotential. The tetrahedron 
method with Blöchl corrections for smearing [117] was applied together with a 
4×4×4 -centred Monkhorst-Pack grid. [118] Bader AIM (Atoms in Molecules) 
charges [130] were calculated using the Henkelman algorithm. [185] The on-site 
Coulombic interaction (DFT+U) has been used for the 3d-electrons in Mn and Co 
respectively. For LaMnO3, Ueff = 4 eV has been applied to Mn d-orbitals according 
to the previous literature, [19] and for Co d-electrons in SmCoO3 Ueff = 3 eV.  
The structural model used throughout this chapter is the 2×2×2 Pm-3m pseudo 
cubic cell for both LaMnO3 and SmCoO3. Perovskites normally crystallize in an 
orthorhombic structure, but under SOFC and IT-SOFC working conditions, these 
materials are found in the cubic (Pm-3m) crystal structure, which is why we chose 
this one for the present study.  
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4.2.2 Defect Calculations 
4.2.2.1 Vacancy Formation Energy 
Following the method used for previous studies on perovskites such as PbTiO3 
[186], SrTiO3 [187], La1-xSrxFeO3 [48], and BaZrO3 [188], the formation of lattice 
vacancies in the cathode, both cationic and anionic, was evaluated by the defect 
formation energy at thermodynamic equilibrium. The defect formation energy is 
commonly calculated using the following formula: [189–191] 
𝐸𝑓(𝑗, 𝑞) = 𝐸𝐷𝑒𝑓𝑒𝑐𝑡𝑖𝑣𝑒,𝑞 − 𝐸𝐵𝑢𝑙𝑘,𝑞 + 𝑛𝑗𝜇𝑗 + 𝑞(𝐸𝑣 + ∆𝐸𝐹)                     (4.1) 
where 𝐸𝑓(𝑗, 𝑞) is the defect formation energy for a defect j in a system with charge 
q. 𝐸𝐷𝑒𝑓𝑒𝑐𝑡𝑖𝑣𝑒,𝑞 is the total energy of the defective system with charge q, 𝐸𝐵𝑢𝑙𝑘,𝑞 is 
the total energy of the non-defective charged system; 𝑛𝑗 is the number of removed 
species j from the bulk, and  𝜇𝑗 is the chemical potential of j.  
It is well documented in the literature that the formation of vacancies may lead to 
stabilized charge states different from 0, which means that different defect charge 
states can be accessible. [186,188,191–193] To take this into account, we include 
the term 𝑞(𝐸𝑣 + ∆𝐸𝐹), where Ev corresponds to the valence band maximum (VBM), 
which is the Fermi level (EF), considered to be at 0 eV throughout this work. The 
term ∆𝐸𝐹 describes the possible positions of the Fermi energy, located between 
the VBM and the conduction band minimum (CBM), which can be accessible at 
different energies. Charged bulks were computed by changing the total number of 
electrons in the systems accordingly. In VASP, one can define the total number of 
valence electrons. A homogeneous background charge is added to account for the 
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charge, making the system totally neutral and avoiding a diverging Coulomb 
interaction. Furthermore, finite-size supercell correction schemes for charged 
defects can be taken into account. [194,195] However, due to the high dielectric 
constants of the investigated materials, 52.71 [59] for LaMnO3, and 65.24 [77] for 
SmCoO3, the electrostatic interaction energy between the charged supercells were 
found to be negligible when using finite-size correction schemes, as these are all 
inversely proportional to the dielectric constant (Appendix D). [195,196]  
In the particular case of oxygen vacancies, it is known that when using DFT the 
oxygen binding energy is overestimated, and its degree of variation depends on 
several computational parameters. In order to obtain reliable values that can be 
compared with the experimental data, the oxygen overpotential correction term 
should be included in equation 4.1. [19] However, as this work intends to perform 
a comparative study, the absolute of this term becomes irrelevant. Finally, thermal, 
vibrational, and entropic contributions are neglected, as they are known to be 
smaller than the typical DFT error. [114,197]  
4.2.2.2 Chemical Potentials 
The chemical potential term in equation 4.1 refers to the species that is being 
removed from the unit cell to generate the vacancy. Chemical potentials are 
thermodynamic functions that describe the change in energy in a thermodynamic 
system when a species is added or removed. Given a perovskite with ABO3 
stoichiometry, the chemical potentials must satisfy the following condition: 
𝑔𝐴𝐵𝑂3
𝑏𝑢𝑙𝑘 = 𝜇𝐴 + 𝜇𝐵 + 3 · 𝜇𝑂                                                    (4.2) 
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where 𝑔𝐴𝐵𝑂3
𝑏𝑢𝑙𝑘  is the free energy per formula unit for bulk ABO3, and μi is the chemical 
potential of each species. In order to avoid the formation of the respective 
elementary crystals, each chemical potential must fulfil: 
∆𝜇𝐴 = 𝜇𝐴 − 𝑔𝐴
𝑏𝑢𝑙𝑘 ≤ 0                                                         (4.3) 
∆𝜇𝐵 = 𝜇𝐵 − 𝑔𝐵
𝑏𝑢𝑙𝑘 ≤ 0                                                         (4.4) 
∆𝜇𝑂 = 𝜇𝑂 −
1
2
𝑔𝑂2
𝑡𝑜𝑡 ≤ 0                                                       (4.5) 
where Δμi is the chemical potential deviation, 𝑔𝑖
𝑏𝑢𝑙𝑘 is the free energy of element i, 
and 𝑔𝑂2
𝑡𝑜𝑡 is the free energy of the oxygen molecule (O2 (g)). It is accepted that 𝑔𝑂2
𝑡𝑜𝑡 
can be substituted by the electronic energy of O2 (g) (𝐸𝑂2). [188] This approximation 
can be made under the assumption that the bulk is in thermodynamic equilibrium 
with the surface, and the latter is in equilibrium with the gas phase.  
The oxygen-rich situation will be determined by equation 4.5 when μo is at its 
maximum, i.e. 𝜇𝑂 =
1
2
𝐸𝑂2. On the other hand, the oxygen-poor region will be 
determined by the formation of the elementary crystals A and B respectively. In 
this context, equation 4.2 can be rewritten as:  
𝜇𝑂 ≥
1
3
[𝑔𝐴𝐵𝑂3
𝑏𝑢𝑙𝑘 − 𝑔𝐴
𝑏𝑢𝑙𝑘 − 𝑔𝐵
𝑏𝑢𝑙𝑘]                                         (4.6) 
and then, by combination of equations 4.5 and 4.6, the limits for the oxygen-poor 
situation are  
1
3
∆𝐺𝐴𝐵𝑂3
𝑓 ≤ ∆𝜇𝑂 ≤ 0                                                             (4.7) 
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where ∆𝐺𝐴𝐵𝑂3
𝑓 = [𝑔𝐴𝐵𝑂3
𝑏𝑢𝑙𝑘 − 𝑔𝐴
𝑏𝑢𝑙𝑘 − 𝑔𝐵
𝑏𝑢𝑙𝑘 −
3
2
𝐸𝑂2]. It is possible to consider the 
precipitation of intermediate oxides, e.g. AO2, through their formation free energy: 
∆𝐺𝐴𝑂2
𝑓 > ∆𝜇𝐴 + 2∆𝜇𝑂                                                          (4.8) 
Solving the set of inequalities, a range for chemical potentials is obtained in which 
the investigated perovskites are stable. It is worth noting that throughout this work, 
we considered μo and μA as independent variables, whereas μB is a dependent 
variable of the previous two. For LaMnO3 we have considered the formation of the 
following intermediate oxides: La2O3, MnO, MnO2, Mn3O4, and Mn2O3, whereas for 
SmCoO3 we have considered Sm2O3, CoO2, CoO, and Co3O4. The detailed list of 
oxide formation energies is provided in Table 4.1. The here calculated formation 
energies provide excellent agreement with experimental sources, and show 
smaller errors between theory and experiment than previously published GGA+U 
studies [114,198] and within the same error as a study using hybrid functionals 
[199]. 
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Table 4.1. Calculated and experimental formation energies for the oxides and metals 
expressed in eV. 
Oxide Calculated ΔE
f Experimental ΔHf Polymorph 
LaMnO3 -14.90 -14.77
 [200] Pm-3m 
SmCoO3 -13.07 -12.95
  [156] Pm-3m 
La2O3 -18.41 -18.54
  [201] P-3m1 
MnO -3.85 -3.99
  [201] Fm-3m 
Mn3O4 -14.14 -14.38
 [201] I41/amd 
Mn2O3 -9.76 -9.94
  [201] Ia-3 
MnO2 -5.27 -5.39
  [201] P42/mnm 
Sm2O3 -18.68 -18.86
 [201] I213 
CoO2 -1.35 -1.47
 [202] C2/m 
CoO -2.40 -2.46 [201] F43-m 
Co3O4 -9.00 -9.23 [201] Fd-3m 
Metal Calculated ΔE
f Experimental ΔHf Polymorph 
La -4.89 - P63/mmc 
Mn -4.76 - I43-m 
Sm -4.66 - P63/mmc 
Co -4.75 - Fm-3m 
 
After solving the set of inequalities for each system, a range of chemical potentials 
is obtained, as depicted in Figure 4.1. 
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Figure 4.1. Chemical potential phase diagrams for a) LaMnO3 and b) SmCoO3. The grey 
areas represent the range of chemical potentials in which both perovskites are stable.  
When we examine the calculated chemical potential phase diagrams, it can be 
seen that SmCoO3 is unstable under oxygen-rich conditions, which favours the 
formation of CoO2. This has also been noted experimentally, with cobalt-based 
SOFC cathodes known to be unstable at high oxygen pressures, which validates 
our model. [87] Therefore, according to Figure 4.1, the limits for each atomic 
species are as follows: −14.10 eV ≤ ∆𝜇𝐿𝑎 ≤ 0 𝑒𝑉, −10.02 eV ≤ ∆𝜇𝑆𝑚 ≤ 0 𝑒𝑉, 
−4.97 eV ≤ ∆𝜇𝑂
𝐿𝑎𝑀𝑛𝑂3 ≤ 0 𝑒𝑉, and −4.36 eV ≤ ∆𝜇𝑂
𝑆𝑚𝐶𝑜𝑂3 ≤ −0.5 𝑒𝑉. 
Finally, oxygen chemical potentials can be related to the temperature and the 
partial oxygen pressure (p) according to equations 4.9-11. [187] This 
approximation relates the term ∆𝜇𝑂(𝑇, 𝑝) to an empirical expression that only 
considers experimental thermodynamic data. [114]  
∆𝜇𝑂(𝑇, 𝑝) =
1
2
{∆𝐺𝑂2(𝑇, 𝑝
0) + 𝑘𝐵𝑇 ln (
𝑝
𝑝0
)} + 𝛿𝜇𝑂
0                                  (4.9) 
with 
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∆𝐺𝑂2(𝑇, 𝑝
0) = 𝐺𝑂2(𝑇, 𝑝
0) − 𝐺𝑂2(𝑇
0, 𝑝0)                                     (4.10) 
and 
𝛿𝜇𝑂
0 =
1
𝑛
∑{
1
𝑦
(𝐸𝑀𝑥𝑂𝑦 − 𝑥𝐸𝑀 − ∆𝐻𝑀𝑥𝑂𝑦
𝑓,0 ) −
1
2
(𝐸𝑂2
𝑡𝑜𝑡 + 𝑇0𝑆𝑂2
𝑔𝑎𝑠(𝑇0, 𝑝0))} (4.11) 
In these equations, 𝐺𝑂2(𝑇, 𝑝
0) is the tabulated Gibbs free energy for O2 at a given 
temperature (T) and standard pressure (𝑝0); kB is the Boltzmann constant (8.6173 
x 10-5 eV·K-1), 𝑝 is the pressure, 𝑇0 is the standard temperature and 𝑆𝑂2
𝑔𝑎𝑠(𝑇0, 𝑝0) 
is the tabulated entropy of O2 gas.[203] The term 𝛿𝜇𝑂
0  is a correction term that 
compensates the deviation between the experimental and the computational data.  
4.3 Lattice Vacancies 
Ionic conduction depends, among other factors, on the number of the oxygen 
vacancies, which in turn depends on the oxygen chemical potential. A low oxygen 
chemical potential enhances the creation of oxygen vacancies, whereas high 
oxygen chemical potentials may lead to the creation of cation vacancies. On the 
other hand, cation vacancies originate as a result of the fabrication process or as 
a consequence of the different chemical potentials. Figure 4.2 shows a schematic 
of the three types of vacancies investigated in this chapter.  
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Figure 4.2.  Polyhedral representation of the crystal structures of a both LaMnO3 and 
SmCoO3 in a) bulk, b) A-site cation vacancy, c) B-site cation vacancy, and d) oxygen 
vacancy. Grey spheres represent La and Sm, red spheres oxygen, and blue polyhedra 
have Mn and Co centred in them.   
4.3.1 Oxygen Vacancies 
The presence of oxygen vacancies leads to small distortions of both LaMnO3-x and 
SmCoO3-x lattices, mainly localised in the atoms neighbouring the vacancy, as 
shown in Table 4.2. In LaMnO3, Mn-O bonds shorten by about 0.06 Å, whereas in 
SmCoO3, Co-O bond changes are barely noticeable, with a lengthening of only 
0.02 Å. We observe the same trends in the A-O distances. La-O bonds are 
lengthened by 0.13 Å whereas Sm-O only lengthen by 0.02 Å. It is commonly 
accepted that, for the same type of material, larger distortions indicate a more 
covalent bonding character, whereas minor distortions show a greater ionic 
contribution.  
 
Chapter 4: Lattice Vacancies in Cubic SmCoO3 and LaMnO3 
119 
 
Table 4.2. Calculated metal-oxygen distances (in Å) next to vacancies for non-defective 
and defective LaMnO3 and SmCoO3. A is La or Sm, and B is Mn or Co, respectively. 
Material Vacancy Site A-O distance B-O distance 
LaMnO3 None 2.78 1.97 
 
O 2.57, 2.63, 2.66, 2.70, 2.77 1.91, 1.95, 1.96, 1.97, 1.99 
 La 2.58, 2.69, 2.72 1.91, 1.94 
 Mn 2.60, 2.72 1.86, 1.92, 1.93 
SmCoO3 None 2.65 1.88 
 O 2.54, 2.56, 2.65 1.84, 1.87, 1.88, 1.89, 1.91 
 Sm 2.49, 2.61, 2.65 1.86, 1.90 
 Co 2.63, 2.65 1.79, 1.86, 1.87, 1.89, 1.90 
 
The introduction of an oxygen vacancy induces changes, as well, in both the 
electronic and magnetic structure, as shown in Figure 3.9, as a consequence of 
the lattice distortions. In LaMnO3, the presence of an oxygen vacancy does not 
significantly alter its electronic structure. The only noticeable difference is that the 
β band-gap is slightly reduced, as some states are now found at 2.6 eV. Moreover, 
Mn magnetic moments do not significantly differ from the non-defective bulk, 
although the Mn that are next nearest neighbours (NNN) of the oxygen vacancy 
show a slightly higher magnetic moment, as shown in Table 4.3, coinciding with a 
small decrease of charge shown by NNN Mn centres compared to those adjacent 
to the oxygen vacancy.  
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Figure 4.3. PDOS after introduction of oxygen vacancy in a) LaMnO3, and b) SmCoO3. The 
Fermi level is at 0 eV, and negative E-EF represent the occupied bands and positive the 
virtual bands. Positive PDOS are associated with the α-spin, whereas negative PDOS are 
associated with β-spin.   
On the other hand, the presence of an oxygen vacancy in SmCoO3 alters not only 
the electronic structure of the system but also the Co magnetic moment. The 
system now shows half-metallic behaviour, in which the valence band is described 
by the Co t2g orbitals and the conduction band by the Co eg orbitals. Secondly, the 
magnetic moments of Co centres that are nearest neighbours (NN) to the oxygen 
vacancy increase from 0 to 0.58, whereas the rest of the Co atoms are around 
0.24. This agrees well with the calculated Bader charges, which are lower for NN 
Co compared to NNN Co atoms.  
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Table 4.3. Magnetic moments of the transition metal ion (𝜇𝐵) in 𝜇𝐵 and Bader charges (q) 
in e before and after the creation of lattice vacancies. * indicates ion adjacent to vacancy 
site. All other values are averaged over the number of species. 
 LaMnO3 SmCoO3 
 Bulk VO VLa VMn Bulk VO VSm VCo 
𝝁𝑩 
3.93 4.05 3.61 3.52 0.0 0.24 0.02 0.84 
𝝁𝑩
∗   3.93 3.61 3.43  0.58 0.02 0.12 
𝒒𝑩  
+1.81 +1.60 +1.78 +1.89 +1.31 +1.26 +1.32 +1.40 
𝒒𝑩
∗   +1.54 +1.78 +1.80  +1.10 +1.32 +1.36 
𝒒𝑨  
+2.12 +2.10 +2.14 +2.09 +2.01 +2.07 +2.12 +2.09 
𝒒𝑶  
-1.31 -1.29 -1.24 -1.26 -1.11 -1.16 -1.05 -1.11 
Magnetic moments and Bader charges suggest that, as stated in previous 
publications, [181] the generation of an oxygen vacancy is related to the reduction 
of two neighbouring Mn/Co atoms, which can be represented as: 
O2− + 2Mn3+ → 
1
2
O2 + 2Mn
2+                                      (4.12) 
Or according to the Kröger-Vink notation, it is represented as: [204] 
OO + 2MnMn
x ⇌ VO
∙∙ +
1
2
O2 + 2MnMn
·                                (4.13) 
Both equations note the formation of an Mn2+ – Vo – Mn2+ cluster, and equally 
applied to Co2+. [181] We verified the existence of these clusters by calculating the 
spin density (∆𝜌𝛼−𝛽) difference, defined as ∆𝜌𝛼−𝛽 = 𝜌𝐴𝐵𝑂3−𝑥
𝛼−𝛽
− 𝜌𝐴𝐵𝑂3
𝛼−𝛽
− 𝜌𝑂
𝛼−𝛽
 , 
where 𝜌𝐴𝐵𝑂3
𝛼−𝛽
 is the spin density for the bulk material, 𝜌𝐴𝐵𝑂3−𝑥
𝛼−𝛽
is the spin density of 
the defective bulk, and 𝜌𝑂
𝛼−𝛽
 is the spin density of a single oxygen atom, calculated 
in its triplet state. It is worth noting that for both materials, the spin depletion 
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observed in the oxygen vacancy is owing to the fact that we calculated the single 
oxygen atom in its triplet state. 
In the case of LaMnO3-x, (Figure 4.4a) we observe a spin redistribution on the Mn 
that are NN to the oxygen vacancy, and a very small increase on the rest of the 
Mn, which fully agrees with the magnetic moments and Bader charges previously 
discussed. However, the formation of the Mn2+-VO-Mn2+ clusters is not quite 
evident. In SmCoO3-x (Figure 4.4b) we do see an increase in spin density in all Co 
centres, but with a larger isosurface in those that are NN to the oxygen vacancy, 
clearly showing the formation of the reduced Co – VO clusters. Continuing the 
reasoning from Chapter 3, this increase in spin density is a consequence of the 
distortion in the Co-O bonds upon oxygen vacancy formation and the change in 
Co 3d-orbital occupation.  
 
Figure 4.4. Spin density difference (∆𝜌𝛼−𝛽) representation of a) LaMnO3 and b) SmCoO3 
with oxygen vacancy in the neutral charge state. Yellow ∆𝜌𝛼−𝛽 isosurface represents an 
increase of spin density, whereas blue ∆𝜌𝛼−𝛽 isosurface represents a spin density 
depletion. Isosurface value is set at 0.02.  
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Oxygen vacancy formation energies (𝐸𝑓
𝑉𝑜) were calculated for five different defect 
charge states; 0, ±1, and ±2, under the O-rich regime (Table 4.4 and Figure 4.7). 
These charge states have been selected as the formal oxygen anion charge is -2. 
Likewise, the oxygen-rich regime was selected as experimental studies are 
performed at high oxygen partial pressure. For CBM, we have used the calculated 
band gap for SmCoO3 and the β-direction band gap of 1.58 eV for LaMnO3.  
Table 4.4. Oxygen vacancy formation energies (in eV) for LaMnO3 and SmCoO3 for 
different charge states at the valence band maximum (𝑬𝒇
𝑽𝑩𝑴) and at the conduction band 
minimum (𝑬𝒇
𝑪𝑩𝑴) under oxygen rich conditions. 
 LaMnO3 SmCoO3 
q 𝐸𝑓
𝑉𝐵𝑀 𝐸𝑓
𝐶𝐵𝑀 𝐸𝑓
𝑉𝐵𝑀 𝐸𝑓
𝐶𝐵𝑀 
+2 3.15 6.31 0.30 1.65 
+1 3.09 4.67 1.46 2.14 
0 3.14 3.14 2.08 2.08 
-1 3.24 1.66 2.64 1.96 
-2 3.91 0.75 2.99 1.64 
 
As expected, all formation energies are positive, clearly indicating that oxygen 
vacancies will not be formed spontaneously. However, the formation of oxygen 
vacancies in SmCoO3 is slightly more favoured. For example, if we consider the 
neutral charge state, in LaMnO3 𝐸𝑓
𝑉𝑜 = 3.14 eV, whereas in SmCoO3 it is 2.08 eV, 
i.e. more than 1 eV smaller.  
The influence of temperature and pressure on the oxygen vacancy formation 
energy was analysed for the non-charged states for LaMnO3-x and SmCoO3-x, 
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according to equations 4.9-11. For LaMnO3-x, the formation of oxygen vacancies 
is only spontaneous at temperatures higher than 1100 K, in combination with low 
oxygen partial pressure. On the other hand, for SmCoO3-x oxygen vacancies can 
be spontaneously generated at lower temperatures (>900 K) than LaMnO3, but 
again at low oxygen partial pressure, which as we have stated already, are not the 
working conditions in SOFC.  
 
Figure 4.5. Oxygen vacancy formation energy as a function of partial oxygen pressure 
(atm) at different temperatures for a) LaMnO3, and b) SmCoO3.  
Using the vacancy formation energy of the neutral charge state we can calculate 
the concentration of the oxygen vacancies (𝐶𝑉𝑂) per mole of perovskite according 
to the following formula: [113,189,205] 
𝐶𝑉 = 𝑁exp(
−𝐸𝑓
𝑉𝑜
𝑘𝐵𝑇
)                                                      (4.14) 
where 𝐸𝑓
𝑉𝑜 is the oxygen vacancy formation energy (Table 4.4), N is the 
concentration of atomic sites substituted by the defect, which for oxygen vacancies 
is N=3 − 𝐶𝑉𝑂.  [113,189] We calculated the concentration for both LaMnO3-x and 
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SmCoO3-x, as shown in Figure 4.6. We observe that 𝐶𝑉𝑂 under equilibrium 
conditions is higher in SmCoO3 than in LaMnO3, as it would be expected from their 
formation energies. However, vacancy concentrations in SmCoO3-x are still below 
1×10-6 mol×(mol perovskite)-1, and even smaller in LaMnO3-x, where they are found 
below 1×10-11 mol×(mol perovskite)-1. These results are expected, as it is known 
experimentally that VO are obtained mainly by doping both materials. 
Nevertheless, we could also modify the oxygen chemical potential by means of 
reducing 𝑝𝑂2.  
 
Figure 4.6. Oxygen vacancy concentration (mol per mol perovskite) as a function of 
temperature in SmCoO3 (dashed line) and LaMnO3 (full line), assuming oxygen rich 
conditions. 
Considering the different charge states, collected in Table 4.4 and represented in 
Figure 4.7, we note that the +1 charge state for LaMnO3 has the smallest 𝐸𝑓
𝑉𝑜 for 
ΔEF= 0 eV.  Charge transitions occur when 𝐸𝑓
𝑉𝑜 for different charge states 
intercross at a given energy. [206] The first charge transition is at ΔEF = 0.05 eV 
and corresponds to the transition from +1 to 0, almost at the same ΔEF in which 
Chapter 4: Lattice Vacancies in Cubic SmCoO3 and LaMnO3 
126 
the transition from 0 to -1 occurs, 0.06 eV. The last observed transition happens 
at ΔEF = 0.67 eV, from -1 to -2. To get an idea of the thermal cost of these transition 
energies, we can use the relation ΔEF = kBT. Thus, the transition from +1/0 occurs 
at approximately 580 K, 0/-1 at 696 K, and the transition -1/-2 at 7775 K. The last 
transition is thermally inaccessible at working temperatures and far above the 
melting point of LaMnO3. We can conclude that at working temperatures, the 
charge state that is stabilized is q=-1, although due to the small energy difference 
between +1/0 and 0/-1 charge transitions (only 0.01 eV), it is likely that the three 
charge states, +1, 0, and -1 coexist.  
In contrast, in the equilibrium picture, SmCoO3-x shows a completely different 
trend, with a preferential charge state of +2, and no accessible charge transitions. 
This would indicate that SmCoO3-x does not prefer to accommodate the two 
electrons resulting from the oxidation of O2-, i.e. SmCoO3-x will not act as an 
effective electron conductor at intermediate temperature SOFC working 
temperatures. This behaviour is in agreement with the literature. 
[82,87,153,207,208]  
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Figure 4.7. Oxygen vacancy formation energy in different charge states as a function of 
the Fermi level for a) LaMnO3 and b) SmCoO3. For the LaMnO3, VBM, ∆𝐸𝐹 =0 eV and 
CBM, ∆𝐸𝐹 =1.58 eV, whereas for SmCoO3, VBM, ∆𝐸𝐹 =0 eV and CBM, ∆𝐸𝐹 =0.68 eV.  
 
4.3.2 Cation Vacancies  
Finally, we also evaluated the cost of generating cation vacancies in both 
materials. To that end, and using equation 4.1, the cation vacancy formation 
energies for both cations in both materials for the charge states between -3 and 
+3 are calculated. 𝐸𝑓
𝑉 are listed in Table 4.5, assuming oxygen- and cation-rich 
conditions for all cases.  
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Table 4.5. 𝐸𝑓
𝑉 at the VBM and CBM respectively, 𝐸𝑓
𝑉𝐵𝑀 and 𝐸𝑓
𝐶𝐵𝑀 for the cation vacancies 
in different charge states (q). For VLa and VMn, VBM, ∆𝐸𝐹 =0 eV and CBM, ∆𝐸𝐹 =1.7 eV, 
and for VSm and VCo, VBM, ∆𝐸𝐹 =0 eV and CBM, ∆𝐸𝐹 =0.68 eV. 
A-site B-site 
 q 𝐸𝑓
𝑉𝐵𝑀 (eV) 𝐸𝑓
𝐶𝐵𝑀 (eV)  q 𝐸𝑓
𝑉𝐵𝑀 (eV) 𝐸𝑓
𝐶𝐵𝑀 (eV) 
VLa 
3+ 10.18 14.08 VMn 3+ 7.30 7.49 
2+ 8.80 11.40 2+ 6.30 8.90 
1+ 7.73 9.03 1+ 5.76 7.06 
0 6.95 6.95 0 5.74 5.74 
1- 6.30 4.99 1- 5.78 4.48 
2- 6.01 3.41 2- 6.13 3.53 
3- 6.22 2.32 3- 11.20 3.59 
VSm 
3+ 10.17 12.20 VCo 3+ 4.86 6.88 
2+ 10.0 11.35 2+ 4.65 6.00 
1+ 8.35 9.02 1+ 4.79 5.46 
0 7.98 7.98 0 5.17 5.17 
1- 6.89 6.21 1- 3.56 2.89 
2- 6.39 5.04 2- 3.48 2.13 
3- 4.97 2.95 3- 1.93 -0.09 
As expected, all vacancy formation energies are highly positive, although for the B 
position (Mn and Co respectively) they are between 1 and 2 eV smaller than the A 
position. In any case, all energies are higher than 5 eV, indicating that vacancies 
will not generate spontaneously. As to the charge states, all cation vacancies are 
negatively charged, as shown in table 4.6. For VLa, 𝐸𝑓
𝑉  shows only one charge 
transition, -2/-3 at 0.21 eV, which is thermally inaccessible. For VSm, the -3 charge 
state is most stable, with no observed charge transitions, agreeing with the 
previous literature. [180] Looking at VB, only one charge transition is observed for 
VMn, -1/-2 at 0.36 eV. This transition is not thermally accessible during device 
operation, leaving the charge state of the system as -1. For VCo, the most stable 
charge state is -3, a charge state that has also been calculated to be the most 
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stable for both cation vacancies in SmCoO3. This is also the most probable cation 
vacancy, in comparison, to be present in SmCoO3. However, the concentration of 
these defects is expected to be very low in comparison to oxygen vacancies.  
Despite the possible influence of cation vacancies on the electronic conductivity, 
defect concentrations calculated from their vacancy formation energy indicate that 
in fact, these vacancies are very unlikely. As shown in Figure 4.8, and using 
equation 4.14 with N=1-CV, cation concentrations under both rich and poor 
conditions are found below 1·10-10 mol · (mol perovskite)-1 in almost all cases. The 
only exception is observed for VCo under Co-poor conditions, which are not found 
under experimental conditions. Hence, we can conclude that cation vacancies do 
not play any key role in the cathode properties, as their concentrations will be 
extremely low. Worth noting is as well that their impact on electronic structure, and 
magnetic moments is seen to be negligible (Appendix D and Table 4.3), except for 
Co-vacancies, which does alter the electronic structure of SmCoO3 from 
semiconductor to half-metallic. This is not unexpected though as the major 
contributor to change in SmCoO3 electronic structure is disorder in the CoO6-
polyhedra, and removing a cobalt from these does indeed induce disorder.  
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Figure 4.8. a) Lanthanum, b) manganese, c) samarium, and d) cobalt vacancy 
concentrations versus temperature.  
4.4 Chapter Conclusions  
In this chapter, we have used DFT+U techniques to investigate the impact of lattice 
vacancies in SmCoO3, and to compare this to the well-known LaMnO3. To model 
lattice vacancies, we calculated the range of chemical potentials in which the 
materials are stable, obtaining results in agreement with experimental evidence on 
stability. We found that the oxygen vacancy formation energy for LaMnO3 is higher 
than for SmCoO3, but that they are all positive, indicating that the formation of VO 
is not spontaneous, unless we move into an oxygen-poor regime. The presence of 
VO did not significantly affect the electronic structure of LaMnO3, but it did alter the 
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electronic and magnetic properties of SmCoO3. VO in SmCoO3 turned this 
semiconductor into a half-metallic material, with the formation of Co2+-VO-Co2+ 
clusters. In comparison, these clusters were not evident in LaMnO3. Equilibrium 
𝐶𝑉𝑂 was calculated, showing as expected that it is very low, although SmCoO3 
shows 𝐶𝑉𝑂, related to its lower vacancy formation energy. The investigation of the 
charge states indicated that at SOFC working temperatures, LaMnO3 showed 
stabilization of a negative charge whereas SmCoO3 was not able to accept extra 
charge, which explained the different experimental behaviour observed for both 
materials regarding electronic conductivity.   
Finally, the formation of cation vacancies was studied, and it was shown that they 
require very high energies to be formed.1 Thus, it is expected that these will only 
exists in very small concentrations, and will have negligible impact on the 
electronic and ionic conduction in the materials.  
                                               
 
 
1 All defect formation energies calculated here are calculated from the same volume simulation cell as the defect 
free bulks, as per convention. Test calculations allowing the simulation cells with defects relax their volume were 
carried out, and it was found that the results presented here would not be changed by allowing these volumes to 
be relaxed. For comparison, the oxygen formation energy in SmCoO3 in a relaxed supercell is 2.51 eV, samarium 
vacancy 8.14 eV, and cobalt vacancy 3.06 eV.  
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Chapter 5 
Ba2+, Ca2+, and Sr2+ Substitutional 
Doping on Sm-site in SmCoO3  
 
ABSTRACT 
The substitutional doping of Ca2+, Sr2+, and Ba2+ on the Sm-site in SmCoO3 has 
been showed to improve both electronic and ionic conductivities for applications 
as solid oxide fuel cell (SOFC) cathodes. In this chapter we use DFT calculations 
to investigate dopant configurations at two different dopant concentrations: x=0.25 
and 0.50. To preserve the electroneutrality of the system, we have studied two 
different charge compensation mechanisms; the creation of (i) oxygen vacancies, 
and (ii) electronic holes. After examining the electronic structure, charge density 
difference, and oxygen vacancy formation energies, we concluded that the charge 
is compensated by the generation of oxygen vacancies. Furthermore, we found 
that the improvement of the electronic conduction is not a direct consequence of 
the appearance of electron holes, but a result of the distortion of the material, more 
specifically, the distortion of the Co-O bonds, which leads to a different occupation 
of the Co 3d-orbitals, enabling electronic conductivity. Finally, MD simulations 
were employed to model ionic conduction and thermal expansion coefficients. It 
was found that all dopants at both concentrations showed high ionic conduction 
comparable to experimental results for other SOFC cathode materials.  
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5.1 Introduction 
Unlike traditional cathode materials such as La1-xSrxMnO3-δ (LSM), which loses 
efficiency at these low temperatures due to polarization resistance, cobalt-based 
perovskites have shown better performance and have been suggested as suitable 
materials for IT-SOFC, [66] as their reported properties include better mixed ionic 
and electronic conduction, low polarization resistance, and lower overpotentials. 
[1,209] Their higher ionic conductivity is a consequence of the lower activation 
energies required for the oxygen to migrate via oxygen vacancies, which are 
induced when substituting Sm3+ by a divalent cation (A). 
[1,18,35,71,82,160,209,210]  
Upon doping, the overall charge of the system can be compensated via two 
different charge compensation schemes. On the one hand, oxygen vacancies (VO) 
can be generated, according to the Kröger-Vink notation, as described in equation 
5.1: [204] 
2𝐴𝑂
𝑆𝑚𝐶𝑜𝑂3
→     2𝐴𝑆𝑚
′ + 2𝑂𝑂
𝑥 + 𝑉𝑂
∙∙                                                   (5.1) 
On the other hand, the charge can be compensated with the creation of electron 
holes, as expressed in equation 5.2. [48,82,211,212] 
𝐴𝑂
𝑆𝑚𝐶𝑜𝑂3
→     𝐴𝑆𝑚
′ + 𝑂𝑂
𝑥 + ℎ∙                                                      (5.2)  
While the oxygen vacancy compensation mechanism is widely used to explain 
the formation of oxygen vacancies, and thus the increase in the ionic 
conductivity, the hole compensation mechanism has been suggested to explain 
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the increase in the electronic conductivity. [48,212] Although there is no strong 
evidence, it is believed that both mechanisms coexist in the material. The 
increase in the electronic conductivity seems to be related with the spin transition 
observed in cobalt, from low spin to either high (HS, 𝑡2𝑔
4 𝑒𝑔
2), intermediate (IS, 
𝑡2𝑔
5 𝑒𝑔
1), or mixed spin (LS/IS, IS/HS). [160] This leads to magnetic domains, 
metallic electronic structure, and the cobalt ions coexisting in different spin 
states. [160] Another improvement that doped SmCoO3 cathodes present with 
respect to LSM, is that although they do not couple well with yttria-stabilized 
zirconia (YSZ) as the electrolyte material, they show better compatibility with 
ceria-based electrolytes such as gadolinium-doped ceria (GDC). [35,209] 
Although experimental studies conducted on Sm1-xAxCoO3-x/2 indicate that they 
could be promising materials for IT-SOFC cathodes, questions remain why these 
materials show better performance than doped lanthanum manganite. [213]  
In this chapter, we investigate three common SmCoO3 dopants; Ca2+, Sr2+, and 
Ba2+, at two different dopant concentrations (x); x=0.25, and 0.5. Using a 
combination of DFT and MD simulations, we have investigated two different 
charge compensation schemes, the electronic and magnetic structure, oxygen 
diffusion, and the thermal expansion coefficients. On the basis of these 
calculations, we then compare the different Sm1-xAxCoO3-x/2 systems to gain an 
understanding of how the dopant species and its concentration influences the 
materials’ properties. The results have been compared to experiment, and 
especially the compatibility with traditional electrolytes has been kept in mind when 
evaluating which dopant and concentration are most suitable for IT-SOFC cathode 
applications. 
Chapter 5: Ba2+, Ca2+, and Sr2+ Substitutional Doping on Sm-site in SmCoO3  
135 
 
5.2 Computational Details 
We have employed two different methodologies to model the Sm1-xAxCoO3-x/2 
systems; DFT has been used to study the energetics and the electronic structure 
of the different dopant configurations, whereas MD is used to study thermal 
properties and oxygen diffusion at different temperatures.  
5.2.1 Density Functional Theory Calculations  
DFT calculations were performed with VASP. The PAW method was applied to 
describe the ion-electron interaction. Based on convergence tests, the plane wave 
energy cut-off was set to 500 eV. Spin-polarized calculations were performed with 
the PBE functional under electronic and ionic self-consistence, with convergence 
criteria of 10-5 eV and 10-3 eV·Å-1 respectively. The following valence electrons for 
the atomic species involved were taken into account: Sm (5s25p66s2), Sr 
(4s24p65s2), Ba (5s25p66s2), Ca (3s23p64s2), Co (4s23d7), and O (2s22p4). The 
tetrahedron method with Blöchl corrections for smearing together with a 4×4×4 -
centred Monkhorst-Pack grid was applied. Bader charges were calculated using 
the Henkelman algorithm. [185] When non-stoichiometric bulk materials were 
modelled without charge compensation via oxygen vacancies, a homogeneous 
background charge was added to counteract the resulting charge. This makes the 
system overall charge-neutral and avoids a diverging Coulomb interaction.  
To correct the electron self-interaction problem arising from the d-electrons of Co, 
[65,110,111] we have used the DFT+U, considering a Hubbard parameter of 3 eV 
using the Dudarev approximation. [109] Finally, the crystal structure and cell used 
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was the 2×2×2 Pm-3m pseudo cubic cell. These materials have average cubic 
structures at high temperatures, with local Jahn-Teller distortions on the CoO-
octahedra. [114]  
5.2.2 Molecular Dynamics Calculations 
All MD simulations were performed using the DL_POLY 4.07 code, with a 
20×20×20 supercell simulated under NPT conditions, using a Nosé-Hoover 
thermostat. All statistics were collected after a system equilibration of 13 ps, with 
an added 100 ps production phase. The time step for both phases was 0.5 fs. The 
Ewald summation was employed to account for the electrostatic interactions, 
whereas the Verlet algorithm evaluated the atomic motions. The Buckingham 
potential, within the Born model for ionic solids, was used to describe the short-
range interactions between atoms, together with the shell model for the electronic 
polarizability. The interatomic potentials used in this work are presented in section 
2.7.1.2.4.  
5.3 Dopant Configurations  
To evaluate the position of the A2+ and the VO, we have used the Site-Occupancy 
Disorder program (SOD). [214] SOD uses the symmetry operations of the non-
doped bulk system to determine all the non-equivalent substitutions. At this stage, 
we should then use SOD again to determine the non-equivalent positions for the 
oxygen vacancy in the doped system. However, due to the high number of 
resulting configurations (around 250 configurations in total), we first determined 
the most stable dopant configuration in doped SmCoO3 without VO. We found three 
inequivalent configurations for x=0.25, and six for x=0.50 (Figure 5.1).  
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Figure 5.1. Ball-and-stick representation of the three non-equivalent configurations for a) 
Sm0.75A0.25CoO3, and the six non-equivalent configurations for b) Sm0.5A0.5CoO3 as 
calculated with SOD. O and Co have been omitted for clarity. Sm is coloured in pink 
whereas the dopant is coloured in green.  
Since SOD does not provide any information about the relative stability of the 
different bulks, we optimized all the different distributions using VASP, for all the 
different dopants: Ca2+, Sr2+, and Ba2+. After optimization, the most stable dopant 
distribution per dopant and concentration was used to determine the positions of 
the oxygen vacancies. We found that all systems with x=0.25 had the same most 
stable dopant vacancy configuration, whereas Sr- and Ba-doped systems for x=0.5 
had different configurations from the Ca-doped system at the same concentration. 
The reason for this difference was attributed to size-effects, as Ca2+ is the smallest 
dopant. The final configurations for each cation and concentration are depicted in 
Figure 5.2. 
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Figure 5.2. Dopant-vacancy configurations for a) Sm0.75A0.25CoO2.88, b) Sm0.5A0.5CoO2.75 
(A=Ba, Sr), and c) Sm0.5Ca0.5CoO2.75. The pink spheres are Sm3+, whereas Co3+ are in the 
centre of the blue octahedra, and O2- are red. VO is represented by white and red circles. 
In a) grey spheres are Ca2+, Sr2+, or Ba2+, whereas in b) green are Sr2+, or Ba2+, and in c) 
light blue spheres are Ca2+.  
Table 5.1. Energy differences (eV) for dopant configurations. Numbers refer to the different 
SOD configurations.  
 
Ca Sr Ba 
 
x=0.25 x=0.5 x=0.25 x=0.5 x=0.25 x=0.5 
1 0.0 1.6 0.0 0.7 0.0 0.4 
2 0.4 3.5 0.9 1.7 0.9 1.4 
3 1.1 0.5 1.2 0.0 0.8 0.0 
4 
 
0.0 
 
0.5 
 
0.8 
5 
 
1.4 
 
0.7 
 
0.7 
6 
 
4.3 
 
4.0 
 
5.2 
 
More specifically, at x = 0.25, configuration 1 is the most stable for all three 
dopants, and the range of energies is about 1.0 eV, with the other configurations 
found at least 0.4 eV higher in energy than the most stable structure, regardless 
of dopant. On the other hand, for x=0.50, configuration 3 is the most stable for Ba2+ 
and Sr2+, whereas for Ca2+ configuration 4 is the most stable. At this concentration, 
the range of energies is larger compared to x=0.25; for Ca2+ the range is 3.5 eV, 
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for Sr2+ 1.7 eV, and 5.2 eV for Ba2+. The difference in energies between the most 
stable configuration and the next one is between 0.5 and 0.7 eV for the different 
dopants. A full list of relative energies is included in Table 5.1. Furthermore, 
introducing A on the Sm-site leads to increased lattice volume in the pseudocubic 
structure, as found from DFT+U calculations. Deviations from the perfect cubic 
lattice are observed, with disorder present in the Sm-O and Co-O bonds (Table 
5.2). 
Table 5.2. Volumes (Å3), and interatomic distances (Å) in dopant systems for the most 
stable configuration (N) referring to Figure 5.1 and Figure 5.2. A refers to dopant.  
System N Volume Sm-O  Co-O  A-O  
SmCoO3  52.73 2.65 1.88 
N/A 
Sm0.75Ca0.25CoO3 1 54.43 2.60-2.69 1.89, 1.91 
2.74, 2.76 
Sm0.50Ca0.50CoO3 4 54.01 2.69-3.03 1.91-1.95 
2.69-2.95 
Sm0.75Sr0.25CoO3 1 54.58 2.58-2.73 1.89-1.92 
2.77, 2.80 
Sm0.50Sr0.50CoO3 3 55.59 2.57-2.72 1.91 
2.69-2.83 
Sm0.75Ba0.25CoO3 1 56.33 2.56-2.77 1.91, 1.96 
2.84 
Sm0.50Ba0.50CoO3 3 58.41 2.55-2.78 1.92-1.96 
2.74-2.92 
 
For the most stable dopant configurations we have explored the non-equivalent VO 
positions with SOD and the remaining symmetry operations per system, leading to 
a total of 39 non-equivalent VO distributions. Low VO concentrations do not have a 
significant effect on the lattice parameters, [211] and the supercell volume can thus 
be kept constant when introducing VO.  
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5.4 Electronic and Magnetic Structures  
Projected density of states (PDOS) for the oxidized systems (Sm1-xAxCoO3) with 
x=0.25 and 0.5 are collected in Figure 5.3. All materials, with the exception of 
Sm0.50Sr0.50CoO3, show the same common features. Upon doping, the systems 
become half-metallic, thus indicating that they all become electronic conductors. 
This conduction mainly occurs through the Co eg orbitals, which are hybridized 
with the O 2p-orbitals. We modelled different magnetic structures (according to 
Chapter 3) for all the different systems, and in all cases the ferromagnetic ground 
state was the most stable. The ferromagnetic structure is evidenced in the PDOS 
by the fact that α- and β-densities are not symmetrical. The change in the magnetic 
structure is attributed to the LS to IS transition observed in the cobalt centres and 
listed in Table 5.3, where Co3+ magnetic moment increases from LS µCo=0 µB (LS) 
to µCo≈2 µB (IS). Cobalt charges (qCo) do not vary markedly with increasing x, 
whereas qO decreases by ≥0.04 e going from x=0.25 to x=0.5. This trend has also 
been observed for La1-xSrxFeO3, and was suggested to indicate hole delocalization 
on the oxygen sub-lattice, [48] although there is no clear evidence in the PDOS of 
the existence of this electronic hole near the Fermi level (EF).  
For the specific case of Sm0.50Sr0.50CoO3, it is still a conductor since the cobalt t2g 
orbitals are found both above and below EF, but its electronic structure reveals that 
the t2g/eg crystal field splitting still applies for this material despite the doping 
(Figure 5.3d). Accordingly, the magnetic moment of cobalt atoms is around 0 and 
no significant change in the cobalt charge is observed.  
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Figure 5.3. PDOS for a) Sm0.75Ca0.25CoO3, b) Sm0.50Ca0.50CoO3, c) Sm0.75Sr0.25CoO3, d) 
Sm0.50Sr0.50CoO3, e) Sm0.75Ba0.25CoO3, and f) Sm0.50Ba0.50CoO3. The Fermi level is at 0 eV, 
and negative E-EF represent the occupied bands and positive the virtual bands. Positive 
PDOS are associated with the α-spin, whereas negative PDOS are associated with β-spin. 
For the VO compensated systems, the PDOS are collected in Figure 5.4. Now, 
without exception, all systems become half-metallic, thus becoming electronic 
conductors. The VBM is a mixture of O 2p, Co t2g, and Co eg, as opposed to the 
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oxidized systems where Co eg-states were mainly present at the CBM and above. 
Again, the conduction mainly occurs through the Co eg-orbitals, which are 
hybridized with the O 2p-orbitals.  
The presence of VO induces different magnetic moments in the cobalt centres. 
Those who are next to the VO keep the same magnetic moment observed in the 
oxidized systems, around 1.8 µB, whereas the rest of the cobalt atoms show 
different values, ranging from 0 to 2.2 µB. All Co magnetic moments are aligned, 
indicating that the doped systems with oxygen vacancies become ferromagnetic, 
(Table 5.3), and the mixing of µCo is in agreement with experimental results on 
doped SmCoO3. [160]  
The presence of VO in the lattice gives different cobalt spin states within the 
system, but no difference in cobalt charge state, which has also been noted 
experimentally for x>0.2 (Table 5.3). [215] This finding would imply that the charge 
compensation is fully completed through VO compensation, without negative 
charge remaining in VO, similar to that demonstrated in chapter 4 for undoped 
SmCoO3. However, the subtle difference in qCo between the oxidized and VO 
compensated systems is worth noting. The difference in total qCo in the two 
different charge compensation schemes for the same A and x is, however, larger. 
ΔCa,0.25=0.70 e, ΔCa,0.50=0.91 e, ΔSr,0.25=0.78 e, ΔSr,0.50=0.33 e, ΔBa,0.25=0.92 e, and 
ΔBa,0.50=0.65 e. This could possibly indicate the presence of an electron hole on 
the cobalt atoms, but we would then expect charges closer to 2 e. Therefore, no 
clear conclusion can be drawn from the partition of the Bader charges.  
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Figure 5.4. PDOS for a) Sm0.75Ca0.25CoO2.88, b) Sm0.50Ca0.50CoO2.75, c) Sm0.75Sr0.25CoO2.88, 
d) Sm0.50Sr0.50CoO2.75, e) Sm0.75Ba0.25CoO2.88, and f) Sm0.50Ba0.50CoO2.75. The Fermi level 
is at 0 eV, and negative E-EF represent the occupied bands and positive the virtual bands. 
Positive PDOS are associated with the α-spin, whereas negative PDOS are associated 
with β-spin. 
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Table 5.3. Bader charges (qCo,O (e)), and cobalt magnetic moments (µCo(µB)) for Sm1-
xAxCoO3-x/2. A is dopant, * denotes ion next to VO (nearest neighbor). Sm, A, and O 
magnetic moments were found to be negligible in comparison to cobalt and are thus not 
included. µCo,SmCoO3 = 0 µB, qCo, SmCoO3=1.31 e, and qO, SmCoO3=-1.11 e.  
A  Sm0.75A0.25CoO3 Sm0.75A0.25CoO2.88 Sm0.5A0.5CoO3 Sm0.5A0.5CoO2.75 
Ca 
µCo  1.8 0.13, 2.1 1.7 0.1, 2.0, 2.1 
µCo*   1.8  1.9, 2.0, 2.6 
qCo  1.36 1.21-1.32 1.36 1.23-1.32 
qCo*   1.25  1.05-1.33 
qO  -1.11±0.02 -1.13±0.1 -1.07±0.02 -1.11±0.07 
Sr 
µCo  1.8 0.1, 2.1 
0.01, 0.03, 
0.04, 0.05 
1.8, 2.0, 1.9, 
2.2 
µCo*   1.8  1.9, 2.1 
qCo  1.38 1.23-1.32 1.33 1.32-1.37  
qCo*   1.26  1.14-1.24 
qO  -1.12±0.02 -1.13±0.06 -1.05±0.02 -1.14±0.06 
Ba 
µCo 1.9 0.1, 2.1, 2.2 1.9 
2.4, 3.1, 2.1, 
0.4 
µCo*   1.7  2.3, 2.0 
qCo  1.40 1.22-1.30 1.40 1.28-1.48 
qCo*  1.29  1.22-1.26 
qO  -1.13±0.03 -1.14±0.1 -1.09±0.04 -1.15±0.1 
 
Since the analysis of the density of states, and the variation of the cobalt magnetic 
moments and Bader charges do not provide clear evidence of the actual existence 
of an electron hole to compensate the charge of the system, we have examined 
their possible presence by calculating the charge density difference (∆𝜌) according 
to equation 5.3. 
∆𝜌 = 𝜌𝑆𝑚1−𝑥𝐴𝑥𝐶𝑜𝑂3−𝑥/2 + 𝑛𝜌𝑜 − 𝜌𝑆𝑚1−𝑥𝐴𝑥𝐶𝑜𝑂3                                    (5.3) 
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where 𝜌 is the charge density and n the number of VO in lattice. If there is an 
electronic hole, it should be represented as a depletion in the charge density plot. 
According to Figure 5.5, however, ∆𝜌 is mainly centered on the oxygen ions, 
indicating that the variation in charge density is located on the oxygen sub-lattice. 
Although we can observe charge depletion close to the cobalt centres, this is not 
enough to fully verify the presence of electron holes on the cobalt atoms. 
Furthermore, the charge density difference illustrates a rearrangement of 
charges rather than a proper electron hole. We also considered hole 
compensation in terms of the formation of O-, by comparing the lattice relaxation 
around the oxygen nearest to the dopants. This formation energy can be 
obtained by calculating the difference in total energy between the fully relaxed 
localized polaron state, and the hole state in the perfect undistorted lattice, i.e. 
unrelaxed system.[216,217] From these calculations, we found that the hole 
polaron formation is 0.62 eV for xCa=0.25, 0.95 eV for xCa=0.50, 0.92 eV for 
xsr=0.25, 0.78 eV for xSr=0.50, 1.06 eV for xBa=0.25, and 0.60 eV for xBa=0.50. 
These formation energies are significantly higher than the oxygen vacancy 
formation energy, as will be seen below in Table 5.4, and as such while hole 
formation could be expected to occur at SOFC operating temperature, it will 
always represent a minority reaction pathway when compared to vacancy 
formation.   
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Figure 5.5. Charge density difference for a) xCa=0.25, b) xCa=0.5, c) xSr=0.25, d) xSr=0.5, e) 
xBa=0.25, and f) xBa=0.5. Isosurface value is 0.5. Yellow isosurface is positive ∆𝜌 (gain of 
charge), and blue is negative ∆𝜌 (depletion of charge).  
The question still remains though, why A2+-doped SmCoO3 becomes an electronic 
conductor. The key to understand this behaviour can be seen in Sm0.50Sr0.50CoO3, 
which is almost diamagnetic and still shows eg/t2g splitting. Examining the 
geometric structure of Sm0.50Sr0.50CoO3, we realize that there are no distortions in 
the Co-O bond lengths (Table 5.2), and thus no CoO6-octahedral distortions. 
Therefore, the crystal field theory splitting can still be applied, which explains why 
Sm0.50Sr0.50CoO3 has not become at least half metallic. From this finding, we can 
conclude that any doping that induces structural distortion in SmCoO3, will alter 
the electronic structure, i.e. will break the crystal field splitting, and the Co d-
orbitals will be closer in energy, as well as more hybridized with O 2p-orbitals, 
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turning the system into an electrical conductor. To prove this, hypothesis we 
calculated the 0 K electronic conductivity (σe) for all Sm1-xAxCoO3, and plotted them 
as a function of Co-O bond length variance. The variance was set as the difference 
between the shortest and the longest Co-O distance, according to Table 5.2. The 
larger the spread in Co-O bond lengths, the higher the electronic conductivity. The 
trend is presented in Figure 5.6. Although it is not a perfect linear dependence, it 
is indicative enough to conclude that conductivity in Sm-site doped SmCoO3 is a 
direct consequence of the distortion induced by doping the system, rather than 
being a consequence of any electron hole.  
 
Figure 5.6. Electronic conduction plotted against Co-O bond length variance within the 
systems. 
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5.5 Oxygen Vacancy Formation Energy 
To calculate 𝐸𝑓
𝑉𝑂 ,we have again employed the method developed by Zhang and 
Northrup (eq. 5.4), which have been widely utilised to evaluate 𝐸𝑓
𝑉𝑂  in similar 
systems. [48,211,218]  
𝐸𝑓 = 𝐸𝐷𝑒𝑓𝑒𝑐𝑡𝑖𝑣𝑒 − 𝐸𝑃𝑒𝑟𝑓𝑒𝑐𝑡 +∑𝑛𝑂𝜇𝑂
𝑖
                                         (5.4) 
where 𝐸𝐷𝑒𝑓𝑒𝑐𝑡𝑖𝑣𝑒 is the total energy of the defective system, 𝐸𝑃𝑒𝑟𝑓𝑒𝑐𝑡 is the total 
energy of the non-defective system; 𝑛𝑜 is the number of removed or added 
oxygen ions from the bulk, and  𝜇𝑜 is the oxygen chemical potential. For VO we 
consider an O-rich situation, which for SmCoO3 equals to µO=
1
2
𝐸𝑂2-0.5. This 
approach has been successfully employed to perovskite systems in other 
computational studies. [211] It is worth noting that the introduction of dopants in 
the system is assumed to not affect the chemical potential for oxygen. 
Furthermore, DFT overestimates the oxygen binding energy, and with how much 
is dependent on several computational parameters.[19] Including the oxygen 
overpotential correction here, based on those corrections used in previous 
studies,[212] does not however influence the results presented, in terms of all 
oxygen vacancy formation energies being negative, and much lower in energy 
than the hole compensation scheme[19,219] Furthermore, we have neglected 
thermal, vibrational, and entropic contributions, as these are commonly known to 
be smaller than the typical DFT error.[114,197] Below follows a graphical 
summary of all the different vacancy configurations and their Ef. 
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Figure 5.7. VO configurations for Sm0.75A0.25CoO2.88 with noted Ef. Green rectangle notes 
lowest Ef. 
 
Figure 5.8. VO configurations for Sm0.5A025CoO2.75 (A=Sr, Ba) with noted Ef. Green 
rectangle notes lowest Ef.  
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Figure 5.9. VO configurations for Sm0.5Ca025CoO2.75 with noted Ef. Green rectangle notes 
lowest Ef. 
Table 5.4. Oxygen vacancy formation energy (𝐸𝑓
𝑉𝑂) for the most stable configuration.  
System 𝑬𝒇
𝑽𝑶, x=0.25 (eV)  𝑬𝒇
𝑽𝑶, x=0.50 (eV) 
CaxSm1-xCoO3-x/2 -1.39 -0.44 
SrxSm1-xCoO3- x/2 -0.95 -0.49 
BaxSm1-xCoO3- x/2 -0.53 -1.11 
 
VO formation in these doped materials is spontaneous, i.e. negative 𝐸𝑓
𝑉𝑂 , as 
expected considering the oxygen vacancy charge compensation scheme, and as 
mentioned for the hole compensation, there appear to exist dopant-size effects 
when the systems get more ACoO3 character at the higher dopant concentration, 
leading to opposing trends in 𝐸𝑓
𝑉𝑂  at the higher concentration. This trend has 
previously been observed for AMnO3, with 𝐸𝑓
𝑉𝑂  decreasing going from CaMnO3, 
via SrMnO3, and to BaMnO3.[220] However, as all 𝐸𝑓
𝑉𝑂  are negative, the effect 
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would not be noticeably different between the different materials. The negative 𝐸𝑓
𝑉𝑂  
does furthermore indicate that oxygen spontaneously could leave the lattice, which 
would eventually lead to material breakdown. The occurrence of this is previously 
known in literature to occur at high temperatures, but with these high temperatures 
being outside the IT-SOFC range.[87,168] It is also worth noting that the oxygen 
vacancy formation energies (corresponding to equation 1) are much lower in all 
cases than the hole formation energies (corresponding to equation 2), which 
indicates that oxygen vacancy formation is the most probable compensation 
scheme under equilibrium conditions.  
Compared to SmCoO3, which had an 𝐸𝑓
𝑉𝑂 =2.08 eV, we can conclude that doping 
clearly favours the formation of spontaneous vacancies. It is also worth mentioning 
that at high temperatures, SmCoO3 has a C-type antiferromagnetic structure. 
Thus, we also calculated 𝐸𝑓
𝑉𝑂 for this high-temperature structure, and found this to 
be 1.43 eV. Furthermore, for comparison, we calculated 𝐸𝑓
𝑉𝑂  for the traditional 
high-temperature SOFC cathode material La0.75Sr0.25MnO3-d (LSM), which is 1.82 
eV. We thus see that VO formation in Sm1-xAxCoO3-x/2 is energetically more 
favourable than in LSM. Thus, all of these systems show excellent potential as 
ionic conductors, but these results are not conclusive as to which x or A2+ leads to 
the highest oxygen conduction. Next, MD is used to evaluate the oxygen diffusion 
and ionic conduction. Please note that all the results below are for the systems in 
the VO compensated scheme.  
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5.6 Dopant-Vacancy Association Energy 
Another important property to assess is the dopant-VO-cluster interaction energy 
(Eint), which is calculated (eq 5.5) as the difference in 𝐸𝑓 of the defect cluster 
(𝐸𝑓
𝑝𝑎𝑖𝑟), and the sum of 𝐸𝑓  for the two individual defects (𝐸𝑓
𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑 𝑑𝑒𝑓𝑒𝑐𝑡𝑠). [188] 
𝐸𝑖𝑛𝑡 = 𝐸𝑓
𝑝𝑎𝑖𝑟 −∑𝐸𝑓
𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑 𝑑𝑒𝑓𝑒𝑐𝑡𝑠                                                  (5.5) 
The individual components of equation 5.5 are comprised of equation 5.6-8. 
 𝐸𝑓
𝑝𝑎𝑖𝑟 = 𝐸𝑆𝑚1−𝑥𝐶𝑎𝑥𝐶𝑜𝑂3−𝑥/2 +
𝑥
2
𝜇𝑂 + 𝑥𝜇𝑆𝑚 − 𝑥𝜇𝐴 − 𝐸𝑆𝑚𝐶𝑜𝑂3     (5.6) 
 𝐸𝑓
𝐴𝑆𝑚 = 𝐸𝑆𝑚1−𝑥𝐶𝑎𝑥𝐶𝑜𝑂3 + 𝑥𝜇𝑆𝑚 − 𝑥𝜇𝐴 − 𝐸𝑆𝑚𝐶𝑜𝑂3                          (5.7) 
 𝐸𝑓
𝑉𝑂 = 𝐸𝑆𝑚𝐶𝑜𝑂3−𝑥/2 +
𝑥
2
𝜇𝑂 − 𝐸𝑆𝑚𝐶𝑜𝑂3                                                (5.8) 
Negative values (e.g. -0.67 eV for Ca-doping) indicate an energetic benefit for the 
defects to be associated, whereas positive values (e.g. 0.06 eV for Sr-doping and 
0.20 eV for Ba-doping) indicate the tendency for the defects to dissociate. Thus, 
trapping of VO may occur near a Ca-dopant site at low temperatures, although at 
operating temperatures, either intermediate or high, this barrier will be easy to 
overcome and should not noticeably influence oxygen migration.  
5.7 Oxygen Migration and Conduction 
Diffusion in these materials have been calculated from the mean square 
displacements. According to the MSD representation depicted in Figure 5.10, 
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cation diffusion is limited and reaches equilibrium shortly after equilibration, 
whereas the oxygen MSD clearly increases with time. Only one example has been 
included here, as all systems showed the same characteristics, and a high 
temperature was chosen as to show that even at the higher temperatures, cation 
diffusion is negligible in relation to oxygen diffusion (DO).  
 
Figure 5.10. Mean square displacement graph for Sm0.75Ba0.25CoO2.88 at 1500 K  
DO for oxygen was calculated according to equations 2.45-46, and showed that in 
general the highest oxygen diffusion is found at temperatures higher than 1000 K, 
and for CaxSm1-xCoO3-x/2 at 1500 K. Moreover, all materials show higher oxygen 
diffusion (even at low temperatures) than the traditional cathode material 
La0.5Sr0.5MnO3-d, which has a experimentally measured DO of 3×10-12 cm2s-1 at 
900°C (1173 K), [74] as compared to the calculated value of 2.87 × 10-7 cm2s-1 for 
Sm0.5Ca0.5CoO2.75 at 1200 K (Table 5.5).  
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Table 5.5. Oxygen diffusion coefficients (DO) for the different dopant systems, at two dopant 
concentrations (x), and different temperatures (T).  
System T (K) 𝑫𝑶  (cm
2s-1) 
x=0.25 x=0.50 
BaxSm1-xCoO3-x/2 
800 2.06 × 10-8  5.52 × 10-8 
1000 6.63 × 10-8 1.11 × 10-7 
1200 1.26 × 10-7 2.08 × 10-7 
1500 3.69 × 10-7 4.83 × 10-7 
CaxSm1-xCoO3-x/2 
800 4.27 × 10-8 6.68 × 10-8 
1000 1.10 × 10-7 1.32 × 10-7 
1200 2.77 × 10-7 2.49 × 10-7 
1500 8.40 × 10-7 7.46 × 10-7 
SrxSm1-xCoO3-x/2 
800 3.84 × 10-8 7.03 × 10-8 
1000 9.70 × 10-8 1.39 × 10-7 
1200 2.21 × 10-7 2.87 × 10-7 
1500 6.80 × 10-7 7.73 × 10-7 
 
The highest oxygen diffusion is reached when the system is doped with Ca2+, 
which can be explained by the fact that Ca2+ is also the system with the smallest 
of the tested dopants. Relating diffusion to activation energy (Figure 5.11 and 
Table 5.6), Ea decreases with increasing x, indicating that higher dopant 
concentrations favour oxygen migration, as has previously been reported for Sr-
doping of LaMnO3 and LaCoO3. [75]  
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Figure 5.11. a) Arrhenius plots for oxygen diffusion, and b) ionic conductivity for CaxSm1-
xCoO3-d, BaxSm1-xCoO3-d and SrxSm1-xCoO3-d. Temperature range is 800-1500 K.  
 
Table 5.6. Oxygen diffusion activation energies (eV) for temperature range 800-1500 K. 
System 𝑬𝒂 , x=0.25 (eV)  𝑬𝒂 , x=0.50 (eV) 
BaxSm1-xCoO3-d 0.42 0.32 
CaxSm1-xCoO3-d 0.45 0.36 
SrxSm1-xCoO3-d 0.42 0.35 
SmCoO3 0.93 
 
Ionic conduction (σO) is challenging to measure experimentally since both 
electronic and ionic conductivities are normally hard to differentiate. [35] Thus, 
theoretical calculations have proved to be very useful in directly comparing σO 
between different systems. σO is calculated from DO through the Nernst-Einstein 
equation [35] (eq. 5.9).   
𝜎𝑂 =
𝐶𝑂𝑞
2𝐷𝑂
𝑘𝐵𝑇
                                                              (5.9) 
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where CO is the oxygen concentration, and q the charge of oxygen. The ionic 
conductivities of the different systems are plotted in Figure 5.11b, which are 
comparable to experimental studies conducted by Yeh et al. on Sm0.5Sr0.5CoO2.75, 
which gave log(σOT) between 0 and 2 for a temperature range of 700-1000 K 
(please note these values have been read from a graph).  [35] Furthermore, the 
ionic conductivities of these materials are close to those of SOFC electrolytes GDC 
and YSZ, which are excellent oxygen conductors. [35] Thus, all systems 
investigated here have good oxygen conductivity for SOFC purposes. Specifically, 
the systems showing highest ionic conductivity at IT-SOFC temperatures are 
Sm0.5Sr0.5CoO2.75, Sm0.5Ca0.5CoO2.75 and Sm0.75Ca0.25CoO2.83.  
5.8 Thermal Expansion Coefficient 
In addition to ionic conductivity, another vital property of SOFC cathodes is the 
thermal expansion coefficient (TEC), calculated from equation 2.47. The cathode 
requires a TEC that is compatible with the electrolyte, as incompatibility will lead 
to SOFC cell breakdown. Common SOFC electrolytes include YSZ, LSGM, and 
GDC, which have TEC of 10.0-12.5×10-6 K-1. [32] TEC for SmCoO3 (17.7×10-6 K-
1) itself is incompatible with these electrolytes, and thus to reduce TEC, doping is 
vital. [87] DFT+U results showed that the lattice volume increases with increasing 
x, thus inducing negative chemical pressure, as all dopants have a higher ionic 
radius than Sm3+; Sm3+(0.96 Å)<Ca2+(1.00 Å)<Sr2+(1.18 Å)<Ba2+(1.35Å). [221] The 
largest volume increase for all x is seen for Ba2+, and the least for Ca2+, which 
behaviour has previously been reported in molecular dynamics studies of Sr-
doped SmCoO3. [77] The volume expansion in relation to temperature was then 
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calculated with MD, and the linear thermal expansion coefficient extracted (Table 
5.7). 
Table 5.7. Linear thermal expansion coefficient. Orthorhombic SmCoO3 has an 
experimental linear thermal expansion coefficient of 21.7×10-6 K-1. [168] 
System TEC, x=0.25 (10
-6 K-1)  TEC, x=0.50 (10-6 K-1) 
CaxSm1-xCoO3-d 23.3 24.2 
SrxSm1-xCoO3-d 22.7 30.9 
BaxSm1-xCoO3-d 23.7 30.0 
 TEC, x=0 (10
-6 K-1) 
SmCoO3 17.1 
 
The TECs are in alignment with previous results for cobalt-based SOFC cathodes, 
which normally have higher TEC than SOFC electrolytes. [32] To overcome this 
incompatibility between these cathodes and traditional electrolytes, Co-site doping 
with transition metals might be necessary. Such doping has been shown to 
decrease cathode TEC in for example La1-xSrxCoO3-x/2. [222]  
Comparing all the above calculated properties of Sm1-xAxCoO3-x/2, it can be seen 
that Ca-doping gives the highest DO, among the lowest Ea, highest ionic 
conduction, and more compatible TEC at intermediate temperatures (800-1000 K). 
Sr-doping, however, gives higher ionic conduction at lower temperature (x=0.50), 
but due to this composition a much higher TEC. Thus, Ca-doping might be more 
practical for IT-SOFC cathode applications.  
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5.9 Chapter Conclusions 
The electronic properties and ionic conduction of Sm1-xAxCoO3- and Sm1-xAxCoO3-
x/2 (A=Ca, Sr, Ba, and x=0.25, 0.5) have been modelled using DFT+U and MD 
calculations. Evaluation of two charge compensation schemes suggests that 
oxygen vacancy compensation is the more likely for these materials. Furthermore, 
the change in electronic structure upon doping has been linked directly to 
distortions in the Co-O bonds. Structural distortions break the octahedral crystal 
field splitting, which provokes a spin transition in Co that leads to a change in the 
electronic structure, making the doped SmCoO3 a conductor.   
However, we have found that the ionic conductivity in doped SmCoO3 is two times 
higher at intermediate temperatures than in LSM, with Ca2+, x=0.25, reporting the 
best results, in agreement with experimental findings. Finally, thermal expansion 
coefficients were also calculated, and were found to be in the same range as 
lanthanum-based cathode materials, but still too high for perfect compatibility with 
the traditional electrolyte materials. One way to overcome this deficiency could be 
the introduction of additional Co-site dopants, which is the topic of the next chapter.  
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Chapter 6 
Co-site Substitutional Doping of 
with Fe3+, Mn3+, Ni3+, and Cu3+ 
Abstract 
Doping in the Co-site is suggested to improve the catalytic and electronic properties 
of SmCoO3, with Fe3+, Mn3+, Ni3+, and Cu3+ as proposed dopants. Although some 
experimental research has been done on these materials, here we present a 
systematic DFT + U study focused on the electronic, magnetic, and some physical 
properties for the doped SmCoO3 with these dopants at different concentrations. So 
far, in the majority of the cases, doping induces distortion in the system, inducing 
different electron occupations of the Co d-orbitals, thus altering the electronic and 
magnetic structure. From these calculations, the 0 K electronic conductivity (σe) was 
calculated, with SmMnxCo1-xO3 having highest σe, and SmFexCo1-xO3 lowest, in line 
with previous experimental findings. We have also investigated the impact of the 
doping in the oxygen vacancy formation energy (Ef), which is related to the ionic 
conductivity (σO),and we found that only when SmCoO3 is doped with Cu or Ni, the Ef 
are lowered, as a consequence of the instability of the +3 valence. Finally, thermal 
expansion coefficients were calculated through molecular dynamics calculations, with 
Mn3+ doping showing the most decrease at low x, and at x=0.75. From these results, 
it was reasoned that Mn3+ doping at x=0.125, or 0.25, would be most favourable to 
improve SmCoO3 performance as an IT-SOFC cathode material. 
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6.1 Introduction 
Doping SmCoO3 on the Co-site can increase σe by modifying the electronic structure 
of the perovskite, and transition metal (B) doped samarium oxide perovskites have 
experimentally shown excellent promise as IT-SOFC cathodes. [87] Fullarton et al. 
discovered already in 1995 that partial substitution on Sm- and/or Co-sites in SmCoO3 
greatly improves σO. [18] In combination with this, substitutional Co-site doping of 
SmCoO3 with B3+ could increase σe, by making the materials become metallic and 
magnetic, as well as having an impact in the thermal expansion coefficient by 
decreasing it. [78,153] For example, Mn-doping of SmCoO3-type cathode materials 
have been experimentally shown to decrease TEC, alter the catalytic properties, and 
increase conduction, properties that have also been showed for La-based systems. 
[73] Fe, Ni, and Cu doping have been suggested to greatly modify the oxygen 
diffusion, oxygen surface-to-bulk incorporation, and the oxygen reduction catalytic 
activity of SmCoO3. [18] Ni-doped SmCoO3 has also been shown experimentally to 
alter the electronic conduction, and are able to accommodate oxygen deficiency. 
[153]  Furthermore, Ni, Fe, and Mn-doping have also been shown to readily reduce 
TEC SmCoO3-based cathode materials. [29,87] 
On the other hand, the full substitution of Co by the dopants leads to completely 
different types of perovskite materials (SmBO3), on which, compared to LaBO3, not 
many experimental, and only some theoretical studies, have been conducted. 
Previous computational research has been focused on SmFeO3 [223–226] and 
SmMnO3 [227,228] and information on SmNiO3 and SmCuO3 is scarce. Both SmNiO3 
and SmCuO3 are thermodynamically unstable, due to the nickel and copper charge 
state easily reducing from +3 to +2. Thus, these are often found in their oxygen 
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deficient form. [26,229–232] However, they have both been included here as they 
have been proposed to readily decrease TEC in La-based cathodes and as possible 
dopants in SmCoO3. [18,26]  
In this chapter, a systematic study of the Co-substitution with Mn, Fe, Ni, and Cu, at 
different concentrations, as well as the fully substituted SmBO3 pseudo-cubic 
structures, is presented. Special attention is paid to the influence of dopant 
concentration on the electronic and magnetic structure, electronic and ionic 
conductivity, as well as on the thermal expansion coefficients. In addition, the 
energetics and electronic effect of the oxygen vacancy formation is investigated. 
6.2 Computational Details 
All calculations in this chapter were performed using the Vienna ab initio simulation 
package, VASP (version 5.3.5). [92–95] We applied the projector-augmented wave 
method (PAW) to describe the ion-electron interaction, [123] and based on 
convergence tests, the energy cut-offs for all systems were set to 500 eV. Spin-
polarized calculations were executed using the Perdew-Burke-Ernzerhof (PBE) 
[107,108] functional under electronic (convergence criteria of 10-5 eV) and ionic 
(convergence criteria of 10-3 eV·Å-1) self-consistence.  
The following valence electrons for the atomic species involved were considered: Sm 
(5s25p66s2), Mn (3p63d64s1), Fe (3p63d64s2), Co (4s23d7), Ni (4s23d8), Cu (4s13d10), 
and O (2s22p4). Furthermore, the tetrahedron method with Blöchl corrections for 
smearing [117] was applied together with a 4x4x4 Γ-centred Monkhorst-Pack grid. 
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[118] Bader AIM (Atoms in Molecules) charges [130] were calculated using the 
Henkelman algorithm. [185]  
To describe electronic structure, we have used the on-site Coulombic interaction 
(DFT+U) for the B 3d-electrons. Normal exchange correlation functionals (LDA, or 
GGA) cannot correct the electron self-interaction problem, leading to a metallic 
description of perovskites or an underestimation of their band gaps. [65,110,111] In 
this work, we have employed Dudarev’s approach, [109] in which an effective 
Hubbard parameter (Ueff) is fitted empirically. The Ueff-parameter for B in perovskites 
have been fitted and tested elsewhere. For Mn Ueff = 4 eV [19], for Fe Ueff =4.3 eV 
[212], Co Ueff = 3 eV, Ni Ueff = 6.4 eV [19], and Cu Ueff = 3 eV [233], respectively.  
The electronic conductivity is calculated in VASP for the 0 K optimized structures from 
the frequency dependent dielectric matrix. The electronic conductivity is dependent 
on relaxation time. Normally, this parameter would be fitted to experimental data, but 
due to the lack of such data, we have here employed the same relaxation time (0.12 
fs) for all calculations. This relaxation time is in line with previous work on electronic 
conductivity in cobaltates. [234]  Thus, the electronic conductivities calculated here 
should serve as a guide only, until such a point as the validity of this approximation 
can be verified through corresponding experimental data.  
The supercell used throughout this chapter is the 2×2×2 Pm-3m pseudo cubic cell, 
as this was found to be large enough to model bulk properties and defect structures 
within computationally reasonable resources. Perovskites normally crystallize in an 
orthorhombic structure, but under SOFC and IT-SOFC working conditions (i.e. high-
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temperatures), these materials are found in the pseudocubic structure, and all SmBO3 
are isostructural in this respect.  
TEC were calculated using molecular dynamics (MD) in the DL_POLY 4 program. 
[96] A 20x20x20 supercell based on the DFT+U optimized SmBxCo1-xO3 structures 
were simulated under NPT conditions, with a Nosé-Hoover thermostat. [139] All 
statistics were collected after a 10 ps system equilibration, with a 100 ps production 
phase and a time step of 0.1 fs. To account for electrostatic interactions, Ewald 
summation was employed, and the Verlet algorithm evaluated the atomic motions. 
Short-range atomic interactions were calculated with Buckingham potentials 
(equation 2.41), which are based on the Born model for ionic solids. [75,142,235] To 
describe the electronic polarization of the atoms (α), the shell model is included, with 
the interatomic potential library presented in Table 2.2.  
6.3 Dopant Configuration  
As a first step, the non-equivalent dopant configurations in SmBxCo1-xO3 were 
evaluated using the Site-Occupancy Disorder Program (SOD) [214]. The 2×2×2 
supercell includes eight Co3+ lattice positions, thus a substitution of one Co3+ for B3+ 
represents a dopant concentration of x=0.125 (from which only one non-equivalent 
structure can be found), two Co3+ substitutions for x=0.25, four substitutions for 
x=0.50, and finally in x=0.75 we have two Co3+ and six B3+. Three inequivalent 
configurations for x=0.25 and 0.75 were found, and six for x=0.5, respectively. The 
different SmBxCo1-xO3 configurations were optimized with VASP, with their relative 
energies collected in Table 6.1, whereupon the lowest energy configuration were the 
ones selected for further study (Figure 6.1). 
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Table 6.1. Energy difference (in eV) between different dopant configurations. x=0.125, and 
1.0 are not included as they only have one possible inequivalent configuration.  
  Conf. No.  Mn Fe Ni Cu 
x=0.25 1 0.00 0.00 0.00 0.00 
2 0.56 0.43 0.41 0.10 
3 0.97 0.68 0.50 0.38 
x=0.50 1 0.00 0.00 0.00 0.00 
2 0.27 0.84 0.43 0.14 
3 0.30 0.85 0.85 0.23 
4 0.30 1.30 0.91 0.32 
5 0.36 1.34 1.15 0.50 
6 0.47 1.59 1.96 1.48 
x=0.75 1 0.00 0.00 0.00 0.00 
2 0.11 0.26 1.00 0.40 
3 0.16 0.43 2.23 0.52 
 
Figure 6.1. Polyhedral representation of the lowest energy dopant configurations. First row is 
B = Mn3+ (purple), second B = Fe3+ (brown), third B = Ni3+ (grey), and fourth is B = Cu3+ 
(turquoise), with Co represented in dark blue, and red spheres are the oxygen atoms. Sm3+ 
has been omitted for clarity. Columns represent the concentration, which from left to right are 
x=0.125, 0.25, 0.5, and 0.75 respectively.  
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In addition, and to further understand the trends in SmBxCo1-xO3, we also studied the 
SmBO3 perovskites. Cubic SmBO3 perovskites are isostructural, with differences in 
the B-O bond lengths ranging from 0 to 0.6 Å related to the difference in B ionic radii 
between the materials (Table 6.2) and differences in lattice parameter being observed 
over the periodic series (Table 6.3). This is to be expected as the nature of B, in terms 
of ionic radii, and electronegativity will influence the chemistry and physical properties 
of these materials.  
Table 6.2. B-O bond lengths (Å) in SmBxCo1-xO3. Co-O in SmCoO3 is 1.88 Å.  
B  x=0.125 x=0.25 x=0.5 x=0.75 x=1.00 
Mn 
Mn-O 1.90 1.89, 1.91 
1.88, 1.91, 
1.93, 1.94 
1.90, 1.92, 
1.95, 1.96 
1.94 
Co-O 
1.87, 1.88, 
1.89 
1.87, 1.89 
1.88, 1.90, 
1.94, 1.95 
1.88, 1.89  
Fe 
Fe-O 1.90 1.92, 1.93 1.94 
1.90, 1.92, 
1.93, 1.95, 
1.96, 1.97 
1.94 
Co-O 
1.86, 1.88, 
1.89 
1.85, 1.86, 
1.88, 1.89, 
1.90 
1.87 1.88, 1.89  
Ni 
Ni-O 1.93 1.93, 1.94 1.91, 1.93 
1.84, 1.86, 
1.92, 1.93, 
1.94 
1.88 
Co-O 
1.86, 1.88, 
1.91, 1.93 
1.84, 1.87, 
1.88, 1.89, 
1.90 
1.84, 1.91 1.83, 1.87  
Cu 
Cu-O 1.90 1.89, 1.96 
1.89, 1.90, 
1.94 
1.89, 1.90, 
1.91, 1.92 
1.90 
Co-O 1.86, 1.88 
1.85, 1.87, 
1.90, 1.93,  
1.85, 1.89, 
1.90 
1.87, 1.90  
 
 
 
Chapter 6: Co-site Substitutional Doping of with Fe3+, Mn3+, Ni3+, and Cu3+  
166 
6.4 Electronic and magnetic structures 
Co3+ and B3+ can exist in different spin states, depending on the d-orbital occupation. 
Co3+ (3d6) has a low spin ground state (LS, 𝑡2𝑔
6 𝑒𝑔
0), and thus a negligible magnetic 
moment (µ) of 0 µB. [160] However, upon distortion of the CoO6-octahedra, the Co3+ 
d-orbital occupation can be altered, resulting in different spin states, specifically 
intermediate (IS, 𝑡2𝑔
5 𝑒𝑔
1) or high (HS, 𝑡2𝑔
4 𝑒𝑔
2), thus modifying the magnetic properties 
of the system. In addition, the dopants considered in this work can also present 
different d-orbital occupations (Mn3+ (3d4), Fe3+ (3d5), Ni3+ (3d7), and Cu3+ (3d8)), and 
consequently different spin states. [19,38]  
Consequently, the spin arrangement is important as it determines the magnetic 
structure of the material. Three general magnetic structures are possible: non-
magnetic (NM), antiferromagnetic (AFM), and ferromagnetic (FM). Additionally, AFM 
can be presented in different configurations: C-type, A-type, and G-type, all of them 
schematically represented in Figure 3.3. We evaluated all the magnetic structures for 
all dopants and concentrations. Interestingly, almost all SmBxCo1-xO3 only converged 
for the FM structure, and no AFM nor NM structures could be converged, with two 
exceptions. SmCu0.5Co0.5O3 and SmCu0.75Co0.25O3, converged only for the GAFM 
structure, clearly indicating the preference of these systems for the ferromagnetic 
structure (Table 6.3).  
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Table 6.3. Lattice parameter (a) in Å, local magnetic moments (µ) in µB for dopant and cobalt, 
band gap (Eg) in eV, and magnetic ordering in SmBxCo1-xO3. a for SmCoO3 is 3.75 Å, qCo in 
SmCoO3 is 1.31 e.  
B  x=0.125 x=0.25 x=0.5 x=0.75 x=1.0 
Mn 
a 3.76 3.78 3.83 3.85 
3.87 (3.89) 
[228] 
µMn 3.4 3.5 3.5 3.8 3.9 
µCo 0.2, 0.06 0.2 2.4, 0.4 0.4  
 FM FM FM FM FM 
qMn 1.74 1.74 1.70 1.68 1.71 
qCo 1.28 1.25 1.14, 1.35 1.13  
Eg  0.78 (α), 0 (β)  0 (α), 0.97 
(β) 
0 (α), 1.66 (β) 0 (α), 2.16 (β) 0.0 (α), 2.90 
(β) 
Fe 
a 3.78 3.78 3.81 3.85 3.89 
µFe 4.2 4.2 4.2 4.3 4.2 
µCo 0.0, 0.2 0.2 0.3 0.4  
 FM FM FM FM CAFM 
qFe 1.70 1.73 1.71 1.68 1.61 
qCo 1.28 1.26 1.17 1.18  
Eg  0.18 (α), 0.48 
(β) 
0.46 (α), 0 (β) 2.23 (α), 1.67 
(β) 
1.04 (α), 1.69 
(β) 
2.16 
Ni 
a 3.77 3.81 3.77 3.77 3.78 (3.81) 
[229] 
µNi 1.7 1.7 1.6 1.7, 0.9, 1.6 1.3 
µCo 0.5, 0.7, 2.9, 
3.0 
0.01, 1.7, 1.8 1.5 1.3  
 FM FM FM FM FM 
qNi 1.17 1.29 1.27 1.33, 1.12 1.21 
qCo 1.17, 1.55 1.21, 1.36 1.35 1.31  
Eg  1.49 (α), 0 (β) 0 (α), 0.40 (β) 1.12 (α), 0 (β) 0 (α), 1.22 (β) 0.0(α), 2.25 
(β) 
Cu 
a 3.76 3.81 3.80 3.81 3.80 
µCu 0.8 0.7 0.6 2.6, 0.7 0.0 
µCo 0.1, 0.0 1.1, 0.4, 3.0 1.3 0.6  
 FM FM GAFM GAFM NM 
qCu 1.32 1.28 1.25 1.18, 1.20 1.15 
qCo 1.30 1.19, 1.30, 
1.53 
1.34, 1.24 1.40  
Eg  0.66 (α) 
0 (β) 
1.02 (α), 0 (β) 0 (α), 0.67 (β) 0.06 (α), 0.21 
(β) 
0.0 
 
On the other hand, we were able to converge different magnetic structures for 
SmBO3, whose relative energies can be found in Table 6.4. SmFeO3 was found to 
Chapter 6: Co-site Substitutional Doping of with Fe3+, Mn3+, Ni3+, and Cu3+  
168 
have a CAFM ground state, with GAFM being the second most energetically stable 
configuration found 0.89 eV higher in energy. For SmMnO3 and SmNiO3, FM are more 
stable than AFM with a difference in energy with the second most stable magnetic 
structure larger than 2.00 eV for both cases, which agrees with previous data on cubic 
phase lanthanide manganate perovskites, and cubic SmNiO3 (which undergoes a 
insulator to metal transition ~400 K). [153,236] Finally, for SmCuO3 only the FM and 
NM forms converged, and according to their relative energies, the material is 
expected to be non-magnetic, with the FM structure at 5.26 eV higher in energy.   
Table 6.4. Difference in total energy between different magnetic structures for SmBO3 and 
their related magnetic moment. Note that SmNiO3 AFM are really ferromagnetic, with different 
magnetic moments and non-zero total magnetic moment. N/A signifies magnetic structures 
that were not possible to obtain.  
  AAFM CAFM FM GAFM NM 
SmMnO3 
Ediff (eV) 2.20 N/A 0.00 2.60 N/A 
uB 3.82 N/A 3.93 3.82 N/A 
SmFeO3 
Ediff (eV) 1.78 0.00 2.65 0.89 N/A 
uB 4.31 4.20 4.40 4.23 N/A 
SmNiO3 
Ediff (eV) 9.57 2.05 0.00 2.65 N/A 
uB 1.44-6.15 0.33-1.76 2.05 1.06-2.03 N/A 
SmCuO3 
Ediff (eV) N/A N/A 5.26 N/A 0.00 
uB N/A N/A 0.88 N/A 0.00 
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Figure 6.2. PDOS for SmMnxCo1-xO3, a) x=0.125, b) x=0.25, c) x=0.5, d) x=0.75, e) x=1.0. The 
Fermi level is at 0 eV, and negative E-EF represent the occupied bands and positive the virtual 
bands. Positive PDOS are associated with the α-spin, whereas negative PDOS are associated 
with β-spin. Please note that the Mn PDOS has been multiplied by 10 for x=0.125, 5 for x=0.25, 
0.5, and by 2 for x=0.75. Mn PDOS in e) is not multiplied.  
For SmMnxCo1-xO3 and regardless of the dopant concentration, an overlapping 
between the Co and Mn eg-bands (Figure 6.2) is always found at the Fermi level, thus 
expecting a potentially high electron conductivity to go from Mn3+ to Co3+,  as high e 
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has been reported to go through eg-bands. [218,237] The contribution of each band 
depends on the dopant concentration, with larger contribution of the Co eg-bands at 
lower dopant concentrations, and vice versa when the material is heavily doped. 
Increasing the dopant concentration does not influence the Co t2g/eg-splitting. We do 
know from previous publications that the change in the spin state, and thus the 
occupation of the d-orbitals in Co3+, can be directly related to the distortion of the 
octahedral environment, i.e. distortions in the Co-O bonds. Indeed, for x=0.125, 0.25, 
and 0.75, bonds are only distorted about 0.01 Å with respect to the ideal Co-O bond 
of 1.88 Å. However, for x=0.50, the range of Co-O bond length is wider (1.88-1.95 Å), 
thus altering the Co d-orbital crystal field splitting, and consequently, the orbital 
occupation.   
This can also be observed in the variation of the cobalt magnetic moment. As shown 
in Table 6.3, µCo is almost 0 for all concentrations with the exception of x=0.50, with 
a µCo of 2.4, that can be associated to an intermediate spin (IS) state. This is also 
observed in the PDOS, with the occupation of the Co eg-orbitals on the one hand, and 
β-t2g-orbitals at positive energies on the other. Moving through the PDOS with 
increasing x, it can be seen that this material becomes gradually more like SmMnO3. 
Looking at the -band gap, it increases with increasing x, reaching it maximum in 
SmMnO3. Also noticeable is the magnetic moment of Mn3+, which is found between 
3.76 and 3.85, indicating that Mn3+ is found in its higher spin state, with the highest 
Mn magnetic moment observed in SmMnO3.  
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Figure 6.3. PDOS for SmFexCo1-xO3, a) x=0.125, b) x=0.25, c) x=0.5, d) x=0.75, e) x=1.0. The 
Fermi level is at 0 eV, and negative E-EF represent the occupied bands and positive the virtual 
bands. Positive PDOS are associated with the α-spin, whereas negative PDOS are associated 
with β-spin. Please note that the Fe PDOS has been multiplied by 10 for x=0.125, 5 for x=0.25, 
0.5, and by 2 for x=0.75. Fe PDOS in e) is not multiplied.  
The cobalt crystal field splitting is also constant in SmFexCo1-xO3 (Figure 6.3), mainly 
due to the low distortion degree that the Co-O bonds suffer upon doping, as can be 
noticed in Table 6.2. At x=0.125, Fe-doped SmCoO3 is metallic, with an overlapping 
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of Fe eg- and Co t2g-bands at the Fermi level, thus expecting a relatively large 
electronic conductivity. However, with increasing dopant concentration, the material 
becomes a semiconductor first, and then an insulator (x≥0.5), disqualifying it as a 
good cathode candidate. As it was observed for SmMnxCo1-xO3, SmFexCo1-xO3 gets 
more SmFeO3 character when increasing x, with the band gap becoming increasingly 
symmetrical, resulting in pure semiconductor behaviour at x=1.0. The iron magnetic 
moment remains, on the other hand, mostly constant over the series at 4.2 µB, 
whereas the Co magnetic moments are very low for all the series, oscillating between 
0.0 and 0.4 µB. In SmFeO3, all Fe-O bond lengths are equal, which results in a 
symmetrical electronic structure. Worth noting is that all Fe-O bonds are equal for 
x=0.5 as well, but the Co-O bond lengths, whilst all the same, are different to the Fe-
O ones, thus inducing distortions in the lattice and an asymmetric PDOS.  
The case of SmNixCo1-xO3 (Figure 6.4) and SmCuxCo1-xO3 (Figure 6.5) is somewhat 
different to the previous two systems.  For SmNixCo1-xO3, the Co t2g-bands are not 
fully occupied whereas the eg-bands are partially occupied. This can be directly 
related with a change in the Co spin moment, and thus to the distortions in the Co-O 
distances (Table 6.2). Interestingly, for x=0.125 the system is a conductor, but 
conduction occurs only through the Co t2g-bands, and as soon as the dopant 
concentration increases, the system becomes half-metallic and the conduction is 
mediated through the nickel eg-bands. The half-metallic nature is preserved in 
SmNiO3, thus inferring that Ni-doping, even at low concentrations, induce more 
SmNiO3 type behaviour than SmCoO3-like. It is worth noting that there is no 
overlapping between the bands of Co and Ni, which would be indicative of poor 
electronic conductivity.  
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Figure 6.4. PDOS for SmNixCo1-xO3, a) x=0.125, b) x=0.25, c) x=0.5, d) x=0.75, e) x=1.0. The 
Fermi level is at 0 eV, and negative E-EF represent the occupied bands and positive the virtual 
bands. Positive PDOS are associated with the α-spin, whereas negative PDOS are associated 
with β-spin. Please note that the Ni PDOS has been multiplied by 10 for x=0.125, 5 for x=0.25, 
0.5, and by 2 for x=0.75. Ni PDOS in e) is not multiplied.  
For SmCuxCo1-xO3 (Figure 6.5), the Cu eg-bands are partially occupied over the Fermi 
level for x=0.125, 0.25, and 0.5, indicating that electronic conductivity should be 
possible. For x=0.75, a change in the electronic structure is seen around the Fermi 
level, resulting in a tiny band gap, which would suggest a decrease in σe. For 
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SmCuO3, the electronic structure becomes fully metallic and ferromagnetic. 
Additionally, for all xCu, the cobalt octahedral environment is distorted, resulting in the 
Co t2g-levels split over the valence and conduction band. This can be, again, directly 
related with a change in the cobalt spin moment, and thus to distortions in the Co-O 
distances, as listed in Table 6.2.  
 
Figure 6.5. PDOS for SmCuxCo1-xO3, a) x=0.125, b) x=0.25, c) x=0.5, d) x=0.75, e) x=1.0. The 
Fermi level is at 0 eV, and negative E-EF represent the occupied bands and positive the virtual 
bands. Positive PDOS are associated with the α-spin, whereas negative PDOS are associated 
with β-spin. Please note that the Cu PDOS has been multiplied by 10 for x=0.125, 5 for x=0.25, 
0.5, and by 2 for x=0.75. Cu PDOS in e) is not multiplied.  
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In addition, Bader charges and magnetic moments for cobalt at different 
concentrations suggest the presence of different mixed valence states, for example 
when x=0.125. In this situation, Co charges decrease and increase by ~0.2 e with 
respect to the Co charge in SmCoO3. However, this charge variation is not enough to 
state that the system has mixed valence states, and neither the magnetic moments 
nor the electronic structure are clear enough to support this idea. On the other hand, 
nickel’s magnetic moment is around 1.7 for all concentrations, which means that 
nickel is found in a mixed spin state between high and low spin.  
6.5 Electronic Conductivity  
It is generally accepted for SOFC that high σe is in the region of 100 S·cm-1.[238] 
Here, we have calculated the electronic conductivities (σe) for all the aforementioned 
SmBxCo1-xO3 at 0 K, not taking into account thermal contributions (Table 6.5 and 
Figure 6.6). Thermal effects may alter the electronic conduction, but as we here strive 
to make a comparison between different dopant effects, the 0 K electronic conduction 
has been deemed to be a suitable approximation. From these results, it is clear that 
for x> 0.125 in SmFexCo1-xO3, σe is 0, as expected considering that the PDOS 
revealed that the material becomes an insulator or semiconductor. It is known from 
experimental data that Fe-containing perovskites generally have lower σe than those 
containing manganese, [239,240] and that σe≠0 Scm-1 in Fe-based perovskites at 
temperatures above 200°C.[78,239] Thus, it is reasonable to believe that at elevated 
temperatures, σe will increase for this material, [239,241] although this increase in σe 
is not expected to be remarkable in comparison to the other systems modelled here. 
Focusing on those systems that, at least, double σe, which are SmMn0.125Co0.875O3, 
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SmMn0.25Co0.75O3, SmFe0.125Co0.875O3, and SmNi0.25Co0.75O3, it is seen that Cu-doping 
would not represent a major improvement in terms of σe since the maximum σe that 
can be obtained is when x=0.25, with a σe of only 120 S cm-1.  
Table 6.5. Electrical conductivity, σe (Scm-1), for SmBxCo1-xO3.  Relaxation time set to 0.12 fs.  
B x=0.125 x=0.25 x=0.5 x=0.75 x=1.0 
Mn 
810 120 90 213 70 
Fe 320 0  0 0 0 
Ni 10 190 41 20 61 
Cu 
20 120 100 39 23 
The largest σe are obtained for SmMn0.125Co0.875O3, and SmFe0.125Co0.875O3. These 
large σe can be attributed to the overlapping between the d-bands of Co and the 
dopants. [183,242] It is further expected that at higher temperatures, these σe could 
be increased. Moreover, all σe are in line with general IT-SOFC cathode requirements 
and experimentally obtained data. [78,86,239]  
 
Figure 6.6. σe (S·cm-1) as a function of x for SmBxCo1-xO3.    
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6.6 Oxygen Vacancy Formation Energy  
After the dopant configuration in the bulk was optimized, we introduced a single VO in 
all systems using SOD, and then optimizing the system using VASP. Oxygen 
vacancies influence the bulk ionic conduction in SOFC cathode materials, and thus it 
is important to assess the dopants’ influence on the oxygen vacancy formation. The 
oxygen vacancy formation energy (Ef) is calculated according to equation 4.1. 
However, firstly it is necessary to evaluate for which µO these systems are stable. 
This is assessed through chemical potential phase diagrams, on the construction of 
which were detailed in Chapter 4. For SmCoO3, it was shown in Chapter 4 that the 
upper limit to µO is -0.5 eV. In this chapter, we thus constructed phase diagrams for 
SmMnO3 and SmFeO3, obtaining that the upper oxygen potential limits for SmMnO3 
(based on experimental data from Pawlas-Foryst et al. [243]) is ∆𝜇𝑂 ≤ 0 eV, whereas 
for SmFeO3 (based on experimental data from Parida et al. [244]) is ∆𝜇𝑂 ≤ −0.7 eV 
(Figure 6.7).  
 
Figure 6.7. SmMnO3 and SmFeO3 chemical potential phase diagrams. Grey area represents 
area where SmMnO3 and SmFeO3, respectively, are stable. For SmCoO3 phase diagram, see 
Chapter 4.  
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The lack of experimental data for SmCuO3 and SmNiO3 resulted in the impossibility 
of calculating their respective phase diagrams, although it has been reported that 
both materials are unstable under high partial oxygen pressures. [230–232] 
According to these results and considering that we want to perform a qualitative and 
not a quantitative study of Ef, we have decided to use µO = -0.5 eV for all materials 
and concentrations, and we assumed that the error that we commit for SmFeO3 is 
negligible to the purpose of this discussion. [87] However, we have considered µO = 
0 for SmMn0.75Co0.25O3-x, since its stoichiometry is closer to SmMnO3 than it is to 
SmCoO3.  
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Table 6.6. Oxygen vacancy position and formation energy. N/A signifies no such possible 
oxygen vacancy position in lattice. Number of vacancy sites are different in each material and 
is dependent on the dopant configuration from the bulk calculations. Lowest Ef are in bold. 
  x=0.125 x=0.25 x=0.5 x=0.75 x=1.0 
SmMnxCo1-xO3 
Mn-VO-Mn N/A 2.73 2.65 2.70, 
2.94 
2.36 
Mn-VO-Co 3.71 2.76 2.06, 
2.14, 
2.36, 
2.47, 
2.91 
3.00, 
2.75 
N/A 
Co-VO-Co 2.27, 
2.56 
2.71, 
3.21 
2.76 N/A N/A 
SmFexCo1-xO3 
Fe-VO-Fe N/A 2.70 N/A 3.31, 
3.43 
5.65 
Fe-VO-Co 2.63 2.94, 
2.76 
3.53 1.99, 
3.32 
N/A 
Co-VO-Co 2.32, 
3.05 
2.70 N/A N/A N/A 
SmNixCo1-xO3 
Ni-VO-Ni N/A 1.41 2.48 0.44, 
1.43 
0.55 
Ni-VO-Co 2.76 1.57, 
1.79 
2.39 0.47, 
0.57 
N/A 
Co-VO-Co 1.66, 
1.84 
1.09 2.16 N/A N/A 
SmCuxCo1-xO3 
Cu-VO-Cu N/A 1.43 0.93, 
0.96, 
1.09 
0.62, 
0.71 
0.54 
Cu-VO-Co 2.19 0.55, 
0.70 
0.79, 
0.81, 
0.86, 
1.22 
0.42, 
0.52 
N/A 
Co-VO-Co 2.20, 
2.65 
0.92 1.29, 
1.36, 
1.44 
N/A N/A 
Ef  in Ni- and Cu-doped SmCoO3 are very low (Table 6.6), which means that the 
oxygen vacancy concentration (CV) could be expected to be very high, agreeing with 
the experimental results. [230–232] Nickel and copper can be easily reduced from +3 
to +2-charged, with these also being more electronegative than cobalt, [245] thereby 
readily accommodating the two electrons resulting from the VO formation, as 
represented in Kröger-Vink notation by [204] 
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2𝑀𝑀
𝑋 + 𝑂𝑂
𝑋 → 2𝑀𝑀
′ + 𝑉𝑂
∙∙ + 1 2⁄ 𝑂2 
where 𝑀𝑀
𝑋  is B3+ or Co3+ (depending on VO position) in the perfect lattice, 𝑂𝑂
𝑋 neutral 
oxygen atom being removed to form 𝑉𝑂
∙∙, and 𝑀𝑀
′  signifying the extra charge present 
in the system after oxygen removal being localized on the neighboring B- or Co-ions. 
This is the same equation that was presented in Chapter 4.   
Comparing Ef in relation to Ef in SmCoO3 (2.08 eV), Co-site doping with B does not 
markedly lower the Ef, except at high xCu and xNi=0.75. Thus, Co-site does not have 
a positive influence in improving σO. Hence, B-site doping only enhances the 
formation of oxygen vacancies when doping with Ni3+ and Cu3+ due to its instability, 
whereas Fe3+ and Mn3+ doping have no major impact.  
Comparison of Ef in SmBO3 is presented in Figure 6.8. SmBO3 shows a non-linear Ef 
trend (comparable to LaBO3 [31]), with Fe-based lanthanide oxides having the highest 
Ef. What is notable in comparison with LaBO3, is that Ef for SmFeO3 is higher with ~1 
eV, whereas for SmMnO3 and SmCoO3 Ef is lower. Ef in SmNiO3 and SmCuO3 is very 
low, as was also seen for SmCu/NixCo1-xO3. This behaviour has previously been seen 
in experimental studies, and has been related to the relative low energy barriers for 
reduction of Ni3+ to Ni2+ and Cu3+ to Cu2+ discussed above.  
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Figure 6.8. Ef for SmBO3 (B=Mn, Fe, Co, Ni, and Cu). SBO is SmBO3, and LBO is LaBO3. 
Values for LaBO3 taken from Lee et al. 2009.[19] 
To investigate the validity of the Kröger-Vink model above for SmBO3, we have 
plotted the change in spin density (∆𝜌𝛼−𝛽) upon 𝑉𝑂
∙∙  formation (Figure 6.9) as  
∆𝜌𝛼−𝛽 = 𝜌𝑆𝑚𝐵𝑂3−𝑥
𝛼−𝛽
− 𝜌𝑆𝑚𝐵𝑂3
𝛼−𝛽
− 𝜌𝑂
𝛼−𝛽
 
Yellow ∆𝜌𝛼−𝛽 shows spin gain, and blue spin depletion, whereby at the VO site a large 
spin depletion is seen in all systems. ∆𝜌𝛼−𝛽 shows clearly that in all SmBO3, except 
SmFeO3, B2+-VO-B2+ clusters are formed, indicated from the gain in ∆𝜌𝛼−𝛽 on the B-
sites. This is most clearly evident in SmMnO3, whereas for SmNiO3 and SmCuO3, 
some additional ∆𝜌𝛼−𝛽 is located on the oxygen (in the same plane as VO) nearest to 
the reduced copper and nickel ions. For SmFeO3, which is the compound most 
different in this series and with the highest Ef, the CAFM structure is kept, whereas 
the lattice is distorted, as well as a general change in spin throughout all Fe-sites. 
Examining the magnetic moments and Bader charges on the neighboring iron ions, 
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they have been reduced from µFe=4.2 to µFe NN Vo=1.16 and 2.1, which fits with iron 
going from a d5-occupancy (Fe3+) to d4 (Fe2+). This change in iron d-occupancy is 
unfavourable and have previously been used to describe the high Ef in LaFeO3. [48] 
A thorough discussion on VO formation in SmCoO3 was been presented in Chapter 
4. 
 
Figure 6.9. Spin density difference (∆𝜌𝛼−𝛽) representations of (a) SmMnO3, (b) SmFeO3, c) 
SmCoO3, d) SmNiO3, and e) SmCuO3 with VO. Yellow ∆𝜌𝛼−𝛽 isosurface shows an increase of 
spin density, whereas blue ∆ρ isosurface represents a spin density decrease. Isosurface value 
is set at 0.03. Only one Sm3+ has been included in each representation for clarity.  
6.7 Thermal Expansion Coefficient  
TEC of traditional electrolyte materials are in the region ~10-13×10-6 K-1, and cubic 
SmCoO3 has a calculated TEC of 17.7×10-6 K-1. These high TECs are commonplace 
for cobalt perovskites, and they are known to increase with Sm-site doping, as this 
increases oxygen vacancy deficiency in the lattice, leading to further lattice volume 
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expansion upon heating. Co-site doping can decrease TEC, as seen in Figure 6.10 
and Table 6.7, which would make the materials more practical as SOFC cathodes. 
Encouragingly, most systems do have lowered TEC, comparing to SmCoO3, although 
none is directly in the range of common SOFC electrolytes. Mn-doping is seen to 
decrease TEC the most, but also varies greatly with x. On the other hand, Fe-doping 
has barely any influence on the TEC at any x. Doping with copper shows no significant 
change in TEC at low x, but increases for x=0.5. Finally, Ni-doping shows similar 
behavior to that of Mn-doping, but does not reduce TEC as readily. Although these 
results are positive in terms of lowering TEC, they are not sufficient to match an 
acceptable TEC range.  
Table 6.7. Thermal expansion coefficient (TEC) in ×10-6 K-1 for SmBxCo1-xO3. TEC have been 
calculated over a temperature range of 600-1200 K.  
B x=0.125 x=0.25 x=0.5 x=0.75 x=1.0 
Mn 
15.6 16.9 17.7 14.9 15.5 
Fe 18.1 17.5 17.0 17.2 16.9 
Ni 16.1 17.3 17.6 16.7 16.1 
Cu 
17.3 17.4 18.6 15.8 14.2 
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Figure 6.10. The trend in TEC for SmBxCo1-xO3 calculated over a temperature range of 600-
1200 K. TEC for typical SOFC electrolytes are ~10-13×10-6 K-1, which is outside the range of 
this graph.  
   
6.8 Chapter Conclusions  
In this chapter, an atomistic study of SmBxCo1-xO3 with B = Fe3+, Mn3+, Ni3+, and Cu3+, 
and x = 0.125, 0.25, 0.75, 1.00, utilizing both DFT+U, and MD techniques, was 
presented. After a complete study of the dopant configurations, the most stable 
dopant distribution for each dopant and concentration was determined, from which 
the electronic and magnetic properties, oxygen vacancy formation energy, ionic 
conductivities and thermal expansion coefficient were calculated.  
Regardless of dopant, their inclusion induces a distortion of the Co-O bond that forces 
different Co d-orbital occupations. This in combination with the dopants d-orbital 
occupation explains why the vast majority of the systems become ferromagnetic, with 
the exception of SmCu0.5Co0.5O3 and SmCu0.75Co0.25O3. The overlap between the eg-
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orbitals of the dopant and cobalt around the Fermi level explained the impressively 
high electrical conductivity found for SmMn0.125Co0.875O3 in comparison with 
SmFe0.125Co0.875O3, in which the presence of an electronic band justifies the 
insignificant electronic conductivity calculated with our methodology. We have also 
illustrated that doping with Cu and Ni does not significantly improve the electronic 
conductivity of the perovskite. B-site doping does not either reduce the oxygen 
vacancy formation energy when B= Mn, Fe, but it does decrease with B=Cu, Ni 
instead, mainly as a result of the great instability of the +3 valence. In general, the 
most common VO configuration was found to be Co-VO-Co, with cobalt being reduced 
from Co3+ to Co2+. Finally, TEC were calculated, with Mn3+-doping giving lowest TEC 
at low x, and x=0.75. In conjunction with the DFT+U results, Mn3+-doping at low x, 
would be most favourable to improve SmCoO3 as an IT-SOFC cathode material. The 
combination of Mn- and Ca-doping will be the topic of the next chapter.
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Chapter 7 
Sm0.75Ca0.25Co1-xMnxO2.88 as IT-
SOFC Cathode Material  
Abstract 
In this chapter, the results from the previous chapters are combined to propose a new 
and efficient SmCoO3-based cathode material for Intermediate-Temperature Solid 
Oxide Fuel Cells. Sm0.75Ca0.25MnxCo1-xO2.88 at two different Mn-concentrations is 
investigated, and we find that the electronic conductivity in both materials is high, 
taking into account the limitations inherent in the calculations. Furthermore, the ionic 
conduction is calculated, with both systems showing excellent oxygen conduction. 
Calculating thermal expansion coefficients, x=0.25 shows the largest decrease, and 
is thus concluded to be the most favorable Mn-doping concentration. Thus, we 
present Sm0.75Ca0.25Mn0.25Co0.75O2.88 as offering a significant improvement in 
performance over the current generation of SOFC cathode.   
7.1 Introduction 
As stated throughout this work, at IT-SOFC operating temperatures, oxygen reduction 
in the traditional cathode material La1-xSrxMnO3-d (LSM) becomes inefficient and the 
cathode is no longer able to assist with the oxygen diffusion. [6,7,10,25,69] SmCoO3-
based perovskites show higher oxygen reduction efficiency and, unlike LSM, they 
show excellent oxygen diffusion.[18] For IT-SOFC cathodes, the balance between 
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both ionic and electronic conductivity is important, and they are inversely related to 
the oxygen content.[26]  Hence, high oxygen content benefits electronic conduction 
(σe), but lowers the ionic conductivity (σO), consequently leading to lower oxygen-
surface exchange and higher cell polarization resistance.[26] It is also important to 
highlight that electronic conduction is typically at least two orders of magnitude larger 
than the ionic conductivity, thus turning the latter into the limiting factor.[26] 
Doping SmCoO3 has proven to be an excellent technique to balance both conduction 
schemes to obtain the best possible performance. From Chapter 5 and 6, it was 
shown that Ca2+-doped SmCoO3 significantly enhances oxygen diffusion, and that 
Mn3+-doping increases the electronic conductivity and decreases the thermal 
expansion coefficient (TEC), making it more compatible with IT-electrolyte materials 
such as gadolinium-doped ceria (GDC). In this chapter, we confirm that the 
combination of both dopants in the SCO matrix leads to an outstanding cathode 
material with impressive oxygen and electron conduction, and low TEC.   
7.2 Computational Details 
7.2.1 DFT Calculations 
We studied the electronic structure of the different systems using DFT calculations 
by means of the Vienna ab initio simulation package, VASP.[92–95] The projector-
augmented wave method (PAW) was applied to describe the ion-electron 
interaction,[123] and the converged kinetic energy cut-off of 500 eV was used. The 
calculations are spin-polarized with Perdew-Burke-Ernzerhof (PBE)[107,108] 
functionals and run until electronic and ionic self-consistence, with a convergence 
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criteria of 10-5 eV and 10-3 eV·Å-1 respectively. For each atomic species, the following 
valence electrons were considered: Sm (5s25p66s2), Ca (3s23p64s2), Sr (4s24p65s2), 
La (5s25p66s25d1), Mn (3p63d64s1), Co (4s23d7), and O (2s22p4).  
On-site Coulombic interaction (DFT+U) was used for the Co and Mn 3d-electrons to 
account for the self-interaction error,[65,110,111] by means of Dudarev’s 
approach,[109] with Hubbard parameters (Ueff) for Mn and Co of 4 and 3 eV 
respectively.[19,219]  
σe was calculated from the frequency dependent dielectric matrix. This calculation is 
dependent on relaxation time, which should be fitted to experimental electronic 
conductivity. Since no experimental data is available, and our purpose is to perform 
a comparative analysis, we have used 0.12 fs for all systems as in Chapter 5 and 6. 
Finally, the supercell used for the DFT calculations is the 2×2×2 Pm-3m pseudo-cubic 
cell, with 40 atoms.  
7.2.2 MD Calculations 
MD simulations were performed with the DL_POLY 4.07 code[96], with a 20×20×20 
supercell (39000 atoms) simulated under NPT conditions with a Nosé-Hoover 
thermostat.[139] With a timestep of 0.5 fs and an equilibration period of 11 ps, 
statistics were collected after a production run of 100 ps. To account for electrostatic 
interactions, Ewald summation was employed, with the Verlet algorithm evaluating 
the atomic motions. Short-range interatomic interactions were simulated using a 
Buckingham potential, within the Born model for ionic solids.[75,142,235] Electronic 
polarization was included through the shell model, where ions are modelled as cores 
with a harmonic spring (k) connected to a massless shell with charge Y.  The 
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interatomic potentials used here (Table 2.2) are mainly obtained from Cherry et al., 
which have previously been used to model ionic conductivity (σO) in 
perovskites.[53,147,149,150]  
7.3 Dopant Configuration 
All the non-equivalent dopant and oxygen vacancy distributions in the materials were 
evaluated with the Site-Occupancy Disorder program (SOD).[214] We considered a 
Ca2+ concentration of 0.25, equivalent to inserting two Ca2+ into our unit cell. 
According to the Kröger-Vink notation for this dopant scheme, one oxygen vacancy 
(VO) is required to ensure the electroneutrality of the system, as seen in Chapter 5.  
2𝐴𝑂
𝑆𝑚𝐶𝑜𝑂3
→     2𝐴𝑆𝑚
′ + 2𝑂𝑂
𝑥 + 𝑉𝑂
∙∙    (7.1) 
For Mn3+, two different concentrations (x), 0.125 and 0.25, are considered, which are 
equivalent to substituting one and two Co3+ for Mn3+, respectively. Hence, we inserted 
the Ca2+, Mn3+, and VO into the SmCoO3 bulk in this order, resulting in 3 different 
configurations for x=0.125, and 23 for x=0.25.  
 
Figure 7.1. The different dopant configurations for Sm0.75Ca0.25Co0.875Mn0.125O2.88. Orange 
sphere indicate vacancy position, and number refers to configuration number in Table 7.1. Sm 
is pink spheres, Ca grey, O red, Co blue, and Mn green, respectively.  
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Figure 7.2. Different dopant configurations for Sm0.75Ca0.25Co0.75Mn0.25O2.88. Orange sphere 
indicate vacancy position, and number refers to configuration number in Table 7.1. Sm is pink 
spheres, Ca grey, O red, Co blue, and Mn green, respectively. 
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After bulk optimization using DFT+U, we evaluated the relative abundance of each 
configuration at working temperatures by means of Boltzmann distributions (equation 
7.2).[214] Under thermodynamic equilibrium, occurrence probability (Pn) of the 
different configurations (n) can be calculated, at each temperature T, as[214]  
𝑃𝑛 =
1
𝑍
exp(−𝐸𝑛/𝑘𝐵𝑇)                                                      (7.2) 
𝑍 = ∑𝑃𝑛𝐸𝑛
𝑁
𝑛=1
                                                                    (7.3) 
where Z is the partition function, kB is Boltzmann’s constant, and En the energy of 
configuration n. The resulting distributions are presented in Figure 7.3 below. For 
x=0.25, configurations 5-23 have been omitted as they have all P<0.0001 at all T.  
 
Figure 7.3. Boltzmann distribution of dopant configuration for a) x=0.125 and b) 0.25 as a 
function of temperature.  
From the Boltzmann distributions, it is clear that under equilibrium conditions, only 
configuration 1 for both x is expected to be found in any abundance. The difference 
in energy between the different configurations for x=0.125 (0.51 and 0.63 eV, 
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respectively) was higher than that found between the three most stable configurations 
for x=0.25 (0.36, and 0.37 eV). The full list is included in Table 7.1. Only the most 
stable configuration at a given concentration was considered to evaluate the 
electronic structure of the system, whereas we used the three (and four) most stable 
configurations for calculation of the ionic conductivity and the TEC (see Appendix F).  
Table 7.1. All possible configurations and their relative energy (eV) to the lowest energy 
configuration.  
Configuration 
Number 
x=0.125 x=0.25 
1 0.00 0.00 
2 0.51 0.36 
3 0.63 0.37 
4  0.40 
5  0.77 
6  0.79 
7  0.82 
8  0.95 
9  0.98 
10  1.04 
11  1.14 
12  1.20 
13  1.28 
14  1.50 
15  1.57 
16  1.62 
17  1.66 
18  1.67 
19  1.71 
20  1.84 
21  2.64 
22  3.06 
23  4.00 
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7.4 Electronic Structure and Electronic Conductivity 
From projected density of states plots (Figure 7.4), it is seen that Sm0.75Ca0.25MnxCo1-
xO2.88 is half-metallic with electronic conduction being only possible through the α-
channel. For x=0.125, this α-channel is mainly described by an overlapping of O(2p) 
and Co t2g and eg states, but with no contribution of the Mn(3d) orbitals, whereas for 
x=0.25 Mn(3d), both t2g and eg are also present. The overlapping of the t2g and eg 
orbitals in both electronic structures (Figure 7.4), is a result of the loss of the cobalt 
octahedral environment necessary for an effective octahedral crystal field splitting of 
the orbitals, evidenced by the distortion of the Co-O bonds relative to the non-doped 
SCO matrix (Table 7.2). Consequently, this enables different Co d-orbital occupations 
than the expected 𝑡2𝑔
6 𝑒𝑔
0), thus leading to low-to-intermediate spin state (LS/IS) and 
IS spin states, as deduced from Co magnetizations (Table 7.2). From a non-distorted 
octahedral environment, cobalt magnetic moments (µCo) are expected to be 0, as 
described in Chapter 3, but under the presence of distortions, µCo increase. For 
x=0.125, µCo ranges from 0.19 to 2.96, whereas for x=0.25, all Co show IS state, 
around 2. Interestingly, for x=0.125 Co-O bond distances show less distortion 
compared to the non-doped SCO matrix than for x=0.25, which is unequivocally 
related to the Co magnetic moments, with the more distorted the system is, the more 
uniform µCo are. Distortion, however, does not seem to influence µMn as it is high for 
both concentrations. Another important fact is that different magnetic orderings were 
calculated, with the ferromagnetic found to be the most stable for all the studied 
cases. Finally, according to Bader charges, Table 7.2, there is no evidence of charge 
transfer between any of the metallic species, consistent with the results presented in 
Chapter 6. 
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Figure 7.4. Projected Density of States (PDOS) for a) Sm0.75Ca0.25Mn0.125Co0.875O2.88 and b) 
Sm0.75Ca0.25Mn0.25Co0.75O2.88. The Fermi level is at 0 eV, and negative E-EF represent the 
occupied bands and positive the virtual bands. Positive PDOS are associated with the α-spin, 
whereas negative PDOS are associated with β-spin. 
The calculated σe (Table 7.2) show greater electronic conductivity for x=0.25 (30 
S·cm-1) than for x=0.125 (10 S·cm-1), which are in line with experimental work on 
related SCO perovskites (σe<50 Scm-1).[73,86,246] The difference in electronic 
conductivity between both concentrations is directly associated with the fact that for 
x=0.125 there is no contribution of both Co and Mn at the Fermi level, whereas they 
do contribute for x=0.25, making the conduction more effective. If we compare them 
with LaMnO3-based perovskites, however, σe are smaller. We have calculated σe for 
La0.75Sr0.25MnO2.88 for comparison reasons, and found that this was 70 Scm-1. 
Although this could somehow suggest that SCOs would perform worse than LSM, it 
is important to highlight the following aspects. Firstly, these calculations are 
performed at 0 K with a general relaxation time and σe is known to increase with 
temperature, [246] which is a variable that unfortunately we cannot include in our 
calculations. On the other hand, cobalt-containing perovskites are known to have 
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lower σe than LSM, although at IT-SOFC operating temperatures, the limiting factor 
to IT-SOFC cathode efficiency lies in the ionic conductivity. 
Table 7.2. Unique magnetic moments (µ), Bader charges (q), and interatomic distances, and 
electronic conductivity (σe) in Sm0.75Ca0.25MnxCo1-xO2.88. Co-O distance in SmCoO3 is 1.88 Å. 
 x=0.125 x=0.25 
µMn (µB) 3.29 3.48 
µCo (µB) 0.19, 0.25, 1.89, 2.01, 2.04,  2.41, 2.96  2.03, 2.20, 2.27 
qCa 1.55 1.55 
qSm 2.10 2.12 
qCo 1.23, 1.25, 1.31, 1.34 1.28, 1.29, 1.18, 1.19 
qMn 1.71 1.67 
qO -1.15 -1.16 
Co-O (Å) 1.86, 1.87, 1.89, 1.90, 1.91, 1.93, 1.94, 1.95, 1.96, 1.97 1.87, 1.88, 1.91, 1.94, 1.96  
Mn-O (Å) 1.87, 1.90, 1.91, 1.98 1.95, 1.96, 1.98, 1.99 
σe (Scm-1) 10 30 
 
7.5 Ionic Conductivity 
σO and σe are difficult to differentiate in experimental measurements, as the former is 
normally much lower than the latter. Thus, σe and σO are normally quoted as simply 
conductivity, with the highest contribution coming from σe.[26] As presented 
previously, σO can be calculated from oxygen diffusion coefficients (DO), obtainable 
from MD simulations, using the same methodology as in Chapter 5. DO for 
Sm0.75Ca0.25Co1-xMnxO2.88 and Ea are presented in Table 7.3 below, and show good 
agreement with experimental observations for cobalt perovskites.[18,28,247] DO for 
Sm0.75Ca0.25CoO2.88 from Chapter 5, and La0.8Sr0.2MnO2.88 from Islam et al.[75] are 
included to allow for comparison.  
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Table 7.3. Oxygen diffusion coefficients (DO) in 108 cm2s-1 at different temperatures, and 
oxygen migration activation energy (Ea) in eV for Sm0.75Ca0.25Co1-xMnxO2.88. Data for LSM 
(La0.8Sr0.2MnO2.88) from Islam et al. (1996) has been included for comparison.[75] 
T (K) DO, x=0.00 DO, x=0.125 DO, x=0.25 DO, LSM 
600 1.95  0.759  2.45   
800 4.27  2.93 4.09  1.51  
1000 11.0  7.69 9.04  6.23  
1200 27.7  23.0  23.8  10.8 
1500 84.0  75.9  80.7  42.1  
Ea 0.45 0.42 0.44 0.70 
 
All Sm0.75Ca0.25MnxCo1-xO2.88 show remarkably higher DO than LSM for the whole 
range of temperatures, regardless of x, which means that oxygen diffusion is faster 
in these materials. Furthermore, Ea remains mostly unchanged with increasing x 
around 0.42 eV, which is in average 0.25 eV less than the one obtained for LSM, 
describing these materials as excellent oxygen conductors. [35] From these results it 
is clear that Sm0.75Ca0.25MnxCo1-xO2.88 presents a distinct improvement on LSM, both 
in terms of Ea and DO (Table 2). [75] Additionally, comparing to experimental LSM 
(DO=3×10-12 cm2s-1 at 900°C (1173 K) [74]), it is clear that DO is much higher in 
Sm0.75Ca0.25MnxCo1-xO2.88. σO shows the same trend as observed for DO (Figure 7.5), 
with Mn-doping not providing any genuine advantage on σO. However, it is clearly 
seen that at low temperatures, Mn-doping of 0.25 is most advantageous, as it has the 
highest σO.  
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Figure 7.5. Log-plot of ionic conductivity versus 1000/T.   
7.6 Thermal Expansion 
Lastly, we studied the thermal expansion of Sm0.75Ca0.25Co1-xMnxO2.88. TEC (αT) is 
related to the supercell volume, assuming a linear dependence, and was obtained 
from the MD simulations. [155] For Sm0.75Ca0.25Co1-xMnxO2.88 to be a viable IT-SOFC 
cathode material candidate, its TEC needs to be close to that of SOFC electrolyte 
materials. Common SOFC electrolytes include YSZ, LSGM, and GDC, which have 
TEC of 10.0-13×10-6 K-1, and it is generally accepted that cathodes with TEC smaller 
than 15×10-6 K-1 are suitable. [30,32] TEC for x=0.125 is calculated to be 19.5×10-6 
K-1, and 14.6×10-6 K-1 for x=0.25, which shows that these materials are suitable for IT-
SOFC cathodes, especially at x=0.25 Coupling these results to σe and σO, Mn-doping 
with x=0.25, is most suitable for IT-SOFC cathode applications. TEC is greatly 
decreased for x=0.25, and is approaching the TEC of electrolytes.  
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7.7 Chapter Conclusions 
Sm0.75Ca0.25Mn0.25Co0.75O2.88 is the most suitable SmCoO3-based perovskite so far for 
IT-SOFC cathodes according to our calculations. We have shown that 
Sm0.75Ca0.25Co0.75Mn0.25O2.88 offers a promising electronic conductivity, around 30 
Scm-1, occurring via both Co and Mn d-orbitals that overlap at the Fermi level. This 
overlap is a consequence of the distortion induced by the dopants, which at the same 
time facilitates a different electron occupation in the metal-d orbitals, which in overall 
results in a ferromagnetic arrangement of the different magnetic moments. In 
addition, a marked improvement is observed in the ionic conduction, which is the 
limiting factor in the efficiency of the material. In fact, Sm0.75Ca0.25MnxCo1-xO2.88 has 
much higher ionic conductivity, and lower activation energy for oxygen migration than 
LSM, which ensures faster oxygen diffusion at lower temperatures. Finally, the last 
bit of the IT-SOFC cathode puzzle is the mechanical coupling between electrolyte 
and cathode, described in terms of TEC. We show here, that introducing manganese, 
at x=0.25, into the lattice dramatically decreases TEC, and brings it down to a value 
close to IT-SOFC electrolytes. Combining all these findings, makes for 
Sm0.75Ca0.25Mn0.25Co0.75O2.88 as a convincing new IT-SOFC cathode material.  
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Chapter 8 
Conclusions and Future Work  
8.1 Conclusions 
In this thesis, a computational study of bulk SmCoO3-based perovskites has been 
performed evaluating these materials for use as intermediate temperature Solid 
Oxide Fuel Cell cathodes. The need for new cathode materials have experimentally 
identified SmCoO3-based perovskites as promising substitutes to the current state of 
the art SOFC cathode LSM, which is inefficient at the lowered operating 
temperatures. Due to the lack of data available on these new cathode materials, we 
have here conducted a systematic and detailed computational study of SmCoO3-
based perovskites focusing on properties that are relevant and important to IT-SOFC 
cathodes.  
Initially, a DFT+U characterization of the magnetic and mechanical properties of both 
cubic and orthorhombic SmCoO3 was presented in Chapter 3, where focus was on 
magnetic and mechanical properties. The electronic ground state for both structures 
is diamagnetic, with all the paramagnetic structures higher in energy at 0 K. As 
expected from experimental data, the orthorhombic phase was lower in energy than 
the cubic one. To model the insulator-to-metal spin transition, temperature effects 
were introduced by mimicking the effect of thermal expansion. From these results, 
we were able to determine the coexistence of both the CAFM and the DM structures 
for the orthorhombic phase at high temperatures, and a clear stabilization of the 
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CAFM structure for the cubic phase around 1100 K. From these calculations we were 
able to link these experimentally observed transitions to a large increase in the Co 
spin state, as well as to distortions of the cobalt octahedral environment that allow 
different Co d-orbital occupations. This link between distortions in the Co-O bonds 
were found to be important throughout the thesis.  
Moving on to properties typically connected to SOFC cathode efficiency, we then 
modelled lattice vacancies within the DFT+U method. At this instance, we took the 
opportunity to also model lattice vacancies in LaMnO3 to serve as a direct comparison 
to our SmCoO3 results. As experimental studies have stated that SmCoO3 is not 
stable at high oxygen pressures and potentials, we calculated the range of chemical 
potentials in which SmCoO3 and LaMnO3 are stable. We found that the oxygen 
vacancy formation energy for LaMnO3 is higher than for SmCoO3, but that they are 
all positive, indicating that the formation of VO is not spontaneous, except under an 
oxygen-poor regime. The presence of VO did not significantly affect the electronic 
structure of LaMnO3, but it does alter the electronic and magnetic properties of 
SmCoO3. VO in SmCoO3 turns this material half-metallic, as a consequence of 
distortions in the Co-O bonds, in accordance with Chapter 3. Cation vacancy 
formation energies were also calculated, but it was found that they require very high 
energies to be formed. Thus, it is expected that these will only exists in very small 
concentrations, and will have negligible impact on the electronic and ionic conduction 
in the materials. However, it is evident from Chapter 4 that SmCoO3 in its current form 
is not suitable as an IT-SOFC cathode material, and thus the rest of the thesis is 
concerned with doping of SmCoO3.    
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Firstly, the effect of Sm-site dopants was evaluated in Chapter 5. Since we doped 
these positions with divalent cations (A=Ca2+, Sr2+, Ba2+) at two different 
concentrations (x=0.25, 0.5) we studied two potential charge compensation schemes: 
formation of oxygen vacancies and generation of electronic holes, proving that the 
former is the predominant charge compensation scheme, with the oxygen vacancy 
formation energy being negative, whereas the hole formation was positive. The ionic 
conductivity in Sm1-xAxCoO3-x/2 were found to be higher at intermediate temperatures 
than in LSM, with Ca2+, x=0.25, reporting the best results. The calculated TEC 
showed that Sm1-xAxCoO3-x/2 not be compatible with traditional electrolyte materials.  
To overcome this, Co-site doping were investigated, and an atomistic study of 
SmBxCo1-xO3 (B=Fe3+, Mn3+, Ni3+, and Cu3+) was made. We also calculated the trend 
in magnetic structure, electronic structure, oxygen formation energy, and thermal 
expansion over the fully substituted systems SmBO3 for completeness. Mn-doping 
showed the largest decrease in TEC, with manganese concentrations of 0.125 and 
0.25, with a general decrease seen for all B. B are also known to alter the electronic 
conduction and it was found that SmMnxCo1-xO3 had the highest σe, and SmFexCo1-
xO3 lowest, in line with previous experimental findings. Calculating Ef for these 
systems showed no significant difference from SmCoO3, and as such this dopant 
scheme is not expected to introduce any improvement on ionic conduction.  
Combining the findings of Chapter 5 and 6, we investigated Sm0.75Ca0.25MnxCo1-xO2.88 
at two Mn-concentrations using both DFT+U and MD calculations. It was found that 
Sm0.75Ca0.25Co0.75Mn0.25O2.88 shows higher electronic conductivity, 30 Scm-1, than 
Sm0.75Ca0.25Co0.875Mn0.125O2.88, 10 Scm-1. Although being in an acceptable range for 
IT-SOFC use, and keeping in mind these are 0 K calculations and dependent on 
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relaxation time, the calculated conductivity for LSM is more than double at 70 Scm-1. 
However, at IT-SOFC operating conditions, the ionic conductivity is the limiting factor, 
and needs to be taken into account, together with the thermal expansion coefficient. 
Ionic conduction and oxygen diffusion was simulated through MD calculations, 
showing that both systems are good oxygen conductors, with much higher ionic 
conductivity than LSM at all temperatures. Coupling this to the thermal expansion 
coefficient, this computational work proposes Sm0.75Ca0.25Co0.75Mn0.25O2.88 as a novel 
IT-SOFC cathode material, which would be an exciting material to bring forward for 
experimental synthesis. 
The research presented in this thesis aims to be a predictive and guiding tool for 
experimental synthesis, and has systematically and comprehensively modelled bulk 
properties of SmCoO3-based perovskites, and through the combined findings 
identified Sm0.75Ca0.25Mn0.25Co0.75O2.88 as an IT-SOFC cathode candidate.  
8.2 Future Work 
Building on the work presented in this thesis, it would be interesting to build surface 
models of Sm0.75Ca0.25Mn0.25Co0.75O2.88 and model the oxygen reduction reaction, 
which can follow different pathways, and the oxygen surface-bulk exchange. A start 
on this work has already been made, but issues were encountered. These issues 
mainly revolve around the surface models where the ORR pathways require the 
inclusion of oxygen vacancies. We found that introducing an oxygen vacancy at the 
surface layer required at least a 15 Å15 Å to contain cubic symmetry. The initial 
surface models, without oxygen vacancies, had a 7.5 Å1.5 Å surface area, with 9 
surface layers, whereof 5 were fixed bulk layers, and 4 relaxed surface layers. This 
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resulted in a 96 atom cell, which in its own is computationally expensive. Hence, the 
larger surface cell required for modelling the oxygen vacancy assisted ORR pathway, 
was deemed too computationally expensive after test calculations, and remains a 
challenge for the future.  
This surface study could furthermore be combined with an interface study, with 
Sm0.75Ca0.25Mn0.25Co0.75O2.88 and an array of electrolytes making up the interface 
models. By using MD for the interface studies, it might also be possible to study 
dopant segregation and to follow the oxygen diffusion from the cathode bulk to 
electrolyte bulk.  
Finally, one of the great issues limiting SOFC performance is cathode chromium 
poisoning. Thus, modelling the influence of chromium on the ORR, through DFT+U 
calculations, and ionic conduction (with MD) would be another important area of 
study.  
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Appendix A  
Goldschmidt Factors 
 
Table A.1. Goldschmidt tolerance factor for different dopants in SmCoO3.  
Dopant t (Sm-site) t (Co-site) Favourable Dopant Site 
Ca 0.94 0.65 Sm 
Sr 1.01 0.65 Sm 
Ba 1.07 0.61 Sm 
Mn 0.75 0.93 Co 
Fe 0.80 0.87 Co 
Ni 0.71 0.97 Co 
Cu 0.77 0.90 Co 
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Appendix B  
Mechanical Properties from MD 
 
Table B.1. Mechanical properties calculated using the interatomic potential set from Chapter 
2.  
 Cubic Orthorhombic 
B (GPa) 266.67 259.44 
G (GPa) 158.91 140.46 
E (GPa) 366.28 288.53 
𝝈 0.27 0.26 
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Appendix C  
SmCoO3 Density of States 
 
Figure C.1. Density of state for cubic SmCoO3 ground state. The Fermi level is at 0 eV, and 
negative E-EF represent the occupied bands and positive the virtual bands. Positive PDOS 
are associated with the α-spin, whereas negative PDOS are associated with β-spin. 
 
Figure C.2. Density of states for orthorhombic SmCoO3 ground state. The Fermi level is at 0 
eV, and negative E-EF represent the occupied bands and positive the virtual bands. Positive 
PDOS are associated with the α-spin, whereas negative PDOS are associated with β-spin. 
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Appendix D  
Finite-Charge Correction Schemes 
 
As discussed in Chapter 4, charge corrections can be taken into account when 
modelling non-neutral systems. When modelling non-zero charge systems, two major 
errors can arise as a result of using periodic boundary conditions; image-charge 
interactions, and differences in the reference electrostatic potential. To correct these, 
numerous correction schemes have been developed. [195] In this appendix, only a 
few of the most commonly used finite-charge correction schemes will be addressed, 
but further information can be found in the literature.  
The simplest form of a finite-charge correction scheme was presented by Makov and 
Payne (MP) [195,248], which is a Madelung potential correction scheme derived from 
the screened Coulomb interaction between two point charges. The MP method is the 
most common method to correct the image-charge interaction, and takes the form  
Δ𝐸𝑀𝑃 =
𝑞2𝛼𝑀
2𝜖𝐿
+
2𝜋𝑞𝑄𝑠
3𝜖𝐿3
,                                                     (𝐷. 1) 
where Δ𝐸𝑀𝑃  is the MP correction (which would be applied to equation 4.1), q is the 
charge, 𝛼𝑀 is the Madelung constant of the supercell, 𝜖 is the dielectric constant of 
the material, Qs the second radial moment of the charge density, and L is the cell 
length. This scheme has been shown to work well for molecular systems, but 
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unfortunately overestimates the correction magnitude in solids. The overestimation 
has been attributed to Qs, which does not consider dielectric screening response.   
Hence, another correction scheme was proposed by Lany and Zunger (LZ) [249], 
which has established itself as the standard correction method for image-charge 
interactions. The LZ correction term (Δ𝐸𝐿𝑍) is calculated from equation D.2.  
Δ𝐸𝐿𝑍 = [1 + 𝐶𝑠ℎ(1 − 𝜖
−1)]
𝑞2𝛼𝑀
2𝜖𝐿
,                                                 (𝐷. 2) 
Csh is the shape factor, which is dependent only upon the shape of the supercell and 
the dielectric of the material. The dielectric tensor is further dependent on cell shape, 
with cubic systems having constant dielectric tensors in all lattice directions, whereas 
for orthorhombic systems there will be anisotropy due to the non-equal lattice 
parameters. For orthorhombic systems, this can be taken into account by using the 
method developed by Murphy and Hines. [250] However, with large dielectric 
constants, the magnitude of Δ𝐸𝐿𝑍 decreases and becomes negligible in relation to the 
other terms in equation 4.1.  
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Appendix E  
Electronic Structures of SmCoO3 
and LaMnO3 with Cation Vacancies 
 
Figure E.1. PDOS for SmCoO3 with Sm vacancy. The Fermi level is at 0 eV, and negative E-
EF represent the occupied bands and positive the virtual bands. Positive PDOS are associated 
with the α-spin, whereas negative PDOS are associated with β-spin.  
 
Figure E.2. PDOS for the SmCoO3 with cobalt vacancy. The Fermi level is at 0 eV, and 
negative E-EF represent the occupied bands and positive the virtual bands. Positive PDOS 
are associated with the α-spin, whereas negative PDOS are associated with β-spin. 
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Figure E.3. PDOS for LaMnO3 with a lanthanum vacancy. The Fermi level is at 0 eV, and 
negative E-EF represent the occupied bands and positive the virtual bands. Positive PDOS 
are associated with the α-spin, whereas negative PDOS are associated with β-spin.   
 
 
Figure E.4. PDOS for LaMnO3 with Mn-vacancy. The Fermi level is at 0 eV, and negative E-
EF represent the occupied bands and positive the virtual bands. Positive PDOS are associated 
with the α-spin, whereas negative PDOS are associated with β-spin. 
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Appendix F 
MD Results for the Most Stable 
Configurations in Chapter 7 
 
Table F.1. Oxygen Diffusion coefficients (×10-8 cm2s-1) for x=0.125, and 0.25, for 
configurations 1-3  and 1-4 respectively in Table 7.1.  
 
x=0.125 x=0.25 
T (K) conf 1 conf 2 conf 3 conf 1 conf 2 conf 3 conf 4 
600 0.759 3.67 2.17 2.45 2.30 1.68 2.47 
800 2.93 5.83 4.33 4.09 3.42 2.33 3.52 
1000 7.69 9.83 7.83 9.04 6.71 5.41 5.58 
1200 23.0 21.3 22.5 23.8 13.5 11.9 12.4 
1500 75.9 74.7 74.2 80.7 56.9 55.7 54.5 
  
Table F.2. Oxygen Migration Activation Energy (eV) for xMn=0.125, and 0.25, for configurations 
1-3  and 1-4 respectively in Table 7.1. 
conf x=0.125 x=0.25 
1 0.42 0.44 
2 0.37 0.40 
3 0.42 0.45 
4  0.39 
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Table F.3. Ionic conductivity (σO) at different temperatures for Sm0.75Ca0.25Co1-xMnxO2.88 for 
configuration 1-3 and 1-4 respectively in Table 7.1. 
 σO (Scm
-1), x=0.125 σO (Scm
-1), x=0.25 
T (K) conf 1 conf 2 conf 3 conf 1 conf 2 conf 3 conf 4 
600 0.014 0.065 0.039 0.044 0.041 0.030 0.044 
800 0.039 0.078 0.058 0.055 0.046 0.031 0.047 
1000 0.082 0.105 0.084 0.096 0.072 0.058 0.060 
1200 0.205 0.190 0.200 0.212 0.120 0.106 0.110 
1500 0.540 0.531 0.528 0.575 0.405 0.397 0.388 
 
 
Table F.4. Thermal expansion coefficients (×10-6 K-1) for xMn=0.125, and 0.25, for 
configurations 1-3 and 1-4 respectively in Table 7.1. 
conf x=0.125 x=0.25 
1 19.5 14.6 
2 16.6 17.1 
3 20.3 16.0 
4  16.6 
 
 
 
 
