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ABSTRACT 
Easily verifiable sufficient conditions are obtained for the existence of a positive 
solution (componentwise) of a linear nonhomogeneous system of equations with 
positive coefficients. 
1. INTRODUCTION 
A number of authors interested in the study of many interacting species of 
populations have investigated the asymptotic behavior of solutions of the 
classical Volterra-Lotka systems of differential equations in the form 
dt = xi bi + , i = 1,2 . . . . .  n, (1.1) 
J 
where b i, aij (i, j = 1,2 . . . . .  n) are known real constants. In almost all such 
investigations, especially in those concerned with the asymptotic stability of 
steady states of (1.1), it is usually assttmed that such a steady state x*= 
(x I . . . . .  xn) exists so that 
i=1 ,2  . . . . .  n. (1.2) 
Since in general 2 n nonnegative steady states with x* >~ 0 (i = 1,2 . . . . .  n) 
can exist for (1.2), it is not known under what conditions on the parameters 
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b~, a,j  (i, j = 1,2 ..... n) a steady state of the type (1.2) will exist. If n is large, 
it is known (Goh and Jennings [2]) that the probability of existence of a 
positive steady state as in (1.2) is small. It is true that one can obtain 
necessary and sufficient conditions for the existence of a solution in (1.2) 
through an application of Cramer's rtde, but such conditions are not intuitive 
and not amenable to ecological interpretation. In the following we establish a
set of sufficient conditions on b,, a~i (i, j = 1,2 ..... n) which is verifiable 
a pr/or/; since we believe that this is too difficult to accomplish, we will 
consider a special inear system, which we will call a positive linear system, 
defined by the following: 
tt 
b, - ~ a,ix i = (), 
; 1 
b,>O, a ; ,>O,  
a,r ~ 0, i:~ l l  
i = 1,2 .. . . .  n. (1.3) 
The ecosystem corresponding to (1.3) will denote the dynamics of ~ 
species competing both interspecifically (aij>~0) and intraspecifically 
(a i i> 0). The motivation for the study of our problems comes from a recent 
article by Gopalsamy and Ahlip [3] where they have proved the existence of a 
globally asymptotically stable positive steady state of a system of delay 
differential equations corresponding to the dynamics of n competing species. 
Whereas these authors have used the method of differential inequalities, we 
will use the method of successive approximations to establish the existence of 
a positive steady state. 
2. POSITIVE LINEAR SYSTEM 
The following notation will be used below: For square matrices A and B 
of the same type, A = (a,j)>~ B =(bi j  ) means that aii >/bii for all i, j. For 
(column) vectors, a =(ai)>~b =(bi)  means that a i >~ b i for all i. a >> 0 
means that a~ > 0 for all i. p(A) is the spectral radius of A, that is, 
p(A) = max { [A i I; X, .....  k,l are eigenvalues of A }. 
i 
Our main result is formtflated in the following: 
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THEO~M. Suppose that 
A=(ai j )>~O, 
aii > O, 
b = (hi)  >> 0, 
I f  for all i, i = 1, 2 ..... n, 
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i , j=1 ,2  ..... n, i-¢ j, (2.1) 
i = 1,2 . . . . .  n, (2.2) 
j=1,2 . . . . .  . .  (2.3) 
bi > ~ bj a i . - - ,  
j= l  ~ aij 
j-~i 
then A is invertible and A- lb  >> 0. 
(2.4) 
c - ( I  - B)b >> 0 (2.6) 
(2.5) 
Since b >> 0 and B >~ 0, it will follow from (2.6) that p(B) < 1, p(B) being 
the spectral radius of B (see for instance Berman and Plemmons [1, Chapter 
6]). For convenience let p = p(B). By the Perron-Frobenius theorem there 
exists a vector d >/0 such that 
Btd= pd, B t being the transpose of B. (2.7) 
Since b >> 0 and c >> 0, we have dtc > 0. But we have from (2.6) and (2.7), 
dtc = dt(I  - B)h = (1 - p )dtb  > 0, 
which implies 1 - P > 0. It will then follow that both I - B and I + B are 
by (2.1) and 
A=(I+B)Ao 
The assumption (2.4) means that 
Proof. Thematr ix  AD =diag(au, az2 . . . . .  ann) is invert ib leand ADI >~O 
by (2.2). Let B = AAD 1 - I, I being an n × n identity matrix. Then B >/0 
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invertible. From (2.5), the invertibility of A follows. Thus we have 
A--Ib= ADI(I + B)~Ib= A])I(I + B) - I ( I -  B) lc. 
Since 
it follows that 
( I+B)  I ( I -B ) - I=( I -B2)  1 
p(B2)= [p(B)]2 < I, 
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(2.s) 
( I+B)  l ( l -B ) - l=  ~ B 2j. (2.9) 
j=0 
Since B 2i >~ 0 for all j = 0, 1,2 .. . . .  (2.9) implies 
( I+B)  ~( I -B)  '>~I. (2.10) 
We note that At) 1 >~ aI for some a > 0 and e >> 0, we have finally from (2.8) 
and (2,10), 
A lb>iA~lc :~0 
and the proof is complete. • 
An iteration procedure: Under the assumption of the above theorem, the 
solution x* of the equation Ax =b can be obtained as the limit of a 
convergent sequence of approximations defined as follows: 
x~O) = Aoib 
x('~-~ l) = x("') + A~l(b - Ax(") ), m =0,1 ,2  . . . . .  (2.11) 
In fact, x* = ADI(I + B) -lb from (2.8). Since p(B) < 1, we have 
(I + B) -lb = Y~. ( - B)nb = lim y(n) (say), (2.12) 
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where the sequence {y(") } (n = 0,1, 2 .... ) is defined by 
y(O) = b, 
y("+l) = b -  By("), n=0,1 ,2  . . . . .  (2,13) 
Now ff we put x (") = ADly ("), n = 0,1,2 . . . . .  we have x* = lim._~ ~x (') and 
x (°) = ADlb together with 
x (-+1) = ASly(-+1) = A~)l(b - BADx(-)) 
= ADI(b - Ax(")) +x ("). (2.14) 
Thus the iteration scheme (2.11) converges to the solution of Ax = b. 
COMMENTS. If we replace (2.4) by the weaker requirement 
bi>~ ~la i J  foraU i=1,2  . . . . .  n, (2.4') 
i 
then (2.6) becomes 
c = ( I  - B)b > 0 (2.6') 
and we have only p(B) ~ 1; and hence I + B is not necessarily invertible, But 
the iteration procedure still works with some modification. 
It is easy to see the following relations: 
n-1  
y¢2" )=b-  ~ B2k+l(I-B)b 
k=0 
n -1  
=b-  Y'~ B2k+lc, (2.15) 
k=0 
y(2n+l)= ~ BZk(i_ B)b 
k=O 
= ~ B2kc. (2.16) 
k=0 
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Since c >/0, B >/0, and 
it follows from (2.15) and (2.16) that 
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yiO)~y(2)> . . .  >~y(Zn)~ . . .  ~y~2,~,l)~ . . .  >~y(3)>~y(l)>~(). 2.17) 
The monotone bounded sequences y('~") and y(2,+~ converge as n --, ~c 
to some nonnegative limits. Let 
lim y(2,,)= y .  lim y(2,,+ il = y, .  
We note that y* or y ,  is not necessarily a solution of ( I  + B)y = b. (2.6') 
implies that 
b>~ Bb>~ B'Zb>~ . . -  >~0, 
so that B"b converges decreasingly to some e. Since 
(1 + B)y ("!= b+(  - 1)nB"~lb,  
we have 
( l+B)y*=b+e and ( I+B)y ,=b-e .  
Thus y* (and/or  y , )  will be a solution of ( I  + B)y = b if and only if e = 0 or 
equivalently B~b --, 0 as n --, ~ .  
But in general (y* +y , ) /2  is a solution of ( I  + b)y = b, and the conclu- 
sion is that, starting at x (°)= A~lb+ 1(I- A~IA)A~lb, the successive ap- 
proximations 
x(,,~ II = A~l (b_  Ax(-~) +x(n) 
converges to a nonnegative solution of Ax = b. 
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We illustrate the above result and the iterative procedure by the following 
example: 
10x 1 + x 2 + x 3 = 15, 
x 1 + 10x 2 + x 3 = 24, (3.1) 
x 1 + x 2 + 10x 3 = 33. 
For this system of equations the conditions (2.2) are satisfied: 
24 33 
15-  1" T~ - 1" ~-~ > 0, 
15 33 
24-  1. ]~-  1 . -~  > 0, 
15 24 
33-  1. ]~  - 1. -i-~ > 0, 
So this system of equations must have a positive solution. The sequences 
x~2k),x ~2k+1), k = 0,1,2 .... generated by the iterative procedure (2.11) are 
shown in Table 1. 
It is found that the sequence {x ~2k) } (k = 0,1,2 .... ) is nonincreasing, 
while the sequence {x ~2k+ 1)} (k = 0,1,2 .... ) is nondecreasing, and we have 
accordingly separated the terms of the sequence {x ~k) } in the table. 
TABLE 1 
SUCCESSIVE APPROXIMATION TO THE SOLUTION 
x(2k)  x (2k+ 17 
k x I x 2 x 3 x 1 x 2 x 3 
0 1.5 2.4 3.3 0.93 1.92 2.91 
1 1.017 2.016 3.015 0.9969 1.9968 2.9967 
2 1.00065 2.00064 3.00063 0.99987 1.99987 2.99987 
3 1.00013 2.00003 3.00003 0.99999 1.99999 2.99999 
X* 
1.0 2.0 3.0 
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We conclude with the remark that in their approach using differential 
inequalities, Gopalsamy and Ahlip [3] have assumed the nonsingularity of the 
coefficient matrix A; in our analysis we do not need such an assumption and 
we have in fact shown that (2.4) is by itself enough to guarantee the 
nonsingularity of A as well as a strictly positive solution of the positive linear 
system. 
We hope that the method 
systems of the form 
of this article can be extended to general 
Ax+ By-c ,  
Fx - -Fy  = d, 
(3.2) 
where A, B, E, F are matrices of the following type: 
A is m × m with elements aii >~ 0, i v~ j, a,i > 0, i, j = 1,2,. .... m: 
B is m ×(n  - m) with elements bij >~ 0, i = 1,2 .. . . .  m, j = 1,2 . . . .  n ~ m; 
E is (n - m)× m with elements e,~ >/0, i = 1,2 . . . . .  n - m, ] = 1,2 . . . . .  m- 
E is (n - re )×(n-m)  with elements f i fO ,  i4: j ,  f , ,>0 ,  i.j=: 
1,2 . . . . .  n -m;  
c and d are respectively vectors of m and n - m positive components. 
In ecology a problem of the above type arises in connection with the 
existence of a positive steady state in a system with m competing prey species 
and n - m competing predators. While the stability of a steady state can be 
studied by the classical methods, the existence of a positive steady state has 
not been discussed so far. We will extend our method to systems of this type 
in a forthcoming article. 
I wish to thank Dr. K. Gopalsamy for introducing me to this problem~ aM 
for some suggestions. I am grateful to Professor T. Ando for a number of very 
useful suggestions in writing the paper. 
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