Two volatility forecasting evaluation measures are considered; the squared one-dayahead forecast error and its standardized version. The mean squared forecast error is the widely accepted evaluation function for the realized volatility forecasting accuracy.
Introduction
A volatility forecasting evaluation framework that brings together a well defined measure with known statistical properties is applied for predicting one-trading-day-ahead realized volatility. Any evaluation (or loss) function is a measure of accuracy constructed upon the goals of its particular appliance. For example, the most widely applied evaluation function is the mean squared forecast error. A number of model evaluation methods have been applied in financial literature. Most of them are based on measuring the ability of the models to fit in the data. The most cited insample fitting evaluation functions are the information criteria of Akaike (1973) , Schwarz (1978) and Shibata (1980) that are based on the Kullback and Leibler (1951) measure. In the case that researchers focus on evaluating models' forecasting ability, they construct evaluation functions that take into consideration the characteristics of the predicting variable.
For example, because of the non-linearity of volatility, Pagan and Schwert (1990), Heynen and Kat (1994) and Andersen et al. (1999) , among others, have evaluated the predictive ability of volatility models with robust to heteroscedasticity evaluation functions. As Hendry and Clements (2001) noted it seems natural that a stock broker measures the value of forecasts by their monetary return, not their mean squared error. Thus, Engle et al. (1993) , West et al. (1993) and Granger and Pesaran (2000) , among others, have defined loss functions that evaluate the models according to the usage of the predictions.
Although evaluation functions are measures of accuracy that have been constructed upon the goals of their particular application, in the vast majority of the cases, their statistical properties are unknown. In volatility forecasting literature, the superiority of a loss function against others is not conducted according to a statistical based theoretical ground but it is based on empirical motivations. The present manuscript provides an empirical investigation of forecasting accuracy of ultra high frequency volatility models according to the one-stepahead standardized forecast errors. These standardized forecast errors define an evaluation function that comprises a selection procedure whose distribution is explicitly derived.
The joint distribution of the half-sum of the squared one-step-ahead standardized forecast errors from a set of models is the multivariate gamma (Krishnamoorthy and Parthasarathy, 1951) . The cumulative distribution function of the minimum half-sum of the squared one-step-ahead standardized forecast errors is the minimum multivariate gamma (Degiannakis and Xekalaki, 2005) . Hence, a model selection algorithm is defined according to which the model with the lowest sum of squared standardized one-step-ahead prediction errors is considered as having a superior ability to predict the realized volatility.
The contribution of the paper is described concisely. First, we define an evaluation function of realized volatility forecasts that comprises a selection procedure whose distribution is explicitly derived. Second, we infer for the distributional properties of the standardized forecast errors of the most widely applied realized volatility models and third, we open new avenues for the exploitation of forecast errors in financial markets' literature.
The rest of the paper is structured as follows. Section 2 provides information for the stock indices (FTSE100, DAX30 and CAC40) and the exchange rates (Euro to British Pound, US Dollar and Japanese Yen) that comprise the dataset and the construction of the annualized realized volatility measures. Section 3 illustrates the forecasting models and the distributional assumptions under investigation. The most widely applied models for realized volatility forecasting, i.e. AFRIMA and HAR specifications, are estimated assuming that the standardized unpredictable components are normally, Student t, GED, and skewed Student t distributed. Section 4 describes the statistical properties of the forecast errors estimated from two generic model frameworks widely applied in financial literature (i.e. regression and ARFIMA models with heteroscedastic residuals), as well as the exploitation of the standardized forecast errors for defining an evaluation procedure of volatility models' predictability. Section 5 analyses the findings of the adopted forecasting evaluation method.
In Section 6, we assume that the realized volatility measure is a tradeable asset and we define a trading framework under which we will investigate whether a trader based on the standardized forecast errors achieves higher returns compared to a trader whose trading is based on the simple forecast errors. Finally Section 7 concludes the study. , for the FTSE100 (20 th August, 1998-12 th January, 2011), DAX30 (3 rd January, 2000-12 th January, 2011), CAC40 (13 th June, 2000-12 th January, 2011) indices, as well as for the exchange rates of Euro to the Great Britain Pound (4 th January, 1999-21 st January, 2011), United States Dollar (20 th April, 1998-24 th January, 2011) and Japanese Yen (4 th January, 1999-24 th January, 2011). The dataset under investigation consists of 2686, 2784, 3106, 3308, 3091 and 3108 trading days for the CAC40, DAX30, FTSE100, EURUSD, EURGBP and EURJPY realized volatility series, respectively.
Dataset -European Stock Indices and Euro Exchange Rates
[Insert Figure  1 About here] . We are able to approximate the integrated variance of trading day t with the realized volatility:
where  ,..., 1  j denote the equidistant points in time at which the asset prices j t P are observed. The realized volatility converges in probability to the integrated volatility, or
(2)
The accuracy improves as the number of sub-intervals increases, but on the other hand, at a high sampling frequency the market frictions is a source of noise due to market microstructure features. As Andersen et al. (2006) noted, the realized volatility is constructed in the highest sampling frequency that the intra-day autocovariance minimizes:
Since the induction of ultra-high frequency based volatility estimation, the literature has proposed a number of variations of realized volatility measure in order to account for microstructure effects and various assumptions about efficient prices; see Aït-Sahalia et al. (2005 , 2011 , Barunik et al. (2016) , Barndorff-Nielsen and Shephard (2005) (2007), semivariance of Choobineh and Branting (1986) and Grootveld and Hallerbach (1999) . As the scope of the study is not affected by the necessity to state a particular relation for the efficient prices and the market microstructure noise, we employ the most widely used measure the realized volatility adjusted for the overnight volatility.
Thus, we estimate the realized volatility at the optimal sampling frequency according to eq. (3) and adjust it with the overnight volatility according to the method of Hansen and Lunde (2005) . Hence, the annualized realized volatility estimate for the whole day is:
for the 1  , 2  weights as defined by Hansen and Lunde (see also Degiannakis and Floros, 2015, 2016) . Figure 2 illustrates the annualized adjusted realized volatilities,
, at the optimal sampling frequencies which are the 7 minutes for the CAC40 and FTSE100, the 13 minutes for the DAX30 and the 20 minutes for the three exchange rates.
[Insert Figure 2
About here]
Set of competing models
Literature has provided evidence in favour to the use of the ARFIMA and the HAR-RV models for predicting realised volatility 2 . Hence, these two model frameworks comprise our set of competing models. Additionally, in order to capture the statistical properties of integrated quarticity, we extend the ARFIMA and the HAR-RV model frameworks by incorporating a time varying framework for the conditional standard deviation of the dependent variable. In our case, the logarithmic annualized realized volatility is the dependent variable, and the integrated quarticity is expressed as the conditional standard deviation of logarithmic realized volatility.
ARFIMA-GARCH framework
The Autoregressive Fractionally Integrated Moving Average model with dynamic conditional volatility was initially proposed by Baillie et al. (1996) . It captures the long memory property of the logarithmic annualized volatility
as well as its high persistence and the time-variation and clustering of the integrated quarticity via the GARCH approaching. The ARFIMA-GARCH model for which is termed integrated quarticity. Thus:
HAR-RV-GARCH framework
The Heterogeneous Autoregressive model with dynamic conditional volatility was was introduced by Corsi et al. (2008) . The heterogeneous autoregressive framework accommodates the beliefs of heterogeneous traders, an idea proposed by Müller et al., (1997) .
The HAR-RV-GARCH model is an autoregressive structure of the volatilities realized over different time intervals. Thus, current trading day's realized volatility is expressed by the daily, the weekly and the monthly volatilities:
f is the density
The ARFIMA-GARCH and HAR-RV-GARCH model specifications are estimated for standardized residuals that are normally, 
 denoting is the gamma function. The generalized error, or exponential power, distribution's density function is
. The g and  are the asymmetry and tail parameters of the distribution, respectively.
Evaluate models' predictability
We define a set of four competing models; two ARFIMA( l d k , , )-GARCH( q p, ) and
two HAR-RV-GARCH( q p, ). Additionally, each one of the four model specifications is estimated under the four distributional assumptions. The lag orders
of the best performing models have been selected according to Schwarz Bayesian information criterion.
The ARFIMA(0,d,1)-GARCH(1,1), ARFIMA(1,d,1)-GARCH(1,1), HAR-RV-GARCH(1,1)
and HAR-RV-GARCH(0,1) comprise the set of the competing models. The construction of a set of well-performing models makes the models' evaluation even more challenging. Hence, in total, we estimate 16 models for each of the six assets under investigation. These 16 models are estimated at each trading day, for
is the rolling sample size.
The next trading day's log-realized volatility,
we get the log-realized volatility forecast for the ARFIMA(0,d,1) specification.
For the HAR-RV-GARCH(1,1) model, the next trading day's
, the forecast of integrated quarticity from the GARCH(0,1) specification is computed.
One-trading-day-ahead forecast error
Going back to the grounds of financial theory, the actual volatility of the instantaneous log-returns during the continuous time interval  
having assuming that the log-returns of the asset follow the diffusion process
denotes the volatility of the instantaneous log-returns   t p log and   t W is the Wiener process. Hence, the actual volatility over a trading day  
Let us assume that a forecaster is interested in evaluating the ability of a set of models to forecast the one-day-ahead volatility. The forecaster is not able to observe the actual volatility; i.e.     Consider an evaluation function   , L that measures the distance between the proxy variable and its forecast. A sufficient condition for a consistent ranking is the quantity
RV . For example, the mean squared forecast error
ensures the equivalence of the ranking of volatility models, where
(12) denotes the one-trading-day-ahead forecast error. Hansen and Lunde (2006) and Patton (2011) investigate various evaluation functions robust for consistent ranking and study the effects of noisy volatility proxies in the evaluation of forecasting ability.
One-trading-day-ahead standardized forecast error
The MSE function is the most widely applied method of evaluating the forecasting accuracy. However, we are not aware of the explicit distribution of the squared forecast errors. On the other hand, we can infer for the distributional properties of the squared standardized forecast errors; i.e. the ratio of the forecast error to the conditional standard deviation.
Regression model with Arch errors
Let us define a generic form of a multiple regression model with dynamic conditional volatility of the error term (such a framework includes the HAR-RV-GARCH model where the explanatory variables express the lagged daily, weekly and monthly values of the dependent variable). For t y and 1  t x denoting the dependent variable and the vector of explanatory variables, respectively, the regression model with the error term t  following an ARCH process is presented as:
is the vector of parameters to be estimated,   . f is the density function of t z , and   . g is a measurable function of information set at time t-1, 1  t I , that represents the conditional variance of t  .
Degiannakis and Xekalaki (2005) noted that if the vector of parameters is constant
, then the estimated standardized one-stepahead prediction errors are asymptotically standard normally distributed:
where
ARFIMA model with Arch errors
The model framework in eq.(13) is modified in order to include the ARFIMA-GARCH model. Let us assume that t y is the log-realized volatility. Then an ARFIMA model with the error term t  following an ARCH process is presented as:
The vector of parameters to be estimated is defined as  
.
Assuming constancy of parameters over time,
is asymptotically standard normally distributed as well.
Naturally, based on the mean squared standardized forecast error, we can compare the forecasting accuracy of a set of competing models. Degiannakis and Xekalaki (2005) showed that the ratio of the sum of the squared standardized forecast errors from two competing models follows the correlated gamma ratio distribution. Therefore, they proposed a model selection approach, named standardized prediction error criterion (SPEC), based on the evaluation of the predictability of the models in terms of standardized prediction errors. According to the SPEC criterion, the most appropriate forecasting model is the i th model with the lowest half-sum of squared one-step-ahead standardized forecast errors:
Moreover, Degiannakis and Livada (2016) provided theoretical and empirical evidence that the SPEC criterion can be applied to evaluate models with residuals that are leptokurtically (i.e. Student t and generalized error distributed), or even leptokurtically and asymmetrically distributed (i.e. skewed Student t distributed).
Let us consider the frameworks (13) 
Also, Xekalaki and Degiannakis (2005) provided evidence that traders who base their trading preferences on SPEC algorithm (for selecting volatility forecasts extracted by a set of ARCH models) achieve higher profits than those who use only a single ARCH model.
φ is a strongly consistent estimator and asymptotically normally distributed, then
distributed since, from the definition of convergence in probability, component wise convergence in probability implies convergence of vectors.
Model selection evaluation framework
According to the aforementioned analysis of forecast errors' statistical properties, the predictive ability evaluation is based on the standardized version of the one-step-ahead forecast errors.
Forecast errors with symmetric distribution
The values of the     .
[Insert Table  1 about here] [Insert Table  2 about here] Table 3 provides the descriptive statistics of the standardized one-step-ahead forecast errors. The kurtosis for all the models is greater than the normal value of three, rejecting the hypothesis that the standardized one-step-ahead forecast errors, (13) and (15). The conditional distribution is derived as
, has fatter tails as Table  3 about here] 5 In the case of the Euro/Pound rate, the HAR-RV-GARCH(1,1) model is being selected. 6 The relevant table with the descriptive statistics of the unconditional forecast errors is not presented due to space limitations, but it is available to the interested reader upon request. 7 According to Jensen's inequality.
Forecast errors with platykurtic distribution
According to the 3 rd column of is negative in all the cases except for the EURUSD exchange rate. In the case of the simulated data of Degiannakis and Livada (2016), the skewness was much higher than in the case of the models with normally distributed innovations. However, in the case of real data we do not observe any significant differences in the estimated skewness for normally and Student t distributed innovations.
[Insert Table  4 about here] Table 5 provides the descriptive statistics of the standardized one-step-ahead forecast errors from the models with conditionally GED distributed innovations. The descriptive statistics provide similar information with the case of the Student t distributional assumption.
For all the models and all the time series, there are no significant differences in the estimated 8 In the case of the DAX30 stock index, the ARFIMA(0,d,1)-GARCH(1,1) model is selected. values of the descriptive measures compared to the models with normally distributed innovations.
[Insert Table  5 about here]
Forecast errors with platykurtic and asymmetric distribution
According to the 5 th column of both Tables 1 and 2, we (1,d,1)-GARCH(1,1) , across all realized volatility series. Table 6 provides the descriptive statistics of the standardized one-step-ahead forecast errors from the models with conditionally skewed Student t distributed innovations. In the case of the six actual realized volatility series, we do not observe any significant differences in the estimated skewness and kurtosis for the various assumed distributions of innovations.
[Insert Table  6 about here]
Financial Application
Let us define a framework under which we will investigate whether predictive information is being extracted by the forecast errors. We assume that the realized volatility measure is a tradeable asset (i.e. an ETF or a future contract on the implied volatility index).
We outline an agent who defines her trading strategy according to the half-sum of the squared one-step-ahead standardized forecast errors. At each trading day t, the trader takes into consideration the s-trading days ahead forecast, 
So, the average return of the trading strategy is:
where T is the number of out-of-sample forecasted values. The trading strategy is being replicated for s=1,5,10 and 15 trading days ahead and for T =10 and 20. The average returns,   s r , are presented in Table 7 . In all the cases, the returns are positive and statistically significant.
In order to compare the trading strategy based on the standardized forecast errors with an alternative one based on the unstandardized forecast errors, we assume another trader who defines her trading strategy according to the sum of the squared forecast errors, [Insert Table  7 about here] [Insert Table  8 about here]
Conclusion
We have estimated a set of ARFIMA-GARCH and HAR-RV models with i) normally, ii) Student t, iii) GED and iv) skewed Student t distributed standardized innovations. The models were estimated for the major European Union's stock market Concerning the evaluation according to the standardized forecast errors, the most accurate realized volatility predictions are not produced by the same model for all the realized volatility series. On the contrary, in almost all the cases the ARFIMA (1,d,1)-GARCH(1,1) model has the lowest value of the sum of the squared forecast errors. For the 6 realized volatility series and the 4 distributional assumptions, in total 24 cases, there are only two exceptions; the HAR-RV-GARCH(1,1) model for the Euro/Pound rate under the normal distribution and the ARFIMA(0,d,1)-GARCH(1,1) model for the DAX30 index under the Student t distribution.
Finally, under the assumption that the realized volatility measure could be a tradeable asset, we measure via a trading framework the forecasting performance of a trader whose strategy is based on the standardized forecast errors. We conclude that the trader who predicts ARFIMA(0,d,1 )-GARCH(1,1), Model 2: ARFIMA(1,d,1)-GARCH(1,1), Model 3: HAR-RV-GARCH(1,1), Model 4: HAR-RV-GARCH(0,1). ARFIMA(0,d,1 )-GARCH(1,1), Model 2: ARFIMA(1,d,1)-GARCH(1,1), Model 3: HAR-RV-GARCH(1,1), Model 4: HAR-RV-GARCH(0,1). ARFIMA(0,d,1 )-GARCH(1,1), Model 2: ARFIMA(1,d,1)-GARCH(1,1), Model 3: HAR-RV-GARCH(1,1), Model 4: HAR-RV-GARCH(0,1). ARFIMA(0,d,1 )-GARCH(1,1), Model 2: ARFIMA(1,d,1)-GARCH(1,1), Model 3: HAR-RV-GARCH(1,1), Model 4: HAR-RV-GARCH(0,1). Euro to Japanese Yen exchange rate (4 th January 1999 to 24 th January 2011) * The figures in the left column present the daily prices (dash line presented in the LHS axis) and the log-returns (solid line presented in the RHS axis). 
