F all 2016 brought a fundamental change to the United States. Its fastest and largest network-the decentralized network of electronic market exchanges-began to experience its first ever intentional delay. Specifically, a 38-mile coil of fiber-optic cable was embedded into a new exchange network node, which, given the finite speed of light, introduced a systematic 350-µs (microsecond) delay in signal transmission (1) . The future impacts this might have at the systems level are unknown.
Policy-makers have used a "common good" justification, i.e., the change will level out highly asymmetric advantages available to faster participants. This justification is entirely reasonable-350 µs sounds tiny. It is less than 1 millionth of the 2010 "Flash" Crash (~10 3 s) (2); a contributing factor to that trillion dollar debacle was the ability of certain trading organizations to conduct high-speed trades. However, today's electronic exchanges are an all-machine playing field with extreme subsecond operating times that lie far beyond the ~1-s real-time response and intervention of any human (3, 4) . High-speed algorithms now receive, process, and respond to information on the scale of microseconds, and the only guaranteed future speed barrier is the speed of light. Hundreds of orders are executed across multiple exchange nodes within 1 ms (millisecond). The competitive need for speed is so great that new cables are being laid under oceans and through mountains to shave milliseconds off information transfer times (5); new transnational networks of microwave communication towers are being constructed; new hard-wired semiconductor technology is being invented to reduce machine decision-making times down toward nanoseconds (6); and new buildings are being purchased so that servers are geographically, and hence, temporally, closer to other network nodes. So is 350 µs too much or too little? Should other exchange nodes be allowed to introduce their own delays? If so, how big? Might it even be possible that judicious policy management of such systematic delays could be used to enhance system-level stability and safety in ultrafast network systems?
The need to develop a systems-level understanding concerning regulation in subsecond networks, is beginning to extend beyond the financial world. Two recent examples concern the navigational networks in driverless cars, such as Uber's, that are appearing on the streets of Pittsburgh (7) and unmanned aerial vehicles (drones) whose widespread commercial use was given the green light by the White House in August 2016 (8) . Given that the navigational processing in their underlying networks of sensors and software operates much faster than human response times, what regulatory principles should be hardwired or encoded in vehicles in order to respond effectively to hardware or software defects (9)?
The core scientific challenge is to be able to predict the types of extreme behaviors that a given policy (e.g., an intentional time delay) will generate in a decentralized, subsecond network of decisionmaking machinery, in which each component receives continually updated information. It is no accident that this question is also a primary one for the most complex network system of them all-the human brain (10, 11) . The good news is that the electronic exchange system offers an opportunity to address this question and, in so doing, to benefit not only financial regulators (12,
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Extreme subsecond behavior in the financial system's electronic exchanges. (To p ) Individual trades for Suncor stock during a 500-ms time window on an otherwise typical day. Communication channels physically connect the electronic exchange networks (separate colors). Gray vertical lines show mismatches in price consensus across the system. [Data from NANEX within 100 miles of Wall Street] (Bottom) The delay between the time at which the trade event from (top) actually occurred in the network exchange and its system-wide reporting. The delayed trades give the false impression of an increase in market activity, which can trigger trading algorithms and create a feedback effect on the price dynamics. The impact that these subsecond delays can have on the system is seen in the sudden changes in slope in (top). 13) but also, potentially, policy-makers and scientists in other domains. As well as being the largest and fastest societal network, it is the most data-rich, with trade and quote activity recorded down to microsecond timescales. The problem is that as the timescale resolution of the data gets smaller, the cost of accessing this data becomes prohibitively expensive. With a few exceptions [e.g., (14) (15) (16) (17) ], this has forced previous academic studies to focus on price data on the timescale of minutes, hours, days, weeks, and months. On these longer timescales, real-time human decisionmaking enters the dynamics and helps generate highly stochastic behaviors. However, all-machine systems can move quickly in definite directions and hence generate deterministic, subsecond behaviors. This point is illustrated in the figure, which shows an example of extreme behavior that recently emerged within a time window of 500 ms and is associated with systematic delays between the time a trade occurred and the time it was reported systemwide. An association can be seen between the system-wide reporting of distinct bunches of delayed signals (prices) in the figure (bottom) and the onset of new price features (top), shown by solid vertical lines. As each bunch gets reported, automated trading algorithms that only have access to this slower information are given a false impression of a sudden increase in market activity. They quickly generate additional supply and demand, which can then manifest itself a few milliseconds later as a new dynamical feature in the price of new trade events appearing across the network [see the figure (top) ]. Not only does this unexpected bunching of delays warn policy-makers that they cannot rely on delays being independent in subsecond complex networks, it also suggests that extreme behaviors might be generated in other complex system domains through a similar bunching of delays.
An important takeaway message for both policy-makers and researchers is that there are likely to be different classes of extreme subsecond behaviors classified by the system's sensitivity to such systematic delays. Fully developing such a classification could help policy-makers tailor policies to cope with different market scenarios.
Companies such as Google and Amazon recently competed for the long-term project of providing U.S. regulators with a single repository of transaction data (18) . However, there are major unresolved issues concerning data security. Also, if the effective timeresolution of this "big" data slips to tenths of a second, phenomena such as the unwanted bunching shown in the figure will be obscured from view. And given current politics, completion of this project could still be years away. j
