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Cap´ıtol 1
Introduccio´
El desenvolupament tecnolo`gic de les u´ltimes de`cades ha introdu¨ıt noves maneres
de comunicar-se i d’interactuar en la vida cotidiana. Un exemple clar e´s Internet,
que ha suposat una revolucio´ sense precedents en el mo´n de la informa`tica i de les
telecomunicacions. El nombre d’usuaris d’Internet, que en l’actualitat ja supera el
miler de milions, ha crescut en un 200% durant els u´ltims sis anys [1], com es pot
observar a la figura 1.1. L’aparicio´ de nombroses aplicacions basades en Internet
al llarg dels anys l’ha convertit en una eina indispensable per a moltes persones.
Paral·lelament, ha augmentat l’u´s d’Internet per a activitats malicioses, com la
distribucio´ de virus informa`tics, els intents de frau electro`nic, o les intrusions a
equips informa`tics.
Degut a la importa`ncia que ha adquirit per tots aquests fets, cada vegada es fa me´s
necessari estudiar el comportament del tra`fic de les xarxes que conformen Internet.
Calen eines que ens permetin observar aquest tra`fic, fer-ne un ana`lisi, i extreure’n
estad´ıstiques que indiquin el rendiment de les xarxes. Aquestes estad´ıstiques reben
el nom de me`triques de la xarxa.
Sempre ha existit algun tipus de monitoratge de les xarxes. Alguns components
so´n capac¸os d’emmagatzemar estad´ıstiques del tra`fic que observen. Aquesta infor-
macio´ e´s important per als operadors de les xarxes, que la utilitzen amb diverses
finalitats, com identificar i resoldre els problemes que hi sorgeixen, mesurar el seu
rendiment, per posteriorment dimensionar-la correctament, detectar possibles intru-
sions, avaluar protocols, entre moltes altres utilitats [2].
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Figura 1.1: Creixement del usuaris d’Internet entre els anys 2000 i 2006. Font: [1]
Existeixen varies te`cniques de monitoratge del tra`fic d’una xarxa, que es poden
classificar en passives o actives [2]. El monitoratge passiu consisteix en observar el
tra`fic real de la xarxa, tal i com e´s en condicions normals, sense incrementar-lo ni
alterar-lo. Te´ alguns inconvenients, com el volum de dades a processar, que pot ser
molt elevat, la privacitat i seguretat dels usuaris, que poden veure’s compromesos al
observar tra`fic real, o la dificultat de desplegament d’aquest tipus d’eines. La variant
activa consisteix en introduir paquets de prova a la xarxa, i fer-ne un seguiment,
observant la resposta de la xarxa. Permet cone`ixer el comportament de la xarxa
davant d’un tra`fic que te´ unes caracter´ıstiques molt determinades, pero` amb aquest
me`tode s’incrementa el tra`fic a la xarxa, el rendiment del qual pot veure’s afectat.
Hi ha disponibles un gran nombre d’eines que realitzen aquestes tasques, pero
no uns repositoris complets de dades pu´bliques recollides, sobre el tra`fic d’Internet.
El motiu e´s la mancanc¸a d’una infraestructura esta`ndard per recollir i publicar
aquestes dades, aix´ı com una certa retice`ncia a publicar aquestes dades per part
dels operadors, que poden comprometre la privacitat dels seus usuaris. L’existe`ncia
d’aquestes dades facilitaria les tasques dels investigadors, permetent per exemple
comparar fa`cilment el comportament de diferents protocols, trobar caracter´ıstiques
comunes a diferents tipus de xarxa, o lluitar contra les activitats malicioses que s’hi
produeixen.
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Per aquests motius e´s necessari crear sistemes de monitoratge de propo`sit general,
flexibles i adaptables a les necessitats de cada usuari. Cal que siguin sistemes oberts i
personalitzables, permetent a investigadors i operadors de xarxa processar les dades
segons sigui necessari en cada cas, i compartir-les amb la resta de la comunitat
cient´ıfica. Aquests sistemes han de tenir tambe´ una interf´ıcie per poder accedir a
les dades, i han de gestionar eficientment els recursos que tenen disponibles.
El sistema CoMo (Continuous Monitoring) [3] prete´n ser un sistema de mo-
nitoratge passiu de propo`sit general. E´s desenvolupat per Intel Research, amb
col·laboracio´ d’altres centres, entre els qual esta` el Centre de Comunicacions Avanc¸ades
de Banda Ampla (CCABA) de la Universitat Polite`cnica de Catalunya (UPC). Co-
Mo e´s l’element central d’una infraestructura oberta de monitoratge de tra`fic de
xarxes, que permet a investigadors i operadors de xarxa processar i compartir de
forma molt senzilla estad´ıstiques del tra`fic. El sistema permet computar qualsevol
me`trica gene`rica sobre el tra`fic capturat, proporciona privacitat i seguretat tant al
propietari de la xarxa com als usuaris, i e´s robust en front de patrons de tra`fic
ano`mals [4]. S’ha dissenyat amb una arquitectura modular per poder permetre
afegir noves funcionalitats i computar noves me`triques del tra`fic de forma senzilla.
L’usuari pot analitzar tant tra`fic en temps real com tra`fic passat emmagatzemat,
per obtenir qualsevol informacio´ o me`triques, mitjanc¸ant el desenvolupament d’un
mo`dul insertable en el sistema CoMo.
Avui en dia, un dels problemes me´s grans de Internet e´s la proliferacio´ de virus, tro-
ians, i d’altres tipus de programari malicio´s, que s’aprofiten de vulnerabilitats en els
protocols de la xarxa o en les aplicacions. Un d’aquests tipus, els anomenats worms1,
so´n programes informa`tics que es propaguen per les xarxes de forma auto`noma, ata-
cant qualsevol equip connectat que tingui una vulnerabilitat espec´ıfica, infectant-lo,
i despre´s utilitzant-lo per continuar-se propagant. Mentre els virus essencialment
aprofiten vulnerabilitats humanes mitjanc¸ant enginyeria social, com aconseguir que
un usuari obri un fitxer infectat adjunt en un correu electro`nic, els worms aprofiten
vulnerabilitats te`cniques, com un error de seguretat en algun programari que permet
aconseguir acce´s a sistema de forma no autoritzada.
1segons TERMCAT [5], la traduccio´ correcta d’aquest mot al catala` e´s cuc informa`tic, pero` e´s
habitual utilitzar el mot en angle`s.
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S’han donat casos de worms que s’han propagat per Internet, a gran escala, infec-
tant de l’ordre dels milers o fins i tot milions d’equips. Les consequ¨e`ncies d’aquests
tipus de worms so´n molt perjudicials per als usuaris d’Internet. Les interrupcions
en els serveis de les xarxes, o el funcionament erroni dels equips infectats, so´n con-
sequ¨e`ncies t´ıpiques de les propagacions de worms. La pe`rdua de productivitat que
aixo` provoca, i el cost de la reparacio´ dels equips afectats suposa un cost econo`mic
molt gran, arribant en alguns casos als bilions de do`lars.
Hi ha maneres de lluitar contra els worms. Els sistemes de tallafocs, els esquers2,
etc, so´n sistemes de prevencio´ d’intrusions, que intenten evitar que es produeixin
aquestes intrusions. Tot i que aquesta prevencio´ e´s important, no hi ha cap sistema
que sigui infalible. Per tant, calen tambe´ sistemes per detectar la prese`ncia de
worms a les xarxes, una vegada ja han aconseguit introduir-s’hi. So´n els anomenats
sistemes de deteccio´ d’intrusions (sistemes IDS3), programes capac¸os de detectar
intrusions mitjanc¸ant el monitoratge del tra`fic de la xarxa. Capturen tot el tra`fic
de la xarxa i hi cerquen patrons sospitosos, que poden indicar la prese`ncia d’algun
tipus d’intrusio´.
En el cas espec´ıfic de la deteccio´ de worms, els sistemes IDS necessiten una des-
cripcio´ del worm per poder-lo detectar. Concretament, necessiten un conjunt de
regles que especifiquen caracter´ıstiques concretes del tra`fic d’un enllac¸ quan s’hi
esta` propagant un worm. Aquestes regles reben el nom de signatures. Consisteixen
en patrons de bytes que identifiquen els worms. Els sistemes IDS cercaran aquests
patrons de bytes al tra`fic monitoritzat, per determinar si hi ha indicis d’algun worm
conegut propagant-se per la xarxa.
Aixo` significa que per cada nou worm que aparegui, cal crear una nova signatura
perque` els sistemes IDS puguin detectar-lo correctament. La generacio´ d’aquestes
signatures requereix una labor humana, molt complexa, d’ana`lisi del tra`fic generat
pel propagament del worm, que introdueix un retard important durant el qual el
worm es pot propagar lliurement, infectant equips de la xarxa. E´s necessari, doncs,
una eina que permeti automatitzar al ma`xim, i accelerar, la generacio´ d’aquestes
signatures.
2de l’angle`s honeypot, sistema que simula ser vulnerable per atreure atacs, amb l’objectiu de
permetre a l’administrador recollir informacio´ de l’atacant i les seves te`cniques
3Intrusion Detection System
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El sistema Autograph [6], desenvolupat per Intel Research Pittsburgh i la uni-
versitat Carnegie Mellon, prete´n ser una possible solucio´ a aquest problema. Els
objectius principals d’Autograph so´n minimitzar la intervencio´ humana en el proce´s
de generacio´ de signatures i proporcionar un mecanisme automa`tic de defensa con-
tra nous worms que puguin arribar a la xarxa, pels quals encara no existeix una
signatura.
El seu funcionament es divideix en dues parts molt diferenciades:
• Seleccio´ de tra`fic sospito´s: la primera fase consisteix en la classificacio´,
seguint una heur´ıstica molt ba`sica, del tra`fic sospito´s i no sospito´s. Tot el tra`fic
considerat sospito´s, es reassembla a nivell TCP4 i s’emmagatzema. L’objectiu
d’aquest primer pas e´s reduir el conjunt de dades a analitzar durant la gene-
racio´ de signatures. D’aquesta manera es redueixen els recursos necessaris per
aquest ana`lisi, i s’aconsegueix una major precisio´ en les signatures generades,
ja que es treballara` nome´s amb tra`fic sospito´s.
• Generacio´ de signatures: la segona fase consisteix en l’ana`lisi d’aquest
tra`fic sospito´s, per generar una signatura. Generalment un worm, quan es
propaga, envia co`pies del seu codi als equips que intenta infectar. Aixo` es fa
de forma massiva a tots els equips possibles de la xarxa, generant una gran
quantitat de tra`fic. Per aquest motiu, Autograph tria com a signatures els
patrons de bytes que es repeteixen amb me´s frequ¨e`ncia al tra`fic, ja que e´s
molt probable que aquests patrons pertanyin a un worm que s’esta` propagant.
L’objectiu e´s generar signatures espec´ıfiques (que sempre identifiquin tra`fic
realment malicio´s) i sensibles (que no deixin passar tra`fic malicio´s).
L’objectiu principal d’aquest PFC e´s l’ampliacio´ del sistema CoMo de monitoratge
de tra`fic, mitjanc¸ant el disseny i implementacio´ d’un mo`dul de generacio´ automa`tica
de signatures per a nous worms, basat en el sistema Autograph. La motivacio´
principal e´s l’existe`ncia d’un mo`dul de deteccio´ d’intrusions basat en l’IDS Snort
[7], que podra` usar les signatures que generin el mo`dul desenvolupat en aquest PFC.
Com s’ha explicat, el sistema CoMo s’ha dissenyat amb una arquitectura modular,
per permetre afegir noves funcionalitats i ca`lculs de noves me`triques del tra`fic de
forma molt senzilla. Un dels objectius addicionals e´s comprovar si realment aquesta
4Transmission Control Protocol
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arquitectura e´s prou flexible per poder implementar un mo`dul que realitzi una fun-
cionalitat complexa, com ara la descrita, i identificar el que caldria millorar, ja que
CoMo e´s un prototip que esta` en continu desenvolupament.
El document esta` organitzat de la segu¨ent manera. Al cap´ıtol 2 s’exposen de
forma detallada els objectius del projecte, i les tasques necessa`ries per a assolir-
los. Al cap´ıtol 3 s’explica que` e´s el monitoratge de tra`fic i la importa`ncia que
te´. Tambe´ es fa una descripcio´ del sistema CoMo, explicant de forma detallada la
seva arquitectura. Al cap´ıtol 4 es descriuen els worms d’Internet i la problema`tica
que suposen, aix´ı com els sistemes de deteccio´ automa`tica de worms i generacio´
de signatures. Al cap´ıtol 5 es fa una descripcio´ detallada del sistema Autograph.
Al cap´ıtol 6 s’expliquen, de forma exhaustiva, el disseny i la implementacio´ dels
mo`duls. Al cap´ıtol 7 es presenten les proves fetes amb la implementacio´ dels mo`duls,
i els resultats obtinguts. Al cap´ıtol 8 es mostra la planificacio´ i l’estudi econo`mic
d’aquest projecte. Finalment, al cap´ıtol 9, es presenten les conclusions extretes de
la realitzacio´ d’aquest projecte.
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Cap´ıtol 2
Objectius del projecte
L’objectiu principal d’aquest projecte e´s la col·laboracio´ en el projecte CoMo
(Continuous Monitoring) de monitoratge de tra`fic IP, desenvolupant un mo`dul de
generacio´ automa`tica de signatures per a nous worms, basat en el sistema Autograph.
El objectius generals so´n:
• Desenvolupar el mo`dul de tal manera que la funcionalitat sigui la mateixa que
la del projecte Autograph. E´s a dir, que analitzant un cert tra`fic de xarxa, sigui
capac¸ de generar la mateixa sortida que hague´s generat el sistema Autograph
original, detectant el mateix tra`fic malicio´s, i generant les mateixes signatures.
• Cal que la sortida del mo`dul, e´s a dir, les signatures que es generin, tinguin
un format compatible amb el sistema detector d’intrusions Snort. Aquestes
signatures podran ser utilitzades en el mo`dul de CoMo, ja existent, que realitza
la funcionalitat de Snort.
• La implementacio´ del mo`dul ha de ser totalment nova, sense reutilitzar codi del
projecte Autograph. La llice`ncia GPL1 sota la qual es distribueix Autograph
no permet la reutilitzacio´ del seu codi al projecte CoMo, distribuit sota la
llice`ncia BSD2.
• El mo`dul ha de tenir una eficie`ncia raonable a l’hora de processar els paquets.
Degut a la complexitat del ca`lcul que ha d’efectuar, probablement aquest
mo`dul no sera` adequat per ser utilitzat en enllac¸os d’alta velocitat en temps
1General Purpose License
2Berkeley Software Distribution
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real, sino´ que s’executara` sobre traces de tra`fic, o en enllac¸os de menor velo-
citat. Tot i aix´ı, cal que el codi estigui optimitzat al ma`xim per efectuar el
processament de les dades en el mı´nim temps possible.
La realitzacio´ del projecte es divideix en els segu¨ents subobjectius:
• Estudiar l’arquitectura i el disseny de CoMo.
Per tal de tenir un coneixement global del projecte, i per assolir els coneixe-
ments necessaris per ser capac¸ de desenvolupar un mo`dul pel sistema CoMo,
cal fer un estudi previ de la seva documentacio´ i codi font. El projecte Co-
Mo esta` en fase de desenvolupament, per tant caldra` adaptar-se als possibles
canvis que s’hi puguin produir durant la realitzacio´ del PFC. Tot i que la
documentacio´ existent del projecte CoMo do´na una idea molt clara del seu
disseny arquitectura, e´s necessari estudiar tambe´ alguns punts importants del
seu codi font.
• Estudiar l’arquitectura i el disseny de Autograph.
E´s molt important cone`ixer al detall el disseny de Autograph, ja que l’objec-
tiu final e´s emular la seva funcionalitat. Per tant, cal un estudi previ de la
documentacio´ del projecte. Addicionalment, tot i que no es pot reutilitzar el
codi font d’aquest programari, per la incompatibilitat de llice`ncies mencionada
anteriorment, s´ı que cal consultar alguns punts del codi per cone`ixer detalls
del seu disseny que poden no quedar suficientment clars a la documentacio´.
• Dissenyar el mo`dul de CoMo.
Un cop es coneixen amb detall els dos projectes, s’ha de fer el disseny del mo`dul
del CoMo, escollint les estructures de dades adients i la forma me´s eficient de
processar els paquets. Per fer-ho, i per adaptar al ma`xim Autograph a l’ar-
quitectura i la filosofia de CoMo, s’ha dividit la funcionalitat de Autograph en
tres parts clarament diferenciables: deteccio´ de tra`fic malicio´s, reassemblatge
de fluxes de tra`fic i generacio´ de signatures.
• Implementar la deteccio´ de tra`fic malicio´s.
Utilitzant les mateixes heur´ıstiques que Autograph, implementar aquesta fun-
cionalitat, que recollira` tot el tra`fic considerat sospito´s.
• Implementar el reassemblatge de fluxes de tra`fic TCP.
Seguint les especificacions del protocol TCP, implementar el reassemblatge de
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fluxes TCP. Aquest reassemblatge e´s necessari perque` es necessiten fluxes TCP
per poder realitzar la generacio´ de signatures.
• Implementar la generacio´ de signatures.
Les signatures, generades a partir del tra`fic detectat com a sospito´s, s’han de
publicar amb el format de regles Snort.
• Provar el programari implementat.
Es realitzaran proves sobre la implementacio´, per comprovar que analitza cor-
rectament el tra`fic. Tambe´ s’avaluara` el rendiment del programari, i es pro-
posaran possibles millores per al futur.
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Cap´ıtol 3
Monitoratge de tra`fic
3.1 Introduccio´
El monitoratge de tra`fic e´s una part molt important de l’estudi, la gestio´ i la
seguretat de les xarxes. Ba`sicament, consisteix en la captura i posterior ana`lisi
del tra`fic d’una xarxa. Aquest ana`lisi permetra` estudiar el comportament tant de la
xarxa com dels protocols utilitzats, detectar i resoldre de forma me´s eficient possibles
errors o fallides que puguin haver-hi, i dimensionar de forma o`ptima els recursos de
la xarxa, entre moltes altres aplicacions.
3.2 Classificacio´ de les te`cniques de monitoratge
S’acostumen a classificar les te`cniques de monitoratge en dos grans grups, en
funcio´ de la metodologia utilitzada [2].
3.2.1 Monitoratge Actiu
El monitoratge actiu, tambe´ anomenat intrusiu, consisteix en estimular la xarxa
per veure com reacciona. Concretament, s’injecta tra`fic a la xarxa i s’observa quina
e´s la seva resposta. Permet obtenir informacio´ molt espec´ıfica de la xarxa, ja que
el tra`fic injectat tindra` uns patrons i unes caracter´ıstiques determinades, en funcio´
de la informacio´ que volem obtenir. D’aquesta manera es pot analitzar la xarxa
de forma me´s controlada que si s’observe´s el tra`fic existent, sobre el qual no es te´
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cap control. Pero` a la vegada aixo` e´s un inconvenient, ja que el tra`fic injectat pot
tenir un impacte negatiu sobre el rendiment de la xarxa, o fins i tot modificar el seu
funcionament normal, interferint d’aquesta manera en la mateixa mesura que es vol
prendre. El fet d’estar monitoritzant activament el tra`fic de la xarxa i utilitzant-la
per a tra`fic real de forma simulta`nia e´s un factor a tenir molt en compte en el disseny
d’eines de monitoratge actiu.
Un altre avantatge que te´ el monitoratge actiu e´s que els punts de monitoratge
estan al per´ımetre de la xarxa. Aquest fet facilita la instalacio´ d’eines de monitoratge
actiu, ja que no cal introduir cap canvi en la topologia de la xarxa.
Els sistemes de monitoratge actiu donen informacio´ de me`triques com per exemple
la disponibilitat d’una xarxa, les rutes existents entre dos punts de la xarxa, infor-
macio´ sobre els paquets (retards, pe`rdua, ordenacio´), l’ample de banda disponible,
i la topologia de la xarxa, entre d’altres.
Com a exemples d’eines senzilles de monitoratge actiu, hi ha utilitats com el ping,
que mesura el retard i la pe`rdua de paquets mitjanc¸ant l’enviament d’un paquet
ICMP (Echo Request) i l’espera de la resposta (Echo Response), o el traceroute, que
permet determinar la ruta entre dos punts de la xarxa.
3.2.2 Monitoratge Passiu
El monitoratge passiu, tambe´ anomenat no intrusiu, consisteix en capturar el
tra`fic real de la xarxa, sense introduir-hi tra`fic nou ni modificar l’existent, i analitzar-
lo d’alguna manera, en funcio´ de l’objectiu del sistema de monitoratge. Generalment,
els monitors passius es divideixen en dues categories, en funcio´ de com tracten el
tra`fic capturat.
• Per una banda, els monitors passius poden emmagatzemar tot o part del tra`fic
capturat, per processar-lo posteriorment, en fitxers anomenats traces. Permet
efectuar ca`lculs me´s complexos, ja que no hi ha la possibilitat de pe`rdua de
paquets. Tambe´ permet preservar les dades per a ana`lisi futurs.
En el cas de no poder emmagatzemar els paquets sencers, per motius d’es-
pai o de privacitat, el me´s habitual e´s guardar nome´s les capc¸aleres dels nivells
de xarxa i transport.
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• Per altra banda, poden analitzar el tra`fic alhora que es va capturant, paquet
a paquet, i extreure’n informacio´. Aixo permetra` obtenir informacio´ real de
la xarxa en un moment determinat, com per exemple l’ample de banda real
utilitzat, detectar una possible saturacio´ de la xarxa, etc.
En general, els sistemes de monitoratge passiu no so´n adequats per monitorit-
zar enllac¸os d’alta velocitat, pero` entre els dos tipus de monitoratge passius
descrits, aquests so´n me´s adequats per fer-ho, sempre i quan es disposi del
maquinari adequat per poder capturar tot el tra`fic d’aquest tipus d’enllac¸os.
Tambe´ e´s me´s adequat per monitoritzar durant llargs per´ıodes de temps. En
els dos casos, el volum de dades e´s massa gran per emmagatzemar-lo. El pro-
blema que te´ aquest me`tode e´s el fet d’estar realitzant ca`lculs a la vegada que
es captura, que pot produir pe`rdua de paquets.
Al no introduir nou tra`fic a la xarxa, els sistemes de monitoratge passius normal-
ment no influeixen negativament en el rendiment de la xarxa. No obstant aixo`, tenen
alguns inconvenients importants. El me´s important e´s la dificultat de la instal·lacio´
d’aquest tipus d’eines. T´ıpicament, s’instal·la una eina que replica la informacio´
que passa per un enllac¸ de la xarxa, i s’analitza aquesta co`pia del tra`fic original.
Per exemple, en enllac¸os de fibra o`ptica, aquesta replicacio´ del tra`fic es realitza
mitjanc¸ant splitters o`ptics, que desvien part de la senyal lluminosa cap a l’eina de
monitoratge. Un altre exemple e´s la duplicacio´ de ports, o port mirroring, imple-
mentat en el maquinari de commutacio´ de paquets de la xarxa, que consisteix en
enviar una co`pia de tot el tra`fic destinat a un cert port del maquinari a un altre.
En el maquinari de Cisco Systems, la duplicacio´ de ports es coneix com SPAN1.
A la figura 3.1, es pot veure un esquema de la instal·lacio´ d’una eina de monito-
ratge passiu. Com es pot veure, hi ha un element a la xarxa que envia una re`plica
de tot el tra`fic, que passa pel punt on esta` instal·lat, a una eina de monitoratge.
Els sistemes de monitoratge passiu donen informacio´ estimada sobre me`triques
com la heterogene¨ıtat del tra`fic i els protocols de la xarxa, la velocitat de transmissio´
de bits o paquets, entre d’altres.
1Switch Port Analyser
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Figura 3.1: Monitoratge passiu
3.3 El sistema CoMo (Continuous Monitoring)
CoMo [3] e´s una plataforma de monitoratge passiu d’enllac¸os de xarxa. S’ha disse-
nyat amb l’objectiu de ser flexible, escalable, i no requerir maquinari especialitzat
per funcionar.
3.3.1 Requeriments
Els objectius principals del sistema CoMo so´n:
• Flexibilitat: els usuaris han de poder personalitzar el sistema d’acord amb
les seves necessitats. Per exemple, el nivell de detall de la informacio´ emma-
gatzemada, aix´ı com les me`triques que es calculen sobre el tra`fic capturat, han
de ser configurables, ja que el sistema haura` de realitzar tasques molt diverses,
com solucionar problemes de la xarxa, detectar intrusions o atacs, o calcular
me`triques generals sobre el tra`fic.
• Robustesa: el sistema ha de ser capac¸ de monitoritzar i analitzar el tra`fic en
qualsevol condicio´ de volum de tra`fic, fins i tot en situacions ano`males, que
facin augmentar el tra`fic o l’u´s dels recursos [4]. Cal que el sistema gestioni
de forma eficient els recursos, vigilant que el ca`lcul de les me`triques no esgoti
els recursos del sistema, fent que altres processos importants, com la captura
de paquets, no puguin dur a terme la seva tasca. S’hauria d’evitar, per opti-
mitzar recursos, computar la mateixa me`trica dues vegades per dos usuaris o
aplicacions diferents. El sistema ha de permetre tambe´ assignar prioritats a
les diverses peticions.
• Facilitat d’implantacio´: cal que els usuaris puguin interactuar fa`cilment
amb el sistema, ja sigui per iniciar o aturar la computacio´ d’una me`trica de-
20
3.3. El sistema CoMo (Continuous Monitoring)
Figura 3.2: Arquitectura del sistema CoMo. Font: [3]
terminada, o executar una consulta sobre les dades recollides. Les consultes
s’han de poder definir de forma molt senzilla, especificant noves me`triques i
me`todes d’ana`lisi.
• Seguretat: el propietari del sistema ha de poder controlar l’acce´s al sistema,
definint diferents tipus d’usuaris, amb diferents privilegis en el sistema. Per
exemple, l’administrador de la xarxa podria tenir acce´s a les traces completes,
mentre altres usuaris podrien tenir acce´s tan sols a les capc¸aleres, possiblement
anonimitzades.
3.3.2 Arquitectura
El sistema CoMo esta` format per dos tipus de components, els processos nucli i
els mo`duls:
• Els processos nucli conformen el camı´ de dades del sistema CoMo, que inclou
totes aquelles tasques comunes a qualsevol ana`lisi del tra`fic: la captura de
paquets, la seva exportacio´, i l’emmagatzemament. Tambe´ inclou la gestio´ de
les consultes al sistema, aix´ı com la gestio´ dels recursos disponibles.
• Els mo`duls so´n els responsables de les varies transformacions de les dades, amb
les quals els usuaris calculen les me`triques desitjades.
A la figura 3.2 es pot veure el camı´ de dades del sistema CoMo. Les caixes de
color blanc so´n els mo`duls, mentre que les de color gris so´n els processos nucli. Com
es pot veure, per una banda els paquets son processats per un seguit de processos
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nucli i mo`duls, fins que s’emmagatzemen en el disc. Per altra banda, l’usuari pot
extreure aquestes dades emmagatzemades mitjanc¸ant consultes al sistema CoMo.
La separacio´ de les tasques en processos nucli i mo`duls permet realitzar les tasques
me´s complexes de gestio´, comunes a tots els mo`duls, als processos nucli. Aixo` fa
que es pugui optimitzar al ma`xim el nucli de CoMo, mentre que els mo`duls poden
ser implementats de forma molt senzilla per qualsevol usuari.
Els processos nucli
Els processos nucli so´n els encarregats de tots els moviments de les dades. En
una arquitectura PC, aquesta e´s l’operacio´ me´s costosa, donades les limitacions de
velocitat de transfere`ncia de la memoria, el bus de dades, i l’unitat d’emmagatze-
mament. Per aquest motiu, per garantir un u´s me´s eficient dels recursos, e´s millor
controlar el camı´ de dades des dels processos nucli.
Un dels objectius de l’arquitectura e´s permetre la implantacio´ del sistema CoMo
en un clu´ster utilitzant maquinari dedicat, amb diversos punts de monitoratge d’alt
rendiment. Les tasques dels processos nucli es poden repartir sobre el clu´ster, ja que
es comuniquen mitjanc¸ant un sistema de pas de missatges unidireccional.
En un sistema individual, un node CoMo utilitza memoria compartida i sockets
de Unix per realitzar aquesta comunicacio´. Cada proce´s nucli s’executa en un proce´s
diferent, i no en un thread diferent d’un mateix proce´s, per raons de portabilitat del
programari a diferents sistemes operatius.
La planificacio´2 dels mo`duls que estan carregats a cada moment, tambe´ e´s una
tasca que correspon als processos nucli. Generalment, en sistemes de monitoratge de
tra`fic, e´s millor que la planificacio´ dels processos es faci en base al tra`fic d’entrada,
i no en base als cicles de CPU3, com ho fa el sistema operatiu. Si es planifiquen
els processos en funcio´ dels cicles de CPU, poden donar-se problemes de desigual-
tat entre processos. Per aquest motiu, e´s el propi nucli del CoMo qui s’encarrega
d’aquesta tasca.
2de l’angle`s scheduling
3Central Processing Unit
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L’assignament de les diferents funcionalitats als processos nuclis s’ha fet en base a
dos criteris. Cada funcionalitat amb requeriments de temps real, com la captura de
paquets o l’acce´s a disc, s’ha assignat a un proce´s nucli different (capture i storage,
respectivament). En segon lloc, cada dispositiu del maquinari s’ha assignat a un
proce´s nucli. Per exemple, el proce´s capture controla la targeta de xarxa, i storage
controla la unitat d’emmagatzemament. En el cas del proce´s capture, el fet de
separar totes les tasques corresponents a la captura de paquets en un proce´s apart,
permetra` executar-lo en hardware especialitzat, com so´n els processadors de xarxa
(Network Processors), com per exemple la l´ınea de processadors IXP de Intel [8].
Una altra caracter´ıstica important de l’arquitectura del sistema CoMo e´s el des-
acoplament entre els processos que s’han d’executar en temps real, i els processos
iniciats per l’usuari, com es pot observar a la figura 3.2. Aquest desacoplament
permet gestionar millor els recursos.
A continuacio´ es descriuen els cinc processos principals que conformen el nucli del
sistema CoMo:
• El proce´s capture realitza la captura dels paquets. En primer lloc, els paquets
so´n filtrats, per saber quins mo`duls hi estan interessats. En aquest punt, es
pot aplicar mostratge per reduir el consum de recursos. Despre´s, el proce´s cap-
ture es comunica amb cada un d’aquests mo`duls, que processaran els paquets
rebuts, generant una estructura de dades per paquet. El contingut d’aquesta
estructura de dades dependra` de la finalitat de cada mo`dul.
• El proce´s export permet mantenir informacio´ d’estat de l’ana`lisi del tra`fic a
llarg plac¸. Els mo`duls fan un segon processament de les estructures de dades
generades en el proce´s capture.
• El proce´s storage programa i gestiona els accessos a disc.
• El proce´s query e´s l’encarregat d’interpretar les consultes dels usuaris. Aplica
aquestes consultes sobre el tra`fic, o llegeix les dades precalculades si es disposa
d’elles, i retorna els resultats.
• El proce´s supervisor s’encarrega principalment de monitoritzar la resta de
processos nucli i els mo`duls. Addicionalment, gestiona les fallades del sistema,
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decideix si carregar, iniciar o aturar els mo`duls, en funcio´ dels recursos dispo-
nibles, aplica les pol´ıtiques d’acce´s establertes, i comparteix informacio´ sobre
l’estat global del sistema amb els altres processos nucli.
Els mo`duls
Els mo`duls realitzen el ca`lcul de les me`triques i les estad´ıstiques del tra`fic. Es po-
den veure com una parella filtre:funcio´, on el filtre especifica sobre quins paquets cal
aplicar la funcio´. Com a exemple d’un mo`dul molt senzill, si la me`trica a computar
fos comptabilitzar el nombre de paquets destinats al port 80, el filtre seria capturar
u´nicament els paquets pertanyents al protocol TCP, amb port destinacio´ 80, i la fun-
cio´ seria incrementar un comptador. Els mo`duls no necessa`riament han de calcular
alguna me`trica o estadistica sobre el tra`fic, tambe´ poden aplicar transformacions als
paquets capturats, com agrupar-los en fluxes.
Els processos nucli so´n els responsables d’aplicar el filtratge dels paquets, i de
comunicar-se amb els mo`duls, mitjanc¸ant un conjunt de funcions anomenades funci-
ons callback. Cada proce´s nucli te´ un conjunt de funcions callback. Cal remarcar que
de la mateixa manera que els mo`duls no s’han de preocupar per tasques generals,
com la captura dels paquets o els accessos a disc, els processos nuclis desconeixen
la informacio´ d’estat de cada mo`dul, limitant-se a proveir els mo`duls dels paquets
capturats, i a realitzar tasques de gestio´ del sistema i dels recursos.
Les funcions callback corresponents a cada proce´s nucli so´n:
• Proce´s supervisor:
– init: inicialitza les estructures de dades que necessita el mo`dul per fun-
cionar, i defineix les condicions que han de complir els paquets per ser
processats pel mo`dul. Tambe´ llegeix els para`metres de configuracio´ del
mo`dul, emmagatzemant-los en una estructura de dades, que sera` consul-
tada per les segu¨ents funcions callback. Finalment, estableix l’interval
de temps entre enviaments d’estructures de dades del proce´s capture al
proce´s export, que determinara` la periodicitat dels resultats que obtin-
dran els usuaris al realitzar consultes al mo`dul. Aquest valor pot ser
establert pel mo`dul o configurat per l’administrador del sistema.
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• Proce´s capture: l’objectiu de les funcions callback del proce´s capture e´s
filtrar tot el tra`fic d’entrada, quedant-se tan sols amb el tra`fic que interessa al
mo`dul. Despre´s, aplica un primer pas de ca`lcul sobre els paquets capturats,
emmagatzemant tota la informacio´ necessa`ria.
– check: s’encarrega de filtrar, de forma me´s espec´ıfica, aquells paquets que
no so´n d’intere`s per la me`trica que vol calcular el mo`dul, pero` que no han
estat pre`viament descartats pel filtre, que e´s me´s general. Rep com a
para`metre d’entrada un paquet capturat, i comprova si e´s un paquet que
interessi al mo`dul.
– hash: el proce´s capture guarda totes les estructures de dades (resultants
del primer processament dels paquets pels mo`dul) en una taula de tuples.
La callback hash e´s la funcio´ de hash per a aquesta taula, decideix en
quina posicio´ de la taula anira` la informacio´ extreta de cada paquet.
Aquesta funcio´ rep com a entrada un paquet, i hi aplica la funcio´ de hash
que hagi implementat el desenvolupador del mo`dul, retornant el resultat.
– match: quan la funcio´ hash determina que un cert paquet correspon a una
certa posicio´ de la taula de tuples de capture, e´s la funcio´ match la que
comprova que realment aquesta corresponde`ncia e´s correcta. Aix´ı, permet
detectar noves entrades de la taula, o casos de col·lisions (varis paquets
corresponents amb la mateixa posicio´ a la taula de tuples), determinant
quina estructura de dades e´s la que s’ha d’actualitzar amb la informacio´
del paquet.
– update: aquesta funcio´ realitza el primer pas de processament dels pa-
quets. La seva entrada e´s el paquet capturat i l’entrada de la taula de
tuples que li correspon. Aplica el primer processament que es fara` amb
cada paquet, com per exemple actualitzar un comptador, o emmagat-
zemar tota la informacio´ del paquet, i escriu el resultat a la taula de
tuples.
• Proce´s export: la informacio´ emmagatzemada a la taula de tuples de capture
e´s processada per les funcions callback del proce´s export. En funcio´ de la
me`trica que vol computar el mo`dul, les callbacks processen aquesta informacio´,
i mantenen una informacio´ d’estat a una taula de tuples.
– export: descriu el segon pas de processament que es fara` amb la informacio´
emmagatzemada a les estructures de dades del proce´s capture. Permet
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agregar aquesta informacio´, i guardar l’estat del ca`lcul de les me`triques.
Aquesta informacio´ tambe´ s’emmagatzema en una taula de tuples, que
utilitza la mateixa callback hash del proce´s capture per indexar-hi la
informacio´. Com a entrada, rep una tupla de la taula de capture, que
utilitzara` per realitzar el processament, i una tupla de la taula de export,
que actualitzara` amb el resultat del processament.
– ematch: equivalent a la funcio´ callback match del proce´s capture, pero`
amb la taula del proce´s export.
– compare: permet al mo`dul especificar una ordenacio´ de les estructures de
dades del proce´s export. Rep com a entrada dues tuples de la taula de
export, i retorna informacio´ sobre l’ordre en que` haurien d’estar.
– action: permet decidir quina accio´ cal realitzar sobre cada estructura de
dades de la taula de export. Cada cert temps, s’executa aquesta callback,
sense para`metres d’entrada, i el mo`dul indica si vol realitzar accions sobre
les tuples. En cas positiu, s’executa aquesta funcio´ per cada entrada de
la taula de export. Rep com a entrada una tupla de la taula, i la data i
hora actual. En funcio´ d’aquests para`metres, aquesta callback decideix
les accions que cal dur a terme. Es pot indicar que es vol emmagatzemar
les dades de la tupla, descartar-les, o simplement ignorar-les, deixant-les
a la taula per a ca`lculs posteriors.
– store: descriu com s’han d’emmagatzemar les estructures de dades al
disc.
• Proce´s query: Les funcions del proce´s query tenen com a objectiu proporci-
onar dades a la interf´ıcie de consultes del sistema CoMo.
– load: determina com s’han de recuperar les dades del disc quan arriba
una consulta d’un usuari del sistema. Rep com a entrada un conjunt
de dades, i ha d’indicar quin e´s el seu format, en funcio´ de com s’han
emmagatzemat a la funcio´ store.
– print: abans de retornar les dades recuperades del disc, la callback print
permet donar-les un format determinat, en funcio´ de la seva posterior
utilitzacio´. Per exemple, es pot retornar amb un format de text enriquit
per facilitar la seva lectura per part de l’usuari, amb un format binari si
les dades han de ser processades per un altre sistema, etc.
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Figura 3.3: Funcions callback d’un mo`dul del sistema CoMo. Font [9]
A la figura 3.3 es pot observar de forma esquema`tica les funcions callback i com
es criden.
El sistema CoMo gestiona els recursos consumits pel mo`duls en execucio´. Per
poder-ho fer s’han establert unes restriccions:
• Els mo`duls es poden iniciar o aturar en qualsevol moment. En funcio´ dels
recursos consumits, es prioritzen els mo`duls, i es gestionen d’acord a aquesta
prioritat. Cal remarcar que, per la majoria de mo`duls, existeix la possibilitat
d’executar-los posteriorment, utilitzant les traces de la captura del tra`fic en
comptes del tra`fic real que passa per la xarxa.
• Els mo`duls tenen acce´s a un conjunt limitat de crides al sistema. Els mo`duls
no poden reservar memo`ria de forma dina`mica, sino´ que l’han de demanar al
proce´s supervisor, i no poden accedir directament als dispositius d’entrada/-
sortida. Aquesta limitacio´ permet controlar la quantitat de recursos consumits
per cada mo`dul, i mantenir el codi del mo`dul el me´s senzill possible.
• Els mo`duls no poden comunicar-se entre ells. Cada mo`dul e´s independent de
la resta de mo`duls que s’executen en el sistema. No e´s possible compartir
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Figura 3.4: Interf´ıcie gra`fica CoMo-Live!
informacio´ entre els mo`duls. Aquest fet simplifica la gestio´ dels recursos, per
una banda, pero alhora introdueix redunda`ncia en el sistema, ja que e´s possible
que mo`duls diferents realitzin els mateixos ca`lculs sobre el tra`fic d’entrada. Tot
i aquesta limitacio´, existeix la manera d’utilitzar informacio´ d’un mo`dul en els
ca`lculs d’un altre. E´s possible executar dues insta`ncies del CoMo, utilitzant la
sortida de la primera insta`ncia com a entrada de dades de la segona. Aix´ı, si
executem un mo`dul a cada insta`ncia de CoMo, podrem utilitzar com a entrada
de dades d’un mo`dul la sortida d’un altre. Com s’explica al cap´ıtol 6, aquesta
e´s la solucio´ adoptada per executar els tres mo`duls del meu PFC.
3.3.3 Interf´ıcie gra`fica: CoMo-Live!
El sistema CoMo disposa d’una interf´ıcie gra`fica basada en web, implementada en
PHP4 i Adobe Flash. Aquesta interf´ıcie permet veure, de forma gra`fica, els resultats
de les consultes que s’estan executant al CoMo. E´s necessari que el mo`dul implementi
la callback print d’una manera especial, perque` el CoMo-Live! pugui obtenir les
dades a mostrar a la gra`fica.
A la figura 3.4, podem veure una captura de la interf´ıcie CoMo-Live!
4PHP Hypertext Preprocessor
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Cap´ıtol 4
Deteccio´ de tra`fic malicio´s i
generacio´ de signatures
4.1 Els worms: Agents intrusius automatitzats
4.1.1 Introduccio´
Un worm, que e´s com es denomina en l’argot informa`tic al programari intrusiu
automatitzat, e´s un programa capac¸ de propagar-se per una xarxa, pels seus propis
mitjans i sense intervencio´ humana, introduir-se en equips que hi estan connectats, i
utilitzar-los per seguir-se propagant. Aquest cicle es va repetint, i el nombre d’equips
infectats pel worm creix de forma exponencial. Els worms es diferencien dels virus
informa`tics pel fet que, tot i que els dos so´n capac¸os d’infectar un gran nombre
d’equips, els virus no poden fer-ho pels seus propis mitjans, sino´ que necessiten la
intervencio´ d’algun altre programa, o del propi usuari.
Les consequ¨e`ncies de les propagacions de worms a gran escala poden anar molt me´s
enlla` de simples inconveniences. Per exemple, el cost total de l’epide`mia del worm
Code Red s’estima en me´s de 2.6 bilions de do`lars [10]. Aquest cost e´s degut a molts
factors, com a la pe`rdua de productivitat com a consequ¨e`ncia de les interrupcions
en els serveis de xarxes i ordinadors, o l’alt cost de reparacio´ dels equips infectats,
entre d’altres.
La denominacio´ de worm es va utilitzar per primera vegada l’any 1982 per Schoch
i Hupp de Xerox PARC [11]. Inspirats per un programa anomenat tapeworm, descrit
31
CAPI´TOL 4. DETECCIO´ DE TRA`FIC MALICIO´S I GENERACIO´ DE
SIGNATURES
a la novel·la de l’any 1972, The Shockwave Rider, de John Brunner, van utilitzar el
mot per descriure un conjunt de programari benigne que van desenvolupar. Aquests
programes es propagaven de forma automa`tica per una xarxa d’a`rea local (LAN1),
descobrint processadors inactius i assignant-los tasques, utilitzant aix´ı de forma me´s
eficient els cicles de proce´s de la xarxa sencera. Fins l’any 1984 els investigadors
no van tenir en compte les implicacions de seguretat informa`tica d’aquest tipus de
programes, quan Fred Cohen els va descriure al seu document Computer Viruses -
Theory and Experiments [12]. L’any 1988 es va produir el primer cas d’un programa
que es propagava per una xarxa aprofitant una vulnerabilitat del software en els
equips. El Morris Worm, tambe´ conegut com a Internet worm, va infectar varis
milers d’equips i va bloquejar les comunicacions de la xarxa aleshores coneguda com
a Internet, degut al seu alt ritme de propagacio´. Aquest worm va assentar les bases
de l’arquitectura i el comportament dels actuals worms.
Els worms so´n una amenac¸a a la seguretat de les xarxes informa`tiques, i en el
futur ho continuaran sent. Tot i que les intrusions a sistemes fetes de forma manual
so´n me´s eficaces, fa`cils d’amagar, i normalment passen me´s desapercebudes, hi ha
dos motius pels quals els atacs basats en el model dels worms seguiran existint [13].
• Facilitat d’execucio´: La automatitzacio´ pro`pia de l’execucio´ d’un worm e´s
un gran benefici. Encara que la implementacio´ d’un worm necessiti un temps
i una dedicacio´, una vegada esta` feta, el worm funciona de forma auto`noma,
sense que el desenvolupador hagi de fer res me´s. A me´s, el ritme d’infeccio´
d’equips sol ser exponencial, s’obte´ me´s rendiment del temps invertit que amb
una intrusio´ manual.
• Penetracio´: Degut a l’agressivitat i la velocitat amb que` es propaguen la
majoria de worms, s’aconsegueix infectar equips pertanyents a xarxes me´s
dif´ıcils de penetrar. Normalment aixo` s’aconsegueix per casualitat, pero` tambe´
e´s possible programar-ho al codi del worm.
4.1.2 Components d’un worm
Al nucli de l’arquitectura de qualsevol worm, hi ha tots o alguns dels segu¨ents cinc
components, normalment combinats d’alguna manera. Aquesta divisio´ de l’estruc-
1Local Area Network
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tura del worm permet dissenyar de forma me´s o`ptima les estrate`gies de deteccio´ i
prevencio´ d’atacs basats en worms.
Reconeixement de l’entorn:
E´s el mecanisme pel qual el worm exte´n la seva visio´ de l’entorn on es troba, obte´
informacio´ sobre les xarxes i els sistemes als quals te´ acce´s, i identifica els seus
segu¨ents objectius. Algunes de les te`cniques utilitzades per a aquest mecanisme
so´n escanejos de ports i serveis en equips de la xarxa. En funcio´ de les respostes
obtingudes, el worm pot determinar quins equips de la xarxa estan disponibles, quin
programari s’hi esta` executant, fins i tot quin sistema operatiu utilitzen.
Un cop disposa d’aquesta informacio´, el worm identifica els segu¨ents objectius, en
funcio´ de varis criteris, com els recursos disponibles, la posicio´ de l’equip a la xarxa
en relacio´ a un possible objectiu final, etc.
Atacs espec´ıfics:
E´s el conjunt de me`todes de que` disposa el worm per introduir-se i aconseguir
privilegis en un equip objectiu. Solen ser exploits2 per a vulnerabilitats en programari
esta`ndar. Cada un d’aquests me`todes sol ser espec´ıfic a la plataforma que es vol
infectar, o al programari que s’hi esta` executant en aquell moment. Per tant, un
worm que sigui capac¸ d’infectar de va`ries maneres diferents resultara` en un worm
amb me´s possiblitats de propagar-se, pero` tambe´ me´s gran en quant a mida de
dades.
La part del codi del worm corresponent a l’atac del sistema, es pot dividir en dues
parts: la part que s’executa en l’equip ja infectat que utilitza el worm per seguir-se
propagant, i la part que s’executa en l’equip objectiu, que esta` sent atacat. Pot ser
tant codi binari com scripts3 interpretats.
Interf´ıcie de comandes:
La majoria de worms que han aparegut han perme`s algun tipus de control del
sistema infectat, o del propi worm. Normalment, el worm crea en el sistema una
2te`cniques o programes que aprofiten una vulnerabilitat existent en un protocol de comunicacio´,
sistema operatiu, o eina informa`tica
3conjunt de l´ınies de comandes que s’executen en bloc
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manera d’entrar, o backdoor (porta de darrera), que permet al desenvolupador del
worm tenir acce´s il·limitat al sistema infectat. A vegades, el propi worm e´s capac¸
d’acceptar comandes, mitjanc¸ant els quals es poden descarregar fitxers, o obtenir
informacio´, entre d’altres, del sistema infectat.
Comunicacions:
Alguns worms me´s sofisticats disposen d’un component de comunicacions. Quan
un worm infecta varis equips d’una xarxa, cada una de les insta`ncies del worm pot
comunicar-se amb les altres. Aixo` permet que comparteixin informacio´, com per
exemple dades del reconeixement de l’entorn, perque` els worms puguin atacar els
sistemes de la xarxa de forma ordenada i sincronitzada.
Intel·lige`ncia:
Alguns worms presenten cert nivell d’intel·lige`ncia. Per exemple, quan va`ries insta`ncies
d’un worm ataquen de forma sincronitzada, cada un d’ells pot mantenir informacio´
sobre la localitzacio´ de la resta d’insta`ncies. Aixo` e´s necessari, per exemple, per
realitzar un atac conjuntament, enviant-se informacio´ i comandes entre ells.
4.1.3 Problemes inherents als worms
Existeixen una se`rie de problemes que so´n inherents al model de propagacio´ dels
worms, que faciliten la labor de la seva prevencio´ i deteccio´.
• Capacitats limitades: E´s la limitacio´ me´s gran que tenen. Les accions
que so´n capac¸os de realitzar els worms so´n limitades, i aixo` els suposa un
problema des de dos punts de vista. Per un costat, en quant es descobreix
quina vulnerabilitat esta` aprofitant el worm, aquesta es soluciona, aix´ı que
els objectius potencials del worm van disminuint, fins que ja no te´ cap lloc a
on propagar-se. Per altra banda, quan el worm s’autopropaga per la xarxa,
ha d’enviar tambe´ el seu codi malicio´s, que utilitza per introduir-se en el
segu¨ent equip que vol infectar. Al tenir capacitats limitades, aquest codi que
utilitza el worm sera` sempre igual o molt semblant, per tant sera` una manera
d’identificar-lo dintre del tra`fic la xarxa.
• Velocitat de propagacio´ i tra`fic: Degut a l’alta velocitat de propagacio´
d’un worm, el nombre d’equips infectats creix de forma exponencial. El nombre
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d’equips infectats es pot indicar amb l’expressio´ nc, on n indica el nombre
d’equips que e´s capac¸ d’infectar cada insta`ncia d’un worm a cada cicle de
propagacio´, i c indica el nombre de cicles de propagacio´ que ja ha efectuat.
Lo`gicament, aquest fet incrementa de forma molt important el tra`fic existent
a la xarxa. A me´s, tot el tra`fic generat per la propagacio´ del worm sera`
practicament ide`ntic, ja que contindra` d’alguna manera el propi codi del worm
quan aquest es propagui cap a un nou equip. Per tant, tot aquest tra`fic
facilitara` la deteccio´ del worm a la xarxa, i la generacio´ d’una signatura que
l’identifiqui.
• Patro´ d’infeccio´ a la xarxa: El worm es propaga en funcio´ de les seves
capacitats de reconeixement de l’entorn. Aquestes capacitats so´n limitades, i
sovint donen lloc a comunicacions entre equips que en condicions normals no
es donarien. A me´s, la ruta que segueixen les comunicacions sol ser predictible.
Aquests dos fets faciliten la deteccio´ del worm, i la previsio´ de quins poden
ser altres equips ja infectats, que d’altre manera no s’haguessin descobert tan
ra`pidament.
• Base de dades de intel·lige`ncia: Abans s’ha comentat la possibilitat que el
worm mantingui un control sobre quins equips ja estan infectats, mitjanc¸ant la
comparticio´ d’informacio´ entre les diferents insta`ncies del worm. Aixo` repre-
senta un punt de`bil, ja que existira` una base de dades que contindra` la llista
completa d’equips infectats. Quan els equips que contenen tota aquesta infor-
macio´ estiguin sota control dels administradors de la xarxa, es podra` aturar
fa`cilment la propagacio´ del worm, ja que es podran controlar totes les seves
insta`ncies, i cone`ixer els equips infectats.
4.1.4 Consequ¨e`ncies per als usuaris
En pra`cticament tots els casos, els worms tenen efectes molt perjudicials per als
usuaris finals. Ja sigui de forma directa, mitjanc¸ant accions malicioses sobre els
equips infectats, o de forma indirecta, normalment a causa de la quantitat de tra`fic
generat mentre es propaga, la propagacio´ d’un worm a gran escala te´ efectes molt
negatius per als usuaris d’Internet.
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Per entendre millor les consequ¨e`ncies que poden arribar a provocar els worms, a
continuacio´ s’expliquen els efectes d’alguns casos reals que s’han donat en els u´ltims
anys.
• Efectes directes dels worms
En alguns casos, l’objectiu dels worms e´s simplement propagar-se a la major
quantitat d’equips possibles. Els equips infectats s’utilitzen u´nicament com a
base per seguir-se propagant a altres equips de la xarxa. No obstant aixo`, en
molts altres casos els worms so´n me´s malintencionats, i realitzen accions mali-
cioses o fins i tot destructives en els equips infectats. Alguns efectes d’aquests
worms so´n:
– Destruccio´ d’equips: El 19 de marc¸ del 2004, el worm Witty [14] va
comenc¸ar a infectar equips de la xarxa d’Internet, aprofitant una vulne-
rabilitat d’un conjunt de programes de l’empresa ISS4. Va ser el primer
worm propagat a gran escala que feia accions destructives sobre els equips
infectats. Concretament, sobreescrivia sectors aleatoris del disc dur de
l’equip, que a la llarga provocava pe`rdua de dades, i finalment que l’equip
deixe´s de funcionar. Per aquest mateix motiu la seva propagacio´ va du-
rar poc temps, ja que els equips infectats acabaven deixant de funcionar,
aturant aix´ı la propagacio´ del worm. Tot i aixo`, en tan sols 75 minuts
que va durar la propagacio´, va infectar me´s de 12.000 equips.
– Inestabilitat d’equips: El 30 d’abril del 2004, el worm Sasser [15] va
iniciar la seva propagacio´, infectant usuaris de varies versions del sistema
operatiu Windows de Microsoft. Tot i que no realitzava cap accio´ mali-
ciosa de forma expl´ıcita, un error en el codi del worm Sasser provocava
inestabilitat en els equips infectats, que a la llarga es reiniciaven constant-
ment. Per aquest motiu s’inclou en la categoria de worms maliciosos, ja
que reiniciava l’equip infectat. A banda de inconveniences per a usuaris
d’equips connectats a Internet, el worm Sasser va provocar efectes molt
greus dignes de ser mencionats.
∗ Les comunicacions via sate`l·lit de l’age`ncia de not´ıcies Agence France-
Presse van estar bloquejades durant varies hores.
∗ La companyia ae`rea Delta Airlines va haver de cancel·lar nombro-
sos vols transatla`ntics degut a la inestabilitat dels seus sistemes in-
4Internet Security Systems
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forma`tics.
∗ La companyia d’assegurances noruega If va haver de tancar les seves
130 oficines a Finla`ndia.
∗ El departament de rajos X de l’hospital universitari de Lund, a
Sue`cia, van tenir les quatre ma`quines de rajos-x inoperatives, i van
haver de redirigir alguns pacients d’urge`ncies a altres hospitals.
El worm Sasser va infectar me´s d’un milio´ d’equips.
– Robatori d’informacio´ delicada: Descobert el 30 de setembre del
2002, el worm Bugbear [16] es propagava via correu electro`nic i carpetes
compartides del sistema operatiu Windows. Entre altres accions, aquest
worm executava processos en l’equip infectat, que monitoritzaven totes
les pulsacions en el teclat i les emmagatzemaven en fitxers. Aquestes
pulsacions de teclat podien contenir informacio´ delicada com per exemple
noms d’usuari i contrassenyes per a diversos serveis, nu´meros de targetes
de cre`dit i informacio´ associada, etc. Addicionalment, el worm obria una
backdoor en el port 36794, que acceptava connexions, mitjanc¸ant les quals
es podien obtenir els fitxers que contenien la informacio´ capturada.
– Control remot d’equips: com s’ha comentat a la seccio´ 4.1.2, molts
worm inclouen un component de interf´ıcie de comandes. Aquest com-
ponent permet controlar de forma remota qualsevol equip infectat, i
realitzar-hi qualsevol accio´, com per exemple esborrar o obtenir fitxers,
aturar o iniciar processos en el sistema, o obtenir qualsevol informacio´
referent al sistema. Un exemple e´s el propi worm Bugbear mencionat
anteriorment, que a banda de capturar totes les pulsacions del teclat,
obria una backdoor on s’hi podia connectar qualsevol persona i efectuar
les accions abans mencionades. Un altre exemple de worm que permetia
el control remot e´s el worm Code Red II [10].
• Efectes indirectes dels worms
A part de realitzar accions malicioses en els equips infectats, els worms te-
nen consequ¨e`ncies indirectes que poden ser fins i tot me´s perjudicials que els
comentats anteriorment.
– Denegacio´ de serveis: En la seva propagacio´, els worms generen gran
quantitat de tra`fic, mentre escanegen equips en busca de noves v´ıctimes.
Amb tot aquest tra`fic, saturen les xarxes i els serveis que les utilitzen,
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provocant en moltes ocasions la seva inutilitzacio´. E´s el que s’anomena
una denegacio´ de servei, o DoS5.
Tenint en compte que la majoria d’empreses actuals depenen d’Internet
i, sobretot, del servei de correu electro`nic per realitzar la seva activitat, el
cost econo`mic que suposen les propagacions de worms que afecten aquests
serveis pot arribar a ser molt elevat.
El worm Swen, detectat el 18 de Setembre del 2003, es propagava mit-
janc¸ant el correu electro`nic. Durant la seva propagacio´, generava gran
quantitat de tra`fic a les xarxes, i enviava correus electro`nics a nombrosos
equips. A causa d’aixo`, molts prove¨ıdors de serveis d’Internet (ISP6) van
estar afectats per grans retards en l’entrega de correus electro`nics nor-
mals, arribant a retrassos de diversos dies, fins i tot setmanes.
La particularitat que tenen les consequ¨e`ncies de denegacio´ de servei e´s
que afecten tambe´ a usuaris no infectats pel worm. Un usuari que utilitza
un programari que no e´s vulnerable a un cert worm, es trobara` tambe´
afectat per la propagacio´ d’aquest worm, al no poder accedir a serveis
afectats, o fins i tot quedant-se sense poder connectar a Internet.
– Desinfeccio´ i reparacio´: Cal tenir en compte que encara que s’aconse-
gueixi aturar la propagacio´ d’un worm, els equips infectats en molts casos
queden inutilitzats, o funcionen incorrectament a causa de la prese`ncia
del worm. I encara que l’equip funcioni correctament, en molts casos cal
reinstalar el sistema operatiu i tot el programari, degut a que es desconeix
que` ha pogut passar mentre l’equip ha estat exposat. E´s possible que,
mitjanc¸ant alguna backdoor, s’hi hagi instal·lat algun programari mali-
cio´s.
Hi ha doncs una tasca d’eliminacio´ del worm i de reparacio´ dels equips
que tambe´ cal tenir en compte com a consequ¨e`ncia indirecta dels worms.
Suposa tambe´ un cost econo`mic molt gran per a empreses i usuaris afec-
tats. Per exemple, gran part dels 4,7 mil milions de do`lars que s’estima
que va costar la propagacio´ del worm Code Red II va ser en reparacio´
d’equips infectats.
5Denial of Service
6Internet Service Provider
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4.1.5 Worms polimo`rfics
Degut a aquests problemes, sobretot el provocat pel fet d’enviar sempre un mateix
patro´ de bytes, els worms estan adoptant te`cniques per canviar de forma a cada
propagacio´, amb la finalitat d’evitar ser detectats al tra`fic de la xarxa. So´n el
anomenats worms polimo`rfics. Les te`cniques utilitzades pels worm polimo`rfics es
poden dividir en tres grups:
• Oligomorfisme: consisteix en encriptar el cos del worm a cada propagacio´.
Aixo` implica haver de desencriptar-se a l’equip dest´ı abans de poder-se exe-
cutar. Per tant, les rutines de desencriptacio´ tambe´ s’han d’enviar juntament
amb el cos del worm. Aquest fet e´s un punt feble per a aquest tipus de poli-
morfisme, ja que les rutines de desencriptacio´ no es poden encriptar, i per tant
so´n un possible patro´ de bytes que es repetira` a cada propagacio´ del worm.
Existeix la possibilitat de reduir la mida d’aquestes rutines el ma`xim possible,
de manera que aquests patrons de bytes siguin prou curts com per apare`ixer
tambe´ al tra`fic normal de la xarxa. Si s’utilitze´ssin aquest tipus de patrons
per identificar tra`fic del worm, provocaria falsos positius, identificant tra`fic
normal com a malicio´s.
A la figura 4.1 es veu un esquema d’un worm metamo`rfic, on part del cos del
worm correspon al codi malicio´s encriptat, i part a les rutines per desencriptar.
• Metamorfisme: aquesta te`cnica consisteix en modificar l’estructura del codi
malicio´s del worm, sense introduir canvis en la funcionalitat ba`sica. D’aquesta
manera el cos del worm sera` diferent, i la funcionalitat del codi malicio´s seguira`
sent la mateixa. Alguns me`todes de metamorfisme:
– Reordenacio´ d’instruccions: habitualment, algunes instruccions del codi
es poden canviar d’ordre sense variar el resultat.
– Reordenacio´ de blocs: es divideix el codi en blocs. Les instruccions dels
blocs es canvien d’ordre, i s’inserten instruccions de jump o goto per
reestablir el fluxe d’execucio´ correcte.
– Insercio´ de codi inu´til: tambe´ es pot insertar codi que no te´ cap efecte
en el resultat, o que no s’arriba a executar mai.
– Substitucio´ d’instruccions: gairebe´ sempre es poden aconseguir els ma-
teixos resultats amb instruccions diferents.
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Figura 4.1: Te`cniques de polimorfisme dels worms. Font: [17]
– Substitucio´ de registres: quan s’utilitzen els registres d’ordinadors gene`rics,
sovint es poden utilitzar uns o altres indistintament. Una te`cnica e´s can-
viar els registres utilitzats al codi, i el resultat segueix sent el mateix.
Algunes d’aquestes te`cniques es poden observar a la figura 4.1. Com es pot
veure, s’ha aplicat una reordenacio´ de blocs, ja que els blocs 2 i 5 apareixen a
posicions diferents. Les instruccions dels blocs 1 i 4 s’han reordenat, la funcio´
F (x) e´s l’encarregada d’insertar les instruccions jump i goto necessa`ries per
mantenir la funcionalitat del bloc. Finalment, s’han insertat varis blocs de
codi inu´til, etiquetats com a JUNK.
Tot i aplicar aquests me`todes, els worms metamo`rfics normalment tenen pa-
trons de bytes constants a cada propagacio´.
• Polimorfisme total: els worms totalment polimo`rfics so´n aquells que canvien
completament el seu cos a cada propagacio´. Normalment, so´n impossibles
d’identificar mitjanc¸ant patrons de bytes, i calen altres me`todes per poder
aturar la seva propagacio´.
Per aconseguir aquest polimorfisme total, alguns worms encripten el seu codi,
de manera semblant als worms oligomo`rfics. Pero` addicionalment, incorporen
un motor de mutacions. E´s l’encarregat de crear noves rutines d’encriptacio´
a cada propagacio´ del worm. D’aquesta manera, quan el worm es propaga,
ho fa encriptant el seu codi malicio´s i el motor de mutacions, amb una nova
rutina d’encriptacio´. Les rutines per desencriptar s’enviaran juntament amb
el worm, pero` variaran a cada propagacio´. D’aquesta manera no hi ha cap
patro´ de bytes que es repeteixi a cada propagacio´.
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A la figura 4.1 es pot veure com el worm polimo`rfic no te´ cap part en comu´
amb l’anterior propagacio´.
4.1.6 Me`todes de defensa
Estrate`gies
La epidemiologia tradicional indica que els factors me´s importants en la propagacio´
d’una patologia infecciosa so´n: la vulnerabilitat de la poblacio´, la duracio´ del per´ıode
d’infeccio´, i la velocitat d’infeccio´. Aquests tres factors, perfectament aplicables en
el cas de la propagacio´ d’un worm, es tradueixen en tres estrate`gies per combatre la
propagacio´.
• Prevencio´: L’objectiu de la prevencio´ e´s reduir la influe`ncia del primer factor,
reduint el nombre d’equips vulnerables. Per propagar-se, els worms s’aprofiten
de vulnerabilitats existents al sistema operatiu i al programari que s’executa
als equips de la xarxa. Per tant, per prevenir les infeccions de worms, cal
que el programari sigui el me´s segur possible, sense vulnerabilitats. Aquest
objectiu e´s molt dif´ıcil d’assolir, per molt que s’intenti fer programari segur,
sempre poden sorgir vulnerabilitats. Les mesures pro-actives no so´n suficients
per aturar l’amenac¸a dels worms.
• Tractament: Mitjanc¸ant el tractament dels equips vulnerables o ja infectats,
amb eines de desinfeccio´ (anti-virus), o actualitzacions del programari vulne-
rable, s’intenta reduir la duracio´ del per´ıode d’infeccio´. Tot i que so´n mesures
imprescindibles, no so´n la solucio´ a curt termini per una propagacio´ agressi-
va d’un worm. El temps necessari per dissenyar, desenvolupar, i provar una
actualitzacio´ de seguretat e´s massa elevat per tenir impacte en la propagacio´
d’un worm.
• Contencio´: Les tecnologies de contencio´, com per exemple tallafocs, filtres
de continguts, o llistes negres, entre d’altres, poden bloquejar la comunicacio´
infecciosa entre equips infectats i equips no infectats. Aquesta mesura pot
frenar notablement, fins i tot aturar, la propagacio´ del worm, mitigant l’ame-
nac¸a que suposa, i donant temps addicional pel desenvolupament de mesures
de tractament dels equips.
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Hi ha dos motius que indiquen que la contencio´ e´s la me´s efectiva de les
estrate`gies anteriors.
– Les te`cniques de contencio´ poden ser automatizades. El proce´s de detec-
cio´ i caracteritzacio´ d’un worm, necessari per poder identificar i contenir-
lo, e´s me´s senzill que intentar entendre el funcionament del propi worm
o la vulnerabilitat utilitzada.
– El conteniment es pot realitzar a la pro`pia xarxa. Per tant, e´s una solucio´
que no requereix una instalacio´ a cada equip, e´s al nivell de la xarxa, per
tant transparent als equips connectats.
4.2 Sistemes de contencio´ de worms
4.2.1 Introduccio´ i motivacio´
Durant els u´ltims anys, una se`rie de worms s’han propagat de forma massiva per
Internet, aprofitant-se de la falta de diversitat en el programari dels sistemes i dels
servidors, i la facilitat amb la qual aquests sistemes poden comunicar-se. Alguns
d’aquests worms han arribat a infectar centenars de milers d’equips de les xarxes,
en un per´ıode de temps molt baix.
Existeixen eines per combatre els worms, com els sistemes de deteccio´ d’intrusions
(IDS7). Aquests sistemes monitoritzen el tra`fic a punts estate`gics de les xarxes, per
a identificar i/o filtrar tra`fic malicio´s. Tot i que so´n efectius per a alguns tipus de
intrusions a les xarxes, com els intents de denegacio´ de servei, o alguns tipus d’atacs,
no poden contenir la propagacio´ de nous worms desconeguts fins al moment. El
motiu e´s que per bloquejar la propagacio´ d’un worm, un sistema IDS necessita ser
capac¸ d’identificar el tra`fic que pertany a aquest worm. Aquesta identificacio´ del
tra`fic d’un worm rep el nom de signatura. Les signatures so´n patrons de bytes u´nics,
que es troben al tra`fic dels worms als que identifiquen. Poden ser utilitzades per
sistemes IDS convencionals, per identificar i/o filtrar fluxes TCP8 pertanyents a la
propagacio´ d’aquests worms.
7Intrusion Detection System
8Transmission Control Protocol
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Actualment, quan un nou worm apareix a les xarxes d’Internet, el proce´s de
derivacio´ de la signatura necessa`ria per als sistemes IDS podria ser semblant als
segu¨ents passos:
1. Apareix una vulnerabilitat en algun programari esta`ndar, molt utilitzat. Ge-
neralment, es publica aquesta vulnerabilitat juntament amb un pedac¸9 que la
soluciona. El problema e´s que la majoria d’usuaris no instal·la aquesta solucio´
fins que e´s massa tard.
2. S’inicia la propagacio´ d’un nou worm, que aprofita aquesta vulnerabilitat. El
temps que passa entre l’aparicio´ d’una vulnerabilitat i l’aparicio´ d’un worm
que l’aprofita sol ser de l’ordre d’uns quants dies. Per exemple, el worm Sasser
[15] va apare`ixer 26 dies despre´s de publicar-se una vulnerabilitat que afecta-
va els sistemes operatius Windows XP i 2000. Tot i aixo` s’han donat casos
sorprenents, com el worm Witty [14], que va comenc¸ar a propagar-se tan sols
36 hores despre´s.
3. Els usuaris d’equips infectats comencen a notar els efectes del worm. Els
equips deixen de funcionar correctament, o ho fan de forma ano`mala. Aquest
pas es sol donar bastant ra`pidament, degut a l’alt ritme de propagacio´ que
caracteritzen els worms. Per exemple, el worm Code Red va infectar 359.000
equips el primer dia.
4. Els administradors de la xarxa monitoritzen el tra`fic fins que capturen una
trac¸a que contingui el worm.
5. Experts en seguretat analitzen, de forma manual, aquestes traces capturades.
6. Finalment, es genera manualment una signatura que identifiqui el tra`fic del
worm, i es publica perque` administradors de xarxes la puguin utilitzar per
protegir les seves xarxes contra la propagacio´ d’aquest nou worm. Aquests
ultims passos s’efectuen en un temps de l’ordre de pocs dies. Considerant el
ritme de propagacio´ dels worms, e´s un temps massa elevat.
Com es pot veure, aquest proce´s e´s molt complex, necessita molta intervencio´
humana i introdueix un retard important, durant el qual el worm te´ total llibertat
per propagar-se i infectar me´s equips. Caldria generar les signatures de forma ra`pida
9de l’angle`s patch, petit component de codi que s’insereix en un programa, per arreglar alguna
fallada i/o vulnerabilitat.
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i precisa, per poder permetre als sistemes IDS aturar la propagacio´ del worm amb
la ma`xima rapidesa. Reduir el temps necessari per a generar signatures correctes
quan s’inicia la propagacio´ d’un nou worm e´s molt important. Aquest e´s l’objectiu
principal dels sistemes de contencio´ de worms.
Com s’ha comentat a la seccio´ 4.1.1, les consequ¨e`ncies econo`miques de les pro-
pagacions de worms a gran escala so´n molt importants. La motivacio´ principal per
investigar en sistemes de contencio´ de worms e´s, en gran part, aquest alt cost que su-
posen les epide`mies de worms. Les primeres investigacions es van centrar en estudiar
casos de worms que havien aconseguit propagar-se amb e`xit [10]. Me´s recentment,
els estudis s’han centrat me´s en investigar me`todes per contenir la seva propagacio´.
De forma molt gene`rica, existeixen tres estrate`gies per a contenir un worm quan ja
s’esta` propagant [18]:
• Descobrir els ports que utilitza per propagar-se, i bloquejar tot el tra`fic dirigit
a aquests ports. Tot i que aquesta mesura e´s molt efectiva, e´s a la vegada
massa restrictiva. Per exemple, si s’esta` propagant un worm que aprofita una
vulnerabilitat en algun servidor web, utilitzant el port 80, caldria bloquejar tot
el tra`fic dirigit a aquest port, tancant per tant qualsevol acce´s a la WWW10.
• Descobrir les adreces IP des d’on s’esta`n originant propagacions del worm, i
bloquejar tot el seu tra`fic, o almenys el dirigit a certs ports.
• Descobrir un patro´ de bytes que es repeteix en el tra`fic generat pel worm
mentre es propaga, i bloquejar tot el tra`fic que contingui aquest patro´. E´s el
que s’ha definit abans com a signatura.
S’ha demostrat que per aturar me´s ra`pidament la propagacio´ d’un worm, e´s me´s
efectiu filtrar el tra`fic en funcio´ del contingut que filtrar-lo en funcio´ de l’adrec¸a
origen [18]. Les adreces origen dels paquets de tra`fic es poden falsejar. A me´s,
cada vegada que el worm infecta un nou equip, caldria afegir l’adrec¸a d’aquest equip
al conjunt d’adreces del worm, per poder filtrar correctament el tra`fic. En canvi,
filtrant en funcio´ del contingut, quan la signatura e´s de qualitat, sempre funciona
correctament. Per limitar la infeccio´ d’un worm a tan sols una part de la xarxa,
es pot comenc¸ar a filtrar basat en el contingut molt me´s tard que filtrar en base a
l’adrec¸a origen, amb resultats semblants [18]. Per tant, filtrar per contingut frena
la propagacio´ de forma molt me´s efectiva.
10World Wide Web
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4.2.2 Requisits
Un sistema de contencio´ de worms basat en signatures hauria de complir els segu¨ents
requisits:
• Qualitat de les signatures generades: Idealment, les signatures generades hau-
rien de ser capaces d’identificar tots els worms que es propaguen per la xarxa, i
tan sols worms, sense identificar incorrectament tra`fic inofensiu. Aquesta idea
es pot resumir en dues propietats desitjables en una signatura [6]:
– Alta sensibilitat: fa refere`ncia als encerts de les identificacions detec-
tades per la signatura. En un conjunt de tra`fic barrejat, on hi ha fluxes
pertanyents a worms juntament amb fluxes inofensius, cal que un alt per-
centatge dels fluxes pertanyents realment al worm sigui identificat per la
signatura.
– Alta especificitat: aquesta propietat esta` relacionada amb les identifi-
cacions erro`nies fetes per la signatura. El percentatge de fluxes identifi-
cats erro`neament, que en realitat no pertanyen a la propagacio´ del worm,
ha de ser molt baix.
A la taula 4.1 es poden veure les diferents combinacions possibles d’aquests dos
valors. Cal que les signatures generades siguin alhora sensibles i espec´ıfiques.
A la pra`ctica, hi ha un compromı´s entre aquestes dues propietats. Quan
augmenta el nivell de una, l’altre se’n ressenteix.
• Quantitat i longitud de les signatures generades: Els sistemes que utilitzen
signatures per filtrar tra`fic han de comparar tots els fluxes d’entrada amb
totes les signatures del les que disposen. El cost d’aquestes comparacions e´s
directament proporcional a la quantitat de signatures, i a la longitud que tenen.
Per tant, e´s preferible menor quantitat de signatures, i signatures me´s curtes.
Pero` a la vegada, la longitud de les signatures afecta molt la especificitat. Una
signatura que e´s un subconjunt d’una altra sempre identificara` me´s fluxes que
la me´s llarga, amb menor especificitat.
• Robustesa contra worms polimo`rfics: Com s’ha explicat a la seccio´ 4.1.5, un
worm polmo`rfic e´s aquell que canvia de forma a cada intent de propagacio´.
Aquest tipus de worms so´n un repte especial per ser identificats amb una
signatura, ja que si la signatura identifica una porcio´ del payload que canvia
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alt % de worms baix % de worms
identificats identificats
alt nombre de fluxes sensible poc sensible
inofensius identificats com a worm poc spec´ıfic poc spec´ıfic
baix nombre de fluxes sensible poc sensible
inofensius identificats com a worm espec´ıfic espec´ıfic
Taula 4.1: Combinacions de sensibilitat i especificitat de les signatures
a la segu¨ent propagacio´ del worm, no sera` detectada. A me´s, pot passar que
les sequ¨e`ncies de bytes en comu´ en cada propagacio´ siguin molt curtes. Les
sequ¨e`ncies molt curtes no serveixen com a signatures, ja que introdueixen una
molt baixa especificitat (identifiquen molts fluxes que no pertanyen realment
al worm). Els worms polimo`rfics generalment causen un augment en el nombre
de signatures generades.
Tot i aixo`, un sistema de generacio´ de signatures eficient hauria de gene-
rar signatures que identifiquin les porcions invariants del payload dels worms
polimo`rfics, minimitzant el nombre de signatures necessa`ries per identificar
aquests worms.
• Temps de resposta: Quan no existeix cap tipus de restriccio´, els worms e´s pro-
paguen infectant els hosts de la xarxa de forma exponencial. Esta` demostrat
que solucionar la vulnerabilitat que permet al worm infectar els hosts de la
xarxa e´s me´s efectiu si es fa en els primers moments en els que el worm es
comenc¸a a propagar. Per tant, cal que el temps de resposta del sistema de
contencio´ de worms sigui el me´s baix possible. En entorns reals, cal que el
worm es detecti en el moment en que` un 5% dels hosts d’una xarxa estan
infectats per tenir la possibilitat de tallar la seva propagacio´ abans que hagi
infectat el 50% [18].
• Automatitzacio´: Un sistema de deteccio´ de signatures ha de requerir el mı´nim
de intervencio´ humana en temps real. Per exemple, si e´s necessari comprovar
manualment les signatures generades per aconseguir me´s especificitat, que-
da clar que el temps de resposta mencionat en el punt anterior augmentara`
considerablement.
• Independe`ncia del nivell d’aplicacio´: Tenir coneixement per sobre del nivell
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TCP de transport pot ser u´til per distingir tra`fic malicio´s de tra`fic inofensiu,
per tant, per generar signatures me´s espec´ıfiques i sensibles. Tot i aixo`, e´s
millor que el sistema de generacio´ de signatures sigui independent del nivell
d’aplicacio´, per abarcar tot el tra`fic que utilitzi qualsevol protocol d’aplicacio´
per sobre de TCP.
4.2.3 Descripcio´ general
Un sistema eficac¸ de contencio´ de worms consisteix generalment en tres parts [17]:
• La deteccio´ del worm a la xarxa, mitjanc¸ant un o me´s sensors.
• La generacio´ automa`tica d’una signatura que identifiqui aquest worm.
• La distribucio´ de la signatura a equips vulnerables al worm.
Sistema de deteccio´ de worms
La primera part del sistema de contencio´ de worms s’encarrega de detectar la
prese`ncia de worms, ja sigui a la xarxa o a l’equip on s’executa. La seva funcio´
e´s classificar tot el tra`fic que rep, detectant quin d’aquest tra`fic correspon a la pro-
pagacio´ d’algun worm, i quin e´s tra`fic inofensiu. La finalitat d’aquesta classificacio´
e´s emmagatzemar tot el tra`fic que considera sospito´s, que sera` utilitzada a la segu¨ent
fase del sistema de contencio´ per generar les signatures.
Un sistema de deteccio´ de worms hauria de complir dos requisits:
• Hauria de detectar qualsevol worm propagant-se a la xarxa monitoritzada,
sense falsos positius ni falsos negatius.
• El consum de recursos del sistema hauria de ser el me´s baix possible.
Per realitzar aquesta deteccio´, hi ha molts me`todes i heur´ıstiques. Generalment,
els sistemes de contencio´ poden utilitzar tres estrate`gies:
• No realitzar deteccio´ de worms: Alguns sistemes de contencio´ de worms
no realitzen aquesta primera fase de deteccio´. Per tant, no distingeixen entre
tra`fic sospito´s i tra`fic inofensiu. Tot el tra`fic de la xarxa s’utilitza a l’algorisme
de generacio´ de signatures.
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Alguns sistemes segueixen aquesta estrate`gia degut a que`, pel lloc on estan
ubicats, gairebe´ tot el tra`fic e´s malicio´s. Per exemple, gairebe´ tot el tra`fic d’un
sistema situat en un esquer11 sera` malicio´s. E´s el cas dels sistemes Honeycomb
[19] o Nemean [20].
• Deteccio´ de worms a la xarxa: Una altra estate`gia e´s observar el tra`fic
de la xarxa, per detectar situacions ano`males que corresponen a la propagacio´
d’un worm. Cada sistema de contencio´ de worms te´ la seva manera de detectar
aquest tra`fic malicio´s. Alguns exemples so´n:
– Deteccio´ d’escanejos: Al primer component del worm, el reconeixement
de l’entorn, sovint s’utilitzen te`cniques d’escanejos de ports i serveis, per
determinar quins equips poden ser vulnerables. Aquestes te`cniques so´n
fa`cilment detectables observant el tra`fic de la xarxa. El sistema Autograph
[6] utilitza aquesta te`cnica de deteccio´ de tra`fic malicio´s.
– Utilitzacio´ d’esquers: El sistema PADS12 [21] utilitza un sistema de doble
esquer, de manera que tot el tra`fic de sortida del primer esquer esta`
redirigit al segon. El primer esquer sera` vulnerable a varis tipus d’atacs.
La idea e´s que el worm infectara` aquest primer esquer, i despre´s intentara`
propagar-se. Com que tot el tra`fic de sortida esta` redirigit al segon esquer,
es pot considerar que tot el tra`fic que arribi a aquest esquer sera` malicio´s.
– Deteccio´ de tra`fic ano`mal: El sistema PAYL [22], durant una primera
fase d’entrenament, computa la distribucio´ estad´ıstica del contingut del
tra`fic, modelant un perfil del tra`fic normal de la xarxa, tant de sortida
com d’entrada. Durant la fase de deteccio´, el sistema PAYL compara la
distribucio´ del contingut del nou tra`fic amb aquest perfil. Si es detecta
tra`fic d’entrada ano`mal, es compara amb el tra`fic de sortida. Si el tra`fic de
sortida presenta la mateixa anomal´ıa, es considera que e´s tra`fic malicio´s,
corresponent a un worm, que s’esta` propagant.
• Deteccio´ de worms a l’equip: Tambe´ e´s possible detectar la prese`ncia
de worms als propis equips de la xarxa. En comptes d’observar el tra`fic per
detectar worms propagant-se, s’observa un o alguns equips de la xarxa, per
11de l’angle`s honeypot, sistema que simula ser vulnerable per atreure atacs, amb l’objectiu de
permetre a l’administrador recollir informacio´ de l’atacant i les seves te`cniques
12Position-Aware Distribution Signatures
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detectar intents d’intrusions. El tra`fic de xarxa que hagi originat l’intent
d’intrusio´ sera` considerat tra`fic malicio´s. Alguns exemples de me`todes de
deteccio´ so´n:
– Aleatoritzar l’espai de memo`ria: La te`cnica de ASR13 consisteix en moure
objectes de la memo`ria dels seus llocs habituals a llocs aleatoris. Alguns
objectes importants, com llibreries del sistema operatiu o taules de pun-
ters a crides al sistema, moltes vegades estan a posicions de memo`ria
per defecte. Molts atacs utilitzen acce´s directe a memo`ria, per accedir
a aquestes posicions. Si aquests objectes no estan al seu lloc, i l’intru´s
hi accedeix, es genera un error d’acce´s de memo`ria, que pot delatar-lo.
El sistema COVERS14 [23] utilitza aquests errors per detectar intents
d’intrusio´.
– Detectar executables maliciosos: El sistema DOME15 [24] e´s capac¸ de de-
tectar atacs amb executables maliciosos. Es basa en que` el codi malicio´s
normalment utilitza crides a sistema, i s’injecta en codi que esta` en exe-
cucio´, obfuscant la seva prese`ncia. Aquest sistema fa un ana`lisi esta`tic
dels executables, per identificar en quins llocs hi ha crides de sistema.
Quan aquests s’executen, el sistema supervisa que les crides de sistema
es facin als llocs identificats anteriorment. En cas contrari, es considera
que s’ha alterat l’executable en temps d’execucio´, i per tant que s’esta`
produ¨ınt un intent d’intrusio´.
– Marcar dades sospitoses: El sistema TaintCheck [25] protegeix aplica-
cions, fent un seguiment de totes les dades d’entrada que provenen de
fonts sospitoses. Per defecte, totes les dades que provenen de la xarxa
es consideren sospitoses. Mentre s’executa l’aplicacio´, es fa un seguiment
d’aquestes dades, comprovant si les accions que es realitzen sobre elles
so´n perilloses, en funcio´ de la configuracio´ del sistema. TaintCheck con-
sidera que s’esta` produ¨ınt un atac quan detecta que les dades sospitoses
s’utilitzen de manera il·leg´ıtima.
13Adress-Space Randomization
14COntext-based VulnERability-oriented Signature
15Detection Of Malicious Executables
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Sistema de generacio´ de signatures
La segona part del sistema de contencio´ de worms genera les signatures que iden-
tificaran al worm. La seva funcionalitat e´s generar, a partir de les dades que la
primera part de deteccio´ de worms ha considerat sospitoses, totes les signatures
necessa`ries per identificar els worms continguts en aquestes dades.
El sistema de generacio´ de signatures ha de complir dos requisits:
• Generar un nombre baix de signatures per cada vulnerabilitat existent. Aques-
tes signatures haurien de bloquejar qualsevol intent d’atac que aprofiti aquella
vulnerabilitat.
• El temps necessari per generar les signatures hauria de ser el me´s baix possible.
Depenent del context d’aplicacio´ de les signatures generades, aquests sistemes
poden ser de dos tipus.
• Signatures referents al tra`fic de la xarxa: so´n aquelles signatures que
identifiquen tra`fic pertanyent a worms a la xarxa. Alguns exemples de signa-
tures de tra`fic, i sistemes que les utilitzen, so´n:
Patrons de bytes continus: la signatura consisteix en un conjunt de bytes,
que te´ algun significat per al sistema de contencio´ de worms. Per exemple,
el sistema Autograph utilitza un patro´ de bytes continu, que descriu el port
dest´ı utilitzat pel worm, i una sequ¨e`ncia de bytes pertanyent al cos del worm.
El sistema Honeycomb tambe´ utilitza un patro´ de bytes com a signatura.
Auto`mates d’estats finits: el sistema Nemean [20] reassembla el tra`fic sos-
pito´s en connexions (a nivell de transport) i despre´s en sessions (a nivell d’a-
plicacio´). Aquestes sessions es normalitzen a nivell aplicacio´, en funcio´ d’u-
nes especificacions del servei al qual pertanyen. Finalment, Nemean crea un
auto`mata d’estats finits que descriu el conjunt de sessions pertanyents a les co-
municacions entre dos equips. Aquest auto`mata serveix per identificar futures
propagacions.
Distribucio´ de la frequ¨e`ncia de bytes: tot el tra`fic que arriba a l’algorisme
de generacio´ de signatures del sistema PADS, com a consequ¨e`ncia del sistema
de deteccio´ de worms que te´, correspon a diferents variants del mateix worm.
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Amb aquesta suposicio´, el sistema PADS genera signatures que indiquen la
frequ¨e`ncia amb que` diferents bytes, de cada variant del worm, es troben en les
diferents posicions de la signatura. Tot aquell tra`fic que mostri les mateixes
frequ¨e`ncies dels bytes, sera` considerat com una variacio´ el mateix worm.
• Signatures referents a cada equip: so´n aquelles signatures que descriuen
situacions ano`males als equips, que corresponen a intents d’atacs a l’equip per
part de worms.
Model d’utilitzacio´ de crides de sistema: el sistema DOME genera un
model de com cada aplicacio´ realitza les crides a sistema, que s’utilitza com
a signatura. A cada execucio´ de l’aplicacio´, aquesta signatura s’utilitzara` per
verificar que es realitzen les crides a sistema de forma correcta.
A la taula 4.2 hi ha un resum dels sistemes de contencio´ de worms mencionats, i les
te`cniques utilitzades.
Deteccio´ de worms Generacio´ de signatures
Honeycomb No detecta worms Patro´ de bytes continu
Nemean No detecta worms Auto`mata d’estats finits
Autograph Deteccio´ d’escanejos Patro´ de bytes continu
PADS Redireccio´ del tra`fic Distribucio´ de la
de sortida d’un esquer frequ¨e`ncia de bytes
PAYL Distribucio´ de la frequ¨e`ncia Patro´ de bytes continu
de bytes al tra`fic normal
COVERS Aleatoritzacio´ de l’espai Patro´ de bytes que provoca
de memo`ria l’error d’acce´s de memo`ria
DOME Deteccio´ d’executables Model d’utilitzacio´
maliciosos de crides a sistema
Taula 4.2: Resum dels sistemes de contencio´ de worms
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El sistema Autograph
5.1 Introduccio´
El sistema Autograph [6], desenvolupat per Intel Research i la universitat Carnegie
Mellon, e´s un sistema de contencio´ de worms, basat en signatures.
La seva arquitectura coincideix amb la descripcio´ general que s’ha fet, al cap´ıtol
anterior, dels sistemes de deteccio´ de worms. Consta de dues parts, la deteccio´ de
worms a la xarxa, i la generacio´ de signatures per a aquests worms.
De les te`cniques mencionades a la classificacio´ de la deteccio´ de worms, el siste-
ma Autograph realitza deteccio´ d’escanejos. E´s a dir, identifica equips que estan
realitzant escanejos de ports i serveis, i els considera equips sospitosos.
Pel que fa a les signatures, el sistema Autograph genera signatures referents al
tra`fic de la xarxa. Concretament, cerca patrons de bytes continus que pertanyen al
worm en propagacio´, i els utilitza com a signatura per identificar el worm posteri-
orment.
5.2 Disseny
El disseny d’Autograph s’ha fet tenint en compte els requisits descrits a la seccio´
4.2.2. La intencio´ e´s assolir les segu¨ents propietats:
• Rapidesa: cal permetre una ra`pida reaccio´ als worms que es propaguin de
forma agressiva.
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Figura 5.1: Arquitectura del sistema Autograph. Font: [6]
• Automatitzacio´: es vol eliminar, o minimitzar, tota intervencio´ humana en
el proce´s de generacio´ de signatures, i per tant aconseguir me´s rapidesa.
• Signatures de qualitat: cal que les signatures siguin de qualitat, per poder
realitzar aquesta automatitzacio´ de la generacio´ de signatures.
• Independe`ncia del nivell d’aplicacio´: per poder defendre un conjunt me´s
ampli d’aplicacions d’Internet.
• Robustesa als canvis en el payload: les signatures generades han de ser
va`lides encara que el worm canvi¨ı alguna porcio´ del seu payload mentre s’es-
tigui propagant.
A la figura 5.1 es pot veure un resum esquema`tic de l’arquitectura del sistema
Autograph. Hi ha dos grans blocs en el processament de les dades. Primer hi ha
una seleccio´ de fluxes sospitosos, que classifica cada fluxe d’entrada a la xarxa com a
sospito´s o no sospito´s, en funcio´ d’unes heur´ıstiques. Despre´s d’aquesta classificacio´,
s’emmagatzemen els fluxes considerats sospitosos, i es descarten els no sospitosos.
Aix´ı, es fa una primera tria del tra`fic d’entrada, que redueix considerablement el
volum de dades a processar. Tot i que les heur´ıstiques utilitzades per a la classificacio´
dels fluxes so´n molt senzilles, qualsevol heur´ıstica que generi un conjunt de fluxes
sospitosos on la quantitat de fluxes realment maliciosos sigui molt superior a la
quantitat de fluxes inofensius, e´s positiu. Aquest tipus d’heur´ıstiques ajudara` a que
les signatures generades no detectin falsos positius, ja que reduira` la quantitat de
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fluxes a processar, centrant el processament d’Autograph en un conjunt de fluxes
amb menys tra`fic inofensiu.
Seguidament, Autograph realitza reassemblatge dels fluxes sospitosos. El motiu
del reassemblatge e´s que Autograph genera signatures basat en el contingut que el
worm envia mentre es propaga. Per tant, cal tenir totes les dades que provenen de
possibles worms reassemblades. Els fluxes reassemblats so´n analitzats per Autograph
al segu¨ent bloc de processament, la generacio´ de signatures. Aquest processament
es fa sobre els fluxos reassemblats, classificats per port dest´ı, i consisteix en l’ana`lisi
del contingut dels fluxes sospitosos per aconseguir generar fluxes que siguin sensibles
i espec´ıfics. Hi ha dos factors, comentats a la seccio´ 4.1.3 com a problemes inherents
als worms, que indiquen que aquest ana`lisi basat en el contingut e´s correcte:
• Com s’ha explicat anteriorment, un worm es propaga aprofitant una vulnera-
bilitat en el programari. Aquest fet provoca que el codi necessari per aprofitar
la vulnerabilitat estigui present a cada nova propagacio´ del worm, encara que
aquest canvi¨ı el seu cos cada vegada que infecti un nou equip de la xarxa. De
fet, la majoria dels worms que han aparegut en el passat, s’han propagat amb
exactament el mateix payload cada vegada. Fins i tot els que canvien de forma
a cada propagacio´, les diverses propagacions comparteixen grans solapaments
en el seu contingut.
• Un worm genera una gran quantitat de tra`fic mentre es propaga. El percentat-
ge de tra`fic corresponent a intents de propagacio´ creix de forma exponencial.
La combinacio´ d’aquests dos factors, semblanc¸a en el contingut i volum de tra`fic,
indiquen que analitzar la frequ¨e`ncia en que` apareixen certs payloads al tra`fic pot
ser un bon me`tode per identificar payloads corresponents a worms.
Per aquest motiu, en aquesta segona fase de processament, Autograph calcula la
frequ¨e`ncia en que` apareixen subconjunts no solapats dels fluxes sospitosos, i proposa
els me´s frequ¨ents com a signatures.
5.3 Deteccio´ de fluxes sospitosos
Autograph utilitza una heur´ıstica molt senzilla per a detectar tra`fic sospito´s, basat
en detectar escanejadors de ports. Simplement classifica tot el tra`fic que prove´ d’un
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Figura 5.2: Establiment de connexio´ amb el protocol TCP
origen que esta` escanejant ports com a tra`fic sospito´s. S’ha triat aquesta te`cnica
perque` e´s senzilla, eficient computacionalment, i clarament imperfecte. L’objectiu
d’Autograph e´s generar signatures sensibles i espec´ıfiques, fins i tot amb un classi-
ficador de fluxes senzill.
La majoria de worms recents depenen d’escanejar els ports dels equips de la xarxa
per trobar objectius vulnerables. En el moment que el worm detecta un equip on
s’hi executa el programari desitjat, hi envia el seu payload. Pero` intentant conectar
a un equip inexistent, resultara` en un intent de connexio´ fallit, fa`cilment detectable
mitjanc¸ant la monitoritzacio´ dels paquets d’establiment de connexio´ TCP1. Com
es pot veure a la figura 5.2, per establir una connexio´ TCP, el protocol requereix
l’enviament un paquet SYN per part de l’establidor de la connexio´. Aquest paquet
sera` respost amb un paquet SYN-ACK. Finalment, l’establidor confirmara` la conne-
xio´ amb un paquet ACK. Quan s’intenta connectar a un equip inexistent, el primer
paquet SYN quedara` sense contestar.
Autograph emmagatzema l’adrec¸a origen i dest´ı de cada connexio´ fallida que
detecta. Quan una certa adrec¸a IP origen ha sobrepassat un cert nombre d’intents
fallits de connexio´, es marcara` com a adrec¸a sospitosa. Tot el tra`fic que provingui
d’aquesta adrec¸a es classificara` com a tra`fic sospito´s. Passat un cert temps, l’adrec¸a
deixa de considerar-se sospitosa. El tra`fic classificat com a sospito´s tambe´ es retira
del conjunt sospito´s passat un cert temps t. E´s a dir, el conjunt de fluxes sospitosos
conte´, en tot moment, tot el tra`fic sospito´s capturat a l’u´ltim per´ıode de temps t.
1Transmission Control Protocol
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S´ımbol Descripcio´
θ Quantitat de fluxes sospitosos necessaris per iniciar la generacio´ de
signatures en un port determinat
r Interval de temps entre possibles generacions de signatures
k Mida de la finestra de dades sobre la que es calcula la empremta de Rabin
B Valor de tall que determina els punts de tall
a Valor mig de la mida dels blocs
m Valor mı´nim de la mida dels blocs
M Valor ma`xim de la mida dels blocs
p Prevalenc¸a mı´nima que ha de tenir un bloc per poder ser triat com a signatura
w Percentatge de fluxes que han d’estar representats a les signatures generades
Taula 5.1: Para`metres de la generacio´ de signatures de Autograph
Perio`dicament, cada r, es considera iniciar la segona fase de processament. Aques-
ta fase s’inicia quan el nombre de fluxes capturats, per un port dest´ı determinat,
supera un cert llindar θ. Quan aixo` passa, Autograph reassembla aquests fluxes, i
inicia la generacio´ de signatures.
5.4 Generacio´ de signatures basat en el contingut
Autograph agrupa els fluxes sospitosos reassemblats segons el port dest´ı. Per cada
grup de fluxes amb el mateix port dest´ı, selecciona la sequ¨e`ncia de bytes que me´s
vegades es repeteix com a signatura. Per fer-ho, divideix cada fluxe sospito´s en blocs
de contingut me´s petits, i calcula a quants fluxes apareix cada bloc. Aquest nombre
rep el nom de prevalenc¸a del bloc de contingut. A continuacio´, s’ordenen tots els
blocs de contingut en funcio´ de la seva prevalenc¸a, de major a menor. El bloc de
contingut de ma`xima prevalenc¸a sera` candidat a ser una signatura.
Aquest criteri s’ha escollit degut al fet que un worm genera molt tra`fic mentre
s’esta` propagant. Tots els fluxes corresponents a la propagacio´ del worm contindran
alguna part en comu´. Aquesta sequ¨e`ncia de bytes en comu´ estara` present a un gran
nombre de fluxes, per tant tindra` una alta prevalenc¸a.
La manera que te´ Autograph de dividir els fluxes en blocs me´s petits e´s on radica
la seva pote`ncia. La divisio´ s’ha de fer de manera que les sequ¨e`ncies de bytes que
els fluxes tenen en comu´ siguin escollits com a blocs, independentment de la seva
posicio´. Autograph no es limita a dividir tots els fluxes en blocs de mida fixa,
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Figura 5.3: Worm metamo`rfic
sense solapament, ja que aquest me`tode no funcionaria si el worm obfusque´s de
manera trivial el seu payload, reordenant-lo o simplement insertant o eliminant un
cert nombre de bytes. Per exemple, eliminant un sol byte del payload del worm,
resultaria en blocs de mida fixa totalment diferents. Un desenvolupador de worms
podria evitar ser detectat per Autograph simplement introduint un canvi molt simple
en el payload del seu worm cada vegada que aquest es propague´s.
A la figura 5.3 es pot veure clarament aquest fet. Les dues insta`ncies del mateix
worm tenen tres conjunts de bytes en comu´ (els etiquetats amb els nu´meros 2, 3 i
5), pero` no esta`n a la mateixa posicio´. A me´s, el worm ha insertat conjunts de bytes
inu´tils (etiquetats amb JUNK ), i ha aplicat una funcio´ d’obfuscacio´ a dos conjunts
de bytes (etiquetats amb 1 i 4). Si l’algorisme es limite´s a dividir els fluxes en blocs
de la mateixa mida, aquests conjunts de bytes comuns a dos fluxes pertanyents al
mateix worm, que en aquest cas so´n possibles candidats a signatura per a aquest
worm, no serien detectats com a tal.
Autograph particiona els fluxes en blocs de contingut de mida variable, utilitzant l’al-
gorisme anomenat particionament de payload basat en contingut, o COPP2. Aquest
algorisme de particionament de dades es va utilitzar per primera vegada al sistema
de fitxers LBFS3 [26].
L’algorisme COPP troba punts de tall a les dades en funcio´ del contingut, com
el seu nom indica. Aquests punts de tall determinen els blocs de contingut en
que` quedaran dividides les dades. Al fer els talls en funcio´ del contingut, COPP
2COntent-based Payload Partitioning
3Latency-based filesystem
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Figura 5.4: Algorisme COPP amb valor de tall de rabin(“00 07”). Font [6]
troba punts de tall comuns quan particiona fluxes TCP que contenen subconjunts
de bytes en comu´. Gra`cies a aixo`, aquests subconjunts de bytes comuns seran al
conjunt de blocs resultants del particionament. Aquest fet queda reflectit a la figura
5.4, explicat me´s detalladament a continuacio´, on l’algorisme COPP particiona els
fluxes f0 i f1 en blocs de contingut, resultant cinc blocs de contingut diferents en
total, dels quals dos so´n comuns als dos fluxes, c3 i c5.
Per trobar aquests punts de tall, l’algorisme COPP utilitza l’algorisme d’emprem-
tes de Rabin [27]. Mitjanc¸ant aquest algorisme, explicat a la seccio´ 5.5, es poden
obtenir empremtes per a conjunts de bits. Es computen una se`rie d’empremtes so-
bre subconjunts de mida fixa k de les dades a particionar, comenc¸ant pels primers
k bytes del payload, i avanc¸ant d’un byte en un, fins al final, calculant la empremta
de Rabin a cada pas. Esta` demostrat que e´s computacionalment eficient calcular
empremtes de Rabin sobre unes dades d’aquesta manera, calculant de principi a
final de forma incremental [27].
Quan l’empremta de Rabin ri , corresponent al conjunt i-e`ssim de k bytes, e´s
congruent amb un cert valor B, mo`dul a, es decideix que en aquell punt hi ha un
punt de tall. Concretament, s’estableix un punt de tall quan es compleix ri mod
a ≡ B. El valor a correspon a la mida mitja desitjada per als blocs que resultaran
d’aquest algorisme, ja que la probabilitat de ri mod a, per qualsevol valor de i, sigui
B, e´s de 1
a
.
A la figura 5.4 es veu com dos fluxes, f0 i f1, es particionen utilitzant l’algorisme
COPP. Utilitzant una finestra k de dos bytes, i avanc¸ant un byte a cada iteracio´, es
determina que hi ha un punt de tall cada vegada que apareix l’empremta de Rabin
del patro´ 00 07. El resultat de l’algorisme so´n vuit punts de tall, i sis blocs de
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contingut diferents. D’aquests sis blocs, dos so´n comuns als dos fluxes, c3 i c5. Tot
i haver petites difere`ncies entre aquests dos fluxes, l’algorisme COPP ha extret dos
blocs ide`ntics.
Com que l’algorisme COPP determina els punts de tall de forma probabil´ıstica,
poden donar-se casos en que` els blocs de contingut que en resultin siguin molt curts
o molt llargs, arribant a ser el payload sencer del fluxe. Les signatures molt curtes
son molt poc espec´ıfiques, i provoquen molts falsos positius. Utilitzar signatures
llargues o el payload sencer tampoc e´s desitjable, ja que aquest tipus de signatures
no so´n robustes identificant worms que varien el seu payload amb cada propagacio´.
Per aquests motius s’imposen mides mı´nimes i ma`ximes per als blocs de contingut,
m i M respectivament. Quan l’algorisme COPP detecta que han passat me´s de M
bytes des de l’u´ltim punt de tall, estableix un a la posicio´ actual. De la mateixa
manera, quan COPP acaba d’establir un punt de tall, i queden menys de m bytes
fins al final del fluxe, es genera un bloc de contingut amb els u´ltims m bytes del
fluxe. D’aquesta manera, s’evita generar un bloc massa curt, sense ignorar el u´ltims
bytes del fluxe.
Quan s’ha acabat de particionar en blocs tots els fluxes, Autograph descarta
tots aquells que nome´s apareixen a fluxes d’una mateixa adrec¸a origen. Aquest
tipus de blocs corresponen t´ıpicament a equips malconfigurats o que no funcionen
correctament, que realment no so´n maliciosos.
Finalment quedara` un conjunt de blocs de contingut, candidats a ser signatures.
Autograph mesura la prevalenc¸a de cada un d’aquests blocs. Com hem dit abans,
la prevalenc¸a d’un bloc correspon a la quantitat de fluxes, del conjunt de fluxes
sospitosos, en que` apareix aquest bloc. El bloc me´s prevalent (que apareix a me´s
quantitat de fluxes sospitosos) s’escull com a signatura, sempre i quan superi la
prevalenc¸a mı´nima p. Despre´s es retira del conjunt de blocs. Tambe´ es retiren, del
conjunt de fluxes sospitosos, els fluxes als quals pertany aquest bloc. A continuacio´,
es torna a repetir tot el proce´s: es particionen els fluxes restants, es mesura la
prevalenc¸a dels blocs de contingut que resulten, i es tria una nova signatura. El
proce´s es repeteix fins que les signatures generades cobreixen un cert percentatge w,
configurable, dels fluxes sospitosos.
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Significat Valor alt Valor baix
w Percentatge de fluxes que cal Moltes signatures, Poques signatures,
utilitzar en les signatures poc espec´ıfiques molt espec´ıfiques
p Prevalenc¸a mı´nima que ha de Poques signatures, Moltes signatures,
tenir una signatura molt espec´ıfiques poc espec´ıfiques
a Mida mitja dels blocs de contingut Poques signatures, Moltes signatures,
m Mida mı´nima dels blocs de contingut molt espec´ıfiques, poc espec´ıfiques
M Mida ma`xima dels blocs de contingut poc adequades per a
worms metamo`rfics
Taula 5.2: Efecte dels para`metres de la generacio´ de signatures
Addicionalment, Autograph disposa d’una funcionalitat de llista negra. Un admi-
nistrador del sistema pot configurar Autograph amb una llista negra de signatures
prohibides, per evitar la generacio´ de signatures que causen falsos positius. Aquesta
llista e´s simplement un conjunt de cadenes de text. Qualsevol signatura generada
per Autograph que e´s subconjunt d’algun element de la llista negra e´s descarta-
da. Podria donar-se el el cas que l’administrador entrene´s el sistema Autograph
pre`viament a la seva posta en marxa, observant les signatures generades, i afegint a
la llista negra aquelles signatures generades corresponents a patrons molt habituals
a fluxes inofensius (per exemple: GET /index.html HTTP/1.0).
Quan finalitza el proce´s de generacio´ de signatures, Autograph informa de les
signatures que ha generat, i les exporta a format de Bro [28], un sistema IDS4
comercial.
Un fet important a remarcar e´s que, degut a la imperfeccio´ del classificador de
fluxes, e´s segur que s’inclouran fluxes inofensius al conjunt de fluxes sospitosos. Aixo`
tindra` dues consequ¨e`ncies:
• Signatures prevalents corresponents tant a fluxes maliciosos com
inofensius: possiblement, l’algorisme COPP produira` blocs de continguts
que contindran informacio´ de les capc¸aleres dels protocols, que e´s comu´ a
pra`cticament tots els fluxes, ja siguin maliciosos o no. Evidentment, aquests
blocs seran els me´s prevalents, pero` serien signatures molt inadecuades. Per
evitar aquest efecte, cal triar valors dels para`metres m i a suficientment llargs.
4Intrusion Detection System
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• Signatures poc prevalents per als fluxes inofensius: l’altre possibilitat
e´s que COPP generi blocs de contingut poc prevalents, corresponents a fluxes
inofensius. Al ser poc prevalents, e´s dif´ıcil que arribin a ser escollits com a
signatura. Pero` hi ha dues maneres d’assegurar-nos que aquest tipus de blocs
no siguin signatures:
– Configurant un valor prou baix de w, el percentatge de fluxes que s’han
d’utilitzar a les signatures. Si e´s molt alt, caldra` cobrir un percentatge
me´s alt de fluxes, per tant e´s me´s fa`cil que s’arribin a utilitzar els fluxes
inofensius.
– Afegint un nou para`metre a l’algorisme de generacio´ de signatures. Nome´s
es podra` utilitzar un bloc de contingut com a signatura si aquest bloc
pertany a un mı´nim de p fluxes sospitosos. Aix´ı mai es podra`n seleccionar
blocs poc prevalents com a signatura.
5.5 Algorisme d’empremtes de Rabin
L’objectiu de l’algorisme d’empremtes de Rabin e´s trobar una empremta que iden-
tifiqui una cadena de cara`cters. Per fer-ho utilitza polinomis irreductibles.
Molts algorismes utilitzen un nombre primer p, escollit de forma aleato`ria, per
trobar una empremta d’una cadena de cara`cters. Concretament, l’empremta con-
sisteix en el residu de la divisio´ entre la cadena de cara`cters, interpretada com un
enter, i p. Aquest me`tode requereix operar sobre enters de k bits, on k = dlog2 pe,
els bits necessaris per representar p.
L’algorisme de Rabin proposa utilitzar un polinomi irreductible p(t) ∈ Z2[t] de
grau k, escollit de forma aleato`ria, en comptes del nombre primer p, per dos motius.
La tria aleato`ria d’un polinomi irreductible e´s molt senzilla, i la implementacio´ de la
operacio´ de residu mod p(t) tan sols requereix operacions de desplac¸ament de bits i
XOR5 sobre vectors de mida k, dues operacions computacionalment eficients.
Una altra caracter´ıstica, molt important per l’u´s d’aquest algorisme en el mo`dul de
generacio´ de signatures, e´s que la operacio´ mod p(t) es pot realitzar sobre polinomis
de qualsevol grau g(t) ∈ Z2[t] de forma incremental. E´s a dir, es pot anar calculant
5eXclusive OR: operacio´ booleana de o exclusiva
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a mesura que es llegeixen els coeficients de g(t). Aquest procediment esta` explicat
detalladament a [27].
Per aplicar aquest algorisme a cadenes de cara`cters, com es necessita fer a l’algoris-
me de generacio´ de signatures, es considera cada bit de la cadena un coeficient del po-
linomi g(t). Farem servir els mateixos valors per k i p(t) que el projecte Autograph.
El polinomi irreductible utilitzat a Autograph, interpretant els seus coeficients com
a bits, i mostrat en format hexadecimal, e´s p(t) = 0xBFE6B8A5BF378D83
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Cap´ıtol 6
Desenvolupament del mo`dul
Autograph per CoMo
6.1 Requisits
L’objectiu principal d’aquest PFC e´s el desenvolupament d’un mo`dul per al sistema
CoMo que compleixi la mateixa funcio´ que el sistema Autograph. Els requisits
principals que cal assolir so´n:
• La implementacio´ del mo`dul ha de ser totalment nova, sense reutilitzar codi del
projecte Autograph. La llice`ncia GPL1 sota la qual es distribueix Autograph
no permet la reutilitzacio´ del seu codi al projecte CoMo, distribu¨ıt sota la
llice`ncia BSD2.
• El mo`dul ha de donar com a sortida les signatures que hagi generat a partir
del tra`fic de la xarxa. El format d’aquestes signatures ha de ser compatible
amb algun sistema de deteccio´ d’instrusions comercial. Autograph publica les
signatures en el format del IDS3 Bro [28]. En aquest cas, s’ha escollit el sistema
Snort [7], degut a que existeix un mo`dul CoMo que realitza la seva mateixa
funcionalitat.
1General Public License
2Berkeley Software Distribution
3Intrusion Detection System
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• L’eficie`ncia del mo`dul ha de ser raonable, permetent utilitzar-lo sense perju-
dicar el rendiment de la resta del sistema CoMo, i en enllac¸os de velocitat
raonablement alta.
6.2 Disseny
Des d’un principi, es va veure que no seria possible implementar tota la funcionalitat
de Autograph en un sol mo`dul de CoMo. L’arquitectura dels mo`duls del CoMo, ba-
sada en me`todes callbacks que es criden des dels processos nucli, no permet realitzar
totes les funcionalitats de Autograph sobre els paquets capturats.
Per aquest motiu, s’ha dividit la funcionalitat a implementar en tres parts clara-
ment diferenciades. Cada una d’aquestes parts s’ha implementat en un mo`dul de
CoMo diferent.
1. Mo`dul de deteccio´ de tra`fic sospito´s: aquest mo`dul implementa la primera fase
del sistema de contencio´ de worms Autograph, e´s a dir, la deteccio´ de worms
al tra`fic de la xarxa.
2. Mo`dul de reassemblatge del tra`fic en fluxes TCP: aquest mo`dul realitza la fun-
cio´ de reassemblar tots els paquets sospitosos, capturats per l’anterior mo`dul,
en els fluxes TCP corresponents.
3. Mo`dul de generacio´ de signatures: a partir dels fluxes TCP sospitosos, el tercer
mo`dul genera signatures per identificar aquest tra`fic en el futur.
6.3 Mo`dul de deteccio´ de tra`fic sospito´s
6.3.1 Disseny
L’objectiu del primer mo`dul e´s reduir la quantitat de dades que seran analitzades
a la generacio´ de signatures. Per fer-ho, implementa la mateixa heur´ıstica que el
filtre del sistema Autograph, per intentar seleccionar tan sols el tra`fic corresponent
a accions malicioses.
Com s’ha explicat a la seccio´ 5.3, el sistema Autograph detecta la prese`ncia de
worms mitjanc¸ant la deteccio´ d’adreces IP que escanegen ports i serveis d’equips
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Figura 6.1: Comparacio´ entre una connexio´ TCP establerta i una fallida
connectats a la xarxa. Monitoritza tots els intents d’establir connexions TCP a la
xarxa, comprovant si les connexions s’estableixen o si fallen, ja que un escanejador
realitzara` moltes connexions fallides. Quan una adrec¸a IP fa intents de connexio´
fallits a un nombre determinat d’adreces IP dest´ı, es marca com a IP sospitosa, i tot
el tra`fic que s’origina des d’aquesta IP s’emmagatzema per ser analitzat posterior-
ment. Passat un cert temps, les direccions IP sospitoses deixen de ser considerades
com a tal.
El primer mo`dul realitza aquesta mateixa funcionalitat. Inicialment, descarta tots
els paquets que no siguin d’establiment de connexio´. Tan sols guarda informacio´
d’estat sobre els intents d’establiment de connexio´ que observa. A la figura 6.1, es
descriuen els dos possibles resultats d’aquests intents.
El primer cas correspon a una connexio´ establerta correctament. El mo`dul com-
prova que es donen els tres passos necessaris per establir una connexio´ TCP de forma
correcta.
1. El mo`dul observa un paquet amb el flag SYN activat. Guarda informacio´ sobre
l’adrec¸a IP que ha enviat aquest paquet, i l’hora.
2. Seguidament, observa la resposta. L’adrec¸a dest´ı del primer paquet respon
amb un paquet que te´ els flags SYN i ACK activats, acceptant aix´ı la connexio´.
3. Finalment, l’adrec¸a inicial respon amb un paquet que te´ el flag ACK activat,
confirmant l’establiment de la connexio´.
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Quan el mo`dul observa que la connexio´ s’estableix correctament, descarta la in-
formacio´ d’estat que guardava sobre aquesta connexio´, ja que s’ha establert amb
e`xit.
El segon cas correspon a un intent de connexio´ que no s’arriba a establir. El
mo`dul observa el primer paquet d’establiment de connexio´, pero` no detecta cap
paquet SYN/ACK com a resposta. Aixo` pot passar per dos motius:
1. L’adrec¸a dest´ı del paquet SYN no existeix.
2. L’adrec¸a dest´ı existeix, pero` no accepta connexions en el port on s’esta` inten-
tant establir la connexio´.
Si es donen moltes connexions fallides, per qualsevol dels dos motius anteriors, hi ha
la possibilitat que l’adrec¸a IP que les origina sigui maliciosa. Pot ser que l’adrec¸a
IP esta` provant d’iniciar connexions, en un cert port, a adreces aleatories, amb
l’objectiu de saber si s’hi esta` executant un servei determinat. En molts casos, les
adreces no existiran, o be´ no estaran executant el servei, i l’adrec¸a maliciosa estara`
generant connexions fallides.
El mo`dul mante´ informacio´ sobre les adreces IP origen que han fet alguna connexio´
fallida. Per cada una d’aquestes adreces, guarda una llista amb les adreces dest´ı als
quals han intentat conectar sense e`xit. En el moment que el nombre d’adreces dest´ı
supera un cert valor, aquesta adrec¸a origen es considera sospitosa, i tot el tra`fic que
origina s’emmagatzema com a tra`fic sospito´s. Aquesta adrec¸a sospitosa deixara` de
ser-ho quan passi un temps determinat sense iniciar connexions fallides.
A la figura 6.2 es pot veure un diagrama d’estats que resumeix aquest funciona-
ment. Els estats pels quals pot passar una adrec¸a IP so´n:
• Estat no sospito´s: Inicialment, totes les adreces IP es troben en aquest
estat. L’adrec¸a IP no es considera sospitosa, per tant no s’emmagatzema el
seu tra`fic.
• Estat SYN enviat : Aquest estat correspon a l’adrec¸a IP que ha iniciat una
connexio´ TCP, i encara no ha rebut resposta. Si rep la resposta correcta (un
paquet SYN/ACK), torna a l’estat inicial.
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Figura 6.2: Estats de les adreces IP segons el mo`dul de deteccio´
• Estat connexio´ fallida : Si no es rep una resposta a l’inici de connexio´,
l’adrec¸a origen passa a aquest estat. El mo`dul comprova si ja s’havia fet
un intent de connexio´ a aquesta adrec¸a dest´ı en el mateix port. Si no e´s aix´ı,
s’incrementa el valor del comptador de connexions fallides. En funcio´ del valor
d’aquest comptador, l’adrec¸a IP origen tornara` a l’estat inicial, o passara` a ser
considerat sospito´s.
• Estat sospito´s: Si el valor del comptador anterior supera un cert l´ımit,
l’adrec¸a es considera sospitosa, i passa a aquest estat. Tot el tra`fic originat
a adreces sospitoses s’emmagatzema a disc, per ser analitzat pels posteriors
mo`duls. Si una adrec¸a IP en aquest estat no realitza cap me´s connexio´ fallida
durant un cert temps, passara` a l’estat inicial de nou.
• Estat sospito´s i SYN enviat : Aquest estat correspon a l’adrec¸a IP que
ja es considera sospitosa, i que ha iniciat una connexio´. Si la connexio´ falla,
passara` a l’estat connexio´ fallida, i seguidament tornara` a l’estat sospito´s, ja
que seguira` superant el llindar.
6.3.2 Estructures de dades
Les estructures de dades del primer mo`dul es fan servir per emmagatzemar infor-
macio´ sobre:
• Configuracio´ del mo`dul.
Alguns para`metres que intervenen en l’algorisme del primer mo`dul so´n confi-
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Figura 6.3: Configuracio´ del primer mo`dul
gurables per l’usuari. Aquests para`metres es carreguen a l’iniciar el mo`dul, i
s’emmagatzemen a l’estructura de dades CONFIGDESC dels mo`duls del sis-
tema CoMo. A la figura 6.3 es descriu aquesta estructura de dades, que conte´
els segu¨ents elements:
– s thresh: indica el nombre de connexions fallides a partir de les quals una
determinada adrec¸a IP es considera sospitosa.
– t thresh: indica el temps ma`xim que es mante´ el tra`fic sospito´s emmagat-
zemat. Tot el tra`fic sospito´s que ja s’ha emmagatzemant durant aquest
interval de temps es descarta, encara que l’adrec¸a IP que l’hagi originat
segueixi sent considerada com a tal.
– syn timeout: indica el temps ma`xim que el mo`dul espera la resposta al
paquet SYN. Despre´s d’aquest temps, es considera que ja no sera` respost,
per tant, que s’ha produ¨ıt un intent fallit de connexio´ TCP.
– ip timeout: indica el temps durant el qual es considera una adrec¸a IP
sospitosa. Quan passa aquest interval de temps sense que l’adrec¸a faci
cap connexio´ fallida, ja no es considerara` sospitosa.
– suspicious ip list: e´s un punter a la llista d’adreces sospitoses. Les di-
ferents funcions callback del mo`dul utilitzen aquest punter per accedir a
aquesta informacio´. Com es pot veure a la figura 6.3, e´s un punter a una
taula de hash. Cada entrada d’aquesta taula e´s una estructura de dades
que es descriu detalladament me´s endavant.
• Paquets capturats a la xarxa.
Tots els paquets capturats pel proce´s nucli capture s’emmagatzemen a memo`ria,
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Figura 6.4: Taula de capture del primer mo`dul
per ser analitzats a les funcions callback del proce´s nucli export. Aquest ana`lisi
no es fa a les callbacks del proce´s capture perque` la informacio´ de la seva taula
de tuples no e´s persistent. Despre´s de cada processament de tuples de capture
per part de export, aquestes tuples s’eliminen de la taula.
Com es pot veure a la figura 6.4, la informacio´ emmagatzemada consta tan
sols d’un espai de memo`ria on hi ha el paquet capturat, i una variable que
indica la mida del paquet a memo`ria.
• Adreces IP que han realitzat intents fallits de connexio´.
La informacio´ sobre cada adrec¸a IP que ha realitzat alguna connexio´ falli-
da es guarda a la taula de hash suspicious ip list apuntada per l’estructura
CONFIGDESC. Els elements d’aquesta taula, descrits a continuacio´, s’emma-
gatzemen a la memo`ria privada del mo`dul, que es reserva dina`micament cada
vegada que s’hi afegeix un nou element, i no a la taula de tuples del proce´s
nucli export. El motiu e´s que e´s necessari que totes les funcions callback d’a-
quest proce´s nucli tinguin acce´s a la taula completa, per comprovar si una
certa IP e´s sospitosa o no, i aixo` no e´s possible amb la taula de export, ja que
les callbacks nome´s tenen acce´s a una de les seves tuples a cada crida.
Tot i que aquesta taula esta` apuntada des de l’estructura de dades CON-
FIGDESC, a la qual tenen acce´s totes les funcions callback, els seus elements
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no so´n accessibles des de les callbacks del proce´s nucli capture. El motiu e´s
la decisio´ anterior d’emmagatzemar-los en memo`ria reservada dina`micament,
que al ser reservada pel proce´s export, el proce´s capture no hi pot accedir. La
memo`ria dina`mica reservada pel proce´s capture e´s accesible des de export, ja
que es reserva a l’espai de memo`ria compartida del mo`dul. Pero` a l’inreve´s no
e´s possible, ja que export no reserva a l’espai de memo`ria compartida.
Cada entrada de la taula e´s una estructura de dades, suspicious ip, descrita
a la figura 6.3, que consta de la segu¨ent informacio´:
– ip: l’adrec¸a IP que ha originat les connexions fallides.
– num: el nombre total de conjunts d’adrec¸a i port dest´ı u´nics als quals
l’adrec¸a IP ha fet connexions fallides. E´s necessari per saber si s’ha
superat el llindar a partir del qual es considera sospitosa aquesta IP.
– last : la data i l’hora de la u´ltima connexio´ fallida.
– ip list : e´s un punter a la llista de parelles d’adrec¸a IP i port dest´ı, a les
quals s’ha intentat connectar sense e`xit. Cada vegada que aquesta IP
faci una nova connexio´ fallida, es comprovara` si el conjunt d’adrec¸a dest´ı
i port dest´ı ja esta` a aquesta llista, per saber si cal incrementar el valor
de num.
• Estat dels establiments de connexions TCP observats.
Tra`fic originat a adreces IP sospitoses.
Aquesta informacio´ es mante´ a la taula de tuples del proce´s nucli export. En
aquest cas, e´s adient guardar aquesta informacio´ en aquesta taula ja que nome´s
cal accedir una tupla a cada crida de les funcions callback d’aques proce´s nucli.
S’utilitza la mateixa estructura de dades amb dues finalitats: registrar infor-
macio´ sobre les connexions que s’estan establint en cada moment, per compro-
var si s’estableixen amb e`xit o no, i emmagatzemar els paquets que provenen
d’adreces origen que es consideren sospitoses. No e´s cap problema utilitzar la
mateixa estructura de dades amb dos finalitats.
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Quan s’estigui utilitzant una entrada de la taula de tuples per registrar in-
formacio´ sobre una connexio´ que s’ha iniciat amb un paquet SYN, el mo`dul
indica al proce´s nucli export que la tupla no esta` plena. D’aquesta mane-
ra, s’hi podra` tornar a accedir en el futur, quan arribi el paquet SYN/ACK
corresponent.
En canvi, quan es vulgui utilitzar una tupla per emmagatzemar un paquet
sospito´s que no e´s d’establiment de connexio´, el mo`dul sempre indica que la
tupla esta` plena. Aixo` e´s correcte, ja que no es pot guardar informacio´ de
me´s d’un paquet en una mateixa tupla de la taula de export. Addicionalment,
aquest disseny permet seguir monitoritzant els establiments de connexio´ que
es produeixin des de una adrec¸a IP que ja esta` marcada com a sospitosa, i a la
vegada emmagatzemar aquests establiments de connexio´, donat que provenen
d’una adrec¸a sospitosa.
L’estructura de dades EFLOWDESC, que conte´ les dades que s’emmagat-
zemen a la taula de tuples del proce´s export, es descriu a la figura 6.5. En
cas d’utilitzar-se per guardar informacio´ de les connexions TCP te´ la segu¨ent
informacio´:
– ts : data i hora a la que s’ha rebut el paquet SYN.
– src ip: adrec¸a IP que ha originat l’establiment de connexio´.
– dst ip: adrec¸a dest´ı de la connexio´.
– src port : port origen de la connexio´.
– dst port : port dest´ı de la connexio´.
– tcp status : indica l’estat de l’establiment de connexio´. El seu valor pot
ser:
∗ NON SYN : indica que el paquet no correspon a una connexio´ TCP.
E´s el cas d’un paquet que prove´ d’una adrec¸a sospitosa.
∗ SYN SENT : indica que s’ha iniciat la connexio´ TCP, amb l’envia-
ment un paquet SYN, que encara no ha estat respost.
∗ SYN ACK SENT : indica que la connexio´ s’ha establert correcta-
ment.
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Figura 6.5: Taula de export del primer mo`dul
En cas d’utilitzar-se per emmagatzemar un paquet sospito´s, l’estructura de
dades te´ el segu¨ent camp per guardar el paquet sencer:
– buf : so´n les dades completes del paquet sospito´s.
En qualsevol dels dos casos, hi ha un camp que indica si el paquet contingut e´s
sospito´s o no. Aix´ı podem emmagatzemar tots els paquets sospitosos, inclosos
els paquets d’establiment de connexio´, sense deixar de monitoritzar totes les
connexions.
– pkt status : indica si el paquet contingut a la tupla prove´ d’una adrec¸a
sospitosa o no. El seu valor pot ser:
∗ SUSPICIOUS : indica que es guarda informacio´ d’un paquet sospito´s,
per tant caldra` emmagatzemar-lo a disc.
∗ NON SUSPICIOUS : indica que el paquet contingut no e´s sospito´s.
6.3.3 Fluxe d’execucio´
A continuacio´ s’explica detalladament el fluxe d’execucio´ del mo`dul, segons el pro-
cessament que fa cada proce´s nucli, i me´s concretament cada una de les funcions
callback. Per entendre millor les crides a les funcions callback, el fluxe d’execucio´
general de qualsevol mo`dul de CoMo es descriu al diagrama de sequ¨e`ncia de la figura
6.6
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Inicialitzacio´:
A l’executar CoMo s’inicialitzen tots els mo`duls que s’han de carregar. Cada mo`dul
indica com s’ha d’inicialitzar mitjanc¸ant la funcio´ callback init.
• init: inicialitza l’estat del mo`dul. Estableix el descriptor dels paquets desit-
jats, per rebre tan sols paquets que utilitzen el protocol TCP. Si l’usuari aporta
un fitxer de configuracio´, inicialitza els para`metres configurables segons aquest
fitxer. En cas contrari, utilitza els valors per defecte. Finalment, indica al sis-
tema CoMo quin ha de ser l’interval de captura, e´s a dir, l’interval en que` el
proce´s capture envia els paquets capturats al proce´s export
Proce´s Capture:
Al proce´s capture, el mo`dul emmagatzema tots els paquets que es capturin, per
poder-los analitzar posteriorment al proce´s export. Per cada paquet, primer es com-
prova si cal acceptar o no aquest paquet, mitjanc¸ant la funcio´ check.
• check: l’usuari pot configurar si cal descartar paquets que no s’han capturat
completament, sino´ que s’han truncat. La funcio´ check comprova que la mida
real de les dades capturades correspon a la mida indicada a la capc¸alera del
paquet. Si les dues mides no so´n equivalents, es descarta el paquet.
Addicionalment, l’usuari pot decidir monitoritzar tan sols els fluxes d’entrada
a la xarxa, i no els de sortida. En aquest cas, e´s tambe´ la funcio´ check l’en-
carregada de comprovar que el paquet pertany a un fluxe TCP d’entrada a la
xarxa.
A continuacio´, el proce´s capture actualitza la seva taula de tuples amb la informacio´
del paquet. Per fer-ho, busca la tupla de la taula de capture que li correspon a aquest
paquet, mitjanc¸ant la funcio´ hash. En aquest cas, aquesta funcio´ no e´s imprescindi-
ble, ja que tots els paquets es guarden en tuples diferents, no cal actualitzar mai me´s
d’una vegada una mateixa tupla. La funcio´ hash esta` implementada perque` e´s la
mateixa funcio´ que s’utilitza per accedir a la taula de tuples de export, on s´ı caldra`
afegir informacio´ a les tuples en alguns casos. Per emmagatzemar la informacio´ del
paquet a la tupla de la taula de capture, s’utilitza la funcio´ update.
• hash: la funcio´ de hash es basa en les adreces i els ports de la connexio´.
D’aquesta manera, els paquets del mateix fluxe TCP quedaran agrupats a la
mateixa entrada de la taula.
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Figura 6.6: Diagrama de sequ¨e`ncia dels mo`duls de CoMo
• update: copia tota la informacio´ del paquet a la tupla de capture que li
correspon. Les tuples sempre estan plenes, ja que nome´s es pot guardar un
paquet a cada tupla, aix´ı que cada crida de la funcio´ update es fara` amb un
paquet capturat i una nova tupla.
Quan hi ha tuples disponibles a la seva taula, el proce´s capture les envia al proce´s
export perque` les processi. Una vegada enviades, s’eliminen de la taula.
Proce´s Export:
Al proce´s export, el mo`dul rep conjunts de tuples del proce´s capture i les processa
per realitzar la seva funcio´ de deteccio´ d’escanejadors. En primer lloc, actualitza la
informacio´ de la seva taula de tuples, amb les tuples rebudes de capture. El proce´s
export busca quina entrada de la taula correspon a la tupla de capture, mitjanc¸ant
la funcio´ hash descrita anteriorment. En aquest cas s´ı que cal agrupar els paquets
segons el fluxe al qual pertanyen, per poder monitoritzar els intents de connexio´
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TCP. Per resoldre possibles conflictes a la taula de tuples, el proce´s export executa
la callback ematch del mo`dul.
• ematch: compara una entrada de la taula de tuples de capture, amb una de
la taula de export, per determinar si corresponen. Poden donar-se dos casos:
– Si la tupla de export conte´ un paquet SYN sense respondre, i la tupla
de capture conte´ un paquet SYN/ACK, la funcio´ ematch comprovara` si
l’adrec¸a i port origen de capture coincideixen amb l’adrec¸a i port dest´ı
de export, i viceversa. Si e´s aix´ı, la tupla de capture conte´ el paquet
SYN/ACK esperat, i la connexio´ s’ha establert amb e`xit.
– En la resta de casos, la funcio´ ematch retorna sempre fals, ja que no
cal mantenir cap relacio´ entre els paquets que no so´n d’establiment de
connexio´ TCP.
Quan s’ha trobat la tupla de export corresponent, s’actualitza la seva informacio´,
mitjanc¸ant la funcio´ callback export.
• export: actualitza la informacio´ de la taula de tuples del proce´s export amb
la informacio´ de la tupla de la taula capture, que correspon a un paquet sencer
capturat.
– Primer es comprova si l’adrec¸a IP origen del paquet e´s una adrec¸a sospi-
tosa. Si e´s aix´ı, la callback export guarda el paquet sencer a la tupla, i
indica que la tupla conte´ un paquet sospito´s. Posteriorment, aquesta tu-
pla sera` emmagatzemada a disc. A continuacio´, es consideren les segu¨ents
opcions.
– En el cas que el paquet que arriba e´s un paquet d’inici de connexio´, e´s a
dir, un paquet SYN, es guarda a la tupla de export la informacio´ sobre les
adreces i els port origen i dest´ı, i l’hora en que` ha arribat aquest paquet.
S’indica que la tupla conte´ informacio´ sobre un intent de conexio´, quedant
a l’espera de rebre el corresponent paquet SYN/ACK, o de que expiri el
temps ma`xim d’espera.
– Si el paquet que arriba e´s un SYN/ACK, i la tupla de export conte´ la
informacio´ del paquet SYN corresponent, es considera que la connexio´ ha
tingut e`xit, i es marca la tupla de export per ser descartada posteriorment.
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– En qualsevol altre cas, es marca la tupla de export per ser descartada
posteriorment, ja que el paquet que s’esta` observant e´s un paquet normal,
sense cap intere`s pel mo`dul de deteccio´ d’instrusions.
Perio`dicament, el proce´s export considera prendre alguna accio´ sobre les tuples em-
magatzemades a la seva taula. Primer, crida a la funcio´ compare, per si cal ordenar
els paquets abans, i despre´s executa la funcio´ action, que decideix que` cal fer amb
cada tupla.
• compare: aquesta callback ordena els paquets continguts a la taula de export,
en funcio´ del seu temps de captura. D’aquesta manera, els paquets seran
processats per la callback action en l’ordre en que` han estat capturats.
• action: la callback action actua sobre les tuples de la taula de export, en
funcio´ del seu contingut.
– En primer lloc, si la tupla no esta` marcada ni com a sospitosa, ni com a
inici de connexio´, es descarta, ja que e´s un paquet provinent d’una adrec¸a
no sospitosa.
– Si la tupla conte´ un paquet sospito´s, s’emmagatzema a disc el paquet
contingut a aquesta tupla. Si, addicionalment, la tupla conte´ un inici
de connexio´ TCP, (paquet SYN), deixa de marcar-se com a sospito´s, per
evitar que es torni a emmagatzemar en el futur, i es deixa a la taula de
export, a l’espera de comprovar si la connexio´ s’estableix o falla. Si no
correspon a un inici de connexio´, la tupla s’elimina de la taula de export,
ja que no e´s necessari mantenir aquesta informacio´.
– A continuacio´, si esta` indicat que la tupla conte´ un paquet SYN d’inici
de connexio´, es comprova si ja ha passat el temps ma`xim d’espera de la
resposta SYN/ACK. Si ja ha expirat aquest temps, s’afegeix informacio´
d’aquesta connexio´ fallida a la taula d’adreces sospitoses, i s’elimina de
la taula de export la tupla, ja que no e´s necessari mantenir me´s aquesta
informacio´. Si encara no ha expirat el temps d’espera, es mante´ la tupla
a la taula, sense fer cap accio´ addicional.
– En el cas que la tupla conte´ informacio´ d’un paquet SYN ja contestat, es
descarta la tupla, ja que aquesta informacio´ ja no e´s u´til.
Per cada tupla que la callback action decideix que s’ha d’emmagatzemar a disc, el
proce´s export executa la funcio´ store.
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• store: aquesta funcio´ emmagatzema el paquet contingut a una tupla de la
taula de export. Copia les dades del paquet a l’espai de memo`ria reservat per
a la callback store, i indica la mida de les dades copiades. Posteriorment, el
proce´s export guardara` aquestes dades a disc.
Proce´s Query:
El proce´s query s’encarrega d’atendre les consultes dels usuaris de sistema CoMo.
Per retornar els resultats de la consulta sobre un mo`dul determinat, primer obte´ les
dades necessa`ries del mo`dul mitjanc¸ant la funcio´ callback load, i despre´s les mostra
a l’usuari gra`cies a la funcio´ print.
• load: indica al proce´s query com recuperar la informacio´ guardada a disc.
Retorna la marca de temps, la mida de les dades, i el format en que` es van
emmagatzemar, per poder ser interpretades abans de mostrar-les a l’usuari
que ha fet la consulta.
• print: proporciona diversos formats de sortida a l’usuari, en funcio´ d’un
para`metre de la consulta, que indica el format de les dades. Aquest mo`dul pot
retornar una trac¸a en format libpcap dels paquets considerats sospitosos, un
resum de les adreces IP sospitoses i el nombre de connexions fallides que ha
realitzat cada una d’elles, aix´ı com fitxers de sortida tipus log. Tambe´ hi ha
la possibilitat de donar com a sortida un fitxer en format gnuplot, per poder
generar gra`fiques sobre les adreces i els paquets sospitosos, o be´ utilitzar-lo des
de la interf´ıcie CoMo-Live!
6.4 Mo`dul de reassemblatge de fluxes TCP
6.4.1 Segmentacio´ TCP
Quan una aplicacio´ transmet dades per una xarxa, utilitzant el protocol TCP, aques-
tes dades es divideixen en parts me´s petites, anomenades segments. Com es pot veure
a la figura 6.7, cada segment consta d’una capc¸alera, que conte´ informacio´ sobre la
connexio´ TCP al qual pertany, i una part de les dades que es volen transmetre. Els
segments so´n reassemblats al dest´ı, i les dades obtingudes arriben a l’aplicacio´ que
havia establert la connexio´.
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Figura 6.7: Encapsulament de dades
Per controlar la transmissio´ d’aquests segments de dades, el protocol TCP assigna
a cada byte enviat un nu´mero de sequ¨e`ncia. La capc¸alera TCP conte´ el nu´mero de
sequ¨e`ncia del primer byte contingut en aquell segment. Cada cert temps, l’equip
destinatari de la transmissio´ confirma les dades rebudes fins aquell moment, mit-
janc¸ant un paquet ACK, on s’indica el nu´mero de sequ¨e`ncia de l’u´ltim byte rebut
correctament. D’aquesta manera, si l’equip transmissor no rep la confirmacio´ d’al-
gunes dades enviades, passat un cert temps pot reenviar-les. Aquests nu´meros de
sequ¨e`ncia serveixen tambe´ per reassemblar els segments en l’ordre correcte al dest´ı.
6.4.2 Disseny
L’objectiu del segon mo`dul e´s reassemblar els fluxes TCP sospitosos a partir dels
paquets individuals capturats pel primer mo`dul, seguint l’especificacio´ del protocol
TCP [29]. Aquest reassemblatge e´s necessari per al tercer mo`dul, ja que l’algorisme
de generacio´ de signatures necessita analitzar fluxes TCP reassemblats per funcio-
nar correctament. Al generar signatures en funcio´ dels continguts enviats per les
adreces IP sospitoses, cal que rebi com a entrada les dades enviades per cada adrec¸a
sospitosa, reassemblades tal i com eren abans de ser enviades.
Aquest segon mo`dul e´s totalment transparent pel que fa a l’entrada de dades. Si be´
el seu objectiu en aquest PFC e´s reassemblar els fluxes TCP considerats sospitosos
pel primer mo`dul, pot funcionar de forma independent, reassemblant tot el tra`fic
capturat per qualsevol capturador4 del sistema CoMo.
4de l’angle`s sniffer, agent que intercepta i emmagatzema una co`pia de tot el tra`fic que passa
per un punt de la xarxa
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Per dur a terme aquest reassemblatge, el mo`dul mante´ dos buffers per cada con-
nexio´ TCP. El primer buffer conte´ la part ja reassemblada, e´s a dir, els segments que
han arribat en l’ordre correcte. El segon buffer conte´ tots aquells segments que han
arribat fora d’ordre, i que encara no es poden reassemblar, ja que falten segments
de dades entremig.
El mo`dul guarda el nu´mero de sequ¨e`ncia que s’espera a continuacio´, calculat a
partir del nu´mero de sequ¨e`ncia de l’u´ltim segment correcte i la mida de les dades
que contenia. Quan arriba un nou segment TCP, es comprova si el seu nu´mero de
sequ¨e`ncia e´s el que s’espera, o e´s menor. En qualsevol dels dos casos, es poden afegir
dades al buffer de dades reassemblades, ja que correspon al segu¨ent segment, o a un
segment que conte´ dades solapades amb l’anterior segment.
Si el segment que arriba te´ un nu´mero de sequ¨e`ncia major de l’esperat, significa
que ha arribat abans que el segment anterior. En aquest cas, es guarda el segment al
segon buffer, que conte´ tots els segments que encara no es poden reassemblar. Cada
vegada que arriba un segment en l’ordre correcte, es verifica si el buffer de segments
no reassemblats conte´ el algun segment posterior. En cas afirmatiu, el segment es
retira d’aquest buffer, i es reassembla correctament.
Degut a restriccions de l’arquitectura del sistema CoMo, cal indicar, en temps de
compilacio´, la mida ma`xima de les dades que es volen emmagatzemar a disc. E´s
impossible saber quina e´s la mida total d’un fluxe TCP reassemblat. Per aquest
motiu, s’estableix una mida ma`xima de dades que es poden reassemblar. Quan es
supera aquest l´ımit, es guarda el que hi ha reassemblat fins al moment, i les dades
restants es reassemblen en una nova tupla de la taula de export.
Quan la connexio´ finalitza, mitjanc¸ant un paquet FIN, les dades reassemblades
correctament fins al moment s’emmagatzema a disc, per ser utilitzades posterior-
ment.
6.4.3 Estructures de dades
A continuacio´ es descriuen les estructures de dades utilitzades per realitzar l’anterior
funcionalitat.
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• Configuracio´ del mo`dul.
Hi ha dos para`metres configurables per l’usuari, que afecten l’algorisme de re-
assemblatge de connexions TCP. Aquests para`metres es guarden a l’estructura
de dades CONFIGDESC.
– flow timeout : quan una connexio´ TCP no te´ cap activitat durant aquest
per´ıode de temps, es considera que la connexio´ s’ha perdut, i s’expira la
connexio´. Les dades d’aquesta connexio´ reassemblades fins al moment
igualment s’emmagatzemen.
– wait fin: existeix un protocol de finalitzacio´ de connexions TCP, on cada
una de les dues parts que participen en la connexio´ finalitza la connexio´
independentment de l’altra. Quan e´s l’equip remot qui inicia la finalitza-
cio´ de la connexio´, es rep un paquet FIN. Aquest paquet es contesta amb
un ACK, per confirmar-lo, i amb un altre FIN, per finalitzar la connexio´
en l’altre sentit. Aquest FIN sera` confirmat per l’equip remot amb un
ACK.
En el moment que el mo`dul observa un paquet FIN, es considera que
el fluxe TCP ha finalitzat, i es fa alguna accio´ sobre les dades reassem-
blades. Per als casos en que` es doni una situacio´ com la descrita anterior-
ment, es fixa un temps d’espera de finalitzacio´ de la connexio´. D’aquesta
manera, s’evita que arribi un paquet ACK despre´s de finalitzar una con-
nexio´, ja que aquest paquet s’interpretaria com pertanyent a una nova
connexio´ TCP. Aquest temps d’espera ve donat pel valor del para`metre
configurable wait fin.
• Paquets capturats.
Els paquets capturats a capture s’emmagatzemen a la taula de tuples d’aquest
proce´s nucli. Posteriorment, aquests paquets es reassemblaran a les funcions
callback del proce´s export. Aquest reassemblatge no es fa a la taula de tuples
de capture degut a que aquestes tuples no so´n persistents, i en aquest cas cal
mantenir la informacio´ entre diferents crides a les funcions.
Com queda reflectit a la figura 6.8, cada entrada de la taula de tuples de
capture consta de u´nicament d’un espai de memo`ria que conte´ el paquet, i una
variable que indica la mida del paquet emmagatzemat.
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Figura 6.8: Taula de capture del segon mo`dul
• Reassemblatge de fluxes.
La informacio´ referent al reassemblatge de cada fluxe TCP que s’ha capturat
es guarda a la taula de tuples de export. Tot i que a cada crida de les funcions
callback del proce´s export nome´s es te´ acce´s a una sola tupla, e´s suficient, ja
que cada tupla conte´ tota la informacio´ referent a una connexio´ TCP. Concre-
tament, com es pot observar a la figura 6.9, cada tupla disposa de la segu¨ent
informacio´:
– ts: data i hora de l’u´ltim segment capturat pertanyent a aquesta connexio´
TCP.
– src ip: adrec¸a IP que ha iniciat aquesta connexio´ TCP.
– dst ip: adrec¸a IP dest´ı.
– src port: port origen de la connexio´.
– dst port: port dest´ı de la connexio´.
– next seq: nu´mero de sequ¨e`ncia esperat.
– base seq: nu´mero de sequ¨e`ncia inicial de la connexio´.
– htable: taula de tuples que conte´ tots els segments TCP que arriben fora
d’ordre, indexats pel nu´mero de sequ¨e`ncia.
– buffer len: mida total de les dades continguts als segments que han arri-
bat fora d’ordre.
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– data: e´s un punter a les dades ja reassemblades correctament. Cada
segment reassemblat es guarda en una estructura de dades descrita a
continuacio´.
– len: mida de les dades reassemblades.
– como hdr: capc¸alera del sistema CoMo que descriu el primer paquet cap-
turat. E´s necessari per poder crear una capc¸alera CoMo per les dades
reassemblades com son fossin un gran paquet capturat.
– full flow: indica si la tupla de la taula de export esta` plena, e´s a dir, si ja
ha arribat a la mida ma`xima que el mo`dul e´s capac¸ de reassemblar.
– status: indica l’estat actual del fluxe TCP. En funcio´ d’aquesta variable,
es realitza una accio´ determinada sobre el fluxe TCP a la callback action.
Pot prendre els segu¨ents valors:
∗ IN PROCESS: encara s’estan reassemblant segments d’aquest fluxe
TCP.
∗ COMPLETE: el fluxe ha finalitzat, amb tots els segments ja reas-
semblats.
∗ COMPLETE BUFFER: el fluxe ha finalitzat, pero` hi ha segments al
buffer que cal intentar reassemblar.
• Segments reassemblats.
Tota la informacio´ referent a cada segment reassemblat correctament es guarda
en aquesta estructura, que forma una llista doblement enllac¸ada circular de
segments. D’aquesta manera es pot insertar un nou segment al final de la
llista en temps constant, i tenir alhora acce´s al primer element per reco´rrer les
dades. Per reconstuir les dades contingudes al fluxe TCP, e´s suficient reco´rrer
la llista sencera, extreient les dades de cada estructura. Aquesta llista es pot
observar a la figura 6.9. L’estructura de dades continguda a cada element de la
llista, descrita tambe´ a la figura 6.9, conte´ la segu¨ent informacio´ del segment:
– data: les dades contingudes al segment.
– len: mida de les dades.
– seq : nu´mero de sequ¨e`ncia del segment.
– fin: valor del flag FIN.
– rst : valor del flag RST.
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Figura 6.9: Taula de export del segon mo`dul
– next : punter a l’estructura de dades que conte´ el segu¨ent segment.
– prev : punter a l’estructura de dades que conte´ l’anterior segment.
6.4.4 Fluxe d’execucio´
A continuacio´ es descriu el fluxe d’execucio´ d’aquest segon mo`dul.
Inicialitzacio´:
De la mateixa manera que el mo`dul anterior, CoMo inicialitza el mo`dul mitjanc¸ant
la funcio´ callback init.
• init: inicialitza els para`metres configurables per l’usuari, i estableix el des-
criptor de paquets per acceptar tan sols els paquets que utilitzen el protocol
TCP.
Proce´s Capture:
La tasca que realitzen les funcions callback del proce´s capture e´s la mateixa que el
mo`dul anterior. Degut a que la taula de tuples de capture no e´s persistent entre
diferents crides a les callbacks, no podem realitzar el reassemblatge de fluxes TCP
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en aquest proce´s nucli. Aix´ı doncs, les seves callbacks nome´s actualitzen la taula de
tuples amb el paquet complet, per ser processat a les funcions de export. Aixo` es fa
mitjanc¸ant la funcio´ hash, per trobar la tupla que correspon al paquet capturat, i la
funcio´ update, que actualitza aquesta tupla amb la informacio´ del paquet.
Igual que al primer mo`dul de deteccio´ d’intrusions, la funcio´ hash no e´s imprescin-
dible al proce´s capture, ja que a cada paquet capturat s’emmagatzemara` a una tupla
diferent de la taula. Pero` s´ı cal implementar-la per fer-la servir al proce´s export, on
cal que tots els paquets del mateix fluxe TCP es guardin a la mateixa tupla de la
taula de export.
• hash: la funcio´ de hash es basa en les propietats del paquet que identifiquen
el fluxe TCP. E´s a dir, les adreces IP i els ports origen i dest´ı.
• update: copia la informacio´ del paquet capturat a la tupla de la taula de
capture.
Proce´s Export:
A les funcions callback del proce´s export e´s on el mo`dul realitza la seva funcio´ de
reassemblar fluxes TCP. A partir de les tuples de la taula de capture, actualitza la
informacio´ de la seva taula. Cada tupla conte´ informacio´ d’una connexio´ TCP. Per
tant, el primer pas e´s trobar a quina connexio´ pertany el paquet emmagatzemat a
cada tupla de capture. Aixo` es fa mitjanc¸ant les funcions hash, descrita anteriorment,
i ematch.
• ematch: compara una tupla de capture amb una de export, per determinar si
el paquet contingut a la primera tupla forma part del fluxe TCP contingut a
la segona. Sera` aix´ı si les adreces IP i ports origen i dest´ı del paquet equivalen
als del fluxe TCP. Encara que el paquet pertanyi al fluxe TCP, si la tupla de
export ha arribat a la mida ma`xima de dades reassemblades, ematch indicara`
que el paquet no pertany a aquesta tupla. D’aquesta manera s’aconsegueix
que els paquets restants es continuin reassemblant a una nova tupla.
A continuacio´ s’actualitza la informacio´ del fluxe TCP contingut a la tupla del proce´s
export, mitjanc¸ant la funcio´ callback del mateix nom.
• export: aquesta funcio´ callback rep una tupla de capture, i la utilitza per
actualitzar una tupla de export.
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– En el cas que la tupla de export sigui nova, s’inicialitzen les variables que
identifiquen el fluxe TCP que aquesta tupla contindra`, e´s a dir, les adreces
IP i ports origen i dest´ı. S’inicialitza el buffer que contindra` els segments
TCP que arribin fora d’ordre, i es guarden les capc¸aleres d’aquest primer
paquet. Aquestes capc¸aleres s’utilitzaran com a capc¸aleres de les dades
reassemblades, amb alguns camps modificats.
– A continuacio´, es verifica si el segment capturat e´s el SYN d’inicialitzacio´
del fluxe. Si e´s aix´ı, s’inicialitzen els valors del nu´mero de sequ¨e`ncia base,
i del nu´mero de sequ¨e`ncia esperat, segons el valor contingut al segment.
Despre´s, es comprova si hi ha segments que han arribat abans que el SYN
al buffer, i es reassemblen si e´s possible.
– En el cas que encara no s’hagi capturat el segment SYN del fluxe TCP,
i el paquet capturat no e´s SYN, s’emmagatzema el segment al buffer de
segments fora d’ordre, ja que no sabem encara el nu´mero de sequ¨e`ncia
base.
– En cas que el segment SYN ja ha arribat, poden donar-se els segu¨ents
casos:
∗ El nu´mero de sequ¨e`ncia del segment capturat equival al nu´mero es-
perat pel fluxe TCP. En aquest cas, es reassemblen les dades contin-
gudes al segment.
∗ El nu´mero de sequ¨e`ncia del segment e´s me´s gran que el nu´mero es-
perat. E´s un segment que ha arribat abans que segments anteriors,
aix´ı que es guarda al buffer, a l’espera que arribin els anteriors.
∗ El nu´mero de sequ¨e`ncia del segment e´s me´s petit que el nu´mero
esperat. E´s un segment que conte´ dades que s’han retransme`s per
algun motiu. En aquest cas, cal obtenir les dades noves del segment,
i reassemblar-les correctament.
– Quan arriba el paquet FIN de finalitzacio´ de la connexio´ TCP, es marca
la tupla de export com a finalitzada, i queda a l’espera prendre alguna
accio´.
– En qualsevol dels casos, s’actualitza la marca de temps de la tupla de
export, amb la qual es comprova que no hagi expirat el fluxe TCP.
Despre´s d’actualitzar-se les tuples de la taula de export, aquest proce´s nucli considera
prendre alguna accio´ sobre elles. Amb la funcio´ callback action es decideix que` cal
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fer en cada cas.
• action: aquesta callback realitza una accio´ per cada tupla de export, en
funcio´ de l’estat de la tupla.
– En el cas que el fluxe TCP hagi expirat, o hagi arribat a la mida ma`xima
de dades reassemblades, es marca la tupla per ser emmagatzemada a disc,
i despre´s descartada de la taula de export. Abans, es comprova si hi ha
segments TCP fora d’ordre al buffer, i es reassemblen en cas que sigui
possible.
– Si el fluxe TCP no ha expirat, ni ha arribat a la mida ma`xima, ni ha
estat finalitzat, no es pren cap accio´ sobre la tupla de export, i queda a
l’espera de rebre me´s segments.
– Si el fluxe TCP ha estat finalitzat de forma correcta, e´s a dir, havia arribat
el segment SYN, i els paquets han estat reassemblats correctament, es
marca la tupla per ser emmagatzemada a disc i descartada de la taula.
– Si, pel contrari, el fluxe TCP ha estat finalitzat de forma incorrecta, e´s a
dir, sense que hague´s arribat mai el segment SYN inicial, es reassembla
tot el contingut del buffer. Per fer-ho, s’obte´ el segment amb nu´mero de
sequ¨e`ncia menor, i s’utilitza aquest nu´mero com a nu´mero de sequ¨e`ncia
base. A partir d’aqu´ı els segments restants al bu´ffer es reassemblen.
Finalment, es marca la tupla per ser emmagatzemada a disc, i descartada
de la taula de export.
Finalment, el proce´s nucli export crida a la callback store per cada tupla que cal
emmagatzemar a disc.
• store: la funcio´ store emmagatzema el fluxe TCP reassemblat a disc, com
si fos un sol paquet de mida gran. Per fer-ho, utilitza les capc¸aleres que havia
guardat del primer paquet capturat, modificant els valors de mida total i marca
de temps, perque` indiquin els nous valors de mida total i de temps actual. A
continuacio´, afegeix les dades capturades de cada segment, en l’ordre correcte,
segons el reassemblatge efectuat.
Aquest conjunt de dades, juntament amb les capc¸aleres modificades per
correspondre a les dades, s’emmagatzemen al disc, i es retorna la mida total.
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Proce´s Query:
El proce´s query obte´ dades mitjanc¸ant la callback load, per poder donar resposta
a les consultes. Degut a la funcionalitat d’aquest mo`dul, no esta` tan orientat a
ser consultat per usuaris, sino´ a ser utilitzat per altres mo`duls que necessitin fluxes
TCP reassemblats. Per tant, la funcio´ print d’aquest mo`dul, que presenta les dades
consultades, e´s me´s limitada que en altres mo`duls.
• load: indica al proce´s query com recuperar les dades de disc. En aquest cas,
simplement retorna la mida de la capc¸alera CoMo i les diverses capc¸aleres del
paquet, i la longitud de les dades reassemblades.
• print: aquest mo`dul retorna simplement una trac¸a en format libpcap, on
cada paquet e´s un fluxe TCP sencer, ja reassemblat. Aquesta trac¸a podra` ser
utilitzada en altres aplicacions, o fins i tot en una altra insta`ncia de CoMo,
configurant la trac¸a com a entrada de dades, que e´s el que s’ha fet en aquest
PFC.
6.5 Mo`dul de generacio´ de signatures
6.5.1 Disseny
L’objectiu del tercer mo`dul e´s generar signatures a partir de tot el tra`fic d’entrada
que li arriba. Combinat amb els dos mo`duls anteriors, aquest tra`fic d’entrada sera` un
conjunt de fluxes TCP reassemblats, provinents d’adreces IP considerades sospitoses
degut a que realitzaven escanejos d’equips de la xarxa. Aix´ı doncs, amb el conjunt
dels tres mo`duls desenvolupats, es realitza la mateixa funcionalitat que el sistema
Autograph.
Degut a que aquest mo`dul esta` pensat per ser utilitzat sempre en conjunt amb els
altres dos, la seva entrada sera` sempre conjunts de fluxes TCP. Per aquest motiu,
en aquest document suposarem que l’entrada d’aquest mo`dul so´n fluxes TCP i no
paquets de tra`fic, a partir d’aquest moment.
El tercer mo`dul agrupa tots fluxes TCP d’entrada en funcio´ del port TCP al
qual estan destinats. Aquest agrupament es deu a que el sistema Autograph genera
signatures sobre conjunts de fluxes destinats al mateix port, ja que s’intenta generar
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signatures que identifiquin worms, que normalment es propaguen utilitzant un cert
port dest´ı.
Cada cert temps, configurable per l’usuari, es considera iniciar la generacio´ de
signatures. Es generaran signatures sobre els fluxes TCP de tots aquells ports que
acumulin me´s d’un cert nombre de fluxes sospitosos. Si per algun port dest´ı el
nombre de fluxes sospitosos no arriba al llindar configurat per l’usuari, no es fa
res sobre aquest conjunt de connexions TCP fins la segu¨ent vegada que es consideri
iniciar la generacio´ de signatures. Quan algun port dest´ı supera el llindar configurat,
aleshores s’inicia l’algorisme de generacio´ de signatures sobre els fluxes TCP amb
aquest port dest´ı.
Com s’ha comentat anteriorment, la idea darrera aquest algorisme e´s que, si el
tra`fic conte´ un worm propagant-se, s’hi podran trobar moltes insta`ncies del propi
worm dintre del contingut del tra`fic, ja que el worm necessita enviar el seu propi
cos als equips que vol infectar. L’algorisme intenta trobar aquelles parts comunes
entre el tra`fic sospito´s dirigit a un mateix port, que possiblement correspondran al
cos d’un worm.
Per trobar les parts comunes en els continguts dels fluxes TCP, l’algorisme de ge-
neracio´ de signatures divideix els fluxes en blocs, en funcio´ del contingut. Mitjanc¸ant
l’algorisme COPP, explicat a la seccio´ 5.4, es troben punts de talls als fluxes, que
determinen els blocs de contingut. Cada bloc de contingut s’inserta en una taula de
hash indexada pel contingut del bloc. Si el bloc ja existeix a la taula, significa que
e´s un bloc que esta` present en un fluxe TCP anteriorment dividit, i s’incrementa el
seu comptador de fluxes TCP als quals pertany. El nombre de fluxes TCP als quals
pertany un bloc de contingut e´s el que a la seccio´ 5.4 anomena`vem prevalenc¸a.
A mesura que es divideixen els fluxes, i s’actualitza la informacio´ de la taula de
hash, es mante´ una llista que conte´ els blocs de continguts me´s prevalents. Quan
s’han dividit tots els fluxes, els blocs de contingut me´s prevalents es publiquen
com a signatures, sempre i quan tinguin una prevalenc¸a mı´nima per poder ser una
signatura. Per cada un d’aquests blocs de contingut, s’eliminen tots els fluxes TCP
als quals pertanyien. Aleshores es repeteix el proce´s amb els fluxes restants, fins que
un percentatge determinat dels fluxes totals s’han utilitzat en alguna signatura, o
fins que les signatures que en surten no arriben a la prevalenc¸a mı´nima.
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Per fer me´s eficient el ca`lcul de les signatures, s’ha optat per no repetir cada
vegada tot el proce´s sobre els fluxes TCP restants, sino´ que es mante´ actualitzada
la informacio´ dels blocs de contingut a la taula de hash. Per aconseguir-ho, quan
s’escull un bloc de contingut com a signatura, es fan dues coses:
• Es recorren tots els fluxes als quals pertany el bloc de contingut, i s’eliminen
del conjunt de fluxes TCP sospitosos.
• Per cada un dels fluxes anteriors, es recorren els seus blocs de contingut, i es
decrementa en un el seu comptador de fluxes als quals pertanyen. Si aquest
comptador arriba a zero, el bloc de contingut es pot eliminar de la taula.
Per poder realitzar aquestes accions, cal mantenir llistes de punters en dues direcci-
ons: cada fluxe te´ una llista de punters als blocs de contingut que conte´, i a la vegada
cada bloc de contingut conte´ una llista de punters als fluxes als quals pertany. E´s
me´s eficient mantenir aquesta informacio´ extra que tornar a realitzar cada vegada
la divisio´ dels fluxes, i la generacio´ de la taula de hash amb els blocs de contingut.
D’aquesta manera, despre´s de trobar un conjunt de signatures, nome´s cal tornar
a trobar els blocs de contingut de ma`xima prevalenc¸a cada vegada, i no tornar a
partir els fluxes, que e´s molt costo´s computacionalment.
Abans d’acceptar un bloc de contingut com a signatura, es verifica que no estigui
a la blacklist. Aquesta llista conte´ patrons que es repeteixen habitualment a flu-
xes TCP que no so´n maliciosos. Qualsevol bloc de contingut que sigui subconjunt
d’algun element d’aquesta llista no podra` ser mai escollit com a signatura.
Finalment, els blocs de contingut que es proposen com a signatura s’inserten en
una llista que conte´ les signatures que encara no s’han emmagatzemat a disc.
6.5.2 Estructures de dades
Les estructures de dades utilitzades al mo`dul de generacio´ de signatures s’expliquen
a continuacio´.
• Configuracio´ del mo`dul:
En l’algorisme de generacio´ de signatures intervenen molts para`metres confi-
gurables per l’usuari. Aquests para`metres poden tenir un efecte important en
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Figura 6.10: Configuracio´ del tercer mo`dul
l’algorisme, en funcio´ del seu valor el resultat pot variar molt. Es guarden a
l’estructura de dades CONFIGDESC, descrita a la figura 6.10, juntament amb
altres variables necessa`ries pel funcionament de l’algorisme. Els para`metres
so´n els segu¨ents.
– gen ivl: interval de temps per considerar la generacio´ de signatures.
– gen thresh: nombre mı´nim de fluxes que hi ha d’haver per un cert port
dest´ı, per poder iniciar la generacio´ de signatures en aquest port.
– min prevalence: indica la prevalenc¸a mı´nima que ha de tenir un bloc de
contingut per poder ser escollit com a signatura. Un valor baix d’aquest
para`metre provocara` algunes signatures poc espec´ıfiques, ja que els blocs
de contingut escollit com a signatures, a l’apare`ixer a pocs fluxes, segu-
rament no corresponen a worms sino´ a comunicacions normals. Un valor
alt d’aquest para`metre donara` lloc a un nombre molt baix de signatures,
pero` que seran me´s espec´ıfiques.
– flow timeout: indica el temps que pot estar un fluxe TCP en el conjunt
de fluxes sospitosos. Si aquest para`metre te´ un valor molt alt, es facilita
que s’acumulin molts fluxes sospitosos, que potser poden no tenir relacio´
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a l’estar molt separats en el temps. Si el valor e´s massa baix, pot passar
que no s’arribi mai al nombre mı´nim de signatures per iniciar la generacio´
de signatures, ja que els fluxes expiraran abans d’arribar altres fluxes del
mateix port.
– percentatge: indica el percentatge de fluxes sospitosos que han d’estar
representats a les signatures que es generin.
– blacklist: indica la llista de patrons prohibits com a signatura. So´n pa-
trons que apareixen molt sovint a comunicacions normals, com per exem-
ple capc¸aleres de connexions HTTP que apareixen a totes les connexions
a pa`gines web. Aquest tipus de patrons es poden afegir manualment a
aquesta llista, ja que en cas contrari es generarien signatures que provo-
carien molts falsos positius, e´s a dir, que identificarien tra`fic normal com
a worm.
– avg cb size: e´s la mida mitja que tindran els blocs de contingut en que` es
divideixen els fluxes sospitosos. Aquest para`metre e´s important, ja que
determina la mida de les signatures que finalment seran generades. En
general, les signatures me´s curtes sempre son menys espec´ıfiques, ja que
poden correspondre amb me´s fluxes inofensius. Pel contrari, les signatures
me´s llargues so´n menys sensibles i menys resistents a worms que canvien
el seu cos a cada propagacio´, ja que e´s me´s dif´ıcil trobar una signatura
en un fluxe si aquesta e´s me´s llarga.
– max cb size: indica la mida ma`xima que pot tenir un bloc de contingut.
En el cas que l’algorisme COPP no trobe´s cap punt de tall en un fluxe,
aquest para`metre fa que es talli en algun punt.
– min cb size: e´s la mida mı´nima d’un bloc de contingut. En el cas que el
COPP trobe´s punts de tall massa junts, aquest para`metre evita que hi
hagi blocs de contingut massa curts, que podrien resultar en signatures
poc espec´ıfiques.
Addicionalment, hi ha altres variables necessa`ries pel funcionament de l’algo-
risme de generacio´ de signatures.
– last gen: indica la marca de temps de l’u´ltima generacio´ de signatura.
Serveix per controlar que es torni a considerar la generacio´ de signatures
despre´s de gen ivl temps.
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Figura 6.11: Taula de capture del tercer mo`dul
– total flows: indica la quantitat total de fluxes sospitosos que hi ha a cada
moment.
– signatures: e´s la llista de signatures que s’han generat, i que encara
no s’han emmagatzemat a disc. Quan es guarden les signatures a disc,
s’eliminen d’aquesta llista.
– stored: variable booleana que indica si hi ha signatures pendents de ser
guardades a disc. En funcio´ del valor d’aquesta variable es cridara` o no a
la funcio´ encarregada de guardar les signatures a disc. Cada vegada que
l’algorisme de generacio´ de signatures troba una nova signatura, s’indica
que cal guardar signatures mitjanc¸ant aquesta variable.
• Fluxes TCP capturats.
Els paquets capturats a capture, que normalment seran fluxes reassemblats pel
mo`dul anterior, s’emmagatzemen a la taula de capture. Posteriorment, aquests
fluxes s’agruparan segons el port dest´ı, a la taula de export. Com als mo`duls
anteriors, aquest agrupament no es pot fer a la taula de tuples de capture
degut a que aquestes tuples no so´n persistents.
Com es pot veure a la figura 6.11, cada estructura FLOWDESC de la taula
de tuples de capture consta de u´nicament d’un espai de memo`ria que conte´ el
fluxe TCP sencer, i una variable que indica la mida d’aquestes dades.
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• Fluxes TCP agrupats per port dest´ı.
Els fluxes es mantenen agrupats segons el seu port dest´ı a la taula de tuples de
export. Cada tupla fa refere`ncia a tot un conjunt de fluxes TCP amb el mateix
port dest´ı. La figura 6.12 descriu aquesta estructura de dades, que disposa de
la segu¨ent informacio´.
– ts: marca de temps de l’u´ltim fluxe TCP que s’ha capturat en aquest
conjunt de fluxes.
– dst port: port dest´ı dels fluxes continguts en la tupla.
– num: quantitat de fluxes sospitosos que hi ha a la tupla. Servira` per
comprovar si es supera el llindar de fluxes mı´nims per generar signatures.
– flowlist: llista doblement enllac¸ada de fluxes TCP, que conte´ els fluxes
que hi ha en aquest conjunt. So´n els fluxes sobre els quals es generaran
signatures en el moment que s’apliqui l’algorisme. Cada element d’a-
questa llista e´s una estructura de dades que conte´ un fluxe TCP. Aquesta
estructura es descriu a continuacio´.
– htable: taula de hash que contindra` els blocs de contingut mentre s’es-
tiguin generant signatures. A l’acabar l’execucio´ de l’algorisme, aquesta
taula es destrueix, e´s a dir, cada vegada que es generen signatures sobre
els fluxes d’aquesta tupla, es comenc¸a amb la taula buida.
– max: llista de blocs de contingut de prevalenc¸a ma`xima. Aquesta llista
nome´s conte´ elements durant l’execucio´ de l’algorisme de generacio´ de
signatures. Quan acaba la fase de divisio´ dels fluxes en blocs de contingut,
els blocs que estiguin en aquesta llista so´n els de prevalenc¸a ma`xima i,
per tant, seran possibles signatures.
• Fluxes TCP.
Cada element del grup de fluxes TCP amb el mateix port dest´ı, descrit a la
figura 6.12, conte´ la segu¨ent informacio´.
– prev: e´s un punter al fluxe TCP anterior de la llista.
– next: e´s un punter al fluxe TCP segu¨ent de la llista.
– content blocks: llista de blocs de contingut que pertanyen a aquest fluxe.
– num blocks: nombre de blocs de contingut en que` s’ha dividit aquest
fluxe.
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Figura 6.12: Taula de export del tercer mo`dul
– ts: marca de temps del fluxe TCP. Serveix per controlar la seva expiracio´.
– flow content: so´n les dades contingudes al fluxe TCP.
– flow content len: mida de les dades.
• Blocs de contingut.
Durant l’execucio´ de l’algorisme de generacio´ de signatures, els blocs de con-
tingut que resulten de la divisio´ dels fluxes TCP en blocs es guarden en una
taula de tuples. Cada element de la taula, una estructura de dades que es
descriu a la figura 6.13, conte´ els segu¨ents elements.
– content: dades contingudes en aquest bloc.
– content len: longitud d’aquestes dades.
– md5digest: MD55 de les dades. Aquesta variable s’utilitza per a indexar
els blocs de contingut a la taula de hash de blocs de contingut.
– flows: llista de punters als fluxes als quals pertany aquest bloc de contin-
gut. E´s necessari mantenir aquesta llista per poder aplicar l’algorisme de
generacio´ de signatures va`ries vegades, sense repetir la particio´ de fluxes
TCP.
– num flows: nombre de fluxes TCP als quals pertany aquest bloc de con-
tingut.
– orig num flows: degut a que es varia el comptador anterior, mentre es van
eliminant blocs de contingut i fluxes a l’algorisme descrit anteriorment,
5Message Digest 5 Algorithm
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Figura 6.13: Taula de export del tercer mo`dul mentre s’estan generant signatures
cal mantenir quin era el nombre de fluxes original, ja que indica la seva
prevalenc¸a inicial. Encara que el nombre de fluxes als quals pertany un
bloc hagi disminu¨ıt, a causa de l’eliminacio´ d’algun fluxe present en una
signatura, la prevalenc¸a inicial del bloc e´s la que s’ha de fer servir per
determinar si podria ser la segu¨ent signatura.
– max next: quan un bloc de contingut pertany a la llista de blocs de
prevalenc¸a ma`xima, aquesta variable e´s un punter el segu¨ent element de
la llista.
• Signatures.
Com hem dit abans, a l’estructura CONFIGDESC existeix un punter a la llista
de totes les signatures que s’han generat i que encara no s’han emmagatzemat
a disc. Cada element d’aquesta llista, descrita a la figura 6.10, descriu una
signatura, i conte´ la segu¨ent informacio´.
– dst port: port dest´ı dels fluxes TCP que han originat aquesta signatura.
En cas que la signatura correspongui a un worm, determinara` quin servei
aprofitava el worm per propagar-se.
– pattern: patro´ de bytes de que` consta la signatura. Sera` el patro´ que es
buscara` al tra`fic de la xarxa per saber si s’hi esta` propagant un worm.
– len: mida del patro´ anterior.
– prevalence: prevalenc¸a que tenia el bloc de contingut que ha donat lloc
a aquesta signatura.
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6.5.3 Fluxe d’execucio´
El fluxe d’execucio´ del tercer mo`dul s’explica detalladament a continuacio´.
Inicialitzacio´:
La callback init inicialitza el mo`dul.
• init: assigna valors als para`metres configurables per l’usuari. En cas que
l’usuari no aporti un fitxer de configuracio´, s’utilitzen valors per defecte.
Proce´s Capture:
Seguint els mateixos criteris que els dos anteriors mo`duls, al proce´s nucli capture tan
sols es guarda la informacio´ capturada, en aquest cas fluxes TCP reassemblats, a la
taula de tuples. L’objectiu final, que e´s agrupar els fluxes segons el port dest´ı, no es
pot realitzar en aquesta taula pel problema comentat anteriorment, que les tuples
d’aquesta taula no so´n persistents entre diferents crides a les funcions callback.
Abans d’emmagatzemar la informacio´ capturada a la taula de tuples, es crida la
funcio´ check, per comprovar si el mo`dul accepta el paquet. A continuacio´, mitjanc¸ant
les funcions hash i update, s’emmagatzema la informacio´ a la taula de tuples.
• check: en alguns casos e´s possible que alguns fluxes TCP reassemblats no
continguin dades. Per exemple, quan s’estan transferint dades d’un equip a
un altre, l’equip receptor anira` contestant amb paquets ACK, per confirmar la
recepcio´ de les dades que va rebent. Aquest fluxe TCP, consistent tan sols en
paquets ACK, tambe´ es reassemblara`, pero` no contindra` dades enviades. La
callback check detecta aquest tipus de fluxes sense dades, i els descarta. Per
fer-ho, compara la mida total de dades capturades amb la mida del conjunt
de les capc¸aleres. Si so´n equivalents, significa que el fluxe no conte´ dades, i es
descarta.
• hash: la funcio´ hash en aquesta ocasio´ tampoc e´s necessa`ria, pels mateixos
motius que els dos mo`duls anteriors. La seva implementacio´ e´s necessa`ria per
accedir a la taula del proce´s export, on s’agruparan els fluxes en funcio´ del seu
port dest´ı. Per tant, la funcio´ de hash es basara` precisament en el port dest´ı
del fluxe capturat.
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• update: aquesta funcio´ copia el fluxe TCP capturat a una regio´ de memo`ria
compartida, que despre´s sera` accedida pel proce´s export.
Proce´s Export:
Mitjanc¸ant les funcions callback del proce´s export, el mo`dul agrupa els fluxes TCP
continguts a la taula de tuples de capture segons el port dest´ı, i perio`dicament
intenta generar signatures sobre aquests fluxes.
El fluxe d’execucio´ e´s el mateix que els anteriors mo`duls. Per poder actualitzar la
taula de tuples de export, on es guarden els grups de fluxes TCP d’igual port dest´ı,
abans cal trobar a quina tupla de export correspon cada tupla de capture. Aixo` es
fa mitjanc¸ant la funcio´ hash, que com hem dit abans troba la tupla que correspon
segons el port dest´ı, i la funcio´ ematch, que resol conflictes a la taula, i determina
si cal una nova entrada de la taula de tuples.
• ematch: donades una tupla de capture i una de export, la funcio´ ematch
determina si corresponen. Sera` aix´ı si el port dest´ı del fluxe contingut a la
tupla de capture equival al port dest´ı del conjunt de fluxes continguts a export.
Quan ja s’ha trobat la tupla de export corresponent al fluxe TCP que s’ha capturat,
s’actualitza aquesta tupla, mitjanc¸ant una crida ala funcio´ callback export.
• export: cada tupla del proce´s export conte´ una llista de fluxes TCP, que tenen
en comu´ el port dest´ı. La funcio´ export actualitza una d’aquestes tuples amb
una tupla de capture, que conte´ un fluxe TCP dirigit a aquest mateix port.
Si la tupla de export que s’ha d’actualitza e´s nova, significara` que e´s el primer
fluxe sospito´s dirigit a un cert port dest´ı. Per tant, aquesta funcio´ inicialitzara`
les variables de la nova tupla. El nombre de fluxes continguts sera` zero, el
port dest´ı sera` assignat amb el port dest´ı del fluxe TCP, i la llista de fluxes
capturats s’inicialitzara` buida.
A continuacio´, independentment de si la tupla e´s nova o no, s’afegeix el fluxe
TCP capturat a la llista, i s’incrementa el comptador de fluxes.
Com s’ha explicat abans, cada cert temps, configurat per l’usuari, cal verificar si
per algun port dest´ı hi ha suficients fluxes acumulats com per iniciar la generacio´ de
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signatures. Aquesta funcionalitat s’implementa a la funcio´ callback action. Aquesta
funcio´, abans d’executar-se sobre cada tupla de export, fa una execucio´ sense cap
tupla com a para`metre. Aquesta primera crida permet al mo`dul decidir si en aquest
moment vol executar action sobre les tuples o no.
En el cas que s´ı s’executi la funcio´ action sobre les tuples, per cada una d’elles
es decideix si cal generar signatures o no. En cas afirmatiu, s’inicia l’execucio´ de
l’algorisme de generacio´ de signatures. A continuacio´ s’expliquen detalladament els
diferents casos possibles a la callbackaction.
• action: Si e´s la primera crida a action, sense cap tupla com a para`metre, es
comprova si cal tornar a iniciar la generacio´ de signatures o no. Recordem
que aixo` ve determinat pel para`metre gen ivl, que indica l’interval de temps
que ha de passar entre cada execucio´ d’aquest algorisme, i la variable last gen,
que e´s la marca de temps de l’ultima execucio´. Si el temps actual, donat
per la marca de temps de la informacio´ capturada, e´s menor que la suma
de l’ultima generacio´ de signatures i l’interval configurat, cal tornar a iniciar
aquest algorisme.
Aixo` significa que es cridara` la funcio´ action per cada tupla que hi ha a la
taula de export. Per cada tupla, el primer que es fa e´s descartar tots els fluxes
que hagin expirat. Per fer-ho, es compara el temps actual amb la suma de la
marca de temps del fluxe i el l´ımit de temps que pot estar un fluxe al conjunt
de fluxes sospitosos. Si el temps actual e´s major, s’elimina el fluxe de la llista,
i es decrementa el comptador de fluxes.
A continuacio´ es comprova si la tupla supera el llindar de fluxes sospitosos,
configurat per l’usuari. Si no e´s aix´ı, no es pren cap accio´ sobre aquesta tupla,
i es passa a la segu¨ent.
Si es supera el llindar, significa que cal iniciar l’algorisme de generacio´ de
signatures sobre tots els fluxes continguts en aquesta tupla. Aquest algorisme
s’ha explicat a la seccio´ 6.5.1.
Si s’ha executat l’algorisme de generacio´ de signatures, i realment s’han
generat signatures, aleshores es marca la tupla per ser emmagatzemada a disc.
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Si s’ha marcat alguna tupla per ser guardada, es crida a la funcio´ store.
• store: la finalitat d’aquesta funcio´ callback sera` emmagatzemar totes les sig-
natures generades a disc. Aquesta finalitat te´ una particularitat que fa que
aquesta funcio´ store sigui diferent de les anteriors. En els anteriors casos,
s’emmagatzemaven a disc paquets sospitosos, o fluxes TCP sospitosos, pero`
sempre un per cada crida a store. Pero` en aquest cas, el nombre d’objectes
que s’emmagatzemaran a cada crida de store e´s variable.
Aquest fet implica una dificultat addicional a l’hora de recuperar les dades
del disc a la funcio´ load, ja que cal saber que` hi ha emmagatzemat. Per soluci-
onar aquest problema, abans d’emmagatzemar les signatures a disc, es guarda
una variable entera que indica quantes signatures van a continuacio´. Tambe´
cal emmagatzemar la marca de temps de les signatures. Despre´s d’aquestes
dues variables, totes les signatures es guarden a disc. Finalment, s’indica la
mida total de les dades.
Proce´s Query:
Com s’ha explicat als dos mo`duls anteriors, el proce´s query ate´n les consultes del
usuaris, mitjanc¸ant les funcions callback load i print. Aquest mo`dul, al ser l’u´ltim del
conjunt de tres mo`duls que realitza la funcionalitat de generacio´ de signatures, do´na
una sortida me´s orientada a ser consultada pels usuaris. Els dos mo`duls anteriors,
en canvi, no era tant important que la sortida fos llegible per l’usuari ja que havia
de servir com a entrada pel segu¨ent mo`dul.
• load: indica al proce´s nucli query com ha d’accedir a les dades emmagat-
zemades, que en aquest cas so´n les signatures generades. Com s’ha explicat
a la funcio´ store, per poder recuperar les signatures cal saber quantes s’han
emmagatzemat. Per tant, el primer que fa load e´s recuperar la variable que
s’ha guardat a l’inici de les dades. Una vegada sa`piga quantes signatures hi
ha, procedira` a recuperar-les d’una en una, indicant al final la mida total que
suposen les dades emmagatzemades.
• print: proporciona les signatures generades a l’usuari. Aquestes signatures
poden tenir diversos formats de sortida, en funcio´ de la utilitat que se’ls do-
nara`. El mo`dul pot retornar una llista de patrons de bytes, ja sigui en format
de text (quan sigui possible) o en format hexadecimal. Tambe´ pot retornar
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signatures en format de l’IDS Snort, per ser utilitzades en aquest sistema. Fi-
nalment, hi ha la possibilitat d’oferir dades estad´ıstiques en format gnuplot,
per generar gra`fiques sobre la quantitat de signatures en el temps, o la quan-
titat de signatures agrupats per ports dest´ı. Aquesta sortida gnuplot es podra`
visualitzar des de l’interf´ıcie web CoMo-Live!
Les signatures es generen en el format del IDS Snort. E´s possible especificar una
gran varietat de regles, amb diversos objectius [30]. Les signatures generades pels
mo`duls desenvolupats tindran la segu¨ent forma:
alert protocol ip_origen port_origen -> ip_desti port_desti
(content:"patro_text |patro_hexadecimal|";)
Com es pot veure, la regla de Snort permet especificar l’adrec¸a i port origen, i
l’adrec¸a i port dest´ı del paquet. Tambe´ permet especificar el patro´ de bytes, tant en
texte pla com en hexadecimal, si e´s un patro´ binari, i quina accio´ cal dur a terme
quan es troba aquest patro´. S’ha optat per generar regles de tipus alert, e´s a dir,
que es produeixi una alerta a l’usuari quan es trobi el patro´ al tra`fic. E´s possible
triar altres accions, desde ignorar el tra`fic fins a bloquejar-lo.
Les signatures generades pels mo`duls desenvolupats tan sols especificaran el port
dest´ı, i el patro´ a cercar. Aix´ı que sempre seran de tipus:
alert tcp any any -> any port_desti
(content:"part de contingut en text|5644ACB1 34225FF1|";)
Aquesta regla alertaria quan es trobe´s tra`fic TCP de qualsevol adrec¸a IP i port
origen, dirigit a qualsevol adrec¸a dest´ı, en un port concret port desti, i que aparegue´s
al contingut el patro´ especificat. Part del patro´ e´s texte, i part binari, pero` aixo`
depe`n de cada cas.
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Proves i estudi de rendiment
Una vegada s’han desenvolupat els tres mo`duls de generacio´ de signatures, es realit-
zen una se`rie de proves per avaluar-los. Cal comprovar que els mo`duls son capac¸os
de generar signatures va`lides, i que el seu funcionament e´s correcte.
Les proves es van fer en dos entorns diferents. La primera prova es va fer en un
entorn tancat, amb tra`fic control·lat, on hi havia un worm conegut en propagacio´.
La segona prova es va fer en un entorn no control·lat, amb tra`fic acade`mic i molts
usuaris.
7.1 Prova en entorn control·lat
7.1.1 Objectiu i entorn
L’objectiu d’aquesta prova e´s demostrar que els mo`duls poden detectar la propagacio´
d’un worm, i generar signatures que l’identifiquin. Per fer-ho, es propaga un worm,
en un entorn tancat, i es captura una trac¸a del tra`fic que genera la seva propagacio´.
Posteriorment, s’analitza aquesta trac¸a amb el sistema CoMo i els tres mo`duls de
generacio´ de signatures.
Descripcio´ de l’entorn
Per realitzar aquesta prova, es van utilitzar cinc ma`quines connectades entre elles.
Una de les cinc ma`quines capturava tot el tra`fic produ¨ıt, mentre que les altres
quatre eren infectades pel worm W32/Sasser-B [15]. Per augmentar el nombre de
infeccions del worm, una vegada hi havia tres dels quatre equips infectats, un d’ells
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Figura 7.1: Prova 1: Descripcio´ de l’entorn
es reinstalava, i se li assignava una nova adrec¸a IP1. En total, es van arribar a tenir
(de forma no simulta`nia) vuit ma`quines, e´s a dir, en total van haver set infeccions.
Per poder capturar tot el tra`fic que es genere´s entre les diferents ma`quines, ca-
da un dels equips es va configurar a una subxarxa diferent. La porta d’enllac¸ de
cada subxarxa era l’equip que capturava el tra`fic. D’aquesta manera, per accedir
a qualsevol altre equip de la xarxa, calia passar per un mateix punt, que e´s on es
capturava el tra`fic.
A la figura 7.1 es pot veure una descripcio´ de l’entorn, amb els vuit equips con-
nectats, me´s l’equip que capturava el tra`fic produ¨ıt. Aquests equips es descriuen a
continuacio´:
• Equip 0 (capturador de tra`fic): Barebone Asus amb processador Intel Pentium
IV, sistema operatiu Linux Debian 4.0. i programari tcpdump 3.9.5 per a la
captura del tra`fic.
Per poder ser la porta d’enllac¸ de les vuit subxarxes, s’ha habilitat la fun-
cionalitat de ip forwarding al kernel del sistema operatiu Linux, per poder
redireccionar tra`fic IP. S’ha utilitzat una interf´ıcie de xarxa virtual per a cada
subxarxa, ja que nome´s es disposava d’una interf´ıcie f´ısica. A efectes pra`ctics
de la captura de tra`fic, aquest fet no te´ cap importa`ncia, no altera de cap ma-
1Internet Protocol
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nera el tra`fic capturat. Les comandes necessa`ries per a aquesta configuracio´,
a banda de les opcions del kernel necessa`ries, so´n:
$> echo "1" > /proc/sys/net/ipv4/ip_forward
$> ifconfig eth0:0 192.168.1.200 netmask 255.255.0.0
$> ifconfig eth0:1 192.168.2.200 netmask 255.255.0.0
...
$> ifconfig eth0:7 192.168.8.200 netmask 255.255.0.0
• Equips 1-8 (infectats pel worm): Tots els equips per on es va propagar el worm
so´n ordinadors personals senzills, amb processadors Pentium III o Pentium IV,
i sistema operatiu Windows XP Home Edition. En un d’ells es va executar el
worm Sasser.
Funcionament del worm Sasser
El 13 d’abril de 2004, Microsoft va alertar d’un error en el seu programari que
afectava a varies versions del seu sistema operatiu Windows. Degut a aquest error,
aquests sistemes operatius eren vulnerables a possibles intrusions. Per aquest motiu,
Microsoft va posar a disposicio´ dels usuaris d’aquests sistemes un pedac¸ que arreglava
aquest error.
Tot i aixo`, dues setmanes me´s tard, el 30 d’abril, va apare`ixer un worm que, apro-
fitant aquesta vulnerabilitat, es propagava a trave´s de la xarxa d’Internet, gra`cies a
que` aquest sistema operatiu e´s utilitzat per la gran majoria d’usuaris a tot el mo´n.
En total, s’estima que va infectar me´s d’un milio´ d’equips.
Quan el worm W32/Sasser-B s’executa en un equip, primer l’infecta, creant en-
trades al registre del sistema per executar-se cada vegada que s’inicia l’equip, i a
continuacio´ intenta propagar-se. Aquesta propagacio´ es fa de la segu¨ent manera:
1. Inicia una versio´ molt redu¨ıda d’un servidor FTP, que escolta en el port 9996.
2. Escaneja adreces IP, en busca de possibles equips vulnerables. L’escaneig de
ports es fa de la segu¨ent manera:
• Un 50% de les vegades, escaneja una adrec¸a IP totalment aleato`ria.
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• Un 25% de les vegades, escaneja una adrec¸a IP amb el primer octet
equivalent al de la xarxa no es troba l’equip.
• Un 25% de les vegades, escaneja una adrec¸a IP amb els primers dos octets
equivalents als de la xarxa no es troba l’equip.
Aquest proce´s d’escaneig de ports e´s molt agressiu. A la figura 7.2 es pot veure
el registre de la captura del tra`fic generat per un equip infectat, durant 12ms.
En aquest temps tan redu¨ıt l’equip infectat escaneja 30 adreces aleato`ries.
3. Si troba un equip vulnerable, s’hi introdueix, gra`cies a la vulnerabilitat, i hi
inicia un inte`rpret de comandes que escolta en el port 9996. El worm connecta
a aquest port, i hi executa les segu¨ents comandes:
echo off &
echo open [adrec¸a IP de l’equip origen] 9996 >> cmd.ftp &
echo anonymous>>cmd.ftp &
echo user &
echo bin>>cmd.ftp &
echo get [nombre aleatori]_up.exe>>cmd.ftp &
echo bye>>cmd.ftp &
echo on &
ftp -s:cmd.ftp &
[nombre aleatori anterior]_up.exe &
echo off &
del cmd.ftp &
echo on
Amb aquestes comandes, l’equip infectat descarrega una copia del codi del
worm des del servidor FTP iniciat anteriorment, i l’executa. D’aquesta mane-
ra, l’equip queda infectat, i el worm continua propagant-se.
Per poder realitzar aquesta prova, s’ha obtingut una co`pia de la variant B del worm
Sasser de la pa`gina web Hacking Library [31], on, entre altres coses, es poden
descarregar executables d’alguns worms famosos.
7.1.2 Procediments
Una vegada estaven preparades les quatre ma`quines fis´ıques, me´s l’equip capturador
de tra`fic, i tot estava connectat i configurat correctament, es va iniciar la captura
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Figura 7.2: Tra`fic generat per un equip infectat amb el worm Sasser
del tra`fic en el node central. A continuacio´, es va executar el worm en una de les
ma`quines. A partir d’aquest moment, nome´s quedava esperar a que` el worm infecte´s
els altres equips connectats. Perio`dicament, es comprovava si algun dels tres equips
vulnerables s’havia infectat.
Quan tres de les quatre ma`quines estaven infectades, es restaurava el sistema
operatiu en una d’elles, i es tornava a connectar a la xarxa amb una nova adrec¸a IP,
com si fos un nou equip.
Finalment, quan ja s’havien donat suficients propagacions del worm Sasser com
per poder realitzar l’ana`lisi, es va aturar la captura.
El segu¨ent pas va ser executar el sistema CoMo sobre la trac¸a capturada, amb
els mo`duls de generacio´ de signatures. En aquesta prova, la configuracio´ dels tres
mo`duls es va fer a mida per la trac¸a capturada, sabent el que contenia la trac¸a i el que
es volia calcular. Aixo` en condicions normals, analitzant tra`fic normal d’una xarxa,
no seria necessari. El fet de disposar d’un nombre redu¨ıt d’equips va provocar haver
de fer l’ana`lisi pensant en les caracter´ıstiques del tra`fic capturat. Els para`metres
de configuracio´ dels mo`duls que es van configurar de manera especial s’expliquen a
continuacio´:
• Mo`dul de deteccio´ d’intrusions:
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– s tresh: el nombre de connexions fallides per considerar una IP sospitosa
es va fixar a 10. Tenint en compte l’agressivitat amb que` el worm Sasser
escaneja la xarxa, un valor major per aquest para`metre hague´s tingut
el mateix efecte. El resultat e´s que un equip infectat es marca com a
sospito´s pocs mil·lisegons despre´s d’executar-s’hi el worm.
• Mo`dul de generacio´ de signatures:
– gen interval : l’interval per generar signatures es va configurar amb el
total de temps que va durar la captura. El motiu e´s que calia acumular
totes les propagacions, i despre´s fer una u´nica generacio´ de signatures
sobre tot el tra`fic. Del contrari, es podria haver donat el cas que es
descarte´ssin fluxes degut a una generacio´ de signatures anterior, i per
tant no es detecte´s el worm.
– gen threshold : el nombre de fluxes necessaris per iniciar la generacio´ de
signatures es va fixar a 7, en comptes del valor 10 per defecte. Tenint en
compte que es van produir 7 propagacions del worm, un valor de 10 no
hague´s iniciat la generacio´ de signatures per al port que interessava.
7.1.3 Resultats
En total, la duracio´ de la captura va ser d’aproximadament 24 hores, temps en que` el
worm es va propagar set vegades. Es van processar 2.614.597 paquets de tra`fic. Cal
tenir en compte que la prova es va fer en un entorn tancat, on tan sols hi havia tra`fic
corresponent al worm en propagacio´. Per tant, pra`cticament tot el tra`fic correspon
a intents de connexio´ fallits, generats pel worm mentre escanejava ports i adreces
IP.
A la figura 7.3 es pot veure l’evolucio´ de les infeccions al llarg de la prova. Aques-
ta evolucio´ no segueix cap patro´ regular, degut al nombre relativament baix de
ma`quines vulnerables connectades a la xarxa (tan sols quatre de forma simulta`nia),
i a l’aleatorietat de l’escaneig de ports del worm Sasser.
L’ana`lisi de la trac¸a amb el sistema CoMo i els mo`duls de generacio´ de signatures
es va fer en 18 minuts i 30 segons. D’aquest ana`lisi en van resultar 615 signatures.
El motiu d’aquest alt nombre de signatures so´n els para`metres que determinen la
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Figura 7.3: Prova 1: Evolucio´ del nombre total d’infeccions
particio´ dels fluxes TCP2. La mida de les signatures esta` acotada entre 32 i 1024
bytes, amb una mida mitja de 64 bytes. Per tant, si un fluxe molt llarg es repeteix
va`ries vegades a la captura, es generaran una gran quantitat de signatures a partir
d’aquest fluxe.
En la trac¸a capturada per a aquesta prova es do´na aquest cas de forma molt clara.
El worm envia el seu codi cada vegada que infecta una nova ma`quina, mitjanc¸ant
una connexio´ que te´ com a port dest´ı el 9996. Aquest codi te´ una longitud de 15.872
bytes. El fluxe amb que` el worm envia el seu codi hauria d’apare`ixer al tra`fic de
la xarxa cada vegada que aquest worm es propague´s, set vegades en total. Amb el
sistema configurat per obtenir signatures de mida mitja 64 bytes, aquest fluxe es
partiria en aproximadament 248 blocs. Cada un d’aquests blocs apareixeria a set
fluxes, i per tant tots els blocs s’escollirien com a signatura per a aquest port dest´ı.
Com es pot veure a la figura 7.4, han resultat 311 signatures per al port dest´ı
9996. Un resultat que s’acosta als 248 blocs que s’havien pronosticat. El motiu de
la difere`ncia e´s que els blocs resultants de la particio´ tenen majorita`riament una
mida menor a la mitja desitjada, per tant resulten me´s blocs de la particio´ del fluxe,
i com a consequ¨e`ncia, me´s signatures.
Addicionalment, en aquesta figura es pot veure com les signatures corresponen
als dos ports que utilitza el worm per propagar-se: el 9996, i el 445. El port 9996
l’utilitza per enviar el seu codi, i el port 445 l’utilitza per introduir-se inicialment a
l’equip dest´ı.
2Transmission Control Protocol
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Figura 7.4: Prova 1: Distribucio´ de les signatures generades per port dest´ı
A grans trets, resulten dos tipus de signatures de l’ana`lisi:
• Signatures corresponents a la propagacio´ del worm: algunes de les signatures
clarament corresponen al cos del worm. So´n totes aquelles signatures que
corresponen al port dest´ı 9996. Aquest port e´s l’utilitzat pel worm per enviar
el seu codi. Un exemple de signatura correponent al cos del worm e´s:
a331...0.av.lvCe.n...ex...ech,m.ff&..sv%..5..4>.>cmd.ftp...
anonym.9s.......bgg..ge
Entre els cara`cters binaris, es poden entreveure alguns cara`cters que correspo-
nen a les comandes contingudes a l’executable del worm, que sera`n executades
pels equips infectats. En format Snort, la signatura seria:
alert tcp any any -> any 9996 (content:"|61333331 ffffffdb
ffffff8e 1730ffff ffc46176 ffffff98 6c764365 ffffffcb 6e0bffff
ffa02e65 78ffffff 96ffffff edffffff 82656368 2c6d1766 662608ff
ffff9a73 7625181b 35ffffff b000343e 003e636d 642e6674 70ffffff
bc1a0361 6e6f6e79 6d183973 ffffffbf 17ffffff a8ffffff efffffff
c809ffff ff8c6267 671bffff fff86765|";)
• Signatures corresponents a connexions normals: el worm utilitza protocols
esta`ndars per propagar-se. Tot i que en aquest cas aquestes connexions cor-
responen a accions malicioses, no hi ha manera de diferenciar-les de connexions
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normals utilitzant aquest protocol. Aquests tipus de signatures generades so´n
exemples d’elements que cal afegir a la blacklist del mo`dul de generacio´ de
signatures. Per exemple, un patro´ de bytes que apareix a les connexions e´s el
segu¨ent:
.....y¨SMBr.....SE`........................PC NETWORK PROGRAM 1.0..
LANMAN1.0..Windows for Workgroups 3.1a..LM1.2X002..LANMAN2.1..NT
LM 0.12.
En format Snort, aquesta signatura seria:
alert any any -> any 445 (content:"|000000ff ffff85ff ffffff53
4d427200 00000018 53ffffff c8000000 00000000 00000000 000000ff
ffffffff fffffe00 00000000 62000250 43204e45 54574f52 4b205052
4f475241 4d20312e 3000024c 414e4d41 4e312e30 00025769 6e646f77
7320666f 7220576f 726b6772 6f757073 20332e31 6100024c 4d312e32
58303032 00024c41 4e4d414e 322e3100 024e5420 4c4d2030 2e313200|";)
7.1.4 Conclusions
Aquesta prova demostra que els mo`duls so´n capac¸os de detectar la prese`ncia d’un
worm, i de generar signatures per identificar-lo. Pero` a la vegada tambe´ mostra que
aquest proce´s no e´s perfecte.
• Han aparegut una gran quantitat de signatures, que posteriorment s’han hagut
d’analitzar de forma manual, per saber quines signatures corresponen a un
worm. El nombre de signatures es pot reduir augmentant la mida desitjada per
a les signatures. Pero` d’aquesta manera les signatures seran me´s vulnerables
a petits canvis en el codi del worm mentre es propaga.
• Algunes signatures que han aparegut corresponien a tra`fic normal. Aquestes
signatures provocarien falsos positius si es fessin servir per a detectar tra`fic de
worms. Aquest problema es pot solucionar afegint parts comunes de connexi-
ons habituals a la blacklist.
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Figura 7.5: Prova 2: Descripcio´ de l’entorn de captura. Font [34]
7.2 Prova en entorn no control·lat
7.2.1 Objectiu i entorn
L’objectiu d’aquesta prova e´s executar els mo`duls de generacio´ de signatures sobre
tra`fic no control·lat. Concretament, s’ha analitzat una trac¸a capturada a l’Anella
Cient´ıfica [32].
L’Anella Cient´ıfica e´s una xarxa de comunicacions d’alta velocitat creada l’any
1993 per la Fundacio´ Catalana per a la Recerca i la Innovacio´ i gestionada pel
CESCA [33] que connecta universitats i centres d’investigacio´ a Catalunya. L’enllac¸
que comunica aquesta xarxa amb la resta d’Internet e´s monitoritzat continuament
per un sistema de monitoratge passiu anomenat SMARTxAC [34]. La trac¸a es va
capturar amb aquest sistema de monitoratge, descrit a la figura 7.5.
La trac¸a es va capturar el dia 11 d’Abril de 2006. En total es van capturar 49,4
milions de paquets de tra`fic, durant 30 minuts de captura. Les dades capturades
ocupen 30,87Gb d’espai en disc, per tant la velocitat mitja de transfere`ncia de dades
era de 133,04 Mbps.
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Aquesta trac¸a tan sols conte´ el tra`fic d’entrada a l’Anella Cient´ıfica, no conte´ el
de sortida. Aixo` va ser un problema per poder executar la prova, ja que el primer
mo`dul, de deteccio´ d’escanejadors, necessita observar els establiments de connexions
TCP per detectar escanejadors. Al no disposar del tra`fic de sortida, no es podia
comprovar si els paquets SYN eren contestats amb el SYN/ACK corresponent.
La solucio´ va ser ampliar lleugerament la heur´ıstica de deteccio´ d’escanejadors.
Addicionalment a la funcionalitat existent al sistema Autograph, es va incorporar
un nou me`tode de detectar connexions fallides, per als casos en que` nome´s es disposa
del tra`fic en un sentit. Ba`sicament, consisteix en observar el nu´mero de sequ¨e`ncia
del paquet SYN. El protocol TCP especifica que el segu¨ent paquet, si la connexio´
s’estableix amb e`xit, tindra` el mateix nu´mero de sequ¨e`ncia me´s 1. Aix´ı que, en
comptes d’esperar el paquet SYN/ACK, s’espera un paquet, en el mateix sentit,
amb aquest nu´mero de sequ¨e`ncia.
Addicionalment a l’ana`lisi del tra`fic per a la generacio´ de signatures, s’han extret
dades estad´ıstiques que es poden utilitzar per a fer una estimacio´ del rendiment dels
mo`duls, que s’expliquen detalladament.
L’ana`lisi s’ha realitzat sobre una ma`quina del departament de AC3 de la UPC4,
amb un processador Pentium IV a 3.00 Ghz i 1Gb de memo`ria RAM5.
7.2.2 Procediment
Els tres mo`duls es van configurar de la segu¨ent manera:
• Mo`dul de deteccio´ d’intrusions: Els para`metres es van configurar amb els
segu¨ents valors:
– s thresh: el nombre de connexions fallides per considerar una adrec¸a IP
com a sospitosa es va fixar a 5. E´s possible que per error alguna adrec¸a
faci alguna connexio´ fallida, aix´ı que un valor menor provocaria classi-
ficar adreces normals com a sospitoses. Quan una adrec¸a realment esta`
escanejant la xarxa, el nombre de connexions fallides augmenta de forma
molt ra`pida.
3Arquitectura de Computadors
4Universitat Polite`cnica de Catalunya
5Random Access Memory
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– syn timeout : configurat a 10 segons. Passat aquest temps es considera
que el paquet SYN ja no sera` contestat. Tot i que el protocol TCP/IP
especifica 180 segons per a l’expiracio´ de paquets, 10 segons e´s un valor
prou alt considerant que en els casos de connexions amb e`xit la resposta
arriba en un temps molt petit, de l’ordre de mil·lisegons.
– ip timeout : una adrec¸a IP sospitosa ha d’estar 24 hores sense crear cap
connexio´ fallida per deixar de ser considerada sospitosa. E´s el valor per
defecte del sistema Autograph.
– network / netmask : no es vol analitzar el tra`fic d’entrada de cap subxarxa,
sino´ tot el tra`fic capturat. Aix´ı que aquests para`metres es deixen sense
configurar.
• Mo`dul de reassemblatge: Aquest mo`dul tan sols te´ un para`metre de con-
figuracio´, el wait fin. Despre´s de capturar el paquet FIN de finalitzacio´ de
connexio´ TCP, esperarem 10 segons per deixar finalitzar el fluxe.
• Mo`dul de generacio´ de signatures: La configuracio´ del tercer mo`dul es
detalla a continuacio´:
– gen-interval : l’interval per generar signatures es configura a 600 segons.
E´s el valor per defecte de Autograph, i permetra` generar signatures tres
vegades sobre la trac¸a de 30 minutes
– gen-threshold : el nombre de fluxes sospitosos necessaris en un mateix port
per iniciar la generacio´ de signatures es configura a 5.
– flow timeout : els fluxes sospitosos acumulats expiren en 86400 segons.
Per a aquesta prova, aquest para`metre no tindra` cap efecte, ja que el
tra`fic tan sols correspon a 30 minuts de captura.
– min prevalence: la prevalenc¸a mı´nima perque` un bloc de contingut pugui
ser signatura es configura a 5 fluxes. Si un bloc de contingut apareix a
5 fluxes diferents, ja e´s prou indicatiu de poder ser una signatura d’un
worm.
– percentage: per poder tenir en compte tot el tra`fic sospito´s, es configura
amb un valor alt aquest para`metre, que indica el percentatge de fluxes
que ha d’apare`ixer a les signatures generades. Concretament, es configura
amb el valor de 0,95. Caldra` que el 95% dels fluxes sospitosos apareguin
a les signatures generades.
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Figura 7.6: Prova 2: Evolucio´ de les connexions
– avg cb size: les mides dels blocs de contingut s’han configurat com indica
la documentacio´ del sistema Autograph. Aquests valors tenen en compte
la repercusio´ d’aquests para`metres a la generacio´ de signatures, com s’ha
explicat a la seccio´ 5.3. La mida mitja dels blocs de contingut e´s de 64
bytes.
– max cb size: La mida ma`xim dels blocs de contingut es configura a 1024
bytes.
– min cb size: Els blocs de contingut tindran una mida de com a mı´nim 32
bytes.
Amb els tres mo`duls configurats correctament, es van iniciar les tres insta`ncies de
CoMo. L’execucio´ va durar 24 hores.
7.2.3 Resultats
Els resultats de l’ana`lisi de la trac¸a s’expliquen a continuacio´. S’han dividit els
resultats en funcio´ del mo`dul que les ha generat.
• Mo`dul de generacio´ de signatures
El primer mo`dul va processar un total de 45.837.040 paquets de tra`fic TCP/IP.
De tot aquest tra`fic, va detectar 285.605 connexions TCP que es van establir
correctament, i 588.446 connexions fallides. A la figura 7.6 es pot veure l’evo-
lucio´ de les connexions a llarg de la trac¸a.
Del total de 588.446 connexions fallides, 110.307 van ser fetes per adreces IP
que no van arribar a ser considerats escanejadors. E´s a dir, van ser fetes per
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Figura 7.7: Prova 2: Connexions fallides per ports dest´ı
adreces IP que no van arribar a 10 connexions fallides. La resta de connexions
fallides van ser iniciades per adreces IP sospitoses, que en total eren 466.
Cal destacar dues adreces, que van fer un nombre inusualment gran d’intents
fallits de connexions TCP. Cada una d’aquestes adreces va fer gairebe´ 30.000
connexions fallides. Una d’elles apareixia en una llista pu´blica d’adreces IP
detectades com a malicioses, per l’alt nombre d’atacs a sistemes que s’havien
detectat. La resta d’adreces malicioses havien iniciat un nombre menor de
connexions fallides, de l’ordre dels pocs milers, o dels centenars.
A la figura 7.7 es poden veure les connexions fallides agrupades per port
dest´ı. Cal remarcar que no totes les connexions tenen perque` correspondre a
worms en propagacio´. En alguns casos, es tracta de persones que escanegen
ports de forma manual, per intentar introduir-se en equips remots de forma
il´ıcita. Altre vegades, aquestes connexions poden estar dirigides a servidors
que han deixat d’oferir un determinat servei. Molts equips segueixen inten-
tant accedir a aquestes adreces, i per tant les seves connexions fallen. Un altre
motiu que justifica moltes connexions e´s el programari de P2P6. Molts pro-
grames clients d’aquest tipus de serveis emmagatzemen les adreces dels equips
des d’on transfereixen dades. La segu¨ent vegada que s’inicia el programa P2P,
el primer que fa e´s intentar tornar a establir connexions a totes les adreces
emmagatzemades. Possiblement moltes d’aquestes adreces no estaran dispo-
nibles, el programa P2P estara` aturat, o fins i tot podrien haver canviat la
seva adrec¸a IP. Per aquest motiu, totes aquestes connexions fallaran.
6Peer to peer
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Com es pot veure a la figura 7.7, els ports que me´s connexions fallides han
rebut so´n els segu¨ents:
– 135: me´s del 25% de les connexions fallides tenien el port 135 com a
dest´ı. Aquest port e´s utilitzat pel sistema de RPC7 de Microsoft. E´s
bastant conegut degut a les vulnerabilitats que s’hi han trobat. Molts
worms, entre ells el Blaster [35] o el Nachi [36] escanegen aquest port per
propagar-se.
– 25: el port 25 e´s utilitzat pels servidors d’enviament de correu electro`nic
SMTP8. Alguns worms utilitzen aquest port per propagar-se gra`cies a
vulnerabilitats en aquest tipus de programari, com per exemple el worm
Bagle [37] o el Netsky [37].
– 1433: el port 1433 e´s el que utilitza el sistema gestor de bases de dades de
Microsoft, Sql Server. Tambe´ hi han aparegut vulnerabilitats que alguns
worms, com el SQLSnake [38], han aprofitat per propagar-se.
– 3306: utilitzat pel sistema gestor de bases de dades MySql, aquest port
ha estat utilitzat, per exemple, pel wormMySQL worm [39] per propagar-
se.
– 80: el port 80 e´s l’utilitzat pels servidors de web. Les vulnerabilitats en
servidors web han estat la forma de propagacio´ de molts worms. L’exem-
ple me´s important e´s el worm Code Red [10], que es propagava gra`cies a
una vulnerabilitat del servidor web Microsoft IIS9.
– 22: el port 22 e´s utilitzat per les connexions SSH10. Tot i que no es coneix
cap worm propagat a gran escala utilitzant el port 22, s´ı e´s t´ıpic que
s’escanegi de forma manual aquest port, per trobar equips que utilitzen
aquest servei, i intentar-hi entrar de forma il·l´ıcita.
• Mo`dul de reassemblatge de fluxes TCP
El segon mo`dul va processar 231.265 paquets sospitosos capturats pel primer.
El reassemblatge d’aquests paquets va produir 92.780 fluxes TCP, que so´n els
que es van utilitzar al tercer mo`dul per generar les signatures.
7Remote Procedure Call
8Simple Mail Transfer Protocol
9Internet Information Server
10Secure SHell
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Figura 7.8: Prova 2: Ordenament del tra`fic sospito´s
Al segon mo`dul, a me´s de reassemblar els fluxes TCP, es va emmagatzemar
informacio´ estad´ıstica sobre la ordenacio´ dels paquets, per comprovar quin era
el percentatge de tra`fic que arribava fora d’ordre. Els resultats es poden ob-
servar a la figura 7.8. La gran majoria dels paquets sospitosos, 212.400, van
arribar en l’ordre correcte. Un nombre bastant important de paquets, 18.483,
van arribar sense que s’hague´s observat el paquet SYN inicial, pero` aixo` e´s
normal, ja que la trac¸a utilitzada es va capturar sobre un enllac¸ que ja estava
en marxa. Per aquest motiu, hi havia moltes connexions ja establertes en el
moment d’iniciar la captura. Finalment, hi van haver 382 paquets que van
arribar fora d’ordre, pertanyents a connexions iniciades durant el per´ıode de
captura. E´s una situacio´ normal i contemplada al protocol TCP. Aquests pa-
quets s’emmagatzemen en un buffer fins que arribin els paquets anteriors. A la
figura 7.8 pra`cticament no es veuen aquests paquets, degut al baix percentatge
que suposen.
• Mo`dul de generacio´ de signatures
El tercer mo`dul va analitzar 92.780 fluxes sospitos reassemblats. La generacio´
de signatures estava configurada per realitzar-se cada 10 minuts, per tant es
va fer tres vegades durant l’ana`lisi de la trac¸a.
Els resultats de l’execucio´ de la generacio´ de signatures so´n els previstos.
Tan sols es van generar tres signatures, i no so´n signatures que corresponguin
a cap worm. Les signatures so´n molt curtes, de 22, 3 i 5 bytes cada una.
Tot i que existeix un para`metre que controla que les signatures tinguin una
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mida mı´nima, pot passar que sorgeixin signatures de mida inferior. El motiu
e´s que, quan es particiona un fluxe, i s’arriba al final, l’u´ltima part sempre
s’ha de tenir en compte, sigui quina sigui la seva mida. Al ser d’una mida
tan petita, augmenten les possibilitats de que aquests blocs apareguin a molts
fluxes. Aquestes signatures normalment seran descartades en el moment de
revisar-les de forma manual, com e´s el cas.
El fet que no sort´ıs cap signatura corresponent a un worm a l’ana`lisi de la
trac¸a del tra`fic no control·lat e´s normal. Perque` hague´ssin sortit signatures de
worms caldria que hi hague´s un worm present a la xarxa, propagant-se a molts
equips. Tot i que segurament es van fer molts escanejos de ports d’equips
de l’Anella Cient´ıfica, com queda clar als resultats del primer mo`dul, no e´s
habitual que hi hagi worms propagant-se a les xarxes en condicions normals.
7.2.4 Conclusions
Com ja s’ha comentat, no s’ha detectat la prese`ncia de cap worm en propagacio´ a
la trac¸a. En canvi, s’han detectat moltes connexions fallides, i per tant possibles
escanejadors. Cal remarcar la difere`ncia entre aquests dos fets, ja que un no implica
necessa`riament l’altre. E´s normal que es donin molts escanejos a les xarxes d’Inter-
net, degut a intents d’intrusio´ o simples escanejos de ports per descobrir serveis en
equips remots. En canvi, un worm propagant-se de forma massiva no e´s tan comu´.
Una conclusio´ addicional que es pot extreure d’aquesta segona prova e´s la relacio´
entre duracio´ de la trac¸a i el temps necessari per analitzar-la. Per analitzar 30
minuts de tra`fic d’aquest enllac¸ d’alta velocitat han calgut 24 hores. Per tant, com
ja s’havia predit al cap´ıtol 2 d’objectius del projecte, aquest mo`dul no e´s adequat per
a ser executat sobre enllac¸os d’alta velocitat en temps real, degut a la complexitat
dels seus ca`lculs.
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Cap´ıtol 8
Planificacio´ i estudi econo`mic
8.1 Planificacio´
El desenvolupament d’aquest projecte s’ha dividit en quatre fases, cada una dividida
en va`ries etapes. A continuacio´ es detallen cada una d’aquestes fases, indicant les
categories professionals associades a cada tasca.
1. Fase de definicio´ del projecte (cap de projecte i analista)
• Organitzacio´ inicial de les tasques a realitzar (cap de projecte)
• Investigacio´ de la situacio´ actual pel que fa al monitoratge de tra`fic, els
worms d’Internet i els sistemes de generacio´ de signatures (analista)
• Estudi del sistema CoMo (analista)
• Estudi del sistema Autograph (analista)
• Planificacio´ del projecte (cap de projecte i analista)
2. Fase de desenvolupament (analista i programador)
• Disseny dels mo`duls per a CoMo, i divisio´ de la funcionalitat en tres
mo`duls diferents (analista)
• Disseny del mo`dul de deteccio´ d’intrusions per a CoMo (analista)
• Implementacio´ del mo`dul de deteccio´ d’intrusions per a CoMo (progra-
mador)
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• Disseny del mo`dul de reassemblatge de fluxes TCP per a CoMo (analista)
• Implementacio´ del mo`dul de reassemblatge de fluxes TCP per a CoMo
(programador)
• Disseny del mo`dul de generacio´ de signatures per a CoMo (analista)
• Implementacio´ del mo`dul de generacio´ de signatures per a CoMo (pro-
gramador)
3. Fase de proves (analista, programador i servei te`cnic)
• Instal·lacio´ i preparacio´ del maquinari necessari (servei te`cnic)
• Instal·lacio´ i configuracio´ del programari necessari (servei te`cnic)
• Prova sobre tra`fic control·lat (analista i programador)
• Prova sobre tra`fic no control·lat (analista i programador)
• Estudi dels resultats de les proves (analista)
4. Fase de documentacio´ (cap de projecte i analista)
• Redaccio´ de la memo`ria definitiva (analista)
• Revisio´ i aprovacio´ final (cap de projecte i analista)
A la figura 8.1 es pot veure la planificacio´ temporal del projecte, amb una dedicacio´
estimada d’unes 20 hores setmanals.
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Figura 8.1: Planificacio´ del projecte
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8.2 Estudi econo`mic
8.2.1 Pressupost de recursos humans
A la taula 8.1 es pot veure un resum del nombre d’hores dedicades per cada una de
les categories profesionals, els sous estimats, i el cost total del pressupost de recursos
humans.
Categoria Sou/Hora Hores Sou total
Cap de projecte 30 euros 80 2400
Analista 25 euros 440 11000
Programador 15 euros 400 6000
Servei te`cnic 15 euros 20 300
Total 19700
Taula 8.1: Combinacions de sensibilitat i especificitat de les signatures
8.2.2 Pressupost de equipament informa`tic
Els requeriments de maquinari del sistema CoMo no so´n molt elevats. El desenvo-
lupament del projecte s’ha realitzat sobre un ordinador porta`til de gama mitjana.
Per la primera prova sobre tra`fic control·lat, s’han utilitzat cinc ordinadors per-
sonals de gama mitjana per l’entorn de propagacio´ del worm i captura del tra`fic.
L’execucio´ del sistema CoMo sobre la trac¸a capturada s’ha fet sobre el mateix ordi-
nador porta`til utilitzat al desenvolupament.
La segona prova s’ha realitzat sobre una trac¸a ja disponible, proporcionada pel
departament d’AC1. Per tant, no es comptabilitza el cost de l’entorn de captura.
Per a l’execucio´ del sistema CoMo sobre aquesta trac¸a, s’ha utilitzat un servidor de
gama mitjana, tambe´ del departament d’AC.
Pel que fa al programari, totes les eines utilitzades per al desenvolupament del
projecte, la redaccio´ de la memo`ria, i l’execucio´ de les proves pertanyen al programari
lliure, per tant no suposen un cost addicional al projecte.
1Arquitectura de Computadors
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Figura 8.2: Cost de l’equipament informa`tic
Per calcular el cost del maquinari, s’ha considerat que l’equipament informa`tic te´
ua vida u´til de 3 anys, i nome´s s’ha comptat el per´ıode en que` s’ha utilitzat. A la
figura 8.2 es descriuen aquests costs.
8.2.3 Pressupost general
Tenint en compte el pressupost de recursos humans i el d’equipament informa`tic, el
pressupost final del projecte e´s de 20399 euros.
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Cap´ıtol 9
Conclusions i treballs futurs
Com s’ha explicat detalladament al llarg del document, les propagacions dels
worms a gran escala suposen molts problemes per als usuaris de Internet, i alts
costs econo`mics a les empreses. Aquests fets fan necessa`ria l’existe`ncia d’eines que
ajudin a lluitar contra la seva propagacio´.
El sistema Autograph prete´n ser una d’aquestes eines. Intenta ser capac¸ de generar
signatures per a worms desconeguts fins al moment. La minimitzacio´ de la labor
manual en la identificacio´ dels worms e´s un dels seus punts a favor.
La implementacio´ dels tres mo`duls per al sistema CoMo ha afegit a aquest progra-
mari tres noves funcionalitats. Gra`cies al primer mo`dul, el sistema CoMo sera` capac¸
de detectar adreces IP1 que estan escanejant ports a la xarxa. El segon mo`dul reas-
semblara` tot el tra`fic d’entrada en fluxes TCP2, funcionalitat que es podra` utilitzar
en altres mo`duls. I finalment, l’objectiu principal d’aquest PFC, el conjunt dels tres
mo`duls intentara` generar signatures per a possibles worms que estiguin presents a
la xarxa.
Un dels objectius del projecte era posar a prova la flexibilitat de l’arquitectura
del CoMo per a desenvolupar aplicacions complexes. Aix´ı que el projecte tambe´ ha
servit per identificar algunes limitacions a l’hora d’implementar noves aplicacions
com a mo`duls al sistema CoMo, i per fer aportacions per a l’equip que desenvolupa
aquest programari.
1Internet Protocol
2Transmission Control Protocol
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• S’ha confirmat la necessitat de poder reservar memo`ria dina`mica directament
al mo`dul. Aquesta memo`ria s’ha d’emmagatzemar a memo`ria compartida, a
la qual tingue´ssin acce´s tots els processos nucli del CoMo, ja que de vegades
cal mantenir informacio´ d’estat entre callbacks de diferents processos.
Per aquest motiu, es va desenvolupar un gestor de memo`ria per als mo`duls,
permetent reservar memo`ria de forma dina`mica i emmagatzemar informacio´
d’estat me´s enlla` de les taules de tuples dels processos nucli.
Es pot continuar treballant en els segu¨ents punts:
• La versio´ 2.0 del sistema CoMo esta` a punt de ser publicada. Els mo`duls
d’aquest PFC s’han desenvolupat per a la versio´ 1.5, i no so´n compatibles amb
la versio´ 2.0. Un treball futur sera` adaptar els mo`duls per a funcionar amb la
nova versio´ del sistema CoMo, per que` pogue´ssin ser incorporats en la versio´
oficial del programari.
• Es podria oferir les signatures generades en me´s formats, per a poder ser
utilitzades en me´s sistemes IDS3. Per exemple, oferir-les en format Bro [28].
• Millorar la eficie`ncia del mo`dul. Mitjanc¸ant la millora del filtre d’entrada del
primer mo`dul, es podria estalviar molt de proce´s del tra`fic d’entrada, millorant
aix´ı l’eficie`ncia dels mo`duls.
3Intrusion Detection System
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Ape`ndix A
Manual d’usuari
A.1 Requisits
Per poder utilitzar els mo`duls de generacio´ de signatures per a tra`fic malicio´s, per
al sistema CoMo, e´s suficient amb:
• Un ordinador personal amb sistema operatiu Unix/Linux/BSD.
• Una targeta de xarxa que permeti capturar tra`fic.
• Un compilador del llenguatge de programacio´ C, com per exemple GNU C [40]
• Un client del programari de control de versions Subversion [41], per obtenir el
programari de CoMo
A.2 Compilacio´
Els passos necessaris per compilar el sistema CoMo, juntament amb els mo`duls de
generacio´ de signatures, so´n els segu¨ents:
1. Obtenir la revisio´ 1172 o superior del sistema CoMo, disponible al repositori
allotjat a SourgeForge.net [42]. Per obtenir la u´ltima revisio´, cal executar la
segu¨ent comanda, en un directori on vulguem instal·lar el CoMo.
$> svn co https://como.svn.sourceforge.net/svnroot/como/ como
Aquesta comanda creara` un directori anomenat como, amb tota l’estructura
de directoris del projecte CoMo al seu interior.
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2. Copiar els fitxers de codi font dels mo`duls al directori como/trunk/modules, on
es guarden els fitxers relatius als mo`duls de CoMo. Suposant que disposem del
codi font al fitxer moduls signagen.tgz, les comandes necessa`ries es descriuen
a continuacio´.
$> tar xvfz moduls\_signagen.tgz
$> cp -f moduls\_signagen/* como/modules/
3. Configurar el fitxer CMakeLists.txt per incloure els tres mo`duls al proce´s de
compilacio´ de CoMo. A la part superior del fitxer hi ha un conjunt de cadenes
de text, amb els noms dels mo`duls que es volen compilar. Cal afegir els noms
dels tres mo`duls a la llista.
SET(MODULES
nom_modul_1
nom_modul_2
...
scanner_detect
flow_reassembly
signagen
)
4. Compilar el codi font del sistema CoMo.
$> cd como
$> make
A.3 Configuracio´
• Crearem tres fitxers de configuracio´, un per cada una de les tres insta`ncies
de CoMo necessa`ries per a l’execucio´ dels mo`duls. Aquests tres fitxers es
guardaran en un directori confs que crearem abans.
$> mkdir confs
$> cp como/como.conf.cmake confs/scanner_detect.como.conf
$> cp como/como.conf.cmake confs/flow_reassembly.como.conf
$> cp como/como.conf.cmake confs/signagen.como.conf
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A continuacio´ cal modificar cada un d’aquests fitxers de configuracio´ adequa-
dament.
– Mo`dul de deteccio´ d’intrusions
En primer lloc, cal configurar el sniffer que capturara` el tra`fic que sera`
analitzat. Per exemple, si disposem d’una tarja Ethernet, caldria la
segu¨ent l´ınea al fitxer confs/scanner detect.como.conf :
sniffer "libpcap" "eth0" "snaplen=2000 promisc=1 timeout=1"
Tambe´ cal configurar el port on el proce´s query estara` esperant consultes.
query-port 444444
A continuacio´, cal afegir la segu¨ent informacio´ a la seccio´ dels mo`duls
actius:
module "scanner_detect"
# Descripcio´ del mo`dul
description "Port Scanner Detector"
# Nom del fitxer font
# (resultant de la compilacio´ del mo`dul)
source "scanner_detect.so"
# Mida inicial de les taula de hash del mo`dul
hashsize 100000
# Fitxer que conte´ la configuracio´ del mo`dul
args-file "como/modules/scanner_detect.conf"
end
Finalment, configurar el fitxer de configuracio´ del mo`dul, el fitxer como/-
modules/scanner detect.conf. En aquest fitxer trobem les segu¨ent vari-
ables configurables. Les l´ınies comenc¸ades pel cara`cter # es consideren
comentaris, i no seran processats pel mo`dul.
# Module: Scanner Detection
# Nombre de connexions fallides que ha de fer una adrec¸a
# per ser considerada sospitosa
# Valor per defecte: 3
s_thresh=3
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# Temps ma`xim que s’espera una resposta a un inici
# de connexio´ SYN
# Valor per defecte: 180
syn_timeout=180
# Temps a partir del qual una IP sospitosa deixa de ser-ho
# Valor per defecte: 86400 (24 hours)
ip_timeout=86400
# Descartar paquets incomplets?
# Valor per defecte: 0
discard_incomplete_pkt=0
# Informacio´ de la xarxa, per si cal distingir tra`fic
# d’entrada i de sortida
# Si s’assigna un valor, tan sols s’analitzara` el
# tra`fic d’entrada
# En cas contrari s’analitzara` tot el tra`fic
# Valor per defecte: no assignat
# network=0.0.0.0
# netmask=255.255.255.0
# El tra`fic capturat e´s unidireccional?
# Valor per defecte: 0
unidirectional=0
# Mostrar informacio´ adicional per pantalla?
# Valor per defecte: 0
verbosity=0
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– Mo`dul de reassemblatge de fluxes TCP
En el cas del segon mo`dul, el tra`fic d’entrada sera` la sortida del mo`dul
anterior. Per tant, cal configurar un sniffer de tipus como al fitxer confs/-
flow reassembly.como.conf :
sniffer "como"
"http://localhost:44444/?module=scanner_detect&format=como"
El port on rebra` consultes el proce´s query haura` de ser diferent al del
mo`dul anterior:
query-port "44445"
Cal afegir tambe´ la informacio´ del mo`dul de reassemblatge de fluxes TCP.
module "flow_reassembly"
# Descripcio´ del mo`dul
description "TCP Flow Reassembly"
# Nom del fitxer font
# (resultant de la compilacio´ del mo`dul)
source "flow_reassembly.so"
Mida ma`xima de la sortida del mo`dul a disc
streamsize 1GB
# Mida inicial de les taula de hash del mo`dul
hashsize 100000
# Fitxer que conte´ la configuracio´ del mo`dul
args-file "como/modules/flow_reassembly.conf"
end
Finalment, configurar el fitxer de configuracio´ del mo`dul, el fitxer co-
mo/modules/flow reassembly.conf. En aquest fitxer trobem les segu¨ent
variables configurables.
# Module: Flow Reassembly
# Temps d’espera de finalitzacio´ d’una connexio´ TCP,
# despre´s de rebre el paquet FIN.
# Valor per defecte: 10
wait_fin=10
# Temps ma`xim que pot estar un fluxe TCP sense activitat
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# Valor per defecte: 60
flow_timeout=60
# Mostrar informacio´ adicional per pantalla?
# Valor per defecte: 0
verbosity=0
– Mo`dul de generacio´ de signatures
El tercer mo`dul, de manera semblant al segon, configurara` el sniffer de
tipus como, ja que el seu tra`fic d’entrada provindra` de la sortida del segon
mo`dul.
sniffer "como"
"http://localhost:44445/?module=flow_reassembly&format=como"
El port on rebra` consultes el proce´s query haura` de ser diferent al del
mo`dul anterior:
query-port "44446"
Igual que en els dos primers mo`duls, afegirem la informacio´ del mo`dul de
generacio´ de signatures.
module "signagen"
# Descripcio´ del mo`dul
description "Signature Generator"
# Nom del fitxer font
# (resultant de la compilacio´ del mo`dul)
source "signagen.so"
# Mida inicial de les taula de hash del mo`dul
hashsize 100000
# Fitxer que conte´ la configuracio´ del mo`dul
args-file "como/modules/signagen.conf"
end
Els para`metres configurables del mo`dul, que es troben al fitxer como/-
modules/signagen.conf, so´n els segu¨ents.
# Module: Signature Generation
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# Interval per considerar iniciar la generacio´ de signatures
# Valor per defecte: 600
gen-interval=600
# Quantitat de fluxes necessaris per un cert port destı´ per
# iniciar la generacio´ de signatures en aquell port
# Valor per defecte: 10
gen-threshold=10
# Temps a partir del qual es descarta un fluxe
# Valor per defecte: 86400
flow_timeout=86400
# Mı´nima prevale`ncia necessa`ria per considerar un bloc de
# contingut com a signatura
# Valor per defecte: 5
min_prevalence=5
# Percentatge de fluxes que han d’estar representats per
# alguna signatura. Rang: [0-1]
# Valor per defecte: 0.5
percentage=0.5
# Mostrar informacio´ adicional per pantalla?
# Valor per defecte: 0
verbosity=1
# Mida mitja dels blocs de contingut
# Default: 64
avg_cb_size=64
# Mida ma`xima dels blocs de contingut
# Default: 1024
max_cb_size=1024
135
APE`NDIX A. MANUAL D’USUARI
# Mida mı´nima dels blocs de contingut
# Default: 32
min_cb_size=32
Com s’ha comentat en el cap´ıtol 6 de desenvolupament dels mo`duls, el
tercer mo`dul disposa d’una blacklist de signatures prohibides. Aquesta
blacklist s’especifica al mateix fitxer de configuracio´. Qualsevol l´ınia del
fitxer que comenci amb el text BLACKLIST= sera` introdu¨ıda a aquesta
llista del mo`dul.
A.4 Execucio´
Per executar els mo`duls de generacio´ de signatures, cal executar tres insta`ncies del
CoMo, un per cada mo`dul. Si s’han configurat correctament, com s’ha indicat a la
seccio´ A.3, cada mo`dul llegira` les dades produ¨ıdes per l’anterior.
1. Mo`dul de deteccio´ d’intrusions
Per executar el primer mo`dul, que detecta possibles intrusions, executarem la
segu¨ent comanda:
$> ./como/debug/como -c confs/scanner_detect.como.conf -x ca
El para`metre -x ca indica que s’endarrerira` l’execucio´ del proce´s capture durant
20 segons. Aquest retra`s ens donara` temps d’executar els altres dos mo`duls.
2. Mo`dul de reassemblatge de fluxes TCP
L’execucio´ del segon mo`dul, que reassembla els fluxes TCP sospitosos captu-
rats pel mo`dul anterior, es realitza amb la segu¨ent comanda:
$> ./como/debug/como -c confs/flow_reassembly.como.conf
3. Mo`dul de generacio´ de signatures
Finalment, s’executa el tercer mo`dul, que genera les signatures, mitjanc¸ant la
comanda descrita a continuacio´:
$> ./como/debug/como -c confs/signagen.como.conf
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A.5 Consultes
Per consultar les dades produ¨ıdes pel sistema CoMo amb els mo`duls de generacio´
de signatures, podem utilitzar qualsevol navegador web o utilitat per la l´ınea de
comandes, com per exemple el curl [43]. El format de les consultes e´s el segu¨ent:
http://adrec¸a_ip:port/?module=nom_modul&format=format_de_sortida
El para`metre nom modul pot ser scanner detect, flow reassembly, o signagen, en
funcio´ de quin mo`dul volem consultar. E´s important tenir en compte que si estem
utilitzant els tres mo`duls enllac¸ats, nome´s podrem fer consultes a l’u´ltim mo`dul
signagen.
El para`metre format de sortida pot tenir els segu¨ents valors:
• format=como: la sortida sera` un fluxe de tuples tal i com CoMo les emma-
gatzema a disc. Aquest format de sortida nome´s e´s interessant per enviar la
sortida cap a una altra insta`ncia de CoMo, no e´s llegible per l’usuari.
• format=pcap: la sortida sera` les capc¸aleres dels paquets de sortida, en format
llegible per l’usuari.
• format=gnuplot: nome´s disponible per al tercer mo`dul signagen, la sortida
e´s un fitxer d’estad´ıstiques que conte´ el nombre de signatures generades al
llarg del temps. Serveix per obtenir gra`fiques mitjanc¸ant el programa gnuplot,
i e´s el format utilitzat per CoMo-Live!, la interf´ıcie gra`fica del sistema CoMo.
• format=snort: nome´s disponible per al tercer mo`dul. La sortida del mo`dul
seran regles per ser utilitzades a l’IDS Snort, per generar alertes quan es trobi
el patro´ de bytes.
• format=hex: nome´s disponible per al tercer mo`dul. Amb aquest format,
els patrons de bytes triats com a signatures es presenten a l’usuari en format
hexadecimal, sense la regla Snort completa.
• format=bin: nome´s disponible per al tercer mo`dul. Igual que el cas anterior,
amb aquest format no es presenta la sortida com a regla Snort, sino´ tan sols
el patro´ de bytes. En aquest cas, la sortida e´s en format text, tal qual s’ha
capturat. Si hi ha cara`cters binaris no imprimibles, s’imprimiran cara`cters
estranys.
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Glossari
ASR: Address Space Randomization Te`cnica per detectar intrusions en un equip,
que consisteix en moure objectes de la memo`ria dels seus llocs habituals a llocs
aleatoris. Les intrusions que accedeixen a la memo`ria directament per accedir
a determinades objectes podran ser detectats pels errors d’acce´s a memo`ria
que generaran.
BSD: Berkeley Software Distribution Llice`ncia de distribucio´ de software lliu-
re, menys restrictiva que la llice`ncia GPL.
CPU: Central Processing Unit unitat central de processament d’un ordinador,
normalment es designa amb aquest nom el microprocessador.
DoS: Denial of Service Denegacio´ de servei. Situacio´ en la qual un servei de la
xarxa no e´s accessible, per diversos motius, com per exemple la sobreca`rrega
dels recursos de la xarxa. Sovint es donen situacions de DoS a causa d’atacs
a servidors.
Exploit Te`cniques o programes que aprofiten una vulnerabilitat existent en un
protocol de comunicacio´, sistema operatiu, o eina informa`tica.
gnuplot Programari lliure que permet generar gra`fiques en dues i tres dimensions,
en diferents formats, a partir de fitxers de dades o funcions matema`tiques.
GPL: GNU General Public License Llice`ncia de distribucio´ de programari lliu-
re, probablement la me´s coneguda. Promoguda per la Free Software Founda-
tion (FSF) en el marc de la iniciativa GNU.
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Esquer De l’angle`s honeypot, sistema que simula ser vulnerable per atreure atacs,
amb l’objectiu de permetre a l’administrador recollir informacio´ de l’atacant i
les seves te`cniques.
HTTP: Hyper-Text Transfer Protocol Protocol de transfere`ncia de dades, prin-
cipalment utilitzat a la World Wide Web (WWW) per transmetre fitxers de
pa`gines web.
IDS: Intrusion Detection System Conjunt de programari i maquinari que te´
com a principal funcionalitat la deteccio´ d’intrusions en una xarxa o sistema
informa`tic.
IIS: Internet Information Server Programari de servidor web de Microsoft.
IP: Internet Protocol Protocol orientat a dades, que regula la transfere`ncia de
paquets de dades a trave´s d’una xarxa de commutacio´ de paquets.
ISP: Internet Service Provider prove¨ıdor d’acce´s a Internet, que habitualment
ofereix diversos serveis addicionals relacionats amb la connexio´.
LAN: Local Area Network Xarxa d’a`rea local, que conecta un grup d’ordina-
dors entre s´ı en una zona geogra`fica petita.
libpcap Llibreria portable que permet monitoritzar una xarxa mitjanc¸ant la cap-
tura de paquets, o analitzar una trac¸a de paquets emmagatzemada a disc.
logs Fitxers emmagatzemats a disc per un programa informa`tic on hi registra events
sobre la seva execucio´. Aquests fitxers permeten obtenir posteriorment infor-
macio´ sobre l’execucio´, o analitzar possibles problemes que es produeixin.
MD5: Message Digest 5 Algorithm Algorisme utilitzat habitualment per a com-
provar integritat de dades mitjanc¸ant la creacio´ d’una empremta a partir de
les dades.
Me`trica En comunicacions, e´s la mesura d’una d’una caracter´ıstica particular del
rendiment i l’eficie`ncia d’una xarxa.
P2P: Peer to peer Protocol que permet una comunicacio´ bilateral directa entre
dos equips a trave´s d’una xarxa per al intercanvi d’informacio´, en comptes
d’utilitzar servidors centrals per a aquesta comunicacio´.
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Payload En un conjunt de dades que es transmeten a trave´s d’una xarxa, la part
que representa la informacio´ de l’usuari, i opcionalment informacio´ sobre la
xarxa.
PCI: Peripheral Component Interconnect Sistema d’interconnexio´ entre la uni-
tat de processament i dispositius perife`rics.
Pedac¸ De l’angle`s patch, petit component de codi que s’insereix en un programa,
per arreglar alguna fallada i/o vulnerabilitat que tenia.
PHP: PHP Hypertext Preprocessor Llenguatge de programacio´ lliure utilit-
zat principalment per a la programacio´ d’aplicacions que s’executen en servi-
dors Web.
RAM: Random Access Memory Memo`ria de l’ordinador, on s’emmagatzemen
dades de forma no persistent durant l’execucio´ de programari.
RPC: Remote Procedure Call Protocol basat en el model client-servidor, que
permet executar codi de forma remota i obtenir els resultats de l’execucio´.
Script Conjunt relativament curt de l´ınies de comandes o de codi, que s’executen
en bloc per dur a terme una tasca concreta.
Signatura Regla que especifica caracter´ıstiques concretes del tra`fic d’un enllac¸, que
es vol detectar per algun motiu, per exemple per bloquejar-lo o per generar
una alerta.
SMTP: Simple Mail Transfer Protocol Protocol senzill utilitzat per a l’envia-
ment de correu electro`nic.
Sniffer Agent que intercepta i emmagatzema una co`pia de tot el tra`fic que passa
per un punt concret de la xarxa.
SPAN: Switch Port ANalyser tecnologia de Cisco Systems per a monitoritzar
el tra`fic que passa a trave´s dels seus commutadors de xarxa. Permet enviar
una co`pia de tot el tra`fic d’un determinat port del commutador a un dispositiu
de monitoritzacio´ connectat a un altre port.
SSH: Secure SHell Conjunt de programari i protocol utiltzats per a l’administra-
cio´ remota d’equips connectats a una xarxa, mitjanc¸ant comunicacions encrip-
tades entre les dues ma`quines.
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Tallafocs De l’angle`s firewall, conjunt de programari i/o maquinari que conforma
un sistema de defensa per a una xarxa informa`tica.
TCP: Transmission Control Protocol Protocol orientat a la connexio´ amplia-
ment utilitzat en comunicacions a trave´s d’Internet. S’encarrega de controlar
que les transmissions de dades siguin correctes.
Trac¸a Fitxer que conte´ una quantitat determinada de tra`fic capturat d’una xarxa,
per ser emmagatzemat i/o analitzat posteriorment.
XOR: eXclusive OR Operacio´ booleana de O exclusiva.
Worm Programa capac¸ de propagar-se per una xarxa de forma auto`noma, sense
intervencio´ humana, i d’introduir-se en equips que hi estan connectats. Els
worms es propaguen aprofitant vulnerabilitats en el programari que s’executa
en els equips, i durant la seva propagacio´ pot provocar molts problemes per
als usuaris.
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