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Toda lo´gica conte´m inevita´vel dose de mistificac¸a˜o. Toda
mistificac¸a˜o conte´m boa dose de inevita´vel verdade, pre-
cisamos tambe´m do obscuro.
All logic contains an inevitable dose of mystique. All
mystique contains a large dosis of inevitable truth, we
need the obscure as well.
Joa˜o Guimaraes Rosa
Sir Edmund Blackadder: “I see, and the fact that this secret
has eluded the most intelligent people since the dawn of time
doesn’t at all dampen your spirits?”
Percy: “Oh no; I like a challenge!”
Blackadder II:4

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CHAPTER 1
Introduction
This thesis consists of two parts: constrained energy minimization
and evolutionary ecology.
We start with a short primer on constrained energy minimization
in Section 1.1. Once the reader is familiar with some of its basic con-
cepts, two problems attacked in Chapters 2 through 5 are introduced:
Sections 1.2, 1.3, and 1.4 lay the foundations to understand how an elas-
tic rod buckles around a cylinder; the other minimization problem we
study, the modeling of lipid bilayers, is introduced in Section 1.5.
An evolutionary ecological problem on how host birds should de-
fend themselves against a parasitic cuckoo, is kept for the final Sec-
tion 1.6 of this introduction.
1.1. Energy minimization and contact problems
The field of optimization has applications in many branches of sci-
ence and technology. Economists use optimization techniques to max-
imize profits given a set of resources; engineers employ them to opti-
mally control manufacturing processes to ensure the desired quality of
the product; experimental scientists of all breeds benefit from them to
generate the best approximation from measurements of their object un-
der scrutiny. The goal in each of these applications is immediately clear.
The problems under investigation in this thesis, however, are physical
problems, and we may wonder what use optimization techniques have
here. To motivate the value of the minimization viewpoint in this case,
we commence by sketching the rationale behind the approach specifi-
cally for problems from physics.
Nature does not work in arbitrary ways. We have found many laws
by which the constituents of our world abide, ranging from the theo-
ries of relativity and quantum mechanics to evolution. In many cases,
1
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such laws are the manifestation of a quest for economics, and these are
the topic of this introduction. Take, for instance, a soap bubble. This
bubble does not have just any shape: when floating through the air
it seems perfectly spherical. Such optimal geometry may be found in
many places, such as the mirror-like surface of a lake on a wind still
day, or the parabolic trajectory of a bullet.
In fact, we can understand a great deal of behaviour in our own
society by viewing it as minimizations of effort and costs: we take the
shortest route to work to save time, look for the best deals at the su-
permarket to save money, or arrange our daily tasks in such a way to
obtain maximal efficiency, to name just a few examples.
The actual behaviour of a system in the natural world can thus often
be understood by viewing it as the minimal behaviour, in a particular
specified sense, within a range of possibilities. For example, if one takes
a piece of string and holds it with both hands at the ends at the same
height, the string hangs down with the lowest part in the middle be-
tween the hands. There are a multitude of possible configurations for
this string while keeping it fixed at both ends, but its actual shape is
a regular, symmetric one. The unifying principle at work in such situ-
ations is that we can formulate a certain energy for the system under
consideration, such that the characteristics of the system—its dynam-
ics, or its form—are those that belong to the configuration that has the
least energy among all possible configurations.
This principle forms our starting point for the mathematical en-
quiries in Chapters 2, 4 and 5.
Taking constraints into account
Consider the problem of a rigid body being thrown from some lo-
cation. Newton’s second law of motion,
F   m
d2x
dt2
,
provides us with a complete solution of the location of the rigid body
that can be modelled as a point mass: given the force F that is exerted
on the rigid body, and the mass m of the object, we know its acceler-
ation, and hence its subsequent position x by integration. If the ideal-
ization of a point mass cannot be admitted, the problem immediately
becomes very cumbersome: we then have to take all internal forces into
account that result in the rigidity of the body to evaluate the resulting
force. This is often a daunting task.

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The method of energy minimization provides an elegant and very
flexible way of dealing with such situations. Let us go through an ex-
ample by asking ourselves the following simple question: why is the
level of the water surface for a glass of water horizontal? We will show
that, among all possible configurations with a specified amount of wa-
ter in the glass, the configuration with a flat surface has lowest energy.
Let us first assume that the water is at rest, i.e., the water is not mov-
ing. Let the surface forming the bottom of the glass be denoted by  ,
and let u   L1    ;   denote the height of the water level above some
reference height. The potential energy of the glass is given by
F   u   
1
2
ρg

u2   x  dx,
where ρ is the density of water and g is the gravitational constant at
sea level. Now, instead of describing in some geometric fashion how a
certain amount of water may be positioned within the glass, we merely
constrain the set of functions by specifying the amount of water. This
is given by
J   u   

u   x  dx.
We now want to minimize the F   u  over the set of all admissible func-
tion, which we will denote by Km. This set is simply given by
Km   u
  L1 	 J   u    m 

for any m

0. So let us consider the minimization problem
min  F   u  	 u   Km 
 .
Let v   L1 be such that 

v   x  dx   0. Then u  εv is again an element
of Km for any ε

0, and u is a minimizer if
F   u  F   u  εv  for all v such that

v   0.
Hence F    u  v  0 for all such v. We compute
F    u  v   ρg

uv, J    u  v  

v.
If u is a minimizer, then there exists a λ    such that
F    u    λJ    u  . (1.1)
This equation is called the Euler-Lagrange equation belonging to the
minimization problem. Euler-Lagrange equations form an important

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part of the study of minimization problems. The graphical interpre-
tation of (1.1) is shown in Figure 1.1. So, absorbing the ρg into λ, we
obtain

uv   λ

v for all v such that

v   0.
We conclude 

v   u   λ    0 for all v such that 

v   0, and there-
fore u   λ almost everywhere. Putting this back into context, we have
derived that the water surface in a glass of water is indeed horizontal.
J   u    0
-

J   u0 

F   u0 
u0
J   u    0
-

J   u1 

F   u1 
u1
Figure 1.1: Graphical representation of the Lagrange multiplier method.
If  F  u  J  u  0 	 is not minimized at u1 (left), then 
 F  u1  still has
a non-zero projection (dashed line) onto the tangent at u1, indicating we
can improve on F  u1  . If  F  u  J  u  0 	 is minimized at u0 (right),
then the derivatives 
 J  x0  and 
 F  x0  are aligned, and hence are scalar
multiples. This constant is the Lagrange multiplier.
Problem setting
The previous example gives a good picture of the mathematical set-
ting of the minimization problems we want to study. First we review
some concepts. Let U, V be normed vector spaces. A set P  U is called
a cone if p   P implies λp   P for all λ     . For u, v   V we write
u  v (with respect to P) if u   v   P. The cone P defining this relation
is called the positive cone in V.
For the purposes of this thesis, the central problem of minimizing a
constrained energy functional is now stated as follows:
Let U and V be normed vector spaces. Let F : U   be
a functional and J : U  V be a constraint operator, and
let P  V be a positive cone. Find an element u¯   U such
that
F   u¯   F   u   u   U such that J   u    P. (1.2)

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The most important example here is the cone generated by a linear
(or affine) inequality constraint J   u   0, such as
J   u    u  0, or J   u   
 
m 

u, m  

u     0, 0  .
In this thesis we study minimization problems that are simultaneously
subjected to multiple constraints.
Existence: direct methods
The first important task upon defining a minimization problem is
to show that it is well-defined. That is, to prove that indeed a min-
imizer exists within the class of admissible functions. The following
example shows that even in the simplest cases there may not exist any
minimizer. Consider the minimization problem:
inf  x     0, 1  
 . (1.3)
It is evident that there does not exist any number x¯     0, 1  such that
x¯  x for all x     0, 1  . Of course, if we augment the set of admissible
numbers by adding 0, we do obtain a well-posed problem.
We mainly follow the so-called ‘direct methods’ (for an overview of
such methods, see [32]). Consider the minimization problem
inf  F   u  	 u   U 
 .
To prove existence of a minimizer the following method is used.
Choose a minimizing sequence  un 
 of functions and prove that it con-
tains a subsequence that converges in some manner to a limit function
u¯ that lies in U. Moreover, prove that u¯ is indeed a minimizer, i.e., that
F is lower semicontinuous:
F   u¯   lim inf
n 
F   un  , if un converges to u¯.
There is an inevitable tension between these two requirements: to
prove convergence of a subsequence, and for the limit to remain in U,
we wish to have as weak a topology on U; however, the stronger the
topology, the easier lower semicontinuity is satisfied.
In practise, the minimizing sequence often suffers from a lack of
compactness in the canonical topology of U, the norm topology. In
(1.3), for example, if we take a minimizing sequence, it is clear that its
limit will be 0, which is not a member of the set. It is the lack of com-
pactness of the sequence that causes the ill-posedness of the problem
here. 
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In this thesis we find a similar obstacle caused by a possible lack
of compactness. To prove compactness of a minimizing sequence in
Chapter 5, we set U   L1     . This a priori gives very little regularity
of the minimizer, but simply minimizing over a more restrictive class
(such as H1     , which implies continuity for a start) would not help: al-
though we have more control over the form of the functions over which
we minimize, it becomes more difficult to prove that the limit function
u¯ is still in H1. To prove this we would for instance have to prove
independently that u¯ is continuous, without having the Euler-Lagrange
equations at our disposal.
Energy minimization problems now have two main objects of
study: 
Stationary points (local minimizers), which are attacked with the
Euler-Lagrange equations. 
Global minimizers, which are scrutinized using cut and paste tech-
niques.
Study of stationary points: Euler-Lagrange equations
Any minimizer is also a stationary point, i.e., a function for which
the derivative of the functional at this function vanishes in every admis-
sible direction. These stationary points are thus by definition defined
as the solutions of the Euler-Lagrange equations that correspond to the
minimization problem.
The Euler-Lagrange equations for constrained problems such as in
(1.2) have been derived for very general settings. A comprehensive
overview on this subject can be found in [91].
We briefly review the most important theorem regarding minimiza-
tion problems involving inequality constraints, the Generalized Kuhn-
Tucker Theorem [91, p. 249]. The precise conditions under which this
theorem holds are stated below, but one important definition is not
dealt with here, that of a regular point. The precise statement of that
concept is rather involved and beyond the scope of this thesis: in Chap-
ters 2 and 5 we prove our own versions of this theorem, with self-
contained proofs.
Let U be a normed vector space. A functional F : U   is
called Fre´chet differentiable in u   U if for all v   U, there exists a map
T   u;   : U   which is linear and continuous in its argument, such

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that
lim
 
v
 
U  0

F   u  v    F   u    T   u; v 

U

v

U
  0.
The linear map T   u; v  is denoted by F    u  v. We denote the dual of a
U by U  , and the pairing between elements in U and U  by U   ,  U  .
THEOREM 1.1 (Generalized Kuhn-Tucker Theorem). Let U and V be
normed vector spaces. Let J : U  V be a Fre´chet differentiable mapping.
Assume the positive cone in V defined by J   u   0 contains an interior point.
Let F : U   be a Fre´chet-differentiable functional. Suppose u0 satisfies
F   u0    min  F   u  	 u
  U, J   u   0 
 ,
and that u0 is a regular point of the inequality J   u   0. Then there exists
η
  V  , such that
U   F    u0  , u  U   U   J    u0 
T
η, u  U for all u
  U. (1.4)
Moreover,
V  J   u0  , η  V    0. (1.5)
Equation (1.4) is the Euler-Lagrange equation, and is often an or-
dinary or partial differential equation, or an algebraic equation. In the
particular case when U van V are function spaces, (1.5) is equivalent to
the two identities
η  0, (1.6)
supp η   x    	 V  J   u0   x   , η  V    0 
 . (1.7)
These two results are, compared to the Euler-Lagrange equation,
equally important in the study of stationary points. They are very use-
ful in proving characteristics of minimizers such as regularity and pe-
riodicity. One remarkable feature of Theorem 1.1 is that we have con-
verted an inequality F    u0   u  0 into an equality (1.4). This greatly
facilitates the study of stationary points.
In elasticity theory, the main topic in this thesis, the Lagrange mul-
tiplier η may be interpreted as the ‘force’ necessary to enforce the con-
straint J   u0  0. It only acts in contact points, i.e., points where
J   u0   x     0, as indicated by (1.7).
Study of global minimizers: cut and paste
Among the family of stationary solutions there are generically few
true minimizers. These global minimizers often have certain special
properties such as additional symmetry that the other stationary so-
lutions lack (the appearance of extra symmetry properties for global

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minimizers is in fact one of the motivations behind the research in this
thesis). Such properties may be studied by so-called ‘cut and paste’
arguments: we may modify any function, and study the change in en-
ergy as a result, as long as the modified function remains within the
set of admissible functions. This is a very flexible and powerful way
to isolate certain characteristics of global minimizers. In the two prob-
lems studied in this thesis in Chapters 2 and 5, we have to deal with
the non-local nature of the constraints involved, and this makes cutting
and pasting a challenge. Nonetheless, an application of this technique
in a non-local setting has been achieved in Theorem 2.22.
Contact problems
A contact or obstacle problem is an energy minimization prob-
lem with a particular prescribed condition on the admissible functions.
Typically, the functions have to satisfy an inequality rather than an
equality. The classical example is that of a membrane that hits a table
while hanging from a wire, illustrated in Figure 1.2. Let u   x  denote the
distance between the membrane and the table at position x. The energy
of the membrane is given by
F   u   
 
	

u 	 2  2u  . (1.8)
Here  is the domain of the membrane, defined by the wire located at
the boundary ∂  . The first term in (1.8) specifies contributions by elas-
tic forces, the second takes gravity into account. The obstacle problem
is then given by the following minimization problem:
inf 

F   u 


u   H1     , u  0, u   g on ∂  . (1.9)
The classical results on this problem indicate the main questions one
needs to address to characterize the structure of the minimizers of gen-
eral contact problems. We will briefly review them.
THEOREM 1.2 (Existence and regularity of the minimizer [48]).
There exists a unique minimizer u of problem (1.9). This minimizer satisfies

 
	 u   1 on  u

0 
   ,
u   C1,1   ¯  .
The contact setωc :    x 	 u   x    0 
 , has been exhaustively studied
and has proved to have an intricate structure [18, 77, 19, 21, 141]. Here
we merely cite two important results, on its area and on its convexity.
The more interested reader will find a detailed exposition in [49].
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Figure 1.2: The classical obstacle problem: how does a membrane hang
from a wire, and how does it interact with the table?
THEOREM 1.3 (Length of the boundary of the contact set [15, 20]).
There exists a constant C such that 
1
  ∂ωc   C,
where
 
1
  V  is the 1-dimensional Hausdorff measure of a set V (see [42]).
THEOREM 1.4 (Convexity of the contact set [75]). Let  be a smooth
convex domain. For each g

0, let ug be a minimizer. Then the contact set
ωc   ug  is convex and analytic.
(a) (b) (c)
Figure 1.3: Three other examples of obstacle problems: (a) a piece of paper
hitting a table while hanging down; (b) an elastic rod constrained by two
parallel plates; (c) a membrane deformed by a heavy ball.
There are many other well-known examples of contact problems
from mechanics. Three of these are illustrated in Figure 1.3: a piece of
paper hitting a table as it hangs down, a wire that is held at the end
points and is constrained by two parallel plates [71], or a membrane
that is deformed by a rolling heavy ball it supports [9]. Basic questions
that arise in each of these problem are:
(1) How should we take contact into account to facilitate analysis?
In many cases (such as the classical obstacle problem) the model
describing the physical phenomenon under scrutiny is well suited
for analytical treatment. However, buckling rod problems—due
to their complex geometrical shapes—form one class of problems
where the contact constraint needs special attention. In Chapter 2

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some work is done to obtain a contact condition in a simple form
that allows further analysis.
(2) When and how does contact develop? As seen in Figure 1.4, the
set of contact points often seems to have a particular simple struc-
ture. In the helically snarled rod, Fig. 1.4 (b), visual inspection sug-
gests that contact is simply formed along one closed interval. Such
simplicity does not always occur however. Two recent examples
in which the contact set is counter-intuitive—despite the simple
topology—are shown in Figure 1.4 (a) and (c)–(d). In (c) and (d),
the problem under investigation is to find a ropelength minimizing
configuration—rather than an energy minimizer—that takes (self-
)contact into account with a prescribed topology. It has recently
been shown that the contact set of the resulting minimizer consists
of a single loop with four cusp points [24]. Intriguingly, the two
components of the minimizing configuration do not touch at the
centre point of symmetry: there is a gap of up to 6% of the diameter
of the rods. In case of the single ply, shown in Fig. 1.4 (a), numerical
results on closely related closed rods have shown that the contact
set often consists of three components: apart from a single interval
of contact points, there are two additional contact points near the
loops at both ends [28, 53]. This suggests that for the single ply
there often exists a single isolated contact point at the closing loop,
next to the line of contact.
(3) How does the contact constraint influence the regularity of the
resulting solutions? The classical obstacle problem (1.9) has C1,1
minimizers (Theorem 1.2). The Gehring simple clasp in Fig-
ure 1.4 (c) is once more an example of surprising behaviour of
the ropelength-minimizing configuration. The resulting solution
is only C1,2   3 (and is also in W2,3  ε for all ε

0 but has no higher
regularity), and the curvature of each tube blows up at the tip [24].
(4) What are other general properties of minimizing solutions? Ex-
amples here include the support of minimizers, their symmetry or
their periodicity.
These four questions form the basis of our investigations in Chapters 2
through 5. We are now ready to derive the two minimization prob-
lems studied in those chapters. In Section 1.2 we model elastic rods on
cylinders, and in Section 1.5 we introduce a model for capturing the for-
mation of lipid bilayers. We also give a flavour of some of the problems
that have to be overcome to obtain the desired results.

1.1 ENERGY MINIMIZATION AND CONTACT PROBLEMS
(a) (b)
(c) (d)
Figure 1.4: Three examples of elastic rods that exhibit different forms of
self-contact. The two figures (a) and (b) exhibit rods buckling under dif-
ferent tensions: (a) is under low tension, (b) under high tension (a study
of the bifurcation between these two states can be found in [64]). Visual
inspection suggests that in both cases there is a single interval of contact.
In the left rod, however, numerical evidence from circular rods seems to
suggest the interval is supplemented with an isolated contact point at the
looped end [27]. The bottom two figures (c) and (d) illustrate the Gehring
simple clasp in perspective view ((c), not minimized for ropelength) and
in orthogonal view ((d), minimized for ropelength) (adapted from [24]).
In figure (d), the open round circle denotes the tube going through the
shaded tube. Note the small but definite gap between the two tubes, cen-
tred at the origin of the two axes. The contact set, consisting of a loop with
four cusps, is denoted by the dotted line. Only the front half can be seen
in this picture.
 
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1.2. Rods on cylinders
Elastic rods are idealizations of objects found in many physical sit-
uations, from shoe laces, to electricity wires, to DNA molecules. The
manner in which they buckle can be both fascinating and problematic—
depending on whether one is a scientist or whether one for instance
tries to drill a hole to get to oil deep underground, and the drill string
is buckling in all kinds of unwanted manners.
We will focus on a particularly simple type of elastic rod. Picturing
a rod as a set of circular cross-sections along a centreline, we call a rod
inextensible if the centreline does not extend or contract locally during
deformation. It is termed unshearable if there are no discontinuous
jumps in the orientation of the the cross-sections as we go along the
centreline compared to the unbuckled state.
Now consider the following little experiment. Take an elastic rod—
such as a piece of string, or a flexible electricity wire— by the ends and
hold it between thumbs and fingers at each end. Extend the rod to its
full length. Increase the internal twist by rotating the rod at one of the
ends. As the hands are brought together, the rod starts to buckle, and
one is likely to end up with a shape much like the single ply illustrated
in Figure 1.4 (a).
We firmly believe that the single ply in Figure 1.4 (a) is the global
minimizer for the minimization problem that corresponds to the above
experiment, but we cannot prove this yet. To show why it is to be ex-
pected that this is potentially a hard problem, take again the simple
ply. Now keep the two ends together in one hand without releasing
the ply, and hold firmly. With the other hand, grab the loop at the bot-
tom of the ply, and rotate it such that you unwind the ply. You will
feel there is quite some tension within the rod. Now let it spring back
and watch what happens. The result will be a configuration such as
in Figure 1.5. This is most probably not a global minimizer, but only a
local one. However, it is very stable, in the sense that violently shak-
ing the rod does not change its shape. Mathematically we will have
to prove that we can improve on such local minimizers, and this is no
mean task. The cause of the multitude of local minimizers is that the
rod cannot physically intersect itself. This means the state space of pos-
sible rod configurations has a very complicated structure, making cut
and paste arguments very difficult.
As a first step towards mathematically proving theorems about
rods that are free to buckle in any direction, we will consider a rod
 
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Figure 1.5: A rod configuration that is not a global minimizer, but only
a local minimizer. Such configurations are quite stable under perturba-
tion and geometrically diverse, indicating that minimizing elastic energy
among all free rods poses a significant challenge.
which is constrained to lie on a cylinder. This problem has a lower
dimensionality, making it more accessible for analysis.
Dead and rigid loading
Engineers distinguish two ways in which a body may be loaded by
external forces: through dead and through rigid loading.
In a dead loading experiment, the amount of force is specified, and
has some displacement associated with the force as a result. For ex-
ample, we may push on an elastic spring with a force of 1 N, with a
shortening of the spring of 1 cm as a result.
In rigid loading, on the other hand, it is the displacement which is
predetermined in the experiment. The loading force is then an depen-
dent quantity. The elastic rod is a good example here: with the rod
between our thumbs and fingers, it is easy to twist the ends relative to
each other by half a turn. The applied force is now unknown, but could
be measured in an experimental setup.1
1The German terms for dead and rigid loading, Laststeuerung (steering through
force) and Wegsteuerung (steering through displacement), indicate the difference be-
tween the two terms particularly well.
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The important difference between the two loading conditions is that
their stationary points are identical, but their stability (in a variational
sense) may differ.
Modeling rods on cylinders
Consider an inextensible, unshearable, elastic rod of circular cross-
section that is constrained to lie on a cylinder, and which is subject to
a force T and a moment M at the ends (see Figure 1.6). We assume
that at the rod ends, T, and M are maintained parallel to the axis of the
cylinder, but that the loading device leaves the rod ends free to rotate
around the circumference of the cylinder; the ends of the rod therefore
need not be coaxial. The rod is naturally straight and inextensible, and
cross-sections are assumed to remain orthogonal to the centreline. We
will derive a minimization problem for rods of length 2
 
and later take
the limit
 
 .
In the Cosserat rod theory [7, Ch. VIII] the configuration of this rod
is characterized by a right-handed orthogonal rod-centred coordinate
frame of directors,  d1, d2, d3 
 , each a function of the arc length param-
eter s (see Fig. 1.6). The director d3 is assumed parallel to the centreline
tangent, and by the assumption of in extensibility the centreline curve
r satisfies
r˙   d3,
where the dot denotes differentiation with respect to arclength. The
strain of the rod is characterized by the vector-valued function u given
by
d˙k   u  dk , k   1, 2, 3.
When decomposed as u   κ1d1  κ2d2  τd3, the components may be
recognized as the two curvatures κ1,2 and the torsion τ .
We choose a fixed frame of reference  e1 , e2 , e3 
 , where e3 is par-
allel to the cylinder axis, and we relate the frame  d1, d2, d3 
 to this
frame by a particular choice of Euler angles  θ,ψ,φ 
 [69, 65]. In this
parametrization θ is the angle between d3 and e3 (or between the cen-
treline and the cylinder axis), ψ characterizes the rotation around the
cylinder axis, and φ is a partial measure of the rotation between cross-
sections. The condition that the centreline of the rod lie on the surface
of a cylinder of radius r translates into the kinematic condition
ψ˙  
1
r
sinθ.
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d3d1
d2
T
M
T
M
Figure 1.6: Modeling the rod on a cylinder. A tension T and moment M
is applied at the ends. The three arrows attached to a point on the rod
designate the frame of directors  d1, d2, d3 	 .
In terms of the remaining degrees of freedom  θ,φ 
 the curvatures and
torsion are given by
κ1   θ˙ sinφ  
1
r
sin2θ cosφ,
κ2   θ˙ cosφ 
1
r
sin2θ sinφ,
τ   φ˙ 
1
r
sinθ cosθ.
The variational problem
For a given rod the stored elastic energy is a sum of curvature and
torsional energy, and is given by [69],
E   θ,τ   
B
2
 

 
  κ21  κ
2
2  
C
2
 

 
τ2
 
B
2

 

 
θ˙2 
B
2r2

 

 
sin4θ 
C
2

 

 
τ2. (1.10)
Here B is the bending stiffness of the rod, C the torsional stiffness, and
r the radius of the cylinder. In this entire section, all integrals refer
to integrals with respect to arclength. To determine the work done by
the tension and moment at the ends of the rod we need to characterize
the displacements associated with these forces. For the tension T the
associated displacement is the shortening S,
S   θ   
 

 
  1   cosθ  .

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The generalized displacement associated with the moment M is the end
rotation R, which is well-defined by the assumption of constant end
tangents. We assume rigid loading in shortening and dead loading in
torsion, i.e., we prescribe the shortening S and the moment M, which
implies that the tension T and the end rotation R are unknown and to
be determined as part of the solution.
This loading condition leads to the minimization problem
inf  E   θ,τ    MR   θ,τ  	 S   θ    s 
 . (1.11)
It is quite common to replace the end rotation R by a topologically in-
spired quantity called link. This concept is traditionally defined only
for closed rods—rods whose end points meet—and as such not accessi-
ble for use in the present context.
We will spend the entire Chapter 3 making this transition math-
ematically precise, and therefore postpone a proper introduction into
this subject to Section 1.4.
1.3. The contact problem
Let us for now assume we have such a a precise identification be-
tween end rotation R and a quantity termed ‘open link’ Lko. We are
then in a position to properly study the contact problem for rods on
cylinders. Recall that we wish to minimize (1.11).
In Euler angles, the open link is given by
Lko  

 

 
  φ˙  ψ˙   
 
φ  ψ 
 

  .
In Chapter 3 we prove that the identification between end rotation
and open link is correct in an open set around the undeformed con-
figuration θ  0, but loses validity when 	θ 	 takes values larger
than pi . Although nothing we have seen suggests that in an energy-
minimizing situation θ would take values outside of the admissible in-
terval     pi , pi  , we have no rigorous argument to guarantee that θ re-
mains inside that interval, and therefore we are forced to assume this.
In terms of the variables θ and τ this functional then takes the form
Lko   θ,τ   

 

 
 
τ 
1
r
sinθ   1   cosθ   .
We may now subsitute (1.11) for
min  E   θ,τ    MLko   θ,τ  : S   θ    s 


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for given s

0. The tension T has a natural interpretation as a La-
grange multiplier associated with the constraint of S.
We can simplify this minimization problem by first minimizing
with respect to τ for fixedθ, from which we find τ  M   C; re-insertion
yields the final minimization problem
min  F   θ  : S   θ    s 
 (1.12)
with
F   θ    E   θ    MLko   θ   
B
2

θ˙2 
B
2r2

sin4θ  
M
r

sinθ   1   cosθ  . (1.13)
We are interested in localized forms of deformation, in which the defor-
mation is concentrated on a small part of the rod and in which bound-
ary effects are avoided, and therefore we take an infinitely long rod and
consider θ, F, and S to be defined on the whole real line. From the con-
struction above it is then natural to assume that θ  0 as 	 s 	   , and
this limit behaviour is consistent with the form of F.
Behaviour of minimizers
The Euler-Lagrange equations associated with the minimization
problem (1.12) can be written as a Hamiltonian system with one degree
of freedom,
1
2
θ˙2  V   θ    H. (1.14)
In this system two independent parameters remain, which may be in-
terpreted as a scaled cylinder radius r˜   rM   B and a combined loading
parameter m   M   BT.
Solutions of the original minimization problem are orbits of this
Hamiltonian system that are homoclinic to zero, and such orbits have
been studied in detail in [65]. Among the findings are:
(1) for all values of r˜ ranges of m exist with orbits that are homoclinic
to the origin;
(2) at some parameter points these homoclinic orbits ‘collide’ with sad-
dle points. The saddle points correspond to helical solutions (con-
stant angle θ) and close to these collisions the homoclinic orbit has
a large region of near-constant angle θ.
In Figure 1.7 a bifurcation diagram is shown with two such colli-
sions, one at a forward helix (0

θ

pi   2, at m   mc2) and one at a
backward helix (pi   2

θ

pi).

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Figure 1.7: A load-displacement diagram showing shortening d of sta-
tionary points as a function of the (combined) load m (from [65]). Contact
effects are not taken into account. The peaks divide this diagram into
three sections. The solutions in the middle section intersect themselves,
whilst the solutions on the right do not. The section on the left consists of
heteroclinic connections between θ  0 and θ  2pi which are not consid-
ered here. For sufficiently large shortening, the rod configuration that has
lowest energy is on the self-penetrating branch.
In [65] the question of stability of these solutions, both local and
global, was left untouched. The framework of [92] suggests that in each
‘peak’ the right-most curve is locally stable; in the case of two peaks this
does not give any argument to distinguish between the two.
In Chapter 2 we focus on global energy minimization. We start the
discussion by showing that for sufficiently large shortening, and when
neglecting contact effects, global energy minimizers always intersect them-
selves.
It is this result that gives rise to our study: since energy mini-
mization without an appropriate non-self-intersection condition leads
to self-intersection, such a condition is necessary to study physically
correct solutions.
The main minimization we study is
Find a function u¯   J such that
F   u¯    min  F   u  	 u   J 
 , (1.15)

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where
F   u   
 T
0
a   u   x   u  2   x   b   u   x   dx,
and
J    u   1  H10   0, T  ,
 x

1
x
u  0  x  
 
0, T   1   .
The functions a and b are taken as general as possible.
The main results in Chapter 2 are the derivation of the Euler-
Lagrange equations of (1.15), and the full characterization of their solu-
tions. The results culminate in an expression of great simplicity of the
contact set:
THEOREM 1.5. Let u be a minimizer of (1.15), with corresponding con-
tact set
ωc :    x
 
 
0, T   1  


 x

1
x
u   0  .
Thenωc is an interval.
1.4. Link, twist, writhe, and end rotation
A large part of this thesis considers the buckling of rods under
forces such as end tension and end moments. The study of these struc-
tures requires a set of concepts with which we can distinguish different
rod configurations. In particular, one would like to have measures in-
dicating how contorted or buckled a given rod is, both in a quantitative
and in a qualitative way. The strain energy (1.10) is of course one of
these: the higher this energy, the more contorted the rod. Historically,
geometric and topological measures have been used to quantitatively
describe rod configurations. We will review the three most commonly
used, and their relation to the strain energy already mentioned. Two of
these measures are defined for closed rods only. As our basic objects of
study are open rods, it would enhance our insight into the buckling be-
haviour of these rods if we had analogous concepts for this class. The
development of such concepts, and the study of their applicability is
the subject of Chapter 3.
For our purposes a rod is a member of the set
  0
    r, d1 
  C2  
 
0, L  ;  3  S2  such that 	 r˙ 	  0, r˙  d1   0,
and r is non-self-intersecting  .
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A closed rod is an element of
  0 for which the beginning and end con-
nect smoothly.
Recall that at each point on the centerline of the rod we attach a
right-handed orthonormal frame  d1 , d2, d3 
 . The twist of a closed rod
  r, d1  is now defined by
Tw   r, d1  :  
1
2pi
 
r
d˙1   s   d2   s  ds. (1.16)
It measures the number of times d1 revolves around d3 in the direction
of d2 as we go around the rod.
Let r1 and r2 be two non-intersecting closed curves. Then the link
of r1 and r2 is defined by
Lk   r1 , r2  :  
1
4pi
 
r1
 
r2
 
r˙1   s   r˙2   t   
 
r1   s    r2   t  
	 r1   s    r2   t  	 3
dsdt. (1.17)
The writhe of a closed curve r is
Wr   r  :  
1
4pi
 
r
 
r
 
r˙   s   r˙   t   
 
r   s    r   t  
	 r   s    r   t  	 3
dsdt. (1.18)
In Figure 1.8 we give some typical numbers for link and writhe for
specific closed rods.
The link, twist and writhe of a closed rod are related by the well-
known Ca˘luga˘reanu-White-Fuller Theorem [22, 142, 50]:
THEOREM 1.6. Let   r, d1 
 
  0 be a closed rod as defined above. Then
Lk   r, d1    Tw   r, d1   Wr   r  . (1.19)
Lk = 1Lk = -2
Wr  -1
Wr  3
Figure 1.8: Examples of linking and writhing numbers for different (pairs
of) curves.
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An illustration of Theorem 1.6 is shown in Figure 1.9. Since link is a
topological invariant, twist and writhe are converted into one another
during continuous deformations of an elastic rod. One example where
this theorem has been useful is the well-known supercoiling behaviour
of DNA. Enzymes manipulate the link of the DNA, by cutting and glu-
ing it, while inserting extra twist. To find a new energy minimum, the
DNA starts to coil, which decreases twist, but increases writhe. This
phenomenon forms the basis of the tight packing of DNA into neat
chromosomes.
Figure 1.9: Illustration of Lk  Tw   Wr. Starting with a rod configura-
tion with high twist (top), the rod is deformed keeping link constant (i.e.,
keeping the ends clamped between thumb and fingers). The resulting rod
(bottom) has lower twist, but higher writhe.
In Chapter 3 we define new functionals Lko, Two, and Wro for open
rods for a specific class of functions
  1
r0 . The main result states that
these functionals are well-defined for open rods in
  1
r0 . An immediate
 
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and philosophically pleasing corollary of these definitions is that we
recover Theorem 1.6 for open rods in
  1
r0 :
THEOREM 1.7. Let   r, d1  be a rod in
  1
r0 . Then
Lko   r, d1    Two   r, d1   Wro   r  .
The initial objective for the energy minimization problem of rods
on cylinders—to show that end rotation can indeed be equated with
an open link functional—is also proved, for a slightly different class of
functions,
  2
r0 :
THEOREM 1.8. Let   r, d1  be an open rod in
  2
r0 . Then
R   r, d1    2piLko   r, d1  . (1.20)
We end Chapter 3 with a detailed discussion on the particular def-
inition of the class of functions
  1
r0 . We show it cannot be enlarged by
simply doing away with one of its nine defining conditions: we give
appropriate examples that show that Wro becomes ill-defined in each
of these cases.
1.5. Lipid membranes
Cells are the main building blocks of life. They are small factories
filled to the brim with a wonderful array of machinery, such as pro-
teins, genetic material, mitochondria, and so on. For a cell to function,
its contents need to be separated from that of other cells. This task is
performed by lipid bilayers. They can in fact be found in many places
other than the cell’s main perimeter.
Figure 1.10: A membrane is a bilayer of lipid molecules.
Lipid membranes have some unique properties. Their main in-
gredient is a lipid molecule with a head and two tails. The absence
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of covalent bonds between the lipid molecules is responsible for the
most salient property of lipid membranes: their flexibility and elastic-
ity. When pressed, they bounce back upon release. This also enables
the occurrence of vesicles, small compartments pinched off of a larger
membrane structure that are used for transport of substances inside the
cell.
Current modeling based on reaction-diffusion does not yet allow
us to study the elastic properties of lipid membranes. Here we study
a very simplified model, which is based on the framework of Fraaije
and coworkers [45], that will eventually allow for the investigation of
elastic properties of lipid bilayers. This model has been fully derived
in [11].
The main motivation behind this research is the following phenom-
enon. When adding a sufficient quantity of lipid molecules into a con-
tainer with water, the lipids start to spontaneously aggregate into clus-
ters. Such clusters are called micelles and consist of a single layer of
lipid molecules with the heads pointing outward. Micelles start to form
above a particular concentration, called the the Critical Micelle Concen-
tration (CMC, see e.g., [54, Chapter 1]). This is illustrated in Figure 1.11.
CMC
loose molecules
micelles
Concentration
added lipid molecules0
Figure 1.11: The Critical Micelle Concentration: while adding more lipid
mass to a container filled with water, micelle membranes start to form
spontaneously for lipid concentration above the CMC.
We will try to capture this difference in spreading or aggregation
using energy minimization techniques, in order to show that models
based on a continuum description have a good reason to be studied in
this context.
Derivation of a model for lipid bilayers
The main ingredient of lipid membranes is the lipid molecule. It is
made from a head and two tails. The head is hydrophilic, and readily
dissolves in water. The tails, however, are hydrophobic, i.e., there exist
 
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repelling forces between the tails and water. The lipid molecules are
modelled as two beads with a stiff rod of fixed length between them
(see Figure 1.12). Membranes are formed of two layers of these lipids
that are arranged with the tails towards each other (see Figure 1.10).
They are largely surrounded by water molecules, which we also model
by single beads.
Figure 1.12: The model for a lipid molecule: a head and tail bead with a
stiff rod of fixed length h between them.
We consider a one-dimensional representation of the membrane,
where the single spatial coordinate is perpendicular to the plane of the
membrane. We regard the lipid molecules as essentially rigidly ori-
ented, either pointing with their head to the positive or negative side of
the axis, and hence we identify two distinct species of lipid molecules.
Figure 1.13: Example distributions of left-oriented tails u and right-
oriented tails v, and the corresponding distributions of the respective
heads, τ   hu and τv.
Their densities are given by u, and v, or more specifically, u and v
denote the densities of the tail beads. If we model a lipid molecule as

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a head and tail bead that are a distance h apart, then the densities of
head beads of the two kinds of molecules is given by τ
 hu and τhv re-
spectively. This is illustrated in Figure 1.13. Lastly, let w be the density
of water molecules. We assume all beads are of equal size, so we can
speak of volume fractions.
The different molecules influence each other, both through entropic
effects and through hydrophobic or hydrophilic interactions. We hy-
pothesize that the combination between entropy, which causes spread-
ing of mass, and interaction energy, which causes congregation of lipid
mass, gives rise to membrane-like structures. To investigate this hy-
pothesis, we define the following energy functional
T

 
s   u   s   v   s   w    α

  w  τ
 hu  τhv  κ
 
  u  v  , (1.21)
where
s   t   

t log t t  0,
0 t

0.
The first integral in (1.21) denotes the Gibbs-Boltzmann entropy,
multiplied by the temperature T. The second integral represents the
interaction between the different beads, and penalizes proximity be-
tween the tails on the one hand and the heads and water on the other.
The interaction kernel κ chosen here is
κ   t   
1
2
e 

t

.
This choice is based on laboratory experiments [72, 139], and allows for
much analysis.
We assume that the solution is incompressible. The total fraction of
beads is scaled to 1, giving rise to the following relation
w   1   u   v   τ
 hu   τhv.
Since w is non-negative, we have the following contact condition
u  v  τ
 hu  τhv  1. (1.22)
The free energy in (1.21) is now reduced to

 
s   u   s   v    α

  1   u   v  κ     u  v  . (1.23)
Here the temperature T is scaled into α. Note that we have discarded
the entropy contribution of the water molecules. We assume this sim-
plification has little influence on the results.
The formal mathematical problem that follows from this discussion,
is the following minimization problem.

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Find functions   u¯, v¯    C such that
G   u¯, v¯    min  F   u, v  	   u, v    C 
 , (1.24)
where
G   u, v   

 
s   u   s   v    α

 
  1   u   v  κ     u  v    ζ   c0   ,
and
C     u, v      c0, c0   L1     2 	 u  v  τ
 hu  τhv  1 a.e. 
 .
Here,ζ   c0    2s   c0   αc0   1   2c0  is added to ensure
integrability.
Blom and Peletier [11] have recently studied this minimization
problem, and have shown that minimizers indeed show a membrane-
like structure for certain parameter values. One of the crucial results
lacking from their analysis was to prove existence of minimizers for
(1.24).
As a first step towards proving existence for (1.24), we study the ex-
istence of minimizers for the following simplified 1-dimensional mini-
mization problem in Chapters 4 and 5:
Find a function u¯   Km such that
H   u¯    min  H   u  	 u   Km 
 , (1.25)
where
H   u   

 

  u  c0  log   u   c0  1    u   αuκ
  u  ,
Km    u
  L1     



 
u   m, u  0, u  τhu  1  ,
κ   x   
1
2
e 

x

c0
  0,
1
2 
, α

0, h

0.
To give a flavour of some of the major obstacles that have to be over-
come, we recall the Concentration-Compactness Lemma.
LEMMA 1.9 (Lions, [86]). Let  un 
 be a sequence of positive functions in
L1     , with fixed mass m

0. Then there exists a subsequence unk satisfying
one of three possibilities:
(1) vanishing: for all L

 ,
lim
k  
sup
y 
 
 y

L
y  L
unk   0;

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(2) dichotomy: there exists µ     0, m  such that for all ε

0 there exist
k0  1 and  v1k 
 ,  v
2
k 
  L
1
    satisfying for all k  k0,
 











 unk     v
1
k  v
2
k 


L1  ε,




v1k dx   µ 


 ε,




v2k dx     m   µ  


 ε,
d   supp v1k , supp v
2
k    as k  ;
(3) compactness: there exists  yk 
   such that
 ε

0  L

 such that
 yk

L
yk  L
unk  m   ε.
The different possibilities are illustrated in Figure 1.14. The first two
options in Lemma 1.9 are problematic when taking limits: mass ‘es-
capes’ to infinity, and the limit of the (sub)sequence does not lie in the
original set of functions. To prove the existence of a minimizer of (1.25),
we take a minimizing sequence in Km. The goal is to show that there
exists a subsequence that is compact in the sense of Lemma 1.9, since
this assures the existence of a minimizer [86]. Often one can only prove
this by showing that all minimizing sequences are compact, through ex-
clusions of the two other options. There are two features in (1.25) that
make this non-trivial: 
The non-local nature of the  uκ   u term in H   u  : this makes it dif-
ficult to compare energies of solutions that differ by a cut and paste
operation. 
The non-local contact constraint u  τhu  1: for any new function
we create from an admissible function using cut and paste opera-
tions, we have to make sure it is still admissible. In particular, it
should still satisfy the contact constraint.
(a) (b) (c)
Figure 1.14: The three possibilities in the Concentration-Compactness
Lemma 1.9: (a) vanishing, (b) dichotomy, and (c) compactness. The bold
line in (c) illustrates the limit function. Arrows indicate taking limits.
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Critical Micelle Concentration and unbounded domains
The preceding discussion raises the question why we study this
minimization problem taking functions on an unbounded domain in
the first place. After all, since the functional H   u  is lower semicontin-
uous in an appropriate topology, existence of minimizers is guaranteed
if we would take a compact domain!
One of the main features we want to address with the model in
(1.25) is the occurrence of the Critical Micelle Concentration discussed
before. How can we capture the division between either aggregation of
lipid molecules into micelles, and evenly spreading out of these lipids?
(Note that in the current one-dimensional model there is no distinction
between a single-layered micelle and a double-layered membrane: both
are made of lipid molecules whose tails point towards each other. This
is of course not the case in higher dimensions.)
The very possibility that minimizers might not exist allows one to
study the dichotomy between spreading and aggregation in the phys-
ical system. Non-existence correlates precisely with the situation in
which the lipid molecules spread because there isn’t sufficient lipid
mass to spontaneously form micelles.
Results
The study of existence of minimizers is greatly dependent on hav-
ing sufficient control over the admissible functions. Chapter 4 is there-
fore entirely devoted to the study of regularity of minimizing solutions.
In minimization problems that are not constrained by inequalities
regularity of minimizers often follows directly from the Euler-Lagrange
equations. For instance, if we consider
inf

H   u  	 u   L1     ,

u   m   ,
then a minimizer u satisfies
log   u   c0  1    2ακ
  u   λ,
for some λ    . If we now assume that u   Wk,p then we can imme-
diately conclude that u   C  by a bootstrap argument: κ   u   Wk  2,p,
and therefore u   Wk  2,p, and so on. We are, however, confronted
with two inequality constraints, and hence additional Lagrange multi-
pliers. Moreover, we will see from the derivation of the Euler-Lagrange

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equations that these new multipliers have lower regularity than the ad-
missible functions, and hence no knew knowledge on the smoothness
of minimizers is gained.
We hence set out to study the regularity properties of minimizing
solutions without using the Euler-Lagrange equations. The main result
is the following theorem.
THEOREM 1.10. Let u be a minimizer of (1.25). Then u   H1     . In
particular, u is continuous.
The continuity of minimizers allows for much more control than
mere L1-regularity, and forms a major ingredient in the study of the
existence of minimizers, which is the subject of Chapter 5.
The next step is the derivation of the Euler-Lagrange equations. The
method of proof is similar to that in Chapter 2, but additional care has
to be taken to extend the proof to an unbounded domain and to incor-
porate multiple constraints. The H1-regularity and the Euler-Lagrange
equations together form the two cornerstones of the existence theo-
rems.
We also briefly digress to study a simplified minimization problem,
in which the upper contact condition u  τhu  1 has been dropped.
This allows for symmetrization techniques which facilitate the study of
minimizers. Existence for this simpler problem also forms the start of a
proof that shows that minimizers exist for problem (1.25).
As discussed in great detail in Chapter 5, existence of minimizers
for some particular m

0 is assured if the function I   m  defined by
I   m  :   inf  H   u  	 u   Km 

satisfies
I   m 

I   µ   I   m   µ  for all µ     0, m  . (1.26)
To show when this equation holds, much attention is given to the study
of I   m  . We show that, depending on parameter choices, there are two
qualitatively different cases, which are illustrated in Figure 1.15.
The main theorem of Chapter 5 is the following.
THEOREM 1.11. Suppose that 2αc0  1. Then for any m  0 there
exists a minimizer for (1.25).
The above theorem holds only for specific values of α and c0. For
general parameter values, we show that we should not expect minimiz-
ers to exist for all m

0. For values ofα and c0 such that 2αc0  1, the
existence of minimizers for (1.25) is investigated numerically. These
 
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m
I   m 
0
m
I   m 
0
m¯
2αc0  1 2αc0  1
Figure 1.15: Two different cases of existence. If 2αc0   1 (left), I  m  0
for all m
 
0, and (1.26) holds. Hence minimizers exist for all m
 
0. If
2αc0  1 (right), I  m   0 for m  0, m¯  (m¯   0, and may depend on
the other parameters), and I  m  0 for all m
 
m¯. This suggests that
minimizers do not exist at all for m   0, m¯  .
computations also provide some insight into the general structure of
minimizers.
1.6. Defence strategies against cuckoo parasitism
The last chapter is devoted to the study of a parasite-host system,
and in particular focuses on the ways hosts may defend themselves
against a parasite. We will take both evolutionary and ecological as-
pects into account. To set the stage, let us first consider some of the
conditions under which evolution operates.
Constraints on evolution
The process of evolution by natural selection takes place within a
set of constraints, in much the same way as for instance buckling in rods
is constrained by a kinematic or contact condition. Such restrictions
may be loosely divided in three categories. 
Nutritional and physical constraints. Shortages in food sources
such as oxygen, water, temperature, or others may severely restrict
growth and development of organisms, and constrain the evolution-
ary process by limiting the variety of organisms on which natural
selection acts. 
Genetic material. All living organisms possess genetic material
which is transfered from one generation to the next. Evolution
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is therefore an inherently historical process in which the available
DNA sets the stage for future adaptations. Most notably, the cas-
cades of genetic networks that are expressed during the develop-
ment of an organism cannot change drastically in short time spans.
This poses important limitations on organisms regarding their abil-
ity to adapt to changing environments. 
Trade-off laws. In many instances one may find that different
species have complementary traits, that are the outcome of a trade-
off between their costs and benefits. Some well-known examples
include
(1) Nutritional value (size) of plant seeds vs. their capacity to dis-
perse. Plant seeds are often either light and therefore have great
dispersional abilities, or they are heavy, allowing them to have
a better survival potential [137]. Another example is the growth
rate of trees vs. the quantity of seeds they produce. Here en-
ergy constraints induce a trade-off between how much a plants
invests in its own growth and how much it invests in the pro-
duction of potential offspring [41].
(2) Virulence of parasites. Parasites never benefit from the death of
their hosts, and therefore virulence levels are often found to be
relatively moderate [5, 96]. Current theory predicts the existence
of an ongoing trade-off between transmission of the parasite on
the one hand and virulence (host mortality) or clearance (host
immune reaction to the parasite) on the other. This results in the
optimal fitness of the parasite given its life history characteris-
tics. Recent epidemiological modeling has provided theoretical
evidence of this picture [6]. Within the hosts’ immune system
trade-offs have also been found, and has in fact recently been
measured directly [73, 29].
(3) Many organs have multiple functions, and the actual structure
of such organs are compromises between the various functions
they have to fulfil. For instance, mammals have mouths and
noses that allow them to efficiently separate food and air while
eating, through the use of the secondary palate. Snakes amongst
others on the other hand, do not possess a secondary palate and
therefore cannot breathe whilst swallowing their prey—a pro-
cess that may take hours. If one judges the mouth of snakes as
mere adaptations for feeding, one might argue that it is much
less efficient than the mammalian system. It is of course simply
a compromised feeding and breathing system.
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In all, it’s perhaps a small marvel that natural selection still allows for
sufficient adaptability for organisms to adapt to their changing envi-
ronments.
As a side remark, note that one consequence of the constraints out-
lined above is the emergence of convergent evolution: if all species in
a region are subject to similar constraints then the outcome may of-
ten be similar too. Modern car designs are an artificial example (the
constraints here are both people’s preferences and technological limita-
tions, but perhaps equally important is the search for models that min-
imize air resistance). A well-known biological example is the form and
structure of tropical forest trees. In tropical environments there are few
limitations on food and water supplies or temperature. However, be-
cause all plants can grow abundantly, competition for light is fierce. In
addition, predators and parasites are abundant. So many plant species
adopt a similar strategy: grow very fast towards the canopy—yielding
slender trunks without branches except at the top—and make very
hard wood and thick leaves with pointed ends—thus averting being
eaten and avoiding rot from leaves that remain constantly wet.
Chapter 6 focuses on constraints of the third type: trade-offs laws.
The examples above are of the general form ‘one cannot have too many
traits without paying a cost.’ The current study looks at the particular
case in which there is an active interplay between organisms with mul-
tiple possible traits and a parasite that is dependent on this organism.
The question then becomes: “With how many traits may one optimally
defend oneself against this predator?”
We are concerned both with the specific case of cuckoos and hosts
and with the general and fundamental issue of the perfection of evolu-
tionary adaptation. Is natural selection limited in its ability to favour
beneficial adaptations? Consider two adaptations that would each en-
hance the fitness of a single organism (such as the rejection of cuckoo
eggs or cuckoo chicks by a host): might such adaptations compete with
one another so that the lesser one is lost notwithstanding its value even
in the presence of the first?
The parasitic cuckoo
It has been known for centuries that cuckoos do not rear their own
young. Instead, they lay their eggs in the nest of a pair of song birds,
and after the egg is hatched the foster parents raise it. The female
cuckoo removes one of the host’s eggs and lays a single egg in the nest.
Having laid the egg, the female cuckoo abandons the nest and leaves
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the care to the hosts. The egg usually hatches before the eggs of the
host. A few hours after hatching, the chick, naked and blind, balances
each host egg on its back and ejects it from the nest. Host chicks un-
dergo the same fate and the cuckoo chick becomes the only occupier of
the nest. Hence, the parasitized hosts lose all their reproductive suc-
cess associated with that clutch. The host parents do not intervene in
the egg-ejection behaviour of the cuckoo chick. The hosts then rear the
single cuckoo chick.
The cuckoo population can be subdivided into so-called gentes. On
the whole, each gens has specialized in mimicking the colour, patterns
of spots and size of the eggs of the particular host it parasitizes [34].
Mimicry is not found, however, in cuckoo chicks when compared with
the host’s chicks. For instance, in the Reed Warbler Acrocephalus scir-
paceus, a well studied host of cuckoos, the chicks are small individuals
with a pale yellow gape, whereas cuckoo chicks are much larger and
have a red gape. This big difference in appearance in cuckoo and host
chicks is not exploited by the host to save it from parasitism. The hosts
could benefit in two ways if they would reject a cuckoo chick. First,
they would save a lot of energy used to raise the cuckoo chick which
might, at least, be used by them to survive the winter months. Second,
they might be able to immediately start a new clutch.
Absence of nestling discrimination: adaptive or maladaptive?
Understanding the lack of chick rejection behaviour has been ham-
pered by a lack of experimental data: one cannot assess the costs and
benefits of a trait that does not exist. Nevertheless, several hypotheses
have been put forward. The Evolutionary Lag Hypothesis [119] states
that nestling discrimination would be adaptive but not enough time
has elapsed for it to evolve. The Evolutionary Equilibrium Hypothesis
[88, 89] on the other hand views this trait as maladaptive (a balance be-
tween the costs of acceptance and the costs of rejection and recognition
errors), and sees the current situation as a stasis.
Parallel to this, there are opposing assumptions about the possible
mechanisms of recognition of alien entities in the nest. The discrimina-
tion cue may either be learned in early development, or it may be in-
nate. If chick rejection is learned by imprinting, the problem has been
solved by Lotem [87], by showing that if hosts make any error in their
first attempt to discriminate between their own young and the para-
site’s, the costs are always greater than the benefits. In the terminology
of the two hypotheses the cuckoo-host system is then in evolutionary
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equilibrium. Recently, Lawes and Marthews [82] have extended this
model to the case of non-evicting parasites and have shown theoreti-
cally that parasite chick discrimination may be favoured but only un-
der special circumstances (host nestling survival alongside the parasite
is rare, rates of parasitism are high and the average clutch size is large);
these are met infrequently.
However, we have not yet been able to explain why chick rejection
is nearly absent to explain from a hereditary standpoint. It is this partic-
ular question we will address in Chapter 6. In this introduction we will
limit ourselves to a general overview of the methods we use to attack
this problem, and give an indication what the results are.
Modeling results and implications: defence strategy antago-
nism and rare enemy effects
Chapter 6 is devoted to the development of a mathematical model
to investigate this issue. Its full derivation takes a fair amount of work.
Therefore, in this section we will only give the main ingredients of the
model.
The model describes the interplay between several types of hosts,
(all-accepters, egg-rejecters, chick-rejecters and all-rejecters), and the
parasitic cuckoo. Note that an egg-rejecter, for example, does not reject
eggs unconditionally, but does so if it is sufficiently sure that the egg it
intends to reject is not its own. The model includes both ecological and
evolutionary aspects of the problem and is based on an earlier paper by
Takasu et al. [133]). It incorporates costs incurred by recognition errors
but neglects any physiological costs associated with the behavioural ca-
pability of rejection. Fitness functions that are dependent on parasitism
rate are assigned to each defence strategy. The parasite population is
assumed to be limited by host availability, and therefore the parasitism
rate in turn depends on the host population and on the defence strategy
or strategies that hosts adopt.
The first prediction of the model is that, in almost all circumstances,
an equilibrium will be attained where there is only one type of defen-
sive host. As this equilibrium is the result of the competition between
different defensive host types, we term this a Defence Strategy Antag-
onism. Here it acts at the population level. It predicts, for example,
the absence of a mixed population with some egg-rejecters and some
chick-rejecters under most conditions.
The second prediction is that at this equilibrium the fitness of the
defensive hosts is the same as the fitness of the non-defensive hosts, i.e.,
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those that unconditionally accept parasitic eggs and chicks. In other
words, the defensive hosts themselves drive the parasite population
down so low that it is only marginally worth continuing such a defence.
Which of the three defensive strategies will the hosts adopt? The
model’s third prediction is that it is most likely, by far, to be egg rejec-
tion. Chick rejection is inherently more costly than egg rejection, be-
cause of the delay incurred in putting it into effect and the damage that
a cuckoo chick will cause before it is discovered. It will therefore only
be favoured over egg rejection if it is much less prone to error, e.g., if
mimicry of host eggs by the parasite has led to high failure rates in
the egg-rejection process. All-rejection is in most circumstances even
less likely to prevail, essentially because of the Rare Enemy Effect [38].
Due to the egg-rejection mechanisms in place, the number of parasitic
chicks encountered by a host is reduced. It is important to realize that
the mechanisms do not have to be efficient, and the reduction in en-
counters does not have to be drastic; a small effect is sufficient to tip the
balance. In short, this first line of defence may suppress the emergence
of the second, which may be thought of as Defence Strategy Antago-
nism at the individual level. An important exception to this conclusion
is that all-rejection might be expected if the chick-rejection strategy is
nearly cost-free, i.e., scarcely ever results in the erroneous rejection of a
host chick.
So in all, both of the two chick-rejection strategies are favoured if
they have very low costs. At the end of the chapter we review two
recent reports of chick rejection behaviour [81, 60], and see whether
the observed strategies fit with the predictions of the model. The two
papers suggest that the defence strategy is indeed innate—making the
mathematical model applicable— and that the model properly predicts
the conditions under which host birds should reject cuckoo chicks.

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CHAPTER 2
Self-contact for rods on cylinders
2.1. Introduction
The study of self-contact in elastic rods has seen some remarkable
progress over the last ten years, with highlights such as the numerical
work of Tobias, Coleman, and Swigon [136, 28, 27], the introduction of
global curvature by Gonzalez and co-workers [58], and the derivation
of the Euler-Lagrange equations for energy minimization by Schuricht
and Von der Mosel [124]. Parallel advances have been made on the
highly related ideal knots and Gehring links, where ropelength is min-
imized instead of elastic energy [25, 123, 24].
Despite this progress important questions remain open. We are still
far from understanding analytically the solutions of the Euler-Lagrange
equations for general contact situations. Even if we limit ourselves to
global minimizers of an appropriate energy functional, we can prove
little about the form of solutions as soon as contact is taken into account.
For instance, a long-standing conjecture for closed elastic rods is
that in the limit of long rods under constant twist the global energy
minimizer should be a ply (double helix) with a loop on each end. If
a structure of this type is assumed, then the limiting pitch angle can
be determined [135]; but the difficult part actually consists in show-
ing that global minimizers have this structure. Incidentally, since local
minimizers of different type have been found numerically [28, 27], the
restriction to global minimizers appears to be essential.
This example is typical for the current state of understanding: if as-
sumptions are made on the set of contacts, then characterizations are
possible [47, 131, 135, 66], but for unrestrained geometry little is known
This chapter is based on [68].
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rigorously. It shows how our lack of understanding of energy minimiz-
ers is intimately linked to the lack of knowledge about structure of the
contact set. Examples show that this structure can be non-trivial: for in-
stance, non-contiguous contact appears at the end of a ply in an elastic
rod [27].
In this chapter we study a problem of self-contact of an elastic rod
in which the rod has reduced freedom of movement: the centreline of
the rod is constrained to lie on the surface of a cylinder (Figure 2.1).
In contrast to the full three-dimensional problem referred to above,
the reduced dimensionality of this problem enables us to give a near-
complete characterization of global minimizers, without making any a
priori assumptions on the structure of the contact set. Notwithstanding
this, determining the structure of the contact set is a central element of
this study.
ζ   x 
x
contact point
Figure 2.1: The centreline of a rod on a cylinder is described using cylin-
drical coordinates: the independent variable x is the tangential coordinate,
and the position of the centreline is given by the function ζ  x  measuring
distance along the cylinder axis.
We transform the classical Cosserat model of an elastic, unshearable
rod of circular cross-section into a more convenient form. The func-
tional that is to be minimized (representing stored energy and work
done by the end moment) is
F   u   
 T
0
 
a   u  u  2  b   u   ,
where
a   u   
1
4pi2
1
  1  u2  5   2
, (2.1)
b   u   
1
r2   1  u2  3   2
 
2M
Br
 1  u2   u
 1  u2
. (2.2)
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Here r is the radius of the cylinder, M the moment applied to the end
of the rod, and B is the bending coefficient of the rod. The centreline
of the rod is characterized by ζ   x  , which measures distance along the
cylinder axis as a function of a tangential independent variable x. The
unknown in this minimization problem is the derivative u   x    ζ    x  ,
which may by thought of as the cotangent of the angle between the
centreline tangent and the cylinder axis; u is zero when the rod curls
around the cylinder orthogonal to the axis, and u     when the rod
is parallel to the axis. This transformation is detailed in Section 2.3.
The most interesting part of the variational problem is the trans-
formed contact condition (condition of non-self-penetration). In this
study we take the thickness of the rod to be zero; then the non-self-
penetration condition is
 x

1
x
u  0 for all 0  x  T   1, (2.3)
where the interval
 
x, x  1  corresponds to one full turn around the
cylinder; this condition formalizes the intuitive idea that non-self-
penetration is equivalent to the condition ‘that the rod remain on the
same side of itself’. This condition on u makes the variational problem
a non-local obstacle problem. Non-zero thickness requires a contact
condition that is substantially more involved than (2.3); we comment
on this situation in Section 2.3.
Both the background in rod theory and the independent mathemat-
ical context of this minimization problem raise questions about the so-
lutions:
(1) Do solutions exist?
(2) What is the minimal, and what is the maximal regularity of mini-
mizers?
(3) When is there contact, i.e., when is the contact set
ωc :  

x  
 
0, T   1  :
 x

1
x
u   0   (2.4)
non-empty?
(4) Given thatωc   , what is the structure ofωc? Is the contact sim-
ply contained in a single interval, or is the structure more intricate,
as in the examples of contact–skip–contact at the end of a ply [28]
and in a (ropelength minimizing) clasp [24]?
(5) What form do the contact forces take?
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(6) Does the solution inherit the symmetry of the formulation? This is
the case for a symmetric rod on a cylinder without contact condi-
tion [65], but need not be true when taking contact into account.
In the rest of this chapter we address these questions.
2.2. Results
The first main result of this investigation (Theorem 2.2) shows that
the contact condition (2.3) is essential: without this condition the cen-
treline of a rod will intersect itself. A little experiment with some string
wrapped around a pencil will convince the reader that this is the case.
We also prove the regularity result that a constrained minimizer u is of
class W2,  , and we derive the Euler-Lagrange equation
N   u    x  :     2a   u   x   u     x    a    u   x   u  2   x   b    u   x    
 x
x  1
f ,
(2.5)
where the Lagrange multiplier f is a non-negative Radon measure with
support contained in the contact setωc (Theorem 2.5).
From stationarity alone, which is the basis of Theorem 2.5, the char-
acterization of f as a positive Radon measure appears to be optimal; no
further information can be extracted. In Section 2.7 we use two differ-
ent additional assumptions to further characterize the contact set and
subsequently the measure f . In both cases we obtain the important
result that the contact set is a (possibly empty) interval and that the
measure f is a sum of Dirac delta functions, as represented schemat-
ically in Figure 2.2. The weighting of the delta functions is shown in
the middle of Figure 2.2: there is a linear decrease or increase in weight
from one side of the contact set to the other (Theorem 2.17). Since f
may be interpreted as the contact force, we deduce that 
The contact force is concentrated in at most two tangential positions
x1 and x2, and in integer translates of x1,2;
 
The magnitude of the contact force is maximal at the contact point
where the rod lifts off, and decreases linearly with each turn. Fig-
ure 2.3 graphically illustrates this behaviour.
The decrease in contact force with each turn can be understood in the
following way. The difference between the contact forces on either side
of the rod creates a resulting force exerted on the rod, and the two re-
sultant forces that act at x1,2 mod 1 point in opposite directions. If we
imagine a single, closed ring with two forces acting on it in this way,
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Figure 2.2: The function g  x    xx   1 f is piecewise constant (top); the
jumps correspond to Dirac delta functions in f (middle). Note that the
support of g is the set ωc    0, 1  by the definition of g. The solution u
corresponding to f and g is shown at the bottom.
the two forces create a moment that will bend the ring. This also hap-
pens with the coil of the current problem, as is demonstrated by the
small but definite oscillations in the numerical solutions calculated in
Section 2.9.
As mentioned above, the crucial result that the contact set is con-
nected requires additional assumptions. If we step back from this rod-
on-cylinder model, and allow a and b to be general given functions,
then for a large class of such functions the nonlinear operator on the
left-hand side of (2.5) N   u  satisfies a version of the comparison princi-
ple,
Nu1  Nu2   u1  u2,
(see Definition 2.19 for the precise statement). For such functions a and
b, any stationary point has a connected contact set (Theorem 2.21). The
argument is based on the observation that non-contact in some interval
  α,β  implies that f   0 on   α,β  and therefore that the right-hand
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Figure 2.3: A typical rod configuration (left; front and back views) that
minimizes energy and satisfies the contact condition. On the right the
bars indicate the contact forces corresponding to the arrows in Figure 2.2.
(The analysis of this study assumes zero rod thickness—in this picture the
rod has been fattened for presentation purposes.)
side of (2.5),
g   x   
 x
x  1
f , (2.6)
is non-increasing on   α,β  and non-decreasing on   α   1,β   1  .
Importantly, however, the functions a and b given in (2.1) are such
that the associated operator mostly fails to satisfy this comparison prin-
ciple. We therefore also take a different approach, in which we obtain
the same result by only considering global minimizers. Here we use
a different argument, based on constructing other minimizers by cut-
ting and pasting; the combined condition of minimization and non-
contact in an interval   α,β  implies the existence of additional regions
of non-contact outside of the interval   α,β  , implying that the right-
hand side of (2.5) is constant on   α,β  . From this the result follows
(Theorem 2.22).
In both cases, the fact that the contact set is an interval implies that
the boundary of the contact set is ‘free’—the measure f is zero on an
additional interval of length one extending on both ends of ωc. This
implies that the right-hand side g is increasing and decreasing at the
same time—except at points that lie at integer distance from the two
boundary points. This imposes the specific structure on g and f that is
shown in Figure 2.2.
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The issue of symmetry of minimizers is a subtle one, which again
depends on the presence or absence of a comparison principle. The
comparison principle simplifies the structure of solutions: all stationary
points are symmetric (up to an unimportant condition on b). Without
a comparison principle, and more precisely when minimization of F
favours oscillation, this is no longer true, and even stationary points
that are global minimizers may be asymmetric (Section 2.8).
Using the characterization of f and g derived earlier we use two
numerical methods to investigate constrained minimizers (Section 2.9);
one is a method of direct solution, using a boundary-value solver, and
the other a continuation method. A typical solution is shown in Fig-
ure 2.3.
The simple structure of the functional and the contact condition
suggest that the methods and results of this study might be applica-
ble to other systems than this particular rod-on-cylinder model. We
therefore state and prove our results for general functions a and b. The
main requirements are that a and b are smooth and that a is positive;
other conditions are mentioned in the text below.
2.3. Problem setting: derivation of the rod-on-cylin-
der model
Kinematics
Consider an elastic rod of circular cross-section that is constrained
to lie on a cylinder, and which is subject to a force T and a moment M
at the ends. We assume that at the rod ends, T, and M are maintained
parallel to both the axis of the cylinder and the axis of the rod, but
that the loading device leaves the rod ends free to rotate around the
circumference of the cylinder; the ends of the rod therefore need not
be coaxial. The rod is naturally straight and inextensible, and material
cross-sections are assumed to remain orthogonal to the centreline. We
will derive a minimization problem for rods of length 2
 
and later take
the limit
 
 .
In the Cosserat rod theory [7, Ch. VIII] the configuration of this rod
is characterized by a right-handed orthogonal rod-centred coordinate
frame of directors,  d1, d2, d3 
 , each a function of the arclength param-
eter s. The director d3 is assumed parallel to the centreline tangent, and
by the assumption of inextensibility the centreline curve r satisfies
r˙   d3,

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where the dot denotes differentiation with respect to arclength. The
strain of the rod is characterized by the vector-valued function u given
by
d˙k   u  dk , k   1, 2, 3.
When decomposed as u   κ1d1  κ2d2  τd3, the components may be
recognized as the two curvatures κ1,2 and the twist τ .
We choose a fixed frame of reference  1,2,3 
 , where 3 is par-
allel to the cylinder axis, and we relate the frame  d1, d2, d3 
 to this
frame by a particular choice of Euler angles  θ,ψ,φ 
 [69, 65]. In this
parametrization θ is the angle between d3 and 3 (or between the cen-
treline and the cylinder axis), ψ characterizes the rotation around the
cylinder axis, and φ is a partial measure of the rotation between cross-
sections. The condition that the centreline of the rod lie on the surface
of a cylinder of radius r translates into the kinematic condition
ψ˙  
1
r
sinθ, (2.7)
where the dot denotes differentiation with respect to the arclength co-
ordinate s. Note that it is natural not to restrictψ to an interval of length
2pi . In terms of the remaining degrees of freedom  θ,φ 
 the curvatures
and twist are given by
κ1   θ˙ sinφ  
1
r
sin2θ cosφ,
κ2   θ˙ cosφ 
1
r
sin2θ sinφ,
τ   φ˙ 
1
r
sinθ cosθ.
Energy, work, and a variational problem
For a given rod the strain energy is given by [69],
E   θ,τ   
B
2

 

 
  κ21  κ
2
2  
C
2

 

 
τ2
 
B
2
 

 
θ˙2 
B
2r2
 

 
sin4θ 
C
2
  

 
τ2.
Here B and C are the bending and torsional stiffnesses respectively. To
determine the work done by the tension and moment at the ends of the
rod we need to characterize the generalized displacements associated
 
2.3 DERIVATION OF THE ROD-ON-CYLINDER MODEL
with these generalized forces. For the tension T the associated displace-
ment is the shortening S,
S   θ   
 

 
  1   cosθ  .
The generalized displacement associated with the moment M is the end
rotation, which is well-defined by the assumption of constant end tan-
gents. It is common to identify the end rotation with a link-like func-
tional
L  
  

 
  φ˙  ψ˙   
 
φ  ψ 
 

  .
As demonstrated in [67], this identification is correct in an open set
around the undeformed configuration θ  0, but loses validity when
	θ 	 takes values larger than pi . Although nothing we have seen suggests
that in an energy-minimizing situation θ would take values outside of
the admissible interval     pi , pi  , we have no rigorous argument to guar-
antee that θ remains inside that interval, and therefore we are forced to
assume this. In terms of the variables θ and τ this functional then takes
the form
L   θ,τ   

 

 
 
τ 
1
r
sinθ   1   cosθ   .
Here we assume rigid loading in shortening and dead loading in
twist, i.e., we prescribe the shortening S and the moment M, which
implies that the tension T and the end rotation L are unknown and to
be determined as part of the solution. This loading condition leads to
the minimization problem
min  E   θ,τ    ML   θ,τ  : S   θ    σ 

for given σ

0. The tension T has a natural interpretation as a La-
grange multiplier associated with the constraint of S.
We can simplify this minimization problem by first minimizing
with respect to τ for fixedθ, from which we find τ  M   C; re-insertion
yields the final minimization problem
min

F   θ  : S   θ    σ


(2.8)
with
F   θ    E   θ    ML   θ   
B
2

θ˙2 
B
2r2

sin4 θ  
M
r

sinθ   1   cosθ  .
(2.9)


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We are interested in localized forms of deformation, in which the defor-
mation is concentrated on a small part of the rod and in which bound-
ary effects are to be avoided, and therefore we take an infinitely long
rod and consider θ, F, and S to be defined on the whole real line and
assume θ  0 as 	 s 	   .
Behaviour of minimizers
The Euler-Lagrange equations associated with the minimization
problem (2.8) can be written as a Hamiltonian system with one degree
of freedom,
1
2
θ˙2  V   θ    H, (2.10)
for a particular V. In this system two independent parameters remain,
which may be interpreted as a scaled cylinder radius r˜   rM   B and a
combined loading parameter m   M    BT.
Solutions of the original minimization problem are orbits of this
Hamiltonian system that are homoclinic to zero, and such orbits have
been studied in detail in [65]. Among the findings are
(1) For all values of r˜ ranges of m exist with orbits that are homoclinic
to the origin;
(2) At some parameter points these homoclinic orbits ‘collide’ with
saddle points. The saddle points correspond to helical solutions
(constant angle θ) and close to these collisions the homoclinic orbit
has a large region of near-constant angle θ.
In Figure 2.4 a bifurcation diagram is shown with two such collisions,
one at a forward helix (0

θ

pi   2, at m   mc2) and one at a backward
helix (pi   2

θ

pi , at m   mc1).
In [65] the question of stability of these solutions, both local and
global, was left untouched. If we interpret the combined load param-
eter m as a (reciprocal) tension T (with the moment M fixed) then the
nature of the bifurcation diagram in Figure 2.4, involving as it does the
mechanically conjugate variables S and T, suggests that in each peak
the right curve is locally stable [92]. With two peaks occurring how-
ever, this does not allow us to predict where the globally stable solution
is located.
In this study we focus on global energy minimization. Corollary 2.3
below states that for sufficiently large shortening, and when contact ef-
fects are neglected, global energy minimizers always intersect themselves.
It is this result that forms the main motivation of our analysis: since


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Figure 2.4: A load-displacement diagram showing shortening d  SM   B
of stationary points as a function of the (combined) load m (from [65]).
Contact effects are not taken into account. The peaks divide this diagram
into three sections. The solutions in the middle section intersect them-
selves, whilst the solutions on the right do not. The section on the left
consists of heteroclinic connections between θ  0 and θ  2pi which are
not considered here. For sufficiently large shortening, the rod configura-
tion that has lowest energy is on the self-penetrating branch, as shown by
Corollary 2.3.
energy minimization without appropriate penalization leads to self-
intersection, the non-self-intersection condition is necessary for phys-
ically acceptable solutions.
Translation to  u,ψ  -coordinates
To study the case in which self-contact is taken into account, it is
necessary to properly restrict the class of admissible functions in the
minimisation problem (2.8). In three dimensions a variety of different
descriptions of self-contact exists for rods of finite thickness, each with
subtle advantages and disadvantages (see e.g., the introduction of [58]).
For a rod on a cylinder the situation is simpler, since the freedom of
movement is essentially two-dimensional—similar to that of a curve in
a plane. We focus on rods of zero thickness, and implement non-self-
penetration as non-self-intersection of the centreline. In terms of the
 
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unknown θ     as introduced above, this condition can be written as
z   s1    z   s2    0 for all s1   s2 with ψ   s1    ψ   s2    0 mod 2pi ,
(2.11)
where we have used the previous equation (2.7) for ψ and the axial
coordinate z:
ψ˙  
1
r
sinθ, z˙   cosθ.
We now make the assumption that z can be written as a function of ψ,
or, equivalently, that ψ is monotonic along the rod. This assumption
is satisfied for solutions of the problem without contact having θ

pi ,
as given by equation (2.10). If we include a contact condition of the
form (2.11), then we are unable to prove thatψ is monotonic, and in fact
it is conceivable that this monotonicity is only valid for global energy
minimizers.
Under the assumption that z can be written as a function of ψ, we
introduce a dimensionless axial coordinate ζ   z   r, and write  for dif-
ferentiation with respect toψ. The functional F in (2.9) then transforms
to
F   ζ   
Br
2
 T
0
ζ  
2
  1  ζ

2

5
2

B
2r
 T
0
1
  1  ζ

2

3
2
  M
 T
0
 
1  ζ

2
  ζ 
 
1  ζ

2
,
with shortening
S   ζ    r
 T
0
 
1  ζ

2
  ζ   .
Here
 
0, T  , the domain of definition ofψ, is a priori unknown, since the
ends of the rod are free to move around the cylinder.
In these variables non-self-intersection is easily characterized. Since
ψ is monotonic, let us assume it to be increasing (this amounts to an as-
sumption on the sign of the applied moment M). Admissible functions
are defined by the following condition:
 ψ
 
 
0, T   2pi  : ζ   ψ  2pi    ζ   ψ   0. (2.12)
Note that it is only necessary to rule out self-intersection after a single
turn; if contact exists after multiple turns, contact also exists (poten-
tially elsewhere) after a single turn.
The contact condition (2.12) is the novel part in this variational
problem. Here we focus on the effect that this condition has on the
minimization problem, and therefore simplify by 
fixing the domain size T, and accordingly removing the shortening
constraint;

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 
replacing the mechanically correct boundary conditions ζ     by
a more convenient condition ζ    1.
In terms of the new variables x   ψ   2pi and u   x    ζ    ψ  we recover
the problem of the introduction.
These boundary conditions can be described as follows. By pre-
scribing ζ    u   1 at the ends of the rod we fix the angle between the
rod and the centreline to pi   4. By removing the shortening constraint
we allow the ends of the rod to move freely in the axial direction; in
contrast, the fixing of T prevents the rod ends from moving tangen-
tially. We believe that these changes have little effect on that part of
the rod that is implicated in the contact problem; but this is a topic of
current research.
Zero thickness
The assumption of zero rod thickness can not be relaxed without
introducing important changes in the formulation (see Figure 2.5). At
thickness , the distance in the ζ-direction between two parallel con-
secutive centrelines in contact is    sinθ, where θ is the angle between
the centrelines and the cylinder axis. Therefore non-zero thickness can
not be introduced by simply replacing the right-hand side in (2.12) by
; the angle of the centrelines is to be taken into account, implying that
the right-hand side of (2.12) will depend on ζ  .
To make matters worse, when the centrelines are not parallel, i.e.,
when u   ζ  is not constant, the minimal-distance connection between
two consecutive turns depends on values of ζ  nearby (see [101] for a
thorough treatment of the geometry of this issue); it is not clear whether
for the present case of a rod on a cylinder any simpler impenetrability
condition can be found than the well-known global curvature condi-
tion [58].
2.4. Existence and the contact condition
In this section we state precisely the problem under discussion and
show that minimizers exist. We also study the minimization problem
without the contact constraint, and show that minimizers will intersect
themselves.
Let U   1  X, where X   H10   0, T  , and Y   C  
 
0, T   1   . Let the
functional F : U   be defined as in the Introduction,
F   u   
 T
0
 
a   u  u  2  b   u   ,


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Figure 2.5: Two configurations of a rod of thickness . This illustrates
that for rods with positive thickness one cannot simply replace the contact
condition Bu   0 by Bu   ; a more involved condition is necessary.
and introduce the constraint operator B : U  Y given by
B   u    x   
 x

1
x
u.
With the set of admissible functions given as
K :   u   U : B   u    x  0  x  
 
0, T   1  

the central problem is
Problem (A): Find a function u    U such that
F   u     min  F   u  : u   K 
 .
We first prove existence of minimizers for Problem (A).
LEMMA 2.1. Let T

0. Assume that a   u   a0  0, and that b   u  is
Lipschitz continuous. Then there exists u    K such that
F   u     min  F   u  : u   K 
 .
PROOF. Let  un 
  K  U be a minimizing sequence. We first
prove that  b   un  is bounded from below.
Since minimization of F is equivalent to minimization of F   Tb   0  ,
we can assume without loss of generality that b   0    0. Using the
Lipschitz continuity of b and the Poincare´ inequality we have

b   un 

L1  c

un

L1  c1   T 

un   1

L1   c   1 

 u n


L2  .

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Here and below c is a possibly changing constant that does not depend
on n. Then

b   un     c   1 

u n

L2 
   c
 
1 
1
a0


a   un  u n
2

1
2

   c
 
1 
1
a0
 F   un   

b   un 

1
2

   c
 
1 
1
a0
 c  

b   un 

1
2
 .
Hence

b   un     D (2.13)
for a suitable constant D.
Together with the boundedness of F   un  , (2.13) implies that un is
bounded in X. Hence  un 
 contains a subsequence  unm 
 that con-
verges weakly in X to a limit u  . Since F is lower semicontinuous with
respect to weak convergence,
F   u    lim inf
m  
F   unm  ,
implying that u  is a minimizer.  
As we mentioned in Section 2.3, if contact is not taken into account—
if F is minimized in U rather than in the smaller set K—condition. In
the theorem below we actually prove a stronger statement. We write FT
instead of F to indicate explicitly the dependence on the interval
 
0, T  .
THEOREM 2.2 (Minimization without contact condition). Assume
that a and b are of class C1, and that a is strictly positive. Assume that some
u¯

1 exists such that
  

inf
 
b

inf
u  u¯
b. (2.14)
For each T

0, let uT be a minimizer corresponding to the minimization
problem on domain
 
0, T  ,
min  FT   u  : u
  U 
 . (2.15)
Then there exists c

0 independent of T such that
	
 x  
 
0, T  : uT   x   u¯ 
 	  c  1   T  .


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The function b given in (2.1) achieves its minimum at u      ,
regardless of the value of Mr   B; therefore it satisfies the condition (2.14)
for every u¯

1.
COROLLARY 2.3 (Minimizers violate the contact condition). In ad-
dition to the conditions of Theorem 2.2, assume that u¯

0. If T is sufficiently
large, then B   uT    x   0 for some x
 
 
0, T   1  .
PROOF OF THEOREM 2.2. We first use a standard argument to give
an upper bound on the energy FT   uT  . Choose a T-dependent constant
uT  u¯ such that
b   uT   infu  u¯
b   u  and 0

b   uT    inf  b  T
 1   2.
For any T    we construct a new continuous symmetric function
u˜T
  U such that u˜T   uT on
 
1, T   1  , and FT   u˜T   C  Tb   u  ,
where C does not depend on T. Since uT minimizes FT, it also follows
that
FT   uT   FT   u˜T   C  Tb   uT  . (2.16)
Among other things this inequality implies that for large T a minimizer
uT can not be the constant function 1.
The Euler-Lagrange equation associated with this minimization
problem is
  2a   u  u     a    u  u  2  b    u    0, (2.17)
which can also be written as a one-degree-of-freedom Hamiltonian sys-
tem
  a   u  u  2  b   u    H. (2.18)
It follows that for any minimizer u,
(1) b   u   x     H at any stationary point x of u;
(2) b   u   x    H for all x  
 
0, T  ;
(3) b   1 

H.
The third statement follows from noting that if b   1    H then u  1
would be the unique solution of (2.18).
We now show that any minimizer u is bi-monotonic, i.e., increasing
or decreasing away from a minimum or maximum. Suppose instead
that u has two internal stationary points, a minimum at x1 and a max-
imum at x2; assume for definiteness that 0  x1  x2  T. Note that
u   x1   1  u   x2  , since the solution of the Hamiltonian system is a
periodic orbit oscillating between the values u   x1  and u   x2  ; the in-
equality u   x1   1  u   x2  follows from the boundary condition. Now
pick a point x12
 
  x1, x2  such that u   x12    1.

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Construct a new function
u˜   x   
 


u   x  0  x  x1
u   x1  x1  x  x1  T   x12
u   x   T  x12  x1  T   x12  x  T
Then
FT   u˜   
 x1
0
 
a   u  u  2  b   u   
 x1

T  x12
x1
b   u   x1  

 x12
x1
 
a   u  u  2  b   u  
 
 x12
0
 
a   u  u  2  b   u   
 x1

T  x12
x1
b   u   x1  
 
 x12
0
 
a   u  u  2  b   u    H   T   x12 

FT   u  .
Therefore the assumption of two stationary points is contradicted. Note
that by (2.18) the solution also is symmetric in
 
0, T  .
We now return to the sequence of functions uT. Setting A    x
 
 
0, T  : uT   x  u¯ 
 we have
C  Tb   uT   FT   uT 

	 A 	 inf
u  u¯
b   u     T   	 A 	  inf
 
b
 
	 A 	  inf
u  u¯
b   u    inf
 
b

 T inf
 
b,
so that
	 A 	  inf
u  u¯
b   u    inf
 
b

 C  T  b   uT    inf  b   c   1   T  .
This concludes the proof.  
REMARK 2.4. By a very similar argument one may show the fol-
lowing statement: if min   b is uniquely achieved at some u¯    , then

uT   u¯

L  
 

T,T 

T

   0 as T    .


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2.5. The Euler-Lagrange equation
We characterize the duality   X, X   by identifying the smooth func-
tions on
 
0, T  with a dense subset of X  via the duality pairing
X   ξ , x  X  
 T
0
ξx.
Similarly we identify Y  with the space of Radon measures RM  
 
0, T  
1   via the same duality pairing, defined for smooth functions,
Y   η, y  Y  
 T
0
ηy.
Where necessary, we extend Radon measures in Y  by zero outside of
their domain
 
0, T   1  .
THEOREM 2.5. Assume that a and b are globally Lipschitz continuous,
and that a  a0  0. Let u
  U be a solution of Problem (A). Then u  
W2,    0, T  and there exists a Radon measure f   Y  such that
  2a   u   x   u     x    a    u   x   u  2   x   b    u   x    
 x
x  1
f   s  ds (2.19)
for almost every x     0, T  . Moreover f  0 and supp f  ωc.
DEFINITION 2.6. A function u   U is called a stationary point if it
there exists a Radon measure f   Y  , with f  0 and supp f  ωc, such
that (2.19) is satisfied.
In the rest of the chapter we will often drop the arguments in (2.19) and
write
  2a   u  u     a    u  u  2  b    u   
 x
x  1
f .
The proof of Theorem 2.5 follows along the lines of [11]. We fix the
function u, with contact setωc defined in (2.4), and introduce the cone
of admissible perturbations V,
V :   v   X :   εn 
 n      ,εn  0 such that B   u  εnv   0  n
 

 .
LEMMA 2.7. Let u be a minimizer. Then F    u   v  0 for all v   V.
PROOF. For any v   V, the fact u is a minimizer implies that
F   u  εnv    F   u   0 for all n
  .
The conditions on a and b imply that F is Fre´chet differentiable in u
(this follows from the conditions on a and inspection of (2.21) below),
so that
0  F   u  εnv    F   u    εnF    u   v  o   εn 	 	 v 	 	 X  ,

2.5 THE EULER-LAGRANGE EQUATION
from which it follows that F    u   v  0. Now, given any v   V, take
a sequence vm  V that converges to v in X. Since F    u  : X   is a
continuous linear operator, F    u   vm  F    u   v. Hence F    u   v  0
for any v   V.  
V can be characterized in a more convenient way:
LEMMA 2.8. For any u   K,
V   W :    v   X : Bv  0 onωc 
 .
We postpone the proof to the end of this section.
V is a closed convex cone, with dual cone
V
 
  γ
  X  :

γ, v   0  v   V 
 .
Let
P   y   Y : y  0 onωc 
 .
This also is a closed convex cone, with dual cone
P
 
  f   Y  :

f , y   0  y   P 
 .
LEMMA 2.9. If f   P
 
, then supp f  ωc and f  0.
PROOF. Given any y with support inωcc, y
  P and   y   P. Hence

f , y    0 and therefore supp f  ωc. Now take y
  Y positive. Then
in particular y  0 on ωc, and y
  P. By definition of P
 
this implies
f  0.  
We now use the following lemma to characterize V
 
in a different
way.
LEMMA 2.10. Let Y be a Banach space, and P  Y a closed convex cone
with dual cone P
 
. Let X be a second Banach space, and A : X  Y a
bounded linear operator. Let K be the following cone in X:
K   u   X : Au   P 
 .
Then the dual cone K
 
can be characterized by
K
 
   ATg   X  : g   P
 

 .
The proof of this lemma can be found in [11]. An immediate conse-
quence of Lemma 2.10 is
COROLLARY 2.11.
V
 
  BT f   X  : f   P
 

 .
 
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We now turn to the proof of the main theorem of this section.
PROOF OF THEOREM 2.5. We have seen that, since u is a minimizer,
F    u    V
 
and
V   v   X : B   v   0 onωc 
 ,
by Lemmas 2.7 and 2.8. By Corollary 2.11 there exists an f   P
 
such
that F    u    BT f , and by Lemma 2.9 supp f  ωc and f  0. The
conjugate operator BT is easily seen to be given by
BTφ   x   
 x
x  1
φ   s  ds (2.20)
for a smooth function φ   Y  , where φ is implicitly extended by zero
outside of the interval
 
0, T   1  . We use the same notation for a general
Radon measure f   Y  .
Lastly, direct computation gives
F    u   v  
 T
0

2a   u  u  v   a    u  u  2v  b    u  v  , (2.21)
and hence we obtain the equation
  2
 
a   u   x   u    x     a    u   x   u    x  2  b    u   x    
 x
x  1
f (2.22)
in the sense of distributions.
We now turn to the statement of regularity. Since f   RM  
 
0, T  
1   , the function g (defined in (2.6)) is uniformly bounded. Since all
terms in (2.22) except the first are in L1   0, T  , we have a   u  u    W1,1,
and the lower bound on a implies that u   W2,1   0, T  . Since W2,1 
W1,  , the second term is now known to be in L  , and again the lower
bound on a is used to obtain u   W2,    0, T  . This regularity of u im-
plies that the distributional equation (2.22) is also satisfied almost ev-
erywhere.  
We still owe the reader the proof of Lemma 2.8.
PROOF OF LEMMA 2.8. V  W: Since B : X  Y is continuous,
W is closed, and therefore it suffices to show that V  W. Take any
v   V and x   ωc. Then B   u  εnv    x   0, and by definition of ωc,
Bu   x    0, implying that Bv   x   0. It follows that v   W.
W  V: First consider w   W such that supp   Bw 

(the support of
the negative part of Bw) is contained in ωcc. We claim that w
  V, for

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which we have to show that there exists
 εn 
    , εn  0, such that B   u  εnw   0  n
  .
For x   ωc, Bu   x    0, and since Bw   x   0 we have B   u 
εnw    x   0 for any sequence  εn 
    . For the complement ωcc,
note that since supp   Bw 

is compact and contained in the open set
ωcc, there exists δ  0 such that Bu  δ  0 on supp   Bw   . Hence,
if εn  δ

Bw

 1
L   , then Bu  εnBw  0 on supp   Bw   . Note that
Bu  0 on
 
0, T   1  , and Bw  0 on   supp   Bw 


c. This means that
Bu  εnBw  0 onωcc. Together with Bw  0 onωc, this implies w
  V.
Finally, consider a general w   W. Fix a smooth function φ   X
with φ

0 on   0, T  ; note that Bφ  c

0. We approximate w by the
function wε :   w  εφ. We claim that supp   Bwε    ωcc for sufficiently
small ε

0. It then follows that wε
  V and wε  w, implying that
w   V.
To prove the claim, note that w   X  L  . Hence Bw is Lipschitz
continuous, with Lipschitz constant 2 	 	w 	 	 L   . Hence, for small enough
ε,
Bwε   x    Bw   x   εBφ   x 
 Bw   y   εBφ   y    3 	 	w 	 	 L   	 x   y 	 .
(2.23)
Suppose Bwε   x 

0 and y   ωc. Then Bw   y   0, and by (2.23),
  εBφ   y 

  3 	 	w 	 	 L
 
	 x   y 	 ,
or
	 x   y 	

εBφ   y 
3 	 	w 	 	 L
 
.
Therefore d   supp   Bw 

,ωc 

Cε for a suitable C

0. Hence
supp   Bwε    ωcc for small enough ε, which proves the claim.  
2.6. Characterization of stationary points
For this section we assume that the conditions of Theorem 2.5 are
met.
LEMMA 2.12. Let u be a stationary point, and let g be defined as in (2.6).
(1) For all x   ωc, u   x    u   x  1  and u    x   u    x  1  .
(2) Ifωc contains an interval
 
x0 , x1  , then
 
u    x    u    x  1  for all x     x0, x1  ;
 
u     x    u     x  1  and g   x    g   x  1  for almost all x     x0, x1  .


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This lemma imposes an interesting form of periodicity on the solu-
tion and the right-hand side g. Although the constraint is a non-local
one, on an interval of contact of length L the solution actually only has
the degrees of freedom of an interval of length one; the other values
follow from this assertion.
PROOF. Since x   ωc,
 x

1
x
u   0.
Hence, since Bu   x     x  1x u
  W3,  , and Bu  0,
0  
d
dx
 x

1
x
u   u   x  1    u   x  ,
and
0 
d2
dx2
 x

1
x
u   u    x  1    u    x  .
If Bu   0 on
 
x0, x1  , then the inequality above becomes an equality a.e.
on the interior   x0, x1  , implying that
u    x    u    x  1  on   x0, x1  .
The periodicity of u   and g now follow from (2.19).  
LEMMA 2.13. Let u be a stationary point, and assume that ωc contains
an interval I. Then
 x

1
x
g
is constant on Int I.
PROOF. By Lemma 2.12 u   x    u   x  1  for all x   I, and u     x   
u     x  1  a.e. on I. In addition, u    x    u    x  1  for all x   Int I.
Hence
x   
 x

1
x

  2a   u  u     a    u  u  2  b    u   (2.24)
is constant on I. But by (2.19), (2.24) is equal to
 x

1
x
 s
s  1
f  
 x

1
x
g.
 
The following two lemmas and the theorem that follows are essen-
tial in determining the structure of the right-hand side g and there-
fore of the measure f . The main argument is the following. The
function g has no reason to be monotonic; its derivative in x equals
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f   x    f   x   1  , and although f is a positive measure this difference
may be of either sign. However, if for instance a left end point x0
of ωc is flanked by a non-contact interval   x0   1, x0  , then the mea-
sure f is zero on that interval, and the function g is non-decreasing on
  x0, x0  1  . It is this argument, repeated from both sides, that allows
us to determine completely the structure of the function g and the un-
derlying measure f .
Notation Let
 
x0, x1   ωc. Define
p  x1   x0   mod 1  , (2.25)
and
P   min  n   : n  x1   x0 
 . (2.26)
Throughout the rest of this chapter τ is the translation operator de-
fined by
  τu    x    u   x  1  . (2.27)
LEMMA 2.14. Let u be a stationary point, such that ωc contains an in-
terval
 
x0 , x1  . Assume furthermore that
supp f
 
  x0   1, x0     . (2.28)
Then
(1) if x1   x0
  , then g does not decrease on each of the subintervals
  x0  i, x0  i  1  , i   0, 1, . . . , P;
(2) if x1   x0 
  , then g does not decrease on each of the subintervals
  x0  i, x0  i  1  , i   0, 1, . . . , P   1,
nor does it on
  x0  P, x1  1  .
PROOF. On   x0, x0  1  ,
g    f   τ  1 f

2.28 
  f  0,
and therefore g is non-decreasing on   x0, x0  1  . By Lemma 2.12,
g   x    g   x  1  for almost all x     x0, x1  . This implies that on
each consecutive interval   x0  i, x0  i  1  , i   1, . . . , P   1, g does
not decrease. By the same reasoning, if x1   x0
   , then this also
holds for   x0  P, x0  P  1      x1, x1  1  . If not, then it holds for
  x0  P, x1  1  .  

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REMARK 2.15. Let u be a stationary point. Define the mirror image
v   x    u   T   x  , and h   x    f   T   x   1  . Then   v, h  solves
 
  2a   v  v     a    v  v  2  b    v     xx  1 h,
v   0    v   T    1,
and hence is also a stationary point.
Applying Lemma 2.14 to   v, h  yields for   u, f  :
LEMMA 2.16. Let u be a stationary point such thatωc contains an inter-
val
 
x0 , x1  . Assume furthermore that
supp f
 
  x1  1, x1  2     .
(1) if x1   x0
  , then g does not increase on each of the subintervals
  x0  i, x0  i  1  , i   0, 1, . . . , P;
(2) if x1   x0 
  , then g does not increase on each of the subintervals
  x0  p  i, x0  p  i  1  , i   0, 1, . . . , P   1,
nor does it on
  x0, x0  p  .
To combine the previous two lemmas, let
Xi   x0  i, i   0, . . . , P,
Yi   x0  p  i, i   0, . . . , P.
(2.29)
THEOREM 2.17. Let u be a stationary point such that the contact setωc
contains an interval
 
x0 , x1  . Suppose that
supp f
 

  x0   1, x0    x1  1, x1  2      .
Then there exists G    such that
(1) if x1   x0
  , then g  G on   x0, x1  1  , and
f 	  x0  1,x1

2    G
P
∑
i  0
δ   x   Xi  .
(2) if x1   x0 
  , then
g   x   

g1 on
 
Xi, Yi  , i   0, . . . , P,
g2 on
 
Yi , Xi

1  , i   0, . . . , P   1,
(2.30)
and
f 	  x0  1,x1

2   
P  1
∑
i  0
aiδ   x   Xi   biδ   x   Yi  ,


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where ai     G   iP  g1 and bi  
G

i
P g1, and
g1 :  
GP
P  1   p
 
PG
P  1
, G

, (2.31)
g2 :  
G   P  1 
P  1   p
 
P  1
P
g1
   G,
  P  1  G
P 
. (2.32)
PROOF.   1  x1   x0
  .
By Lemma 2.14, g does not decrease on the intervals   Xi, Xi

1  ,
i   0, 1, . . . , P, and by Lemma 2.16 g does not increase on these in-
tervals either. Hence g is constant on each interval. By Lemma 2.13 the
constant is the same on each interval, i.e., that g  G on   x0 , x1  1  .
This also implies that within the interval   x0   1, x1  2  , f can only
have support in the points x0   X0, X1, . . . , XP   x1, yielding the for-
mula for f in the statement of the theorem.
  2  x1   x0 
   .
Combining Lemma 2.14 and 2.16, we find that g is constant on each
interval   Xi, Yi  and   Yi , Xi

1  , i   0, 1, . . . , P   1, and on   XP, YP  . By
Lemma 2.12, g   x    g   x  1  for almost all x     x0, x1  , and hence g
takes three values, 0, and g1 and g2 (say) on   x0, x1  1  . We choose g  
g1 on   Xi, Yi  , i   0, 1, . . . , P, and g   g2 on the intervals inbetween,
  Yi , Xi

1  , i   0, 1, . . . , P   1; outside of the interval   x0, x1  , g vanishes.
By Lemma 2.13,
G  
 x

1
x
g  
 x

p
x
g1 
 x

1
x

p
g2   pg1    1   p  g2 . (2.33)
Either g1   g2   G or g1  G  g2. The first case implies that g  G on
 
x0 , x1  1  . This implies that f does not only have support in X0, X1,
. . ., XP  1, but by reasoning for the mirror image   v, h  it also implies
that f has support in Y0, Y1 , . . . , YP  1   x1. This is impossible. Hence
g1  G  g2. The support of f on   x0   1, x1  2  is now seen be to
limited to the set given in the statement of the theorem.
Thus we conclude that f is a sum of delta functions, but we still
have to determine the weights ai and bi. Since f   0 on   x0   1, x0  , we
have g1   g   x0     f   x0  . Here we abuse notation, and write f   x  for
the weight of the Dirac delta function at x. Now we have the following
recurrence relations:
f   Xi   f   Yi    g2,
f   Yi   f   Xi

1    g1 ,


2. SELF-CONTACT FOR RODS ON CYLINDERS
for i   0, 1, . . . , P   1. Solving this system we obtain
f   Xi    f   X0    i   g2   g1    g1   i   g2   g1  ,
f   Yi      i  1    g2   g1  .
In addition, since x1   YP  1, f   x1    P   g2   g1  . On the other hand,
g1   h   T   x1   1    f   x1  . This implies
g2  
P  1
P
g1.
To conclude,
ai   f   Xi     G  
i
P
 g1 ,
and
bi   f   Yi   
i  1
P
g1.
By Lemma 2.13,
pg1    1   p 
P  1
P
g1   G,
which yields
p   P  1  
G
g1 
 1.
Solving for g1 now yields all required results.  
As we will see in the next section, the contact set of u is connected
in many important cases. Hence Theorem 2.17 allows us to give concise
expressions for g in cases thatωc is an interval of positive length (using
the Heaviside function H):
COROLLARY 2.18. If the contact set is an interval of positive length, then
g equals the explicit function
g   x; x0 , x1 , G   
 


H   x   x0    H   x   x1   1  if x1   x0
  ,
g1  H   x   x0    H   x   x1   1   
   g2   g1  ∑Pi  1

H   x   Xi    H   x   Yi   if x1   x0  
  .
(2.34)
Here the coefficients g1,2 are computed from x0, x1, and G by (2.25), (2.26),
(2.31). and (2.32).


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Figure 2.6 shows examples of both cases. For the remaining two
cases of a stationary point that has a single or no contact point, g is
immediately clear: with a single contact point,
g   x   

m on
 
x0 , x0  1  ,
0 otherwise,
for a suitable constant m  0, while when there is no contact then ob-
viously g  0.
x0   X0 Y0 X1Y1 X2Y2 X3 Y3   x1 X4Y40 T
G
g
 
x;
x 0
,T

g1
g2
  a 
g
 
x;
x 0
,T

x0   X0 X1 X2 x1   X3 X40 T
G
  b 
Figure 2.6: A generic picture of g  x; x0, T  for T  x0

  a  and for
T  x0   b  . The light gray shaded areas represent the contributions
of the individual delta functions of the corresponding Radon measures f .
As an example, in  b  f consists of four Dirac deltas, all with mass G, at
x0  X0, x0   1  X1, . . . , x0   3  X3.


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2.7. The contact set is an interval
In order to extract more information on the right-hand side g and
the measure f than that given by Theorem 2.5 we study two cases. In
the first case we assume that the operator given by the left-hand side
in (2.19) satisfies a version of the classical comparison principle. In the
second case we restrict ourselves to global minimizers.
DEFINITION 2.19. Let N be a (non)linear operator on U. N is said to
satisfy the comparison principle if for any
 
x0, x1  
 
0, T  ,
Nu1  Nu2,
u1   x0   u2   x0  ,
u1   x1   u2   x1  ,
 

   u1  u2 on
 
x0 , x1  .
See e.g., [55] or [110] for a general exposition. Operators of the type
considered here, i.e.,
Nu :     2a   u  u     a    u  u  2  b    u  ,
may fail to satisfy the comparison principle for two reasons. First, the
zero-order term b    u  need not be increasing in u; for instance, the op-
erator u      u     u does not satisfy the comparison principle on any
interval of length 2pi or more. In a slightly more subtle manner, the
prefactor a   u  of the second-order derivative may also invalidate the
comparison principle; see e.g., [55, Section 10.3] for an example.
We conjecture that the ‘true’ rod functions a and b given in (2.1) do
not give rise to a comparison principle: b  is not monotonic, suggesting
that on sufficiently large intervals the principle will fail.
We first prove a lemma that will be used in both cases.
LEMMA 2.20. Let u be a stationary point such that x1 , x2
 
ωc. Assume
that
  x1, x2 
 
ωc    .
Then
 x2
x1
u  
 x2

1
x1

1
u, (2.35)
and for any m     0, x2   x1  ,
 x1

m
x1
u

 x1

1

m
x1

1
u and
 x2
x2  m
u

 x2

1
x2  m

1
u. (2.36)
PROOF. Since   x1, x2 
 
ωc    ,
 x1

m

1
x1

m
u

0,


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for all m     0, x2   x1  , which implies
 x1

m

1
x1

1
u  
 x1

m
x1
u  
 x1

1
x1
u 
 x1

m

1
x1

1
u  
 x1

m
x1
u
 
 x1

m

1
x1

m
u

0.
The other two assertions are handled similarly.  
THEOREM 2.21. Let u be a stationary point, and assume that
Nu :     2a   u  u     a    u  u  2  b    u  (2.37)
satisfies the comparison principle. Thenωc is connected.
PROOF. We proceed by contradiction. Since ωc is closed, non-
connectedness implies the existence of x1, x2
 
ωc such that   x1, x2 
 
ωc    .
Set v   u   τu. Then v   x1    v   x2    0 by Lemma 2.12, 
x2
x1 v   0
by (2.35), and
 x1

m
x1
v

0 for all 0

m

x2   x1 (2.38)
by (2.36). Hence there exists an x¯     x1, x2  such that v   x¯    0.
From   x1, x2 
 
ωc    it follows that supp f
 
  x1, x2     . Hence
g    xx  1 f is a decreasing function on   x1, x2  and τg is an increasing
function on this interval by previous arguments. Hence g   τg is a de-
creasing function on   x1, x2  . There are three possibilities, each leading
to a contradiction with the comparison principle.
Case 1: g  τg on   x1, x2  . On   x1, x¯  ,
 


Nu   g  τg   Nτu,
u   x1    τu   x1  ,
u   x¯    τu   x¯  .
By the comparison principle, u  τu on   x1, x¯  , i.e., v  0. But this
contradicts (2.38).
Case 2: there exists an x˜ such that g  τg on   x1, x˜  and g  τg on
  x˜, x2  . If x˜  x1, the same argument applies. If x˜  x¯, we consider
  x¯, x2  instead, and apply the same argument. Now we conclude v  0
on   x¯, x2  . But observe that from 
x¯
x1 v  0 by (2.38) and 
x2
x1 v   0 we
have  x2x¯ v  0, which again implies a contradiction.
Case 3: g  τg on   x1, x2  . Again we obtain a contradiction from
considering the interval   x¯, x2  .  


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For the second case we limit ourselves to global minimizers. The
results of this theorem do apply to the functions a and b given in (2.1).
THEOREM 2.22. Let u be a minimizer. Assume that a and b are of class
C1 and that a is strictly positive. Thenωc is connected.
PROOF. As in the proof of Theorem 2.21 we assume that there exist
x1 , x2
 
ωc with   x1, x2 
 
ωc    to force a contradiction. Then
supp f
 
  x1, x2     , (2.39)
and hence g is a decreasing function on   x1, x2  , and an increasing func-
tion on   x1  1, x2  1  . Now consider the following two new functions
v   x   
 


u   x  on
 
0, x1  ,
u   x  1  on
 
x1 , x2  ,
u   x  on
 
x2 , T  ,
and
w   x   
 


u   x  on
 
0, x1  1  ,
u   x   1  on
 
x1  1, x2  1  ,
u   x  on
 
x2  1, T  .
Both are admissible, i.e., v, w   K: they are continuous by Lemma 2.12,
implying that v, w   X, and the fact that Bv, Bw  0 follows from
Lemma 2.20. In fact we need certain strict inequalities, which we derive
after introducing some notation.
The functions v and w are minimizers. To show this, write
F   u 	  x1,x2    
 x2
x1

a   u  u  2  b   u   .
Then since u is a minimizer, and since u and v only differ on
 
x1, x2  ,
F   u 	   x1,x2    F   v
	
 
x1 ,x2     F   u
	
 
x1

1,x2

1

 ,
and similarly
F   u 	   x1

1,x2

1

  F   w 	   x1

1,x2

1

   F   u 	   x1,x2   .
This implies that
F   u 	   x1,x2     F   u
	
 
x1

1,x2

1

 ,
and that F   u    F   v    F   w  . Every minimizer is also a stationary
point, and hence for v and w there exist positive Radon measures fv
and fw such that supp fv  ωc   v  and supp fw  ωc   w  . We also
denote gv   x     xx  1 fv and gw   x    
x
x  1 fw.
 
2.7 THE CONTACT SET IS AN INTERVAL
For any x     x1, x2  ,
 x

1
x
u

0. (2.40)
Let first x2  x1  1. Then for any x
 
  x1   1, x1  ,
 x

1
x
v  
 x1
x
v 
 x

1
x1
v
 
 x1
x
u 
 x

2
x1

1
u

 x1
x
u 
 x

1
x1
u by Lemma 2.20
 
 x

1
x
u  0.
For any x     x1, x2   1  the same is true:
 x

1
x
v  
 x

2
x

1
u

0,
since x  1

x2, which allows us to use (2.40). Now let x2  x1  1.
Then for any x     x1   1, x2   1  , we can repeat the first argument
above to conclude
 x

1
x
v

0.
Combining these statements we find
 x

1
x
v

0 for all x     x1   1, x2   1  ,
which implies ωc   v 
 
  x1   1, x2   1     . Hence supp fv
 
  x1  
1, x2   1     . But since u and v coincide on
 
0, x1  , we have gv 	   0,x1   
gu 	  0,x1  , so that supp fu
 
  x1   1, x2   1     . Combined with (2.39),
this implies that gu 	   x1 ,x2  is constant. By symmetry the same is true for
gu 	   x1

1,x2

1

. Note that if x2  x1  1, then the overlap implies that the
two constants are the same; for the other case we now prove this.
Define z   u   τu; the function z solves the equation
  2a   u  z     gu   τgu   a    u  u 
2
  a    τu    τu   2 

   b    u    b    τu  
  2a   u    a   τu  
   τu    (2.41)
on the interval   x1, x2  . Of the right-hand side, we have seen above that
the term gu   τgu is constant on   x1, x2  ; let us suppose it non-zero for
the purpose of contradiction. The function z is of class C1, and both z
and z  vanish at x   x1,2. Therefore the assumed regularity on a and b

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implies that the expressions between braces are continuous on
 
x1 , x2 
and zero at x   x1,2. The sign of the right-hand side of (2.41) is therefore
determined by gu   τgu, and most importantly, is the same at both ends
x1 and x2; therefore the sign of z, at x   x1  and x   x2   , is also the
same. This contradicts the following consequence of Lemma 2.20:
 x1

m
x1
z

0 and
 x2
x2  m
z

0 for all 0

m

x2   x1.
This leaves gu   τgu on   x1, x2  . But then, by uniqueness of the
initial-value problem, u   x    u   x  1  for all x  
 
x1, x2  , and
 
x1 , x2  
ωc, contrary to our assumption that   x1, x2 
 
ωc    .  
2.8. Symmetry
In the introduction we raised the question whether the stationary
points or minimizers inherit the symmetry of the formulation, or to put
it differently, whether non-symmetric solutions exist.
For the discussion of this question it is useful to introduce an equiv-
alent formulation of the Euler-Lagrange equation (2.19) similar to the
Hamiltonian-systems formulation used in the proof of Theorem 2.2.
For the length of this section we assume that Theorem 2.17 applies and
therefore that there is a single contact interval
 
x0 , x1  .
By multiplying (2.19) with u  and integrating one finds that the
function H, defined by
H :     a   u  u  2  b   u    gu, (2.42)
is piecewise constant, and that H and g jump at the same values of x.
The function g takes three values on
 
0, T  , these being the values g1
and g2 introduced in Theorem 2.17, and the value g0   0 outside of
the extended contact interval
 
x0 , x1  1  . (Note that g1 and g2 may be
equal). We claim that H also takes three values, H0, H1, and H2, and
that these values correspond to those of g, i.e., that the pair   g, H  takes
three values   0, H0  ,   g1 , H1  , and   g2 , H2  (although it may happen
that   g1, H1      g2, H2  ).
To prove this claim, first consider the case of p

0, where p is
defined as in (2.25). Then
u 	  x0,x0

p   u
	

x0

1,x0

1

p  and g
	

x0,x0

p   g
	

x0

1,x0

1

p 
by Lemma 2.12 and (2.30). Therefore H is the same on these two inter-
vals. Repeating this argument for all subintervals of
 
x0 , x1  1  of the
form   x0  k, x0  k  p  and   x0  k  p, x0  k  1  we find that H
 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takes two values on the interval
 
x0, x1  1  , H1 and H2, and that these
coincide with the values g1 and g2 of g.
When p   0, a similar argument yields that H takes only one value
on
 
x0, x1  1  (as does g).
A consequence of this characterization of H is the following lemma:
LEMMA 2.23. Under the conditions and notation of Theorem 2.17,
u   x0    u   x0  p    u   x0  1    u   x0  1  p         u   x1  1  .
PROOF. When p   0 the statement follows from Lemma 2.12. For
p

0, note that at any of the interior jump points, i.e., at all jump points
except x0 and x1  1, we have
 
H     
 
g  u where
 
H        H2   H1 
and
 
g        g2   g1  . Regardless of the sign this equation has only
one solution u. For the remaining two points x0 and x1  1 the result
follows from Lemma 2.12.  
We still need to show that the value of H is the same on both sides of
the extended contact interval
 
x0, x1  1  , so that we can define the value
H0 unambiguously. If one of the ends of this interval equals 0 or T there
is nothing to prove; we therefore assume that min  x0 , T   x1   1 
 
d

0. Now multiply (2.19) with the function
v   x   
 



x
d u    x  0  x  d
u    x  d  x  T   d
T  x
d u    x  T   d  x  T,
and integrate to find
 
1
d
 d
0
H 
1
d
 T
T  d
H   0.
Since H is constant on   0, d  and on   T   d, T  the two constant values
are equal; we then define H0 to be this value.
We now turn to the implications of this characterization of solutions
  u, g  and the associated pseudo-Hamiltonian function H.
THEOREM 2.24. Let u be a stationary point with a single contact interval
 
x0 , x1  . Let p be given as in (2.25), and define the set of jump points J  
 x0 , x0  p, x0  1, x0  1  p, . . . , x1  1 
 .
(1) There exists α    such that at any x   J, u    x      α.
Now assume that b is non-decreasing on
 
1,   .
(2) If the operator N given in (2.37) satisfies the comparison principle, then
u is symmetric on
 
0, T  .


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(3) If u is a minimizer with u    x0      u    x1  1  , then u is symmetric on
 
0, T  .
PROOF. For the first part write
u  2  
b   u    gu   H
a   u 
,
and note that by the proof of Lemma 2.23 the sum gu  H is continuous.
For the second part, note that by Lemma 2.23 u has the same value
on each end of the interval
 
x0, x0  p  (if p  0) or
 
x0 , x0  1  (if p   0).
By the uniqueness that follows from the comparison principle the func-
tion u is symmetric on this interval. By repeating this argument over all
subintervals of
 
x0, x1  1  we find that u is symmetric on
 
x0, x1  1  .
The functions u1   t  :   u   x0   t  and u2   t  :   u   x1  1  t  , there-
fore, have the same zeroth and first derivatives at t   0; they satisfy the
same equation (2.42) (note that H is symmetric on
 
x0 , x1  1  ); therefore
the two functions are equal as long as they both exist. This implies that
lack of symmetry must stem from a difference in domain of definition
of u1 and u2 for t  0.
We claim that neither u1 nor u2 has an interior maximum. Assum-
ing this claim, the assertion of the theorem follows since the monotonic-
ity of u1,2 then implies that the boundary condition u1,2   t    1 has at
most one solution t.
Now assume that u1 has a maximum at t1  0. The function u1 is
solution of the Hamiltonian system (2.42), where H and g are constant
for t

0. As in the proof of Theorem 2.2, therefore u1   t1   1. Choose
a bounded interval I 
 
0,   such that u

1 on Int I and u   ∂I    1.
The reduced functional F˜   v    I
 
a   v  v  2  b   v   has a global min-
imizer v˜ in the class of functions v satisfying v   ∂I    1. From studying
the perturbation v    min  v, 1 
 and using the monotonicity of b it fol-
lows that v˜  1 on I. By the comparison principle this is the only
stationary point of F˜, a conclusion that contradicts the fact that u1 is a
different stationary point.
For the third part, first note that the support of the continuous func-
tion x     x  1x u is
 
x0, x1  ; therefore
for every

0 there exists δ

0 such that any pertur-
bation v with d   supp v,
 
x0 , x1  1     is admissible
provided

v

L
 

δ.
We will use this below.

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The assumption on the derivatives places us in the same position as
above: the functions u1   t  :   u   x0   t  and u2   t  :   u   x1  1  t  are
equal as long as they both exist. Again we will show that neither may
have an interior maximum, but by a different argument.
Assume that u1 has a maximum. By defining t1   x0 the boundary
condition on u takes the form u1   t1    1. Pick
max  1, u1   0  
  β  max  u1   t  : 0  t  t1 

and define the set S    t  
 
0, t1  : u1   t   β 
 ; we can assume that
for    inf S

0 we have max  u1   t  : 0  t  t1 
   β  δ for the
associated δ given above.
Now define v   t    min  β, u1   t  
 . The function v is admissible
by construction; it differs from u1 only on the set S, and therefore the
difference in energy is given by (with a slight abuse of notation)
F   v    F   u1   

S

  a   u1  u 1
2
 b   β    b   u1    0.
This contradicts the assumption of minimality.  
The conditions of Theorem 2.24 are quite sharp. We demonstrate
this with two examples.
Example 1: b is decreasing on
 
1,  . It is relatively straightfor-
ward to construct a non-symmetric stationary point by choosing an
appropriate function b that is decreasing on
 
1,   , thus showing that
part 2 of Theorem 2.24 is sharp.
Take a symmetric stationary point u for which u  1 on
 
0, T  ,
u    T 

0, and for which the contact set is bounded away from x   T
(see the next section for examples). Close to x   T, the function u satis-
fies
u  2  
b   u    H
a   u 
for some H    , and since u    T 

0, b   1 

H. Now change b   u 
for u

1 such as to have (for instance) b   2    H, and continue the
solution u past x   T. By construction u   T  T˜    2, for some T˜

0,
and u    T  T˜    0; by symmetry then u   T  2T˜    1. The new function
u defined on the domain
 
0, t  2T˜  is a non-symmetric stationary point
(Figure 2.7).
Example 2: equal (non-opposite) derivatives on ∂ωc. For certain
functions b and domains
 
0, T  global minimization favours breaking of

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Figure 2.7: A non-symmetric stationary point can be constructed by defin-
ing b  u  appropriately for u
 
1.
symmetry. We demonstrate this for the functional
F   u   


u  2  α   1   u2  2  ,
where α will be chosen appropriately. We consider the functional F on
functions u :
 
0, 1    with boundary conditions u   0    u   1    0;
although this is slightly different from the setup in the rest of the study,
it simplifies the argument, and the extension to a more general situation
is intuitively clear.
We will show that
inf

F   u  :

u  0
 

inf

F   u  :

u  0 and u is symmetric
 
.
(2.43)
The infimum on the right-hand side is bounded from below,
F   u     1   αc   2 

u  2  α,
by the Poincare´ inequality
 d
0
u2  cd2
 d
0
u  2 for all u with u   0    0 and

u   0. (2.44)
The function v   x    a  cos   b   1   x   d   is optimal in this inequality,
where a   0.22 and b   4.49 are determined by the boundary condition
v   0    0 and the integral condition  v   0. The Poincare´ constant
equals c   0.0495. Note that for symmetric functions u we may take
d   1   2.


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At the function w   x    sin 2pix the functional F has the value
F   w    2pi2  3α   8. For all α     16pi 2   5, 2   c      31.6, 40.3  there-
fore
F   w    2pi2  3α   8

α  inf

F   u  :

u  0 and u is symmetric
 
,
which demonstrates (2.43).
The reason for this preference for asymmetry can be recognized in
the constant in the Poincare´ inequality (2.44) (see Figure 2.8). For sym-
metric functions the relevant class is  u :
 
0, 1   2    : u   0     u  
0 
 , and for more general functions  u :
 
0, 1    : u   0    u   1   
 u   0 
 . For this latter class the Poincare´ coefficient is achieved by the
function w above with the value c   1   4pi 2   0.0253, which is larger
than c   1   2  2   0.0124.
Figure 2.8: Under symmetry conditions the effective domain, the domain
on which   u  0, is half the actual domain size. Equivalently, more
(costly) oscillations are necessary.
2.9. Numerical simulations
In this section we describe in detail our numerical simulations of
stationary points of F under constraint, i.e., of solutions of
  2a   u  u     a    u  u  2  b    u   
 x
x  1
f , (2.45)
u   0    u   T    1, (2.46)
supp f  ωc, (2.47)
f a positive Radon measure, (2.48)
 x

1
x
u  0  x  
 
0, T   1  . (2.49)
We concentrate on the case in which the solution is symmetric and the
contact set is non-empty, and we use the fact that the right-hand side in
the differential equation can be characterised explicitly (see (2.34)). We


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further simplify by replacing the inequality (2.49) by the condition that
the function x     x  1x u has a second-degree zero at x   x0, leading to
the new system in the unknowns   u, x0, G 
  2a   u  u     a    u  u  2  b    u    g   x; x0 , T   x0   1, G  , (2.50)
u   0    u   T    1, (2.51)
u   x0    u   x0  1  , (2.52)
 x0

1
x0
u   0. (2.53)
For brevity we shall write γ   x; x0 , T, G  for g   x; x0 , T   x0   1, G  .
LEMMA 2.25. Assume that the operator on the left-hand side of (2.50)
satisfies the comparison principle. Then any solution of problem (2.45–2.49)
with non-empty contact set is also a solution of (2.50–2.53); vice versa, any
solution of (2.50–2.53) is also a solution of (2.45–2.49).
PROOF. Since the implication (2.45–2.49)   (2.50–2.53) follows by
construction, it suffices to show the opposite implication; in fact, since
an admissible measure f can be constructed from any γ   x; x0 , T, G  , it
is sufficient to show that solutions of (2.50–2.53) satisfy
 x

1
x
u  0  x  
 
0, T   1  .
We show slightly more, namely that
 x

1
x
u   0  x  
 
x0 , T   x0   1 
and that
 x

1
x
u

0  x   
 
x0, T   x0   1  .
The function u is symmetric by Theorem 2.24. Since u   x0    u   x0 
1  ,
u   x0    u   x0  1    u   T   x0    u   T   x0   1    : u¯.
Set u1   x    u   x0  x  , and u2   x    u   x0  x  1  for all x
 
 
0, T  
2x0   1  . By construction, γ   x; x0 , T, G    γ   x  1; x0 , T, G  for all x
 
 
x0 , T   x0   1  . Hence, if we set h   x    γ   x  x0; x0, T, G  , for all x
 
 
0, T   2x0   1  , then u1 and u2 both satisfy
  2a   v  v     a    v  v  2  b    v    h,
v   0    v   T   2x0   1    u¯,
 
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By uniqueness, u1   u2 on
 
0, T   2x0   1  . In terms of u this means
u   x    u   x  1  for all x  
 
x0 , T   x0   1  . But that implies that
 x

1
x
u   0  x  
 
x0, T   x0   1  .
It remains to be shown that
 x

1
x
u

0  x   
 
x0, T   x0   1  . (2.54)
By symmetry we only show this for x

x0. Let up and gp be the 1-
periodic extrapolation of u 	   x0,x0

1

and g 	   x0 ,x0

1

; note that  x  1x up   0
for every x. For x

x0,
  2a   u  u     a    u  u  2  b    u    0

gp
    2a   up  u  p   a    up  u p
2
 b    up  , (2.55)
implying that u

up for x   x0   and therefore also (2.54) for x  
x0   . If u and up intersect again at some x˜  x0, then the comparison
principle and (2.55) imply that u  up on
 
x˜, x0  , in contradiction with
the previous statement. This concludes the proof.  
We discuss two different ways of calculating solutions of the prob-
lem (2.50–2.53).
Continuation
We implemented a strategy of continuation of solutions, using the
continuation package AUTO [40], and we chose the simple case
a   u   
1
2
, b   u   
1
2
  u  1  2 . (2.56)
To implement system (2.50–2.53) in AUTO, we divide
 
0, T  into three
subdomains,
 
0, x0  ,
 
x0 , x0  1  and
 
x0  1, T  and specify the equa-
tions
  u  1   x1   u1   x1   1   γ   x1 ; x0, T, G 
x 1   1
 
on
 
0, x0  , (2.57)
  u  2   x2   u2   x2   1   γ   x2 ; x0, T, G 
x 2   1
  on
 
x0 , x0  1  , (2.58)
  u  3   x3   u3   x3   1   γ   x3 ; x0, T, G  ,
x 3   1
 
on
 
x0  1, T  , (2.59)

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with boundary conditions
u1   0    1,
u1   x0    u2   x0  , u 1   x0    u 2   x0  ,
u2   x0    u3   x0  , u 2   x0    u 3   x0  , (2.60)
u3   T    1,
u2   x0    u2   x0  1  ,
x1   0    0, x2   x0    x0, x3   x0  1    x0  1.
and integral condition
 x0

1
x0
u2   0. (2.61)
Note that in (2.57)–(2.59) we have added trivial equations in order
to solve for the xi variables, which are required in the evaluation of
g¯   x; x0, G, T  .
There are still some technicalities that have to be overcome: AUTO
is not well-equipped to handle systems with a discontinuous right-
hand side, such as the function g   x; x0 , G, T  that is supplied here. We
remedy this by using a low-order method for all simulations, and we
smooth the function g given in (2.34) by substituting arctans for Heav-
iside functions:
g˜   x; x0, T, G   
 


g1
pi
 arctan   A   x   x0     arctan   A   x   T   x0    if T   2x0  
  ,


g2  g1 
pi ∑Pi  1

arctan   A   x   Xi     arctan   A   x   Yi    ,
1
pi
 arctan   A   x   x0     arctan   A   x   T   x0    if T   2x0
  ,
where Xi and Yi are as in (2.29). In the limit A   , g˜   x; x0, T, G 
converges pointwise to γ   x; x0 , T, G  .
There are nine differential equations with ten boundary conditions
and one integral condition. This means that we expect to specify three
free parameters to obtain a one-parameter curve of solutions. These
are T, x0, and an additional parameter β. It worked well to choose the
freedom in β in modulating the values of g1,2:
g˜1   g1  β and g˜2   g2  β.
One may prove a priori that β   0 by noting that
 x0

1
x0
g˜  
 x0

1
x0

  u    u  1    1,

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and using (2.33) to find
1  
 x0

1
x0
g˜   p   g1  β     1   p    g2  β    1  β.
We have found no other role for β than to accommodate for small nu-
merical inaccuracies due to the discontinuous right-hand side. In all
simulations β   10  4.
We have validated the code by comparing solutions from AUTO
with explicit solutions. An example is given in Figure 2.9.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
u
x
Figure 2.9: A comparison of a solution of system (2.57)–(2.61) produced
with AUTO (   symbols) to an explicit solution, for a generic value of T
(here scaled to 1): T  4.91635. In this simulation A  1000.
As we have seen in the discussion at the beginning of this section,
as T becomes larger the minimizer u has to have a contact point, and
for large enough values even a full interval of contact. The point x0,
the leftmost point of contact, is determined as part of the solution; one
may wonder how this point depends on T. For operators N that satisfy
the comparison principle, it is straightforward to prove that x0 remains
 
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bounded for all T. Moreover, for the operator under consideration here,
as T   , x0  log   2   3  . These two phenomena are illustrated in
Figure 2.10.
4 6 8 10 12 14 16
1.26
1.27
1.28
1.29
1.3
1.31
1.32
1.33
x0
T
Figure 2.10: Behaviour of x0 as a function of domain size T for system
(2.57)–(2.61) computed with AUTO. As T grows, x0 remains bounded and
converges to log  2  
 
3  (horizontal line).
Since 	 g1   g2 	  0 as P (and therefore T) increases, g becomes
constant in the limit of large T. By the comparison principle, u does the
same, implying that F   u    T  1. The start of the convergence to 1 is
shown in Figure 2.11.
Directly solving the boundary-value problem
Computing solutions of the rod equations—rather than the simpler
problem (2.56)—using AUTOhas proved difficult, for reasons that we do
not understand well. Instead, a boundary-value problem solver from

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 
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  
T
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T
Figure 2.11: Behaviour of F  u   T   2 as a function of domain size T for
system (2.57)–(2.61) computed with AUTO. As T grows, F  u   T   2 oscil-
lates towards 1, the energy of u  0 on a unit length interval.
Matlab was used to create Figure 2.3. Set
Lu    
2u  
4pi2   1  u2 
5
2

5uu  2
4pi2   1  u2 
7
2
 
3u
r2   1  u2 
5
2

α
  1  u2 
3
2
.
To find a solution of
Lu   g   x; x0 , T, G  , u   x0    u   x0  1  ,
 x0

1
x0
u   0,
for a generic value of T (large enough) we construct a two-parameter
shooting problem. Fix G and x0 and consider the boundary-value prob-
lem
Lu1   0 on
 
0, x0  ,
Lu2   g1 on
 
x0 , x0  p  ,
Lu3   g2 on
 
x0  p, x0  1  ,
Luu   g1 on
 
x0  1, x0  1  p  ,
Lu5   0 on
 
x0  1  p, T˜  ,
 










(2.62)


2. SELF-CONTACT FOR RODS ON CYLINDERS
with boundary conditions
u1   0    1, (2.63)
u1   x0    u2   x0  , u 1   x0    u 2   x0  , (2.64)
u2   x0  p    u3   x0  p  , u 2   x0  p    u 3   x0  p  , (2.65)
u3   x0  1    u4   x0  1  , u 3   x0  1    u 4   x0  1  , (2.66)
u4   x0  1  p    u5   x0  1  p  , u 4   x0  1  p    u 5   x0  1  p  ,
(2.67)
u5   T˜    1. (2.68)
Here, as before, p  T   2x0   1 (mod 1), P   min  n
   : n 
T   2x0   1 
 , and
g1  
GP
P  1   p
, g2  
G   P  1 
P  1   p
,
by Theorem 2.17. Note that this is not exactly the same problem
as (2.50–2.51), since the periodic section has been reduced from P peri-
ods to a single period, and the solution is defined correspondingly on
a smaller domain of length
T˜   2x0  p  1.
This allows us to use the decomposition in five subdomains for any T,
which facilitates computation. This is illustrated in Figure 2.12.
T˜ T
u
T   2x0   p   1
Figure 2.12: Schematic picture of the idea behind T˜  2x0   p   1. Since
u (solid black line) is periodic between x0 and T  x0, we can cut out an
interval of length T  2x0  p  1 and find the corresponding solution on
 0, T˜  .
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We now vary x0 and G to find solutions of system (2.62)–(2.68) that
satisfy
u2   x0    u3   x0  1  ,
 x0

p
x0
u2 
 x0

1
x0

p
u3   0,
using a standard Matlab boundary-value problem solver, bvp4c. An
example solution is drawn in Figure 2.3 in which we have used α  
1   2pi , r   1. Note that all analysis in this study assumes zero rod
thickness; in Figure 2.3 the rod has been artificially fattened for better
viewing.


CHAPTER 3
Link, twist, and writhe for open rods
3.1. Introduction
In a variational analysis of an elastic structure that is acted upon by
end forces and moments one needs to consider the work done by the
applied loads. The work done by the applied force does not usually
present any problems. One requires the distance travelled by the force,
which is usually easy to obtain. More problems occur in determining
the work done by the applied moment. Here one requires the end rota-
tion as ‘seen’ by the moment, which may lead to complications if large
deformations are allowed. This paper discusses the ambiguities associ-
ated with this end rotation and shows how a consistent treatment can
be obtained.
If the structure is very long it may be modelled by an infinitely
long rod. This has the advantage that powerful techniques from dy-
namical systems (viewing arclength along the rod as time) [26, 70] and
variational analysis [108] can be used. The natural class of solutions
to consider in this case are localised solutions, which decay sufficiently
rapidly towards the ends (other solutions would have infinite strain en-
ergy and would therefore be non-physical). The boundary conditions
to be imposed on such solutions are simple: end tangents are aligned
and the ends of the rod do not interfere with the localised deformation.
The work done by the torsional load is then simply the product of ap-
plied end twisting moment M and relative end rotation R (the angle
that has gone into one end of the rod in order to produce the deforma-
tion, starting from a straight and untwisted reference configuration and
keeping the other end fixed).
This chapter is based on [67].
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However, any real-world problem (be it a drill string, a marine
pipeline or a DNA supercoil) deals with a finite-length rod. For such a
rod more complicated boundary conditions may be encountered. For
instance, the end tangents need not be aligned, so that an end rotation
that could be used in an energy discussion is not straightforward to de-
fine. But even in the case of aligned end tangents complications arise if
large deformations are allowed. These complications are the subject of
this paper.
Let us demonstrate the issue with an example. If we rotate the right
end of the rod in Fig. 3.1(a) through an angle of   4pi we obtain the
configuration shown in (b). If we now move the right end of the rod
to the left, the rod pops into a looped configuration as shown in (c). If
we move the right end further and make the loop pass around the right
clamp, as in (d), and then pull the ends out again, we return to config-
uration (a) without having rotated the ends. (Note that the process il-
lustrated in Fig. 3.1(d) requires that whatever supports the right clamp
must be released to allow the passage of the rod behind it.) We con-
clude that we can go from configuration (a) to configuration (b) either
by end rotation or by ‘looping’. What, then, is the ‘real’ end rotation of
the deformation (a)  (b) ‘seen’ by the applied moment and therefore
pertinent to an energy analysis?
It is apparent from this ambiguity that it is not sufficient, a priori,
to consider only the initial and final configurations of a deformation
process to decide on the end rotation. We need to be told how the rod
was deformed from the one into the other, i.e., we need to know the
deformation history, not just locally of the ends but globally of the entire
rod. (This path dependence suggests a relation with a geometric phase;
details on this are found in [62, 93, 128].)
Alexander & Antman [4] address the end rotation ambiguity for
fixed boundary conditions by imagining the open rod to be part of a
closed rod. A natural restriction to a class of open rod deformations is
then obtained by demanding that the closed continuation should not
undergo self-intersections. Applied to Fig. 3.1 this would mean that
throwing the rod around the clamp as in (d) is excluded because it re-
quires an intersection with the closure (indicated by the dotted lines).
In the restricted class of deformations the configurations (b) and (c) can
then be assigned a unique end rotation of R     4pi relative to (a). The
ambiguity in the end rotation is thus resolved.
To distinguish between different classes of deformations Alexander
& Antman use the link of the closed rod, i.e., the topological linking
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Figure 3.1: Four rod configurations that are not distinguished by a pre-
scribed process (homotopy) of boundary conditions from a fixed reference
configuration: one can go from (a) to (b) either through an end rotation or
through ‘looping’. (After [4]).
number of two lines drawn on opposite sides of the unstressed rod.
Since two unknotted closed rods with equal linking number may be
deformed into each other without undergoing self-intersections, there
is a one-to-one correspondence between the classes of admissible de-
formations with unique R and the values of the link. The link is thus
seen to be related to the end rotation. (Note that the   4pi versus 0 am-
biguity in the end rotation illustrated in Fig. 3.1 is reflected in the jump
in link by   2 as the closed rod intersects itself.)
The connection between link for closed rods and end rotation for
open rods has been discussed by many authors. The level of detail
varies, but one usually argues from the link of a closed rod to the link
of an open rod, which is then identified with the end rotation. Often
this involves the introduction of a closure and the use of the celebrated
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formula [22, 50, 142]
Lk   Tw  Wr, (3.1)
which expresses the link Lk (of a closed rod) in terms of the twist Tw
(a local property, in the sense that it can be found by integrating a den-
sity along the length of the rod) and the writhe Wr. This writhe, which
is only a function of the centreline of the rod, is not a local property
but several expressions exist for the calculation of the writhe of an arbi-
trary closed curve [3]. Some of these expressions make sense for open
curves as well and therefore suggest an extension of writhe from closed
to open curves [129]. The final result, then, is a formula for the open
link which in terms of a suitable Euler-angle representation takes the
simple form
open link  
1
2pi

 
φ˙  ψ˙  . (3.2)
This formula cannot be expected to hold true in general since it
would make link a local property, which it is not. Indeed, the gener-
alisation of writhe from closed to open curves used in obtaining (3.2)
is subject to a geometrical condition (see Section 3.2). Certainly general
validity of (3.2) is prevented by the polar singularity inevitably asso-
ciated with Euler angles. In Section 3.3 formula (3.2) will be derived
within a limited class of deformations.
The present study improves on previous results in the following
ways.
(1) The closure introduced by Alexander & Antman is effective in the
definition of admissible deformations if the supports are fixed in
both angle and position. This is adequate for a large class of exper-
imental situations. If, however, the supports are allowed to move,
then it is not possible to use one and the same closure for all de-
formations: different deformations require different closures. Thus
the desired distinction between classes of deformations is lost (one
can always move the closure along, so that it does not ‘get in the
way’ during the deformation). We resolve the issue by limiting the
class of admissible closures in such a way that the separation into
different classes of deformations, characterised by the link, is pre-
served under arbitrary movement of the supports.
(2) We define a precise class of deformations within which link, twist,
and writhe are well-defined. We carefully examine the restrictions
imposed on the deformations and show in which sense they are
necessary. As mentioned above, for a consistent definition of link
and writhe it is necessary to work within a class of homotopies of
 
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rods, which connect a given open rod to a reference configuration.
Despite the requirement of such a connection, the newly intro-
duced writhe and link themselves are independent of the choice
of connection: within the class the writhe and link only depend on
the given open rod and the reference configuration.
(3) We show that the link, twist and writhe defined for open rods sat-
isfy the classical equality (3.1). Furthermore, within the class of ad-
missible deformations the link is given by (3.2). In the special case
that the end tangents of the open rod are aligned the link coincides
with the end rotation. Our results thus formalise current practise
in the literature based on (3.2). However, while most applications
of formula (3.2) can be shown to fall into our class of deformations,
recent experiments in molecular biology do not always do so and
care is required in energy discussions (we discuss this in Section
4). Indeed, we would claim that usage of (3.2) presupposes the
framework that we here discuss, and consequently is subject to the
limitations that we describe.
The organisation of this chapter is as follows. In Section 3.2 we first
define our class of open rods. For the elements of this class we define
link, twist and writhe and derive the extension of (3.1) to open rods.
In Section 3.3 we independently define the end rotation and show it
to be equal to the open link. We also derive (3.2). In Section 3.4 we
critically review the defining conditions of the class of rods considered,
illustrating their relevance with counterexamples. Section 3.5 discusses
our work in the light of previous work in the literature.
3.2. Results: Link, Twist and Writhe
For our purposes a rod is a member of the set
  0
 

  r, d1 
  C2  
 
0, L  ;  3  S2  such that 	 r˙ 	  0, r˙  d1   0,
and r is non-self-intersecting  .
Here and in the following an overdot denotes differentiation with re-
spect to the spatial variable s. The curve r is thought of as the centre-
line of a physical rod (of length L) and d1   s  as a material vector in the
section at s. As alternatives to ‘rod’ the terms ‘ribbon’ [51, 3] and ‘strip’
[4] are also used. A closed rod is an element of
  0 for which begin and
end connect smoothly.
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To each point on the centreline of the rod we can attach an orthonor-
mal right-handed frame   d1   s  , d2   s  , d3   s   of directors by setting
d3   s    r˙   s    	 r˙   s  	 and d2   s    d3   s   d1   s  . (3.3)
These directors track the varying orientation of the cross-section of the
rod along the length of the rod. The twist of a closed rod   r, d1  is now
defined by
Tw   r, d1  :  
1
2pi
 
r
d˙1   s   d2   s  ds. (3.4)
It measures the number of times d1 revolves around d3 in the direction
of d2 as we go around the rod.
Let r1 and r2 be two non-intersecting curves. Then the link of r1 and
r2 is defined by
Lk   r1 , r2  :  
1
4pi
 
r1
 
r2
 
r˙1   s   r˙2   t   
 
r1   s    r2   t  
	 r1   s    r2   t  	 3
dsdt. (3.5)
The writhe of a closed curve r is
Wr   r  :  
1
4pi
 
r
 
r
 
r˙   s   r˙   t   
 
r   s    r   t  
	 r   s    r   t  	 3
dsdt. (3.6)
The argument of this integral is the pullback of the area form on S2
under the Gauss map,
G :  2    S2
  r   s  , r   t        r

s   r

t 

r

s   r

t 
 ,
so that the writhe may be interpreted as the signed area on S2 that is
covered by this map. For each direction p   S2 the signed multiplicity
of the Gauss map (i.e., the number of points   s, t  for which G   s, t   
p, weighted by the sign of p 
 
Gs  Gt  ) equals the directional writhing
number, the number of signed crossings of the projection of r onto a
plane orthogonal to the vector p [50, 3]. In other words, the writhe of a
closed curve is equal to the directional writhing number averaged over
all directions of S2.
The link, twist and writhe of a closed rod are related by the well-
known Ca˘luga˘reanu-White-Fuller Theorem [22, 142, 50]:
THEOREM 3.1. Let   r, d1 
 
  0 be a closed rod as defined above. Then
Lk   r, d1    Tw   r, d1   Wr   r  . (3.7)
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Figure 3.2: The argument of the integral in (3.9) is the area swept out by
the geodesic connecting the curves t1 and t2 on S2.
We review two classical theorems by Fuller which are of interest
to us. Note that at each point r   s  , the unit tangent t   s    r˙   s    	 r˙   s  	
traces out a closed curve on S2, called the tantrix. Fuller’s first theorem
relates the writhe of the curve to the area A enclosed by the tantrix on
S2:
Wr   r   
A
2pi
  1   modd 2  . (3.8)
Note that the equality modulo two is necessary since the area enclosed
by a curve on S2 is only defined modulo 4pi .
The second theorem, stated in detail as Theorem 3.6 below, gives
under certain conditions a formula for the difference in writhe between
two closed curves r1 and r2 that can be continuously deformed into
each another (see Figure 3.2):
Wr   r1    Wr   r2   
1
2pi
 t2  t1
1  t1  t2
   t˙1  t˙2  . (3.9)
We now proceed with the introduction of the set for which the open
link, twist and writhe will be defined. For the definition of this set we
choose a closed planar reference curve r0
  C2  
 
0, M  ;  3  for some
M

L.
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DEFINITION 3.2.
  1
r0      r, d1 
 
  0 such that    r¯, d¯1 
  C2  
 
0, M  
 
0, 1  ;  3  S2  :
1. for each λ, r¯    , λ  is an unknotted, non-self-intersecting
closed curve,
2. ˙¯r   s, λ   d¯1   s, λ    0 for s
 
 
0, M  , λ    0, 1 
 ,
3.   r¯, d¯1    s, 1      r, d1    s  for s
 
 
0, L  ,
4. r¯   s, 0    r0   s  for s
 
 
0, L  ,
5. ˙¯r   s, 0   ˙¯r   s, λ 

  1 for s  
 
0, M  , λ  
 
0, 1  ,
6.  r¯   s, λ  : s  
 
L, M  
 is a planar curve for λ   0 and λ   1,
and these two planes are parallel  .
  1
r0 can be thought of as a class of open rods   r, d1  that can be
connected by a homotopy—satisfying certain requirements—to the ref-
erence curve r0. The part of the closed rod parametrised by s
 
 
L, M 
is called the closure.
Some of the conditions above are more straightforward than oth-
ers. Parts 1 and 2 state that   r¯, d¯1  is a homotopy of well-behaved
closed rods, and by parts 3 and 4 the homotopy contains the original
open rod   r, d1  at λ   1, and the reference curve at λ   0. Parts 5
and 6 contain the essential elements of this definition. Part 5 is the same
non-opposition condition that appears in the statement of Fuller’s the-
orem (Theorem 3.6) and is required for the conversion of the writhe to a
single-integral expression. Part 6, which states that the closure should
be planar at the beginning and the end of the homotopy, is central in
the construction. These last two conditions are discussed more fully in
Section 3.4.
Note that curves r0 exist for which
  1
r0 is empty: if the three vectors
r˙0   0  , r˙0   L  , and r0   L    r0   0  are independent, then the open curve r0
can not be closed by a planar closure, so that the set of homotopies with
planar closures that connect to r0 is empty.
We are now in a position to define the new functionals open link,
open twist and open writhe for open rods.
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DEFINITION 3.3. Let   r, d1  be a rod in
  1
r0 . Then the open twist of
  r, d1  is
Two   r, d1  :  
1
2pi
 L
0
d˙1    r˙  d1  ds,
the open writhe of r is
Wro   r  :   Wr   r¯    , 1    
1
4pi
 M
0
 M
0
 
r¯   s, 1    r¯   t, 1   
 
˙¯r   s, 1   ˙¯r   t, 1  
	 r¯   s, 1    r¯   t, 1  	 3
dsdt,
and the open link of   r, d1  is
Lko   r, d1  :  
Lk   r¯    , 1  , d¯1    , 1    
1
2pi
 M
L
˙¯d1   s, 1     ˙¯r   s, 1   ˙¯d1   s, 1   ds.
Note that in the last definition we subtract any twist the closure
might have. It follows directly from the construction that the new con-
cepts also satisfy the classical relationship:
COROLLARY 3.4. Let   r, d1 
 
  1
r0 be an open rod. Then
Lko   r, d1    Two   r, d1   Wro   r  .
THEOREM 3.5. For any open rod   r, d1 
 
  1
r0 , the open twist, writhe,
and link are well-defined.
For writhe and link this is non-trivial, as different homotopy clo-
sures   r¯, d¯1  might be expected to give rise to different values.
PROOF. We first state Fuller’s second theorem in a more precise
form.
THEOREM 3.6. Let rλ   0  λ  1  be a homotopy of closed non-self-
intersecting curves, regularly parametrized with a common parameter s  
 
0, L  . Let tλ be the tantrix of rλ. If t0   s   tλ   s     1 for all s
 
 
0, L  , λ  
 
0, 1  , then
Wr   r1    Wr   r0   
1
2pi
 L
0
t0  t1
1  t0  t1

 t˙0  t˙1  ds. (3.10)
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To our knowledge, a rigorous proof was first given by Aldinger et
al. [3].
To prove Theorem 3.5 for the open writhe, let   r¯, d¯1  be a homotopy
associated to   r, d1  . By definition, r¯    , 0  and r¯    , 1  are planar for s
 
 
L, M  . Let us denote the planes by V0 and V1; these are parallel by
Definition 3.2.6. Let V be the plane through the origin parallel to both.
We have defined the class of open rods
  1
r0 such that Theorem 3.6
can be applied. Denote the tantrices of r¯    , 0  and r¯    , 1  by t0 and t1
respectively. Then
Wr   r¯    , 1     Wr   r¯    , 0    
1
2pi
 M
0
t0   s   t1   s 
1  t0   s   t1   s 
   t˙0   s   t˙1   s   ds. (3.11)
The argument of the integral vanishes for s  
 
L, M  : since t0   s  , t1   s 
 
V for s  
 
L, M  we have t0   s   t1   s    V and t˙0   s  t˙1   s 
  V for
s  
 
L, M  . Hence
 
t0   s   t1   s   
 
t˙0   s   t˙1   s     0.
Moreover, since r¯    , 0  is planar, Wr   r¯    , 0     0. We conclude
Wr   r¯    , 1    
1
2pi
 L
0
t0   s   t1   s 
1  t0   s   t1   s 
   t˙0   s   t˙1   s   ds. (3.12)
Since this integral only depends on the reference curve and the open
rod itself, and is otherwise independent of the choice of closure and
homotopy, this proves the claim for the writhe.
For the link, let   r¯, d¯1  be a homotopy associated to   r, d1  by Defini-
tion 3.2. Denote the closed curves r¯    , 1  and d¯1    , 1  by rˆ and dˆ1 respec-
tively. We denote the open twist evaluated over an interval s  
 
a, b  by
Two  a,b

. Then
Two  L,M

  rˆ, dˆ1    Two  0,M

  rˆ, dˆ1    Two  0,L

  rˆ, dˆ1 
  Two  0,M

  rˆ, dˆ1    Two   r, d1  .
Hence
Lko   r, d1    Lk   rˆ, dˆ1    Two  L,M

  rˆ, dˆ1 
  Lk   rˆ, dˆ1    Tw   rˆ, dˆ1   Two   r, d1 
  Wr   rˆ   Two   r, d1 
  Wro   r   Two   r, d1  . (3.13)
 
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It follows that Lko   r, d1  is independent of the chosen closure   r¯, d¯1  .
 
Equation (3.12) is an important motivation of this work, since it ex-
presses the writhe in terms of a single rather than a double integral.
For the purpose of variational analysis this is an obvious advantage. It
is especially useful when the link, and therefore indirectly the writhe,
can be identified with the rotation of the ends; this requires that the
end tangents remain equal throughout the deformation, and this case
is treated in the next section.
REMARK 3.7. For simplicity we have chosen to introduce one class
  1
r0 as the basis for the definitions of open link, twist and writhe.
For each of the three definitions separately, however, not all of Defi-
nition 3.2 is required. Open twist can be defined directly in terms of
  r, d1  , without the need for an extension; open link requires a closure,
but no homotopy; and open writhe requires a homotopy, but the direc-
tor d1 can be disposed of.
REMARK 3.8. A natural question to ask is whether the open link,
twist and writhe reduce to their classical counterparts when an open
rod is transformed into a closed rod by lining up and connecting the
ends. This is not the case, as we demonstrate in Section 3.4.
3.3. Results: End-rotation and Euler angles
It is common in applications to assume that the end tangents of
the buckled rod are kept constant and equal during the deformation
process. For comparison with an end rotation we introduce this addi-
tional condition. Throughout this section we also assume that r0 	  0,L

is
straight; without loss of generality we assume that r˙0 is a constant unit
vector v on
 
0, L  . Finally, again without loss of generality we choose
the director d1 constant on the reference curve r0 	   0,L

:
DEFINITION 3.9.
  2
r0      r, d1 
 
  1
r0 : r˙0   s    v
  S2 for all s  
 
0, L  ,
˙¯r   0, λ    ˙¯r   L, λ    ˙¯r   M, λ    v for all λ  
 
0, 1  ,
d¯1   s, 0    d¯1   0, 0  for all s
 
 
0, L 

.
The following formula is a direct consequence of Theorem 3.6:
 
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COROLLARY 3.10. Let   r, d1 
 
  2
r0 and let t be the tantrix of r. Then
Wro   r   
1
2pi
 L
0
v  t   s 
1  v  t   s 
 t˙   s  ds. (3.14)
In the present case of a straight r0 	   0,L

the dependence on r0 of the
open writhe of a given open rod takes a particularly simple form:
THEOREM 3.11. Under the conditions of Corollary 3.10, let    S2  
   t   s  : s  
 
0, L  
 . Then the function
v   S2     
1
2pi
 L
0
v  t   s 
1  v  t   s 
 t˙   s  ds
is constant on connected components of  .
The proof is given in the appendix. The interpretation of this theo-
rem is as follows: when the end tangents are aligned, the tantrix given
by the rod (without closure) forms a closed curve on S2. The integral
above represents ‘area enclosed by the curve’ for a given ‘choice of area’
(cf. (3.8)). When the vector v crosses the set    t   s  : s  
 
0, L  
 the ge-
odesic connections between v and t   s  change direction, causing the
integral to represent a different choice of area, and therefore causing
the integral to jump by 4pi .
With fixed end tangents we can introduce a fourth quantity, the end
rotation. We denote ∂       ∂λ by ∂λ     .
DEFINITION 3.12. Let   r, d1 
 
  2
r0 , and let d¯3    ,     ˙¯r    ,    
	 ˙¯r    ,   	 ,
d¯2   d¯3  d¯1. We define the end rotation by
R   r, d1  :  
 1
0
∂λd¯1   L, λ   d¯2   L, λ  dλ  
 1
0
∂λd¯1   0, λ   d¯2   0, λ  dλ.
To study the relationship between end rotation and open link, twist
and writhe we introduce a particular choice of Euler angles for an open
rod   r, d1  . Recall that for every s
 
 
0, L  there is an orthonormal direc-
tor frame   d1   s  , d2   s  , d3   s   . We express this frame in terms of angles
θ,ψ,φ with respect to a fixed basis   e1 , e2, e3  as follows
d1       sinψ sinφ  cosψ cosφ cosθ  e1 
  cosψ sinφ  sinψ cosφ cosθ  e2   cosφ sinθ e3 ,
d2       sinψ sinφ   cosψ sinφ cosθ  e1  (3.15)
  cosψ cosφ  sinψ sinφ cosθ  e2   sinφ sinθ e3 ,
d3   cosψ sinθ e1  sinψ sinθ e2  cosθ e3.


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This choice of Euler angles follows Love [90, art. 253]. For rods in the
class
  2
r0 we choose e3 parallel to v; note that by this choice the non-
opposition condition 5 in Definition 3.2 coincides with avoidance of
the Euler-angle singularity at θ   pi . Therefore the smoothness as-
sumptions on   r¯, d¯1  in
  2
r0 imply C
1-regularity forφ, ψ, and θ.
LEMMA 3.13. Let   r, d1 
 
  2
r0 be an open rod with an associated ho-
motopy   r¯, d¯1  , and let d¯2 and d¯3 be constructed from r¯ and d¯1 according
to (3.3). Let φ,ψ,θ :
 
0, M  
 
0, 1    be the Euler-angle representation
of   d¯1, d¯2, d¯3  . Then
R   r, d1   
 L
0
 
φ˙   s, 1   ψ˙   s, 1   ds.
From this lemma we conclude
COROLLARY 3.14. For open rods   r, d1 
 
  2
r0 , R   r, d1  is independent
of the choice of extension   r¯, d¯1  .
PROOF OF LEMMA 3.13. Using the definitions of the Euler angles,
we find
∂λd¯1   s, λ   d¯2   s, λ    ∂λφ   s, λ   ∂λψ   s, λ  cosθ   s, λ  .
For s   0, L and λ  
 
0, 1  we have set d¯3   s, λ    e3, and henceθ   s, λ   
0 for s   0, L; therefore ∂λd¯1   s, λ   d¯2   s, λ    ∂λφ   s, λ   ∂λψ   s, λ  for
s   0, L.
Since φ  ψ is a continuously differentiable function on V :  
 
0, L  
 
0, 1  , the integral of the tangential derivative of φ  ψ along
∂V vanishes:
 
∂V
∂
∂τ   φ  ψ    0,
where τ is the clockwise-pointing unit vector tangential to ∂V.
Hence
 L
0
 
∂sφ   s, 1   ∂sψ   s, 1   ds  
 L
0
 
∂sφ   s, 0  ∂sψ   s, 0   ds  
 
 1
0
 
∂λφ   L, λ   ∂λψ   L, λ   dλ  
 1
0
 
∂λφ   0, λ  ∂λψ   0, λ   dλ
 
 1
0
 
∂λφ   s, λ   ∂λψ   s, λ   dλ 


s  L
s  0
 
 1
0
∂λd¯1   s, λ   d¯2   s, λ  dλ 


s  L
s  0
  R   r, d1  .
 


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Within this framework Euler-angle formulae for open link, twist
and writhe are obtained:
LEMMA 3.15. Let   r, d1  be an open rod in
  2
r0 . Then
Wro   r   
1
2pi
 L
0
ψ˙   s    1   cosθ   s   ds, (3.16)
and
Two   r, d1   
1
2pi
 L
0
 
φ˙   s   ψ˙   s  cosθ   s   ds. (3.17)
PROOF. The formula for twist is easily found by using (3.15) in the
definition of twist, as in the proof of Lemma 3.13. For the writhe we
apply Corollary 3.10 and use the fact that v   e3.  
The main result of this section states that for rods in
  2
r0 end rotation
is equal to the open link:
THEOREM 3.16. Let   r, d1  be an open rod in
  2
r0 . Then
R   r, d1    2piLko   r, d1   
 L
0
 
φ˙   s   ψ˙   s   ds   φ   L   ψ   L    φ   0    ψ   0  . (3.18)
PROOF. By Corollary 3.4 and Lemma 3.15 we obtain
Lko   r, d1    Wro   r   Two   r, d1   
1
2pi
 L
0
 
φ˙   s   ψ˙   s   ds.
Since  L0
 
φ˙   s   ψ˙   s   ds   R by Lemma 3.13 we have the desired result.
 
3.4. Critique of the approach
The example of Fig. 3.1 shows that end rotation can only be de-
fined for a deformation history. For the purpose of analysis of elastic
structures this dependence on deformation history is undesirable. The
approach in this study, which is shared by many others (see the next
section), is therefore to construct a class of deformation histories (ho-
motopies) within which the end rotation can be expressed in terms of
the initial and final states only. In this section we critically review the
essential ingredients of this approach.
The closure. We obtain a separation into deformation classes by
the introduction of a closure. The classes are characterised by the link


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of the closed rod-closure combination. The price we pay with this con-
struction is the dependence on the choice of closure, which at first sight
might seem to be a defect of the formulation. As Alexander & Antman
[4] point out, however, this dependence is entirely natural: the precise
form of the closure can be regarded as describing the way the rod is
supported. Different systems of supports necessarily allow different
classes of deformations.
Although in most applications throwing the rod around the clamp
as illustrated in Fig. 3.1(d) is physically prevented, there do exist ex-
ceptions to this rule. In some recent experiments DNA molecules are
manipulated with the help of a magnetic bead attached to the end of
the molecule and held in a magnetic trap which allows the simultane-
ous application of a force and a moment [130]. In this case no rigid me-
chanical support is present and the molecule is free to loop around the
beaded end. If this happens repeatedly, then the end can rotate over an
arbitrarily large angle under the applied moment without a concomi-
tant change in configuration (cf. Fig. 3.1: after a rotation of the end by
  4pi the rod returns to its original shape). Thus one might estimate
the wrong energy, by   4piM for each ‘looping’, if a deformation would
go outside the class, i.e., if link was not conserved. However, Rossetto
& Maggs [116] in a recent paper show that for micron-sized beads the
applied tension in many experiments is large enough (on the order of
femtonewtons) to make these link violations rare, and they proceed to
introduce a closure to study configurations of constant link.
Incidentally, the fact that a rotation of   4pi , and not one of   2pi ,
brings one back to where one started has its origin in the topological
nature of SO(3), the group of rotations in  3 . Specifically, SO(3) is not
simply connected: for every rotation R   SO(3) there are two homotopy
classes of paths from the identity of the group to R. This means that for
a given rod orientation there are two distinct classes of configurations
for the rod which cannot be deformed into each other while keeping
the ends fixed. Rods with any even number of end turns (including
zero) lie in one class; rods with any odd number of turns lie in the
other. The same topological property forms the basis of the famous
Dirac Belt Trick [74], which in classrooms is often illustrated by rotating
a cup, held in the palm of one’s hand, twice around a vertical axis by a
suitable motion of the arm to bring both cup (with contents) and arm
back to their initial positions (see [44] for a demonstration).


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The reference curve. The class
  1
r0 is defined for a fixed closed
reference curve r0 (which may or may not include the unstressed cen-
treline of the rod). The open writhe Wro will, in general, depend on the
choice of this curve; on the one hand, by the fact that the reference curve
restricts the class of admissible homotopies via the non-opposition con-
dition, and on the other hand, by the explicit dependence on t0 in (3.12).
Similarly, the end rotation R will depend on r0, as is to be expected since
R is defined (in Definition 3.12) as the end rotation incurred in deform-
ing   r0 , d¯1    , 0   	   0,L

into   r, d1  .
For certain cases, however, the dependence can be described more
precisely, as in Theorem 3.11 for straight reference curves. Though
beyond the scope of this study, it is also possible to prove a similar
result under rotation of more general reference curves. For instance,
one could extend Definition 3.12, Lemma 3.13 and Corollary 3.14 to a
larger class than A2r0 by requiring of r0
	
 
0,L

only that its end tangents
be equal. A complication would arise, however, in that violation of
the non-opposition condition would no longer coincide with the Euler-
angle singularity. Consequently, the non-opposition condition would
no longer assure us of C1-regularity ofφ, ψ, and θ.
The non-opposition condition cannot be dropped. The non-op-
position condition listed in the definition of
  1
r0 (condition 5) is im-
posed by the application of Theorem 3.6. This might seem to be merely
a technical restriction: after all, the open writhe is defined in terms of
the writhe of the closed curve (Definition 3.3) and the latter is well-
defined even if, somewhere along the homotopy, the non-opposition
condition is violated. Therefore it might be expected that the state-
ment of well-posedness holds true without condition 6 (even though
our proof evidently does not), and that only non-self-intersection of the
closed structure is required.
In fact the situation is not that simple. Figure 3.3 shows homotopy
paths connecting the reference configuration (a) with the deformed rod-
closure combinations (b), (c) and (d), where the rod itself (represented
by the thick line) is the same in each of the three deformed states. We
can imagine the deformed rod to be nearly planar, with the two strands
crossing at a short distance from each other. Then the rod and its clo-
sure in case (b) have writhe close to   1.1 In case (c) one adds or sub-
tracts 1 to the writhe of the rod-closure combination for each full turn
1This may be verified by using the characterisation of writhe as the average of the
directional writhing number, as explained in Section 3.2. This number is determined
by counting signed crossings in a projection of the curve onto a plane.

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of the end. The writhe of the combination can therefore be made arbi-
trarily large. In case (d), finally, the writhe is close to   2.
Figure 3.3: An example showing that the non-opposition condition 5 in
Definition 3.2 cannot be disposed of. The three final states (b), (c) and (d),
with identical shapes for the open rod, have different values of writhe. In
going from (b) to either (c) or (d) the non-opposition condition is violated.
It is not difficult to see that one may construct a homotopy between
(a) and (b) without violating the non-opposition condition, provided
the loop has been twisted through an angle strictly less than pi . Since
the continuation homotopies to (c) and (d) satisfy all conditions of Defi-
nition 3.2 other than the non-opposition condition, it follows from The-
orem 3.5 that these homotopies cannot be constructed without violating
the non-opposition condition. This may also be verified by inspection.
This example shows that simply removing condition 5 from Defini-
tion 3.2 leads to ambiguities in the definition of writhe (and therefore
of link). The example also suggests that if a well-defined writhe is to
be constructed without the inclusion of the non-opposition condition,
then additional restrictions must be imposed on the closure. In homo-
topy (c) the closure remains planar throughout the homotopy, but the
end tangents vary; in homotopy (d) the end tangents are constant, but
the closure is only planar at the beginning and the end of the homotopy.
To rule out homotopies (c) and (d) (necessary for a well-defined writhe)
we can require the end tangents to be fixed and the closure to be planar
throughout the homotopy. It is possible that for a well-defined writhe
further conditions must be imposed.
 
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Euler-angle singularity vs. the non-opposition condition. When
the reference configuration is straight and end tangents remain con-
stant during the homotopy, the non-opposition condition is equivalent
to avoidance of the Euler-angle singularity at θ   pi . Although this
is partly a coincidence, the two issues both stem from the topological
properties of S2.
The Euler-angle singularity results from the fact that S2 is not home-
omorphic to (any part of)  2 . Any parametrization of S2 by a single
cartesian coordinate system will therefore have at least one singular
point. On the other hand, the non-opposition condition is necessary—
in this article—for the single-integral representation of writhe of The-
orem 3.6. In this representation the ambiguity of area ‘enclosed’ by a
curve on S2 is resolved by taking a perturbation approach. The non-
opposition condition is the realization of the unavoidable limits of this
approach, and therefore again stems from the topology of S2.
As mentioned above, however, the non-opposition condition re-
mains an unsatisfactory element in the definition of open writhe. Per-
haps a concept of open writhe is possible that bypasses this condition.
Open writhe is not rotation invariant. The definition of
  1
r0 de-
pends on the choice of the reference configuration. For a given refer-
ence configuration, an open rod in
  1
r0 may not be freely rotated with-
out leaving
  1
r0 . This is readily demonstrated by rotating the reference
configuration itself: after a rotation of pi about an axis perpendicular
to the plane of the reference curve the non-opposition condition is vio-
lated at every point on the curve.
This may lead to surprising results. In Figure 3.4 two homotopies
are shown. The first is a variation on homotopy (b) of Figure 3.3, while
in the second we lengthen the open-rod part and shorten the closure
part. In addition, we construct the homotopies such that the final con-
figurations are close, up to a rotation (emphasized by the mark at one
end of the open rod). In (a) the open writhe is close to 1, while in (b) it
is close to 0.
This remark also resolves an issue raised in Remark 3.8: does the
open writhe change continuously into the classical writhe for closed
rods, when an open rod is transformed into a closed rod by lining up
and connecting the ends? The answer is no—for the resulting closed
writhe would be rotation-invariant, contradicting the remark above.
 
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Figure 3.4: Two elements of   1r0 that differ only by a rotation, but for
which the writhe is different. The dot emphasizes the difference in orien-
tation.
3.5. Discussion
The topological issues associated with large deformation discussed
in this chapter are not of great concern in more traditional engineering
applications. As long as deformations are such that the integral in (3.2)
remains well-defined for a suitable choice of Euler angles (i.e., as long
as the angles stay away from the polar singularity) open link and end
rotation are given by (3.2). However, in more modern applications of
structural mechanics, such as in molecular biology, large deformations
occur more routinely and more care is required. Indeed, Fuller’s 1971
paper [50] was inspired by supercoiling DNA molecules. In this study
the author also already introduces a (planar) closing curve in order to
compute the writhe of a simple (infinitely long) helix. Following the
pioneering work of Fuller an extensive literature has emerged on the
application of elastic rod theory to DNA supercoiling (cf. the survey
article by Schlick [122]).
Open rods have become popular models for DNA molecules since
by the early 1990s single-molecule experiments have become possible.
First this involved an applied force only [126]; later, once the molecule
could be prevented from swivelling at its (magnetically) loaded end,
this involved both an applied force and an applied moment [130]. An-
alytical studies have addressed DNA in isolation [10, 43] as well as in
dilute solution using a statistical mechanics approach [95, 140, 99, 12].
Benham [10] appears to have been be the first one to write down an
isoperimetric variational problem based on (3.2) in order to find equi-
librium configurations subject to constant link. He first uses Fuller’s
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result (3.9) with r2 taken to be a suitable closed planar curve. Then
Wr   r2    0, and one obtains a single-integral formula for the writhe
of the curve in question r1. When combined with the single integral
for the twist (3.4), this leads, via (3.1), to a single-integral expression for
the link, which in a suitable Euler-angle representation is given by (3.2).
Benham then observes that “the integral expressions for Lk, Tw and
Wr may be constructed regardless of whether the structure is closed”.
Many workers have since followed Benham’s example to write link and
writhe of an open rod as single integrals.
The implicit assumption in this approach is that there exists a con-
tinuous deformation from r1 to the planar curve r2 which avoids op-
position of corresponding tangents. This may not be obvious, since the
non-opposition condition must be applied to the closed combination of
rod and suitable closure. In Section 3.4 we have given examples of what
can go wrong if the condition is not satisfied. In addition, the example
of Figure 3.4 shows that even within the limits of the non-opposition
condition the writhe is not invariant under rotation, implying that this
approach may lead to counterintuitive results.
Frequently, the end rotation needed in an energy analysis is simply
assumed to be equal to the link as given by (3.2) (e.g., [43, 99]). We have
shown that end rotation can only be defined in a consistent way within
a class of homotopies of rods. Such a class is constructed with the help
of a closure. We define end rotation independent of link and show the
two to be equal within a suitable class of allowed deformations. We
should also remark that our closure is a rod   r, d1  rather than just a
centreline r. Most authors initially only introduce a closed centreline,
which makes the writhe well-defined, and subsequently assume the
closure to be twistless if a link or end rotation is required. We formalise
this practise by explicitly specifying a d1 for the entire closed structure.
Knowing the precise restrictions on allowed deformations is impor-
tant in statistical mechanics studies. To obtain the correct averages one
must consider ensembles of admissible configurations. In numerical
computations this means that one must take care to simulate configu-
rations (through a Monte Carlo algorithm, a ‘growth’ algorithm or oth-
erwise) with the right topological constraints. Specifically, one wants
the configurations to be unknotted and to have constant link (although
it is good to remember that DNA in its natural environment functions
in the presence of topology-changing enzymes). This means that one
must forbid self-crossings of the configuration as well as crossings of
an (imaginary) closure. Mindful of this, the authors in [140] graft the
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ends of the molecule to an external surface and run ‘sticks’ out from
the ends of the molecule to infinity, thereby ‘virtually closing’ the gen-
erated chain at infinity. A similar construction is used in [116]. In this
latter work knotted configurations are not eliminated, it being argued
that the molecular statistics is dominated by unknotted configurations.
In order to avoid the awkward non-opposition condition in Fuller’s
second theorem there have been direct approaches via the double inte-
gral (3.6) instead. In [129, 102] simple shapes are considered with pla-
nar closures for which the integral can be evaluated explicitly. It is then
shown that the closure gives a relative contribution to the writhe which
tends to zero as the length of the rod tends to infinity. The double in-
tegral is also used in the numerical study in [140], where it is shown
that the contribution to Wr from the interaction of the closure with the
basic chain is of the order of 1%. Various numerical schemes for the
computation of the writhe double integral for a discretized curve are
discussed and compared in [78]. Useful rigorous error bounds on nu-
merically computed values of Wr based on polygonal (i.e., piece-wise
linear) approximation are given in [23].
Our approach to a consistent definition of link, writhe and end ro-
tation is firmly based on the introduction of a closure. There have been
various formulations of writhe for open curves without the use of a clo-
sure. One approach, especially taken in knot theory and in studies of
self-avoiding chains, is based on the characterisation of writhe as the
average over all planar projections of the sum of signed crossings [50]
(e.g., [106, 1]). This approach does not require a closure and can be ap-
plied to curves with arbitrary end tangents. It could form the basis of
an alternative extension of (3.1) to open rods. (Here we can remark that
link also has an interpretation in terms of crossing numbers, namely:
the linking number of two curves is equal to the number of all signed
crossings of the curves in a regular planar projection, i.e., one satisfy-
ing a transversality condition; see [114].) The precise relation between
the writhe of an open curve obtained via these planar projections and
the open writhe obtained by using the tantrix area on S2, or the double
integral (3.6), is still an open problem.
If an exact writhe is not required and the fractional part modulo
2 is sufficient then formula (3.8) in terms of the area enclosed by the
tantrix on the unit sphere can be used. Rossetto & Maggs [116] point out
that this approach can also be used to generalise the writhe to curves
whose end tangents are not aligned and therefore have open tantrices.
By exploiting the connection between writhe and a geometric phase

3. LINK, TWIST, AND WRITHE FOR OPEN RODS
they show that the canonical way to close the curve is by means of a
geodesic (great circle). This geodesic is unique as long as the two end
points are not antipodal. The fractional writhe is then again given by
the enclosed area. This prescription is used by Starostin [129] to derive
results for the writhe of smooth as well as polygonal curves. Cantarella
[23] generalises Fuller’s second theorem, and with it the spherical area
formula (3.8), to polygonal curves.
3.6. Proof of Theorem 3.11, and an extension
Let f : S2   be the function mentioned in the assertion. Pick
v0
 
 and let  0 be the connected component of  containing v0.
Define the set
A   v    0 : f   v    f   v0  
 .
The function f is continuous on  0, implying that the set A is relatively
closed in  0. We will show below that f is constant on all open balls
B   0, implying that A is also open. Since A is non-empty it follows
that A    0 and the lemma is proved.
For a given vector ω   S2, let Rφ denote the rotation around ω
through an angle φ. We fix the direction of rotation in the following
way: with respect to an orthonormal basis   ω, w,ω  w  for a suitable
w   S2, write Rφ as
Rφ  
 
1 0 0
0 cosφ   sinφ
0 sinφ cosφ

.
With this choice,
d
dφ
Rφv 	 φ  0   ω  v for any v
  S2. (3.19)
Set vφ   Rφv. Using equation (3.19), we have
d
dφ
vφ  t
1  vφ  t
 t˙  
 
  1  vφ  t      ω  vφ   t      vφ  t      ω  vφ  t  
  1  vφ  t  2
 t˙ . (3.20)
Setting γ   	ω  vφ 	 we introduce an orthonormal coordinate system
e1   vφ, e2   γ  1ω  vφ, e3   γ  1 vφ    ω  vφ  ,

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and we write t1, t2, t3 for the coordinates of t with respect to this ba-
sis; these are functions of the curve parameter s. The right-hand side
of (3.20) becomes
γ
  1  t1    t3 t˙1   t1 t˙3    t2   t2 t˙3   t3 t˙2 
  1  t1  2
.
Using the equalities t21  t
2
2  t
2
3   1 and t1 t˙1  t2 t˙2  t3 t˙3   0 this is
seen to be equal to
  γ
d
ds
t3
1  t1
.
Therefore
d
dφ
 vφ  t
1  vφ  t
 t˙ ds     γ
 d
ds
t3
1  t1
ds   0.
The last equality results from the assumption of aligned end tangents.
This proves the theorem.  
It proves not to be possible to replace t1   0  by an arbitrary constant
vector v   S2 in the above integral. Here we prove that within an ap-
propriate neighbourhood of t1   0  the integral (3.14) remains invariant
under such a replacement.
We now have the following theorem.
THEOREM 3.17. Let a, b be two closed curves in C1#  
 
0, L  ; S2  , and Rφ
a rotation over an angleφ as above. Assume Rφ  a   s   R  φ  b   s     1 for all
0  φ   φ, s  
 
0, L  . Then
 Rφa  R  φb
1  Rφa  R  φb
   Rφa˙  R  φb˙   
 a  b
1  a  b
  a˙  b˙  .
PROOF OF THEOREM 3.17. It is sufficient to look at integrals of the
form
d
dφ
 Rφa  b
1  Rφa  b
 b˙, (3.21)


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since
d
dφ
 Rφa  R  φb
1  Rφa  R  φb
   Rφa˙  R  φb˙ 
 
d
dφ
 Rφa  R  φb
1  Rφa  R  φb
 Rφa˙ 
d
dφ
 Rφa  R  φb
1  Rφa  R  φb
 R
 φb˙
 
d
dφ
 a  R
 2φb
1  a  R
 2φb
 a˙ 
d
dφ
 R2φa  b
1  R2φa  b
 b˙
   
d
dφ
 R
 2φb  a
1  a  R
 2φb
 a˙ 
d
dφ
 R2φa  b
1  R2φa  b
 b˙
 
d
dφ
 R2φb  a
1  a  R2φb
 a˙ 
d
dφ
 R2φa  b
1  R2φa  b
 b˙. (3.22)
We will show that each of the arguments of these two integrals can be
written as a derivative with respect to arclength plus an extra term.
These two extra terms then sum up to a second derivative. Integrat-
ing over closed curves then means that the sum of these two integrals
vanishes.
Recall thatω is the axis of rotation of Rφ. Using eq. (3.19) and dif-
ferentiating (3.21) aroundφ   0, we get
d
dφ
 Rφa  b
1  Rφa  b
 b˙ 	φ  0
 

  1  a  b      ω  a   b   b˙     a  b   b˙     ω  a   b 
  1  a  b  2
 

  1  a  b    ω  a     b  b˙    a    b  b˙      ω  a   b 
  1  a  b  2
.
(3.23)
Assume that ω is not parallel to a   s  for any s  
 
0, L  . Then   a,ω 
a, a    ω  a   is a local orthogonal (but not necessarily orthonormal)
basis. Denote these three vectors by γ1, γ2, γ3 respectively. Write b  


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b1γ1  b2γ2  b3γ3 and b˙   β1γ1  β2γ2  β3γ3. Then
b21
	γ1
	 2
 b22
	γ2
	 2
 b23
	γ3
	 2
  1, (3.24)
b1β1 	γ1 	 2  b2β2 	γ2 	 2  b3β3 	γ3 	 2   0, (3.25)
	γ1
	
  1, and 	γ2 	   	γ3 	 , (3.26)
b  b˙  
  
 


γ2
 
γ3


γ1

  b2β3   b3β2 

γ1
 
γ3


γ2

  b3β1   b1β3 

γ1
 
γ2


γ3

  b1β2   b2β1 




. (3.27)
In this basis, (3.23) becomes

  1  γ1  b  γ2    b  b˙    γ1    b  b˙    γ2  b 
  1  γ1  b  2
which, using (3.27) equals

  1  b1  	γ2 	 2

γ1
 
γ3


γ2

  b3β1   b1β3 
  1  b1  2
 

	γ2
	 2b2 	γ1 	 

γ2
 
γ3


γ1

  b2β3   b3β2 
  1  b1  2
 
	γ2
	 	γ3
	

	γ1
	
  1  b1    b3β1   b1β3    	γ2 	 2b2   b2β3   b3β2 
  1  b1  2
.
With (3.24), (3.25) and (3.26) this reduces further to
	γ2
	 	γ3
	
 b3β1   b1β3  β3     b21  
	γ2
	 2b22   b3   b1β1 
	γ2
	 2b2β2 
  1  b1  2
 
	γ2
	 	γ3
	
 b3     	γ3 	 2b3β3   b3β1   b1β3  β3     1  	γ3 	 2b23 
  1  b1  2
 
	γ2
	 	γ3
	

  β3   1  b1   b3β1
  1  b1  2
.
Using (3.26) once more we finally arrive at
d
dφ
 Rφa  b
1  Rφa  b
 b˙ 	 φ  0   	γ3 	 2

  β3   1  b1   b3β1
  1  b1  2
. (3.28)
Now we work our way up from the other side. Let us consider
d
dt

γ3  b
1  a  b 
, (3.29)


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where, as before, γ3   a    ω  a  . Performing the differentiation we
obtain
  1  a  b  ddt   γ3  b      γ3  b 
d
dt   a  b 
  1  a  b  2
 
  1  a  b    γ3  b˙      γ3  b    a  b˙ 
  1  a  b  2

  1  a  b    γ˙3  b      γ3  b    a˙  b 
  1  a  b  2
 
	γ3
	 2
    1  a  b  β3   b3β1 
  1  a  b  2

  1  a  b    γ˙3  b      γ3  b    a˙  b 
  1  a  b  2
. (3.30)
Note that the first term is equal to the right-hand side of (3.28) up to a
minus sign, since a   γ1, and γ1  b   b1. Using γ˙3   a   ω  a˙   a˙   ω 
a  , the numerator of the second term of (3.30) becomes
  1  a  b    γ˙3  b      γ3  b    a˙  b 
      1  a  b    a   ω  a˙   a˙   ω  a    b     a˙  b    a    ω  a   b
    a˙  b       ω  a    1  a  b    ω  b    a  b    ω  a  
    1  a  b    a  b    ω  a˙ 
    a˙  b     ω  a   ω  b      1  a  b    a  b    ω  a˙ 
      a˙  b  ω    a  b      a  b    1  a  b    ω  a˙  .
Reinstating the denominator   1  a  b  2 we have
d
dt

γ3  b
1  a  b

 
	γ3
	 2
    1  a  b  β3   b3β1 
  1  a  b  2

    a˙  b  ω    a  b      a  b    1  a  b    ω  a˙ 
  1  a  b  2
.
We can perform the same calculations assuming that   b,ω  b, b 
  ω  b   is a basis. Write this basis as   δ1, δ2 , δ3  , and set a   a1δ1 
a2δ2  a3δ3 and a˙   α1δ1  α2δ2  α3δ3. When we add to (3.29) its

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symmetric equivalent, we get
d
dt

γ3  a
1  a  b 

d
dt

δ3  b
1  a  b 
 
	γ3
	 2
    1  a  b  β3   b3β1 
  1  a  b  2
 
  a˙  b  ω    a  b      a  b    1  a  b    ω  a˙ 
  1  a  b  2

	δ3
	 2
    1  a  b  α3   a3α1 
  1  a  b  2
 
 
  b˙  a  ω    a  b      a  b    1  a  b    ω  b˙ 
  1  a  b  2
 
	γ3
	 2
    1  a  b  β3   b3β1 
  1  a  b  2

	δ3
	 2
    1  a  b  α3   a3α1 
  1  a  b  2
 
  d
dt   a  b   ω    a  b      a  b    1  a  b    ω    a˙  b˙  
  1  a  b  2
.
(3.31)
For the last term in (3.31) we finally derive
 
  d
dt   a  b   ω    a  b      a  b    1  a  b    ω    a˙  b˙  
  1  a  b  2
 
  1  a  b    ω    a˙  b˙    
  d
dt   1  a  b   ω    a  b 
  1  a  b  2
  ω    a˙  b˙ 
 
d
dt

ω    a  b 
1  a  b 
 
d
dt
  ω    a  b  
 
d
dt

    a  b  ω    a  b 
1  a  b 
. (3.32)
Now we can wrap things up: the two integrals in (3.22) are symmetric
equivalents, and using derivative one in (3.29) and derivative two in
 
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(3.32), we have
d
dφ
 Rφb  a
1  a  Rφb
 a˙ 	 φ  0 
d
dφ
 Rφa  b
1  Rφa  b
 b˙ 	φ  0
 
 d
dt

γ3  a
1  a  b


 d
dt

δ3  b
1  a  b


 d
dt

    a  b  ω    a  b 
1  a  b

  0.
We have thus far assumed that   a,ω, a    ω  a   and   b,ω  b, b 
  ω  b   are both bases. We can easily generalize to all ω   S2, i.e., to
allω for which both   a,ω, a    ω  a   and   b,ω  b, b    ω  b   are
not bases. Note that in this case ω has to be parallel to either a   s  or
b   s  for some s  
 
0, L  (on S2 this means ω     a   s  or ω     b   s  ).
For given C1 curves a   s  and b   s  , the set of vectors parallel to a   s  and
b   s  for some s  
 
0, L  has zero measure on S2. Since the last integral
in (3.23) is a continuous functional inω which vanishes on a set ofω’s
of measure 4pi , it has to vanish for allω   S2. This shows that for small
enoughφ, by Taylor’s theorem, there exists a constant C such that
 Rφa  R  φb
1  Rφa  R  φb
   Rφa˙  R  φb˙ 
   
 R
 2φb  a
1  a  R
 2φb
 a˙ 
 R2φa  b
1  R2φa  b
 b˙

 a  b
1  a  b
   a˙  b˙   Cφ2,
(3.33)
provided that the two integrals in eq. (3.33b) are well-defined for all
0  φ   φ, i.e., that
a  R
 2φ  b    1 for all 0  φ   φ,
R2φ  a  b    1 for all 0  φ   φ.
This is equivalent to
Rφ  a  R  φ  b    1 for all 0  φ   φ.
For largerφ, set
f   φ, a, b   
 Rφa  R  φb
1  Rφa  R  φb
   Rφa˙  R  φb˙  .
 
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Take two sufficiently small subanglesφ1 andφ2. Then
f   φ1  φ2 , a, b    f   φ2 , Rφ1 a, R  φ1b 
  f   φ2 , Rφ1 a, R  φ1b    f   φ1 , a, b   f   φ1 , a, b 
  f   φ2 , Rφ1 a, R  φ1b 
  f   0, Rφ1 a, R  φ1b   f   φ1 , a, b 
 C   φ22  φ
2
1  .
Hence, if we partitionφ into n small equal subangles, then




 Rφa  R  φb
1  Rφa  R  φb
   Rφa˙  R  φb˙   
 a  b
1  a  b
  a˙  b˙  



 Cn
	φ 	 2
n2
   0 as n     ,
provided
Rφ  a  R  φ  b    1 for all 0  φ   φ.
 
  
CHAPTER 4
Regularity of minimizers for a
simple continuum model for lipid
membranes
We study the minimization problem
Problem (A)
inf  H   u  	 u   Km 
 ,
where
H   u  :  

 

h   u    αuκ   u  ,
h   u  :     u  c0  log   u   c0  1    u
Km :  

u   L1    




 
u   m, u  0, u  τhu  1   ,
τhu   x  :   u   x   h  , κ   x  :  
e 

x

2
,
α

0, c0
 
 
0,
1
2
 , h

0.
The two sets where the inequality constraints are saturated, the con-
tact sets, are defined as
 d :    x
 

	 u   x    0 a.e. 
 , (4.1)
 u :   x
 

	 u   x     τhu    x    1 a.e. 
 . (4.2)
The main aim of this chapter is to study the regularity of minimizers
for Problem (A). A solid understanding of the regularity of minimizers
is essential to later investigate the existence of minimizers for Problem
(A), which is the subject of Chapter 5. In that same chapter, we also
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study a related constrained minimization problem in which the upper
contact condition u  τhu  1 is dropped:
Problem (B)
inf  H   u  	 u   KBm  , (4.3)
where
KBm :  

u   L1     



 
u   m, u  0   ,
and H   u  as before.
Throughout this chapter, all integrals are over  , unless stated oth-
erwise. The complement of a set V is denoted by V c.
4.1. Introduction
The set of admissible functions Km  L1     consists of functions
of little regularity, and boundedness of the functional H does not im-
prove this; as a result, we have little a priori knowledge of the regularity
of a minimizer. In variational problems of this type, but without con-
straints, some regularity can be proved for stationary points by using
the Euler-Lagrange equation,
log   1  u   c0    2ακ
  u.
A simple bootstrap argument—if u   Wk,p, then κ   u   Wk  2,p, and
therefore u   Wk  2,p—now provides u with C  -regularity.
For the problem at hand—minimization of H under this specific set
of pointwise and non-local constraints—this argument fails, since the
Euler-Lagrange equation is augmented with three Lagrange multipliers
that intervene with this regularity bootstrap (see (5.5) in Chapter 5).
We therefore use a different strategy, based on an estimate of the gap in
Jensen’s inequality in terms of the regularity of the underlying function.
Let f :    be convex, and choose ρ   L1     with ρ  0
and  ρ   1. Construct a regularization kernel by setting ρε   x   
1   ερ   x   ε  . A consequence of Jensen’s inequality is that for any u  
L1    

f   u   

ρε
  f   u  

f   ρε
  u  .
With a formal argument we can relate the difference between the two
sides in this inequality to the regularity of u. Writing ρε
  u   u  cε2u   ,
 

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with c     1   2   y2ρ   y  dy, we find

 
f   u    f   ρε
  u       cε2

f    u  u     cε2

f     u  u  2,
suggesting that if u   H1     , then the difference on the left-hand side
should be of order ε2.
The convergence rate ofε2 is connected to the regularity of the func-
tion u, as a simple example shows. Take f   u    u2 and consider a func-
tion with a jump singularity such as u   x    H   x    H   x   1  , where
H   x  is the Heaviside function, so that u   H1     . Now choose as
regularization kernels the functions ρε   x    12ε   H   x  ε    H   x   ε   ,
after which an explicit calculation shows that the convergence is only
of order ε:

 
u2   u2ε   
2
3
ε.
Our contribution to this topic consists of two parts. First, we
prove both the suggestion made above and its converse. In both cases,
ρε   x    1   ερ   x   ε  for some symmetric ρ
  L1     satisfying ρ  0,
 ρ   1, and  y2ρ   y  dy

 .
THEOREM 4.1. Let u   H1     and f   W2,      . Then
lim
ε  0
1
ε2

 
 
f   u    f   ρε
  u     c

 
f     u  u  2,
where
c  
1
2

 
y2ρ   y  dy.
THEOREM 4.2. Let f :    satisfy f    c1  0 in the sense of
distributions. Then there exists a constant C such that any u   L1     for
which the limit
M :   lim sup
ε  0
1
ε2

 
 
f   u    f   ρε
  u   (4.4)
is finite satisfies

u
 2
H1 
CM
c1
.
The proofs of both of these theorems consist of a reduction to the
well-known characterization of Sobolev norms by Bourgain, Brezis,
and Mironescu [13]. They are given in Lemmas 4.7 and 4.8.
Our second contribution consists in applying Theorem 4.2 to the
constrained minimizers of H to obtain an a priori regularity result. We
thus show an alternative way of establishing regularity of minimizers,
 

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which is especially useful when the Euler-Lagrange equation is un-
available or does not provide this information.
A key element is that Km is closed under convolution with ρε: if
u   Km, then uε :   ρε
  u   Km, so that if u is a minimizer, then H   u  
H   uε  for all ε  0.
The function h satisfies the differential inequality of this theorem,
with c1   1     1  c0  . From the estimate





 
uεκ
  uε   uκ
  u  



 Cε2

u2  Cε2

u

L1

 

,
it then follows that
0  H   uε    H   u  

 
h   uε    h   u    O   ε2  .
By Theorem 4.2 we conclude that u   H1     . The details of this argu-
ment are given in Section 4.2.
4.2. Minimizers have H1-regularity
In this section we prove Theorems 4.1 and 4.2, and show that mini-
mizers of Problems (A) and (B) are elements of H1     .
THEOREM 4.3. Let u be a minimizer of Problem (A) or of Problem (B).
Then u   H1     . In particular, u is continuous.
PROOF. As explained in the introduction, the regularity of a con-
strained minimizer u follows from comparing the energy levels of u
and uε :   ρε
  u and using Theorem 4.1. The argument differs only
slightly between Problems (A) and (B).
The second term of H can be estimated as follows,
LEMMA 4.4. There exists a constant C    such that for all u   L2    
0 

 
uκ   u  

 
uεκ
  uε  Cε2

 
u2.
PROOF OF LEMMA 4.4. Let uˆ be the Fourier transform of u, defined
by uˆ   k  :      e  ixku   x  dx. Note that κˆ   k    1     1  k2  . Therefore,

 
  ρε
  u  κ     ρε
  u   

 
	 uˆ   k  	 2 	 ρˆ   εk  	 2
1
1  k2
dk. (4.5)
Since ρ is symmetric, positive, and has finite second moment, ρˆ is twice
differentiable in 0 and satisfies 	 ρˆ 	   ρ   1, ρˆ   0    1, and ρˆ    0   
 

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0. Therefore there exists an α

0 such that 	 ρˆ   k  	 2  1   αk2 for k
sufficiently small. Using (4.5), we now have
0 

 
uκ   u  

 
  ρε
  u  κ     ρε
  u  x (4.6)
 

 
	 uˆ   k  	 2
1
1  k2
 1   	 ρˆ   εk  	 2

dk



k

  1
ε
	 uˆ   k  	 2
αε2k2
1  k2
dk 


k
  1
ε
	 uˆ   k  	 2
1
1  k2
dk
 αε2

 
	 uˆ   k  	 2 dk 
ε2
1  ε2

 
	 uˆ   k  	 2 dk
  ε2   α  1 

 
u2   x  dx. (4.7)
 
Since both Km and KBm are closed under convolution with ρε, uε is
admissible, and therefore
0  H   uε    H   u  

 
h   uε    h   u    Cε2

u2.
For Problem (A) the last term can be estimated by
Cε2

u

L1

 


u

L  

 

 Cmε2,
where the second inequality follows from combining both inequality
constraints. Therefore 
 
h   u    h   uε     O   ε2  , from which the result
follows from an application of Theorem 4.2.
For Problem (B) the proof is concluded similarly with the L  -bound
given by the next lemma.  
LEMMA 4.5. Any minimizer u of Problem (B) satisfies u   L      .
PROOF. Define the set A    x    : u   x 

1
2

u

L
 

 


 . Pertur-
bation with functions v such that supp v  A and  v   0 gives the
equation
log   u   c0  1    2ακ
  u   λ a.e. on A,
where λ    is a Lagrange multiplier. Hence
1  u   x    c0   eλ  2ακ  u

x  for a.e. x   A.
Since κ is bounded, κ   u   L      , with

κ
  u

L  

 



κ

L  

 


u

L1

 

 
m
2
,
 

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and therefore

u

L
 

 

 

u

L
 

A   c0  e
λ

αm
  1  .
 
REMARK 4.6. With the continuity given by Theorem 4.3 the result
of Lemma 4.5 can be supplemented with an explicit bound. Choosing
a sequence   xn    such that u   xn 

0 and u   xn   0, we can write
λ   lim
n  

log  1  u   xn    c0    2α   κ
  u    xn    0,
so that

u

L
 

 

 c0  eαm   1  . (4.8)
PROOF OF THEOREM 4.2. As before, set uε   ρε
  u. First we prove
that if (4.4) holds, then
lim sup
ε  0
1
ε2

 
  u2   u2ε  
2
c1
M. (4.9)
The reduces the proof to the case f   u    u2. Expanding around uε   x  ,
we find by assumption that
f   u   x   y    f   uε   x    f    uε   x     u   x   y    uε   x  

c1
2
 
u   x   y    uε   x  
2 . (4.10)
Using the identity

 
f    uε   x     u   x   y    uε   x   ρε   y  dy   f    uε   x     uε   x    uε   x  
  0
we obtain from (4.10),

 
f   uε   x   dx  

 

 
f   uε   x   ρε   y  dydx


 

 
f   u   x   y   ρε   y  dydx
 
c1
2

 

 
 
u   x   y    uε   x  
2
ρε   y  dydx
 

 
ρε
  f   u   
c1
2

 
 
ρε
  u2   u2ε 
 

 
f   u   
c1
2

 
 
u2   u2ε  .
 
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This shows that
lim sup
ε  0
1
ε2

 
 
u2   u2ε  lim sup
ε  0
2
c1ε2

 
 
f   u    f   uε  
 
2
c1
M,
which proves (4.9). Now to prove the lemma for f   u    u2, define
γε :   ρε
 
ρε. Then

 
u2ε  

 
uγε
  u
 

 

 
u   x  u   y  γε   x   y  dxdy
 

 
u2  
1
2

 

 
 
u   x    u   y   2 γε   x   y  dxdy.
Hence
lim sup
ε  0
1
ε2

 

 
	 u   x    u   y  	 2
	 x   y 	 2
	 x   y 	 2γ2ε   x   y  dxdy 
4
c1
M

 .
The sequence of functions defined by
φε   x   
x2
ε2
γε   x 
is a regularization kernel, and hence by Theorem 2 in [13] we conclude
u   H1     and that there exists a constant K such that

u
 2
H1 
4M
c1K
.
This completes the proof.  
The proof of Theorem 4.1 is split into the following two lemmas.
Recall that uε   ρε
  u. Then

 
 
f   u    f   uε      

 
f    uε    uε   u   Rε,
where
	 Rε 	 

 f  


L
 

uε   u
 2
L2 .
LEMMA 4.7. Let u   H1     , and ρε a regularization kernel as before.
Then

uε   u
 2
L2   o   ε
2
 .
  
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PROOF.

 
  uε   u  2dx  

 
 

 
  u   x   y    u   x   ρε   y  dy 
2
dx
 

 
 

 
 
 
 1
0
u    x   sy  yds  ρε   y  dy 
2
dx
 

 
 
 1
0

 
u    x   z 
z
s
ρε

z
s

dzds 
2
dx. (4.11)
Setσ   y    yρ   y  , and
σε   z, s   
1
εs
σ

z
εs

 
z
ε2s2
ρ

z
εs

 
z
εs2
ρε

z
s

.
Then (4.11) becomes
ε2

 
 
 1
0

 
u    x   z  σε   z, s  dzds 
2
dx
 ε2
 1
0

 
 

 
u    x   z  σε   z, s  dz 
2
dxds. (4.12)
Now set
vε   x, s   
 

 
u    x   z  σε   z, s  dz  .
We claim that vε   x, s   0 as ε  0 for all s
 
  0, 1  and for almost
all x    , and we claim that vε is uniformly bounded in L2. By the
dominated convergence theorem we then conclude that vε  0 in the
L2-norm, for all s     0, 1  , which proves the lemma.
Regarding the first claim, note that, since ρ is symmetric,    xρ   x   
0. Using this, and the properties ofσε   z, s  , we get in the limit as ε  0,
that

 
u    x   z  σε   z, s  dz  u    x 
1
s

 
σ   y  dy
  u    x 
1
s

 
yρ   y  dy
  0.
  
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For the second claim, note that    σε   z, s  dz is constant for all ε  0
and s     0, 1  . Denote this integral by c. Then
v2ε   x, s   c
 

 
u  2   x   z  	σε   z, s  	 dz 
 c



 
	σε    , s  	
  u  2        x 



L1
 c

σε    , s 

L1



u  2



2
L1
.
This proves the claim.  
LEMMA 4.8. Same assumptions as in Lemma 4.7. Assume furthermore
that f   W2,      . Then
lim
ε  0
 
1
ε2

 
f    u    uε   u   c

 
f     u  u  2,
where
c  
1
2

 
y2ρ   y  dy.
PROOF.
 

 
f    u    uε   u     

 

 
f    u   x     u   x   y    u   x   ρε   y  dydx
 
 1
0

 

 
u    z  y f    u   z  sy   ρε   y  dydzds
 
 1
0

 
u    z 
 

 
f    u   z  sy   yρε   y  dy  dzds.
Define for fixed s, σ    y    yρ   y  , and σε   y    1εσ  
y
ε
 . Then σ ε   y   
1
ε2
σ   
y
ε
  
y
ε3
ρ  
y
ε
  
1
ε2
yρε   y  . Now, for any g
  H1,
1
ε2

 
yρε   y  g   x  y  dy  

 
σ ε   y  g   x  y  dy
   

 
σε   y  g    x  y  dy
   

 
σε     y  g    x   y  dy
   g    x 

 
σ in L2     .
  
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Writing f    u   z  sy     f    u   s   ζ  y      : g   ζ  y  , we proceed
1
ε2
 1
0

 
u    z 

 
f    u   z  sy   yρε   y  dydzds
 
 1
0

 
u    z 

f    u   z  sy   σ ε   y  dydzds
 
 1
0
s

 
u    sζ 

 
f    u   s   ζ  y   σ ε   y  dydζds
   
 1
0
s2

 
u    sζ 

 
f     u   s   ζ  y    u    s   ζ  y   σε   y  dydζds
   
 1
0
s2

 
u    sζ 
 
f     u   s    u    s     σε  dζds

 

 
σ   y  dy 
 1
0
s2

 
u    sζ  f     u   sζ   u    sζ  dζds as ε  0
 
 

 
σ   y  dy 
 1
0
sds

 
u    z  f     u   z   u    z  dz
   
1
2
 

 
σ   y  dy 

 
u    y  2 f     u   y   dy.
We now complete the proof by showing that





 
u    z 

 
σ ε   y  f    u   z  sy   dydz 



is uniformly bounded for all s     0, 1  . Set λε   s, η    σε   η   s  . Then for
all s     0, 1  ,





 
u    z 

 
σ ε   y  f    u   z  sy  dydz 





 u 


L2





 
f    u   z  sy   σ ε   y  dy




L2
  s

 u 


L2





 
f     u   z  sy   u    z  sy  σε   y  dy




L2
  s

 u 


L2





 
f     u   z  η   u    z  η  λε   s, η  dη




L2


 u 


2
L2

 f  


L
 
.
We now conclude by the dominated convergence theorem that
 
1
ε2

 
f    u    uε   u   c

 
f     u  u  2,
  
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with
c    
1
2

 
σ   y  dy  
1
2

 
y2ρ   y  dy.
 
  
CHAPTER 5
Existence of minimizers for a simple
continuum model for lipid
membranes
5.1. Introduction
We again study the minimization problem
Problem (A)
inf  H   u  	 u   Km 
 ,
where
H   u  :  

 

h   u    αuκ   u  ,
h   u  :     u  c0  log   u   c0  1    u
Km :  

u   L1    




 
u   m, u  0, u  τhu  1   ,
τhu   x  :   u   x   h  , κ   x  :  
e 

x

2
,
α

0, c0
 
 
0,
1
2
 , h

0.
The two sets where the inequality constraints are saturated, the con-
tact sets, are defined as
 d :    x
 

	 u   x    0 a.e. 
 , (5.1)
 u :   x
 

	 u   x     τhu    x    1 a.e. 
 . (5.2)
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In the previous chapter we have established in Theorem 4.3 that
any minimizer of Problem (A) has H1-regularity. This a priori informa-
tion forms a key ingredient in the study of the existence of minimizers,
the main topic of this chapter. In the process of this investigation, we
also provide some insight into the structure of minimizing solutions.
The results on both the existence of minimizers and their qualitative
properties are complemented by numerical computations presented in
Section 5.8.
As in the previous chapter, all integrals are over  , unless stated
otherwise, and the complement of a set V is denoted by V c.
Convolution and non-local constraints
There are a number of ingredients in this minimization problem
that make a proof of existence non-trivial. Among these is the un-
bounded domain, which is a possible source for lack of compactness
of a minimizing sequence. However, the Concentration-Compactness
Lemma by Lions [86], provides a potent tool to negotiate this possi-
ble lack of compactness. Two other ingredients provide greater ob-
stacles: the convolution integral  uκ   u, and the non-local inequality
constraint u  τhu  1  1.
The convolution integral makes it difficult to control how the en-
ergy changes when we modify an admissible function. Especially
if we add two functions—particularly useful in the Concentration-
Compactness principle—it is often hard to estimate how the energy of
the sum relates to the sum of the energies of the two functions. It proves
crucial to show that minimizers have compact support to get around
this problem: given two minimizers u1
  Km1 and u2
  Km2 with com-
pact support, we may translate u1 or u2 such that u1  u2
  Km1

m2 .
Estimation of the energy of the resulting function is now an easy mat-
ter.
The upper contact condition u  τhu  1 is perhaps the most no-
table feature of Problem (A), and is a direct consequence of our effort
to model lipid bilayers consisting of lipid molecules with polar heads
and apolar tails. Evidently, such a non-local condition makes it difficult
to perform cut and paste arguments, which is one of the hallmarks of
global minimization methods. To show how this contact condition al-
ters the qualitative properties of minimizers, in Section 5.4 we briefly
digress to study a simplified problem, in which this constraint has been
dropped:
 

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Problem (B)
inf  H   u  	 u   KBm  , (5.3)
where
KBm :  

u   L1     



 
u   m, u  0   ,
and H   u  as before.
There are two important differences between Problems (A) and (B):
first, the Euler-Lagrange equations for minimizers of Problem (B) are
simpler: they have one Lagrange multiplier less; second, for Problem
(B) we can use symmetrization techniques, whilst for Problem (A) we
cannot. A lemma by Riesz, discussed in detail in Section 5.4, states
that the integral  uκ   u does not decrease if we replace u by its sym-
metrized equivalent u  (defined in that same section). These two prop-
erties indicate that minimizers of Problem (B) have a simpler structure.
Existence of minimizers
The Concentration-Compactness Lemma gives three possibilities
for any sequence in L1     with constant mass  u: a subsequence ei-
ther vanishes, splits, or is compact. If there exists a minimizing se-
quence for Problem (A) that is compact (in the sense of Concentration-
Compactness), then there exists a minimizer [86]. Set
I   m  :   inf  H   u  	 u   Km 
 .
Then, analogous to Theorem II.1 in [86], we prove in Theorem 5.13 that
any minimizing sequence for Problem (A) with mass m is compact (in
the sense of Concentration-Compactness) if and only if
I   m 

I   µ   I   m   µ  for all µ     0, m  . (5.4)
Hence, given parameter valuesα, h, and c0, existence of a minimizer is
assured if (5.4) holds. The opposite is not necessarily true: if (5.4) does
not hold for some m

0, then there may still exist a minimizer for that
value of m.
In proving existence for either minimization problems, we take the
direct route by proving (5.4), rather than excluding dichotomy and van-
ishing for a minimizing sequence. We hence need quite some informa-
tion on the properties of I   m  as a function of m. In Section 5.3 we prove
the following basic characteristics of I   m  : 
I   m     αm
2
2 .
 

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 
The energy of a vanishing minimizing sequence is zero. Hence
I   m   0 for all m

0 (Lemma 5.14). 
I   m  is non-increasing in m (Lemma 5.16).
Furthermore, a key ingredient to prove (5.4) is to know that I   m 

0
for all m

0. In Lemma 5.26 we prove that if 2αc0  1, for all m  0
there exist admissible functions with negative energy, and therefore
I   m 

0 for all m

0. If 2αc0  1, however, we show in that same
lemma that for small m

0, there does not exist any admissible func-
tion with negative energy, and hence minimizing sequences exist that
are not compact. This suggests that minimizers may not exist at all for
small m

0.
m
I   m 
0
m
I   m 
0
m¯
2αc0  1 2αc0  1
Figure 5.1: Two different cases of existence. If 2αc0   1 (left), I  m   0
for all m
 
0. This indicates (together with (5.4)) that minimizers exist for
all m
 
0. If 2αc0  1 (right), I  m   0 for m   0, m¯  (m¯   0, and may
depend on the other parameters), and I  m   0 for all m
 
m¯. This at least
means that not all minimizing sequences are compact, and may imply that
minimizers do not exist at all for m   0, m¯  . For Problem (B) we show
that minimizers do exist for m
 
m¯; for Problem (A) the above sketch is
corroborated by numerical simulations, indicating that minimizers should
also exist for all m
 
m¯.
The picture that follows from these results is sketched in Figure 5.1.
For both Problem (A) and (B) we prove that minimizers exist for all
m

0 provided that 2αc0  1 (Theorems 5.28 and 5.32). For 2αc0  1,
the main method of proof to show that minimizers exist for sufficiently
large m is by again proving (5.4). A sufficient condition for (5.4) to hold
is to show that I   x    x is a strictly decreasing function at x   m. For
Problem (B) this is relatively easy, resulting in Theorem 5.33.
 
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For Problem (A), however, the upper contact condition does not
allow one to perform the same argument. Instead, we have per-
formed simulations to investigate whether minimizers exist for large
m if 2αc0  1, and how m¯—the infimum of all m for which there ex-
ists a minimizer—depends onα and c0. The numerical calculations are
performed using a gradient flow, and are presented in Section 5.8. They
suggest that also for Problem (A) minimizers exist for sufficiently large
mass, and that the minimal amount of mass for which a minimizer ex-
ists increases with decreasingα.
The simulations also provide insight into the structure of minimiz-
ing solutions. In Figure 5.2 two numerical minimizers are plotted, for
different parameter values. The main features they display are: 
the solutions are continuous (Theorem 4.3 in Chapter 4), 
they have compact support (Lemma 5.29 for 2αc0  1),
 
they are periodic on  u with period 2h (see Lemma 5.37 for the pre-
cise statement), 
their upper contact sets  u are connected,
 
for large α or large h the upper and lower contact sets have a non-
empty intersection, while for small α or small h they do not.
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Figure 5.2: Two example minimizers of Problem (A), computed with the
gradient flow algorithm described in Section 5.8. The horizontal line be-
low the solution signifies the part of the solution where u   τhu  1. Note
that in (a) there is a non-empty intersection of the lower and upper contact
sets,   d and   u, while in (b) this intersection is empty.
The last two properties are only suggested by numerics, and remain
unproven. Especially the case when  u and  d have a non-empty in-
tersection forms a particularly interesting situation: on this intersection
the two Lagrange multipliers µ and ν may both be non-zero, but have
to balance each other. The simulations suggest that when α or h in-
creases this intersection becomes larger. Below we state a conjecture
  
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speculating on the existence and structure of a non-empty intersection
of the contact sets. Given h and c0, let α¯  0 be the infimum over all α
for which minimizers exists for at least one m

0.
CONJECTURE 5.1. Fix h

0, c0
 
  0, 1   2  and α¯ as above. Forα

α¯,
there exists 0  m¯

m1   such that for all m  m¯ Problem (A) has a
minimizer with contact sets  mu and  md . Moreover,
(1) um is symmetric, has compact support, and  mu is a (possibly empty)
interval;
(2)

m
u
 

m
d    for all m
 
  m¯, m1  ,

m
u
 

m
d

   for all m

m1.
We hope to return to this at a later stage.
5.2. The Euler-Lagrange equations
Having established that minimizers of Problems (A) and (B) are
continuous in Chapter 4, the second major ingredient of a proof of
existence of minimizers of Problem (A) is the derivation of the Euler-
Lagrange equations. We first prove that the upper contact set  u is
compact.
LEMMA 5.2. Let u be a minimizer of Problem (A) with upper contact set
 u. Then  u is compact.
PROOF. Evidently,  u is compact if and only if  u   0, h 
 is com-
pact. We prove by contradiction. Since  u is closed, assume that  u
is unbounded. Then the set  u   x 

1   2 

 
   u   0, h 
  is also un-
bounded. Hence there exists a set  xn 
 such that u   xn   1   2, and
xn   as n   . By Theorem 4.3, u
  H1. We now use that for any
positive function u   H1     there exists a constant C    such that

u

L
 
 C

u
 1   3
L1

 u 


2   3
L2 .
  
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Then

u

L1

xn,    C

u
 3
L  

xn,  

u

 2
L2

xn,  
 C

u
 3
L
 

xn,  

u

 2
L2

 


C
8

u

 2
L2

 


0 for all n   .
But u   L1     , and hence

u

L1

x,    0 as x  ,
a contradiction.  
THEOREM 5.3. Let u be a minimizer of Problem (A). Then there exist
µ,ν   L      and λ    such that
log   u   c0  1    2ακ
  u   λ  µ   ν   τ
 hν. (5.5)
In addition, µ and ν are positive and
suppµ   d,
suppν   u.
DEFINITION 5.4. A function u   Km is called a stationary point of Prob-
lem (A) if there exist µ,ν   L      and λ    such that
log   u   c0  1    2ακ
  u   λ  µ   ν   τ
 hν,
in the sense of distributions, with in addition, µ and ν positive, and
suppµ   d, suppν   u.
REMARK 5.5. Using exactly the same techniques as in the proof
of the Euler-Lagrange equations for Problem (A) we can also derive
the Euler-Lagrange equations for Problem (B). Let u be a minimizer for
Problem (B) with contact set  d. Then there exist λ
 
 and µ   L     
such that
log   u   c0  1    2ακ
  u   λ  µ.
Moreover, µ is positive, and suppµ   d.
A function u   KBm is called a stationary point of Problem (B) if there
exist λ    and µ   L      such that
log   u   c0  1    2ακ
  u   λ  µ,
  
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and such that µ is positive and suppµ   d.
The proof of Theorem 5.3 follows along the lines of Theorem 2.5
in Chapter 2. Let X   L1     and Y       L1      L1     . X  is
identified with L      , and Y  with     L       L      . We fix the
function u, with contact sets  d and  u defined in (5.1), and introduce
the cone of admissible perturbations V,
V :   v   X :   εn 
 n      ,
εn  0 such that B   u  εnv   0  n
 

 ,
where
B : X  Y,
u   
 

u   m, m  

u, u, 1   u   τhu  .
LEMMA 5.6. Let u be a minimizer. Then H    u  v  0 for all v   V.
PROOF. For any v   V, since u is a minimizer,
H   u  εnv    H   u  0 for all n
  .
H is Fre´chet differentiable in u so that
0  H   u  εnv    H   u    εnH    u  v  o   εn

v

X  ,
from which it follows that H    u   v  0. Now, given any v   V, take
a sequence vm  V that converges to v in X. Since H    u  : X   is a
continuous linear operator, H    u   vm  H    u   v. Hence H    u   v  0
for any v   V.  
Let
b : X  Y,
v   
 

v,  

v, v,   v   τhv 
be the derivative of B. We then define the bounded linear operator
β : X  Y,
v   
 

v,  

v, vχ

d ,     v   τhv  χ

u  ,
where χM is the characteristic function of the set M. V can now be
characterized in a more convenient way.
LEMMA 5.7. For any u   Km,
V   W :    v   X : βv  0 
 ,
  
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We postpone the proof to the end of this section.
V is a closed convex cone, with dual cone
V
 
  γ
  X  :

γ, v   0  v   V 
 .
For any y   Y, denote its i-th component by yi. Let
P   y   Y : y3  0 on  d and y4  0 on  u 
 .
This also is a closed convex cone, with dual cone
P
 
  f   Y  :

f , y   0  y   P 
 .
LEMMA 5.8. If   λ1, λ2 ,µ,ν 
  P
 
, then suppµ   d, suppν   u,
and µ,ν  0.
PROOF. Given any y   Y such that supp y3   cd and supp y4 

c
u, y
  P and   y   P. Hence, if we set f     λ1, λ2 ,µ,ν  , then  f , y   
0. Therefore suppµ   d and suppν   u. Now take y
  Y positive.
Then in particular y3  0 on  d and y4  0 on  u. Hence y
  P. By
definition of P
 
this implies f  0. In particular, µ,ν  0.  
We now use the following lemma to characterize V
 
in a different
way.
LEMMA 5.9. Let Y be a Banach space, and P  Y a closed convex cone
with dual cone P
 
. Let X be a second Banach space, and A : X  Y a
bounded linear operator. Let K be the following cone in X:
K   u   X : Au   P 
 .
Then the dual cone K
 
can be characterized by
K
 
   ATg   X  : g   P
 

 .
A proof of this lemma can be found in [11]. An immediate conse-
quence of Lemma 5.9 is
COROLLARY 5.10.
V
 
  βT   λ1, λ2,µ,ν 
  X  :   λ1, λ2,µ,ν 
  P
 

 .
We are now ready to derive the Euler-Lagrange equations.
PROOF OF THEOREM 5.3. We have seen that, since u is a minimizer,
H    u    V
 
and
V    v   X : βv  0 
 ,
by Lemmas 5.6 and 5.7. By Corollary 5.10, there exists   λ1, λ2 ,µ,ν 
 
P
 
such that H    u    βT   λ1, λ2,µ,ν  . By Lemma 5.8, suppµ   d,
  
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suppν   u, and µ,ν  0. The conjugate operator βT is easily seen to
be given by
βT   λ1, λ2 ,µ,ν    λ1   λ2  µχ

d     ν  τ  hν  χ

u , (5.6)
Lastly, direct computation gives
H    u  v  

 

 
log   u   c0  1    2ακ
  u

v  . (5.7)
If we now redefine µ   µχ

d , ν   νχ

u , and λ   λ1   λ2, we obtain
the equation
log   u   c0  1    2ακ
  u   λ  µ   ν   τ
 hν a.e. (5.8)
 
We still have to give the proof of Lemma 5.7. It uses the following
result.
LEMMA 5.11. Let K   be a compact set. Let V   be closed and set
Vδ :   V      δ, δ  . Then
	
 Vδ   V 

 
K 	  0 as δ  0.
PROOF. Set E   V
 
K, and Eδ   Vδ
 
K. Then we can form the
sequence
E1   E 1
2
 
. . .
 
E 1
n
 
. . .
 
F :  


n  1
E 1
n
.
Now we show that E   F. Evidently, E  F. Suppose that there exists
an x   F   E. Then for any n    , there exists an xn
  E such that
	 xn   x 	  2n . But then x is an accumulation point of a sequence in E.
Since E is closed, x   E, a contradiction. Hence E   F. We now have
(see, e.g., [144, p. 74]),
lim
n  



E 1
n



  


lim
n 
E 1
n



 
	 E 	 .
This shows that
	 Eδ   E 	   	 Eδ 	   	 E 	  0 as δ  0,
which proves the lemma.  
PROOF OF LEMMA 5.7. V  W: Since B : X  Y is continuous, W
is closed, and therefore it suffices to show that V  W. Take any v   V.
Then B   u  εnv    x   0. Denote again the i-th component of a function
u by ui. Evidently, b   v  1   b   v  2   0. Moreover, since
B   u  εv    B   u   εb   v  ,
 

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b   v  3   x   0 if x
 
 d, b   v  4   x   0 if x
 
 u. Hence β   v   0, and
v   W.
W  V: We prove the assertion for a dense subset in W, namely
Wc :    w
  W 	 supp w is compact 
 . Then, since V is closed, W c  V,
i.e., W  V.
First consider w   Wc such that supp   b   w  4     cu, where
supp   u 

denotes the support of the negative part of u. Set M4  
supp   b   w  4   . Then M4  supp w   0, h 
 , and hence M4 is compact.
Since u   H1 by Theorem 4.3, for x    u, B   u  4   x    0, and since
β   w  4   x   0,
B   u  εw  4   x   0 for all ε  0 on  u. (5.9)
For the complement  cu, note that since M4 is compact and u
  H1 by
Theorem 4.3, there exists a δ

0 such that
B   u  4  δ  0 on M4.
Hence, if we take εn such that
εn  Nu :   δ

b   w  4

 1
L
 
,
then B   u  εnw  4  0 on M4.
Secondly, assume that M3 :   supp   b   w  3     cd. For x
 
 d,
B   u  3   x    0, and
B   u  εw  3   x   0 for all ε  0. (5.10)
For x    cd, in the same way as for x
 

c
u,
B   u  εw  3  0 for ε  Nd :   δ

b   w  3

 1
L
 
on M3.
Hence, if both supp   b   w  3     cd and supp   b   w  4    
c
u,
and using that B   u  εw  1,2   0 for any ε  0, we find that for
ε  min  Nd , Nu 
 , B   u  εw   0, and hence w
  V.
We now consider a general w   Wc and construct an approximation
w˜δ that satisfies the support assumptions above. Define for a given
δ

0,  d,δ :    d      δ, δ  , and  u,δ :    u      δ, δ  . Define
wδ   x   

0 if x   ∑k  Z τkhS,
w   x  otherwise,
where S :      d,δ    d      u,δ    u  . Since w has compact support, K is
a finite set. The original w satisfies
w  0 on  d,
w  τhw  w on  u.
 
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Hence wδ satisfies
wδ  0 on  d,δ,
wδ  τhwδ  0 on  u,δ,
and therefore,
supp   b   wδ  3     supp   wδ     cd,δ  
c
d,
supp   b   wδ  4     supp     wδ   τhwδ     cu,δ  
c
u.
Set M :      wδ. If M   0, then set w˜δ   wδ.
If M

0, then choose a smooth positive function φ,  φ   1, with
suppφ
 
   u,δ   0,   h 
     . Define w˜δ :   wδ   Mφ so that  w˜δ  
0. In addition, w˜δ  wδ  0 on  d,δ, and w˜δ  τhw˜δ   wδ  τhwδ  0
on  u,δ.
If M

0, choose a smooth positive function φ,  φ   1, such that
suppφ      d,δ . Define again w˜δ :   wδ   Mφ so that  w˜δ   0.
Moreover, w˜δ  0 on  d,δ, and w˜δ  τhw˜δ  wδ  τhwδ  0 on  u,δ.
Therefore, in all cases, w˜δ
  Wc, such that
supp   b   w˜δ  3     cd,δ  
c
d,
supp   b   w˜δ  4     cu,δ  
c
u.
Hence w˜δ
  V by previous arguments. The proof is completed by
showing that w˜δ  w in L1. We have

w˜δ   w

L1  

wˆδ   Mφ   w

L1


wˆδ   w

L1  M

φ

L1
 2

w

L  

∑k   Z τkhS  supp w
1
 2

w

L
 





∑
k  Z
τkh S
 
supp w 



 2

w

L  

	 supp w 	  	 S 	 
h
	 S 	 .
By Lemma 5.11, in the limit as δ  0,
	 S
 
supp w 	   	    d,δ    d      u,δ    u  

 
supp w 	  0.
But then w˜δ  w in L1 as δ  0.  
 

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5.3. Properties of I   m 
Recall that I   m    inf  H   u  	 u   Km 
 . This section collects a
number of results that elucidate some properties of I   m  . These will be
used throughout this chapter.
LEMMA 5.12. For any m

0, I   m    αm
2
2 .
PROOF. Since   u,κ   u  L2  0 for any u
  L1     ,
  u,κ   u  L2  
	
  u,κ   u  L2
	


u

L1

κ
  u

L  


u
 2
L1

κ

L
 
 
1
2
m2.
Therefore, using the positivity of h   u  ,
H   u     α   u,κ   u  L2   
αm2
2
.
The right-hand side of this inequality is independent of u, and hence
I   m     αm
2
2 .  
We now extend a well-known result from Lions [86, Thm. II.1] to
our particular Problem (A). We will prove this theorem for Problem (B)
in Section 5.4.
THEOREM 5.13. Fix m, α, h

0, c0
 
  0, 1   2  . Every minimizing
sequence for Problem (A) is compact if and only if
I   m 

I   µ   I   m   µ  , for all µ     0, m  .
PROOF. This is essentially Theorem II.1 from [86]. The only differ-
ences between that theorem and the current one are the conditions on
h   u  and the extra upper contact condition u  τhu  1. The addi-
tion of the upper contact condition does not interfere with the proof of
Theorem II.1. It does, however, supply us with

u

L
 
 1, which is
a necessary condition, as discussed below. In [86], h   u  is required to
satisfy
h is strictly convex and non-negative, (5.11)
lim
t  0
h   t  t  1   0, (5.12)
lim
t  
h   t  t  2    . (5.13)
 
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h   u      u  c0  log   u   c0  1    u does satisfy (5.11) and (5.12), but not
(5.13). However, (5.11)–(5.13) are required for any minimizing sequence
 un 
 in order to ensure
un is bounded in L1    
 
L2     , (5.14)
h   un  is bounded in L1     . (5.15)
Since

u

L2 

u
 1   2
L1

u
 1   2
L
 
 m1   2,
(5.14) is easily satisfied for any sequence  un 
  Km. Now note that

uκ   u 

u

L2

κ
  u

L2


u
 2
L2

κ

L1


u

L1

u

L  
 m.
For any minimizing sequence  un 
 we may assume, that H   un   C for
some constant C. Hence, since h   u  is strictly positive for any u   Km,

h   u 

L1  

h   un    H   un   α

uκ   u  C  αm,
and h   un  is bounded in L1     . This means that (5.14) and (5.15) both
apply. The rest of the proof is identical to the proof in [86].  
The next two lemmas show two properties of I   m  sketched in Fig-
ure 5.1 in the Introduction: I   m  is always non-positive, and decreas-
ing.
LEMMA 5.14. For any m

0, I   m  0.
PROOF. We in fact prove a stronger result we will use later on:
if  un 
  Km is a minimizing sequence for Problem (A) that van-
ishes in the context of the Concentration-Compactness principle, then
limn  H   un    0.
Observe first that if v   Km, and setting vn   1   n v   x   n  , then
limn  H   vn    0 (from which the lemma already immediately fol-
lows). It is therefore sufficient to prove that if  un 
  Km is a vanishing
minimizing sequence for Problem (A), then limn   H   un   0.
Vanishing of un is equivalent to
lim
n  
sup
y 
 
 y

R
y  R
un   0 for all R

 . (5.16)
 
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We claim that

κ
  un

L    0 as n   . Pending the proof of this
claim,

unκ
  un  

	 unκ
  un 	 

un

L1

κ
  un

L
 
 0 as n   .
Since h   u  is positive, it then follows directly that limn   H   un   0.
To prove that

κ
  un

L
 
 0, take un1 and un2 such that un  
un1  un2 and such that for any x
 
 ,
supp un1  V1 :     x   L, x  L  ,
supp un2  V2 :        , x   L  
 
x  L,   .
Using the positivity of un and κ,

κ
  un

L  

V1    sup
x  V1

 
κ   x   y  un   y  dy
  sup
x  V1
   x

L
x  L
κ   x   y  un1   y  dy
 
 x  L
 



x

L
 κ   x   y  un2   y  dy 
 sup
y 
 
κ   y   sup
x  V1
 x

L
x  L
un   y  dy
 sup
x  V1,y  V2
κ   x   y 

 
un   y  dy
 
1
2
fn   L   m
e  L
2
.
Here, since un is a vanishing sequence,
fn   L  :   sup
x  V1
 x

L
x  L
un  0 for any L   , as n  .
Now for a given 

0, choose L large enough such that
1
2
e  L


2
,
and, for this L, choose NL large enough such that
fn   L 

 for all n  NL .
Then for all n  NL

κ
  un

L  

 L,L  
1
2
fn   L   m
e  L

2 

2
  1  m  .
  
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We conclude

κ
  un

L    0 as n   . This completes the proof of
the claim.  
REMARK 5.15. Lemma 5.14 also holds for Problem (B). The proof is
identical.
LEMMA 5.16. Let m2  m1  0. Then I   m2   I   m1  .
PROOF. For a given ε

0, choose u   Km1 such that H   u  
I   m1   ε. Choose v
  Km2  m1 such that u  v
  Km2 . Set vL   x   
1   L v   x   L  . Then also u  τLvL
  Km2 for L large enough, and, in ad-
dition,
H   u  τLvL   I   m1   ε.
Therefore
I   m2   I   m1   ε.
Since ε

0 was chosen arbitrarily, the lemma follows.  
In Lemma 5.30 in Section 5.5 we improve on this result by showing
that if 2αc0  1, then I   m  strictly decreases with m.
Before we attempt to prove existence of minimizers for Problem
(A), we first study a simplified problem, by dropping the upper contact
condition u  τhu  1.
5.4. Dropping the upper contact condition
Recall the definition of Problem (B) on page 127. The following
lemma will serve to make a bridge between Problems (A) and (B). It
provides us with an L  -bound which scales linearly in mass m. This
improves on the result in Remark 4.6 from Chapter 4, by using the regu-
larity properties of minimizers. An immediate corollary of this lemma
is that, if m is small enough, then minimizers of Problem (B) are also
minimizers of Problem (A).
LEMMA 5.17. For any minimizer u of Problem (B),

u

L    α   1  c0 

u

L1 .
PROOF. Since u is continuous, on the support of u
log   u   c0  1    2ακ
  u   λ.
Hence
1  u   x    c0   eλ  2ακ  u

x  for all x   supp u.



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Since κ  is bounded, κ   u   W1,  , so u   W1,  . Taking derivatives
w.r.t. x yields
u    2α   u  c0  κ 
  u on supp u.
Together with u    0 on   supp u  c, and using u  1, this implies

 u 


L1

 

  2α


  u  c0  κ 
  u


L1

 

 2α

u  c0

L
 

 


 κ 
  u


L1

 

 2α   1  c0 

 κ 
  u


L1

 

 2α   1  c0 

 κ 


L1

 


u

L1

 

  2α   1  c0 

u

L1

 

.
Now

u

L
 

1
2

u 

L1 , and therefore

u

L   
1
2

u

L1  α   1  c0 

u

L1 .
 
The next corollary establishes the classical result from Lions [86,
Thm. II.1]—already established for Problem (A) in Theorem 5.13—also
for Problem (B).
COROLLARY 5.18. Fix m, α

0, 0

c0  1   2. Every minimizing
sequence for Problem (B) is compact if and only if
I   m 

I   µ   I   m   µ  , for all µ     0, m  .
PROOF. By Lemma 5.17 we may choose minimizing sequences in
the set
 u   KBm
	

u

L
 
 α   1  c0  m  .
By the same reasoning as in Theorem 5.13, this implies that (5.14) and
(5.15) hold and the method of proof of Theorem II.1 from [86] is appli-
cable.  
The following lemma shows that, if we do not impose the upper
contact condition, we can lower the energy of a function whose support
consists of multiple disjoint sets by translating these sets towards each
other.
LEMMA 5.19. Let u be a minimizer of Problem (B). Then supp u is con-
nected.


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PROOF. Suppose on the contrary that u   u1  u2, such that
supp u1   U1, supp u2   U2 and U1
 
U2    . Without loss of general-
ity we assume that if x   U1 and y
  U2, then x  y. Let ul   τlu1  u2.
Then
d
dl
 

 
τlu1κ
  u2dx 
l  0
 
d
dl
 

 

 
u1   x   l  κ   x   y  u2   y  dydx 
l  0
 
d
dl
 

 

 
u1   x  κ   x  l   y  u2   y  dydx 
l  0
 

 

 
u1   x  κ    x   y  u2   y  dydx
 

U1

u1   x 

U2
κ    x   y  u2   y  dy   dx

0
since κ    x   y 

0 for any x   U1 and y
  U2. Then
d
dl
H   ul  


l  0
 
d
dl
  
h   τlu1   h   u2   
α
 
  τlu1  κ
 
  τlu1   u2κ
  u2  2   τlu1  κ
  u2  
l  0
    2α
d
dl
  
  τlu1  κ
  u2 
l  0

0.
This contradicts with the assumption that u was a minimizer.  
REMARK 5.20. By exactly the same kind of reasoning, we can prove
a similar lemma for minimizers of Problem (A). This states that if u is
a minimizer, such that u   u1  u2 and supp u1
 
supp u2    , then
d   supp u1, supp u2   h. The proof is identical, and is based on the fact
that we can still translate u1 provided the two supports are more than
a distance h apart.
The spherically decreasing rearrangement f  of any nonnegative
measurable function f on  n is defined by
f    x    sup  s

0 	 	Ns   f  	  ωn 	 x 	 n 
 ,
where
Ns   f  :   x
 

n 	 f   x 

s 

is the level set at height s, 	  	 denotes the Lebesgue measure, andωn is
the measure of the unit ball in  n .


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LEMMA 5.21 (Riesz, [112]). The functional
 
  f , g, h  :  

f   g   h  dx
does not decrease under spherical rearrangement. That is,
 
  f , g, h  
 
  f  , g  , h   . (5.17)
We restrict ourselves to functions u on  , and hence call u  the ‘sym-
metric rearrangement’ of u.
REMARK 5.22. From Riesz’ Lemma 5.21 we can immediately de-
duce that if u is a minimizer for Problem (B), then so is u  . We cannot
yet conclude that u   u  though. Burchard has shown in [17] that if
g is a fixed positive measurable symmetric strictly decreasing function,
then a solution u that maximizes
 
  v, g, v  and its symmetric coun-
terpart u  are equal if and only if u  is strictly symmetrically decreas-
ing. Consequently, a minimizer u of Problem (A) and its symmetrically
decreasing equivalent are equal if and only if u  is strictly decreasing
away from its maximum; such information is still lacking.
COROLLARY 5.23. Let u be a minimizer of Problem (B). Then supp u is
a bounded interval.
PROOF. Note that by Lemma 5.21 u  is also a minimizer. We
claim that supp u  is compact and hence an interval. Assume that
supp u  is not compact. Then supp u     . Then by Theorem
8 in [11], u  is an unstable stationary point, i.e., there exists w  
 L     
 
L1    


 w   0  such that
H     u    w  w

0,
which is a contradiction with the assumption that u  is a minimizer.
Finally, note that
	 supp u 	   	 supp u  	 .
Lemma 5.19 now tells us that u has connected support, and hence
supp u is a bounded interval.  
LEMMA 5.24. Let u be a stationary point of Problem (B). Then λ

0.
PROOF. Suppose on the contrary that λ  0. Since u is a stationary
point, we have
log   u   c0  1    2ακ
  u   µ  λ  µ  0.

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By Corollary 5.23 u has compact support, and hence for x sufficiently
large,
µ    2ακ   u

0.
This is a contradiction with the positivity of µ.  
5.5. Existence of minimizers: 2αc0   1
We are now ready to prove the existence results for Problems (A)
and (B). We distinguish two cases: 2αc0  1 and 2αc0  1. The differ-
ence between them is that in the first case for all m

0 there exists a
function u   Km such that H   u   0. If 2αc0  1 then we prove that for
small m there are no admissible functions with negative energy. The
significance of the first result is that these admissible functions with
negative energy form the starting point of the proof of existence of min-
imizers for Problem (A).
Existence for Problem (B)
To prove existence of minimizers for Problem (A) for parameter val-
ues such that 2αc0  1, we first have to derive that minimizers exist for
Problem (B). This is done in a number of steps. We start by showing
that for all m

0 there exists a function v   L2     with  v   0 such
that
1
c0

v2   2α

vκ   v

0. (5.18)
(Lemma 5.25). This lemma serves two purposes. It may be easily gen-
eralized to show that choosing parameters such that 2αc0  1 is equiv-
alent to the existence of admissible functions with negative energy for
any m

0 for both minimization problems (Lemma 5.26). This forms
the starting point for a proof for existence of minimizers for Problem (B)
given in Theorem 5.33. In addition, the lemma allows us to conclude
that minimizers of Problem (A) have compact support (Lemma 5.29).
Recall that for any regularization kernel  φn 
 and any u
  Lp     ,

φn
  u   u

Lp  0 as n   (see, e.g., [14, p. 71]).
LEMMA 5.25. Suppose 2αc0  1. Then there exists a v
  L2     with
compact support and  v   0, such that
1
c0

v2   2α

vκ   v

0. (5.19)

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PROOF. First we claim that if 2αc0  1, then there exists a v
 
L2     ,  v   0, such that (5.19) holds. It is sufficient to show that
sup
v  L2
 vκ   v
 v2
  1.
Set un   1n u  
x
n  , and κn   x    κ   nx  . Then

unκ
  un  

uκn
  u. (5.20)
The sequence  nκn 
 is a regularization kernel, and therefore





u   nκn 
  u  

u2 



 





u
 
  nκn 
  u   u  





u

L2

  nκn 
  u   u

L2
 0 as n   .
This shows that
 u2n
 unκ
  un
 
1
n  u
2
1
n  u   nκn 
  u
 1 as n   .
So in fact, if we take any w   L2, and let wn   1   n w   x   n  , then (5.19)
holds for n sufficiently large. We now show that such a wn may be ap-
proximated by a function with compact support, while (5.19) remains
valid.
The set W    w   C c    
	
 w   0 
 lies dense in  w  
L2     	  w   0 
 . Take a sequence vn  W, that converges strongly
to v in the L2-norm. Then





vnκ
  vn  

vκ   v 



 





vnκ
 
  vn   v   

  v   vn  κ
  v 





vn

L2

κ
 
  vn   v 

L2 

v   vn

L2

κ
  v

L2


vn

L2

κ

L1

vn   v

L2 

v   vn

L2

κ
  v

L2
(5.21)
 0 as n   .

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Hence, using (5.21)

v2n   2αc0

vnκ
  vn  

 
v2n   v
2
 v2 
  2αc0

 
vκ   v   vκ   v   vn κ
  vn 


v2   2αc0

vκ   v  o   1  as n 

0 for n sufficiently large.
Hence for n large enough, (5.19) holds. This completes the proof.  
We now establish that if 2αc0  1, there exists a function u
  Km
with negative energy, and that if 2αc0  1, then for m small enough
all admissible functions have non-negative energy. This lemma may be
extended into a true equivalence between 2αc0  1 and existence of
admissible functions for all m

0 with negative energy.
LEMMA 5.26. If 2αc0  1, then for all m  0 there exists a function
u   Km such that H   u 

0. If 2αc0  1, then for m  0 small enough there
does not exist any function in Km such that H   u   0.
PROOF. Assume first that 2αc0  1. As may be seen from the proof
in Lemma 5.25, for any m

0 we can find a function u in L2     with
 u   m, such that
1
2c0

u2   α

uκ   u

0.
In fact, from the construction of u in that same proof, it is also immedi-
ate that we may assume that u   Km. Since h   u 

1
2c0
u2, we conclude
that for all m

0 there exists u   Km such that H   u 

0.
Now assume that 2αc0  1. We show that m can be chosen small
enough such that H   u   0 for all u   Km.
Define the convolution kernel κ1   2 by
κ1   2
 
κ1   2
  u   κ   u for all u   L1     .
Then

uκ   u  

  κ1   2
  u  2.
Since h is a convex function of u, Jensen’s inequality gives

κ1   2
  h   u  

h   κ1   2   u  . (5.22)


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In addition,  κ1   2  
 
κ1   2   0    1. Therefore, by Fubini,  h   u   
 κ1   2
  h   u  . Now note that h     x    1x

c0
. Hence, setting δ :  



κ1   2
  u



L
 
,
h     κ1   2   u 
1
δ  c0
,
and
h   κ1   2   u  
1
2   δ  c0 

  κ1   2
  u  2. (5.23)
Using (5.22) and (5.23),
H   u   

h   u    α

  κ1   2
  u  2
 

κ1   2
  h   u    α

  κ1   2
  u  2


h   κ1   2   u    α

  κ1   2
  u  2

 
1
2   δ  c0 
  α 

  κ1   2
  u  2.
Since δ  



κ1   2
  u



L
 




κ1   2



L
 

u

L1  



κ1   2



L
 
m, we may take
m small enough, such that
1
2   δ  c0 
  α

0. (5.24)
But then, by positivity of    κ1   2   u  2, H   u   0.  
REMARK 5.27. Note that, since



κ1   2
  u



L
 


u

L   , if we replace
δ  



κ1   2
  u



L  
by

u

L
 
in equation (5.24), we obtain a sufficient
condition on u such that its energy is non-negative:
If

u

L
 

1   2αc0
2α
, then H   u   0.
If this is the case, then by Lemma 5.14 there are minimizing sequences
that are not compact in the sense of the Concentration-Compactness
principle. This may suggest that minimizers with small L  -norm do
not exist. We can also reverse the argument and conclude that, since

u

L
 
 1, there are no admissible functions with negative energy for
any m

0 if
α 
1
2   1  c0 
, (5.25)

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or, equivalently, if
c0 
1   2α
2α
. (5.26)
Note that this last inequality gives us a first hint towards explaining the
Critical Micelle Concentration discussed in Chapter 1: ifα     1   3, 1   2  ,
then (5.26) provides a (non-trivial) upper bound on c0 below which
not all minimizing sequences are compact, suggesting that minimizers
cease to exist. Forα  1   3 this holds for all c0
 
  0, 1   2  .
We will reflect on this when we present the numerical results in
Section 5.8.
The first existence result deals with Problem (B). It will serve as the
start of the existence of minimizers of Problem (A) in Theorem 5.32.
THEOREM 5.28. Suppose 2αc0  1. Then for all m  0, there exists a
minimizer for Problem (B).
PROOF. By Lemma 5.25 we know that for any m

0 there exists a
v   L2     such that
1
2c0

v2   α

vκ   v

0. (5.27)
In fact, it follows from the proof of Lemma 5.25 that if we take any
v   L2, and construct the sequence vn   1   n v   x   n  , then (5.27) holds
for n sufficiently large. Note also that if v   KBm, then vn
  KBm for all
n    . Let us therefore take a function u   KBm
 
L2     such that (5.27)
is satisfied. Write H   u    
 
h   u    αuκ   u  as before. Then, using
Taylor series it is easy to see that h   x 

1     2c0  x2 for all x  0. Hence
if v satisfies (5.27), then also H   um 

0. Hence
I   m   H   um   0 for any m  0.
We now show that I   m    m is a strictly decreasing function for all m

0. First we claim that
H    u  u  2H   u  . (5.28)
Postponing the proof of this inequality for the moment, we proceed as
follows. Let  un 
 KBm be a minimizing sequence. Then
d
dµ
H   µun 
µm



µ  1
 
1
m
 H    un  un   H   un   
H   un 
m
.
We may assume that the minimizing sequence is chosen such that
H   un   I   m    2. Then
lim sup
n  
d
dµ
H   µun 
µm



µ  1

I   m 
2 
0.


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We infer I   m    m is a strictly decreasing function for all m

0. This
is a sufficient condition to ensure compactness of any minimizing se-
quence: for any θ     0, 1  ,
I   m    m
I   m 
m 
m
 
θ
I   θm 
θm
   1   θ 
I     1   θ  m 
  1   θ  m

  I   θm   I     1   θ  m  . (5.29)
Theorem 5.13 now ensures compactness of any minimizing sequence.
Minimizers for Problem (B) now exist, since the limit of a minimizing
sequence is in fact a minimizer [86].
We are left with proving (5.28). Let H   u    
 
h   u    αuκ   u  as
before. Then
1
c0
 H    u  u   2H   u    
1
c0


uh    u    2h   u  
 
u
c0
  
log
 
1 
u
c0

  2
 
1 
u
c0
 log
 
1 
u
c0

  2
u
c0
 .
Setting x   u   c0, and rearranging terms, it remains to be shown that
log   1  x 
2x
2  x
for x  0. (5.30)
Note that in x   0, the left and right terms are equal. For any x

0,
d
dx
 
log   1  x   
2x
2  x

 
x2
  1  x    2  x  2 
0,
and therefore (5.30) indeed holds. This completes the proof.  
A different method of proof for existence of minimizers of Problem
(B) is presented in the Appendix. It shows that in the particular case
of Problem (B), any minimizing sequence that splits in the sense of the
Concentration-Compactness Lemma is in fact compact in L1, but the
limit function has lower mass.
Existence for Problem (A)
The proof for existence of minimizers for Problem (A), given in The-
orem 5.32 uses a number of ingredients.
We start by showing that if 2αc0  1, then minimizers have com-
pact support (Lemma 5.29). This is an essential ingredient in the proof


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for existence of minimizers later on, since it allows one to add two min-
imizers after a proper translation—thereby constructing an admissible
function with greater mass—while keeping control over the energy.
Then we show that I   m  decreases sufficiently fast with m in
Lemma 5.30.
LEMMA 5.29. Suppose 2αc0  1. Let u be a minimizer of Problem (A).
Then λ

0, and u has compact support.
PROOF. Assume that λ  0. By Lemma 5.2,  u is compact. Since u
is a stationary point, we have for x    cu,
log   u   x    c0  1    2ακ
  u   x   µ  λ

0,
and hence u

0 on  cu. By Lemma 5.25 there exists a v
  L2   R  with
compact support and  v   0, such that
1
c0

v2   2α

vκ   v

0.
Since v has compact support, we can translate v such that
suppτ
 Lv  
 
L,    supp u,
for a suitable L    . Set vL :   τ  Lv. Assume L is large enough such
that  u
 
 
L,      . By Theorem 4.3, u is continuous. Hence there
exists u¯    such that u  u¯

0 on supp vL. Therefore
u  εvL  0 if ε 

vL

L
 
u¯
.
Moreover, setting BL   supp vL,

u

L  

BL   0 as L  . Hence,

u  εvL

L  

BL  

u

L  

BL   ε

vL

L  

BL 

1
2
if ε

1
2  

u

L  

BL 

vL

L  

BL 
.
If we take L large enough such that

u

L  

BL  
1
2 , then there exists
ε

0 such that u  εvL
  Km. Hence, in that case vL is an unstable
direction for u:
H     u  vL  vL  
 1
u  c0
  vL  2   2α

vLκ
  vL

 1
c0
  vL  2   2α

vLκ
  vL

0.
This is a contradiction with the assumption that u is a minimizer.

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So we know that λ

0. Suppose that u does not have compact
support. By Theorem 4.3, u is continuous. Take a sequence  xn 
 , xn 
 , such that u   xn   0. Then for n large enough, xn 
 
 u   0, h 
 ,
since  u is compact. For each n there exists an εn

0 such that u is
strictly positive on   xn   εn, xn  εn  . Hence, for n sufficiently large,
µ   0 on   xn   εn, xn  εn  . Therefore, for x¯n
 
  xn   εn, xn  εn  ,
λ  2α   κ   u    x¯n    log   1  u   x¯n    c0   0.
In the limit as n   ,   κ   u    x¯n  0 and hence the left-hand side is
negative, a contradiction.  
LEMMA 5.30. Assume 2αc0  1. Suppose there exists a minimizer u
 
Km for some m for Problem (A). Then there exists a constant c

0 such that
for ε

0 sufficiently small
I   m  ε 

I   m    cε.
PROOF. By Lemma 5.29, u has compact support. Note that for u  
Km, and for any v
  L1    
 
L      ,
H     u   v  v  
 v2
u  c0
  2α

vκ   v

1
c0

v2

1
c0

v

L1

v

L
 
.
Hence, using H   u  εv    H   u   εH    u   v  ε2H     θu   v  v for a
suitable θ  
 
0, 1  , we know that
H   u  εv    H   u   εH    u  v  O   ε2

v

L1

v

L    . (5.31)
Take a positive function v   L1
 
L  ,  v   1, with support an interval
of length 1, and

v

L
 
  1. Consider w   u  εv, where v is translated
such that
d   supp u, supp v 

h. (5.32)
Then w   Km

ε for ε sufficiently small. Observe that there exist a posi-
tive constant C such that

κ
  u

L    C  0 on supp v.
We therefore have
H    u  v     2α

 
vκ   u

  2αC

0 on supp v. (5.33)

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By translating v such that d   supp u, supp v  decreases, we improve on
H   u  εv  , while ensuring that the new function still lies in Km

ε by
(5.32) (see Lemma 5.19). Hence by (5.31) and (5.33), we obtain for ε
sufficiently small,
I   m  ε 

H   u  εv   H   u    2εαC.
This completes the proof.  
REMARK 5.31. Lemma 5.30 also holds for Problem (B).
THEOREM 5.32. Fix h

0 and assume that 2αc0  1. Then for any
m

0 there exists a minimizer of Problem (A).
PROOF. The proof follows that of Theorem 2.2 in [108]. Let I   m 
be the minimal value of H for a given m

0. By Theorem 5.13 it is
sufficient to prove that
I   m1  m2   I   m1   I   m2  for all m1, m2  0.
Denote
A :  
 
   0, m¯  	 For all 0

m

m¯ Problem (A) has a minimizer 
 .
We have to prove that A     . We prove first that A is non-empty.
Then we show A is closed, and lastly that A is also open:   is the only
set within   that is both open and closed, and not empty.
A is non-empty: Let for a given m

0, u be a minimizer of Problem
(B) by Theorem 5.28. Recall that by Lemma 5.17,

u

L
 
 αm   1  c0  .
Hence, for m sufficiently small,

u

L    1   2, and u
  Km. This implies
u is then a minimizer for Problem (A).
A is closed: By Lemma 5.29, u has compact support. Take m1 and
m2 sufficiently small to ensure the existence of minimizers u1 and u2
respectively, and consider a new function v :   u1  u2, where u1 and
u2 are translated if necessary to ensure they have disjunct supports.
Then as in (5.41),
H   v    H   u1    H   u2   0.
This yields
I   m1  m2   H   v   H   u1   H   u2    I   m1   I   m2  .
This argument shows that A is closed in   : if   0, m¯   A then for any
θ
 
  0, 1  , we have existence of minimizers for mass θm¯. By the above

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argument
I   m¯   H   um¯ 

H   uθm¯   H   u  1  θ  m¯    I   θm¯   I     1   θ  m¯  .
Hence   0, m¯   A by Theorem 5.13.
A is open: Suppose that there exists an m1  m such that m1 
  A.
Then there exists an m2  m1, such that
I   m1    I   m2   I   m1   m2  . (5.34)
If m2, m1   m2
  A, then there exist u   Km2 and v
  Km1  m2 such
that I   m2    H   u  and I   m1   m2    H   v  . But then by previous
arguments, we can construct a function w   Km1 by summing u and v
after appropriate translations, and we find
I   m1  H   w   H   u   H   v    I   m2   I   m1   m2  .
This is in contradiction with (5.34). So we may assume without loss of
generality that m2 
  A.
Applying this argument inductively, we find a sequence  mk 
 k  1 
Ac such that mk  mk

1 for all k
   . This sequence is bounded and
hence has a limit, which we will denote by m 1 . If m

1

  A, then we
may repeat the construction, and find a new limit m 2  m

1 , etcetera.
The sequence  m n 
 we thus construct converges to m¯   sup A. To
simplify notation, we drop the  superscripts.
Now for any ε

0 there exists an N    such that mn   m¯  ε for
all n  N. By Lemma 5.12,
I   ε    
α
2
ε2.
Therefore,
I   mn    I   mn

1    I   mn

1   mn    
α
2
  mn   mn

1 
2,
and
I   mN    I   m¯    
α
2 ∑n  N   mn   mn  1 
2
  
α
2
  m¯   mN  2 (5.35)
  
α
2
ε2 . (5.36)
But by Lemma 5.30, there exists a constant c

0 such that
I   mN    I   m¯     c   m¯   mN     cε.
Taking the limit ε  0 we obtain a contradiction with (5.35). This
proves that A is open.  

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5.6. Existence of minimizers: 2αc0   1
For values of α and c0 such that 2αc0  1, we do not expect that
we have existence for all m

0 in the light of Lemma 5.26. However,
for Problem (B) we can prove that there exist minimizers if m is suffi-
ciently large. We have seen in Lemma 5.14 that vanishing minimizing
sequences have zero energy in the limit. The main argument to prove
existence then, is that if for a given m there exists a function u   K Bm
such that H   u 

0, then we have existence of minimizers.
THEOREM 5.33. Fix α

0, c0
 
  0, 1   2  . There exists an m¯

0 such
that for all m

m¯ Problem (B) has a minimizer.
PROOF. Let  un 
 be a minimizing sequence. If the sequence van-
ishes, then by applying the argument in the proof of Lemma 5.14 we
find that
lim
n  
H   un    0.
We construct a function u such that for m sufficiently large,
H   u 

0.
This proves that the minimizing sequence cannot vanish for m large
enough. Set
u   x   

M for 0

x

m   M,
0 otherwise.
Using the explicit calculation

χ   0,  

κ
 
χ   0,  

  e 
 
  1 
 
,
where χA is the characteristic function of the set A, we compute
H   u   
m
M
  M  c0  log   M   c0  1    m   α

uκ   u
 
m
M
  M  c0  log   M   c0  1    m   αM2
 
e 
m
M
  1 
m
M
 .
For M large enough, there exists m¯ such that for all m

m¯, H   u 

0.
Hence, for such m we conclude that  un 
 cannot vanish.
Note that by the same proof as in Theorem 5.28, I   m    m is a strictly
decreasing function for all m

0 such that I   m 

0. Therefore, by the
same reasoning as in Theorem 5.28, for all m

m¯,
I   m 

I   µ   I   m   µ  for all µ     0, m  ,
and existence of minimizers may be concluded.  

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5.7. Results on the structure of   u
In this section we collect a few results on the upper contact set  u,
chiefly concerning its size (Lemmas 5.35 and 5.36), and the periodicity
of minimizers on  u (Lemma 5.37). We also state a conjecture on the
structure of  u and the intersection of  u and  d (Conjecture 5.1).
LEMMA 5.34. Assume u is a stationary point of Problem (A), and that u
has neither upper or lower contact on an open interval I (possibly unbounded).
Then

 u 


L
 
 2α   1  c0  on I.
PROOF. As in Lemma 5.17,
u    2α   u  c0  κ 
  u a.e. on I.
Hence, using u  1,

 u 


L  

I   

 2α   u  c0  κ 
  u


L  

I 
 2α   1  c0 

 κ 
  u


L  

I 
 2α   1  c0 

 κ 


L1

I 

u

L  

I 
 2α   1  c0  . (5.37)
 
LEMMA 5.35. Let u   Km, and let  u be the upper contact set. Suppose
that  u  
 
0, L  , and assume L

h. Then
L  2

u

L1   h    L  h  mod 2h.
PROOF. By Lemma 5.37, u   x    u   x  2h  for all x  
 
0, L   h  .
Denote N   L  h2h  . Then
 L

h
0
u   N
 2h
0
u 
 L

h
2hN
u
  N
 
 h
0
u 
 2h
h
u  
 L

h
2hN
u
  N
 
 h
0
u 
 h
0
1   u  
 L

h
2hN
u
  Nh 
 L

h
2hN
u
 Nh.

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Therefore
L  h   2hN    L  h  mod 2h
 2
 L

h
0
u    L  h  mod 2h
 2

u

L1    L  h  mod 2h.
 
More generally,
LEMMA 5.36. Let u   Km, and let  u be the upper contact set. Then  u
has finite measure. In fact,
µ    u   2

u

L1 .
If  u
 
   u  h     , then
µ    u  

u

L1 .
PROOF.
µ    u   

u
 
u  1   u   
 
u
u 
 
u

h
u.
Hence, a priori, µ    u   2

u

L1 . If  u
 
   u  h     , then

u
u 
 
u

h
u 

u

L1 .
 
LEMMA 5.37. Let u be a stationary point of Problem (A). Suppose
 
x0 , x1    u, x1   x0  h. Then u   τ2hu   0 on
 
x0 , x1   h  .
PROOF. On
 
x0 , x1  , u   1   τhu. If x
 
 
x0 , x1   h  , then x  h
 
 
x0  h, x1    u. Hence on that interval τhu   1   τ2hu. Combining
these two equalities we obtain the desired result.  
COROLLARY 5.38. Let u be a stationary point of Problem (A). Suppose
 
x0 , x1    u, x1   x0  h. 
If  u
 
 d    , then ν  τ  hν   τ2h   ν  τ  hν  on
 
x0, x1   h  .
 
If  u
 
 d

   , then µ   ν   τ
 hν   τ2h   µ   ν   τ  hν  on
 
x0, x1   h  .

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5.8. Numerical simulations
We have performed some simulations to investigate the minimizers
of Problem (A) using an L2-gradient flow, programmed in Matlab. So-
lutions are computed on a domain
 
  L, L  , discretized using uniform
grids. To compute solutions that conform to the contact constraints
u  0, u  τhu  1,
we introduce energy penalization terms,
I1   C1
 L
 L
  min  u, 0 
  2 , I2   C2
 L
 L
  max  u  τhu   1, 0 
  2 .
The resulting functional
 L
 L
 
  u  c0  log   u   c0  1    αuκ
  u   I1  I2
then has the following Euler-Lagrange equation
f   u  :   log   u   c0  1    2ακ
  u  I 1  I 2   0, (5.38)
where
I 1   2C1 min  u, 0 
 ,
and
I 2     2C2
 
max  u  τhu   1, 0 
  max  τ  hu  u   1, 0 
  .
The gradient flow is generated by
ut     f   u   
1
2L
 L
 L
f   u  , (5.39)
where the last term maintains the third constraint of Problem (A), mass
conservation during the flow. Indeed, if we set u   t, x  to be the com-
puted solution at time t, then
d
dt
 L
 L
u   t, x  dx  
 L
 L
ut   t, x  dx
 
 L
 L

  f   u   t, x    
1
2L
 L
 L
f   u   t, x  
 
dx
  0.
Note that for some stationary points,  u
 
 d

  (at least in the sim-
ulations). This requires us to set C1   C2.
The convolution κ   u is computed using the trapezoid rule. The
gradient flow defined by (5.39) is solved using the ode23 solver from

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Matlab. For 2αc0  1, minimizers of Problem (A) have compact sup-
port by Lemma 5.29. We suspect this to be true for 2αc0  1 as well,
and assume we can always extend the solution outside
 
  L, L  by 0.
Then there are no boundary effects that have to be taken into account if
supp u 
 
  L, L  , since then for any x  
 
  L, L  ,

 
κ   x   y  u   y  dy  
 L
 L
κ   x   y  u   y  dy,
which is exactly what we compute.
Note that we do not expect the gradient flow to always end up at
a stationary point in actual computations: when we take an initial con-
dition consisting of two compactly supported parts that are a great dis-
tance apart, then the attraction force from the convolution integral is
only exponentially small in the distance between the two parts. These
two lumps of mass will stay put during the gradient flow when the
force is dominated by the numerical noise in the computation. This
indicates that initial conditions have to be chosen with care. We will
return to this later on.
Existence of minimizers
We have discussed in detail the existence of minimizers for 2αc0 
1 in previous sections, culminating in Theorem 5.32. Here we explore
existence of solutions for 2αc0  1, using the gradient flow setup out-
lined above.
For Problem (B) we have proved in Theorem 5.33 that minimizers
exist for m sufficiently large. Lemma 5.26 moreover states that if 2αc0 
1, then there are no admissible functions with negative energy for small
enough m. These two results indicate that minimizers may cease to
exist for small m, and this is explored in the simulations.
In Figure 5.3 the existence of non-trivial solutions to Problem (A) in
the   m,α  -plane is depicted. The figure is computed on a 100  100 grid,
performing continuation in decreasing m: for each α, an initial condi-
tion is chosen at m   6, which converges to a non-trivial stationary
point; then, this stationary point is rescaled to smaller mass by sim-
ple multiplication of the function by an appropriate constant, and the
gradient flow is continued.
At each grid point, the gradient flow is computed for a particular
fixed time span, each time continuing from the last computed solution.
Let u   x, t j  be the solution computed after time t j. Here x is the vector
containing the discretization of the domain
 
  L, L  into N points. To
ensure that the gradient flow has stabilized, we compute over M time


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spans of fixed length (M is variable), each time continuing the gradi-
ent flow, and terminate when one of the following three conditions is
satisfied:
(1) Define
U   x, t j  :  
u   x, t j 

 u   x, t j 


L  
,
and
D  
1
2L ∑i  1,...,N
 
U   xi, tM    U   xi, tM  1   2.
Then terminate when D

0.05.
(2) Set H :   m     2L  , the maximum of a completely vanishing func-
tion. Then the flow is terminated when

u   x, tM 

L
 

3H. This is
particularly useful when we simulate solutions with small mass.
(3) Terminate when

u   x, tM 

L    1.3H.
Conditions (1) and (2) refer to non-trivial solutions, (3) refers
to a vanishing solution. The third possibility in the Concentration-
Compactness Lemma, dichotomy, has never been observed in any com-
putation, and is therefore not dealt with here. Figure 5.3 is now made
by colouring gray all grid points for which the gradient flow terminated
with one of the conditions (1) and (2), and colouring white those that
terminated with condition (3).
Figure 5.3 indeed illustrates that minimizers for Problem (A) only
exist for m sufficiently large. Moreover, as indicated by (5.25) in Re-
mark 5.27, for α  12  1

c0 
minimizers may not exist at all. This is also
supported by Figure 5.3.
In the light of the exponentially slow aggregation of two lumps of
mass discussed above, initial conditions for the gradient flow are taken
with compact connected support. Furthermore, it proves crucial to take
initial conditions close enough to a minimizer. Taking random initial
data often does not give representative results. For relatively small
mass, good candidates for such initial conditions are block functions
H   x  m   2    H   x   m   2  where H   x  denotes the Heaviside function.
A family of unstable stationary points as initial conditions
In [11] a family of semi-explicit solutions of minimization Prob-
lem (A) (or, more precisely, a slight variation of Problem (A)) was con-
structed. It was also proved that these solutions are unstable, i.e., for
any stationary point u of this family there exists a perturbation w such


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Figure 5.3: Numerical existence of minimizers for Problem (A) using the
gradient flow (5.39). The gray region refers to existence, and the white
region to non-existence. See the text for more details. A family of un-
stable stationary points defined by (5.40) is plotted with the solid black
line. Where this line continues as circles, the upper contact condition
u   τhu   1 is violated. The horizontal dashed line corresponds to the
bound on α given in Remark 5.27 below which minimizers have been
proved not to exist. In all simulations, c0  0.1, N  100, h  10, L  30.
that H     u   w  w

0. We briefly review the construction of these solu-
tions. Suppose u is a stationary point of Problem (B) with supp u    .
Then u satisfies
log   u   c0  1    2αuκ
  u   λ on  .
Since u   x  0 as x     , we deduce λ   0. Setting φ   κ   u, we
have   φ    φ   u, and hence
  φ    φ   c0   e2αφ   1  on  .
Multiplying byφ  and integrating over      , x  , we obtain
1
2
φ 
2
 G   φ    0, (5.40)
where
G   φ     
1
2
φ2 
c0
2α
  e2αφ   1   2αφ  .

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The constant of integration is determined by requiring that φ   x  0
as x     . If 2αc0  1 then there exist solutions homoclinic to zero,
which have been proved to be unstable (Thm. 8 in [11]).
−30 −20 −10 0 10 20 30
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Figure 5.4: An example minimizer of Problem (A), computed with the
gradient flow (5.39). The horizontal solid line below the solution signifies
the part of the solution where u   τhu  1. The Lagrange multipliers µ
and ν are also indicated. Parameters areα  6, c0  0.1, L  30, h  20,
N  600, m  14.
For a given α, there exist a unique homoclinic solution of (5.40).
As can be seen in Figure 5.3, the unstable homoclinic solutions that are
admissible functions for Problem (A), i.e., they satisfy the upper contact
condition, lie entirely within the existence region of the   m,α  -plane.
Structure of solutions
This section on numerics is completed by illustrating some proper-
ties of minimizing solutions of Problem (A). Figure 5.4 shows a mini-
mizer with parameter values α and c0 such that 2αc0  1, the region
for which existence for all mass m

0 has been proved. Perhaps the
most striking feature of this solution is that there is a complete interval

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on which u  τhu   1, and that on parts of this interval, u   0. In
other words,  u
 
 d is non-empty. Note that on that intersection, the
Lagrange multipliers µ and ν are both non-zero.
The solution in Figure 5.4 appears again in Figure 5.5, next to a
solution with lower α and lower h. We conjecture that there exists an
upper bound, independent of h, on u  on  u. Assuming this, it is clear
that by decreasing h, u oscillates faster around 12 , and does not reach
0 and 1 as extremes anymore. This is shown in the right solution in
Figure 5.5. This effect is amplified by loweringα.
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(b)
Figure 5.5: Two example minimizers of Problem (A), computed with the
gradient flow (5.39). The thin solid line is the solution. The thick solid line
signifies the part of the solution where u   τhu  1. Note that in (a) there
is a non-empty intersection of the lower and upper contact sets,   d and
  u, while in (b) this intersection is empty. In these simulations, the initial
condition is a block function with mass m, and height 0.45, positioned in
the middle of the domain. Parameters common to both plots are c0  0.1,
L  30, N  600, m  14. Furthermore, for (a),α  6, h  20, and for (b),
α  3, h  12. h is measured in grid points.
For large values of α, minimizers seem to have a non-empty inter-
section of the lower and upper contact sets, as illustrated in Figure 5.4,
and constitute a number of ‘humps’. Moreover, numerics suggest that
they are symmetric—perhaps a counter-intuitive property given the
non-local nature of the upper contact condition.
Since the energy functional favours concentration of mass, we may
wonder how these solutions change qualitatively if we increase mass.
Figures 5.6 and 5.6 are the result of the following numerical experiment.
Let m1  . . .  mn be given. For each mi, i   1, . . . , n, we compute a
numerical minimizer with the gradient flow, starting from a block func-
tion with height 0.45 centred at 0. Figure 5.6 indicates that one passes

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a saddle point, in the passing of which the number of tall humps in-
creases by one. Example solutions before, close to and after the saddle
point are illustrated in Figure 5.7. If we keep increasing mass such sad-
dle points are encountered periodically.


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Figure 5.6: While increasing mass but keeping the other parameters fixed
one passes a saddle point, manifested in a change in the number of humps
of corresponding minimizers (left: 3d view; right: top view). At m  7.3,
the two humps that have grown on either side for m  7.3, disappear and
a three-hump minimizer is formed. This process occurs for larger mass as
well. Single minimizers are illustrated in Figure 5.7. Parameters are as in
Figure 5.4, except h  30 and m   7.1, 7.5  .

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Figure 5.7: Illustration of the passing of a saddle point while increasing
mass (see also Figure 5.6). Before passing the saddle point (left top), the
minimizer has two tall humps and two flanking smaller humps; very close
to the saddle (right top), the minimizer start to switch between two and
three tall humps; having passed the saddle (bottom), the minimizer has
three tall humps. Parameters are as in Figure 5.4, except h  30, and
m  7.16 (left top), 7.32 (right top), and 7.56 (bottom).
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5.9. Appendix
THEOREM 5.39. Suppose for given α

0, c0
 
  0, 1   2  , that there
exists an m¯

0 such that for all m     0, m¯  there exists a minimizer in KBm.
Then m¯    .
PROOF. Let V     0, m¯  , and suppose M   V. Then w.l.o.g. M

2m¯. We use the notion of concentration functions [83], used in the proof
of the Concentration-Compactness Lemma [86]. Let  un 
 be a minimiz-
ing sequence in KBM, and define
Qn   t  :   sup
y 
 
 y

t
y  t
un.
For any n    , limt  Qn   t    M. Then for any t  0, after possibly
extracting a subsequence, the limit for n   is well-defined (see [86]
for more detail). So set
Q   t  :   lim
n  
Qn   t  .
Then
lim
t  
Q   t    : α  
 
0, M  .
Ifα   M, then the sequence was compact, and M   V, a contradiction.
If α   0, then  un 
 vanishes. Set M   m¯  ε. Then m¯,ε
  V,
and hence there exist functions um¯
  KBm¯ and uε
  KBε such that
H   um¯    I   m¯  , and H   uε    I   ε  . Moreover, um¯ and uε both have
compact support by Corollary 5.23. Hence, after an appropriate trans-
lation, um and uε have disjunct supports. Set uM :   um¯  uε
  KBM.
Therefore
H   uM    H   um¯    H   uε      α

 
uMκ
  uM   um¯κ
  um¯   uεκ
  uε 
    α

 
um¯κ
  uε  uεκ
  um¯ 

0. (5.41)
This yields
I   M  H   uM   I   m¯   I   ε   0.
But  un 
 is a vanishing sequence, and therefore by Lemma 5.14,
limn  H   un    0. This is a contradiction.
So M     0, M  . Following the proof of the Concentration-
Compactness Lemma in [86], we find a sequence  yn 
   , such that
u¯n     :   un   yn   

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is compact in KBα . More precisely, for all ε
 
  0,α   2  there exists an


 such that
 R
 R
u¯n   x  dx  α   ε.
By Remark 4.6 we may assume that  u¯n 
  L1    
 
L      and hence
there exists a v   L1    
 
L2     such that u¯n   v. Moreover, H   u¯n  
H   v  . As in the proof of Theorem II.1 in [86], we need only to verify
that

u¯nκ
  u¯n 

vκ   v,
to conclude  h   u¯n    h   v  , and consequently, u¯n  v in L1    
 
L2     . Sinceα     0, M  ,  u¯n 
 is dichotomous, and therefore there exist
sequences  u1n 
 and  u2n 
 such that for all ε  0 there exists n0  1,
satisfying for all n  n0,
 






 un     u1n  u2n 


L1  ε,
 u1n   α


L1  ε,
 u2n     M   α 


L1  ε,
d   supp u1n, supp u2n    as n   .
By Riesz’s Lemma 5.21, we may assume that u¯n is a symmetrized se-
quence. Hence either u1n vanishes or u2n vanishes. Without loss of gen-
erality, we assume the latter. But then u1n is a compact sequence, and,
following Theorem II.1 in [86] again, we can indeed conclude

u1nκ
  u1n 

vκ   v,
and u1n  v. In all, we find a function v
  KBα such that H   v    I   M  ,
and α   V, since v can also be seen as the limit of a compact sequence
in KBα by restricting u1n to make functions of mass α. Moreover, I   α   
H   v  .
Now, ifα     0, m¯  , then by Remark 5.31 we have I   M 

I   m¯  . But
by that same remark, I   M    I   α 

I   m¯  , a contradiction.
This leaves α  
 
m¯, M  . But now we again obtain a contradiction:
since M

2m¯ and M   α  ε  we knowα,ε    V. But then
I   M 

I   α   I   ε  

I   α  .
This completes the proof.  
We cannot expect this method of proof to work for a general class of
minimization problems. Suppose the minimizing sequence  un 
 splits

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into two sequences u1n and u2n as in the definition of dichotomy. If we
may not use symmetrization, it may well hold that for all L, M

 ,
 
lim
n  
sup
y 
 
 y

L
y  L
u1n  
 
lim
n  
sup
z 
 
 z

M
z  M
u2n   0. (5.42)
In that case certainly

unκ
  un 

vκ   v,
where v is the weak limit of un. For now, it remains an open problem to
show that (5.42) is excluded for minimizing sequences for Problem (A).

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CHAPTER 6
The adaptiveness of defence
strategies against cuckoo parasitism
Defence strategies against predators or more specifically parasites
are ubiquitous and diverse [52, 56]. Given the many marvellous adap-
tations known in the natural world we may sometimes wonder why
a certain obvious strategy has not evolved. The main question un-
der investigation in this chapter is: why is chick rejection so scarce
among cuckoo hosts? One seemingly contradictory situation in de-
fence mechanisms is known from ornithology: although host birds of-
ten have great abilities to discriminate against Eurasian Cuckoo Cucu-
lus canorus eggs, there seems to be a nearly complete lack of defence
when it comes to cuckoo chicks. Why is the defence strategy of chick
rejection so scarce among the cuckoo’s hosts?
6.1. Modeling
We start by explaining the motivation for our approach. Tradition-
ally, research has focused on egg rejection (see [143] for a short review
and [33] for a detailed account). Both experimental approaches and
modeling efforts efforts have contributed to the understanding of this
phenomenon.
Because of the near complete lack of chick-rejection behaviour by
all the cuckoo’s host species, it is difficult to set up experiments to test
any hypotheses concerning chick rejection. Nevertheless, a number of
things have been clarified. It has been shown that some of the cuckoo’s
This chapter is based on [109] and [61].
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hosts accept chicks of other species too [34, 35], which contradicts ear-
lier suggestions that the cuckoo chick must manipulate its foster par-
ents [38]. However, the cuckoo chick seems to be able to persuade its
parents to bring enough food by calling excessively [37].
According to the prevailing view the crucial factor preventing the
evolution of chick discrimination has been the absence of the host’s
own chicks for comparison [79, 34, 87, 111, 33]. The idea that discrim-
ination is easier if there is a model for comparison is supported by the
finding that host nestling discrimination has until now only been ob-
served in non-evicting parasites [104, 46, 85]. In the three host-parasite
systems in question, hosts can compare their own nestlings with alien
ones [34].
However, to discriminate effectively, birds do not always need com-
parative material: hosts of parasitic birds are able to reject the en-
tire parasite clutch (exchanged by experimenters for an original one)
even without any of their own eggs present [89, 138, 118, 80]. More
importantly, estrildids (family Estrildidae) can discriminate against a
whole brood of another species with no conspecific young for compar-
ison [107]. Furthermore, there are non-comparative cognitive systems
that could well work in the context of parasitic chick discrimination—
discrimination can be innate (mate recognition [125]) or based on the
individual’s own phenotype (self-referent phenotype matching [63]). A
future host can also learn when it was a chick from the begging sounds
and an appearance of its own nestmates.
We will now develop a model to gain insight into the evolutionary
aspects of chick rejection. Lotem [87] assumed chick rejection to be a
trait learned by imprinting upon the chicks in the nest, and therefore
concluded that there is a simple explanation for the observed lack of
chick rejection: this type of defence strategy is never selectively advan-
tageous if the probability of making a discrimination error is non-zero.
However, if we assume that defensive behaviour against cuckoo chicks
is an innate trait, we are still at a loss [121]. It is this side of the problem
we address in this chapter.
To motivate the choice of our model we briefly look into previous
models for egg rejection. Early models have focused either on popu-
lation dynamics [97] or on population genetics [117, 76, 16]. Takasu
et al. [133] and Takasu [132] have been the first to include both eco-
logical and evolutionary aspects of the problem. This more dynamic
approach was seen to be necessary following the observation of rapid
changes in the defence behaviour by one of the cuckoo’s hosts in Japan

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[100]. Their model has been effective in giving plausible and experi-
mentally testable explanations of two phenomena. First, it has shown
that changes in egg-rejection behaviour may be caused by a change in
parasitic pressure [133]. Second, it has clarified the difference in distri-
bution of egg-rejection behaviour among hosts of the Eurasian Cuckoo
versus those of the Brown-headed Cowbird, Molothrus ater, on the ba-
sis of their specialist vs. generalist parasitic traits [132]. In our attempt
to explain the lack of chick rejection we have a slightly more compli-
cated situation than in the case of egg rejection: the latter already ex-
ists among many of the cuckoo’s hosts. Hence we have to investigate
whether chick rejection could invade a population that already exhibits
defensive behaviour towards cuckoo eggs. Is the cuckoo-host system
exhibiting an evolutionary equilibrium or an evolutionary lag? It is
hence necessary to include at least three host types: hosts that accept
both eggs and chicks, hosts that reject eggs and hosts that reject chicks.
For completeness, we shall also include a host type that rejects both
eggs and chicks.
Before we introduce our model we will make some general re-
marks. As we have seen the cuckoo has many hosts but each gens gen-
erally specializes on only one or perhaps two. Therefore, in this paper
we focus on one gens and its one host. Contrary to for instance Lotem
[87] we assume that the host defence systems are determined by hered-
itary factors. Recent studies on defensive behaviour by cuckoo hosts
support this assumption [120]. We treat the various host types as sepa-
rate species of birds. We combine a clonal model for the four host types
with two predator-prey equations for the interaction between cuckoos
and hosts to investigate the brood parasite system. It is widely assumed
that there are costs associated with displaying egg rejection, due to dis-
crimination errors [119, 97, 34, 113, 115, 98, 94]. These egg-rejection
costs are assumed to be small but are taken into account in our analy-
sis, and will play an essential role. In this paper we assume that chick-
rejection behaviour also entails similar recognition costs. We do not
take into account any hereditary variation within the cuckoo popula-
tion.
Let Pt be the population density of female cuckoos and Ht that of
the female hosts in year t. We assume that surviving offspring breed
in the year after they are hatched. If the female cuckoo finds a nest
she will lay a single egg and the chick will grow up with a constant
probability G to survive to the next breeding season. The adult female
cuckoo survives to the next season with a probability sP. Similarly, we

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introduce a constant sH which measures the intrinsic survival rate of
adult host birds. Here, as in the rest of the paper, we neglect any effects
due to intra-specific competition.
We distinguish four host types: all-accepters, egg-rejecters, chick-
rejecters and all-rejecters. Their frequencies in the total host population
are denoted by hat , h
e
t , h
c
t , h
ec
t respectively, which add up to one.
The cuckoo is assumed to perform a random search with a search
efficiency measured by a parameter a, called the area of discovery by
Nicholson and Bailey [103]. The probability that a host nest escapes
from parasitism is thus given by e  aPt , the zeroth term in a Poisson
distribution [97]. The density of cuckoos in the next generation is
Pt

1   sPPt    1   e  aPt  HtG   hat  qeh
e
t  qch
c
t  qech
ec
t  , (6.1)
see also [133]. The first term corresponds to the surviving adults, the
second to the successfully raised young from the nests that have not
escaped parasitism. We will introduce the constants qe, qe, and qec in
a moment, and explain their occurrence in equation (6.1) at the end of
the section.
The total density of offspring in the host population is a sum over the
contributions from the different host types:
Ht  fahat  feh
e
t  fch
c
t  fech
ec
t  .
Here we have introduced fitness functions for each of the host types,
denoted by fa, fe, fc, and fec. They will be discussed shortly. In the
absence of cuckoo parasitism the number of individuals in a certain
area is limited by the available resources. Taking this factor into account
with a parameter k, the host density for the next year is given by
Ht

1  
Ht
1  Htk
 sH  fahat  feh
e
t  fch
c
t  fech
ec
t  . (6.2)
We proceed with the fitness functions of the host types. In gen-
eral all host types will suffer to some extent from an increase in para-
sitism by the cuckoos, in the sense that they will lose some offspring.
So for all host types we assume that the fitness functions are monoton-
ically decreasing functions of Pt. In the absence of parasitism however,
we expect some differences in the number of offspring produced by
the various host types. Since we have assumed that the rejecting host
types make some errors in their attempts to discriminate cuckoo eggs
or chicks, we assume that the all-accepting pairs have a slight advan-
tage when the parasitic pressure is low.
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Let f be the number of offspring per annum raised by an all-
accepting host pair that is not parasitized. If we multiply this by the
probability for such a pair to escape parasitism we find the number of
offspring for all-accepter pairs in terms of cuckoo density:
fa   f e  aPt .
The corresponding fitness functions for the rejecter types are given by
fe   e1 f e  aPt  e2 f   1   e  aPt  ,
fc   c1 f e  aPt  c2 f   1   e  aPt  ,
fk   k1 f e  aPt  k2 f   1   e  aPt  ,
where e1 f and e2 f are the expected number of offspring per annum
raised by unparasitized and parasitized egg-rejecters respectively, and
similarly for chick-rejecters and all-rejecters.
We shall neglect any physiological costs associated with the be-
havioural capability for rejection, but shall take account of the costs
of recognition errors of types I and II. By type I errors we mean mis-
takenly ejecting one’s own egg or chick in the absence of cuckoo para-
sitism. Let pe be the probability that an egg rejecter makes a type I error
and removes one of its own eggs by mistake, and be the relative pay-off
for raising a clutch with one egg removed. Then
e1     1   pe   pebe.
Similarly,
c1     1   pc   pcbc,
and
k1     1   pe    1   pc   be pe   1   pc   bc pc   1   pe   bec pe pc ,
with the obvious notation.
By type II errors we mean that the hosts sometimes fail to spot the
cuckoo’s eggs or chicks in their nests. Let qe be the probability of an
egg-rejecter making a type II error, i.e., mistakenly accepting a cuckoo
egg. The relative pay-off for a host that accepts a cuckoo egg is zero.
Hence we have
e2     1   qe  be.
We have assumed here that an egg-rejecter has the same pay-off be for
rejecting one of its own eggs when unparasitized as it does for rejecting
a cuckoo egg when parasitized: it merely has one egg less, in the first
case removed by itself and in the second by the laying cuckoo. For
chick-rejecters this is not the case: when an unparasitized chick-rejecter
makes a type I error and ejects one of its own chicks, it still has the rest
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of its clutch, and its pay-off is bc. When it is parasitized and ejects the
cuckoo chick, however, its pay-off varies between be (loss of the egg
removed by the laying cuckoo) and zero (loss of the clutch), depending
on the damage done by the cuckoo chick before it is discovered and
ejected. We shall set the pay-off to γbe, where γ is a measure of how
much of the clutch is saved on average. Thus
c2     1   qc  γbe .
For all-rejecters we find
k2     1   qe  be  qe   1   qc  γbe .
Now note that 0

bec

bc, be

1; it is better to lose either an egg or
a chick than to lose both, but it is better still to lose neither. Moreover
bc  be; if one potential offspring is to be lost it might as well be lost
early (at the egg stage), so that it no longer requires resources (however
minimal). Note also that 0  pe, pc , qe, qc  1, with e.g., pe   0 if and
only if the egg-rejecter never makes a type I error. It follows immedi-
ately that
0

e2  e1  1, 0  c2  c1  1, 0  k2  k1  1;
(i) even rejecters are disadvantaged by parasitism, because the cuckoo
ejects one of their eggs when laying its own, and (ii) rejecters are no
better off than accepters in the absence of parasitism (and are worse off
unless they never make a type I error). It also follows immediately that
k1  e1, c1, k2  e2, c2 ;
(iii) rejecters with both defence strategies are no better off than those
with only one in the absence of parasitism (and are worse off unless
they never make a type I error), but (iv) they are better off than those
with only one if they are parasitized. However, we never see hosts that
employ both defence strategies. The explanation of this depends on a
subtler argument that we give later. All these inequalities, and hence
conclusions (i) to (iv), hold for any allowable parameter values. The
relationships between e1, c1, e2 and c2, on the other hand, depend on
the particular parameter values chosen, and in particular on the value
of γ. Unless the biologically unreasonable assumption is made that
the cuckoo chick is always discovered before it does any damage then
γ

1. This will play an important part in our explanation of why
egg-rejecters rather than chick-rejecters are observed in nature.
An illustration of a typical set of fitness functions can be found in
Figure 6.1.
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With these fitness functions we may determine the host type fre-
quencies in the next generation:
hat

1   h
a
t
sH  fa
D
, (6.3)
het

1   h
e
t
sH  fe
D
, (6.4)
hct

1   h
c
t
sH  fc
D
, (6.5)
hect

1   h
ec
t
sH  fec
D
, (6.6)
where D   sH  fahat  feh
e
t  fch
c
t  fech
ec
t .
We may now explain the cuckoo equation (6.1) completely: the de-
fensive host types contribute to the next generation of cuckoos if they
have failed to discriminate the cuckoo’s eggs or chicks. This amounts
to the factors qe, qc and qec found in the equation.
As a remark, note that a can be scaled out of the equations, but this
is not done for two reasons: it reduces the number of parameters only
by one giving only a small gain, and the current parameter has a well-
defined biological interpretation, contrary to its rescaled counterpart.
Equations (6.1), (6.2), and (6.3) to (6.6) constitute our model.
6.2. Analysis
As an introduction to the characteristics of the model we will
present a simple, intuitive analysis of a general cuckoo–host system.
We believe that this intuitive analysis is helpful, at this stage, even
though the full model exhibits behaviour that is both different and
more complex than that suggested by the simple intuitive argument.
Moreover, the simple argument does include the most important clue
to answering the main question discussed in this paper. We will there-
fore treat it as a background against which we present the more detailed
analysis below.
At low cuckoo densities the all-accepting hosts have
highest fitness, whereas the defending host types are
fitter for high cuckoo densities. Hence, if the cuckoo
density were to remain low (or high), the frequency
of the accepting (defending) host type will approach
unity. Let us assume that the system will converge
to an equilibrium solution, and assume the following
two dynamical properties of the model:
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Figure 6.1: The average number of female offspring for each of the host
types, all-accepter, egg-rejecter, chick-rejecter and all-rejecter pairs, re-
spectively. The three values Pe, Pc and Pec are the cuckoo densities
at which the fitness of the all-accepter hosts equals the fitness of egg-
, chick- and all-rejecter hosts respectively. In the diagram they satisfy
Pc  Pe  Pec, but this order depends on the parameters of the problem.
When Pt is small (less than Pc) the accepter pairs produce more offspring,
but for higher cuckoo densities the defending hosts are reproductively fit-
ter than accepters. Note that the discrimination costs for all-rejecters is
proportionally higher than for either egg or chick rejection, but that these
hosts are fitter under high parasitic pressure. The dashed horizontal lines
are the asymptotic values for each of the defensive fitness functions for
large Pt.
1. If there are only accepting hosts and the cuckoo
numbers are low, the cuckoo numbers will increase.
2. If there are only defending hosts and the cuckoo
numbers are high, the cuckoo numbers will decrease.
Then we expect that there is an equilibrium value for
the cuckoo density at which the fitnesses of defending
and accepting hosts are equal.
Numerical investigation shows that this argument gives a rough
description of the characteristics of the model. We give an illustra-
tion of the effect described in the argument in Figure 6.2. However,
this argument misses additional behaviour: we may encounter for in-
stance quasi-periodic solutions, or stable coexistence of two defensive

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host type. We start with a discussion of the solutions described by the
heuristic argument.
Intermediate rejection frequencies
In certain parameter value ranges we find one of three equilibrium
solutions which we denote by Se, Sc and Sec. At Se for instance, we find
a steady state with coexistence of all-accepter hosts and egg-rejecters,
i.e., with ha  he   1 and both frequencies positive. Analogous de-
scriptions can be given for the other solutions Sc and Sec. The explicit
analytic derivation of the solution is given in the Appendix.
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Figure 6.2: A typical numerical simulation of the model, illustrating
damped oscillations converging to a steady state in which egg-rejecting
(curve 2) and all-accepting hosts (curve 1) coexist. This equilibrium is
called Se. Note that chick- rejecters (curve 3) and all-rejecters (curve 4) in-
crease very briefly but are ’outcompeted’ by the fitter egg-rejecting hosts
and drop to zero almost immediately. The bottom picture shows the tem-
poral dynamics of cuckoos (curve 5) with respect to hosts (curve 6). Pa-
rameters used are sH  0.5, sP  0.5, f  0.7, a  0.7, G  0.15, k  90,
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e1  0.95, e2  0.3, qe  .5, c1  0.9, c2  0.15, qc  .5, k1  0.85,
k2  0.375, qec  .75 and initial conditions P0  0.1, H0  8, ha0  0.97,
he0  h
c
0  h
ec
0  0.01. In all numerical investigations, we have only
changed sH , f , k, and the discrimination costs. The parameter values
conform to those of Takasu et al. (1993).
Here we merely state that they are of the form
Se     Pe, He, ha , he, 0, 0  , (6.7)
Sc     Pc, Hc, ha , 0, hc , 0  , (6.8)
Sec     Pec, Hec, ha , 0, 0, hec  , (6.9)
where Pe denotes the steady state value of Pt in the case of intermediate
egg rejection, etcetera. The equilibrium values for Pt can be determined
directly from the fitness functions: at each of these solutions the fitness
of all-accepters is equal to the fitness of the respective defensive host
type. So in the case of egg-rejecters, we solve fa   fe for Pt to find the
desired result.
This result raises the question, to which of these solutions will the
system converge? Numerical investigations have shown that there is
a simple rule to determine this: one computes the equilibrium cuckoo
densities Pe, Pc and Pec and determines which is the smallest. The equi-
librium solution corresponding to this cuckoo density then is the one
to which the system will converge. This is a direct application of the
heuristic argument stated at the beginning of this section, given that
the fitness functions are monotonically decreasing functions in Pt: for
Pt less than the smallest equilibrium value, Pt will increase; for Pt larger
than the smallest equilibrium value, the all-accepters will have highest
fitness and will cause a decrease of Pt.
We have assumed a number of things in the preceding discussion,
any of which may under certain conditions be violated and give addi-
tional behaviour not explained by the argument above:
 
The system will actually converge to an equilibrium solution. 
In such instances Se, Sc, or Sec are the only possible steady states. 
Among Pe, Pc, and Pec there is one and only one value which is
strictly smaller than the other two.
Each of these assumptions does not have to hold, giving qualitatively
different behaviour. These phenomena will now be explored in more
detail.
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Extending the three equilibria
The three equilibria Se, Sc and Sec may be extended in a natural way
to include limit cases. We treat these extensions as separate equilibria
since these extensions are not described by the heuristic argument, they
are treated as separate equilibria. We describe the occurrence of the fol-
lowing cases: absence of cuckoos, a cuckoo population in coexistence
with a completely all-accepting host population, and a cuckoo popu-
lation in coexistence with a host population that consists of a single
defensive host type.
We start by looking at the system in the case of all-acceptance of the
host pairs. In general the system will converge to a unique equilibrium
solution. The equilibrium solution for the host population in absence of
the cuckoo may be found by setting Ht

1   Ht and Pt   0 in (6.2). Let
us call this steady state S0     P0, H0, ha , he , hc , hec      0, H0 , 1, 0, 0, 0  .
We then find
H0   k   sH  f   1  .
This number corresponds to the carrying capacity of the host popula-
tion. If H0

0 the host population goes extinct since the death rate
then exceeds the birth rate (1   f

sH). From now we will assume that
1   f

sH.
For larger values of k we find that in the absence of any re-
jecter hosts the system evolves towards an equilibrium solution S1  
  P1, H1, 1, 0, 0, 0  , where P1 and H1 are the unique solution of
 
H1  

1  sP  P1
G

1  e   aP1 
,
H1   k   f e  aP
1
 sH   1  .
If P1 approaches zero we find
sP   1
Ga
 k   sH  f   1    0.
Therefore the a critical value of our chosen bifurcation parameter k for
the survival of the cuckoo population is given by
kP :  
1   sP
aG   sH  f   1 
.
For smaller values of k the cuckoo population goes extinct. This argu-
ment is identical to the analysis in Takasu et al. [133].
We now consider the relationship between these two new steady
states and Se, Sc, and Sec. Since he     0, 1  we may solve he

0 from
the analytic expression in (6.18) in terms of k to find a minimal value
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for k for Se to be meaningful. Let us call this value ke0. Similarly we
find minimal values kc0 and k
ec
0 . The methods to derive these expres-
sions are given in the Appendix. We note here that kP

ke0, k
c
0 , k
ec
0 , thus
excluding the possibility that any defensive host types could establish
themselves before the cuckoos were present. When k is in the interval
  kP , min  ke0 , k
c
0 , k
ec
0 
  the system converges to S
1.
Intuitively the occurrence of these values ke0, k
c
0 and k
ec
0 can be ex-
plained by our expectancy that the cuckoo has to search well enough,
and the environmental carrying capacity for the hosts has to be suffi-
ciently high.
We can, on the other hand, also find maximal values for k for these
equilibria Se, Sc and Sec to be converged upon. This can be done by
solving for instance he

1 in the case of Se. We refer to the Appendix
for the formal calculations. We denote these values by ke1, k
c
1 and k
ec
1 . We
can now formulate more precisely when one of the three equilibria may
be converged upon, which we illustrate again in the case of Se: Se may
be attained if k     ke0 , k
e
1  and P
e is the smallest of the three equilibrium
values Pe, Pc and Pec. Completely analogous conditions can be given
for Sc and Sec.
We thus find natural extensions for all k

0 of the equilibria Se, Sc
and Sec. As k increases we go through four stages:
 
Only hosts and no cuckoos, k     0, kP  . 
Coexistence of cuckoos with all-accepting hosts, k     kP , k   , where
k    min  ke0 , k
c
0, k
ec
0 
 .
 
Coexistence of cuckoos with a stable mixed population of all-
accepting and one defensive host type, k     k  , kˆ  , where kˆ is the
corresponding ke1, k
c
1 or k
ec
1 .
 
Coexistence of cuckoos with a host population existing only of hosts
of one defensive type, k     kˆ,   , where kˆ is one of  ke1 , k
c
1, k
ec
1 
 .
This is illustrated in Figure 6.3 in the case of egg-rejecters.
Here we have still assumed two things: the system converges to an
equilibrium and the steady state in which one defensive type is the only
host type is stable for all k

kˆ where kˆ is one of  ke1 , k
c
1, k
ec
1 
 . The viola-
tion of the latter condition is discussed later. When the first assumption
is not valid we can find quasi-periodic solutions. These are discussed
in the next section.
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he
k0
1
kP k
e
0 ke1
Figure 6.3: The coexistence of egg-rejecters and all-accepters at steady
state Se (bold curved line, and dashed its hypothetical extension below
he  0 and above he  1). The extension of Se to all k
 
0 is indicated
by the horizontal bold lines. Starting at k  0 we find no cuckoos present
until kP, cuckoos but no defensive hosts between kP and ke0, cuckoos and
a mixed defensive and accepting host population between ke0 and k
e
1 and
cuckoos and only egg-rejecters for k
 
ke1. This figure corresponds to
curve (1) of Figure 6.4.
No convergence to an equilibrium solution
Even when the conditions for any of the three steady states is sat-
isfied, the system does not have to converge to any of the three. We
again illustrate this in the case of Se. There is an asymptotic value for
sH , seH say, with the property that for sH  s
e
H the steady state S
e is not
attained. The analytical derivation of seH is given in the Appendix. This
is illustrated in Figure 6.4. Numerical investigations show that there
is an sH-interval in which Se is not attained, but the system converges
to a quasi-periodic orbit (see Figure 6.5 for an example). These sta-
ble oscillations are both in cuckoo and host numbers, and also in host
type frequencies. Mathematically their appearance corresponds to a
Naimark-Sacker bifurcation, the equivalent of the Hopf bifurcation for
discrete time systems (see e.g., [8, p. 261]). In Figure 6.4 the occurrence
of this bifurcation has been placed in a broader context of parameters.

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The occurrence of this phenomenon seems to be independent of the sta-
bility or occurrence of the three equilibria Se, Sc and Sec. The sH-interval
in which these periodic solutions are found is concentrated around the
asymptote sH   seH . Note that we also find non-trivial defensive hosts
(i.e., het  0) for sH  s
e
H, which do not correspond to the intermediate
frequency he in steady state Se. This is not predicted by the heuristic
argument.

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sH
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0
k
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asymptote seH
(1)
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(4)
(5)
(5)(4)
(3)(2)(1)
he
log k
Figure 6.4: Assuming Pe to be the smallest of  Pe, Pc, Pec 	 , we find qual-
itatively different solutions if we vary parameters k and sH . With sH
large, we find the standard solution S¯e, such as (1), (2) and (3). The
region with intermediate frequencies, denoted by Se forms a surface in
the  k, sH , he  -space, which asymptotically converges to k  0 and seH 
1  f e2    1  e1   e2  in the two planes he  0 and he  1. For small values
of sH we find quasi-periodic solutions which are confined to the white
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curved regions, originating at the dashed line. One implication is that
solutions exist for sH less than the asymptotic value in which there is
sustained egg rejection, for instance (5). The width of the oscillating re-
gions is largest in the  sH , he  -plane at the sH-asymptote, see (4). Keep
in mind that for large values of k, S¯e is only locally stable. Keeping ini-
tial conditions fixed, the system can make a transition from egg rejection
as steady state to all-rejection, as explained in Figure 6.6. This effect is
not shown in the above picture. The five small pictures correspond to
the solutions shown in the large picture. Note that in all but the left fig-
ure, we find regions where Naimark-Sacker bifurcations have occurred.
As in the large picture, Figure 1 does not include the instability of the
he  1 solution for larger k. Figures 2 and 3 do not show the unsta-
ble part of the egg-rejecter equilibria, namely the part between he  0
and where it attaches to the closed oscillatory regions. These figures
have been made with parameter values as in Figure 6.2 but with, from
left to right, sH  0.5, 0.379, 0.3785, 0.377 and 0.37; log k   3.8, 8.6 
(Figure 1) and log k   3.5, 18.5  (Figures 2 to 5).
More coexisting host types
The heuristic argument predicts that the system converges to a
steady state in which the cuckoo population is equal to the smallest
value of Pe, Pc and Pec. However, for some parameter values we may
find a stable coexistence between two defensive host types rather than
between one accepting and one defensive host type. As an example,
in Figure 6.6 we see that although for smaller values of k we find the
familiar coexistence between all-accepters and egg-rejecters, for larger
values of k the egg-rejecters and all-rejecters are in coexistence. This
steady state of intermediate egg- and all-rejecters will be denoted by
Se,ec and is of the form
Se,ec     Pe,ec, He,ec, 0, he , 0, hec  .
Similarly, we may encounter a steady state Sc,ec in which chick-rejecters
and all-rejecters are coexisting in intermediate frequencies of the form
Sc,ec     Pc,ec, Hc,ec, 0, 0, hc , hec  ,
or an equilibrium Se,c,
Se,c     Pe,c, He,c, 0, he , hc , 0  ,
in which we find egg-rejecters and chick-rejecters The analytical deriva-
tions of these equilibria are given in the Appendix.
Still other combinations of host types in equilibrium are possible,
but we have only found them when two or more equilibrium cuckoo
densities are chosen to be equal, e.g., Pe   Pc

Pec. In such cases

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Figure 6.5: Numerical simulation showing quasi-periodic behaviour of
both all-accepter and egg-rejecter host types (curves 1 and 2 respectively).
The temporal dynamics of the host frequencies are illustrated in the top
picture; the cuckoo and host densities are compared in the lower one. Pa-
rameter values and initial conditions are identical to Figure 6.2, with the
exception of k  3000 and sH  0.378. Curves 2 and 4 (chick rejection
and all-rejection) quickly drop to zero and remain there.
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Figure 6.6: For small values of k we find coexistence between all-accepters
(curve 1) and egg-rejecters (curve 2), but for larger values the all-rejecters
(curve 4) start to increase: we find a steady state Se,ec in which all-rejecters
can be found alongside the egg-rejecters. For even larger k the all-rejecters
are the only hosts. In all these cases we have Pe  Pc, Pec. The chick-
rejecters (curve 3) are absent for all k. Parameters used are as in Figure 6.2,
but with f  0.71212, e1  0.882 and c1  0.934.
one may find one-parameter families of steady states when two cuckoo
densities are the same, or a two-parameter family if Pe   Pc   Pec.
Since this is biologically implausible, these mathematical properties of
the model don’t provide additional insight in this biological context.
Multiple fittest strategies
Recall that Pe, Pc and Pec are the three values of Pt at which the fit-
ness of the all-accepters coincides with the egg-rejecters, chick-rejecters
and all-rejecters respectively. As we have seen, the heuristic argument
may only be applied if there is a unique smallest value among Pe, Pc
and Pec. We will now discuss what happens if there are two or more
smallest values. We have one of the following four options:
Pe   Pec

Pc, (6.10)
Pc   Pec

Pe, (6.11)
Pe   Pc

Pec, (6.12)
Pe   Pc   Pec. (6.13)
To understand the behaviour of the model in any of these four cases
we investigate the effect of passing through them in parameter space.
For instance, in Figure 6.7 we have varied parameters such that we
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Figure 6.7: We make a transition from a system with Pe  Pec, Pc (fig. a)
to Pc  Pec, Pe (fig. e). In Figure a we find the coexistence between all-
accepters (curve 1) and egg-rejecters (curve 2) for small values of k and
between egg-rejecors and all-rejecters (curve 4) for larger values of k. Fig-
ure b shows the coexistence of three host types, namely all-accepters, egg-
and all-rejecters. This is one realization of a one-parameter family of equi-
libria, and it is dependent on initial conditions. In Figure c we have the
familiar steady states in which all-accepters and all-rejecters coexist in in-
termediate frequencies. In Figure d we find all-accepters, chick- and all-
rejecters incoexistence, and in Figure e we have the same behaviour as in
Figure a, with egg-rejecters replaced by chick-rejecters. Note that all these
transitions are non-continuous. Parameters are as in Figure 6.2, but with
the exception of f  0.71212 (all five figures), e1  0.882, c1  0.934
(fig. a), e1  0.88, c1  0.935 (fig. b), e1  0.878, c1  0.936 (fig. c).
e1  0.87, c1  0.94 (fig. d), e1  0.868, c1  0.941 (fig. e).
make a transition from a system in which Pe is the smallest equilib-
rium cuckoo density to one in which Pc is the smallest, passing through
Pe   Pec

Pc, and Pc   Pec

Pe, i.e., cases (6.10) and (6.11). At the
first critical point we find a coexistence of three host types in stable
equilibrium, namely all-acceptance, egg rejection and all-rejection. In
fact, at this point there exists a one-parameter family of stable solutions.
The realization of any steady state is dependent on initial conditions. A
similar situation is found at the second critical point, illustrated in Fig-
ure 6.7d. Here we find a particular solution of the one-parameter family

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of solutions in which all-accepters, chick-rejecters and all-rejecters are
in coexistence.
Note that in Figure 6.7a and 6.7e we can identify the stable coexis-
tence of two defensive host types as described in the previous section.
For large values of k the all-rejecters are the only hosts present, despite
the fact that Pe

Pec (fig.6.7a), or Pc

Pec (fig.6.7e) . We stress that this
is not predicted by the heuristic argument.
Case (6.12) is illustrated in Figure 6.8. Also here we make a transi-
tion for a system in which egg-rejecters are fittest to one in which chick-
rejecters are fittest, passing through the desired critical point. At the
critical point we see that we again find coexistence of three host types,
in this case all-accepters, egg- and chick-rejecters. Also here we find a
one-parameter family of steady states at this critical point in parame-
ter space. In this particular simulation we also find a Naimark-Sacker
region in which steady oscillatory behaviour occurs confined between
the two curves enclosing the region.
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Figure 6.8: Here we have set Pec at a large value to illustrate the ef-
fect of passing through a transition from egg rejection to chick rejection
without encountering all-rejection. Now we find coexistence between all-
accepters, egg- and chick-rejecters at the critical point as illustrated in Fig-
ure b. Moreover, we find Naimark-Sacker regions in all three pictures, in
which quasi-periodic solutions are found. Parameters are as in Figure 6.2,
but with the exception of k2  0.31, f  0.71212 (all three figures) and
with e1  0.8754, c1  0.9373 (fig. a), e1  0.875, c1  0.9375 (fig. b),
e1  0.8746, c1  0.9377 (fig. c). In this simulation we have not chosen
k2 conform its definition on page 174. However, the chosen value does
comply with the assumption that k2   e2, c2, and as such can be seen as
realistic.
We are left with the coincidence of all three cuckoo population equi-
libria, i.e., when Pe   Pc   Pec. In this case, we find a two-parameter
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family of solutions in which all four host types coexist in a stable steady
state. The ratio in which the four host types coexist with each other de-
pends on initial conditions. An example is given in Figure 6.9.
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Figure 6.9: If all three equilibrium cuckoo densities are equal, the four host
types coexist in intermediate frequencies. The actual ratios depend on
initial conditions. Note the region with quasi-periodic solutions for k be-
tween 1000 and 2000 in the Naimark-Sacker-region. Curve (1) represents
all-accepters, curve (2) egg-rejecters, curve (3) chick-rejecters and curve
(4) all-rejecters. Parameters are as in Figure 6.2 except with f  0.71212,
e1  0.875, c1  0.9375, k1  0.83333, k2  0.4 (see Figure 6.8 for the
choice of k2).
6.3. Discussion and biological implications
With these results at our disposal, we will now give a reflection on
some current views in ecology, and more specifically on the original
question: why do we find so few cuckoo hosts that are able to defend
themselves by recognizing an aberrant cuckoo chick in their nest?
Before giving a detailed account on the question of why chick rejec-
tion has not evolved among cuckoo hosts, we will first put the model
in an ecological perspective.
Diploid model
We have also looked at a full diploid system (e.g., as in [133, 132]),
and may conclude that although there are some quantitative differ-
ences, the overall effects of both models are qualitatively the same. The
  
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host species survival rate sH
Reed Warbler (Acrocephalus scirpaceus) 0.37   0.51
Meadow Pipit (Anthus pratensis) 0.83
Wren (Troglodytes troglodytes) 0.58   0.63
Dunnock (Prunella modularis) 0.51
Redstart (Phoenicurus phoenicurus) 0.51   0.71
Table 1: Survival rates for various well-known host species of the cuckoo.
From [30, 31].
main difference is to be seen in the invasion speeds. The process of re-
combination slows down the increase of the selectively advantageous
hosts, and vice versa for selectively disadvantageous hosts.
Fitting the model to nature
As we have seen in the analysis, the model may display a sensitive
dependence on parameters. For instance, we have found a small inter-
val in the sH-range, where sudden changes in the qualitative behaviour
take place. We briefly compare this interval with experimental values.
Table 1 shows the survival rates for a number of well-known hosts of
the cuckoo.
Takasu et al. (1993) have used somewhat lower values (sH  
0.2, 0.5). The sH values in which the periodic solutions have been found
are in the lower range of the experimental values. For instance, tak-
ing the parameter values of Figure 6.5 we find oscillatory behaviour
roughly in the interval sH
 
  0.365, 0.38  as shown in Figure 6.4. Hence
we may have to be careful with the interpretation of population dy-
namics in species which exhibit survival rates at this lower end of the
spectrum: they may display sustained defensive rejection behaviour
for sH values even below the critical asymptotic value.
Perfect defence is not sustainable
We have discussed the existence of the equilibria Se, Sc and Sec in
which we find coexistence of two host types, namely the accepters and
one defensive host type. In the Appendix we have given the full math-
ematical derivation of these solutions. At each of these three equilibria
the values of the fitness functions of the respective host types are equal.
This simplifies the procedure. To give an example, for Se we find that
egg-rejection hosts have the same fitness as accepter hosts at the given
  
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cuckoo density. In mathematical terms, and recalling that
Se     Pe, He, ha , he , 0, 0 
by equation (6.7), we have
fa   Pe    fe   Pe  .
From this expression we infer that this gives only relevant solutions
provided Pe

0, or
Pe  
1
a
log 
1   e1  e2
e2


0.
Hence, if we were to exclude any discrimination costs by setting pe   0,
and hence e1   1, we would find Pe   0. Similarly, if the chick-rejecters
or all-rejecters were to defend themselves perfectly, giving cost coeffi-
cients of c1 and k1   1, we would obtain Pc   0 and Pec   0 respec-
tively. So for the cuckoo it is crucial that the hosts display imperfect
defence behaviour. Also from a physiological point of view there may
be consequences. Let us suppose that the defensive hosts have to in-
cur some physiological cost associated with the ability to discriminate
eggs or chicks (a cost we have so far neglected). Now, if we introduce
a perfectly-defending host type in an otherwise accepting host popu-
lation, the defending hosts will increase in number, and will drive the
cuckoos to extinction. From that moment on, the two host types will be
selectively neutral with respect to defence behaviour, but the accepting
hosts will have a selective advantage in terms of the physiological costs
they don’t have to incur. Heuristically, we may thus conclude that in
the long run we expect to find non-defending hosts again.
In short, the assumption that hosts birds defend themselves imper-
fectly by making type I errors (pe, pc  0) is a necessary condition for
any discrimination behaviour to be sustained within this model.
The non-prevalence of chick rejection
We now turn to more specific considerations and formulate more
precisely why, according to our findings, chick rejection is rarely in na-
ture.
Chick-rejection behaviour is incorporated in this model in two host
types: the chick-rejecters and the all-rejecters. As we have seen, in most
cases the heuristic argument given at the beginning of the Analysis sec-
tion is applicable. Hence, to explain why we do not see chick-rejecters
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rather than egg-rejecters we have to show that Pe

Pc for realistic pa-
rameter values. The conditions for this are
1   e1
e2

1   c1
c2
.
After some algebra this reduces to
γ

γec  
pc
1   qc
1   qe
pe
1   bc
1   be
.
Now bc  be, so that   1   bc      1   be   1, and γ, the average fraction
of the clutch saved by parasitized chick-rejecters, satisfies γ

1. The
combination pe     1   qe  is a measure of how difficult it is to discrim-
inate eggs. It increases with the probability of either type I or type II
errors. Hence, unless it is more difficult by a sufficient margin to dis-
criminate eggs than chicks, so that
pe
1   qe
1   qc
pc

1   be
1   bc
1
γ

1,
chick-rejection cannot compete with egg-rejection. If γ is small, as it
might be unless chick-rejecters keep a close watch on their nest, then
chick-discrimination must be much easier than egg-discrimination for
chick-rejection to prevail. It has been suggested that to spot a cuckoo
chick might be more difficult than to recognize a cuckoo egg (Davies
and Brooke 1988). The chicks are born within a number of days and
their appearance changes quickly due to rapid growth. Eggs may look
more homogeneous. This suggests that pe     1   qe   pc     1   qc  ,
and under these circumstances egg-rejecters always outcompete chick-
rejecters.
All-rejecters are fitter than egg-rejecters if they are parasitized (since
k2  e2). To explain why we do not see all-rejecters rather than egg-
rejecters we have to show that Pe

Pec for realistic parameter values.
The conditions for this are
1   e1
e2

1   k1
k2
.
Definingα   e1   k1  0, β   k2   e2  0, this is equivalent to
1   e1
e2

α
β
,
or
γ

γek  
1   bc
1   be
pc
1   qc
1   qe
pe
1   pe
qe

1 
pe   be   bec 
  1   pe    1   bc 
 
.
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The term in the braces is greater than 1. If egg-rejection errors are suffi-
ciently small that pe  qe

1, then   1   pe    qe

1. Egg discrimination
would be extremely poor if this inequality did not hold. Either pe or qe
or both would be greater than 12 , meaning that the host would be more
likely than not to make an error of type I, type II, or both. It follows that
γek  γec, so that if the chick-rejecter inequality γ  γec holds, then
γ

γec

γek ,
and the all-rejecter inequality also holds. It is easier for chick-rejecters
than all-rejecters to invade a steady state consisting of egg-rejecters and
all-accepters. At first sight this is a surprising result, and it is interest-
ing to see why it holds. We may trace it back to the fact that β   k2   e2
is small unless errors are large. Even when all-rejecters have an ad-
vantage, which is when parasitism pressure is high, that advantage is
small, only being brought into play when, through an error, the first
line of defence has failed. Compounding the difficulty, the stable steady
state, where the system ends up, is the one where parasitism pressure
is lowest, and even this small advantage is likely to disappear.
This result may be applied much more generally. Similar arguments
could be advanced for any situation where two consecutive lines of
defence against parasitism or predation were possible, and we would
predict that although in certain circumstances either one could prevail,
the strategy of maintaining both defence systems would only be worth-
while if there was a high probability that the first one would fail.
Evolutionary lag or equilibrium?
There has been a long debate whether the observed lack of chick re-
jection (and also the variation in egg rejection in different host species)
in avian brood parasitism is due to an evolutionary lag [38, 145, 87, 127]
or whether the present situation is one of evolutionary equilibrium
[34, 119]. We argue that the model captures both ideas, and by choos-
ing discrimination costs appropriately, we will see that the model is in
agreement with both of these views.
These hypotheses are both concerned with the explanation of one
trait. If we want to view chick discrimination from the viewpoint of the
lag hypothesis, we assume a lack of hereditary variation in the gene
coding for this trait and sufficient benefit for the host to have the ability
reject a cuckoo chick [117]. Hence we assume c1 and c2 to be large, so
chick discrimination is quick (γ close to 1) and easy (pc and qc are close
to zero). There are no restrictions on k1, k2, e1 or e2. The critical point
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would be values of c1 and c2 such that
1   c1
c2
 
1   e1
e2
. (6.14)
The model predicts that, starting with any non-trivial number of chick-
rejecters, if chick rejection is the attracting steady state, the system will
converge to this steady state.
If we assume higher costs for chick-discrimination, so that it is ei-
ther slow or difficult, hence assuming c1 and c2 to be low and thereby
questioning the adaptiveness of this trait, we are in the domain of the
equilibrium hypothesis. This view assumes moreover that there is suf-
ficient hereditary variability in the host population, i.e., the number of
chick-rejecters in the host population is non-trivial. Again there are
no constraints on any of the other four discrimination costs. The crit-
ical point is again given by equation (6.14), and the model predicts
that chick rejection should prevail if these discrimination costs are low
enough.
The first supportive evidence for chick rejection
As we have discussed in the Introduction on page 170, there has
been some debate whether or not hosts of parasitic birds need com-
paritive material to be able to discriminate their young from the pa-
rasite’s. Two recent papers indicate that such simultaneous compar-
ison is in fact not always necessary. In these cases the strategy used
is different from the ones already suggested. Australian superb fairy-
wrens desert all nests with a non-mimetic shining bronze-cuckoo chick
present and 40% of nests with mimetic Horsfield’s bronze-cuckoo chick
present [81]. Fairy-wrens sometimes desert their own lone chicks but
the desertion rate is significantly higher in the presence of the parasitic
progeny. Thus, cuckoo chick desertion cannot be explained fully as a
by-product of a life-history strategy to avoid inefficient parental invest-
ment in a single chick brood. Further experiments showed that the cue
for recognition is not the appearance of the chick but the structure of
begging calls. The host response was clearly not based on imprinting—
females that accepted a parasitic chick did not abandon a lone host
chick in later breeding attempts.
European reed warblers adopted similar responses to parasitic
common cuckoo chicks—desertion after a very long nestling period
[60]. Several lines of evidence indicated that warblers refused to feed
cuckoo chicks that require a higher intensity of parental care than an
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average host brood at fledging, i.e., feeding rates to the parasite were
outside the normal range of parental care at an unparasitized nest.
How does the model fit the real world?
Almost all hosts of the common cuckoo show a relatively high re-
jection rate of parasitic eggs [36] which could—together with extremely
low parasitism rates at the host species level (

5% [33])—explain the
absence of nestling discrimination in these hosts. Note that even with-
out parasitic egg rejection by the host the effective parasitism rate at the
chick stage is lower than at the egg stage because some parasitic eggs
are ejected by another cuckoo (4%), and some are infertile, laid too late
in the breeding cycle of the host, or do not hatch for some other reason
(2%) ([105], Øien et al. unpublished data).
On the other hand, hosts of the brown-headed cowbird Molothrus
ater are either close to 100% egg-rejecters (selection for nestling rejection
is then nil) or they accept almost all parasite eggs. This is probably a
result of a recent colonization by the parasite [119] so we cannot expect
to observe nestling rejection here either. In all, both systems with evict-
ing and non-evicting parasites are in line with the third prediction of
the model that egg rejection is often the only defence strategy present
within the host population.
Rejection of the eggs of parasites renders few opportunities that
favour nestling recognition in comparison to egg recognition. Thus,
the rare enemy hypothesis becomes the “rarer enemy hypothesis”
which predicts that nestling discrimination (and consequently parasitic
nestling mimicry) should predominantly evolve in hosts that display
mild egg rejection, for instance by being tricked into accepting parasite
eggs because of the nearly perfect match between parasitic and host
eggs. Such a nearly perfect match could result from mimicry and phy-
logenetic [104] or physical constraints (a host cannot discriminate eggs
in poor light conditions of dark domed nests especially if alien and host
eggs are of similar size and shape [46]).
Several host-parasite systems that show 100% egg acceptance also
discriminate against parasitic nestlings and parasite mimicry can also
be found. Examples are estrildids parasitized by Vidua finches [104,
107], bay-winged cowbird Molothrus badius parasitized by screaming
cowbird M. rufoaxillaris [46] and superb fairy-wrens parasitized by
Horsfield’s bronze-cuckoo [81]. Circumstantial evidence for joint oc-
currence of egg-acceptance and nestling rejection/mimicry comes from
other two systems: house crows Corvus splendens parasitized by the
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Asian koel Eudynamys scolopacea [39], and shining bronze-cuckoo para-
sitising the grey warbler Gerygone igata [57]. Both hosts accept all para-
sitic eggs. It has been argued that the chicks of Asian koel are probably
mimetic [34, 33], and indirect evidence suggests also nestling mimicry
in the shining bronze-cuckoo [57].
Hence, selection induced by parasitic nestlings is not relaxed by
parasitic egg ejection in any of these systems. This is consistent with
the rarer enemy hypothesis. It should be noted, that rufous-bellied
thrushes Turdus rufiventris may also be able to discriminate against
parasitic shiny cowbird Molothrus bonariensis chicks [85] but the ac-
cepter/rejecter status of this host is unfortunately unclear; this host is a
very weak rejecter at best [84].
Some authors [111, 57] considered discrimination against foreign
nestlings in a species that accept strange eggs to be puzzling. However,
as egg rejection keeps the effective parasitism rate at the nestling stage
at levels that might not allow positive selection of nestling discrimina-
tion, there are good reasons to expect exactly this pattern.
The model fits the two new papers reasonably well. The fairy-
wrens adopt a chick rejection strategy that is both low cost and virtu-
ally error-free (fairy-wrens sometimes desert lone own chicks but one
chick broods are extremely rare in this species). This fits the rarer en-
emy hypothesis as we have seen. Reed warblers have higher costs and
probabilities of re-nesting are lower due to a shorter breeding period.
Although there is substantial egg rejection (
 
40%) among the warblers
[105], the relatively high parasitism rates in this particular population
suggest it is not very effective. However, the warbler adopts a strategy
of delayed chick rejection which could mean it is virtually certain that
it has a cuckoo in the nest. Thus, it very rarely has to pay the costs
of a recognition error - reed warblers were reported to never desert
one-nestling broods [33, 59]. The advantage of error-free defence bears
the cost of long care for the parasite before desertion. These factors
could perhaps explain the lower frequency of chick desertion in war-
blers compared to fairy-wrens (16 vs 40-100%).
Theoretical implications and future directions
Following three decades in which brood parasitism research fo-
cused almost exclusively upon the egg stage the last five years have
brought a set of exciting papers which finally pay attention to the
nestling stage [60, 81, 46, 85, 107]. In future research we suggest that
it would be best not to focus exclusively on parasite chick mimicry
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because this may be distracting—chick discrimination by hosts may
not necessarily lead to the evolution of nestling mimicry in parasites
[60, 46]. A more fruitful approach would be to focus on (1) host re-
sponses (in species parasitized with near perfectly matching eggs) to
cross-fostered non-parasitic nestlings of other species and (2) effects of
brood reduction in both naive and experienced host individuals. The
reason for the latter is that the costs of desertion may decrease with the
age and experience of the host (rejection of parasitic nestlings by superb
fairy-wrens is partly explained by brood reduction [81]).
This synthesis of current experimental and theoretical progress
gives new insight into the interaction between defence strategies and
the working of the rare enemy effect. It may also explain paradoxes in
other parasitic systems. For example, when there is more than one level
of parasitism, we can now understand why some species fail to recog-
nize their own friends. Ant colonies Myrmica schencki are sometimes
parasitized by butterfly larvae Maculinea rebeli [2]. In turn the butter-
fly larvae may be parasitized by Ichneumon eumerus wasps. A chemical
cocktail that provokes in-fighting among the ant workers [134] allows
the wasp to get access to and lay its egg in the caterpillar. Although
the wasps help relieve the ants from their parasites (if the parasitized
caterpillar consumes less of the ants’ resources), the ants clearly do not
recognize the wasps as their allies - or why would the wasp have to
cause internecine warfare to get into their nest? We suggest that the
beneficial wasp is simply too rare to be recognized as a friend. The
wasp is rare because the butterfly is rare: the extreme specialization
within this system drives a “rare friends effect”.
In both cases, the actual rare enemy or rare friend is made rare by
defences against other ‘predators’ in the system. Cuckoo chicks are rare
because egg rejection has made them rare; the wasps are rare because
the butterflies are. These two parasite-host systems elucidate subtle
new mechanisms in which rarity structures the evolution of organisms,
and indicate that the evolution of some adaptations could change the
‘rules of the game’ at other stages of coevolution, leading to maladap-
tiveness of some traits that would otherwise be adaptive for the bearers.
6.4. Appendix
We start the more formal mathematical investigations with an ex-
plicit formulation of the three equilibria Se, Sc and Sec. We will do
these derivations for Se and leave the rest of the details to the interested
reader.
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Se is converged upon if the fitness of egg-rejecters and all-accepters
is equal. By solving the fitness equations fa   fe for Pt we find that at
Se
Pt   Pe :  
1
a
log 
1   e1  e2
e2 
. (6.15)
For easy reference in the discussion, the other equilibrium values for
the cuckoo for Sc and Sec are given here.
Pt   Pc :  
1
a
log 
1   c1  c2
c2 
, (6.16)
Pt   Pec :  
1
a
log 
1   k1  k2
k2 
. (6.17)
If we introduce arbitrary (non-trivial) host type frequencies for all
four host types, and the system converges to Se, then we will see that
the chick-rejecters and all-rejecters have vanished at steady state: they
have been outcompeted by the fitter egg-rejecters. Hence, using eq.
(6.15) and setting hc   hec   0, we can solve eq. (6.2) at steady state to
find
Ht   He :   k  sH 
f e2
1   e1  e2
  1  .
To express he at steady state we introduce
A   x   
  1   sP  log x
aG   sH 
f
x   1    1  
1
x 
.
Now we find he and ha at steady state by solving eq. (6.1):
ha   1  
1
1   qe
 1  
1
k
A 
1   e1  e2
e2  
,
he  
1
1   qe
 1  
1
k
A 
1   e1  e2
e2  
. (6.18)
In conclusion, we find
Se     Pe, He, ha , he , 0, 0  .
The derivation of the other equilibria is done in a completely analy-
gous fashion. For chick and all rejection the expressions are given upon
substitution of ci and ki for ei respectively, i   1, 2, and similarly qc and
qec for qe, in all equilibrium expressions for egg rejection. The formulae
for the three other steady states—egg and all rejection, chick and all re-
jection and egg and chick rejection—are slightly more complicated but
found in precisely the same way.
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We make the following remarks, which apply for all three Se, Sc
and Sec but to avoid iteration are only stated for Se. The steady state
Se is illustrated in Figure 6.3 in terms of he with respect to our chosen
bifurcation parameter k. It intersects he   0 and he   1 in two points.
In the interval between these points we hence have coexistence of egg-
rejecters with all-accepters. We extend Se by including the steady states
he   0 and he   1, and denote this by S¯e.
A necessary condition for Se to be attained is he

0. Using this
condition, we can find a minimal value for k for this condition to be
satisfied, denoted by ke0, such that h
e

0:
ke0   A

1   e1  e2
e2 
.
Recall that kP is the critical value for the existence of the cuckoo popu-
lation, given by kP     1   sP    aG   sH  f   1  . Note that kP  ke0. For k
in the interval   kP, ke0  , the system converges to S
1.
Another necessary condition for Se to be attained is that he

1. Fol-
lowing the same procedure, we find a maximal value for k, denoted by
ke1,
ke1  
1
qe
A 
1   e1  e2
e2 
.
If we solve he   0 for sH we find an asymptotic value for which Se
can exist. Denoting it by seH, it is given by
seH   1  
f e2
1   e1  e2
.
An illustration of this asymptote is given in Figure 6.4. Under the as-
sumption that e1 , c1  k1 and k2  e2 , c2 one can show that secH  s
e
H , s
c
H,
and kec0  k
e
0, k
c
0.
Dynamical behaviour of the three equilibria
With these explicit equilibrium solutions we investigate which of
these equilibria is attained by the system. Suppose that for instance
Pe

Pc

Pec, that k is sufficiently large, and that all host type fre-
quencies are non-trivial. Then if we start at some P0  Pec, we know
by construction of the fitness functions, that the all-rejection hosts have
highest fitness (see Figure 6.1). Hence, they will cause the cuckoo pop-
ulation to decrease. By the decreasing nature of f e, there comes a point
where egg rejection becomes fitter than all-rejection. This is reflected by
the fact that we have assumed that Pe

Pec. So the cuckoo population
will decrease further and will eventually spiral around Pe: for Pt

Pe
  
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the all-accepters are fittest and their increase allows Pt to increase; the
opposite effect is seen when Pt

Pe. If we assume that these oscilla-
tions converge to an equilibrium, we only have one option: the system
converges to Se. This argument indicates that the relative position of
the equilibrium cuckoo populations may determine to which solution
the system converges.
As we have seen in the previous paragraph, we can determine to
which equilibrium solution the system converges by looking at the
relative positions of Pe, Pc and Pec. It is immediate that Pe

Pc if
1  e1

e2
e2 
1  c1

c2
c2
, and analogous identities for the other options.
  
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Samenvatting
In dit proefschrift worden verschillende problemen onderzocht uit
de toegepaste wiskunde. In elk van deze staat de rol van restricties cen-
traal. In hoofdstukken 2 tot en met 5 worden deze beperkingen vooraf
opgelegd; in het laatste hoofdstuk vinden we binnen het bestudeerde
model achteraf een restrictie die een nieuw inzicht geeft in de behan-
delde problematiek.
Hoofstuk 1 geeft een inleiding in de verscheidene problemen die
behandeld worden in dit proefschrift, en geeft kort weer welke resul-
taten worden besproken in de erop volgende hoofdstukken.
Hoofdstuk 2 heeft als onderwerp hoe een dun elastisch snoer kro-
nkelt rond een cylinder. Tijdens het kronkelen kan het snoer met
zichzelf in aanraking komen. Dit compliceert de wiskundige analyse,
wat de inspiratie vormt van dit stukje onderzoek. We leiden een ener-
gieminimalizatie-probleem af met een niet-lokale restrictie, en geven
een volledige karakterisatie van de oplossingen van dit systeem. Het
voornaamste resultaat is een bewijs dat de verzameling punten waarin
het snoer zichzelf aanraakt een gesloten interval vormt.
Hoofstuk 3 handelt over de extensie van drie bekende concepten
uit de studie van gesloten snoeren (waarbij de einden aan elkaar vast
zitten), Link, Twist en Writhe, naar de klasse van snoeren die voor onze
toepassingen interessant zijn: open snoeren. De voornaamste uitda-
ging is te bestuderen voor welke deelverzameling open snoeren zulke
nieuwe concepten gedefinieerd kunnen worden, zonder dat hierbij
ambiguı¨teit ontstaan, en zonder verlies van de oorspronkelijke eigen-
schappen.
Hoofdstukken 4 en 5 behandelen een eenvoudig model voor de
vorming van membraan-achtige structuren die onstaan door de inter-
actie tussen lipide moleculen en het omringende water waarin deze zijn
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opgelost. Nadat het model is geı¨ntroduceert bekijken we de eerst de
regulariteit van oplossingen. Vervolgens bekijken we, gewapend met
deze informatie, voor welke parameterwaarden in het model oplossin-
gen bestaan.
Hoofdstuk 6 vormt het sluitstuk van dit proefschrift. Hier bekijken
we het parasitaire gedrag van de Koekoek op de waardvogels bij wie
zij haar eieren legt. Met name de verschillende strategie¨n waarmee de
gastheren zichzelf kunnen verdedigen staan centraal. We laten zien dat
het bijna nooit adaptief is voor de gastheer om zich te verdedigen met
meer dan e´e´n strategie.
Dit proefschrift is gebaseerd op de volgende artikelen. 
G.H.M. van der Heijden, M.A. Peletier, and R. Planque´, Self-contact
for rods on cylinders, submitted to Arch. Rat. Mech. Anal. arXiv:
math-ph/0411007, 2004. (Hoofdstuk 2) 
G.H.M. van der Heijden, M.A. Peletier, and R. Planque´, A consis-
tent treatment of link and writhe for open rods, submitted to Arch. Rat.
Mech. Anal. arXiv: math-ph/0310057, 2003. (Hoofdstuk 3) 
M.A. Peletier and R. Planque´, A simple continuum model for lipid mem-
branes, in preparation. (Hoofdstukken 4 and 5) 
R. Planque´, N.F. Britton, N.R. Franks, and M.A. Peletier, The adap-
tiveness of defence strategies against cuckoo parasitism, Bull. Math. Biol.
64 (2002), no. 6, 1045–1068. (Hoofdstuk 6) 
T. Grim, R. Planque´, N.F. Britton, and N.R. Franks, May defence strat-
egy antagonisms and rare enemy effects explain the rarity of parasitic
nestling discrimination?, submitted to J. Avian Biology, 2004. (Hoofd-
stuk 6)
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