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I. INTRODUCTION
At present, the majority of models in mathematical biology pertaining to the heart and its function are formulated at the cellular level and take into account the details of the function of ion channels in the cell membrane.
1 This leads to a large number of nonlinear differential equations stemming from the Hodgkin-Huxley equations 2 of 50 years ago. As the number of parameters of each equation is also large and the dependence of the properties of the channels on the cell membrane potential complicated, the parameter space of this class of models is often very large, which makes difficult its analysis. In addition, the detailed properties of the various ion channels need to be determined in separate experiments and many properties are still to be uncovered. This class of models has made very important progress in recent years, and many important results including those related to new drugs have been found. The aim of this paper is to study the possibility of forming a model of the conduction system of the heart, based on nonlinear oscillators and not on the properties of ion channels. The model should be able to reproduce the main properties of the system. The phenomenological approach using nonlinear oscillators is not suitable for the investigation of the cardiac conducting system at a cellular level but it allows a global analysis of heartbeat dynamics by investigating interactions between the elements of the system. We are interested in finding a simple model in order to ascertain what is the minimal structure of the phase space that allows the model to perform similarly to the conduction system of the heart. The conducting system of the human heart-the SA node ͑the primary pacemaker͒, the AV node, and the HisPurkinje system-may be treated as a network of selfexcitatory elements. These elements may be modeled as interacting nonlinear oscillators. 3 In the past, nonlinear oscillator models of heartbeat dynamics ͑see the paper by di Bernardo 4 and references therein͒ assumed bidirectional coupling between the SA and AV nodes. Such a coupling signifies that the SA node reacts immediately to the dynamics of the AV node. In our model of the conduction system, we assumed a unidirectional coupling between the nodes. We based our model on the van der Pol ͑vdP͒ oscillator 5 given by
where ␣ is the damping constant, = 1 for the van der Pol model, and 0 is the frequency. Note that x͑t͒ may be expressed in volts if the parameters of Eq. ͑1͒ have the proper units ͑compare, e.g., Ref. 6͒. However, in the final section we discuss a model of the nodes SA and AV coupled to a FitzHugh-Nagumo equation as a model of the heart tissue. Since the variables of the FitzHugh-Nagumo equations are unitless, the variables describing the nodes were also made unitless throughout the paper. For convenience, we assumed such a ͑unitless͒ time scale so that the resultant magnitude of the periods of the oscillations may be compared with the magnitude of the periods observed in physiology. We based our model on relaxation oscillators for two reasons:
First, the van der Pol oscillator adapts-without changing the amplitude 7 -its intrinsic frequency to the frequency of the external driving signal F͑t͒. This is a very important feature because the main cardiac pacemaker is the element of the conducting system with the highest frequency to which all other oscillators must adjust. As a result, a hierarchy of pacemakers in the conduction system of the heart is created, an observation that led van der Pol and van der Mark to the first model of the heart 5 based on Eq. ͑1͒. Second, FitzHugh 8 showed that an extended version of the van der Pol equation ͑1͒ may be obtained as a simplification of the Hodgkin-Huxley equations. The FitzHughNagumo model 8 may be treated as a link between relaxation oscillator models and modern analysis of physiological oscillators based on ion channels as, e.g., Ref. 1. Currently, both FitzHugh-Nagumo and Hodgkin-Huxley type models are used to study the properties of cardiac tissue.
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Since the work of van der Pol and van der Mark, 5 other models using relaxation oscillators 6, [8] [9] [10] have been published. These models were mainly focused on the interaction between the AV and SA nodes. Although they provided many interesting results, they were not able to reproduce some important features of real cardiac action potentials. The most important of these features are the shape as well as the properties of the refractory period and are today reproduced by ion channel models such as those discussed in Refs. 1 and 11.
In Ref. 12 , we introduced an oscillator that is more physiologically accurate in the sense of the shape of the action potential, the properties of the refractory period, and the possible ways of frequency change. Below, we show that it has interesting properties under different kinds of external drive and enables us to reproduce some important physiological phenomena. Contrary to what one may expect, we found that important results are due to the properties of the single oscillator. Consequently, a considerable space below is assigned to that aspect. The properties of the coupled oscillators as models of the interacting SA and AV nodes follow.
II. THE MODEL

A. Model of the isolated node
An action potential ͑AP͒ of a cell is generated when its membrane is excited above a certain threshold potential and ion channels are activated. 13, 14 This allows ion currents to flow into or out of the cell, thus changing its potential and resulting in the generation of an action potential. After the discharge, the membrane potential returns to its rest state and the cell awaits another excitation input. During the generation of the action potential, the cell is in the refractive phase, and for a certain time ͑the refractory time͒ it is resistant to external perturbation.
The cells of the nodes of the cardiac conducting system have the property of spontaneous depolarization, 14 i.e., they can repeatedly generate an action potential on their own, without an external input. Figure 1 is a schematic drawing of the action potential and shows how the change of period of the action potential may occur according to the current knowledge in cardiology. 15 Depending on how fast the depolarization proceeds, the cells have different rates of generation of the action potentials. Curve a in Fig. 1 original action potential, while b depicts the one with a longer period due to an decrease of the depolarization rate. There are also other ways of regulating the firing frequency of the cardiac pacemaker:
15 through a change of the resting potential ͑curve d in Fig. 1͒ and through a change of the threshold potential from V 0 to V 1 ͑Fig. 1, curve c͒. These three mechanisms are very general and can be activated by many factors such as an increased activity of the sympathetic or of the parasympathetic nervous systems. They can also be related to physical damage to the conducting system. 16 When constructing a model of the natural pacemaker of the heart, first of all we have to take into account two quantities: the time of spontaneous depolarization and the refractory time. The model should allow us to change these properties independently. Also, the ability to change the frequency of the model by incorporating the other two modes mentioned above is a desirable feature. It is well known that the classical van der Pol oscillator does not fulfill those conditions: changing the damping ␣ results in a simultaneous change of both the refractory and of the diastolic periods.
To study the synchronization of nonlinear oscillators, Postnov et al. 18 developed a modified van der Pol oscillator. In this oscillator, the harmonic force of Eq. ͑1͒ was replaced by a cubic ͑or Duffing͒ term,
Such a modification dramatically changes the properties of the system. Whereas the van der Pol oscillator had only a single unstable focus at x = 0, the model of Ref. 18 has two more fixed points: a saddle at x = −d and a stable node at x = −2d, where d is a parameter. The justification for making this modification given by the authors of Ref. 18 is that the phase space of the new system resembles the phase spaces of several physiological oscillators, e.g., that of the Morris-Lecar model of the neuron membrane. 19 For our model, however, an important effect of the modification is that the action potential is now biased toward negative values. This is the effect of the stable and unstable manifolds of the saddle in our system and is different from the van der Pol oscillator, where the action potential is always symmetric with respect to zero. 12 Also, with an increase of the parameter , which controls the amplitude, the trajectory in our model changes its shape, becoming more curved as it passes the saddle. For a large enough , the system undergoes a global homoclinic bifurcation, which results in the vanishing of the limit cycle and the trajectory resting at the stable node. 18 The form of the model Eq. ͑2͒ implies that the distance between the saddle and the node cannot be changed. To be able to vary this distance, we introduced a new parameter e with both e and d positive,
where ␣ is the damping constant and is a constant usually set equal to 1. Now −e defines the position of the stable node and −d is the position of the saddle. The parameter f allows us to adjust the frequency of the oscillator. The index i =1 indicates the SA node while i = 2 indicates the AV node, x i are the action potentials of the nodes, and y i are the currents acting on these nodes. Our modification does not change the structure of the phase space of the system: in the phase space of the system, there will always be an unstable focus, a stable node, and a saddle. 12 Note that if e and d have opposing signs, the phase space of the system has the same structure as that of a Duffing oscillator, i.e., it contains an unstable focus and two saddle points.
Since one of our goals is to compare the results of the model with the heart rate variability data measured by 24-hour ECG, we took pains to keep the magnitude of the unitless frequency of the model within the range of the human heart rate. To facilitate this, we removed the term d 2 ͑which becomes the product ed in our model͒ in the denominator of Eq. ͑2͒ and introduced the parameter f. An alternate way, which we also used, is to rescale the time. This latter approach introduces a constant into the model that is roughly equivalent to varying the capacitance in the Hodgkin-Huxley model and also changes the frequency of the oscillations.
As a further modification, we replaced the damping term ␣͑x 2 − ͒ in Eq. ͑3͒ by a term asymmetric with respect to the variable x : ␣͑x − v 1 ͒͑x − v 2 ͒ with v 1 v 2 Ͻ 0 to preserve the selfoscillatory character of the system ͑negative dissipation͒. Again, the phase space described above is preserved.
The action potential obtained 20 from the model of each single node Eq. ͑3͒ has the main properties of the action potential of the SA node measured in animal experiments: the shape, refractory time, and diastolic time ͑cf. Fig. 8 in Ref. 12͒. Although we did not do this here, the magnitude of the action potential may be easily rescaled to the physiological range. Note that by increasing the damping parameter ␣, we extend the so-called phase 3 of the action potential. If we additionally make v 1 v 2 Ͼ 0, then the model ceases to be selfoscillatory and Eq. ͑3͒ may be used as a model of the myocyte.
In our calculations, we set ␣ =5, d =3, v 1 =1, v 2 = −1, and f = 3. To model the SA node, we used e = 12, and to model the AV node, we set e = 7, in this way setting the proper ratio of the frequencies of the two nodes.
To compare simulation results with measured data, it is necessary to convert the generated action potentials to a heart rate signal. We assumed that action potentials of the AV node correspond to the contraction of the ventricles, thereby treating the effect of the His-Purkinje system as a simple delay. Thus, by measuring the intervals between consecutive AP spikes, we obtain interspike intervals ͑ISI͒ that can be compared with experimental data.
B. Coupling the nodes
As both nodes of the conduction system of the heart have the property of automatism, assuming a diffusive coupling between them seems natural. However, we need to decide to which equation the diffusive coupling term should be attached, and whether this coupling should be unidirectional.
A survey of the literature shows that in Refs. 4 and 6, a
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bidirectional coupling term in the Eq. for the currents y i was used. However, we decided to couple our oscillators unidirectionally adding the term ͑k 1 x 1 − k 2 x 2 ͒ to the equation for the potential of the AV node x 2 . The coupling term may be interpreted as an additional current due to the difference between the action potentials of the two nodes, and it is in agreement with the formalism introduced originally by Hodgkin and Huxley. 8 A difference in the coefficients k 1 and k 2 allows us to introduce an asymmetry into the coupling, such as would be expected, for example, in a heart block.
C. A spatially dimensional model of the SA node, atrium, and AV node
As will be shown below, the lumped model of Eq. ͑3͒ is able to produce interesting results and to reproduce some of the phenomena occurring in human heart rate variability. However, the conduction between the SA and AV nodes is a spatially extended process. To demonstrate that the nonlinear oscillator Eq. ͑3͒ is able to function in a spatially extended environment, we introduced a spatial dimension into our model. The SA and AV nodes were approximated by a onedimensional ͑1D͒ chain of diffusively coupled oscillators each described by Eq. ͑3͒. The atrial muscle was modeled using a modified FitzHugh-Nagumo ͑FHN͒ model. The FHN model captures the key features of excitable media and is widely used as a simple model of cardiac muscle electrical activity. 21 The equations of the discretized FHN model are
where v i is the activation variable ͑basically equivalent to the action potential͒ of the element ͕i͖, u i is the total slow current at that element, ␤ = 0.7, ␥ = 0.5, and = 0.3. The diffusion coupling coefficient D i was set to values between 10 and 60. The complete model consists of three segments: the SA node ͑15 elements͒, the atrial muscle ͑30 elements͒, and the AV node ͑15 elements͒ coupled diffusively at the interfaces ͑Fig. 2͒. Since the activation variables in the models of the nodes ͑on the one hand͒ and in the model of the atrium ͑on the other hand͒ had different ranges of variability, a normalization should be performed at the interfaces between them. Linear transformations were applied to the activation variable in the diffusion coupling part of the equations so that the variables of both systems have the same minimum and maximum values. For example, the coupling term acting on an element at the interface on the SA side was
where D SA = 60 and D SA-A = 10 are the diffusion coupling coefficient at the SA node and the SA-atrium muscle interface, respectively. The index i marks the position of an element in the simulation grid. v * is the activation variable on the atrial side of the system transformed linearly to fit the range of potentials within the node. Parameters x max KG = 1.56, x min KG = −2.4, v max FHN = 1.8, v min FHN = −2.03 are the extrema of the activation variables in both systems assessed numerically with the diffusion coupling set to zero. An analogical coupling method was used at the atria-AV node interface. Coupling at the atria-AV interface was varied to study the effect of the gap in the diffusion coefficient on conduction of the waves to the AV node.
The Euler integration scheme was used with a time step ⌬t = 0.0001. We assumed zero-flux boundary conditions to minimize the effect of the chain ends. Note that following Ref. 21 , we set the parameters of the FitzHugh-Nagumo equations in such a way so as to provide a physiologically plausible time scale of the action potential duration.
Extension of the model to a 1D chain geometry allows us to investigate the propagation of the activation waves. The abrupt change of the coupling constant assumed within the node-atria interface makes the system spatially inhomogeneous. Investigation of the propagation in the inhomogeneous system is important since it is believed that a conduction inhomogeneity in between the node and the atrial tissue plays a key role in the electrical protection of the nodes during episodes of atrial tachycardia. [22] [23] [24] The properties of the activation waves at the inhomogeneity were extensively studied in the past, and conditions for such wave propagation properties as wave block 25, 26 or wave reflection 27 were found using ion channel models. The results obtained by our phenomenological model ͑Figs. 16-18͒ are in keeping with these general results. The model is composed of three segments: SA node ͑15 elements͒, atrium area ͑30 elements͒, and AV node ͑15 elements͒. The grid elements at the interfaces are coupled diffusively.
III. RESULTS AND DISCUSSION
A. Properties of the single oscillator
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Postnov. 18 Note that the position of the saddle affects the magnitude of the resting potential in our model.
By varying the position of the node ͑parameter e͒, we change the frequency of the pulses ͑cf. Fig. 6 of Ref. 12͒. This is an important improvement with respect to the van der Pol oscillator: in the present case, the shape of the action potential remains constant while the frequency may be changed in a wide range. In effect, the change of parameter e in Eq. ͑3͒ results in a change of the rate of spontaneous depolarization, i.e., changing the diastolic period ͑curve b in Fig. 1͒ .
The change of frequency is not linear, however. Figure 4 depicts the dependence of the period of the pulses T as a function of the position of the node e. It can be seen that the period saturates as the node moves away from the limit cycle and the pulse rate increases. For a model of the conduction system of the heart, this is an important property in accordance with the physiological properties of the heart: it is well known that the ability of the heart to increase its rate decreases at greater heart rates. 16 Also, physiological studies show that the activity of the sympathetic nervous system can increase the rate of the heart within a limited range. 17 Thus, the saturation of the curve depicted in Fig. 4 is consistent with physiological data and an increase of the parameter e may be interpreted as a result of an increase of the activity of the sympathetic nervous system.
The parameter ␣ changes the shape of the pulse, which results in a change of the refractory time. Thus, in our model, we may manipulate the diastolic period and the refractory period independently. The change of the shape of the action potential pulse may be large. Figure 3 depicts the action potential shape for ␣ = 5, which is proper for a model of the potential of a node of the conduction system of the heart. However, if we set ␣ = 25, we obtain a shape of the pulse that resembles the action potential of a myocyte 14 with a longer phase 3 of the action potential cycle.
Varying the parameters v 1 and v 2 , we were able to manipulate the frequency of the oscillator obtaining yet another mechanism for the change of heart rate. By varying the value of these parameters, we lower or raise the value of the resting potential, thus decreasing or increasing the frequency of the generation of the action potentials, respectively ͑curve d in Fig. 1͒ . The important fact is that by an appropriate, simultaneous change of both parameters, 12 a change of the frequency may be obtained without changing the maximum value of the action potential ͑cf. Fig. 7 in Ref. 12͒.
Application of a single external pulse
It is well known that application of a single pulse to a limit cycle oscillator may result in a change of phase. 6 In particular, depending on the phase at which the external pulse is applied, the pulse of the oscillator may be delayed or occur prematurely. However, in the model discussed here the existence of the saddle introduces a new feature. First of all, an equivalent of the sinus pause may occur lasting much longer than the normal period of the isolated oscillator. In  Fig. 5 , the upper curve depicts the oscillation obtained from the model with the parameters set so that the period was nominally 1.3. The lower curve depicts the perturbation potential added to the equation for the potential and having a width of 0.8. It can be seen that the effect of the single pulse was such as to cause a pause 7.6 in length, in effect equivalent to a pause in the beating of the heart. Figure 6 depicts an ECG trace recorded in a patient who had a single supraventricular ectopic beat ͑arrow͒. This beat affected the sinus node and, as a result, the pause occurred ͑the pause in Fig. 6 lasted over 2 s͒. 
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When the perturbation pulse amplitude was increased by a very small amount ͑from −1.2 to −1.205͒ then the state point was forced over the saddle onto the stable node, resulting in an asystole. This is shown in Fig. 7 , which also shows that the situation is reversible-the rhythm of the model may be regained by a later application of an appropriate positive pulse.
Effect of an external periodic pulse excitation
In general, the application of periodic pulses to the single oscillator results in an irregular response. This is due to the phase sensitivity of the system. Thus, when the first pulse is applied and occurs during the period of vulnerability of the oscillator, then the action potential will be delayed. The value of this delay is nonlinearly dependent on the phase of the external pulse and on its width and height. Examples of the phase response curve of the oscillator Eq. ͑3͒ are shown in Fig. 8 for different amplitudes of a single rectangular pulse train applied with a constant pulse width of 0.05. The zero of the phase was set at the maximum of the action potential. It can be seen that the phase response curve is continuous. For certain ranges of the phase of the input pulse, the slope of the curve changes rapidly so that a nonlinear response of the system is to be highly expected.
An example of an irregular pulsing resulting from an external periodic drive is shown in Fig. 9 . This is also an effect of the nonlinear phase response curve. Nollo et al. 29 observed experimentally a variability of the period of the AV node action potential when the right atrium was kept under periodic stimulation so that the SA node was deactivated. The variability observed was low-of the order of 2%. They attributed this effect to a persistent modulation of the AV node by the autonomic nervous system. However, our results suggest that the variability observed may be due to the nonlinear oscillator properties of the AV node under the combined effect of the periodic pacing and the autonomic modulation.
The application of a train of periodic or even nonperiodic negative pulses to the model of the single node results in an increase of the average period of the oscillations. The modulation of the average pulse rate lasts as long as the train of negative pulses is applied. This is in fact another way to modify the frequency of the node other than the ones usually described in textbooks 15 and summarized in Fig. 1 . Numerous examples of such changes of the heart rate occurring within a limited time may be found in 24-hour ECG recordings but are usually attributed to vagal activity ͑respiratory sinus arrhythmia͒.
A negative periodic input may result in a cessation of the oscillations ͑an asystole͒ of the single node. We applied a slow square wave of negative pulses to our model: the width of the pulses was 1 and the period was 6. When the amplitude was increased to 1.5, the trajectory was flipped across the saddle and ended in the stable node ͑cf. Fig. 3 of Ref.
28͒. Due to a fast response time, the oscillator reacts only to the last pulse of the square wave, so the effect is the same as for a single pulse applied at the right phase, as in Fig. 7 . If the frequency of the square wave is larger than that of the oscillator, then also an asystole may occur because the effect of several pulses of the wave accumulates.
B. Vagal paradox
Application of a properly shaped negative external pulse may be taken as a model of the action of acetylocholine: this hormone is associated with the activity of the vagal nerve, its ejection time is very short ͑i.e., the rise time of the pulse modeling it should be large͒, and it spontaneously decays relatively quickly ͑Ref. 30 and references therein͒. A train of such pulses may be used to model a number of phenomena that occur in the cardiovascular system. For example, a train of periodic pulses may model the effect of breathing that is mediated through the parasympathetic nervous system and so through pulses of the concentration of acetylocholine. 
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The phenomenon called "vagal paradox" is another effect of the adaptation of the frequency of the oscillator to a train of negative pulses. It is usually expected that a larger intensity of the parasympathetic ͑i.e., vagal͒ activity results in a slower heart rate. It was shown, however, both in animal experiments 30 and by means of an ion channel model of the pacemaker cell, 31 that, depending on the parasympathetic activity ͑i.e., of the frequency of the negative pulses applied to the cell͒, the resulting oscillation period may vary in a nonmonotonous manner.
We reproduced this nonmonotonous behavior in our nonlinear oscillator model. 32 Figure 10 depicts the interspike intervals obtained in our model as a function of the period of the short negative spikes added to the current y 1 in Eq. ͒ with = 50 so that it decayed much earlier than the next spike that appears. Note that the frequency of the drive pulses applied in Fig. 10 was usually lower than the spontaneous frequency of the oscillator. The numerical experiment was repeated for three values of the position of the stable node ͑upper black curve e = 3.5, gray curve −e = 6, and lower black curve −e =20͒. As discussed above, increasing of the parameter e allows us to simulate an increase of the activity of the sympathetic branch of the autonomous nervous system. A decrease of the period of the applied spike train simulates the effect of an increase of vagal activity. The white dots superimposed on each of the three curves in Fig. 10 depict the average ISI of the oscillator output as a function of the drive period. Due to the phase sensitivity of the oscillator ͑Figs. 8 and 9 ͒, its response frequency is not a constant and its variability is represented by the vertical width of each curve in Fig. 10 .
If we focus on one of the three curves visible in Fig. 10 , it may be seen that the mean oscillatory period is-to a first approximation-a decreasing function of the period of the external drive. However, for certain ranges of the drive frequency, both average periods become proportional to each other and the coupling ratio between both rhythms forms a sequence belonging to the Farey tree ͑mode-locking 7,33 ͒. The coupling ratios 1:1,2:1, ... ,5:1 are marked in Fig. 10 .
Other straight line sections may be found in the graph and signify other, more complex mode-locking such as 3:2 ͑not marked͒. The width of a mode-locking region depends on the value of the parameter e. The results depicted in Fig. 10 show that our model is able to reproduce the vagal paradox.
Another important physiological feature reproduced by our model is that the change of the ISI due to a given change of the drive period depends on the value of the parameter e ͑Fig. 10͒. For higher values of e, i.e., a higher level of the sympathetic activity, the amplitude of the variability of the oscillator rhythm induced by the vagal activity is the smallest, i.e., the curve in Fig. 10 becomes flat. This effect is probably responsible for the well known phenomenon that the standard deviation of the RR intervals increases with the mean RR interval. 16 Kotani et al. 34 introduced the term "mode locking" to describe the oscillatory response to the periodic ͑vagal͒ output in a modified Seidel-Herzel model. One important difference between their findings and the results shown here is that they introduced a feedback of the heart rhythm onto the breathing ͑or vagal͒ rhythm, in fact introducing a bidirectional coupling. We show that mode locking itself appears in our model under much weaker conditions, i.e., when only a unidirectional information flow occurs, from the vagal rhythm to a single node of the heart conduction system. The question of what is the exact nature of the coupling between breathing and heart rhythm-bi-or unidirectional-is beyond the scope of the current paper.
C. Parametric modulation of the parameters of the single oscillator: Type I intermittency
In this section, we add to the oscillator developed above a periodic parametric drive. In terms of physiological processes, such a parametric forcing represents a timedependent change of the working conditions of a pacemaker. We show that such a periodically forced system is able to exhibit type I intermittency.
Let us consider the equation of oscillator in the form of Eq. ͑3͒ with the values of parameters ␣ =3, 1 = 0.83, d =3, and e = 6. We now make the value of parameter 2 depend on the time, 2 ͑t͒ = − 0.83 · ͓A sin͑t͔͒, ͑4͒ where = 0.802 and A = 0.1. Note that changing the relaxation parameter v 2 changes both the frequency of the action potential and its amplitude. 12 The parametric drive Eq. ͑4͒ causes an irregular behavior of the oscillator. Figure 11 presents the time series of every third interval obtained with the parametric drive. It can be seen that for relatively long periods of time, these intervals lie close to a period-3 orbit ͑lami-nar phases͒ and these periods of time are separated by chaotic bursts. During the laminar phase, the value of the intervals is nearly constant, monotonically increasing or monotonically decreasing at the end of the phase. This indicates type-I intermittency. 35, 36 Also, the laminar phase distribution, presented in Fig. 12 , has two peaks ͑at the minimum and maximum laminar phase length͒, very characteristic for this type of intermittency. FIG. 10 . Simulation of the vagal paradox: upper curve for e = 3.5 ͑black line͒, middle curve −e =6 ͑gray line͒, lower curve −e =20 ͑black line͒. Increase of the value of e models an increase in sympathetic activity while a decrease of the period of the drive models an increase of vagal activity.
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However, intermittency in this system is somewhat different from that observed in many unimodal maps such as the logistic map. The map constructed from the data in Fig.  11 oscillator is depicted in Fig. 13 . The behavior of the system is more complex than in the case of a unimodal map: we obtained a torus typical for quasiperiodicity induced by the parametric drive. The torus is shaped so that it approaches tangency to the diagonal at three points resulting in type I intermittency.
Type I intermittency has been reported in human heart rate variability. 36, 37 This phenomenon seems to occur for different types of pathology: it is often found for cases of ventricular arrhythmia but also for certain cases of atrial fibrillation. The varied nature of the pathologies with which it is associated indicates that the intermittency may be associated with the conduction system of the heart. It is interesting that in our model of the single node, it is surprisingly easy to obtain type I intermittency in the dynamics of the interspike interval. Note, however, that the laminar phase distribution found in Refs. 36 and 37 is not like the textbook example shown in Fig. 11 . It has been know for a long time that additive noise may distort the right peak of the distribution and make it narrower. 38 Recently, it was shown analytically 39 that nonstationarity may result in the right peak of the distribution splitting into two or three peaks. References 36 and 37 describe numerical experiments in which the laminar lengths distribution was made wider by parametric random noise and the right peak was weakly defined. Preliminary numerical experiments using the oscillator described here show that introducing nonstationarity into the parametric modulation results in laminar phase distributions comparable with the ones obtained in human heart rate variability. 36, 37 This will be the subject of a separate report. Periodic modulation of the parameter e which defines the position of the stable node also leads to the occurrence of intermittency in the interspike intervals of the action potential series. It appears that the observed phenomena are more intricate than in the case of the modulation of the relaxation parameter v 2 described above and require more investigation.
D. Coupled oscillators
To simulate the interaction of the SA and the AV nodes, we used the two oscillators described by Eq. ͑3͒ and coupled them by adding the term k 1 x 1 − k 2 x 2 to the equation for the AV node. At first we assumed that k 1 = k 2 = 1 and chose the parameters of the model so that the intrinsic frequencies of the nodes were 1.1 and 0.75, respectively. With such a setting, the slower oscillator mode locks to the faster one, just as it happens in the system composed of the SA node and the AV node within the heart. With the frequency of the AV node oscillator held constant and increasing the frequency of the SA node in the model, more complex mode-locked behaviors of different rational ratios were obtained including 2:1, 3:2, and other. For large frequencies of the SA node and the AV node, the response became chaotic.
Model of a sino-atrial heart block
Changing the magnitude of the constant k 2 with respect to that of k 1 leads to effects very similar to a 3:2 sino-atrial heart block. 28 Part ͑a͒ of Fig. 14 depicts the Poincaré map of the data ͓part ͑c͔͒ measured in the patient LTK, while parts ͑b͒ and ͑d͒ depict the corresponding result of the simulation for k 1 = 0.75 and k 2 = 0.5. Note that, both in the measured data and in the simulation, the points of the map form a curve starting at the diagonal and oriented upwards on the graph. This feature is an indication of quasiperiodicity. Note that in clinical practice, it is very difficult to ascertain that quasiperiodicity has occurred in the data as the type of block is determined by finding in the ECG trace an integer ratio of the number of P peaks to the number of QRS complexes.
We were also able to simulate a more complicated case of the sino-atrial block: a mixture of a 3:2 and a 2:1 block. 28 This resulted in an escape rhythm sporadically interrupted by the sinus rhythm. This case was simulated by assuming the 
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Żebrowski et al. Chaos 17, 015121 ͑2007͒ same value for both coupling constants but switching the coupling off for 14 s ͑approximately ten periods of the AV node͒ and switching it on for 1.15 s ͑approximately one period of the SA node͒.
Amplitude death due to coupling imbalance
If the constant k 2 was set equal to zero or very small ͑i.e., the coupling becomes a master-slave configuration, e.g., k 1 = 0.75 and k 2 Ͻ 0.19͒, amplitude death ͑cessation of the oscillations͒ occurred. The state point of the AV node oscillator approached the saddle and was then attracted onto the stable fixed point ͑Fig. 15͒. Setting k 2 to very low values models the essential features of a disease of the AV node or of the tissue surrounding it ͑e.g., the complete AV block of the third degree 16 ͒.
E. Adding a spatial dimension to the model
Figures 16-18 depict the wave shapes of the action potentials obtained for the spatially extended model of the SA node-atrium-AV node system as functions of the time. The black curves at the bottom of the figures denote elements of the SA node, middle gray curves denote action potential in the atrium, and the black curves at the top denote elements of the AV node. The time flows to the right. Figure 16 depicts the conduction of the action potentials for the coupling parameter at the SA-atrium interface D SA−A set equal to 0.1 and at the AV-atrium interface D A,AV to 0 ͑complete block͒. Such low coupling results in a delayed depolarization of the atrium during the first two activations and a conduction block after the third activation of the SA node. The delay observed is caused by the inhibition of the depolarizing effect of the SA node on the elements of the atrium caused by a low coupling at the interface. The conduction block after the third activation is due to the repolarization phase of elements of the atrium during the activation of the SA node. The AV node remains self-oscillatory.
When the coupling between at the SA-atrium interface was increased to D SA,A = 10, the interface was able to conduct . Such a coupling strength results in a 1:1 conduction between the SA and the atrium, but the activation wave is unable to depolarize the AV node, which results in a lack of synchronization between the SA and the AV nodes.
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Nonlinear oscillator model of the heart Chaos 17, 015121 ͑2007͒ in a 1:1 fashion into the atrium without delays ͑Fig. 17͒. Setting such a coupling at the AV-atrium interface ͑D A,AV =10͒ was not enough for the activation wave to depolarize the AV node. This results in a lack of 1:1 synchronization between the SA and the AV nodes. Because of the inability of the SA node to excite the AV node, a retrograde conduction occurred ͑fourth activation of the AV node in Fig. 17͒ . In order to obtain a complete synchronization between both nodes, the coupling at the AV-atrium interface was increased to 60 ͑D SA,A =10,D A,AV =60͒. A 1:1 synchronization between the SA and AV nodes was observed with the SA node acting as a pacemaker for the whole system ͑Fig. 18͒.
IV. CONCLUSIONS
A new oscillator model that reproduces the main properties ͑the action potential shape, the refractory time, and the diastolic period͒ of the action potential of a natural pacemaker of the heart was developed. The phase space of the oscillator contains a stable node, a hyperbolic saddle, and an unstable focus. Such a structure of the phase space seems to be the minimum one that allows us to model several properties of the conduction system of the heart observed experimentally. The period of oscillations saturates as the node moves away from the limit cycle; in our model, this is due to a change of the parameter that may be associated with sympathetic activity. This property of the node reproduces two well known properties of the heart rate and its variability: ͑a͒ sympathetic activity will not increase the heart rate to an indefinitely large magnitude and ͑b͒ the heart rate variability decreases with an increase in sympathetic activity. A pause in the oscillations occurs in the model due to a single welltimed external pulse just as it occurs in the heart due to a single supraventricular ectopy. A slightly larger negative pulse may place the state point at the stable node ͑cessation of oscillations͒ and a subsequent positive pulse switches the oscillations back on. Similar phenomena occur in the heart as a result of, e.g., electrocution and subsequent defibrillation. The model of the node exhibits a homoclinic bifurcation, which may also lead to an asystole.
Because the phase response curve of the oscillator is highly nonlinear, a regular square wave drive results in an irregular response with an average period lower than the spontaneous one. This simulates how the vagal branch of the autonomous nervous system modulates the heart rate. This mode of frequency change is different from the three modes usually described in physiology textbooks 14, 15 where the sinus node changes its frequency through a change of the threshold potential, of the rate of spontaneous depolarization, or of the resting potential. The model also reproduces the vagal paradox, 30, 31 which is a complex interplay of the activity of the sympathetic and the vagal activities.
Two oscillators coupled unidirectionally and asymmetrically allow us to reproduce the properties of heart rate variability obtained from patients with different kinds of heart block including sino-atrial blocks of a different degree and a complete AV block ͑third degree͒.
We demonstrated the possibility of extending the model by adding a spatial dimension. This allows the investigation of such properties of the SA and AV nodes, which are due to the spatial nature of the system ͑e.g., retrograde conduction and the effect of the properties of the node-atrium interface on wave propagation͒. We are developing a threedimensional model of the SA, the AV nodes, and the atria based on the true anatomical geometries 40 derived from computer tomography images, including the anisotropy and fiber structure as well as the viability of the tissue taken from electrophysiological measurements and tomography.
Intitially, we expected that a successful model of the single node of the conduction system of the heart will be only the first step, and that to obtain results observable in human heart rate variability recordings will require the inclusion of various external regulation mechanisms such as the baroreflex. We expect to see interesting results when the external regulatory mechanisms will be included in our model in the future.
We found, however, that several important properties observed in the human heart rate are due to the nonlinear properties of the single node. This seems an interesting result as the autonomic nervous system acts more strongly on the SA node than on the rest of the conduction system ͑the density of nerve endings is the largest in the vicinity of the SA node 14 ͒. The phenomenological model described here obviously may not reproduce all properties of the conduction system of the heart. For that, extensive models including many ion channels are needed. One interesting problem would be to compare the minimum phase-space configuration of our model with that of the successful ion channel models. 
