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Abstrat
In this paper, an estimator of m instants (m is known) of abrupt hanges of the parameter of long-range
dependene or self-similarity is proved to satisfy a limit theorem with an expliit onvergene rate for a sample of
a Gaussian proess. In eah estimated zone where the parameter is supposed not to hange, a entral limit theorem
is established for the parameter's (of long-range dependene, self-similarity) estimator and a goodness-of-t test
is also built. To ite this artile: J.M. Bardet, I. Kammoun, C. R. Aad. Si. Paris, Ser. I 340 (2007).
Résumé
Détetion de ruptures du paramètre de longue mémoire, d'autosimilarité pour des proessus gaus-
siens. Dans e papier, pour une trajetoire d'un proessus gaussien, un estimateur des m points de ruptures (m
est supposé onnu) du paramètre de longue mémoire ou d'autosimilarité est onstruit et on montre qu'il vérie
un théorème limite ave une vitesse de onvergene expliite. Dans haque zone (estimée) où e paramètre est
onstant, un estimateur de e paramètre vérie un théorème limite entrale et un test d'ajustement est également
mis en plae. Pour iter et artile : J.M. Bardet, I. Kammoun, C. R. Aad. Si. Paris, Ser. I 340 (2007).
Version française abrégée Le problème de détetion de points de ruptures moyennant la minimisation
d'une fontion de ontraste donnée a été étudié depuis le milieu des années 1990 dans le adre de proes-
sus à longue mémoire (voir par exemple [9℄, [11℄, [12℄, [13℄ et [14℄). De es approhes, ertaines ont été
assoiées à un adre paramétrique, telle que la détetion de rupture selon la moyenne et/ou la variane,
d'autres traitées dans un adre non paramétrique (omme la détetion de ruptures selon la distribution
ou le spetre). Dans la littérature, diérents auteurs ont également proposé des statistiques de test de
l'hypothèse que le paramètre est inhangé ontre le fait que le paramètre de longue mémoire varie en
fontion du temps (voir par exemple [2℄, [7℄, [10℄). À notre onnaissane, le adre semi-paramétrique de
détetion de hangements en longue mémoire ou en autosimilarité n'a été traité que dans [13℄ à partir
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d'une tehnique basée sur le périodogramme.
Notre approhe est fondée sur l'analyse par ondelettes, e qui présente plusieurs avantages : 'est une
tehnique non-paramétrique appliable pour des proessus très généraux, robuste aux tendanes poly-
nomiales et, au moins dans le adre gaussien, s'aompagnant de tests d'adéquation de type χ2 simples
et intéressants à utiliser. Ainsi, un estimateur des m points de ruptures (m ∈ N∗, supposé onnu) de la
longue mémoire ou d'auto-similarité est onçu pour un éhantillon de proessus gaussien en se basant sur
l'analyse par ondelettes, e qui permet ensuite de mettre en plae des tests d'adéquation. Pour e type
de proessus, ette méthode a été proposée pour la première fois dans [8℄, puis développée par exemple
dans [1℄. La onvergene des estimateurs basés sur les ondelettes a été étudiée dans le as du mouvement
brownien frationnaire (FBM) dans [3℄, et dans un adre semi-paramétrique général de proessus gaus-
siens stationnaires à longue mémoire par [15℄ et [5℄.
Ii le prinipe de l'estimation du paramètre de longue mémoire ou d'auto-similarité est le suivant : dans
haque zone où il n'y a pas de hangement, e paramètre peut être estimé à partir d'une log-log régres-
sion de la variane des oeients d'ondelettes sur plusieurs éhelles hoisies (voir (1)). Une fontion de
ontraste dénie par la somme des arrés des distanes entre es points et les droites d'ajustement, dans
les m+1 zones possibles détetées, est minimisée (voir (2)), donnant un estimateur des points de ruptures
(voir (3)). Sous ertaines hypothèses générales, on montre qu'il vérie un théorème limite ave une vitesse
de onvergene expliite (voir Theorem 1.1). Dans haune des zones détetées, les paramètres de longue
mémoire, (ou d'auto-similarité) peuvent être estimés, tout d'abord ave la regression des moindres arrés
ordinaires (OLS), puis par une regression des moindres arrés pseudo-généralisés (FGLS). Un théorème
de la limite entrale est établi pour haun des deux estimateurs (voir Theorem 1.2 et Proposition 1.1
i-dessous) et des intervalles de onane peuvent être alulés. L'estimateur FGLS ore deux avantages :
d'une part, sa variane asymptotique est plus petite que elle de l'estimateur OLS, et d'autre part, il
permet la onstrution d'un test d'ajustement très simple basé sur le arré des distanes entre les points
(d'absisse, le logarithme d'une éhelle hoisie et d'ordonnée, le logarithme de la variane empirique des
oeients d'ondelettes pour ette éhelle) et les droites de régression pseudo-généralisée orrespondantes
(voir (8)). La onvergene vers une distribution du Chi-deux de e test est établie dans le Theorem 1.3.
Deux as partiuliers de proessus gaussiens sont ensuite étudiés dans la setion 2. En premier lieu, on
s'intéresse aux séries hronologiques stationnaires longue mémoire ave un paramètre de Hurst onstant
par moreaux. On se plae dans un adre semi-paramétrique ontenant par exemple les FGN et les pro-
essus FARIMA (voir Figure 1). En seond lieu, le as d'un proessus à aroissements stationnaires et
autosimilaire par moreaux est traité, e qui revient à onsidérer des suessions de FBM ayant des ex-
posants de Hurst distints (voir Figure 1). Pour es deux exemples, les vitesses de onvergene expliites
des diérents estimateurs et tests sont données et des simulations montrent leurs qualités (voir Table 1).
D'autres simulations, preuves des théorèmes ainsi qu'un exemple plus général de détetion de ruptures
dans le adre de proessus gaussien loalement frationnaire sont détaillés dans [6℄.
1. Assumptions and main results
Let (Xt)t∈N be a Gaussian proess and assume that
(
X0, X1, . . . , XN
)
is known. In the sequel, X will
be a pieewise stationary long memory time series or a pieewise self-similar time series having stationary
inrements. Consider ψ : R→ R a funtion alled "the mother wavelet". For (a, b) ∈ R∗+×R, the wavelet
oeient of X for the sale a and the shift b is dX(a, b) :=
1√
a
∫
R
ψ( t−ba )X(t)dt. When only a disretized
path of X is available, approximations eX(a, b) are only omputable: ,
eX(a, b) :=
1√
a
N∑
p=1
ψ
(p− b
aN
)
Xp for (a, b) ∈ R∗+ ×N.
Assume that there exist m ∈ N (the number of abrupt hanges) and
• 0 = τ∗0 < τ∗1 < . . . < τ∗m < τ∗m+1 = 1 (unknown parameters);
• two families (α∗j )0≤j≤m ∈ Rm+1 and (β∗j )0≤j≤m ∈ (0,∞)m+1 (unknown parameters);
• a sequene of "sales" (an)n∈N ∈ RN (hosen) satisfying an ≥ amin, with amin > 0,
suh that for j = 0, 1, . . . ,m and k ∈ D∗N (j) ⊂
[
[Nτ∗j ], [Nτ
∗
j+1]
]
,
E
[
e2X(aN , k)
] ∼ β∗j (aN)α∗j when N →∞.
A pieewise sample variane an be the appropriated estimator of suh power law. Thus, dene
Sk
′
k (aN ) :=
aN
k′ − k
[k′/aN ]−1∑
p=[k/aN ]
e2X(aN , aN p) for 0 ≤ k < k′ ≤ N.
Now set 0 < r1 < . . . < rℓ with ℓ ∈ N∗, and assume that a multidimensional entral limit theorem an
be established for
(
log
(
Sk
′
k (ri aN )
))
1≤i≤ℓ
, when [Nτ∗j ] ≤ k < k′ ≤ [Nτ∗j+1], i.e.√
k′ − k
aN
(
log
(
Sk
′
k (ri aN )
)− log(β∗j )− α∗j log (ri aN))
1≤i≤ℓ
L−→
N→∞
|k′−k|→∞
N (0,Γ(j)(α∗j , r1, . . . , rℓ)), (1)
with Γ(j)(α∗j , r1, . . . , rℓ) =
(
γ
(j)
pq
)
1≤p,q≤ℓ a (ℓ×ℓ)matrix not depending onN suh that α 7→ Γ(j)(α, r1, . . . , rℓ)
is a ontinuous funtion and a positive matrix for all α. Dene a ontrast funtion
UN
(
(αj)0≤j≤m, (βj)0≤j≤m, (kj)1≤j≤m
)
=
m∑
j=0
ℓ∑
i=1
(
log
(
S
kj+1
kj
(ri aN)
)− (αj log(ri aN) + log βj))2 (2)
with (αj)0≤j≤m ∈ Am+1 ⊂ Rm+1, (βj)0≤j≤m ∈ Bm+1 ⊂ (0,∞)m+1, 0 = k0 < k1 < . . . < km < km+1 =
N, (kj)1≤j≤m ∈ Km(N) ⊂ Nm. The vetor of estimated parameters α̂j , β̂j and k̂j (and therefore τ̂j) is
the vetor whih minimizes this ontrast funtion in Am+1 ×Bm+1 ×Km(N), i.e.,(
(α̂j)0≤j≤m, (β̂j)0≤j≤m, (k̂j)1≤j≤m
)
:=Argmin
{
UN
(
(αj)0≤j≤m, (βj)0≤j≤m, (kj)1≤j≤m
)}
(3)
τ̂j := k̂j/N for 1 ≤ j ≤ m. (4)
For a given (kj)1≤j≤m, it is obvious that (α̂j)0≤j≤m and (log β̂j)0≤j≤m are obtained from a log-log
regression of
(
S
kj+1
kj
(ri aN )
)
i
onto
(
ri aN
)
i
, i.e. α̂j
log β̂j
 = (L′1 ·L1)−1L′1 ·Y kj+1kj with Y kj+1kj := ( log (Skj+1kj (ri ·aN )))1≤i≤ℓ , LaN :=

log(r1 aN ) 1
.
.
.
.
.
.
log(rℓ aN ) 1
 .
Therefore (k̂j)1≤j≤m = Argmin
{
UN
(
(α̂j)0≤j≤m, (β̂j)0≤j≤m, (kj)1≤j≤m
)
, (kj)1≤j≤m ∈ Km(N)
}
.
Remark 1 In this paper, m is supposed to be known. However, if m is unknown, as in [12℄ or [13℄, a
penalized ontrast U˜m,N = UN + βN ×m (with βN an appropriated sequene onverging to 0) an be used
instead of UN , and by adding a minimization in m, an estimator m̂ of m ould be also dedued.
In this paper, parameters (α∗j ) are supposed to satised abrupt hanges:
Assumption C : Parameters (α∗j ) are suh that |α∗j+1 − α∗j | 6= 0 for all j = 0, 1, . . . ,m− 1.
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Theorem 1.1 Dene τ∗ := (τ∗1 , . . . , τ
∗
m), τ̂ := (τ̂1, . . . , τ̂m) and ‖τ‖m := max
(|τ1|, . . . , |τm|). Let ℓ ∈
N \ {0, 1, 2}. If Assumption C and relation (1) holds with (α∗j )0≤j≤m suh that α∗j ∈ [a , a′] and a < a′
for all j = 0, . . . ,m, then if a
1+2(a′−a)
N N
−1 −→
N→∞
0, for all (vn)n satisfying vN · a1+2(a
′−a)
N N
−1 −→
N→∞
0,
P
(
vN‖τ∗ − τ̂‖m ≥ η
)
−→
N→∞
0 for all η > 0. (5)
Remark 2 The proof of this result is provided in [6℄. Unfortunately, the rate of onvergene of ‖τ∗− τ̂‖m
is only vN = N
α
with 0 < α < 1 and not N as, for instane, in [12℄ and [13℄. However the ontext is not
the same: in these papers, the ontrast is diretly omputed from N values of (X)i whih do not hange
following τ̂ . Here, the ontrast is omputed from only (m + 1)ℓ values of SN whih hange following τ̂ .
The rate of onvergene N an not be reahed in suh a ontext (simulations show also this property).
This is ertainly a drawbak of your method, whih hopefully does not hange the rate of onvergene of
parameters (αj) and (βj).
For j = 0, 1, . . . ,m, the log-log regression of
(
S
k̂j+1
k̂j
(riaN )
)
1≤i≤ℓ onto (riaN )1≤i≤ℓ provides estimators of
α∗j and β
∗
j . However, if τj onverges to τ
∗
j , k̂j = N · τ̂j does not onverge to k∗j , and therefore P
(
[k̂j , k̂j+1] ⊂
[k∗j , k
∗
j+1]
)
does not tend to 1. So, dene k˜j and k˜
′
j suh that k˜j = k̂j +
N
vN
and k˜′j = k̂j+1 − NvN . From (5)
with η = 1/2, P
(
[k˜j , k˜
′
j ] ⊂ [k∗j , k∗j+1]
) −→
N→∞
1. Then,
Theorem 1.2 Let Θ∗j :=
( α∗j
log β∗j
)
and Θ˜j := (L
′
1L1)
−1L
′
1Y
k˜′j
k˜j
=
( α˜j
log β˜j
)
. Under the same assumptions
as in Theorem 1.1, for j = 0, . . . ,m, with Σ(j)(α∗j , r1, . . . , rℓ) := (L
′
1L1)
−1L
′
1Γ
(j)(α∗j , r1, . . . , rℓ)L1(L
′
1L1)
−1
,√
N
(
τ∗j+1 − τ∗j
)
aN
(
Θ˜j −Θ∗j
) L−→
N→∞
N (0,Σ(j)(α∗j , r1, . . . , rℓ)) (6)
A seond estimator of Θ∗j an be obtained from feasible generalized least squares (FGLS) estimation.
Indeed, the asymptoti ovariane matrix Γ(j)(α∗j , r1, . . . , rℓ) an be estimated by the matrix Γ˜
(j) :=
Γ(j)(α˜j , r1, . . . , rℓ) and Γ˜
(j) P−→
N→∞
Γ(j)(α∗j , r1, . . . , rℓ). Then, the FGLS estimator Θj of Θ
∗
j is dened from
the minimization among all Θ of the following squared distane,
‖ Y k˜
′
j
k˜j
− LaN ·Θ ‖2Γ˜(j)=
(
Y
k˜′j
k˜j
− LaNΘ
)′ · (Γ˜(j))−1 · (Y k˜′j
k˜j
− LaNΘ
)
.
and therefore dene Θj :=
(
L′1
(
Γ˜(j)
)−1
L1
)−1
L′1
(
Γ˜(j)
)−1
Y
k˜′j
k˜j
.
Proposition 1.1 Under the same assumptions as in Theorem 1.2, for j = 0, . . . ,m√
N
(
τ∗j+1 − τ∗j
)
aN
(
Θj −Θ∗j
) L−→
N→∞
N (0,M (j)(α∗j , r1, . . . , rℓ)) (7)
with M (j)(α∗j , r1, . . . , rℓ) :=
(
L
′
1
(
Γ(j)(α∗j , r1, . . . , rℓ)
)−1
L1
)−1 ≤ Σ(j)(α∗j , r1, . . . , rℓ) (for the order's rela-
tion between positive symmetri matrix).
Therefore αj is more aurate than α˜j for estimating α
∗
j when N is large enough. For j = 0, . . . ,m, let
T (j) be the FGLS distane between points
(
log(ri aN ), log
(
S
k˜′j
k˜j
))
1≤i≤ℓ
and the FGLS regression line. The
following theorem desribes the asymptoti behavior of a goodness-of-t test on eah segment [k˜j , k˜
′
j [:
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Theorem 1.3 Under the same assumptions as in Theorem 1.1, for j = 0, . . . ,m
T (j) =
N
(
τ∗j+1 − τ∗j
)
aN
‖ Y k˜
′
j
k˜j
− LaNΘj ‖2Γ˜(j)
L−→
N→∞
χ2(ℓ− 2). (8)
2. Appliations
2.1. Pieewise long memory Gaussian proesses
Assume that the proessX = (Xt)t∈N is a Gaussian pieewise long-range dependent (LRD) proess, i.e.
there exists (D∗j )0≤j≤m ∈ (0, 1)m+1 and for all j = 0, . . . ,m and k ∈
{
[Nτ∗j ], [Nτ
∗
j ] + 1, . . . , [Nτ
∗
j+1]− 1
}
,
Xk = X
(j)
k−[Nτ∗
j
], where X
(j) = (X
(j)
t )t∈N satises the following Assumption LRD(D
∗
j ).
Assumption LRD(D): Y is a entered stationary Gaussian proess with spetral density f suh that
f(λ) = |λ|−D · f∗(λ) for all λ ∈ [−π, π] \ {0} with f∗(0) > 0 and with C2 > 0, |f∗(λ) − f∗(0)| ≤
C2 · |λ|2 for all λ ∈ [−π, π].
Following [5℄, if the mother wavelet is supposed to be inluded in a Sobolev ball, then
Corollary 1 Let X be a Gaussian pieewise LRD proess dened as above and ψ : R 7→ R be [0, 1]-
supported with ψ(0) = ψ(1) = 0 and
∫ 1
0
ψ(t) dt = 0 and suh that there exists sequene (ψℓ)ℓ∈Z satisfying
ψ(λ) =
∑
ℓ∈Z ψℓe
2πiℓλ ∈ L2([0, 1]) and ∑ℓ∈Z(1 + |ℓ|)5/2|ψℓ| <∞. Under Assumption C, for all 0 < κ <
2/15, if aN = N
κ+1/5
and vN = N
2/5−3κ
then (5), (6), (7) and (8) hold.
Thus, the rate of onvergene of τ̂ to τ∗ (in probability) is N2/5−3κ for 0 < κ arbitrary small. Estimators
D˜j and Dj onverge to the parameters D
∗
j following a entral limit theorem with a rate of onvergene
N2/5−κ/2 for 0 < κ. Convining results of simulations an be observed in Table 1 and Figure 1.
Estim.
σ̂
Estim.√
MSE
N = 20000
τ1:0.75 D0:0.2 D1:0.8
τ̂1 D˜0 D˜1
0.7540 0.1902 0.7926
0.0215 0.0489 0.0761
0.0218 0.0499 0.0764
N = 5000 N = 10000
τ1:0.3 τ2:0.78 H0:0.6 H1:0.8 H2:0.5
τ̂1 τ̂2 H˜0 H˜1 H˜2
0.3465 0.7942 0.5578 0.7272 0.4395
0.1212 0.1322 0.0595 0.0837 0.0643
0.1298 0.1330 0.0730 0.1110 0.0883
τ̂1 τ̂2 H˜0 H˜1 H˜2
0.3086 0.7669 0.5597 0.7633 0.4993
0.0893 0.0675 0.0449 0.0813 0.0780
0.0897 0.0687 0.0604 0.0892 0.0780
Table 1
Left: Estimation of τ1, D0 and D1 in the ase of pieewise FARIMA(0,dj ,0) (d1 = 0.1 and d2 = 0.4) with one hange point
when N = 20000 (50 realizations). Right: Estimation of τ1, τ2, H0, H1 and H2 in the ase of pieewise FBM with two
hange points when N = 5000 and N = 10000 (50 realizations)
2.2. Pieewise frational Brownian motions
Now, X will be alled a pieewise frational Brownian motion if there exist two families of param-
eters (H∗j )0≤j≤m ∈ (0, 1)m+1 and (σ∗2j )0≤j≤m ∈ (0,∞)m+1 suh that for all j = 0, . . . ,m and t ∈[
[Nτ∗j ], [Nτ
∗
j ] + 1, . . . , [Nτ
∗
j+1] − 1
]
, Xt = X
(j)
t−[Nτ∗
j
], where X
(j) = (X
(j)
t )t∈R is a FBM with parameters
H∗j and σ
∗2
j . Following the results of [3℄, one obtains,
Corollary 2 Let X be a pieewise FBM and ψ : R → R be a pieewise ontinuous and left (or right)-
dierentiable, suh that |ψ′(t−)| is Riemann integrable with ψ′(t−) the left-derivative of ψ in t, with
support inluded in [0, 1] and
∫
R
tpψ(t) dt =
∫ 1
0
tpψ(t) dt = 0 for p = 0, 1.. Let A :=
∣∣ supj H∗j − infj H∗j ∣∣.
If A < 1/2, under Assumption C, for all 0 < κ < 11+4A− 13 , if aN = N1/3+κ and vN = N2/3(1−2A)−κ(2+4A)
then (5), (6), (7) and (8) hold.
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Remark 3 The dependene of this result on A an be explained by the fat that 2(supj α
∗
j − infj α∗j ) +
1, with α∗j = 2H
∗
j + 1, has to be smaller than 3 sine aN · N−1/3 −→
N→∞
∞. However, Corollary 2 is
quite surprising: the smaller A, i.e. the smaller the dierenes between the parameters Hj , the faster the
onvergene rates of estimators τ̂j to τ
∗
j . If the dierene between two suessive parameters Hj is too
large, the estimators τ̂j do not seem to onverge. This is attributable to the inuene of the other segments
that is even deeper than the involved exponents are dierent (simulations exhibit this paroxysm in [6℄).
Thus, the rate of onvergene of τ̂ to τ∗ (in probability) an be N2/3(1−2A)−κ
′
for 0 < κ′ as small as one
wants when aN = N
1/3+κ′/(2+4A)
. Results of simulations an be observed in Table 1 and Figure 1 in a
ase where A = 0.3 < 1/2.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 104
−6
−4
−2
0
2
4
6
Estim. D1 : 0.2083 Estim. D2 : 0.7510
Estim. τ1 : 0.7504
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Figure 1. Left: Pieewise FARIMA(0,dj ,0) (with d0 : 0.1 (D0 : 0.2), d1 : 0.4 (D1 : 0.8) and τ1 : 0.75). Right: Pieewie
FBM(Hj) (τ1 : 0.3, τ2 : 0.78, H0 : 0.6, H1 : 0.8 and H2 : 0.5), (τ̂1 : 0.32, τ̂2 : 0.77, H˜0 : 0.5608, H˜1 : 0.7814 and H˜2 : 0.4751).
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