While deep neural networks (NNs) do not provide the confidence of its prediction, Bayesian neural network (BNN) can estimate the uncertainty of the prediction. However, BNNs have not been widely used in practice due to the computational cost of inference. This prohibitive computational cost is a hindrance especially when processing stream data with low-latency. To address this problem, we propose a novel model which approximate BNNs for data streams. Instead of generating separate prediction for each data sample independently, this model estimates the increments of prediction for a new data sample from the previous predictions. The computational cost of this model is almost the same as that of non-Bayesian NNs. Experiments with semantic segmentation on real-world data show that this model performs significantly faster than BNNs, estimating uncertainty comparable to the results of BNNs.
Introduction
While deterministic neural networks (DNNs) surpass human capability in some area in terms of prediction accuracy [1, 2, 3] , it has been unable to estimate the uncertainty of the predictions until recently. Since the prediction can not be perfect and the misprediction might result in fatal consequences in areas such as medical analysis and autonomous vehicles control, estimating uncertainty as well as predictions will be crucial for the safer application of machine learning based systems.
Bayesian neural network (BNN), a neural network (NN) that uses probability distributions as weights, estimates not only predictive results but also uncertainties. This allows computer systems to make better decisions by combining uncertainty with prediction. Moreover, BNN can achieve high performance in a variety of fields, e.g. image recognition [4, 5] , reinforcement learning [6, 7] , language modeling [8] , meta-learning [9, 10] , and multi-task learning [11] , by exploiting uncertainty.
Although BNNs have these theoretical advantages, they have not been used as a practical tool. The inference speed has detained BNNs from wide applications. BNN executes NN inference for dozens of samples from weight distributions. Since sampling and multiple NN executions are difficult to be parallelized, the inference execution takes an order of magnitude more time. Particularly, this is a significant barrier for processing data streams with low-latency.
Most time-varying data streams change continuously, and so do the predictions of BNNs. We speed up estimating of uncertainty by calculating the increments between two consecutive results, instead of calculating the separate prediction for each input data. To this work, we propose a differentiable BNN (DBNN) inference with respect to an input data, and we show that the time complexity of this model is nearly the same as that of DNNs. We evaluated DBNN with semantic segmentation using road scene video sequences and the results show that DBNN has almost no degradation in computational performance compared to DNNs. The uncertainty predicted by DBNN is comparable to that of BNN.
The main contributions of this work are;
• We propose differentiable Bayesian neural network inference with respect to input data as an approximation of the Bayesian neural network inference for data streams. This model is flexible parametric and converts DNN to BNN without significant modifications.
• We theoretically and empirically show that the computational performance of DBNN is almost the same as that of DNN.
Related Work
BNNs are a state-of-the-art method to estimate predictive uncertainty while DNNs based approaches have been developed recently [12, 13] . BNNs with probability distributions as weights produce probabilistic results. To make prediction, BNNs sample from the weight probabilities and performs DNN for each sample. In this section, we describe the details and challenges of BNNs inference process.
Bayesian Neural Network Inference
Suppose that p(x 1 ) is posterior probability of NN weights x 1 and p(y|x 0 , x 1 ) is the BNN model for input data x 0 . Then, the inference result of BNN is a predictive distribution:
where x 0 is observed input data vector and y is output vector. For simplicity, BNNs are usually modeled to have a probability distribution with the mean of the prediction of DNN [14, 15] :
where NN(·) is prediction of DNN and τ is a given parameter. (1) can be approximated using Markov chain Monte Carlo (MCMC) [16] :
where
and N x 1 is number of samples. The expectation value of the obtained predictive distribution is the predictive result of BNN and the variance is the predictive uncertainty. However, this approach has the following problems: First, it iteratively computes the DNN. The repetitive computation of NNs is difficult to be parallelized due to various problems, such as memory limitations of the GPU [5] , and this results in the decrease of computation speed. Second, MCMCs are slow. Moreover, despite recent achievements [17] , it is challenging to achieve linearly scaling performance for multi-GPU MCMC. Third, it is difficult to check for convergence of MCMCs.
Bayesian Neural Network Gradient
We obtain differentiation of BNN inference (1) with respect to x 0 in this paper. Although it has not been considered before, the differentiation of probabilistic function with respect to x 1 has been widely investigated to optimize the loss function in the training process of BNN.
It is standard to use a gradient descent approach to optimize the loss function, e.g. evidence lower
. Several methods are used to obtain the gradient descent: dropout [15, 18] , batch normalization [19] , expectation propagation [14] , smooth transformation for samples [20, 21, 22, 23, 24, 25] , and reparametrization trick [26, 27, 8] . Among them, reparametrization is the most comparable to the method introduced in this paper.
Most loss functions, including ELBO, are expectation over p(x 1 ), i.e., L = E p(x 1 ) f (x 1 ) for arbitrary functions f (·). As the inference mentioned in (3), the loss function can be approximated using MCMC. However, the approximated L is not differentiable with respect to x 1 because the samples depend on x 1 . To address this issue, reparametrization methods sample a variable from fixed probability distribution p( ) and x 1 = t( ) where t is a deterministic function. Then, the loss function is expectation over the invariant distribution, i.e., L = E p( ) f (x 1 ) , and the approximated L becomes differentiable, i.e., ∂
In this paper, we obtain the differentiation of approximated expectation using sampling in a different way. We calculate the expectation for all possible samples. Then, we change the importance weights of the samples without changing the positions of samples, so we decide which sample to focus our attention on.
Online Codevector Histogram
Vector quantization was introduced in [28, 29] in order to compress a probability distribution to a dozens of samples called codevectors. [30] has shown that the histogram of codevectors (combining codevectors with counts) can effectively represent the features of face image dataset. We introduce online codevector histogram (OCH) to estimate the probability distribution of data stream as well as dataset. OCH can add a new codevector and delete old ones, while counting the matches of each codevector for the past data stream. OCH maps the input vector to the codevector using nearest neighbor search. Therefore, it is a high-dimensional histogram where the Voronoi diagram is the boundary and a codevector represents the corresponding bin. DBNN uses OCH to approximate the probability distributions of input and output vector data streams.
Algorithm 1 shows OCH algorithm. There are three steps as follows: (a) First, given a new input vector, OCH finds the nearest codevector and increases its count. Then, it divides the corresponding bin by inserting the input vector as a new codevector with probability proportional to the count.
(b) Second, OCH decrease all counts by the same rate to reduce the contribution of old data. (c) Third, OCH deletes codevectors with probability in inverse proportion to its counts.
OCH takes three hyperparameters: K, λ, and φ. The algorithm maintains K codevectors on average. λ determines how fast OCH forgets old counts with the rate of e − λ /N . φ with count of each bin regulates the probability of adding and deleting codevectors.
OCH approximates probability distribution p(x) as:
where N = i n i , π i = n i /N , and V(x|c) is the bin or neighborhood of c with V(x|c)dx = 1.
The right-hand-side of (4) is clearly differentiable with respect to π while a set of random samples from p(x) is not differentiable. Given a new input data, OCH changes only one count of the nearest codevector. Therefore, if n N , the difference of OCH for a new input vector is approximately:
αV(x|c ) (1) x 1 (2) x 1 (3) input data where c is the nearest codevector to the input vector, α = δn /N, and δn is the difference of the count of c .
Nearest neighbor search is the most computationally intensive when updating OCH for a highdimensional input vector. To mitigate the computational complexity, we use locality-sensitive hashing with stable distribution, h = (a · x + b) /w for a vector a and scalars b and w. It requires up to log K hashes for precise search. The upper bound of the computational complexity is O(dim(x) log K).
Differentiable Bayesian Neural Network Inference
When a data stream D = {. . . , x 0 } is given, where each subsequent data sample changes continuously, the prediction of a NN for D also changes continuously, i.e., p(y) → p(y) + δp(y), because a NN (with continuous activation) is a homeomorphism. We show that δp(y) is approximately proportional to the prediction of a NN augmented with OCH to the input and output for the recent data x 0 . Figure 1 shows the structure of DBNN, where DNN is augmented with OCHs as distribution estimators of input and output stream. DBNN calculates predictive uncertainty as well as the predictive result using the weighted ensemle of output codevectors.
Differentiation of Bayesian Neural Network Inference as Difference of Prediction
It is challenging to calculate the difference of (1) for a new data x 0 from D because the differentiation of right-hand-side of (1) with respect to x 0 is analytically intractable. To address this issue, DBNN introduces a probability of x 0 given D into the inference as:
is separately learned with respect to the data stream D by another model and is called data uncertainty. p(x 1 ) is the posterior distribution obtained from BNN training and is called model uncertainty. DBNN inference decouples data (stream) from the model. On the other hand, it joins the probability of data and the probability of the NN weights, then x 0 and x 1 are symmetric. When the most recent data sample is considered instead of the data stream, i.e., p(x 0 |D) = δ(x 0 − x 0 ) where δ(·) is the delta function, DBNN inference is reduced to BNN inference.
To calculate (8), we use OCH to represent p(x|D), i.e., (4), and call it OCH X , instead of generating samples from p(x|D) using MCMC:
where π i is weight of codevector c i and proportional to the count of the codevector. V(x|c i ) is neighborhood of c i . In order to approximate (8), we adjust the attentional focus on samples by changing the weights of the samples instead of changing the samples themselves. Then, δp(y|D) can be approximated by changing the weight of the codevector nearest to x 0 as:
because p(y|x)V(x|c i )dx is invariant with respect to D, i.e., δ p(y|x)V(x|c i )dx = 0, and (6) holds. We approximate V(x|c ) distributed near c to distributed only c , i.e., V(x|c ) δ(x − c ):
It is safe to assume that p(y|c ) is dominantly distributed near NN(c ) because the expected value of y should be equal to NN(c ):
where NN(c ) is prediction of DNN for c . In conclusion, the difference of the DBNN prediction contributes only to the neighborhood of the DNN prediction for the codevector in OCH X approximately. Thus, given the OCH Y representing p(y|D), p(y|D) + δp(y|D) can be approximated by updating the OCH Y for the prediction of DNN.
Implementation of Differentiable Bayesian Neural Network Inference
Algorithm 2 describes the inference process of DBNN, which is composed of three steps as follows: (a) First, the algorithm updates OCH X for x = (x 0 , x 1 ) where x 1 is a random sample from given approximated posterior distribution OCH X 1 which represents p(x 1 ). (b) Second, if OCH X generated a new codevector in OCH X , DBNN generates the prediction for the new codevector using DNN and keeps the prediction in a cache 
where T is cache table 7 c ← Search the nearest neighbor codevector to x 0 in OCH X 8 y ← T (c ) 9 OCH Y ← Update OCH Y for y with count α DBNN calculates the difference of prediction for a new data sample from the previous predictions. In the process, it executes DNN once if necessary, which is computationally expensive, in contrast to BNNs' repetitive execution DNNs. Furthermore, DBNN sometimes does not execute DNN, but only updates OCH X and OCH Y for the input and output vectors, by updating the counts and estimates prediction and uncertainty based on cached results. The dominant part of the computational cost of updating OCH X is the inner product of a given input vector, i.e., a · x, for nearest neighbor search. Given x = (x 0 , x 1 ) and a = (a 0 , a DBNN uses the flexible parametric probability estimator OCH to represent the distributions of input and output vector streams. Unlike the most BNNs that depend on a parameterized model described in (2), DBNN does not depend on the specific model. It is easy to convert DNN to BNN without significant modifications: just add OCH to the input and output of a DNN to estimate the probability of the input and output vector streams.
Experiments
We evaluate DBNN with semantic segmentation which is pixel-wise label classification. We use CamVid dataset [31] consisting of real-world day and dusk road scenes with 30 frame-per-second (fps) video sequence. The challenge is to segment each frame into 11 classes. Experimental results show that DBNN is 3% slower to process one video frame than DNN. The predictive performance of DBNN is 7% higher than that of DNN and 27% higher for ninety-percent certain pixels. The predictive performance of BNN is 11% higher than that of DNN and 33% higher for ninety-percent certain pixels, but BNN is 3100% slower than DNN.
We use the U-Net [32] as the backbone architecture with the VGG-16 [33] for the encoder and decoder. We implements the NNs using DL4J [34] . For all experiments, we train with 480×360 resized images of batch size 3 until the loss is saturated. We trained NNs with Adam with a constant learning rate of 0.001. All source code of DBNN is available at GitHub [35] .
We compare the performance of the following four models against the deterministic U-Net:
• Softmax Probability (SP). Let max l Softmax(z l ) be softmax probability where z is DNN logits and z l is l-th element of z. It is easy to implement, but it differs from the actual classification probability when the NN is deepened, broadened, and regularized well [13] .
• Model Uncertainty (MU). A model that takes only model uncertainty in DBNN is BNN, i.e., (1) and (3). Although it is difficult to determine analytically the number of samples that (3) converges, we use 30 samples, which is shown to be near optimal in [4] .
• Data Uncertainty (DU). DBNN is configured to consider only data uncertainty, i.e., (8) with single weight p(
, not only show the effect of data uncertainty, but also shows how much DNN can achieve predictive uncertainty.
• DBNN. DBNN takes both data uncertainty and model uncertainty. We set hyperparameters K, λ, and σ −1 (φ) to 5, 5.0, and 1.0, respectively, in all OCHs of DBNN. Table 1 shows the number of video frames processed by each model per second on a NVIDIA TITAN Xp GPU. This table shows that DNN takes 203ms on average to process one frame. In comparison, DBNN takes 207ms on average to process one frame. The time to process OCH is 4.68ms, which is only 2% of the total. Since DU uses 30 samples to estimates uncertainty, DU is more than 30× slower than DNN. Table 2 : Predictive performance with semantic segmentation for each model. IoU for certain pixels of DBNN is 19% higher than IoU for all pixels. This result is compatible with the result that IoU for certain pixels of BNN is 20% higher than IoU for all pixels. Figure 2 shows the qualitative comparison of the predictions for each model. SP is overconfident, i.e., uncertainty is generally low, and is mostly distributed at the boundaries of the classified chunks. Even when SP generates wrong prediction, arrowed in the result figure, the confidence level is very high. MU predicts a similar predictive result to ground truth than SP. The uncertainty is distributed on the boundaries as in the case of the softmax probability, but is also distributed in the misclassified areas. The predictive result of DU is similar to the result of SP. However, the uncertainty differs from the uncertainty of SP; First, DU is under-confident compared to softmax probability. Second, although DU does not identify all of the misclassifications compared to MU (upper left area), it sometimes estimates high uncertainty in the misclassified areas (lower left area). The predictive result and uncertainty of DBNN is similar to the model uncertainty as we expected. Table 2 shows the quantitative comparison of the predictive performance for each model. We measure global pixel accuracy and mean intersection over unit (IoU). At the same time, we select only those pixels with confidence greater than 90% and measure the accuracy and IoU, called accuracy-90 and IoU-90. We also measure the percentage of pixels with a confidence of 90% or more, called coverage-90. MU, DU, and DBNN show 1.6%, -0.066%, and 0.97% higher accuracy than DNN, for all pixels, respectively. For pixels with ninety-percent or higher certainty, SP, MU, DU, and DBNN predicts with 2.6%, 8.1%, 6.9%, and 8.7% higher accuracy, respectively, compared to the accuracy for all pixels. MU and DBNN improves the accuracy more than SP and DU for confident pixels, which means that MU and DBNN estimates high uncertainty for misclassified region. IoUs for certain pixels increase by 6.3%, 20%, 16%, 19%, respectively, compared to the IoUs for all pixels, which shows the same trend as in accuracy. As shown in this results, SP is the most improper way to distinguish uncertain pixels because it has the least performance improvement compared to other methods for pixels with high confidence. On the other hand, MU has the highest performance improvement compared to DNN when considering all pixels, and it also has the highest performance improvement for certain pixels. DBNN has improved performance compared to DNN for all pixels, and has improved performance for certain pixels, similar to MU. The predictive performance of DU for all pixels is similar to the predictive performance of DNN, but for certain pixels, the performance is much better than that of SP.
Computational Performance

Predictive Performance
Predictive Performance for Hyperparameters
DBNN takes three hyperparameters, i.e., K, λ, and σ −1 (φ), in the input and output OCHs. Figure 3 shows the IoUs for the hyperparameters of the output OCH. In this figure, the higher the value of K and λ, the higher the value of IoU until 5 and 5.0 respectively, and then the higher the value of K and λ, the lower the value of IoU. The higher the σ −1 (φ), the higher the IoU.
If K and λ are larger, DBNN maintains more codevectors -recent frames in video sequence. In this case, DBNN obtains more accurate model uncertainty using more codevectors. However, the data uncertainty is too high to estimate results. As a result, at low K and λ, IoU is low because model uncertainty is not precise. At high K and λ, IoU is low again because the data uncertainty increases and the assumption of DBNN is no longer held. IoU is maximized when model uncertainty and data uncertainty are balanced. On the other hand, if σ −1 (φ) is low, DBNN mostly adjusts the weights of codevectors and occasionally adds new codevectors. This results in the DBNN becoming inaccurate, but the calculation is faster. K and λ of input OCH did not affect the predictive performance. The effect of σ −1 (φ) of the input OCH is the same as that of the output OCH.
Conclusion
We present a differentiable BNN (DBNN) inference with respect to input data, which is a novel approximation of BNN inference, to improve the computational performance of BNN inference for data streams. In DBNN, we introduce a new term that is the probability of data streams in the BNN inference, and approximated it with a histogram for high-dimensional vector streams. Consequently, the DBNN inference executes DNN only once to calculate the prediction changed by a new data from data streams. This results in an order of magnitude times improvement in computational performance compared to BNN. Experiments with semantic segmentation using real-world datasets show that the computational performance of DBNN is almost the same as that of DNN, and uncertainty is comparable to that of BNN.
