This paper gives a tour through the empirical analysis of univariate GARCH models for financial time series with stops along the way to discuss various practical issues associated with model specification, estimation, diagnostic evaluation and forecasting.
Introduction
There are many very good surveys covering the mathematical and statistical properties of GARCH models. See, for example, [9] , [14] , [74] , [76] , [27] and [83] . There are also several comprehensive surveys that focus on the forecasting performance of GARCH models including [78] , [77] , and [3] . However, there are relatively few surveys that focus on the practical econometric issues associated with estimating GARCH models and forecasting volatility. This paper, which draws heavily from [88] , gives a tour through the empirical analysis of univariate GARCH models for financial time series with stops along the way to discuss various practical issues. Multivariate GARCH models are discussed in the paper by [80] . The plan of this paper is as follows. Section 2 reviews some stylized facts of asset returns using example data on Microsoft and S&P 500 index returns. Section 3 reviews the basic univariate GARCH model. Testing for GARCH effects and estimation of GARCH models are covered in Sections 4 and 5. Asymmetric and non-Gaussian GARCH models are discussed in Section 6, and long memory GARCH models are briefly discussed in Section 7. Section 8 discusses volatility forecasting, and final remarks are given Section 9 1 
Some Stylized Facts of Asset Returns
Let P t denote the price of an asset at the end of trading day t. The continuously compounded or log return is defined as r t = ln(P t /P t−1 ). Figure 1 plots the daily log returns, squared returns, and absolute value of returns of Microsoft stock and the S&P 500 index over the period March 14, 1986 through June 30, 2003 . There is no clear discernible pattern of behavior in the log returns, but there is some persistence indicated in the plots of the squared and absolute returns which represent the volatility of returns. In particular, the plots show evidence of volatility clustering -low values of volatility followed by low values and high values of volatility followed by high values. This behavior is confirmed in Figure 2 which shows the sample autocorrelations of the six series. The log returns show no evidence of serial correlation, but the squared and absolute returns are positively autocorrelated. Also, the decay rates of the sample autocorrelations of r 2 t and |r t | appear much slower, especially for the S&P 500 index, than the exponential rate of a covariance stationary autoregressive-moving average (ARMA) process suggesting possible long memory behavior. Monthly returns, defined as the sum of daily returns over the month, are illustrated in Figure 3 . The monthly returns display much less volatility clustering than the daily returns. Table 1 gives some standard summary statistics along with the Jarque-Bera test for normality. The latter is computed as
where [ skew denotes the sample skewness and d kurt denotes the sample kurtosis. Under the null that the data are iid normal, JB is asymptotically distributed as chi-square with 2 degrees of freedom. The distribution of daily returns is clearly non-normal with negative skewness and pronounced excess kurtosis. Part of this non-normality is caused by some large outliers around the October 1987 stock market crash and during the bursting of the 2000 tech bubble. However, the distribution of the data still appears highly non-normal even after the removal of these outliers. Monthly returns have a distribution that is much closer to the normal than daily returns.
3 The ARCH and GARCH Model [33] showed that the serial correlation in squared returns, or conditional heteroskedasticity, can be modeled using an autoregressive conditional heteroskedasticity (ARCH) model of the form where E t−1 [·] represents expectation conditional on information available at time t−1, and z t is a sequence of iid random variables with mean zero and unit variance. In the basic ARCH model z t is assumed to be iid standard normal. The restrictions a 0 > 0 and a i ≥ 0 (i = 1, . . . , p) are required for σ 2 t > 0. The representation (2) - (4) is convenient for deriving properties of the model as well as for specifying the likelihood function for estimation. The equation for σ 2 t can be rewritten as an AR(p) process for 2
where u t = 2 t − σ 2 t is a martingale difference sequence (MDS) since E t−1 [u t ] = 0 and it is assumed that E( 2 t ) < ∞. If a 1 + · · · + a p < 1 then t is covariance stationary, the persistence of 2 t and σ 2 t is measured by
An important extension of the ARCH model proposed by [12] replaces the AR(p) representation in (4) with an ARMA(p, q) formulation
where the coefficients a i (i = 0, · · · , p) and b j (j = 1, · · · , q) are all assumed to be positive to ensure that the conditional variance σ 2 t is always positive. 2 The model in (6) together with (2)-(3) is known as the generalized ARCH or GARCH(p, q) model. The GARCH(p, q) model can be shown to be equivalent to a particular ARCH(∞) model. When q = 0, the GARCH model reduces to the ARCH model. In order for the GARCH parameters, b j (j = 1, · · · , q), to be identified at least one of the ARCH coefficients a i (i > 0) must be nonzero. Usually a GARCH(1,1) model with only three parameters in the conditional variance equation is adequate to obtain a good model fit for financial time series. Indeed, [49] provided compelling evidence that is difficult to find a volatility model that outperforms the simple GARCH(1,1).
Just as an ARCH model can be expressed as an AR model of squared residuals, a GARCH model can be expressed as an ARMA model of squared residuals. Consider the GARCH(1,1) model σ
Since E t−1 ( 2 t ) = σ 2 t , (7) can be rewritten as
2 Positive coefficients are sufficient but not necessary conditions for the positivity of conditional variance. See [72] and [23] for more general conditions. which is an ARMA(1,1) model with u t = 2 t − E t−1 ( 2 t ) being the MDS disturbance term.
Given the ARMA(1,1) representation of the GARCH(1,1) model, many of its properties follow easily from those of the corresponding ARMA(1,1) process for 2 t . For example, the persistence of σ 2 t is captured by a 1 + b 1 and covariance stationarity requires that a 1 + b 1 < 1. The covariance stationary GARCH(1,1) model has an ARCH(∞) representation with a i = a 1 b i−1 1 , and the unconditional variance of t is
For the general GARCH(p, q) model (6), the squared residuals t behave like an ARMA(max(p, q), q) process. Covariance stationarity requires P p i=1 a i + P q j=1 b i < 1 and the unconditional variance of t is
Conditional Mean Specification
Depending on the frequency of the data and the type of asset, the conditional mean E t−1 [y t ] is typically specified as a constant or possibly a low order autoregressivemoving average (ARMA) process to capture autocorrelation caused by market microstructure effects (e.g., bid-ask bounce) or non-trading effects. If extreme or unusual market events have happened during sample period, then dummy variables associated with these events are often added to the conditional mean specification to remove these effects. Therefore, the typical conditional mean specification is of the form
where x t is a k × 1 vector of exogenous explanatory variables. In financial investment, high risk is often expected to lead to high returns. Although modern capital asset pricing theory does not imply such a simple relationship, it does suggest that there are some interactions between expected returns and risk as measured by volatility. Engle, Lilien and Robins (1987) proposed to extend the basic GARCH model so that the conditional volatility can generate a risk premium which is part of the expected returns. This extended GARCH model is often referred to as GARCH-in-the-mean or GARCH-M model. The GARCH-M model extends the conditional mean equation (10) to include the additional regressor g(σ t ), which can be an arbitrary function of conditional volatility σ t . The most common specifications are g(σ t ) = σ 2 t , σ t , or ln(σ 2 t ).
Explanatory Variables in the Conditional Variance Equation
Just as exogenous variables may be added to the conditional mean equation, exogenous explanatory variables may also be added to the conditional variance formula (6) in a straightforward way giving
where z t is a m × 1 vector of variables, and δ is a m × 1 vector of positive coefficients. Variables that have been shown to help predict volatility are trading volume, macroeconomic news announcements ( [58] , [43] , [17] ), implied volatility from option prices and realized volatility ( [82] , [11] ), overnight returns ( [46] , [68] ), and after hours realized volatility ([21])
The GARCH Model and Stylized Facts of Asset Returns
Previously it was shown that the daily returns on Microsoft and the S&P 500 exhibited the "stylized facts" of volatility clustering as well as a non-normal empirical distribution. Researchers have documented these and many other stylized facts about the volatility of economic and financial time series. [14] gave a complete account of these facts. Using the ARMA representation of GARCH models shows that the GARCH model is capable of explaining many of those stylized facts. The four most important ones are: volatility clustering, fat tails, volatility mean reversion, and asymmetry.
To understand volatility clustering, consider the GARCH(1, 1) model in (7) . Usually the GARCH coefficient b 1 is found to be around 0.9 for many daily or weekly financial time series. Given this value of b 1 , it is obvious that large values of σ 2 t−1 will be followed by large values of σ 2 t , and small values of σ 2 t−1 will be followed by small values of σ 2 t . The same reasoning can be obtained from the ARMA representation in (8) , where large/small changes in 2 t−1 will be followed by large/small changes in 2 t . It is well known that the distribution of many high frequency financial time series usually have fatter tails than a normal distribution. That is, extreme values occur more often than implied by a normal distribution. [12] gave the condition for the existence of the fourth order moment of a GARCH(1, 1) process. Assuming the fourth order moment exists, [12] showed that the kurtosis implied by a GARCH(1, 1) process with normal errors is greater than 3, the kurtosis of a normal distribution. [51] and [52] extended these results to general GARCH(p, q) models. Thus a GARCH model with normal errors can replicate some of the fat-tailed behavior observed in financial time series. A more thorough discussion of extreme value theory for GARCH is given by [24] . Most often a GARCH model with a non-normal error distribution is required to fully capture the observed fat-tailed behavior in returns. These models are reviewed in sub-Section 6.2.
Although financial markets may experience excessive volatility from time to time, it appears that volatility will eventually settle down to a long run level. Recall, the unconditional variance of t for the stationary GARCH(1, 1) model isσ 2 = a 0 /(1 − a 1 − b 1 ). To see that the volatility is always pulled toward this long run, the ARMA representation in (8) may be rewritten in mean-adjusted form as:
If the above equation is iterated k times, it follows that
where η t is a moving average process. Since a 1 + b 1 < 1 for a covariance stationary
Although at time t there may be a large deviation between 2 t and the long run variance, 2 t+k −σ 2 will approach zero "on average" as k gets large; i.e., the volatility "mean reverts" to its long run level σ 2 . The magnitude of a 1 + b 1 controls the speed of mean reversion. The so-called half-life of a volatility shock, defined as ln(0.5)/ ln(a 1 + b 1 ), measures the average time it takes for | 2 t −σ 2 | to decrease by one half. Obviously, the closer a 1 + b 1 is to one the longer is the half-life of a volatility shock. If a 1 + b 1 > 1, the GARCH model is non-stationary and the volatility will eventually explode to infinity as k → ∞. Similar arguments can be easily constructed for a GARCH(p, q) model.
The standard GARCH(p, q) model with Gaussian errors implies a symmetric distribution for y t and so cannot account for the observed asymmetry in the distribution of returns. However, as shown in Section 6, asymmetry can easily be built into the GARCH model by allowing t to have an asymmetric distribution or by explicitly modeling asymmetric behavior in the conditional variance equation (6).
Temporal Aggregation
Volatility clustering and non-Gaussian behavior in financial returns is typically seen in weekly, daily or intraday data. The persistence of conditional volatility tends to increase with the sampling frequency 3 . However, as shown in [32] , for GARCH models there is no simple aggregation principle that links the parameters of the model at one sampling frequency to the parameters at another frequency. This occurs because GARCH models imply that the squared residual process follows an ARMA type process with MDS innovations which is not closed under temporal aggregation. The practical result is that GARCH models tend to be fit to the frequency at hand. This strategy, however, may not provide the best out-of-sample volatility forecasts. For example, [68] showed that a GARCH model fit to S&P 500 daily returns produces better forecasts of weekly and monthly volatility than GARCH models fit to weekly or monthly returns, respectively.
Testing for ARCH/GARCH effects
The stylized fact of volatility clustering in returns manifests itself as autocorrelation in squared and absolute returns or in the residuals from the estimated conditional mean equation (10) . The significance of these autocorrelations may be tested using the Ljung-Box or modified Q-statistic
whereρ j denotes the j-lag sample autocorrelation of the squared or absolute returns. If the data are white noise then the MQ(p) statistic has an asymptotic chi-square distribution with p degrees of freedom. A significant value for MQ(p) provides evidence for time varying conditional volatility.
To test for autocorrelation in the raw returns when it is suspected that there are GARCH effects present, [27] suggested using the following heteroskedasticity robust version of (12)
whereσ 4 is a consistent estimate of the squared unconditional variance of returns, andγ j is the sample autocovariance of squared returns.
Since an ARCH model implies an AR model for the squared residuals 2 t , [33] showed that a simple Lagrange multiplier (LM) test for ARCH effects can be constructed based on the auxiliary regression (5) . Under the null hypothesis that there are no ARCH effects,
has an asymptotic chi-square distribution with p degrees of freedom, where T is the sample size and R 2 is computed from the regression (5) using estimated residuals. Even though the LM test is constructed from an ARCH model, [61] show that it also has power against more general GARCH alternatives and so it can be used as a general specification test for GARCH effects.
[64], however, argued that the LM test (13) may reject if there is general misspecification in the conditional mean equation (10) . They showed that such misspecification causes the estimated residualsˆ t to be serially correlated which, in turn, causesˆ Table 2 shows values of MQ(p) computed from daily and monthly squared returns and the LM test for ARCH, for various values of p, for Microsoft and the S&P 500. There is clear evidence of volatility clustering in the daily returns, but less evidence for monthly returns especially for the S&P 500.
Testing for ARCH Effects in Daily and Monthly Returns

Estimation of GARCH Models
The general GARCH(p, q) model with normal errors is (2), (3) and (6) 
where
The conditional loglikelihood (14) is used in practice since the unconditional distribution of the initial values is not known in closed form 4 . As discussed in [69] and [20] , there are several practical issues to consider in the maximization of (14) . Starting values for the model parameters c, a i (i = 0, · · · , p) and b j (j = 1, · · · , q) need to be chosen and an initialization of 2 t and σ 2 t must be supplied. The sample mean of y t is usually used as the starting value for c, zero values are often given for the conditional variance parameters other than a 0 and a 1 , and a 0 is set equal to the unconditional variance of y t 5 . For the initial values of σ 2 t , a popular choice is
where the initial values for s are computed as the residuals from a regression of y t on a constant. Once the log-likelihood is initialized, it can be maximized using numerical optimization techniques. The most common method is based on a Newton-Raphson iteration of the formθ
where θ n denotes the vector of estimated model parameters at iteration n, λ n is a scalar step-length parameter, and s(θ n ) and H(θ n ) denote the gradient (or score) vector and Hessian matrix of the log-likelihood at iteration n, respectively. The step length parameter λ n is chosen such that ln L(θ n+1 ) ≥ ln L(θ n ). For GARCH models, the BHHH algorithm is often used. This algorithm approximates the Hessian matrix using only first derivative information
In the application of the Newton-Raphson algorithm, analytic or numerical derivatives may be used. [41] provided algorithms for computing analytic derivatives for GARCH models. The estimates that maximize the conditional log-likelihood (14) are called the maximum likelihood (ML) estimates. Under suitable regularity conditions, the ML estimates are consistent and asymptotically normally distributed and an estimate of the asymptotic covariance matrix of the ML estimates is constructed from an estimate of the final Hessian matrix from the optimization algorithm used. Unfortunately, verification of the appropriate regularity conditions has only been done for a limited number of simple GARCH models, see [63] , [60] , [55] , [56] and [81] . In practice, it is generally assumed that the necessary regularity conditions are satisfied.
In GARCH models for which the distribution of z t is symmetric and the parameters of the conditional mean and variance equations are variation free, the information matrix of the log-likelihood is block diagonal. The implication of this is that the parameters of the conditional mean equation can be estimated separately from those of the conditional variance equation without loss of asymptotic efficiency. This can greatly simplify estimation. An common model for which block diagonality of the information matrix fails is the GARCH-M model.
Numerical Accuracy of GARCH Estimates
GARCH estimation is widely available in a number of commercial software packages (e.g. EVIEWS, GAUSS, MATLAB, Ox, RATS, S-PLUS, TSP) and there are also a few free open source implementations. [41] , [69] , and [20] discussed numerical accuracy issues associated with maximizing the GARCH log-likelihood. They found that starting values, optimization algorithm choice, and use of analytic or numerical derivatives, and convergence criteria all influence the resulting numerical estimates of the GARCH parameters. [69] and [20] studied estimation of a GARCH(1,1) model from a variety of commercial statistical packages using the exchange rate data of [15] as a benchmark. They found that it is often difficult to compare competing software since the exact construction of the GARCH likelihood is not always adequately described. In general, they found that use of analytic derivatives leads to more accurate estimation than procedures based on purely numerical evaluations.
In practice, the GARCH log-likelihood function is not always well behaved, especially in complicated models with many parameters, and reaching a global maximum of the log-likelihood function is not guaranteed using standard optimization techniques. Also, the positive variance and stationarity constraints are not straightforward to implement with common optimization software and are often ignored in practice. Poor choice of starting values can lead to an ill-behaved log-likelihood and cause convergence problems. Therefore, it is always a good idea to explore the surface of the log-likelihood by perturbing the starting values and re-estimating the GARCH parameters.
In many empirical applications of the GARCH(1,1) model, the estimate of a 1 is close to zero and the estimate of b 1 is close to unity. This situation is of some concern since the GARCH parameter b 1 becomes unidentified if a 1 = 0, and it is well known that the distribution of ML estimates can become ill-behaved in models with nearly unidentified parameters. [66] studied the accuracy of ML estimates of the GARCH parameters a 0 , a 1 and b 1 when a 1 is close to zero. They found that the estimated standard error for b 1 is spuriously small and that the t-statistics for testing hypotheses about the true value of b 1 are severely size distorted. They also showed that the concentrated loglikelihood as a function of b 1 exhibits multiple maxima. To guard against spurious inference they recommended comparing estimates from pure ARCH(p) models, which do not suffer from the identification problem, with estimates from the GARCH (1, 1) . If the volatility dynamics from these models are similar then the spurious inference problem is not likely to be present.
Quasi-Maximum Likelihood Estimation
Another practical issue associated with GARCH estimation concerns the correct choice of the error distribution. In particular, the assumption of conditional normality is not always appropriate. However, as shown by [86] and [16] , even when normality is inappropriately assumed, maximizing the Gaussian log-likelihood (14) results in quasi-maximum likelihood estimates (QMLEs) that are consistent and asymptotically normally distributed provided the conditional mean and variance functions of the GARCH model are correctly specified. In addition, [16] derived an asymptotic covariance matrix for the QMLEs that is robust to conditional non-normality. This matrix is estimated using
whereθ QM L denotes the QMLE of θ, and is often called the "sandwich" estimator. The coefficient standard errors computed from the square roots of the diagonal elements of (15) are sometimes called "Bollerslev-Wooldridge" standard errors. Of course, the QMLEs will be less efficient than the true MLEs based on the correct error distribution. However, if the normality assumption is correct then the sandwich covariance is asymptotically equivalent to the inverse of the Hessian. As a result, it is good practice to routinely use the sandwich covariance for inference purposes. [35] and [16] evaluated the accuracy of the quasi-maximum likelihood estimation of GARCH(1,1) models. They found that if the distribution of z t in (3) is symmetric, then QMLE is often close to the MLE. However, if z t has a skewed distribution then the QMLE can be quite different from the MLE.
Model Selection
An important practical problem is the determination of the ARCH order p and the GARCH order q for a particular series. Since GARCH models can be treated as ARMA models for squared residuals, traditional model selection criteria such as the Akaike information criterion (AIC) and the Bayesian information criterion (BIC) can be used for selecting models. For daily returns, if attention is restricted to pure ARCH(p) models it is typically found that large values of p are selected by AIC and BIC. For GARCH(p, q) models, those with p, q ≤ 2 are typically selected by AIC and BIC. Low order GARCH(p,q) models are generally preferred to a high order ARCH(p) for reasons of parsimony and better numerical stability of estimation (high order GARCH(p, q) processes often have many local maxima and minima). For many applications, it is hard to beat the simple GARCH(1,1) model.
Evaluation of Estimated GARCH models
After a GARCH model has been fit to the data, the adequacy of the fit can be evaluated using a number of graphical and statistical diagnostics. If the GARCH model is correctly specified, then the estimated standardized residualsˆ t /σ t should behave like classical regression residuals; i.e., they should not display serial correlation, conditional heteroskedasticity or any type of nonlinear dependence. In addition, the distribution of the standardized residualsˆ t /σ t should match the specified error distribution used in the estimation.
Graphically, ARCH effects reflected by serial correlation inˆ 2 t /σ 2 t can be uncovered by plotting its SACF. The modified Ljung-Box statistic (12) can be used to test the null of no autocorrelation up to a specific lag, and Engle's LM statistic (13) can be used to test the null of no remaining ARCH effects 6 . If it is assumed that the errors are Gaussian, then a plot ofˆ t /σ t against time should have roughly ninety five percent of its values between ±2; a normal qq-plot ofˆ t /σ t should look roughly linear 7 ; and the JB statistic should not be too much larger than six. Table 3 gives model selection criteria for a variety of GARCH(p, q) fitted to the daily returns on Microsoft and the S&P 500. For pure ARCH(p) models, an ARCH (5) is chosen by all criteria for both series. For GARCH(p, q) models, AIC picks a GARCH(2,1) for both series and BIC picks a GARCH(1,1) for both series 8 . Table 4 gives QMLEs of the GARCH(1,1) model assuming normal errors for the Microsoft and S&P 500 daily returns. For both series, the estimates of a 1 are around 0.09 and the estimates of b 1 are around 0.9. Using both ML and QML standard errors, these estimates are statistically different from zero. However, the QML standard errors are considerably larger than the ML standard errors. The estimated volatility persistence, a 1 + b 1 , is very high for both series and implies half-lives of shocks to volatility to Microsoft and the S&P 500 of 15.5 days and 76 days, respectively. The unconditional standard deviation of returns,σ = p a 0 /(1 − a 1 − b 1 ), for Microsoft and the S&P 500 implied by the GARCH(1,1) models are 0.0253 and 0.0138, respectively, and are very close to the sample standard deviations of returns reported in Table 1 .
Estimation of GARCH Models for Daily and Monthly Returns
Estimates of GARCH-M(1,1) models for Microsoft and the S&P 500, where σ t is added as a regressor to the mean equation, show small positive coefficients on σ t and essentially the same estimates for the remaining parameters as the GARCH(1,1) models. Figure 4 shows the first differences of returns along with the fitted one-stepahead volatilities,σ t , computed from the GARCH(1,1) and ARCH(5) models. The ARCH(5) and GARCH(1,1) models do a good job of capturing the observed volatility clustering in returns. The GARCH(1,1) volatilities, however, are smoother and display more persistence than the ARCH(5) volatilities.
Graphical diagnostics from the fitted GARCH(1,1) models are illustrated in Figure Table 4 also shows estimates of GARCH(1,1) models fit to the monthly returns. The GARCH(1,1) models fit to the monthly returns are remarkable similar to those fit to the daily returns. There are, however, some important differences. The monthly standardized residuals are much closer to the normal distribution, especially for Microsoft. Also, the GARCH estimates for the S&P 500 reflect some of the characteristics of spurious GARCH effects as discussed in [66] . In particular, the estimate of a 1 is close to zero, and has a relatively large QML standard error, and the estimate of b 1 is close to one and has a very small standard error.
GARCH Model Extensions
In many cases, the basic GARCH conditional variance equation (6) under normality provides a reasonably good model for analyzing financial time series and estimating conditional volatility. However, in some cases there are aspects of the model which can be improved so that it can better capture the characteristics and dynamics of a particular time series. For example, the empirical analysis in the previous Section showed that for the daily returns on Microsoft and the S&P 500, the normality assumption may not be appropriate and there is evidence of nonlinear behavior in the standardized residuals from the fitted GARCH(1,1) model. This Section discusses several extensions to the basic GARCH model that make GARCH modeling more flexible. 
Asymmetric Leverage Effects and News Impact
In the basic GARCH model (6), since only squared residuals 2 t−i enter the conditional variance equation, the signs of the residuals or shocks have no effect on conditional volatility. However, a stylized fact of financial volatility is that bad news (negative shocks) tends to have a larger impact on volatility than good news (positive shocks). That is, volatility tends to be higher in a falling market than in a rising market. [10] attributed this effect to the fact that bad news tends to drive down the stock price, thus increasing the leverage (i.e., the debt-equity ratio) of the stock and causing the stock to be more volatile. Based on this conjecture, the asymmetric news impact on volatility is commonly referred to as the leverage effect.
Testing for Asymmetric Effects on Conditional Volatility
A simple diagnostic for uncovering possible asymmetric leverage effects is the sample correlation between r 2 t and r t−1 . A negative value of this correlation provides some evidence for potential leverage effects. Other simple diagnostics, suggested by [39] , result from estimating the following test regression
whereε t is the estimated residual from the conditional mean equation (10), andŵ t−1 is a variable constructed fromε t−1 and the sign ofε t−1 . A significant value of β 1 indicates evidence for asymmetric effects on conditional volatility. Let S − t−1 denote a dummy variable equal to unity whenε t−1 is negative, and zero otherwise. Engle and Ng consider three tests for asymmetry. Settingŵ t−1 = S − t−1 gives the Sign Bias test; settingŵ t−1 = S − t−1ε t−1 gives the Negative Size Bias test; and settinĝ w t−1 = S + t−1ε t−1 gives the Positive Size Bias test.
Asymmetric GARCH Models
The leverage effect can be incorporated into a GARCH model in several ways. [71] proposed the following exponential GARCH (EGARCH) model to allow for leverage effects
where h t = log σ 2 t . Note that when t−i is positive or there is "good news", the total effect of t−i is (1 + γ i )| t−i |; in contrast, when t−i is negative or there is "bad news", the total effect of t−i is (1 − γ i )| t−i |. Bad news can have a larger impact on volatility, and the value of γ i would be expected to be negative. An advantage of the EGARCH model over the basic GARCH model is that the conditional variance σ 2 t is guaranteed to be positive regardless of the values of the coefficients in (16) , because the logarithm of σ 2 t instead of σ 2 t itself is modeled. Also, the EGARCH is covariance stationary provided P q j=1 b j < 1. Another GARCH variant that is capable of modeling leverage effects is the threshold GARCH (TGARCH) model, 9 which has the following form
That is, depending on whether t−i is above or below the threshold value of zero, 2 t−i has different effects on the conditional variance σ 2 t : when t−i is positive, the total effects are given by a i 2 t−i ; when t−i is negative, the total effects are given by (a i + γ i ) 2 t−i . So one would expect γ i to be positive for bad news to have larger impacts.
[31] extended the basic GARCH model to allow for leverage effects. Their power GARCH (PGARCH(p, d, q) ) model has the form
where d is a positive exponent, and γ i denotes the coefficient of leverage effects. When d = 2, (18) reduces to the basic GARCH model with leverage effects. When d = 1, the PGARCH model is specified in terms of σ t which tends to be less sensitive to outliers than when d = 2. The exponent d may also be estimated as an additional parameter which increases the flexibility of the model. [31] showed that the PGARCH model also includes many other GARCH variants as special cases. Many other asymmetric GARCH models have been proposed based on smooth transition and Markov switching models. See [44] and [83] for excellent surveys of these models.
News Impact Curve
The GARCH, EGARCH, TGARCH and PGARCH models are all capable of modeling leverage effects. To clearly see the impact of leverage effects in these models, [75] , and [39] advocated the use of the so-called news impact curve. They defined the news 9 The original TGARCH model proposed by [87] models σt instead of σ 2 t . The TGARCH model is also known as the GJR model because [47] proposed essentially the same model. impact curve as the functional relationship between conditional variance at time t and the shock term (error term) at time t −1, holding constant the information dated t − 2 and earlier, and with all lagged conditional variance evaluated at the level of the unconditional variance. Table 5 summarizes the expressions defining the news impact curves, which include expressions for the unconditional variances, for the asymmetric GARCH(1,1) models. Table 6 shows diagnostics and tests for asymmetric effects in the daily returns on Microsoft and the S&P 500. The correlation between r 2 t and r t−1 is negative and fairly small for both series indicating weak evidence for asymmetry. However, the Size Bias tests clearly indicate asymmetric effects with the Negative Size Bias test giving the most significant results. (1,1,1) is the best fitting model for the S&P 500. Figure 6 shows the estimated news impact curves based on these models. In this plot, the range of t is determined by the residuals from the fitted models. The TGARCH and PGARCH(1,2,1) models have very similar NICs and show much larger responses to negative shocks than to positive shocks. Since the EGARCH(1,1) and PGARCH(1,1,1) models are more robust to extreme shocks, impacts of small (large) shocks for these model are larger (smaller) compared to those from the other models and the leverage effect is less pronounced.
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Asymmetric GARCH Models for Daily Returns
Non-Gaussian Error Distributions
In all the examples illustrated so far, a normal error distribution has been exclusively used. However, given the well known fat tails in financial time series, it may be more appropriate to use a distribution which has fatter tails than the normal distribution. The most common fat-tailed error distributions for fitting GARCH models are: the Student's t distribution; the double exponential distribution; and the generalized error distribution. [13] proposed fitting a GARCH model with a Student's t distribution for the standardized residual. If a random variable u t has a Student's t distribution with ν degrees of freedom and a scale parameter s t , the probability density function (pdf) of u t is given by
where Γ(·) is the gamma function. The variance of u t is given by
If the error term t in a GARCH model follows a Student's t distribution with ν degrees of freedom and var t−1 ( t ) = σ 2 t , the scale parameter s t should be chosen to be
Thus the log-likelihood function of a GARCH model with Student's t distributed errors can be easily constructed based on the above pdf. [71] proposed to use the generalized error distribution (GED) to capture the fat tails usually observed in the distribution of financial time series. If a random variable u t has a GED with mean zero and unit variance, the pdf of u t is given by
, and ν is a positive parameter governing the thickness of the tail behavior of the distribution. When ν = 2 the above pdf reduces to the standard normal pdf; when ν < 2, the density has thicker tails than the normal density; when ν > 2, the density has thinner tails than the normal density. When the tail thickness parameter ν = 1, the pdf of GED reduces to the pdf of double exponential distribution:
Based on the above pdf, the log-likelihood function of GARCH models with GED or double exponential distributed errors can be easily constructed. See to [48] for an example. Several other non-Gaussian error distribution have been proposed. [42] introduced the asymmetric Student's t distribution to capture both skewness and excess kurtosis in the standardized residuals. [85] proposed the normal inverse Gaussian distribution.
[45] provided a very flexible seminonparametric innovation distribution based on a Hermite expansion of a Gaussian density. Their expansion is capable of capturing general shape departures from Gaussian behavior in the standardized residuals of the GARCH model. Table 8 gives estimates of the GARCH(1,1) and best fitting asymmetric GARCH(1,1) models using Student's t innovations for the Microsoft and S&P 500 returns. Model selection criteria indicated that models using the Student's t distribution fit better than the models using the GED distribution. The estimated degrees of freedom for Microsoft is about 7, and for the S&P 500 about 6. The use of t-distributed errors clearly improves the fit of the GARCH(1,1) models. Indeed, the BIC values are even lower than the values for the asymmetric GARCH(1,1) models based on Gaussian errors (see Table 7 ). Overall, the asymmetric GARCH(1,1) models with t-distributed errors are the best fitting models. The qq-plots in Figure 7 shows that the Student's t distribution adequately captures the fat-tailed behavior in the standardized residuals for Microsoft but not for the S&P 500 index.
Non-Gaussian GARCH Models for Daily Returns
Long Memory GARCH Models
If returns follow a GARCH(p, q) model, then the autocorrelations of the squared and absolute returns should decay exponentially. However, the SACF of r 2 t and |r t | for Microsoft and the S&P 500 in Figure 2 appear to decay much more slowly. This is evidence of so-called long memory behavior. Formally, a stationary process has long memory or long range dependence if its autocorrelation function behaves like
where C ρ is a positive constant, and d is a real number between 0 and 1 2 . Thus the autocorrelation function of a long memory process decays slowly at a hyperbolic rate. In fact, it decays so slowly that the autocorrelations are not summable:
It is important to note that the scaling property of the autocorrelation function does not dictate the general behavior of the autocorrelation function. Instead, it only specifies the asymptotic behavior when k → ∞ . What this means is that for a long memory process, it is not necessary for the autocorrelation to remain significant at large lags as long as the autocorrelation function decays slowly. [8] gives an example to illustrate this property.
The following subSections describe testing for long memory and GARCH models that can capture long memory behavior in volatility. Explicit long memory GARCH models are discussed in [83] .
Testing for Long Memory
One of the best-known and easiest to use tests for long memory or long range dependence is the rescaled range (R/S) statistic, which was originally proposed by [53] , and later refined by [67] and his coauthors. The R/S statistic is the range of partial sums of deviations of a time series from its mean, rescaled by its standard deviation. Specifically, consider a time series y t , for t = 1, · · · , T . The R/S statistic is defined as
where ⇒ denotes weak convergence and V is the range of a Brownian bridge on the unit interval. [62] gives selected quantiles of V . [62] pointed out that the R/S statistic is not robust to short range dependence. In particular, if y t is autocorrelated (has short memory) then the limiting distribution of Q T / √ T is V scaled by the square root of the long run variance of y t . To allow for short range dependence in y t , [62] modified the R/S statistic as follows
where the sample standard deviation is replaced by the square root of the NeweyWest ( [73] ) estimate of the long run variance with bandwidth q. 10 [62] showed that if there is short memory but no long memory in y t ,Q T also converges to V , the range of a Brownian bridge. [18] found that (20) is effective for detecting long memory behavior in asset return volatility.
Two Component GARCH Model
In the covariance stationary GARCH model the conditional volatility will always mean revert to its long run level unconditional value. Recall the mean reverting form of the basic GARCH(1, 1) model in (11) . In many empirical applications, the estimated mean reverting rateâ 1 +b 1 is often very close to 1. For example, the estimated value of a 1 + b 1 from the GARCH(1,1) model for the S&P 500 index is 0.99 and the half life of a volatility shock implied by this mean reverting rate is ln(0.5)/ ln(0.956) = 76.5 days. So the fitted GARCH(1,1) model implies that the conditional volatility is very persistent. [37] suggested that the high persistence and long memory in volatility may be due to a time-varying long run volatility level. In particular, they suggested decomposing conditional variance into two components 
Integrated GARCH Model
The high persistence often observed in fitted GARCH(1,1) models suggests that volatility might be nonstationary implying that a 1 + b 1 = 1, in which case the GARCH(1,1) model becomes the integrated GARCH(1,1) or IGARCH(1,1) model. In the IGARCH(1,1) model the unconditional variance is not finite and so the model does not exhibit volatility mean reversion. However, it can be shown that the model is strictly stationary provided E[ln(a 1 z 2 t +b 1 )] < 0. If the IGARCH(1,1) model is strictly stationary then the parameters of the model can still be consistently estimated by MLE.
[27] argued against the IGARCH specification for modeling highly persistent volatility processes for two reasons. First, they argue that the observed convergence toward normality of aggregated returns is inconsistent with the IGARCH model. Second, they argue that observed IGARCH behavior may result from misspecification of the conditional variance function. For example, a two components structure or ignored structural breaks in the unconditional variance ( [58] and [70] ) can result in IGARCH behavior. Table 9 gives Lo's modified R/S statistic (20) applied to r 2 t and |r t | for Microsoft and the S&P 500. The 1% right tailed critical value for the test is 2.098 ( [62] Table  5 .2) and so the modified R/S statistics are significant at the 1% level for both series providing evidence for long memory behavior in volatility. Table 10 shows estimates of the two component GARCH(1,1) with d = 2, using Gaussian and Student's t errors, for the daily returns on Microsoft and the S&P 500. Notice that the BIC values are smaller than the BIC values for the unconstrained GARCH(2,2) models given in Table 3 , which confirms the better numerical stability of the two component model. For both series, the two components are present and satisfy 1 < (α 1 + β 1 ) < (α 2 + β 2 ). For Microsoft, the half-lives of the two components from the Gaussian (Student's t) models are 21 (26.8) days and 3.1 (3.9) days, respectively. For the S&P 500, the half-lives of the two components from the Gaussian (Student's t) models are 75 (69.9) days and 7.3 (16.4) days, respectively.
Long Memory GARCH Models for Daily Returns
GARCH Model Prediction
An important task of modeling conditional volatility is to generate accurate forecasts for both the future value of a financial time series as well as its conditional volatility. Volatility forecasts are used for risk management, option pricing, portfolio allocation, trading strategies and model evaluation. Since the conditional mean of the general GARCH model (10) assumes a traditional ARMA form, forecasts of future values of the underlying time series can be obtained following the traditional approach for ARMA prediction. However, by also allowing for a time varying conditional variance, GARCH models can generate accurate forecasts of future volatility, especially over short horizons. This Section illustrates how to forecast volatility using GARCH models.
GARCH and Forecasts for the Conditional Mean
Suppose one is interested in forecasting future values of y T in the standard GARCH model described by (2), (3) and (6) . For simplicity assume that E T [y T +1 ] = c. Then the minimum mean squared error h− step ahead forecast of y T +h is just c, which does not depend on the GARCH parameters, and the corresponding forecast error is
The conditional variance of this forecast error is then
which does depend on the GARCH parameters. Therefore, in order to produce confidence bands for the h−step ahead forecast the h−step ahead volatility forecast
T +h ] is needed.
Forecasts from the GARCH(1,1) Model
For simplicity, consider the basic GARCH(1, 1) model (7) where t = z t σ t such that z t ∼ iid (0, 1) and has a symmetric distribution. Assume the model is to be estimated over the time period t = 1, 2, · · · , T . The optimal, in terms of mean-squared error, forecast of σ 2 T +k given information at time T is E T [σ 2
T +k ] and can be computed using a simple recursion. For k = 1,
where it assumed that 2 T and σ 2 T are known 11 . Similarly, for k = 2
An alternative representation of the forecasting equation (26) starts with the meanadjusted form σ
Notice that as k → ∞, the volatility forecast in (26) approachesσ 2 if the GARCH process is covariance stationary and the speed at which the forecasts approachesσ 2 is captured by a 1 + b 1 . The forecasting algorithm (26) produces forecasts for the conditional variance σ 2 T +k . The forecast for the conditional volatility, σ T +k , is usually defined as the square root of the forecast for σ 2 T +k . The GARCH(1,1) forecasting algorithm (25) is closely related to an exponentially weighted moving average (EWMA) of past values of 2 t . This type of forecast is commonly used by RiskMetrics ( [54] ). The EWMA forecast of σ 2 T +1 has the form
for λ ∈ (0, 1). In (28), the weights sum to one, the first weight is 1−λ, and the remaining weights decline exponentially. To relate the EWMA forecast to the GARCH(1,1) formula (25) , (28) may be re-expressed as 11 In practice, a0, a1, b1, T and σ which is of the form (25) with a 0 = 0, a 1 = 1 − λ and b 1 = λ. Therefore, the EWMA forecast is equivalent to the forecast from a restricted IGARCH(1,1) model. It follows that for any h > 0, σ 2 T +h,EW MA = σ 2 T,EW MA . As a result, unlike the GARCH(1,1) forecast, the EWMA forecast does not exhibit mean reversion to a long-run unconditional variance.
Forecasts from Asymmetric GARCH(1,1) Models
To illustrate the asymmetric effects of leverage on forecasting, consider the TGARCH(1,1) model (17) 
Assume that t has a symmetric distribution about zero. The forecast for T +1 based on information at time T is
where it assumed that 2 T , S T and σ 2 T are known. Hence, the TGARCH(1,1) forecast for T + 1 will be different than the GARCH(1,1) forecast if S T = 1 ( T < 0). The forecast at T + 2 is
Notice that the asymmetric impact of leverage is present even if S T = 0. By recursive substitution for the forecast at T + h is
which is similar to the GARCH(1,1) forecast (26) . The mean reverting form (29) is
is the long run variance. Forecasting algorithms for σ d T +h in the PGARCH(1, d, 1) and for ln σ 2 T +h in the EGARCH(1,1) follow in a similar manner and the reader is referred to [31] , and [71] for further details.
Simulation-Based Forecasts
The forecasted volatility can be used together with forecasted series values to generate confidence intervals of the forecasted series values. In many cases, the forecasted volatility is of central interest, and confidence intervals for the forecasted volatility can be obtained as well. However, analytic formulas for confidence intervals of forecasted volatility are only known for some special cases (see [6] ). In models for which analytic formulas for confidence intervals are not known, a simulation-based method can be used to obtain confidence intervals for forecasted volatility from any GARCH that can be simulated. To obtain volatility forecasts from a fitted GARCH model, simply simulate σ 2 T +k from the last observation of the fitted model. This process can be repeated many times to obtain an "ensemble" of volatility forecasts. The point forecast of σ 2 T +k may then be computed by averaging over the simulations, and a 95% confidence interval may be computed using the 2.5% and 97.5% quantiles of the simulation distribution, respectively.
Forecasting the Volatility of Multiperiod Returns
In many situations, a GARCH model is fit to daily continuously compounded returns r t = ln(P t ) − ln(P t−1 ), where P t denotes the closing price on day t. The resulting GARCH forecasts are for daily volatility at different horizons. For risk management and option pricing with stochastic volatility, volatility forecasts are needed for multiperiod returns. With continuously compounded returns, the h−day return between days T and T + h is simply the sum of h single day returns
Assuming returns are uncorrelated, the conditional variance of the h−period return is then
If returns have constant varianceσ 2 , then σ 2 T (h) = hσ 2 and σ T (h) = √ hσ. This is known as the "square root of time" rule as the h−day volatility scales with √ h. In this case, the h−day variance per day, σ 2 T (h)/h, is constant. If returns are described by a GARCH model then the square root of time rule does not necessarily apply. To see this, suppose returns follow a GARCH(1,1) model. Plugging the GARCH(1,1) model forecasts (27) 
Evaluating Volatility Predictions
GARCH models are often judged by their out-of-sample forecasting ability, see [22] for an overview. This forecasting ability can be measured using traditional forecast error metrics as well as with specific economic considerations such as value-at-risk violations, option pricing accuracy, or portfolio performance. Out-of-sample forecasts for use in model comparison are typically computed using one of two methods. The first method produces recursive forecasts. An initial sample using data from t = 1, . . . , T is used to estimate the models, and h−step ahead out-of-sample forecasts are produced starting at time T. Then the sample is increased by one, the models are reestimated, and h−step ahead forecasts are produced starting at T +1. This process is repeated until no more h−step ahead forecasts can be computed. The second method produces rolling forecasts. An initial sample using data from t = 1, . . . , T is used to determine a window width T, to estimate the models, and to form h−step ahead outof-sample forecasts starting at time T. Then the window is moved ahead one time period, the models are re-estimated using data from t = 2, . . . , T + 1, and h−step ahead out-of-sample forecasts are produced starting at time T + 1. This process is repeated until no more h−step ahead forecasts can be computed.
Traditional Forecast Evaluation Statistics
Let E i,T [σ 2
T +h ] denote the h−step ahead forecast of σ 2 T +h at time T from GARCH model i using either recursive or rolling methods. Define the corresponding forecast error as e i,T +h|T = E i,T [σ 2
T +h ] − σ 2 T +h . Common forecast evaluation statistics based on N out-of-sample forecasts from T = T + 1, . . . , T + N are The model which produces the smallest values of the forecast evaluation statistics is judged to be the best model. Of course, the forecast evaluation statistics are random variables and a formal statistical procedure should be used to determine if one model exhibits superior predictive performance. [28] proposed a simple procedure to test the null hypothesis that one model has superior predictive performance over another model based on traditional forecast evaluation statistics. Let with probability one. These results indicate that extreme care must be used when interpreting forecast evaluation statistics and tests based on 2 T +h . If high frequency intraday data are available, then instead of using 2 T +h to proxy σ 2 T +h [2] suggested using the so-called realized variance T +h as m → ∞. As a result, RV m t+h is a much less noisy estimate of σ 2 T +h than 2 T +h and so forecast evaluations based on RV m t+h are expected to be much more accurate than those based on 2 T +h . For example, in evaluating GARCH(1,1) forecasts for the Deutschemark-US daily exchange rate, [2] reported R 2 values from (32) of 0.047, 0.331 and 0.479 using 2 T +1 , RV 24 T +1 and RV 288 T +1 , respectively.
8.7
Forecasting the Volatility of Microsoft and the S&P 500 Figure 8 shows h−day ahead volatility predictions (h = 1, . . . , 250) from the fitted GARCH(1,1) models with normal errors for the daily returns on Microsoft and the S&P 500. The horizontal line in the figures represents the estimated unconditional standard deviation from the fitted models. At the beginning of the forecast period, σ T < b σ for both series and so the forecasts revert upward toward the unconditional volatility. The speed of volatility mean reversion is clearly shown by the forecast profiles. The forecasts for Microsoft revert to the unconditional level after about four months, whereas the forecasts for the S&P 500 take over one year. Figure 8 shows the volatility forecasts from the asymmetric and long memory GARCH(1,1) models, and Table 11 gives the unconditional volatility from the estimated models. For Microsoft, the forecasts and unconditional volatilities from the different models are similar. For the S&P 500, in contrast, the forecasts and unconditional volatilities differ considerably across the models.
