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Abstract: This study presents a novel maximum power point tracking (MPPT) algorithm via dynamic leader based 
collective intelligence (DLCI) of PV systems affected by partial shading condition (PSC). Different from the 
conventional meta-heuristic algorithms, DLCI is consisted of multiple sub-optimizers, which can achieve a much 
wider exploration by fully collaborating the optimization ability of various searching mechanisms instead of a single 
searching mechanism. In order to achieve a deeper exploitation, the sub-optimizer with the current best solution is 
chosen as the dynamic leader for an efficient searching guidance to other sub-optimizers. Although the multiple sub-
optimizers of DLCI will result in a higher computational complexity, it can offer an enhanced searching ability and a 
more stable convergence compared to that of conventional meta-heuristic algorithms. Since it does not reply on the 
system model, DLCI can be easily applied to other optimization tasks. Four case studies, including start-up test, step 
change in solar irradiation with constant temperature, gradual change in both solar irradiation and temperature, and 
daily field data of solar irradiation and temperature in Hong Kong, are undertaken. They attempt to evaluate the 
effectiveness and advantages of DLCI in comparison to that of conventional incremental conductance (INC) and eight 
typical meta-heuristic algorithms, e.g., genetic algorithm (GA), particle swarm optimization (PSO), artificial bees 
colony (ABC), Cuckoo search algorithm (CSA), grey wolf optimizer (GWO), moth-flame optimization (MFO), whale 
optimization algorithm (WOA), and teaching-learning-based optimization (TLBO), respectively. Lastly, a dSpace 
based hardware-in-the-loop (HIL) test is carried out to validate the implementation feasibility of DLCI based MPPT 
technique. Both the case studies and HIL test demonstrate that the searching ability of DLCI can be significantly 
improved via an effective coordination between multiple sub-optimizers, which can make the PV system generate 
more energy (up to 36.64%) and smaller power fluctuation (up to 21.17%) than other methods with a single searching 
mechanism. 
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Nomenclature 
Variables Abbreviations 
Vpv PV output voltage MPPT maximum power point tracking 
Ipv PV output current PV Photovoltaic 
Ig        cell’s photocurrent PSC partial shading condition 
ID        diode’s photocurrent INC incremental conductance 
IS cell’s reverse saturation current CI collective intelligence 
IRS d-q components of the grid current DLCI dynamic leader based collective intelligence 
Tc cell’s absolute working temperature, K GA genetic algorithm 
Tref cell’s reference temperature, K PSO particle swarm optimization 
S total solar irradiation, W/m2 ABC artificial bees colony 
Eg bang-gap energy of the semiconductor used in the cell CSA Cuckoo search algorithm 
Np number of panels connected in parallel TLBO teaching-learning-based optimization 
Ns number of panels connected in series GMPP global maximum power point 
Voc open-circuit voltage of a single PV cell LMPP local maximum power point 
Vreverse reverse voltage drop on the shadowed cell GWO grey wolf optimizer 
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𝑽ଙሬሬሬ⃗  velocity vector of the ith particle RES renewable energy system 
𝒓𝟏, 𝒓𝟐 random numbers P&O perturb & observe 
𝑷ଙሬሬሬሬ⃗  the individual best position of the ith particle DMPPT distributed maximum power point trackers 
𝑮ሬሬ⃗  the global best position of the whole swarm ACO ant colony optimization 
𝒇𝒐𝒃𝒆𝒔𝒕ሺ𝒌ሻ the fitness function of the best solution obtained by the oth sub-optimizer at the kth iteration SA simulate annealing 
𝑿ሬሬ⃗ 𝒐𝒘𝒐𝒓𝒔𝒕ሺ𝒌ሻ the worst solution obtained by the oth sub-optimizer at the kth iteration WOA whale optimization algorithm 
𝑿ሬሬ⃗ 𝑳𝒃𝒆𝒔𝒕ሺ𝒌ሻ the best solution obtained by the dynamic leader at the kth iteration RMO radial movement optimization 
Z the set of all integers CSO cat swarm optimization 
VBdiode voltage drop of one bypass diode HIL hardware-in-the-loop 

X  position vector of the searching individual DLCI parameters 
PV system parameters n number of sub-optimizers 
q electron charge, 1.60217733×10-19 Cb N population size 
A p-n junction ideality factor, between 1 and 5 kmax maximum iteration number 
k Boltzman’s constant, 1.380658×10-23 J/K a adaption factor 
ki cell’s short-circuit current temperature coefficient b shape constant  
Rs cell’s series resistance c1, c2 acceleration coefficients 
Rp cell’s parallel resistance ω inertia weight 
1. Introduction 
Renewable energy system (RES) is growing rapidly around the globe in the past decade due to the ever-
increasing demand of energy, particularly in the booming economies like China and India, with an ambitious trend 
of energy efficiency improvement and carbon emission reduction [1-5]. In general, deployed RES usually involves 
various energy conversion technologies, e.g., hydro, wind, solar, biomass, tidal, wave, geothermal, etc. [6-8], which 
can provide a promising and effective solution for the emerging energy crisis of both developing and developed 
countries [9,10]. Among different RES, photovoltaic (PV) system has become a major and popular application thanks 
to its prominent merits of abundance of solar energy, pollution free, noiseless operation and low tear-and-wear 
without moving parts, ease of assembly and allocation, and relatively low maintenance costs [11]. Besides, in 
reference [12], a decentralized algorithm was proposed for energy trading among the load aggregators and renewable 
generators in power distribution networks, which was formulated as a bi-level optimization problem while convex 
relaxation techniques were used to convexify this problem. 
One of the most important and typical problem of PV system operation is to extract the maximum available 
solar power under different atmospheric conditions, which is called maximum power point tracking (MPPT) [13] 
and has attracted an enormous amount of research interests. Conventional MPPT techniques own the elegant 
advantages of structure simplicity and fast seeking rate, such as hill-climbing [14], perturb & observe (P&O) [15], 
and incremental conductance (INC) [16]. Hence, they have been widely adopted and could obtain a satisfactory 
MPPT performance under the uniform solar irradiation scenario, e.g., all PV cells in the same module and all modules 
in the same string receive the identical solar irradiation and temperature, upon which there exists merely a single 
maximum power point (MPP). 
However, partial shading condition (PSC) often occurs when there are mismatching conditions (manufacturers’ 
tolerances of PV cell characteristics and different shading luminosity) between the solar panels of a string [17]. One 
feasible solution to protect the PV panels from the hot spot effect is to utilize bypass diodes connected in parallel 
with each PV module. More specifically, if the current of a shaded solar panel is smaller than the current of the string, 
then it will be shunted by the corresponding bypass diode [18]. Basically, the use of bypass diode will result in several 
malignant drawbacks, e.g., additional power losses, increase of overall costs, and appearance of undesirable multiple 
local MPPs (LMPPs). Unfortunately, the aforementioned conventional MPPT techniques cannot distinguish the 
difference between the LMPP and global MPP (GMPP), which will be stagnated at the first peak they encounter 
Bo Yang, Tao Yu, Xiaoshun Zhang, Hongchun Shu, Yiyan Sang, Lin Jiang                                
3 
 
regardless of whether it is a LMPP or GMPP, and are frequently trapped at a LMPP. Thus, a considerable amount of 
power losses will occur under PSC. 
In order to remedy this thorny obstacle, plenty of power optimizers or distributed maximum power point trackers 
(DMPPTs) have been employed. In essence, they replace the passive bypass diodes with active devices, like power 
converters, such that the LMPPs can be then eliminated thus the overall power-voltage (P-V) characteristics could 
contain merely a single MPP. Such techniques can be referred to micro-inverters [19], PV voltage equalizer [20], and 
series/parallel connected DMPPT [21],[22]. Nevertheless, these approaches are usually very expensive which limit 
their applications in practice, particularly in large-scale PV stations.  
On the other hand, an enormous variety of meta-heuristic based MPPT algorithms has been proposed in recent 
years to resolve the PSC. In literature [23], a fuzzy logic controller (FLC) was designed for MPPT, in which the near 
optimum design for membership functions and control rules are found simultaneously by genetic algorithm (GA). 
Moreover, an improved particle swarm optimization (PSO) adopting variable sampling time strategy was proposed 
to efficiently track the GMPP [24]. Besides, ant colony optimization (ACO) algorithm was developed with the 
advantages of fewer control parameters and independent convergence with the initial operation conditions [25]. 
Further, reference [26] applied Cuckoo search algorithm (CSA) to rapidly seek GMPP, which convergence is 
accelerated via Lévy flight. In addition, teaching-learning-based optimization (TLBO) was employed to exactly track 
the GMPP under PSC, which structure is very simple with fast convergence [27]. Besides, work [28] presented a 
flower pollination algorithm (FPA) to mitigate PSC in building integrated PV power systems. Meanwhile, whale 
optimization algorithm (WOA) was utilized for a quick and oscillation-free MPPT in the presence of PSC, which 
just requires few parameters and the computational burden is relatively low [29]. Based on the swarm population, 
literature [30] adopted radial movement optimization (RMO) associated with spherical boundaries in the search-
space to handle PSC, which only needs to adjust few number of parameters to make the searching process robust and 
fast. In reference [31], shuffled frog leap algorithm (SFLA) was conducted to efficiently and effectively identify the 
GMPP under PSC. Additionally, mine blast optimization (MBO) was devised to achieve a satisfactory MPPT under 
different patterns of shadow [32]. Furthermore, grey wolf optimizer (GWO) was applied on PV systems under PSC, 
which has a fast identification speed of GMPP [33]. Besides, cat swarm optimization (CSO) was presented in work 
[34] to rapidly converge to GMPP in the presence of multiple peaks. In literature [35], simulate annealing (SA) was 
used for GMPP tracking under PSC which owns a quite simple structure. Generally speaking, the above meta-
heuristic based MPPT algorithms mainly have the following two drawbacks: 
 Larger power fluctuation: due to the random searching mechanisms, these meta-heuristic algorithms may 
easily converge to different optimums in different runs under the same weather condition. Hence, it will readily lead 
to a larger power fluctuation of PV systems; 
 Lower power output: since the control cycle of MPPT is ultra-short, these meta-heuristic algorithms may 
easily converge to a low quality optimum due to the computation time limitation and the single searching mechanism. 
Hence, they might be easily trapped at a low quality LMPP. 
In the past two decades, collective intelligence (CI) [36] has attracted enormous attentions in various fields, 
including biology, social sciences, engineering, computer science, etc. CI is defined as a “Group of individuals doing 
things collectively that seems intelligent” [37], which may involve consensus, social capital and formalisms such 
as voting systems, social media and other means of quantifying mass activity, and strongly contribute to the shift of 
knowledge and power from the individual to the collective. In essence, the major advantage of CI is that it can yield 
a better solution via a global intelligent behaviour, e.g., cooperation or competition, with a group of individuals/agents 
rather than a single one. For example, Google can produce an amazingly intelligent answer to a raised question based 
on the collective knowledge shared/analyzed by millions of people on the internet. CI has been applied in eHealth 
[38], nonlinear constrained optimization [39], path planning [40], personalized tourism [41], artificial ecosystem [42], 
etc. Motivated by this prominent feature, this paper proposes a novel dynamic leader based CI (DLCI) for searching 
the GMPP of a PV system under PSC, which main contributions/novelties can be summarized as follows: 
 Compared with the conventional meta-heuristic algorithms [23]-[35], DLCI can simultaneously exploit 
multiple searching mechanisms from various types of sub-optimizer. Hence, its convergence stability can be 
dramatically enhanced due to the effective collaboration among different sub-optimizers, thus the power fluctuation 
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of PV system can be noticeably reduced; 
 A dynamic leader, which represents the best sub-optimizer at the current iteration, is selected for a deeper 
guidance to other sub-optimizers. Therefore, the convergence of DLCI can be significantly accelerated, such that the 
GMPP could be obtained with a higher probability for PV system under PSC. 
 Comprehensive case studies are undertaken to verify the effectiveness and superiorities of DLCI, in which 
the daily field data of Hong Kong in different seasons is used to evaluate the MPPT performance. Besides, a dSpace 
based hardware-in-the-loop (HIL) test is carried out to validate the implementation feasibility of DLCI. 
The remaining of this paper is organized as follows: Section 2 aims to develop the PV systems model under 
PSC; In Section 3, DLCI is proposed while its application on PV systems for MPPT under PSC is provided in Section 
4; In addition, case studies are undertaken in Section 5. Moreover, dSpace based HIL test results are provided in 
Section 6. At last, Section 7 summarizes the whole paper. 
2. Modelling of PV Systems under PSC 
2.1. PV cell model 
A PV cell is generally a p-n semiconductor junction diode, which converts the solar irradiation into the electricity. 
It consists of a light generated current source, a parallel diode, and a series resistor, respectively. Generally, PV cells 
are grouped together to form PV modules, which are combined in both series and parallel to provide a desired power 
[13]. Denote the number of PV cells in series and in parallel to be 𝑁ୱ and 𝑁୮, respectively. The relationship between 
the output current and voltage can be described by [43-45] 
       𝐼୮୴ ൌ 𝑁୮𝐼୥ െ 𝑁୮𝐼ୱ ൬exp ൤ ௤஺௄ ౙ் ൬
௏౦౬
ே౩ ൅
ோ౩ூ౦౬
ே౦ ൰൨ െ 1൰                                              (1) 
where the meaning of each symbol can be found in Nomenclature. 
The generated photocurrent 𝐼୥ is determined by the solar irradiation, as follows 
                    𝐼୥ ൌ ൫𝐼ୱୡ ൅ 𝑘௜ሺ𝑇ୡ െ 𝑇୰ୣ୤ሻ൯ ௦ଵ଴଴଴                                                                 (2) 
         Moreover, the PV cell’s saturation current 𝐼ୱ changes with the temperature based on the following relationship: 
                   𝐼ୱ ൌ 𝐼 ୗ ቂ ౙ்்౨౛౜ቃ
ଷ exp ቂ௤ாౝ஺௞ ቀ
ଵ
்౨౛౜ െ
ଵ
ౙ்
ቁቃ                                                             (3) 
The above equations (1)-(3) indicate that the current generated by the PV array is simultaneously relied on the 
solar irradiation and temperature. 
2.2 PSC phenomenon 
In large PV systems or microgrids, solar panels are normally connected in series in order to increase the string 
voltage and in parallel to increase the power. Because of the large surface that they cover, the PV modules might be 
exposed at different solar irradiations, which is called PSC and becomes the major reason of power losses in PV 
systems. In the string of PV modules, when the PV panels have different short-circuit currents, the ones with a lower 
current than the string current will reverse their voltage and start to absorb power from the others. Such amount of 
power will be dissipated as heat. If the junction temperature or reverse voltage level is not limited, a hot spot will 
emerge, which then leads to a permanent damage of PV panel. Such mismatching conditions usually appear due to 
different solar irradiations or different shadows caused by the surrounding objects. For example, trees and houses 
which may shade the PV module throughout the day; PV cells mismatch which normally create an internal shading 
type phenomena; The passage of clouds over the PV systems that results in a varying solar irradiation [45]. 
To avoid the aforementioned problem, bypass diodes are usually deployed to bypass the shaded PV cells. Figure 
1(a) illustrates how the bypass diode limits the reverse voltage of a shaded PV cell. When all the PV cells have the 
same solar irradiations, bypass diodes will be switched off, as demonstrated by Fig. 1(b). In particular, the voltage 
on the shaded PV cell is limited according to the following equation: 
𝑉୰ୣ୴ୣ୰ୱୣ ൌ 𝑛𝑉୭ୡ ൅ 𝑉୆ୢ୧୭ୢୣ                                                             (4) 
where n is the number of PV cells which are not shadowed from the group of bypassed cells. 
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Figure 1. PV cell protection with bypass diode: (a) with shadowed PV cell; (b) without shadowed PV cell. 
Generally speaking, the bypass diodes can protect the PV panels but can also decrease the harvested solar power. 
Moreover, the PV panels with a short-circuit current lower than the string current are shunted by the bypass diodes, 
by which multiple LMPPs will appear on the P-V characteristic, as shown in Fig. 2. Here, it is necessary that the PV 
system should operate at GMPP to extract the maximum available solar power from the PV array. If this is not the 
case, up to 70% of solar power might be lost [23]. 
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Figure 2. P-V curve of the PV array under PSC. 
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Figure 3. Optimization framework of DLCI. 
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3 Dynamic Leader based Collective Intelligence 
As shown in Fig. 3, DLCI is consisted of various sub-optimizers. For an optimization task, each sub-optimizer 
can independently search an optimum, and can cooperate with the dynamic leader to improve the optimum quality.  
3.1. Collective intelligence with various sub-optimizers 
Each sub-optimizer can be chosen from any optimization algorithms, while the number of sub-optimizers is a 
user-defined parameter determined according to the requirement of a specific optimization problem. In general, a 
larger number of sub-optimizers will lead to a higher quality optimum due to the search diversity, but also consume 
more computation resources and longer computation time. In order to balance them, five methods including GWO 
[46], whale optimization algorithm (WOA) [47], moth-flame optimization (MFO) [48], artificial bee colony (ABC) 
[49], and PSO [50], are selected as the sub-optimizers of DLCI  due to the following reasons [46]: 
1) They are all frequently-used swarm intelligence algorithms, which is easier to be integrated into a hybrid 
optimization method to exploit their own advantages. 
2) They not only have fewer parameters to adjust, but also have less operators compared to other evolutionary 
algorithms. Hence, these five sub-optimizers are easy to be implemented with a short computation time. 
3) They can all utilize memory to save the current best solution obtained, which can significantly accelerate the 
convergence and improve the local searching ability. 
The main optimization mechanism of each sub-optimizer is introduced as follows: 
 GWO: which is inspired by the grey wolf hunting behaviour in the wild forest. In the presence of different 
leadership hierarchy in a grey wolf tribe, the grey wolves are divided into four roles, i.e., alpha, beta, delta, and 
omega, where the first three wolves are the three most dominant wolves with the smallest fitness functions. Since the 
hunting strategy is guided by them, all the wolves can update their positions by [46] 
𝐷ሬ⃗ఈ ൌ ห𝐶ଵ ∙ ?⃗?ఈ െ ?⃗?ห, 𝐷ሬ⃗ఉ ൌ ห𝐶ଶ ∙ ?⃗?ఉ െ ?⃗?ห, 𝐷ሬ⃗ఋ ൌ ห𝐶ଷ ∙ ?⃗?ఋ െ ?⃗?ห                                     (5) 
?⃗?ଵ ൌ ?⃗?ఈ െ 𝐴ଵ ∙ ൫𝐷ሬ⃗ఈ൯, ?⃗?ଶ ൌ ?⃗?ఉ െ 𝐴ଶ ∙ ൫𝐷ሬ⃗ఉ൯, ?⃗?ଷ ൌ ?⃗?ఋ െ 𝐴ଷ ∙ ൫𝐷ሬ⃗ఋ൯                                (6) 
?⃗?ሺ𝑘 ൅ 1ሻ ൌ ௑ሬ⃗ భା௑ሬ⃗ మା௑ሬ⃗ యଷ                                                                     (7) 
where k is the iteration index; 𝐴ଵ, 𝐴ଶ, 𝐴ଷ, 𝐶ଵ, 𝐶ଶ, and 𝐶ଷ are the coefficient vectors; α, β, and δ represent the three 
most dominant wolves; and ?⃗? denotes the position vector of a grey wolf, respectively. 
 WOA: which is motivated by the social behaviour of humpback whales in the ocean. In order to successfully 
catch a prey, the humpback whale evolves the bubble-net attacking strategy to encircle the prey. During the hunting 
process, the humpback whales implement a shrinking circle and a spiral-shaped path simultaneously, which can be 
described as follows [47]: 
𝐷ሬ⃗ ൌ ห𝐶 ∙ ?⃗?∗ሺ𝑘ሻ െ ?⃗?ሺ𝑘ሻห, 𝐷′ሬሬሬ⃗ ൌ ห?⃗?∗ሺ𝑘ሻ െ ?⃗?ሺ𝑘ሻห                                                     (8) 
?⃗?ሺ𝑘 ൅ 1ሻ ൌ ቊ?⃗?
∗ሺ𝑘ሻ െ 𝐴 ∙ 𝐷ሬ⃗,                           if  𝑝 ൏ 0.5 ሺshrinking circleሻ     
𝐷′ሬሬሬ⃗ ∙ 𝑒௕௟ ∙ cosሺ2𝜋𝑙ሻ ൅ ?⃗?∗ሺ𝑘ሻ,   if  𝑝 ൒ 0.5  ሺspiral െ shapedሻ                                         (9) 
where 𝐴 and 𝐶 are the coefficient vectors; ?⃗?∗ሺ𝑘ሻ is the position vector of the best solution at the kth iteration; b 
denotes the shape constant of the logarithmic spiral; l represents a random number in [-1, 1]; and p is a random 
number in [0, 1], respectively. 
 MFO: which is originated from the navigation method of moths circled around artificial lights in the night. 
Here, a logarithmic spiral is used for imitating the flight path of moths to the flames, in which the position vector can 
be updated by [48] 
𝑁୤ሺ𝑘ሻ ൌ 𝑟𝑜𝑢𝑛𝑑 ቀ𝑁୤୫ୟ୶ െ 𝑘 ∗ ே౜ౣ
౗౮ିଵ
௞ౣ౗౮ ቁ                                                     (10) 
𝐷పሬሬሬ⃗ ൌ ห𝐹ఫሬሬ⃗ ሺ𝑘ሻ െ 𝑋పሬሬሬ⃗ ሺ𝑘ሻห                                                                     (11) 
𝑋పሬሬሬ⃗ ሺ𝑘 ൅ 1ሻ ൌ 𝐷పሬሬሬ⃗ ∙ 𝑒௕௟ ∙ cosሺ2𝜋𝑙ሻ ൅ 𝐹ఫሬሬ⃗ ሺ𝑘ሻ                                                     (12) 
where 𝑁୤ is the number of flames; 𝑁୤୫ୟ୶ represents the maximum number of flames; 𝑘୫ୟ୶ denotes the maximum 
iteration number; 𝐹ఫሬሬ⃗  is the position vector of the jth flame; and 𝑋పሬሬሬ⃗  is the position vector of the ith moth, respectively. 
 ABC: which is derived from the foraging behaviour and waggle dance behaviour of honey bee swarm in the 
hive. According to different division in a hive, the honey bee swarm is classified into three groups, i.e., the employed 
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bees, the onlooker bees, and the scout bees. For each employed bee, the position can be updated for approximating 
to other solution, as follows [49]:  
𝑋పௗሬሬሬሬሬሬ⃗ ሺ𝑘 ൅ 1ሻ ൌ 𝑋పௗሬሬሬሬሬሬ⃗ ሺ𝑘ሻ ൅ ∅௜ௗ ቀ𝑋పௗሬሬሬሬሬሬ⃗ ሺ𝑘ሻ െ 𝑋௛ௗሬሬሬሬሬሬሬ⃗ ሺ𝑘ሻቁ                                                  (13) 
where 𝑋పௗሬሬሬሬሬሬ⃗  is the dth dimension position of the ith honey bee; d is a randomly chosen dimension; h denotes a randomly 
selected honey bee in the swarm, with ℎ ് 𝑖; and ∅௜ௗ represents a random number distributed in [-1, 1], respectively. 
For each onlooker bee, it will select a honey bee as a target food source from the swarm according to their fitness 
functions. In particular, the probability of selecting the ith honey bee is written as 
𝑝௜ሺ𝑘ሻ ൌ 0.9 ൈ
୫ୟ୶ೕసభ,మ,..,ಿ ௙ೕሺ௞ሻି௙೔ሺ௞ሻ
୫ୟ୶ೕసభ,మ,..,ಿ ௙ೕሺ௞ሻି ୫୧୬ೕసభ,మ,..,ಿ ௙ೕሺ௞ሻ
൅ 0.1                                                  (14) 
where 𝑓௜ is the fitness function of the ith honey bee, which is designed for the minimization problem; and N is the 
population size. 
After determining the target food source, each onlooker bee can update its position according to (13). On the 
other hand, if a food source is depleted by a honey bee within a predetermined number of iterations, then the 
corresponding bee will be regarded as a scout bee for a random search, as follows: 
𝑋పሬሬሬ⃗ ሺ𝑘 ൅ 1ሻ ൌ 𝑋୫న୬ሬሬሬሬሬሬሬሬሬ⃗ ൅ 𝑟 ∙ ൫𝑋୫ୟ୶ሬሬሬሬሬሬሬሬሬሬ⃗ െ 𝑋୫న୬ሬሬሬሬሬሬሬሬሬ⃗ ൯                                                     (15) 
where 𝑋୫న୬ሬሬሬሬሬሬሬሬሬ⃗  and 𝑋୫ୟ୶ሬሬሬሬሬሬሬሬሬሬ⃗  are the minimum and maximum position vector, respectively; and 𝑟 is a random number 
distributed in [0,1]. 
 PSO: which is developed from the intelligent behaviour of bird flocking in the sky. At each iteration, every 
particle moves toward the individual best position and the global best position simultaneously, which yields [50]: 
𝑉పሬሬ⃗ ሺ𝑘 ൅ 1ሻ ൌ 𝜔𝑉పሬሬ⃗ ሺ𝑘ሻ ൅ 𝑐ଵ𝑟ଵ ቀ𝑃పሬሬ⃗ ሺ𝑘ሻ െ 𝑋పሬሬሬ⃗ ሺ𝑘ሻቁ ൅ 𝑐ଶ𝑟ଶ ቀ?⃗?ሺ𝑘ሻ െ 𝑋పሬሬሬ⃗ ሺ𝑘ሻቁ                               (16) 
𝑋పሬሬሬ⃗ ሺ𝑘 ൅ 1ሻ ൌ 𝑋పሬሬሬ⃗ ሺ𝑘ሻ ൅ 𝑉పሬሬ⃗ ሺ𝑘 ൅ 1ሻ                                                                (17) 
where 𝑉పሬሬ⃗  is the velocity vector of the ith particle; 𝜔 represents the inertia weight; 𝑐ଵ  and 𝑐ଶ  are the acceleration 
coefficients; 𝑟ଵ and 𝑟ଶ are the random numbers, which range from 0 to 1; 𝑃పሬሬ⃗  is the individual best position of the ith 
particle; and ?⃗? is the global best position of the whole swarm, respectively. 
3.2. Dynamic leader based guidance 
In order to accelerate the convergence of DLCI, a dynamic leader based guidance is introduced to achieve an 
effective coordination/collaboration between different sub-optimizers. Here, the sub-optimizer with the current best 
solution is chosen as the dynamic leader, as follows: 
𝐿 ൌ arg  max௢ୀଵ,ଶ,…,௡ 𝑓௢ୠୣୱ୲ሺ𝑘ሻ                                                                (18) 
where 𝐿 represents the dynamic leader; 𝑓௢ୠୣୱ୲ሺ𝑘ሻ is the fitness function of the best solution obtained by the oth sub-
optimizer at the kth iteration; and n is the number of sub-optimizers, respectively. 
After a sub-optimizer is chosen as the dynamic leader, it will transmit the current global best solution and the 
corresponding fitness function to other sub-optimizers, as schematically illustrated in Fig. 4. Then, the other sub-
optimizers will replace their worst solutions with the current global best solution. However, if this guidance process 
is implemented on each iteration, DLCI may be easily trapped into a low quality optimum. Therefore, it will be 
implemented on every three iterations in this paper, as follows: 
?⃗?௢୵୭୰ୱ୲ሺ𝑘ሻ ൌ ൝?⃗?௅
ୠୣୱ୲ሺ𝑘ሻ,     if ௞ଷ ∈ 𝒁    
?⃗?௢୵୭୰ୱ୲ሺ𝑘ሻ, otherwise
                                                        (19) 
where ?⃗?௢worstሺ𝑘ሻ is the worst solution obtained by the oth sub-optimizer at the kth iteration; ?⃗?௅ୠୣୱ୲ሺ𝑘ሻ denotes the best 
solution obtained by the dynamic leader at the kth iteration; and Z is the set of all integers, respectively. 
Bo Yang, Tao Yu, Xiaoshun Zhang, Hongchun Shu, Yiyan Sang, Lin Jiang                                
8 
 
MFO
ABC WOA
PSO
GWO3bestMFO( )f k 
3bestMFO( )X k 

3best ( )LX k 

3best ( )Lf k 
Leader
3best ( )LX k 

3best ( )Lf k 
3best ( )LX k 

3best ( )Lf k 
Collective 
intelligence
k=3
∙∙∙ ∙∙∙
MFO
ABC WOA
PSO
GWO
Leader
Collective 
intelligence
k=6
∙∙∙6best ( )LX k 
6best ( )Lf k 
6best ( )Lf k 
6best ( )LX k 

6best ( )LX k 

6best ( )Lf k 
6bestGWO( )X k 

6bestGWO( )f k 
 Figure 4. Dynamic leader based guidance for collective intelligence. 
4 DLCI Design of PV systems for MPPT under PSC 
4.1 Optimization model for MPPT under PSC 
In general, the MPPT of PV systems can be achieved by regulating its output voltage 𝑉୮୴. Since the PV system 
aims to maximize the active power, the optimization model for MPPT under PSC can be described as 
min 𝑓൫𝑉୮୴൯ ൌ െ𝑃୭୳୲൫𝑉୮୴൯ ൌ െ𝑉୮୴ ∗ 𝐼୮୴൫𝑉୮୴൯                                           (20) 
s. t.  𝑉୮୴୫୧୬ ൑ 𝑉୮୴ ൑ 𝑉୮୴୫ୟ୶                                                               (21) 
where 𝑃୭୳୲ is the active power of PV systems; 𝑉୮୴୫୧୬ and 𝑉୮୴୫ୟ୶ are the minimum and maximum output voltages of 
PV systems, respectively. 
Note that the output current 𝐼୮୴ in (20) is mainly determined by the output voltage, temperature, solar irradiation, 
and PSC. For the meta-heuristic algorithms and DLCI, it searches the MPP of PV systems under PSC according to 
the power characteristics described by (20). 
4.2 Parameters setting 
Since the proposed DLCI is consisted of five swarm intelligence algorithms, plenty of algorithm parameters 
need to be carefully set to ensure a satisfactory optimization performance. However, it will result in a dramatic 
computation cost during the trial-and-error. Hence, only the two most critical parameters, i.e., the population size N 
and the maximum iteration number kmax, are determined via the trial-and-error technique. In general, a larger 
population size and a larger maximum iteration number will obtain a higher quality optimum with a larger probability, 
but will also lead to a significant computation burden. 
Remark 1. Note that the maximum iteration number kmax is regarded as the termination condition in this paper, which 
is more suitable to limit the computation time compared with the fitness function deviation due to the random search. 
Therefore, the computation time of DLCI can be guaranteed for online optimization of MPPT.  
Lastly, other parameters are simply set to be the commonly used values, as tabulated in Table 1. 
Table 1. The main parameters of each sub-optimizer of DLCI 
Sub-optimizer Parameters Value 
GWO Adaption factor a 2 െ 2𝑘𝑘୫ୟ୶ 
WOA Adaption factor a 2 െ
2𝑘
𝑘୫ୟ୶ 
Shape constant b 1 
MFO 
Maximum number of flames 𝑁୤୫ୟ୶ 8 
Shape constant b 1 
Linearly decreasing factor a െ1 െ 𝑘𝑘୫ୟ୶ 
ABC 
Number of employed bees 8 
Number of onlookers 6 
Number of scouts 3 
Limit 3 
PSO 
Acceleration coefficients c1/c2 2/1 
Minimum inertia 0.6 
Maximum inertia 0.85 
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4.3 Overall execution procedure 
To this end, the overall execution procedure of DLCI based MPPT of PV systems under PSC is illustrated by 
Fig. 5, in which the implementation process of each sub-optimizer is executed in parallel so as to reduce the execution 
time. Besides, Figure 6 illustrates the overview of DLCI based MPPT of PV system under PSC. 
Start
Initialize the algorithm parameters
Input the solar irradiation, temperature, and  PSC
k=1
Initialize the position of each searching individual
GWO
Determine the most 
dominant wolves
MFO
Determine the best 
humpback whale
Update the flames 
number by (10)
Determine the 
honey bee roles
Update  the local and 
global best positions
Update the wolve 
position by (5)‐(7)
Update the 
coefficient vectors
Update the 
coefficient vectors
Update the whale 
position by (8)‐(9)
Assign a flame to a 
moth by sorting
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scout bee in  turn by 
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Update the velocity 
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Implement the guidance process according to (19)
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End  
Figure 5. Overall execution procedure of DLCI for MPPT of PV systems under PSC. 
PV#1 PV#2 PV#3
DLCI based MPPT controller
Eqs.(5)-(21)
PV system under PSC   
Eqs.(1)-(4)
PWMDuty cycle 
IGBT 
C1
R
VPV
IPV L
C2
S1 T1 S2 T2 S3 T3
（D）
Diode
 
Figure 6. Schematic overview of DLCI based MPPT of PV system under PSC. 
5 Case Studies 
In this section, four cases, e.g., (a) Start-up test; (b) Step change in solar irradiation with constant temperature; 
(c) Gradual change in both solar irradiation and temperature; and (d) Daily field data of solar irradiation and 
temperature in Hong Kong, are carried out to evaluate the MPPT performance of DLCI under PSC, which is 
compared to that of INC [16], GA [23], PSO [24], ABC [25], CSA [26], GWO [33], MFO [48], WOA [47], TLBO 
[27], respectively. For a fair comparison among the last eight meta-heuristic algorithms, the population size and the 
maximum iteration number are set to be identical, e.g., N=8 and kmax=10, respectively. The simulation is executed on 
Matlab/Simulink 2016a using a personal computer with an IntelR CoreTMi7 CPU at 2.2 GHz and 16 GB of RAM. 
The solver is ode 45 (Dormand-Prince) with an auto variable-step size.   
Figure 7 shows the simulation model for MPPT under PSC developed in Matlab/Simulink environment, in which a 
buck-boost converter operating in the continuous inductor current mode is adopted thanks to its prominent advantages 
analyzed in reference [45]. In addition, Table 2 provides the PV system parameters.  In order to quantitatively 
evaluate the power fluctuation of PV system, two indices are introduced in the case studies, which are designed as 
follows: 
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∆𝑣ୟ୴୥ ൌ ଵ்ିଵ ∑
|௉౥౫౪ሺ௧ሻି௉౥౫౪ሺ௧ିଵሻ|
௉౥౫౪౗౬ౝ௧்ୀଶ
                                                  (22) 
∆𝑣୫ୟ୶ ൌ max௧ୀଶ,ଷ,…,்
|௉౥౫౪ሺ௧ሻି௉౥౫౪ሺ௧ିଵሻ|
௉౥౫౪౗౬ౝ
                                                   (23) 
where ∆𝑣ୟ୴୥ and ∆𝑣୫ୟ୶ denote the average variability and the maximum variability of power output of PV system, 
respectively; t is the time period; T is the total operation period; and 𝑃୭୳୲ୟ୴୥ is the average power output of PV system 
over the total operation period, respectively. 
 
Figure 7. Simulation model for MPPT under PSC using Matlab/Simulink. 
Moreover, the rated solar irradiation and temperature are set as 1000 W/m2 and 25℃, respectively. Under such 
standard conditions, the PV power Pout=51.716 W, PV output voltage Vpv=18.47 V, and PV output current Ipv=2.8 A, 
respectively. 
Table 2. The PV system parameters 
Typical peak power 51.716W Nominal operation cell temperature (Tref) 25℃ 
Voltage at peak power 18.47V p-n junction ideality factor (A) 1.5 
Current at peak power 2.8A Switching frequency (f) 100 kHz 
Short-circuit current (Isc) 1.5A Inductor (L) 500 mH 
Open-circuit voltage (Voc) 23.36V Resistive load (R) 200 Ω 
Temperature coefficient of Isc (k1) 3mA/℃ Capacitor(C1,C2) 1 μF 
5.1 Start-up test 
This test attempts to evaluate the MPPT speed and convergence stability at start-up (from zero point). In order 
to simulate the effect of PSC, the solar irradiation of three PV arrays are chosen to be 1000 W/m2, 200 W/m2, and 
300 W/m2, respectively. Here, Figure 8 demonstrates the online optimization results of different algorithms for MPPT. 
One can readily observe that INC is able to converge to a stable point with a much shorter period of time than that of 
others. However, it is inevitably trapped at a low quality LMPP as it cannot distinguish the difference between GMPP 
and LMPP. Besides, it also presents a consistent oscillation at the steady state, which is much more significant than 
that of other meta-heuristic algorithms. In contrast, other meta-heuristic algorithms can effectively escape from the 
LMPP thanks to their elegant global searching mechanism. As given in Table 3, the DLCI based MPPT can generate 
the highest energy, together with the lowest power fluctuations. More specifically, the obtained energy by DLCI can 
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generate 35.64% than that of INC, while the obtained average variability of PSO is about 5 times of that obtained by 
DLCI. As a consequence, the results of Fig. 8 and Table 3 demonstrate that the CI associated with various sub-
optimizers can greatly improve the global searching ability and convergence stability, while the dynamic leader based 
guidance can noticeably enhance the local searching ability. 
 (a)                                                                                                                         (b)                                                             
 
(c)                                                                                                                         (d)                                                             
Figure 8. PV system responses of ten methods obtained under the start-up test. (a) Voltage, (b) Current, (c) Power, and (d) Energy. 
 
Table 3. Statistical results obtained by ten methods under the start-up test. 
Indices INC GA PSO ABC CSA GWO MFO WOA TLBO DLCI 
Energy (10-6 kWꞏh) 2.7687  3.6814  3.5273  3.7477  3.7033  3.7255  3.7469  3.7482  3.7554  3.7555  
∆𝒗𝐦𝐚𝐱 0.0518% 0.0326% 2.5039% 0.0249% 0.0590% 0.0441% 0.0254% 0.0221% 0.0126% 0.0109% 
∆𝒗𝐚𝐯𝐠 0.0218% 0.0039% 0.0099% 0.0024% 0.0039% 0.0030% 0.0023% 0.0025% 0.0020% 0.0020% 
 
 
Figure 9. Step change of solar irradiation with PSC. 
5.2 Step change in solar irradiation with constant temperature 
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The step change in solar irradiation is usually emerged when a cloud rapidly passes over a PV array. In order to 
evaluate the MPPT performance of DLCI under such case, four consecutive solar irradiation steps are applied on the 
PV array, as clearly depicted by Fig. 9, of which the step change occurs at every second interval. During the test, the 
temperature is maintained at the rated value, e.g., 25℃. 
Figure 10 provides the online optimization results of different algorithms for MPPT in the presence of step 
change in solar irradiation. Similar to the start-up test, the PV system can generate much more energy by the meta-
heuristic algorithms compared to that of INC under the same weather conditions. Particularly, DLCI can produce the 
largest energy, which is capable of generating an additional 24.54 % energy than that of INC, as shown in Table 4. 
On the other hand, it produces just the smallest power fluctuation (∆𝑣௠௔௫  and  ∆𝑣௔௩௚) when the solar irradiation 
suddenly changes at each interval, while other meta-heuristic algorithms are however prone to such transient process. 
This verifies that the incorporation of various sub-optimizers associated with different searching mechanisms can 
effectively guarantee the convergence stability of DLCI. 
 (a)                                                                                                                         (b)                                                             
 
(c)                                                                                                                         (d)                                                             
Figure 10. PV system responses of ten methods obtained under the step change in solar irradiation with constant temperature. (a) Voltage, (b) Current, (c) 
Power, and (d) Energy. 
 
Table 4. Statistical results obtained by ten methods under the step change test. 
Indices INC GA PSO ABC CSA GWO MFO WOA TLBO DLCI 
Energy (10-6 kWꞏh) 80.2585  99.2695  99.1924  99.5503  99.5812  99.1720  98.7283  99.5658  99.5738  99.9561  
∆𝒗𝐦𝐚𝐱 43.5967% 34.3194% 34.3122% 34.1791% 32.0816% 34.3135% 34.5096% 33.4909% 34.1927% 34.0296% 
∆𝒗𝐚𝐯𝐠 0.0324% 0.0078% 0.0080% 0.0075% 0.0076% 0.0079% 0.0087% 0.0074% 0.0075% 0.0069% 
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(a)                                                                                                                         (b)                                               
Figure 11. Gradual change in both solar irradiation and temperature. (a) Solar irradiation and (b) Temperature. 
5.3 Gradual change in both solar irradiation and temperature 
In a typical sunny day, both the solar irradiation and temperature will increase as the hour approaches midday 
and thereafter decreases towards the evening. In order to investigate the MPPT performance of DLIC under such 
gradual changes, e.g., a ramp change in both solar irradiation and temperature is emulated over a time period of 5 s, 
as depicted in Fig. 11.  
Both Figure 12 and Table 5 provide the results of ten algorithms for MPPT obtained under gradual change in 
both solar irradiation and temperature. One can find that the meta-heuristic algorithms except DLCI still result in 
larger power fluctuations even under the relatively slow gradual change in both solar irradiation and temperature. In 
contrast, by employing various sub-optimizers for MPPT, DLCI can considerably reduce the power fluctuations of 
the PV system with a wider global searching and a deeper local searching ability. Besides, DLCI can generate the 
largest energy among all the algorithms, which is in excess of 11.42% to that of INC (See Table 5).  
 (a)                                                                                                                   (b)                                                                
 
(c)                                                                                                                   (d)                                              
Figure 12. PV system responses of ten methods obtained under the gradual change in both solar irradiation and temperature. (a) Voltage, (b) Current, (c) 
Power, and (d) Energy. 
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Table 5. Statistical results obtained by ten methods under the gradual change test. 
Indices INC GA PSO ABC CSA GWO MFO WOA TLBO DLCI 
Energy (10-6 kWꞏh) 94.5701  105.3233  103.6949  104.4872  105.3747  105.0092  103.9950  104.5620  104.2711  105.4400  
∆𝒗𝐦𝐚𝐱 24.1141% 21.6521% 21.9921% 21.8254% 21.6416% 21.7169% 21.9287% 21.8098% 21.8706% 21.6282% 
∆𝒗𝐚𝐯𝐠 0.0300% 0.0074% 0.0099% 0.0092% 0.0073% 0.0079% 0.0097% 0.0084% 0.0085% 0.0070% 
 
5.4 Daily field data of solar irradiation and temperature in Hong Kong 
To further evaluate the MPPT performance of DLCI, the PV system is simulated for MPPT with the actual 
measured field data of solar irradiation and temperature in Hong Kong, which locates at the subtropical region on the 
eastern side of the Pearl River estuary in south China. (See Fig. 13). In Hong Kong, summer is hot and humid with 
occasional showers and thunderstorms. Typhoons most often occur in summer, sometimes resulting in flooding or 
landslides. Winters are mild and usually start sunny, becoming cloudier towards February; the occasional cold front 
brings strong, cooling winds from the north. The most temperate seasons are spring, which can be changeable, and 
autumn, which is generally sunny and dry [51]. The measured data is chosen from four typical days of four seasons 
in 2013, where the data interval is 10 min. The detailed geographical position of the measurement device is shown in 
Fig. 14, which coordinates are at 22.3 degree north latitude and at 114.2 degree east longitude. To imitate PSC, the 
solar irradiations of PV cells #1 to #3 are set to be 100%, 80%, and 50% of the actual solar irradiation, respectively. 
Figure 15 and Figure 16 provide the obtained power and energy of eight algorithms for MPPT under different 
typical days in four seasons. It can be seen that all the meta-heuristic algorithms can generate higher energy than that 
of INC at most of the time. Furthermore, DLCI can make the PV system generate the largest energy in different 
seasons, which is up to 116.43% to that of INC in the winter, as illustrated in Table 6. From the whole simulation 
period, the power fluctuations obtained by DLCI are still much smaller than other algorithms in spring and summer.  
 
(a)                                                                                                                       (b)                                                             
Figure 13. Daily field profile of solar irradiation and temperature in Hong Kong. (a) Irradiation and (b) Temperature. 
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Figure 14. The detailed geographical position of the measurement device for solar irradiation and temperature. 
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 (a) (b)                                                             
 
(c)                                                                                                                   (d)                                              
Figure 15. Power of PV system obtained by ten methods on different typical days. (a) Spring (b) Summer, (c) Autumn, and (d) Winter. 
 
(a)                                                                                                                       (b)                                                                
 
(c)                                                                                                                   (d)                                              
Figure 16. Energy of PV system obtained by ten methods on different typical days. (a) Spring (b) Summer, (c) Autumn, and (d) Winter. 
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Table 6. Statistical results obtained by ten methods under the practical test in Hong Kong. 
Season Indices INC GA PSO ABC CSA GWO MFO WOA TLBO DLCI 
Spring 
Energy (kWꞏh) 0.1403 0.1569 0.1593 0.1586 0.1592 0.1587 0.1587 0.1605 0.1584 0.1621 
∆𝒗𝐦𝐚𝐱 257.46% 183.48% 178.24% 163.03% 212.33% 226.58% 239.02% 227.40% 216.22% 203.35% 
∆𝒗𝐚𝐯𝐠 17.96% 19.31% 20.30% 21.24% 18.32% 18.14% 18.08% 18.82% 18.79% 17.95% 
Summer 
Energy (kWꞏh) 0.3902 0.4282 0.4288 0.4285 0.4268 0.4279 0.4267 0.4270 0.4272 0.4397 
∆𝒗𝐦𝐚𝐱 174.36% 166.10% 158.78% 166.02% 157.23% 164.72% 158.37% 163.87% 160.78% 151.16% 
∆𝒗𝐚𝐯𝐠 25.93% 22.79% 22.40% 23.23% 23.30% 22.47% 23.33% 22.82% 22.84% 22.18% 
Autumn 
Energy (kWꞏh) 0.4222 0.4495 0.4486 0.4490 0.4495 0.4477 0.4480 0.4470 0.4487 0.4610 
∆𝒗𝐦𝐚𝐱 173.21% 106.35% 113.15% 105.17% 112.72% 107.30% 98.18% 105.98% 105.04% 101.78% 
∆𝒗𝐚𝐯𝐠 13.34% 11.46% 11.83% 11.38% 12.28% 12.64% 11.71% 11.96% 11.77% 11.41% 
Winter 
Energy (kWꞏh) 0.2812 0.3203 0.3192 0.3196 0.3204 0.3176 0.3163 0.3163 0.3180 0.3274 
∆𝒗𝐦𝐚𝐱 234.77% 212.16% 188.74% 183.83% 198.02% 212.85% 187.79% 206.13% 204.26% 182.94% 
∆𝒗𝐚𝐯𝐠 16.46% 17.61% 18.37% 18.07% 17.30% 18.62% 17.94% 17.50% 18.04% 16.61% 
 
5.5 Performance comparisons of DLCI with different numbers of sub-optimizers  
Generally speaking, DLCI associated with larger number of sub-optimizers will obtain a higher quality optimum 
for MPPT, but it also consumes more computation time. In order to investigate this feature, DLCI with four, five, 
and six sub-optimizers are executed for performance comparisons, where the original DLCI excluding the sub-
optimizer of PSO is taken as the DLCI with four sub-optimizers; and the original DLCI with an additional sub-
optimizer of CSA is taken as the DLCI with six sub-optimizers. Table 7 provides the statistical results obtained by 
the above three DLCIs under different cases. Firstly, it is obvious that the computation time of DLCI grows as the 
number of sub-optimizers increases. However, they can all satisfy the online optimization for MPPT of PV system. 
Secondly, DLCI associated with larger number of sub-optimizers can make the PV system generate more energy, 
which verifies that a larger number of sub-optimizers can improve the searching ability. Thirdly, the power 
fluctuation (∆𝑣୫ୟ୶ and ∆𝑣ୟ୴୥) of PV system can be reduced by using a larger number of sub-optimizers. Although 
DLCI with six sub-optimizers outperforms that with five sub-optimizers, their performance are very close. Hence, 
This paper chooses five sub-optimizers based DLCI to achieve a more proper trade-off between the computation time 
and the optimum quality. 
 
Table 7. Statistical results obtained by DLCI with different numbers of sub-optimizers under different tests. 
Scenario Indices Number of sub-optimizers 4 5 6 
Start-up 
Computation time (Sec) 0.0038 0.0043 0.0052 
Energy (10-6 kWꞏh) 3.7538 3.7555 3.7555  
∆𝑣୫ୟ୶ 0.0175% 0.0109% 0.0109% 
∆𝑣ୟ୴୥ 0.0021% 0.0020% 0.0020% 
Step change 
Computation time (Sec) 0.0038 0.0042 0.0050  
Energy (10-6 kWꞏh) 99.9458 99.9561 99.9570  
∆𝑣୫ୟ୶ 34.0668% 34.0296% 33.0288% 
∆𝑣ୟ୴୥ 0.0069% 0.0069% 0.0069% 
Gradual change 
Computation time (Sec) 0.0042 0.0046 0.0053 
Energy (10-6 kWꞏh) 105.4247 105.4400 105.4406  
∆𝑣୫ୟ୶ 21.6313% 21.6282% 21.6257% 
∆𝑣ୟ୴୥ 0.0071% 0.0070% 0.0070% 
Hong Kong 
Spring 
Computation time (Sec) 0.0038 0.0041 0.0053 
Energy (kWꞏh) 0.1599 0.1621 0.1622 
∆𝑣୫ୟ୶ 204.22% 203.35% 202.10% 
∆𝑣ୟ୴୥ 18.08% 17.95% 17.91% 
Summer 
Computation time (Sec) 0.004 0.0046 0.0054 
Energy (kWꞏh) 0.4296 0.4397 0.4398  
∆𝑣୫ୟ୶ 155.89% 151.16% 151.13% 
∆𝑣ୟ୴୥ 22.76% 22.18% 22.17% 
Autumn 
Computation time (Sec) 0.0041 0.0046 0.0055 
Energy (kWꞏh) 0.4575 0.4610 0.4611  
∆𝑣୫ୟ୶ 103.34% 101.78% 101.66% 
∆𝑣ୟ୴୥ 11.65% 11.41% 11.40% 
Winter 
Computation time (Sec) 0.0039 0.0045 0.0053 
Energy (kWꞏh) 0.3188 0.3274 0.3274  
∆𝑣୫ୟ୶ 184.47% 182.94% 182.90% 
∆𝑣ୟ୴୥ 17.21% 16.61% 16.61% 
6. HIL Test 
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HIL test can provide an important and reliable tool to evaluate and justify the complex/complicated real-time 
embedded systems via applying the complexity of the controlled system to the test platform [5]. It has validated the 
implementation feasibility of different MPPT strategies of PV systems [44, 52, 53]. 
A dSpace based HIL test is carried out, which configuration and experiment platform are illustrated in Fig. 17 
and Fig. 18, respectively. More specifically, DLCI based MPPT algorithm (5)-(19) is embedded on one dSpace 
platform (DS1104 board) with a sampling frequency fc=10 kHz. Meanwhile, the PV system (1)-(4), solar irradiation 
and temperature simulator is implemented on another dSpace platform (DS1006 board) with a limit sampling 
frequency fs=100 kHz to emulate the PSC effect and various atmospheric conditions. Here the solar irradiation and 
temperature are measured from the real-time simulation of the PV system (1)-(4) on the DS1006 board, which are 
then transmitted online to DLCI based MPPT algorithm (5)-(19) embedded on the DS1104 board for the real-time 
calculation of output voltage Vpv.  
DS1006 Board
Solar irradiation S
DS1104 Board
Measured
 Signals
D/A
D/A
A/D
A/D
Control 
Inputs
Hardware coupling between two platforms
Temperature T
Output voltage Vpv
D/A
A/D PV System (1)-(4), solar irradiation and 
temperature simulator
DLCI based MPPT
  Eq. (5)-(19)
 Figure 17. The configuration of HIL test. 
Computer for 
DS1104
DS1104
Computer for 
DS1006
DLCI based MPPT
(Computer+DS1104) PV system
(Computer+DS1006)
DS1006
(Temperature and 
solar irradiation 
simulator)
 Figure 18. The hardware platform of HIL test. 
6.1 HIL results of start-up test 
Figure 19 demonstrates the comparison of simulation results and HIL test results obtained by start-up test. It is 
clear to find that their results are very similar, which validates the implementation feasibility of DLIC based MPPT. 
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        (a)                                                                                                         (b) 
            (c)                                                                                                             (d) 
Figure 19. The simulation results and HIL test results obtained under the start-up test. (a) Voltage, (b) Current, (c) Power, and (d) Energy. 
6.2 HIL results of step change in solar irradiation with constant temperature 
The simulation results and HIL test results obtained by step change in solar irradiation with constant temperature 
is compared in Figure 20. One can readily observe that their responses are very close despite of some oscillations 
appeared in HIL test. 
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         (c)                                                                                                        (d) 
Figure 20. The simulation results and HIL test results obtained under the step change in solar irradiation with constant temperature. (a) Voltage, (b) Current, 
(c) Power, and (d) Energy. 
6.3 HIL results of gradual change in both solar irradiation and temperature 
In Figure 21, the MPPT performance of simulation and HIL test in the presence of gradual change in both solar 
irradiation and temperature is illustrated. Again, they have quite similar responses and performance. 
 (a)                                                                                (b) 
           (c)                                                                                  (d) 
Figure 21. The simulation results and HIL test results obtained under the gradual change in both solar irradiation and temperature. (a) Voltage, (b) Current, (c) 
Power, and (d) Energy. 
At last, the difference between the simulation results and HIL test results is mainly due to the following four 
reasons: 
• Measurement disturbances: which might produce consistent oscillations in the HIL test. A filter could be adopted 
to greatly suppress such disturbances to improve the MPPT performance; 
• Discretization of HIL test and sampling holding: which may bring in an additional amount of errors compared to 
that of the continuous control used in the simulation; 
• Time delay: which generally results in a degradation of MPPT performance; 
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• Unknown harmonics: which is usually caused by the capacitors or inductors distributed between the signal 
transmission cables and the dSpace device. 
7. Conclusions 
This paper aims to harvest the available maximum solar energy of PV systems and rapidly achieve GMPPT in 
the presence of PSC. Here, a novel DLCI is designed, which incorporates various types of sub-optimizer into the CI, 
such that the GMPPT performance can be achieved. The contributions/main findings of this paper can be summarized 
as follows: 
• The existing meta-heuristic algorithms based MPPT are designed with a single searching mechanism, which easily 
lead to a weak searching ability. In contrast, DLCI can apply multiple searching mechanisms of various sub-
optimizers to MPPT, such that a deeper local searching and wider global searching can be achieved. Therefore, DLCI 
based MPPT can make the PV system generate more energy under PSC. 
• Due to the random searching mechanism, the existing meta-heuristic algorithm may converge to different optimal 
solutions for MPPT in different runs under the same weather condition. In contrast, DLCI can significantly reduce 
the convergence randomness via the dynamic leader based guidance. Hence, it can produce much smaller power 
fluctuations of PV systems under PSC. 
• Comprehensive case studies are undertaken to verify the effectiveness and advantages of DLCI, in which nine 
typical algorithms are thoroughly compared with DLCI. Moreover, a dSpace based HIL test is carried out which 
shows that the HIL results are very similar to that of simulation results. Simulation results demonstrate that DLCI 
can generate an additional amount of energy from 0.38% (against CSA) to 24.54 % (against INC) under step change 
in solar irradiation; 0.06% (against CSA) to 11.42 % (against INC) under gradual change in both solar irradiation 
and temperature; as well as 2.52% (against PSO and CSA) to 9.90% (against INC) under daily field data of solar 
irradiation and temperature in Hong Kong. Furthermore, DLCI can reduce the power fluctuations of PV system from 
0% to 80% (against PSO under start-up test) compared with that of other eight meta-heuristic algorithms. 
Future studies will implement DLIC into a microcontroller on a small-capacity PV system, in which the PV 
inverter part will also be considered to test its MPPT performance under a complete PV system in practice.  
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