the matrix operations are linear in image size as compare to square of the size for the earlier model. Furthermore, neighborhood relations are preserved in the latter model as the image is represented as a matrix rather than a vector and the blur matrices are closely related to the point spread function.
Next, we extend our results to the larger class of decomposable kernels. Consider such a kernel and the associated left and right degradation matricesB L 
where B L is the left blur matrix, V L is the \residual", and similarly for the right side. Then, we have H = V L B L FB R V R : (58) The problem, therefore, is recovering F from H in 58, and this can be done in two steps. First, solve for Z in H = V L ZV R : (59) Second, solve for F in Z = B L FB R : (60) The rst step can be achieved using conventional methods for solving a linear system of equations, provided matrices V L and V R are not ill-conditioned. The degree of freedom in (57) is utilized to obtain well-conditioned matrices V L and V R . The second step employs algorithms based on theorem 1, which recover F accurately.
To summarize, we presented a necessary and su cient condition which easily determines whether a two-dimensional discrete convolution kernel is decomposable. We then showed how the method can be extended to this class of kernels which includes circularly symmetric kernels like the Gaussian.
Conclusion
In this paper, we considered the problem of inverting Gaussian blur. This was accomplished by deriving a decomposition of the blur matrix that isolates the numerically illconditioned part of the problem. There are several advantages to this method compared with direct numerical methods. First, typical numerical methods for solving the matrix equations (1) and (8) perform poorly when the dimension of the problem reaches realistic proportions. Second, such methods employ general purpose algorithms that do not This is a meaningful assignment since, K i?i 0 ;j?j 0 K 0;j?j 0 = K i?i 0 ;l?l 0 K 0;l?l 0 ; 8j; j 0 ; l; l 0 ;
from 42. The matricesB L andB R satisfy 46 and therefore, K is decomposable. This proves the su ciency of 42.
Note that the discrete Gaussian and exponential kernels are decomposable. While the above result is easily applicable to degradation point spread functions, the analogy with the continuous domain and the notion of separability is not complete. 
Assume that K 11 6 = 0, and let C = K 11
Finally, letting N q = N 0 q C ; proves the lemma. If K 11 = 0, select a nonzero element and repeat the proof.
The above lemma (5) naturally extends the notion of separability in the continuous domain to that of decomposability in the discrete domain. Moreover, it states that for separable or decomposable point spread function, it is possible to use a di erent model of discrete convolution. 9] de nes discrete convolution as matrix multiplication by the image vector. For decomposable kernels, however, it is possible to de ne discrete convolution as left and right multiplication of blur matrices by the image matrix. In the latter model is not always possible. It is possible for the Gaussian because it is separable. Therefore, we extend the notion of \separability" to the discrete domain.
(41) where F is the image matrix andB L andB R are the left and right degradation matrices, respectively. Note that, with the image represented as above, neighborhood relations are preserved.
What are the necessary and su cient conditions for a kernel to be decomposable? In other words, what class of two-dimensional convolution kernels can be represented as left and right matrix multiplication of the image matrix by degradation matrices? Lemma 4 The necessary and su cient condition for a two-dimensional discrete convolution kernel K ij to be decomposable is K pq K rs = K ps K rq 8 p; q; r; s: . Note that with 4 bits of accuracy some minimal deblurring is achieved. But, as the accuracy is increased, our method gives progressively better results. At 30 bits, the reconstruction is virtually perfect.
There are some technical points about the deblurring algorithm that are relevant to successful implementations. First, the fractional elements ofL should not be computed in the straightforward way. Rather, factors should be cancelled (which is possible in every case), to avoid numerically unstable computation of these elements. This is especially true for values of b close to 1 (corresponding to a large amount of blur). Second, elements ofD, the matrix which is the ill-conditioned part of this problem, should be handled with extreme care. Observe that the elements ofD increase very rapidly in magnitude moving down the diagonal. Therefore, one should use specialized \long-word" arithmetic functions to deal with them. This is a ordable since the complexity increases linearly with size. Also, note the elements ofD are highly correlated; the next element on the diagonal is easily computable from the previous element. This fact can be utilized to obtain high accuracy.
The accuracy of deblurring is directly a ected by numerical quantization: for a given word length stable deblurring only appears possible up to a cuto blur parameter b 0 : For instance for Fortran REAL*8 accuracy (inner products are also computed REAL*8), the cuto point is approximately b 0 = 0:85. For values of b less than b 0 , the algorithm always performs perfectly, given complete information about the blurred image (i.e. no truncation occurred after blurring.) However, slightly beyond this point, i.e. b > b 0 , the performance drops drastically. Thus, for a given numerical accuracy, one can determine how much blur can be removed reliably. Note, however, that the upper limit of deblurring value in our examples was decided by the accuracy in the representation of the degraded image rather than the internal accuracy in representation and arithmetic, ( gure 4).
Decomposable Kernels
Degradations other than Gaussian can also be represented as the linear convolution of the image against some kernel. Thus far, we have shown how the problem is structured for a Gaussian kernel. Now, we would like to extend this result to a larger class of kernels. In the one-dimensional case, the model remains intact, while the blur matrix changes form. However, in the two-dimensional case, the extension is not completely straightforward. For a Gaussian kernel we were able to model the degradation as the left and right multiplication of the image matrix by degradation matrices. Unfortunately, this DL = L ?1 and then complete the proof by showing thatL T = U ?1 .
(DL) ij = P n k=1^ ik^ kj =^ ii^ ij = 
6 Examples
In this section we provide examples of discrete deblurring. The blur was simulated using discrete convolution against a Gaussian. Then, we use theL TDL decomposition of B ?1 to deblur them. Recall that
For images the problem is obtaining F from H;
We applied this method to the blurred image of a square, gure (1) . Observe that for spatially invariant Gaussian blur of known spatial extent and high accuracy representation, the result is perfect reconstruction of the original square. However, since the problem is ill-conditioned, numerical accuracy matters. To illustrate, we examined the e ect of quantization on performance. We use the image of an urban scene, CITY, which is very rich in structure, ( gure 2). This image is blurred using discrete convolution against a Gaussian and then is represented by 4 . . . 
The proof can be found in 7] . So far, we have discovered an analytic decomposition of B ?1 as the product of an upper and a lower triangular matrix. However, the problem at hand is still an ill-conditioned one. Upon inspection it becomes evident that the lower triangular is terribly ill-conditioned. In order to e ectively deal with the numerical conditioning of this problem, we now derive a further decomposition of B ?1 such that B ?1 is a product in form of
whereL is a lower triangular matrix, andD is a diagonal matrix 4 . Returning to issues of stability and conditioning, we are able to show thatL is well conditioned, whileD is ill-conditioned. This decomposition, therefore, unbraids the singularity of B and con nes it to a simple diagonal matrix that can be dealt with appropriately. Lemma 3Ũ
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Our approach for nding the inverse of B is based on a decomposition of B into less complicated triangular matrices. The decomposition of B ?1 is based on the following steps: First, B is analytically decomposed into the product of triangular matrices (lemma 1). Then, each of these triangular matrices are inverted as is shown in (lemmas 2, 3) . Based on these results, a decomposition of B ?1 is derived (theorem 1).
The following lemma provides a decomposition of B into triangular matrices. (15) reveals that, although it does exhibit regular patterns for each dimension, the arrangement is altered drastically as one moves to a higher dimension. The inference of a general analytical form via this direct method is elusive.
Decomposition Leads to Inverse
A key observation in the analytic inversion of B is that although the analytic form of the inverse changes drastically with dimension, this is not the case for triangular matrices. Rather, adding a row to a triangular matrix alters the form of the inverse only in the form of addition of a row.
6
In the two-dimensional case, the problem is again one of solving a linear system of equations. Since the Gaussian kernel is separable, the two-dimensional discrete convolution reduces to two one-dimensional ones corresponding to the each spatial dimension. These discrete convolutions can in turn be represented by left and right multiplication of the image matrix by the vertical and horizontal blur matrices.
Formally, let F denote the original matrix, H denote the degraded matrix. Consider a two-dimensional Gaussian g(x; y) = e ? (11) Thus, we have reduced the two-dimensional problem to two one-dimensional problems.
In summary, then, the recovery of the original signal is reduced to solving a system of linear equations (6) or (8). Our approach is to solve this system by using an analytic decomposition of the inverse of B which can then be used to numerically solve the linear of equations as is shown in the next section.
The Analytic Computation of Inverse is Elusive
One approach to computing the inverse of the blur matrix B is to postulate a formula for the inverse, based on a few low-dimensional versions of B, and to verify this analytic formula of the inverse by multiplication. This approach is plausible, since B exhibits a highly regular symmetric pattern and therefore its inverse is also likely have a highly regular symmetric structure. This is illustrated for the case of the exponential convolution We make two simpli cations to arrive at the blur matrix, B. First, when dealing with nite signals or images, we set all the peripheral data to zero, namely, f i = 0 for i < 1 and i > n, where n is the dimension of our data. Second, we use the fact that the kernel is Gaussian and substitute samples of the Gaussian into the matrix. To simplify such a substitution, de ne a constant b of the scaled Gaussian 
Observe that B is symmetric Toeplitz. Interestingly, B is positive de nite based its Cholesky decomposition 6, 7] .
Formally, let f denote the true data vector, h the observed degraded data vector, and B the blur matrix. The problem in the one-dimensional discrete domain is then solving the system of linear equations: h = Bf:
(1) Such a task would seem to be straightforward; numerically invert the matrix and multiply to obtain the deblurred vector. However, the above matrix is horribly ill-conditioned; a small perturbation of the vector h could lead to a large perturbation of the vector f. This is especially true for a blur matrix with entries close to 1 (which corresponds to a large spatial extent parameter of the Gaussian). It is well known that it is not practical to numerically invert the blur matrix.
The problem of numerically solving systems of linear equations, by methods other than inversion, has resulted in a number of stable algorithms 2 which appear to be applicable to Gaussian deblurring. Examples of these algorithms include Gaussian elimination, Crout decomposition, and Cholesky decomposition of positive de nite matrices 11]. Also, there exist fast stable algorithms for dealing with Toeplitz systems of linear equations 8]. However, in the particular case of the Toeplitz system obtained from Gaussian blurring, these algorithms do not make full use of the special Gaussian structure. Moreover, due to accumulation of numerical errors, their performance drops drastically as the dimension of the problem increases to realistic proportions.
Our approach to deblurring is to invert the blur matrix analytically. We accomplish this by means of analytic decompositions and analytic inversions of the resulting submatrices. These decompositions and inversions are sketched in the rest of the paper. Before beginning, however, we should like to stress one of the advantages of our approach: although analytic inversion does not alter the conditioning of the problem, the decomposition that we derive collects all of the \sensitive" terms into a single diagonal matrix. This diagonal form greatly simpli es the handling of numerical problems.
Problem De nition
We formulate the discrete deblurring problem as a matrix equation. First, consider the one-dimensional case. Let f i be the original data points, g i samples of the degrading 1 
Motivation
Gaussian degradation is the linear process of convolution against a Gaussian blurring kernel. Natural examples include atmospheric and optical blur. The lens of the eye, for example, blurs images in this fashion 1]. Also, to a rst approximation, the degradation of computer tomography images is of this kind 4]. A vast number of other examples exist, mainly due to an application of the central limit theorem: when a large number of random local degradations combine sequentially, the resulting degradation closely resembles a Gaussian.
Although Gaussian blur is a common phenomenon, no exact solution for removing it has been given to date. On the one hand, traditional image processing techniques deal with this problem either with ad-hoc practical measures, e.g. \enhancement lters" 10], or use Fourier methods, such as high-pass ltering or Wiener techniques 3]. However, all of these algorithms have problems such as their numerical stability, their singularity, or the introduction of approximations 9]. On the other hand, there is a class of numerical methods for dealing with systems of linear equations, particularly those dealing with Toeplitz matrices 8, 2]. Although these algorithms are stable, they are designed for the general class of Toeplitz matrices. Furthermore, they do not perform well for matrices of large dimensions. In contrast, we present a symbolic method to invert Gaussian blur analytically. It is superior to direct numerical techniques as it fully utilizes the special structure of the Gaussian. Furthermore, due to the frequent occurence of the Gaussian in signal processing, as well as other elds, we expect that the exact formula for the inversion in the discrete domain will be useful.
