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Abstract.
Despite the fact that artificial neural networks (ANNs) are universal function approximators, their black
box nature (that is, their lack of direct interpretability or expressive power) limits their utility. In contrast,
univariate decision trees (UDTs) have expressive power, usually though they are not as accurate as ANNs.
We propose an improvement, C-Net, for both the expressiveness of ANNs and the accuracy of UDTs by
consolidating both technologies for generating multivariate decision trees (MDTs). In addition, we introduce
a new concept, recurrent decision trees, where C-Net uses recurrent neural networks to generate an MDT
with a recurrent feature. That is, a memory is associated with each node in the tree with a recursive condition
which replaces the conventional linear one. Furthermore, we show empirically that, in our test cases, our
proposed method achieves a balance of comprehensibility and accuracy intermediate between ANNs and
UDTs. MDTs are found to be intermediate since they are more expressive than ANNs and, more accurate
than UDTs. Moreover, in all cases MDTs are more compact (i.e. smaller tree size) than UDTs.
Keywords: Neural Networks, Univariate Decision Trees, Multivariate Decision Trees, C5.
1. Introduction
Since the introduction of constraint logic programming in 1986 (Jaffer and Lassez 1986), constraints
have become an acceptable form for both knowledge representation and reasoning. In some domains,
the representation of attributes in symbolic format is neither efficient nor natural. For example, in
the galaxy classification problem of Sreerama (Sreerama 1997) it is more natural to relate coordinates
of the image with a mathematical relation. Moreover, sometimes one can interpret the constraints as
logical formulae when the variables are binary. For example, if X1 and X2 are two binary variables,
X1 + X2 ≥ 1 is equivalent to the logic function OR. This motivates the research into multivariate
classification trees where a condition on a node is represented by a linear combination of some, or
all of the attributes.
Multi-layer feed-forward artificial neural networks (ANNs) and decision trees (DTs) have long been
successfully used for classification. ANNs are in essence non-parametric regression methods which
approximate the underlying functionality in data by minimising a loss function. This task can be
defined formally as follows:
Given a set of input-output ordered pairs, < Xp, Y p >, p = 1 . . . P where P is the number of
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Fig. 1. The ANN and the corresponding extracted MDT for a toy example representing a linear decision boundary
using the function x1 + x2 ≤ 4.
patterns, Xp is the pth input feature vector in the matrix of observations X and Y p is the corre-
sponding scalar representing the desired output in the space Y, the task of an ANN is to find a
set of parameters, α (i.e. weights and biases), which approximates the underlying distribution of
the data. The network task is achieved by the minimisation of a risk function (Vapnik 1995) of the
form, R(α) =
∫
L(Y, f(X, α))dF (X,Y), where L(., .) is a loss function, F (., .) is a joint probability
distribution function of occurrence of observation instances, and f(., α) is the mapping function
of the ANN for parameter set α. The data are presented to the network and the risk function is
approximated empirically by summing over all instances of the data. The common loss functions
used for training an ANN are the quadratic error function and the entropy. The backpropagation
algorithm (Rumelhart, Hinton, and Williams 1986) is commonly used for training the network.
DTs are either univariate or multivariate. Univariate decision trees (UDTs) approximate the under-
lying distribution by partitioning the feature space recursively with axis-parallel hyperplanes. The
underlying function, or relationship between X and Y, is approximated by a synthesis of the hyper-
rectangles generated from the partitions. Multivariate decision trees (MDTs) have more complicated
partitioning methodologies and are computationally more expensive than UDTs. The split at a node
in an MDT depends on finding a combination of attributes that optimally (or satisfactorily) parti-
tions the input space. This is a very expensive process since finding a single linear hyperplane which
optimally splits the data at a node is an NP-hard problem (Hoeffgen, Simon, and Van-Horn 1995).
Nevertheless, an extensive literature for MDTs (see (Sreerama 1997) for a review) exists, document-
ing attempts to find better ways to combine attributes for splitting, to prune resultant trees, to deal
with missing values, and to handle noisy inputs.
In this paper, we propose a simple novel algorithm, C-Net, for generating MDTs from ANNs. In our
implementation, we employ Quinlan’s C5 (an enhancement of his earlier C4.5 (Quinlan 1993)) for
constructing UDTs. Our algorithm employs the gain ratio calculated by C5 to compute a composite
variable to engineer a decision split at a node. The algorithm has three stages. Firstly, a single hidden
layered ANN is trained on a suitable training set until performance is deemed to be satisfactory.
Secondly, the training set is presented once more to the now trained ANN but the outputs of the
hidden units become the input feature vector to C5 with the target output still playing its usual role
in defining the hypothesis space. Thirdly, the UDT in the new feature space of hidden unit outputs
is readily converted to an MDT in the original feature space X.
In Figure 1, we show the ANN and C-Net for a hypothetical problem. The figure shows that C-Net
offers a simple graphical representation of the ANN. The MDT is, in effect, a transformation ap-
plied to the non-separable function generated by the ANN to approximate it with piecewise linear
functions. The resultant MDT is easier to interpret than the corresponding ANN.
The two major contributions of this paper are: an algorithm for generating MDTs by combining
ANNs and UDTs, and the extension of decision trees with dynamic features; thus opening new ap-
plication domains for DTs. The rest of the paper is organised as follows: In Section 2, a literature
review of MDTs and their relation to ANNs are presented, then the C-Net algorithm is discussed in
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Section 3. Numerical experiments and comparisons are presented in Section 4, followed by a discus-
sion of the recurrent version of C-Net in Section 5. Conclusions are drawn in Section 6.
2. Previous Work
Optimisation and statistical methods play a significant role in the determination of MDTs. Breiman
et.al. (Breiman, Friedman, Olshen, and Stone 1984) introduced one of the first methods for gener-
ating MDTs where they proposed Classification and Regression Trees (CART). Brown and Pittard
(1993) use a linear programming formulation for each class at each node to determine the variable
mix needed to optimally split the data. However, this is computationally very expensive. Another
attempt was made to formulate MDTs as an optimisation model, by Bennett (Bennett 1994), which
has the advantage of determining all splits simultaneously but with the disadvantage of a resultant
non-linear optimisation model. The model solutions in cases of high dimensionality are very diffi-
cult and time consuming especially since the objective function is usually non-differentiable. In an
attempt to overcome this drawback, a Tabu-based algorithm was suggested by Bennett and Blue
(Bennett and Blue 1997) in which a re-formulation of the optimisation model is employed to optimise
an existing decision tree rather than generating the tree from scratch. Although the model results
in a tree with higher accuracy, it does not guarantee a globally optimal tree structure.
A number of studies have compared DTs and ANNs and motivated their integration. In a comparison
between ID3 and ANNs, Brown et.al. (Brown, Corruble, and Pittard 1993) conclude that decision
trees can be improved with multi-variable splits and the performance of ANNs can be improved
with feature selection. They further claim that decision trees can provide effective preprocessing
for ANNs. Dietterich et.al. (Dietterich, Hild, and Bakiri 1995) compare ID3 with backpropagation
on an English text-to-speech mapping problem and find that ANNs capture statistical information
whereas ID3 does not. They argue that the accuracy of the two methods is comparable if ID3 is
augmented with a simple statistical learning procedure.
One form of the integration is to grow an ANN as a DT using Neural-trees. Neural-trees are ANNs
of restricted structure that can be easily interpreted as DTs. The Neural-tree algorithm (Sirat and
Nadal 1990) is inspired by the tiling algorithm but with connections among neurons in the hidden
layers disallowed. The resultant network can be visualised as a DT whose nodes correspond directly
to hidden units. An improvement on Neural-trees, called Trio-Learning, was introduced by D’Alche´-
Buc et.al. (1994) who utilised the fact that each intermediate node in the tree has two child nodes.
Accordingly, training is carried out on a small tree consisting of a root node and its two child nodes.
The results are slightly better than those of the Neural-tree algorithm though at the expense of more
extensive computations at each node.
Another way to integrate DTs and ANNs is to initialise the latter with the former in order to speed
up and improve the convergence of ANN training. A version of ID3, called continuous ID3 (Cios
and Liu 1992), converts UDTs into ANNs. Each level in the tree generated by ID3 is mapped to a
hidden layer in the ANN being constructed but for large UDTs, the corresponding ANN architecture
becomes impractical. In another attempt to speed up ANN training, Park (Park 1994) introduced
an algorithm for initialising an ANN with a linear tree classifier. The algorithm maps any linear
tree classifier into an ANN with either one or two hidden layers. He has shown that every convex
decision region enclosed by a subset of explicit hyperplanes of a tree, can be mapped to a neuron
in the hidden layer. From our point of view, this is a very expensive process since the number of
convex decision regions is exponential in the number of hyperplanes.
Finally, oblique rules have been generated from ANNs by Setiono and Huan (Setiono and Huan
1995) who introduced a three-phase algorithm for extracting oblique rules from single hidden-layer
ANNs. In the first phase, a network is trained with a weight decay term, and pruned in the second
phase, with the activation values of hidden units discretised with a clustering algorithm in a third
phase. The extraction process becomes easy after discretisation with rules effectively generated. The
algorithm is computationally expensive at both the pruning and discretisation phases. As an en-
hancement, in a later paper (Setiono and Huan 1997) they re-present the training set to the ANN
after the training is completed when outputs from the hidden units are discretised by a clustering
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algorithm using the statistical χ2 test.
Maire (Maire 1999) introduced a general algorithm with a solid theoretical foundation, in terms
of optimisation theory, for back projection of a set of polyhedra that define decision regions. He
utilises a threshold selected by the user for the ANN, which determines whether the instance belongs
to a positive or a negative class. This threshold is used as a constraint on the output unit and
by back projection of this constraint through the network, polyhedra are determined. He proposes
discretising the polyhedra after projecting back to the input layer. The main advantage of this de-
layed discretisation is to guarantee high fidelity between the network and the resultant rules. The
salient drawback of this algorithm, regardless of its generality and theoretical foundation, is the
computational effort involved. For example, during the affine transformation phase in the algorithm,
one of the steps requires the removal of redundant inequalities. Computationally, this is very expen-
sive since for each inequality, a system of constraints should be solved to check whether or not the
inequality is redundant. Even with fast algorithms for solving linear programming (Ami 1993) or
employing sensitivity analysis, the computations involved are still expensive.
In summary, most of the integration between DTs and ANNs takes the form of growing ANNs as
DTs and only a few studies concentrate on extracting oblique rules from ANNs. To our knowledge,
none of the previous studies investigated the use of UDTs to generate MDTs from ANNs. Moreover,
efficiency of the integration is an issue that is still outstanding and there remains the need for a
simple, efficient algorithm for extracting oblique relations from an ANN which retains high fidelity
with the network.
3. The C-net Algorithm
Our proposed algorithm, C-Net, has three stages and employs an ANN with a single hidden layer,
not a severe constraint since a neural network with a single hidden layer can approximate any arbi-
trary function to any degree of accuracy (Irie and Miyake 1988). There is no constraint on the type
of the activation functions employed.
3.1. ANN Training
The ANN can be trained with any training algorithm though we employed the stochastic gradient
version of the backpropagation algorithm (i.e. weights are updated after the presentation of each
training pattern). We adopt the following notations:
– I, J, and K are the number of input, hidden, and output units respectively.
– Xp ∈ X = (xp1, xp2, . . . , xpI), p = 1, . . . P , is the pth pattern in the input feature spaceX of dimension
I
– Y p ∈ Y is the corresponding class in the function space Y.
– wij and wjk, are the weights connecting input unit i, i = 1 . . . I, to hidden unit j, j = 1 . . . J ,
and hidden unit j to output unit k, k = 1 . . .K respectively.
– Hj(Xp) = σ(
∑I
i=0 wijx
p
i ), j = 1 . . . J , is the output of the hidden unit j corresponding to the
input pattern Xp, where σ(.) is the activation function. In this paper, σ(.) is the logistic function
where σ(z) = 1
1+e−Dz , with D the sharpness or steepness of the function.
– Yˆ p = σ(
∑J
j=0 wjkHj(X
p)) is the output of unit k in the output layer, k = 1 . . .K, for the input
pattern Xp.
After the network is trained, training, validation, and test sets are re-introduced and the output
of each hidden unit is calculated. Let < Xtraining, Ytraining >, < Xvalidation, Yvalidation >, and
< Xtesting, Ytesting > denote the set of training, validation, and testing examples respectively, and
the sets < Htraining, Ytraining >, < Hvalidation, Yvalidation >, and < Htesting, Ytesting > the corre-
sponding Hidden-Output Mapping. Thus, Htraining is the set of vectors generated by the hidden
layer when presented with the training set Xtraining. We no longer need the output layer but retain
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the sets < Htraining, Ytraining >, < Hvalidation, Yvalidation >, and < Htesting, Ytesting > for the next
stage of the algorithm.
3.2. UDT Training
The training, < Htraining, Ytraining >, validation, < Hvalidation, Yvalidation >, and test, < Htesting, Ytesting >,
sets from the previous stage undergo classification using the gain ratio criterion of Quinlan (Quin-
lan 1993). This is the ratio of the gain resulting from splitting the data to the average amount of
information needed to identify the classes in the data. Suppose that the training set consists of n
examples covering a space S with c classes. The entropy function E(S) measures the degree of “im-
purity” in a collection of training examples, and is defined by E(S) =
∑c
i=1−pilog2pi where pi is
the relative frequency of class i in the space. The information gain, G(S,A), measures the reduction
in the expected entropy of the vectors of S caused by splitting on attribute A. Quinlan gives
G(S,A) = E(S)−
∑
i∈Φ(A)
|Si|
|S| E(|Si|) (1)
where Φ(A) is the set of all possible values for attribute A, |Si| is the frequency of the value i for
attribute A in the space, and we use |S| to denote ∑ |Si|. However, this measure is biased toward
attributes with many values (Mitchell 1997) since splitting on these attributes results in a higher
value of the information gain because of the decrease in the number of instances in each subset.
Consequently, the gain ratio, R = GT is used instead, where T is the information split criterion which
measures how broadly and uniformly the attribute splits the data and is given by
T = −
c∑
j=1
|Sj |
|S| log2
|Sj |
|S| (2)
3.3. Back Projection of Decision Trees
A DT is a disjunction of polyhedra where each polyhedron is a conjunction of linear constraints. In
the resultant decision tree from the previous section, each constraint takes the form Hj op RHSj ,
where op ∈ {≤, <,≥, >,=}, RHSj is a scalar specifying the split on that attribute, and Hj is
the output of hidden unit j as defined previously. To project back this axis-parallel hyperplane,
the inverse of RHSj is calculated viz σ−1(RHSj) and Hj is replaced by the weighted sum of the
corresponding input units, that is
I∑
i=1
wijXi ≤ σ−1(RHSj) (3)
It is obvious that projecting back an axis-parallel hyperplane is computationally less expensive
than projecting back an oblique hyperplane as in (Maire 1999) since the former one generates two
halfspaces while the latter results in a set of polyhedra. In our implementation, the activation function
is taken to be the logistic function where the inverse is,
σ−1(z) = − 1
D
ln(
1− z
z
), z = 0 (4)
As an example, assume that one of the conditions on a node is H1 ≤ 0.5, where H1 = σ(3 ×X1 −
4 × X2 + 3). Since σ−1(0.5) = 0, the condition on the node will be (3 × X1) − (4 × X2) ≤ −3 or
equivalently (−3×X1) + (4×X2) ≥ 3.
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• Train a neural network with < Xtraining, Ytraining >, until it reaches a satisfactory
performance on < Xvalidation, Yvalidation >.
• (1) Re-present < Xtraining, Ytraining >, < Xvalidation, Yvalidation >, and
< Xtesting, Ytesting > to the trained network and store < Htraining, Ytraining >,
< Hvalidation, Yvalidation >, and < Htesting, Ytesting >.
(2) Train C5 with < Htraining, Ytraining > and < Hvalidation, Yvalidation >.
(3) Test C5 with < Htesting, Ytesting >.
• Replace each condition in the resultant UDT, (Hj op RHSj),
op ∈ {≤, <,≥, >,=}, with (∑Ii=1 wijXi op σ−1(RHSj)),
Fig. 2. The C-Net algorithm
UDT Layer
Hidden
LayerInput
Layer
C5
Output
(Output Layer)
Fig. 3. The C-Net conceptual representation. The output layer of the trained ANN is replaced with an UDT
4. Experiments and Comparisons
4.1. Methods and Performance Measures
The three stages in the algorithm are summarised in Figure 2 where we use C5, with standard pa-
rameters settings, for discretising the hidden-output mapping. The activation function for the neural
network is the sigmoid with a sharpness of 1.
To clarify the essential concepts in this paper, we distinguish two types of comprehensibility. The
first type, expressiveness, refers to the ability of the human brain to understand the representational
language of the classifier. The second, compactness, refers to the ability to represent a body of knowl-
edge with the minimum number of relations and symbols. Compactness is similar to the minimum
description length principle (Quinlan and Rivest 1989) if we consider the message as the system and
the string as a single relation to be transformed. It is clear that UDTs are more expressive than
ANNs since their representational language can easily be transferred into a set of If . . . Then rules
which are easily interpretable by the human brain. However, ANNs usually produce more accurate
results than UDTs (Quinlan 1993) and they are more compact as well.
Two performance measures have been used for the comparison between C5 and C-Net;
1. The percent bit error; that is the percentage of misclassified cases on the test set. This measures
the generalisation accuracy of the algorithm.
2. The tree size or the number of paths in the tree which is a measure of compactness and is equivalent
to the number of paths (or leaves) in the DT.
6
Table 1. A summary of statistics for the real life databases
Database Number of Number of The domain of
instances input attributes each attribute
Breast Cancer 699 9 discrete values 1-10
Haberman 306 3 discrete values
Liver 345 6 continuous values
Dairy 25985 3 continuous values
4.2. Data Sets and Experimental Setup
Eight Artificial and real-life data sets were used to test C-Net. Four real-life data sets were used to
test C-Net. Three of these, Liver, Haberman, and Wisconsin Breast Cancer data sets, were down-
loaded from the UCI repository of machine learning (Blake and Merz 1998). The fourth data set
comes from the Australian dairy industry (Abbass, Bligh, Towsey, Tierney, and Finn 1999). Each
of the three UCI data sets were divided into a training, validation, and test sets consisting of 80%,
10%, and 10% of the data respectively. The dairy data was divided into 25%, 25%, and 50% for
training, validation, and testing respectively. Ten-fold cross-validation was used while maintaining
the class-distribution in the training, validation, and test sets. For the dairy data, the ten-fold were
generated by sampling from the data at random without replacement. We summarise in Table 1
some statistics about the four data sets.
Secondly, we examine the effectiveness of the C-Net algorithm on the polynomials:
y =
{
1, if xn1 + x
n
2 ≥ 4,
0, if xn1 + x
n
2 < 4.
for n = 2, 3, 4, or 5, forming the problems P2, . . . , P5. Each variable, X1 and X2, is sampled from
independent uniform distributions in the interval [0,5] subject to the constraint, 3 ≤ xn1 + xn2 ≤ 5
so that the data are intensively sampled around the class boundary. A data set with 4000 points
was generated for each model. Ten-fold cross-validation was adopted where the training, validation,
and test sets contained 80%, 10%, and 10% of the data, respectively, while maintaining the class-
distribution in the three sets.
For all problems, a learning rate of 0.03 and zero momentum were used for training four ANNs
architectures with 2, 3, 4, and 5 hidden units. The networks for each of the 10-fold cross-validations
were initialised with different weights, randomly drawn from independent uniform distributions in
the range [−0.1, 0.1]. Each network ran for 10,000 epochs with validation performed after each epoch
and the network with the smallest error on the validation set over all epochs was chosen. After ANN
training is completed, the training, validation, and test sets were re-presented to the trained network
and the hidden output mapping was generated for subsequent presentation to C5 to generate the
MDT.
4.3. Results and Discussions
In Table 2, the performance of C-Net, C5, and ANN, on the eight data sets, is shown. The ANN,
and its corresponding C-Net, that is shown in the table is the one whose number of hidden units
achieved the best generalisation during the experiments. On the four real-life problems, the bit-error
of C-Net is less than the corresponding bit error of ANN which C-Net was extracted from. This
improvement ranged from 0.1% to 12%. Also, C-Net always generalises better than C5 where in
some cases is 45% more accurate than C5. In terms of the size of the trees generated by C-Net and
C5, C-Net always resulted in smaller trees. The reduction in the tree-size ranged, on the average,
from 62% for the four real-life problems to 31% for the four artificial data sets. However, one should
bear in mind that the computations at each node increased in MDTs.
It is to be expected that C-Net is less accurate than ANN since C-Net’s piecewise linear approxi-
mation is expected to lose the smoothness of the original continuous nonlinear function represented
7
Table 2. The average percentage bit error of C-Net, C5, and ANN on the test set for the eight data sets. For each
problem, the upper row gives the average percentage bit error for C-Net, C5, and the corresponding ANN which
C-Net was extracted from. The lower line for each problem gives the number of leaves in the tree computed by C-Net
(column 2) and C5 (column 3), and the number of hidden units for the best ANN which C-Net was extracted from.
Rows labelled †, ‡, and ⊕, indicate that C-Net results are significantly different from C5 at α = 0.0005, 0.005, and
0.01, respectively.
Problem C-Net C5 ANN
Breast Cancer 2.2% ± 1.6† 4.9% ± 2.3 2.5% ± 1.8
2.0 ± 0.5 20.3 ± 1.0 2
Haberman 28.4% ± 2.3 28.8% ± 4.6 28.8% ± 4.6
3.3 ± 0.6 4.0 ± 1.6 2
Liver 31.7% ± 7.8‡ 37.4% ± 5.5 32.6% ± 7.9
7.5 ± 3.0 21.5 ± 5.7 5
Dairy 22.7% ± 0.4 22.9% ± 0.4 23.3% ± 1.4
2.0 ± 0.0 8.4 ± 3.5 2
P2 2.3% ± 1.2 2.7% ± 1.1 1.4% ± 1.2
30.3 ± 6.7 53.8 ± 4.0 4
P3 1.7% ± 0.4⊕ 2.4% ± 0.8 0.5% ± 0.6
31.1 ± 5.0 40.2 ± 1.4 5
P4 1.4% ± 0.8‡ 2.6% ± 0.6 0.6% ± 0.7
30.6 ± 2.0 47.6 ± 3.5 5
P5 2.6% ± 1.2⊕ 3.4% ± 1.0 0.8% ± 0.6
34.1 ± 12.6 40.0 ± 2.2 5
Table 3. The average tree-size of C-Net on each architecture for the eight data sets. The tree-sizes are the average
over ten-fold cross-validation with different weight initialisation ± the standard deviation.
Number of Hidden UnitsProblem
2 3 4 5
Breast Cancer 2.0±0.5 3.6±2.1 3.8±1.9 3.2±1.7
Haberman 3.3±0.6 3.0±0.0 2.9±0.4 3.4±1.5
Liver 3.5±1.1 4.6±2.9 5.0±2.4 7.5±3.0
Dairy 3.0±1.5 3.4±1.8 3.6±2.0 4.9±3.7
P2 35.1 ± 3.7 34.9 ± 3.2 30.3 ± 6.7 23.7 ± 5.4
P3 29.8 ± 1.7 40.3 ± 2.9 37.6 ± 7.6 31.1 ± 5.0
P4 37.2 ± 2.8 49.2 ± 4.1 39.5 ± 12.3 30.6 ± 2.0
P5 32.9 ± 2.5 42.6 ± 8.8 43.0 ± 11.4 34.1 ± 12.6
by the ANN. However, C-Net generalised better than the corresponding ANN on the four real-life
problems (Table 2).
In comparing C-Net with C5, we can see from Table 2 (columns 2 and 3, the first row in each prob-
lem) that C-Net generalises better than C5 since it results in the smallest error on the test set and
with, as well, a very small tree size in most cases. Nevertheless, one should bear in mind that the rep-
resentational language of the trees produced by C-Net are less expressive than those produced by C5.
We further investigated the dependence of the performance of C-Net on the number of hidden units
used in the corresponding ANNs. The size of the tree generated by C-Net is compared with the
number of hidden units in each problem. Table 3 shows the C-Net tree-size for each network ar-
chitecture. It can be seen from the table that, in the four real-world problems, the size of the DT
generated by C-Net is small. Also, it does not vary much across network architectures indicating
that the performance of C-Net is not so sensitive to the architecture of its component ANN. For the
four artificial data sets, although the size of C-Net does not vary much across different hidden units,
it is quite large for the four artificial data sets. The reason for this is obvious since C-Net requires
more hyperplanes to approximate the underlying non-linear function.
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Number of Hidden UnitsProblem
2 3 4 6 8
SRN % Bit error 44.8 % ± 2.9 40.9 % ± 2.5 37.6 % ± 1.9 33.4 % ± 1.8 31.4 % ± 1.5
C-Net % Bit error 36.5 % ± 3.6 33.9 % ± 1.4 33.1 % ± 2.1 33.4 % ± 1.7 34.4 % ± 1.7
C-Net Tree size 29.1 ± 6.3 37.7 ± 7.3 44.2 ± 12.0 49.9 ± 12.1 56.8 ± 7.5
Table 4. Percent bit error obtained by SRN and C-Net on a test set of natural language data for SRNs having different
numbers of hidden units and the size of the tree generated in each case. Averages and standard deviations are for
10 repeats of SRN initialised with different initial weights. For all hidden unit numbers (except 6 hidden units), the
difference between SRN error and C-Net is significant at confidence level 0.001. For the 6 hidden units, the difference
is not significant.
5. Recurrent C-Net
In this section, C-Net is used in the context of a new kind of decision tree, that is a recurrent decision
tree (RDT). DTs are limited since they lack any recurrent capabilities. However, if we substitute a
simple recurrent neural network (SRN) for the feedforward one in Figure 3, we can assist the resul-
tant DTs to incorporate recurrent features. After training the SRN, the recursive function thereby
generated by the network may be interpreted as an easy to understand RDT. The algorithm needed
is similar to that described in Section 3 except for the concept of projecting the tree back through
the neural network. We introduce the following dynamics to replace Equation 3.
I∑
i=1
wijXi(t) +
J∑
c=1
wcjHc(t− 1) ≤ σ−1(RHSj) (5)
Hc(t) = σ(
I∑
i=1
wijXi(t) +
J∑
c=1
wcjHc(t− 1)) (6)
Hc(0) = σ(
I∑
i=1
wijXi(0)) (7)
Hc(t) is a sigmoid function equivalent to the values of the context unit of the SRN at time t. That
is, the condition represented by Equation 5 at each node of the decision tree is a recursive function
so that, in effect, each node has a memory corresponding to Equations 6 and 7. This RDT has a lot
of potential in many fields such as the possibility of mapping an SRN into its corresponding finite
state automaton.
In the remainder of this section, we shall illustrate the recurrent C-Net approach using an Elman-
type SRN that has been trained on temporal sequences from a natural language data set (Towsey,
Diederich, Schellhammer, Chalup, and Brugman 1998). The data set consists of strings of part-of-
speech (POS) tags derived from natural language sentences obtained from a first year school reader.
Each word in a sentence is replaced by its POS classification (i.e. verb, noun, adverb etc). The SRN
is required to predict the next POS given the current and previous context. Standard decision trees
cannot perform this task because they do not have the memory to store previous context. Thus the
only comparison we are making is between the performance of C-Net and the standard Elman SRN.
When applying the Elman SRN to the natural language data, error on the test set decreased from
44.8% to 31.4% as the number of hidden units was increased from 2 to 8 (Table 4). The test error
of C-Net also tended to decrease as the number of hidden units increased but less steeply. As a
consequence, C-Net performed better than the SRN for 2, 3 and 4 hidden units but worse when 8
or more hidden units was used. The optimum number of hidden units for C-net was 4 and for SRN
was 8. These results suggest that with a small number of hidden units, the output layer of the SRN
is not able to capture all the information encoded in the outputs from the hidden units, whereas C5
is better in this respect. However once the number of hidden units is 8 or more for this problem, the
SRN output layer is better than C5 in learning the hidden unit representation.
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6. Conclusions
In this paper, we have introduced a novel algorithm, C-Net, for generating multivariate decision
trees from artificial neural networks using a univariate decision tree, C5. The resultant tree when
compared with the tree generated by C5 alone is more compact and accurate. Moreover, it is more
expressive than the corresponding artificial neural network. We believe that using a hybrid system
which combines C5, as one of the strongest decision tree classifiers, and the multi-layer feedforward
ANN, as a strong non-parametric nonlinear regression model, results in a hybrid method that is an
enhancement for both technologies. Although for our problems, C-Net was always more accurate
than C5, we cannot conclude that this is the universal case. Rather, methods are more or less more
suitable for specific domains. Our conclusion is that the integration of decision trees and artificial
neural networks is a necessity if the application domain requires accurate, compact, and expressive
predictive ability, in which case, C-Net can play a significant role.
In addition, C5 employs the statistical χ2 test for deciding on when to stop the training. This is
found to be robust against the number of hidden units used for the ANN. This point is illustrated
when the size of the trees generated by C-Net was almost the same regardless of the number of hid-
den units in some cases (for example Haberman). This indicates that the addition of more hidden
units in some cases was not needed and can be used as an indication of redundancies in the ANN’s
architecture.
Moreover, C-Net can be used to generate recurrent decision trees where a memory is associated with
each node in the tree and the conventional linear condition attached to each node is replaced by a
recursive function. The potential of recurrent decision trees is enormous and it opens a new area of
application to conventional DTs.
C-Net looks promising since it has the advantage of conventional ANNs, that, with their piece-
wise linear approximation, they are expected to be more accurate than UDTs, and the advantage
of UDTs, that their representational language is more expressive than ANNs. Moreover, it com-
bines the two technologies, UDTs and ANNs, in a frame which is easy to implement and balances
between compactness, expressiveness, and accuracy better than any of these technologies in isolation.
As far as future work is concerned, we are intending to compare C-Net with different algorithms for
generating multivariate decision trees. Also, comparing the recurrent decision tree, generated from
applying C-Net on recurrent neural networks, with finite state automaton would be an interesting
research area.
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