This paper presents a method whereby an autonomous mobile robot automatically selects the most informative data from a set of images acquired a priori, using a statistical method termed Information Sampling. These data could be a single pixel or a number scattered throughout an image. This information is then used to build a topological map of the envimnment. OUT sole input data are omnidirectional images obtained from a catadioptric panommic camera. Experimental results show that by using only the best data the topological position of a robot, visually maneuvering through a simple indoor environment, can easily be detennined.
Introduction
In navigating from one area to another, our robot's objective is to identify and focus upon highly distinctive regions within the environment. These are then periodically memorized for future reference, thus mimicking the approach to navigation naturally adopted by humans and some animal species. Additionally, by focusing upon attentive regions, our robot makes maximum use of its limited computational resources.
Tkaditionally, research into solving the robot navigation problem concentrated almost exclusively on geometric solutions. While many worthwhile experiments were undertaken, real world solutions were often hampered by time constraints. In an effort to overcome this drawback, the past few years has seen a new approach emerge which seeks to turn the navigation problem from the domain of reconstruction to that of pattern classification or, as it has become known an appearance-based solution.
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Related Work
Perhaps one of the earliest examples of an appearancebased navigation method was developed by Hong [5] et al. The goal was for a robot to home to a given destination. Hancock and Judd [4] developed "Ratbot", where localization was achieved by simply matching vertical bars from runtime images to those acquired a priori. A View Sequence of images for navigation was proposed by Matsumoto et al. [13] . Zheng [22] presented a system which moved along a given route under human guidance and autonomously memorized a side-view of that route. These data were then used as a basis for route recognition. Ishiguro [SI used the frequency domain of the Fourier Tkansform as an image-based memory of the environment. Unfortunately, if repetitive structures need t o be distinguished, this method failed. Maeda et al. [12] used the parametric eigenspace approach [14] to image matching using images from a standard camera. In order to overcome multiple matches a pan-and-tilt unit was used to capture another image.
It is clear that previous research undertaken in this area represented a "global approach" to the localization prob lem, in that entire images were used for matching. No attempt was made to extract attentive regions from the input images. In terms of landmark selection a number of works have tackled the problem of determining effective landmarks. Knapek et al. [S] developed an approach which was strongly based on the work of Schmid and Mohr [MI. Schmid and Mohr used an interest operator to determine where to compute local grayvalue invariants in addressing the problem of image retrieval from a large database. Jugessur and Dudek [7] used a similar approach. All of these works require highly textured images. Our method does not exhibit such a constraint. Preliminary results were presented in [21] . Ohba and Ikeuchi [15] proposed dividing each image into a number of smaller windows (which they termed eigen windows) to overcome the problems associated with global matching using a low dimensional eigenspace. Eigenspace analysis was then applied to each window. This approach requires storage of a very large number of image windows and the chances of one window, acquired at runtime being matched to a number of images from the a priori set is high. As a solution they used three criteria to eliminate the redundant windows, namely: detectability, uniqueness and reliability. Colin de Verdsre and Crowley [2] reformulate the problem as a question of whether to use the set of eigen windows selected by a particular interest operator or to use those windows selected from a predefined grid.
Our Approach
Our approach, based on a method by Rendas and Perrone 1161, and unlike those outlined above, makes use of the inherent information available from the a priori set of images. In the case of [15, 21 all the eigen windows from entire images are first collected, from which the interesting data must be found. In the case of (18, 7] their approaches require extraction of features from images before being able to proceed and solve their problem.
Our approach termed Information Sampling 1211 selects the most interesting data from a set of images without using eigenspace analysis or needing to apply interest operators. Theoretically, it can be applied on a pixel-by-pixel basis to any type of image, as outlined in Section 3.1. Essentially, we can reconstruct an image using only the data selected by Information Sampling and then minimize the error associated with this reconstruction. We can rank the selected data and choose how much of it we wish to utilize for matching. It is only after the ranking stage that we employ a local eigenspace approach to perform the qualitative recognition of a robot's position within an indoor environment, i.e. its position on a topological map, The outline of this paper is as follows: Section 2 briefly presents the Topological Navigation methodology. Section 3 presents the Information Sampling method and underlying statistics. In Section 4, we show how to use a local eigenspace approach for robot navigation while in Section 5, we present our experimental results. Finally, in Section 6 we conclude and give the future directions of our research.
Topological Navigation
Topological Navigation is the mode used to travel long distances in the environment and does not require accurate control of the robot position along a path. Typically, it corresponds to commands such as "follow the corridor" or "turn left". To adopt this navigation strategy we need a suitable representation. Thus the environment is represented as a Topological Map, described by a graph structure which is parsimonious in nature and scales easily. Nodes in the graph correspond to recognizable scene sites (landmarks) where specific actions may be elicited, such as entering a door, turning left, etc. Links connecting nodes in the topological map correspond to regions where some environmental structure can be used to control the robot. It is interesting to note that since the robot only navigates between nodes, global errors do not accumulate [l] .
Topological Maps have proved beneficial in many research works [lo, 20) . Previously, some researchers 19, 111 chose to detect nodes in the environment by the use of sonar readings. Unfortunately, using this approach one tends to have to deal with situations where nodes are relatively indistinguishable due to the nature of the obtained data. In our approach, nodes are represented by Attention Windows (see Section 3.2) and links by sequences of such windows. We use attention windows (selected from omnidirectional images), projected into a local appearance space (see Section 4) as an implicit topological representation of the environment. Progression towards the goal is obtained by comparing the most interesting attention widow from the current view with attention windows acquired a priori.
The Information Sampling Method
Our approach requires the use of a priori image data. We wish to make it clear that our method is independent of image type. For the experiments outlined in this paper images acquired from an omnidirectional camera with a spherical mirror, built in-house at the Instituto de S i s temas e hb6tica were used. This camera was mounted on a mobile platform and images were captured as it traversed through a corridor environment. The system is shown in Figure 1 . Once the images were captured, we determined which regions contained the most interesting information by applying Information Sampling. As a first step in explaining this process, Section 3.1 outlines the procedure for reconstructing an image, given only a small amount of data.
Image Reconstruction
We assume that the images captured by the robot's camera can be modeled as a random vector I , characterized by a Gaussian distribution with mean 1 and covariance C I :
Usually, one can take an ensemble of images of the environment [I* . . . Im], which can be utilized for computing f and Er, so that p ( I ) can be computed a priori. When the robot is navigating, we assume that the observations, d , consist of a selection of (noisy) image pixels (or subregions), rather than the entire image. Accordingly, the observation model can be expressed as:
where d stands for the observed data and the measurement noise q is assumed to follow a Gaussian distribution with zero mean and covariance E,. We further assume that I
and q are independent. The selection matrix, S, is composed of a series of ones and zeros, the ones corresponding to the data points extracted from an image. We select a number of pixels to test by moving the set of ones in the selection matrix.
Having prior knowledge of I , in the form of a statistical distribution, p ( I ) , the problem now consists of estimating the (entire) image based on a partial (noisy) observations of a few pixels, d. This problem can be formulated as a Maximum a Posteriori estimation of I . The posterior probability can be determined from Bayes rule as:
where p(dJ1) is the likelihood of a pixel (or set of pixels) given a known image, I ; the prior distribution is denoted by p(Z) and is assumed to have been learnt a priori. With this information we c:lculate the maximum a posteriori estimate of an image, IMAP [14 as follows:
Thus, MAP is the reconstructed image obtained using the pixel (or set of pixels), d. Notice that by combining the prior image distribution with the statistical observation model, we can estimate the entire image based on the observation of a limited number of pixels.
Attention Windows
Once we have reconstructed an image using the selected data, we can compute the error associated with this reconstruction. The error covariance matrix, C, , , , , is given by:
Of course, the quality of the estimate, and the "size" of C, , , , , depend not only on the observation noise, q but also on the observed image pixels, as described by the selection matrix S. Equation (4) quantifies the quality of an estimate obtained from using a particular set of image pixels. In theory, we can evaluate the information content of any individual image pixel or combinations of pixels, simply by selecting an appropriate selection matrix, S, and determining the associated E , , , , , .
The problem could be formulated as an experiment design process [17] , in which we look for the optimal selection matrix s' that minimizes (in some sense) the error covariance matrix. If we take the determinant of C, , , , , as an indication of the "size" of the error, the optimal selection of image pixels would be given by:
S' = argmp{ det((E;' + STEL'S)-') } ( 5 )
In practice, to avoid computing the inverse we define the following equivalent optimization problem in terms of a modified uncertainty metric, U:
So far, we have described Information Sampling as a p r e cess for (i) reconstructing an entire image from the observation of a few (noisy) pixels and (ii) determining the most interesting image pixels, S' , in the sense that they convey the most information about the image set. Unfortunately, determining S' is computationally impractical since we would have to compute E,,,,, for all possible combinations of pixels scattered throughout the image. Instead, we partition the image into square windows of (I x 1 ) pixels. We term these regions Attention Windows, denoted By using equation ( 6 ) , we can rank Attention Windows or combinations of such windows, in terms of their information content. Again, a s searching all possible combinations of windows within the image to minimize equation (6) would be computationally intensive, so instead we use two suboptimal (greedy) algorithms, details of which can be found in [21] .
Notice that the information criterion is based on the entire set of images and not, as with other methods, on an image-by-image basis. For instance, a highly textured image region would only be selected if it varied significantly from one image to the next. 
Local Appearance Space
We wish to use only the best attention windows, w = [wl, ..., wn] obtained from Information Sampling to visually guide a mobile robot through a simple indoor environment. While conceivable this:ould be achieved by matching the reconstructed image, IMAP to the set of omnidirectional images, this would be computationally expensive.
Instead, to determine the robot position, this matching can be achieved in real time by reducing the amount of data using Principal Component Analysis (PCA). When using PCA, it is usual for entire omnidirectional images to be utilized in building the eigenspace. They are also used in the projection, i.e. a global approach. This was the approach taken in our previous work (3, 19, 201 . We wish to improve upon this method by projecting only the most interesting information obtained by Information Sampling into a local appearance space. In this way we significantly reduce the number of projected windows, thus immediately reducing the level of possible ambiguity. Additionally, we reduce even further the amount of data used for matching. The local appearance space has an orthonormal basis of eigenvectors of size (Z2 x l), where 1 is the length of the side of a square attention window.
We can determine the eigenvectors, ej, and eigenvalues, A,, of the covariance matrix ZIlocal of the windows selected from the set of omnidirectional images, I". We denote the selected windows from each image, w = [wl . . . wm]. We denote ai as the vector of co-efficients obtained by projecting each window from Iw into the local +genspace. We can reconstruct an entire unknown image, AMAP by replacing d in equation (3) by W k and reconstruct its associated window, ij from PCA as follows: ij = [el . . . e,]aj.
Experimental Results
Information Sampling was applied to a set of images acquired by the mobile robot in a simple indoor office environment. We wish to show that by using Information Sampling to focus upon attentive regions within the environment, effective navigation is possible. Real world experiments verify this thesis.
An a priori set of 53 omnidirectional images was obtained every 20 cm along a corridor and ordered according to the direction of motion of a Labmate mobile platform. Each image was acquired at a resolution of 768 x 576 pixels, filtered and subsampled to an image resolution of 128 x 128 pixels. These formed the database set, Tl28. In order to perform information sampling these images were further subsampled to a set of images, Tsa, 32 x 32 pixels in size.
The reason for such a small image size relates to the complexity of determining the error covariance matrix, Cerror in equation (4). To find the most discriminatory attention windows over T32, we found and ranked the 16 nonoverlapping windows of size 8 x 8 pixels. We continued and found the 225 overlapping windows of size 4 x 4 pixels in the same set. The overlapping windows were generated by shifting each window in the horizontal and vertical direction by 2 pixels, thus generating an overlap of 50%.
We then calculated the equivalent 32 x 32 attention windows (in 128 x 128 training images, T128) to the 8 x 8 windows (in the 32 x 32 images, Tsa) and the equivalent 16 x 16 attention windows to the 4 x 4 windows. 
Ranking the Attention Windows
We ranked the best attention windows individually, i.e. the best, second best etc. Thus, equation (6) was evaluated n times. This method was chosen given the complexity of searching for the optimal solution. Figure 2 (left) shows the attention windows available for selection when using non-overlapping windows and (right) these attention windows, individually ranked from the most to the least informative. A second ranking method can be found in [21] . Figure 3 (left) shows the graphs of the attention windows ranked when using non-overlapping (top) and overlapping (bottom) windows. In both cases, the z-axis corresponds to the window ranking and the y-axis corresponds to the uncertainty metric, U calculated using equation (6). The top left graph tells us that when using non-overlapping windows the eighth attention window exhibits the lowest uncertainty value and so is ranked in first position. Similarly, the bottom left graph shows the case when using overlapping windows: window 74 is ranked in first position. Figure 3 (right) shows the best non-overlapping (top) and overlapping (bottom) attention windows in an image.
In any of the omnidirectional images in this paper, the robot is in the centre of each image. Any information window which contains the robot is not a discriminating one and so it follows that such a window should have a relatively low ranking. Figure 2 (right) shows the case when using non-overlapping windows. The four attention windows which contain the robot are ranked from numbers seven to twelve. Additionally, the four windows at the peripherj of the image have the lowest ranking, since they contain only a portion of the omnidirectional image itself. When using 16 x 16 overlapping windows we can focus on smaller areas of the omnidirectional image. Naturally, relevant information contained within the image receives a high ranking and advantageously portions of the image which are close to the background, and relevant, are highly ranked. As expected the dark background receives the lowest ranking. Images of the 10 best overlapping attention windows can be see in Figure 4 (bottom). 
Position Estimation Results
As described in Section 4, we used a local appearance space as a representation of a topological map. Using this local eigenspace, we determined the qualitative position of a mobile robot within its environment. We ran three sets of position estimation experiments. The first experiment used entire 128 x 128 images for matching, the second the most informative non-overluppmg 32 x 32 attention win- (middle) and (bottom), respectively show the same experiment but using non-overlappang and overlapping attention windows. Significantly, in these latter cases the number of pixels used for position estimation was 6.25% of the total, when using non-overlapping windows, and 10.93% in the case of overlapping windows, thus allowing the robot to maximize the use of its limited computational resources. As can clearly be seen visual navigation in a corridor environment was successfully completed in each case. t h e p a t h traveled when using entire images (top), t h e best 32 x 32 non-overlapping window (middle) and t h e 10 best 16 x 16 non-overlapping windows (bottom).
This paper presented a statistical method termed Information Sampling which allowed an autonomous mobile robot to automatically focus upon the most informative data from a set of images. Successful navigation results were achieved using a small amount of data.
In the near term our future work shall entail: determining the effect of using a different number, and size, of attention window, avoiding the clustering of non-overlapping windows and, given that the amount of information used is small, the possibility of building eigenspace "on-the-fly" for navigating in larger scale environments shall be investigated.
