Abstract. It was shown by P. J. Davis that the Newton-Cotes quadrature formula is convergent if the integrand is an analytic function that is regular in a sufficiently large region of the complex plane containing the interval of integration. In the present paper, a bound on the error of the Newton-Cotes quadrature formula for analytic functions is derived. Also the bounds on the Legendre polynomial and the Legendre function of the second kind are obtained. These bounds are employed to derive a bound on the error of the Gauss-Legendre quadrature formula for analytic functions.
1. Introduction. Let z0, zt,..., zn~ i be n distinct points lying in the complex plane and let C be a closed contour containing these points iii its interior. Suppose that f(z) is a regular function within C. Let (i) vv"(z) -n (* -z;).
If now the points z = a and z = b also lie inside C, then, following the method given in [1, pp. 117-118], we have for any weight function g(t), 
•* g(t)wn(t)dt a (t -Zt)H>"(zk)
(fe = 0, 1, ...,n -1).
Here E"(f) designates the error of the n-point interpolating quadrature formula given by (6) g(t)f(t)dt^"t Xkf{zk).
The problem of estimating the error E"(f) for analytic functions is connected with the estimation of i;n(z) and wn(z) on C. In this paper, we shall bound the error of two special quadrature formulas over the interval [-1, 1] (i.e., a = -1, b = + 1) with the weight function g(t) = 1. For the contour C we shall take the ellipse Ep in the complex plane defined by (7) z = fá+Z~1), Z = peie, 0^e^2n and p > 1.
The ellipse Ep has foci at z = ±1 and sum of its semi-axes is p ( > 1). Let
" /is analytic on [-1,1] and continuable analytically so as to be single valued and regular in the closure of the ellipse E Davis [2] discussed the convergence (as n -» oo) of the Newton-Cotes quadrature formula for functions fe A(Ep). In fact, it was shown by him that the Newton-Cotes quadrature formula is convergent provided fe A(EP), where p > 2. Moreover, as n -* oo, the error £"(/) tends to zero with geometric rapidity. In Section 2 we derive an upper bound on the error \ENCn(f)\ of the Newton-Cotes quadrature formula given in Theorem 1. For p > 1 + J2, this bound on \ENCn(f)\ converges (as n -> oo) to zero with geometric rapidity.
In Section 5 we derive an upper bound on \Q"(z)\ and a lower bound on \P"(z)\ for ze Ep and p > J2, where P"(z) and Q"(z) are the Legendre polynomial and Legendre function of the second kind, respectively. Using these bounds, we derive an upper bound on the error |£G"(/)| of the Gauss-Legendre quadrature formula given in Theorem 2. This result differs from similar results due to Chawla and Jain, since this result is a bound, while theirs is an asymptotic bound, i.e., a bound on the first term of the asymptotic expansion. and wn+ !(x) is defined by (1), with z¡ given by (8).
2. The last series converges uniformly and absolutely for 0 :g 0 ^ jt, and for all p > 1. Using (19) in (18), we obtain (12). We now proceed to find bounds for > 
\w"+1(z)\^((p2 -l)/(2p))n+1.
Proof. We consider the two cases when n is odd or even.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 2.4 Discussion of the Results. Relation (24) gives a bound on |£jvc"(/)| for all p > 1 and all n ^ 1. From (24) it is easily seen that the bound on \ENC"(f)\ tends to zero as n tends to infinity only if p > 1 + 72-However, Davis [2] proved the stronger result that |£NC"(/)| tends to zero as n tends to infinity provided that p > 2. Therefore, it is of interest to tighten the bound (24).
Error of the Gauss-Legendre Quadrature Formula.
An important special case of the general interpolating quadrature formula (2) is the Gauss-Legendre quadrature formula. The n-point Gauss-Legendre quadrature formula for fí \f(t) dt is obtained by letting a = -1, b = + 1, g{t) = 1, and choosing z0, zl5 z2, ..., z"-i as the n zeros of the Legendre polynomial P"(x). The weights Xk and the error EGn(f) of the Gauss-Legendre quadrature formula are, respectively, given by Hence, for fixed n, the sequence {<T"," + 2r+i} for varying r is strictly monotonically decreasing, yielding
< a, n,n+ 1 (277 + 1)!
The results (30) and (31) follow from (34), (36), and (37). Bound (32) follows from (30) and (31). This completes the proof of the lemma. A similar result based on \anJl\ i£ 2 was used to derive an asymptotic bound (n -» oo) on \EGJJ)\ (see [5] ). Using Stirling's formula (38) b" x 2jnn/(2n +1) as n -* oo.
This extra n"1/2 factor in (32) is vital to obtain a better bound. This establishes the lemma. In view of (46), an overall bound is given by
Corollary. Let n -* 00, then for p > J2
We mention here that Chawla [6, Theorem 1] obtained the following asymptotic (n -» 00) result by using Davis' method. If / s A{EP ) and p > 1, then
|£G"(/)|á Tx^d +p"4)1/2(l+ 0(1)).
3.4 Discussion of the Results. The asymptotic (n -» 00) bound (48) is not better than the asymptotic bound (49). But the bound (47) is valid for all n and p > 72 as compared to the asymptotic bound (49) which is valid for n -► 00 and p > 1.
As a consequence of (47) we have the following asymptotic bound valid for p -> 00
This bound is compatible with the asymptotic (p -» 00) bound of Chawla (unpublished work), having the same leading term. The bound (47) can be compared in some sense with the bound of Stenger [7] given by Thus we see that Stenger's bound is better for small p, but ours is better for large p. For small p < 72 ours does not exist. For large p ours is smaller by a factor 7i2/32 = 0.31. The cross-over point is near p = 1.83. These numbers depend on n but only slightly.
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