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Konstrukcija strojeva sposobnih za ucˇenje iz danih primjera bila je dugo vremena tema
filozofskih i tehnicˇkih rasprava. Medutim, tehnolosˇki napredak je pokazao da strojevi
imaju znacˇajnu razinu upravo takvih sposobnosti. Postoje mnoge vrste raznih algoritama
za ucˇenje a jedan od njih je i stroj s potpornim vektorima (eng. Support Vector Machine),
koji se ponajvisˇe koristi za probleme klasifikacije.
Veoma ubrzanim rastom broja dostupnih podataka i informacija, klasifikacija teksta
je postala jedna od kljucˇnih tehnika za organizaciju i upravljanje tekstualnim podacima.
Pri tome je glavni zadatak upravo klasificiranje tekstualnih dokumenata u unaprijed defi-
nirani broj kategorija temeljen na zajednicˇkom kontekstu ili drugim atributima. Problem
klasifikacije javlja se u raznim podrucˇjima poput filtriranja elektronske posˇte, internet pre-
trazˇivanjima ili razvrstavanju dokumenata po odredenoj temi. Zanimljiv pristup klasifi-
kaciji teksta je pristup temeljen na n-gramima, koji nije osjetljiv na gramatiku i pravopis.
Strukturu pogodnu za takav pristup imaju biolosˇki nizovi kao sˇto su DNA i proteini.
Proteini su nizovi aminokiselina, zadani u odgovarajuc´em alfabetu koji koristi 20 en-
gleskih slova. S obzirom na to da postoji jako veliki broj razlicˇitih proteina, jedan od
kljucˇnih problema u bioinformatici je uocˇiti strukturne i funkcionalne karakteristike prote-
ina temeljene na nizovima aminokiselina. Kako se proteini grupiraju u proteinske familije,
jedan od nacˇina za to je povezivanje novih proteinskih nizova sa proteinima cˇija su svojstva
vec´ poznata. Upravo tim problemom c´emo se baviti, odnosno, pokusˇat c´emo klasificirati
nove proteine u specificˇnu proteinsku familiju kojima pripadaju. Pri tome c´emo se sluzˇiti
strojem s potpornim vektorima te n-gramskim rjecˇnikom.
U ovom radu je sadrzˇano 5 poglavlja. U prvom poglavlju c´emo spomenuti neke poj-
move iz vektorskih i euklidskih prostora te optimizacije, koje c´emo koristiti u nastavku
rada. Drugo poglavlje c´e nam pruzˇiti uvid u matematicˇku pozadinu stroja s potpornim vek-
torima, gdje c´e poseban znacˇaj imati jezgrene funkcije, cˇiji je odabir kljucˇan za uspjesˇnu
klasifikaciju dokumenata. Kroz trec´e poglavlje c´emo detaljno opisati skup podataka sa
kojim radimo, vidjeti kako taj skup prilagoditi algoritmu te detaljno opisati nacˇin na koji
provodimo testove. Cˇetvrto i peto poglavlje c´e sadrzˇavati rezultate razlicˇitih testova s ob-





Definicija 1.1.1. Neka je V neprazan skup na kojem su zadane binarna operacija zbrajanja
+ : V × V → V i operacija mnozˇenja skalarima iz polja F, · : F × V → V. Kazˇemo da je
uredena trojka (V,+, ·) vektorski prostor nad poljem F ako vrijedi:
(1) a + (b + c) = (a + b) + c, ∀a, b, c ∈ V,
(2) postoji 0 ∈ V sa svojstvom a + 0 = 0 + a = a, ∀a ∈ V,
(3) ∀a ∈ V postoji −a ∈ V tako da je a + (−a) = −a + a = 0,
(4) a + b = b + a, za svaki a, b ∈ V,
(5) α(βa) = (αβ)a, ∀α, β ∈ F, ∀a ∈ V,
(6) (α + β)a = αa + βa, ∀α, β ∈ F, ∀a ∈ V,
(7) α(a + b) = αa + αb, ∀α ∈ F, ∀a, b ∈ V,
(8) 1 · a = a, ∀a ∈ V.
Elementi vektorskog prostora se nazivaju vektorima, koje c´emo oznacˇavati malim latinskim
slovima. Elemente polja F oznacˇavat c´emo malim grcˇkim slovima i zvati skalarima.
Definicija 1.1.2. Neka je V vektorski prostor nad F. Izraz oblika α1a1 + ...+αkak, pri cˇemu
su a1, ..., ak ∈ V, α1, ..., αk ∈ F i k ∈ N, naziva se linearna kombinacija vektora a1, ..., ak s
koeficijentima α1, ..., αk.
Takoder, neka je V vektorski prostor nad F i S = {a1, ..., ak}, k ∈ N, konacˇan skup vektora
iz V . Kazˇemo da je skup S linearno nezavisan ako vrijedi
α1, ..., αk ∈ F,
k∑
i=1
αiai = 0 ⇒ α1 = ... = αk = 0.
U suprotnom kazˇemo da je skup S linearno zavisan.
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Za prirodne brojeve m i n, preslikavanje A : {1, ...m} × {1, ...n} → F naziva se matrica
tipa (m, n) s koeficijentima iz polja F. Djelovanje svake takve funkcije A pisˇemo tablicˇno,
u m redaka i n stupaca, pisˇuc´i u i-ti redak i j-ti stupac funkciju vrijednost A(i, j) koju
jednostavno oznacˇavamo sa ai j. Takoder, matricu A sa elementima ai j c´emo oznacˇavati sa
A = [ai j]. Skup svih matrica s m redaka i n stupaca s koeficijentima iz polja F oznacˇavamo
s Mmn(F). Ako je m = n pisˇemo krac´e Mn(F), a elemente tog skupa zovemo kvadratnim
matricama reda n. Ako nam nije vazˇno radimo li sa realnim ili kompleksnim matricama,
pisat c´emo kratko Mn. Dodatno, ako je F = R, transponirana matrica AT matrice A = [ai j]
definirana je sa AT = [a ji]. Takoder, Neka je A kvadratna matrica. Kazˇemo da je A
simetricˇna ako je AT = A.
Definicija 1.1.3. Neka je V vektorski prostor nad poljem F. Skalarni produkt na V je
preslikavanje 〈·, ·〉 : V × V → F koje ima sljedec´a svojstva:
(1) 〈x, x〉 ≥ 0, ∀x ∈ V,
(2) 〈x, x〉 = 0 ⇐⇒ x = 0,
(3) 〈x1 + x2, y〉 = 〈x1, y〉 + 〈x2, y〉, ∀x1, x2, y ∈ V,
(4) 〈αx, y〉 = α〈x, y〉, ∀α ∈ F, ∀x, y ∈ V,
(5) 〈x, y〉 = 〈y, x〉, ∀x, y ∈ V.
Uocˇimo da skalarni produkt poprima vrijednosti u polju nad kojim je dani vektorski prostor
izgraden, odnosno, ako je prostor kompleksan, iz zadnjeg svojstva vidimo da su skalarni
umnosˇci 〈x, y〉 = 〈y, x〉 medusobno konjugirani kompleksni brojevi. Ako je prostor realan,
skalarni umnozˇak bilo koja dva vektora je realan broj pa kompleksno konjugiranje nema
efekta. Stoga se u realnim prostorima ovo svojstvo naziva simetricˇnost, a u kompleksnim
prostorima hermitska simetricˇnost. Nas c´e u ovom radu zanimati realan prostor.
Definicija 1.1.4. Vektorski prostor na kojem je definiran skalarni produkt zove se unitaran
prostor.
U Rn skalarni produkt je definiran s 〈(x1, ..., xn), (y1, ..., yn)〉 = ∑ni=1 xiyi, dok je u Cn skalarni
produkt definiran sa 〈(x1, ..., xn), (y1, ..., yn) = ∑ni=1 xiyi. Takoder, neka je V unitaran prostor.
Kazˇe se da su vektori x, y iz V medusobno okomiti ili ortorognalni ako je 〈x, y〉 = 0.
Definicija 1.1.5. Gramova matrica skupa vektora X = {x1, ..., xn} definirana je sa
G =






〈xn, x1〉 . . . . . . 〈xn, xn〉
 = [〈xi, x j〉]ni, j=1.
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Teorem 1.1.6. (Cauchy - Schwarz - Bunjakovski nejednakost) Neka je U unitaran prostor
uz skalarni produkt 〈·, ·〉. Tada je
|〈x, y〉|2 ≤ 〈x, x〉〈y, y〉
za sve x, y iz U. Jednakost vrijedi ako i samo ako su vektori x i y linearno zavisni.
CSB nejednakost je korisna tehnicˇka pomoc´ pri racˇunanju u unutarnim prostorima te nas
navodi na ideju da, poopc´ujuc´i ovu formulu, i u apstraktnom vektorskom prostoru uvedemo
koncept modula, tj. “duljine” vektora.
Definicija 1.1.7. Neka je V unitaran prostor. Norma na V je funkcija || · || : V → R
definirana s ||x|| = √〈x, x〉.
Propozicija 1.1.8. Norma na unitarnom prostoru V ima sljedec´a svojstva:
(1) ||x|| ≥ 0, ∀x ∈ V,
(2) ||x|| = 0 ⇐⇒ x = 0,
(3) ||αx|| = |α|||x||, ∀α ∈ F,∀x ∈ V,
(4) ||x + y|| ≤ ||x|| + ||y||, ∀x, y ∈ V.
Dodatno, neka je V unitaran prostor. Kazˇemo da je vektor x ∈ V normiran ako je ||x|| = 1.
Takoder, neka je dan vektor x ∈ V nad poljem Rn i neka je xi i-ta komponenta vektora x,
i = 1, ..., n. Tada je euklidska ili 2-norma dana sa ||x||2 = (∑ni=1 |xi|2) 12 .
Definicija 1.1.9. Kvadratna simetricˇna matrica A dimenzije n × n je pozitivno definitna
ako je A realna i xT Ax > 0 za sve x ∈ Rn, x , 0. Kazˇemo da je A pozitivno semidefinitna
ako je realna i xT Ax ≥ 0 za sve x ∈ Rn.
Primijetimo da se Gramova matrica mozˇe napisati kao G = XT X, pri cˇemu je X = (x1, ..., xn).
Lako se vidi da je svaka Gramova matrica simetricˇna, pozitivno semidefinitna matrica.
Naime, simetricˇnost slijedi direktno iz simetricˇnosti skalarnog produkta, a ako uzmemo
proizvoljan y ∈ Rn, imamo yTGy = yT XT Xy = (Xy)T (Xy) = ||Xy||2 ≥ 0, odakle slijedi i
pozitivna semidefinitnost.
1.2 Euklidski prostor
Definicija 1.2.1. Neka jeA neprazan skup, V vektorski prostor na poljem F, te neka je de-
finirano preslikavanje v : A×A → V. Uredena trojka (A,V, v) naziva se afinim prostorom
nad V, a elementi skupaA tocˇkama tog prostora, ako vrijedi:
(1) Za svaki A ∈ A i svaki x ∈ V postoji jednoznacˇno odredena tocˇka B ∈ A tako da je
v(A, B) = x,
(2) Za sve A, B,C ∈ A vrijedi v(A, B) + v(B,C) = v(A,C).
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U n-dimenzionalnom afinom prostoru (n−1)-ravnina naziva se hiperravninom, a 1-ravnina
se naziva pravcem. Takoder, svaka hiperravnina u n-dimenzionalnom afinom prostoru An
se mozˇe analiticˇki predstaviti jednom linearnom jednadzˇbom oblika
α1x1 + ... + αnxn + α0 = 0,
pri cˇemu nisu svi αi jednaki nuli. Takva jednadzˇba je opc´i oblik jednadzˇbe hiperravnine.
Definicija 1.2.2. Euklidski prostor je uredena trojka (En,Un, v) sastavljena od skupa tocˇaka
En, realnog unitarnog prostora Un i preslikavanja v : En × En → Un koje ima svojstva:
(1) Za svaku tocˇku A ∈ En i vektor x ∈ Un postoji jedna i samo jedna tocˇka B ∈ En takva
da je v(A, B) =
−→
AB = x,
(2) Za sve A, B,C ∈ En vrijedi v(A, B) + v(B,C) = v(A,C).
Da bismo uveli pojam udaljenosti neke tocˇke od ravnine, sˇto c´e nam biti vazˇno u nastavku,
moramo prvo vidjeti kako je definirana ortogonalna projekcija tocˇke na ravninu.
Definicija 1.2.3. Neka je Wk ⊆ Un. Ortogonalni komplement potprostora Wk je skup
{x ∈ Un | 〈x,w〉 = 0, ∀w ∈ Wk}, a oznacˇavamo ga sa (Wk)⊥.
Ortogonalni komplement hiperravnine pin−1 tocˇkom A je upravo okomica iz te tocˇke na
hiperravninu. Sˇtovisˇe, ortogonalna projekcija tocˇke A na bilo koju ravninu pi je nozˇisˇte
okomice iz A na pi koju oznacˇavamo sa Api.
Definicija 1.2.4. Preslikavanje ppi : En → pi koje tocˇki A ∈ En pridruzˇuje tocˇku Api naziva
se ortogonalno projiciranje tocˇke A na ravninu pi.
Neka je A(x01, ...x
0
n) tocˇka prostora En a pi hiperravnina odredena jednadzˇbom α1x1+...αnxn+
α0 = 0, pri cˇemu je x = (x1, ..., xn), a n = (α1, ...αn) normala te hipperravnine. Tada se
hiperravnina mozˇe vektorski zapisati kao
〈x, n〉 + α0 = 0.
Definicija 1.2.5. Udaljenost d(A, Api) tocˇke A od njezine ortogonalne projekcije na hiper-
ravninu pi, naziva se udaljenost tocˇke A od hiperravnine pi i oznacˇava sa d(A, pi).
Vektor n je okomit na hiperravninu pi, pa jednadzˇba pravca pi⊥A glasi r = rA + τn, gdje je rA
radij vektor tocˇke A, a vrijednost parametra τ za tocˇku Api jednaka − 〈n,rA〉+α0||n||2 . Imamo
rApi = rA −
〈n, rA〉 + α0
||n||2 n.
Udaljenost tocˇke A od hiperravnine pi dana je izrazom
d(A, pi) = ||rApi − rA|| =
|〈n, rA〉 + α0|
||n|| .
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1.3 Optimizacija
Problem koji se sastoji od odredivanja ekstrema neke funkcije, uz zadane uvjete, naziva se
problemom matematicˇkog programiranja. Specijalno, ako je funkcija cilja za koju treba
odrediti maksimum ili minimum linearna, te ako su uvjeti izrazˇeni u obliku linearnih jed-
nadzˇbi i/ili nejednadzˇbi, onda je to problem linearnog programiranja. Slicˇno tome, ako je
funkcija cilja kvadratna, imamo problem kvadratnog programiranja.
Definicija 1.3.1. Neka je Ω ⊆ Rn otvoren skup. Kazˇemo da funkcija f : Ω → Rn ima
lokalni minimum u tocˇki P0 ∈ Ω ako postoji okolina K(P0, r) ⊆ Ω takva da
(∀P ∈ {K(P0, r) \ P0}) ( f (P) ≥ f (P0)),
odnosno, funkcija f u P0 ∈ Ω ima lokalni maksimum ako vrijedi:
(∀P ∈ {K(P0, r) \ P0}) ( f (P) ≤ f (P0)).
Vrijednosti f (P0) nazivamo minimumom, odnosno maksimum funkcije f na skupu Ω.
Ako u prethodnoj definiciji vrijede stroge nejednakosti, radi se o strogom lokalnom mini-
mumu, odnosno o strogom lokalnom maksimumu. Takoder, ako vrijede nejednakosti za
svaku tocˇku P ∈ Ω, tada funkcija f u tocˇki P0 ima globalni minimum, odnosno maksimum.
Definicija 1.3.2. Neka je Ω ⊆ Rn otvoren skup i neka je f : Ω → R diferencijabilna
funkcija. Za tocˇku P0 ∈ Ω kazˇemo da je stacionarna tocˇka funkcije ako vrijedi:
∂i f (P0) = 0, i = 1, 2, ...n.
Teorem 1.3.3. (Nuzˇan uvjet za postojanje lokalnog ekstrema) Ako je P0 ∈ Ω ⊆ Rn tocˇka
lokalnog ekstrema diferencijaliblne funkcije f : Ω → R, onda je P0 stacionarna tocˇka
fukcije f , tj. vrijedi:
∂i f (P0) = 0, i = 1, 2, ...n.





gi(x) ≤ 0, i = 1, ...m.
Pri tome skup U = {x ∈ Rn | gi(x) ≤ 0, i = 1, ...m} zovemo dopustivo podrucˇje, a svaki
x ∈ U zovemo dopustivo rjesˇenje. Dopustivo rjesˇenje x∗ sa svojstvom f (x∗) ≤ f (x) zovemo
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optimalno dopustivo rjesˇenje.
Gornjem problemu mozˇemo pridruzˇiti funkciju L : Rn × Rm+ → R zadanu formulom





















f(x), g(x) ≤ 0
∞, inacˇe.
Naime, za g(x) ≤ 0 maksimum funkcije L po varijabli α ≥ 0 se postizˇe za α = 0. S druge
strane, ako je gi(x) > 0 za neki i ∈ {1, ...,m} povec´anjem vrijednosti komponenata vektora
α ∈ Rm+ funkciju L(x, α) mozˇemo proizvoljno povec´ati. Minimizacijom po x ∈ Rn vidimo
da se minimum od max L(x, α) postizˇe za g(x) ≤ 0 i da je on jednak minimumu funkcije f
na dopustivom skupu U = {x ∈ Rn | g(x) ≤ 0}, te su prema tome navedeni problemi uistinu
ekvivalentni. 
Problem iz teorema zovemo primarni problem, a buduc´i da je rjesˇenje primarnog pro-
blema ujedno rjesˇenje originalnog optimizacijskog problema, njega takoder zovemo pri-






kojeg zovemo dualni problem. Nadalje, pretpostavimo da je zadan problem linearnog pro-
gramiranja u sljedec´em obliku {
f (x) = cT x→ minx
Ax ≥ b.
gdje su A ∈ Rm×n, b ∈ Rm, c ∈ Rn. Definiramo Lagrangeovu funkciju L : Rn × Rm+ → R
formulom
L(x, α) = cT x + αT (b − Ax).
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Stroj s potpornim vektorima
2.1 Linearna klasifikacija
Binarna klasifikacija najcˇesˇc´e se izvodi pomoc´u realne funkcije realne varijable f : X ⊆
Rn → R na iduc´i nacˇin: vektor x = (x1, ..., xn)T je dodijeljen pozitivnoj klasi ako je f (x) ≥
0, odnosno negativnoj klasi ako je f (x) < 0. Promatramo slucˇaj gdje je f (x) linearna
funkcija za x ∈ X te je mozˇemo zapisati kao:




pri cˇemu su (w, b) ∈ Rn × R parametri koji odreduju funkciju. Geometrijska interpretacija
ovakve funkcije je ta da je prostor X podijeljen na dva poluprostora hiperravninom koja
je odredena jednadzˇbom 〈w, x〉 + b = 0. Pri tome je vektor w normala te hiperravnine a
varijacijom s parametrom b je paralelno pomicˇemo. Parametre w i b c´emo nazivati vektor
tezˇine (eng. weight vector) i pomak (eng. bias).
Definicija 2.1.1. Neka je X ⊆ Rn prostor ulaznih podataka te Y prostor rezultata. Skup
za ucˇenje (eng. training set) je kolekcija primjera za ucˇenje (eng. traning examples ili
training data) koju oznacˇavamo kao
S = ((x1, y1), ..., (xl, yl)) ⊆ (X × Y)l
pri cˇemu je l broj primjera za ucˇenje. Nadalje, xi zovemo vektor znacˇajki, a yi njemu
pridruzˇenu oznaku (eng. label).
Uocˇimo, za binarnu klasifikaciju je Y = {−1, 1}, dok je za m-klasnu klasifikaciju Y =
{1, 2, ...,m}. Takoder, kazˇemo da je skup za ucˇenje S trivijalan ako svi primjeri imaju
iste pridruzˇene oznake. Ukoliko postoji hiperravnina koja pravilno klasificira primjere za
ucˇenje, rec´i c´emo da su podaci linearno odvojivi. U suprotnom kazˇemo da nisu odvojivi.
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2.2 Margina linearnog klasifikatora
Stroj s potpornim vektorima je skup metoda nadziranog ucˇenja (eng. supervised lear-
ning) koje se koriste za klasifikaciju podataka, pri cˇemu je nadzirano ucˇenje tehnika stroj-
nog ucˇenja kojom izracˇunavamo funkciju iz skupa podataka za treniranje. Za dani skup
podataka za treniranje SVM algoritam za treniranje generira model na temelju kojega se
odreduje kojoj kategoriji pripada testni podatak.
Klasifikator maksimalnih margina
Stroj s potpornim vektorima se temlji na klasifikatoru maksimalnih margina (eng. the
maximal margin classifier) koji se koristi za one podatke koji su linearno odvojivi. Kada
gledamo hiperravninu koja dijeli grupe u odnosu na skup za ucˇenje, klasifikator maksi-
malnih margina optimizira, odnosno, maksimizira udaljenost primjera za ucˇenje odredene
grupe od hiperravnine koja ih dijeli.
Definicija 2.2.1. Funkcijska margina hiperravnine (w,b) s obzirom na primjer za ucˇenje
(xi, yi) dana je sa
γi = yi(〈w, xi〉 + b).
Uocˇimo da γi > 0 implicira ispravnu klasifikaciju primjera (xi, yi).
Definicija 2.2.2. Funkcijska margina hiperravnine (w,b) s obzirom na skup za ucˇenje S
dana je sa γ = min
i
γi.
Pozˇeljno je imati sˇto vec´u funkcijsku marginu. Uocˇimo da skaliranjem hiperravnine (w, b)
za zˇeljeni skalar λ ∈ R+ dobivamo hiperravninu (λw, λb). Ukoliko zˇelimo izmjeriti euk-
lidsku udaljenost primjera za ucˇenje od linearnog klasifikatora u skupu za ucˇenje, koristiti
c´emo geometrijsku marginu, koju dobivamo kao funkcijsku marginu normirane hiperrav-
nine, odnosno, kao funkcijsku marginu hiperravnine koju odreduju parametri ( 1||w||w,
1
||w||b).
Konacˇno, margina skupa za ucˇenje S je maksimalna geometrijska margina svih moguc´ih
razdvajajuc´ih hiperravnina. Nadalje, geometrijsku marginu mozˇemo optimizirati tako da
namjestimo funkcionalnu marginu da bude jednaka γ = 1 i minimiziramo normu vektora
tezˇine w. Ovaj optimizacijski problem mozˇemo matematicˇki zapisati kao:
〈w,w〉 → minw,b
yi(〈w, xi〉 + b) ≥ 1,
i = 1,...,l
pri cˇemu tu zadac´u nazivamo primarnom formom.
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Slika 2.1: Funkcijska margina; γ = 1, slika preuzeta iz [8]
Ukoliko je w vektor tezˇine takav da imamo funkcijsku marginu vrijednosti γ = 1 za pozi-
tivan primjer x+ i negativan primjer x−, takva funkcijska margina implicira
〈w, x+〉 + b = +1
〈w, x−〉 + b = −1


























Time smo pokazali sljedec´u propoziciju.
Propozicija 2.2.3. Neka je dan linearno odvojiv skup podataka za trening
S = ((x1, y1), ..., (xl, yl)).
Hiperravnina (w, b) koja rjesˇava optimizacijski problem
〈w,w〉 → minw,b
yi(〈w, xi〉 + b) ≥ 1,
i = 1,...,l
ima maksimalnu marginu hiperravnine kao geometrijsku marginu γ = 1||w||2 .
Podaci za trening xi za koje je funkcijska margina γ = 1 su upravo oni koji su najblizˇe
hiperravnini te ih iz tog razloga nazivamo potporni vektori.
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Za prikaz dualne forme optimizacijskog problema koristiti c´emo Lagrangeovu funkciju.
Time c´e prethodno definiran problem biti prikazan u iduc´em obliku:






αi[yi(〈w, xi〉 + b) − 1],
pri cˇemu su αi ≥ 0 Lagrangeovi multiplikatori. Prvi dio izraza je funkcija koju zˇelimo
minimizirati dok je drugi dio uvjet. Nuzˇni uvjet za ekstrem funkcije, u ovom slucˇaju mini-





























yiy jαiα j〈xi, x j〉 −
l∑
i, j=1










yiy jαiα j〈xi, x j〉.
Time smo pokazali sljedec´u propoziciju.
Propozicija 2.2.4. Neka je dan linearno odvojiv skup podataka za trening
S = ((x1, y1), ..., (xl, yl)),
i pretpostavimo da parametri α∗ rjesˇavaju iduc´i optimizacijski problem:
∑l
i=1 αi − 12
∑l
i, j=1 yiy jαiα j〈xi, x j〉 → max,∑l
i=1 yiαi = 0, αi ≥ 0, i = 1, ..., l.




i xi odreduje maksimalnu marginu hiperravnine cˇija je
geometrijska margina γ = 1||w||2 .
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2.3 Jezgra
Generalno gledajuc´i, primjeri koje bismo zˇeljeli klasificirati nisu uvijek linearno odvojivi.
Naime, linearan klasifikator ima ogranicˇenu primjenu jer je primjenjiv samo na klasifi-
kaciju linearno odvojivih grupa primjera za ucˇenje. Ukoliko zˇelimo klasificirati linearno
neodvojive grupe primjera, sluzˇimo se jezgrom.
Pojednostavljeni prikaz podataka u drugom prostoru mozˇe uvelike olaksˇati posao. Jedna
od strategija u strojnom ucˇenju ukljucˇuje promjenu reprezentacije podataka na iduc´i nacˇin:
Neka je dan vektor x ∈ Rn i neka je dana funkcija φ : Rn → Rm, pri cˇemu je n < m. Imamo:
x = (x1, ..., xn) 7−→ φ(x) = (φ1(x), ..., φm(x)).
S ovim korakom mozˇemo prikazati podatke iz prostora ulaznih podataka X u novom pros-
toru znacˇajki F = {φ(x) | x ∈ X}.
Implicitni prikaz u prostoru znacˇajki
Da bismo uspijeli rijesˇiti nelinearne probleme pomoc´u linearne klasifikacije, potrebno je
odabrati skup nelinearnih vektora znacˇajki x i prikazati ih u prostoru znacˇajki na kojemu





pri cˇemu je φ : X → F nelinearno preslikavanje sa prostora ulaznih podataka u prostor
znacˇajki F. Za ilustraciju c´emo se posluzˇiti iduc´im primjerom: neka je X dvodimenzionalni
prostor ulaznih podataka u kojem su zadani primjeri za trening (Slika 2.2):
Slika 2.2: Prikaz primjera za trening u prostoru X, slika preuzeta iz [6]
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S obzirom na to da primjeri nisu linearno odvojivi u prostoru X, zˇelimo ih prikazati u
prostoru znacˇajki F i to tako da mozˇemo primjeniti linearnu klasifikaciju. Jedan od nacˇina
je preslikavanje
(x1, x2) 7−→ φ(x1, x2) = (x1, x2, x21 + x22)
.
Slika 2.3: Prikaz podataka na x-z ravnini u prostoru znacˇajki F, slika preuzeta iz [6]
Uocˇimo, prostor znacˇajki F je trodimenzionalan prostor pri cˇemu su sve vrijednosti na z-
osi nenegativne (Slika 2.3). Sˇtovisˇe, ulazni podaci u prostoru X koji su blizˇe ishodisˇtu c´e
imati manje vrijednosti na z-osi u prostoru znacˇajki F dok c´e oni koji su dalje od ishodisˇta
imati vec´e vrijednosti na z-osi u prostoru znacˇajki F. Nije tesˇko vidjeti da su tako preslikani
ulazni podaci linearno odvojivi u F. Takoder, sada vidimo i kako su oni odvojeni u prostoru
X (Slika 2.4).
Slika 2.4: Prikaz klasificiranih vektora znacˇajki u prostoru X, slika preuzeta iz [6]
Kao sˇto smo vidjeli u prethodnom poglavlju, bitno svojstvo stroja za linearno ucˇenje je
moguc´nost prikaza u dualnoj reprezentaciji. To znacˇi da funkcija koju trazˇimo mozˇe biti
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prikazana kao linearna kombinacija primjera za ucˇenje, odnosno, da je mozˇemo odabrati




αiyi〈φ(xi), φ(x)〉 + b.
Nacˇin za izravni izracˇun skalarnog produkta 〈φ(xi), φ(x)〉 u prostoru znacˇajki F kao funk-
ciju pocˇetnih podataka zovemo jezgra.
Definicija 2.3.1. Kazˇemo da je funckija K : X → R jezgrena funkcija ako je za svaki
x, z ∈ X
K(x, z) = 〈φ(x), φ(z)〉
pri cˇemu je φ preslikavanje sa X na prostor znacˇajki F.
Pomoc´u jezgre mozˇemo implicitno preslikati podatke u prostor znacˇajki i trenirati linearni
stroj u takvom prostoru. Takoder, vrlo cˇesto je moguc´e izracˇunati K(x, z) puno efikasnije
nego da se eksplicitno racˇuna 〈φ(x), φ(z)〉. Ako bismo zˇeljeli koristiti ovaj pristup, prvo
moramo konstruirati prostor znacˇajki F, doznati koji bi skalarni produkt u tom prostoru
bio te konacˇno nac´i metodu koja direktno racˇuna tu vrijednost u terminima originalno
unesenih vrijednosti. No, da bismo slijedili ove upute, moramo odrediti neka svojstva koja
bi jezgrena funkcija trebala zadovoljavati. Ocˇito je da zˇelimo simetricˇnu funkciju:
K(x, z) = 〈φ(x), φ(z)〉 = 〈φ(z), φ(x)〉 = K(z, x)
te da bi morala zadovoljavati Cauchy-Schwartz-Bunjakovski nejednakost:
K(x, z)2 = 〈φ(x), φ(z)〉2 ≤ ||φ(x)||2||φ(z)||2 = 〈φ(x), φ(x)〉〈φ(z), φ(z)〉 = K(x, x)K(z, z)
No, prethodni uvjeti nisu dovoljni da bi nam osigurali postojanje takvog prostora znacˇajki.
Mercerov teorem nam daje nuzˇan i dovoljan uvjet da bi K(x, z) bila ispravna jezgra. Dokazi
za iduc´i teorem, propoziciju i korolar se mozˇe nac´i u [1].
Teorem 2.3.2. (Mercerov teorem) Neka je dan proizvoljan skup tocˇaka {x1, ..., xm}. Jezgra
K(x, z) je ispravna (Mercerova) ako i samo ako za pripadajuc´u matricu K ∈ Rm×m, Ki j =
K(xi, x j) vrijedi da je pozitivno semidefinitna matrica.
Imajuc´i u vidu ovaj teorem, iskoristit c´emo ga za konstrukciju novih jezgri.
Propozicija 2.3.3. Neka su K1 i K2 jezgre na X × X, X ⊆ Rn, a ∈ R+, f (·) realna funkcija
na X te φ : X → Rm. Tada su iduc´e funkcije jezgre:
1. K(x, z) = K1(x, z) + K2(x, z),
2. K(x, z) = aK1(x, z),
3. K(x, z) = K1(x, z)K2(x, z),
4. K(x, z) = f (x) f (z).
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Pomoc´u prethodne propozicije, lako se dokazˇe iduc´i korolar.
Korolar 2.3.4. Neka je K1(x, z) jezgra na X × X, x, z ∈ X, σ ∈ R\{0} i p(x) polinom sa
pozitivnim koeficijentima. Iduc´e funkcije su jezgre:
1. K(x, z) = p(K1(x, z)),
2. K(x, z) = exp(K(x, z)),
3. K(x, z) = exp(−||x − z||2/σ2).
U ovom radu c´emo koristit 3 osnovne jezgre, koje imaju primjenu u mnogim problemima
koji zahtjevaju klasifikaciju:
1. Linearna: K(x, z) = xT z,
2. Polinomijalna: K(x, z) = (γxT z + b)d; γ > 0,
3. RBF (eng. Radial basis f unction): K(x, z) = exp(−γ(||x − z||2)); γ > 0,
pri cˇemu su γ, d i b promijenjivi parametri.
Poglavlje 3
Opis i obrada proteina
3.1 Klasifikacija i set podataka
Posljednjih godina, kategorizacija tekstualnih dokumenata je postala jedna od kljucˇnih teh-
nika za organizaciju informacija. Zadatak je klasificirati odredeni tekst ili dokument, na
nacˇin da ga pridruzˇimo jednoj ili visˇe postojec´ih, odnosno, odredenih klasa. Pri tome pod
klasom smatramo skup objekata koji imaju iste karakteristike. Problem klasifikacije tek-
sta ima sˇiroku primjenu, poput filtriranja e-mailova, online pretrazˇivanja ili razvrstavanja
dokumenata po temi. U ovom radu c´emo analizirati biolosˇke nizove, odnosno, proteine.
Proteini ili bjelancˇevine su jedan od glavnih cˇimbenika u rastu i razvoju tkiva te se
nalaze u svakoj stanici. Nastaju formiranjem lanaca u cˇiji sastav ulazi 20 aminokiselina.
Takoder, nalaze se u svoj hrani osim u mastima i rafiniranim sˇec´erima tj. ugljikohidratima.
S obzirom na to da su proteini grupirani u familije, odnosno, klase, ponajvisˇe po evolucij-
skom porijeklu i slicˇnosti u strukturi, promatrat c´emo 10 klasa proteina na kojima radimo
analizu: glicerol 3-fosfat, kromatin, c-ski protein, plasmid, cell-cycle protein, proteasome,
UcrQ, Upf2, XendoU i Peptidase S8. Skup za ucˇenje c´emo napraviti tako da iz svake od
navedenih klasa uzmemo po 300 razlicˇitih proteina, te svakom pridruzˇimo oznaku iz skupa
{1, 2, ..., 10}, ovisno u kojoj familiji se nalaze. Dakle, sveukupno imamo 3000 proteina
podijeljenih u 10 klasa.
3.2 Reprezentacija teksta
Obradivati tekstualni dokument obicˇno podrazumijeva znanje o jeziku na kojem je tekst
pisan. Primjerice, metode koje se cˇesto koriste prije same obrade teksta su uklanjanje
interpunkcijskih znakova iz teksta ili transformiranje rijecˇi u njihove korjene, sˇto ocˇito ne
mozˇe biti izvrsˇeno bez znanja o jeziku. Dakako, razvoj identifikacije samog jezika i obrade
teksta tijekom godina je imao razlicˇite pristupe. Jedan od njih je ukljucˇivao pravljenje liste
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sa svojstvenim rijecˇima i znakovima odredenog jezika. Ovaj pristup je imao mnogo mana,
poput pretrage za svojstvenim rijecˇima kroz veliku kolicˇinu teksta. Takoder, metoda je jako
osjetljiva na prisutnost stranih ili krivo napisanih rijecˇi. Upravo zbog navedenih razloga je
metoda bila spora i neprecizna. S druge strane, glavna ideja novijih metoda je bila izrada
raspodjele specificˇnih “elemenata” za visˇe razlicˇitih jezika te potom usporedba s njihovom
raspodjelom unutar danog teksta. Takvu analogiju mozˇemo primijeniti i na razlicˇite vrste
teksta, ne samo jezike. Naime, ukoliko usporedujemo medicinsku i tehnicˇku literaturu,
ocˇito je da postoje rijecˇi specificˇne za svaku od njih, odnosno, u medicinskom tekstu c´e se
visˇe pojavljivati rijecˇi poput “virus”, “igla” i “operacija”, dok c´e tehnicˇki sadrzˇavati “elek-
tricˇni”, “sila” i “moment”. Poprilicˇno je jasno da ni ovo nije najbolji pristup iz brojnih raz-
loga, kao sˇto su nemoguc´nost raspoznavanja tekstova razlicˇitih tema u kojima se pojavljuju
iste rijecˇi ili dokumenata iste tematike sa razlicˇitim svojstvenim rijecˇima. Takoder, mnoge
rijecˇi koje se smatraju specificˇnima za tekst odredene teme mogu ostati neiskorisˇtene.
U ovom radu c´emo koristiti metodu koja obuhvac´a dio navedenih pristupa. Rijecˇ je o
klasifikaciji temeljenoj na n-gramima, odnosno, odsjecˇcima velicˇine n neke rijecˇi velicˇine
m, pri cˇemu je n ≤ m. Pri tome koristimo n-gramski model, u kojemu su zanemareni
gramatika i poredak.
Proteini su nizovi bez separatora, zadani u odgovarajuc´em alfabetu koji koristi 20 en-
gleskih slova. Pri tome je protein izgraden od prosjecˇno 466 aminokiselina, a s obzirom
na to da svako slovo navedenog alfabeta predstavlja jednu aminokiselinu, mozˇemo rec´i da
je prosjecˇni protein duljine 466 slova bez separatora. Takoder, nedostatak separatora znacˇi
da nemamo rjecˇnik, odnosno, skup rijecˇi koje cˇine tekst. Vlastiti n-rjecˇnik c´emo napra-
viti pomoc´u 5-grama, tj. petorki. Radi jednostavnosti, u nastavku rada c´emo n-rjecˇnik
jednostavno zvati rjecˇnik.
Neka je dan dio proteina iz prve klase
MNQVLKDALEDNPIIVAIKDDAGLQ...
Redom prolazimo po proteinu te uzimamo niz svakih 5 slova zaredom, sˇto c´e nam u




Na taj nacˇin iz prvog proteina dobivamo 184 petorke, odnosno, 184 rijecˇi. Postupak pono-
vimo za drugi protein gdje dobivamo josˇ 187 rijecˇi. Nakon sˇto smo na isti nacˇin prosˇli cijeli
dokument sa 3000 proteina, dobivamo rjecˇnik od ukupno razlicˇitih 603531 rijecˇi. Uocˇimo
da c´e svaka rijecˇ koju smo dobili na ovaj nacˇin, te time napravili rjecˇnik, biti iskorisˇtena
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barem jednom. Dodatno, korisno je bilo napraviti i tablicu frenkvencija po klasama prote-
ina:
MNQVL 1 0 0 0 0 0 0 1 0 0,
NQVLK 1 0 0 1 0 0 0 0 0 0,
QVLKD 1 0 0 0 0 0 0 0 0 0.
Iz tablice je vidljivo da se prva rijecˇ MNQVL pojavljuje jednom u prvoj klasi i jednom u
osmoj klasi. Rijecˇ c´e se pojavljivati barem jednom u onoj klasi iz kojega je uzet protein da
bi se dobila rijecˇ. Analogno, vidimo da se rijecˇ NQVLK pojavljuje u prvoj i cˇetvrtoj klasi
dok se rijecˇ QVLKD pojavljuje samo u prvoj. Takoder, na ovaj nacˇin smo stekli uvid u
kojim klasama je rijecˇ najprisutnija,
3.3 Document-term matrica
Nakon sˇto smo generirali rjecˇnik pomoc´u 5-grama, odnosno petorki, potrebno je prikazati
svaki pojedini protein kao vektor znacˇajki pomoc´u rijecˇi iz rjecˇnika te c´emo tako dobiti
skup za ucˇenje kao kolekciju primjera, jer znamo kojoj klasi proteina takav vektor znacˇajki
pripada. Jedan od nacˇina za to je document-term matrica. Radi se o matrici koja opisuje
dokumente pomoc´u frekvencije pojmova, tj. rijecˇi. Pri tome i-ti red oznacˇava i-ti dokument
u kolekciji dok se u j-tom stupcu nalazi j-ti pojam. Na (i, j)-tom mjestu se tada nalazi broj
koji oznacˇava koliko se puta j-ti pojam pojavio u i-tom dokumentu. S obzirom na to da
nasˇ rjecˇnik ima 603531 pojmova (rijecˇi) te 3000 dokumenata (proteina), document-term
matrica je tipa (3000 × 603531) pri cˇemu se na (i, j)-tom mjestu nalazi broj koji oznacˇava
koliko puta se j-ta rijecˇ pojavila u i-tom proteinu. Samim time nam i-ti redak predstavlja
xi = (xi,1, xi,2, ..., xi,603531)T vektor znacˇajki za i-ti protein, i = 1, ..., 1800. Uocˇimo da c´e
tako generirana matrica imati jako veliki broj nula. Naime, ukoliko gledamo prvu rijecˇ
MNQVL, koja se pojavljuje samo jednom u prvom proteinu, tada c´e na mjestu (i, 1) biti 1,
no ako je se ona ne pojavljuje niti u jednom drugom proteinu, na mjestu (i, 1), i = 2, ..., 300
c´e biti broj 0. Slicˇno tome, ukoliko se u prvom proteinu jednom pojavljuju samo one rijecˇi
koje smo dobili kao petorke njega samoga, na mjestu (1, j), j = 1, ..., 184 c´e stajati 1, dok
c´e na mjestu (1, j), j = 185, ..., 603531, biti 0. Imajuc´i to u vidu, graficˇki prikaz nasˇe ma-
trice izgleda slicˇno kao na slici 3.1:
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Slika 3.1: Primjer rijetke matrice
Takva vrsta matrice naziva se rijetka matrica (eng. sparse matrix) te je sa njom vrlo ne-
prakticˇno raditi, s obzirom na to da svaka 0, kojih je ocˇito jako puno, zauzima memoriju.
Jedan od nacˇina da ubrzamo proces i oslobodimo radnu memoriju je zapis te matrice samo
pomoc´u onih elemenata koji su razlicˇiti od 0. To nam omoguc´uje paket SciPy u Python-u,
sa naredbom sparse:
from scipy import sparse
from scipy.sparse import csr matrix.
Poglavlje 4
Rezultati
Skup za ucˇenje dobili smo tako sˇto smo svaki protein prikazali kao vektor znacˇajki pomoc´u
rijecˇi nasˇeg rjecˇnika te im pridruzˇili odgovarajuc´e oznake klase proteina. Za taj skup c´emo
pomoc´u algoritma potpornih vektora generirati model na temelju kojega se odreduje kojoj
familiji, odnosno klasi pripada testni podatak. Skup podataka za testiranje generirati c´emo
iz istih familija proteina iz kojih smo generirali skup za ucˇenje. S obzirom na to da smo
za podatke za ucˇenje uzeli po 300 proteina iz svake familije, za testne podatke c´emo uzeti
josˇ 100 razlicˇitih proteina iz svake familije. Imajuc´i u vidu da su proteini grupirani u klase
po evolucijskom porijeklu i slicˇnosti strukture, zˇelimo provjeriti koliko dobro algoritam
potpornih vektora mozˇe klasificirati nove proteine. Ako znamo iz koje su familije testni
podaci, lako mozˇemo pratiti koliko ih je dobro algoritam klasificirao.
Za primjer uzmimo 100 proteina za testiranje iz prve grupe. Da bismo ih prikazali
pomoc´u rjecˇnika koji imamo, moramo generirati document-term matricu. Na (i, j)-tom
mjestu c´e se nalaziti broj koji oznacˇava koliko se puta j-ta rijecˇ iz nasˇeg rjecˇnika pojavila
u i-tom proteinu (i = 1, ..., 100, j = 1, ..., 603531). Odmah uocˇimo nekoliko stvari: za
ocˇekivati je da c´e ova matrica imati visˇe brojeva u, otprilike, prvoj desetini broja stupaca
iz razloga sˇto su te rijecˇi generirane iz proteina prve familije, koja ima zajednicˇka svojstva
sa testnim proteinima iste familije. Nadalje, vidimo da c´e tako generirana matrica tipa
(100 × 603531) takoder biti rijetka matrica. Sˇtovisˇe, s obzirom da rjecˇnik nije generiran
iz testnih primjera vec´ iz primjera za ucˇenje, broj nula c´e biti josˇ vec´i. Takoder, za razliku
od primjene rjecˇnika na skup za ucˇenje, na testnom skupu ne mozˇemo ocˇekivati da c´e
svaka rijecˇ biti “iskorisˇtena”. Na isti nacˇin generiramo matricu za ostale grupe proteina
za testiranje. Time je svaki protein za testiranje prikazan kao testni vektor u prostoru
podataka.
Testiranje c´emo provesti na nacˇin da c´emo uvrstiti testne proteine iz odredene grupe u
algoritam potpornih vektora, te c´emo, s obzirom da znamo iz koje grupe su testni proteini,
gledati koliki broj njih je algoritam klasificirao u pravu grupu. Pri tome c´emo postotak
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dobro klasificiranih testnih proteina izracˇunati nakon sˇto smo uvrstili svaki testni protein,
dakle njih 1000, a ne samo odredenu grupu.
U slucˇaju kada su podaci linearno odvojivi, moguc´e ih je klasificirati odgovarajuc´om
hiperravninom. Medutim, mi ne znamo jesu li podaci linearno odvojivi te je li ih moguc´e
odvojiti na taj nacˇin. Stoga c´emo koristiti tri vrste jezgrenih funkcija: linearnu, polinomi-
jalnu i RBF te vidjeti koja od njih daje najbolju klasifikaciju i uz koje parametre. Takoder,
u idealnom slucˇaju, kada se podaci klasificiraju, algoritmom potpornih vektora c´emo do-
biti hiperravninu koja potpuno odvaja grupe koje se ne preklapaju. Medutim, potpuno
odvajanje grupa cˇesto nije moguc´e. Kako bi se dopustilo odredeno odstupanje prilikom
klasifikacije, algoritam potpornih vektora sadrzˇi parametar C.
Da bismo objasnili parametar C, moramo uvesti nenegativne dopunske (eng. slack)
varijable ξi, i = 1, ..., l koje predstavljaju mjeru udaljenosti pojedinog uzorka od margine
razdvajanja na kojoj lezˇe potporni vektori. Pri tome je ξi = 0 ako je i-ti uzorak potporni
vektor, 0 < ξi < 1 ako se i-ti uzorak nalazi unutar margine, ali s ispravne strane hiper-
ravnine, ξi = 1 ako i-ti uzorak lezˇi na odvajajuc´oj hiperravnini, ξi > 1 ako se i-ti uzorak
nalazi s pogresˇne strane hiperravnine. Koristec´i ξi, i = 1, ..., l, ukupnu pogresˇku klasifika-
cije mozˇemo prikazati kao sumu svih mjera udaljenosti podataka za trening koji se nalaze
unutar ili s pogresˇne strane margine razdvajanja. Za takav slucˇaj, gdje takoder ne zˇelimo





yi(〈w, xi〉 + b) ≥ 1 − ξi, i = 1, ..., l
ξi ≥ 0, i = 1, ..., l.
U ovom optimizacijskom problemu, za parametar C mozˇemo rec´i da predstavlja “rav-
notezˇu” izmedu velicˇine margine i ukupne pogresˇke prethodno opisanih podataka. Sˇtovisˇe,
njime se odreduje koliko dopusˇtamo algoritmu potpornih vektora da krivo klasificira po-
datke za trening. Kada odredimo malu vrijednost parametra C, klasifikatoru dopusˇtamo da
krivo klasificira neke od podataka za trening. S druge strane, odabirom velike vrijednosti
C, algoritam c´e striktno klasificirati podatke no time se postizˇe jako, mozˇda i previsˇe pre-
cizan model, sˇto u konacˇnici mozˇe rezultirati losˇom klasifikacijom nepoznatih, odnosno
testnih podataka. Uzmimo za primjer nasumicˇne podatke te RBF jezgru na kojima c´emo
pokazati kako parametar C utjecˇe na klasifikaciju podataka.
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Slika 4.1: Klasifikacija podataka za C = 10; C = 1000; C = 10000; C = 100000; slike
preuzete iz [7]
U nastavku c´emo prilozˇiti i komentirati rezultate za tri tipa jezgri te vidjeti za koju jezgrenu
funkciju, u ovisnosti o razlicˇitim parametrima, algoritam najbolje klasificira podatk.
Linearna jezgra; K(x, z) = xT z
S obzirom na to da je parametar C jedini kojega mozˇemo mijenjati, testiranje za klasifika-
ciju pomoc´u linearne jezgre c´emo provesti za C = 0.01, C = 0.1, C = 1, C = 10, C = 100,
C = 1000 i C = 10000 te c´emo rezultate prikazati pomoc´u tablice. Primjerice, ako tes-




Broj ispravno klasificiranih proteina 1. familije: 98,
sˇto znacˇi da je od 100 testnih proteina koje smo odabrali, algoritam klasificirao njih 98 u 1.
familiju, dok je cˇetvrti i sˇesnaesti protein klasificirao u 7. familiju. Tablicom c´emo poka-
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zati broj ispravno klasificiranih podataka za svaku familiju s obzirom na razlicˇiti parametar
C te kao konacˇni rezultat, postotak svih ispravno klasificiranih testnih proteina (Tablica
4.1).
1. 2. 3. 4. 5. 6. 7. 8. 9. 10. Ukupno
C = 0.01 98 93 98 97 90 81 100 91 91 91 93.0%
C = 0.1 99 93 98 98 90 82 100 92 93 93 93.8%
C = 1 99 93 98 98 90 82 100 92 93 93 93.8%
C = 10 99 93 98 98 90 82 100 92 93 93 93.8%
C = 100 99 93 98 98 90 82 100 92 93 93 93.8%
C = 1000 99 93 98 98 90 82 100 92 93 93 93.8%
C = 10000 99 93 98 98 90 82 100 92 93 93 93.8%
Tablica 4.1: Ispravno klasificirani testni proteini - linearna jezgra
Uocˇimo, stavljajuc´i C = 0.01, dopustili smo algoritmu da krivo klasificira neke podatke
za trening, odnosno, da margina izmedu odvajajuc´e hiperravnine i potpornog vektora bude
vec´a, zanemarujuc´i pri tome odredeni broj podataka za trening koji se nalazi unutar mar-
gine ili sa druge strane hiperravnine. To je rezultiralo sa 93% tocˇnosti klasifikacije testnih
podataka. Ipak, povec´avajuc´i parametar, odnosno, za C = 0.1, tu smo marginu smanjili
i zahtjevali manju pogresˇku u smislu krivo klasificiranih podataka za trening. Time je
tocˇnost klasifikacije testnih podataka dostigla 93.8%. Zanimljivo je vidjeti da isti postotak
tocˇnosti klasifikaicije dobivamo i za C = 1, C = 10, C = 100, C = 1000 te C = 10000,
iako smo postupno zahtjevali sˇto manje krivo klasificiranih podataka za trening. Sˇtovisˇe,
postotak je isti i na razini familije testnih proteina. Iz navedenog se mozˇe naslutiti da je
odvajajuc´a hiperravnina jako dobra te da je tesˇko mozˇemo poboljsˇati u smislu promjene
nagiba ili pomaka, jer i kada dopusˇtamo odredeni broj pogresˇaka podataka za trening do-
bivamo istu tocˇnost testnih podataka kao kada zˇelimo striktnu klasifikaciju podataka za
trening.
Polinomijalna jezgra; K(x, z) = (γxT z + b)d; γ > 0
Kao sˇto mozˇemo primjetiti, ukoliko u funkciju polinomijalne jezgre uvrstimo γ = 1, b = 0
i d = 1, dobivamo upravo linearnu jezgru. Stoga nas zanima mozˇemo li ikako poboljsˇati
klasifikaciju varijacijom tih parametara. Radi jednostavnosti, tablicom c´emo prikazati pos-
totak svih ispravno klasificiranih testnih proteina za one parametre γ, b i d koji su nam
potreni za analizu klasifikacije pomoc´u polinomijalne jezgrene funkcije primjenjene na
nasˇim podacima (Tablica 4.2).
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C γ d Ukupno
0.01 0.001 1 24.9%
0.01 0.1 1 88.0%
0.01 1 1 93.0%
0.01 10 1 93.8%
0.01 100 1 93.8%
1 100 1 93.8%
100 100 1 93.8%
0.01 0.001 2 12.6%
0.01 1 2 59.4%
0.01 100 2 59.4%
1 100 2 59.4%
100 100 2 59.4%
1000 10 2 59.4%
0.01 1 3 43.2%
1 100 3 43.2%
100 10 3 43.2%
1000 100 3 43.2%
Tablica 4.2: Ispravno klasificirani testni proteini - polinomijalna jezgra
Odmah primjec´ujemo da klasifikacija testnih proteina ovisi o stupnju polinomijalne jez-
grene funkcije. Naime, sˇto je vec´i stupanj biti c´e i vec´a zakrivljenost razdvajajuc´e funkcije.
S obzirom na to da je vec´im stupnjem klasifikacija losˇija, mozˇemo naslutiti da su podaci za
trening u prostoru podataka rasporedeni na nacˇin da kada ih zˇelimo klasificirati odvojivom
funkcijom, dobivamo previsˇe precizan model. Najvec´u klasifikaciju testnih proteina dobi-
vamo upravo za stupanj d = 1. Primijetimo takoder da se varijacijom sa parametrom C ne
utjecˇe na klasifikaciju. Parametar koji utjecˇe na klasifikaciju u ovom slucˇaju je γ, i to po-
sebno za slucˇaj 0 < γ < 1. Ukoliko obratimo pazˇnju na izraz γxT z, vidimo da ako je γ ≥ 1,
vrijednost funkcije c´e se proporcionalno povec´ati za svaka dva podatka za trening, sˇto bi
trebalo dodatno olaksˇati klasifikaciju. Suprotno tome, skalarni produkt dvaju vektora koji
mozˇe davati veliku vrijednost, pomnozˇen sa γ < 1 daje manju vrijednost te to, primjenjeno
na svaki podatak za trening, uvelike mozˇe utjecati na kompliciranost modela te samim time
tezˇu klasifikaciju testnih podataka. Takoder, u tablici smo izostavili slobodni parametar b
jer on ne utjecˇe na model.
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RBF jezgra; K(x, z) = exp(−γ||x − z||2); γ > 0
U strojnom ucˇenju, RBF jezgra je popularna jezgrena funkcija koja se koristi za mnoge
vrste problema, posebno za klasifikaciju pomoc´u algoritma potpornih vektora, koristec´i
euklidsku normu dva vektora. Parametar kojim mozˇemo varirati u svrhu poboljsˇanja klasi-
fikacije je γ. Dodatno, ukoliko fiksiramo parametar γ > 0, jezgrena funkcija c´e poprimati
vec´e vrijednosti za one vektore cˇija je euklidska norma manja. Slicˇno kao i u prethodnom
slucˇaju polinomijalne jezgre, tablicom c´emo prikazati postotak svih ispravno klasificira-





















Tablica 4.3: Ispravno klasificirani testni proteini - RBF jezgra
Kao u slucˇaju polinomijalne jezgrene funkcije, primjec´ujemo da se varijacijom sa parame-
trom C ne utjecˇe previsˇe na tocˇnost klasifikacije testnih proteina. Naime, kada fiksiramo
C = 0.01, time smo smanjili marginu i dopustili pogresˇke pri klasifikaciji podataka za tre-
ning. Pri tome smo dobivali bolju klasifikaciju testnih podataka smanjivanjem parametra
γ, posebno za γ < 1. Ukoliko je C = 1, tocˇnost klasifikacije takoder ovisi o parametru γ, te
slicˇno vidimo za C = 100 i C = 1000. Stoga mozˇemo rec´i da parametar γ ima vec´i utjecaj
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pri korisˇtenju RBF jezgrene funkcije. Uocˇimo da smo bolju tocˇnost klasifikacije testnih
proteina imali za γ = 0.0001 i γ = 0.01 nego za γ ≥ 1. Naime, za 0 < γ < 1 smo povec´ali
vrijednost jezgrene funkcije te smo time olaksˇali klasifikaciju. Suprotno tome, smanjiva-
njem vrijednosti jezgrene funkcije za svaka dva podatka za trening dobivamo model koji
je previsˇe precizan i samim time losˇe klasificira testne podatke. Najbolju klasifikaciju smo




Podatke za vjezˇbu u visokodimenzionalnom prostoru nije moguc´e prikazati vizualno. Sˇtovisˇe,
nec´emo ih moc´i vizualno prikazati niti u prostoru znacˇajki, s obzirom na to da je dimenzija
prostora znacˇajki vec´a nego dimenzija prostora ulaznih podataka. Stoga u vec´ini slucˇajeva
ne mozˇemo niti naslutiti kako su podaci rasporedeni te jesu li linearno odvojivi ili ne.
Upravo zbog toga ne mozˇemo sa sigurnosˇc´u tvrditi koja je prava odvajajuc´a funkcija koja
bi ih najbolje klasificirala. Cˇesto je jedini nacˇin za pronalazak najbolje odvajajuc´e funkcije
upravo isprobavanje razlicˇitih modela te odabir onoga koji nam daje najbolje rezultate.
Vidjeli smo da je tocˇnost klasifikacije linearne jezgre za nasˇe podatke bila 93.8%.
Sˇtovisˇe, tocˇnost je bila ista i kada smo dopusˇtali krivo klasificirane podatke za vjezˇbu i kada
smo zahtijevali strogu klasifikaciju svih podataka. To znacˇi da nismo napravili previsˇe pre-
cizan model koji nam generalno nije pozˇeljan. Sˇtovisˇe, moguc´e je da su podaci rasporedeni
tako da ih linearni klasifikator odvaja u potpunosti, ali zbog strukture proteina i manjka po-
dataka za trening na kojem treniramo algoritam, testni protein iz jedne skupine ima visˇe
zajednicˇkih atributa s proteinima za vjezˇbu iz neke druge skupine.
Iako je pojednostavljena polinomijalna jezgrena funkcija u biti linearna, za ocˇekivati
je bilo da c´emo kompleksnijim modelom postic´i bolju klasifikaciju. Medutim, kako smo
povec´avali stupanj polinomijalne funkcije, klasifikacija je postajala losˇija. Sˇtovisˇe, najbo-
lju klasifikaciju tocˇnosti testnih podataka od 93.8% smo postigli upravo kada smo pomoc´u
parametara od polinomijalne napravili linearnu funkciju. Takoder, ukoliko smo tu na-
mjesˇtenu linearnu jezgrenu funkciju uvec´avali skalarom γ, takoder nismo mogli postic´i
bolju klasifikaciju, vec´ smo dobili istu, iako smo time proporcionalno povec´ali vrijednost
funkcije za svaka dva podatka za vjezˇbu.
RBF jezgrena funkcija uspjesˇno rjesˇava mnoge probleme klasifikacije za mnoge pri-
mjere koji koriste strojno ucˇenje, ne samo klasifikacija teksta. Stoga smo htjeli vidjeti
mozˇemo li primjenom upravo te funkcije postic´i bolju klasifikaciju. Iako su rezultati klasi-
fikacije testnih proteina bili uglavnom od 11% - 63%, sˇto mozˇemo smatrati losˇim rezulta-
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tima s obzirom da smo u prethodna dva slucˇaja imali 93.8% tocˇnosti, RBF funkcijom smo
uspjeli postic´i 93.4%. Problem je u tome sˇto smo taj rezultat postigli nakon sˇto smo za pa-
rametre funkcije stavljali skoro pa ekstremne vrijednosti te time gotovo sigurno napravili
preopterec´en i previsˇe precizan model.
Mozˇemo rec´i da je za nasˇe podatke linearna jezgrena funkcija klasificirala podatke bo-
lje od druge dvije jezgre. Takoder, kada bismo imali vec´i skup podataka za trening, za
ocˇekivati je da bi i u tom slucˇaju linearna jezgrena funkcija davala najbolje rezultate klasi-
fikacije. Bitno je napomenuti da navedeni rezultati vrijede iskljucˇivo za nasˇ skup podataka
koji smo koristili no promjenom skupa bismo najvjerojatnije dobili slicˇne rezultate.
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Cilj ovog rada je klasifikacija proteina pomoc´u algoritma potpornih vektora i n-gramskog
rjecˇnika. Prvo su dani osnovni pojmovi iz linearne algebre, euklidskih prostora i teorije op-
timizacije, potrebni za laksˇe shvac´anje tema obradenih u radu. Objasˇnjena je matematicˇka
pozadina nacˇina rada algoritma, s posebnim naglaskom na jezgrene funkcije koje se koriste.
Za analizu se koristi deset proteinskih familija, pri cˇemu je iz svake familije uzeto 300 pro-
teina za trening i 100 proteina za testiranje. Nakon sˇto je napravljen n-gramski rjecˇnik,
provedeni su testovi klasifikacije pomoc´u algoritma potpornih vektora te su usporedivani
rezultati za razlicˇite jezgrene funkcije u ovisnosti o parametrima.
Summary
The aim of this work is to classify proteins using the support vector machine and the n-
gram dictionary. First, we present some basic concepts from linear algebra, euclidean
spaces, and optimization theory that are needed later on. A mathematical background of the
algorithm has been explained in detail, with a special emphasis on the kernel functions. Ten
protein families were used for the analysis, using 300 protein for each family for training
and 100 test proteins. After the n-gram vocabulary was made, classification tests were
performed using the support vector machine, and comparisons were made for different
kernel functions depending on the parameters.
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