Abstract. Leakage of water supply pipeline will cause waste of water resources and economic losses, the traditional support vector machine (SVM) had two free parameters (include kernel parameter g and penalty factor C from the radial basis function kernel) which could lead the classifier in an instability situation. In this paper, a method was presented to establish a SVM model which used the particle swarm optimization algorithm (PSO) to determine the two unknown parameters. Particle swarm optimization is an intelligent computational swarm optimization method, which optimizes a problem by iteratively trying to improve a candidate solution with regard to a given measure of quality. The method not only has strong global search capability, but also easily to implement. In order to improve the accuracy of the SVM model, the PSO algorithm is used to optimize the parameters of SVM. A prediction model of water pipeline leak detection based on PSO-SVM is established after the sample set is been collected, trained, tested and classified. The experimental results showed that with the strong global search capability of PSO, the free parameters of SVM was been set effectively and accuracy of the classifier had been promoted.
Introduction
With the accelerating of urbanization process, the length of the water supply pipeline showed a trend of accelerated growth, but leakage was a common phenomenon in the pipelines. For the leak detection of water supply pipeline, the right recognition of leak signals is a key process to the efficient operation of pipeline leakage detection. However, many working conditions of pipelines and frequent status changes make the identification of leakage difficult. Pipeline model is a complex nonlinear system and the actual pipeline system has many different situations. At present, artificial intelligence methods, neural network and pattern recognition for instance, which have rapid development, are good ways to solve this problem. In response to this critical issue, the accuracy rate of pipeline leakage detection is greatly improved by a neural network based method. [1] Nevertheless, the neural network has many problems such as the slow convergence speed, the need of training samples and so on. Chen [2] proposed SVM theory based on structural risk minimization in the field of pipeline leak detection, it can complete the training of the model in the case of small samples, to achieve the identification of pipeline leakage. However, it is indicated that the different kernel functions have little effect on the performance of SVM, but the parameters of kernel function and the penalty factor C are the key factors which affect the performance of normal SVM. The kernel parameter and penalty factor in SVM are determined according to the experience and cross validation, which is often unreliable.
Compared with other optimization algorithms, the Particle Swarm Optimization (PSO) algorithm has strong local search capability, fast operation speed and simple parameters to set. This paper proposes a method to apply PSO algorithm optimize the kernel parameter and the penalty factor in the SVM. PSO algorithm is considered the global search and local search in every iteration. Combined with PSO algorithm, the PSO-SVM classifier can obtain a better effect on leakage detection.
Support Vector Machine

Basic Theory
Support vector machine is a machine learning based on statistical learning theory and structural risk minimization principle. It maps the samples to high dimensional feature space by using kernel function, then it construct the linear classification hyper plane with the largest classification interval in this space. SVM is a powerful machine learning methods for classification and regression problems of small samples and high dimensions.
The hyperplane of support vector machine (SVM) method is presented in the case of linear separable. Figure 1 is the boundaries of the hyperplane, where H is the classified hyperplane for the two samples, H1, H2 are the line in parallel with H closest. The distance between H1 and H2 is called margin. The hyperplane is the maximum margin criterion classification line, separated the two classes of samples correctly. Under the condition of linear inseparable, in the practical application, the optimal classification face shown in Figure 1 may exist in some samples which cannot be correctly classified by the hyperplane. The hyperplane constraint:
are a set of training samples, are corresponding labels, ω is the normal vector of the hyperplane.
For solving the nonlinear optimal hyperplane, we need to introduce Lagrange multipliers. The generalized optimal hyperplane problem can be transformed into the minimization of the constraint condition ∑ ∑ , where constraint condition is 0 ≤ ≤ C ； ∑ = 0, are Lagrangian multipliers; C is the penalty factor. Nonlinear classification for support vector machines, it can be transformed into a linear division in a high dimensional space by nonlinear transformation. Because the function here only need to use the original space to do inner product operation in high dimensional space. According to the relevant theory of functional, as long as the use of appropriate inner product kernel function K( , ) and the kernel function satisfies the Mercer condition, and it can realize the nonlinear transformation. At this time the classification function is:
There are two key parameter in SVM who impact the performance.
(1) Kernel parameter The change of kernel parameter is in fact implicitly change the mapping function to change the complexity of the sample data subspace distribution. Therefore, only select the appropriate kernel function and kernel parameters projection data into the appropriate feature space, to choose the minimum of experience risk and confidence range, can we get a good SVM classifier with good generalization ability There are three commonly used kernel functions: The RBF kernel (where the kernel parameter is distance ), the Polynomial kernel and the Sigmoid function.
(2) Penalty factor In the determined data subspace, the value of the penalty factor C is small, and the penalty for the empirical error is small, the complexity of learning machines is low and the value of experience risk is relatively large and vice versa. There is at least one penalty factor C in each data subspace, which makes the generalization ability of the SVM to achieve the best.
Multi-class Support Vector Machine
Support vector machine is a binary classifier. But in reality, results of the classification of the pipeline leakage diagnosis is usually more than two type, such as: normal transportation, regulating valve, pumping stop and leakage. The common used methods of building multi-class SVM are one-versus-one, one-versus-all and decision tree based.
In this paper, the decision tree method is used to construct a multi-class support vector machine for the water supply pipeline leakage detecting. The training effect is equivalent to one-versus-one SVM, but the time spent training and testing is shorter than the conventional SVM. With the increase of the number of categories, the effect is more obvious and more efficient. Where N for normal transportation, RV for regulating valve, PS for pumping stop and L for leakage (and also use in next).
PSO-SVM Particle Swarm Optimization
The basic idea of particle swarm optimization algorithm: The potential solution of each optimization problem is to search the particles of space. All particles have an adaptive value that is determined by an optimized function, each particle has a velocity vector that determines the direction and distance of the flight. Then the particle swarm follows the current optimal particle in space. PSO initialization for a group of random particles, and then through the iteration to find the optimal solution.
The core iterative formula of algorithm is as follows:
where, +1 is the particle's velocity in + 1 generation, the +1 is particle's position, is the particles' best known position, is the swarms' best known position, is inertial weight, 1 、 2 are the random numbers 1 、 2 ∈ (0,1).
In the whole particle swarm optimization algorithm, the particle in the search for the optimal solution is not only to maintain its optimal solution but also its own inertia. Then it uses individual cognition and social cognition to modify the direction of flight that eventually lead to the particle swarm toward the optimal solution.
A PSO-based Parameters Optimization
Improvement of support vector machine based on global search advantage of particle swarm optimization algorithm, the steps are as follows:
Step 1 Initialize. Read the sample data after they were normalized. And then set the parameter range (Learning factor, 1 , 2 ; Evolutionary algebra, E; Penalty factor, C; Kernel parameter g).
Step 2 Fitness evaluation. Establish and training the SVM classifier. Calculating individual fitness value and initial individual optimal position and global optimal position.
Step 3 Compare optimization. According to the formula (3) to update the velocity and position of the particles to produce new species, calculate the individual fitness value of the new population. Compared the parameters c and g adaptation values and their historical optimal values and optimal population, update the global optimal value of population parameters c and g. (This paper uses radial kernel function, the kernel parameter as a width of the function .)
Step 4 Check the end condition. Output the best parameters of C and if it satisfies the end conditions. (Else return Step 2) Then the optimized parameters of C and into SVM model and modeling accuracy of detection of SVM. 
Application of PSO-SVM in Water Pipeline Leak Detection Experiment Background
In actual production, in addition to the leakage may cause pressure fluctuations, but some other operating conditions, such as normal transportation, regulating valve, pumping stop and leakage can also cause pressure fluctuation signals. Moreover, under some operating conditions, the signal is very similar to the leakage signal.
The typical pressure wave signal of real working situation is collected in the experiment. First of all, the collected signal needs to be filter. In this paper, wavelet detection method is used to de noise processing, to get a relatively pure waveform in order to facilitate the leakage detection of the pipeline.
Secondly, the accuracy and reliability of the leak diagnosis are determined by the choice of the characteristic parameters of the leakage waveform largely. Many characteristics can describe pipeline wave. They have different sensitivity of different leakage states. The diagnosis rate of pipeline leakage largely depends on the choice of leakage characteristic parameters. According to references [5] , this paper has selected root mean square, average amplitude, amplitude of square root, clearance factor, kurtosis to describe negative pressure waveform characteristics. 
Optimization by PSO-SVM
The PSO-SVM model is built base on Matlab, where the kernel function we choose the radial basis function (RBF). The BRF kernel is commonly used in leakage detection: K( , ) = (−(‖ − ‖ 2 )/ 2 ). According to the steps in 3.2 of this paper, the PSO-SVM model is established. The result of kernel parameters and penalty factor of iteration is shown in Figure 5 . The optimum parameter is obtained: kernel parameter = 30 and penalty factor C = 1.5. 
Classification Results and Analysis
In order to validate the generalization ability of the identification model, used the trained classifier to conduct a classification and recognition experiment of 4 kinds of waveform samples. Input the test samples to the trained SVM for leakage identification. In order to reflect the advantages and disadvantages of SVM based on the PSO, it also needs to establish the BP neural network model and traditional SVM model and compare these models' performance with PSO-SVM. The results are shown in table 2. As can be seen from the table 2, comparing with the traditional BP neural network and the SVM, the PSO-SVM can not only improved the accuracy but also reduce training time. It can identify pipeline condition effectively and confirm the leakage.
In order to reduce the frequent of wrong alarm with normal operation, the SVM is used to identify the leakage from various operating conditions. PSO is used to optimize the parameters to improve the accuracy of the SVM classifier. Experimental results show that: PSO is suitable for the parameter optimization of SVM, PSO-SVM classifier has a high accuracy for the water supply pipeline condition identification, can be well used for water pipeline leakage detection.
Conclusions
In this paper, the global optimization ability of particle swarm optimization algorithm is used to optimize the kernel parameters and the penalty factor of the support vector machine in water pipeline leakage detection. It makes the accuracy of the PSO-SVM model better than the traditional support vector machine in water pipeline leakage. Not only effectively solved the parameter selection problem in the SVM which can reduce the accuracy, but also effectively save the training time. Therefore, PSO-SVM is very applicable to pipeline leakage detection.
