Errors in gene transcription can be costly, and organisms have evolved to prevent their 19 occurrence or mitigate their costs. The simplest interpretation of the drift barrier hypothesis 20 suggests that species with larger population sizes would have lower transcriptional error rates. 21 However, Escherichia coli seems to have a higher transcriptional error rate than species with 22 31 coli (especially G→A), but not in S. cerevisiae. We do not find this pattern for C→U changes in E. 32 coli, presumably because most deamination events occurred during sample preparation, but do 33 for C→U changes in S. cerevisiae, supporting the interpretation that C→U error rates estimated 34 with an improved protocol, and which occur at rates comparable to E. coli non C→U errors, are 35 biological. 36 37
lower effective population sizes, e.g. Saccharomyces cerevisiae. This could be explained if 23 selection in E. coli were strong enough to maintain adaptations that mitigate the consequences 24 of transcriptional errors through robustness, on a gene by gene basis, obviating the need for 25 low transcriptional error rates and associated costs of global proofreading. Here we note that if 26 selection is powerful enough to evolve local robustness, selection should also be powerful 27 enough to locally reduce error rates. We therefore predict that transcriptional error rates will 28 be lower in highly abundant proteins on which selection is strongest. However, we only expect 29 this result when error rates are high enough to significantly impact fitness. As expected, we find 30 such a relationship between expression and transcriptional error rate for non C→U errors in E. 39 Errors are costly, and we therefore expect natural selection to reduce their rate. However, 40 selection cannot achieve everything. In particular, it is only able to purge deleterious mutations 41 when their selection coefficient s is significantly greater than one divided by the "effective 42 population size". This numerical limit to selection may reflect not just the number of individuals 43 in a population, but also competing selection at linked sites (Good and Desai 2014; Lynch 2007) . 44 The "nearly neutral theory" holds that deleterious mutations close to this limit are abundant 45 (Ohta 1973) , and the "drift barrier hypothesis" holds that differences in the precise location of 46 this limit explain important differences among species (Lynch 2007) . For example, codon usage 47 bias is stronger in species believed to have higher effective population sizes (Vicario et al. 48 2007), indicating stronger selection to purge slightly deleterious synonymous mutations. 49 50 Rajon and Masel (2011) highlighted the distinction between a "global" solution that ameliorates 51 a problem at many loci at once, and a set of "local" solutions that solve them one at a time. 52 Because mutations affecting single loci are likely to have smaller fitness consequences than 53 mutations with genome-wide effects, the drift barrier forms a more formidable barrier to local 54 solutions than it does to global solutions. When local solutions evolve (in populations with large 55 effective population sizes), they can obviate the need for global solutions. This yields the 56 counterintuitive prediction that when global solutions are examined, it may be species with low 57 effective population sizes that show the most extreme adaptations. Specifically, rates of error in 58 transcription and translation could be higher in species with high effective population sizes, 59 since reducing error rates by kinetic proofreading is a costly global solution ( (Gout et al. 2013) , which have lower effective population sizes. Indeed, the rate is higher even 80 than that of Buchnera aphidicola (4.7x10 -5 ) (Traverse and Ochman 2016b). Buchnera is a highly 81 mutationally degraded species in which the drift barrier is an obstacle to the maintenance of 82 fidelity in many other important cellular functions (McCutcheon and Moran 2012); this high 83 rate in Buchnera may thus indicate that the drift barrier forms an obstacle even to global 84 solutions (Xiong et al. 2017) . All these error rates except for that of C. elegans (Gout et al. Here we test whether selection is able to maintain locally lower transcriptional error rates in 97 highly expressed genes. Selection to purge deleterious mutations is generally more effective in (Mordret et al. 2019 ) also occur at lower rates at sites where they are likely to have larger 104 effects. We similarly predict that because high mistranscription rates matter more for highly 105 expressed genes, highly expressed genes should evolve a lower rate of mistranscription. We 106 make this prediction for E. coli, where mistranscription rates are globally high and thus so is 107 local selection pressure. In contrast, we do not expect a relationship between expression level 108 and mistranscription rate in S. cerevisiae, where mistranscription rates are globally much lower. To further ensure the data quality, we exclude "hotspot" nucleotide sites experiencing 120 significantly (p<10 -9 ) more errors of one type than expected from our model fitted as described 121 below. This eliminates recent mutations, inaccurate mapping of reads to the genome, or other 122 artifacts of the experiment or pipeline, as well as any sites subject to programmed post-123 transcriptional RNA editing. We excluded 5 protein-coding and 2,390 non-coding sites that met 124 this "hotspot" criteria for at least one experimental condition. The high rate of apparent 125 mistranscription hotspots in non-coding genes has been interpreted (Traverse and Ochman 126 2016a) as a consequence of E. coli having multiple polymorphic rRNA operons, making mapping 127 of reads inaccurate. We therefore restrict our analysis to protein-coding genes. Different intercepts for different experimental conditions are also supported, in addition (p = 154 1.5×10 -3 ). Fitting different slopes for each experimental condition only marginally improves the 155 fit relative to our Eq. 1 model (p = 0.052), mostly attributable to a steeper slope in the minimal-156 static condition, which had far fewer data points than the other conditions ( Figure S2 ). Standing out from results on all non C→U error types in Figure S1 , and shown in Figure 2 , is the 174 fact that G→A errors depend more strongly on protein abundance than other error types do 175 (p=3×10 -4 , Eq. 2 as improvement on Eq. 1). A separate model fit to G→A error data only, gives a 176 slope of -2.9×10 -6 (95% CI of -1.6×10 -6 to -4.2×10 -6 ) with log 10 protein abundance, i.e. there are 177 1.6 to 4.2 fewer G→A errors per million G transcription events per 10-fold increase in 178 expression, against a background of about 20-40 errors per million G transcription events. To 179 ensure that the non-zero slope of Figure 1 is not driven solely by G→A errors, we repeated the 180 analysis for the 10 error types, i.e. excluding both C→U and G→A (Figure 2, right) . This yields a 181 slope of -8.4×10 -7 (p=1×10 -7 ) with log 10 protein abundance, with a 95% confidence interval 182 corresponding to 0.4 and 1.2 fewer expression errors per million opportunities per 10-fold 183 increase in expression.
Main Text
184 185 Traverse and Ochman (2016a) reported that mistranscription errors were more commonly 186 synonymous (32%) than would be predicted if errors occurred at random across the genome 187 (24%). When controlling for the effects of substitution type, condition, and protein abundance 188 in our Eq. 2 model of mistranscription rates, the synonymous vs. non-synonymous status of the 189 potential mistranscription error did not predict the error rate (p = 0.89). Indeed, following our 190 data processing and quality filters, the overall frequency with which a mistranscription error 191 was synonymous was 23.4%, suggesting that the previously reported excess of synonymous 192 mistranscription events was due to data quality issues. In any case, whatever molecular 193 mechanism is responsible for variation in mistranscription rates, it seems to act at the level of 194 the gene rather than at the level of the nucleotide site. However, C→U subs tu ons, which occur at much higher rates than other substitution types 225 and hence are subject to more selection even in S. cerevisiae, are less frequent for highly 226 abundant proteins (Fig. 3 top; p= 0.006 for non-zero slope on a C→U equivalent of Eq. 2). This The high rate of mistranscription errors in E. coli came as a surprise to many (Traverse and   232 Ochman 2016a, b). This naturally raises the hypothesis that it is the data that are in error. While We have also shown that the local mistranscription rates even of highly expressed E. coli genes 270 are higher than the global mistranscription rate in S. cerevisiae, suggesting that E. coli genes are 271 somehow more robust to the consequences of mistranscription than are S. cerevisiae genes. 272 However, the robustness associated with E. coli's global solution is not so complete as to 273 eliminate selection for locally lower mistranscription rates in the genes subject to the strongest 274 selection, leading to the trend detected here. mistranscription "hot spots" that are best removed. We calculated the likelihoods of seeing that 311 many or more errors for each of the 18,530,088 possible errors being analyzed, using a 312 significance cutoff of 10 -9 to ensure that only 10 -9 ×18,530,088=0.02 possible errors are falsely 313 excluded, or potentially more if there is genuine biological variation in mistranscription rates 314 beyond that captured by our linear model. We calculated likelihoods from a cumulative 315 binomial distribution based on the number of reads at that site and the rate of error expected 316 at that site from our model. When a possible error was excluded with likelihood < 10 -9 , we 317 excluded the entire nucleotide locus (i.e. all three possible substitutions in all four conditions). 318 We performed an iterative procedure, first fitting a model of constant error rate for all non 319 CU errors and a separate error rate for CU errors, using expectations from this model to CU errors were also identified as having a substantially higher error rate in the yeast data 348 (1.8x10 -5 versus 2.3x10 -6 for other mistranscription types), and were excluded from some 349 analyses, resulting in 17,394,875 non-CU possible errors. 
