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KMS STATES FOR THE GENERALIZED GAUGE
ACTION ON GRAPH ALGEBRAS
Gilles G. de Castro and Fernando de L. Mortari
Abstract. Given a positive function on the set of edges of an arbitrary di-
rected graph E = (E0, E1), we define a one-parameter group of automorphisms
on the C*-algebra of the graph C∗(E), and study the problem of finding KMS
states for this action. We prove that there are bijective correspondences be-
tween KMS states on C∗(E), a certain class of states on its core, and a certain
class of tracial states on C0(E0). We also find the ground states for this action
and give some examples.
1. Introduction
Given a directed graph E = (E0, E1), we can associate to it a C*-algebra
C∗(E), and an interesting problem that arises is to find relations between the
algebraic properties of the algebra and the combinatorial properties of the graph
[?]. One such problem is to determine the set of KMS states for a certain action
on the algebra.
Graph algebras are a generalization of Cuntz algebras and Cuntz-Krieger alge-
bras. For the Cuntz algebra, there is a very natural action of the circle, the gauge
action, which can be extended to an action of the real line. The KMS states for
this action are studied in [?] and later generalized to a more general action of the
line, that can be thought of as a generalized gauge action [?]. The same is done for
the Cuntz-Krieger algebras [?], [?].
Recently there were similar results proven for the C*-algebra associated to a
finite graph. This is done in [?] for an arbitrary finite graph, in [?] for a certain class
of finite graphs via groupoid C*-algebras and in [?] for the Toeplitz C*-algebra of
the graph.
Our goal is to generalize these results to the case of an arbitrary graph. First
we analyze which conditions the restrictions of a KMS state to the core of C∗(E)
and to C0(E
0) must satisfy. By using a description of the core as an inductive limit,
we can build a KMS state on C∗(E) from a tracial state on C0(E
0) satisfying the
conditions found.
In section 2 we review some of the basic definitions and results about graph
algebras as well as the description of the core as an inductive limit. In section 3
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we establish the results concerning KMS states, followed by a discussion on ground
states in section 4. In section 5, some examples are given.
2. Graph algebras
Definition 2.1. A (directed) graph E = (E0, E1, r, s) consists of nonempty
sets E0, E1 and functions r, s : E1 → E0; an element of E0 is called a vertex of the
graph, and an element of E1 is called an edge. For an edge e, we say that r(e) is
the range of e and s(e) is the source of e.
Definition 2.2. A vertex v in a graph E is called a source if r−1(v) = ∅, and
is said to be singular if it is either a source, or r−1(v) is infinite.
Definition 2.3. A path of length n in a graph E is a sequence µ = µ1µ2 . . . µn
such that r(µi + 1) = s(µi) for all i = 1, . . . , n− 1. We write |µ| = n for the length
of µ and regard vertices as paths of length 0. We denote by En the set of all paths
of length n and E∗ = ∪n≥0E
n. We extend the range and source maps to E∗ by
defining s(µ) = s(µn) and r(µ) = r(µ1) if n ≥ 2 and s(v) = v = r(v) for n = 0.
Definition 2.4. Given a graph E, we define the C*-algebra of E as the uni-
versal C*-algebra C∗(E) generated by mutually orthogonal projections {pv}v∈E0
and partial isometries {se}e∈E1 with mutually orthogonal ranges such that
(1) s∗ese = ps(e);
(2) ses
∗
e ≤ pr(e) for every e ∈ E
1;
(3) pv =
∑
e∈r−1(v) ses
∗
e for every v ∈ E
0 such that 0 < |r−1(v)| <∞.
For a path µ = µ1 . . . µn, we denote the composition sµ1 . . . sµn by sµ, and for
v ∈ E0 we define sv to be the projection pv.
Propositions 2.5, 2.6, 2.8 and 2.9 below are found in [?] (as Corollary 1.15,
Proposition 2.1, Proposition 3.2 and Corollary 3.3, respectively) in the context of
row-finite graphs, but their proofs hold just the same for general graphs as above.
Proposition 2.5. For α, β, µ, ν ∈ E∗ we have
(sµs
∗
ν)(sαs
∗
β) =


sµα′s
∗
β if α = να
′
sµs
∗
βν′ if ν = αν
′
0 otherwise
and C∗(E) = span{sµs∗ν : µ, ν ∈ E
∗, s(µ) = s(ν)}.
Proposition 2.6. Let E be a graph. Then there is an action γ of T on C∗(E),
called a gauge action, such that γz(se) = zse for every e ∈ E1 and γz(pv) = pv for
every v ∈ E0.
Definition 2.7. The core of the algebra C∗(E) is the fixed-point subalgebra
for the gauge action, denoted by C∗(E)γ .
Proposition 2.8. C∗(E)γ = span{sµs∗ν : µ, ν ∈ E
∗, s(µ) = s(ν), |µ| = |ν|}.
Proposition 2.9. There is a conditional expectation Φ : C∗(E) → C∗(E)γ
such that Φ(sµs
∗
ν) = [|µ| = |ν|]sµs
∗
ν .
It is useful to describe the core as an inductive limit of subalgebras, as was
done in an appendix in [?]. The idea is as follows. For k ≥ 0 define the sets
Fk = span{sµs
∗
ν : µ, ν ∈ E
k, s(µ) = s(ν)},
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Ek = span{sµs
∗
ν : µ, ν ∈ E
k and s(µ) = s(ν) is singular},
Ck = F0 + · · ·+ Fk.
Also, for a given vertex v we define
Fk(v) = span{sµs
∗
ν : µ, ν ∈ E
k, s(µ) = s(ν) = v}
so that
(2.1) Fk =
⊕
v∈E0
Fk(v)
as a direct sum of C*-algebras.
Lemma 2.10. Let Λ be the set of all finite subsets of Ek and for λ ∈ Λ define
uλ =
∑
µ∈λ
sµs
∗
µ.
Then {uλ}λ∈Λ is an approximate unit of Fk consisting of projections.
Proof. This is a direct consequence of Proposition 2.5. 
The following result is a combination of Proposition A.1 and Lemma A.2 in [?].
Proposition 2.11. With the notation as above for a graph E, the following
hold for k ≥ 0:
(a) Ck is a C*-subalgebra of C
∗(E)γ , Fk+1 is an ideal in Ck, Ck ⊆ Ck+1 and
C∗(E)γ = lim
−→
Ck.
(b) Fk ∩ Fk+1 =
⊕
{Fk(v) : 0 < |r−1(v)| <∞}. (C*-algebraic direct sum)
(c) Ck = E0 ⊕ E1 ⊕ · · · ⊕ Ek−1 ⊕ Fk (vector space direct sum)
With the above, we can now prove the following.
Proposition 2.12. For each k ≥ 0, Ck ∩ Fk+1 = Fk ∩ Fk+1.
Proof. Obviously one has Fk ∩ Fk+1 ⊆ Ck ∩ Fk+1. On the other hand, given
x ∈ Ck ∩ Fk+1, one can decompose x as sums in Ck and Ck+1 with Proposition
2.11(c), use the fact that Fk = Ek⊕Fk ∩Fk+1 and the uniqueness of the direct sum
decompositions of x to conclude that x ∈ Fk. 
3. KMS states for the generalized gauge action
In this section we define an action on C∗(E) from a function c : E1 → R∗+
similar to what is done in [?] for the Cuntz algebras and in [?] for the Cuntz-
Krieger algebras. We will always suppose that there is a constant k > 0 such that
c(e) > k for all e ∈ E1 and that β > 0. Observe that in this case c−β is bounded.
We extend a function as above to a function c : E∗ → R∗+ by defining c(v) = 1
if v ∈ E0 and c(µ) = c(µ1) . . . c(µn) if µ = µ1 · · ·µn ∈ En.
Proposition 3.1. Given a function c : E1 → R∗+, there is a strongly con-
tinuous action σc : R → Aut(C∗(E)) given by σct (pv) = pv for all v ∈ E
0 and
σct (se) = c(e)
itse for all e ∈ E1.
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Proof. Let Te = c(e)
itse and note that Te is a partial isometry with T
∗
e Te =
s∗ese and TeT
∗
e = ses
∗
e. It follows that the sets {pv}v∈E0 and {Te}e∈E1 satisfy the
same relations as {pv}v∈E0 and {se}e∈E1 . By the universal property, there is a
homomorphism σct : C
∗(E) → C∗(E) such that σct (pv) = pv for all v ∈ E
0 and
σct (se) = Te = c(e)
itse for all e ∈ E
1.
It is easy to see that σct1 ◦ σ
c
t2 = σ
c
t1+t2 and σ
c
0 = Id. Hence σ
c
t is an automor-
phism with inverse σc−t.
To prove continuity, let a ∈ C∗(E), t ∈ R and ε > 0. Take x to be a finite sum
x =
∑
µ,ν∈E∗ λµ,νsµs
∗
ν such that ‖a − x‖ < ε/3. For each pair of paths µ, ν with
λµ,ν 6= 0, there is δµ,ν such that
|c(µ)itc(ν)−it − c(µ)iuc(ν)−iu| <
ε
3
∑
µ,ν∈E∗ ‖λµ,νsµs
∗
ν‖
for all u ∈ R with |t − u| < δµ,ν . If we take δ to be the minimum of all such δµ,ν ,
then for all u ∈ R with |t− u| < δ we have
‖σct (x)− σ
c
u(x)‖ =
∥∥∥∥∥∥
∑
µ,ν∈E∗
(c(µ)itc(ν)−it − c(µ)iuc(ν)−iu)λµ,νsµs
∗
ν
∥∥∥∥∥∥ <
ε
3
∑
µ,ν∈E∗ ‖λµ,νsµs
∗
ν‖
∑
µ,ν∈E∗
‖λµ,νsµs
∗
ν‖ =
ε
3
and hence
‖σct (a)− σ
c
u(a)‖ = ‖σ
c
t (a)− σ
c
t (x) + σ
c
t (x) − σ
c
u(x) + σ
c
u(x)− σ
c
u(a)‖ ≤
≤ ‖σct (a− x)‖ + ‖σ
c
t (x)− σ
c
u(x)‖ + ‖σ
c
u(x − a)‖ ≤ ε/3 + ε/3 + ε/3 = ε.

From now on, we will write simply σ instead of σc. The next result shows that
KMS states on C∗(E) are determined by their values at the core algebra.
Proposition 3.2. Suppose c : E1 → R∗+ is such that c(µ) 6= 1 for all µ ∈
E∗\E0. If two (σ, β)-KMS states ϕ1, ϕ2 on C
∗(E) coincide at the core algebra
C∗(E)γ , then ϕ1 = ϕ2.
Proof. Taking an arbitrary sµs
∗
ν such that s(µ) = s(ν), if |µ| = |ν| then
sµs
∗
ν ∈ C
∗(E)γ and thus ϕ1(sµs
∗
ν) = ϕ2(sµs
∗
ν).
Suppose then that |µ| 6= |ν|, and denote the functional ϕ2 − ϕ1 by ϕ. Using
the KMS condition, one obtains
ϕ(sµs
∗
ν) = ϕ(s
∗
νc(µ)
−βsµ) =


c(µ)−βϕ(s∗ν′) if ν = µν
′
c(µ)−βϕ(s∗µ′) if µ = νµ
′
0 otherwise
.
It is therefore sufficient to show that ϕ(sµ) = ϕ(s
∗
µ) = 0 if |µ| ≥ 1. To see this,
notice that if C∗(E) has a unit, then
ϕ(sµ) = ϕ(sµ1) = ϕ(1c(µ)
−βsµ) = c(µ)
−βϕ(sµ),
whence ϕ(sµ) = 0 since c(µ) 6= 1 by hypothesis; the non-unital case is established
analogously with the use of an approximate unit. 
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Theorem 3.3. Suppose c : E1 → R∗+ is such that c(µ) 6= 1 for all µ ∈ E
∗\E0.
If ϕ is a (σ, β)-KMS state on C∗(E) then its restriction ω = ϕ|C∗(E)γ to C
∗(E)γ
satisfies
(3.1) ω(sµs
∗
ν) = [µ = ν]c(µ)
−βω(ps(µ));
conversely, if ω is a state on C∗(E)γ satisfying (3.1) then ϕ = ω◦Φ is a (σ, β)-KMS
state on C∗(E), where Φ is the conditional expectation from proposition 2.9. The
correspondence thus obtained is bijective and preserves convex combinations.
Proof. Let ϕ be a (σ, β)-KMS state on C∗(E) and ω its restriction to C∗(E)γ .
If µ, ν are paths such that |µ| = |ν| and s(µ) = s(ν) then
ω(sµs
∗
ν) = ϕ(sµs
∗
ν) = ϕ(s
∗
νσiβ(sµ)) = ϕ(s
∗
νc(µ)
−βsµ) =
= [µ = ν]c(µ)−βϕ(ps(µ)) = [µ = ν]c(µ)
−βω(ps(µ)).
Conversely, let ω be a state on C∗(E)γ satisfying (3.1) and ϕ = ω ◦ Φ; we
have to show that ϕ satisfies the KMS condition. By continuity and linearity, it is
sufficient to verify this for elements x = sµs
∗
ν and y = sζs
∗
η where µ, ν, ζ, η ∈ E
∗
are paths such that s(µ) = s(ν) and s(ζ) = s(η).
We need to check that ϕ(xy) = ϕ(yσiβ(x)). First note that
xy = (sµs
∗
ν)(sζs
∗
η) =


sµζ′s
∗
η if ζ = νζ
′ (1)
sµs
∗
ην′ if ν = ζν
′ (2)
0 otherwise (3)
and
yσiβ(x) = c(µ)
−βc(ν)β(sζs
∗
η)(sµs
∗
ν) = c(µ)
−βc(ν)β


sζµ′s
∗
ν if µ = ηµ
′ (a)
sζs
∗
νη′ if η = µη
′ (b)
0 otherwise (c)
.
There are nine cases to consider. In each case it must be checked whether the
resulting paths have the same size, for they will be otherwise sent to 0 by Φ.
Case 1-a. In this case ζ = νζ′ and µ = ηµ′ so that |ζ| = |ν| + |ζ′| and |µ| =
|η|+ |µ′|. We claim that |µζ′| = |µ|+ |ζ′| = |η| if and only if |ζµ′| = |ζ|+ |µ′| = |ν|,
and in this case µ = η and ν = ζ. In fact,
|µ|+ |ζ′| = |η| ⇔ |η|+ |µ′|+ |ζ′| = |η| ⇔ |µ′|+ |ζ′| = 0⇔
⇔ |ν|+ |ζ′|+ |µ′| = |ν| ⇔ |ζ|+ |µ′| = |ν|.
Observe that, in this case, we have |µ′|+ |ζ′| = 0 so that |µ′| = |ζ′| = 0, and hence
µ = η, ν = ζ.
It follows that, if |µζ′| 6= |η|, then
ϕ(xy) = ω ◦ Φ(xy) = ω(0) = ω ◦ Φ(yσiβ(x)) = ϕ(yσiβ(x))
and, if |µζ′| = |η|, we get
ϕ(xy) = ϕ(sµs
∗
µ) = ω(sµs
∗
µ) = c(µ)
−βω(ps(µ))
and on the other hand
ϕ(yσiβ(x)) = c(µ)
−βc(ν)βϕ(sνs
∗
ν) = c(µ)
−βc(ν)βω(sνs
∗
ν) =
= c(µ)−βc(ν)βc(ν)−βω(ps(µ)) = c(µ)
−βω(ps(µ)).
Case 1-b. Now, we have that ζ = νζ′ and η = µη′ so that |ζ| = |νζ′| = |ν|+ |ζ′|
and |η| = |µη′| = |µ| + |η′|; as before, we can check that |µ| + |ζ′| = |η| if and
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only if |ζ| = |ν| + |η′|. If that is not the case then ϕ(xy) = 0 = ϕ(yσiβ(x)). If the
equivalent conditions are true then
ϕ(xy) = ϕ(sµζ′s
∗
η) = ω(sµζ′s
∗
η) = [µζ
′ = η]c(η)−βω(ps(η))
and
ϕ(yσiβ(x)) = c(µ)
−βc(ν)βϕ(sζs
∗
νη′) = c(µ)
−βc(ν)β [ζ = νη′]c(ζ)−βω(ps(ζ)).
Since ζ = νζ′ and η = µη′, we have that µζ′ = η if and only if ζ = νη′ and if both
are true, then ζ′ = η′ and
c(µ)βc(ν)−βc(ζ)−β = c(µ)−βc(ν)βc(ν)−βc(η′)−β = c(µ)−βc(η′)−β =
= c(µ)−βc(ζ′)−β = c(η)−β .
From our original hypothesis, we have that s(η) = s(ζ) so we conclude that ϕ(xy) =
ϕ(yσiβ(x)).
Case 1-c. In this case ϕ(yσiβ(x)) = 0, so we need to check that ϕ(xy) = 0. As
with the previous case, we have that ϕ(xy) = [µζ′ = η]c(η)−βω(ps(η)); however, in
case (c) µζ′ 6= η for all ζ′ and therefore ϕ(xy) = 0.
The other cases are analogous to these three, except for case 3-c, where ϕ(xy) =
0 = ϕ(yσiβ(x)) since xy = 0 = yσiβ(x).
That the correspondence obtained is bijective follows from Proposition 3.2 and
that it preserves convex combinations is immediate. 
Next, we want to show that there is also a bijective correspondence between
(σ, β)-KMS states on C∗(E) and a certain class of tracial states on C0(E
0). We
build this correspondence by first describing a correspondence between this class of
tracial states on C0(E
0) and states ω on C∗(E)γ satisfying (3.1).
The conditions found for the states on C0(E
0) are similar to those in [?], al-
though as discussed in [?], their results cannot be used directly for an arbitrary
graph; nevertheless, the results of Theorem 1.1 of [?] still apply in the general set-
ting, and we use them to build a certain kind of transfer operator on the dual of
C0(E
0).
Let us first recall how to construct C∗(E) as C*-algebra associated to a C*-
correspondence [?]. If we let A = C0(E
0), then Cc(E
1) has a pre-Hilbert A-module
structure given by
〈ξ, η〉 (v) =
∑
e∈s−1(v)
ξ(e)η(e) for v ∈ E0,
(ξa)(e) = ξ(e)a(s(e)) for e ∈ E1,
where ξ, η ∈ Cc(E1) and a ∈ A; it follows that the completion X of Cc(E1) with
respect to the norm given by ‖ξ‖ = ‖ 〈ξ, ξ〉 ‖1/2 is a Hilbert A-module. A represen-
tation iX : A→ L(X) is then defined by by
iX(a)(ξ)(e) = a(r(e))ξ(e) for v ∈ E
0,
where L(X) is the C*-algebra of adjointable operators on X .
Let K(X) be the C*-subalgebra of L(X) generated by the operators θξ,η given
by θξ,η(ζ) = ξ 〈η, ζ〉. For each e ∈ E
1, let χe ∈ Cc(E
1) be the characteristic function
of {e} and observe that {
tλ =
∑
e∈λ
θχe,χe
}
λ∈Λ
,
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where Λ is the set of all finite subsets of E1, is an approximate unit of K(X) . It
is essentially the same approximate unit given by Lemma 2.10.
If τ is a tracial state on C0(E
0), as in Theorem 1.1 of [?] we define a trace Trτ
on L(X) by
Trτ (T ) = lim
λ→∞
∑
e∈λ
τ (〈χe, Tχe〉)
where T ∈ L(X).
For a function c : E1 → R∗+ as in the beginning of the section and β > 0,
we have that c−β ∈ Cb(E1) and so it defines an operator on L(X) by pointwise
multiplication.
Definition 3.4. Given c and β as above and τ a tracial state on C0(E
0), we
define a trace Fc,β(τ) on C0(E
0) by
Fc,β(τ)(a) = Trτ (iX(a)c
−β).
Now, observe that C0(E
0) ∼= span{pv}v∈E0 ; regarding this as an equality, for
a given tracial state τ on C0(E
0) we will write τ(pv) = τv. For v ∈ E0, it can be
verified that
Fc,β(τ)(pv) = lim
D→r−1(v)
∑
e∈D
c(e)−βτs(e),
where the limit is taken on finite subsets D of r−1(v), and Fc,β(τ)(pv) = 0 if
r−1(v) = ∅.
Remark 3.5. By Theorem 1.1 of [?], if Fc,β(τ)(a) <∞ for all a ∈ C0(E0), then
Fc,β(τ) is actually a positive linear functional; also, if V ⊆ E
0 and Fc,β(τ)(pv) <∞
for all v ∈ V then Fc,β(τ) is a positive linear functional on span{pv : v ∈ V }.
Definition 3.6. For a vertex v ∈ E0 and a positive integer n, we define
r−n(v) = {µ ∈ En : r(µ) = v}.
Lemma 3.7. If Fc,β(τ)(pv) ≤ τv for all v ∈ E0 then
lim
D→r−n(v)
∑
µ∈D
c(µ)−βτs(µ) ≤ τv
for all v ∈ E0 and for all n ∈ N∗.
Proof. This is proved by induction. The case n = 1 is the hypothesis. Now
suppose it is true for n, then
lim
D→r−(n+1)(v)
∑
µ∈D
c(µ)−βτs(µ) = lim
D→r−n(v)
∑
ν∈r≤n
c(ν)−β
∑
e∈r−1(s(ν))
c(e)−βτs(e)[νe ∈ D] ≤
≤ lim
D→r−n(v)
∑
ν∈D
c(ν)−βτs(ν) ≤ τv
where the first inequality is true due to the fact that since c is a positive function
then the net
∑
e∈D c(e)
−βτs(e) for finite subsets D of r
−1(s(ν)) is nondecreasing
and less than or equal to τs(ν) by hypothesis. The last inequality is the induction
hypothesis. 
The next lemma is found in [?] for unital algebras, but their proof carries out
the same in the non-unital case by using an approximate unit instead of a unit.
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Lemma 3.8 (Exel-Laca). Let B be a C*-algebra, A be a C*-subalgebra such that
an approximate unit of A is also an approximate unit of B and I a closed bilateral
ideal of B such that B = A + I. Let ϕ be a state on A and ψ a linear positive
functional on I such that ϕ(x) = ψ(x) ∀x ∈ A∩I and ψ(x) ≤ ϕ(x) ∀x ∈ A+, where
ψ(x) = limλ ψ(buλ) for an approximate unit {uλ}λ∈Λ of I. Then there is a unique
state Φ on B such that Φ|A = ϕ and Φ|I = ψ.
We want to use this lemma for A = Cn, I = Fn+1 and B = Cn+1, defined
in section 2. For that, we first note that Fn+1 is indeed an ideal of Cn+1 by
Proposition 2.11 and that the approximate unit for F0 given by Lemma 2.10 is also
an approximate unit of Cn for all n. We also need to know what the intersection
A ∩ I is, and for that we need a preliminary result.
Lemma 3.9. Suppose c, β and τ are such that Fc,β(τ)(a) ≤ τ(a) for all a ∈
C0(E
0)+, then for each k ≥ 1 there is a unique positive linear functional ψk on Fk
defined by
(3.2) ψk(sµs
∗
ν) = [µ = ν]c(µ)
−βτs(µ).
Proof. Since {sµs∗ν : µ, ν ∈ E
k, s(µ) = s(ν)} is linearly independent, equa-
tion 3.2 defines a unique linear functional on span{sµs∗ν : µ, ν ∈ E
k, s(µ) = s(ν)}.
To extend to the closure, it is sufficient to prove that ψk is continuous.
If x ∈ span{sµs
∗
ν : µ, ν ∈ E
k, s(µ) = s(ν)} then
x =
∑
v∈V
∑
(µ,ν)∈Gv
avµ,νsµs
∗
ν
where V is a finite subset of E0 and Gv is a finite subset of {(µ, ν) ∈ En × En :
s(µ) = s(ν) = v}. Using the decomposition given by equation 2.1 and observing
that {sµs∗ν : (µ, ν) ∈ Gv} can be completed to generators of a matrix algebra, we
have that
‖x‖ = max
v∈V
∥∥∥∥∥∥
∑
(µ,ν)∈Gv
avµ,νsµs
∗
ν
∥∥∥∥∥∥ = maxv∈V ‖(avµ,ν)µ,ν‖
where the last norm is the matrix norm.
If Tr is the usual matrix trace we have
|ψk(x)| =
∣∣∣∣∣∣ψk

∑
v∈V
∑
(µ,ν)∈Gv
avµ,νsµs
∗
ν


∣∣∣∣∣∣ =
=
∣∣∣∣∣∣
∑
v∈V
∑
(µ,ν)∈Gv
avµ,ν [µ = ν]c(µ)
−βτs(µ)
∣∣∣∣∣∣ =
=
∣∣∣∣∣
∑
v∈V
Tr((avµ,ν)µ,νdiag(c(µ)
−βτs(µ))
∣∣∣∣∣ ≤
≤
∑
v∈V
∣∣Tr((avµ,ν)µ,νdiag(c(µ)−βτs(µ))∣∣ ≤
≤
∑
v∈V
‖(avµ,ν)µ,ν‖
∑
µ:(µ,µ)∈Gv
c(µ)−βτs(µ) ≤
lemma 3.7
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≤
∑
v∈V
‖(avµ,ν)µ,ν‖τv ≤ max
v∈V
(‖(avµ,ν)µ,ν‖)
∑
v∈V
τv =
= ‖x‖
∑
v∈V
τv ≤ ‖x‖
where the last inequality comes from the fact that τ comes from a probability
measure on a discrete space. 
Theorem 3.10. If ω is a state on C∗(E)γ satisfying (3.1) then its restriction
τ to C0(E
0) satisfies:
(K1) Fc,β(τ)(a) = τ(a) for all a ∈ span{pv : 0 < |r−1(v)| <∞},
(K2) Fc,β(τ)(a) ≤ τ(a) for all a ∈ C0(E0)+.
Conversely, if τ is a tracial state on C0(E
0) satisfying (K1) and (K2) then there is
unique state ω on C∗(E)γ satisfying (3.1). This correspondence preserves convex
combinations.
Proof. Let ω be a state on C∗(E)γ satisfying (3.1) and τ its restriction to
C0(E
0). By Remark 3.5, to establish (K1) it is sufficient to consider a = pv where
v ∈ E0 is such that 0 < |r−1(v)| <∞, and in this case
τ(pv) = ω(pv) = ω

 ∑
e∈r−1(v)
ses
∗
e

 = ∑
e∈r−1(v)
c(e)−βω(ps(e)) =
=
∑
e∈r−1(v)
c(e)−βτs(e) = Fc,β(τ)(pv).
For (K2), let a ∈ C0(E0)+ and write a =
∑
v∈E0 avpv; again, by remark 3.5 it
is sufficient to show the result for a = pv where v ∈ E0. If 0 < |r−1(v)| <∞, then
we have an equality as shown above. If |r−1(v)| = 0, then Fc,β(τ)(pv) = 0 ≤ τ(pv).
If |r−1(v)| =∞, then
Fc,β(τ)(pv) = lim
D→r−1(v)
∑
e∈D
c(e)−βτs(e) = lim
D→r−1(v)
∑
e∈D
ω(ses
∗
e) =
= lim
D→r−1(v)
∑
e∈D
ω(pvses
∗
e) ≤ ω(pv) = τ(pv).
To see the inequality above, we observe that ses
∗
e are mutually orthogonal
projections that commute with pv so that
pv −
∑
e∈D
pvses
∗
e = pv
(
1−
∑
e∈D
ses
∗
e
)
=
(
1−
∑
e∈D
ses
∗
e
)
pv
(
1−
∑
e∈D
ses
∗
e
)
≥ 0.
Now, let τ be a tracial state on C0(E
0) satisfying (K1) and (K2). We will use
Lemma 3.8 and the discussion after it. Observe that F0 = C0(E
0) and let ψ0 = τ .
For n ≥ 1, by Lemma 3.9 there exists a positive linear functional ψn on Fn defined
by
ψn(sµs
∗
ν) = [µ = ν]c(µ)
−βτs(µ).
Let us show by induction that there is a unique state ϕn on Cn such that the
restriction to Fn is ψn. For n = 1, we use Lemma 3.8 with A = C0(E
0), I = F1,
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B = C1, ϕ = τ and ψ = ψ1. By Proposition 2.12, in this case A ∩ I = span{pv :
v ∈ E0, 0 < |r−1(v)| <∞} and if pv ∈ A ∩ I then
ψ(pv) = ψ1(pv) = ψ1(svs
∗
v) = τv = τ(pv).
Using the approximate unit given by Lemma 2.10, for any v ∈ E0 we have
ψ(pv) = ψ1(pv) = lim
λ→∞
ψ1(pvuλ) = lim
D→r−1(v)
∑
e∈D
ψ1(ses
∗
e) =
= lim
D→r−1(v)
∑
e∈D
c(e)−βτs(e) = Fc,β(τ)(pv) ≤ τ(pv),
where the last inequality is exactly (K2).
Now suppose that there is a unique state ϕn on Cn such that the restriction to
Fn is ψn and let us show that this is also true for n+1. We set A = Cn, I = Fn+1,
B = Cn+1, ϕ = ϕn and ψ = ψn+1 on Lemma 3.8. By Proposition 2.12, we have
that A ∩ I = span{sµs∗ν : µ, ν ∈ E
n, s(µ) = s(ν), |µ| = |ν|, 0 < |r−1(s(µ))| < ∞}.
Let sµs
∗
ν ∈ A ∩ I. Since 0 < |r
−1(s(µ))| <∞ we have that
ψ(sµs
∗
ν) = ψn+1(sµs
∗
ν) =
∑
e∈r−1(s(µ))
ψn+1(sµes
∗
νe) =
∑
e∈r−1(s(µ))
[µe = νe]c(µe)−βτs(µe) =
=
∑
e∈r−1(s(µ))
[µ = ν]c(µ)−βc(e)−βτs(e) = [µ = ν]c(µ)
−β
∑
e∈r−1(s(µ))
c(e)−βτs(e) =
= [µ = ν]c(µ)−βFc,β(τ)(ps(µ)) = [µ = ν]c(µ)
−βτ(ps(µ)) = ψn(sµs
∗
ν) = ϕn(sµs
∗
ν).
Again, using the approximate unit given by Lemma 2.10, if sµs
∗
ν ∈ Cn, then
ψ(sµs
∗
ν) = ψn+1(sµs
∗
ν) = lim
λ→∞
ψn+1(sµs
∗
νuλ) = lim
D→r≤n+1−|ν|(s(µ))
∑
ζ∈D
ψn+1(sµζs
∗
νζ) =
= lim
D→r≤n+1−|ν|(s(ν))
∑
ζ∈D
[µζ = νζ]c(νζ)−βτs(νζ) =
= lim
D→r≤n+1−|ν|(s(ν))
∑
ζ∈D
[µ = ν]c(ν)−βc(ζ)−βτs(ζ) =
= [µ = ν]c(ν)−β lim
D→r≤n+1−|ν|(s(ν))
∑
ζ∈D
c(ζ)−βτs(ζ) ≤
≤ [µ = ν]c(ν)−βτs(ν) = ϕn(sµs
∗
ν),
where the inequality is given by Lemma 3.7, which is a consequence of (K2).
By the description of the core C∗(E)γ as an inductive limit of the Cn, we can
define a state ω as the inductive limit of ϕn. By construction, ω satisfies (3.1) and,
since each ϕn is uniquely defined by (3.1), so is ω.
Finally, it is easily seen that the correspondence built preserves convex combi-
nations by construction.

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4. Ground states
In this section, we let a function c : E1 → R∗+ be given and define a one-
parameter group of automorphisms σ as in the last section.
The following definition of a ground state will be used [?].
Definition 4.1. We say that φ is a σ-ground state if for all a, b ∈ C∗(E)a,
the entire analytic function ζ 7→ φ(aσζ(b)) is uniformly bounded in the region
{ζ ∈ C : Im(ζ) ≥ 0}, where C∗(E)a is the set of analytic elements for σ.
Proposition 4.2. If τ is a tracial state on C0(E
0) such that supp(τ) ⊆ {v ∈
E0 : v is singular} then there is a unique state φ on C∗(E) such that
(i) φ(pv) = τ(pv) for all v ∈ E
0;
(ii) φ(sµs
∗
ν) = 0 if |µ| > 0 or |ν| > 0.
Proof. First, observe that a state φ satisfying (ii) is uniquely determined by
its values on C∗(E)γ because (ii) implies that φ = φ|C∗(E)γ ◦ Φ, where Φ is the
conditional expectation given by Proposition 2.9.
Given τ as in the statement of the proposition, a state ω on C∗(E)γ can be
built in the same way as in the proof of Theorem 3.10. For each n, use Lemma 3.8
with A = Cn, B = Cn+1, I = Fn+1, ψn ≡ 0 and ϕn is given by the previous step,
where for the first step we have ϕ0 = τ . For ω = lim−→
ϕn, we have that φ = ω ◦ Φ
satisfies (i) and (ii) and is unique by construction. 
Proposition 4.3. If c is such that c(e) > 1 for all e ∈ E1, then a state φ on
C∗(E) is a σ-ground state for σ if and only if φ(sµs
∗
ν) = 0 whenever |µ| > 0 or
|ν| > 0.
Proof. If φ is a ground state then for each pair µ, ν ∈ E∗ the function ζ 7→
|φ(sµσζ(s
∗
ν))| is bounded on the upper half of the complex plane. If ζ = x+ iy then
|φ(sµσζ(s
∗
ν))| = |φ(sµc(ν)
−iζs∗ν)| = |c(ν)
y−ixφ(sµs
∗
ν)| = c(ν)
y |φ(sµs
∗
ν)|.
If |ν| > 0, we have that c(ν) > 1 and so the only possibility for the above function
to be bounded is if φ(sµs
∗
ν) = 0. It is shown analogously that if |µ| > 0 then
φ(sµs
∗
ν) = 0.
For the converse, observe that if |µ| = |ν| = 0 then |φ(sµσζ(s∗ν))| = |φ(sµs
∗
ν | ≤
1. It can be now readily verified that if φ(sµs
∗
ν) = 0 whenever |µ| > 0 or |ν| > 0
then φ is a ground state. 
Theorem 4.4. If c is such that c(e) > 1 for all e ∈ E1 then there is a bijective
correspondence, given by restriction, between σ-ground states φ and tracial states τ
on C0(E
0) such that supp(τ) ⊆ {v ∈ E0 : v is singular}.
Proof. This is an immediate consequence of Propositions 4.2 and 4.3. Just
note that if φ is a σ-ground state and v ∈ E0 is not singular then
φ(pv) = φ

 ∑
e∈r−1(v)
ses
∗
e

 = 0.

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5. Examples
In this section we give two examples with infinite graphs and study the KMS
states on the C*-algebras associated to these graphs.
Example 5.1 (The Cuntz algebra O∞). Let E
0 = {v} be any unitary set and
E1 = {en}n∈N any countably infinite set with r(en) = s(en) = v ∀n ∈ N, then
C∗(E) ∼= O∞.
If c(en) = e (Euler’s number) then we have the usual gauge action. In this
case, Fc,β(τ)(pv) = ∞ so that condition (K2) from Theorem 3.10 is not satisfied
and we have no KMS states for finite β. Since we have only one state on C0(E
0)
and v is a singular vertex, by Theorem 4.4 there exists a unique ground state.
Now if c(en) = an where an ∈ (1,∞) is such that there is β > 0 for which∑∞
n=0 a
−β
n converges, then there exists β0 > 0 such that
∑∞
n=0 a
−β
n = 1. Observing
that Fc,β(τ)(pv) =
∑∞
n=0 a
−β
n and using again the fact that there exists only one
state on C0(E
0), we conclude from Theorems 3.3 and 3.10 that there is no KMS
state for β < β0, there exists a unique KMS state for each β ≥ β0 and, as with the
gauge action, there is a unique ground state.
Example 5.2 (A graph with infinitely many sources). Let E0 = {vn}n∈N and
E1 = {en}n∈N\{0} be countably infinite sets and define r(en) = v0 and s(en) = vn
for all n ∈ N \ {0}.
Again, let an ∈ (1,∞), n ∈ N \ {0}, be such that
∑∞
n=1 a
−β
n converges for
some β > 0. For n 6= 0 we have that Fc,β(τ)(pvn) = 0 and for n = 0 we have
Fc,β(τ)(pv0 ) =
∑∞
n=1 a
−β
n τvn . Condition (K1) of Theorem 3.10 is trivially satisfied,
and for condition (K2) we need
∑∞
n=1 a
−β
n τvn ≤ τv0 .
If τv0 > 0, since 0 ≤ τvn ≤ 1 for all n there exists β0 > 0 such that
∑∞
n=1 a
−β0
n τvn =
τv0 so that (K2) is verified for all β ≥ β0 and so there are infinitely many KMS
states. And for β < β0 (K2) is not verified so that there are no KMS states.
For ground states, since all vertices are singular, we have no restriction on τv0 ;
every state τ on C0(E
0) gives a ground state on C∗(E).
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