For a C*-algebra A let M(A) denote the two-sided multipliers of A in its enveloping von Neumann algebra. A complete description of M(A) is given in the case where the spectrum of A is Hausdorff. The formula M(A 0, B) = M(A) 0, M(B) is discussed and examples are given where M(A)/A is nonsimple even though A is simple and separable. As a generalization of Tietze's Extension Theorem it is shown that a multiplier of a quotient of A is the image of an element from M(A), if A is separable. Finally, deriving algebras and thin operators and their relations to multipliers are discussed.
INTRODUCTION
When dealing with a C*-algebra A without unit it is often desirable to embed A in a larger C*-algebra with unit. The smallest such is the algebra A obtained by adjoining a unit to A, and the largest (in some sense) is A", the second dual of A (see [8, Section 121) . The embedding algebra considered in this paper is the multiplier algebra M(A) of A. In order to define M(A) we consider A as embedded in A". Then M(A) is defined as the idealizer of A in A" (i.e., the largest C*-subalgebra of A" in which A is an ideal). We refer the reader to [5] or [15] for an equivalent definition. If A were commutative, say A = C,,(X) with X a locally compact Hausdorff space, then M(A) is isomorphic to the algebra Q'(X) of all bounded continuous functions on X. If /3(X) d enotes the Stone-tech compactification of X we therefore have M(A) = C@(X)). The multiplier algebra can thus be regarded as a noncommutative algebraic counterpart of the Stone-tech compactification and this point of view will dominate the paper.
M'e begin in Section 2 by establishing a new characterization of M(A) as the set of q-continuous elements from A" together with some general properties of M(A) relative to A. In Section 3 we give a complete description of M(A) in the case where A is a C*-algebra of cross sections in a fibred space. We further show that the multiplier algebra of a tensor product is in general much larger than the tensor product of the multiplier algebras of the factors, thus answering a problem posed by S. Sakai in [29] . Section 4 is devoted to the study of the image of M(A) under various mappings of A. The main result which can be regarded as a noncommutative generalization of Tietze's Extension Theorem is that a surjective morphism between separable C*-algebras A and B extends to a surjective morphism of M(A) onto ,V(B). Finally in Section 5 we describe the relations among multipliers, thin operators and derivations from an algebra to a subalgebra. Throughout the paper A will denote a Ci-algebra, J& a von Neumann algebra and H a Hilbert space. With A" the second dual of A and A the subalgebra of A" obtained by adjoining the unit (always denoted by 1) of A" to A we let A n7 denote the self-adjoint elements of .4" which can be reached from below by increasing nets from A" (see [25] ). Likewise, A,, = -Am. A projection p in A" is called open if there is an increasing net of positive operators from A with limit p; clearly p E Am. If A is embedded as an ideal in a C*-algebra B we say that A is essential in B if B contains no nonzero ideals orthogonal to A (i.e., a is dense in B). From [2S, Proposition 2.61 we see that if A is essential in B, then B can be embedded in M(A), so that M(A) is the largest C*-algebra in which A is essential.
GENERAL PROPERTIES OF THE MULTIPLIER ALGEBRA
Keeping in mind the commutative case we note that a bounded real-valued function is continuous if and only if it is both upper and lower semicontinuous.
Generalizing this fact the second author proved in [25, Theorem 2 .51 that the self-adjoint part of M(A) equals A" n A, . For the further study of M(A) we shall need the following characterization of Am. Let Q denote the convex compact set of positive functionals 9 on A such that (/ v /I < 1. Then the self-adjoint part of A (respectively, A") can be characterized as the set of continuous (respectively, bounded) affine functions on Q vanishing at zero. LEMMA 2.1. The set Am coincides with the set of bounded u$ine functions a on Q vanishing at zero such that a + al is lower semicontinuous on Q for a suitable 01 > 0 (1 denoting the unit of A").
Proof.
If a E A" then there is a net {ui + a!$} in A such that ai + ai 7 a. The net {ai} is increasing, hence for a suitable 01 > 0 we may assume ai + o( > 0. Since ai E A it is continuous on Q and since 1 is lower semi-continuous on Q (note that 1 (p)) = jl v /I for 9 in Q) we see that a + a: is the increasing limit of a net {ui + 01~ -t !x} of lower semicontinuous functions, hence a + 01 is itself lower semicontinuous.
Conversely, if a + 01 is lower semicontinuous on Q then by [20, Corollaire] there is an increasing net (fi} of affine continuous functions on Q with limit a + 01. This shows that ai + f,(O)1 ,,TT a + CX; hence a E Am.
Q.E.D.
In [3] the first author defined a self-adjoint element in A" to be q-continuous if each open set in its spectrum corresponds to an open spectral projection. He proved in [4] that every self-adjoint element in M(A) is q-continuous and conjectured the following theorem. Proof. We need only show that if a is q-continuous in A" then aEAmnA,.
Since -a is also q-continuous it suffices to show that a E A". Now A" is a cone and contains all scalar multiplies of 1 so it suffices to show that the q-continuous element (l/2) // a II-'(a + // a 11) belongs to A", i.e., we may assume that 0 < a < 1. For fixed n let p,. denote the spectral projection of a corresponding to the open interval ]k;'n, a[, 1 < k < n. Set a IL = n-1 i p,. . k=l By assumption each p, is open, hence corresponds to a lower semicontinuous function on Q. Therefore each a, is lower semi-continuous on Q. From spectral theory we see that /I a -a, I/ < n-l, and it follows that a is lower semi-continuous on Q; hence a E Am by Lemma 2. I.
Now that we have various equivalent definitions for M(A) we turn our attention to the general properties of M(A), most of which can be established rather easily. Recall that a C*-subafgebra B of A is hereditary if 0 < a < b implies that a E B whenever b E B and a E A. Using Proposition 2.4 we obtain the following result which is essentially proved in [29] . Q.E.D.
Using this last result we can give a negative answer to a question of S. Sakai raised in [29] . The idea of the proof was suggested by the proof of Theorem 1 of [lo]. THEOREM 2.7. Let A be a F-algebra without unit which contains a strictly positive element (equivalently, A contains a countable approximate unit, see [I] ). Then M(A),'A is nonseparable.
Let B be the C*-subalgebra (commutative) generated by a strictly positive element 6 in A. If @ is the quotient map from M(A) onto M(A)/A then regarding M(B) as a subalgebra of M(A) (Proposition 2.6) we have @(M(B)) isomorphic to M(B),#A n M(B). However, if a E A n M(B) then ba E B. Then with u, = (n-l + b))lb we have u,a E B and since {un} is an approximate unit for A we conclude that a E B. Thus @(M(B)) is isomorphic to M(B)/B and it suffices to show that the latter algebra is nonseparable. Since B is separable we need only show that M(B) is nonseparable. Let X be the spectrum of b minus zero, so that B = C,(X). Then X is infinite since A has no unit. As M(B) consists of all continuous bounded functions on X, it must be nonseparable.
Remark. From [25] we see that if A is simple then M(A) is the derived algebra of A as defined by Sakai. Thus if A is simple and separable its derived algebra must be nonseparable. If (ii) holds let f be a faithful atomic state of A. Then f is faithful on M(A) by Proposition 2.3. Since M(A) is a von Neumann algebra we have a decomposition off in a normal and a singular part. It follows from [32] that the normal part off must be faithful on M(A). Thus M(A) is isomorphic to the direct sum of a countable set of type I factors, i.e., M(A) = C@ B(H,). Let x, be the central cover of B(H,) in M(A). Since A is an ideal in M(A) and A is separable we must have x,A = C(H,). It follows that A C C@ C(H,). However, using the separability of A it is easy to see that for each a in A we have I/ x,a )I --+ 0. Hence A is a dual ring.
Remark. Another proof for (i) can be found in [40] . Condition (ii) was suggested by the results in [30] .
DETERMINATION OF MULTIPLIER ALGEBRAS
In this section we show how to find M(A) for a large class of C*-algebras A. Special cases have been worked out in [5, 16 , and 351. Specifically we give a description of M(A) whenever A is a C*-algebra of continuous cross sections of a fibred space. For a detailed exposition of these algebras we refer to [ 11 and 381. Let {X, A(t)) be a fibred space with a locally compact Hausdorff base space X such that each fibre A(t), t E X is a C*-algebra. Assume that there is a family 9 of cross sections of {X, A(t)} such that (i) g forms a *-algebra under the pointwise operations;
(ii) the set 9(t) = (a(t) 1 a E Fbj is dense in A(t) for each t;
(iii) the functions t + jj a(t)\/ belong to C,,(X) for all a in g* A cross section x of {X, A(t)) is said to be continuous (with respect to 9) at t, if for each E > 0 there is a section a in 9 and a neighborhood % of t, such that I/ x(t) -a(t)11 < E for every t in @. Let A = C,(X, A(t), IF) be the set of all continuous cross sections of {X, A(t)} vanishing at infinity. Then A becomes a C*-algebra. A very important special case arises when all fibres A(t) are isomorphic to the same C*-algebra A,, . Taking in this case .9 to be all normcontinuous A,-valued functions on X vanishing at infinity we have a trivial fibred space and the resulting C*-algebra, which we denote by C,(X, A,), is isomorphic to the tensor product C,,(X) Q A,. The subscript 01 indicates that we are completing the algebraic tensor product with respect to the smallest C*-cross norm (the a-norm) although in the case where one of the factors is commutative all C*-cross norms coincide (see [31] ).
Recall from [35] that for a C*-algebra A the strict topology on M(A)
is generated by seminorms of the form where b E M(A) and a E A. We denote by M(A), the algebra M(A) with the strict topology. Returning to the case where A = C,(X, A(t), 9) we say that a bounded cross section x in the fibred space (X, M(A(t)))
is strictly continuous (with respect to F) at t, if for each E > 0 and each a in g there is an element b in 9 and a neighborhood @ of t, such that IIW -w 4t)ll + II NM4 -w))ll < E for every t in %. We denote by C"(X, M(A(t))a, 9) the set of all bounded strictly continuous cross sections in {X, M(A(t))). Since the set of all bounded cross sections in the fibred space {X, A(t)") is a von Neumann algebra it contains an isomorphic image of M(A) by Proof. Since by definition Cb(X, M(A(t))a , 9) is *-invariant, it suffices to prove that xaeA for each n in A and x in Cb(X,M(A(t)),,9). We may assume that /I x(t)/1 6 1 for all t. For t, in X and E > 0 we can find a' in 9 and a neighborhood @' oft, such that Ij u(t) -a'(t) < 4~6 for t in %'. Then by definition of strict continuity there is a b in 9 such that for all t in a smaller neighborhood @ we have IIW -b(t)) 4t>ll < um.
Thus for t in 42
and since bu' E 9, this implies that xu is continuous with respect to 9 on X. Since x is bounded xu vanishes at infinity, hence xa E A.
LEMMA 3.2. The set C"(X, M(A(t)), , 3) is a C*-algebra under pointwise operations and supremum norm.
Proof. It is clear from the definitions that the set is a *-invariant linear subspace and that it is complete in the supremum norm. Hence it suffices to prove that if x and y belong to the set then also XY E W-T J,WKt))o > =@I. BY Y s mmetry it suffices to show that for a given E > 0 and a in F there is a b in g (or just in A) such that Q.E.D.
THEOREM 3.3. P(X, LW(A(~))~, 9) = M(C,(X, A(t), F)).
Proof. From the preceding two lemmas it suffices to prove that each multiplier x corresponds uniquely to a strictly continuous cross section, For each t in X let vt denote the morphism of A onto A(t) given by ~~(a) = a(t) for each a in A. Then v1 extends uniquely to a morphism from M(A) into M(A(t)). We define a cross section i in the fibred space {X, M(A(t))) by a(t) = ql(x). Then clearly the map x -+ 2 is an injective morphism of &f(A) into the set of bounded cross sections in {X, &J(A(t))), which extends the identity map of A onto itself. We claim that 2 is strictly continuous. To prove this take t, in X and E > 0. Since by [35] Proof. From Theorem 3.3 we see that all we have to prove is that with 9 = C&X, A) the two notions of strict continuity coincide. Let x be a strictly continuous M(A)-valued function on X, and choose a in C,(X, A). Then by definition there is for each t, in X and each E > 0 a neighborhood 9 of t, such that for each t in $2. Using the triangle inequality and the boundedness of x we see that xa is continuous, so that x is a multiplier. Conversely let x be a multiplier of C,(X, A) and fix b in A. In order to prove that the function t -+ x(t)b is continuous at t, choose a function f in C,(X) with f = 1 in a neighborhood of t, . The element b . f belongs to C,(X, A), hence by assumption xb .f~ C&X, A), so that xb is continuous at t, .
Q.E.D. consists of continuous cross sections (in the sense defined above) since the field t + 1, is not necessarily continuous. However, if the field t --+ 1 1 is continuous, so that the algebra A has a unit locally, then every strictly continuous field will also be continuous. This happens for instance when A is an n-homogeneous C*-algebra (n < co) since then we have local triviality in the fibre space. Remark. Even in the case where A has only one-and two-dimensional representations it is not necessarily true that M(A) has Hausdorff spectrum. COROLLARY 3.6. Denote by c,, the space of all sequences converging to zero (i.e., cO = CO(~)) and let JZ be a von Neumann algebra. Then M(co aa Jq = 1" @ &Jr.
Proof. We may identify c0 On ~2' with C,(kJ, A), hence M(c, oLy dzq = cyfd, %A4q = P @ d4f.
Q.E.D. THEOREM 3.8. Let A and B be C*-algebras and assume that A has a countable approximate unit, but no unit, and that B is infinite dimensional. Then
WA) 0, M(B) $ M(A 0, B).
Proof. Since A has a countable approximate unit it has a strictly AKEMANN, PEDERSEN, AND TOMIYAMA positive element h (see [I] ). Let A, be the C*-subalgebra of A generated by h. Since 1 $ A the spectrum of h contains zero as a limit point. From spectral theory we can easily construct sequences {a,> and (uJ in A, satisfying the requirements of Lemma 3.7 for A.
Since B is infinite dimensional it has an infinite dimensional commutative C*-subalgebra B, by [21] (see also [4, Theorem III, 21) . Again by spectral theory we can find a sequence {b,} in B, satisfying the conditions in Lemma 3.7 for B. An application of the lemma completes the proof.
Q.E.D. Remark 2. For simple C*-algebras the multiplier algebra coincides with the derived algebra defined by S. Sakai in [28] (see the remarks following Proposition 2.6 in [25] ). Taking A = C(H) with H a separable Hilbert space and B as any infinite dimensional simple C*-algebra with unit we obtain from Theorem 3.8 a negative answer to Problem 3 in [29] . (An earlier example, which deals directly with derivations, can be found in G. A. Elliott's paper "Derivations of Matroid C*-algebras," Inventiones Math. 9, (1970), p. 267.) PROPOSITION 3.9. Let B be a simple, separable uniformly hyperfnite C*-algebra on a separable Hilbert space H such that the weak closure d of B is the factor of type II, . Then A = C(H) on B is a simple, separable C*-algebra but M(A),,A is not simple.
Proof. Let TV denote the natural trace on B(H) and let 72 be the normal faithful finite trace on J&'. The unbounded product functional 71 @ 72 extends to a faithful normal semifinite trace 7 on B(H) @ J&' (which is a factor of type 11,). If we let I be the uniform closure of the definition ideal of r, then A C I. We establish the proposition by proving that M(A) n I is strictly larger than A. To do so let {e,} be a sequence of orthogonal one-dimensional projections in C(H) with C e,m = 1 and choose an orthogonal sequence {p,> of projections from B. The sequences {e,} and {p,} satisfy the requirements of Lemma 3.7, hence with x = C e, @ p, we have
* E wcw a B)\WW)) Oa M(B) = M(A)\B(H) @a B.
However, 44 = C T&J T,(AJ = C ~2bJ < mj so that x E M(A) n I\A.
The following result is obtained in the same manner.
COROLLARY 3.10. Let ~2' be a factor of type II1 on a separable Hilbert space H, and define A = C(H) On A. Then M(A)/A is not simple.
The condition in Theorem 3.8 that A has a countable approximate unit can not be deleted. For if X is the locally compact space consisting of the countable ordinals (so that p(X) coincides with the one-point compactification), then it is easy to verify that
M(GW 0, B) = W(X)) 0, B whenever B is a C*-algebra with unit. Thus if A = C,,(X) @a B we have M(A)/A = B where B is an arbitrary C*-algebra with unit. If A is required to be simple then the class of C*-algebras of the form M(A)/A
is probably very restrictive although by [29] it includes all finite dimensional algebras and, as Proposition 3.9 shows, also a number of nonsimple, nonseparable algebras.
MAPPINGS OF THE MULTIPLIER ALGEBRA
Let r be a morphism from a C*-algebra A onto a C*-algebra B and let n also denote the extension of the morphism to a normal morphism from A" onto B". Pyoof. It suffices to show that rr(Am) 3 Bm. The kernel K of r IA is an ideal of A and there is therefore an open central projection x in A" such that K = xA" n A. It follows that B is isomorphic with (I -x)A, so that we may identify B" with (1 -x) A" and write n(a) = (1 -x)a for a in A".
Take b in B". There is then by definition a net {bi} in B such that bi 7 6. Since B" is a cone and contains the constants we may assume b < 1, and passing if necessary to a subnet we can find a constant 01 such that --01 < bi for all i. As ,(a) = B we see from spectral theory AKEMANN, PEDERSEN, AND TOMIYAMA that we can find a net {ui> in a with --01 < ai < 1 and (I -XJ) ai = bi for all i. Then if {u,\} is a net in K such that uh f X, we have 0 < 01 + ai + (1 -aJ1'%Ln(l -up f 01 + ai + x(1 -UJ =a+x+(l-x)a~.
As in Section 2 let Q denote the positive part of the unit ball of the dual of A, and identify the self-adjoint part of A with the set of continuous affine functions on Q vanishing at 0. Then the above calculation shows that 01 + x + (1 -x) ai is lower semicontinuous on Q for every i. Since the elements increase this proves that also a: + x + b is lower semicontinuous on Q. From Lemma 2.1 we conclude that 01 + x + b E A" and therefore x + b E An. However, n(x + b) = b so that z-(A") 3 Bm.
Q.E.D. elements s1 and t, in A such that n(si) = x1 , rr(tJ = yi and s1 < t, . Let {un} be a countable approximate unit for the kernel of r in 2. Set sl' = s1 + (tl -S1)l'%l(tl -sp.
Then ~(si') = xi and s1 < si' < t, . Suppose that we have chosen self-adjoint elements {sk}, {si}, and (tP} in A for 1 < K < n -1 satisfying the conditions (i) SIG < sk' < slc+i < tkfl ,< t, , if k < n -1,
(ii) IT = z-(sk') = X~ and n-(tk) = yk ,
Using [24, Proposition 51 we then choose a self-adjoint element t, with n(t,) = yn and sk-r < t, < t,-, . Then in the same way we choose s, with r(sn) = x, and sk-r < s, < t, . Set S, ' = s, + (t, -s,)1'2u,(tn -s,)1'2.
The elements s, , s,' and t, then satisfy the conditions (i), (ii), and (iii) and we can thus by induction construct sequences {sn}, (~~'1, and {tn) satisfying the conditions (i), (ii), and (iii). Therefore s, ,F s, s,' 2 s and t, L t with s in Am and t in A, . Since 7~ is normal we have T(S) = n(t) = b. Now 0 < t -s < t, -s,' = (t, -s,)1'2(1 -u,)(t, -s,)1 '2, and since ((tn -sJ~/~} converges strongly to (t -s)ljz and {I --u,> converges strongly to 1 -x, where x is the open projection which covers ker GT, we have t -s = (1 -x)(t -s). However, I/ n(a)11 = li( 1 -x)a Jj for each a in A", and since n(t) = n(s) we conclude that t = s, so that t E M(A) with n(t) = b.
If A is commutative, say A = C,,(X) with X a locally compact Hausdorff space, then a morphism of A consists of restricting the functions on X to a closed subset Y of X. Here M(A) = F(X) and M(B) = P(Y), so the previous theorem gives a proof of Tietze's Extension Theorem for locally compact, separable Hausdorff spaces. It then also becomes clear that the theorem does not hold without the assumption of separability. In fact let X be a locally compact HausdorfI space which is not normal, and consider two disjoint closed sets Yi and Y, such that the function b which is one on Y, and zero on Ys has no continuous extension to X. The restriction map of C,,(X) to C,( Yr u Y2) is surjective, and b E M(C,,( Yr u U2)), but b is not the image of a multiplier of C,(X). The above theorem gives a best approximation to b from A and generalizes the corresponding theorem with A = C(H) by Holmes and Kripke [14, p. 2571. Th us it might be considered as a contribution to non-commutative approximation theory (cf. [12] ). There are some problems when one tries to define the noncommutative analog of the relative topology on a subspace. However, we can make some progress in this direction as follows. Let p be a closed projection in A". Given a self-adjoint operator a inpA"p, we say that a is q-continuous 01z p if the spectral projections corresponding to closed subsets of the spectrum of a are closed (in A"), when the spectral projections are computed in the algebra pA"p. Remark. Although for a closed projection p the space pAp is closed in A" it need not be a C*-algebra as shown by the following example. Let A be the C*-algebra consisting of sequences of 3 x 3 matrices converging to elements of the form o1q + p(1 -q), where cx and ,8 are complex numbers and Then A" can be represented as the von Neumann algebra consisting of the direct sum of a sequence of 3 x 3 matrix algebras plus two copies of the complex numbers. Let p,, be the projection in A such that the kth component is if k < n, if k>n.
Define p = limp, . Then p is a closed projection, but pAp is not an algebra since (pqp)" 6 pAp.
DERIVING FLLGEBRAS
Let A and B be C*-algebras with A C B. We say that B is deriving for A if ab -ba E A for each a in A and b in B. We are indebted to G. A. Elliott for the short proof of the next theorem. It follows that b1 C A, and since I = I2 this implies that bI C I, so that I is an ideal of B. It is easy to see that B/I is deriving for A/I, and since the latter is commutative (so that zero is the only derivation by [7, p. 2571) th is implies that A/I is contained in the center of B/I.
Q.E.D. Hence B is a C*-algebra. If b E B and u is unitary in i@, then {u*u,u} is an approximate unit for A, and therefore /I u,ubu* -ubu*u, // = I/ u*u,ub -bu*u,u 11 -+ 0.
It follows that ubu* E B, hence M is deriving for B by Proposition 5.2.
Q.E.D. Since A is essential in M we know from [25, Proposition 2.61 that M can be injected as a C*-subalgebra of A". It follows that the net (@a -ab)(uA -u,,>) ( for fixed A) is strongly convergent to (ba -ab)(u, -1) and since the norm is strongly lower semicontinuous on A" this implies that Il(ba -ub)(u, -l)l! < E.
Since E is arbitrary and (ba -ab) uA E A this proves that ba -ab E A.
From the above we see that A contains all commutators from B, and since by Lemma 5.3 M is deriving for B, we conclude from Theorem 5.1 that B/A is contained in the center of M/A. QED.
Let M be a C*-algebra with center 2. Following [19] we say that M is weakly central if 2 separates the maximal ideals of M. From [39] we know that M is weakly central if and only if r(Z) is the center of r(M) for every morphism 7r of M. If M is a von Neumann algebra then it is weakly central by [19] , and if M has Hausdorff primitive ideal space, then M is weakly central by [39, Proposition 11. If A is an essential ideal in M, then obviously each element of 2 is thin relative to A. Therefore we have the following corollaries. Proof.
Let I be the closed ideal of A generated by the commutators from A. By Theorem 5.1 I is an ideal of M and A I is contained in the center of M/I. Since M is weakly central this implies that A C I + Z, i.e., A = I + Z, .
LEMMA 5.7 . Let p be a projection and let a be a self-adjoint operator suchthat(l-E)p<a<lforO<~<l.Seta'=p+(I-p)a(l-p). Then I/ a -a' // < 5~~1~.
Proof. We have (1 -l )p <pap <p, thus ji p -pap j/ < E. Then 11 pcz(l -p)Il < Ii pa -p I/ + E = I! p(l -a)'p 111'2 + E < 9'2 + 6.
Since we see that /I a -u' // < E + 2(&Z + l ) < 5~~'~. Proof. The net {p,} is an approximate unit for A since a closed ideal in a von Neumann algebra is generated by its projections. Therefore the set A + Z satisfies the condition in the theorem.
Suppose that lim jl p,b -bpn 11 = 0. We show that this implies that lim I/ ab -ba I/ = 0 w h en a runs through the positive part of the open unit ball of A, so that b is thin relative to A. Since M is weakly central the theorem will then follow from Corollary 5.5.
For E > 0 choose p, in A such that p 3 p, implies jl pb -bp 11 < E for all projections p in A. If a' is an element of A such that p,, < a' < 1, AKEMANN, PEDERSEN, AND TOMIYAMA then p, and a' commute. From spectral theory there is a convex combination 2 h,p, such that I/ a' -C h,p, /) < c and p, > p, (take p, corresponding to the interval [n2~~, 11, 1 < n < 2k, and set A, = 2-9. Therefore For any operator a in A with (1 -c) p, < a < 1 define a' as in Lemma 5.7. Then p, < a' < 1 and combining Lemma 5.7 with the above inequality we obtain // ~b -bu /i < 10~~'~ 11 b 11 + /j u'b -bu' 11 < 12~~'" ij b ii + E. This shows that lim 11 ab -ba /I = 0 and the theorem follows.
Corollary 5.5 is not necessarily true without the assumption that M is weakly central as shown by the following proposition. , 1) ). H owever, the operator (1, 0) is not a multiplier of A, hence Z consists only of scalar multiples of (1, 1).
We claim that the operator (1 -p, 0) in M is thin relative to A. ForifE > Oand (1 -GNP, P) G (a, b) + ~P,P> < 1, then (1 -.~)p < a + alp < I, and it follows from Lemma 5.7 that ll((a, b) + ~P,P))U -P, 0) -(1 -P, ONa> 4 + 4~9 PM = ll(a + q)(l -P) -(1 -p)(u + q)ll < lO@.
