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A Space-Efficient Probabilistic Simulation
Algorithm
Lijun Zhang
Technical University of Denmark, DTU Informatics, Denmark
Abstract. In the context of probabilistic automata, time efficient algo-
rithms for probabilistic simulations have been proposed lately. The space
complexity thereof is quadratic in the size of the transition relation, thus
space requirements often become the practical bottleneck. In this pa-
per, we exploit ideas from [6] to arrive at a space-efficient algorithm for
computing probabilistic simulations based on partition refinement. Ex-
perimental evidence is given showing that not only the space-efficiency is
improved drastically. The experiments often require orders of magnitude
less time.
1 Introduction
Probabilistic automata (PAs) are a central model for concurrent systems exhibit-
ing random phenomena. Not uncommon for concurrent system models, their ver-
ification often faces state space explosion problems. Probabilistic simulation [17]
has been introduced to compare the stepwise behaviour of states in probabilistic
automata. As in the non-probabilistic setting [13], the simulation preorder is
especially important in compositional verification and model checking on prob-
abilistic current systems.
In the non-probabilistic setting, a decision algorithm for the simulation pre-
order has been proposed in [11] with complexity O(mn) where n denotes the
number of states and m denotes the number of transitions of labelled graphs.
The space complexity is O(n2) due to the need of saving the simulation rela-
tions. Since space could become the bottleneck in many applications [8], a space
efficient algorithm has been introduced by Bustan and Grumberg [6]. With n⋄
denoting the number of simulation equivalence classes, the resulting space com-
plexity is O(n2⋄ + n log n⋄), which can be considered optimal: the first part is
needed to save the simulation preorder over the simulation equivalence classes,
and the second part is needed to save to which simulation equivalence class
a state belongs. The corresponding time complexity obtained is rather exces-
sive: O(n2n2⋄(n
2
⋄+m)). Tan and Cleaveland [18] combined the techniques in [11]
with the bisimulation minimisation algorithm [14], and achieved a better time
complexity O(m log n + mn∼), where n∼ denotes the number of bisimulation
equivalence classes. The corresponding space complexity O(m+ n2∼).
Gentilini et. al. [10] incorporated the efficient algorithm of [11] into the par-
tition refinement scheme and achieved a better time complexity O(mn2⋄) while
keeping the optimal space complexity O(n2⋄+n log n⋄). This is achieved by char-
acterising a simulation relation by a partition pair, which consists of a partition
of the set of states and a relation over the partition. Then, the simulation prob-
lem can be reduced to a generalised coarsest partition problem (GCPP), which
consists of determining the coarsest stable partition pair. The algorithm starts
with the coarsest partition pair and refines both the partition and the relation
over the partition according to stability conditions. In [16], an algorithm has
been proposed with time complexity O(mn⋄) and space complexity O(nn⋄). Re-
cently, van Glabbeek and Ploeger [20] have shown that the proofs in [10] were
flawed, but have provided a fix for the main result.
In the probabilistic setting, Baier et al. [3] introduced a polynomial decision
algorithm for simulation preorder with time complexity O((mn6+m2n3)/ log n)
and space complexity O(m2), by tailoring a network flow algorithm to the prob-
lem, embedded in an iterative refinement loop. Drastic improvements are possible
by observing that the networks on which the maximum flows are calculated, are
very similar across iterations of the refinement loop [22, 21, 23]. By adaptation of
the parametric maximum flow algorithm [9] to solve the maximum flows for the
arising sequences of similar networks, an algorithm with overall time complexity
O(m2n) and space complexity O(m2) has been introduced.
In this paper, we first discuss the smallest quotient automaton induced by
simulation preorder for PAs. Then, we discuss how to incorporate the partition
refinement scheme into the algorithm for deciding simulation preorder. As in
the non-probabilistic setting, we show first that simulation relations can also
be characterised by partition pairs, thus the problem can be reduced to GCPP.
Since in PAs, states have in general non-trivial distributions instead of single
state as successors, a new proof technique is needed for the partition refinement
scheme: In the non-probabilistic setting, edges have no labels and predecessor-
based method can be used to refine the partition. This can not be extended to
the probabilistic setting in an obvious way, since in PAs, states have successor
distributions equipped with action labels. We propose a graph based analysis
to refine the partition for PAs. As in [10], the relation over the partition is
refined according to stability conditions. We arrive at an algorithm with space
complexity O(n2⋄ + n log n⋄). Since PAs subsume labelled graphs, this can be
considered as optimal. We get, however, a rather excessive time complexity of
O(mn⋄ + m
2
⋄n
4
⋄ + m
2
∼n
2
⋄) where m∼ denotes the number of transitions in the
bisimulation quotient. Similar to algorithms for deciding simulation preorder for
PAs [23], one can use parametric maximum flow techniques to improve the time
complexity. However, more memory is then needed due to the storage of the
networks and the maximum flow values of the corresponding networks across
iterations. We show combined with parametric maximum flow techniques, our
algorithm uses time O(mn⋄ +m
2
∼n
2
⋄) and space O(m
2
⋄ + n log n⋄).
We have implemented both the space-efficient and time-efficient variants of
the partition refinement based algorithm. Experimental results show that the
space-efficient algorithm is very effective in time and memory. Comparing to the
original algorithm, not only the space-efficiency is improved drastically, often
orders of magnitude less time are required. As in [5], both regular and random
experiments show that the parametric maximum flow based implementation does
not perform better in general.
This paper is organised as follows. After introducing some notations in Sec-
tion 2 and recalling some definition in Section 3, we show in Section 4.1 that
every probabilistic automaton has a quotient automaton which is the smallest in
size, and this quotient automaton can be obtained by the simulation preorder.
In Section 5, we show that simulation relations can also be characterised by par-
tition pairs. Using this, we develop a partition refinement based algorithm for
computing the simulation preorder in Section 6. Finally, we report experimental
results in Section 7 and conclude the paper in Section 8.
2 Preliminaries
Distributions. For a set S, a distribution µ over S is a function µ : S → [0, 1]
satisfying the condition µ(S) :=
∑
s∈S µ(s) ≤ 1. The support of a distribution µ
is the set of states on which µ assumes a non-zero value, i.e. Supp(µ) = {s ∈ S |
µ(s) > 0}. The size of µ is defined by |µ| = |Supp(µ)|. The distribution µ is called
stochastic if µ(S) = 1, absorbing if µ(S) = 0. Otherwise, i.e. µ(S) ≤ 1, we say
µ is substochastic. We sometimes use an auxiliary state (not a real state) ⊥ 6∈ S
and set µ(⊥) = 1 − µ(S). If µ is not stochastic we have µ(⊥) > 0. Further, let
S⊥ denote the set S ∪ {⊥}, and let Supp⊥(µ) = Supp(µ) ∪ {⊥} if µ(⊥) > 0 and
Supp⊥(µ) = Supp(µ) otherwise. We let Dist(S) denote the set of distributions
over the set S.
Partitions. A partition of S is a set Σ which consists of pairwise disjoint subsets
of S such that S = ∪˙B∈ΣB. The elements of a partition are also referred to
as blocks. A partition Σ is finer than Σ′ if for each block Q ∈ Σ there exists a
unique block Q′ ∈ Σ′ such that Q ⊆ Q′. If Σ is finer than Σ′, the parent block of
B ∈ Σ with respect to Σ′, denoted by ParΣ′(B), is defined as the unique block
B′ ∈ Σ′ with B ⊆ B′. For s ∈ S, let [s]Σ denote the unique block in Σ containing
state s. If Σ is clear from the context, we write simply [s]. For a distribution
µ ∈ Dist(S) and a partition Σ over S, we define liftΣ(µ) ∈ Dist(Σ), the induced
lifted distribution with respect to Σ, by: liftΣ(µ)(B) =
∑
s∈B µ(s) for B ∈ Σ. In
case that the distribution µ ∈ Dist(S) is sub-stochastic, liftΣ(µ)(B) is also sub-
stochastic. For technical reasons, we let {⊥} denote the unique block containing
⊥, and let Σ⊥ denote the set Σ ∪ {{⊥}}, and we write that liftΣ(µ)({⊥}) :=
1− µ(S).
The partition Σ over S induces an equivalence relation ≡Σ defined by: s ≡Σ
s′ iff [s] = [s′]. If R is an equivalence relation, we let S/R denote the set of
equivalence classes, which can also be considered a partition of S. Let I(S) =
{(s, s) | s ∈ S} denotes the identity relation.
For a relation R ⊆ S×S′ and (s, s′) ∈ R we write also s R s′. For a preorder
R over S, we define the induced equivalence relation ≡R as the kernel defined
by: s ≡R s
′ if s R s′ and s′ R s. As a shorthand notation, we let S/R denote
the corresponding set of equivalence classes S/≡R . Moreover, we say that the
preorder R is acyclic if S/R contains only singleton sets.
3 Probabilistic Automata
In this section we recall the definition of probabilistic automata [17], weight
functions and simulation relations.
Definition 1. A probabilistic automaton (PA) is a tuple M = (S, s0, Act,P)
where S is a finite set of states, s0 ∈ S is the initial state, Act is a finite set
of actions, and P ⊆ S × Act × Dist(S) is a finite set, called the probabilistic
transition matrix.
For (s, α, µ) ∈ P, we use s
α
→ µ as a shorthand notation, and call µ an
α-successor distribution of s. Let Act(s) = {α | ∃µ : s
α
→ µ} denote the
set of actions enabled at state s. For a set of states B ⊆ S, let Act(B) =
∪s∈BAct(s). For s ∈ S and α ∈ Act(s), let Stepsα(s) = {µ ∈ Dist(S) | s
α
→ µ}
denote the set of α-successor distributions of s, moreover we let Steps(s) =
∪α∈Act(s)Stepsα(s). A state s is reachable from s0, if there exists a sequence
(s0, α0, µ0), . . . , (sk−1, αk−1, µk−1), sk with sk = s, and si
αi→ µi and µi(si+1) > 0
for i = 0, . . . , k − 1.
3.1 Weight Functions
Simulation requires that every α-successor distribution of one state has a cor-
responding α-successor distribution of the other state. The correspondence of
distributions is naturally defined with the concept of weight functions [12]. Let
S, S′ be two sets of states.
Definition 2. Let µ ∈ Dist(S), µ′ ∈ Dist(S′) and R ⊆ S×S′. A weight function
for (µ, µ′) with respect to R is a function ∆ : S⊥ × S′⊥ → [0, 1] such that
1. ∆(s, s′) > 0 implies s R s′ or s = ⊥,
2. µ(s) = ∆(s, S′⊥) for s ∈ S⊥ and
3. µ′(s′) = ∆(S⊥, s
′) for s′ ∈ S′⊥.
We write µ ⊑R µ′ if there exists a weight function for (µ, µ′) with respect to R.
Intuitively, the auxilary state ⊥ can be simulated by any state of S′. It is
easy to see that µ ⊑R µ
′ implies that µ(S) ≤ µ′(S′). For sets R1, R2 ⊆ S × S,
define R1 ◦ R2 := {(s1, s2) | ∃s ∈ S. (s1, s) ∈ R1 ∧ (s, s2) ∈ R2}. Below we give
some properties of the weight functions.
Lemma 1 ([4, 12, 2]). Let µ1, µ2, µ3 ∈ Dist(S) and R,R1, R2 ⊆ S × S, then,
1. ⊑R is reflexive, transitive if R is reflexive, transitive respectively.
2. If R is symmetric and µ, µ′ ∈ Dist(S) with µ(S) = µ′(S), then µ ⊑R µ
′ iff
µ′ ⊑R µ.
3. Assume R1 ⊆ R2, then, µ1 ⊑R1 µ2 implies that µ1 ⊑R2 µ2.
4. Assume µ1 ⊑R1 µ2 and µ2 ⊑R2 µ3, then, µ1 ⊑R µ3 where R = R1 ◦R2.
We now present a property of weight functions which states that for preorder
R, µ ⊑R µ
′ and µ′ ⊑R µ imply that µ and µ
′ agree with equivalence classes of
the kernel R ∩R−1:
Lemma 2. Let R be a preorder on a set S and µ, µ′ ∈ Dist(S). If µ ⊑R µ
′
and µ′ ⊑R µ then µ(A) = µ
′(A) for all equivalence classes A with respect to the
kernel R ∩R−1 of R.
The lemma is taken from Lemma 5.3.5 in [2], which was used to show that
bisimulation and simulation equivalence coincide for Markov decision processes.
In this paper, we shall exploit it to show the correctness of our partition refine-
ment based decision algorithm for simulations. The original proof in [2] is rather
technical which involves dcpo (directed complete partial order) in denotational
models. Below we present an alternative short proof based on the equivalence
characterisation of weight functions:
Proof. Let A1, A2, . . . be an enumeration of the equivalence classes of the kernel
R ∩R−1. Without of loss of generality, assume that A1, A2, . . . are an arbitrary
reverse topological sort with respect to R. Then, for all (s, s′) ∈ R with s ∈ Ai,
s′ ∈ Aj , it holds that i ≥ j. We define a sequence of sets Q1, Q2, . . . as follows:
Qi = ∪ij=1Aj . By construction, it holds that R(Qi) = Qi for all i, thus:
1. µ ⊑R µ
′ implies that µ(Qi) ≤ µ
′(R(Qi)) = µ
′(Qi),
2. µ′ ⊑R µ implies that µ′(Qi) ≤ µ(R(Qi)) = µ(Qi),
implying that µ(Qi) = µ
′(Qi) for all i = 1, 2, . . .. Or equivalently, it holds that
µ(A1) + . . .+µ(Ai) = µ
′(A1) + . . .+µ
′(Ai) for all i = 1, 2, . . .. It is then easy to
see that µ(Ai) = µ
′(Ai) for all i = 1, 2, . . .. ⊓⊔
From the proof it is obvious that the above lemma generalizes directly to
countable set of states. The following proposition is a direct consequence of the
lemma:
Lemma 3. Let R be a preorder on a set S and µ, µ′ ∈ Dist(S). Moreover,
assume that R is acyclic. If µ ⊑R µ
′ and µ′ ⊑R µ then µ = µ
′.
3.2 Simulation Relations
We recall first the definition of simulation relation [17] for states in the same
PA:
Definition 3. Let M = (S, s0, Act,P) be a PA. The relation R ⊆ S × S is a
simulation over M iff for all s1, s2 with s1 R s2: if s1
α
→ µ1 then there exists a
transition s2
α
→ µ2 with µ1 ⊑R µ2. We write s1 - s2 iff there exists a simulation
R over M such that s1 R s2.
We say also that s2 simulates s1 in M iff s1 - s2. The preorder - is the
coarsest simulation relation over M. If s - s′ and s′ - s, we say that they are
simulation equivalent, and write s ≃ s′.
Below we prove a simple lemma exploiting finiteness of the model. The ar-
gument will be used several times in the paper.
Lemma 4. Assume the preorder R is a simulation relation. Further, assume
that s R s1 R s2 . . . R sk R s1 with k ≥ 1, and assume that s
α
→ µ. Then,
for all i = 1, . . . , k, there exists si
α
→ µi such that µ ⊑R µi and liftS/R(µ1) =
. . . liftS/R(µk) for all i. Moreover,
1. µ ⊑R liftS/R(µ1) with respect to the quotient S/R and the relation R =
{(s,B) | B ∈ S/R ∧ ∃s
′ ∈ B.s R s′}.
2. liftS/R(µ) ⊑R liftS/R(µ1) with respect to the relation R = {(B,B
′) | B,B′ ∈
S/R ∧ ∃s ∈ B, s
′ ∈ B. s R s′}.
Proof. Since s R s1 R . . . sk R s1 R . . ., by definition of simulation relations,
there exists an infinite sequence µ1, µ2, µ3, . . . such that
– for all i = 1, . . . , k, si
α
→ µj provided that j mod k = i, and
– µ ⊑R µ1 and µi ⊑R µi+1 for all i ≥ 1.
Since we have only finite many distributions, there must exist µl, µl′ ∈
Dist(s1) with l < l
′. By Lemma 2 all distributions liftS/R(µi) with l ≤ i ≤ l
′
agree on the equivalence classes of the kernel ≡R.
To prove µ ⊑R liftS/R(µ1), we construct the function∆Σ : S⊥×Σ⊥ → [0, 1] as
follows: ∆Σ(s,B) =
∑
s′∈B ∆(s, s
′), where ∆ denotes the corresponding weight
function for µ ⊑R µ1. It is a routine check that∆Σ is the desired weight function.
The construction for the second clause is similar. ⊓⊔
Bisimulations A relation R over S is a bisimulation relation, if both R and
R−1 are simulation relations. An alternative standard way is to requre that for
s1, s2 with s1 R s2: if s1
α
→ µ1 then there exists a transition s2
α
→ µ2 with
µ1(C) = µ2(C) for all equivalence class C of R. We write s1 ∼ s2 iff there exists
a bisimulation R over M such that s1 R s2.
Simulation for PAs The simulation we have considered until now relates states
within one PA. It can be lifted to the automaton level. Intuitively,M is simulated
by M′ if the initial state of M is simulated by the initial state of M′. For
notational convenience we define the direct sum of two PAs:
Definition 4. Let M1 = (S1, s1, Act1,P1) and M2 = (S2, s2, Act2,P2) be two
PAs with disjoint set of states. The direct sum of M1 and M2, denoted by
M1 ⊕M2, is a PA (S, s1, Act,P) with S = S1 ∪ S2 as its set of states, and the
transitions are defined by P = P1 ∪P2.
The choice of the initial state is arbitrary: The direct sum is only used to
define a relation on the common state space, thus the initial state is of no interest.
Now we give the definition of simulation for PAs:
Definition 5 (Simulation for PAs). Let M1 = (S1, s1, Act1,P1) and M2 =
(S2, s2, Act2,P2) be two PAs, and let M1 ⊕M2 = (S, s1, Act,P) be their direct
sum. Then, we say that M2 simulates M1, denoted by M1 -⊕ M2, if there
exists a simulation R ⊆ S × S over M1 ⊕M2 such that s1 R s2.
If M1 -⊕ M2 and M2 -⊕ M1, we say that they are simulation equivalent,
and write M1 ≃⊕ M2.
s1
s2 s3
s4 s5 s6 s7 s8
α α
.5
β
.4 .6
β
.6 .4
β
u1
u3
u5 u6 u7 u8
α
.4 .6
β
.6 .4
β
Fig. 1. Two PAs for illustrating the simulation relations.
Example 1. LetM1 denote the PA on the left side of Figure 1, and letM2 denote
the PA on the right side. Assume that the initial state ofM1 is s1, and the initial
state ofM2 is u1. Consider states s1 and u1 in the direct sumM1⊕M2. States
s1 and u1 are not bisimilar: the state u3 is not bisimilar with state s2. However,
it holds that s1 - u1, u1 - s1: Firstly, it holds that s3 ∼ u3, which implies that
s3 - u3 and s3 - u3. Thus it holds that u1 - s1. Furthermore, s2 - u3. Thus
s1 - u1, implying that s1 ≃ u1. Since in M1 ⊕M2 it holds that s1 ≃ u1, we
have that M1 -⊕ M2, M2 -⊕ M1 and that M1 ≃⊕ M2.
4 The Quotient Automata
Let M = (S, s0, Act,P) be a PA, and consider the partition Σ over S. For
notational convenience, we use µ ∈ Dist(S) to denote a distribution over S, and
piΣ ∈ Dist(Σ) to denote a lifted distribution over the partition Σ. If the partition
Σ is clear from the context, we use pi instead of piΣ . For a set B ⊆ S, we write
– B
α
→ piΣ if there exists s ∈ B and s
α
→ µ with piΣ = liftΣ(µ),
– B
α
֌ piΣ if for all s ∈ B there exists s
α
→ µ with piΣ = liftΣ(µ).
The transition B
α
→ piΣ is also called an ∃-transition of B with respect to Σ,
and B
α
֌ piΣ is also called a ∀-transition of B with respect to Σ.
Definition 6 (∃-Quotient Automaton). Let M = (S, s0, Act,P) be a PA,
and Σ be a partition over S. The ∃-quotient automaton ∃M/Σ is the tuple
(Σ,B0, Act,P∃) where B0 is the unique block containing s0, and the transition
matrix is defined by: P∃ = {(B,α, piΣ) | B ∈ Σ ∧B
α
→ piΣ}.
Intuitively, in the ∃-quotient automaton, the set of transitions are the ∃-
transitions with respect to Σ. If no confusion arises, we use B both as a state in
the ∃-quotient automaton, and as a set of states in M.
Some notations for ∃M/Σ are in order. For s ∈ Σ and α ∈ Act(s), let
StepsΣ,α(s) = {pi ∈ Dist(Σ) | s
α
→ µ ∧ pi = liftΣ(µ)}
denote the set of lifted distributions with respect to Σ for all α-successor dis-
tributions of s. For B ∈ Σ let StepsΣ,α(B) = ∪s∈BStepsΣ,α(s). Similarly, we
define the ∀-quotient automaton:
Definition 7 (∀-Quotient Automaton). Let M = (S, s0, Act,P) be a PA,
and Σ be a partition over S. The ∀-quotient automaton ∀M/Σ is defined as
the tuple (Σ,B0, Act,P∀) where B0 is the unique block containing s0, and the
transition matrix is defined by: P∀ = {(B,α, piΣ) | B ∈ Σ ∧B
α
֌ piΣ}.
Example 2. Consider the direct sumM1⊕M2 in Example 1, and letΣ = ∪
5
i=1Bi
be a partition over S1 ∪ S2 where Bi is defined by: Bi = {si, ui} if i = 1, 3,
B2 = {s2}, B4 = {s4, s6, s8, u6, u8} and B5 = {s5, s7, u5, u7}. The ∃-quotient
automaton ∃M/Σ is the PA on the left side in Figure 1 (with the appropriate
states-renaming), and the ∀-quotient automaton ∀M/Σ is the PA on the right
side.
4.1 The Minimal Quotient Automaton
Let M = (S, s0, Act,P) be a PA. In this section we show that there exists a PA
which is simulation equivalent with M, and is the smallest in size.
In the non-probabilistic setting [6], the notion of little brothers is introduced
which states that state s1 is a little brother of s2 if they have a common prede-
cessor s3, and s2 simulates s1 but not the other way around. Recall - denotes
the simulation preorder of M. We lift the notion of little brothers to PAs:
Definition 8. Let s ∈ S be a state, and let α ∈ Act(s) be an enabled action out
of s. For two distributions µ, µ′ ∈ Stepsα(s), we say that µ is a little brother of
µ′ if it holds that µ ⊑- µ
′ and µ′ 6⊑- µ.
Intuitively, µ is a little brother of µ′ if there exists a state s and an action
α, such that they both are α-successor distributions of s, and that there exists
a weight function for (µ, µ′) with respect to - but not the other way around.
Example 3. Consider the PA depicted on the left part of Figure 2. Assume that
s1 is the initial state. Let µ1 and µ2 denote the left and right α-successor distri-
butions of s1 respectively. By Definition 8, µ1 is a little brother of µ2.
s1
s2 s3
s4 s5 s6 s7 s8
α α
.5
β
.4 .6
β
.6 .4
β
s′1
s′2 s
′
3
s′4 s
′
5 s
′
6 s
′
7 s
′
8
α
.5
β
.4 .6
β
.6 .4
β
Fig. 2. A PA M (on the left side) and the PA M′ obtained by eliminating the little
brothers (on the right side).
In the following we show that by eliminating the little brothers from each
state s ∈ S in a PA we get a simulation equivalent PA. We let the set S′ denote
a copy s′ ∈ S′ of each state s ∈ S where S′ = {s′ | s ∈ S}. For µ ∈ Dist(S), let
µ′ denote the distribution in Dist(S′) such that µ′(s′) = µ(s) for all s ∈ S. The
PA M′ = (S′, s′0, Act,P
′), obtained from M by eliminating little brothers, is
defined by: P′ ⊆ P such that if (s, α, µ) ∈ P and µ is not a little brother implies
that (s′, α, µ′) ∈ P′.
Lemma 5. Let M be a PA. We consider M′ which is the PA obtained from M
by eliminating all little brothers. Then, M≃⊕ M′.
Proof. Let M = (S, s0, Act,P), and let M′ = (S′, s′0, Act,P
′) denote the ob-
tained PA by eliminating little brothers of M. Let ≃ and - denote the simula-
tion equivalence and simulation preorder respectively, in the direct sumM⊕M′.
It is sufficient to show that s0 ≃ s′0.
We first show that R = {(s1, s′2) ∈ S × S
′ | s1 -M s2} is a simulation
relation over M⊕M′. Let (s1, s
′
2) ∈ R. Thus s1 -M s2. Let α ∈ Act(s1) and
let s1
α
→ µ1. We consider two cases. In the first case, assume that there is µ2
such that s1
α
→ µ2, and µ1 is a little brother of µ2. Without loss of generality,
assume that µ2 is not a little brother of any other α-distribution of s1. Thus,
we have that s′
α
→ µ′2 where µ
′
2(s
′) = µ2(s) for all s ∈ S. Obviously, it holds
that µ2 ⊑R µ′2: the weight function can be defined by ∆(s, s
′) = µ2(s) for all
s ∈ S⊥. Since µ1 is a little brother of µ2, it holds that µ1 ⊑-M µ2. By definition
of R it holds that -M ◦ R ⊆ R. Lemma 1 implies that µ1 ⊑-M◦R µ
′
2, and
moreover µ1 ⊑R µ′2. The other case, namely if µ1 is not a little brother of any
other distributions, can be shown similarly. Thus R is a simulation relation over
M⊕M′. Since s0 -M s0, we have that (s0, s
′
0) ∈ R, implying that s0 - s
′
0.
We show the other direction. By assumption M′ is obtained by eliminating
little brothers from M. We consider the relation R = {(s′, s) ∈ S′ × S | s ∈ S}.
Since for each s′
α
→ µ′, there exists s
α
→ µ with µ(s) = µ′(s′) for all s ∈ S.
µ′ ⊑R µ holds with the weight function ∆ defined by: ∆(s
′, s) = µ(s) for all
s ∈ S⊥, implying that R is a simulation relation overM⊕M
′. Since (s′0, s0) ∈ R,
we conclude that s′0 - s0. ⊓⊔
Note that the preorder - on S induces the simulation equivalence relation ≃.
The following lemma states that M and its ∀-quotient automaton with respect
to ≃ are simulation equivalent.
Lemma 6. Given a PA M, the equivalence relation ≃M over M induces a
partition of S defined by: Σ = {{s′ | s′ ∈ S ∧ s ≃M s′} | s ∈ S}. Then, M,
∃M/Σ and ∀M/Σ are pairwise simulation equivalent.
Proof. We first prove M -⊕ ∀M/Σ . Let M = (S, s0, Act,P), and ∀M/Σ =
(Σ,B0, Act,P∀) the ∀-quotient automaton. Let ≃ and - denote the simulation
equivalence and simulation preorder respectively, in the direct sumM⊕∀M/Σ .
It is sufficient to show s0 - B0 in the direct sum. Let the relation R ⊆ S × Σ
defined as follows: R = {(s,B) | s ∈ S∧B ∈ Σ∧∃s′ ∈ B.s -M s
′}. We first show
that R is a simulation relation overM⊕∀M/Σ . Let (s,B) ∈ R, and assume that
s
α
→ µ. Let B = {b1, . . . , bk}, and assume withut loss of generality that s -M b1.
Then, it holds that s -M b1 ≃M b2 . . . ≃M bk. By Lemma 4, that there exists
B
α
֌ piΣ such that µ ⊑R piΣ . By definition of simulation (cf. Definition 3) and
definition of ∀-quotient automaton (cf. Definition 7), R is a simulation relation.
By definition of R it holds that (s0, B0) ∈ R, thus s0 - B0.
The direction ∃M/Σ -⊕ M can be shown in a similar way. Moreover, the
direction ∀M/Σ -⊕ ∃M/Σ is easy since P∀ ⊆ P∃. Thus M, its ∀-quotient
automaton, and its ∃-quotient automaton are pairwise simulation equivalent.
⊓⊔
As in [7], we say that a PA M is reduced, if all states are reachable from the
initial states, there are neither simulation equivalent states, nor little brothers
in the model:
Definition 9 (Reduced PA). A PAM = (S, s0, Act,P) is reduced if (i) there
are no simulation equivalence states, (ii) all state s ∈ S can be reached from s0,
(iii) for all state s and α-distributions µ1, µ2 of s, µ1 is not a little brother of µ2
For a PAM, we let m =
∑
s∈S
∑
α∈Act(s)
∑
µ∈Stepsα(s)
|µ| denote the size of
the transitions. The following lemma states that the reduced PA is the smallest
among those PAs which are simulation equivalent to it.
Lemma 7. Let M = (S, s0, Act,P) be a PA which is reduced, and let M
′ =
(S′, s′0, Act,P
′) be any other PA which is simulation equivalent with M. Then,
|S| ≤ |S′|, and m ≤ m′ where m,m′ are the size of transitions of M and M′
respectively.
Proof. Let ≃ and - denote the simulation equivalence and simulation preorder
respectively, in the direct sum M⊕M′. Let s ∈ S, we show that there exists a
state s′ ∈ S′ with s ≃ s′. By assumption s is reachable from s0, i.e., there exists
a sequence (s0, α0, µ0), . . . , (sk−1, αk−1, µk−1), sk with sk = s, and si
αi→ µi and
µi(si+1) > 0 for i = 0, . . . , k− 1. It is sufficient to show, by induction on i, there
exists s′i for i = 1, . . . , k such that si ≃ s
′
i.
– By assumption it holds that M ≃⊕ M
′, which implies that s0 ≃ s
′
0. Thus
the base case i = 0 holds.
– For the induction step: assume that si ≃ s′i for i ≤ k − 1. This implies that
si - s
′
i and s
′
i - si. Since si
αi→ µi, there exists s′i
αi→ µ′i such that µi ⊑- µ
′
i.
Then, s′i - si implies also that there must exist si
αi→ µ′′i such that µ
′
i ⊑- µ
′′
i .
Since - is transitive, by Lemma 1, we have that µi ⊑- µ
′′
i . Observe thatM is
reduced and there are no little brothers in it, thus it must hold that µi = µ
′′
i .
Since - is a preorder, applying Lemma 2, it holds that µi(A) = µ
′
i(A) for
all simulation equivalence class A of ≃. Let A = [si+1]≃, thus it holds that
si+1 ∈ [si+1]≃. Then, µi(si+1) > 0 implies that µ′i([si+1]≃) > 0, thus there
must exist s′ ∈ [si+1]≃ with s
′ ∈ S′ and si+1 ≃ s
′.
Assume that |S| > |S′| for the sake of contradiction. Then, there must be
at least two states s1, s2 ∈ S such that there is s′ ∈ S′ such that s1 ≃ s′ and
s2 ≃ s
′. By the transitivity of ≃ we have that s1 ≃ s2 which is a contradiction
becauseM is reduced, and no two states are simulation equivalent. Thus it must
hold that |S| ≤ |S′|.
Now we show that m ≤ m′. Take an arbitrary state s ∈ S, α ∈ Act(s), and
let s′ ∈ S′ such that s ≃ s′. Exploiting argument above, it is sufficient to show
that
∑
µ∈Stepsα(s)
|µ| ≤
∑
µ′∈Stepsα(s′)
|µ′|. Let µ ∈ Stepsα(s), then there must
exist µ′ ∈ Stepsα(s
′) with µ ⊑- µ
′ and µ′ ⊑- µ (as there are no little brothers
in M). It holds thus that µ(A) = µ′(A) for all simulation equivalence class A
of the kernel ≃. Observe that each such equivalence class A contains at most a
single state in M as it is reduced, thus |µ| ≤ |µ′|. It is then also easy to see that
for two different α-successor distributions µ1 and µ2 of Stepsα(s), there must
exist two α-successor distributions µ′1 and µ
′
2 with µi ⊑- µ
′
i and µ
′
i ⊑- µi for
i = 1, 2. Moreover, µ′1 and µ2 must be different sinceM is reduced, proving that
m ≤ m′. ⊓⊔
The lemma suggests, as in the non-probabilistic setting [6], the following pro-
cedure to get the the minimal automaton which is simulation equivalent to M:
construct the ∀-quotient automaton, pruning little brothers, and then removing
all unreachable states. Thus, to construct the minimal quotient automaton for
M, the central problem is to decide the construct the ∀-quotient automaton.
4.2 Safety and Liveness Properties
For PAs, simulation equivalence is strictly coarser than bisimulation. We briefly
discuss which classes of properties are preserved by simulation quotient au-
tomata. Simulation is known to preserve the safe fragment of PCTL [17]: If
M1 -M2, then if M2 satisfies a safety formula Φ, then M1 satisfies Φ as well.
There is a duality between safety and liveness fragments of PCTL formulas,
thus the above statement is equvalent to: If M1 -M2, then if M1 satisfies a
liveness formula Φ, then M2 satisfies Φ as well. Given a PA M, by Lemma 6,
the ∀-quotient automaton ∀M/- are simulation equivalent to M. Thus, both
safe and liveness fragments of PCTL properties are preserved by the minimal
quotient automaton.
5 Simulation Characterised by Partition Pairs
In the non-probabilistic setting, the simulation preorder for unlabelled graph is
characterised by partition pairs [6, 10] which consist of a partition of the state
space and a binary relation over the partition. Then, a partition refinement
approach is introduced based on partition pairs. In this section, we adapt the
notion of partition pairs to PAs, and then we show that we can characterise
simulation relations for PAs by partition pairs. This is the basis for the partition
refinement approach which will be introduced in the next section.
5.1 Partition Pairs
We fix a PA M = (S, s0, Act,P). First we present the definition of partition
pairs.
Definition 10 (Partition Pair). A partition pair over S is a pair 〈Σ,Γ〉 where
Σ is a partition of S, and Γ ⊆ Σ ×Σ is a reflexive relation over Σ.
We also call Γ the partition relation. Let PP denote the set of all partition
pairs over S. For 〈Σ,Γ〉 ∈ PP and B,B′ ∈ Σ, we also write also BΓB′ if
(B,B′) ∈ Γ . A partition pair induces a binary relation on S as follows:
Definition 11 (Induced Relation). The partition pair 〈Σ,Γ〉 ∈ PP induces
the binary relation on S by: -〈Σ,Γ〉= {(s, s
′) | [s]Γ [s′]}.
Let 〈Σ,Γ〉, 〈Σ′, Γ ′〉 ∈ PP . If Σ if finer than Σ′, and -〈Σ,Γ〉⊆-〈Σ′,Γ ′〉 holds,
we say that Γ is finer than Γ ′. Now we introduce a partial order on PP :
Definition 12 (Partial Order). We define an order ⋉ ⊆ PP ×PP as follows:
〈Σ,Γ〉⋉ 〈Σ′, Γ ′〉 if Σ is finer than Σ′ and Γ is finer than Γ ′.
If 〈Σ,Γ〉⋉ 〈Σ′, Γ ′〉 we say 〈Σ,Γ〉 is finer than 〈Σ′, Γ ′〉. Obviously the defined re-
lation is a partial order: ⋉ satisfies the reflexivity, antisymmetry and transitivity
conditions. Now we introduce the stability of partition pairs.
Definition 13 (Stable Partition Pairs). A partition pair 〈Σ,Γ〉 ∈ PP is
stable if for each BΓB′ and B
α
→ piΣ, there exists B
′
α
֌ pi′Σ such that piΣ ⊑Γ pi
′
Σ.
The stable condition in the above definition is illustrated in Figure 3, where
an ∃-transition starts from some state inside the block B and is labelled with
∃, and a ∀-transition starts from the block B and is labelled with ∀. Now we
consider an example.
Example 4. Consider the direct sum M1 ⊕M2 in Example 1, and consider the
partition pair 〈Σ1, Γ1〉 defined by:Σ1 = {B1, B4, B5} withB1 = {s1, u1, s2, s3, u3},
B4 = {s4, s6, s8, u6, u8} and B5 = {s5, s7, u5, u7}, Γ1 is I(Σ), i.e., the identical
relation over Σ. This partition pair is not stable: consider the partition relation
(B1, B1), and the transition B1
α
→ µ with µ(s2) = 1 and 0 otherwise. Since states
⊑Γpi
∀∃
B B′
pi′
Fig. 3. A figure for illustrating the stable condition for partition pairs. An ∃-transition
starts from some state inside the block B and is labelled with ∃. Similarly, a ∀-transition
starts from the block B and is labelled with ∀.
s2, s3, u3 have no α-successor distributions, there does not exist the required ∀-
transition out of B1, thus the condition in Definition 13 is violated.
Consider another partition pair 〈Σ2, Γ2〉 with Σ2 = ∪
5
i=1Bi be a partition
over S1 ∪ S2 where Bi is defined by: B2 = {s2}, Bi = {si, ui} if i = 1, 3, B4,
B5 defined as above. The partition relation Γ2 is the identical relation with an
additional pair (B2, B3). It is easy to check that this partition pair is stable.
5.2 Simulations and Partition Pairs
In this subsection we discuss the relation between simulations and partition
pairs. In the lemma below we discuss the direction from a stable partition pair
to simulation relation.
Lemma 8 (Induced Simulation Preorder). Let 〈Σ,Γ〉 be a stable partition
pair. Then, the induced relation -〈Σ,Γ〉 is a simulation relation.
Proof. Let R := -〈Σ,Γ〉. For (s, s
′) ∈ R, by definition of -〈Σ,Γ〉, we have that
([s]Σ , [s
′]Σ) ∈ Γ . Let s
α
→ µ with µ ∈ Dist(S). We show that there exists s′
α
→ µ′
and µ ⊑R µ
′. We observe that s
α
→ µ implies that [s]Σ
α
→ piΣ with piΣ = liftΣ(µ).
Since 〈Σ,Γ〉 is a stable partition pair, there exists a distribution pi′Σ ∈ Dist(Σ)
such that [s′]Σ
α
֌ pi′Σ and piΣ ⊑Γ pi
′
Σ . Let s
′ α→ µ′ with pi′Σ = liftΣ(µ
′), and let
∆Γ denote the corresponding weight function for (piΣ , pi
′
Σ) with respect to Γ .
In the following we construct a weight function ∆ for (µ, µ′) with respect
to R. For this purpose we first introduce some variables. For each s ∈ S⊥,
we introduce two variables xs and x
′
s which are initialised by: xs = µ(s) and
x′s = µ
′(s). For (B,B′) ∈ Γ , we introduce a variable xB,B′ which is initialised
to ∆Γ (B,B
′). By definition, it holds that liftΣ(µ)(B) =
∑
s∈B xs and that
liftΣ(µ
′)(B) =
∑
s′∈B x
′
s′ . Since liftΣ(µ) ⊑R liftΣ(µ
′), after initialisation, it
holds that:
∑
B∈Σ⊥
∑
s∈B
xs =
∑
B∈Σ⊥
∑
B′∈Σ⊥
xB,B′ =
∑
B′∈Σ⊥
∑
B∈Σ⊥
xB,B′ =
∑
B′∈Σ⊥
∑
s′∈B
x′s′ (1)
The function ∆ : S⊥×S⊥ → [0, 1] is defined as follows. If there exists xB,B′ > 0,
we perform the operation discharge:
1. let s ∈ B such that xs > 0, let s
′ ∈ B′ such that x′s′ > 0,
2. define ∆(s, s′) = min{xs, xB,B′ , x′s′},
3. update the variables by: xs = xs − ∆(s, s
′), xB,B′ = xB,B′ − ∆(s, s
′) and
x′s′ = x
′
s′ −∆(s, s
′).
Observe that the above operation preserves Equation 1: since at step 3 each of
the term is decreased by the value∆(s, s′). After one discharge operation at least
one variable becomes 0, thus the operation can be applied at most 2|S| + |S|2
times after which all of the variables are 0, and we obtain the function ∆. Now
we show that the constructed ∆ is the desired weight function. By construction,
∆(s, s′) > 0 implies that xB,B′ > 0 with s ∈ B and s
′ ∈ Σ. This implies that
(B,B′) ∈ Γ . By definition of the relation R we have that (s, s′) ∈ R, thus the
first condition of weight function conditions holds. Let s ∈ S⊥. If µ(s) = 0,
the variable xs is initialised to 0. And in discharge operation only weights are
assigned to pair (s, s′) with xs > 0, thus we have ∆(s, S) = 0. Now assume that
µ(s) > 0. In this case we show that the following invariant holds during the
discharge operations:
µ(s) =
∑
s′∈S⊥
∆(s, s′) + xs
Before any discharge operations, both side of the equation is µ(s). Assume
that at some discharge operation the variable xs is decreased (otherwise the
right side of the equation does not change) by the amount of ∆(s, s′) for some
s′ ∈ S⊥. Observe that before this discharge operation it holds that ∆(s, s
′) = 0
(otherwise one of the variables xs, xB,B′ , x
′
s′ must be 0 which is not possible).
Moreover, the decreased amount ∆(s, s′) is exactly the new weight assigned to
the pair (s, s′). Thus the right side of the equation does not change. At the
end if no discharge operations are available anymore, we have that xs = 0,
in which case we have µ(s) =
∑
s′∈S⊥
∆(s, s′). Thus the second condition of
the weight function definition holds at the end. The third condition of weight
function conditions is symmetric to the second one, and can be shown similarly.
⊓⊔
In Example 4, the induced simulation relation of the stable partition pair
〈Σ2, Γ2〉 is a simulation relation -. In the following we give the definition that
a set of states is stable with respect to a partition pair:
Definition 14. Let 〈Σ,Γ〉 be a partition pair and let B ∈ Σ. Assume that
Q ⊆ B. We say that Q is stable with respect to 〈Σ,Γ〉 if Q
α
→ piΣ implies that
there exists Q
α
֌ pi′Σ such that piΣ ⊑Γ pi
′
Σ.
∀pi pi′⊑Γ
B
Q
∃
Fig. 4. A figure for illustrating the stable condition for a subset of states of B. An
∃-transition starts from some state inside the set Q and is labelled with ∃. Similarly, a
∀-transition starts from the set Q and is labelled with ∀.
Figure 4 illustrates the stable condition for a set of states in the previous
definition. Assume that Σ′ is a refinement of Σ. Then, we say that Σ′ is stable
with respect to 〈Σ,Γ〉 if each B ∈ Σ′ is stable with respect to 〈Σ,Γ〉.
The following lemma states that if R is a preorder and a simulation relation,
the image of it is an element of PP⋄
sta
:
Lemma 9. Let the preorder R be a simulation relation, and let the relation
ΓR ⊆ S/R × S/R defined by: (B,B
′) ∈ ΓR iff (s, s
′) ∈ R for all s ∈ B, s′ ∈ B′.
Then, (S/R, ΓR) is a stable partition pair, and ΓR is a preorder.
Proof. We first show that (S/R, ΓR) is stable. Let (B,B
′) ∈ ΓR and let B
α
→ pi
with pi ∈ Dist(S/R), thus there exists s ∈ B with s
α
→ µ and pi = liftS/R(µ). It
is sufficient to show that there exists B′
α
֌ pi′ with pi′ ∈ Dist(S/R) satisfying
pi ⊑ΓR pi
′. Let B′ = {s1, . . . , sn}. Since (B,B
′) ∈ ΓR, we have that s R s1 R
s2 . . . R sn R s1. Applying Lemma 4, there exists B
′
α
֌ pi′ with pi ⊑ΓR pi
′.
Thus, (S/R, ΓR) is stable. The fact that R is a preorder implies that ΓR is also
a preorder. ⊓⊔
Recall that - is the largest simulation preorder in M. We use 〈Σ⋄, Γ ⋄〉 to
denote the partition pair as derived in Lemma 9. Thus, - can be obtained via
computing 〈Σ⋄, Γ ⋄〉. In the following lemma we show that 〈Σ⋄, Γ ⋄〉 is the unique,
maximal element of the set of all stable partition pairs:
Theorem 1 (Unique, Maximal Element). The partition pair 〈Σ⋄, Γ ⋄〉 is
the unique, maximal element of the set of all stable partition pairs.
Proof. By Lemma 9, the partition pair 〈Σ⋄, Γ ⋄〉 is stable. Let 〈Σ,Γ〉 be an
arbitrary stable partition pair. By Lemma 8, -〈Σ,Γ〉 is a simulation relation,
thus we have -〈Σ,Γ〉 ⊆ - = -〈Σ⋄,Γ⋄〉. Thus, 〈Σ,Γ〉 ⋉ 〈Σ
⋄, Γ ⋄〉 must hold, as
otherwise we could find pair of states (s, s′) with s -〈Σ,Γ〉 s
′ but s 6- s′. To
prove the uniqueness, let 〈Σ∗, Γ∗〉 be another maximal element of stable partition
pairs. Thus we have that 〈Σ∗, Γ∗〉 ⋉ 〈Σ
⋄, Γ ⋄〉 and 〈Σ⋄, Γ ⋄〉 ⋉ 〈Σ∗, Γ∗〉. Hence,
〈Σ∗, Γ∗〉 = 〈Σ
⋄, Γ ⋄〉 as the relation ⋉ is antisymmetric. ⊓⊔
Thus, to determine the simulation preorder -, it is sufficient to compute
the partition pair 〈Σ⋄, Γ ⋄〉. As in [10] we refer to it as the generalised coarsest
partition problem (GCPP).
6 Solving the GCPP
In this section we propose an algorithm for solving the GCPP, i.e., computing
the partition pair 〈Σ⋄, Γ ⋄〉 based on the partition refinement strategy. The idea
is that we start with the partition pair 〈Σ0, Γ0〉 which is coarser than 〈Σ
⋄, Γ ⋄〉,
and refine it with respect to the stability conditions. The Algorithm SimQuo is
presented in Algorithm 5. As an initial partition pair we take
Σ0 = {{s
′ ∈ S | Act(s) = Act(s′)} | s ∈ S}.
Intuitively, states with the same enabled actions are put in the the same initial
block. The initial partition relation is defined by:
Γ0 = {(B,B
′) ∈ Σ0 ×Σ0 | Act(B) ⊆ Act(B
′)}.
In lines 5–15 of the algorithm, a finite sequence of partition pairs 〈Σi, Γi〉 with
i = 0, 1, . . . , l is generated. We will show that it satisfies the following properties:
– Γi is acyclic for i = 0, 1, . . . , l,
– 〈Σi, Γi〉 is coarser than 〈Σ
⋄, Γ ⋄〉 for i = 0, 1, . . . , l,
– 〈Σi+1, Γi+1〉 is finer than 〈Σi, Γi〉 for i = 0, 1, . . . , l − 1,
– 〈Σl, Γl〉 = 〈Σ
⋄, Γ ⋄〉.
The core task consists of how to refine the partition pair 〈Σi, Γi〉 satisfying the
above conditions.
In the non-probabilistic setting, a space-efficient algorithm [10] is proposed
for a directed graph G = (V,E). A refinement operator1 was used to generate the
partition pair 〈Σi+1, Γi+1〉 from 〈Σi, Γi〉 satisfying all of the properties mentioned
above. The refinement of blocks works as follows. For each block B ∈ Σi let
E−1(B) = {s ∈ V | ∃s′ ∈ B.(s, s′) ∈ E}
denote the set of predecessors of states in B. Then, using B′ as a splitter, B
is split into two part: B1 = B ∩ E−1(B′) and B2 = B \ B1. The predecessor
1 The refinement operator must guarantee that the refined partition relation Γi+1 must
be acyclic. Recently, van Glabbeek and Ploeger [20] have shown that the operator
in [10] was flawed, and provided a non-trivial fix for the operator.
1: i← 0
2: Σ0 = {{s
′ ∈ S | Act(s) = Act(s′)} | s ∈ S}
3: Γ0 ← {(B,B
′) ∈ Σ0 ×Σ0 | Act(B) ⊆ Act(B
′)}
4: repeat
5: Σi+1 ← ∅, Γi+1 ← ∅
6: for all B ∈ Σi do
7: Σi+1 ← Σi+1 ∪ Split(B,Σi)
8: Γi+1 ← {(Q,Q
′) ∈ Σi+1 × Σi+1 | ParΣi(Q) 6= ParΣi(Q
′) ∧ (ParΣi(Q),
ParΣi(Q
′)) ∈ Γi or ParΣi(Q) = ParΣi(Q
′) ∧ Reach(Q,Q′)}
9: Construct the ∃-quotient automaton ∃M/Σi+1
10: repeat
11: for all (Q,Q′) ∈ Γi+1 do
12: if not (∀Q
α
֌ piΣi+1 ⇒ ∃Q
′ α→ pi′Σi+1 ∧ piΣi+1 ⊑Γi+1 pi
′
Σi+1
) then
13: Γi+1 ← Γi+1 \ {(Q,Q
′)}
14: until Γi+1 does not change
15: i++
16: until 〈Σi, Γi〉 = 〈Σi−1, Γi−1〉
Fig. 5. Quotient algorithm SimQuo(M) to decide 〈Σ⋄, Γ ⋄〉 over M.
based method for splitting blocks, however, cannot be applied to the probabilistic
setting directly. The reason is that in PAs states have successor distributions
instead of a single successor state. Moreover, the checking of the correspondence
between distributions used for simulation involves weight functions which require
additional attention. We propose a graph based analysis to refine the partition
(lines 5–7) in Subsection 6.1. Then, we discuss how to refine the partition relation
(lines 8–15) in Subsection 6.2.
6.1 Refinement of the Partition
Consider the partition pair 〈Σi, Γi〉 ∈ PP with 〈Σ⋄, Γ ⋄〉 ⋉ 〈Σi, Γi〉. The refine-
ment operator Split consists of finding a finer partition Σi+1 which is stable
with respect to 〈Σi, Γ
∗
i 〉. For B ∈ Σi, Split(B,Σi) = {Q1, . . . , Qk} is a partition
over B such that for all Qi it should hold: if Qi
α
→ piΣi , there exists Qi
α
֌ pi′Σi
such that piΣi ⊑Γ∗i pi
′
Σi
(cf. Definition 14). To construct this partition, we first
construct the exists-quotient automaton ∃M/Σi , and then start with the follow-
ing partition of B:
VB = {{s
′ ∈ S | ∀α ∈ Act(s). StepsΣi,α(s) = StepsΣi,α(s
′)} | s ∈ S} (2)
By the construction of the set VB , the ∀-transitions and ∃-transitions of
Q ∈ VB with respect to the partition Σi coincide, i.e., Q
α
֌ piΣi if and only if
Q
α
→ piΣi . The partition VB is finer than the partition for B we are searching
for. We construct now a graph GB = (VB , EB) for the block B, in which for
Q,Q′ ∈ VB , we add the edge (Q,Q
′) ∈ EB if the following condition holds:
∀piΣi ∈ StepsΣi,α(Q). ∃pi
′
Σi ∈ StepsΣi,α(Q
′). piΣi ⊑Γi pi
′
Σi (3)
The above condition is checked in the ∃-quotient automaton with respect
to the partition Σi. The condition piΣi ⊑Γi pi
′
Σi
can be checked via maximum
flow computations [3]. We obtain the partition Split(B,Σi) by constructing the
maximal strongly connected components (SCCs) of GB . Let Split(B,Σi) denote
the partition for B obtained by contracting the SCCs of GB :
Split(B,Σi) = {∪X∈CX | C is an SCC of GB} (4)
Moreover, as in Algorithm SimQuo, let Σi+1 = ∪B∈ΣiSplit(B,Σi). First,
it is obvious to see that the initial partition relation is coarser than Γ ⋄:
Lemma 10. Let Σ0 and Γ0 as defined above. It holds that 〈Σ
⋄, Γ ⋄〉⋉ 〈Σ0, Γ0〉.
Now we present a technical lemma stating that a weight function in a finer
partition pair can be lifted to a weight function in a coarser partition pair:
Lemma 11. Let 〈Σ,Γ〉 ∈ PP with 〈Σ⋄, Γ ⋄〉 ⋉ 〈Σ,Γ〉. Then, µ ⊑- µ
′ implies
that liftΣ(µ) ⊑Γ liftΣ(µ
′).
Proof. Assume that µ ⊑- µ
′ and let∆ denote the corresponding weight function.
We define ∆Σ : Σ⊥ × Σ⊥ → [0, 1] by: ∆Σ(B,B
′) =
∑
s∈B
∑
s′∈B′ ∆(s, s
′).
Assume that ∆Σ(B,B
′) > 0 and assume that B 6= ⊥. There must exist s ∈
B, s′ ∈ B′ with∆(s, s′) > 0 which implies that s - s′. It holds that - = -〈Σ⋄,Γ⋄〉
⊆ -〈Σ,Γ〉. By the definition of -〈Σ⋄,Γ⋄〉 and -〈Σ,Γ〉, it holds that BΓB
′. Thus
the first condition of weight function holds. It is a routine to verify the other
conditions that ∆Σ is a weight function for (liftΣ(µ), liftΣ(µ
′)) with respect to
Γ . ⊓⊔
The following lemma shows that the obtained partition Σi+1 is coarser than
Σ⋄.
Lemma 12. For all i ≥ 0, it holds that: Σi+1 is finer than Σi. Moreover, Σ
⋄
is finer than Σi.
Proof. Since Σi+1 is obtained from Σi by refining blocks in Σi, it is finer than
Σi for all i ≥ 0. Now we show that Σ⋄ is finer than Σi by induction on i.
The basis follows directly from Lemma 10. For the induction step assume that
the statement holds for i. By induction hypothesis, there exists B ∈ Σi with
s, s′ ∈ B. It is sufficient to show that for all s, s′ ∈ S with s ≃ s′ there exists
Q ∈ Σi+1 with s, s
′ ∈ Q.
If it holds that StepsΣi,α(s) = StepsΣi,α(s
′) for all α ∈ Act(s), they must be-
long to a sub-block of B by construction of the graph GB . Assume the other case
that StepsΣi,α(s) 6= StepsΣi,α(s
′) for some α ∈ Act(s). In this case, there exists
Q,Q′ ∈ VB with Q 6= Q′ and s ∈ Q, s′ ∈ Q′. Assume that piΣi ∈ StepsΣi,α(Q).
By the definition of VB , we have that s
α
→ piΣi . Let s
α
→ µ with piΣi = liftΣ(µ).
Since s - s′, there exist s′
α
→ µ′ with µ ⊑- µ
′. Let pi′Σi = liftΣi(µ
′). By
Lemma 11, we have that piΣi ⊑Γi pi
′
Σi
. Condition 3 is satisfied, thus (Q,Q′) ∈ EB .
Similarly, we have also that (Q′, Q) ∈ E. Thus Q,Q′ belong to the same SCC
which implies that s, s′ are in the same sub-block of Σi+1 because of Equation 4.
⊓⊔
The following lemma shows that, for acyclic Γi, the partition Σi+1 is stable
with respect to 〈Σi, Γ
∗
i 〉:
Lemma 13. Assume that Γi is a acyclic. For all i ≥ 0, Σi+1 is stable with
respect to 〈Σi, Γ ∗i 〉.
Proof. Let B ∈ Σi, GB = (VB , EB) the graph constructed for the block B, and
let Q ∈ Split(B,Σi). It is sufficient to show that Q is stable with respect to
〈Σi, Γ
∗
i 〉. By construction Q is an SCC in GB . Thus, we may assume Q = ∪˙
n
i=1Qi
with (Qi, Qi+1) ∈ EB for i = 1, . . . , n − 1 and (Qn, Q1) ∈ EB . Let Q
α
→ pi1
with pi1 ∈ StepsΣi,α(Q), and assume Q1
α
→ pi1 without loss of generality. By
construction of the edges of the graph there exists an infinite sequence pi2, pi3, . . .
with pik ∈ StepsΣi,α(Qj) for k mod n = j such that pij ⊑Γi pij+1 for all j ≥ 1.
Because of finiteness, there exists indices l < l′ with l, l′ mod n = 1 such that
pil = pil+n and that pil ⊑Γi pil+1 . . . = pil′ . By Lemma 1, Γ
∗
i is transitive implies
that ⊑Γ∗
i
is also transitive. Thus pij ⊑Γ∗
i
pij′ for all j, j
′ ∈ {l, . . . , l′}. Recall
that Γi is by assumption acyclic. This implies that Γ
∗
i is also acyclic. Applying
Lemma 3 we have that pij = pij′ for all j, j
′ ∈ {l, . . . , l′}. Hence we have found
Q
α
֌ pil such that pi1 ⊑Γ∗
i
pil. ⊓⊔
6.2 Refinement of the Partition Relations
Similar to the refinement of partitions, at the end of iteration i, we aim to get
the partition relation Γi+1 which is finer than Γi, but still coarser than Γ
⋄. At
line 8, Γi+1 is initialised such that it contains (Q,Q
′) if
– either Q,Q′ have different parent blocks B 6= B′ with B = ParΣi(Q) and
B′ = ParΣi(Q
′) such that (B,B′) ∈ Γi holds,
– or they have same parent block B and nodes in the SCC forQ′ can be reached
by nodes in the SCC for Q in the graph GB . This constraint is abbreviated
by Reach(Q,Q′) (line 8).
To get a coarser partition relation, we want to remove from Γi+1 those pairs
(B,B′) satisfying the condition: no state in B can be simulated by any state
in B′. Conversely, we want to keep those pairs (B,B′) satisfying the condition
that there exists at least a state in B which can be simulated by at least another
state in B′. This condition, however, depends on the concrete transitions of state
s ∈ B. To be able to work completely on the quotient automaton ∃M/Σi+1 , we
consider the weakness of the above condition:
∀B
α
֌ piΣi+1 ⇒ ∃B
′ α→ pi′Σi+1 ∧ piΣi+1 ⊑Γi+1 pi
′
Σi+1 (5)
Intuitively, if there is a ∀-transition out of B, we require that this transition
must be simulated by at least an ∃-transition out of B′. Note the similarity
to Condition 3: we consider only transitions of the form B
α
֌ piΣi+1 from B
(line 12 in SimQuo). Again, the condition piΣi+1 ⊑Γi+1 pi
′
Σi+1
could be checked
via maximum flow computations [3].
Lemma 14. For all i ≥ 0, the partition relation Γi+1 is finer than Γi. Moreover,
Γ ⋄ is finer than Γi.
Proof. By Lemma 12, Σi+1 is finer than Σi. Initially Γi+1 is finer than Γi. During
the algorithm only pairs are removed from Γi+1, it remains finer than Γi. We
prove now that Γ ⋄ is finer than the partition relation Γi by induction on i. The
basic case i = 0 follows from Lemma 10. Assume that the statement holds for
i: Γ ⋄ is finer than Γi. We show that Γ
⋄ is finer than Γi+1 in two steps: (i) after
the initialisation at line 8, Γ ⋄ is finer than Γi+1, and (ii) at the end of the inside
repeat-loop (lines 10–14), Γ ⋄ is finer than Γi+1.
We first show (i). Let (Q,Q′) ∈ Γ ⋄, by induction hypothesis, there must
exist (Bi, B
′
i) ∈ Γi with Q ⊆ Bi and Q
′ ⊆ B′i. By Lemma 12, there exists
Bi+1, B
′
i+1 ∈ Σi+1 such that Q ⊆ Bi+1 ⊆ Bi and Q
′ ⊆ B′i+1 ⊆ B
′
i. It is sufficient
to show that (Bi+1, B
′
i+1) ∈ Γi+1 at line 15. Depending on whether the parent
blocks Bi and B
′
i are the same, we have two cases. The case Bi 6= B
′
i is simple,
as it holds that Bi = ParΣi(Bi+1), B
′
i = ParΣi(B
′
i+1) and (Bi, B
′
i) ∈ Γi, which
implies that (Bi+1, B
′
i+1) ∈ Γi+1. Now we consider the case Bi = B
′
i. We show
that the SCC representing B′i+1 can be reached by the SCC representing Bi+1
in the graph GBi = (VBi , EBi). There must exist X ∈ VBi with X ⊆ Bi+1 such
that X ∩Q 6= ∅. Assume that piΣi ∈ StepsΣi,α(X). By the definition of VBi , for
s ∈ X ∩ Q we have that s
α
→ µ with µ ∈ Stepsα(s) and piΣi = liftΣi(µ). Let
µ ∈ Stepsα(s) with piΣi = liftΣi(µ). Let s
′ be an arbitrary state in Q′. Since
(Q,Q′) ∈ Γ ⋄, it holds that s - s′, which implies that there exists s′
α
→ µ′ with
µ ⊑- µ
′. Let pi′Σi = liftΣi(µ
′). By induction hypothesis, Γ ⋄ is finer than Γi.
Applying Lemma 11, we get piΣi ⊑Γi pi
′
Σi
. Let X ′ be the unique element of VΣi
containing s′. Thus, X ′ ⊆ B′i+1 and pi
′
Σi
∈ StepsΣi,α(X
′), which implies that
(X,X ′) ∈ EBi . Thus, X
′ is reachable from X. Hence Reach(Bi+1, B
′
i+1) holds.
Now we show part (ii). Because of (i), we may assume that Γ ⋄ is finer than
Γi+1 at the beginning of the inside repeat-loop. We show that the invariant holds
for this loop: Γ ⋄ is finer than Γi+1. Let (Q,Q
′) be an arbitrary element in Γ ⋄,
and let (Bi+1, B
′
i+1) ∈ Γi+1 with Q ⊆ Bi+1 and Q
′ ⊆ B′i+1. Similar to (i), it is
sufficient to show that (Bi+1, B
′
i+1) will remain in Γi+1 until line 15. We show
that (Bi+1, B
′
i+1) satisfies Condition 5. Assume that Bi+1
α
֌ piΣi+1 . Then, for
s ∈ Q, we have that s
α
→ piΣi+1 , and let µ ∈ Stepsα(s) with piΣi+1 = liftΣi+1(µ).
Let s′ be an arbitrary state in Q′. Since s - s′, there exists s′
α
→ µ′ with µ ⊑- µ
′.
Let pi′Σi+1 = liftΣi+1(µ
′). Since Γ ⋄ is finer than Γi+1, applying Lemma 11, we
get piΣi+1 ⊑Γi+1 pi
′
Σi+1
, thus Condition 5 holds. ⊓⊔
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Fig. 6. A PA for illustration of the algorithm.
Example 5. As our running example we consider the PA depicted in Figure 6 (cf.
Example 4). Initially, we have the partition pair 〈Σ0, Γ0〉 with the partition Σ0 =
{B1, B2, B4, B5} where B1 = {s1, u1}, B2 = {s2, s3, u3}, B4 = {s4, s6, s8, u6, u8}
and B5 = {s5, s7, u5, u7}, and the partition relation Γ0 = I(Σ0) which is the
identical relation over Σ0. At the beginning of the first iteration, the refined
partition B1 will be constructed. Blocks B4 and B5 contain only absorbing states,
thus can not be refined in the first iteration. The block B1 remains also the same
as each state s ∈ B1 has an α-successor distribution leading to block B2 with
probability 1. The block B2 will then be refined into two sub-blocks Q1 = {s2},
and Q2 = {s3, s4}, which leads to the partition Σ1 = {B1, Q1, Q2, B4, B5}.
The corresponding partition relation Γ1 after line 8 is I(Σ1) ∪ {(Q1, Q2}). This
partition relation can be shown to be stable (cf. Example 4), thus 〈Σ1, Γ1〉 =
〈Σ⋄, Γ ⋄〉.
6.3 Correctness
In this section we show the correctness of the algorithm SimQuo. By Lemmata 12
and 14, we see that the partition pair 〈Σi+1, Γi+1〉 obtained in the algorithm is
finer than 〈Σi, Γi〉, and coarser than 〈Σ⋄, Γ ⋄〉. The following lemma shows that
the partition relation Γi is acyclic:
Lemma 15 (Acyclicity). For all i ≥ 0, the partition relation Γi is acyclic.
Proof. We prove by induction on i. By construction it is easy to see that Γi
is acyclic. For the induction step, assume that the partition relation Γi at the
beginning of iteration i is acyclic. We shall show that Γi+1 is acyclic until the
end of i-te iteration. Consider the initial value of Γi+1 at line 8 at iteration i. At
this position Γi is acyclic by induction hypothesis. During the initialisation of
Γi+1 only sub-blocks from some same parent block B ∈ Σi cannot form cycles
of length n > 1 since all SCCs in the graph for B are contracted. Thus, Γi+1
is acyclic after initialisation. Since afterwards pairs will only be removed from
Γi+1, it remains acyclic. ⊓⊔
Theorem 2 (Correctness). Assume that SimQuo terminates at iteration l,
then, 〈Σ⋄, Γ ⋄〉 = 〈Σl, Γl〉.
Proof. By termination we have that 〈Σl, Γl〉 = 〈Σl+1, Γl+1〉. By Lemma 15 the
partition relation Γl+1 is acyclic. Applying Lemma 13 we have that Σl+1 is stable
with respect to 〈Σl, Γ
∗
l 〉 which implies that Σl is stable with respect to 〈Σl, Γ
∗
l 〉.
We first prove that the partition pair 〈Σl, Γ ∗l 〉 is stable. Let (B,B
′) ∈ Γ ∗l , and
B
α
→ pi1 with pi1 ∈ Dist(Σl). Since Σl is stable with respect to 〈Σl, Γ ∗l 〉, there
must exist pi′1 ∈ Dist(Σl) with B
α
֌ pi′1 such that pi1 ⊑Γ∗l pi
′
1. Since (B,B
′) ∈ Γ ∗l ,
there is a sequence B1, . . . , Bn such that B1ΓlB2Γl . . . Bn with B1 = B and
Bn = B
′ and n ≥ 2. Σl is stable with respect to 〈Σl, Γ
∗
l 〉 implies that the
block Bi is stable with respect to 〈Σl, Γ
∗
l 〉 for all i = 1, . . . , n. Moreover, pairs
in Γl satisfy Condition 5. Thus there exists distributions pii, pi
′
i ∈ Dist(Σl) for
i = 1, . . . , n and such that it holds Bi
α
→ pii, Bi
α
֌ pi′i, and:
pi1 ⊑Γ∗
l
pi′1 ⊑Γl pi2 ⊑Γ∗l pi
′
2 ⊑Γl . . . pin ⊑Γ∗l pi
′
n
By Lemma 1, Γ ∗l is transitive implies that ⊑Γ∗l is also transitive. Thus we have
that pi1 ⊑Γ∗
l
pi′n which implies that the partition pair 〈Σl, Γ
∗
l 〉 is stable. By
Lemma 1 we have that 〈Σl, Γ ∗l 〉 ⋉ 〈Σ
⋄, Γ ⋄〉. By Lemmata 12 and 14 we have
that 〈Σ⋄, Γ ⋄〉⋉ 〈Σl, Γl〉. Hence, 〈Σ
⋄, Γ ⋄〉 = 〈Σl, Γl〉. ⊓⊔
6.4 Complexity
It is easy to see that the number of iterations of the algorithm SimQuo is linear
in |Σ⋄|:
Lemma 16. Assume that SimQuo terminates at iteration l, then, l ∈ O(|Σ⋄|).
Proof. Observe that Σi = Σi+1 implies Γi = Γi+1. Thus, for i < l, Σi+1 is
strictly finer than Σi. ⊓⊔
For the complexity analysis, we introduce some notations. We let n,m de-
note the number of states and transitions of M respectively. We let Σ∼ denote
the partition induced by the bisimulation relation ∼. Let n∼, n⋄, m∼ and m⋄
denote the number of states and transitions of the quotient automata ∃M/Σ∼
and ∃M/Σ⋄ , respectively.
Theorem 3. The algorithm SimQuo has time complexity O(mn⋄ + m
2
⋄n
4
⋄ +
m2∼n
2
⋄), and space complexity O(n
2
∼ + n log n⋄).
Proof. Let 〈Σi, Γi〉 denote the partition pair at the beginning of iteration i, and
let ni and mi denote the number of states and transitions of the ∃-quotient
automaton ∃M/Σi . By the end of this iteration this partitin pair is refined to
〈Σi+1, Γi+1〉.
We first consider the time and space needed for refining the partition Σi in
iteration i. For B ∈ Σi, the graph GB = (VB , EB) is constructed where the set
of vertices VB and the set of edges EB are constructed according to Equations 2
and 3 respectively. For Q,Q′ ∈ VB , an edge between Q and Q
′ is added if
it holds that for all pi ∈ StepsΣi,α(Q) there exists pi
′ ∈ StepsΣi,α(Q
′) such that
pi ⊑Γi pi
′. For this a bipartite network N (pi, pi′, Γi) from (pi, pi
′) with respect to Γi
is constructed. Then, it is shown in [3] that pi ⊑Γi pi
′ holds iff the maximum flow
of the network has value 1. In N (pi, pi′, Γi) the vertices can be partitioned into
two subsets V1 and V2 such that all edges have one endpoint in V1 and another
in V2. Note that |V1| is linear in the order of |pi|, and |V2| is linear in the order
of |pi′|. Moreover, both |pi| and |pi′| are in the order of O(ni). The complexity
of this operation [1] is O(|V1||V2|
2). Consider the partition Σ∗ := ∪B∈ΣiVB of
S and the quotient automaton M/Σ∗ . By the definition of bisimulation, it is
easy to verify inductively that Σ∗ is coarser than Σ∼. Thus, all of the checks
corresponding to the construction of the sets EB for all B ∈ Σi (cf. Condition 3)
take time:
∑
B∈Σi
∑
Q∈VB
∑
Q′∈VB
∑
α∈Act(Q)
∑
pi∈StepsΣi,α(Q)
∑
pi′∈StepsΣi,α(Q
′)
|pi| |pi′|
2
≤ m2∼ni
The time needed for constructing the SCCs for allGB is in the order ofO(m∼) [19].
The space needed for this phase is O(n2∼ + n log ni+1): the first part is due to
the size of the edges EB for all B ∈ Σi, and the second part is needed to save
to which block in Σi+1 a state belongs to.
Now we consider the time and space needed for refining the partition relation
Γi+1. In line 8 Γi+1 is initialised which takes time O(n2i+1mi+1), and in line 9,
the quotient automaton ∃M/Σi+1 is constructed which takes time O(m). The
dominating part is the inside repeat-loop between lines 10–14. Similar to the
above analysis for refining the blocks, in each iteration inside the repeat-loop,
the time complexity is O(m2i+1ni+1). At each iteration at least one pair from
Γi+1 is removed, which implies that the number of iterations is bounded by
|Γi+1| ≤ n2i+1. Thus, the complexity for this part is O(m
2
i+1n
3
i+1). The space is
in the order of O(n2i+1) for maintaining the partition relation Γi+1.
Since mi ≤ m⋄ ≤ m∼ and ni ≤ n⋄ ≤ n∼ for all i, the time complexity for
iteration i is bounded by O(m+m2⋄n
3
⋄ +m
2
∼n⋄). By Lemma 16, the number of
iterations of SimQuo is in O(n⋄). Thus, the overall time complexity is O(mn⋄+
m2⋄n
4
⋄ +m
2
∼n
2
⋄). The space complexity is O(n
2
∼ + n log n⋄). ⊓⊔
The above time complexity is rather excessive. Similar to algorithms for de-
ciding simulation preorder for PAs [23], one can use the parametric maximum
flow (PMF) idea to amortize computations which results in time-efficient algo-
rithm. The penalty is that more memory is needed due to the need to store the
networks across iterations.
Theorem 4. Using PMF, the algorithm SimQuo has time complexity O(mn⋄+
m2∼n
2
⋄), and space complexity O(m
2
⋄ + n
2
∼ + n log n⋄).
Proof. We first analyse the time complexity. PMF is used inside repeat-loop
(lines 10–14) to achieve better time complexity: instead of taking timeO(m2i+1n
3
i+1)
in each iteration in the inside repeat-loop, the whole time spent in the inside loop
can be achieved with complexity O(m2i+1ni+1) using PMF [23]. Since m⋄ ≤ m∼,
combining the proof of Theorem 3, we get the time complexity O(mn⋄+m2∼n
2
⋄).
Now we analyse the space complexity. PMF saves networks and flows on
it such that it can be reused in the next iteration. The corresponding space
complexity is O(m2i+1). Thus, the algorithm with PMF has space complexity
O(m2⋄ + n
2
∼ + n log n⋄). ⊓⊔
7 Experimental Results
In this section, we evaluate our new partition refinement based algorithm. De-
pending whether PMFs are used in the algorithm, we have implemented both the
space-efficient and time-efficient variants of the partition refinement based algo-
rithm. We compare the results to previous algorithms in [3, 21]. All experiments
were run on a Linux machine with an AMD Athlon(tm) XP 2600+ processor at
2 GHz equipped with 2GB of RAM.
Dining Cryptographers. Consider the dining cryptographer models taken from
the PRISM web-site. We take the most space efficient configuration in [5] and
refer to it as the Original algorithm in the sequel. Other configurations use more
memory, and are at most faster by a factor of two, thus are not considered here.
We compare it to our new partition refinement based algorithm: the configura-
tion QuoPMF for the algorithm using PMF and the configuration Quotient for
the algorithm without using PMF.
In Table 1 experiments are shown: in the upper part of both tables only one
state label is considered, in the middle part uniform distribution of two different
labels is considered, in the lower part we have uniform distribution of three
different labels. For 6 cryptographers and one or two labels, the configuration
Original runs out of memory; this is denoted by –. The number of the simulation
equivalence classes is given in row #blocks, and the number of iterations of the
refinement loops for the configurations Quotient and QuoPMF is given in row
#refinement.
As expected, in the configuration Original the memory is indeed the bottle-
neck, while the partition refinement based algorithm uses significant less memory.
More surprisingly is that partition refinement based algorithm often requires or-
ders of magnitude less time, especially for small number of labels. The reason is
that for this case study the simulation quotient automaton has much less states
than the original automaton. Moreover, in the quotient automaton, most of the
transitions fall into the same lifted distributions, thus making the maximum flow
computation cheaper. Another observation is that the number of different labels
affect the performance of all of the configurations, but in a different way. For
the configuration Original more labels indicate that the initial relation is smaller
thus always less time and memory are needed. For both Quotient and QuoPMF
more labels give a finer initial partition, which means also a large quotient au-
tomaton during the refinement loops. For this example the running time for one
or two labels are almost the same, whereas with three labels more time is needed.
Table 1. Time and memory used for Dining Cryptographers
Cryptographers 3 4 5 6 3 4 5 6
States 381 2166 11851 63064 381 2166 11851 63064
Transitions 780 5725 38778 246827 780 5725 38778 246827
Time (s) Memory (MB)
Original 0.52 20.36 987.40 – 0.95 27.41 763.09 –
Quotient 0.03 0.76 19.52 533.40 0.02 0.11 0.71 4.35
QuoPMF 0.03 0.73 18.93 528.00 0.02 0.14 0.89 5.25
#blocks 10 24 54 116
#refinement 3 3 3 3
Table 2. Time and memory used for the self stabilising algorithm
Processes 10 11 12 13 10 11 12 13
States 1023 2047 4095 8191 1023 2047 4095 8191
Transitions 8960 19712 43008 93184 8960 19712 43008 93184
Time (s) Memory (MB)
Original 11.35 53.66 259.18 1095.96 5.88 20.10 91.26 362.11
Quotient 20.25 138.60 470.84 2440.83 0.36 1.24 4.50 17.04
QuoPMF 28.17 177.54 655.09 – 93.40 375.47 1747.35 –
#blocks 974 1987 4024 8107
#refinement 6 6 7 7
It is notable that the QuoPMF configuration does not perform well at all,
even though it has better theoretical complexity in time. This observation is the
same as the experimental results in we have observed in [5]: the corner cases
(number of iterations in the inside repeat-loop is bounded by n2⋄) which blow up
the worst case complexity are rare in practice.
Self Stabilising Algorithm We now consider the self stabilising algorithm due to
Israeli and Jalfon, also taken from the PRISM web-site. As the previous case
study, in the upper, middle and lower part of the table we have one, two and
three different uniformly distributed labels respectively. For 13 processes and
one label, the configuration QuoPMF runs out of memory which is denoted by
–. For this case study, we observe that the simulation quotient automaton has
almost the same number of states as the original one. Thus, Original is the
fastest configuration. Another observation is that the configuration Quotient
needs almost the same amount of memory for three different number of labels.
Recall that the space complexity of the configuration Quotient isO(n2⋄+n log n⋄).
In this case study the number of blocks differs only slightly for different number of
labels, thus almost the same amount of memory is needed for this configuration.
Random Models. Most of the real models have a sparse structure: the number of
successor distributions and the size of each distribution are small. Now we con-
sider randomly generated PAs in which we can also observe how the algorithms
behave for dense models. We consider random model with 200 states, in which
Table 3. Random models with various maximal distribution size D
D 5 7 9 11 13 15 17 19
Transitions 1927 2717 3121 3818 4040 4711 5704 6389
Time (s)
Original 0.50 1.10 1.80 3.19 3.76 6.04 10.26 14.12
Quotient 0.58 0.56 0.56 0.60 0.63 0.64 0.72 0.78
QuoPMF 0.54 0.54 0.52 0.59 0.60 0.60 0.70 0.74
#refinement 4 3 3 3 3 3 3 3
Memory (kB)
Original 138.23 137.58 108.18 132.85 115.10 131.88 145.19 144.30
Quotient 37.89 47.69 52.91 61.44 64.68 72.58 84.99 93.22
QuoPMF 263.77 179.51 128.60 144.11 107.94 83.46 110.10 106.02
Table 4. Random models with various maximal number of successor distributions MS
MS 10 15 20 25 30 35 40 45
Transitions 3732 5283 7432 9250 11217 12659 13800 16170
Time (s)
Original 2.62 6.40 25.49 26.18 29.92 18.63 23.35 13.30
Quotient 1.15 2.97 6.82 4.88 4.44 2.83 4.67 2.45
QuoPMF 1.26 3.56 7.68 4.98 4.51 2.82 4.74 2.52
#blocks 200 200 200 13 22 9 11 5
#refinement 4 5 9 6 4 3 4 2
Memory (kB)
Original 348.79 437.73 501.16 567.91 575.46 628.32 633.17 670.90
Quotient 61.07 81.00 108.54 121.71 147.15 165.33 180.14 210.29
QuoPMF 1063.00 1663.16 2831.99 149.80 184.65 171.88 190.35 211.19
there are two actions |Act| = 2, the size of each α-successor distribution in the
model is uniform distributed between {2, . . . , D}, and the number of successor
distributions for each state is uniform distributed between {1, . . . ,MS}. Only
one state label is considered.
In Table 3 we set MS = 5 and consider various values of D. Because of the
large distribution size, in all of these random models the simulation quotient
automaton is the same as the corresponding original automaton, thus there is
no reduction at all. Even in this extreme case, the partition refinement based
methods reduce the memory by approximately 30%. Because of the large size
of distributions, the corresponding maximum flow computations become more
expensive for the configuration Original. In the partition refinement based ap-
proach the maximum flow computations are carried in the quotient automaton
in each iteration, which saves considerable time. Thus the partition refinement
based methods are faster, and scale much better than the configuration Origi-
nal. Comparing with the configuration Quotient, the parametric maximum flow
based method (configuration QuoPMF) uses more memory, and has only negli-
gible time advantages.
In Table 4 we fix the maximal size of distribution to D = 5, and consider
various values of MS . With the increase of MS , it is more probable that states
are simulation equivalent, which means also that the number of blocks tends
to be smaller for large MS . Also for this kind of dense models, we observe
that significant time and space advantages are achieved. Again, the PMF-based
method does not perform better in time, and uses more memory.
8 Conclusions
In this paper we proposed a partition refinement based space efficient algorithm
for deciding simulation preorders. We discussed how to reduce the time com-
plexity further by exploiting parametric maximum flow algorithms. Our imple-
mentation of the space-efficient and time-efficient variants of the algorithm has
given experimental evidence, comparing to the original algorithm, not only the
space-efficiency is improved drastically. Often the computation time is decreased
by orders of magnitude.
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