Generative moment matching networks are introduced as quasi-random number generators for multivariate distributions. So far, quasi-random number generators for non-uniform multivariate distributions require a careful design, often need to exploit specific properties of the distribution or quasi-random number sequence under consideration, and are limited to few models. Utilizing generative neural networks, in particular, generative moment matching networks, allows one to construct quasi-random number generators for a much larger variety of multivariate distributions without such restrictions. Once trained, the presented generators only require independent quasirandom numbers as input and are thus fast in generating non-uniform multivariate quasi-random number sequences from the target distribution. Various numerical examples are considered to demonstrate the approach, including applications inspired by risk management practice.
How can we construct a quasi-random number generator for a large variety of multivariate distributions?
To this end, let X = (X 1 , . . . , X d ) be a d-dimensional random vector with distribution function F X , which, by Sklar's Theorem, allows for the representation
where C : [0, 1] d → [0, 1] is a copula of F X and F X 1 , . . . , F X d are the margins of F X ; see Nelsen (2006) or Joe (2014) for an introduction to copulas. Although not necessary, alone for the sake of simplicity we will focus on the case where F X (x) is absolutely continuous, in which case C is uniquely determined by (1) and f X denotes the density of F X ; examples presented later also cover the case where the latter assumptions is not fulfilled. Existing F X can be partitioned into three categories. Of the first kind are those F X for which a quasi-random number generator is known. A trivial example would be if C is the independence copula C(u) = u 1 · . . . · u d , so if X has independent components; there are multivariate Sobol' or generalized Halton sequences available, see, for example, Lemieux (2009, Chapters 5) . Another set of examples consists of those F X for which there is a one-to-one transformation known for constructing X from a random vector Z = (Z 1 , . . . , Z d ) with independent components. The most prominent such transformation is the inverse Rosenblatt transform, see Rosenblatt (1952) , and the corresponding conditional distribution method (CDM) for sampling; see Embrechts et al. (2003) or Hofert (2010, p. 45) . In principle, this method can be used to construct quasi-random number generators; see Cambou et al. (2017) where this idea has recently been introduced to address the motivating question for specific C. Concrete examples include the multivariate normal or Student t distribution, as well as all models F X with a Clayton copula C. Of the second kind are those F X for which there is no one-to-one transformation from Z to X known or for which such a transformation is not analytically available and thus not applicable. However, distributions F X of this kind at least allow for a stochastic representation of X which can be exploited for constructing a quasi-random number generator. Concrete examples in this category include F X with Frank or Joe copulas; see Cambou et al. (2017) . Such F X share that their quasi-random number generators are carefully designed, which typically requires both knowledge about the construction of uniform quasi-random number sequences as well as the (loosely speaking) relative importance of the component random variables which form the stochastic representation of X. Constructing quasi-random number generators is typically already a hard problem for F X of the second kind. The third kind of F X are those for which there is no quasi-random number generator known. This is the case for most F X , including those based on whole classes of copulas such as grouped normal variance mixture copulas, Archimax copulas, nested Archimedean copulas or extreme-value copulas, but also distributions for which we do not know the underlying copula C, for example.
With models F X of the second or, especially, the third kind in mind, we introduce generative neural networks (GNNs) for constructing quasi-random number generators and thus providing an answer to our motivating question. GNNs form a class of models which output with samples from the target density. In contrast, GANs and VAEs are geared towards generating a (single) "realistic" observation from the target density and require more sophisticated learning mechanisms to learn f effectively. Thus while GANs and VAEs are notably successful in generating "realistic looking" synthetic images or textual data, they are not particularly equipped to learn the underlying distribution of the data well; see Appendix A where we illustrate this point for a well-known dataset from the deep learning literature.
To describe these GNN models, we start by defining the deep NN representation that will be used throughout this paper.
Deep neural networks
The multi-layer perceptron (MLP) is the quintessential deep NN. It is a composition of multiple layers of perceptrons or neurons, each of which uses a non-linear function to aggregate its corresponding inputs. Since the MLP is the only type of NN architecture we will use in this paper, we will refer to it as NN in what follows.
To fix ideas, let L be the number of (hidden) layers in the NN and, for each l = 0, . . . , L+1, let d l be the dimension of layer l, that is, the number of neurons in layer l. In this notation, layer l = 0 refers to the input layer which consists of the input z ∈ R p for p = d 0 and layer l = L + 1 refers to the output layer which consists of the output y ∈ R d for d = d L+1 . Layers l = 1, . . . , L + 1 can be described in terms of the output a l−1 ∈ R d l−1 of layer l − 1
with weight matrices W l ∈ R d l ×d l−1 , bias vectors b l ∈ R d l and activation functions φ l ; note that for vector inputs the activation function φ l is understood to be applied componentwise. To fit θ, we use the backpropagation algorithm (a stochastic gradient descent) based on a cost function E (also known as loss or objective function) between the target output x = x(z) ∈ R d L+1 and the actual output y ∈ R d L+1 predicted by the NN.
The expressive power of NNs is primarily characterized by the universal approximation theorem; see Goodfellow et al. (2016, Chapter 6) . In particular, given suitable activation 
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functions, a single-layer neural network with a finite number of neurons can approximate any continuous function on a compact subset of the multidimensional Euclidean space; see Nielsen (2015, Chapter 4) for a visual and interactive presentation of the universal approximation theorem. Cybenko (1989) first proposed such universal approximation results for the sigmoid activation function, φ(x) = 1/(1 + e −x ) and Hornik (1991) then generalized the results to include arbitrary bounded and non-constant activation functions. In recent years, the rectified linear unit (ReLU) φ(x) = max{0, x} has become the most popular activation function for efficiently training NNs. This unbounded activation function does not satisfy the assumptions of the universal approximation theorem in Hornik (1991) . However, there have since been numerous theoretical investigations into the expressive power of deep NNs with ReLU activation functions; see, for example, Pascanu et al. (2013) , Montufar et al. (2014) or Arora et al. (2016) . In particular, for certain conditions on the number of layers and neurons in the NN, Arora et al. (2016) provide a similar universal approximation theorem for NNs with ReLU activation functions.
Generative moment matching networks
As is standard in the literature, we assume independence among the components of Z = (Z 1 , . . . , Z p ) from the prior density, that is, the prior density factors into the product of its marginal densities. Typical choices for the latter are either U(0, 1) or N(0, 1) distributions; the latter denotes the standard normal distribution. The objective is then to generate samples from the target density f X of X = (X 1 , . . . , X d ) via the learned NN f θ : R p → R d which represents the deterministic mapping from a sample from the prior distribution to a sample from the target distribution.
To learn f θ we assume to have n trn training data points X 1 , . . . , X ntrn from X; as explained before, we assume this to be a random sample from X but it could equally well be a sufficiently large sample from a real dataset without knowing f X . Based on an input sample Z 1 , . . . , Z ntrn of the prior distribution, the NN generates the output sample Y 1 , . . . , Y ntrn , where Y i = f θ (Z i ), i = 1, . . . , n trn . We are thus interested in whether the two samples X = (X 1 , . . . , X ntrn ) ∈ R ntrn×d and Y = (Y 1 , . . . , Y ntrn ) ∈ R ntrn×d come from the same distribution, that is, whether f Y = f X .
To answer this question we utilize as cost function E the maximum mean discrepancy (MMD) statistic (from the kernel two-sample test introduced in Gretton et al. (2007) ) whose sample version is given by
where K(·, ·) : R d × R d → R denotes a kernel (similarity) function. When a cost function such as the MMD statistic is expressed in terms of a kernel function, the samples are 6 implicitly mapped to an infinite-dimensional feature space which corresponds to a (universal) reproducing kernel Hilbert space for certain kernels. Based on this correspondence, Gretton et al. (2007) and Gretton et al. (2012a) show that MMD converges in probability to 0 for n trn → ∞ if and only if f Y = f X . Minimizing the MMD with a universal kernel can thus be interpreted as matching all the moments of f X and f Y , hence making MMD an intuitive choice as cost function for training the deep NN f θ ; our choice of kernel K is addressed in Section 3.2. As suggested by Li et al. (2015) , we adopt a mini-batch optimization procedure. This is necessary because the MMD-criterion (2) would otherwise require the evaluation of all ntrn 2 pairs of observations, which is memory-prohibitive for even moderately large n trn . Rather than directly optimizing the MMD for the entire training dataset, we partition it into batches of size n bat and use the batches sequentially to update the parameters of the NN using the Adam optimizer of Kingma and Ba (2014) . Instead of following the gradient at each iterative step, the Adam optimizer essentially uses a "memory-sticking gradient" -a weighted combination of the current gradient and past gradient from earlier iterations. After all the training data is exhausted, so roughly after (n trn /n bat )-many batches were considered, one epoch of the training of the GMMN is completed. The overall training procedure is completed after n epo epochs. The training of the GMMN can thus be summarized as follows; see Li et al. (2015) .
Algorithm 2.1 (Training GMMNs)
1) Fix the maximum number n epo of epochs and the batch size n bat < n trn per epoch, where n bat is assumed to divide n trn .
2) Initialize the epoch counter k = 0 and the GMMN's parameter vector θ = θ (0) ; we follow Glorot and Bengio (2010) An algorithm for sampling Y from f Y via the GMMN based on a pseudo-random number generator (PRNG) for the input Z is given as follows.
Algorithm 2.2 (Sampling from GMMNs via PRNGs)
1) Fix the number n gen of samples to generate from f Y .
2) Draw Z i ind.
∼ f Z , i = 1, . . . , n gen .
3) Return Y i = fθ(Z i ), i = 1, . . . , n gen .
As the components of Z can be taken independent, the inversion method implies that Z is in distribution equal to F of Z j to the distribution of Z j of interest. The next step is to replace the pseudo-random numbers by quasi-random numbers.
Quasi-random numbers
The idea behind quasi-random number generators (QRNGs) is to replace pseudo-U(0, 1) p random numbers by a low-discrepancy point set P ngen = {v 1 , . . . , v ngen } ⊆ [0, 1) p in order to produce a more homogeneous coverage of [0, 1] p in comparison to PRNGs; to obtain unbiased estimators and estimates of their variances, one typically randomizes P ngen in applications; see later. That is, with respect to a certain discrepancy measure, the empirical distribution of the P ngen is closer to the uniform distribution U(0, 1) p than samples drawn using PRNGs.
Established notions of the discrepancy of a point set P ngen are as follows. The discrepancy function of P ngen in an interval I = [0, b) = If P ngen satisfies the condition D * (P ngen ) ∈ O(n −1 gen log p n gen ), it is called a low-discrepancy sequence. There are different approaches to construct low-discrepancy sequences; see 8 Cambou et al. (2017) and Lemieux (2009, Chapters 5-6) . We will work with the Sobol' sequence, see Sobol' (1967) , and its implementation in the R package qrng.
When replacing PRNGs by QRNGs in Monte Carlo applications, it is important to obtain unbiased estimators and variance estimates, neither of which is typically possible with directly using P ngen due to its deterministic nature. To solve this, one can randomize P ngen via a U ∼ U(0, 1) p to obtain a randomized point setP ngen =P ngen (U ) = {ṽ 1 , . . . ,ṽ ngen }, whereṽ i = r(U , v i ), i = 1, . . . , n gen , for a certain randomization function r; see, for example, Cranley and Patterson (1976) for simple random shifts. This randomization preserves the low-discrepancy property of P ngen and the estimator of interest obtained from eachP ngen is unbiased. Computing the estimator based on B such randomized point sets and computing the sample variance of the resulting B estimates then leads to an estimate of the variance of the estimator of interest. The Sobol' sequence we work with uses a digital analog of a random shift as implemented in sobol(, randomize = TRUE) of the R package qrng.
Quasi-random GMMN sampling
Applications of RQMC methods include computing expectations
E(Ψ(X)),
where X is a d-dimensional random vector as before and Ψ : R d → R is a measurable function. In our context, when using a sample from f Y as an approximate sample from f X and evaluating E(Ψ(Y )) as an approximation to E(Ψ(X)) by RQMC based on a sample of size n gen , we obtain
where g = fθ • F −1
Z . Note that the error in the first approximation in (3) is small if the GMMN is trained well and the error in the second approximation is small if the unbiased µ RQMC ngen has a small variance. The primary bottleneck in this setup is the error in the first approximation which is determined by the size n trn of the training dataset and, in particular, by the batch size n bat which is the major factor determining training efficiency of the GMMN. Given a sufficiently large n bat and, by extension, n trn , the GMMN is trained well, which renders the approximation error in the first approximation in (3) negligible. However, in practice the size of n bat is constrained by the quadratically increasing memory demands to compute the MMD loss function of the GMMN. Finally, let us note that the task of GMMN training and generation are separate steps which ensures that, once trained, generating quasi-random GMMN samples is fast.
We are now able to formulate a QRNG variant of Algorithm 2.2 for generating quasirandom GMMN samples. 
Analyzing the QMC estimator
In what follows we utilize the Koksma-Hlawka inequality to derive conditions under which the (non-randomized) quasi-Monte Carlo (QMC) estimator
has a chance to have a small error when approximating E(Ψ(Y )). The variance of the RQMC estimator µ RQMC ngen can be analytically expressed using Cambou et al. (2017, Proposition 6) , however, we will rather numerically investigate the variance-reduction properties of µ RQMC ngen for various functions Ψ and transforms g in Section 4.
By the Koksma-Hlawka inequality, see, for example, Niederreiter (1992) ,
where U ∼ U(0, 1) p and the variation V (h) is understood in the sense of Hardy and Krause; we refer to the right-hand side of the inequality as Koksma-Hlawka bound. Note that for any g such that g(U ) ∼ f Y , we know that Y is in distribution equal to g(U ) and thus E(Ψ(Y )) = E Ψ(g(U )) = E(h(U )). Based on this property, Cambou et al. (2017, Proposition 2) provide a Koksma-Hlawka bound for the change of variable h, given by
where y i = g(v i ), i = 1, . . . , n gen , and Y ∼ f Y . Following Lemieux (2009, Section 5.6 .1), we can derive an expression for V (h). To this end, let
where h (α) (v α 1 , . . . , v α j ) = h(ṽ 1 , . . . ,ṽ p ) forṽ k = v k if k ∈ {α 1 , . . . , α j } andṽ k = 1 otherwise. Then
where the inner sum is taken over all α = (α 1 , . . . , α j ) with {α 1 , . . . , α j } ⊆ {1, . . . , p}. Following Hlawka and Mück (1972) and Constantine and Savits (1996, Theorem 2 .1), we have that
where β ∈ N d 0 , |β| = d k=1 β k and where π i (κ, k) denotes the set of pairs (κ, k) such that k = (k 1 , . . . , k i ) ∈ {1, . . . , d} i and κ = (κ 1 , . . . , κ i ) with κ m = (κ m1 , . . . , κ mj ) ∈ {0, 1} j , m = 1, . . . , i, and i m=1 κ mi = 1 for i = 1, . . . , j; see Constantine and Savits (1996) for more details on π i (κ, k) and the constants c κ . Furthermore, for index j = 1, . . . , d, g (α) j (v α 1 , . . . , v α j ) = g j (ṽ 1 , . . . ,ṽ p ) (withṽ k , k = 1, . . . , p, defined as before) and g j (ṽ 1 , . . . ,ṽ p ) = φ L+1 ( W L+1j· a L +b L+1 ), where a l = φ l ( W l a l−1 +b l ) for l = 1, . . . , L with a 0 = F −1 Z (ṽ) and W L+1j· denotes the jth row of W L+1 . Based on the decomposition in (5), a sufficient condition to ensure that V (h) < ∞ is that all products of the form
are integrable. With this sufficient condition, we can formulate the following proposition.
Proposition 2.4 (Sufficient conditions for finiteness of Koksma-Hlawka bound)
Assume all appearing partial derivatives of g and Ψ exist and are continuous. Consider g = fθ • F −1 Z , the point set P ngen = {v 1 , . . . , v ngen } ⊆ [0, 1) p and let y i = g(v i ), i = 1, . . . , n gen , denote the quasi-random GMMN sample. Suppose that bandwidth parameter to achieve optimal statistical efficiency, we follow Li et al. (2015) and utilize a mixture of Gaussian kernels with different bandwidth parameters as a suitable proxy in what follows, that is, we utilize the kernel
where K denotes the number of mixture components and σ i denotes the bandwidth parameter for the Gaussian Kernel of the ith mixture component for i = 1, . . . , n kern . By using different bandwidth parameters, each component of the mixture can span a different range. In our context, since we are working with copula samples where x, y ∈ [0, 1] d , choosing the n kern bandwidth parameter is more straightforward. After some initial experimentation, we fix n kern = 6 and choose (σ 1 , . . . , σ 6 ) = (0. 001, 0.01, 0.15, 0.25, 0.50, 0.75) .
Following the notation introduced in Section 2.1.1, the depth and width of the NN architecture we employ are chosen as L = 1 and d 1 = 300, respectively. In particular, we found a one-layer NN to be sufficient for the examples considered which is in line with the universal approximation theorem. Also the depth was found sufficient by experimentation. As activation functions, we chose ReLU as φ 1 for the hidden layer which offers computational efficiency via non-expensive and non-vanishing gradients. For the output layer, φ 2 is chosen to be the sigmoid activation to obtain output values in the range required for the NN, so [0, 1] 
Now let us consider the training which involves various choices for the implementation of Algorithm 2.1 including key tuning parameters, software and hardware aspects. First, the batch size is important for the proper training of GMMNs. A too small n bat will lead to poor estimates of the population MMD cost function which is based on n trn samples. A too large n bat will incur quadratically growing memory requirements due to the structure of kernel similarity functions. After experimentation, our choice for this trade-off was n bat = 5000 across all examples considered. Second, as number of epochs we chose n epo = 300. This was generally sufficient in our experiments to obtain accurate results. Third, the tuning parameters of the Adam optimizer were set to the default values reported in Kingma and Ba (2014) . Last, all our experiments and examples were implemented in R using the packages keras and tensorflow, which serve as R interfaces to the corresponding namesake Python libraries. Furthermore, all experiments were run on four NVIDIA Tesla P100 GPUs with 16GB RAM each. Put together, we can obtain a trained NN f θ for a copula C.
Visualizing GMMN samples
We equip Algorithms 2.2 and 2.3 with a minor post-processing step to generate and visualize pseudo-and quasi-random GMMN samples, respectively, for various copulas. The postprocessing step involves computing pseudo-observations of the NN output in order to remove any residual marginal non-uniformity from the GMMN samples. Pseudo-observations of 14 the NN output can be obtained viâ Concerning copula dimensionality, we focus on bivariate copula samples in this section, for higher-dimensional copulas, see Sections 3.4 and 4. Furthermore, for one-parameter copulas, the parameters of the copulas will be chosen such that Kendall's tau, denoted by τ , is equal to 0.25 (weak dependence), 0.50 (moderate dependence) or 0.75 (strong dependence); clearly, this only applies to copula families where there is a one-to-one mapping between the copula parameter and τ .
t copulas
The t copula model is a prominent member of the elliptical class of copulas. A d-dimensional t-copula is given by
where t v,P denotes the distribution function of the d-dimensional t distribution with ν degrees of freedom, location vector 0 and scale matrix P (a correlation matrix here), and t −1 ν denotes the quantile function of the univariate t distribution with ν degrees of freedom. For all t copulas considered in this work, we fix ν = 4, which is a common choice. Figure 2 displays pseudo-random samples from bivariate t copulas with τ = 0.25, 0.50 and 0.75 (left column), along with pseudo-random GMMN samples (middle column; see Algorithm 2.2) and quasi-random GMMN samples (right column; see Algorithm 2.3). Visually comparing the first two columns, the GMMN PRNG produces samples very similar to realizations directly obtained from the corresponding t copula thus indicating that the three GMMNs (for the different τ ) have been trained sufficiently well. As the last column of plots indicates, the low-discrepancy property ofP ngen has been preserved well upon transformation. Clearly, this is only an visual indication yet and does not imply that such generated quasi-random GMMN samples indeed are able to reduce the variance of an estimator based on such samples in comparison to pseudo-random number sequences from t copulas; this will be investigated in Section 4. Furthermore, note that t copulas are copulas of the first kind as introduced in the introduction, see Cambou et al. (2017) for the explicit form of the inverse Rosenblatt transform for t copulas.
Archimedean copulas
Archimedean copulas are copulas of the form Figure 4 displays the same set of plots for Gumbel copulas. As in the case of t copulas in Figure 2 , we observe that the middle column plots in each of the three figures are fairly similar to the respective left column plots, suggesting that the underlying GMMNs were sufficiently trained. Moreover, the right column plots in these figures visually confirm the low discrepancy for all nine copulas presented. Note that Clayton copulas are copulas of the first kind (see Cambou et al. (2017) for the inverse Rosenblatt transform) and Gumbel copulas are copulas of the second kind (see Cambou et al. (2017) for the idea to exploit the Marshall-Olkin sampling algorithm of these copulas to construct a QRNG).
Nested Archimedean copulas
Nested Archimedean copulas (NACs) are Archimedean copulas with arguments possibly replaced by other NACs; see McNeil (2008) or Hofert (2012) . In particular, this class of copulas allows to construct asymmetric extensions of Archimedean copulas. Important to note here is that NACs are copulas of the third kind as described in the introduction, so there is no QRNG for this class of copulas known yet. To demonstrate the ability of GMMNs to capture such dependence structures, we consider the simplest three-dimensional copula for visualization and investigate higher dimensional NACs in Sections 3.4 and 4. The three-dimensional NAC we consider here is
where C 0 is a Clayton copula with τ 0 = 0.25 and C 1 is a Clayton copula with τ 1 = 0.50. In Sections 3.4.2 and 4, we will present examples of five-and ten-dimensional NACs. Figure 5 displays pseudo-random samples from C (left), along with pseudo-random GMMN samples (middle) and quasi-random GMMN samples (right). As before, the similarity indicates that (at least the bivariate margins of) the copula C was (were) learned sufficiently well by the GMMN. Furthermore, the right plot showcases that the low discrepancy of P ngen is visually preserved under the GMMN transform associated with C; note that the low discrepancy could have even been preserved if the right-most plot had not visually shown it as we are considering projections here. 
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Figure 5 Pseudo-random (left), pseudo-random GMMN (middle) and quasi-random GMMN (right) samples from a NAC copula C in (6) with τ 0 = 0.25 and τ 1 = 0.50, each with a sample size of n gen = 1000.
Marshall-Olkin copulas
Bivariate Marshall-Olkin copulas are of the form
where α 1 , α 2 ∈ [0, 1]. A notable feature of Marshall-Olkin copulas is that they have both an absolutely continuous component and a singular component. In particular, the singular component is determined by all points which satisfy u
2 . Accurately capturing this singular component presents a different challenge for the GMMN, which is why we included this copula of the first kind. Figure 6 depicts pseudo-random samples from a Marshall-Olkin copula with α 1 = 0.75 and α 2 = 0.60, along with pseudo-random GMMN samples (middle) and quasi-random GMMN samples (right). The middle plot highlights that the approximate GMMN sample is fairly similar to the pseudo-random plot directly from C on the left. Additionally, as was the case in the previous examples, the plot on the right again visually confirms that GMMN samples generated via QRNG can preserve the low-discrepancy property.
Mixture copulas
We now consider three models, all of which are equally weighted two-component mixture copulas with one component being a 90-degree-rotated t 4 copula with τ = 0.5. The other component is a Clayton copula (τ = 0.50) in the first model, a Gumbel copula (τ = 0.50) in the second model and a Marshall-Olkin copula (α 1 = 0.75 and α 2 = 0.60) in the third model. The three mixture copula models are referred to as the Clayton-t(90), Gumbel-t(90) and MO-t(90) copulas, respectively. Figure 7 depicts pseudo-random samples from these three mixture copulas along with the corresponding pseudo-random and quasi-random GMMN samples. As in the previous examples, the middle column plots closely resemble the realizations from the copulas in the left column and the right column plots visually confirm that the quasi-random GMMN samples seem to preserve the low-discrepancy ofP ngen . While there exists a blurred singular component in the GMMN samples of the MO-t(90) mixture, the main features of the mixture have still been captured. This is rather remarkable given how hard of a problem it is to even visually closely learn a distribution, see Appendix A to realize this, let alone the rather complicated distributions we consider here. Furthermore, our approach does not require any particular knowledge about the design of QRNGs or the copula models considered.
Assessing the accuracy of GMMN samples
After a purely visual inspection of the generated samples, let us now address the accuracy of the GMMN approximation more formally with the help of goodness-of-fit assessments. Formally, we aim to test the null hypothesis
for the post-processed GMMN samplesÛ 1 , . . . ,Û ngen with copula C and the given target copula C null . Note that one typically tests the null hypothesis that C belongs to a whole parametric family (whose parameters are estimated based on the data available), but we indeed need to consider the specific copula C null here in the context of random number generation. For all bivariate copulas considered, we compute Rosenblatt's transform under H 0 and check for non-uniformity (which would indicate departure from H 0 ). For the higher-dimensional copulas considered, we present box plots of Cramér-von Mises statistics for pseudo-random GMMN samples in comparison to those computed directly from a PRNG of C null . 
Bivariate copulas
The Rosenblatt transform R, see Rosenblatt (1952) , for the bivariate copula C null maps
, where C null 2|1 (u 2 | u 1 ) denotes the conditional distribution function of U 2 given U 1 = u 1 under C null . We exploit the fact that (U 1 , U 2 ) ∼ C null if and only if (R 1 , R 2 ) ∼ U(0, 1) 2 . To this end, we apply R to the postprocessed pseudo-random GMMN samples { (Û 11 ,Û 12 ) , . . . , (Û ngen1 ,Û ngen2 )} and display the corresponding Rosenblatt-transformed GMMN pseudo-samples { (R 11 , R 12 ) , . . . , (R ngen1 , R ngen2 )} for each copula under consideration. Any departure from U(0, 1) 2 is an indication of a deficiency of the GMMN to have learned the right distribution. Figure 8 shows the Rosenblatt-transformed samples of the previously considered t 4 copulas (top row), Clayton copulas (middle row) and Gumbel copulas (bottom row) such that τ = 0.25 (left column), τ = 0.5 (middle column) and τ = 0.75 (right column). Figure 9 shows the previously considered Clayton-t(90) (left) and Gumbel-t(90) (right) mixture copulas. We can conclude from all these plots that no significant deviation from uniformity is visible. This indicates that for these examples our GMMN approximation is good.
Higher-dimensional copulas
As Cramér-von Mises statistic, see Genest et al. (2009) , we employ
where the empirical copula
is the distribution function of pseudo-observations. For each setup, we compute realizations of S ngen twice, once for the case whereÛ i , i = 1, . . . , n gen , are the (post-processed) GMMN pseudo-samples and once where they are the pseudo-observation obtained from a sample of the true copula under consideration. Also here, let us note that, under a usual goodness-of-fit scenario based on real data, C null is a fitted copula from a parametric family. However, in our case, C null is an a priori fixed copula. Nonetheless we can still use the statistic S ngen to assess the accuracy of pseudo-random GMMN samples in this way.
For each copula considered, we fix n gen = 1000 and compute B = 100 realizations of S ngen based on pseudo-observations from pseudo-random GMMN samples and pseudosamples directly from the copula under consideration. We then use box plots to depict the distribution of S ngen in each case. Figure 10 Rosenblatt-transformed pseudo-random GMMN samples corresponding to the previously considered Clayton-t(90) (left) and Gumbel-t(90) (right) mixture copulas.
NACs have a structure as in (6) with τ 0 = 0.25 and τ 1 = 0.50, the five-dimensional NACs have structure C 0 (C 1 (u 1 , u 2 ), C 2 (u 3 , u 4 , u 5 )) with corresponding τ 0 = 0.25, τ 1 = 0.50 and τ 2 = 0.75, and the ten-dimensional NACs have structure C 0 (C 1 (u 1 , . . . , u 5 ), C 2 (u 6 , . . . , u 01 )) with corresponding τ 0 = 0.25, τ 1 = 0.50 and τ 2 = 0.75. We can observe from both figures that the distribution of S ngen based on pseudo-random GMMN samples and pseudo-random copula samples are similar, with slightly higher S ngen values for the pseudo-random GMMN samples, especially for d = 10. Overall, the (pseudoobservations of the) pseudo-random GMMN samples approximate the (pseudo-observations of the) pseudo-random copula samples quite well according to these assessments.
Application of quasi-random GMMN sampling
In this section we numerically investigate the variance of the RQMC estimator µ RQMC ngen for various functions Ψ and transforms g = fθ • Φ −1 corresponding to different copulas C. Where possible, we compare µ RQMC ngen with estimators arising from standard copula PRNGs and QRNGs; see Cambou et al. (2017) . However, note that the QRNGs in the latter reference are only applicable to some of the copulas we consider here.
We consider two categories of functions Ψ. The first category consists of two test functions which are primarily used to test the performance of µ RQMC ngen in terms of its ability to preserve the low discrepancy ofP ngen . For this category of functions, we plot absolute error estimates of the RQMC and other estimators to compare their convergence rate; note here that the theoretical convergence rate of the Monte Carlo (MC) estimator's absolute error is of the order O(n −0.5 gen ). The second category of functions Ψ we consider are motivated from practical applications in risk management. For this category of functions, variance estimates will be computed to compare their convergence rate; note that the MC estimator's variance has a theoretical convergence rate of the order O(n −1 gen ). Variance and absolute error estimates will be computed based on B = 25 randomized 
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point setsP ngen for each of n gen ∈ {2 9 , 2 9.5 , . . . , 2 18 } to help roughly gauge the convergence rate for all estimators. Furthermore, regression coefficients α (obtained by regressing the logarithm of the measure of interest on the logarithm of n gen ) are computed and displayed to allow an easy comparison of the corresponding convergence rates O(n −α gen ).
Test functions
The first test function we consider is
Notice that E(Ψ 1 (U )) = 1 for U ∼ C from any copula C. For experiments involving this test function we thus do not perform the post-processing step of building pseudo-observations of the NN output. and Clayton copulas we numerically compare the efficiency of the RQMC estimator based on quasi-random GMMN samples (with legend label "GMMN Sobol") with the RQMC estimator based on the CDM transform (with legend label "CDM Sobol") and the MC estimator (with legend label "PRNG"). For the Gumbel and nested Gumbel copulas, we can only compare the GMMN-based RQMC estimator with the MC estimator. The legend of each plot also provides the regression coefficients α which approximate the convergence rate for each estimator. From Figure 12 , we observe that the GMMN-based RQMC estimator clearly outperforms the MC estimator. Naturally, so does the CDM-based RQMC estimator for the copulas for which it is available. On the one hand, the rate of convergence of the GMMN-based RQMC estimator reduces with increasing copula dimensions; see also the regression coefficients α which decreases from 1 to approximately 0.7 when we comparing the two-and tendimensional copulas. On the other hand, GMMN-based RQMC estimator still outperforms the MC estimator.
The second test function we consider involves the Rosenblatt transform and is given by
where R 1 = U 1 and, for j = 2, . . . , d and if via MC based on a PRNG, via the RQMC estimator based on the CDM (whenever available; rows 1-2 only) and via the GMMN-based RQMC estimator. Note that in rows 1-3, d ∈ {2, 5, 10}, whereas in row 4, d ∈ {3, 5, 10}. via MC based on a PRNG, via the RQMC estimator based on the CDM (whenever available; rows 1-2 only) and via the GMMN-based RQMC estimator. Note that in rows 1-3, d ∈ {2, 5, 10}.
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(left column), d = 5 (middle column) and d = 10 (right column). Note that we cannot apply the transform Ψ 2 (U ) for U following nested Gumbel copulas in this case (which are of the third kind). Overall, we observe the same pattern as for the results obtained for Ψ 1 ; see Figure 12 . Although the reduction in convergence rate as the copula dimension increases is more severe for Ψ 2 than for Ψ 1 , the GMMN-based RQMC estimator still outperforms the MC estimator.
Examples from risk management practice
Consider modeling the dependence of d risk-factor changes (for example, logarithmic returns) of a portfolio; see McNeil et al. (2015, Chapters 2, 6 and 7 ). We will demonstrate the efficiency of our GMMN-based RQMC estimator by considering two functionals: the joint exceedance probability of all d risk-factor changes over a threshold and the expected shortfall of the aggregate loss, that is, computing a risk measure based on the sum of all risk-factor changes.
For the first example, we focus solely on dependence models for the random vector U = (U 1 , . . . , U d ) following the underlying copula. The joint exceedance probability of (0.99, . . . , 0. with hierarchical structure and parameterization as described in Section 3.4.2. The setup here is thus the same as in Section 4.1 except for a different function to be estimated and the fact that we investigate variance estimates instead of absolute error estimates. We can observe from the plots that the GMMN-based RQMC estimator outperforms the MC estimator. Similar to E(Ψ 1 (U )) and E(Ψ 2 (U )), we see a decrease in the convergence rate of the GMMN-based RQMC estimator as the copula dimension increases, although the latter still outperforms the MC estimator. S denotes the quantile function of S. As done previously, various copulas will be used to model the dependence between the components of X. Figure 15 shows plots of variance estimates for estimating E(Ψ 4 (X)) for the same copula models as considered before. We can observe from the plots that the GMMN-based RQMC estimator outperforms the MC estimator. Similar as before, we see a decrease in the convergence rate of the GMMN-based RQMC estimator as the copula dimension increases, although the latter still outperforms the MC estimator.
Discussion
This work was inspired by the simple question of how one can construct a quasi-random number generator for a large variety of multivariate distributions. Until recently, this was only possible for multivariate distributions of the first or second kind as described in the introduction. In general, for the vast majority of multivariate distributions, constructing quasi-random number generators is a hard problem, even for those of the second kind; see also Cambou et al. (2017) . Our approach based on GNNs provides a first, universal approach for building quasi-random number generators for such distributions.
However, this does not mean that the problem is completely solved. Our approach depends on first learning a generator fθ such that, given Z (from some known distribution such as the multivariate uniform or standard normal), fθ(Z) follows the targeted multivariate distribution. Conditional on this first step being successful, we can then replace Z with F −1 Z (ṽ) to generate quasi-random samples. In high dimensions, however, learning an entire distribution is a hard problem, and so is learning the generator fθ. At a superficial level, the literature on GNNs -and the many headlines covering them -may give the impression that GNNs are now capable of generating samples from very high-dimensional distributions. Our research tells us that this is most certainly not the case, and the GNN community itself is beginning to become aware of this pitfall as well; see, for example, Arjovsky et al. (2017) , Arora et al. (2018) , and Tolstikhin et al. (2017) . In particular, while available evidence is convincing that any specific generated sample fθ(Z 0 ), typically an image, can be very realistic in the sense that it looks just like a typical training sample, this is not the same as saying that the entire collection of generated samples {fθ(Z 1 ), fθ(Z 2 ), . . . } will have the same distribution as the training sample. In Appendix A, we demonstrate more specifically what this means.
After extensive experimentation, our conclusion is that widely cited GNNs such as VAEs and GANs are not yet usable for the purpose of learning an entire distribution, and that GMMNs are the only viable option currently. By and large, this is because GMMNs rely on the MMD-criterion rather than some other criteria, for example, mean squared error, that do not measure the discrepancy between entire distributions. Even so, this still does not mean GMMNs are practical for very high dimensions yet, simply because the fundamental curse of dimensionality cannot be avoided easily. It is simply not realistic to hope that one can learn an entire distribution in high dimensions from a training sample of only moderate size, but, as we have noted earlier, the effectiveness of GMMNs depends critically on the batch size n bat used to train them. That is, increasing n bat will lead to better training of the GMMNs at the expense of quadratically increasing memory requirements.
Going forward there are two primary impediments to the construction of quasi-random number generators for higher dimensional copulas and distributions. Firstly, the problem of distribution learning via GNNs remains a challenging task in higher dimensions. For further investigation in this direction, we may consider using other goodness-of-fit statistics for multivariate distributions rather than the MMD-criterion as the loss function provided that the statistic is differentiable in order to train a GNN. Secondly, we discovered from our empirical investigation in Section 4 that the convergence rates of GMMN-based RQMC estimators decrease with increasing dimension. Preserving the low-discrepancy of quasirandom number sequences upon transformations in high dimensions remains an open challenge in this regard.
In order to effectively evaluate the GMMN's performance, we focused on dependence structures described via known and fixed parametric copulas (or mixtures thereof) to construct the training dataset. The natural subsequent setup for some of the applications described in Section 4 would be to start directly with real datasets. In this scenario, two different approaches can be adopted for the construction of appropriate RQMC estimators. First one could directly model the dependence structure, that is, pseudo-observations, of the real dataset via GMMNs. This approach would be recommended for large datasets and datasets with dependence structures not well described by parametric copulas. Alternatively, one could first fit an appropriate copula model to the real dataset and then use the fitted copula model to construct an arbitrarily large training dataset for the GMMN. This approach would be more suitable for smaller datasets and datasets well described by tractable parametric copulas (at the expense of requiring a two-step estimation approach).
A Misconception regarding popular generative neural networks
Popular GNNs such as GANs (see Goodfellow et al. (2014) ) and VAEs (see Kingma and Welling (2014) ) have reported some "impressive" results for generating "realistic" observations (for example, images, videos and text) from a target density as described by a training dataset. However, it is important to note that these widely acclaimed results do not imply that the generative models have actually learned the underlying probability distribution of the data. In fact, there is sufficient evidence to suggest that GANs and VAEs do not accurately learn the target density. We now briefly illustrate this point with two generative models with standard network architectures trained on the MNIST dataset (see LeCun et al. (1998) ) for the purpose of generating handwritten digits. The MNIST dataset consists of a training set of 60 000 handwritten digits. Each example in the MNIST dataset is represented by a 28 × 28 grayscale image which, when flattened, is a vector in R 784 .
The first model is a VAE consisting of a convolutional/encoding NN and a deconvolutional/decoding NN. The R script variational_autoencoder_deconv.R for this VAE model is available as an example in the R package keras and was used without modification. The second model is a GAN consisting of two different convolutional NNs acting, respectively, as a generator and a discriminator. The R script acgan.R for this GAN model is also available as an example in keras and was used with minor modifications -specifically, we converted the auxiliary classifier GAN into a standard GAN by withholding the additional label information, that is, the type of digit (0-9) associated with each image of a handwritten digit.
For a quick visual assessment of whether samples generated by a GNN (here: VAE or GAN) match the target distribution represented by the training dataset, we use 2-dimensional (2D) principal component projections. We project the 60 000 training samples and samples generated by each GNN onto the two leading principal axes of the training data; see Figure 16 . We can clearly see that the GNN-generated samples (middle and right plot, respectively) do not have the same distribution as the projected training data (left plot). The VAE sample appears to contain residual artifacts of the NN. Neither the VAE sample nor the GAN sample appears to disperse as widely in this 2-dimensional subspace as does the original training sample. This suggests that these GNNs are undersampling certain regions of the target density and oversampling others, meaning that certain types of digits are under-represented while other types are over-represented. The GAN sample appears to suffer more severely from this particular problem than the VAE. 
Figure 16
Projections on the first two principal axes of the 60 000 MNIST training digits (left), VAE generated digits (middle) and GAN generated digits (right).
The shortcoming of GNNs (here: VAEs or GANs) for the task of density estimation has been studied in the deep learning literature particularly for GAN models. One pitfall of GANs for learning multi-modal distributions is the so-called mode collapse problem, according to which GANs collapse on a few or even a single mode; see, for example, Arjovsky et al. (2017) and Tolstikhin et al. (2017) . This results in a lack of diversity in the observations generated by the GAN; for the MNIST dataset, generated handwritten digits would be more similar to each other than they should be, even in large amounts of generated digits such as 60 000. This pitfall corroborates our previous observations from
