Previous research on broadcast databases in a mobile computing environment utilizing wireless channels has been focused on mechanisms for a mobile client to selectively pick database items in which the client is interested from a broadcast channel. The fundamental issue of identifying the appropriate database items for broadcast or refrained from being broadcast have largely been ignored. In this paper, we consider the concept of`air-storage', by treating the wireless broadcast media as a layer of cache storage. Broadcasting database items over the air-storage becomes similar in spirit to the caching of database items from the database server. Similarly, determining which database items need to be broadcast or refrained from being broadcast becomes similar in nature to cache management. Existing caching mechanisms are reviewed and management issues speci"c to the new air-storage are raised and discussed. In view of new issues in air-storage management, we propose and investigate several mechanisms in selecting the proper database items to be placed over this new layer of air-storage under a variety of data access patterns. Finally, the effectiveness of the mechanisms is evaluated by means of simulated experiments and the results are discussed.
database items. This results in a larger response time. To reduce the response time, the database queries should be optimized against the broadcast database. There are different ways of achieving this. One way is to utilize the slow broadcast channel more wisely and ef"ciently. The server should only broadcast database items that would be frequently accessed by a lot of mobile clients. These database items are usually called`hot items'.`Cold items' which are accessed much less frequently should only be delivered on demand. With a useful broadcast channel, the demand on the dedicated point-to-point channels can be relieved, and the overall waiting time can be reduced.
Existing work on broadcast databases has been focused on accessing database items from the broadcast channel. The fundamental issue of identifying the database items for broadcast or refrained from being broadcast has not been addressed. In this paper, we propose algorithms to identify the set of hot database items, i.e. those suitable to be broadcast over a wireless channel. We note that by broadcasting database items over a wireless channel, the channel, in effect, acts as a media of cache storage, caching database items stored in the database server. We call this cache storage, air-storage. Determining which database items should be broadcast over a channel or refrained from being broadcast becomes similar in spirit to the cache replacement algorithm. We proposed several replacement algorithms for such purpose and conducted simulated experiments to compare the effectiveness of our proposed algorithms with conventional replacement algorithms.
This paper is organized as follows. We "rst give a brief survey of existing caching mechanisms and some other related issues in Section 2. In Section 3, the differences in nature between the air-storage and conventional memory cache are compared and the reasons why existing cache management mechanisms are infeasible in this context are discussed. In Section 4, we offer a brief description on our caching model and propose several algorithms in identifying those`hot' candidates to be broadcast. The simulation model to study the performance of the caching algorithms is delineated in Section 5. Section 6 contains a description of our experiments and illustrations of some of the performance results, along with explanations of these results. Finally, this paper concludes with a brief discussion on our current research directions.
DATA CACHING
Cache memory was useful in speeding up data access from main memory. To achieve a reasonable performance, cache management is mostly in hardware and "rmware. Both cache placement and cache replacement algorithms must be carefully considered [8] . Typical placement algorithms include direct mapping, fully associative mapping, set associative mapping and sector mapping. Replacement algorithms include random replacement, "rst-in-"rst-out and least recently used. Set associative mapping is the most widely used cache placement mechanism. The most popular cache replacement mechanism is least recently used, approximated by the clock or second chance algorithm. Using main memory as cache, operating systems implement the paging mechanism in virtual memory to store disk pages to be used in memory buffers or frames. Different algorithms are used to allocate memory frames to pages. These allocation algorithms are very similar to cache placement algorithms. The more complex replacement algorithms are implemented in both hardware and software. Decisions are also made based on more global information. Typical algorithms include "rst-in-"rst-out, most recently used and least recently used.
In a distributed client-server environment, the client will use its main memory or local disk to cache data from the server. A multi-level caching is possible here: a client may "rst cache the data "le in its local disk, and the operating system of the client can then use its main memory to cache the "le or a portion of it from its local disk. The cache memory also stores portions of the "le accessed very actively by a user program. This level of caching is transparent to the client-server communication protocol and software. Client caching is useful in reducing the access latency to remote "les. In Sun Network File System (NFS), disk blocks of remote "les are cached and in Andrew File System (AFS), the remote "les themselves are cached [9] .
Caching is also adopted in database management systems for maximizing the performance for query processing, be it caching of disk data pages in memory, or caching of remote data pages in local disk or local memory [10] . In a conventional client-server environment, the bandwidth of the transmission media (e.g. Ethernet) is often comparable to the disk bandwidth. Once a database item is retrieved from the server disk, the additional overhead for transmitting the remaining database items residing on the same page will be small since most operating systems and the server storage media are page-based. This small overhead will further be paid off if any database item within the page will be accessed by the client in the (near) future, due to the principle of locality. Therefore, caching mechanisms for conventional database applications are usually performed on a per-page basis [11, 12] . In [13] , it was pointed out that page-based caching mechanisms require a client to possess a large cache size in order to achieve good performance unless a high degree of locality exists among the database items within each page.
The architecture of a typical mobile database server interacting with a mobile client is illustrated in Figure 1 . A mobile client, usually a laptop, or even a palmtop, is connected via a wireless channel to the remote database server. The client generally has a local disk, main memory and reasonable amount of cache memory as well. Caching of data from the database server therefore can be performed at local disk and main memory. The database server will use its own main memory and cache to store database items frequently accessed by most mobile clients as well.
In [14] , the issues of caching database items into the local disk storage of a mobile client utilizing an on-demand point-to-point communication paradigm have been studied. Caching mechanisms at mobile clients are different from those at stationary remote clients on a local area network. In particular, page-based caching is not as effective, partly due to the limited battery and storage capacity of mobile clients. Since part of the storage of a mobile client is dedicated to the local operating system, local database management system, and various software, the available size of local storage for caching database items of the server will be limited. It has also been noted that locality in database applications is dif"cult to achieve especially in a mobile environment utilizing a point-to-point communication paradigm. A database optimized for the locality of associative query, a very common type of query accessing several attributes of an object or a tuple, might result in poor locality in navigational queries, another very common type of query relating different objects or tuples [10] . Furthermore, since each mobile client is powered by batteries of limited lifetime, it should consume as little energy as possible for a query. Prolonged tuning to the wireless channel for receiving a page of database items for each initiated query will just consume too much energy, compared with tuning for a single database item, even with the help of an index. All these factors point to a smaller caching granularity than a page. The granularity should be an object or even an attribute in an object-oriented database, whereas in a relational database, it should be a tuple or an attribute.
Due to the limited storage in a mobile client, cache replacement algorithms are needed to remove the not so useful cached items.
In conventional caching in an operating system, the optimal replacement algorithm is often approximated by the least recently used (LRU) algorithm [15] . It has also been widely used by database management systems [11, 12] . The most recently used (MRU) algorithm is used sometimes instead of LRU in database applications [10] . It has been shown that LRU and MRU are not effective in a mobile environment which utilizes the local disk of a mobile client as cache for database items on the database server obtained via point-to-point wireless connection [14] . This is mainly because page-based caching is not feasible.
Rather than the point-to-point paradigm, the broadcast paradigm can be considered. Indexing mechanisms and perhaps a closely synchronized local clock at the client should be adopted to reduce the energy consumption for tuning in a broadcast environment [16] . In [2] , the broadcast channel is viewed as a disk, called the`broadcast disk'. By broadcasting database items with different af"nity at different frequency, the expected latency to access a database item can be minimized. The broadcast disk can also be extended with a local storage cache at the client side. In this model, each client maintains a local cache to store remote database items, as with traditional clientserver database caching. The aim is also to minimize the expected access latency to the database items. The concept of`tag-team caching' is introduced to reduce the latency by considering both the broadcast disk and local storage cache [3] . Management of local cache is focused on "nding the best storage cache replacement strategy that matches well with the database broadcast order. When new database items are to be cached, a cache entry which contains a database item coming soon will be selected as a victim, regardless of whether it is hot [4] . In this approach, the database is static in size, containing data that does not change frequently.
In this paper, we consider the broadcast channel as an additional layer of cache managed by the server. It is independent from the management of local storage cache and main memory cache by a client. Each client has its own #exibility to manage its local cache using its most preferred algorithm, and hence, caching its most preferred database items. For example, the client may use LRU main memory caching and a hoard database to cache essential database items [17] . We focus on algorithms on the server side which allow the server to select and broadcast useful hot database items to the clients. As a result, we do not consider the issue of updates to database items. The server will broadcast a hot database item, whether or not it has been updated, since the server does not know which client already has a copy of it. It is the responsibility of the client to use its own cached value at its local disk and to refresh it at suitable intervals [14] .
BROADCAST DATABASE AS AIR-STORAGE
When a database is periodically broadcast over a wireless channel, as in a mobile environment, the channel in effect acts as an additional storage layer which is termed airstorage. With respect to a mobile client, the database server can thus be regarded as a tertiary storage (with the local disk as the secondary storage) and the broadcast database items can be considered to be cached into this air-storage. The size of this air-storage layer is characterized by the length of a broadcast cycle as it indicates the amount of database items that could be accommodated in the air-storage. A hierarchy of storage systems is thus formed, with increasing bandwidths: database items frequently requested by most clients are cached over the air-storage with a low bandwidth; database items frequently requested by a particular mobile client could be cached into its local disk storage with a much higher bandwidth [18] ; and "nally, currently queried database items will be cached into a client's main memory buffer with the highest bandwidth. Except for the additional layer of air-storage, the other layers of cache and main memory are managed by the built-in hardware and software systems of the client. This view is depicted in Figure 2 .
By treating the broadcast channel as an air-storage, its management becomes similar in spirit to the management of cache memory. In particular, algorithms to determine which database items should be broadcast over the channel or refrained from being broadcast would become similar to the cache replacement algorithms. However, due to the different natures of the air-storage and conventional cache memory, the following "ve issues need to be re-addressed.
First, the size of the air-storage, i.e. the length of a broadcast cycle, could change dynamically from cycle to cycle. This is in contrast to conventional cache memory whose size is static. Increasing the size of the airstorage might penalize the performance of data retrievals by individual clients. However, it might bene"t the overall performance for the whole collection of mobile clients globally, since many more clients can retrieve database items of interest from the air-storage instead of having to request them from the server individually. Critical here is the mechanism to determine the size of the air-storage for each broadcast cycle while striking a balance between local and global optimizations. The concept of the working set from operating systems [15] would be applicable in determining a reasonable reference size for the cache storage in this context, while allowing for some minor adjustments to individual cycle lengths, based on access information from the client, since there may be more database items justi"ed to be retained during a particular cycle than others, i.e. more items with a`high' access probability.
It is rather obvious that the size of the cache must not be smaller than the hot spot. Otherwise, the hit ratio will suffer greatly, since there are some hot database items not being maintained in the cache. When the database increases in size, the number of hot database items may also increase, but likely at a smaller pace. For example, in a stock information system, when the number of stocks is increased from 1000 to 10000, the set of blue chips of common interests might increase from 200 to 800, but not 2000. In other words, it is anticipated that the hot spot would more likely be more concentrated in terms of percentage, as the database increases in size. The cache size, thus, usually only grows sublinearly with respect to the database size. Caching over the air-storage is still possible with larger databases. Our experimental results in Section 6 also show that the hit ratio remains relatively constant for a larger database, provided that the cache to database ratio and the relative size of hot spot remain unchanged. If the relative size of the hot spot may reduce, as discussed above, the performance would improve.
Second, database items stored in conventional cache memory are accessed in a random manner; by contrast, database items stored over the air-storage could only be sequentially accessed . Techniques tailored to the sequential nature of the air-storage for retrieving the useful items are in demand and have been addressed to some extent in [2, 4, 6, 7, 19] . As a matter of fact, the sequential nature of the air-storage is similar to the sequential tertiary storage of backup tapes or cartridges in large computer systems.
Third, conventional caching mechanisms are usually performed on a per-page basis due to the principle of locality that the page containing the database items currently being accessed will have a high probability of being accessed in the near future. As mentioned previously, the bandwidth of the air-storage is much lower than that of conventional cache memory; caching the whole page of data from the server into the air-storage will be too expensive by consuming the precious bandwidth. A smaller granularity for caching is needed. In our research, we are experimenting in using an entity as a caching unit for the air-storage, i.e. the database is broadcast on an entity basis. An entity is a logical coherent unit in a database. It will roughly correspond to an object in an object-oriented database and will correspond to a tuple in a relational database. In this paper, we will use the term database items to refer to entities, unless otherwise speci"ed.
Fourth, having determined the size of the air-storage for a particular broadcast cycle, we need to identify the hot database items suitable to be cached into the air-storage, i.e. being broadcast. During subsequent broadcast cycles, additional items might be quali"ed as hot, and certain previously hot items may cool down. If the air-storage is exhausted, a replacement algorithm is needed to replace aged cold database items being broadcast currently with new hot items. Since hot items are those accessed by many clients, the access pattern of each client on the database items must be propagated from the clients, where the accesses are originated, back to the server, where the statistics will be compiled and air-storage caching mechanism is implemented.
While caching is performed on an entity basis, the spatial locality information among the different cached items in database applications is lost. This is ampli"ed by the time lag until the server is aware of the access patterns on database items issued by the clients, since the cache hit and miss information can only be propagated some time after the event. Replacement decisions can be made only before the beginning of another broadcast cycle. This also implies that conventional replacement algorithms that usually perform well (such as LRU and sometimes MRU) [10] may no longer be suitable in the new context since they are based on the principle of locality. New cache replacement algorithms need to be introduced.
Finally, it is impractical for a mobile client to keep tuning to the broadcast channel due to the power consumption of listening to the channel. A kind of indexing structure such as a B+ tree must be used. The indexing structure can be broadcast alongside with the database items to allow a client to remain in doze mode to conserve power, until the designated database item arrives [16, 19] . Alternatively, with a small to moderate number of database items in the database, a bit vector can be broadcast at the beginning of a broadcast cycle as an indexing structure, showing precisely the set of database items available during the cycle. The client can cache the bit vector and, knowing the size of each database item, calculate the position and hence the time to retrieve the items in which it is interested. In a stock information system with 1000 stocks, like The Stock Exchange of Hong Kong, the overhead of the bit vector is only 125 bytes, which is usually relatively small compared with the size of the air-storage. The size of the bit vector can further be reduced by techniques like run length encoding. If the number of database items cached in each cycle is small compared with the number of items in the database itself, the bit vector may be replaced by a list of identi"ers of database items to be broadcast in the cycle, and the list can be compressed with different techniques. An example is to use Huffman coding to reduce the expected size of the identi"er list. The identi"ers for database items of high af"nity will be encoded with a smaller number of bits.
In addition to the limited bandwidth of the wireless medium, the unreliability of the media also poses performance threats. Different mechanisms can be adopted to reduce the impact of channel failure. Cyclic redundancy code may be used to detect transmission errors as well as corrupted database items. The indexing structure is important in reducing the tuning time, which is de"ned as the amount of time a client has to stay tuned to the broadcast channel in order to retrieve the items of interest, excluding the time the client goes into the doze mode to wait for the next piece of indexing information [1] . It is necessary to provide additional redundancy to the structure. For example, the bit vector broadcast at the beginning of the cycle may be broadcast several more times during the broadcast cycle. This not only can provide fault tolerance, but also can reduce the initial tuning time when the client "rst receives the broadcast signal. To improve the availability of database items on the air-storage, several channels may be used to broadcast the items [7] . Since a requested database item is available at different times on different channels, missing an item due to corruption does not cause a delay of an additional broadcast cycle. The expected saving is approximately proportional to the number of broadcast channels being used. We showed that by using some cryptographic transformation techniques, the performance can be improved signi"cantly, especially when the failure probability of the channels is non-trivial. The work in [7] can be combined with the work in this paper, to consider broadcasting over multiple channels database items which are not necessarily identical and investigate the performance. In this paper, we will mainly look at algorithms for identifying appropriate hot database items for broadcast, i.e. being cached in the air-storage.
CACHING MECHANISMS FOR AIR-STORAGE
Good caching mechanisms must be able to determine the best database items to be maintained in the cache to be used in the future. Similarly, caching over the air-storage involves determining the best items to be broadcast to the mobile clients. It has been pointed out in Section 3 that there would not be locality of information among the database items; it is therefore natural to adopt the access probabilities of the items as an indicator for the necessity of being cached into or being replaced from the air-storage. This translates into computing and predicting the access probability of a database item in the next broadcast cycle. Information about the access probabilities could be collected at each mobile client and forwarded to the server at regular intervals. They may also be piggybacked in a request to the server, when there is an air-storage miss, i.e. the requested database item is not being broadcast in the current broadcast cycle. The request is sent over to the server via the point-to-point uplink channel if the client needs the database item soon.
To implement the air-storage, we maintain a score for each database item, indicating the prediction of its access probability in the next broadcast cycle. Notice that the relationship between the server and the mobile clients is loosely coupled. The server has no information regarding what queries a mobile client is going to initiate and also the set of database items maintained at its local storage. Furthermore, the air-storage is implemented at the server and it should be independent from the local disk and memory caching of the clients, which need to watch for the validity of its locally cached database items in the presence of updates [14] . The way to predict the best broadcast candidates is to measure the access frequencies on the database item. The simplest way to estimate the scores is by measuring the cumulative access frequencies of each database item divided by the length of observation period. Let us denote the access frequency on item x from time interval n − 1 to n by f x,n . Formally, the score after a new measure f x,n is taken is computed as 1 n n i=1 f x,i . Since the mean rate of access is computed, we call this the`mean' algorithm. To ensure that the air-storage is used effectively, database items with very low average access frequency will not be broadcast. Thus, a database item is cached only if its average access frequency is higher than a certain threshold, called the`hot-item threshold' . However, if the air-storage is exhausted, an item can only be cached if its average access frequency is higher than the lowest average access frequency of some currently cached item. In other words, with an air-storage of size C, only those C items with the highest average access frequencies are broadcast.
The mean algorithm takes every access into account, and every single trace from the very beginning of the database broadcast history remains in effect. A change in access patterns, or a shift in the hot-spot can only be re#ected in the mean score after a very long period. It therefore does not adapt well to access changes. To ensure that changes in access patterns can be properly coped with, a moving window for the access frequencies spanning several broadcast cycles could be maintained for each item. Accesses beyond the moving window will automatically fall from the scene. Only the access frequencies within the window for each database item will contribute to its score.
When the air-storage is exhausted, the cached item with the lowest average access frequency within the window is selected to be replaced. We call this algorithm the`window' algorithm. Formally, the score after a new measure f x,n is taken is computed as
, where W is the size of the window. This is the same as the mean algorithm only if n ≤ W , i.e. in the beginning of the system execution. The effectiveness of the window algorithm depends on the window size W . The larger the W , the smoother the replacement decision is, but the slower it responds to changes in access patterns. When W = ∞, the window algorithm becomes the mean algorithm, which takes into account all data accesses. The score in the mean algorithm may be periodically reset, say every day, and this may bear some resemblance to the window with very large W and could remove the effect of access pattern changes from a previous day. A major problem for the window algorithm is the large amount of storage needed in maintaining the moving windows. Our experiments show that the window algorithm is not performing well enough to justify its large storage overhead.
We propose another algorithm in order to adapt quickly to changes in access patterns and to avoid the use of a moving window and its overhead. This third algorithm eliminates the window by keeping a single summarized score for each database item. The score is computed from the contributions of all access frequencies, such that the older an access frequency, the smaller its contribution is. This single score is the Exponentially Weighted Moving Average (EWMA) of access frequencies. The algorithm is known as the`EWMA' algorithm. In EWMA, access frequencies of the current broadcast cycle have higher weights and the weights tail off as they become aged. A parameter to EWMA is the exponentially decreasing weight, α, between 0 and 1. The most current access frequency receives a weight of 1; the previous access frequency receives a weight of α; the next previous access frequency receives a weight of α 2 and so on. The resulting score is obtained by summing up the weighted access frequencies and then normalized through dividing by the sum of all the weights used. Formally, the single-valued score after considering f x,n can be expressed
where S is the sum of the weights (1, α, α 2 , ..., α n−1 ). When α is zero, EWMA degenerates into the window algorithm with W = 1. When α approaches one, older values receive similar weights as new values and EWMA becomes very similar to the mean algorithm.
The replacement algorithm is implemented at the database server to determine the set of hot database items to be broadcast. Each database item is associated with a score, which can be implemented as an array of values in the server's memory. At the end of a broadcast cycle, the server computes the updated score, according to the algorithm employed. For the window algorithm with window size W , an array of size W has to be reserved for each database item to hold the access frequencies within the window. The array is used like a circular queue so that aged measures will fall off from the window.
For an air-storage with a capacity of C items, database items with the C highest scores are broadcast in the next cycle, in the order of their key. This constitutes the placement algorithm. This seemingly high-cost sorting requirement can be satis"ed by an ef"cient ordered statistics algorithm, such as a recursive application of the partitioning procedure in quicksort. Alternatively, it can be replaced by an approximation algorithm, such as the bucket algorithm (a variation of the bin-sort algorithm) adopted by [2] . This computation is only required once per broadcast cycle and the cost is still negligible with respect to the time to broadcast a database item over the wireless channel.
We will now consider how the scores can be updated incrementally in these algorithms, since the cost of computation will be signi"cant if the computation is complex. Assume that a new access frequency f x,n+1 from time interval n to n + 1 of item x is obtained. Let the score for the previous n access frequencies be denoted as f x,n . Here, a typical time interval for measuring the access frequencies is one broadcast cycle. At the end of a broadcast cycle, the server accumulates the required information used to compute the scores for the beginning of the next broadcast cycle, which in turn acts as a guideline in selecting the database items to be broadcast.
In the mean algorithm, the new score f x,n+1 can be computed as (n f x,n + f x,n+1 )/(n + 1). For the window algorithm with a window size W , the new score f x,n+1 is the same as that in the mean algorithm if n < W . Otherwise, it can be computed as (W f x,n + f x,n+1 − f x,n−W +1 )/W . Here, the W intermediate values are stored in the circular queue for x. Finally, in EWMA with weight α, the weighted moving average score f x,n+1 is computed as the formula described above, i.e. ( f x,n+1 + α f x,n + α 2 f x,n−1 + ... + α n f x,1 )/S. Although the formula is rather complex, an incremental formula can be obtained by making some simpli"cations. When n is large, or when the zero-valued semi-in"nite sequence { f x,0 , f x,−1 , f x,−2 , ...} is prepended, as in many EWMA applications, it reduces to the simple form α f x,n + (1 − α) f x,n+1 . Here, unlike the window algorithm, no intermediate value needs to be maintained. We will see in the simulation described in Section 6 that EWMA performs very well, in addition to its simplicity in score computation and low storage overhead. This algorithm is therefore recommended.
SIMULATION MODEL
Our simulation model is implemented using the CSIM simulation package [20] . A database server containing a database with a database size, D, of 1000 items is used as a term of reference in our experiment, which is reasonable for a stock information system. For example, The Stock Exchange of Hong Kong has a stock listing of just over 600, with about 40 blue chips, and NASDAQ has around 5000 enlisted stocks. Depending on the amount of information used in an application, such as the opening price, closing price, the current ask/bid price and so on, the size of each item, O, varies from 16, 32, 64 to 128 bytes. One wireless channel is used for broadcasting the database items. The wireless bandwidth, B, is set to the typical value of 19.2 kb.p.s. The air-storage has a capacity, C, of 300 items (i.e. 30% of the database). The length of each broadcast cycle thus ranges from 2 to 8 s. In our simulation model, we also model the bit vector approach for database item indexing, without runlength encoding. There is an overhead of 1000 bits at the beginning of each broadcast cycle, corresponding to an overhead of 0.3-2.5%, depending on the size of database items, O.
Accesses to each database item arrive randomly following a stochastic distribution A, with mean arrival rate λ. We examine four different arrival patterns. The "rst one is the Poisson arrival process, Poisson. The interarrival time for accesses follows an exponential distribution, with mean . The remaining two correspond to bursty arrivals. In the third one, an 80/20 rule, Bursty 80, is de"ned such that 80% of the accesses arrive within 20% of the time span (the bursty period) and the remaining 20% arrive within 80% of the time span (the non-bursty period). In the "nal one, the 70/30 rule, Bursty 70, is followed. Interestingly, with a 50/50 rule, Bursty 50, it is equivalent to the uniform distribution. For the bursty arrivals, the average arrival rate is maintained at λ which is set to 0.1 in our experiments.
Each database item has different probability of being accessed, and hence different arrival rates of accesses. In other words, each item has different access af"nity. Two different access af"nities, T , were experimented with. In the "rst one, the database items are assumed to be of uniformly distributed temperatures (or uniform data access af"nity). This corresponds to the uniform temperature experiment, U. In the second one, there exist hot spots among the database items, modelling a more realistic situation in which the access af"nity exhibits some locality or skewed behavior [12] . The 80/20 rule is used to model the hot spot, i.e. 20% of the items are requested by 80% of the accesses and the remaining 80% are touched upon by the remaining 20% of the accesses. This corresponds to the hot spot experiment, H, with hot spot size, h, equal to 0.2. To study the effect of a smaller hot spot of size 0.1, the 90/10 rule is also experimented with. This skewed behaviour may be modelled by a distribution following Zipf's law or by the self-similar distribution [21] . We discover that both distributions generate similar results. For simplicity, we have adopted the self-similar distribution in our discussion here.
Different replacement algorithms R for the air-storage cache are studied in this paper.
They include the conventional MRU and LRU algorithms and our proposed algorithms. Even though the performance of MRU is found to be poor in most cases, it is included for comparison purposes. We study the mean algorithm, the window algorithm with window size of W = 10 and W = 1. A large window size of 100 or above yields very similar performance to the mean algorithm and is thus ignored in our discussion. We also attempt different values of α = 0.1, α = 0.5 and α = 0.9 in the EWMA algorithm. The algorithms are named MRU, LRU, mean, win 10, win 1, EWMA 1, EWMA 5 and EWMA 9 respectively. Finally, the access af"nity to the database items may change over time. We therefore de"ne the changing cycle, , of database accesses. The access probability of all the database items will be permuted after every broadcast cycles. With a static access af"nity, will be in"nite. In our experiments, we attempt the impact of changing access af"nity to the database items, with different values of . The parameters in our experiments and their default settings are summarized in Table 1 .
The performance is characterized by the air-storage cache hit ratio, which is the number of times a requested database item can be found on the air-storage, divided by the total number of accesses. In each experiment with D = 1000 items, 100000 random accesses are generated and the number of hits is measured. Each experiment is repeated 30 times and the mean hit ratio is computed to generate a single data point on our graphs. Repeating the experiment 30 times can reduce the length of the con"dence interval on the measured hit ratios by "ve times. We also monitor the value of the standard deviation on the 30 repeated runs for any possible anomalous behavior.
SIMULATION RESULTS
A total of "ve sets of experiments have been conducted based on different arrival patterns, A, generated by the mobile clients, on different database item af"nities, T , and on different sizes of database items, O. We also look at the effect of varying the size of the air-storage, C, the size of the hot spot, h, and the size of the database, D. The bandwidth, B, of the channel remains constant at 19.2 kb.p.s.
Experiment #1
In the "rst set of experiments, we attempt to quantify the performance of replacement algorithms, under two different temperatures' of database items (T = U and H with h = 0.2). For each access af"nity, we compare the performance of each replacement algorithm under four different access arrival patterns (A = Poisson, Uniform, Bursty 80 and Bursty 70) with four different sizes of database items (O = 16, 32, 64 and 128 bytes). Note that a change in database item size will change the length of a broadcast cycle. The larger an item is, the longer the broadcast cycle would be. D is "xed at 1000 and C is "xed at 300.
The air-storage hit ratios under Poisson, Uniform, Bursty 80, and Bursty 70 arrival patterns with uniform temperature, i.e. T = U, are depicted in Figure 3a -d. The corresponding hit ratios for skewed temperature, i.e. T = H, are depicted in Figure 4 with the same arrangement. Note that since the size of the air-storage is 30% of the size of the database, we would have expected a random replacement algorithm will generate a hit ratio of ∼ 30%. As a result, a performance of lower than 30% is unacceptable.
From Figures 3 and 4 , it is obvious that MRU is incapable of capturing the proper database items in the air-storage, yielding a hit ratio of ∼20% for U and only 10% for H, even worse than random replacement. It tends to capture the wrong database items at the wrong time. All other algorithms perform much better when there are hot spots among the database items. They produce a hit ratio of 30-70% for U, but 70-90% for H. The performance of mean is relatively stable, at 50% for U and 83% for H, respectively. For the different access arrival patterns, it appears that the performance of Poisson is very close to that of Uniform. Furthermore, since Uniform is actually Bursty 50, the performance of Bursty 70 is somewhere intermediate between Uniform and Bursty 80. Therefore, for the purposes of clarity, we will not illustrate the performance of Uniform and Bursty 70 in the remaining experiments since no anomaly is discovered. Since Bursty 80 and Bursty 70 have a #uctuation on the arrival of accesses, algorithms that are adaptive to such changes perform better, as witnessed by the improved performance in all the EWMA algorithms. For instance, mean, win 10, and win 1 all perform worse than EWMA in bursty cases (Figures 3c-d and 4c-d). Furthermore, win 1 performs worse than EWMA in both Poisson and Uniform.
With respect to the size of database items, we can notice that larger items usually yield slightly better performance for most of the cases. The only exceptions are when win 10 and EWMA with large α are used for U, with bursty arrival (Figure 3c and d) . Furthermore, it can be observed that the performance on small items varies more than the performance on large items (excluding the virtually useless MRU algorithm). This is because the set of items to be broadcast in each cycle is determined at the beginning of a broadcast cycle. With large items, the broadcast cycle becomes longer and the effect of different access patterns is smoothed out when the accesses during the lengthened cycle are accumulated. As the accesses become more bursty, shorter broadcast cycles will lead to a faster adaptation on the selection of items to be broadcast in the next cycle when the bursty period is encountered.
We also observe that the performance of the windowbased algorithms are less stable. Win 1 exhibits a big gap in Figure 3c and d, and a comparatively big gap in all cases in Figure 4 . EWMA also performs well, especially for small items under Bursty. This is also due to the shorter broadcast cycle so that changes in the access pattern can be incorporated in a more timely fashion and be re#ected in the next broadcast cycle. When compared with the performance of using EWMA for caching database items on disk [14] , which exhibits a stable performance, EWMA in the management of air-storage shows some #uctuations in performance, especially for U with Bursty arrivals (Figure  3c and d) . This is mainly due to the lag-behind on the changes of broadcast database items to cope with the changes in access pattern, since the changes, when detected, can only be re#ected at the beginning of the next broadcast cycle.
To quantify the accuracy of the experiment, the standard deviation on the hit ratios of the 30 repetitions of the experiment is computed. Except for a few individual cases, it is found that most standard deviations are <1%. The only exceptions are the results from LRU and win 10 replacement algorithms, with the size of a database item equal to 16 and 32 bytes. These few cases result in a mild standard deviations of ∼1.5%, The experimental results are therefore suf"ciently accurate from a statistical point of view.
Experiment #2
In Experiment #1, the performance of mean is close to that of EWMA on both U and H. We believe that EWMA will out-perform mean if the access pattern may change over time as will usually be the case in reality. To demonstrate this feature, we conducted a second set of experiments and allowed the access af"nities on the database items to change over time. To model the changes, the data access af"nity on each database item is randomly permuted after every broadcast cycles. In the context of H, this has an effect of moving the hot spots around randomly every cycles. Our second set of experiments is conducted with the same parameter settings as in Experiment #1, except with = 10 and with = 2. The former models a moderate changing rate while the latter models a fast changing rate. The results are depicted in Figures 5 and 6 , respectively. As mentioned previously, only results from Poisson and Bursty 80 arrival patterns will be illustrated.
In Figure 5 , the "rst row (Figure 5a and b) depicts the performance of different replacement algorithms on U while the second row (Figure 5c and d) depicts that on H. The "rst column depicts the performance on Poisson arrival while the second column depicts that on Bursty 80 arrival.
Comparing Figure 5 with Figures 3a and c, and 4a and c, we observe that most hit ratios drop by ∼10-20%, since the server now is not able to cope with the changes in access pattern as timely as before. The performance for LRU on H even drops by a drastic 40%. To yield a good performance, it must be possible to detect a change in data af"nity and reselect the set of database items to be broadcast. Mean, in particular, suffers seriously from this change and performs poorly since the changes in pattern cannot be re#ected rapidly in a change of the cumulative access frequencies. Win 10 also suffers from the same problem, due to a similar reason. EWMA with a small or moderate value of α reacts very well to the changes, due to its much stronger adaptive nature than mean. The performance only drops by 5% for the EWMA algorithms. Once again, the performance of MRU is terrible. Furthermore, the standard deviations on the hit ratios are very small. Almost all of them are <1%, except for the LRU algorithm with hot spots (Figure 5c and d) . The standard deviations differ with different size of database items, ranging from ∼2%, 3%, 4-7% for O = 16, 32, 64 and 128 respectively. This means that LRU is not yielding a stable performance. Despite the higher standard deviation, it is still highly improbable that it can achieve a hit ratio of >50% by chance. Figure 6 depicts the results for a very fast changing access pattern on the database items ( = 2). Comparing Figure 6 with Figure 5 , we discover that the performance drops by another 10%. Except for the drop in performance, the general behaviour of the performance curves and hence the performance trend appears to be similar, with only a translation on the y-axis for a worse performance. Again, EWMA algorithms also suffer less in terms of performance drop. Concerning the accuracy, the standard deviations are larger than that with = 10. However, almost all of them are still <2%, except for the LRU algorithm with hot spots (Figure 6c and d) . In those cases, the standard deviations could be up to 4%.
Experiment #3
The size of the air-storage C de"nitely has an impact on the performance. Our third set of experiments is designed to study the impact of a varied size of the air-storage. Experiment #1 is repeated, but with C = 200. This size is just suf"cient to capture the hot spot in experiment H. The results are illustrated in Figure 7 .
Comparing Figure 7 with Figures 3 and 4 , it could easily be observed that the performance drops by ∼10-20% for experiment U (Figure 7a and b versus Figure 3a and c) and by only ∼5% for experiment H (Figure 7c and d versus Figure 4a and c). The general behaviour of the curves remains quite similar to that in Figures 3 and 4 . It is obvious that with larger cache size, the performance should be improved. The observation that the performance loss in H is smaller can be explained by the fact that in H, the hot database items are attracting more accesses than the cold items. As long as the cache size is not smaller than the hot spot, the hit ratio will still be reasonable. In U, however, the access af"nities among different items are not as deviated. The cache size is not large enough to capture all hot items. As in the previous experiments, EWMA is good for Bursty patterns, as depicted by Figure 7b and d. The standard deviations of the hit ratios in Experiment #3 remain <1%, except for occasional occurrences in LRU and win 10 with hot spots. In those cases, the standard deviations could be up to 1.8%. The results are therefore rather accurate and indicative.
Experiment #4
With larger databases, the number of hot database items would increase and would likely become more concentrated. Our fourth set of experiments is conducted to study the impact of a change in the size of hot spot h. Experiment #3 is repeated, but now h is chosen to be 0.1 instead of the default value 0.2. In other words, the 90/10 rule is followed here. We study the performance when the size of the air-storage C is 200, the setting in Experiment #3, as well as a smaller size of C = 100, re#ecting the situation that the hot spot in experiment H can still be captured. The results for the two air-storage sizes are depicted in Figures 8 and 9 respectively. Note that Figure 8a and b are the same as Figure 7a and b, due to the same parameter settings. Comparing Figure 8c and d against Figure 7c and d, we observe the performance improvement when the hot spot becomes more concentrated. The hit ratio shows an increase of ∼10%. Except MRU, all other algorithms can achieve a hit ratio of 85-90%. It is interesting to notice that the performance with Poisson arrival even begins to surpass the performance with Bursty arrival, by comparing maximum of 1.2% for LRU, and are below 1% for the rest. Figure 9 illustrates the performance with a highly concentrated hot spot, as in Figure 8 , with a smaller airstorage. It is obvious that performance in Figure 9 is lower than that in Figure 8 , due to a smaller air-storage size, but the performance trend is very similar. Figure 9 and Figure 7 both represent situations where the air-storage can just hold the hot spot. We observe that the performance drops in Figure 9 when the database item af"nity T = U (Figure 9a and b versus Figure 7a and b) . This is understandable for a smaller air-storage. Since the access af"nities among database items do not deviate much in U, a small air-storage is not able to capture all hot items, resulting in a worse performance.
When T = H, the converse holds that the performance improves in Figure 9 ( Figure 9c versus Figure 7c and d) . This result is due to the highly concentrated hot spot. A simple calculation with the self-similar distribution will reveal that the 100 hot database items generate 90% of the accesses, and that 10 of the 100 hot items absorb 90% of those 90% accesses, i.e. 81% of all the accesses. Therefore, any algorithm that can identify that 10`super hot' items will yield a hit ratio of >81%. All algorithms in Figure 9c and d yield similar performance also due to this reason, as long as they can identify that 1% of hot items. Finally, as in Figure 8 , the performance when T = H is also better for A = Poisson than A = Bursty, due to the same reason as before. As with the accuracy, all standard deviations are under 1%, except for a few cases for LRU, with a value of no more than 1.5%.
Experiment #5
Our "nal set of experiments is conducted to verify that our results also apply in databases with larger sizes, D. Due to the much longer time and higher storage requirements in executing the simulation for large databases, we only repeated control experiments for Experiment #3 and Experiment #4, by maintaining the same ratio of airstorage cache size to database size. In Experiment #3, we choose D = 1000 and C = 200, with 100000 accesses for each run and repeat the experiment 30 times. Here, we choose a database ten times larger, with D = 10000 and C = 2000, using 10 times more accesses, i.e. 1,000,000 accesses for each run. Again, the experiment is repeated 30 times. The results for both database sizes are shown in Table  2 . As depicted, there is only a very small difference between them, seldom exceeding 0.5%. This demonstrates that our experimental results could be extended to databases of larger size, as long as the relative cache size is maintained, and that the remaining results in the "rst four experiments also apply to databases of size larger than 1000 database items, ruling out any possible anomaly and suspicion.
To further strengthen this, we repeat a control experiment for Experiment #4, using a database 10 times larger. With a hot spot of h = 0.1, we attempt D = 10000 and C = 1000, and generate 1000000 accesses for each run. The results are depicted in Table 3 . Again, there is only a very small difference and it is obvious that our results in the previous experiments could be generalized.
Discussion
We will summarize our "ndings in the previous experiments. We "rst consider the performance of different replacement algorithms. From our results across all the experiments, it is discovered that mean performs well if the access pattern is not bursty and is not changing. In those situations, the mean replacement score of the database items will approximate the access probability of the items very well and hence the prediction of items to be accessed is good. Its performance is also rather independent from the size of database items. The performance of MRU is unacceptable, due to its nature of replacing an item being accessed most recently. Such an item will likely be an item of frequent usage, leading to a low hit ratio. Conventional LRU performs reasonably well in most cases, unless the access af"nities of database items change. In that case, the performance of LRU drops rather drastically, even more drastically than that of mean. Window with small window size (win 1) performs well for a bursty access pattern. With a larger window size (win 10), the performance is better for more predictable accesses, since with a large value of W , window becomes mean. It is also more adaptable to changes in access pattern than mean.
EWMA is consistently yielding very good performance. It might not be the best in each case, but it is among one of the best in most cases. Furthermore, with a small value of α, the performance of EWMA is also relatively stable, but it becomes more unstable with large values of α, with varying performance when the size of the database item changes. It appears that the overall performance is good and stable with a moderate value of α = 0.5, and EWMA 5 is recommended for adoption, if information about data access af"nity and pattern is lacking.
Another characteristic of air-storage cache which we can observe from our experiments (Experiments #3 and #4) is that the size of cache can affect the performance, but the effect is rather small when there is a hot spot among database items and the cache is large enough to hold the hot spot. No algorithm will perform well with a cache smaller than the hot spot, even if the algorithm is run off-line, i.e. with perfect knowledge about the reference string of accesses.
When the cache reduces in size proportional to the reduction in hot spot, we even observe an improvement in the performance. In other words, databases with a highly concentrated hot spot will lead to better performance, despite utilizing a smaller cache size.
Finally, we verify in Experiment #5 that the performance results remain relatively constant for the same cache size to database size ratio. They are insensitive to the actual number of items in the database, so that the experimental results for smaller databases can be applied on larger databases. Compounded with the common situation that hot spots tend to become more concentrated as a database grows in size, the size of the cache only needs to grow sublinearly and yet produce a reasonable performance.
CONCLUSION
In this paper, we proposed to view the wireless channel utilized for broadcasting database items from a database server as an air-storage. This air-storage forms an additional layer of storage for the client. The problem for determining whether a database item needs to be broadcast from the database server is viewed as the cache management problem. We then proposed several solutions based on the cache replacement mechanism to the problem. Several new replacement algorithms have been presented and simulated experiments to measure their performance have also been conducted. The aim of the algorithms is to try to adapt to changes in data af"nity and access patterns, so as to improve the performance. The experimental results demonstrated that the proposed algorithms are worth exploring, especially when the access patterns become closer to realistic situations with hot-spots, which may also evolve over time.
In the experiments, we investigated the effect of the cache size to database size ratio on the performance, and how it is affected when the size of the database hot spot changes. It happens that the air-storage cache can somehow scale in performance with respect to the size of the database, under certain reasonable assumptions.
One issue that we are currently working on is to characterize the factors that determine the length of a broadcast cycle, i.e. the size of the air-storage in bytes. This issue is important as it affects how many database items could be broadcast over a cycle and hence the query response time. We would also like to investigate the effect of number of clients on the demand of the database items, and whether our air-storage caching algorithms scale well with the number of clients. We believe that in a typical mobile environment, it is best to employ a hybrid broadcast and on-demand point-to-point communication paradigm so that the hot items will be broadcast while the cold items will be disseminated on-demand. The size of the air-storage should thus depend on the relative ratio on the response time between on-demand and broadcast queries. A small air-storage will create cache misses that would be resolved by querying over the on-demand point-to-point channels.
Too large air-storage size will lead to a high response time, causing more impatient clients to tune to the on-demand channels for a`hopefully' better response time. This will in turn create additional traf"cs over the on-demand channel and drive up the average response time for all database queries.
