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We consider real and complex Clifford algebras of arbitrary even and odd dimensions
and prove generalizations of Pauli’s theorem for two sets of Clifford algebra elements
that satisfy the main anticommutative conditions. In our proof we use some special op-
erators - generalized Reynolds operators. This method allows us to obtain an algorithm
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1. Introduction
In the brief report [23] we present generalization of Pauli’s theorem [20] on the case of
Clifford algebras (without a proof). In the present paper we present complete proof
of this theorem using generalized Reynolds operators - special operators in Clifford
algebras (see Theorems 4.2 - 4.5). The proof of generalization of Pauli’s theorem
may be not very elegant, but with the use of generalized Reynolds operators we
obtain not only existence of one or another relation between 2 different sets of
Clifford algebra elements but also we obtain explicit algorithm to find elements T ,
that relate these 2 sets. We do not use abstract theorems of representation theory
but our method is closely related to representation theory.
In [24] we consider the following operators acting on Clifford algebras
FS(U) =
1
|S|
∑
A∈S
(eA)−1UeA, (1)
where eA = ea1a2...ak = ea1ea2 · · · eak , A = a1a2 . . . ak, a1 < a2 < · · · < ak, are basis
elements1 generated by an orthonormal basis in vector space V . Here S ⊆ I is a
subset of the set of all ordered multi-indices A of the length from 0 to n. We denote
1We use notation eA from [5]. Note that eA is not exponent, A is a multi-index.
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the number of elements in S by |S|. Note that not for every subset S ⊆ I in (1),
the set {eA|A ∈ S} is a group.
Reynolds operator (see, for example, [8]) acts on a Clifford algebra element U ∈
Cℓ(p, q)
RG(U) =
1
|G|
∑
g∈G
g−1Ug, (2)
where |G| is the number of elements in a finite subgroup G ⊂ Cℓ(p, q)×. We denote
the group of all invertible Clifford algebra elements by Cℓ(p, q)×. These operators
“average” an action of group G on Clifford algebra Cℓ(p, q).
We can take Salingaros’ vee group G = {±eA, A ∈ I} (see [1], [2], [3]), where eA
are basis elements of Clifford algebra Cℓ(p, q). Note that Salingaros’ vee group is a
finite subroup of spin groups Pin(p, q), Spin(p, q) (see [2], [13], [26], [27]).
We can write in this case
1
|G|
∑
g∈G
g−1Ug =
1
2n+1
∑
A∈I
((eA)−1UeA + (−eA)−1U(−eA)) =
1
2n
∑
A∈I
(eA)−1UeA.
Note that operators (2) are used in representation theory of finite groups (see
[22], [10], [4]). We use these operators in Clifford algebras to obtain some new
properties. In [24] we present a relation between these operators and projection
operators onto fixed subspaces of Clifford algebras and present solutions of the
system of commutator equations in Clifford algebras.
In this paper we consider some new operators (we call them generalized Reynolds
operators) that generalize operators (1):
WS(U) =
1
|S|
∑
A∈S
(γA)−1UβA, (3)
where elements γA and βA are generated by 2 different sets of Clifford algebra
elements γa and βa, a = 1, . . . , n, that satisfy the main anticommutative conditions.
Clifford algebra was invented by W.K.Clifford in 1878 [7]. In his research he com-
bined Hamilton’s quaternions (1843, [12]) and Grassmann’s exterior algebra (1844,
[11]). Further development of Clifford algebra theory associates with a number of fa-
mous mathematicians and physicists - R.Lipschitz [15], T.Vahlen, E.Cartan, E.Witt,
C.Chevalley [6], M.Riesz and others. Dirac equation (1928, [9]) had a great influ-
ence on the development of Clifford algebra. This equation contains γ-matrices that
satisfy the anticommutative relations of Clifford algebra.
Clifford algebra is one of the possible generalizations of real numbers, complex
numbers and quaternions. Clifford algebra is used in different branches of modern
mathematics and physics. For example, Clifford algebra has applications in field
theory [14], [17], robotics, signal processing, computer vision, chemistry, celestial
mechanics, electrodynamics, etc.
In 1936 Pauli published [20] his fundamental theorem for Dirac gamma-matrices
γa, a = 1, 2, 3, 4. He was interested in relation between 2 different sets of γ-matrices.
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Theorem 1.1 (Pauli, [20]) Let two sets of square complex matrices γa, βa, a =
1, 2, 3, 4 of order 4 satisfy the relations
γaγb + γbγa = 2ηab1, βaβb + βbβa = 2ηab1, (4)
where η = |ηab| = diag(1,−1,−1,−1) is a diagonal matrix.
Then there exists an unique matrix T (up to a multiplicative complex constant)
such that γa = T−1βaT, a = 1, 2, 3, 4.
Note that this theorem follows from the Skolem-Noether theorem [28] proved in
1927. This theorem states that any automorphism of a central simple algebra is an
inner automorphism.
In various publications (see, for example, [30]) you can find generalizations of
Theorem 1.1 for arbitrary even number n = 2k complex square matrices γa of order
2k that satisfy (4) with diagonal matrix η = ||ηab|| = diag(1, . . . 1,−1, . . . − 1) with
p elements equal to 1 and q elements equal to −1, p+ q = n.
Also you can find in literature some discussions about odd case (n - odd): that
in different cases there exists such element T+, that γ
a = T−1+ β
aT+, or there exists
such element T−, that γ
a = −T−1− β
aT−.
In this paper we investigate this question. We formulate and prove generalizations
of Pauli’s theorem on the cases of real and complex Clifford algebras. We consider
the more general question (not always reducing to studying representations). We
show that in odd case there are 6 different variants (not 2) for relations between
2 different sets of elements satisfying Clifford algebra anticommutation relations.
Also we present an algorithm to compute the element T that connects two sets of
elements. We use generalized Reynolds operators to do it.
2. Clifford algebras over the field of real and complex numbers
There are several different (equivalent) definitions of Clifford algebras. We consider
Clifford algebras [18], [16] with the fixed basis - enumerated by the ordered multi-
indices. Note that generators and basis elements are fixed.
Let E be a vector space over the field F of real R or complex C numbers. Dimension
of E equals 2n, where n is a natural number. Let we have a basis in E
e, ea, ea1a2 , . . . , e1...n, where a1 < a2 < · · · , (2
n elements) (5)
enumerated2 by the ordered multi-indices of length from 0 to n. Indices a, a1, a2, . . .
take the values from 1 to n. Note that vector space E contains subspace of dimension
n with basis ea, a = 1, . . . , n.
Let p and q be nonnegative integer numbers such that p+ q = n, n ≥ 1. Consider
the diagonal matrix η = ||ηab|| = diag(1, . . . , 1,−1, . . . ,−1), whose diagonal contains
p elements equal to +1 and q elements equal to −1.
We introduce the operation of Clifford multiplication U, V → UV on E such that
2We use notation from [5] (see, also [17]). Note that there exists another notation instead of ea - with lower
indices. But we use upper indices because we take into account relation with differential forms. Note that
ea is not exponent.
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we have the properties of distributivity, associativity, e is identity element and
ea1 · · · eak = ea1...ak , 1 ≤ a1 < · · · ak ≤ n, e
aeb + ebea = 2ηabe, ∀a, b = 1, . . . n.
Then, introduced in this way algebra is called real (complex) Clifford algebra3 and
it is denoted by CℓR(p, q) or CℓC(p, q). When results are true for both cases, we write
CℓF(p, q).
Any Clifford algebra element U ∈ CℓF(p, q) can be written in the form4
U = ue+ uae
a +
∑
a1<a2
ua1a2e
a1a2 + · · · + u1...ne
1...n, u, ua, ua1a2 , . . . , u1...n ∈ F. (6)
2.1. Notions of ranks and parity
We denote the vector subspaces spanned by the elements ea1...ak , enumerated by
the ordered multi-indices of length k, by CℓFk(p, q). The elements of the subspace
CℓFk(p, q) are called elements of rank
5 k. We have
CℓF(p, q) =
n⊕
k=0
CℓFk(p, q).
Clifford algebra CℓF(p, q) is a superalgebra. It is represented as the direct sum of
even and odd subspaces CℓF(p, q) = CℓFEven(p, q)⊕ Cℓ
F
Odd(p, q), where
CℓFEven(p, q) =
⊕
k−even
CℓFk(p, q), Cℓ
F
Odd(p, q) =
⊕
k−odd
CℓFk(p, q).
2.2. Projection operators
Suppose U ∈ CℓF(p, q) is written in the form (6). Then denote
〈U〉k =
∑
a1<···<ak
ua1...ake
a1...ak ∈ CℓFk(p, q).
Using the projection operator to the 1-dimensional vector space CℓF0(p, q) we define
the trace of an element U ∈ CℓF(p, q)
Tr(U) = 〈U〉0|e→1 = u.
The main property of the trace is Tr(UV ) = Tr(V U).
Also consider projection operator to the vector space CℓFn(p, q)
π(U) = 〈U〉n|e1...n→1 = u1...n.
3All complex Clifford algebras of the same dimension n are isomorphic as algebras (see Theorem 2.3). That’s
why we can consider only signature (n, 0) in complex case. But in physics it is convenient to use complex
Clifford algebras of signatures (p, q), q 6= 0 too. For example, when we consider Dirac equation we use
γ-matrices for signature (1, 3).
4We use Einstein summation convection (there is a sum over index a in uaea).
5There is a difference in notation in literature. We use term “rank” and notation CℓF
k
(p, q) because we take
into account relation with differential forms, see [17].
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2.3. Some properties of Clifford algebras
We have the following well-known statement about center Cen(CℓF(p, q)) = {U ∈
CℓF(p, q) |UV = V U ∀V ∈ CℓF(p, q)} of Clifford algebra.
Theorem 2.1 [16] The center Cen(CℓF(p, q)) of Clifford algebra CℓF(p, q) of di-
mension n = p + q is subspace CℓF0(p, q) in the case of even n and subspace
CℓF0(p, q)⊕ Cℓ
F
n(p, q) in the case of odd n.
All real and complex Clifford algebras are isomorphic as algebras to matrix alge-
bras.
Theorem 2.2 [16] We have the following algebra isomorphisms
CℓR(p, q) ≃


Mat(2
n
2 ,R), if p− q ≡ 0; 2 mod 8;
Mat(2
n−1
2 ,R)⊕Mat(2
n−1
2 ,R), if p− q ≡ 1 mod 8;
Mat(2
n−1
2 ,C), if p− q ≡ 3; 7 mod 8;
Mat(2
n−2
2 ,H), if p− q ≡ 4; 6 mod 8;
Mat(2
n−3
2 ,H)⊕Mat(2
n−3
2 ,H), if p− q ≡ 5 mod 8.
Theorem 2.3 [16] We have the following algebra isomorphisms
CℓC(p, q) ≃ Mat(2
n
2 ,C), if n is even,
CℓC(p, q) ≃ Mat(2
n−1
2 ,C)⊕Mat(2
n−1
2 ,C), if n is odd.
3. Sets of anticommutative elements in Clifford algebras
Let we have a set of Clifford algebra elements
{γa, a = 1, . . . , n} ∈ CℓF(p, q), γaγb + γbγa = 2ηabe. (7)
Let denote multi-index of arbitrary length by A and denote its length by |A|.
Expression γa1 · · · γak is denoted by γa1...ak for a1 < · · · < ak. We have the following
notations for sets of multi-indices
I = {ø, 1, . . . , n, 12, 13, . . . , 1 . . . n}, (8)
IEven = {A ∈ I, |A| − even}, IOdd = {A ∈ I, |A| − odd}. (9)
We consider the following set
B = {γA, A ∈ I} = {e, γa, γab, γabc, . . . , γ1...n}, a < b < c < · · · (10)
Theorem 3.1 Consider real or complex Clifford algebra CℓF(p, q) and the set (7).
(1) If n = p+ q - even, then (10) is a basis of CℓF(p, q).
(2) If n = p+ q - odd, then either
• we have γ1...n = ±e1...n and (10) is a basis, or
• we have γ1...n = ±e and (10) is not a basis (this is possible only in the
case p− q ≡ 1 mod 4), or
5
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• we have γ1...n = ±ie and (10) is not a basis (this is possible only in
complex Clifford algebra and only in the case p− q ≡ 3 mod 4).
Proof. We omit proof of this theorem. You can find proof of similar statements, for
example, in [29] (pp. 289-290) and [21] (pp. 127-128).
Theorem 3.2 Consider real or complex Clifford algebra CℓF(p, q) of dimension n
and the set (7). Then
(1) if n = p+ q - even, then Tr(γa1...ak) = 0, k = 1, . . . , n.
(2) if n = p+ q - odd, then Tr(γa1...ak) = 0, k = 1, . . . , n− 1 and
Tr(γ1...n) =
{
0, if (10) is s basis;
±1,±i if (10) is not a basis.
(where ±i are possible in the case of complex Clifford algebra).
Proof. For any element γA (except γ1...n in the case of odd n and except e in the
case of any n) there exists such element γa, that γA anticommutes with γa (if
|A| - even, then we take a ∈ A; if |A| - odd, then we take a /∈ A). We obtain
Tr(γA) = Tr(−γaγA(γa)−1) = −Tr(γA), and so, Tr(γA) = 0.
Theorem 3.3 Consider real or complex Clifford algebra CℓF(p, q) of odd dimension
n and the set (7). Then π(γa1...ak) = 0, k = 1, . . . , n − 1 and
π(γ1...n) =
{
±1, if (10) is a basis;
0, if (10) is not a basis.
Proof. The theorem can be proved similarly to Theorem 3.2 using the following
property: for any two elements U, V of Clifford algebra CℓF(p, q) of odd dimension
n holds π(UV ) = π(V U).
Theorem 3.4 Consider real or complex Clifford algebra CℓF(p, q) of odd dimension
n such that p− q ≡ 1 mod 4 and the set (7). Then elements
σa = e1...nβa, a = 1, . . . , n (11)
satisfy the following conditions σaσb + σbσa = 2ηabe.
If {γA, A ∈ I} is a basis, then {σA, A ∈ I} is not a basis. If {γA, A ∈ I} is not
a basis, then {σA, A ∈ I} is a basis.
Proof. Using (7) we obtain σaσb + σbσa = e1...nβae1...nβb + e1...nβbe1...nβa = 2ηabe,
because e1...n ∈ Cen(CℓF(p, q)) and (e1...n)2 = (−1)
n(n−1)
2 (−1)qe = e in the case
p− q ≡ 1 mod 4.
If β1...n = ±e1...n, then σ1...n = ±(e1...n)nβ1...n = ±e1...ne1...n = ±e, and if β1...n =
±e, then σ1...n = ±(e1...n)nβ1...n = ±e1...ne = ±e1...n. Further we use Theorem
3.1.
Theorem 3.5 Consider complex Clifford algebra CℓC(p, q) of odd dimension n such
that p− q ≡ 3 mod 4 and the set (7). Then elements
σa = ie1...nβa, a = 1, . . . , n (12)
6
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satisfy the following conditions σaσb + σbσa = 2ηabe.
If {γA, A ∈ I} is a basis, then {σA, A ∈ I} is not a basis. If {γA, A ∈ I} is not
a basis, then {σA, A ∈ I} is a basis.
Proof. The proof is analogous to the proof of Theorem 3.4. We have σaσb+σbσa =
ie1...nβaie1...nβb + ie1...nβbie1...nβa = 2ηabe, because e1...n ∈ Cen(CℓC(p, q)) and
(e1...n)2 = (−1)
n(n−1)
2 (−1)qe = −e in the case p− q ≡ 3 mod 4.
If β1...n = ±e1...n, then σ1...n = ±(ie1...n)nβ1...n = ±ie1...ne1...n = ±ie, and if
β1...n = ±ie, then σ1...n = ±(ie1...n)nβ1...n = ±ie1...nie = ±e1...n.
Theorem 3.6 Consider real or complex Clifford algebra CℓF(p, q), p + q = n and
the set of elements B = {γA, A ∈ I} with the property (7). Then each element of
this set (if it is neither e nor γ1...n) commutes with 2n−2 even elements of the set
B, commutes with 2n−2 odd elements of the set B, anticommutes with 2n−2 even
elements of the set B and anticommutes with 2n−2 elements of the set B. Element
e commutes with all elements of the set B.
(1) if n - even, then γ1...n commutes with all 2n−1 even elements of the set B and
anticommutes with all 2n−1 odd elements of the set B;
(2) if n - odd, then γ1...n commutes with all 2n elements of the set B.
Proof. Let us fix one multi-index A of the length k. The cases k = 0 and k = n are
trivial (see Theorem 2.1).
In the other cases there are CikC
m−i
n−k different multi-indices of the fix length
m that have fixed number i coincident indices with multi-index A. Here Ckn =(
n
k
)
= n!
k!(n−k)! is binomial coefficient (we have C
k
n = 0 for k > n). Note, that∑n
i=0 C
i
kC
m−i
n−k = C
m
n (Vandermonde’s convolution) - the full number of ordered
multi-indices of the length m. When we swap basis element with multi-index A of
the length k with another basis element with multi-index of the length m, then we
obtain coefficient (−1)km−i, where i is the number of coincident indices in these 2
multi-indices, i.e. γa1...akγb1...bm = (−1)km−iγb1...bmγa1...ak .
If k is even and does not equal to 0 and n, then the number of even and odd
elements γb1...bm that commute (in this case coefficient km− i must be even, and so
i is even) with fixed γa1...ak respectively equals
∑
m−even
∑
i−even
CikC
m−i
n−k = 2
n−2,
∑
m−odd
∑
i−even
CikC
m−i
n−k = 2
n−2.
If k is odd and does not equal to n, then the number of even and odd elements
γb1...bm that anticommute (in this case km − i is odd, and so m − i is even) with
γa1...ak respectively equals
∑
m−even
∑
i−even
CikC
m−i
n−k = 2
n−2,
∑
m−odd
∑
i−odd
CikC
m−i
n−k = 2
n−2.
We can prove the last 4 identities if we regroup summands. For example, we have
∑
m−even
∑
i−even
CikC
m−i
n−k = (
∑
j=even
Cjk)(
∑
l−even
C ln−k) = 2
k−12n−k−1 = 2n−2.
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4. Generalized Reynolds operators in Clifford algebras
Let us consider the following operator6
F (U) =
1
2n
γAUγ
A,
where we have a sum over multi-index A ∈ I. Note, that if {γA, A ∈ I} is a basis
of Clifford algebra CℓF(p, q), then F is the Reynolds operator of the Salingaros’ vee
group, see [24]. We have7
γA = γa1...ak = (γ
A)−1, γa = ηabγ
b = (γa)−1. (13)
Theorem 4.1 [24] If {γA, A ∈ I} is a basis of Clifford algebra CℓF(p, q), then we
have
F (U) =
1
2n
γAUγ
A =
{
Tr(U)e, if n is even;
Tr(U)e+ π(U)e1...n, if n is odd,
(14)
Operator F is a projector F 2 = F (on the center of Clifford algebra).
Proof. We have
(γa)−1F (U)γa =
∑
A
(γAγa)−1U(γAγa) =
∑
B
(γB)−1UγB = F (U).
So, F (U) is in the center of Clifford algebra (see Theorem 2.1). For elements U of
ranks k = 1, . . . , n−1 (and k = n in the case of even n) we have F (U) = 0. In other
particular cases we have γAγ
A = 2ne and (in the case of odd n) γAe
1...nγA = 2ne1...n.
It is also easy to verify that F 2 = F .
Note that Cen(Cℓ(p, q)) is the “ring of invariants” (in the language of [8]) of
Salingaros’ vee group.
Consider 2 different sets of Clifford algebra elements
γa, γaγb + γbγa = 2ηabe, a, b = 1, . . . , n, (15)
βa, βaβb + βbβa = 2ηabe a, b = 1, . . . , n (16)
and generalized Reynolds operators
H(U) =
1
2n
βAUγA, P (V ) =
1
2n
γAV βA, U, V ∈ Cℓ
F(p, q), (17)
where we have sum over multi-index A of 2n elements.
6We use Einstein summation convection for multi-indices too.
7We want to deal only with ordered multi-indices. So, multi-index a1 . . . ak is indivisible object in our
consideration. It is not a set of indices a1, a2, . . . , ak . That’s why γa1...ak 6= γa1 · · · γak in our notation.
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Theorem 4.2 We have
βBH(U) = H(U)γB , γBP (V ) = P (V )βB , ∀B. (18)
Proof. βBH(U)(γB)−1 =
∑
A(β
BβA)U(γBγA)−1 =
∑
A(β
A)U(γA)−1 = H(U). In
the other case the proof is similar.
Theorem 4.3 (1) For Clifford algebra CℓF(p, q) of even dimension n = p + q,
bases {γA, A ∈ I}, {βA, A ∈ I} and elements (17) we have
P (V )H(U) = H(U)P (V ) = Tr(V H(U))e, (19)
where Tr(V H(U)) = Tr(H(U)V ).
(2) For Clifford algebra CℓF(p, q) of odd dimension n = p + q, bases {γA, A ∈ I},
{βA, A ∈ I} and elements (17) we have
P (V )H(U) = H(U)P (V ) = Tr(V H(U))e + π(V H(U))e1...n, (20)
where Tr(V H(U)) = Tr(H(U)V ) and π(V H(U)) = π(H(U)V ).
Proof. Using (17), (18) and (14), we obtain
P (V )H(U) =
1
2n
γAV βAH(U) =
1
2n
γAV H(U)γA =
=
{
Tr(V H(U))e, n - even;
Tr(V H(U))e+ π(V H(U))e1...n, n - odd.
Theorem 4.4 Consider Clifford algebra CℓF(p, q) of dimension n = p + q and 2
sets (15), (16). Then
∑
A
∑
B∈IEven
βAγBγAγB =
{
2n−1(e+ β1...nγ1...n), n - even;
2n−1(e+ β1...nγ1...n), n - odd,
(21)
∑
A
∑
B∈IOdd
βAγBγAγB =
{
2n−1(e− β1...nγ1...n), n - even;
2n−1(e+ β1...nγ1...n), n - odd,
(22)
Proof. Consider the following expressions in the case of even n:
βAeγA = e+ β
1γ1 + · · ·+ β
1...nγ1...n,
βAγ1γA = (e+ β
1γ1 − · · · − β
1...nγ1...n)γ
1,
βAγ2γA = (e− β
1γ1 + · · · − β
1...nγ1...n)γ
2,
· · ·
βAγ1...nγA = (e− β
1γ1 − · · ·+ β
1...nγ1...n)γ
1...n.
Then multiply each equation on the right by γB and sum equations. From Theorem
3.6 we obtain the statement of this theorem. In the case of odd n the proof is
similar.
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Theorem 4.5 Consider Clifford algebra CℓF(p, q) of dimension n = p + q, 2 sets
(15), (16) and element H(U) (17).
(1) If n - even, then there exists such element U in the set {γA, A ∈ I} that H(U)
in nonzero. Moreover, U is among elements {γA, A ∈ IEven} if β
1...n 6= −γ1...n
and it is among elements {γA, A ∈ IOdd} if β
1...n 6= γ1...n.
(2) If n - odd and β1...n 6= −γ1...n, then there exists such element U in the set
{γA, A ∈ I} that H(U) is nonzero. Moreover, there exists U from the set
{γA, A ∈ IEven} and there exists U from the set {γ
A, A ∈ IOdd} at the same
time.
Proof. Let n is even. Suppose that for all elements U element H(U) = 12nβ
AUγA
equals zero. By Theorem 4.4 we obtain 2ne = (βAγBγA)γB = 0
∑
B γB = 0 and
obtain a contradiction. Using (21), (22) we can similarly prove statement in other
cases.
5. Using generalized Reynolds operators to prove generalized Pauli’s
theorem in Clifford algebras
Now we are ready to prove the following generalizations of Pauli’s theorem using
Theorems from Sections 3 and 4.
Theorem 5.1 Consider real (or, respectively complex) Clifford algebra CℓF(p, q) of
even dimension n = p+ q. Let two sets of Clifford algebra elements
γa, βa, a = 1, 2, . . . , n (23)
satisfy conditions
γaγb + γbγa = 2ηabe, βaβb + βbβa = 2ηabe. (24)
Then both sets generate bases of Clifford algebra and there exists an unique (up to
multiplication by a real (respectively, complex) number) element T ∈ CℓF(p, q) such
that
γa = T−1βaT, ∀a = 1, . . . , n. (25)
Moreover, T = H(U) = 12nβ
AUγA, where U is such element
• of the set {γA, A ∈ IEven} if β
1...n 6= −γ1...n,
• of the set {γA, A ∈ IOdd} if β
1...n 6= γ1...n,
that H(U) 6= 0.
Proof. Statement about bases follows from Theorem 3.1. For two arbitrary elements
F,G ∈ CℓF(p, q) and elements (17) we have (18) and (19). There exists such U
that H(U) is nonzero (see Theorem 4.5). Further we take such element V that
Tr(V H(U)) 6= 0 (we can take V from the set of basis elements {eA}). So, from (19)
we obtain that H(U) is invertible. From (18) we obtain (25).
Let prove that T is unique up to multiplication by a constant. Suppose that we
have two elements T1, T2 that satisfy (25). Then for any a = 1, . . . , n we have
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T−11 β
aT1 = T
−1
2 β
aT2. Let multiply this equation on the left by T1 and on the right
by (T2)
−1. We obtain [T1T
−1
2 , β
a] = 0 for a = 1, . . . , n. Using Theorem 2.1 we obtain
T1 = µT2, where µ 6= 0.
Theorem 5.2 Let CℓR(p, q) be the real Clifford algebra of odd dimension n = p+ q.
Suppose that 2 sets of Clifford algebra elements
γa, βa, a = 1, 2, . . . , n
satisfy the conditions
γaγb + γbγa = 2ηabe, βaβb + βbβa = 2ηabe.
Then, for the Clifford algebra CℓR(p, q) of signature p − q ≡ 1 mod 4, the elements
γ1...n and β1...n either take the values ±e1...n and the corresponding sets generate
bases of Clifford algebra or take the values ±e and then the sets do not generate
bases. In this situation, we have cases 1-4 below.
For the Clifford algebra CℓR(p, q) of signature p− q ≡ 3 mod 4, the elements γ1...n
and β1...n always take the values ±e1...n and the corresponding sets always generate
bases of the Clifford algebra. In this situation, cases 1 and 2 only hold.
There exists a unique element T of the Clifford algebra (up to multiplication by
an invertible element of the center of the Clifford algebra) such that
1. γa = T−1βaT, ∀a = 1, . . . , n ⇔ β1...n = γ1...n;
2. γa = −T−1βaT, ∀a = 1, . . . , n ⇔ β1...n = −γ1...n;
3. γa = e1...nT−1βaT, ∀a = 1, . . . , n ⇔ β1...n = e1...nγ1...n;
4. γa = −e1...nT−1βaT, ∀a = 1, . . . , n ⇔ β1...n = −e1...nγ1...n.
Note that all 4 cases have the unified notation γa = (β1...nγ1...n)T
−1γaT.
Additionally, in the case of real Clifford algebra of signature p− q ≡ 1 mod 4, the
element T , whose existence is stated in all 4 cases of the theorem, equals
T = HEven(U) =
1
2n−1
∑
A∈IEven
βAUγA, (26)
where U is an element of the set {γA + γB , A,B ∈ IEven}.
In the case of real Clifford algebra of signature p − q ≡ 3 mod 4, the element T ,
whose existence is stated in 1-2 cases of the theorem, equals T = HEven(U), where
U is such element of the set {γA, A ∈ IEven}, that HEven(U) 6= 0.
Theorem 5.3 Let CℓC(p, q) be the complex8 Clifford algebra of odd dimension n =
p+ q. Suppose that 2 sets of Clifford algebra elements
γa, βa, a = 1, 2, . . . , n
satisfy the conditions
γaγb + γbγa = 2ηabe, βaβb + βbβa = 2ηabe.
8See footnote 3 on the page 4.
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Then, for the Clifford algebra CℓC(p, q) of the signature p−q ≡ 1 mod 4 the elements
γ1...n and β1...n either take the values ±e1...n and the corresponding sets generate
bases of the Clifford algebra or take the values ±e and then the sets do not generate
bases. In this situation, we have cases 1-4 below.
For the Clifford algebra CℓC(p, q) of signature p− q ≡ 3 mod 4 the elements γ1...n
and β1...n either take the values ±e1...n and the corresponding sets generate bases of
the Clifford algebra or take the values ±ie and then the sets do not generate bases.
In this situation, we have cases 1, 2, 5 and 6 below.
There exists a unique element T of the Clifford algebra (up to multiplication by
an invertible element of the center of the Clifford algebra) such that
1. γa = T−1βaT, ∀a = 1, . . . , n ⇔ β1...n = γ1...n;
2. γa = −T−1βaT, ∀a = 1, . . . , n ⇔ β1...n = −γ1...n;
3. γa = e1...nT−1βaT, ∀a = 1, . . . , n ⇔ β1...n = e1...nγ1...n;
4. γa = −e1...nT−1βaT, ∀a = 1, . . . , n ⇔ β1...n = −e1...nγ1...n;
5. γa = ie1...nT−1βaT, ∀a = 1, . . . , n ⇔ β1...n = ie1...nγ1...n;
6. γa = −ie1...nT−1βaT, ∀a = 1, . . . , n ⇔ β1...n = −ie1...nγ1...n.
Note that all 6 cases have the unified notation γa = (β1...nγ1...n)T
−1γaT.
Additionally, the element T , whose existence is stated in all 6 cases of the theorem,
equals
T = HEven(U) =
1
2n−1
∑
A∈IEven
βAUγA, (27)
where U is an element of the set {γA + γB , A,B ∈ IEven}.
Proof. (of Theorems 5.2 and 5.3) Statements about sets that generate bases (or
not) follow from Theorem 3.1. So we have 4 cases in real Clifford algebra CℓR(p, q)
and 6 cases in complex Clifford algebra CℓC(p, q).
Cases 3, 4, 5 and 6 are reduced to the cases 1 and 2 by Theorem 3.4 and Theorem
3.5. To do this, we must change one of the given sets by the set σa. Case 2 (when we
have β1...n = −γ1...n) is reduced to case 1. We must consider the set σa = −βa for
a = 1, . . . , n. For this set we have σ1...n = (−1)nβ1...n = −β1...n = γ1...n and obtain
γa = T−1σaT = −T−1βaT.
Thus we will consider and prove only Case 1 (when β1...n = γ1...n). We will consider
only case, when sets βa, γa generate bases i.e. β1...n = γ1...n = ±e1...n (another case
is reduced to this case by Theorem 3.4 and Theorem 3.5).
Consider arbitrary elements U, V ∈ CℓF(p, q) and expressions (17). Then we have
(18) and (20). We must prove that there exist such elements H(U) and V that
Tr(V H(U))e + π(V H(U))e1...n is invertible. Then from (20) we will obtain that
T = H(U) is invertible and from (18) we will obtain γa = T−1βaT .
We have
(Tr(V H(U))e+ π(V H(U))e1...n)(Tr(V H(U))e − π(V H(U))e1...n) =
= (Tr2(V H(U))− π2(V H(U))(−1)
n(n−1)
2 (−1)q)e = (Tr2(V H(U))± π2(V H(U)))e,
where sign “+” is in the case p− q ≡ 3 mod 4 and sign “−” is in the case p− q ≡ 1
12
July 3, 2018 contrPauliARXIV
mod 4.
I) Let consider the case p − q ≡ 1 mod 4. We must choose such elements H(U)
and V that Tr(H(U)V ) 6= ±π(H(U)V ). By Theorem 4.5 there exists such element
F from the set γB that T 6= 0. Since γA is a basis, H(U) can be written in the form
H(U) = hAγ
A.
If there exists such index C that hC 6= 0 and hC˜ 6= ±hC (where C˜ is such index
that C˜ and C together constitute the full multi-index 1 . . . n, we call C˜ and C adjoint
multi-indices, see [24]), then we can take V = γC . Using Theorems 3.2 and 3.3 we
obtain Tr(H(U)V ) = hC 6= ±hC˜ = ±π(H(U)V ).
If there is no such index C, then H(U) can be represented in the form
H(U) =
k∑
j=1
λjγ
Aj (e+ e1...n) +
l∑
j=1
µjγ
Bj (e− e1...n), λj, µj 6= 0, (28)
where all multi-indices Aj and Bj are different and any 2 of them do not constitute
the full multi-index 1 . . . n.
Using Theorem 4.4 we have βAγBγAγB = 2
n+1e (element of the rank 0). So we
have at least one such U ∈ {γB} that k 6= 0 and at least one such U ∈ {γB} that
l 6= 0. So, there exists such element U of the set {γA + γB, A 6= B}, that k, l 6= 0 in
(28). Then we will take the following element V
V =
k∑
j=1
1
λj
γAj +
l∑
j=1
1
µj
γBj .
We have
H(U)V = (
k∑
j=1
λjγ
Aj (e+ e1...n) +
l∑
j=1
µjγ
Bj (e− e1...n))(
k∑
j=1
1
λj
γAj +
l∑
j=1
1
µj
γBj ) =
= k(e + e1...n) + (
k∑
i,j=1,i 6=j
λj
λi
γAjγAi +
k∑
j=1
l∑
i=1
λj
µi
γAjγBi)(e + e
1...n) +
+ l(e− e1...n) + (
l∑
j=1
k∑
i=1
µj
λi
γBjγAi +
l∑
i,j=1,i 6=j
µj
µi
γBjγBi)(e − e
1...n),
so, k + l = Tr(H(U)V ) 6= ±π(H(U)V ) = ±(k − l).
II) Now consider the case p− q ≡ 3 mod 4. We must choose such elements H(U)
and V , that Tr2(V H(U))+π2(V H(U)) 6= 0. We always have such element U of the
set γA that H(U) 6= 0 (by Theorem 4.5). And we can always take such element V
(from the basis {eA}) that Tr(V H(U)) 6= 0 or π(V H(U)) 6= 0. In the case of real
Clifford algebra the theorem is proved.
In the case of complex Clifford algebra we must choose such elements H(U) and
V that Tr(H(U)V ) 6= ±iπ(H(U)V ). Further proof is similar to the proof of the case
p− q ≡ 1 mod 4, but we consider instead of the elements (28) elements
H(U) =
k∑
j=1
λjγ
Aj (e+ ie1...n) +
l∑
j=1
µjγ
Bj (e− ie1...n), λj, µj 6= 0. (29)
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Proof of uniqueness of element T = H(U) up to multiplication on an invertible
element of Clifford algebra element is similar to the proof of uniqueness in Theorem
5.1.
According to the proof above, we can find element T in different cases in the
following form (up to multiplication by nonzero constant):
(1) β1...n = γ1...n ⇒ T = βAUγA,
(2) β1...n = −γ1...n ⇒ T = (−1)|A|βAUγA,
(3) β1...n = e1...nγ1...n ⇒ T =
∑
A∈IEven
βAUγA + e
1...n
∑
A∈IOdd
βAUγA,
(4) β1...n = −e1...nγ1...n ⇒ T =
∑
A∈IEven
βAUγA − e
1...n
∑
A∈IOdd
βAUγA,
(5) β1...n = ie1...nγ1...n ⇒ T =
∑
A∈IEven
βAUγA + ie
1...n
∑
A∈IOdd
βAUγA,
(6) β1...n = −ie1...nγ1...n ⇒ T =
∑
A∈IEven
βAUγA − ie
1...n
∑
A∈IOdd
βAUγA.
It is not difficult to prove that all these elements T equal (27) up to multiplication
by nonzero constant. For example, if β1...n = γ1...n, then
βa1...akU(γa1...ak)−1 = βa1...akβ1...nU(γa1...akγ1...n)−1 = βak+1...anU(γak+1...an)−1
and βAUγA = 2
∑
A∈IEven
βAUγA. Another cases are similar.
Note that Theorems 5.1, 5.2 and 5.3 can be reformulated in matrix formalism
using Theorems 2.2 and 2.3.
Generalized Pauli’s theorem (Theorems 5.1, 5.2 and 5.3) are useful in different
applications of mathematical physics, for example, when we consider Weyl, Majo-
rana and Weyl-Majorana spinors (see [25]). Also these theorems can be useful in
the proof of various algebraic properties of Clifford algebras. In [19] we present a
local variant of these theorems.
These theorems are used in the proof of theorem about double covers of orthogonal
groups by spin groups (see [26]). Generalized Pauli’s theorem give us an algorithm
to compute elements that connect two different sets of Clifford algebra elements.
This algorithm allows us to compute elements of spin groups that correspond to
given elements of orthogonal groups (see [27]).
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