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1. Introduction 
Multivariate dispersion control charts monitor the process variability of multiple correlated quality 
characteristics. The most common method for monitoring the covariance matrix of the process, is 
the generalized variance chart proposed by Alt (1985). This chart applies the determinant of the 
estimated covariance matrix as the monitoring statistic. Over the past decades, many methods have 
been developed for monitoring the covariance matrix. To obtain an estimate of the covariance 
matrix, usually a sample of 𝑛 > 𝑝 observations are collected. Here 𝑝 is the number of correlated 
quality characteristics to be monitored. We refer to this as grouped data. For details on multivariate 
dispersion charts for grouped data, see the review articles by Yeh, Lin, and McGrath (2006) and 
Bersimis, Psarakis, and Panaretos (2006). 
Observations are not always available in groups. When data are obtained vector-by-vector, we 
refer to this as individual observations. The challenge now becomes how to obtain an estimate of 
the variance-covariance matrix. The first method for monitoring the dispersion using individual 
observations was proposed by Healy (1987). Many other methods are also available. Recently, 
Ajadi and Zwetsloot (2019) compared the performance of selected multivariate dispersion charts 
based on individual and grouped observations. The authors concluded that monitoring methods 
based on individual observations are quicker in detecting sustained shifts in the process variability. 
This conclusion motivates the current study. The objective of this article is to review the literature 
on control charts for monitoring the dispersion of multivariate processes where data is collected as 
individual vectors (observations).  
With the exception of Yeh, Lin, and McGrath (2006), we have not seen a comprehensive literature 
review on multivariate dispersion charts for individual observations. Since 2006, many paper (25) 
have been written on this topic. In this review, we also include the articles that were reviewed by 
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Yeh, Lin, and McGrath (2006). This brings the total number of reviewed articles to 30, published 
in the period between 1987 and 2019. 
We classify the existing methods for monitoring the process variability into five categories based 
on the type of chart. The first category is the CUSUM-type dispersion charts where we discuss 4 
articles. In the second group, the MEWMA-type dispersion charts, we review 14 articles. Next, 
we discuss 6 articles in the Shewhart-type category. In the fourth and fifth category, we review the 
non-parametric control charts (2 articles) and the multivariate charts with high dimensions (4 
articles), respectively. 
We have excluded papers discussing multivariate charts like the Hotelling 𝑇2  (see Hotelling 
(1947)) and MEWMA (see Lowry et al. (1992)) which react to the shifts in the process variability 
but that are specially designed to monitor the process mean vector. Likewise, the charts proposed 
by Zhang and Chang (2008) are not specifically designed for monitoring the covariance matrix. 
The focus of the current study is to review charts that are especially designed to monitor the 
covariance matrix of the process. 
We give an overview of the literature included in this study in Section 2; we state the model and 
assumptions underlying the reviewed methods in Section 3. In Sections 4 through 8, we discuss 
the literature for each of the 5 types of monitoring methods. Section 9 provides conclusions and 
future research directions. 
2. Overview of the Literature 
We studied more than 200 research articles published from 1987 to 2019 on multivariate control 
charts. Google scholar was employed as the database for searching relevant articles. Thereafter, 
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we determined the articles to be included in our study based on the following selection criteria- 
that is, articles that: 
• focus on monitoring the process covariance matrix, 
• are designed for multivariate individual observations, 
• focus on Phase II monitoring applications,  
• employ control charts as monitoring tool. 
Consequently, we identified thirty articles. Detailed information of the selected articles is 
displayed in Figures 1&2 and Tables 1&2. 
The first dispersion chart for individual observations was published in 1987, when Healy (1987) 
proposed CUSUM-type dispersion charts. Later in 2001, Chan and Zhang (2001) introduced 
another CUSUM dispersion chart. In Figure 1, we notice that 21 articles were published between 
2010 and 2019, and 10 of them are MEWMA-type dispersion charts. Four articles are published 
each in 2013, 2017, and 2019; it is the largest number in history. We observe that less research has 
been done on CUSUM (4), high-dimensional (4) and the non-parametric (2) charts for monitoring 
the process covariance matrix based on individual observations.  
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Figure 1: Number of articles per year on multivariate dispersion chart based on individual observations.  
Figure 2 displays the number of publications sorted by journal; eight journals that each have only 
one publication are grouped as “Others”. We notice that Quality and Reliability Engineering 
International (5 publications) has the highest number of published articles; followed by 
International Journal of Production Research, Computational Statistics and Data Analysis and 
Journal Quality Technology, each have three published articles.  
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Figure 2: Number of publications that are based on multivariate dispersion charts for the individual observations by 
journal. 
We display the fifteen articles with the highest number of citations in Table 1. The article with the 
highest number of citations is Healy (1987). Among the recent articles (2017-2019), though not 
displayed in Table 1, Gunaratne et al. (2017) has the most citations (6). This article discusses a 
powerful algorithm to improve the performance of the charts proposed by Huwang, Yeh, and Wu 
(2007) in detecting changes in the process covariance matrix for high dimensional data. 
7 
 
 
Table 1: The 15 most often cited articles on multivariate dispersion charts for individual observations (citation count 
from google scholar as of 28 October 2019). 
Table 2 provides an overview of selected articles grouped by the type of chart and the employed 
monitoring statistics. Eight articles use the trace of the estimated covariance matrix to compute 
monitoring statistics. Other methods such as the Wilk’s statistic, the Alt’s likelihood ratio, and the 
𝐿1 −norm and 𝐿2 −norm, are applied by other papers.  
Type of Chart Monitoring Statistic Reference 
 Wilk’s statistic  Mason, Chou, and Young 
(2009, 2010) 
 Djauhari (2010) 
Shewhart Chi-squared Khoo and Quah (2003) 
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 Alt’s likelihood ratio Maboudou-Tchao and Agboto 
(2013) 
 Trace Hwang (2017) 
 Norm statistic Yeh, Huwang, and Chien-Wei 
(2005) 
Memar and Niaki (2009) 
Shen, Tsung, and Zou (2014) 
Fan et al. (2017) 
 Trace Huwang, Yeh, and Wu (2007) 
Memar and Niaki (2011) 
Tsai et al. (2012) 
Gunaratne et al. (2017) 
Alfaro and Ortega (2019) 
MEWMA Alt’s likelihood ratio Hawkins and Maboudou-
tchao (2008) 
Zhang, Li, and Wang (2010) 
Maboudou-Tchao and 
Hawkins (2011) 
Maboudou-Tchao and 
Diawara (2013) 
Wang, Yeh, and Li (2014) 
 Sum of all elements Memar and Niaki (2011)  
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MCUSUM Maximum of CUSUM 
statistics of both process mean 
vector and dispersion 
Cheng and Thaga (2005) 
 CUSUM statistic Chan and Zhang (2001) 
Bodnar and Schmid (2017) 
Non-Parametric Trace of EWMA statistic Li et al. (2013) 
 Spatial rank Huwang, Lin, and Yu (2019)  
High Dimensions Dissimilarity index Huwang et al. (2017) 
 Trace Gunaratne et al. (2017) 
Kim et al. (2019) 
Li and Tsung (2019) 
Table 2: Monitoring statistics for different types of charts. 
 
3. Model and Assumptions 
Most of the reviewed articles assume that the data follow a multivariate normal distribution, 𝑖. 𝑒.  
𝑿𝑖~𝑁𝑝(𝝁, 𝚺), where the process mean vector and covariance matrix of a 𝑝 correlated quality 
characteristics are denoted by 𝝁  and 𝚺, respectively.  
In some of these articles, the parameters are estimated in Phase I, in this scenario, we assume that 
𝑋𝑗  is observed in Phase I at times 𝑗 = 1,2,3, … , 𝑚 and 𝑋𝑖  is observed in Phase II at times 𝑖 =
1,2,3, … each equidistant in time. Note that 𝑚 is the Phase I sample size. The process parameters 
of most of the charts we reviewed are assumed to be known. When the process is in-control, the 
in-control parameters are 𝝁 = 𝝁𝟎 and 𝚺 = 𝜮𝟎.  
Often, 𝑿𝑖 is standardized by transforming it to 𝒀𝑖   as  
10 
 
 
                          𝒀𝒊 = 𝚺0
−
𝟏
𝟐(𝑿𝒊 − 𝝁0)                                       (1) 
 
Thus, 𝒀𝑖   follows a standardized multivariate normal distribution 𝑵(𝝁𝑌 , 𝚺𝑌) , where  𝝁𝒀 =
𝚺𝟎
−
𝟏
𝟐(𝝁 − 𝝁𝟎) and 𝚺𝐘 = 𝚺𝟎
−
𝟏
𝟐 𝚺 𝚺𝟎
−
𝟏
𝟐   . When the process is in-control, 𝒀𝑖~𝑵(𝟎,  𝑰𝒑), where 𝑰𝒑 is a 
𝑝 × 𝑝 identity matrix. Throughout the article, the operator 𝑡𝑟(. ) and |. | respectively denote the 
trace and determinant of the sample covariance matrix. Also, ||𝑨||1  and ||𝑨||2  denote the 
𝐿1 −norm and the 𝐿2 −norm of matrix 𝑨 respectively. 
4. Charts Based on CUSUM Statistics 
In this section, we review four articles that propose CUSUM-type dispersion charts for individual 
observations. CUSUM control charts are an effective technique for detecting small process shifts. 
This type of chart is usually employed with individual observations (Montgomery (2009)). In this 
section, we review four articles that proposed multivariate CUSUM-type dispersion charts for 
individual observations. Healy (1987) and Cheng and Thaga (2005) used likelihood ratio to build 
charting statistics. Chan and Zhang (2001) developed CUSUM charts using a projection pursuit 
(PP) method. Bodnar and Schmid (2017) modified four CUSUM-type charts for monitoring the 
covariance matrix of multivariate time series data. All the charts proposed in these articles are 
designed to detect changes in normally distributed data. Next, we will briefly introduce these charts 
and their performances.  We give information about each chart, such as the subgroup size (n), and 
𝑝 simulated in each of the articles in Table 3.  
Authors Chart name n p 
 
Distribution 
Process 
parameters in 
Phase I 
Healy (1987) CUSUM NIL NIL normal Known 
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Chan and Zhang (2001) 𝑀𝐶𝐷1 n=1,2,5,10 2,3,4 normal Known 
Cheng and Thaga (2005) Max-CUSUM n=1 2,5 normal Known 
Bodnar and Schmid (2017) 
Modified 
CUSUM 
n=1 4 
normal and 
non-normal 
Known 
Table 3: Overview of the CUSUM-type dispersion chart. 
4.1 MCUSUM Charts Based on Likelihood Ratio 
Healy (1987) used CUSUM theory to derive a scheme for detecting proportional shifts in the 
variance-covariance matrix from 𝚺𝟎 to 𝐶𝚺𝟎, where the correlation between two variables remains 
constant. The log likelihood ratio based CUSUM statistic 𝑇𝑖 is computed as  
                       𝑇𝑖 = max (𝑇𝑖−1 + 𝑙𝑜𝑔
𝑓𝐵(𝑋𝑖)
𝑓𝐺(𝑋𝑖)
, 0)                                    (2) 
where 𝑓𝐵  and 𝑓𝐺  are the density functions corresponding to the in-control and out-of-control 
distribution of the data respectively. Under the normality assumption and a shift from 𝚺𝟎 to 𝐶𝚺𝟎, 
Eq. [2] simplifies to  
                          𝑇𝑖 = max(𝑇𝑖−1 + (𝑋𝑖 − 𝜇0)
′Σ0
−1(𝑋𝑖 − 𝜇0) − 𝐾, 0)                           
where 𝐾 = 𝑝 log(𝐶) [𝐶/(𝐶 − 1)]. This method can be adapted to the case where the sample size 
is greater than 1.  
Cheng and Thaga (2005) employed a maximum CUSUM statistic to extend this scheme and 
developed their own chart, which they called the Maximum Multivariate Cumulative Sum (Max-
MCUSUM) control chart. The proposed method can monitor changes in the process mean vector 
and covariance matrix simultaneously. They compared the Max-MCUSUM chart with a Max-
MEWMA chart proposed by Xie (1999) and the Alternate Variable Multivariate chart by Page 
(1954). The Max-CUSUM chart had better performance in detecting simultaneous small shifts of 
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process mean and covariance. It also outperformed the other two charts in detecting only mean 
shifts. 
4.2   A MCUSUM Chart Based on projection pursuit 
Projection pursuit (PP) has been used to develop multivariate control charts for monitoring process 
mean vector (see for example (Huber 1985; Ngai and Zhang 2001)). Chan and Zhang (2001) 
applied the PP technique to derive a CUSUM-type chart for variability and called it 𝑀𝐶𝐷1.  
The PP approach contains two key steps. Firstly, selecting a univariate dispersion chart with 
charting statistic 𝑄𝑖, Chan and Zhang (2001) chose the CUSUM chart of Johnson (1962). The 
EWMA chart proposed by Chang and Gan (1995) is another alternative. Secondly, estimating 𝜆max 
and 𝜆min iteratively over each time period, and calculate the value of charting statistics 𝑄𝑖 (𝜆max) 
and 𝑄𝑖 (𝜆min). 
They defined 𝑄𝑖𝑘
+ = 𝜆𝑖𝑘
max − (𝑖 − 𝑘 + 1)𝑘+  and 𝑄𝑖𝑘
− = 𝜆𝑖𝑘
min − (𝑖 − 𝑘 + 1)𝑘− , where 𝑖 and 𝑘 
indicate the 𝑖-th and 𝑘-th observations, 1 ≤ 𝑘 ≤ 𝑖; 𝑘+ and 𝑘− are the reference values; the 𝜆𝑖𝑘
max 
and 𝜆𝑖𝑘
min are respectively the largest and smallest eigenvalues of the matrix 𝑋𝑖𝑋𝑖
′ + 𝑋𝑖−1𝑋𝑖−1
′ +∙∙∙
∙ +𝑋𝑘𝑋𝑘′. The monitoring statistics are defined as 
𝑄𝑖
+ = 𝑚𝑎𝑥{0, 𝑄𝑖1
+ , 𝑄𝑖2
+ , … , 𝑄𝑖𝑖
+} 
𝑄𝑖
− = 𝑚𝑖𝑛{0, 𝑄𝑖1
− , 𝑄𝑖2
− , … , 𝑄𝑖𝑖
−} 
where 𝑄0
+ = 𝑄0
− = 0.  
𝑀𝐶𝐷1 can be used when either the process mean vector and covariance matrix are known or have 
to be estimated. It can monitor the process mean and covariance simultaneously but cannot 
distinguish a mean shift from a covariance change. Chan and Zhang (2001) used average run length 
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(𝐴𝑅𝐿) and standard deviation of run length (𝑆𝐷𝑅𝐿) to evaluate the performance of the 𝑀𝐶𝐷1 chart. 
The simulation showed that it can achieve a small value of 𝐴𝑅𝐿1 and 𝑆𝐷𝑅𝐿, while keeping the 
value of 𝐴𝑅𝐿0  at a specific level. A simple example with 𝑝 = 3  is used to illustrate the 
performance of the 𝑀𝐶𝐷1 chart. The 𝑀𝐶𝐷1 chart can also be used when the sample size is greater 
than 1.  
4.3 A CUSUM Chart for Monitoring the Covariance Matrix of Multivariate Time Series 
Bodnar and Schmid (2017) modified four existing CUSUM charts and one MEWMA chart for 
monitoring abnormalities in the process covariance matrix of multivariate time series. These four 
charts are the 𝑀𝐶1 , 𝑀𝐶2  proposed by Pignatiello and Runger (1990), the 𝑀𝐶𝑈𝑆𝑈𝑀  chart of 
Crosier (1988), the 𝑃𝑃𝐶𝑈𝑆𝑈𝑀 chart of  Ngai and Zhang (2001), and the MEWMA chart by Śliwa 
and Schmid (2005). Bodnar and Schmid (2017) modified these charts for original data as well as 
for residuals from a linear predictor. They compared the modified charts for original data and 
residuals with the initial 𝑀𝐸𝑊𝑀𝐴  chart proposed by Śliwa and Schmid (2005). They 
recommended the modified 𝑀𝐶𝑈𝑆𝑈𝑀 control charts, since the modified charts had, both for 
original data and residuals, better performances in detecting almost all the simulated shifts.  
5. Multivariate EWMA Dispersion Chart 
In this section, we review fourteen articles that propose MEWMA-type dispersion charts for 
individual observations. We grouped these articles into three subsections according to their 
monitoring statistics. The first category includes the articles that apply the trace or the L1-, L2 or 
𝐿∞- norm as the summary statistics of the estimated covariance matrix.  In the second category, 
we discuss the articles that apply the Alt likelihood ratio as the monitoring statistics. The third 
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category includes articles that are based on LASSO techniques. All the charts discussed in this 
section are designed to detect changes in normally distributed data. 
The first EWMA statistic for monitoring the covariance matrix of individual observations was 
developed by Yeh, Huwang, and Chien-Wei (2005), and it is defined as 
                                           𝑺𝒊
𝑬𝑾 = 𝜆𝑿𝒊𝑿𝒊
′ + (1 − 𝜆)𝑺𝒊−𝟏
𝑬𝑾,                                                    (3) 
where 0 < 𝜆 < 1 is a smoothing constant. Later in 2007, Huwang, Yeh, and Wu (2007) applied 
this EWMA statistic to the transformed data (recall Eq. [1]); 
                                           𝑺𝒊
𝑬𝑾𝑴𝑨 = 𝜆𝒀𝒊𝒀𝒊
′ + (1 − 𝜆)𝑺𝒊−𝟏
𝑬𝑾𝑴𝑨,                                              (4) 
where 𝑺𝟎
𝑬𝑾𝑴𝑨 = 𝑰𝒑. However, some proposed charts initialized with 𝑺𝟎
𝑬𝑾𝑴𝑨 = 𝒀𝟏𝒀𝟏
′ . Most of the 
reviewed articles on MEWMA-type dispersion charts for individual observations use the EWMA 
statistic of Eq. [4]. 
5.1 MEWMA-type dispersion charts that apply the trace or norm as the summary statistic  
In this subsection, we discuss seven articles that proposed multivariate dispersion charts that apply 
the trace as the summary statistic of the estimated covariance matrix. We give information about 
each chart, such as the subgroup size (n), and 𝑝 simulated in each of the articles in Table 4. 
 
  
Authors Chart name n p 
Process 
parameters in 
Phase I 
Yeh, Huwang, and Chien-Wei (2005) Max-MEWMV n=1 2,3 Known 
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Huwang, Yeh, and Wu (2007) MEWMS n=1 2,3 Known 
Gunaratne et al. (2017) MEWMV n=1 4 to 15 Known 
Alfaro and Ortega (2019)  n=1 2,3 Known 
Memar and Niaki (2009) 
L1-norm and an L2-
norm of MEWMS 
MEWMV 
n=1 2,3 Known 
Memar and Niaki (2011) MEWMSAT n=1,2,5 2,3,4 Known 
Tsai et al. (2012) AEWMS n=1 2,3,5,7,10 Known 
Table 4: Overview of MEWMA-type dispersion charts that use trace or L-norm as the summary statistic of the 
estimated covariance matrix. 
The first MEWMA chart for monitoring the process covariance matrix for individual observations 
was proposed by Yeh, Huwang, and Chien-Wei (2005); it is referred to as the MaxMEWMV 
chart. This chart is based on the deviation of the in-control covariance matrix from the estimated 
covariance matrix of Eq. [3] as 𝐷𝑖 = 𝑺𝒊
𝑬𝑾 − 𝑰𝒑. Next, the authors computed two statistics, 𝐷1𝑖 
and 𝐷2𝑖, where 𝐷1𝑖 is the L2-norm of the diagonal elements of 𝐷𝑖 and 𝐷2𝑖 is the L2-norm of the 
upper triangular off-diagonal elements of 𝐷𝑖. 𝐷1𝑖 is used to detect changes in the variance and 𝐷2𝑖 
to detect changes in the correlation structure. The monitoring statistic for the MaxMEWMV chart 
is defined as  
𝑀𝑎𝑥𝐷𝑖 = 𝑚𝑎𝑥 (
𝐷1𝑖−𝐸(𝐷1𝑖)
√𝑉𝑎𝑟(𝐷1𝑖)
,
𝐷2𝑖−𝐸(𝐷2𝑖)
√𝑉𝑎𝑟(𝐷2𝑖)
) , 
where the expectation and variance of 𝐷1𝑖  and 𝐷2𝑖  are derived analytically. Note that the 
MaxMEWMV chart is designed with the assumption that 𝑋𝑖~𝑁(𝟎, 𝑰𝒑) . However, if the 
observations are not standard normal, 𝐼𝑝 may not shrink 𝑆𝑖
𝐸𝑊 towards the zero matrix, and thus, 
16 
 
𝐷𝑖  will be approximately the same as 𝑆𝑖
𝐸𝑊 . Then, we expect that the chart may have poor 
performance. 
Later in 2007, Huwang, Yeh, and Wu (2007) proposed the first MEWMA chart that applied the 
trace of the estimated covariance matrix obtained from the EWMA statistic (𝑺𝒊
𝑬𝑾𝑴𝑨, Eq. [4]) as 
the monitoring statistic. This chart is referred to as the MEWMS chart, and the control limits are 
 𝐿𝐶𝐿/𝑈𝐶𝐿 = 𝑝 ± 𝐿√2𝑝𝑐𝑖, 
 
where 𝑐𝑖 =
𝜆
2−𝜆
+
2−2𝜆
2−𝜆
(1 − 𝜆)2(𝑖−1) and 𝐿 is the control charting constant.  
Also, Huwang, Yeh, and Wu (2007) developed the MEWMV chart to simultaneously monitor 
shifts in the process mean vector and the covariance matrix. However, the authors showed that the 
MEWMS chart has better performances than the MEWMV chart in detecting the shifts in the 
process mean vector and/or process covariance matrix. 
In addition, Yeh, Huwang, and Chien-Wei (2005) and Huwang, Yeh, and Wu (2007) discussed 
multiple CUSUM charts and multiple EWMA dispersion charts. These charts were initially 
suggested by Hawkins (1991), but the author did not explain them in detail. Yeh, Huwang, and 
Chien-Wei (2005) and Huwang, Yeh, and Wu (2007) mentioned that multiple CUSUM or EWMA 
charts are not effective in detecting changes in the correlation.  
Applying the trace to detect changes in the process covariance matrix may fail because in several 
out-of-control situations while some values of the diagonal elements of the estimator increase, 
some other elements may decrease. Thus, Memar and Niaki (2009) improved the MEWMS and 
MEWMV charts by applying an L1-norm and an L2-norm to the diagonal elements of 𝑺𝒊
𝑬𝑾𝑴𝑨 −
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𝑰𝒑. The authors showed that their proposed charts are quicker in detection than the MEWMS and 
MEWMV charts except when there is a shift in only the process correlation. 
Gunaratne et al. (2017) developed a powerful algorithm based on Parallelized Monte Carlo 
simulation to enhance the ability of the MEWMS and MEWMV charts in detecting shifts of the 
process variability for high dimensional data. The authors employed this algorithm to estimate the 
optimal control limits (L) for the charts for up to 𝑝 = 15. Then the mathematical formulation was 
developed from the estimated 𝐿  values, 𝐿 = 𝑎 ∗ 𝑒𝑏∗𝑝 + 𝑐 ∗ 𝑒𝑑∗𝑝,   where 𝑎, 𝑏, 𝑐 , and 𝑑 are 
constants and 𝑝  is the number of correlated quality characteristics. The authors verified and 
validated the performance of the algorithm and the mathematical formulation with simulation. 
In addition, Ajadi and Zwetsloot (2019) argued that the MEWMS chart is ineffective in detecting 
a decrease in the process variances because the control limits of the chart are designed as 
symmetric limits; however, nonsymmetric limits are more appropriate. 
Memar and Niaki (2011) showed that trace of the 𝑺𝒊
𝑬𝑾𝑴𝑨, in Eq. [4], can be approximated as a 
sum of independent chi-squared variables; 
𝑡𝑟[𝑺𝒊
𝑬𝑾𝑴𝑨]~
𝑝
𝜈
𝜒2(𝜈), where 𝜈 =
𝑛𝑝(2−𝜆)
𝜆
. 
The authors named this chart, MEWMSAT; the control limits are given by 𝑈𝐶𝐿 =
𝑝
𝜈
𝜒𝛼
2
2(𝜈) and 
𝐿𝐶𝐿 =
𝑝
𝜈
𝜒
1−
𝛼
2
2 (𝜈) . Later in 2017, Hwang (2017) proposed Shewhart-type charts inspired on 
MEWMSAT., for details, see Section 6.2.  
Tsai et al. (2012) proposed an adaptive time-weighted multivariate EWMA control chart and 
named it AEWMS chart. The monitoring statistic of this chart is defined as: 
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𝑺𝒊
𝑨𝑬𝑾𝑴𝑨′ = {
𝜆1𝑡𝑟(𝒀𝒊𝒀𝒊
′) + (1 − 𝜆1)𝑺𝒊−𝟏
𝑨𝑬𝑾𝑴𝑨′  ,                    𝜺𝒊 < −𝜸
𝜆2𝑡𝑟(𝒀𝒊𝒀𝒊
′) + (1 − 𝜆2)𝑺𝒊−𝟏
𝑨𝑬𝑾𝑴𝑨′  ,                    |𝜺𝒊| ≤ 𝜸
𝜆3𝑡𝑟(𝒀𝒊𝒀𝒊
′) + (1 − 𝜆3)𝑺𝒊−𝟏
𝑨𝑬𝑾𝑴𝑨′ ,                        𝜺𝒊 > 𝜸
 
where 𝑺𝟎
𝑨𝑬𝑾𝑴𝑨′ = 𝑡𝑟(𝒀𝟏𝒀𝟏
′ ) , 𝜆1 =
(1+𝜆)
2
, 𝜆2 = 𝜆 , 𝜆3 =
(3+𝜆)
2
 , 0 < 𝜆 ≤ 1 , 𝜺𝒊 = 𝒕𝒓( 𝒀𝒊𝒀𝒊
′) −
𝑡𝑟(𝑺𝒊−𝟏
𝑬𝑾𝑴𝑨)  (recall 𝑆𝑖
𝐸𝑊𝑀𝐴  in Eq. [4]), and 𝛾  is a positive constant. The adaptive adjustment 
procedure increases the sensitivity of the AEWMS chart for detecting changes in the process 
variability. Note that 𝜆3 gives a value greater than 1 irrespective of the value of 𝜆. This is a strange 
value since the smoothing parameter of an EWMA statistic is always between zero and one. 
Alfaro and Ortega (2019) mentioned that the quantity 𝒀𝒊𝒀𝒊
′ used by Huwang, Yeh, and Wu (2007) 
in Eq. [4] is influenced by the mean. Thus, the authors proposed using the sample covariance 
matrix of the data set {𝑌𝑘}𝑘=1,2,…,𝑖 to replace the  𝒀𝒊𝒀𝒊
′. Their proposed chart was shown to be better 
than the MEWMS chart when the shift in the process variance is very large. However, they only 
used zero state performance measures, we expect that for steady state performance their results 
will be less favorable as they incorporate all information from 𝑘 = 1. 
5.2 MEWMA Charts Based on the Alt Likelihood Ratio 
In this subsection, we discuss three articles that proposed multivariate dispersion charts that apply 
the Alt’s likelihood ratio as the monitoring statistic. We give information about each chart, such 
as the subgroup size (n), and 𝑝 simulated in each of the articles in Table 5. 
 
Authors Chart name n p 
Process parameters 
in Phase I 
Hawkins and Maboudou-tchao (2008) MEWMC n=1 5,10 Known 
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Zhang, Li, and Wang (2010) ELR n=1,2,4,5 2,3,5 Known 
Maboudou-Tchao and Hawkins (2011) SSMEWMAC n=1 5,10,20 known 
Table 5: Overview of MEWMA-type dispersion charts based on the Alt likelihood ratio statistic. 
The multivariate exponentially weighted moving covariance matrix (MEWMC) chart proposed by 
Hawkins and Maboudou-tchao (2008) is developed by applying the Alt’s likelihood ratio statistic 
to compare 𝑺𝒊
𝑬𝑾𝑴𝑨 with the identity matrix. The monitoring statistic of the MEWMC chart is 
defined as 
         𝑐𝑖 = 𝑡𝑟(𝑺𝒊
𝑬𝑾𝑴𝑨) − log|𝑺𝒊
𝑬𝑾𝑴𝑨| − 𝑝                                                       
where 𝑐𝑖 is compared to an upper control limit. The authors mentioned that the MEWMC chart 
can detect both increases and decreases in the process variability. The authors also suggested 
combining the MEWMC chart with the MEWMA chart that was proposed by Lowry et al. (1992) 
in order to detect shifts in both process mean vector and covariance matrix. 
Zhang, Li, and Wang (2010) developed a chart that integrates the EWMA procedure with the 
generalized likelihood ratio statistic and named it ELR chart. The authors mentioned that the ELR 
chart is similar to the MEWMC chart. However, the ELR chart has the advantage of 
simultaneously detecting shifts in the process mean vector and the covariance matrix. According 
to the authors, the ELR chart has the benefit of being sensitive to different shifts in the process. In 
addition, it does not require additional parameters except for the smoothing parameter and control 
limit. Finally, it can be used for the case when 𝑛 ≥ 1. The authors showed that the ELR chart has 
a better performance than the MEWMC chart only when detecting shifts in the process mean 
vector. 
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Maboudou-Tchao and Hawkins (2011) proposed a chart that combines the self-starting 
multivariate EWMA statistic with a moving covariance matrix (SSMEWMAC). This chart has an 
advantage over the MEWMC because it does not need a large Phase I sample. The monitoring 
starts at observation, 𝑖 = 𝑝 + 2. Maboudou-Tchao and Hawkins (2011) computed the following 
statistics; 
                                               𝑼𝒊 = 𝜆𝒀𝒊 + (1 − 𝜆)𝑼𝒊−𝟏,                                            
                                                         𝑽𝒊 = 𝜆𝑌𝑖𝑌𝑖
′ + (1 − 𝜆)𝑽𝒊−𝟏,                                          
for 𝑖 ≥ 𝑝 + 2 where 0 < 𝜆 < 1, 𝑼𝒑+𝟏 = 0 and 𝑉𝑝+1 = 𝐼𝑝. Then, they computed 𝑀𝑖 = 𝑼𝒊
′ ∑ 𝑼𝒊
−𝟏
𝑼𝒊
 
and 𝑐⏞𝑖 = 𝑡𝑟(𝑽𝒊) − log|𝑽𝒊| − 𝑝  to monitor shifts in the process mean vector and variability, 
respectively. Both statistics (𝑀𝑖 and 𝑐⏞𝑖) are compared against control limits and a signal is received 
if one of them exceeds their limit. The authors mentioned that self-starting methods cannot detect 
shifts when the process deviate immediately from the in-control process after the monitoring 
begins. 
5.3 MEWMA-type Dispersion Charts Based on LASSO Method 
In this subsection, we discuss multivariate control charts that apply the LASSO method in building 
up the statistics for monitoring changes of the process variability for details on LASSO see for 
example, (d'Aspremont, Banerjee, and El Ghaoui 2008; Friedman, Hastie, and Tibshirani 2008; 
Rothman et al. 2008). We give information about each chart, such as the subgroup size (n), and 𝑝 
simulated in each of the articles in Table 6. 
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Authors Chart name n p 
Process parameters 
in Phase I 
Yeh, Li, and Wang (2012) 
LASSO-
MEWMC 
n=1 5,10,20 Known 
Maboudou-Tchao and Diawara (2013) S-LEWMC n=1 5,10,20 Known 
Li, Wang, and Yeh (2013) PLR n=50 5,10 Known 
Wang, Yeh, and Li (2014) 
pGLR 
pMEWMAC 
n=1 5 Known 
Shen, Tsung, and Zou (2014) MaxNorm n=1,20,50 5,10,30 Known 
Fan et al. (2017) EIGEN n=1 5,10 Known 
Table 6: Overview of MEWMA-type dispersion charts based on LASSO statistics. 
In 2009, Zou and Qiu. (2009) introduced the LASSO technique to Statistical Process Control 
(SPC) for detecting shifts in a few components of the process mean vector. Their proposed chart 
is also effective as a post signal diagnostic tool for identifying the shifted variable(s).  
The LASSO method has also been proposed for detecting shifts that occur in only few elements 
of the covariance matrix. For instance, Yeh, Li, and Wang (2012) improved the MEWMC chart 
(recall Section 5.2) with the LASSO technique and named it the LASSO-MEWMC chart. The 
authors defined Ω ̂𝑖 as the solution for the penalized likelihood function 
Ω ̂𝑖 =  arg 𝑚𝑖𝑛
Ωi>0 
{𝑡𝑟(Ω𝑖𝑺𝒊
𝑬𝑾𝑴𝑨) − log|Ω𝑖| + 𝜌 ∥ Ω𝑖 − 𝐼𝑝 ∥1}                     
where Ω𝑖  is the precision matrix of the process, and 𝜌 > 0  is a tuning parameter to achieve 
different sparsity levels for the  Ω𝑖 estimate. Note that Ω ̂𝑖 = Σ̂
−1, where Σ̂ is an estimate of the 
covariance matrix of the process. The penalty function used by Yeh, Li, and Wang (2012) shrinks 
the estimate of the precision matrix towards the in-control covariance matrix, 𝐼𝑝 . Thus, the 
monitoring statistic of the LASSO-MEWMC chart is defined as 
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𝑙𝑖 = log | Ω ̂𝑖| − 𝑡𝑟 (Ω ̂𝑖𝑺𝒊
𝑬𝑾𝑴𝑨) + 𝑡𝑟(𝑺𝒊
𝑬𝑾𝑴𝑨), 
Maboudou-Tchao and Diawara (2013) also proposed a LASSO chart for monitoring the covariance 
matrix (S-LEMWC). The setup of their proposed chart is slightly different from that of LASSO-
MEWMC. In S-LEMWC chart, the graphical LASSO algorithm developed by Friedman, Hastie, 
and Tibshirani (2008) was used to obtain the solution Ω̂𝑖 
                 Ω̂𝑖 =  arg 𝑚𝑎𝑥
Ω>0 
{𝑡𝑟(Ω𝑖𝑌𝑖𝑌𝑖
′) − log|Ω𝑖| + 𝜌 ∥ Ω𝑖 ∥1}.                          (5) 
Then the authors computed the EWMA statistic 
?̿?𝑖 = 𝜆Ω̂𝑖
−1 + (1 − 𝜆)?̿?𝒊−𝟏 . 
The S-LEWMC chart is the same as the MEWMC chart when 𝜌 = 0 (𝑖. 𝑒 no regularization is 
applied). 
Also in 2013, Maboudou-Tchao and Agboto (2013) modified the penalized likelihood ratio (PLR) 
chart proposed by Li, Wang, and Yeh (2013) such that it can monitor the process variability of 
data with a sample size less than 𝑝. The authors named the chart LASSO. The LASSO chart is also 
based on using a graphical LASSO algorithm proposed by Friedman, Hastie, and Tibshirani 
(2008). The penalty function used by both LASSO and S-LEWMC charts in Eq. [5] can shrink the 
sample precision matrix towards the zero matrix. However, the penalty function used by Yeh, Li, 
and Wang (2012) is more realistic since it penalizes towards the in-control covariance matrix. 
In addition, Wang, Yeh, and Li (2014) developed two penalized likelihood estimation control 
charts that can simultaneously monitor the process mean vector and covariance matrix. The first 
chart is the penalized generalized likelihood ratio (pGLR); the second chart is the penalized 
versions that combines the MEWMA and MEWMC charts (pMEWMAC). In these charts, the 
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authors defined the ?̂?𝑖 and ?̂?𝑖
𝜆 as the solution for the penalized likelihood function for the process 
mean vector and covariance matrix, respectively. These are provided as follows 
              ?̂?𝑖 = arg 𝑚𝑖𝑛
μ 
{(𝐸𝑖 − 𝜇)
′ ∑ (𝐸𝑖 − 𝜇)
−1
0 + 𝜌1 ∑ |𝜇𝑘|
𝑝
𝑘=1 },           
       ?̂?𝑖
𝜆 = arg 𝑚𝑎𝑥
S>0 
{− ln|𝑺| − 𝑡𝑟(𝑺−𝟏𝑺𝒊
EWMA) + 𝜌2 ∥ 𝑺 − Σ0 ∥1}                     
where 𝜇𝑘 is the 𝑘
𝑡ℎ element of vector 𝜇. Also, the 𝜌1 and 𝜌2 are the penalty coefficients for the 
process mean vector and covariance matrix respectively. 𝐸𝑖  is the MEWMA statistic for 
monitoring the process mean vector and 𝑺 is the estimated covariance matrix. 
In addition, Shen, Tsung, and Zou (2014) introduced a MaxNorm chart. This chart is also effective 
in detecting the shifts that occur in only a few elements of the covariance matrix. The performance 
of the penalized likelihood control charts depends on the choice of the regularization parameter. 
However, the MaxNorm chart avoids setting the regularization parameter. 
The setup of MaxNorm chart is similar to the MaxMEWMV chart by Yeh, Huwang, and Chien-
Wei (2005). It is based on deviating the in-control covariance matrix from the estimated covariance 
matrix of Eq. [4] as 𝑇𝑖 = 𝑺𝒊
𝑬𝑾𝑴𝑨 − 𝐼𝑝 .  Then the authors computed two statistics, 𝑇1𝑖 =
∑ ∑ 𝑐𝑖(𝑘,𝑙)
2𝑝
𝑙=1
𝑝
𝑘=1  and 𝑇2𝑖 = 𝑚𝑎𝑥(|𝑐𝑖(1,1)|, ⋯ , |𝑐𝑖(𝑝,𝑝)|) , where 𝑐𝑖(𝑘,𝑙)  is the combination of the 
diagonal elements and the upper triangular off-diagonal elements of 𝑇𝑖 (𝑖. 𝑒. 𝑐𝑖(𝑘,𝑙) for 𝑘 ≤ 𝑙). The 
𝑇1𝑖  and 𝑇2𝑖  statistics are respectively the L2-norm and 𝐿∞ −norm of  𝑐𝑖(𝑘,𝑙) . The monitoring 
statistic is defined as 
𝑀𝑎𝑥𝑁𝑜𝑟𝑚𝑇𝑖 = 𝑚𝑎𝑥 (
𝑇1𝑖−𝐸(𝑇1𝑖)
√𝑉𝑎𝑟(𝑇1𝑖)
,
𝑇2𝑖−𝐸(𝑇2𝑖)
√𝑉𝑎𝑟(𝑇2𝑖)
), 
where the expectation and variance of 𝑇1𝑖 and 𝑇2𝑖 statistics are obtained through simulation.  
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Later in 2017, Fan et al. (2017) proposed a chart that uses the eigenvalues of 𝑺𝒊
𝑬𝑾𝑴𝑨 − 𝐼𝑝  to 
monitor changes in the process covariance matrix and named it as the EIGEN chart. The set-up of 
the EIGEN chart is similar to that of MaxNorm chart. Like the MaxNorm chart, the EIGEN chart 
is also efficient in detecting changes that occur in only a few elements of the covariance matrix 
without using any tuning parameter to achieve sparsity of the precision matrix. 
6. Shewhart-type Dispersion Chart 
In this section, we discuss 6 articles on Shewhart-type dispersion charts for monitoring individual 
observations. All the charts are designed for detecting changes in normally distributed data. 
Mason, Chou, and Young (2009), Mason, Chou, and Young (2010), and Djauhari (2010) used 
Wilks’ statistic to build charting statistics. The charts proposed by Maboudou-Tchao and Agboto 
(2013), and Hwang (2017) are based on the trace of the covariance matrix. Both Hwang (2017)  
and Khoo and Quah (2003) used Chi-squared distribution to approximate the monitoring statistics. 
We will briefly introduce these Shewhart-based methods, we discuss the development of these 
methods and their internal relations. Their performances, if available, will also be discussed. In 
Table 7, we give information about each chart, such as the subgroup size (n), and 𝑝 simulated in 
each of the articles. 
 
Articles Chart name 
subgroup 
size 
p 
Process parameters in 
Phase I 
Khoo and Quah (2003) Chi-square n=1 2 Known 
 Mason, Chou, and Young (2009)  n=1,2,3,4,5 4,6,7 Estimated 
 Mason, Chou, and Young (2010) W NIL NIL Estimated 
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Djauhari (2010) F NIL NIL Estimated 
Maboudou-Tchao and Agboto (2013) LASSO n=1,2.3,4,7 5,10 Known 
Hwang (2017) 
MTSSD 
MMSSD 
n=1 2,4 Known 
Table 7: Overview of Shewhart-type dispersion charts. 
6.1 Wilks’ Statistic-based Charts 
Wilks’ statistic (Wilks (1962, 1963)) is defined as the ratio of the determinants of two scatter 
matrices;  
𝑊 =
|𝑆𝑆𝑚|
|𝑆𝑆𝑚+1|
= (
𝑚 − 1
𝑚
)
𝑝 |𝑆𝑚|
|𝑆𝑚+1|
= 1 −
𝑚 + 1
𝑚2
𝑇2.                 (6) 
Where 𝑆𝑆𝑚 is the scatter matrix of the historical data set from Phase I, and  𝑆𝑆𝑚+1 is the scatter 
matrix of an augmented dataset which includes both the historical data in Phase I and the newest 
observation in Phase II. They are calculated as:  
𝑆𝑆𝑚 = ∑(𝑋𝑗 − ?̅?𝑚)(𝑋𝑗 − ?̅?𝑚)
′
𝑚
𝑗=1
= (𝑚 − 1)𝑆𝑚 
𝑆𝑆𝑚+1 = ∑(𝑋𝑗 − ?̅?𝑚+1)(𝑋𝑗 − ?̅?𝑚+1)
′
𝑚
𝑗=1
+   (𝑋𝑖 − ?̅?𝑚+1)(𝑋𝑖 − ?̅?𝑚+1)
′ = 𝑚 𝑆𝑚+1 
Furthermore 𝑆𝑚  and 𝑆𝑚+1  are estimators of the covariance matrix based on 𝑚  and 𝑚 + 1 
observations, respectively. 
In Eq. [6], it is shown that 𝑊 is related to a Hotelling’s 𝑇2 statistic. Mason, Chou, and Young 
(2009) treated 𝑊 as the charting statistic to design a dispersion chart and used a 𝐵𝑒𝑡𝑎 distribution 
to define the control limits. One property of Wilks’ statistic, is that its value is between 0 and 1. 
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Since the determinant of 𝑆𝑆𝑚+1 is always greater than the determinant of 𝑆𝑆𝑚, a smaller value of 
the ratio of the determinants indicates a greater difference between 𝑆𝑆𝑚 and 𝑆𝑆𝑚+1 (Wilks (1962, 
1963)). Values of 𝑊 near 0 indicate that the estimated covariance matrix 𝑆𝑚+1 is different from 
𝑆𝑚, and that there is a possible shift in process variation. Therefore, a 𝑊 chart with lower bound 
is enough to detect changes in 𝑆𝑚+1 compared with 𝑆𝑚 (Mason, Chou, and Young (2009)).  
Diagnosing the cause of an out-of-control signal is a challenge in monitoring multivariate process 
variability. To solve this, Mason, Chou, and Young (2010), proposed a technique to decompose 
Wilks’ statistic and identify the process variables contributing to the signal. 
Djauhari (2010)  derived an 𝐹 chart from 𝑆𝑆𝑚 and 𝑆𝑆𝑚+1 as a complement to Wilks’ statistic, and 
suggested to run the 𝑊  chart and 𝐹  chart simultaneously. From their comparison results, it 
followed that the 𝑊 chart outperforms the 𝐹 chart in detecting correlation shifts. The 𝐹 chart is 
more sensitive to detect variance changes.  
The 𝑊 chart can be applied when the sample size is greater than 1 and less than 𝑝 (Mason, Chou, 
and Young (2009, 2010)). The monitoring procedure proposed by Djauhari (2010)  is only suitable 
for individual observations.  
6.2 Trace-based Charts 
The 𝐹 statistic in Djauhari (2010) is equal to the square root of the trace of (𝑆𝑆𝑚+1 − 𝑆𝑆𝑚)
2. The 
trace of the covariance matrix represents the total variation, some authors use this metric to 
construct charting statistics for process monitoring. Hotelling (1947) firstly used trace to monitor 
𝚺 with a Shewhart chart. Maboudou-Tchao and Agboto (2013) used the trace combined with the 
log determinant of the estimated covariance matrix as the monitoring statistic 
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𝐿𝑖 = 𝑡𝑟 (?̃?𝑖) − log|?̃?𝑖| − 𝑝. 
Here ?̃?𝑖 is the graphical LASSO estimator of the covariance matrix, for more details about LASSO 
see section 5.3. ?̃?𝑖  can also be explained as a penalized likelihood estimator of the covariance 
matrix.  
Maboudou-Tchao and Agboto (2013) compared the proposed LASSO chart with Alt’s chart 
proposed by Alt (1985), the conditional entropy (CE) chart Guerrero-Cusumano (1995), and the 
Exponentially Weighted Moving Covariance Matrix (MEWMC) chart (see Section 5.2), and used 
the ARL to evaluate and compare their performances. The LASSO chart outperforms Alt’s chart 
and the CE chart in detection of variance shifts. It has worse performance under correlation shifts 
compared to the MEWMC chart and Alt’s chart. It can detect simultaneous variance and 
correlation shift quickly. Maboudou-Tchao and Agboto (2013) concluded that the LASSO chart is 
workable for individual observations, but it has better performance with grouped data in phase II 
monitoring.  
Hwang (2017) applied the trace to the covariance estimator 𝑆𝑚 to represent the total variance of 
the 𝑝 variables. He standardized the observations as Eq. [1], and calculated the monitoring statistic 
as 𝑡𝑟(𝑆𝑖), where 𝑆𝑖 = ∑ 𝑌𝑘𝑌𝑘
′𝑖
𝑘=1 , 𝑘 = 1,2 … 𝑖. This chart is called the multivariate trace sum of 
squared deviation (MTSSD) chart. It can detect variation shifts. Hwang (2017) also proposed the 
multivariate matrix sum squared deviation (MMSSD) chart. The MMSSD chart is not based on 
the trace concept, but on the sum of all elements of 𝑆𝑖, so it can monitor the total variation and 
correlation simultaneously. The control limits for the MTSSD and MMSSD charts are obtained 
from two Chi-square distributions separately. 
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Hwang (2017) measured the performances of charts by evaluating the median run length (MRL) 
and standard deviation run length (SDRL). The comparison included the MEWMSAT and the 
MEWMSL1 charts, for a detailed introduction see Section 5.1. The simulation for individual 
observations revealed that, the MEWMSAT and MEWMSL1 charts are incomparable because of 
the extremely small in-control MRL and very large SDRL. The MTSSD chart was effective for 
small variance shifts, and MMSSD can detect correlation shifts well. Both of them can adapt to 
the case where the subgroup size is greater than 1.  
Khoo and Quah (2003) designed another multivariate chart for monitoring process dispersion 
based on individual observations. Their monitoring statistic is the successive differences between 
the multivariate observations and can be expressed as 𝐾𝑖 =
1
2
(𝑋𝑖 − 𝑋𝑖−1)
′Σ0
−1(𝑋𝑖 − 𝑋𝑖−1). Khoo 
and Quah (2003) also used a Chi-squared distribution to set the control limits. The chart may not 
be reliable because 𝐾𝑖 is affected by serial correlation and the control limits are derived under the 
independence assumption. 
7. Non-Parametric Dispersion Charts 
All previous discussed control charts are based on the assumption that the data can be modeled 
by a multivariate normal distribution, but in many applications, the data come from unknown or 
nonnormal distributions. Then, conventional control charts are unreliable, especially when the 
sample size is small (Li et al., 2013). Nonparametric control charts, which are more robust to the 
underlying data distributions, are useful for monitoring non-normal distributed data. Chakraborti 
and Graham (2019) provided an excellent review of nonparametric (distribution-free) control 
charts. According to this review paper, distribution-free statistics based on signs and ranks are 
widely used to build monitoring statistics. For details about spatial signs and rank, see Sirkiä et 
al. (2009). Here we focus on nonparametric dispersion charts for multivariate individual 
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observations. Two charts have been introduced in the literature. Li et al. (2013) proposed their 
control chart based on a spatial sign covariance matrix, Huwang, Lin, and Yu (2019) used spatial 
rank to build charting statistics and compared this chart with the chart proposed by Li et al. (2013). 
In addition, one of the articles( Huwang et al. (2017)) in Section 8 for high dimensions is also 
distribution free, but it is excluded  in this section for the sake of repetition. Table 8 provides the 
information about each chart, such as the subgroup size (n), and 𝑝 simulated in each of the two 
articles. 
Authors Chart name n p 
Process parameters in 
Phase I 
Li et al. (2013) MNSE 𝑛 = 1 
2,3,4,5,7, 
10,15,20,30 
Estimated 
Huwang et al. (2017) Dissimilarity n=1,6,11,21 5,10,20 Estimated 
Huwang, Lin, and Yu (2019) MSRE 𝑛 = 1 3,5 Estimated 
Table 8: Overview of nonparametric charts for monitoring shape parameter. 
 
7.1 A Nonparametric EWMA Chart Based on Spatial Sign 
Li et al. (2013) used a multivariate spatial sign test and exponentially weighted moving average 
(EWMA) scheme to develop a distribution-free control chart for monitoring shape parameters of 
the underlying data.  
For independent and identically distributed (i.i.d.) historical 𝑝 - dimensional observations 𝑋𝑗, 𝑗 =
−𝑚 + 1 … − 𝑚 + 𝑗, … 0, the spatial sign function is defined as 
𝑈(𝑋) = {
‖𝑋‖−1𝑋,   𝑋 ≠ 0
0,               𝑋 = 0
  
where ‖𝑋‖ = (𝑋′𝑋)1/2.  
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Next, the multivariate affine equivariant median vector 𝜃0  and the associated transformation 
matrix 𝐴0 need to be estimated from historical data in Phase I by solving 
1
𝑚
∑ 𝑈 (𝐴0(𝑋𝑗 − 𝜃0))
0
𝑗=−𝑚+1 
= 0 
1
𝑚
∑ 𝑈 (𝐴0(𝑋𝑗 − 𝜃0))
0
𝑗=−𝑚+1 𝑈
′ (𝐴0(𝑋𝑗 − 𝜃0)) =
𝐼𝑝
𝑝
. 
The roles of the affine equivariant median 𝜃0 and the transformation matrix 𝐴0 are similar to those 
of the sample mean and covariance matrix, in constructing conventional control charts ( Huwang, 
Lin, and Yu (2019)).  
On-line observations 𝑋𝑖, 𝑖 = 1, 2, … , can be standardized and transformed to a unit vector 𝑣𝑖 
through 𝑣𝑖 = 𝑈(𝐴0(𝑋𝑖 − 𝜃0)). The EWMA statistic can be computed as  
𝑤𝑖 = (1 − 𝜆)𝑤𝑖−1 + 𝜆𝑣𝑖𝑣𝑖
′  
where the initial matrix 𝑤0 is defined as 𝐼𝑝/𝑝. Finally, the charting statistic is defined as  
𝑄𝑖 = √
2 − 𝜆
𝜆
∙ 𝑡𝑟((𝑝𝑤𝑖 − 𝐼𝑝)2)  
Li et al. (2013) named this chart the multivariate nonparametric shape EWMA (MNSE) chart. 
They compared the MNSE chart with the MEWMC chart proposed by Hawkins and Maboudou-
tchao (2008) (see Section 5.2) and evaluated the steady-state ARL behavior of each chart. They 
considered one normal and five non-normal distributions under different scenarios. The results 
showed that, the MNSE chart was robust to non-normal distributions and efficient in detecting 
small and moderate shifts ( Li et al. (2013)). It was also effective in detecting downward shifts, 
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but its performances was not as good as the MEWMC chart for large shifts under normal and 
nonnormal distributions.   
The MNSE chart also performed well in the real-data example, from a white-wine production 
process. The MNSE chart can be adapted to the case of subgroups with more than one observation.  
7.2 A Nonparametric EWMA Chart Based on Spatial Rank 
Huwang, Lin, and Yu (2019) proposed a nonparametric multivariate EWMA chart for monitoring 
shape matrices. This chart is based on a spatial rank test proposed by Sirkiä et al. (2009), which 
used the estimated spatial rank covariance matrix for monitoring the shape matrix of a multivariate 
process.  
For Phase II observations, 𝑋𝑖, 𝑖 = 1, 2, 3, … , the empirical spatial rank function, which is the 
average of the spatial signs of pairwise differences for incoming observations can be computed as  
𝑅𝐸
∗ (𝑋𝑖) =
1
𝑚
∑ 𝑈 (𝑀0(𝑋𝑖 − 𝑋𝑗))
0
𝑗=−𝑚+1
  
where (𝑀0′𝑀0)
−1 =
1
𝑚−1
∑ (𝑋𝑗 − ?̅?)(𝑋𝑗 − ?̅?)′
0
𝑗=−𝑚+1 , ?̅?  is the mean vector of 𝑚  historical 
observations. Then, an EWMA covariance matrix estimate based on the empirical spatial rank 
function 𝑅𝐸
∗ (𝑋𝑖) is defined as 
𝑆𝑖
𝑅𝐸 = 𝜆𝑅𝐸
∗ (𝑋𝑖)𝑅𝐸
∗ (𝑋𝑖)
′ + (1 − 𝜆)𝑆𝑖−1
𝑅𝐸 ,  
where 𝑆0
𝑅𝐸 =
1
𝑚
∑ 𝑅𝐸
∗ (𝑋𝑗)𝑅𝐸
∗ (𝑋𝑗)
′0
𝑗=−𝑚+1 . The monitoring statistic of this chart is defined as 
𝑅𝑎𝑛𝑘𝑖 = [𝐶𝑝𝒗𝒆𝒄(𝑆𝑖
𝑅𝐸)]
′
{𝐶𝑜𝑣[𝐶𝑝𝒗𝒆𝒄(𝑆𝑖
𝑅𝐸)]}
−1
[𝐶𝑝𝒗𝒆𝒄(𝑆𝑖
𝑅𝐸)]. 
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Where 𝐶𝑝 is the projection matrix, 𝒗𝒆𝒄(𝑆𝑖
𝑅𝐸) is the vectorization of 𝑆𝑖
𝑅𝐸 obtained by stacking the 
columns on top of each other. Since 𝐶𝑝 is rather complex, for detailed explanation and derivation 
see Huwang, Lin, and Yu (2019). The proposed chart is called multivariate spatial rank EWMA 
(MSRE) chart.  
Huwang, Lin, and Yu (2019) compared the performance of the MSRE chart with the MNSE chart 
proposed by Li et al. (2013) (see Section 7.1). The results showed that, under different 
distributions, the MSRE chart outperformed MNSE chart in detecting increasing variance shifts 
especially when the magnitudes of the shifts are large. The MSRE chart had better performances 
when both variance and correlation shifts occur simultaneously. For other type of changes, the 
performances of MSRE chart were unstable for different distributions. Huwang, Lin, and Yu 
(2019) used the same white-wine production data with Li et al. (2013) to illustrate the applicability 
of the proposed MSRE chart. 
Since the MSRE chart is not as distribution-free as MNSE chart, it is necessary to use the 
resampling method to obtain the desired upper control limit Huwang, Lin, and Yu (2019). Another 
weakness of both two charts is that a large amount of data are required to reflect the in-control 
distribution in Phase I.  
8. Multivariate Dispersion Charts for High Dimensional Data 
In this section, we discuss three papers focused on multivariate dispersion charts that are designed 
for high dimensional data. We provide the information about each chart, such as the subgroup size 
(n), and 𝑝 simulated in each of the articles in Table 9. 
 
Authors Chart n p Process parameters in Phase I 
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Huwang et al. (2017) Dissimilarity n=1,6,11,21 5,10,20 Estimated 
Li and Tsung (2019) MVP n=1 5,10,20,30 Known 
Kim et al. (2019) RPLR n=5,10 10 Known 
Table 9: Overview of the dispersion charts for monitoring high dimensional data. 
With high-dimensional data, we mean applications with large 𝑝, 𝑖. 𝑒. with many variables.  There 
is no clear cut-off point between “small 𝑝” and “large 𝑝”. Here we include those articles that 
classify themselves as monitoring tools for high-dimensional data. Shu and Fan (2018) mentioned 
that the distribution of high dimensional data is in most cases unknown and non-normal, and thus 
nonparametric control charts are useful in these situations. Apart from the three discussed articles 
in this section, already discussed methods like Section 5.3, and the non-parametric methods in 
Section 7 can also be used for high-dimensional data. 
Huwang et al. (2017) proposed a chart that applies an EWMA statistic for monitoring the 
covariance matrix based on the idea of a dissimilarity index. The dissimilarity index method was 
initially introduced by Kano et al. (2002) for comparing distributions of two data sets to detect 
changes in operating conditions of chemical processes.  
To set up this method, the authors first computed the EWMA statistic as  
M̂𝑖 = (1 − 𝜆)M̂𝑖−1 + 𝜆𝑋𝑖𝑋𝑖
′ 
where 0 < 𝜆 ≤ 1, and M̂0 = Σ̂0. Note that it is assumed that Σ̂0 can be obtained from Phase I. 
Then, they provided their proposed dissimilarity index as 
𝐷𝑖 =
4
𝑝
𝑡𝑟(𝐵𝑖
2 − 𝐵𝑖) + 1 
where 𝐵𝑖 = (Σ̂0 + M̂𝑖)
−1
M̂𝑖 and a signal is received whenever 𝐷𝑖 > 𝑈𝐶𝐿.  
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The index 𝐷𝑖  measures the dissimilarity between the EWMA covariance matrix M̂𝑖  and the 
estimated covariance matrix Σ̂0. Their proposed chart was shown to have better performance than 
MEWMC in most cases. The authors also mentioned that the chart is a non-parametric chart. 
Also, Li and Tsung (2019) proposed a MEWMV-based chart for monitoring the process variability 
(the MVP chart). The MVP chart combines a powerful high-dimensional covariance matrix test 
with EWMA statistics to monitor high dimensional variability based on individual observations. 
This chart is also efficient in detecting changes that occur in only a few elements of the covariance 
matrix without using any tuning parameter.  
In addition, the MVP control chart was shown to be more effective than the MaxNorm, LASSO-
MEWMC and, PLR charts when there is a shift in the process variance but less effective for 
detecting a shift in the covariance matrix when 𝑝 is not large. Thus, the superiority of the MVP 
chart to its counterparts increases as the value of 𝑝 increases. 
Also, Kim et al. (2019) proposed another multivariate dispersion control chart for high dimensional 
data. This chart is based on ridge penalized likelihood ratio (RPLR). The performance of the chart 
was shown to be better than the PLR control chart (recall Section 5.3). 
9. Conclusion and Future Research Ideas 
Multivariate dispersion charts are used to detect process dispersion shifts. Often in applications, 
only limited or individual observations are available. Therefore, conventional dispersion charts, 
which are designed for grouped data, cannot provide satisfactory solutions.  Various dispersion 
charts are proposed for monitoring individual observations. The objective of our paper is to provide 
an overview of the existing multivariate dispersion charts for individual observations. We have 
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briefly introduced their underlying theories and monitoring schemes. We also included the 
performance comparisons that are available in the reviewed literatures.   
We included 30 papers and classified them based on the type of chart they proposed. The reviewed 
Shewhart type charts, CUSUM type charts, and EWMA type charts are all designed for monitoring 
data following a multivariate normal distribution. Various techniques are used to build charting 
statistics, some are dominant in a specific type of chart. For example, the Wilks’ statistic are used 
in three Shewhart charts, Alt’s likelihood ratio and trace methods are popular in EWMA charts. 
Two nonparametric charts are also reviewed since they are quite useful when the distribution of 
the data is unknown. The monitoring statistics for nonparametric charts are derived from spatial 
sign and rank statistics.  
CUSUM charts are effective in monitoring small and persistent process changes and were  
reviewed in Section 4. Both the Max-CUSUM chart and 𝑀𝐶𝐷1 chart can monitor the process mean 
and variability simultaneously. The 𝑀𝐶𝐷1 chart and the chart proposed by Healy (1987) can adapt 
to the cases where the sample size is greater than 1. Since there are only four CUSUM based 
dispersion charts, more methods can be explored in the future.   
In addition, we reviewed 14 articles that discuss the multivariate EWMA control chart for 
individual observations. We grouped them into 3 sections which include the charts that apply the 
trace, the Alt likelihood ratio as the monitoring statistic as well as the charts that are based on 
LASSO techniques. 
Six Shewhart type charts are discussed in Section 6. We find that Wilks’ statistic is useful in 
building charting statistics (see Table 7). Trace is also a valid technique for designing Shewhart 
charts (Maboudou-Tchao and Agboto (2013); Hwang (2017)). But all the Shewhart based charts 
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are for monitoring process variability only. A possible extension of these methods is modifying 
them to monitor both location and scale parameters simultaneously.  
Nonparametric charts are effective on monitoring data from unknown distributions. Spatial sign 
and rank tests are useful techniques for designing distribution-free charts. We introduced MNSE 
and MSRE charts in Section 7 and discussed their performances in different scenarios. Both of 
them focused on Phase II monitoring and have the same drawback, that they require a large amount 
of data to estimate the in-control distribution and decide the control limits in Phase I. Li et al. 
(2013) discussed three future research directions based on the MNSE chart: 1) nonparametric 
charts than can both monitor the location and covariance structure are needed; 2) a self-starting 
version of the MNSE charts is worth to explore; 3) extend the MNSE charts to Phase I analysis. 
We totally agree with these recommendations and think they can also be applied to MSRE chart 
proposed by Huwang, Lin, and Yu (2019).   
In addition, we identify the following research directions. 
(i) With the development of data collection techniques, more variables are becoming 
accessible. More multivariate dispersion control charts for high dimensional data need to 
be developed.  
(ii) Some methods only monitor the variances, for example by looking at the trace, while other 
methods monitor the entire variance covariance matrix by, for example, a monitoring 
statistic based on the determinant. It is unclear which method is preferred for what 
application. 
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(iii) Some methods have incorrect control limits. As the limits are designed as symmetric 
limits, whereas the monitoring statistics follow skewed distributions. More reliable 
algorithm or simulation methods for deciding correct control limits need to be proposed. 
(iv) Most of the methods are ineffective in detecting decreases in the process variances.  
(v) Also, we find that there is no chart designed for monitoring transient shifts, which is worth 
to be considered.  
(vi) Steady state performance should be evaluated. Some methods work well for zero-state 
performance but may have poor steady state performance. 
(vii) Robustness of methods to outliers and non-normalities should be investigated. 
(viii) In most of the articles, the process parameters are assumed known. In practice, parameters 
are estimated, therefore, the effects of parameter estimation should be investigated. 
(ix) We observed that less research has been done on non-parametric, MCUSUM and high 
dimensional data charts, more work is encouraged in this area. 
(x) Finally, all the charts we reviewed are designed for monitoring independent observations, 
if this assumption is invalid, we need new charts to deal with this situation.  
References 
Ajadi, J.O., and I.M. Zwetsloot. 2019. 'Should Observations be Grouped for Effective Monitoring of 
Multivariate Process Variability?', Accepted for publication in QREI. 
Alfaro, J.L., and J.F. Ortega. 2019. 'A new multivariate variability control chart based on a covariance matrix 
combination', Applied Stochastic Models in Business and Industry, 35: 823-36. 
Alt, F.B. 1985. 'Multivariate quality control, in The Encyclopedia of Statistical Sciences', in The Encyclopedia 
of Statistical Sciences, Kotz, S., Johnson, N.L. and Read, C.R. (eds.), Wiley, New York NY, 6: 110-22. 
Bersimis, S., S. Psarakis, and J. Panaretos. 2006. 'Multivariate statistical process control charts: an 
overview', Quality and Reliability Engineering International, 23: 517-43. 
Bodnar, O., and W. Schmid. 2017. 'CUSUM control schemes for monitoring the covariance matrix of 
multivariate time series', Statistics, 51: 722-44. 
Chakraborti, S., and M. A. Graham. 2019. 'Nonparametric (distribution-free) control charts: An updated 
overview and some results', Quality Engineering: 1-22. 
Chan, L.K., and J. Zhang. 2001. 'Cumulative sum control charts for the covariance matrix', Statistica Sinica, 
11: 767-90. 
38 
 
Chang, TC, and FF Gan. 1995. 'A cumulative sum control chart for monitoring process variance', Journal of 
Quality Technology, 27: 109-19. 
Cheng, S.W, and K. Thaga. 2005. 'Multivariate max-CUSUM chart', Quality Technology & Quantitative 
Management, 2: 221-35. 
Crosier, R B. 1988. 'Multivariate generalization of cumulative sum quality- control schemes', 
Technometrics, 30: 291-303. 
d'Aspremont, A., O. Banerjee, and L. El Ghaoui. 2008. 'First-order methods for sparse covariance 
selection', SIAM Journal on Matrix Analysis and Applications, 30: 56-66. 
Djauhari, M.A. 2010. 'A Multivariate Process Variability Monitoring Based on Individual Observations', 
Canadian center of science and education, 4: 91-96. 
Fan, Jinyu, Lianjie Shu, Honghao Zhao, and Hangfai Yeung. 2017. 'Monitoring multivariate process 
variability via eigenvalues', Computers and Industrial Engineering, 113: 269-81. 
Friedman, J., T. Hastie, and R. Tibshirani. 2008. 'Sparse inverse covariance estimation with the graphical 
lasso', Biostatistics, 9: 432-41. 
Guerrero-Cusumano, J.L. 1995. 'Testing variability in multivariate quality control: A conditional entropy 
measure approach', Information Sciences, 86: 179-202. 
Gunaratne, N.G.T., M.A Abdollahian, S. Huda, and J. Yearwood. 2017. 'Exponentially weighted control 
charts to monitor multivariate process variability for high dimensions', International Journal of 
Production Research, 55: 4948-62. 
Hawkins, D.M. 1991. 'Multivariate quality control based on regression-adiusted variables', Technometrics, 
33: 61-75. 
Hawkins, D.M., and E.M. Maboudou-tchao. 2008. 'Multivariate Exponentially Weighted Moving 
Covariance Matrix', Technometrics, 50: 155-66. 
Healy, J.D. 1987. 'A note on multivariate CUSUM procedures', Technometrics, 29: 409-12. 
Hotelling, H. 1947. 'Multivariate Quality Control Illustrated by the Air Testing of Sample Bomb Sights, 
Techniques of Statistical Analysis, Ch. II', Selected Techniques of Statistical Analysis for Scientific 
and Industrial Research, and Production and Management Engineering: 111-84. 
Huber, P.J. 1985. 'Projection pursuit', The annals of Statistics: 435-75. 
Huwang, L., L.W. Lin, and C.T. Yu. 2019. 'A spatial rank–based multivariate EWMA chart for monitoring 
process shape matrices', Quality and Reliability Engineering International. 
Huwang, L., P.C Lin, C.H Chang, L.W. Lin, and Y.S. Tee. 2017. 'An EWMA chart for monitoring the covariance 
matrix of a multivariate process based on dissimilarity index', Quality and Reliability Engineering 
International, 33: 2089-104. 
Huwang, L., A B. Yeh, and C. Wu. 2007. 'Monitoring Multivariate Process Variability for Individual 
Observations', Journal of Quality Technology, 39: 258-78. 
Hwang, W.Y. 2017. 'Chi-Square quantile-based multivariate variance monitoring for individual 
observations', Communications in Statistics: Simulation and Computation, 46: 5392-409. 
Johnson, N.L. 1962. 'Cumulative sum control charts-Mathematical principles applied to their construction 
and use-part 1', Industrial Quality Control, 18: 15-29. 
Kano, M., S. Hasebe, I. Hashimoto, and H. Ohno. 2002. 'Statistical process monitoring based on 
dissimilarity of process data', AIChE Journal, 48: 1231-40. 
Khoo, M. B. C, and S. H. Quah. 2003. 'Multivariate control chart for process dispersion based on individual 
observations', Quality Engineering, 15: 639-42. 
Kim, J., G.M. Abdella, S. Kim, K.N. Al-Khalifa, and A.M Hamouda. 2019. 'Control charts for variability 
monitoring in high-dimensional processes', Computers and Industrial Engineering, 130: 309-16. 
Li, B., K. Wang, and A.B. Yeh. 2013. 'Monitoring the covariance matrix via penalized likelihood estimation', 
IIE Transactions (Institute of Industrial Engineers), 45: 132-46. 
39 
 
Li, Z., and F. Tsung. 2019. 'A control scheme for monitoring process covariance matrices with more 
variables than observations', Quality and Reliability Engineering International, 35: 351-67. 
Li, Z., C. Zou, Z. Wang, and L. Huwang. 2013. 'A multivariate sign chart for monitoring process shape 
parameters', Journal of Quality Technology, 45: 149-65. 
Lowry, C.A., W.H. Woodall, C.W. Champ, and S. E. Rigdon. 1992. 'A multivariate exponentially weighted 
moving average control chart', Technometrics, 34: 46-53. 
Maboudou-Tchao, E.M., and V. Agboto. 2013. 'Monitoring the covariance matrix with fewer observations 
than variables', Computational Statistics and Data Analysis, 64: 99-112. 
Maboudou-Tchao, E.M., and N. Diawara. 2013. 'A LASSO chart for monitoring the covariance matrix', 
Quality Technology and Quantitative Management, 10: 94-114. 
Maboudou-Tchao, E.M., and D.M. Hawkins. 2011. 'Self-starting multivariate control charts for location 
and scale', Journal of Quality Technology, 43: 113-26. 
Mason, R. L., Y. M. Chou, and J. C. Young. 2009. 'Monitoring variation in a multivariate process when the 
dimension is large relative to the sample size', Communications in Statistics - Theory and Methods, 
38: 939-51. 
Mason, R.L., Y.M. Chou, and J.C. Young. 2010. 'Decomposition of scatter ratios used in monitoring 
multivariate process variability', Communications in Statistics - Theory and Methods, 39: 2128-45. 
Memar, A.O., and S.T.A. Niaki. 2009. 'New control charts for monitoring covariance matrix with individual 
observations', Quality and Reliability Engineering International, 25: 821-38. 
Memar, A.O., and S.T.A. Niaki. 2011. 'Multivariate variability monitoring using EWMA control charts based 
on squared deviation of observations from target', Quality and Reliability Engineering 
International, 27: 1069-86. 
Montgomery, D.C. 2009. 'Introduction to Statistical Quality Control', John Wiley & Sons, pp. 414-417. 
Ngai, H., and J. Zhang. 2001. 'Multivariate cumulative sum control charts based on projection pursuit', 
Statistica Sinica, 11: 747-66. 
Page, E S. 1954. 'Continuous Inspection Schemes', Biometrika, 41: 100-15. 
Pignatiello, J., and J. Runger. 1990. 'Comparison of multivariate CUSUM charts', Journal of Quality 
Technology, 22: 173- 78. 
Rothman, A.J., P.J. Bickel, E. Levina, and J. Zhu. 2008. 'Sparse permutation invariant covariance 
estimation', Electronic Journal of Statistics, 2: 494-515. 
Shen, X., F. Tsung, and C. Zou. 2014. 'A new multivariate EWMA scheme for monitoring covariance 
matrices', International Journal of Production Research, 52: 2834-50. 
Shu, L., and J. Fan. 2018. 'A distribution‐free control chart for monitoring high‐dimensional processes 
based on interpoint distances', Naval Research Logistics (NRL), 65: 317-30. 
Sirkiä, S., S. Taskinen, H. Oja, and D.E. Tyler. 2009. 'Tests and estimates of shape based on spatial signs 
and ranks', Journal of Nonparametric Statistics, 21: 155-76. 
Śliwa, P., and W. Schmid. 2005. 'Monitoring the cross-covariances of a multivariate time series', Metrika, 
61: 89-115. 
Tsai, T., Y. L. Lio, S.I. Chang, S. Chou, and Y. Chen. 2012. 'An Adaptive Multivariate Control Chart for 
Individual Observations with Adaptive EWMS Star Glyphs for Diagnosis', International Journal of 
Intelligent Technologies & Applied Statistics, 5: 57-74. 
Wang, K., A.B. Yeh, and B. Li. 2014. 'Simultaneous monitoring of process mean vector and covariance 
matrix via penalized likelihood estimation', Computational Statistics and Data Analysis, 78: 206-
17. 
Wilks, S.S. 1962. 'Mathematical statistics. new york: Johnwiley & sons', Inc. WilksMathematical 
Statistics1962. 
Wilks, S.S. 1963. 'Multivariate statistical outliers', Sankhyā: The Indian Journal of Statistics, Series A: 407-
26. 
40 
 
Xie, H. 1999. 'Contributions to qualimetry [PhD thesis]', Winnipeg, Canada: University of Manitoba. 
Yeh, A.B., L. Huwang, and W. U. Chien-Wei. 2005. 'A multivariate EWMA control chart for monitoring 
process variability with individual observations', IIE Transactions (Institute of Industrial Engineers), 
37: 1023-35. 
Yeh, A.B., B. Li, and K. Wang. 2012. 'Monitoring multivariate process variability with individual 
observations via penalised likelihood estimation', International Journal of Production Research, 
50: 6624-38. 
Yeh, A.B., D.K. J. Lin, and R.N. McGrath. 2006. 'Multivariate Control Charts for Monitoring Covariance 
Matrix: A Review', Quality Technology & Quantitative Management, 3: 415-36. 
Zhang, G., and S.I. Chang. 2008. 'Multivariate EWMA control charts using individual observations for 
process mean and variance monitoring and diagnosis', International Journal of Production 
Research, 46: 6855-81. 
Zhang, J., Z. Li, and Z. Wang. 2010. 'A multivariate control chart for simultaneously monitoring process 
mean and variability', Computational Statistics and Data Analysis, 54: 2244-52. 
Zou, C., and P. Qiu. 2009. 'Multivariate statistical process control using LASSO', Journal of the American 
Statistical Association, 104: 1586-96. 
 
Ajadi, Jimoh Olawale, and Inez Maria Zwetsloot. 2019. 'Should Observations be Grouped for Effective 
Monitoring of Multivariate Process Variability?', arXiv e-prints, June: arXiv:1906.08038. 
Alfaro, Jose Luis, and Juan Fco Ortega. 2019. 'A new multivariate variability control chart based on a 
covariance matrix combination', Applied Stochastic Models in Business and Industry, 35: 823-36. 
Alt, F.B. 1985. 'Multivariate quality control, in The Encyclopedia of Statistical Sciences', in The 
Encyclopedia of Statistical Sciences, Kotz, S., Johnson, N.L. and Read, C.R. (eds.), Wiley, New York 
NY, 6: 110-22. 
Bersimis, S., S. Psarakis, And, and J. Panaretos. 2006. 'Multivariate statistical process control charts: an 
overview', Quality and Reliability Engineering International, 23: 517-43. 
Bodnar, Olha, and Wolfgang Schmid. 2017. 'CUSUM control schemes for monitoring the covariance 
matrix of multivariate time series', Statistics, 51: 722-44. 
Chakraborti, S., and M. A. Graham. 2019. 'Nonparametric (distribution-free) control charts: An updated 
overview and some results', Quality Engineering: 1-22. 
Chan, Lai K., and Jian Zhang. 2001. 'Cumulative sum control charts for the covariance matrix', Statistica 
Sinica, 11: 767-90. 
Chang, TC, and FF Gan. 1995. 'A cumulative sum control chart for monitoring process variance', Journal 
of Quality Technology, 27: 109-19. 
Cheng, Smiley W, and Keoagile Thaga. 2005. 'Multivariate max-CUSUM chart', Quality Technology & 
Quantitative Management, 2: 221-35. 
Crosier, R B. 1988. 'Multivariate generalization of cumulative sum quality- control schemes', 
Technometrics, 30: 291-303. 
Djauhari, Maman A. 2010. 'A Multivariate Process Variability Monitoring Based on Individual 
Observations', Canadian center of science and education, 4: 91-96. 
Fan, Jinyu, Lianjie Shu, Honghao Zhao, and Hangfai Yeung. 2017. 'Monitoring multivariate process 
variability via eigenvalues', Computers and Industrial Engineering, 113: 269-81. 
Friedman, Jerome, Trevor Hastie, and Robert Tibshirani. 2008. 'Sparse inverse covariance estimation 
with the graphical lasso', Biostatistics, 9: 432-41. 
Guerrero-Cusumano, José Luis. 1995. 'Testing variability in multivariate quality control: A conditional 
entropy measure approach', Information Sciences, 86: 179-202. 
41 
 
Gunaratne, Nadeera Gnan Tilshan, Malihe Akhavan Abdollahian, Shamsul Huda, and John Yearwood. 
2017. 'Exponentially weighted control charts to monitor multivariate process variability for high 
dimensions', International Journal of Production Research, 55: 4948-62. 
Hawkins, Douglas M, and Edgard M Maboudou-tchao. 2008. 'Multivariate Exponentially Weighted 
Moving Covariance Matrix', Technometrics, 50: 155-66. 
Hawkins, Douglas M. 1991. 'Multivariate quality control based on regression-adiusted variables', 
Technometrics, 33: 61-75. 
Healy, John D. 1987. 'A note on multivariate CUSUM procedures', Technometrics, 29: 409-12. 
Hotelling, HAROLD. 1947. 'Multivariate Quality Control Illustrated by the Air Testing of Sample Bomb 
Sights, Techniques of Statistical Analysis, Ch. II', Selected Techniques of Statistical Analysis for 
Scientific and Industrial Research, and Production and Management Engineering: 111-84. 
Huwang, L., A B. Yeh, and C Wu. 2007. 'Monitoring Multivariate Process Variability for Individual 
Observations', Journal of Quality Technology, 39: 258-78. 
Huwang, Longcheen, Li Wei Lin, and Cheng Ting Yu. 2019. 'A spatial rank–based multivariate EWMA 
chart for monitoring process shape matrices', Quality and Reliability Engineering International. 
Huwang, Longcheen, Po Chun Lin, Chih Hsiang Chang, Li Wei Lin, and Yeu Shiang Tee. 2017. 'An EWMA 
chart for monitoring the covariance matrix of a multivariate process based on dissimilarity 
index', Quality and Reliability Engineering International, 33: 2089-104. 
Hwang, Wook Yeon. 2017. 'Chi-Square quantile-based multivariate variance monitoring for individual 
observations', Communications in Statistics: Simulation and Computation, 46: 5392-409. 
Johnson, Norman L. 1962. 'Cumulative sum control charts-Mathematical principles applied to their 
construction and use-part 1', Industrial Quality Control, 18: 15-29. 
Kano, Manabu, Shinji Hasebe, Iori Hashimoto, and Hiromu Ohno. 2002. 'Statistical process monitoring 
based on dissimilarity of process data', AIChE Journal, 48: 1231-40. 
Khoo, M. B. C, and S. H. Quah. 2003. 'Multivariate control chart for process dispersion based on 
individual observations', Quality Engineering, 15: 639-42. 
Kim, Jinho, Galal M. Abdella, Sangahn Kim, Khalifa N. Al-Khalifa, and Abdel Magid Hamouda. 2019. 
'Control charts for variability monitoring in high-dimensional processes', Computers and 
Industrial Engineering, 130: 309-16. 
Li, Bo, Kaibo Wang, and Arthur B. Yeh. 2013. 'Monitoring the covariance matrix via penalized likelihood 
estimation', IIE Transactions (Institute of Industrial Engineers), 45: 132-46. 
Li, Zhonghua, and Fugee Tsung. 2019. 'A control scheme for monitoring process covariance matrices 
with more variables than observations', Quality and Reliability Engineering International, 35: 
351-67. 
Li, Zhonghua, Changliang Zou, Zhaojun Wang, and Longcheen Huwang. 2013. 'A multivariate sign chart 
for monitoring process shape parameters', Journal of Quality Technology, 45: 149-65. 
Lowry, Cynthia A., William H. Woodall, Charles W. Champ, and Steven E. Rigdon. 1992. 'A multivariate 
exponentially weighted moving average control chart', Technometrics, 34: 46-53. 
Maboudou-Tchao, Edgard M., and Vincent Agboto. 2013. 'Monitoring the covariance matrix with fewer 
observations than variables', Computational Statistics and Data Analysis, 64: 99-112. 
Maboudou-Tchao, Edgard M., and Norou Diawara. 2013. 'A LASSO chart for monitoring the covariance 
matrix', Quality Technology and Quantitative Management, 10: 94-114. 
Maboudou-Tchao, Edgard M., and Douglas M. Hawkins. 2011. 'Self-starting multivariate control charts 
for location and scale', Journal of Quality Technology, 43: 113-26. 
Mason, R. L., Y. M. Chou, and J. C. Young. 2009. 'Monitoring variation in a multivariate process when the 
dimension is large relative to the sample size', Communications in Statistics - Theory and 
Methods, 38: 939-51. 
42 
 
Mason, Robert L., Youn Min Chou, and John C. Young. 2010. 'Decomposition of scatter ratios used in 
monitoring multivariate process variability', Communications in Statistics - Theory and Methods, 
39: 2128-45. 
Memar, Ahmad Ostadsharif, and Seyed Taghi Akhavan Niaki. 2009. 'New control charts for monitoring 
covariance matrix with individual observations', Quality and Reliability Engineering 
International, 25: 821-38. 
———. 2011. 'Multivariate variability monitoring using EWMA control charts based on squared 
deviation of observations from target', Quality and Reliability Engineering International, 27: 
1069-86. 
Ngai, Hung-Man, and Jian Zhang. 2001. 'Multivariate cumulative sum control charts based on projection 
pursuit', Statistica Sinica, 11: 747-66. 
Page, E S. 1954. 'Continuous Inspection Schemes', Biometrika, 41: 100-15. 
Pignatiello, Joseph, and J Runger. 1990. 'Comparison of multivariate CUSUM charts', Journal of Quality 
Technology, 22: 173- 78. 
Shen, Xiaobei, Fugee Tsung, and Changliang Zou. 2014. 'A new multivariate EWMA scheme for 
monitoring covariance matrices', International Journal of Production Research, 52: 2834-50. 
Shu, L., and J. Fan. 2018. 'A distribution‐free control chart for monitoring high‐dimensional processes 
based on interpoint distances', Naval Research Logistics (NRL), 65: 317-30. 
Sirkiä, Seija, Sara Taskinen, Hannu Oja, and David E Tyler. 2009. 'Tests and estimates of shape based on 
spatial signs and ranks', Journal of Nonparametric Statistics, 21: 155-76. 
Śliwa, Przemysław, and Wolfgang Schmid. 2005. 'Monitoring the cross-covariances of a multivariate time 
series', Metrika, 61: 89-115. 
Tsai, Tzong-Ru, Y. L. Lio, Shing I Chang, Shih-Hsiung Chou, and Yi-Ting Chen. 2012. 'An Adaptive 
Multivariate Control Chart for Individual Observations with Adaptive EWMS Star Glyphs for 
Diagnosis', International Journal of Intelligent Technologies & Applied Statistics, 5: 57-74. 
Wang, Kaibo, Arthur B. Yeh, and Bo Li. 2014. 'Simultaneous monitoring of process mean vector and 
covariance matrix via penalized likelihood estimation', Computational Statistics and Data 
Analysis, 78: 206-17. 
Wilks, Samuel S. 1962. 'Mathematical statistics. new york: Johnwiley & sons', Inc. WilksMathematical 
Statistics1962. 
———. 1963. 'Multivariate statistical outliers', Sankhyā: The Indian Journal of Statistics, Series A: 407-26. 
Xie, H. 1999. 'Contributions to qualimetry [PhD thesis]', Winnipeg, Canada: University of Manitoba. 
Yeh, Arthur B., Longcheen Huwang, and W. U. Chien-Wei. 2005. 'A multivariate EWMA control chart for 
monitoring process variability with individual observations', IIE Transactions (Institute of 
Industrial Engineers), 37: 1023-35. 
Yeh, Arthur B., Bo Li, and Kaibo Wang. 2012. 'Monitoring multivariate process variability with individual 
observations via penalised likelihood estimation', International Journal of Production Research, 
50: 6624-38. 
Yeh, Arthur B., Dennis K. J. Lin, and Richard N. McGrath. 2006. 'Multivariate Control Charts for 
Monitoring Covariance Matrix: A Review', Quality Technology & Quantitative Management, 3: 
415-36. 
Zhang, Guoxi, and Shing I. Chang. 2008. 'Multivariate EWMA control charts using individual observations 
for process mean and variance monitoring and diagnosis', International Journal of Production 
Research, 46: 6855-81. 
Zhang, Jiujun, Zhonghua Li, and Zhaojun Wang. 2010. 'A multivariate control chart for simultaneously 
monitoring process mean and variability', Computational Statistics and Data Analysis, 54: 2244-
52. 
43 
 
Zou, Changliang, and Peihua Qiu. 2009. 'Multivariate statistical process control using LASSO', Journal of 
the American Statistical Association, 104: 1586-96. 
 
