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DEFORMATIONS OF HOLOMORPHIC PAIRS AND 2d -4d WALL-CROSSING
VERONICA FANTINI
ABSTRACT. We show how wall-crossing formulas in coupled 2d -4d systems, introduced
by Gaiotto, Moore and Neitzke, can be interpreted geometrically in terms of the deforma-
tion theory of holomorphic pairs, given by a complex manifold together with a holomor-
phic vector bundle. The main part of the paper studies the relation between scattering
diagrams and deformations of holomorphic pairs, building on recent work by Chan, Co-
nan Leung and Ma.
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1. INTRODUCTION
In themathematical physics literature, wall-crossing formulas (WCFs for short) express
the dependence of physically admissible ground states (“BPS states") in a class of theories
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on certain crucial parameters (“central charge"). For instance the WCF in coupled 2d -
4d systems introduced by Gaiotto, Moore and Neitzke in [8] governs wall-crossing of BPS
states inN = 2 supersymmetric 4d gauge theory coupled with a surface defect. This gen-
eralizes both the formulas of Cecotti–Vafa [1] in the pure 2d case and those of Kontsevich–
Soibelman in the pure 4d case [7, 12].
From amathematical viewpoint, in the pure 2d case theWCFs look like braiding identi-
ties for matrices representing certain monodromy data (Stokes matrices, see e.g. [6]). On
the other hand Kontsevich–Soibelman [12] start from the datum of the (“charge") lattice
Γ , endowed with an antisymmetric (“Dirac") pairing 〈·, ·〉D : Γ × Γ → Z, and define a Lie
algebra closely related to the Poisson algebra of functions on the algebraic torus (C∗)rkΓ .
Then their WCFs are expressed in terms of formal Poisson automorphisms of this alge-
braic torus.
In the coupled 2d -4d case studied in [8] the setting becomes rather more complicated.
In particular the lattice Γ is upgraded to a pointed groupoid G, whose objects are indices
{i , j ,k · · · }andwhosemorphisms include the charge lattice Γ aswell as arrowsparametrised
by ∐i j Γi j , where Γi j is a Γ -torsor. Then the relevant wall-crossing formulas involve two
types of formal automorphisms of the groupoid algebra C[G]: type S , corresponding to
Cecotti–Vafa monodromy matrices, and type K , which generalize the formal torus auto-
morphisms of Kontsevich–Soibelman. The main new feature is the nontrivial interaction
of automorphisms of type S and K .
These 2d -4d formulas have been first studied with a categorical approach by Kerr and
Soibelman in [10]. In this paper we take a very different point of view. We show how a
large class of 2d -4d formulas can be constructed geometrically by using the deformation
theory of holomorphic pairs, given by a complexmanifold Xˇ together with a holomorphic
bundle E .
Our construction is a variant of the remarkable recent results of Chan, Conan Leung
andMa [2]. Thatwork showshowconsistent scatteringdiagrams, in the senseofKontsevich–
Soibelman and Gross–Siebert (see e.g. [9]) can be constructed via the asymptotic analy-
sis of deformations of a complex manifold Xˇ ..= TM /Λ, given by a torus fibration over
a smooth tropical affine manifold M . The complex structure depends on a parameter
ħh , and the asymptotic analysis is performed in the semiclassical limit ħh → 0. The gauge
group acting on the set of solutions of the Maurer-Cartan equation (which governs defor-
mations of Xˇ ) contains the tropical vertex group V of Kontsevich–Soibelman and Gross–
Siebert. Elements of the tropical vertex group are formal automorphisms of an algebraic
torus and are analogous to the type K automorphisms described above, and consistent
scattering diagrams with values the tropical vertex group reproduce wall-crossing formu-
las in the pure 4d case.
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In the present paper we introduce an extension V˜ of the tropical vertex group whose
definition is modelled on the deformation theory of holomorphic pairs (Xˇ ,E ). In our ap-
plications, Xˇ is defined as above and E is a holomorphically trivial vector bundle on Xˇ . In
order to simplify the expositionwe always assume Xˇ has complex dimension 2, but we be-
lieve that this restriction can be removed along the lines of [2]. Our first two main results
give the required generalization of the construction of Chan, Conan Leung andMa.
Theorem 1.1 (Theorem 4.16). Let D be an initial scattering diagram, with values in the
extended tropical vertex group V˜, consisting of two non-parallel walls. Then there exists
an associated solution Φ of the Maurer-Cartan equation, which governs deformations of
the holomorphic pair (Xˇ ,E ), such that the asymptotic behaviour of Φ as ħh → 0 defines
uniquely a scattering diagramD∞ (see Definition 4.20), with values in V˜.
Theorem 1.2 (Theorem 4.21). The scattering diagramD∞ is consistent.
We briefly highlight themain steps of the construction, which follows closely that of [2],
adapting it to pairs (Xˇ ,E ).
Step 1Wefirst introduce a symplectic dgLa as the Fourier-type transformof the Kodaira-
Spencer dgLa KS(Xˇ ,E ) which governs deformation of the pair (Xˇ ,E ). Although the two
dgLas are isomorphic, we find that working on the symplectic sidemakes the resultsmore
transparent. Inparticularwedefine theLie algebra h˜ asa subalgebra,modulo termswhich
vanish as ħh → 0, of the Lie algebra of infinitesimal gauge transformations on the symplec-
tic side. The extension of the tropical vertex group is then defined as V˜ ..= exp(h˜).
Step 2.a Starting from the data of a wall in a scattering diagram, namely from the auto-
morphism θ attached to a line P , we construct a solution Π supported along the wall, i.e.
such that there exists a unique normalised infinitesimal gauge transformation ϕ which
takes the trivial solution toΠ andhas asymptotic behaviourwith leading order term given
by log(θ ) (see Proposition 3.17). The gauge-fixing condition ϕ is given by choosing a suit-
able homotopy operatorH .
Step2.bLetD= {w1,w2}bean initial scatteringdiagramwith twonon-parallelwalls. By
Step 2.a., there are Maurer-Cartan solutions Π1, Π2, which respectively supported along
the wallsw1,w2. Using Kuranishi’s method we construct a solution Φ taking as inputΠ1+
Π2, of the form Φ=Π1 +Π2+Ξ, where Ξ is a correction term. In particular Ξ is computed
using a different homotopy operator H.
Step 2.c By using labeled ribbon trees we write Φ as a sum of contributions Φa over
a ∈
 
Z2≥0

prim
, eachofwhich turnsout tobe independently aMaurer-Cartanequation (Lemma
4.15). Moreoverwe show that eachΦa is supportedona rayof rational slope, meaning that
for every a , there is a unique normalised infinitesimal gauge transformation ϕa whose
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asymptotic behaviour is an element of our Lie algebra h˜ (Theorem 4.16). The transforma-
tions ϕa allow us to define the saturated scattering diagram D∞ (Definition 4.20) from
the solution Φ.
Note that in fact the results of [2] have already been extended to a large class of dgLas
(see [5]). For our purposes however we need amore ad hoc study of a specific differential-
geometric realization of KS(Xˇ ,E ): for example, there is a background Hermitian metric
on E which needs to be chosen carefully.
We can now discuss the application to 2d -4d wall-crossing. As we mentioned WCFs
for coupled 2d -4d systems involve automorphisms of type S and K . In Section 5 we
consider their infinitesimal generators (i.e. elements of the Lie algebra of derivations of
Aut(C[G][[t ]])), and we introduce the Lie ring LΓ which they generate as a C[Γ ]-module.
On the other hand we construct a Lie ring L˜ generated as C[Γ ]-module by certain special
elements of the extended tropical vertex Lie algebra for holomorphic pairs, h˜. Our main
result compares these two Lie rings.
Theorem 1.3 (Theorem 5.6). Let
 
LΓ , [·, ·]Der(C[G])

and
 
L˜, [·, ·]h˜

be the C[Γ ]-modules dis-
cussed above (see Section 5). Under an assumption on the BPS spectrum, there exists
a homomorphism of C[Γ ]-modules and of Lie rings Υ : LΓ → L˜.
This result shows that a saturated scattering diagram with values in (the formal group
of) L˜ is the same as a 2d -4d wall-crossing formula. Thus, applying ourmain construction
with suitable input data, we can recover a large class of WCFs for coupled 2d -4d systems
from the deformation theory of holomorphic pairs (Xˇ ,E ). At the end of Section 5we show
how this works explicitly in two examples.
1.1. Plan of the paper. The paper is organized as follows: in Section 2 we provide some
background ondeformations of holomorphic pairs in terms of differential graded Lie alge-
bras, andonscatteringdiagrams, according to thedefinitiongivenbyGross–Pandharipande–
Siebert [9]. In Section 3, we construct a deformation Π, supported on a wall w of a scat-
tering diagram. In Section 4, given an initial scattering diagram D = {w1,w2} with two
non-parallel walls, we first construct a solution Φ from the input of the solutions Π1 and
Π2 supported respectively onw1 andw2. Then from the asymptotic analysis of Φwe com-
pute the consistent scattering diagram D∞. Finally in Section 5 we recall the setting of
wall-crossing formulas in coupled 2d -4d systems and prove our correspondence result,
Theorem 5.6, between 2d -4d wall-crossing and deformations of holomorphic pairs.
1.2. Acknowledgements. I would like to thank my advisor Jacopo Stoppa for proposing
this problem and for continuous support, helpful discussions, suggestions and correc-
tions.
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2. BACKGROUND
2.1. Setting. Let M be an affine tropical two dimensional manifold. Let Λ be a lattice
subbundle of TM locally generated by ∂∂ x 1 ,
∂
∂ x 2 , for a choice of affine coordinates x =
(x1, x2) on a contractible open subset U ⊂ M . We denote by Λ∗ = HomZ(Λ,Z) the dual
lattice and by 〈·, ·〉: Λ×Λ∗→C the natural pairing.
Define Xˇ ..= TM /Λ to be the total space of the torus fibration pˇ : Xˇ →M and similarly
define X ..= T ∗M /Λ∗. Then, let { yˇ1, yˇ2} be the coordinates on the fibres of Xˇ (U ) with re-
spect to the basis ∂∂ x 1 ,
∂
∂ x 2 , and define a one-parameter family of complex structures on Xˇ :
Jħh =
 
0 ħhI
−ħh−1I 0
!
, with respect to the basis { ∂∂ x1 ,
∂
∂ x2
, ∂∂ yˇ1 ,
∂
∂ yˇ2
}, parametrized by ħh ∈R>0.
Notice that a setofholomorphic coordinateswith respect to Jħh is definedby z j
..= yˇ j+iħhx j ,
j = 1,2; in particular we will denote byw j
..= e 2πi z j . On the other hand X is endowed with
a natural symplectic structure ωħh
..= ħh−1d y j ∧ d x j , where {y j } are coordinates on the fi-
bres of X (U ).
In the next sectionweare going to consider the limit asħh → 0, which corresponds to the
large volume limit of the dual torus fibration (X ,ωħh ). This ismotived bymirror symmetry
which predicts that quantum corrections to the complex side should arise in the large
volume limit.
2.2. Deformations of holomorphic pairs. Let E be a rank r holomorphic vector bundle
on Xˇ with fixed hermitian metric hE . We are going to set up the deformation problem of
the pair (Xˇ ,E ), with the approach of differential graded Lie algebras (dgLa) following [4]
and [13].
Definition2.1. TheKodaira-Spencer dgLawhich governs deformations of a holomorphic
pair (Xˇ ,E ) is defined as follows
(2.1) KS(Xˇ ,E ) ..= (Ω0,•(Xˇ ,EndE ⊕T 1,0X ), ∂¯ =
 
∂¯E B
0 ∂¯Xˇ
!
, [·, ·]),
where B : Ω0,q (Xˇ ,T 1,0Xˇ )→Ω0,q (Xˇ ,EndE ) acts on ϕ ∈Ω0,q (Xˇ ,T 1,0Xˇ ) as
Bϕ ..=ϕùFE
where FE is the Chern curvature of E (definedwith respect to the hermitanmetric hE and
the complex structure ∂¯E ). The symbol ù is the contraction of forms with vector fields; in
particular since FE is of type (1,1) andϕ is valued in T
1,0Xˇ ,ϕùFE is the contraction of the
type (1,0) of FE with respect to the T
1,0 part of ϕ and the wedge product of the (0,q ) form
of ϕ with the type (0,1) of FE . The Lie bracket is
(2.2) [(A,ϕ), (N ,ψ)] ..= (ϕù∇EN − (−1)pqψù∇E A+ [A,N ]EndE , [ϕ,ψ])
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where∇E is theChernconnectionof (E , ∂¯E ,hE ), (A,ϕ)∈Ω0,p (Xˇ ,EndE⊕T 1,0Xˇ ), i.e. (A,ϕ) =
(A˜K , ϕ˜K )d z¯K with A˜
K ∈ EndE , ϕ˜K ∈ T 1,0Xˇ and the multi-index |K | = p , and (N ,ψ) ∈
Ω
0,q (Xˇ ,EndE ⊕T 1,0Xˇ ).
The definition does not depend on the choice of a hermitian metric on E but only on
the cohomology class of FE : if h
′
E is anothermetric such that its Chern curvature F
′
E ∈ [FE ],
then the corresponding dgLas are quasi-isomorphic (see appendix of [4]).
An infinitesimal deformation of (Xˇ ,E ) is a pair (A,ϕ) ∈ Ω0,1(Xˇ ,EndE ⊕ T 1,0Xˇ )⊗CC[[t ]]
such that it is a solution of the so called Maurer-Cartan equation:
(2.3) ∂¯ (A,ϕ) +
1
2

(A,ϕ), (A,ϕ)

= 0.
In addition, there exists an infinitesimal gauge group action on the set of solutions of (2.3),
defined by h ∈Ω0(Xˇ ,EndE ⊕T 1,0Xˇ )[[t ]] which acts on f ∈Ω0,1(Xˇ ,EndE ⊕T 1,0Xˇ )[[t ]] as
(2.4) e h ∗ f ..= f −
∞∑
k=0
ad
k
h
(k +1)!
(∂¯ h − [ f ,h ]),
where adh (·) = [h , ·]. In order to fix the notation, let us recall the definition of the Kodaira-
Spencer dgLaKS(Xˇ ) which governs formal deformations of the complex manifold Xˇ :
(2.5) KS(Xˇ ) ..=
 
Ω
0,•(Xˇ ,T 1,0Xˇ ), ∂¯Xˇ , [·, ·]

where ∂¯Xˇ is the Dolbeault operator of the complex manifold Xˇ associated to Jħh and [·, ·] is
the standard Lie bracket on vector fields and the wedge on the form part.
2.3. Scattering diagrams. Let e1 and e2 be a basis for Λ, then the group ring C[Λ] is the
ring of Laurent polynomial in the variable zm , where z e1 = x and z e2 = y . Letmt be the
maximal ideal of ring of formal power seriesC[[t ]] and define the Lie algebra g
(2.6) g ..=mt
 
C[Λ]⊗CC[[t ]]

⊗ZΛ∗
where every n ∈ Λ∗ is associated to a derivation ∂n such that ∂n (zm ) = 〈m ,n〉zm and the
natural Lie bracket on g is
(2.7) [zm∂n , z
m ′∂n ′]
..= zm+m
′
∂〈m ′,n 〉n ′−〈m ,n ′〉n .
In particular there is a Lie sub-algebra h⊂ g:
(2.8) h ..=
⊕
m∈Λr{0}
zm ·
 
mt ⊗m⊥

,
wherem⊥ ∈Λ∗ is identified with the derivation ∂n and n the unique primitive vector such
that 〈m ,n〉= 0 and it is positive oriented according with the orientation induced by ΛR ..=
Λ⊗R.
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Definition2.2 ([9]). The tropical vertex groupV is the sub-group of AutC[[t ]]
 
C[Λ]⊗CC[[t ]]

,
such that V ..= exp(h). The product on V is defined by the Baker-Campbell-Hausdorff
(BCH) formula, namely
(2.9) g ◦ g ′ = exp(h ) ◦ exp(h ′) ..= exp(h •h ′) = exp(h +h ′+ 1
2
[h ,h ′]+ · · · )
where g = exp(h ),g ′ = exp(h ′) ∈V.
The tropical vertex group was introduced by Gross, Pandharipande and Siebert in [9]
and in the simplest case its elements are formal one parameter families of symplectomor-
phisms of the algebraic torusC∗×C∗ = Spec C[x , x−1, y , y −1]with respect to the holomor-
phic symplectic form d xx ∧
d y
y .
Definition 2.3 (Scattering diagram). A scattering diagramD is a collection of walls wi =
(mi ,Pi ,θi ), where
• mi ∈Λ,
• Pi can be either a line through m0, i.e. Pi = m0 −miR or a ray (half line) Pi =
m0−miR≥0,
• θi ∈V is such that log(θi ) =
∑
j ,k a j k t
j z kmi ∂ni .
Moreover for any k > 0 there are finitely many θi such that θi 6≡ 1 mod t k .
As an example, the scattering diagram
D= {w1 =
 
m1 = (1,0),P1 =m1R,θ1

,w2 =
 
m2 = (0,1),P2 =m2R,θ2

}
can be represented as if figure 1.
0
θ1
θ2
FIGURE 1. A scattering diagram with only two wallsD= {w1,w2}
Denote by Sing(D) the singular set ofD:
Sing(D) ..=
⋃
w∈D
∂ P
w
∪
⋃
w1,w2
P
w1
∩P
w2
where ∂ P
w
=m0 if Pw is a ray and zero otherwise. There is a notion of order product for
the automorphisms associated to each lines of a given scattering diagram, and it defined
as follows:
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Definition2.4 (Pathorderproduct). Letγ : [0,1]→Λ⊗RR\Sing(D)bea smooth immersion
with starting point that does not lie on a ray of the scattering diagramD and such that it
intersects transversally the rays ofD (as in figure 2). For each power k > 0, there are times
0< τ1 ≤ · · · ≤ τs < 1 and rays Pi ∈D such that γ(τ j )∩Pj 6= 0. Then, define Θkγ,D ..=
∏s
j=1θ j .
The path order product is given by:
(2.10) Θγ,D
..= lim
k→∞
Θ
k
γ,D
0
θ1
θ2
θ−1
1
θ−1
2
θm
γ
FIGURE 2. Θγ,D∞ = θ1 ◦θm ◦θ2 ◦θ−11 ◦θ−12
Definition 2.5 (Consistent scattering diagram). A scattering diagramD is consistent if for
any closed path γ intersectingD generically, Θγ,D = IdV.
The following theorem by Kontsevich and Soibelman is an existence (ad uniqueness)
result of complete scattering diagram:
Theorem2.6 ([11]). LetDbe a scattering diagramwith two nonparallelwalls. There exists
a uniqueminimal scattering diagramD∞ ⊇D such thatD∞\D consists only of rays, and
it is consistent.
The diagram is minimal meaning that we do not consider rays with trivial automor-
phisms.
2.3.1. Extension of the tropical vertex group. In [2] the authors prove that some elements
of the gauge group acting onΩ0,1(Xˇ ,T 1,0Xˇ ) can be represented as elements of the tropical
vertex group V. Here we are going to define an extension of the Lie algebra h, which will
be related with the infinitesimal generators of the gauge group acting on Ω0,1(Xˇ ,EndE ⊕
T 1,0Xˇ ). Let gl(r,C) be the Lie algebra of the Lie group GL(r,C), then we define
(2.11) h˜ ..=
⊕
m∈Λr{0}
zm ·
 
mt gl(r,C)⊕
 
mt ⊗m⊥

.
Lemma 2.7.

h˜, [·, ·]∼

is a Lie algebra, where the bracket [·, ·]∼ is defined by:
(2.12)
[(A,∂n )z
m , (A′,∂n ′)z
m ′ ]∼ ..= ([A,A
′]glz
m+m ′+A′〈m ′,n〉zm+m ′−A〈m ,n ′〉zm+m ′ , [zm∂n , zm
′
∂n ′]h).
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The definition of the Lie bracket [·, ·]∼ is closely related with the Lie bracket ofKS(Xˇ ,E )
andwewill explain it below, in (2.5.1). A proof of this lemma can be found in the appendix
(see A.1).
2.4. Fourier transform. In order to construct scattering diagrams from deformations of
holomorphic pairs, it is more convenient to work with a suitable Fourier transformF of
the dgLaKS(Xˇ ,E ). Following [3]we start with the definition ofF (KS(Xˇ ,E )). LetL be the
space of fibre-wise homotopy classes of loops with respect to the fibration p : X →M and
the zero section s :M → X ,
L=
⊔
x∈M
π1(p
−1(x ), s (x )).
Define a map e v : L → X , which maps a homotopy class [γ] ∈ L to γ(0) ∈ X and define
pr : L→M the projection, such that the following diagram commutes:
L X
M
← →e v←
→pr ←→p
In particular pr is a local diffeomorphism and on a contractible open subset U ⊂ M it
induces an isomorphismΩ•(U ,TM )∼=Ω•(Um,TL), whereUm ..= {m}×U ∈ pr −1(U ),m ∈Λ.
In addition, there is a one-to-one correspondence between Ω0(U ,T 1,0Xˇ ) and Ω0(U ,TM ),
∂
∂ z j
←→ ħh
4π
∂
∂ x j
which leads us to the following definition:
Definition 2.8. The Fourier transform is a mapF : Ω0,k (Xˇ ,T 1,0Xˇ )→Ωk (L,TL), such that
(2.13)
 
F (ϕ)

m
(x ) ..=

4π
ħh
|I |−1∫
pˇ−1(x )
ϕ Ij (x , yˇ )e
−2πi (m, yˇ )d yˇ d xI ⊗
∂
∂ x j
,
wherem ∈Λ represents an affine loop in the fibre p−1(x )with tangent vector
∑2
j=1m j
∂
∂ yj
and ϕ is locally given by ϕ =ϕ Ij (x , yˇ )d z¯I ⊗ ∂∂ z j , |I |= k .
The inverse Fourier transform is then defined by the following formula, providing the
coefficients have enough regularity:
(2.14) F−1
 
α

(x , yˇ ) =

4π
ħh
−|I |+1∑
m∈Λ
αIj ,me
2πi (m, yˇ )d z¯I ⊗
∂
∂ z j
where αIj ,m(x )d xI ⊗ ∂∂ x j ∈Ωk (Um,TL) is them-th Fourier coefficient of α ∈Ωk (L,TL) and
|I |= k .
The Fourier transform can be extended to KS(Xˇ ,E ) as a map
F : Ω0,k (Xˇ ,EndE ⊕T 1,0Xˇ )→Ωk (L,EndE ⊕TL)
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F

AI d z¯I ,ϕ
I
jd z¯I ⊗
∂
∂ z j

m
..=

4π
ħh
|I | ∫
pˇ−1(x )
AI (x , yˇ )e −2πi (m, yˇ )d yˇ d xI ,

4π
ħh
−1∫
pˇ−1(x )
ϕ Ij (x , yˇ )e
−2πi (m, yˇ )d yˇ d xI ⊗
∂
∂ x j
(2.15)
where the first integral is meant on each matrix element of AI .
2.5. Symplectic dgLa. In order to define a dgLa isomorphic toKS(Xˇ ,E ), we introduce the
so called Witten differential dW and the Lie bracket {·, ·}∼, acting on Ω•(L,EndE ⊕TL). It
is enough for us to consider the case in which E is holomorphically trivial E = OXˇ ⊕OXˇ ⊕
· · ·⊕OXˇ and thehermitianmetrichE is diagonal,hE = d iag (e −φ1 , · · · ,e −φr ) andφ j ∈Ω0(Xˇ ),
j = 1, · · · , r . The differential dW is defined as follows:
dW : Ω
k (L,EndE ⊕TL)→Ωk+1(L,EndE ⊕TL)
dW
..=
 
dW ,E Bˆ
0 dW ,L
!
.
In particular, dW ,E is defined as:
 
dW ,E
 
A J d x J

n
..=F (∂¯E (F−1(A J d x J ))n
=F

∂¯E

4π
ħh
−|J |∑
m∈Λ
e 2πi (m, yˇ )A Jmd z¯ J

n
=

4π
ħh
−|J |
F
∑
m
e 2πi (m, yˇ )

2πimkA
J
m+ iħh
∂ A Jm
∂ xk

d z¯k ∧d z¯ J

n
=
4π
ħh
∫
pˇ−1(x )
∑
m
e 2πi (m, yˇ )

2πimkA
J
m+ iħh
∂ A Jm
∂ xk

e −2πi (n, yˇ )

d yˇ d xk ∧d x J
=
4π
ħh

2πinkA
J
n + iħh
∂ A Jn
∂ xk

d xk ∧d x J .
(2.16)
The operator Bˆ is then defined by

Bˆ (ψIjd xI ⊗
∂
∂ x j
)

n
..=F (F−1(ψIjd xI ⊗
∂
∂ x j
)ùFE )
=

4π
ħh
1−|I |
F
∑
m
ψIm, j e
2πi (m, yˇ )d z¯I ⊗
∂
∂ z j
ùFpq (φ)d zp ∧d z¯q )

=

4π
ħh
1−|I |4π
ħh
1+|I |∫
pˇ−1(x )
∑
m
ψIm, j e
2πi (m−n, yˇ )Fj q (φ)d yˇ d xI ∧d xq
(2.17)
where Fpq (φ) is the curvature matrix. Then the dW ,L is defined by:
(2.18)

dW ,L(ψ
I
jd xI ⊗
∂
∂ x j
)

n
..= e −2πħh
−1(n,x )d

ψIjd xI ⊗
∂
∂ x j
e 2πħh
−1(n,x )

,
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where d is the differential on the baseM . Notice that by definition dW =F (∂¯ )F−1. Anal-
ogously we define the Lie bracket {·, ·}∼ ..=F ([·, ·]∼)F−1. If we compute it explicitly in local
coordinates we find:
{·, ·}∼ : Ωp (L,EndE ⊕TL)×Ωq (L,EndE ⊕TL)→Ωp+q (L,EndE ⊕TL)
{(A,ϕ), (N ,ψ)}∼ =
 
{A,N }+ad(ϕ,N )− (−1)pqad(ψ,A),{ϕ,ψ}

.
In particular locally onUm we consider
(A,ϕ) =
 
AImd xI ,ϕ
I
j ,md xI ⊗
∂
∂ x j

∈Ωp (Um,EndE ⊕TL)
and onUm′ we consider
(N ,ψ) = (N Jm′d x J ,ψ
J
J ,m′d x J ⊗
∂
∂ x_m
) ∈Ωq (Um′ ,EndE ⊕TL)
then
(2.19) {A,N }n ..=
∑
m+m’=n
[AIm,N
J
m’]d xI ∧d x J
where the sumoverm+m’=nmakes sense under the assumption of enough regularity of
the coefficients. The operator ad : Ωp (L,TL)×Ωq (L,EndE )→Ωp+q (L,EndE ) is explicitly
 
ad
 
ϕ,N

n
..=
4π
ħh
∫
pˇ−1(x )
 ∑
m+m′=n
ϕ
j
I ,m
∂ N Jm′
∂ z j
+2πim′ j +A j (φ)N
J
m′

·
· e 2πi (m+m′−n, yˇ )

d yˇ

d xI ∧d x J
where A j (φ)d z j is the connection∇E one-formmatrix. Finally the Lie bracket {ψ,φ}∼ is
{ϕ,ψ}n ..=
 ∑
m′+m=n
e −2πħh
−1(n,x )

ϕ Ij ,me
2π(m,x )∇ ∂
∂ x j
 
e 2π(m
′,x )ψJ
k ,m′
∂
∂ xk

− (−1)pqψJ
k ,m′e
2πħh−1(m′,x )∇ ∂
∂ xk
 
e 2πħh
−1(m,x )ϕ Ij ,m
∂
∂ x j

d xI ∧d x J
(2.20)
where∇ is the flat connection onM .
Definition 2.9. The symplectic dgLa is defined as follows:
G ..= (Ω•(L,EndE ⊕TL),dW ,{·, ·}∼)
and it is isomorphic to KS(Xˇ ,E ) viaF .
As we mention above, the gauge group on the symplectic side Ω0(L,EndE ⊕TL) is re-
lated with the extended Lie algebra h˜. However to figure it out, somemore work has to be
done, as we prove in the following subsection.
2.5.1. Relation with the Lie algebra h˜. Let A f f ZM be the sheaf of affine linear transforma-
tions overM defined for any open affine subsetU ⊂M by fm (x ) = (m , x ) + b ∈ A f f ZM (U )
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where x ∈U ,m ∈ Λ and b ∈R. Since there is an embedding of A f f ZM (U ) into OXˇ (pˇ−1(U ))
which maps fm (x ) = (m , x ) + b ∈ A f f ZM (U ) to e 2πi (m ,z )+2πi b ∈ OXˇ (pˇ−1(U )), we define Oa f f
the image sub-sheaf of A f f ZM in OXˇ . Then consider the embedding of the dual lattice
Λ∗ ,→ T 1,0Xˇ which maps
n → n j ∂
∂ z j
=: ∂ˇn .
It follows that the Fourier transformF maps 
N e 2πi ((m ,z )+b ),e 2πi ((m ,z )+b )∂ˇn

∈ Oa f f
 
pˇ−1(U ),gl(r,C)⊕T 1,0Xˇ

to 
N e 2πi bwm ,
ħh
4π
e 2πi bwmn j
∂
∂ x j

∈wm ·C (Um ,gl(r,C)⊕TL)
wherewm ..=F (e 2πi (m ,z )), i.e. onUk
wm =

e
2πħh−1(m ,x ) if k =m
0 if k 6=m
and we define
∂n
..=
ħh
4π
n j
∂
∂ x j
.
Let G be the sheaf overM defined as follows: for any open subsetU ⊂M
G(U ) ..=
⊕
m∈Λ\0
wm ·C(U ,gl(r,C)⊕TM ).
In particular h˜ is a subspace of G(U ) once we identify zm with wm andm⊥ with ∂m⊥ . In
order to show how the Lie bracket on h˜ is defined, we need to make another assumption
on the metric: assume that the metric hE is constant along the fibres of Xˇ , i.e. in an open
subsetU ⊂M φ j = φ j (x1, x2), j = 1, · · · , r . Hence, the Chern connection becomes ∇E =
d +ħhA j (φ)d z j while the curvature becomes FE = ħh
2Fj k (φ)d z j ∧d zk . We now show G(U )
is a Lie sub-algebra of
 
Ω0(pr −1(U )),EndE ⊕TL),{·, ·}∼

⊂ G (U ) and we compute the Lie
bracket {·, ·}∼ explicitly on functions of G(U ).
{
 
Awm ,wm∂n

,

Nwm
′
,wm
′
∂n ′

}∼ =

[A,N ]wm+m
′
+ad(wm∂n ,Nw
m ′)−ad(wm ′∂n ′ ,Awm ),
{wm∂n ,wm
′
∂n ′}

ad(wm∂n ,Nw
m ′)s =
4π
ħh
∑
k+k ′=s
wm
ħh
4π
n j

∂Nwm
′
∂ x j
+2πim ′j +ħhA j (φ)N

=wm+m
′
n j

2πim ′j + iħh
∂ φ
∂ x j
N

=wm+m
′  
2πi 〈m ′,n〉+ iħhn jA j (φ)N

(2.21)
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where in the second step we use the fact that wm is not zero only onUm , and in the last
step we use the pairing of Λ and Λ∗ given by 〈m ,n ′〉=
∑
j m jn
′ j . Thus
{
 
Awm ,wm∂n

,

Nwm
′
,wm
′
∂n ′

}∼ = ([A,N ]wm+m
′
+N (2πim ′j )n
jwm+m
′
+
+ħhN A j (φ)n
jwm+m
′ −A(2πim j )n ′ jwm+m
′
+
−ħhAA j (φ)n ′ jwm+m
′
,{wm∂n ,wm
′
∂n ′})
Taking the limit as ħh → 0, the Lie bracket {(Awm ,wm∂n ) ,
 
Nwm
′
,wm
′
∂n ′

}∼ converges to
[A,N ]wm+m
′
+2πi 〈m ′,n〉Nwm+m ′ −2πi 〈m ,n ′〉Awm+m ′ ,{wm∂n ,wm
′
∂n ′}

and we finally recover the definition of the Lie bracket of [·, ·]h˜ (2.12), up to a factor of 2πi .
Hence (h˜, [·, ·]∼) is the asymptotic subalgebra of
 
Ω0(pr −1(U )),EndE ⊕TL),{·, ·}∼

.
3. DEFORMATIONS ASSOCIATED TO A SINGLE WALL DIAGRAM
In this section we are going to construct a solution of theMaurer-Cartan equation from
the data of a single wall. We work locally on a contractible, open affine subsetU ⊂M .
Let (m ,Pm ,θm ) be a wall and assume log(θm ) =
∑
j ,k
 
A j k t
jwkm ,a j k t
jwkm∂n

, where
A j k ∈ gl(r,C) and a j k ∈C, for every j ,k .
NOTATION 3.1. We need to introduce a suitable set of local coordinates on U , namely
(um ,um ,⊥), where um is the coordinate in the direction of Pm , while um⊥ is normal to Pm ,
accordingwith the orientationofU . We further defineHm ,+ andHm ,− to be thehalf planes
in which Pm dividesU , according with the orientation.
NOTATION 3.2. We will denote by the superscript CLM the elements already introduced in
[2].
3.1. Ansatz for a wall. Let δm
..= e
−
u2
m⊥
ħhp
πħh
dum⊥ be a normalized Gaussian one-form, which
is supported on Pm .Then, let us define
Π ..= (ΠE ,Π
C LM )
where ΠE =−
∑
j ,k A j k t
jδmw
km and ΠC LM =−
∑
j ,k≥1ak jδm t
jwkm∂n .
From section 4 of [2] we are going to recall the definition of generalized Sobolev space
suitably defined to compute the asymptotic behaviour of Gaussian k-forms likeδm which
dependon ħh . LetΩk
ħh
(U ) denote the set of k -forms onU whose coefficients depend on the
real positive parameter ħh .
Definition 3.3 (Definition 4.15 [2]).
W−∞k (U )
..=

α ∈Ωk
ħh (U )|∀q ∈U ∃V ⊂U ,q ∈ V s.t. sup
x∈V
∇ jα(x )≤C ( j ,V )e − cVħh ,C ( j ,V ), cV > 0	
is the set of exponential k-forms.
Definition 3.4 (Definition 4.16 [2]).
W∞k (U )
..=

α ∈Ωk
ħh (U )|∀q ∈U ∃V ⊂U ,q ∈ V s.t. sup
x∈V
∇ jα(x )≤C ( j ,V )ħh−N j ,V , C ( j ,V ),N j ,V ∈Z>0	
is the set of polynomially growing k-forms.
Definition 3.5 (Definition 4.19 [2]). Let Pm be a ray in U . The set W
s
Pm
(U ) of 1-forms α
which haveasymptotic support of order s ∈Z onPm is defined by the following conditions:
(1) for everyq∗ ∈U \Pm , there is aneighbourhoodV ⊂U \Pm such thatα|V ∈W−∞1 (V );
(2) for every q∗ ∈ Pm there exists a neighbourhood q∗ ∈W ⊂U where in local coordi-
nates uq = (uq ,m ,uq ,m⊥) centred at q∗, α decomposes as
α= f (uq ,ħh )duq ,m⊥ +η
η ∈W−∞1 (W ) and for all j ≥ 0 and for all β ∈Z≥0
(3.1)
∫
(0,uq ,m⊥ )∈W
(um⊥)
β
 
sup
(uq ,m ,um⊥ )∈W
∇ j ( f (uq ,ħh )) dum⊥ ≤C ( j ,W ,β )ħh− j+s−β−12
for some positive constant C (β ,W , j ).
Remark 3.6. A simpler way to figure out what is the spaceW sPm (U ), is to understand first
the case of a 1-form α ∈ Ω1
ħh
(U ) which depends only on the coordinate um⊥ . Indeed α =
α(um⊥ ,ħh )dum⊥ has asymptotic support of order s on a ray Pm if for every q ∈ Pm , there
exists a neighbourhood q ∈W ⊂U such that∫
(0,uq ,m⊥ )∈W
u
β
q ,m⊥
∇ jα(uq ,m⊥ ,ħh )duq ,m⊥ ≤C (W ,β , j )ħh− β+s−1− j2
for every β ∈Z≥0 and j ≥ 0.
In particular forβ = 0 the estimate above reminds to the definition of the usual Sobolev
spaces L
j
1 (U ).
Lemma3.7. The one-form δm defined above, has asymptotic support of order 1 alongPm ,
i.e. δm ∈W1Pm (U ).
Proof. We claim that
(3.2)
∫ b
−a
(um⊥ )
β∇ j

e − u
2
m⊥
ħh
p
ħhπ

dum⊥ ≤C (β ,W , j )ħh− j−β2
for every j ≥ 0, β ∈ Z≥0, for some a ,b > 0. This claim holds for β = 0 = j , indeed∫ b
−a
e
−
u2
m⊥
ħhp
ħhπ
dum⊥ is bounded by a constant C =C (a ,b )> 0.
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Then we prove the claim by induction on β , at β = 0 it holds true by the previous com-
putation. Assume that
(3.3)
∫ b
−a
(um⊥)
β e
−
u2
m⊥
ħh
p
ħhπ
dum⊥ ≤C (β ,a ,b )ħhβ/2
holds for β , then
∫ b
−a
(um⊥)
β+1 e
−
u2
m⊥
ħh
p
ħhπ
dum⊥ =−
ħh
2
∫ b
−a
(um⊥ )
β

−2um⊥
ħh
e −
u2
m⊥
ħh
p
ħhπ

dum⊥
=−ħh
2

(um⊥ )β e −
u2
m⊥
ħh
p
ħhπ


b
−a
+β
ħh
2
∫ b
−a
(um⊥)
β−1 e
−
u2
m⊥
ħh
p
ħhπ
dum⊥
≤C (β ,a ,b )ħh 12 + C˜ (β ,a ,b )ħh1+
β−1
2
≤C (a ,b ,β )ħh
β+1
2 .
(3.4)
Analogously let us prove the estimate by induction on j . At j = 0 it holds true, and assume
that
(3.5)
∫ b
−a
(um⊥)
β∇ j

e − u
2
m⊥
ħh
p
ħhπ

dum⊥ ≤C (a ,b ,β , j )ħh− j−β2
holds for j . Then at j +1 we have the following
∫ b
−a
(um⊥ )
β∇ j+1

e − u
2
m⊥
ħh
p
ħhπ

dum⊥ =

uβ
m⊥∇
j

e − u
2
m⊥
ħh
p
ħhπ




b
−a
−β
∫
NV
(um⊥ )
β−1∇ j

e − u
2
m⊥
ħh
p
ħhπ

dum⊥
≤ C˜ (β ,a ,b , j )ħh− j− 12 +C (a ,b ,β , j )ħh−
j−β+1
2
≤C (a ,b ,β , j )ħh−
j+1−β
2
This ends the proof.
NOTATION 3.8. We say that a function f (x ,ħh )onanopen subsetU ×R≥0 ⊂M ×R≥0 belongs
to Ol o c (ħh
l ) if it is bounded by CK ħh
l on every compact subset K ⊂U , for some constant
CK (independent on ħh ), l ∈R.
In order to deal with 0-forms “asymptotically supported onU ”, we define the following
spaceW s0 :
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Definition 3.9. A function f (uq ,ħh ) ∈Ω0ħh (U ) belongs toW s0 (U ) if and only if for every q∗ ∈
U there is a neighbourhood q∗ ∈W ⊂U such that
sup
q∈W
∇ j f (uq ,ħh )≤C (W , j )ħh− s+ j2
for every j ≥ 0.
NOTATION 3.10. Let us denote by Ωk
ħh
(U ,TM ) the set of k -forms valued in TM , which
depends on the real parameter ħh and analogously we denote by Ωk
ħh
(U ,EndE ) the set
of k -forms valued in EndE which also depend on ħh . We say that α = αK (x ,ħh )d x
K ⊗
∂n ∈ Ωkħh (U ,TM ) belongs to W sP (U ,TM )/W∞k (U ,TM )/W−∞k (U ,TM ) if αK (x ,ħh )d x K ∈
W sP (U )/W
∞
k
(U )/W−∞
k
(U ). Analogously we say that A = AK (x ,ħh )d x
K ∈Ωk
ħh
(U ,EndE ) be-
longs to W sP (U ,EndE )/W
∞
k
(U ,EndE )/W−∞
k
(U ,EndE ) if for every p ,q = 1, · · · , r then
(AK )i j (x ,ħh )d x
K ∈W sP (U )/W∞k (U )/W−∞k (U ).
Proposition 3.11. Π is a solution of the Maurer-Cartan equation dWΠ+
1
2{Π,Π}∼ = 0, up
to higher order term in ħh , i.e. there exists ΠE ,R ∈ Ω1(U ,EndE ⊕TL) such that Π¯ ..= (ΠE +
ΠE ,R ,Π
C LM ) is a solution of Maurer-Cartan and ΠE ,R ∈W−1Pm (U ).
Proof. First of all let us compute dWΠ:
dW Π=
 
dW ,EΠE + BˆΠ
C LM ,dW ,LΠ
C LM

=
 
−A j k t jwkmdδm + BˆΠC LM ,−a j k t jwkmd (δm )⊗ ∂n

and notice that d (δm ) = 0. Then, let us compute BˆΠ
C LM :
BˆΠC LM =F (F−1(ΠC LM )ùFE )
=−F

4π
ħh
−1
a j k t
jwkm δˇm ⊗ ∂ˇnù

ħh2F
q
j (φ)d z
j ∧d z¯q

=−

4π
ħh
−1
F
 
a j k t
jwkmn l ħh2Fj q (φ)δˇm ∧d z¯ q

=−ħh 2
4π
ħh
−14π
ħh
2
a j k t
jwkmn l Fl q (φ)δm ∧d x q
=−4πħh (a j k t jwkmn l Fl q (φ)δm ∧d x q )
where we denote by δˇm the Fourier transform of δm . Notice that BˆΠ
C LM is an exact two
form, thus since Fl q (φ)d x
q = dAl (φ) (recall that thehermitianmetric on E is diagonal)we
define
ΠE ,R
..= 4πħh (a j k t
jwkmn l Al (φ)δm )
i.e. as a solution of dW ΠE ,R =−BˆΠC LM .
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In particular, sinceδm ∈W1Pm (U ) then ħhδm ∈W
−1
Pm
(U ). ThereforeΠE ,R has the expected
asymptotic behaviour and dW Π¯= 0. Let us now compute the commutator:
{Π¯, Π¯}∼ =
 
2F
 
F−1ΠC LM ù∇EF−1(ΠE +ΠE ,R )

+ {ΠE +ΠE ,R ,ΠE +ΠE ,R },{ΠC LM ,ΠC LM }

=
 
2F
 
F−1ΠC LM ù∇EF−1(ΠE +ΠE ,R )

+2(ΠE +ΠE ,R )∧ (ΠE +ΠE ,R ), 0

Notice that, since both ΠE and ΠE ,R are matrix valued one forms where the form part is
givenbyδm , thewedgeproduct (ΠE +ΠE ,R )∧(ΠE+ΠE ,R ) vanishes aswe explicitly compute
below
(ΠE +ΠE ,R )∧ (ΠE +ΠE ,R ) = A j kAr s t j+rwkm+smδm ∧δm+
+8πħha j k t
j+rwkm+smn l Al (φ)Ar sδm ∧δm +4πħh (a j k t jwkmn l Al (φ))2δm ∧δm = 0.
Hence we are left to computeF
 
F−1ΠC LM ù∇EF−1
 
(ΠE +ΠE ,R )

:
F
 
F−1ΠC LM ù∇EF−1(ΠE +ΠE ,R )

=
=F
4π
ħh
−1
a j k t
jwkm δˇm ∂ˇnùd
4π
ħh
−1 
Atwm δˇm +4πħhar s t
rwsmn l Al (φ)δˇm

+
+
4π
ħh
−1
a j k t
jwkm δˇm ∂ˇnù

iħhAq (φ)d z
q ∧
4π
ħh
−1 
Atwm δˇm +4πħhar s t
rwsmn l Al (φ)δˇm

=
4π
ħh
−1Fa j k t jwkm δˇm ∂ˇnùAt ∂l (wm )d z l ∧ δˇm +Atwmd (δˇm )+
+4πħhar s t
r ∂l (n
qAq (φ)w
sm )δˇm +4πħhar s t
rnqAq (φ)w
smd (δˇm )

=
4π
ħh
−1Fa j kAt j+1wkm δˇmn l ∂l (wm )∧ δˇm +a j kAt j+1wkm+mn l γl (iħh−1γp z p )δˇm ∧ δˇm+
+4πħha j kar s t
j+rwkm δˇmn
l ∂l (n
qAq (φ)w
sm )δˇm+
+4πħha j kar s t
j+rwkm+smnqAq (φ)n
l γl (iħh
−1γp z
p )δˇm ∧ δˇm

= 0
where δˇm =
e
−
u2
m⊥
ħhp
πħh
γpd z¯
p for some constant γp such that um⊥ = γ1x
1+γ2x
2, and ∂l is the
partial derivative with respect to the coordinate z l . In the last step we use that δˇm ∧ δˇm =
0.
Remark 3.12. In the following it will be useful to consider Π¯ in order to compute the solu-
tion of Maurer-Cartan from the data of two non-parallel walls (see section (4)). However,
in order to compute the asymptotic behaviour of the gauge it is enough to consider Π.
Since Xˇ (U )∼=U ×C/Λ has no non trivial deformations and E is holomorphically trivial,
then also the pair (Xˇ (U ),E ) has no non trivial deformations. Therefore there is a gauge
ϕ ∈Ω0(U ,EndE ⊕TM )[[t ]] such that
(3.6) e ϕ ∗0= Π¯
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namely ϕ is a solution of the following equation
(3.7) dW ϕ =−Π¯−
∑
k≥0
1
(k +1)!
ad
k
ϕdW ϕ.
In particular the gauge ϕ is not unique, unless we choose a gauge fixing condition (see
Lemma 3.14). In order to define the gauge fixing condition we introduce the so called
homotopy operator.
3.1.1. Gaugefixing conditionandhomotopyoperator. SinceL(U ) =
⊔
m∈ΛUm , it is enough
to define the homotopy operatorHm for every frequencym . Let us first definemorphisms
p ..=
⊕
m∈Λ\{0}pm and ι
..=
⊕
m∈Λ\{0} ιm . We define pm :w
m ·Ω•(U )→wm ·H •(U )which acts
as pm (αw
m ) =α(q0)w
m if α ∈Ω0(U ) and it is zero otherwise.
Then ιm :w
m ·H •(U )→ wmΩ•(U ) is the embedding of constant functions on Ω•(U ) at
degree zero, and it is zero otherwise. Then let q0 ∈ H− be a fixed base point, then since
U is contractible, there is a homotopy ̺ : [0,1] ×U → U which maps (τ,um ,um ,⊥) to
(̺1(τ,um ,um ,⊥),̺2(τ,um ,um ,⊥)) and such that ̺(0, ·) = q0 = (u10 ,u20 ) and ̺(1, ·) = Id. We
define Hm as follows:
Hm :w
m ·Ω•(U )→wm ·Ω•(U )[−1]
Hm (w
mα) ..=wm
∫ 1
0
dτ∧ ∂
∂ τ
ù̺∗(α)
(3.8)
Lemma3.13. ThemorphismH is a homotopy equivalence of idΩ• and ι◦p , i.e. the identity
(3.9) id− ι ◦p = dWH +HdW
holds true.
Proof. At degree zero, let f ∈ Ω0(U ): then ιm ◦ pm ( f wm ) = f (q0)wm . By degree reason
Hm ( f w
m ) = 0 and
HmdW (w
m f ) =wm
∫ 1
0
dτ∧ ∂
∂ τ
ù(dM ( f (̺))+dτ
∂ f (̺)
∂ τ
) =wm
∫ 1
0
dτ
∂ f (̺)
∂ τ
=wm ( f (q )− f (q0)).
At degree k = 1, let α= fid x
i ∈Ω1(U ) then: ιm ◦pm (αwm ) = 0,
HmdW (αw
m ) =wm
∫ 1
0
dτ∧ ∂
∂ τ
ù(d (̺∗(α))
=wm
∫ 1
0
dτ∧ ∂
∂ τ
ù(dM (̺
∗(α)) +dτ∧ ∂
∂ τ
( fi (̺)
∂ ̺i
∂ x i
)d x i )
=−wmdM
∫ 1
0
dτ∧ ∂
∂ τ
ù(̺∗(α))

+wm
∫ 1
0
dτ
∂
∂ τ
( fi (̺)
∂ ̺i
∂ x i
)d x i
=−wmdM
∫ 1
0
dτ∧ ∂
∂ τ
ù(̺∗(α))

+wmα
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and
dWHm (w
mα) =wmdM
∫ 1
0
dτ∧ ∂
∂ τ
ù̺∗(α)

.
Finally let α ∈ Ω2(U ), then pm (αwm ) = 0 and dW (αwm ) = 0. Then it is easy to check that
dWHm (w
mα) =α.
Lemma 3.14 (Lemma 4.7 in [2]). Among all solution of e ϕ ∗ 0 = Π¯, there exists a unique
one such that p (ϕ) = 0.
Proof. First of all, let σ ∈ Ω0(U ) such that dσ = 0. Then e ϕ•σ ∗ 0 = Π¯, indeed eσ ∗ 0 =
0−
∑
k
[σ,·]k
k ! (dσ) = 0. Thus e
ϕ•σ ∗0= e ϕ ∗ (eσ ∗0) = e ϕ ∗0= Π¯. Thanks to the BCH formula
ϕ •σ =ϕ+σ+ 1
2
{ϕ,σ}∼+ · · ·
we can uniquely determineσ such that p (ϕ •σ) = 0. Indeedworking order by order in the
formal parameter t , we get:
(1) p (σ1+ϕ1) = 0, hence by definition of p ,σ1(q0) =−ϕ1(q0);
(2) p (σ2+ϕ2+
1
2{ϕ1,σ1}∼) = 0, hence σ2(q0) =−
 
ϕ2(q0) +
1
2{ϕ1,σ1}∼(q0)

;
and any further order is determined by the previous one.
Now that we have defined the homotopy operator and the gauge fixing condition (as in
Lemma 3.14), we are going to study the asymptotic behaviour of the gauge ϕ such that it
is a solution of (3.7) and p (ϕ) = 0. Equations (3.7), (3.9) and p (ϕ) = 0 together say that the
unique gauge ϕ is indeed a solution of the following equation:
(3.10) ϕ =−HdW (ϕ) =−H
 
Π¯+
∑
k
ad
k
ϕ
(k +1)!
dWϕ

.
Up to nowwehaveused a generic homotopy̺, but fromnowonweare going to choose
it in order to get the expected asymptotic behaviour of the gauge ϕ. In particular we
choose the homotopy ̺ as follows: for every q = (uq ,m ,uq ,m⊥) ∈U
(3.11) ̺(τ,uq ) =


 
(1−2τ)u01 +2τuq ,m ,u02

ifτ ∈ [0, 12 ] 
uq ,m , (2τ−1)uq ,m⊥ + (2−2τ)u02

ifτ ∈ [12 , 1]
where (u10 ,u
2
0 ) are the coordinates for the fixed point q0 onU . Thenwe have the follow-
ing result:
Lemma3.15. LetPm be a ray inU and letα ∈W sPm (U ). ThenH (αw
m ) belongs toW s−10 (U ).
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Proof. Let us first consider q∗ ∈ U \ Pm . By assumption there is a neighbourhood of q∗,
V ⊂U such that α ∈W−∞1 (V ). Then by definition
H (αwm ) =wm
∫ 1
0
dτ∧ ∂
∂ τ
ù̺∗(α) =
∫ 1
0
dτα(̺)

∂ ̺1
∂ τ
+
∂ ̺2
∂ τ

hence, since ̺ does not depend on ħh
sup
q∈V
∇ j

∫ 1
0
dτα(̺)

∂ ̺1
∂ τ
+
∂ ̺2
∂ τ
≤
∫ 1
0
dτsup
q∈V
∇ j (α(̺)

∂ ̺1
∂ τ
+
∂ ̺2
∂ τ

)
≤C (V , j )e − cvħh .
Let usnowconsiderq∗ ∈ Pm . By assumption there is a neighbourhoodofq ,W ⊂U such
that for all q = (uq ,m ,uq ,m⊥) ∈W α= h (uq ,ħh )dum⊥q +η and η ∈W
−∞
1 (W ). By definition
H (αwm ) =wm
∫ 1
0
dτ∧ ∂
∂ τ
ù̺∗(α)
= 2
∫ 1
1
2
dτh (uq ,m , (2τ−1)uq ,m⊥ + (2−2τ)u20 )(uq ,m⊥ −u20 ) +
∫ 1
0
dτη(̺)
∂ ̺1
∂ τ
=
∫ uq ,m⊥
u20
du⊥mh (uq ,m ,um⊥) +
∫ 1
0
dτη(̺)
∂ ̺1
∂ τ
and since η ∈W−∞1 (W ) the second term
∫ 1
0
dτη(̺)
∂ ̺1
∂ τ belongs toW
∞
0 . The first term
is computed below:
sup
q∈W
∇ j
∫ uq ,m⊥
u20
du⊥mh (uq ,m ,um⊥)
= supq∈W
∫ uq ,m⊥
u20
du⊥m∇ j (h (uq ,m ,um⊥))+
+

∂ j−1
∂ u
j−1
m⊥
(h (uq ,m ,um⊥))

um⊥=uq ,m⊥

≤ sup
uq ,m⊥
∫ uq ,m⊥
u20
du⊥m sup
uq ,m
∇ j (h (uq ,m ,um⊥))+
+

sup
q∈W
 ∂
j−1
∂ u
j−1
m⊥
(h (uq ,m ,um⊥))


um⊥=u
2
0
≤C ( j ,W )ħh−
s+ j−1
2
(3.12)
where in the last step we use that

∂ j−1
∂ u
j−1
m⊥
(h (uq ,m ,um⊥))

um⊥=u
2
0
is outside the support of Pm .
Corollary 3.16. Let Pm be a ray inU , thenH (δmw
m ) ∈W00 (U )wm .
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3.2. Asymptotic behaviour of the gaugeϕ. We are going to compute the asymptotic be-
haviour of ϕ =
∑
j ϕ
( j )t j ∈Ω0(U ,EndE ⊕TM )[[t ]] order by order in the formal parameter
t . In addition since ΠE ,R gives a higher ħh-order contribution in the definition of Π¯we get
rid of it by replacing Π¯with Π in equation (3.10).
Proposition3.17. Let (m ,Pm ,θm )beawallwith logθm =
∑
j ,k≥1
 
A j k t
jwkm ,a j kw
km t j ∂n

.
Then, the unique gauge ϕ = (ϕE ,ϕ
C LM ) such that e ϕ ∗0=Π and P (ϕ) = 0, has the follow-
ing asymptotic jumping behaviour along the wall, namely
(3.13)
ϕ(s+1) ∈


∑
k≥1
 
As+1,k t
s+1wkm ,as+1,kw
km t s+1∂n

+
⊕
k≥1W
−1
0 (U ,EndE ⊕TM )wkm t s+1 Hm ,+⊕
k≥1W
−∞
0 (U ,EndE ⊕TM )wkm t s+1 Hm ,−.
Before giving theproof of Proposition 3.17, let us introduce the following Lemmawhich
are useful to compute the asymptotic behaviour of one-forms asymptotically supported
on a ray Pm .
Lemma 3.18. Let Pm be a ray inU . ThenW
s
Pm
(U )∧W r0 (U )⊂W r+sPm (U ).
Proof. Let α ∈ W sPm (U ) and let f ∈ W
r
0 (U ). Pick a point q∗ ∈ Pm and let W ⊂ U be a
neighbourhood of q∗ where α= h (uq ,ħh )dum⊥ +η, we claim
(3.14)
∫ b
−a
u
β
m⊥ sup
um
∇ j (h (uq ,ħh ) f (uqħh ))dum⊥ ≤C (a ,b , j ,β )ħh− r+s+ j−β−12
for every β ∈Z≥0 and for every j ≥ 0.
∫ b
−a
u
β
m⊥ sup
um
∇ j  h (uq ,ħh ) f (uqħh )dum⊥ =
=
∑
j1+ j2= j
∫ b
−a
u
β
m⊥ sup
um
∇ j1 (h (uq ,ħh ))∇ j2 ( f (uqħh ))dum⊥
≤
∑
j1+ j2= j
C (a ,b , j2)ħh
− r+ j22
∫ b
−a
u
β
m⊥ sup
um
∇ j1 (h (uq ,ħh ))dum⊥
≤
∑
j1+ j2= j
C (a ,b , j2, j1)ħh
− r+ j22 ħh−
s+ j1−β−1
2
≤C (a ,b , j )ħh−
r+s+ j−β−1
2
Finally, since η ∈W−∞1 (W ) also f (x ,ħh )η belongs toW−∞1 (W ).
Lemma 3.19. Let Pm be a ray inU . If (Aw
m ,ϕwm∂n ) ∈W rPm (U ,EndE ⊕TM )w
m for some
r ≥ 0 and (Twm ,ψwm∂n ) ∈W s0 (U ,EndE ⊕TM )wm for some s ≥, then
(3.15) {(Awm ,αwm∂n ), (Twm , f wm∂n )}∼ ∈W r+sPm (U ,EndE ⊕TM )w
2m .
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Proof. We are going to prove the following:
(1){Awm ,Twm}EndE ⊂W r+sPm (U ,EndE )w
2m
(2)ad
 
ϕwm∂n ,Tw
m

⊂W r+s−1Pm (U ,EndE )w
2m
(3)ad
 
ψwm∂n ,Aw
m

⊂W r+s−1Pm (U ,EndE )w
2m
(4){ϕwm∂n ,ψwm∂n} ⊂W r+sPm (U ,TM )w
m .
The first one is a consequence of Lemma 3.18, indeed by definition
{Ak (x )d x k ,T (x )}EndE = [Ak (x ),T (x )]d x k
which is an element in EndE with coefficients inW r+sPm (U ).
The secondone is less straightforward andneed someexplicit computations tobedone.
ad(ϕk (x )w
md x k∂n ,T (x )w
m ) =F
 
F−1(ϕk (x )wmd x k ⊗ ∂n )ù∇EF−1(T (x )wm )

=F
4π
ħh
−1
ϕk (x )w
md z¯ k ⊗ ∂ˇnù∇E (T (x )wm )

=
4π
ħh
−1
F

ϕk (x )w
md z¯ k ∂ˇnù

∂ j (T (x )w
m )d z j

+ iħh
4π
ħh
−1Fϕk (x )wmd z¯ k ∂ˇnùA j (φ)T (x )wmd z j 
=
4π
ħh
−1
F

ϕk (x )w
md z¯ kn l
∂
∂ zl
ù

∂ j (T (x ))w
md z j +m jA(x )w
md z j

+ iħh
4π
ħh
−1
F

ϕk (x )w
md z¯ kn l
∂
∂ zl
ù

A j (φ)T (x )w
md z j

=
4π
ħh
−1Fϕk (x )d z¯ kn lmlT (x )w2m+
+ iħh
4π
ħh
−1Fϕk (x )d z¯ k  n l T (x )Al (φ) +n l ∂ T (x )
∂ x l

w2m

= iħhϕk (x )
 
n lT (x )Al (φ) +n
l ∂ T (x )
∂ x l

w2md x k
Notice that as a consequence of Lemma 3.18, ħhϕk (x )d x
kAl (φ)T (x ) ∈W s+r−2Pm (U ) while
ħhϕk (x )
∂ T (x )
∂ x l d x
k ∈W r+s−1Pm .
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The third one is
ad(ψ(x )wm∂n ,Ak (x )w
md x k ) =
=F
 
F−1(ψ(x )∂n )ù∇EF−1(Ak (x )wmd x k )

=F

ψ(x )wm ∂ˇnù∇E (
4π
ħh
−1
Ak (x )w
md z¯ k )

=
4π
ħh
−1Fψ(x )wm ∂ˇnù∂ j (Ak (x )wm )d z j ∧d z¯ k
+ iħh
4π
ħh
−1
F

ψ(x )wm ∂ˇnù

A j (φ)Ak (x )w
m

∧d z¯ k

=
4π
ħh
−1Fψ(x )wmn l ∂
∂ zl
ù

∂ j (Ak (x ))w
md z j +m jAk (x )w
md z j

∧d z¯ k

+ iħh
4π
ħh
−1Fψ(x )wm ∂ˇnùA j (φ)Ak (x )wmd z j ∧d z¯ k
=
4π
ħh
−1Fψ(x )w2mn lml A(x )d z¯ k+
+ iħh
4π
ħh
−1Fψ(x )w2mn l Ak (x )Al (φ) +ψ(x )n l ∂ Ak (x )
∂ x l
w2md z¯ k

= iħhψ(x )

n l Ak (x )Al (φ) +n
l ∂ Ak (x )
∂ x l

w2md x k
Notice that ħhψ(x )Ak (x )A(φ)d x
k ∈W r+s−2Pm (W ) and ħhψ(x )
∂ Ak (x )
∂ x l d x
k ∈W r+s−1Pm (W ).
In the end {ϕwm∂n ,ψwm∂n} is equal to zero, indeed by definition
{ϕk (x )d x k∂n ,ψ(x )∂n}=
 
ϕkd x
k ∧ψ

[wm∂n ,w
m∂n ]
and [wm∂n ,w
m∂n ] = 0.
Proof. (Proposition 3.17)
It is enough to show that for every s ≥ 0
(3.16)
∑
k≥1
ad
k
ϕs
(k +1)!
dW ϕ
s
(s+1)
∈W0Pm (U ,EndE ⊕TM ),
where ϕs =
∑s
j=1ϕ
( j )t j . Indeed from equation (3.10), at the order s + 1 in the formal
parameter t , the solution ϕ(s+1) is:
(3.17) ϕ(s+1) =−H (Π(s+1))−H

 ∑
k≥1
ad
k
ϕs
(k +1)!
dW ϕ
s
!(s+1) .
In particular, if we assume equation (3.16) then by Lemma 3.15
H

 ∑
k≥1
ad
k
ϕs
(k +1)!
dW ϕ
s
!(s+1) ∈W−10 (U ,EndE ⊕TM ).
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By definition ofH ,
H (Π(s+1)) =
∑
k
(As+1,k t
s+1H (wkmδm ),as+1,k t
s+1H (wkmδm )∂n )
andbyCorollary 3.16H (δmw
km ) ∈W00 (U ,EndE⊕TM )wkm for everyk ≥ 1. HenceH (Π(s+1))
is the leading order term and ϕ(s+1) has the expected asymptotic behaviour.
Let us now prove the claim (3.16) by induction on s . At s = 0,
(3.18) ϕ(1) =−H (Π(1))
and there is nothing to prove. Assume that (3.16) holds true for s , then at order s +1 we
get contributions for every k = 1, · · · , s . Thus let start at k = 1 with adϕsdW ϕs :
adϕsdW ϕ
s = {ϕs ,dWϕs }∼
∈ {H (Πs ) +W−10 (U ),Πs +W0Pm (U )}∼
= {H (Πs ),Πs }∼+ {H (Πs ),W0Pm (U )}∼+ {W
−1
0 (U ),Π
s }∼+ {W−10 (U ),W0Pm (U )}∼
∈ {H (Πs ),Πs }∼+W0Pm (U )
(3.19)
where in the first step we use the inductive assumption on ϕs and dW ϕ
s and the iden-
tity (3.9). In the last step since H (Πs ) ∈W00 (U ) then by Lemma 3.19 {H (Πs ),W0Pm (U )}∼ ∈
W0Pm
(U ). Then, since Πs ∈ W1Pm (U ), still by Lemma 3.19 {W
−1
0 (U ),Π
s}∼ ∈ W0Pm (U ) and
{W−10 (U ),W0Pm (U )}∼ ∈W
−1
Pm
(U )⊂W0Pm (U ). In addition {H (Π
s ),Πs}∼ ∈W0Pm (U ), indeed
{H (Πs ),Πs}∼ =

{H (ΠsE ),ΠsE }EndE +ad(H (ΠC LM ,s ),ΠsE )−ad(ΠC LM ,s ,H (ΠsE )),
{H (ΠC LM ,s ),ΠC LM ,s}

Notice that since [A,A] = 0 then {H (ΠsE ),ΠsE }EndE = 0 and because of the grading
{H (ΠC LM ,s ),ΠC LM ,s}= 0.
Then by the proof of Lemma 3.19 identities (2) and (3)we get
ad(H (ΠC LM ,s ),ΠsE ),ad(Π
C LM ,s ,H (ΠsE ))∈W0Pm (U )
therefore
(3.20) {H (Πs ),Πs }∼ ∈W0Pm (U ).
Now at k > 1 we have to prove that:
(3.21) adϕs · · ·adϕsdW ϕs ∈W0Pm (U )
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By the fact thatH (Πs ) ∈W00 (U ), applying Lemma 3.19 k times we finally get:
(3.22) adϕs · · ·adϕsdW ϕs ∈ {H (Πs ), · · · ,{H (Πs ),{H (Πs ),Πs }∼}∼ · · · }∼+W0Pm (U ) ∈W
0
Pm
(U ).
4. SCATTERING DIAGRAMS FROM SOLUTIONS OF MAURER-CARTAN
In this section we are going to construct consistent scattering diagrams from solutions
of theMaurer-Cartan equation. Inparticularwewill first showhow to construct a solution
Φ of theMaurer-Cartan equation from the data of an initial scattering diagramDwith two
non parallel walls. Then we will define its completion D∞ by the solution Φ and we will
prove it is consistent.
4.1. From scattering diagram to solution ofMaurer-Cartan. Let the initial scattering di-
agramD= {w1,w2} be such thatw1 = (m1,P1,θ1) andw2 = (m2,P2,θ2) are two non-parallel
walls and
log(θi ) =
∑
ji ,ki

A ji ,kiw
kimi t ji ,a ji ,kiw
kimi t ji ∂ni

for i = 1,2. As we have already done in Section 3, we can define Π¯1 and Π¯2 to be solutions
of Maurer-Cartan equation, respectively supported onw1 andw2.
Although Π¯ ..= Π¯1+Π¯2 is not a solution ofMaurer-Cartan, by Kuranishi’smethodwe can
construct Ξ =
∑
j≥2Ξ
( j )t j such that the one form Φ ∈ Ω1(U ,EndE ⊕TM )[[t ]] is Φ = Π¯+Ξ
and it is a solution of Maurer-Cartan up to higher order in ħh . Indeed let us we write Φ as
a formal power series in the parameter t , Φ =
∑
j≥1Φ
( j )t j , then it is a solution of Maurer-
Cartan if and only if:
dW Φ
(1) = 0
dW Φ
(2)+
1
2
{Φ(1),Φ(1)}∼ = 0
...
dW Φ
(k )+
1
2

k−1∑
s=1
{Φ(s ),Φ(k−s )}∼

= 0
Moreover, recall from (3.11) that Π¯i
..=
 
ΠE ,i +ΠE ,R ,i ,Π
C LM
i

, i = 1,2 are solutions of the
Maurer-Cartan equation and they are dW -closed. Therefore at any order in the formal
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parameter t , the solution Φ= Π¯+Ξ is computed as follows:
Φ
(1) = Π¯(1)
Φ
(2) = Π¯(2)+Ξ(2),where dW Ξ
(2) =−1
2
({Φ(1),Φ(1)}∼)
Φ
(3) = Π¯(3)+Ξ(3),where dW Ξ
(3) =−1
2
 
{Φ(1), Π¯(2)+Ξ(2)}∼+ {Π¯(2)+Ξ(2),Φ(1)}∼

...
Φ
(k ) = Π¯(k )+Ξ(k ),where dW Ξ
(k ) =−1
2
({Φ,Φ}∼)(k ) .
(4.1)
In order to explicitly compute Ξ we want to “invert” the differential dW and this can be
done by choosing a homotopy operator. Let us recall that a homotopy operator is a ho-
motopy H of morphisms p and ι, namely H : Ω•(U )→ Ω•[−1](U ), p : Ω•(U )→H •(U ) and
ι : H •(U )→ Ω•(U ) such that idΩ• − ι ◦ p = dWH +HdW . Let us now explicitly define the
homotopy operator H. Let U be an open affine neighbourhood of m0 = P1 ∩ P2, and fix
q0 ∈
 
H−,m1 ∩H−,m2

∩U . Then choose a set of coordinates centred in q0 and denote by
(um ,um⊥) a choice of such coordinates such that with respect to a ray Pm =m0 +R≥0m ,
um⊥ is the coordinate orthogonal to Pm and um is tangential to Pm . Moreover recall the
definition of morphisms p and ι, namely p ..=
⊕
m pm and pm maps functions αw
m ∈
Ω
0(U )wm to α(q0)w
m , while ι ..=
⊕
m ιm and ιm is the embedding of constant function at
degree zero, and it is zero otherwise.
Definition 4.1. The homotopy operatorH=
⊕
mHm :
⊕
m Ω
•(U )wm →⊕m Ω•(U )[−1]wm
is defined as follows. For any 0-form α ∈ Ω0(U ), H(αwm ) = 0, since there are no degree
−1-forms. For any 1-form α ∈ Ω1(U ), in local coordinates we have α = f0(um ,um⊥)dum +
f1(um ,um⊥)dum⊥ and
H(αwm ) ..=wm
∫ um
0
f0(s ,um⊥)d s +
∫ um⊥
0
f1(0, r )d r

Finally sinceany2-formsα ∈Ω2(U ) in local coordinates canbewrittenα= f (um ,um⊥)dum∧
dum⊥ , then
H(αwm ) ..=wm
∫ um
0
f (s ,um⊥)d s

dum⊥ .
The homotopy H seems defined ad hoc for each degree of forms, however it can be
written in an intrinsic way for every degree, as in Definition 5.12 [2]. We have defined H
in this way because it is clearer how to compute it in practice.
Lemma 4.2. The following identity
(4.2) idΩ• − ιm ◦pm =HmdW +dWHm
holds true for allm ∈Λ.
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Proof. We are going to prove the identity separately for 0,1 and 2 forms.
Letα=α0 be of degree zero, then by definitionHm (αw
m ) = 0 and ιm ◦pm (αwm ) =α0(q0).
Then dW (αw
m ) =wm
 
∂ α0
∂ um
dum +
∂ α0
∂ um⊥
dum⊥

. Hence
HmdW (α0w
m ) =wm
∫ um
0
∂ α0(s ,um⊥)
∂ s
d s +wm
∫ um⊥
0
∂ α0
∂ um⊥
(0, r )d r
=wm [α0(um ,um⊥)−α0(0,um⊥) +α0(0,um⊥)−α0(0,0)].
Then consider α ∈Ω1(U )wm . By definition ιm ◦pm (αwm ) = 0 and
HmdW (αw
m ) =HdW
 
wm ( f0dum + f1dum⊥ )

=Hm

wm

∂ f0
∂ um⊥
dum⊥ ∧dum +
∂ f1
∂ um
dum ∧dum⊥

=wm
∫ um
0

− ∂ f0
∂ um⊥
+
∂ f1
∂ s

d s

dum⊥
=

−
∫ um
0
∂ f0
∂ um⊥
(s ,um⊥)d s + f1(um ,um⊥)− f1(0,um⊥)

wmdum⊥
dWHm (αw
m ) = dWH(w
m
 
f0dum + f1dum⊥

)
= dW

wm
∫ um
0
f0(s ,um⊥)d s +
∫ um⊥
0
f1(0, r )d r

=wmd
∫ um
0
f0(s ,um⊥)d s +
∫ um⊥
0
f1(0, r )d r

=wm

f0(um ,um⊥)dum +
∂
∂ um⊥
∫ um
0
f0(s ,um⊥)d s

dum⊥ + f1(0,um⊥)dum⊥

.
Weare left toprove the identitywhenα is of degree two: bydegree reasonsdW (αw
m ) = 0
and ιm ◦pm (αwm ) = 0. Then
dWHm (αw
m ) =wmd
∫ um
0
f (s ,um⊥)d s

dum⊥

=wm f (um ,um⊥)dum ∧dum⊥ .
Proposition 4.3 (see prop 5.1 in [2]). Assume that Φ is a solution of
(4.3) Φ= Π¯− 1
2
H ({Φ,Φ}∼)
Then Φ is a solution of the Maurer-Cartan equation.
Proof. First notice that by definition p ({Φ,Φ}∼) = 0 and by degree reasons dW ({Φ,Φ}∼) = 0
too. Hence by identity (4.2) we get that {Φ,Φ,}∼ = dWH({Φ,Φ}∼), and if Φ is a solution of
equation (4.3) then dW Φ= dW Π¯− 12dWH({Φ,Φ}∼) =− 12dWH({Φ,Φ}∼).
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From now on we will look for solutions Φ of equation (4.3) rather than to the Maurer-
Cartan equation. The advantage is that we have an integral equation instead of a differen-
tial equation, and Φ can be computed by its expansion in the formal parameter t , namely
Φ=
∑
j≥1Φ
( j )t j .
NOTATION 4.4. Let Pm1 =m0−m1R and Pm2 =m0−m2R and let (um1 ,um⊥1 ) and (um2 ,um⊥2 )
be respectively two basis of coordinates in U , centred in q0 as above. Let ma
..= a1m1 +
a2m2, consider the rayPma
..=m0−maR≥0 andchoose coordinatesuma ..=

−a2um⊥1 +a1um⊥2

and um⊥a
..=

a1um⊥1
+a2um⊥2

.
Remark 4.5. If α=δm1 ∧δm2 , then by the previous choice of coordinates
δm1 ∧δm2 =
e −
u2
m⊥
1
+u2
m⊥
2
ħh
ħhπ
dum⊥1
∧dum⊥2 =
e
−
u2ma
+u2
m⊥a
(a2
1
+a2
2
)ħh
ħhπ
duu⊥ma
∧duma .
In particular we explicitly computeH(δm1 ∧δm2wlma ):
H(αwlma ) =wlma


∫ uma
0
e
−
s2+u2
m⊥a
(a2
1
+a2
2
)ħh
ħhπ
d s

duu⊥a =wlma

∫ uma
0
e
− s2
(a2
1
+a2
2
)ħh
p
ħhπ
d s

 e −
u2
m⊥a
(a2
1
+a2
2
)ħh
p
ħhπ
dum⊥a
(4.4)
Hence H
 
δm1 ∧δm2wlma

= f (ħh ,uma )δma where f (ħh ,uma ) =
∫ uma
0
e
− s
2
(a2
1
+a2
2
)ħh
p
ħhπ
d s ∈Ol o c (1).
In order to construct a consistent scattering diagram from the solution Φwe introduce
labeled ribbon trees. Indeed via the combinatorial of such trees we can rewriteΦ as a sum
over primitive Fourier mode, coming from the contribution of the out-going edge of the
trees.
4.1.1. Labeled ribbon trees. Letusbriefly recall thedefinitionof labeled ribbon trees,which
was introduced in [2].
Definition 4.6 (Definition 5.2 in [2]). A k-tree T is the datum of a finite set of vertices V ,
together with a decomposition V = Vin ⊔V0 ⊔ {vT }, and a finite set of edges E , such that,
given the two boundary maps ∂in ,∂out : E → V (which respectively assign to each edge
its incoming and outgoing vertices), satisfies the following assumption:
(1) #Vin = k and for any vertex v ∈ Vin , #∂ −1in (v ) = 0 and #∂ −1out (v ) = 1;
(2) for any vertex v ∈ V0, #∂ −1in (v ) = 1 and #∂ −1out (v ) = 2;
(3) vT is such that #∂
−1
in (vT ) = 0 and #∂
−1
out (v ) = 1.
We also define eT = ∂
−1
in (vT ).
Twok-treesT andT ′ are isomorphic if there arebijectionsV ∼= V ′ andE ∼= E ′ preserving
the decomposition V0
∼= V ′0 , Vin ∼= V ′in and {vT } ∼= {vT ′} and the boundary maps ∂in ,∂out .
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vT
v1 v2
v3
v4
v5
•
• •
• •
•
eT
FIGURE 3. This is an example of a 3-tree, where the set of vertices is de-
composed by Vin = {v1,v2,v4}, V0 = {v3,v5}.
It will be useful in the following to introduce the definition of topological realization
T (T ) of a k-tree T , namely T (T ) ..=
 ∐
e∈E [0,1]

/ s, where s is the equivalence relation
that identifies boundary points of edges with the same image in V \ {vT }.
Since we need to keep track of all the possible combinations while we compute com-
mutators (for instance for Φ(3) there is the contribution of {Φ(1),Φ(2)}∼ and {Φ(2),Φ(1)}∼), we
introduce the notion of ribbon trees:
Definition 4.7 (Definition 5.3 in [2]). A ribbon structure on a k-tree is a cyclic ordering of
the vertices. It can be viewed as an embedding T (T ) ,→D, where D is the disk in R2, and
the cyclic ordering is given according to the anticlockwise orientation ofD.
Two ribbon k-trees T and T ′ are isomorphic if they are isomorphic as k-trees and the
isomorphism preserves the cyclic order. The set of all isomorphism classes of ribbon k-
treeswill be denoted byRTk . As an example, the following two 2-trees are not isomorphic:
vT
v1 v2
v3
•
• •
•
eT
v ′T
v2 v1
v4
•
• •
•
e ′T
In order to keep track of the ħh behaviour while we compute the contribution from the
commutators, let us decompose the bracket on the dgLa as follows:
Definition 4.8. Let (A,α) = (A J d x
Jwm1 ,αJd x
Jwm1∂n1) ∈ Ωp (U ,EndE ⊕ TM )wm1 and
(B ,β ) = (BK d x
Kwm2 ,βK d x
Kwm2∂n2 ) ∈ Ωq (U ,EndE ⊕ TM )wm2 . Then we decompose
{·, ·}∼ as the sum of:
♮ {(A,α), (B ,β )}♮ ..=
 
α∧B 〈n1,m2〉−β ∧A〈n2,m1〉+ {A,B }EndE ,{α,β}

♭ {(A,α), (B ,β )}♭ ..=

iħhβK n
q
2
∂ A J
∂ xq
d x J ∧d x Kwm1+m2 ,β (∇∂n2α)w
m1+m2∂n1

♯ {(A,α), (B ,β )}♯ ..=

iħhαJ n
q
1
∂ BK
∂ xq
d x K ∧d x Jwm1+m2 ,α(∇∂n1β )w
m1+m2∂n2

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⋆ {(A,α), (N ,β )}⋆ ..= iħh
 
αJ n
q
1 BK Aq (φ)d x
J ∧d x K −nq2 βK Aq (φ)A J d x K ∧d x J , 0

.
The previous definition is motivated by the following observation: the label ♮ contains
terms of the Lie bracket {·, ·}∼ which leave unchanged the behaviour in ħh . Then both the
labels ♭ and ♯ contain terms which contribute with an extra ħh factor and at the same time
contain derivatives. The last label ⋆ contains terms which contribute with an extra ħh but
do not contain derivatives.
Definition 4.9. A labeled ribbon k-tree is a ribbon k-tree T together with:
(i) a label ♮, ♯, ♭, ⋆ -as defined in Definition 4.8- for each vertex in V0;
(ii) a label (me , je ) for each incoming edge e , where me is the Fourier mode of the
incoming vertex and je ∈Z>0 gives the order in the formal parameter t .
There is an induced labeling of all the edges of the trees defined as follows: at any
trivalent vertex with incoming edges e1,e2 and outgoing edge e3 we define (me3 , je3) =
(me1 +me2 , je1 + je2 ). We will denote by (mT , jT ) the label corresponding to the unique
incoming edge of νT . Two labeled ribbon k-trees T and T
′ are isomorphic if they are iso-
morphic as ribbon k-trees and the isomorphism preserves the labeling. The set of equiv-
alence classes of labeled ribbon k-trees will be denoted by LRTk . We also introduce the
following notation for equivalence classes of labeled ribbon trees:
NOTATION 4.10. We denote by LRTk ,0 the set of equivalence classes of k labeled ribbon
trees such that they have only the label ♮. We denote by LRTk ,1 the complement set,
namely LRTk ,1 =LRTk −LRTk ,0.
Let us now define the operator tk ,T which allows to write the solution Φ in terms of
labeled ribbon trees.
Definition 4.11. Let T be a labeled ribbon k-tree, then the operator
(4.5) tk ,T :Ω
1(U ,EndE ⊕TM )⊗k →Ω1(U ,EndE ⊕TM )
is defined as follows: it aligns the input with the incoming vertices according with the
cyclic ordering and it labels the incoming edges (as in part (ii) of Definition 4.9). Then it
assigns at each vertex in V0 the commutator according with the part (i) of Definition 4.8.
Finally it assigns the homotopy operator −H to each outgoing edge.
In particular the solution Φ of equation (4.3) can be written as a sum on labeled ribbon
k-trees as follows:
(4.6) Φ=
∑
k≥1
∑
T ∈LRTk
1
2k−1
tk ,T (Π¯, · · · , Π¯).
Recall that by definition
{
 
A,α∂n1

wk1m1 ,
 
B ,β∂n2

wk2m2}∼ =
 
C ,γ∂〈k2m2,n1〉n2−〈k1m1,n2〉n1

wk1m1+k2m2
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for some (A,α) ∈Ωs (U ,EndE⊕TM ), (B ,β )Ωr (U ,EndE⊕TM ) and (C ,γ)∈Ωr+s (U ,EndE⊕
TM ), hence the Fouriermodeof any labeledbrackets has the same frequencyme = k1m1+
k2m2 independently of the label ♮, ♭, ♯,⋆. In particular each me can be written as me =
l (a1m1 +a2m2) for some primitive elements (a1,a2) ∈
 
Z2≥0

prim
. Let us introduce the fol-
lowing notation:
NOTATION 4.12. Let a = (a1,a2) ∈
 
Z2≥0

prim
and definema
..= a1m1+a2m2. Thenwe define
Φa to be the sumover all trees of the contribution to tk ,T (Π¯, · · · , Π¯)with Fouriermodewlma
for every l ≥ 1. In particular we define Φ(1,0) ..= Π¯1 and Φ(0,1) ..= Π¯2.
It follows that the solution Φ can be written as a sum on primitive Fourier mode as
follows:
(4.7) Φ=
∑
a∈
 
Z2≥0

prim
Φa .
As an example, let us consider Φ(2). From equation (4.3) we get
Φ
(2) = Π¯(2)− 1
2
H
 
{Π¯(1), Π¯(1)}∼

and the possible 2-trees T ∈ LRT2, up to choice of the initial Fourier modes, are repre-
sented in figure 4. Hence
vT♮
Π¯
(1)
Π¯
(1)
{Π¯(1),Π¯(1)}♮
•
• •
•
−H
vT♯
Π¯
(1)
Π¯
(1)
{Π¯(1),Π¯(1)}♯
•
• •
•
−H
vT♭
Π¯(1) Π¯(1)
{Π¯(1),Π¯(1)}♭
•
• •
•
−H
vT⋆
Π¯(1) Π¯(1)
{Π¯(1),Π¯(1)}⋆
•
• •
•
−H
FIGURE 4. 2-trees labeled ribbon trees, which contribute to the solution Φ.
Φ
(2) = Π¯
(2)
1 + Π¯
(2)
2 −
1
2
H
 
{Π¯(1), Π¯(1)}♮+ {Π¯(1), Π¯(1)}♯+ {Π¯(1), Π¯(1)}♭+ {Π¯(1), Π¯(1)}⋆

=Φ
(2)
(1,0)
+Φ
(2)
(0,1)
+
−
  
a1,k1A1,k2〈n1,k2m2〉−a1,k2A1,k1〈n2,k1m1〉+ [A1,k1 ,A1,k2]

,a1,k1a1,k2∂〈k2m2,n1〉n2−〈k1m1,n2〉n1

·
·H(δm1 ∧δm2wk1m1+k2m2 )
+

a1,k2A1,k1 ,−a1,k2a1,k1∂n1

H

iħhn
q
2
∂ δm1
∂ xq
∧δm2wk1m1+k2m2

+

a1,k1A1,k2 ,a1,k1a1,k2∂n2

H

iħhn
q
1
∂ δm2
∂ xq
∧δm1wk1m1+k2m2

+ iħh

a1,k1A1,k2n
q
1 H
 
Aq (φ)w
k1m1+m2δm1 ∧δm2

−a1,k2A1n
q
2 H
 
Aq (φ)w
k1m1+k2m2δm1 ∧δm2

, 0

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By Remark 4.5
H(δm1 ∧δm2wk1m1+k2m2 ) = f (ħh ,uma )wlmaδma
and f (ħh ,uma ) ∈Ol o c (1), for k1m1+k2m2 = lma . Analogously
H
 
Aq (φ)w
k1m1+k2m2δm1 ∧δm2

= f (ħh ,A(φ),uma )w
lmaδma
and f (ħh ,A(φ),uma ) ∈Ol o c (1). Then
H

ħh
∂ δm1
∂ xq
∧δm2wk1m1+k2m2

=wlma f (ħh ,uma )δma
and f (ħh ,uma ) ∈Ol o c (ħh 1/2). This shows that every term in the sum above, is a function of
some order in ħh times a delta supported along a ray of slopem(a1,a2) = a1m1 +a2m2. For
any given a ∈
 
Z2≥0

prim
, these contributions are by definition Φ
(2)
(a1,a2)
, hence
Φ
(2) =Φ
(2)
(1,0)
+
∑
a∈(Z2≥0)prim
Φ
(2)
(a1,a2)
+Φ
(2)
(0,1)
.
In general, the expression of Φa will bemuchmore complicated, but as a consequence of
the definition ofH it always contains a delta supported on a ray of slopema .
4.2. From solution of Maurer-Cartan to the saturated scattering diagram D∞. Let us
first introduce the following notation:
NOTATION 4.13. Let A ..=U \ {m0} be an annulus and let A˜ be the universal cover of A with
projection̟: A˜→ A. Then let us denote by Φ˜ the pullback of Φ by̟, in particular by the
decomposition in its primitive Fourier mode Φ˜=
∑
a∈(Z2≥0)̟
∗(Φa ) ..=
∑
a∈(Z2≥0) Φ˜a .
NOTATION 4.14. We introduce polar coordinates inm0, centred inm0 = Pm1∪Pm2 , denoted
by (r,ϑ) andwe fix a reference angle ϑ0 such that the ray with slope ϑ0 troughm0 contains
the base point q0 (see Figure 5).
0
q0•
ϑ0
FIGURE 5. The reference angle ϑ0.
Then for every a ∈
 
Z2≥0

prim
we associate to the ray Pma
..=m0 +R≥0ma an angle ϑa ∈
(ϑ0,ϑ0+2π). We identifyPma ∩Awith its lifting in A˜ andbyabuseofnotationwewill denote
it by Pma . We finally define A˜0
..= {(r,ϑ)|ϑ0 −ε0 <ϑ <ϑ0+2π}, for some small positive ε0.
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Lemma 4.15 (see Lemma 5.40 [2]). Let Φ be a solution of equation (4.3) which has been
decomposed as a sum over primitive Fouriermode, as in (4.7). Then for any a ∈
 
Z2≥0

prim
,
Φ˜a is a solution of the Maurer-Cartan equation in A˜0, up to higher order in ħh , namely
{Φ˜a , Φ˜a ′}∼ ∈W−∞2 (A˜0,EndE ⊕TM )wkma+k
′ma ′ and dW Φ˜a ∈W−∞2 (A˜0,EndE ⊕TM )wkma
for some k ,k ′ ≥ 1.
Proof. Recall that Φ is a solution of Maurer-Cartan dW Φ+ {Φ,Φ}∼ = 0, hence its pullback
̟∗(Φ) is such that
∑
a∈
 
Z
2
≥0

prim
dW Φ˜a +
∑
a ,a ′∈
 
Z
2
≥0

prim
{Φ˜a , Φ˜a ′}∼ = 0. Looking at the bracket
there are two possibilities: first of all, if a 6= a ′ then {Φ˜a , Φ˜a ′}∼ is proportional to δma ∧
δma ′w
km+k ′m ′ . Since Pma ∩ Pm ′a ∩ A˜ = ∅ then δma ∧ δma ′ ∈ W−∞2 (A˜0), indeed writing
δma ∧δma ′ in polar coordinates it is a 2-form with coefficient a Gaussian function in two
variables centred in m0 6∈ A˜0. Hence it is bounded by e −
cV
ħh in the open subset V ⊂ A˜0.
Secondly, if a = a ′ then by definition {Φ˜a , Φ˜a }∼ = 0. Finally, by the fact that dW Φ˜a =
−
∑
a ′,a ′′{Φ˜a ′ , Φ˜a ′′}∼ it follows that dW Φ˜a ∈W−∞2 (A˜0)wkma for some k ≥ 1.
Now recall that the homotopy operator we have defined in Section 3 gives a gauge fix-
ing condition, hence for every a ∈
 
Z2≥0

prim
there exists a unique gauge ϕa such that
e ϕa ∗ 0 = Φ˜a and p (ϕa ) = 0. To be more precise we should consider p˜ ..=̟∗(p ) as gauge
fixing condition and similarly ι˜ ..=̟∗(ι) and H˜ ..=̟∗(H ) as homotopy operator, however if
we consider affine coordinates on A˜, these operators are equal to p , ι and H respectively.
In addition in affine coordinates on A˜ the solution Φ˜a is also equal to Φa . Therefore in
the following computations we will always use the original operators and the affine co-
ordinates on A˜. We compute the asymptotic behaviour of the gauge ϕa in the following
theorem:
Theorem 4.16. Letϕa ∈Ω0(A˜0,EndE ⊕TM ) be the unique gauge such that p (ϕa ) = 0 and
e ϕa ∗0= Φ˜a . Then the asymptotic behaviour of ϕa is
ϕ(s )a ∈


∑
l
 
Bl ,bl ∂na

t swlma +
⊕
l≥1W
0
0 (A˜0,EndE ⊕TM )wlma on Hma ,+⊕
l≥1W
−∞
0 (A˜0,EndE ⊕TM )wlma on Hma ,−
for every s ≥ 0, where
 
Bl ,bl ∂na

wlma ∈ h˜.
Remark 4.17. Notice that, from Theorem 4.16 the gauge ϕa is asymptotically an element
of the dgLa h˜. Hence the saturated scattering diagram (see Definition 4.20) is strictly con-
tained in the mirror dgLaG (see Definition 2.9).
We first need the following lemma (for a proof see Lemma 5.27 [2]) which gives the
explicit asymptotic behaviour of each component of the Lie bracket {·, ·}∼:
Lemma 4.18. Let Pm and Pm ′ be two rays onU such that Pma ∩Pma ′ = {m0}.
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If (Awm ,αwm∂n ) ∈W s0 (U ,EndE⊕TM )wm and (Bwm
′
,βwm
′
∂n ′) ∈W r0 (U ,EndE⊕TM )wm
′
,
then
H

{(Aδmwm ,αδmwm∂n ), (Bδm ′wm
′
,βδm ′w
m ′∂n ′)}♮

∈W s+r+1Pm+m ′ (U ,EndE ⊕TM )w
m+m ′
H

{(δmwm ,αδmwm∂n ), (Bδm ′wm
′
,βδm ′w
m ′∂n ′ )}♭

∈W s+rPm+m ′ (U ,EndE ⊕TM )w
m+m ′
H

{(Aδmwm ,αδmwm∂n ), (Bδm ′wm
′
,βδm ′w
m ′∂n ′)}♯

∈W s+rPm+m ′ (U ,EndE ⊕TM )w
m+m ′
H

{(Aδmwm ,αδmwm∂n ), (Bδm ′wm
′
,βδm ′w
m ′∂n ′)}⋆

∈W s+r−1Pm+m ′ (U ,EndE ⊕TM )w
m+m ′.
Remark4.19. ThehomotopyoperatorsH andH are different. However it is not a problem
because the operator H produce a solution of Maurer-Cartan and not of equation (4.3).1
Proof. [Theorem 4.16] First of all recall that for every s ≥ 0
(4.8) ϕ(s+1)a =−H
 
Φ˜a +
∑
k≥1
ad
k
ϕsa
k !
dW ϕ
s
a
!(s+1)
where H is the homotopy operator defined in (3.8) with the same choice of the path ̺ as
in (3.11). In addition as in the proof of Proposition 3.17,
(4.9) −H
 ∑
k≥1
ad
k
ϕsa
k !
dW ϕ
s
a
!(s+1)
∈
⊕
l≥1
W00 (A˜0,EndE ⊕TM )wlma
hence we are left to study the asymptotic ofH (Φ˜
(s+1)
a ). By definition Φ˜
(s+1)
a is the sum over
all k ≤ s -trees such that they have outgoing vertex with labelmT = lma for some l ≥ 1.
We claim the following:
(4.10) H (Φ˜(s+1)a ) ∈H (νT♮ ) +
⊕
l≥1
W r0 (A˜0,EndE ⊕TM )wlma
for every T ∈ LRTk ,0 such that tk ,T (Π¯, · · · , Π¯) has Fourier modemT = lma , for every k ≤ s
and for some r ≤ 0. Indeed if k = 1 the tree has only one root and there is nothing to prove
because there is no label. In particular
H (νT ) =H (Π¯
(s+1)) =H (Φ˜
(s+1)
(1,0)
+ Φ˜
(s+1)
(0,1)
)
and we will explicitly compute it below. Then at k ≥ 2, every tree can be considered as a
2-tree where the incoming edges are the roots of two sub-trees T1 and T2, not necessary in
LRT0, such that their outgoing vertices look like
νT1 = (Akδma ′w
kma ′ ,αkδma ′w
kma ′∂na ′ )∈
⊕
k≥1
W r
′
Pma ′
(A˜0,EndE ⊕TM )wkma ′
νT2 = (Bk ′′δma ′′w
k ′′ma ′′ ,βk ′′δma ′′w
k ′′ma ′′∂na ′′ ) ∈
⊕
k ′′≥1
W r
′′
Pma ′′
(A˜0,EndE ⊕TM )wk
′′ma ′′
1Recall that wewere looking for a solutionΦ ofMaurer-Cartan of the form Φ= Π¯+Ξ and since dW (Π¯) = 0, the
correction term Ξ is a solution of dW Ξ=− 12 {Φ,Φ}∼. At this point we have introduced the homotopy operator
H in order to compute Ξ and we got Ξ=− 12H({Φ,Φ}∼).
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where k ′ma ′+k ′′ma ′′ = lma . Thus it is enough to prove the claim for a 2-tree with ingoing
vertex νT1 and νT2 as above. If T ∈ LRT2, then νT = νT♮ +νT♭ +νT♯ +νT⋆ and we explicitly
compute H (νT♭ ),H (νT♯ ) andH (νT⋆ ).
H (νT♭ ) =−
1
2
H
 
H
 
{νT1 ,νT2}♭

=−1
2
H

H

{(Akδma ′wkma ′ ,αkδma ′wkma ′δna ′ ), (Bk ′′δma ′′wk
′′ma ′′ ,βk ′′δma ′′w
k ′′ma ′′∂na ′′ )}♭

=−1
2
iħhH (H

βk ′′n
q
2
∂
∂ xq
(Akδma ′′ )∧δma ′wkma ′+k
′′ma ′′ ,
βk ′′n
q
2 δma ′′ ∧
∂
∂ xq
 
αkδma ′

wkma ′+k
′′ma ′′∂n1

)
=
1
2
iħhH (
 ∫ uma
0
βk ′′n
q
2
∂ Ak
∂ xq
e −
s2
ħh
p
πħh
d s
!
δmaw
lma ,
 ∫ uma
0
βk ′′
∂ αk
∂ xq
n
q
2
e −
s2
ħh
p
πħh
d s
!
δmaw
kma ′+k ′′ma ′′∂na ′

)+
+
1
2
iħhH (
 ∫ uma
0
e −
s2
ħh
p
πħh
 
βk ′′n
q
2 Ak ,βk ′′n
q
2 ∂na ′
 2γq (s )
ħh
d s
!
δmaw
lma )
∈
⊕
l≥1
W r
′+r ′′−2
0 (A˜0)w
lma +W r
′+r ′′−1
0 (A˜0)w
lma
where we assume k ′ma ′ + k ′′ma ′′ = lma and in the last step we use Lemma 3.15 to com-
pute the asymptotic behaviour ofH (δma ).We denote by γ
q (s ) the coordinates um⊥a written
as functions of x q (s ). In particular, since Φ˜
(1)
(1,0)
∈⊕k1≥1W1Pm1 (A˜0,EndE ⊕TM )wk1m1 and
Φ˜
(1)
(0,1)
∈⊕k2≥1W1Pm2 (A˜0,EndE ⊕TM )wk2m2 , we haveH (Φ˜(2)(a1,a2)) ∈⊕l≥1W00wlma . The same
holds true forH (νT♯ ) by permuting A,α and B ,β .
Then we compute the behaviour ofH (νT⋆ ):
H (νT⋆ ) =−
1
2
H
 
H
 
{νT1 ,νT2}⋆

=H

H

{(Akδma ′wkma ′ ,αkδma ′wkma ′δna ′ ), (Bk ′′δma ′′wk
′′ma ′′ ,βk ′′δma ′′w
k ′′ma ′′∂na ′′ )}⋆

= iħhH (H
 
(αkn
q
1 Bk ′′Aq (φ)δma ′′ ∧δma ′ −n
q
2 βk ′′Aq (φ)Akδma ′ ∧δma ′′ , 0)

)
= iħhH
∫ uma
0
αkn
q
1 Bk ′′Aq (φ)
e −
s2
ħh
p
πħh
d s −
∫ uma
0
n
q
2 βk ′′Aq (φ)Ak
e −
s2
ħh
p
πħh
d s

δmaw
lma , 0

∈
⊕
l≥1
W r
′+r ′′−2
Pma
(A˜0)w
lma
wherewedenote byma theprimitive vector such that for some l ≥ 1 lma = k ′ma ′+k ′′ma ′′ .
Finally let us compute H (νT♮ ): at k = 1 there is only a 1-tree, hence H (νT♮ ) = H (Φ˜
(s+1)
(1,0)
+
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Φ˜
(s+1)
(0,1)
) and for all k1,k2 ≥ 1
H (Φ˜
(s+1)
(1,0)
) ∈ (As+1,k1 t s+1,as+1,k1t s+1∂n1)H (δm1wk1m1 ) +W0Pm1 (A˜0,EndE ⊕TM )w
k1m1
∈ (As+1,k1 t s+1,as+1,k1t s+1∂n1)wk1m1 +W−1Pm1 (A˜0EndE ⊕TM )w
k1m1
H (Φ˜
(s+1)
(0,1)
) ∈ (As+1,k2 t ,as+1,k2 t ∂n2 )H (δm2wk2m2) +W−1Pm2 (A˜0,EndE ⊕TM )w
k2m2
∈ (As+1,k2 t s+1,as+1,k2t s+1∂n2)wk2m2 +W−1Pm2 (A˜0,EndE ⊕TM )w
k2m2
Then every other k -tree (k ≤ s ) can be decomposed in two sub-trees T1 and T2 as above,
andwe can further assume T1,T2 ∈LRT0, because if either T1 or T2 contains at least a label
different from ♮ then byLemma4.18 their asymptotic behaviour is of higher order inħh . We
explicitly compute H (νT♮ ) at s = 1:
H (νT♮ ) =H (−
1
2
H
 
{Π¯(1), Π¯(1)}♮

)
=−1
2
H

H

{Π¯(1)1 , Π¯
(1)
2 }♮+ {Π¯
(1)
2 , Π¯
(1)
1 }♮

=−H

H
 
a1,k1A1,k2〈n1,k2m2〉−a1,k2A1,k1〈n2,k1m1〉+ [A1,k1 ,A1,k2],
a1,k1a1,k2∂〈n1,k2m2〉n2+〈n2,k1m1〉n1

t 2δm1 ∧δm2wk1m1+k2m2)

=−H

a1,k1A1,k2〈n1,k2m2〉−a1,k2A1,k1〈n2,k1m1〉+ [A1,k1 ,A1,k2],
a1,k1a1,k2∂〈n1,k2m2〉n2+〈n2,k1m1〉n1

t 2
 ∫ uma
0
e −
s2
ħh
p
ħhπ
d s
!
δmaw
lma

=−

a1,k1A1,k2〈n1,k2m2〉−a1,k2A1,k1〈n2,k1m1〉+ [A1,k1 ,A1,k2],
a1,k1a1,k2∂〈n1,k2m2〉n2+〈n2,k1m1〉n1

t 2H
  ∫ uma
0
e −
s2
ħh
p
ħhπ
d s
!
δmaw
lma
!
=−

a1,k1A1,k2〈n1,k2m2〉−a1,k2A1,k1〈n2,k1m1〉+ [A1,k1 ,A1,k2],
a1,k1a1,k2∂〈n1,k2m2〉n2+〈n2,k1m1〉n1

t 2wlmaHlma
  ∫ uma
0
e −
s2
ħh
p
ħhπ
d s
!
δma
!
Now
wlmaHlma
  ∫ uma
0
e −
s2
ħh
p
ħhπ
d s
!
δma
!
∈wlma +W00 (A˜0)wlma
Therefore the leading order term ofH (νT♮ )with labelsmT = lma = k1m1+k2m2 at s = 1 is 
a1,k1A1,k2〈n1,k2m2〉−a1,k1A1,k2〈n2,k1m1〉+[A1,k1 ,A1,k2 ],a1,k1a1,k2∂〈n1,k2m2〉n2+〈n2,k1m1〉n1

t 2wlma
At s ≥ 2, every other k -tree T (k ≤ s ) can be decomposed in two sub-trees, say T1 and T2
such that νT♮ =−H({νT1,♮ ,νT2,♮}♮) +
⊕
l≥1W
1
Pma
(A˜0)w
lma .
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Notice that the leading order term ofH

H({Π¯(1)1 , Π¯
(1)
2 }♮)

is the Lie bracket of
{(A1,k1wk1m1 ,a1,k1wk1m1∂n1), (A1,k2wk2m2 ,a1,k2wk2m2∂n2)}h˜
hence the leading order term ofH (νT♮ ) belongs to h˜.
Notice that at any order in the formal parameter t , there are only a finite number of
terms which contribute to the solution Φ in the sum (4.6), hence we define the setW(N )
as
(4.11) W(N ) ..= {a ∈
 
Z
2
≥0

prim
|lma =mT for some l ≥ 0and T ∈LRTkwith 1≤ jT ≤N }.
Definition 4.20 (ScatteringdiagramD∞). The orderN scattering diagramDN associated
to the solution Φ is
DN
..=

w1,w2
	
∪

wa =
 
ma ,Pma ,θa
	
a∈W(N )
where
• ma = a1m1+a2m2;
• Pma =m0+maR≥0
• log(θa ) is the leading order term of the unique gaugeϕa , as computed in Theorem
(4.16).
The scattering diagramD∞ ..= lim−→N DN .
4.3. Consistency ofD∞. We are left to prove consistency of the scattering diagramD∞
associated to the solution Φ. In order to do that we are going to use a monodromy argu-
ment (the same approach was used in [2]).
Let us define the following regions
A˜ ..= {(r,ϑ)|ϑ0 −ε0+2π<ϑ <ϑ0+2π}(4.12)
A˜−2π ..= {(r,ϑ)|ϑ0 −ε0 <ϑ <ϑ0}.(4.13)
for small enough ε0 > 0, such that A˜−2π is away from all possible walls inD∞.
Theorem 4.21. LetD∞ be the scattering diagram defined in (4.20). Then it is consistent,
i.e. ΘD∞,γ = Id for any closed path γ embedded inU \ {m0}, which intersectsD∞ generi-
cally.
Proof. It is enough to prove thatDN is consistent for any fixedN > 0. First of all recall that
Θγ,DN =
∏γ
a∈W(N )θa . Then let us prove that the following identity
(4.14)
γ∏
a∈W(N )
e ϕa ∗0=
∑
a∈W(N )
Φ˜a
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holds true. Indeed
 
e ϕa ∗ e ϕa ′

∗0= e ϕa ∗
 
Φ˜a ′

= Φ˜a ′ −
∑
k
ad
k
ϕa
k !
 
dW ϕa + {ϕa , Φ˜a ′}∼

.
For degree reason {ϕa , Φ˜a ′}∼ = 0 and by definition
−
∑
k
ad
k
ϕa
k !
 
dW ϕa

= e ϕa ∗0= Φ˜a .
Iterating the same procedure for more than two rays, we get the result.
Recall that if ϕ is the unique gauge such that p (ϕ) = 0 and e ϕ ∗ 0 = Φ, then e̟∗(ϕ) ∗ 0 =
̟∗(Φ) on A˜. Hence e̟
∗(ϕ) ∗ 0 =̟∗(Φ) =
∑
a∈W(N )̟
∗(Φa ) =
∑
a∈W(N ) Φ˜a and by equation
(4.14)
e̟
∗(ϕ) ∗0=
γ∏
a∈W(N )
e ϕa ∗0.
In particular, by uniqueness of the gauge, e̟
∗(ϕ) =
∏γ
a∈W(N ) e
ϕa . Since̟∗(ϕ) is defined
on allU , e̟
∗(ϕ) is monodromy free, i.e.
γ∏
a∈W(N )
e ϕa |A˜ =
γ∏
a∈W(N )
e ϕa |A˜−2π.
Notice that A˜−2π does not contain the support of ϕa ∀a ∈
 
Z2≥0

prim
, therefore
γ∏
a∈W(N )
e ϕa |A˜−2π =
γ∏
a∈W(N )
e 0 = Id.
5. RELATION WITH THE WALL-CROSSING FORMULAS IN COUPLED 2d -4d SYSTEMS
We are going to show how wall-crossing formulas in coupled 2d -4d systems, intro-
duced by Gaiotto, Moore and Nietzke in [8], can be interpreted in the framework we were
discussing before. Let us first recall the setting for the 2d -4d WCFs:
• let Γ be a lattice, whose elements are denoted by γ;
• define an antisymmetric bilinear form 〈·, ·〉D : Γ × Γ →Z, called the Dirac pairing;
• let Ω: Γ →Z be a homomorphism;
• denote by V a finite set of indices, V = {i , j ,k , · · · };
• define a Γ -torsor Γi , for every i ∈V . Elements of Γi are denoted by γi and the action
of Γ on Γi is γ+γi = γi +γ;
• define another Γ -torsor Γi j ..= Γi − Γ j whose elements are formal differences γi j ..=
γi −γ j up to equivalence, i.e. γi j = (γi +γ)− (γ j +γ) for every γ ∈ Γ . If i = j , then Γi i
is identify with Γ . The action of Γ on Γi j is γi j +γ= γ+γi j . Usually it is not possible
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to sum elements of Γi j and Γk l , for instance γi j +γk l is well defined only if j = k
and in this case it is an element of Γi l ;
• let Z : Γ → C be a homomorphism and define its extension as an additive map
Z : ∐i∈V Γi →C, such that Z (γ+γi ) = Z (γ) +Z (γi ). In particular, by additivity Z is
a map from ∐i , j∈VΓi j to C, namely Z (γi j ) = Z (γi )− Z (γ j ). The map Z is usually
called the central charge;
• let σ(a ,b ) be a twisting function defined whenever a + b is defined for a ,b ∈ Γ ⊔
∐i Γi ⊔∐i 6= j Γi j and valued in {±1}. Moreover it satisfies the following conditions:
(i) σ(a ,b + c )σ(b , c ) =σ(a ,b )σ(a + b , c )
(ii) σ(a ,b ) =σ(b ,a ) if both a + b and b +a are defined
(iii) σ(γ,γ′) = (−1)〈γ,γ′〉D ∀γ,γ′ ∈ Γ ;
(5.1)
• let Xa denote formal variables, for every a ∈ Γ ⊔∐i Γi ⊔∐i 6= j Γi j . There is a notion of
associative product:
XaXb
..=

σ(a ,b )Xa+b if the sum a + b is defined0 otherwise
The previous data fit well in the definition of a pointed groupoidG, as it is defined in [8].
In particularOb(G) =V⊔{o } andMor(G) =∐i , j∈Ob(G)Γi j , where the torsor Γi is identifywith
Γi o and elements of Γ are identify with ∐i Γi i . The composition of morphism is written as
a sum, and the formal variables Xa are elements of the groupoid ringC[G]. In this setting,
BPS rays are defined as
li j
..= Z (γi j )R>0
l ..= Z (γ)R>0
and they are decorated with automorphisms ofC[G][[t ]] respectively of type S and of type
K , defined as follows: let Xa ∈C[G], then
(5.2) Sµγi j (Xa )
..=
 
1−µ(γi j )t Xγi j

Xa
 
1+µ(γi j )t Xγi j

where µ: ∐i , j∈V Γi j →Z is a homomorphism;
(5.3) K ωγ (Xa )
..=
 
1−Xγt
−ω(γ,a )
Xa
whereω: Γ ×∐i∈V Γi →Z is a homomorphism such thatω(γ,γ′) =Ω(γ)〈γ,γ′〉D andω(γ,a +
b ) =ω(γ,a ) +ω(γ,b ) for a ,b ∈G.
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In particular under the previous assumption, the action of S
µ
γi j and K
ω
γ can be explicitly
computed on variables Xγ and Xγk as follows:
Sµγi j
: Xγ′ → Xγ′
Sµγi j
: Xγk →

Xγk if k 6= jXγ j −µ(γi j )t Xγi j Xγ j if k = j
K ωγ : Xγ′ → (1− t Xγ)−ω(γ,γ
′)Xγ′
K ωγ : Xγk → (1− t Xγ)−ω(γ,γk )Xγk
(5.4)
In order to interpret the automorphisms S and K as elements of exp(h˜) we are going
to introduce their infinitesimal generators. Let Der (C[G]) be the Lie algebra of the deriva-
tions ofC[G] and define:
(5.5) dγi j
..= adXγi j
where dγi j (Xa )
..=

Xγi j Xa −XaXγi j

, for every Xa ∈C[G];
(5.6) dγ
..=ω(γ, ·)Xγ
where dγ(Xa )
..=
 
ω(γ,a )XγXa

, for every Xa ∈C[G].
Definition 5.1. Let LΓ be the C[Γ ]- module generated by dγi j and dγ, for every i 6= j ∈ V ,
γ ∈ Γ .
For instance a generic element of LΓ is given by∑
i , j∈V
∑
l≥1
c
(γi j )
l
Xal dγi j +
∑
γ∈Γ
∑
l≥1
c
(γ)
l
Xal dγ
where c
(•)
l
Xal ∈C[Γ ].
Lemma 5.2. Let LΓ be the C[Γ ]-module defined above. Then, it is a Lie ring
2 with the the
Lie bracket [·, ·]Der(C[G]) induced byDer(C[G])3.
A proof of this Lemma is in appendix A.2.
We can now define the infinitesimal generators of S
µ
γi j and K
ω
γ as elements of LΓ : we
first define
(5.7) sγi j
..=−µ(γi j )t dγi j
2A Lie ring LΓ is an abelian group (L ,+)with a bilinear form [, ]: : L × L→ L such that
(1) [·, ·] is antisymmetric, i.e. [a ,b ] =−[b ,a ];
(2) [·, ·] satisfy the Jacobi identity.
3LΓ is not a Lie algebra overC[Γ ] because the bracket induced from Der(C[G]) is not C[Γ ]−linear.
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then exp(sγi j ) = S
µ
γi j , indeed
exp(sγi j )(Xa ) =
∑
k≥0
1
k !
skγi j
(Xa )
=
∑
k≥0
(−1)k
k !
t kµ(γi j )
k
ad
k
Xγi j
(Xa )
= Xa −µ(γi j )t adγi j (Xa ) +
1
2
t 2µ(γi j )
2
ad
2
γi j
(Xa ),
where adγi j (Xa ) = Xγi j Xa −XaXγi j . Hence
ad
2
γi j
(Xa ) =−2Xγi j XaXγi j − t 2Xγi j XaXγi j
and since γi j can not be composed with γi j + a + γi j , then ad
3
γi j
(Xa ) = 0. Moreover if
a ∈ Γ then adγi j Xa = 0, while if a = γok then ad2Xa = 0 and we recover the formulas (5.4).
Then we define
(5.8) kγ
..=
∑
l≥1
1
l
t l X (l−1)γ dγ
and we claim exp(kγ) = K
ω
γ , indeed
exp(kγ)(Xa ) =
∑
k≥0
1
k !
kkγ (Xa )
=
∑
k≥0
1
k !
 ∑
lk≥1
1
lk
t lk X lkγ ω(γ, ·)
 
· · ·
 ∑
l2≥1
t l2
1
l2
X l2γ ω(γ, ·)
 ∑
l1≥1
1
l1
t l1ω(γ,a )X l1γXa
!!
· · ·
!!
=
∑
k≥0
1
k !
 ∑
lk≥1
1
lk
t lk X lkγ ω(γ, ·)
 
· · ·
 ∑
l2≥1
∑
l1≥1
1
l1l2
t l1+l2ω(γ, l1γ+a )ω(γ,a )X
l2
γ X
l1
γ Xa
!
· · ·
!!
=
∑
k≥0
1
k !
 ∑
lk≥1
1
lk
t lk X lkγ ω(γ, ·)
 
· · ·
 ∑
l2≥1
∑
l1≥1
1
l1l2
t l1+l2ω(γ,a )ω(γ,a )X l2+l1γ Xa
!
· · ·
!!
=
∑
k≥0
1
k !
ω(γ+a )k
∑
l≥1
1
l
t l X lγ
k
Xa
= exp
 
−ω(γ,a ) log(1− t Xγ)

Xa .
From now on we are going to assume that Γ ∼= Z2 ∼= Λ. We distinguish between polyno-
mial inC[Γ ] and C[Λ] by writing Xγ for a variable inC[Γ ] andw
γ as a variable inC[Λ].
Remark5.3. Thegroup ringC[Γ ] is isomorphic toC[Λ] even if there twodifferent products:
on C[Γ ] the product is XγXγ′
..=σ(γ,γ′)Xγ+γ′ = (−1)〈γ,γ
′〉D Xγ+γ′ while the product in C[Λ] is
defined bywγwγ
′
=wγ+γ
′
. In particular the isomorphism depends on the choice ofσ.
Let us choose an element ei j ∈ Γi j for every i 6= j ∈ V and set ei i ..= 0 ∈ Γ for every
i ∈ V . Under this assumption LΓ turns out to be generated by dei j for all i 6= j ∈ V and
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by dγ for every γ ∈ Γ . Indeed every γi j ∈ Γi j can be written as ei j + γ for some γ ∈ Γ and
dγi j = dei j+γ = Xγdei j . Then, we define an additive map
m : ∐i , j∈V Γi j → Γ
m (γi j )
..= γi j − ei j
In particular, notice thatm (γi i ) = γi i − ei i = γi i , hence, since Γ =∐i Γi i ,m (Γ ) = Γ .
We now define a C[Γ ]-module in the Lie algebra h˜:
Definition 5.4. Define L˜ as the C[Λ]-module generated by l˜γi j
..=
 
Ei jw
m (γi j ), 0

for every
i 6= j ∈ V and l˜γ ..=

0,Ω(γ)wγ∂nγ

for every γ ∈ Γ , where Ei j ∈ gl(r ) is an elementary matrix
with all zeros and a 1 in position i j .
Lemma 5.5. The C[Λ]-module L˜ is a Lie ring with respect to the Lie bracket induced by h˜
(see Definition (2.12)).4
The proof of this Lemma is postponed in the appendix (see proof A.3) as well as the
proof of the following theorem (see proof A.4).
Theorem 5.6. Let
 
LΓ , [·, ·]Der(C[G])

and
 
L˜, [·, ·]h˜

be the C[Γ ]-modules defined before. As-
sumeω(γ,a ) =Ω(γ)〈a ,nγ〉, then there exists a homomorphism ofC[Γ ]-modules and of Lie
rings Υ : LΓ → L˜, which is defined as follows:
Υ (Xγdγi j )
..=wγ
 
−Ei jwm (γi j ), 0

,∀i 6= j ∈V ,∀γ ∈ Γ ;
Υ (Xγ′dγ)
..=wγ
′ 
0,Ω(γ)wγ∂nγ

,∀γ′,γ∈ Γ
(5.9)
Remark 5.7. The assumption on ω is compatible with its Definition (5.3), indeed by lin-
earity of the pairing 〈·, ·〉,
ω(γ,a + b ) =Ω(γ)〈a + b ,nγ〉=Ω(γ)〈a ,nγ〉+Ω(γ)〈b ,nγ〉=ω(γ,a ) +ω(γ,b ).
Moreover notice that by the assumption on ω, LΓ turns out to be the C[Γ ]-module gen-
erated by dei j for every i 6= j ∈ V and by dγ for every primitive γ ∈ Γ . Indeed if γ′ is not
primitive, then there exists a γ ∈ Γprim such that γ′ = kγ. Hence dkγ = ω(kγ, ·)X (k−1)γ Xγ =
C X (k−1)γdγ, whereC =
kΩ(kγ)
Ω(γ) . In particular, if γ,γ
′ are primitive vectors in Γ , thenω(γ,γ′) =
Ω(γ)〈γ′,nγ〉=Ω(γ)〈γ,γ′〉D .
Letusnowshowwhich is the correspondencebetweenWCFs in coupled2d -4d systems
and scattering diagrams which come from solutions of the Maurer-Cartan equation for
deformations of holomorphic pairs:
(1) to everyBPS ray la = Z (a )R>0weassociate a rayPa =m (a )R>0 if eitherµ(a ) 6=µ(a )′
orω(a , ·) 6=ω(a , ·)′. Conversely we associate a line Pa =m (a )R;
4L˜ is not a Lie sub-algebra of
t i l d e h because the Lie bracket is not C[Λ]−linear.
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(2) to the automorphism S
µ
γi j we associate an automorphism θS ∈ exp(h˜) such that
log(θS ) = Υ (sγi j ) =
 
−µ(γi j )t Ei jwm (γi j ), 0

;
(3) to the automorphism K ωγ we associate an automorphism θK ∈ exp(h˜) such that
log(θK ) = Υ (kγ) =

0,Ω(γ)
∑
l
1
l t
lwl γ∂nγ

.
Remark 5.8. Ifm (γi j ) =m (γi l +γl j ) then log(θS ) = Υ (sγi j ) = Υ (sγi l )Υ (sγl j ). Analogously if
m (γ′i j ) =m (γi j ) +kγ then log(θ
′
S ) = Υ (sγ′i j
) = t kΥ (sγi j ).
In the following examples we will show this correspondence in practice: we consider two
examples of WCFs computed in [8] and we construct the corresponding consistent scat-
tering diagram.
5.0.1. Example 1. Let V = {i , j ,k = l } and set γkk = γ ∈ Γ . Assume ω(γ,γi j ) = −1 and
µ(γi j ) = 1, then the wall-crossing formula (equation 2.39 in [8]) is
(5.10) K ωγ S
µ
γi j
= Sµ
′
γi j
S
µ′
γi j+γ
K ω
′
γ
with µ′(γi j ) = 1, µ′(γ+γi j ) =−1 andω′ =ω.
Since µ′(γi j ) = µ(γi j ) and ω′ = ω the initial scattering diagram has two lines. In addi-
tion, since −1 = ω(γ,γi j ) = Ω(γ)〈m (γi j ),nγ〉, we can assume Ω(γ) = 1, m (γi j ) = (1,0) and
γ= (0,1). Therefore the initial scattering diagram is
D=

wS =
 
mS =m (γi j ),PS ,θS

,wK =
 
mK = γ,PK ,θK
	
where logθS =
 
−t Ei jwm (γi j ), 0

and logθK =

0,
∑
l≥1
1
l t
lwl γ∂nγ

. Then the wall crossing
formula says that the complete scattering diagram D∞ has one more S-ray, PS+K = (γ+
m (γi j ))R≥0 and wall-crossing factor logθS+K =
 
t 2Ei jw
γ+m (γi j ), 0

.
0 θS
θK
θ −1
K
θ −1S
θS+K
FIGURE 6. The complete scattering diagram with K and S rays.
We can check thatD∞ is consistent (see Definition 2.4). In particular we need to prove
the following identity:
(5.11) θK ◦θS ◦θK −1 = θS ◦θS+K
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RHS= θS ◦θS+K
= exp(logθS ) ◦ exp(logθS+K )
= exp(logθS•BCH logθS+K )
= exp
 
logθS + logθS+K

LHS= θK ◦θS ◦θK −1
= exp(logθK •BCH logθS •BCH logθK −1 )
= exp

logθS +
∑
l≥1
1
l !
ad
l
logθK
logθS

= exp

logθS + [logθK , logθs ]+
∑
l≥2
1
l !
ad
l
logθK
logθS

= exp

logθS −

Ei j
∑
k≥1
1
k
wm (γi j )+kγ〈m (γi j ),nγ〉, 0

+
∑
l≥2
1
l !
ad
l
logθK
logθS

= exp

logθS +
 
t 2Ei jw
m (γi j )+γ, 0

+

Ei j
∑
k≥2
1
k
t k+1wm (γi j )+kγ, 0

+
∑
l≥2
1
l !
ad
l
logθK
logθS

.
We claim that
(5.12) −

Ei j
∑
k≥2
1
k
t k+1wm (γi j )+kγ, 0

=
∑
l≥2
1
l !
ad
l
logθK
logθS
and we compute it explicitly:
∑
l≥2
1
l !
ad
l
logθK
logθS =
∑
l≥2
1
l !
 
−t Ei j (−1)l
∑
k1,··· ,kl≥1
1
k1 · · ·kl
t k1+···+klw(k1+···+kl )γ+m (γi j ), 0
!
=−
∑
l≥2
(−1)l
l !
 
t Ei jw
m (γi j )
 ∑
k1,··· ,kl≥1
1
k1 · · ·kl
t k1+···+klw(k1+···+kl )γ
!
, 0
!
=−
∑
l≥2
(−1)l
l !
 
t Ei jw
m (γi j )
∑
k≥1
1
k
t kwkγ
l
, 0
!
=−
 
t Ei jw
m (γi j )
∑
l≥2
(−1)l
l !
∑
k≥1
1
k
t kwkγ
l
, 0
!
=−

t Ei jw
m (γi j )

exp

−
∑
k≥1
1
k
t kwkγ

+
∑
k≥1
1
k
t kwkγ−1

, 0

=−

t Ei jw
m (γi j )
 
1− twγ

+
∑
k≥1
1
k
t kwkγ−1

, 0

=−

t Ei jw
m (γi j )
∑
k≥2
1
k
t kwkγ, 0

.
(5.13)
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5.0.2. Example 2. Finally let us give a example with only S-rays: assume V = i = l , j = k ,
then the wall-crossing formula (equation (2.35) in [8]) is
(5.14) Sµγi j
Sµγi l
Sµγ j l
= Sµγ j l
Sµ
′
γi l
Sµγi j
with γi l
..= γi j +γ j l and µ
′(γi l ) =µ(γi l )−µ(γi j )µ(γ j l ). Let us further assume that µ(i l ) = 0,
then the associated initial scattering has two lines:
D=

w1 =
 
m1 =m (γi j ),P1 =m1+R,θS1

,w2 =

m2 =m (γ j k ),P2 =m2R,θS2
		
with
logθS1 =−
 
µ(γi j )t Ei jw
m (γi j ), 0

logθS2 =−
 
µ(γ j l )t E j lw
m (γ j l ), 0

.
0
θS1
θS2
θ −1S2
θ −1S1
θ ′S3
FIGURE 7. The complete scattering diagram with only S rays.
Its completion has one more ray P ′3 = (m1+m2)R≥0 decorated with the automorphism
θ ′3 such that
logθ ′3 =
 
µ(γi j )µ(γ j l )t
2Ei lw
m (γi l ), 0

.
Since the path order product involvesmatrix commutators, the consistency ofD∞ can
be easily verified.
Remark 5.9. In the latter example we assume µ(γi l ) = 0 in order to have an initial scat-
tering diagram with only two rays, as in our construction of solution of Maurer-Cartan
equation in Section 4. However the general formula can be computedwith the same rules,
by adding a wall w =
 
−(m1+m2), logθ3 =
 
−µ(γi l )t 2Ei lw(γi l )

, 0

to the initial scattering
diagram.
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APPENDIX A. COMPUTATIONS
We collect some proofs.
Lemma A.1 (Lemma 2.7).

h˜, [·, ·]∼

is a Lie algebra, where the bracket [·, ·]∼ is defined by:
[(A,∂n )z
m , (A′,∂n ′)z
m ′ ]∼ ..= ([A,A
′]glz
m+m ′+A′〈m ′,n〉zm+m ′−A〈m ,n ′〉zm+m ′ , [zm∂n , zm
′
∂n ′]h).
Proof. First of all the the bracket is antisymmetric:
[(A,∂n )z
m , (A′,∂n ′)z
m ′ ]∼ = ([A,A
′]glz
m+m ′ +A′〈m ′,n〉zm+m ′ −A〈m ,n ′〉zm+m ′ , [zm∂n , zm
′
∂n ′]h)
= (−[A′,A]glzm+m
′
+A′〈m ′,n〉zm+m ′ −A〈m ,n ′〉zm+m ′ ,−[zm ′∂n ′ , zm∂n ]h)
=−([A′,A]glzm+m
′
+A〈m ,n ′〉zm+m ′ −A′〈m ′,n〉zm+m ′, [zm ′∂n ′ , zm∂n ]h).
Moreover the Jacobi identity is satisfied:
[(A1,∂n1)z
m1 , (A2,∂n2)z
m2 ]∼, (A3,∂n3)z
m3

∼
=
 
[A1,A2]gl+A2〈m2,n1〉−A1〈m1,n2〉,∂〈m2,n1〉n2−〈m1,n2〉n1

zm1+m2 , (A3,∂n3)z
m3

∼
=

([A1,A2]gl+A2〈m2,n1〉−A1〈m1,n2〉),A3

gl
+A3〈m2,n1〉〈m3,n2〉−A3〈m1,n2〉〈m3,n1〉+
−
 
[A1,A2]+A2〈m2,n1〉−A1〈m1,n2〉

〈m1+m2,n3〉, (m1+m2+m3)⊥)

zm1+m2+m3
=

[[A1,A2]gl,A3]gl+ [A2,A3]gl〈m2,n1〉− 〈m1,n2〉[A1,A3]gl+
− [A1,A2]gl〈m1+m2,n3〉+A3〈m2,n1〉〈m3,n2〉+
−A3〈m1,n2〉〈m3,n1〉−A2〈m2,n1〉〈m1+m2,n3〉+
+A1〈m1,n2〉〈m1+m2,n3〉, (m1+m2+m3)⊥

zm1+m2+m3
Then by cyclic permutation we have
[(A2,∂n2)z
m2 , (A3,∂n3)z
m3]∼, (A1,∂n1)z
m1

∼ =
=

[A2,A3]gl,A1]

+ [A3,A1]gl〈m3,n2〉− 〈m2,n3〉[A2,A1]gl+
− [A2,A3]gl〈m3+m2,n1〉+A1〈m3,n2〉〈m1,n3〉+
−A1〈m2,n3〉〈m1,n2〉−A3〈m3,n2〉〈m2+m3,n1〉+
+A2〈m2,n3〉〈m2+m3,n1〉, (m1+m2+m3)⊥

zm1+m2+m3
and also 
[(A1,∂n3)z
m3 , (A1,∂n1)z
m1 ]∼, (A2,∂n2)z
m2

∼ =
=

[A3,A1]gl,A2]

+ [A1,A2]〈m1,n3〉− 〈m3,n1〉[A3,A2]gl+
− [A3,A1]gl〈m1+m3,n2〉+A2〈m1,n3〉〈m2,n1〉+
−A2〈m3,n1〉〈m2,n3〉−A1〈m1,n3〉〈m3+m1,n2〉+
+A3〈m3,n1〉〈m3 +m1,n2〉, (m1+m2+m3)⊥

zm1+m2+m3
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Since Jacobi identity holds for [·, ·]gl and [·, ·]h, we are left to check that the remaining terms
sum to zero. Indeed the coefficient of [A2,A3]gl is 〈n1,m2〉 − 〈n1,m2 +m3〉 − 〈n1,m3〉, and
it is zero. By permuting the indexes, the same hold true for the coefficients in front of the
other bracket [A1,A3]gl and [A2,A1]gl. In addition the coefficient of A3 is 〈m2,n1〉〈m3,n2〉−
〈m1,n2〉〈m3,n1〉 − 〈m3,n2〉〈m2,n1〉 − 〈m3,n2〉〈m3,n1〉+ 〈m3,n1〉〈m1,n2〉+ 〈m3,n1〉〈m3,n2〉
and it is zero. By permuting the indexes the same holds true for the coefficient in front of
A1 and A2.
Lemma A.2 (Lemma 5.2). Let LΓ be the C[Γ ]−module defined above. Then, it is a Lie ring
with the the Lie bracket [·, ·]Der(C[G]) induced byDer(C[G]).
Proof. It is enough to prove that LΓ is a Lie sub-algebra of Der(C[G]), i.e. it is closed under
[·, ·]Der(C[G]). By C-linearity it is enough to prove the following claims:
(1) [Xγdγi j ,Xγ′dγk l ] ∈ LΓ : indeed
[Xγdγi j ,Xγ′dγk l ] = Xγadγi j (X
′
γadγk l )−Xγ′adγk l (Xγadγi j )
= XγXγ′adγi j (adγk l )−Xγ′Xγadγk l (adγi j )
=σ(γi j ,γk l )XγXγ′adγi j+γk l −σ(γk l ,γi j )XγXγ′adγk l+γi j ;
(2) [Xγdγi j ,Xγ′dγ′′ ] ∈ LΓ :indeed for every Xa ∈C[G]
[Xγdγi j ,Xγ′dγ′′ ]Xa = Xγdγi j
 
Xγ′dγ′′Xa

−Xγ′dγ′′

Xγdγi j Xa

= Xγdγi j
 
Xγ′ω(γ
′′,a )Xγ′′Xa

−Xγ′dγ′′

XγXγi j Xa −XγXaXγi j

=ω(γ′′,a )Xγ

Xγi j Xγ′Xγ′′Xa −Xγ′Xγ′′XaXγi j

−Xγ′ω(γ′′,γ+γi j +a )Xγ′′XγXγi j Xa +Xγ′ω(γ′′,γ+a +γi j )Xγ′′XγXaXγi j
=
 
ω(γ′′,a )−ω(γ′′,γ+γi j )−ω(γ′′,a )

XγXγ′Xγ′′Xγi j Xa
−
 
ω(γ′′,a )−ω(γ′′,a )−ω(γ′′,γ+γi j )

XγXγ′Xγ′′XaXγi j
=−ω(γ′′,γ+γi j )XγXγ′Xγ′′dγi j (Xa );
(3) [Xγdγ′ ,Xγ′′dγ′′′ ]∈ L ;indeed for every Xa ∈C[G]
[Xγdγ′ ,Xγ′′dγ′′′ ]Xa = Xγdγ′
 
Xγ′′ω(γ
′′′,a )Xγ′′′Xa

−Xγ′′dγ′′′
 
ω(γ′,a )Xγ′Xa

=ω(γ′′′,a )ω(γ′,γ′′′+γ′′+a )XγXγ′Xγ′′Xγ′′′Xa+
−ω(γ′,a )ω(γ′′′,γ+γ′+a )Xγ′′Xγ′′′XγXγ′Xa
=
 
ω(γ′′′,a )
 
ω(γ′,a ) +ω(γ′,γ′′′+γ′′)

XγXγ′Xγ′′Xγ′′′Xa+
−
 
ω(γ′,a )
 
ω(γ′′′,a ) +ω(γ′′′,γ+γ′)

XγXγ′Xγ′′Xγ′′′Xa
=ω(γ′,γ′′′+γ′′)Xγ′Xγ′′Xγdγ′′′ (Xa )−ω(γ′′′,γ+γ′)Xγ′′′Xγ′′Xγdγ′ (Xa ).
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Lemma A.3 (Lemma 5.5). The C[Γ ]−module L˜ is a Lie ring with respect to the Lie bracket
induced by h˜.
Proof. As we have already comment in the proof of Lemma 5.2, since the bracket is in-
duced by the Lie bracket [·, ·]h˜, we are left to prove that L˜ is closed under [·, ·]h˜. In particular
by C-linearity it is enough to show the following:
(1) [wγ
 
Ei jw
m (γi j ), 0

,wγ
′  
Ek lw
m (γk l ), 0

]∈ L˜
(2) [wγ
 
Ei jw
m (γi j ), 0

,wγ
′ 
0,Ω(γ)wγ
′
∂nγ′

] ∈ L˜
(3) [wγ

0,Ω(γ)wγ
′
t ∂nγ′

,wγ
′′ 
0,Ω(γ′′′)wγ
′′′
∂nγ′′′

] ∈ L˜
and they are explicitly computed below:
(1) [wγ
 
Ei j tw
m (γi j ), 0

,wγ
′  
Ek l tw
m (γk l ), 0

] =

wγwγ
′
[Ei j ,Ek l ]gl(n )w
m (γi j )wm (γk l ), 0

(2) [wγ
 
Ei jw
m (γi j ), 0

,wγ
′′ 
0,Ω(γ)wγ
′
∂nγ′

] =

−Ei jΩ(γ′)〈γ+m (γi j ),nγ′〉wm (γi j )wγwγ
′′
wγ
′
, 0

(3) [wγ

0,Ω(γ)wγ
′
∂nγ′

,wγ
′′ 
0,Ω(γ′′′)wγ
′′′
∂nγ′′′

] =

0,Ω(γ)Ω(γ′′′)wγwγ
′
wγ
′′
wγ
′′′ ·
·

〈γ′′+γ′′′,nγ′〉∂nγ′′′ −〈γ+γ′,nγ′′′〉∂nγ′

.
Theorem A.4 (Theorem 5.6). Let
 
LΓ , [·, ·]Der(C[G])

and
 
L˜, [·, ·]h˜

be the C[Γ ]-modules de-
fined before. Assume ω(γ,a ) = Ω(γ)〈a ,nγ〉, then there exists a homomorphism of C[Γ ]-
modules and of Lie rings Υ : LΓ → L˜, which is defined as follows:
Υ (Xγdγi j )
..=wγ
 
Ei jw
m (γi j ), 0

,∀i 6= j ∈V ,∀γ ∈ Γ ;
Υ (Xγ′dγ)
..=wγ
′ 
0,Ω(γ)wγ∂nγ

,∀γ′,γ∈ Γ .
(A.1)
Proof. We have to prove that Υ preserves the Lie-bracket, i.e. that for every l1, l2 ∈ L , then
Υ
 
[l1, l2]LΓ

= [Υ (l1),Υ (l2)]L˜. In particular, byC-linearity it is enough to prove the following
identities:
(1)Υ

Xγdγi j ,Xγ′dγk l

LΓ

=

Υ (Xγdγi j ),Υ (Xγ′dγk l )

L˜
(2)Υ

Xγdγi j ,Xγ′dγ′′

LΓ

=

Υ (Xγdγ′ ),Υ (Xγ′′dγk l )

L˜
(3)Υ

Xγdγ′ ,Xγ′′dγ′′′

LΓ

=

Υ (Xγdγ′ ),Υ (Xγ′′dγ′′′ )

L˜
.
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The identity (1) is proved below:
LHS= Υ

XγXγ′σ(γi j ,γk l )adγi j+γk l −XγXγ′σ(γk l ,γi j )adγk l+γi j

=wγwγ
′  
Ei j Ek lw
m (γi j )wm (γk l )− Ek l Ei jwm (γk l )wm (γi j ), 0

=

wγwγ
′
[Ei jw
m (γi j ),Ek lw
m (γk l )], 0

RHS=
 
wγEi jw
m (γi j ), 0

,

wγ
′
Ek lw
m (γk l ), 0

h˜
=

wγwγ
′
[Ei jw
m (γi j ),Ek lw
m (γk l )]gl(n ), 0

=

wγwγ
′
[Ei jw
m (γi j ),Ek lw
m (γk l )], 0

.
Then the second identity can be proved as follows:
LHS= Υ

ω(γ′′,γ+γi j )Xγ+γ′+γ′′dγi j

=−ω(γ′′,γ+γi j )wγwγ
′
wγ
′′  
Ei jw
m (γi j ), 0

RHS=
 
wγEi jw
m (γi j ), 0

,

0,wγ
′
Ω(γ′′)wγ
′′
∂nγ′′

h˜
=−

wγwγ
′
Ei jΩ(γ
′′)〈m (γi j ) +γ,nγ′′〉wm (γi j )wγ
′′
, 0

.
Finally the third identity is proved below:
LHS= Υ
 
ω(γ′,γ′′+γ′′′)XγXγ′′Xγ′′′dγ′′′ −ω(γ′′′,γ+γ′)Xγ′′′Xγ′′Xγdγ′

=

0,ω(γ′,γ′′+γ′′′)wγwγ
′
wγ
′′
Ω(γ′′′)wγ
′′′
∂nγ′′′ −ω(γ′′′,γ+γ′)wγ
′′′
wγ
′′
wγΩ(γ′)wγ
′
∂nγ′

RHS=

0,wγΩ(γ′)wγ
′
∂nγ′

,

0,wγ
′′
Ω(γ′′′)wγ
′′′
∂nγ′′′

h˜
=

0,Ω(γ′)Ω(γ′′′)

wγwγ
′
∂nγ′ ,w
γ′′wγ
′′′
∂nγ′′′

h˜

=

0,Ω(γ′)Ω(γ′′′)wγwγ
′
wγ
′′
wγ
′′′ 〈γ′′+γ′′′,nγ′〉∂nγ′′′ −〈γ+γ′,nγ′′′〉∂nγ′  .
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