In this paper we investigate the admissibility of linear estimators in the multivariate linear model with respect to inequality constraints under matrix loss function. The necessary and sufficient conditions for a linear estimator to be admissible in the class of homogeneous linear estimators and the class of inhomogeneous linear estimators are obtained, respectively.
Introduction
We consider the following multivariate linear model:
where Y is an n × q matrix of observable random variables, X is an n × p known design matrix, ε is the usual column-stacking vector of n × q error matrix ε, V is an n × n known nonnegative definite matrix, and U ⊗ V stands for the Kronecker product of matrices U and V . The unknown parameter ( , U) varies in T which is a subset of the Cartesian product R p×q × V, where R p×q is the set of all p × q matrices and V is the set of all non-negative definite q × q matrices. We denote the model by (Y, X , U|( , U) ∈ T ).
When T = R p×q × V, i.e., ( , U) is unconstrained, the admissibility of linear estimators has been studied systematically, see [1] [2] [3] [4] [5] [6] [7] [8] . Recently, much attention is focused on the cases where the parameter space is restricted, especially when the constraints are inequality constraints. For examples, Lu and Shi [9] , Wu and Chen [10] investigated the properties of admissible linear estimators in univariate linear models with respect to inequality constraints. Wu [11] lately studied multivariate linear models with respect to the following constraints
where R i is a given p × q matrix, and characterized admissibility of linear estimators under quadratic loss function. As we know, besides this kind of loss function, another important form is matrix loss function, which was originally proposed by Rao [1] . Much work has been done on the admissibility of linear estimators under matrix loss function subsequently, see Wu [6] , Noda et al. [7] , Wu and Noda [8] and so on. In this paper, we just consider admissibility of linear estimators in model (1.1) with respect to the inequality constraints (1.2) under matrix loss function. Let F be a known s × p matrix, a matrix linear function F of the unknown parameter is said to be estimable if there exists a matrix linear unbiased estimator AY of F where A is an s × n known matrix. An estimable linear function F is necessarily expressed as SX with a known s × n matrix S. Let D(Y ) be an estimator of estimable function SX , the matrix loss function is defined by
and its risk function is denoted by
holds for all ( , U) ∈ T and the left-hand side is not a zero matrix for some
We concern ourselves with two classes of linear estimators, i.e., homogeneous linear estimators and inhomogeneous linear estimators, denoted, respectively, by
The paper is organized as follows. In Section 2 we obtain the necessary and sufficient conditions for AY to be admissible for SX in LH . In Section 3 we establish the necessary and sufficient conditions for AY + A 0 to be admissible for SX in LI .
Admissibility of homogeneous linear estimators
In this section, denote T = {( , U)| ∈ C, U ∈ V}, where C = { : trR i 0, ∃i = 1, . . . , d, d 1}, and C * = { : tr 0 ∀ ∈ C} is the dual cone of C. 
Lemma 2.
Suppose that A is an n × n positive definite matrix and B is an n × n symmetric matrix, then there exists a real number λ > 0, such that A λB.
Remark 2.
Note that A and B can be diagonalized simultaneously, the proof is easy to be completed.
Lemma 3. Consider the restricted multivariate linear model (Y, X , U|( , U) ∈ T ), it follows that α AY is an admissible homogeneous linear estimator of α SX on T if and only if
where α ∈ R s .
Remark 3.
Note that α is a column vector, when the matrix loss function is equivalent to the quadratic one, we can get Lemma 3 by Theorem 5 in [11] .
Theorem 1. In the restricted multivariate linear model (Y, X , U|( , U) ∈ T ), if AY
LH ∼ SX (T ), then the following conditions are satisfied:
does not hold for any λ > 0 when AX / = SX.
Proof. By Lemma 1, (a) is satisfied obviously. (b) By contradiction, suppose that AX / = SX and there is
which follows that 
Hence AY is better than AY , which contradict AY 
for the sake of convenience, then there are s × s matrices P 1 and Q 1 , such that P = P 1 P 1 and Q = Q 1 Q 1 . From these, we get
Further, there exists an s × s matrix F such that Q 1 = P 1 F , which gives
By Lemma 2, there is a number λ > 0 such that I − λF F 0, which implies P − λQ 0, this contradicts the assumption. which is a contradiction to the assumption. Together with condition (a), (2.1), (2.2) and Lemma 3, it follows that α AY is an admissible homogeneous linear estimator of α SX on T .
Now suppose MX B is as good as AY , then for all (U, ) ∈ T we have R(MX B, SX ) R(AY, SX ), i.e., trU · MW M + (MX − SX) (MX − SX)
3)
It then follows that
Since α AY is admissible, we have the equality in (2.4). Taking = 0, we get
which implies that for all ∈ C,
Similarly to the proof of Theorem 1, we can show that for all θ ∈ R p ,
which yields
Combining (2.5) and (2.6), we have
Below, we will show that (2.8) does not hold.
In fact, suppose by contradiction that (2.8) holds, take
is an s × s invertible matrix. By multiplying D left and D right to both sides of (2.3), then for all (U, ) ∈ T ,
where Consequently,
From this, we have 2AV A − AV S − SV A − 2(A − S)W (A − S)
0, which contradicts the assumption. Then similarly to the above derivation, from (2.7) we can get AX − SX = MX − SX, which means
Further, we have
It follows from (2.10) and (2.11) that the equality in (2.3) holds for all (U, ) ∈ T , which yields
Remark 5. The best linear unbiased estimator of SXB is SX(X D
It is easy to show that AV = AW and AX = SX, which follows that AY is admissible in LH .
Admissibility of inhomogeneous linear estimators
In this section, the notations T , C, C * and W are the same as that in Section 2. 
Lemma 4. In the restricted multivariate linear model (Y, X , U|( , U) ∈ T ), suppose that

Lemma 5. Consider the restricted multivariate linear model (Y, X , U|( , U) ∈ T ). It follows that AY + A 0 is an admissible inhomogeneous linear estimator of SX on T under quadratic loss function if and only if
Remark 7. Lemma 5 is equivalent to Theorem 8 in [11] . Moreover, note that C * = {−λR i : λ 0}, it's easy to show that the conditions stated in Lemma 5(b) can be replaced by 
Theorem 3. In the multivariate linear model (Y, X , U|( , U) ∈ T ), if AY
Note that
It follows that, for λ sufficiently small, we have for all ( , U) ∈ T ,
Consequently, α AY + α A 0 is not admissible for α SX on T , which contradict AY + A 0
On the other hand, if there is a number λ > 0, such that 2AV 
