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ABSTRACT
We present new measurements of cosmic infrared background (CIB) anisotropies using Planck. Combining HFI data with IRAS, the angular
auto- and cross-frequency power spectrum is measured from 143 to 3000 GHz, and the auto-bispectrum from 217 to 545 GHz. The total areas
used to compute the CIB power spectrum and bispectrum are about 2240 and 4400 deg2, respectively. After careful removal of the contaminants
(cosmic microwave background anisotropies, Galactic dust and Sunyaev-Zeldovich emission), and a complete study of systematics, the CIB power
spectrum is measured with unprecedented signal to noise ratio from angular multipoles ` ∼ 150 to 2500. The bispectrum due to the clustering of
dusty, star-forming galaxies is measured from ` ∼ 130 to 1100, with a total signal to noise ratio of around 6, 19, and 29 at 217, 353, and 545 GHz,
respectively. Two approaches are developed for modelling CIB power spectrum anisotropies. The first approach takes advantage of the unique
measurements by Planck at large angular scales, and models only the linear part of the power spectrum, with a mean bias of dark matter halos
hosting dusty galaxies at a given redshift weighted by their contribution to the emissivities. The second approach is based on a model that associates
star-forming galaxies with dark matter halos and their subhalos, using a parametrized relation between the dust-processed infrared luminosity and
(sub-)halo mass. The two approaches simultaneously fit all auto- and cross- power spectra very well. We find that the star formation history is
well constrained up to redshifts around 2, and agrees with recent estimates of the obscured star-formation density using Spitzer and Herschel.
However, at higher redshift, the accuracy of the star formation history measurement is strongly degraded by the uncertainty in the spectral energy
distribution of CIB galaxies. We also find that the mean halo mass which is most efficient at hosting star formation is log(Meff/M) = 12.6 and that
CIB galaxies have warmer temperatures as redshift increases. The CIB bispectrum is steeper than that expected from the power spectrum, although
well fitted by a power law; this gives some information about the contribution of massive halos to the CIB bispectrum. Finally, we show that the
same halo occupation distribution can fit all power spectra simultaneously. The precise measurements enabled by Planck pose new challenges for
the modelling of CIB anisotropies, indicating the power of using CIB anisotropies to understand the process of galaxy formation.
Key words. Cosmology: observations – Galaxies: star formation – Cosmology: large-scale structure of Universe – Infrared: diffuse background
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1. Introduction
This paper, one of a set associated with the 2013 release of
data from the Planck1 mission (Planck Collaboration I 2013),
describes new measurements of the cosmic infrared background
(CIB) anisotropy power spectrum and bispectrum, and their use
in constraining the cosmic evolution of the star formation den-
sity and the luminous-dark matter bias.
The relic emission from galaxies formed throughout cosmic
history appears as a diffuse, cosmological background. The CIB
is the far-infrared part of this emission and it contains about half
of its total energy (Dole et al. 2006). Produced by the stellar-
heated dust within galaxies, the CIB carries a wealth of in-
formation about the process of star formation. Because dusty,
star-forming galaxies at high redshift are extremely difficult to
detect individually (e.g., Blain et al. 1998; Lagache et al. 2003;
Dole et al. 2004; Fernandez-Conde et al. 2008; Nguyen et al.
2010), the CIB represents an exceptional tool for studying these
objects and for tracing their overall distribution (Knox et al.
2001). The anisotropies detected in this background light trace
the large-scale distribution of star-forming galaxies and, to some
extent, the underlying distribution of the dark matter halos in
which galaxies reside. The CIB is thus a direct probe of the inter-
play between baryons and dark matter throughout cosmic time.
The CIB has a redshift depth which complements current
optical or near infrared measurements. This characteristic can
be used to explore the early build-up and evolution of galaxies,
one of the biggest frontiers in cosmology. Indeed the hope is
to be able to use CIB anisotropies to improve our understand-
ing of early gas accretion and star formation, and to assess the
impact of galaxies on reionization. As dusty star-forming galax-
ies start to be found up to very high redshift (e.g., z = 6.34,
Riechers et al. 2013), this objective may be reachable, even if
quantifying the z. 5 − 6 contribution to CIB anisotropy mea-
surements to isolate the high-redshift part will be very chal-
lenging. As a start, CIB anisotropies can be used to measure
the cosmic evolution of the star formation rate density (SFRD)
up to z'6. Quantifying the SFRD at high redshift (z > 2.5) is
a challenging endeavour. Currently, most of the measurements
rely on the UV light emerging from the high-redshift galaxies
themselves (e.g., Bouwens et al. 2009; Cucciati et al. 2012). To
estimate their contribution to the total SFRD one needs to ap-
ply the proper conversion between the observed UV rest-frame
luminosity and the ongoing SFR. This conversion factor de-
pends on the physical properties of the stellar population (ini-
tial mass function, metallicities and ages) and on the amount
of dust extinction, and is thus rather uncertain. Despite the
significant amount of effort aimed at better understanding the
UV-continuum slope distribution at high redshift, this remains
one of the main limitation to SFRD measurements. The uncer-
tainty on this conversion sometimes leads to significant revision
of the SFRD (e.g., Behroozi et al. 2012; Bouwens et al. 2012;
Castellano et al. 2012). Remarkably, the estimates are now rou-
tinely made up to z ∼ 8 (e.g., Oesch et al. 2012a), and have
even been pushed up to z ∼ 10 (Oesch et al. 2012b). One of the
key questions, is how to quantify the contribution of the dusty,
? Corresponding author: G. Lagache guilaine.lagache@ias.
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1 Planck (http://www.esa.int/Planck) is a project of the
European Space Agency (ESA) with instruments provided by two sci-
entific consortia funded by ESA member states (in particular the lead
countries France and Italy), with contributions from NASA (USA) and
telescope reflectors provided by a collaboration between ESA and a sci-
entific consortium led and funded by Denmark.
star-forming galaxies to the SFRD at high redshift. Since it is
mostly impossible to account for this contribution on the basis
of optical/near-IR surveys, the best approach is to use the dusty
galaxy luminosity function measurements. However, such mea-
surements at high redshift are challenging with the current data,
and this is where the CIB anisotropies, with their unmatched red-
shift depth, come into play. The SFRD from dusty, star-forming
galaxies can be determined from their mean emissivity per co-
moving unit volume, as derived from CIB anisotropy modelling.
The way galaxies populate dark matter halos is another in-
gredient that enters into the CIB anisotropy modelling. In par-
ticular, the galaxy bias — the relationship between the spatial
distribution of galaxies and the underlying dark matter density
field — is a result of the varied physics of galaxy formation
which can cause the spatial distribution of visible baryons to dif-
fer from that of dark matter. If galaxy formation is mainly deter-
mined by local physical processes (such as hydrodynamics), the
galaxy bias is then approximately constant on large scales (Coles
1993), and the galaxy density fluctuations are thus proportional
to those of the dark matter. The proportionality coefficient here
is usually called as the linear bias factor, b. Its dependence on
the luminosity, morphology, mass, and redshift of galaxies pro-
vides important clues to how galaxies are formed. However, the
linear biasing parameter is at best a crude approximation, since
the true bias is likely to be nontrivial, i.e., non-linear and scale
dependent, especially at high redshift. At high redshift, the bi-
asing becomes more pronounced, as predicted by theory (e.g.,
Kaiser 1986; Mo & White 1996; Wechsler et al. 1998), and con-
firmed by the strong clustering of dusty star-forming galaxies
(e.g., Steidel et al. 1998; Blain et al. 2004; Cooray et al. 2010).
CIB anisotropies can be used to constrain the biasing scheme for
dusty star-forming galaxies, which is crucial for understanding
the process and history of galaxy formation.
However, measuring the CIB anisotropies is not easy. First,
the instrument systematics, pipeline transfer function and beams
have to be very well understood and measured. One can take ad-
vantage of recent experiments such as Hershel and Planck, for
which diffuse emission is measured with better accuracy than
their IRAS and Spitzer predecessors. Second, extracting the CIB
requires a very accurate component separation. Galactic dust,
CMB anisotropies, emission from galaxy clusters through the
thermal Sunyaev Zeldovich (tSZ) effect, and point sources all
have a part to play. In clean regions of the sky, Galactic dust
dominates for multipoles . 200. This has a steep power spec-
trum (with a slope of about −2.8) and exhibits spatial tempera-
ture variations, and thus spectral energy distribution (SED) spa-
tial variations. Distinguishing Galactic from extragalactic dust
is very difficult, as their SEDs are quite similar, and both their
spatial and spectral variations do not exhibit any particular fea-
tures. Currently, the best approach is to rely on a Galactic tem-
plate; taking another frequency is not recommended as CIB
anisotropies also contribute. Taking a gas tracer as a spatial tem-
plate is the best one can do, even if it has the drawback of not
tracing the dust in all interstellar medium phases. The CMB
is very problematic at low frequency, since its power spectrum
is about 5000 and 500 times higher at ` = 100 than the CIB
at 143 and 217 GHz, respectively. For Planck at 217 GHz the
CMB dominates the CIB for all `; at 353 GHz it dominates for
` < 1000; and at 545 GHz its power is 25 times lower at ` = 100
than the CIB. Any CMB template (taken from low-frequency
data or from complex component separation algorithms) will be
contaminated by residual foreground emission that will have to
be corrected for. At Planck frequencies ν > 200 GHz the tSZ
effect can be safely ignored, being close to zero at 217 GHz and
Planck Collaboration: CIB anisotropies with Planck
100 times below the CIB power spectrum at 353 GHz. However
tSZ contamination can come from the use of a CMB template
that contains residual tSZ power. At 100 GHz, based on the tSZ
power spectrum measured in Planck Collaboration XXI (2013)
and the CIB model developed in Planck Collaboration XVIII
(2011), we estimate the tSZ power spectrum to be 10 times
higher than the CIB. The correction of any tSZ contamination
will be made difficult by the intrinsic correlation between the
CIB and tSZ signals (Addison et al. 2012; Reichardt et al. 2012).
Finally, as bright point sources will put extra power at all scales
in the power spectrum, point sources need to be carefully masked
up to a well-controlled flux density level. This step is compli-
cated by the extragalactic source confusion that limits the depth
of source detection for current far-infrared and submillimetre
space missions.
The pioneering studies in CIB anisotropy measurement
with Herschel-SPIRE (Amblard et al. 2011) and Planck-
HFI (Planck Collaboration XVIII 2011) are now extended in
Viero et al. (2013b) for the former, and in this paper for the latter.
The new Planck measurements benefit from larger areas, lower
instrument systematics, and better component separation. They
are not limited to auto-power spectra but also include frequency
cross-spectra, from 143 to 857 GHz (and 3000 GHz with IRAS),
and extend to bispectra at 217, 353 and 857 GHz. These more
accurate measurements pose new challenges for the modelling
of CIB anisotropies.
Our paper is organized as follows. We present in Sect. 2
the data we are using and the field selection. Section 3 is ded-
icated to the removal of the background CMB and foreground
Galactic dust. We detail in Sect. 4 how we estimate the power
spectrum and bispectrum of the residual maps, and their bias
and errors. In the same section, results on CIB power spectra
and bispectra are presented. In Sect. 5, we describe our mod-
elling and show the constraints obtained on the SFRD, and the
clustering of high-redshift, dusty galaxies. In Sect. 6, we discuss
the 143 GHz anisotropies, the frequency decoherence, the com-
parison of our measurements with previous determinations, the
SFRD constraints, and the CIB non-Gaussianity. We conclude in
Sect. 7. The appendices give some details about the Hi data used
to remove Galactic dust (Appendix A), the CIB anisotropy mod-
elling (Appendices B and C), and also present the power spectra
and bispectra tables (Appendix D).
Throughout the paper, we adopt the standard ΛCDM
cosmological model as our fiducial background cos-
mology, with parameter values derived from the best-fit
model of the CMB power spectrum measured by Planck
(Planck Collaboration XVI 2013): {Ωm,ΩΛ,Ωbh2, σ8, h, ns} =
{0.3175, 0.6825, 0.022068, 0.8344, 0.6711, 0.9624}. We also
adopt a Salpeter initial mass function (IMF).
2. Data sets and fields
2.1. Planck HFI data
We used Planck channel maps from the six HFI frequencies:
100, 143, 217, 353, 545, and 857 GHz. These are Nside =
2048 HEALPix2 maps (Go´rski et al. 2005), corresponding to
a pixel size of 1.72′. We made use of the first public re-
lease of HFI data that corresponds to temperature obser-
vations for the nominal Planck mission. The characteristics
of the maps and how they were created are described in
detail in the two HFI data processing and calibration pa-
pers (Planck Collaboration VI 2013; Planck Collaboration VIII
2 http://healpix.sf.net
2013)). At 857, 545, and 353 GHz, we use the zodiacal light
subtracted maps (Planck Collaboration XIV 2013). Some rele-
vant numbers for the CIB analysis are given in Table 1.
Maps are given in units either of MJy sr−1 (with the photo-
metric convention νIν=constant3) or KCMB, the conversion be-
tween the two can be exactly computed knowing the bandpass
filters. The mean coefficients used to convert frequency maps
in KCMB units to MJy sr−1 are computed using noise-weighted
band-average spectral transmissions. The mean conversion fac-
tors are given in Table 1. The map-making routines do not av-
erage individual detector maps, but instead combine individual
detector data, weighted by the noise estimate, to produce single-
frequency channel maps. As portions of the sky are integrated for
different times by different detectors, the relative contribution of
a given detector to a channel-average map varies for different
map pixels. The effects of this change on the channel-average
transmission spectra is very small, being of the order of 0.05 %
for the nominal survey coverage (Planck Collaboration IX 2013;
Planck Collaboration ES 2013).
As in Planck Collaboration XVIII (2011), the instrument
noise power spectrum on the small extragalactic fields (see
Sect. 2.3) is estimated with the jack-knife difference maps,
which are built using the first and second halves of each point-
ing period (a half-pointing period is of the order of 20 minutes).
The half-ring maps give an estimate of the noise that is biased
low (by a couple of percent) due to small correlations induced
by the way the timelines have been deglitched. However, as dis-
cussed in Planck Collaboration VI (2013), the bias is significant
only at very high multipoles. As we stop our CIB power spec-
tra measurements at ` = 3000, we can safely ignore this bias.
For the larger GASS field (see Table 2), we directly compute the
cross-spectra between the two half-maps to get rid of the noise
(assuming that the noise is uncorrelated between the two half-
maps).
The effective beam window functions, b`, are determined
from planet observations, folding in the Planck scanning strat-
egy, as described in Planck Collaboration VII (2013). Because
of the non-circular beam shape, the detector combinations, and
the Planck scanning strategy, the effective b`(ν) of each channel
map applicable to the smallest patches considered here varies
across the sky. These variations are, however, less than 1% at
` = 2000 and average out when considering many different
patches, or larger sky areas. We will therefore ignore them and
consider a single b`(ν) for each frequency channel. Because of
their experimental determination, the b`(ν) are still affected by
systematic uncertainties, which can be represented by a small
set of orthogonal eigen-modes and whose relative standard devi-
ation can reach 0.5% at ` = 2000 for ν = 857 GHz. This uncer-
tainty is accounted for in the error budget.
2.2. IRIS data
Our analysis uses far-infrared data at 3000 GHz (100 µm) from
IRAS (IRIS, (Miville-Descheˆnes & Lagache 2005)). During its
10-month operation period, IRAS made two surveys of 98% of
the sky and a third one of 75% of the sky. Each survey, called
an HCON for Hours CONfirmation, consisted of two coverages
of the sky separated by up to 36 hours. The first two HCONs
(HCON-1 and HCON-2) were carried out concurrently, while
3 The convention νIν=constant means that the MJy sr−1 are given for
a source with a spectral energy distribution Iν ∝ ν−1. For a source with
a different spectral energy distribution a colour correction has to be ap-
plied (see Planck Collaboration IX 2013).
3
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Table 1. Conversion factors, absolute calibration and inter-frequency relative calibration errors, beam FWHM and point source flux
cuts, for HFI and IRIS. Here “2013” means the first public release of Planck maps.
Band Map version Conversion factors Abs. cal. error Rel. cal. error FWHM Flux cut
[GHz] KCMB/MJy sr−1[νIν = const.] [%] [%] [arcmin] [mJy]
100 2013 244.07 ± 0.22 0.54 0.3 9.66 400 ± 50
143 2013 371.666 ± 0.056 0.54 0.3 7.27 350 ± 50
217 2013 483.4835 ± 0.0074 0.54 0.3 5.01 225 ± 50
353 2013 287.2262 ± 0.0038 1.24 1.0 4.86 315 ± 50
545 2013 57.9766 ± 0.0021 10.0 5.0 4.84 350 ± 50
857 2013 2.26907 ± 0.00053 10.0 5.0 4.63 710 ± 50
3000 IRIS − 13.5 − 4.30 1000
the third survey (HCON-3) began after the first two were com-
pleted. Due to exhaustion of the liquid helium supply, the third
HCON could not be completed. We use the HCON difference
maps to estimate the instrument noise power spectrum (just as
we use the half-pointing-period maps to estimate the instrument
noise power spectrum for HFI). As for HFI at high frequencies,
the IRIS 3000 GHz map is given in MJy sr−1 with the photomet-
ric convention νIν=constant.
The beam at 3000 GHz is not as well characterized as
the HFI beams. The IRIS effective FWHM is about 4.3′
(Miville-Descheˆnes & Lagache 2005). We estimate the FWHM
uncertainty using different measurements of the point spread
function (PSF) coming from selected point sources used to
study the PSF in the “ISSA explanatory supplement,” and the
power spectrum analysis from Miville-Descheˆnes et al. (2002).
The dispersion between those estimates gives an uncertainty of
0.5′ on the FWHM.
2.3. Extragalactic fields with high angular resolution Hi data
Following the successful approach of
Planck Collaboration XVIII (2011), we do not remove Galactic
dust by fitting for a power-law power spectrum at large an-
gular scales, but rather use an independent, external tracer of
diffuse dust emission, the Hi gas. From 100 µm to 1 mm, at
high Galactic latitude and outside molecular clouds a tight
correlation is observed between far-infrared emission from dust
and the 21-cm emission from gas4 (e.g. Boulanger et al. 1996;
Lagache et al. 1998; Planck Collaboration XXIV 2011). Hi can
thus be used as a tracer of cirrus emission in our fields, and
indeed it is the best tracer of diffuse interstellar dust emission.
Although Planck is an all-sky survey, we restricted our CIB
anisotropy measurements to a few fields at high Galactic lati-
tude, where Hi data at an angular resolution close to that of HFI
are available. The 21-cm Hi spectra used here were obtained
with: (1) the Parkes 64-m telescope; (2) the Effelsberg 100-m ra-
dio Telescope; and (3) the 100-m Green Bank Telescope (GBT).
Field characteristics are given in Table 2. Further details on the
Hi data reduction and field selection are given in Appendix A.
The HEALPix HFI maps were reprojected onto the small Hi GBT
and EBHIS maps by binning the original HEALPix data into Hi
map pixels (Sanson-Flamsteed, or “SFL” projection with pixel
size of 3.5′ for all fields). An average of slightly more than four
HEALPix pixels were averaged for each small map pixel. For the
GASS field, the HFI data were convolved to the Hi angular res-
olution (16.2′), and then degraded to Nside = 512.
We have 11 fields (one EBHIS, nine GBT and one GASS).
The total area used to compute the CIB power spectrum is about
4 The Pearson correlation coefficient is > 0.9 (Lagache et al. 2000).
2240 deg2, 16 times larger than in Planck Collaboration XVIII
(2011).
2.4. Point sources: flux cut and masks
We use the Planck Catalogue of Compact Sources (PCCS,
Planck Collaboration XXVIII 2013) to identify point sources
with signal-to-noise ratio greater or equal to 5 in the maps,
and we create point-source masks at each frequency. We mask
out a circular area of 3σ radius around each source (where
σ=FWHM/2.35). The point sources to be removed have flux
densities above a chosen threshold. The threshold is deter-
mined using the number counts dN/dS on the cleanest 30%
of the sky and by measuring the flux density at which we ob-
serve a departure from a Euclidean power law; this departure
is a proxy for measuring the flux density regime where the
incompleteness starts to be measurable. In practice, this de-
parture often corresponds to about 80% of completeness (e.g.,
Planck Collaboration Int. VII 2013). The uncertainty on flux
densities comes from the form of the dN/dS slope. Flux den-
sity cuts and all-sky effective beam widths are given in Table 1.
For IRIS at 3000 GHz, we use the IRAS faint source catalogue
(Moshir 1992) and we mask all sources with S 3000 > 1 Jy.
3. Extracting CIB from Planck -HFI and IRIS maps
One of the most difficult steps in extracting the CIB is the re-
moval of the Galactic dust and the CMB. CMB anisotropies con-
tribute significantly to the total HFI map variance in all channels
at frequencies up to and including 353 GHz. Galactic dust con-
tributes at all frequencies but is dominant at high frequencies.
One approach is to keep all the components and search for the
best-fit model of the CIB in a likelihood approach, accounting
for CMB and dust (e.g., as a power law). This is the philosophy
of the method developed for the low-frequency data analysis to
extract the cosmological parameters (Planck Collaboration XV
2013; Planck Collaboration XVI 2013). However, with such an
approach, the complexity of the likelihood and the number of
parameters and their degeneracies prevent the use of advanced
models for the clustered CIB (models beyond a simple power
law). We thus decided to use another approach, based on tem-
plate removal. To remove the CMB in the fields retained for
our analysis, we used a simple subtraction technique (as in
Planck Collaboration XVIII 2011). This method enables us to
reliably evaluate CMB and foreground component residuals,
noise contamination, and to easily propagate errors (for example
cross-calibration errors). It also guarantees that high-frequency
CIB anisotropy signals will not leak into lower frequency, CMB-
free maps. For the Galactic dust, the present work focuses on
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Table 2. CIB field description: centre (in Galactic coordinates), size, mean and dispersion of Hi column density. The given area is
the size used for the CIB power spectrum computation (i.e., removing the area lost by the masking). The “GASS Mask2” is not
used for CIB power spectrum analysis but for some tests on the quality of our component separation, and for the measurement of
the bispectrum. Mask2 includes all of Mask1.
Radio Telescope Field name l b Area Mean N(Hi) σ N(Hi)
[deg] [deg] [deg2] [1020 cm−2] [1020 cm−2]
Effelsberg EBHIS 225 63 91.6 1.6 0.3
GBT N1 85 44 26.4 1.2 0.3
AG 165 66 26.4 1.8 0.6
SP 132 48 26.4 1.2 0.3
LH2 152 53 16.2 0.7 0.2
Bootes 58 69 54.6 1.1 0.2
NEP4 92 34 15.7 2.4 0.4
SPC5 132 31 24.6 2.3 0.6
SPC4 133 33 15.7 1.7 0.3
MC 57 −82 31.2 1.4 0.2
Parkes GASS Mask1 225 −64 1914 1.4 0.3
GASS Mask2 202 −59 4397 2.0 0.8
very clean regions of the sky, for which Galactic foregrounds
can be monitored using ancillary Hi observations.
We describe in this section the removal of the two compo-
nents. Some corrections are made at the map level, others can
only be done at the power spectrum level.
3.1. CMB removal
3.1.1. A low-frequency map as a CMB template
The extraction of CIB anisotropies at low frequency is strongly
limited by our ability to separate the CIB from the CMB. As a
matter of fact, at multipole ` ∼ 100, the CIB anisotropy power
spectrum represents about 0.2% and 0.04% of the CMB power
spectrum at 217 and 143 GHz, respectively. We decided in this
paper to use the HFI lowest frequency channel (100 GHz) as a
CMB template. It has the advantage of being an “internal” tem-
plate, meaning its noise, data reduction processing, photometric
calibration, and beam are all well known. It also has an angular
resolution close to the higher HFI frequency channels. Following
Planck Collaboration XVIII (2011), we removed the CMB con-
tamination in the maps at ν ≤ 353 GHz. At 545 GHz as the
CMB power represents less than 5% of the CIB power, we re-
moved the CMB in harmonic space.
Using a lowest possible frequency channel as a CMB tem-
plate ensures the lowest CIB contamination, since the CIB SED
is decreasing as ν3.4 (Gispert et al. 2000). Contrary to what was
done in Planck Collaboration XVIII (2011), where they used the
143 GHz channel as a CMB template, we used the HFI 100 GHz
map. This is a good compromise between being a low frequency
template, and having an angular resolution close to the higher
frequency HFI channels. Note that using the 100 GHz channel
was not feasible in Planck Collaboration XVIII (2011) as the
data were too noisy, and the field area too small (140 versus
2240 deg2).
As detailed in Planck Collaboration XVIII (2011), we ap-
plied a Wiener filter to the 100 GHz map, designed to min-
imize the contamination of the CMB template by instrument
noise. Errors in relative photometric calibration (between chan-
nels) are accounted for in the processing, as detailed in Sect. 4.1
and Sect. 4.2.
Following Planck Collaboration XVIII (2011), two correc-
tions have to be applied to the measured CIB power spectra when
using such a CMB template. First we need to remove the extra
instrument noise that has been introduced by the CMB removal.
This is done through:
NCMBres` (ν) = N`(ν100) × w2` ×
(
b`(ν)
b`(ν100)
)2
, (1)
with ν equal to 143, 217 or 353 GHz. b`(ν) is the beam window
function, w` is the Wiener filter, and N`(ν100) is the noise power
spectrum of the 100 GHz map. It is computed in the same way
as in the other frequency channels, using the half-pointing pe-
riod maps. Second, owing to the lower angular resolution of the
100 GHz channel compared to 143, and 217 and 353 GHz, we
also have to remove the CMB contribution that is left close to
the angular resolution of the 143, 217 and 353 GHz channels:
CCMBres` (ν) = C
CMB
` (ν) × F2` × b2` (ν) × (1 − w`)2 , (2)
with F` being the pixel and reprojection transfer function (de-
tailed in Sect. 4.1).
Note that Eqs. 1 and 2 are the corrections for the auto-power
spectra. They are easily transposable to cross-power spectra.
3.1.2. CMB template contamination to the CIB
The low-frequency channel CMB template has the disadvan-
tage of being contaminated by the CIB and the tSZ effect (the
Galactic dust is removed using our dust model detailed in the
following section, and IR and radio point sources are masked).
Indeed the cross-spectra between the estimated CIB maps at ν
and ν′ involve the a`m product:
aν`m × aν
′∗
`m =
{
aCIB,ν
`m + a
SZ,ν
`m − wν
(
aCIB,100
`m + a
SZ,100
`m
)}
×
{
aCIB,ν
′
`m + a
SZ,ν′
`m − wν′
(
aCIB,100
`m + a
SZ,100
`m
)}∗
, (3)
where wν is either zero if ν ≥ 545, or the Wiener filter applied to
the 100 GHz map (w`) if ν ≤ 353.
Besides the signal Cν×ν′CIB that we want to measure, Eq. 3 in-
volves three additional contributions that we have to correct for:
tSZ×tSZ; spurious CIB×CIB; and CIB×tSZ correlations. We
discuss each of them in this section.
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Table 3. SZ correction (Eq. 12) to be applied to the CIB measurements at 217 and 353 GHz , in Jy2 sr−1[νIν = constant]. The
uncertainty on CSZcorr is of order 10%, while the uncertainty on CCIB−SZcorr is about a factor of two.
` C353×353SZcorr C
353×353
CIB−SZcorr C
217×353
SZcorr C
217×353
CIB−SZcorr C
217×217
SZcorr C
217×217
CIB−SZcorr
53 643 −395 446 −170 309 −46
114 301 −182 209 −78 145 −21
187 184 −110 128 −47 89 −13
320 107 −64 74 −27 51 −7.4
501 66 −40 46 −17 31 −4.7
683 46 −29 31 −12 21 −3.5
890 32 −22 21 −9.2 14 −2.6
1157 18 −15 9.2 −5.6 4.7 −1.7
1504 7.5 −9.4 1.3 −2.2 0.2 −0.5
1956 4.4 −6.7 0.2 −1.2 0.0 −0.1
CIB×CIB spurious correlations – From Eq. 3, the CIB×CIB
spurious contribution reads
Cν×ν
′
CIBcorr = −wνC100×ν
′
CIB − wν′C100×νCIB + wνwν′C100×100CIB . (4)
Using a model of CIB anisotropies, we can computeCν×ν′CIBcorr.
This correction includes both the shot noise and the clustered
CIB anisotropies. The correction will be taken into account when
searching for the best-fit CIB model: for each realization of our
CIB anisotropy models (detailed in Sects. 5.4 and 5.5) we will
compute Cν×ν′CIBcorr.
To illustrate the order of magnitude of the correction, we can
use the model constructed in Planck Collaboration XVIII (2011)
to fit the early Planck CIB measurements, and the shot-noise
levels given in Sect. 5.1, and compute Cν×ν′CIBcorr when subtracting
the 143 GHz map instead of the 100 GHz map as a CMB tem-
plate. Note that this comparison is only indicative, since this CIB
model at 143 and 100 GHz is an extrapolation of the 217 × 217
power spectrum using the clustering parameters of the 217 GHz
best-fit model, and the emissivities computed using the same em-
pirical model of galaxy evolution. We show this comparison for
the 217 × 217 power spectrum in Fig 1. We see from this figure
that the CIB obtained using the 143 GHz map as a CMB tem-
plate is about 1.6 times lower than the CIB obtained using the
100 GHz map. Applying the correction (Eq. 4) largely decreases
this discrepancy (compare the two dashed lines5). Note that the
correction is also non negligible when using the 100 GHz map:
it is a factor 1.15 for 50 < ` < 700. This justifies applying the
correction systematically when fitting for our best CIB models.
We can extend the check on the impact of the choice of
CMB map using the cross-correlation between the CIB and the
distribution of dark matter, via the lensing effect on the CMB
(Planck Collaboration XVIII 2013). We specifically compared
the cross-correlation for the CIB at 217 GHz obtained using our
two Wiener-filtered 100 and 143 GHz maps. We reached the
same conclusion as before, and retrieved the same underestimate
of the CIB when using the Wiener-filtered 143 GHz rather than
100 GHz CMB map.
Finally, we note that an alternative method of removing the
CMB contamination was extensively tested; this was based on
an internal linear combination of frequency maps, combined (or
not) with a needlet analysis. However, such CMB maps are often
not suited to our purposes because they are, among other prob-
lems, contaminated by the CIB that has leaked from the high-
frequency channels that are used in the component separation
5 Note that the two curves have not exactly the same level as the
corrections linked to the tSZ contributions are not the same when using
the two CMB templates, and they are not applied for this plot.
Fig. 1. Power spectrum of the residual map (map − dust −
CMB) at 217 GHz obtained in the GASS field with differ-
ent CMB templates: the 100 GHz Wiener-filtered map (red
points); the 143 GHz Wiener-filtered map (blue points); and
the SMICA map (orange points). These CMB maps are con-
taminated by both CIB anisotropies and shot noise. For the
CIB measured using Wiener-filtered CMB maps, we can eas-
ily compute the correction to apply to recover the true CIB,
using a model of the CIB anisotropies. Such corrected power
spectra are shown with the dashed lines (using the CIB model
from Planck Collaboration XVIII 2011). They are only indica-
tive, since the correction strongly depends on the CIB model.
process. We compare the CIB obtained using the 100 GHz and
SMICA CMB maps (Planck Collaboration XII 2013) in Fig. 1.
We see that they are compatible within 1σ (red-dashed line and
orange points). Again this comparison is only indicative, since
the SMICA CMB map main contaminants are SZ, shot noise
from point sources, and CIB6; those contaminants have not been
corrected for here, because the correction would need fully real-
istic simulations.
tSZ×tSZ correlation – From Eq. 3, the tSZ×tSZ spurious con-
tribution reads
Cν×ν
′
SZcorr = C
ν×ν′
SZ + wνwν′C
100×100
SZ − wν′Cν×100SZ − wνCν
′×100
SZ . (5)
6 The contamination of the SMICA CMB map by foregrounds has
been computed by running SMICA on the FFP6 simulations.
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We can make explicit the frequency dependence of the tSZ
and write
∆T νSZ(θ, φ) = gν
∑
`m
aSZ`m, (6)
where gν is the conversion factor from the tSZ Compton param-
eter y to CMB temperature units. Hence
Cν×νSZ = g
2
νCSZ. (7)
Eq. 5 then becomes
Cν×ν
′
SZcorr = CSZ
{
gνgν′ + wνwν′g2100 − g100(wν′gν + wνgν′ )
}
. (8)
We compute CSZcorr using the tSZ power spectrum, CSZ, and
the conversion factors, gν, given in Planck Collaboration XXI
(2013). The uncertainty on CSZ is about 10%.
tSZ×CIB correlation – From Eq. 3, the tSZ×CIB spurious con-
tribution reads
Cν×ν
′
CIB×SZcorr = C
ν×ν′
CIB×SZ + C
ν′×ν
CIB×SZ − wνC100×ν
′
CIB×SZ − wν′C100×νCIB×SZ
− wνCν′×100CIB×SZ − wν′Cν×100CIB×SZ + 2wνwν′C100×100CIB×SZ , (9)
where Cν×ν′CIB×SZ is the notation for the cross-spectrum between
CIB(ν) and SZ(ν′). This correction is highly dependent on the
model used to compute the cross-correlation between tSZ and
CIB; we use the model from Addison et al. (2012). We made the
assumption that
Cν×ν
′
CIB×SZ = 〈aCIB`m (ν)aSZ∗`m (ν′)〉 = gν′φ(ν)CCIB×SZ , (10)
where φ(ν) is the amplitude of the power spectrum of the
CIB correlated with the tSZ, CCIB×SZ, taken from Addison et al.
(2012). This paper also provides examples of cross-spectra, with
a reference frequency at 150 GHz. We use this reference fre-
quency and power spectrum ratios to computeCν×ν′SZ×CIB following
Cν×ν
′
SZ×CIB =
φ(ν′)
φ(150)
gν
g150
C150×150SZ×CIB . (11)
We show in Fig. 2 the measured CIB, Cν×ν′CIB (measured), to-
gether with the corrected one:
Cν×ν
′
CIB = C
ν×ν′
CIB (measured) −
{
Cν×ν
′
SZcorr + C
ν×ν′
CIB×SZcorr
}
. (12)
We also show the ratio of the corrections to the measured CIB,
and give the values of the corrections at 217 and 353 GHz
in Table 3. We see that tSZ contamination is the highest for
the 217 × 217 combination, with a contamination of the or-
der of 15%. It is less than 5% and 1% for 217 × 353 and
353 × 353, respectively. The tSZ power spectrum measured by
Planck Collaboration XXI (2013) is uncertain by 10%, while
tSZ×CIB is uncertain by a factor of two (Addison et al. 2012).
Hopefully, where the contamination is important (i.e., 217 ×
217), the dominant contribution to the CIB comes from Cν×ν′SZcorr.
Hereafter, we therefore apply the correction coming from the
tSZ contamination to the measured CIB, and add the uncertain-
ties of the correction quadratically to the CIB uncertainties.
When cross-correlating maps at 353 GHz and above
545 GHz, the correction linked to the tSZ contamination is
dominated by the term Cν×ν′CIB×SZcorr, which is highly uncertain.
The correction is about 3%, < 1%, 4% and < 2% for the
217 × 545, 353 × 545, 217 × 857 and 353 × 857 cross-power
spectra, respectively. Although small, for consistency with the
case ν 6 353 GHz and ν′ 6 353 GHz, we also apply the tSZ-
related corrections to the measured CIB when ν 6 353 GHz and
ν′ > 545 GHz.
Fig. 2. Top: Residual map (a.k.a CIB) auto- and cross-spectra
measured at 217 and 353 GHz (circles). The dashed lines repre-
sent the measured power spectra corrected for the tSZ contami-
nation (both tSZ and tSZ×CIB, see Eq. 8 and 9, respectively).
Bottom: Absolute value of the ratio Cν×ν′SZcorr/C
ν×ν′
CIB [measured]
(continuous line) and Cν×ν′CIB−SZcorr/C
ν×ν′
CIB [measured] (dot-dashed
line, negative). The highest contamination is for the 217 × 217
power spectrum, where the total correction represents about 15%
of the measured CIB power spectrum. For Cν×ν′SZcorr, the uncer-
tainty is about 10%. On the contrary, Cν×ν′CIB−SZcorr is poorly con-
strained, as the model used to compute it is uncertain by a factor
of two.
3.2. Dust model
Many studies, using mostly IRAS and COBE data, have revealed
the strong correlation between the far-infrared dust emission and
21-cm integrated emission at high Galactic latitudes. In particu-
lar, Boulanger et al. (1996) studied this relation over the whole
high Galactic latitude sky and reported a tight dust-Hi correla-
tion for NHI < 4.6 × 1020 cm−2. For higher column densities the
dust emission systematically exceeds that expected by extrapo-
lating the correlation. Examining specific high Galactic latitude
regions, Arendt et al. (1998), Reach et al. (1998), Lagache et al.
(1998) and Lagache et al. (1999) found infrared excesses with
respect to NHI, with a threshold varying from 1.5 to 5.0 ×
1020 cm−2. Planck Collaboration XXIV (2011) presented the re-
sults from the comparison of Planck dust maps with GBT Hi
observations in 14 fields covering more than 800 deg2. They
showed that the brighter fields in their sample, with an average
Hi column density greater than about 2.5× 1020 cm−2, show sig-
nificant excess dust emission compared to the Hi column den-
sity. Regions of excess lie in organized structures that suggest
the presence of hydrogen in molecular form. Because of this,
we restrict our CIB analysis to the cleanest part of the sky, with
mean NHI < 2.5 × 1020 cm−2.
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3.2.1. Constructing dust maps
As detailed in Planck Collaboration XXIV (2011),
Planck Collaboration XVIII (2011) and in Appendix A,
we constructed integrated Hi emission maps of the different
Hi velocity components observed in each individual field:
the local component, typical of high-latitude Hi emission,
intermediate-velocity clouds (IVCs), and high-velocity clouds
(HVCs), if present. To remove the cirrus contamination from
HFI maps, we determined the far-IR to millimetre emission of
the different Hi components. We assumed that the HFI maps,
Iν(x, y), at frequency ν can be represented by the following
model
Iν(x, y) =
∑
i
αiνN
i
HI(x, y) + Cν(x, y), (13)
where N iHI(x, y) is the column density of the ith Hi component,
αiν is the far-IR to mm versus Hi correlation coefficient of
component i at frequency ν and Cν(x, y) is an offset. The corre-
lation coefficients αiν (often called emissivities) were estimated
using χ2 minimization given the Hi, HFI and IRIS data, as
well as the model (Eq. 13). We removed from the HFI and
IRIS maps the Hi velocity maps multiplied by the correlation
coefficients. For EBHIS and GBT fields, we considered only
one correlation coefficient per field and per frequency. The
removal was done at the HFI and IRIS angular resolutions,
even though the Hi map is of lower resolution (∼10′). This is
not a problem because cirrus, with a roughly k−2.8 power-law
power spectrum (Miville-Descheˆnes et al. 2007), has negligible
power between the Hi (GBT and EBHIS) and HFI and IRIS
angular resolutions, in comparison to the power in the CIB. The
correlation of the dust emission with the different Hi velocity
components and its variation from field to field is illustrated in
Fig. 5 of Planck Collaboration XVIII (2011).
For the GASS field, due to its large size the dust model
needs to take into account variations of the dust emissivity
across the field. We make use of an analysis of the dust-to-
gas correlation over the southern Galactic cap (b < −30◦)
(Planck Collaboration XXXI 2013) using Hi data from the
GASS southern sky survey (Kalberla et al. 2010). The Planck-
HFI maps are linearly correlated with Hi column density over
an area of 7500 deg2 covering all of the southern sky (δ < 0◦)
at b < −30◦ (17% of the sky). We use HFI maps corrected
for the mean value of the CIB (Planck Collaboration VIII 2013).
The Planck maps and Hi emission at Galactic velocities are cor-
related over circular patches with 15◦ diameters, centered on
a HEALPix grid with Nside=32. The linear regression is iter-
ated to identify and mask sky pixels that depart from the cor-
relation. At microwave frequencies the correlation coefficients
(αν) and offsets (Cν) derived from this linear correlation anal-
ysis include a significant CMB contribution that comes from
the chance correlation of the cosmic background with the Hi
emission. This contribution is estimated by assuming that the
SED of dust emission follows a modified blackbody spectrum
for 100 ≤ ν ≤ 353 GHz. The fit is performed on the differ-
ences αν − α100GHz that are CMB-free for each sky area when
expressed in units of KCMB. This yields values of the correla-
tions coefficients corrected for CMB, αcν. The detailed procedure
is described in Planck Collaboration et al (2013). In this section
we explain how the results of this study are used to build a model
of the dust contribution to the sky emission.
To make the dust model in the GASS field, we start by build-
ing a map of the dust emission to Hi column density ratio, inter-
polating the values of αcν, corrected for the CMB, using HEALPix
sky pixels with a Gaussian kernel. The 1σ width of this convo-
lution kernel is equal to the pixel size 1.8◦ of the HEALPix grid
for Nside=32. To reduce the data noise at ν < 353 GHz we use
the modified blackbody fits to αν−α100GHz and not the measured
values of αν. This yields a set of six maps of the dust emission
per unit Hi column density for all HFI frequencies from 100 to
857 GHz. We also build a set of Galactic offset maps from the
offsets Cν of the Planck-Hi correlation. These offsets comprise
contributions from Galactic dust and the CMB. We subtract the
CMB contribution assuming that the SED of the dust contribu-
tion to Cν is the same as that of αcν for each sky area. For each
frequency, the dust model is the product of the dust emission per
unit Hi column density times the Hi map, plus the Galactic offset
map. The angular resolution of the model is that of the Hi map
(16.2′).
As for the smaller EBHIS and GBT fields, the model in the
GASS field only accounts for the emission of dust in Hi gas.
Clouds with a significant fraction of molecular gas produce lo-
calized regions with positive residual emission. The histogram
of residual emission at 857 GHz also shows a non-Gaussian ex-
tension towards negative values (as observed in the EBHIS field,
see Appendix A.3). In the maps these pixels correspond to lo-
calized Hi clouds with no (or a weak) counterpart in the Planck
map. In the GASS survey, these clouds are likely to be part of
the Magellanic Stream, with radial velocities within the range
used to build the Galactic Hi map. For the analysis of the CIB
we mask pixels with positive and negative residuals larger than
3σ. To be conservative this first mask is slightly enlarged, and
apodized. It covers about 4400 deg2 (Mask2 in Table 2). This
mask still contains some regions with NHI ≥ 2.5 × 1020 cm−2
and thus potential IR emission from molecular gas clouds. To
measure the CIB power spectrum, all regions with NHI ≥ 2.1 ×
1020 cm−2 are further masked (Mask1). The final area is about
1900 deg2.
3.2.2. Dust map uncertainties
The uncertainties estimated for the emissivities by the least-
squares fit method are substantially underestimated, as they do
not take into account systematic effects associated with the CIB
and the CMB, nor the spatial variation of the emissivity inside a
patch (or a field). We use the GASS field to estimate the error we
have on the dust model. For this field, we have the large-scale
variations (at ∼15◦) of the dust emissivities. We make the hy-
pothesis that the measured variations extend to smaller angular
scales, with a distribution on the sky given by a power spectrum
with a slope −2.8, similar to that of the dust emission. Within
this assumption, we simulate multiple maps of the dust emis-
sivity that all match the dispersion of the dust emissivity mea-
sured at 857 GHz. For each realization, we obtain a dust map at
857 GHz by multiplying the dust emissivity map by the GASS
map of Galactic Hi. Dust maps at other frequencies are obtained
by scaling the 857 GHz flux using the mean dust SED given in
Planck Collaboration XXXI (2013). These simulations provide
a good match to the Galactic residuals of the dust-Hi correlation
characterized in Planck Collaboration XXXI (2013). We obtain
simulated maps of the sky emission adding realizations of the
HFI instrument noise, CIB and CMB to the dust maps. We per-
form on the simulated sky maps the same correlation analysis
with Hi as that done on the Planck maps. For each simulation,
we obtain values of the dust emissivity that we compare with
the input emissivity map averaged over each sky patch. We find
that there is no systematic difference between the values derived
from the correlation analysis and the input values of the dust
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Fig. 3. Power spectrum analysis of the simulations made at
857 GHz in the GASS field to characterize cirrus residuals. The
blue and red diamonds compare the power spectrum of our sim-
ulated and HFI maps, respectively, while the blue and orange
dots are the simulated and recovered CIB, respectively. The re-
covered CIB is biased by cirrus residuals at low multipoles. The
measured CIB (obtained on the GASS Mask1 field, displayed
with all but cirrus error bars) shows the same behaviour at low
multipoles. Thus the measurements in the first two ` bins have
to be considered as upper limits. As discussed in Sect. 3.2.2, the
simulations are used to compute the error bars linked to the cir-
rus removal.
emissivities. The fractional error, i.e., the standard deviation of
the difference between measured and the input values divided
by the mean dust emissivity, is 13% of the mean dust emissivity
at 857 GHz (Planck Collaboration XXXI 2013). This error in-
creases slightly towards lower frequencies up to 16 and 21% for
the 143 and 100 GHz channels.
We show in Fig. 3 the power spectrum of the recovered CIB,
compared to the input CIB. We see that it is strongly biased
by Galactic dust residuals in the first two multipole bins. These
points have thus to be considered as upper limits. For the other
points, we use the simulations to set the error bars linked to
the Galactic dust removal. The observed linear correlation be-
tween the sigmas of dust residuals and NHI is used to compute
the power spectrum of Galactic dust residuals for each field, fol-
lowing
CField` = C
GASS
` ×
 < NFieldHI >
< NGASSHI >
2 . (14)
3.2.3. Galactic dust residuals
One of the main issues when using Hi column den-
sity as a dust tracer is the presence of “dark gas”
(Planck Collaboration XIX 2011; Planck Collaboration XXIV
2011), ionised gas (Lagache et al. 2000), and emissivity varia-
tion at scales smaller that those probe by the correlation analy-
sis. The dust contribution of the dark gas becomes rapidly visible
(not only at high frequencies), when NHI & 2.5 × 1020 cm−2. In
addition to the simulations discussed in the previous section, we
investigated the contribution of dust residuals by computing the
CIB power spectra on the GASS field, using Mask1 and Mask2.
Mask1 is very conservative and is our nominal mask for CIB
analysis. Mask2 contains higher-column density regions, so it
is not suitable for CIB-only analysis, but is useful, for exam-
ple, when cross-correlating the CIB with other large-scale struc-
ture tracers (when dust contamination is less of a problem, e.g.,
Planck Collaboration XVIII 2013) and for the bispectrum mea-
surement at low frequencies. As expected, the power spectra of
residual maps computed using Mask2 are in excess compared to
the CIB. Whatever the frequency, this excess represents about 5-
10% of the cirrus power spectrum at low `. This leads to a CIB
from Mask2 that is overestimated by a factor of 1.5 at 857 GHz
and 1.2 at 217 GHz, for ` ≤ 200, compared to the CIB from
Mask1. Taking such a residual at the 5-10% level of the dust
power spectrum (as observed between Mask1 and Mask2) would
only strongly affect the first two bins, at ` = 53 and 114. This is
consistent with the simulation analysis (see Fig. 3). We will thus
not use those bins when searching for the best CIB model, and
we consider those points as upper limits.
3.3. CMB and Galactic dust cleaned maps
We show in Fig. 4, one example of the cleaning process, from
the frequency to the CIB maps, for the SPC5 field. The bottom
row shows the residual CIB maps, smoothed to 10′. In Fig. 5 are
shown the CIB maps in a part of the GASS field, at 16.2′ reso-
lution. We see from both figures that common structures, corre-
sponding to CIB anisotropies, are clearly visible. As previously
noticed (Planck Collaboration XVIII 2011), the three intermedi-
ate frequencies (353, 545 and 857 GHz) show highly correlated
structures. On the contrary, the 3000 GHz data on one hand, and
the 217 GHz on the other, reveal a decoherence, which can be
attributed to the redshift distribution of the CIB anisotropies. We
will come back to this decoherence by measuring the correlation
coefficients in Sect. 6.2.
There are two frequencies where extracting the CIB from the
frequency maps is particularly challenging.
– At 3000 GHz, the cirrus contamination is the highest and
we observe more spatial variations of the dust–Hi emissivity
which are difficult to manage. This is due to the contamina-
tion at 3000 GHz data by a hotter dust component, which
may be linked to the so-called “very small grains” in some
interstellar filaments. Consequently, we have not tried to ex-
tract the CIB in the GASS field at 3000 GHz, and the Bootes
field has been discarded for the CIB analysis due to inter-
stellar dust residuals (due to one IVC component, which has
both a high emissivity and a hot spectrum; P. Martin, private
communication). Moreover, the EBHIS field is right in the
middle of the missing IRAS observation. It is thus also not
used for the CIB analysis. In the end, the total area used to
compute the CIB power spectrum at 3000 GHz is 183 deg2.
– At 143 GHz, we expect the correlated CIB anisotropies
in brightness to be about 1–2% of the CMB anisotropies
for multipoles `∼ 100–1000 (while it is about 3–15% at
217 GHz). The removal of the CMB has thus to be extremely
accurate. Moreover, the expected CIB is lower than the in-
strument noise. Constraints can only be obtained on the large
GASS field that is more immune to noise. We see from Fig. 5
that the 143 GHz CIB map shows some structures that are
correlated with the higher CIB frequency maps. We discuss
in Sect. 6.1 our attempt to obtain some constraints at this
frequency.
We used two different approaches to measure the CIB
power spectra according to the size of the fields: (i) for the
EBHIS and GBT flat-sky fields, we used an updated version of
9
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Fig. 4. Maps of the roughly 25 deg2 of the SPC5 field, from left to right: 143, 217, 353, 545, 857 and 3000 GHz. From top to bottom:
raw HFI and IRIS maps; CMB-cleaned maps; residual maps (CMB- and cirrus-cleaned); point source masks; and residual maps
smoothed at 10′ to highlight the CIB anisotropies. The joint structures clearly visible (bottom row) correspond to the anisotropies
of the CIB.
POKER (Ponthieu et al. 2011), and we computed the error bars
using Monte Carlo simulations (Sect. 4.1); (ii) for the GASS
field, we used Xspect (Tristram et al. 2005), a method that
was first developed for the Archeops experiment to obtain es-
timates of the angular power spectrum of the CMB temperature
anisotropies, including analytical error bars (Sect. 4.2). Having
two completely different pipelines and a many fields with vari-
ous dust and CMB contaminations (and noise contributions), is
extremely valuable, as it allows us to test the robustness of our
approach.
4. Angular power spectrum and bispectrum
4.1. Cross-correlation pipeline for the EBHIS and GBT fields
To determine the cross-correlation between the CIB observed
at two frequencies, ν1 and ν2, we used a modified version of
POKER (Ponthieu et al. 2011). POKER is an algorithm that deter-
mines the power spectrum of a map, corrects for mask alias-
ing and computes the covariance between each power spec-
trum bin via a Monte Carlo approach. It has been used to mea-
sure the power spectrum of the CIB as observed by Planck-
HFI (Planck Collaboration XVIII 2011) and is described in de-
tail therein. In the following, we will call auto-power spectrum
Cν1
`
the usual angular power spectrum and cross-power spectrum
Cν1ν2
`
its generalization to two different frequencies defined as
1
2
〈aν1
`ma
ν2∗
`′m′ + a
ν1∗
`m a
ν2
`′m′〉 = (2pi)2Cν1ν2` δ``′δmm′ , (15)
where aν
`m are the Fourier coefficients of the CIB anisotropy
at the observation frequency ν. We take a common mask
for both frequencies and it is straightforward to gener-
alize the algebra presented in Ponthieu et al. (2011) and
Planck Collaboration XVIII (2011) to obtain an unbiased esti-
mate of the cross-power spectrum:
Cν1ν2b '
∑
b′
M−1bb′ Pˆ
ν1ν2
b′ − Nν1ν2, instrb − Nν1ν2, resb . (16)
Here Pˆν1ν2b denotes the binned pseudo-cross-power spectrum of
the maps at frequencies ν1 and ν2, and Mbb′ is the so-called
mode-mixing matrix that is described in detail in Eq. 24 of
Planck Collaboration XVIII (2011) and its appendix. We recall
that it includes the mode-coupling effects induced by the mask,
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Fig. 5. Residual maps (Galactic dust and CMB removed) at 16.2′ angular resolution, extracted from the area covered by the GASS
Hi data (on Mask1). The patch covers 60◦ × 60◦.
the smoothing by the instrumental beam, and the map pixeliza-
tion (see below). The two noise terms, Nν1ν2, instrb and N
ν1ν2, res
b ,
refer, respectively, to the instrument noise and to the contribu-
tion of what can be considered as random components at the
map level, such as the CMB residuals of our component sepa-
ration and the noise of the 100 GHz map that propagates to our
maps (see Sect. 3.1). Of course, Eq. 16 applied to ν1 = ν2 gives
the auto-power spectrum of the anisotropy, and we computed the
two auto-spectra at ν1 and ν2 at the same time as the cross-power
spectrum.
We built very similar simulation and analysis pipelines to
those of Planck Collaboration XVIII (2011) to obtain our mea-
sures and their associated error bars. We here briefly recall the
main steps of these pipelines and highlight the modifications in-
troduced by the generalization from auto-power spectra estima-
tion to that of cross-power spectra.
Analysis pipeline.
1. In order to combine our measurements from different fields,
we define a common multipole binning. Above ` ∼ 200,
we choose a logarithmic binning ∆`/` = 0.3, while below
` ∼ 200, we respect the generic prescription that bins of
multipoles should be larger than twice the multipole corre-
sponding to the largest angular scale contained in the field.
2. We define a common weight map Wν1ν2 that masks out
bright point sources found at both frequencies. Together
with the mask, three different transfer functions must be
accounted for in the computation of Mbb′ (Eq. 24 of
Planck Collaboration XVIII 2011): (i) the instrument beam
transfer function that depends on the exact beam shape
and the scan pattern on the observed field, although since
the variation of beam transfer function is less than 1% be-
tween our fields, we take the same one for all of them (see
Sect. 2.1); (ii) the HEALPix pixel window function; and (iii)
the reprojection from HEALPix maps to the flat-sky maps
used by POKER. The first transfer function comes from a ded-
icated analysis (Planck Collaboration VII 2013). The second
11
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one is provided by the HEALPix library. The third one is
computed via Monte Carlo simulations: we simulate full sky
HEALPix maps of diffuse emission with a typical CIB power
spectrum, reproject them on our observed patches and com-
pute the angular power spectra; the ratio between the mea-
sured and the input power spectrum gives the transfer func-
tion. This ratio is the same for all fields (all in SFL projection
with 3.5′ pixels) within statistical error bars, so we compute
the average and apply it to all fields.
3. An estimate of the noise auto-power spectrum at ν1 and
ν2 is obtained from jack-knife maps. Indeed, at each fre-
quency, two maps can be built using only the first (respec-
tively, the second) half of each Planck observation ring. The
difference between these maps is dominated by instrumental
noise. Applying POKER to these difference maps gives an es-
timate of the instrument noise auto-power spectrum at each
frequency Nνi, instrb . The noise contribution to the auto-power
spectrum are negligible at high frequencies.
4. Nν1ν2, resb is the contribution of CMB residuals both from the
component separation and from the propagation of noise in
the 100 GHz CMB map. We have estimates of each com-
ponent of this residual power spectrum in ` space on the
sphere (see. Sect. 3.1) and combine them into our measure-
ment bins.
5. We now apply Eq. 16 to our data and determine their auto-
and cross-power spectra.
Simulation pipeline. The simulation pipeline is essential to pro-
vide the error bars on our estimates coming from the analy-
sis pipeline. We created 100 simulations of our data maps and
computed their auto- and cross-power spectra. The dispersion
of these spectra gives the complete covariance matrices of our
binned auto- and cross-power spectra and their associated error
bars. For each realization we follow these steps.
1. The measured auto- and cross-power spectra are used as in-
puts to simulate CIB anisotropy maps at each frequency, with
the appropriate correlated component. To do so, we generate
random Gaussian amplitudes x` and y` in Fourier space, such
that:
aν1` = x`(C
ν1
`
)1/2;
aν2` = x`C
ν1ν2
`
/(Cν1
`
)1/2 + y`
{
Cν2ν2
`
−
(
Cν1ν2
`
)2
/Cν1
`
}1/2
.
2. For each frequency νi, we simulate a noise map with the ap-
propriate power spectrum Nˆνi, instr
`
and add it to the simulated
signal map.
3. We add the simulations of CMB and 100 GHz noise residu-
als (Eqs.1 and 2), and of CMB residuals induced by relative
calibration errors, so that we have a final pair of maps at ν1
and ν2 that are a faithful representation of our data.
Error estimation. Statistical uncertainties due to instrument
noise and component separation residuals are derived using the
simulation pipeline. Systematic uncertainties include mask alias-
ing effects, imperfect subtraction of foreground templates, and
beam and projection transfer function errors. We studied some
fields in common with Planck Collaboration XVIII (2011), with
very similar masks, and showed that the correction of mask ef-
fects by POKER leads to no more than 2% uncertainty on the
result.
The transfer function due to the projection of spherical
HEALPix maps to our square patch is determined via Monte
Carlo (see step 2 of the description of the analysis pipeline).
This process provides estimates Fb of the transfer function in our
measurement bins. However, we need an estimate of the trans-
fer function F` for all ` modes, to include it in the derivation
of Mbb′ . We therefore construct a smooth interpolation of our
measures. The projection transfer function plays the same role
as an extra instrumental beam and enters the derivation of Mbb′ .
Roughly speaking, it damps the signal at high ` and correcting
for this effect corresponds to dividing the measured power spec-
trum by the damping function. The statistical uncertainty on the
determination of F` is smaller than 1%, and hence leads to the
same uncertainty on the C`.
Between the first analysis of CIB anisotropies with Planck-
HFI and this work, much progress has been achieved on the
beam measurements (Planck Collaboration VII 2013). Based on
this progress, we have better estimates of the beam shapes and
better assessments of the uncertainties on these beam transfer
functions, both for auto-spectra and for cross-spectra between
different frequency bands. We used the eigenmodes to compute
the beam transfer function uncertainties, which are all smaller
than 0.55% in our angular range. On the contrary, auto- and
cross-spectra involving IRIS suffer from a much larger beam un-
certainty (0.5′ for a FWHM of 4.3′).
The systematic uncertainties on the contribution of Galactic
dust residuals (see Sect. 3.2.2) are added linearly to the statistical
error bars. An example of the error budget is given in Table 4.
4.2. Cross-correlation pipeline for the GASS field
For the large GASS field, we used another strategy:
– Due to the size of the field, which violates the flat-sky
approximation used for the EBHIS and GBT fields, we
compute the angular auto- and cross-power spectra on the
HEALPix maps, using the Xspect algorithm (Tristram et al.
2005). We apply the Galactic dust mask discussed in
Sect. 3.2.1. The power spectra are computed using maps at
the HFI angular resolution (Nside = 2048).
– As the angular resolution of the Hi map is 16′, we use a hy-
brid method to remove the Galactic dust. On large angular
scales (` ≤ 590), we remove the cirrus from the maps us-
ing Hi. On small angular scales (` > 590), we remove an
estimate of the dust power spectrum. This estimate comes
from the dust model that is fit on large angular scales (120 ≤
` ≤ 590) by a power law, following Miville-Descheˆnes et al.
(2007), and then extrapolated to small angular scales. The
power-law fit has been shown to be valid for the whole
range of angular scales covered by our measurements (e.g.,
Miville-Descheˆnes et al. 2010).
– As for the flat-sky fields, the CMB is removed as described
in Sect. 3.1.
– Statistical error bars are not computed using simulations but
using analytical formulations (see below).
Auto- and cross-power spectra. We used the maps built from
the first and second halves of each pointing period. As de-
scribed in Tristram et al. (2005), the spherical harmonic coef-
ficients from the cut-sky maps are corrected from the mode-
coupling introduced by the mask, as well as the beam smoothing
effect in the harmonic domain. The cross-power spectra are unbi-
ased estimates of the angular power spectrum, avoiding any cor-
rection for the instrument noise, contrary to our measurements
done in Sect. 4.1. We computed the spectra using the same mul-
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Table 4. Example of a power spectrum averaged for the flat fields. This illustrates the order of magnitude of the different errors. The
total error contains the cosmic variance and instrumental noise, and also the cirrus residuals (CMB is negligible at this frequency).
The contribution of cirrus errors only is given in the sixth column for comparison. The errors linked to the projection of the fields
on the tangential plane and those due to the beam, although systematic and not stochastic, are given for convenience in the same
units as the total power C`, in columns 7 and 8, respectively.
857 GHz× 857 GHz
` `min `max C` Total error Cirrus error Systematic errors [Jy2 sr−1]
[Jy2 sr−1] [Jy2 sr−1] [Jy2 sr−1] Projection Beam
53 23 84 1.49 × 106 1.27 × 106 1.12 × 106 1.99 × 103 2.31 × 101
114 84 145 6.37 × 105 1.62 × 105 1.16 × 105 1.84 × 103 4.48 × 101
187 145 229 2.87 × 105 3.70 × 104 2.73 × 104 8.00 × 102 5.29 × 101
320 229 411 1.34 × 105 8.04 × 103 5.63 × 103 4.55 × 102 6.70 × 101
502 411 592 7.20 × 104 2.58 × 103 1.49 × 103 1.62 × 102 7.59 × 101
684 592 774 4.38 × 104 1.81 × 103 6.14 × 102 8.93 × 101 6.82 × 101
890 774 1006 3.23 × 104 9.48 × 102 2.85 × 102 9.41 × 101 6.07 × 101
1158 1006 1308 2.40 × 104 4.88 × 102 1.29 × 102 5.23 × 101 4.52 × 101
1505 1308 1701 1.83 × 104 2.58 × 102 5.97 × 101 2.49 × 101 3.41 × 101
1956 1701 2211 1.46 × 104 1.63 × 102 2.77 × 101 2.09 × 101 4.16 × 101
2649 2211 3085 1.16 × 104 1.38 × 102 1.12 × 101 7.89 × 101 6.52 × 101
tipole binning as that of the flat fields. We checked that the bin
to bin correlation was smaller than 1%.
We show in Fig. 6 an example of a cross-power spectrum
(545 × 353) computed on maps for which the CMB has been
removed. We also show the power spectrum of the dust model,
fitted by a broken power law. The slope of the dust power spec-
trum appears to flatten at ` ∼ 110, with a slope in the range −2.1
to −1.8 for ` < 110, and −2.8 to −2.7 for ` > 110, depending on
the frequency. We compare the CIB power spectrum obtained by
removing the dust at the map level to that obtained by subtract-
ing the fit of the dust model power spectrum. For ` ≥ 200 we
have excellent agreement. We also see that for ` ≥ 700 the dust
removal has a negligible impact. At low `, where the dust correc-
tion is important, we chose to use the dust removal on the map,
since it leads to a lower variance on the residual power spectrum,
as shown in Pe´nin et al. (2012b). Indeed, the spatial subtraction
removes each moment of the statistics, whereas the subtraction
of the power spectrum only removes the first two moments. At
low `, errors on the fit are also quite large. We arbitrary decide
to take the transition between the dust removal on the map and
on the power spectrum at ` = 510. The exact choice of the mul-
tipole for the transition has no consequence on the resulting CIB
power spectrum.
Error bars. We quadratically combine the following error terms
to obtain the final uncertainty on the GASS CIB power spectra:
– The error bars on the spectrum computed analytically as de-
scribed in Tristram et al. (2005), from the auto-power and
cross-power spectra of the two maps. They include both the
sampling variance (which dominates at large scales) and the
instrumental noise (which dominates at small scales).
– The errors linked to the CMB removal. Errors on the extra
instrumental noise that have been introduced by the CMB
removal (see Eq. 1) are computed using the errors on the
noise measurements at 100 GHz. For the error on the CMB
contribution that is left close to the angular resolution of the
143 and, 217 and 353 GHz channels (see Eq. 2), we use the
theoretical cosmic variance estimate on the determination of
the CMB power spectrum. Finally, we add the errors that
come from the relative photometric calibration in the CMB
removal.
Fig. 6. 353×545 cross-power spectrum in the GASS field (using
Mask1). The black line is the cross-power spectrum of the dust
model, with error bars not shown for clarity. The red points are
the result of a power-law fit to the dust model, using the bins
of the CIB power spectrum. The CIB obtained by the spatial
removal of the dust is shown in orange (note that it stops at ` '
1000 due to the angular resolution of the Hi data), while the CIB
obtained from the spectral removal of the dust (i.e., on the power
spectrum) is shown in light blue (diamonds). We see that the
two methods give identical CIB for ` & 300. In dark blue is
the cross-power spectrum of the CMB-free frequency maps; the
dust removal is negligible for ` ≥ 700. For clarity the points have
been shifted by `±3% and the error linked to the cirrus bias (see
Sect 3.2.2) have not been added.
As detailed in Sect. 3.2.2, the uncertainty on the dust model is
derived from simulations. It is added linearly to the statistical
error bars. For ` ≥510, we also add the error on the dust model
fit. Beam errors are computed using the eigenmodes. They are
the same as those detailed in Sect. 2.1 and 4.1.
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4.3. Bispectrum pipeline for the GASS field
The bispectrum b`1`2`3 is the 3-point correlation function in har-
monic space:
〈a`1m1 a`2m2 a`3m3〉 = b`1`2`3 ×Gm1m2m3`1`2`3 , (17)
with Gm1m2m3
`1`2`3
the Gaunt integral (Spergel & Goldberg 1999). It
is a lowest-order indicator of the non-Gaussianity of the field.
The maps used are the same as for the power spectrum anal-
ysis, but degraded to Nside = 512. As the signal-to-noise ra-
tio for bispectra is quite low compared to that of power spec-
tra, bispectra have to be measured on the largest possible clean
area of the sky. Here, we measure the bispectrum on GASS
Mask2. We apply the binned bispectrum estimator described in
Lacasa et al. (2012) and used for the Planck tSZ map analy-
sis (Planck Collaboration XXI 2013) and non-Gaussianity con-
straints (Planck Collaboration XXIV 2013). A large bin size
∆` = 128 has been adopted to minimize multipole correla-
tions due to the mask. We used a multipole range `min = 129
to `max = 896, leaving six multipole bins and 43 bispectrum
configurations (`1, `2, `3) (accounting for permutation invariance
and the triangular condition). We only considered auto-bispectra
for simplicity, i.e., at a single frequency (see Table D.3).
For each frequency, we computed the auto-bispectra of the
two maps built using the two half-pointing period rings, and av-
erage these bispectra for a raw estimate. The raw estimate has
been then debiased from mask and beam effects using simula-
tions. Specifically we generated simulations with a high level
of non-Gaussianity and a bispectrum corresponding to the CIB
prescription from Lacasa et al. (2012), computed the ratio of the
bispectrum of the masked map to the full-sky bispectrum, and
finally averaged this ratio over simulations, finding a quick con-
vergence especially at high multipoles. We found this ratio to be
very close to fsky b`1 (ν) b`2 (ν) b`3 (ν) (with b`(ν) the beam win-
dow function), showing that the multipole correlation is indeed
negligible for this bin size and bispectrum. We checked on the
two half maps that the Planck noise is close to Gaussian, hence
it does not bias our bispectrum estimates; it however increases
their variance.
The error estimates are the sum in quadrature of:
– cosmic variance computed with analytical formulae and in-
cluding the noise;
– dust residuals from (the absolute value of) the bispectrum of
the dust model, scaled to the residual dust amplitude found
in Sect. 3.2.2.
Note that beam errors are completely negligible in the range of
` considered. The full-sky cosmic variance of the bispectrum is
composed of four terms:
Cov(b`1`2`3 , b`′1`′2`′3 ) = C2×2×2 + C3×3 + C2×4 + C6, (18)
with (see Lacasa et al. 2012)
C2×2×2 =
C`1 C`2 C`3
(2`+1)123
4pi
(
`1 `2 `3
0 0 0
)2 δ`1`′1 δ`2`′2 δ`3`′3 × ∆`1`2`3 . (19)
Here
∆`1`2`3 =

6 equilateral triangles
2 isosceles triangles
1 general triangles
(20)
and when the bispectrum is factorizable
C3×3 = b`1`2`3 b`′1`′2`′3 ×
(
δ`1`′1
2`1 + 1
+
δ`1`′2
2`1 + 1
+
δ`1`′3
2`1 + 1
+
δ`2`′1
2`2 + 1
+
δ`2`′2
2`2 + 1
+
δ`2`′3
2`2 + 1
+
δ`3`′1
2`3 + 1
+
δ`3`′2
2`3 + 1
+
δ`3`′3
2`3 + 1
)
(21)
C2×4 and C6 involve, respectively, the map trispectrum and 6-
point function. C2×2×2 is the cosmic variance in the weak non-
Gaussianity limit, as considered, e.g., by Crawford et al. (2013)
in their tSZ and CIB non-Gaussianity study; it produces a di-
agonal covariance matrix, since it does not couple the different
configurations. C3×3 is the bispectrum correction to the covari-
ance matrix and couples bispectrum estimates in different con-
figurations. In the cosmic variance limited case, we found that
including only C2×2×2 would noticeably overestimate the detec-
tion significance. However when considering all error sources,
C3×3 has a small impact on the SNR; hence we include it in the
following analysis but neglect higher order corrections C2×4 and
C6.
We use the fsky approximation, that is Cov = Covfull−sky/ fsky,
as the first multipoles were discarded and we saw no mode
coupling with our large bin size. The power spectrum used for
C2×2×2 is the map auto-power spectrum, including the noise as
necessary, debiased from the mask and beam effects.
As described in Sect. 3.1.2, the residual maps are con-
taminated by tSZ contribution at 100 GHz leaking through
the CMB cleaning process. While this contamination is neg-
ligible compared to the CIB signal at 353 GHz and above,
it is important at 217 GHz, where the contamination can be
as large as 40%, depending on the configuration and multi-
pole. We derived the SZ bispectrum by measuring the bis-
pectrum of the map of the Planck SZ cluster catalogue (both
clusters and candidate clusters from Planck Collaboration XXIX
(2013) are considered). A 80% error on the amplitude of the
tSZ correction is added to the covariance measurement de-
scribed previously. This error is based on the relative differ-
ence between the bispectrum of the Planck SZ catalog of con-
firmed clusters (Planck Collaboration XXIX 2013), the bispec-
trum of the Planck estimated tSZ map, and the bispectrum of
the Planck FFP6 SZ simulations (see the bispectrum analysis
in Planck Collaboration XXI 2013). The error is conservative as
it takes for all multipoles and configurations the maximum ob-
served difference.
4.4. CIB power spectrum
Figure 7 presents a summary of all the measured auto- and cross-
power spectra on residual maps. Following the same covariance
studies as in Planck Collaboration XVIII (2011), we combine
our cross-power spectrum estimates on individual fields f for
each bin b into an average cross-power spectrum, using inverse
variance weights,
Cν×ν
′
b =
∑
f W
f
b P
f ,ν×ν′
b∑
f W
f
b
, (22)
with W fb = 1/σ
2(P f ,ν×ν
′
b ). These weights are estimated in the
following way:
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Fig. 7. Auto- and cross-power spectra of the CIB for each field (but EBHIS, Bootes and GASS at 3000 GHz, see Sect. 3.3). For
readability, error bars on individual measurements are not plotted. For the 217 × 217 case, measurements on the flat-sky fields are
noise dominated, and we thus use only the results from the GASS field. For display purpose, power spectra have been multiplied by
the number given at the bottom-left side of each panel.
- Step 1: Only statistical errors are used to compute a weighted
average of the power spectra and their associated error bars
on small fields.
- Step 2: The projection error is added linearly to the error bar
of step 1.
- Step 3: For frequencies where observations on GASS are
available, we average the GASS power spectrum and the
small fields power spectrum. We here use inverse statistical
variance weights for GASS, and the inverse variance derived
from step 2 for the small fields. This gives the final power
spectrum estimate and a pseudo-statistical error bar.
- Step 4: We compute the error due to beam uncertainties using
the average power spectrum. We add this error linearly to the
error derived on Step 3.
- Step 5 : The bias induced by Galactic dust residuals is lin-
early added to the error derived on Step 4 to obtain the final
total error bar.
The resulting power spectra and their errors are given in
Table D.1. For the 217 × 217 auto-power spectrum, only the
15
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Fig. 8. Comparison between the CMB- and dust-free map power
spectra obtained from the analysis of the flat fields (328 deg2,
red diamonds) and GASS (1914 deg2, black dots). From top to
bottom: 857 × 857; 857 × 353; 545 × 353; and 857 × 217.
measurement on the GASS field is considered, as the measure-
ment in the flat-sky fields is noise dominated. Note also that
the last bin for all measurements involving the subtraction of
the 100 GHz CMB template is ` = 1956, due to the angular
resolution of Planck-HFI at 100 GHz. To obtain the CIB power
spectra, the estimates obtained from the CMB- and dust-free
maps (Table D.1) have to be corrected for SZ contaminations
(Eqs. 5 and 9), and for the spurious CIB contamination (Eq. 4)
induced by our CMB template. This last contamination is
computed using our best-fit model described in Sect. 5.5.
Moreover, following Sects. 3.2.2 and 3.2.3, the first two bins at
multipoles ` = 53 and 114 have to be considered as upper limits.
CIB power spectrum values are given in Table D.2. The errors
contain all the terms: statistical uncertainty; beam and projec-
tion uncertainty; cirrus bias; and errors from the SZ correction.
CIB power spectra are shown on the figure comparing the
measurements with the model (Fig. 12). Comparison with pre-
vious recent measurements are shown and discussed in Sect. 6.3.
The power spectra from the flat-sky and GASS fields have
been obtained using two independent pipelines. The fields have
different Galactic dust and point sources contamination, as well
as instrument noise levels, and between GASS and the flat-sky
fields, different pixelization and projection. Comparing com-
bined power spectra obtained on all flat-sky fields to that ob-
tained on GASS is thus a powerful consistency check on our de-
termination of power spectra and error bars. We show on Fig. 8
this comparison for an arbitrary set of frequencies. The power
spectra are always compatible within 1σ. Of course, due to the
much larger area of the GASS field, the CIB measured in GASS
has much smaller cosmic variance errors.
4.5. CIB bispectrum
We measure the bispectrum only at 217, 353 and 545 GHz.
The bispectrum at 143 GHz is noise-dominated and is more-
over highly contaminated by tSZ and extragalactic radio point
sources. At 857 GHz, as we are using Mask2, Galactic dust
residuals contaminate the bispectrum in most configurations.
In particular, the residuals produce a rising bispectrum at high
multipoles. In the following, we are thus not considering the
857 GHz frequency for the analysis. At 217, 353 and 545 GHz,
the bispectrum is measured in 38, 40 and 36 configurations, re-
spectively. We show in Fig. 9 the measured CIB bispectrum at
353 GHz for some particular configurations, namely equilateral
(`, `, `), orthogonal isosceles (`, `,
√
2`), flat isosceles (`, `, 2`),
and squeezed (`min, `, `). The bispectrum decreases with scale
and exhibits a peak in the squeezed configurations, as predicted
by Lacasa et al. (2012).
In Table 5, we give the significance of the detection for the
three frequencies used, with either the average significance per
configuration or the significance of the total bispectrum, when
accounting for the whole covariance matrix. The bispectrum is
significantly detected at each frequency individually. Moreover,
these measurements represent the first detection of the CIB bis-
pectrum per configuration, permitting us to probe the scale and
configuration dependence of the bispectrum, as well as its fre-
quency behaviour. The bispectrum values are given in Table D.3.
Table 5. Detection significance of the bispectra at each fre-
quency. Note that the mean SNR per configuration and the total
SNR are not directly linked by the square root of the configura-
tion numbers as the covariance matrix is not diagonal.
Band Mean SNR per configuration Total SNR
217 GHz 1.24 5.83
353 GHz 2.85 19.27
545 GHz 4.59 28.72
5. Interpreting CIB power spectrum measurements
Once the CMB and Galactic dust have been removed, there are
three astrophysical contributors to the power spectrum at the
HFI frequencies: two from dusty star-forming galaxies (with
both shot noise, Cν×ν′d,shot, and clustering, C
ν×ν′
d,clust(`), components);
and one from radio galaxies (with only a shot-noise compo-
nent,Cν×ν′r,shot, the clustering of radio sources being negligible, e.g.,
Hall et al. 2010). The measured CIB power spectrumCν×ν′measured(`)
is thus
Cν×ν
′
measured(`) = C
ν×ν′
d,clust(`) + C
ν×ν′
d,shot + C
ν×ν′
r,shot. (23)
In this section, we first discuss the shot-noise contributions.
We then present how we can model Cν×ν′d,clust(`). Two approaches
are considered. The first one is the simplest, and use only the
large scale CIB measurements to fit for a linear model. The sec-
ond one is based on the halo-model formalism. Our main goal is
to use CIB anisotropies to measure the SFRD and effective bias
redshift evolution.
5.1. Shot noise from dusty star forming and radio galaxies
The shot noise arises from sampling of a background composed
of a finite number of sources, and as such is decoupled from
the correlated term. The angular resolution of the HFI instru-
ment is not high enough to measure the shot-noise levels. As
demonstrated in Planck Collaboration XVIII (2011), the non-
linear contribution to the power spectrum is degenerate with the
shot-noise level (on the scales probed by Planck). Since our data
by themselves are not sufficient to explore this degeneracy, we
need to rely on a model to compute the shot noise.
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5.1.1. Auto-power spectrum
The shot-noise level at frequency ν can be easily computed using
monochromatic galaxy number counts. Let us consider a flux
interval [S k, S k + ∆S k]. The number of sources per unit solid
angle, nk in this flux interval is
nk =
dN
dS
∆S k (24)
and the variance is,
σ2Bk = nkS
2
k . (25)
Summing all flux intervals gives the variance on the total contri-
bution to the CIB:
σ2B =
∑
k
nkS 2k =
dN
dS
S 2k∆S k. (26)
When we take the limit of ∆S k tending to zero, this sum becomes
the integral
σ2B =
∫ S c
0
dN
dS
S 2dS . (27)
Here S c is the flux cut above which bright sources are detected
and can be removed. This cut is mandatory, since the integral
does not converge in the Euclidian regime, dNdS ∝ S −2.5, which is
the case at bright fluxes for star-forming galaxies.
5.1.2. Cross-power spectrum
We now consider two frequencies ν and ν′. The number of
sources nkl in the flux density and redshift intervals [S k, S k+∆S k]
and [zl, zl + ∆zl], is
nkl =
dN
dS dz
∆S k∆zl (28)
Considering a small redshift interval, the covariance between the
two frequencies can be approximated as:
σν1ν2,kl = nklS ν,klS ν′,kl = nklS
2
ν,klRνν′,kl, (29)
where Rνν′,kl is the mean colour for the considered galaxy popu-
lation in the considered flux density and redshift interval. Using a
mean colour per flux density and redshift interval is not a strong
assumption as long as ∆S k and ∆zl are small. Summing over flux
densities, redshifts and the galaxy population gives
σνν′ =
∑
pop
∑
k
∑
l
npop,klS 2ν,klRνν′,pop,kl , (30)
with the integral limit
σνν′ =
∑
pop
∫ ∞
S ν=0
∫ ∞
z=0
H(S ν < S cν,Rν′ν,popS ν < S
c
ν′ )
dNpop
dS νdz
S 2νRν′ν,pop dS νdz. (31)
Here H(P1, P2) is equal to 1 when P1 and P2 are both true, and
0 otherwise, and S cν and S
c
ν′ are the flux cuts in the frequency
bands ν and ν′. They are given in Table 1.
We use this formalism to compute the radio galaxy shot
noise. For the star-forming dusty galaxy shot noise, we rely on
the formalism detailed in Be´thermin et al. 2013 (their appendix
B).
5.1.3. Shot-noise values
We use the Be´thermin et al. (2012a) model to compute the star-
forming dusty galaxy shot noise, Cν×ν′d,shot (Eq. 23). The model
is in rather good agreement with the number counts measured
by Spitzer and Herschel (e.g., Glenn et al. 2010). It also gives
a reasonable CIB redshift-distribution, which is important for
the cross-spectra. Since this model is based on observations that
have typical calibration uncertainties of <10%, the estimations
of the shot-noise levels (being proportional to the square of cali-
bration factor) cannot be accurate to more than ∼20%. As uncer-
tainties in the flux cuts induce uncertainties in the shot noise that
are negligible (less than 3% at all frequencies), we take 20% as
the shot-noise uncertainty.
For extragalactic radio sources, we use the Tucci et al.
(2011) model (more specifically, the one referred as “C2Ex” in
the paper) to compute Cν×ν′r,shot (Eq. 23). The predictions for high–
frequency number counts are based on a statistical extrapola-
tion of flux densities of radio sources from low–frequency data
(1–5 GHz). In particular, this model considers physically based
recipes to describe the complex spectral behaviour of blazars,
which dominate the mm-wave counts at bright flux densities. It
is able to give a good fit to all bright extragalactic radio source
data available so far: number counts up to 600 GHz; and spectral
index distributions up to at least 200–300 GHz (see Tucci et al.
2011; Planck Collaboration Int. VII 2013; Lo´pez-Caniego et al.
2012). As for the dusty galaxies, we consider an error of 20%
on the shot-noise computation from the model. But contrary to
dusty galaxies, the shot noise for the radio population depends
strongly on the flux cut (Planck Collaboration XVIII 2011).
Accordingly, we add to the 20% mentioned above, a shot-noise
error taken to be the shot-noise variations as we change the flux
cut, considering the flux cut errors given in Table 1.
The shot-noise levels for the HFI flux cuts given in Sect. 2.4,
are listed in Tables 6 and 7.
5.2. Basics of CIB correlated anisotropy modelling
The angular power spectrum of CIB correlated anisotropies is
defined as:〈
δIν`mδI
ν′
`′m′
〉
= Cν×ν
′
d,clust(`) × δ``′δmm′ , (32)
where ν and ν′ denote the observing frequencies and Iν,ν′ the
measured intensity at those frequencies. In a flat universe, the
intensity is related to the comoving emissivity j via
Iν =
∫
dz
dχ
dz
a j(ν, z) (33)
=
∫
dz
dχ
dz
a j¯(ν, z)
(
1 +
δ j(ν, z)
j¯(ν, z)
)
,
where χ(z) is the comoving distance to redshift z, and a = 1/(1+
z) is the scale factor. Combining Eqs. 32 and 33 and using the
Limber approximation, we obtain
Cν×ν
′
d,clust(`) =
∫
dz
χ2
dχ
dz
a2 j¯(ν, z) j¯(ν′, z)Pν×ν
′
j (k = `/χ, z), (34)
where Pν×ν′j is the 3-D power spectrum of the emissivities and is
defined as follows:〈
δ j(k, ν)δ j(k′, ν′)
〉
= (2pi)3 j¯(ν) j¯(ν′)Pν×ν
′
j (k)δ
3(k − k′). (35)
In the context of CIB anisotropy modelling, the simplest ver-
sion of the so-called “halo model,” which provides one view of
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Table 6. Shot-noise levels Cν×ν′d,shot (flat power-spectra) for star-forming galaxies (in Jy
2 sr−1) computed using the Be´thermin et al.
(2012a) model. To obtain the shot noise in Jy2 sr−1 for our photometric convention νIν = constant, a colour correction, given in
Sect. 5.2, has to be applied.
3000 857 545 353 217 143 100
3000 10064±2013 . . . . . . . . . . . . . . . . . .
857 4427± 885 5628±1126 . . . . . . . . . . . . . . .
545 1525± 305 2655± 531 1454±291 . . . . . . . . . . . .
353 434± 87 913± 183 543±109 225 ±45 . . . . . . . . .
217 96± 19 216± 43 135± 27 59 ±12 16 ±3 . . . . . .
143 26± 5 56± 11 35± 7 15 ± 3 4.3±0.9 1.2 ±0.2 . . .
100 11± 2 20± 4 12± 2 5.4± 1.1 1.5±0.3 0.42±0.08 0.15±0.03
Table 7. Shot-noise levels Cν×ν′r,shot (flat power-spectra) for radio galaxies (in Jy
2 sr−1) computed using the Tucci et al. (2011) model.
To obtain the shot noise in Jy2 sr−1 for our photometric convention νIν = constant, a colour correction has to be applied. It is however
lower than 1% (see Sect. 5.2).
857 545 353 217 143 100
857 4.28 ± 0.90 . . . . . . . . . . . . . . .
545 2.28 ± 0.56 2.86 ± 0.70 . . . . . . . . . . . .
353 2.10 ± 0.53 2.59 ± 0.63 3.28 ± 0.82 . . . . . . . . .
217 1.53 ± 0.46 1.92 ± 0.56 2.40 ± 0.70 3.12 ± 0.79 . . . . . .
143 2.38 ± 0.58 2.86 ± 0.68 3.57 ± 0.82 3.68 ± 0.99 6.05 ± 1.47 . . .
100 2.73 ± 0.64 3.24 ± 0.73 4.02 ± 0.90 4.31 ± 1.07 6.47 ± 1.39 8.47 ± 1.97
the large-scale structure of the Universe as clumps of dark mat-
ter, consists of equating P j with the galaxy power spectrum Pgg.
This is equivalent to assuming that the CIB is sourced equally
by all galaxies, so that the spatial variations in the emissivities
trace the galaxy number density,
δ j/ j¯ = δngal/n¯gal. (36)
The dark matter halos are populated through a halo occupation
distribution (HOD) prescription. Ultimately, Pgg(k, z) is written
as the sum of the contributions of galaxies within a single dark
matter halo (“1h”) and galaxies belonging to two different halos
(“2h”):
Pgg(k, z) = P1h(k, z) + P2h(k, z) . (37)
On large scales P2h reduces to a constant bias (squared) times
the linear theory power spectrum, while the 1-halo contribution
encapsulates the non-linear distribution of matter.
In this paper, we developed two approaches for the mod-
elling of CIB anisotropies.
– The first one (Sect. 5.4) is very simple, and takes advan-
tage of the accurate measurement of CIB anisotropies with
Planck and IRIS at large angular scales. As an alternative
to the HOD model for Pgg we use a constant bias model in
which Pgg(k, z) = b2effPlin(k, z), where beff is a redshift- and
scale-independent bias and Plin(k) is the linear theory, dark-
matter power spectrum.
– The second one (Sect. 5.5) uses the anisotropies at all angular
scales, and takes advantage of the frequency coverage of our
measurements, to constrain a halo model with a luminosity-
mass dependence. As a matter of fact, the model described
above, which assumes that emissivity density traces galaxy
number density (Eq. 36), implies that all galaxies contribute
equally to the emissivity density, irrespective of the masses
of their host halos. It assumes that all galaxies have the same
luminosity, which is a crude assumption, as the luminosity
and the clustering strength are closely related to the mass of
the host halo.
Fig. 9. CIB bispectrum at 353 GHz in some particular config-
urations (black points, in Jy3 sr−1). The red curve is the CIB
bispectrum predicted from the power spectrum (best-fit model
from Sect. 5.5) following Lacasa et al. (2012). The yellow curve
is a power-law fit (as given in Table 13). See Sect. 6.5 for more
details.
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Before embarking in the details of our models building and
fitting, we want to stress that the purpose of the following sec-
tions is to build as ”physical” a model as possible that reproduces
our measurements. To do so, we will build on the large amount
of works in the astrophysical literature that exploited the simpli-
fying concept of halo-model. We hope that this way our work
will have wider impact. Nevertheless, it has to be emphasized
that these models are very phenomenological and multi-faceted.
To some extent, there is no such thing as a halo model as there
are many hidden assumptions standing on uneven grounds. For
example, in our approach we will rely on a concentration pre-
scription as a function of mass and redshift and use it all the way
to a redshift of 6, thus pushing in a regime where it has not been
validated. The same holds for our ansatz for the L − M relation
and more generally the concept of HOD. To explore the depen-
dence of our conclusions on these hidden assumptions is a work
that goes well beyond the scope of this paper and would certainly
require a large use of simulations. To include these assumptions
as Bayesian priors in our fit could be an approach but would also
certainly miss serious conceptual limitations. As such, we chose,
in this current modeling effort to just make our assumptions clear
and justify our fixed values when possible. This approach leaves
a degree of uncertainty unaccounted for in our error budget and
should be keep in mind when interpreting our results.
5.3. Fitting for a model
The power spectra that are computed by the models need to be
colour-corrected, from a CIB SED to our photometric conven-
tion νIν = constant. We use the CIB SED from Be´thermin et al.
(2012a) to compute the colour corrections. They are equal to
1.076, 1.017, 1.119, 1.097, 1.068, 0.995, and 0.960 at 100, 143,
217, 353, 545, 857, and 3000 GHz, respectively. The correction
to the power spectra follows
Cmodel`,ν,ν′ × ccν × ccν′ = Cmeasured`,ν,ν′ . (38)
We use the same colour corrections (cc) for both the star-forming
galaxy shot noise and the CIB power spectrum. For the radio
galaxy shot noise we use a power law S ν ∝ να, with α = −0.5.
This is the average spectral index for radio sources that mainly
contribute to the shot-noise power spectra. With such an SED,
we find that the colour corrections are all lower than 0.7% for
100 ≤ ν ≤ 857 GHz. We thus neglect them.
To search for our best-fit model, we follow this scheme.
1. Take the residual map power spectra, as given in Table D.1.
2. Discard the first two bins at multipoles ` = 53 and 114 (fol-
lowing Sect. 3.2.2 and 3.2.3).
3. Correct for SZ-related residuals, Cν×ν′SZcorr, and C
ν×ν′
CIB−SZcorr, fol-
lowing Eqs. 8, 9, 12, and add the errors of these corrections
quadratically to the error bars given in Table D.1.
4. Apply the colour correction to convert the theoretical model
from measured Jy2 sr−1 to Jy2 sr−1[νIν = constant] (Eq. 38).
5. Compute the χ2 value between the theoretical model and the
observations, further applying the correction Cν×ν′CIBcorr (Eq. 4),
and adding calibration errors, as described in the next item.
6. The calibration uncertainties are treated differently than the
CIB power spectra error bars. We use an approach similar to
the galaxy number counts model of Be´thermin et al. (2011).
A calibration factor fcal is introduced. It has an initial value
of 1, but can vary inside a Gaussian prior, centred on the
calibration errors given in Table 1. We add a term to the χ2
that takes into account the estimated calibration uncertain-
ties: χ2cal =
∑
bands( fcal − 1)2/σ2cal, where σ2cal are the calibra-
tion errors. The C` computed for the model is thus modified
according to Ccal`,ν×ν′ = f
cal
ν f
cal
ν′ C
model
`,ν×ν′ .
5.4. Constraints on SFRD and effective bias from the
large-angle linear scales
5.4.1. Fitting the linear model to the data
Planck is a unique probe of the large-scale anisotropies of
the CIB. At ` . 1000, the clustering is dominated by the
correlation between dark matter halos (the 2-halo term, e.g.,
Planck Collaboration XVIII 2011). Planck data thus give the op-
portunity to put new constraints on both star-formation history
and clustering of star-forming galaxies, using only the linear part
of the power spectra. In this modelling, we consider only the 2-
halo contribution to the cross-power spectrum between maps at
frequency ν and ν′ (or auto-spectrum if ν = ν′), which can be
written as
C2h`,ν,ν′ =
∫
dz
χ2
dχ
dz
a2b2eff(z) j¯(ν, z) j¯(ν
′, z)Plin(k = `/χ, z), (39)
and we fit only for ` ≤ 600. Here beff is the effective bias of in-
frared galaxies at a given redshift, i.e., the mean bias of dark mat-
ter halos hosting infrared galaxies at a given redshift weighted by
their contribution to the emissivities. This term implicitly takes
into account the fact that more massive halos are more clustered.
The link between this simple approach and the HOD approach of
Sect. 5.5 is discussed in Appendix C. We compute Plin(k) using
CAMB (http://camb.info/).
The emissivities j¯(ν, z) are derived from the star formation
density ρSFR following (see Appendix B)
j¯(ν, z) =
ρSFR(z)(1 + z)S ν,eff(z)χ2(z)
K
, (40)
where K is the Kennicutt (1998) constant (SFR/LIR = 1.7×10−10
M yr−1 for a Salpeter IMF) and S ν,eff(z) the mean effective SED
of all infrared galaxies at a given redshift. They are deduced from
the Be´thermin et al. (2012a) model (see Appendix B). These
SEDs are a mixture of secularly star-forming galaxies and star-
burst galaxies. The dust temperature here increases with red-
shift following the measurements of Magdis et al. (2012) (see
Sect. 6.4 for a discussion about the choice of the SED library for
the modelling and the impact on the results).
There are degeneracies between the evolution of the bias and
of the emissivities. In order to break them, we put some priors
on the following quantities.
– The local infrared luminosity density, ρSFR(z= 0) = (1.95 ±
0.3)×10−2 M yr−1 (Vaccari et al. 2010), converted using the
H0 value measured by Planck).
– The local bias of infrared galaxies, b = 0.84 ± 0.11
(Saunders et al. 1992), converted using σ8 measured by
Planck.
– The mean level of the CIB deduced from galaxy num-
ber counts, 12.6+8.3−1.7 nW m
−2 sr−1 at 3000 GHz from
Berta et al. (2011), 6.5+1.7−1.6 nW m
−2 sr−1 at 857 GHz, and
2.1+0.7−0.6 nW m
−2 sr−1 at 545 GHz from Be´thermin et al.
(2012c), and finally > 0.27 nW m−2 sr−1 from Zemcov et al.
(2010) at 353 GHz. These values are colour-corrected from
PACS, SPIRE and SCUBA to Planck and IRAS, using the
Be´thermin et al. (2012a) model.
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Fig. 10. (Cross-) power spectra of the CIB measured by IRAS and Planck, and the linear model. Data points are shown in black.
The data used to fit the linear model are represented by diamonds (` ≤ 600). High-` points are not displayed as they are not used.
The cyan dash-three-dot line (often confounded with the red continuous line) is the best-fit CIB linear model. For completeness, we
also show on this figure the shot-noise level given in Table 6 (orange dashed line) and the 1-halo term predicted by Be´thermin et al.
2013 (green dot-dashed line). The red line is the sum of the linear, 1-halo and shot-noise components. It contains the spurious CIB
introduced by the CMB template (see Sect. 3.1.2). The blue long-dashed line represents the CIB linear best-fit model plus 1-halo
and shot noise terms. It is corrected for the CIB leakage in the CMB map, similarly to the cyan line. When the CIB leakage is
negligible, the blue long-dashed line is the same as the red continuous line.
In this simple analysis, we want to measure only two quanti-
ties: the effective bias and its evolution with redshift, beff(z); and
the star formation density history, ρSFR(z).
Inspired by the redshift evolution of the dark matter halo
bias, we chose the following simple parametric form for the evo-
lution of the effective bias:
beff(z) = b0 + b1z + b2z2. (41)
For the star formation history, the values of ρSFR at z = 0, 1,
2 and 4 are free parameters, and we connect these points assum-
ing a power law in (1+z), using the two last points to extrapolate
ρSFR at z > 4. We perform a Monte Carlo Markov chain analy-
sis of the global parameter space. We assume Gaussian uncorre-
lated error bars for uncertainties, which are a linear combination
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of statistical and beam errors. The calibration uncertainties are
treated following the method described Sect. 5.2.
To be independent of the exact level of the Poisson and 1-
halo power spectrum in our linear analysis, we fit only for ` ≤
600 measurements. For such `s, contamination by the Poisson
and 1-halo terms is lower than ∼10% (except for 3000×3000
where it reaches ∼25% at `=502, see Fig. 10). We neverthe-
less add to our model the small correction due to the 1-halo
and Poisson terms, as derived from the Be´thermin et al. (2013)
model.
5.4.2. Results
With a best-fit χ2 value of 35 for 41 degrees of freedom, we ob-
tain a very good fit to the data. In Table 8 we quote median values
and marginalized limits for the parameters. The posterior value
of parameters for which we imposed a Gaussian prior (local ef-
fective bias and SFRD, plus calibration factors) are all within
the 1σ range of the prior values (except the 857 GHz calibration
factor which is at 1.2σ).
Fig. 11 shows the evolution of the star formation den-
sity with redshift (upper panel). Our derived star formation
history nicely agrees with the infrared measurements of the
dust-obscured star-formation rate density of Rodighiero et al.
(2010) and Magnelli et al. (2011), up to z ∼ 2. At higher
redshift, our determination is marginally compatible (2σ) with
Gruppioni et al. (2013), but in very good agreement with the
recent work of Burgarella et al. (2013) at z=3. We also com-
pared our measurements with the UV estimate of star formation
(not corrected for dust-attenuation) from Bouwens et al. (2007),
Cucciati et al. (2012), and Reddy & Steidel (2009). Below z ∼ 3,
the bulk of the UV light emitted by young, short-lived stars is
reprocessed in the infrared. Above this redshift, we find that the
star formation probed in the UV and IR regimes have roughly an
equal contribution. The infrared regime alone is thus no longer a
good measure of the total star-formation rate density.
We also studied the evolution of the effective bias (lower
panel of Fig. 11). We measure an increase of the bias with red-
shift. In Fig. 11 we compare the evolution of the galaxy dark
matter bias with that of dark matter halos of various mass (from
Tinker et al. 2008). Our results are compatible with the track of
dark matter halos with 1-3 1012 M, corresponding to the halo
mass of maximal efficiency of star formation, as found in re-
cent works (e.g., Be´thermin et al. 2012b, Wang et al. 2013, and
Behroozi et al. 2013, and compatible with the related lensing
magnification study of Hildebrandt et al. 2013).
5.5. Halo model for CIB anisotropies
The halo model is a standard approach to describe the cluster-
ing of matter at all scales (Cooray & Sheth 2002). Starting from
the assumption that all galaxies live in dark matter halos, the
clustering power spectrum can be considered as the sum of two
components: the 1-halo term (labelled P1h), due to correlations
of galaxies within the same halo, is responsible for the small-
scale clustering; while the 2-halo term (P2h), sourced by galaxy
correlations in different halos, describes the large-scale cluster-
ing.
The galaxy power spectrum is completely characterized by
four main ingredients: the halo bias between dark matter and ha-
los; the halo density profile, describing the spatial distribution of
dark matter inside a given halo; the halo mass function, speci-
fying the number density of halos with a given mass; and a pre-
Fig. 11. Evolution of the star formation density (upper panel)
and effective bias as a function of redshift (lower panel), as con-
strained by the linear part of the power spectra. In both panels,
the median realization of the model is represented with a red line,
the ±1σ confidence region with a dark orange area, and the ±2σ
region with a light orange area. In the upper panel, we added
the measurements of obscured star formation from infrared
(Magnelli et al. 2011, squares), (Rodighiero et al. 2010, aster-
isks), (Cucciati et al. 2012, diamonds), (Gruppioni et al. 2013,
crosses), and unobscured star formation from uncorrected UV
(Bouwens et al. 2007, triangles; Reddy & Steidel 2009, circles).
In the lower panel, we also plot the evolution of the dark mat-
ter halo bias for dark matter halo mass of 1011 M (dashed line),
1012 M (dot-dashed line), and 1013 M (three-dots-dashed line).
scription for filling dark matter halos with galaxies, the so-called
Halo Occupation Distribution (HOD).
A common assumption in the simplest versions of the
halo model is that all galaxies have the same luminos-
ity, regardless of their host dark matter halo (Viero et al.
2009; Amblard et al. 2011; Planck Collaboration XVIII 2011;
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Table 8. Summary of the parameters of the linear model. The
values are obtained through an MCMC analysis (median and
68% confidence limits, CL).
Parameter Definition Median value
ρSFR(z= 0) z= 0 star formation density 1.88+0.44−0.40 × 10−2 M yr−1
ρSFR(z= 1) z= 1 star formation density 16.07+4.6−3.3 × 10−2 M yr−1
ρSFR(z= 2) z= 2 star formation density 16.61+3.4−3.7 × 10−2 M yr−1
ρSFR(z= 4) z= 4 star formation density 4.0+2.6−1.6 × 10−2 M yr−1
b0 Effective bias at z= 0 0.82+0.11−0.10
b1 First order evolution 0.34+0.46−0.75
b2 Second order evolution 0.31+0.43−0.27
f cal3000 Calibration factor at 3000 GHz 1.07
+0.09
−0.10
f cal857 Calibration factor at 857 GHz 1.12
+0.04
−0.04
f cal545 Calibration factor at 545 GHz 1.05
+0.03
−0.03
f cal353 Calibration factor at 353 GHz 1.007
+0.014
−0.014
f cal217 Calibration factor at 217 GHz 0.996
+0.008
−0.007
Xia et al. 2012; Viero et al. 2013b). However, as has already
been pointed out in Shang et al. (2012), both galaxy clustering
and galaxy luminosity are linked to host halo mass so that, in
a statistical way, galaxies situated in more massive halos have
more stellar mass and are more luminous. The lack of such a
link between galaxy luminosity and host halo mass in the model
can lead to an interpretation of the clustering signal on small an-
gular scales being due to a significant overabundance of satellite
halos (as in Amblard et al. 2011) with respect to what is found
in numerical simulations (see discussion in Shang et al. 2012;
Viero et al. 2013b). However, this can instead be due to a smaller
number of galaxies, but with higher luminosity.
In this paper, we assume a halo model with a galaxy
luminosity-halo mass relation similar to the one introduced in
Shang et al. (2012) and also used in Viero et al. (2013b). We de-
fine halos as overdense regions with a mean density equal to 200
times the mean density of the Universe and we assume an NFW
profile (Navarro et al. 1997) for the halo density profile, with
a concentration parameter as in Cooray & Sheth (2002). Fitting
functions of Tinker et al. (2008) and the associated prescription
for the halo bias (see Tinker et al. 2010) will be used for the halo
and sub-halo mass functions, respectively.
In the next sub-sections we will introduce the halo model
that we use and we will describe how our analysis constrains its
main parameters.
5.5.1. A halo model with luminosity dependence
The relation between the observed flux S ν and the luminosity of
a source at a comoving distance χ(z) is given by:
S ν =
(1 + z)Lν(1+z)
4piχ2(z)
, (42)
and the galaxy emissivity j¯ν(z) can be written as
j¯ν(z) =
∫
dL
dn
dL
(L, z)
L(1+z)ν
4pi
, (43)
where dn/dL denotes the infrared galaxy luminosity function.
In general, in order to model the galaxy luminosity–halo
mass relation, we should introduce a scatter describing the
probability density P(L|M) for a halo (or a sub-halo) of mass
M to host a galaxy with luminosity L (as in the condi-
tional luminosity function models of, e.g., Yang et al. 2003,
Yang et al. 2005, Cooray & Milosavljevic´ 2005, Cooray 2006,
Amblard & Cooray 2007, and De Bernardis & Cooray 2012). In
order to keep the analysis as simple as possible, we neglect any
scatter and introduce Lcen,ν(1+z)(MH, z) (for central galaxies) and
Lsat,ν(1+z)(mSH, z) (for satellite galaxies), where MH and mSH de-
note the halo and sub-halo masses, respectively, Eq. 43 can be
re-written as:
j¯ν(z) =
∫
dM
dN
dM
(z)
1
4pi
{
NcenLcen,(1+z)ν(MH, z) (44)
+
∫
dmSH
dn
dm
(mSH, z)Lsat,(1+z)ν(mSH, z)
}
,
where dn/dm denotes the sub-halo mass function and Ncen is the
number of central galaxies inside a halo.
Introducing f cenν and f
sat
ν for central and satellite galaxies,
f cenν (M, z) = Ncen
Lcen,(1+z)ν(MH, z)
4pi
, (45)
f satν (M, z) =
∫ M
Mmin
dm
dn
dm
(mSH, z|M) (46)
×Lsat,(1+z)ν(mSH, z)
4pi
,
then the power spectrum of CIB anisotropies at observed fre-
quencies ν, ν′ can be written as
P1h,νν′ (k, z) =
1
j¯ν j¯ν′
∫ ∞
Mmin
dM
dN
dM
(47)
×
{
f cenν (M, z) f
sat
ν′ (M, z)u(k,M, z)
+ f cenν′ (M, z) f
sat
ν (M, z)u(k,M, z)
+ f satν (M, z) f
sat
ν′ (M, z)u
2(k,M, z)
}
,
P2h,νν′ (k, z) =
1
j¯ν j¯ν′
Dν(k, z)Dν′ (k, z)Plin(k, z). (48)
Here
Dν(k, z) =
∫ ∞
Mmin
dM
dN
dM
b(M, z)u(k,M, z) (49)
×
{
f cenν (M, z) + f
sat
ν (M, z)
}
,
with u(k,M, z) being the Fourier transform of the halo density
profile.
5.5.2. Parameterizing the L–M relation
In the simplest version of the halo model, where galaxies resid-
ing in halos of different masses have the same luminosity, the
galaxy power spectrum is fully determined by the HOD, namely
the function describing the number of central and satellite galax-
ies in each dark matter halo. In the model used here, the power
spectrum depends, additionally, on the function L(1+z)ν(MH, z),
where M denotes the halo mass. The luminosity L(1+z)ν(MH, z)
depends on three variables: the redshift z; the mass of the host
(sub)halo; and the observing frequency ν. We will consider the
following assumptions about the structure of the luminosity-
mass relation L(M).
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– We assume no difference between halos and sub-halos with
the same mass, so that L(MH, z) = L(mSH, z), for MH = mSH.
While recent studies (e.g., Rodrı´guez-Puebla et al. 2012,
2013) show some indication that satellite galaxies tend to
have slightly more stellar mass than central galaxies with the
same halo mass, these results depend on the subhalo mass
definition used; in particular, the luminosity-mass relation
for satellites and central galaxies has been found to be not
very different when the mass of the subhalo is defined at the
time of accretion (as done in this paper).
– A very simple functional form (see Blain et al. 2003, and ref-
erence therein) is assumed for galaxy SEDs:
Θ(ν, z) ∝
{
νβBν (Td(z)) ν < ν0 ;
ν−γ ν ≥ ν0 . (50)
Here Bν denotes the Planck function, while the emissivity
index β gives information about the physical nature of dust
and in general depends on grain composition, temperature
distribution of tunnelling states and wavelength-dependent
excitation (e.g., Meny et al. 2007). The power-law function
is used to temper the exponential Wien tail at high frequen-
cies and obtain a shallower SED shape, more in agreement
with observations.
The temperature is assumed to be a function of redshift ac-
cording to
Td ≡ T0(1 + z)α. (51)
This dependence of the temperature with redshift can be due
to different physical processes, such as more compact ge-
ometries for galaxies at high redshift (Magdis et al. 2012),
a global evolution of the SED (e.g., Addison et al. 2012;
Be´thermin et al. 2013) or the increase of the CMB temper-
ature with redshift (Blain 1999).
The SED functions at high and low frequencies are con-
nected smoothly at the frequency ν0 satisfying
dlnΘ(ν, z)
dlnν
= −γ. (52)
The range of variation for the parameters α, γ, and ν∗ is
large enough to ensure that we do not exclude non-negligible
regions of the multidimensional parameter space; however
we assume physically motivated priors for both the tem-
perature (T0 in the range 20–60 K, see measurements in
e.g., Dunne et al. 2000, Chapman et al. 2005, Amblard et al.
2010, and Hwang et al. 2010) and the emissivity index (β
in the range 1.5–2.0). The correct choice of β is a matter
of debate; measurements of Milky Way dust, and in external
galaxies (e.g., Boselli et al. 2012), give values in the range 1–
2, but allowing for some degree of correlation between dust
temperature and emissivity index (see, e.g., Paradis et al.
2010) it is possible to obtain β > 2 for low dust temper-
atures (Td ≤ 18K). On the theoretical side, while models
for both insulating and conducting materials naturally give
β = 2 at long wavelengths (e.g., Draine & Lee 1984), sig-
nificant deviations from the value β = 2 occur when ac-
counting for the disordered structure of the amorphous dust
grains (Meny et al. 2007). Indeed, some authors (Shang et al.
2012; Viero et al. 2013b) allow for values β > 2 when fitting
CIB data. In this analysis we prefer to be conservative and,
since we assume the condition Td > 20 K, we also impose
β ≤ 2; this will allow us to draw solid conclusions on the
other parameters of the model, avoiding regions of the pa-
rameter space whose physical interpretation is questionable.
– We assume a redshift-dependent, global normalization of the
L–M relation of the form
Φ(z) = (1 + z)δ . (53)
The parameter δ will be allowed to vary in the range 0–
7. Such a redshift dependence can be justified considering
the evolution of the specific far infrared luminosity (LIR/M∗)
with redshift: if the ratio of stellar mass to halo mass evolves
only mildly with redshift (see e.g., Neistein et al. 2011), then
the ratio LIR/MH should evolve approximately as the spe-
cific infrared luminosity. The semi-analytic galaxy formation
model of De Lucia & Blaizot (2007) shows the evolution of
such a quantity with redshift as a power law with a slope
of about 2.5, while observations performed by Oliver et al.
(2010) indicate a much steeper slope, around 4.4.
– We assume a log-normal function for the dependence of the
galaxy luminosity on halo mass:
Σ(M, z) = M
1
(2piσ2L/M)
1/2
e−(log10(M)−log10(Meff ))
2/2σ2L/M . (54)
Here Meff describes the peak of the specific IR emissivity,
while the parameter σL/M describes the range of halo masses
used for producing the IR luminosity; we will assume that
σ2L/M = 0.5 throughout this paper and we checked that results
do not significantly change when assuming σ2L/M = 0.65, as
in Be´thermin et al. (2012b).
The reason for choosing a log-normal functional form is
that star formation is active only over a given range of halo
masses, being suppressed at both the low- and the high-
mass end by mechanisms such as photoionization, super-
novae heating, feedback from active galactic nuclei and virial
shocks (see e.g., Benson et al. 2003; Croton et al. 2006); it is
then possible to identify a peak in the L–M relation, which
describes the maximum in the average infrared emissivity
per unit mass.
– At the low–mass end, we assume a minimum mass Mmin,
which is a free parameter in the range 1010–1011 M, and we
assume L = 0 for M < Mmin.
The equation for the luminosity-mass relation can finally be
written as
L(1+z)ν(M, z) = L0Φ(z)Σ(M, z)Θ[(1 + z)ν], (55)
where L0 is a free normalization parameter (which being not
physically meaningful will not be further discussed).
5.5.3. Method and data used
In order to constrain the main parameters of our model, we fit
for a total of 121 data points of the 15 possible combinations of
Planck auto- and cross-power spectra at 217, 353, 545, 857 and
3000 GHz, considering the multipole range 187 ≤ ` ≤ 2649.
We use the same procedure as described in Sect. 5.3 in or-
der to colour-correct our model to the photometric convention
νIν = constant and to include the corrections due to CIB over-
subtraction and SZ-related residuals (see points 1–6 in Sect. 5.3).
There are two main differences with respect to the linear model
analysis outlined above (Sect. 5.4):
– we keep all the calibration parameters fixed at f cal = 1,
which assumption is justified by the analysis using the linear
model, allowing us not to deal with too many parameters;
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Fig. 12. (Cross-) power spectra of the CIB anisotropies measured by Planckand IRAS, compared with the best-fit extended halo
model. Data points are shown in black. The red line is the sum of the linear, 1-halo and shot-noise components, which is fitted to the
data. It contains the spurious CIB introduced by the CMB template (see Sect. 3.1.2). The orange dashed, green dot-dashed, and cyan
three-dots-dashed lines are the best-fit shot-noise level, the 1-halo and the 2-halo terms, respectively. They are corrected for the CIB
leakage in the CMB. The sum of the three is the blue long-dashed line. When the CIB leakage is negligible, the blue long-dashed
line is the same as the red continuous line.
– we assume the same prior on the star formation rate density
(Vaccari et al. 2010) as in the linear model but we do not use
any constraints on the bias at redshift zero. We also assume
flat priors on the mean level of the CIB at 545 and 857 GHz.
We perform a Monte Carlo Markov chain analysis of the global
parameter space using a modification of the publicly available
code CosmoMC (Lewis & Bridle 2002). We consider variations
in the following set of eight halo model parameters:
P ≡ {α, β, γ, δ,Meff ,Mmin,T0, L0}. (56)
We assume the shot-noise levels given by the sum of the val-
ues quoted in Tables 6 and 7, from Be´thermin et al. (2012a)
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Fig. 13. Evolution of the star formation density (upper panel)
and effective bias as a function of redshift (lower panel), as con-
strained from our extended halo model. In both panels, the me-
dian realization of the model is represented with a red line, the
±1σ confidence region in dark orange, and the ±2σ region in
light orange. In the upper panel the reported data are the same as
in Fig. 11. In the lower panel, we also plot the evolution of the
dark matter-halo bias for dark matter halo masses of 1011 M
(dashed line), 1012 M (dot-dashed line), and 1013 M (three-
dots-dashed line).
and Tucci et al. (2011), respectively, and we assume flat priors
around them with width given by their 1σ error.
The total number of free parameters in our analysis is then
23, consisting of the sum of eight halo model parameters plus 15
shot-noise parameters. While it is tempting to fix the shot-noise
power spectra to their theoretically modelled values (in order
not to deal with too many parameters and keep the analysis as
simple as possible), we believe that, since these values are not
very tightly constrained by their underlying models, it is better
to let them vary as free parameters around their best estimates.
5.5.4. Results
With a best-fit χ2 of 100.7 and 98 degrees of freedom, we ob-
tain a remarkably good fit to the data. In Table 9 we quote mean
values and marginalized limits for the model parameters. In the
following, we comment on the results obtained for some param-
eters of the model and for some derived quantities.
Peak mass Meff – The mean value of the most efficient halo
mass for generating the CIB, log(Meff/M) = 12.6 ± 0.1, is in
good agreement with results obtained from a similar analysis
using Herschel CIB data at 250, 350 and 500 µm (Viero et al.
2013b), and with other analyses, using previous Planck and
Herschel data (e.g., Shang et al. 2012; Xia et al. 2012), while
it is slightly higher than results from other observations
and simulations (e.g., Moster et al. 2010; Behroozi et al. 2012;
Be´thermin et al. 2012b; Wang et al. 2013). We also checked for
a possible redshift evolution of Meff (which can be justified in
the framework of the so-called “downsizing” idea), performing
an MCMC run with the functional form
Meff = M0 × (1 + z)q, (57)
The large degeneracy between M0 and q leads to very high val-
ues of M0. The bias and SFRD have the same redshift evolution
as in the case q = 0, but with much larger error bars (they are
multiplied by a factor of 6 for example for the bias).
Constraints on the dust temperature – Parameterizing the av-
erage dust temperature of sources as
Td(z) = T0(1 + z)α, (58)
the data suggest a redshift evolution of the temperature, with
T0 = (24.4 ± 1.9) K and α = 0.36 ± 0.05. Such a trend, imply-
ing some kind of SED evolution, has been also found in e.g.,
Addison et al. (2012); Viero et al. (2013b). Experimental results
from different surveys appear to have been quite contradictory,
with systematics playing a critical role (e.g., Chapman et al.
2005; Coppin et al. 2008; Pascale et al. 2009; Amblard et al.
2010; Hwang et al. 2010; Chapin et al. 2011). But recently,
some consensus has emerged on a scenario with an in-
crease of dust temperature with redshift (Magdis et al. 2012;
Viero et al. 2013a). The increase of temperature may be ex-
plained by a harder interstellar radiation field at earlier times
(see Magdis et al. 2012, for a detailed discussion).
Constraints on the bias – Galaxies are considered as a biased
tracer of the dark matter field. The galaxy overdensity δg(k, z) is
assumed to trace the underlying dark matter field δdm(k, z) via
δg(k, z) = b(k, z)δdm(k, z), (59)
where b(k, z) is the galaxy bias, which in general can depend
not only on scale and redshift but also on luminosity, spec-
tral type and colour. On large scales, the bias is generally as-
sumed to be scale-independent; however, both numerical simu-
lations (Kauffmann et al. 1999) and recent results from galaxy-
galaxy lensing and galaxy clustering also indicate an increase
of the bias with redshift (e.g., Mandelbaum et al. 2012), while
Tegmark & Peebles (1998) show that the bias must be close
to unity when approaching z = 0. The combination of CMB
and large-scale clustering data yields a bias parameter b ∼ 1
(Verde et al. 2002) while Saunders et al. (1992) found bσ8 =
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Table 9. Mean values and marginalized 68% CL for halo model parameters and shot-noise levels (in Jy2sr−1).
Parameter Definition Mean value
α SED: redshift evolution of the dust temperature 0.36 ± 0.05
T0 [K] SED: dust temperature at z = 0 24.4 ± 1.9
β SED: emissivity index at low frequency 1.75 ± 0.06
γ SED: frequency power law index at high frequency 1.7 ± 0.2
δ Redshift evolution of the normalization of the L–M relation 3.6 ± 0.2
log(Meff)[M] Halo model most efficient mass 12.6 ± 0.1
Mmin[M] Minimum halo mass unconstrained
S 3000×3000 Shot noise for 3000 GHz × 3000 GHz 9585 ± 1090
S 3000×857 Shot noise for 3000 GHz × 857 GHz 4158 ± 443
S 3000×545 Shot noise for 3000 GHz × 545 GHz 1449 ± 176
S 3000×353 Shot noise for 3000 GHz × 353 GHz 411 ± 48
S 3000×217 Shot noise for 3000 GHz × 217 GHz 95 ± 11
S 857×857 Shot noise for 857 GHz × 857 GHz 5364 ± 343
S 857×545 Shot noise for 857 GHz × 545 GHz 2702 ± 124
S 857×353 Shot noise for 857 GHz × 353 GHz 953 ± 54
S 857×217 Shot noise for 857 GHz × 217 GHz 181 ± 6
S 545×545 Shot noise for 545 GHz × 545 GHz 1690 ± 45
S 545×353 Shot noise for 545 GHz × 353 GHz 626 ± 19
S 545×217 Shot noise for 545 GHz × 217 GHz 121 ± 6
S 353×353 Shot noise for 353 GHz × 353 GHz 262 ± 8
S 353×217 Shot noise for 353 GHz × 217 GHz 54 ± 3
S 217×217 Shot noise for 217 GHz × 217 GHz 21 ± 2
0.84 ± 0.11 for IRAS galaxies, which, assuming σ8 = 0.8, gives
b ∼ 0.86. In Fig. 11 we show our estimate of the redshift depen-
dent bias; it is remarkable that, without assuming any prior on
the value of the bias at redshift zero, we are able to obtain a very
good fit to observations, with b(z = 0) = 1.1 ± 0.02.
Constraints on star formation history – The mean value and
68% CL bounds on the cosmic star formation rate density
ρSFR are plotted in Fig. 11. The parameter ρSFR has been
computed following Eq. 40, replacing sν,eff(z) by the halo
model SED as given in Eq. 50. We use the Kennicutt (1998)
constant to convert infrared luminosity to star formation rate
(SFR/LIR = 1.7 × 10−10 M yr−1 for a Salpeter IMF). As can
be seen from Fig. 11, the star formation rate densities predicted
by both models used in this paper are in very good agreement
for redshifts z . 2 while there is a significant difference at
higher redshifts. Interestingly, Behroozi et al. (2012) reports a
compilation of results, showing how measurements performed
before 2006 predict quite a high value for the high redshift
SFRD (then more compatible with the halo model results,
see also the compilation in Hopkins & Beacom 2006), while
measurements performed after 2006 and obtained with different
assumptions about the dust present at z > 3, show a rapid
decrease of the SFRD, which then becomes more compatible
with results obtained using the linear model. In an attempt to
reproduce the break in the SFRD seen in Fig. 14 for the linear
model, we also imposed the condition δ = 0 at redshift z = 2 in
the redshift normalization parameter Φ(z) of the L–M relation.
Such a condition has already been considered in Shang et al.
(2012) and, while it is motivated by some observations, it is
also hard to explain from a theoretical point of view (e.g.,
Weinmann et al. 2011). In this case, we are able to obtain lower
values of the SFRD at high redshifts (see Fig. 13), but at the
price of slightly degrading the quality of the fit. We finally
note that another potential reason for the discrepancy found at
high redshift can be the difference in the inferred bias evolution
between the linear model and the halo model: in fact, a lower
value of the bias at high redshift (as found in the context of the
halo model) can be compensated by higher values for the SFRD
in the same redshift range. We will come back to the SFRD
discussion in Sect. 6.4.
Finally, we are also able to determine the mean CIB inten-
sity at the Planck frequencies considered in the analysis. The
values obtained are presented in Table 10. Although higher, they
are compatible, within the 95% CL, with results obtained from
number counts measurements (Be´thermin et al. 2012c).
Table 10. Derived estimates of the CIB intensity from the ex-
tended halo model.
Band νIν [nW m−2 sr−1]
3000 GHz 13.1 ± 1.0
857 GHz 7.7 ± 0.2
545 GHz 2.3 ± 0.1
353 GHz 0.53 ± 0.02
217 GHz 0.077 ± 0.003
5.6. CIB-CMB lensing cross-correlation
We tested the validity of our approach by comparing the pre-
dictions for our best-fit models with the measurements of the
cross-correlation between the CIB and the CMB lensing poten-
tial presented in Planck Collaboration XVIII (2013). For the lin-
ear model, we computed the cross-correlation following:
Cνφ
`
=
∫
beff(z) j¯(ν, z)
3
`2
Ωrmm,H20
(
χ∗ − χ
χ∗χ
)
Plin(k = `/χ, z)dχ,
(60)
where χ∗ is the comoving distance to the CMB last-scattering
surface. We use a similar equation for the extended halo model.
Figure 15 shows a comparison between the model and the
data. The halo model (as well as its variant with a break in the
temperature and global normalization of the L–M relation at red-
shift z ∼ 4, see Sect. 6.4) agrees remarkably well with the mea-
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Fig. 14. Marginalized constraints on the star formation rate
density, as derived from our extended halo model described in
Sect. 5.5 (red continuous line with ±1 and ±2σ orange dashed
areas). It is compared with mean values computed imposing the
condition δ(z≥ 2) = 0 (black long-dashed line), or the com-
bined conditions δ(z≥ zbreak) = 0 and T (z= zbreak) = T (zbreak),
where zbreak is found to be 4.2 ± 0.5 (blue dashed line). The vi-
olet points with error bars are the SFR density determined from
the modelling of the CIB-CMB Lensing cross correlation by
Planck Collaboration XVIII (2013).
surements for all channels. The linear model gives a higher pre-
diction at 217 and 353 GHz (although compatible with the data
points at the 1σ level).
6. Discussion
6.1. The 143 GHz case
Removing the CMB anisotropy at 143 GHz is very problematic,
since the CMB power spectrum is about 5000 higher than the
CIB at ` = 100. However, thanks to the exceptional quality of
the Planck data, and the accuracy of the 100 and 143 GHz rela-
tive photometric calibration, we can obtain significant measure-
ments, using the same method to clean the maps and measure
the power spectra as for the other channels. We show the mea-
surements in Fig. 16, together with the best-fit CIB model. This
estimate has been obtained by correcting the measurements for
the SZ and spurious CIB (induced by the use of the 100 GHz
map as a CMB template). Those corrections are important, es-
pecially for power spectra at low frequencies. For example, for
143×217, the SZ-related corrections decrease the measurements
by 10–20%, while the correction for the spurious CIB increases
the measurements by 30–60%. Since these corrections are large,
we have not attempted to include the 143 GHz measurements
when constraining the model.
We show in Fig. 16 a comparison between extrapolation of
the halo best-fit model to the 143 GHz cross-power spectra and
our CIB power-spectrum estimates. The 143 × ν cross-power
spectra agree quite well for ` < 1000, at least for ν ≥ 353 GHz.
The 143 × 217 CIB power spectrum lies about 2σ above the
prediction at intermediate scales (` = 502 and 684). This CIB
overestimate increases for the 143× 143 power spectrum, which
is certainly the most difficult to obtain; this is in excess with re-
spect to the prediction for 300 < ` < 1000. At this frequency,
Fig. 15. Comparison between the measurements of the
CIB and gravitational potential cross-correlation given in
Planck Collaboration XVIII (2013) (diamonds), with the predic-
tions from our best-fit models of the CIB cross-power spectra
(red and blue solid lines for the linear and extended halo model,
respectively). The other curves are the two variants of the ex-
tended halo model with: (i) a break in the global normalization
of the L–M relation fixed at redshift z = 2 (blue 3-dot-dashed
curve); and (ii) a break in both the temperature evolution and
normalization of the L–M relation, found at redshift z = 4.2±0.5
(blue long-dashed curve).
however, the CIB auto-power spectrum measurements have to
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Fig. 16. CIB cross- and auto- power spectra obtained at 143 GHz
(red points). To obtain the CIB, the cleaned CMB and Galactic
dust power spectra (black points, shifted in ` for clarity) are cor-
rected for SZ-related residuals,Cν×ν′SZcorr andC
ν×ν′
CIB−SZcorr (following
Eqs. 8, 9, and 12), and for Cν×ν′CIBcorr (following Eq. 4, and com-
puted using the extrapolation of the best-fit halo model). The
prediction of the halo model is shown in blue (continuous for
2h+1h+shot noise; dashed for shot noise only).
be taken with caution, as the correction for the spurious CIB can
be as high as 70%, and is thus highly model dependent.
6.2. Frequency decorrelation
Using the power spectrum measurements, we can quantify the
frequency decoherence. We measure the correlation between
bands by averaging the quantity Cν×ν′
`
/(Cν×ν
`
× Cν′×ν′
`
)1/2 for
150 < ` < 1000. We restrict ourselves to this ` range to have
only the clustered CIB contribution (not the shot noise). Results
are given in Table 11. We see that the CIB for the four HFI
frequencies (from 217 to 857 GHz) is very well correlated, the
worst case being between the 857 and 217 GHz channels, with
a correlation of about 0.85. On the other hand, the correlation of
all HFI bands with IRIS is quite low, between about 0.2 and 0.32
(with a large dispersion). This is expected, because the redshift
distribution of CIB anisotropies evolves strongly between 3000
and ≤857 GHz, being biased towards higher redshifts at lower
frequencies (e.g., Be´thermin et al. 2013).
Contrary to the range 217–857 GHz the band correlation
strongly varies with ` at 143 GHz, decreasing from ` = 150
to 1000 (see Table 11). Such a decrease might be expected,
based on the high shot-noise contribution at this frequency
(see Fig. 16). Indeed, Be´thermin et al. (2013) observe that the
band correlation is lower for the shot noise than for correlated
anisotropies; this mimics a scale dependence.
6.3. Comparison with recent measurements
We now compare the CIB auto-spectrum measurements
with the most recent measurements from Herschel-SPIRE
(Viero et al. 2013b) and the earlier measurements from
Planck (Planck Collaboration XVIII 2011). We compute the
SPIRE-HFI colour corrections using the CIB SED from
Gispert et al. (2000) and the most recent bandpasses (see
Planck Collaboration IX 2013). In order to compare with HFI
at 857 and 545 GHz, the power spectra at 350 and 500 µm have
to be multiplied by 1.016 and 0.805, respectively. We use the
SPIRE power spectra with only extended sources masked (such
that the poisson contribution is the same in both measurements).
We see from Fig. 17 that the agreement between the SPIRE and
HFI measurements (red circles versus blue circles) is excellent
at 857 GHz. At 545 GHz, although compatible within the error
bars there is a small difference, with the SPIRE power spectrum
being higher than HFI by about 7% for 650 < ` < 1800 and by
about 30% for 200 < ` < 600.
Between the publication of Planck Collaboration XVIII
(2011) and this paper, the photometric calibration of the
two high-frequency HFI channels has been modified (see
Planck Collaboration VIII 2013). Using a planet-based cal-
ibration rather than a FIRAS-based calibration leads to a
division of the calibration factors by 1.07 and 1.15 at 857 and
545 GHz, respectively. After correcting for these factors, the
two Planck CIB measurements agree within 1σ at 545 GHz
and within 2σ at 857 GHz. At 217 GHz, the discrepancy we
observe between the earlier Planck CIB measurements and
those presented in this paper is explained by the SZ and CIB
contamination of the 143 GHz-based CMB template used in
Planck Collaboration XVIII (2011). Note that with the new
measurements, we do not improve the error bars, since the use
of the 100 GHz channel as a CMB template adds more noise
than the use of the 143 GHz channel. The apparent difference in
shape between the CIB at 217 GHz and at higher frequencies
has to be attributed to the shot noise, whose contribution
relative to the correlated part is higher at 217 GHz, making the
measured CIB flatter at this frequency.
For cross-power spectra, we can compare our determination
with Hajian et al. (2012). We show on Fig. 18 the 857× 217 and
857 × 143 Planck power spectra, and those obtained from the
cross-correlation between BLAST and ACT data. For this com-
parison, the shot noise contributions have been removed, as they
are very different for BLAST, ACT and Planck. We do not ap-
plied any color correction. Even if three points overlap in scale,
the comparison can be done only on one point, as the low-` mea-
surements from BLAST×ACT are very noisy. For this `=1750
point, the two measurements agree within 1σ. This plot illus-
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Table 11. Frequency decoherence of the CIB, measured by averaging Cνν′
`
/(Cνν
`
× Cν′ν′
`
)1/2 for 150 < ` < 1000. The error bars
correspond to the standard deviation. The values at 143 GHz strongly depend on the correction of the spurious CIB (that has been
introduced by the choice of our CMB template), which is highly model dependent. The band correlation is strongly varying with `
at 143 GHz, increasing as one goes from ` = 1000 to 150. The numbers in brackets at 143 GHz indicate this variation.
3000 857 545 353 217 143
3000 1 0.36 ± 0.06 0.31 ± 0.04 0.29 ± 0.04 0.25 ± 0.07 . . .
857 . . . 1 0.949 ± 0.005 0.911 ± 0.003 0.85 ± 0.05 0.45 ± 0.10 [0.33–0.57]
545 . . . . . . 1 0.983 ± 0.007 0.90 ± 0.05 0.51 ± 0.11 [0.37–0.65]
353 . . . . . . . . . 1 0.91 ± 0.05 0.54 ± 0.11 [0.41–0.68]
217 . . . . . . . . . . . . 1 0.78 ± 0.08 [0.66–0.84]
143 . . . . . . . . . . . . . . . 1
trates the complementarity between Planck and the high-` mea-
surements from ACT and SPT.
6.4. The history of star formation density
The star formation histories recovered from the two different
modelling approaches presented in Sects. 5.4 and 5.5 are con-
sistent below z = 2, and agree with recent estimates of the ob-
scured star-formation density measured by Spitzer and Herschel.
At higher redshift, there are discrepancies between our two mod-
els and the estimate of Gruppioni et al. (2013). The linear model
is about 1 and 2σ lower than their measurements at z = 2.5
and 3.5, respectively, while the halo model lies about > 3σ
above these data points. Such estimates assume a shape for the
infrared luminosity function. They are strongly dependent on the
faint-end slope assumption, since no data are available below the
break of the luminosity function. This shows how measurement
of the obscured star formation rate density at z > 3 is difficult.
We investigated the origin of the discrepancy between the
two modelling approaches. In particular, we modified the halo
model in two ways to see how different assumptions on the
parametrization of the model can affect the results.
1. We fit the data by imposing the condition δ = 0 for red-
shifts z ≥ zbreak = 2 in the redshift normalization parameter
Φ(z) of the luminosity-mass relation. This parametrization,
although degrading the quality of the fit somewhat, decreases
the SFRD by a factor of about 5 for z = 4, which is now com-
patible with the linear model SFRD (see Fig. 13).
2. We fit the data by imposing two conditions: δ = 0 for redshift
z ≥ zbreak and T (z≥ zbreak) = constant = T (zbreak) for zbreak in
the range 2–5. We find zbreak = 4.2 ± 0.5, as can be seen in
Fig. 13. In this case the SFRD is only reduced at very high
redshift, by a factor 3 at z = 6. Note that allowing for a red-
shift break in the redshift evolution of the temperature avoids
reaching unphysically high values at very high redshift.
We also show in Fig. 13 the SFRD measure-
ments from the CIB-CMB lensing cross-correlation
(Planck Collaboration XVIII 2013). This compares favourably
with a high SFRD level at high redshift.
Part of the discrepancy between the two modelling ap-
proaches can also be attributed to the effective bias. A higher
bias, as that recovered at high redshift from the linear model,
favors a lower SFRD.
We finally compared the SEDs used in the two approaches.
The effective SEDs present a broader peak than the extended
halo model SEDs, because they take into account the disper-
sion in dust temperature and the mixing between secularly star-
forming galaxies and episodic starbursts. At z > 2, there are dis-
crepancies in the Rayleigh-Jeans regime between the two tem-
plates, the effective SEDs being higher than the extended halo
model SEDs; this discrepancy increases with redshift. At z = 5,
for the same LIR, the parametric SEDs of the halo model emits
about 3 times less infrared light than the effective SEDs (and
hence about an order of magnitude less fluctuations). This ex-
plains why this model requires a much higher star formation rate
density to fit CIB anisotropies than the linear model7. Following
the parametrisation of Eq. 50, we fit the effective SEDs with a
modified black body with a ν1.75 emissivity law to obtain the dust
temperature. On Fig. 19, we show the redshift evolution of the
temperature of the two templates. Compared to the recent aver-
age temperatures of star-forming galaxies found by Viero et al.
(2013a) up to z ∼ 4, the temperature of the effective SEDs is a
bit low while the temperature of the SEDs of the extended halo
model is a bit high. Knowing the SEDs of the galaxies that are re-
sponsible for the bulk of the CIB is the principal limitation in our
modeling framework. Accurate future measurement of the SEDs
will be crucial to properly estimate the obscured star formation
rate density at high redshift from the CIB anisotropies. This is
important if one wants to determine whether or not the bulk of
the star formation is obscured at high redshift, and whether the
UV and Lyman-break galaxy populations are a complete tracer
of the star formation in the early Universe.
6.5. CIB non-Gaussianity
Lacasa et al. (2012) proposed a phenomenological prescription
for the CIB bispectrum based on its power spectrum, namely
b`1`2`3 = α
√
C`1 C`2 C`3 , (61)
where α is a dimensionless parameter quantifying the intrinsic
level of non-Gaussianity. Using the best-fit power spectrum of
the CIB model described in Sect. 5.5, we fitted this parameter α
through a χ2 minimization using the covariance matrix described
in Sect. 4.3. The resulting best-fit α, its error bar (computed us-
ing a Fisher matrix analysis), and the χ2 value of the best fit can
be found in Table 12.
Table 12. Best-fit amplitude parameter for the bispectrum pre-
scription (Eq. 61), and the values of χ2 and number of degrees
of freedom associated with the fit.
Band α χ2 Ndof
217 GHz (1.90 ± 0.5 ) × 10−3 21.4 37
353 GHz (1.21 ± 0.07) × 10−3 45.5 39
545 GHz (1.56 ± 0.06) × 10−3 95.9 35
7 We obtain the same SFRD if we fix in the linear model the SEDs
and effective bias to those obtained from the extended halo model.
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Fig. 17. Comparison of the CIB auto-power spectra measured
using SPIRE (blue dots, Viero et al. 2013b), earlier Planck data
(Planck Collaboration XVIII 2011, black dots) and in this pa-
per (red circles). The SPIRE data have been colour corrected
to be compared with HFI (see text). The dashed lines show the
Planck Collaboration XVIII (2011) CIB measurements, rescaled
at 857 and 545 GHz by the photometric re-calibration factors
(1.072 and 1.152, for the power spectra at 857 and 545 GHz,
respectively, see Planck Collaboration VIII 2013). At 217 GHz,
the difference between the black and red points is due to the tSZ
and CIB contamination of the CMB template that is now cor-
rected for.
Fig. 18. Planck (red dots) and BLAST×ACT (blue dots from
Hajian et al. 2012) CIB power spectra. Only the clustered CIB
is shown (the shot noises have been removed as they are very
different in the two measurements). No color corrections have
been applied between HFI channels, and the 218 GHz (ACT)
and 857 GHz (BLAST) channels. The y-axis for the 857 × 143
cross-correlation is in linear scale as the BLAST×ACT measure-
ment has negative values (due to the shot-noise removal).
The consistency of α across frequencies shows that the mea-
sured bispectrum has a frequency dependence consistent with
that of the power spectrum. The best-fit α values are consis-
tent with the values predicted using the number counts model
of Be´thermin et al. (2011). The best-fit αs are of the same or-
der, although a little lower than those found by Lacasa et al.
(2012) on simulations by Sehgal et al. (2010), since they found
α ' 3×10−3. This indicates a lower level of CIB non-Gaussianity
than in the simulations by Sehgal et al. (2010).
The χ2 value of the fit shows that the prescription does not
provide a very good model of the data as frequency increases;
visual inspection reveals that this mainly comes from the fact
that the measured bispectrum has a steeper slope than the pre-
scription. To quantify the slope of the measured bispectrum, we
fit a power law to the measurements, i.e.,
b`1`2`3 = A ×
`1 `2 `3
`30
−n , (62)
where we chose as the pivot scale `0 = 320, which is the centre
of the second multipole bin. Table 13 presents the obtained best-
fit values for the amplitude A and the index n, as well as their
error bars and correlation (computed again with Fisher matrices)
and the χ2 value.
The power law provides a significantly better fit to the data
than the prescription of Eq. 61, having lower best-fit χ2 values.
The indices obtained are coherent between frequencies, and sig-
nificantly steeper than the Eq. 61 prescription, which is n ∼ 0.6
(since C` ∝ `−1.2).
There is no sign of flattening of the bispectrum, showing
that the shot-noise contribution is subdominant in this multipole
range. This is consistent with shot-noise estimates based on the
number counts model of Be´thermin et al. (2011).
A detection of CIB non-Gaussianity has recently been re-
ported by Crawford et al. (2013). In this paper, they used the
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Table 13. Best-fit amplitude and index for a power-law fit to the
bispectra, as well as the associated correlation, χ2 value of the fit
and number of degrees of freedom.
Frequency A [Jy3 sr−1] Index Correlation χ2 Ndof
217 GHz (1.46 ± 0.68) × 101 0.822 ± 0.145 81.4% 20.6 36
353 GHz (5.06 ± 0.49) × 102 0.882 ± 0.070 82.3% 34.3 38
545 GHz (1.26 ± 0.09) × 104 0.814 ± 0.050 85.4% 82.8 34
Fig. 19. Redshift evolution of the dust temperature of the effec-
tive SEDs used in the linear model (blue continuous line) and of
the SEDs fit in the extended halo model (red continuous line with
zbreak = 4.2, red dot-dashed line without any redshift break).
prescription proposed by Lacasa et al. (2012) to give the am-
plitude of the bispectrum. In comparison with this analysis, we
provide a higher detection significance, and at several frequen-
cies. Most importantly, we find an indication that the CIB bis-
pectrum is steeper than the prescription of Lacasa et al. (2012),
although well fitted by a power law. However, our steeper CIB
bispectrum at 217 GHz, extrapolated up to `=2000, is com-
patible with Crawford et al. (2013) bispectrum measurement at
`=2000 within 1σ. The steeper slope may be an indication that
the contribution of more massive halos to the CIB bispectrum
is smaller than in the models studied by Lacasa & Pe´nin (2013)
and Pe´nin et al. (2013).
7. Conclusions
We have presented new measurements of the CIB anisotropies
with Planck. Owing to the exceptional quality of the data, and
using a complete analysis of the different steps that lead to the
CIB anisotropy power spectra, we have been able to measure the
clustering of dusty, star-forming galaxies at 143, 217, 353, 545,
and 857 GHz, with unprecedented precision. For the fist time we
also measured the bispectrum from ` '130 to 900 at 217, 353,
and 545 GHz. The CIB power spectrum is also measured with
IRAS at 3000 GHz.
We worked on 11 independent fields, chosen to have high
angular-resolution Hi data and low foreground contamination.
The total areas used to compute the angular power spectrum
is about 2240 deg2. This improves over previous Planck and
Herschel analyses by more than an order of magnitude. For the
bispectrum, the total area is about 4400 deg2.
To obtain the CIB, the HFI and IRAS maps were cleaned
using two templates: Hi for Galactic cirrus; and the Planck
100 GHz map for CMB. We used new Hi data that covers very
large portions of the sky. The large areas forced us to build a
dust model that takes into account the submillimetre–Hi emis-
sivity variations. However, because the Hi is not a perfect tracer
of dust emission (e.g., the dark gas), and clearly contains dust-
deficient clouds, we had to reduce the sky fraction to the lowest
Hi column-density parts of the sky. The 100 GHz Planck chan-
nel, cleaned of Galactic dust and sources, and then filtered, pro-
vides a good template for the CMB. This is because it has an
angular resolution close to the higher frequency channels, from
which we measure the CIB, and has the advantage of being an
“internal” template, meaning that its noise, data reduction pro-
cessing steps, photometric calibration, and beam are all well
known. It has the drawback of contaminating CIB measurements
with tSZ signal and spurious CIB coming from the correlation
between the CIB at 100 GHz, and the CIB at higher frequency.
The tSZ and spurious CIB corrections are relatively small for
frequencies ν ≥ 217 GHz. At 143 GHz, while the tSZ and tSZ–
CIB corrections are still rather small (lower than 20%), the spu-
rious CIB is a very large correction (between 30 and 70% at
intermediate scales) due to the high level of CIB correlation be-
tween 100 and 143 GHz. Thus, the 143 GHz CIB measurements
strongly rely on the CIB model used to compute the correction.
Due to dust contamination at high frequency, as well as radio
sources, SZ and CIB at low frequency, we conservatively restrict
our bispectrum measurement to the three frequencies 217, 353,
and 545 GHz. We measure the bispectrum due to the clustering
of dusty star forming galaxies from ` ' 130 to 900. It is detected
with a very high significance, > 28σ for all configurations, and
even > 4.5σ for individual configurations at 545 GHz. Such
measurements are completely new; they open a window for con-
straining models of CIB source emission that we have not yet
fully explored in this paper.
We developed two approaches for modelling the CIB
anisotropies. The first takes advantage of the accurate measure-
ment of CIB anisotropies performed with Planck and IRIS at
large angular scales, and uses only the linear part of the power
spectra. The second approach uses the measurements at all an-
gular scales, and takes advantage of the frequency coverage, to
constrain a halo model with a luminosity-mass dependence. We
find that both models give a very good fit to the data. Our main
findings are as follows.
– The models give strong constraints on the star formation his-
tory up to redshift ∼ 2.5. At higher redshift, the accuracy of
the star formation history measurement is strongly degraded
by the uncertainty on the SED of CIB galaxies. An accurate
measurement of SEDs of galaxies that are responsible for the
bulk of the CIB will be crucial to estimate properly the ob-
scured star-formation rate density at high redshifts from the
CIB anisotropies.
– As found in other recent studies, halos of mass Meff = 4 ×
1012 M appear to be the most efficient at actively forming
stars.
– CIB galaxies have warmer temperatures as redshift increases
(Td(z) = 24.4×(1+z)0.36 K in the extended halo model). This
is compatible with the most recent Herschel observations,
and can be explained by a harder interstellar radiation field
in high-z galaxies.
– The same halo occupation distribution can simultaneously fit
all power spectra. However, the 1-halo term is significantly
reduced compared to previous studies (Pe´nin et al. 2012a;
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Planck Collaboration XVIII 2011). This is due to a lower
contribution to the clustering from low-z massive halos, as
also observed in Be´thermin et al. (2013).
We find that the CIB bispectrum is steeper than the prescription
developed by Lacasa et al. (2012). Just like the reduction of the
1-halo term in the power spectrum, this may be an indication
that the contribution of massive halos to the CIB bispectrum is
smaller than in the models studied by Lacasa & Pe´nin (2013)
and Pe´nin et al. (2013). The bispectrum is quite well fitted by a
power law. This can be used to provide valuable constraints on
the potential contamination of measurements of the primordial
CMB bispectrum on large scales.
While our component separation process is successful in ex-
tracting the CIB from the maps, the next step is to use a full
multi-frequency fitting procedure to separate the CIB power
spectrum and bispectrum, from the tSZ (and kSZ) effects, the
CMB, and the extragalactic source contribution. Simultaneously
taking into account all the components will improve our ability
to separate them. The goal is to give unprecedented limits on the
reionization history of the Universe, as well as understanding the
history of star formation in dark matter halos.
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Appendix A: Hi data
We describe in this Appendix the three Hi surveys that we use to
remove Galactic dust contamination from the frequency maps.
The 21-cm Hi spectra were obtained with: (1) the 100-m Green
Bank Telescope (GBT); (2) the Parkes 64-m telescope; and (3)
the Effelsberg 100-m radio telescope.
A.1. GBT observations and data preparation
The GBT Hi maps are created from Hi spectral observations
with the Green Bank Telescope, the details of which can be
found in Boothroyd et al. (2011) and Martin et al. (in prep). Over
800 deg2 were mapped between 2002 and 2010, each following
roughly the same observing strategy. The high Galactic latitude
fields were mapped using scans along lines of constant decli-
nation or constant Galactic latitude at a scan rate equalling 3.5′
every 4 seconds. Each subsequent scan is offset by 3.5′ in the
corresponding orthogonal direction. This strategy results in a
rectangular region of the Hi sky sampled every 3.5′. Some of
the regions have been scanned in this way multiple times, in or-
der to increase the signal-to-noise, and to investigate the stability
of the system (Boothroyd et al. 2011).
The spectra are first converted from their antenna temper-
ature scale to a brightness temperature (Tb) scale. This in-
volves calibration and stray radiation corrections, as discussed
in Boothroyd et al. (2011). All Tb spectra for a correspond-
ing region are assigned to a 3.5′ Sanson-Flamsteed-projection
grid (SFL-projection) using convolution with an optimized ta-
pered Bessel function, in order to minimize noise on spatial
scales smaller than the beam (Mangum et al. 2007). Note that
this observing strategy and gridding choice results in a final
cube resolution of 9.55′×9.24′, slightly broader than the inherent
9.1′×9.0′ GBT 21-cm beam.
Each spectrum is recorded using in-band frequency-
switching, resulting in velocity coverage of −450 km s−1 ≤
VLSR ≤ 355 km s−1, with very flat baselines. Any residual base-
line is removed on a pixel-by-pixel basis by fitting the emission-
free channels in the final calibrated cube using a third-order
polynomial.
The archival LH2 field was observed using a 3′ grid pattern
with the GBT spectral processor and was calibrated accordingly.
As the residual baseline behaviour is different for the archival
data, only a linear polynomial was fit to the emission-free chan-
nels. The rest of the processing was identical to that described
above.
The individual 0.8 km s−1 spectral channels of the cubes are
integrated to convert the Tb spectra into NHI maps:
NHI(x, y) = 1.823 × 1018
∑
v
Tb(x, y, v)τ(Ts)δv, (A.1)
where the sum is over a given velocity range, v, and δv is the
0.80 km s−1 channel spacing. The quantity τ is the opacity cor-
rection for spin temperature, Ts:
τ(Ts) = − ln(1 − Tb/Ts). (A.2)
For the adopted value of Ts = 80 K, these corrections are all less
than 5% for our CIB fields (Planck Collaboration XVIII 2011).
The velocity ranges over which the integrations are per-
formed are selected using the observed velocity structure in each
of the cubes. The models presented here subdivide each cube
into three velocity-selected components: a local component;
intermediate-velocity clouds, IVCs; and high-velocity clouds,
HVCs. Divisions between components are distinguishable by
reductions in structure (as measured through the standard de-
viation of individual channel maps) as one progresses through
the data cube, channel by channel. More details can be found in
Planck Collaboration XVIII (2011).
A.2. GASS observations and data preparation
The GASS survey is a 21-cm line survey covering the south-
ern sky for all declinations δ <∼ 1◦. The observations were
made with the multibeam system on the 64-m Parkes Radio
Telescope. The intrinsic angular resolution of the data is 14.4′
full width at half maximum (FWHM). The velocity resolution
is 1.0 km s−1 and the useful bandpass covers a velocity range
|vlsr | <∼ 468 km s−1 for all of the observations; some data cover
up to |vlsr | <∼ 500 km s−1. GASS is the most sensitive, highest
angular resolution large-scale survey of Galactic Hi emission
ever made in the southern sky. The observations are described
in McClure-Griffiths et al. (2009). We used data from the final
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data release (Kalberla et al. 2010) that were corrected for instru-
mental effects and radio-frequency interference (RFI). The data
were gridded on a Cartesian grid on the Magellanic stream (MS)
coordinate system as defined by Nidever et al. (2008). To mini-
mize the noise and eliminate residual instrumental problems, we
calculated a second 3-D data cube with a beam of 0.5◦ FWHM,
smoothing at the same time in velocity by 8 km s−1. Emission
below a 5σ level of 30 mK in the smoothed data-cube was con-
sidered as insignificant and was accordingly zeroed. For details
in data processing and analysis see Venzmer et al. (2012).
When looking at the Hi data cube in the southern sky, one of
the most prominent structures is linked to hydrogen gas in the
Magellanic stream, in the disks of the Magellanic clouds, and in
the stream’s leading arm. In particular, the Magellanic stream,
stretches over 100◦ behind the Large and Small Magellanic
clouds. We thus need to remove this contamination to be able
to use the Hi as a tracer of Galactic dust.
Aiming to separate Galactic emission from the observations
of the Magellanic system we calculated the expected Milky Way
emission according to the model of Kalberla & Dedes (2008).
Velocities for components in direction towards the southern
Galactic pole were shifted by −5 km s−1 to mimic the apparent
infall (see Weaver 1974). Comparisons between the emission
and the model at two particular velocities in the Galactic stan-
dard of rest frame are shown in Fig. A.1. The strong Galactic
emission can be traced to weak extended line wings that are well
represented by the model. It is therefore feasible to use the model
to predict regions in the 3-D data cube that are most probably oc-
cupied by Milky Way emission. We used a clip level of 60 mK,
the lowest isophote in Fig. A.1 that delineates the disk emission.
Such a treatment extracts most of the Galactic emission, how-
ever we must take into account the fact that at positions with
strongly blended lines Magellanic emission also gets included.
A higher clip level would minimize this problem, although, at the
same time the wings of the Galactic emission would be affected.
The chosen clip level of 60 mK (comparable to the instrumental
noise), is a good compromise.
As the final step in the reduction of the GASS data we in-
tegrated the Hi emission over the appropriate velocity range for
each individual position in the Nside = 512 HEALPix database
to obtain column densities of the Galactic gas. To avoid any in-
terpolation errors, we extracted profiles from the original GASS
database; all intermediate data products that have been described
above served only to discriminate Galactic emission from the
Magellanic stream. Due to the finite beam size of the Parkes tele-
scope and the Gaussian weighting that was used for the gridding,
the effective resolution of the HEALPix data is 16.2′ FWHM.
A.3. EBHIS observations and data analyses
The Effelsberg-Bonn Hi Survey (EBHIS) comprises an Hi sur-
vey of the entire northern sky for all declinations δ >∼ −5◦ with
the Effelsberg 100-m telescope. The bandwidth of 100 MHz cov-
ers −1000 km s−1 ≤ vLSR ≤ 19,000 km s−1. This allows us to
study the detailed Milky Way Hi structure as well as the local
Universe up to a redshift of z ' 0.07 (Kerp et al. 2011), with an
effective velocity resolution of about 2.1 km s−1.
We selected from the early survey data a clean high Galactic
latitude field. The observations of the field of interest were per-
formed during the summer of 2011. Following the standard ob-
serving strategy (Kerp et al. 2011) individual fields of 25 deg2
were measured. In addition to the data reduction and calibration
pipeline of Winkel et al. (2010), the Hi data were corrected with
an improved RFI mitigation detection algorithm and the absolute
Fig. A.1. Comparison of observed Hi emission with the Galactic
model (black isophotes are for the expected emission at levels
of 0.06, 0.6 and 6.0 K). Magellanic coordinates (longitude and
latitude) are used. Two examples for channel maps at Galactic
standard of rest velocities of 19.8 and -50.3 km s−1 are given.
offsets between the individual fields were minimized to a level
of NHI ≤ 3 × 1018 cm−2. As for the GBT fields, the EBHIS data
were put on a 3.5′ SFL-projection grid.
The overall Hi emission in this field can be characterized
by intermediate- and low-velocity emission populating the radial
velocity range −80 km s−1 ≤ vLSR ≤ +20 km s−1.
The area of interest is about 130 deg2 with Hi column den-
sities below NHI = 2 × 1020 cm−2. The total Hi column density
range is 0.98× 1020 cm−2 ≤ NHI ≤ 7.5× 1020 cm−2. Accordingly
we expect infrared excess emission associated with molecular
hydrogen towards areas of NHI ≥ 3 × 1020 cm−2, while the low-
column density regions should allow us to study the emission
associated with the CIB.
In the first step we performed a linear fit of the EBHIS Hi
data integrated across the velocity range −160 km s−1 ≤ vLSR ≤
+160 km s−1 to the HFI 857 GHz map: I857 = a × NHI + b, for
NHI ≤ 2 × 1020 cm−2. The residual map shows dust excess, as
expected when the total infrared emissivity traces Hi and H2
(Planck Collaboration XIX 2011; Planck Collaboration XXIV
2011). In agreement with our expectation dust excess clouds
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show up with Hi column densities of NHI ≥ 3 × 1020 cm−2. But
surprisingly, the residual map shows dust-deficient Hi clouds
that populate the column density range 2.0 ≤ NHI ≤ 5.5 ×
1020 cm−2. The Hi emission of these dust-deficient clouds can
be characterized by brightness temperatures TB > 15 K and
∆ν(FWHM) ≤ 5 km s−1. These Hi lines are associated with in-
dividual, cold IVCs. A positional correlation between the dust-
deficient regions and the IVCs show a very strong correlation.
We evaluated the dust deficiency of the IVCs and found that they
are not “under-luminous”, but infrared dark.
To extract the CIB in this field we produced a mask exclud-
ing the excess as well as the dust-deficient clouds. About 90 deg2
are suitable for CIB analysis.
Appendix B: From infrared luminosity density to
emissivities
The emissivity, often written jν, is given by (Pe´nin et al. 2012a)
jν(z) =
1 + z
dχ/dz
∫
S ν
d2N
dS ν dz
dS ν, (B.1)
where χ is the comoving distance, S ν the flux density, and
d2N/dS ν dz the number of sources per flux density and redshift
interval. If there are several types of galaxy (labelled by “t”) with
different SEDs8, one can rewrite Eq. B.1 as
jν(z) =
1 + z
dχ/dz
∑
t
∫
S ν
d2Nt
dS ν dz
dS ν. (B.2)
We then introduce sν,t the flux density of an LIR = 1 L source
with an SED of a given type. This quantity varies only with z for
a given type of SED. We can thus easily change the variable S ν
to LIR in the integral:
jν(z) =
1 + z
dχ/dz
∑
t
sν
∫
LIR
d2Nt
dLIR dz
dLIR. (B.3)
We can slightly modify this expression so that it contains the
bolometric infrared luminosity function of each galaxy type
d2Nt/dLIR dV:
jν(z) =
1 + z
dχ/dz
dV
dz
∑
t
sν
∫
LIR
d2Nt
dLIR dV
dLIR, (B.4)
where V is the comoving volume. We can simplify this expres-
sion assuming a flat ΛCDM Universe with
dχ
dz
=
c
H0
√
Ωm(1 + z)3 + ΩΛ
(B.5)
and
dV
dz
=
cχ2
H0
√
Ωm(1 + z)3 + ΩΛ
=
dχ
dz
χ2. (B.6)
We can thus simplify Eq. B.4:
jν(z) = (1 + z)χ2
∑
t
sν
∫
LIR
d2Nt
dLIR dV
dLIR, (B.7)
8 The result is also true if there is a scatter in temperature. Each range
of temperature is then considered as a type.
We introduce the contribution to the infrared luminosity density
of a given type of SED:
ρIR,t =
d2Nt
dLIR dV
dLIR, (B.8)
where ρIR is the total infrared luminosity density. We can as-
sume a simple conversion between LIR and ρSFR, the star forma-
tion rate density, using the Kennicutt (1998) constant K. Then
Eq. B.7 can be rewritten as:
jν(z) = (1 + z)χ2
ρSFR
K
×
(∑
t sν ρIR,t∑
t ρIR,t
)
, (B.9)
where
∑
t sν ρIR,t/
∑
t ρIR,t is the effective SED of infrared galax-
ies (noted sν,eff), i.e., the mean SED using a weighting by the
contribution to the infrared luminosity density. Here we use the
model of Be´thermin et al. (2012a) to compute the contribution
at each redshift. This model is based on the observed strong cor-
relation between stellar mass and star formation rate in these
galaxies (called main-sequence galaxies), and new SED tem-
plates from Magdis et al. (2012). We finally obtain:
jν(z) = ρSFR(z)
(1 + z) χ2(z) sν,eff(z)
K
. (B.10)
Appendix C: Effective bias notion for the linear
model
We discuss here the link between the approach chosen to model
the 2-halo term in Sect. 5.4 (linear model) and 5.5 (HOD model).
We consider for simplicity only the case of the auto-spectrum,
but this can be easily generalized to the cross-spectrum. Eq. 48
of the HOD modeli can be re-written as
Pνν2h(k, z) =
∫ (
a
χ
)2 ( d j
dM
(ν, z)b(M, z)
)2
Plin(k, z)dχ, (C.1)
where d j/dM is the differential contribution of halos of mass M,
at redshift z, to the emissivity. It can be computed using
d j
dM
(ν, z) =
dN
dM
×
{
f cenν (M, z) + f
sat
ν (M, z)
}
. (C.2)
The total emissivity is thus
j(ν, z) =
∫
d j
dM
(ν, z)dM. (C.3)
In order to simplify Eq. C.1, we introduce an effective bias,
beff(z) =
∫ d j
dM (ν, z)b(M, z)dM∫ d j
dM (ν, z)dM
. (C.4)
This effective bias is the mean bias of halos hosting the infrared
galaxies, weighted by their differential contribution to the emis-
sivities. We finally obtain a simpler equation, which is used in
the linear model:
Pνν2h(k, z) =
∫ (
a
χ
)2
j2(ν, z)b2effPlin(k, z)dχ. (C.5)
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Table D.1. Cross-power spectra and error bars for all pairs of frequencies, measured on Galactic dust- and CMB-free residual maps.
Error bars here include uncertainties on foreground and CMB residuals, beam and projection. To obtain the CIB power spectra (given
in Table D.2), the power spectra have to be further corrected for Cν×ν′CIBcorr (Eq. 4), C
ν×ν′
SZcorr (Eq. 5), and C
ν×ν′
CIB−SZcorr (Eq. 9). Moreover,
the first two points (at ` = 53 and 114) have to be considered as upper limits (see Sect. 3.2.3).
Cross-power spectra, C`, and uncertainty [Jy2 sr−1, νIν=cst]
` 3000 GHz 857 GHz 545 GHz 353 GHz 217 GHz 143 GHz
3000 GHz 187 (4.35 ± 1.34) × 105 (1.12 ± 0.85) × 105 (3.94 ± 3.88) × 104 (8.92 ± 12.4) × 103 (5.59 ± 26.7) × 102 . . .
320 (7.89 ± 3.14) × 104 (7.49 ± 2.09) × 104 (3.04 ± 0.85) × 104 (1.13 ± 0.27) × 104 (2.34 ± 0.71) × 103 . . .
502 (3.46 ± 1.15) × 104 (3.10 ± 0.79) × 104 (1.23 ± 0.33) × 104 (4.49 ± 1.15) × 103 (1.18 ± 0.34) × 103 . . .
684 (2.90 ± 0.70) × 104 (2.24 ± 0.47) × 104 (9.35 ± 2.10) × 103 (2.87 ± 0.73) × 103 (6.88 ± 2.61) × 102 . . .
890 (1.87 ± 0.47) × 104 (1.62 ± 0.30) × 104 (6.61 ± 1.34) × 103 (1.99 ± 0.45) × 103 (2.34 ± 1.66) × 102 . . .
1158 (1.43 ± 0.40) × 104 (1.17 ± 0.22) × 104 (4.71 ± 0.93) × 103 (1.25 ± 0.31) × 103 (3.55 ± 1.43) × 102 . . .
1505 (1.09 ± 0.41) × 104 (8.30 ± 1.85) × 103 (3.12 ± 0.76) × 103 (1.14 ± 0.30) × 103 (2.41 ± 1.07) × 102 . . .
1956 (1.05 ± 0.58) × 104 (8.04 ± 2.39) × 103 (3.16 ± 1.00) × 103 (9.67 ± 3.44) × 102 (2.58 ± 1.14) × 102 . . .
2649 (1.06 ± 1.04) × 104 (6.47 ± 3.27) × 103 (2.61 ± 1.38) × 103 . . . . . . . . .
857 GHz 53 . . . (1.49 ± 1.27) × 106 (5.59 ± 4.14) × 105 (1.70 ± 1.17) × 105 (3.61 ± 2.53) × 104 (5.15 ± 11.6) × 103
114 . . . (6.37 ± 1.62) × 105 (2.67 ± 0.57) × 105 (8.63 ± 1.68) × 104 (1.91 ± 0.38) × 104 (2.53 ± 1.56) × 103
187 . . . (2.87 ± 0.37) × 105 (1.30 ± 0.13) × 105 (4.18 ± 0.39) × 104 (8.61 ± 0.89) × 103 (1.16 ± 0.45) × 103
320 . . . (1.34 ± 0.08) × 105 (6.36 ± 0.30) × 104 (2.12 ± 0.09) × 104 (4.61 ± 0.22) × 103 (6.43 ± 1.20) × 102
502 . . . (7.20 ± 0.26) × 104 (3.53 ± 0.10) × 104 (1.20 ± 0.03) × 104 (2.65 ± 0.09) × 103 (4.26 ± 0.59) × 102
684 . . . (4.38 ± 0.18) × 104 (2.21 ± 0.07) × 104 (7.68 ± 0.22) × 103 (1.62 ± 0.06) × 103 (2.39 ± 0.41) × 102
890 . . . (3.23 ± 0.09) × 104 (1.63 ± 0.04) × 104 (5.66 ± 0.12) × 103 (1.14 ± 0.04) × 103 (1.55 ± 0.30) × 102
1158 . . . (2.40 ± 0.05) × 104 (1.22 ± 0.02) × 104 (4.12 ± 0.07) × 103 (8.29 ± 0.25) × 102 (1.29 ± 0.23) × 102
1505 . . . (1.83 ± 0.03) × 104 (9.31 ± 0.11) × 103 (3.19 ± 0.04) × 103 (6.82 ± 0.16) × 102 (1.13 ± 0.16) × 102
1956 . . . (1.46 ± 0.02) × 104 (7.38 ± 0.07) × 103 (2.50 ± 0.03) × 103 (5.36 ± 0.11) × 102 (1.03 ± 0.15) × 102
2649 . . . (1.16 ± 0.01) × 104 (5.91 ± 0.06) × 103 . . . . . . . . .
545 GHz 53 . . . . . . (2.36 ± 1.37) × 105 (7.46 ± 3.90) × 104 (1.61 ± 0.85) × 104 (2.46 ± 3.80) × 103
114 . . . . . . (1.24 ± 0.21) × 105 (4.12 ± 0.63) × 104 (9.32 ± 1.44) × 103 (1.35 ± 0.57) × 103
187 . . . . . . (6.63 ± 0.51) × 104 (2.16 ± 0.15) × 104 (4.48 ± 0.35) × 103 (6.11 ± 1.78) × 102
320 . . . . . . (3.34 ± 0.12) × 104 (1.15 ± 0.04) × 104 (2.49 ± 0.09) × 103 (3.51 ± 0.52) × 102
502 . . . . . . (1.91 ± 0.04) × 104 (6.73 ± 0.15) × 103 (1.48 ± 0.04) × 103 (2.38 ± 0.28) × 102
684 . . . . . . (1.25 ± 0.03) × 104 (4.48 ± 0.09) × 103 (9.39 ± 0.29) × 102 (1.37 ± 0.21) × 102
890 . . . . . . (9.17 ± 0.17) × 103 (3.29 ± 0.05) × 103 (6.59 ± 0.19) × 102 (9.04 ± 1.60) × 101
1158 . . . . . . (6.83 ± 0.10) × 103 (2.45 ± 0.03) × 103 (4.97 ± 0.14) × 102 (7.53 ± 1.33) × 101
1505 . . . . . . (5.34 ± 0.06) × 103 (1.91 ± 0.02) × 103 (4.21 ± 0.10) × 102 (7.10 ± 1.01) × 101
1956 . . . . . . (4.24 ± 0.04) × 103 (1.51 ± 0.02) × 103 (3.29 ± 0.07) × 102 (6.47 ± 1.01) × 101
2649 . . . . . . (3.42 ± 0.04) × 103 . . . . . . . . .
353 GHz 53 . . . . . . . . . (2.53 ± 1.12) × 104 (5.52 ± 2.45) × 103 (7.70 ± 10.8) × 102
114 . . . . . . . . . (1.43 ± 0.19) × 104 (3.23 ± 0.45) × 103 (4.65 ± 1.72) × 102
187 . . . . . . . . . (7.69 ± 0.48) × 103 (1.66 ± 0.11) × 103 (2.34 ± 0.56) × 102
320 . . . . . . . . . (4.23 ± 0.12) × 103 (9.59 ± 0.32) × 102 (1.51 ± 0.18) × 102
502 . . . . . . . . . (2.54 ± 0.05) × 103 (5.91 ± 0.16) × 102 (1.01 ± 0.11) × 102
684 . . . . . . . . . (1.70 ± 0.03) × 103 (3.76 ± 0.11) × 102 (6.22 ± 0.82) × 101
890 . . . . . . . . . (1.25 ± 0.02) × 103 (2.72 ± 0.08) × 102 (3.96 ± 0.69) × 101
1158 . . . . . . . . . (9.15 ± 0.14) × 102 (1.87 ± 0.09) × 102 (2.99 ± 0.90) × 101
1505 . . . . . . . . . (7.37 ± 0.11) × 102 (1.54 ± 0.09) × 102 (2.19 ± 1.09) × 101
1956 . . . . . . . . . (6.05 ± 0.09) × 102 (1.34 ± 0.04) × 102 (3.41 ± 0.64) × 101
217 GHz 53 . . . . . . . . . . . . (1.37 ± 0.55) × 103 (2.16 ± 2.41) × 102
114 . . . . . . . . . . . . (7.59 ± 1.08) × 102 (1.10 ± 0.42) × 102
187 . . . . . . . . . . . . (4.27 ± 0.38) × 102 (7.80 ± 1.60) × 101
320 . . . . . . . . . . . . (2.65 ± 0.13) × 102 (5.68 ± 0.60) × 101
502 . . . . . . . . . . . . (1.78 ± 0.08) × 102 (4.77 ± 0.47) × 101
684 . . . . . . . . . . . . (1.18 ± 0.07) × 102 (3.05 ± 0.43) × 101
890 . . . . . . . . . . . . (8.78 ± 0.71) × 101 (1.87 ± 0.48) × 101
1158 . . . . . . . . . . . . (5.97 ± 1.57) × 101 (1.46 ± 1.19) × 101
1505 . . . . . . . . . . . . (3.08 ± 2.15) × 101 (8.40 ± 16.4) × 100
1956 . . . . . . . . . . . . (4.73 ± 0.65) × 101 (1.49 ± 0.53) × 101
143 GHz 53 . . . . . . . . . . . . . . . (7.23 ± 6.67) × 101
114 . . . . . . . . . . . . . . . (3.05 ± 1.43) × 101
187 . . . . . . . . . . . . . . . (2.20 ± 0.67) × 101
320 . . . . . . . . . . . . . . . (2.14 ± 0.31) × 101
502 . . . . . . . . . . . . . . . (1.99 ± 0.28) × 101
684 . . . . . . . . . . . . . . . (1.55 ± 0.29) × 101
890 . . . . . . . . . . . . . . . (1.16 ± 0.35) × 101
1158 . . . . . . . . . . . . . . . (1.02 ± 0.91) × 101
1505 . . . . . . . . . . . . . . . (1.26 ± 1.27) × 101
38
Planck Collaboration: CIB anisotropies with Planck
Table D.2. Cosmic IR Background power spectra. These estimates are obtained from the CMB- and dust-free map power spectra
(Table D.1), which have been corrected for SZ contaminations (Eqs. 5 and 9), and for the spurious CIB contamination induced by
our CMB template (Eq. 4, computed using our best-fit model described in Sect. 5.5). The errors contain all the terms: statistical
uncertainty; beam uncertainty; and errors from the SZ correction. Rows composed of entirely empty values have been omitted.
Cross-power spectra, C`, and statistical uncertainty [Jy2 sr−1]
` 3000 GHz 857 GHz 545 GHz 353 GHz 217 GHz 143 GHz
3000 GHz 187 < 5.69 105 (1.12 ± 0.85) × 105 (3.94 ± 3.88) × 104 (8.92 ± 12.4) × 103 (5.59 ± 26.7) × 102 ·
320 (7.89 ± 3.14) × 104 (7.49 ± 2.09) × 104 (3.04 ± 0.85) × 104 (1.13 ± 0.27) × 104 (2.34 ± 0.71) × 103 ·
502 (3.46 ± 1.15) × 104 (3.10 ± 0.79) × 104 (1.23 ± 0.33) × 104 (4.49 ± 1.15) × 103 (1.18 ± 0.34) × 103 ·
684 (2.90 ± 0.70) × 104 (2.24 ± 0.47) × 104 (9.35 ± 2.10) × 103 (2.87 ± 0.73) × 103 (6.88 ± 2.61) × 102 ·
890 (1.87 ± 0.47) × 104 (1.62 ± 0.30) × 104 (6.61 ± 1.34) × 103 (1.99 ± 0.45) × 103 (2.34 ± 1.66) × 102 ·
1158 (1.43 ± 0.40) × 104 (1.17 ± 0.22) × 104 (4.71 ± 0.93) × 103 (1.25 ± 0.31) × 103 (3.55 ± 1.43) × 102 ·
1505 (1.09 ± 0.41) × 104 (8.30 ± 1.85) × 103 (3.12 ± 0.76) × 103 (1.14 ± 0.30) × 103 (2.41 ± 1.07) × 102 ·
1956 (1.05 ± 0.58) × 104 (8.04 ± 2.39) × 103 (3.16 ± 1.00) × 103 (9.67 ± 3.44) × 102 (2.58 ± 1.14) × 102 ·
2649 (1.06 ± 1.04) × 104 (6.47 ± 3.27) × 103 (2.61 ± 1.38) × 103 . . . . . . ·
857 GHz 53 . . . < 2.76 106 < 9.73 105 < 2.91 105 < 6.43 104 < 1.81 104
114 . . . < 7.99 105 < 3.23 105 < 1.05 105 < 2.49 104 < 5.12 103
187 . . . (2.87 ± 0.37) × 105 (1.30 ± 0.13) × 105 (4.30 ± 0.41) × 104 (9.70 ± 1.22) × 103 (1.84 ± 0.45) × 103
320 . . . (1.34 ± 0.08) × 105 (6.36 ± 0.30) × 104 (2.20 ± 0.11) × 104 (5.26 ± 0.53) × 103 (1.06 ± 0.12) × 103
502 . . . (7.20 ± 0.26) × 104 (3.53 ± 0.10) × 104 (1.25 ± 0.06) × 104 (3.03 ± 0.32) × 103 (6.52 ± 0.59) × 102
684 . . . (4.38 ± 0.18) × 104 (2.21 ± 0.07) × 104 (7.99 ± 0.39) × 103 (1.88 ± 0.22) × 103 (3.86 ± 0.41) × 102
890 . . . (3.23 ± 0.09) × 104 (1.63 ± 0.04) × 104 (5.88 ± 0.27) × 103 (1.31 ± 0.16) × 103 (2.55 ± 0.30) × 102
1158 . . . (2.40 ± 0.05) × 104 (1.22 ± 0.02) × 104 (4.25 ± 0.17) × 103 (9.18 ± 0.87) × 102 (1.76 ± 0.23) × 102
1505 . . . (1.83 ± 0.03) × 104 (9.31 ± 0.11) × 103 (3.24 ± 0.10) × 103 (7.00 ± 0.23) × 102 (1.23 ± 0.16) × 102
1956 . . . (1.46 ± 0.02) × 104 (7.38 ± 0.07) × 103 (2.54 ± 0.07) × 103 (5.38 ± 0.12) × 102 (1.03 ± 0.15) × 102
2649 . . . (1.16 ± 0.01) × 104 (5.91 ± 0.06) × 103 . . . . . . . . .
545 GHz 53 . . . . . . < 3.74 105 < 1.15 105 < 2.58 104 < 7.04 103
114 . . . . . . < 1.45 105 < 4.84 104 < 1.16 104 < 2.53 103
187 . . . . . . (6.63 ± 0.51) × 104 (2.22 ± 0.16) × 104 (4.97 ± 0.48) × 103 (1.01 ± 0.19) × 103
320 . . . . . . (3.34 ± 0.12) × 104 (1.19 ± 0.05) × 104 (2.79 ± 0.21) × 103 (5.98 ± 0.67) × 102
502 . . . . . . (1.91 ± 0.04) × 104 (6.93 ± 0.23) × 103 (1.65 ± 0.12) × 103 (3.77 ± 0.39) × 102
684 . . . . . . (1.25 ± 0.03) × 104 (4.61 ± 0.16) × 103 (1.06 ± 0.09) × 103 (2.29 ± 0.27) × 102
890 . . . . . . (9.17 ± 0.17) × 103 (3.39 ± 0.11) × 103 (7.41 ± 0.63) × 102 (1.54 ± 0.19) × 102
1158 . . . . . . (6.83 ± 0.10) × 103 (2.50 ± 0.07) × 103 (5.38 ± 0.35) × 102 (1.03 ± 0.14) × 102
1505 . . . . . . (5.34 ± 0.06) × 103 (1.93 ± 0.04) × 103 (4.30 ± 0.12) × 102 (7.09 ± 1.80) × 101
1956 . . . . . . (4.24 ± 0.04) × 103 (1.52 ± 0.03) × 103 (3.30 ± 0.07) × 102 (5.89 ± 1.73) × 101
2649 . . . . . . (3.42 ± 0.04) × 103 . . . . . . . . .
353 GHz 53 . . . . . . . . . < 3.68 104 < 8.01 103 < 2.05 103
114 . . . . . . . . . < 1.66 104 < 3.82 103 < 8.26 102
187 . . . . . . . . . (7.88 ± 0.53) × 103 (1.75 ± 0.15) × 103 (3.61 ± 0.62) × 102
320 . . . . . . . . . (4.35 ± 0.18) × 103 (1.02 ± 0.06) × 103 (2.32 ± 0.24) × 102
502 . . . . . . . . . (2.60 ± 0.10) × 103 (6.21 ± 0.38) × 102 (1.48 ± 0.14) × 102
684 . . . . . . . . . (1.74 ± 0.07) × 103 (3.97 ± 0.27) × 102 (9.42 ± 1.06) × 101
890 . . . . . . . . . (1.29 ± 0.05) × 103 (2.87 ± 0.20) × 102 (6.33 ± 0.83) × 101
1158 . . . . . . . . . (9.35 ± 0.33) × 102 (1.99 ± 0.14) × 102 (4.56 ± 0.91) × 101
1505 . . . . . . . . . (7.45 ± 0.22) × 102 (1.59 ± 0.10) × 102 (2.77 ± 1.11) × 101
1956 . . . . . . . . . (6.08 ± 0.16) × 102 (1.35 ± 0.05) × 102 (3.53 ± 0.69) × 101
217 GHz 53 . . . . . . . . . . . . < 1.78 103 < 4.74 102
114 . . . . . . . . . . . . < 8.47 102 < 1.89 102
187 . . . . . . . . . . . . (4.17 ± 0.47) × 102 (1.04 ± 0.19) × 102
320 . . . . . . . . . . . . (2.62 ± 0.20) × 102 (7.49 ± 0.81) × 101
502 . . . . . . . . . . . . (1.75 ± 0.13) × 102 (5.87 ± 0.58) × 101
684 . . . . . . . . . . . . (1.17 ± 0.10) × 102 (3.93 ± 0.50) × 101
890 . . . . . . . . . . . . (8.82 ± 0.89) × 101 (2.64 ± 0.52) × 101
1158 . . . . . . . . . . . . (6.42 ± 1.61) × 101 (2.21 ± 1.19) × 101
1505 . . . . . . . . . . . . (3.34 ± 2.15) × 101 (1.07 ± 1.65) × 101
1956 . . . . . . . . . . . . (4.74 ± 0.65) × 101 (1.45 ± 0.54) × 101
143 GHz 53 . . . . . . . . . . . . . . . < 1.55 102
114 . . . . . . . . . . . . . . . < 6.41 101
187 . . . . . . . . . . . . . . . (3.64 ± 0.73) × 101
320 . . . . . . . . . . . . . . . (3.23 ± 0.35) × 101
502 . . . . . . . . . . . . . . . (2.81 ± 0.30) × 101
684 . . . . . . . . . . . . . . . (2.27 ± 0.29) × 101
890 . . . . . . . . . . . . . . . (1.84 ± 0.35) × 101
1158 . . . . . . . . . . . . . . . (1.58 ± 0.91) × 101
1505 . . . . . . . . . . . . . . . (1.25 ± 1.28) × 101
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Table D.3. Measured bispectrum at 217, 353 and 545 GHz in Jy3 sr−1 (see Sect. 4.3). The covariance matrix is available at ESAs
Planck Legacy Archive (PLA).
Multipole bins Bispectrum coefficients b`1`2`3
`1 `2 `3 217 GHz 353 GHz 545 GHz
192 192 192 9.098 × 101 1.788 × 103 3.648 × 102
192 192 320 3.351 × 101 7.837 × 102 2.809 × 102
192 320 320 3.540 × 101 1.229 × 103 3.044 × 102
192 320 448 1.706 × 101 6.900 × 102 1.454 × 102
192 448 448 1.537 × 101 4.193 × 102 1.077 × 102
192 448 576 1.128 × 101 2.806 × 102 8.164 × 103
192 576 576 1.797 × 101 4.123 × 102 6.197 × 103
192 576 704 3.924 1.588 × 102 6.147 × 103
192 704 704 1.461 6.766 × 101 5.185 × 103
192 704 832 6.888 1.848 × 102 7.090 × 103
192 832 832 3.886 1.704 × 102 6.692 × 103
320 320 320 1.167 × 101 3.583 × 102 1.207 × 102
320 320 448 1.058 × 101 4.245 × 102 9.126 × 103
320 320 576 9.259 3.794 × 102 7.184 × 103
320 448 448 9.829 2.292 × 102 6.815 × 103
320 448 576 6.725 1.817 × 102 4.186 × 103
320 448 704 6.932 3.021 × 102 6.529 × 103
320 576 576 6.978 1.797 × 102 2.683 × 103
320 576 704 5.152 7.602 × 102 2.402 × 103
320 576 832 2.121 1.306 × 102 3.140 × 103
320 704 704 2.332 1.398 × 102 5.816 × 103
320 704 832 3.241 1.131 × 102 3.826 × 103
320 832 832 3.789 8.380 × 102 5.060 × 103
448 448 448 5.096 2.290 × 102 4.523 × 103
448 448 576 7.119 4.829 × 102 3.431 × 103
448 448 704 7.120 2.041 × 102 3.519 × 103
448 448 832 2.043 1.172 × 102 2.905 × 103
448 576 576 5.575 1.621 × 102 3.765 × 103
448 576 704 7.135 9.080 × 102 1.928 × 103
448 576 832 3.883 9.562 × 102 1.939 × 103
448 704 704 7.234 1.489 × 102 3.278 × 103
448 704 832 2.235 8.322 × 102 2.006 × 103
448 832 832 2.702 1.038 × 102 2.751 × 103
576 576 576 3.026 1.296 × 102 2.842 × 103
576 576 704 4.617 8.385 × 102 1.413 × 103
576 576 832 4.747 8.790 × 102 1.669 × 103
576 704 704 2.817 7.549 × 102 . . .
576 704 832 3.977 4.538 × 102 . . .
576 832 832 . . . 5.934 × 102 . . .
704 704 704 . . . 1.040 × 102 . . .
40
