We study (Hopf) bialgebras in a braided category, which are equipped with an inner twist. By means of the inner twist we define the second mutiplication on the (Hopf) bialgebra, which plays the role of the opposite multiplication. Hence one can define the coquasitriangular structure on these bialgebras. Examples of these bialgebras are reconstructed bialgebras.
Introduction
A coquasitriangular (CQT) (Hopf) bialgebra is defined to be a (Hopf) bialgebra, the category of comodules of which is a braided category. There is another equivalent definition of CQT (Hopf) bialgebras -the existence of a braiding on a bialgebra, that is a linear mapping from the tensor square of the bialgebra to the basic field k, which obeys certain axioms.
We are interested in generalizing the above construction to the case of braided categories. The first obstruction is that a bialgebra in a braided category, different from the category Vect k , cannot be reconstructed from the category of its comodules and the forgetful functor. One should choose the second definition. There appeares another obstruction. The opposite multiplication, which is needed for axioms of the braiding, is not a coalgebra morphism, that is, together with the comultiplication it does not define a bialgbra structure. To get over this difficulty Majid supposes considering bialgebras which has another multiplication, which is also compatible with the comultiplication. This paper supposes a method of defining the second multiplication. The class of considered bialgebras contains all reconstructed biagebras. Reconstructed Hopf algebras and bialgebras are considered in Section 2. That is a (Hopf) bialgebra which is reconstructed from a (monoidal) category and a (monoidal) functor from it to another (braided) category. If the latter category is closed there will appear a functorial isomorphism, which makes the reconstructed (Hopf) bialgebra an object of the center of the category. If the former category is also braided there will appear a braiding on the reconstructed bialgebra. Using the inner twist mentioned above we study this braiding in detail. In Section 3 we consider an example of reconstructed bialgebras-matrix bialgebras. Using the formula of the square of the antipode we construct the Hopf envelope of a matrix bialgebra. Being motivated by reconstructed (Hopf) bialgebras we define and study in Section 4 central (Hopf) bialgebras. That is a (Hopf) bialgebra equipped with an inner twist which verifies certain axioms. The second multiplication will be defined in term of this twist. Consequently, one can define central coquasitriangular (Hopf) bialgebras. Most of proofs will be given in the appendix.
Braided categories
Let C be a category. A monoidal structure in C consists of a bifunctor ⊗ : C × C −→ C, an object I ∈ C and isomorphisms λ : I ⊗ C −→ C, µ : C ⊗ I −→ C, C ∈ C, such that Mac Lane's coherence conditions are fulfilled. That is there is a functorial isomorphism Φ A,B,C : (A ⊗ B) ⊗ C −→ A ⊗ (B ⊗ C) one for every triple A, B, C ∈ C, which obeys the pentagol diagramm [1] . Later on we will assume Φ is the identity.
In a monoidal category one can define algebras, coalgebras. In a braided category one can define tensor product of (co)algebras; bialgebras and Hopf algebras. Howerver the tensor product of bialgebras is not a bialgebra in the canonical way, if the braiding is not symmetric, as well as there is no notion of opposite (co)multiplication. That is the obstruction to defining (co)commutative bialgebras.
Let V be an object in a monoidal category C. A left dual to V is by definition a pair (V * , ev), where ev is a morphism V * ⊗ V −→ I, such that there exists a morphism db : I −→ V ⊗ V * , which verifies the following equations:
The morphisms ev and db are depictured by:
If the left dual to V exists then uniquely. Analogously one defines the right dual to V . An object is called rigid if it owns both left and right duals. In a braided category, the existence of left dual implies the existence of right dual and they are isomorphic. Consequently, if V is rigid, V is isomorphic to V * * . There are two possibilities to define the isomorphism between them:
A monoidal category is called closed if for arbitrary objects X, Y in C there exists an object hom(X, Y ), such that:
The wellknown examples of braided categories are the (co)representing categories of (co)quasitriangular Hopf algebras. These categories are closed.
Reconstructed bialgebras
The definition of coquasitriagular (CQT) biagebras in braided categories was firstly formulated by Majid. It is quite analogous to the definition of coquasitrianular (Hopf) bialgebras given by Larson and Towber [2, 8] . Since the opposite product is not a map of coalgebras he considers coalgebras equipped with two multiplications, which are morphisms of coalgebras, i.e., there are two bialgebra structures on the coalgebra. The coquasitriangular structure is the one which compares the two multiplications.
Reconstructed coquasitriangular (Hopf) bialgebras are considered by Majid as an example of coquasitriangular (Hopf) bialgebras. In this section we study these bialgebras in detail using an inner twist. This isomorphism was also independently recovered by Schauenburg and Neuchl while studying commutative bialgebras [5] . Some their results are consequent of our results in this section, since CQT (Hopf) bialgebras are a generalization of commutative (Hopf) bialgebras.
Let (C, ⊗, τ ) be a braided category. Assume moreover that C is closed and there exist colimits and they commute with the tensorproduct. Let C 0 be the subcategory of rigid objects, then C 0 is a braided rigid category. Assume we are given a monoidal category V together with a monoidal functor ω : V −→ C 0 . Then ω is multirepresentable [3, 6] . That is there exists an object coendω =: B, for which there exists the following isomorphism:
B is called reconstructed bialgebra. Since C is closed one has the following isomorphism [8] :
where
Assume now that V is also braided, with the braiding τ ′ . τ ′ induces a natural transformation in Nat(ω ⊗2 , ω ⊗2 ), hence a morphism r : 
Its existence is provided by the isomorphism (4). The inverse morphism is defined from
Observe that σ and σ −1 are natural on N and
The following Lemma is due to Schauenburg and Neuchl. 
We call σ B an inner twist of B. Using σ we can describe properties of the braidings r and r * (cf. [3] ). 
Analogously obeys r * the folowing equations
Moreover r and r * obey the following equations:
Assume that V is rigid, then B is a Hopf algebra. The antipode verifies the following equations:
A remarkable property of coquasitriagular Hopf algebras is that the square of the antipode is an inner isomorphism [8] . We want to study this property for reconstructed Hopf algebras.
Since V is rigid, for every object V there is a canonical isomorphism g :
Let us denote by u, u * : B −→ I the following morphisms:
Since gg
where ε denotes the counit of B.
On the other hand, since ω(g) is a morphism of B-comodules, one has
The equations (11)- (18) can be proved using the universal property of B and equations (7)-(10). The reader is referred to [7] for explicit proofs. According to (18) and Lemma 1 we have 
Proof. We have
Matrix bialgebras
In this section we consider the simplest but most important example of reconstructed bialgebras-matrix biagebras. These bialgebras play an important role in the theory of quantum groups [4, 9] . They also provide a simple interpretation of the morphisms σ, r, u, u * .
Let V be a monoidal category generated by an object V and a morphism R :
Thus objects of V are I, V, V ⊗2 , . . . Morphisms are induced from R by tensoring and composing. If R obeys the Yang-Baxter equation then V is a braided category, (in this case R is assumed to be invertible).
Let now H be a (co)quasitriangular Hopf algebra and V be a right H-(co)modul of finite dimension over k. Note that the category C = M H (M H ) of right H-(co)modules is braided and closed. Consider the category V generated by V and a Yang-Baxter operator R : V ⊗ V −→ V ⊗ V and the forgetful functor ω : V −→ C. The coendω is denoted by E.
The dual object to V ⊗ V is canonically isomorphic to V * ⊗ V * in the sense that
One can define V * ⊗ V * to be a braided dual to V ⊗ V using the following evaluation:
Let R ⋆ be the dual operator to R on V * ⊗ V * with respect to the braided duality then
where R * denotes the standard dual to R, acting on V * ⊗ V * . Let
Theorem 3 E is isomorphic as an algebra in C to the quadratic algebra on V * ⊗ V with the relation subspace
That is E is the factor algebra of the tensor algebra T (V * ⊗V ) by the two sided ideal, generated by elements of R(E). E is a graded algebra, E 0 = k, E 1 = V * ⊗ V . The relations on E can be described graphiclally as follows.
The relations on E provide R to be an isomorphism of E-comudules. The inner isomorphism σ E , restricted on E 1 , is given by
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If R is a Yang-Baxter operator then V is a braided category, hence E is a coquasitriangular bialgebra. The braiding r and r * restricted on E 1 are:
The category V is not rigid. In order to get a rigid category one can add V * to V. In the category W generated by V and V * there are morphisms from
They are called halfduals to R −1 and R respectively. Assume that those operators are invertible then W is rigid with the braiding generated by R V * ,V := (R −1 ) ♭ , and R V,V * := (R ♭ ) −1 . Those operators will also be depictured by 
and
Let us denote E 1 := V * ⊗ V and E ′ 1 := V * * ⊗ V * . The antipode maps E 1 to E ′ 1 :
The morphisms u and u * are
Therefore the antipode restricted on E ′ 1 is
Coordinate calculations
Let x 1 , x 2 , · · · , x n be a k-basis for V , then one can find a basis
ξ is called a dual basis to x. Let η 1 , η 2 , · · · , η n be the dual basis to ξ on V * * . The elements z Let the braiding τ have with respect to the above bases the following matrices:
The morphisms γ and κ in (2) have the matrices:
Analogously, one has matrices for the operators R, R V,V * and R V * ,V :
The matrix G is plainly invertible. We can now give the formula for the antipode:
Let now C be the category of super vector spaces and x 1 , x 2 , · · · , x n be a homogeneous basis for V . Thus, every element x i is assigned a numberî ∈ {0, 1} and
Therefor
, and
Central bialgebras
Being motivated by reconstructed CQT biagebras we define and study in this section (Hopf) biagebras equipped with a homomorphism, which in particular makes the (Hopf) bialgebras objects of the centre of the category.
Definition 5 Let C be a braided category, B be a bialgebra in C. B is called a central bialgebra if there exists for every object N an isomorphism σ N : B ⊗ N −→ N ⊗ B, such that following axioms are fulfilled:
If B is a Hop algebra, then B is called a central Hopf algebra if the antipode obeys the following axiom.
Lemma 6 σ −1 verifies the equation (10).
Let denote m op = m • σ B .
Theorem 7 Lemma 10 The equation (18) holds.
Corollary 11 u * is the right * -inverse for u.
Whence we have 
B B
Analogously one can show
from which follows
Corollary 13 u * is the left * -inverse of u.
Hence we have
Thus we have shown
Theorem 14
The antipode S is an isomorphism.
A The proof of Theorem 7
It is easy to show that (B, m op ) is a bialgebra in C. We now show that S is the * -inverse of id B . We have
B The proof of Lemma 9
Using axioms B2 of 8 we have
Whence the first equation follows. The second equation can be shown quite analogously. According to axiom B3 we have
Whence the second equation follows. To prove the third equation we use axiom B2 and the equations above. We have
To prove the last equation we use axiom Z5 of 5 and axiom B2 of 8.
C The proof of Lemma 10
We have
In the second equation of the second row we use axiom B1. Thus composing both sides of the equation with S we get
Whence the assertion of the lemma follows.
D The proof of Corollars 11
According to Lemma 10 we have:
The last equation holds according to Lemma 9.
E The proof of equation (28)
We use the same method as in the proof of Lemma 10. The axioms B1 and B2 of 8 imply the following equation. 
F The proof of Corollar 13
According to (28) we have
The last equation holds according to Lemma (9) .
