Antagonistic coevolution between hosts and parasites is a key process in the genesis and maintenance of biological diversity. Whereas coevolutionary dynamics show distinct patterns under favourable environmental conditions, the effects of more realistic, variable conditions are largely unknown. We investigated the impact of a fluctuating environment on antagonistic coevolution in experimental microcosms of Pseudomonas fluorescens SBW25 and lytic phage SBWΦ2. High-frequency temperature fluctuations caused no deviations from typical coevolutionary arms race dynamics. However, coevolution was stalled during periods of high temperature under intermediate-and low-frequency fluctuations, generating temporary coevolutionary cold spots. Temperature variation affected population density, providing evidence that eco-evolutionary feedbacks act through variable bacteria-phage encounter rates. Our study shows that environmental fluctuations can drive antagonistic species interactions into and out of coevolutionary cold and hot spots. Whether coevolution persists or stalls depends on the frequency of change and the environmental optima of both interacting players.
Introduction
Antagonistic coevolution between species, the reciprocal evolution of exploiter attack and victim resistance, is considered a major determinant of biodiversity and life history (Thompson, 2005 (Thompson, , 2009 . However, the factors driving the intensity of these interactions are still largely unknown. One idea is that the strength of the interaction varies in space and time, giving rise to coevolutionary hot and cold spots (Gomulkiewicz et al., 2000) . Coevolutionary hot spots typically describe regions of space, where interspecific interactions are strong and reciprocal, whereas in cold spots population interactions are asymmetric or nonexistent (Gomulkiewicz et al., 2000; Nuismer et al., 2003; Gibert et al., 2013) . Similarly, coevolutionary hot and cold spots may be present in time (Thompson, 2005) .
Environmental variation may be an underlying cause of coevolutionary hot and cold spots (Lopez-Pascua & Buckling, 2008; Vogwill et al., 2009) . Abiotic conditions can directly affect the physiology of antagonist traits involved in infection or resistance, and thus whether the enemy can exploit its victim (and the victim defend itself) and/or the evolutionary potential of populations (genetic variation upon which selection can act, costs of resistance/infectivity). Indeed, theoretical work shows that the intensity of coevolution may vary across productivity gradients impacting victim demography, and thereby the force of infection (Hochberg & van Baalen 1998) , an idea supported by experimental studies (Lopez-Pascua & Buckling, 2008; Harrison et al., 2013) . Thus, by modifying the potential for attack and defence, the environment can determine whether coevolution occurs (Thrall et al., 2007; Wolinska & King, 2009) , and the coevolutionary pattern observed (e.g. arms race vs. fluctuating selection dynamics) (G omez & Buckling, 2011; Friman & Buckling, 2013) .
Experimental studies on the role of the environment in antagonistic coevolution have mostly focussed on spatial heterogeneity (Brockhurst et al., 2003; Forde et al., 2004; Lopez-Pascua & Buckling, 2008; Vogwill et al., 2009; Lopez-Pascua et al., 2010; Gorter et al., 2016) . Coevolution is more intense, with faster increases in resistance and infectivity, under highresource (Lopez-Pascua & Buckling, 2008) and homogeneous conditions (Brockhurst et al., 2003) , possibly because encounter rates between players are higher (Brockhurst et al., 2003; Lopez-Pascua & Buckling, 2008) . Similarly, high-productivity environments promote patterns of parasite local adaptation (Forde et al., 2004) . These examples illustrate spatial coevolutionary hot spots.
Temporal environmental variation is predicted to influence coevolution differently from spatial variation (Nuismer et al., 2003) , but we are still lacking a good understanding of how common parameters, such as the amplitude or frequency of environmental fluctuations, affect coevolutionary hot and cold spots. A theoretical model by Poisot et al. (2011) predicts more intense coevolution for intermediate periods of high-resource conditions, equivalent to temporal 'hot spots'. Another model by Mostowy & Engelst€ adter (2011) shows that coevolutionary dynamics under low-frequency environmental fluctuations converge on dynamics observed in constant environments. Consistent with this prediction, Harrison et al. (2013) demonstrated that bacteria-phage coevolution was maintained under low-frequency fluctuations in resource availability, but dampened under high-frequency fluctuations (Harrison et al., 2013) . These different outcomes were attributed to variation in bacterial population size either increasing or decreasing the supply of favourable mutations for resistance evolution (Harrison et al., 2013) . Similarly, Friman et al. (2011a) found in a predator-prey system that low-frequency resource pulses reduced the intensity of coevolution, or induced prey biofilm formation, which predators could not overcome (Friman et al., 2011b) . Hiltunen et al. (2015) also show that temporal fluctuation in environmental stress can dampen coevolution. These are all evidence for temporal coevolutionary cold spots.
Experimental studies to date describe overall net effects of temporal environmental variation on antagonistic coevolution, but little is known about how closely coevolution can track environmental fluctuations. Can populations go back and forth between coevolutionary hot-and cold-spot states, and how is this influenced by the way environmental conditions fluctuate? To address these questions, we investigated temporal variation in abiotic stress as a coevolutionary pacemaker in a microbial host-parasite model system. We aimed to quantify how the impact of the frequency of exposure to temperature stress drives eco-evolutionary feedbacks between population dynamics and coevolution, and the occurrence of temporary coevolutionary hot and cold spots. We expected the existence of threshold phenomena where coevolution may be robust to environmental fluctuations up to a certain frequency, above (or below) which hot spots become cold spots. We imposed temperature fluctuations on experimental microcosm populations of the bacterium Pseudomonas fluorescens SBW25 and the lytic phage SBWΦ2. Based on findings by Zhang & Buckling (2011) , conditions were alternating between 28°C and 32°C, which is stressful for phage (Zhang & Buckling, 2011) , every 2, 4 or 8 days, for a total period of 16 days (Fig. S1) . Indeed, bacterial growth is the same at both temperatures, whereas phage cannot replicate at temperatures higher than 30°C (Zhang & Buckling, 2011) . We determined bacterial and phage densities at 2-day intervals and used standard time-shift assays (Harrison et al., 2013) to compare coevolutionary rates of change in bacterial resistance and phage infectivity among fluctuation treatments. In particular, we anticipated that the slowing of coevolution would be more likely during longer periods at 32°C in our low-frequency, temperature change treatment.
We found that regular exposure to 32°C dampened coevolution and produced temporary coevolutionary cold spots. This effect became increasingly pronounced at lower fluctuation frequencies (4-to 8-day intervals) and thus the time spent at 32°C. In contrast, high-frequency environmental fluctuations (2-day intervals) caused no significant deviation from the characteristic arms race dynamics (ARD)-like coevolution observed in this system at 28°C constant (Buckling & Rainey, 2002; Brockhurst et al., 2003) , indicating robustness of the coevolutionary process to short pulses of stress. Correlations between temperature and phage density suggest that variation in coevolution intensity is the result of eco-evolutionary feedbacks.
Materials and methods

Biological system
We employed an isogenic strain of the bacterium P. fluorescens SBW25, originally isolated on sugar beet (Rainey & Travisano, 1998) . The parasite is the naturally occurring lytic bacteriophage virus SBWΦ2 (Buckling & Rainey, 2002) . Experimental populations were maintained in nutrient-rich King's B medium (KB), which contains 10 g glycerol L À1 , 20 g proteose peptone L À1 , 1.5 g potassium phosphate L À1 and 1.5 g magnesium L À1 . Zhang & Buckling (2011) showed that in KB medium, P. fluorescens growth does not differ between 28°C and 32°C, whereas phage growth is restricted at temperatures higher than 30°C (Zhang & Buckling, 2011) .
Experimental populations
Four days prior to the experiment (day-4), a bacterial culture was initiated by placing a previously frozen crystal of ancestral P. fluorescens cells in a 30-mL universal glass vial containing 6 mL of KB. On day-2, this culture was used to seed the experimental populations, by transferring~10 7 cells to 50 new microcosms each containing 6 mL of KB.
In parallel to the above, 3 days (day-3) before the experiment, a bacterial population was started from a P. fluorescens crystal in 6 mL of KB. On day-2, this population was infected with phage by placing a frozen crystal of SBWΦ2 in the bacterial solution. On day-1, phage was isolated from the infected population by adding chloroform (10% chloroform: 90% microcosm population), vortexing and centrifuging for 5 min at 8000 g. The supernatant containing phage was used to infect ancestral bacterial populations in 30 of the experimental microcosms with~10 5 phage particles. Twenty microcosm populations remained uninfected with phage to serve as controls. All populations were kept at 28°C, with constant orbital agitation at 200 RPM.
Selection experiment
At the beginning of the experiment (day 0), six infected (log 10 mean bacterial density 4.7 AE 0.15 SE) and four uninfected (log 10 mean density 8.0 AE 0.08) bacterial microcosms were arbitrarily assigned to each of three fluctuating treatments. In these treatments, populations were moved between permissive (28°C) and restrictive (32°C) temperatures following (i) each transfer, every 2 days, (ii) every second transfer, every 4 days or (iii) every fourth transfer, every 8 days. Half of the populations from each fluctuating regime started the experiment at 28°C and the other at 32°C, thus representing treatments with the same fluctuation regime, but inverted in time (which we refer to as 'mirror treatment'). For example, the mirror treatment from the high-frequency fluctuation regime comprised three populations that spent days 1 and 2 of the experiment at 28°C, days 3 and 4 at 32°C, days 5 and 6 at 28°C, days 7 and 8 at 32°C and so on. Conversely, the three remaining populations from the high-frequency fluctuation treatment spent days 1 and 2 of the experiment at 32°C, days 3 and 4 at 28°C, days 5 and 6 at 32°C and days 7 and 8 at 28°C changing temperature every 2 days until the end of the experiment. Thus, the fluctuating treatments comprised 2 infection 9 3 fluctuating 9 2 mirror treatments = 12 treatments, over a total of 30 microcosms. In addition to these treatments, six infected and four uninfected bacterial microcosm populations were arbitrarily assigned to either constant 28°C or constant 32°C (20 microcosms in total), which served as reference treatments (see Fig. S1 for a diagram showing constant and fluctuating temperature treatments).
Experimental populations were maintained by serial transfer of 15% (900 lL) of the population to a new microcosm containing 5.1 mL of KB, every 2 days, over a 16-day period. Serial transfer of 15% of the population is higher than the 1% transferred in most other experiments with this study system [e.g. (Buckling & Rainey, 2002; Brockhurst et al., 2003) ]. Transfer of 15% of the population corresponds to approximately three bacterial generations per transfer. This protocol was applied to maintain phage populations at 32°C, which would otherwise go extinct before the end of the experiment in the fluctuation treatments (see Zhang & Buckling, 2011) . Microcosms were not agitated during the experiment, and vortexed only before each transfer to a new microcosm, and just after. At each transfer, phage densities were measured and a 600 lL sample of each population was added to 400 lL of glycerol and stored at À80°C.
Bacterial densities
We measured bacterial density from the frozen samples, collected prior to each transfer every 2 days. Bacteria were serially diluted in M9 salts (128 g disodium phosphate L À1 , 30 g monopotassium phosphate L
À1
, 5 g sodium chloride L À1 and 10 g ammonium chloride L À1 )
and plated on to KB agar. The number of colony-forming units (CFUs) was determined after 48-h incubation at 28°C.
Phage densities
Phage density was measured on day 0 of the experiment and then every 2 days prior to each transfer. Phages were separated from bacteria as described above and the supernatant serially diluted in M9 salts from 10 À1 to 10 À8 . The serially diluted phages were then spot-plated onto soft KB agar containing a lawn of ancestral bacteria. After 24-h incubation at 28°C, phage densities were estimated by counting plaque-forming units (PFUs).
Time-shift assays
We conducted time-shift assays to measure bacteriaphage coevolution by confronting bacteria and phage from different time points. We tested for bacterial evolution by comparing the resistance of past, current and future bacteria to current phage. Conversely, we measured phage evolution by comparing the infectivity of past, current and future phage to current bacteria (as described in (Brockhurst et al., 2003; Gandon et al., 2008) ). Time-shift assays were performed on bacteria and phage from three time periods: at the beginning, middle and end of the experiment. For each period, the time window was centred on a different contemporary combination of bacteria and phage, and went two transfers into the past and two into the future. Thus, time-shift curves at the beginning of the experiment were centred on day 4, and the middle and end of the experiment day 8 and day 12, respectively. Bacteria for the time-shift assays were isolated by taking 20 lL from the defrosted frozen samples, diluting in M9 salts (180 lL), plating on KB agar and incubating at 28°C for 24 h. To extract phage, a crystal from each frozen sample was placed in 6 mL of KB and grown overnight at 28°C, with agitation. Phage was extracted using the technique described above. Following Brockhurst et al. (2003) , resistance and infectivity were determined by streaking up to 20 arbitrarily chosen bacterial colonies (mean 12, AE0.1 SE) across a perpendicular line of phage (20 lL) from a given microcosm population, previously placed on KB agar. A bacterial colony was defined as 'resistant' if there was no inhibition of growth, and as 'susceptible' if there was inhibition of growth. Ancestral bacteria were included in each assay as a control to ensure phages were active. All streaking tests were performed at 28°C; it was not possible to do these tests at 32°C, as we never observed any inhibition of bacteria growth or phage plaque formation at this temperature.
Statistical analysis
Bacterial and phage densities
We used general linear mixed models (GLMMs) to investigate how log 10 -transformed phage (+1) and bacterial densities mL À1 changed over the 16 days of the experiment. In different factorial models, effects of temperature treatments (constant 28 vs. 32°C; fluctuation frequency: 2-day, 4-day, 8-day intervals) and phage presence/absence were taken as fixed factors and time as a random factor. Mirror sequence (nested within fluctuation frequency) and replicate population identity (nested within temperature treatment and mirror sequence) were included as random factors. In more detailed analyses of individual time intervals, we further analysed the effect of temperature change between transfers (28°C ? 28°C, 28°C ? 32°C, 32°C ? 28°C or 32°C ? 32°C) on the density change for both bacteria and phage. We also tested how the length of time spent at 32°C influenced phage density.
Host and parasite coevolution
We used factorial GLMMs with a binomial error structure (logit link function) to analyse time-shift curves of bacterial resistance and phage infectivity, with the proportion of resistant bacterial colonies as the response variable (Harrison et al., 2013) . For bacterial evolution, models included bacterial time shift (À2, 0, +2 to denote bacteria from two transfers into the past, from the present and from two transfers into the future) as a covariate. In the same way, models for phage evolution included phage time shift as a covariate. Quadratic terms for time shift were fitted to detect deviations from linear patterns typical of arms race-like coevolution. Models included temperature treatments (28 vs. 32°C; fluctuation frequency) and the period covered by the time shift (early, middle, late) as fixed factors, as well as mirror treatment and population identity as random nested factors.
Coevolution score
We combined evolutionary change in bacteria and in phage into a single 'coevolution score'. Arms race-like antagonistic coevolution should produce linear, crossing time-shift curves of bacteria and phage, as bacteria evolve higher resistance and phage higher infectivity through time (see Fig. 3a at 28°C constant). Consequently, at time shift t +2 the bacteria curve should have higher resistance levels than the phage curve, and at time shift t À2 the bacteria curve should have lower resistance levels than the phage curve. We use these differences in (arcsine-transformed) resistance levels between bacteria and phage curves as a coevolution score: the higher the difference, the stronger the coevolution. Thus, the score is calculated as bacteria resistance in the bacteria time-shift curve minus bacteria resistance in the phage time-shift curve. To adjust the sign of the score, the difference between the bacteria and phage curve at t À2 was multiplied by À1. The coevolution score was calculated for each replicate population, time period and time shift. Furthermore, for each individual score we recorded the corresponding temperature condition (28°C or 32°C), to which the microcosm was exposed at the time the score was measured. We then used a GLMM to test whether this current temperature influenced the coevolution score in the different treatments. Population identity was included to account for repeated measures. Finally, we analysed the joint action of temperature and phage or bacteria population density on coevolution. First, we performed a fully factorial multiple regression with coevolution score as response variable and current temperature and (log 10 ) phage and bacteria density as covariates; replicate population was added as a random factor. Path analysis, using standardized beta-coefficients obtained from a simplified regression, was used to quantify the relative contributions of these different variables. Second, we carried out a multivariate analysis of variance with the coevolution score and phage density as response variables and temperature as an explanatory variable. If temperature was a driver of the relationship between the force of infection and coevolution, combinations of higher and lower values of coevolution score and phage density should be associated with higher and lower temperature (32°C vs. 28°C).
Where necessary, GLMMs with binomial error employed quasi F-tests to account for nested model structure and for model overdispersion (Crawley, 1993) . Where appropriate, we performed backward model simplification to increase statistical power. All analyses were performed in JMP10 and 12 (SAS Institute Inc., 2012).
Results
Bacterial density
Bacterial density was not strongly affected by the different temperature treatments ( Fig. 1 and Fig. S2 ). Overall, bacteria density was higher for infected populations at constant 32°C than at constant 28°C (time*temperature*phage interaction; F 6,93 = 2.34, P = 0.0376; Fig. 1 and Fig. S2 ). However, there was no significant effect of fluctuation treatment on density (main effect and all interactions: P > 0.05), and after an initial increase during the first week of the experiment, densities remained fairly constant in all treatments. We further detected no significant relationship between the temperature experienced between transfers and bacterial density changes (F 3,96 = 1.6854, P = 0.1753). In contrast, as expected, bacterial densities were significantly reduced by phage throughout the entire experiment (constant temperature: F 1,8 = 12.10, P = 0.0082; variable temperature: F 1,29 = 24.03, P = 0.0010; Fig. S2 ).
Phage density
Phage densities remained more or less unchanged at constant 28°C, but declined rapidly at 32°C, with extinction observed in all populations by day 10 (Fig. 1) . In the different variable temperature treatments, phage densities fluctuated over time (mirror Fig. 1 ). Additional analyses showed that phage density tracked changes in temperature declining when changed to, or remaining at, 32°C and increasing when changed from 32°C to 28°C (Figs 1 and 2) (direction of temperature change: F 3,66 = 61.16, P < 0.0001). Prolonged exposure to 32°C was associated with a stronger decline in phage density (F 1,96 = 410, P < 0.0001; Fig. 1 and Fig. S3 ). However, none of the phage populations went extinct in the fluctuating treatments, even during 8 days of 32°C at the lowest fluctuation frequency.
E U R O P E A N S O C I E T Y F O R E V O L U T I O N
Time-shift analyses: bacteria and phage (co) evolution
Constant temperature
At constant 28°C, time-shift analysis revealed significant linear increases in bacterial resistance (time shift: v 2 1 = 13.02, P = 0.0003) and in phage infectivity (time shift: v 2 1 = 5.25, P = 0.0220), producing crossing time-shift curves indicative of ARD-like coevolution (Fig. 3a) . There was no significant nonlinearity of timeshift curves (time shift 2 and interactions: P > 0.3982). Further, there was a significant effect of time period (v 2 2 = 8.00, P = 0.0183), showing that bacteria were becoming increasingly resistant to their coevolving phage over the course of the experiment. This was mirrored by the opposite trend of decreasing phage infectivity through time (v 2 2 = 8.41, P = 0.0149). In contrast, at constant 32°C, there was no evidence for resistance evolution. Phages remained capable of infecting > 95% of their bacteria, before going extinct between days 8 and 10 (Fig. 3e) .
Variable temperature
Fluctuating treatments showed considerable deviations from the regular linear patterns observed at constant 28°C. For bacterial evolution, we found evidence for nonlinear changes in resistance (time-shift 2 : v Fig. 3 ). Some of this variation is explained by relatively flat parts of timeshift curves when at 32°C (Fig. 3) , meaning no resistance evolution during exposure to high temperature. This effect was particularly evident in the lowest fluctuation treatment, with 8 days of exposure to 32°C (Fig. 3d) .
Patterns of phage evolution were mostly linear (timeshift: v Overall, Fig. 3 shows more regular coevolution for 2-and 4-day temperature fluctuation treatments (crossing time-shift curves in four of six panels, respectively) than for the 8-day fluctuation treatment (crossing in one of six panels). Formal analysis of these patterns is presented below.
Analysis of the 'coevolution score'
At constant 28°C, we observed a significant positive coevolution score (t 32 = 4.1, P = 0.0003, Fig. 4) , consistent with the crossing time-shift curves in Fig. 3a and the occurrence of ARD-like coevolution. In contrast, no significant sign of coevolution was detected at constant 32°C (t 11 = 1.81, P = 0.0962, Fig. 4) . The coevolution score enabled us to distil consistent temperature effects across fluctuating treatments that were less clear from time-shift curves. Namely, a significant temperature by fluctuation frequency interaction shows that the effect of fluctuation frequency on the coevolution score depended on the current temperature at which the score was measured (current temperature*fluctuation frequency:
F 2,80 = 3.65, P = 0.0305, Fig. 4) . Under high-frequency fluctuations, current temperature did not significantly impact the coevolution score, whereas under lower-frequency fluctuations (4-and 8-day), coevolution scores at 32°C were lower than those at 28°C. Scores were always positive at 28°C, but declined with increasing exposure to 32°C, with complete inhibition of coevolution at the lowest fluctuation frequency after 8 days at 32°C.
Overall, 32°C was associated with lower phage density and coevolution score, whereas 28°C was associated with higher density and score (Fig. 5, showing the relationship across treatment means). Multiple regression did not find an effect of bacterial density on the coevolution score (all P > 0.12). However, phage density had a significant positive effect on the score when fitted first (F 1,125 = 8.40, P = 0.0044), but became nonsignificant (F 1,133 = 2.62, P = 0.1077) once temperature was included in the model (F 1,138 = 9.86, P = 0.0021). Path analysis summarizes the relationships between these different variables (Fig. 6) showing a significant, independent effect of current temperature on coevolution score, but also partial confounding of current temperature and phage density (why phage density is nonsignificant when both factors are fitted in the multiple regression model).
Results from an additional multivariate analysis of variance corroborate an indirect action of current temperature via phage density, as shown by the significant effect of temperature on the association between coevolution score and phage density (F 1,138 = 9.86, P = 0.0021). 
Discussion
Our imposed temperature fluctuations, alternating between 28°C and 32°C, induced temporary coevolutionary hot and cold spots between P. fluorescens SBW25 and its phage Φ2. Coevolutionary cold spots occurred during prolonged exposure (4 and 8 days) to 32°C under intermediate and low frequencies of temperature change. Nevertheless, coevolution resumed once populations were returned to permissive temperatures of 28°C and was only completely absent from populations experiencing 32°C constant. In contrast, under high-frequency fluctuations (2-day intervals of exposure to 32°C), the strength of coevolution was similar to that observed in the 28°C constant treatment. Indeed, 28°C constant produced a coevolutionary hot spot, characterized by arms racelike dynamics with monotonic increases in resistance and infectivity, as is often found for this system (e.g. (Brockhurst et al., 2003; Lopez-Pascua & Buckling, 2008; Morgan et al., 2010) ).
Temporary coevolutionary hot and cold spots
Contrary to our experiment, Harrison et al. (2013) showed, in the same system, that high-frequency fluctuations in resource availability prevented coevolution, whereas low-frequency fluctuations had no effect. They explain this effect by lower resource conditions leading to lower bacterial density and thus fewer favourable mutants, impeding selective sweeps in bacterial resistance (Harrison et al., 2013) . Unlike in Harrison et al.'s study (2013; see also Friman & Laakso, 2011a; Friman et al., 2011b) , our temperature treatments affected phage rather than bacterial densities. Hiltunen et al. (2015) found that coevolution was most slowed under simultaneous application of two different stressors: one affecting predators and the other affecting prey. Furthermore, we did not only look at the overall net effect of temporal environmental variation on coevolution, but also at what occurs at shorter timescales by analysing temporary changes in the coevolution score during periods of 28°C or 32°C. This revealed a negative linear relationship between the time spent at 32°C and the coevolution score, with a minimum threshold amount of time (~4 days) needed to induce a temporary coevolutionary cold spot. The absence of a temperature signal for the 2-day fluctuation treatment indicates that 2 days at 32°C were insufficient to stall the coevolutionary process. Conversely, there was no corresponding effect of the time spent at 28°C, suggesting that even short periods of permissive temperature immediately generate a coevolutionary hot spot.
Eco-evolutionary feedbacks
The importance of tight links between demography and coevolution, 'eco-evolutionary feedbacks', driving hostparasite dynamics (densities and resistance and infectivity evolution) is only beginning to be understood (Bohannan & Lenski, 2000; Bull et al., 2006; Hiltunen & Becks, 2014; Penczykowski et al., 2015) . Here, we provide a detailed quantitative investigation of such a link. Across treatments and temperatures, we observed a positive relationship between phage density and the coevolution score (Fig. 5) . Furthermore, phage densities closely tracked temperature changes, increasing and decreasing during periods of 28°C and 32°C, respectively (Fig. 1) . Consequently, higher phage density and coevolution were observed at 28°C, and lower phage density and coevolution at 32°C. These patterns suggest a temperature-mediated eco-evolutionary feedback, whereby lower phage density at 32°C lowers phagebacteria encounter rates (i.e. the force of infection) and, consequently, reduces the intensity of coevolution. At the same time, smaller phage populations may lack a supply of favourable mutations for simultaneous coevolution with bacteria and adaptation to 32°C. A possible explanation for the observed decline in phage density is that higher temperature damages or inactivates phage (De Paepe & Taddei, 2006) . This is in line with results from an additional experiment, showing that phage titres in the external environment decline at higher rates at 32°C than 28°C (Fig. S4) . It also fits with our observation of phage extinction after 10 days at 32°C constant. Interestingly, more detailed analysis showed that the temperature effect cannot be fully accounted for by its (indirect) action on phage density. We speculate that an additional temperature effect is caused by changes in bacteria. High temperature may lead to modified expression of bacterial surface proteins, preventing phage adhesion to cell walls (Sillankorva et al., 2004) . Such modifications would reduce the density of susceptible bacteria available for infection, yet remain undetected in analyses, because our density measurements do not discriminate between susceptible and resistant cells. This illustrates the limitations of using correlative analyses to uncover eco-evolutionary feedbacks. Here, only temperature was manipulated experimentally. More rigorous tests of the role of the force of infection would require the manipulation of bacterial or phage density, or both (Turner et al., 1998) .
Broader implications
Partial overlap of ecological niches may generate variation in the strength and intensity of coevolution between natural enemies over their geographic range (Thompson, 2005) . Thus, situations may exist, where conditions within a species range are ecological sinks for exploiters, but not victims (Kirkpatrick & Barton, 1997; Nuismer & Gandon, 2008) . This may generate coevolutionary cold spots in such areas and provide spatial refuges for victims. We show that the same idea also applies to temporally variable environments. One main difference with a spatial scenario is that the same population can experience coevolutionary temporary cold and hot spots over time (Nuismer et al., 2003) .
Indeed, in our case, all populations experienced change in both directions, but importantly, there was a memory effect. Evolved resistance was not lost during periods at 32°C, suggesting there were negligible costs of coevolutionary cold spots in terms of reduced resistance when coevolution resumes. Hence, periods of stress for the exploiter may create a temporary refuge for the victim, without compromising its coevolutionary potential. Path analysis disentangling the direct and indirect effects of temperature, log 10 phage and bacteria density on the coevolution score. Numbers beside one-way arrows denote path correlation coefficients calculated using standardized beta-regression coefficients with P-values from associated regression analyses. The relationship between log 10 bacteria and phage density remains unanalysed, as directionality is unknown (the number beside the two-way arrow is the correlation coefficient).
We find that coevolution is resilient to environmental disturbance, as it always resumed even after eight consecutive days at 32°C in the low-frequency treatments. However, we also found that just two additional days at 32°C were enough to invariably cause phage extinction. We postulate that low-frequency fluctuations with prolonged exposure to stress create unstable states, where there is potential for a coevolutionary hot spot to either re-establish, or to irreversibly become a cold spot. In our populations, phage density appears to be the crucial parameter defining such a 'tipping point'. The density of active phage decreased linearly with time at 32°C. Thus, epidemiological fade-out and phage extinction may become increasingly probable when phage density falls below critical levels. Our results suggest that system instability covers a relatively small parameter space (here: 1-2 orders of magnitude in phage density) and/or a short time window (%3 host generations), before collapse occurs invariably.
Conclusions
Our new metric for coevolution, the 'coevolution score', shows that environmental fluctuations in temperature induced temporary coevolutionary hot and cold spots that can be turned on and off repeatedly, without extinction of either antagonist. Accordingly, coevolution in terms of infectivity and resistance traits may occur on different temporal states and at different spatial locations in spatially heterogeneous systems (Thompson, 2005) . Future studies should extend theoretical models of spatiotemporal antagonistic coevolution (Gandon et al., 1996; Hochberg & van Baalen, 1998) to incorporate extreme environments for either or both antagonist.
Our study further provides a quantitative analysis of eco-epidemiological feedbacks. It suggests that temporary high temperature caused declines in susceptible host density, thereby reducing encounter rates, leading to a coevolutionary cold spot. Importantly, we show that cold spots may be threshold-dependent, arising only for environmental fluctuations with sufficiently long exposure to adverse conditions. Finally, our results question the notion that climate change induced increases in mean temperatures will exacerbate parasite spread and severity (Altizer et al., 2013) . Rather, a change in the mean is likely accompanied by a change in the frequency of exposure to extreme conditions, which may be key to setting coevolutionary speed limits or obstructing parasite persistence altogether. Indeed, knowledge of the amplitude and frequency distribution of extreme conditions is likely to be essential for predictions in epidemiology and coevolution (Paaijmans et al., 2010; Duncan et al., 2011; Heilmann et al., 2012) . However, as highlighted by Altizer et al. (2013) , the impact of extreme conditions will depend on the details of the underlying biology of host-parasite interactions, and as we have shown, the extent to which a parasite's niche overlaps with that of its host.
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