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Abstract
The propagation of lasers through different media is a broad topic of study and falls
under the larger topic of wave propagation. The focus of this thesis is the development and analysis of a numerical computational model of laser beam propagation
through a turbulent atmosphere over a long distance. When a beam propagates
through a turbulent atmosphere over a distance exceeding several kilometers it is a
strong fluctuation propagation. There exist fewer robust methods to demonstrate
how strong fluctuations affect the beam. Beam propagation can be described by
the Linear Schrödinger Equation (LSE). The fluctuations in the refractive index are
mainly caused by random density fluctuations in the atmosphere and this random
turbulence is described using statistical methods. In this report a numerical solution
of the LSE is solved using a split-step method, and the refractive index fluctuations
are accounted for by a method of random phase screens. This solution was then
implemented as a computational model. The analysis of the model consists of a
convergence study in the resolution of the transverse propagation screens, as well as
verification of expected theoretical behaviors, including the expected spectral density

vi
of the noise screens and initial Gaussian beam form. As a result, the simulations
revealed the giant fluctuations of laser intensity during propagation.
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Chapter 1
Introduction

1.1

Overview

The propagation of lasers through different media is a broad topic of study, falling
under the larger topic of wave propagation. The focus of this thesis is the development and analysis of a numerical computational model of a beam propagating though
a turbulent atmosphere over a long distance. A turbulent atmosphere is defined as
being a clear atmosphere that results in small, smooth changes in the refractive index
of the beam during propagation. This is as opposed to a turbid atmosphere which
is defined as a large number of discrete particles or aerosols, such as rain or fog [1].
And long distances are considered to be kilometers or more.
When considering the propagation of a beam in a turbulent atmosphere the topic
is often broken into two main categories: weak fluctuations and strong fluctuations.
For short range propagations we expect the beam to experience fewer fluctuations
and thus become less distorted. Previous work, pioneered by Tatarski [2], describes
the deformation of a beam using a method of small perturbations often referred to
as the Rytov Method [1].
When a laser beam propagates through a turbulent atmosphere over a distance
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exceeding several kilometers it is classified as a strong fluctuation propagation. This
long distance propagation results in the deformation of the cross section of that
beam into a speckled pattern [3], and the majority of the beams initial power does
not reach the end of the propagation. The investigations of this report focus on the
propagation of a beam over long distances because there are fewer robust methods to
demonstrate and model how strong fluctuations affect the beam. The development
of such a model could be useful in determining atmospheric conditions in which it
would be possible to deliver a significant amount of a beam’s initial power over distances of several kilometers, here significant being 20% or more.
The remainder of this thesis is organized in the following way. The remainder of
Chapter 1 gives background information on the topic be beam propagation relevant
to this report. Chapter 2 presents a numerical solution to the Linear Schrödinger
Equation, along with a description of the computational implementation of the solution and a description of the parameters of the model. In Chapter 3, the analysis
done on the computational model is given.

1.2

Background

Fluctuations in the refractive index are primarily due to the random density changes
in the atmosphere caused by changes in temperature and pressure [4]. Statistical
methods have to be used to describe this randomness. Andrei Kolmogorov conducted
early studies in the 1940s in the statistical theory of turbulence by considering random fluctuations in both the magnitude and the direction of the velocity field of
fluids [4]. His work in velocity fluctuations can be extended to temperature, and
refractive index fluctuations in the description of a turbulent atmosphere.
For a particular position R = (x, y, z) in space at time t, we can express the
refractive index as the following,
n0 (R, t) = n0 + n1 (R, t),

(1.1)
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where n0 is the average value of the refractive index n in the atmosphere, and n1 (R, t)
are the random fluctuations. Denoting the average over an ensemble using angled
brackets, h...i, we have that hn1 (R, t)i = 0 for all R. We can neglect time variations
in the index of refraction by assuming that the beam continues with a constant
frequency during its propagation. This simplifies Eq.(1.1) to be:
n(R) = hn(R)i + n1 (R),

(1.2)

The statistical description of the random fluctuations in the refractive index are related to the fluctuations in temperature and pressure as investigated by Kolmogorov.
Thus, there exists an inertial subrange bounded above by an outer scale of turbulence, L0 , and below by an inner scale of turbulence, l0 . Normally it is assumed that
L0 = ∞ and l0 = 0 but this can result in divergent integrals in some cases. Near the
surface layer, where L0 is around 100m or less, the inner scale is around 1 to 10 mm,
and for L0 greater than 100m the l0 is on the order of centimeters or more [4]. Within
this corresponding inertial subrange, the properties of statistical homogeneity and
isotropy are inherited by the field of refractive index fluctuations [4].
With the hn1 (R, t)i = 0, the covariance function of the refractive index at two
different positions, separated by vector R, can be written as:
Bn (R1 + R, R1 ) = hn1 (R1 + R)n1 (R1 )i.

(1.3)

If the random field of fluctuations is statistically homogeneous it implies the computation of the mean of the field is independent of the location in the field where
the mean is computed, thus the covariance function in Eq.(1.3) can be written as
Bn (R1 +R, R1 ) = Bn (R). For refractive index fluctuations that are also statistically
isotropic it means that the covariance function depends only on the magnitude of
the distance between points in the field, not the orientation of the segment joining
them. Thus the covarience function can be further simplified as Bn (R) [1].
For statistically homogeneous and isotropic turbulence the related Kolmogorov
structure function can be written as a function of R as well over the described iner-
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tial subrange:
Dn (R) = 2[Bn (0) − Bn (R)] = Cn2 R2/3

l0 << R << L0 ,

(1.4)

where Cn2 is the refractive index structure constant, having units of m−2/3 [1]. The
structure function is often used to characterize the process of approximating a random field by a locally homogeneous field. The strength constant, Cn2 , is a quantity
representing the strength of the fluctuations in the index of refraction and is dependent on the pressure and temperature of the atmosphere. The range of Cn2 can
reach up to an order of 10−13 m−2/3 for strong turbulence conditions, such as high
winds, and as low as 10−17 m−2/3 for weak turbulence conditions [4]. Variations in
humidity and pressure are generally neglected in the index of refraction fluctuations,
since these changes are nearly fully due to changes in temperature.
With the assumptions of the atmosphere being statistically homogeneous and
isotropic the spectral density function of the refractive index fluctuations is related
to the covarience function with the three-dimensional Fourier transform:
1
Φ̂n (k⊥ ) =
(2π)3

Z Z Z

∞

Bn (R) exp(−ik⊥ · R)d3 R,

(1.5)

−∞

where k⊥ = k⊥ . Using a change to spherical coordinates, k⊥ = (k⊥ , θ, φ), and
2
d3 k⊥ = k⊥
sin θdθdφdk⊥ , Eq.(1.5) can be integrated to yield,

1
Φ̂n (k⊥ ) = 2
2π k⊥

Z

∞

Bn (R) sin(k⊥ R)RdR.

(1.6)

0

Using properties of the inverse Fourier transform we then have that:
4π
Bn (R) =
R

Z

∞

k⊥ Φ̂n (k⊥ ) sin(k⊥ R)dk⊥ .
0

Using the structure function in Eq.(1.4), we have,

(1.7)
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Z
Dn (R) = 2[Bn (0) − Bn (R)] = 8π
0

∞


sin(k⊥ R) 
k⊥ Φ̂n (k⊥ ) 1 −
dk⊥ .
k⊥ R

(1.8)

Inverting this equation to find Φ̂n (k⊥ ) in terms of Dn (R) and then substituting
Dn (R) = Cn2 R2/3 in for Dn (R) results in the integral:
5 2 −3
C k
Φ̂n (k⊥ ) =
18π n ⊥

Z

L0

sin(k⊥ R)R−1/3 dR,

(1.9)

l0

integrating from 0 to ∞ results in the spectral density function for the refractive
index fluctuations [1],
−11/3

Φ̂n (k⊥ ) = 0.033Cn2 k⊥

,

2π/L0 << k⊥ << 2π/l0 ,

(1.10)

where k⊥ is the transverse wave vector in Fourier space and |k⊥ | = k⊥ is the magnitude of the wave vector [2]. This equation is known as the Kolmogorov power-law
spectrum [2]. This spectrum only holds over the inertial sub-range 2π/L0 << k⊥ <<
2π/l0 , where l0 is again the inner turbulence scale usually a few millimeters, and L0
is the outer scale being a hundred meters to kilometers [4].

6

Chapter 2
Modeling the Linear Schrödinger
Equation

The linear Schrödinger equation (LSE), shown below, is used to describe the propagation of a monochromatic beam with a single polarization through the turbulent
atmosphere[1]:

i

∂
1
ψ + ∇2⊥ ψ + kn1 (r, z)ψ = 0
∂z
2k

(2.1)

Here, ψ(r, z) is the envelope of the electric field and the beam propagates along the
z axis, r = (x, y) is the transverse vector with coordinates x and y, ∇2⊥ =

∂2
∂x2

+

∂2
∂y 2

is the Laplacian operator in the transverse direction, and k = 2πn0 /λ0 is the wave
number in the medium. Here λ0 is the wavelength and n = n0 + n1 is the linear
index of refraction with average value n0 and random fluctuations n1 . We denote this
average with the following angled brackets, n0 = hni. The fluctuations, n1 , depend
on r, z, and t and hn1 (r, z, t)i = 0 by definition.
As described in Section 1.2, the fluctuations in the refractive index are mainly
caused by random density changes in the atmosphere and this random turbulence can
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be described using statistical methods [4]. Thus considering these random factors,
we are now trying to solve a stochastic equation.

2.1

Random Phase Screens & Split-Step Method

The randomness in the LSE makes it difficult to find an exact solution and solve for
the desired quantity, ψ(r, z). To solve Eq.(2.1), a method of random phase screens
is utilized as well as a split-step numerical method.
Computationally, the method of random screens involves two dimensional, statistically independent phase screens that are placed perpendicularly along the path of
beam propagation, the z axis. These random screens represent the distorting phase
shifts caused by the perturbations in the refractive index due to turbulence. Below
in Figure (2.1) is shown how the turbulence of the atmosphere can be accounted for
by screens with random focal lengths, displacement and tilt.
A split-step numerical method [5] can often be used to solve partial differential

Figure 2.1: The above figure shows the propagation of a laser beam with random
fluctuations in the refractive index. The left panel shows the whole spread of the
beam in the turbulent atmosphere, resulting in scattering. The right panel shows the
same deformation of the beam through random screens interpreted as small lenses
with random displacement, tilt and focal lengths [3].
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equations (PDE) by separately solving the linear and non-linear components of the
PDE at small increments and then sequentially combining the solutions. However,
as all of Eq.(2.1) terms are linear in ψ, it is instead separated into its exactly solvable
refraction and diffraction equations [3]:
∂ R
ψ = ikn1 (r, z)ψ R ,
∂z

(2.2)

∂ D
i 2 D
ψ =
∇ ψ ,
∂z
2k ⊥
where ψ R is the refraction and ψ D is the diffraction. Each of these equations is
now exactly solvable, and the solutions are computed at increments, ∆z, with the
diffraction step solution computed in Fourier space and then transformed back. The
increment solutions to Eq.(2.2) are then [6]:
ψ R (r, z + ∆z) = ψ R (r, z) exp(iS),
ψ̂kD⊥ (z

+ ∆z) =

ψ̂kD⊥ (z) exp




2
k⊥
− i ∆z ,
2k

(2.3)

where S is the phase shift given the integral over the interval z of the random
fluctuations as,
Z z+∆z
n1 (r, ζ)dζ,
S≡k

(2.4)

z

and ψ̂kD⊥ is the Fourier Transform (FT) of the diffraction in the transverse direction
in the usual form,
ψ̂kD⊥

≡ (2π)

−2

Z

ψ(r, z)e−irk⊥ dr,

(2.5)

where k⊥ = (kx , ky ) is the transverse wave vector in Fourier space.
The phase shifts, S, are also computed in Fourier space, and then transformed
back to point space with the Inverse Fourier Transform (IFT) before being used in
the solution for the refraction step. The FT of the phase shifts can be approximated
as follows [3]:
Ŝk⊥

q
= ζ̂k⊥ k 2π Φ̂k⊥ ∆z,

(2.6)
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where,
Φ̂k⊥ ≡ Φ̂k⊥ ,κ=0 ≡ (2π)

−3

Z

Dn (r, z)e−i(r·k⊥ +κz) |κ=0 drdz

(2.7)
D

is the Fourier Transform over ρ = (r, z) of the structure function, Dn (ρ) = [n1 (r, z)−
E
n1 (0, 0)]2 , then evaluated at the zero component of the wave vector in the z direction [3]. The parameter ζ̂k⊥ is the uncorrelated complex Gaussian random variable,
E
E
D
D
such that ζ̂kj 1 ⊥ ζ̂k∗j ⊥ = 0 for j1 6= j2 on the grid kj⊥ , and |ζ̂kj 1 ⊥ |2 = (∆k)−2 .
2

Here the ∗ denotes the complex conjugate. The real values of S are then guaranteed
by the Hermitian symmetry of ζ̂k⊥ , i.e. ζ̂−kj⊥ = ζ̂k∗j⊥ .
In Section 1.2 it was shown that the structure function can be written in the form
of Eqn.(1.4), on the inertial sub range,being Dn (ρ) = Cn2 ρ2/3 for l0 << ρ << L0 [4],
and thus, using the background from Section 1.2 results in the expected spectral
density function:
−11/3

Φ̂k⊥ = 0.033Cn2 k⊥

,

|k⊥ | = k⊥ .

(2.8)

Starting with the phase shift solution in Fourier space, the shift is transformed
back to point space and then used in the solution for the refraction step. Then the
solution for the diffraction step is computed in Fourier space and again transformed
back to point space. This results in the final solutions, ψ computed in point space.
The solutions in Eq.(2.3) are combined at each step ∆z. Where decreasing the step
size, ∆z, ensures the convergence of the split-step solution to the solution, ψ, of
Eq.(2.1) [1].
Thus a numerical solution of Eq.(2.1) can be implemented as a computational
model, with parameters described in the following section.

2.2

Parameters

The following parameters are used in the implementation of the solution to the LSE
in the computational model.
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To start, the size of the transverse screens was always considered to be a square,
with constant length L = Lx = Ly = 276.5 cm. Within the screens are N ×N equally
distributed points, with the spacing of those points determined by the parameter dx
such that dx = L/N . The parameter dx was often changed to change the resolution
of the screens. This will be discussed more in Chapter 3, but the typical value was
usually taken to be dx = 0.27 cm, resulting in a resolution of 1024 ×1024 within
the screens. Thus in the Fourier domain we have that −πN/L ≤ kx , ky ≤ πN/L,
with a step size of ∆k = 2π/L in the numerical grid kj⊥ ≡ (jx , jy ), with the bounds
−N/2 ≤ jx , jy ≤ N/2 in k⊥ for integers jx and jy . The size L of the screen was
also chosen to be large enough such that the magnitude of the harmonics on the
boundary of the dual screen were effectively zero at the end of propagation.
Figure (2.2) shows the visual representation of the placement of the phase screens
and the dimensional parameters described in this section.

Figure 2.2: The above image shows the orientation of the phase shift screens and the
visualization of the described parameters.

For the physical parameters of the model, the wave number, λ was kept constant
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for all analysis as λ = 1.064µm. The distance between the random phase screens,
∆z, varied during analysis to adjust for more or less screens along the propagation
path, which is discussed more in Chapter 3, but the typical value was taken to be
∆z = 350m. The final propagation distance, zf inal , and the turbulence strength constant, Cn2 , were also varied, but the typical considerations were for zf inal = 7km and
Cn2 = 10−14 m−2/3 . The initial beam at positions z = 0 was taken to be a Gaussian
beam denoted by ψ(r, 0) = exp(−r2 /w02 ), where w0 is the waist of the initial beam
which remained the same during all analysis as w0 = 1.5cm. If the parameters Cn2 or
w0 are increased then the distance between screens, ∆z, must be decreased to ensure
sufficient numerical precision within the simulations.
Using the above described solution and parameters a computational implementation of the numerical solution to the LSE was developed that accounts for the random
fluctuations in the refractive index. The following section describes the steps used
in the computational model.

2.3

Description of Computational Model

As input the model is given the parameters described in the above section. A Gaussian distribution is computed on the first transverse screen, denoted as ψ. A transverse noise screen is calculated, in Fourier space, using equations (2.6) and (2.8), and
then is transformed back to real space with the IFT. This noise screen is denoted
as S. This S screen is then applied to the previously mentioned Gaussian screen as
ψ = ψ exp(iS), where i is the imaginary unit. This step accounts for the refraction
solution in the split step method. The Fourier transform of ψ is taken, and mul

k2
tiplied by exp − i 2k⊥ ∆z from the solution to the diffraction equation, Eq.(2.2).
This accounts for the diffraction solution of the split step method. The final IFT is
taken, changing the solution back to the coordinate space, and is saved to the same
variable, ψ. Depending on the final propagation distance, zf inal and the step size,
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∆z, these steps are iterated on the ψ screen to result in the final screen showing the
distortion of the original Gaussian beam cross section.
The computational model described above was originally implemented in GNU
Octave, a largely MatLab compatible numerical computation language. However, to
help speed up the computations and improve the accuracy of the code, a new version
was parallelized in C. This allowed for the speeding up of computation times, as well
as improved floating point accuracy.
Below in Figure(2.3) are shown simulation examples as a result of the computational model with Cn2 = 10−14 m−2/3 , N = 1024 and all other parameters as described
in Section(2.2). The images are zoomed in to better show the distortion. Notice
how the maximum point of beam intensity has been distorted from the center of the
screen and the power of the beam has diminished.
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Figure 2.3: The above image shows an example of the computational realization
of the scattering of the laser beam at a distance of 3.5 km and 7km, N=1024 and
CN2 = 10−14 m−2/3 with axis in pixels.
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Chapter 3
Analysis of the Computational
Model

The next sections begins the investigation into the convergence and other analysis
of the computational model described in the previous chapter.

3.1

Gaussian Solution Analysis

An initial investigation in the computational model was to determine if the fluctuations in the refractive index were removed, setting Cn2 = 0, would the numerical
solution result in a Gaussian beam propagating with a constant refractive index.
We begin with the description of the Gaussian beam solution to the simplified version of Eq.(2.1). The propagation of a monochromatic Gaussian laser beam in a
linear medium with a constant refraction index, n0 , can be described by the Linear
Schrödinger Equation with the n1 term omitted [7]:
i 2
∂
ψ=
∇ ψ,
∂z
2k ⊥

(3.1)
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where this is again considering the propagation of a bean along the z axis, where
ψ(r, z, t) is still the complex electric field envelope of the beam. The wave number
in the medium is k = 2πn0 /λ for wave length λ and index of refraction n0 . In this
computation λ is still the same as described in the parameters section, λ = 1.064µm
and the beam was taken to propagate in a vacuum, setting n0 = 1.
The index of refraction now no longer has the dependency on random fluctuations,
thus there is an exact analytic solution to the above wave equation. The solution is
a Gaussian beam given by [7]:
 w 
 x2 + y 2
k(x2 + y 2 ) 
0
ψ(r ⊥ , z) = ψ0
× exp − 2
− iζ(z) + i
.
w(z)
w (z)
2R(z)

(3.2)

Here w0 is the Gaussian beam waste, being the measure of the beam size at the point
of its focus (z = 0), and ψ0 is the normalization constant. The other quantities are
given as:

z2 
w2 (z) = w02 1 + 2 ,
zR

z2 
R(z) = z 1 + R2 ,
z
z 
ζ(z) = arctan
,
zR

(3.3)

kw02
zR =
2
The above equation w(z) is the spot size of the beam at a position z, and R(z) is
the radius of curvature of the beam’s wave fronts at position z. The equation ζ(z) is
the Gouy phase shift of the beam at position z. The Gouy phase shift is the phase
shift that a converging light wave experiences as it passes through its focus in propagation [8]. Finally, zR is the Rayleigh length, being the distance along the z axis
starting from the waist to the z position where the cross section is increased by a
√
factor of 2. The physical representation of the parameters in shown in Figure (3.1).
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Figure 3.1: The above image demonstrates the physical aspect of the waist, radius
of curvature, and the Rayleigh length of the Gaussian beam [9].

The exact solution to wave Eq.(3.1) can be written using Eq.(3.2) and Eq.(3.3) in
a computational implementation. The input parameters of this exact computational
solution are zf inal , which is the total distance of propagation in cm, the resolution
of the square transverse grid, N , resulting in a resolution of N × N , and the space
parameter between points in the transverse direction, dx. Our test used the values
of zf inal = 7km, N = 1024, and dx = 0.27cm. The resultant leaser beam from the
exact solution is shown below in Figure (3.2), where the spreading of the beam can
be seen as it propagates along the z axis from its initial starting distance to 7km.
We want to know that the numerical solution described in the previous chapter
will result in the same solution as Eq.(3.2) when the parameter Cn2 is set to 0. We can
replicate the analytical beam solution in our numerical solution computation using
the parameters Cn2 = 0, N = 1024, dx = 0.27cm, and zf inal = 7km in the numerical
method.
Below in Figure (3.3) is shown the resultant beam cross section from the numerical method described in the previous chapter at a propagation distance of 7km using
the above given parameters. Visually we see that its size and scale is very similar to
that of the Gaussian beam shown on the right side of Figure (3.2).
In order to initially verify that we are getting the same solutions we can look
at the power intensity cross sections of the final screens of both our numerical and
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Figure 3.2: The left panel shows the cross section of the Gaussian beam solution to
Eq.(3.1) at a propagation distance of 1 cm, and the right panel shows the same beam
after a propagation distance of 7 km.

analytical computational solutions. That is, looking at a single row of data from the
exact and numerical beam cross section sat 7km. Below in Figure (3.4), on the left
is shown the two intensity curves from the numerical and analytical solutions. It
appears there is only one curve present, but they both overlap in a way that only the
top curve is visible. On the right is the point difference between the two intensity
curves, which is shown to be effectively zero.
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Figure 3.3: Cross section of beam realization at a propagation distance of 7 km, as
a result of the numerical random screens method described in the previous chapter
with the parameter Cn2 set to 0; resulting in a Gaussian beam.

As a final check of our solution, the infinity norm of the difference of every paired
point in the 1024×1024 beam grids from both the numerical and analytic method
was taken and resulted in an order of 10−16 , effectively zero.
This result confirms that when the random variations of the refractive index
representing the turbulent atmosphere do not affect the propagation of the beam,
our numerical solution results in the expected Gaussian beam propagation.
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Figure 3.4: The image on the left shows the center intensity curves of the analytical
Gaussian beam and the numerical realization, with the exact overlap it appears to
be a single curve. The image on the right shows the difference of the two left curves
to be effectively 0.

3.2

Convergence in Transverse Screens

The convergence of the model in the transverse screens was tested by increasing the
resolution of the perpendicular phase screens and computing the error within the
screens at the position of the final propagation. The largest resolution screen was
taken to be the ”true” solution and the smaller resolutions were then compared to
this ”true” screen. Increasing the resolution of the ψ screen is easily done by increasing the N parameter while keeping L constant, thus decreasing dx. However,
in order to increase the resolution of the noise screen S, without adding more noise
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itself, the noise screen resolution size was kept constant, and then was padded with
zeros in Fourier space to increase the number of harmonics in the noise data. Once
the Inverse Fourier Transform was taken, this resulted in more points in the S screen,
but the same amount of noise.
The max geometric resolution of the transverse screen was taken to be 8196 ×
8196 pixels. Four other geometric resolutions were computed, 512, 1024, 2048 and
4096, where all screens were square, and the real world length was kept constant
at L = 276.48cm. The noise screen was kept at a resolution of 512 × 512 and was
padded with zeros accordingly for the 4 other resolutions.
The convergence of the model using the above described procedure was first investigated for one step of ∆z = 3m propagation, i.e. a small Gaussian beam. The
structure constant was set to Cn2 = 1014 m−2/3 . The 5 resolutions were computed,
and below in Figure(3.5) is shown an image of the cross sections of beams both at
the same one ∆z step of propagation for the resolutions 512 and 4096, zoomed in to
show the difference in resolutions.

Figure 3.5: The above figure shows the same beam cross section at a propagation of
one step ∆z = 350m with Cn2 = 10−14 m−2/3 . The left panel with a resolution of 512
and the right with a resolution of 4096. The images are zoomed in to better show
the clarity difference.
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An initial test was to observe the intensity curves of each screen. That is, looking
at the absolute value of the data from a single row in each screen.

We can then

look at the absolute value of the center row of the five different resolution images.
This allows us to see that the data in each screen is matching up at every coinciding
point, as we expect, for the one row being observed. Figure(3.6) shows this behavior.

Figure 3.6: The above plot shows the intensity curves from the center row of data for
4 different resolutions, (512, 1024, 2048, and 4096). On the left is shown the whole
domain of the curve, and on the right is a zoom in of the peaks. The coincidence of
points can be seen in the comparison of the curves.

We then want to compute the same difference but for every point in the max
8192 resolution screen that coincides to a point in the other four resolutions. For
example, every other point in the 8192 sized screen will be compared to every point
in the 4096 screen, and every fourth point of the 8192 screen with every point of the
2048 screen, and so on for the other resolutions. This infinity norm error is as follows:

Error = norm∞ (|ψ8192 − ψN |).

(3.4)

Figure(3.7) shows the infinity norm error of the different resolution screens for initial propagation of one ∆z step, with standard parameters described in Section(2.2).
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The differences are plotted on a semi-log plot.

Figure 3.7: The above plot shows the infinity norm error of the difference of the
4 smaller resolution screens with the largest resolution screen being 8192 squared
pixels. This data is shown on a semilog axis along with the best fit line, having a
slope of -11.47.

The results show that as the resolution of the screens increase, the error becomes
effectively zero, with a order of magnitude of around 10−15 . The red dashed line
shows the best fitted line omitting the first resolution point of 512. On a semi-log
scale the slope of this line was found to be -11.47.
This result confirms the convergence of our model in within the transverse screens
for one step of propagation. The same investigation was done for a propagation distance of 7km with all other parameters the same.
In Figure(3.8) is shown again the difference in resolutions of the same beam as
the above analysis but for a 7km propagation distance. Figure(3.9) shows infinity
norm error of the four smaller resolutions, again on a semi-log plot.
The infinity norm error for the 7km propagation screens converge effectively to 0,
having an order of magnitude of 10−13 in the 4096 resolution screen. It is concluded
that the computational model successfully converges within the transverse screens
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Figure 3.8: The above figure shows the same beam cross section at a propagation of
7km with Cn2 = 10−14 m−2/3 . The left panel with a resolution of 512 and the right
with a resolution of 4096. The images are zoomed in to better show the clarity
difference.

over long propagation distances.
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Figure 3.9: The above plot shows the infinity norm error of the difference of the 4
smaller resolution screens compared to the largest 8129 screen at a propagation of
7km. This data is shown on a semilog axis along with the best fit line having a slope
of -10.38.

3.3

Spectral Density Function

Continuing the analysis of the computational model of the LSE, this next section
demonstrates the model’s success in adhering to the expected behavior of the spectral density function discussed in Section(1.2). Again the spectral density function
for the refractive index fluctuations:
−11/3

Φ̂n (k⊥ ) = 0.033Cn2 k⊥

.

(3.5)

Looking at Eq(2.6), we can see that the expected angle average squared of the
FT of Sk⊥ should have behavior proportional to the spectral density, Φ̂n (k⊥ ). This
means we should see the -11/3 exponent behavior on a loglog axis of the angle average
data.
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To investigate this behavior in the numerical model, the FT of the final noise
screen, Ŝk⊥ , is calculated using Eq.(2.6), and the angle average of the points in the
noise screen is computed. This angle average is the average of the absolute value
squared of all points within a disk with its center removed of width δk about the
center of the noise screen Ŝk⊥ . The radius of the disk is then incrementally increased
by δk, but with constant width δk, until the edge of the screen is reached. Where
δk was taken to be one pixel length in an N × N screen. As the radius of the
disk increases the number of points in the disk will also increase resulting in the
smoothing of the angle average data. Figure (3.10) shows a visual of the δk disk that
the average is being calculated over.

Figure 3.10: The disk begins centered in the Ŝk⊥ , screen with a radius of δk. Each
iteration increases the radius, r, of the disk by δk, but the width of the disk remains
constant equal to δk. The angle average is computed at each step over all points
within the disk.

We expect that on a loglog plot the slope of the angle average data will be
−11/3. Two figures are shown below, the first, Figure(3.11), shows an example
of the S noise screen in coordinate space computed in the simulations before the
Fourier Transform is taken. The noise is random but also shows continuous change
to reflect the smooth fluctuations of a turbulent atmosphere. The second figure,
Figure (3.12), demonstrates the angle averaging process over the Fourier Transform
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of the S screen shown in Figure (3.11). This angle averaging of the 1024 × 1024 size
screen in Figure(3.11) is for Cn2 = 10−14 m−2/3 .

Figure 3.11: The above image shows an example of the S noise screen in coordinate
space, before the Fourier transform is taken, for Cn2 = 10−14 m−2/3 . The spectral
density is then computed over the Fourier Transforms of these screens.

In Figure (3.12) we can see that as the number of points in the punctured disk
increase the closer the data follows the expected slope of −11/3. The fit of the red
line was computed omitting the first 40 points of the angle average data. These first
few points did not have as many points in the computed average, causing them to
be less smooth. This results in a slope of -3.68 in the red fitted line when plotted on
a loglog plot, which is very close to the expected −11/3 ≈ −3.67. This analysis was
performed for one Cn2 value, but changing this value would not alter the slope of the
loglog plot, and the Cn2 is accounted for in the prefactor of Eq.(3.5). Thus the the
Ŝk⊥ screens have the expected behavior of the spectral density function, Φ̂n (k⊥ ).
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Figure 3.12: The plot above shows the angle averaging of the Ŝk⊥ noise screen on
a loglog axis. Also shown is the best fit exponential behavior of the angle average
data. We can see on the loglog plot that the slope of the best fit is −3.68 which is
very close to the expected −11/3.

3.4

Max Intensity Profile

A small investigation into the distribution of the max intensities of the final propagation screen was also done. For a final z distance of 7km, on a resolution of N = 1024
and a center noise screen of size 512×512, one hundred thousand realizations of the
propagation were computed. Each of these using a different seed for the random
generator, making them a different simulation of the same parameters. Figure (3.13)
shows the frequency distribution of the max intensities from each final propagation
screen.
Only 0.2% of the 100,000 realizations have a final max intensity of 0.19 or higher
and are considered rarer realizations, and 57.6% had a final max intensity of 0.05
or less. If atmospheric conditions change every few milliseconds, it would only be
necessary to wait a few seconds for ideal refractive conditions in order for the beam
to deliver a significant amount of its initial power (20%+) to a target location after
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Figure 3.13: The histogram above shows the distribution of max intensities in the
final propagation screen at 7km for 100,000 realizations of the numerical solution.

a long distance propagation. Atmospheric conditions could be monitored with a low
intensity beam and once an ideal condition is detected a high intensity beam could
be triggered.
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Chapter 4
Summary and Conclusions
This report described a numerical method for the solving of the Linear Schrödinger
Equation that accounts for the random fluctuations of the refractive index in a turbulent atmosphere by a method random phase screens. These phase screens account
for the random beam distortion as it continues along it path of propagation. This
numerical solution was then implemented into a computational model of beam propagation over distances of several kilometers. The model was first verified to produce
a Gaussian beam when the random refractive index fluctuations were removed. The
convergence of the model in the transverse screens was also verified with the increase
of the resolution of the screens. The expected behavior of the spectral density of the
noise screens, S, were also shown to have the expected −11/3 exponential behavior.
The distribution of the maximum intensities was also investigated with a large
mass simulation of 100,000 realizations. This was used to make an argument that
desired atmospheric conditions could arise every few seconds in order to deliver a
significant amount of the beams initial power over a long distance.
Thus we have shown the validity of the described numerical solution in the modeling of laser beams in long distance propagations in a turbulent atmosphere.
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