We introduce an auxiliary technique, called residual nudging, to the particle filter to enhance its performance in cases that it performs poorly. The main idea of residual nudging is to monitor, and if necessary, adjust the residual norm of a state estimate in the observation space so that it does not exceed a pre-specified threshold. We suggest a rule to choose the pre-specified threshold, and construct a state estimate accordingly to achieve this objective. Numerical experiments suggest that introducing residual nudging to a particle filter may (substantially) improve its performance, in terms of filter accuracy and/or stability against divergence, especially when the particle filter is implemented with a relatively small number of particles.
Introduction
State estimation often arises in geosciences studies.
Recursive Bayesian filtering approaches, including the ensemble Kalman filter (EnKF, see, for examples, Anderson 2001; Bishop et al. 2001; Burgers et al. 1998; Hoteit et al. 2002; Whitaker and Hamill 2002) and the particle filter (PF, see, for examples, Pham 2001; Van Leeuwen 2003 , 2010 , are among the most popular data assimilation methods that are employed to tackle the problem. The EnKF and the PF provide approximations to the optimal solution obtained in the framework of recursive Bayesian estimation (RBE, see, for example, Arulampalam et al. 2002, or Section 2) . The EnKF approximates the prior and posterior probability density functions (pdfs) of the model state by some Gaussian ones, which appears insufficient when the distribution of the model state is multi-modal * .
In contrast, the PF approximates the prior and posterior pdfs of the model state by mixture models of Dirac delta functions (i.e., Monte Carlo approximation), in which the mass points are particles drawn from certain pdfs. As the number of particles increases, the mixture models of Dirac delta functions approach the targeted pdfs asymptotically, hence the solution of the PF converges to the optimal one in the framework of RBE (Doucet et al. 2001, ch. 2) . The asymptotic convergence of the PF is achieved regardless of the presence of nonlinearity and non-Gaussianity in data assimilation.
A well-known problem in applying the PF is the phenomenon of weight collapse, also known as weight degeneracy or impoverishment (cf., for examples, Arulampalam et al. 2002; Bengtsson et al. 2008; Gordon et al. 1993; Snyder et al. 2008) , in which the weight of a particular particle approaches one, and those associated with the remaining particles collapse to zero. In such circumstance, the effective sample size of the particle filter becomes very small, which often deteriorates the performance of the filter.
In the literature two strategies are often employed to tackle the problem of weight collapse (Arulampalam et al. 2002) . One is to introduce a re-sampling step to the particle filter when the effective sample size is below a certain threshold. With the re-sampling step, a new set of particles is generated with identical weights. Many implementations of the particle filter differ from each other mainly at the re-sampling step, which, however, is a topic beyond the scope of this work. Readers are referred to, for examples, Arulampalam et al. (2002) ; Van Leeuwen (2009), for more information. A potential problem with the re-sampling strategy alone is that in certain circumstances, in order to avoid weight collapse, the number of particles may have to scale exponentially with the dimension of the model state Snyder et al. 2008) . This implies * In such circumstances, it is more appropriate to use a mixture of Gaussian pdfs to approximate the distribution of the model state, see, for examples, Anderson and Anderson (1999) ; Bengtsson et al. (2003) ; Hoteit et al. (2008 Hoteit et al. ( , 2012 ; Luo et al. (2010b) .
that the PF may become prohibitively expensive for data assimilation in high-dimensional systems.
Another strategy is to choose a good importance (or proposal) density from which the particles are drawn (Arulampalam et al. 2002; Bocquet et al. 2010; Van Leeuwen 2010) . For instance, one may adopt an "optimal" importance density in the sense that, for a given particle at the current assimilation cycle, the weights of the samples drawn from the optimal importance density at the next assimilation cycle will be identical, regardless of the locations of the drawn samples (Arulampalam et al. 2002, Eq. (53) ). In a recent work, Bocquet et al. (2010) show that, in the 40-dimensional Lorenz 95 model (Lorenz and Emanuel 1998, L95 hereafter) , the particle filter equipped with the optimal importance density (in many cases substantially) outperforms the conventional bootstrap particle filter (Gordon et al. 1993) when the sample size is no larger than 10000. A similar idea is also explored in small. In this regard, introducing a re-sampling step to the PF alone may not be sufficient to address the effect of finite sample size. Instead, one may opt to seek some auxiliary technique to enhance the performance of the PF with a finite sample size, which is the focus of this study.
In this work we consider one possible auxiliary technique, called residual nudging, which aims to provide certain compensation to the PF solution when the filter does not perform well. Here a "residual" is a vector in the observation space, and is defined as the projection of a state estimate onto the observation space subtracted by the corresponding observation. In residual nudging our objective is to make the (weighted) vector norm of the residual ("residual norm" for short) no larger than a prespecified value. This is motivated by the observation that, if the residual norm is too large, then the corresponding state estimate is often a poor one. In such cases, it is better off to choose as the new estimate a state vector whose residual norm is smaller. In this sense, residual nudging can be considered as a safeguard strategy that helps a poorlyperforming filter to perform less poorly by providing certain compensation to the original mean estimate of the PF. It, however, may not in its own right reduce the sample size requirement in order for the PF to obtain a reasonable approximate solution in data assimilation. Likewise, it neither solves the weight collapse (or degeneracy) problem in the PF.
This study is organized as follows. Section 2 introduces the problem of our interest and presents the recursive Bayesian estimation as the conceptual solution. Section 3 reviews the main steps in the particle filter, introduces the concept of residual nudging, and discusses how residual nudging can be implemented in a particle filter. Section 4 examines and compares the performance of the regularized particle filter (as a representative of the various particle filters), and that of the regularized particle filter with residual nudging, in a linear scalar model. This example is used to examine the effect of residual nudging on the performance of the regularized particle filter, in case that the filter performance is reasonably good with a relatively large sample size. Section 5 examines and compares the performance of the above two filters with the L95 model in different scenarios. In some experiments the performance of the regularized particle filter may be less satisfactory, due to the effect of finite sample sizes. In such cases, we show that residual nudging can help to improve the filter performance in terms of filter accuracy and/or stability against divergence. Section 6 summarizes the whole work and discusses possible extensions of the present study.
Particle filtering
Consider the state estimation problem in the following system
Here, x k ∈ R n is the n-dimensional model state at time instant k, y k ∈ R p the corresponding observation of x k , ε m k ∈ R n the model error with zero mean and covariance matrix Q k , and ε o k ∈ R p the observation noise with zero mean and covariance matrix R k . The transition operator M k,k−1 : R n → R n maps x k−1 to x k , and the observation operator H k : R n → R p projects x k from the state space onto the observation space. The problem of our interest is to estimate the posterior pdf of the model state x k at time instant k, given the observations Y k = {y k , y k−1 , · · · } up to and including k, together with the prior pdf p (x i |Y i−1 ) of the model state x i at some earlier instant i (i ≤ k).
For convenience of discussion, we assume that p ≤ n throughout this work.
Recursive Bayesian estimation (RBE) (Arulampalam et al. 2002) provides a probabilistic framework that recursively solves the state estimation problem in terms of some conditional pdfs. Let p (x k |Y k−1 ) be the prior pdf of x k conditioned on the observations Y k−1 up to and including time k − 1, but without the knowledge of the observation y k yet. Once the observation y k is known, one incorporates the information content of y k according to Bayes' rule to update the prior pdf to the posterior one
obtains a prior pdf p (x k+1 |Y k ) at the next time instant.
Concretely, the mathematical description of RBE consists of (Arulampalam et al. 2002 ):
Prediction step:
and Filtering step:
where the transition pdf p (x k |x k−1 ) and the likelihood function p (y k |x k ) are assumed known, in light of the knowledge of the distributions of the model and observation errors in Eq. (1). Once the explicit forms of the conditional pdfs in Eqs. (2) and (3) are obtained, the optimal estimate and other associated statistical information can be derived based on a certain optimality criterion, e.g., minimum variance or maximum likelihood. Thus RBE provides a solution of the estimation problem, and conceptually leads to the optimal nonlinear filter.
In practice, however, difficulties often arise in deriving the exact optimal filter, largely due to the fact that the integrals in Eqs. (2) and (3) are often intractable. Therefore one may have to adopt a certain approximation scheme for evaluation. In the PF, Monte Carlo approximation is adopted to approximate the prior and posterior pdfs. For instance, the posterior p (x k−1 |Y k−1 ) at the (k − 1)th step is approximated by 
where p(y k |x b k,i ) is the probability that y k happens to be the observation with respect to x b k,i .
Re-sampling step: To overcome the problem of weight collapse, it is customary to introduce a re-sampling step to the PF when the effective sample size is below a certain threshold, or alternatively, when the difference between the weight "entropy" and that with the uniform weight exceeds a certain threshold (see Appendix A). Many implementations of the PF distinguish each other mainly in their re-sampling strategies. There is a rich literature in this respect. Readers are referred to, for example, Arulampalam et al. (2002); Van Leeuwen (2009) and the references therein on this issue. Here we only consider a re-sampling strategy based on the kernel density estimation (KDE), which leads to the so-called regularized particle filter (RPF) (Doucet et al. 2001, ch. 12) . In the RPF, one applies KDE to estimate a continuous pdf of the model state based on the particles x a k,i and their associated weights w k,i , and then uses this pdf to draw N new particlesx a k,i (i = 1, 2, · · · , N ), which are then assigned the identical weight 1/N after re-sampling. More details of the RPF implemented in this work are provided in Appendix A.
Residual nudging and its implementation in the particle filter

Residual nudging
For ease of discussion, we first define some notations. The weighted sample meanx
and the corresponding residual isr 
where the normalization (or weight) matrix W is symmetric and positive definite. Throughout this work, W is chosen to be the covariance matrix R k , although there certainly exist other possibilities (also see the discussion in Section 3.2).
Under the above setting, and by the triangle inequality, one has
For a reasonably good estimatex On the other hand, we have
By requiring that a reasonably good estimate have 
where c k ∈ [0, 1] is the fraction coefficient that will be calculated later, and x o k , termed observation inversion in this work, is a solution of the equation ; another is to directly apply an iterative optimization algorithm (e.g., conjugate gradient) to the linear equation Eq. (9) (Engl et al. 2000; Nocedal and Wright 2006) ; and the third is to construct a merit function (Nocedal and Wright 2006) , which recasts the problem of solving a linear equation as a least squares problem, as described below.
To construct the merit function, we follow the custom in inverse problems (see, for example, Engl et al. 2000) and give preference to the solutions with relatively small magnitudes. Therefore we recast the problem of solving Eq.
(9) as a weighted least squares problem, in the form of
The second term in (10) represents a regularization term that sorts out a preferred solution from the many possible ones.
There α is a non-negative scalar and Ω k is the weight matrix associated with x k .
The specific choice of the regularization term in then it would be more appropriate to re-formulate the least squares problem to better reflect the availability of these extra information sources, e.g., in the form of a constrained optimization problem (Nocedal and Wright 2006) , or by constructing a special weight matrix Ω k that enhances the model balance of the state estimate. In general the formation of such a regularization problem may be case-dependent, and is thus not pursued in this study.
In general, the least squares problem (10) can be solved in the framework of 3D-Var (Van Leeuwen 2010). Specifically, when the observation operator is linear, an explicit solution can be obtained as follows
If one treats α as a covariance inflation factor, then Eq. 
To this end, we choose a relatively (very) large value for α. Specifically, we let
in this work.
Next we need to choose a proper fraction coefficient c k so that the residual norm with respect to the new estimatex a k is no larger than β √ p. We consider two
In this case, we do not introduce any change to the original estimatex a k , and choose c k = 1 in Eq. (8); and (b) the original residual norm r a k R k > β √ p. In this case, by applying H k to both sides of Eq. (8), we have the new residualȓ
. By applying the triangle inequality again to the new residual norm, it can be shown that a sufficient condition
One may also take smaller values for c k , whose effect is then equivalent to taking smaller β values. Combining the above two possibilities, one may re-write the choice of c k in a more compact form, i.e.,
After obtaining the new analysis meanx a k through the above procedures, in general one may need to find a new set of particlesx a k,i and the associated weightsw k,i , so
In doing so, it is equivalent to making certain modifications to the empirical posterior pdf in Eq. (3) of the PF, so that the modified empirical posterior pdf may not be equivalent to the original one any more. As we have discussed in Section 1, in certain circumstances (e.g., when with a relatively small sample size) the original empirical posterior pdf of the PF may be a poor approximation to the truth. In such circumstances it would appear reasonable to introduce a certain correction to the original empirical posterior pdf, instead of using it for subsequent procedures. In this regard, residual nudging may be considered as a technique that, when necessary, provides a correction to the mean of the empirical pdf. One might also come up with other higher-order moments correction schemes.
In the equationx
Therefore, in general one needs to solve n (scalar, underdetermined) nonlinear equations with N × n unknowns whenever residual nudging is conducted, which may appear complicated and expensive in high dimensional systems.
Here we adopt a heuristic, yet simple strategy. We let the weights associated with the new particles bew k,i = w k,i .
In addition, we preserve the deviations to the analysis mean so thatx
, and the weighted sample covariance
which implies that the new set of particles is simply a spatial translation of the original one.
Therefore, when c k < 1 such that 1 − c k > 0 (i.e., when the residual norm r a k R k exceeds the threshold β √ p), residual nudging tends to move the particle projections toward the observation y o k at the same assimilation cycle, with identical length and direction of movement in the observation space.
Through some experiments later, we show that the nudging strategy Eq. (15) improves the performance of the PF, in terms of filter accuracy and/or stability against divergence.
We note that it is also possible for one to introduce nudging terms to the particles through other strategies. For (2012) them as the samples of the chosen importance density.
Comparison and combination of different possible nudging strategies will be considered elsewhere.
After residual nudging is done, the re-sampling step (if any) is then conducted with respect to the new particlesx a k,i and the associated weightsw k,i . The subsequent prediction and filtering steps for the next data assimilation cycle are the same as in the normal particle filter, followed by another residual nudging step if necessary, and so on.
Discussion
It is worth to discuss what the differences may be if one replaces the covariance matrix R k by a general symmetric and positive definite matrix W k in (7). In that case, one also has an inequality reading
while the subsequent equations, e.g., Eqs. (8) and (15), remain unchanged. Therefore, for a given β, the choice of W k only affects the value of the fraction coefficient c k , which in effect is equivalent to varying the noise level coefficient β given a fixed normalization matrix, say, R k .
Therefore, in this work we do not investigate the effects of different normalization matrices W k . Instead, we examine the impact of β on residual nudging in some experiments later.
Once a noise level coefficient β is chosen, we keep it constant over the whole assimilation time window.
However, the corresponding fraction coefficient c k in
Eq. (14) Thereforex a k will be a good estimate ifx a k is so (as will be further discussed later), but may not be able to achieve a good estimation accuracy when Our main objective in this study is to present residual nudging as a safeguard strategy for the PF in case that it does not perform well in certain circumstances, due to, for instance, the small sample size. However, it may still be of interest to gain some insights on the asymptotic behaviour of the PF with residual nudging. For instance, what happens if one introduces residual nudging to a PF which, with infinitely many particles, converges to the optimal solution.
In such cases, the PF with residual nudging can have the same optimal solution as the normal PF, provided that β is sufficiently large. This can be achieved by making the fraction coefficients c k = 1 for all k, such that by Eqs. (8) and (15) (2012) condition is to make β √ p/ r a k R k in Eq. (14) no less than 1, which implies that β ≥ max
In this aspect, a more convenient strategy would be to make β adaptive with time, rather than pre-set it over the whole assimilation window. Given our main objective in this study, though, we do not consider the adaptive choice of β.
Numerical results in a linear scalar model
First we investigate the performance of the RPF and RPF-RN in a scalar, first order autoregressive (AR1) model driven by Gaussian white noise. The motivation in conducting this experiment is the following. Due to the low dimensionality of the model, the estimate of the normal PF would approach the optimal one with a reasonably small sample size (in terms of computational cost). This provides a computationally convenient platform to investigate the behaviour of the PF with residual nudging when the normal PF is performing well.
In the experiment the scalar AR1 model is given by
where ε m k represents the dynamical noise, which follows the Gaussian distribution with zero mean and variance 1, and is thus denoted by ε 
where
is the observation noise, and is uncorrelated with ε m k . The filters adopted in this work are based on the regularized particle filter (RPF) (Doucet et al. 2001, ch. 12, also see Appendix A). We compare the performance of the normal RPF and that of the RPF equipped with residual nudging (RPF-RN). In the experiment, we integrate the AR1 model forward for 10, 000 steps (integration steps hereafter), with the initial value x 0 randomly drawn from We use the average root mean squared error (average RMSE) to measure the accuracy of a filter estimate. For an n-dimensional system, the RMSE e k of an estimatê
T with respect to the true state vector
where I n denotes the n-dimensional identity matrix.The In both cases, though, the mean valuesĉ are quite close to 1, meaning that 1 −ĉ are relatively small. Thus by Eqs. (8) and (15) RMSE of the RPF-RN remains quite close to that of the RPF.
The above results suggest that it may not be very meaningful to introduce residual nudging to the PF when it already performs reasonably well. However, in many data assimilation practices, the dimensionality of the problems is often very high. Thus it may be prohibitively expensive to run a PF with a sufficiently large sample size in order for the filter to achieve good perform. On the other hand, the PF may perform poorly when running only with a finite, relatively small, sample size. Through the experiments below, we show that in cases that the PF does not perform well, equipping the PF with residual nudging may (substantially) enhance the filter performance, in terms of filter accuracy and/or stability against divergence.
Numerical results in the 40-dimensional L95 model
Experiment settings
We use the 40-dimensional L95 model (Lorenz and Emanuel 1998) as the testbed. The governing equations of the L95 model are given by
The quadratic terms simulate advection, the linear term represents internal dissipation, and F acts as the external forcing term (Lorenz 1996) . Throughout this work, we choose F = 8 unless otherwise stated. For consistency, we define x −1 = x 39 , x 0 = x 40 , and x 41 = x 1 in Eq. (19), and
We use the fourth-order Runge-Kutta method to integrate (and discretize) the system from time 0 to 75, with a constant integration step of 0.05. To avoid the transition effect, we discard the trajectory between 0 and 25, and use the rest (with overall 1000 integration steps) for data assimilation. The synthetic observation y k is obtained by measuring (with observation noise) every d elements of the
where (
In all the experiments below the observations are made for every 4 integration steps unless otherwise stated.
The filters in the experiments are configured as follows.
To generate the initial particles, we run the L95 model from 0 to 2500 (overall 50000 integration steps), and compute the temporal mean and covariance of the trajectory (the obtained temporal covariance is also used as the background covariance B in Eq. (12)). We then assume that the initial state vectors follow a Gaussian distribution with the same mean and covariance, and draw a specified number of samples as the initial particles. In many of the experiments, the sample sizes are relatively small so that the phenomenon of weight collapse is very severe. To mitigate this problem, we introduce a "jittering" procedure to the re-sampling step of the RPF following Gordon et al. (1993) (one may achieve a similar effect by increasing the bandwidth of the RPF).
Concretely, after the re-sampling step of the RPF is finished, a random perturbation drawn from the Gaussian distribution N (0, 0.01 × I 40 ) is added to each generated particle. Our experience shows that introducing "jittering" to the normal RPF improves the performance of the filter, especially in the case of small sample sizes. We note that the performance improvement of the RPF-RN over the normal RPF, as will be shown soon, does not depend on whether "jittering" is introduced or not. Performance improvement similar to what will be presented below was also observed when no "jittering" was introduced (results not reported).
To 
Experiment results
Results with different observation operators
Here we consider four different observation operators 
Results with different sample sizes
Here we examine the time mean RMSEs of the RPF and the RPF-RN as functions of the sample sizes.
The experiment settings are the following. We conduct the experiments in the 1/2 observation scenario, in which the observation operator is H d , with d = 2. In both filters the sample sizes N are chosen from the set {1, 10, 20, 40, 60, 80, 100, 200, 400, 600, 800, 1000}. In the RPF-RN, we let the noise level coefficient β ∈ {1, 5, 10, 15}.
For reference, we also investigate the performance of the EnKF with perturbed observations (Burgers et al. 1998) under the same experiment settings. Covariance inflation For the RPF (Fig. 6(b) ), when with only 1 particle, its time mean RMSE is 5.1387. As the sample size increases, § Concretely, we follow the procedures in Luo et al. (2010a,b) to conduct covariance localization, in which a parameter lc, called length scale, is involved in order to control the range of cut-off . On the other hand, covariance inflation is conducted by inflating a covariance matrix by a multiplicative factor (1 + δ) 2 . In the experiment we let δ ∈ {0 : 0.01 : 0.06} and lc ∈ {10 : 20 : 150}. ¶ Here a divergence is referred to as an event in which the RMSE of a filter at a certain time instant is larger than 10 3 .
the time mean RMSE in general tends to decrease, though there are also certain statistical fluctuations. With the sample size growing to 1000, the time mean RMSE of the RPF reduces to 4.3195. 
Results with different assimilation frequencies and observation noise covariances
Here we examine the effects of the assimilation frequency and the observation noise covariance matrix on the performance of the RPF and RPF-RN. To this end, we vary the assimilation frequency, and choose to assimilate the observations for every S a step(s), with S a ∈ {1, 2, 4, 6, 8, 10, 12}. For convenience, we call S a the assimilation step when it causes no confusion. To examine the effect of the observation noise covariance matrix, we assume that the covariance matrix R k is of the form γI, where I is the identity matrix with a suitable dimension, and γ a positive scalar. As a result, the variances are γ for all measurements in an observation vector, while the cross-variances are all zero. In the experiment we choose the variance γ from the set {0.01, 0.1, 1, 10}. The relatively large value of γ at 10 is used to represent the scenario in which the quality of the observations is relatively poor.
Here we assume that we know γ precisely, while for the experiment in the next sub-section (Section 5.2.4), we will consider the case in which γ is mis-specified. In the The sample size N is 20 for both the RPF and the RPF-RN (unless otherwise mentioned). In the RPF-RN we set β = 0.02, which is a relatively small value chosen to enhance the stability of the RPF-RN (see the discussion in Section 3.2). Fig. 7 reports the performance of the RPF with different S a and γ in the 1/2 observation scenario (solid lines with asterisks). When γ is relatively small, say γ = 0.01, 0.1 and 1 (upper left, upper right, and lower left panels, respectively), the time mean RMSE of the RPF is the smallest at S a = 1, and tends to increase as S a grows.
For a sufficiently large S a (say at S a = 6), though, further increasing S a does not significantly change the performance of the filter. Interestingly, at γ = 10 (lower right panel), the RPF with a larger S a tends to have better performance than the RPF with a smaller S a . In addition, when S a is relatively large, say S a = 12, the RPF at γ = 10 performs better than the RPF at other smaller γ values. For comparison, we also show the corresponding performance of the RPF-RN (β = 0.02) in the same figure (dash lines with diamonds).
For a fixed γ, the time mean RMSE of the RPF-RN is slightly U-shaped as S a changes, and it tends to achieve its minimum with S a > 1. On the other hand, for a fixed S a , the time mean RMSE of the RPF-RN tends to increase as γ increases. In all the tested cases, the time mean RMSEs of the RPF-RN are lower than the corresponding values of the normal RPF.
It might not be consistent with our intuition to see that a PF with a larger assimilation step S a and worse observation quality (in the sense of having a larger γ) has better performance. In our opinion, though, this might be explained from the point of view of the effects of S a and γ on the effective sample size (ESS). Let {x k,i } N i=1 be the set of particles that are associated with the weights
after applying the weight update formula Eq. For the relatively small sample size N = 20, re-sampling is often performed, after which the re-sampled particles have uniform weights. These uniform weights are then carried to the subsequent model integration steps, until they are updated with the next incoming observation. As a result, a larger assimilation step S a implies that, on the one hand, the time mean ESS of the particle filter tends to be larger, while on the other, less information contents of the observations are assimilated. Similarly, a larger γ tends to make the weights of the particles more uniform, which in turn increases the time mean ESS.
On the other hand, though, observations with a larger γ contain more uncertainties and less information about the underlying model state. Therefore in our opinion, the reported behaviour of both filters in Fig. 7 may largely result from the combined positive and negative effects in choosing S a and γ. For verification, in Table I we show the time mean ESS of both the RPF and RPF-RN (β = 0.02) with different combinations of S a and γ in the 1/2 observation scenario. As can be seen there, the time mean ESS of both filters indeed tend to increase as S a and/or γ increase(s). Table I , and are thus not shown for conciseness. Fig. 7 , there are also a few differences in Fig. 8 . One is that, unlike the situation in the 1/2 observation scenario, filter divergences are spotted in both the RPF and RPF-RN in certain circumstances. Accordingly, when a filter divergence is spotted, there will be no RMSE value plotted in the corresponding place in Fig. 8 . Following this setting, for instance, the upper right panel (with γ = 0.1) of Fig. 8 shows that the normal RPF diverges at S a = 1, 2 and 4, while the RPF-RN diverges at S a = 1 only. In terms of stability against divergence, the results in Fig. 8 show that the RPF-RN (β = 0.02) tends to be more stable than the normal RPF at different γ values. In addition, when γ is relatively small, say, γ = 0.01, 0.1 and 1, the RPF-RN still tends to perform better than the normal RPF in terms of filter accuracy. However, at γ = 10 and with S a = 8, 10 and 12, the time mean RMSEs of the RPF-RN become larger than those of the RPF. This is largely because in such cases the RPF achieves reasonable performance, while with a relatively small value β = 0.02, the RPF-RN tends to rely excessively on the observation inversion (cf. Eqs. (14) and (8) 
Compared with
Results with inaccurately specified models and observation systems
Finally we examine the performance of the RPF and the RPF-RN in the presence of errors in specifying the dynamical model and the observation system. For convenience of discussion, we confine ourselves to the 1/2 and 1/40 observation scenarios. In the 1/2 observation scenario, we assume that in the experiments the forcing term F in Eq. (19) and the observation error covariance R k are possibly mis-specified. The true value of F is 8, and the true observation error covariance R k is I 20 . In the experiments we let the value of F be chosen from the set {4, 6, 8, 10, 12}, and R k be in the form of γI 20 , with the observation noise variance γ ∈ {0.25, 0.5, 1, 2, 5, 10}.
Note that in the RPF-RN, R k is not only used to update the weights of the particles as in Eq. (4), but also used to compute the fraction coefficient c k in residual nudging (cf. Eq. (14)). We let the sample size N = 20 and the assimilation step S a = 4 in both filters, and the noise level coefficient β = 1 in the RPF-RN. The experiment settings of the 1/40 observation scenarios are almost the same as those in the 1/2 observation scenario, except that the assimilation step S a of both filters becomes 12. With fewer measurements in an observation vector, filter divergences are also spotted in some cases. Therefore, instead of presenting the contour plots, we choose to directly report the time mean RMSEs of both filters in Table II , in which filter divergences are marked by "Div" in relevant places. The results there show that, for a fixed F , the time mean RMSEs of both filters tend to decrease as γ grows. On the other hand, for a fixed γ, the time mean RMSE of the RPF tends to grow with F when γ is relatively small (say, at γ = 0.25), and exhibits slightly Ushaped behaviour when γ is relatively large (say, at γ = 10).
The time mean RMSE of the RPF-RN also exhibits similar behaviour. Overall, the RPF-RN (β = 1) tends to perform better than the RPF, although compared to the results in 
Conclusion
In this work we considered an observation-space based auxiliary technique, called residual nudging, to enhance the performance of the particle filter. The main idea of residual nudging is to monitor, and if necessary, adjust the residual norm of a state estimate so that it does not exceed a pre-specified threshold. We suggested a rule to choose the threshold, and proposed a method to do the possible adjustment in case of linear observations. For demonstration, we used the regularized particle filter (RPF) to conduct data assimilation in an AR1 model and the 
A. Outline of the regularized particle filter
Instead of using importance re-sampling as in the conventional bootstrap particle filter (Gordon et al. 1993) , the RPF employs an alternative way to tackle the problem of particle degeneracy based on kernel density estimation (KDE, see, for example, Silverman 1986 For illustration, suppose that at the k-th assimilation cycle there is a set of
, together with the corresponding weights {w k,i } N i=1 . As a result,
is a square root of the weighted sample covariance with respect to the particles {x
, wherê
is the weighted sample mean.
The continuous pdf to be constructed is then expressed in the form of (Doucet et al. 2001, ch. 12 )
where K(•) is the kernel function and h is a scalar parameter called the bandwidth (Silverman 1986 
where n is the dimension of x k .
The main procedures of the RPF implemented in this study are summarized below, largely following the style in Arulampalam et al. (2002, Algorithm 6 ).
• 
• Re-sampling step: -Evaluate the difference δ k between the weight
w k,i log(w k,i ) and that with the uniform weight 1/N , namely,
No need to re-sample. Setx 
