Let A be a real (n × n)-matrix. The piecewise linear equation system z − A|z| = b is called an absolute value equation (AVE). It is well known to be uniquely solvable for all b ∈ R n if and only if a quantity called the sign-real spectral radius of A is smaller than one. We construct a similar quantity that we call the aligning spectral radius ρ a of A. We prove that the AVE is solvable for all b ∈ R n if the aligning spectral radius of A is smaller than one. For n ≤ 2 this condition is also necessary. Structural properties of the aligning spectral radius are investigated.
Introduction and Notation
We denote by M n (R) the space of n×n real matrices, and by [n] the set {1, . . . , n}. For vectors and matrices absolute values and comparisons are used entrywise.
Let A ∈ M n (R), and z, b ∈ R n . The piecewise linear equation system
is called an absolute value equation (AVE). It was first introduced by Rohn in [Roh89] . Mangasarian proved its polynomial equivalence to the linear complementarity problem (LCP) [MM06] . Via the identities max(0, x) = x + |x| 2 and min(0, x) = x − |x| 2 one can see the equivalence of the AVE to equilibrium problems of the form Bx + max(0, x) = c , * Technische Universität Berlin, Chair of Discrete Mathematics/Geometry where B ∈ M n (R) and x, c ∈ R n . These arise, for example, in the modeling of free surface hydrodynamics [BC08] . In [Neu90, Neumaier detailed the intimate connection of linear interval equations and the AVE. Further, any piecewise affine equation system can be polynomially reduced to an AVE [GBRS15, Lem. 6.5].
A signature matrix Σ, or in short, a signature, is a diagonal matrix with entries +1 or −1. The set of n-dimensional signature matrices is denoted S. A single diagonal entry of a signature is a sign σ i , where i ∈ [n]. Using signature matrices, the AVE (1) can be reformulated as follows. Given, A ∈ M n (R), and z, b ∈ R n , find a vector z ∈ R n and a signature Σ z ∈ S with |z| = Σ z z such that z − AΣ z z = b .
(2)
We call Σ z a signature of z. Note that if z contains k zero-entries, there are 2 k signatures which satisfy |z| = Σ z z. The exponential number of signatures accounts for the fact that checking whether a solution for the AVE exists is NPhard in general [Man07] . For a matrix A ∈ R n×n let ρ r (A) = max{|λ| : λ is a real EV of A} be the real spectral radius. Then the sign-real spectral radius of A is defined as
By the definition of the sign real spectral radius, we have ρ R (A) = ρ R (ΣA) = ρ R (Σ −1 ΣAΣ) = ρ R (AΣ) and thus [Rum97] : 
Rump proved that computing the sign-real spectral radius is NP-hard [Rum97] . He also proved many structural similarities between the sign-real spectral radius and the Perron root of a nonnegative matrix. In fact, for nonnegative matrices both quantities coincide, making the sign-real spectral radius a natural generalization of the Perron root to matrices without sign restrictions.
Nevertheless, both quantities differ in a key structural aspect: The Perron root of a nonnegative matrix has a corresponding nonnegative eigenvector [Kit98, p. 17, Thm. 1.3.2], whereas the eigenvector corresponding to the sign-real spectral radius may lie in an arbitrary orthant; cf. [Rum97, Lem. 2.6] . In this work we will define a third quantity that we call the aligning spectral radius. It is obtained by modifying (3) so that the maximization only runs through real eigenvalues whose corresponding eigenvector is nonnegative. This new quantity turns out to be meaningful insofar as it characterizes solvability of the AVE (1) in a fashion similar to the sign-real spectral radius' characterization of unique solvability. That is, (1) is solvable for all right hand sides b ∈ R n if ρ a (A) < 1 (Theorem 3.4). For n ≤ 2 this condition is also necessary (Theorem 3.8). We do not assume that it is also necessary for n > 2, but instead develop a more complex conjecture based on the geometric reasoning at the heart of the proof of the case n ≤ 2.
Further, we investigate how far the aligning spectral radius shares key structural properties of the sign-real spectral radius, such as continuity and inheritance, and prove a criterium for both quantities to coincide (Theorem 3.2).
Content and structure: In Section 2 we will compile the necessary preliminaries for this work. Section 3 contains the definition of the aligning spectral radius and the proofs of our main results. We conclude with some remarks in Section 4.
Preliminaries
In [CPS92, Chap. 6.2] the solvability of the LCP was analyzed by degree theoretical means. We will use a similar approach in our analysis of the AVE.
Mapping Degree on Spheres
The following facts can be found in numerous textbooks on differential topology, e.g., [OR09, p. 111 ff]. Denote by S n the n-dimensional unit sphere. Hereafter, let f, f : S n → S n be continuous functions which are differentiable almost everywhere. We will call such functions mappings. A homotopy of f and f is a mapping H : S n × [0, 1] → S n such that H 0 = f and H 1 = f . If such a mapping H exists, we say f and f are homotopic.
A regular value y of a mapping f is a value such that the differential at all of its preimages exists and is invertible. The regular values of f lie dense in its codomain by the theorem of Sard-Brown. Assume that x ∈ f −1 (y). We denote by sig(x) the sign of d x f , that is, sig(x) is defined to be +1 or −1 according as d x f is orientation preserving or reversing. The integer
is constant for all regular values y of f and is called the Brouwer degree -or in short, the (mapping) degree -of f . This implies, in particular, that all regular values of f have at least one preimage if its degree is nonzero. As a consequence, f is surjective if it is closed and its degree is nonzero. Crucially, the degree is invariant under homotopies, that is, if two mappings f, f : S n−1 → S n−1 are homotopic, their degrees coincide.
Mapping Degree of Piecewise Linear Functions
The F i are called selection functions. If F coincides with F i on a set U ⊂ R n , we say that F i is active on U . A piecewise affine function is called piecewise linear if all its selection functions are linear. This is the case if and only if it is positively homogeneous, that is, if
An affine ray is a set {αu + v : α ≥ 0}, where u, v ∈ R n . Now recall that a continuous function G : R n → R m is called proper if preimages of compact sets are compact. The proof is a straightforward exercise which we omit. Let A ∈ M n (R). The function
is piecewise linear on the orthants of R n . Its selection functions are given by the matrices I − AΣ, where Σ ∈ S. Further, it is differentiable on the interior of each orthant and thus differentiable almost everywhere. If F A is proper, the function
is well defined as a continuous function on the unit sphere, which is differentiable almost everywhere due to the chain rule. Consequently, the degree ofF A is defined. For any x ∈ R n \ {0} letx := x/ x 2 . Again by the chain rule we have
Orienting S n−1 in a suitable fashion, we may assume without loss of generality that
. Via (6) and (7) we thus get for any y ∈ R n that
This proves:
Then there exists an integer d such that
for all regular values y of F A . We call this integer the degree of F A .
Since any affine function is closed, the image of a closed set under a piecewise affine function is a finite union of closed sets. Hence, any piecewise affine function is closed [Sch12, p. 42 ]. In particular, its image is its own closure. This asserts:
Then F A is surjective. Moreover, for any given b ∈ R n the number of solutions of the AVE (1) is a positive integer k that satisfies k ≥ |d| and k ≡ d mod 2.
For convenience we will thus refer to the integer d as the degree of the AVE (1). Now let A ∈ M n (R). We call the homotopy
is proper, then the degrees of F aA and F bA coincide. In particular, if H A is proper, then F A is surjective of degree 1 and the system
has an odd number of solutions for all t ∈ [0, 1].
is proper, it induces a homotopy ofF aA andF bA . In case that a = 0,F aA is the identity mapping, which has degree 1.
A sufficient, albeit not necessary, condition for the properness of the homotopy H A is that for all t ∈ [0, 1] and all Σ ∈ S the matrices I − tAΣ are invertible. This is, for example, the case if ρ R (A) < 1: From the definition of the signreal spectral radius it follows that ρ R (αA) = |α|ρ R (A). Adding the identity to a matrix shifts the real part of the spectrum up by 1. Thus ρ R (A) < 1 implies det(I − tAΣ) > 0 for all t ∈ [0, 1] and all Σ ∈ S. Accordingly, F A is surjective of degree 1. Since all determinants of the I −AΣ are positive, all regular values have exactly one preimage. Moreover, det(I − AΣ) > 0 for all Σ ∈ S implies metric regularity and thus openness of F A at all x ∈ R n [Fus13, Thm. 2.14]. Using this, it is straightforward to show that F A is also injective on the orthant boundaries, which are the locus of nondifferentiability. One thus arrives at a simple proof of the implication "(1) ⇒ (3)" in Theorem 1.1 -which is a nice first sample application of our degree-theoretical approach.
Remark 2.5. There are several ways to construct a degree and proper homotopies for the more general case of proper piecewise affine functions, e.g., by noting that for a proper piecewise affine function x → ∞ implies F (x) → ∞ and then inducing a mapping on S n ∼ = R n ∪ {∞} by setting F (∞) = ∞. However, in the present work we are only interested in analyzing F A and the AVE (1).
Solvability of the Absolute Value Equation
It is a necessary condition for F A to be non-proper that for some Σ ∈ S the matrix I − AΣ is singular. But this condition is not sufficient. We call the set of all λ ∈ R ≥0 such that there exists a Σ ∈ S so that λ is an eigenvalue of ΣA with nonnegative corresponding eigenvector the aligning spectrum Spec a of A. We assume that elements λ i ∈ Spec a (A) are enumerated in descending order, i.e., λ 0 ≤ λ 1 ≤ · · · ≤ λ k−1 , where k = | Spec a (A)|. Then the aligning spectral radius is defined as ρ a (A) := max Spec a (A) .
By definition, F 1 λ A is non-proper for any λ ∈ Spec a (A). However, the definition does not assert, that Spec a (A) is nonempty. Proof. Let α be a positive scalar such that ρ R (αA) = αρ R (A) < 1. Then F αA is bijective andF αA : S n−1 → S n−1 is a mapping of a compact set into itself and thus has a fixed point. Let z ∈ R n andz := z/ z ∈ S n−1 . Assume that z is a fixed point ofF αA . This implies that either z and αA|z| are colinear or αA|z| = 0. Further, −z is colinear to αA|z| and −z is mapped either toz or to −z and thus a fixed point as well. If αA|z| = 0, then |z| is a nonnegative eigenvector to the eigenvalue 0 of αA = I(αA). And we clearly have I ∈ S. If αA|z| = 0, there exists an α > 0 so that either z or −z are mapped to zero by For nonnegative matrices, the Perron root, the aligning spectral radius, and the sign-real spectral radius coincide. This also shows that the bound ρ a (A) ≤ ρ R (A) is sharp. Further, we have: 
For the proof below we repurpose some of the arguments in Rump's proof of [Rum97, Thm. 3.1].
Proof. We know that the left term of the equality equals ρ R (A) [Rum97, Thm. 3.1]. Moreover, there exist a signature Σ and a vector z ∈ R n \ {0} so that ΣAz = ρ R (A)z [Rum97, Lem. 2.6]. Since z is an eigenvector of ΣA, we get
That is, z is the vector which maximizes the leftmost term. Consequently, z ≥ 0 implies ρ a (A) ≥ ρ R (A). The equality follows from Theorem 3.1. This concludes the proof of the "if". Now assume there existed a vector x ∈ R n ≥0 , so that min
This would imply |Ax| > ρ a (A)|x|. By continuity there would exist someρ so that |Ax| >ρ|x| > ρ a (A)|x|. By the argumentation in the proof of [Rum97, Thm.
3.1], the map
would then not be bijective, implying
by Theorem 1.1.(3).
We conjecture that the right term in Theorem 3.2 does, in fact, characterize ρ a (A). The definition of ρ a yields: Moreover, if ρ a (A) = 0, then F αA is surjective of degree 1 for all α ∈ R Proof. Points 1. and 2. are direct consequences of Theorem 3.3. We get 3. via 1. and the reduction from AVE to LCP (and vice versa) from [Neu90, p. 229 ]. The last statement follows from Theorem 3.3 and Lemma 3.3.
Example 3.5. One can easily verify that for
we have ρ R (B) = 2 and ρ a (B) = 0. As predicted, F B is surjective of degree 1, but not bijective. For t < 0.5 we have ρ R (tB) < 1, hence H B ( · , 0.4) is bijective; cf. Figure 1 . Embedding B as a principal submatrix into larger (square) zero matrices shows that there exist nontrivial matrices with aligning spectral radius 0 in all dimensions n ≥ 2. This implies the unboundedness of the set of matrices in M n (R), where n ≥ 2, whose aligning spectral radius is smaller than 1. For n = 1 the aligning and sign-real spectral radius coincide with the absolute value of the matrix. Now set C := 2I 2 , where I 2 denotes the identity in R 2 . Then H C is an example for a non-proper homotopy, throughout which the mapping degree switches from 1 to 0; cf. Figure 2. 
Symmetry, Continuity, and inheritance
For A ∈ M n (R) let ρ + (A) be the largest nonnegative real eigenvalue which has a nonnegative corresponding eigenvector. To underscore the similarities between aligning and sign-real spectral radius we can redefine the former as follows This definition is clearly equivalent to (9), albeit not as practical in the description of the associated homotopies. It was mentioned in the introduction that ρ R (A) = ρ R (ΣA) = ρ R (AΣ). In case of the aligning spectral radius we merely have ρ a (A) = ρ a (ΣA), but not necessarily ρ a (A) = ρ a (AΣ): Rescaling the second column of matrix B in (10) with −1 yields an all-ones matrix which has aligning spectral radius 2.
Example 3.6. One rather spectacular feature of the sign-real spectral radius is that it is continuous. The aligning spectral radius does not share this property either. Consider, for example, the matrix
We have ρ a (D 0 ) = 0.5, but for any ε > 0 the corresponding eigenvalue becomes complex and we get ρ a (D ε ) = 0.5( √ 2 √ 1 + ε − 1) which roughly equals 0.207 for small ε.
Example 3.7. For a matrix E ∈ M n (R) denote by E i the (n − 1) × (n − 1)principal submatrix which is obtained by eliminating the i-th row and column of E. It is well known that ρ R has the so-called inheritance property, that is [Rum97] . To see that the aligning spectral radius does not have the latter, consider again matrix B from (10). Both B i clearly have ρ a (B i ) = 1, while ρ a (B) = 0. Considering the positive homogeneity of ρ a this implies that the aligning spectral radius may increase arbitrarily in principal submatrices. As a rather surprising consequence of this fact we note that, using n matrices B as diagonal blocks, one can construct matrices C ∈ M 2n (R) such that F C is surjective, while none of the F C i is.
Concerning necessary conditions
Depending on the source, the mapping degree may be introduced either as a generalized Theorem of Rollé or a generalized winding number. The latter interpretation leads to the question: How often can the image of F A cover the codomain?
Observation 3.5. Let S n−1 be the generalized surface area of the unit sphere S n−1 . Further, let V n be the image of an orthant of R n under a linear map. Then the surface area of the intersection V n ∩ S n−1 lies in the half-open interval [0, S n−1 /2). As R n has 2 n orthants, the image of F A , where A ∈ M n (R) can cover the codomain at most 2 n−1 − 1 times.
Observation 3.5 leads to: Proof. For n = 1 the statement is trivial. Let n = 2. We first assume that ρ a 1 ρ A > 1. In this case, by a similar argumentation as in the proof of Theorem 3.1, two antipodal rays in the domain are mapped to a single ray in the codomain. Hence, for F 1 ρ A to be surjective, it would have to cover the codomain twice, which is not possible by Observation 3.5. Now let ρ a 1 ρ A = 1. Then there exists a vector v in the domain so that the ray v + := {αv : α ∈ R ≥0 } is mapped to the origin by . Assume this ray lies in the orthant spanned by e 1 := (1, 0) and e 2 := (0, 1) . There are two cases to distinguish. In the first case, v is some multiple of either e 1 or e 2 , i.e., it lies in the orthant boundary. Say, it is some multiple of e 1 . Then the orthants spanned by e 1 , e 2 and by e 1 , −e 2 are mapped either to rays or points. In any case, the length of the intersection of these images with the unit circle is 0, which means that the overall length of the intersection of the image of F A with the unit circle is smaller than 2π. Now assume that v lies in the interior of the orthant spanned by e 1 , e 2 and denote by v 1 , v 2 , v 3 , v 4 the images of e 1 , e 2 , e 3 , and v 4 , respectively. Then the rays v + 1 and v + 2 are antipodal and thus form a line through the origin, which intersects the unit circle in a set of length 0. A minimum requirement for F A to be surjective is that each open halfspace induced by contains one of the vectors v 3 , v 4 . If v 3 , v 4 are antipodal as well, we are done. If not, then they are contained in an open halfspace induced by some line through the origin. This halfspace also contains either v 1 or v 2 . Say, it contains v 1 . Then it also contains the images of the orthants spanned by e 3 , e 4 and e 4 , e 1 , which implies that these intersect the unit circle in a length smaller than π. But then v 2 , v 3 would have to span a cone whose intersection with the unit circle is longer than π for F A to be surjective, which is not possible. The case that v 2 , v 3 , v 4 are contained in the same open halfspace follows analogously.
Recall that, by convention, the λ i are enumerated in ascending order, starting with ρ a (A) = λ 0 . Observations 3.5 leads to:
Conjecture 3.6. Let A ∈ M n (R) and assume that | Spec a (A)| ≥ n − 1. We conjecture that F A is not surjective if λ n−2 ≥ 1.
Final Remarks
Rump's work [Rum97] contains a wealth of properties and characterizations of the sign-real spectral radius. We partly investigated if these transfer to the aligning spectral radius. But numerous interesting questions can still be found by simply turning the pages of the aforementioned reference. Most obviously, the exponential number of signatures leads to:
Conjecture 4.1. Let A ∈ M n (R). Then the calculation of ρ a (A) is NP-hard.
We further remark that there exists an extension of Perron-Frobenius theory to real tensors. A survey on the topic can be found in [CQZ13] . The sign-real spectral radius has already been generalized after this fashion in [AS18] . This naturally raises the question whether the same can be achieved for the aligning spectral radius. The formal generalization of the concept will, in all likeliness, turn out to be a straightforward diligence work. The interesting question for additional investigations is, if and how this generalization can unfold some meaningfulness in the realm of real tensors.
