This paper considers two-and three-machine flow-shop makespan scheduling problems with additional times separated from processing times.
Introduction
Historically, for the two-machine flow-shop makespan scheduling problem, Maggu et al [10] extended well known Johnson criterion [7] in the usual twomachine flow-shop makespan scheduling problem for constructing an optimal sequence to two-machine permutation flow-shop case with arbitrary time lags (start lag and stop lag) and transportation times of jobs between machines, and on the other hand, Sule [18] and Maruyama and Nabeshima [11] separately extended Johnson [7] and Yoshida and Hitomi [20] results to the similar twomachine permutation scheduling problem with separated sequence-independent setup times and removal (clean up) times.
For a three-machine flow-shop makespan scheduling problem with sequenceindependent setup times, Yoshida and Hitomi [20] has shown that the passing of jobs may produce a sequence having minimum makespan, and Maruyama and Nabeshima [11] proposed two solvable cases under some restraints on removal 348 
© 1984 The Operations Research Society of Japan
Flow·Shop Makespan Scheduling Problems times for similar problem with sequence-independent setup times and removal times.
Practical significances of those additional times are obvious and are described in detail in the papers [12] , [20] , [10] and [18] .
Then in the first sections ( § § 2.1-2.3) in this paper we investigate 349 a general two-machine flow-shop makespan scheduling problem with such five additional times under the same assumptions as in the usual two-machine flowshop case [4] [2] and show by simple examples that the passing of jobs may produce an optimal schedule. Next, we give, in permutation scheduling case, an optimal algorithm, that is, a criterion for constructing an optimal sequence in our general problem. Our algorithm includes known 'algorithms as special cases.
In sections § § 3.1-3.7, this paper deals with a three-machine permutation makespan scheduling problem with sequence-independent setup times and, in order to cralif~ not only the relation among polynomially solvable cases [6] [5] but also the superiority of a specified sequence w 1 as an approximate sequence, we identify several new sufficient optimality conditions for w
•
In this paper, the following notations are used. Step 3. Construct an optimal sequence by Johnson's working procedure [7] [2]
in usual two-machine n-job problem for the reduced problem in ste,p 2.
Step 4. An optimal sequence constructed in step 3 also gives an optimal sequence for the original general 'permutation scheduling problem.
n).
(
(2) Similarly we obtain for S' + max (4) and (6) Substituting (5) and (7) 
, if an inequality:
Subtracting S ~-S~+T .+S 1.-S~+T. from both sides of (8), it follows
3. Solvable Cases and An Approximate Sequence w 1 in Three-Machine Case with Sequence-Independent Setup Times Alone
An Expression of Makespan
Let every job be available at time zero and be processed on three machines
, Mz, M3 in that order and no passing of jobs be allowed.
For any sequence w= (1,2, . •. ,n-l,n) in which number i means i-th job in w, completion time C t U) of the processing of job i on M t is determined by reccurrence relation:
where Ct(i-l)'~5i denotes completion timE! of the setup for job i on M 
3.2
Then, makespan of w, M(w), can be E!xpressed by critical path approach. 
s, i=s+l
Notice that this is a machine-base expression of the makespan. As preliminary for deriving our results, we need this relation.
From (9) it follows
where, in a case rO~l, rO and SO denote the corner jobs on the first machine Ml and the second machine Mz respectively along any critical path for M(w).
Therefore, we can express M(w) as Then, for any sequence w= (1,2, . .. ,n-1,n), the makespan of w, mew), in the related two-machine problem is expressed by (12) 
where, in a case uO~l, UO is a corner job on the first machine along any critical path for mew) and in a case uo=O which can happen when 1 3 Sl+P1 1+P1,2-S1 ~ 0, critical path for mew) exists on the second machine alone.
From (12) , we have ( 13) _ B(w; UO).
Then, from (10) and (13), it follows V{rO, SO}, Vuo~O;
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Similarly we have from (11) and (13)
Here, if we put s=uo and r=uO to the expressions in the brackets of (15) and (16) respectively, those expressions become zero. Therefore,
( 18) ° u , s) ~ 0 and E(w; r, UO) ~ 0 follow.
From (15) and (16) we obtain
On the other hand, it follows from (14)
Similarly we obtain from (16)
From the above it follows 3 E (P. 2-S,) 
Then, we have from (13) n 3 Vu(O~u~n), Vue; M(w; r=s=u) ~ mew) -E (P. 2-S') i=1 ~, ~ max M(w; r=s=u) = M(w; r=s=uO) ~ M(w).
O~u~n
So that from (17), (18) and (19) we have the following inequalities (20) in Theorem 1:
Theorem 1. For any sequence w= (1,2, . .. ,n-l,n) in our three-machine problem, we have (20) V{rO, so} (O~rO~sO~n) for M(w), VuO(O~uo$n) for mew),
Fundamental Result derived from Theorem 1
From Theorem 1 we obtain the following lemma which shows equivalent conditions for any sequence.
In the next section those equivalent conditions are shown to become sufficient optimality conditions for a specified sequence w 1 which is constructed by using a single criterion (1) .
Lemma. For any sequence w=(1,2 •... ,n-l,n) in our three-machine problem.
the following conditions (21). 1).2),3) and 4) where rO and SO are for M(w) and UO is for mew) are equivalent to each other. In this ease, it follows u=uo for some Uo.
Proof: 1). Condition 1) yields (21) from (20) .
2). Max-terms in 1) take their maxima when r=ro and s=so respectively.
Since max-terms in 1) are not negative in itself and 2) yields their nonpositivities, 1) follows from 2).
3). If 3) holds, 2) follows. Next if (21) holds, we have a critical path expression of M(w) from (13) M(w) 
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This shows that there exists some critical path for M(w) which has corner job set irQ, SO} satisfying rO=so=uo, that is, 3) holds.
From the above, we have 3) ~ 2) => 1) => (21) => 3).
4). 4) is equivalent to (21) from (20).
So that the conclusion of the lemma follows. Proof: Since the equivalence of (F), (F'), (F") and (F"') follows from that of conditions (21) 
Sufficient Optimality Conditoins for

Remark. Bound of M(U.'l) -M(W O ).
Directly from the above proof, a bound of the deviation of an approximate value M(w 1 ) by an approximate sequence w 1 from an unknown optimal value }!(w O ) is given by 
Proof: 1). (A 2 ) yields (F'). 2). CA) yields (A 2
).
3). Assume that (F') in Theorem 2 does not follow from (A 3 ), then we have for
and
In (22) and (23) we have from (A 3  ) respectively. Therefore, from (22) and (23) 2) .
Remark. (A 2
) and (A]) are weaker than (A) and (A 4 ) respectively.
A Condition (G) (A)
We show here an additional condition (G) which has similar inequalities to a fundamental condition (F'), but is slightly stronger than (F').
A condition (G) is
Then next theorem holds:
Numerical Examples Illustrating Solvable Cases
We present three simple examples for illustrating some solvable cases, in which the first two are for our problem with setup times and the last one is for the usual flow-shop case.
Example 1. (Condition A 2 )
Consider a problem (n=6, m=3) given in Table 2 . Although condition (A) does not hold, observing w 1 = (1,2,3,4,5,6) and (1,2,4,3,5,6 ), we find that w 1 = (1,2,3,4,5,6 ) satisfies the second inequalities of weaker condition (A 2 ).
cf. Table 2 . So that this w 1 is an optimal sequence. Here another w 1 is not optimal (M(w 1 )=49). If we put S~=14 in Example 1 (Table 2) , then under S~~16 second inequalities of (A 2 ) is also satisfied by w 1 =(1,2,3,4,5,6) and so this w 1 remains optimal.
In this S~ > 1 3 1 2 case we have S1+ P 1 1 and S 1 ~ max(S1+ P 1 1 ' S1)+P 1 2 for , , 1 3 M(w 1) and S1+P 1 1+P 1 2-S1 5 -5 for mew 1)' which means that critical paths for Specifically in a case S2=14 and S3=16 in Table 2 , we have (F): 
(Usual flow-shop case [14] )
For a problem (n=6, m=3) given in Table 4 Vi(15i~n-1); P i 2~P i+l l' is satisfied. cf. Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
Ichiro NabeshimJl and Shigeko MaruyamJl
The weakest condition which may be most useful is (F") and that which soes not contain corner jobs rO and S° is (G) or equivalently (A 2 ).
It setup times are assumed to be included in the processing times, Figure Szwarc [19] and Raghavachari [16] respectively, whereas our results show their mutual relation including other conditions.
Concl us;on
First we investigated the optimality of the passing of jobs and proposed optimal permutation algorithm in general two-machine flow-shop makespan scheduling problem with five independent times, that is, setup and removal times, start and stop lags and transportation times, separated from processing times.
Proposed algorithm includes known algorithm as special cases and constructs an optimal sequence in polynomial-time O(n log n).
Next we considered NP-complete three-machine flow-shop makespan scheduling problem with separated sequence-independent setup times alone in order to identify solvable cases and an approximate sequence.
Proposed sufficient optimality conditions for a specified sequence w 1 identify the optimality of w 1 1n polynomial time O(n log n).
Therefore, several types of polynomially solvable cases and their incluS10n relation and also the superiority of that sequence w t as an approximate sequence were clarified in our NP-complete problem.
Note that our conditions always yield an optimal sequence w 1 having a critical path with corner jobs rO and sa such that (F"): rO=so=uo (O~uO~n) holds, that is, generally (2suOsn-l) having a critical path with two horizontal and one vertical segments as exemplified in Table 3 (ro=so=2, or 3) and Table  5 
(ro=so=3).
As already noted, our results are reduced to the results in the usual NP-complete three-machine permutation flow-shop makespan problem and extends known solvable cases when we put every setup times zero. cf. [13] [14] [17] As further extensions of the results for the present three-machine case, we remark that 1. our results can be further generalized for general NPcomplete m-machine (~3) permutation case, having, for ~4, additional conditions derived by applying the transformation method {2] first proposed in [15] , and 2. including further the transportation times, time lags and/or
suitably restricted removal times l.n our problem, we can obtain more general complicated results.
