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Naslov: Nadzor in upravljanje vsebnikov Docker  
V informacijskem sistemu viri niso neomejeni, zato je potrebno poskrbeti, da so pod nadzorom, 
kakor mora biti pod nadzorom tudi delovanje celotnega informacijskega sistema. Vsebnik 
Docker kot del informacijskega sistema je v tej nalogi predmet nadzora. 
V diplomski nalogi je predstavljena vrsta orodij za nadziranje vsebnikov Docker: od 
enostavnega, v vsebnik Docker vgrajenega orodja, do kompleksnejših SaaS storitev v oblaku 
in rešitve v platformi Kubernetes. Na praktičnem primeru je prikazana uporaba nekaterih 
predstavljenih orodij. 
Na podlagi primerjalne analize so oblikovani predlogi, katero nadzorno orodje izbrati glede na 
kompleksnost in pestrost nadzorovanih elementov, ter dodatne smernice, ki so lahko v pomoč 
pri odločitvi, kateri nadzorni sistem uporabiti. 
Ključne besede: nadzor vsebnikov Docker, Docker stats, Google cAdvisor, Prometheus, 




Title: Monitoring and managing Docker containers 
Resources in the information system are not unlimited. Therefore, we should monitor resource 
usage as we monitor the operation of the information system. Docker container as a part of an 
information system is our main monitoring objective in this thesis. 
A set of tools for monitoring Docker containers is presented: from a simple, in-built tool, to 
more complex SaaS service cloud monitoring tools. The Kubernetes platform monitoring tools 
are also presented. A practical example illustrates the use of some of the presented tools. 
Based on the comparative analysis, proposals are made for the use of proper monitoring tool in 
the aspect of the complexity and diversity of monitored elements and additional guidance that 
can be helpful in deciding which monitoring tool to use. 
Keywords: monitoring Docker Containers, Docker stats, Google cAdvisor, Prometheus, 








Poglavje 1 Uvod 
Viri so vedno omejeni. To velja v realnem življenju in tudi v informacijski tehnologiji. 
Posledično potrebujemo nadzor nad viri, da poskušamo prilagoditi delovanje informacijskega 
sistema glede na porabo virov. Nenadzorovana poraba virov slej ko prej privede do neželene 
situacije. V informacijski tehnologiji je to nedelovanje sistema ali skupine sistemov. Podjetja 
lahko posledično ostanejo brez možnosti poslovanja, kar povzroča gospodarsko škodo in še bi 
lahko naštevali … 
Glede na vzpon uporabe vsebnikov Docker so nova znanja za njihov nadzor in upravljanje 
naslednji korak v smeri obvladovanja in nadzora informacijskih sistemov ne glede na 
raznolikost komponent informacijskega sistema. 
Cilji diplomskega dela so pregled aktualnih nadzornih orodij za vsebnike Docker ter na podlagi 
potreb in raznolikosti posameznega informacijskega sistema predlagati primerno nadzorno 
rešitev. Ker je orodij za nadzor vsebnikov Docker ogromno, so tu predstavljena tista orodja, ki 
so danes razširjeno v uporabi, imajo potencial in so najpogosteje zastopana v strokovni 
literaturi. 
  














Poglavje 2 Viri v informacijski tehnologiji 
Viri v začetnem obdobju informacijske tehnologije so bili zelo neizkoriščeni, saj so bile 
aplikacije nameščene direktno na fizično strojno opremo (osebni računalnik), na kateri je že bil 
nameščen operacijski sistem. Posameznik, ki je upravljal s tem računalnikom, je bil omejen z 
viri svojega računalnika. Kasneje smo dobili prve fizične strežnike, do katerih so dostopali 
uporabniki s svojimi osebnimi računalniki in si v določeni meri že delili vire za uporabo 
aplikacij. 
Za boljšo izkoriščenost virov strojne opreme se je razvila virtualizacija. S hipervizorji (angl. 
hypervisor), kot na primer KVM, XEN, ESX, Hyper-V, je prišlo do emulacije strojne opreme 
za potrebe virtualne postaje (angl. virtual machine). Virtualne postaje imajo lahko različen 
operacijski sistem kot njihov gostitelj (fizična strojna oprema). Z virtualizacijo smo lahko 
izolirali aplikacije v posamezno virtualno postajo [3]. 
Naslednja stopnja razvoja je bila odstranitev hipervizorja, s čimer se je zmanjšala potreba po 
emulaciji strojne opreme in posledično kompleksnost. Vsebniška virtualizacija namesto 
hipervizorja uporablja virtualizacijo na nivoju gostiteljevega operacijskega sistema. Aplikacije 
v paketu s svojim potrebnim okoljem za delovanje so nameščene kot vsebniki. Vsak vsebnik 
ima svoje izolirano uporabniško okolje (angl. users space), medtem ko si preostale 
funkcionalnosti operacijskega sistema in strojne opreme lahko deli z ostalimi vsebniki. To 
posledično omogoča izvajanje več vsebnikov na enem gostitelju, ki so v primerjavi z 
virtualnimi postajami manj zahtevni po osnovnih virih informacijskega sistema. 
Tehnologije vsebnikov se delijo na vsebnike operacijskih sistemov in aplikacijske vsebnike [2]. 
Vsebnik operacijskih sistemov je virtualizacija na ravni operacijskega sistema, v kateri jedro 
operacijskega sistema omogoča več izoliranih primerov uporabniškega prostora in ne zgolj 
enega. Takšni vsebniki z vidika programov, ki se v njih izvajajo, izgledajo kot pravi računalniki. 
Nekaj primerov vsebnikov operacijskih sistemov: 






 LXC: Zagotavlja virtualizacijo na ravni operacijskega sistema Linux, ki omogoča 
izvajanje več izoliranih Linux sistemov (vsebnikov) z uporabo enega samega Linux 
jedra. 
 Solaris Zones: Solaris vsebnik je skupek kontrol sistemskih virov in mejnih 
separatorjev, kar predstavlja posamezno območje. Vsako območje se obnaša kot 
popolnoma izoliran virtualni strežnik z eno instanco operacijskega sistema.  
 OpenVZ: Zagotavlja virtualizacijo na ravni operacijskega sistema Linux, ki 
omogoča zaganjanje izoliranih instanc operacijskega sistema, zasebnih virtualnih 
strežnikov (angl. Virtual private servers VPS) ali virtualnih okolij (angl. virtual 
environments VE). 
Aplikacijski vsebnik je virtualizacija aplikacije. Popolnoma virtualizirana aplikacija ni 
nameščena kot tradicionalna aplikacija, čeprav je njeno izvajanje takšno, kot bi bila tako 
nameščena. Virtualizirana aplikacija v izvajanju je neposredno povezana z gostiteljevim 
operacijskim sistemom in vsemi njegovimi viri, vendar je njeno izvajanje v različnih obsegih 
izolirano. Razlika med vsebnikom operacijskega sistema in aplikacijskim vsebnikom je, da 
lahko v vsebniku operacijskega sistema poganjamo več procesov in/ali storitev, medtem ko 
aplikacijski vsebnik omogoča izvajanje ene storitve ali enega procesa. Aplikacijski vsebnik 
omogoča razvijalcem, da združijo svojo aplikacijo z vsemi potrebnimi komponentami, 
knjižnicami in drugimi odvisnostmi ter jih predajo v uporabo kot celoto. Primer aplikacijskega 
vsebnika je vsebnik Docker. 
2.1 Zakaj je potreben nadzor in kaj nadziramo 
Nadzor je z vidika razpoložljivih informacijskih virov pomemben že v fazi načrtovanja: 
 zaradi načrtovanja virov, ki jih bomo potrebovali pri izvajanju informacijskega 
sistema, 
 zaradi porabe virov, če izvajanje informacijskega sistema poteka v okolju, kjer so 
viri omejeni. 






Konstantni nadzor s funkcijo alarmiranja nam je v pomoč, da po potrebi ukrepamo, preden se 
zgodi nedelovanje ali neodzivnost nadzorovane storitve ali informacijskega sistema (zaradi 
anomalij v delovanju ali preobremenjenosti, kadar prehajamo mejne vrednosti razpoložljivih 
virov). 
Ne glede na tip informacijskega sistema ali zgolj njegove komponente je priporočljiv tudi zajem 
referenčnega vzorca v fazi normalnega delovanja, da imamo primerjavo, ko pridemo do 
trenutka, ko nekaj ne deluje kot običajno. Tak vzorec uporabimo za primerjavo metričnih 
podatkov. Iz njega razberemo parametre, ki prikazujejo drugačno stanje od normalnega. 
Nadzor nam omogoča načrtovanje servisnih akcij (primer nameščanja posodobitev, 
varnostnega kopiranja/arhiviranja …), saj razpolagamo s podatki o različnih obremenitvah 
sistema. Prav tako ga uporabljamo pri načrtovanju sprememb, povečanju zmogljivosti in 
optimizaciji okolja, ki ga nadziramo. 
Poglavitna razlika med nadzorom klasičnih delovnih postaj ali strežnikov (fizičnih ali 
virtualnih) in aplikacijskega vsebnika je ta, da je fokus pri nadzoru aplikacijskih vsebnikov na 
nadzoru njegovega procesa, poteku izvajanja in zajemanja metričnih podatkov med izvajanjem 
procesa vsebnika.  
2.2 Zakaj je potreben nadzor vsebnikov Docker? 
Vsebnik Docker je trenutno najpogosteje zastopan aplikacijski vsebnik. Vsebniki Docker so 
izolirani drug od drugega in združujejo aplikacijo ter pripadajoča orodja, knjižnice in 
konfiguracijske datoteke. Vsebniki so izdelani iz slik (angl. images), ki natančno določajo 
njihovo vsebino. Slike so pogosto ustvarjene s kombiniranjem in spreminjanjem standardnih 
slik, prenesenih iz javnih repozitorijev (npr. Docker Hub). 
Vsebniki Docker pospešeno vstopajo v informacijske sisteme. Posledično bo nadzor nad 
njihovim delovanjem postal nujen. Orodja, predstavljena v nadaljevanju, nam pobliže 
predstavijo rešitve na področju nadzora vsebnikov Docker. Na podlagi predstavitve, praktične 
izkušnje in primerjalne analize je cilj predlagati primerno orodje za nadzor vsebnikov Docker 
glede na potrebe posameznega informacijskega sistema.  












Poglavje 3 Orodja za nadzor vsebnikov Docker 
Z vzponom uporabnosti in popularnosti vsebnikov Docker se pojavlja tudi vedno večja težnja 
po orodjih, s katerimi lahko nadziramo te vsebnike in njihovo interakcijo s preostalim IT 
okoljem. V nadaljevanju sledi predstavitev nekaterih nadzornih orodij: od v vsebnik Docker 
vgrajenega orodja, ki ga uporabimo kot osnovo ali začetno točko nadziranja vsebnikov Docker 
preko popolnejših in kompleksnejših nadzornih orodij, ki so nameščena v lokalnih okoljih, vse 
do celovitih nadzornih rešitev, ki so del storitev v oblaku (SaaS storitve). Na koncu so 
predstavljene še nadzorne rešitve platforme Kubernetes, ki je orodje za upravljanje in 
orkestracijo vsebnikov Docker. Predstavljena orodja so bila izbrana na podlagi njihove 
najpogostejše zastopanosti v obstoječih informacijskih sistemih in strokovni literaturi. 
Zadostijo pa večini potreb povprečnega uporabnika.  
3.1 Lokalno nameščena orodja 
3.1.1 Docker stats 
»Docker stats« je standarden ukaz, ki je del izvajalnega okolja Docker [1]. Omogoča nam 
vpogled v tok podatkov enega ali več vsebnikov Docker oz. tok podatkov o porabi virov naših 
vsebnikov Docker v realnem času (slika 3.1.1.1). 
 
Slika 3.1.1.1: Docker stats – primer prikaza metričnih podatkov dveh vsebnikov Docker. 
Po zagonu ukaza dobimo prikazan seznam vsebnikov s statističnimi podatki: 






 CPU %: Podatek nam prikazuje, koliko razpoložljivega CPU vira uporablja vsebnik. 
 MEM USAGE/LIMIT: Podatek nam prikazuje, koliko pomnilnika porablja vsebnik. 
Prav tako prikazuje mejo, koliko pomnilnika lahko porabi (če meja ni nastavljena, 
je tu navedena vrednost celotnega pomnilnika, ki je na voljo na gostitelju). 
 MEM %: Podatek nam prikazuje odstotno vrednost porabljenega pomnilnika (od 
maksimalno razpoložljivega). 
 NET I/O: Podatek nam prikazuje mrežni promet v in iz vsebnika. 
Tok statističnih podatkov lahko v času izvajanja vsebnika pade na 0, ker ukaz prikazuje zgolj 
tok statističnih podatkov vsebnikov, ki se izvajajo. 
V primeru izvajanja večjega števila vsebnikov in težav oz. pomanjkanja virov gostitelja lahko 
z dopolnjenim ukazom docker stats $ (docker ps –q) pridobimo tok statističnih podatkov o vseh 
vsebnikih v izvajanju, kjer zlahka identificiramo problematičnega, ki ga posledično lahko 
ustavimo. Rezultat nam prikaže seznam, kjer so vsebniki navedeni z identifikacijsko številko 
namesto z imenom (slika 3.1.1.2). 
 
Slika 3.1.1.2: : Docker stats – primer prikaza metričnih podatkov več vsebnikov Docker v 
izvajanju. 
3.1.2 Google cAdvisor 
Google cAdvisor (Container Advisor) omogoča uporabnikom vsebnikov Docker spremljanje 
porabe virov in zmogljivosti vsebnikov v izvajanju. Google cAdvisor zbira, združuje, obdeluje 
in izvaža informacije o vsebnikih v izvajanju [1]. 
Po končani namestitvi bo Google cAdvisor takoj začel zajemati metrične podatke, ki so podobni 
kot zbrani podatki pri predhodno omenjenem orodju docker stats. cAdvisor predstavi podatke 






vsebnikov skupaj z metričnimi podatki gostitelja skozi spletni vmesnik, ki je privzeto dosegljiv 
na naslovu http://[IP/hostname]:8080. Na tem naslovu nas pozdravi Google cAdviser logotip 
in pregled nad viri gostitelja. Viri gostitelja so prikazani kot merilniki (slika 3.1.2.3), skozi 
katere se da hitro ugotoviti vire, ki se približujejo svojim mejnim vrednostim. 
 
Slika 3.1.2.3: Google cAdvisor – prikaz virov gostitelja. 
Na omenjenih merilnikih (slika 3.1.2.3) je videti, da porabe CPU praktično ni, poraba 
pomnilnika pa je že 64 %. Preostali trije merilniki prikazujejo stanje zasedenosti diskovnega 
prostora. Nadaljevanje po tej spletni aplikaciji nas privede do prikaza vseh procesov, ki se 
izvajajo na gostitelju (slika 3.1.2.4). 
 
Slika 3.1.2.4: Google cAdvisor – prikaz vseh procesov, ki se izvajajo na gostitelju. 






Razlaga posameznih stolpcev tabele (slika 3.1.2.4): 
 PID: prikazuje unikatno identifikacijsko številko procesa. 
 PPID: prikazuje unikatno identifikacijsko številko starševskega procesa. 
 Start Time: prikazuje čas, kdaj se je proces začel izvajati. 
 CPU %: prikazuje odstotek porabe CPU, ki ga proces trenutno porablja. 
 MEM %: prikazuje odstotek porabe pomnilnika, ki ga proces trenutno porablja. 
 RSS: prikazuje dejansko količino porabljenega pomnilnika. 
 Virtual Size: prikazuje, koliko virtualnega pomnilnika zaseda proces. 
 Status: prikazuje trenutni status procesa (standardne procesne kode sistema Linux). 
 Running Time: prikazuje, kako dolgo se proces že izvaja. 
 Command: prikazuje, kateri ukaz zaganja proces. 
 Container: prikazuje, kateremu vsebniku pripada proces (če ni navedenega vsebnika, 
proces pripada gostitelju). 
Nadaljevanje po spletnem vmesniku orodja Google cAdvisor nas pripelje do metričnih 
podatkov porabe CPU (slika 3.1.2.5). 
 
Slika 3.1.2.5: Google cAdvisor – prikaz porabe CPU v zadnji minuti. 






Razlaga prikazanega grafa (slika 3.1.2.5): 
 Total Usage: prikazuje porabo CPU v celoti, vključujoč vsa morebitna CPU jedra. 
 Usage per Core: prikazuje porabo CPU po posameznem jedru. 
 Usage Breakdown: prikazuje porabo CPU v celoti, vključujoč vsa CPU jedra, 
razdeljeno v CPU porabo jedra operacijskega sistema (rdeče) in CPU porabo ostalih 
uporabniških procesov (modra). 
Nadaljevanje po spletnem vmesniku orodja Google cAdvisor nas pripelje do metričnih 
podatkov porabe pomnilnika. Prikaz pomnilnika je razdeljen na dva dela (slika 3.1.2.6). Modra 
črta na grafu prikazuje pomnilnik, ki je v uporabi vseh procesov gostitelja ali vsebnika, medtem 
ko je rdeče obarvano označena poraba pomnilnika, ki je trenutno v uporabi. Razlika je 
pomnilnik, ki je po potrebi lahko sproščen. 
»Usage breakdown« vizualno predstavi ves pomnilnik, ki ga imamo na razpolago (bodisi kot 
gostitelj, vsebnik ali postavljena mejna vrednost), porabljen pomnilnik vseh procesov in 
pomnilnik, ki je trenutno v uporabi. 
 
Slika 3.1.2.6: : Google cAdvisor – prikaz porabe pomnilnika. 






Nadaljevanje po spletnem vmesniku orodja Google cAdvisor nas pripelje do metričnih 
podatkov mrežnega prometa. Graf prikazuje promet na posameznem mrežnem vmesniku. Tega 
lahko spreminjamo v padajočem meniju, če imamo na voljo več mrežnih vmesnikov (slika 
3.1.2.7). Obstaja tudi graf, ki prikazuje napake na omrežju. Tipično je tak graf ravna črna, 
vrednost 0, sicer imamo težave v delovanju na strani gostitelja ali na strani vsebnika. 
 
Slika 3.1.2.7: Google cAdvisor – prikaz dogajanja na omrežju. 
Nadaljevanje po spletnem vmesniku orodja Google cAdvisor nas pripelje do metričnih 
podatkov datotečnega sistema. Datotečni sistem prikaže zasedenost diskovnega prostora 
gostitelja in delujočih vsebnikov (slika 3.1.2.8). 
 
Slika 3.1.2.8: Google cAdvisor – prikaz zasedenosti diskovnega prostora. 






Na naslovu http://[IP/hostname]:8080/docker/ (kamor kaže tudi povezava na prvi pozdravni 
strani cAdvisor) se nam prikaže spisek vseh delujočih vsebnikov (slika 3.1.2.9), podrobni 
pregled procesa Docker in lista vseh slik, ki smo jih prenesli na gostitelja. 
 
Slika 3.1.2.9: Google cAdvisor – primer cAdvisor strani za vsebnike Docker. 
Razdelek »Subcontainers« prikazuje seznam vsebnikov. Vsak vpis je povezava, ki nas pelje na 
stran z naslednjimi podrobnostmi: 
 Isolation: 
* CPU: Prikazuje dovoljen CPU vsebnika. Če nismo nastavili omejitve, bo tu 
prikazan CPU gostitelja. 
* Memory: Prikaže dovoljeno količino pomnilnika vsebnika. Če nismo nastavili 
omejitve, bo tu prikazan brez omejitve. 
 Usage: 
* Overview: Prikazani so merilniki za hiter pregled nad porabljenimi viri. 
* Processes: Prikazuje procese izbranega vsebnika. 
* CPU: Grafično prikazuje porabo CPU samo za ta vsebnik. 
* Memory: Pokaže porabo pomnilnika samo za ta vsebnik. 






Na naslovu http://[IP/hostname]:8080/docker/ najdemo v razdelku »Subcontainers« »Driver 
status«, kjer so prikazane osnovne informacije procesa Docker in osnovne informacije gostitelja 
(jedro, ime, operacijski sistem). Prav tako postreže s številčnimi informacijami vsebnikov in 
slik in s pregledom datotečnega sistema. Sledi seznam vseh slik Docker, ki so na voljo na 
gostitelju. Prikazuje Repository, Tag, Size, čas, kdaj je slika nastala in ID številko. To pove, od 
kje je posamezna slika (Repository), katero verzijo slike smo prenesli (Tag) in kako velika je 
(Size). 
Če povzamemo, orodje Google cAdvisor nudi odličen pregled nad dogajanjem v realnem času 
oziroma v časovnem okviru ene minute. Za podatke, starejše od ene minute, potrebujemo 
podatkovno bazo, kamor bomo shranjevali metrične podatke. 
3.1.3 Prometheus 
Je odprtokodni sistem za nadzor razvit v podjetju SoundCloud. Ima močno temeljno bazno 
okolje, ki shranjuje/uvaža podatke kot časovne serije dogodkov [1]. Vire metričnih podatkov, 
ki jih razume orodje Prometheus, najdemo na končnih točkah različnih API-jev, ki se tipično 
imenujejo /metrics [11]. Kot vir metričnih podatkov bomo v tem primeru uporabili orodje 
Google cAdvisor, ki nam lahko razkrije vse metrične podatke na svoji končni točki /metrics 
(npr. http://localhost:8080/metrics); ti podatki se posodobijo vsakokrat, ko osvežimo (ali 
ponovno naložimo) omenjeno končno točko (slika 3.1.3.10). 
 
Slika 3.1.3.10: Prometheus – prikaz cAdvisor /metrics. 






Kot vidimo na sliki, gre za dolg niz podatkov v tekstovni obliki. Prometheus deluje tako, da 
pobira podatke iz končne točke /metrics na določene časovne intervale, ki jih definiramo sami. 
Podatki so v formatu, ki ga Prometheus razume in posledično so lahko uvoženi v bazo. To 
pomeni, da lahko z uporabo močnega vgrajenega jezika za poizvedbe začnemo z obdelavo 
zajetih podatkov. 
Prometheus po namestitvi najdemo na URL naslovu: http://[IP/localhost]:9090. Ob prvem 
zagonu bomo pripeljani na statusno stran, kjer dobimo osnovne informacije o namestitvi. 
Pomemben del te strani je seznam ciljev. Ta seznam predstavlja URL naslove, ki jih bo 
Prometheus uporabljal za izvor metričnih podatkov. Tukaj lahko vidimo URL Google cAdvisor 
orodja (slika 3.1.3.11). 
 
Slika 3.1.3.11: Prometheus – prikaz ciljnega naslova za metrične podatke. 
Če se iz statusne spletne strani preko menija na vrhu te strani premaknemo na »Graph«, lahko 
začnemo uporabljati jezik za poizvedbe, ki je vgrajen v Prometheus. V prostor za besedilo 
vpišemo želeno poizvedbo in po kliku na »Execute« pridobimo predstavljene rezultate naše 
poizvedbe v grafičnem ali tabelaričnem načinu (slika 3.1.3.12). 
 
Slika 3.1.3.12: Prometheus – poizvedba in grafični prikaz rezultatov. 






Za boljšo vizualizacijo lahko uporabimo tudi orodje Grafana, ki deluje kot spletna aplikacija, 
ki poskrbi za boljšo grafično predstavitev podatkov iz orodja Prometheus skozi različne 
nadzorne plošče (slika 3.1.3.14). Po uspešni namestitvi je Grafana privzeto dostopna na 
naslovu: http://localhost:3000. Nastavimo povezavo z orodjem Prometheus (slika 3.1.3.13). 
Orodje Grafana je možno povezati tudi z drugimi viri podatkov, ne zgolj z orodjem Prometheus 
(npr. Graphite, InfluxDB, Elasticsearch, …) [16]. 
 
Slika 3.1.3.13: Grafana – prikaz povezave z orodjem Prometheus. 







Slika 3.1.3.14: Grafana – prikaz grafične nadzorne plošče. 
3.1.4 Zabbix 
Zabbix je odprtokodno nadzorno orodje za različne IT komponente (strežnike, virtualne 
strežnike, omrežne komponente, oblačne storitve …) [1]. Z Zabbixom je mogoče zajemati 
različne tipe podatkov iz vseh IT komponent. Orodje Zabbix sestavljajo strežnik Zabbix in 
agenti Zabbix, ki so nameščeni na podprte platforme (Linux, UNIX, Windows …). Nameščeni 
agenti Zabbix pošiljajo metrične podatke (CPU, pomnilnik, mrežni promet …) strežniku 
Zabbix. Visokozmogljiv nadzor v realnem času je primeren tako za mala kot tudi večja IT 
okolja. Poleg zajema podatkov so na voljo različne možnosti vizualizacije oz. predstavitev 
podatkov in enostavne možnosti analize podatkov za namen alarmiranja ali opozarjanja. Zabbix 
ponuja odlične zmogljivosti za zbiranje podatkov. Razširjene možnosti nadzora so na voljo z 
uporabo posrednikov Zabbix (angl. Zabbix proxies). V tej nalogi se bomo osredotočili le na 
funkcionalnosti nadzora vsebnikov, sicer nam to orodje omogoča veliko več. 
Po uspešni namestitvi odpremo Zabbix v brskalniku (naslov URL je odvisen od nastavitev v 
fazi namestitve), kjer nas pozdravi vpisna maska. Po uspešni prijavi moramo dodati predloge 






(angl. templates). To so  vnaprej nastavljene nastavitve, ki dodajo dodatno vsebino statističnim 
podatkom, ki jih Zabbix agenti pošiljajo strežniku in avtomatsko zaznavo vsebnikov. Po 
uspešno uvoženih predlogah je potrebno konfigurirati še gostitelja, ki gosti vsebnike Docker 
(slika 3.1.4.15).  
 
Slika 3.1.4.15: Zabbix – konfiguracija gostitelja vsebnikov Docker. 
Pomen konfiguracijskih elementov je naslednji: 
 Host name: Ime gostitelja vsebnikov Docker. 
 Visible name: Predstavlja ime, s katerim bo gostitelj viden v Zabbixu. 
 Groups: Predstavlja pripadnost skupini v Zabbixu, katere član bo ta gostitelj. 
 Agent interfaces: IP naslov ali DNS ime našega gostitelja Docker. 
 Enabled: Stikalo, ki vklaplja ali izklaplja nadzor. 
  






Preden dodamo gostitelja, v zavihku »Templates« povežemo še ustrezne predloge (slika 
3.1.4.16). 
 
Slika 3.1.4.16: Zabbix – povezovanje ustrezne predloge. 
Če smo vse naredili pravilno, se premaknemo na zavihek »Monitoring« in v razdelku »Latest 
data« uporabimo filter za našega gostitelja, kar nam prikaže podatke gostitelja. Če v začetni 
fazi še nimamo podatkov o vsebnikih Docker, jih samodejno poskuša najti vsakih pet minut 
(slika 3.1.4.17). 
 
Slika 3.1.4.17: Zabbix. 






Za vsak vsebnik Docker Zabbix beleži naslednje metrične podatke: 
 Container is running (pri čemer je Container zamenjan z dejanskim imenom 
vsebnika): Prikazuje ime vsebnika in status njegovega izvajanja. 
 CPU system time: Prikazuje sistemsko porabo CPU vsebnika. 
 CPU user time: Prikazuje uporabniško porabo CPU vsebnika. 
 Used cache memory: Prikazuje količino porabljenega predpomnilnika vsebnika. 
 Used RSS memory: Prikazuje količino porabljenega pomnilnika vsebnika. 
 Used swap: Prikazuje količino porabljenega virtualnega pomnilnika vsebnika. 
V primerjavi z orodjem Google cAdvisor so to identični metrični podatki. Dodaten je le »Used 
swap«. 
Prav tako imamo možnost kreiranja poljubnih grafov (slika 3.1.4.18) na podlagi zajetih 
metričnih podatkov (v menijskem razdelku History-Custom graphs). 
 
Slika 3.1.4.18: Zabbix – grafični prikaz metričnih podatkov. 
Dodatna funkcionalnost nadzornega orodja Zabbix so tudi sprožilci, ki so definirane akcije, ko 
metrični podatki dosežejo določene kriterije. 







Slika 3.1.4.19: Zabbix – prožilec v primeru nedelujočega vsebnika Docker. 
Primer nedelujočega vsebnika Docker (slika 3.1.4.19) spremeni status nadzorovanega vsebnika 
v »PROBLEM« »Servirity« spremeni v »Disaster«. Sprožilec lahko proži različne akcije: od 
obveščanja preko elektronske pošte do zagona poljubne skripte ali celo proži sprožilec pri 
drugem ponudniku storitve (npr. PagerDuty). 
3.1.5 Sysdig 
Sysdig je odprtokodno Linux orodje, ki nam poda enostaven vpogled v obnašanja Linux 
sistemov in vsebnikov [1]. Ob običajnemu nadzoru in odpravljanju težav na sistemskem nivoju 
vključuje še uporabo različnih orodij z različnimi vmesniki (strace, lsof, tcpdump …). Sysdig 
združuje vsa ta orodja v enotno in konsistentno orodje z enostavno uporabo. Njegovo delovanje 
omogoča globok vpogled v izvajanje vsebnikov.  
Sysdig zagotavlja dodatno vrednost s poudarkom na naslednjih ključnih načelih: 
 Ponuja podporo vsem Linux vsebniškim tehnologijam (vključno z Docker, LXC, 
itd.). 
 Ponuja enoten, skladen in granuliran vpogled v procesiranje, omrežje, pomnilnik in 
prostor za shranjevanje. 
 Omogoča ustvarjanje datotek za sledenje, kar nam omogoča, da lahko morebitne 
težave kasneje analiziramo brez izgube podatkov. Te datoteke vsebujejo bogat nabor 
podatkov o stanju sistema. 
 Ponuja poizvedovalni jezik za brskanje po informacijah v naravni in interaktivni 
obliki. 






 Vsebuje bogato knjižnico skriptov Lua za reševanje običajnih težav (tako 
imenovana chisels-dleta). 
 Ponuja enostaven intuitiven in popolnoma prilagodljiv uporabniški vmesnik, ki se 
imenuje csysdig. 
Orodje Sysdig po uspešni namestitvi ob zagonu ukaza »sudo sysdig« prikaže tok podatkov v 
živo. Ker je to ogromno informacij, moramo uporabljati filtracijo podatkov, da dobimo to, kar 
želimo. Če želimo zajeti podatke za kasnejšo analizo, uporabimo »sudo sysdig –w 
~/monitoring.scap«. Ta bo podatke, ki smo jih prej opazovali v živo, zbiral v sledilni datoteki. 
Sledilno datoteko lahko po zaključku zbiranja podatkov uporabimo za pridobivanje želenih 
informacij na podlagi filtrirnih poizvedb. V takšni sledilni datoteki se zapisuje celotno stanje 
sistema, kar vključuje tudi podatke o vsebnikih Docker (če se seveda izvajajo). Poizvedba, ki 
nam prikaže in filtrira vsebnike iz prej omenjene sledilne datoteke, se glasi »sudo sysdig –r 
~/monitoring.scap –c lscontainers«. Ker so poizvedbe z veriženjem večjega števila ukazov 
vedno bolj kompleksne in problematične, ima Sysding dodatek, grafični uporabniški vmesnik 
(ki se izvaja v terminalu), imenovan Csysdig, ki omogoča lažje pregledovanje podatkov, zajetih 
z orodjem Sysdig. Kot vir podatkov imamo »Live System«, kar pomeni podatke v živo o 
celotnem sistemu (slika 3.1.5.20). 
 
Slika 3.1.5.20: Sysdig – pogled v delovanje orodja cSysdig takoj po zagonu. 






Da spremenimo trenutni pogled, pritisnemo F2, kar odpre »Views« meni, kjer izberemo 
»Containers« (slika 3.1.5.21). 
 
Slika 3.1.5.21: Sysdig – spremembe pogleda na razdelek za vsebnike Docker. 
Primer (slika 3.1.5.22) prikazuje »Containers«, pri čemer je bil klic programa »sudo csysdig –
r ~/monitoring-docker.scap«, kar pomeni, da imamo za vir sledilno datoteko »monitoring-
docker.scap« Navigacijo med seznamom vsebnikov opravljamo s puščicama na tipkovnici 
(gor/dol), izbiro potrjujemo z Enter in posledično se lahko poglobimo v podatke o posameznem 
vsebniku. S tipko »Backspace« se vedno vračamo za en nivo nazaj. 
 
Slika 3.1.5.22: Sysdig – nadzor nad vsebniki Docker iz sledilne datoteke. 
Sysdig velja za eno močnejših orodij za nadzor, ker prikaže oz. zajema ogromno informacij in 
metričnih podatkov. To lahko privede do morebitne težave, ker lahko zajemanje podatkov z 






orodjem Sysdig povzroči potrebo po veliki količini shranjevalnega prostora, kamor se odlaga 
podatke za nadaljnjo obdelavo. 
3.2 Nadzorne storitve v oblaku 
Intenzivna uporaba nadzornih orodij oz. v primeru povečanih potreb po nadzoru (bodisi 
zajemanja večjega številka informacij za sprotno ali kasnejšo obdelavo ali povečanega števila 
nadzorovanih objektov) posledično dodatno obremeni interno infrastrukturo oziroma postaja 
vedno bolj požrešna glede virov. V tem primeru imamo možnost preseliti to požrešnost v oblak 
s SaaS storitvijo. To pomeni, da na lokalnem nivoju namestimo zgolj odjemalca, ki bo želene 
metrične podatke pošiljal v oblak. 
3.2.1 Sysdig Monitor 
V poglavju Sysdig smo ugotovili, da lahko količina zajetih podatkov predstavlja določene vrste 
težav. V primeru Sysdig lahko svojo lokalno izkušnjo nadgradimo z rešitvijo Sysdig Monitor1, 
ki nam omogoča, da v oblačno rešitev pošiljamo svoje Sysdig zajete podatke. Sysdig Monitor 
je plačljiva storitev [1]. 
Po uspešni registraciji v Sysdig Monitor in namestitvi agenta se lahko preko spletnega 
brskalnika prijavimo v svoj Sysdig Monitor (slika 3.2.1.23).  
 
Slika 3.2.1.23: Sysdig Monitor – aktivni vsebniki Docker z osnovnimi metričnimi podatki. 
                                                 
1 Orodje se je preimenovalo iz Sysdig Cloud v Sysdig Monitor. 






Od tu naprej je zgodba podobna cSysdig orodju, saj lahko klikamo po zajetih metričnih 
podatkih kot v cSysdig. Posledično se odpirajo dodatne možnosti in prikaz izbranih podatkov 
(slika 3.2.1.24). 
 
Slika 3.2.1.24: Sysdig Monitor – možnost vpogleda v dodatne metrične podatke. 
Sysdig Monitor vključuje tudi t. i. »aplication overlays«, ki prikaže bolj granulirano informacijo 
o procesu v vsebniku. V prikazanem primeru izbira MySQL vsebnika in pogleda 
»App:MySql/PostgreSQL« poda informacije, kaj MySQL proces počne (slika 3.2.1.25). 







Slika 3.2.1.25: Sysdig Monitor – podroben prikaz vsebnika z uporabo funkcionalnosti 
»aplication overlays«. 
V vrstici, kjer najdemo »Views« in »Metrics«, so desno dodatne ikone, ki omogočajo: 
 Add Alert: Lahko kreiramo alarm, ki temelji na podlagi prikazanih metričnih 
podatkov. 






 Sysdig Capture: Odpre dialog, kjer lahko zajamemo sledilno datoteko, ki je 
prenesena v Sysdig Monitor. Ko je na voljo, si jo lahko prenesemo k sebi ali jo 
analiziramo kar v spletnem vmesniku. 
 SSH Connect: Odpre oddaljen terminal iz Sysdig Monitor spletnega vmesnika, kar 
je uporabno, če želimo v danem trenutku dostopati do strežnika z agentom (npr. v 
primeru takojšnjega odpravljanja težav). 
 Pin to dashboard: Doda trenutni pogled k nadzorni plošči, ki je sestavljena po meri.  
Pregled topologije iz ptičje perspektive prikaže interakcije med vsebniki in gostiteljem (slika 
3.2.1.26). 
 
Slika 3.2.1.26: Sysdig Monitor – topologija interakcije med vsebniki in gostiteljem. 







Datadog je nadzorna SaaS storitev, ki zagotavlja nadzor nad strežniki, bazami podatkov, orodji, 
vsebniki in storitvami skozi svojo platformo za nadzor in analitiko [1]. Tudi ta storitev uporablja 
agenta, ki je nameščen na gostitelju, ki periodično pošilja metrične podatke nazaj v Datadog. 
Podpira tudi oblačne storitve Amazon Web Serrvices, Microsoft Azure, OpenStack …  
Datadog cilja k temu, da v to storitev pripeljemo metrične podatke vseh naših strežnikov, 
aplikacij, celotne infrastrukture, ki jih potem obdelujemo na enem mestu in si lahko kreiramo 
poljubne nadzorne plošče za pregled nad podatki, kakor tudi definiramo opozorila, ki nas 
obveščajo, ali je kakršna koli težava v naši infrastrukturi na katerem koli nivoju. 
Agent je tu lahko nameščen direktno na gostitelju ali kot vsebnik. Če je agent nameščen 
direktno na gostitelju, je potrebno omogočiti funkcijo Docker integration. Če je nameščen kot 
vsebnik, bo to narejeno avtomatično. Spletni vmesnik za svojo Datadog Saas storitev bomo 
našli na spletnem naslovu: https://app.datadoght.com/ (slika 3.2.2.27). 
 
Slika 3.2.2.27: Datadog – prikaz spletnega vmesnika SaaS storitve. 






Klik na »docker« (slika 3.2.2.27) nas pripelje v Docker Dashboard, kjer pridobimo vpogled v 
delovanje naših vsebnikov (slika 3.2.2.28). 
 
Slika 3.2.2.28: Datadog – prikaz nadzorne plošče za vsebnike Docker. 
Za prikaz grafov drugih metričnih vrednosti v meniju na levi strani izberemo »Metrics«. 
Posledično lahko te grafe dodajamo na svoje po meri pripravljene nadzorne plošče. Če si želimo 
nastaviti še opozorila ali alarmiranja lahko to storimo skozi izbor »Monitors« iz menija, kjer 
lahko definiramo alarme na podlagi želenih kriterijev določenega metričnega podatka. Alarmi 
so lahko poslani preko e-pošte ali storitve drugih ponudnikov (npr. PagerDuty). 
 
 






3.3 Nadzor nad vsebniki v okolju Kubernetes 
Platforma Kubernetes je odprtokodna platforma za upravljanje z vsebniki [4]. Njena osnovna 
funkcionalnost je vsebniška orkestracija. To pomeni, da so vsi vsebniki, ki za svoje delovanje 
porabljajo različne vire in posledično različne obremenitve sistema, ustrezno načrtovani za 
izvajanje v gruči gostiteljev. Platforma Kubernetes mora tudi nadzirati vse vsebnike v izvajanju 
in zamenjati nedelujoče, neodzivne ali kakorkoli drugače nezdrave vsebnike. 
Za hiter pregled nad dogajanjem v Kubernetes gruči je na voljo Kubernetes nadzorna plošča 
(slika 3.3.29). Je del platforme Kubernetes, ne potrebuje dodatne konfiguracije in omogoča 
intuitivni uporabniški vmesnik za pregled nad dogajanjem v gruči vse do nivoja posameznega 
vsebnika (slika 3.3.30). 
 
Slika 3.3.29: Kubernetes – nadzorne plošče. 







Slika 3.3.30: Kubernetes – primer prikaza vsebnikov v »kubedns« podu. 
Če želimo pregledovati metrične podatke posameznega vsebnika, moramo namestiti orodje 
Heapster, ki je Kubernetesov projekt in omogoča nadziranje Kubernetes gruč. Heapster je 
orodje, ki zbira metrične podatke in sistemske dogodke vsakega dela Kubernetes gruče. Izvor 
podatkov za Heapster je cAdvisor, ki je del kubeleta, ki teče na posameznem delu Kubernetes 
gruče. Najbolj tipična postavitev Heapster orodja je z InfluxDB podatkovno bazo v ozadju in 
orodjem Grafana kot vstopno točko za pregledovanje podatkov. 
Za nadgradnjo izkušnje nadzornega orodja v Kubernetes platformi poskrbi Prometheus 
Operator [14]. Kubernetes operator je Kubernetes aplikacija, ki je nameščena na Kubernetes in 
je upravljana s pomočjo API-jev Kubernetes in kubectl orodja [13]. Prometheus Operator služi 
izvajanju Prometheus nadzornega orodja na platformi Kubernetes, pri čemer ohranja vse 
možnosti konfiguracije platforme Kubernetes. Namestitev Prometheus Operatorja namesti tudi 
orodji Grafana in AlertManager. AlertManager je orodje, ki ga za proženje alarmov uporablja 
orodje Prometheus.  












Poglavje 4 Praktični primer uporabe predstavljenih orodij 
za nadzor vsebnikov Docker 
V tem poglavju bo s pomočjo praktičnega primera prikazana uporaba nekaterih omenjenih 
orodij, njihova namestitev, konfiguracija in osnovna uporaba. Orodja, ki bodo zastopana, so 
Docker stats, Google cAdvisor, Prometheus, Grafana, Sysdig in Sysdig Monitor. Izbor 
omenjenih orodij temelji na postopni nadgradnji uporabniške izkušnje od enostavnega do 
popolnejšega nadzornega orodja. Izpuščeni sta orodji Zabbix (nadzirali bomo zgolj vsebnike 
Docker in ne tudi preostalih komponent informacijskega sistema) in Datadog (po strokovni 
literaturi je to šibkejše orodje za nadzor vsebnikov Docker v primerjavi z orodjem Sysdig 
Monitor). 
4.1 Nameščanje nadzornih orodij 
Docker stats orodja ni potrebno namestiti, vsa ostala orodja se namestijo. Orodji cAdvisor in 
Prometheus bosta nameščeni po predlogu iz spletne strani z orodjem Docker Compose [7]. 
Orodje Docker Compose omogoča zaganjanje več vsebnikov Docker z enim ukazom. Docker 
compose uporablja konfiguracijsko datoteko docker-compose.yml. Prometheus prav tako 
potrebuje konfiguracijsko datoteko prometheus.yml, skozi katero mu navedemo vir za 
zajemanje metričnih podatkov. Z ukazom docker-compse up, ki ga zaženemo v direktoriju, kjer 
so konfiguracijske datoteke yml, dobimo aktivna nadzorna orodja cAdvisor in Prometheus. 
  






Vsebina datoteke docker-compose.yml je prikazana v izseku (slika 4.1.31): 
 
Slika 4.1.31: Vsebina docker-compose.yml datoteke. 
Vsebina datotek prometheus.yml, od koder je razvidna povezava z cAdvisor orodjem (slika 
4.1.32). 
 
Slika 4.1.32: Vsebina prometheus.yml datoteke. 
Namestitev orodja Grafana sledi predlogu za namestitev iz spletne strani [8]. Lokalna 
namestitev orodja Sysdig sledi predlogu za namestitev iz spletne strani [9]. Prvi korak za 
namestitev SaaS agenta za Sysdig Monitor je registracija na brezplačno testno različico za 
obdobje dveh tednov. Po potrditvi registracije sledimo spletnim navodilom za namestitev 
agenta. Po uspešni namestitvi in vzpostavitvi povezave med agentom Sysdig Monitor in SaaS 
storitvijo, dobimo na spletnem vmesniku SaaS storitve potrditev o uspešni povezavi (slika 
4.1.33). 







Slika 4.1.33: Potrditev s strani orodja Sysdig Monitor o uspešni namestitvi agenta. 
4.2 Primerjava orodij Docker stats in cSysdig 
Po zagonu ukaza Docker stats pridobimo vpogled v aktivne vsebnike Docker, od koder je 
razbrati, da imamo zagnane vsebnike orodij Sysdig Monitor agent, cAdvisor, Prometheus in 
Redis. Prav tako imamo omenjene vsebnike že pod nadzorom z osnovnimi metričnimi podatki 
v živo (slika 4.2.34). 
 
Slika 4.2.34: Prikaz rezultata orodja Docker stats. 
V drugem terminalskem oknu z ukazom sudo csysdig zaženemo Sysdig z enostavnim grafičnim 
vmesnikom, kjer lahko izvajamo primerjavo med prikazom osnovnih metričnih podatkov orodij 
Docker stats in Sysdig (slika 4.2.35). 







Slika 4.2.35: Prikaz orodij Docker stats in cSysdig. 
Z izborom posameznega vsebnika se lahko spustimo globlje v dogajanje izbranega vsebnika, 
kar pri orodju Docker stats ni mogoče (slika 4.2.36). 
 
Slika 4.2.36: Prikaz orodja cSysdig z vpogledom v vsebnik cAdvisor. 
 






4.3 Povezovanje orodij Prometheus in Grafana 
Spletni vmesnik za Prometheus najdemo na naslovu http://localhost:9090 in za Grafano na 
naslovu http://localhost:3000. Pri orodju Prometheus lahko preverimo, ali je pravilno povezano 
z orodjem cAdvisor preko menija Status/Targets (slika 4.3.37).  
 
Slika 4.3.37: Prikaz uspešne povezave z orodjem cAdvisor. 
Orodje Grafana potrebuje še dodatno konfiguriranje, da bo pravilno delovalo v povezavi z 
orodjem Prometheus. Preko menija »Data Sources« kot vir podatkov nastavimo Prometheus z 
vsemi potrebnimi parametri. Z izborom gumba »Test Connection« opravimo test, da se 
prepričamo, da je povezava vzpostavljena pravilno (slika 4.3.38). Naslednji korak konfiguracije 
je priprava ustrezne nadzorne plošče z želenimi metričnimi podatki. 







Slika 4.3.38: Uspešno povezovanje orodja Grafana z orodjem Prometheus. 
Za kreiranje nadzorne plošče izberemo iz desnega menija »Dashboards«, sledi izbor »+New«, 
kjer lahko sestavimo svojo prilagojeno nadzorno ploščo. Tukaj imamo tudi možnost uvoza 
nadzornih plošč, ki jih lahko najdemo na spletu.  
Časovno okno pregleda nad prikazanimi podatki lahko spreminjamo v desnem zgornjem kotu, 
kjer imamo navedeno, kakšno časovno obdobje imamo na vpogledu, ali zgolj na grafu 
označimo z miško segment ali dogodek, ki ga želimo pogledati podrobneje in dobili bomo 
vpogled v izbrano časovno obdobje. 
Za prikaz kompleksnejših metričnih podatkov je potrebno dobro poznavanje poizvedbenega 
jezika PromQL [10]. 
4.4 SaaS storitev Sysdig Monitor 
Po uspešni namestitvi Sysdig Monitor agenta ta takoj prične pošiljati podatke v Sysdig Monitor 
rešitev. V oblak se pošiljajo informacije o gostitelju in o vseh vsebnikih. Da gre res za iste 






vsebnike, je razvidno iz ID številke vsebnikov, ki so identične pri prikazu z orodjem Docker 
stats in v pregledu SasS storitve (slika 4.4.39 in slika 4.4.40). 
 
Slika 4.4.39: Prikaz osnovnih podatkov o gostitelju in ID vsebnikov v SaaS storitvi Sysdig 
Monitor, nad njimi rezultat orodja Docker stats. 
 
Slika 4.4.40: Prikaz osnovnih metričnih podatkov o vsebnikih v SaaS storitvi Sysdig Monitor. 






V meniju za nastavitve lahko aktiviramo sistem obveščanja in alarmiranja. Privzeta nastavitev 
je naslov elektronske pošte, s katerim se registriramo v Sysdig Monitor. Lahko dodamo tudi 
druge možnosti (npr. PagerDuty). Na podlagi dogodkov v nadzornem sistemu je možno 
proženje alarmov ali obvestil. Kot primer je bil izdelan nov alarm, ki se sproži vsakokrat, ko 
vsebnik sysdig-agent preseže 1 % povprečne CPU porabe v pretekli minuti (slika 4.4.41). Kot 
rezultat proženja takega alarma orodje Sysdig monitor pošlje elektronsko sporočilo o dogodku 
(slika 4.4.42). 
 
Slika 4.4.41: Oblikovanje novega alarma v SaaS storitvi Sysdig Monitor. 







Slika 4.4.42: Prejeto obvestilo na podlagi proženja alarma v SaaS storitvi Sysdig Monitor. 
4.5 Nadzor nad aplikacijo Wordpress 
Wordpress je odprtokodna aplikacija za izdelavo spletnih strani, ki bo v tem primeru igrala 
vlogo vzorčnega primera aplikacije, sestavljene iz dveh vsebnikov Docker, nad katerima 
izvajamo nadzor z nadzornimi orodji cAdvisor, Prometheus z dodatkom Grafana in Sysdig 
Monitor SaaS rešitvijo. Namestitev aplikacije Wordpress sledi predlogu namestitve s spletne 
strani [15]. Sestavljata jo dva vsebnika, in sicer prvi vsebnik, ki uporablja sliko zadnje različice 
aplikacije Wordpress, ter drugi vsebnik, ki uporablja sliko MySQL baznega okolja, katerega 
uporablja aplikacija Wordpress. 
Primerjava porabe pomnilnika prvega vsebnika kaže podobno sliko v grafičnem prikazu 
trenutnih metričnih podatkov v orodju cAdvisor (slika 4.5.43) in orodju Grafana (slika 4.5.44), 






medtem ko je pri Sysdig Monitor rešitvi rahlo odstopanje (slika 4.5.45). Iz poizvedbe v orodju 
Grafana in Sysdig Monitor je tudi razvidno, da so na voljo različni metrični podatki za 




Slika 4.5.43: Prikaz porabe pomnilnika vsebnika wordpressdemo v orodju cAdvisor. 
 
Slika 4.5.44: Prikaz porabe pomnilnika vsebnika wordpressdemo v orodju Grafana. 







Slika 4.5.45: Prikaz porabe pomnilnika vsebnika wordpressdemo z orodjem Sysdig Monitor. 
Drugi vsebnik Docker vzorčne aplikacije je podatkovna baza MySQL. Orodje cAdvisor in 
Graphana nam o omenjenem vsebniku prikažeta standardne metrične podatke, medtem ko 
orodje Sysdig Monitor prepozna, da gre za podatkovno bazo, za katero zna zajemati za bazo 
specifične metrične podatke in jih tudi prikaže (slika 4.5.46). 







Slika 4.5.46: Prikaz metričnih podatkov vsebnika wordpressdemo_db z orodjem Sysdig 
Monitor.  
Vse to kaže na razlike v zajemanju metričnih podatkov. Da bi v orodju Prometheus omogočili 
zajemanje metričnih podatkov, tipičnih za MySQL bazno okolje, potrebujemo razširitev za 
orodje Prometheus oziroma dodatno orodje za izvoz metričnih podatkov (angl. Exporter).  
4.6 Povzetek uporabe nadzornih orodij  
Kot smo lahko ugotovili ob dejanski uporabi nadzornih orodij, vsa orodja ne ponujajo enakega 
pristopa k nadzoru vsebnikov Docker. Razlike so očitne pri naboru oziroma pestrosti zajemanja 
metričnih podatkov in pri njihovi predstavitvi. Enostavna orodja, kot so Docker stats, Google 






cAdvisor in Sysdig, uporabniku ne pustijo svobode pri spreminjanju zajema in pregleda 
metričnih podatkov. Orodje Prometheus je v naboru metričnih podatkov odvisno od njihovega 
izvora. Zajem metričnih podatkov lahko razširimo z uporabo dodatnih izvoznikov, specifičnih 
za posamezna okolja (npr. različna bazna okolja: MySQL, MongoDB, Oracle DB …) [11]. 
Posledično lahko te dodatne metrične podatke uporabimo v svojih poizvedbah v orodju 
Prometheus ali Grafana. SaaS storitev Sysdig Monitor je v svojem naboru metričnih podatkov 
najbogatejša od predstavljenih orodij, saj lahko zajema več kot 200 različnih metričnih 
podatkov.  
Če povzamemo: enostavna nadzorna orodja so primerna za občasen nadzor nad vsebniki 
Docker. Ponujajo dovolj za osnoven pregled porabe virov in ne dopuščajo kakšnih sprememb, 
ki bi vplivale na predstavitev rezultatov nadzora nad vsebniki. Orodji Prometheus in Grafana 
sta le prazno okolje nadzornega orodja, ki čaka, da ga z našimi poizvedbami oblikujemo po 
naših potrebah. Če nam osnovni metrični podatki ne zadostujejo, si lahko s pomočjo dodatnih 
izvoznikov priskrbimo dodatne, za posamezno okolje bolj specifične metrične podatke. SaaS 
storitev Sysdig Monitor nam že v osnovi ponudi celovit pregled. Omogoča tudi prilagoditve 


















Poglavje 5 Primerjava predstavljenih orodij za nadzor 
vsebnikov Docker  
Na podlagi predstavljenih orodij ter praktičnega primera lahko definiramo kriterije, po katerih 
bo izvedena primerjava nadzornih orodij. Časovno okno nadzora in uporaba podatkovne baze 
sta večinoma medsebojno povezana kriterija, saj uporaba podatkovne baze omogoča praktično 
neomejeno časovno okno nadzora. Možnost uporabe uporabniškega grafičnega vmesnika je 
želena funkcionalnost za vsakega uporabnika nadzornega orodja. Proženje alarmov je 
pomemben kriterij predvsem v kompleksnejših informacijskih sistemih, kar omogoča 
avtomatsko opozarjanje in alarmiranje. Za konec nam ostane še kriterij plačljive storitve 
oziroma plačljive uporabe nadzornega orodja. Primerjava predstavljenih orodij glede na 
definirane kriterije je povzeta v tabeli (tabela 5.1). 
 Docker 
stats 







1 minuta ∞ ∞ ∞  ∞ ∞ 
Uporaba 
podatkovne baze 
✖ ✖ ✔ ✔ ✖ ✔ ✔ 
Uporabniški 
grafični vmesnik 




✖ ✖ ✔ ✔ ✖ ✔ ✔ 
Prosto dostopna 
rešitev 
✔ ✔ ✔ ✔ ✔ ✖ ✖ 
Tabela 5.1: Primerjava nadzornih orodij.  






Vsa predstavljena orodja služijo svojemu namenu, nadziranju vsebnikov Docker. Poglavitna 
razlika med orodjem »Docker stats«, orodjem »Google cAdvisor« in vsemi ostalimi 
predstavljenimi orodji, je časovno trajanje nadzora. Prvi omogoča zgolj nadzor v živo v času 
aktivnega vsebnika Docker. »Google cAdvisor« nam to časovno okno raztegne v trajanje ene 
minute. Vsa ostala nadzorna orodja za svoje delovanje uporabljajo podatkovno bazo za 
beleženje podatkov [6]. Pri podatkovni bazi smo omejeni zgolj s prostorom, ki ga ima baza na 
voljo. Če uporabljamo plačljive storitve v oblaku, so omejitve le v finančnih sredstvih, ki smo 
jih pripravljeni plačati za to storitev. Razlike predstavlja tudi kompleksnost namestitve ter 
uporabe orodja. Od predstavljenih orodij je v kompleksnosti namestitve, konfiguracije in 
uporabe najzahtevnejše orodje Zabbix, ki je tudi orodje za nadzor vsebnikov Docker in ostalih 
komponent informacijskih sistemov. 
Uporabniški vmesnik predstavljenih orodij je raznolik, kolikor so raznolika tudi orodja. 
Enostavna orodja so brez uporabniškega vmesnika in prikazujejo podatke zgolj v terminalskem 
oknu. Posebnost pri tem je uporabniški vmesnik orodja csysdig, ki je enostaven uporabniški 
vmesnik, predstavljen v terminalskem oknu. Uporabniški vmesniki orodij Google cAdvisor, 
Promethes, Zabbix, Sysdig Monitor in Datadog so spletni vmesniki. Od omenjenih spletnih 
vmesnikov, so vmesniki orodja Prometheus, Sysdig Monitor in Datadog prilagodljivi z 
možnostmi kreiranja lastnih nadzornih plošč z vpogledom v metrične podatke po naših željah.  
Možnost proženja alarmov imata v lokalno nameščenih okoljih orodji Prometheus in Zabbix, 
medtem ko imata od SaaS storitev to funkcionalnost obe predstavljeni rešitvi. Zabbix in Saas 
storitvi imata vgrajeno možnost alarmiranja, medtem ko orodje Prometheus za proženje 
alarmov uporablja dodatek Alertmanager. Pravila za alarmiranje se konfigurira v orodju 
Prometheus, ki na podlagi konfiguracije proži zahteve za alarmiranje v orodje Alertmanager. 
Orodje Alermanager proži ustrezne oblike alarma glede na svojo konfiguracijo, lahko pošlje e-
poštno sporočilo ali proži alarm skozi kakšno drugo storitev (npr. PagerDuty). Orodje 
Alertmanager lahko alarme združuje (angl. grouping),  kar pomeni, da alarme, ki so si podobni, 
združi v eno samo obvestilo. Poslužuje se tudi možnosti inhibicije (angl. inhibition – koncept 
odpravljanja definiranih alarmov pod pogojem, da so že proženi neki drugi alarmi)   in možnosti  
utišanja (angl. silences – koncept ustavitve alarmiranja za določen čas, če proženi alarmi 
ustrezajo konfiguraciji za proženje utišanja). 






Za uporabo nadzornih storitev v oblaku je potrebno na lokalnem nivoju (ali v oblaku, kjer 
imamo postavljene storitve) poskrbeti za namestitev ustreznih agentov in zagotoviti 
podatkovno povezavo z nadzorno storitvijo v oblaku. Če primerjamo SaaS storitev Datadog s 
storitvijo Sysdig Monitor, je na nivoju metričnih podatkov vsebnikov Docker šibkejša storitev 
Datadog. Omogoča pa ta storitev več integracije z ostalimi infrastrukturnimi elementi, kar 
storitvi Datadog posledično dviguje uporabno vrednost v mešanih IT okoljih. 
Predstavljena nadzorna orodja se medsebojno razlikujejo tudi po naboru nadzorovanih 
metričnih podatkov. Najbogatejši nabor različnih metričnih podatkov vključuje SaaS storitev 
Sysdig Monitor (preko 200) [12]; sledi Datadog (preko 120). V lokalno nameščenih okoljih je 
z naborom različnih metričnih podatkov in vsemi razširitvami najmočnejše orodje Prometheus 
v navezavi z orodjem cAdvisor. Osnovne metrične podatke (CPU/pomnilnik/mrežni promet) 
ponujajo vsa nadzorna orodja. So pa razlike v tem, kako jih zajemajo in predstavljajo (kar smo 
lahko videli v praktičnem primeru, pri nadzoru porabe pomnilnika testnega vsebnika) – SaaS 
orodja lahko spremljajo posamezne metrične podatke bolj podrobno oziroma granularno 
(orodje cAdvisor nam prikazuje tri nivoje porabe pomnilnika, medtem ko nam Sysdig Monitor 
ponuja 13 različnih metričnih podatkov o porabi pomnilnika).   
Primerjava na podlagi uporabniške izkušnje skozi praktični primer prikazuje enostavno in 
celovito možnost uporabe SaaS storitve Sysdig Monitor. Orodje cAdvisor ponuja enostaven 
vpogled v časovnem okviru ene minute nad celotnim dogajanjem v sistemu ali posameznem 
vsebniku Docker. Tak vpogled omogoča dobro uporabniško izkušnjo z vidika spoznavanja 
obnašanja sistema gostitelja in vsebnikov Docker. Posledično je to dobro orodje za začetniške 
korake za nadziranje vsebnikov Docker. Podobno uporabniško izkušnjo nam ponudi orodje 
Sysdig, ki nudi pregled dogajanja v živo ali z zajemom podatkov v sledilno datoteko, katero 
lahko pregledujemo kasneje. Orodje Prometheus v kombinaciji z orodjem Grafana ponuja 
napredno uporabniško izkušnjo. Omejitev uporabnosti rešitve je nujno poznavanje 
poizvedbenega jezika PromQL, ki omogoča poizvedbe iz baze metričnih podatkov, ki jih orodje 
Grafana vizualno predstavi.  
Na podlagi predstavitve lahko sklepamo, da je nabor orodij za nadzor vsebnikov Docker zelo 
pester. Pokazati na najboljšega ali najslabšega je nemogoče, saj je izbor najboljšega pogojen s 
tem, kaj dejansko potrebujemo. V diplomski nalogi smo opisali prednosti in slabosti 






predstavljenih orodij, uporabniki pa so tisti, ki morajo vedeti, za kaj potrebujejo nadzorno 







Poglavje 6 Sklepne ugotovitve 
Poleg orodij, predstavljenih v tej nalogi, je na voljo še ogromno drugih orodij za nadzor 
vsebnikov Docker (Scout, Sensu Monitoring Framework, Sematext, Logentries …). Izbor 
potencialnega orodja za našo uporabo je vedno odvisen od naših potreb in od metričnih 
parametrov, ki jih želimo nadzirati. Orodja, predstavljena v tej nalogi, so v praksi najpogosteje 
zastopana. O njih govori strokovna literatura in tudi zadostijo večini potreb povprečnega 
uporabnika. 
Če se osredotočimo zgolj na nadzor enostavnih postavitev vsebnikov Docker, je Sysdig orodje 
tisto, ki nam ponudi celoten pregled nad njihovim delovanjem, vključno z bogatim naborom 
informacij o stanju sistema. Če nam vpogled v trenutno dogajanje ni dovolj ali ne želimo 
pregledovati sistemskega stanja in se želimo posvetiti bolj vsebnikom v daljšem časovnem 
obdobju, izberemo orodje Prometheus v navezi z orodjem cAdvisor. Uporabniško izkušnjo 
lahko še izboljšamo z orodjem Grafana ter z dodatnimi izvozniki specifičnih metričnih 
podatkov (če nam osnovni niso dovolj). 
Kadar je govora o mešanih okoljih, ki vsebujejo pester nabor infrastrukturne opreme, strežniške 
opreme, virtualnih okolij, vsebnikov Docker in drugih ter za nadzor vsega tega želimo enoten 
pregled nad celotnim dogajanjem, lahko v lokalnih postavitvah uporabljamo orodja Zabbix ali 
SaaS storitve, kot je na primer Datadog, kjer lahko na enem mestu nadzorujemo dogajanje v 
celotnem okolju.  
Pravilni odgovor na vprašanje: »Kaj izbrati,« je posledično zelo odvisen od okolja, ki ga želimo 
nadzirati, njegove raznovrstnosti in virov, ki so nam na voljo. Drugi aspekt odločitve je, da 
znamo oceniti časovno komponento implementacije nadzornega orodja, čas, da samostojno 
obvladujemo to orodje, ga vzdržujemo in nadgrajujemo ter po potrebi vpeljujemo nove 
funkcionalnosti in zmogljivosti. 






V tej diplomski nalogi smo predstavili in analizirali orodja za nadzor vsebnikov Docker: od 
najbolj osnovnih do bolj kompleksnih, vključno z dvema SaaS storitvama v oblaku. To delo 
lahko olajša izbor nadzornega orodja vsakemu skrbniku informacijskega sistema, kjer se bo 
pojavila potreba po nadziranju vsebnikov Docker. Glede na vzpon vsebnikov Docker je 
pričakovati, da se bodo hkrati razvijala tudi nadzorna orodja, zato je le vprašanje časa, kdaj bo 
potrebna revizija tukaj opravljenega dela, ki bo morda vsebovala popolnoma druga orodja ali 
pa zgolj izboljšane verzije orodij, katere smo že zaobjeli in obdelali v tej diplomski nalogi.
  
Literatura 
[1] Russ McKendrick, Monitoring Docker, Packt Publishing, Birmingham, Velika 
Britanija, 2015, str. 15-90. 
[2] Russ McKendrick in Scott Gallagher, Mastering Docker Second Edition, Packt 
Publishing, Birmingham, Velika Britanija, 2017, str. 8-14. 
[3] Nigel Poulton, Docker Deep Dive, Amazon Distribution GmbH, Leipzig, Nemčija 
2018, str. 7-63. 
[4] Gigi Sayfan, Mastering Kubernetes Second Edition, Packt Publishing, Birmingham, 
Velika Britanija, 2018, str. 59-88. 
[5] Randall Smith, Docker Orchestration, Packt Publishing, Birmingham, Velika Britanija, 
2017, str. 185-209. 
[6] Salman Taherizadeh, Andrew C. Jones, Ian Taylor, Zhiming Zhao, Vlado Stankovski, 
Monitoring self-adaptive applications within edge computing frameworks: A state-of-
the-art review, Journal of Systems and Software, str. 21-25, 2018.  
[7] Predlog za nameščanje orodja Prometheus in cAdvisor. Dosegljivo: 
https://prometheus.io/docs/guides/cadvisor/. [Dostopljeno 27. 1. 2019]. 
[8] Predlog za nameščanje orodja Grafana. Dosegljivo: 
https://prometheus.io/docs/visualization/grafana/#installing. [Dostopljeno 27. 1. 
2019]. 
[9] Predlog za nameščanje orodja Sysdig. Dosegljivo: 
https://github.com/draios/sysdig/wiki/How-to-Install-Sysdig-for-Linux. [Dostopljeno 
27. 1. 2019]. 
[10] Osnove poizvedbenega jezika PromQL za uporabo v okolju Prometheus. Dosegljivo: 
https://prometheus.io/docs/prometheus/latest/querying/basics/. [Dostopljeno 27. 1. 
2019]. 
  
[11] Spisek razširitvenih možnosti za uvoz dodatnih metričnih podatkov v okolje 
Prometheus. Dosegljivo na: https://prometheus.io/docs/instrumenting/exporters/ 
[Dostopljeno 1. 3. 2019] 
[12] Spisek različnih metričnih podatkov, ki jih zajema orodje Sysdig Monitor. Dosegljivo 
na: 
https://sysdigdocs.atlassian.net/wiki/spaces/Monitor/pages/208830488/Metrics+Dicti
onary [Dostopljeno 1. 3. 2019] 
[13] Kubernetes operaterji. Dosegljivo na: https://coreos.com/operators/ [Dostopljeno 1. 3. 
2019] 
[14] Prometheus operater za nadzor Kubernetes okolja. Dosegljivo na: 
https://itnext.io/kubernetes-monitoring-with-prometheus-in-15-minutes-
8e54d1de2e13 [Dostopljeno 1. 3. 2019] 
[15] Predlog za nameščanje aplikacije Wordpress. Dosegljivo na: 
https://docs.docker.com/compose/wordpress/ [Dostopljeno 1. 3. 2019] 
[16] Seznam možnih podatkovnih virov za orodje Grafana. Dosegljivo na: 
http://docs.grafana.org/features/datasources/ [Dostopljeno 5. 3. 2019] 
