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Abstract
In this paper we define Besov–Lipschitz and Triebel–Lizorkin spaces in the context of Gaussian
harmonic analysis, the harmonic analysis of Hermite polynomial expansions. We study inclusion
relations among them, some interpolation results and continuity results of some important operators (the
Ornstein–Uhlenbeck and the Poisson–Hermite semigroups and the Bessel potentials) on them. We also
prove that the Gaussian Sobolev spaces L pα (γd ) are contained in them. The proofs are general enough to
allow extensions of these results to the case of Laguerre or Jacobi expansions and even further in the general
framework of diffusion semigroups.
c© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
Let us consider the Gaussian measure γd(x) = e−|x |
2
pid/2
with x ∈ Rd and the
Ornstein–Uhlenbeck differential operator
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L = 1
2
1x − 〈x,∇x 〉 . (1)
Let β = (β1, . . . , βd) ∈ Nd be a multi-index, let β! = ∏di=1 βi !, |β| = ∑di=1 βi , ∂i = ∂∂xi ,
for each 1 ≤ i ≤ d and ∂β = ∂β11 . . . ∂βdd .
Let us consider the normalized Hermite polynomials of order β, in d variables
hβ(x) = 1(
2|β|β!)1/2
d∏
i=1
(−1)βi ex2i ∂
βi
∂xβii
(e−x2i ), (2)
then, it is well known, that the Hermite polynomials are eigenfunctions of L ,
Lhβ(x) = − |β| hβ(x). (3)
Given a function f ∈ L1(γd) its β-Fourier–Hermite coefficient is defined by
fˆ (β) = 〈 f, hβ〉γd =
∫
Rd
f (x)hβ(x)γd(dx).
Let Cn be the closed subspace of L2(γd) generated by the linear combinations of
{
hβ : |β| = n
}
.
By the orthogonality of the Hermite polynomials with respect to γd it is easy to see that {Cn} is
an orthogonal decomposition of L2(γd),
L2(γd) =
∞⊕
n=0
Cn
which is called the Wiener chaos.
Let Jn be the orthogonal projection of L2(γd) onto Cn , then if f ∈ L2(γd)
Jn f =
∑
|β|=n
fˆ (β)hβ .
Let us define the Ornstein–Uhlenbeck semigroup {Tt }t≥0 as
Tt f (x) = 1(
1− e−2t)d/2
∫
Rd
e
− e−2t (|x |2+|y|2)−2e−t 〈x,y〉
1−e−2t f (y)γd(dy)
= 1
pid/2(1− e−2t )d/2
∫
Rd
e
− |y−e−t x |2
1−e−2t f (y)dy. (4)
The family {Tt }t≥0 is a strongly continuous Markov semigroup on L p(γd), 1 ≤ p < ∞, with
infinitesimal generator L . Also, by a change of variable we can write,
Tt f (x) =
∫
Rd
f (
√
1− e−2tu + e−t x)γd(du). (5)
Now, by Bochner subordination formula, see Stein [16], we define the Poisson–Hermite
semigroup {Pt }t≥0 as
Pt f (x) = 1√
pi
∫ ∞
0
e−u√
u
Tt2/4u f (x)du =
∫ ∞
0
Ts f (x)µ
(1/2)
t (ds), (6)
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where the measure
µ
(1/2)
t (ds) =
t
2
√
pi
e−t2/4s
s3/2
ds = g(t, s)ds, (7)
is called the one-side stable measure on (0,∞) of order 1/2.
The family {Pt }t≥0 is also a strongly continuous semigroup on L p(γd), 1 ≤ p < ∞, with
infinitesimal generator −(−L)1/2. From (4) we obtain, after the change of variable r = e−t2/4u ,
Pt f (x) = 1
2pi (d+1)/2
∫
Rd
∫ 1
0
t
exp
(
t2/4 log r
)
(− log r)3/2
exp
(−|y−r x |2
1−r2
)
(1− r2)d/2
dr
r
f (y)dy
=
∫
Rd
p(t, x, y) f (y)dy, (8)
with
p(t, x, y) = 1
2pi (d+1)/2
∫ 1
0
t
exp
(
t2/4 log r
)
(− log r)3/2
exp
(−|y−r x |2
1−r2
)
(1− r2)d/2
dr
r
. (9)
In what follows, we will often going to use the notation
u(x, t) = Pt f (x).
Observe that by (3) we have that
Tthβ(x) = e−t |β|hβ(x), (10)
and
Pthβ(x) = e−t
√|β|hβ(x). (11)
For more details on the Ornstein–Uhlembeck and Poisson–Hermite semigroups we refer
to [20].
Let us observe that since ‖Tt f − f ‖p,γd → 0 and ‖Pt f − f ‖p,γd → 0 as t → 0 then {Tt }
and {Pt } play the role of “approximation of the identity” in Gaussian setting. Moreover they are,
up to now, the only approximations of identity known. Therefore following H. Triebel – see [19];
section 2.6.4, Harmonic and Thermic extensions, page 152 – we are going to use them to define
Gaussian Besov–Lipschitz Bαp,q(γd) and Gaussian Triebel–Lizorkin F
α
p,q(γd) spaces. An open
problem then is to find alternative definitions of those spaces and give a more explicit description
about the type of regularity that they actually describe.
On the other hand, the possibility of characterize the Gaussian Besov–Lipschitz spaces in
terms of modulus of smoothness, as it is done in the classical case, would be possible only if
the classical translation operator τy f (x) = f (x + y) is replaced for a more suitable translation
operator since the spaces L p(γd) are not in general closed under the action of τy , for instance, in
the one dimensional case, let us take the function f (x) = e|x |2−|x |, then it is clear that f ∈ L1(γ1)
but it is easy to see that τ1 f (x) = f (x+1) = e|x+1|2−|x+1| 6∈ L1(γ1). This point requires further
investigations.
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For α > 0, the Fractional Integral or Riesz potential of order α, I γα , with respect to the
Gaussian measure is defined formally as
I γα = (−L)−α/2Π0, (12)
where, Π0 f = f −
∫
Rd f (y)γd(dy), for f ∈ L2(γd). That means that for the Hermite
polynomials {hβ}, for |β| > 0,
I γα hβ(x) =
1
|β|α/2 hβ(x), (13)
and for β = 0, I γα (h0) = 0. Then by linearity can be extended to any polynomial. It is easy to
see that if f is a polynomial,
I γα f (x) =
1
Γ (α)
∫ ∞
0
tα−1(Pt f (x)− P∞ f (x))dt. (14)
Moreover by P. A. Meyer’s multiplier theorem, see [13], I γα admits a continuous extension to
L p(γd), 1 < p < ∞, and (14) can be extended for f ∈ L p(γd), see [15]. Also if f ∈ C2B(Rd)
such that
∫
Rd f (y)γd(dy) = 0, then
I γα f = −
1
αΓ (α)
∫ ∞
0
tα
∂
∂t
Pt f dt, (15)
see [11].
The Bessel Potential of order α > 0,J γα , associated to the Gaussian measure is defined
formally as
J γα = (I − L)−α/2, (16)
meaning that for the Hermite polynomials we have,
J γα hβ(x) =
1
(1+ |β|)α/2 hβ(x).
Again by linearity can be extended to any polynomial and Meyer’s theorem allows us to extend
Bessel Potentials to a continuous operator on L p(γd), 1 < p <∞. Additionally, it is easy to see
that J γα is a bijection over the set of polynomials P .The Bessel potentials can be represented as
J γα f (x) =
1
Γ (α)
∫ +∞
0
tαe−t Pt f (x)
dt
t
, (17)
for more details see [4]. Moreover {J γα }α is a strongly continuous semigroup on L p(γd),
1 ≤ p <∞, with infinitesimal generator 12 log(I − L).
The fractional derivative of order α > 0 with respect to the Gaussian measure Dγα , is defined
formally as
Dγα = (−L)α/2, (18)
meaning that for the Hermite polynomials, we have
Dγα hβ(x) = |β|α/2 hβ(x), (19)
thus by linearity can be extended to any polynomial.
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The fractional derivative Dγα with respect to the Gaussian measure was first introduced in [11]
following [7]. For more details we refer to that article. Also see [14] for improved and simpler
proofs of some results contained there.
Now, if f is a polynomial, by the linearity of the operators I γα and D
γ
α , (13) and (19), we get
Π0 f = I γα (Dγα f ) = Dγα (I γα f ). (20)
The Gaussian Sobolev spaces of order α ≥ 0, L pα(γd), 1 < p <∞, can be obtained, as in the
classical case, as the image of L p(γd) under the Bessel potential J γα , with the norm
‖ f ‖p,α :=
∥∥∥(I − L)α/2 f ∥∥∥
p,γd
. (21)
Also they can be defined as the completion of the set of polynomials P with respect to that norm,
see [21] and therefore P is trivially dense there. Let us remember that it can be proved that the
set of polynomials P is also dense in L p(γd), 1 < p <∞, see [1]. The fractional derivative Dγα
can be used to characterize the Gaussian Sobolev spaces L pα(γd) see [11].
As usual in what follows C represents a constant that is not necessarily the same in each
occurrence.
2. The main results
As it was already mentioned in the introduction, the main objective of this paper is to introduce
the Gaussian Besov–Lipschitz Bαp,q(γd) and the Gaussian Triebel–Lizorkin F
α
p,q(γd) spaces, for
any α ≥ 0. We will follow Stein [16] scheme to define and study the Bαp,q(γd) spaces, but since
the Poisson–Hermite semigroup is not a convolution semigroup the proofs of the results will be
totally different to the ones in Stein’s book. We will use, in an essential way, the representation
of the Poisson–Hermite semigroup (6) using the one-side stable measure, µ(1/2)t defined in (7).
From that fact, it is then clear that similar constructions are possible for the harmonic analysis
of Laguerre or Jacobi polynomial expansions and even further in the framework of general
diffusion semigroups but we are not going to consider those cases here. Let us point out that
Hermite, Laguerre and Jacobi are the only cases of diffusion semigroups associated to orthogonal
polynomials, see Mazet [12].
On the other hand, Besov–Lipschitz spaces can be also obtained as interpolated spaces using
interpolation theory for semigroups defined on a Banach space, see for instance Chapter 3 of [2]
or [17].
We will need some technical results for the measure µ(1/2)t . First, in what follows since
µ
(1/2)
t (ds) = t2√pi e
−t2/4s
s3/2
ds = g(t, s)ds, for any k ∈ N, the notation ∂k
∂tk
µ
(1/2)
t (ds) will denote
∂k
∂tk
µ
(1/2)
t (ds) :=
∂kg(t, s)
∂tk
ds. (22)
Then by induction it can be seen that
∂kµ
(1/2)
t
∂tk
(ds) =
 ∑
i∈Z, j∈N,
0≤ j≤k,2 j−i=k
ai, j
t i
s j
µ(1/2)t (ds) (23)
where {ai, j } is a (finite) set of constants.
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Moreover, using the change of variable u = t24s , it is easy to see that given k ∈ N and t > 0∫ +∞
0
1
sk
µ
1
2
t (ds) =
Ck
t2k
, (24)
where Ck = 2
2kΓ (k+ 12 )
pi
1
2
. Finally, using the two previous results we get that if k ∈ N and t > 0,
then ∫ +∞
0
∣∣∣∣ ∂k∂tk µ(1/2)t
∣∣∣∣ (ds) ≤ Cktk . (25)
Now, considering the maximal function of the Ornstein–Uhlenbeck semigroup,
T ∗ f (x) = sup
t>0
|Tt f (x)|,
we have the following inequality that will be used later,
Lemma 2.1.∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣ ≤ CkT ∗ f (x)t−k .
Proof. Using (25) and the dominated convergence theorem, we have∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣ = ∣∣∣∣∫ +∞
0
Ts f (x)
∂k
∂tk
µ
(1/2)
t (ds)
∣∣∣∣
≤
∫ +∞
0
|Ts f (x)|
∣∣∣∣ ∂k∂tk µ(1/2)t (ds)
∣∣∣∣
≤
∫ +∞
0
T ∗ f (x)
∣∣∣∣ ∂k∂tk µ(1/2)t (ds)
∣∣∣∣ ≤ Ck T ∗ f (x)t−k . 
Lemma 2.2. Given f ∈ L p(γd), α ≥ 0 and k, l integers greater than α, then∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
≤ Ak t−k+α if and only if
∥∥∥∥∂ l Pt f∂t l
∥∥∥∥
p,γd
≤ Al t−l+α.
Moreover, if Ak( f ), Al( f ) are the smallest constants appearing in the above inequalities then
there exist constants Ak,l,α and Dk,l,α such that
Ak,l,αAk( f ) ≤ Al( f ) ≤ Dk,l,αAk( f ),
for all f ∈ L p(γd).
Proof. Let us suppose, without loss of generality, that k ≥ l. We will prove first the direct
implication. For this, we use the representation of the Poisson–Hermite semigroup (6),
Pt f (x) =
∫ +∞
0
Ts f (x)µ
(1/2)
t (ds),
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then differentiating k times with respect to t ,
∂k Pt f (x)
∂tk
=
∫ +∞
0
Ts f (x)
∂k
∂tk
µ
(1/2)
t (ds).
Using the identity (23) it is easy to prove that for all m ∈ N
lim
t→+∞
∂mPt f (x)
∂tm
= 0,
and therefore given n ∈ N, n > α
∂nPt f (x)
∂tn
= −
∫ +∞
t
∂n+1Ps f (x)
∂sn+1
ds.
Thus,∥∥∥∥∂nPt f∂tn
∥∥∥∥
p,γd
≤
∫ +∞
t
∥∥∥∥∂n+1Ps f∂sn+1
∥∥∥∥
p,γd
ds
≤
∫ +∞
t
An+1( f )s−(n+1)+αds
= An+1( f )
n − α t
−n+α.
Then
An( f ) ≤ An+1( f )n − α ,
and as n > α is arbitrary, then by using the above result k − l times, we get
Al( f ) ≤ Al+1( f )l − α ≤
Al+2
(l − α)(l + 1− α) ≤ · · · ≤
Ak( f )
(l − α)(l + 1− α) · · · (k − 1− α)
= Dk,l,αAk( f ).
To prove the converse implication, using again the representation (6), we get,
u(x, t1 + t2) = Pt1(Pt2 f )(x) =
∫ +∞
0
Ts(Pt2 f )(x)µ
(1/2)
t1 (ds).
Therefore, taking t = t1 + t2 and differentiating l times with respect to t2 and k − l times with
respect to t1 we get
∂ku(x, t)
∂tk
=
∫ +∞
0
Ts
(
∂ l Pt2 f (x)
∂t l2
)
∂k−l
∂tk−l1
µ
(1/2)
t1 (ds). (26)
Thus, using the inequality (25) and the fact that the Ornstein–Uhlenbeck semigroup is a
contraction semigroup, we get∥∥∥∥∂ku(·, t)∂tk
∥∥∥∥
p,γd
≤
∫ +∞
0
∥∥∥∥∥Ts
(
∂ l Pt2 f
∂t l2
)∥∥∥∥∥
p,γd
∣∣∣∣∣∂k−lµ
(1/2)
t1
∂tk−l1
(ds)
∣∣∣∣∣
≤
∥∥∥∥∥∂ l Pt2 f∂t l2
∥∥∥∥∥
p,γd
∫ +∞
0
∣∣∣∣∣ ∂k−l∂tk−l1 µ(1/2)t1 (ds)
∣∣∣∣∣
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≤ Ck−l
∥∥∥∥∥ ∂ l∂t l2 Pt2 f
∥∥∥∥∥
p,γd
t l−k1
≤ Ck−l Al( f )t−l+α2 t l−k1 .
Therefore, taking t1 = t2 = t2 ,∥∥∥∥∂ku(·, t)∂tk
∥∥∥∥
p,γd
≤ Ck−l Al( f )
(
t
2
)−k+α
,
and then,
Ak( f ) ≤ Ck−l2−k+α Al( f ). 
The following technical result will be the key to defining Gaussian Besov–Lipschitz spaces,
Lemma 2.3. Given α ≥ 0 and k, l integers greater than α. Then(∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
) 1
q
<∞
if and only if(∫ +∞
0
(
t l−α
∥∥∥∥∂ l Pt f∂t l
∥∥∥∥
p,γd
)q
dt
t
) 1
q
<∞.
Moreover, there exist constants Ak,l,α, Dk,l,α such that
Dk,l,α
(∫ +∞
0
(
t l−α
∥∥∥∥∂ l Pt f∂t l
∥∥∥∥
p,γd
)q
dt
t
) 1
q
≤
(∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
) 1
q
≤ Ak,l,α
(∫ +∞
0
(
t l−α
∥∥∥∥∂ l Pt f∂t l
∥∥∥∥
p,γd
)q
dt
t
) 1
q
Proof. Let us suppose, without loss of generality, that k ≥ l. We will prove first the converse
implication; from Lemma 2.2, we have,∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
≤ Ck−l
∥∥∥∥∥∂
l P t
2
f
∂( t2 )
l
∥∥∥∥∥
p,γd
(
t
2
)l−k
.
Thus,(∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
) 1
q
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≤ Ck−l
2l−k
∫ +∞
0
t l−α ∥∥∥∥∥∂ l Pt/2 f∂ ( t2)l
∥∥∥∥∥
p,γd
q dt
t

1
q
= Ak,l,α
(∫ +∞
0
(
sl−α
∥∥∥∥∂ l Ps f∂sl
∥∥∥∥
p,γd
)q
ds
s
) 1
q
with Ak,l,α = Ck−l2k−α .
For the direct implication, given n ∈ N, n > α, again using the previous lemma∥∥∥∥∂nPt f∂tn
∥∥∥∥
p,γd
≤
∫ +∞
t
∥∥∥∥∂n+1Ps f∂sn+1
∥∥∥∥
p,γd
ds.
Therefore, by using the Hardy inequality [16](∫ +∞
0
(
tn−α
∥∥∥∥∂nPt f∂tn
∥∥∥∥
p,γd
)q
dt
t
) 1
q
≤
(∫ +∞
0
(
tn−α
∫ +∞
t
∥∥∥∥∂n+1Ps f∂sn+1
∥∥∥∥
p,γd
ds
)q
dt
t
) 1
q
=
(∫ +∞
0
(∫ +∞
t
∥∥∥∥∂n+1Ps f∂sn+1
∥∥∥∥
p,γd
ds
)q
t (n−α)q−1dt
) 1
q
≤ 1
n − α
(∫ +∞
0
(
sn+1−α
∥∥∥∥∂n+1Ps f∂sn+1
∥∥∥∥
p,γd
)q
ds
s
) 1
q
.
Now, as n > α is arbitrary, using the above result k − l times(∫ +∞
0
(
t l−α
∥∥∥∥∂ l Pt f∂t l
∥∥∥∥
p,γd
)q
dt
t
) 1
q
≤ 1
l − α
(∫ +∞
0
(
t l+1−α
∥∥∥∥∂ l+1Pt f∂t l+1
∥∥∥∥
p,γd
)q
dt
t
) 1
q
≤ 1
(l − α).(l + 1− α)
(∫ +∞
0
(
t l+2−α
∥∥∥∥∂ l+2Pt f∂t l+2
∥∥∥∥
p,γd
)q
dt
t
) 1
q
· · ·
≤ Dk,l,α
(∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
) 1
q
where Dk,l,α = 1(l−α).(l+1−α)···(k−1−α) . 
Now, following the classical case, see for instance [6,16,18,19], we are going to define the
Gaussian Besov–Lipschitz Bαp,q(γd) spaces or Besov–Lipschitz spaces for Hermite polynomial
expansions,
538 E. Pineda, W. Urbina / Journal of Approximation Theory 161 (2009) 529–564
Definition 2.1. Let α ≥ 0, k be the smallest integer greater than α, and 1 ≤ p, q ≤ ∞. For
1 ≤ q < ∞ the Gaussian Besov–Lipschitz space Bαp,q(γd) is defined as the set of functions
f ∈ L p(γd) for which(∫ ∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
)1/q
<∞. (27)
The norm of f ∈ Bαp,q(γd) is defined as
‖ f ‖Bαp,q := ‖ f ‖p,γd +
(∫ ∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
)1/q
. (28)
For q = ∞ the Gaussian Besov–Lipschitz space Bαp,∞(γd) is defined as the set of functions
f ∈ L p(γd) for which exists a constant A such that∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
≤ At−k+α
and then the norm of f ∈ Bαp,∞(γd) is defined as
‖ f ‖Bαp,∞ := ‖ f ‖p,γd + Ak( f ), (29)
where Ak( f ) is the smallest constant A appearing in the above inequality.
In particular, the space Bα∞,∞(γd) is the Gaussian Lipschitz space Lipα(γd).
Lemma 2.3 show us that we could have replaced k by any other integer l greater than α and
the resulting norms are equivalent.
In what follows, we need the following technical result about L p(γd)-norms of the derivatives
of the Poisson–Hermite semigroup,
Lemma 2.4. Suppose f ∈ L p(γd), then for any integer k the function ‖ ∂k Pt f∂tk ‖p,γd is a non-
increasing function of t , for 0 < t < +∞. Moreover,∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
≤ C‖ f ‖p,γd t−k, t > 0. (30)
Proof. Let us consider first the case k = 0. Let us fix t1, t2 > 0, by using the semigroup property
we get
u(x, t1 + t2) = Pt1+t2 f (x) = Pt1(Pt2 f (x)) = Pt1(u(x, t2)).
Therefore, by definition of Pt , Jensen’s inequality and the invariance of γd∫
Rd
|u(x, t1 + t2)|pγd(dx) =
∫
Rd
∣∣∣∣∫Rd p(t1, x, y)u(y, t2)dy
∣∣∣∣p γd(dx)
≤
∫
Rd
(∫
Rd
p(t1, x, y)|u(y, t2)|pdy
)
γd(dx)
=
∫
Rd
Pt1(|u(x, t2)|p)γd(dx)
=
∫
Rd
|u(x, t2)|pγd(dx).
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Thus
‖Pt1+t2 f ‖p,γd ≤ ‖Pt2 f ‖p,γd .
Now to prove the general case, k > 0. Differentiating the identity u(x, t1+t2) = Pt1(u(x, t2)),
k times with respect to t2 to get
∂ku(x, t1 + t2)
∂(t1 + t2)k = Pt1
(
∂ku(x, t2)
∂tk2
)
and then use a analogous argument to the one above.
In order to prove (30) we use again the representation (6) of the Poisson–Hermite semigroup
and differentiating it k times with respect to t we get
∂k Pt f (x)
∂tk
=
∫ +∞
0
Ts f (x)
∂k
∂tk
µ
(1/2)
t (ds),
thus, by Minkowski’s integral inequality, the contractive property of the Ornstein–Uhlenbeck
semigroup and inequality (25), we get for t > 0∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
≤
∫ +∞
0
∥∥∥∥Ts f ∂k∂tk µ(1/2)t (ds)
∥∥∥∥
p,γd
=
∫ +∞
0
‖Ts f ‖p,γd
∣∣∣∣ ∂k∂tk µ(1/2)t (ds)
∣∣∣∣
≤ ‖ f ‖p,γd
∫ +∞
0
∣∣∣∣ ∂k∂tk µ(1/2)t (ds)
∣∣∣∣
≤ Ck
tk
‖ f ‖p,γd . 
Let us study some inclusions among the Gaussian Besov–Lipschitz spaces,
Proposition 2.1. The inclusion Bα1p,q1(γd) ⊂ Bα2p,q2(γd) holds if either:
(i) α1 > α2 > 0 (q1 and q2 need not to be related), or
(ii) If α1 = α2 and q1 ≤ q2
Proof. In order to prove (ii), we set A =
(∫ +∞
0
(
tk−α‖ ∂k Pt f
∂tk
‖p,γd
)q1 dt
t
) 1
q1 Now, fixing t0 > 0∫ t0
t0
2
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q1
dt
t
≤ Aq1 .
By Lemma 2.4, ‖ ∂k Pt f
∂tk
‖p,γd takes its minimum value at the upper end point (t = t0) of the above
integral. So we get∥∥∥∥∂k Pt0 f∂tk
∥∥∥∥q1
p,γd
∫ t0
t0
2
t (k−α)q1 dt
t
≤ Aq1 .
That is ‖ ∂k Pt0 f
∂tk
‖p,γd ≤ CAt−k+α0 but since t0 is arbitrary then∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
≤ CAt−k+α,
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for all t > 0. In other words f ∈ Bαp,q1 implies also that f ∈ Bαp,∞. Thus, as q2 ≥ q1∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q2
dt
t
=
∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q2−q1 (
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q1
dt
t
≤ (CA)q2−q1
∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q1
dt
t
= (CA)q2−q1 Aq1 = CAq2 < +∞,
and therefore f ∈ Bαp,q2 .
Now in order to prove part (i), by Lemma 2.4 we have∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
≤ Ct−k, t > 0.
Now given f ∈ Bα1p,q1 , taking again
A =
(∫ +∞
0
(
tk−α1
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q1
dt
t
) 1
q1
,
we get as in part (ii)∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
≤ CAt−k+α1 ,
for all t > 0. Now,∫ +∞
0
(
tk−α2
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q2
dt
t
=
∫ 1
0
(
tk−α2
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q2
dt
t
+
∫ +∞
1
(
tk−α2
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q2
dt
t
= I+ II.
Now,
I =
∫ 1
0
t (k−α2)q2
∥∥∥∥∂k Pt f∂tk
∥∥∥∥q2
p,γd
dt
t
≤
∫ 1
0
t (k−α2)q2(CA)q2 t (α1−k)q2 dt
t
= (CA)q2
∫ 1
0
t (α1−α2)q2 dt
t
= CAq2 ,
and
II =
∫ +∞
1
t (k−α2)q2
∥∥∥∥∂k Pt f∂tk
∥∥∥∥q2
p,γd
dt
t
≤
∫ +∞
1
t (k−α2)q2Cq2 t−kq2 dt
t
= Cq2
∫ +∞
1
t−α2q2 dt
t
= C.
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Hence,∫ +∞
0
(
tk−α2
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q2
dt
t
< +∞,
and so f ∈ Bα2p,q2 . 
The following technical result will be the key to defining Gaussian Triebel–Lizorkin spaces,
Lemma 2.5. Let α ≥ 0 and k, l integers such that k ≥ l > α. Then∥∥∥∥∥∥
(∫ +∞
0
(
tk−α
∣∣∣∣ ∂k∂tk Pt f
∣∣∣∣)q dtt
) 1
q
∥∥∥∥∥∥
p,γ
<∞
if and only if∥∥∥∥∥∥
(∫ +∞
0
(
t l−α
∣∣∣∣ ∂ l∂t l Pt f
∣∣∣∣)q dtt
) 1
q
∥∥∥∥∥∥
p,γ
<∞.
Moreover, there exist constants Ak,l,α, Dk,l,α such that
Dk,l,α
∥∥∥∥∥∥
(∫ +∞
0
(
t l−α
∣∣∣∣ ∂ l∂t l Pt f
∣∣∣∣)q dtt
) 1
q
∥∥∥∥∥∥
p,γ
≤
∥∥∥∥∥∥
(∫ +∞
0
(
tk−α
∣∣∣∣ ∂k∂tk Pt f
∣∣∣∣)q dtt
) 1
q
∥∥∥∥∥∥
p,γ
≤ Ak,l,α
∥∥∥∥∥∥
(∫ +∞
0
(
t l−α
∣∣∣∣ ∂ l∂t l Pt f
∣∣∣∣)q dtt
) 1
q
∥∥∥∥∥∥
p,γ
.
Proof. Let n ∈ N such that n > α. Then it can be proved that∣∣∣∣ ∂n∂tn Pt f (x)
∣∣∣∣ ≤ ∫ +∞
t
∣∣∣∣ ∂n+1∂sn+1 Ps f (x)
∣∣∣∣ ds.
Then by Hardy’s inequality,(∫ +∞
0
(
tn−α
∣∣∣∣ ∂n∂tn Pt f (x)
∣∣∣∣)q dtt
) 1
q
≤
(∫ +∞
0
(
tn−α
∫ +∞
t
∣∣∣∣ ∂n+1∂sn+1 Ps f (x)
∣∣∣∣ ds)q dtt
) 1
q
≤ 1
n − α
(∫ +∞
0
(
s
∣∣∣∣ ∂n+1∂sn+1 Ps f (x)
∣∣∣∣)q s(n−α)q−1ds
) 1
q
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= 1
n − α
(∫ +∞
0
(
sn+1−α
∣∣∣∣ ∂n+1∂sn+1 Ps f (x)
∣∣∣∣)q dss
) 1
q
.
Now as n > α is arbitrary, iterating the previous argument k − l times, we have(∫ +∞
0
(
t l−α
∣∣∣∣ ∂ l∂t l Pt f (x)
∣∣∣∣)q dtt
) 1
q
≤ 1
l − α
(∫ +∞
0
(
t l+1−α
∣∣∣∣ ∂ l+1∂t l+1 Pt f (x)
∣∣∣∣)q dtt
) 1
q
≤ 1
(l − α).(l + 1− α)
(∫ +∞
0
(
t l+2−α
∣∣∣∣ ∂ l+2∂t l+2 Pt f (x)
∣∣∣∣)q dtt
) 1
q
· · ·
≤ Ck,l,α
(∫ +∞
0
(
tk−α
∣∣∣∣ ∂k∂tk Pt f (x)
∣∣∣∣)q dtt
) 1
q
where Ck,l,α = 1(l−α)(l+1−α)···(k−1−α) . Thus
Dk,l,α
∥∥∥∥∥∥
(∫ +∞
0
(
t l−α
∣∣∣∣ ∂ l∂t l Pt f
∣∣∣∣)q dtt
) 1
q
∥∥∥∥∥∥
p,γ
≤
∥∥∥∥∥∥
(∫ +∞
0
(
tk−α
∣∣∣∣ ∂k∂tk Pt f
∣∣∣∣)q dtt
) 1
q
∥∥∥∥∥∥
p,γ
,
where Dk,l,α = 1/Ck,l,α.
The converse inequality is also obtained by an inductive argument from the case k = l + 1.
Let us remember (26),
∂ku(x, t)
∂tk
=
∫ +∞
0
Ts
(
∂ l Pt2 f (x)
∂t l2
)
∂k−l
∂tk−l1
µ
(1/2)
t1 (ds),
and since, from (23), ∂
∂t1
µ
(1/2)
t1 (ds) =
(
t−11 − t12s
)
µ
(1/2)
t1 (ds) we get∣∣∣∣∂ku(x, t)∂tk
∣∣∣∣ ≤ ∫ +∞
0
Ts
(∣∣∣∣∣∂ l Pt2 f (x)∂t l2
∣∣∣∣∣
) ∣∣∣∣(t−11 − t12s
)∣∣∣∣µ(1/2)t1 (ds)
≤ t−11
∫ +∞
0
Ts
(∣∣∣∣∣∂ l Pt2 f (x)∂t l2
∣∣∣∣∣
)
µ
(1/2)
t1 (ds)
+ t1
2
∫ +∞
0
Ts
(∣∣∣∣∣∂ l Pt2 f (x)∂t l2
∣∣∣∣∣
)
1
s
µ
(1/2)
t1 (ds).
Therefore(∫ +∞
0
(
tk−α2
∣∣∣∣∂ku(x, t)∂tk
∣∣∣∣)q dt2t2
)1/q
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≤ Cq
(∫ +∞
0
(
tk−α2 t
−1
1
∫ +∞
0
Ts
(∣∣∣∣∣∂ l Pt2 f (x)∂t l2
∣∣∣∣∣
)
µ
(1/2)
t1 (ds)
)q
dt2
t2
)1/q
+
(∫ +∞
0
(
tk−α2
t1
2
∫ +∞
0
Ts
(∣∣∣∣∣∂ l Pt2 f (x)∂t l2
∣∣∣∣∣
)
1
s
µ
(1/2)
t1 (ds)
)q
dt2
t2
)1/q
= I+ II.
Now using twice Minkowski’s integral inequality (since Ts is an integral transformation with
positive kernel) and the fact that µ(1/2)t1 (ds) is a probability, we get
I = Cq
(∫ +∞
0
(
tk−α2 t
−1
1
)q (∫ +∞
0
Ts
(∣∣∣∣∣∂ l Pt2 f (x)∂t l2
∣∣∣∣∣
)
µ
(1/2)
t1 (ds)
)q
dt2
t2
)1/q
≤ Cq
∫ +∞
0
(∫ +∞
0
(
tk−α2 t
−1
1
)q (
Ts
(∣∣∣∣∣∂ l Pt2 f (x)∂t l2
∣∣∣∣∣
))q
dt2
t2
)1/q
µ
(1/2)
t1 (ds)
≤ Cq
∫ +∞
0
Ts
(∫ +∞
0
(
tk−α2 t
−1
1
)q (∣∣∣∣∣∂ l Pt2 f (x)∂t l2
∣∣∣∣∣
)q
dt2
t2
)1/qµ(1/2)t1 (ds)
≤ CqT ∗
(∫ +∞
0
(
tk−α2 t
−1
1
)q
.
(∣∣∣∣∣∂ l Pt2 f (x)∂t l2
∣∣∣∣∣
)q
dt2
t2
)1/q
and using the same argument for (II) and (24), we have
II ≤ CqT ∗
(∫ +∞
0
(
tk−α2 t1
)q (∣∣∣∣∣∂ l Pt2 f (x)∂t l2
∣∣∣∣∣
)q
dt2
t2
)1/q 1
t21
= CqT ∗
(∫ +∞
0
(
tk−α2 t
−1
1
)q (∣∣∣∣∣∂ l Pt2 f (x)∂t l2
∣∣∣∣∣
)q
dt2
t2
)1/q .
Taking t1 = t2 = t2 and changing the variable, we get
I ≤ CqT ∗
(∫ +∞
0
(
t l−α
)q (∣∣∣∣∂ l Pt f (x)∂t l
∣∣∣∣)q dtt
)1/q
and
II ≤ CqT ∗
(∫ +∞
0
(
t l−α
)q (∣∣∣∣∂ l Pt f (x)∂t l
∣∣∣∣)q dtt
)1/q .
Hence, by the L p boundedness of T ∗∥∥∥∥∥∥
(∫ +∞
0
(
tk−α
∣∣∣∣∂ku(x, t)∂tk
∣∣∣∣)q dtt
)1/q∥∥∥∥∥∥
p,γ
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≤ Cq,k,α
∥∥∥∥∥∥T ∗
(∫ +∞
0
(
t l−α
∣∣∣∣∂ l Pt f (x)∂ul
∣∣∣∣)q dtt
)1/q∥∥∥∥∥∥
p,γ
+Cq
∥∥∥∥∥∥T ∗
(∫ +∞
0
(
t l−α
∣∣∣∣∂ l Pt f (x)∂ul
∣∣∣∣)q dtt
)1/q∥∥∥∥∥∥
p,γ
≤ Ck,α,q
∥∥∥∥∥∥
(∫ +∞
0
(
t l−α
∣∣∣∣∂ l Pt f (x)∂t l
∣∣∣∣)q dtt
)1/q∥∥∥∥∥∥
p,γ
. 
Now, we can introduce the Gaussian Triebel–Lizorkin spaces Fαp,q(γd) following the classical
case (see [6,18,19]),
Definition 2.2. Let α ≥ 0, k be the smallest integer greater than α, and 1 ≤ p, q < ∞. The
Gaussian Triebel–Lizorkin space Fαp,q(γd) is the set of functions f ∈ L p(γd) for which∥∥∥∥∥∥
(∫ ∞
0
(
tk−α
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q dtt
)1/q∥∥∥∥∥∥
p,γd
<∞. (31)
The norm of f ∈ Fαp,q(γd) is defined as
‖ f ‖Fαp,q := ‖ f ‖p,γd +
∥∥∥∥∥∥
(∫ ∞
0
(
tk−α
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q dtt
)1/q∥∥∥∥∥∥
p,γd
. (32)
Observe that by Lemma 2.5 the definition of Fα,qp (γd) does not depend on which k > α is chosen
and the resulting norms are equivalent.
In [10] the notion of homogeneous Gaussian Besov–Lipschitz and homogeneous Gaussian
Triebel–Lizorkin spaces were considered. Nevertheless the definitions of those spaces given there
appear to be wrong in the case that α > 1. On the other hand, Epperson [3] has considered
Triebel–Lizorkin spaces with respect to the Hermite functions expansions which are different to
the spaces that we are considering in this article related to Hermite polynomial expansions.
Let us observe that by the L p(γd)-continuity of the Gaussian Littlewood–Paley g1-function,
see [9]
g1( f )(x) =
(∫ ∞
0
t
∣∣∣∣∂Pt f∂t
∣∣∣∣2 dt
)1/2
(33)
it is immediate to see that for 1 < p <∞
L p(γd) = F0p,2(γd),
and by the trivial identification of the L p spaces with the Hardy spaces, see [5], we have also
H p(γd) = F0p,2(γd),
For Gaussian Triebel–Lizorkin spaces we have the following inclusion result, which is
analogous to Proposition 2.1 (i),
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Proposition 2.2. The inclusion Fα1p,q1(γd) ⊂ Fα2p,q2(γd) holds for α1 > α2 > 0 and q1 ≥ q2.
Proof. Let us consider f ∈ Fα1,q1p (γd). Then(∫ +∞
0
(
tk−α2
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q2 dtt
) 1
q2
=
(∫ 1
0
(
tk−α2
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q2 dtt +
∫ +∞
1
(
tk−α2
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q2 dtt
) 1
q2
≤
(∫ 1
0
(
tk−α2
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q2 dtt
) 1
q2
+
(∫ +∞
1
(
tk−α2
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q2 dtt
) 1
q2
= I+ II.
Let us observe that for the first term I , the case q1 = q2 is immediate since as t < 1,
tk−α2 < tk−α1 and then
I q2 ≤
∫ +∞
0
(
tk−α1
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q1 dtt .
Now, in the case q1 > q2 taking r = q1q2 , s =
q1
q1−q2 then r, s > 1 and
1
r + 1s = 1, then, by the
Ho¨lder inequality
Iq2 =
∫ 1
0
t (α1−α2)q2
(
tk−α1
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q2 dtt
≤
(∫ 1
0
t (α1−α2)q2s dt
t
) 1
s
(∫ 1
0
(
tk−α1
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q2r dtt
) 1
r
= 1
(α1 − α2)q2s
(∫ 1
0
(
tk−α1
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q1 dtt
) q2
q1
≤ C
(∫ +∞
0
(
tk−α1
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q1 dtt
) q2
q1
.
Now for the second term II, using Lemma 2.1, we have
II =
(∫ +∞
1
(
tk−α2
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q2 dtt
) 1
q2
≤ C T ∗ f (x)
(∫ +∞
1
(
tk−α2 t−k
)q2 dt
t
) 1
q2
= CT ∗ f (x)
(∫ +∞
1
t−α2q2 dt
t
) 1
q2 = C T ∗ f (x).
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Then, using the L p(γd)-continuity of T ∗, we get∥∥∥∥∥∥
(∫ +∞
0
(
tk−α2
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q2 dtt
) 1
q2
∥∥∥∥∥∥
p,γd
≤ C
∥∥∥∥∥∥
(∫ +∞
0
(
tk−α1
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q1 dtt
) 1
q1
∥∥∥∥∥∥
p,γd
+ C‖T ∗ f ‖p,γd
≤ C
∥∥∥∥∥∥
(∫ +∞
0
(
tk−α1
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q1 dtt
) 1
q1
∥∥∥∥∥∥
p,γd
+ ‖ f ‖p,γd
 < +∞,
Thus, f ∈ Fα2,q2p (γd). 
Let us observe that the Gaussian Besov–Lipschitz spaces and the Gaussian Triebel–Lizorkin
spaces are by construction subspaces of L p(γd). Moreover since trivially ‖ f ‖p,γd ≤ ‖ f ‖Bαp,q and‖ f ‖p,γd ≤ ‖ f ‖Fαp,q the inclusions are continuous. On the other hand, from (11) it is clear that
for all t > 0 and k ∈ N,
∂k
∂tk
Pthβ(x) = (−1)k |β|k/2e−t
√|β|hβ(x),
and therefore(∫ +∞
0
(
tk−α
∥∥∥∥ ∂k∂tk Pthβ
∥∥∥∥
p,γ
)q
dt
t
)1/q
=
(∫ +∞
0
(
tk−α‖(−|β|1/2)ke−t
√|β|hβ‖p,γ
)q dt
t
)1/q
= |β|k/2
(∫ +∞
0
t (k−α)qe−t
√|β|q dt
t
)1/q
‖hβ‖p,γ
= |β|
α/2
qk−α (
Γ ((k − α)q))1/q ‖hβ‖p,γ <∞.
Thus hβ ∈ Bαp,q(γd) and
‖hβ‖Bαp,q =
(
1+ |β|
α/2
qk−α (
Γ ((k − α)q))1/q
)
‖hβ‖p,γ .
Similarly, hβ ∈ Fαp,q(γd) and
‖hβ‖Fαp,q = ‖hβ‖p,γ +
∥∥∥∥∥∥
(∫ +∞
0
(
tk−α
∣∣∣∣ ∂k∂tk Pthβ(x)
∣∣∣∣)q dtt
)1/q∥∥∥∥∥∥
p,γ
=
(
1+ |β|
α/2
qk−α (
Γ ((k − α)q))1/q
)
‖hβ‖p,γ = ‖hβ‖Bαp,q .
Therefore, the set of polynomials P is included in Bαp,q(γd) and in Fαp,q(γd).
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Also we have the following inclusion relations between Gaussian Triebel–Lizorkin spaces and
Gaussian Besov–Lipschitz spaces,
Proposition 2.3. Let α ≥ 0 and p, q > 1
(i) If p = q then
Fαp,p(γd) = Bαp,p(γd).
(ii) If q > p then
Fαp,q(γd) ⊂ Bαp,q(γd).
(iii) If p > q then
Bαp,q(γd) ⊂ Fαp,q(γd).
Proof. (i) Using Tonelli’s theorem, we trivially have∥∥∥∥∥∥
(∫ +∞
0
(
tk−α
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)p dtt
) 1
p
∥∥∥∥∥∥
p,γd
=
(∫ +∞
0
t (k−α)p
∫
Rd
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣p γd(dx)dtt
) 1
p
=
(∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p
)p
dt
t
) 1
p
.
(ii) Suppose q > p, by Minkowski’s integral inequality we have,(∫ ∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
)p/q
=
∫ ∞
0
t (k−α)q
(∫
Rd
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣p γd(dx)
)q/p
dt
t
p/q
≤
∫
Rd
(∫ ∞
0
(
tk−α
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣)q dtt
)p/q
γd(dx).
Therefore,
‖ f ‖Bαp,q = ‖ f ‖p,γd +
(∫ ∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
)1/q
≤ ‖ f ‖p,γd +
∥∥∥∥∥∥
(∫ ∞
0
(
tk−α
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q dtt
)1/q∥∥∥∥∥∥
p,γd
= ‖ f ‖Fαp,q .
(iii) Finally, if p > q , using again Minkowski’s integral inequality, we
‖ f ‖Fαp,q = ‖ f ‖p,γd +
∥∥∥∥∥∥
(∫ ∞
0
(
tk−α
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q dtt
)1/q∥∥∥∥∥∥
p,γd
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≤ ‖ f ‖p,γd +
(∫ ∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
)1/q
= ‖ f ‖Bαp,q . 
Let us prove now that the Gaussian Sobolev spaces L pα(γd) are contained in some
Besov–Lipschitz and Triebel–Lizorkin spaces, and therefore they are “finer scales” to measure
the regularity of functions.
Theorem 2.1. Let us suppose that 1 < p < +∞ and α > 0. Then
(i) L pα(γd) ⊂ Fαp,2(γd) if p > 1.
(ii) L pα(γd) ⊂ Bαp,p(γd) = Fαp,p(γd) if p ≥ 2.
(iii) L pα(γd) ⊂ Bαp,2(γd) if p ≤ 2.
Proof. (i). We have to consider two cases:
(1) If α ≥ 1. Suppose h ∈ L pα(γd) then h = Jα f , f ∈ L p(γd), by the change of variable
u = t+s using the fact the representation of the Bessel potentials (17) and Hardy’s inequality
to get,(∫ +∞
0
(
tk−α
∣∣∣∣∂k Pth(x)∂tk
∣∣∣∣)2 dtt
) 1
2
=
(∫ +∞
0
t2(k−α)
∣∣∣∣∂k PtJα f (x)∂tk
∣∣∣∣2 dtt
) 1
2
≤ 1
Γ (α)
(∫ +∞
0
t2(k−α)
(∫ +∞
0
sαe−s
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ dss
)2
dt
t
) 1
2
= 1
Γ (α)
(∫ +∞
0
t2(k−α)
(∫ +∞
t
(u − t)α−1et−u
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣ du)2 dtt
) 1
2
≤ 1
Γ (α)
(∫ +∞
0
(∫ +∞
t
uα−1
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣ du)2 t2(k−α)−1dt
) 1
2
≤ 1
Γ (α)
1
k − α
(∫ +∞
0
(
uk
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣)2 duu
) 1
2
.
Hence, by the L p(γd)-continuity of the Gaussian Littlewood–Paley gk-function, see [4]∥∥∥∥∥∥
(∫ +∞
0
(
tk−α
∣∣∣∣∂k Pth∂tk
∣∣∣∣)2 dtt
) 1
2
∥∥∥∥∥∥
p,γ
≤ 1
Γ (α)
1
k − α
∥∥∥∥∥∥
(∫ +∞
0
(
uk
∣∣∣∣∂k Pu f∂uk
∣∣∣∣)2 duu
) 1
2
∥∥∥∥∥∥
p,γ= Ck,α‖gk f ‖p,γ ≤ Ck,α‖ f ‖p,γ = Ck,α‖h‖p,α,
thus h ∈ Fαp,2(γd).
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(2) If 0 < α < 1. Suppose h ∈ L pα(γd), then h = Jα f , f ∈ L p(γd), again using (17),(∫ +∞
0
(
tk−α
∣∣∣∣∂k Pth(x)∂tk
∣∣∣∣)2 dtt
) 1
2
≤ 1
Γ (α)
(∫ +∞
0
t2(k−α)
(∫ +∞
0
sαe−s
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ dss
)2
dt
t
) 1
2
≤ C
Γ (α)
(∫ +∞
0
t2(k−α)−1
[(∫ t
0
sαe−s
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ dss
)2
+
(∫ +∞
t
sαe−s
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ dss
)2]
dt
) 1
2
≤ C
Γ (α)
(∫ +∞
0
t2(k−α)−1
(∫ t
0
sα−1e−s
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ ds)2 dt
) 1
2
+ C
Γ (α)
(∫ +∞
0
t2(k−α)−1
(∫ +∞
t
sα−1e−s
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ ds)2 dt
) 1
2
= I+ II.
Now, since e−s < 1, sα−1 < tα−1 as α < 1, and using the change of variables u = t + s and
Hardy inequality we get,
II ≤
(∫ +∞
0
t2(k−1)−1
(∫ +∞
t
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ ds)2 dt
) 1
2
=
(∫ +∞
0
t2(k−1)−1
(∫ +∞
2t
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣ du)2 dt
) 1
2
≤
(∫ +∞
0
t2(k−1)−1
(∫ +∞
t
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣ du)2 dt
) 1
2
≤
(∫ +∞
0
(
u
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣)2 u2(k−1)−1du
) 1
2
=
(∫ +∞
0
(∣∣∣∣uk ∂k Pu f (x)∂uk
∣∣∣∣)2 duu
) 1
2
= gk f (x).
On the other hand, again since e−s < 1,
I 2 ≤
∫ +∞
0
t2(k−α)−1
(∫ t
0
sα−1
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ ds)2 dt
= 1
α2
∫ +∞
0
t2k−1
(
α
tα
∫ t
0
sα−1
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ ds)2 dt.
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Now, as α > 0 using Jensen’s inequality for the measure αtα s
α−1ds and Tonelli’s Theorem,
I 2 ≤ 1
α2
∫ +∞
0
t2k−1
(
α
tα
∫ t
0
sα−1
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣2 ds
)
dt
≤ 1
α
∫ +∞
0
sα−1
(∫ +∞
s
(t + s)2k−α−1
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣2 dt
)
ds,
since 2k − α − 1 > 0. Finally, again using the change of variables u = t + s and the Hardy
inequality
I 2 ≤ 1
α
∫ +∞
0
sα−1
(∫ +∞
2s
u2k−α−1
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣2 du
)
ds
≤ 1
α
∫ +∞
0
sα−1
(∫ +∞
s
u2k−α−1
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣2 du
)
ds
≤ 1
α
∫ +∞
0
(
uk
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣)2 duu = 1α g2k f (x).
Hence, again by the L p(γd)-continuity of the Gaussian Littlewood–Paley gk-function,∥∥∥∥∥∥
(∫ +∞
0
(
tk−α
∣∣∣∣∂k Pth∂tk
∣∣∣∣)2 dtt
) 1
2
∥∥∥∥∥∥
p,γ
≤ Ck,α‖gk f ‖p,γ
≤ Ck,α‖ f ‖p,γ = Ck,α‖h‖p,α.
Thus h ∈ Fαp,2(γd), for 0 < α < 1.
Let us prove now (ii). Suppose h ∈ L pα(γd) with p ≥ 2 then h = Jα f , f ∈ L p(γd). Using the
inequality (a + b)p ≤ C p(a p + bp) if a, b ≥ 0, p ≥ 1 we get(∫ +∞
0
(
tk−α
∥∥∥∥∂k PtJα f∂tk
∥∥∥∥
p,γd
)p
dt
t
) 1
p
≤ 1
Γ (α)
(∫ +∞
0
(
tk−α
∫ +∞
0
sαe−s
∥∥∥∥ ∂k Pt+s f∂(t + s)k
∥∥∥∥
p,γ
ds
s
)p
dt
t
) 1
p
≤ C
Γ (α)
(∫ +∞
0
t p(k−α)
(∫ t
0
sα
∥∥∥∥ ∂k Ps+t f∂(s + t)k
∥∥∥∥
p,γ
ds
s
)p
+
(∫ +∞
t
sα
∥∥∥∥ ∂k Ps+t f∂(s + t)k
∥∥∥∥
p,γ
ds
s
)p
dt
t
) 1
p
.
Using the inequality (a + b)1/p ≤ a1/p + b1/p if a, b ≥ 0, p ≥ 1
C
Γ (α)
(∫ +∞
0
t p(k−α)
(∫ t
0
sα
∥∥∥∥ ∂k Ps+t f∂(s + t)k
∥∥∥∥
p,γ
ds
s
)p
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+
(∫ +∞
t
sα
∥∥∥∥ ∂k Ps+t f∂(s + t)k
∥∥∥∥
p,γ
ds
s
)p
dt
t
) 1
p
≤ C
Γ (α)
(∫ +∞
0
t (k−α)p
(∫ t
0
sα
∥∥∥∥ ∂k Ps+t f∂(s + t)k
∥∥∥∥
p,γ
ds
s
)p
dt
t
) 1
p
+ C
Γ (α)
(∫ +∞
0
t (k−α)p
(∫ +∞
t
sα
∥∥∥∥ ∂k Ps+t f∂(s + t)k
∥∥∥∥
p,γ
ds
s
)p
dt
t
) 1
p
= I+ II.
Now, using again the Hardy’s inequality, since k > α and Lemma 2.4
II = C
Γ (α)
(∫ +∞
0
t p(k−α)
(∫ +∞
t
sα
∥∥∥∥ ∂k Ps+t f∂(s + t)k
∥∥∥∥
p,γ
ds
s
)p
dt
t
) 1
p
≤ C
Γ (α)
(∫ +∞
0
t p(k−α)
(∫ +∞
t
sα
∥∥∥∥∂k Ps f∂sk
∥∥∥∥
p,γ
ds
s
)p
dt
t
) 1
p
≤ C
Γ (α)
1
k − α
(∫ +∞
0
(
sα
∥∥∥∥ ∂k∂sk Ps f
∥∥∥∥
p,γ
)p
s(k−α)p−1ds
) 1
p
= Ck,α
(∫ +∞
0
(
sk
∥∥∥∥ ∂k∂sk Ps f
∥∥∥∥
p,γ
)p
ds
s
) 1
p
= Ck,α
∥∥∥∥∥∥
(∫ +∞
0
|sk ∂
k Ps f
∂sk
|p ds
s
) 1
p
∥∥∥∥∥∥
p
,
by Tonelli’s Theorem.
Now since p ≥ 2 using Lemma 2.1, we have∫ +∞
0
∣∣∣∣uk ∂k Pu f (x)∂uk
∣∣∣∣p duu =
∫ +∞
0
(
uk
∣∣∣∣ ∂k∂uk Pu f (x)
∣∣∣∣)p−2 (uk ∣∣∣∣ ∂k∂uk Pu f (x)
∣∣∣∣)2 duu
≤ C (T ∗ f (x))p−2 ∫ +∞
0
(
uk
∣∣∣∣ ∂k∂uk Pu f (x)
∣∣∣∣)2 duu .
Therefore∥∥∥∥∥∥
(∫ +∞
0
∣∣∣∣uk ∂k Pu f∂uk
∣∣∣∣p duu
) 1
p
∥∥∥∥∥∥
p
p
=
∫
Rd
(∫ +∞
0
∣∣∣∣uk ∂k Pu f (x)∂uk
∣∣∣∣p duu
)
γd(dx)
≤ C
∫
Rd
((
T ∗ f (x)
)p−2 ∫ +∞
0
(
uk
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣)2 duu
)
γd(dx).
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Using the Ho¨lder inequality, with θ = 2p , and the L p(γd)-continuity of T ∗ and gk , we have∥∥∥∥∥∥
(∫ +∞
0
∣∣∣∣uk ∂k Pu f∂uk
∣∣∣∣p duu
) 1
p
∥∥∥∥∥∥
p
p
≤ C
∫
Rd
((
T ∗ f (x)
)p−2 ∫ +∞
0
(
uk
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣)2 duu
)
γd(dx)
≤ C
∫
Rd
((
T ∗ f (x)
)(p−2). 11−θ γd(dx))1−θ
×
∫
Rd
(∫ +∞
0
(
uk
∣∣∣∣ ∂k∂uk Pu f (x)
∣∣∣∣)2 duu
) 1
θ
γd(dx)
θ
= C
∫
Rd
((
T ∗ f (x)
)p
γd(dx)
) p−2
p
×
∫
Rd
(∫ +∞
0
(
uk
∣∣∣∣ ∂k∂uk Pu f (x)
∣∣∣∣)2 duu
) p
2
γd(dx)

2
p
= C‖T ∗ f ‖p−2p,γ ‖gk f ‖2p,γ ≤ C‖ f ‖pp,γ .
Thus,
II ≤ Ck,α‖h‖p,α.
Now, using again Lemma 2.4 and since α > 0
I = C
Γ (α)
(∫ +∞
0
t p(k−α)
(∫ t
0
sα
∥∥∥∥ ∂k∂(s + t)k Ps+t f
∥∥∥∥
p,γ
ds
s
)p
dt
t
) 1
p
≤ C
Γ (α)
(∫ +∞
0
t p(k−α)
(∫ t
0
sα
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γ
ds
s
)p
dt
t
) 1
p
= 1
α
C
Γ (α)
(∫ +∞
0
tk
∥∥∥∥∂k Pt f∂tk
∥∥∥∥p
p,γ
dt
t
) 1
p
≤ Ck,α‖h‖p,α.
So h ∈ Bαp,p(γd), if p ≥ 2.
(iii) can be proved using similar arguments as in (i) and (ii) but it is immediate consequences
of (i) and of Proposition 2.3(ii). 
In [10], using Theorem 3.2, it is claimed that the Gaussian Sobolev spaces L pα(γd) coincide
with the homogeneous Gaussian Triebel–Lizorkin F˙αp,2 but the proof of that theorem is wrong
since it is assumed that the operator involved is linear, but it is actually only sublinear. We suspect
that, as in the case of homogeneous spaces see [8], the equality in (i) is actually true, but we have
not been able to prove it so far.
Now, let us prove some interpolation results for the Gaussian Besov–Lipschitz spaces and for
the Gaussian Triebel–Lizorkin spaces,
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Theorem 2.2. We have the following interpolation results:
(i) For 1 < p j , q j < +∞ and α j ≥ 0, if f ∈ Bα jp j ,q j (γd), j = 0, 1, then f ∈ Bαp,q(γd), where
α = α0(1− θ)+ α1θ , and
1
p
= 1
p0
(1− θ)+ θ
p1
,
1
q
= 1
q0
(1− θ)+ θ
q1
, 0 < θ < 1.
(ii) For 1 < p j , q j < +∞ and α j ≥ 0, if f ∈ Fα jp j ,q j (γd), j = 0, 1, then f ∈ Fαp,q(γd), where
α = α0(1− θ)+ α1θ , and
1
p
= 1
p0
(1− θ)+ θ
p1
,
1
q
= 1
q0
(1− θ)+ θ
q1
, 0 < θ < 1.
Proof. The proofs of both results are based on the following interpolation result for L p(γd)
spaces (actually true for any measure µ) that is obtained using the Ho¨lder inequality:
For 1 < r0, r1 < ∞ and 1r = 1r0 (1 − η) +
η
r1
, 0 < η < 1. If f ∈ Lr j (γd), j = 0, 1 then
f ∈ Lr (γd) and
‖ f ‖r,γd ≤ ‖ f ‖1−ηr0,γd‖ f ‖ηr1,γd . (34)
Let us prove (i). Let k be any integer greater than α0 and α1, by using the above result we get
for α = α0(1− θ)+ α1θ ,∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
≤
∫ +∞
0
(
tk−(α0(1−θ)+α1θ)
∥∥∥∥∂k Pt f∂tk
∥∥∥∥1−θ
p0,γd
∥∥∥∥∂k Pt f∂tk
∥∥∥∥θ
p1,γd
)q
dt
t
=
∫ +∞
0
(
t (1−θ)(k−α0)+θ(k−α1)
∥∥∥∥∂k Pt f∂tk
∥∥∥∥1−θ
p0,γd
∥∥∥∥∂k Pt f∂tk
∥∥∥∥θ
p1,γd
)q
dt
t
=
∫ +∞
0
(
tk−α0
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p0,γd
)(1−θ)q (
tk−α1
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p1,γd
)θq
dt
t
.
Now, if λ = θqq1 then 0 < λ < 1 and q = (1− λ)q0 + λq1. Therefore by using again the Ho¨lder
inequality,∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
≤
(∫ +∞
0
(
tk−α0
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p0,γd
)q0
dt
t
)1−λ (∫ +∞
0
(
tk−α1
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p1,γd
)q1
dt
t
)λ
<∞,
and so f ∈ Bαp,q(γd).
(ii) Analogously, by taking β = pθp1 , λ =
qθ
q1
, we have 0 < β, λ < 1 and p =
(1 − β)p0 + βp1, q = (1 − λ)q0 + λq1. Let k be any integer greater than α0 and α1, by using
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the Ho¨lder inequality we get for α = α0(1− θ)+ α1θ ,∫ +∞
0
(
tk−α
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q dtt
=
∫ +∞
0
(
tk−α0
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)(1−θ)q (tk−α1 ∣∣∣∣∂k Pt f∂tk
∣∣∣∣)θq dtt
=
∫ +∞
0
(
tk−α0
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)(1−λ)q0 (tk−α1 ∣∣∣∣∂k Pt f∂tk
∣∣∣∣)λq1 dtt
≤
(∫ +∞
0
(
tk−α0
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q0 dtt
)1−λ (∫ +∞
0
(
tk−α1
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q1 dtt
)λ
.
Thus,∥∥∥∥∥∥
(∫ +∞
0
(
tk−α
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q dtt
) 1
q
∥∥∥∥∥∥
p
p,γd
=
∫
Rd
(∫ +∞
0
(
tk−α
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q dtt
) p
q
γd(dx)
≤
∫
Rd
(∫ +∞
0
(
tk−α0
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q0 dtt
) (1−λ)p
q
×
(∫ +∞
0
(
tk−α1
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q1 dtt
) λp
q
γd(dx)
=
∫
Rd
(∫ +∞
0
(
tk−α0
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q0 dtt
) (1−θ)p
q0
×
(∫ +∞
0
(
tk−α1
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q1 dtt
) θp
q1
γd(dx)
=
∫
Rd
(∫ +∞
0
(
tk−α0
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q0 dtt
) (1−β)p0
q0
×
(∫ +∞
0
(
tk−α1
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q1 dtt
) βp1
q1
γd(dx),
and then again using the Ho¨lder inequality,∥∥∥∥∥∥
(∫ +∞
0
(
tk−α
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q dtt
) 1
q
∥∥∥∥∥∥
p
p,γd
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≤
∫
Rd
(∫ +∞
0
(
tk−α0
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q0 dtt
) p0
q0
γd(dx)
1−β
×
∫
Rd
(∫ +∞
0
(
tk−α1
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q1 dtt
) p1
q1
γd(dx)
β
=
∥∥∥∥∥∥
(∫ +∞
0
(
tk−α0
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q0 dtt
) 1
q0
∥∥∥∥∥∥
p0(1−β)
p0,γd
×
∥∥∥∥∥∥
(∫ +∞
0
(
tk−α1
∣∣∣∣∂k Pt f∂tk
∣∣∣∣)q1 dtt
) 1
q1
∥∥∥∥∥∥
p1β
p1,γd
< +∞.
Hence f ∈ Fαp,q(γd). 
Now, we are going to study the continuity properties of the Ornstein–Uhlenbeck semigroup,
the Poisson–Hermite semigroup and the Bessel potentials on the Besov–Lipschitz and
Triebel–Lizorkin spaces.
Theorem 2.3. For the Besov–Lipschitz spaces Bαp,q(γd) and Triebel–Lizorkin spaces F
α
p,q(γd),
we have
(i) The Ornstein–Uhlenbeck semigroup {Tt } and the Poisson–Hermite semigroup {Pt } are
bounded on Bαp,q(γd).
(ii) For every β > 0, the Bessel potentials J γβ are bounded on Bαp,q(γd).
(iii) The Ornstein–Uhlenbeck semigroup {Tt }, the Poisson–Hermite semigroup {Pt } are bounded
on Fαp,q .
(iv) The Bessel potentials J γβ are bounded on Fαp,q(γd).
Proof. (i) Let us prove the Bαp,q(γd)-continuity of Pt for any t > 0, the proof for Tt is totally
analogous. By the L p-continuity of the Poisson–Hermite semigroup, Lebesgue’s dominated
convergence theorem and Jensen’s inequality we get∫
Rd
∣∣∣∣∂k Pt (Ps f )∂tk (x)
∣∣∣∣p γd(dx) = ∫Rd
∣∣∣∣Ps (∂k Pt f∂tk
)
(x)
∣∣∣∣p γd(dx)
≤
∫
Rd
Ps
(∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣p
)
γd(dx)
=
∫
Rd
∣∣∣∣∂k Pt f (x)∂tk
∣∣∣∣p γd(dx).
Thus,∥∥∥∥∂k Pt (Ps f )∂tk
∥∥∥∥
p,γd
≤
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
,
and therefore
‖Ps f ‖Bαp,q = ‖Ps f ‖p,γd +
(∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt (Ps f )∂tk
∥∥∥∥
p,γd
)q
dt
t
)1/q
556 E. Pineda, W. Urbina / Journal of Approximation Theory 161 (2009) 529–564
≤ ‖ f ‖p,γd +
(∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
)1/q
= ‖ f ‖Bαp,q .
(ii) Now let us see that Jβ is bounded on Bαp,q(γd). Using Lebesgue’s dominated convergence
theorem and Minkowski’s integral inequality and Jensen’s inequality, we have∥∥∥∥∂k Pt∂tk (Jβ f )
∥∥∥∥q
p,γd
=
(∫
Rd
∣∣∣∣∂k Pt∂tk
(
1
Γ (β)
∫ +∞
0
sβe−s Ps f (x)
ds
s
)∣∣∣∣p γd(dx)
) q
p
≤
 1
Γ (β)
∫ +∞
0
sβe−s
(∫
Rd
∣∣∣∣∂k Pt Ps f (x)∂tk
∣∣∣∣p γd(dx)
) 1
p ds
s
q
≤ 1
Γ (β)
∫ +∞
0
sβe−s
∥∥∥∥∂k Pt Ps f∂tk
∥∥∥∥q
p,γd
ds
s
,
and then using Tonelli’s Theorem,∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt∂tk (Jβ f )
∥∥∥∥
p,γd
)q
dt
t
≤ 1
Γ (β)
∫ +∞
0
sβe−s
(∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt (Ps f )∂tk
∥∥∥∥
p,γd
)q
dt
t
)
ds
s
≤ 1
Γ (β)
∫ +∞
0
sβe−s
(∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
)
ds
s
=
∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
.
Therefore
‖Jβ f ‖Bαp,q = ‖Jβ f ‖p,γd +
∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt∂tk (Jβ f )
∥∥∥∥
p,γd
)q
dt
t
≤ ‖ f ‖p,γd +
∫ +∞
0
(
tk−α
∥∥∥∥∂k Pt f∂tk
∥∥∥∥
p,γd
)q
dt
t
= ‖ f ‖Bαp,q .
(iii) Let us prove the Fαp,q -continuity of Pt for any t > 0, the proof for Tt is totally analogous. By
Lebesgue’s dominated convergence theorem and Minkowski’s integral inequality, we have(∫ ∞
0
(
sk−α
∣∣∣∣∂k Pt (Psg)∂sk (x)
∣∣∣∣)q dss
)1/q
=
(∫ ∞
0
(
sk−α
∣∣∣∣∫Rd p(t, x, y)∂
k Psg(y)
∂sk
dy
∣∣∣∣)q dss
)1/q
≤
∫
Rd
p(t, x, y)
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Psg(y)∂sk
∣∣∣∣)q dss
)1/q
dy
E. Pineda, W. Urbina / Journal of Approximation Theory 161 (2009) 529–564 557
= Pt
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Psg∂sk
∣∣∣∣)q dss
)1/q (x).
Therefore, by the L p-continuity of Pt we get∥∥∥∥∥∥
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Ps(Ptg)∂sk
∣∣∣∣)q dss
)1/q∥∥∥∥∥∥
p,γd
≤
∥∥∥∥∥∥Pt
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Psg∂sk
∣∣∣∣)q dss
)1/q∥∥∥∥∥∥
p,γd
≤
∥∥∥∥∥∥
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Psg∂sk
∣∣∣∣)q dss
)1/q∥∥∥∥∥∥
p,γd
.
Thus,
‖Ptg‖Fαp,q = ‖Ptg‖p,γd +
∥∥∥∥∥∥
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Ps(Ptg)∂sk
∣∣∣∣)q dss
)1/q∥∥∥∥∥∥
p,γd
≤ ‖g‖p,γd +
∥∥∥∥∥∥
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Psg∂sk
∣∣∣∣)q dss
)1/q∥∥∥∥∥∥
p,γd
= ‖g‖Fαp,q .
(iv) Now let us see that Jβ is bounded on Fαp,q(γd). By Lebesgue’s dominated convergence
theorem, Minkowski’s integral inequality and (iii), we have(∫ ∞
0
(
sk−α
∣∣∣∣∂k Ps∂sk (J γβ g) (x)
∣∣∣∣)q dss
)1/q
=
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Ps∂sk
(
1
Γ (β)
∫ +∞
0
tβe−t Ptg(x)
dt
t
)∣∣∣∣)q dss
)1/q
≤ 1
Γ (β)
∫ +∞
0
tβe−t
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Ps(Ptg)∂sk (x)
∣∣∣∣)q dss
)1/q
dt
t
,
then, again by Minkowski’s integral inequality and (iii)∥∥∥∥∥∥
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Ps∂sk (J γβ g)
∣∣∣∣)q dss
)1/q∥∥∥∥∥∥
p,γd
≤
∥∥∥∥∥∥ 1Γ (β)
∫ +∞
0
tβe−t
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Ps(Ptg)∂sk
∣∣∣∣)q dss
)1/q
dt
t
∥∥∥∥∥∥
p,γd
≤ 1
Γ (β)
∫ +∞
0
tβe−t
∥∥∥∥∥∥
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Ps(Ptg)∂sk
∣∣∣∣)q dss
)1/q∥∥∥∥∥∥
p,γd
dt
t
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≤ 1
Γ (β)
∫ +∞
0
tβe−t
∥∥∥∥∥∥
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Psg∂sk
∣∣∣∣)q dss
)1/q∥∥∥∥∥∥
p,γd
dt
t
=
∥∥∥∥∥∥
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Psg∂sk
∣∣∣∣)q dss
)1/q∥∥∥∥∥∥
p,γd
.
Thus
‖J γβ g‖Fαp,q = ‖J γβ g‖p,γd +
∥∥∥∥∥∥
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Ps∂sk (J γβ g)
∣∣∣∣)q dss
)1/q∥∥∥∥∥∥
p,γd
≤ ‖g‖p,γd +
∥∥∥∥∥∥
(∫ ∞
0
(
sk−α
∣∣∣∣∂k Psg∂sk
∣∣∣∣)q dss
)1/q∥∥∥∥∥∥
p,γd
= ‖g‖Fαp,q . 
Actually we can say more,
Theorem 2.4. Suppose that α ≥ 0, β > 0. Then
(i) Jβ is bounded from Bαp,q(γd) to Bα+βp,q (γd).
(ii) Jβ is bounded from Fαp,q(γd) to Fα+βp,q (γd).
Proof. (i) Let us denote u(x, t) = Pt f (x) and U (x, t) = PtJβ f (x), using the representation
of Pt (6) we have,
U (x, t) =
∫ +∞
0
Ts(Jβ f )(x)µ(1/2)t (ds).
Therefore,
U (x, t1 + t2) = Pt1(Pt2(Jβ f ))(x) =
∫ +∞
0
Ts(Pt2(Jβ f ))(x)µ(1/2)t1 (ds).
Now, let k, l be integer greater than α, β respectively, by differentiating k times respect to t2
and l times respect to t1,
∂k+lU (x, t1 + t2)
∂(t1 + t2)k+l =
∫ +∞
0
Ts
(
∂k Pt2
∂tk2
(Jβ f )
)
(x)
∂ l
∂t l1
µ
(1/2)
t1 (ds).
Thus
∂k+lU (x, t)
∂tk+l
=
∫ +∞
0
Ts
(
∂k Pt2
∂tk2
(Jβ f )
)
(x)
∂ l
∂t l1
µ
(1/2)
t1 (ds),
if t = t1 + t2 and therefore, using the L p-continuity of Ts and (25)∥∥∥∥∂k+lU (·, t)∂tk+l
∥∥∥∥
p,γ
≤
∫ +∞
0
∥∥∥∥∥Ts
(
∂k Pt2
∂tk2
(Jβ f )
)∥∥∥∥∥
p,γ
∣∣∣∣∣ ∂ l∂t l1µ(1/2)t1 (ds)
∣∣∣∣∣
≤
∫ +∞
0
∥∥∥∥∥∂k Pt2∂tk2 (Jβ f )
∥∥∥∥∥
p,γ
∣∣∣∣∣ ∂ l∂t l1µ(1/2)t1 (ds)
∣∣∣∣∣
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=
∥∥∥∥∥∂k Pt2∂tk2 (Jβ f )
∥∥∥∥∥
p,γ
∫ +∞
0
∣∣∣∣∣ ∂ l∂t l1µ(1/2)t1 (ds)
∣∣∣∣∣
≤ C(t1)−l
∥∥∥∥∥ ∂k∂tk2 Pt2Jβ f
∥∥∥∥∥
p,γ
. (35)
On the other hand, using the representation of Bessel potential (17) we have
Pt (Jβ f )(x) = 1Γ (β)
∫ +∞
0
sβe−s Pt+s f (x)
ds
s
then
∂k Pt
∂tk
(Jβ f )(x) = 1Γ (β)
∫ +∞
0
sβe−s ∂
k Pt+s f (x)
∂tk
ds
s
= 1
Γ (β)
∫ +∞
0
sβe−s ∂
k Pt+s f (x)
∂(t + s)k
ds
s
,
and this implies that∥∥∥∥∂k Pt∂tk (Jβ f )
∥∥∥∥
p,γ
≤ 1
Γ (β)
∫ +∞
0
sβe−s
∥∥∥∥ ∂k Pt+s f∂(t + s)k
∥∥∥∥
p,γ
ds
s
,
since f ∈ Bαp,q(γd). Now due to the fact that the definition of Bαp,q(γd) is independent
on the integer k > α that we can choose, let us take k > α + β and l > β, then
k + l > α + 2β > α + β, this is k + l is an integer greater than α + β. Let us see now
that (∫ +∞
0
(
tk+l−(α+β)
∥∥∥∥∂k+lU (·, t)∂tk+l
∥∥∥∥
p,γ
)q
dt
t
) 1
q
< +∞.
In fact, taking t1 = t2 = t/2 in (35), we get(∫ +∞
0
(
tk+l−(α+β)
∥∥∥∥∂k+lU (·, t)∂tk+l
∥∥∥∥
p,γ
)q
dt
t
) 1
q
≤ C
∫ +∞
0
tk+l−(α+β) ∥∥∥∥∥ ∂
k P t
2
∂
( t
2
)k (Jβ f )
∥∥∥∥∥
p,γ
(
t
2
)−lq dt
t

1
q
≤ C
Γ (β)
∫ +∞
0
tk−(α+β)
∫ +∞
0
sβe−s
∥∥∥∥∥∂
k Ps+ t2 f
∂( t2 )
k
∥∥∥∥∥
p,γ
ds
s
q dt
t

1
q
≤ C
Γ (β)
∫ +∞
0
t (k−(α+β))q
∫ t
0
sβ
∥∥∥∥∥ ∂
k Ps+ t2 f
∂(s + t2 )k
∥∥∥∥∥
p,γ
ds
s
q
+
∫ +∞
t
sβ
∥∥∥∥∥ ∂
k Ps+ t2 f
∂(s + t2 )k
∥∥∥∥∥
p,γ
ds
s
q dt
t

1
q
.
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Using again that (a+b)q ≤ Cq(aq+bq) if a, b ≥ 0, q ≥ 1, but since (a+b)1/q ≤ a1/q+b1/q
if a, b ≥ 0, q ≥ 1,
C
Γ (β)
∫ +∞
0
t (k−(α+β))q
∫ t
0
sβ
∥∥∥∥∥ ∂
k Ps+ t2 f
∂(s + t2 )k
∥∥∥∥∥
p,γ
ds
s
q
+
∫ +∞
t
sβ
∥∥∥∥∥ ∂
k Ps+ t2 f
∂(s + t2 )k
∥∥∥∥∥
p,γ
ds
s
q dt
t

1
q
≤ C
Γ (β)
∫ +∞
0
t (k−(α+β))q
∫ t
0
sβ
∥∥∥∥∥ ∂
k Ps+ t2 f
∂(s + t2 )k
∥∥∥∥∥
p,γ
ds
s
q dt
t
1/q
+ C
Γ (β)
∫ +∞
0
t (k−(α+β))q
∫ +∞
t
sβ
∥∥∥∥∥ ∂
k Ps+ t2 f
∂
(
s + t2
)k
∥∥∥∥∥
p,γ
ds
s
q dt
t

1
q
= I+ II.
Now, using Lemma 2.4 and since β > 0
I = C
Γ (β)
∫ +∞
0
t (k−(α+β))q
∫ t
0
sβ
∥∥∥∥∥ ∂
k Ps+ t2 f
∂(s + t2 )k
∥∥∥∥∥
p,γ
ds
s
q dt
t

1
q
≤ C
Γ (β)
∫ +∞
0
t (k−(α+β))q
∫ t
0
sβ
∥∥∥∥∥∂
k P t
2
f
∂( t2 )
k
∥∥∥∥∥
p,γ
ds
s
q dt
t

1
q
= C
βΓ (β)
∫ +∞
0
tk−α ∥∥∥∥∥∂
k P t
2
f
∂( t2 )
k
∥∥∥∥∥
p,γ
q dt
t

1
q
= Cα,β
(∫ +∞
0
(
uk−α
∥∥∥∥∂k Pu f∂uk
∥∥∥∥
p,γ
)q
du
u
) 1
q
< +∞,
since f ∈ Bα,qp (γd).
On the other hand, using the Hardy inequality, since k > α + β and Lemma 2.4 we get
II = C
Γ (β)
∫ +∞
0
t (k−(α+β))q
∫ +∞
t
sβ
∥∥∥∥∥ ∂
k Ps+ t2 f
∂
(
s + t2
)k
∥∥∥∥∥
p,γ
ds
s
q dt
t

1
q
≤ C
Γ (β)
(∫ +∞
0
t (k−(α+β))q
(∫ +∞
t
sβ
∥∥∥∥∂k Ps f∂sk
∥∥∥∥
p,γ
ds
s
)q
dt
t
) 1
q
≤ C
Γ (β)
1
k − (α + β)
(∫ +∞
0
(
sk−α
∥∥∥∥ ∂k∂sk Ps f
∥∥∥∥
p,γ
)q
ds
s
) 1
q
< +∞
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since f ∈ Bαp,q(γd). Thus Jβ f ∈ Bα+βp,q (γd) and moreover,
‖Jβ f ‖Bα+βp,q ≤ Cα,β‖ f ‖Bαp,q .
(ii) Let k > α + β + 1 a fixed integer, let f ∈ Fαp,q(γd) and let us consider h = Jβ f .
Let us consider two cases:
(a) If β ≥ 1. By the change of variable u = t + s and using Hardy’s inequality, we get(∫ +∞
0
(
tk−(α+β)
∣∣∣∣∂k Pth(x)∂tk
∣∣∣∣)q dtt
)1/q
≤ 1
Γ (β)
(∫ +∞
0
tq(k−(α+β))
(∫ +∞
0
sβe−s
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ dss
)q
dt
t
) 1
q
≤ 1
Γ (β)
(∫ +∞
0
tq(k−(α+β))
(∫ +∞
t
(u − t)β−1
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣ du)q dtt
) 1
q
≤ 1
Γ (β)
(∫ +∞
0
(∫ +∞
t
uβ−1
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣ du)q tq(k−(α+β))−1dt
) 1
q
≤ 1
Γ (β)
1
k − (α + β)
(∫ +∞
0
(
uk−α
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣)q duu
) 1
q
.
Therefore,∥∥∥∥∥∥
(∫ +∞
0
(
tk−(α+β)
∣∣∣∣∂k Pth∂tk
∣∣∣∣)q dtt
) 1
q
∥∥∥∥∥∥
p,γ
≤ 1
Γ (β)(k − (α + β))
∥∥∥∥∥∥
(∫ +∞
0
(
uk−α
∣∣∣∣∂k Pu f∂uk
∣∣∣∣)q duu
) 1
q
∥∥∥∥∥∥
p,γ
<∞,
since f ∈ Fαp,q(γd). Thus Jβ f ∈ Fα+βp,q (γd).
(b) If 0 < β < 1.(∫ +∞
0
(
tk−(α+β)
∣∣∣∣∂k Pth(x)∂tk
∣∣∣∣)q dtt
) 1
q
≤ 1
Γ (β)
(∫ +∞
0
tq(k−(α+β))
(∫ +∞
0
sβe−s
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ dss
)q
dt
t
) 1
q
≤ C
Γ (β)
(∫ +∞
0
tq(k−(α+β))−1
(∫ t
0
sα−1e−s
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ ds)q dt
) 1
q
+ C
Γ (β)
(∫ +∞
0
tq(k−(α+β))−1
(∫ +∞
t
sα−1e−s
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ ds)q dt
) 1
q
= I+ II.
Now, e−s < 1 and as β < 1, then sβ−1 < tβ−1 for t < s.
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Hence again by the change of variable u = t + s and using Hardy’s inequality, we get
II ≤ C
Γ (β)
(∫ +∞
0
tq(k−α−1)−1
(∫ +∞
t
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ ds)q dt
) 1
q
≤ C
Γ (β)
(∫ +∞
0
tq(k−α−1)−1
(∫ +∞
t
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣ du)q dt
) 1
q
≤ C
Γ (β)
(∫ +∞
0
(
uk−α
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣)q duu
) 1
q
.
On the other hand, using again e−s < 1,
I q ≤ C
Γ (β)
∫ +∞
0
tq(k−(α+β))−1
(∫ t
0
sβ−1
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ ds)q dt
= C
Γ (β)βq
∫ +∞
0
tq(k−α)−1
(
β
tβ
∫ t
0
sβ−1
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣ ds)q dt.
Now, as β > 0,
∫ t
0 s
β−1ds = tβ
β
, then using Jensen’s inequality for the probability
measure β
tβ
sβ−1ds and Fubini’s theorem
I q ≤ C
Γ (β)βq
∫ +∞
0
tq(k−α)−1
(
β
tβ
∫ t
0
sβ−1
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣q ds
)
dt
= C
Γ (β)βq−1
∫ +∞
0
sβ−1
(∫ +∞
s
tq(k−α)−β−1
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣q dt
)
ds
≤ C
Γ (β)βq−1
∫ +∞
0
sβ−1
(∫ +∞
s
(t + s)q(k−α)−β−1
∣∣∣∣∂k Pt+s f (x)∂(t + s)k
∣∣∣∣q dt
)
ds
as q(k − α) − β − 1 > 0, since 0 < β < 1. Finally, again by the change of variable
u = t + s and using Hardy’s inequality, we get
I q ≤ C
Γ (β)βq−1
∫ +∞
0
sβ−1
(∫ +∞
2s
uq(k−α)−β−1
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣q du
)
ds
≤ C
Γ (β)βq−1
∫ +∞
0
sβ−1
(∫ +∞
s
uq(k−α)−β−1
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣q du
)
ds
≤ C
Γ (β)βq−1
∫ +∞
0
(
uk−α
∣∣∣∣∂k Pu f (x)∂uk
∣∣∣∣)q duu .
Therefore∥∥∥∥∥∥
(∫ +∞
0
(
tk−(α+β)
∣∣∣∣∂k Pth∂tk
∣∣∣∣)q dtt
) 1
q
∥∥∥∥∥∥
p,γ
≤ Ck,α,β
∥∥∥∥∥∥
(∫ +∞
0
(
uk−α
∣∣∣∣∂k Pu f∂uk
∣∣∣∣)q duu
) 1
q
∥∥∥∥∥∥
p,γ
<∞.
Thus Jβ f ∈ Fα+βp,q (γd), for 0 < β < 1.
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In both cases we have,
‖Jβ f ‖Fα+βp,q = ‖Jβ f ‖p,γ +
∥∥∥∥∥∥
(∫ +∞
0
(
tk−(α+β)
∣∣∣∣∣∂k PtJβ f∂tk
∣∣∣∣∣
)q
dt
t
) 1
q
∥∥∥∥∥∥
p,γ
≤ Cβ‖ f ‖p,γ + Ck,α,β
∥∥∥∥∥∥
(∫ +∞
0
(
uk−α
∣∣∣∣∂k Pu∂uk
∣∣∣∣)q duu
) 1
q
∥∥∥∥∥∥
p,γ
≤ Ck,α,β‖ f ‖Fαp,q . 
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