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Abstract
In this paper, we describe a multi-camera system for parcel inspection which detects signs of damages and cues of
tampering. The proposed system has been developed within the EU project SAFEPOST as a part of a multi-sensor
scanning modality, to enhance safety and security of parcels travelling on the European Postal Supply Chain. Our work
addresses in particular the safety of valuable goods, whose presence on the postal supply chain is in steady growth.
The method we propose is based on extracting 3D shape and appearance information, detecting in real-time signs of
damages or tampering, and storing the model for future comparative analysis when required by the system. We
provide an experimental evidence of the effectiveness of the method, both in laboratory and field tests.
Keywords: Multi-camera system, Damage and tampering detection, 3D shape reconstruction, Parcel scanning, Postal
security application
1 Introduction
Over the last years, the statistics on the e-commerce
has shown its significance and regular growth:
the 2015 Global B2C E−Commerce report (https://
ec.europa.eu/futurium/en/content/global-e-commerce-
turnover-grew-240-reach-1943bn-2014) confirms the
booming of this market, with a + 23.6% of transactions, a
percentage which is expected to grow in the near future.
This development significantly stressed the worldwide
postal services, with a consequent increasing call for
automation to support the human operators. At the same
time, the security of postal supply chain has become a
major concern in many countries [29]: not only postal
systems are vulnerable to terrorism attacks, but also to
other types of threat, as smuggling of goods and thefts,
just to name some. Unsuitable strategy may cause delay
and congestion, with a deterioration of the services expe-
rienced by the customers and a consequent loss of market
share.
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The EU project SAFEPOST1 aims at establishing sus-
tainable postal security solutions, focusing on innovative
screening methods and advanced information processing.
One of the main screening solutions objective of the
project is the automatic analysis and storage of images
coming from a screening/scanning process at various
stages of the distribution process, to detect signs of dam-
ages and tampering. This paper describes the rationale of
the approachwe undertook and provides an account of the
method we developed and implemented on a prototype
scanning system.
According to the feedback obtained through a ques-
tionnaire which involved 10 postal operators in Europe
(see Fig. 1), there is a significant interest in scanning the
parcels traveling through Europe; many operators have
adopted image-based devices (all the interviewed opera-
tors use bar-code readers, primarily for track and trace,
6 of them have an x-ray machine, 5 of them have video
cameras), but there is a lack of readily available automatic
solutions with the exception of bar-code readers (in the
comments, many operators noted they did not adopt any
automatic scanning because they did not find products on
the market). Half of the interviewed operators would alter
the layout of the sorting centre to add new scanners (but
they all mentioned “depending on the space availability”)
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Fig. 1 A summary of the questionnaire outcomes (see text)
and 4 of them would accept a slowdown in the pro-
cess conditioned to a significant increase in the security.
Thus, the users’ requirements may be summarised as fol-
lows: the SAFEPOST scanning system (including the image
recognition system described in this paper) should not sig-
nificantly slow down the normal procedure and it must
be accommodated in the existing plants with no need for
reconfiguration.
On this respect, it is important to point out that dif-
ferent sorting centres have a different layout and differ-
ent functionalities. Therefore, the proposed architecture
needs to be light and highly reconfigurable; at the same
time, the system must work at least at the speed of the
slower portion of the processing chain—which normally
is the in-feed ramp, running at about 0.5–1 m/s. As a fur-
ther requirement, the cost impact of the devised solution
needs to be limited andwe can not intervene on the appear-
ance of the parcels to be scanned. Indeed today, lacking an
appropriate regulation in Europe imposing specific stan-
dards to packaged goods, the scanning solution must be
able to analyse common packaging.
Therefore, following the requirements of the stake-
holders, the SAFEPOST anti-damage system has been
designed as an image recognition multi-camera system
which analyses the exterior of a parcel from different
viewpoints, estimating in real-time geometrical features
(such as shape and size) and appearance features (such
as brightness patterns) all of which can be used to detect
anomalies, damages, and signs of tampering.
In order to balance efficiency and effectiveness, the
solution we devise leverages the specificities of the appli-
cation. In place of a full 3D reconstruction, we estimate
the 3D shape of the parcel by fitting a 3D model with an
effective real-time procedure. Then, we build a model of
the parcel appearance: we project the 3D model on the
available images of the parcel and then warp the detected
sides on fronto-parallel views. The 3D shape and appear-
ance models of a given parcel at a given time are collected
in the SAFEPOST Common Security Space together with
information from other sensors, ready to be used for
future reference and for automatic comparison, should it
be needed.
The proposed system is novel in the sense that to the
best of our knowledge, it is the first system performing an
automatic analysis of the exterior of parcels in the postal
domain, which is a specific applications.
The scanning prototype has been tested extensively
both in a laboratory setting and in a functioning postal
sorting centre (Correos Sorting Center, Zaragoza, Spain),
and the obtained results make it applicable to real-time
parcel scanning.
The remainder of the manuscript is organised as fol-
lows. Section 2 provides an account of related work and
technologies. Section 3 delineates two use cases, which
clarify examples of use of our method. To follow, we detail
our architecture and software modules in Section 4. An
extensive experimental analysis is provided in Section 5,
while Section 6 is left to a final discussion.
2 Related work
In this section, we refer primarily to other machine vision
systems available in the literature. Besides that, we also
cover alternative sensing modalities and we highlight why
they have not been adopted even if they relate to our
problem.
Machine vision systems have been used for decades as
sensing modalities in quality control and they are widely
available on the market. The interested reader is referred,
for instance to [15]; other interesting readings on the topic
are [7, 9, 26, 28]. Specifically referring to parcel inspection,
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it is worth mentioning the products commercialised by
Vitronic (http://www.vitronic.com/), which propose par-
cel logistics products for bar code reading, OCR, and vol-
umemeasurement. Their products do not include damage
assessment. Besides this, a comparison with our approach
is not straightforward since the company does not disclose
technical details on the product. The industrial inspec-
tion leading company Cognex (http://www.cognex.com/)
proposes 3D vision products to compute 3D models of
objects, which appears to be effective also on objects of
small size. The methodologies are related to the ones pre-
sented in this paper, but the scope of the applications is
quite different and difficult to compare. On this respect,
it is worth observing how, in order to obtain effective sys-
tems, all methods need to be adjusted to the specificity
of the objects to be analysed and to the characteristics
and the requirements of the specific supply chain. A first
important task in vision-based quality control systems is
the localisation of the object of interest. Often times, the
pose of the object is controlled mechanically, thus locali-
sation on the image plane benefits from a prior obtained
by the system. In other applications, as the postal one,
objects are placed on a conveyor belt in impredicted posi-
tions and poses. In this case, a standard procedure to
localise parcels is to resort to change detection. There is
a wide literature available on this topic (two recent sur-
veys can be found in [3, 18]), reporting algorithms of a
different complexity. The choice of a specific algorithm
mainly depends on whether the acquisition setting may
be controlled. Particularly important is the possibility of
influencing illumination and masking out clutter. After
localisation, a pattern matching step is usually carried out.
Often, this step is based on the availability of a reference
database of images of known objects to perform object
recognition or pattern matching. Image matching has
been widely addressed by Computer Vision community,
with a variety of approaches available (see for instance
[2, 4, 5, 14] or a comprehensive survey [27] for a more
general view).
Besides machine vision, depending on the specific sys-
tem requirements and the complexity of the task, alter-
native sensing modalities may be adopted. We mention
X-ray sensors, although they are not appropriate to
address the specific problem we are considering, since
they acquire the interior of an object. X-rays are used in
a different but related application which is luggage secu-
rity control in airports. Here, it is worth observing that the
majority of the analysis is performed manually, by human
operators. SAFEPOST considered the use of X-rays as a
way to inspect automatically the parcel looking for dan-
gerous goods. There is a limited but promising literature
of methods addressing object recognition in X-ray images
[1, 8, 22], but the main limitation is the considerable cost
of the machine and the significant amount of space it
occupies which is not always available in the postal feed-
ing lines. For this reason, in the SAFEPOST logic, X-ray
scanning is considered as a complementary feature which
may be optionally installed on a postal centre, should it be
requested by the postal operator.
Recent technology advances in sensors have had an
impact on research and development in quality con-
trol and retail applications. On this respect, it is worth




portation-logistics/postal-so-12.html) which have a very
high potential for the accuracy in the estimated points
cloud, in particular if the speed requirements are not too
stringent—indeed current models perform on average
at about 16 images per second, unless GPU-based sys-
tems are employed (see for instance [6]). However, their
availability on the market is still very limited. It is also
worth noticing that most interest, from the technology
advance point of view, has been put on the development
of portable 3D scanners: first, 3D scanners are still more
expensive than traditional camera-based systems; second,
they are hardly applicable if objects are moving. On this
respect, a common approach is to decouple the acqui-
sition, performed online, and the actual reconstruction,
done offline (see, e.g. [21]); this approach cannot be
adopted in our setting since the output of parcel scan-
ning must immediately trigger an action (e.g., check the
parcel).
RGB-D (Kinect-like) sensors are also a possibility which
is worth considering today. Although they have appeared
on the market primarily in the entertainment/HCI fields,
they are today adopted in a variety of applications. Kinect
Fusion obtains quite accurate 3D reconstructions on a
fixed volume at a processing speed which is close to real-
time with a GPU [10]. Point cloud registration techniques
may be employed to obtain multi-view or larger areas’
reconstructions [19, 20]. These sensors have a poten-
tial for industrial quality control applications, although to
date they are seldom employed. One of the limits is their
fixed resolution (and fixed field of view) which may be
appropriate for only a limited range of applications.
RFID technology is currently applied to the automa-
tion of groceries management in department stores
(http://www.rfidarena.com/2013/4/11/grocery-industry-
operations-are-facing-a-real-paradigm-shift.aspx). In
spite of some clear advantages, RFID technology is
still struggling against a lack of standard, a relatively
high cost, and the fact it impacts considerably the pro-
duction/distribution line, since it requires a tag to be
attached to each processed item [12]. In the context of
anti-tampering ad hoc technologies, active packaging (or
smart packaging) refers to the presence of active functions
Noceti et al. EURASIP Journal on Image and Video Processing  (2018) 2018:11 Page 4 of 13
in the package [24], which may include the ability to
sense or measure an attribute of the product, the package
inner atmosphere, or the shipping environment. The
measured quantity may then be communicated to a user.
Diffused especially for food packaging, this class of intel-
ligent packages may be in principle extended to different
scenarios, although they lack appearance information.
For what concern tampering prevention, the use of
tamper-evident designs for packaging and labelling is
often adopted, in combination with other tampering indi-
cators to improve the robustness of the strategy [11]. The
National Security Agency, for instance, developed anti-
tamper holograph and prism labels—to be applied on
envelops or packages—which are unlikely to be dupli-
cated. It is common practice, however, to change regularly
the indicators, which may be subject to counterfeiting.
3 A use-case scenario
The imaging system of SAFEPOST enables direct use of
the parcels images, and it allows for collection and storage
of images for future reference. The main goal is to direct
the attention of the postal operator towards items with
some anomaly.
We start by providing two meaningful examples of the
system use, which should help the reader in visualising
possible usage modalities.
Use case I.
At the consolidation centre.
– A parcel arrives in the scanning area.
– A barcode reader records the parcel’s ID.
– The image recognition system acquires a model of the
parcel in real-time and automatically checks for any
signs of anomaly on the viewed sides of the parcel.
– A warning message is displayed on the local
computer monitor.
– After a careful visual inspection, the postal operator
decides the anomaly could have been caused by
someone handling the parcel with dirty hands; thus,
the parcel does not need further analysis.
– The information provided by the sensors is stored in
the SAFEPOST Common Security Space and will be
available for future reference.
Use case II.
At the Sender Operator:
– The parcel is scanned by the image recognition
system and by the barcode reader; no anomalies are
detected.
– Appearance and shapes models of the parcel are sent
to the SAFEPOST Common Security Space together
with the barcode ID.
At the Recipient Operator:
– The parcel has reached the recipient centre; the
image recognition system performs a scanning of the
parcel and the barcode reader associates its ID.
– The SAFEPOST platform requests for information
on this specific parcel (if available) from previous
scanning.
– A comparative analysis of the old and the new models
associated with the same barcode ID allows the
software to detect the presence of changes that may
indicate damages or tempering; an anomaly is
detected and an alarm is sent to the operator.
– In case of doubt, the human operator can also access
previously stored images for a manual comparison.
4 Methods
In this section, we describe the designed setup and the
software modules and summarise the overall procedure of
the system.
4.1 The proposed architecture setup
The multi-camera system is meant to be installed on the
in-feed of a postal consolidation centre. Parcels are feed
on a conveyor belt, which is expected to run at about
0.5 m/s (carrying approximately one average size par-
cel every second). The system hardware consists of a set
of high resolution video cameras (high-resolution quality
control Color CCD cameras 1293 × 964 14 bit/pix—with
megapixel varifocal lens) and two illuminators mounted
on a 1 m side aluminum cage. The system needs to instal
a sufficient number of cameras to allow for an effective
analysis of the visible sides of the parcel. Four cameras
are the minimum number to guarantee efficient results
and robustness against different positions of the parcel,
while with 3 cameras there could often be a non visi-
ble side and the parcel would need a careful positioning.
Although it is not strictly necessary, we will assume that
one of the cameras will be mounted on the top of the
conveyor belt facing down (acquiring the top side of the
parcel) while the others should observe the lateral sides
(see Figs. 2 and 3).
The system software includes a calibration module
which allows us to estimate a common reference frame
for all cameras and produce a metrically consistent 3D
model; for this, we simply referred to [30]. In the follow-
ing, we will refer to the projection matrix, mapping a 3D
point from the world reference system to the image plane
j, as Mj. Besides geometric calibration, the module also
requires tomanually configure the region of interest (ROI)
of each view just once, at the start of the procedure2. The
ROIs are meant to exclude the areas outside of the work-
ing environment, thus reducing the presence of clutter.
They are particularly important as the prototype working
environment is not controlled by a curtain or a closed box
as it could be in a next engineering stage.
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Fig. 2 A sketch of the reference setup we adopt in our installations: if
possible, we put one camera on the top of the conveyor belt, and
other 3 cameras looking at the sides as distant as possible to one
another (see text)
Video streams from different cameras are acquired in a
synchronous fashion, and processing is performed in real
time. A video-based process aiming at locating the parcels
to be scanned is run continuously, while the actual model
acquisition is performed only when the parcel reaches an
optimal position on the conveyor belt, as described in the
following.
Figure 4 summarises the main components of the soft-
ware. The cameras simultaneously acquire an image of
the parcel and segment it to localise the parcel silhou-
ette on each image plane. As soon as all the obtained
silhouettes fall inside the pre-defined ROI, reconstruction
takes place. The silhouettes of the parcel, in the form of
binary maps, are passed to a parcel reconstruction mod-
ule which produces a geometrical and appearance model
of the parcel. The model is immediately used to detect
anomalies (a deviation from a reference 3D model). It
is then also stored in the SAFEPOST Common Security
Space for future reference and comparisons, as a way to
detect signs of damages or tampering along the parcel
route from source to destination. The technical details on
the main software modules are described in the reminder
of the section.
4.2 The software modules
We now discuss our implementation of the functionalities
mentioned in the previous section.
Parcel detection A change detection and background
update model implementing an adaptive dictionary-based
procedure [25] is run in real-time. The algorithm is a
patch-based approach followed by a pixel-based refine-
ment that computes a dictionary of common background
patches and is able to incorporate multiple background
models, useful in particular to contrast the effects of set-
up shakes and neon illumination or repetitive illumination
patterns.
For each video frame, it produces a binary map where
changed pixels are marked in white (see Fig. 5). At each
time instant t and for each map, we compute the main
connected component (let us call it CCtj )—where j identi-
fies one of the M views. Given a time instant t̂ for which
all the CCt̂j are completely inside ROIj (the predefined
Region of Interest of view j), we consider that the opti-
mal viewing position of the parcel is reached, and parcel
reconstruction can be carried out. Thus, differently from
the computation of the connected components, which
Fig. 3 Examples of different setups we mounted and tested in different stages of the project. Above: laboratory setups; bottom: real-world
installations
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Fig. 4 SAFEPOST image recognition workflow
occurs at each time instant, the parcel reconstruction is
performed only when conditions are favourable.
We conclude by observing that the described procedure
applies to a stand-alone, purely image-based, installation.
In an integrated installation, the system may receive a
feedback of a parcel approaching from other sensors,
installed earlier in the conveyor belt track. In this case,
we can exploit the information redundancy to obtain a
more accurate estimate of the parcel’s position and reduce
the computation time required by the parcel detection
module.
Parcel reconstruction At time t̂, the M binary maps
obtained by the change detection procedure are the input
of the parcel reconstruction module. In the following,
we consider the M main connected components and for
clarity of the notation we omit the temporal index, refer-
ring to CCj for j = 1, . . . ,M.
To obtain an estimate of the parcel geometry and size
in real-time, we adopt a shape-based model where we
fit a parallelepiped to the connected components. This
assumption is quite restrictive in general circumstances,
as parcels of more generic shapes are normally sent. How-
ever, when valuable or fragile goods are delivered, and
more specifically within the e-commerce procedure, it is
a generally valid assumption; indeed, in all these cases,
postal operators require very precise packaging standards.
Besides that, the method we propose, loosely inspired
to a method for automatic people counting [13], can be
easily extended to other geometrical models should it
be needed.
Fig. 5 Two sides of a parcel being scanned (left) and the associated binary maps (right)
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To obtain the best fit of a 3D model S on the scanned
parcel, we maximise the overlap between the connected
components CCj and the projection of the 3D model on











The minimisation is performed with the Powell’s opti-
misation method [17]. A reasonably accurate initialisation
of the 3D model S is computed as follows: we consider
the top view silhouette and fit a rectangle to it. The fitted
rectangle is used as an initialisation of the basis of the par-
allelepiped, while the height of the 3D model is initialised
to a fixed value. The projections of the 3D model S on
the image planes are computed implicitly, to reduce the
computational time:
• The vertices {Vi} of the current S are projected on
each image plane j, j = 1, . . . ,M via the j -th
projection matrixMj: v
j
i = MjVi.• Then, for each image, we compute a convex hull [23]
of the projected vertices v ji to obtain a region
corresponding to the projection of the 3D shape on
the image Pj(S).
Figure 6 shows an example of the final estimated model
reprojected on two different views.
When the optimisation converges to the minimum of
Eq. 1, we also compute fronto-parallel views of each visi-
ble side of a parcel (that is, a view of a side of the parcel as
if it were observed from the front) as in Fig. 7. The views
are computed by considering the projection of the final 3D
model vertices on each image plane and then warping the
image portions corresponding to each projected side on a
rectangle of a fixed arbitrary size:
Isj = H(Pj(S)) j = 1, . . . ,M, s = 1, . . . #VS. (2)
where #VS is the number of visible sides, the map H is
obtained by a homography estimated from the four ver-
tices of the projection and the arbitrary rectangle. Since
each side can be viewed bymore than one camera, wemay
obtainmultiple (at mostM) virtual views of a side, then we
select the one with the highest image quality (estimated
according to the quality metric proposed in [16]).
The outputs of the parcel reconstruction phase are
the model S or (more specifically (i) the size of a par-
allelepiped which best approximates the scanned parcel
and (ii) the estimated volume) and the appearance model
Iwarp = {Is}, a set of warped images of the fronto-parallel
views of the visible sides s. The former item is used on
the fly to detect possible damages. The last two elements
will be stored in the system database along with other
information on the parcel, associated with its bar code.
Anomalies detection The first time a parcel is scanned
by the system, we may observe signs of damages, usually
caused by mis-handling.
We detect signs of breakages by estimating the scanned
object deviation from an ideal parallelepiped shape. To do
so, we rely on the estimated 3D model and on how well
it overlaps with the actual parcel’s shape as detected on
the image planes. The measure of quality of the shape can
be derived directly from the minimisation procedure of
Eq 1: if the normalised overlap is below a given threshold
δ the parcel is reported as damaged. The threshold may be
Fig. 6 Two sides of a parcel being scanned (left) and the best 3D fitted model reprojected on the image plane (right)
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Fig. 7 An example of a parcel acquired from different view-points and the corresponding virtual images producing fronts-parallel views of each
visible side
tuned in the calibration phase. Figure 8 shows two exam-
ples of parcels with two different levels of damage. On the
left, above, a small sign of tampering which is ignored by
the 3D model fit but stands out as a difference between
the reprojected model and the image of the parcel (above,
right). On the second row of the figure, a severe damage
produces an inconsistent 3D model which largely deviates
from the actual area occupied by the parcel in the image.
Parcels matching The tool is particularly useful if multi-
ple scanning systems are available along the parcel’s route.
In this case, the model of the previous scanning can be
compared with the current one to detect signs of tam-
pering. We first compare the parcel size estimated in the
two different scanning sessions. If the size is different,
the system sends a signal of a possible parcel substitu-
tion. Otherwise, we look for possible signs of tampering
by comparing the images of the corresponding sides. The
comparison is performed via a rotation invariant proce-
dure which allows us to evaluate the appearance similarity
of parcels regardless their relative position. In this proce-
dure, we represent each side of a parcel as a fixed-scale
histogram of oriented gradient (HOG) [4] computed on
Fig. 8 Examples of two different levels of damage in a parcel (left) and the corresponding 3D reconstructions (right), superimposed to a parcel
image (see text)
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the fronto-parallel virtual image of the side. Rotation
invariance is addressed in a brute-force manner: let hpt−1
be the HOG feature vector obtained by the virtual image
of the side p of a parcel acquired in a previous scanning
and stored in the database. Let hpt be the corresponding
feature vector on the new acquisition. We evaluate the












with R = {0, 90, 180, 270} (3)
where R summarises the possible rotations of the side
considered. As a similarity measure, we choose histogram








The threshold τ , which can be selected on a validation
set, is a stable threshold influenced only by the illu-
mination characteristics of the acquisition environment.
Therefore, we observe it is sufficient to tune it at the
time of the system installation, in the context of the cal-
ibration procedure. We conclude by observing that this
procedure is not applied on sides that appear to be too
small in all the acquired images. Even more so, the most
reliable results have been obtained from the analysis of the
top side.
Figure 9 shows pairs of warped images going through
a matching procedure. Figure 9 reports on the first two
rows examples of correct positive match—image pairs
of objects without tampering, where pose changes may
be noticed. Below instead, we show examples of correct
negative match—image pairs of the same object after it
underwent tampering actions; notice that in some cases,
the visual effect of tampering is very small.
The overall damage and tampering detection procedure
is summarised in Algorithm 1.
5 Experimental analysis, results and discussion
In this section, we first report the experimental perfor-
mances of the system on a set of tests we performed in
our laboratory set-up. Then, we summarise the results
obtained during field tests carried out at the Correos
(Spanish Post) Zaragoza sorting centre.
In what follows, we refer to
• true positives or truly detected damages
• true negatives or true normal parcels
• false alarms or erroneous damaged parcels
• misses or damaged / tampered parcels which have
not been detected
5.1 Key Performance Indices
The Key Performance Indices (KPI) identified by the users
group of the SAFEPOST project can be summarised as
follows:
Fig. 9 Comparisons between warped images Iwarp corresponding to parcels acquired in different scanning sessions. First and second rows: positive
comparisons where the parcel did not undergo any variation. Third and forth rows: examples showing variations which were detected by ourmethod
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Iti ← Acquire(camerai)  on allM cameras
CCti ← ChangeDetection(Iti )
if Inside({ROIi}, {CCti }) then
S,C(S) ← Compute Eq(1)  3D shape model
Iwarp ← Compute Eq(2)  appearances model
if C(S) ≤ δ then STATE ←DAMAGED
else
if Sold ← CSS(ID) then  Extract info from
Common Security Space













t ← t + 1
end while
return Iwarp , S, STATE
• Keep up with a conveyor belt speed of at least 0.5 m/s
(approximately 1 parcel per second).
• Do not require major interventions on the sorting
centre layout nor a specific training for the postal
operators.
• Maintain an overall anomaly detection accuracy
above 90%.
The proposed method meets all the expected key per-
formance indices: it processes parcels at a speed which
is above 0.5 m/s, and it has been tested on a variety
of different configurations and environments simply by
either mounting the cameras on pre-existing aluminum
bars or by wrapping an aluminum cage around the con-
veyor belt. To confirm the third KPI in the following, we
report thorough quantitative results obtained in a lab-
oratory set-up. We also report overall result obtained
during field-test sessions. In all the experiments, we do
not apply any constraint in the environment or in the
ambient lighting. Thus, illuminations and shadowsmay be
present, although they are attenuated by the presence of
illuminators.
A general comment that applies to all experiments we
will discuss in the following is that postal parcels have a
small intra-class variability. The main critical aspect we
had to address is the tolerance of the algorithms to dif-
ferent parcels poses changes. For this reason, each parcel
has been tested multiple times, by positioning it on the
conveyor belt in random poses.
5.2 Anomaly detection assessment
We start by evaluating the performances of our system in
detecting anomalies. To this purpose, in a first experiment,
we consider a set of 50 normal parcels and 50 damaged
parcels (anomalies or damages). All parcels have been
chosen as typical e-commerce boxes of a medium size
(main side between 20 and 40 cm). We acquire the video
data and then apply the anomaly detection procedure
described in Section 4.2 for different thresholds δ produc-
ing the ROC reported in Fig. 10 in blue (with *). The equal
error rate is about 95% which is above the required KPIs.
Notice that we may increase the percentage of detected
anomalies to 98% to the price of 15% false alarms.
We also conduct a further experiment which has been
suggested by a postal operator in a personal commu-
nication: at each detection of a damage, we repeat the
scan without requesting a manual check (this procedure
is quite common in practice: the operator takes the par-
cel and puts it back under the scanner, in some sort-
ing centres, there is an automatic loop in the feeding
line for a second check). We detect an anomaly only if
both scan are coherent on the anomaly detection out-
put. The same procedure can be repeated three times.
Interestingly, we obtain a considerable reduction of false
alarms without decreasing the percentage of correctly
detected damages.
In the reminder of the lab experiments, we fixed the
threshold δ corresponding to the equal error rate, as it is
in line with the required KPI.
A second experiment on anomaly detection is performed
on a wider variety of parcels, considering different appear-
ances and sizes. Here, we also evaluate the influence
of size and appearance on the overall performances. In
this case, we perform about 200 experiments, half of
good parcels and half with damaged parcels. We clas-
sify the parcels according to their size: small (main side
lower than 20 cm), medium (main side between 20 and
40 cm), large (main side greater than 40 cm); we also
associate an appearance attribute: opaque (with a stan-
dard, opaque colour), shiny (shiny, often coloured, sur-
face). Tables 1 and 2 reports a summary of the results in
terms of misses (missed damaged parcels) and false alarms
(normal parcels declared as damaged). Although the over-
all performances are only slightly below what obtained
with the first experiment (and slightly below KPIs), we
notice that the cause is mainly in shiny parcels. This has
been confirmed by final statistical test highlights the sys-
tem feedback is independent on the parcels size (χ2 =
0.1442, p = 0.930445) but dependent on its appearance
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Fig. 10 ROC analysis of damages detection. In blue, the single test; in red and green, the integration of two or three consecutive tests (see text)
(χ2 = 27.3977, p < 10−6) at the significance level of 0.05.
Indeed, shiny/reflective parcels are more difficultly recon-
structed, due to failures in the change detection phase.
As we will see later, in the field tests, this effect has been
attenuated first by adding an extra care in positioning the
illuminators, and second because shiny parcels are very
uncommon in practice.
Moreover, we noticed there is a benefit in tuning the
threshold δ in proportion to the size of the parcel (which
is accurately estimated in the reconstruction phase).
5.3 Tampering detection assessment
We now test the ability of our system in detecting signs
of tampering or parcel substitution. To address this prob-
lem, we assume multiple scanning of the same parcel have
been performed, as the parcel was travelling from source
to destination.
The experiment we report has been carried out on the
same set of parcels described in the previous section.
We performed a total of 105 acquisitions on normal and
damaged parcels which had been previously scanned by
the system. The results we obtained are summarised in
Table 3. The table is organised as a confusion matrix, and
it reports on the rows the ground truth labelling and on
Table 1 Percentage of parcels correctly associated with a
NORMAL state
True neg Opaque Shiny Overall
Small 1. 0.67 0.83
Medium 1. 0.5 0.75
Large 1. 1. 1.
Overall 1. 0.72 0.92
the columns the estimated state of the parcel. The table
entry T(i, j) reports the percentage of parcels of type i
which have been annotated as j. Notice that the table can
be further analysed by noticing that in the normal oper-
ation of the sorting centre there is only a binary state,
normal/alarm; therefore, a tampering mistaken as a parcel
substitution is not crucial. In this binary configuration, we
observed a 4% of misses and a 16% of false alarms, which
is in line with the KPIs.
5.4 Field tests
Our prototype has been transported and mounted at the
Correos (Spanish Post) Zaragoza sorting centre, where it
has been tested for a few days. Table 4 reports three sets
of experiments which have been carried out in three dif-
ferent circumstances by different operators: system tuning
(carried out by the authors to validate the system on the
field, after calibration—Fig. 3), KPI check (carried out by
other partners of the SAFEPOST project), and demo test-
ing (carried out publicly in front of about 80 people on a
set of parcels selected by Correos). In that circumstance,
we tuned the system in order to reduce the number of
missed damaged/tampered goods, to simulate a typical
working section at a sorting centre. The operators had to
Table 2 Percentage of parcels correctly associated with a
DAMAGE state
True pos Opaque Shiny Overall
small 0.85 1. 0.92
medium 1. 0.71 0.85
large 0.67 0.67 0.67
overall 0.84 0.8 0.82
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Table 3 Tampering detection confusion matrix; on the rows the
ground truth labels, on the column the estimated ones (in purple
the missed alarms and in yellow the false alarms)
Normal Tampering Substitution Damage
Normal 0.84 0.1 0.02 0.04
Tampering 0.04 0.96 0. 0.
Substitution 0. 0.08 0.92 0.
follow a standard procedure: parcels were taken from a
baskets, placed on the conveyor belt in a random position,
and then passed under the bar code reader, and all the
sensors developed in the project. The estimate was imme-
diately shown on screen, and all the estimates and images
were also sent to the SAFEPOSTCommon Security Space.
The positive feedback from the stake holders and project
partners and the satisfactory quantitative results speak in
favour of the appropriateness of the devised prototype for
the considered application.
6 Conclusions
In this paper, we described the design, implementation,
and testing of a prototype multi-camera system for parcel
inspection, developed within the EU FP7 Project SAFE-
POST as one of the main scanning modalities for an inte-
grated security system for the international postal chain.
The method we devised has been significantly influenced
by the stakeholders requests which identified very spe-
cific KPIs: in order to control the design costs and to have
a minimal impact on the layout of existing sorting cen-
tres, we relied on low cost video-based technology and
reached the required accuracy by carefully implementing
simple but effective computer vision algorithms. Themain
objective of the prototype was to detect signs of tamper-
ing and damages. Damages affecting the parcel shape are
identified by comparing the actual estimated parcel shape
with a geometrical model of a parcel; signs of tampering
are detected by automatically aligning virtual images of
the parcel sides acquired at different times and compar-
ing their appearance by means of a HOG global descriptor
and geometrical information. We reported an exhaustive
experimental analysis we carried out in the lab which
shows the effectiveness of our solution. We also reported
an account of field tests carried out within the Correos
Sorting Center in Zaragoza (Spain).
Table 4 Field tests results
Test Duration Missed alarms False alarms
Tuning phase 50 tests 0.05 0.12
KPI tests 20 tests 0. 0.05
Live Demo 30 tests 0.02 0.18
Endnotes
1VII FP SAFEPOST “Reuse and development of Secu-
rity Knowledge assets for International Postal supply
chains” http://www.safepostproject.eu/
2A new calibration may be needed after significant
variations of the setup, which however are rather rare
events.
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