New reservoir simulators designed for parallel computers enable us to overcome performance limitations of personal computers and to simulate large-scale reservoir models. With development of parallel reservoir simulators, more complex physics and detailed models can be studied. The key to design efficient parallel reservoir simulators is not to improve the performance of individual CPUs drastically but to utilize the aggregation of computing power of all requested nodes through high speed networks [38] . An ideal scenario is that when the number of MPI (Message Passing Interface) processes is doubled, the running time of parallel reservoir simulators is reduced by half.
Introduction
Reservoir simulators are powerful tools in the oil and gas industry, which have been applied to validate production designs, to predict future performance of wells and reservoirs, and to enhance oil recovery. The demand for modeling capability for petroleum reservoirs raises with a dramatic increase in computational power, as the physical and chemical processes require more accurate assessment and the geological models become more complex [38] . As a consequence, it may take days or even weeks to complete one simulation run by personal computers. Effective numerical methods and parallel reservoir simulators have been studied to solve this issue.
Communication Modeling
of G. Let G i be the sub-grid owned by the ith process, which satisfies the following conditions:
Any cell B i belongs to some sub-grid, whose neighboring cells may belong to different sub-grids.
Information from a neighbor is always required for the finite difference, finite volume and finite element methods. For example, in the finite difference method, equations (3), (4) and (5) are used to calculate the first-order derivative, and a value from another cell (point) is always required. Equation (6) is used to calculate the second-order derivative, and values from two cells (points) are required. Since a grid is distributed into many processors, communications are required to send and receive information from other processors. On the other hand, these equations show that a communication pattern is also determined by grid distribution and numerical methods.
Equations (3) - (6) show that a cell requires information from direct neighbours only. In a parallel computing setting, each cell is owned by one processor, and communications are required to send and receive information. However, some numerical methods may need information from remote neighbours, such as neighbours of a direct neighbour. In this case, the communication volume is higher and its pattern is more complex.
For a certain grid and a numerical method, their communication pattern can be modeled by a graph theory. If only direct neighbours are involved, then a dual graph can model their communication pattern. However, if remote neighbours are included, a pattern is more complex and a hyper graph, a generalized graph whose edge can join any number of vertices, must be employed [20] . A communication pattern or communication graph can be constructed this way: Each cell is read as a vertex, and if two cells have information exchange, there exists an edge between these two vertices. Figure 1 shows a simple twodimensional grid and its dual graph, which can model a communication pattern of numerical methods that require information from direct neighbours only.
Each cell may have different workloads, and a weight can be assigned to represent a workload. A communication volume may be different, too, and a weight can be assigned to represent a communication volume between two cells. If all computational nodes have the same computing capacity, then the objectives of grid partitioning are: 1) all computational nodes (processors or sub-grids) have an equal or similar Graph-based methods are excellent for grid partitioning, which can generate optimal or quasi-optimal partitionings [15, 20] . As mentioned above, many graph methods have been proposed, such as spectral methods [11, 13] , multilevel methods [14, 15] and diffusive methods [8, 9] . Several graph partitioning packages have been implemented and available publicly, such as METIS [7] , ParMETIS [20] , Scotch [21] , PTScotch [22] , Chaco [23] and Jostle [24] .
Space-filling Curves and Orders
Space-filling curves are those curves that fill an entire n-dimensional unit hypercube, which were proposed by Peano in 1890 and popularized by Hilbert later [25, 36] . Many space-filling curves have been discovered. Figures 2 and 3 show levels 1, 2, 3 and 6 Hilbert space-filling curves in a two-dimensional unit square. It can be seen that a curve is denser if a level is higher. Figure 4 shows levels 1, 2 and 3 Sierpiński space-filling curves. Figure 5 shows a level 2 Morton space-filling curve. These curves show that the Hilbert space-filling curves and the Sierpiński space-filling curves have good locality (nearby points in the multiple dimensional space are mapped to nearby points in one-dimensional space [25, 40, 41] ), and the Morton space-filling curves have jumps, whose locality is poor. 
Hilbert Space-filling Curve Orders
Each curve has a starting point and an ending point. Along this curve, a map is introduced between a onedimensional domain and a multi-dimensional domain. Figures 6 and 7 show a level 2 Hilbert space-filling curve and a level 2 Morton space-fill curve, respectively. Both of them have 16 vertices whose indexes start from 0 to 15, which means that these curves define orders and they map a two-dimensional space to a one-dimensional space. Higher dimensional space-filling curves are defined similarly.
A Hilbert space-filling curve [25] has many important characteristics, such as locality and self-similarity (an object is self-similar if small portions of it are reproductions of initial objects [42] ). A Hilbert curve (order) has been applied in many areas, including image storing, database indexing, data compression and load balancing. For parallel computing, the Hilbert order method is one of the most important geometrybased partitioning methods.
Algorithms for computing Hilbert curves and Hilbert space-filling curve orders in two-and threedimensional spaces have been proposed in the literature, which can be classified into recursive algorithms [26, 27, 28, 29] and iterative algorithms [30, 4, 31, 32, 33, 34] . Iterative algorithms, especially the tabledriven algorithms [30, 4] , are usually much faster than recursive algorithms. In general, the complexities of these algorithms are O(m), where m is the level of a Hilbert curve. For a two-dimensional space, Chen et al. [34] proposed an algorithm of O(r) complexity, where r is defined as r = log 2 (max(x, y)) + 1, r ≤ m and is independent of the level m. This algorithm is faster when m is much larger than r. The same idea was also applied to a three-dimensional space [1] . For higher dimensional spaces, Kamata et al. presented a representative n-dimensional Hilbert mapping algorithm [35] and Li et al. introduced algorithms for analyzing the properties of n-dimensional Hilbert curves [36] . Liu et al. introduced high-order encoding and decoding algorithms [19] .
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Calculation of Hilbert Space-filling Curve Orders
Table-driven algorithms were introduced in [30, 4] . The basic idea is to store additional information other than to calculate. More memory is required, but computations are faster. In [4] , the authors introduced the Gray coding and Morton ordering, which are easy to compute. Other orderings, such as the Hilbert ordering, can be generated through pre-defined appropriate mappings. An ordering table and an orientation table are required to map between the Hilbert and Morton orders. The appendix presents an algorithm for the calculation of the Hilbert order in Figures 12 and 13 . The code is written in C and can be compiled by any C compiler. Figure 12 shows basic data structures, data types, an ordering table, an orientation table, and internal state conversion rules. Figure 13 is the code for generating a Hilbert order in a three-dimensional space, which maps [0, 1] 3 to [0, 1]. We remark that
• Here double precision is applied to floating-point numbers and int is applied to integers, which can be modified to long double precision and longer integer types, such as long long.
• HSFC ENTRY consists of a three-dimensional coordinate and a value. The value is calculated by the algorithm.
• hsfc maxlevel defines the maximal level of the Hilbert space-filling curve, in which a level of 30 is applied to 32-bit integers. If 64-bit integers are employed, a higher level can be applied, such as 61 to increase the number of orders.
• idata3d, istate3d, d and s are internal tables for Hilbert space-filling curves.
Space-filling Curve Partitioning Method
A space-filling curve defines a map from a multi-dimensional space to a one-dimensional space. Since Hilbert space-filling curves have excellent locality, they are good alternatives for load balancing methods. Algorithm 1 shows the process of the space-filling curve methods, which has three steps:
1. The first step is to map the given computational domain Ω to a subset of (0, 1) 3 (boundaries are excluded), which can be obtained by a linear mapping. In this case, for any cell, the coordinate used to represent the cell belongs to (0, 1) 3 . In Algorithm 1, when the computational domain is mapped, its aspect ratio is preserved.
2. A space-filling curve is employed to convert coordinates from (0, 1) 3 to a value in set (0, 1).
3. The third step is to partition (0, 1) into N p sub-intervals such that each sub-interval has the same number of cells (or workload).
Each MPI process can perform the first and the second steps independently. In our implementation, the third step is calculated by one MPI process and it broadcasts results to other MPI processes. Also, different space-filling curves define different partitioning methods. The space-filling curve methods assume that two cells (elements) that are close to each other have a higher possibility to communicate with each other than two cells that are far from each other. This assumption is true for grid-based numerical methods, such as the finite element, finite volume and finite difference methods. The only difference for various space-filling curve methods is how to map a cell to (0, 1).
Partition Quality
Algorithm 1 Space-filling curve method 1: Map a computational domain Ω to a subset of (0, 1) 3 . 2: For any cell, calculate its mapping that belongs to (0, 1). 3: Partition the interval (0, 1) into N p sub-intervals such that each sub-interval has the same number of cells.
This section studies partition quality on homogeneous architectures. The quality of a partition resulting from the graph methods and space-filling curve methods has several measurements, including a local surface index and a global surface index. These concepts have been studied in [19] . Let f i be the number of faces in the ith sub-grid and b i be the number of faces that are shared by a cell in another process. b i is proportional to the communication volume of the ith process involved.
The maximum local surface index is defined by
It is used to model the maximal communications that one process involves. The average surface index is defined by
It is used to model the average communications that one process involves. If a cell in a sub-grid has a neighbour in another processor, then these two sub-grids are connected. Inter-processors connectivity is the number of connected sub-grids of a given sub-grid assigned to a processor, denoted by c i . The maximal inter-processors connectivity is defined by
Numerical Experiments
Several cases are studied in this section. GPC (General Purpose Cluster) from SciNet and Blue Gene/Q from IBM US are employed for numerical experiments. The GPC is a regular cluster that uses Intel processors. The Blue Gene/Q has two racks, and each rack has two midplanes. Each midplane contains 16 computer nodes. Each computer node has 32 computer cards (64-bit PowerPC A2 processor) and one computer card has 17 cores, one of which is responsible for the operating system and the other 16 cores for computation. The IBM Blue Gene/Q system has a total of 32,768 CPU cores for computation. This section has three subsections. The first subsection focuses on partitioning quality, and the ParMETIS and HSFC (Hilbert space-filling curve) methods are compared. The second subsection compares performance of reservoir simulations using the ParMETIS and HSFC methods. The last subsection presents the scalability of parallel reservoir simulations using the HSFC method.
The reservoir simulator that is used to study the load balancing is based on our parallel in-house platform [19] . Structured grids are employed and cell-centered data is applied to represent a reservoir, such as porosity, permeability, pressure and saturation. The discretization method is the finite difference (or volume) method with upstream weighting techniques. The linear solvers are Krylov subspace solvers, such as GMRES(m), LGMRES(m) and BICGSTAB. The preconditioners are multi-stage methods [2, 44] , which are combinations of the AMG methods for pressure and the RAS (Restricted Additive Schwarz) method [3] , one of the domain decomposition methods. The nonlinear methods are the standard Newton method and the inexact Newton method, where the only difference is how to choose termination tolerance. The Peaceman model [37] is applied for well management. When a grid is distributed, the destination MPI process of each grid cell is determined by a load balancing algorithm, so the well segments of a well may exist in many MPI processes. A map is defined, which manages the global numbering of unknowns, their local numbering on each MPI process, and the numbering of their neighbours.
In reservoir simulation, when a grid is given and numerical methods are chosen, the scalability of the reservoir simulator is determined by communications, most of which happen in the solution procedure of linear systems. The distribution of a grid and a linear system also affects the performance of linear solvers. [43] . The HSFC method and ParMETIS are applied to test partitioning quality. Numerical results are shown in Tables 1  and 2 . Table 1 compares the maximum surface index and average surface index, which model the communication volume. A smaller value indicates less communication and better partitioning quality. The table shows that communications resulted from ParMETIS are less than those from the HSFC method, which shows that the graph-based methods can minimize communications. Table 2 compares the inter-processors connectivity. However, in this case, the HSFC method has a better inter-process connectivity than ParMETIS, and the resulting partitioning has less latency.
Partitioning Quality
Example 1. The computational domain is 1200 f t × 2200 f t × 170 f t and the grid size is 180 × 660 × 255, which has 30,294,000 cells. The grid is a refinement of the grid from SPE10 project
Numerical Performance
This section studies the numerical performance of reservoir simulations using the ParMETIS and HSFC methods.
Example 2. This case tests a three-phase black oil problem with a refined SPE10 geological model, where each cell is refined into 8 smaller cells. The model has around 9 millions of cells. The nonlinear method is an inexact Newton method. The solver is GMRES(30) and the preconditioner is the CPR-PF method [2] . 200 time steps are applied. The case is run on GPC. Numerical summaries are shown in Table 3 . The CPR-PF method is a two-stage preconditioning method designed for the black oil and compositional models, which is a scalable method proposed for parallel reservoir simulation. The first stage is to solve the pressure system using a parallel algebraic multi-grid (AMG) method, which is represented by P. The second stage is to solve the entire system using the restricted additive Schwarz (RAS) method [2] , one of the domain decomposition methods, which is represented by F. For parallel algebraic multi-grid methods, interior nodes and boundary nodes are handled differently to increase parallelism and to reduce complexity, and a compromise must be made when generating interpolation operators to reduce complexity and communications. In addition, for a domain decomposition method, a smaller sub-problem needs to be solved in each MPI process. In another word, the grid distribution and the resulted matrix distribution affect the performance of linear solvers and preconditioners and the performance of a nonlinear method. Table 3 shows the number of Newton iterations, the number of linear iterations and overall running time. For the Newton method, it is clear that the simulations with the HSFC partitioning method always use fewer iterations than the simulations with ParMETIS, which indicates that the nonlinear method with HSFC has better convergence. The simulations with the HSFC partitioning method use fewer linear iterations than the simulations with ParMETIS except that 1024 MPI processes are employed. It is evident that the partitioning methods affect the behavior of the numerical simulations, and the simulations with the HSFC partitioning method are more robust. Considering running time, the simulations with the HSFC partitioning method outperform the simulations with ParMETIS using up to 256 MPI processes. When 512 and 1024 MPI processes are employed, the simulations with ParMETIS run faster than the simulations with HSFC, even though the latter has fewer Newton iterations. The difference is caused by communica-tions in the linear solver, which shows again that the graph-based methods have better partitioning quality than the geometric methods.
Example 3. This case tests a two-phase oil-water model with a refined SPE10 project, where each original cell is refined into 27 smaller cells. The model has around 30 millions of cells. The nonlinear method is an inexact Newton method. The solver is GMRES(50), which is the restarted generalized minimal residual method (GMRES). The preconditioner is the CPR-PF method [2] . 20 time steps are applied. The case is run on GPC. Numerical summaries are shown in Table 4 . Table 4 shows numerical summaries, including the Newton method, linear solver and overall running time. For the Newton method, when ParMETIS is applied, the number of nonlinear iterations is similar using up to 1024 MPI processes. However, when 2048 MPI processes are employed, a sudden reduction is observed. When the HSFC method is applied, the number of nonlinear iterations is similar except the case of 512 MPI processes. The HSFC method uses fewer Newton iterations for the cases of 256 MPI processes and 512 MPI processes. The ParMETIS outperforms the HSFC method when 2048 MPI processes are employed.
Regarding the linear solver, the simulations using HSFC use fewer iterations than those with ParMETIS when 256 MPI processes and 2048 MPI processes are employed. The ParMETIS has better performance when 512 and 1024 MPI processes are employed.
Considering the overall running time, Table 4 shows that when 256 and 512 MPI processes are used, the simulations with HSFC are faster than the simulations using ParMETIS. When using 1024 and 2048 MPI processes, the simulations with ParMETIS are faster.
It is well-known that ParMETIS is an ideal tool for load balancing. However, in this example, the results show that the HSFC method can outperform ParMETIS in some cases, and the HSFC method is a good alternative for parallel reservoir simulations.
Scalability
This section studies the scalability of reservoir simulations using the HSFC method.
Example 4. This example tests the black oil model using a refined SPE1 problem, which has 100 millions of grid cells. The nonlinear method is an inexact Newton method. The linear solver is BiCGSTAB, and the preconditioner is the CPR-PF method. The simulation time is 10 days. The experiments are run on IBM Blue Gene/Q. The grid partitioning method is the HSFC method. Numerical summaries are shown in Table 5 and scalability is presented in Figure 8 . This case uses up to 4096 MPI processes. Table 5 shows time steps, the number of Newton iterations and the number of linear iterations. In this example, the Newton method and linear solver show similar convergence using different numbers of MPI processes. Figure 8 presents a strong scalability curve, and it indicates that our simulator, which uses the HSFC method to partition a grid, has excellent scalability, and the HSFC method is a good partitioning method for parallel reservoir simulations.
Example 5. This example tests a linear system from a Poisson equation. The grid size is five billion. The GMRES (30) solver is employed and it is set to run 90 iterations. The preconditioner is the RAS (Restricted Additive Schwarz) method. The experiments are run on IBM Blue Gene/Q. Again, the grid partitioning method is the HSFC method. Numerical summaries are shown in Table 6 and the scalability curves for partitioning, gridding, the linear solver and overall run time are shown in Figures 9 -11. This example tests the scalability of a simple Poisson equation, and this problem has fixed calculations, which is another proper case to study scalability of parallel applications. Even though it is a Poisson equation, its calculations are similar to reservoir simulations, including building linear systems, assembling linear solvers and preconditioners, and solution of the linear systems. Numerical summaries are shown in Table 6 , including the number of MPI ranks, partitioning time, grid generating time, linear system building time, solver assembling time, solution time and overall running time. The running time for partitioning and Figure 9 show that the partitioning method is slightly worse than the ideal case. The reason is that the third step (one-dimensional partitioning) of the partitioning method is performed by one MPI and it broadcasts results to other MPIs, which limits the scalability of the method. However, other modules, such as gridding, the linear solver (building, assembling and solution) and the preconditioner have excellent scalability, which are demonstrated in Figures 10 and 11 . This example shows that our parallel application with the HSFC partitioning method has excellent scalability and the HSFC method is a good choice for large-scale simulations. 
Conclusion
This paper presents our work on developing the Hilbert space-filling curve (HSFC) based grid partitioning method, which consists of three steps. The first step is to map the computational domain to a cube. The second step is to convert the three-dimensional space to one-dimensional space, (0, 1), using a mapping defined by a Hilbert space-filling curve. The third step is to partition the one-dimensional space to N p subintervals, where N p is the number of MPI processes. Numerical experiments are carried out to compare the HSFC method with ParMETIS, a graph based partitioning method. These experiments show that the HSFC method has good partition quality. Large-scale simulations indicate that our simulator using the HSFC partitioning method has excellent scalability and the HSFC partitioning method is a good alternative to graph methods in scientific computing. 
