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Introduction
Coupled partial differential problems are frequently found in many different fields of technology and science: elastic and inelastic contact problems of solids, biochemistry, magnetohydrodynamic flows, cardiology, diffusion problems, etc, see for example [1] [2] [3] [4] and references therein. In particular, coupled hyperbolic systems appear in microwave heating processes [5] and optics [6] for instance.
In [7] , an exact solution of coupled hyperbolic systems of the form u tt (x, t) − Au xx (x, t) = 0 , 0 < x < 1 , t > 0 u(0, t) + B 1 u x (0, t) = 0 , t > 0 A 2 u(1, t) + B 2 u x (1, t) = 0 , t > 0 u(x, 0) = f (x) , 0 ≤ x ≤ 1 , u t (x, 0) = g(x) , 0 ≤ x ≤ 1 ,
where A, B 1 , A 2 , B 2 are r × r complex matrices, and u, f, g are r−vector valued functions, was constructed in terms of a series which used hyperbolic cosine and sine of a matrix, respectively defined by cosh (Ay) = e Ay + e −Ay 2 , sinh (Ay) = e Ay − e −Ay 2 , A ∈ C r×r .
(
1.2)
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Functions of a matrix are used in many areas of science and arise in numerous applications in engineering, [8] . In particular, matrix exponential e A and matrix functions sine and cosine have been those that have received the most attention, see [9] [10] [11] [12] [13] [14] for example, not only for its computational difficulties but also for its importance in solving differential systems of first and second order.
For the numerical solution of problem (1.1), analytic-numerical approximations are most suitably obtained by truncation of the exact series solution given in [7] . Thus, we need to compute approximations of both matrix functions hyperbolic cosine and sine with good accuracy and efficiency. It is well known that this computation can be reduced to the computation of the cosine of a matrix, due to the identities cosh(A) = cos(iA), sinh(A) = i cos A − iπ 2 I , but this approach has the disadvantage, however, to require complex arithmetic even though the matrix A is real, which is usually the case in applications. Furthermore, it is possible to reduce the computation of sinh(A) to the computation of cosh(A) by the relation
but obviously, formula (1.3) also requires complex arithmetic although matrix A is real, which contributes substantially to the computational overhead. Direct calculation through the exponential matrix using (1.2) is also costly. A method based on Hermite series of the hyperbolic matrix cosine was recently presented in the 17th European Conference on Mathematics for Industry 2012 (Lund, Sweden) and also published in [15] . In this paper a bound of the error was given, however, an algorithm for its calculation was not discussed. In the Mathematical Modelling in Engineering & Human Behaviour 2013 Conference, (Valencia, Spain) [16] this same idea was applied to compute the sine and hyperbolic cosine of a matrix, finding different bounds, more accurate than those obtained in [15] . An algorithm based on the recurrence relation of three terms was developed, which allowed the simultaneous calculation of both functions. The proceedings of that conference were published as a book chapter [17] and the summaries were published in [16, 18] .
In this work, we propose an algorithm to compute both matrix functions, sinh(A) and cosh(A), simultaneously, avoiding complex arithmetic whenever possible, following a similar approach to that used in [14] for computing approximations of the matrix cosine. The proposed method uses Hermite matrix polynomial expansions of both matrix functions in order to provide a very accurate and competitive method for computing them. For this purpose, firstly we have to determinate error bounds of the approximation error of both functions using a series of Hermite matrix polynomials, bounds different from and more accurate than the bounds presented in [15] and [17] . Then, we have developed an algorithm based on Paterson-Stockmeyer method [19] , instead of the algorithm based on the recurrence relation of three terms, in which the corresponding scaling of the matrix and the order of the approximation have been determined from the bound expression. To analyze the accuracy of the proposed method, implementations have been developed in MATLAB . We have also performed numerous tests to compare this algorithm with other state-of-the-art algorithms (funm MATLAB function). Finally, high performance implementations have been developed on large dimension matrix problems by using GPGPUs cards.
This work is organized as follows. Sections 2-3 summarizes previous results of Hermite matrix polynomials and includes a Hermite series expansion of the matrix hyperbolic cosine and sine with the respectively error bounds. An algorithm for the proposed method is given in section 4. Section 5 deals with several numerical tests in order to investigate the accuracy of the proposed method and the method behaviour for large scale problems. Both of them were done with MATLAB. When evaluating the performance of the method for large scale problems, we also did a GPGPU (General Purpose Graphics Processing Unit) implementation. The idea is compare the CPU vs GPGPU implementations.
In this paper, x rounds to the nearest integer greater than or equal to x. The matrices I r and θ r×r in C r×r denote the matrix identity and the null matrix of order r, respectively. We will use subordinate matrix norms A , A ∈ C r×r , and A 1 denotes the usual 1-norm. If A(k, n) is a matrix in C r×r for n ≥ 0, k ≥ 0, then [20] :
( 1.4) 2 Hermite matrix polynomial series expansions of hyperbolic matrix cosine. Error bound
The following properties of Hermite matrix polynomials which have been established in [13, 20, 21] will be used in this paper. From (3.4) of [21, p. 25 ] the nth Hermite matrix polynomial is defined by
for an arbitrary matrix A in C r×r . From [13] , we obtain:
Denoting by CH N (λ, A 2 ) the N th partial sum of series (2.2) for y = 1, one gets the approximation
As in [22, pp. 1913 ], a bound for Hermite matrix polynomials H 2n x, 1 2 A 2 based on ||A 2 || is obtained, see [23] , using the Taylor series for the hyperbolic cosine cosh(y) = n≥0 y 2n /(2n)!. Taking norms in (2.1), one gets
By using (1.4), it follows that 5) and as a consequence
Multiplying by (2n)! in (2.6) and using (2.4), we have the result:
Taking into account approximation (2.3) and bound (2.7), it follows that, for λ = 0:
Simplifying (2.8), we obtain finally the bound:
3 Hermite matrix polynomial series expansions of hyperbolic matrix sine. Error bound Analogously, one gets a similar expression for :
Denoting by SH N (A, λ) the N th partial sum of series (3.1) for y = 1, one gets
Now we can obtain a bound for Hermite matrix polynomials H 2n+1 x, 1 2 A 2 based on ||A 2 ||, see [23] , using the Taylor series for the hyperbolic sine sinh(y) = n≥0 y 2n+1 /(2n + 1)!. Taking norms in (2.1), one gets
By using (1.4), we obtain for x = 0:
and
Multiplying by (2n + 1)!|x| A in (3.5) and using (3.3), we have the result:
(3.6) Since sinh (0) = 0 and H 2n+1 0, 1 2 A 2 = θ r×r , the bound (3.6) holds also when x = 0.
Taking into account (3.2) and the bound (3.6), it follows that, for λ = 0:
Simplifying (3.7), we have the following bound:
Hermite Algorithm
In this section we describe an algorithm based on Hermite series for computing the matrix hyperbolic cosine.
Algorithm 1 (herm) Given a matrix A ∈ C r×r and the order N of Hermite matrix approximation of the hyperbolic cosine function, this algorithm computes B ∼ = cosh(A). Preprocessing and postprocessing can be used to reduce the norm of matrix A. An available technique for that purposeis based on balancing [8, p. 299 ]. This technique attempts to balance the norms of the kth row and kth column, for each k, by means of a diagonal similarity transformation defined by a non singular matrix V . IfǍ
is the obtained matrix in the preprocessing, then the postprocessing is as follows
For the evaluation of CH N (λ,Ã 2 ) the Horner and Paterson-Stockmeyer's method can be applied [19, 24] , obtaining previously with MATLAB the symbolic expression of CH N (λ,Ã 2 ) as a polynomial of matrixÃ 2 with degree N and coefficients depending on λ, for each considered value of N . The formula cosh (2A) = 2 cosh 2 (A) − I r is used to recover cosh(Ǎ) from the matrixB obtained in Step 4.
The optimal values of N for computing CH N (λ,Ã 2 ) by means of the Paterson-Stockmeyer method belong to S N = {1, 2, 4, 6, 9, 12, 16, 20, • • • } [24, p. 6454] . If N k is the order of Hermite approximation, where k is the position of N in S N , then the number of matrix product evaluations in Algorithm 1 is k + s. For computing cosh (A) with IEEE double precision arithmetic, we take the error in (2.9) to be lower than or equal to the unit roundoff in double precision floating-point u = 2 −53 , i.e,
We choose the parameter λ = λ min , where λ min is the value such that the right-hand side of (4.1) reaches the minimum value. If we define
then, using (4.1), it follows that
We choose N in {1, 2, 4, 6, 9, 12, 16, 20}, because the corresponding values of λ min are negative for N = 25, 30. The values of λ min are listed in Table 1a . These values have been computed by using the symbolic functions diff and solve from the Symbolic Math Toolbox 5 of MATLAB. The values Θ N of (4.2) are listed in Table 1b . There is no analogue of Algorithm 1 for computing the hyperbolic sine, because the corresponding formula sinh(2A) = 2 sinh(A) cosh(A) requires to compute hyperbolic cosine. However, a similar algorithm to Algorithm 12.8 from [8, p. 298] , which computes the sine and cosine of a matrix, can be developed to compute both the hyperbolic sine and hyperbolic cosine.
Numerical tests

MATLAB implementation
In this section a MATLAB implementation of Algorithm 1 has been compared with MATLAB function funm. We used an Apple Macintosh iMac (mid 2011) with a quadcore i5-2400S 2.5 Ghz processor and 12Gb of RAM. All the tests were carried out using MATLAB R2012a and OS X 10.6.8.
First Case Study
In the first case study we have used forty nine matrices from the Matrix Computation Toolbox [25] of dimension equal to 8. The "exact " value of cosh(A) has been calculated by using [32/32] diagonal Padé method with scaling and squaring with 64-digit precision in an iterative way: different increasing scalings starting from that provided in [26] for expm were used, until the norm of the relative difference between the approximations converted to IEEE double precision arithmetic was zero. The [32/32] diagonal Padé approximation was evaluated with a matrix power aggregation similar to that proposed in [26, p. 1183] . Figure 1a shows the normwise relative errors. This figure shows the relative errors of funm and herm(m), where m = 2N is the order of Hermite approximation, sorted in decreasing order, and a solid line that represents the unit roundoff multiplied by the relative condition number of the hyperbolic matrix cosine at X [8, p. 56]. For a method to perform in a backward and forward stable manner, its error should lie not far above this line on the graph [26, p. 1188] . Figure 1a shows that all functions perform in a numerically stable way on tests.
Performance profiles [27] are presented in Figure 1b . This figure shows the performances of the compared functions, where α varies between 1 and 5 in steps equal to 0.1, and p is the probability that the considered function has a relative error lower or equal than α-times the smallest error over all the methods. As shown in this figure, herm with maximum order m = 40 is the most accurate function, and it was achieved with very similar cost to herm with maximum orders m= 18, 24, 32 or 40 , i.e. N = 9, 12, 16 or 20. Hence, we consider m = 40 as the best choice of maximum order for herm. Test matrix Er cond*u funm herm (18) herm (24) herm (32) herm (40) (a) Normwise relative errors 
Second Case Study
In the second case study we have used one hundred diagonalizable matrices of dimension equal to 512. These matrices have been generated as A = QDQ, where Q = H/ √ 512, with H a Hadamard matrix of dimension 512. Diagonal matrices D have been randomly generated, with 2-norms varying between 1 and 100. The hyperbolic cosine of A has been computed as cosh(A) = Q cosh(D)Q, using 64 digits of precision.
For all matrices, the relative error of the Hermite implementation was lower than the relative error of funm function. The total time for all the 100 executions for our implementation is 5.77 seconds and for funm 21.32 seconds.
GPGPU implementation
Sometimes it is interesting to get the solution for large scale problems. In this case it is interesting to use techniques to improve the speed of the resolution of the problem as much as possible. One of these techniques consists of using one or several GPGPU (General Purpose Graphics Processing Unit) cards. We developed a parallel version of the former algorithm using an NVIDIA GPGPU card (from now on GPU) with the unified architecture and the CUDA [28, 29] environment. To do this, a special version of basic linear algebra subprograms (BLAS) for GPUs, called CUBLAS [30] was used. Moreover, we developed a MATLAB toolkit for GPGPUS [31, 32] to use our implementation from MATLAB in such a way [33] that if the user has a graphic card, the performance of the implementation is improved. If the user does not have such a card, the algorithm can also be run using the machine CPU. Experimental results on a NVIDIA K20 (Kepler) latest (2013) [34] generation card was used. We compared the results with the code from MATLAB R2012b, using an INTEL QuadCore i7-3820 (3.6Ghz) CPU. All the results are shown in flops and seconds.
In our algorithm the most important computational cost it is due the number of square matrix products [35] . Using this, the computational cost of our problem in flops, can be approximated as the number of products times the cost of a product. In this test, we have used matrix dimensions equal to 2 n , n = 7, 8, ..., 13, comparing the GPU vs the CPU performance in flops and seconds. All the matrices were generated randomly changing the matrix 1-norm, from 1 to 100 (in steps of 10). Each test was repeated 3 times.
From Table 1 and Figures 2a, we can see that GPU is much faster than CPU, inasmuch the GPU is a state of the art NVIDIA K20 while the CPU is an INTEL i7 CPU, not an INTEL XEON CPU. Anyway, our parallel implementation performance is good because it reaches almost the peak of the GPU card (1Tflop) [34] . Speedup refers to the number of times the parallel algorithm (using the GPU) is faster than the sequential algorithm (using the CPU).
