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Abstract
Measures play an important role in the characterisation of various function
spaces. In this paper, the structure of density measures will be investigated.
These are elements of the dual of the space of essentially bounded func-
tions. The main results presented here are a more precise representation of
L∞ (Ω,Ln)∗, leading to the notion of pure measures, and the definition and
analysis of density measures which constitute a large class of such measures.
It is shown that density measures have applications in the context of traces.
In particular, new and meaningful examples of pure measures are given on
Rn, in contrast to common examples in the literature, which are usually
constructed on N.
1 Introduction
In most mathematical texts, measures are defined to be σ-additive. For
these σ-measures, a rich theory and convergence theorems hold true. Their
importance follows from Riesz Representation Theorem, which characterises
the dual space of the space of all compactly supported functions as the space
of Radon measures. Yet, other dual spaces cannot be represented by σ-
measures but by finitely additive measures, e.g. Cb(Ω)
∗ and L∞ (Ω,Ln)∗ (cf.
[1], [5]). The reason why measures which are not σ-additive are not widely
used outside of economic theory is probably due to the lack of meaningful
examples in the literature. In this paper, the basic theory of finitely additive
measures as used in e.g. [13] and [5] will be outlined and a new, meaningful
example for such measures will be given on Rn. Interestingly, many results
on their structure are known. In particular, the dual space of the space
of essentially bounded functions is known to be represented by the space
of all bounded measures, which do not charge Lebesgue null sets. This
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representation will be extended by the identification and definition of pure
measures and later on density measures, which constitute a large class of
pure measures. Some examples will show that they can be employed in the
study of traces and even differential calculus.
The structure of the paper is as follows. First, some necessary notions
and results from lattice theory will be recalled and useful proposition on the
successive decomposition of vector lattices will be proved.
In the second section, the theory of measures and the associated inte-
gration theory will be given. The known representation of the dual space
of L∞ (Ω,Ln) will be refined, using the decomposition techniques from the
previous section. Pure measures will be defined and a necessary condition
for a measure to be pure will be given. In plus, a first example will illustrate
the new results.
The last section contains work on density measures. Following their def-
inition, existence and some properties will be proved. In plus, the extremal
points of the set of all density measures will be characterised. Exemplary
applications to the traces of functions of bounded variation and differen-
tial calculus will be presented. Finally, the relation of pure measures and
σ-measures which are singular with respect to Lebesgue measure will be
analysed.
Concerning notation, in the following n ∈ N denotes a positive natural
number and Rn the vector space of real n-tuples. For a set Ω ⊂ Rn the set
Ωδ denotes the open δ-neighbourhood of Ω. Open balls with radius δ > 0
and centre x ∈ Rn are written Bδ (x) = {x}δ. The Borel subsets of Ω,
i.e. the σ-measure generated by all relatively open sets in Ω, is denoted
by B(Ω). Ln is the Lebesgue measure and Hd the d-dimensional Hausdorff
measure. For set function µ on Ω, µ⌊A denotes the restriction of µ to A. The
Banach space of equivalence classes of p-integrable functions is denoted by
Lp (Ω,Ln) and p′ denotes the Ho¨lder-conjugate of p. Spaces of continuous
functions with a support which is relatively compact in Ω will be written
C0 (Ω). (Weak) Derivates of functions f are written Df . The divergence of
a vector field F , be it classical or distributional, is denoted by divF .
2 Tools from Lattice Theory
First, the basic definitions for vector lattices from Rao [13, p. 24ff] (cf. [3,
p. 347]) is given.
Definition 2.1. Let L be a vector space and ≤ a partial order on L which
is compatible with + and the multiplication with a scalar on L. If for all
l1, l2 ∈ L the supremum and infimum of {l1, l2} exist, then L is called a
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vector lattice. For l, l1, l2 ∈ L write
l1 ∨ l2 := sup{l1, l2}
l1 ∧ l2 := inf{l1, l2}
l+ := l ∨ 0
l− := −l ∨ 0
|l| := l+ + l−
l1, l2 ∈ L are called orthogonal, if |l1| ∧ |l2| = 0, written l1 ⊥ l2. If for a
family {li}i∈I ⊂ L the supremum exists, write∨
i∈I
li := sup
i∈I
li .
If the infimum of {li}i∈I exists, it is denoted by∧
i∈I
li := inf
i∈I
li .
A set L′ ⊂ L is called bounded from above, if there exists l ∈ L, such that
l′ ≤ l for all l′ ∈ L′.
A vector lattice is called boundedly complete, if for every {li}i∈I ⊂ L
which is bounded from above the supremum
∨
i∈I
li exists.
For a vector lattice L and l1, l2 ∈ L
|l1 + l2| ≤ |l1|+ |l2|
with equality if l1 ⊥ l2 (cf. [13, p. 25]). The following example foreshadows
the partial order that turns spaces of measures into vector lattices.
In order to obtain results for an orthogonal decomposition of vector
lattices (and their elements), one has to define appropriate sub-structures
(cf. [13, p. 28]).
Definition 2.2. A linear subspace L′ of L is called a sublattice of L if
l1 ∨ l2 ∈ L
′ and l1 ∧ l2 ∈ L
′ for all l1, l2 in L
′.
A sublattice L′ of L is called normal, if
1. for all l′ ∈ L′ and all l ∈ L
|l| ≤ |l′| =⇒ l ∈ L′
2. if for {li}i∈I ⊂ L
′ the supremum exists in L, then
∨
i∈I
li ∈ L
′.
In order to decompose a vector lattice into normal sublattices, a notion
of orthogonality is needed (cf. [13, p. 29]).
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Definition 2.3. For a subset L′ of L, the set
(L′)⊥ := {l ∈ L | ∀l′ ∈ L′ : l ⊥ l′}
is called orthogonal complement of L′.
The following statement from [13, p. 29f] illustrates that normal sublat-
tices and orthogonality interact in a similar way as closed linear subspaces
and orthogonality in Hilbert spaces do.
Proposition 2.4. Let S ⊂ L, then S⊥ is a normal sublattice of L. If S is
a normal sublattice, then (S⊥)⊥ = S.
A useful characterisation of the orthogonal complement of a normal sub-
lattice is the following.
Proposition 2.5. Let S be a normal sublattice of L. Then l ∈ S⊥ if and
only if for every s ∈ S
0 ≤ |s| ≤ |l| =⇒ s = 0 .
Proof. Assume first that l ∈ S⊥. Then for every s ∈ S
0 ≤ |s| ≤ |l| =⇒ 0 = |s| ∧ |l| = |s| =⇒ s = 0 .
Now assume for every s ∈ S
0 ≤ |s| ≤ |l| =⇒ s = 0 .
Since S is a normal sublattice
0 ≤ |s| ∧ |l| ≤ |s| =⇒ |s| ∧ |l| ∈ S .
By assumption
|s| ∧ |l| ≤ |l| =⇒ |s| ∧ |l| = 0 .
Thus s ⊥ l.
As in the setting of Hilbert spaces, a boundedly complete vector lat-
tice can be represented as the direct sum of a normal sublattice and its
orthogonal complement (cf. [13, p. 29]).
Proposition 2.6. Riesz Decomposition Theorem
Let S be a normal sublattice of L, then for every l ∈ L there exist unique
elements s ∈ S, s⊥ ∈ S⊥ such that
l = s+ s⊥ .
Furthermore, if l ≥ 0, then s =
∨
s′∈S
l ∧ |s′|. For general l ∈ L
s =
∨
s′∈S
l+ ∧ |s′| −
∨
s′∈S
l− ∧ |s′| .
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The following proposition enables the successive decomposition of a lat-
tice into sublattices. This is used in the analysis of measures. In particular,
this proposition enables a better characterisation of the dual of the space of
essentially bounded functions.
Proposition 2.7. Let L1, L2 be two normal sublattices of L. Then L1 ∩L2
is a normal sublattice of L2. Furthermore, the orthogonal complement of
L1 ∩ L2 in L2 is L
⊥
1 ∩ L2.
Proof. Let l1 ∈ L1 ∩ L2 and l2 ∈ L2 with
|l2| ≤ |l1| .
Since L1 is a normal sublattice of L,
l2 ∈ L1 .
Whence l2 ∈ L1 ∩ L2.
Now, let {li}i∈I ⊂ L1 ∩ L2 be such that
∨
i∈I
li ∈ L. Since L1 and L2 are
normal, ∨
i∈I
li ∈ L1 and
∨
i∈I
li ∈ L2 .
This implies
∨
i∈I
li ∈ L1 ∩ L2. Thus L1 ∩ L2 is a normal sublattice of L2.
Let l2 ∈ L2 such that l2 ∈ (L1 ∩L2)
⊥. Since L1 is a normal sublattice of
L, there exist l1 ∈ L1, l
⊥
1 ∈ L
⊥
1 such that l2 = l1+ l
⊥
1 . Now, using additivity
of the total variation on orthogonal elements (cf. [13, p. 25])
0 ≤ sup{|l1|, |l
⊥
1 |} ≤ |l1|+ |l
⊥
1 | = |l2| .
Hence, l1, l
⊥
1 ∈ L2 and l1, l
⊥
1 ∈ (L1 ∩ L2)
⊥. Since l2 ∈ (L1 ∩ L2)
⊥,
0 = |l2| ∧ |l1| = |l1| ∧ |l1|+ |l1| ∧ |l
⊥
1 | = |l1| ∧ |l1| .
This implies l1 = 0. Hence
(L1 ∩ L2)
⊥ ⊂ L⊥1 ∩ L2 .
On the other hand, if l⊥1 ∈ L
⊥
1 ∩ L2, then for all l1 ∈ L1 ∩ L2
|l1| ∧ |l
⊥
1 | = 0 ,
whence
L⊥1 ∩ L2 ⊂ (L1 ∩ L2)
⊥ .
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3 A Primer On Pure Measures
In this article, set functions µ : A ⊂ 2Ω → R will be called measure, if for
all m ∈ N and every pairwise disjoint {Ak}
m
k=1 ⊂ A with
m⋃
k=1
Ak ∈ A
µ
(⋃
Ak
)
=
m∑
k=1
µ(Ak) .
If this holds with m = ∞, the measure is called σ-measure. A measure is
called bounded if
sup
A∈A
|µ(A)| <∞ .
An algebra is a class of sets which is stable under union, intersection and
differences and contains at least ∅. The spaces of measures considered in
this paper are defined in accordance with [13].
The spaces of measures considered in this thesis are defined in accordance
with [13].
Definition 3.1. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra. The set of all
bounded measures µ : A → R is denoted by
ba(Ω,A) .
The set of all bounded σ-measures σ : A → R is denoted by
ca(Ω,A) .
There is a natural partial order on ba(Ω,A) (cf. [13, p. 43]).
Definition 3.2. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra. For µ, λ ∈ ba(Ω,A)
one writes
µ ≤ λ
if and only if for every A ∈ A
µ(A) ≤ λ(A) .
The following proposition links the theory of measures with the theory
of boundedly complete vector lattices. This is essential for the subsequent
results on the decomposition of measures. The proposition is taken from
[13, p. 43f].
Proposition 3.3. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra. Then ba(Ω,A)
together with the partial order ≤ is a boundedly complete vector lattice.
The following definitions are standard in measure theory (cf. [13, p.
45]).
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Definition 3.4. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra. For µ ∈ ba(Ω,A)
define
µ+ := µ ∨ 0 = sup{µ, 0}
µ− := (−µ) ∨ 0 = sup{−µ, 0}
|µ| := µ+ + µ− .
Call µ+ positive part of µ, µ− negative part of µ and |µ| total variation
of µ.
Furthermore, for A ∈ A define µ⌊A : A→ R by
(µ⌊A)(A′) := µ(A ∩A′) for all A′ ∈ A .
The total variation and the lattice operations can be characterised in the
following way (cf. [13, p. 46], [14, p. 48]).
Proposition 3.5. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra. Then for every
µ, λ ∈ ba(Ω,A) and A ∈ A
|µ| (A) = sup
m∑
k=1
|µ (Ak)|
and
(µ ∧ λ)(A) = inf
A′∈A,
A′⊂A
µ(A′) + λ(A \A′) .
where the supremum is taken over all finite partitions {Ak}
m
k=0 ⊂ A of A.
The following proposition can be found in Rao [13, p. 44]. It states that
in the space of bounded measures, the norm is compatible with the partial
order.
Proposition 3.6. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra. Then ba(Ω,A)
together with ≤ and the norm
‖µ‖ := |µ| (Ω) for µ ∈ ba(Ω,A)
is a Banach lattice, i.e. it is a Banach space and a vector lattice such that
for all µ, λ ∈ ba(Ω,A)
|µ| ≤ |λ| =⇒ ‖µ‖ ≤ ‖λ‖ .
The following proposition is an application of Riesz’s decomposition The-
orem (Proposition 2.6) (cf. [13, p. 241]). In particular, every bounded
measure can be uniquely decomposed into a σ-measure and a pure measure.
Recall the definition of orthogonal complement from page 4.
7
Proposition 3.7. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra. Then ba(Ω,A)
is a boundedly complete vector lattice and ca(Ω,A) one of its normal sub-
lattices. Hence, every µ ∈ ba(Ω,A) can uniquely be decomposed into µc ∈
ca(Ω,A) and µp ∈ ca(Ω,A)
⊥ such that
µ = µc + µp
and for every σ ∈ ca(Ω,A)
0 ≤ σ ≤ |µp| =⇒ σ = 0 .
Definition 3.8. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra. Then every measure
µp ∈ ca(Ω,A)
⊥ is called pure. Notice that µp is not σ-additive, by definition.
One important example of measures that are pure are density measures.
The following new example presents a particular density measure, namely a
density at zero. In the literature, examples of pure measure are only known
for Ω = N (cf. [13, p. 247]), they are defined on very small algebras (cf.
[13, p. 246]) or they are constructed in such a way that the measure cannot
be computed explicitly, even on simple sets (cf. [14, p. 57f]). The example
given here is constructed on Ω = Rn and lives on the Borel subsets of Ω.
Example 3.9. Let Ω := B1 (0) ⊂ R
n be open. Then there exists µ ∈
ba (Ω,B(Ω)), µ ≥ 0 such that for every B ∈ B(Ω)
µ(B) = lim
δ↓0
Ln(B ∩Bδ (0))
Ln(Bδ (0))
if this limit exists. This measure is non-unique. Its existence is shown in
Proposition 5.7 (take λ := Ln and C = {0}).
It is shown in Example 3.17 that µ is indeed pure. Figure 1 shows the
family {Ak}k∈N ⊂ B(Ω)
Ak :=
[
1
k + 2
,
1
k + 1
)
× [−1, 1]n−1 .
For this family
∑
k∈N
µ(Ak ∩ Ω) = 0 6= µ
((
0,
1
2
)
× [−1, 1]n−1 ∩ Ω
)
= µ
(
∞⋃
k=1
Ak ∩ Ω
)
.
Hence, µ is not a σ-measure.
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xδ
Ak ... A2 A1
Figure 1: A family of sets on which µ is not σ-additive
Measures that do not charge sets of Lebesgue measure zero are of special
interest, because these measures lend themselves naturally to the integra-
tion of functions that are only defined outside of a set of measure zero.
When treating non σ-additive measures, one carefully has to distinguish the
following two notions (cf. [13, p. 159]).
Definition 3.10. Let Ω ⊂ Rn,A ⊂ 2Ω be an algebra and λ ∈ ba(Ω,A).
Then µ ∈ ba(Ω,A) is called
1. absolutely continuous with respect to λ, if for every ε > 0 there
exists δ > 0 such that for all A ∈ A
|λ|(A) < δ =⇒ |µ(A)| < ε .
In this case, write µ << λ.
2. weakly absolutely continuous with respect to λ, if for every A ∈ A
|λ|(A) = 0 =⇒ µ(A) = 0 .
In this case, write µ <<w λ.
The set of all weakly absolutely continuous measures in ba(Ω,A) is denoted
by
ba (Ω,A, λ) .
The following proposition shows that there is no pure measure which is
absolutely continuous with respect to some σ-measure (cf. [13, p. 163]).
Proposition 3.11. Let Ω ⊂ Rn,A ⊂ 2Ω be an algebra and σ ∈ ca(Ω,A).
Then for every µ ∈ ba(Ω,A)
µ << σ =⇒ µ ∈ ca(Ω,A) .
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Remark 3.12. The preceding proposition shows that one should focus on
the notion of weak absolute continuity when studying measures that are
continuous with respect to some σ-measure.
Example 3.13. µ from Example 3.9 is even weakly absolutely continuous
with respect to Ln. This is evident from the construction in Proposition 5.7
(take λ := Ln and C := {0}).
Proposition 3.14. Let µ1, µ2 ∈ ba(Ω,A) be such that µ1 <<
w µ2. If A ∈ A
such that |µ2|(A) = 0, then |µ1|(A) = 0.
Proof. Since |µ2| is monotone,
|µ2(A
′)| ≤ |µ2|(A
′) ≤ |µ2|(A) = 0
for all A′ ∈ A such that A′ ⊂ A. Since
µ+1 (A) = sup
A′∈A
A′⊂A
µ1(A
′) = 0
and a similar equation holds for µ−1
|µ1|(A) = µ
+
1 (A) + µ
−
1 (A) = 0 .
The following proposition is the key to decompose measures into σ-
measures which are weakly absolutely continuous with respect to some mea-
sure and pure measures.
Proposition 3.15. Let Ω ⊂ Rn, A ⊂ 2Ω be an algebra and λ ∈ ba(Ω,A).
Then ba (Ω,A, λ) is a normal sublattice of ba(Ω,A) and thus a boundedly
complete vector lattice.
Proof. ba (Ω,A, λ) is obviously a linear space. Let {µi}i∈I ⊂ ba (Ω,A, λ) be
such that there exists µ ∈ ba(Ω,A) with
µi ≤ µ for all i ∈ I .
By Proposition 3.3, ba(Ω,A) is boundedly complete (cf. [13, p. 44]). Hence,
there exists µ′ ∈ ba(Ω,A) such that
µi ≤ µ
′ for all i ∈ I
and if this holds true for another µ′′ ∈ ba(Ω,A) then µ′ ≤ µ′′.
Assume µ′ /∈ ba (Ω,A, λ). Then there exists A ∈ A such that
|λ|(A) = 0 but µ′(A) 6= 0 .
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Now, |µ′⌊A| ∈ ba(Ω,A). Whence µ′ − |µ′⌊A| ∈ ba(Ω,A). Since µi(A) = 0
µi ≤ µ
′ − |µ′⌊A| < µ′ for all i ∈ I ,
in contradiction to the minimality of µ′. Hence µ′ ∈ ba (Ω,A, λ).
Now let µ′ ∈ ba(Ω,A) and µ ∈ ba (Ω,A, λ) such that |µ′| ≤ |µ|. Let
A ∈ A be such that |λ|(A) = 0. Then
|µ′(A)| ≤ |µ′|(A) ≤ |µ|(A) = 0
by Proposition 3.14. Hence µ′ ∈ ba (Ω,A, λ). Therefore, ba (Ω,A, λ) is a
normal sublattice and thus a boundedly complete vector lattice.
The proposition above enables the decomposition of measures into pure
parts and σ-measures, analogously to Proposition 3.7.
Theorem 3.16. Let Ω ⊂ Rn, A ⊂ 2Ω be an algebra and λ ∈ ba (Ω,A).
Then for every µ ∈ ba (Ω,A, λ) there exist unique µc ∈ ca(Ω,A) ∩
ba (Ω,A, λ), µp ∈ ca(Ω,A)
⊥ ∩ ba (Ω,A, λ) such that
µ = µc + µp .
Proof. Since ba (Ω,A, λ) and ca(Ω,A) are normal sublattices of ba(Ω,A),
Proposition 2.7 yields that
ca(Ω,A) ∩ ba (Ω,A, λ)
is a normal sublattice of ba (Ω,A, λ) whose orthogonal complement is
ca(Ω,A)⊥ ∩ ba (Ω,A, λ) .
This, together with Riesz’s decomposition Proposition 2.6, yields the state-
ment of the theorem.
Example 3.17. Since the measure µ from Example 3.9 is positive and
µc ⊥ µp, using the additivity of the total variation on orthogonal element
(cf. [13, p. 25]) yields
0 ≤ |µc| ≤ |µc|+ |µp| = |µ| = µ .
Hence, for every δ > 0
|µc| (Bδ (0)
c) = 0 .
Thus
|µc| (Ω \ {0}) = lim
δ↓0
|µc| (Bδ (0)
c) = 0 .
But |µc| ({0}) ≤ µ({0}) = 0. Hence
|µc| (Ω) = 0
and µ = µp is pure.
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When λ is a σ-measure, the structure of µc is well known by the Radon
Nikodym theorem (cf. [9, p. 128ff]).
Proposition 3.18. Radon-Nikodym Theorem
Let Ω ⊂ Rn and Σ ⊂ 2Ω be a σ-algebra. Furthermore, let σ ∈ ca(Ω,Σ) and
µ ∈ ca(Ω,Σ) be such that µ <<w σ. Then there exists f ∈ L1 (Ω,Σ, σ) such
that
µ(A) =
ˆ
A
f dσ
for every A ∈ Σ.
The structure of µp is described by the following proposition taken from
[13, p. 244] (cf. [14, p. 56]).
Remark 3.19. The following results are stated for σ-measures σ ≥ 0. They
also hold for arbitrary σ-measures σ when using |σ|.
Proposition 3.20. Let Ω ⊂ Rn, Σ ⊂ 2Ω be a σ-algebra and σ ∈ ca(Ω,Σ),
σ ≥ 0. Then µ ∈ ba(Ω,Σ, σ) is pure if and only if there exists a decreasing
sequence {Ak}k∈N ⊂ Σ such that
σ(Ak)
k→∞
−−−→ 0
and for all k ∈ N
|µp|(A
c
k) = 0 .
Intuitively speaking, weakly absolutely continuous measures are pure
if and only if they concentrate in the vicinity of a set of measure zero.
Reviewing Example 3.9, the support (cf. [2, p.30]) of the measure can be
seen to lie outside of Ω\{0}. Yet the construction of the measure would still
work on this set. Hence, it is possible for a pure measure to have support
outside of its domain of definition. This necessitates the following definition
of core.
Definition 3.21. Let Ω ⊂ Rn, A ⊂ 2Ω be an algebra containing every
relatively open set in Ω. Furthermore let µ ∈ ba(Ω,A). Then the set
coreµ := {x ∈ Rn | |µ|(V ∩ Ω) > 0,∀V ⊂ Rn, V open, x ∈ V }
is called core of µ.
Let d ∈ [0, n] be the Hausdorff dimension of coreµ. Then d is called
core dimension of µ and µ is called d-dimensional.
Remark 3.22. Note that there is a slight difference to the notion of support
of a measure as defined in classic measure theory (cf. [8, p. 60]). The core
of a measure is not necessarily contained in Ω, the support of a σ-measure
is.
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Example 3.23. The measure µ from Example 3.9 has
coreµ = {0}
and is thus 0-dimensional.
Now, an example for a density measure with a larger core is given. Note
that in this thesis
Cδ := dist
−1
Ω ((−∞, δ)) for C ⊂ R
n .
Example 3.24. Let Ω ⊂ Rn be open, d ∈ [0, n) and C ⊂ Ω be closed with
Hausdorff dimension d. Then there exists a pure measure µ ∈ ba (Ω,B(Ω),Ln),
µ ≥ 0 such that for every B ∈ B(Ω)
µ(B) = lim
δ↓0
Ln(B ∩ Cδ ∩ Ω)
Ln(Cδ ∩ Ω)
=: densC(B) ,
if this limit exists. Here, Cδ is the open δ-neighbourhood of C. Furthermore
coreµ = C
and µ is thus d-dimensional.
The existence of this measure is evident by Proposition 5.7 (take λ :=
Ln).
Proposition 3.25. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra containing every
relatively open set and µ ∈ ba(Ω,A). Then coreµ is a closed set in Rn.
Proof. Set B := coreµ and let x ∈ Bc. Then there is an open neighbourhood
V ⊂ Rn of x such that
|µ|(V ∩ Ω) = 0 .
Now let x′ ∈ V and V ′ ⊂ Rn be an open neighbourhood of x′. Then
|µ|(V ∩ V ′ ∩ Ω) ≤ |µ|(V ∩ Ω) = 0 .
Thus, x′ ∈ Bc. Since x was arbitrary, it follows that for every x ∈ Bc there
exists an open neighbourhood V ⊂ Rn of x such that V ⊂ Bc, whence Bc
is open and B closed.
On bounded domains, the core is non-empty.
Proposition 3.26. Let Ω ⊂ Rn be bounded, A ⊂ 2Ω be an algebra contain-
ing every relatively open set in Ω and µ ∈ ba(Ω,A), µ 6= 0. Then core µ is
non-empty and for every δ > 0
|µ| (Ω ∩ ((coreµ)δ)
c) = 0 .
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Proof. Set B := coreµ. Assume coreµ was empty. Then, by compactness
of Ω there exists an open covering {Vk}
m
k=0 of Ω such that for k = 0, ...,m
|µ|(Vk ∩ Ω) = 0 .
But then
|µ|(Ω) ≤
m∑
k=0
|µ|(Vk ∩ Ω) = 0
in contradiction to µ 6= 0.
Now, let δ > 0. For every x ∈ (Bδ)c
Rn
there is a 0 < δx <
δ
2 such that
|µ| (B (x, δx) ∩ Ω) = 0 .
Otherwise, x ∈ coreµ. Now
{B (x, δx)}
x∈(Bδ)
cR
n
is an open covering of
(Bδ)
cR
n
∩Ω
Since Ω is relatively compact in Rn, there exists a finite open sub-covering
{B (xl, δxl)}
m
l=0
of
(Bδ)
c ∩ Ω .
Hence
|µ| ((Bδ)
c ∩ Ω) ≤
m∑
l=0
|µ| (B (xl, δxl) ∩ Ω) = 0 .
Remark 3.27. If Ω is unbounded, the statement of the preceding proposi-
tion need not be true. The measures in Example 10.4.1 in [13, p. 245] can
be shown to have empty core, since they concentrate near infinity.
The core itself does not give all information on the way in which a
pure measure concentrates. Hence, the sequences from Proposition 3.20
are investigated further.
Definition 3.28. Let Ω ⊂ Rn, Σ ⊂ 2Ω be a σ-algebra, σ ∈ ca(Ω,Σ), σ ≥ 0
and µp ∈ ba(Ω,Σ, σ) be pure. Then every A ∈ Σ such that
|µp|(A
c) = 0
is called aura of µp.
Any decreasing sequence {Ak}k∈N ⊂ Σ of auras for µp such that
σ(Ak)
k→∞
−−−→ 0
is called aura sequence.
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Now, it is shown that any aura sequence can be restricted to neighbour-
hoods of the core.
Proposition 3.29. Let Ω ⊂ Rn be bounded and Σ ⊂ 2Ω be a σ-algebra
containing every relatively open set in Ω. Furthermore, let σ ∈ ca(Ω,Σ)
with σ ≥ 0 and µp ∈ ba(Ω,Σ, σ) be pure. Then for every aura sequence
{Ak}k∈N ⊂ Σ of µp the sequence
{A′k}k∈N :=
{
Ak ∩ (coreµp) 1
k
}
⊂ Σ
is an aura sequence of µp with
coreµp =
⋂
k∈N
A′k
Rn
.
Proof. Let C := coreµp. Note that |µp| is pure and let {Ak}k∈N ⊂ Σ be
any aura sequence of µp. Then for every k ∈ N, x ∈
(
Ak
Rn
)c
and any open
neighbourhood V ⊂
(
Ak
Rn
)c
of x
|µp|(V ∩ Ω) ≤ |µp|
((
Ak
Rn
)c
∩ Ω
)
≤ |µp|(A
c
k ∩Ω) = 0 .
Hence
C ⊂ Ak
Rn
for every k ∈ N .
Thus,
C ⊂
⋂
k∈N
Ak
Rn
.
For k ∈ N set
A′k := Ak ∩ C 1
k
.
Then for every k ∈ N
|µp|
(
A′ck
)
≤ |µp|(A
c
k) + |µp|
((
C 1
k
)c
∩ Ω
)
= 0 ,
by Proposition 3.26.
Furthermore
0 ≤ σ(A′k) ≤ σ(Ak)
k→∞
−−−→ 0 .
Obviously ⋂
k∈N
Ak ∩ C 1
k
Rn
⊂
⋂
k∈N
C 1
k
= C .
It remains to show that
C ⊂
⋂
k∈N
Ak ∩ C 1
k
Rn
.
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Let x ∈ C. Then x ∈ Ak
Rn
for every k. Hence, for every k there is a
sequence {xkl }l∈N ⊂ Ak such that
xkl
l→∞
−−−→ x .
In particular, there is an lk0 ∈ N such that
‖xkl − x‖ <
1
k
for l ≥ lk0 .
Hence, for every k ∈ N,
x ∈ Ak ∩ C 1
k
Rn
.
Since x ∈ C was arbitrary, this finally implies
C ⊂
⋂
k∈N
Ak ∩ C 1
k
Rn
.
C
A1
A2
...
Figure 2: An aura sequence {Ak}k∈N of a 1-dimensional measure with core
C =
⋂
k∈N
Ak
The following lemma identifies a big class of pure measures. In particular,
if the core of a measure is a Lebesgue null set, the measure is necessarily
pure.
Proposition 3.30. Let Ω ∈ B(Rn) and µ ∈ ba (Ω,B(Ω),Ln).
If core µ ∩ Ω is a Ln-null set then µ is pure.
Proof. Let B := coreµ. Then by the definition of the core, for every δ > 0
|µ| (Bcδ ∩ Ω) = 0 .
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Now let Bk := B 1
k
∩ Ω for k ∈ N and σ ∈ ba (Ω,B(Ω),Ln) , σ ≥ 0 be a
σ-measure such that
0 ≤ σ ≤ |µ| .
Then for every k ∈ N
0 ≤ σ((Bk)
c) ≤ |µ|((Bk)
c) = 0 .
On the other hand, since coreµ ∩ Ω is a Ln-null set,
σ(Ω ∩B) = 0 .
Hence
σ(Ω) = σ(Ω ∩B) + σ
(⋃
k∈N
Bck
)
= lim
k→∞
σ (Bck) = 0 .
This implies σ = 0.
Since σ was arbitrary, µ is pure by Proposition 2.5 and Proposition
3.7.
Remark 3.31. Note that coreµ ⊂ Ω. If Ω ⊂ Rn is open such that Ln(∂Ω) >
0, then there is µ ∈ ba (Ω,B(Ω),Ln) such that coreµ = ∂Ω. Hence coreµ is
not a null set, but coreµ ∩ Ω = ∅. Thus, µ is necessarily pure.
The following proposition is taken from [13, p. 70]. It shows that there
are many degrees of freedom when choosing an extension of a measure to
a larger class of sets. Since all pure measures used below are constructed
using an extension argument, they are in general not unique.
Proposition 3.32. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra on Ω. Let
µ ∈ ba(Ω,A), µ ≥ 0. Let A ∈ 2Ω \ A and A′ ⊂ 2Ω the smallest algebra such
that A, {A} ⊂ A′. Then for any c ∈ [0,∞) such that
sup{µ(A′) | A′ ∈ A, A′ ⊂ A} ≤ c ≤ inf{µ(A′) | A′ ∈ A, A ⊂ A′}
there exists an extension µ′ ∈ ba (Ω,A′) , µ′ ≥ 0 of µ to all of A′ such that
µ′(A) = c .
4 Integration Theory and L∞ (Ω,Ln)∗
Now, integration with respect to measure which are not necessarily σ-additive
is outlined. Measurability of functions is not defined through the regularity
of preimages but by approximability by simple functions in measure. In this
definition, the measure is needed on possibly non-measurable sets. Hence,
an outer measure has to be used. This outer measure is defined as in the
case of σ-measures (cf. [13, p. 86], [9, p. 42]).
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Definition 4.1. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra. For µ ∈ ba(Ω,A),
µ ≥ 0 the outer measure of µ is defined for B ∈ 2Ω by
µ∗(B) := inf
A∈A,
B⊂A
µ(A) .
Now, convergence in measure can be defined. The definition is taken
from [13, p. 92] (cf. [9, p. 91]).
Definition 4.2. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra and µ : A → R be
a measure. A sequence {fk}k∈N of functions fk : Ω→ R is said to converge
in measure to a function f : Ω→ R if for every ε > 0
lim
k→∞
|µ|∗{x ∈ Ω | |fk(x)− f(x)| > ε} = 0 .
In this case, write
fk
µ
−→ f .
Note that the limit in measure is not unique, yet. Therefore, the follow-
ing notion of equality almost everywhere is needed. The definition is taken
from [13, p. 88].
Definition 4.3. Let Ω ⊂ Rn, A ⊂ 2Ω and µ : A → R be a measure.
Then f : Ω→ R is called null function, if for every ε > 0
|µ|∗ ({x ∈ Ω | |f(x)| > ε}) = 0 .
Two functions f1 : Ω→ R, f2 : Ω→ R are called equal almost every-
where (a.e.) with respect to µ, if f1 − f2 is a null function.
In this case, write
f1 = f2 µ-a.e.
Remark 4.4. If f : Ω→ R is a null function, then it need not be true that
|µ|∗ ({x ∈ Ω | f(x) 6= 0}) = 0 . (1)
Take e.g. the density measure µ introduced in Example 3.9 and f(x) := |x|.
Then f is a null function but
|µ|∗({x ∈ Rn|f(x) 6= 0} = µ(B1 (0) \ {0}) = 1 > 0 .
This entails that the notion of equality almost everywhere that was de-
fined above does not imply the existence of a null set such that f1 = f2
outside of that set. Take e.g. the density measure introduced in Example
3.9, f1(x) := |x| and f2(x) := 2f1(x).
On the other hand, if µ is a σ-measure and A a σ-algebra, then Equation
(1) is equivalent to f being a null function (cf. [13, p. 89]).
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The limit in measure turns out to be unique in the sense of almost
equality. This is stated in the following proposition taken from [13, p. 92].
Proposition 4.5. Let Ω ⊂ Rn, A ⊂ 2Ω be an algebra and µ : A → R be
a measure. Furthermore let {fk}k∈N be a sequence of functions fk : Ω → R
and f, f˜ : Ω→ R be functions such that
fk
µ
−→ f .
Then
fk
µ
−→ f˜ ⇐⇒ f = f˜ µ-a.e.
Now, the notion of measurability is introduced. The definition is similar
to the definition of T1-measurability in [13, p. 101].
Definition 4.6. Let Ω ⊂ Rn and A ⊂ 2Ω be an algebra and µ : A → R be
a measure. A function f : Ω → R is called measurable if there exists a
sequence {hk}k∈N of simple functions hk : Ω→ R such that
hk
µ
−→ f .
The integral for measurable functions can now be defined via L1-Chauchy
sequences. This is of course well-defined (cf. [13, p. 102]).
Definition 4.7. Let Ω ⊂ Rn, A ⊂ 2Ω be an algebra and µ : A → R be a
measure. A function f : Ω → R is said to be integrable if there exists a
sequence {hk}k∈N of integrable simple functions hk : Ω→ R such that
1. hk
µ
−→ f .
2. lim
k,l→∞
´
Ω |hk − hl|d |µ| = 0.
In this case, denote ˆ
Ω
f dµ := lim
k→∞
ˆ
Ω
hk dµ .
The sequence {hk}k∈N is called determining sequence for the integral of
f .
Remark 4.8. In particular, integrable functions are measurable. This no-
tion of integral is also called Daniell-Integral in the literature (cf. [13]).
The Lp-spaces are defined in the usual way (cf. [13, p. 121]).
Definition 4.9. Let Ω ⊂ Rn, A ⊂ 2Ω be an algebra, µ : A → R be a measure
and p ∈ [1,∞). Then the set of all measurable functions f : Ω → R such
that |f |p is |µ|-integrable is denoted by
Lp (Ω,A, µ) .
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If A = B(Ω), write
Lp (Ω, µ) .
For f1, f2 ∈ L
p (Ω,A, µ)
f1 = f2 µ-a.e.
defines an equivalence relation. The set of all equivalence classes of this
relation is denoted by
Lp (Ω,A, µ) .
If A = B(Ω), write
Lp (Ω, µ) .
Definition 4.10. Let Ω ⊂ Rn, A ⊂ 2Ω be an algebra and µ : A → R a
measure. Then for every p ∈ [1,∞) and f ∈ Lp (Ω,A, µ) write
‖f‖p :=
(ˆ
Ω
|f |p d |µ|
) 1
p
.
Furthermore, for measurable f : Ω→ R define
esssupf := inf {K ∈ R | |µ|∗ ({x ∈ Ω|f(x) > K}) = 0}
and
‖f‖∞ := esssup |f | .
The set of all measurable functions f : Ω→ R such that
‖f‖∞ <∞
is denoted by
L∞ (Ω,A, µ) .
As in the case p ∈ [1,∞),
L∞ (Ω,A, µ)
denotes the set of all equivalence classes in L∞ (Ω,A, µ) with respect to
equality almost everywhere.
In the case A = B(Ω), only write
L∞ (Ω, µ) and L∞ (Ω, µ) respectively.
The integral defined in this way shares many properties of the Lebesgue-
integral. The Ho¨lder and Minkwoski inequality hold true. Furthermore,
dominated convergence is available when using convergence in measure in-
stead of pointwise convergence (cf. [13, p. 105ff]).
Before proceeding to the characterisation of the dual of L∞, a new inte-
gral symbol is introduced, which gives formulas for traces and integrals over
pure measures a more pleasing shape.
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Definition 4.11. Let Ω ⊂ Rn be bounded and C ⊂ Ω be closed. Then for
every µ ∈ ba (Ω,B(Ω),Ln) such that
coreµ ⊂ C,
every f ∈ L1 (Ω, µ) and δ > 0 write
∼
ˆ
C
f dµ :=
ˆ
Cδ∩Ω
f dµ .
Remark 4.12. This notion of integral is well-defined since the definition of
coreµ yields
|µ| ((Cδ)
c) = 0
for any δ > 0.
The following proposition is a specialised version of the proposition from
[13, p. 139] (cf. [14, p. 53]).
Proposition 4.13. Let Ω ⊂ Rn, Σ ⊂ 2Ω be a σ-algebra and σ : Σ → R be
a σ-measure.
Then for every u∗ ∈ (L∞ (Ω,Σ, σ))∗ there exists a unique µ ∈ ba(Ω,Σ, σ)
such that
〈u∗, f〉 =
ˆ
Ω
f dµ
for every f ∈ L∞ (Ω,Σ, σ) and
‖u∗‖ = ‖µ‖ = |µ| (Ω) .
On the other hand, every µ ∈ ba(Ω,Σ, σ) defines u∗ ∈ L∞ (Ω,Σ, σ)∗.
Hence, L∞ (Ω,Σ, σ)∗ and ba(Ω,Σ, σ) can be identified.
Using the decomposition Theorem 3.16 that was proved earlier, one ob-
tains a more refined characterisation of the dual of L∞ (Ω,Σ, σ). In par-
ticular, every element of the dual space is the sum of a σ-measure with
Ln-density and a pure measure. In contrast to the literature, this makes
the intuitive idea of the dual of L∞ being L1 plus something which is not
weakly absolutely continuous with respect to Lebesgue measure precise.
Theorem 4.14. Let Ω ⊂ Rn and Σ ⊂ 2Ω be a σ-algebra and σ : Σ → R be
a σ-measure. Then for every u∗ ∈ L∞ (Ω,Σ, σ)∗ there exists a unique pure
µp ∈ ba(Ω,Σ, σ) and a unique h ∈ L
1 (Ω,Σ, σ) such that
〈u∗, f〉 =
ˆ
Ω
fhdLn +
ˆ
Ω
f dµp
for every f ∈ L∞ (Ω,Σ, σ).
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Proof. Let u∗ ∈ L∞ (Ω,Σ, σ)∗. Then by Proposition 4.13 there exists µ ∈
ba(Ω,Σ, σ) such that for all f ∈ L∞ (Ω,Σ, σ)
〈u∗, f〉 =
ˆ
Ω
f dµ .
Now, by proposition 3.16, there exist unique µc, µp ∈ ba(Ω,Σ, σ) such that
µ = µc + µp
and µc is a σ-measure and µp is pure. By the Radon-Nikodym Theorem
(Proposition 3.18) there is h ∈ L1 (Ω,Σ, σ) such that
µc(A) =
ˆ
A
hdσ
for every A ∈ Σ. Since the integral is obviously linear in µ
ˆ
Ω
f dµ =
ˆ
Ω
f dµc +
ˆ
Ω
f dµp =
ˆ
Ω
fhdσ +
ˆ
Ω
f dµp
for every f ∈ L∞ (Ω,Σ, σ), whence the statement of the proposition follows.
Remark 4.15. Note that the L-space over a measure µ ≥ 0 is in general
not complete. Nevertheless, the completion is known to be the set of all
absolutely continuous measures whose p-norm is finite, i.e. all bounded
measures λ with λ << µ and
lim
P∈P
∑
A∈P
µ(A)6=0
∣∣∣∣λ(A)µ(A)
∣∣∣∣
p
µ(A) <∞ .
Here, the limit is taken over the directed set P of all partitions P of Ω. See
[13, p. 185ff] for reference. Using the convention 00 = 0, this limit is the
same as the refinement integral
ˆ R
Ω
∣∣∣∣λµ
∣∣∣∣
p
µ
as defined by Kolmogoroff in [10].
5 Density Measures
This section will present the new class of measures, called density measures.
These measures extend on Example 3.9. It turns out that the signed distance
function plays an important role.
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Definition 5.1. Let Ω ( Rn be non-empty. The function
distΩ : R
n → (−∞,∞)
defined by
distΩ(x) :=


inf
y∈Ω
|x− y| if x /∈ Ω
− inf
y∈Ωc
|x− y| if x ∈ Ω .
is called signed distance function.
For sets B ⊂ Rn write
distΩ(B) := inf
x∈B
distΩ(x) .
Furthermore, neighbourhoods of sets prove useful. Therefore, set
Ωδ := dist
−1
Ω ((−∞, δ))
for δ ∈ R.
Remark 5.2. Note that distΩ is Lipschitz continuous, since it is the sum
of two Lipschitz continuous functions. If Ω ⊂ Rn is bounded, then by [11,
p. 2788]
Hn−1(∂(Ωδ)) <∞
for every δ ∈ R(dist∂Ω), the range of dist∂Ω. Note that there exist Ω ⊂ R
n
having finite perimeter with
lim
δ↓0
Hn−1(∂(Ωδ)) =∞ .
See Kraft [11, p. 2781] for reference.
Now, density measures can be defined. The basic definition essentially
demands the measure to be a probability measure whose core is a Lebesgue
null set. By scaling, any bounded positive measure whose support has no
volume can be seen as a density measure.
Definition 5.3. Let Ω ∈ B(Rn), C ⊂ Ω be closed and Ln(C ∩ Ω) = 0. A
measure µ ∈ ba (Ω,B(Ω),Ln) is called a density measure for C, if µ ≥ 0
and for all δ > 0
µ(Cδ ∩ Ω) = µ(Ω) = 1 .
The set of all density measures for C is denoted by
Dens(C) .
Remark 5.4. If Ln(Ω ∩ Cδ) = 0 for some δ > 0 or C = ∅, then
Dens(C) = ∅ .
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The following proposition shows that density measures indeed have core
on C and that they are pure.
Proposition 5.5. Let Ω ∈ B(Rn) and C ⊂ Ω be closed with Ln(C ∩Ω) = 0.
Then for every µ ∈ Dens(C)
coreµ ⊂ C
and µ is pure.
Proof. Let x ∈ Rn \ C. Let
δ :=
1
2
distC(x) .
Then for every 0 < δ˜ < δ
µ(B
δ˜
(x)) ≤ µ(Ω \ Cδ) = 0 .
Hence
x /∈ coreµ ,
and thus
coreµ ⊂ C .
Finally
Ln(core µ ∩ Ω) ≤ Ln(C ∩ Ω) = 0 .
By Proposition 3.30, µ is pure.
Density measures can be characterised in a way that justifies their name.
In essence, they are densities of other measures on their core.
Proposition 5.6. Let Ω ∈ B(Rn) and C ⊂ Ω be closed with Ln(C ∩Ω) = 0.
A measure µ ∈ ba (Ω,B(Ω),Ln) is a density measure for C if and only if
there exists a measure λ ∈ ba (Ω,B(Ω),Ln) with λ ≥ 0 satisfying
λ(Cδ ∩ Ω) > 0 for all δ > 0 ,
such that for every f ∈ L∞ (Ω,Ln)
ˆ
Ω
f dµ ≤ lim sup
δ↓0
−
ˆ
Cδ∩Ω
f dλ .
Then for every f ∈ L∞ (Ω,Ln)
∼
ˆ
C
f dµ = lim
δ↓0
−
ˆ
Cδ∩Ω
f dλ (2)
if this limit exists.
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Proof. Let µ ∈ ba (Ω,B(Ω),Ln).
Assume there exists λ ∈ ba (Ω,B(Ω),Ln) with λ ≥ 0 satisfying
λ(Cδ ∩Ω) > 0 for all δ > 0
such that for f ∈ L∞ (Ω,Ln)
ˆ
Ω
f dµ ≤ lim sup
δ↓0
−
ˆ
Cδ∩Ω
f dλ .
Note that since ˆ
Ω
−f dµ ≤ lim sup
δ↓0
−
ˆ
Cδ∩Ω
−f dλ
for f ∈ L∞ (Ω,Ln),
lim inf
δ↓0
−
ˆ
Cδ∩Ω
f dλ ≤
ˆ
Ω
f dµ .
Then for δ > 0
µ(Ω) = µ(Cδ ∩ Ω) = lim
δ↓0
λ(Cδ ∩Ω)
λ(Cδ ∩Ω)
= 1 .
Furthermore, for every B ∈ B(Ω)
µ(B) ≥ lim inf
δ↓0
λ(B ∩ Cδ)
λ(Cδ ∩ Ω)
≥ 0 .
Thus, µ is a density measure for C. Equation (2) follows with Proposition
5.5 and the previous estimates.
Now assume µ to be a density measure for C. Set λ = µ. Note that
λ(Cδ ∩ Ω) > 0 for every δ > 0. Then for all f ∈ L
∞ (Ω,Ln)
ˆ
Ω
f dµ = lim
δ↓0
ˆ
Cδ∩Ω
f dµ ≤ lim sup
δ↓0
−
ˆ
Cδ∩Ω
f dλ .
Now, existence is proved. It turns out that every measure λ ∈ ba (Ω,B(Ω),Ln),
which does not vanish near C, induces a density measure.
Proposition 5.7. Let Ω ∈ B(Rn) and C ⊂ Ω be closed with Ln(C ∩Ω) = 0.
Furthermore, let λ ∈ ba (Ω,B(Ω),Ln) with λ ≥ 0 be such that for all δ > 0
λ(Cδ ∩Ω) > 0 .
Then there exists a density measure µ ∈ ba (Ω,B(Ω),Ln) such that for every
f ∈ L∞ (Ω,Ln)
lim inf
δ↓0
−
ˆ
Cδ∩Ω
f dλ ≤ ∼
ˆ
C
f dµ ≤ lim sup
δ↓0
−
ˆ
Cδ∩Ω
f dλ .
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Remark 5.8. In particular, if Ln(Cδ ∩ Ω) > 0 for every δ > 0, then
Dens(C) 6= ∅. In order to see this, note that λ = Ln⌊Ω satisfies the as-
sumptions of the preceding proposition. Furthermore, every density measure
arises in this way (cf. Proposition 5.6).
Proof. Let λ ∈ ba (Ω,B(Ω),Ln) be such that for every δ > 0
λ(Cδ ∩Ω) > 0 .
Then
p : L∞ (Ω,Ln)→ R : f 7→ lim sup
δ↓0
−
ˆ
Cδ∩Ω
f dλ
is a positively homogeneous, subadditive functional. Set X := L∞ (Ω,Ln)
and
X0 :=
{
f ∈ X | lim
δ↓0
−
ˆ
Cδ∩Ω
f dλ exists
}
.
Then X0 is a linear subspace of X and
u∗0 : X0 → R : f 7→ lim
δ↓0
−
ˆ
Cδ∩Ω
f dλ
is a continuous linear functional which is bounded by p. The subadditive
version of the Hahn-Banach theorem [5, p. 62] yields the existence of a
linear extension u∗ of u∗0 to all of X which is bounded by p. Note that for
every f ∈ L∞ (Ω,Ln)
〈u∗, f〉 ≤ p(f) ≤ ‖f‖∞
since λ <<w Ln. Hence, u∗ is a continuous linear functional on L∞ (Ω,Ln).
By Proposition 4.13, there exists µ ∈ ba (Ω,B(Ω),Ln) such that for every
f ∈ L∞ (Ω,Ln)
〈u∗, f〉 =
ˆ
Ω
f dµ .
Note that for every f ∈ L∞ (Ω,Ln)
ˆ
Ω
−f dµ ≤ p(−f) = lim sup
δ↓0
−
ˆ
Cδ∩Ω
−f dλ
which implies
lim inf
δ↓0
−
ˆ
Cδ∩Ω
f dλ ≤
ˆ
Ω
f dµ .
Now it is easy to see that for every B ∈ B(Ω)
0 ≤ lim inf
δ↓0
−
ˆ
Cδ∩Ω
χB dλ ≤ µ(B) .
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Hence, µ ≥ 0. Furthermore,
1 = lim inf
δ↓0
−
ˆ
Cδ∩Ω
χΩ dλ ≤ µ(Ω) ≤ lim sup
δ↓0
−
ˆ
Cδ∩Ω
χΩ dλ = 1 .
Finally, let δ˜ > 0. Then
1 = lim inf
δ↓0
−
ˆ
Cδ∩Ω
χC
δ˜
∩Ω dλ ≤ µ(Cδ˜ ∩Ω) ≤ lim sup
δ↓0
−
ˆ
Cδ∩Ω
χC
δ˜
∩Ω dλ = 1 .
Thus, µ is a density measure of C.
Example 5.9. Let Ω ⊂ R2 be a cusped set as in Figure 3 below and
C = {x}, where x ∈ R2 is the point at the cusp. Then for every δ > 0
Ln(Cδ ∩ Ω) > 0 .
Hence there exists a density measure µ ∈ Dens(C) such that for every
f ∈ L∞ (Ω,Ln)
∼
ˆ
C
f dµ = lim
δ↓0
−
ˆ
Cδ∩Ω
f dLn ,
if this limit exists. This example is in essence identical to Example 3.9.
Ω C
C 3
2
C1
C 2
5
Figure 3: Existence of a density measure at a cusp
The integral with respect to a density measure can be estimated by the
essential supremum and the essential infimum of the integrand near the core.
Proposition 5.10. Let Ω ∈ B(Rn) and C ⊂ Ω be closed with Ln(C∩Ω) = 0.
Furthermore, let µ ∈ ba (Ω,B(Ω),Ln) be a density measure of C. Then for
every f ∈ L∞ (Ω,Ln)
lim
δ↓0
ess inf
Cδ∩Ω
f ≤ ∼
ˆ
C
f dµ ≤ lim
δ↓0
esssup
Cδ∩Ω
f
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Proof. It suffices to prove the right-hand side of the inequality.
Let f ∈ L∞ (Ω,Ln). Since µ ≥ 0, for every δ > 0ˆ
Ω
f dµ =
ˆ
Cδ∩Ω
f dµ ≤
ˆ
Cδ∩Ω
esssup
Cδ∩Ω
f dµ = esssup
Cδ∩Ω
f .
esssup
Cδ∩Ω
f is increasing in δ > 0 and bounded. Passing to the limit yields the
statement.
If Dens(C) 6= ∅ is ensured, then the inequalities in the preceding propo-
sition are sharp.
Proposition 5.11. Let Ω ∈ B(Rn) and C ⊂ Ω be non-empty, closed with
Ln(C ∩Ω) = 0 such that for every δ > 0
Ln(Cδ ∩ Ω) > 0 .
Furthermore, let f ∈ L∞ (Ω,Ln). Then
sup
µ∈Dens(C)
∼
ˆ
C
f dµ = lim
δ↓0
esssup
Cδ∩Ω
f
and
inf
µ∈Dens(C)
∼
ˆ
C
f dµ = lim
δ↓0
ess inf
Cδ∩Ω
f .
Proof. Let f ∈ L∞ (Ω,Ln) and ε > 0. Set
Mε := {x ∈ Ω | f(x) ≥ lim
δ↓0
esssup
Cδ∩Ω
f − ε}
and
λε := L
n⌊Mε .
Then λε ∈ ba (Ω,B(Ω),L
n) is positive and such that for every δ > 0
λε(Cδ ∩ Ω) > 0 .
Hence by Proposition 4.13 , there exists a density measure µε ∈ ba (Ω,B(Ω),L
n)
of Ω such thatˆ
Ω
f dµε ≥ lim inf
δ↓0
−
ˆ
Ω
f dλε ≥ lim
δ↓0
esssup
Cδ∩Ω
f − ε .
Hence
sup
µ∈Dens(C)
ˆ
Ω
f dµ ≥ sup
ε>0
ˆ
Ω
f dµε ≥ lim
δ↓0
esssup
Cδ∩Ω
f .
On the other hand, Proposition 5.10 yields
sup
µ∈Dens(C)
ˆ
Ω
f dµ ≤ lim
δ↓0
esssup
Cδ∩Ω
f .
The statement for ess inf follows analogously.
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The set of all density measures is a weak* compact convex set, as the
following proposition shows.
Proposition 5.12. Let Ω ∈ B(Rn), C ⊂ Ω be non-empty, closed such
that Ln(C ∩ Ω) = 0. Then Dens(C) is a convex weak* compact subset of
ba (Ω,B(Ω),Ln) as the dual of L∞ (Ω,Ln).
Proof. W.l.o.g. Dens(C) 6= ∅.
Let µ1, µ2 ∈ Dens(C) and a1, a2 ∈ [0, 1] such that a1+ a2 = 1. Then for
every δ > 0
a1µ1(Cδ ∩Ω) + a2µ2(Cδ ∩Ω) = a1µ1(Ω) + a2µ2(Ω) = a1 + a2 = 1 .
and
a1µ1 + a2µ2 ≥ a1µ1 ≥ 0 .
Hence, Dens(C) is a convex set.
For µ ∈ Dens(C)
‖µ‖ = |µ| (Ω) = µ(Ω) = 1 .
Hence, Dens(C) is a bounded set.
Now let λ ∈ ba (Ω,B(Ω),Ln) \Dens(C). Then either λ(Ω) 6= 1 or there
is a δ > 0 such that λ(Cδ ∩Ω) 6= 1 or there is B ∈ B(Ω) such that λ(B) < 0.
Consider the first case. Set ε := 12 |λ(Ω)− 1|. Then
V (λ) := {µ ∈ ba (Ω,B(Ω),Ln) | |µ(Ω)− λ(Ω)| < ε}
is a weak* open set such that
V (λ) ∩Dens(C) = ∅ .
In the second case set ε := 12 |λ(Cδ ∩ Ω)− 1| and
V (λ) := {µ ∈ ba (Ω,B(Ω),Ln) | |µ(Cδ ∩ Ω)− λ(Cδ ∩ Ω)| < ε}
is a weak* open set and
V (λ) ∩Dens(C) = ∅ .
In the third and final case set ε := 12 |λ(B)| and
V (λ) := {µ ∈ ba (Ω,B(Ω),Ln) | |µ(B)− λ(B)| < ε} .
Also in this case
V (λ) ∩Dens(C) = ∅ .
Since λ was arbitrary, the complement of Dens(C) is weak* open and thus,
Dens(C) is weak* closed. The statement of the proposition follows by the
Banach-Alaoglu/Alaoglu-Bourbaki Theorem (cf. [15, p. 777]).
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Now, the action of Dens(C) on a fixed essentially bounded function can
be characterised.
Corollary 5.13. Let Ω ∈ B(Rn), C ⊂ Ω be non-empty, closed such that
Ln(C ∩Ω) = 0 and for every δ > 0
Ln(Cδ ∩ Ω) > 0 .
Furthermore, let f ∈ L∞ (Ω,Ln).
Then
〈Dens(C), f〉 =
[
lim
δ↓0
ess inf
Cδ∩Ω
f, lim
δ↓0
esssup
Cδ∩Ω
f
]
.
Proof. Since Dens(C) is a weak* compact convex subset of ba (Ω,B(Ω),Ln)
〈Dens(C), f〉
is a convex compact subset of R. In order to see this, note that
f ∈ ba (Ω,B(Ω),Ln)∗ .
Since continuous images of compact sets are again compact,
〈Dens(C), f〉
is compact. The convexity follows from the convexity of Dens(C). By
Proposition 5.10 and Proposition 5.11(
lim
δ↓0
ess inf
Cδ∩Ω
f, lim
δ↓0
esssup
Cδ∩Ω
f
)
⊂ 〈Dens(C), f〉
⊂
[
lim
δ↓0
ess inf
Cδ∩Ω
f, lim
δ↓0
esssup
Cδ∩Ω
f
]
This, together with the fact that 〈Dens(C), f〉 is closed, implies the state-
ment.
Recall that for a convex set M in a locally convex topological vector
space m ∈ M is an extremal point if for every m1,m2 ∈ M with m1 6= m2
and a1, a2 ∈ [0, 1] with a1 + a2 = 1
m = a1m1 + a2m2 =⇒ a1 = 1− a2 ∈ {0, 1} .
The importance of extremal points follows from the theorem of Krein-
Milman (cf. [6, p. 154], [16, p. 157]). In particular, every compact convex
set is the closure of the convex hull of its extremal points. Note that the
theorem also implies that the set of extremal points is non-empty. Hence,
the extremal points of Dens(C) can be regarded as spanning Dens(C). The
following proposition gives a sufficient and necessary condition for a density
measure to be an extremal point.
30
Proposition 5.14. Let Ω ∈ B(Rn), C ⊂ Ω be non-empty, closed such that
Ln(C ∩Ω) = 0 and µ ∈ Dens(C).
Then µ is an extremal point of Dens(C) if and only if for every B ∈ B(Ω)
either µ(B) = 0 or µ(Bc) = 0.
Proof. Let µ ∈ Dens(C) be such that for every B ∈ B(Ω) either µ(B) = 0 or
µ(Bc) = 0. Assume µ = a1µ1+a2µ2 for µ1, µ2 ∈ Dens(C) and a1, a2 ∈ (0, 1)
such that a1 + a2 = 1 and µ1, µ2 6= µ. Then there is B ∈ B(Ω) such that
µ1(B) 6= µ2(B) .
Suppose µ(B) = 0. Then µ1(B) = µ2(B) = 0, a contradiction to the
assumption.
Hence µ(B) = 1 and µ(Bc) = 0.
This implies
µ1(B
c) = µ2(B
c) = 0
and thus
µ1(B) = 1 = µ2(B) ,
a contradiction to the assumption.
Hence µ1 = µ2 = µ and µ is an extremal point of Dens(C).
Now, assume µ to be an extremal point of Dens(C) and assume, there
exists B ∈ B(Ω) such that µ(B), µ(Bc) > 0. Set
µ1 :=
1
µ(B)
µ⌊B
µ2 :=
1
µ(Bc)
µ⌊Bc .
Then µ1 and µ2 are density measures and
µ = µ(B)µ1 + µ(B
c)µ2 ,
and µ is not an extremal point of Dens(C) in contradiction to the assump-
tion.
A simple consequence is that the core of extremal points contains exactly
one point. This is the same in the case of Radon measure, where the Dirac-
measures are the extremal points of the unit ball (cf. [6, p. 156]).
Corollary 5.15. Let Ω ∈ B(Rn), C ⊂ Ω be non-empty, closed, Ln(C∩Ω) =
0 and µ ∈ ba (Ω,B(Ω),Ln) be an extremal point of Dens(C).
Then coreµ is a singleton.
Proof. Assume there were x, y ∈ coreµ such that x 6= y. Let δ > 0 be such
that δ < 12 |x− y|. Then either
µ(Bδ (x)) = 0 or µ(Bδ (y)
c) = 0
in contradiction to x, y ∈ coreµ.
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Another obvious corollary gives the values of extremal points on sets B
whose boundary does not meet the core of the extremal point.
Corollary 5.16. Let Ω ⊂ Rn, C ⊂ Ω be non-empty, closed, Ln(C ∩Ω) = 0
and µ ∈ ba (Ω,B(Ω),Ln) be an extremal point of Dens(C) with coreµ = {x}
for some x ∈ Ω.
Then for every B ∈ B(Ω)
µ(B) =
{
1 if x ∈ intB,
0 if x /∈ B .
The question arises, what happens on sets whose boundary meets the
core. The following proposition gives a partial answer to this. It states that
extremal points concentrate along one-dimensional directions.
Proposition 5.17. Let Ω ∈ B(Rn), C ⊂ Ω be closed with Ln(C ∩ Ω) = 0
and µ ∈ Dens(C) be an extremal point. Then there exist unique x ∈ C and
v ∈ Rn with ‖v‖ = 1 such that for every α ∈
(
0, pi2
)
µ(K(x, v, α) ∩Ω) = 1 ,
where
K(x, v, α) := {y ∈ Rn|y 6= x,∢(y − x, v) < α} .
Proof. By Corollary 5.15, there is a unique x ∈ C such that
coreµ = {x} .
Let {αk}k∈N ⊂
(
0, pi2
)
be such that
lim
k→∞
αk = 0 .
Let Sn := ∂B1 (0) and for every k ∈ N and v ∈ S
n
V kv := {v
′ ∈ Sn|∢(v, v′) < αk} .
Then for each k ∈ N {
V kv
}
v∈Sn
is an open covering of Sn. Assume that for every v ∈ Sn
µ(K(x, v, αk) ∩Ω) = 0 .
Since Sn is compact, there exists a finite set M ⊂ Sn such that
Sn ⊂
⋃
v∈M
V kv .
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But then
B1 (x) ∩Ω ⊂
(
{x} ∪
⋃
v∈M
K(x, v, αk)
)
∩ Ω .
Hence
µ(Ω) = µ(B1 (x) ∩ Ω) ≤ µ({x} ∩Ω) +
∑
v∈M
µ (K(x, v, αk) ∩ Ω) = 0 ,
in contradiction to
µ(Ω) = 1 .
Hence, for every k ∈ N, there exists vk ∈ S
n such that
µ(K(x, vk, αk) ∩ Ω) = 1 .
Since Sn is compact, up to a subsequence
vk
k→∞
−−−→: v ∈ Sn .
Now let α > 0 and k0 ∈ N be such that for every k ∈ N, k ≥ k0
∢(vk, v) <
α
2
and αk <
α
2
.
Then
K(x, v, α) ⊃ K(x, vk, αk)
for every k ≥ k0 and thus
µ(K(x, v, α) ∩ Ω) ≥ µ(K(x, vk, αk) ∩Ω) = 1 .
In order to prove that v is unique, assume there exists v′ ∈ Rn, v′ 6= v such
that the statement of the proposition holds. Set
α :=
1
3
∢(v, v′)
and note that
K(x, v, α) ∩K(x, v′, α) = ∅ .
But then
µ(Ω∩ (K(x, v, α)∪K(x, v′, α))) = µ(Ω∩K(x, v, α))+µ(Ω∩K(x, v′, α)) = 2
a contradiction to µ(Ω) = 1.
Remark 5.18. The proposition above shows that extremal points in Dens(C)
concentrate around one dimensional directions. Figure 4 illustrates this.
Note that it is only necessary for an extremal point of Dens(C) to concen-
trate in this way. A sufficient condition might be that it concentrates on a
cusp but this is still an open problem.
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ΩC
v
Kα1Kα2
Kα3
Figure 4: The cones on which an extremal point of Dens(C) is concentrated
Remark 5.19. The extremal points of Dens(C) are called directionally
concentrated density measures.
Integration with respect to bounded density measures that was laid out is
well-suited for essentially bounded functions f ∈ L∞ (Ω,Ln) but in general
it is not suited for unbounded functions. The following example illustrates
this.
Example 5.20. Let n = 1, Ω = B1 (0) ⊂ R and C := {0}. Let
f(x) :=
1√
|x|
(
χ(−∞,0)(x)− χ[0,∞)(x)
)
for x ∈ R. Then
lim
δ↓0
−
ˆ
Bδ(0)
f dLn = 0 .
Let µ ∈ Dens(C) be a density measure of C. Then for every ε > 0 and
every simple h ∈ L∞ (Ω,Ln)
|µ| ({|f − h| > ε}) ≥ |µ| ({|f | > ‖h‖∞ + ε}) = 1 . (3)
Hence there is no sequence of simple function that converge in measure to
f and thus f is not µ-integrable.
This chapter is closed with some suggestions of further uses for density
measures. For example, the trace of a function of bounded variation can be
computed using density measures.
Example 5.21. Let Ω ⊂ Rn be bounded with Lipschitz boundary. For
x ∈ ∂Ω let µx ∈ Dens({x}) be such that
∼
ˆ
{x}
f dµx ≤ lim sup
δ↓0
−
ˆ
Bδ(x)∩Ω
f dLn
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for every f ∈ L∞ (Ω,Ln). Then for every f ∈ BV (Ω) ∩ L∞ (Ω,Ln) and
Hn−1-a.e. x ∈ ∂Ω
TΩ(f)(x) = ∼
ˆ
{x}
f dµx ,
where TΩ is the usual trace operator for functions of bounded variation (cf.
[7, p. 181]). For fixed f ∈ BV (Ω) it even holds true that for a.e. x ∈ ∂Ω
f ∈ L1 (Ω, µx) .
In order to see this, note that by Evans [7, p. 181]
lim
δ↓0
−
ˆ
Bδ(x)∩Ω
|f − TΩ(f)(x)| dLn = 0 .
For every k ∈ N set
hk := T
Ω(f)(x)χΩ .
For ε > 0 set
Bε := {y ∈ Ω | |f(y)− hk(y)| ≥ ε} .
Then
µx(Bε) ≤ lim sup
δ↓0
Ln(Bε ∩ Ω ∩Bδ (x))
Ln(Bδ (x))
≤ lim sup
δ↓0
1
ε
−
ˆ
Ω∩Bδ(x)
|f(y)− hk(y)| dL
n
=
1
ε
lim
δ↓0
−
ˆ
Bδ(x)∩Ω
|f − TΩ(f)(x) dLn = 0 .
Hence,
hk
µx
−→ f .
Furthermore, the sequence is constant and thus L1-Cauchy. Thus f ∈
L1 (Ω, µx) and
∼
ˆ
{x}
f dµx = T
Ω(f)(x) .
This shows, that even the trace of unbounded functions of bounded variation
can be expressed this way.
Remark 5.22. Slightly adapting the technique from the previous example,
one can show that all unbounded functions are integrable with respect to
density measures whose core is one of the Lebesgue points of the function.
This way, traces for Sobolev functions and functions of bounded variation
can also be computed on the interior of the domain.
For functions of bounded variation, this technique also works at jump
points, i.e. points where the precise representative is the mean of the one-
sided traces.
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It is also possible to use density measures to define a set-valued gradient
for Lipschitz continuous functions.
Example 5.23. Let C = {x} ⊂ Rn and f : Rn → R be Lipschitz continu-
ous. Note that by Rademachers Theorem (cf. [7, p. 81]), Df exists almost
everywhere and is essentially bounded. Set
∂df(x) := 〈Dens({x}),Df〉 .
Then ∂df(x) is a weak* compact, convex set which is contained in BL (0),
where L is the Lipschitz constant of f . In plus, the linearity of the integral
implies that for every f1, f2 ∈W
1,∞ (Rn,R)
∂d(f1 + f2)(x) ⊂ ∂df1(x) + ∂df2(x) .
and
∂d(f1f2)(x) ⊂ f1(x)∂d(f2)(x) + f2(x)∂d(f1)(x) .
Note that the definition of ∂d hints at similarities to a characterisation of
Clarkes Generalised Gradient in [4, p. 63].
The following proposition states that every pure measure induces a Radon
measure on its core.
Proposition 5.24. Let Ω ∈ B(Rn) be bounded and µ ∈ ba (Ω,B(Ω),Ln).
Then there exists a Radon measure σ supported on coreµ ⊂ Ω such that for
every φ ∈ C
(
Ω
)
ˆ
Ω
φdµ =
ˆ
coreµ
φdσ .
Proof. First, note that for every φ ∈ C
(
Ω
)
∣∣∣∣
ˆ
Ω
φdµ
∣∣∣∣ ≤ ‖φ‖C · |µ| (Ω)
Furthermore, note that every φ ∈ C
(
Ω
)
can be extended to a function
φ ∈ C0
(
Ω
)
and every element of C0
(
Ω
)
can be restricted to Ω to obtain an
element of C
(
Ω
)
. Hence
u∗ : C0
(
Ω
)
→ R : φ 7→
ˆ
Ω
φdµ
is a continuous linear operator and by the Riesz Representation Theorem (cf.
[8, p. 106]) there is a Radon measure σ on Ω such that for every φ ∈ C
(
Ω
)
ˆ
Ω
φdµ =
ˆ
Ω
φdσ .
Now let x ∈ Ω\coreµ. Then there exists a δ > 0 such that Bδ (x)∩coreµ = ∅.
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Then for every φ ∈ C0
(
Bδ (x) ∩ Ω
)
ˆ
Ω
φdσ =
ˆ
Ω
φdµ = 0 .
Hence
|σ| (Bδ (x)) = 0
and thus x is not in the support of the σ-measure σ. Since x ∈ Ω \ coreµ
was arbitrary, it is proved that the support of σ is indeed a subset of coreµ.
This proves the statement of the proposition.
Remark 5.25. In the setting of the proposition above, σ is said to be a
representation of µ on coreµ.
The next proposition gives a partial inverse to the statement of the
proposition above. In particular, any Radon measure can be extended to a
measure on all of its domain.
Proposition 5.26. Let Ω ∈ B(Rn) be bounded and C ⊂ Ω be closed such
that for every x ∈ C and every δ > 0
Ln(Bδ (x) ∩ Ω) > 0 .
Furthermore, let σ be a Radon measure on C. Then there exists µ ∈
ba (Ω,B(Ω),Ln) such that for every φ ∈ C
(
Ω
)
ˆ
Ω
φdµ =
ˆ
C
φdσ .
In particular,
coreµ ⊂ C
and
|µ| (Ω) = |σ| (C) .
Remark 5.27. The conditions of the statement are satisfied if, for example,
C ⊂ ∂∗Ω ∪ Ωint.
Proof. Let φ ∈ C
(
Ω
)
. Then
‖φ|C‖C ≤ ‖φ‖∞ .
In order to see this, let ε > 0 and x ∈ C be such that
|φ(x)− ‖φ|C‖C | <
ε
2
.
Let δ > 0 be such that for all y ∈ Bδ (x) ∩Ω
|φ(x) − φ(y)| <
ε
2
.
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By assumption
Ln(Bδ (x) ∩ Ω) > 0
whence
‖φ‖∞ ≥ |φ(x)| −
ε
2
≥ ‖φ|C‖C − ε .
Since ε > 0 was arbitrary, the statement follows.
Set
u∗0 : C
(
Ω
)
⊂ L∞ (Ω,Ln)→ R : φ 7→
ˆ
C
φdσ
and note that for every φ ∈ C
(
Ω
)
|〈u∗0, φ〉| ≤ ‖φ|C‖C |σ| (C) ≤ ‖φ‖∞ |σ| (C) .
By the Hahn-Banach theorem (cf. [5, p. 63]) there exists a continuous
extension u∗ of u∗0 to all of L
∞ (Ω,Ln) such that
‖u∗‖ = ‖u∗0‖ .
But L∞ (Ω,Ln)∗ = ba (Ω,B(Ω),Ln) by Proposition 4.13. Hence, there exists
µ ∈ ba (Ω,B(Ω),Ln) such that for every φ ∈ C
(
Ω
)
ˆ
Ω
φdµ =
ˆ
C
φdσ .
Let φ ∈ C
(
Ω
)
such that ‖φ‖∞ ≤ 1. Then
‖φ|C‖C ≤ ‖φ‖∞ ≤ 1 .
Hence,
|µ| (Ω) = ‖u∗0‖ = sup
φ∈C(Ω),
‖φ‖
∞
≤1
ˆ
Ω
φdµ ≤ sup
φ∈C(Ω),
‖φ|C‖C≤1
ˆ
C
φdσ ≤ |σ| (C) .
Note that for every φ ∈ C
(
Ω
)
max(min(φ, 1),−1) ∈ C
(
Ω
)
and that every φ ∈ C0 (C) can be extended to all of Ω, preserving the norm
(cf. [12, p. 25]). Hence, every φ ∈ C0 (C) can be extended to φ ∈ C0
(
Ω
)
such that
‖φ‖C =
∥∥φ∥∥
C
.
Thus
|σ| (C) = sup
φ∈C0(C),
‖φ‖C≤1
ˆ
C
φdσ = sup
φ∈C0(Ω),
‖φ‖
C
≤1
ˆ
Ω
φdµ ≤ sup
φ∈C0(Ω),
‖φ‖
∞
≤1
ˆ
Ω
φdµ ≤ |µ| (Ω) .
Since changing φ outside of C does not change the integral, coreµ ⊂ C.
This finishes the proof.
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The measure from the preceding proposition is pure if the Radon measure
is singular with respect to Lebesgue measure.
Corollary 5.28. Let Ω ∈ B(Rn) be bounded and C ⊂ Ω be closed such that
for every x ∈ C and δ > 0
Ln(Bδ (x) ∩ Ω) > 0
and
Ln(C ∩ Ω) = 0 .
Furthermore, let σ be a Radon measure on C.
Then there exists µ ∈ ba (Ω,B(Ω),Ln) such that for all φ ∈ C0 (Ω)
ˆ
Ω
φdµ =
ˆ
C
φdσ .
Furthermore,
|µ| (Ω) = |σ| (C)
and µ is pure.
Proof. The preceding proposition and Proposition 3.30 yield the statement.
The following example presents another way to construct a density at
zero.
Example 5.29. Let Ω ∈ B(Rn) be bounded and x ∈ Ω such that for every
δ > 0
Ln(Bδ (x) ∩ Ω) > 0 .
Then there exists a pure µ ∈ ba (Ω,B(Ω),Ln) such that for every φ ∈ C
(
Ω
)
ˆ
Ω
φdµ = φ(x) .
The next example shows an extension for Hn−1.
Example 5.30. Let Ω ∈ B(Rn) be open, bounded and have smooth bound-
ary. Then Ln(∂Ω) = 0 and C = ∂Ω satisfies the assumptions of Proposition
5.26. Hence, there exists µ ∈ ba (Ω,B(Ω),Ln) such that for all φ ∈ C
(
Ω
)
ˆ
∂Ω
φdHn−1 =
ˆ
Ω
φdµ .
The following example shows, that the surface part of a Gauß formula
can be expressed as an integral with respect to a pure measure.
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Example 5.31. Let Ω ∈ B(Rn) be a bounded set with smooth boundary.
Then C = ∂Ω ⊂ Ω is a closed set and for every k ∈ N such that 1 ≤ k ≤ n
νk · Hn−1⌊∂Ω
is a Radon measure on C. By Proposition 5.26 there exists µk ∈ ba (Ω,B(Ω),L
n)
such that for every φ ∈ C
(
Ω
)
ˆ
∂Ω
φ · νk dHn−1 =
ˆ
Ω
φdµk = ∼
ˆ
∂Ω
φdµk
and
coreµk ⊂ ∂Ω .
Hence, there exists µ ∈ (ba (Ω,B(Ω),Ln))n such that for all φ ∈ C1
(
Ω,Rn
)
∼
ˆ
∂Ω
φdµ =
ˆ
Ω
φdµ =
ˆ
∂Ω
φ · ν dHn−1 =
ˆ
Ω
divφdLn ,
where the Gauß formula for sets with finite perimeter from Evans [7, p. 209]
was used. Furthermore,
coreµ ⊂ ∂Ω
and µ is pure by Proposition 3.30.
References
[1] A. D. Alexandroff. Additive set functions in abstract spaces II. Recueil
Mathe´matique [Mat. Sbornik], 9(51)(3):563–628, 1941.
[2] Luigi Ambrosio, Nicola Fusco, and Diego Pallara. Functions of Bounded
Variation and Free Discontinuity Problems. Oxford University Press,
New York, 2000.
[3] Garret Birkhoff. Lattice Theory, volume 25 of Colloquium publications.
American Mathematical Society, Providence, 1993.
[4] Franke H. Clarke. Optimization and Nonsmooth Analysis. Classics in
Applied Mathematics. Wiley, 1984.
[5] Nelson Dunford and Jacob T. Schwartz. Linear Operators, General
Theory - Part 1. Wiley Classics Library. Wiley Interscience, 1988.
[6] Yuli Eidelman, Vitali Milman, and Antonis Tsolomitis. Functional
Analysis - An Introduction, volume 66 of Graduate Studies in Math-
ematics. American Mathematical Society, 2004.
[7] Lawrence C. Evans and R. Gariepy. Measure Theory and Fine Proper-
ties of Functions. CRC Press, 1992.
40
[8] Herbert Federer. Geometric Measure Theory. Springer, Berlin, reprint
of 1969 ed. edition, 1996.
[9] Paul R. Halmos. Measure Theory, volume 18 of Graduate Texts in
Mathematics. Springer Berlin Heidelberg, 1974.
[10] A. Kolmogoroff. Untersuchungen u¨ber den Integralbegriff. Mathema-
tische Annalen, 103(1):654–696, 1930.
[11] Daniel Kraft. Measure-Theoretic Properties of Level Sets of Distance
Functions. The Journal of Geometric Analysis, 26(4):2777–2796, 2016.
[12] Gert. K. Pedersen. Analysis Now, volume 118 of Graduate Texts in
Mathematics. Springer New York, 1989.
[13] K. P. S. Bhaskara Rao and M. Bhaskara Rao. Theory of Charges - A
Study of Finitely Additive Measures. Pure and Applied Mathematics -
A Series of Monographs and Textbooks. Academic Press, London, 1983.
[14] Koˆsaku Yosida and Edwin Hewitt. Finitely Additive Measures. In
Bulletin of the American Mathematical Society, volume 57, pages 46–
66, Providence, 1951. American Mathematical Society.
[15] Eberhard Zeidler. Nonlinear Functional Analysis and Its Applications,
volume I. Springer Berlin Heidelberg, 1986.
[16] Eberhard Zeidler. Nonlinear Functional Analysis and Its Applications,
volume III. Springer Berlin Heidelberg, 1986.
41
