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Abstract
The aim of this paper is to prove that, for specific initial data (u0, u1)
and with homogeneous Neumann boundary conditions, the solution of the
IBVP for a hyperbolic variation of Allen-Cahn equation on the interval
[a, b] shares the well-known dynamical metastability valid for the classical
parabolic case. In particular, using the “energy approach” proposed by
Bronsard and Kohn [8], if ε  1 is the diffusion coefficient, we show that
in a time scale of order ε−k nothing happens and the solution maintains
the same number of transitions of its initial datum u0. The novelty consists
mainly in the role of the initial velocity u1, which may create or eliminate
transitions in later times. Numerical experiments are also provided in the
particular case of the Allen-Cahn equation with relaxation.
1 Introduction
In this paper, we study the initial boundary value problem for the hyperbolic
Allen-Cahn equation
τutt + g(u)ut = ε
2uxx + f(u) x ∈ [a, b], t > 0,
u(x, 0) = u0(x) x ∈ [a, b],
ut(x, 0) = u1(x) x ∈ [a, b],
ux(a, t) = ux(b, t) = 0 t > 0,
(1.1)
where τ and ε are positive constants, g is a strictly positive function and f(u) =
−F ′(u), with F a double well potential with wells of equal depth. We are inter-
ested in the limiting behavior of the solutions uε as ε→ 0 when u0 has a transition
layer structure and u1 is sufficiently small (see conditions (1.14)-(1.15)).
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A particular case of (1.1) is the initial boundary value problem for the Allen-
Cahn equation with relaxation
τutt + (1− τf ′(u))ut = ε2uxx + f(u). (1.2)
Equation (1.2) has both physical and probabilistic interpretation. Taking the
limit as τ → 0 in (1.2), we formally obtain the Allen-Cahn equation
ut = ε
2uxx + f(u). (1.3)
From the physical point of view, this equation is the result of the classical theory
of heat propagation by conduction, formulated by Joseph Fourier. It produces the
same problem of the linear heat equation, that is the infinite speed of propagation.
To avoid this unphysical property, in 1948 Cattaneo [10] proposed the following
modified equation for the heat flux v
τvt + v = −ε2ux, (1.4)
where τ > 0 is a relaxation time. Using the Cattaneo’s law (1.4) instead of the
Fourier’s law, we obtain the semilinear Cattaneo system
ut + vx = f(u), (1.5)
τvt + ε
2ux = −v. (1.6)
By differentiating equation (1.5) with respect to t and differentiating (1.6) with
respect to x, we obtain the equation (1.2). The detailed derivation of equation
(1.2) to describe heat propagation with finite speed can be found in Hadeler [18]
and Hillen [21]. Equation (1.2) appears also in the description of a correlated
random walk (see Taylor [32], Goldstein [15], Kac [23], Zauderer [33] and Holmes
[22]). Existence and nonlinear stability of traveling fronts is provided in Lattanzio
et al. [25].
The asymptotic behavior of solutions of (1.3) as t → ∞ is well understood
(see Matano [27]): any solution u(x, t) tends to a stationary solution as t→∞.
However, in some cases, the convergence is exceedingly slow: the evolution is
so slow that solutions (not stationary) appear to be stable. This is an example
of dynamical metastability. The aim of this paper is to show that dynamical
metastability is also present in the case of problem (1.1). Before stating the
main result of this article, let us do a short historical review.
Metastability for Allen-Cahn equation (1.3) has been studied by several au-
thors. There are at least two approaches to study dynamical metastability for
Allen-Cahn equation. The dynamical approach is due to Carr and Pego [9] and
Fusco and Hale [14]. They construct a N -dimensional manifoldM consisting of
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functions which approximate metastable states with N transition layers. If the
initial datum is in a small neighborhood of M, then the solution remains near
M for a time proportional to eC/ε. Based on these ideas slow motion results have
been proved for several other equations and situations: for example Alikakos et
al. [1], as well as Bates and Xun [2, 3], consider the one-dimensional Cahn-
Hilliard equation, Mascia and Strani [26] propose a general framework suited
for parabolic equations in one dimensional bounded domains and apply such
approach to scalar viscous conservation laws.
On the other hand, Bronsard and Kohn [8] proposed a different approach,
based on the underlying variational structure of the equation and known as
energy approach. Using standard energy estimates, they showed that if the initial
datum u0 has a “transition layer structure”, i.e. u0 ≈ ±1 except near finitely many
transition points, then the solution maintains this structure and the transition
points move slower than any power of ε. Grant [16], imposing stronger conditions
on the initial datum, improved their method to obtain the exponential upper
bound O(e−C/ε) for the speed of the transition points. The energy approach has
been applied by Bronsard and Hilhorst [7] to the one-dimensional Cahn-Hilliard
equation, by Grant [16] to prove exponentially slow motion for Cahn-Morral
systems, by Kalies et al. [24] to study slow motion of high-order systems and by
Otto and Reznikoff [29] to general gradient flows.
Each of these methods has its advantages and drawbacks. The dynamical
approach gives the exact order of the speed of slow motion, but the proofs are
complicated and lenghty. The energy approach is fairly simple and provides a
rather clear and intuitive explanation for slow motion, but it gives only an upper
bound for the speed.
In this paper, we show that the energy approach of Bronsard and Kohn can
be adapted for the hyperbolic Allen-Cahn equation to obtain the above sketched
results. The key point hinges on the use of the modified energy functional
Eε[u
ε, uεt ](t) :=
∫ b
a
[
τ
2ε
uεt(x, t)
2 +
ε
2
uεx(x, t)
2 +
F (uε(x, t))
ε
]
dx,
with −F ′(u) = f(u), for which the equality
ε−1
∫ T
0
∫ b
a
g(uε)(uεt)
2dxdt = Eε[u
ε, uεt ](0)− Eε[uε, uεt ](T ) (1.7)
holds. The proof of (1.7) is in Appendix A (see Proposition A.6). If g(u) ≥ σ > 0
for any u ∈ R, it follows that
Eε[u
ε, uεt ](0)− Eε[uε, uεt ](T ) ≥ σε−1
∫ T
0
∫ b
a
(uεt)
2dxdt (1.8)
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and so Eε is a decreasing function on t along the solutions of (1.1). Thanks to
inequality (1.8), we can use the energy approach of Bronsard and Kohn.
We suppose that g is locally Lipschitz continuous on R and there exists a
constant σ > 0 such that
g(s) ≥ σ, ∀ s ∈ R. (1.9)
Regarding f , we suppose that f(u) = −F ′(u) with F satisfying
F ∈ C3(R) and F (u)→ +∞ as |u| → ∞; (1.10)
F (±1) = F ′(±1) = 0, F ′′(−1) > 0 and F ′′(1) > 0. (1.11)
Finally, we suppose that
{u ∈ R : F ′(u) = 0, F (u) ≤ 0} = {−1, 1} . (1.12)
In other words, F is a smooth, nonnegative function with global minimum equal
to 0 reached only at u = −1 and u = 1. We call F a bistable potential with
both wells of equal depth, because both u = −1 and u = 1 are stable equilibria
of the ordinary differential equation ut = −F ′(u) and F (−1) = F (1). The
simplest example of a function F satisfying assumptions (1.10), (1.11), (1.12)
is F (u) = 1
4
(u2 − 1)2. Note however that F is allowed to have positive critical
values, including local minima.
For the assumptions (1.9)-(1.12), there exist travelling wave solutions of the
hyperbolic Allen-Cahn equation, u(x, t) = φ(x− ct), connecting the stable equi-
libria u = −1 and u = 1 if and only if c = 0. Indeed, since g is strictly positive,
the sign of c depends on the sign of the integral
∫ 1
−1 f(s)ds that is equal to 0 for
(1.11). It follows that the profiles φ are independent of time and are solutions of
the boundary value problem{
ε2φ′′(y) + f(φ(y)) = 0 , y ∈ R,
φ(−∞) = −1 , φ(+∞) = 1,
that is the same of the classic Allen-Cahn equation (1.3).
The existence of travelling wave solutions with speed c = 0, connecting the
stable equilibria u = −1 and u = 1, suggests that, if u0 has a “transition
layer structure” and u1 = 0, layer migrations will be slow. Using energy meth-
ods introduced by Bronsard and Kohn [8] to study metastability of solutions of
ut = ε
2uxx + u− u3, we show that, under certain hypotheses on initial data u0
and u1, the solution of the initial boundary value problem (1.1) maintains its
transition layer structure and the transition points move slower than any power
of ε.
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Let a < y1 < y2 < b, we have that∫ y2
y1
[
ε
2
u2x +
F (u)
ε
]
dx ≥
√
2
∫ y2
y1
ux
√
F (u)dx =
√
2
∫ u(y2)
u(y1)
√
F (s)ds.
If we assume that u(y1) = −1 and u(y2) = 1, we see that the energy of a transition
between −1 and +1 is greater than or equal to
c0 :=
√
2
∫ 1
−1
√
F (s)ds. (1.13)
We fix for the remainder of this section an integer N ≥ 1 and a piecewise constant
function v : (a, b) → {−1,+1} with exactly N discontinuities. We assume that
the initial data u0, u1 depend on ε and
lim
ε→0
‖uε0 − v‖L1 = 0. (1.14)
In addition, we suppose that there exists C > 0 such that for all sufficiently
small ε
Eε[u
ε
0, u
ε
1] ≤ Nc0 + Cεk, (1.15)
with c0 as in (1.13) and k a positive integer.
The condition (1.14) fixes the number of transitions between−1 and +1 in the
initial profile and their relative positions as ε→ 0. If uε0 makes these transitions
then ∫ b
a
[
ε
2
(uε0)
2
x +
F (uε0)
ε
]
dx ≥ Nc0. (1.16)
More precisely, it can be shown (see Modica [28], Sternberg [31]) that if {vε} is
a sequence that converges to v in L1(a, b), then
lim inf
ε→0
∫ b
a
[
ε
2
(vεx)
2 +
F (vε)
ε
]
dx ≥ Nc0 ,
with equality if the sequence {vε} is chosen properly. Therefore, the condition
(1.15) demands that the energy at the time t = 0 exceeds at most Cεk the
minimum possible to have N transitions. In particular, for (1.16) we have that∫ b
a
τ
2ε
uε1(x)
2dx ≤ Cεk, (1.17)
∫ b
a
[
ε
2
(uε0)
2
x +
F (uε0)
ε
]
dx ≤ Nc0 + Cεk . (1.18)
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Definition 1.1. If the family uε satisfies the conditions (1.14) and (1.18), we
say that uε has a transition layer structure of order k.
In other words, the hypotheses on initial data can be described as follows:
the initial profile has a transition layer structure of order k and the L2-norm of
the initial velocity is less than or equal to Cε
k+1
2 . Under these hypotheses, we
can say that nothing happens on a time scale of order ε−k. This is the concern
of our main result.
Theorem 1.2. We consider the initial boundary value problem (1.1) with F and
g satisfying (1.9)-(1.12). We suppose that the initial data uε0, uε1 satisfy (1.14)
and (1.15) for some k > 0. Then for any m > 0
sup
0≤ t≤mε−k
‖uε(·, t)− v‖L1 −−→
ε→0
0. (1.19)
Note that the statement of Theorem 1.2 and the hypotheses on uε0 are the
same of the parabolic case (cfr. [8, Theorem 4.1]). The proof of Theorem 1.2 is
in Section 2.
We observe that the result (1.19) holds for any strictly positive function g.
In the relaxation case (1.2), we can state a more precise result on the asymptotic
behavior of solutions as t → ∞. Hillen [20] studied asymptotic behavior of
solutions of system (1.5)-(1.6) in the interval [a, b] with homogeneous Dirichlet
or Neumann boundary conditions. Under appropriate assumptions on f , Hillen
proved global existence of solutions and showed that each solution converges to
a stationary solution as t → ∞. If uε0, uε1 satisfy appropriate conditions and ε
is small, the solution uε(x, t) tends to a stationary solution as t → ∞, but the
convergence is very slow: in a time scale of order ε−k the solution has a transition
layer structure of order k.
The rest of this paper is organized as follows. Section 2 contains the proof
of the Theorem 1.2 and the result on the velocity of the transition points (cfr.
Theorem 2.4). In Section 3 we present some numerical examples in the relaxation
case, i.e. g(u) = 1 − τf ′(u), to show slow motion of solutions of (1.2) with
f(u) = u − u3. If the initial velocity u1 is equal to 0, there are no important
differences with the parabolic case (1.3); it is interesting to study examples where
u1 is not constantly equal to 0. We will exhibit an example where the initial
profile u0 is constant and thanks to the initial velocity u1 a metastable state is
formed. At the same way, starting from a profile u0 having a transition layer
structure, a transition can be eliminated choosing opportunely the initial velocity
u1. This is a fundamental difference with the Allen-Cahn equation (1.3), where
the metastable state has N transitions if and only if u0 has N transitions. Finally,
in Appendix A we prove that the initial boundary value problem (1.1) is globally
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well-posed for positive times in the space H1([a, b])× L2(a, b). Using a classical
semigroup argument, we show that there exists a unique mild solution for any
initial data (u0, u1) ∈ H1 × L2 and this solution satisfies the equality (1.7) for
any T > 0.
In this paper, the attention is focused on the energy approach of Bronsard and
Kohn for the scalar case of the hyperbolic Allen-Cahn equation. This approach
can be refined to obtain persistence of the layered structure for time intervals
of O(eC/ε) and extended to the case when u is vector-valued. These topics, as
well as the study of metastability for hyperbolic Allen-Cahn equation with the
dynamical approach of Carr and Pego, are addressed in [12, 13].
2 Slow evolution
In this section we study metastability of solutions of the equation
τutt + g(u)ut = ε
2uxx + f(u), (x, t) ∈ [a, b]× (0, T ), (2.1)
with homogeneous Neumann boundary conditions
ux(a, t) = ux(b, t) = 0 ∀t > 0 (2.2)
and initial data
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ [a, b]. (2.3)
The first step to prove Theorem 1.2 is to show a lower bound on the energy.
The result is purely variational in character and it has been proved by Bronsard
and Kohn [8] in the case F (u) = u2
2
− u4
4
. We extend the result to the case of a
function F that satisfies (1.10), (1.11) and (1.12), adapting the approach in [8].
Proposition 2.1. Let F : R→ R be a function satisfying (1.10), (1.11), (1.12),
v : (a, b)→ {−1,+1} a piecewise constant function with exactly N discontinuities
and let l be a positive integer. Then there exist constants δl > 0 and cl > 0 such
that if w ∈ H1 satisfies
‖w − v‖L1 ≤ δl (2.4)
and ∫ b
a
[
ε
2
w2x +
F (w)
ε
]
dx ≤ Nc0 + εl (2.5)
with ε sufficiently small, then∫ b
a
[
ε
2
w2x +
F (w)
ε
]
dx ≥ Nc0 − clεl. (2.6)
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Proof. Firstly, we consider the case N = 1. Let γ be the point of discontinuity
of v. We may assume that v = −1 on (a, γ) (if necessary, replace v and w by −v
and −w). We choose δl sufficiently small so that
(γ − 2lδl, γ + 2lδl) ⊂ (a, b).
We show that from hypotheses (2.4) and (2.5) it follows that there exist two
points x1∈ (γ − 2δl, γ) and y1 ∈ (γ, γ + 2δl) such that
w(x1) ≤ −1 + Cε 12 , w(y1) ≥ 1− Cε 12 . (2.7)
Here and throughout, C represents a positive constant that is independent of ε,
whose value may change from line to line. From hypothesis (2.4) we have∫ b
γ
|w − 1| ≤ δl. (2.8)
If we denote by S− := {y : w(y) ≤ 0} and by S+ := {y : w(y) > 0}, then it
follows from (2.8) that meas(S− ∩ (γ, b)) ≤ δl and hence that
meas(S+ ∩ (γ, γ + 2δl)) ≥ δl.
Now, from (2.5), we obtain∫
S+∩(γ,γ+2δl)
F (w)
ε
dx ≤ c0 + 1,
and therefore there exists y1 ∈ S+ ∩ (γ, γ + 2δl) such that
F (w(y1)) ≤ Cε, C = c0 + 1
δl
. (2.9)
Since w(y1) > 0, if ε is sufficiently small, it follows from (2.9) that
w(y1) ≥ 1− C1ε 12 . (2.10)
Indeed, let α0 = F ′′(1) > 0 and we choose β0 > 0 small enough so that
α0
2
≤ F ′′(w) ≤ 2α0, ∀w ∈ [1− β0, 1 + β0]. (2.11)
Integrating (2.11) and using (1.11) we have
α0
4
(w − 1)2 ≤ F (w) ≤ α0(w − 1)2, (2.12)
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for all w ∈ [1− β0, 1 + β0]. If ε is sufficiently small so that (2.9) implies w(y1) ∈
[1 − β0, 1 + β0], then (2.10) follows from (2.9) and (2.12). The existence of
x1∈ S− ∩ (γ − 2δl, γ) such that w(x1) ≤ −1 + Cε 12 is proved similarly.
Now, let us prove that from (2.7) follows (2.6) with l = 1. We have∫ y1
x1
[
ε
2
w2x +
F (w)
ε
]
dx ≥
√
2
∫ y1
x1
|wx|
√
F (w)dx =
∫ y1
x1
∣∣∣∣ ddxΨ(w)
∣∣∣∣ dx, (2.13)
where Ψ′(x) =
√
2F (x). Note that c0 in (1.13) coincides with Ψ(1) − Ψ(−1).
Using the monotonicity of Ψ and inequalities (2.12), we conclude that∫ y1
x1
∣∣∣∣ ddxΨ(w)
∣∣∣∣ dx ≥ Ψ(w(y1))−Ψ(w(x1))
≥ c0 −
√
2
∫ 1
1−Cε 12
√
F (s)ds−
√
2
∫ −1+Cε 12
−1
√
F (s)ds
≥ c0 − c1ε. (2.14)
This implies (2.6) when l = 1.
We argue inductively to prove the following assertions for 1 ≤ k ≤ l: there
exist xk ∈ (γ − 2kδl, γ) and yk ∈ (γ, γ + 2kδl) such that
w(xk) ≤ −1 + Cε k2 , w(yk) ≥ 1− Cε k2 , (2.15)
with C = C(k) independent of ε and∫ yk
xk
[
ε
2
w2x +
F (w)
ε
]
dx ≥ c0 − ckεk. (2.16)
We have already completed the initial step, k = 1. Let us show that for k < l,
from (2.16) it follows that there exist xk+1 ∈ (xk−2δl, xk) and yk+1 ∈ (yk, yk+2δl)
such that
w(xk+1) ≤ −1 + Cε k+12 , w(yk+1) ≥ 1− Cε k+12 , (2.17)
By (2.4) we have
meas(S+ ∩ (yk, yk + 2δl)) ≥ δl. (2.18)
Furthermore, from (2.16) and (2.5) it follows that∫ b
yk
F (w)
ε
dx ≤ Cεk,
and hence that ∫
S+∩(yk,yk+2δl)
F (w) dx ≤ Cεk+1. (2.19)
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Thanks to (2.18) and (2.19), we can say that there exists yk+1 ∈ S+∩(yk, yk+2δl)
such that
F (w(yk+1)) ≤ C
δl
εk+1. (2.20)
Arguing as for (2.10), using (2.20) and (2.12) we conclude the existence of yk+1 ∈
(yk, yk + 2δl) with the desired property. Similarly, it can be proved the existence
of xk+1 ∈ (xk− 2δl, xk). To complete the induction argument we must show that
if k < l, then (2.17) implies∫ yk+1
xk+1
[
ε
2
w2x +
F (w)
ε
]
dx ≥ c0 − ck+1εk+1.
Arguing as (2.13) and using (2.12)-(2.17) we have∫ yk+1
xk+1
[
ε
2
w2x +
F (w)
ε
]
dx ≥ Ψ(yk+1)−Ψ(xk+1)
≥ c0−
√
2
∫ 1
1−Cε k+12
√
F (s)ds+
∫ −1+Cε k+12
−1
√
F (s)ds

≥ c0 − ck+1εk+1.
Since (2.16) with k = l implies (2.6), we have completed the proof in case N = 1.
The preceding argument is fundamentally local in character, so it is readily
adapted to the case N > 1. Let v have N discontinuities at points γ1 < γ2 <
. . . < γN ; for ease of notation we set a = γ0, γN+1 = b. We argue as in the case
N = 1 in each point of discontinuity γi. The constant δl must be sufficiently
small so that
γi + 2lδl < γi+1 − 2lδl 0 ≤ i ≤ N.
We may assume without loss of generality that v = −1 on (a, γi). Arguing as
for (2.7) we obtain the existence of xi1 ∈ (γi − 2δl, γi) and yi1 ∈ (γi, γi + 2δl) such
that
w(xi1) ≈ (−1)i, w(yi1) ≈ (−1)i+1,
F (w(xi1)) ≤ Cε, F (w(yi1)) ≤ Cε.
On each interval (xi1, yi1), we can estimate as in (2.13)-(2.14); adding these esti-
mate gives
N∑
i=1
∫ yi1
xi1
[
ε
2
w2x +
F (w)
ε
]
dx ≥ Nc0 − c1ε
and so we have (2.6) with l = 1. Arguing inductively as done in case N = 1, we
obtain (2.6) for the general case l ≥ 2.
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Proposition 2.1 is fundamental to prove Theorem 1.2.
Proposition 2.2. Assume that F and g satisfy (1.9)-(1.12) and that the initial
data uε0, uε1 satisfy (1.14) and (1.15) for some k > 0. Let uε be the solution of
(2.1)-(2.2)-(2.3). Then there exist positive constants C1, C2 (depending on v, g
and k, but not on ε) such that∫ C1ε−(k+1)
0
‖uεt‖2L2 dt ≤ C2εk+1 (2.21)
for all sufficiently small ε.
Proof. By (1.14), we can say that for all sufficiently small ε
‖uε0 − v‖L1 ≤
1
2
δk, (2.22)
with δk as in Proposition 2.1. In the following, we consider only values of ε for
which (1.15) and (2.22) hold.
Using Proposition 2.1, we show that if T = T (ε) > 0 satisfies∫ T (ε)
0
‖uεt‖L1 dt ≤
1
2
δk, (2.23)
then
Eε[u
ε, uεt ](Tε) ≥ Nc0 − ckεk, (2.24)
for some ck > 0. Let w(x) = uε(x, T (ε)). By (1.8) it follows that Eε[uε, uεt ]
decreases in time and hence, thanks to hypothesis (1.15), we have
Eε[u
ε, uεt ](Tε) ≤ Eε[uε, uεt ](0) ≤ Nc0 + Cεk.
Therefore, w satisfies condition (2.5). Furthermore, if (2.22) and (2.23) hold,
then
‖v − w‖L1 ≤ ‖v − uε0‖L1 + ‖uε0 − w‖L1 ≤
1
2
δk +
1
2
δk = δk.
Thus w satisfies condition (2.4) and, applying Proposition 2.1, we obtain (2.24).
Substitution of (1.15) and (2.24) in (1.8) yields∫ T (ε)
0
‖uεt‖2L2 dt ≤ C2εk+1, (2.25)
where C2 = (C + ck)/σ. Hence to prove (2.21) we must simply show that (2.23)
holds with T (ε) ≥ C1ε−(k+1). If∫ +∞
0
‖uεt‖L1 dt ≤
1
2
δk,
11
then there is nothing to prove; otherwise choose T1(ε) such that∫ T1(ε)
0
‖uεt‖L1 dt =
1
2
δk.
Using Cauchy-Schwarz inequality and (2.25), we obtain
1
2
δk ≤ ((b− a)T1(ε))
1
2
(∫ T1(ε)
0
‖uεt‖2L2 dt
) 1
2
≤ (C2(b− a)T1(ε))
1
2 ε
k+1
2 ,
so
T1(ε) ≥ C1ε−(k+1)
and the proof is complete.
Now, we can prove Theorem 1.2.
Proof of Theorem 1.2. Let m > 0. Triangle inequality gives:
‖uε(·, t)− v‖L1 ≤ ‖uε(·, t)− uε0‖L1 + ‖uε0 − v‖L1 , (2.26)
for all t ∈ [0,mε−k]. The last term of the right hand side of (2.26) tends to zero
as ε→ 0 thanks to hypothesis (1.14). On the other hand,
sup
0≤ t≤mε−k
‖uε(·, t)− uε0‖L1 ≤
∫ mε−k
0
‖uεt‖L1 dt. (2.27)
To estimate the last term of (2.27), we use Proposition 2.2; if ε is small enough
so that C1ε−1 ≥ m, using (2.21) and Cauchy-Schwarz inequality, we have∫ mε−k
0
‖uεt‖L1 dt ≤ m
1
2 ε−
k
2 (b− a) 12 (C2εk+1)
1
2 ≤ (m(b− a)C2)
1
2 ε
1
2 ,
and so
lim
ε→0
∫ mε−k
0
‖uεt‖L1 dt = 0. (2.28)
By combining (1.14), (2.26), (2.27) and (2.28), we obtain (1.19).
Now, let us study the motion of the transition points. To do this, we present
a preliminary Lemma concerning the structure of uε(·, t). Like Proposition 2.1,
this Lemma is purely variational in character: equation (2.1) plays no role.
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Lemma 2.3. Let F : R → R be a function satisfying (1.10), (1.11), (1.12) and
let v : (a, b)→ {−1,+1} be a piecewise constant function with N discontinuities
at points γ1 < γ2 < · · · < γN . There exists a constant δ¯ > 0 such that for any
δ < δ¯ holds the following property: if wε ∈ H1 satisfies
‖wε − v‖L1 ≤ δ
2
, and Eε [wε, 0] ≤ Nc0 + Cε
for sufficiently small ε, then there exist intervals (xi, yi) containing γi such that
|xi − γi| ≤ δ, |yi − γi| ≤ δ (2.29)
lim
ε→0
F (wε(x)) = 0 for x 6∈
N⋃
i=1
(xi, yi). (2.30)
Proof. For ease of notation, we set γ0 = a, γN+1 = b. Let us define
δ¯ := min
0≤i≤N
γi+1 − γi
2
. (2.31)
Fix 0 < δ < δ¯ so that
γi + δ < γi+1 − δ 0 ≤ i ≤ N.
Arguing as for (2.7) and (2.13)-(2.14) we obtain the existence of points xi, yi
satisfying (2.29) and
F (wε(xi)) ≤ Cε
δ
, F (wε(yi)) ≤ Cε
δ
, (2.32)∫ yi
xi
[
ε
2
(wεx)
2 +
F (wε)
ε
]
dx ≥ c0 − Cε
δ
. (2.33)
Let V = [a, b]\⋃Ni=1(xi, yi). Then by (2.33)∫
V
[
ε
2
(wεx)
2 +
F (wε)
ε
]
dx ≤ Cε
δ
.
Arguing as in (2.13) we conclude that∫
V
∣∣∣∣ ddxΨ(wε)
∣∣∣∣ dx ≤ Cεδ .
Thus on each connected component of V the oscillation of Ψ(wε) is controlled
and the endpoints are controlled as well, by (2.32). Passing to the limit for ε→ 0
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in these estimates, we obtain (2.30). Indeed, for example, let ξ ∈ [a, x1); since
Ψ′(s) =
√
2F (s) is positive except at s = ±1, we have
Cε
δ
≥
∣∣∣∣∫ x1
ξ
Ψ′(wε)wεxdx
∣∣∣∣ =
∣∣∣∣∣
∫ wε(x1)
wε(ξ)
Ψ′(s)ds
∣∣∣∣∣
and so
|Ψ(wε(x1))−Ψ(wε(ξ))| ≤ Cε
δ
,
for all ξ ∈ [a, x1). It follows that
lim
ε→0
|wε(x1)− wε(ξ)| = 0, (2.34)
for all ξ ∈ [a, x1). Combining (2.32) and (2.34), we obtain (2.30) for all ξ ∈
[a, x1).
If δ ≤ δ¯ and hypotheses are satisfied, roughly speaking Lemma 2.3 asserts
that wε(x) ≈ ±1 for small ε if |x − γi| ≥ δ for any i = 1, . . . , N . Indeed, (2.30)
implies that wε(x) → ±1 as ε → 0 for x 6∈
N⋃
i=1
(xi, yi). We use this Lemma to
obtain results on the speed of the transition points. This is the subject of the
following theorem.
Before stating the theorem let us recall some definitions. If v is a step function
with jumps at γ1, γ2, . . . , γN , then its interface I[v] is defined by
I[v] := {γ1, γ2, . . . , γN}.
Now we fix some closed subsetK ⊂ R\{±1} and let u : [a, b]→ R be an arbitrary
function. Then the interface IK [u] is defined by
IK [u] := u
−1(K).
Finally, if A,B ⊂ R, the Hausdorff distance d(A,B) between A and B is defined
by
d(A,B) := max
{
sup
α∈A
d(α,B), sup
β∈B
d(β,A)
}
where d(β,A) := inf{|β − α| : α ∈ A}.
Theorem 2.4. Assume that F and g satisfy (1.9)-(1.12) and that the initial data
uε0, uε1 satisfy (1.14) and (1.15) for some k > 0. Let uε solution of (2.1)-(2.2)-
(2.3). Given δ1 > 0 and a closed subset K of R\{±1}, let
Tε(δ1) = inf{t : d(IK [uε(·, t)], IK [uε0]) > δ1}.
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If δ1 is sufficiently small, then for any m > 0
Tε(δ1) > mε
−k (2.35)
for ε < ε0(m, δ1).
Proof. Let δ1/2 < δ¯, where δ¯ is defined in (2.31), so that we can apply Lemma
2.3. Define
Li :=
(
γi − δ1
2
, γi +
δ1
2
)
i = 1, . . . , N and L := L1 ∪ · · · ∪ LN .
Furthermore, choose % > 0 such that (−1 − %,−1 + %) and (1 − %, 1 + %) are
contained in R\K. From hypotheses (1.14), (1.15) and Lemma 2.3, it follows
that for sufficiently small ε > 0 we have
d ({uε0(x) : x ∈ [a, b]\L}, {±1}) < %.
This implies the inclusion IK [uε0] ⊂ L and therefore
d(IK [u
ε
0], I[v]) ≤ δ1/2.
By Theorem 1.2 and the fact that Eε[uε, uεt ](t) is decreasing in t, we can apply
Lemma 2.3 to w = uε(·, T ) for all T ≤ mε−k if ε is sufficiently small. Therefore
we obtain d(IK [uε(·, T )], I[v]) ≤ δ1/2. Using triangle inequality we infer for
sufficiently small ε > 0
d(IK [u
ε
0], IK [u
ε(·, T ]) ≤ δ1
for any T ≤ mε−k.
3 Numerical explorations
In this Section we present some numerical solutions of (1.1) showing dynamical
metastability. We consider the case g(u) = 1− τf ′(u).
As previously mentioned, equation (1.2) has a probabilistic interpretation and
appears in the description of a correlated random walk. Following Taylor [32],
Goldstein [15], Kac [23], Zauderer [33] and Holmes [22], we consider particles
moving along a line. We assume that the particles make steps of length dx
and duration dt. At all times particles move with velocity γ = dx
dt
and at any
step a particle continues in its previous direction with probability p and reverses
direction with probability q. For small dt, p = 1 − λdt and q = λdt, where λ is
the rate of reversal. The reversal process can be thought as a Poisson process
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with intensity λ. We split the particle density u(x, t) = α(x, t) + β(x, t), where
α(x, t) and β(x, t) are the densities, at coordinate x at time t, of particles that
arrived from the left and right, respectively. Finally, we assume that in the time
interval [t, t+ dt], dtf(u(x, t)) particles are produced in x and the new particles
have equal probability of going left or right. It follows that
α(x, t+ dt) = pα(x− dx, t) + qβ(x− dx, t) + 1
2
dtf(u(x− dx, t)), (3.1)
β(x, t+ dt) = pβ(x+ dx, t) + qα(x+ dx, t) +
1
2
dtf(u(x+ dx, t)). (3.2)
We substitute p = 1−λdt, q = λdt and dx = γdt, use the Taylor series to expand
α, β and take the limit as dt goes to zero to obtain the nonlinear Goldstein-Kac
system
αt + γαx = λ(β − α) + 1
2
f(α + β), (3.3)
βt − γβx = λ(α− β) + 1
2
f(α + β). (3.4)
Written in terms of the particle density u and the particle flow v := α − β this
systems reads
ut + γvx = f(u), (3.5)
vt + γux = −2λv. (3.6)
From this system, it follows that u is a solution of the equation
utt + (2λ− f ′(u))ut = γ2uxx + 2λf(u),
that is (1.2) with τ = 1
2λ
and ε = γ√
2λ
.
Let us use solutions of the nonlinear Goldstein-Kac system (3.3)-(3.4) to
construct solutions of (1.1). We define the boundary conditions for system (3.3)-
(3.4). Assume that no particle can leave the interval [a, b]. Hence particles are
reflected and the boundary conditions for the system (3.3)-(3.4) reads
α(a, t) = β(a, t), β(b, t) = α(b, t) ∀t ≥ 0. (3.7)
The corresponding boundary conditions for the system (3.5)-(3.6) are
v(a, t) = v(b, t) = 0 ∀ t ≥ 0.
Therefore, from (3.6) it follows that u satisfies homogeneous Neumann boundary
conditions (2.2). Moreover, calculating (3.5) in t = 0, we obtainα0(x) + β0(x) = u0(x)α0(x)− β0(x) = 1
γ
∫ x
a
[f(u0(s))− u1(s)]ds , (3.8)
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where α0(x) = α(x, 0) and β0(x) = β(x, 0). In conclusion, we can say that if
(α, β) is a solution sufficiently regular of (3.3)-(3.4) with
λ =
1
2τ
and γ =
ε√
τ
,
satisfying boundary conditions (3.7) and initial data satisfying (3.8), then u =
α + β is solution of (1.1) with g(u) = 1− τf ′(u).
From (3.7) and (3.8), it follows the compatibility condition for the initial data∫ b
a
[f(u0(s))− u1(s)]ds = 0. (3.9)
Given (u0, u1) ∈ H2([a, b])×H1([a, b]) satisfying (3.9), the corresponding initial
data for system (3.3)-(3.4) are
α0(x) =
1
2
(
u0(x) +
1
γ
∫ x
a
[f(u0(s))− u1(s)]ds
)
β0(x) =
1
2
(
u0(x)− 1
γ
∫ x
a
[f(u0(s))− u1(s)]ds
) (3.10)
In this Section we use a finite difference method based on system (3.1)-(3.2) with
p = 1−λdt, q = λdt and dx = γdt to calculate numerical solutions of (3.3)-(3.4),
with boundary conditions (3.7) and initial data (3.10). The sum u = α + β is
the solution of (1.1).
Let us consider f(u) = u−u3 and so g(u) = 1−τ(1−3u2). Let [a, b] = [−4, 4].
Example 1. In the first example, we choose u0(x) = cos(pi2x)/10 and u1 = 0.
The condition (3.9) is satisfied. The numerical solutions for different times t
are shown in Figure 1. The initial profile u0 has 4 zeros and takes values in
[−0.1, 0.1]. In a short time a metastable state is formed: in the intervals where
u0 > 0 (u0 < 0), the solution u reaches the value 1 (−1) in a short time t and
so we have 4 transitions between 1 and −1. In a longer time scale the solution
evolves very slowly and appears to be stable. In this example, u1 = 0 and the
qualitative behavior of the solution is the same as the parabolic case (1.3).
Example 2. Let u0(x) = 0 for all x ∈ [−4, 4] and u1(x) = cos(pi2x). The
condition (3.9) is satisfied; the numerical solutions are shown in Figure 2. Even if
the initial profile u0 is identically zero, a metastable state is created. The number
of transitions between 1 and −1 is equal to the number of sign changes of u1.
This is a simple example where u0 has not transitions, but the initial velocity u1
creates a metastable state.
In the first two examples u0 does not verify the hypotheses of Theorem 1.2.
In the following examples we will consider initial profiles u0 verifying hypotheses
of Theorem 1.2.
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Figure 1: Initial data: u0(x) = cos(pi2x)/10, u1(x) = 0. The values of constants
are: ε = 0.01, τ = 0.8.
x
-4 -3 -2 -1 0 1 2 3 4
u(
x,t
)
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
t=0
t=1
t=2
t=3
x
-4 -3 -2 -1 0 1 2 3 4
u(
x,t
)
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
t=0
t=10
t=104
Figure 2: Initial data: u0(x) = 0, u1(x) = cos(pi2x). The values of constants are:
ε = 0.1, τ = 0.8.
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Example 3. We consider an initial profile u0 that satisfies the hypotheses of
Theorem 1.2. To do this, we use a travelling wave solution of (1.2) connecting
−1 and 1, i.e. a solution of the problem{
ε2uxx + u− u3 = 0 x ∈ R
lim
x→−∞
u(x) = −1 lim
x→+∞
u(x) = 1.
(3.11)
A solution of (3.11) is
φε(x) = tanh
(
x√
2ε
)
. (3.12)
We have
lim
ε→0
φε(x) =
{
−1 if x < 0
1 if x > 0
in L1(a, b)
and
lim
ε→0
∫ b
a
[
ε
2
(φεx)
2 +
1
4ε
(
(φε)2 − 1)2] dx = 2√2
3
=: c0,
for all a < 0 < b. Let [a, b] = [−4, 4], u0(x) = tanh
(
x√
2ε
)
and u1(x) = −x. The
initial data u0 and u1 are odd functions and so the condition (3.9) is satisfied. The
numerical solutions are shown in Figure 3. The initial profile u0 has a transition
layer structure, with a transition at x = 0, but the initial velocity u1 in a short
time creates a metastable state with 3 transitions.
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Figure 3: Initial data: u0(x) = tanh
(
x√
2ε
)
, u1(x) = −x. The values of constants
are: ε = 0.2, τ = 0.6.
Example 4. In conclusion, we show an example where there is a loss of tran-
sition. Using the function (3.12), we construct an initial profile with 2 transitions
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between 1 and −1. Let us consider
u0(x) =

tanh
(
x+ 2√
2ε
)
− 4 ≤ x ≤ 0
− tanh
(
x− 2√
2ε
)
0 ≤ x ≤ 4.
The numerical solutions are shown in Figure 4. Even if the initial profile u0 has 2
transitions and ε is small, thanks to the initial velocity u1(x) = −x, a metastable
state with one transition is formed.
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Figure 4: Initial data: u0(x) with two transitions and u1(x) = −x. The values
of constants are: ε = 0.01, τ = 0.9.
Appendix A Existence and uniqueness
In this Appendix we study the problem of existence and uniqueness of solutions
of the equation
τutt + g(u)ut = ε
2uxx + f(u), (x, t) ∈ [a, b]× (0, T ), (A.1)
with homogeneous Neumann boundary conditions
ux(a, t) = ux(b, t) = 0 ∀t > 0 (A.2)
and initial data
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ [a, b]. (A.3)
We use the semigroup theory for solutions of differential equations on Hilbert
spaces. Specifically, we recall (see Pazy [30]) that, given a Hilbert space X, a
linear operator A : D(A) ⊂ X → X is m-dissipative if
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i) A is dissipative, i.e. 〈Au, u〉X ≤ 0, for all u ∈ D(A);
ii) for all f ∈ X, there exists u ∈ D(A) such that u− Au = f .
For the sake of completeness, we recall two results on the m-dissipative operators.
Theorem A.1 (Lumer-Phillips Theorem). A linear operator A is the generator
of a contraction semigroup (S(t))t≥0 in X if and only if A is m-dissipative with
dense domain.
Lemma A.2. Let X be a Hilbert space. If A : D(A) ⊂ X → X is m-dissipative,
then D(A) is dense in X.
Proof. Let x ∈ X such that 〈x, z〉X = 0 for all z ∈ D(A) and let u ∈ D(A) such
that u− Au = x. Then
0 = 〈x, u〉X = 〈u− Au, u〉X .
Hence, ‖u‖2X = 〈Au, u〉X ≤ 0. It follows that u = x = 0 and so D(A) is dense in
X.
Setting y = (u, v) = (u, ∂tu), we rewrite (A.1) as a first order evolution
equation
yt = Ay + Φ(y), (A.4)
where
Ay :=
(
0 1
ε2τ−1∂2x 0
)
y− y and Φ(y) := y + 1
τ
(
0
f(u)− g(u)v
)
.
(A.5)
The unknown y is considered as a function of a real (positive) variable t with
values on the function space X = H1([a, b])× L2(a, b) with scalar product
〈(u, v), (w, z)〉X :=
∫ b
a
(ε2uxwx + τuw + τvz)dx,
that is equivalent to the usual scalar product in H1([a, b])× L2(a, b).
We use the notation Hk := Hk([a, b]) and Lk := Lk(a, b), for k = 1, 2.
Proposition A.3. The linear operator A : D(A) ⊂ X → X defined by (A.5)
with
D(A) =
{
(u, v) ∈ H2 ×H1 : ux(a) = ux(b) = 0
}
, (A.6)
is m-dissipative with dense domain.
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Proof. For all y = (u, v) ∈ D(A), using integration by parts, we obtain
〈Ay,y〉X =
∫ b
a
(−ε2u2x − τ (u2 − uv + v2)) dx ≤ 0.
Hence A is dissipative. Now, let us show that for all x = (h, k) ∈ X there exists
y = (u, v) ∈ D(A) such that y − Ay = x. This equation is equivalent to the
system {
2u− v = h
2v − ε2
τ
uxx = k
, (A.7)
with h ∈ H1 and k ∈ L2. By (A.7) it follows that u satisfies
4u− ε
2
τ
uxx = 2h+ k. (A.8)
Hence we must show that there exists u ∈ H2 with ux(a) = ux(b) = 0 satisfying
(A.8). The weak formulation of (A.8) is given by
α(u,w) := 4τ
∫ b
a
uw dx+ ε2
∫ b
a
uxwx dx = τ
∫ b
a
(2h+ k)w dx =: ϕ(w), (A.9)
for all w ∈ H1. Applying Lax-Milgram Theorem in H1 to the bilinear form α
and the linear form ϕ, we obtain that there exists a solution u ∈ H1 of (A.9).
Identity (A.9) gives also∫ b
a
uxwx dx =
τ
ε2
∫ b
a
(2h+ k − 4u)w dx ∀w ∈ C1c ([a, b])
and so, since 2h+ k − 4u ∈ L2, we have u ∈ H2.
Finally, we have to show that the boundary conditions are satisfied. To this
aim, we observe that∫ b
a
(4τu− ε2uxx − τ(2h+ k))w dx+ ε2(ux(b)w(b)− ux(a)w(a)) = 0 (A.10)
for all w ∈ H1. By choosing w ∈ H10 ([a, b]) in (A.10), we obtain that u satisfies
(A.8) almost everywhere and therefore ux(b)w(b)−ux(a)w(a) = 0 for all w ∈ H1.
It follows that ux(a) = ux(b) = 0.
Next, solving the first equation of the system (A.7), we obtain v ∈ H1.
Therefore, A is m-dissipative. The domain D(A) is dense for Lemma A.2.
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From Proposition A.3 and Lumer-Phillips Theorem it follows that the opera-
tor A : D(A) ⊂ X → X defined by (A.5)-(A.6) is the generator of a contraction
semigroup (S(t))t≥0 in X.
Now, we study the well-posedness of the Cauchy problem for the semilinear
equation (A.4). To do this, we use some results from Cazenave and Haraux [11,
Chapter 4].
In the following, we suppose that Φ : X → X is a Lipschitz continuous
function on bounded subsets of X. We denote by L(M) the Lipschitz constant
of Φ in BM for M > 0, where BM is the ball of center 0 and of radius M .
Given x ∈ X, we look for T > 0 and a classical solution
y ∈ C([0, T ], D(A)) ∩ C1([0, T ], X)
of the problem: {
yt(t) = Ay(t) + Φ(y(t)), ∀ t ∈ [0, T ];
y(0) = x.
(A.11)
It can be shown that any classical solution y of (A.11) is also a mild solution on
[0, T ], that is a function y ∈ C([0, T ], X) solving the problem
y(t) = S(t)x +
∫ t
0
S(t− s)Φ(y(s))ds, ∀ t ∈ [0, T ]. (A.12)
The following result states that such a solution exists and it is unique for any
x ∈ X.
Theorem A.4 (see Cazenave-Haraux [11], Theorem 4.3.4). There exists a func-
tion T : X → (0,∞] with the following properties: for all x ∈ X, there exists
y ∈ C([0, T (x)), X) such that for all 0 < T < T (x), y is the unique solution of
(A.12) in C([0, T ], X). In addition,
2L(‖Φ(0)‖X + 2‖y(t)‖X) ≥ 1
T (x)− t − 2,
for all t ∈ [0, T (x)). In particular, we have the following alternatives:
(a) T (x) =∞ or (b) T (x) <∞ and lim
t↑T (x)
‖y(t)‖X =∞. (A.13)
From Theorem A.4 it follows that for all x ∈ X the problem (A.11) has a
unique mild solution y ∈ C([0, T (x)), X). Regarding the regularity of the solu-
tions, we have that if x ∈ D(A), then y is a classical solution (see Cazenave and
Haraux [11, Proposition 4.3.9]). Finally, the solution y(t) depends continuously
on the initial data x ∈ X, uniformly for all t ∈ [0, T ]:
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Proposition A.5 ([11], Proposition 4.3.7). Following the notation of Theorem
A.4, we have the following properties:
i) T : X → (0,∞] is lower semicontinuous;
ii) if xn → x in X and if T < T (x), then yn → y in C([0, T ], X), where yn and
y are the solutions of (A.12) corresponding to the initial data xn and x.
In order to apply Theorem A.4 and Proposition A.5, the function Φ defined
by (A.5) must be a Lipschitz continuous function on bounded subsets of X. This
is guaranteed if f, g are locally Lipschitz continuous on R.
Indeed, for all y1 = (u1, v1), y2 = (u2, v2) ∈ X we have
‖Φ(y1)− Φ(y2)‖X ≤ ‖y1 − y2‖X
+ τ−1/2 (‖f(u1)− f(u2)‖L2 + ‖g(u1)v1 − g(u2)v2‖L2) .
Let M := max{‖y1‖X , ‖y2‖X}. We have that
‖g(u1)v1 − g(u2)v2‖L2 ≤‖g(u1)(v1 − v2)‖L2 + ‖v2(g(u1)− g(u2))‖L2
≤‖g(u1)‖L∞‖v1 − v2‖L2 + C2‖u1 − u2‖H1 ,
where the last inequality holds because g is locally Lipschitz continuous and
H1([a, b]) ⊂ L∞([a, b]) with continuous inclusion. From this inequality and
‖f(u1)− f(u2)‖L2 ≤ L‖u1 − u2‖L2 , it follows that there exists a constant C(M)
(depending on M) such that
‖Φ(y1)− Φ(y2)‖X ≤ C(M)‖y1 − y2‖X .
Therefore, we can say that for all x ∈ X the problem (A.11), with A and Φ
defined by (A.5)-(A.6) and f, g locally Lipschitz continuous, has a unique mild
solution on [0, T (x)). In particular, if x ∈ D(A), then y is a classical solution.
Now, let us seek assumptions on f and g such that any solution is global, i.e.
T (x) = ∞ for all x ∈ X. The alternatives (a) − (b) of (A.13) mean that the
global existence of the solution y = (u, ut) is equivalent to the existence of an
a priori estimate of ‖(u, ut)‖X on [0, T (x)). We show that, under appropriate
assumptions on f and g, (b) cannot occur by using energy estimates.
We define the energy
E[u, ut](t) :=
∫ b
a
[
τ
2
u2t (x, t) +
ε2
2
u2x(x, t) + F (u(x, t))
]
dx, (A.14)
where F (u) = −
∫ u
0
f(s)ds. Observe that the energy (A.14) is well-defined for
mild solutions (u, ut) ∈ C([0, T ], X).
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Proposition A.6. We consider the problem (A.11) with A and Φ defined by
(A.5)-(A.6) and f, g locally Lipschitz continuous. If y = (u, ut) ∈ C([0, T ], X) is
a mild solution, then∫ T
0
∫ b
a
g(u)u2tdxdt = E[u, ut](0)− E[u, ut](T ). (A.15)
Proof. Let T > 0 and y = (u, ut) a classical solution of (A.11). Then u(x, t) is a
classical solution of (A.1) with boundary conditions (A.2); we multiply (A.1) by
ut and integrate on [a, b]× [0, T ]:∫ T
0
∫ b
a
(
τututt + g(u)u
2
t
)
dxdt =
∫ T
0
∫ b
a
(
ε2utuxx + f(u)ut
)
dxdt.
Using integration by parts and the boundary conditions (A.2) we obtain∫ T
0
∫ b
a
g(u)u2tdxdt =
∫ b
a
[τ
2
u2t (x, 0)−
τ
2
u2t (x, T )
]
dx
+
∫ b
a
[
ε2
2
u2x(x, 0)−
ε2
2
u2x(x, T )
]
dx
+
∫ b
a
[F (u(x, 0))− F (u(x, T ))] dx.
Using the definition of energy (A.14) we have (A.15) for classical solution.
If x ∈ D(A) the solution is classical and (A.15) holds. If x ∈ X\D(A), we
consider xn ∈ D(A) such that xn → x in X. For the corresponding solution
yn = (un, (un)t), (A.15) is satisfied; for Proposition A.5, by passing to the limit
we obtain (A.15) for y = (u, ut).
In the following, we consider mild solutions. If we assume that g(u) ≥ 0 for
all u ∈ R, then the energy defined by (A.14) is a nonincreasing function of t
along the solutions of (A.1) with boundary conditions (A.2). This justifies the
study of the equation (A.1) in the space X. Indeed, the energy is related to the
X-norm and, as we will see in the next theorem, the energy dissipation allows
us, under certain hypotheses on f , to obtain estimates for the solution in X and
so global existence for all x ∈ X.
Theorem A.7. We consider the equation (A.1) with boundary conditions (A.2)
and initial data (A.3). We suppose that f, g are locally Lipschitz on R,
g(s) ≥ 0, ∀ s ∈ R (A.16)
and that there is K > 0 such that for any |x| > K
F (x) ≥ Cx2, for some C ∈ R, (A.17)
25
where F (x) := −
∫ x
0
f(s)ds. Then, for any (u0, u1) ∈ H1 × L2 there exists a
unique mild solution
(u, ut) ∈ C([0,∞), H1 × L2).
Proof. Local existence and uniqueness of mild solution follows from Theorem
A.4. We show that ‖(u, ut)‖X does not tend to infinity as t ↑ T (u0, u1). Let
ψ(t) = ‖(u(t), ut(t))‖2X =
∫ b
a
(
ε2u2x + τu
2 + τu2t
)
dx.
Thanks to the relation (A.15) and the hypothesis (A.16) on g we have
E[u, ut](t) ≤ E[u0, u1], ∀ t ∈ [0, T (u0, u1)).
It follows that
ψ(t) = 2E[u, ut](t)− 2
∫ b
a
F (u(x, t))dx+
∫ b
a
τu2(x, t)dx
≤ 2E[u0, u1]− 2
∫
{|u|≤K}
F (u)dx− 2
∫
{|u|>K}
F (u)dx+
∫ b
a
τu2(x, t)dx
≤ 2E[u0, u1]− 2
∫
{|u|≤K}
F (u)dx− 2C
∫ b
a
u2(x, t)dx
+ 2C
∫
{|u|≤K}
u2(x, t)dx+
∫ b
a
τu2(x, t)dx,
for all t ∈ [0, T (u0, u1)) and so, there exists a constant C1 ∈ R such that
ψ(t) ≤ C1 + (τ − 2C)
∫ b
a
u2(x, t)dx, (A.18)
for all t ∈ [0, T (u0, u1)). If 2C ≥ τ , we obtain ‖(u, ut)‖X ≤ C1 for any t ≥ 0.
Otherwise, we have∫ b
a
τu2dx =
∫ b
a
τu20dx+ 2
∫ t
0
∫ b
a
τuutdsdx ≤ τ‖u0‖2L2 +
∫ t
0
ψ(s)ds. (A.19)
Substituting (A.19) into (A.18) we obtain
ψ(t) ≤ C1 + (τ − 2C)‖u0‖2L2 + C2
∫ t
0
ψ(s)ds,
for all t ∈ [0, T (u0, u1)). Applying Gronwall’s Lemma, we have
ψ(t) ≤ C3eC2t, ∀ t ∈ [0, T (u0, u1)),
and so T (u0, u1) =∞.
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