INTRODUCTION
Let D : ‫ޒ‬ n be a closed convex set satisfying int D / 0, and f : ‫ޒ‬ n ª ‫ޒ‬ be a convex function. For some results we will assume in addition that f is differentiable. The corresponding global optimization problem is to find a point x g D satisfying
Ž . convex maximization problem . Throughout this article it is assumed that Ž . the global maximum in 1 exists. For the state-of-the-art in convex maximization including various algorithms and abundant applications, we w x w x refer to the textbooks 10, 11 and to the excellent survey 1 .
In recent years several interesting necessary and sufficient global opti-Ž . mality conditions characterizing a point x g D satisfying 1 have been proposed. Other conditions can be derived from optimality criteria formulated for more general global optimization problems. In this article, four of Ž . Ž w x these criteria are revisited: the condition HU of Hiriart-Urruty cf. 5᎐9 , w x. Ž. Ž w x with a short elegant proof in 7 , the condition S of Strekalovski 18᎐20 , . which we will reprove, generalize, and modify , the specialization of the Ž . Ž . Ž w x . Singer᎐Toland duality ST to problem 1 e.g., 13᎐17, 21, 22 , and a Ž . reformulation of an optimality condition CDC for so-called canonical Ž w x d.c.-problems originally given in 23 , modified as used here, and with a w x. short proof in 10 . In the next section, after stating the necessary definitions and the above mentioned criteria, we will discuss the interconnections between these criteria by showing how each of them follows from each of the remaining criteria. Equivalence must hold, of course, but, by drawing one of these conditions from each of the others, we hope to disclose some underlying concepts occassionally which might lead to a deeper understanding of the criteria. Some new proofs, generalizations, and modifications will result. Full details of proofs are not given, however, when these are straightforward or similar to previous proofs. Throughout, Ž . we stick to the finite dimensional formulation 1 in the Euclidean space ‫ޒ‬ n . Most results, however, extend in a straightforward way to more general spaces.
In the third section, new formulations of optimality conditions will be Ž . provided for problem 1 with differentiable objective functions along with a specialization to the important case where this function is convex quadratic. The last section, finally, will present some new optimality conditions which relate global optimization problems to an often consider-Ž . ably simpler parametric function, and which hold for more general Ž . problem classes than 1 .
INTERCONNECTION OF GLOBAL OPTIMALITY CRITERIA
We begin with recalling some definitions and notations. Given an n n Ž . arbitrary function : ‫ޒ‬ ª ‫,ޒ‬ x g ‫ޒ‬ , g ‫ޒ‬ , the -subdifferential Ѩ x q n of at x is the set of points p g ‫ޒ‬ satisfying
where, for a, b g ‫ޒ‬ , ab is the inner product of a and b cf., e.g. 5᎐9 .
Ž . For s 0, one obtains the classical subdifferential Ѩ x . For convex we Ž .
The function *: ‫ޒ‬ ª ‫ޒ‬ defined by
Ž w x . is called the conjugate function to cf. 12 and references therein . 
where
Ž .
Next we state the four necessary and sufficient global optimality conditions Ž . Ž . Ž . for optimal solutions x of 1 and x, t of 6 , respectively, along with Ž further assumptions made in the literature under which they hold see the . references given in Section 1 .
. . i.e., the reverse convex constraint is ''essential'' .
Ž .
Ž . Strekalovski's requirement that the condition Ѩ f x ; N D, x has to Ž . hold for all points on the level-surface of f at level f x seems somewhat Ž w x . unnatural cf. the second comment in 7, p. 21 . Next, we present an Ž . alternative formulation of S with a new proof showing that only points on this level-surface have to be considered which are in D.
The proof uses the following lemma, where bdA denotes the boundary of a set A ; ‫ޒ‬ n .
Proof of Proposition 2.1. Since f is convex on ‫ޒ‬ n , it is continuous Ž w x. everywhere e.g., 9, 12 , and hence lower-semicontinuous and upper-semi- 
Ž . Ž . implies the optimality condition in 7 , i.e., 9 is sufficient for global Ž . Ž . optimality of x. Necessity of 9 is trivial, since 9 holds for local maxima Ž w x. cf. e.g., 9 .
Ž . Ž .
Ž . Next, we show that the assumptions i , ii of CDC can be removed Ž . Ž . because of the particular form 6 of the CDC formulation of Prob-Ž . lem 1 .
Ž. Ž Ž . . proofs some of them new of S and also of ST will result from the following proofs.
Next, it is shown how each of the four optimality conditions above can be derived from each of the other conditions. 
We assume that the above supremum is attained: This is the case, if, for Ž . Ž . example, f x y yx is coercive, which is implied, e.g., when f x is 1 y Ž w x. n coercive cf. 8 . Since maximands z g ‫ޒ‬ of the concave function yx y Ž . Ž . f x are characterized by the system ٌf z y y s 0, we see that
Notice that the above assumptions on the existence of max yx y f x : n 4 Ž . x g ‫ޒ‬ , y g Ѩ f 0 , could be replaced in the following sense. Since Ž .
Ž . y g Ѩ f 0 , we are not interested in vectors y for which yx y f x is unbounded from above. Therefore, the above reasoning remains valid if, in Ž . the formula for Ѩ f 0 we admit ''stationary points at infinity,'' i.e., we add Ž . Ž .
G0
Notice that, since the order of the two maximization processes involved in Ž . 
Maximization of Strictly Con¨ex Quadratic Functions o¨er Con¨ex Sets
In this subsection, the preceding result is specialized to the case of a strictly convex quadratic function 1 f x s xQx q cx, 2 6 Ž . Ž . Ž . obviously, we can replace G 0 by 0 F F , and in 24 the maximum has to be taken only over this finite interval.
