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1 Introduction
Already today superconductors possess a wide range of application [1]. Super-
conducting magnets produce the large magnetic fields of several tesla needed
for magnetic resonance imaging (MRI) [2] or for particle accelerators [3]. Su-
perconducting quantum interference devices (SQUID) are able to detect the
minute magnetic fields produced by electrical currents occurring in the brain,
thereby allowing mapping of the brain activity. Furthermore, superconduct-
ing quantum bits are promising candidates for building a quantum computer
[4]. Because superconductivity only appears at temperatures well below room
temperature, its technical use is currently limited to these high-tech applica-
tions where the enormous costs arising from the necessity of cooling the su-
perconducting device by cryogenic liquids are justified by the lack of alterna-
tives. Since the discovery of superconductivity in 1911, the quest for materials
with higher transition temperatures has played an important role. A supercon-
ductor operating at ambient temperature, superseding the energy-demanding
cooling process, would provide a huge, even more fascinating variety of appli-
cations, especially in terms of contributing to solutions to the growing task of
power efficiency, starting from wires for loss-free electric power transmission
and smaller (lighter) electric motors and generators. Additionally, large super-
conducting coils could provide very efficient power storage devices needed in
order to mitigate the fluctuations in a power network comprising more and
more non-continuous renewable energy sources. Among the imaginable appli-
cations are magnetic levitation vehicles which are trapped to a magnetic rail on
which they move without friction [5].
Unfortunately, the search for new superconductors with higher transition
temperatures made only slow progress that often appeared in an entirely unex-
pected direction. For example, the ground-breaking discovery of the so-called
high temperature superconductors where the superconducting state could be
achieved for the first time by much cheaper liquid nitrogen instead of liquid
helium, happened in an insulating ceramic [6]. This finding was not foreseen
by the theory of superconductivity available at that time. The main essence of
this theory is the formation of electron pairs due to an effective attractive inter-
action between electrons which is mediated by bosonic exchange particles. In
the case of conventional superconductors the exchange bosons were identified
as phonons, the quantized vibrations of the crystal lattice. The name unconven-
tional superconductor arose mainly from the theoretical finding that phonons
are not able to cause the much higher transition temperatures [7]. Since, a vari-
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ety of of additional material classes possessing a pairing mechanism other than
phonons have been found among which the iron-based pnictide superconduc-
tors, only discovered in 2008 [8], attract certainly most attention at present.
Despite tremendous efforts, to date there is still no generally accepted com-
plete theoretical explanation for any of the unconventional systems. Though
it is widely believed that still the formation of electron pairs is a prerequisite
for superconductivity also in the novel materials, the question for the “glue”
- the nature of the exchange boson - is not answered. Albeit magnetic fluctu-
ations, present in all of these materials, are considered a promising candidate,
an unambiguous experimental proof is not yet available. Anyhow, without a
detailed knowledge of the microscopic origin, there is no way of tailoring ma-
terials with higher transition temperatures and thus the dream of superconduc-
tivity at room temperature further relies on unexpected discoveries by chance.
Unlike the situation of unconventional superconductivity, the details of the
phonon as exchange particle in conventional superconductors are very well es-
tablished. Eliashberg strong coupling theory provides an elaborate description
of how the superconducting properties are influenced by phonons. For exam-
ple, in the superconducting regime there is a distinct signature of phonons in
the electronic density of states. The latter can be directly measured in a very
elegant manner by electron tunneling spectroscopy. From such tunneling spec-
tra a central quantity can be reconstructed [9], which is the effective phonon
spectrum, also called Eliashberg function, ↵2F (!), where F (!) is the phonon
density of states and ↵ is the electron-phonon coupling strength. Apart from
this rather indirect access to the Eliashberg function based on tunneling in the
superconducting state, there exists a more direct way of probing phonons pro-
vided by another mode of tunneling spectroscopy: Based on the fact that the
lattice vibrations are not an exclusive property of the superconducting state
they can also be excited by electrons tunneling in the normal state. The signal
produced by these inelastic processes then directly reflects the effective phonon
spectrum.
Using planar tunnel junctions comprising an oxide barrier, tunneling spec-
troscopy on conventional superconductors was extensively employed in the
1960ies and early 1970ies, mainly in the superconducting state but also, though
rarely, in the normal state. Nowadays the scanning tunneling microscope
(STM) provides true vacuum tunneling. Further, it allows to perform tunneling
spectroscopy with spatial resolution and hence the possibility of detecting lo-
cal variations in the coupling of electrons to the exchange particles responsible
for superconductivity. Surprisingly, experiments primarily focusing on the in-
vestigation of the electron-phonon coupling in conventional superconductors
by means of the spectroscopic modes of the STM have not been reported in
literature, neither in the superconducting nor in the normal state leaving the
question open whether the early findings in planar tunnel junctions can be re-
produced in the geometry of the STM. It thus appears necessary to make up
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these experiments, especially against the background of recent STM studies on
unconventional superconductors which give rise to speculations on the exis-
tence of bosonic modes in the tunneling spectra of these materials.
This work presents the experimental results of scanning tunneling spectro-
scopy of the electron-boson interaction in conventional and unconventional su-
perconductors. Chap. 2 gives an introduction to the main ideas of BCS theory
and to its extension in the case of strong electron-phonon coupling before the
deviating properties of unconventional superconductors are explained. The
principles of scanning tunneling microscopy and tunneling spectroscopy - elas-
tic and inelastic - are treated in Chap. 3 where, in the end, special attention is
paid to the signatures of bosons in the tunneling spectra of superconductors.
After describing the experimental setup (Chap. 4) the results of tunneling spec-
troscopy on conventional superconductors, namely on a niobium single crystal
and on lead islands deposited on different substrates are shown in Chap. 5 and
Chap. 6, respectively. The measurements on both systems demonstrate that the
spectra in the superconducting state obtained by STM are in agreement with
previous studies of planar tunnel junctions. After suppressing superconduc-
tivity by different means, signatures of phonon excitation are observed in in-
elastic tunneling spectra of each of the two systems. These features are very
clear in the spectra of ultra-thin lead islands where, thanks to the spatial reso-
lution of the STM, it was additionally found that the electron-phonon coupling
interrelates with the energy of electronic quantum well states present in this
system. Finally, Chap. 7 presents the preliminary results of experiments on a
SrFe2(As1 xPx)2 crystal, a member of the 122 family of iron-based supercon-
ductors, as an outlook to possible future studies of the electron-boson coupling
in unconventional superconductors.
The experimental findings on lead islands presented in Chap. 6 are supported
by theoretical ab initio calculations performed by A. Ernst et al. at the Max-
Planck Institut fu¨r Mikrostrukturphysik in Halle, Germany.
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2 Electron-Boson Interaction in
Superconductors
For many decades intensive research has been carried out in the field of superconduc-
tivity. In the meantime an immense number of review letters, monographs and text-
books (with different foci) were published. The first chapter of this thesis gives at first
a short summary of the history and the fundamental properties of superconductivity.
Advanced aspects are only treated as far as necessary to relate the concepts of this work.
Slightly more attention is paid to the theoretical explanation of conventional supercon-
ductivity via electron-phonon interaction. The third part, finally, is dedicated to spin
excitations as another type of bosonic quasiparticles and how they are thought to cause
superconductivity in the high transition temperature materials.
2.1 Superconductivity: From the Discovery to the
First Microscopic Theory
At room temperature the electrical resistance of a metal is mainly caused by
electron-phonon and electron-electron scattering. One can thus easily under-
stand its reduction upon decreasing temperature since the phonons freeze out
and the phase space for electron-electron scattering becomes smaller. How-
ever, a residual resistance is always expected from the scattering at unavoid-
able lattice defects and impurities [7]. It was therefore very surprising when
H.Kamerlingh Onnes discovered that, at a certain temperature, the resistance
of mercury suddenly drops to an immeasurably small valuewhen it is cooled in
liquid helium [10]. Due to the perfect conductance the phenomenon was called
superconductivity and the temperature below which it appears is referred to as
critical temperature Tc. In 1913, only two years later, Kamerlingh Onnes was
awarded the Nobel prize for his pioneering work in low-temperature physics.
In the following, it was found that a lot of elements become superconducting,
though many of them with a Tc below 1K, and in some cases only upon apply-
ing a high pressure [1].
In 1933, W.Meißner and R.Ochsenfeld showed that superconductors are not
only characterized by perfect conductivity but also by perfect diamagnetism
[11]. The magnetic susceptibility being   =  1, superconducting materials ex-
pel magnetic fields completely from their interior (B = 0). Since this doesn’t
5
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depend on the history of the sample, the superconducting state is a true ther-
modynamic one.
From the theoretical point of view it was at first only possible to set up phe-
nomenological descriptions like the two-liquid model treating the supercon-
ductor as a mixture of normal conducting and superconducting charge carri-
ers. In 1935, F. and H. London proposed a phenomenological model based on
Maxwell’s equations and capable to describe the electrodynamical properties
of a superconductor [12]. They assumed a finite density nS of “superconduct-
ing electrons” which starts to rise continuously from zero at Tc upon lowering
the temperature.
In 1950, V. L.Ginsburg and L.D. Landau discussed the superconducting state
in the framework of Landau’s general theory of phase transitions. As the order
parameter they introduced a macroscopic wave function  and associated it
with the local density of “superconducting electrons” (nS(~r) = | (~r)|2) [7].The
Ginsburg-Landau theory is especially suited for treating phenomena involv-
ing spatial variations of the superconducting charge carriers [7]. For exam-
ple, A.Abrikosov showed on the basis of Ginsburg-Landau theory that one has
to distinguish between type-I and type-II superconductors and, moreover, he
could describe the vortex lattice in type-II superconductors [7]. While the Lon-
don equations and the Ginsburg-Landau theory were and still are very helpful
in order to describe many aspects of superconductivity, they are, however, due
to the lack of a microscopic picture, not able to explain either the value of the
critical temperature or the absence of dissipation in charge transport.
On the way towards a microscopic understanding of superconductivity it
was realized that correlations in the electronic system play an important role in
a superconducting solid. The theoretical treatment of correlated systems in gen-
eral is challenging because the effective single particle picture, typically used
in order to describe the dynamics of the crystal electrons, is not valid anymore
[7]. For this reason it took almost 50 years after the discovery until, in 1957,
J. Bardeen, L.N.Cooper, and J. R. Schrieffer succeeded in formulating a micro-
scopic theory capable of describing the appearance of superconductivity [13].
For the BCS theory the inventors were awarded the Nobel prize in 1972. At
the heart of BCS theory lies the finding that the Fermi sea, as the ground state
of a normal metal, becomes instable as soon as there is any attractive interac-
tion between the electrons. Considering the repulsive Coulomb interaction of
the negatively charged electrons, the idea of a such an attractive interaction
overcoming the electrostatic repulsion was certainly one of the most important
steps.
Concerning the nature of the exchange particles mediating the attractive elec-
tron-electron interaction in superconductors, Bardeen, Cooper and Schrieffer
had phonons1 in mind when setting up their theory. This was motivated by the
1 The theoretical description of phonons as quantized lattice vibrations will be introduced in the
6
2.1 Superconductivity: From the Discovery to the First Microscopic Theory
isotope effect [14] - the experimental observation that in many superconductors
the transition temperature behaves as Tc / 1/
p
M , whereM is the isotopemass
and thus Tc depends on the frequency of the lattice vibrations. However, it is
important to mention that the exact nature of the exchange particles certainly
affects the details of the superconducting state, as will be demonstrated in the
next section, but within the framework of BCS theory it does not act on the
appearance of superconductivity in general. Therefore, any bosonic excitation
in a solid capable of mediating an attractive interaction between the electrons
might be considered, e. g.magnons, polarons or plasmons [7].
Cooper pairs and the BCS ground state
Within BCS theory the energy of two metal electrons subject to an attractive
interaction can be calculated to be [7]
Epair = 2EF   2 ~!c e
 2/D(EF )V0
1  e 2/D(EF )V0 , (2.1)
where D(EF ) is the electronic density of states per spin channel in the normal
state at the Fermi level. V0 is the strength of the interaction potential and ~!c a
characteristic energy of the exchange bosons. The energy of the two interacting
electrons is thus always smaller than 2EF , the energy of the two individual
electrons, and therefore a bound pair is more favorable. At the basis of this
derivation is a gedankenexperiment, where two electrons are artificially added
to the edge of the Fermi sea at T = 0. In reality, all the electrons in a certain
energy interval around EF form so-called Cooper pairs which are bosons and
are thus able to undergo a kind of Bose-Einstein condensation2 [15] below a
critical temperature and form a coherent many-body state - the BCS ground
state [7].
Since, in BCS theory, the interaction potential is just given by a constant with-
out any directional dependence the spatial part of the Cooper pair wave func-
tion has to be isotropic (total orbital momentum L = 0) as well. Due to Pauli’s
principle this requires an antisymmetric spin state (S = 0) and thus a Cooper
pair is characterized by n
~k ", ~k #
o
, (2.2)
a spin singlet with opposite momentum of the electrons. In all elemental su-
perconductors this kind of Cooper pair is present. Different symmetry of the
interaction potential in more complicated materials, however, may lead to a
next section.
2There are, however, serious differences between superconductivity and the superfluid phase
transition, e. g. in 4He. Cooper pairs only form below Tc and thus no “free” non-condensed
bosons exist. Furthermore, Cooper pairs are not point-like particles but extend over a long
distance and are therefore strongly correlated with other Cooper pairs.
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pairing with L 6= 0 and thus eventually to a spin triplet as well [7, 16]. In
phonon-mediated superconductors the size of a Cooper pair can be estimated
to be of the order of 10 to 100 nm. Since the electron density in a solid is about
1023 cm 3, it is obvious that inside the volume of one Cooper pair there are a lot
of other Cooper pairs (typically around 106), which means that they strongly
overlap. This may help to imagine that a coherent quantum state will form [1].
According to BCS theory the latter is characterized by the coherence factors [7]
|v~k|2 =
1
2
0@1  ✏~kq
✏2~k + | ~k|2
1A and |u~k|2 = 1  |v~k|2, (2.3)
which give the probabilities of the state |~k "; ~k #i being occupied or unoccu-
pied, respectively. The state |~k "; ~k #i is still describing single particles, but
the two states potentially able to form a Cooper pair are treated together. The
main conclusion of Eq. 2.3 is that, already at T = 0, the occupation probability
of single-particle states is smeared around EF (see Fig. 2.1(a)). Although this is
at the cost of kinetic energy it allows the energy-gaining electron scattering pro-
cesses, which would not be possible with a sharp border between occupied and
unoccupied states [1]. Fig. 2.1(a) also shows the corresponding pair amplitude
g~k = v~ku
⇤
~k
, the density of Cooper pairs, only being non-zero around EF . While,
in Eq. 2.3, ✏~k is the single-electron energy with respect to the Fermi level of the
normal metal,  ~k is identified with the superconducting order parameter. It is
described by the BCS energy gap equation [7]
 ~k =  
X
~k0
V~k,~k0 ~k0
tanh(E~k0/2kBT )
2E~k0
. (2.4)
As will be explained later, in BCS theory, the order parameter is just a real
number ( ~k !  ) for which, at zero temperature, the quite simple expression
 (T = 0) ⇡ 2 ~!c e 2/D(EF )V0 (2.5)
can be derived, when D(EF )V0 ⌧ 1 is assumed, which is true for weak-coup-
ling superconductors. Finally, the BCS theory yields a similar expression for
the critical temperature
kBTc ⇡ 1.13 ~!c e 2/D(EF )V0 , (2.6)
and thus there exists a universal ratio of the gap value and the critical temper-
ature
2 (0)
kBTc
⇡ 3.53, (2.7)
which can be used to test the theory experimentally.
8
2.1 Superconductivity: From the Discovery to the First Microscopic Theory
-3 -2 -1 0 1 2 30.
0.2
0.4
0.6
0.8
Εk /"k
Pr
ob
ab
ilit
y
1.0
(a) (b)
(c) (d)
0.2 0.4 0.6 0.8 1.00.0
0.2
0.4
0.6
0.8
T/Tc
"
(T
)/"
(0
)
1.0
electron-like
quasiparticles
hole-like
quasiparticles
-4 -2 0 2 40
1
2
3
4
Εk /"
E k
/"
0 1 2 3 4
0
1
2
3
4
E/"
D S
/D
N
(E
F)
Figure 2.1: BCS ground state and quasiparticle excitations: (a) Coherence factors |v~k|2
(orange) and |u~k|2 (gray) together with the Fermi function f (green) and the pair ampli-
tude g~k (red) in the BCS ground state at T = 0. |v~k|2 describes the occupation of pair
states |~k "; ~k #i (after [7], page 846). (b) Comparison of the excitation energy of quasi-
particles in a superconductor (blue) and electrons and holes in a normal metal (green).
(c) Superconducting DOS (blue) and DOS of the normal state (green). (d) Temperature
dependence of the superconducting gap (curve taken from [7], page 850).
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Elementary excitations and the energy gap
The simplest excitation from the BCS ground state one can think of is a single
unpaired electron |~k, "i. This excitation is more complicated than it appears
at the first glance because one has to assure conceptually that the state | ~k, #i
is unoccupied. Otherwise, a Cooper pair would form immediately. The single-
particle excitations in a superconductor are called quasiparticles, as are elemen-
tary excitations from amany-body ground state in general [17]. The quasiparti-
cles are characterized by E(~k), their dispersion relation, which is derived from
BCS theory to read as
E(~k) =
q
✏2~k + 
2 with ✏~k =
~2k2
2m
  EF . (2.8)
The quasiparticles thus have a minimum energy given by the value of which
therefore describes an energy gap for excitations from the ground state. The
dispersion in the vicinity of EF is shown in Fig. 2.1(b) together with the one of
the normal metal. In Fig. 2.1(c) the corresponding density of states of quasipar-
ticles in the superconducting state is plotted. It is given by
DS(E) = DN (0)
|E|p
E2   2 , (2.9)
where DN (0) is the normal metal density of states at the Fermi level. DS(E)
is zero for E < | |. While it diverges at ± , the decaying edges approach the
normal metal density of states.
The opening of an energy gap in the excitation spectrum of a superconduc-
tor is certainly one of the most important results of BCS theory. Actually, it is
this energy gap which prevents the Cooper pairs from experiencing any scat-
tering (as long as their kinetic energy is not too high) and therefore explains the
perfect conductivity. The temperature dependence of the energy gap  (T ) is
shown in Fig. 2.1(d). While close to T = 0 it decreases only very slowly from
its zero temperature value  (0) following a non-analytical curve, it vanishes
like
p
1  T/Tc at Tc [7]. The energy gap was observed experimentally in ab-
sorption spectroscopy using infrared light or ultrasound as well as in specific
heat measurements, but the most direct and elegant method is quasiparticle
tunneling, which will be discussed in detail in Sec. 3.3.
2.2 Phonon-Mediated Superconductivity
As explained in the previous section the basic idea of BCS theory is the forma-
tion of a new ground state made up by Cooper pairs which are formed due to
an attractive interaction mediated by the exchange of virtual bosons. Although
10
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BCS theory was originally formulated for phonons, for the sake of generality,
the discussion so far was intentionally kept free of a distinct sort of exchange
boson. This section will now focus on the details of phonon-mediated super-
conductivity and show under which assumptions the electron-phonon cou-
pling enters BCS theory. Though the predictions of the latter were confirmed
in numerous experiments on metals and alloys, some deviations were found in
the case of so-called strong-coupling superconductors, which are characterized
by a violation of Eq. 2.7, i. e. 2 /kBTc > 3.53, the value obtained by BCS theory.
The deviations were found to arise from the detailed nature of the electron-
phonon coupling which is included in Eliashberg theory. As a starting point,
however, the theoretical description of phonons will be summarized.
2.2.1 Theoretical Description of Phonons
In every solid the atoms can be excited to perform oscillations about their equi-
librium positions. The latter is given by the minimum of the electrostatic poten-
tial between the atoms. In an ordered crystal the translation symmetry allows
the quantitative description of lattice vibrations. Although these lattice vibra-
tions can be understood quite well as collective excitation modes already from
a classical point of view, further insight is possible using a quantummechanical
treatment in the second quantization. In this picture the lattice vibrations are
represented by bosonic quasiparticles called phonons.
The starting point for the theoretical treatment of vibrating atoms in a solid
is the Hamilton operator
H =
NX
l=1
~P 2l
2Ml
+ Veff(~R
(0)
1 + ~u1, ..., ~R
(0)
N + ~uN ) (2.10)
for N atoms of mass Ml at positions ~ul with respect to their equilibrium po-
sitions ~R(0)l , all interacting with each other via the effective potential Veff. The
procedure how to simplify the potential using the harmonic approximation in
order to arrive at the dynamical matrix comprising the eigenmodes !l of 3N
independent oscillators can be found in textbooks about solid state physics. A
very elaborate treatment is presented in [15]. There it is also explained in detail,
that, in an ordered crystal, one can make use of the translational symmetry by
shifting the problem into momentum space which reduces the computational
demand drastically (or rather allows a calculation at all). Finally, after introduc-
ing b†j~qand bj~q, the bosonic creation and annihilation operators, respectively,
one ends up with the Hamilton operator
Hharm =
X
~q
3rX
j
~!j(~q)
✓
b†j~qbj~q+
1
2
◆
, (2.11)
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describing a system of independent oscillators, whose energies are given by the
dispersion relations !j(~q). Concerning the polarizations j, in a three-dimensio-
nal crystal comprising only one atomic species there are one longitudinal and
two transversal phonon modes. For small momentum, the dispersion of these
modes is linear in q, which are therefore called acoustic phonons. In more
complicated crystals there are additional modes possessing a non-vanishing
energy at q = 0 referred to as optical phonons. In a lattice with r atoms in its
basis there are 3 acoustic and 3(r 1) optical branches of the dispersion relation.
Very often, for practical purposes, the full information provided by the dis-
persion relations !j(~q) is not necessary. Many physical properties indeed only
depend on the energy of the lattice vibrations and not explicitly on their mo-
mentum and thus it is sufficient to know how many phonons exist at a certain
energy. This information is given by the phonon density of states F (!) which
is derived from the dispersion relation as [15]
F (!) =
V
N
X
j
1
(2⇡)3
Z
S(!)
ds
|r~q !j(~q)| , (2.12)
where the prefactors take care of correct normalization. The important step is
the integration in reciprocal space over a surface of distinct energy in order to
arrive at the average of all phonons with the corresponding energy, and the
directional information is lost.
As an example, the dispersion relation and the resulting density of states of
a three-dimensional simple cubic system with one atom in the primitive cell is
illustrated in Fig. 2.2. The dispersion relation is plotted along some selected
directions. Since there is only one atom in the Wigner-Seitz cell no optical
phonons appear but only the three acoustic modes. Furthermore, along high
symmetry directions, the transversal modes are degenerate. This simple exam-
ple is also suited for giving an impression that the shape of dispersion relations
is dominated by the given crystal structure. At some points the phonon energy
does not change with momentum and the dispersion relation is flat implying
r~q !j(~q) = 0. At the corresponding energies the density of states diverges re-
sulting in characteristic peaks which are referred to as van Hove singularities.
A further attribute of all phonon densities of states is the low energy part which
is quadratic in energy due to the linear dispersion of acoustic phonons for small
values of q.
The most powerful experimental technique for determining the phonon dis-
persion relation of a crystal is certainly inelastic neutron scattering (INS) be-
cause the energy and the momentum of neutrons are just of the right order of
magnitude [18]. Neutrons impacting on a crystal are therefore able to absorb
or emit phonons during the scattering process and the corresponding energy
and momentum transfer can be measured from the scattered neutrons. Results
of INS relevant for the materials used in this study are presented later in the
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Figure 2.2: Phonons in a simple cubic lattice: (a) Dispersion relation along certain
directions. Longitudinal acoustic (LA, green) and transversal acoustic (TA, blue)
branches. The latter two are degenerate along high symmetry directions. (b) Resulting
DOS exhibiting characteristic van Hove singularities mainly arising from the indicated
branches. (curves from [15, page 63 and 67])
respective chapters.
In order to allow for the deduction of thermodynamic properties of a solid
using simple calculations, Debye introduced a model, valid for crystals with
a one-atomic basis, which drastically simplifies the dispersion relation. The
Debye model assumes an isotropic linear dispersion !(~q) = csq, where cs is
an appropriate sonic velocity. The linear dispersion is cut off at a certain wave
number qD = 3
p
6⇡2N/V simply determined by the density of atoms in the
crystal. One usually defines a Debye temperature TD and a Debye frequency
!D in the following form:
kBTD = ~!D = ~ csqD. (2.13)
TheDebye temperature is determined bymatching specific heatmeasurements.
Typical values are 100 to 1000K corresponding to a Debye frequency ~!D of
about 10meV to 100meV [15].
Phonons are very important for many processes in a solid, e. g. thermal con-
ductivity or electrical resistance via electron-phonon scattering. Since the elec-
tron-phonon interaction is also essential for the understanding of conventional
superconductivity it will be discussed in the following.
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(a) (b)
Figure 2.3: Feynman diagrams of electron-phonon scattering: (a) Absorption of a
phonon. (b) Emission of a phonon. The momentum at the vertex is actually only con-
served except for a reciprocal lattice vector.
2.2.2 Electron-Phonon Interaction
So far, the phonons were treated as a free system without any interaction with
the electrons justified by the very different masses of electrons (m) and atoms
(M ) allowing to describe the dynamics of the lattice and of the electronic system
independently in the Born-Oppenheimer approximation [7]. However, correc-
tions to this approximation which are classified by powers of
p
m/M may be-
come important. The electron-phonon interaction is conveniently treated in
second quantization using fermion and boson creation and annihilation oper-
ators, c(†)~k,  and b
(†)
~q,j , for electrons and phonons, respectively. Since the phonon
scattering does not influence the spin of an electron,   is omitted. The Fro¨hlich
Hamilton operator [15] for the electron-phonon interaction then reads
HF =
X
~k
"(~k) c†~kc~k
+
X
~k,~G
X
~q,j
h
Mj(~q)c
†
~k+~q+~G
c~kb~q,j +Mj( ~q)c
†
~k ~q+~Gc~kb
†
~q,j
i
(2.14)
+
X
~q,j
~!j(~q)
✓
b†~q,jb~q,j +
1
2
◆
.
While the first and the third term in Eq. 2.14 refer to free electrons and free
phonons, respectively, the second one, whereMj(~q) is the matrix element of the
electron-phonon interaction, describes the scattering of electrons from Bloch
states with wave vector ~k into states ~k + ~q absorbing (annihilating) a phonon
of momentum ~~q or emitting (creating) one leaving the electron in the state
~k  ~q as illustrated by the Feynman diagrams in Fig. 2.3. The momentum at the
vertex is conserved except for a reciprocal lattice vector ~G. The phonon emitted
by one electron can be absorbed by another electron and therefore transmits an
interaction. That this interaction can be attractive may be understood vividly
by considering the polarization of positively charged lattice ions induced by a
14
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passing electron. Since the electrons move much faster than the heavy ions, a
second electron will feel an attraction at a later time.
Using a suitable canonical transformation one can bring the interaction term
in Eq. 2.14 to a form in which the phonon operators do not appear explicitly
anymore in order to end up with [15]
He-e =
X
~k,~k0
X
~q
|M(~q)|2 ~!~q
("~k+~q   "~k)2   ~2!2~q
c†~k0+~qc~k0c
†
~k ~qc~k. (2.15)
For the sake of clarity in this expression only one branch of the dispersion re-
lation is considered and umklapp processes (~G 6= 0) are neglected. Equation
2.15 can now be regarded as an effective interaction between two electrons by
the exchange of a phonon of momentum ~~q as illustrated in Fig. 2.4(a). The
new matrix element becomes negative if |"~k+~q   "~k| < ~!~q . Thus the electron-
electron interaction mediated via virtual phonons becomes attractive in a nar-
row shell around the Fermi surface.
Electron-phonon interaction not only has drastic consequences like electrical
resistivity or superconductivity but also leads to a more subtle effect, which is
the change of the electronic band structure (and with this the density of states)
close to the Fermi level. An advanced many-body treatment, the details of
which are beyond the scope of this experimental thesis, shows that the “bare”
electron energy "(~k) has to be replaced by the full energy
E(~k) = "(~k) + ⌃ (~k,E), (2.16)
where the self-energy ⌃(~k,E) = ⌃Re(~k,E) + ⌃Im(~k,E) accounts for the correc-
tion to the band energy due to the interactions with phonons [19]. One of the
consequences is for example that the “dressed” electrons have a higher band
mass and finite lifetime broadening.
2.2.3 From Weak to Strong Coupling
Based on Eq. 2.15, the BCS interaction potential, which was introduced already
in Eq. 2.1, can now be defined properly. It arises from the substitution
|M(~q)|2 ~!~q
("~k+~q   "~k)2   ~2!2~q
!
(
 V0, if 0 < |"~k+~q   "~k| < ~!D,
0, else.
(2.17)
and drastically simplifies the ~q-dependent electron-phonon coupling by assum-
ing a constant isotropic interaction potential V0. The original interaction, which
is local in space and retarded in time is thus replaced by a non-local instanta-
neous one. The fact that it is mediated by phonons enters the whole theory only
15
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Figure 2.4: Illustration of electron-electron interaction in different models: (a) In the
accurate Fro¨hlich model two electrons of momentum ~~k and ~~k0 interact with each other
by exchanging a phonon of momentum ~~q. (b) BCS theory summarizes all the scattering
events in one effective interaction potential V0. (c) Eliashberg theory also simplifies the
actual Fro¨hlich interaction, but not as severely, by averaging over all phonons of the
same energy.
since the Debye frequency !D is used as the cut-off for the potential. The cor-
responding Feynman diagram is shown in Fig. 2.4(b). Despite the rather crude
simplifications the BCS theory was confirmed in many experiments, at least in
the weak-coupling regime (D(EF )V0 ⌧ 1).
Once the main idea of electron pairing due to the attractive phonon medi-
ated interaction was established within BCS theory, it was Eliashberg in 1960
[20] who presented a theory staying closer to the Fro¨hlich interaction potential
(Eq. 2.15). The central quantity in this theory is the effective electron-phonon
coupling ↵2F (!), also called Eliashberg function, which is a dimensionless
quantity defined as [19]
↵2F (!) =
Z
SF
d2k
vF
Z
S0F
d2k0
(2⇡)3v0F
X
j
Mj(~k ~k 0) (! !j(~k ~k 0))
 Z
SF
d2k
vF
! 1
.
(2.18)
It consists of the phonon density of states F (!) and ↵ = ↵(!),3 the mean value
of the electron-phononmatrix element averaged over all phonons of energy ~!.
3The notation ↵2F (!) omitting the ! dependence of ↵ is just an abbreviation commonly found
in literature.
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The idea of the effective electron-electron interaction of the Eliashberg theory
is illustrated in Fig. 2.4(c). The Eliashberg function is also an averaged quantity
not distinguishing between different polarizations and not depending explic-
itly on the phonon momentum ~~q. However, still including the retardation and
the spatial locality of the interaction as well as the true phonon density of states,
it is a less strong simplification compared to the assumptions of BCS theory and
thus represents essentially an extension of the latter.
The superconducting properties are obtained from the Eliashberg gap equa-
tions, which are given here in their zero temperature limit and with ~ = 1 [19]:
 (!) =
1
ZS(!)
Z !c
0
d⌫Re
⇢
 (⌫)
[⌫2   2(⌫)]
 
[K+(⌫,! )  µ⇤] (2.19)
[1  ZS(!)]! =
Z 1
0
d⌫Re
⇢
⌫
[⌫2   2(⌫)]
 
K (⌫,! ), (2.20)
This is a system of complex integral equations for the gap parameter  (!),
which now specifically depends on energy. ZS(!) is a normalization factor re-
lated to the self-energy in the superconducting state. µ⇤ is an electron-electron
pseudo-potential, a parameter accounting for the screened but still repulsive
Coulomb interaction. The integration runs to !c, a cut off frequency of the or-
der 10!D. The Eliashberg function enters via
K±(⌫,! ) =
Z 1
0
d!0↵2F (!0)
✓
1
! + !0 + ⌫ + i 
⌥ 1
!   !0   ⌫ + i 
◆
. (2.21)
Thus, from the knowledge of the Eliashberg function (and the pseudo-poten-
tial) it is possible to derive the properties of conventional phonon-mediated
superconductors, not only in the weak-coupling limit but also in the presence
of strong electron-phonon interaction.
In order to get a feeling for the implications of the rather complicated theory
it is instructive to have a look on its application to a simple example. Such a
calculationwas presented by Scalapino et al. [21] who solved the Eliashberg gap
equations for a single phonon peak at !0 as depicted in Fig. 2.5(a). The resulting
complex gap parameter (!) is shown in Fig. 2.5. At low energies the real part
 Re(!) has a constant value of  0 which is actually the energy gap one would
observe in experiment. Before Re(!) changes from 0 to zero at high energies,
including an overshoot to negative values, it peaks at !0 +  0, the energy of
the phonon shifted by the gap value. The imaginary part  Im(!) exhibits only
a peak slightly above !0+ 0. Concerning the quasiparticle density of states in
the strong coupling regime, Schrieffer et al.proposed that it should be given by
[21, 22]
DS(E)
DN (EF )
= Re
 
Ep
E2   2(E)
!
, (2.22)
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Figure 2.5: Application of the Eliashberg gap equations to a single-phonon peak model:
(a) Assumed phonon density of states F (!). (b) Real part (solid line) and imaginary part
(dashed) of the energy-dependent gap parameter (!). (c) The quasiparticle density of
states, which is smoothly decaying in the BCS theory (blue) is altered around the energy
of the phonon shifted by the gap value 0. Curves taken from [21].
similar to the BCS expression besides the fact that  is not any more a constant
but a complex, energy-dependent function. The result for the single-phonon
peak model is presented in Fig. 2.5(c). Unlike the smoothly decaying BCS form,
there are deviations from the latter around the energy of the phonon, again
shifted by the gap. Especially, there is a sharp decrease very close to !0 + 0.
Beyond this illustrative example, Eliashberg strong coupling theory is able
to precisely explain similar deviations from the BCS quasiparticle density of
states experimentally observed before in tunneling spectra of real materials
[23], which will be presented in Sec. 3.4. The possibility of theoretically de-
scribing even minor details like the fine structure in the quasiparticle density
of states lead to the general belief that the phenomenon of superconductivity
is essentially understood, although a true “first-principle” calculation for the
superconducting properties remained difficult even with Eliashberg theory. A
problem is especially the determination of ↵2F (!) because the electron-phonon
coupling and thus ↵ is not easily accessible [15]. Nevertheless, Eliashberg the-
ory allowed to estimate an upper limit for the critical temperature of phonon-
mediated superconductors, which should be restricted to values below 40K
[7, 24].
2.3 Unconventional Superconductivity
Together with the extension by the Eliashberg strong coupling theory, leaving
the basic ideas of BCS unaffected, it was widely believed that the phenomenon
of superconductivity was understood in general. This changed suddenly when
J. G. Bednorz und K.A.Mu¨ller discovered superconductivity in ceramics com-
prising copper oxide layers in 1986 [6] wherefore they were awarded the Nobel
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prize in 1987. Since the maximal Tc of these cuprates could be rapidly increased
to more than 130K [25], they are called high-temperature superconductors. As
mentioned in the last section, these high transition temperatures cannot be ex-
plained in terms of conventional BCS theory, even with the extension of Eliash-
berg. While there is a general agreement that unconventional superconductiv-
ity is also achieved through the quantum condensing of Cooper pairs, to this
day, however, the mechanism leading to their formation in the cuprates is still
not conclusively understood. The same is true for superconductivity in heavy
fermion systems discovered by F. Steglich in 1979 [26] as well as for iron pnic-
tides4. Superconductivity at surprisingly high temperatures up to 56K [27, 28]
in this material class was only found in 2008 in the group of Hosono [8]. Be-
cause of the topicality of the subject also in this work an iron-based supercon-
ductor was chosen for the first experiments on unconventional superconduc-
tors and therefore much of the following discussion is focused on this type of
material.
Superconductivity in a material containing magnetic moments was very sur-
prising, since, according to the conventional theory, the presence of magnetic
moments leads to scattering processes destroying the spin-singlet Cooper pairs.
Indeed, alloying a vanishing small amount of magnetic atoms into a conven-
tional superconductor causes superconductivity to disappear [1]. Attempts of
tracing back the electron paring to a phonon-mediated interaction failed. For
example, the application of the Eliashberg formalism to LaFeAsO1 xFx as one
example of iron pnictides leads to a relatively small electron-phonon coupling
constant   = 0.21 resulting in a transition temperature of Tc = 0.8K deviating
drastically from the measured Tc = 26K in this material [29, 31]. As an alterna-
tive, due to the vicinity of a magnetically ordered phase (antiferromagnetic or
spin density wave) to the superconducting region in the stoichiometric phase
diagram of iron pnictides and also of cuprates, it has been speculated that spin
fluctuations could take the role of mediating the attractive interaction between
the electrons to form Cooper pairs [32]. Fig. 2.6 exemplarily shows the phase
diagram of the electron doped compound Ba(Fe1 xCox)2As2. As for most of
these structures the undoped parent compound exhibits an antiferromagnetic
order. By doping electrons, the latter will be suppressed and a superconduct-
ing dome will emerge [29]. Though conceptually very different compared to
phonons as vibrational excitations of the crystal atoms, spin fluctuations can
also be regarded as bosonic quasiparticles. Despite careful formulations in the
relevant literature [33, 34] it seems that it is widely believed that spin fluctu-
ations provide the “glue” for Cooper pair formation. Indeed, there are also
experiments supporting this scenario. For example, the Eliashberg function
was extracted from optical measurements on Ba(Fe0.92Co0.08)2As2 and remark-
able agreement with inelastic magnetic neutron scattering measurements was
4Compounds of the nitrogen group are collectively called pnictides
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Figure 2.6: Evidence for spin fluctuations as pairing glue in iron pnictides at the ex-
ample of Ba(Fe1 xCox)2As2: (a) Stoichiometric phase diagram. Upon electron doping
through substituting iron by cobalt the antiferromagnetic order gets suppressed and
superconductivity emerges. From [29]. (b) Eliashberg function extracted from optical
measurements. From [30].
found, indicating that spin fluctuations strongly couple to the electrons [30].
In contrast to conventional superconductors where the pair state is often re-
ferred to as “s-wave” because of the spin of a Cooper pair having S = 0 and its
angular momentum L = 0, the different pairing mechanism in unconventional
superconductors also potentially allows different symmetries of the order pa-
rameter [16]. Staying at a spin singlet for example would also permit L = 2,
a “d-wave” symmetry, which is indeed realized in the cuprates [7]. As a con-
sequence, the gap parameter is not isotropic, but now depends on the crystal
directions for some of which it actually vanishes [35]. In those directions no
minimum energy for quasiparticle excitation is required. Concerning the quasi-
particle density of states, which reflects an average over the whole k space, this
results in a V-shape around the Fermi level instead of the fully-gapped form in
Fig. 2.1(c).
In the case of Fe-based superconductors yet another pairing symmetry is pro-
posed: the s±-symmetry. The gap parameter is isotropic but has different sign
in the middle and at the edge of the Brillouin zone [32]. Depending on whether
the surface on which   changes its sign intercepts the Fermi surface or not,
this special symmetry will result in a V-shaped or a fully-gapped quasiparticle
density of states, respectively.
Furthermore if there are different sheets of the Fermi surface, there may
be different values of the order parameter on each of them. This so-called
20
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multiband superconductivity results in even more complicated structures in
the quasiparticle density of states.
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3 Scanning Tunneling Microscopy
and Tunneling Spectroscopy
The experiments of this study were performed using a scanning tunneling microscope.
However, electron tunneling provides a spectroscopic tool that was already widely ex-
ploited especially in the field of superconductivity long before the application in mi-
croscopy was suggested. This chapter is dedicated to the historical development and the
theoretical description of electron tunneling experiments in order to relate the concepts
of scanning tunneling microscopy and electron tunneling spectroscopy and, of course,
the combination of both. In the end, there will be an introduction to inelastic tunneling
spectroscopy and how it allows to detect the Eliashberg function in a very direct way -
the main purpose of the present work.
3.1 Quantum Mechanical Tunneling of Electrons
3.1.1 History
Still in the 1920ies, very shortly after establishing quantum mechanics, physi-
cists were able to apply its novel concepts to explain effects like the ↵-decay of
nuclei, the field ionization of hydrogen and field emission from a metal surface
by a phenomenon which was named “tunneling”. This term relates to the fact
that a small-mass particles can reach the other side of a potential barrier even
though it has not enough energy in order to classically overcome it.
The origin of the tunneling phenomena is thus of purely quantum mechan-
ical nature. The probability density of finding a particle of kinetic energy E
at a certain position ~r is given by the square of the absolute value of its wave
function  (~r), which, in the stationary state, can be obtained by solving the
time-independent Schro¨dinger equation
  ~
2
2m
@2 (~r)
@~r2
+ V (~r) (~r) = E (~r) (3.1)
for a given potential V (~r). A very simple one-dimensional case of two regions,
where V (x) = 0, separated by a square-shaped potential barrier of height V0
and width d is shown in Fig. 3.1. Solving Eq. 3.1 in the regions left and right
of the barrier, where E>V0, one obtains standing waves with wave number
k =
p
2mE/~. In the classically forbidden region inside the barrier the solution
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Figure 3.1: Tunneling through a square po-
tential well: The amplitude of the wave
function (only the real part of  is plot-
ted) of an electron coming in from the left is
damped in the barrier region but still there
is a finite possibility of finding the particle
on the right.
V0
d
^
is an evanescent wave with decay length  =
p
2m(V0   E)/~. Matching the
solutions in such a way that (x) and d /dx are continuous at the edges of the
barrier yields the amplitude t of a wave which initially comes in from the left
after transmission through the barrier. For d  1 one finds
T = |t|2 = 16k
22
(k2 + 2)2
exp ( 2d). (3.2)
From the exponential dependence it is obvious that the probability for a particle
to “tunnel” through the barrier strongly depends on the width of the latter
[36, 37].
Having found this, it is not surprising that, even though the possibility that
an electron current could flow between to metals separated by an insulating
layer was considered already in 1930 [36], it took some more decades until the
first working metal-insulator-metal (MIM) tunnel junctions were presented by
J. C. Fisher and I.Giaever in 1959 [38]. Yet before, it was L. Esaki who managed
to study electron tunneling in a solid-state structure for the first time by inves-
tigating narrow semiconductor p-n junctions. Fisher and Giaever, instead, kept
focusing onMIM junctions and, finally, they were able to fabricate reproducible
Figure 3.2: Planar tunnel junction: Long before
the invention of the STM, tunneling measure-
ments were already performed using planar
tunnel junctions. The lower electrode is ther-
mally oxidized forming a thin insulating oxide
layer on the freshly evaporated metal. Subse-
quently, a crossing counter electrode is fabri-
cated [1].
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barriers of controlled thickness by exposing a freshly evaporated metal film to
atmosphere in order to form a native oxide layer and, afterwards, depositing a
crossing electrode on top [39] as depicted in Fig. 3.2.
Shortly after having demonstrated that a tunneling barrier can be success-
fully obtained as was just described, Giaever discovered that, when one elec-
trode of such a junction is made of Al or Pb, the I-U characteristic shows a
strong nonlinearity below the superconducting transition temperatures of these
materials [40]. In particular it was found that there is no current flowing at all
below an onset voltage U =  /e, where   is the energy gap of the super-
conducting electrode.1 Moreover it was discovered [40, 41] that the tunneling
current contains detailed information about the quasiparticle density of states.
“This discovery was to initiate a long and fruitful connection between tun-
neling and superconductivity, and to demonstrate the simplicity and elegance
of tunneling as a spectroscopic tool.” [36]. To date, tunneling experiments on
the superconducting quasiparticle density of states are considered as one of
the major confirmations of BCS and Eliashberg theory. In 1973, I. Giaever to-
gether with L. Esaki and B.D. Josephson2 were awarded the Nobel prize for
their work on tunneling phenomena in solid-state junctions.
3.1.2 Bardeen Model
The most extensively used theoretical model for the understanding of the tun-
neling process in solid-state structures is based on the Bardeen Transfer Hamil-
tonian approach [36, 42, 43] which originates in Oppenheimer’s time-depen-
dent perturbation theory. Instead of solving the Schro¨dinger equation for the
combined system one separates it into two independent subsystems as de-
picted in Fig. 3.3. The left and right electrode are described by the Hamiltonians
HL and HR, respectively, and can be solved for by the stationary Schro¨dinger
equation. The Hamiltonian of the full problem becomes
H = HL +HR +HT , (3.3)
where HT is the Bardeen Transfer Hamiltonian which accounts for the weak
coupling via the overlap of the wave functions inside the barrier region. Equa-
tion 3.3 can be read the following way: An electron in a state 'k on the left
side of the barrier feels the presence of the right electrode and the overlap as a
perturbation HP = HR + HT which allows for tunneling transitions to states
1This actually serves as the proof that tunneling is the only mechanism of charge transfer in these
junctions.
2Josephson set up the theory of Cooper pair tunneling in superconductor-insulator-
superconductor junctions and the resulting effects (dc and ac Josephon effect), which also were
confirmed shortly after one was able to produce the oxide tunneling barriers, but which are not
subject of this thesis.
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Figure 3.3: Bardeen Transfer Hamiltonian
approach: In contrast to the treatment of the
system as a whole in the exact description
(Fig. 3.1) the wave functions of the two elec-
trodes are described independently and the
tunneling probability is determined by the
overlap of the wave functions in the barrier
region.
V0
d
^R
^L
 q on the right. The transition rate can then be calculated from Fermi’s Golden
Rule [37]
wk,q =
2⇡
~ |Mk,q|
2  (Eq   Ek). (3.4)
Bardeen showed that the tunneling matrix element can be evaluated by inte-
grating a current density-like operator over a surface S lying in between the
two electrodes:
Mk,q = h q|HP |'ki =   ~
2
2m
Z
S
⇣
 ⇤q ~r'k   '⇤k ~r q
⌘
d~S (3.5)
This important result allows to calculate the transition probability in a tunnel
junction from the knowledge of the wave functions of the two individual elec-
trodes only.
In order to elucidate this formula a little bit more, it is now used to calculate
the transmission through the square potential barrier of Fig. 3.1 once again [44].
Due to the supposedly small transmission probability the states on both sides
are described by standing waves, rather than by traveling waves, each of which
is matched to a decaying function inside the barrier region the same way as
before. The states on the left side are thus
 L =
8><>:
cos(kx+  ), x < 0
g exp( x), 0 < x < d,
0, x > d
with g = k/
p
k2 + 2,   = arccos(g) (3.6)
and states  R on the right side are obtained by a similar expression with the
substitution x !  (x   d) and they are taken to be standing waves for x > d
and 0 for x < 0. In this easy one-dimensional case the transition matrix element
becomes
M /
✓
 ⇤R
@ L
@x
  ⇤L
@ R
@x
◆    
a
=
2k2
k2 + 2
 exp( d), (3.7)
26
3.1 Quantum Mechanical Tunneling of Electrons
where a is an arbitrary point inside the overlap region. After inserting this
result into Fermi’s Golden Rule one finds for the transition probability
T / |M |2 / 4k
42
(k2 + 2)2
exp( 2d), (3.8)
which is, apart from slightly different prefactors, the same result as found be-
fore by matching boundary conditions. Besides this educational example,
Eq. 3.5 provides also a convenient starting point for calculating the matrix el-
ement in the more realistic scenario of the scanning tunneling microscope in
Sec. 3.2.
The basic quantity in all tunneling experiments is the voltage-dependent tun-
neling current I(U).3 Unless the junction is biased, spontaneous tunneling in
both directions cancels. When a voltage is applied, however, the chemical po-
tentials of the electrodes are shifted with respect to each other and a net current
will flow which can be obtained by multiplying the Golden Rule by 2e taking
into account the charge of the electron and the two spin channels. Summing
over all initial and final states one finds
I =
4⇡e
~
X
k,q
⇣
f(Ek) (1  f(Eq))  f(Eq) (1  f(Ek))
⌘
⇥ |Mk,q|2  (Ek   (Eq   eU))
(3.9)
where f(Ek,q) = (1 + exp((Ek,q   EF )/kBT )) 1 is the Fermi function which
describes the occupation of the states at finite temperature and accounts for the
fact that tunneling can only take place from filled to empty states. Because of
the continuum of states the discrete sums have to be replaced by integrals and
with DL,R(E), the density of states of the left and right electrode, respectively,
the tunneling current becomes
I =
4⇡e
~
Z 1
 1
 
f(E   eU)  f(E) DL(E   eU)DR(E) |M(E,U)|2 dE. (3.10)
In the case of low temperature, the Fermi function can be approximated by a
step function and one obtains
I /
Z EF+eU
EF
DL(E   eU)DR(E) |M(E,U)|2 dE. (3.11)
This important result of Bardeen shows that, if it is assumed that the matrix
element does not change significantly in the interval of interest, the tunneling
3Although this thesis is written in English, the German convention of abbreviating the voltage by
U instead by V is retained since it does not lead to a confusion with the unit symbol V for volt.
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current is given by a convolution4 of the densities of states of both electrodes
[43] which lies at the heart of tunneling spectroscopy.
Before describing the details of tunneling spectroscopy in the last sections of
this chapter, the following one presents yet another groundbreaking invention
which is also based on electron tunneling: the scanning tunneling microscope.
3.2 Scanning Tunneling Microscopy
In the early years tunneling spectroscopy was restricted to junctions with a thin
insulating oxide layer as barrier. Vacuum tunneling between two metal elec-
trodes was demonstrated by Young et al. (1971) and by Teague (1978) [43]. Nev-
ertheless, it were G. Binnig and H.Rohrer who, in 1982, combined the mecha-
nism of bringing a metal tip so close to a sample that a tunneling current starts
to flowwith the possibility of scanning this tip over the sample surface in order
to get an atomically resolved image of the latter. For their invention of the scan-
ning tunneling microscope Binnig and Rohrer were awarded the Nobel Prize
in 1987.
As already mentioned before, there is a strong dependence of the tunneling
current on the width of the barrier, i. e. on the tip-sample separation. In the
case of true metal-vacuum-metal tunneling the barrier height is given by the
work functions of the metals, a typical value of which is   = 4 eV. Considering
Eq. 3.2 this implies that the tunneling current changes by almost one order of
magnitude when the distance between tip and sample is altered by 1 A˚.
By applying a voltage to piezoelectric transducers it is possible to position
the tip with picometer precision. In order to obtain an image of the sample sur-
face topography the STM is operated in the constant current mode. A feedback
loop acts on the z-piezo and adjusts the tip-sample separation such that the
measured tunneling current is equal to a reference value (“set point”) which
leads to an equilibrium z-position of the tip. As the latter is scanned over the
surface by applying appropriate voltages on the x- and y-piezos, the z-position
is readjusted by the feedback loop and thus it follows the topography of the
sample and an image of the latter is obtained from the corresponding voltage
at the z-piezo.
On non-homogeneous samples an STM image not only reflects the topogra-
phy because, as already seen before, the tunneling current not only depends on
the width of the tunneling barrier but also on the electronic density of states.
J. Tersoff and D.R.Hamann applied the Bardeen model (Eq. 3.5) to the geome-
try of the STM modeling the apex of the tip as a sphere with s-wave symmetry
4To be more precise, the current (in this notation) is given by the (mirrored) cross-correlation
function of the two DOS, but due to the similarity the term “convolution” is commonly used in
literature.
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Figure 3.4: Illustration of electron tunneling spectroscopy: (a) Electrons tunnel from the
left hand side normal metal electrode with constant density of states into a sample on
the right. The occupation probability may be smeared at finite temperature. By ramping
the voltage U the energy dependence of the DOS of the sample is probed. (b) A super-
conducting sample is represented by its mirrored quasiparticle DOS as a semiconductor
with the energy gap 2 .
which yields [45]
I(~r0, U) / DT (EF )
Z eU
0
DS(~r0, EF + ")d". (3.12)
The tunneling current is thus proportional toDT , the electronic density of states
of the tip, which is here taken to be constant around EF and to the integrated
local density of states (LDOS) of sample, DS , at the position of the tip. Accord-
ingly, an STM image is always a measure for the contour of constant integrated
density of states.
Since its invention the STM has become a widely used tool in surface science
as well as in solid-state physics in general because it not only allows to image
surfaces with atomic resolution but also to perform tunneling spectroscopy on
nanostructures.
3.3 Electron Tunneling Spectroscopy
3.3.1 Probing the Density of States of Metals and
Superconductors
The principle of electron tunneling spectroscopy relies on the dependence of
the tunneling current on the density of states of the two electrodes in a tun-
nel junction. Supposed that one is interested in the density of states of one
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electrode S (the sample) the differential conductanceG(U) is obtained from the
Bardeen model in the limit of low temperature (Eq. 3.11) to be
G(U) = dI/dU / |M |2DC(EF )DS(EF + eU), (3.13)
where the matrix element and the density of states of the counter electrode C
(tip) are assumed to be constant. The differential conductance is thus a direct
measure of the density of states of the sample as illustrated in Fig. 3.4(a).
The importance of electron tunneling spectroscopy in the field of supercon-
ductivity arises from the fact that this picture holds in exactly the same way for
quasiparticle tunneling. Even though quasiparticles are more complex objects,
the superconductor can be treated in the simple semiconductor model with the
energy gap 2  by mirroring the quasiparticle density of states (Eq. 2.9) at the
chemical potential as shown in Fig. 3.4(b) [7].
If the effect of finite temperature cannot be neglected Eq. 3.10 has to be ap-
plied. Taking the other assumptions as before the differential conductance then
reads
dI/dU /
Z 1
 1
DS(E)g(E   eU)dE (3.14)
and reflects a signal which is given by the convolution5 of the density of states
of the sample with g(x) =  @f(x)/@x, the derivative of the Fermi function.
It has roughly the shape of a Gaussian with a width of 3.4kBT , limiting the
energy resolution of tunneling spectroscopy.
When tunneling spectroscopy is performed in a STM setup, the feedback
loop is switched off, keeping a constant distance between tip and sample while
ramping the voltage. This can be done at distinct chosen positions on the sam-
ple surface after having taken an image of the latter. This kind of spectroscopy
is thus often referred to as scanning tunneling spectroscopy (STS). The first suc-
cessful STS measurements were published in 1986 by Feenstra et al. [46, 47]. A
further operational mode is to record the dI/dU signal simultaneously with the
image, which results in a map of the LDOS at the preset tunneling voltage. Es-
pecially if the STM is intended to be used for tunneling spectroscopy, one has to
care about the tip density of states. In Eq. 3.12 the latter was assumed to be con-
stant around EF which is unfortunately hard to achieve in reality. A common
method is to locally melt the apex of a tungsten tip yielding a rounder shape.
Such tips were shown to provide reproducible spectra [43]. In case of doubt
one has to repeat the measurement with different tip conditions (e. g. after a
cleaning pulse or a tip crash) in order to exclude tip effects.
In order to obtain a tunneling spectrum from the experiment, in principal,
one could record the I-U characteristic and subsequently calculate the the nu-
merical derivative. In general, however, this procedure does not yield satis-
5Actually, this is again the mirrored cross-correlation. If both functions are even it is however
identical to the convolution.
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factory results because of the noisy signal. Instead, the lock-in technique is
applied, which allows to largely improve the signal-to-noise ratio. By a lock-in
amplifier a small ac voltage U  cos(!t) is added to the constant tunneling bias
U0 causing the tunneling current to oscillate at the same frequency. Since the
additional signal is small one can expand the signal to a Taylor series
I(U0 + U  cos(!t)) ⇡
I(U0) +
@I
@U
    
U0
U  cos(!t) +
1
2
@2I
@U2
    
U0
(U  cos(!t))
2 . (3.15)
The component oscillating with cos(!t) is thus proportional to differential con-
ductance. The lock-in amplifier now multiplies the incoming signal of the tun-
neling current with the reference signal of the internal oscillator and subse-
quently sends it through a low-pass filter. Thus, all components with different
frequencies are suppressed and the derivative of the current can be extracted
with high quality. A possible phase shift between the current and the refer-
ence signal arising from capacitive and inductive components of the circuitry
has to be accounted for by adjusting the phase of the reference appropriately in
order to get the maximal output signal. In the present study this was usually
achieved by withdrawing the tip from the tunneling contact and then regulat-
ing the phase such that the output signal vanished.
A drawback of the lock-in technique is that the energy of the tunneling elec-
trons is further smeared of due to the modulation voltage which leads again to
a reduced energy resolution. If a high resolution is required, usually the modu-
lation voltage is thus chosen small enough in order to not overcome the effect of
temperature. Though the lock-in signal is proportional to the differential con-
ductance, its absolute magnitude cannot be obtained from such a measurement
but has to be reconstructed from the I-U curve. For the sake of convenience the
dI/dU spectra are thus commonly given as the lock-in signal in arbitrary units.
Besides the “1f” mode, as obvious from Eq. 3.15, there exists also the possibil-
ity to directly measure the second derivative of the tunneling current (“2f”) by
setting the reference frequency to 2! since cos2(!t) / cos(2!t), which is mainly
used in inelastic tunneling spectroscopy.
3.3.2 Inelastic Electron Tunneling Spectroscopy
The study of inelastic electron tunneling began in 1966 when R.C. Jaklevic and
J. Lambe studied planar Al-oxide-Pb junctions applying the second derivative
technique in order to see very small features in the electrical properties. They
found peaks corresponding to changes in the conductance of about 1% at cer-
tain voltages characteristic of vibrational frequencies of molecules contained
in the barrier. Thus it was concluded that these features are due to inelastic
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Figure 3.5: Principle of inelastic electron tunneling spectroscopy: (a) In addition to the
elastic tunneling current (blue) an inelastic current flows via an additional channel (red)
that opens as soon as the applied voltage is high enough in order to provide sufficient
energy for exciting a boson of given energy ~!0 in the sample. The conductance in-
creases suddenly at this threshold resulting in a step in the dI/dU spectrum (b). Due
to the symmetry of electron and hole tunneling a step also appears at the same energy
on the negative bias side. The characteristic signature of inelastic tunneling is thus an
antisymmetric dip-peak pair in the corresponding d2I/dU2 spectrum (c).
electron-molecule interactions in the tunneling [48]. After realizing the spec-
troscopic abilities of this effect it was referred to as inelastic (electron) tunnel-
ing spectroscopy (ITS or IETS). As elastic tunneling spectroscopy, nowadays,
this concept is also widely used in combination with the STM. The applications
range from the vibrational spectroscopy of single molecules on surfaces [49] to
the study of magnetic excitations of individual atoms or clusters [50–52]. Addi-
tionally, though rarely, there are also studies on collective excitations like spin
waves (magnons) [53, 54] as well as on phonons in graphite [55]. However, no
reports on the examination of phonons in superconducting materials by means
of STM-IETS could be found in the literature.
The principle of IETS is sketched in Fig. 3.5(a). In direct elastic tunneling
(blue) an electron tunneling from the Fermi level of the left-hand electrode ar-
rives at a final state of energy eU above the Fermi level in the right-hand elec-
trode which is considered as the sample of interest for instance. If there are
other modes, e.g. localized vibrations or phonons of frequency !0, present in
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the sample electrons are able to interact with them and more complicated final
states including the excitation play a role. This starts to happen at eU = ~!0
where the electrons are just provided sufficient energy in order to end up at an
unoccupied state above the Fermi level after having lost some of their energy
when performing an excitation.
When the additional tunneling channel opens, the tunneling probability sud-
denly increases resulting in an upward step of the differential conductance at
eU = ~!0. As the change is fairly small, it is quite common to record not the
first but the second derivative of the tunneling current with respect to the volt-
age6. In the resulting spectrum a peak appears at the voltage corresponding to
the energy of the excitation [56].
If the junction is biased the other way round and electrons tunnel from right
to left (sample to counter electrode) a similar argument holds, albeit tunnel-
ing takes place first and the residual hole is filled with an electron from a
higher energy level under emission of an excitation. This process appears from
eU =  ~!0 on, also causing a step there and a dip in the second derivative.
The appearance of a dip-peak pair, antisymmetric about U = 0, is therefore a
characteristic fingerprint of an inelastic tunneling process. It is thus justified to
consider the average of the positive and the negative bias side in terms of the
even conductanceGeven(U) = 1/2(G(U)+G( U)) or, accordingly, the antisym-
metrized second derivative of the tunneling current 
d2I
dU2
!
antisym
(U) =
1
2
 
d2I
dU2
(U)  d
2I
dU2
( U)
!
(3.16)
in order to extract inelastic features [36].
As in the case of elastic tunneling spectroscopy, the energy resolution of IETS
is limited by the energy distribution of the tunneling electrons due to the finite
temperature and the applied lock-in technique. The measured second deriva-
tive of the tunneling current is thus given by a convolution of the intrinsic sig-
nal with the broadening functions  (T ) and  (Umod) [57]. Since the shape of
both functions is close to Gaussians with full widths at half maximum (FWHM)
of 5.4kBT and 1.7eUmod,7 respectively, they can be replaced by one Gaussian,
the FWHM of which is given by
  =  E =
p
(5.4kBT )2 + (1.7eUmod)2. (3.17)
6 In the early experiments, due to technical measurement reasons, often d2U/dI2 was determined
instead of d2I/dU2. Because of the relation d2U/dI2 =  (dU/dI)3(d2I/dU2), where dU/dI
may be considered as a constant in the interval of interest, the spectra of both second derivatives
are qualitatively comparable [56].
7The modulation voltages stated in this work are root mean square values (Umod = U ,rms =
U /
p
2).
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Accordingly, the energy resolution depends linearly on the temperature. As
an example,  E = 0.37meV at 800mK without any modulation and becomes
 E = 0.93meV if Umod = 500µV. Decreasing the modulation further, how-
ever, results in a worse signal-to-noise ratio which has to be countered by an
increased measurement time. Thus, in consideration of the respective temper-
ature, an appropriate compromise has to be found.
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3.4 Boson Signatures in Tunneling Spectra
3.4.1 Phonon Signatures in the Superconducting State
Only very shortly after Giaever succeeded in experimentally accessing the en-
ergy gap in the quasiparticle density of states of superconducting Pb in a tun-
neling experiment [40], upon further cooling the junction below 1K, he ob-
served additional fine structure on the decaying edges of the quasiparticle peaks
[23, 38]. His experimental result for a Pb/MgO/Mg tunnel junction is shown in
Fig. 3.6(a). As explained in Sec. 2.2.3, the “wiggles” deviating from the smooth
BCS shape reflect the energy-dependent gap function affected by the phonons
as consistently described by Eliashberg strong-coupling theory [58]. It is there-
fore possible to investigate electron-phonon coupling via tunneling in a super-
conductor.
A semi-empirical method in order to obtain the Eliashberg function ↵2F (!)
and the Coulomb pseudo potential µ⇤ was proposed by W.L.McMillan and
J.M.Rowell [9]. It is basically an inversion algorithm allowing to fit the Eliash-
berg function to tunneling data. Starting from a guess function for ↵2F (!) and
a value for µ⇤ chosen to yield the experimental value of  0, the McMillan gap
inversion algorithm solves the Eliashberg equations and compares the resulting
quasiparticle density of states with the measured one. By numerically minimiz-
ing a corresponding functional derivative, iteratively the best form of ↵2F (!)
is found. Fig. 3.6(b) shows the Eliashberg function obtained by McMillan and
Rowell applying their method to their tunneling data of a Pb/I/Pb junction.
Very often, as in the case of inelastic tunneling spectroscopy, the second
derivative of the tunneling current is recorded in order to obtain clearer sig-
nals. The most prominent feature produced by a single phonon mode at !0
in the quasiparticle density of states of a superconductor is a strong decrease
very close to !0+ 0 (refer to Fig. 2.5). Thus, a measurement of d2I/dU2, when
tunneling in the superconducting state of a real material with a general phonon
density of states, will reveal dips on the positive bias side near its characteristic
energies (van Hove singularities) shifted by the value of the energy gap and
corresponding peaks on the negative bias side. The behavior is thus reversed
with respect to the features expected from inelastic tunneling. Furthermore,
since the strong-coupling phonon features stem from the energy dependent gap
function, their intensity is expected to decrease and to vanish with supercon-
ductivity, e. g. upon heating.
The results obtained from the McMillan inversion algorithm can be used in
order to calculate the critical temperature [24]
Tc =
⇥D
1.45
exp

  1.04(1 +  )
   µ⇤(1 + 0.62 )
 
, (3.18)
where⇥D is the Debye temperature and   is the electron-phonon coupling con-
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stant, which is defined as
  := 2
Z
d!
!
↵2F (!) (3.19)
and corresponds roughly to D(EF )V0 of the BCS theory.
FollowingMcMillan’smethod tunneling spectroscopy using planar junctions
was analyzed in order to study phonon-mediated superconductivity in all rel-
evant elementary superconductors as well as in numerous superconducting al-
loys and wide agreement proofed that Eliashberg theory is an excellent quan-
titative description of conventional superconductivity [59]. However, STM ex-
periments explicitly focusing on strong-coupling effects in conventional super-
conductors and the poof of the, admittedly expectable, transferability of the old
concepts to the geometry of the STM are not available. Corresponding phonon
signatures observed in STM tunneling spectra of lead islands were rather men-
tioned incidentally [60]. Anyhow, by considering complicated renormalization
effects in the electronic properties of the superconducting state, this way of at-
taining the Eliashberg function is rather indirect.
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Figure 3.6: Phonon signatures in the tunneling spectrum of Pb: (a) Normalized differen-
tial conductance of a Pb/MgO/Mg tunnel junction (orange) exhibiting deviations from
the BCS form (blue) marked by arrows. Data from [23]. (b) Eliashberg function of Pb
extracted by the McMillan gap inversion algorithm from a similar tunneling measure-
ment. Curve from [9].
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3.4.2 Phonon Signatures in the Normal State
Since phonons and their interactions with electrons are not an exclusive prop-
erty of the superconducting state, inelastic tunneling spectroscopy on metals
in their normal state provides an alternative approach to the study of electron-
phonon coupling. Indeed, again using planar tunnel junctions, this kind of
experiments were performed around 1970 on various materials, not restricted
to the ones that become superconducting in this case, but, due to the strongest
electron-phonon coupling, oncemore it was leadwhich recievedmost attention
[57, 61–63]. A magnetic field, larger than the critical field of the respective ma-
terial, was commonly applied in order to suppress superconductivity because
the alternative, working above the transition temperature, would have resulted
in a loss of energy resolution [62]. Even though, in qualitative consistency with
results from neutron scattering, inelastic tunneling spectroscopy on the nor-
mal state revealed clear signals of phonons it led a shadowy existence facing
the highly praised McMillan analysis of tunneling in superconductors. This is
probably partially due to the fact that the quality of spectra obtained from nor-
mal metal tunneling at that time was indeed excelled by superconducting tun-
neling. It was therefore concluded that the first is only a cruder measure of the
phonon density of states compared to the latter [62]. Furthermore, due to the
composition of the planar tunnel junctions, in order to interpret the data, one
had to consider effects of tunneling electrons interacting with impurities in the
oxide barrier or the oxide itself. Many of the theoretical models are thus com-
plicated by explicitly taking into account such barrier effects. A true vacuum
barrier, which became feasible thanks to the STM geometry, however, allows to
confine the consideration to the effects in the electrodes.
Concerning the interpretation of IETS data of planar junctions with regard
to electron-phonon processes in one of the electrodes, inconsistent results were
published. While many authors agree in general that a tunneling spectrum
reflects the phonon density of states of the electrode of interest to some ex-
tend [57, 64, 65], there is no consensus in literature about the relationship be-
tween the d2I/dU2 signal and the Eliashberg function. The expression found
in the textbook about tunneling spectroscopy by Wolf [36] traces back to work
of Adler et al. [64]. This multichannel theory of inelastic electron tunneling
relates the second derivative of the tunneling current to ↵2F (!) but includes
a kinematic factor which prevents a direct identification. Another theoretical
study on inelastic processes in tunneling electrodes by Taylor [65] disagrees
with some of the conclusions of Adler et al. Especially it does not comprise
a kinematic factor but states that, under some assumptions on the momentum
transfer, the differential conductance is proportional to⌃Im, the imaginary part
of the bulk electron-phonon self-energy in the normal state, which is related to
the Eliashberg function [59].
In the light of this controversial situation, inelastic tunneling in a normal
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metal in presence of electron-phonon interaction was reconsidered. Based on
an approach using Green’s functions the elastic and inelastic contribution to the
tunneling current were calculated analytically [66]. First, this calculation con-
firms, that phonon induced self-energy effects do not affect the elastic channel.
Because the ratio of the acoustic velocity and the Fermi velocity is small, the
normal state self-energy is only weakly dependent on momentum (Migdal the-
orem, [15]) and drops out after integrating the fermionic dispersion. Secondly,
the calculation reveals that
d2I
dU2
     
eU0=~!
/ Gel ↵2F (!), (3.20)
which holds under the assumption that the Fermi surfaces as well as the Fermi
velocities of both electrodes (tip and sample) are similar. This restriction arises
from the fact that one of the two surface integrals in the definition of the Eliash-
berg function (Eq. 2.18) has to be carried out over the Fermi surface of the
tip. The present calculation was performed assuming momentum conserva-
tion in the tunneling process. Since translational symmetry perpendicular to
the tunneling barrier is broken, momentum in this direction, however, does not
have to be conserved. In the calculation this would lead to a further averaging
over momentum which might weaken the assumptions on the Fermi surfaces.
Gel = (4⇡e2/~)|Mel|2DT (EF )DS(EF ) is the elastic conductance of the tunnel-
ing junction where the electronic densities of states and the matrix element are
supposed to be constant around the Fermi level.
As the electronic density of states in a superconductor is strongly non-con-
stant around EF it becomes evident that the study of real phonon emission by
inelastic tunneling spectroscopy is only possible in the normal state. Further-
more, the inelastic signal is weaker since, according to Taylor [65], the inelastic
scattering coefficient is given by |Mkk0 |2 = |Mel|2|↵kk0 |2 and is thus reduced
by the probability of an electron interacting with a phonon. The coefficient
 contains information about the dimensions of the electrodes and about the
characteristic interaction length of electron-phonon coupling. Since, especially
the latter, cannot be attained from a STM measurement, a determination of the
absolute scale of ↵2F (!) is not feasible.
To summarize the main result: If the electronic densities of states are flat
and Fermi surface effects can be neglected, it is evident from Eq. 3.20 that in-
elastic tunneling spectroscopy provides a direct measure for the shape of the
Eliashberg function. The second derivative of the tunneling current will thus
show peaks at the energies of van Hove-singularities on the positive bias side
and similar to the case of a discrete excitation the signal is point symmetric
with respect to zero voltage. Since the derivative of the imaginary part of the
electron-phonon self-energy is proportional to ↵2F (!), the present conclusion
is in agreement with the work of Taylor [65].
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While the STM was introduced almost 30 years ago, still to date no experi-
ments on the inelastic excitation of phonons in conventional superconductors
are reported in literature. Even though the general advantage of the vacuum
barrier ruling out any possibility of coupling of electrode phonons to those in
the oxide barrier was emphasized [65] corresponding experiments were, so far,
only performed on graphite [55, 67]. In this sense, there seems to be a missing
link in order to properly discuss hints for bosonic modes observed in tunneling
spectra of unconventional superconductors by STM.
3.4.3 Hints for Bosons in Tunneling Spectra of
Unconventional Superconductors
In recent years, reports on the observation of dip-hump signatures outside the
gap in tunneling spectra obtained by STM measurements on different cuprate
[68, 69] and iron-based [70] unconventional superconductors were published.
Though there are also attempts of explaining these signatures by band-struc-
ture effects, many authors interpret them as manifestation of a bosonic mode
similar to strong-coupling effects in conventional superconductors [71, 72]. Fo-
cusing again on the iron-based materials, Fig. 3.7 shows a tunneling spectrum
of Ba0.6K0.4Fe2As2 as an example. At energies greater than  the measurement
clearly deviates from the provisionally assumed BCS form in a very similar
way as in the case of conventional strong-coupling superconductors. Also in
angle-resolved photoemission spectroscopy in a K-doping dependent study on
the same material an anomalous second feature was observed [73, 74].
In contrast to conventional superconductivity, in all studies of this kind on
unconventional superconductors it was supposed that the origin of the bosonic
mode are spin excitations rather than phonons. This hypothesis is based on the
consistence of the mode energy extracted from the tunneling spectrum with
the energy of spin excitation measured by inelastic neutron scattering. Addi-
tionally, the variation of the mode energy and intensity with the local super-
conducting gap was regarded as strong hint that this mode is closely related to
superconductivity [69, 71, 72].
The observation of fine structure in tunneling spectra in these recent experi-
ments and its interpretation as spin excitations is already very interesting with
respect to the identification of the pairing glue in unconventional supercon-
ductors. However, an examination of these effects in the more direct way as
excitations in the normal state, which has not been reported in literature yet,
would certainly be able to provide further insight. Driving an unconventional
superconductor into the normal state by the application of a magnetic field,
however, is unfortunately impossible since the corresponding values ofBc2 are
inaccessibly high. For example, Bc2 = 43T for Ba(Fe0.9Co0.1)2As2 [75]. The al-
ternative of performing the experiments above the respective critical tempera-
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Figure 3.7: Differential conductance of Ba0.6K0.4Fe2As2. Outside of the energy gap the
spectrum exhibits a hump-dip structure around ±22mV deviating from a provisional
BCS fit (blue line). Adapted from [71].
ture, occasionally very high, might not provide the necessary energy resolution.
Since unconventional superconductors are usually of type-II, a loophole might
consist in considering the normal state in the center of a vortex, which can be
approached thanks to the unique capabilities of the STM. To give an indication
of the required magnetic field, Bc1 is less than 100mT for Ba0.6K0.4Fe2As2 [76],
which is relatively small and easily accessible.
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4 Experimental Setup and
Methods
The experiments of this work were all performed with a Joule-Thomson low-temperature
STM (JT-STM) which was built at Physikalisches Institut in the group of W.Wulfhekel
and described in detail by L. Zhang [77, 78]. Together with the technical requirements
on the experimental setup this chapter gives an overview of its actual realization and,
furthermore, it explains the equipment for and methods of sample and tip preparation.
4.1 Requirements on the Experimental Setup
4.1.1 Setup and Control of a STM
As already explained in Sec. 3.2 the tunneling current is sensitive to changes in
the tip sample separation of the order of one-hundredth of a nanometer. That
is why the distance, which is typically around 1 nm, has to be stabilized with a
precision of less than 1%. This is achieved by a multi-stage damping system.
First, the whole setup is supported by active air-damping system. Secondly,
the STM body itself, which is very rigid providing a high resonance frequency,
hangs freely on springs. Even though additional eddy-current damping using
permanent magnets is prohibited by the intention of performing experiments
on the magnetic field dependence, the STM is effectively isolated from vibra-
tions of the building and the variation of the tip-sample separation is reduced
to a few picometers. Under these conditions it is possible not only to image
single adsorbates on a substrate but also the atomic structure of a single crystal
surface itself.
Of course, one has to be able to control the position of the tip with angstom
precision above the surface. This is accomplished by a single piezoelectric
cylindrical tube scanner allowing the motion of the tip in all three degrees
of freedom. The necessary voltages are supplied by a Nanonis STM controller
which is operated via a corresponding computer program. The latter provides
all the functionality for taking topographic images and performing tunneling
spectroscopy at chosen positions. Further, the STM includes additional piezo-
electric slip-stick motors allowing a coarse motion in the millimeter to sub-
micrometer range of the tip in z-direction, especially needed in order to bring
the tip close to tunneling contact after inserting a new sample. A first rough ap-
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bottom of LHe tank
 reservoir for condensed mixture
STM body
superconducting coil
preparation chamber
STM chamber
connecting block 
for the high Tc 
current lead
Figure 4.1: Technical drawing of the experimental setup: The full view [77] shows the
preparation chamber and the STM (measurement) chamber. The inset magnifies the
STM below the reservoir for the condensed mixture. The latter is mounted with hardly
any thermal connection to the bottom of the LHe bath cryostat via stainless steel joints.
The superconducting coil and its connections were redesigned as a part of the present
work. Springs, wires and capillaries are omitted in the drawing for clarity.
42
4.1 Requirements on the Experimental Setup
proach is controlled by checking the capacitance between tip and sample since
no appropriate optical access is possible.
Finally, another slip-stick motor allows to change the sample position later-
ally, for example if the area accessible by the tube scanner (typically around
1µm2) should be changed during the experiment. A view of the STM in its
immediate surrounding is depicted in the magnified inset of Fig. 4.1 showing a
technical drawing of the experimental setup.
The resistance of a STM contact is usually of the order of mega- to gigaohms.
This leads to rather small currents of about 10 pA to 10 nA when a typical volt-
age of several millivolts up to a few volts is applied. In order to measure the
small currents a Femto transimpedance amplifier (current to voltage converter)
with a variable gain of 102V/A to 1010V/A is used that converts the current
into a conveniently measurable voltage. It inherently acts as a low-pass filter
with the bandwidth depending on the amplification. When performing tun-
neling spectroscopy, this has to be considered when setting the modulation fre-
quency at the lock-in amplifier.
The voltage interval of interest for examining the energy gap in the super-
conducting quasiparticle density of state as well as the boson signatures is a
few millivolts around zero. In order to reduce the influence of electrical noise
at these small voltages, a 1/100 voltage divider is inserted regularly in the cir-
cuitry.
4.1.2 Ultra-High Vacuum
In order to obtain meaningful results on the intrinsic properties of a sample
from tunneling spectroscopy it has to be conducted ideally on its clean, conta-
minant-free surface. Therefore the preparation and execution of all experiments
have to take place under ultra-high vacuum (UHV). This becomes clear imme-
diately from the fact that, at ambient conditions, it only takes 3.6⇥ 10 6 s until
the sample surface is covered by one monolayer of adsorbates. Only if a pres-
sure below 10 9mbar is reached this time is extended to more than one hour
[79]. Thus, only in UHV there is enough time for the preparation and the ex-
amination since the latter may regularly last about one week.
To achieve the desired conditions all the experimental devices are placed in-
side stainless steel chambers which are evacuated by different pumps. A rough
vacuum is set up by a rotary pump which also provides the pre-vacuum nec-
essary for the operation of second step turbo molecular pumps (TMP). Due to
their high pumping speed, they are used to evacuate a chamber after it was
vented, but also during preparation steps where larger amounts of gas have
to be pumped. Since turbo molecular pumps cause mechanical noise at their
turning frequency of about 1 kHz they severely disturb STMmeasurements and
are therefore turned off during the experiments. The UHV is then maintained
by ion getter pumps which do not possess any moving parts. Additionally, a
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titanium sublimation pump can be applied to further improve the pressure. A
base pressure of around 1 ⇥ 10 10mbar is reached in the used setup, where
Bayard-Alpert hot-cathode ionization gauges are used to monitor the pressure
[80].
As depicted in Fig. 4.1, the setup is divided into a STM chamber and a prepa-
ration chamber, in order to avoid the necessity of venting the whole system
in case of repair which has to be followed by a time-consuming bake-out pro-
cedure. Further, the sub-division allows sample preparation without affecting
the pressure in the STM chamber. This is especially necessary because in the
STM chamber the large, extremely cold surfaces of the cryostat to be described
below act as a very efficient cryogenic pump. An additional load-lock chamber
for easy insertion of new samples is installed as well. Inside the vacuum sys-
tem, the transfer of samples, tips, and filaments, all mounted on standardized
15x15mm plates, is carried out by transfer rods and mechanical hands. Fur-
ther, there are storage facilities to keep several samples at a time under UHV
conditions.
4.1.3 Low Temperatures
Besides the fact that superconductivity can only be studied below the critical
temperature of the respective sample, low temperatures are also required to
provide the necessary energy resolution for resolving boson signatures in tun-
neling spectroscopy. As they may appear well below 10mV, temperatures be-
low 1K are needed (see Sec. 3.3.2). The JT-STM provides a base temperature
below 800mK which is achieved by a Joule-Thomson stage. A liquid helium
bath cryostat, which is surrounded by a tank filled with liquid nitrogen in or-
der to increase the standing time for helium up to more than one week, is used
to reach 4.2K. With only minute thermal connection to the helium tank, a reser-
voir of 10ml is installed, which is connected to a closed cycle through which a
mixture of 4He and 3He is pumped. Right in front of the reservoir there is a thin
capillary of an inner diameter of 90µm [77] separating the high from the low
pressure side. As a liquid, the mixture reaches the small reservoir where the
reduction of the vapor pressure below 1mbar results in a boiling temperature
around 800mK [81]. The STM body is thermally anchored directly at this reser-
voir pot. Temperature control is accomplished by measuring the resistance of a
commercial ceramic zirconium oxynitride (CERNOX) [81] temperature sensor
mounted at the STM body. A time-consuming difficulty of low temperature
STM experiments is the fact that one has to wait until the sample has reached
equilibrium base temperature which takes several hours. The thermal contrac-
tion during cool down results in strong thermal drift preventing any STMmea-
surements apart from very crude first checks.
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4.1.4 Superconducting Coil
In order to suppress superconductivity, at least partially in the case of uncon-
ventional superconductors, high magnetic fields of several tesla are desired.
Concerning the low-temperature setup, such fields have to be produced nec-
essarily by a superconducting coil. However, commercial coils, produced by
standard procedures, are not compatible with UHV conditions and therefore
custom-made coils using appropriate materials have to be employed. Mainly
aiming at the enhancement of the maximal field, a redesign of a previously in-
stalled coil, which was only able to reach 1T, and the fabrication of a new coil
was part of the present work.
Among the requirements on the correct operation of a superconducting coil
are its mechanical stability in order to structurally withstand large magnetic
stress and its thermal stability. The JT-STM setup requires a split-coil design
which allows to access the STM placed near the geometrical center of the coil.
The force between the two winding sections separated by 35mm corresponds
to several tons of weight. The necessary mechanical stability is achieved by a
bobbin which is made of massive aluminum filling the whole volume in be-
tween the two sides except for an access opening in front. Thermal stability is
very important since, when parts of the superconductingwire become resistive,
the magnet should be able to tolerate the resulting heat to some extent in order
to prevent a “quench”, the process of a magnet totally losing superconductivity
[82]. However, the necessary cooling is hard to achieve in a dry-magnet design
where it is not put directly into liquid helium but mounted inside UHV. There-
fore, the installation requires massive copper connections between the coil and
the helium tank (see Fig. 4.1). Furthermore, the bobbin as well as the glue used
to fill the remaining space between the windings have to be good thermal con-
ductors.
The risk of “quenching” a superconducting magnet can be minimized by
generally designing it to operate at a current which is only 5070 % of its max-
imum possible current [83]. Therefore, in the redesign, a thicker NbTi wire
(Supercon54S43, [84]) with a bare diameter of 0.3mm was used which pro-
vides higher stability due to a larger ratio of the copper matrix to supercon-
ducting filaments (1.3/1) and a higher critical current. Its dependence on the
magnetic field is illustrated in Fig. 4.2(a). A “quench” will be initiated at lo-
cations of strongest local magnetic field, since there the critical current of the
wire is reached first. Figure 4.2(b) shows a finite-elements simulation of the
magnetic field distribution of the redesigned magnet, which also possesses in-
creased dimensions thus optimizing the usage of the available space as far as
possible. The ratio of the magnetic fields at the position of the sample close
to the center and at the position of maximum field at the inner diameter of
the winding sections, as marked in Fig. 4.2(b), is 68%. The corresponding load
lines are given in Fig. 4.2(a). One finds the maximal possible current from the
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Figure 4.2: Redesign of the superconducting magnet: (a) Critical current Ic(B) of the
used NbTi wire (blue, dashed) [85] and its 50% safety values (blue, straight) together
with the load lines at the position of the sample (red) and at the position of maximum
field (orange) as marked in (b), a finite-elements simulation of the magnetic field distri-
bution. The winding sections are highlighted in the superimposed technical drawing.
interception of the load line at the position of maximum field with the Ic(B)
curve of the wire. Considering the load line at the position of the sample, the
maximum field would be 4.7 T at Imax = 53.3A. However, keeping the safety
margin of 50%, one finds 3.6 T at 40.3A.
The new NbTi wire has a diameter of 0.34mm including the insulation [85].
Compared to the previous coil, this resulted in less windings. In the manufac-
turing process, around 5600 windings on either side could be achieved corre-
sponding to a fill factor of 77%, the ratio of the cross-section of all windings
to the total cross-section1. For stabilization against conductor motion the void
in between the windings was filled by UHV compatible, thermal conductive
Epotek H77S glue. However, the winding sections are not glued to the coil
form itself, but are “floating” on separating teflon sheets ([83], p. 412).
Since there are less winding in the new coil, higher load currents than be-
fore are needed. In order to afford the increased currents, it was necessary to
redesign the electrical input lead. This is made from a high-temperature super-
conductor material to minimize additional heat conduction and thus to keep
the long standing time of liquid helium, which could not be achieved using a
1The fill factor of a hexagonal close-packed winding would be 90.7%. In the present coil this
ordered configuration is only maintained during the first few layers. The rest was accomplished
in the so-called “wild winding”. In total, the achieved fill factor is very close to 78.5%, the one
of cubic close-packed configuration.
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standard copper lead.
After the installation of the new coil in the experimental setup it was tested
up to fields of 3 T, which can now be reliably applied for the experiments. The
bottleneck, at present, is the high-temperature superconducting current lead,
which has to be accounted for by reducing the temperature of the liquid nitro-
gen reservoir below 77 K using an additional pump.
4.2 Facilities for in situ Sample Preparation
4.2.1 Sputtering and Annealing
Contamination free surfaces of single crystal samples are best suited for STM
measurements. Commonly, they are obtained by a standard procedure con-
sisting of Ar+ sputtering followed by annealing at high temperature [79]. The
preparation chamber is equipped with all devices and facilities needed to clean
samples and to check their surface quality. A sputter gun allows to shoot Ar+
ions with a kinetic energy of more than 1 kV onto the sample under an inciden-
tal angle of 45   with respect to the sample surface thus removing the topmost
layers within a time of around half an hour. The resulting corrugation is subse-
quently smoothened by an annealing step where the sample is heated from the
back by electron bombardment. For this purpose, the head of the manipulator
provides a second slot carrying a filament which provides thermal electrons.
By applying a voltage between the filament and the sample of up to 1000V,
the electrons are accelerated towards the sample. The heating process is con-
trolled by various single band or more advanced two color ratio pyrometers,
depending on the temperature range of interest. While in case of samples that
were just exposed to air, several cleaning cycles are necessary, only one may
be enough if the sample was stored in vacuum. In order to examine the qual-
ity of the sample surface the preparation chamber provides a combined LEED
and AUGER device allowing to unravel the crystal structure of a surface by
low energy electron diffraction (LEED) and its chemical composition by Auger
electron spectroscopy, respectively.
The performance of the sputtering and annealing procedure strongly de-
pends on the nature of the sample. While satisfactory results are quite eas-
ily obtained for copper, a clean surface of niobium is much harder to achieve
(see Sec. 5.2). Since annealing is not able to recover flat surfaces after sputter-
ing silicon, a purely thermal treatment has to be chosen in this case. Due to
the complicated crystal structure of unconventional superconducting materi-
als the method introduced before completely fails and clean surfaces have to
be obtained from in situ sample cleavage, details of which will be described in
Sec. 7.2.
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4.2.2 Molecular Beam Epitaxy
Lead islands on copper were also fabricated in the preparation chamber by
molecular beam epitaxy (MBE) from an evaporation source in which the metal
to be deposited is heated by electron bombardment from a concentric tungsten
filament. During evaporation a certain gas density is established by sublima-
tion. A specific ratio of the atoms is ionized and the corresponding current to a
flux electrode can be used to calibrate the deposition rate [86]. The latter can be
adjusted by setting the filament current and the high voltage accordingly and
is of the order of one atomic layer per minute. Thanks to water cooling of the
surrounding parts in the source, the base pressure in the chamber is almost un-
affected during operation of the MBE source guaranteeing very pure structures
on the sample.
4.2.3 Preparation of STM Tips
In all experiments an electrochemically etched tungsten wire is used as STM
tip. After insertion into UHV, tips are generally treated by several cycles of Ar+
sputtering and flash-annealing by electron bombardment at 1 kV and emission
currents up to 50mA. This procedure removes contaminations and oxides from
the freshly etched tip. The flash-annealing also results in local melting of the
tip end which then has a larger radius after recrystallization. Such tips were
empirically found to be well suited for tunneling spectroscopy [43]. However,
when imaging sharp and high steps, for example the border of a three dimen-
sional islands, a rather wide tip apex results in multiple tip features and may
complicate the interpretation of topographical images, especially in case of a
high island density. If necessary, tip treatment can be repeated in situ since the
JT-STM setup allows easy tip exchange and trasnfer.
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After the theoretical background and the idea for the experimental approach to the
electron-phonon coupling were discussed in the previous chapters, now the STM study
of a niobium single crystal is presented. First, a motivation for the choice of this system
is given by summarizing existing results. The necessary preparation steps in order to
obtain a surface quality appropriate for a STM study are explained before the results
regarding phonon signatures in tunneling spectra of the superconducting as well as of
the normal state are presented. Since the latter was achieved by applying a magnetic
field, its effects on the sample are discussed in some detail.
5.1 Motivation
As can be seen from Tab. 5.1, which lists the relevant properties of niobium, the
transition temperature is TC = 9.2K being the highest value among the ele-
mental superconductors. The pairing mechanism is by conventional phonon-
mediated coupling. The superconducting energy gap is  0 = 1.45 eV resulting
in a ratio of 2 0/kBTC = 3.66, which is only a little higher than the BCS value
of 3.53 and thus niobium is among the weak to intermediate coupling super-
conductors.
Nevertheless it is possible to observe fine structure in the tunneling con-
ductance of superconducting niobium reflecting the electron-phonon coupling.
Figure 5.1(a) shows the result of Bostock et al. [90] on a planar Nb-NbO-In tun-
nel junction. In agreement with Eliashberg theory dips are observed at around
18meV and 25.5meV. These dips are thus very close to the energy of van
Hove singularities in the phonon density of states at 15.5meV and 24meV
stemming mainly from the transversal and longitudinal phonon modes, re-
spectively, shifted by the sum-gap value  0,Nb +  0,In ⇡ 2meV. From this
experiment, using McMillan’s inversion algorithm, the authors subsequently
extracted the Eliashberg function presented in Fig. 5.1(b). The accordance with
the phonon density of states from neutron-scattering [91] is striking. Only the
height of the longitudinal peak is smaller, probably indicating a reduced elec-
tron coupling to longitudinal modes.
Although the shape of the Eliashberg function obtained by Bostock et al.
clearly is accurate, the extracted values for   and µ⇤ deviate substantially from
the expectation, especially µ⇤ which is negative. Before, in 1971, Shen, who was
the first to report Nb tunneling data [92], found the same inconsistency. It was
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property value reference
Tc 9.2K [7]
 0 1.45meV (1.56meV) [7] ([87])
2 0/kBTc 3.66 [7]
⇠GL 106 nm [7]
 L 85 nm [7]
 0.8 [7]
Bc1 184mT at 0.8K [88]
Bc2 376mT at 0.8K [88]
crystal structure bcc [89]
lattice constant 330 pm [89]
Table 5.1: Summary of relevant physical properties of Nb.
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Figure 5.1: Phonons in niobium: (a) d2I/dU2 spectrum of a planar In-NbO-Nb tunnel
junction with Nb and In in the superconducting state. (b) Phonon DOS (green) obtained
by neutron scattering [91] and Eliashberg function extracted from (a) using McMillan
inversion routines (all curves adapted from [90]).
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suggested in this case that the disagreement originates from contaminations
at the niobium-insulator interface. In fact, the purity and structural perfection
of the Nb foil used in this study was not of the same high quality as the Nb
samples employed by Bostock et al. Later, Wolf et al. argued that data obtained
from tunnel junctions comprising niobium oxide are in general not suited for
extracting physically meaningful values for   and µ⇤ [93]. Instead they pro-
posed a junction type involving an additional normal metal layer preventing
the oxidation of niobium. Since the tunneling does not take place directly in
the superconductor but in the normal metal, this technique is referred to as
proximity electron tunneling spectroscopy (PETS) [36, 93]. Due to the extended
experimental system an even more complicated theory is necessarily employed
in order to reconstruct ↵2F (!),   and µ⇤, which in turn gave rise to doubts
[87]. The purpose of the present work, in the first instance, is to investigate
whether it is possible at all to detect the phonon modes of a material in the su-
perconducting and in the normal state in the geometry of the STM. Therefore
the knowledge of the characteristic energies is sufficient at the moment.
All the studies cited above were carried out on superconducting niobium.
It seems, that tunneling spectroscopy has not been performed yet on Nb in
the normal state. At least no such tunneling experiments were found in liter-
ature. One way of driving niobium to the normal state would be to increase
the temperature above Tc. Since this results in a loss of energy resolution in the
tunneling spectra (see Eq. 3.17), another way shall be chosen here, namely the
application of a magnetic field.
According to Ginsburg-Landau theory, the response of a superconductor to
the application of an external magnetic field is determined by , the Ginsburg-
Landau parameter, which gives the ratio of two fundamental properties,
namely the London penetration depth  L and the coherence length ⇠GL [7].
If this ratio is less than 1/
p
2, the superconductor is of type-I and completely
expels a magnetic field as long as it is smaller than a temperature-dependent
critical field Bc(T ) (Meißner phase) and becomes normal conductive for larger
fields (normal phase). If, however,  > 1/
p
2 one deals with type-II super-
conductivity which is characterized by an additional intermediate phase in the
thermodynamic B-T diagram. In this so-called Shubnikov phase between a
lower critical field Bc1 and an upper critical field Bc2 the magnetic flux passes
through the material in form of Abrikosov vortices possessing a normal con-
ductive core screened by circulating supercurrents. Each vortex thus carries a
fraction of the external magnetic flux quantized in units of  0 = h/2e, the mag-
netic flux quantum. In clean type-II superconductors without pinning centers
the vortices can freely move and therefore arrange in an ordered Abrikosov
lattice, which is usually hexagonal. The vortex density is proportional to the
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Figure 5.2: Phase diagram of niobium: Since Nb is a type-II superconductor there is the
intermediate Shubnikov phase in between the purely superconducting Meiner phase
and the normal conducting phase. The separation lines were calculated from the formu-
las given in [88].
external magnetic field B and the distance between two vortices is given by [7]
d =
s
2 0p
3B
= 1.075
r
 0
B
. (5.1)
As expected from the Ginsburg-Landau parameter  = 0.8 > 1/
p
2, niobium
is a type-II superconductor. The lower and upper critical fields, Bc1 = 184mT
andBc2 = 376mT at the experimental temperature T = 0.8K, can be read from
the phase diagram given in Fig. 5.2. This phase diagram was calculated from
the following formulas valid for niobium of high purity [88]:
Bc1 [T ] = 0.185
 
1 
✓
T
Tc
◆2!
(5.2)
Bc2 [T ] = 0.382
✓
1  (T/Tc)2
1 + (T/Tc)2
◆
, (5.3)
with Tc = 9.2K. With the newly constructed magnetic coil the necessary fields
can easily be reached and tunneling spectroscopy in the normal state can thus
be performed either in the fully normal conducting phase or in the center of
a vortex in the intermediate Shubnikov phase, though, in the latter case, the
appearance of bound states [94] might prevent an easy identification of the rel-
evant phonon features.
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5.2 Preparation of the Nb(110) Surface
In this work the (110) surface of a Nb single crystal with a purity of 99.999%
(MaTeck GmbH) was used as a sample for the examination of the electron-
phonon interaction. The same crystal had been already studied in the PhD
thesis of T. Tomanic in a different context [95]. After mechanical and electro-
chemical polishing the cylindric crystal, which had a diameter of 5mm and a
height of 1mm, it was fixed by spot welded tantalum cramps on a molybde-
num plate. A hole with a diameter of 4.5mm had been drilled into the sample
plate to allow a direct heat treatment from the backside as well as to reduce the
thermal contact.
The Nb(110) surface was widely studied in the past [96–100]. Since it is very
difficult to obtain a really clean Nb(110) surface, however, there are only few
studies on absolutely pure surfaces. For example, An et al.were able to examine
the influence of oxidation of such a pure surface [97]. After a Nb(110) crystal
was exposed to air the main contaminants are carbon, nitrogen and oxygen
with the latter building a complex layer of various strongly bound Nb oxides
(NbO, NbO2, Nb2O5 [101–103]). Especially along grain boundaries oxygen also
diffuses into the Nb single crystal and gets dissolved there. While carbon and
nitrogen can be removed rather easily by Ar+ sputtering for several hours [99]
it is much more difficult to eliminate oxygen contaminations from the surface
since oxygen is continuously segregating from the bulk. In order to study the
electron-phonon coupling in niobium by tunneling spectroscopy, however, a
clean surface is very much desirable since remaining oxides could corrupt the
spectra of pure niobium. Furthermore, it is known that a minor content of
oxygen dissolved in the niobium crystal generates a distinct decrease of the
transition temperature [104] as well as of the energy gap [87]. Clean surfaces
could only be obtained by fast heating (flashing) the crystal to temperatures
above 2000  C followed by a rapid cool-down [95, 97].
The preparation procedure applied in this study is essentially based on the
one proposed by Tomanic [95]. After sputtering the Nb(110) surface for 15min
to 30min with Ar+ ions (3 kV, 3µA) the sample was flashed about ten times
to 1500  C to 1800  C by electron bombardment (1 kV, 110-140mA). The tem-
perature was controlled using a two color ratio pyrometer. This procedure was
repeated several times and the quality of the surface was checked by STM from
time to time. While already after the first few cycles apparently flat terraces
with a width of about 40 nm could be observed in a large scale STM image
(Fig. 5.3(a)) the closeup presented in Fig. 5.3(b) reveals that the surface was still
covered by well-known NbO chains consisting of 10±1Nb atoms [95]. In total,
the crystal was sputtered for more than 9 h including about 3 h of hot sputtering
at 500  C and flashed more than 150 times. The STM image in Fig. 5.3(c) shows
the resulting topography of the surface at the atomic scale. This is still not
the pure Nb(110) surface but a superstructure appearing in different domain
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Figure 5.3: STM images showing the topography of the Nb(110) surface: (a) Apparently
flat terraces with a width of about 40 nm. (b) Atomic scale image recorded after a few
preparation cycles revealing NbO chains remaining on the surface. (c) Different surface
topography present in some areas after more preparation cycles.
orientations which was also observed most of the time by Tomanic and could
arise from carbon impurities segregated to the surface as speculated there [95].
It has to be mentioned that also on this kind of surface there were still NbO
chains present on some areas. Since the bare Nb(110) surface was not obtained
in the present study it might be argued that the number of cleaning cycles was
not sufficient but on the other hand even Tomanic, who performed about 100
cycles, was able to observe the bare Nb(110) surface only very rarely.
For this reason it was decided to check the quality of the sample surface
at this stage by tunneling spectroscopy. Fig. 5.4 shows the obtained spectrum
clearly revealing the superconducting density of states. Almost perfect agree-
ment is obtained by fitting to the data the BCS gap function (Eq. 2.9) convolved
with the derivative of the Fermi function reflecting the energy distribution of
the electrons in the normal conducting tip at the finite measurement temper-
ature. Since the convolution cannot be calculated analytically, a Mathematica
code was written capable of performing the fit numerically. Besides the energy
gap   and the temperature T the model contains four more free parameters
accounting for eventual offsets in the voltage and the conductance, the normal-
ization and a possible overall tilt of the spectrum. Not only the shape of the
spectrum but also the extracted value of   = 1.52meV lies well in the range
of literature values for pure niobium [7, 90]. Only the temperature resulting
from the fit is with Tfit = 1.4K substantially higher than the one determined by
the Cernox thermometer (0.85K). On the one hand, this discrepancy could be
partially attributed to the additional broadening due to the lock-in technique
as well as unknown electronic noise. On the other hand it might well be that
the temperature of the electron system is in fact not as low as the thermometer
suggests. All in all, it can be concluded that the quality of the obtained surface
should be suitedwell enough in order to study the electron-phonon interaction.
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Figure 5.4: Superconducting gap of niobium: The dI/dU spectrum measured at 0.85K
using lock-in technique (Umod = 100µV) is in perfect agreement with the convolved BCS
DOS. The resulting energy gap is in the range of literature values [7, 90].
5.3 Experimental Results
Phonon features in the superconducting state
Regarding the study of the electron-phonon interaction the first step consisted
in checking whether it is possible with the STM setup to reproduce the results
obtained with planar tunnel junctions, namely the observation of phonon sig-
natures altering the superconducting density of states via Eliashberg strong
coupling theory. Therefore, in the beginning, a d2I/dU2 spectrumwas recorded
in the superconducting state (Fig. 5.5(a)). As expected, at energies close to zero
this spectrum is dominated by a feature reflecting the derivative of the super-
conducting energy gap while there is nothing to recognize at voltages above
±15mV. Only after magnification of this spectrum by a factor of 100 one can
clearly identify two peak-dip pairs at ±17mV and at ±25.5mV in 5.5(b). These
positions correspond exactly to the energies of the “transversal” and “longitu-
dinal” van Hove singularities in the phonon density of states of Nb shifted by
 Nb = 1.5meV. This measurement thus is in agreement with the previous re-
sults on planar Nb tunnel junctions and once again shows experimentally that,
in the superconducting state, shifted dips appear at the positive bias side of
the d2I/dU2 spectrum while peaks right at the phonon energies are expected
in the picture of IETS. In order to see whether the phonons can also be detected
as inelastic excitations by the tunneling electrons the Nb sample has therefore
be forced to pass into its normal state by applying a magnetic field.
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Figure 5.5: d2I/dU2 tunneling spectrum of superconducting niobium: (a) Lock-in sig-
nal (b) Magnification of (a) by a factor of 100. Outside the marked region which is
dominated by the signature of the superconducting gap two clear peak-dip pairs show
up at ±17mV and at ±25.5mV.
Phonon features in the normal state
Fig. 5.6(a) shows the average of several d2I/dU2 spectra recorded at 0.8Kwhen
a magnetic field of B = 1.6T perpendicular to the surface was applied. This
high field, well above Bc2 of pure niobium, was necessary because it is known
that impurities in the crystal lead to an enhanced upper critical field [105]. In
fact, for the studied crystal one could safely assume the normal state from STS
spectra only at fields above 1T.
In contrast to the peak-dip pairs in the spectrum from the superconducting
state, now the dips at 17mV and 25.5mV at the positive bias side turned into
peaks at slightly shifted energies and the other way around at the negative
bias side (compare the closeups of the antisymmetrized spectra in Fig. 5.6(c)
and Fig. 5.6(d)). Thus, it appears reasonable to assume that these features are
caused by the “transversal” and “longitudinal” phonons of niobium inelasti-
cally excited by the tunneling electrons. While the dip-peak pair at about 24mV
is fairly clear in this spectrum, it has to be admitted that the one at about 15mV
appears rather as a shoulder than as a maximum. The reason for this is prob-
ably the presence of features in the low voltage range between  10mV and
+10mV that are even stronger in intensity. These features produce overshoots
beyond ±10mV affecting the signal of the “transversal” phonons expected at
±15.5mV As mentioned before, the magnetic field was set to be much higher
than Bc2. It is therefore unlikely that the low bias signature is due to remains
of superconductivity. Since the intensity is rather comparable to the one of
the phonon excitations, it could by caused by other excitation processes of un-
known nature.
In STM-IETS experiments, for example on single molecules, it is code of prac-
tice to relate the spectrum on the molecule to the one on the bare substrate in
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Figure 5.6: (a) Inelastic tunneling spectra in the normal state (0.8K, 1.6 T, Umod=1.8mV)
(gray) and the average of them (orange). (b) ITS spectrum again in the normal state
under different tip condition (2.5K, 1.0 T, Umod=2mV). (c)-(e) Comparison of antisym-
metrisized d2I/dU2 spectra obtained in the superconducting state (from Fig. 5.5) and
the normal state (from (a)) as well as in the Shubnikov phase in the normal conducting
center of a vortex (2.5K, 250mT, Umod=2mV).
order to exclude that the observed features are caused by processes in the tip.
In this study on the flat homogeneous surface of the Nb crystal, however, such
a reference is not available. The only possibility is to compare measurements
with different tip conditions. For this reason a spectrum recorded after another
preparation cycle of the sample and after tip treatment is shown in Fig. 5.6(b).
While the dip-peak pair of “longitudinal” phonons is still present at ±24mV
the one of the transversal phonons, though clearly visible seems to have shifted
to slightly lower energies. As discussed before this could be due to the influ-
ence of the features in the low bias range which look totally different than in
Fig. 5.6(a). Regarding these difficulties, precise quantitative conclusions on the
peak positions and especially on the relative intensities unfortunately remain
problematic.
Tunneling spectroscopy in the Shubnikov phase
After establishing that the niobium phonons can be detected by ITS in the nor-
mal state, at least on a qualitative level, it should be checked in the following
whether the same is true in the normal conducting center of a vortex. There-
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fore a magnetic field of B = 250mT lying in between the two critical fields
was applied in the following. The magnetic flux which now enters the sample
in the shape of flux lines forming a hexagonal Abrikosov lattice is presented
in Fig. 5.7(a), which shows the 2f signal of the lock-in amplifier with the bias
set to 1.2mV resulting in a large difference between normal and superconduct-
ing regions. The distance of the vortices is 102 nm in good agreement with
98 nm obtained from Eqn. 5.1 for B = 250mT. Fig. 5.7(b) shows 1f tunneling
spectra recorded at certain distances from the vortex core in order to illustrate
the changes in the superconducting DOS. At the points of maximum distance
from the vortex cores, the measured spectra still exhibit a gap and quasiparti-
cle peaks with reduced intensity upon approaching a vortex core. In the center
one would expect to observe the flat density of states of the normal state. In-
stead an enhanced local density of states at the Fermi level is found for this
distinct vortex examined here. This kind of peak was already observed in 1989
by Hess et al. in a STM study on NbSe2 [106]. It was explained by quasiparticle
bound states in the vicinity of the center of the flux line [94]. Furthermore, it
was shown [107] that the conductance peak at the Fermi level is a property of
superconductors in the clean limit, which is characterized by the ratio of the
mean free path and the Ginzburg-Landau coherence length l/⇠GL   1. In con-
trast, for superconductors in the dirty limit (l/⇠GL ⌧ 1), the enhancement at EF
was not observed and the local density of states corresponded to the one in the
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Figure 5.7: (a) Magnetic flux entering the sample in the shape of flux lines arranged
in a hexagonal Abrikosov lattice. (b) Tunneling spectroscopy at the given distances
to a vortex core revealing a bound state in this distinct vortex (T=0.72K, B=0.25 T,
Umod=0.2mV).
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normal state. Actually, the observation of vortices exhibiting the bound state
feature was rather the exception than the rule for the the Nb(110) surface under
investigation here, indicating that the cleaning procedure indeed could be still
improved. On the other hand, an altered density of states due to the presence
of the bound state feature would, of course, greatly affect IETS.
Fig. 5.6(e), finally presents the result of IETS in a vortex core without a zero
bias peak. The spectrum shows two peaks at roughly the expected energies
and is thus, aside from differences in the intensity, essentially the same as the
one obtained in the normal state. This kind of spectrum could be obtained
only rarely. Here the fact that the surface is not the one of a bare Nb crystal
turned out to be rather problematic. Surface contaminations (superstructure,
NbO chains) lead to a quite strong dependence of the inelastic tunneling spec-
tra, especially in the low voltage range, on the position of the measurement
but since one has to precisely localize the normal conducting center of a vortex,
which is rather difficult, the possibility of averaging spectra from different po-
sitions is hampered. Most likely it is also due to this reason that attempts of ob-
serving the transition from dips at E! + , the phonon signatures in the super-
conducting state to peaks at E! in the normal state when measuring d2I/dU2
spectra along a line towards the center of a vortex did not yield unambiguous
results.
In summary, one can say that the experiments on the Nb(110) surface demon-
strate that the observation of the phonon modes of niobium by the spectro-
scopic modes of the STM is clearly feasible. The phonon signature in the su-
perconducting density of states, which arises from strong coupling effects, can
be unequivocally detected with relatively small effort. In contrast, the inelastic
tunnling spectra in the normal state are much harder to obtain. One may spec-
ulate whether this is because the quasiparticles in superconducting tunneling
sample a region the size of which is given by the coherence length while in-
elastic phonon excitations is only a very local probe [64], much more sensitive
to spatially varying impurities. Nevertheless, there are measurements clearly
showing the expected features albeit more statistics would help to clarify the
influence of the tip condition as well as of the detailed surface structure. Last
but not least, niobium is only a weak to intermediate coupling superconduc-
tor. This, of course, also implies that the possibility of phonon excitation by
tunneling electrons in an IETS experiment is reduced in comparison to strong
coupling materials, e.g. lead. Experiments on this material will be discussed in
the following chapter.
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In the previous chapter it was shown that STM-IETS is able to detect the phonons in
niobium in the sense that clear peaks on the positive bias side of the d2I/dU2 spec-
tra appeared at the corresponding energies of van Hove singularities in this material.
The normal state was achieved by applying a magnetic field larger than, at least, Bc1.
Following these successful measurements, this section now presents the study of the
electron-phonon coupling in lead (Pb). As an alternative approach to suppress super-
conductivity, the (inverse) proximity effect is introduced which occurs in thin super-
conductor films on top of a normal metal. Molecular beam epitaxy of lead on different
substrates was employed in order to achieve a sufficiently small lead thickness. Due to
the reduced dimensionality of the lead films, quantum size effects start to occur and to
influence their physical properties. The results of IETS demonstrate that the full shape
of the Eliashberg function of lead can be obtained by STM-IETS. In addition, exploiting
the unique capabilities of the STM, the electron-phonon coupling was also probed with
spatial resolution on lead areas with different local thickness revealing a distinct influ-
ence of quantum size effects. This experimental finding is supplemented by theoretical
calculations.
6.1 Motivation
Among the elemental superconductors, following niobium, lead has the second
highest transition temperature being TC = 7.2K [108]. More interestingly, with
2 0/kBTC = 4.3 the ratio of the gap value and the critical temperature by far
exceeds the BCS value of 3.53 and thus lead belongs to the group of so-called
strong-coupling superconductors. Indeed, besides mercury, it is the element
which possesses the strongest electron-phonon coupling [59]. Based on this
fact, it is not surprising that deviations from BCS theory were first discovered
in the measurement of the superconducting density of states of lead [23] and
that McMillan and Rowell were able to extract the Eliashberg function of a real
material for the first time for lead [9] as mentioned already in Chap. 3. Their
result for ↵2F (!) was given in Fig. 3.6. For the sake of completeness Fig. 6.1
additionally shows the dispersion relation of phonons in lead and the corre-
sponding density of states [109]. Since lead is a very soft metal the phonon
energies are quite small, e. g. compared to those of niobium, but the energy res-
olution of the JT-STM is still high enough to resolve the van Hove singularities
at around 4meV and 8.5meV. The strong electron-phonon interaction, increas-
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Figure 6.1: Phonons in lead: (a) Dispersion relation. Experimental data from neutron
scattering (dots) and a calculation taking into account spin-orbit coupling effects (blue
line). (b) Corresponding phonon density of states (PDOS) with van Hove singularities
at around 4meV and 8.5meV. Adapted from [109].
ing the chance of excitation of phonons also in the normal state, is the motiva-
tion to investigate lead in this study as well. Furthermore, the large number of
existing experimental and theoretical results allows for a comparison.
All the experiments on lead in this study were carried out not on a bulk spec-
imen but on thin films of the material deposited by MBE onto copper or silicon
substrates. The reason for considering thin films is twofold. First, by shrinking
the thickness of the system in the direction perpendicular to the sample sur-
face, the reduced dimensionality should give rise to quantum size effects in the
electronic density of states as well as in the density of states of the phonons.
While the former can be understood in terms of quantum well states and is
very well known from many studies during the last decade (as is presented in
more detail in the next section), the latter would even offer the possibility of de-
termining the dispersion relation of lattice vibrations by STM. The idea of such
a measurement is based on the fact that in a thin film of certain thickness only
excitations with the corresponding wavelengths are allowed and, thus, instead
of the continuous density of states one obtains discrete peaks which can be
matched to individual momenta of the excitations. The dispersion relation of
magnons in antiferromagnetic manganese films was successfully determined
in this manner by Gao et al. [53].
Another reason to examine thin films is that also the superconducting prop-
erties may vary drastically upon reducing the sample size. For example, in
agreement with Ginsburg-Landau theory bulk lead is a type-I superconduc-
tor since  = ⇠GL/ L ⇡ 39 nm/87 nm = 0.45 < 1/
p
2. The critical field is
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BC ⇡ 80mT [108]. In thin films the Ginsburg-Landau coherence length may
be limited by the film thickness, thus driving    1/p2 changing the super-
conducting behavior from type-I to type-II which was actually observed in
lead films deposited on a Si(111) surface [110–113]. The fact that supercon-
ductivity persists at all for films much thinner than the bulk coherence length
[111, 114, 115] is yet more interesting because it contradicts theMermin-Wagner
theorem [7, 116–118]. Experimentally, however, it was found that even a film of
the ultimate thickness of only one monolayer remains superconducting [119].
Before it was speculated that quantum fluctuations may prevent the thin film
from becoming superconducting. The detailed influence of the reduced thick-
ness of lead on important superconducting properties like gap size or transition
temperature, however, is still a controversial issue. While some experiments
report a decrease of TC upon reducing the film thickness [60, 110, 120], other
studies found no certain trend but an oscillation in TC which was ascribed to
quantum size effects since it correlates with the variation of the electronic den-
sity of states induced by the already mentioned quantum well states [114, 115].
The experiments discussed so far all were done on lead films fabricated on
substrates made of silicon which, as a semiconductor, provides no density of
states at the Fermi level and consequently the electrons are trapped in the su-
perconducting film. The latter remains also true for highly doped silicon after
having passed through its metal-insulator transition [121] which has to be em-
ployed in all cases of STM studies at low temperatures. This situation changes
when a normal metal substrate is used and one has to account for the proxim-
ity effect which occurs at the interface between a superconductor and a nor-
mal conducting material. Neglecting the proximity effect, nS , the density of
Cooper pairs in the superconductor, has to go down to zero at the interface
with the normal metal. This decay takes place on a length scale given by the
Ginsburg-Landau coherence length ⇠GL specifying the minimum distance on
which the superconducting order parameter  and thus also nS can change.
At a real interface, however, Cooper pairs are able to diffuse into the normal
metal and hence a finite order parameter is induced there, which decays on
another characteristic length scale termed extrapolation length [7, 122]. While
proximity effect usually expresses this induction of superconductivity in the
normal metal, it also works the opposite way as reduction of the supercon-
ducting transition temperature which depends on the ratio of the thickness of
the normal metal and of the superconducting layer [123]. Experimentally it
was found that TC rapidly goes to 0 when the the thickness of a lead film on
an extended copper substrate is less than dPb ⇡ 350 nm [124]. Further, Hilsch
showed that this critical thickness is smaller when the residual resistance of the
normal metal substrate is higher, e. g. dPb ⇡ 8 nm for a cold-condensed copper
substrate [124]. This explains why the lead films on highly doped Si:As are still
superconducting. The substrate is indeed metallic but the electronic density of
states at the Fermi level crucial for the proximity effect is still by far smaller
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than in copper.
The different superconducting behavior of thin lead films on copper and on
silicon substrates allows to compare two different approaches to achieve the
normal state necessary for the study of electron-phonon coupling by STM-IETS.
First, a magnetic field is employed to suppress the superconductivity of lead
on silicon. In the alternative system, lead on copper, this step is dispensable
since superconductivity is already suppressed by the inverse proximity effect.
An additional experiment, where one atomic layer of copper nitride is intro-
duced between the copper substrate and the lead film addresses the question
whether this insulating layer is appropriate to prevent the inverse proximity ef-
fect. However, before presenting the experiments and their results the quantum
size effects that appear in thin lead films on all substrates have to be considered
since they have a major influence on many properties, especially the growth.
6.2 Quantum Well States
The Fermiwave length  F = h/
p
2mEF of a commonmetal is several angstrom
and thus of the same order of magnitude as the interatomic distance in the ma-
terial [7]. Thus the energy levels of electrons confined in a film of a thickness
of only a few monolayers (ML) are quantized. In the present case of lead films
deposited on a substrate the confinement in the direction perpendicular to the
sample surface on the vacuum side is naturally provided by the work function
(4.25 eV). Whether the substrate leads to a confinement on the other side de-
pends on the availability of state there for electrons traveling along the normal
direction. This is illustrated in Fig. 6.2(a) showing the dispersion relations in
[111] direction of both materials for the example of lead on Cu(111) [125]. In
copper there are no states for energies  1.0 eV < E < 3.8 eV in this direction
and thus the sp-electrons of lead cannot propagate into the substrate [125].
The simplest model to describe an electron confined in the lead film is as a
particle in the box. In this model one considers a potential well of infinite depth
with a width given by the thickness of the lead film dl = ldML where l is the
number of atomic layers and dML the thickness of one monolayer. For lead in
the [111] direction dML = 2.86 A˚ [125]. Barriers of infinite height only allow
wave functions that are exactly zero at both boundaries which is fulfilled only
if multiples of half the wavelength match the width and so the quantization
condition for the z-component of the wave vector reads
kln =
n⇡
ldML
, n 2 N. (6.1)
While the electron motion in the film plane is not affected by this quantization
it selects from the continuum of states in the [111] direction only those which
have appropriate wave vectors as indicated in Fig. 6.2(a) for the example of 16
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ML. The energy of the resulting quantum well states (QWS) can be calculated
from
Eln =
~2
2m
 
k2ln   k2F
 
(6.2)
by assuming the quadratic dispersion of quasi-free electronswhere kF ⇡1.59 A˚-1
is the absolute value of the Fermi wave vector known from bulk lead [126–
128]. Fig. 6.2(b) shows the energy of the QWS calculated from Eq. 6.2 for 1 to
24 atomic layers. The almost vertical hyperbolas give the energy as a function
of continuous film thickness for discrete quantum numbers n while the open
dots mark the points where the thickness is an integer multiple l of the lead
layer spacing in [111] direction. Whenever the ratio n/l takes the same value,
the corresponding QWS have the same energy. This is the reason why there is
a state at a constant energy of 0.71 ± 0.06 eV for all films comprising an even
number of atomic layers marked by the horizontal blue line. The other QWS
are located on increasing or decreasing hyperbolas for energies below or above
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Figure 6.2: Quantum well states in thin Pb films: (a) Sketch of the dispersion relation
for Pb on Cu in the [111] direction. Electrons cannot pass from Pb to Cu for energies
between  1.0 eV < E < 3.8 eV due to the gap in the projection of the copper bulk
bands in [111] direction. The resulting discretization is indicated by the circles on the
bulk band for the example of 16 Pb layers. Adapted from [125]. (b) Calculated QWS
(open circles) in dependence of the Pb layer thickness l and the quantum number n.
Blue and red lines are guides to the eye indicating the evolution of QWSwith increasing
thickness for even and odd layers, respectively. The dashed lines illustrate the effect of
an additional phase at the example of a mean surface shift of  0 = 0.05 dML.
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the energy of the constant state, respectively, so that the separation of the states
gets smaller for thicker films. As a guide to the eye indicating the evolution of
a certain QWS with increasing thickness, these hyperbolas are also colored in
blue for even l and in red for odd l.
Interesting physical consequences are expected to occur when a QWS lies
close to the Fermi level. The first time a QWS passes through EF is at 9ML
but also for larger thicknesses QWS keep crossing the Fermi level at certain
numbers of layers. One might argue that the assumptions made by the infinite
square well model are to crude in order to describe the real system correctly. It
is certainly true that the depth of the potential well being about 4 eV is far from
infinity and thus the model is not able to treat the electron spill out into the
vacuum and the copper region. On the other hand it was found experimentally
that this simple model matches the measured energies very well, at least in an
interval of ±1 eV around the Fermi level. In particular, Otero et al. also observe
a state at a constant energy of about 0.65 eV for every second layer as predicted
by the infinite square well model [125]. A more realistic theoretical picture can
by obtained by a phase accumulation model for the confinement barriers [129].
The phase shifts accumulated at the limiting surfaces can be transfered to an
altered effective width and with a mean surface shift  0
kln =
n⇡
ldML +  0
(6.3)
can accurately reproduce the energies of the QWS. Since the real confinement
potential is soft and not square-shaped onewould still have to take into account
the energy dependence of  0 in order to achieve agreement also for QWS at
higher energies [129]. In Fig. 6.2(b) the effect of an additional effective thickness
on the energies of the QWS is illustrated by the change of the guide-to-the-eye-
hyperbolas (dashed lines). While, in principle, they could be shifted almost
arbitrarily by tuning the parameter  0, only certain values ( 0 = m 2/3 dML,m 2
N) result in a state of constant energy at about 0.7 eV. In general, the distance
of two subsequent QWS becomes smaller the larger  0 gets. In some sense this
allows to “fit” themodel to the measured data but an unambiguous assignment
is hard to achieve. This makes it difficult, in particular, to determine the exact
height of a film exclusively from a measurement of the QWS and therefore, if
possible, also information from the topography should be considered.
Experimentally, QWS can be accessed e. g. by angle-resolved photoemission
(ARPES) [130, 131], He atom scattering (HAS) [132], but also in real space by
STM. Measurements of dI/dU spectra were reported for lead films of different
thicknesses on a Cu(111) substrate [125] as well as on Si(111) [133]. Further-
more, it was demonstrated that the measurement of dz/dU reveals spectra that
show peaks at almost the same voltages corresponding to QWS energies as the
differential conductance [134]. z-U curves are obtained by leaving the feedback
loop active while ramping the voltage. The advantage is that the current does
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not rise exponentially when the voltage approaches the work function, thus al-
lowing to record QWS over the whole energy range of interest. A drawback is
that the tip might contact the sample at U = 0V.
The studies cited above discovered a distinct influence of the QWS on the
growth of lead films which is basically a double-layer mode, i. e. in a certain
thickness range even layers are preferred over odd ones or vice versa. The
preferred numbers of layers were therefore named “magic heights” [135, 136].
This special growth behavior can be understood from the positions of the QWS.
Whenever the highest occupied QWS comes close to EF the total energy is en-
hanced compared to the one of the neighboring layers which then, in general,
provide QWS much further below the Fermi level as is obvious from Fig. 6.2.
This leads to the instability of the corresponding number of layers and thus,
when growing, the system avoids this thickness and bifurcates into the neigh-
boring more stable layers. In particular, a film becomes most unstable if a QWS
is right at EF which for example is the case for 9ML and appears again with
a periodicity of about 9ML. At these layers, moreover, there is a change of the
film stability from even to odd or the other way around [126]. For larger thick-
nesses (more than 20ML), however, the quantum effects on the growth become
less and less significant. This growth effects characteristic could be confirmed
in this study as presented in the following section. In addition to their influ-
ence on the growth, QWS also affect other physical properties like electrical
resistivity or the work function as was already predicted in 1975 by Schulte
[137], who was the first to consider QWS in thin metallic films theoretically.
In the meantime many of these quantum size effects have been confirmed ex-
perimentally. Most interesting with respect to this thesis is the observation of
an oscillating superconducting transition temperature as well as an oscillatory
electron-phonon coupling [114, 120, 126] in lead films on Si(111).
6.3 Sample Preparation and Characterization
6.3.1 Preparation of Silicon, Copper and Copper-Nitride
Substrates for Lead Deposition
Before the deposition of lead, a suited surface condition of the respective sub-
strate has to be achieved. The relevant steps for the different substrates used in
the study are now described.
Silicon
Lead on silicon is a prototype of a nonreactive, epitaxial metal-semiconductor
contact [138] and has been widely studied in the past. However, as already
mentioned in Sec. 6.1 , the doping level of silicon singe crystals has to be high
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enough so that the metal-insulator transition is passed because a finite conduc-
tance of the sample is of cause mandatory for STM experiments at low temper-
atures (even though only few relevant publications mention this point [111]).
The crystals for the present study were rectangles of 4 ⇥ 9mm2 scratched by a
diamond and afterwards broken from a n-type Si(111) waver doped with phos-
phorus and possessing a resistivity of 1 to 5m⌦cm.1 Each crystal was fixed in-
directly to a molybdenum sample holder by spot-welding thin tantalum stripes
as belts at the left and right side of the sample. During the preparation silicon
should be only handled with plastic tools since the contact with metals might
cause undesired surface reconstructions.
At ambient conditions the surface of silicon is contaminated by oxide and
carbide which has to be removed inside the UHV chamber. Ion sputtering,
however, produces undesirable radiation damage at the surface and point de-
fects often remain even after annealing [139]. That is why high temperature
thermal etching at about 1200  C is usually applied in order to get a clean sur-
face [140]. The sample has to be carefully degassed at 780  C for several hours
and than flashed to the end temperature of 1200  C for a maximum time of
1min in order to get rid of the oxide on the one hand but to avoid carbon dif-
fusion from the bulk and the formation of silicon carbide on the surface on the
other hand [138, 141]. Since the development of a uniform surface is expected
to take some time the temperature is only decreased to 810  C and kept there
for some minutes before the sample is allowed to slowly cool down to room
temperature. In the used setup the heating was achieved by electron bombard-
ment from the backside of the sample holder where a hole allows direct impact
of the electrons on the silicon. Since the melting temperature of silicon is only
1414  C [142] the sample might slightly melt at the backside which had no neg-
ative effect on the subsequent experiment.
Even though the high temperature used in this method is known to bear the
risk of changing the doping profile [138, 139], it worked well in the present
case as shown in Fig. 6.3(a) which presents a LEED pattern of the famous 7⇥7
reconstructed Si(111) surface. This arrangement of surface atoms is an equilib-
rium phase [79, 143] that forms on a clean Si surface in a temperature range
between 200 to 500  C [144, 145] and 860  C [146] which is naturally reached in
the present preparation procedure when cooling down from 1200  C. The good
quality resulting from the preparation is further verified by the STM image
shown in Fig. 6.3(b). The appearing vacancies might originate from the high
concentration of dopants.
A cumbersome issue was found concerning the the re-use of silicon crystals
after lead was once deposited. Even though the preparation procedure de-
scribed above was obviously able to remove lead from the surface as could be
1Attempts using n-type silicon with a resistivity of 1 to 10⌦cm failed since it was found that those
crystals are not conducting at temperature below a certain temperature estimated to be around
14K in this case.
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Figure 6.3: Quality of the Si(111)-(7⇥7) surface: (a) LEED pattern. (b) STM image
(17.6⇥17.6 nm2, 100 pA, 1V, 23.2K).
confirmed by LEED, the presence of lead during heating must have a distinct
influence on the doping level since the crystals were found not to be conductive
anymore at low temperatures. Therefore it was necessary to prepare completely
new silicon crystals for each deposition of lead.
Copper and copper-nitride
As a alternative metallic substrate, on which a thin lead film is expected to be
in its normal state due to the proximity effect, Copper was chosen. Copper
exhibits a face-centered cubic crystal structure with a lattice constant of 361 pm
[147]. The interlayer distance in the h100i direction is thus half this value and
in the h111i direction it is 208 pm. Since the solubility of the elements lead and
copper is negligible [148], there is no alloying of lead and the substrate atoms at
the interface which is important concerning the purity of films after deposition.
The choice of copper as a substrate has also a practical aspect. The [111] as well
as the [100] surface of a copper single crystal can be easily cleaned by Ar+-
sputtering at an energy of 1.5 keV for about 30min followed by an annealing
step in which the crystal is heated to 450  C with a temperature raise of about
1  C/min. Even if the crystal was exposed to air or a huge amount of lead was
deposited before, repeating this procedure only a few times is sufficient in order
to achieve reasonable large terraces free of contaminations.
The experiments on lead on copper should be further supplemented by a
study of lead deposited on a film of copper-nitride on Cu(100). Themain reason
for the modified substrate was the possibility that the lead film decoupled from
the metallic substrate by the insulating buffer layer could still be supercon-
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(a) (b) (c)
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Figure 6.4: STM images of CuN on Cu(100): (a) At intermediate coverage square-
shaped islands with bare copper in between coexist with totally covered areas where
broader tranches release the strain due to lattice mismatch. As can be seen from the
atomically resolved closeup in (b), the broad tranches are also covered by CuN. (c) Large
scale STM image of a sample at high coverage. The whole surface is covered by CuN.
ducting. The decoupling ability of CuN/Cu(100) was already demonstrated
for the magnetic properties of single atoms [149]. Those atoms lay on small
CuN islands of about 5⇥ 5 nm2 which are arranged in a square pattern. While
this arrangement is well suited for decoupling single atoms from the metallic
substrate it cannot be used for decoupling an extended film because there are
metallic regions in between the islands. For the purpose of the present study, a
closed film is thus the goal of the preparation of CuN/Cu(100).
After the crystal had cooled down to room temperature after the cleaning
process, the preparation of CuN is performed by exposing the clean Cu(100)
surface for 15 to 20min to a nitrogen ion beam of 500 eV produced by the sput-
ter gun when setting up a partial pressure of nitrogen in the lower 10 4mbar
range in the preparation chamber [150]. This preparation step again coarsens
the surface and thus the sample has to be annealed a second time, though one
has to consider the decomposition temperature of copper-nitride as a meta-
stable material being 250 to 300  C [151]. The temperature of 600K given in
[150] thus turned out to be slightly too high and an annealing temperature of
575 to 585Kwas found to be adequate for the present setup.
Fig. 6.4 shows STM images of CuN on Cu(100) for different amounts of nitro-
gen. In agreement with previous studies [150, 152], for low coverages the to-
pography is characterized by many more or less square shaped islands. These
islands are oriented along the h100i directions of the Cu(100) surface and make
up a regular pattern with stripes of bare copper in between. In the STM image
these stripes appear higher than the islands because of a much higher density
of states. When the coverage approaches a complete layer the islands start to
coalesce and build up larger joint areas of CuN. These areas are interrupted
by trenches, 1 to 2 nm wide, running along the h110i directions which release
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the strain in the surface resulting from the lattice mismatch of CuN and cop-
per [150, 152]. Fig. 6.4(a) shows a STM image of a sample with intermediate
coverage where both topographies coexist. Most importantly, as one can see
from the STM image in Fig. 6.4(b) the tranches are also completely covered by
CuN so that a topography as it is shown in Fig. 6.4(c) provides a sample surface
where the metal is totally concealed by the insulating layer. The terraces of the
the CuN/Cu(100) surface are flat over wide areas though there are some small
islands or depressions of a height corresponding to the Cu(100) atomic layer
distance which often occur at ends or interception of the trenches. In general,
it seems that the growth of a lead adlayer might be affected by this suboptimal
substrate topography. Further it turned out, that the detailed adjustment of the
parameters (time, pressure, annealing temperature) leading to a full coverage is
difficult to reproduce and thus, in the beginning, the CuN surface was checked
by STM each time before lead was deposited.
Sublimation and deposition of lead
Lead atoms are sublimed from a lead wire of high purity (99.9985%, Alfa Ae-
sar) mounted in the MBE evaporation source described in Chap. 4. Due to the
low melting point of lead (327  C [153]) the lead wire has to be placed in a
crucible made of molybdenum and the whole evaporation device has to be
mounted in an upright orientation.
The respective total amount of deposited lead was controlled by the deposi-
tion time after the specific deposition rate had been calibrated from STM images
for a certain current to the flux electrode. In all experiments the latter was reg-
ulated to 600 nA, which was achieved by an emission of 7.5mA with the high
voltage set to about 280V, resulting in a deposition rate of about 2ML/min.
In this study, deposition of lead should take place always at room temper-
ature. Therefore it was necessary to wait until the sample had cooled down
after the cleaning procedure. After the deposition of lead the samples were
immediately transfered to the STM.
6.3.2 Characterization of Lead on Different Substrates
Lead on Si(111)-(7⇥7)
In agreement with previous studies [60, 114, 126, 154], where lead was de-
posited on the Si(111)-(7⇥7) surface at room temperature, flat topwedge-like is-
landswere observed (Fig. 6.5(a)). The growthmode is of the Stranski-Krastanow
type, i. e. the three-dimensional islands appear on top of a wetting layer (WL).2
2A layer-by-layer growth can be compelled by cooling the substrate by liquid N2 to temperatures
below 150K during Pb deposition and subsequent annealing to room temperature [126].
71
6 Lead
-1 0 1 2 3
U (mV)
(d
I/d
U)
/(I
/U
) (
ar
b.
 u
nit
s)
(a)
(b)
(c)
(d) (e)
0 50 1000
1
2
3
4
Distance (nm)
Re
lat
ive
he
igh
t(
nm
)
  8+1 ML
  9+1 ML
10+1 ML
11+1 ML
12+1 ML
8  10 12-1
0
1
2
3
E-
E F
(e
V)
Local thickness (ML incl. WL)
Figure 6.5: Topography of Pb islands on Si(111)-(7⇥7): (a) 3D view of a Pb island taken
from the upper left of the large-scale STM image (1500⇥ 650 nm2, 100mV, 100 pA) pre-
sented in (b). The island grows as a flat-topped wedge on a disordered Pb wetting layer
which forms on top of the stepped Si(111)-(7⇥7). (c) Height profiles along the lines indi-
cated in (a). The local thickness with respect to the wetting layer corresponds roughly to
multiples of the Pb interlayer distance in h111i direction given in the legend. The minor
height variation on top of the island is due to the mismatch of the lattice constants of Si
and Pb as well as due to different electronic density of states caused by QWS. (d) Mea-
surement of QWS via STS at positions of different local thickness as indicated in the
inset. (e) Comparison of the peak positions from (d) to the infinite square well model.
An additional phase corresponding to a mean surface shift of  0=0.75ML was assumed
in order to improve the agreement. The solid and dashed lines indicate the evolution of
QWS for even and odd layer, respectively.
72
6.3 Sample Preparation and Characterization
The wetting layer formed on the Si(111)-(7⇥7) surface is disordered and ap-
pears quite rough.3
The islands are Pb single crystals with their h111i axis perpendicular to the
substrate [127, 138]. The large scale STM image in Fig. 6.5(b) shows that the
Pb islands often grow along the Si step edges and extend in their direction
to some 100 nm but many of them are also wide enough to span several of
the 50 to 200 nm wide terraces. At the Si steps the local thickness of the is-
land changes by one Pb layer resulting in the observed wedges. For an STM
study the formation of 3D islands is convenient since the local thickness ref-
erenced to the wetting layer can be determined from the height profile of an
island as presented in Fig. 6.5(c) for the lines indicated in (a). The different
parts of the Pb island, which spans five Si terraces, have relative heights with
respect to the corresponding underlying terraces that are roughly multiples of
dPb111 = 286 pm, the Pb interlayer distance in h111i direction. Accordingly, the
local thickness of the island in Fig. 6.5(a) changes from 9 to 13ML including the
wetting layer. The minor height variations on top of the island originate from
the different interlayer distance of Pb and the Si substrate (dSi111 = 384 pm4) as
well as from different density of states which is modulated by QWS. [154].
Especially the latter effect is responsible for the alternating contrast from
even to odd layers as apparent in the top view of the island in the inset of
Fig. 6.5(d). The spectra presented in this graph were obtained from I-U curves
recorded on the indicated locations on the island by numerical differentiation
and normalization to the total conductance. The enhanced density of states at
the energies of the QWS is clearly visible. As shown in Fig. 6.5(e) the peak po-
sitions almost perfectly match the infinite square well model if the thickness of
the wetting layer is assumed to be 1ML as was already concluded in a previous
study [60]. Introducing an additional phase corresponding to a mean surface
shift of  0 = 0.75ML slightly improves the agreement.
Lead on Cu(111)
The growth of Pb on the Cu(111) surface is quite similar to the one on Si(111)-
(7⇥7). The growth mode for the substrate at room temperature is again of the
Stranski-Krastanov type [155] and 3D islands start to appear once a wetting
layer is completed. The wetting layer, however, is more smooth in this case
[156].
Concerning the islands, alsowedge-like structureswere observedwhen span-
ning several Cu terraces. The wedge presented in Fig. 6.6(a) for example con-
sists of 14ML (including the wetting layer) on the lowest terrace and the height
3An ordered interface can be obtained by forming the Si(111)-(
p
3⇥p3)R30 -Pb phase [138] before
growing the islands, though the latter were found to behave similar to islands on the disordered
substrate [60].
4Si exhibits a face centered cubic crystal structure with a lattice constant of aSi = 543 pm [142].
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is reduced by one Pb layer at every subsequent step. The number of layers
was extracted from the height distribution in Fig. 6.6(b). The step heights on
the wetting layer are 2.1 A˚ and thus match the interlayer distance of Cu in
h111i direction. The heights of the different Pb areas with respect to the cor-
responding underlaying terraces roughly agree with multiples of the Pb layer
separation dPb111 = 286 pm. The deviations can be again explained as an effect
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Figure 6.6: Pb wedge on the Cu(111) surface: (a) 3D and top view of a wedge-like Pb
island on the stepped Cu(111) surface (1V, 100 pA). Areas of different local thickness
are marked with different colors in the top view. (b) Height distribution of the image
presented in (a). The peaks in the wetting layer area correspond to the Cu terraces
separated by 2.1 A˚. The relative heights of Pb areas with respect to the underlaying
terraces are indicated and roughly match multiples of the Pb interlayer distance. The
total height indicated in a also includes the WL. QWS are responsible for the bilayer
modulation of the apparent height on top of the island due to different integrated DOS.
Only the height difference between every second Pb area agrees with the expected value
of 2(dPb111   dCu111) as shown in (c).
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of the electronic density of states modulated by QWS. A measurement of the
latter is presented later in Fig. 6.16(c). The image in Fig. 6.6(a) was recorded
at a bias of 1V. Since the integrated density of states at this energy is larger
for the even layers the tip does not have to get as close to the surface as in the
case of odd layers and thus they appear higher. As a consequence, the step
heights on the island are not given by dPb111   dCu111 = 77pm, as one would es-
timate from simple topographical considerations. Only when considering the
height difference between every second layer, where the QWS are at the same
or comparable energies, the expected value is found as twice the difference of
the lattice constants (Fig. 6.6(c)). In contrast to the situation of Pb on Si(111),
the appearance of these wedge-like islands is the exception. The majority of
islands indeed spans several Cu terraces as well but stays at the same height
as can be seen in the large scale STM image of a sample with a nominal total
coverage of 3.8ML in Fig. 6.7(a) where the Pb areas are marked with different
colors according to their local thickness. The distribution of the local thick-
ness presented in Fig. 6.7(b) is in agreement with the findings of Otero et al.
[136] and illustrates that the distribution is not statistical but certain heights are
strongly preferred. Most of the islands have a constant thickness of 6 or 8ML
on top of the wetting layer, which are thus the “magic heights” for this amount
of Pb. As a consequence, rather than forming flat-topped wedges it even seems
more favorable for the islands to decrease their local thickness by 2ML at an
upward directed step in order to end up with a preferred thickness again. Only
where there are closely spaced steps it appears that the narrow Cu terraces help
to stabilize unfavorable heights. In particular, there are only two rather small
regions in Fig. 6.7(a) that are 11ML thick and 9MLwas not observed at all.
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Figure 6.7: (a) STM topography (800⇥800 nm2, 1V, 100 pA) showing Pb islands on the
stepped Cu(111) surface. The colored surfaces indicate the local thickness the distribu-
tion of which is given in (b).
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Figure 6.8: QWS in Pb on Cu(111): (a) Numerically derived z-U spectra (Iset = 1nA)
revealing QWS for every local thickness observed on a sample with a nominal coverage
of 3.8 ML. (b) Comparison of measured QWS to the infinite square well model. The
widened blue and red guides to the eye indicate the energy interval corresponding to
kF = 1.590 ± 0.005 A˚ 1 for even and odd layers, respectively. Peak positions obtained
from dz/dU and from dI/dU spectra are marked by dots and crosses, respectively. The
black markers refer to a sample with a nominal Pb coverage of 16ML.
Fig. 6.8(a) shows the measurement of QWS for every local thickness present
in Fig. 6.7(a). This time the spectra were obtained as numerical derivatives of
z-U curves which turned out to be the fastest and most convenient way of get-
ting access to the peak positions. Actually, after justification with respect to
the height determination from the height profiles, this kind of measurement
was used to attribute the local thickness to all the different areas in Fig. 6.7(a).
The QWS extracted from dz/dU spectra are depicted by the colored dots in
Fig. 6.8(b). In this figure also the maxima of the dI/dU spectra on the wedge
(Fig. 6.16(c)) are marked as colored crosses and the black crosses indicate QWS
observed on thicker islands on another sample (Fig. 6.17(a) and (d)) onto which
a total nominal amount of 16 ML had been deposited. The positions of QWS
from both types ofmeasurements agreewell with the infinite squarewell model
even without applying an additional correcting phase, at least for the thicker
layers. However, the dz/dU values seem to appear slightly too low in general.
Only the 7ML value deviates substantially. Furthermore, as expected, the infi-
nite square well model describes the QWS close to EF better than the ones at
higher energies.
From this graph it becomes clear that a height of 9ML does not appear at
all since this would imply an occupied QWS just below the Fermi level, un-
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Figure 6.9: Pb islands on Cu(100): (a) Elongated islands in a large scale STM topography
(940⇥940 nm2, 1V, 100 pA). (b) and (c) show a h111i and a h100i oriented island, respec-
tively. The different orientations are confirmed by the atomically resolved closeups in
(d) and (e).
favorable in terms of total energy. Still in the case of 11ML, the close vicinity
of the now unoccupied QWS to EF leaves this height unfavorable compared
to the neighboring layers. In conclusion one can say that the positions of the
QWS, the observation of “magic heights” as well as their distribution are in
total agreement with the previous findings on Pb on Cu(111) by Otero et al.
[136].
Lead on Cu(100)
A different symmetry of the substrate surface has a large influence on epitaxial
growth. In order to attain Pb islands of different geometry, thus, in addition a
copper crystal of h100i orientation was used. Fig. 6.9(a) shows the STM topog-
raphy of Pb islands on the Cu(100) surface. A noticeable characteristic is the
pronounced elongated shape of the majority of the islands. The length extends
to some 100 nm while the width is only several 10 nm. Actually, in the STM
images the dimensions seem to be larger but the features at the island edges
originate from the convolution of the actual topography, which comprises per-
pendicular “walls” that are several nanometer high, with the distinct shape of
the STM tip especially influencing the apparent width. In this sense only the
flat top of e. g. the island in Fig. 6.9(b) reflects the real lateral shape of the object.
Again the islands grow on top op a wetting layer which, this time, possesses
a well ordered c(5
p
2⇥p2)R45  reconstruction. The elongated shape of the
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surface unit cell of the wetting layer was found to be responsible for the orien-
tation of the Pb islands which thus only show two directions perpendicular to
each other [157]. The c(5
p
2⇥p2)R45  structure is only one of several interest-
ing surface alloys and reconstructions occurring for a sub-monolayer amount
of Pb on Cu(100) [158–160]. Those were all observed during the experiments
but are not further discussed here.
Sometimes, though rarely, another island geometrywas observed (Fig. 6.9(c)).
While the elongated islands grow with their h111i direction perpendicular to
the surface which is obvious from the 120   angles at the edges as well as from
the atomically resolved surface (Fig. 6.9(d)) which shows a hexagonal pattern,
the other kind of islands exhibits angles of 90   at the corners and the closeup
of the surface in Fig. 6.9(e) reveals a fourfold symmetry. Hence, those islands
are oriented with their h100i axes perpendicular to the surface. Unlike the
appearance of elongated islands, which is well known from previous studies
[157, 161], the (100) islands were not reported in literature so far. In principle,
the appearance of islands of two different orientations would allow to study
dependencies on the crystallographic direction on the same sample.
In contrast to the situation on Cu(111), Pb islands on Cu(100) aremuch higher.
The islands in Fig. 6.9(b) and (c) exhibit heights of about 5 nm and 3.9 to 10 nm,
respectively. This means that the thickness is at least 17 ML but most of the
observed islands rather consist of much more than 20ML. Hence, the observa-
tion of quantization effects is unlikely on this sample. An attempt of reducing
the island height by depositing less Pb was not successful, only the amount of
islands decreased. The only way of achieving thinner islands would probably
be a reduced substrate temperature during deposition.
Lead on Copper-nitride
In order to investigate whether it is possible to manipulate the proximity effect
present for Pb on pure Cu substrates additional experiments should be carried
out on Pb deposited on an insulating layer of CuN. This system has not been
described in the literature so far and thus, as a first step, the growth proper-
ties had to be examined. Fig. 6.10(a) shows a STM topography after depositing
Pb for 75 s on the CuN/Cu(100) substrate which was still at a temperature of
about 50  C after the preparation of the CuN layer. Large areas of the surface
exhibit irregularly shaped islands on which the rectangular trenches typical for
CuN/Cu(100) are still clearly visible. Additionally, sometimes there are islands
on top of the underlying structure that extend laterally to some 10 nm. Also
on this islands the CuN characteristics are observable. In between the islands
there are lower regions that are rather contaminated by some kind of adsorbate
lumps and a careful look reveals the trenches of CuN also in these areas.
The preparation procedure without checking the quality of the CuN filmwas
chosen in the end when the latter was already routinely mastered because it
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Figure 6.10: (a) STM topography (150⇥150 nm2, 1V, 100 pA) of Pb/CuN/Cu(100) after
a deposition time of 75 s. The complicated appearance comprises as a main feature large
islands of a unique thickness that are connected in many points and exhibit the promi-
nent trenches stemming from the CuN layer below. The lowermost areas in between
the islands are polluted with lumps. Only a few islands overtop the other structure. (b)
Detail (24⇥24 nm2) of some terraces revealing a stripe like structure in contrast to pure
CuN which only shows trenches. (c) Height profile of (a): Four underlying Cu(100)
steps can be identified. The determination of the local Pb thickness, in contrast, is not
possible. (d) Matching of all observed QWS to the infinite square well model with a
correction of  0=0.13ML which allows to estimate the number of Pb layers.
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was found that depositing Pb on the substrate below room temperature after
taking it out from the cold STM, leads to the formation of films of homoge-
neous thickness. First, from a practical point of view, a sample exhibiting only
one distinct Pb thickness does not allow to investigate possible dependencies
on the number of layers in one measurement. Further, in the beginning, this
sample morphology hindered the identification of Pb on the surface since, also
for the totally closed films, the characteristic structure of the underlying CuN
layer even shines through several layers of Pb. For this reason one could mis-
leadingly assume from the first impression that there is no Pb at all present at
the surface. Only on the second look one gets aware of an additional stripe
like structure (Fig. 6.10(b)) which does not exist on pure CuN. In addition, STM
images with atomic resolution revealed a (111) surface with the measured dis-
tances matching those of lead and therefore the surface is actually covered with
(111) oriented Pb films.
Due to the rather complicated appearance the determination of the local Pb
coverage is not straight forward. Fig. 6.10(c) shows the height distribution of
the image in (a) and reveals that there are four underlying terraces separated by
1.8 A˚ and thus they stem from the Cu(100) substrate. The step edges, however,
are quite deformed by the structure on top. Also most other height differences
match the Cu(100) interlayer distance, especially A-A’ and B-B’ on top of the
two smaller islands. It is this issue that hampers further attempts of extracting
the local thickness of Pb from height profiles since one does not know to which
terrace the apparent height should be referenced.
In this context, QWS, which are also present in this system, play an impor-
tant role in order to gain further insight into the local coverage. As an example,
islands A and B, which both exhibit a step of 1.8 A˚ on their top, indeed exhibit
the same peaks at 1.25 eV and 0.72 eV in their dI/dU spectra all over their sur-
face. This reveals that they consist throughout of the same number of Pb layers.
On the lower island structure (1-4) the energy of the positive QWS increased a
little while the negative is not present anymore which means, as expected, that
the thickness is less while the opposite is true for island C. Interestingly, there
is also a peak detected on the polluted lowermost area (P) at an energy of about
2.1 eV. Taking into account all the observed energies of QWS from this and
from all other samples allows a matching to the infinite square well model pre-
sented in Fig. 6.10(d). An additional phase corresponding to an enhancement
in addition to the actual thickness of  0 = 0.37 A˚ = 0.13ML had to be assumed
especially in order to cope with the states at around 600 meV which do not
stay constant as in the pure model but are slightly decreasing with decreasing
thickness. Again there is an oscillating bilayer stability which changes from
odd to even around 10 ML. According to this “fit”, the lower island structure
in Fig. 6.10(a) has a local Pb thickness of 5 ML while the two smaller and the
larger island consist of 7 and 9 Pb layers, respectively. Interestingly, also the
80
6.4 Tunneling Spectroscopy on Lead on Silicon
peak position found on the dirty lowermost region fits the model quite reason-
ably, if a thickness of 3 ML is assumed meaning that, in fact, the whole sample
surface seems to be covered by lead. Since the deposition rate was estimated to
be in the order of 1 ML/min, this coverage seems to be too high, because the
deposition time was only 75 s for this sample. This implies moreover, that also
the determination of the other thicknesses might be off by 1 or 2 ML since there
is quite some freedom in choosing the phase correction  0.
Even though, for this study, the approximate knowledge of the thickness is
sufficient, in order to achieve final certainty about the local Pb coverage addi-
tional experiments with a more precisely determined total deposition rate are
necessary. Furthermore, neither the reason for the presence of the lumps only
on the supposed 3 ML region nor their chemical identity could be identified
yet. Concerning the first, one might wonder whether again QWS play a role.
Indeed, in a previous study it was observed experimentally that QWS have an
influence on surface chemical reactivities [162].
The main purpose of introducing the additional CuN layer was to use its
insulating property in order to retrieve superconductivity of the Pb structure
on top. However, it turned out that the CuN layer is not capable of preventing
the proximity effect and no sign of superconductivity was found even for the
thickest obtained Pb layers of more than 20ML.
6.4 Tunneling Spectroscopy on Lead on Silicon
In contrast to the situation on a metallic substrate, it is known from numerous
studies that on silicon even very thin Pb islands of only a few atomic layers re-
main superconducting. In this section the results of the experiments addressing
the phonon features in the tunneling spectra of Pb islands on Si(111) are pre-
sented, first in the superconducting state and afterwards in the normal state,
after explaining the effect of Pb islands on the application of a magnetic field.
6.4.1 Phonon Features in the Superconducting State
The superconducting nature of Pb islands on silicon could be confirmed in this
study as well. Fig. 6.11 shows a tunneling spectrum of a 16 ML thick island.
For the measurements presented in Fig. 6.11 a superconducting tip was used,
which resulted by chance/accident when the freshly prepared tungsten tip was
unintentionally scratched across the sample surface during a lateral positioning
step of the tip. Obviously, this procedure caused the tip to rip off one or several
Pb islands from the sample surface leaving a superconducting Pb terminated
tip. Due to the superconducting tip the quasiparticle peaks in the spectrum in
Fig. 6.11(a) show up at about ±3meV corresponding to 2 Pb as expected from
the theory of tunneling between two superconductors [7].
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The most important feature in the spectrum is, however, the clear appear-
ance of wiggles at the decaying edges of the quasiparticle peaks. These fea-
tures turn up as two very prominent peak-dip pairs at ±7meV and ±11.5meV
after zooming in on the d2I/dU2 spectrum as presented in Fig. 6.11(b) and un-
ambiguously arise from the phonons of lead. Similar to the case of niobium
before, according to Eliashberg theory the van Hove singularities at 4meV and
8.5meV in the phonon density of states of lead appear as dips/peaks at the pos-
itive/negative bias side in the electronic density of states shifted by the energy
gap of the superconducting island. The additional shift of 1.5mV is due to the
superconducting Pb terminated tip.
On the one hand, this finding is not surprising because it is in absolute agree-
ment with the early experiments on planar Pb-oxide-Pb tunnel junctions [9].
On the other hand, the verification that the same results can be obtained for a
nano-sized sample in the STM geometry was still missing. In fact, other studies
on Pb islands on silicon also observed hints of phonon features in the electronic
density of states [60] but spectra with the energy resolution of the present work,
which is due to the reduced temperature of less the 1K and also partially to the
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Figure 6.11: Tunneling spectroscopy on a 16ML thick Pb island on Si(111): (a) dI/dU
spectrum normalized to the value at -15mV which reveals the superconducting nature
of the Pb island and shows wiggles at the decaying edges of the quasiparticle peaks.
(b) The same data presented as d2I/dU2 and zoomed in on the low intensity region.
Outside the gap there are two pairs of peaks and dips reflecting the Pb phonons in the
electronic DOS of the superconducting Pb island. The spectrum in (b) was recorded
using the 2f mode of the lock-in amplifier (Umod=500µV) at T=895mK and (a) is the
numerical integration. A superconducting Pb terminated W tip exhibiting more or less
the same gap as the island was used for the measurement.
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superconducting tip, were by far not obtained before.
The data of Fig. 6.11 could now be used as starting point for the McMillan
inversion algorithm in order to extract the Eliashberg function. However, re-
garding the main purpose of this work to detect the phonons of the material
by an inelastic scattering process of the tunneling electrons in the normal state,
in the next section, the possibility of suppressing superconductivity in the Pb
islands on Si(111) by a magnetic field is addressed. All following results were
achieved in another measurement session with a normal conducting tip.
6.4.2 Pb on Si(111) Exposed to a Magnetic Field
The result of applying a magnetic field is exemplified at a part of a quite large,
irregularly shaped Pb island, the topography ofwhich is presented in Fig. 6.12(a).
Since the island is located on top of a very wide (> 1µm) Si terrace there are
no underlying steps and the island thus possesses a unique height determined
to be 10ML including the WL. As expected from previous studies, the island is
found to behave as a type-II superconductor with themagnetic flux penetrating
in the form of vortices [111, 163].
Images (b) to (e) show dI/dU maps for different magnetic fields, respec-
tively. By setting the bias to 1.5meV the energy corresponds to the quasipar-
ticle peak thus allowing to distinguish superconducting areas that exhibit an
enhanced density of states and appear bright from normal conducting ones,
which have no quasiparticle and thus look darker. This becomes clear when
regarding Fig. 6.12(g) showing tunneling spectroscopy of the superconducting
gap at points getting closer to a vortex core as indicated in (b). It is worth
mentioning that there is still a reduced conductivity at zero voltage at the mea-
surement point closest to the center of the vortex, giving an impression that it
is rather difficult to exactly locate the normal conducting core.
In contrast to a sample with a large flat surface the geometry of the islands
prevents the evolution of a regular hexagonal vortex lattice. Rather, the indi-
vidual vortices seem to be distributed in such a way that they find an optimal
position inside the given shape of the island. For example, at B = 0.23T,
which was the smallest magnetic field applied to the sample, five vortices en-
ter the island in the area as shown in Fig. 6.12(b), while there is one more at
0.30T (Fig. 6.12(c)) and the positions of the vortices are redistributed a little.
From a simple calculation one would expect about 14 and 18 vortices penetrat-
ing the displayed surface of the island at 0.23T and 0.30T, respectively. While
the actual number of vortices is significantly smaller, the distance of individual
vortices is roughly matching the theoretical expectation as indicated by the red
circles. After increasing the magnetic field up to 0.41T (Fig. 6.12(d)), the num-
ber of vortices in the main part of the island again increases and the distance
between them gets even smaller so that some of the vortices start to coalesce.
An additional vortex now also appears in the arm at the upper left of the island.
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Figure 6.12: Type-II superconductivity of Pb islands on Si(111): (a) STM image
(500⇥500 nm2, 1.5mV, 100 pA, 0.75K) of an irregularly shaped island exhibiting a height
of 10ML including the WL. (b) - (e) Maps of the lock-in signal proportional to dI/dU
with the bias set to the energy of the quasiparticle peak at 1.5meV for different values of
the magnetic field given in the images. The given color code is the same for images (b) -
(e). (g) dI/dU spectra taken at the points indicated in (b). The magnetic flux penetrates
the island in the form of vortices for B  0.41 T. While the arrangement of the vortices
reflects the shape of the island, the distance between them corresponds roughly to the
one expected from theory as indicated by the red circles. Though, at 0.8 T the island
appears almost totally dark and superconductivity seems to be completely suppressed,
the same map represented in a different color code in (f) reveals that there is remaining
superconductivity at the island edge.
The vortex is located at the widest part of the arm providing most space, once
more illustrating that the island shape has a distinct influence on the vortex
positions. On the right side of Fig. 6.12(d) it seems that some vortices suddenly
movedwhile the STM imagewas recorded indicating that redistribution of vor-
tices eventually also takes place without changing the magnetic field probably
due to more than one energetically favorable vortex positioning.
At 0.8T the island appears more or less completely dark in the dI/dU map
shown in Fig. 6.12(e) in the same color code as the previous ones, which means
that Bc2, the magnetic field above which the superconductivity is totally sup-
pressed inside the material, has been exceeded now. Interestingly, even at this
high value of the magnetic field, the edge of the island still appears brighter
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then the interior after adjusting the color code properly (Fig. 6.12(f)), indicat-
ing that superconductivity remains at the surface of this 2D object even above
Bc2. This real-space observation of surface superconductivity confirms the ex-
periments of Ning et al. [163], who investigated the same system by STM and
also found persisting superconductivity at the island edges. Although there is a
general agreement, the values of the critical fields differ quite substantially. The
previous study determined Bc2 = 196mT, which accords well with the result
of experiments using a superconducting quantum interference device magne-
tometer [164]. On the other hand, the present study reveals that Bc2 must be at
least 0.41T. Furthermore, Ning et al. obtained 308mT for the additional critical
field Bc3, above which also the surface superconductivity disappears,5 while
here, from Fig. 6.12(f), it is clear that there are remains of superconductivity
at the island edge even at B = 0.8T. It may be speculated whether the dis-
agreement can be attributed to the higher temperature (⇡ 4.3K) in the previous
studies while it was 0.75K in the present case.
6.4.3 Phonon Features in the Normal State
From Fig. 6.12 it is clear that, when the Pb island is in the Shubnikov phase,
superconductivity is fully suppressed only in the center of a vortex, which is
rather difficult to locate exactly. The full superconducting density of states
is reached within the coherence length. Any spectrum will thus be rapidly
dominated by the superconducting gap when moving away from the core. For
this reason first attempts to probe phonons by inelastic tunneling spectroscopy
were made at magnetic fields B > Bc2 in the normal conducting interior of Pb
islands.
Fig. 6.13 shows the result of such ameasurement on a 11ML thick island. The
magnetic field was set to B = 1.05T. Surprisingly, by far the most prominent
feature in the d2I/dU2 spectrum (Fig. 6.13(a)) is still a peak close to zero volt-
age. While the I-U curve in Fig. 6.13(b) looks rather flat, as expected for the
normal state, Fig. 6.13(c) reveals that the differential conductance indeed drops
by 25% at the Fermi level. Whether this feature is due to remains of super-
conductivity or originates from other processes could not be clarified yet. A
second discovery is the appearance of a peak at 4mV, which shows up espe-
cially clear in the magnification in the inset of Fig. 6.13(a). The position of this
peak would correspond exactly to the signal expected for the detection of the
van Hove singularity of transversal phonons by inelastic scattering with the
tunneling electrons. This interpretation, however, has to be treated with some
caution. First, it is not obvious why the tunneling electrons should only probe
the transversal modes while there is no sign of interaction with the longitudinal
5The existence of a superconducting sheath at the edge of a type-II superconductor for magnetic
fieldsBc2 < B < Bc3 can be understood theoretically from the Ginzburg-Landau theory [165].
Within this framework a universal ratio Bc3/Bc2 = 1.69 can be derived as well.
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Figure 6.13: Inelastic tunneling spectroscopy at the normal conducting interior of a
11ML thick Pb island on Si(111): (a) d2I/dU2 spectrum (average of the positive and
negative bias side). The inset clearly reveals a peak at 4mV. (b) I-U curve. (c) Differen-
tial conductance exhibiting a drop of 25% at zero voltage.
ones. A second problem is that the disordered wetting layer does not allow to
take proper reference spectra in order to check whether the observed signature
is a feature of the tip. Due to the weak and doubtable signal, attempts to ob-
serve the phonon features at smaller fields in the center of a vortex remained
without results although the general feasibility was demonstrated in the case of
niobium in the previous chapter. An explanation for the unsatisfying outcome
of this experiment could be the condition of the STM tip. It is well known that
not every tip is well suited for doing inelastic tunneling spectroscopy and the
experiments presented here stem from only one measurement session through-
out performed with the same tip. In this respect, only a repetition of the exper-
iments on Pb islands on silicon involving different tip conditions could give a
definite answer to the question whether a direct measurement of the Eliashberg
function of this system is possible or not. Fast retries, however, were hindered
by the fact that the used silicon substrate lost its conductivity at low tempera-
ture when undergoing a second preparation cycle. In this situation, the study
was quit for the lack of time and because experiments on Pb islands on nor-
mal conducting substrates appeared more promising with respect to the direct
observation of the Eliashberg function as demonstrated in the next section.
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6.5.1 Phonon Features and Eliashberg Function
As explained in detail before, Pb islands on copper are already in the normal
state due to the inverse proximity effect. This is true for islands of all observed
thicknesses on the two differently oriented surfaces as well as on the addition-
ally introduced insulating layer of CuN/Cu(100) and supersedes the applica-
tion of a magnetic field in order to reach the normal state.
First, Fig. 6.14 shows exemplarily the results of dI/dU spectroscopy on a Pb
island with a thickness of 13 ML on Cu(111) as well as on the wetting layer
on Cu(111). In contrast to the constant differential conductance of the wetting
layer there is a pronounced dip around EF in the case of the 13ML Pb island.
The same effect was observed for Pb islands of various thickness on Si(111)-
(7⇥7) [166]. Since that experiment was performed at 10 K, which is above Tc of
Pb, the authors termed this feature “pseudo gap” as in the field of high temper-
ature superconductivity.
In contrast, another explanation is given here by attributing the dip to inelas-
tic excitations. Fig. 6.14(b) presents a high-resolution d2I/dU2 spectrum of the
relevant energy range. An almost point-symmetric shape is obtained showing
two dominant dip-peak pairs at a bias of about 4mV and 8.5mV as well as one
very close to zero bias (0.6mV). In order to obtain results of the present quality
the tip was usually stabilized at 20mV and a quite high current of 50 nA. The
lock-in amplifier was set to a modulation voltage of typically less than 500µV
at a frequency of 16.2 kHz to record a 2f signal which is thus affected only little
by additional broadening. As a result, however, in order to achieve a sufficient
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Figure 6.14: Tunneling spectroscopy on a 13 ML thick Pb island on Cu(111): (a) Large
energy range tunneling conductance spectra (normalized and vertically shifted for clar-
ity) on theWL and on the island. While the conductance of theWL is constant, it exhibits
a significant decrease at zero bias on the Pb island. (b) A d2I/dU2 spectrum taken on
the same position in a smaller bias interval around EF . (c) Average of the positive and
negative bias side of the IETS spectrum in (b) (dots) in comparison with the previous
result for the Eliashberg function of Pb [9].
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Figure 6.15: IETS on Pb/Cu(100) and
on Pb/CuN/Cu(100): (a) d2I/dU2
spectrum of a Pb island on Cu(100)
of more than 20 ML thickness (T=1K,
Umod=0.3mV). (b) d2I/dU2 spectra
of Pb areas of the indicated local
thicknesses on CuN/Cu(100) (T=1K,
Umod=0.3mV).While the phonon signa-
ture is clearly observable in the case of
15ML it is almost not present for 12 and
14ML.
signal-to-noise ratio, many single runs had to be averaged so that the total ac-
quisition time for one spectrum was commonly as long as about one hour.
A comparison to the previously determined Eliashberg function of Pb [9] is
provided in Fig. 6.14(c) and since it reveals an almost perfect agreement there
is strong experimental evidence that IETS directly yields the Eliashberg func-
tion as was found by the theoretical calculation discussed in Chap. 3. Only the
feature closest to EF is not related to ↵2F (!) but is due to a zero-bias anomaly
(ZBA), as already observed in planar tunneling experiments on Pb [63], the ori-
gin of which has not been explained yet.
Similar d2I/dU2 spectra were obtained on Pb islands on Cu(100) and on
CuN/Cu(100) as presented in Fig. 6.15(a) and (b), respectively. Due to the large
thickness of the islands on Cu(100) no dependence of the phonon spectra on the
amount of layers was observed in the experiments. Furthermore, the h100i ori-
ented Pb islands on Cu(100) were unfortunately only observed very rarely and
therefore no inelastic tunneling data could be recorded there so that a statement
on the orientation dependence is not possible.
In the case of Pb on CuN/Cu(100) there were hints for an influence of the
local thickness on the intensity of the phonon related features in the tunnel-
ing spectra. The three measurements presented in 6.15(b) were successively
performed with the same tip conditions on Pb areas of the indicated thick-
nesses. While the phonon features at ±4mV and ±8.5mV are very prominent
for 15ML, they almost disappear for 12 and 14ML. Because the topography
of Pb islands on Cu(111) can be interpreted much easier, this effect could be
studied in more detail on this substrate as explained in the next section.
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6.5.2 Thickness-Dependent Eliashberg Function of
Pb/Cu(111)
After confirming that STM-IETS is able to measure the Eliashberg function the
dependence of the electron-phonon coupling on the local Pb thickness was
examined. In particular, the ”wedge”-like island of Fig. 6.6 was investigated.
Keeping all parameters constant, d2I/dU2 spectra were recorded on every local
thickness. As shown in Fig. 6.16(a), the zero-bias anomaly and the Eliashberg
function were found in all cases. While the former stays the same there is a
strong thickness dependence of the intensity of ↵2F (!). For areas comprising
an even number of layers it is relatively weak whereas the signal gets stronger
for 13ML and is by far strongest for 11ML as can also be seen in Fig. 6.16(b)
which shows a d2I/dU2 map, i. e., a map of the local electron-phonon coupling
at 8meV, the energy of the longitudinal peak. No differences were found for
different locations within an area of a given thickness. In all experiments, the
current was set to the same value during tip stabilization, such that the dif-
ferences in the inelastic spectra are not related to differences in the electronic
density of states. Since an influence of the electronic QWS on the thickness
dependence can be expected, the first derivative of the tunneling current in a
larger voltage range was measured and is depicted in Fig. 6.16(c). For 12 and
14 ML, the highest occupied as well as the lowest unoccupied states lie roughly
0.5 eV away from the Fermi level. In contrast, the lowest unoccupied QWS of
the 11ML and 13ML thick layers are very close to EF . The relevant QWS of
the former, which exhibited also the highest intensity in ↵2F (!), is closest to
EF . Thus, this experiment clearly shows, that electron-phonon coupling can be
strongly enhanced (factor 5), if an unoccupied QWS is near the Fermi energy.
In order to test this finding another sample with a total nominal coverage of
16ML was prepared which allowed access to local thicknesses between 17ML
and 33ML. In this thickness range the Fermi level is again crossed by a QWS
at 18ML and 27ML as was seen in Fig. 6.8(b). The spectroscopic results for Pb
thicknesses around these two numbers of monolayers are presented in Fig. 6.17.
In contrast to the lower coverage, where a thickness of 9 ML was not observed
at all, now also those two important thicknesses for which a QWS is located
directly at the Fermi level (Fig. 6.17(a) and (d)) could be found. The influence
of the QWS on the growth thus seems to be diminished as the Pb slab becomes
thicker.
Fig. 6.17(b) and (e) show dI/dU spectra recorded in a narrower voltage range.
As expected, they all reveal a dip at zero bias6, especially, though not so pro-
nounced, also for 18 and 27 ML. At these thicknesses Wang et al. [166] claimed
6The very asymmetric shape of the 1f spectrum on 20 ML around zero voltage (red curve) reflects
the onset of a QWS just above the Fermi energy. This feature also propagates into the 2f spec-
trum and therefore only the mirrored negative bias part, instead of the antisymmetrized data,
is shown in 6.17(c).
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Figure 6.16: Thickness dependent electron-phonon coupling: (a) Antisymmetrized
d2I/dU2 spectra recorded at an arbitrary location on the areas of different local Pb cov-
erage as indicated by the colors in the upper topographic image of the wedge-shaped
island in (b). The intensity of ↵2F (!) increases considerably on the 11 ML high Pb area
as can also be seen from the d2I/dU2 map of the island taken at 8mV which is depicted
in the lower part of (b). (c) QWS obtained from dI/dU spectra at the same locations as
the spectra in (a).
a “pseudo peak” for Pb on Si(111) and explained this finding by a phenomeno-
logical model, borrowed from optics. This model, however, is thus not able to
describe the observation in general and the interpretation by inelastic phonon
excitation appears much more trustworthy, especially when regarding the
d2I/dU2 spectra presented in Fig. 6.17(c) and (f).
These spectra reveal the same fine structure as for the sample of lower cover-
age. Also the correlation of intensity and QWS position could be confirmed. At
20ML the QWS, which is located directly at the Fermi level for 18ML, has just
shifted above EF and is now unoccupied. In analogy to the behavior observed
before on 11ML, this is accompanied by an enhanced electron-phonon coupling
as can be seen from the comparison of the d2I/dU2 spectra in Fig. 6.17(c).
Interestingly, when the QWS lies directly atEF for 18ML, this does not result
in a further increase of intensity but the spectrum deviates substantially from
those on the other thicknesses. The same is true for 27ML, though in this case at
least the “transversal” peak is still observable but also with reduced intensity7.
To elucidate the experimental finding of an enhancement of the electron-
phonon coupling when an unoccupied QWS is close to the Fermi energy, the
electronic structure and the phonons for different free standing Pb films were
calculated [167]. The structural relaxations and the phonons were computed
7One has to note that the intensities of the spectra from 6.17(c) and (f) can unfortunately not be
compared due to a higher experimental temperature and very different tip conditions (f). In the
latter case the tip produced very asymmetric spectra so that only the negative bias side showed
meaningful signatures. Only this part is presented (after mirroring) in 6.17(f).
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Figure 6.17: Spectroscopic results for thicker Pb films: (a) and (d) show the QWS in
dI/dU spectra for the indicated thicknesses of 17 to 22ML and 25 to 28ML, respectively.
(b) and (e) display dI/dU spectra in a narrower voltage range revealing dips at zero
bias on all measured thicknesses. (c) and (f) show the corresponding antisymmetrized
d2I/dU2 spectra (The dashed lines indicate spectra where, due to different reasons, only
the (mirrored) negative voltage part is shown (See footnotes). The missing curves could
not be measured because of a dramatic tip change before the series was completed).
using the VASP code, well known for precise total energy and forces calcula-
tions [168], while the electronic structure of the thin films was obtained with
a first-principles Green’s function method, specially designed for semi-infinite
systems such as surfaces and interfaces [169]. The self-consistently calculated
Green’s functions and phonons were used to compute the Eliashberg function
of the given systems. First of all, QWS were found in these systems in qualita-
tive agreement with the experiment. The calculated electronic density of states
exhibits a QWS closest to the Fermi level for a thickness of 12ML while for 10
ML and 14 ML the QWS lie roughly 0.1 eV below and above EF , respectively
(Fig. 6.18(a)). The theoretical results for ↵2F (!) in Fig. 6.18(b) reveal the same
effect as the experiment: While the intensity of ↵2F (!) is the same for 10 and 14
ML, it increases by more than 30% in the case of 12 ML. Also shown in Fig. 6.18
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Figure 6.18: Theoretical calculation [167] for free-standing Pb slabs with a thickness of
10, 12, and 14 ML: (a) QWS in the electronic DOS (at the first vacuum layer). (b) Eliash-
berg function. (c) Resulting electron-phonon coupling constant in dependence of the
distance of the QWS from EF .
is the effect of compressing the surface of the 12ML slab by 5%. This compres-
sion shifts the QWS even closer to EF which again is accompanied by a further
enhancement of ↵2F (!).
The resulting electron-phonon coupling constants  , which change from a
value of about 1.25 to 2.2, i. e., significantly above the bulk value, upon the
shift of the QWS towards EF are indicated in Fig. 6.18(c). Thus, in qualitative
agreement with the experiment, the Eliashberg function can be increased by a
QWS near the Fermi level. Quantitatively, the experimental enhancement of
the electron-phonon coupling is even stronger than theoretically predicted by
a factor of 2-3, possibly due to the details of the QWS of Pb on Cu(111).
An oscillating coupling between electrons and phonons in dependence of the
Pb film thickness was also observed in an angle-resolved photoemission study
where  was extracted from the width of QWS peaks [120]. Crucial thicknesses
(e. g. 18ML), however, were not observed in this study. From the theoretical
side, Brun et al. already showed in their ab-initio calculations of free-standing
Pb films between 4 and 10ML an influence of the density of states at EF on the
electron-phonon coupling constant [60]. An improved calculation by some of
these authors, which includes spin-orbit coupling, also reveals the oscillation
of  with the electronic density of states [170].
The mechanism leading to the enhancement can be understood from total
energy considerations. The formation of QWS in thin Pb films leads to an ener-
getically unfavorable condition when a QWS lies very close to EF . A change of
the lattice constant, e. g. by a phonon, shifts the QWS up and down through the
Fermi level and leads to repopulation of the electrons with large changes of the
electronic energy. Thus, deformations couple more strongly to the electronic
degrees of freedom when a QWS is near the Fermi energy, thereby increasing
the electron-phonon coupling.
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In the present experiment, however, this mechanism seems to be present only
for unoccupied QWS, i. e.QWS above the Fermi level, while no significant en-
hancement is found when an occupied QWS lies close toEF . In the calculation,
on the other hand, also a QWS very slightly below the Fermi level results in an
enhancement of  , which happens upon the 5% compression of the surface. In
the cases where a QWS state is located directly at EF the experiment revealed
a deviating behavior and it might be speculated whether an unexplained addi-
tional effect is responsible for this.
6.6 Summary
The electron-phonon coupling in lead was studied after confirming its growth
mode on Cu(100), Cu(111) and Si(111) which is characterized by islands on
a wetting layer. The island heights are governed by electronic quantum well
states. This is also the case for Pb on a closed film of copper-nitride on Cu(100),
a system which has not been reported on in the literature yet.
Concerning the examination of phonon excitation, d2I/dU2 spectra of high
quality could be obtained in the superconducting state on Si(111) as well as
in the normal state, achieved by the inverse proximity effect, on Cu(100) and
Cu(111). The same is true for Pb/CuN/Cu(100), where the additionally intro-
duced insulating layer is not able to decouple Pb electronically from the copper
substrate and thus superconductivity is still suppressed by the inverse prox-
imity effect. While, for a unknown reason, inelastic tunneling spectroscopy on
normal conducting Pb on Si(111), after suppression of superconductivity by a
magnetic field, only revealed parts of the phonon characteristics, the d2I/dU2
spectra obtained on the other substrates can be unambiguously identified as
↵2F (!) which allows for the experimental determination of the latter with the
high spatial resolution of the STM.
For Pb islands on Cu(111) and partially also for Pb/CuN/Cu(100) a pro-
nounced dependence of the Eliashberg function on the thickness of the Pb slabs
was foundwhich, with the aid of ab initio calculations, can be explained by their
energetic stability due to the position of the electronic QWS.
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7 First Experiments on Iron-Based
Superconductors with the
JT-STM
Having established in the two previous chapters that tunneling spectroscopy using
the STM provides a precise tool in order to reveal the underlying boson structure in
conventional superconductors it is now, of course, desirable to adapt these concepts
to unconventional superconductors as well. For these the mechanism causing super-
conductivity is still under debate, though spin fluctuations seem to be a hot candi-
date, especially in the case of iron-based superconductors which were only discovered
in 2008. Due to their complicated structure, however, unconventional materials in
general have to be prepared in a very different manner compared to the single-element
conventional ones. This chapter describes the necessary steps in order to obtain suited
samples for experiments with the JT-STM. In the end it presents a test experiment on
Ba(Fe0.94Co0.06)2As2 and first results on SrFe2(As0.65P0.35)2, an iron-based supercon-
ductor that has not been studied by STM yet. In the beginning, however, information
about iron-based superconductors is provided as far as it is needed to relate the prepa-
ration steps and the experimental findings.
7.1 Motivation
7.1.1 Existing STM Experiments
Using tunneling spectroscopy to examine unconventional superconductivity is
only possible thanks to the invention of the STM. After the discovery of high-
temperature superconductivity in the cuprates, tunneling experiments using
other geometries were not found to yield reproducible results [68].
Since, scanning tunneling microscopy and spectroscopy have been exten-
sively applied to cuprates as well as to iron-based superconductors [32, 68].
In the meantime, STM experiments were carried out to investigate the surface
morphology and the superconducting gap together with its possible spatial
variation. The studies also cover more advanced issues like effects of impu-
rities and imaging of vortex matter.
A rather sophisticated technique which was introduced by Hoffman et al. [35,
171] yields information about the Fermi surface and the momentum depen-
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dence of the order parameter (~k) from energy-dependent imaging of an inter-
ference pattern. This pattern appears on a sample surface with impurities when
scattered quasiparticles interfere. Therefore the method is referred to as quasi-
particle interference (QPI) or FT-STS, due to the 2D Fourier transform involved
in the analysis. This kind of experiments complements angle-resolved pho-
toemission (ARPES) studies that are usually carried out to obtain momentum-
resolved data. The QPI technique has also been already applied to iron-based
superconductors [172–175].
Most interesting with respect to the focus of the present study is the observa-
tion of so-called dip-hump structures outside the superconducting gap in iron
pnictides [70] as well as in cuprates [68], as already discussed in Sec. 3.4.3. Due
to the vivid current interest, the experiments described in the following focused
only on iron-based systems.
7.1.2 Properties of Iron-Based Superconductors
The common building block of all known iron-based superconductors is a FeX
layer, where X denotes a pnictogen (element of the nitrogen group) or a chalco-
gen (element of the oxygen group) [32]. The FeX layers may be stacked directly
on top of each other or sandwiched between additional ionic layers. Corre-
sponding 3D sketches of the crystal structure are depicted in Fig. 7.1(a) for the
“11” and the “122” materials which are two examples of about six different
families of iron-based superconductors [29]. While the parent compounds FeTe
and BaFe2As2 (or SrFe2As2) do not show superconductivity it can be intro-
duced by electron or hole doping as well as by introducing chemical pressure
via isovalent doping with the substitutions indicated in the figure by brackets
in the formulas of the respective compound.
A common feature of iron-based superconductors is the evolution of a su-
perconducting dome next to a magnetically ordered phase in the T -x diagram
[32]. The doping and the optimal level is given in Tab. 7.1 together with the
corresponding Tc. All investigated samples were the optimally doped repre-
sentatives.
The names of the families arise from their respective chemical composition.
compound family doping xopt Tc abbrev. ref.
Fe(Te1 xSex) 11 isovalent ⇡ 50% 14.5K FeTe-Se50 [176]
Ba1 xKxFe2As2 122 hole 40% 38K Ba122-K40 [177]
Ba2(Fe1 xCox)2As2 122 electron ⇡ 6% 23K Ba122-Co6 [178]
Sr2Fe2(As1 xPx)2 122 isovalent ⇡ 35% 33K Sr122-P35 [179]
Table 7.1: Summary of the optimal doped iron-based superconductors considered in
the present work.
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A “11” material without additional layers, e. g. FeTe, comprises the same num-
ber of Fe and of Te atoms. With respect to the unit cell, however, it should be
rather referred to as “22” material since half of the Te atoms lie above the Fe
plane while the other half lies below which results in a larger unit cell. This
issue is illustrated in the top view of the FeX layer in Fig. 7.1(b). The one-Fe
unit cell that would exist if all As were coplanar has a lattice constant aFe-Fe of
approximately 2.6 A˚while the correct one is a0 = 3.9 A˚.
The choice of the unit cell also has consequences on the Brillouin zone in
(a) (b)
(c)
aFe-Fe § 2.6 Å
a
0 § 3.9 Å
т
hole
electron
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M
Figure 7.1: Structural and elecronic properties of iron-based superconductors: (a)
3D sketches of the parent compound crystal structures of “11” and “122” materi-
als. The common building block responsible for superconductivity is the FeX layer
(X = As or Se). Substitutions for electron, hole or isovalent doping may take place at ar-
bitrary positions. The respective representatives of each family considered in this study
are indicated. Adapted from [29]. (b) Top view of the FeX layer indicating different ver-
tical positions of the X atoms by open and filled circles. Depending on whether the latter
is considered or not a larger or smaller unit cell has to be drawn, respectively. Adapted
from [32]. (c) Electron and hole pockets of the Fermi surface in the Brillouin zone (for
one Fe atom in the unit cell) [29].
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reciprocal space. The one depicted in Fig. 7.1(c) corresponds to the smaller unit
cell in (b) neglecting the vertical position of the X atom. The complicated Fermi
surface of iron-based superconductors, which is also sketched in the figure, is
characterized by five sets of Fermi sheets arising from the d-orbitals of iron.
Two of them form electron-like pockets at the M point, while the other three
build up hole-like pockets centered at   [29]. Since these considerations are
only based on the FeX layer, they apply for all iron-based superconductors.
The different Fermi surfaces give rise to different gap values, characteristic for
multi-band superconductors. Hints of multiple gap values have for example
been observed experimentally in ARPES studies on Ba122-K40 [180] as well as
in STM experiments on Ba122-Co6 [172] (see also [32]).
Very often, however, an even simpler sketch of the Fermi surface is employed
only depicting one kind of electron and hole pocket, respectively. The electron
and hole-like Fermi surfaces are linked via scattering processes involving the
exchange of an antiferromagnetic spin fluctuation. In conjunction with this
scattering process, if it was the mechanism for Cooper pair formation, an un-
conventional s± symmetry of the order parameter was proposed [181] which
exhibits different sign on the electron and hole pockets. In this extended model
the order parameter can be described by [182]
 s±(~k) =  1 cos kx cos ky + 2(cos kx + cos ky). (7.1)
A 3D plot of this order parameter is shown in Fig. 7.2(a). It changes its sign
on a nodal line, which is almost circular, centered at  . Depending on the
ratio  1/ 2 the nodal line of the full function  s±(~k) may or may not pass
through the electron-like Fermi surfaces as depicted in Fig. 7.2(b). From the ex-
perimental side the s± symmetry of the order parameter is supported by STM
experiments exploiting QPI in connection with an additional magnetic field in
Fe(Se,Te) [175].
If the order parameter vanishes on some points on the Fermi surface then,
for some directions, the superconducting gap vanishes. The quasiparticle den-
sity of states, which is averaged over all momenta, is thus not fully gapped
anymore but, instead of a cup-shaped structure with steep edges, a V-shape
results. While, due to symmetry reasons this is always observed in cuprates,
which possess d-wave symmetry, in the pnictides the appearance of a V-shaped
gap depends on the details of the compound under investigation as seen above.
This effect was already observed experimentally in the comparison of tunnel-
ing spectra of FeTe1 xSex, which are fully gapped [175] and FeSe, where a V-
shaped gap was observed [182].
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Figure 7.2: Superconducting order parameter for the s± symmetry: (a) 3D plot of the
order parameter in the s± scenario for 1/ 2 = 1 (b) Nodal line of the order parameter
in the Brillouin zone. While it lies between the electron and hole pockets for 1/ 2 = 1
(green line) the nodal line intercepts the electron-like part of the Fermi surface if 1/ 2
is decreased (orange line). Orange dots mark the important points where the gap size
on the Fermi surface is zero. Adapted from [32].
7.2 Sample Preparation
As explained in the previous section iron-based superconductors possess a
rather complicated crystal structure which hampers an in situ growth by MBE
of the respective samples. Indeed, there are such processes, e. g. in order to fab-
ricate cuprate-based high temperature superconducting wires. Furthermore, it
was shown, that FeSe and even KFe2Se2) crystals of very high quality can be
grown by co-deposition of the materials on SiC(0001) [182, 183]. However, as
soon as the chemical composition gets more complicated, more advanced se-
tups are required in order to be able to survey and precisely control the exact
ratio of the constituents [184].
For this reason the usual way is to obtain the bulk samples synthesized ex
situ from groups who are specialized on the crystal growth and have the nec-
essary experience to determine the appropriate recipes, see e. g. [179, 185]. The
available single crystal samples are thus rare and valuable items. In order to ar-
rive at sample surfaces suitable for STM investigation the common sputtering
and annealing procedure cannot be applied. Instead the crystals are cleaved di-
rectly in the UHV in order to reveal a fresh surface without contamination from
having been exposed to ambient conditions [32]. This procedure is possible due
to the layered crystal structure of iron-based superconductors as presented in
the previous section. However, it was found that the cleaving is much easier
for the “11” family. Here the cleaving can be done by a simple “Scotch tape”
method, as it is also applied in the case of graphite, while the layers of the “122”
family are bound more strongly. For this reason, it is necessary to fix a post on
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the top side of the sample as illustrated in Fig. 7.3(a) by a two-component epoxy
glue which provides a stronger cohesion to the crystal surface than the bonding
between the layers.
However, due to the small sample size of typically around 1mm2, an example
of which can be seen in 7.3(b), the positioning of the top post can hardly be
accomplished by hand. Instead, a home-made instrument (Fig. 7.3(c)) came
into use which allows to precisely position the post on top of the sample (d).
The accurate control is especially needed in z-direction since, when the post is
brought too close to the sample surface, a spillover of the glue would result in
a stabilization at the side of the crystal, thus preventing it from being cleaved
properly. After positioning the top post the whole setup can be placed on a hot
plate in order to harden the glue. Subsequent to the transfer of the sample to
the UHV system it is simply cleaved by pushing the wobble stick against the
top post, which should point to the bottom such that it falls down and does not
affect the freshly created surface.
At the JT-STM cleavage can be done at room temperature in the preparation
chamber or at about 77K at the pre-cooling state of the STM. Recovery of the
second part of the crystal is accomplished by using a magnetic material for the
top post1 that is caught by a NdFeB magnet mounted on an additional sample
plate which is placed in an empty slot of the pre-cooling stage some centimeters
below the sample when it is being cleaved. Besides the fact that this part of the
crystal can be used for later experiments, the recovery provides the possibility
of judging the cleaving process since there is no convenient position at which
the sample itself can be easily looked at. It was found that, after introduc-
ing the apparatus for positioning the top post, the rate of successful cleaving
procedures was increased to 100%. Figure 7.3(e) shows a sample and the cor-
responding top post carrying the other half after they had been taken out from
the UHV system after the measurement had been finished.
The small size of the sample in combination with the limited optical access
and the lack of freedom of movement in one of the two lateral directions ham-
pers the coarse approach of the STM tip to the sample surface. One has to bear
in mind that missing the target only a little results in a contamination of the
STM tip with epoxy glue which means the end of the experiment.
Concerning the focus of the present work, the study of the optimally electron-
doped compound Ba122-K40 is certainly most promising since in this material
very clear features above the superconducting energy gap were discovered in
the spectra measured by STS [71, 72] as well as by ARPES [74] experiments and
bosonic modes were proposed as origin. In this respect this compound would
be awell suited candidate to first test these findings and subsequently study the
appearance of the bosonic mode in the normal state similar to the experiments
on conventional superconductors.
1In this study ordinary nails were used.
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(a)
(c) (d) (e)
(b)
Figure 7.3: Preparation for UHV cleaving of the sample: (a) Sketch of the attachment of
the top post for cleaving. (b) Photograph of a sample giving an impression of the typical
sample size. (c) Home-made gadget for precise positioning of the top post as shown
in (d). (e) Sample and recovered top post after the experiment.
There is, however, a problem concerning the handling of this compound due
to the volatile nature of the comprised potassium. At ambient conditions it
reacts with water from the air moisture leading to a chemical degradation of
the sample. For this reason storage and transport have to take place under
vacuum and sample preparation (gluing the top post and especially the subse-
quent hardening) has to be carried out under inert gas atmosphere in a glove
box.
The corresponding experiments were done during a research visit at the
group of F. Komori at the Institute for Solid State Physics at the University of
Tokyo, where the necessary equipment was available, though in the end at-
tempts of STM measurements remained without success because the cleaving
process did not work out as required. At this time the gadget described above
had not been at hand yet.
For this reason, the experimental results presented in the following section
are restricted to FeTe-Se50, Ba122-Co6, and Sr122-P35 which can be handled
and prepared at ambient conditions.
101
7 First Experiments on Iron-Based Superconductors with the JT-STM
7.3 First Experimental Results
Topography
Figure 7.4(a) shows an atomically resolved STM image of the surface of FeTe-
Se50 which was obtained in Tokyo2. The sample was simply cleaved by “Scotch
tape” in UHV. The brighter spots in the apparent height were attributed to ex-
cess iron atoms in previous studies [175, 186].
This tidy surfacemorphology can be found in the case of cleaved 11materials
because the individual FeX layers can be separated in a well defined way. In
contrast, iron pnictide compounds of the 122 family exhibit a poorer surface
morphology after cleaving. Though they are expected to cleave with the FeAs
layers intact as well, the structure on the surface is obscured by the intermediate
buffer layer remaining partially on the one surface or on the other. This fact
leads to the observation of many different surface morphologies depending
on the details of the chemical composition of the sample and on the cleaving
parameters. Besides many examples where a disordered surface was found,
(2⇥1) and (p2⇥p2) reconstructed surfaces were frequently observed, supposed
to originate from 50% of the intermediate layer atoms [32].
In agreement with previous studies [186] a test experiment on Ba122-Co6,
which had been cleaved at room temperature, revealed a surface exhibiting the
(2⇥1) reconstruction in domains of the two possible orientations (Fig. 7.4(b)).
The spacing between the lines is 7.3 A˚ which deviates from 2a0 = 7.8 A˚ by
6.4%, which is not uncommon for a STM study. This is due to the calibration
of the scanner piezo, which depends on the image size and the scanning speed
because of piezo creep. Atomic resolution of the shorter distance along the lines
could not be achieved. Even this, in principle, well structured surface, however,
is characterized by a lot of adsorbates and vacancies of unknown origin.
Topographic images of the surface of a Sr122-P35 sample, whichwere cleaved
at 77K are presented in Fig. 7.4(c)-(f). The sample was provided by the group
of S. Tajima [179] and has not been studied by STM yet. Already on the large
scale (Fig. 7.4(c) and (d)) the observed surfaces look different and the respective
closeups in (e) and (f) also reveal a different atomic arrangement. The stripe-
like structure in (e) exhibits a distance of 6.8 A˚, deviating a little more from 2a0
(12.8%) but is still supposed to be the (2⇥1) reconstruction. The surface in (f)
appears rather blurred on the first sight. The 2D Fourier analysis in the inset,
however, reveals a regular square pattern with a lattice constant of 4.9 A˚, which
deviates by 10.9% from the one expected for the (
p
2⇥p2) reconstruction. In-
terestingly, the two morphologies were found on one and the same sample in
2Surprisingly, no indication of superconductivity could be found in STS on the FeTe-Se50 sample.
It could not be figured out whether the aged sample had been degraded already or the energy
resolution and/or the base temperature of the used STM did not conform the specifications of
the manufacturer.
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Figure 7.4: STM topography of different iron-based superconductors: (a) Atomic res-
olution on FeTe-Se50. (b) (2⇥1) superstructure on Ba122-Co6. (c) and (d): Large scale
images of two different morphologies on the same sample of Sr122-P35. (e) and (f):
closeups of the two different morphologies in (c) and (d), respectively.
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the same experiment, though the second one was observed more often and was
exclusively observed in other measurement sessions. In this regard attempts
of explaining different surface morphologies only by the preparation parame-
ters appear questionable. Future experiments, including alternative cleavage
at room temperature, could elucidate the prerequisites for the different surface
morphologies.
Tunneling spectroscopy
Scanning tunneling spectroscopy was performed on Ba122-Co6 as well as on
Sr122-P35. In both cases a superconducting gap was observed as shown in
Fig. 7.5(a) and (b), respectively. Like most other iron pnictides and in agree-
ment with previous studies on Ba122-Co6 [75, 187] the differential conductance
is U-shaped which is a characteristic of a fully gapped superconductor. That
the conductance indeed vanishes around zero voltage was not observed in the
previous works because they were performed at higher experimental temper-
atures. The magnitude of the gap, as roughly estimated from the position of
the quasiparticle peaks, varies with position and is between 6 and 9meV. This
finding is in general agreement with a previous STM study which revealed
position-dependent values of   between 4.5 and 8meV with an average of
6.25± 0.73meV [75]. Further, the spectra in Fig. 7.5(a) show a position-depend
substructure inside the gap. It could be indicative of the double gap behav-
ior observed in an ARPES experiment on the same compound [188], which
found two different gap values of 5.0meV and 6.5meV on the electron and
hole pocket, respectively. This feature could not be resolved in the STM exper-
iment by Yin et al.which was performed at 6.25K [75] and also not in another
STM study at 4.2K [189]. In order to determine the value for the second gap
and to identify its spatial distribution, however, the data of the measurement
presented in Fig. 7.5(a) is not yet sufficient.
In contrast to the situation at Ba122-Co6, STS on Sr122-P35 reveals a pro-
nounced V-shaped gap, indicative of nodes of the order parameter on the Fermi
surface as explained in Sec. 7.1. Complementary experiments also support this
explanation [179]. Thus Sr122-P behaves like its direct “brother” in the 122 fam-
ily, Ba122-P, where nodal superconductivity was already demonstrated [179].
Also this spectrum exhibits a substructure inside the gap which shows upmore
clearly in its numerical derivative presented in the inset of Fig. 7.5(b). Again it
could be a hint at multiple gaps in this material. The fact that the differential
conductance does not reach zero is due to the finite measurement temperature
of 0.83K in combination with the V-shape of the gap. The evolution of the gap
with temperature is illustrated in Fig. 7.5(c). This measurement shows how the
V-shape gets blunt with increasing thermal energy. Furthermore, it roughly
confirms the superconducting transition temperature of 33K [179].
Very promisingwith respect to the study of electron-boson coupling is the ap-
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Figure 7.5: Tunneling spectroscopy on iron pnictide superconductors: (a) Spectra of
fully gapped Ba122-Co6 (three different single positions, T=0.8K). Gap magnitude, sub-
gap structure and background conductance slightly vary with position. The inset shows
the parabolic background conductance corresponding to the red curve on a larger volt-
age scale. (b) V-shaped spectrum of Sr122-P35 (average of many spectra, T=0.83K). The
inset shows the numerical derivative of this curve revealing a sub-gap structure. (c)
Temperature dependent spectroscopy on Sr122-P35 (single position). (d) A dip in the 2f
spectrum on Sr122-P35 may be suggestive of a bosonic mode.
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pearance of awiggle at the negative side of the spectrumpresented in Fig. 7.5(b).
A second derivative spectrum recored later reveals a clear dip between 15 20mV
also on the positive bias side. The feasibility of observing this feature is fa-
cilitated by the lack of a large scale parabolic background as it is observed
very often in unconventional superconductors (e. g. also shown in the inset
of Fig. 7.5(a)). A conclusive statement whether this feature originates from a
bosonic mode in Sr122-P35, however, needsmore statistics to exclude tip effects
and further assistance from complementary experiments like inelastic neutron
scattering.
Despite the suboptimal surface morphology, the spectra on different loci did
not vary much. In order to increase the quality of the data, however, the spec-
trum on Sr122-P35 was obtained by averaging about 2.5⇥105 spectra recorded
in a grid of 60⇥ 60 nm2. The same kind of grid measurement would, in princi-
ple, be the starting point for an analysis of the data in terms of QPI. Due to the
present surface quality no spots could be detected in the 2D Fourier transforms
except the ones arising from the lattice itself.
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The aim of the present work was the detailed study of electron-boson interac-
tions in superconductors using tunneling spectroscopy in the geometry of the
STM. At the beginning of this thesis it was pointed out that the crucial quantity
for understanding the details of conventional phonon-mediated superconduc-
tivity is the Eliashberg function which is an effective phonon spectrum as it
appears in the strong-coupling extension of BCS theory. The ongoing surprises
concerning the discovery of novel superconducting compounds and the ques-
tion for the “pairing glue” in these unconventional materials gave rise to an
anew engagement in the aged and established concepts.
At the time when the Eliashberg theory was tested experimentally by elec-
tron tunneling spectroscopy the STM had not been available yet and thus the
experiments were conducted on planar tunnel junctions involving a thin oxide
layer instead of a true vacuum barrier. Nowadays the STM is commonly used
in order to carry out tunneling spectroscopy, in particular also in the field of un-
conventional superconductivity where, in the recent years, a growing number
of experimental observations was tried to be explained in terms of Eliashberg
theory. A verification, that the old findings on planar tunnel junctions can be
reproduced in the geometry of the STM, however, is not reported in literature.
Indeed, STM setups that provide the necessary energy resolution only started
to be used more widely in the last few years. This is due to the fact that the
technical requirements on a STM setup which operates at temperatures much
below 4.2K, the temperature of simply boiling helium, are demanding. The
implementation in the design of the home-made JT-STM, which was used for
the present experiments, was described in Chap. 4.
Furthermore, the signatures that can be expected from tunneling spectra with
high energy resolution were explained, especially emphasizing the differences
between tunneling in the superconducting state compared to tunneling in the
normal state. While the first reflects the phonon characteristic in terms of an
altered electronic density of states the latter directly yields the Eliashberg func-
tion in the second derivative of the tunneling current, though there exist con-
troversial opinions on the last statement in literature.
Therefore the results of a new analytical calculation concerning the inelastic
contribution to the tunneling current were presented which confirm that
d2I/dI2 / ↵2F (!) in the normal state, (8.1)
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if the electronic densities of states are constant in the interval of interest and
under some assumptions on the Fermi surfaces of both, the counter electrode
and the sample. The latter might be softened in the geometry of the STMwhere
momentum conservation during the tunneling process, as it is supposed in the
calculation, does not have to be fulfilled.
The question to which extend inelastic processes contribute to the differen-
tial conductance when tunneling in the superconducting state still needs to be
answered by theory. If it turns out that these effects cannot be neglected the
previous studies which extracted the Eliashberg function from superconductor
tunneling based on McMillan’s inversion algorithm should be carefully reana-
lyzed.
The experiments on the conventional superconductors niobium and lead
clearly revealed that phonon signatures can be indeed observed in tunneling
spectra of the superconducting state in the geometry of the STM in full agree-
mentwith experiment on planar tunnel junctions. Themain result of the present
work, however, is that the phonons can also be addressed by low tempera-
ture STM-IETS when the superconductor is in its normal state allowing a more
direct access to the Eliashberg function compared e. g. to McMillan’s method.
While similar conclusions had been drawn before (tough rarely) from experi-
ments on planar junctions it is now possible to determine the Eliashberg func-
tion with real-space resolution.
In order to study phonons inelastically excited by the tunneling electrons in
the normal state at very low temperatures superconductivity has to be sup-
pressed. Two different approaches were presented - the application of a mag-
netic field and the inverse proximity effect, although the latter is restricted to
superconductor films that are thinner than the respective coherence length.
As hypothesized by the prerequisite of a flat electronic density of states the
Eliashberg function is much easier to obtain on a clean sample surface because
adsorbates strongly influence the elastic (as well as the inelastic) conductance,
especially in the low voltage range. Inelastic tunneling spectra on a niobium
single crystal, which is known for its difficulties concerning the achievement of
a pure surface, indeed showed the expected signatures at energies characteristic
of van Hove singularities but only on lead islands, that could be prepared with
much higher quality by MBE, the whole shape of the Eliashberg function could
be resolved.
A general complication in STM-IETS experiments is the performance of the
tip. Also there an adsorbate at the tip apex may have crucial influence on the
resulting spectra. Unlike the situation in planar junctions where the tunneling
current is averaged over the macroscopic contact area of both electrodes, in
the case of the STM it only flows very locally and especially through the last
atom or molecule on the tip. While averaging over the sample surface can
be easily, tough time-consumingly, achieved by performing grid spectroscopy
the influence of the tip has to be checked by changing the tip condition and
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repeating the measurement.
However, the STM is the only electron tunneling technique that allows to
study unconventional superconductors since planar junctions cannot be fab-
ricated in this case. Further, once a reliable tip condition is reached, the spa-
tial resolution allows to study the Eliashberg function locally. In this way, a
pronounced modification of the electron-phonon coupling strength was found
in lead films of different thickness. In agreement with previous studies, that
used different experimental approaches and focused also on the superconduct-
ing transition temperature, a bilayer oscillation was observed. The strongest
enhancement takes place if an unoccupied electronic quantum well state lies
closely above to the Fermi level. The reduced energetic stability of the re-
spective layers is proposed to be responsible for the increased electron-phonon
coupling. This interpretation is further verified by ab initio calculations for
free-standing lead films. The enhancement mechanism, if generally applicable,
could be used to increase the transition temperature of conventional supercon-
ductors by using layered structures with quantum well states at appropriate
energies.
Different than initially expected and in contrast to the electronic system, no
signs of phonons quantized in the direction perpendicular to the surface could
be found even for the thinnest films. Therefore an extraction of the dispersion
relation as it was performed by Gao et al. for magnons [53] was not possible and
also no investigation of the momentum dependence of the electron phonon-
coupling. In order to clarify whether the absence of phonon quantization has a
physical reason or is due to a still insufficient energy resolution of the JT-STM
preventing the observation of such quantization effects on the small energy
scale given by the lead phonons a re-examination of this system at even lower
temperatures, e. g. at the STM setup comprising a dilution refrigerator being
built up at the moment, could by justified.
A prerequisite for successful measurements is the availability or attainabil-
ity of suited samples. Due to this reason experiments on palladium-hydrogen
(PdH) remained without results, most likely because, despite tremendous ef-
forts, the hydrogen could not be trapped in the palladium lattice in a co-depo-
sition preparation process at room temperature. Since superconductivity in this
compound is caused by additionally introduced optical phonons [190] a study
of the latter in the manner described above would be very interesting. Perhaps
facilities that allow cooling of the substrate already during preparation which
will also be available at the new dilution STM could help to overcome the dif-
ficulties in the preparation of suited PdH samples in the future.
An alternative to the in situ fabrication of samples is the use of externally
grown crystals that are cleaved in UHV as it was carried out in this work in
case of the experiments on iron-based superconductors. In order to accomplish
the precedent preparation of the usually very small crystals a gadget was de-
scribed, which increased the rate of successful cleaving attempts to 100%. Nev-
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ertheless, there are almost no parameters which can be changed in the cleaving
process itself and thus, concerning the resulting surface morphology one is at
the mercy of the nature of the respective compound.
Preliminary results of scanning tunneling spectroscopy on two different “cou-
sins” of the 122 family of iron pnictides, one of which (Sr122-P35) had not been
investigated by STM before, seem to support the proposed s± symmetry of
the order parameter which is able to explain the appearance of both, a gap
function with nodes and one without nodes in the same class of compounds.
Further, the very low temperature of the present experiment allowed to reveal
a substructure inside the superconducting gaps which could be indicative for
multiple gaps from different sheets of the Fermi surface. The next steps in this
ongoing study should comprise the investigation of Sr122-P compounds of dif-
ferent doping level. For example spin-polarized STM could be able to reveal the
magnetic order in the non-superconducting region of the phase diagram near
the parent compound. Furthermore, the exceptional long standing time of the
JT-STM should be exploited more, in order to obtain high-quality QPI maps,
which unfortunately is only meaningful if a suited surface is obtained. Most
relevant with respect to the focus of the present work, however, is the survey
of the potential bosonic mode, that was observed in the superconducting state,
when the sample is partly driven into the normal state by the application of a
magnetic field.
On the whole, the experiments of the present work once more confirmed the
accuracy of the concept of phonon-mediated superconductivity in the strong-
coupling extension of BCS theory for conventional materials. There is alsomore
and more evidence that spin fluctuations are the origin of Cooper pairing with
a s± symmetry in the case of iron-based superconductors. Nonetheless, further
intense research is justified since a conclusive theory is still missing. Following
A. J. Leggett [191], the demand on such a theory, in the end, is to “provide [...]
a blueprint for a robust room-temperature superconductor” or to state with
confidence why room temperature superconductivity with all its imaginable
fascinating applications has to remain a dream.
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