The Minkowski weighted K-means (MWK-means) is a recently developed clustering algorithm capable of computing feature weights. The cluster-specific weights in MWK-means follow the intuitive idea that a feature with low variance should have a greater weight than a feature with high variance. The final clustering found by this algorithm depends on the selection of the Minkowski distance exponent. This paper explores the possibility of using the central Minkowski partition in the ensemble of all Minkowski partitions for selecting an optimal value of the Minkowski exponent. The central Minkowski partition appears to be also a good consensus partition. Furthermore, we discovered some striking correlation results between the Minkowski profile, defined as a mapping of the Minkowski exponent values into the average similarity values of the optimal Minkowski partitions, and the Adjusted Rand Index vectors resulting from the comparison of the obtained partitions to the ground truth. Our findings were confirmed by a series of computational experiments involving synthetic Gaussian clusters and real-world data.
Introduction
Clustering algorithms aim at revealing the class structure of a dataset. Many of them do it by partitioning a given dataset Y into K clusters, S = software packages frequently used in data analysis, such as MATLAB [9] , R [10] , SPSS [11] , and SciPy [12] . Given a dataset Y composed of N entities (i.e., objects) y i , each described over the same V features (i.e., variables), K-means generates a pre-specified number K of disjoint clusters, so that S k ∩ S l = ∅ for k, l = 1, 2, ..., K and k = l, covering the entire dataset. The traditional K-means algorithm runs update-centers/update-clusters iterations as described below.
K-means algorithm
1. Assign the values of K entities of Y , selected at random, to the initial centers c 1 , c 2 , ..., c K . Set S k ← ∅. 2. Assign each entity y i ∈ Y to the cluster S k whose center, c k , is the nearest to y i . If there are no changes in S, stop and output clusters S and their centers C. 3. Update each center c k with respect to the vector of component-wise means of its cluster S k . Go to step 2.
This method is known to alternatingly minimize the following least-squares criterion:
where c k ∈ C is the center of cluster S k ∈ S, with respect to two groups of variables, clusters S = {S 1 , S 2 , ..., S K } and centroids C = {c 1 , c 2 , ..., c K }. Despite its popularity K-means has several important weaknesses, among them:
1. The number of clusters, K, must be known beforehand; 2. This is a local search algorithm that usually gets trapped in a local minimum; 3. The resulting clustering, S, heavily depends on the initial centers; 4. All features equally contribute to the solution, regardless of their individual degree of relevance.
In this paper, we are mostly concerned with the last item of this list. Until recently, the issue of taking into account the extent of relevance of any specific feature was difficult to address because the traditional K-means algorithm and its objective function (Equation 1) lack an explicit feature weighting step. This step has been introduced in several works, thus transforming the two-step iterations of K-means into three-step iterations [13, 14, 15, 16] . The additional third step assigns weights to features in such a way that feature's weight gets greater when the feature better accords to the current partition. As we have recently shown, the weights are most naturally fit into the Minkowski distance framework: they are associated with feature scale factors in this perspective [16] . Our algorithm, Minkowski weighted K-means (MWK-means) [16] , automatically calculates cluster specific weights for each feature and applies the Minkowski distance to ensure these weights can be seen as feature rescaling factors (more details are given in Section 2). However, the quality of cluster recovery of MWK-means is subject to the selection of a suitable Minkowski distance exponent p. This selection depends on the data structure of Y , making it impossible to have a single value of p that provides optimal clustering in all cases. The issue of finding a proper value of p can be addressed in the framework of semi-supervised clustering [16] , yet it is of interest to try tackling it in the unsupervised clustering perspective.
Here we propose an approach associated with the structure of the Minkowski partition ensemble, that is, the set of partitions S p found at different Minkowski exponent values p ≥ 1. This ensemble resembles partition ensembles used in consensus clustering, a research direction which became popular in the past decade. It involves a representative set of partitions found by various algorithms or various combinations of parameters (partition ensemble) and a rule for finding an "average" partition according to the ensemble (see, for example, [17, 18, 19] ). The average partition is supposed to be close to the ground truth partition behind the dataset from which partitions in the ensemble are obtained. Yet, there are properties of the Minkowski partition ensemble that distinguish it from the others considered so far:
1. Completeness. Usually, the elements of a partition ensemble are obtained as results of different runs of the K-means clustering algorithm at different initializations, sometimes with additional randomization steps [18, 20] . In such a process, one is never able to know how well such a random sample reflects the landscape of possible partitions. In this regard, the Minkowski partition set is complete by the virtue of taking into account MWK-partitions at all possible p. One even may speculate on the nature of Minkowski partitions, as they correspond to the full spectrum of Minkowski distances, from the city-block distance that sums all the component-wise differences between entities at p = 1 to the Tchebychev distance that takes into account only the maximum of the differences (at p tending to infinity). 2. Refinement. Unlike in the conventional approaches, each of MWKmeans partitions results from multiple runs of K-Means rather than from a single run. In practice, the optimal S p partition is the best out of partitions found at a hundred runs of MWK-means. Moreover, one should not forget that the result is found at features weighted according to their relevance to the partition. That means that the Minkowski partition ensemble is a much more refined set of partitions. 3. Natural diversity. There is a claim that a partition ensemble to be successful in recovering the ground truth partition should have a significant level of diversity [18] . This claim generated a series of publications which established that the claim is not quite sound, yet the extent of diversity can be put under control [19] . In our view, the extent of diversity of a partition ensemble should not be considered separately from the structure of the dataset under consideration. For example, if a dataset consists of a set of well-separated compact clusters, then any run of K-means, with an appropriate K, will result in the same partition so that the resulting partition set will consist of many copies of the same partition -the minimum diversity, yet perfectly reflecting the structure of the dataset. Therefore, the extent of diversity of an admissible partition ensemble should depend on the cluster structure of the dataset: the more confusing is the structure, the greater the diversity of the partition ensemble. The Minkowski partition ensemble fully accords with the principle.
These properties of the Minkowski partition ensemble lead us to hypothesize that there exists a "central" partition such that it accords most with both the appropriate Minkowski exponent and the ground truth partition. If true, this hypothesis would also mean that the central partition may well serve as a consensus partition without further elaborations. The goal of this paper is to test this hypothesis in different practical situations. We provide computational evidence that our hypothesis is correct for a large variety of datasets, both synthetic and real. Moreover, we find an empirical signal indicating whether the hypothesis is correct for a given dataset. Also, we show that similar constructions for other partition ensembles cannot warrant that their central partitions have anything to do with the ground truth.
To implement our framework computationally, we define the Minkowski partition ensemble by using a discrete series of values of p, from p = 1 to p = 5 with a step of 0.1, so that the ensemble consists of the selected MWK-means parti-tions S p corresponding to p = 1.0, 1.1, 1.2, ..., 5.0. The upper boundary value, p = 5, according to our experience is quite large, so that larger values of p bring no different partitions. As a measure of similarity between partitions we use the popular Adjusted Rand Index (ARI) [21] . This index is usually chosen, over other indices such as Normalized Mutual Information (NMI), by many authors because, first, its intuitive clarity and, second, its propensity for "picking up" right choices in computations, as mentioned for example in [18] . We use ARI to define what is referred to as Minkowski profile further on.
The Minkowski profile is defined as a mapping of the Minkowski exponent values p = 1.0, 1.1, ..., 5.0 into the average similarity values of the corresponding MWK-means partition, S p , to the other Minkowski partitions. Thus defined, the Minkowski profile can be considered as a concept detailing the notion of diversity of a partition ensemble used in [18, 20, 19] in two different formulations. The diversity-one with respect to the ensemble is defined as the average value of all the pairwise partition-to-partition dissimilarity values; the dissimilarity being defined as unity minus the average ARI index value [18] . The diversity-two is defined with respect to any "central" partition, S, as the average dissimilarity with S. Thus, the values constituting the Minkowski profile are the diversity-two characteristics of each specific partition S p taken as S. On the other hand, the average value of the entire Minkowski profile subtracted from 1 is the diversityone characteristic of the Minkowski partition ensemble.
Our experiments with synthetic datasets entailing Gaussian clusters of simple structure do show that the central Minkowski partition indeed can be used as a statistical tool for finding both an appropriate Minkowski exponent and a meaningful consensus clustering for a given dataset.
The remainder of the paper is organized as follows. Next section describes all the details regarding the MWK-means algorithm as it is implemented and applied in this study. Section 3 introduces the concepts of the Minkowski partition ensemble and Minkowski profile. The following section describes our experimental findings. Our experiments on testing collinearity between the Minkowski profile and the quality of cluster recovery are described there too. Section 4 recalls the concept of consensus partition, defines the central Minkowski partition, tests experimentally how well this partition works as a consensus partition and points out to an optimal value of the Minkowski exponent. The Conclusion section reviews our findings and describes possible extensions of this work.
Minkowski weighted K-means
The Minkowski weighted K-means (MWK-means) algorithm involves both the Minkowski distance and cluster-based feature weights [16] . These feature weights follow the intuitive idea that a given feature v may have different degrees of relevance at different clusters S k ∈ S (k = 1, 2, ..., K). The more a feature is dispersed within a cluster, the lower its weight at this cluster is. The Minkowski distance between an entity y i and a centroid c k is defined by
, where p is the Minkowski exponent.
Any distance measure in the framework of the K-means general scheme introduces some bias to the shapes of clusters to be found. Assuming a twodimensional space for an easier visualization, the Euclidean distance used in (1) makes K-means biased towards circular clusters. At values of p equal to one, two and tending to ∞, the Minkowski distance is referred to as the Manhattan, Euclidean and Tchebychev distances, respectively. For instance, a value of p located between one and two leads to a bias towards a shape between a rhombus and a circle. In general, we can set the shape bias of the Minkowski distance towards any interpolation between a rhombus (at p = 1) and a square (at p → ∞). In fact, the Minkowski distance introduces a bias towards a shape similar to that of a Lamé curve (also known as Superellipse), whose precise shape depends on the selected value of p (see Figure 1 ). In the MWK-means al- gorithm, the Minkowski distance depends on the feature scales. Assuming that the objective is to minimize the sum of distances between entities and their respective centroids, as typical for K-means (1), one can introduce a rescaling factor w kv for each feature v at each cluster S k ∈ S. This rescaling factor within the Minkowski K-means framework can be interpreted as the feature weight, and the weighted Minkowski distance can be defined as follows:
Provided that cluster S k and its center c k have been pre-specified, the optimal weight w kv of feature v within cluster S k is inversely proportional to the dispersion D kv of v at S k . The dispersion D kv is defined by equation
Then, the optimal weight w kv is given by:
The MWK-means algorithm carries out a series of iterations, each involving three steps specifying how each of the three items, the centroids, the clusters, and the weights, are updated, provided that two of them are given (i.e., optimized at the previous steps).
MWK-means (2), generating the clustering S = {S 1 , S 2 , ..., S K }. If S = S, then go to Step 6 to end the computation. 4. Center update. Update each center c k ∈ C to the component-wise Minkowski center of y i ∈ S k . 5. Weight update. Update each weight w kv using Equation (3). Set S ← S , then go to Step 3. 6. Output. Output the clustering S = {S 1 , S 2 , ..., S K }, centers C = {c 1 , c 2 , ..., c K }, and feature weights w.
The central value c k in Step 4 is given by the component-wise median, mean and mid-range of y i ∈ S k , at p = 1, 2 and ∞, respectively. At other values of p, subject to p ≥ 1, γ v (µ) = i∈S k |y iv − µ| p is a U-shape curve with a minimum located in the interval [min i (y iv ), max i (y iv )] [16, 22] . The center in this case is a minimizer of γ v (µ). In our previous work [16] , a gradient method for finding this minimum has been applied. Here we use a much simpler and faster procedure involving no derivatives. We begin by setting µ kv = |S k | −1 i∈S k y iv , i.e., the mean value, and then iteratively change it using a pre-specified step size, say 0.001, i.e., adding or subtracting it depending on the side on which the value of γ v is minimized.
The MWK-means algorithm alternatingly minimizes the following objective function:
subject to V v=1 w kv = 1 and w kv ≥ 0 for k = 1, 2, ..., K and v = 1, 2, ..., V , in the framework of a crisp clustering in which each entity y i is assigned to a single cluster S k .
Note that the objective function (4) involves p-th power of Minkowski distance rather than the distance itself. This choice is analogous to the use of the squared Euclidean distance, rather than Euclidean distance, in K-means. This objective function also supports cluster-specific feature weights. It shows indeed that the interpretation of weights as the rescaling factors is meaningful because the same exponent p is applied to both the distance and the weights. We have recently shown that using these factors to rescale datasets does improve the likelihood that cluster validity indices return the correct number of clusters [22] . The interpretation of feature weights as feature re-scaling factors is not valid in other feature weighting algorithms such as Weighted K-Means [23] , Attribute Weighting K-Means [24] , or Improved K-Prototypes [25] .
Clearly, the final clustering given by MWK-means depends on the initial centroids chosen in Step 2. When using K-means, this issue is often addressed by running the algorithm a hundred or more times [26] and by selecting the clustering S that provides the best value of the objective function (1). This strategy can still be followed within MWK-means for a given value of p. However, it cannot be used for finding an optimal value of p within MWK-means because the values of the objective function (4) are not comparable at different values of p. However, any cluster validity index that does not depend on p can be used in this case to select the best partitioning.
Minkowski partition ensemble, Minkowski profile, and their use
Consider the set of partitions S p minimizing the objective function (4) at any given value of the exponent p ≥ 1. It is clear that there can be only a finite number of different partitions S p because the number of objects is finite. We refer to this set of partitions, S M = {S p } at various p ≥ 1, as the set of optimal Minkowski partitions. Of course, finding the set of optimal Minkowski partitions in its entirety is almost unfeasible because the task of minimization of criterion (4) is computationally hard. In practice, there are different options one might wish to explore. Here, we experimented with three of these. For a considered value of p, we carried out MWK-means 100 times, each with a random start. We then took as S p the partition providing either (i) the minimum value of the objective function W p (Equation 4), or (ii) the maximum value of the Silhouette width (SW) [27] , or (iii) the maximum value of the Calinski-Harabasz index (CH) [28] .
No sole cluster validity index is clearly superior to all the others in all cases. However, the Silhouette width (SW) and the Calinski-Harabasz index (CH) tend to be among the top performers according to several comprehensive simulation studies [29, 30, 31] . There are other potentially valuable alternatives, based for example on the stability-based approach, and we direct interested readers to [29, 32, 33] and references therein.
The Silhouette width for a clustering is defined as follows:
where a(y i ) is the average distance between y i ∈ S k and {y j : y j ∈ S k }, and b(y i ) is the lowest average distance between y i and {y j : y j ∈ S l }, where l = k. The Calinski-Harabasz index is defined as follows:
where W is the overall within-cluster variance, B is the overall between-cluster variance, N is the number of entities, and K is the number of clusters. We think that there is no need in using values of p outside of interval [1, 5] in our simulations, since the best partitions have never appeared at p greater than 5 in our previous computations [16, 34, 22] . In fact, the higher the value of p, the more uniform the weights are, thus voiding any advantage provided by the use of feature weights. Therefore, we consider a set S M = {S p } of 41 Minkowski partitions S p found at p = 1.0, 1.1, ..., 5.0, each of them optimising one of the three above-discussed indices (SW, CH, and W p ) over a series of 100 random starts. This set represents an empirical estimate of the set of all optimal Minkowski partitions and constitutes a version of the Minkowski partition ensemble.
Let us now define the concept of Minkowski profile for a given Minkowski partition ensemble. As explained above, we use the Adjusted Rand Index (ARI) [21] to capture the extent of similarity between two partitions. This index is based on the proportion of entity pairs that are consistent between the two partitions, i.e., belong or not to the same cluster in both compared partitions. The ARI index is computed from the confusion table between two cluster partitions, S p = {S p1 , S p2 , . . . , S pmp } and S q = {S q1 , S q2 , . . . , S qmq }, where m p and m q are the numbers of clusters in S p and S q , respectively. The confusion table has rows corresponding to classes of S p and columns to classes of S q ; its entry (k, l) is the number of objects in the intersection of S pk in S p and S ql of S q , N kl = |S pk S ql |. The confusion table is referred to as the contingency table in statistics. Let N be the total number of entities, N k -the number of entities in k-th cluster of S p , and N l -the number of entities in l-th cluster of S q . Then, ARI can be defined as follows:
where
. The values of ARI vary between −1 and 1, and ARI = 1 if and only if the two compared partitions coincide, i.e., S p = S q . For each partition S p ∈ S M , we can define a characteristic of its similarity to all the partitions in S M , i.e., the average similarity:
Then, the Minkowski profile φ(S M ) is defined as a mapping p → φ(S p ) of the set of all considered values of p, into the set of the corresponding average similarity values φ(S p ), p = 1.0, 1.1, ..., 5.0. We can now define the central Minkowski partition as the partition S p ∈ S M corresponding to that p at which the maximum of the Minkowski profile is reached. This means that S p maximizes the average similarity to S M over all considered values of p.
Given a partition ensemble, the problem of finding its consensus partition has attracted considerable attention (see, for example, [17, 18, 35, 2] and [36] for the latest references). Most algorithms use the so-called consensus, or coassociation, matrix between objects for finding and extending common fragments. There are mathematically deeper approaches using Bayesian or mixture of distributions modeling. In this paper, we do not use any of them, because the concept of Minkowski partition ensemble assumes that there are no meaningful partitions outside of it. Therefore, consensus partition should be one of those constituting the Minkowski partition ensemble. Indeed, we have tried building consensus partitions by using an algorithm from [2, 37] , which is a version of the approach described in [17] . This usually led to different partitions indeed, but with quite a mediocre cluster recovery results.
Thus, we propose the following routine to select an optimal value of the Minkowski exponent p and determine a Minkowski central partition to be used as a consensus partition:
Choosing an optimal exponent p and central partition S p For comparison, we also carry out experiments with the conventional Kmeans algorithm. There is obviously no need to select a distance exponent in K-means, but one still has to choose here the best partition out of a set of 100 partitions obtained after 100 random starts. To do so, we carry out the abovedescribed routine, but instead of the 41 optimal MWK-means partitions (one for each value of p) we consider the 100 K-means partitions. We compute the ARI between each pair of these 100 K-means partitions, define the profile of the ensemble by computing for each of them the average ARI to the rest, and output the clustering that maximizes the profile. As in [16] , in all of our experiments we first consider clustering solutions that have the expected number of clusters. When no such correct clusterings are found by using K-means or MWK-means, we accept those partitions that have been found by these partitioning algorithms regardless of the number of clusters. We run computational experiments with both real-world and synthetic data. The real-world datasets are those six datasets from the UCI repository that have been used in our previous studies [16] , see Table 2 .
Among these datasets, there are some with rather clear cluster structure, such as Iris and Wine, as well as some complex datasets for which no conventional classifiers have provided good accuracy results so far, such as Hepatitis and Pima Indians.
We also carry out simulations with synthetic data structures, akin to those presented in our previous works (see for example [16, 22] ). Our synthetic data are composed of spherical Gaussian clusters so that the covariance matrices are diagonal, with the same diagonal value σ 2 generated randomly at each cluster, and varying between 0.5 and 1.5. All centroid components are generated independently using the standard normal distribution. Cluster cardinalities are generated using a uniform distribution, with a constraint that each generated cluster comprises at least 20 entities. The following GMMs configurations, different in terms of the number of features and clusters, are tested in our study:
• 1000 entities over 8 features constituting 4 clusters (1000x8-4);
• 1000 entities over 10 features constituting 5 clusters (1000x10-5);
• 1000 entities over 12 features constituting 5 clusters (1000x12-5);
• 1000 entities over 20 features constituting 6 clusters (1000x20-6);
• 1000 entities over 30 features constituting 10 clusters (1000x30-10);
• 1000 entities over 40 features constituting 8 clusters (1000x40-8).
It should be noted that not only the feature space dimensions are relatively small at the first three sets of parameters, 8, 10, and 12, but also their relation to the number of clusters is not high either. The space dimension to the number of clusters ratios for these sets are: 8/4=2, 10/5=2, and 12/5=2.4, respectively. This contrasts with the higher ratios at our other parameter combinations: 20/6=3.33, 30/10=3, and 40/8=5. We will see that the cluster recovery results at the latter datasets are much better. For each of these configurations, we generate a hundred different datasets. All results presented further on are the averages taken over the 100 results obtained for each of our configurations.
We standardize each feature by subtracting its mean and dividing it by its range, as shown below:
Often clustering experiments are carried with data standardized using the popular z -score normalization. We think that the above-presented standardization could be a good alternative normalization option [2] . Consider a dataset with two features: a unimodal feature v 1 and a multimodal feature v 2 . The standard deviation of v 2 will be higher than that of v 1 , leading to lower z -score values of v 2 in comparison to v 1 . This means that v 1 would have a higher contribution to clustering in spite of the fact that v 2 has a clearer cluster structure. Moreover, we carry out additional experiments with the standardized datasets after adding to them noise features. As in our previous studies [16] , the values of the noise features are distributed uniformly in the unity range. For all datasets, the number of noisy features inserted is half of the number of the original features.
Experimental results

Relationship between the Minkowski profile and the similarity to ground truth
It appears that the Minkowski profile is closely related to the pre-specified cluster structure of a dataset when the MWK-means partitioning algorithm is used. Specifically, on many real datasets the Minkowski profile closely follows the cluster structure recovered by MWK-means.
For instance, Figure 2 presents the behaviour of the Minkowski profile and that of the ARI index resulting from the comparison of 41 optimal partitions S p (at p = 1.0, 1.1, ..., 5.0, obtained using MWK-means) to the known ground truth partition for the Australian Credit Approval dataset analyzed in many works on data clustering, including [23] and [16] . The striking similarity of the two presented curves is reflected in a very high value of the linear correlation coefficient between them, 0.991. Table 3 reports the correlation results obtained for the six benchmark datasets from the UCI repository listed above. This table allows us to compare the correlations obtained with traditional K-means and those obtained with our MWK-means algorithm using the Silhouette width (SW) [27] , the Calinski-Harabasz (CH) [28] ) index, and the Minkowski objective function W p (Equation 4). For each value of p considered in this study, the MWK-means algorithm was carried out 100 times starting at random partitions. Then, the partition maximizing the value of the selected cluster validity index (SW or CH) or minimising the objective function (W p ), at a given value of p, was chosen for calculating the Minkowski profile. The column KM in Table 3 presents the results found by running the conventional K-means algorithm 100 times, also with random initializations (see Section 3). Afterwards, we computed the correlation between the MWK-means (or K-means) profile and the ARI vector resulting from the comparison of the 100 obtained partitions to the ground truth partition. Observing the results presented in Table 3 , one can notice that both the traditional K-means and MWK-means used along with the SW cluster validity index provide, in most of the cases, a high correlation between the profile vector and the vector of ARIs resulting from the comparison of the obtained partitions to the ground truth. However, this is not the case of the MWK-means results found using CH and W p . With the latter partitions, even negative correlation Table 3 : Correlations between the Minkowski (or K-means) profiles and the ARI vectors, resulting from the comparison of the obtained partitions to the ground truth, computed for six benchmark datasets from the UCI repository. In the case of K-means, we used a set of 100 partitions obtained from 100 random starts of the algorithm; in the case of MWK-means, we considered a set of 41 optimal partitions (according to the Silhouette width (SW), the Calinski-Harabasz index (CH), and the Minkowski objective function Wp). results were obtained for some datasets. Table 4 reports the average correlation values, obtained for each of the six parameter configurations listed above, between the Minkowski (or K-means) profiles and the ARI vectors resulting from the comparison of the obtained partitions to the ground truth. The obtained standard deviations are also indicated here.
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The correlation values presented in Table 4 suggest that the best correlation results have been obtained using MWK-means and the minimum of W p (Equation 4). This trend is particularly noticeable for GMMs with noisy features. One can also observe that the correlations obtained with MWK-means and SW generally follow those obtained with MWK-means and W p at datasets of larger dimensions. In the GMMs with and without noise, the W p criterion seems to work better than CH and SW at low-dimensional datasets. Another conclusion which can be drawn from these results is that the second triplet of parameters, 1000x12-5, clearly leads to the increase in the obtained correlations. In general, Table 4 shows quite high correlation values, especially under the SW and W p scenarios, for both K-means and MWK-means. However, both algorithms fail at small space dimensions under the noise conditions, except for the W p scenario of MWK-means. At larger space dimensions, the MWK-means results for noisy data show remarkably high correlations under all the three scenarios.
Moreover, we carried out experiments with the Rand, Mirkin, Hubert, and Jaccard, partition similarity indices (for details see [21] and references therein), which were used instead of ARI within MWK-means. In these experiments the optimal Minkowski partition at each value of p was selected using W p . The former three indices are linearly related, which implies that they lead to the same correlation values (see Table 5 ). The use of the W p criterion leads to the high correlation values for all of the considered partition similarity indices. Figure 3 shows the Minkowski profile (solid line) of each index as well as the index value when comparing the partition corresponding to the minimum of W p Table 4 : Correlations between the Minkowski (or K-means) profiles and the ARI vectors, resulting from the comparison of the obtained partitions to the ground truth, computed for synthetic data. In the case of K-means, we considered a set of 100 partitions obtained from 100 random starts of the algorithm; in the case of MWK-means, we considered a set of 41 optimal partitions according to the SW, CH, and Wp criteria. Overall, these results do show a remarkable affinity between the two series of values associated with elements of the Minkowski partition ensemble chosen under the W p scenario: (1) the average similarities to the ensemble and (2) the similarity to the ground truth. A similar affinity can be seen at K-means partition ensembles when they are representative of the dataset structure; the effects of noise, however, destroy the balance and K-means partition ensembles fail in this regard under the noise. In contrast, the Minkowski partition ensembles remain representative, especially when the number of clusters is not that high in comparison to the feature space dimension. Therefore, the central Minkowski partition indeed is indicative of both an optimal value of the exponent p and the consensus partition.
The central Minkowski partition at the UCI repository data
Good affinity between the similarity of a Minkowski MWK-partition to the ground truth and to the Minkowski ensemble is not necessarily an indicator that the central partition is close enough to the ground truth partition. This is illustrated by the results in Table 6 reporting the average ARI values for the six UCI repository datasets with and without noise features. For example, the results obtained using the W p criterion are rather mediocre here, except those found for the Iris and Wine datasets. The application of our central consensus strategy to traditional K-means when the data were not affected by noise allowed us to generate equal or higher ARI values for five of the six real datasets. Furthermore, in the framework of the MWK-means analysis, Table 5 : Correlations between the Minkowski profiles and the vectors obtained using Jaccard, Hubert, Mirkin and Rand indices, resulting from the comparison of the obtained partitions to the ground truth, computed for synthetic data. The optimal partitions were generated using MWK-means and Wp. We considered 41 optimal partitions (those corresponding to the minimum value of Wp, one for each of the 41 values of p, were selected). the consensus strategy produced competitive or better results in five of the six possible cases when SW was used, and was generally equivalent to the traditional approach when CH was used. When 50% of noise features were added to each dataset, our consensus method using the SW and CH indices generally yielded more stable results than the traditional K-means and MWK-means approaches.
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The most evident cases of the improvement provided by the consensus MWKmeans over the traditional MWK-means include the AustraCC, Hepatitis and PimaIndians datasets when the SW cluster validity index was used. The use of the W p criterion did not provide any visible improvement in this case.
Central Minkowski partition at the synthetic data
The tables presented in this section (Tables 7, 8 , 9, and 10) are similar to Table 6 . They report the ARI values for the generated clusterings in relation to the known ground truth labels. The tables are composed of two main columns. Under "CVI-based", we provide the ARI values for a given partitioning algorithm (K-means or MWK-means) by simply applying the selected clustering validity index to all of the obtained partitions, and choosing the partition that maximizes the selected CVI. We carried out K-means 100 times per dataset, and MWK-means 100 times for each value of p per dataset. The column "Central" presents the ARI results obtained by applying our central Minkowski partition consensus rule. Tables 7, 8 , and 9, report the results of experiments with MWK-means when using respectively CH, SW, and W p to choose the optimal Minkowski partition for a given value of p.
The experiments conducted without adding noise features demonstrates that the results generated by the consensus and traditional MWK-means approaches, based on CH and SW, are generally similar (Tables 7 and 8 ). For instance, with the SW index, the traditional method provides slightly better results in the case of lower numbers of clusters and features, while our central consensus method slightly outperforms the original MWK-means algorithm in the case of higher number of clusters and features. However, when 50% of noise features are added to the synthetic datasets our central consensus strategy, applied in the framework of MWK-means, clearly outperforms the original MWK-means strategy in the case of both CH and SW cluster validity indices. Also, the SW index provides better performances than CH in the context of both original and central consensus clustering strategies. The average optimal value of p usually varies between 2 and 3 in the case of both CH and SW. The results obtained when the minimum of the Minkowski objective function, W p , was used to select optimal partitions show that the W p criterion clearly outperforms the SW and CH-based central consensus strategies when applied to noisy data, but slightly underperforms when the data do not include noise features (Table 9). Moreover, we conducted similar experiments with the traditional K-means algorithm (Table 10 ). The results presented in this table suggest that our central consensus rule does not bring any visible advantage in the case of traditional Kmeans. Here, the classical K-means algorithm is generally more accurate than our consensus strategy, especially when the SW index is used. The results presented in Tables 7, 8, 9 , and 10, as well as the overall simulation graphs in Figures 4 and 5 suggest that the MWK-means algorithm generally outperforms classical K-means, and it tends to do so with a higher discrimination when the consensus clustering based on our central consensus rule is used. Figures 4 and 5 summarize the results of our simulations obtained for synthetic data. The presented curves are the averages taken over the correlation (Table 4) and ARI (Tables 7, 8 (Figure 4b ) even for lowdimensional data. Moreover, very high (i.e., close to 1) correlations between the Minkowski profile and the ARI vectors, resulting from the comparison of the optimal Minkowski partitions to the ground truth, can be obtained by using the central consensus strategy with any of the three considered optimization criteria (i.e., CH, SW, or W p ) for datasets with large numbers of features (≥ 20 in our case) and clusters (≥ 6 in our case), even in the presence of noise. In terms of ARI ( Figure 5 ), the proposed central consensus MWK-means algorithm outper-forms conventional MWK-means with respect to both cluster validity indices (CH and SW) used in this study. However, it is not the case of traditional K-means. Table 8 : Results of the experiments with MWK-means on synthetic datasets without noise features and with 50% of added noise features. The Silhouette width (SW) was used here as CVI. The table presents the measures of cluster recovery in terms of Adjusted Rand Index against the known ground truth and the related average values of the exponent p. The standard deviations of both ARI and p are indicated after a slash. 
Conclusion
In this paper, we presented a new way of generating a partition ensemble by employing the framework of Minkowski weighted K-Means clustering. In contrast to conventional approaches, the Minkowski partition ensemble satisfies the properties of Completeness, Refinement and Natural diversity discussed in the Introduction section. This allows us to shift the focus from diversity to representativeness: a good partition ensemble should follow the data structure rather than just being simply diverse. The concepts of the Minkowski profile and the central Minkowski partition are introduced to point to a suitable value of the Minkowski exponent p and to a good consensus partition.
In our simulations (see Table 4 ), we were able to obtain strikingly high correlations between the Minkowski profile and the ARI vector resulting from the comparison of the obtained partitions to the ground truth. For instance, the average correlation for the 100 datasets under the 1000x40-8 configuration was 0.998, when using the W p criterion (Equation 4) to select the optimal Minkowski partition for a given value of p. When adding noise features to the same datasets the correlation was still high, with a value of 0.968. This means that the Minkowski profile can be used for predicting the resemblance of the pspecific partitions to the ground truth and, thus for selecting the optimal value of the Minkowski exponent, p, in the framework of the MWK-means analysis. The resulting central Minkowski partition is defined through a central consensus rule. Furthermore, we showed that the high correlation property also holds for the conventional K-means algorithm, although to a lesser extent, i.e., only for large ratios of the space dimension over the number of clusters.
The results of our simulations, conducted with the Silhouette and CalinskiHarabasz cluster validity indices as well as the Minkowski objective function W p , original and consensus MWK-means and K-means algorithms, and datasets of different sizes with and without noise features, suggest the central Minkowski partition can potentially provide a good guidance regarding the recovery of an optimal Minkowski exponent and the ground truth clusters, especially in the case when noise features are present in the data, which is typical for most of the real-world data.
Kuncheva and Vetrov [35] looked at the relationship between stability and accuracy with respect to the number of clusters, when investigating whether stability can be used as a CVI. These latter authors proposed a combined stability index, based on the ARI computation, and defined as the sum of the pairwise individual and ensemble stabilities. This index was shown to correlate well enough with the ensemble accuracy [35] . It would be interesting to see in the future whether our Minkowski profile and central Minkowski partition can be used for the same purposes. Thus, the maximum of the Minkowski profile computed over a given interval of values of p and a given interval of numbers of clusters, K, could be viewed as both the ensemble validity estimate and the indicator of the true number of clusters. On the other hand, the middle of the longest constant interval of values of p (i.e., most stable interval; see for example the interval [3.7,4.2] in Figure 2 ) could be also used to determine the number of clusters in a dataset.
Of course we feel that the empirical regularity discovered in this paper should be converted into a theoretical one by introducing an adequate mathematical model to both explain the phenomenon and to determine conditions at which it holds. 
