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ABSTRACT
Deep neural networks (DNNs), and artificial neural networks (ANNs) in general, have recently received
a great amount of attention from both the media and the machine learning community at large. DNNs
have been used to produce world-class results in a variety of domains, including image recognition, speech
recognition, sequence modeling, and natural language processing. Many of most exciting recent deep neural
network studies have made improvements by hardcoding less about the network and giving the neural network
more control over its own parameters, allowing flexibility and control within the network. Although much
research has been done to introduce trainable hyperparameters into transformation layers (GRU [7], LSTM
[13], etc), the introduction of hyperparameters into the activation layers have been largely ignored. This
paper serves several purposes: to (1) equip the reader with the background knowledge, including theory and
best practices for DNNs, which help contextualize the contributions of this paper, (2) to describe and verify
the effectiveness of current techniques in the literature that utilize hyperparameters in the activation layer,
and (3) to introduce some new activation layers that introduce hyperparameters into the model, including
activation pools (APs) and parametric activation pools (PAPs), and study the effectiveness of these new
constructs on popular image recognition datasets.
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CHAPTER 1

INTRODUCTION
Best practice for neural network layer design follows a fairly formulaic, layer-based approach that is
reminiscent of human biology. In this paradigm, layers in a neural network are constructed as the combination
of smaller sub-nets. Each of these sub-nets performs a specific transformation of the input data, such a
recurrent or convolutional layer. After each transformation, the output signal is fed into some mapping
(activation) function that normalizes the output signal. These sub-nets are layered on top of one another
to construct a hierarchical knowledge representation. Figure 1 shows a typical hierarchical neural network

First sub-net

Second sub-net

Activation

Transformation

Activation

Transformation

Activation

X

Transformation

architecture.

Y

Third sub-net

Figure 1: Typical hierarchical structure of neural networks.

Different variations of the transformation layers in these subnets have been heavily documented and
studied in the literature. Furthermore, each transformation layer type has several hyperparameters that
can be tuned to achieve optimal performance. Though many different types of activation layers have been
proposed, most are simply mathematically convenient mapping functions that remain the same throughout
the training process. In other words, the effect of hyperparameters within the activation layer has not been
heavily studied. Many of deep learning’s world-class results are the product of improved performance by
allowing the neural network access to train its own hyperparameters [18, 13, 7]. The inclusion of trainable
hyperparameters to the network adds computational complexity but gives the neural network more control
over its configuration, which often leads to better performance. It is clear that techniques that take advantage
of adding hyperparameters could be important in achieving the best results for DNNs in the future.
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The contributions of this paper are as follows:
• Equip the reader with the background knowledge, including theory and best practices for DNNs, which
help contextualize the contributions of this paper. Readers that are familiar with the foundational
concepts of DNNs can skip this section.
• Describe and verify the effectiveness of techniques already described in the literature that introduce
hyperparameters into the activation layer (such as parametric rectified linear units) against current
best practices.
• Introduce some new activation layers that introduce hyperparameters into the model, including activation pools (APs) and parametric activation pools (PAPs), and study the effectiveness of these new
constructs on popular image recognition datasets. Our hope is that successful experiments on these
image datasets would qualify further experiments with much larger models applied to a variety of
datasets and domains.
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CHAPTER 2

BACKGROUND
Note: This section is intended to inform the reader of some basic concepts and best practices in deep
learning. Readers that understand the foundational concepts of deep neural networks can skip to the next
section.
In recent years, the field of Deep Neural Networks (DNNs), also known as deep learning, has
received attention from both the media and the machine learning community at large. A deep neural network is a special type of Artificial Neural Network (ANN), where the number of hidden layers is increased
dramatically to form a much more expressive network. This technique is relatively new to the literature,
although the exact number of layers the differentiate between traditional shallow learning and deep learning
is not yet agreed upon [32]. What is clear, however, is that deep neural networks possess several advantages
over their ANN ancestors, including the auto-encoding of features, hierarchical construction for better interpretation by humans, and better sequence modeling. Concretely, DNNs have proven state of the art in image
recognition [18, 22, 12, 37, 35], speech recognition [27, 20, 31], natural language processing [11, 5, 8, 34] and
many other interesting areas [25, 9, 19, 24, 38].
However, many researchers have their doubts about the claims of deep neural networks being the pathway
to intelligent machines. In a recent survey of the machine learning community [1], approximately 61% of
respondents said that deep learning only partially lived up to the hype surrounding it, 19% responded that
deep learning did achieve its lofty goals, 13% said that deep learning did not achieve its goal, and 8%
were undecided. Increasing skepticism further is the fact that closely examining what deep neural networks
learn proves that deep neural networks don’t learn anything close to the same representation that humans
learn [2, 15]. In fact, artificial neural networks (and specifically, deep neural networks) seem to simply
be extremely efficient input-to-output mapping constructs with no real magic involved: training multiple
deep neural networks with different initialization parameters on the same dataset yields vastly different final
configurations, and there are no guarantees of accuracy or robustness when you change the dataset even by
a slight margin [15].
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Figure 2: Example of a neural network with 3 layers.
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A neural network is special kind of graph with the configuration (V , E). Groups of vertices that
are related are conveniently grouped together in “layers” that give the graph a sense of hierarchical structure.
In this simple model, the output of each node is the summation of all input signals and the corresponding
weight attached to the edge connecting the two vertices. In some cases, we would like to regulate that output
by applying a transformation function to the output signal. We can express this concept mathematically as

Yj = F (

n
X
(Xi · wij ) + b)

(1)

i=0

Where
Yj : Output for node j
Xi : Inputs from previous layer
wij : The weight connecting the two
F : Is our transforming function
b: The bias of the linear model
Figure 2 depicts a neural network with three layers. Note that the first layer is always called the “input”
layer, the last layer is called the “output” layer, and all layers in between are called “hidden” layers. It has
previously been proven that with enough hidden layer neurons, an artificial neural network can approximate
any measurable function [21]. This quality, known as the Universal Approximator theorem, facilitates an
extremely flexible statistical model that can learn complex relationships between the dependent variables X
and the independent variable Y .

Training Neural Networks
Section 2.1 introduced some basic parameters involved in neural networks. However, the question
still remains regarding the best way to choose these parameters to achieve a high-performing model, such
as the weight vectors w. This section discusses how we update the weight vectors using the error signal at
the end of training, known as backpropagation. However, the subject of initializing these weights is deferred
to Section 2.4. For our current purposes, simply assume that the weights are initialized by some random
process.
Note: Many of the ideas discussed here were introduced by Lecun’s foundational work on backpropagation [23]. A comprehensive overview of these concepts is not within the scope of this work — for a more
complete discussion, refer to [23].
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Backpropagation
The most common method for updating parameters in neural networks is through backpropagation.
Take, for instance, a neural network mapping function, defined as

Ȳ = F(X)

(2)

Where
X: Input
Ȳ : Predicted output
F: NN mapping function
From this equation, we can derive a loss function which indicates how well our model currently fits the data.
There are many loss functions that could be used. However, the categorical cross-entropy function
(CCE) loss function is the most appropriate for the classification experiments in this paper. This loss function
quantifies the error in terms of misclassified datapoints, which is appropriate for our image classification tasks
in Section 4. This loss function is expressed mathematically as:
n

E =−

i
1 Xh
Yi ln(Ȳi ) + (1 − Yi )ln(1 − Ȳi )
n i=1

(3)

Because a neural network is within the broader family of sequential graph-based structures, the output
of any given layer (notably, including the final output layer) Hi is a function of the state of the current layer
and all the output of the previous layer Hi−1 which depends on S1 , · · · , Si−1 . Thus, once error is computed,
we can compute the derivative of the loss function with the respect to the state of the n − 1 layer and its
input. Formally, we can express this as
∂E
∂E
∂Hi−1
=
·
∂Si
∂Hi−1
∂S

(4)

Keen observers will note that this derivation is simply the chain rule. The main takeaway is that, given
enough time, we can compute the derivative of the loss function with respect to every parameter of the
network through a process called backpropagation. These values can used to tune our model by adjusting
the parameters through an optimization function. Many optimization functions exist, however, this paper
will use the standard stochastic gradient descent algorithm which is expressed as

St = St−1 − η
6

∂E
∂St−1

(5)

Where
St : New configuration of the layer
St−1 : Old configuration of the layer
η: learning rate (generally around 0.01)
An understanding of backpropagation is extremely important for the comprehension of the ideas introduced in this paper, notably:
• Adding more trainable parameters to the model increasing the amount of variables which have to be
tuned in the model. This negatively impacts the amount of time it takes to train a neural network.
• Training a neural network through backpropagation is a balancing act. Adding more trainable parameters to the model can start to adversely affect performance if the parameters of the model cannot
converge, creating a curse of dimensionality effect. More parameters for backpropagation to balance
means it is more difficult for a network to converge.
• The selection of the learning rate η is crucial: if the learning rate is too low, the network takes too
long to train. If the learning rate is too high, the network “skips over” the best solution because it
is trying to cover too much ground each training iteration. The goal is to choose the highest possible
learning rate without adversely affecting performance. The ideas proposed in Section 3 are mainly to
increase the maximum learning rate.
Vanishing/Exploding Gradients
The introduction of gradient based learning into our network also introduces several potential problems, especially in Recurrent Neural Networks (RNNs) [14, 3, 30]. As the error is propagated backwards
from the last time-step towards the first time-step, the gradients can experience a drifting problem where the
gradients at the beginning of the network either grow or shrink exponentially. In this section, an attempt
will be made to convince the reader of the severity of vanishing and exploding gradients in RNNs.
Note: the following analysis is simplified for the purposes of this paper and loosely follows [30]. For a
more complete view of vanishing or exploding gradients, please refer to their fantastic work.
Consider the gradient for a recurrent neural network layer, expressed as
X ∂Et
∂E
=
∂Si
∂Si

(6)

1≤t≤T

For our purposes, it is sufficient to note that the computation of each term

∂Et
Si

requires the error to be

backpropagated from the inputs 1 → t. For any given input, we can backpropagate the error by the equation
7

Y ∂Xi
∂Xt
=
∂Xk
∂Xi−1

(7)

t≥i>k

Here, the problem becomes obvious: as the gradients due to the inputs shift backwards in time, the
denominator of each term in this product can easily drive that term towards 0 or ∞, show by the equations

lim

∂Xi−1 →β




0,

when β = ∞
∂Xi
=

∂Xi−1

∞, when β = 0

(8)

When you consider the product of these terms, it is clear that multiple terms can easily create a feedback
loop that pushes the value towards 0 or ∞. Furthermore, the magnitude of the problem increases as the
number of terms being multiplied increases. Thus, gradients for the earlier time-steps in RNNs can easily
be distorted. This phenomena caused researchers much trouble when modeling time series data of long
periods of time until the invention of the Long Short Term Memory (LSTM) [13] and Gated Recurrent
Unit (GRU) [7] layers. In Section 3, we propose some constructs that should decrease the potential for
vanishing/exploding gradients.

Activation Functions
In neural networks, an activation function is a squashing function that takes as its input the summation of all connected input signals and maps that value to a scaled output. This process is roughly related
to how human neurons work where some combination of input connections determines whether the neuron
should fire or not. Applying an activation function to the output of each layer normalizes the network and
helps prevent exploding weights in the network.

Sigmoid Activation Functions
A sigmoid function is a class of function that produces a sigmoid, or ‘S-shaped’ curve. Sigmoid
functions are good choices for squashing functions as they provide sufficient non-linearity to learn quickly
while treating very high or very-low values of x the same. Three common sigmoid functions are the logistic
function [23], the hyperbolic tangent function [23], and the softsign function [4] given by
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1
1 + e−x
2ex − 1
Tanh : f (x) = x
2e + 1
x
Softsign : f (x) =
1 + |x|

Logistic function : f (x) =

(9)
(10)
(11)

Figure 3 shows the plots of these three sigmoidal activation functions. Note that the logistic is symmetric
around 0.5 while the other activation functions are symmetric around 0. Of these three activations, the
logistic function is the most undesirable proposed because the mean value of the non-linearity will be positive,
which does not translate well when using backpropagation. For this reason, it is recommended that you use
zero-symmetric sigmoidal functions, such as the hyperbolic tangent or softsign functions.

Figure 3: Sigmoid activation functions

Rectifier Activation Functions
Recent results have heavily favored a family of non-linear functions known as rectifiers. The basic
rectifier, known as the Rectified Linear Unit (ReLU) [29], was introduced as a way of approximating the effect
of n binary units [36], with different biases to retain more information in Restricted Boltzmann Machines
(RBMs). The authors argue that by approximating the neuron’s activation function as n binary units with
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different biases will operate more similarly to how neurons actually fire without increasing computational
complexity.
Another major benefit arising from ReLUs is that they tend to produce sparse networks [26]. The intuition
is that sparsity in neural networks is important for robustness — if the output of a neuron is non-zero, that
neuron’s parameters would be “tuned” by backpropagation. Thus, enforcing a structure where it is difficult
for the activation function to be close to zero is akin to saying that every input should affect every neuron
in the network. This idea is not consistent with our current understanding of the brain and, in fact, produces
worse results than sparse networks. Thus, sparsity is often viewed with favor by researchers, especially in
deeper neural networks where the problem is exacerbated with the growing number of neurons.
There are many different forms of rectifiers, such as the vanilla Rectified Linear Unit (ReLU) [29], the
Leaky Rectified Linear Unit (LReLU) [26], the Parametric Rectified Linear Unit (PReLU) [18], and the
Exponential Linear Unit (ELU) [10], which are given by

ReLU : f (x) =




x,

if x > 0
(12)



0, otherwise



x,
if x > 0
LReLU : f (x, α) =


αx, otherwise



x,
if x > 0
where α is trainable.
PReLU : f (x, α) =


αx, otherwise



x,
if x > 0
ELU : f (x, α) =


α(ex − 1), otherwise

(13)

(14)

(15)

Figure 4 shows the output of these activation functions. Note that the functions for the LReLU and the
PReLU are the same. The different between these two functions is that the α parameter is a trainable part
of the network in the PReLU and a constant in the LReLU. All of these derivations have different benefits
in neural networks — different rectifiers work better on different types of data and even within the same
subject area! For our purposes, it is sufficient to recognize the benefits of rectifiers in general and to point
out the introduction of trainable parameters into the activation function, as is the case with the PReLU.
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Figure 4: Rectifier activation functions

Weight Initializations
Correct weight initialization plays a major role in the ability of a neural network to find a solution.
Ideally, we would like the mean of each neural network to be equal to zero and the variance to be equal
to one for the best chance of convergence using backpropagation [23]. Many recent papers have focused on
applying smart weight initialization and regulation to achieve better performing models [18, 14, 28].
A complete discussion of weight initializations is not necessary for the purposes of this paper. However,
a brief review of some of the more popular weight initializations could be beneficial to understand the
experimental results.

Novel approach
The novel approach to weight initialization, known as the uniform distribution, is simply to start
all of the weights out at zero. Adding a small amount of variance to the weights to encourage learning will
speed up learning slightly. The uniform distribution is expressed as

W ∼ U [ − 0.05, 0.05 ]
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(16)

Lecun’s Distribution
Presented in [23, Sec 4.6], Lecun’s distribution assumes a linear model and is based on the following
argument: suppose we have a neural network activation layer that uses tanh(X) as a non-linear squashing
function. In order for convergence to occur quickly, the weights should be initialized so that (1) the weights
are not too small, causing the gradient function to be small and (2) the tanh is not saturated (the weights are
not too large), also causing the gradient function to be small. Assuming that the data is properly normalized,
all we need to do is initialize the weights to have µ = 0 and σ = 1. Thus, we can draw values from a uniform
random distribution that will give us these characteristics. Lecun’s distribution is expressed as

W ∼U

1
1
−√ , √
nj
nj


(17)

Glorot Normalized Distribution
The Glorot initialization was derived in [14, 4.2]. Building on research presented in [6], the authors
attempt to derive an activation function that keeps data flowing through all layers of the deep neural network
while avoiding exploding and vanishing gradients [3]. By asserting that the activation functions be linear
and making some reasonable assumptions about the nature of the network, the authors arrive at the function
"
W ∼U

#
√
6
6
, √
−√
nj + nj+1
nj + nj+1
√

(18)

For a full analysis, please refer to the paper listed above.

He Distribution
By 2014, the trend in the literature has changed from activation functions such as the sigmoid and
softplus activation functions to ReLUs [18][pg. 4]. All previous initializations assumed a linear activation
function, which is not suitable for ReLU or its variations. Thus, the authors of derive a theoretically sound
initialization for networks utilizing the ReLU activation family, given as
s

"
W ∼U

−

6
,
nj

For a full analysis, please refer to the paper listed above.
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s

6
nj

#
(19)

CHAPTER 3

THEORETICAL CONCEPTS
PReLUs (introduced in Section 2.3) are the first known example of introducing hyperparameters into
the activation function layer that we are aware of. Here, the hyperparameter α (the slope of the negative
part) is included as a trainable parameter of the network. By including this trainable parameter in the
model, the authors achieved significant performance improvements over the standard ReLU networks while,
at the same time, surpassing human-level recognition of objects in an image recognition task [18]. These
results certainly warrant further investigation into trainable activation functions. Thus, we introduce the
concept of activation pools (APs) and parametric activation pools (PAPs).

Activation Pools
The intuition behind an activation pool is simple: instead of transforming an input signal by one
activation function, we
1. Split the incoming signal by a some coefficient.
2. Push the scaled signal through multiple activation functions.
3. Merge the signal back together by summing the signals.
This system can be viewed as a voting system where different activation functions get to vote on the
what the output value should be. Figure 5 illustrates the architecture of an activation pool.
In activation pools, the branching factor αi is a constant that is not a trainable parameter of the network.
Conversely, the parametric activation pool introduces the branching factor α as a trainable parameter for the
model. However, it is generally not wise to allow the branching factors to range from (−∞, ∞), as adding
multiple activation functions could combine exponentially to explode your network. Therefore, the following
two constraints are suggested:
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Figure 5: Architecture for activation pools
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• Threshold: A threshold is applied for each branching factor αi such that αij = max(min(αi0 , αij ), −αi0 )
where αij is the branching factor at time-step j and αi0 is the branching factor of αi at initialization.
The guarantees that αi ∈ [−αi0 , αi0 ] at any time-step.
• Scaling factor: For more constricted cases, we can enforce that the sum of the branching factors is
i
P
αi = 1. In our experiments, we achieve this by using thresholding.
1. E.g.
Momentum
The architecture of activation pools allows for some very interesting combinations of activation functions. One particularly interesting concept is the idea of adding momentum to an activation function. This
construct, inspired by a proportional—integral—derivative controller (PID controller) in electrical engineering, can be conceptualized as incorporating past errors (the derivative signal) and future expected errors
(the integral signal) into the equation.

Momentum for ReLU
This idea becomes clear when examining a particular activation function. Take for instance a
standard implementation of ReLU (Section 2.3). Loosely speaking, we can represent the PID functions for
ReLU as follows:

Derivative : f (x) =

Proportional : f (x) =

Integral : f (x) =




1, if x > 0


0, otherwise



x, if x > 0


0, otherwise


2

 x , if x > 0
2


0,

(20)

(21)

(22)

otherwise
(23)

In many cases (including case of the ReLU), the integral signal is not suitable for use in neural networks
— applying the input by an exponential factor could quickly cause some weight vectors to explode, leading to
instability in the network. Thus, we will refer to a Momentum ReLU as only the proportional and derivative
signals of a ReLU activation function.
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The relationship between the ReLU and the derivative signal (a step function) can be expressed in a more
intuitive way: suppose we have a Momentum ReLU with the constraint that all of the branching coefficients
must sum to 1. When all of the signal is flowing through the ReLU branch and none of the signal flowing
through the step function branch, the Momentum ReLU acts exactly as a standard ReLU. Increasing the
amount of signal that flows to the step function, however, will proportionally decrease the amount of signal
flowing to the ReLU. Since the step function is simply a constant value, it will not add any gradient with
respect to the cost function when training by backpropagation. Thus, adding more signal to the step function
is equivalent to reducing the amount of gradient the ReLU branch can contribute in the training process.
Concretely, as more of the signal flows to the step function instead of to the ReLU, the gradient surface with
respect to the cost function can become smoother. This phenomena is easily verified empirically and shown
in Figure 6.

By relaxing the constraint that the branching coefficients must sum to 1, we can also achieve some
interesting results. Unconstrained Momentum ReLUs are also able to find clearly defined local minima
as shown in Figure 7. This is primarily because the network can compound the ReLU signal by a linear
factor (namely, the branching coefficient which is now unbounded). However, this behavior may desired or
undesired behavior depending on your application and network design.
From this analysis, it is clear that adding momentum to the ReLU activation function produces several
interesting characteristics, including both theoretical (the ability for the backpropagation to maintain some
idea of where the training error has been in the past) and practical (the ability of the network to tweak
the slope of the activation layer’s cost gradient) nuances. As always, there are some trade-offs to consider
when introducing more trainable parameters into your model, such as computational complexity and the
potential curse of dimensionality. However, these detriments are easy to estimate and depend on your specific
implementation.
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We expect the following behavior from Momentum ReLUs:
• Similar performance to the standard ReLU networks at “normal” learning rates.
• Ability to learn at much higher learning rates that the standard ReLU. This, in turn, will allow our
network to converge to a better solution more quickly.
• For larger networks, Momentum ReLUs will be prone to the previously mentioned problems resembling
the curse of dimensionality.

(a) P = 0.8, D = 0.2

(b) P = 0.5, D = 0.5

Figure 6: Cost function with respect to branching coefficients for MReLU Note the axis magnitudes.

(a) Typical ReLU

(b) Unconstrained MReLU

Figure 7: Behavior of cost function gradient for ReLU and Unconstrained MReLU.
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CHAPTER 4

EXPERIMENTS
All of the following experiments are trained on a single NVIDIA Tesla K20m GPU in the Mississippi
Center for Supercomputing Research’s GPU cluster using the popular deep learning libraries Theano and
Keras. All models are trained using Nesterov-flavored stochastic gradient descent with a weight decay of
1e−6 and a momentum factor of 0.9. Weight initializations are used appropriately as described in Section
2.4. All sources and results can be found on Github 1 .

MNIST Classification
We first evaluate our new activation constructs on the MNIST training dataset2 to create a baseline
for performance and to motivate further experiments. The MNIST dataset is an image classification dataset
that is comprised of 28x28x1 images of handwritten digits [0..9]. The models are trained and validated on
the 60,000 training images then tested on the 10,000 testing images. The primary goal of this experiment us
to compare the performance of the activation layers presented against the standard ReLU activation layers
in the same model, not to achieve world-class results. Thus, no image preprocessing is performed and very
little thought was given to the tuning of the model itself.

Standard Model. The standard model consists of shallow, fully-connected (FC) building blocks with
dropout to prevent overfitting [33]. The only difference between the architectures tested was the activation
layer following each FC layer in the model. Since even simple models can achieve high accuracy quickly on
the MNIST training set, only two building blocks with 512 FC nodes each are needed. Table 1 shows the
model architectures for each activation layer tested.

1 http://github.com/claymcleod/pap-experiment
2 http://yann.lecun.com/exdb/mnist/
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layer name

output dim

ReLU

PReLU

MReLU

MReLU (threshold)

FC 1

512

AC 1

512

DO 1

512

20% dropout

FC 2

512

FCx512

AC 2

512

DO 2

512

20% dropout

output

10

FCx10 and softmax

FCx512
relu

relu

prelu

prelu

mrelu

mrelu

mrelu-t

mrelu-t

Table 1: Model architectures for MNIST experiment. Note that the activation layers are different for each
model tested.
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Results. Two key points can be extracted from the results in Figure 8 and Table 2:
• When testing a baseline learning rate of 0.01, the MReLU variants perform extremely similarly to
ReLU variants. This intuition can be explained by a proof from construction: any set of solutions
within the ReLU family exists within the set of solutions for the MReLU (namely, when the branching
coefficient to the ReLU is one). Thus, we conclude that MReLUs do not suffer accuracy at normal
learning rates due to the number of parameters introduced.
• As the learning rate is increased, the accuracy of the ReLU variants drops off quickly while the accuracy
of the MReLU variants degrades slowly. This confirms empirically the intuitions presented in Section
3.2. We conclude that the MReLU variants are able to learn with much higher learning rates than
ReLUs — up to 50x the normal learning rates.
If you examine Figure 9b closely, you will notice that the MReLU with a learning rate of 0.1 (10x) actually
initializes to a better accuracy (96%) than the baseline learning rate (93.65%) and remains the leader briefly
until around iteration 10 where the baseline learning rate starts performing better. This illustrates the
proposed main benefit of the Momentum ReLU: since MReLUs can still learn effectively at rates 30-50x
higher than the standard ReLU, good solutions may be able to be found much sooner in the training process
by increasing the learning rate.
On the MNIST dataset, a small network can converge relatively quickly an a good, but not perfect,
solution. Thus, the benefits seen from using MReLUs is greatly constrained in this experiment. We expect
that in larger networks, the benefits from using MReLUs and higher learning rates will be much more
apparent.
ReLU

PReLU

MReLU

MReLU-T

LR 0.01 (baseline)

98.76

98.76

98.63

98.7

LR 0.1 (10x)

95.33

8.92

98.46

98.39

LR 0.2 (20x)

57.95

9.58

98.06

98.06

LR 0.3 (30x)

20.47

8.92

97.32

97.2

LR 0.5 (50x)

13.3

10.1

70.32

66.8

Table 2: Best MNIST accuracy over 100 iterations for different learning rates.
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(a) ReLU/PReLU results for different learning rates using the Standard architecture for MNIST.

(b) MReLU/MReLU (threshold) results for different learning rates using the Standard architecture
for MNIST.

Figure 8: MNIST accuracy for different learning rates.
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CIFAR10
Next, we test these constructs against the more challenging CIFAR10 dataset3 . CIFAR10 is an image
classification dataset that is comprised of 32x32x3 color images of 10 different classes of objects, where each
pixel has a red, a blue, and a green channel. Expanding the images from black and white to color presents a
chance to create many more interesting convolutional filters, so the network takes longer to converge. Thus,
the CIFAR10 dataset is appropriate for comparing the performance and convergence of different activation
layers in the same network.
In this experiment, the models are trained and validated on the 50,000 training images then tested on
the 10,000 testing images. Now that the basis for further exploration has been established, we will examine
the effects of the activation layers proposed in this paper against standard ReLU activation layers in more
complex networks and datasets. No image preprocessing is performed and very little thought was given to
the tuning of the model itself.

DeepCNet Model. Currently, the best reported results that we are aware of for the CIFAR10 dataset
achieved 96.53% accuracy through heavy data augmentation, fractional max-pooling, and a model known as a
DeepCNet [16]. DeepCNets (introduced in [17]) use many stacks of convolutional layers and 2x2 max-pooling
to retain spatial information effectively. However, this slow max-pooling technique means DeepCNets require
a significant number of layers to encapsulate all of the information in an image, which leads to relatively slow
convergence. Combined with the ability to learn at much higher learning rates from our proposed activation
layers, we expect both the performance and the convergence time of the DeepCNet to improve.
The model presented is relatively small compared to other DeepCNets due to memory constraints of
our GPU. As with the last experiment, the only difference between the different models tested are the activation layers utilized. For those familiar with the DeepCNet notation, the model used is denoted as a
DeepCNet(5, 25) with an additional C1 at the end of the model. A dropout of 20% was used to prevent
overfitting [33]. Techniques such as data augmentation and batch normalization were not used, since we
were not attempting to achieve world class results. Table 3 shows the model architectures for each activation
layer tested.

Preliminary Experiments. Before we can test the absolute performance of each of the activation layers,
we first need to have some intuition about the highest learning rate which each activation layer can learn a
statistical mapping. This experiment also serves as a general confirmation that Momentum ReLUs can learn
3 https://www.cs.toronto.edu/

kriz/cifar.html
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layer name

output dim
25x17x17,
50x9x9,

BLOCKS 1-5

75x5x5,
100x3x3,
125x2x2

BLOCK 6

150x4x4

ReLU

PReLU


MReLU

ZP, 1x1

 CONV, (25i)x2x2


 ACTIVATION


MP, 2x2

DROPOUT 20%

ZP, 1x1

 CONV, (25i)x2x2

ACTIVATION

ZP, 1x1

 CONV, (25i)x1x1

ACTIVATION

MReLU (threshold)





 for i = 1, 2, 3, 4, 5





 for i = 6



 for i = 7


BLOCK 7

150x6x6

flatten

5400

Flatten

output

10

FCx10 and softmax

Table 3: Model architectures for CIFAR10 experiment. Note that the activation layers are different for each
model tested.

at higher learning rates than standard ReLUs. For this experiment, we start at a baseline learning rate of
0.01 for iteration 1. Each training iteration is then set to increase the learning rate by 0.01. This learning
rate scheduling allows each net to warm up slowly, and it will be easily verifiable when the network is no
longer able to learn. The equation for determining the learning rate at iteration i is

LR(i) = 0.01 · i

Figure 9 shows the performance of each activation layer with respect to the learning rate.

We can extract many important pieces of information from this graph.
• Initially, we initialized the branching coefficients to be [0.5, 0.5] to the ReLU and step function respectively. From the results, however, it quickly became clear that this configuration was not converging
very quickly. The reason for this is that the final distribution of the branching coefficients favored
much of the signal going into the ReLU and only a small amount going into the step function. Therefore, we created two new configurations, both of which are variants of a warm start (WS). In these
two configurations, we initialized the branching coefficients to [1.0, 0] (starting as a standard ReLU
implementation) and [0.8, 0.2] (favoring a ReLU). The initialization of these branching coefficients is
extremely important to achieving optimal results.
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(a) Accuracy for CIFAR10

(b) Validation accuracy for CIFAR10

Figure 9: CIFAR10 accuracy for increasing learning rates (lr = 0.01 · i).
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• As you can see from the graph, each flavor of the MReLU has it’s own advantages: it is clear that the
initialization of the branching coefficients is a tradeoff between performance and learnability.
– A configuration of [1.0, 0.0] achieves the highest accuracy, but sacrifices learnability at higher
learning rates.
– A configuration of [0.5, 0.5] continues to learn for the longest amount of time, but it achieves the
lowest accuracy.
– A configuration of [0.8, 0.2] most resembles to desired distribution of the branching coefficients.
We found that this configuration was a good balance between the two, as high accuracy and
learnability were both achieved.
• Every MReLU configuration achieves similar or better accuracy than the standard ReLU/PReLU while
retaining much higher learnability.
• The PReLU does, in fact, outperform the standard ReLU in both accuracy and learnability as described
in [18].
Constant LR Experiments. Now that we have established a range of reasonable learning rates for each
activation function, it would be useful to understand how each activation function reacts for constant learning
rates. Table 4 shows the accuracy for each activation function tested at different constant learning rates
and the training iteration that accuracy was achieved (in parenthesis). This results of this experiment yield
several interesting results:
• The standard MReLU implementation with [0.5, 0.5] branching factor learns much slower than the
other implementations. Note that most of the MReLU’s reach their maximum accuracy at the last
training iteration, meaning that it is continuing to learn all the way until the last iteration. More
training iterations might improve the improve the maximum accuracy scores for the MReLU.
• Conversely, the MReLUs that are initialized with a [0.8, 0.2] branching factor generally outperform
the standard ReLUs.
• PReLUs consistenly match or outperform all of the implementations, confirming the findings of [18].
The results of this experiment seem puzzling at first: the PReLU implementations perform relatively poorly
with dynamic learning rates but outperform all of the other activation layers tried with constant learning
rates. It seems, therefore, that to take advantage of the Momentum-based activation functions, we should
build some dynamic based learning rate experiment with optimal learning rates to test whether or not
MReLU variants can yield better results.
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Learning Rate
0.001
0.005
0.01
0.05
0.1
0.125

ReLU
0.5676 (89)
0.7223 (93)
0.7396 (94)
0.6872 (82)
0.4995 (49)
0.1 (0)

PReLU
0.5397 (94)
0.7301 (97)
0.7485 (99)
0.7478 (99)
0.7067 (81)
0.6988 (97)

MReLU
0.2443 (90)
0.3357 (99)
0.5061 (99)
0.6544 (99)
0.3705 (99)
0.6047 (98)

MReLU (80-20)
0.5741 (96)
0.7043 (96)
0.7381 (82)
0.7453 (98)
0.7084 (85)
0.1 (0)

MReLU-T
0.2564 (94)
0.3604 (99)
0.4448 (98)
0.5705 (98)
0.1385 (31)
0.3627 (99)

MReLU-T (80-20)
0.6041 (99)
0.7031 (96)
0.7399 (99)
0.7238 (95)
0.6609 (89)
0.6029 (36)

Table 4: Best accuracy for DeepCNet models using constant learning rates (iteration at which score was
achieved in parenthesis).
Dynamic LR Experiments. For this experiment, we consider the same setup as the previous experiments with one small difference: each network uses a scheduled learning rate with the following formula

LRi (x) =




0.05, if i <= 5


x,

where x ∈ [0.125, 0.15]

i>5

In this experiment, we would like to test our new activation layers under seemingly optimal conditions
(learned from the previous two experiments) to understand the maximum benefits that arise from their
usage. Specifically,
• Allowing a few iterations with low learning rates so that the activation pools can stabilize.
• Quickly turning up the learning rate to create an environment where the Momentum family of activations will learn the quickest.
Imposing these restrictions should produce the best possible results for the Mometum activation functions
for the DeepCNet model on this dataset. Thus, we can determine whether utilizing these activations is
ultimately useful in this network architecture. Table 5 and Figure 10 contain the results of this experiment.
Learning Rate
LR(0.125)
LR(0.15)

ReLU
0.5299 (4)
0.5378 (5)

PReLU
0.7172 (98)
0.5618 (5)

MReLU
0.6334 (65)
0.1669 (66)

MReLU (80-20)
0.6751 (93)
0.6523 (99)

MReLU-T
0.6274 (80)
0.1028 (4)

MReLU-T (80-20)
0.678 (98)
0.6674 (88)

Table 5: Best accuracy for DeepCNet models using dynamic learning rates.
Many of the observations from the last experiment are confirmed with this experiment, such as the
standard ReLU’s inability to learn when the learning rate is turned up and the “warm-start” MReLUs
performing better than the standard MReLUs. However, several new characteristics are evident:
• The PReLU performs better for the former learning rate but not the latter. This evidence suggests
that there is, in fact, an upper bound on the learning rate at which PReLUs are able to learn. This
may or may not matter in practice, depending on your implementation.
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(a) Accuracy for CIFAR10 with dynamic learning rate

(b) Validation accuracy for CIFAR10 with dynamic learning rate

Figure 10: CIFAR10 accuracy for dynamic learning rates.
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• As with the last experiment, MReLUs with a “warm-start” perform better in general than standard
MReLUs. However, standard MReLUs also appear to have an upper bound on the learning rates at
which they are able to learn, as seen by their poor performance at the higher learning rate. “Warmstart” MReLUs continue to perform well at both learning rates.
Despite these results, ultimately our optimal environment did not produce better accuracy rates in the
same amount of iterations than the results in Table 4 at much lower learning rates. Thus, the new activation
layers are not currently a viable alternative to PReLUs for this network architecture and dataset.
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CHAPTER 5

FURTHER WORK/CONCLUSION
While the accuracy did not improve using the DeepCNet architecture on the CIFAR10 dataset,
several important benefits of Mometum ReLUs and activation pools in general were observed. In fact,
there are several directions that could not be covered in this paper that might realize the potential of these
constructs.

Datasets
Tackling the CIFAR10 dataset with large number of parameters was an ambituous goal. PReLUs
have been firmly established as best practice on many image recognition datasets, including the CIFAR10
dataset [18, 17]. We suspect that the reason for this is that PReLUs provide a moderate level of variability
while maintaining stability for deep models: as you increase the number of trainable parameters, the curse
of dimensionality diminishes any returns you might gain from increased flexibility.
However, the results on the MNIST dataset (Section 4.1) suggest that PReLUs do not work well for all
image recognition datasets at high learning rates. In fact, PReLUs are not generally used (to our knowledge)
in practice outside of the image recognition domain. Conversely, the Momentum ReLU variant generally
outperforms a standard ReLU on all datasets. Thus, applying MReLUs to different datasets might yield
vastly improved results over the standard ReLU.

Models
As noted in Section 5.1, we believe that much of the shortcomings of the Momentum ReLU variants
for the CIFAR10 dataset is due to the curse of dimensionality. Deeper models are often preferred when
classifying image data because of their ability to construct a hierarchical set of features exploiting spatial
characteristics. Since we did not anticipate the strong effect of the curse of dimensionality, we selected a
relatively deep architecture for our model that performed well on similar image recognition tasks. From
Section 4.1, it is clear that Momentum ReLU variants perform better in shallow architectures than in deeper
architectures. Thus, we submit that these ideas applied to much shallower models might be more successful.
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Activation Pools
While we believe that the ideas submitted for momentum-based activation pools might be useful
in practice, they are certainly not the only way to benefit from the use of activation pools. Many other
combinations of activation functions (with both constant and dynamic branching parameters) might be
useful for different domains. In general, we encourage the reader to pursue activation functions that produce
cost functions with a balance of smoothness and steepness. This, in turn, will allow gradient descent to (a)
converge the quickest and (b) have the most likely chance of consistently finding a global minimum.

Conclusion
This paper examines the performance of hyperparameters in activation layers for deep neural networks. The primary contribution of this paper is the introduction of activation pools and, specifically, the
concept of momentum in activation functions, as a possible useful construct for training at higher learning
rates. The performance of these activation functions were compared against standard ReLU implementations,
as well as other activation functions containing hyperparameters (namely, the parametric ReLU).
We find that the results suggest that momentum-based ReLUs can continue to learn at higher learning
rates across many network architectures and datasets compared to standard activation functions. However,
expectations should be tempered because this ability does not necessarily increase performance, either more
quickly or absolutely, for large network architectures. We believe that this outcome can primarily be attributed to the curse of dimensionality — as one adds more trainable parameters to the model, it becomes
much harder for the weights to stabilize towards a global solution. However, we expect these momentumbased models to consistently outperform standard activation functions in shallower networks across most
datasets.
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