Destination prediction has attracted more and more attention due to its broad applications in location-based services such as traffic navigation, hotel recommendation and personalized advertising. It aims to predict future destination locations according to historical trajectory records as well as some extra information. Significant progress has been made based on Markov-chain models and neural networks. In this paper, we propose a novel Separated Trajectory Movement and Adaptive Clustering (STMAC) framework, which leverages the potential pattern of trajectory movement trend to separate historical trajectories into different categories, and then employs adaptive clustering for each category to discover fine-grained local clusters as candidate destination locations. In particular, STMAC adopts the weighted centroid of top-k discovered candidate clusters to predict a more accurate and more appropriate destination location. We conduct experiments on two real-world datasets to evaluate STMAC and other methods. Experimental results demonstrate that STMAC achieves significant improvement over competitors in terms of prediction error and accuracy. Extensive experiments on parameter analysis further show the effectiveness of our model.
I. INTRODUCTION
In recent years, trajectory mining has been an active research field due to the wide applications of GPS-based devices, such as in-vehicle navigation systems and portable handheld devices. The geospatial data with locations and timestamps provide a rich source of information, which can be applied to various domains including route planning [1] - [3] , intelligent taxi dispatching [4] , [5] , personalized advertising [6] and other location-based services (LBS). For these applications, destination prediction serves as an important technique and thus attracts more and more attention.
Various studies have been explored to predict destination locations effectively. Conventional probabilistic models identify possible destination locations by modeling historical trajectories with probabilities. For example, Markov-chain models [7] , [8] and its variants [9] , [10] were proposed to The associate editor coordinating the review of this manuscript and approving it for publication was Jerry Chun-Wei Lin . discover a set of representative geographic locations, which are regarded as discrete states to build transition probability matrix for prediction. Besides, Bayesian inference models were also widely applied to derive the probabilities of candidate destinations [11] , [12] . To improve the performance of destination prediction, Sub-Trajectory Synthesis (SubSyn) [13] was proposed to alleviate the data sparsity problem by splitting the data space uniformly including the road network into grid representations and dividing the original trajectory into sub-trajectory segments, which are then assembled into different synthesized trajectories. The Sub-SynEA model [14] was proposed to further enhance the performance by adopting the second-order Markov-chain model and employing the quantile-based and k-d tree-based grid division strategies. [15] improved prediction efficiency by employing a semi-lazy framework based on grid representations to optimize complicated matrix calculation. However, current studies [13] - [15] based on grid representations and its variants are still limited because they ignore spatial neighboring semantic information of road network and continuous context of trajectories. Moreover, they are incapable to yield discrete regions of arbitrary shapes, which makes them not applicable to zone-specific environment effectively.
Nevertheless, the geospatial structure of urban areas is complicated and varied by specific zones. Taking Fig. 1 as an example, the locations of human's destination significantly vary from one zone to another in a city. The zones with darker color (e.g., zones (1) and (2) in Fig. 1 ) indicate that people are more likely to reach, since these zones are either train station or restaurant area. In contrast, the zones with lighter color (e.g., zones (3) and (4) in Fig. 1 ) obviously show that people seldom go to these places. It is in line with our intuition that such aggregate pattern is explicitly relevant to predict human's destination. In this paper, we propose a novel Separated Trajectory Movement and Adaptive Clustering (STMAC) framework to improve the performance of destination prediction. During training phase, STMAC first separates the whole historical trajectories into a certain number of categories based on the trajectory movement trend. Second, for destination locations inside each trajectory category, STMAC performs a density-based adaptive clustering to yield a set of local clusters, which is able to adaptively capture the distribution of historical destination locations. Third, STMAC applies all labels of local clusters as pseudo-labels to classify trajectories within each trajectory category using random forest. During inference phase, a query trajectory is first grouped into a specific trajectory category, and then is assigned to different local clusters with different probabilities. The centroid of each local cluster is served as the candidate destination location. We finally calculate the weighted centroid of top-k candidate local clusters as the predicted destination location.
Our main contributions can be summarized as follows:
• We propose STMAC, a novel ensemble framework which leverages the trajectory movement separation and adaptive clustering to effectively extract spatial neighboring semantic information for destination prediction.
• We propose an adaptive clustering strategy to iteratively distill key information of historical destinations and discover fine-grained local clusters as candidate destination locations, making it well-applied to zone-specific environment.
• Extensive experiments on two real-world datasets demonstrate that STMAC significantly outperforms the compared methods. Moreover, our parameter analysis further verifies the effectiveness of STMAC. The rest of this paper is organized as follows: Section II provides a brief review of related works. Section III elaborates details of the proposed Separated Trajectory Movement and Adaptive Clustering (STMAC) framework. Section IV describes our experimental setup and Section V presents experimental results and discussions about STMAC and other baselines. Section VI concludes our work.
II. RELATED WORK
Various techniques have been proposed for destination prediction from different perspectives. [16] proposed to build a decision tree based on behavior of the moving objects, and then predict the next location of an observed trajectory via best matching. Nearest-Neighbor-Trajectory (NNT) [17] was proposed to predict the future trajectory by identifying similar historical trajectories through the metric of distance. Personal whereabouts information was also considered in [18] to extract the movement pattern from abstracted trajectories with an extended route mining algorithm.
Moreover, Markov-chain model and its variants have been broadly applied to destination prediction [7] - [10] , [19] , [20] . For example, a simple Markov-chain model [7] was constructed to infer the next possible location based on those clustered candidates visited recently. [8] explored a hidden Markov-chain model to recognize significant locations to predict destinations of traveling individuals. Mobility Markov-chain (MMC) model was developed from the sequence of the Point of Interest (POI) to determine the destination reasonably. To further enhance the performance of destination prediction, external information such as road conditions [12] and driving habits [21] were incorporated into Bayesian inference models. Furthermore, a probability map of potential destinations was established to derive the probabilities of all underlying destinations. However, most of these existing studies [10] , [12] , [18] are sensitive to the sparsity of data, which are applicable mainly for personalized destination prediction.
For generic destination prediction, [22] adopted the algorithm of decision tree with pruning which detected the starting and end locations of trajectory from collected GPS dataset for prediction. Sub-Trajectory Synthesis (Sub-Syn) [13] , [23] was proposed to split the data space uniformly including the road network into grid representations and divide the original trajectory into sub-trajectory segments, which are assembled into synthesized trajectories to alleviate the data sparsity problem to some extent. The SubSynEA model [14] was further implemented with second-order Markov-chain model, which adopts both quantile-based and k-d tree-based grid division strategies. It thus enhanced both the algorithm efficiency and the prediction accuracy of SubSyn. In addition, [15] improved the performance by using a semi-lazy framework to optimize complicated matrix calculation. However, existing methods based on grid representations ignore spatial neighboring semantic information of road network and continuous context of trajectories. Another majority of approaches for generic destination prediction are based on neural networks [24] , [25] . For example, [26] adopted multi-layer perceptron (MLP) and recurrent neural networks (RNN) to enhance destination prediction. Recently, [27] leveraged convolutional neural networks to extract features in depth and recurrent neural networks to produce destination locations. [28] improved destination prediction by an ensemble of support vector regression and deep belief networks at different trajectory segments via a novel feature embedding method. However, most aforementioned neural networks based methods are incapable to recommend multiple candidate destinations.
On the other hand, trajectory clustering [29] - [32] has been explored for many years. Some approaches were proposed to cluster trajectory segments [30] , [31] , which split trajectories into sub-trajectories for the following density-based clustering. In contrast, other methods were proposed to cluster the whole trajectory [29] , [32] . For example, [32] proposed to measure the similarity between points contained in different trajectories at every time slot, and employed the classical clustering algorithm OPTICS [33] to cluster the whole trajectory. Nevertheless, few methods have explored the connection between destination prediction and trajectory clustering. Inspired by trajectory clustering, our STMAC focuses on the movement trend especially the starting points and end points of different trajectories with less attention to transition details, and then employs adaptive clustering to discover fine-grained local clusters as candidate destination locations.
III. METHODOLOGY
Suppose a historical trajectory sample is represented as a tuple (tid, tsp, T ), where tid and tsp denote the corresponding taxi ID and starting timestamp of a trajectory respectively. T is a sequence of points {p 1 , p 2 , . . . , p n }, where p i = (x i , y i ), x i and y i denote the longitude and the latitude of i-th location respectively, n is the total number of the trajectory points. Then, for a query trajectory q = {p 1 , p 2 . . . , p m } where 1 ≤ m ≤ n − 1, the task of destination prediction is to predict the location (i.e., the longitude and the latitude) of the end point p n .
In this section, we propose a novel Separated Trajectory Movement and Adaptive Clustering (STMAC) framework for destination prediction, which is shown in Fig. 2 . During training phase, STMAC first separates the whole historical trajectories into a certain number of categories based on the trajectory movement trend. Second, for destination locations inside each trajectory category, STMAC performs a density-based adaptive clustering to yield a set of local clusters, which is able to adaptively capture the distribution of historical destination locations. Third, STMAC applies all labels of local clusters as pseudo-labels to classify trajectories within each trajectory category using random forest. During inference phase, a query trajectory is first grouped into a specific trajectory category, and then is assigned to different local clusters with different probabilities. The centroid of each local cluster is served as the candidate destination location. We finally calculate the weighted centroid of top-k candidate local clusters as the predicted destination location. Details of the STMAC framework will be elaborated as below.
A. TRAJECTORY MOVEMENT SEPARATION
As shown in Fig. 3 (a) and (c), raw GPS trajectories of the moving objects are quite complicated, causing it difficult to extract features of these trajectories effectively and discriminate different trajectories completely. For destination prediction, the details of each trajectory may not be worthy of too much attention. In contrast, inspired by the movement trend of the moving objects which reflects the significant characteristics of the whole trajectory, we propose to separate raw trajectory data into different categories. As shown in Fig. 3 (b) and (d), if we focus on starting points and end points of given trajectories, we observe that the overall movement trend can be then captured since the starting points and end points with similar movement characteristic are located together. Therefore, we separate the raw trajectories into a certain number of categories based on their general movement trend.
Due to the fact that different trajectories differ in trajectory length, and the distance interval of adjacent points in each trajectory is varied, we hence adopt a normalized representation of the trajectories, which uniformly separates the distance between the starting point and end point for each trajectory. Here, we adopt the Haversine distance to measure the distance between a starting point and an end point in raw GPS trajectory data, since the given longitude and latitude of a point can be viewed as the vertical coordinate and horizontal coordinate built upon a big sphere, the earth. Concretely, given the starting point p s = (x s , y s ) and the end point p e = (x e , y e ), the Haversine distance d H between p s and p e is defined as:
where (x s , y s ) and (x e , y e ) are the longitude and latitude of p s and p e respectively, R e is the radius of the earth. Next, the Haversine distance between p s and p e is uniformly separated into λ segments, which means each trajectory sequence T can be transformed to a normalized sequence T = {p 0 , p 1 , . . . , p λ }, where λ is a parameter denoting the expected number of trajectory segments. Formally, 
Given all normalized trajectory sequences, we separate the trajectory sequences into g categories by Gaussian Mixture Models (GMM). It is in line with our intuition as shown in Fig. 3 (b) and (d), since a Gaussian mixture model is a probabilistic model that can be viewed as generalizing k-means clustering to incorporate information about the covariance structure of the trajectory data as well as the centers of the latent clusters. We adopt the widely-used toolkit scikitlearn 1 to implement a classical Gaussian mixture model. The normalized trajectory sequences are viewed as the input features of original trajectory datasets, which are used to build trajectory categories according to the likelihood of samples generated from a mixture of Gaussian distributions. The result of trajectory separation is mainly determined by two factors, g and λ. g is the number of components in a Gaussian mixture model, denoting the expected number of categories to be separated. λ is the number of trajectory segments, which is also the dimension of input features. After training a Gaussian mixture model, each trajectory sequence is assigned to a specific category, which is determined by selecting the category with the maximum probability.
During inference phase, a query trajectory is first transformed into a normalized sequence, which is then assigned to the most similar trajectory category according to the corresponding likelihoods.
B. ADAPTIVE CLUSTERING
Motivated by density-based clustering such as DBSCAN [34] , we employ the method of density-based clustering to capture the significant pattern of end points within each trajectory category, and hence discover fine-grained local clusters as candidate destinations. However, current DBSCAN suffers from several limitations, which makes it incapable to work well in the scenario of end points clustering. Taking Fig. 4 (a) as an example, we perform DBSCAN with different parameters minPts and eps, which are the two key parameters in DBSCAN, where minPts denotes the minimum number of neighbors, eps denotes a specified radius range of a neighborhood. Fig. 4 (b) shows the clustering results if we select a large minPts and a small eps. Obviously, the two clusters C 1 and C 2 only cover part of end points, and the corresponding centroids (i.e., g 1 and g 2 ) are not representative enough to characterize all possible destination locations. However, if we select a small minPts with a large eps, the clustering results are depicted as Fig. 4 (c), the corresponding centroids (i.e., g 1 , g 2 and g 3 ) are still incapable to well represent the destination locations since some clusters are pretty sparse. In summary, the naive DBSCAN cannot adaptively capture the distribution of historical destination locations, and hence is unable to discover fine-grained local clusters effectively.
Intuitively, our clustering method is expected to effectively identify clusters with diverse shapes, and is adaptive to discover clusters with various densities due to the fact that trajectory end points are zone-specific in urban environment. Therefore, we propose a novel adaptive clustering approach based on DBSCAN to capture the distribution of trajectory end points in depth and discover potential fine-grained local clusters. During running process, all trajectory end points within each trajectory category are aggregated to a set of local clusters. Generally, the proposed adaptive clustering includes following steps.
Step 1: All end points consisting of longitudes and latitudes within each specific trajectory category are set as initialized local clusters.
Step 2: We perform a multi-round clustering to discover local clusters effectively, where the clustering algorithm in each round is a variant of DBSCAN. Suppose we have R rounds in total, for round r ∈ R, we define the distance metric between two data points p and q as d(p, q), which is given by
where C (r) denotes a cluster in the r-th round, d H (p, q) is the Haversine distance calculated by Eq. (1). In addition, we perform clustering only for a certain proportion (denoted as ϕ) of points by dynamically adjusting the parameters minPts and eps in DBSCAN, which can be illustrated by Fig. 5 . For example, if ϕ = 0.5, then we perform clustering using about half of the total points in the 1-st round. It is controlled by setting a large minPts and a small eps, and the clustering result is shown in Fig. 5 (a) . In the 2-nd round, we perform clustering using about half of the remaining points that are not contained by any clusters in previous round. We decrease the parameter minPts and increase the parameter eps, and the clustering result is shown in Fig. 5 (b) . Similarly, the clustering result in the 3-rd round is shown in Fig. 5 (c) .
Step 3: The local clusters generated in different rounds are labeled with different weights. It is intuited that the clusters in previous rounds are aggregated with higher densities and hence are preferred to be potential destinations. Formally, the weight for the local clusters in the 1-st round w (1) is assigned to 1.0. For r(r > 1)-th round, the weight is given by
where κ is a hyper-parameter to control the ratio of adjacent rounds, minPts (r) and eps (r) denote the values of minPts and eps in the r-th round, n (r) denotes the number of local clusters generated in the r-th round. It is noteworthy that the calculation of weights here is a crucial prerequisite for destination prediction later.
Step 4: In each round, the centroids of all local clusters are collected, which are served as candidate destination locations. The data points that are excluded by any local clusters (denoted as outlier points) are passed to next round for clustering. Note that different from existing approaches about clustering locations [35] , we do not discard outlier points directly since they still cover potential information for destination locations.
Step 5: We repeat the steps above for R rounds. The maximum of R is determined by checking whether the proportion of outlier points after R rounds is less than a predefined small threshold.
Formally, we introduce notations and definitions mentioned in this section, which are summarized in Table 1 for clarity, the pseudo-code of adaptive clustering is summarized in Algorithm 1.
C. DESTINATION PREDICTION
Destination prediction is regarded as a multi-classification problem for our framework. We adopt the Random Forest [36] to train a trajectory classifier, which is composed of multiple base classifiers. Each base classifier is a decision tree [36] . The classification labelf (x) of a Random Forest is cluRatio ← 0; 6: while |cluRatio − ϕ| > γ do 7: minPts ← minPts − α; 8: eps ← eps + β; 9: P (r) , C (r) ← DBSCAN(P, minPts, eps); 10: cluRatio ← len(P (r) )/len(P); 11: end while 12: pointRatio ← c.Size/len(P (r) ) for c ∈ C (r) ; 13: Save pointRatio, the cluster label and the centroid for each cluster c ∈ C (r) ; 14: Calculate w (r) using Eq. (9); 15: avaRatio ← avaRatio − cluRatio; 16: P ← P − P (r) ; 17: C ← C C (r) ; 18: r ← r + 1; 19: end while 20: return C decided by the most popular class voted by each base decision tree classifier, which can be formulated aŝ
wheref * b(x) is the label of classifier b. In addition, we employ the Gini Index as the attribute selection metric for the induction of each decision tree. For a given node t, the Gini Index is formulated as
where p(j|t) is the relative frequency of class j at node t. Therefore, the splitting criteria for a node t being split into VOLUME 8, 2020
K partitions can be determined by
where n i is the number of records at child node i, and n is the number of records at node t. We adopt the widely-used toolkit scikit-learn 2 to implement a Random Forest classifier. During training phase, the taxi ID, the starting timestamp, the first and the last d (d = 5 in our experiments) points of each trajectory sample are extracted as the input features. The local cluster label attached to each trajectory sample by adaptive clustering is regarded as the corresponding class label.
During inference phase, we first employ the trained Random Forest classifier to predict the class label for a given trajectory query. The output of the Random Forest classifier is a probability sequence {p 1 , p 2 , · · · , p l }, where p i is the output probability over the i-th class label and l is the total number of class labels. We leverage the weight of each local cluster to acquire the final predicted probability predProb i , which is given by
where w i is formulated by Eq. (9). For a given trajectory query, once the probability distribution over all class labels is predicted, the corresponding probability distribution over all local clusters is determined as well. We take the centroid of each local cluster as a candidate location. Following similar idea of [37] , to enable the final result more accurate and more appropriate, we first rank the predicted local clusters with the corresponding probability in descending order, and then take the weighted centroid of top-k candidate locations as the final predicted destination location, which is formulated as
where x i and y i is the longitude and latitude of the centroid of i-th local cluster, µ i is the weight controlling the impact of different centroids, which is given by
where predProb i is calculated by Eq. (13), pointRatio i is the ratio of points clustered by the i-th local cluster in our adaptive clustering. 2 https://scikit-learn.org/ 
IV. EXPERIMENTAL SETUP A. DATASETS
We conduct our experiments on two real-world datasets: San Francisco Bay Area trajectory dataset 3 [38] (denoted as SFBA) and Porto Taxi Service trajectory dataset 4 [26] (denoted as PTS). SFBA dataset contains the GPS records of 514 taxicabs in San Francisco Bay Area during 30 days with 244,506 trajectory samples in total, where the data distribution is shown in Fig. 6 . We randomly select 10,000 samples for testing and another 10,000 samples for validation, and keep the remaining samples for training. PTS dataset contains the GPS records of 442 taxicabs in the city of Porto, Portugal. The total number of samples is over 1.7 million, so we randomly extract 300,000 samples for our experiments. Similarly, we randomly select 10,000 samples for testing and another 10,000 samples for validation, and keep the remaining samples for training.
B. BASELINE METHODS
We compare STMAC with several existing destination prediction models, which are listed as follows:
• Random Forest (RF): A naive random forest framework for destination prediction, which extracts the first and last d (d = 5 in our experiments) locations of each trajectory sample, the corresponding taxi ID and the starting timestamp as features.
• SubSyn [13] : A novel Sub-Trajectory Synthesis algorithm which decomposes historical trajectories into sub-trajectories and then connects the sub-trajectories into ''synthesised'' trajectories.
• SubSynEA [14] : An improved algorithm based on Sub-Syn by incorporating the second-order Markov model.
• MLP_Naive [26] : A simple multi-layer perceptron (MLP) which directly adopts the output of MLP to predict destinations.
• MLP_Clustering [26] : The winning model of the ECML/PKDD taxi destination prediction challenge which ensembles MLP and clustering to predict the destinations of taxi trips. 5
C. IMPLEMENTATION DETAILS
We implement our STMAC using the widely-used toolkit scikit-learn. 6 In trajectory movement separation, the parameter λ is set to 10 for SFBA dataset and 5 for PTS dataset, g is set to 2 for SFBA dataset and 3 for PTS dataset respectively. We also perform parameter analysis to investigate the effect of both parameters. In adaptive clustering, the parameters α, β, θ and γ are set to 5, 0.02 (0.015 for PTS dataset), 13% and 2% respectively. All parameters are tuned to achieve best performance based on validation set. In destination prediction step, the parameters d and k are both set to 5. For all other baseline models, we choose model-specific parameters by grid search and select the optimal parameters for evaluation. Besides, all our experiments are conducted on the same machine with Intel(R) Xeon(R) CPU L5630 (2.13 GHz) and memory of 32GB.
D. EVALUATION METRICS
Following previous works [13] , [14] , [39] , we evaluate our model and other baselines on two evaluation metrics: Prediction Error and Accuracy. The prediction error is a widely-used metric in destination prediction, which measures the bias between the predicted destination locations and the ground-truth locations. Formally, the prediction error is defined as
where d H i is the Haversine distance between the predicted destination and the ground-truth destination of the i-th query sample, N is the total number of samples in testset.
However, the prediction error may not be effective enough to measure the performance of different algorithms. It gives equal importance to all prediction results in testset, which ignores the fact that in real life, people almost ignore those recommendation results which obviously deviate from the real destination and often choose those candidate places near the real destination as acceptable destinations. Therefore, we adopt accuracy to further take predicted locations with slight bias into consideration, which is a more reasonable and more informative evaluation metric. Formally, the predicted destination is considered to be true if its bias to the ground-truth destination is less than a small threshold δ. The accuracy over all test samples is given by
where d H i is the Haversine distance between the predicted destination and the ground-truth destination of the i-th query sample, N is the total number of samples in testset. We also investigate the effect of the threshold δ in our experiments.
V. EXPERIMENTAL RESULTS
In this section, we report experimental results about evaluation of prediction error and accuracy. In addition, we present parameter analysis to show the effectiveness of our model.
A. EVALUATION OF PREDICTION ERROR
For the evaluation of prediction error, the query trajectory sequences are first extracted with fixed sampling strategy from testset. Concretely, the testset is divided into 5 subsets equally, then for each test sample in a specific subset, the corresponding query trajectory sequence is extracted by truncating the whole trajectory with a fixed ratio of trip completed. Each ratio of trip completed of the 5 subsets is set to 10%, 30%, 50%, 70% and 90%, respectively. We adopt the query trajectory sequences as inputs for all models to predict destinations, and the evaluation results of prediction error on both datasets are reported in Table 2 , where the best results are highlighted in boldface. As shown in Table 2 , SubSynEA evidently achieves lower prediction error than SubSyn, while MLP_Clustering further improves the performance of MLP_Naive. RF achieves promising performance results on both SFBA and PTS datasets, indicating that it is simple but effective. Overall, our STMAC achieves the best prediction performance compared with other competitors. Specifically, our STMAC evidently outperforms RF, which demonstrates that the ensemble of trajectory movement separation and adaptive clustering following with random forest (RF) is more effective than naive RF. Compared with SubSynEA, STMAC decreases prediction error results by 31% and 24% on SFBA and PTS respectively. In contrast to MLP_Clustering, STMAC still decreases prediction error results by 8% and 17% on SFBA and PTS respectively.
In addition, we compare our model with another two latest models: MTDP-FD [27] and ELM [28] , which are both evaluated on PTS dataset. Following previous work [27] , we randomly select 20% samples of PTS dataset for testing and treat the remaining samples as training dataset for fair comparison. Meanwhile, we extract the query trajectory sequences with random sampling strategy, which refers that each query trajectory sequence is extracted by truncating the corresponding test sample with a random ratio of trip completed, ranging from 10% to 90%. The evaluation results on PTS dataset are reported in Table 3 , which further shows that our STMAC performs better compared with MTDP-FD and ELM. Fig. 7 and Fig. 8 report the evaluation results by varying the ratio of trip completed in detail. As shown in Fig. 7 , the prediction error results on SFBA dataset of all models decrease when the ratio of trip completed increases, which is in line with our intuition since query trajectory sequences with higher ratio of trip completed provide more relevant information towards destinations. When increasing the ratio of trip completed, the prediction error results of both SubSyn and SubSynEA drop slighter compared with other models, which indicates that SubSyn and SubSynEA are less sensitive to the percentage of completed trajectory. MLP_Clustering is a strong baseline, whose prediction error decreases from 3411m to 1639m when the ratio of trip completed increases from 10% to 90%. In particular, our STMAC achieves the lowest prediction error with each ratio of trip completed. Besides, the prediction error of STMAC decreases from 3252m to 915m when the ratio of trip completed increases from 10% to 90%, with an improvement of about 72%. In addition, the prediction error of STMAC drops sharper than other baseline models with the ratio of trip completed increasing. Overall, STMAC outperforms all other competitors evidently.
1) PREDICTION ERROR BY VARYING THE RATIO OF TRIP COMPLETED
We observe similar trend on PTS dataset, as shown in Fig. 8 . Specifically, SubSyn achieves poor performance even with the ratio of trip completed increasing. As a simple and effective method, RF achieves similar performance compared with MLP_Clustering. Our STMAC still achieves the best performance, whose prediction error decreases from 2843m to 422m when the ratio of trip completed increases from 10% to 90%, with an improvement of about 85%. In summary, STMAC shows significant superiority over other baseline models when varying the ratio of trip completed.
2) PREDICTION ERROR BY VARYING THE NUMBER OF PREDICTED DESTINATIONS
We also report the evaluation results by varying the number of predicted destinations, which measures the performance of different models to predict top-k destinations. It is motivated by real applications like route navigation systems, which generally provide top-k recommended routes or destinations for a user query. Note that both MLP_Naive and MLP_Clustering directly output corresponding longitude and latitude of the final predicted destination, which makes them hard to give top-k destinations. Thus, we exclude MLP_Naive and MLP_Clustering in our evaluation. We first set the ratio of trip completed to 30% and 70% individually, and then vary the number of predicted destinations k in {1, 2, 3, 4, 5}. The evaluation results on SFBA dataset and PTS dataset are shown in Fig. 9 and Fig. 10 , respectively.
As shown in Fig. 9 , the results of SubSyn, SubSynEA and RF become inferior when increasing the number of predicted destinations. For SubSyn shown in Fig. 9 (a) , the prediction error increases by about 500m when k rises from 1 to 5. It further deteriorates as shown in Fig. 9 (b) when the ratio of trip completed is set to 70%. We observe that the prediction error of SubSynEA when k = 4 is puzzling, which is even higher than that of SubSynEA when k = 5 in our experiments. It is because the higher-order Markov-chain model adopted by SubSynEA must require a large number of trajectories as training data, but SFBA dataset is inadequate to train a strong higher-order Markov-chain model. Specifically, it is found in our experiments that there are too few nonzero entries in state transition probability and total transition probability matrices of SubSynEA, making it incapable to predict reasonable destinations. As shown in Fig. 9 (b) , RF performs significantly better than SubSyn and SubSynEA when the ratio of trip completed is set to 70%. Overwhelmingly, our STMAC achieves the best performance compared with other baseline models. In particular, we observe that the prediction error of STMAC even decreases slightly when increasing k, which is due to that our model leverages the weighted centroid of top-k fined-grained local clusters as candidate destination locations, making it more effective and more appropriate.
Similar results are verified on PTS dataset, which is shown in Fig. 10 . Compared with the results on SFBA dataset, the performance of SubSyn is even poorer and is more likely to be affected by k. As an example shown in Fig. 10 (b) , the prediction error of SubSyn rises from 3500m to 4600m when k increases from 1 to 5, which indicates that SubSyn is extremely unstable on different datasets when varying the number of predicted destinations. On the contrary, our STMAC still achieves the lowest prediction error. We can conclude that STMAC shows significant superiority of effectiveness and robustness over other baseline models on both datasets.
B. EVALUATION OF ACCURACY
For the evaluation of accuracy, we first set the ratio of trip completed to 30%, 50% and 70% individually for both datasets, and then calculate accuracy scores by varying the distance threshold δ shown in Equation 18 . We have observed that all models perform poorly with quite low accuracy scores if δ is less than 1000m. When δ is larger than 4000m, all models perform pretty close. This indicates that too small or too large value of distance threshold makes no sense for comparison between different algorithms. Therefore, we vary the distance threshold δ in {1000m, 2000m, 3000m, 4000m}. The evaluation results on SFBA dataset and PTS dataset are shown in Fig. 11 and Fig. 12 , respectively.
As shown in Fig. 11 , when the ratio of trip completed is fixed, the prediction accuracy of each model improves with the distance threshold increasing, which is because a larger threshold makes it easier to treat the predicted destination as the ground-truth destination. On the other hand, when the ratio of trip completed increases, different models achieve significantly different accuracy scores when the distance threshold δ is set to 1000m. In particular, our STMAC achieves the highest accuracy scores, which are 18.3%, 27.6%, 47.5% when the ratio of trip completed is set to 30%, 50%, 70%, respectively. We observe that with the distance threshold δ increasing, STMAC still outperforms all other baseline models evidently. For example, when the ratio of trip completed is set to 70% as shown in Fig. 11 (c) , both MLP_Clustering and RF have achieved much higher accuracy scores compared with SubSyn, Sub-SynEA and MLP_Naive. However, our STMAC still achieves an improvement of accuracy for about 5% ∼ 15%. Fig. 12 shows the evaluation results on PTS dataset. Similarly, when the ratio of trip completed is selected as 30% or 50% as shown in Fig. 12 (a) and Fig. 12 (b) , our STMAC still outperforms other competitors with a significant margin. As shown in Fig. 12 (c) , when the ratio of trip completed is selected as 70%, STMAC achieves the highest accuracy score of 73.4% when the distance threshold δ is set to 1000m. We observe that with the distance threshold δ increasing, SubSynEA, MLP_Clustering and RF achieve comparably close results compared with STMAC. It is because the total length of trajectory sequences are commonly short on PTS testset (only 5725m on average), which makes it less discriminative to measure the destination locations when the distance threshold δ is set to 3000m or 4000m. Overall, by leveraging the weighted centroid of discovered clusters to prediction destinations, our STMAC achieves further significant improvement compared with other baseline models.
C. PARAMETER ANALYSIS
To further verify the effectiveness of our model, we investigate the impact of parameters λ and g, which are two key parameters of trajectory movement separation in STMAC. Due to space limitation, we report experiments on PTS dataset and analyse the effect of the two parameters in detail as below.
1) EFFECT OF THE PARAMETER λ
To explore the effect of the parameter λ (i.e., the number of trajectory segments), we keep the number of trajectory categories g as 3 and keep other parameters fixed, then tune λ in the range between 5 and 25. The experimental results on PTS dataset are shown in Fig. 13 , which reports the prediction error by setting the ratio of trip completed to 30% and 70% respectively. Consistently, our model achieves the lowest prediction error when λ is 5, and achieves higher prediction error when increasing λ. In addition, it shows that the performance of our model is almost stable when λ is larger than 10, which indicates that a larger value of λ is ineffective to improve our STMAC. Thus, we set λ = 5 on PTS dataset in our experiments. 
2) EFFECT OF THE PARAMETER g
To explore the effect of the parameter g (i.e., the number of trajectory categories), we keep the number of trajectory segments λ as 5 which is an optimal value as discussed above, and keep other parameters fixed. We then tune the parameter g in {2, 3, 4, 5, 6}. The experimental results on PTS dataset are shown in Fig. 14, which reports the prediction error by setting the ratio of trip completed to 30% and 70% respectively. Specifically, our STMAC achieves the best performance at g = 3 when the ratio of trip completed values 30%, while achieves the best performance at g = 4 when the ratio of trip completed values 70%. If the parameter g is smaller than 3 or larger than 4, our STMAC tends to be inferior. It can be intuitively interpreted that in our trajectory movement separation, too few separated trajectory categories may introduce much impurity in each category, while too many separated trajectory categories may also break the intrinsic pattern of the trajectory data, which is closely related to the zone-specific characteristic of dataset in real world.
VI. CONCLUSION
In this paper, we propose a novel Separated Trajectory Movement and Adaptive Clustering (STMAC) framework for destination prediction. In particular, STMAC first separates the whole trajectories into different categories via exploring the potential pattern of trajectory movement trend. Then it performs adaptive clustering to iteratively discover fine-grained local clusters within each trajectory category, making the weighted centroid yield a more accurate and appropriate destination location. In contrast to baseline models, STMAC achieves lower prediction error and higher accuracy scores. Extensive experiments on two real-world datasets demonstrate the effectiveness of our framework.
For future work, we plan to extend our model to fully explore the extra information such as trajectory timestamps and user attributes, making it well-adapted to complex trajectory prediction tasks. Another research direction is to exploit the application of our framework in more data mining tasks, such as event detection and traffic load analysis.
