Abstract. Although there is an extensive literature on the maxima of Gaussian processes, there are relatively few non-asymptotic bounds on their lowertail probabilities. In the context of a finite index set, this paper offers such a bound, while also allowing for many types of dependence. Specifically, let (X 1 , . . . , Xn) be a centered Gaussian vector, with standardized entries, whose correlation matrix R satisfies max i =j R ij ≤ ρ 0 for some constant ρ 0 ∈ (0, 1). Then, for any ǫ 0 ∈ (0, √ 1 − ρ 0 ), we establish an upper bound on the probability P(max 1≤i≤n X i ≤ ǫ 0 2 log(n)) that is a function of ρ 0 , ǫ 0 , and n. Furthermore, we show the bound is sharp, in the sense that it is attained up to a constant, for each ρ 0 and ǫ 0 .
Introduction
The maxima of Gaussian processes play an essential role in many aspects of probability and statistics, and the literature describing them is highly developed [LLR83, Adl90, Lif95, LT13, Tal14] . Within this area, a variety of questions are related to showing that the maximum of a process is unlikely to deviate far above, or below, its mean. However, in comparison to the set of tools for handling the upper tail of a maximum, there are relatively few approaches for the lower tail. (Additional commentary related to this distinction may be found in [Tal14, p.viii In this paper, we consider the setting of a finite index set, where X = (X 1 , . . . , X n ) is a Gaussian vector with E[X i ] = 0 and var(X i ) = 1 for all 1 ≤ i ≤ n. The correlation matrix of X is denoted by R ∈ R n×n , and throughout the paper, we make the basic assumption that there is some fixed constant ρ 0 ∈ (0, 1) such that (1.1) max
In particular, the matrix R is not required to be invertible. Letting (1.2) M n (X) = max 1≤i≤n X i , our aim is to derive a non-asymptotic upper bound on P(M n (X) ≤ t), where t is a suitable point in the lower tail.
1.1. Background. To provide background on lower-tail bounds for M n (X), we now briefly review some leading results. Under the preceding conditions, the wellknown concentration inequality for Lipschitz functions of Gaussian vectors implies that for any s > 0,
where med[·] is any median [ST74, Bor75, LT13] . Although this bound is broadly applicable, it can fail to describe lower-tail probabilities smaller than O(n −1 ). To see this, consider using (1.3) to bound the probability P(M n (X) ≤ δ 0 med[M n (X)]) for some δ 0 ∈ (0, 1). If the entries of X are independent, then med[M n (X)] = 2 log(n)(1 + o(1)), and it follows that (1.3) cannot give a bound better than O(n −1 ) in this case. Furthermore, such a bound is far too large. In fact, when the entries of X are independent, the actual size of this probability is smaller than O(n −κ0 ) for any κ 0 > 1, no matter which δ 0 is chosen. This limitation is also of more general interest, because it is a prototypical instance of the "superconcentration phenomenon", which has been a topic of much ongoing research activity [Cha14] .
Very recently, a breakthrough result of Paouris and Valettas [PV18, eqn. 1.5] improved upon (1.3) by showing that the inequality
, holds for any s > 0. The improvement over (1.3) is most readily apparent when the entries of X are independent, because the bound var(M n (X)) = O(1/ log(n)) is known to hold in that case [Cha14, Prop. 9.5]. Notably, the result underlying (1.4) is also quite general, since it allows M n (X) to be replaced with any convex function of X. Another interesting feature of (1.4) is that it specifically describes the lower tail, and does not have an analogue for the upper tail (whereas the bound (1.3) does).
Despite the progress achieved by the bound (1.4), it is natural to suspect that the constant π 1024 can be sharpened, and our main result (Theorem 2.2) leads to such an improvement in the following way. First note that if δ 0 ∈ (0, 1) is fixed, then (1.4) becomes
.
In the particular case that R ij = ρ 0 for all i = j, it is possible to show that
ρ0 , which is handled later in Proposition 4.3. Hence, in a worst-case sense with respect to the dependence condition (1.1), the exponent in (1.5) cannot be asymptotically better than (1.7) − 2π 1024
1−ρ0
As an improvement, our main result provides an inequality similar to (1.5), which holds uniformly with respect to (1.1), and has an exponent equal to
Thus, up to a log log(n) term, the One more result to mention is a lower-tail bound due to Hartigan [Har14, Theorem 3.4]. This bound is of a different form than those mentioned previously, and is based upon the "residual variables" defined by
If we put κ(n, ε) = 2 log(n/ √ 2π) − 2 log log(1/ε) for some ε ∈ (0, 1), and define σ 2 n = min 1≤i≤n var(V i ), then as long as κ(n, ε) ≥ 6, the bound may be written as
where Φ is the standard normal distribution function.
1 For a suitable choice of ε, this bound has some qualitative similarities with the Paouris-Valettas bound (1.4) and our main result in Theorem 2.2. However, due to the intricate dependence on the parameters (ε, n, σ n , ρ 0 ), it is not obvious if the bound (1.9) is sharp under (1.1). By contrast, the simple form of the bound given in Theorem 2.2 makes it possible to see immediately that the bound is sharp. Also, it is notable that all three arguments underlying (1.4), (1.9), and Theorem 2.2 are entirely different.
1.2. Remarks on proof and outline. At a high level, our proof is based on the classical idea of comparing X with another Gaussian vector whose entries are equicorrelated. This idea seems to have its roots in the early work of Berman [Ber62, Ber64] on the maxima of stationary Gaussian processes, and hinges on Slepian's lemma [Sle62] : If X ′ ∈ R n is a centered Gaussian vector with standardized entries, and if its correlation matrix R ′ satisfies
for all (i, j), then the inequality
holds for all t ∈ R. For the purpose of deriving an upper bound on P(M n (X) ≤ t), the equicorrelated case where R ′ ij = ρ 0 for all i = j is of special importance, because it is "maximal" with respect to (1.10). More precisely, for any fixed ρ 0 , the inequality (1.10) holds over the entire set of matrices R with max i =j R ij ≤ ρ 0 .
Although this general strategy has been used in a variety of works to analyze M n (X), the associated results have been predominantly asymptotic, and focused on deviations of order o(1). (We refer to the papers [Ber64, PI67, PI69, MY75], as well as Chapter 6 of the book [LLR83] for an overview.) Alternatively, we study deviations that are proportional to log(n), which extend much deeper into the lower tail.
The remainder of the paper is organized as follows. After presenting our main result in Section 2, we discuss some consequences in Section 3, showing how the result can be improved when R has additional structure, and how it can be applied to small-ball probabilities. The proof of the main result is given in Section 4. With regard to notation, the symbols c and C always denote constants that do not depend on n, but their dependence on other parameters may change from line to line. The abbreviation ℓ 2 (n) := log log(max{n, 3}) is also used.
1 When referencing the main result in the paper [Har14] , note that a square root is omitted, and that the quantity στ Φ −1 (α) should be replaced with τ Φ −1 (α). In addition, the λn 2 log(n) in the abstract should be replaced with 2λn log(n).
Main result
To clarify the statement of our main result, we first state a basic proposition describing the sizes of E[M n (X)] and med[M n (X)] under (1.1). More specifically, the proposition shows that the value 2(1 − ρ 0 ) log(n) is a natural reference level for a lower-tail bound. Although this fact could be considered well known to specialists, it is not easily referenced in the form given below, and so we provide a short proof at the end of Section 4.
. Fix a constant ρ 0 ∈ (0, 1), and suppose the condition (1.1) holds. Then, there is a universal constant c 0 > 0, such that
The following theorem is the main result of the paper.
Theorem 2.2. Fix two constants δ 0 , ρ 0 ∈ (0, 1), and suppose the condition (1.1) holds. In addition, define the constants
Then, there is a constant C > 0 depending only on (δ 0 , ρ 0 ), such that
Furthermore, the bound (2.4) is sharp in the sense that if R ij = ρ 0 for all i = j, then there is a constant c > 0 depending only on (δ 0 , ρ 0 ), such that
To comment on some basic features of the theorem, first note that the dominant exponent satisfies α 0 → ∞ as ρ 0 → 0. Hence, the bound respects the fact that the lower-tail probability decays faster than any power of n −1 when the entries of X are independent (as discussed in Section 1.1). Second, the theorem conforms with the reference level motivated by Proposition 2.1, since (2.4) implies that med[M n (X)] cannot be much less than 2(1 − ρ 0 ) log(n).
Some consequences
This brief section presents two direct corollaries of Theorem 2.2.
3.1. Taking advantage of correlation structure. If the matrix R satisfies max i =j R ij = ρ 0 , but most off-diagonal entries are substantially less than ρ 0 , then the upper bound in Theorem 2.2 can be conservative. Fortunately, the following simple corollary shows this is not necessarily a problem. Roughly speaking, if there is a numberρ 0 ∈ (0, ρ 0 ) such that most off-diagonal entries satisfy R ij ≤ρ 0 , then Theorem 2.2 can be essentially re-used with ρ 0 being replaced byρ 0 . Furthermore, this can be done even when ρ 0 = 1. Corollary 3.1. Fix two constants δ 0 ,ρ 0 ∈ (0, 1). Suppose there is an index set J ⊂ {1, . . . , n} with cardinalityñ ≥ 2, such that R ij ≤ρ 0 for all distinct i, j ∈ J. Lastly, define the constants
Then, there is a constant C > 0 depending only on (δ 0 ,ρ 0 ) such that
If detailed knowledge of R is available, the corollary can be further refined by carefully choosingρ 0 and J. Indeed, there is a tradeoff involved, because a smaller value ofρ 0 improves the exponentα 0 , but reducesñ.
3.2.
Upper bounds for small-ball probabilities. Small-ball probabilities are known to be an important ingredient in the study of Gaussian processes [LS01] , and they have the form P( X ∞ ≤ t), where X ∞ = max 1≤i≤n |X i |, and t is suitably small. Such probabilities are also a special case of the previous lower-tail probabilities, since they can be written as P(M 2n (Y ) ≤ t) with Y = (−X, X) ∈ R 2n . One of the well-known challenges involved in analyzing small-ball probabilities is that relatively few general results are available. In this regard, two noteworthy bounds are due to Lata la-Oleszkiewicz [LO05, Theorem 4], and PaourisValettas [PV18, Theorem 3.3]. When X ∈ R n is a centered Gaussian vector with standardized entries, these bounds respectively state that if δ 0 ∈ (0, 1/2), then In cases where δ 0 is not too small, the following corollary of Theorem 2.2 can enhance some aspects of the bounds (3.2) and (3.3).
Corollary 3.2. Fix two numbers δ 0 , ρ 0 ∈ (0, 1), and let (α 0 , β 0 ) be as in (2.3). Also, let C > 0 be as in (2.4), and suppose max i =j |R ij | ≤ ρ 0 . Then,
Although it is difficult to make an exact comparison with the bounds (3.2) and (3.3), it is possible to point out some basic differences. To do this, recall that α 0 can be made arbitrarily large when ρ 0 is small enough, and that m n ≤ 2 log(2n) (cf. [Kwa94] ). Based on these observations, the right side of (3.4) will be of smaller order than the right side of (3.2) when ρ 0 is sufficiently small (for a given δ 0 ). With regard to the bound (3.3), it is known from [Cha14, Prop. 9.5] that there is a universal constant c 1 > 0 for which 1
Hence, when ρ 0 is small, the bounds (3.4) and (3.3) are roughly similar, except that the exponent in (3.4) is explicit. On this point, it is also worth mentioning that even if the c in (3.3) can be specified, it is still difficult to obtain good constants when bounding ς 2 n .
Proof of Corollary 3.2. The first bound (3.4) follows immediately from Theorem 2.2 by considering the vector Y = (X, −X) ∈ R 2n . To prove the second bound (3.5), let R ′ ∈ R n×n denote the correlation matrix whose off-diagonal entries are equal to ρ 0 , and let X ′ ∼ N (0, R ′ ). In addition, let Y ′ ∈ R 2n be the random vector obtained by concatenating two independent copies of X ′ . Due to the assumption that R ij ∈ [0, ρ 0 ] for all i = j, the correlation matrices of Y and Y ′ are related by the following entrywise inequality,
Therefore, the vectors Y and Y ′ satisfy the conditions of Slepian's lemma (which allows for singular correlation matrices). In turn, if we define the number
then we obtain
as needed.
Proofs for Section 2
Remark. Throughout the proofs, we always assume that n is sufficiently large for any given expression to make sense -since this can be accommodated by an adjustment of constants in the results.
Proof of the upper bound (2.4). Let X ′ ∼ N (0, R ′ ) be an equicorrelated Gaussian vector, as in the proof of Corollary 3.2. It follows that if Z 0 , Z 1 , . . . , Z n denote independent N (0, 1) random variables, then the coordinates of X ′ may be jointly represented as
This yields a valuable representation of the maximum,
In other words, M n (X ′ ) is the convolution of the variables on the right side. Recalling the definition of t n in (3.7), a simple calculation then gives an exact formula,
where the integrand is defined by
, with φ being the standard normal density.
The remainder of the proof consists in bounding integral c n =
The choice of this value as a cut-off point for decomposing the integral (4.3) is an important element of the proof. In particular, the 1/4 coefficient on the ℓ 2 (n)/ log(n) term is essential.
Handling the integral over [−c n , 0] is the most involved portion of the proof, and is postponed to Lemma 4.1. Once the proof of that lemma is complete, it will be straightforward to control the integral over [0, ∞), which is done in Lemma 4.2. For the moment, we only handle the interval (−∞, −c n ], since it requires no further preparation. Indeed, we have
where C only depends on δ 0 and ρ 0 . This completes the proof of the upper bound (2.4).
Proof of the lower bound (2.5). It suffices to derive a lower bound on the integral −cn −∞ ψ n (s)ds. Using the fact that the function Φ
is decreasing in s, we have (4.7)
If we define the number
(4.9)
Hence, the limit (1 − C/n) n → exp(−C) as n → ∞ shows that Φ n (r n ) is lower bounded by a positive constant for all large n. Finally, regarding the factor Φ(−c n ) in (4.7), the lower-bound version Mill's inequality [Dur05, Theorem 1.4] gives
where the second step follows from a calculation very similar to (4.6). This completes the proof of the lower bound (2.5) and the theorem.
Lemma 4.1. There is a constant C > 0 depending only on (ρ 0 , δ 0 ) such that
Proof. To simplify the analysis of ψ n (s), we will parameterize s as function of a number δ lying in an interval I n defined by
log(n) . Specifically, we write s = s n (δ) = −a n δ, where a n = 2(1−ρ0) log(n) ρ0
In particular, note that s n (·) maps I n to the interval [−c n , 0]. As a means of simplifying the factor Φ n tn− √ ρ0s
in the definition of ψ n (s), let
= 2 log(n)(δ 0 + δ).
(4.12)
It follows that for all δ ∈ I n , (4.13) log ψ n (s n (δ)) = −
(1−ρ0)·log(n)·δ
Due to the lower-bound form of Mill's inequality, we have
where b n (δ) is defined by the last line. When n is sufficiently large, it is simple to check that the condition 0 < b n (δ) < 1 holds for all δ ∈ I n , which gives
Combining the last few steps, the following bound holds for all δ ∈ I n , n log Φ(u n (δ)) ≤ −n b n (δ)
where c > 0 depends only on δ 0 and ρ 0 .
The work up to this point provides us with a useful majorant for ψ n . By looking at the equation (4.13) and the bound (4.15), it is clear that if we define the function
holds for all δ ∈ I n . Integrating this bound gives
We now parameterize δ as a function of a positive number η using
log(n) . Specifically, if we define the interval
, then δ n (·) maps J n to I n , and the integral bound (4.18) becomes
The remainder of the proof will be divided into two parts, in which the integral over J n is decomposed with the subintervals
In handling these subintervals, it will be convenient to label the summands of f n in line (4.16) according to
The integral over J ′ n . By expanding out the square δ n (η) 2 , and dropping the smallest positive term, the following bound holds for any η,
In addition, if we expand the square (δ 0 + δ n (η)) 2 , and use the fact that every η ∈ J ′ n is bounded above by log(n) 1/4 /ℓ 2 (n), then a short calculation gives
for small enough c > 0. Directly combining the last two steps gives
To simplify the previous bound, define
. Since x(η) is non-negative for all η ∈ J ′ n , we may approximate exp{ℓ 2 (n)x(η)} from below using a second-order Taylor expansion
After some arithmetic, the bound (4.20) becomes
where we define the function
Integrating the bound (4.21) over J ′ n , we obtain To handle the last integral, note that the function ϕ n (x) can be written in the form ϕ n (x) = exp(−ax 2 + bx), and that the following elementary bound holds for any a > 0 and b ∈ R,
Combining this with the bound (4.22) completes the work on J ′ n .
The integral over J ′′ n . First note that exp{−f n (δ)} ≤ exp{−h n (δ)}. Also, the function exp{−h n (δ n (η))} is decreasing in η, and so if we denote the left endpoint of J ′′ n as η n := log(n) 1/4 /ℓ 2 (n), then we have the following height-width integral bound
It is simple to check that this bound is of smaller order than n −α0 log(n) which is clearly of smaller order than the stated bound.
Proof of Proposition 2.1. We first show (2.1) in the case where µ n = E[M n (X)]. Let X ′ ∈ R n be as in the proof of Corollary 3.2. By integrating the inequality (1.10), Slepian's lemma implies (4.25) E M n (X) ≥ E M n (X ′ ) .
In turn, the representation (4.2) gives To show the upper bound (2.2), note that we may take X = X ′ . When µ n = E[M n (X ′ )], the result follows from the first line of (4.26) and the standard inequality E[max 1≤i≤n Z i ] ≤ 2 log(n). When µ n = med[M n (X ′ )], the result follows from the fact that med[M n (X ′ )] ≤ E[M n (X ′ )], since M n (·) is a continuous convex function [Kwa94] . 
