We introduce a type of directed multigraph with edges labeled by generators of a Coxeter group. Multigraphs of this type that give rise to representations of the Hecke algebra are completely classified using results of Lusztig and combinatorial connections between the multigraphs and the representations they afford.
Introduction
Let (W, S) be a Coxeter system, with presentation W = s ∈ S | (rs) n(r,s) = e for r, s ∈ S, n(r, s) < ∞ where n(s, s) = 1 and 1 < n(r, s) = n(s, r) ≤ ∞ for r, s ∈ S, r = s. Let ℓ be the length function on W relative to S, let u be an indeterminate, and let H be the Hecke algebra of (W, S) over Q(u). Thus H has basis elements T w , w ∈ W , that satisfy (1.1) T s T w = T sw if ℓ(sw) > ℓ(w), u 2 T sw + (u 2 − 1)T w if ℓ(sw) < ℓ(w) for s ∈ S. It is known that H can be presented as a Q(u)-algebra by generators {T s | s ∈ S} satisfying the relations (T s + 1)(T s − u 2 ) = 0 if s ∈ S, (1.2a)
if s, t ∈ S, 1 < n = n(s, t) < ∞ (1.2b) (where the factors in the products of (1.2b) are alternately T s and T t ). Moreover, T x T y = T xy if ℓ(xy) = ℓ(x) + ℓ(y).
Definition 1.1. Let Γ be a directed multigraph with set of vertices X, and let S be a set. Then Γ is an S-labeled digraph if the following properties hold.
(i) Each edge of Γ is either a solid or a dashed directed edge from one vertex to a different vertex.
(ii) Each edge of Γ is labeled by one element of S.
(iii) For every vertex γ ∈ X and every s ∈ S, there is exactly one edge of Γ containing γ that is labeled s.
Examples of S-labeled digraphs appear in Figures 1.1 Let Γ be an S-labeled digraph with set of vertices X. Let V be the vector space over Q(u) with basis X. For each s ∈ S, define a linear operator τ s ∈ End(V ) as follows: if α ∈ X, then One remarkable result of [4] is that there is a natural W -digraph with vertices the set of involutions in W (or, more generally, the set of twisted involutions with respect to an involutory automorphism of W ).
Let J ⊆ S, so (W J , J) is a Coxeter system with W J = J the associated parabolic subgroup of W . If Γ is an S-labeled digraph, then denote by Γ J the multigraph obtained by removing from Γ all edges labeled by elements of S \ J, so Γ J is a J-labeled digraph. If Γ is a W -digraph, then clearly Γ J is a W J -digraph. Conversely, because of the presentation (1.2a), (1.2b) it is also clear that Γ is a W -digraph if Γ J is a W J -digraph whenever J ⊆ S, |J| ≤ 2. Note also that Γ is a W -digraph if and only if each connected component of Γ is a W -digraph.
We now present in Figures 1.4-1.11 several J-labeled digraphs with J = {s, t}. These multigraphs have 2m vertices, with m ≥ 2 except for Figures 1.10-1.11. Also, s ′ = s if m is even, s ′ = t if m is odd, t ′ is defined by {s ′ , t ′ } = {s, t}, and any edge not shown has one of the forms α 2j
. . .
. . . Let Γ and Γ ′ be S-labeled digraphs with vertex sets X and X ′ , respectively. We say Γ and Γ ′ are isomorphic if there is some bijection ϕ from X onto X ′ such that for all
, respectively) is an edge of Γ ′ . Theorem 1.1. Assume Γ is an S-labeled digraph. Then Γ is a W -digraph if and only if for all s, t ∈ S such that 1 < n = n(s, t) < ∞, each connected component of Γ J , J = {s, t}, is isomorphic to one of the J-labeled digraphs in Figures 
Preliminary results
We continue to assume that (W, S) is a Coxeter system. Let Γ be an S-labeled digraph. Then for any s ∈ S, we have
where τ s is as in (1.3). Indeed, suppose α is connected to β by an edge of Γ labeled s. Exchanging α, β if necessary, we can assume this edge is directed from α to β. By (1.3), τ s leaves invariant the subspace span{α, β}, and the matrix of τ s acting on this subspace with respect to the basis {α, β} is 0
is an edge of Γ. In either case, the eigenvalues are −1 and u 2 , and thus (2.1) holds. Hence Γ is a W -digraph if and only if
whenever s, t ∈ S, 1 < n(s, t) < ∞.
By (1.2a), both T s and T • s are units in H, with inverses given by
The terminology used in the next definition will be justified by the remarks after Lemma 2.1.
Definition 2.1. Let V be an H-module. Then a subset X of V supports a W -digraph if X is linearly independent over Q(u) and, for each α ∈ X and s ∈ S,
Lemma 2.1. If V is an H-module and X ⊆ V supports a W -digraph, then the following hold.
(i) If s ∈ S and α ∈ X, then α,
(ii) The subspace of V spanned by X is an H-submodule of V .
Thus
Since X is linearly independent and X contains α and at least one element of Y , it follows that γ, δ are linearly independent over Q(u). Therefore α, T s α, T −1
α are all in span{γ, δ}, X can contain at most one element of Y . Thus (i) holds. Further, since X contains two elements of span{γ, δ}, spanX contains span{γ, δ} by dimension, and thus T s α ∈ spanX. Since α ∈ X was arbitrary, we have T s spanX ⊆ spanX. Thus spanX is an H-submodule of V since s ∈ S was arbitrary, so (ii) holds.
If V is an H-module and X ⊆ V supports a W -digraph, then we construct a directed multigraph Γ, as follows. If α, β ∈ X and s ∈ S, then
Then Γ is a well-defined S-labeled digraph by Lemma 2.1. Moreover, from the definition of T • s , it is easily checked that H acts on V 0 = spanX according to
where τ s is as in (1.3). Therefore Γ is indeed a W -digraph with associated H-module V 0 .
Lemma 2.2. Suppose X is a linearly independent subset of an H-module V . Then X supports a W -digraph if and only if for each s ∈ S, there exists a partition P s of X such that, for all U ∈ P s , there are α, β ∈ U such that α = β, U = {α, β}, and either
, and so U λ = U µ . By Lemma 2.1, P s = {U λ | λ ∈ X} is a partition of X satisfying the conditions above: if U = U λ and µ = T s λ or µ = T • s λ, then take α = λ, β = µ, and otherwise take α = µ, β = λ. Conversely, suppose for each s ∈ S, a partition P s satisfying the conditions above exists. Let γ ∈ X. There is some δ ∈ X such that U = {γ, δ} ∈ P s . For this δ we either have
Lemma 2.3. Suppose V is an H-module with basis X supporting a W -digraph Γ, v = γ∈X λ γ γ ∈ V , and s ∈ S. Then the following hold.
is an edge of Γ.
(ii) T s v = −v if and only if
is an edge of Γ,
Proof. With P s as in Lemma 2.2, V is the direct sum of the T s -invariant subspaces span{α, β}, {α, β} ∈ P s . If α β s is an edge of Γ, then
and
On the other hand, if α β s is an edge of Γ, then
This completes the proof.
If Γ is an S-labeled multigraph, then the directed multigraph obtained from Γ by removing all labels from edges and replacing dashed edges by solid edges will be denoted Γ dir . The associated (undirected) multigraph produced by replacing directed edges by undirected edges will be denoted Γ undir . For example, with Γ as in Figure 1 .2, the associated directed and undirected graphs Γ dir and Γ undir are given in Figure 2 .1.
Figure 2.1 Γ dir and Γ undir for Γ as in Figure 1 .2
Let Γ be a S-labeled digraph. Recall that a vertex α of Γ dir is a source of Γ dir if any edge containing α is directed from α to some other vertex. Similarly, a vertex β of Γ dir is a sink of Γ dir if any edge containing β is directed toward β from some other vertex. We define γ to be a source (sink) of Γ if γ is a source (sink, respectively) of Γ dir .
For the remainder of this section we assume J = {s, t} ⊆ S,
with k factors in each product, alternately s and t. For example, s 0 = e = t 0 , and s n = w 0 = t n is the longest element of W J . Define elements σ k of H J as follows:
Thus σ 0 = T e , σ n = T w 0 , and
Lemma 2.4. Suppose a 0 ∈ H J has the form a 0 = σ k + z∈W J ℓ(z)<k γ z T z with 0 ≤ k < n and
Proof. If 1 ≤ j ≤ n − k and a j is expressed as a linear combination of {T x | x ∈ W J }, then the unique x ∈ W of maximal length such that T x appears with nonzero coefficient is
Similarly, if 1 ≤ j ≤ n − k, then the unique y ∈ W J of maximal length such that T y appears with nonzero coefficient in b j is
Thus X is linearly independent. Suppose a n−k = b n−k . If n − k is even, then the partitions
. . , {a n−k−1 , a n−k }} satisfy the conditions of Lemma 2.2. On the other hand, if n − k is odd, then the partitions
. . , {a n−k−1 , a n−k }} ,
satisfy the conditions of Lemma 2.2. Thus X supports a W J -digraph, and L = spanX is a left ideal of H J by Lemma 2.1(ii).
as follows: p 0 (u) = 1, and for d > 0, 
For 0 ≤ j ≤ n, define elements ϕ j , η j , γ j , δ j of H J as follows:
If 0 < j < n, then by (2.3) we have
Lemma 2.5. If 0 < j ≤ k and j + k ≤ n, then
Proof. Note j < n, so (2.4) applies to ϕ j . Define s * , t * ∈ {s, t} by s k = s * j s k−j and {s * , t * } = {s, t}. Then
k+j and ℓ(s
k+j ). Thus the first equation holds. The second then follows by applying the automorphism T s ↔ T t . Lemma 2.6. If 0 ≤ j ≤ k and j + k ≤ n, then
Proof. For (i), observe that the first formula holds when k = 0 because η 0 = T e . Assume k > 0 and the first formula holds with k − 1 in place of k. Assume also that 0
On the other hand, if j = k, then by Lemma 2.5 we have
Thus the first equation of (i) holds by induction. The second equation of (i) then follows upon applying the automorphism T s ↔ T t to both sides of the first equation. Let ζ be the automorphism of Q(u) determined by ζ(u) = −u. Extend ζ to a semilinear automorphism of H defined by w∈W α w T w → w∈W ζ(α w )T w . Then ζ( η m ) = γ m , and so the formulas of (ii) are obtained by applying ζ to the formulas of (i). Finally, (iii) follows by averaging the formulas of (i) and (ii).
Proof of Theorem 1.1: part 1
In this section we outline constructions due to Lusztig of H J -modules with bases supporting W J -digraphs. These appear in [4] , 2.4-2.10, although the arguments presented here are somewhat different. For the purpose of proving existence in Theorem 1.1, it is sufficient to assume n = m for Figures 1.4-1.6 , n = 2m − 1 for Figures 1.7-1 .8, and n = 2m − 2 in Figure 1 .9. (If n, n ′ are positive integers and n divides n ′ , then
Throughout this section we assume J = {s, t} ⊆ S with 1 < n = n(s, t) < ∞. Put s ′ = s if m is even, s ′ = t if m is odd, and define t ′ by {s ′ , t ′ } = {s, t}.
We consider cases according to the digraphs of Figure 1 .4- Figure 1 .11. Case 1. Figure 1 .4, n = m ≥ 2. Define µ 0 = T e and
Case 2. Figure 1 .5, n = m ≥ 2. Let ν 0 = T e , and define
. . , ν ′ m } is linearly independent, so is a basis for H J , and supports a W J -digraph by Lemma 2.4. This W J -digraph is isomophic to the J-labeled digraph of Figure 1 .
Case 3. Figure 1 .6, n = m ≥ 2.
Interchanging s and t in the argument given for the previous case shows that the Jlabeled multigraph in Figure 1 .6 is a W J -digraph.
Case 4. Figure 1 .7, n = 2m − 1, m ≥ 2.
Define an element η 0 of H J by
Suppose m is even. Then by part (i) of Lemma 2.6,
On the other hand, if m is odd, then
where the second equation follows by applying the automorphism T s ↔ T t to the first. Hence if we define
is a basis for a left ideal in H J and X supports a W J -digraph by Lemma 2.4. This W J -digraph is isomorphic to the J-labeled digraph in Figure 1 .
If m is even, then part (ii) of Lemma 2.6 gives
with the second equation following from the first by applying the automorphism T s ↔ T t . Hence if we put
If m is even, then by part (iii) of Lemma 2.6 we have
On the other hand, if m is odd then
with the second equation following from the first by applying the automorphism T s ↔ T t . Thus if we define
Hence X = {δ 0 , δ 1 , . . . , δ m−1 , δ ′ 1 , δ ′ 2 , . . . , δ ′ m } is a basis for a left ideal of H J that supports a W J -digraph. This W J -digraph is isomorphic to the J-labeled multigraph of Figure 1 .9 via
Case 7. Figure 1 .10 or Figure 1 .11, m = 1, n ≥ 2 arbitrary. Suppose Γ is one of the J-labeled digraphs of Figures 1.10-1 .11. Then with V = span{α 0 , β 1 }, T s and T t induce the same operator τ s = τ t on V . Thus the relation (2.2) holds automatically, and so Γ is a W J -digraph.
Proof of Theorem 1.1: part 2
For the remainder of the proof we reduce to the case S = J = {s, t}, 1 < n = n(s, t) < ∞, W = W J , H = H J . Let Γ be a connected W -digraph. To complete the proof of Theorem 1.1, we need only show that Γ is isomorphic to one of the J-labeled digraphs of Figures 1.4-1 .11, and that m and n satisfy the appropriate divisibility conditions. Let X be the set of vertices of Γ, and let V = spanX be the associated H-module. If α ∈ X, then X ⊆ Hα because Γ is connected, so |X| = dim V = dim Hα ≤ dim H = 2n. Moreover, |X| is even by Lemma 2.2. Since every vertex of Γ is contained in exactly |S| = 2 edges, it follows that Γ undir is a simple cycle of size 2m, where 1 ≤ m ≤ n.
Let γ 0 be any vertex of Γ. Number the remaining vertices γ 1 , γ 2 , . . . , γ 2m−1 in such a way that Γ has an edge from γ i−1 to γ i or from γ i to γ i−1 for 1 ≤ i ≤ 2m−1. Put γ 2m = γ 0 , so Γ also has an edge from γ 2m−1 to γ 2m or from γ 2m to γ 2m−1 . We consider the subscript j in γ j as an integer modulo 2m.
Recall the linear characters λ 1 = ind, λ 2 = sgn : H → Q(u) of H are determined by
If n is even, there are two additional linear characters λ 3 , λ 4 : H → Q(u) given by
It is known that H C = C(u) ⊗ Q(u) H is split semisimple over C(u), any irreducible representation of H C of dimension greater than 1 is two-dimensional, and the eigenvalues of T s and T t in any two-dimensional irreducible representation are −1 and u 2 (see [3] , or [1] , 8.3). Let m 1 , m 2 , m 3 , m 4 be the number of summands in a direct sum decomposition of V C = C(u) ⊗ Q(u) V into irreducible modules that afford λ 1 , λ 2 , λ 3 , λ 4 , respectively (with m 3 = m 4 = 0 if n is odd), and let M be the number of two-dimensional irreducible summands. With P s as in Lemma 2.2, T s has eigenvalues −1 and u 2 on each subspace span{α, β}, {α, β} ∈ P s , and thus T s has a total of m eigenvalues −1 and m eigenvalues u 2 on V . Since the same is true of T t , we must have
and so m 1 = m 2 and m 3 = m 4 . By Lemma 2.3, the unique one-dimensional subspace V 1 of V that affords the character λ 1 is spanned by v 1 = 2m i=1 γ i , and thus m 1 = 1. Hence m 2 = 1, so there is a unique one-dimensional subspace V 2 of V affording λ 2 . Let v 2 = 2m i=1 ζ i γ i be a nonzero element of V 2 . By Lemma 2.3, we have
is an edge of Γ for 1 ≤ i ≤ 2m. If m = 1, then it follows that the edge joining γ 0 and γ 1 labeled s must have the same type and direction as the edge joining γ 0 and γ 1 labeled t, and so Γ is isomorphic to one of the J-labeled digraphs of Figure 1 .10-1.11. We assume m ≥ 2 for the remainder of the proof, so there is a unique edge joining γ i to γ i−1 for 1 ≤ i ≤ 2m. Further,
and so Next, we compute the coefficient κ j of γ j when T s T t γ j is expressed as a linear combination of {γ 1 , . . . , γ 2m }. These coefficients are given in Table 4 .1, which is organized according to the types of edges joining γ j to the adjacent vertices δ, ε in Γ. (Either δ = γ j−1 and ε = γ j+1 or δ = γ j+1 and ε = γ j−1 : the coefficient κ j is the same in either case.) The entries of this table are easily verified. For example, if γ j−1 γ j s γ j+1 t are edges in Γ, then T s T t γ j = T s (uγ j + (u + 1)γ j+1 ) = u(uγ j + (u + 1)γ j−1 ) + (u + 1)T s γ j+1 , and so κ j = u 2 since T s γ j+1 ∈ span{γ j+1 , γ j+2 }. On the other hand, if Γ has edges γ j+1 γ j s γ j−1 t , then T s T t γ j = T s (uγ j+1 + (u + 1)γ j−1 ) = u(u 2 γ j+1 + (u 2 − 1)γ j ) + (u + 1)T s γ j−1 , and so κ j = u(u 2 − 1) because T s γ j−1 ∈ span{γ j−1 , γ j−2 }. From Table 4 .1 we see that the constant term in the trace tr(T s T t ) = 2m j=1 κ j is equal to the number of sinks in Γ. However, T s T t has values u 4 and 1 under λ 1 and λ 2 , that is, ω = β = γ ′ m . Then from Table 4 .1, the coefficient of u 3 in tr(T s T t ) is N 1 − N 2 , and hence N 1 = N 2 . Therefore any edge of type ξ ω that does not begin at γ 0 must end at γ ′ m . Hence Γ is isomorphic to one of the J-labeled digraphs in Figures 1.4-1 .9 via γ j ↔ α j , 0 ≤ j ≤ m − 1, γ ′ j ↔ β j , 1 ≤ j ≤ m. Finally, let τ s and τ t be as in (1.3), and let A s (u), A t (u) be the (2m) × (2m) matrices over Q[u] representing τ s and τ t with respect to the basis X for V . Put A s = A s (1), A t = A t (1). Then .2), and so s → A s , t → A t extends to a representation of groups W J → GL(2m, Q). One checks that the characteristic polynomial of the matrix A st = A s A t representing st is as given in Table 4 .2. Hence the order of A st as an element of GL(2m, Q) Since this order must divide n, the proof is complete.
