In recent years, we have seen a multiplication of studies estimating the location of political parties on the left-right axis using textual data. The addition of computer-assisted content analysis techniques to the researcher's toolbox has opened new fields of inquiry. So far, studies have focused on one specific language, and little attention has been paid to linguistic differences in party manifestos that are provided to the voters in more than one language. There is no theoretical reason to assume that two party platforms that have the same content but are written in different languages will not locate parties the same way on the left-right axis. However differences between languages are well documented in the field of linguistics. In the case of Canada, there are numerous differences between its two official languages, French and English, that may modify the results of textual analyses depending on which language they are performed. The relative frequency of words in a text is an example: French has gender categories (masculine-feminine) for nouns and adjectives and a more differentiated verb termination system (usually 5 compared to 2 in English). Considering the fact that quantitative content analyses are often based on word frequencies, a comparative, multi-language analysis is a first step to test the impact of linguistic specificities on party positioning. Using Wordscores and Wordfish, plus expert surveys as a benchmark, we compare the spatial location of major Canadian parties on the left-right axis using English and French manifestos over the past 25 years to see if the spatial representation is the same in both languages or if there are fundamental and significant differences between them.
2
The capacity to locate political parties in a common space allows researchers to compare "like with like", a pre-requisite to further comparisons of parties and party systems cross-nationally, across federated states within one single federation (the Canadian provinces for example), and over time. Party location on a common space has become the instrument of choice in comparative typologies of parties and party systems (Blondel 1968; Laver and Hunt 1992; Sartori 2005 Sartori [1976 ) to the point that earlier criteria of comparison, such as whether two parties belong to the same ideological family, or the distinction between mass parties and cadre parties, are now considered obsolete by many comparative party scholars. The capacity to locate political parties in a common space allows us to better assess how representative governments really are. By locating political parties within a common space, and by comparing their position to the preferences expressed by voters, researchers can obtain a measure of congruence between the two, which can be used to test the relative merits of various voting models (Budge and Farlie 1983; Downs 1957; Rabinowitz and MacDonald 1989) .
Word-based parallel content analysis
Over the past thirty years, the methods employed by researchers to locate political parties have multiplied from hand-coded methods, such as the well-known CMP technique (Budge et al. 2001; Klingemann et al. 2007) , to expert surveys (Castles and Mair 1984; Huber and Inglehart 1995; Laver and Hunt 1992) to dictionary methods (Ray 2001; Laver and Garry 2000; Kleinnijenhuis and Pennings 1999) , to computer-assisted content analysis methods. These new computer-assisted, quantitative methods for extracting political party positions on the left-right axis or other policy dimensions from political texts have been a useful addition to the researcher's toolbox. They rely on objective textual data; can be used to with nearly unlimited flow of data and make it possible to isolate policy preferences from behaviour (see Benoit and Laver 2007b; Laver and Garry 2000; Marks et al. 2007 ).
The description of stochastic text generation process by Benoit, Laver, and Mikhaylov (2009: 497-501) could be generalized from the CMP, as illustrated in the article, to content analysis as a whole. The "true" preferences and the intended message of authors are unobservable and uncertain. Only the text generated by authors is observable and certain. All methods try to infer, logically and statistically, the "true" preferences of authors using different models. CMP does so by coding texts and devising scales to measure the position of texts in policy space. "Word-based" techniques, such as Wordscores (Laver et al. 2003) and Wordfish (Slapin and Proksch 2008) , analyse the vocabulary, and more specifically the distribution of words, of political actors in a text to extract policy positions. We call them "word-based" techniques because the analytical unit are the words in a text, not paragraphs, sentences, locutions or topics. This particularity has two main advantages. By chopping texts into words, word-based techniques gain the advantage of analytical simplicity, because words can be automatically identified and treated without human intervention.
1 Second, since words are treated like quantitative data, the knowledge of a language is no longer necessary to extract and then compare policy positions from texts written in different languages.
The disadvantage of word-based techniques is that they do not take into account the meaning or the grammatical structure of sentences and words that make them up. Focusing exclusively on the relative frequency of mention of words can lead to some linguistic nonsense when the logic is pushed to its limits. As an extreme illustration, it is possible to extract a policy position from a random bunch of words that no human reader could make sense of, or from a freely reorganized text in, say, alphabetical order. Also, it is impossible to measure the positive or negative direction of a policy preference in a text (Monroe et al. 2008) . For example, the meaning of the sentence "We will raise taxes" is the exact opposite of "We will not raise taxes". But if we cut these sentences into separate words "we" (2 times) "will" (2) "not" (1) "raise" (2), and "taxes" (2), the difference between the two is "not", a relatively meaningless word which is likely to be overlooked. The difference in the meanings of the two sentences will be blurred as a result.
How crippling is this disadvantage when comparing political texts written in different languages? It is this paper's objective to find out. We do this by checking whether Wordscores and Wordfish extract the same policy positions on the left-right axis from parallel texts. Parallel texts are original documents written in different languages, not translations. They can be use to benchmark automatic translation quality (see Jian-Yun et al. 1999 for applications of parallel texts). Do Wordscore and Wordfish extract the same policy positions on the left-right axis from parallel documents. In theory, there is no reason to believe that they would not. Parallel documents are rigorously the same. Their format is identical, they include the same topics and a bilingual reader will consider those documents to be almost exactly the same. Studies analyzing parallel textual data are interesting because they give an opportunity to test the validity and the reliability of word-based textual analysis methods in a more rigorous way than repeated studies focusing on a single language and/or a single party system. Wordscores has been tested with languages other than English, such as Dutch (Klemmensen et al. 2007 ), German (Hug and Schulz 2007; Magin et al. 2009; Bräuninger and Debus 2008) , and French (Laver et al. 2006 ). But we could find only one study comparing Wordscores results using bi-texts as input. Debus (2009: 53-54 ) uses Wordscores to compare Flemish and French coalition agreements in Belgium and finds no significant difference between them for economic policy positions. In their analysis of European Parliament speeches Slapin and Proksch (2008) compare Wordfish results for speeches in English, French and German. They find remarkable similarities between languages (English and French especially):
The comparison of the results across languages suggests that the position estimation technique is in fact highly robust to the choice of language (the correlation coefficient is 0.86 or higher). The highest correlation is between positions estimated from the English and French translations. These two languages are so similar to each other with regard to the information contained in words that they produce virtually identical position estimates (Proksch and Slapin 2009: 13) .
It should be noted that due to the large number of official languages spoken in the European Union, speeches in the European Parliament are delivered in one language and then translated. Slapin and Proksch had to rely on translations instead of original texts. This suggests a fortiori that the positions extracted from parallel documents such as party manifestos should be very similar across different languages.
Methodology
We test Wordscores and Wordfish on Canadian parallel manifestos and compare the results on the left-right dimension with expert surveys to estimate the cross-language reliability of these two techniques. Canada, as an officially bilingual country, is a pertinent case for this test. At the federal level manifestos from major parties are bilingual and both versions are considered official and public. With the exception of the Bloc québécois, Canadian party manifestos can qualify as perfect parallel texts. Also, Canada has clearly identified polarized parties, the New Democratic Party (NDP) and the Conservative Party, on the left-right dimension (Irvine 1987; Johnston 2008) . It is necessary to have a right and a left end point in the Canadian federal partisan spectrum in order to use Wordscores and Wordfish because both these techniques need to set values on reference texts.
2
There is a debate over the merits of word stemming (reducing words top their root form) and removing stopwords (the, who, that, le, qui, quoi, etc.) with computer-assisted content analysis methods (see Lowe 2008) . Stemming words and removing stopwords tends to reduce the size of texts and word diversity. That is supposed to lead to better results as meaningless words are removed and family of words reduced to stems. On the other hand, these operations artificially skew the word distribution in a text that could distort results. Although word stemming and removing stopwords is a common practice with Wordfish, we will compare results with non-stemmed and stemmed texts.
3 This comparison will be a pertinent addition in the discussion. Jfreq has built-in stemming and stopword removal options that have been used to create the different matrixes needed. 4 The corpus is composed of Canadian manifestos from the 2000, 2004, 2006, and 2008 elections. The relatively short period of time will minimize the problem of political vocabulary change, a concern for both Wordscores and Wordfish (Slapin and Proksch 2008; Budge and Pennings 2007) . Three major parties are included in the analysis: the New Democratic Party (NDP), the Liberal Party and the Conservative Party. The Bloc québécois has been excluded because it did not produce sufficiently reliable English versions of its manifestos to qualify as parallel texts. Original manifestos have been tailored and standardized to facilitate content analysis. Messages from the leaders, financial annexes, tables, and quotations from other works (newspaper clips or OECD Reports for example) have been excluded from the original texts. For Worsfish, we followed Proksch and Slapin's (2008) recommendation and eliminated unique party words (words that are used by only one party) from the texts analyzed.
Parallel texts differ only by the language in which they are written. Is language difference a factor that might provoke Wordscore and Wordfish to extract noticeably different positions from two party manifestos that are exactly similar in all other respects? Some specific features of languages can have a significant impact on the distribution of words in a text. French and English differ on many levels: syntax, grammar, and style (see Lederer 1994; Vinay and Darbelnet 2003 [1977] ). An important syntaxic difference between French and English is the usage of articles. In French, they are more frequent than in English, because they are quasi-mandatory in before nouns. We can expect to find some common articles (de, du, la, les, etc.) to have a very high frequency, higher than the equivalent in English.
Looking at grammar, we find several of significant differences. In French gender tends to duplicate adjectives, pronouns, and articles as they can be declined in either masculine of feminine form. French texts tend to have relatively higher differentiations of those words when compared to English and that means expressing the same concepts with more words that are relatively less frequent than in English. While in English nouns may be singular or plural, in French adjectives can also be singular or plural, in addition of being masculine or feminine. So it is possible to have four words to express the same concept instead of one in English. As a simple illustration, take the adjective "pretty" in English. In French it can be declined in masculine singular form ("beau"), in feminine singular ("belle"), in masculine plural form ("beaux"), and feminine plural ("belles") depending on the object. Inevitably "pretty" will be more frequent in a text than one of the four French equivalent adjectives.
5
Another important difference between French and English is the verb termination system. In English, there are two forms in the present tense, one for the third person singular (he/she/it) and one for the rest, while most of the time in past tense you have only one. Future, conditional, and subjective have only one. In French, you usually find five forms, one for each person plural (we/you/they) and two for the singular persons (either I/you or I/he-she-it), depending on the verb family, and those forms are applied to future, conditional, subjunctive, and past tenses. Therefore, the same verbs tend to be declined in more different words in French, modifying again the word distribution.
One consequence of these differences will appear in the number of different words in a text. French texts have more words than English texts. Unsurprisingly, between 2000 and 2008 the manifestos from major parties contain 11 717 different words in French, and 8 966 in English. 5 The average frequency of words is higher in English than in French. Overall, the mean frequency is 19.1 in French and 18.7 in English, but the standard deviation is much larger in French (218) than in English (176). Thirteen French words (du pour, un, en, d', l', le, a, des, la, et, les, de), many of them articles, appear more than 2000 times, while in English only eight words appear more than 2000 times (for, will, in, a, of, to, and, the). When we exclude those words the mean frequency becomes 12.8 in French and 14.3 in English. Finally, we find more unique words in French (words used only once). There are 4 625 unique words in French and 3 361 in English.
Canadian expert surveys
Expert surveys will serve as a benchmark to compare the face validity of the Wordscores and Wordfish estimates. Expert surveys are widely used to locate political parties in a policy space and often serve as a benchmark for textual analysis (Benoit and Laver 2007b; Keman 2007; Marks et al. 2007; Ray 2007; Volkens 2007; Whitefield et al. 2007; Laver and Garry 2000) . 6 This approach was made popular thanks to a well publicized study by Castles and Mair (1984) who asked political scientists in 17 countries to locate political parties in their own country on an 11-point left-right scale. This was followed by a more ambitious study of left-right party location in 42 countries (Huber and Inglehart 1995) . These two studies have inspired a large body of country-specific studies using expert surveys to locate political parties on a range of issues (for a sample see Laver 1998; Laver and Hunt 1992) .
In constructing our own expert survey, we replicate the well-tested methodology already used by Laver and Hunt (1992) , Laver (1998) , Laver and Benoit (2005) , and Benoit and Laver (2007b) . Our online survey questionnaire included 18 questions on a 0-10 scale. Respondents were asked to position the Bloc, Conservatives, Liberals, NDP, and Greens using the 11 point scale on the left-right axis and other policy dimensions. For all dimensions 0 represents the left position and 10, the right position. The expert survey was conducted immediately after the Canadian general election, held on October 14 2008. The electronic questionnaire was sent to every political science professors in Canadian universities. 163 experts sent back the questionnaire.
7 Of the total, 127 questionnaires (78%) were filled in English and 27 (22%) in French. 5 The frequency matrix from which data are taken has been produced with Will Lowe's jfreq program, available at http://www.williamlowe.net/software/. 6 For reviews of the data on party placement and on self placement on policy spaces using the mass or expert survey method see Knutsen (1998) ; Budge (2000) ; Laver and Garry (2000) ; Mair (2001). 7 The data from the 2008 expert survey can be obtained upon request from the authors. Table 1 indicates how the experts who responded to our survey located the parties on the left-right policy dimension. The first column of numbers gives the mean score for the entire sample of experts. But what is of direct interest here is the mean score for each subsample. The mean score for the location of the Conservative Party among English speaking respondents is 7.94 with a 95% confidence interval ranging from 7.7 to 8.1. If our sample of experts were a random sample (which it is not) we would say that 19 times out of 20 English speaking experts in the population located the Conservative Party between 7.7 and 8.1 points on the left-right axis in 2008. The mean score for the location of the Conservative Party among French speaking respondents is 8.39 with a 95% confidence interval ranging from 8.0 to 8.8. Note that the confidence interval for French speaking experts is much larger than for English speaking experts (this is of course due to the much smaller size of the French sample) and that the two intervals barely overlap each other. In other words, it is likely that French experts located the Conservative Party significantly more to the right than English experts in 2008. The mean scores for the location of the Liberal Party and the NDP are 5.2 for English experts and 5.5 for French experts, respectively. The small overlap between the two confidence intervals makes it once again likely that French speaking experts in the population locate the Liberals significantly more to the right than English speaking experts. The means scores for the NDP differ very little in the sample and the large overlap of the confidence intervals indicate that the location of the NDP on a leftright axis by French speaking experts is indistinguishable from the location by English speaking experts. It should be noted that the scores for the Conservatives, the Liberals and the NDP are all statistically different from each other among both English and French speaking experts.
To summarize, both French and English speaking experts distinctly locate the Conservatives, the Liberals and the NDP. French speaking experts locate the Conservatives and the Liberals more to the right than English speaking experts, although the difference is not large for the Liberals. There is no difference in the way English and French experts locate the NDP. Let us now examine how Wordscores and Wordfish extract the locations of the Conservatives, Liberals and NDP on a left-right dimension from their manifestos and compare the results with the results from the expert survey. .
Wordscores
The first computer-assisted method selected to locate the positions of political parties is the Wordscores computer program developed by Michael Laver and his co-researchers (Laver, Benoit and Garry 2003) . 8 Unlike the CMP and dictionary methods that treat texts as discourse to be understood and interpreted for meaning either by a human coder or by a computer, Wordscores treats texts (more precisely the words contained in those texts) as data containing information about the position of the texts' authors on predefined policy dimensions. Starting from a set of "reference" texts whose policy positions are determined a priori, the technique extracts data from these reference texts in the form of word frequencies and uses this information to estimate the policy positions of "virgin" texts about which nothing is known.
Wordscores has the advantage of producing a distribution of scores around an estimated mean score. This makes it possible to come up with a standard error and therefore to establish a confidence interval around the estimated mean score. Wordscores provides a statistical measure of how different two virgin texts are from one another in their vocabulary. In fact, two texts are statistically different if their confidence intervals do not overlap. Of course, the scores are all the more valid if one has confidence in the choice of the references texts and in the measure used to decide what their 7 positions are on a given scale or cleavage. Laver and collaborators make several important recommendations concerning the selection and scoring of references texts, one of them being that the virgin texts and the reference texts must share a similar frame of reference (Laver et al. 2003: 313-315) . In our case, all documents are party manifestos that share the same structure. The recommendation is therefore fulfilled.
Here is a summary of how we used the Wordscores program to measure the positions of the Canadian parties on policy scales. There is a debate over the proper score transformation method that should be used (see Martin and Vanberg 2008; Benoit and Laver 2008) . In this paper, we will overlook this debate and keep the original method.
We first select the reference texts which will be used to represent the extreme positions on the a priori defined policy scale. As Laver, Benoit and Garry (2003) point out, it is important that the reference texts are directly relevant to the virgin texts under analysis. We use manifestos from the previous election as the reference texts. 9 The NDP manifestos are arbitrarily coded 0 (left), and the Conservative manifestos 10 (right) for the left-right dimension.
Each virgin text (that is each party platform at each election) is then coded by the Wordscores program which gives to each word in each virgin text a score between 0 and 10 according to the relative frequency of its appearance in the reference texts. For example, if the word "healthcare" appears one percent of the time in the NDP reference text, and 0.9 percent of the time in the Conservative reference text word obtains a score equal to (0.01*-10) + (0.009*10) = -0.01. By dividing the sum of the scores associated with each word by the total number of words in a text, we obtain an average which corresponds to the total score of the text. From the wordscores in each reference text, we computed the textscores in each virgin text, and then transformed the virgin textscores to their original metric to be able to locate the positions of each platform at each election in our pre-defined space. A significant difference is the mean interval size. It is significantly higher for French manifestos (3.5), than English (2.7). This result is surprising at first glance because French manifestos are longer in general than English manifestos. They have, in average, more unique words (1898 vs. 1529) and more total scored words (17 310 vs. 11 548). We would expect longer documents to be more precise, as they contain more information. In English, the correlation between unique words and confidence 8 interval size (-86.1% ) is almost the same as in French (-80.7%) . But there is a significant difference in the correlation between total scored words in English (-76%) and French (-60%). Since we used raw text documents without stemming and removing stopwords that could mean although French manifestos contain more words, a significant number of them may have median scores that tend to neutralize each other overall. For example, words like "the" or "and" are found multiple times in all texts. They will be given a median wordscore because of their ubiquity. Those wordscores will have a relatively low effect on textscores. This difference is coherent with the linguistic hypothesis formulated earlier that there are more "meaningless" words in French than in English. When looking at specific words, we note it is indeed the case. For example, "the" wordscore will vary from 4.7 to 5.7; "and" from 4.3 to 4.9; "de" from 4.6 to 5.2; and "les" from 4.1 to 5.1.
Wordfish
The Wordfish method takes a different approach. Borrowing from linguistics, it uses a naïve Bayes assumption to infer the process by which words are processed in a text.
11 A text is represented as a vector of word counts (occurrences) and individual words are assumed to be distributed at random. The probability that each words occur in a text is independent of the position of other words in the text. While empirically false, naïve Bayes often performs well for classification (McCallum and Nigam 1998) . Wordfish assume the word frequencies are generated by a Poisson process. Slapin and Proksch (2008) chose this particular distribution because of its estimation simplicity. The single paramater, λ, is both the mean and the variance. The functional form of the model is as follows:
Where λ jit is the count of word j in party i's manifesto at time t, α is a set of party-election fixed effects, ψ is a set of word fixed effects, β is an estimate of a word specific weight capturing the importance of word j in discriminating between party position, and ω is the estimate of party i's position in election year t. Each platform is treated as separate party position and all positions are estimated simultaneously. That means there is no temporal constraint on the position of a party i's manifesto in election t. So if a party uses words in similar relative frequencies over time, its position will remain the same. Party movement is due to changes in word frequencies, not to change in word signification.
To calculate a 95% confidence interval, a parametric bootstrap is required. The parametric bootstrap is a computer-intensive re-sampling method. By running the EM algorithm, λ jit is calculated for each cell in the dataset that represent word frequencies. 500 new datasets are then generated, taking random draws from a Poisson distribution with parameter λ jit for each cell. Using the maximum likelihood estimates as starting value, the algorithm is rerun on each of these new datasets and 500 new party positions are estimated. Proksch and Slapin (2009: 19) , who reported a 86% correlation between English and French stemmed speeches.
Conclusion
Do grammatical differences between languages threaten the validity and the reliability of left-right party position results generated by word-based textual analysis techniques such as Wordscores and Wordfish? There are some differences between languages but they appear minor with the exception of the switch between Liberals and Conservatives from 2000 to 2004 in English. This case points to possible problems with the French versions of Conservative and Liberal manifestos in 2000. The English and French results generated by Wordscores appear at least as reliable and valid as those generated by expert survey. In fact the confidence intervals for Wordscores do not appear larger (they often appear smaller) than the confidence intervals for expert survey. Wordfish generated highly correlated estimates that are inconsistent with experts, but some important variables have not been controlled, such as document length. On average, Liberal manifestos are almost twice as long as Conservative manifestos. This asymmetry could have skewed Wordfish estimates. Canadian results do not clearly indicate a fundamental problem with Wordscores and Wordfish, but provide an argument in favor of stemmed documents. We agree with Slapin and Proksch (2008) that stemming documents should be done before using Wordfish, as estimates from stemmed documents are more correlated and have smaller confidence intervals.
So far, we have limited our scope to European languages that are relatively close to each other. Including non-European languages in comparative research would be an interesting addition and a test for the universality of computer-assisted content analysis. Research in comparative linguistic is progressing fast (for example, see Yang and Li 2003) and its applications could be useful for political textual analysis. 
