Inspired by the problem of sensory coding in neuroscience, we study the maximum entropy distribution on weighted graphs with a given expected degree sequence. This distribution on graphs is characterized by independent edge weights parameterized by vertex potentials at each node. Using the general theory of exponential family distributions, we prove the existence and uniqueness of the maximum likelihood estimator (MLE) of the vertex parameters. We also prove the consistency of the MLE from a single graph sample, extending the results of Chatterjee, Diaconis, and Sly for unweighted (binary) graphs. Interestingly, our extensions require an intricate study of the inverses of diagonally dominant positive matrices. Along the way, we derive analogues of the Erdős-Gallai criterion of graphical sequences for weighted graphs.
Introduction
Maximum entropy models are an important class of statistical models for biology. For instance, they have been found to be a good model for protein folding [29, 35] , antibody diversity [24] , neural population activity [31, 33, 37, 36, 4, 42, 34] , and flock behavior [5] . In this paper we develop a general framework for studying maximum entropy distributions on weighted graphs, extending recent work of Chatterjee, Diaconis, and Sly [8] . The development of this theory is partly motivated by the problem of sensory coding in neuroscience.
In the brain, information is represented by discrete electrical pulses, called action potentials or spikes [28] . This includes neural representations of sensory stimuli which can take on a continuum of values. For instance, large photoreceptor arrays in the retina respond to a range of light intensities in a visual environment, but the brain does not receive information from these photoreceptors directly. Instead, retinal ganglion cells must convey this detailed input to the visual cortex using only a series of binary electrical signals. Continuous stimuli are therefore converted by networks of neurons to sequences of spike times.
An unresolved controversy in neuroscience is whether information is contained in the precise timings of these spikes or only in their "rates" (i.e., counts of spikes in a window of time). Early theoretical studies [22] suggest that information capacities of timing-based codes are superior to those that are rate-based (also see [16] for an implementation in a simple model). Moreover, a number of scientific articles have appeared suggesting that precise spike timing [1, 3, 26, 40, 21, 6, 23, 25, 11, 18] and synchrony [38] are important for various computations in the brain. 1 Here, we briefly explain a possible scheme for encoding continuous vectors with spiking neurons that takes advantage of precise spike timing and the mathematics of maximum entropy distributions.
Consider a network of n neurons in one region of the brain which transmits a continuous vector θ ∈ R n using sequences of spikes to a second receiver region. We assume that this second region contains a number of coincidence detectors that measure the absolute difference in spike times between pairs of neurons projecting from the first region. We imagine three scenarios for how information can be obtained by these detectors. In the first, the detector is only measuring for synchrony between spikes; that is, either the detector assigns a 0 to a nonzero timing difference or a 1 to a coincidence of spikes. In another scenario, timing differences between projecting neurons can assume an infinite but countable number of possible values. Finally, in the third scenario, we allow these differences to take on any nonnegative real values. We further assume that neuronal output and thus spike times are stochastic variables. A basic question now arises: How can the first region encode θ so that it can be recovered robustly by the second?
We answer this question by first asking the one symmetric to this: How can the second region recover a real vector transmitted by an unknown sender region from spike timing measurements? We propose the following possible solution to this problem. Fix one of the detector mechanics as described above, and set a ij to be the measurement of the absolute timing difference between spikes from projecting neurons i and j. We assume that the receiver population can compute the (local) sums d i = j =i a ij efficiently. The values a = (a ij ) represent a weighted graph G on n vertices, and we assume that a ij is randomly drawn from a distribution on timing measurements (A ij ). Making no further assumptions, a principle of Jaynes [17] suggests that the second region propose that the timing differences are drawn from the (unique) distribution over weighted graphs with the highest entropy [32, 10] having the vector d = (d 1 , . . . , d n ) for the expectations of the degree sums j =i A ij . Depending on which of the three scenarios described above is true for the coincidence detector, this prescription produces one of three different maximum entropy distributions.
Consider the third scenario above (the other cases are also subsumed by our results). As we shall see in Section 3.2, the distribution determined in this case is parameterized by a real vector θ = (θ 1 , . . . , θ n ), and finding the maximum likelihood estimator (MLE) for these parameters using d as sufficient statistics boils down to solving the following set of n algebraic equations in the n unknownsθ 1 , . . . ,θ n :
Given our motivation, we call the system of equations (1) the retina equations for theoretical neuroscience, and note that they have been studied in a more general context by Sanyal, Sturmfels, and Vinzant [30] using matroid theory and algebraic geometry. Remarkably, a solutionθ to (1) has the property that with high probability, it is arbitrarily close to the original parameters θ for sufficiently large network sizes n (in the scenario of binary measurements, this is a result of [8] ). In particular, it is possible for the receiver region to recover reliably a continuous vector θ from a single cycle of neuronal firing emanating from the sender region. We now know how to answer our first question: The sender region should arrange spike timing differences to come from a maximum entropy distribution. We remark that this conclusion is consistent with modern paradigms in theoretical neuroscience and artificial intelligence, such as the concept of the Boltzmann machine [2] , a stochastic version of its (zero-temperature) deterministic limit, the Little-Hopfield network [20, 15] .
Organization. The organization of this paper is as follows. In Section 2, we lay out the general theory of maximum entropy distributions on weighted graphs. In Section 3, we specialize the general theory to three classes of weighted graphs. For each class, we provide an explicit characterization of the maximum entropy distributions and prove a generalization of the Erdős-Gallai criterion for weighted graphical sequences. Furthermore, we also present the consistency property of the MLE of the vertex parameters from one graph sample. Section 4 provides the proofs of the main technical results presented in Section 3. Finally, in Section 5 we discuss the results in this paper and some future research directions.
Notation. In this paper we use the following notation. Let R + = (0, ∞), R 0 = [0, ∞), N = {1, 2, . . . }, and N 0 = {0, 1, 2, . . . }. We write {i,j} and {i,j} for the summation and product, respectively, over all n 2 pairs {i, j} with i = j. For a subset C ⊆ R n , C • and C denote the interior and closure of C in R n , respectively. For a vector x = (x 1 , . . . , x n ) ∈ R n , x 1 = n i=1 |x i | and x ∞ = max 1≤i≤n |x i | denote the 1 and ∞ norms of x. For an n×n matrix J = (J ij ), J ∞ denotes the matrix norm induced by the · ∞ -norm on vectors in R n , that is,
General theory via exponential family distributions
In this section we develop the general machinery of maximum entropy distributions on graphs via the theory of exponential family distributions [41] , and in subsequent sections we specialize our analysis to some particular cases of weighted graphs.
Consider an undirected graph G on n ≥ 3 vertices with edge (i, j) having weight a ij ∈ S, where S ⊆ R is the set of possible weight values. We will later consider the following specific cases:
1. Finite discrete weighted graphs, with edge weights in S = {0, 1, . . . , r − 1}, r ≥ 2.
2. Infinite discrete weighted graphs, with edge weights in S = N 0 .
3. Continuous weighted graphs, with edge weights in S = R 0 .
A graph G is fully specified by its adjacency matrix a = (a ij ) n i,j=1 , which is an n × n symmetric matrix with zeros along its diagonal. For fixed n, a probability distribution over graphs G corresponds to a distribution over adjacency matrices a = (a ij ) ∈ S ( n 2 ) . Given a graph with adjacency matrix a = (a ij ), let deg i (a) = j =i a ij be the degree of vertex i, and let deg(a) = (deg 1 (a), . . . , deg n (a)) be the degree sequence of a.
Characterization of maximum entropy distribution
Let S be a σ-algebra over the set of weight values S, and assume there is a canonical σ-finite probability measure ν on (S, S). Let ν ( n 2 ) be the product measure on S ( n 2 ) , and let P be the set of all probability distributions on S ( n 2 ) that are absolutely continuous with respect to ν ( n 2 ) . Since ν ( n 2 ) is σ-finite, these probability distributions can be characterized by their density functions, i.e. the Radon-Nikodym derivatives with respect to ν (
n , let P d be the set of distributions in P whose expected degree sequence is equal to d,
where in the definition above, the random variable A = (A ij ) ∈ S ( n 2 ) is drawn from the distribution P. Then the distribution P * in P d with maximum entropy is precisely the exponential family distribution with the degree sequence as sufficient statistics [41, Chapter 3] . Specifically, the density of
where Z(θ) is the log-partition function,
and θ = (θ 1 , . . . , θ n ) is a parameter that belongs to the natural parameter space
We will also write P * θ if we need to emphasize the dependence of P * on the parameter θ. Using the definition deg i (a) = j =i a ij , we can write
Hence, we can express the log-partition function as
in which Z 1 (t) is the marginal log-partition function
Consequently, the density in (2) can be written as
This means the edge weights A ij are independent random variables, with A ij ∈ S having distribution P * ij
. In particular, the edge weights A ij belong to the same exponential family distribution but with different parameters that depend on θ i and θ j (or rather, on their sum θ i + θ j ). The parameters θ 1 , . . . , θ n can be interpreted as the potential at each vertex that determines how strongly the vertices are connected to each other. Furthermore, we can write the natural parameter space Θ as
Maximum likelihood estimator and moment-matching equation
Using the characterization of P * as the maximum entropy distribution in P d , the condition P * ∈ P d means we need to choose the parameter θ for P *
3 This is an instance of the momentmatching equation, which, in the case of exponential family distributions, is well-known to be equivalent to finding the maximum likelihood estimator (MLE) of θ given an empirical degree sequence d ∈ R n . Specifically, suppose we draw graph samples G 1 , . . . , G m i.i.d. from the distribution P * with parameter θ * , and we want to find the MLEθ of θ * based on the observations G 1 , . . . , G m . Using the parametric form of the density (2), this is equivalent to solving the maximization problem
where d is the average of the degree sequences of G 1 , . . . , G m . Setting the gradient of F(θ) to zero reveals that the MLEθ satisfies
Recall that the gradient of the log-partition function in an exponential family distribution is equal to the expected sufficient statistics. In our case, we have −∇Z(θ) = Eθ[deg(A)], so the MLE equation (4) recovers the moment-matching equation
In Section 3 we study the properties of the MLE of θ from a single sample G ∼ P * θ . In the remainder of this section, we address the question of the existence and uniqueness of the MLE with a given empirical degree sequence d.
Define the mean parameter space M to be the set of expected degree sequences from all distributions on S ( n 2 ) that are absolutely continuous with respect to ν (
The set M is necessarily convex, since a convex combination of probability distributions in P is also a probability distribution in P. Recall that an exponential family distribution is minimal if there is no linear combination of the sufficient statistics that is constant almost surely with respect to the base distribution. This minimality property clearly holds for P * , for which the sufficient statistics are the degree sequence. We say that P * is regular if the natural parameter space Θ is open. By the general theory of exponential family distributions [41, Theorem 3.3] , in a regular and minimal exponential family distribution, the gradient of the log-partition function maps the natural parameter space Θ to the interior of the mean parameter space M, and this mapping
• is bijective. We summarize the preceding discussion in the following result. • , and if such a solution exists then it is unique.
We now characterize the mean parameter space M. We say that a sequence d = (d 1 , . . . , d n ) is graphic (or a graphical sequence) if d is the degree sequence of a graph G with edge weights in S, and in this case we say that G realizes d. It is important to note that whether a sequence d is graphic depends on the weight set S, which we consider fixed for now. As we shall see in Section 3, the result above allows us to conclude that M = conv(W) for the case of discrete weighted graphs. On the other hand, for the case of continuous weighted graphs we need to prove M = conv(W) directly since P in this case does not contain the Dirac measures. Remark 2.3. We emphasize the distinction between a valid solution θ ∈ Θ and a general solution θ ∈ R n to the MLE equation E θ [deg(A)] = d. As we saw from Proposition 2.1, we have a precise characterization of the existence and uniqueness of the valid solution θ ∈ Θ, but in general, there are multiple solutions θ to the MLE equation. In this paper we shall be concerned only with the valid solution; Sanyal, Sturmfels, and Vinzant study some algebraic properties of general solutions [30] .
We close this section by discussing the symmetry of the valid solution to the MLE equation. Recall the decomposition (3) of the log-partition function Z(θ) into the marginal log-partition functions Z 1 (θ i + θ j ). Let Dom(Z 1 ) = {t ∈ R : Z 1 (t) < ∞}, and let µ : Dom(Z 1 ) → R denote the (marginal) mean function 4 The mapping is −∇Z, instead of ∇Z, because of our choice of the parameterization in (2) using −θ.
Observing that we can write
In the statement below, sgn denotes the sign function: sgn(t) = t/|t| if t = 0, and sgn(0) = 0.
• , and let θ ∈ Θ be the unique solution to the system of equations (5). If µ is strictly increasing, then sgn
and similarly, if µ is strictly decreasing, then
Proof. Given i = j,
If µ is strictly increasing, then µ(θ i + θ k ) − µ(θ j + θ k ) has the same sign as θ i − θ j for each k = i, j, and thus d i − d j also has the same sign as θ i − θ j . Similarly, if µ is strictly decreasing, then µ(
has the opposite sign of θ i − θ j , and thus d i − d j also has the opposite sign of θ i − θ j .
Analysis for specific edge weights
In this section we analyze the maximum entropy random graph distributions for several specific choices of the weight set S. For each case, we specify the distribution of the edge weights A ij , the mean function µ, the natural parameter space Θ, and characterize the mean parameter space M. We also study the problem of finding the MLEθ of θ from one graph sample G ∼ P where the marginal log-partition function Z 1 is given by
Since Z 1 (t) < ∞ for all t ∈ R, the natural parameter space Θ = {θ ∈ R n : Z 1 (θ i + θ j ) < ∞, i = j} is given by Θ = R n . The mean function is given by
At t = 0 the mean function takes the value
while for t = 0, the mean function simplifies to Figure 1 shows the behavior of the mean function µ(t) and its derivative µ (t) as r varies. Remark 3.1. For r = 2, the edge weights A ij are independent Bernoulli random variables with
As noted above, this is the model recently studied by Chatterjee, Diaconis, and Sly [8] in the context of graph limits. When θ 1 = θ 2 = · · · = θ n = t, we recover the classical Erdős-Rényi model with edge emission probability p = 1/(1 + exp(2t)).
Existence, uniqueness, and consistency of the MLE
Consider the problem of finding the MLE of θ from one graph sample. Specifically, let θ ∈ Θ and suppose we draw a sample G ∼ P * θ . Then, as we saw in Section 2, the MLEθ of θ is a solution to the momentmatching equation Eθ[deg(A)] = d, where d is the degree sequence of the sample graph G. As in (5), the moment-matching equation is equivalent to the following system of equations:
Since the natural parameter space Θ = R n is open, Proposition 2.1 tells us that the MLEθ exists and is unique if and only if the empirical degree sequence d belongs to the interior M
• of the mean parameter space M.
We also note that since ν ( n 2 ) is the counting measure on S ( n 2 ) , all distributions on S ( n 2 ) are absolutely continuous with respect to ν ( n 2 ) , so P contains all probability distributions on S ( n 2 ) . In particular, P contains the Dirac measures, and by Proposition 2.2, this implies M = conv(W), where W is the set of all graphical sequences.
The following result characterizes when d is a degree sequence of a weighted graph with edge weights in S; we also refer to such d as a (finite discrete) graphical sequence. The case r = 2 recovers the classical Erdős-Gallai criterion [12] .
is the degree sequence of a graph G with edge weights in the set S = {0, 1, . . . , r − 1}, if and only if
Although the result above provides a precise characterization of the set of graphical sequences W, it is not immediately clear how to characterize the convex hull conv(W), or how to decide whether a given d belongs to M • = conv(W)
• . Fortunately, in practice we can circumvent this issue by employing the following algorithm to compute the MLE. The case r = 2 recovers the iterative algorithm proposed by Chatterjee et al. [8] in the case of unweighted graphs.
, where
Starting from any
• , so the MLE equation (8) has a unique solutionθ. Thenθ is a fixed point of the function ϕ, and the iterates (11) converge toθ geometrically fast: there exists a constant β ∈ (0, 1) that only depends on ( θ ∞ , θ
• , then the sequence {θ (k) } has a divergent subsequence. convergence. The left panel (Figure 2 (a)) shows the rate of convergence (on a logarithmic scale) of the algorithm for various values of r. We observe that the iterates {θ (t) } indeed converge geometrically fast to the MLEθ, but the rate of convergence decreases as r increases. By examining the proof of Theorem 3.3 in Section 4.2, we see that the term β has the expression
∞ . This shows that β is an increasing function of r, which explains the empirical decrease in the rate of convergence as r increases.
Figures 2(b) and (c) show the plots of the estimateθ versus the true θ. Notice that the points lie close to the diagonal line, which suggests that the MLEθ is very close to the true parameter θ. Indeed, the following result shows thatθ is a consistent estimator of θ. Recall thatθ is consistent ifθ converges in probability to θ as n → ∞. Theorem 3.4. Let M > 0 and k > 1 be fixed. Given θ ∈ R n with θ ∞ ≤ M , consider the problem of finding the MLEθ of θ based on one graph sample G ∼ P * θ . Then for sufficiently large n, with probability at least 1 − 2n −(k−1) the MLEθ exists and satisfies
where C is a constant that only depends on M .
Continuous weighted graphs
In this section we study weighted graphs with edge weights in R 0 . The proofs of the results presented here are provided in Section 4.3.
Characterization of the distribution
We take ν to be the Lebesgue measure on R 0 . The marginal log-partition function is
Thus Dom(Z 1 ) = R + , and the natural parameter space is
For θ ∈ Θ, the edge weights A ij are independent exponential random variables with density
The corresponding mean function is given by
Existence, uniqueness, and consistency of the MLE
We now consider the problem of finding the MLE of θ from one graph sample G ∼ P * θ . As we saw previously, the MLEθ ∈ Θ satisfies the moment-matching equation Eθ[deg(A)] = d, where d is the degree sequence of the sample graph G. Equivalently,θ ∈ Θ is a solution to the system of equations
Remark 3.5. The system (13) is a special case of a general class that Sanyal, Sturmfels, and Vinzant [30] study using algebraic geometry and matroid theory (extending the work of Proudfoot and Speyer [27] ). Define
k , in which n k is the Stirling number of the second kind and (x)
n with H(d) = 0, the number of solutions θ ∈ R n to (13) is (−1) n χ(0). Moreover, the polynomial H(d) has degree 2(−1) n (nχ(0) + χ (0)) and characterizes those d for which the equations above have multiple roots. We refer to [30] for more details.
Since the natural parameter space Θ is open, Proposition 2.1 tells us that the MLEθ exists and is unique if and only if the empirical degree sequence d belongs to the interior M
• of the mean parameter space M. We characterize the set of graphical sequences W and determine its relation to the mean parameter space M.
We say d = (d 1 , . . . , d n ) is a (continuous) graphical sequence if there is a graph G with edge weights in R 0 that realizes d. The finite discrete graphical sequences from Section 3.1 have combinatorial constraints because there are only finitely many possible edge weights between any pair of vertices, and these constraints translate into a set of inequalities in the generalized Erdős-Gallai criterion in Theorem 3.2. In the case of continuous weighted graphs, however, we do not have these constraints because every edge can have as much weight as possible. Therefore, the criterion for a continuous graphical sequence should be simpler than in Theorem 3.2, as the following result shows.
We note that condition (14) is implied by the case k = 1 in the conditions (9) . This is to be expected, since any finite discrete weighted graph is also a continuous weighted graph, so finite discrete graphical sequences are also continuous graphical sequences.
Given the criterion in Theorem 3.6, we can write the set W of graphical sequences as
Moreover, we can also show that the set of graphical sequences coincide with the mean parameter space.
Lemma 3.7. The set W is convex, and M = W.
The result above, together with the result of Proposition 2.1, implies that the MLEθ exists and is unique if and only if the empirical degree sequence d belongs to the interior of the mean parameter space, which can be written explicitly as
It is easy to see that the system of equations (13) gives us
from which we obtain a unique solutionθ = (θ 1 ,θ 2 ,θ 3 ). Recall thatθ ∈ Θ meansθ 1 +θ 2 > 0,θ 1 +θ 3 > 0, andθ 2 +θ 3 > 0, so the equations above tell us thatθ ∈ Θ if and only if
In particular, this also implies
Hence, there is a unique solutionθ ∈ Θ to the system of equations (13) if and only if d ∈ M
• , as claimed above.
Finally, we prove that the MLEθ is a consistent estimator of θ.
consider the problem of finding the MLEθ ∈ Θ of θ from one graph sample G ∼ P * θ . Then for sufficiently large n, with probability at least 1 − 2n −(k−1) the MLEθ ∈ Θ exists and satisfies
where γ > 0 is a universal constant.
Infinite discrete weighted graphs
We now turn our focus to weighted graphs with edge weights in N 0 . The proofs of the results presented here can be found in Section 4.4.
Characterization of the distribution
We take ν to be the counting measure on N 0 . In this case the marginal log-partition function is given by
Thus, the domain of Z 1 is Dom(Z 1 ) = (0, ∞), and the natural parameter space is
which is the same natural parameter space as in the case of continuous weighted graphs in the preceding section. Given θ ∈ Θ, the edge weights A ij are independent geometric random variables with probability mass function
The mean parameters are
induced by the mean function
, t > 0.
Existence, uniqueness, and consistency of the MLE
Consider the problem of finding the MLE of θ from one graph sample G ∼ P * θ . Let d denote the degree sequence of G. Then the MLEθ ∈ Θ, which satisfies the moment-matching equation Eθ[deg(A)] = d, is a solution to the system of equations
We note that the natural parameter space Θ is open, so by Proposition 2.1, the MLEθ exists and is unique if and only if d ∈ M
• , where M is the mean parameter space. Since ν ( n 2 ) is the counting measure on N ( n 2 ) 0 , the set P contains all the Dirac measures, so we know M = conv(W) from Proposition 2.2. Here W is the set of all (infinite discrete) graphical sequences, namely, the set of degree sequences of weighted graphs with edge weights in N 0 . The following result provides a precise criterion for such graphical sequences. Note that condition (16) below is implied by the limit r → ∞ in Theorem 3.2.
The criterion in Theorem 3.10 allows us to write an explicit form for the set of graphical sequences W,
d i is even and max
Now we need to characterize conv(W). Let W 1 denote the set of all continuous graphical sequences from Theorem 3.6, when the edge weights are in R 0 ,
It turns out that when we take the convex hull of W, we essentially recover W 1 .
Recalling that a convex set and its closure have the same interior points, the result above gives us
Example 3.12. Let n = 3 and
It can be easily verified that the system of equations (15) gives usθ
from which we can obtain a unique solutionθ = (θ 1 ,θ 2 ,θ 3 ). Recall thatθ ∈ Θ meansθ 1 +θ 2 > 0,θ 1 +θ 3 > 0, andθ 2 +θ 3 > 0, so the equations above tell us thatθ ∈ Θ if and only if 2
+ . Thus, the system of equations (15) has a unique solutionθ ∈ Θ if and only if d ∈ M
Finally, we prove that with high probability the MLEθ exists and converges to θ.
consider the problem of finding the MLEθ ∈ Θ of θ from one graph sample G ∼ P * θ . Then for sufficiently large n, with probability at least 1 − 3n −(k−1) the MLEθ ∈ Θ exists and satisfies
Proofs of main results
In this section we provide proofs for the technical results presented in Section 3. The proofs of the characterization of weighted graphical sequences (Theorems 3.2, 3.6, and 3.10) are inspired by the constructive proof of the classical Erdős-Gallai criterion by Choudum [9] .
Preliminaries
We begin by presenting several results that we will use in this section. We use the definition of sub-exponential random variables and the concentration inequality presented in [39] .
Concentration inequality for sub-exponential random variables
We say that a real-valued random variable X is sub-exponential with parameter κ > 0 if
Note that if X is a κ-sub-exponential random variable with finite first moment, then the centered random variable X −E[X] is also sub-exponential with parameter 2κ. This follows from the triangle inequality applied to the p-norm, followed by Jensen's inequality for p ≥ 1:
Sub-exponential random variables satisfy the following concentration inequality. . Let X 1 , . . . , X n be independent centered random variables, and suppose each X i is sub-exponential with parameter κ i . Let κ = max 1≤i≤n κ i . Then for every ≥ 0,
where γ > 0 is an absolute constant.
We will apply the concentration inequality above to exponential and geometric random variables, which are the distributions of the edge weights of continuous weighted graphs (from Section 3.2) and infinite discrete weighted graphs (from Section 3.3).
Lemma 4.2. Let X be an exponential random variable with E[X] = 1/λ. Then X is sub-exponential with parameter 1/λ, and the centered random variable X − 1/λ is sub-exponential with parameter 2/λ.
Proof. For any p ≥ 1, we can evaluate the moment of X directly:
where Γ is the gamma function, and in the computation above we have used the substitution y = λx. It can be easily verified that Γ(p + 1) ≤ p p for p ≥ 1, so
This shows that X is sub-exponential with parameter 1/λ. Lemma 4.3. Let X be a geometric random variable with parameter q ∈ (0, 1), so
Then X is sub-exponential with parameter −2/ log(1 − q), and the centered random variable X − (1 − q)/q is sub-exponential with parameter −4/ log(1 − q).
Proof. Fix p ≥ 1, and consider the function f :
One can easily verify that f is increasing for 0 ≤ x ≤ λ and decreasing on x ≥ λ, where λ = −p/ log(1 − q). In particular, for all x ∈ R 0 we have f (x) ≤ f (λ), and
Using the substitution y = −x log(1 − q), we can evaluate the integral to be
where in the last step we have again used the relation Γ(p + 1) ≤ p p . We use the result above, along with the expression of f (λ), to bound the moment of X:
where in the last step we have used the fact that x p + y p ≤ (x + y) p for x, y ≥ 0 and p ≥ 1. This gives us
Now note that q ≤ − log(1 − q) for 0 < q < 1, so (−q/ log(1 − q))
.
Thus, we conclude that X is sub-exponential with parameter −2/ log(1 − q).
Bound on the inverses of diagonally-dominant matrices
An n × n real matrix J is diagonally dominant if
We say that J is diagonally balanced if ∆ i (J) = 0 for i = 1, . . . , n. We have the following bound from [13] on the inverses of diagonally dominant matrices. This bound is independent of ∆ i , so it is also applicable to diagonally balanced matrices. We will use this result in the proofs of Theorems 3.9 and 3.13. 
Proofs for the finite discrete weighted graphs
In this section we present the proofs of the results presented in Section 3.1.
Proof of Theorem 3.2
We first prove the necessity of (9). Suppose d = (d 1 , . . . , d n ) is the degree sequence of a graph G with edge weights a ij ∈ S. Then
d i counts the total edge weights coming out from the vertices 1, . . . , k. The total edge weights from these k vertices to themselves is at most (r − 1)k(k − 1), and for each vertex j / ∈ {1, . . . , k}, the total edge weights from these k vertices to vertex j is at most min{d j , (r − 1)k}, so by summing over j / ∈ {1, . . . , k} we get (9). To prove the sufficiency of (9) 
We will show that d satisfies (9) 
It now remains to show that d satisfies (9) . We divide the proof into several cases for different values of k. We will repeatedly use the fact that d satisfies (9), as well as the inequality min{a, b} − 1 ≤ min{a − 1, b}. 
Now to prove the claim, suppose the contrary that d satisfies (9) at k with equality. Let t + 1 ≤ u ≤ n be the smallest integer such that d u ≤ (r − 1)k. Then, from our assumption,
which contradicts the fact that d satisfies (9) at k + 1. Thus, we have proved that d satisfies (9) at k with a strict inequality.
In particular, we have min{d j , (r − 1)k} = d j and min{d j , (r − 1)k} = d j for all j. First, if we have
then we are done, since
Condition (17) is obvious if d n ≥ 2 or k + 2 ≤ n − 1 (since there are n − k − 1 terms in the summation and each term is at least 1). Otherwise, assume k + 2 ≥ n and d n = 1, so in particular, we have k = n − 2 (since k ≤ t − 1 ≤ n − 2), t = n − 1, and d 1 ≤ (r − 1)(n − 2). Note that we cannot have
would be odd, so we must have d 1 < (r − 1)(n − 2). Similarly, n must be even, for otherwise
This shows that d satisfies (9) and finishes the proof of Theorem 3.2.
Proof of Theorem 3.3
We follow the outline of the proof of [8, Theorem 1.5]. We first present the following properties of the mean function µ(t) and the Jacobian matrix of the function ϕ (10). We then combine these results at the end of this section into a proof of Theorem 3.3.
Lemma 4.5. The mean function µ(t) is positive and strictly decreasing, with µ(−t) + µ(t) = r − 1 for all t ∈ R, and µ(t) → 0 as t → ∞. Its derivative µ (t) is increasing for t ≥ 0, with the properties that µ (t) < 0, µ (t) = µ (−t) for all t ∈ R, and µ (0) = −(r 2 − 1)/12.
Proof. It is clear from (6) that µ(t) is positive. From the alternative representation (7) it is easy to see that µ(−t) + µ(t) = r − 1, and µ(t) → 0 as t → ∞. Differentiating expression (6) yields the formula , and substituting t = 0 gives us µ (0) = −(r 2 − 1)/12. The Cauchy-Schwarz inequality applied to the expression above tells us that µ (t) < 0, where the inequality is strict because the vectors (a 2 exp(−at)) r−1 a=0
and (exp(−at)) r−1 a=0 are not linearly dependent. Thus, µ(t) is strictly decreasing for all t ∈ R. The relation µ(−t)+µ(t) = r−1 gives us µ (−t) = µ (t). Furthermore, by differentiating the expression (7) twice, one can verify that µ (t) ≥ 0 for t ≥ 0, which means µ (t) is increasing for t ≥ 0. See also Figure 1 for the behavior of µ(t) and µ (t) for different values of r. . Therefore, .
We recall the following definition and result from [8] . Given δ > 0, let L n (δ) denote the set of n × n matrices A = (a ij ) with A ∞ ≤ 1, a ii ≥ δ, and a ij ≤ −δ/(n − 1), for each 1 ≤ i = j ≤ n.
Lemma 4.7 ([8, Lemma 2.1]).
In particular, for n ≥ 3,
Given θ, θ ∈ R n , let J(θ, θ ) denote the n × n matrix whose (i, j)-entry is
Lemma 4.8. For all θ, θ ∈ R n , we have J(θ, θ ) ∞ = 1.
Proof. The partial derivatives of ϕ (10) are
and for i = j,
where the last inequality follows from µ (x i + x j ) < 0. Using the result of Lemma 4.6 and the fact that µ is positive, we also see that
Setting x = tθ + (1 − t)θ and integrating over 0 ≤ t ≤ 1, we also get that J ij (θ, θ ) < 0 for i = j, and J ii (θ, θ ) = 1 + j =i J ij (θ, θ ) > 0. This implies J(θ, θ ) ∞ = 1, as desired.
Proof. From Lemma 4.8 we already know that J ≡ J(θ, θ ) satisfies J ∞ = 1, so to show that J ∈ L n (δ) it remains to show that J ii ≥ δ and J ij ≤ −δ/(n − 1) for i = j. In particular, it suffices to show that for each 0 ≤ t ≤ 1 we have ∂ϕ i (x)/∂x i ≥ δ and ∂ϕ i (x)/∂x j ≤ −δ/(n − 1), where x ≡ x(t) = tθ + (1 − t)θ . Fix 0 ≤ t ≤ 1. Since θ ∞ ≤ K and θ ∞ ≤ K, we also know that x ∞ ≤ K, so −2K ≤ x i + x j ≤ 2K for all 1 ≤ i, j ≤ n. Using the properties of µ and µ from Lemma 4.5, we have
Then from (20) and using the definition of δ,
Furthermore, by Lemma 4.6 we have
So from (19), we also get
as required.
We are now ready to prove Theorem 3.3. Proof of Theorem 3.3: By the mean-value theorem for vector-valued functions [19, p. 341 ], for any θ, θ ∈ R n we can write
where J(θ, θ ) is the Jacobian matrix defined in (18) . Since J(θ, θ ) ∞ = 1 (Lemma 4.8), this gives us
First suppose there is a solutionθ to the system of equations (8), soθ is a fixed point of ϕ. Then by setting θ = θ (k) and θ =θ to the inequality above, we obtain
In particular, this shows that θ
∞ . By Lemma 4.9, this implies J(θ (k) ,θ) ∈ L n (δ) for all k ∈ N 0 , where δ is given by (21) . Another application of the mean-value theorem gives us
so by Lemma 4.7,
Unrolling the recursive bound above and using (23) gives us
which proves (12) with τ = √ 1 − δ 2 . Now suppose the system of equations (8) does not have a solution, and suppose the contrary that the sequence {θ (k) } does not have a divergent subsequence. This means {θ (k) } is a bounded sequence, so there exists K > 0 such that θ
, where δ is given by (21) . In particular, by the mean value theorem and Lemma 4.8, we get for all
∞ < ∞, which means {θ (k) } is a Cauchy sequence. Thus, the sequence {θ (k) } converges to a limit, sayθ, as k → ∞. This limitθ is necessarily a fixed point of ϕ, as well as a solution to the system of equations (8), contradicting our assumption. Hence we conclude that {θ (k) } must have a divergent subsequence.
A little computation based on the proof above gives us the following result, which will be useful in the proof of Theorem 3.4. 
∞ , where δ is given by (21) with
Proof. With the same notation as in the proof of Theorem 3.3, by applying the mean-value theorem twice and using the bound in Lemma 4.8, for each k ≥ 0 we have
Therefore, since {θ (k) } converges toθ,
where the last inequality follows from (22).
Proof of Theorem 3.4
Our proof of Theorem 3.4 follows the outline of the proof of Theorem 1.3 in [8] . Recall that W is the set of graphical sequences, and the MLE equation (8) has a unique solutionθ ∈ R n if and only if d ∈ conv(W)
• . We first present a few preliminary results. We will also use the properties of the mean function µ as described in Lemma 4.5.
The following property is based on [8, Lemma 4.1].
Lemma 4.11. Let d ∈ conv(W) with the properties that
and min B⊆{1,...,n}, |B|≥c
where c 1 , c 2 ∈ (0, 1) and c 3 > 0 are constants. Then the MLE equation (8) has a solutionθ with the property that θ ∞ ≤ C, where C ≡ C(c 1 , c 2 , c 3 ) is a constant that only depends on c 1 , c 2 , c 3 .
Proof. First assumeθ exists, soθ and d satisfy
and let i * , j * ∈ {1, . . . , n} be such thatθ i * =θ max andθ j * =θ min . We begin by observing that since µ is a decreasing function and we have the assumption (24),
Thus, if we have a lower bound onθ min by a constant, then we also get a constant upper bound onθ max and we are done. We now proceed to prove the lower boundθ min ≥ −C. If θ min ≥ 0, then there is nothing to prove, so let us assume thatθ min < 0. We claim the following property.
Claim. Ifθ min satisfies µ(θ min /2) ≥ c 1 (r − 1) and µ(θ min /4) ≥ (r − 1)/(1 + c 2 ), then the set A = {i :θ i ≤ θ min /4} has |A| ≥ c 2 2 (n − 1). Proof of claim: Let S = {i :θ i < −θ min /2} and m = |S|. Note that j * ∈ S sinceθ j * =θ min < 0, so |m| ≥ 1. Then using the property that µ is a decreasing function and the assumption on µ(θ min /2), we obtain
This implies m < n, which means there exists i / ∈ S, soθ i ≥ −θ min /2 > 0. Let S i = {j : j = i,θ j > −θ i /2}, and let m i = |S i |. Then, using the properties that µ is decreasing and bounded above by r − 1, and using the assumption on µ(θ min /4), we get
Rearranging the last inequality above gives us
2 )(n − 1). Note that for every j = S i , j = i, we haveθ j ≤ −θ i /2 ≤θ min /4. Therefore, if A = {j :θ j ≤θ min /4}, then we see that S 
Since the sets {D k } are disjoint, by the pigeonhole principle we can find an index 0 ≤ k
Fix k * , and consider the set
and observe that
We note that for i ∈ B we haveθ i ≤θ min /8, so
where in the last inequality we have used the definition h 2 = −θ min > 0. Now take j / ∈ B, soθ j > θ min /8 − (k * + 1/2)h. We consider three cases:
and in this case
There are at most n such indices j in both the first and second cases above, and there are at most |D * k | ≤ 16n/h such indices j in the third case. Therefore,
Combining this bound with (27) and using (26) give us
Assumption (25) tells us that the left hand side of the inequality above is bounded below by c 3 n 2 , so we obtain
The left hand side is a decreasing function of h > 0, so the bound above tells us that h ≤ C(c 3 ) for a constant C(c 3 ) that only depends on c 3 (and r), and soθ min = −h 2 ≥ −C(c 3 ) 2 , as desired.
Showing existence ofθ. Now let d ∈ conv(W) satisfy (24) and (25) . Let {d (k) } k≥0 be a sequence of points in conv(W)
• converging to d, so by Proposition 2.1, for each k ≥ 0 there exists a solutionθ (k) ∈ R n to the MLE equation (8) with (24), (25) , and
(k) also satisfy (24) and (25) with some constants c 1 , c 2 , c 3 depending on c 1 , c 2 , c 3 . The preceding analysis then shows that θ(k) ∞ ≤ C for all sufficiently large k, where C ≡ C (c 1 , c 2 , c 3 ) = C(c 1 , c 2 , c 3 ) is a  constant depending on c 1 , c 2 , c 3 . This means {θ (k) } k≥0 is a bounded sequence, so it contains a convergent subsequence {θ (ki) } ki≥0 , sayθ (ki) →θ. Then θ ∞ ≤ C, and sinceθ (ki) is a solution to the MLE equation (8) 
,θ is necessarily a solution to (8) for d, and we are done.
We are now ready to prove Theorem 3.4. Proof of Theorem 3.4:
For B ⊆ {1, . . . , n}, let
and similarly for g(d, B). Using the notation (d * j ) B as introduced in the proof of Lemma 4.11, we notice that
and similarly,
Therefore, using the relation (26), we see that
We now recall that the edge weights (A ij ) are independent random variables taking values in {0, 1, . . . , r − 1}, with E θ [A ij ] = µ(θ i + θ j ). By Hoeffding's inequality [14] , for each i = 1, . . . , n we have
Therefore, by union bound, with probability at least 1 − 2/n k−1 we have d − d * ∞ ≤ (r − 1) kn log n/2. Assume we are in this situation. Then from (28) we see that for all i = 1, . . . , n,
Thus, for sufficiently large n, we have
with
Moreover, it is easy to see that for every B ⊆ {1, . . . , n} we have
Thus, for |B| ≥ c (24) and (25), so by Lemma 4.11, the MLEθ exists and satisfies θ ∞ ≤ C, where the constant C only depends on M (and r). Assume further that C ≥ M , so θ ∞ ≤ C as well.
To bound the deviation ofθ from θ, we use the convergence rate in the iterative algorithm to computeθ. Setθ (0) = θ in the algorithm in Theorem 3.3, so by Proposition 4.10, we have
where δ is given by (21) with K = 2 θ ∞ + θ ∞ ≤ 3C. From the definition of ϕ (10), we see that for each 1 ≤ i ≤ n,
Noting that (y − 1)/y ≤ log y ≤ y − 1 for y > 0, we have
Plugging this bound to (29) gives us the desired result.
Proofs for the continuous weighted graphs
In this section we present the proofs of the results presented in Section 3.2.
Proof of Theorem 3.6
Clearly if (d 1 , . . . , d n ) ∈ R n 0 is a graphical sequence, then so is (d π(1) , . . . , d π(n) ), for any permutation π of {1, . . . , n}. Thus, without loss of generality we can assume d 1 ≥ d 2 ≥ · · · ≥ d n , and in this case condition (14) reduces to
First suppose (d 1 , . . . , d n ) ∈ R n 0 is graphic, so it is the degree sequence of a graph with adjacency matrix a = (a ij ). Then condition (30) is satisfied since
For the converse direction, we first note the following easy properties of weighted graphical sequences: sequence (c, c, . . . , c) ∈ R n 0 is graphic for any c ∈ R 0 , realized by the "cycle graph" with weights a i,i+1 = c/2 for 1 ≤ i ≤ n − 1, a 1n = c/2, and a ij = 0 otherwise. (30) with an equality is graphic, realized by the "star graph" with weights a 1i = d i for 2 ≤ i ≤ n and a ij = 0 otherwise. then so is d = (d 1 , . . . , d n , 0, . . . , 0) ∈ R n 0 for any n ≥ n, realized by inserting n − n isolated vertices to the graph that realizes d.
, realized by the graph whose edge weights are the sum of the edge weights of the graphs realizing d (1) and d (2) .
We now prove the converse direction by induction on n. For the base case n = 3, it is easy to verify that
is the degree sequence of the graph G with edge weights
Assume that the claim holds for n − 1; we will prove it also holds for n. So suppose we have a sequence (30), and let (30) is satisfied with an equality, and by property (ii) we know that d is graphic. Now assume K > 0. We consider two possibilities.
is a graphical sequence by induction hypothesis. Thus, d
(1) is also graphic by property (iii). Furthermore,
is also a graphical sequence by property (iv).
is a graphical sequence by property (ii). Since d (4) is also graphic by property (i), we conclude that
is graphic by property (iv).
This completes the induction step and finishes the proof of Theorem 3.6.
Proof of Lemma 3.7
We first prove that W is convex. 
Next, recall that we already have M ⊆ conv(W) = W from Proposition 2.2, so to conclude M = W it remains to show that W ⊆ M. Given d ∈ W, let G be a graph that realizes d and let w = (w ij ) be the edge weights of G, so that d i = j =i w ij for all i = 1, . . . , n. Consider a distribution P on R (
0 that assigns each edge weight A ij to be an independent exponential random variable with mean parameter w ij , so P has density
Then by construction, we have E P [A ij ] = w ij and
This shows that d ∈ M, as desired.
Proof of Theorem 3.9
We first prove that the MLEθ exists almost surely. Recall from the discussion in Section 3.2 thatθ exists if and only if d ∈ M
• . Clearly d ∈ W since d is the degree sequence of the sampled graph G. Since M = W (Lemma 3.7), we see that the MLEθ does not exist if and only if d ∈ ∂M = M \ M
• , where
In particular, note that ∂M has Lebesgue measure 0. Since the distribution P * on the edge weights A = (A ij ) is continuous (being a product of exponential distributions) and d is a continuous function of A, we conclude that P * (d ∈ ∂M) = 0, as desired. We now prove the consistency ofθ. Recall that θ is the true parameter that we wish to estimate, and that the MLEθ satisfies −Z(θ) = d. Let d * = −∇Z(θ) denote the expected degree sequence of the maximum entropy distribution P * θ . By the mean value theorem for vector-valued functions [19, p . 341], we can write
Here J is a matrix obtained by integrating (element-wise) the Hessian ∇ 2 Z of the log-partition function on intermediate points between θ andθ:
Therefore, the Hessian ∇ 2 Z is given by
and
Since θ, θ ∈ Θ and we assume θ i + θ j ≤ M , it follows that for i = j,
Therefore, the Hessian ∇ 2 Z is a diagonally balanced matrix with off-diagonal entries bounded below by 1/(M + 2 θ ∞ )
2 . In particular, J is also a symmetric, diagonally balanced matrix with off-diagonal entries bounded below by 1/(M + 2 θ ∞ )
2 , being an average of such matrices. By Theorem 4.4, J is invertible and its inverse satisfies the bound
where the last inequality holds for n ≥ 7. Inverting J in (31) and applying the bound on J
Let A = (A ij ) denote the edge weights of the sampled graph G ∼ P * θ , so d i = j =i A ij for i = 1, . . . , n. Moreover, since d * is the expected degree sequence from the distribution P * θ , we also have d * i = j =i 1/(θ i + θ j ). Recall that A ij is an exponential random variable with rate λ = θ i + θ j ≥ L, so by Lemma 4.2, A ij − 1/(θ i + θ j ) is sub-exponential with parameter 2/(θ i + θ j ) ≤ 2/L. For each i = 1, . . . , n, the random variables (A ij − 1/(θ i + θ j ), j = i) are independent sub-exponential random variables, so we can apply the concentration inequality in Theorem 4.1 with κ = 2/L and
Assume n is sufficiently large such that /κ = k log n/γ(n − 1) ≤ 1. Then by Theorem 4.1, for each i = 1, . . . , n we have
By the union bound,
Assume for the rest of this proof that d − d * ∞ ≤ 4kn log n/(γL 2 ), which happens with probability at least 1 − 2/n k−1 . From (32) and using the triangle inequality, we get
What we have shown is that for sufficiently large n, θ ∞ satisfies the inequality G n ( θ ∞ ) ≥ 0, where G n (x) is the quadratic function
It is easy to see that for sufficiently large n we have G n (2M ) < 0 and G n (log n) < 0. Thus, G n ( θ ∞ ) ≥ 0 means either θ ∞ < 2M or θ ∞ > log n. We claim that for sufficiently large n we always have θ ∞ < 2M . Suppose the contrary that there are infinitely many n for which θ ∞ > log n, and consider one such n. Sincê θ ∈ Θ we know thatθ i +θ j > 0 for each i = j, so there can be at most one index i withθ i < 0. We consider the following two cases:
1. Case 1: supposeθ i ≥ 0 for all i = 1, . . . , n. Let i * be an index withθ i * = θ ∞ > log n. Then, using the fact thatθ satisfies the system of equations (13) andθ i * +θ j ≥θ i * for j = i * , we see that
which cannot hold for sufficiently large n, as the last expression tends to 0 as n → ∞.
2. Case 2: supposeθ i < 0 for some i = 1, . . . , n, soθ j > 0 for j = i sinceθ ∈ Θ. Without loss of generality assumeθ 1 < 0 <θ 2 ≤ · · · ≤θ n , soθ n = θ ∞ > log n. Following the same chain of inequalities as in the previous case (with i * = n), we obtain
So for sufficiently large n,
and thusθ 1 +θ i ≤θ 1 +θ n ≤ 2M/n for each i = 2, . . . , n. However, then
which cannot hold for sufficiently large n, as the right hand side of the last expression tends to ∞ faster than the left hand side.
The analysis above shows that θ ∞ < 2M for all sufficiently large n. Plugging in this result to (32), we conclude that for sufficiently large n, with probability at least 1 − 2n −(k−1) we have the bound
as desired.
Proofs for the infinite discrete weighted graphs
In this section we prove the results presented in Section 3.3.
Proof of Theorem 3.10
Without loss of generality we may assume 
Without loss of generality we may assume d n ≥ 1, for otherwise we can proceed with only the nonzero elements of d. Let 1 ≤ t ≤ n − 1 be the smallest index such that
. We will show that d is graphic. This will imply that d is graphic, because if d is realized by the graph G with edge weights a ij , then d is realized by the graph G with edge weights a tn = a tn + 1 and a ij = a ij otherwise.
So it suffices to show that d 1 ≤ n i=2 d i , for then we can apply the induction hypothesis to conclude that d is graphic. If t = 1, then
This finishes the proof of Theorem 3.10.
Proof of Lemma 3.11
Clearly W ⊆ W 1 , so conv(W) ⊆ W 1 since W 1 is closed and convex, by Lemma 3.7. Conversely, let Q denote the set of rational numbers. We will first show that W 1 ∩ Q n ⊆ conv(W) and then proceed by a limit argument.
Choose K ∈ N large enough such that Kd i ∈ N 0 for all i = 1, . . . , n. Observe that 2Kd = (2Kd 1 , . . . , 2Kd n ) ∈ N n 0 has the property that n i=1 2Kd i ∈ N 0 is even and max 1≤i≤n 2Kd i ≤ 1 2 n i=1 2Kd i , so 2Kd ∈ W by definition. Since 0 = (0, . . . , 0) ∈ W as well, all elements along the segment joining 0 and 2Kd lie in conv(W), so in particular, d = (2Kd)/(2K) ∈ conv(W). This shows that W 1 ∩ Q n ⊆ conv(W), and hence
To finish the proof it remains to show that W 1 ∩ Q n = W 1 . On the one hand we have that d, d 1 , . . . , d n are in general position, so that the convex hull C of {d, d 1 , . . . , d n } is full dimensional. This can be done, for instance, by noting that the following n + 1 points in W 1 are in general position:
{0, e 1 + e 2 , e 1 + e 3 , · · · , e 1 + e n , e 1 + e 2 + · · · + e n }, where e 1 , . . . , e n are the standard basis of R n . For each m ∈ N and i = 1, . . . , n, choose d n } is full dimensional and has diameter at most 1/m. Since C m is full dimensional we can choose a rational point r m ∈ C m ⊆ C ⊆ W 1 . Thus we have constructed a sequence of rational points (r m ) in W 1 converging to d, which shows that
Proof of Theorem 3.13
We first address the issue of the existence ofθ. Recall from the discussion in Section 3.3 that the MLÊ θ ∈ Θ exists if and only if d ∈ M
• . Clearly d ∈ W since d is the degree sequence of the sampled graph G, and W ⊆ conv(W) = M from Proposition 2.2. Therefore, the MLEθ does not exist if and only if
• , where the boundary ∂M is explicitly given by
Using union bound and the fact that the edge weights A ij are independent geometric random variables, we have
Furthermore, again by union bound,
Note that we have d i = j =i d j for some i if and only if the edge weights A jk = 0 for all j, k = i. This occurs with probability
2 ) .
Therefore, P(d ∈ ∂M) ≤ P(d i = 0 for some i) + P max
where the last inequality holds for sufficiently large n. This shows that for sufficiently large n, the MLEθ exists with probability at least 1 − 1/n k−1 . We now turn to proving the consistency ofθ. For the rest of this proof, assume that the MLEθ ∈ Θ exists, which occurs with probability at least 1 − 1/n k−1 . The proof of the consistency ofθ follows the same outline as in the proof of Theorem 3.9. Let d * = −∇Z(θ) denote the expected degree sequence of the distribution Assume n is sufficiently large such that /κ = k log n/γ(n − 1) ≤ 1. Then by Theorem 4.1, for each i = 1, . . . , n we have
The union bound then gives us
Assume now that d −d ∞ ≤ 16kn log n/(γL 2 ), which happens with probability at least 1 − 2/n k−1 . From (34) and using the triangle inequality, we get One can easily verify that H n is a convex function, so H n assumes the value 0 at most twice, and moreover, H n (x) → ∞ as x → ∞. It is also easy to see that for all sufficiently large n, we have H n (2M ) < 0 and H n ( 1 4 log n) < 0. Therefore, H n ( θ ∞ ) ≥ 0 implies either θ ∞ < 2M or θ ∞ > 1 4 log n. We claim that for sufficiently large n we always have θ ∞ < 2M . Suppose the contrary that there are infinitely many n for which θ ∞ > 1 4 log n, and consider one such n. Sinceθ i +θ j > 0 for each i = j, there can be at most one index i withθ i < 0. We consider the following two cases: , where the last inequality assumes n is sufficiently large. Therefore, for i = 2, . . . , n, , which cannot hold for sufficiently large n, as the right hand side in the last expression grows faster than the left hand side on the first line.
The analysis above shows that we have θ ∞ < 2M for all sufficiently large n. Plugging in this result to (34) gives us
Finally, taking into account the issue of the existence of the MLE, we conclude that for sufficiently large n, with probability at least
the MLEθ ∈ Θ exists and satisfies
as desired. This finishes the proof of Theorem 3.13.
Discussion and future work
In this paper, we have studied the maximum entropy distribution on weighted graphs with a given expected degree sequence. In particular, we focused our study on three classes of weighted graphs: the finite discrete weighted graphs (with edge weights in the set {0, 1, . . . , r − 1}, r ≥ 2), the infinite discrete weighted graphs (with edge weights in the set N 0 ), and the continuous weighted graphs (with edge weights in the set R 0 ). We have shown that the maximum entropy distributions are characterized by the edge weights being independent random variables having exponential family distributions parameterized by the vertex potentials. We also studied the problem of finding the MLE of the vertex potentials, and we proved the remarkable consistency property of the MLE from only one graph sample. In the case of finite discrete weighted graphs, we also provided a fast, iterative algorithm for finding the MLE with a geometric rate of convergence. Finding the MLE in the case of continuous or infinite discrete weighted graphs can be performed via standard gradient-based methods, and the bounds that we proved on the inverse Hessian of the log-partition function can also be used to provide a rate of convergence for these methods. However, it would be interesting if we can develop an efficient iterative algorithm for computing the MLE, similar to the case of finite discrete weighted graphs.
Another interesting research direction is to explore the theory of maximum entropy distributions when we impose additional structures on the underlying graph. We can start with an arbitrary graph G 0 on n vertices, for instance a lattice graph or a sparse graph, and consider the maximum entropy distributions on the subgraphs G of G 0 . By choosing different types of the underlying graphs G 0 , we can incorporate additional prior information from the specific applications we are considering.
Finally, given our initial motivation for this project, we would also like to apply the theory that we developed in this paper to applications in neuroscience, in particular, in modeling the early-stage computations that occur in the retina. There are also other problem domains where our theory are potentially useful, including applications in clustering, image segmentation, and modularity analysis.
