Mobile computers and wireless networks are emerging technologies which promise to make ubiquitous computing a reality. One challenge that must be met in order to truly realize this potential is that of providing mobile clients with ubiquitous access to data. Mobile clients may often be disconnected from stationary server machines or may have only a low-bandwidth channel for sending messages to servers. Such an environment raises di culties for supporting data-intensive applications for three reasons: 1) the inability to predict, with 100% accuracy, the future data needs of many applications, 2) limits on storage capacities of mobile machines, and 3) the need to provide clients with new or updated data values. One (and perhaps the only) way to address these challenges is to provide stationary server machines with a relatively high-bandwidth channel over which to broadcast data to a client population in anticipation of the need for that data at the clients. Such a system can be said to be asymmetric due to the disparity in the transmission capacities of clients and servers. We have proposed a mechanism called Broadcast Disks to provide database access in this environment as well as in other asymmetric systems such as cable and direct broadcast satellite television networks and information distribution services. The Broadcast Disk approach enables the creation of an arbitrarily ne-grained memory hierarchy on the broadcast medium. This hierarchy, combined with the inversion of the traditional relationship between clients and servers that occurs in a broadcast-based system raises fundamental new issues for client cache management and data prefetching. In this paper we present a brief overview of asymmetric environments and describe our approaches to broadcast disk organization, client cache management, and prefetching.
Introduction
In many existing and emerging application domains the downstream communication capacity from servers to clients is much greater than the upstream communication capacity from clients back to servers. For example, in a wireless mobile network, servers may have a relatively high bandwidth broadcast capability while clients cannot transmit or can do so only over a lower bandwidth (e.g., cellular) link. Such systems have been proposed for many application domains, including tra c information systems, hospital information systems, public safety applications, and wireless classrooms (e.g., Katz94, Imie94a] ). We refer to these environments as Asymmetric Communications Environments.
Communications asymmetry can arise in two ways: the rst is from the bandwidth limitations of the physical communications medium. An example of physical asymmetry is the wireless environment as described above; stationary servers have powerful broadcast transmitters while mobile clients have little or no transmission capability. Perhaps less obviously, communications asymmetry can also arise from the patterns of information ow in the application. For example, an information retrieval system in which the number of clients is far greater than the number of servers is asymmetric because there is insu cient capacity (either in the network or at the servers) to handle the simultaneous requests generated by the multiple clients.
Because asymmetry can arise due to either physical devices or workload characteristics, the class of asymmetric communications environments spans a wide range of important systems and applications, encompassing both wired and wireless networks. Examples include:
Wireless networks with stationary base stations and mobile clients.
Information dispersal systems for volatile, time-sensitive information such as stock prices, weather information, tra c updates, factory oor information, etc.
Cable or satellite broadcast television networks with set-top boxes that allow viewers to communicate with the broadcasting home o ce, and video-on-demand servers.
Information retrieval systems with large client populations, such as mail-order catalog services, mutual fund information services, software help desks, etc.
In the Broadcast Disks project Zdon94, Acha95, Acha96], we are investigating the use of data broadcast in order to exploit the server's advantage in communication capacity in asymmetric environments. In this approach, a server continuously and repeatedly broadcasts data to a client community. In e ect, the broadcast channel becomes a \disk" from which clients can retrieve data as it goes by. Data broadcast has been addressed previously by other researchers in both wired and wireless networks (e.g., Amma85, Herm87, Gi 90, Imie94b]). Our work di ers from this previous work in two important ways. First, we superimpose multiple disks of di erent sizes and speeds on the broadcast medium; data items that are more likely to be of interest to a larger part of the client community can be broadcast more frequently than others. This in e ect creates an arbitrarily ne-grained memory hierarchy, as the expected delay in obtaining an item depends upon how often that item is broadcast. Second, a major focus of our work has been on the exploitation of client storage resources for caching data in order to lessen a client's dependency on the server's choice of broadcast priority and for prefetching from the broadcast in order to reduce the expected delay for accessing data.
Applications
Much of our work to date has been driven by wireless applications. One of the anticipated problems in a wireless environment is that of elective disconnection Kist92, Imie94a] . Mobile users may be disconnected from the server due to the large (monetary) cost or the unavailability of an uplink connection. In the absence of data broadcast, disconnected users must rely solely on the data cached locally (possibly including data stored on removable memory devices). However, this data can be insu cient for several reasons. First, in many situations, it may not be possible to predict with complete accuracy all of the data that will be accessed during the disconnected period. Secondly, data items that are downloaded prior to disconnection can become stale as the result of updates by other users or at the server itself (e.g., in a stock-quotation application). In addition, new data items of importance to a client may be created while that client is not physically connected to a server.
While elective disconnection in a wireless environment is an important issue, such disconnection can simply be viewed as an extreme case of asymmetric communication. Therefore, many of the data management issues that arise in the wireless mobile environment can also arise in the other asymmetric environments listed above, even those involving wired networks. For example, in the case of cable TV, the number of available uplink channels is limited, and thus, we would like to avoid using them when possible. The broadcast disk is an e ective way to get data to clients in many of these situations.
One of the major advantages of the broadcast disk paradigm is its scalability; the performance of the system does not depend on how many users are listening. The broadcast disk, therefore, is an ideal medium for disseminating public information such as weather and nancial reports. Among the many potential applications of wireless broadcast disks in the near future, one that is ideally suited is the Advanced Tra c Information System(ATIS) Shek94]. An ATIS involves several host machines that contain current information on tra c patterns in a metropolitan area. Drivers carry a small, special-purpose computer in their car to assist them in tasks such as planning routes. The broadcast could be used for sending static information such as street topology as well as dynamic information like the locations of certain tra c problems.
The client population for a moderately sized metropolitan area might be 200,000 cars. Moreover, these cars will likely not be connected to the server most of the time. Since the data of interest (e.g., accidents, tra c jams etc.) is inherently volatile, these cannot be pre-loaded on the client machine. Given the two options available for transferring data: 1) having individual clients query the server or 2) having the server broadcast the data, the latter has several advantages. A system based on querying su ers from scalability and problems of disconnection. Furthermore, given the similar nature of the queries that will be asked by the motorists, broadcasting can amortize much of the overhead of sending messages across multiple clients. If the broadcast bandwidth is limited, then only dynamic information need be sent. Relatively static information, such as road maps, could be supplied on CD-ROM.
Broadcast Disks
The multiple-disk approach to data broadcast that is advocated by the Broadcast Disk technique poses many challenging research problems. There are two major sets of issues to be addressed in developing the broadcast disks approach | client side and server side. The main challenge from the server's perspective is the organization of the data in the broadcast. The serial nature of the medium precludes random access; therefore the distribution of data on the broadcast is a crucial factor in performance. Furthermore, because bandwidth is essentially a xed resource, increasing the frequency of broadcast for some items must necessarily reduce the frequency of broadcast for other items. The problems that arise on the clients' side are related to page replacement and prefetching. Our previous experiments have shown the inadequacy of traditional caching techniques in broadcast environments. Because some data items are broadcast far less frequently than others, cache management decisions must include the cost of re-access in addition to probability of access. As would be expected, the varying costs of obtaining items from the broadcast also impacts the way in which prefetching must be done.
In this paper we identify four speci c design issues: 1) structuring the broadcast, 2) managing client data caches in the presence of widely varying expected access times for data items, 3) techniques for prefetching data from the broadcast, and 4) dealing with changes to the data being broadcast and in the nature of the clients' access needs. The bulk of our work so far has been performed in the context of a restricted broadcast environment in which data is accessed in a readonly manner, the client population and its access demands are static, and clients do not exploit an upstream communications link. Even in this constrained setting, we have obtained some very signi cant results. The remainder of the paper highlights these issues, presents an overview of some of our approaches towards addressing them, and outlines important areas for future work.
Server Broadcast Programs

Properties of Broadcast Programs
In a broadcast-based information system, a data server must construct a broadcast \program" to meet the needs of the client population. In the simplest scenario, given an indication of the data items that are desired by each client listening to the broadcast, the server would simply take the union of the required items and broadcast the resulting set cyclicly. Such a at broadcast is depicted in Figure 1 . A at broadcast can be thought of as a single additional layer in a client's memory hierarchy, residing below the local storage resources of the client. That is, when an application running on a client needs a data item, it rst attempts to retrieve that item from the local memory or disk and if the desired item is not found, then the client monitors the broadcast and waits for the item to arrive. With a at broadcast, the expected wait for an item on the broadcast is the same for all items (namely, half a broadcast period) regardless of their relative importance to the clients. This \ at" approach has been adopted in earlier work on broadcast-based database systems such as Datacycle Herm87, Bowe92] and the data broadcasting work at Rutgers Imie94b]. In the Broadcast Disks approach, we advocate an alternative broadcast organization. Rather than treating the broadcast medium as a single, at disk, the broadcast can be structured as multiple disks of varying sizes, each spinning at a di erent rate. By making fast disks small and slower disks increasingly larger, this approach generalizes to an arbitrarily ne-grained memory hierarchy. Intuitively, the allocation of data items to the various disks would therefore involve tradeo s analogous to those found in the construction of more traditional memory hierarchies, such as \The Five Minute Rule" Gray87]. Thus, the items in highest demand (hot items) would be placed on the fastest spinning disks; the colder items would be placed on the bigger, slower disks. Consequently, if a client faults on a hot data item, the expected delay can be considerably shorter in comparison to a at disk. However, the delay in accessing colder items is longer than with a at disk, introducing an interesting tradeo in broadcast program organization.
Conceptually, the generation of non-at broadcast programs can be addressed as a bandwidth allocation problem; given all of the client access probabilities, the server determines the optimal percentage of the broadcast bandwidth that should be allocated to each item. The broadcast program can then be generated randomly according to those bandwidth allocations, such that the average inter-arrival time between two instances of the same item matches the needs of the client population. Such a random broadcast, however, will not be optimal in terms of minimizing expected delay due to the variance in the inter-arrival times.
A simple example demonstrating the tradeo s is shown in Figure 2 . The gure shows three 1 This discussion assumes that broadcast items are self-identifying. Another option is to provide an index, as is discussed in Imie94b]. di erent broadcast programs for a data set containing three equal-length items (e.g., pages). Table 1 shows the expected delay for page requests given various client access probability distributions, for the three di erent broadcast programs. The expected delay is calculated by multiplying the probability of access for each page times the expected delay for that page and summing the results. There are three major points that are demonstrated by this table. The rst point is that for uniform page access probabilities (1/3 each), a at disk has the best expected performance. This fact demonstrates a fundamental constraint of the Broadcast Disk paradigm, namely, that due to xed bandwidth, increasing the broadcast rate of one item must necessarily decrease the broadcast 2 For simplicity, we assume throughout this paper that the unit of broadcast is a \page", i.e., all broadcast items are of a uniform, xed length. rate of one or more other items. The second point, however, is that as the access probabilities become increasingly skewed, the non-at programs perform increasingly better.
The third point demonstrated by Table 1 is that the Multi-disk program always performs better than the skewed program. This behavior is related to the so-called Bus Stop Paradox. If the interarrival rate of a page is xed, then the expected delay for a request arriving at a random time is one-half of the gap between successive broadcasts of the page. In contrast, if there is variance in the inter-arrival rate, then the gaps between broadcasts will be of di erent lengths. In this case, the probability of a request arriving during a large gap is greater than the probability of the request arriving during a short gap. Thus the expected delay increases as the variance in inter-arrival rate increases.
In addition to performance bene ts, a Multi-disk broadcast has several other advantages over a random (skewed) broadcast program. First, the randomness in arrivals can reduce the e ectiveness of some prefetching techniques that require knowledge of exactly when a particular item will next be broadcast Acha96] (prefetching is discussed in Section 4). Second, the randomness of broadcast disallows the use of \sleeping" to reduce power consumption (as in Imie94b]). Third, as discussed in Section 3, the grouping of data items into a small number of classes based on broadcast frequency can be exploited in the implementation of client caching policies. Finally, there is no notion of \period" for a random broadcast. Periodicity may be important for providing correct semantics for updates (e.g., as was done in Datacycle) and for introducing changes to the contents of the broadcast program. For these reasons, we argue that a broadcast program should have the following features:
The inter-arrival times of subsequent copies of a data item should be xed.
There should be a well de ned unit of broadcast after which the broadcast repeats (i.e., it should be periodic).
There should be a small number of di erent broadcast frequencies.
Subject to the above constraints, as much of the available broadcast bandwidth should be used as possible.
Generating a Multi-Disk Broadcast
In Acha95] we describe a broadcast disk model that can be used to achieve the above goals. The model, while being fairly simple, allows for the creation of broadcast programs that can be ne-tuned to support a particular access probability distribution. There are three inter-related types of knobs that can be turned to vary the shape of the broadcast. First, the number of disks (num disks) determines the number of di erent frequencies with which pages will be broadcast. Then, for each disk, the number of pages, and the relative frequency of broadcast (rel freq(i)) can be speci ed. These parameters determine the size of the broadcast, and hence the arrival rate (in real, rather than relative time) for pages on each disk. For example, adding a page to a fast disk can signi cantly increase the delay for pages on the slower disks. Intuitively, we expect that fast disks will be con gured to have many fewer pages than the slower disks, although our model does not enforce this constraint.
Given a list of pages ordered by their expected access probabilities 3 and a disk shape speci cation as described above, the pages can be assigned to disks and the disks can be interleaved to achieve the desired broadcast schedule. Figure 3 shows an example of broadcast program generation. Assume a list of pages that has been partitioned into three disks, in which pages in disk D1 are to be broadcast twice as frequently as pages in D2, and four times as frequently as pages in D3. Therefore, rel freq(1) = 4, rel freq(2) = 2, and rel freq(3) = 1. These disks are split into a number of \chunks" based on the Least Common Multiple (LCM) of the relative frequencies of broadcast for the various disks. In this case, the LCM is 4, so D3, the slow disk is split into 4 chunks, D2, which spins at twice the speed of D3 is split into 2 chunks, and D1, which spins at four times the speed of D3 is kept as a single chunk. Note that the chunks of di erent disks can be of di ering sizes. The resulting broadcast consists of 4 minor cycles, containing one chunk of each disk, and has a period of 16 pages. This broadcast creates a three-level memory hierarchy in which D1 is the smallest and fastest level and D3 is the largest and slowest level. Thus, the broadcast corresponds to the traditional notion of a memory hierarchy. Some broadcast slots may be unused however, if it is not possible to evenly divide a disk into the required number of chunks. Of course, such extra slots need not be wasted, they can be used to broadcast additional information such as indexes, updates, or invalidations; or even for broadcasts of pages that are requested in a demand-driven fashion by clients using an uplink channel. Furthermore, if the number of disks is kept small (on the order of 2 to 5) and the number of pages to be broadcast is substantially larger, then unused slots (if any) will be only a small fraction of the total number of slots. In addition, the relative frequencies of the disks can be adjusted slightly to reduce the number of unused slots, if necessary.
The only constraint on the relative broadcast frequencies of the disks is that they be expressed as positive integers. Thus, it is possible to have arbitrarily ne distinctions in broadcasts such as a disk that rotates 141 times for every 98 times a slower disk rotates. However, this ratio results in a broadcast that has a very long period (i.e., nearly 14,000 rotations of the fast disk). Furthermore, this requires that the slower disk be of a size that can be split into 141 fairly equal chunks. In addition, it is unlikely that such ne tuning will produce any signi cant performance bene t (i.e., compared to a 3 to 2 ratio). Therefore, in practice, relative frequencies should be chosen with care and when possible, approximated to simpler ratios.
While the approach speci ed above generates broadcast programs with the properties that we desire, it does not help in the selection of the various parameter values that shape the broadcast. The automatic determination of these parameters for a given access probability distribution is an interesting optimization problem, and is one focus of our on-going work.
Client Cache Management
The shared nature of the broadcast disk, while in principle allowing for nearly unlimited scalability, in fact gives rise to a fundamental tradeo : tuning the performance of the broadcast is a zero-sum game; improving the broadcast for any one access probability distribution will hurt the performance of clients with di erent access distributions. The way out of this dilemma is to exploit the local memory and/or disk of the client machines to cache pages obtained from the broadcast. This observation leads to a novel and important result of this work: namely, that the introduction of broadcast fundamentally changes the role of client caching in a client-server information system. In traditional, caching-based systems (e.g., Arch86, Howa88, Wilk90, Care91, Wang91] etc.), clients cache their hottest data (i.e., the items that they are most likely to access in the future). In the Broadcast Disk environment, this use of the cache can lead to poor performance if the server's broadcast is poorly matched to the client's page access distribution. This di erence arises due to the fact that in a multi-disk broadcast, pages are not equidistant from the client.
In general, there are several factors that could cause the server's broadcast to be sub-optimal for a particular client:
The access distribution that the client gives the server may be inaccurate.
A client's access distribution may change over time.
The server may give higher priority to the needs of other clients with di erent access distributions.
The server may have to average its broadcast over the needs of a large client population. Such a broadcast program is likely to be sub-optimal from the point of view of any one client.
For these reasons, clients in a Broadcast Disk system must use their cache not to store simply their hottest pages, but rather, to store those pages for which the local probability of access is signi cantly greater than the page's frequency of broadcast. For example, if there is a page P that is accessed frequently only by client C and no other clients, then that page is likely to be considered relatively unimportant, and hence, it will be broadcast on a slow disk. To avoid long waits for that page, client C must keep page P cached locally. In contrast, a page Q that is accessed frequently by most clients (including client C), will be broadcast on a very fast disk, reducing the value of caching it.
The above argument leads to the need for cost-based page replacement. That is, the cost of obtaining a page on a cache miss must be accounted for during page replacement decisions. A standard page replacement policy tries to replace the cache-resident page with the lowest probability of access (e.g., this is what LRU approximates). A simple cost-based replacement strategy is one that replaces the cache-resident page having the lowest ratio between its probability of access (P) and its frequency of broadcast (X). We refer to this ratio (P/X) as PIX (P Inverse X). As an example of the use of PIX, consider two pages. One page is accessed 1% of the time at a particular client and is also broadcast 1% of the time. A second page is accessed only 0.5% of the time (i.e., half as often) at the client, but is broadcast only 0.1% of the time (i.e, one tenth as often). In this example, the former page has a lower PIX value than the latter. As a result, a page replacement policy based on PIX would replace the rst page in favor of the second, even though the rst page is accessed twice as frequently. This behavior, as shown in our detailed studies Acha95], demonstrates an interesting tradeo . Because PIX may sometimes favor a colder page over a hotter one, it typically has a lower cache hit rate than a replacement policy based purely on probability of access (e.g., idealized LRU). Despite this fact, PIX performs better than such a policy, because it lowers the penalty paid on a cache miss. It is interesting to note that this result has implications beyond the broadcast disk approach; it is applicable to other complex memory hierarchies such as those using tertiary storage.
While PIX is an optimal policy under certain conditions, it is not a practical policy because it requires: 1) perfect knowledge of access probabilities, and 2) comparison of PIX values for all cacheresident pages at page replacement time. For this reason we have developed an algorithm that adds frequency of broadcast to an LRU-style policy. This new policy is called LIX Acha95] . Brie y, LIX maintains a separate list of cache-resident pages for each logical disk. When a page is brought into the cache, it is placed in the list that corresponds to the logical disk on which it is broadcast (thus, these lists can dynamically change size). Each list is ordered based on an approximation of the access probability for each of the pages (similar to an LRU stack). This estimate, which we call L, is based on a running average of inter-access times for the page; hysteresis is used in order to favor more recent history in this metric. At page replacement time, only the page with the lowest L value for each disk need be examined. For each such page, a LIX value is computed by dividing L by the page broadcast frequency X, which is constant for each disk. The page with the lowest LIX value is then chosen as the page replacement victim.
In order to investigate the performance of the di erent cache replacement policies described above, we have implemented a simulation environment that models a single server, which continually broadcasts pages according to a speci ed broadcast program, and a single client which makes random page requests according to a speci ed distribution. The experiments and results are presented in Acha95]; a detailed description of that work is beyond the scope of this overview.
Here we show a sample of those results that demonstrate some of the major performance tradeo s discussed above. Figures 4 and 5 show response time results for a broadcast with three logical disks (containing 300,1200, and 3500 pages, respectively) and a client cache size of 500 pages. In these experiments the database contains 5000 pages, of which the client accesses 1000 using a Zipf distribution Gray94], which has a high degree of locality (i.e., access skew). The gures show the average response time for a random page request by a client. The response times are measured in \broadcast units" (i.e., the amount of time it takes to broadcast one page) so the results are independent of a speci c network bandwidth. The results shown demonstrate the sensitivity of the various replacement policies to two parameters that are used in our simulations: Noise and . The Noise parameter is intended to model the impact of a diverse client population on the performance of the single client whose performance is being measured. Noise represents the degree to which the server's broadcast program di ers from what would be best for the client's access pattern | as Noise is increased, the server is less able to tailor its broadcast program to the needs of our speci c client. More speci cally, the Noise value is the probability that a page is placed on the wrong disk for this client (e.g., a page that should be placed on a fast disk is instead placed on a slow disk). Thus, at a Noise value of 0%, the server broadcast is perfectly matched to the client's access pattern. As Noise is increased, more pages are moved from their preferred location representing the fact that the server's broadcast is less well matched to this particular client's needs. The second simulation parameter, called , is a measure of how fast the disks are spinning in relation to each other | D2 rotates ( + 1) times faster than D3, and D1 rotates (2 + 1) times faster than D3. For example, at = 0, all disks spin at the same speed (in e ect, the disk is at), while at = 5, D1 rotates 11 times faster than D3. 4 Figure 4 demonstrates the performance of PIX compared to P, which is a replacement policy based purely on the probability of access (i.e., idealized LRU). The Noise parameter is increased along the x-axis, and results are shown for three di erent values. At = 0 (i.e., a at broadcast) P and PIX have identical performance as all pages have the same broadcast frequency. Likewise, at a Noise value of 0%, P and PIX have similar performance because the frequency of broadcast for each item is matched to its probability of access. The di erences between the two approaches appear when the disk speed skew ( ) and the Noise are increased. As can be seen in the gure, P, the policy that ignores broadcast frequency su ers a severe degradation in performance as these two parameters are increased. In contrast, PIX is much more robust in the presence of noise, and its performance degradation is only slightly increased by the addition of disk skew ( = 5 vs. 3) in this case. This is because PIX is able to keep hot pages that have been placed on the slow disks in cache, while P is insensitive to the broadcast frequency of pages. Figure 5 shows the performance of LIX compared to PIX, which is an idealized policy, LRU, which is the traditional approximation to P, and a policy called L, which is an implementable approximation to P, which uses the same access probability estimate as LIX. L is used to measure the impact of the improved probability estimate of LIX in the absence of broadcast frequency information. In this gure, the disk speed skew ( ) is varied along the x-axis starting from a at disk. The Noise parameter in this case is xed at 30%. As expected, PIX, which has perfect knowledge of access probabilities, performs better than the three implementable policies throughout the entire range of values. It is used in this experiment as a baseline. With a at disk, the three implementable policies have similar performance, but these quickly diverge as is increased. LIX has consistently better performance than the others here. In fact, its behavior approximates that of PIX, with a penalty due to the inaccuracy of its probability estimation. In contrast, the other policies, which ignore broadcast frequency, are shown to be very sensitive to the disk speed skew in this case. These results, and others in our study have shown that LIX is a reasonable, implementable cost-based caching policy for the broadcast disk environment.
Prefetching
The previous section discussed the management of client caches when pages are brought into the cache in a demand-driven fashion. An alternative approach to obtaining pages from the broadcast is to have clients prefetch pages. The Broadcast Disk environment is particularly conducive to prefetching because pages are continuously presented to clients via the broadcast, making it possible for a client to bring some of these pages into its cache in anticipation of future accesses. The dissemination-oriented nature of this environment changes the tradeo s that are commonly associated with prefetching in more traditional environments, such as database systems and le systems. In particular, prefetching from disk in a traditional system is a risky proposition, because prefetching places additional load on shared resources (e.g., disks and the network), and can therefore negatively impact the performance of the entire client population. In contrast, when prefetching from a Broadcast Disk, only the local client resources are impacted. Thus, the risks involved in prefetch are signi cantly lower here than in a more traditional system.
Tag Team Caching
For Broadcast Disks, the goal of prefetching is to improve the response time of clients that access data from the broadcast. Response time improvements for data requests can typically be obtained in two ways: 1) by improving the client cache hit rate, and 2) by reducing the cost of a cache miss. As stated in the previous section, the PIX algorithm and its approximation LIX, have been shown to achieve an e ective balance between these two issues. They both accept a slightly lower client hit rate in order to achieve a reduction in the number of pages that must be obtained from the slower disks in a multi-disk broadcast.
PIX and LIX however, are designed for a strictly demand-driven environment in which a page is brought from the broadcast into a client cache only as the result of a request for that page. The introduction of prefetching provides an additional way for pages to be brought into the cache, the potential bene ts of which are illustrated by the following simple example. Consider a client that is interested in accessing two pages (x and y) with equal probability (i.e., p x = p y = 0:5), and has only a single cache slot available to use for storing one or the other of these pages. Assume that (as shown in Figure 6 ), the server places these two pages 180 degrees apart on the broadcast (for simplicity, a single, at disk is used).
Under a demand-driven strategy, the client would cache one of the pages, say x, as the result of a request for that page. Subsequent accesses to x can be satis ed from the cached copy, and thus have a delay of zero. If however, the client needs page y, it waits for y to come by on the broadcast, and then replaces x with y in the cache. Page y then remains in the cache until x is With this strategy, the expected delay on a cache miss is one half of a rotation of the disk (because the request will be made at a random time). The expected delay over all accesses can be computed as the sum of the expected costs for all pages. The expected cost of accessing a page i is its probability of access(P i ) times its average cost of access(C i ). The expected cost of access for this demand-driven strategy is therefore: P x C x + P y C y = 0 + 0:5 0:5 = 0:25 that is, one quarter of a disk revolution.
In contrast, consider a simple prefetching strategy that fetches page x into the cache when it arrives on the broadcast and holds it until page y arrives on the broadcast. At that point, the client caches page y and drops x. When x is broadcast again, y is dropped and x is cached. We call this strategy tag-team caching because pages x and y continually replace each other in the cache. The expected cost of the tag-team strategy for this example is: Thus, the average cost of access using tag-team is one eighth of a disk revolution | one half the expected cost of the demand-driven strategy.
As can be seen in the equations above, the performance gain of tag-team comes not from an improved hit rate (the hit rate is 50% for both strategies), but rather because the cost of a miss using tag-team is half of the cost of a miss under the demand-driven strategy. With the demanddriven strategy, a miss can occur at any point in the broadcast. In contrast, using tag-team, misses can only occur during half of the broadcast. For example, a miss on a reference to page x can only occur during the part of the broadcast between the arrival (and prefetching) of page y and the subsequent arrival of page x. Thus, tag-team reduces the cost of cache misses by ensuring that a page is cached during the portion of the broadcast during which the wait for that page would be the longest.
This simple tag-team example can be generalized to multiple numbers of pages with di ering access probabilities and di erent sized caches. Brie y, the problem of assigning pages to \teams" and placing them on the broadcast can be formulated as a bin-packing problem with as many bins as there are cache slots and with the height of the bins as the number of page broadcasts in a complete cycle of the disk. The height of the items to be packed is the amount of time that each item should spend in the cache.
A Simple Prefetching Heuristic
In our work to date Acha96], we have focused on a much simpler prefetching heuristic called PT , which is shown to have similar behavior to the tag-team approach without the need for extensive analysis as required by the generalized tag-team. PT is a dynamic policy that performs a calculation for each page that arrives on the broadcast in order to decide whether that page is more valuable than some other page that is currently in the cache. PT uses a measure (called the pt value) which is the product of the probability (P) of access for a page and the amount of time (T) that will elapse before that page again appears on the broadcast. If the pt value of the current page being broadcast is greater than the page with the lowest pt value in the cache, then the latter page is chosen as the replacement victim, and the page being broadcast is brought into the cache.
PT is similar to the PIX metric described earlier in that it includes both probability of access and a notion of the cost of obtaining a page from the broadcast. It di ers however, in that pt values are dynamic | they change with every \tick" of the broadcast. If a static measure such as PIX were used for prefetching, the cache would quickly ll with the highest PIX-valued pages and then stabilize. In contrast, using PT , pages are continually cycled through the cache in a manner similar to the tag team example described in the previous section.
The pt value of a page is constantly changing because the time parameter of the metric is constantly changing. When a page is broadcast, t is highest since ignoring that page at that point will put the client at a maximal distance from the page. In other words, the moment that a page passes by is the moment at which there will be the longest wait to get it again. From that point on, the time parameter steadily decreases with each clock tick, thus creating a sawtooth function of time for PT . The di erences between the metrics used by PT and PIX, can be seen in the following example. Consider three pages, A, B, and C. As shown in Table 2 , page A is accessed twice as often as pages B or C; pages A and B are broadcast twice per period and page C is broadcast only once per period. PIX would value pages A and C equally, and would value them twice as much as page B.
In contrast, the pt metric used by PT is a sawtooth function that changes over time . Figure 7 traces the saw tooth e ect for the three pages. Because of this behavior, PT tends to drop high probability items in the period just before they re-appear on the broadcast. Items are stickiest just after they come into the cache since this is when their time parameter is highest. PT is in e ect adjusting the allocation of cache slots to pages so that (subject to cache size) they are likely to be in the cache during those portions of the broadcast cycle in which they would be most expensive to obtain from the broadcast. This e ect is similar to what the tag team caching approach aims to achieve. In fact, in our simulation studies of
PT Acha96], we observed that PT was able to achieve the performance of the tag team example described in the previous section. Figure 8 shows the results of running PIX and PT on a at disk containing 3000 pages, of which the client access 1000 using a Zipf distribution. The cache size is increased from 1 page (i.e., no prefetching is possible) to 1000 pages (i.e., no prefetching is necessary because all accessed pages are cache-resident). In the gure, it can be seen that at a cache size of 500 pages, the response time of PT is half of that of PIX. This is what is predicted by the tag team example. It should be noted that any time-based prefetch scheme is potentially very expensive to implement, since it could require computing the metric for every item in the cache at every clock tick. Thus, similarly to the approach taken towards client caching described in the previous section, we have used PT as an idealized policy to guide our study and to develop intuition, and have then developed implementable approximations to it. We have designed and studied one such algorithm, called APT (for Approximate PT ), which, similarly to LIX , uses multiple queues to restrict the number of pages that must be examined. In contrast to LIX , however, the queues in APT are split based on di erent access probability regions, rather than based on broadcast frequency. The PT and APT approaches are described and analyzed in detail in Acha96].
5 The Read/Write Case An important extension of the work described in the previous sections is to address cases in which the broadcast can change. The ability to do dynamic broadcasts is essential for applications like ATIS, stock market monitors etc. which deal with inherently volatile data. There are at least three di erent changes that must be handled: 1) changes to the value of objects being broadcast, 2) reorganization of the broadcast, either by changing the allocation of pages to disks or changing the shape of the broadcast itself, and 3) changes to the contents of the broadcast in terms of bringing in new pages and removing existing pages.
Values in the broadcast can change when some connected client commits an update (if an uplink channel is used) or when the broadcast application itself generates new data (say, a stock market monitor). This change may be of interest to other clients, including disconnected clients, if they have previously cached this value. The broadcast disk can be used as a medium for communicating the change in the form of a new value or an invalidation of the old value.
Furthermore, the actual content of the broadcast disk might change. Suppose that we are broadcasting stock prices. A given stock price that is not in the broadcast may become interesting when its price changes; it should be moved onto the broadcast, perhaps displacing something else. Alternatively, if the stock price suddenly drops and that price already appears in the broadcast program, it might be upgraded to a faster disk to account for its importance. With dynamic broadcast disks, it becomes necessary to address the problem of indexing the content so that the client can nd out what is available and how long it will have to wait.
The read/write case also introduces a potential problem with respect to data consistency. If values can change at arbitrary points in the broadcast, how can the client guarantee that two values that are read from the broadcast are, in fact, mutually consistent? Traditional database notions of consistency, such as serializable transactions (e.g., as described in Gray93]) are not likely to be e ciently implementable in the broadcast environment. This opens the question of determining useful models of consistency for broadcast-delivered data and the need for mechanisms to implement them. The Datacycle project addressed this issue by tying the notion of consistency to the period of the broadcast. All data read from the same broadcast period could be assumed to be mutually consistent. Other work in the area, such as that of Barbara and Imielinski Barb94] , has taken the approach of providing currency for individual items, but not providing mutual consistency guarantees across items.
Related Work
While no previous work has addressed the integration of multilevel broadcast disks with the related cache management and prefetching techniques addressed here, several projects in mobile databases and other areas have performed related work. Ammar used queueing models and analysis to study related issues in the context of teletex systems Amma85]. Due to the technology that was assumed in this work the focus was on the properties of broadcast programs in th absence of signi cant client storage resources. The notion of using a repetitive broadcast medium for database storage and query processing was investigated in the Datacycle project at Bellcore Herm87, Bowe92]. Datacycle was intended to exploit high bandwidth, optical communication technology and employed custom VLSI data lters for performing associative searches and continuous queries on the broadcast data. Datacycle broadcast data using a at disk approach and so that project did not address the multilevel disk issues that we have addressed in this paper. However, the Datacycle project did provide an optimistic form of transaction management which employed an \upstream network" that allowed clients to communicate with the host. We intend to investigate issues raised by allowing such upstream communication through low-bandwidth cellular links as part of our ongoing work.
More recently, the mobile computing group at Rutgers has investigated techniques for indexing broadcast data Imie94b]. The main thrust of this work has been to investigate ways to reduce power consumption at the clients in order to preserve battery life. Some of the indexing techniques described in Imie94b] involve the interleaving of index information with data, which forms a restricted type of multilevel disk. However, this work did not investigate the notion of replicating the actual data to support non-uniform access patterns and did not investigate the impact of caching. In our current work we have assumed a xed broadcast program, so that indexing was not needed. However, we are currently investigating ways to integrate indexes with the multilevel disk in order to support broadcast program changes due to client population changes and updates.
The issues that arise due to our use of a broadcast medium as a multi-level device also arise in other, more traditional types of complex memory hierarchies. The need for cost-based caching and page replacement has been recognized in other domains in which there is a wide variation in the cost of obtaining data from di erent levels of the storage hierarchy. For example, Anto93] describes the need for considering \cost of acquisition" for page replacement in deep-store le systems involving tertiary mass storage. This issue is also addressed for client-server database systems in which a global memory hierarchy is created by allowing clients to obtain data from other clients that have that data cached Fran92]. In this work, server page replacement policies are modi ed to favor pages that are not cached at clients, as they must be obtained from disk, which is more expensive. Recently, a technique called \Disk-Directed I/O" has been proposed for High Performance Computing applications Kotz94]. Disk-Directed I/O sends large requests to I/O devices and allows the devices to ful ll the requests in a piecemeal fashion in an order that improves the disk bandwidth. Finally, the tradeo between replication to support access to hot data while making cold data more expensive to access has been investigated for magnetic disks Akyu92].
Conclusions
The Broadcast Disks project is investigating the use of data broadcast and client storage resources to provide improved performance, scalability, and availability in an increasingly prevalent class of networked applications, namely, those with asymmetric communications capabilities. Wireless networks with mobile clients are one important example of this class of systems. The Broadcast Disks technique exploits communication asymmetry by treating a broadcast stream of data that are repeatedly and cyclicly transmitted as a storage device. The broadcast disk technique has two main components. First, multiple broadcast programs (or \disks") with di erent latencies are superimposed on a single broadcast channel, in order to provide improved performance for nonuniform data access patterns and increased availability for critical data. Second, the technique integrates the use of client storage resources for caching and prefetching data that is delivered over the broadcast.
In this paper we have presented an overview of the Broadcast Disks technique and have highlighted many of the new research issues that arise when broadcast is used to disseminate data in a distributed information system. We have also described our studies of caching and prefetching policies in a read-only environment. Our current emphasis is on adjusting these strategies to cope with volatile data and changes to the contents and structure of the broadcast. We are also investigating the use of relatively low bandwidth and/or expensive client uplink communication channels for providing feedback to servers and in the construction of hybrid systems that combine traditional request-based data access with data broadcast. We anticipate that data broadcast will become an increasingly important method of delivering data to clients in wired and in mobile wireless environments. Techniques that exploit the power of data broadcasting therefore, have the potential to signi cantly improve the performance and availability of future distributed computing systems.
