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ColorSensing [1] is a Universitat de Barcelona spin-off that offers products for color correction by
means of a QR (Quick Response) code in which color patterns are included (see figure 1.1). These
QR codes are used by including them in the scene of which the user wants to take a picture. By
having that QR code in the image and detecting it, the pattern colors that it includes can be used
by the algorithm to correct the color shift of the image to generate a color palette as similar to the
original one, and thus correcting the error generated by the camera.
Figure 1.1: ColorSensing’s custom QR codes.
Currently, the detection of QR codes is achieved by means of an internal decoder that uses clas-
sical computer vision algorithms. This works pretty well for most cases, but can be prone to some
problems whenever the QR code has certain arbitrary deformations. For instance, whenever the
printed QR code is put on a bottle, which deforms the QR with a cylindrical deformation.
These problems can be partially mitigated by introducing algorithms able of detecting and cor-
recting the most common deformations expected (cylindrical, perspective, etc.). Even though this
approach can be used to handle the main expected deformations, is inappropriate to handle arbitrary
deformations.
To avoid these problems and to try to obtain a better result, using a neural network to try to
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detect the QR codes seems worth exploring.
Considering the tools available at ColorSensing, three main tasks could be of help:
1. Object detection: Being able of detecting the QR in an image (i.e. generating a bounding
box in which the code is located), as the sub-image contained by the bounding box could be
fed to the internal decoder. If the decoder also struggles with this image, it can be stored to
manually study why it failed (and thus bring value).
2. Version classification: If the neural network is able to detect the QR version (see section
1.2), this could be of help for the decoder, as the version changes the QR code shape.
3. Instance segmentation: Segmenting the QR code (i.e. producing an image mask indicating
exactly at which pixels the code is located) can be pretty useful to know if the code is deformed
and, in that case, the deformation type. This could be used by the decoder to correct it.
These three main tasks are further explained in section 1.5, and are the main motivation why a
neural network is used.
1.2 What are QR Codes?
The QR Code (Quick Response) was invented in the 1994 by the Japanese automotive industry.
According to the creators of the QR code[2], it ”is a matrix code that belongs to a larger set of
machine-readable codes, all of which are often referred to as barcodes, regardless of whether they are
made up of bars, squares or other-shaped elements”.
Its purpose is to have a quick and efficient way of encoding small amounts of information (de-
pending on the QR Code version, it may contain up to a total of 7.089 numerals) in a format that
is easy and fast to decode. The massification of smartphones has increased its popularity.
Furthermore, QR Codes have advanced error-correction methods and characteristics that allow
it to be reader reliably, as the errors that it may contain can be corrected (depending on the error-
correction level, up to a 30% of the error may be corrected.)
QR Codes have three components that are present no matter what version it is: a Position
detection pattern, an Alignment pattern, a Timing pattern (see figure 1.2).
Figure 1.2: Structure of a QR code version 2. (Source: [2])
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1.2.1 QR code Versions
There are 40 different versions of QR codes, ranging from 1 to 40. Codes with version 1 have a size
of 21x21 modules, codes with version 2 have 25x25 modules, and so on. The biggest codes, therefore,
are QR codes with version 40, which have a size of 177x177 modules.
The size of the data that the QR code can contain also increases with the version.
In addition to the difference in size, the different QR code versions also change the elements that
the code contains. These elements are exposed in sections 1.2.2, 1.2.3, 1.2.4 and 1.2.5.
1.2.2 Position Detection Pattern
The Position Detection Patterns are located in three corners of a QR code, and their main purpose
is to help localize the codes. Since these patterns have a symmetrical scan-line ratio of 1:1:3:1:1 (see
figure 1.3), they are easily scanned from any direction within 360o (see figure 1.4). Furthermore,
their positional relationship allows an easy way of calculating the relevant angle, position and size
information contained in the code.
Figure 1.3: Structure of a Position Detection Pattern. (Source: [3])
Figure 1.4: Position Detection Patterns can be scanned from any angle.
1.2.3 Alignment Pattern
The Alignment Patterns are fixed reference patterns in defined positions of the QR code. They
enable the decoding software to re-synchronize the coordinate mapping of the image modules when
moderate amounts of deformations affect the code. The number of Alignment Patterns depends on
the QR code version, and are located in codes with versions 2 and higher.
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1.2.4 Timing Pattern
The Timing Patterns are located horizontally and vertically (as seen in figure 1.2), and consist of
alternating dark and light modules. It always starts and ends with a dark module. Timing patterns
enable both density and version to be determined and helps determine module coordinates.
1.2.5 Quiet Zone and Encoding Region
The Encoding Region is the region where all the data is encoded. On the other hand, the Quiet
Zone is a region that must be free of any data, and must surround the QR code on all four sides.
Its value should be equal to the light modules (seen in section 1.2.4.
1.2.6 Error correction
As stated in section 1.2, QR codes employ error correction codewords. These are added to the data
to enable correction of loss in data. There are four levels of error correction, shown table 1.1.





Table 1.1: Error correction levels.
1.2.7 The use of QR codes in ColorSensing
The characteristics of QR codes explained above make them perfect for the product developed at
ColorSensing, which is a label encoding colors to be used in the color correction process.
1.3 A brief history of Machine Learning applied to Computer
Vision
Computer vision has been a very prolific field in the last years, but its origins can be pinpointed
in the fifties. In 1959, Huber and Wiesel [4] studied how several hundred units in the cat’s striate
cortex react to visual stimuli. Their idea was to show the cats different patterns of light to see how
the cortex neurons reacted to them to try to ”debug” how it worked.
Through these experiments, the researchers were able to conclude that the visual processing
always starts with simple structures such as oriented edges. Keep this idea in mind, for it will be at
the core of the models about to be explained.
In 1963 Lawrence Robert’s PhD thesis, named ”Machine perception of three-dimensional solids”
[5], described the process of deriving 3D information about objects from 2D images. This idea would
be one of the precursors of the latter Computer Vision advances.
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In his thesis, Lawrence Robert described how to process 2D images as draw lines and then using
these to create 3D representations and, finally, display these representations as 3D structures in
which the hidden lines were removed.
During these years, Seymour Papert though that the problem of machine vision could be solved
in a few months and, to that end, launched the Summer Vision Project [6]. Papert, a professor at
MIT (Massachusetts Institute of Technology), though that a group of MIT students would be able
to successfully tackle the problem and have it solved short after. But this project would not have
existed if he and his students succeeded, so it may come without saying that they did not.
In 1982 David Marr published the paper ”Vision: A computational investigation into the human
representation and processing of visual information” in which he established a new concept: vision is
hierarchical. He proposed that the main function of the vision system is to create 3D representations
of the environment, so that it can be interacted with. He also introduced a framework for vision
in which vision is divided into two parts: low-level algorithms to detect corners, edges, etc. and a
high-level understanding of the data, which as deduced out of the low-level algorithms data.
At around the same time, in 1980 Fukushima published ”Neocognitron: A self-organizing neural
network model for a mechanism of pattern recognition unaffected by shift in position” [7], in which
he proposed a neural network model for a mechanism of visual pattern recognition. The network,
according to the paper, ”is self-organized by learning without a teacher, and acquires an ability to
recognize stimulus patterns based on the geometrical similarity of their shapes”. This network is the
first that resembles the Convolutional Neural Networks that are used currently (see figure 1.5). Back
then, though, this network structure was not widely used due to the limits in computation hardware
needed to train it. [8]
Figure 1.5: Architecture of a Convolutional Neural Network. (Source: [8])
As seen in figure 1.5, the architecture of a CNN consists of two main parts: feature extractors
and a classifier. A CNN is a combination of layers, which can be of the following types: convolution,
pooling and classification.
The convolution layers get their name out of the convolution operation. This operation consists
in the multiplication of the input matrix (the image) by an nxn matrix (which is the filter, where n
is an odd number, usually 1, 3 or 5) in a sliding window fashion. The convolution operation consists
of the following steps (see figure 1.6):
1. Place the filter at the beginning of the input matrix, beginning from the top-left corner.
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2. Perform an element-wise multiplication of the image matching cells (i.e. the image cells that
overlap with the filter) and the filter. Store the sum of these values in the first column of the
first row of the result matrix.
3. Move the filter one position to the right, and repeat.
4. When the entire row has been processed, move one column down and repeat this process from
the first column.
Figure 1.6: An example of a convolution operation.
The pooling layers receive their name because of the pooling operation. An example of a pooling
operation may be max-pooling. The max-pooling operation consists of the following steps (see figure
1.7):
1. Place the filter at the beginning of the input matrix, beginning from the top-left corner.
2. Select the element with the maximum value, and store it in the first column of the first row of
the result matrix.
3. Move the filter one position to the right, and repeat.
4. When the entire row has been processed, move one column down and repeat this process from
the first column.
Figure 1.7: An example of a max-pooling operation.
Lastly, the classification layers are located at the end and their task is (as its name tells) perform
classifications with the features received from the feature extractor.
Each of the feature extraction layers receive the output from its immediate predecessor layer,
and passes its output as input for the next one. The layers that form the feature extractor are of
two possible types: convolution and pooling. They are combined in the following way: the even
numbered layers are for convolutions, whereas the odd numbered layers are for max-pooling.
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Therefore, the main idea of CNNs is that low-level features are combined to create higher-level
features, which are then used for classification. This idea is, clearly, derived from the frameworks
and algorithms presented in the research published by David Marr, Lawrence Roberts, and many
others.
In 1998, LeCun et. al [9] proposed LeNet, a network very similar to Fukushima’s, but applying
back-propagation [10] to train it end-to-end using supervised learning.
Back-propagation is an algorithm to compute the gradient of the cost function. The full descrip-
tion of the algorithm is the following:
Data: A network with l layers, the activation function σl, the outputs of hidden layer
hl = σl(W
T
l hl−1 + bl), the network output ỹ = hl, the layer weights Wl and the unit
bias bl
Result: The accumulated gradient of all the layers: δ ← ∂ε(yi,ỹi)∂y
for i← l to 0 do













Apply gradient descent using ∂ε(y,ỹ)∂Wl and
∂ε(y,ỹ)
∂bl






Algorithm 1: Backpropagation algorithm.
As can be seen in algorithm 1, provided an efficient way of training a whole network. By using
it, LeNet achieved an impressive performance on handwritten digits dataset.
The activation functions used in the backpropagation algorithm (see algorithm 1) are what define
the output of a unit given a set of inputs. The simplest activation neuron is a binary one, in which
the unit is either ”active” or ”inactive” (i.e. it outputs a 1 or a 0). Choosing the correct activation
functions is very important, as they can cause the network to train poorly as studied in [11].
Later on, in 2012, Alex Krizhevesky et. al proposed AlexNet [12] a deeper and wider CNN model.
With this new model, the authors were able to win the ImageNet challenge for object recognition:
the ImageNet Large Scale Visual Recognition Challenge (ILSVRC).
The success achieved with AlexNet increased the interest in deep learning, and from that moment
on, the performance of the successive networks that were created augmented rapidly, which helped
in the progress of the Computer Vision field.
Many newer models are available nowadays, and some of those are described in section 2.
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1.4 Context
Most of the QR Code detectors and decoders publicly available today are based on classic computer
vision algorithms. Some of these examples are ZXing [13] or pyzbar [14].
In this thesis, object detection and instance segmentation are discussed. The differences between
each other are that in object detection, a bounding box containing the detected object is generated,
whereas in instance segmentation a mask containing every pixel forming the detected object is
created. See figure 1.8 for a visual example.
(a) (b)
Figure 1.8: (a) Object detection (b) Instance segmentation (Source: [15])
There are some studies published regarding the use of neural networks to detect and locate QR
Codes, such as [16] or [17], but the authors do not distribute the trained model to use it as a locator.
Therefore, its use as an installable detector is not possible without manually downloading the code,
the datasets and training the model.
To the knowledge of the author, there are no publications regarding the use of neural networks
to perform instance segmentation with QR codes.
1.5 Objectives
As the project’s title states, the main objectives will be to detect and segment QR codes with arbi-
trary deformations, in that order. The objectives have been clearly separated into two because even
though they seemed similar in the beginning, each one has its peculiar strengths and weaknesses.
Developing models that are able to perform each one of them and studying how they perform is
vital to understand if they can be applicable in an industrial environment.
Specifically, the expected differences between the two objectives that justify their split are the
following:
1. Detecting an object is faster than segmenting it. State of the art object detection models, such
as YOLO, can make inferences in up to 125 images per second[18], which is faster than the
newest models able to segment images [19]. Since one of the main motivations of this project
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is to achieve a model as fast as possible, it seems wise to try a detection and segmentation
models separately.
2. As explained in previous sections, the QR Code present in the image may be subject to
arbitrary deformations, drawing a bounding box around it may be unusable, as the decoder
may not be able to decode it without knowledge of the deformations. On the other hand,
having a mask may help the decoder in its task.
3. An object detection model needs a data set with information about the bounding boxes where
the ground truth is located at, whereas a segmentation model needs the mask. Since there
are publicly available decoders able of generating a bounding box around a QR Code, but
not decoders that build the complete mask, it may be easier to automatically generate a big
dataset for the first model. On the other hand, the latter may need a manually generated data
set, which takes a huge amount of time.
1.6 Structure of this report
The chapters in this master thesis are structured in a way that tries to help the reader follow the
story of this project: it starts by explaining the issues that motivated this work and it them moves
on to explain the current state in this very specific task. Right after that, a theoretical explanation
of the architecture used is explained, which is followed by the chapters explaining the data prepro-
cessing steps and the most interesting aspects of the implementation. The experiments comes next,
which try to answer the main raised hypotheses detailed at the beginning of the chapter. After that,
conclusions are discussed and the future work is explained. The thesis ends with an acknowledge-
ments section.
Chapter 1 gives a general overview of the motivations that led to this project. It provides
a general overview of the issues that ColorSensing had in detecting QR codes with arbitrary de-
formations, it explains the main aspects of QR codes and explains the main objectives of this project.
Chapter 2 discusses the state of the art in terms of object detectors and explains one very popular
instance segmentation model. This section is divided into two main parts: the first one briefly dis-
cusses the classical methods for object detection, whereas the second one explains methods based on
neural networks. This chapter is closed with an example of how YOLO is used to perform QR codes
detection, mainly because YOLO is the chosen architecture to perform that task in this project.
This serves, therefore, to give the reader an overall idea of the existing previous work at the moment
of starting this project.
Chapter 3 gives a deeper theoretical explanation of how YOLO, which serves as a way to help
the reader focus on the architecture used in this project.
Chapter 4 explains the proposed solution, with explanations of the first decisions taken.
Chapter 5 details the data preprocessing, which spans all the work that had to be done before
any experiment could be made.
Chapter 6 gives some details of the more interesting bits of the implementation part. Both this
and the previous chapters try to help the reader reproduce the experiments.
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Chapter 7 is the most interesting one, as it details the hypotheses and the experiments that were
performed to confirm or reject them. Every experiment has the same three-level structure: the first
one describes the settings used to perform the experiments, the second one details the results of the
experiments and the third discusses the observed results.
Chapter 8 provides the main conclusions of the experiments performed for this project, and dis-
cusses the most interesting parts.
Chapter 9 gives some further experiments and ideas that the author would like to test in the
future. These have been a product of the results and its interpretations.




State of the art
In this section, the state of the art of object detectors that could be applied to detect QR codes
are explained, both those that are based in classical methods and those that are based on neural
networks.
2.1 Detectors based on classical methods
An example of how classical methods work to detect QR codes can be found in [20]. In this paper,
the authors explain how the use of Viola-Jones detection framework to find QR codes in images.
2.1.1 Viola-Jones framework
Viola-Jones framework works in three steps:
1. Haar-like Features: Use feature prototypes (proposed in [21]) known as Haar-like features.
The feature values are computed with respect to a certain sample, which is a sub-region of the
image under a sliding window.
2. Integral image: The integral image is a matrix with a shape equal to the input image.
Every (x, y) position of the integral image contains the sum of all pixel values in the rectangle
between (0, 0) and (x, y).
3. Classifier Cascade and Boosting: A cascade, which consists in a series of consecutive
stages whose task is to reject samples that are not equal to the pattern being searched.
The proposed method consists of two main steps, which are the detection of FIP candidates
(which is how the authors refer to the Position detection patterns; see figure 1.2) using the Viola-
Jones framework, and then post-process the candidates to determine the size and position of the
QR code.
The FIP candidates are used because the authors explain that ”in Viola-Jones framework it is
assumed that the pattern to be detected should possess a rigid structure, but no strong restrictions
concerning pattern size is assumed.”. Knowing that FIP patterns are present in all QR codes (as
can be seen in figure 1.2), and that their structure is rigid, they are excellent targets to be detected
with the Viola-Jones framework, which is the reason why the authors use them.
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2.2 Detectors based on neural networks
2.2.1 R-CNN
Moving on to neural network based approaches, a very popular approach are R-CNN (Region-based
CNNs). R-CNN models start by selecting several regions from an image (using region proposal
methods, as explained later), use a CNN to extract features from each proposed area and then use
these features to predict the categories and bounding boxes (see figure 2.1).
The four main components of R-CNN models are:
1. Several high interest regions are proposed with selective search. These regions are usually
selected on multiple scales and may have different shapes.
2. A pretrained CNN transforms each of these proposed regions into the required network input
and extract features from them.
3. The features and labeled categories extracted from the previous steps are used by multiple
SVMs (Support Vector Machines) for object classification. Each of those SVMs determines
whether the object belongs to a certain category or not.
4. The features and bounding boxes of each interest region are combined to train a linear regressor
model to perform ground-truth bounding box predictions.
Figure 2.1: R-CNN architecture. (Source: [22])
These multiple steps, as well as the fact that the each image is checked multiple times, make
R-CNNs very slow. Fast R-CNN originated to try to solve this.
2.2.2 Fast R-CNN
The main changes introduced by Fast R-CNN are:
1. In contrast with R-CNNs, here the entire image is sent to a CNN to perform feature extraction.
2. n regions with different shapes are proposed. Features of the same shapes must be extracted,
and this is performed by RoI Pooling (Region of Interest), introduced in this new version. RoI
Pooling uses the CNN output and interest regions to produce a tensor of the features extracted
from each proposed region.
3. A fully connected layer transforms the output generated in the previous step to a shape suitable
to the model design.
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4. Now it is time for category prediction, which is performed by softmax regression to output a
nxq tensor (so q are the number of categories). For the bounding box prediction, a tensor of
size nx4 is produced.
2.2.3 Faster R-CNN
Successive changes were applied in Faster R-CNN [23]. These changes mainly affected the region
proposal method. The introduced region proposal method is the following:
1. A 3x3 convolutional layer with padding 1 is used to transform the CNN output and set the
number of output channels to c.
2. Each element in the feature map is used as center to generate multiple anchor boxes of different
sizes and aspect ratios. Each anchor box is then labeled.
3. The features of the elements at the center of the anchor boxes are used to predict the binary
category (either object or background) and their bounding box.
4. NMS (Non-Maximum Supression) is used to remove similar bounding boxes whose category
has been predicted as object. The remaining bounding boxes after this process are proposed
as regions of interest.
2.2.4 Mask R-CNN
Mask R-CNN is an iteration based on Faster R-CNN that introduced an extra mask head. This
allowed segmentation at a pixel-wise level, which allows to identify every object separately.
The main changes introduced in this version with respect to Faster R-CNN were (see figure 2.3:
1. Use of FPNs [24] (Feature Pyramid Networks).
2. Additional branch for masks generation.
3. Replacement of RoIPool with RoIAlign, which does not digitalize the boundary of the cells
and makes every target cell have the same size.
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Figure 2.2: Mask R-CNN architecture. (Source: [25])
2.2.5 SSD
SSD (Single Shot Detector) is designed to perform object detection in real-time. The previous
detectors (sections 2.1, 2.2.2, 2.2.3) have a a common problem: the speed at which these perform
detections is quite slow (the fastest one, Faster R-CNN, is able to perform detections at 7 frames
per second [26]).
SSD is able to speed up the process by eliminating the need of the region proposal network. The
loss in accuracy suffered from this is compensated with some improvements, that include multi-scale
features and default boxes, which allow SSD to match Faster R-CNN’s accuracy using lower reso-
lution images, which allows for a faster processing speed.
Since YOLO is also a single-shot detector model, no more details will be explained regarding
SSD.
Figure 2.3: SSD architecture. (Source: [26])
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2.2.6 YOLO: a specific use
YOLO (You Only Look Once) is a single-shot CNN to perform object detections (see chapter 3 for
a deep theoretical explanation regarding how YOLO works).
Since YOLO has been the model chosen to perform detections (see chapter 4), this subsection
will explain how previous publications have studied its use in the detection of QR codes.
To the knowledge of the author, the most relevant paper in which the use of YOLO to QR
codes detection is [27]. In this paper, the authors describe their proposal, which consists of using
YOLO based on Darknet 19 (one of the versions of YOLO, see section 7.9 for an experiment in
which it is used) to perform detections and angle predictions with an image input size of 416x416
(the networks used for object detection and angle prediction are different). The authors introduce
a little modification in the softmax layer.
It must be noted that the authors describe that the network is trained to detect both 1D barcodes
and QR codes, and therefore, the results will probably be different to the ones that could have been
obtained if trained only to perform detections of QR codes.
The complete proposal is the following:
1. Using a YOLO network with input images of size 416x416, perform detections of QR codes
and 1D barcodes.
2. Crop the images contained in the generated bounding boxes, square them and send them to
the angle detector.
3. The angle detector, which is a YOLO network, receives input images of 416x416 and detects
the angle orientation of the object.
4. Using the prediction from the previous step, rotate the code and send it to decoding framework.
The authors report a successful detection rate (after 8000 epochs and with a threshold of 0.5) of
0.958 and 0.888, for each of the used QR code datasets respectively.
Even though the used datasets are reported in the study, the authors do not provide the labels
used and instead link to the papers where these were introduced. This papers, though, did not use





YOLO (You Only Look Once) [28] is a CNN that, according to its authors, ”presents a new approach
to object detection”. This new approach can be explained in the fact that the authors propose to
treat object detection as a ”a regression problem to spatially separated bounding boxes and associated
class probabilities. A single neural network predicts bounding boxes and class probabilities directly
from full images in one evaluation”.
The main novelty that YOLO presented, thus, is the capability of performing detections in just
one sweep (this feature gave YOLO its name: You Only Look Once). This simple architecture
allowed YOLO to process 45 frames per second.
Several versions have been presented for YOLO. In section 3.2, the first version of YOLO is
presented, and in the sections 3.3 and 3.4 the main changes introduced in the second and third
version of YOLO are presented. Explaining the evolution of YOLO will allow to understand how it
tackles the object detection problem, as well as explaining some of the decisions taken in this project
and some of the future work that is proposed in section 9.
3.1 YOLO main characteristics
YOLO unifies all of the components of object detection into one single neural network. This allows
it to predict bounding boxes using features from the entire image, and to predict all bounding boxes
of all classes simultaneously.
YOLO divides the image in SxS different cells, which are responsible for the prediction of the
objects that fall within each of them (i.e. if the center of an object falls within a certain cell, that
section is the responsible of its prediction). Each of these cells predicts a total of B bounding boxes
and its associated confidence scores. The confidence score is defined as the
Pr(Object) ∗ IoU truthpred
. Pr(Object) is the class probability, whereas IoU tpredruth is the Intersection over Union between
the predicted bounding box and the ground truth.
The format for each bounding box is: x, y, w, h and confidence. The (x, y) coordinate represents
the center of the bounding box, and all of the coordinates contain values in the interval [0, 1], as
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their values are represented with resepect to the size of the image.
The representation of each bounding box and the SxS grid yields a tensor of predictions S ∗ S ∗
(B ∗ 5 + C), being C the number of classes that the model detects. Therefore, varying the number
of classes also varies the output tensor size.












































Each of the terms can be interpreted to understand the reason why the authors chose this loss
function.






1objij [(xi − x̂i)
2 + (yi + ŷi)
2]
is the Sum of Squares Error (SSE) between the predicted bounding box coordinates and the ground
truth coordinates. The term 1objij is equal to 1 if an object appears in the cell i and the cell is re-
sponsible of its prediction (i.e. has the higher IOU). The authors use the SSE because, in their own
words, ”it is easy to optimize, however it does not perfectly align with our goal of maximizing average
precision” [28]. The term λcoord, which is equal to 5, is used to increase the loss from bounding
box coordinate predictions and decrease the loss from confidence predictions for boxes that do not
contain objects. This can prevent model instability problems.

















is similar to the first one, and is used to calculate the error in the predicted bounding box dimensions.
The square root is used to reflect that small deviations in large boxes matter less than in small boxes.






1objij (Ci − Ĉi)
2
represents the confidence error, where 0 ≤ Ci ≤ 1, and Ĉi = 1.







1objij (Ci − Ĉi)
2
is used when there is no object in the grid. In this case, the classification and localization errors
need not to be taken care of, and the only parameter to take into account is the confidence C. For
that, the variable 1noobjij is used. It equals to 1 when there is no object in the cell, and 0 otherwise.
This term pushes the confidence scores of the cells with no objects towards zero.









which sums the errors of all the classes probabilities for each of the grid cells.
3.2 YOLO design
YOLOv1 has a total of 24 convolutional layers (which extract features), followed by 2 fully connected
layers (which make the predictions based on the extracted features. The image input is 448x448
pixels.
Each of the cells in the grid makes a prediction, and therefore the number of predictions is limited
to 98, because each of the 7x7 cells predicts 2 bounding boxes (which causes close object detection
issues).
Non-max suppression is used to remove repeated repetitions (an object may be detected by
different cells at the same time, and therefore, the repeated bounding boxes should be pruned so
that only the ”best” one should remain).
Some of the limitations of this first version of YOLO are the struggle to localize objects correctly
(as shown in the experiments performed in the VOC 2007 dataset in [28]) and the strong spatial
constraint on bounding box predictions (due to the previous explained fact that only 2 predictions
are made per cell).
3.3 YOLOv2
On December 25th of the same year, the original authors published YOLOv2 [29], which introduced
some changes to make YOLO more accurate and faster.
The main introduced changes are:
1. Batch Normalization: Adding this allowed an improvement in convergence and improved
the mAP in more than 2%.
2. High Resolution Classifier: In YOLOv1, training was performed with an image input of
224x224, and then inference was performed with an image input of 448x448. In this new
version, the classification network is first tuned at an image input size of 448x448 during 10
epochs in ImageNet [30].
3. Anchor Boxes: In YOLOv1, the coordinates of bounding boxes were predicted with a fully
connected network on top of the feature extractor. In YOLOv2, this is changed and anchor
boxes are used instead.
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4. Reduced input size: The input size is reduced to 416x416 pixels, which yields a feature map
of 13x13. This input is not fixed; it is changed every 10 batches to force the network to learn
how to predict well across a variety of input dimensions.
5. Increased bounding boxes predictions: By using anchor boxes, YOLOv2 is able to in-
crease the bounding box prediction count from 98 to more than a thousand.
6. Darknet 19: A new architecture with 19 convolutional layers is used.
3.4 YOLOv3
On April 8th, 2018, YOLOv3 the original authors published the paper with what would be their
last update1: YOLOv3 [31].
The main introduced changes were:
1. Objectness score predicted using logistic regression: The objectness score should be 1
if the bounding box prior overlaps a ground truth object by more than any other bounding
box prior (i.e. its the best candidate to make the prediction).
2. Multilabel precition: Each bounding box now uses independent logistic classifiers instead
of softmax to make class predictions, which helps when making predictions in datasets with
overlapping labels (i.e. Dog and German Sheperd).
3. Predictions across scales: YOLOv3 makes predictions at 3 different scales, which yields a
resulting tensor NxNx[3∗ (4+1+80)] for the 4 predicted bounding box offsets, the objectness
prediction and the 80 class predictions (in the case of the COCO dataset).
4. Darknet 53: A new architecture with 53 convolutional layers is used (as shown in figure 3.1).
It uses successive 3x3 and 1x1 convolutional layers with shortcut connections [32].
From this moment, for simplicity YOLOv3 will be referred to as YOLO.
Figure 3.1: YOLOv3 architecture. (Source: [33])
1Joseph Redmon, one of the creators of YOLO, retired from the field of Computer Vision citing ethical concerns.




The most common methods for detecting QR Codes are based on classic computer vision methods.
Recently, though, an interest has been put on studying how Convolutional Neural Networks perform
in this task [17] [16] [34].
One of the main problems with the classic computer vision approach is that deformations in the
QR Code can make it impossible to detect or decode it. In fact, this is the main issue that motivated
this project.
Now that the main CNN architectures have been seen in section 2, the proposed solution is to
use YOLO as baseline to detect QR codes. YOLO is a general detector which seems to have the
better combination of accuracy and speed among all the architectures presented in 2, and the idea
of applying it to detect QR codes is not new. Nonetheless, very few papers researching this idea are
available, such as [27] (see section 2.2.6), and these do not provide much detail. Furthermore, there
are no papers (to the knowledge of the author) that study how the most recent version of YOLO
(see section 3.4) performs in this task.
After seeing the previous work done in QR code detection with YOLO, it is clear that much work
must be done to study this, which will require a lot of time. Due to the data preprocessing issues
that were suffered shortly after the project began (explained in chapter 5) it has been considered
that only QR codes detection would be studied in this project, and that QR codes segmentation
would be left as future work (see section 9.3 for more details).
YOLO has been chosen over SSD because of the latest versions (including the fourth one, re-
leased on April 23rd and which is discussed in section 9.6) improve their performance by a nice
margin. Furthermore, YOLO may be used in combination with YOLACT in the future, which is a
nice possible feature that could come in handy (see section 8.8 for full details on this).
Three main novelties are introduced by this project:
1. Several QR Code datasets labeled with a YOLO compatible format. Although some papers
have used YOLO with QR Codes, the datasets used are not publicly available to the knowledge
of the author.
2. A study of how YOLO performs in the task of detecting QR Codes. There are already some
publications regarding this, like [27]. This project, though, aims to give a deeper study on how
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YOLO performs, including an analysis of how image augmentations can help in the process.
3. A study of how YOLO can handle the classification of QR versions. A paper studying this is
not publicly available to the knowledge of the author.
In chapter 3, the theory behind YOLO has been explained. Chapter 5 explains the datasets
used in the experiments, whereas chapter 6 details the most interesting parts of the implementation





To the knowledge of the author, no QR dataset containing YOLO labels are publicly available in
the internet.
This represents one of the main issues in data science projects: the absence of publicly available
datasets. This has been discussed in papers such as [35], and is a problem that has been suffered
in this project as well. This, in turn, has reduced the amount of time spent in actually processing
these datasets to get some valuable results, and is a problem that should be tackled to help in the
progress of the data science field.
Even though there is a limitation that is not easy to overcome, as many institutions still see open
science and tools as a detriment to themselves, data scientists still have to try to change this situa-
tion. I firmly believe it benefits no one and, more importantly, it slows progress down (think in the
immense amount of time that has been spent in generating the same kind of datasets over and over
again simply because of the fact that the people that had them did not release them).
In [27], the authors describe the use of YOLO to detect barcodes and QR codes and specify two
datasets that were used in the process, but upon downloading one of the two (since the other is
not available) it was found that the label format is incompatible with YOLO, as no bounding box
is present. Therefore, it was clear that the creation of one or more labeled datasets is necessary to
proceed with this project.
Two different sets of labels will be generated for each image: in the first one, the QR version will
not be stored as a class, and in the second one it will. The idea behind this, as explained before, is
to train the model with the same set of images with QR version as a class and without it to study
how well it is able to perform QR codes detection and, separately, classify each version.
A dataset with ”real” images obtained in a Universitat de Barcelona event [36] was expected to
perform some experiments in a real scenario but unluckily due to the COVID-19 situation the event
was cancelled, which this forced that the experiments were only performed in synthetic datasets or
with images obtained in the internet. This increased the amount of time spent in the generation of
the datasets, as they would be the only ones used and not just replacements until the ”real” dataset
could be available.
After generating these two datasets, a third one was created to specifically study the performance
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of YOLO in classifying QR code versions. This is explained in further detail in section 5.4.
5.1 YOLO label format
YOLO’s label format is the following: {class x y w h}, being class the class identifier of the object
present in the bounding box, x and y being the center coordinates of the object, and being w and
h the width and height of the bounding box, respectively.
The coordinates are normalized with respect to the size of the image, and therefore all of their
values are contained in the [0...1] interval.
The format used when generating the datasets of sections 5.2, 5.3 and 5.4 is the same as YOLO’s.
5.2 Dataset 1
In a first iteration, two datasets obtained from [37] were used. In total, the two contain 810 images.
A script was written to automatize the process, which has the following steps:
1. Resize the image to 416x416 pixels. The resultant image keeps the aspect ratio, and this is
ensured by using black background to fill the empty spaces. This is done because the chosen
implementation (see section 6.2) needs images with this size to train.
2. Using an internal ColorSensing module, try to find and decode a QR present in the image.
3. If no QR has been found, discard the resized image. If a QR has been found, store the resized
image and the two label files, all of them with the same name in their respective folders (i.e.
”images”, ”labels” and ”labels no class”.
4. The probability with which an image is assigned to the training, validation or testing dataset is
60%, 20% and 20% respectively. Numpy’s random choice [38] has been chosen for this process.
This resulted in a total of 270 labeled images. As the objective was to have at least about 300
images in total, 55 extra synthetic images containing codes of versions 1 to 4 were added by pro-
cessing them with the previously defined script. All the synthetic images were successfully decoded,
resulting in a total of 325 images, divided in 193 images in the training set, 62 images in the valida-
tion set and 70 in the testing set.
For the 55 synthetic added images, QR codes with classes 1 to 4 were chosen because these ver-
sions were lacking in the dataset, and since are very common, having a similar amount of examples
of these compared to the bigger versions was considered important.
The distribution of QR versions in this dataset is the following:
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QR Version Training Validation Testing
1 7 3 3
2 11 2 2
3 15 3 5
4 29 6 19
5 37 18 13
6 40 15 13
7 27 7 6
8 24 2 4
9 2 4 3
11 0 2 0
15 1 0 1
16 0 0 1
For simplicity, from now on this dataset will be referred to as Dataset 1.
The QR codes with versions 11, 15 and 16 were preserved because of the small amount of data
available. Even though there are not enough to split into the three datasets, it seems it may be
preferable to keep them to allow the feature extractor to have some extra samples, even though these
will probably not be usable to learn to identify these versions. Furthermore, for the experiments in
which no classes are used these samples will not pose any problem.
5.3 Dataset 2
In a second iteration, all of the images of a dataset containing 10.000 synthetic images [39] were
added to the first batch of images. Almost all of these were successfully decoded, which resulted in
a dataset containing a total of 10270 images, divided in 6160 images in the training set, 2085 images
in the validation set and 2025 images in the testing set.
The distribution of QR versions in this dataset is the following:
QR Version Training Validation Testing
1 1487 517 496
2 1499 486 516
3 1522 490 497
4 1524 542 474
5 41 15 12
6 43 13 12
7 18 13 9
8 19 4 7
9 4 5 0
11 1 0 1
15 1 0 1
16 1 0 0
For simplicity, from now on this dataset will be referred to as Dataset 2.
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5.4 Dataset 3
The experiment done in section 7.6 using the Dataset 2 showed that a dataset with a more balanced
class distribution was needed. In order to achieve it, a third dataset was generated, which will be
referred to as Dataset 3.
To create this process, a script was written. The main steps of the script were the following:
1. For every QR code version from 1 to 13 (both included), iterate 950 times.
2. Select a random correction value out of the 4 possible ones (see section 1.2.6).
3. Generate enough random data to fill the specific QR code version being process.
4. Create a QR code with the aforementioned parameters and place it in the center of a 416x416
white image.
5. Generate the appropriate YOLO compatible label.
6. Store both the image and the label in split files with the same names (i.e. 1.txt for the label
and 1.png for the image).
This dataset contains a total of 9750 images with QR Code versions ranging from 1 to 13 (both
included). There are a total of 750 codes of each version, which yields the resulting 9750 images.
As explained before, Dataset 3 has been generated with completely synthetic images that contain
a QR code that codifies random data and uses a random correction method (the combination of the
two guarantees that the variable part of each code will be different). This guarantees that the QR
codes belonging to the same version have some features in common (as the common elements in a
specific QR code version are the same, as explained in section 1.2) but that they are not exactly the
same. This maximizes the amount of different samples while allowing some common features that
can be used to correctly identify each version.
The QR code is located at the center of the image. Even though these ”perfect” conditions may
never happen in a real scenario, it is accepted since the main use of this dataset will be to study
whether if YOLO is able to correctly identify each of the versions of QR codes. Therefore, it is
interesting to begin with the easiest scenario, since if it is not able to perform that task with these
conditions, it will not be able to do so in tougher scenarios.
5.5 Datasets availability
The three datasets used are publicly available at https://www.kaggle.com/hamidl/yoloqrlabeled.
5.6 Image augmentation
Data augmentation tries to reduce the problem of overfitting by tackling the root of the problem:
the training dataset. The augmentations artificially increase the size of the training dataset by either
data warping (a transformation in which the label is preserved) or oversampling (create synthetic
instances and add them to the training dataset). For this project data warping is used, since the
original images are augmented.
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The library imgaug [40] has been chosen to generate the image augmentations. imgaug is a
Python library that ”converts a set of input images into a new, much larger set of slightly altered
images”.
Initially, torchvision [41] was chosen as the library with which to perform augmentations but it
was later discarded because even though its integration with PyTorch [42] made it ideal for this use,
it does not adapt the labels to the augmented image, a necessary feature to use it in this project.
The features that made imgaug the chosen library was that it transforms the label as well as the
image to generate the augmented image, as well as the vast types of augmentations (artistic, blur,
blend, color, etc.) and the fact that it worked with bounding boxes and segmentation maps.
Since Dataset 1 and Dataset 2 contain real images and were used in experiments with different
objectives in mind as Dataset 3, two image augmentation pipelines have been created.
The first one tries to imitate images that are expected to be found in a production environment
in which both QR codes and their versions want to be detected. Therefore, its main task will be to
apply rotations and perspective transformations.
The second image augmentation pipeline has been created with the main task of varying the
sizes of the QR codes present in Dataset 3 to prevent the QR codes of the same version to have
the exact same size and thus be used in its classification. Therefore, its main task will be to apply
resizing transformations.
5.6.1 First image augmentation pipeline
The expected images that a production system would receive would most probably have perspective
and cylindrical deformations, as the QR codes will be attached to either bottles (which would give
them the cylindrical deformation) or to flat surfaces out of which the user would take a picture, not
necessary with an orthogonal angle with respect to the plane of the QR (and, therefore, it would
probably contain a perspective deformation). Knowing this, the image augmentation algorithm
should try to generate these kind of deformations, as they would make the distribution of the images
as similar as possible to those of the production environment.
Specifically, the image augmentation pipeline is the following:
1. GammaContrast: Adjusts image contrast by scaling pixel values to 255∗((v/255)∗∗gamma).
2. Fliplr: Flips 20% of the images horizontally.
3. Rotate: Applies affine rotation on the y-axis to input data.
4. PerspectiveTransform: Applies four point perspective transformations to images.
5. Affine: Scales images to a value between 80% and 120% of their original size, translates images
by -10% and 10% on the x-axis and y-axis and fills new pixels (if any) with a constant value.
As there is no ”direct” method to apply cylindrical deformations with imgaug, only perspective
ones have been taken into account for the experiments.
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The augmentations have been applied online: the image is augmented every time it is read. Some
examples of an original image and its generated augmentations can be seen in figure 5.1.
(a) (b)
(c) (d)
Figure 5.1: (a) Original image (b) Augmentation produced with the first image augmentation
pipeline (c) Idem (d) Idem
5.6.2 Second image augmentation pipeline
As explained in section 5.4, the generated QR codes in Dataset 3 are centered and, as section 1.2.1
explains, the QR codes of different versions have different sizes. Therefore, each version of a QR code
will have a different size, which could be used by YOLO in the classification process. To prevent
this, the following image augmentation pipeline has been defined:
1. ScaleX: Scales images along the width to sizes between 80% and 120%.
2. ScaleY: Scales images along the height to sizes between 80% and 120%.
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The random value by which both axes are scaled is the same to preserve the ratio.
The augmentations have been applied online: the image is augmented every time it is read. Some
examples of an original image and its generated augmentations can be seen in figure 5.2.
(a) (b)
(c) (d)
Figure 5.2: (a) Original image (QR code version 12) (b) Augmentation produced with the second




This section describes the implementation process of the main module, as well as all the extra nec-
essary components (for example, the logging functionality).
6.1 Requirements
To perform the objectives described in section 1.5, a YOLO must be used. It has been chosen to use
an already implemented solution to spare the time in its implementation and invest it in modifying
an already existing one to do what is needed for this project.
A simple implementation would allow an easy modification. By ”simple”, it must be understand
that it does not have any extra features that would make the design excessively complex (i.e. it has
the feature of performing detections with video) since these would not be used for this project, which
is more focused in having a prototype with which research how it performs rather than delivering
an immediate viable product.
Image augmentations were required. These have been explained in detail in section 5, so they
will not be discussed here.
Producing the outputs of the images with the predictions was also needed, since these would be
used in the discussion of the experiments, as well as storing the weights in a file to be able to use
them later on in case it was needed.
The implementation should also have enough performance metrics already implemented, since
these were also necessary in the discussion of the experiments to be able to do quantitative analyses.
Another requirement was logging, since an evaluation of performance was required. In particular,
the comparison between the training and validation loss values was especially interesting to be able
to understand how the network was training and when would the overfitting begin.
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6.2 Tools used
Therefore, it was decided that the implementation that would be use would be one implemented in
PyTorch. Specifically, [43] was chosen. The main reason to choose this over other popular imple-
mentations was that this one was simple enough to be studied and modified as needed, which fit the
requirements explained in section 6.1.
To produce the logs, TensorBoard [44] was considered the ideal tool due to its integration with
PyTorch. The chosen implementation had methods already available to produce TensorBoard logs,
but they contained two main issues: 1) they used TensorFlow, and as such both PyTorch and Ten-
sorFlow needed to be installed and 2) some errors arose during the execution.
6.3 Discussion
Initially, the ”original” implementation of YOLO was explored. Since it is the author implemen-
tation, it seemed a good idea to use it. Furthermore, it is implemented in C and CUDA, which
means that it will perform better than the available implementations with either TensorFlow [45]
or PyTorch [42], as these libraries are just Python wrappers to the actual implementations, which
are written in C++ (and this makes them perform worse2). This implementation, though, proved
difficult to use, especially because modifications of C and CUDA code are complicated. Therefore,
a solution implemented with PyTorch or TensorFlow was deemed necessary. Furthermore, these
frameworks provide extra tools (TensorBoard for logging, for example) that would be needed after-
wards.
Since the repository has not received any updates since May 2019, some fixes were necessary to
solve some of the issues that arose when using it. Among these errors, there were many issues with
training, as the Python process responsible of the Pytorch execution was killed several times due
to memory issues by Linux. When analyzed, the reason behind this issue was found: the process
was using much more memory than the system had, which was quite strange (considering that the
system has 32 GB available, as explained in section 7.2).
This error was solved by using Python’s garbage collector, which was used to free non-used mem-
ory. This solution fixed the problem and saved many hours of training (and considering that this
error sometimes happened after several hours of training this is quite noticeable).
Some other minor errors were also found, but since are not so interesting as the previously ex-
plained, they will be omitted from this section.
To produce the logs, TensorBoard [44] was considered the ideal tool due to its integration with
PyTorch. The chosen implementation had methods already available to produce TensorBoard logs,
but these had two main issues: 1) they used TensorFlow, and as such both PyTorch and TensorFlow
needed to be installed and 2) some errors arose during the execution.
PyTorch requires about 1.4GB of disk space, whereas TensorFlow requires about 1.5GB, so
having TensorFlow installed just for the logging was nonsense.
2A good explanation on the issues with Python for Deep Learning in this [46] FastAI post
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As such, the logging functions needed to be improved. The decisions made were: clear the depen-
dency on TensorFlow to be able to use TensorBoard without the need of having the first installed
(since PyTorch now includes TensorBoard functionalities built in, this was not too problematic)
and create a new function exclusively to generate a visualization with the comparison between the
training and validation losses. The validation loss function was not being calculated by the default




This section introduces the experiments and results obtained with several different datasets, as well
as their results and an explanation of why they were made.
For all the experiments, the weights when the model had a highest validation mAP are stored.
These weights are later used to compute the mAP in the testing dataset, as well as to make the
inferences shown.
Several hypotheses are going to be studied in this section:
1. Can transfer learning be used to perform QR codes detection? This will be studied
in section 7.3. In these experiments, the performance of transfer learning will be studied,
and a decision will be made: to use it or not for the rest of the experiments. It would be
interesting to perform all the experiments both with and without transfer learning, but due
to time constraints, only one setup can be studied. Therefore, it is necessary to do this before
any of the successive experiments can be performed.
2. Can YOLO detect QR codes? This will be studied in sections 7.4 and 7.5. It has been split
in two sections because this task is first performed without image augmentations. Afterwards,
image augmentations are applied to check whether them improve or not the obtained results.
3. Can image augmentations be used in combination of synthetic images? As explained
in section 5, synthetic images comprise the core of Dataset 2. This arises the hypothesis of
whether if image augmentations can be used to try to mitigate this issue by trying to generate
images as close as those expected to be found in ”real” scenarios.
4. Can YOLO classify QR codes by their version? This will be studied in sections 7.6 and
7.7. In these experiments, it will be studied whether YOLO is able of correctly classify the
versions of QR codes (see section 1.2.1) or not. For these experiments, fully synthetic datasets
will be used with one idea in mind: if YOLO is not able to detect them in images with ”perfect
conditions”, it will not be able to do so in a production environment.
5. Can a shallower and faster version of YOLO be used to classify QR codes by their
version without loosing too much performance? This will be studied in section 7.9. In
this experiment, YOLO-tiny will be used. This shallower version of YOLO is able to train and
perform detections much faster, which would be a very interesting property, but at the cost
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of a loss in performance. This experiment will try to check whether if YOLO-tiny is able to
correctly classify the versions of QR codes. For these experiments, fully synthetic images will
be used as well with the same idea in mind as previously explained.
The aforementioned hypotheses can be used to determine whether the objectives explained in
section 1.5 can be achieved or not. Due to time constraints, it has been decided that the segmentation
of QR codes will not be studied to be able to study in more depth the detection of QR codes (i.e.
how good the is at detecting QR codes, how good is it at detecting QR code versions and how fast
it can get without loosing performance).
7.1 Performance metric
To study how the results of the following experiments perform and decide which one is better, a
performance metric needs to be chosen. Since the mean Average Precision (mAP) is a very common
performance metric in Computer Vision, the experiments in the subsequent sections will use it.
To define it, the Intersection over Union must be described first. The IoU is the proportion given
by the ratio of the area of the intersection and area of union of the predicted bounding box. Figure
7.1 gives a visual example.
Figure 7.1: Intersection over Union. (Source: [47])
The IoU is used to determine if the prediction is a:
1. True Positive: The IoU is greater than the threshold value and the predicted class matches
the ground truth.
2. False Positive: The IoU is lesser than the threshold value.
3. False Negative: The IoU is greater than the threshold value but the predicted class in
incorrect, or no prediction has been performed where a ground truth was present.
A typical IoU value in computer vision is 0.5 (as the one used in this project; see section 7.2).
The Average Precision (AP) is obtained by calculating the area under the precision-recall curve,
which describes how the precision (the number of correct guesses by the model) and the recall (if
the model has guessed correctly the number of times it should have guessed) vary.
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7.2 Experimental setup
All the experiments have been performed in a personal computer with a Nvidia RTX 2080 SUPER
GPU, which has 8GB of VRAM, an AMD 3900X processor, which has 12 cores and 24 threads and
32GB of RAM memory (due to the fact that because of the COVID-19, a server bought to perform
the experiments but it could not be installed before the company facilities were closed).
The IoU threshold has been set to 0.5 for all the experiments. The confidence threshold has been
set to 0.5 (i.e. the detections with a confidence interval lower than 0.5 are removed) and the NMS
(Non Maximum Supression) threshold has been set to 0.5 for the NMS process.
The learning rate has been set to 0.001, and remains fixed during the entire training process.
The decay is set to 0.0005 and the momentum is set to 0.9.
Adam [48] has been used as the optimizer.
In sections 7.3, 7.4, 7.5 and 7.6, the testing dataset from Dataset 1 will be used as testing dataset,
both when training with Dataset 1 as when training with Dataset 2.
Furthermore, in the experiments in which Dataset 1 is used more epochs will be run in compari-
son with the experiments in which Dataset 2 is used. The reason behind this is that the first dataset
contains way less images (as explained in 5), which means that each epoch takes less time to run
and, therefore, more epochs can be performed in the same amount of time. Since the experiments
have been run in a personal computer (as explained in section 7.2), unfortunately, the training time
has been less than what would have been desired.
In sections 7.7, 7.8 and 7.9, the testing dataset from Dataset 3 will be used as testing dataset.
7.3 Transfer learning
7.3.1 Settings
As stated in [49], ”the study of transfer learning is motivated by the fact that people can intelligently
apply knowledge learned previously to solve new problems faster or with better solutions.”
Therefore, it is interesting to check whether a feature extractor trained with a common dataset
(like ImageNet) can be used to detect QR codes. To study this, the weights of Darknet 53 (YOLO ’s
backbone) pretrained with ImageNet can be used to obtain a good performance.
The ImageNet dataset contains more than 14 million images (more specifically, a total of 14.197.122
images [30]) and more than 20 thousand categories. QR codes are not contained as a class in it, and
as such we believe that training a custom feature extractor with the datasets explained in section 5
will be better than using a feature extractor trained with ImageNet.
To test that, pretrained Darknet 53 have been downloaded from [50] and used to train the clas-
sifier. Two tests will be performed, one in which the weights of the backbone will be freezed (figures
7.2 and 7.3) and one in which the weights will not be freezed (figures 7.8 and 7.9).
37
The classifier weights are initialized with values drawn from a normal distribution with mean 0
and standard deviation 0.02.
For all these experiments, Dataset 1 and Dataset 2 are going to be used. For testing, the testing
dataset of Dataset 1 is going to be used.
No image augmentations were applied, either when freezing the pretrained backbone as well as
when the pretrained backbone was used to initialize weights.
To make the predictions after training, the weights of the epoch with the highest validation mAP
score are used. When using the Dataset 1, a total of 1000 epochs were run, whereas when using the
Dataset 2, a total of 120 epochs were run.
As explained in section 7.2, the difference between the epochs is due to the available hardware.
For readers without much experience in machine learning, [51] may be useful to understand the
graphs shown in the results section, both for this experiment as for the performed in the following
sections.
7.3.2 Results: freezed backbone
When freezing the Darknet 53 backbone, the obtained training and validation losses are the following:
Figure 7.2: Training and validation loss functions when training with Dataset 1 and using the
freezed pretrained Darknet 53 backbone with ImageNet.
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Figure 7.3: Training and validation loss functions when training with Dataset 2 and using the
freezed pretrained Darknet 53 backbone with ImageNet.
And the obtained mAPs are:
Metric Dataset 1 Dataset 2
mAP 0.967 0.985
Table 7.1: Model performance metrics after training with both datasets and using the freezed
pretrained Darknet 53 backbone with ImageNet.
7.3.3 Discussion: freezed backbone
The validation losses are higher when using the pretrained Darknet 53 backbone, as can be seen
when comparing figures 7.2, 7.3 and figures 7.10, 7.11.
These results hints that the model trains better when not using the pretrained Darknet 53 back-
bone, as the loss function takes into account the sum of squares error between the predicted bounding
boxes and the ground truth coordinates, among other things (as seen in section 3.1). Therefore, it
must be assumed that the higher validation losses are caused by bounding boxes predictions which
are farther to the ”real” value.
Furthermore, when training the backbone from scratch, the obtained validation losses seem to
be more stable, which hint that training the backbone from scratch provides better results.
Moving on to the obtained mAP, the results obtained in table 7.1 seem to be better than those
seen in table 7.3. Even though the mAP obtained in Dataset 1 are almost equal, when comparing
them in Dataset 2 the results obtained when using a pretrained backbone are better. The reason
behind this is not very clear, but it may most probably be due to the fact that the features extracted
from synthetic images are not of much value when making predictions in a testing dataset containing
real images.
For the reasons explained in the Rebuttal section of [31], it is interesting to see visually the results




Figure 7.4: (a) Detection by model trained with Dataset 1 and transfer learning (b) Detection by
model trained with Dataset 2 and transfer learning
(a) (b)
Figure 7.5: (a) Detection by model trained with Dataset 1 and transfer learning (b) Detection by
model trained with Dataset 2 and transfer learning
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(a) (b)
Figure 7.6: (a) Detection by model trained with Dataset 1 and transfer learning (b) Detection by
model trained with Dataset 2 and transfer learning
It seems that some of the bounding boxes are more accurate when training the feature extractor
and using the Dataset 1 (figures 7.12, 7.13 and 7.14) are better than those produced when using
transfer learning (figures 7.4, 7.5, 7.6), as the bounding boxes are more adjusted to the QR codes.
When training with the Dataset 2, transfer learning proves its value and the inferences are better,
since no multiple predictions are made. There are some predictions, though, where the predicted
bounding boxes are larger than the QR code, which hints that using transfer learning also has some
problems (figure 7.7).
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Figure 7.7: Inference produced when using transfer learning and the Dataset 2 where the predicted
bounding box is greater than the QR code.
7.3.4 Results: non-freezed backbone
When not freezing the backbone, the obtained training and validation losses are the following:
Figure 7.8: Training and validation loss functions when training with Dataset 1 and using the
non-freezed pretrained Darknet 53 backbone with ImageNet.
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Figure 7.9: Training and validation loss functions when training with Dataset 2 and using the
non-freezed pretrained Darknet 53 backbone with ImageNet.
The obtained mAPs are:
Metric Dataset 1 Dataset 2
mAP 0.956 0.949
Table 7.2: Model performance metrics after training with both datasets and using the non-freezed
pretrained Darknet 53 backbone with ImageNet.
7.3.5 Discussion: non-freezed backbone
The validation loss is way more unstable when training with Dataset 1 using the non-freezed pre-
trained Darknet 53 backbone, and its value is also higher until the last 200 epochs (see figures 7.8
and 7.10). When using Dataset 2, the validation loss is also more unstable, with a constant increase
until the 12th epoch and a decreasing from that point onward (see figures 7.9 and 7.11).
The validation and training losses seem to hint that not freezing the pretrained Darknet 53
backbone offers a worse performance. The reason behind the observed spikes in figure 7.8 are un-
known. They hint that, for some reason, there are extreme deviations between the predictions and
the ground truths, which is fixed short after. Since these extreme spikes are only observed in this
section, it seems that they may be related to the fact that the unfreezed pretrained backbone is
being used. Trying different hyper-parameters and a different optimizer may reduce them. This
should be further studied to understand the reason behind it.
Comparing the obtained mAPs, the results seen in table 7.2 show that the results are quite good.
It is interesting to see that the mAP slightly decreases when training with Dataset 2. The reason
behind this may be due to the fact that the testing dataset of Dataset 1 is being used for both ex-
periments, and since almost no synthetic images are present there, the extra synthetic images added
to Dataset 2 in comparison to Dataset 1 do not provide many useful features for the predictions.
When comparing the results obtained in table 7.2 to the results seen in table 7.1, it is seen that
the performance is slightly worse both training with Dataset 1 and when training with Dataset 2.
This may be due to the fact more training is needed (take into account that training was performed
during 120 epochs) or that the synthetic images added in Dataset 2 do not provide much value.
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7.3.6 Discussion: transfer learning
At a first sight, it seems that it may be interesting to use transfer learning when small datasets
are available to train the feature extractor but not with large datasets, as it may be the case with
datasets as big as Dataset 2 and Dataset 3 (sections 7.7 and 7.8) and, especially, with even larger
ones.
Nonetheless, the results obtained when using Dataset 1 proves the contrary. When using that
dataset, the results obtained with a backbone trained from scratch seem to be better than when
using transfer learning.
On the other hand, when using a bigger dataset such as Dataset 2 transfer learning provides
better results than training the backbone from scratch which, again, is not what was expected.
One extra issue thay may worsen the results obtained when training the backbone from scratch
is training time. It is not stated for how many epochs the pretrained Darknet 53 has been trained,
but taking into account previous Darknet backbones versions trained by the same author, it may be
assumed that it has been trained for 160 epochs in ImageNet (as with Darknet 19 ; see [28]). This is
much more than the performed in sections 7.3.2 and 7.3.4. Therefore, it may be assumed that with
more training (which could not be done because of the hardware available), the results could improve.
Furthermore, this project does not aims to provide a functioning prototype, but is more oriented
to be a starting point in the research of how YOLO performs when detecting and classifying QR
codes. As such, training the custom backbone from scratch seems more interesting than using trans-
fer learning.
In this project, and due to the aforementioned reasons and issues, transfer learning will not be
used, and the feature extractor will be trained with the QR codes datasets instead.
Nonetheless, it must be noted that even though it has not been done in this project, it would be
interesting to perform all of the experiments in section 7 with transfer learning to see if there may
be any scenario in which using it could be helpful.
7.4 QR codes without augmentations
7.4.1 Settings
After this, the next question that was necessary to answer was ”Can YOLO detect QR codes in im-
ages?”. In [28] and [29], the authors study the performance of YOLO and show how well it performs
in detecting and classifying objects. QR Codes, though, are not a class in any of the datasets that
they train use in their benchmarks, so even though it seems that YOLO will be able to detect them,
it is necessary to prove that.
The model weights are initialized with values drawn from a normal distribution with mean 0 and
standard deviation 0.02.
Both the Dataset 1 and Dataset 2 were used to train the model. For testing, the testing dataset
of Dataset 1 will be used.
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No augmentations were used for first experiment.
To make the predictions after training, the weights of the epoch with the highest validation mAP
score are used. When using the Dataset 1 a total of 1000 epochs were run, whereas when using the
Dataset 2 a total of 113 epochs were run.
7.4.2 Results
The obtained training and validation losses are the following:
Figure 7.10: Training and validation loss functions when training with Dataset 1.
Figure 7.11: Training and validation loss functions when training with Dataset 2.
The obtained mAPs are the following:
Metric Dataset 1 Dataset 2
mAP 0.964 0.759
Table 7.3: Model performance metrics after training with both datasets.
To further visualize how the model performs, the next step is to make inferences in the testing
dataset and check the output:
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(a) (b)
Figure 7.12: (a) Detection by model trained with Dataset 1 (b) Detection by model trained with
Dataset 2
(a) (b)




Figure 7.14: (a) Detection by model trained with Dataset 1 (b) Detection by model trained with
Dataset 2
7.4.3 Discussion
When training with Dataset 1, the loss comparison seen in figure 7.10 shows that the training loss
starts to be reduced at the 20th epoch, and performs as expected until the 120th epoch, in which
the validation loss function soars. After this spike, it decreases and remains stable for the rest of
the epochs, raising slightly at the end. On the other hand, the loss function in the training dataset
decreases quickly during the first 100 epochs, after which it stabilizes and remains near at 0 for the
rest of the training.
These results show that the model is training adequately, and that it may start to overfit at the
end, when the validation loss starts to increase very slightly. It can be seen, as well, that the small
size of the dataset allows for a very sharp decrease in the training loss, since the model is able to
learn the features from the few examples available very quickly, and that overfitting is harder to
achieve since the training, validation and testing images are very similar between them.
On the other hand, when training with Dataset 2, the loss comparison seen in figure 7.11 shows
that the model is able to reduce the training loss to almost 0 since the very beginning, and that it
keeps it that way for the rest of the training. Contrarily, the validation loss increases during the
first 7 epochs and is reduced after that until the 38th epoch, in which it starts to increase very slightly.
It must be recalled that, as virtually all images in this dataset are synthetic and with very sim-
ilar QR Codes (since their versions range from 1 to 4), the model is able to make detections very
easily, since the conditions are optimal (centered QR Code with no noise, white background and no
deformation), as expected.
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It is very interesting to see how the model trained with the Dataset 2 has trouble detecting QR
Codes (as seen in figures 7.12, 7.13 and 7.14), since some of the times it makes multiple different
detections in one QR Code. A possible reason behind this is that Dataset 2 has a distribution
highly biased towards codes of versions 1, 2, 3 and 4, whereas the testing dataset contains more
evenly distributed images, which may cause that the model missclassifies as a QR Code a group of
alignment patterns (this can be seen in Figure 5).
These results show that detecting QR Codes with YOLO is feasible, but the next question that
arises is: ¿Could image augmentation be used to improve the obtained results and achieve a model
that is able to generalize better? The next section tries to answer this.
7.5 QR codes with augmentations
7.5.1 Settings
The first batch of experiments main objective was to try to study how the model trains with two
datasets with no augmentation.
The augmentations used are the same as the ones explained in section 5.6. They try to gener-
ate images with scenes similar to those expected to be found in a real-world scenario. The main
objective when using these techniques is to try to increase the performance when working with the
testing dataset. This should make validation loss function decrease slower but steadily.
The model weights are initialized with values drawn from a normal distribution with mean 0 and
standard deviation 0.02.
Both the Dataset 1 and Dataset 2 were used to train the model. For testing, the testing dataset
of Dataset 1 will be used.
To make the predictions after training, the weights of the epoch with the highest validation mAP
score are used. When using the Dataset 1 a total of 1000 epochs were run, whereas when using the
Dataset 2 a total of 138 epochs were run.
7.5.2 Results
The obtained training and validation losses are the following:
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Figure 7.15: Training and validation loss functions when training with Dataset 1.
Figure 7.16: Training and validation loss functions when training with Dataset 2.
The obtained mAPs are the following:
Metric Dataset 1 Dataset 2
mAP 0.887 0.388
Table 7.4: Model performance metrics after training with both datasets and applying image aug-
mentations.
To further visualize how the model performs, seeing some of the inferences with testing images
may be of help:
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(a) (b)
Figure 7.17: (a) Detection by model trained with Dataset 1 (b) Detection by model trained with
Dataset 2
(a) (b)




Figure 7.19: (a) Detection by model trained with Dataset 1 (b) Detection by model trained with
Dataset 2
7.5.3 Discussion
The results show that when training with Dataset 1, the training loss is way higher than when not
augmenting images (see figures 7.10 and 7.15), and even though it decreases quickly, it stabilizes in
a higher value than when no augmentations are applied. The validation loss is more interesting, as
it fluctuates a lot during the first 60 epochs, and then stabilizes. This stabilization, though, is not
as pronounced as when no augmentations are used. This may be due to the fact that the images
are not as stable as before (even though each augmented image is based on the same ”base” image,
there is a high degree of variation). When stabilized, the validation loss stays at a lower value when
using image augmentations, which seems to hint that the obtained results are better.
This situation is very similar in the case of the Dataset 2. The training loss starts at a higher
value, but then lowers quite rapidly and then stabilizes at almost 0 (see figure 7.16). The validation
loss, though, is quite irregular. It decreases very fast, but has 4 high spikes afterwards. Nonetheless,
the validation loss is able to decrease until the epoch 78, after which it starts to increase slowly. As
in the previous case, the validation loss stays at a lower value when augmenting (see figures 7.11
and 7.16).
In both cases, the observed spikes may be due to the fact that the image augmentation pipeline is
introducing changes that cause the network to train with incorrect samples in certain epochs. This
especially affects the model when using Dataset 2, as seen in the more pronounced spikes in figure
7.16. Since the only difference between the two datasets is the proportion of synthetic images, this
may be the reason causing this issue.
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It seems that applying image augmentation allows the model to train better, as the validation
loss function can be lowered more than when not doing it. A more important question now arises,
and is how does this model performs in the testing set. The results seen in figures 7.17, 7.18 and
7.19 show that the results are not as promising as the training and validation losses seemed to tell.
More specifically, the model trained with Dataset 2 seems to have many issues at performing de-
tections, as many QR codes are incorrectly treated as background. Furthermore, the model trained
with Dataset 1 fails at some predictions that were made correctly (or at least better) when no image
augmentations were applied (an example of this can be seen in figures 7.13 and 7.18).
It is worth noting that several iterations of the image augmentation pipeline were done to fine-
tune the process until good enough results were obtained. Therefore, it does not seem that this may
be the problem. A visual example of the resulting augmented images can be seen in figure 5.1.
Therefore, it seems that both results are worse than when not applying augmentations. This
may be explained by the fact that the model needs to train during more epochs to generalize better.
Because of the limitations of the hardware available for this project this has not been possible, but
this will clearly make one objective for the section 9.
7.6 QR codes with classes
7.6.1 Settings
Now that the QR code detection has been studied, it is time to study the classification of QR codes
(i.e. not only detecting a code, but correctly classifying its version).
The classifier weights are initialized with values drawn from a normal distribution with mean 0
and standard deviation 0.02.
For these experiments no image augmentations were performed, and instead of using a single
QR class, the versions of the QR codes were used. Therefore, model will have to learn to discern
between these classes.
For the Dataset 1, that meant that there were a total of 12 classes (QRv1, QRv2, QRv3, QRv4,
QRv5, QRv6, QRv7, QRv8, QRv9, QRv11, QRv15 and QRv16 ). For the Dataset 2, it meant that
there were a total of 12 classes as well (the same ones as in the previous case since, as it can be
deduced from the explanation of its generation in section 5).
To make the predictions after training, the weights of the epoch with the highest validation mAP
score are used. When using the Dataset 1, a total of 1000 epochs were run, whereas when using the
Dataset 2, a total of 120 epochs were run.
Considering that this task is harder than just detecting a QR code, a decrease in the mAP is
expected. The distribution of QR codes versions of both datasets, explained in section 5, must be
taken into account for these experiments.
7.6.2 Results
The obtained training and validation losses are the following:
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Figure 7.20: Training and validation loss functions when training with Dataset 1.
Figure 7.21: Training and validation loss functions when training with Dataset 2.
The obtained mAPs were the following:
Metric Dataset 1 Dataset 2
mAP 0.462 0.454
Table 7.5: Model performance metrics after training with both datasets.




Figure 7.22: (a) Detection by model trained with Dataset 1 (b) Detection by model trained with
Dataset 2. The QR version is 3.
(a) (b)
Figure 7.23: (a) Detection by model trained with Dataset 1 (b) Detection by model trained with
Dataset 2. The correct QR version is 4.
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(a) (b)
Figure 7.24: (a) Detection by model trained with Dataset 1 (b) Detection by model trained with
Dataset 2. The correct QR version is 9.
7.6.3 Discussion
The training with the Dataset 1 seems to be very stable (see figure 7.20), as both the training and
validation error stabilize rapidly. It is interesting to note, though, that there is a descent in the
validation loss pass the epoch 930.
On the other hand, training the model with the Dataset 2 is way more unstable (see figure 7.21),
with successive increases and decreases in the validation loss.
As expected, the mAP has lowered, since the task is much harder than just locating a QR code.
It is interesting to see how training with both datasets provide similar results, even though the
obtained loss functions (see figures 7.20 and 7.21) show very different patterns. The results, then,
will probably be explained by the fact that the images in the testing dataset do not contain many
QR codes with versions ranging from 1 to 4, which are the ones that are added to Dataset 1 to
create Dataset 2 (an in depth explanation of this can be read in section 5).
From the three predictions (see figures 7.22, 7.23 and 7.24), it can be seen that both networks
struggle with the correct version, as they predict several versions for each QR code and, moreover,
sometimes none of these predictions is correct (figure 7.24).
As explained previously, the case of figure 7.24 is expected for the model trained with Dataset 2,
as the extra 10.000 samples contain QR codes with versions ranging from 1 to 4 and, therefore, no
increase in the performance for the rest of the QR versions is expected (as is the case with this image).
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Here, it is very clear that a better dataset, with a balanced distribution and many more examples,
is needed to be able to conclude whether YOLO is able of predicting the QR code version or not.
Nonetheless, and considering the two datasets with which the experiments have been performed, the
results are positive.
7.7 QR codes with classes in a balanced dataset
7.7.1 Settings
The issues of not having big enough datasets has been seen in the previous section. Nonetheless,
there is a way to check if YOLO is able to correctly classify different versions of QR codes.
To do this, a completely synthetic dataset has been generated: Dataset 3. The idea behind it is
to create a dataset with the best possible conditions: all the backgrounds are white, the QR have
a 0o orientation, the direction from which they are being pointed at is orthogonal to the QR code
plane, and no artifacts are present in the image (no blur or excessive lighting, etc.).
This dataset will be used to train YOLO without applying image augmentations, and then
inferences will be made over the testing dataset (which will also be synthetic and will have the same
conditions mentioned before). If the model is able to correctly distinguish them in this scenario,
it will probably make no sense to try to train with images in worse scenarios (blurred images,
perspective deformations, etc.).
Therefore, the results obtained in this section should be treated as a baseline of how YOLO
performs in the classification of different QR versions.
The model weights are initialized with values drawn from a normal distribution with mean 0 and
standard deviation 0.02.
To make the predictions after training, the weights of the epoch with the highest validation mAP
score are used. The model was trained during 168 epochs.
7.7.2 Results
The obtained training and validation losses were the following:
Figure 7.25: Training and validation loss functions when training with Dataset 3.
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In the testing dataset, the model obtains the following performance:
Metric Dataset 3
mAP 0.9997
Table 7.6: Model performance metrics after training with Dataset 3.
7.7.3 Discussion
As it can be seen in figure 7.25, the training loss is stable at almost 0. The validation loss decreases
very quickly and reaches its minimum at epochs 17 and 18 (it has the same value at both of them).
After that, it starts to slowly increase and, even though it has some descents, they do not offset the
previous increases. This may indicate that the model starts to overfit at these epochs.
The results show that YOLO is indeed able of correctly identifying different QR codes. It must
be noted, again, that this dataset may not be used in a real case scenario, as it is composed by
centered QR codes, with different size (as each QR version differs in size because it contains more
information) and with a constant white background.
Nonetheless, as in Dataset 3 the QR codes are centered and each QR code version has a different
size, a question arises after seeing these results: ”Does YOLO really learns how to distinguish between
QR code versions, or does it simply classifies them depending on their size?”. To be able to really
conclude that YOLO is indeed able of correctly classifying between QR code classes, this question
will be answered in the next section.
7.8 Varying bounding boxes sizes
7.8.1 Settings
The next step to check whether YOLO is really able to distinguish between the QR code versions
is to scale the images, so that the sizes of the bounding boxes are not fixed for each of the classes
(see section 5.6.2. If the model is still able to distinguish them with varying bounding boxes sizes,
then it could be concluded that it really is able to perform this task.
For this section, the same dataset used in section 7.7 will be used (Dataset 3 ).
The augmentations used in this section to achieve the bounding resizing are defined in section
5.6.2.
The model weights are initialized with values drawn from a normal distribution with mean 0 and
standard deviation 0.02.
To make the predictions after training, the weights of the epoch with the highest validation mAP
score are used. The model was trained during 158 epochs.
7.8.2 Results
The obtained training and validation losses are the following:
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Figure 7.26: Training and validation loss functions when training with Dataset 3.
The obtained mAP is the following:
Metric Dataset 3
mAP 1
Table 7.7: Model performance metrics after training with Dataset 3 applying the augmentations
in section 7.8.
7.8.3 Discussion
These results confirm that YOLO is able of correctly differentiating the versions of QR codes, as
the obtained performance is not due to the fixed size of each QR version but to its shape.
It is interesting to see how this model performs in detecting the classes of the QR codes of the
Dataset 1 testing dataset. Unsurprisingly, no detections are performed in any of these images (in




Figure 7.27: (a) (b) (c) Detections by model trained with Dataset 3.
It is clear that training with a synthetic dataset will not allow the model to generalize and,
therefore, a good performance in a real production scenario cannot be expected. This highlights the





As stated in section 1.5, one of the initial objectives of the project was to get a model able to perform
detections as fast as possible. Darknet 19, a shallower version of YOLO, seems to be perfect for this.
task.
The structure of Darknet 19 (or YOLO-tiny, a variation of the original Darknet 53, can be useful
for that purpose. It has 19 convolutional layers (which gives its name) and 5 maxpooling layers.
Being shallower than Darknet 53 its performance may be worse, but it could be still good enough
for the required task, with the obvious advantage of the increased speed both in training and when
making inferences.
A first run will be executed in which no image augmentations will be applied. In a second run,
the image augmentations explained in section 7.8.1 will be used.
The model weights are initialized with values drawn from a normal distribution with mean 0 and
standard deviation 0.02.
To make the predictions after training, the weights of the epoch with the highest validation
mAP score are used. The model was trained during 140 epochs (when no image augmentations were
applied) and 144 epochs (when image augmentations were applied).
7.9.2 Results
The obtained training and validation losses are the following:
Figure 7.28: Training and validation loss functions when training with Dataset 3, using Darknet
19 and not applying image augmentations.
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Figure 7.29: Training and validation loss functions when training with Dataset 3, using Darknet
19 and applying image augmentations.
The obtained performance is the following:
Metric Dataset 3 Dataset 3 (with augs.)
mAP 1 1
Table 7.8: Model performance metrics after training with Dataset 3, both without applying and
applying the same image augmentations as in section 7.8 respectively, and using Darknet 19.
Some of the inferences made were these. The predictions shown are made by the model trained
with the image augmentations explained in section 7.8 and the model in this section that was trained
when applying image augmentations:
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(a) (b)
Figure 7.30: (a) Detection by YOLO model (b) Detection by YOLO model. The correct QR
version is 6.
(a) (b)




Figure 7.32: (a) Detection by YOLO model (b) Detection by YOLO model. The correct QR
version is 7.
7.9.3 Discussion
It is interesting to see how the shapes of the training and validation losses are very similar when
using Darknet 53 (figures 7.25 and 7.26) and Darknet 19 backbones (figures 7.28 and 7.29), both
with and without augmentations respectively.
The reason behind the consistent increase in the validation loss seen in figure 7.28 may be due
to the fact that the model is overfitting. This could be possible, but nonetheless the model still
manages to get a mAP of 1 in the testing dataset. Since this increase is flattened in figure 7.29 and
the only difference between them is the use of image augmentations (see 5.6.2), it may be due to
the fact that the model was indeed using the size to classify the QR codes and thus, was overfitting
much faster.
In terms of time comparison, the model took 3 hours and 1 minute to train 140 epochs, whereas
when using Darknet 53 it took 9 hours and 28 minutes, which results in a speed-up of 3.14x while
keeping the same performance.
The batch size when training both models was set to 4 for the sake of compare the times with
equal conditions, but it is noteworthy to say that Darknet 19 allows for a greater batch size, since
the amount of memory that it requires is way lower, which means that the batch size could be
increased with the same hardware to obtain an even faster training time.
With 8GB of VRAM (see section 7.2), the total batch size can be increased to 32 and the model
still fits in memory (in contrast with the previous 4 batches). Using this batch size allows the model
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to be trained during 140 epochs in just 1 hour and 23 minutes, which represents a speed-up of x6.84
compared to using Darknet 53. This is especially interesting for small start-ups and spin-offs like
ColorSensing that have a limited budget to spend in expensive hardware (such as the professional
grade GPUs, which can cost from almost 3.000 euros [52] to 10.000 euros [53] (and even more if the
data center solutions are taken into consideration).
Each of the inferences made by YOLO-tiny took about 0:00:00.005547, in comparison with the
time of 0:00:00.025401 needed by YOLO, which represents a speed-up of x4.579 is really impres-
sive considering that the model did not loose any performance in terms of mAP. It must be noted,
though, than in a real scenario it would most certainly would, but it still is impressive nonetheless.
The obtained results show that YOLO-tiny is indeed a very interesting option that should be
explored further when training the model with more realistic datasets.
When moving to the predictions comparison, the results shown in figures 7.30, 7.31 and 7.32 show
that the predictions made by both models are virtually the same, which shows that no performance
is lost when using YOLO-tiny. It must be noted, though, that this would most probably not be the





Along all the experiments performed in section 7, the different hypothesis stated in section 7 have
been proved. Let’s recall them and how have they been confirmed:
1. Can transfer learning be used to perform QR codes detection? This has been checked
in section 7.3, and it has been seen that transfer learning indeed gives a good performance.
So good, indeed, that it would be very interesting to repeat all the experiments using it to see
how the performance varies.
2. Can YOLO detect QR codes? Indeed it can. Sections 7.3, 7.4 and 7.5 prove that YOLO
is able of detecting QR codes. The results also show that the dataset plays a central role in
the performance that the model is able to yield. But the results, nonetheless, are good enough
to confirm this hypothesis.
3. Can image augmentations be used in combination of synthetic images? This has
been proved in section 7.8, but the results obtained in section 7.5 have not been so positive.
This should be further study to analyze whether if the decrease in performance seen in section
7.5 is due to a lack of training or to a poor image augmentation pipeline. The second option
seems unlikely, for the reasons explained in section 7.5.3.
4. Can YOLO classify QR codes by their version? Indeed it can. This has been proved
in sections 7.6, 7.7 and 7.8. The performance obtained in these sections proves that YOLO is
more than capable of doing this.
5. Can a shallower and faster version of YOLO be used to classify QR codes by their
version without loosing too much performance? Yes. It has been proved in section
7.9, in which YOLO-tiny has been used to classify the synthetic images from Dataset 3. The
results have been excellent, and encourage further study to show the balance between the loss
of performance and the increase in inference speed in a dataset containing real images rather
than synthetic ones.
In the sections that follow, the main conclusions drawn out of the experiments will be explained
in more detail.
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8.1 Weighted cross entropy
As seen in sections 7.6 and 7.7, having a dataset in which the classes are not evenly distributed can
be a problem, especially when there is an extreme imbalance, in which case the model may totally
ignore the less common classes. A solution to this problem could be to apply weighted cross entropy,
which can be used to force the model to weight more the classes which are less frequent.
8.2 Dataset importance
All the subsections of the section ?? lead to a common issue: the need of a proper dataset to train.
In section 7.8, it has been seen how a model with a synthetic dataset with balanced classes is not
enough to make predictions on a testing dataset containing real images. This is obvious, as the
distributions of both datasets are not the same, as one contains synthetic images with ”perfect con-
ditions” (white background, no deformations, orthogonal view angle with respect to the QR code)
whereas the other contains actual images, with what that entails (deformed QR codes, blurred pic-
tures, perspective deformations, etc.).
A typical technique used to try to cope with this problem is image augmentation, but as sec-
tion 7.5 shows, it is not enough when the training and testing datasets distributions are too different.
Having a large dataset, though, is not easy. The three datasets generated (section 5) took a
greater amount of time than expected, and in situations like this project (with a time-span limited
to three months of work), generating and labeling a dataset large enough to obtain a good perfor-
mance would probably take more time than actually performing experiments with it.
8.3 QR code detection
The main task of detecting QR codes has been performed with mixed results. Section 7.4 has
proved that it is indeed possible, but section 7.5 has shown poor results, especially when working
with Dataset 2. It was expected that the image augmentation process improved the results or, at
least, did not make them that much worse. This may indicate that some improvement in the image
augmentation process could be achieved, such as reducing the effects to deform the images to a lesser
extent.
Furthermore, the results obtained in section 7.3 prove that the model is indeed able of performing
the detections correctly, and it encourages the future work of deeply analyzing how transfer learning
would perform in the experiments.
8.4 Transfer learning
As seen in section 7.3, transfer learning seemed to provide some interesting results. Even though
the validation loss was worse than when not using the pretrained Darknet 53 backbone, the per-
formance in terms of mAP was indeed very good (and, when using Dataset 2, it outperformed the
model trained from scratch).
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Even though it has not been done because due to time constraints, repeating the experiments
applying transfer learning could provide very useful insights and would very probably yield slightly
better results than those obtained in some of the experiments.
8.5 QR version classification
One of the main objectives of this project was to study whether if YOLO was able of correctly
classifying QR codes versions. In sections 7.6 and 7.7, it has been seen that YOLO is indeed able
of performing this task for QR versions ranging from 1 to 13 in the best possible conditions (since
a synthetic dataset was used). It is expected that the model would be able to do that as well with
greater versions of QR codes.
This conclusion is pretty positive for this project, since it confirms the initial hypothesis that
YOLO can be used for this task with a high degree of success, but does not confirm that it would
perform well enough in a real scenario, as explained previously, the dataset contains synthetic images
only with no deformations whatsoever. Therefore, a system implementing this model could have
issues detecting QR codes under worse conditions (a heavily deformed QR code, a blurry image, etc.).
The degree up to which this is a problem depends on the task at which the model is used. In
some scenarios, such as many of the use cases of ColorSensing’s technology, not being able to locate
a QR code may just require the user to re-upload the photo with better ambient conditions (i.e.
better focus and illumination, etc.).
8.6 Inference times
As section 1.5 states, achieving a model that is both accurate and fast is very important. The
experiment in section 7.9 tries to study that.
The results seen in section 7.9 show that YOLO-tiny is able to perform inferences at a speed of
180 FPS, whereas YOLO is able to perform inferences at a speed of 39 FPS, which proves that both
systems are able of achieving real-time speeds (considering as real-time everything above 30 FPS,
using the same criteria as in [29] or [18]).
Furthermore, it has not been seen any decrease in performance in terms of mAP when switching to
YOLO-tiny, which is a good signal, considering that the tests were performed in a dataset containing
only 9.750 synthetic images. A decrease in this scenario would have been worrying, and these results
are really a nice starting point from which further experiments with more complex datasets should
be performed.
8.7 Explainability
Modern convolutional neural networks such as the one used in this project, offer an incredible perfor-
mance as seen by the progress made in recent years [54]. Though the performance is very important
for a model, so are transparency and interpretability since these allow to understand why the model
is producing the results and to decide if they are correct or not.
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However, most neural networks are black boxes that produce results through a decision-making
process that it is not easy to understand (and even, it may not be fully understood) [55].
The main reasons why a model could be a black box are because the function is too complex to
understand for a human to understand or that the function is proprietary, and therefore its source
code is not available for study [56].
In some scenarios, such as an image detector working in non-critical tasks (consider a silly exam-
ple such as a model that predicts the probability of rain considering the sky in an image) this may
not be a grave issue. But now consider a system that decides whether to concede or deny a parole
[57]; in this situation, it is essential to know exactly why the model made that specific decision to
check if it could have made any mistake or if it could have some kind of racial bias, for example.
A new trend has been to build a second model that tries to explain the decision made by the
first model, but this is problematic, as explanations are often not reliable [56].
It is obvious that this project will not solve this issue, and therefore this problem is seen here as
well. The discussions of some of the experiments (an example of this can be seen in section 7.5.3)
have been quite difficult, as the reason behind the results cannot be fully understood. Nonetheless,
educated guesses could be performed with enough confidence to conclude that the reason behind the
results are the explained ones.
This first-hand example of the problem with explainability has been enlightening, and it is clear
that a deeper study on the explainability of YOLO would be very interesting.
8.8 QR code segmentation
The segmentation of QR codes was one of the main objectives of this project, but it has been ruled
out of the project due to the time constraints.
The generation of the datasets, as explained in section 5, took more time than expected. This,
as well as the fact that the labels in a segmentation dataset were totally different, caused a change in
the initial prioritization of the objectives: instead of working to perform experiments in both tasks,
we would focus in the object detection to analyze it deeply and would rule out the segmentation
task. This was deemed better than performing both tasks at the same time, which could cause
neither of both could be studied in proper detail.
It is worth to mention that some exploratory work was performed, and it is clear to the author
that YOLACT [58] would be the chosen model to perform the task, mainly because of the fact that
the authors state that ”...our goal is to fill that gap with a fast, one-stage instance segmentation
model in the same way that SSD and YOLO fill the gap for object detection.”.
It is apparent, reading the paper, that YOLACT is very related to YOLO in the eyes of the
authors. In the Appendix section, the authors even assert that ”Because the improvements to our
detection performance in our observation come mostly from using FPN and training with masks (both
of which are orthogonal to the improvements that YOLO makes), it is likely that we can combine
YOLO and YOLACT to create an even better detector.”.
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Using YOLACT, therefore, may be even more profitable coming from YOLO, as having previous




Along the experiments sections, some ideas and further experimentation emerged. Even though
these could not be done due to time constraints, they are interesting enough so that they should be
done in a follow-up of this project. The main ideas are explained in the following sections.
9.1 Anchor boxes
The anchor boxes used in YOLO have not been modified. As explained in [29], the anchor boxes are
chosen by using k-means clustering on the training set bounding boxes to automatically find good
priors. This has not been modified for this project, and it would be interesting to perform the same
process to select the appropriate number of anchor boxes.
This could improve the model performance both in terms of training and inference time, since
(maybe) the number of anchor boxes (and therefore, the total predictions) could be reduced while
at the same time using better anchor boxes sizes, which could boost the mAP.
9.2 Architecture modification
As seen in section 7.9, using YOLO-tiny provided a similar mAP when training with Dataset 3. As
has been explained, this most probably is due to the fact that Dataset 3 uses very simple images.
Nonetheless, it would be very interesting to see whether modifying the model to further reduce
its depth could provide a similar performance to YOLO-tiny while keeping a similar mAP.
The explanation to this is the fact that both YOLO and YOLO-tiny have been designed to
perform detections in very semantically big datasets, which contain a wide variety of classes. When
predicting QR codes though, the number of classes could be reduced to 10 or 20 (since the biggest
QR code versions are not very common and ColorSensing decides which versions are going to be
used for the printed labels, those not used could be ignored altogether). Therefore, the feature
extractor’s depth maybe could be further reduced while keeping a good performance.
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9.3 QR code segmentation
As explained in section 8.8, the segmentation of QR codes has been ruled out of the project due
to time constraints. Since being able of performing this task is still interesting to ColorSensing, a
pretty obvious future work is to generate the necessary labels for Dataset 1, Dataset 2 and Dataset
3 to use them in this task.
As explained in section 8.8, YOLACT was the model that was researched to be used in the
segmentation task, and it seems a perfect match. With the proper amount time, a more thoroughly
analysis of the segmentation models could be done to confirm or reject this hypothesis, and proceed
to study the QR code segmentation with the chosen model.
9.4 Better datasets
As is explained in section 5, the datasets consists mostly of synthetic images due to the issue of not
being able to obtain the expected images to build the originally planned dataset with real images.
This has affected the project, because the experiments that would have proved the feasibility
of YOLO in a more production-like datasets could not be performed. Therefore, this task still is
pending, and it is still needed to validate the obtained results.
9.5 Hyper-parameter tuning
Hyper-parameters tuning has not been properly studied in this project.
Varying the hyper-parameters defined in section 7.2 could be interesting, specially modifying the
learning rate to see how it affects the learning time.
For example, a nice idea presented in [18] is the use of genetic algorithms to select optimal hyper-
parameters. This could be applied here as well to select the appropriate ones.
A variation in the optimizers used would be interesting as well. As explained in section 7.2,
Adam has been used as the optimizer for all the experiments. Using different optimizers could help
in the training process.
9.6 YOLOv4
On April 23rd, Bochkovskiy et. al published the 4th version of YOLO [18]. This new version
provides an increase in mAP of about 10% in the MS COCO dataset:
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Figure 9.1: Improvement achieved by YOLOv4 (Source: [18])
The main novelties that this new version introduces are the following:
1. Bag of Freebies: BoF are improvements that only increase the training cost to obtain better
performance like, for example, image augmentation. The authors discuss several methos, and
choose some specific ones like CutMix or DropBlock regularization, among others.
2. Bag of Specials: BoS are plugin modules and post-processing methods that only increase the
inference cost to obtain better performance like, for example, the SPP module. The authors,
among others, choose Mish activation and Cross-stage partial connections.
3. Architecture neck: The authors introduce a block between the backbone, which is CSP-
Darknet 53 and the head, which is YOLOv3. The neck is SPP (Spatial Pyramid Pooling) and
PAN (Path Aggregation Network).
4. Mosaic augmentation: The authors also introduce a new augmentation method called Mo-
saic. It combines 4 images of the training dataset into 1 image.
Using this new YOLO version could be interesting to see how the performance varies when
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