We examine the relation between Coulomb-gauge fields and the gaugeinvariant fields in the temporal gauge for two-color QCD. We point out that when the Coulomb gauge is quantized using the Dirac method for constrained quantization, the gauge fields in these two formulations share all essential attributes and can be identified with each other. A similar identification can be made for the gauge-invariant momentum conjugate to the gauge field. Moreover, expressing the temporal-gauge Hamiltonian in terms of gauge-invariant fields generates the Coulomb-gauge Hamiltonian in a form that avoids the operator-ordering problems often associated with the Coulomb gauge. We also discuss a nonlinear integral equation that relates the gauge-invariant gauge field to the gauge-dependent gauge field in the temporal gauge, and that has a variety of solutions that approach different limits at the boundaries of configuration space. We identify these solutions as Gribov copies, and argue that these copies are a consequence of the imposition of Gauss's law. We demonstrate that such copies appear in the temporal gauge, but only with the implementation of Gauss's law, not when the theory is first quantized. Gribov copies are more apparent in the Coulomb gauge because, in the constrained quantization of QCD in this gauge, Gauss's law is imposed in the course of the quantization procedure, while, in the temporal gauge, it is imposed separately, after the quantization and the construction of the Hamiltonian have been completed.
I. INTRODUCTION
In earlier work, we have implemented the non-Abelian Gauss's law that applies in QCD by constructing states that are annihilated by the "Gauss's law operator"Ĝ a (r) for the temporal (A c 0 = 0) gauge, [1] where, for two-color QCD, and where Π a j (r) is the momentum conjugate to the gauge field A a j (r), as well as the negative chromoelectric field. We have, furthermore, used the gauge-invariant quark and gluon operator-valued fields constructed in Ref. [1] to transform the QCD Hamiltonian into a form in which it is expressed entirely in terms of these gauge-invariant fields. [2, 3] Most recently, we have studied the relation of the gauge-invariant to the gauge-dependent gauge fields in the temporal gauge. In particular, we have solved the nonlinear integral equation that expresses the requirement that the non-Abelian Gauss's law be implemented, and have discussed the consequences that the solutions of this integral equation have for the topology of the gaugeinvariant gauge field. [4] One relevant observation is that this nonlinear equation can have a number of equally acceptable solutions for a given configuration of gauge-dependent fields.
The work reported in Refs. [1] [2] [3] [4] has demonstrated that the gauge-invariant gauge field is transverse, although -in contrast to QED -it is not just the transverse part of the gauge-dependent gauge field. Moreover, because the Gauss's law operator is the generator for infinitesimal gauge transformations, the gauge-invariant gauge field commutes with it. Since the defining characteristics of the gauge field in the Coulomb gauge are the same as those exhibited by the gauge-invariant gauge field -both are transverse, and when all constraints are implemented in the Coulomb gauge, both commute with the Gauss's law operator -it is reasonable to ask how they are related. In this work we will argue not only that it is possible to identify one of these fields with the other, and that a gauge-invariant momentum (and negative chromoelectric field) can be identified with the corresponding quantity in the Coulomb gauge, but also that construction of gauge-invariant quantities within the temporal (Weyl) gauge provides an approach to QCD in the Coulomb gauge that avoids some of the problems associated with quantizing QCD in the Coulomb gauge directly. These problems include questions about operator-ordering as well as about solving the Gauss's law constraint by inverting the singular Faddeev-Popov operator. As we have reported in Ref. [1] , we have explicitly solved the weak Gauss's law constraint, and have used the solution to construct the gauge-invariant field that we will identify with the Coulombgauge field. This explicit solution enables us not only to circumvent the use of the inverse Faddeev-Popov operator; the fact that the gauge-invariant gauge field we constructed obeys a nonlinear integral equation, which we have been able to solve with a simplifying ansatz, [4] enables us to transcend the perturbative representation of the solution of the Gauss's law constraint, and thereby facilitates the identification of multiple solutions of the resulting nonlinear equation with Gribov copies of the Coulomb-gauge field. [5, 6] The plan for this paper is as follows: In Section II, we will discuss the constrained quantization of QCD in the Coulomb gauge. In Section III, we will compare the Coulomb gauge field with the gauge-invariant field that we constructed in the temporal gauge, and show that these two fields can be identified with each other. We will also demonstrate a similar correspondence for the gauge-invariant momentum (and negative chromoelectric field) as well as for the dynamically effective part of the temporal-gauge Hamiltonian expressed in terms of gauge-invariant field variables, which we will identify with the Coulomb-gauge Hamiltonian. In Section IV, we will discuss the multiple solutions of the nonlinear equation that determines the gauge-invariant field, and their relation to the Gribov copies of the Coulomb-gauge field; in this section, we will also address the question whether Gribov copies are a basic feature of non-Abelian gauge theories or whether they are minor technical impediments that appear in only some gauges. In Section V, we will conclude with observations based on results presented in earlier sections.
II. QUANTIZATION OF TWO-COLOR QCD IN THE COULOMB GAUGE
The quantization of QCD in the Coulomb gauge is complicated by a number of difficulties. One of these is that, in the passage from the classical Lagrangian to the quantized theory, operator-ordering problems arise. [7] Another complication stems from the previously-mentioned nonuniqueness of the Coulomb gauge field, which expresses itself in the existence of Gribov copies of the gauge field in this gauge. [5, 6] The Gribov copies of the Coulomb-gauge field and the consequent zero-modes of the Faddeev-Popov operator
(where D·∂ = ∂·D because ∂ i A a i = 0 in the Coulomb gauge) 1 make the inverse of the Faddeev-Popov operator singular with resulting ambiguities in the commutation rules on the constraint surface. As an alternative to the direct quantization of QCD in the Coulomb gauge, a number of authors have transformed from the temporal to the Coulomb gauge by treating that transformation as one from Cartesian to curvilinear coordinates. [7] [8] [9] [10] In the investigation we are undertaking, we are interested in identifying the gaugeinvariant fields we constructed within the temporal gauge with the corresponding Coulombgauge fields. An important element in this identification will be the comparison of commutation rules for the gauge-invariant operator-valued quantities constructed within the temporal gauge with those for the corresponding quantities in the Coulomb gauge on its constraint surface. We will make this comparison for the commutation rule of the gauge field with its conjugate momentum (and negative chromoelectric field), and also for the commutation rule of the various components of the latter with each other. A variety of procedures are available for obtaining the required constrained Coulomb-gauge commutation rules. One is the so-called Dirac-Bergmann method of quantizing in the presence of constraints; [11, 12] another is the Faddeev-Jackiw method; [13] We will make use of the Dirac-Bergmann procedure in this work, but avoid the most severe of the operator-ordering problems by restricting 1 we use nonrelativistic notation, in which all space-time indices are subscripted and designate contravariant components of contravariant quantities such as A a i or j a i , and covariant components of covariant quantities such as ∂ i . Repeated indices are summed from 1→3.
ourselves to the evaluation of commutators without trying to replace constrained operators (such as A a 0 ) by their unconstrained equivalents in the Coulomb-gauge Hamiltonian.
In QED in the Coulomb gauge, the constrained commutator of the gauge field with its canonical momentum is given by 
to hold on the constraint surface. [14] Since the constraints that apply in QED and in QCD in the Coulomb gauge are different -in particular, the form of Gauss's law differs in Abelian and non-Abelian theories -the commutators of the gauge fields and their canonical momenta on the constraint surface will not be the same for QED and QCD. In some cases, it would have been possible to infer the form of the constrained commutator directly from Eqs. (2.3) -for example, when O j (y) represents the covariant derivative that, acting on Π b j (y), produces the Gauss's law operator. But we will use these equations not to obtain, but to verify the commutation rules that result from the Dirac-Bergmann quantization.
In quantizing QCD in the Coulomb gauge, we make use of the Lagrangian for two-color QCD, in which the gauge fields are in the adjoint representation of SU(2):
where
with j
G a is a gauge-fixing term that imposes the Coulomb gauge condition, and G a is a Lagrange multiplier field. We will quantize this theory using the Dirac method of constrained quantization, [11, 12, 15] and, following our practice in earlier work, [16] include the gaugefixing term in the Lagrangian. This inclusion of the gauge-fixing term enables us to avoid first-class constraints and possible inconsistencies stemming from the need to introduce further ad hoc conditions in order to be able to invert the commutator matrix for the evaluation of Dirac-commutators on the constraint surface.
When we identify momenta canonically conjugate to the fields in L, we find
where E a i is the chromoelectric field. The two constrained momenta Π a 0 and Π a G give rise to the primary constraints
For simplicity, and because the color-charge density gψ † τ 2 ψ commutes with the gauge fields, we will not apply the Dirac procedure to the spinor (quark) fields. We will, instead, simply impose the well-established equal-time anticommutation rule
The so-called total Hamiltonian for this theory is
abc designates an SU(2) structure constant, and where
G is included to take the two primary constraints into account. Actually, each of these two constraints represents three constraints in the case of the SU(2) two-color version of QCD. We thus obtain three constraints C 
The constraint C a 5 = 0 is needed to provide for consistency of the expression for ∂ i Π a i , which can be written as 
Gauss's law, and the current conservation equation
If we take this process one step further, we find that the time derivatives of C . We now evaluate the 18 × 18 commutator matrix M(x, y) whose matrix elements are
where both the spatial indices i, j and the SU(2) indices a, b extend from 1→3. We replace all constrained quantities within the commutator matrix by their constrained values, so that all C a i appearing within the commutator matrix are set =0 (but only after the commutators M ab i,j (x, y) are evaluated). The set of nonvanishing matrix elements that appear in the commutator matrix then are: 17) where all the arguments of operator-valued fields are y and all derivatives are with respect to y i . We observe that 19) and that, since the commutator matrix is antisymmetric, only elements with i≤j need to be given.
The elements of the commutator matrix M(x, y) are functions of the Coulomb-gauge fields; they are subject to the Gribov ambiguity, and therefore are neither unique, nor have unique inverses. However, the inverse of the commutator matrix is required for implementing the constrained quantization of this theory. To proceed, in the face of this nonuniqueness of the gauge fields in the commutator matrix, we will make use of the fact that, for a given set of expressions for the gauge fields, the matrix M(x, y) is formally nonsingular and has an inverse I(x, y) whose elements I ab i,j (x, y) can be given uniquely in terms of the formal expressions for the gauge fields in M(x, y), even though the gauge fields on which they depend are not unique. We will therefore calculate explicitly those elements of I(x, y) that we need for the evaluation of the commutator [Π b j (y) , A a i (x)] by treating the matrix elements M ab i,j (x, y) as formal functionals of the gauge fields, and will express the matrix elements I ab i,j (x, y) in terms of these gauge fields. We will, furthermore, facilitate the inversion of M(x, y), with the following stratagem: We will ignore the detailed structure of M(x, y) within some of the 3 × 3 submatrices defined by the SU(2) (a, b) indices, and instead will symbolically represent the quantities
·D. We will invert this simpler 18 × 18 matrix, and then finally invert those 3 × 3 submatrices that were represented in this symbolic fashion and for which the detailed explicit form of the inverse is needed for the evaluation of the equal-time constrained commutator of Π 22) and therefore that 
, which, at this point, we have represented symbolically only, and whose explicit form remains to be determined. After a number of partial integrations using Eqs. (2.18) and (2.19), we arrive at
Since none of the derivatives in Eq. (2.27) are with respect to z or z ′ , we can integrate over both of these variables, and obtain
Evaluating the inverse of (D·∂) ab , we obtain from (D·∂)
where every differential operator acts on all terms on its right. It is easy to verify that Eq. (2.29) formally gives the correct inverse, by observing that
and that Eq. (2.28) is consistent with both, the Gauss's law and the Coulomb gauge constraints. We verify this latter point by noting that when D 
from the second term on the right-hand side, so that
as required by the Gauss's law constraint. Moreover, when ∂ i (x) acts on Eq. (2.28), we obtain −iδ ab ∂ j (x)δ(x − y) from the first term on the right-hand side and, from the second term,
The consistency of Eq. (2.28) with the non-Abelian Gauss's law and the Coulomb-gauge condition implements the verification based on Eq. (2.3); it confirms the ordering of operators in Eq. (2.28), and thus also resolves any ordering ambiguities stemming from the fact that operator-ordering is ill-defined in the Coulomb gauge and that the matrix inversion subroutine used to invert M(x, y) is based on a commutative algebra and is responsible for further arbitrariness in operator order.
When we use Eq. (2.29) to expand Eq. (2.28), we obtain, for the second term on the right-hand side of Eq. (2.28),
where y is the argument of all fields, and all derivatives are with respect to y.
We can adapt a notation we introduced in earlier work, [1] [2] [3] to represent Eq. (2.32) in much more compact notation. For this purpose we define
where repeated superscripted indices are summed from 1→3. For r = 1, the chain reduces to ǫ vba r = ǫ vba ; and for r = 0, ǫ vba r = −δ ba . We also define
which, for r = 1, reduces to
) and for r = 0, reduces to
The subscript C designates the gauge field as belonging to the Coulomb gauge. We now can express Eq. (2.32) as
We note that the explicit form of the r-th element of
and that the leading (0-th) order term is
The commutation rule for Π 
which agrees with the "classical" expression for an infinitesimal gauge transformation, in which δA a i (x) is not required to obey any constraint, and which can represent a transformation to any other gauge. If, however, we were to assume that the commutation rule for Π b j (y) with A a i (x) is the analog of the one for QED, i. e. that
we would find that the effect of the generator for infinitesimal gauge transformations on the gauge field would be given by
so that the change in A a i (x) due to the infinitesimal gauge transformation is
In this case, the change in A a i (x) due to an infinitesimal gauge transformation is constrained to be consistent with the Coulomb gauge condition ∂ i A a i = 0, but the gauge transformation δA a i does not respect Gauss's law, nor does it vanish. But, when we assume the Dirac commutation rule, which applies to the constraint surface on which all necessary constraints applicable to the Coulomb gauge have been implemented and which is represented in Eqs. (2.28)-(2.35), we find that
Since the Dirac procedure for constrained quantization is designed to implement all constraints, the gauge field is required to commute with the non-Abelian Gauss's law operator (which vanishes on the constraint surface); and it is therefore not surprising that the gauge field has to be gauge-invariant. Nevertheless, it is also interesting to verify this fact by a direct demonstration of Eq. (2.44). This direct demonstration is given at the end of Section III. It is also useful to observe that, in order for this direct demonstration to be applicable to the Coulomb gauge, the Dirac procedure has to be fully implemented, and the appropriate commutation rule for the commutator of 
III. GAUGE-INVARIANT TEMPORAL-GAUGE FIELDS
The quantization of QCD in the temporal gauge avoids many of the problems encountered in applying Dirac constrained quantization to the Coulomb gauge, but at the expense of leaving Gauss's law still to be implemented after the quantization has been carried out. When the gauge-fixing term −A 
terminates the chain of secondary constraints very quickly, and leads to Dirac commutators that differ in only trivial ways from canonical Poisson commutators. However, the Gauss's law constraint is not imposed in that process. Alternatively, it is possible to entirely avoid the need to consider primary constraints in the temporal gauge by using the gauge-fixing term
a becomes the momentum canonically conjugate to A 0 . The gauge constraint then is ∂ 0 A 0 = 0, which, with the imposition of A 0 = 0 and Gauss's law at one particular time, implements both, the gauge condition and Gauss's law for all times; [17] the same procedure can be extended to all algebraic gauges for which the gauge condition is A a 0 + γA a 3 = 0, where γ is a variable real parameter. [18] Even in these cases, however, the implementation of Gauss's law at one time -at t = 0, for example -is still necessary. Finally, a very direct way of quantizing QCD in the temporal gauge is simply to set A a 0 = 0 in the original Lagrangian. Gauss's law is not one of the EulerLagrange equations in this formulation, and must be imposed after the basic quantization has been carried out. [19] [20] [21] Ref. [1] addresses the imposition of Gauss's law in the temporal gauge by explicitly constructing the states that are annihilated by the non-Abelian Gauss's law operator given in Eq. (1.1). The mathematical apparatus required for that purpose also enables us to construct the gauge-invariant gauge and quark fields. This apparatus includes the defining equation for a non-local operator-valued field -the so-called "resolvent field" A γ i (r) -which has a central role in this construction. In the two-color SU(2) version of QCD, with which we are concerned in this work, the resolvent field appears in the gauge-invariant gluon field in the form
where V C (r) incorporates the resolvent field, as shown by
with X α (r) =
The composition law for two successive rotations can be used to express V C (r) in the form
where Z α (r) is a well-known functional of X α (r) and Y α (r). The transversality of the gauge-invariant field is manifested most directly by transforming Eq. (3.1) into 
V C (r) can be understood as an extension, to non-Abelian gauge theories, of a much simpler but similar operator that made charged QED states gauge-invariant and that was introduced by Dirac.
[22] Dirac-like operators implement gauge invariance without introducing path dependence, and it has been argued that such Dirac-like operators have advantages for implementing gauge invariance over other procedures that generate gauge-invariant charged fields with path-dependent line integrals. [23, 24] We have noted that Eqs. (3.1) and (3.7) implement gauge invariance -they do not describe gauge transformations.
[1] By construction, V C (r) transforms A a i and ψ so that they become invariant to further time-independent gauge-transform consistent with the temporal gauge condition.
2 Although formally Eqs.
2 Gauge transformations within the temporal gauge, for which the Gauss's law operator given in Eq. (1.1) is the generator, are restricted to time-independent gauge functions, so that the temporal-gauge constraint is not violated. [4] We will discuss these nonperturbative solutions in more detail in section IV. An important corollary of the formalism that leads to this equation for the resolvent field is the commutation rule [25] 
Tr
where, in this case,
with U ki given in Eq. (2.36). We observe that U ca ki (y − x) serves as a projection operator that selects the transverse parts of the fields over which it is integrated, and that Eqs. (3.6) and (3.8) 
The trace Tr[
, which appears on the right-hand-side of Eq. (3.8), can be expressed
with the use of the identity
we obtain 
and that, upon contraction with
has been identified in previous work as the gauge-invariant momentum conjugate to the gauge field, (and the negative gauge-invariant chromoelectric field). [3] Eqs. (3.14) and (2.35) demonstrate that, in the Coulomb-gauge, the constrained commutator of the gauge field with its conjugate momentum is identical in form to the commutator for the gauge-invariant gauge field and the gauge-invariant momentum that we constructed in Refs. [1] [2] [3] . Moreover, both these fields - C i (r) and its canonical Coulomb-gauge momentum, as is suggested by the identity of their respective commutation rules given in Eqs. (3.14) and (2.35), then the use of the gauge-invariant Gauss's law operator as the generator of gauge transformations should be consistent with the gauge invariance of A b GI i (r). We will demonstrate this consistency in the remainder of this section.
We will first demonstrate a simple relation betweenĜ
is an immediate consequence. We observe that (3.18) and that, for χ i (r) = V C (r)∂ i V −1 C (r), 3 The relation between gauge-invariance and transversality can be inverted to produce a perturbative representation of the gauge-invariant field, as in Refs. [23, 26] .
In an Appendix, we will show that we can set 20) where P ui and R vb are functions of gauge fields only -they are independent of the canonical momentum Π a i and also contain no further SU(2) generators -so that
and
Similarly, using Eqs. (3.1), (3.15), and (3.20), we can express
and find that ǫ duv R vb P ui Π b i terms in Eqs. (3.22) and (3.23) cancel, so that the gauge-invariant Gauss's law operator can be expressed aŝ
where, in order to obtain the last term in Eq. (3.24), we have used
which we justify in the Appendix. Eq. (3.20) leads to
so that
We make use of the identity
To simplify this argument, we make use in this discussion of a representation defined in Ref. [1] -the so-called C-representation -in which V C (r)ψ(r) is the gauge-invariant spinor and j a 0 GI = ψ † V −1 C (τ a /2)V C ψ the gauge-invariant color charge density. Elsewhere in this paper, we have used the so-called N -representation, in which the V C transformation has already been implicitly carried out for the quark field (but not the gauge field), so that it is ψ and j a 0 = ψ † (τ a /2)ψ that are gauge invariant.
to obtain 29) and after relabeling dummy indices, observe that Eqs. (3.24) and (3.29) lead tô 
we observe that the r = 0 term on the right-hand-side of Eq. (3.31) vanishes, because the degenerate values listed immediately preceding and following Eq. (2.34) demonstrate that
We can therefore begin the sum with r = 1 instead of with r = 0, redefine the dummy index r to be r + 1, and then initiate the sum with r = 0 for the new index r, obtaining
We can also evaluate (3.33) and observe that The mathematical apparatus we developed for constructing gauge-invariant fields enables us to express the QCD Hamiltonian entirely in terms of these gauge-invariant fields and Π b GI j (the gauge-invariant negative chromoelectric field). The QCD Hamiltonian, represented in this way, has the formĤ
where H G annihilates states that implement Gauss's law and has no dynamical consequences in QCD. H GI is the effective Hamiltonian in this representation of QCD and is given by
where, in this case, ψ and ψ † denote the gauge-invariant spinor (quark) fields, and where
is the gauge-invariant glue color-charge density, j a i (r) = gψ † (r)α i τ a 2 ψ(r) is the gaugeinvariant quark color current density, and where
The more transparent explicit form of K d 0 (r) is:
dy (1) 
From the proof that V C (r) transforms gauge-dependent temporal-gauge quark and gauge fields into gauge-invariant fields as shown in Eqs. (3.7) and (3.1), [27] we obtain that δ(r − x) in Eqs. (7) and (19) in Ref. [2] to obtain
and therefore that
follows; and, using R cb (y)R db (y) = δ cd , we also obtain
5 a similar point is made in Ref. [9] Since
The explicit form of the n-th order term
and the leading (n = 0) term is
The delta-functions that appear in Eq. (3.52) eliminate the integrations over the last of the inverse laplacian in the chain described in Eq. (3.53). When there is no delta-function in the expressions on which T δ (n) acts, the last inverse laplacian is also integrated over, as can be seen from Eqs. (3.41) and (3.43).
We can apply the same procedure used to obtain Eq. (3.52) to the commutator of Π α GI i (x) and the hermitian adjoint of Π β GI j (y), in which case we get
We can use Eq. It is worth noting that the corresponding constrained Coulomb-gauge commutator is in agreement with the commutators we reported above. The relevant contributions to the "Dirac" constrained commutator are
and substitution of the required quantities, evaluated in Section II, into Eq. (3.56) demonstrates that the constrained commutator agrees with the expressions reported in Eqs. (3.52) and (3.55), modulo the fact that, in evaluating this Dirac commutator, the ordering of operators can not be determined precisely enough to distinguish between Π b j (y) and its hermitian adjoint; this is because the extra [R βb (y) , Π a i (x)] commutators (and corresponding ones with different subscripts) in Eq. (3.55), which have no counterpart in Eq. (3.52), are entirely due to the ordering of operator-valued quantities such as Π a j (x) and R βb (y). This order is carefully defined and preserved in the demonstrations that lead to Eqs. (3.52) and (3.55); but the Dirac constrained-quantization method -at least when the commutator matrix inversion does not preserve operator order -is not so sensitive to operator ordering that the distinction between the gauge-invariant chromoelectric field and its hermitian adjoint can be established.
The parallels between the formulation that has led to the Hamiltonian given in Eqs. (3.36)-(3.39) and quantization of QCD in the Coulomb gauge are so striking -transversality of the gauge field, identical commutators of the gauge field with its adjoint momentum, and identical commutation rules between different components of the adjoint momentum with each other (to the extent to which operator-order can be determined for the Coulomb gauge case) -that these two formulations can be identified with each other. But the formulation based on the construction of gauge-invariant fields within the temporal gauge does not exactly duplicate the Coulomb-gauge formulation. We observe, with reference to Eqs. (3.36)-(3.43) , that H GI can be recognized as a non-Abelian analog of the Coulombgauge Hamiltonian for QED.H ′ describes the interaction of the gauge-invariant quark colorcurrent density with the gauge-invariant (transverse) gauge field; it also describes nonlocal interactions among gauge-invariant color-charge densities -j a 0 (r), the gauge-invariant quark color-charge density, and J a 0 (GI) (r), the gauge-invariant glue color-charge density -transmitted through Green's functions that are not merely functions of spatial variables, but that channel the interaction through 'chains' of gauge-invariant gauge fields that are linked by summation over structure constants and integration over spatial variables. With these observations,H ′ can be recognized as a non-Abelian analog of the interaction Hamiltonian for QED in the Coulomb gauge, and H GI can be considered to be the realization of the Coulomb-gauge Hamiltonian for QCD that has previously been described in work unrelated to ours. [8, 9, 28] H G , which is also part of the HamiltonianĤ GI obtained when the temporalgauge Hamiltonian is expressed in terms of gauge invariant fields, has no counterpart in the Coulomb gauge. H G also has no dynamical role, since it annihilates all physically admissible states defined by G a (r) |Ψ = 0. Matrix elements of H G therefore vanish when taken between any states that are either admissible or that might develop through dynamical time evolution from initially admissible states. In earlier work on QED it became evident that, once Gauss's law was implemented, the part of the QED Hamiltonian -in a variety of gauges -that has a nonvanishing dynamical effect in the physical subspace is identical to the Coulomb-gauge Hamiltonian. [29] The remaining part of the QED Hamiltonian characterizes the original gauge in which that particular QED Hamiltonian was constructedcovariant, temporal, etc. -but has no dynamical effect whatsoever, so that the physical consequences that stem from that Hamiltonian are indistinguishable from those obtained with the Coulomb gauge Hamiltonian. The work reported here suggests that the same may also be true in QCD, and that, whileĤ GI describes the QCD Hamiltonian in the temporal gauge expressed in terms of gauge-invariant variables, H GI (i. e. that same Hamiltonian but with H G amputated) is a representation of the Coulomb-gauge Hamiltonian.
IV. MULTIPLE SOLUTIONS OF THE RESOLVENT FIELD EQUATIONS AND GRIBOV COPIES
The fact that we can identify the Coulomb-gauge field with the gauge-invariant fields we have constructed, [1] enables us to use previously reported results about the topology of the gauge-invariant gauge field [4] to provide a better understanding of the Gribov ambiguity.
The Gribov ambiguity -the existence of multiple copies of fields that obey the Coulomb gauge condition -complicates the quantization of QCD in the Coulomb gauge. This complication manifests itself as an inability to uniquely invert the Faddeev-Popov operator D Various authors have responded to this complication in different ways. Some have concluded that the difficulties associated with the Coulomb gauge make it preferable to use an algebraic gauge, such as the temporal or spatial axial gauge, in which, they state, the Gribov problem does not exist. [30] Other authors have taken the point of view that, since it is likely that Gribov copies of the original gauge field belong to different topological sectors, one can ignore the Gribov copies by limiting oneself to the perturbative regime. It has also been questioned whether the Gribov ambiguity is truly absent when algebraic gauges are imposed, or whether it always affects non-Abelian gauge theories, but is more obscure and harder to detect in the case of algebraic gauges. Singer has proven that when the path integral of a non-Abelian gauge theory is defined over a Euclidean 4-dimensional sphere, ambiguities appear regardless of the gauge condition; but, as Singer has noted, without the controlling effect of such boundary conditions, there are gauges -in particular algebraic gauges -to which his proof does not apply. [31] Others have argued that given these circumstances, it is still uncertain whether Gribov ambiguities are endemic to non-Abelian gauge theories or whether they only mark the Coulomb gauge as an unfortunate choice of gauge. [32] In previous work [1] [2] [3] [4] and in previous sections of this paper, we gave series representations of the resolvent field as well as of the inverse of the Faddeev-Popov operator and of a number of Dirac commutators. We have also shown that even when functionals of gauge fields are given a series representation, that does not necessarily eliminate the possibility of representing them nonperturbatively. These functionals can be related by integral equations, and nonperturbative solutions of these equations can be obtained. In this way, the origin of multiple solutions of gauge fields can be better understood In Ref. [4] , we made an ansatz, representing the gauge field in the temporal gauge and the resolvent field as functions of spatial variables that are second-rank tensors in the combined spatial and SU(2) indices; except in so far as the forms of A γ i (r) and A γ i (r) reflect this second-rank tensor structure, they are represented as isotropic functions of position. In this way, we can represent the longitudinal part of the gauge field in the temporal gauge as
and the transverse part as
where N (r), T A (r), T B (r) and T C (r) are isotropic functions of r, the prime denotes differentiation with respect to r, and the transversality of A γ i T (r) requires that
An entirely analogous representation of the resolvent field enables us to relate it to the gauge field through the nonlinear integral equation described in Section I. As a result of this analysis, we have been able to show that it is possible to represent the resolvent field as [4] A 
which is also the equation for a damped pendulum with N representing the angle with respect to the pendulum's position of unstable equilibrium, and u representing the time. 7 In the application of this equation to the Gribov problem, N must remain bounded not only in the interval 0≤u < ∞, but also in the larger interval −∞ < u < ∞ to include the entire configuration space 0≤r < ∞. The restriction that N must be bounded in the entire interval (−∞≤u≤∞) severely limits the allowed solutions of Eq. (4.12). For solutions of Eq. (4.12) that are bounded in the entire interval (−∞≤u≤∞), there is a single, unique, phase plot. One branch extends from the unstable saddle point (corresponding to u→ − ∞), at which N = 0, to a stable point (corresponding to u→∞), at which N = π. The other branch extends from the same saddle point (at which u corresponds to −∞) to a stable point at N = −π, also corresponding to u→∞. The two branches are identical, except that for each point on one branch the values of N and dN /du correspond to values −N and −dN /du on the other. Numerical solutions are obtained by setting N and dN /du equal to the same small value at some large negative value of u, in order to discriminate against solutions that become unbounded as u approaches the saddle point as u→ − ∞, as discussed in Ref. [4] . We can choose different large negative values of u at which to set N = dN /du = 0; if, in one case, we choose u a and in another u b , we obtain solutions N a (u) and N b (u) respectively, where N b (u) = N a (u + U) and U = u b − u a . Similarly, changing the magnitude of the small value of N (u a ) = dN (u a )/du = ǫ to N (u a ) = dN (u a )/du = ǫ ′ also has the effect of shifting the functional form of N (u) from u to u + u 0 for a particular value of u 0 . Replacing the initial 6 Eq. (4.12) is autonomous because the variable u does not appear explicitly in this equation; it appears implicitly only as the argument of N and of its derivatives.
7 the function α in Ref. [6] is related to N by N = 2α.
condition N (u a ) = dN (u a )/du = ǫ, for a small ǫ, with N (u a ) = dN (u a )/du = −ǫ, has no other effect than changing the signs of N (u) and dN /du. Figure 1 illustrates some of these relationships.
To study the variation in the form of N that is allowed when N is represented in configuration space in the form N (u(r)) = N (ln(r/r 0 )), we observe the following: For the shift N b (u) = N a (u + U) with U represented as U = ln(r 0 /R 0 ) for an appropriate R 0 , N b (ln(r/r 0 )) = N a (ln(r/r 0 ) + ln(r 0 /R 0 )) = N a (ln(r/R 0 )) .
(4.13)
It is clear that when N is required to be bounded in the entire interval (0≤r≤∞), a change in the constant r 0 and an overall change of sign are the only changes allowed in N (ln(r/r 0 )). In particular, in every such case, N (r = 0) = 0 and N (r→∞) = ±π. When the restrictions on N , T A , T B and T C that led to Eq. (4.12) are applied to Eq. (4.7), we find that 14) where the subscript (0) designates the solution that corresponds to the "pure gauge" case in which the gauge-dependent gauge field
can easily be recognized as a "hedgehog" solution.
Some authors have suggested that the Gribov equation has a variety of solutions for which N (r→∞) can be any integer multiple of π, [34] and that different integer multiples correspond to different topological sectors connected by large gauge transformations. This suggestion, which is motivated by the model of a damped pendulum, neglects the fact that in the Gribov equation u must be bounded in the entire interval (−∞≤u≤∞), and that the only solutions of the damped pendulum problem that can remain bounded in this entire interval as the time u is extrapolated backwards to −∞, are those for which the pendulum initially is at rest in its unstable equilibrium position. And, with this initial position, the damped pendulum is unable to execute multiple turns before coming to rest at equilibrium in a stable configuration.
Gribov discussed the fact that the necessity of requiring the solutions to Eq. (4.12) to be bounded in the entire interval −∞ < u < ∞ limits the asymptotic values of N (u→∞) to ±π. [6] He therefore also considered the transverse gauge field 15) and noted that when this gauge field is introduced into the action integral, the resulting differential equation that replaces Eq. (4.12) is no longer autonomous. The asymptotic values of the dependent function that corresponds to our N is no longer limited to ±π as u→∞, and for some particular choices of f (r), Gribov showed that other asymptotic values of the dependent function will arise, and that some would correspond to Gribov copies belonging to different topological sectors.
In our work, Eq. (4.8) -of which Eq. (4.12) is a special case -also has inhomogeneous source terms that prevent it from being autonomous. But, unlike Eq. (4.15), Eq. (4.8) is not an ad hoc generalization of the autonomous Eq. (4.12). Eq. (4.8) is a direct result of the integral equation for the resolvent field that is at the core of the implementation of Gauss's law and the construction of gauge-invariant gauge and quark fields. The source terms that keep Eq. (4.8) from being autonomous originate from the implementation of gauge invariance in the temporal gauge, and they relate the multiple solutions of Eq. (4.8) directly to the implementation of Gauss's law. In Ref. [4] , we obtained a number of solutions of Eq. (4.8) and displayed them graphically. We demonstrated that, for identical source terms, solutions, bounded in the entire interval (−∞≤u≤∞), with very different asymptotic limits at u→∞ could be found, and that all corresponded to "hedgehog" field configurations of A γ GI i (r) in the limit r→∞. We conclude that the various solutions that we described in Ref. [4] are the copies described by Gribov, [5, 6] since they are here exhibited as a feature of the gauge-invariant gauge field which, we have argued, can be identified with the Coulomb gauge field.
V. DISCUSSION
We can base a number of observations about non-Abelian gauge theories on this work. One observation is that the gauge-invariant field in the temporal-gauge formulation of QCD can be identified with the Coulomb-gauge field, with which it shares all essential properties. We have also constructed a gauge-invariant conjugate momentum (and negative chromoelectric field) that similarly corresponds to the conjugate momentum in the Coulomb gauge. Moreover, the temporal-gauge Hamiltonian, when represented entirely in terms of gaugeinvariant quantities, consists of two parts: One part (H GI ) has the features required of the Coulomb-gauge Hamiltonian: It is a functional of transverse gauge fields and corresponding momenta that commute with the generator of gauge transformations, and hence are "physical" fields. The other part (H G ), has no dynamical effect since it annihilates states that implement the weakly imposed Gauss's law, or that originate from such states through dynamical time evolution; H G only marks the HamiltonianĤ GI as having originated from a temporal gauge formulation.
Another observation pertains to Eq. (4.12), which is also the equation obtained from ∂ i (U(r)∂ i U −1 (r)) = 0, where U(r) = exp[−iN (u(r)) τ · r/(2r)] and u = ln(r/r 0 ). When N (u) is bounded in the entire interval (−∞ < u < ∞) and normalized so that lim u→−∞ N (u) = 0, its asymptotic limit as u→∞ is always π or −π. Gribov copies in which the function N (u) is bounded in (−∞ < u < ∞) and approaches different integer multiples of π as u→∞ should not be attributed to the autonomous Eq. (4.12). Gribov copies with asymptotic limits that include a variety of integer multiples of π are features of an equation like Eq. (4.8), which is obtained directly from the process of constructing gauge-invariant gauge and quark fields, or like the equation discussed by Gribov, [6] in which an ad hoc feature is introduced to change Eq. (4.12) so that it is no longer autonomous.
A final observation is about the Gribov ambiguity. Gribov described this ambiguity in the Coulomb-gauge formulation of QCD. In contrast, it is recognized that this ambiguity does not arise when QCD is quantized in the temporal or other axial gauges. We conjecture here that the Gribov ambiguity is a concomitant of implementing the non-Abelian Gauss's law -i. e. that the implementation of Gauss's law projects the theory onto one of a number of alternate "Gribov sectors", corresponding (in our formulation) to alternate asymptotic values of N (u) as (u→∞). We don't encounter the Gribov ambiguity when we quantize QCD in the temporal or axial gauges, because Gauss's law is not implemented in the quantization of the theory in these gauges. The Gribov copies arise at a later stage in the temporal gauge, when Gauss's law is implemented and gauge-invariant fields are constructed, as we showed in Refs. [1] [2] [3] [4] , and the multiple-valuedness is a feature of the gauge-invariant gauge field. Quantization of QCD in the Coulomb gauge involves a variety of problems, so that this gauge is rarely used for quantizing QCD. Nevertheless, quantizing QCD in the Coulomb gauge requires a constrained quantization procedure, during the course of which Gauss's law is necessarily implemented. These considerations lead us to the conjecture that the Gribov ambiguity is not merely an incidental byproduct of the Coulomb gauge, but a fundamental attribute of non-Abelian gauge theories, and that it stems from the implementation of Gauss's law, and does not arise when the theory is originally quantized in the temporal (or any other axial) gauge. The Gribov ambiguity manifests itself in these gauges only with the weak imposition of Gauss's law.
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APPENDIX:
In this Appendix, we will evaluate the quantities P ui and R vb defined in Eq. (3.20) , and show that they have the required properties.
For the case of P ui , we evaluate V C ∂ i V −1 C , where V C is most conveniently represented as shown in Eq. (3.5), so that
For Φ α = gZ α and Φ = √ Φ α Φ α , we obtain
Eq. (3.20) then determines that
Similarly, Eq. (3.20) also determines that R ba is given by 
Figure Caption
Three solutions of Eq. (4.12) with N bounded in the interval (−∞≤u≤∞). Of the two solutions with N ≥0, one is obtained with N = dN /du = 10 −6 at u = −11 and the other with N = dN /du = 10 −10 at u = −11. The plot for the latter solution is identical to the plot of the former shifted to the right on the u axis. Both solutions approach N = π as u→∞. The solution with N ≤0 is obtained with N = dN /du = −10 −6 at u = −18. In this solution, N → − π as u→∞. The three solutions are precisely identical modulo shifts along the u axis and reflection in it.
