There is an increasing demand for evolutionary models to incorporate relatively realistic 33 dynamics, ranging from selection at many genomic sites to complex demography, population 34 structure, and ecological interactions. Such models can generally be implemented as individual-35 based forward simulations, but the large computational overhead of these models often makes 36 simulation of whole chromosome sequences in large populations infeasible. This situation 37 presents an important obstacle to the field that requires conceptual advances to overcome. The 38 recently developed tree-sequence recording method (Kelleher et al., 2018) , which stores the 39 genealogical history of all genomes in the simulated population, could provide such an advance. 40
Introduction
The most immediate advantage of recording a tree sequence during forward simulation is that it 100 allows neutral mutations to be omitted entirely; neutral mutations can simply be overlaid onto the 101 tree sequence after forward simulation has completed, because by definition they do not affect the 102 genealogies. This provides an immense efficiency benefit, since neutral mutations then only need 103 to be added along those branches of the tree from which the individuals of interest at the end of 104 the simulation have inherited; all other ancestral branches, which typically comprise the vast 105 majority of the full tree, can be ignored since they do not contribute to those individuals. Given 106 that many forward simulations spend the large majority of their time managing neutral mutations, 107 with considerable bookkeeping overhead in each generation, neutral mutation overlay following 108 forward simulation has been shown to improve performance by an order of magnitude or more 109 while producing provably statistically identical results (Kelleher et al., 2018) . 110
A second advantage of recording genealogies is that the recorded tree sequence from a forward 111 simulation can be used as the basis for the construction of a neutral "burn-in" history for the 112 simulated population after forward simulation is complete, using (usually much faster) coalescent 113 simulation. The burn-in period of a simulation can be immensely time-consuming, often taking 114 much longer than the simulation of the evolutionary dynamics that are actually of interest; the 115 overhead of burn-in can therefore present a large obstacle for many models. With a method that 116 we call "recapitation", we can leverage the information in the tree sequence to prepend a 117 coalescent simulation of the burn-in period, speeding up the burn-in process by many orders of 118 magnitude. 119 A third important advantage is that the pattern of ancestry and inheritance is in itself very 120 useful. For many statistics of interest, and in particular for inferring specific events that occurred 121 in the past, sequence-based data from mutations is essentially an extra layer of noise over the 122 signal of interest contained in the genealogies. Direct access to the precise genealogical history 123 of the simulated population allows the signal to be analyzed without the noise, gaining significant 124 statistical power. An expanding set of open-source tools makes it possible to load, analyze, and 125 even manipulate a recorded tree sequence using simple Python code, allowing open-ended 126 flexibility in analysis. 127 A fourth compelling advantage is that the recorded tree sequence files are very small and 128 enable very efficient calculation of population-genetic statistics (Kelleher et al. 2016 (Kelleher et al. , 2018 . The 129 files output from even the largest simulations are rarely bigger than a few hundred megabytes, 130
and may be tens of thousands of times smaller than alternatives such as VCF and Newick. 131 Despite this high level of compression, tree sequences can be processed very efficiently; statistics 132 of interest such as allele frequencies within cohorts can often be computed incrementally, leading 133 to very efficient algorithms (Kelleher et al. 2016 ). Calculation of statistics of this sort from 134 simulated data can be very time-consuming, especially when long genomes are involved and 135 many replicate simulation runs have been performed, so the ability to speed up such calculations 136 is quite important. 137
Given these advantages, we have worked to integrate tree-sequence recording into SLiM 3, a 138 new major release of the free, open-source SLiM simulation software package 139 (http://messerlab.org/slim/). It is now possible to enable tree-sequence recording in any SLiM 140 model with a simple flag set in the model's script, and then to output the recorded tree sequence 141 at any point in the simulation. In addition, we have extended the original tree-sequence recording 142 method (Kelleher et al. 2018) to allow for the recording of mutations during forward simulation. This allows the tree-sequence output format, a .trees file, to be used in SLiM as a way of saving 144 and then restoring the state of a simulation while preserving information about ancestry, and 145 allows the mutations that occurred during forward simulation to be accessed later in Python-based 146 analyses. 147
To illustrate the large advantages provided by tree-sequence recording, and to show how to 148 take advantage of those benefits when using SLiM for forward simulation, we will present four 149 practical examples of the method. In the first example, we will show the impressive performance 150 benefits that can be achieved with tree-sequence recording compared to a classical forward 151 simulation. The second example will use tree-sequence recording to efficiently simulate 152 background selection near genes undergoing deleterious mutations, quantifying the expected 153 effect of background selection on levels of neutral diversity by measuring the heights of trees in 154 the recorded tree sequence. Our third example will be a model of admixture between two 155 subpopulations, showing how to use the recorded tree sequence in calculating the mean true local 156 ancestry at every position along a chromosome. Finally, the fourth example will illustrate how 157 the "recapitation" method allows msprime to be used to extremely efficiently add a "neutral burn-158 in" history to a completed SLiM simulation of a selective sweep, by coalescing the simulation's 159 initial population backward in time. 160
Examples

161
Examples were executed on a MacBook Pro (2.9 GHz Intel Core i7, 16 GB RAM) running 162 macOS 10.13.5, using Python 3.4.8, R 3.5.0, SLiM 3.1, msprime 0.6.1, and pyslim 0.1. Reported 163 times were measured with the Python timeit package. Peak memory usage for SLiM runs was 164 assessed with SLiM's -m command-line option. The timing comparison ( Figure 2 ) was executed on the same hardware, with macOS 10.13.4, R 3.4.3, SLiM 3.0, and msprime 0.6.0, using the 166 Un*x tool /usr/bin/time for timing (summing the reported user time and system time); we 167 believe the times measured would not change significantly with the newer software versions. The 168 full source code for the examples and timing tests, including timing and plotting code that is 169 omitted here, may be found at https://github.com/bhaller/SLiMTreeSeqPub. These examples use 170 the matplotlib (Hunter, 2007) and numpy (Oliphant, 2006) This sets up a single "genomic element" spanning the full length of the chromosome, with 191 neutral mutations of type m1 generated at the desired rate, and with the desired recombination 192 rate. In generation 1 a new subpopulation of the desired size is created, and the model runs to 193 generation 5000, after which it outputs the full simulation state. The SLiM manual provides 194 additional explanation of these concepts (Haller and Messer, 2016) . This model took 211.9 195 seconds to run, and reached a peak memory usage of 443.8 MB. 196 Tree-sequence recording can easily be enabled for this model with a call to 197 Note that we have now also set the mutation rate to zero; SLiM no longer needs to model 213 neutral mutations because they can be overlaid in a later step more efficiently. A .trees file is 214 output at the end of the run, instead of calling SLiM's outputFull() method, so that the recorded 215 tree sequence is preserved. In all other respects these models are identical. This is typical of 216 adapting a SLiM model to use tree-sequence recording: in general, the aim is to remove the 217 modeling of neutral mutations while preserving other aspects of the model verbatim. This script uses the msprime Python package to overlay neutral mutations upon the recorded 231 tree sequence. The result is precisely the same, statistically, as if the neutral mutations were 232 included in the forward simulation, except that the vast majority of the bookkeeping work in each 233 generation is avoided because mutations only need to be overlaid upon the ancestral genomic 234 regions that persisted to the end of the simulation. 235
Note that pyslim is used to load the .trees file; this package provides a bridge between SLiM 236 and msprime, and should generally be used to load and save .trees files in Python if the files are 237 coming from or going to SLiM. The pyslim package extends the msprime tree sequence class by 238 adding support for SLiM's metadata annotations to the tree sequence, providing an interface for 239 reading or modifying that metadata as well as for generating SLiM-compliant .trees files that 240 contain the required metadata. The .trees files output by SliM can be read directly by msprime, 241 but the returned object will have reduced functionality compared to those returned by pyslim. 242
The total time to execute this Python code is 4.37 seconds, almost 50 times faster than the 243 model without tree-sequence recording. Most of the runtime (4.09 seconds) is spent running the 244 SLiM model; the final mutation overlay by msprime is extremely fast. The peak memory usage 245 during the SLiM run is 145.8 MB, less than one-third of the memory usage of the model without 246 tree-sequence recording. Tree-sequence recording can often reduce memory usage, since the tree 247 sequence data structure is quite compact compared to SLiM's in-memory representation of the 248 neutral mutations that would be segregating in such a model. Tree sequences are also very 249 compact on disk; the final .trees file here, with mutations overlaid, takes about 8.9 MB, as 250 compared to 84.2 MB for the ex1_noTS.slimbinary file from the SLiM model without tree-251 sequence recording, 559 MB for a Newick file, and 366 MB for a VCF file -even though the .trees file contains ancestry information not included by the SLiM and VCF formats. A VCF 253 file containing the sequences of the final generation can be produced from a .trees file with 254 msprime's write_vcf() method, but the ancestry information is lost. 255
The speedup produced by this tree-sequence recording method can vary dramatically 256 depending upon the details of the simulation; all of the work to track neutral mutations is 257 eliminated, but new work is added involving the recording of all the recombination events that go 258 into producing the tree sequence. In general, the largest speedup will be observed with very long 259 chromosomes with many neutral mutations when the recombination rate is not too high; indeed, 260 when modeling a very short chromosome the overhead of tree-sequence recording can outweigh 261 the savings from omitting neutral mutations (see Discussion). 262
To further illustrate the performance benefits of tree-sequence recording, we conducted a set of 263 timing comparisons between SLiM without tree-sequence recording, SLiM with tree-sequence 264 recording, and msprime's coalescent simulation method. These comparisons involved essentially 265 the same model as shown above: a neutral panmictic model of diploids with non-overlapping 266 generations, with a population size N = 500, recombination rate r = 10 −8 per base position per 267 generation, and mutation rate µ = 10 −7 per base position per generation. The chromosome length 268 L was varied over {10 5 , 10 6 , 10 7 , 10 8 , 10 9 , 10 10 }, with ten runs of each model at each value of L 269 using different random seeds. The number of generations varied with L (details below). The 270 msprime coalescent was run both with a final haploid sample size n equal to the full population 271 size (n = 2N), and with a much smaller sample size (n = 2N/100); in both cases, N e = N was used. 272
To verify that tree-sequence recording produced results equivalent to the coalescent, we checked 273 that the mean TMRCAs for the L = 10 10 runs for the two methods did not differ significantly 274 (p = 0.7791). 275
The average runtimes obtained are shown in Figure 2 . As L increased, the benefit of tree-276 sequence recording compared to SLiM without tree-sequence recording became increasingly 277 large, topping out at a performance improvement of more than two orders of magnitude for 278 L = 10 9 and L = 10 10 . Coalescent simulations with msprime were much faster than the tree-279 sequence recording method, as expected, except at L = 10 10 , where msprime's speed was 280 comparable to that of SLiM with tree-sequence recording. It appears that SLiM with tree-281 sequence recording would be faster for L larger than 10 10 . The number of events the coalescent 282 must simulate is quadratic in L, empirically, but with a small leading coefficient such that 283 msprime is quite fast even for reasonably large chromosome sizes (Kelleher et al. 2016 ). With 284 very large values of L, however, this O(L 2 ) term begins to dominate and SLiM with tree-sequence 285 recording becomes faster. This may be chiefly of theoretical interest, since L = 10 10 is already a 286 very long chromosome (approximately three times the length of the full human genome). It is 287 also noteworthy that the msprime coalescent is only marginally faster for a sample of n = 2N/100 288 than for a full population sample of n = 2N; as more samples are added to a gene tree, the new 289 samples tend to attach to already existing branches quite quickly (Kingman, 1982) . 290
Although the coalescent remains an order of magnitude faster for most practical purposes, it 291 can only be used in a few simple scenarios such as this; for models that require forward 292 simulation, tree-sequence recording offers large performance benefits over more traditional 293 forward simulation techniques. It is also worth noting that the coalescent is only an 294 approximation of the Wright-Fisher model, and will diverge from it under certain conditions 295 longer small compared to the population size, as is the case for our n = 2N msprime runs here. 297
Forward simulation may therefore be preferable in order to obtain exact results under such 298 conditions. 299
How long do we run it? In general, it is desirable to run forward-time simulations "until 300 convergence" -until the effects of the starting configuration are forgotten. This occurs (in most 301 situations) when all genealogical trees have coalesced, meaning that at every position in the 302 genome a common ancestor to the entire final generation has appeared. In practice, models are 303 often run for 10N generations, a rule of thumb that is thought to suffice in most cases. However, 304 this is a thorny problem: longer chromosomes tend to require longer for coalescence, simply 305 because with more sites it is more likely that coalescence takes exceptionally long at some site. 306
In the simulations of Figure 2 , we ran each simulation for the expected number of generations 307 required for coalescence at that value of L, which increased linearly with log(L), from about 3N 308 for L = 1e5 to 15N for L = 1e10. This sufficed to make the comparison between SLiM and 309 msprime "fair", but a better practical solution, recapitation, will be shown in Example 4. We 310 determined the expected number of generations empirically by running the same model 500 times 311 at each value of L with "coalescence detection" enabled (by passing checkCoalescence=T to 312 initializeTreeSeq()). The mean and other summary statistics for each value of L (Table S1 ) 313 agree with expectations from extreme value theory (Berman, 1964) , with the expected time until 314 coalescence growing roughly as 1000 log(L) − 10000. 315
Example II: Background selection 316
Our second example is a model of background selection, a term which describes the effect that 317 purifying selection against deleterious mutations imposes on genetic variation at linked sites. 318
Such purifying selection should be particularly common in genic regions, where many genomic 319 positions should be subject to selective constraints. This background selection, like many types 320 of linked selection more generally, is expected to produce a "dip in diversity" in the surrounding 
388
The first line after the import statement runs the SLiM model; this took 15643 seconds (4.35 389 hours) to execute. This is not short -it is still a fairly complex model! -but it is far shorter than 390 the alternative, a SLiM model without tree-sequence recording and including neutral mutations in 391 the non-coding regions. That alternative model would take ~83 hours, by extrapolation -392 probably a conservative estimate, since the model had not yet reached mutation-selection balance 393
and was still slowing down when its timing was measured. The use of tree-sequence recording here results, then, in a relatively modest speedup of 19 times. This makes sense, since the model 395 with tree-sequence recording still must keep track of a very large number of segregating 396 deleterious mutations. However, it is worth noting that the final result from this alternative 397 model would provide far less statistical power, since inference from it would be based only upon 398 the observed pattern of neutral mutations in one run, rather than the actual pattern of ancestry at 399 each chromosome position; to provide the same power, this alternative model would likely have 400 to be run many times or use a much higher mutation rate. If more performance gains were 401 needed, the model could perhaps be rescaled as well (see Discussion). 402
The rest of the code conducts post-run analyses. First, the .trees file from the SLiM run is 403 read in with pyslim.load() as in the previous example; here, however, we call simplify() 404 (Kelleher et al. 2018 ) upon the loaded tree sequence, which requires some explanation. SLiM 405 automatically retains, in the tree sequence, nodes corresponding to the original ancestors of each 406 subpopulation that was created with addSubpop(). This is done for various reasons, including 407 allowing ancestry to be more easily traced and enabling recapitation (see Example 4). When 408 SLiM saves a .trees file, these ancestors are present in the tree sequence but are not marked as 409 "samples", and will therefore disappear after a simplify() operation. In many cases these 410 ancestors are harmless, as in Example 1; in fact, in Example 1, calling simplify() to remove 411 them would mean that mutations would be overlaid only back to the point of coalescence, rather 412 than to the beginning of forward simulation. Here, however, since we want to measure the 413 heights of trees in the tree sequence, these ancestors would complicate things for us; all trees 414 would be rooted in those ancestors, at the beginning of forward simulation. We therefore call simplify() to remove them (when the model has coalesced below them; they are retained when 416 still in use by the tree sequence). Example 4 will delve into this matter further. 417
Next, a vector containing the mean tree height at each base position (height_for_pos) is 418 constructed by walking through the tree sequence to find the set of trees representing the ancestry 419 of every individual in the final generation at a given position. The mean tree height is a metric of 420 the time to the most recent common ancestor at a given base position, and thus of diversity at that 421 base position; background selection will tend to reduce the mean tree height, thereby lowering the 422 expected levels of diversity at a locus. 423
An aside: there can be a set of trees for a given position, rather than just a single tree, if the 424 forward simulation was not run sufficiently long for coalescence to have occurred at every 425 position in the genome. In msprime this is modelled by allowing trees to have multiple roots. 426
Each root represents the most recent common ancestor of some subset of the extant population at 427 that location in the genome; if coalescence has not occurred, then the final population should still 428 contain genetic variation that was segregating in the initial population, since different individuals 429 inherit from different roots of the ancestry tree. Since the model here ran for 10N generations, we 430 can hope that it has coalesced at most or all positions; but unless a model is explicitly run out to 431 coalescence (or recapitated), it is always possible that multiple roots will exist, and so robust code 432 ought to handle that case by looping over the roots for each tree as we do here. 433
These mean tree heights along the chromosome are then converted to mean tree heights at 434 distances from the nearest gene (height_for_distance), taking into account the somewhat 435 complex genetic structure of the model. Finally, the relationship between distance to the nearest 436 gene and tree height is plotted. These analyses took 12.39 seconds to complete. Note that neutral mutations were never simulated at all; the analysis is based upon the tree sequence itself, not 438 upon the distribution of neutral mutations. 439 A plot of the results can be seen in Figure 3 , showing the well-known "dip in diversity" 440 realized here through simulation. As the distance to the nearest gene decreases, diversity dips due 441 to the background selection exerted by selection against deleterious mutations within the gene. 442 The initialize() callback sets up tree-sequence recording with a mutation rate of µ = 0 and a 485 recombination rate of r = 10 −8 along a chromosome of length L = 10 8 . Although the mutation rate 486 is zero, a mutation type m1 is defined representing beneficial mutations with a selection 487 coefficient of s = 0.1; mutations of this type will be added in generation 1. 488
In generation 1 we create two subpopulations, p1 and p2, of 500 individuals each; these are the 489 original subpopulations that will admix. We tell SLiM to remember these individuals forever as 490 ancestors in the tree sequence, with treeSeqRememberIndividuals(), because we want them to 491 act as the roots of all recorded trees so that we can establish local ancestry using them. Note that 492 this is not strictly necessary, since (as discussed in Example 2) SLiM automatically retains the 493 root ancestors for each population; we could rely upon that, and we would be fine as long as we 494 did not simplify() after loading the tree sequence in Python. The use of 495 treeSeqRememberIndividuals() has been shown here for purposes of illustration, however, 496 since some models may wish to remember non-root individuals for analysis. Next, we add a 497 beneficial mutation at 0.2L in p1, and another at 0.8L in p2; the expectation is that by the end of 498 the run all individuals will be recombinants that carry both of these mutations. Finally, we create 499 subpopulation p3 and tell SLiM that it will be composed entirely of migrants from p1 and p2 in 500 equal measure. 501
By the end of generation 2, subpopulation p3 has received its offspring generation from p1 and 502 p2 as intended, so we can now remove p1 and p2 from the model and allow p3 to evolve. At this stage, all individuals in p3 are still unmixed, having been generated from parents in either p1 or 504 p2, but beginning in generation 3 they will start to mix. 505
Finally, we have some output and termination code. If both m1 mutations fix, they are 506 converted to Substitution objects by SLiM, and when that is detected the model writes out a 507 final .trees file and terminates. If we reach generation 10000 without that happening, the 508 admixture failed, and we stop with an error. This model is conceptually similar to recipe 13.9 in 509 the SLiM manual (Haller and Messer, 2016), but has been converted to use tree-sequence 510 recording, so you can refer to the manual's recipe for additional commentary. 511
We can run this model from a Python script and do post-run analysis, as we did in Example 2: 512 import os, subprocess, msprime, pyslim 
537
The first line after the import statements runs the SLiM model, which completes in just 0.416 538 seconds, with peak memory usage of 55.6 MB; since it tracks only two mutations, and typically 539 terminates by generation 150 or so, it is very quick. 540
The equivalent SLiM model to achieve true local ancestry mapping without tree-sequence 541 recording has to model a mutation at each base position, as can be seen in recipe 13.9 in the SLiM 542 manual (Haller and Messer, 2016) . A direct comparison is not possible, because recipe 13.9 543 scaled up to a chromosome length of L = 10 8 would take an estimated 7.2 days to run, and worse, 544 would require 8.1 TB (terabytes) of memory. Those estimates are derived from the pattern of 545 performance observed for recipe 13.9 with L = 5×10 5 , L = 10 6 , and L = 2×10 6 (the upper limit on 546 our test machine due to memory usage), extrapolated out to L = 10 8 . Implementing this model 547 with tree-sequence recording therefore reduces the runtime by a factor of more than 1.35 million, 548 and reduces the memory usage by a factor of more than 160,000. 549
Similar to Example 2, the post-run analysis walks through the tree sequence, but in this case, 550 computes the mean true local ancestry (the fractional ancestry from subpopulation p1 versus p2) 551 for each tree. This is done by finding the roots for the tree, assessing the subpopulations of origin 552 of those root individuals, and averaging those together weighted by the number of descendants 553 from each root. A simple plot is then produced. In this example, the analysis took 62.2 seconds; 554 the analysis runtime is relatively long because the trees here typically have many roots, so the 555 inner loop is executed a great many times. 556
The final plot of true local ancestry by chromosome position is shown in Figure 4 . The mean 557 true local ancestry at the points where the beneficial mutations were introduced into p1 and p2 has 558 to be 100% p1 and 100% p2, respectively, since both beneficial mutations fixed by the end of the 559 run. At other points along the genome there is more variation, but with a general pattern of being 560 more completely admixed at the chromosome ends and middle, with gradations toward the 561 absolute p1 and p2 points. Since this is a single run of the model, the pattern is quite stochastic; 562 an average across many runs of this model could produce a smooth plot if desired, and since it 563 takes only a couple of minutes to execute the pipeline here, that would be very quick to do. This 564 method of calculating true local ancestry could be used by any SLiM model with tree-sequence 565 recording, so models with more complex demography, under any scenario of selection and 566 mating, with any recombination map, etc., could just as easily be explored. 567
Example IV: Neutral burn-in for a non-neutral model 568 Our final example illustrates a solution to the problem of neutral burn-in. In many applications 569 one wishes to execute a non-neutral forward simulation beginning with an equilibrium amount of 570 extant neutral genetic diversity, and the simulation needed to generate that pre-existing diversity, 571 typically called the model "burn-in", can take quite a long time -often much longer than it takes 572 to execute the non-neutral portion of the simulation. For a model with a long chromosome or 573 large population size, this burn-in can be so long as to limit the practical scale of the simulations 574 that can be conducted. One solution to this is a "hybrid" approach, in which a forward simulation 575 is initialized with the result of a (much faster) coalescent simulation (similar to Bhaskar 2014). 576 This is now possible using tree sequences in SLiM, but we go a step further: even a great deal of 577 the work done in a coalescent simulation of this burn-in period is unnecessary. All of the 578 genealogical branches that go extinct are irrelevant; all that matters are those segments of 579 ancestral genomes from which the final generation inherits. With tree-sequence recording, one 580 can simulate only the histories of those segments, saving an immense amount of computation 581 relative to a forward-time burn-in simulation. 582
Here we will look at a fairly large model (N = 10 5 ; L = 10 6 ) that evolves under neutral 583 dynamics until coalescence (the neutral burn-in), after which follows some relatively brief non-584 neutral dynamics (a selective sweep). Running the burn-in period for this model in SLiM would 585 take an exceedingly long time, given the scale of the model, as we will see below. A better idea 586
is to use what we call "recapitation": we can run the SLiM model forward from an initial state 587 that conceptually follows burn-in, and then use msprime to generate after the fact the coalescent 588 history for the initial individuals of the forward simulation. This can be done without simulating 589 neutral mutations, but if neutral mutations are desired as an end product of the simulation, they 590 can be overlaid at the end as in Example 1. 591
We begin with the SLiM model, which simulates the introduction and sweep to fixation of a 592 beneficial mutation. For simplicity, we will select a run of the model that happens to result in 593 fixation, rather than using a recipe that is conditional upon fixation; the random number seed 594 specified in the Python script below should produce that outcome. The SLiM model: 595 This specifies a simple model with population size N = 10 5 diploid individuals, chromosome 621 length L = 10 6 base positions, and a recombination rate of r = 3×10 −10 per base position per generation, without mutation. It runs to generation 100 and then introduces the sweep mutation 623 (the delay before introduction is just to provide separation between the simulation start and the 624 start of the sweep in the plot produced below). When the sweep mutation is found to have fixed, 625 it then outputs a .trees file and stops. It specifies an infinite "simplification ratio" in the call to 626 initializeTreeSeq() so that simplification happens only once, at the point when the .trees file 627 is written out at the end; with this large of a model simplification takes a significant amount of 628 time, so this optional setting speeds the model up somewhat at the price of a higher peak memory 629 footprint. 630
As in previous examples, we will run this from a Python script that does post-run analysis: 631 import os, subprocess, msprime, pyslim After the import, we run the SLiM model (which takes 46.05 seconds) and load the .trees file 668 it saves out. We then immediately make a plot of mean tree heights along the chromosome. This 669
is similar to what we did in Example 2, but here it requires some extra finesse because we did not 670 simplify the tree sequence after loading it as we did then. To perform recapitation, we cannot 671 first simplify -we need the ancestral individuals that started the SLiM simulation to remain in the 672 tree sequence, so that recapitation can build upon them correctly. For this reason, every root in 673 the loaded tree sequence has the same time, corresponding to the beginning of the forward 674 simulation. The code in the tree_heights() function corrects for that, getting the height of the 675 child of the root if the forward simulation has coalesced below the original ancestor. This 676 provides the red line in Figure 5 , showing that the area immediately around the introduced 677 mutation has coalesced at the time of the introduction (due to hitchhiking), but that the remainder 678 of the chromosome has not yet coalesced and thus has a tree height corresponding to the start of 679 forward simulation. These uncoalesced plateaus are what we will fix with recapitation. 680
The next step, then, is to perform the recapitation. This process works backwards from the tree 681 sequence information recorded by SLiM, constructing a full coalescent history for all of the 682 individuals alive at the end of the run. Since the non-neutral dynamics eliminated much of the 683 genetic diversity from the population as it existed at the beginning of forward simulation, this 684 coalescence requires very little work -much less than even a normal coalescent simulation for 685 this population size would require. In the example run discussed here, the process took 0.41 686 seconds. If neutral mutations are desired, they can then be overlaid on the recapitated tree 687 sequence following the method of Example 1; that code is not shown again here, but that 688 operation took another 0.58 seconds (with µ = 10 −7 ). 689
Finally, we plot the mean tree heights for the recapitated tree sequence; this produces the black 690 line in Figure 5 . The uncoalesced plateaus have now coalesced to times as far as a million 691 generations in the past. This plot nicely illustrates the classical sweep pattern in which regions 692 closer to the position of the sweep tend to coalesce more recently, due to hitchhiking, than 693 regions farther away (Maynard-Smith and Haigh, 1974) . 694
Simulating the neutral burn-in period in SLiM instead, with neutral mutations occurring at a 695 rate of µ = 10 −7 , would take an estimated 114.7 hours (from extrapolation; this is a very 696 conservative estimate since the model was nowhere near mutation-drift balance when times were 697 measured). Recapitation and neutral mutation overlay, with a total time of 0.99 seconds, 698 therefore sped up the burn-in process in this example by more than 400,000 times. 699
Recapitation is clearly much faster than conducting burn-in with forward simulation, then; it 700 should be faster than a rescaled forward simulation model too (since rescaling can generally not 701 be taken that far without introducing problematic artifacts; see Discussion), and faster even than 702 constructing the burn-in state with the coalescent (since recapitation is based upon the coalescent 703 but handles far fewer events). Recapitation provides other benefits as well, since it means that 704 neutral burn-in can be deferred until after forward simulation is complete, and can even be 705 conducted as an afterthought on existing model output. It also allows the non-neutral forward 706 simulation to run without a burn-in history needing to be loaded (likely making it faster and 707 leaner), and allows one to avoid the question of how many generations must be simulated for 708 complete burn-in. It is worth noting that the coalescent (and thus recapitation) does not produce 709 identical results to forward simulation of a Wright-Fisher model, but the differences are small 710 and are mostly in the pattern of the most recent branches (Wakeley et al., 2012; Bhaskar et al., 711 2014); using recapitation as an approximation for neutral forward simulation should therefore 712 produce practically identical results as long as the forward portion of the simulation runs for at 713 least a few generations. Similarly, although spatial models differ substantially from the standard 714 coalescent, this difference is mostly seen in the more recent portion of the trees; lineages that 715 have "mixed" across the species range without coalescing behave statistically like lineages in a 716 randomly mating population (Wilkins, 2004; Matsen and Wakeley, 2006) . Recapitation with an 717 unstructured coalescent should therefore be a good approximation to pre-existing diversity in a 718 spatial simulation as well. 719
Note that constructing a burn-in history with recapitation is only equivalent to a period of 720 forward simulation if the burn-in period is completely neutral. If a non-neutral burn-in to 721 equilibrium is needed, the best approach is probably to run the burn-in period in SLiM with tree-722 sequence recording turned on and neutral mutations turned off (thus avoiding the cost of 723 simulating the neutral mutations during burn-in, as in Example 1). If a neutral burn-in is desired, 724 but the neutral mutations are then needed by the non-neutral portion of the simulation (perhaps 725 because some of the neutral mutations become non-neutral due to an environmental change), one 726 might simulate the burn-in period with the coalescent in msprime (including mutation), and then 727 save the result as a .trees file using pyslim; one could then read that .trees file into SLiM to 728 provide the initial state for further simulation. These techniques go beyond what we have space 729 to illustrate here, but the manual for SLiM 3 provides further recipes showing the use of tree-730 sequence recording. Since it is possible to move simulation data with full ancestry records back 731 and forth between msprime and SLiM, one can imagine many ways to combine the two to 732 leverage their strengths while avoiding their weaknesses.
Discussion
734
We have integrated support for tree-sequence recording (Kelleher et al., 2018) into the popular 735 SLiM forward simulation software package. Tree-sequence recording can now be enabled in any 736
SLiM simulation, and the results output to a .trees file that can be loaded into Python for further 737 simulation or analysis using the msprime package (a part of the tskit framework). We have also 738 extended the tree-sequence recording method to allow the recording and output of mutations that 739 arise during forward simulation. 740
We provided four examples demonstrating the power of the tree-sequence recording method. 741
The first example, of a simple neutral model, showed how to enable tree-sequence recording with 742 a few trivial modifications to a SLiM model's script. The second example illustrated the use of 743 recorded tree sequences in post-simulation analysis in Python to estimate the characteristic 744 reduction in neutral diversity expected around functional regions due to background selection. 745
The third example mapped the mean true local ancestry along the chromosome in a model of the 746 admixture of two subpopulations, again using post-simulation Python analysis. Finally, our 747 fourth example illustrated the use of msprime to "recapitate" a SLiM run, using the coalescent to 748 construct a neutral burn-in period after the completion of forward simulation. 749
All of these examples illustrated the large performance benefits that can be achieved with tree-750 sequence recording. Indeed, for very large neutral simulations our timing comparison indicated 751 that the speedup due to tree-sequence recording can exceed two orders of magnitude, and can put 752 the performance of forward simulation on par with an efficient coalescent-based simulation such 753 as msprime (Example 1). For a large simulation with many non-neutral mutations, we still 754 observed a speedup of more than an order of magnitude (Example 2); simulations with a lower 755 density of non-neutral mutations should benefit even more. Similarly, compared to standard whereas the internal nodes [5-12] represent ancestral genomes from which the extant 945 genomes descend. The pattern of ancestry at adjacent sites is typically highly correlated, 946
as seen here. Full coalescence has been achieved for the first, second, and fourth 947
intervals, but the third interval has not yet fully coalesced; the tree for that interval 948 therefore has multiple roots. See Kelleher et al. (2016 Kelleher et al. ( , 2018 for further discussion of the 949 tree sequence data structure. 950 the mean runtime across 10 replicates using different random number seeds; bars showing 955 standard error of the mean would be smaller than the size of the plotted points in all cases. 956
Runs for SLiM without tree-sequence recording (filled blue diamonds) were not 957 conducted for L = 10 10 because the memory usage was prohibitive, so a linear 958 extrapolation is shown (hollow blue diamond). Runs for SLiM with tree-sequence 959 recording and mutation overlay (filled green circles) are subdivided here to show the 960 runtime for SLiM alone, prior to mutation overlay (hollow green circles), illustrating that 961 the time for mutation overlay is negligible. The runtimes for the msprime coalescent for a 962 full population sample of n = 2N = 1000 (filled red squares) and for a sample of size 963 n = 2N/100 = 10 (hollow red squares) are both shown. Note that the x and y axes are both 964 on a log scale. 965 chromosome length time (seconds) 10 5 10 6 10 7 10 8 10 9 10 10 10 −1 10 0 10 10 2 
