Abstract-People now trying to maximizing function of Virtual Learning Environment. Virtual Learning Environment, not only as a place to help learning system but now has become a place of learning itself. But with the change of the learning system, teacher now have difficulty to monitor the activity of the student and the learning material. Although there is data that is considered capable become a benchmark for students and the interaction with Virtual Learning Activity. This paper will make a data prediction using Naïve bayes and C4.5 Algorithm using the Web History data and the sum of webpage interaction of the students in Virtual Learning Environment.
I. INTRODUCTION
Virtual learning environment is a dimension created to get information, and this information is information related to education. In the Virtual learning environment , students not only actively use, but also as actors who build the learning space [1] . Virtual learning environment are mostly used only as supporting learning systems, such as academic information system for example. In fact, in other countries the Virtual learning environment has been used as an alternative lecture for several universities [2] . But from the Virtual learning environment , we are not able to monitor student behavior during the learning period. We know in education not only the value of the learning subjects is important, but also the enthusiasm and attitude of students in the learning period. To be able to measure the activity of a student in a virtual learning environment, we can see a list of the virtual learning environment web pages that students have accessed and their interactions. In this study, the prediction method will be used to see whether activities on the Virtual learning Activity web page can be used as a reference in graduating students.
Virtual Learning Environment doesn't refer to website related to the theme of education. According to [3] Virtual Learning Environment is a social environment that is centered around education-themed interaction, where students are not only active, but also as actors, they help build the scope. Virtual Learning Environment certainly require computers and the internet as a major component in the learning system. The purpose of developing the Virtual Learning Environment is to maximize learning using the internet. The internet really provides a profitable potential to make flexible access to connecting communication between students and teachers. The Virtual Learning Environment provides the opportunity for teachers to make learning materials quickly without requiring additional work, because the internet function can be used in the Virtual Learning Environment.
Many classification algorithms are used to predict student graduation. One of them is the C4.5 algorithm which produces an accuracy of 87.5% [4] . There are also predictions with the Neural Network Algorithm and optimized with Particle Swarm, this method produces accuracy of 78.26% [5] . Evaluation of academic performance predicted by the Naive Bayes algorithm has a high accuracy rate of 82.8% [6] . Using two algorithms, C4.5 and CART. The C4.5 algorithm looks better with 85.61% accuracy [7] . From the algorithm described, it looks C4.5 and also Naive Bayes has a high level of accuracy. Therefore this research will use these two algorithms.
II. METHODS

A. Research Design
The design of the research will be carried out as in Fig. 1 . Naive Bayes Classifiation is an simple classification algorithm which is able to calculate the probability, By calculating the frequency and combination of entries in the dataset. This algorithm uses Bayes theorem, assuming all attributes are independent variable values [9] .
The Formula Above make H is a Class and X is the Attribute of data. P(H) is a prior probability of H, and P(X) is the prior probability of X Attribute.
Naive Bayes is the most efficient Algorithm, which the complexity of O(tn) for classification induction of dataset with t and n variabel. As well as complexity of O(cn) to classify new data , c is the number of classes.
The main advantage of Naive Bayes is its ease of construction, without the need to make difficult iterative parameter schemes. In addition, Naive Bayes is also strong in issues that are irrelevant and attributes [10] .
The C4.5 algorithm was presented in 1993 by Ross Quinlan, the goal is as a better method than ID3. To solve problems regarding ID3 weaknesses that are difficult to use for large data, C4.5 have "Information Gain" function. Where not only makes a new ratio, but also measures it [11] .
The Gain Ratio C4.5 formula is as follows:
P'(j/p) is the proportion of elements in p position. Take values from-j. Unlike entropy, the definition above does not depend on the distribution in different classes.
B. Research Data
The data is from The Open University England, in the form of an anonymus record of student learning activities in interacting with virtual learning environment [12] . The dataset used is grouped into 7 attributes, where one attribute is the class to be predicted. Explanation of the attributes to be used is as follows. To facilitate the mining process, the data that has already been converted becomes categorical that can be processed by the instrument. Data that needs to be categorized is "kategorial_region", "kategorial_credit". Here is a series of data that has been processed. Table II and fig.2 shows the categorical data student region at UK. Another country label refer to nearest country like Scotland and Belgium. Table III and fig. 3 shows the categorial data of student degree. The UK has five educational qualifications. Table IV and fig. 4 shows the categorical data of student credit. Categories divided into 4 with a maximum value of 150. fig. 6 shows the categorical data of accumulated web pages accessed by students for each subject. Table VII and fig. 7 shows the categorical data of accumulated click from students for each subject. Table VIII and fig. 8 shows information whether graduating or not form their respective subjects.
C. Evaluation
From the data collected, there are a total of 17,000 data that are ready to be processed. We uses 10 Fold-Cross Validation for performance evaluation. The 10 Fold-Cross Validation is one of the K fold that is recommended for selecting the best model because it tends to provide estimates of accuracy that are less biased than the usual Cross Validation. The evaluation that will be carried out to test accuracy is confusion matrix. To find accuracy, precision, and recall using confusion matrix, the following formula is used.
Where the description of the formula is as follows.
• TP : True Positive, the correct amount of positive predictive data.
• FP : False Positive, the wrong number of positive predictive data.
• FN : False Negative, Incorrect negative prediction data.
• TN : True Negative, correct negative prediction data.
III. RESULTS AND DISCUSSION
A. Naïve Baves classifier performance
Training data was calculated and taken 1700 data sets to see the performance of the prediction of the algorithm. The results of the algorithm performance are as follows. 
C. Equations
The results of the two algorithm's confusion matrix are calculated Accuracy, Precision and Recall. 
IV. CONCLUSION
From the data that has been processed using two algorithms. The results obtained, both algorithms have almost the same level of accuracy. The accuracy of Naive Bayes is superior to 63.8% even though the results from C4.5 only differ 0.2% from the accuracy of Naive Bayes. Even so, Recall from C4.5 Algorithm is better with a value of 98.3%. From the results of the C4.5 decision tree we know that web pages are an important factor in student graduation, therefore these variables can be used as supporting variables for the value of students in the Virtual Learning Environment. Concerns about the trees formed, it was seen that students who go to the website in 1000-2000 times were categorized as students who passed the lecture. This data can be used as proof that students' VLE activities are able to be used as a reference whether students can graduate or not.
