










Show, using Gamma and Beta functions, that the Lebesgue measure
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u1/2(1− u)3/2du= 6B(5/2, 3/2)
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(Smart) Change of variable
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Tonelli’s Theorem Let A ⊂ Rm measurable and f : A→ R measu-
rable. Define S as the Rp subset where q-sections of A have positive
measure i.e.:
S = {x ∈ Rp | `q(Ax) > 0}
Then the equality holds∫
A











From: The Fourier Transform and its Applications lecture notes
of professor Brad Osgood Stanford University
Let f a real function of a real variable. The Fourier Transform (FT)
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A warning on definitions Our definition of the Fourier transform
is a standard one, but it’s not the only one. The question is where to
put the 2pi: in the exponential, as we have done; or perhaps as a factor
out front; or perhaps left out completely. There’s also a question of
which is the Fourier transform and which is the inverse, i.e., which
gets the minus sign in the exponential.
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The choices that are found in practice are
A =
√
2pi B = ±1
A = 1 B = ±2pi
A = 1 B = ±1
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The choices that are found in practice are
A =
√
2pi B = ±1
A = 1 B = ±2pi
A = 1 B = ±1
The definition we’ve chosen has A = 1 and B = −2pi
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A sufficient condition for the existence of the integral is f ∈ L1(R).
One value is easy to compute, and worth pointing out, namely for
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The Fourier inversion theorem states that
F(F−1g) = g, F−1(Ff) = f
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Example 1: Odd and Even functions.
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We use the method of square completion of the exponent
−pi (2ist+ t2) = −pi(−s2 + 2ist+ t2 + s2) = −pis2 − pi(t+ is)2
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Ff(s) = e−pi s2
We have found the remarkable fact that the Gaussian f(t) = e−pit
2
is
its own Fourier transform i.e. a fixed point of the FT.
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so we can integrate by parts obtaining:
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(−2pi is) e−2pi istdt
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e−2pi istdt = −2pi sFf(s)
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In such a way we proved that Ff(s) satisfies the differential equation
d
ds
Ff(s) = −2pi sFf(s)
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In such a way we proved that Ff(s) satisfies the differential equation
d
ds
Ff(s) = −2pi sFf(s)
whose unique solution, incorporating the initial condition, is
Ff(s) = Ff(0) e−pi s2
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