INTRODUCTION
THE STUDY OF simultaneous equation econometric models has led to many alternative estimators to ordinary least squares: single equation limited information maximum likelihood, and two stage least squares, for example. The behavior of these estimators has been difficult to describe, however, and it has been difficult to choose among these estimators. The work described in this paper explores this problem for the case in which lagged dependent variables are not permitted.
To be most useful for normative purposes, a description must be detailed enough to give a good approximation and expose differences between estimators, and yet be simple enough to strengthen intuition and yield easily described comparisons. Since detail and simplicity are in conflict, approaches may differ in this respect. This paper introduces a new approach, based on asymptotic series in a scalar multiple, a, of the variance of the disturbance in the model. As a -+ 0 the regression function is an increasingly good description of the random variables generated. Intuitively this is suggested by Gauss' "Theory of Errors" the errors were never intended to be so large as to swamp the regression function.
One important approach used in the past is large sample asymptotic theory. This reveals a persistent bias in ordinary least squares, and a large sample asymptotic equivalence between two stage least squares and single equation limited information maximum likelihood. Additionally, Nagar [13] found the 11T term in the large sample asymptotic bias and the 1/T and I/T2 terms of the moment matrix of two stage least squares. Economists have been uneasy, however, about application of large sample theory to samples which may not be "large" in the relevant sense. Additionally large sample asymptotic results often depend on an assumption about the asymptotic behavior of the moment matrix of exogenous variables which is difficult to justify. [12] . All of these papers have been limited to the case of two endogenous variables in the equation being estimated. An important result of this work has been the finding (in a special case by Basmann [2] , in a more general form by Takeuchi [23] and Sawa [19] ) that for two stage least squares, moments of order less than K exist, and those larger do not, where K is the number of exogenous variables in the system. The method is difficult, however, as it involves integrating a noncentral Wishart distribution, and the results for the exact moments and densities have been so complicated as not to be very illuminating.
Monte
The major results of this paper are the computation of the bias (to order a2) and matrices of second moments about the true values (to order a4) for all k-class estimators (for fixed k) and for single equation limited information maximum likelihood. In doing these computations, all predetermined variables are assumed to be exogenous, and the disturbances are assumed normal and uncorrelated over time. The results are given in Section 2, and proved in the Appendices. They provide the basis for a number of interesting corollaries.
One corollary is that for equations in which the degree of overidentification is less than or equal to six, two stage least squares uniformly dominates the limited information maximum likelihood estimators (in the sense that the difference between the moment matrices of these estimators is asymptotically (as a -* 0) positive semidefinite regardless of the values taken by parameters or exogenous variables). This is unexpected on the basis of the considerations introduced by Chow [6] . Interpreted in his context, this result means that allowing the data to choose the direction of minimization (limited information maximum likelihood) introduces too much variability into the estimator, compared to the benefit gained by fixing an arbitrary direction (two stage least squares). There are some indications that this preference for two stage least squares is reversed as the degree of overidentification gets large.
A second corollary shows that for sufficiently small sample sizes and degree of overidentification, ordinary least squares dominate two stage least squares in the same sense. This has been suspected by econometricians for some time, I believe. [11] ). Thus small a asymptotics can be thought of as a reasonably good approximation to the behavior of k-class estimators whenever some combination of large sample (i.e. large T) and low phenomenon variability (small a) ought to lead to reasonably good estimation. Small a asymptotics have the important advantage over large sample theory of being able to "correct" for sample size. Therefore, whenever an econometrician is prepared to trust large sample theory, he should be willing to trust small a theory more.
In conclusion, small a asymptotics have the following advantages: (i) they are as simple as, and a generalization of, large sample theory; (ii) they can provide definite answers to normative choice of estimator questions.
Whether ultimately small a asymptotics proves to be the best compromise between simplicity and detail remains to be seen. It is interesting, however, to note that this approach can be applied to many other econometric and statistical questions [11] . A similar idea was recently used by Samuelson [18] in a discussion of the foundations of portfolio theory.
STATEMENT OF RESULTS
Let the complete system Therefore the minimum variance k-class estimator occurs when k is negative.
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APPENDIX A: PROOF OF THEOREMS
Throughout these proofs it is important to distinguish the cases when k is fixed from those when it may be random. When k can be either, it is denoted k*; when fixed, it is denoted k. 
Some additional notation is useful here: for any matrix F, PF = F(F'F)-'F' is the projection onto the space spanned by F. PF = I -PF, which was introduced in Section 2 following Equation (3), is the projection onto the space orthogonal to the space spanned by F. Also notice that

