ABSTRACT. -In this paper we prove new results for p harmonic functions, p = 2, 1 < p < ∞, in Lipschitz and starlike Lipschitz ring domains. In particular we prove the boundary Harnack inequality, Theorem 1, for the ratio of two positive p harmonic functions vanishing on a portion of the boundary of a Lipschitz domain, with constants only depending on p, n and the Lipschitz constant of the domain. 
Introduction
In this paper we prove a number of new results concerning the boundary behaviour of p capacitary functions, p = 2 and 1 < p < ∞, in starlike Lipschitz ring domains. Using our results we are also able to prove the boundary Harnack inequality for the ratio of two positive p harmonic functions, vanishing on a portion of the boundary of a bounded Lipschitz domain Ω ⊂ R n . The constants in the inequality only depend on p, n and the Lipschitz constant of Ω. To put these results into perspective we note that the boundary Harnack inequality for harmonic functions (i.e. p = 2) in a Lipschitz domain was first introduced in [26] and later proved independently by [4, 12, 44] . This inequality was generalized in [24] , for p = 2, to nontangentially accessible domains (NTA domains). In these settings it was also proved that the ratio of two positive harmonic functions, vanishing on a portion of the boundary, is Hölder continuous up to the boundary. The importance of these two results-the boundary Harnack inequality and Hölder continuity up to the boundary for quotients of harmonic functions-to potential theory, boundary value problems and free boundary problems in Lipschitz domains and beyond, for the Laplace operator and more general elliptic second order operators, can hardly be overstated. To be specific concerning areas where the above results are crucial we mention work of B. Dahlberg [12] as well as Jerison and Kenig [25] on harmonic measure and the Poisson kernel in Lipschitz and C 1 domains, the program of Caffarelli [7] [8] [9] for the analysis of elliptic free boundary problems and the program carried out in the papers [3, 23, [27] [28] [29] [30] , on free boundary regularity and regularity of the Poisson kernel below the continuous threshold.
Analogues of these results for the p Laplacian are easily stated but until now their proofs have eluded the experts, primarily because this operator is nonlinear when p = 2. In fact the results and techniques of this paper define a starting point for far reaching developments concerning the p Laplace operator in Lipschitz domains and beyond. In this paper, which is the first in a sequel, we lay the groundwork for further developments by proving for p capacitary functions in starlike Lipschitz ring domains: (a) the boundary Harnack inequality and Hölder continuity of quotients up to the boundary (Theorem 2), and (b) analogues of results of Dahlberg [12] (Theorem 3) and Jerison and Kenig [24] (Theorem 4). The boundary Harnack inequality is then (Theorem 1), extended to general bounded Lipschitz domains and to general positive p harmonic functions vanishing on a portion of the boundary through comparison with appropriate p capacitary functions. Hence an in-depth analysis of p capacitary functions in starlike Lipschitz ring domains is the main focus of this paper.
To proceed and to state our results we need to introduce some notation. Points in Euclidean n space R n are denoted by x = (x 1 , . . . , x n ) or (x , x n ) where x = (x 1 , . . . , x n−1 ) ∈ R n−1 . We letĒ, ∂E, diam E, be the closure, boundary, diameter, of the set E ⊂ R n and we define d(y, E) to equal the distance from y ∈ R n to E. ·,· denotes the standard inner product on R n and we let |x| = x, x 1/2 be the Euclidean norm of x. B(x, r) = {y ∈ R n : |x − y| < r} is defined whenever x ∈ R n , r > 0, and dx denotes Lebesgue n measure on R n . If O ⊂ R n is open and 1 q ∞, then by W 1,q (O), we denote the space of equivalence classes of functions f with distributional gradient ∇f = (f x1 , . . . , f xn ), both of which are q-th power integrable on O. Let f 1,q = f q + |∇f | q be the norm in soû is a classical solution in G to the p Laplace partial differential equation. Here, as in the sequel, ∇· is the divergence operator. We note that φ : E → R is said to be Lipschitz on E provided there exists b, 0 < b < ∞, such that φ(z) − φ (w) b|z − w| whenever z, w ∈ E.
The infimum of all b such that (1.3) holds is called the Lipschitz norm of φ on E, denoted φˆ E . It is well known that if E = R n−1 , then φ is differentiable on R n−1 and φˆ R n−1 = |∇φ| ∞ . Finally let e i , 1 i n, denote the point in R n with one in the i-th coordinate position and zeroes elsewhere. We now formulate our result on the boundary Harnack inequality for positive p harmonic functions in Lipschitz domains. The conclusion of Theorem 1 is known as a boundary Harnack inequality and as mentioned above the boundary Harnack inequality for harmonic functions (i.e. p = 2) in a Lipschitz domain was first introduced in [26] , later proved independently by [4, 12, 44] , and generalized in [24] to NTA-domains. For p = 2, and φ sufficiently smooth, we note that Theorem 1 follows from barrier type estimates and the boundary maximum principle for p harmonic functions (see [2] ). However constants then depend on a certain smoothness norm of φ. We also remark that Theorem 1 is not new in R 2 . In fact in [5] it is shown that the conclusion of Theorem 1 is valid whenever w lies on a quasicircle. Their proof however works only in two dimensions. Thus Theorem 1 is new for p = 2, 1 < p < ∞, n > 2.
In the setting of starlike Lipschitz ring domains we are able to prove a refined version of Theorem 1 including the Hölder continuity of quotients of solutions. To formulate our results we have to introduce some more notation. A bounded domain Ω ⊂ R n is said to be starlike Lipschitz with respect tox ∈ Ω provided ∂Ω = x + R(ω)ω: ω ∈ ∂B(0, 1) where log R : ∂B(0, 1) → R is Lipschitz on ∂B(0, 1).
We say that D is a starlike Lipschitz ring domain with centerx provided D = Ω \Ω where Ω, Ω are starlike Lipschitz domains with centerx andΩ ⊂ Ω. Let R, R be the graph functions for ∂Ω, ∂Ω . We shall refer to log Rˆ ∂B where the infimum is taken over all θ ∈ C ∞ 0 (Ω) with θ ≡ 1 onΩ . We are able to prove the following theorem on the boundary behaviour of p capacitary functions. 
c 2ũ 1 (a r (w)) u 2 (a r (w))
Theorem 1 is proved at the end of Section 4. As noted earlier, the proof of this theorem uses Theorem 2 and a comparison argument involving p capacitary functions. Thus we briefly outline the proof of Theorem 2. We start by noting that ifû(·, λ), λ ∈ [0, 1], is p harmonic in a domain G, ∇û(x, λ) is nonzero for x ∈ G, and ifû is sufficiently smooth in x, λ, then ζ = ∂û ∂λ (·, λ) satisfies, at x, the partial differential equation
This follows from differentiating (1.2) forû with respect to λ. In (1.5) we have written ∇û for ∇û(·, λ). Clearly,
(1.5) can be written in the form
where at x ∈ G,
and δ ij is the Kronecker δ. Again we have written ∇û for ∇û(·, λ). The first key observation in the proof of Theorem 2 is thatû(·, λ), ∂û ∂λ (·, λ), both satisfy the divergence form partial differential equation (1.7).
To continue our outline of the proof of Theorem 2, the proof uses a delicate deformation technique for starlike Lipschitz ring domains. To describe this technique and to simplify matters, we consider the following special case of Theorem 2. Letû i be the p capacitary functions for starlike Lipschitz ring domains,
LetR i , i = 1, 2, be the corresponding graph functions for ∂Ω i and assume thatR i , i = 1, 2, is infinitely differentiable on the manifold ∂B(0, 1). PutR(τ ) =R 
This fact and Schauder type arguments imply (see Lemma 4.5) thatû(x, τ ) is smooth in x, τ whenever x ∈ D (τ ). Hence {û(x, τ )}, τ ∈ [0, 1], is a smooth deformation ofû 1 (x) toû 2 (x) and (1.5)-(1.8) hold with λ replaced by τ. Using this deduction we get
It follows, from the assumptions in Theorem 2, that
Furthermore it turns out, if for exampleR 2 R 1 , thatû τ > 0 inD(τ ) andû τ = 0 continuously on B(w, 2r) ∩ ∂D 1 . Therefore we see, in view of (1.10) and the first key observation, that in order to prove the above simplified version of Theorem 2, it suffices to show thatû τ /û is Hölder continuous inD 1 ∩ B(w, r) with constants independent of τ , 0 < τ < 1. Thus the proof of Theorem 2 is, in this case, reduced to proving a boundary Harnack inequality for positive solutions to (1.5) vanishing on B(w, 2r) ∩ ∂D 1 . To prove such an inequality we note that if p is near enough 2, p = 2, then we can use (1.9) and argue as in [36] to deduce first that |∇û(·, τ)| p−2 extends to an A 2 weight on R n and second apply results from [15] [16] [17] to get the desired boundary Harnack inequality. Thus in this case one first gets Hölder continuity ofû τ (·, τ)/û(·, τ) and then ofû 1 /û 2 . In the general case, 1 < p < ∞, p = 2, we must work harder, as simple examples show that h = |∇û| p−2 (·, τ) need not be an A 2 weight. To get around this difficulty we use some Rellich type inequalities (see Lemmas 2.39, 2.45, 2.54) and a theorem of Kenig and Pipher [31] (see Theorem 3.11) to show directly in the spirit of Jerison and Kenig (see Lemma 3.13 
Finally we note that we currently cannot prove Hölder continuity in Theorem 1, using a similar variational type argument (as in Theorem 2), because we cannot prove a boundary Harnack inequality for the resulting partial differential equation satisfied byû τ ,û. At the very least it appears that one needs to know that inequalities similar to (1.9) hold forũ,ṽ in B(w, r/c) ∩ G for some large c depending only on p, n, and the Lipschitz constant for φ.
Next we formulate results on nontangential limits, at the boundary, for gradients of p capacitary functions in starlike Lipschitz ring domains. In particular we state generalizations of work by Dahlberg [12] (Theorem 3), and results of Jerison and Kenig [25] (Theorem 4). To do this we shall need some more notation. Let D = Ω \Ω be a starlike Lipschitz ring domain with centerx and as previously, let R, R be the graph functions for ∂Ω, ∂Ω . Let w ∈ ∂D, r > 0, and suppose that
We say that B(w, 8r) ∩ ∂D is C 1 providedR is continuously differentiable on {(y −x)/|y −x|:
Given b > 1 and x ∈ ∂D ∩ B(w, 2r), let Γ(x) = {y ∈ D ∩ B(w, 8r): |y − x| < bd(y, ∂D)}. We note from elementary geometry that if b is large enough (depending on the Lipschitz constant for D), then Γ(x) contains the inside of a truncated cone with vertex x, axis parallel tox − x, angle opening θ = θ(b) > 0, and height r. Fix b so that this property holds for all x ∈ ∂D ∩ B(w, 2r). Given a measurable function k on D ∩ B(w, 8r) define the nontangential maximal function
Hausdorff measure (see [40] for a definition) and let L q [∂D ∩ B(w, 2r)], 1 q ∞, be the usual space of q-th power H n−1 integrable functions on ∂D ∩ B(w, 2r). Given a measurable function f on ∂D ∩ B(w, 2r) we say that f is of bounded mean oscillation on ∂D ∩ B(w, r) (f ∈ BMO(∂D ∩ B(w, r))) if for all x ∈ ∂D ∩ B(w, r) and 0 < s r, there exists 0 < A < ∞ satisfying
Here f B denotes the average of f on B(x, s) ∩ ∂D with respect to H n−1 measure. The least such A for which (1.14) holds will be denoted by f˜ . We say that f is in VMO(∂D ∩ B(w, r)) provided for each > 0 there is a δ > 0 such that (1.14) holds with A replaced by whenever 0 < s < min(δ, r) and x ∈ ∂D ∩ B(w, r 
Furthermore, there exist 1 c < ∞ and q, q > p, depending only on p, n, and |∇φ| ∞ such that
, (c) log |∇u| ∈ BMO(∂D ∩ B(w, r)) with log |∇u|˜ c.
The rest of the paper is organized as follows. In Section 2 we state and derive some basic lemmas which will be used in the proof of Theorems 1-4. In Section 3 we introduce elliptic measure defined with respect to the partial differential equation in (1.7), (1.8), and derive a boundary Harnack inequality for positive solutions. In Section 4 we study variations of capacitary functions in smooth starlike Lipschitz ring domains and prove Theorem 1. In Section 5 we prove Theorems 2, 3, 4.
Basic estimates
Let Ω + , Ω − be starlike Lipschitz domains with centerẑ andΩ − ⊂ Ω + . Let R + , R − be the graph functions for Ω + , Ω − and putD = Ω + \Ω − . Let β be the Lipschitz constant forD. In the sequel, unless otherwise stated, c will denote a positive constant 1 (not necessarily the same at each occurrence), depending only on p, n, and β. In general, c(a 1 , . . . , a n ) denotes a positive constant 1, which depends on p, n, β and a 1 , . . . , a n , not necessarily the same at each occurrence. Letû be the p capacitary function forD and putû [41] for these results). If (1.12) holds for w, then (c) follows from simple barrier type estimates (see also [19] 
Proof. -The first inequality in Lemma 2.2 follows from a general argument using Lemma 2.1 often attributed to Carleson (see [10] ). However Domar was apparently the first to use this argument (see [1] ). The second inequality follows from the first inequality and Lemma 2.1(c [38] it follows that ∇û has a Hölder γ extension to the closure ofD for some γ ∈ (0, 1], depending on p, n and the C 2 norm for ∂D. Using this result and barriers of the form
where z ∈D and A, B are constants, we conclude that there exists a neighborhood N of ∂D for which minD ∩N |∇û| > 0. Second from (1.2) and this conclusion we see thatû is a solution to a nondivergence form uniformly elliptic equation with Hölder continuous coefficients in the closure ofD ∩ N. We now use Schauder theory (see [20, Chapters 6, 9] ) and a bootstrap type argument to get thatû has a C ∞ extension to the closure ofD ∩ N. A similar argument gives thatû is infinitely differentiable in a neighborhood of each point x ∈D where ∇û(x) = 0. 2 LEMMA 2.5. -Letũ be as in Lemma 2.1 and suppose that (1.12) holds for w. There exists c such that
Proof. -Since (1.2) is invariant under translations we assume, as we may, thatẑ = 0. We also temporarily assume that
Then from Lemma 2.4 we deduce that θ has a continuous extension to the closure ofD. We claim for some > 0 that
To prove claim (2.7) first observe from (2.6) and Lemma 2.4 that there exists a neighborhood N of ∂D such that
for small enough. Second, given η > 0, 0 < η 1/2, let v = v(·, η) be the weak solution to
with boundary values 1 onΩ Given ξ ∈ R n , |ξ| = 1, and η ∈ (0, 1/2] let f = ∇v, ξ . Differentiating (2.9) in the direction ξ we get
inD, where at x ∈D,
for 1 i, j n. In (2.11), δ ij again denotes the Kronecker δ. We have
Observe from (2.8) and uniform convergence of ∇v to ∇û, that for sufficiently small η, say 0 < η η 0 , we have ψζ 2 ≡ 0 inD ∩N. From this observation and the definition of ζ we see that ∇(ψζ 2 ) = (∇ψ)ζ 2 for almost every x inD (with respect to Lebesgue n measure). Using this fact, (2.12), (2.13), and integrating by parts we get,
(2.14)
From Cauchy's inequality, we have
For small δ > 0 we write, 
Here we have also used the fact that ∇û is normal to tangent planes through points of ∂D and starlike Lipschitzness of ∂D. We assert that (2.16) also holds inD, which clearly implies Lemma 2.5(i). To prove our assertion, let L be the operator in (1.7), (1.8) defined relative toû (to get L replace v byû and put η = 0 in the definition of L * in (2.10)). We note that Lθ = 0 inD, as follows from Lemma 2.4, (2.7), and either the discussion above (1.6) withû(·, λ) replaced bŷ u(λx) or (2.13) with η = 0. To show that g cannot have a negative minimum inD it suffices to show
as we find from (2.7) and a standard argument for uniformly elliptic PDE in divergence form. To this end observe from symmetry and smoothness of {b ij (x)}, 1 i, j n, that at x ∈D,
To simplify the calculations we note that solutions to the p Laplacian (see (1.2)) remain solutions under rotations. Moreover, g is invariant under rotations around the origin. Thus we assume, for fixed x ∈D, that ∇û = |∇û|e n , (2.19) since otherwise we change coordinate systems. From (1.8) or (2.11) with η = 0, v =û, and (2.19) we see at
(2.20)
Differentiating (1.8) and using (2.19) we find at x that
We have
We note that (1.7) forû, (2.20), (2.21) imply that
Using (2.21), (2.23) we get at x,
Also, from (2.20) we deduce
Next we note thatû x k is a classical solution to (1.7), (1.8), as we see from (2.7), the discussion above (1.5) withû(x, λ) =û(x+λe k ) and the chain rule (see also (2.10)). Using this observation, (2.19) , and (2.20) we find at x that
Finally using (2.20) we see at x that
(2.27) Using (2.22), (2.24)-(2.27) in (2.18) and gathering terms we obtain after some juggling that
To complete the proof of (2.17) we show both terms in brackets in (2.28) are nonnegative. In fact from Schwarz's inequality we see that
Using (2.29) in the first term in brackets in (2.28) (along with 2ab a 2 + b 2 ) we deduce that this term is nonnegative. Also from (2.23) and Schwarz's inequality we find
Using (2.30) in the second term in brackets in (2.28) and Schwarz's inequality, we conclude that this term is also nonnegative. Thus (2.17) is true. From our earlier remarks we obtain (2.16) inD. Hence Lemma 2.5(i) is true under assumption (2.6).
To continue the proof of Lemma 2.5 we note that the upper bound in Lemma 2.5(ii) follows from Lemma 2.3. We use (2.16) to prove the lower bound in Lemma 2.5(ii). We first show that
To prove (2.31) observe from (2.16) and (1.8) that there exists c for which
whenever y ∈ B(x, 2s) and ξ ∈ R n . Using (2.32) and (1.7) for θ we see that Moser iteration can be applied to powers of θ in the usual way (see [41] ) in order to get (2.31). To prove the lower bound in Lemma 2.5(ii), we consider two cases. First suppose that ∂Ω − ∩ B(w, 8r) = ∅. From Lemmas 2.1, 2.2 we see thatũ ≈û in B(w, 6r) ∩D with proportionality constants depending only on p, n, β. If x ∈ B(w, 3r) ∩D, we can draw a ray l inD from x to a point inB(x, d(x, ∂D)) ∩ ∂Ω + thanks to (1.12) for w. Let y be the first point on l (starting from x) withû(y) =û(x)/2. Then from the mean value theorem of elementary calculus there exists z on the part of l between x, y witĥ
From Lemma 2.2 we deduce the existence of c with
From (2.34), (2.31), and (2.16) it follows that for some c, |∇û(z)| c|∇û(x)|. Using this inequality in (2.33) we conclude that u(x) c ∇û(x) d(x, ∂D).
Hence the lower bound in Lemma 2.5(ii) is valid if w ∈ ∂Ω + . A similar argument applies if w ∈ ∂Ω − . We omit the details. Thus Lemma 2.5(ii) is valid. Finally Lemma 2.5(ii) implies that the PDE in (1.7), (1.8) is uniformly elliptic in B(x, 3d(x, ∂D)/4) with Hölder continuous coefficients involving derivatives ofû. Since derivatives ofû satisfy (1.7) (as mentioned above (2.26)), we can differentiate (1.7) to get a divergence form PDE for second derivatives of u. DiGiorgi or Moser iteration can then be applied to get Lemma 2.5(iii). One can also obtain Lemma 2.5(iii) from Schauder type estimates for the nondivergence form PDE satisfied byû as in Lemma 2.4. Thus Lemma 2.5 is valid under assumption (2.6).
To complete the proof of Lemma 2.5 we show that assumption (2.6) is unnecessary. For this purpose let R 
Proof. -Existence and uniqueness of μ satisfying Lemma 2.35(a) is easily proved using Lemmas 2.1 and 2.2 (see [5] or [21] From Lemma 2.5 it is easily seen that
are starlike Lipschitz ring domains with centerẑ and constants depending only on β.
and min{û/t, 1} are the p capacitary functions for 
.
Proof. -Again we consider two cases. If B(w, 8r) ∩ Ω − = ∅, we first show that Lemma 2.39 is valid with μ + replaced by μ t for t sufficiently near 0. Again we assume thatẑ = 0. For t near 0, and 2r < s < 3r, we note from Lemmas 2.4, 2.5 that integration by parts can be used to get
where ν denotes the outer unit normal to the boundary of B(w, s) ∩ D(t). Now from (1.2) and integration by parts, we deduce
Using this equality in (2.40) we get
We note that ν = − 
where
Next choose s ∈ (2r, 3r) so that 
(w ).
Proof. -As usual we consider two cases. First suppose that B(w, 8r) ∩ ∂Ω − = ∅. From Lipschitzness of ∂D and basic geometry we deduce the existence of c (depending only on p, n, β) such that if
with logRˆ E c (β + 1).
One proof of (2.46) is to observe that it is equivalent to the statement that the cones Γ(x), x ∈ B(w, r/c ) ∩ ∂D, defined above (1.13), each contain w . (2.46) can also be deduced from basic trigonometry using starlike Lipschitzness ofD with respect toẑ. Let r = r/c and for
We claim there exist a compact set F ⊂ B(w, r /4) ∩ ∂D and c (depending only on p, n, β) with
then by a standard covering argument there exists {B(
for each i.
Using these facts and H
, we get
On the other hand if Λ = B(w, r /4) ∩ ∂D \ G, then from Lemmas 2.39, 2.35, with r replaced by r /8, and Hölder's inequality, we get for some c, 
Combining this inequality with (2.47) and using Harnack's inequality (Lemma 2.1(b)), we have for some c,
Next we draw all rays from points inB(w , r/c) to points in F . LetΩ be the interior of this set. Using (2.46) it is easily seen for c large enough thatΩ is starlike Lipschitz with center at w and Lipschitz constant c(β + 1). Also from (2.51) we see that
If x ∈Ω and d(x, ∂D) r /10
5 , then from Lemma 2.5(ii) and Harnack's inequality, we find that
Otherwise there existsx ∈ F with |x −x| cd(x, ∂D). Choose s, 0 < s < r , such that s |x−x| cs. Using Lemmas 2.35, 2.39, 2.5(ii), (2.51), and Harnack's inequality we conclude that
where all proportionality constants depend only on p, n, β. Thus (2.52) holds in this case also. [34, 35] . Again, let L, (b ij ), 1 i, j n, be as in (1.7), (1.8), defined relative toû,D. Since derivatives ofû are solutions to Lζ = 0 (see the remark above (2.26)), we find at x ∈D,
(2.55)
Also we note from (2.5)(ii), (iii) and Lemma 2.45 that We note that the divergence theorem can be used in B(z, 4s) ∩ Ω. Since Lû = 0 inD we have 
(2.58)
where we have used |b ij | p|∇û| p−2 , and once again Lemmas 2.5, 2.45 to make estimates. Combining (2.57)-(2.58) letting → 0, and using Fatou's lemma we conclude that Lemma 2.54 is true. 2
Elliptic measure and a boundary Harnack inequality
To continue the program outlined in Section 1, letû,D,ẑ, Ω + , Ω − , R + , R − , β, be as in Section 2. Throughout this section we assume that 
whenever y ∈D and ξ ∈ R n , so (b ij ) is uniformly elliptic inD. Let H ⊂D be either a starlike Lipschitz domain or H =D. Using the above facts and arguing as in [39] we deduce the existence of Green's function, g(·, ·) : H × H → (0, ∞] with the following properties.
In (c ) we have used Lemma 2.5 to estimate the ellipticity constants in (3.2). Also all proportionality constants depend only on p, n, and β. For given y ∈ H extend g(·, y) to a continuous function on R n \ {y} as in (d ). Then there exists a positive Borel measure, ω(·, y), on R n with support in ∂H, ω(∂H, y) = 1, and the property that for g(·, y) .
Proof. -From Lemma 2.5 and (3.2) we see that the ellipticity constants for L are bounded above and below in B(z, 2s) by constant multiples of (
Thus Lemma 3.5 follows from standard estimates of the above mentioned authors. 2 Using (3.4), Lemma 3.5, and arguing as in [39] , one can deduce by way of a method of PerronWiener-Brelot, that the continuous Dirichlet problem for L in H has a solution in the sense that given a continuous function f on ∂H there exists a strong solution F to L in H with F = f continuously on ∂H. Indeed,
If H =D, then from C ∞ smoothness of b ij , ∂D, as well as (3.2) and Schauder type arguments, one can show that g(·, y) extends to a C ∞ function in the closure ofD (away from y). Using this fact and the divergence theorem we deduce that on ∂D, 
(see [11] for several equivalent characterizations of A ∞ ). Letω,ĝ denote elliptic measure and Green's function forD. We prove the following result on the elliptic measure.
Proof. -We note that a ρ (x) is defined as in Lemma 2.2 with r, w replaced by ρ, x. To prove Lemma 3.9, let x ∈D be the point on the ray fromẑ through x with |x − x| = ρ. LetΩ be as in Lemmas 2.45, 2.54, defined relative to x, x , ρ. From the definition of (b ij ) in (1.8) we find at y ∈Ω that n i,j=1
From this display and Lemma 2.54 we conclude that if
then γ is a Carleson measure onΩ with
whenever z ∈ ∂Ω. (3.10) Letω(·, x ) be elliptic measure forΩ defined relative to L, x . We shall need the following theorem of [31] tailored to our situation (see also [22, ch. 3] Proof. -We note that the dependence of the constants in Theorem 3.11 can be easily checked since if To get Lemma 3.9 from Theorem 3.11, we first observe from Lemma 2.45 that
In particular there existx ∈ ∂Ω andc > 1 such that B(x, ρ/c) ⊂ B(x, ρ) and
Applying Theorem 3.11 we deduce from the definition of A ∞ in (3.8) that
where the last inequality follows from the doubling property ofω and the fact thatω(∂Ω, x ) = 1.
Thus from the maximum principle we have for some ĉ
We note that Harnack's inequality holds forω(·, y) with constants depending only on p, n, β by the same reasoning as in Lemma 3.5(b). From Harnack's inequality, we see that x can be replaced by a ρ (x) in the above inequality. Hence Lemma 3.9 is true. If x, ρ are as in Lemma 3.9 we claim that In fact given y as in (3.12) chooseŷ ∈ ∂D with |y − ŷ| = d(y, ∂D) . Putρ = 2|y −ŷ| and observe that Lemma 3.9 can be used with x, ρ replaced byŷ,ρ. Doing this and using Harnack's inequality we get claim (3.12). Our goal is to prove a boundary Harnack inequality for L. Using the argument in [22, 
positive solutions to L inD ∩ B(w, r) with
h i = 0, i = 1, 2
, continuously on ∂D ∩ B(w, r). There existsĉ (depending only on p, n, β), such that ifr = r/ĉ, thenĉ
whenever y ∈ B(w,r) ∩D.
Proof. -Let w ∈D be the point on the ray fromẑ through w with |w − w | = r/4. We assume, as we may, that h i (w ) = 1, i = 1, 2, since otherwise we divide h i by these constants for i = 1, 2. We note that interior Hölder continuity estimates and Harnack's inequality can be stated for h 1 , h 2 as in Lemma 3.5 with g(·, y) replaced by h 1 , h 2 . From Harnack's inequality and starlike Lipschitzness ofD we see that in order to prove Lemma 3.13 it suffices to show for some c that 
From (3.15), (3.
3)(c ), (3.12) with x replaced by points in ∂B(ỹ,ρ 0 ) ∩ ∂D, Harnack's inequality, and the weak boundary maximum principle for L, we see that 17) is a consequence of the following claim. Given > 0 sufficiently small (depending on p, n, β) there exists c( ) (depending only on , p, n, β ) such that
whenever j = 1, 2, . . . . To prove (3.18) for a fixed j, let < 10 −10 , and let N be the largest positive integer 1/ . Set
Then
as we see from (3.12). From (3.19) we find that if
. Using this fact, Harnack's inequality, and (3.3)(c ) once again we find for some c( ) that
Using the boundary maximum principle for L we deduce that (3.21) is valid in B(ỹ, ρ j+1 ) ∩Ω. Summing (3.21) for a fixed j from i = 1 to N, we obtain from (3.19) (after division by N ) that
in B(ỹ, ρ j+1 ) ∩Ω. Choose so that c/N < or equivalently c = for some c. Rewriting (3.22) in terms of we obtain claim (3.18) provided 0 < < 1/c and c is large enough.
To prove (3.17) let k be the positive integer with y ∈ B(ỹ, ρ k+1 ) \B(ỹ, ρ k+2 ). Iterating (3.18) from 1 to k we get
Observe from (3.3)(a ) that Lemma 3.5 holds with g(·, y) replaced by g(y, ·). Thus if
then from Harnack's inequality applied to g (y, ·),û, we deduce
for j = 1, 2, . . . , provided is sufficiently small (depending only on p, n, β). Likewise (3.14) . Interchanging h 1 , h 2 we also get the upper bound in (3.14). This proves Lemma 3.13. 2
We end this section by proving the following lemma. LEMMA 3.27. -Let w ∈ ∂D, r,r and h 1 , h 2 be as in Lemma 3.13. There exist λ, 0 < λ < 1, and c * (depending only on p, n, β) such that
whenever y, y ∈ B(w,r/4). 
h 2 (ar(w)) .
Hence Lemma 3.27 holds in all cases. 2
Remark. -LetD, w, r,r, be as in Lemma 3.27 and suppose thatζ ∈D \ B(w, 8r). If h 1 , h 2 are positive solutions to L inD \ {ζ}, then Lemmas 3.13, 3.27 are valid withr replaced by r. Indeed, we can first apply Lemmas 3.13, 3.27, with w, r replaced byỹ,ŝ = r/10, whenever y ∈ ∂D ∩ B(w, r). Using h i (aŝ(ỹ)) ≈ h i (ar(w)), i = 1, 2, we then get Lemmas 3.13, 3.27 witĥ r replaced by r.
Deformation of ring domains and proof of Theorem 1
Let 
, be starlike Lipschitz domains with centerẑ andΩ
− i ⊂ Ω + i for i = 1, 2. Let R + i , R − i , i = 1, 2
, be the corresponding graph functions and let
and also that w ∈ ∂D 1 ∩ ∂D 2 , r > 0, with
We first study properties of the deformation touted above (1.10). To this end we define for 0 τ < 1 and ω ∈ ∂B(0, 1),
, be starlike Lipschitz domains with centerẑ and graph functions, 
uniformly on compact subsets of D(s). (4.4)
Next we consider regularity in τ.
dτ whenever a = 0, 1 and x ∈ B(w, 8r) ∩ D 1 .
Proof. -We assume, as we may, thatẑ = 0. If τ = 0, 1 in Lemma 4.5, then u τ should be interpreted as a limit of one-sided difference quotients. To begin, if ξ = (ξ 1 , . . . , ξ n ), w = (w 1 , . . . , w n ) ∈ R n \ {0}, and 1 i n we note that
where for 1 i, j n,
In this display δ ij , once again, denotes the Kronecker delta. Using (4.3), (4.4), and (1.2), we deduce for given s ∈ [0, 1] that if
, and 1 i, j n,
where c depends only on p, n.
This choice of δ 1 , δ 2 > 0 is possible thanks to (4.3), (4.4) .
where the − sign is taken if = + and the + sign if = −. Using this note (4.9), (4.10), and the chain rule, we deduce that
where |e| 3 1 . Since 
with continuous boundary values
Here b ij (x) = a ij (∇u(x, s)), 1 i, j n, x ∈ D(s), and a ij are as in (4.6). Since (b ij ) are uniformly elliptic it follows from the usual minimizing argument that 
. This fact and (4.7) imply
for k = 1, 2. This equality, (4.3), and (4.8) yield for some 0 < K < ∞, depending on various smoothness constants but independent of s, τ ∈ (s − δ 3 , s + δ 3 ), that
Using Cauchy's inequality with s, (4.3), (4.4), (4.8), (4.15) , it follows for some K 1 having the same dependence as K that
Using Fatou's lemma and Poincaré's inequality, we conclude that We now consider some applications of Lemma 4.5. We show that under certain deformations, a boundary Harnack inequality applies to the integrand in Lemma 4.5(γ) for each fixed τ. Thus we will essentially obtain Theorem 2 in certain special cases. To prove Theorem 2, we shall 
We prove 
Moreover if (i) holds with ρ replaced byρ andũ is the p capacitary function forD
Proof. -In Lemma 4.18, λ, c and the proportionality constant for ρ/d(ẑ, ∂Ω + ) depend only on p, n, β. In the proof of Lemma 4.18 we assume, as usual, thatẑ = 0. We consider two cases. First suppose thatΩ
In this case since Ω − is starlike Lipschitz, we can choose c , depending only on p, n, β, to be the largest number such that if ρ = d(0, ∂Ω + )/c , then 
Applying the deformation at the beginning of this section, Next we note that Lemmas 3.13, 3.27 can be applied with
Using this note, Remark at the end of Section 3, and Lemma 4.5(γ) we get for w 1 , w 2 ∈ B(w, r),
where a r(τ ) (w) is defined relative to D(τ ). If r(0) ρ/1000, we deduce from Lemma 2.5 that
Using (4.23) in (4.22) we find for w 1 , w 2 ∈ B(w, r) that
Choosing w 1 = a r (w) ∈ D ∩ B(w, r), and exponentiating (4.24) we conclude that (j) of Lemma 4.18 is valid. (k) follows from (j), (4.24) , and the fact that | log t|/|t − 1| is bounded below for t ∈ (0, c] by a constant depending only on p, n, β. If r(0) < ρ/1000 we choose, τ 1 , τ 2 , . . . , τ m ∈ [0, 1], so that τ i , 1 i m, is the value in [0, 1] with r(τ i ) = 2 i r(0), 1 i m, and ρ/1000 r(τ m ) < ρ/500. Also let τ m+1 = 1 and note that τ 1 = 0 by definition. We claim that
To prove this claim observe from the definition of r(τ ) that there exists
On the other hand from the definition of R − (τ, ·) and the definition of τ i we deduce that
Combining (4.26), (4.27) and then taking logarithms, we get claim (4.25).
Observe from Lemma 2.5 and (4.21) that
Applying Lemmas 3.13, 3.27, as above, and using (4.25), (4.28) we find for w 1 
From (4.29) and Lemma 4.5(γ) we conclude for w 1 , w 2 ∈ B(w, r) that 
Then from Lemma 2.5 we see that min(u/t, 1) is the p capacitary function for the starlike Lipschitz ring domain,D = {x: 0 < u(x) < t} with Lipschitz constant depending only on p, n, β. Let ρ be the largest number so that B(0, 2ρ) ⊂ {x: u(x) > t}. We can now repeat our earlier argument withD, u/t replacing u, D. Doing this we get Lemma 4.18 for u/t. Clearly we can replace u/t by u in (j), (k) of this lemma. The proof of the first part of Lemma 4.18 is now complete.
Ifρ is as in Lemma 4.18, we can use Lemma 4.5 to deform D * intoD. Using the above argument with either B(ẑ, ρ) or B(ẑ,ρ) 
and the following properties: 
Moreover if (i ) holds with ρ replaced byρ andũ is the p capacitary function forD
where m is the first positive integer with
From (4.35), (3.6), and Lemma 4.5 we see that
Let β i be the Lipschitz constant for D i , i = 1, 2, and setr = sup{s: B(w, 2s) ∩B(0, ρ 1 ) = ∅}. We note thatr
with proportionality constants depending only on β 1 , β 2 , p, n. From (4.37) and Lipschitzness of log R + i , i = 1, 2, we find that
Let k be the largest positive integer with E k ⊂ B(w,r). From Lemmas 3.13, 3.27, and (3.3)(c ), we observe for ζ ∈ D(τ ) near a point of E j , 4 j k, and w 1 , w 2 ∈ B(w, r)∩D 1 , as in Remark at the end of Section 3, that
(4.39)
A similar argument yields (4.39) with a 2 j r (w) replaced by ar(w) when k < j m. Letting ζ → x ∈ E j we obtain from (4.39) and smoothness of u(·, τ), g that 
A similar argument yields that (4.43) also holds for k < j m. Note that m − k c, thanks to (4.37) . From this note, (4.36), (4.43) we see that
Using (4.44) and (4.5) (γ) as in (4.22) we conclude that for w 1 
One can take log R 
From our construction, we observe for some c (depending on p, n, and the Lipschitz constant for φ) that
We can choose α so that |∇α| c −1 (4.51) thanks to (4.50). Let
Using (4.51) it is easily shown that
Let Ω be the starlike Lipschitz domain with center atw and graph function R . Let D = Ω \ B(w, r /4) and let u be the p capacitary function for D . Then from our construction, the fact that L cr , Lemma 2.2, and Harnack's inequality we deduce first that cu max(ũ,ṽ) on G ∩ ∂B(w, 3r /4) and second from the weak maximum principle that cu max(ũ,ṽ) in G∩B(w, 3r /4). Using this inequality and (4.49) we conclude that to prove Theorem 1 it suffices to prove this theorem for u, u . Now from our construction it is easily checked that the hypotheses of Lemma 4.34 are satisfied with u 1 , u 2 , r replaced by u, u , r /100 so Theorem 1 holds for u, u . From our earlier reasoning we conclude that Theorem 1 is true. 2
Proof of Theorems 2, 3, and 4
LetD i , i = 1, 2, be as in Theorem 2 with centersx,ŷ and corresponding p capacitary functionŝ u i , i = 1, 2. We note that Lemmas 4.18, 4.34 imply the validity of Theorem 2 when w ∈ ∂D i , i = 1, 2, lies in the unbounded components of R n \D i , i = 1, 2, andx =ŷ (i.e.D i , i = 1, 2 have the same center). Moreover, Lemmas 4.32, 4.46 imply the validity of Theorem 2 when w ∈ ∂D i lies in the bounded components of R n \D i , i = 1, 2, andx =ŷ. Indeed, the C ∞ smoothness assumption on the various graph functions in the above lemmas can be done away with as in (4.48). Also, if w lies in the unbounded components of R n \D i , i = 1, 2, andx =ŷ, then we can first use Lemma 4.18 to reduce the proof of Theorem 2 to the case whenD i =Ω 
Given z ∈ B(w, r)∩∂D i , i = 1, 2, we claim that it suffices to show there exists c, depending only on p, n, and the Lipschitz constants forΩ Let ζ 1 ∈ l be such that |ζ 1 − z| = r/8. From our construction it is easily seen that there exists 0 < θ < 1/2 (depending only on p, n, β 1 ) and a sequence {ζ i } N 1 with 
whenever w 1 , w 2 ∈ B(z, r/c) ∩D 1 . Summing this inequality we deduce that
In view of (5.1), (5.6), (5.7), we see that Theorem 2 can also be applied to v N ,û 1 . Doing this and using (5.9) we get 
so that Ω(y), y ∈ l , is starlike Lipschitz with respect to any point in B(y, 1 32 r/c ). Indeed, otherwise we first observe that
since a ray drawn from a point in B(η, , i = 1, 2, such that the line segment l 1 from P to Q contains R. Choose P 1 , ∈ Ω(ζ 1 ) and P 2 ∈ Ω(η) such that the line segment, l , from P 1 to P 2 is parallel to l and contains P. Let l 2 be the line segment from P 1 to Q. Then P 1 , P 2 , P, Q, R all lie in a two-dimensional plane and P 2 lies outside the triangle with vertices P 1 , P, R. Draw the infinite ray, P 2 through R. Let σ denote the part of this ray connecting R to ∞. Then by our choice of Ω(η), we must have σ ⊂ R n \D 2 . However clearly σ must intersect the open line segment l * from P 1 to Q and .
The above inequality and Lemma 2.35(b) imply (see [18] ) that for some q > p (depending only on p, n and the Lipschitz constant for D) that Moreover L is uniformly elliptic onΩ and u x k is bounded onΩ. It now follows from a well-known argument (see [10] ) that u x k has nontangential limits at almost every boundary point ofΩ with respect to elliptic measure defined relative to L (see Section 3). Here b, 1 < b < ∞, is arbitrary in the choice of nontangential cones forΩ. From Theorem 3.11 we conclude that u x k has nontangential limits at H n−1 almost every point in ∂Ω. Since b is arbitrary, and ∂Ω has tangent planes H n−1 a.e., we see that this limit can only exist if (5.17) is false. Let ∇u(w), w ∈ ∂D, denote the nontangential limit of ∇u whenever this limit exists. To prove (b) of Theorem 3 we can retrace the argument leading to Lemma 2. This can be easily verified using a compactness argument, since any convergence subsequence say {f (·, θ j )} with θ j → π/2 is a positive solution to the p Laplacian on {x: x n > 0} which vanishes on W. This solution also has the form (5.29) with γ = lim j→∞ γ(θ j ). Using Theorem 1 and the fact that x n is also a positive solution to the p Laplacian on {x: x n > 0} which vanishes on W, it follows that γ = 1.
Another proof of Lemma 5.28 which uses only the fact that ∂D ∩ B(w, 4r) is Reifenberg flat with vanishing constant (see (5.24) ) and an iteration argument, can be given as in [36, (2.37) ]. The proof in [36] gives a lower bound for u m (a s (x)) and is only in R 2 . However thanks to Theorem 1, essentially the same iterative argument can be used to get Lemma 5.28. Since ∇u m (x), x ∈ ∂D m , is normal H n−1 almost everywhere to the tangent plane through x, we deduce from C 1 smoothness of ∂D ∩ B(w, 8r) and our construction that 
