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Abstract.
We show that the expected value for the joint linear complexity of an
m–multisequence of length n is
E(m)n =
⌈
n
m
m+ 1
⌉
+O(1),
improving on a result by Niederreiter and Wang.
MSC: 11B85 Automata sequences
Let T = ({s1}
n
j=1, ..., {sm}
n
j=1) ∈ (F
m
q )
n denote a multisequence and let L
(m)
n (T ) de-
note its joint linear complexity. Let N
(m)
n (L) denote the number of multisequences
with L
(m)
n (T ) = L and let
E(m)n = q
−nm
∑
T∈(F
(m)
q )n
L(m)n (T ) = q
−nm
n∑
L=0
LN (m)n (L).
be the expected joint linear complexity for a prefix of length n of anm–multisequence.
Rueppel [4] proved that
E(1)n =
n
2
+O(1).
Niederreiter and Wang proved
E(2)n =
2n
3
+O(1) and E(3)n =
3n
4
+O(1)
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in [5] and [3], respectively, and in [2] they obtain
E(m)n =
mn
m+ 1
+ o(n)
for any natural m.
We improve the details of the method from [5], [2] and establish the following
result.
Theorem 1. For all m ∈ N,
E(m)n =
mn
m+ 1
+O(1).
Here the constant in the symbol O(1) may depend on q and m but does not
depend on n.
The proof will follow from the powerful formula for the value N
(m)
n (L) in terms
of partitions of L into M parts given in [2, formula 2] or [5, formula (11) and
Theorem 2].
We do not need to describe Niederreiter’s and Wang’s formula in the exact way,
we need only two corollaries of the formula. These corollaries are presented in [2].
Lemma 2. [2, Lemma 2]
N (m)n (L) ≤ q
(m+1)L.
Lemma 3. [2, Lemma 3] Let i1 ≥ i2 ≥ ... ≥ im ≥ 0 be integers with i1+...+im = L
and P (m,L) denote the set of all m-tuples I = (i1, i2, ..., im) under the condition
specified. Then
N (m)n (L) ≤ c(q,m)
∑
I∈P (m,L)
q2
Pm
k=1(k−1)ik+2m(n−L)
where c(q,m) depends only on q and m.
In fact this lemma follows from the proof of Lemma 3 from [2], formulas (3–5).
We first deduce a corollary from Lemma 2. However, instead of using arguments
from [2, Lemma 1] we use an estimation on integer points in a polytope–type
domain.
We remind that Lemma 1 from [2] establishes for reals x1 ≥ x2 ≥ ... ≥ xm ≥ 0
such that x1 + ... + xm = L the inequality
2
m∑
k=1
(k − 1)xk ≤ (m− 1)
m∑
k=1
xk = (m− 1)L.
It means that if we consider the set
Ω = {x = (x1, ..., xm) ∈ R
m : x1 ≥ x2 ≥ ... ≥ xm ≥ 0, x1 + ... + xm = L}
2
then
max
x∈Ω
2
m∑
k=1
(k − 1)xk = (m− 1)L,
In fact Ω is an m − 1-dimensional simplex in Rm. Let 1 ≤ ν ≤ m. Denote by
xν ∈ Rm the point whose first ν coordinates are equal to L
ν
and all other coordinates
are equal to zero. Then xν , 1 ≤ ν ≤ m, are the all vertices of the simplex Ω. The
linear function 2
∑m
k=1(k − 1)xk attains its maximum on some vertex, it is easily
verified that this point is unique.
Note that from Lemma 3 it follows that
N (m)n (L) ≤ c(q,m)
(m−1)L∑
H=0
ρHq
2mn−(m+1)L−H , (1)
where ρH is the number of integer solutions of the system

i1 ≥ i2 ≥ ... ≥ im ≥ 0,
i1 + ...+ im = L,
2
∑m
k=1(k − 1)ik = (m− 1)L−H.
Obviously ρH = 0 for H 6≡ (m− 1)L mod 2, but this is not of importance.
Let
ΩH = Ω ∩
{
x = (x1, ..., xm) ∈ R
m : 2
m∑
k=1
(k − 1)xk ≥ (m− 1)L−H
}
be an m− 1-dimensional polytope in Rm and MH be the number of integer points
in ΩH . Obviously ρH ≤ MH . If H = 0 then Ω0 contains only the point x
m. We
may see that ΩH consists of all points x = (x1, ..., xm) such that

x1 ≥ x2 ≥ ... ≥ xm ≥ 0,
x1 + ...+ xm = L,
2
∑m
k=1(k − 1)xk ≥ (m− 1)L−H.
Lemma 4. The number MH of integer points in ΩH , H ≥ 0 can be bounded by
MH ≤ (H + 1)
m. (2)
Proof. Instead of the polytope ΩH we consider the polytope Ω
∗
H defined by the
conditions 

x1 ≥ x2 ≥ ... ≥ xm,
x1 + ...+ xm = L,
2
∑m
k=1(k − 1)xk ≥ (m− 1)L−H.
Here the inequality xm ≥ 0 is omitted and hence ΩH ⊆ Ω
∗
H .
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Now we see that the polytope Ω∗H is an m−1-dimensional simplex with vertices
x(H, ν), ν = 1, ..., m. These vertices can be easily calculated: We have x(H,m) =
xm, and for 1 ≤ ν ≤ m− 1, let tν =
H
(m−ν)L
≥ 0 and then
x(H, ν) = xm(1− tν) + x
νtν .
To prove this statement we must consider the intersection of the hyperplane{
(x1, ..., xm) ∈ R
m : 2
m∑
k=1
(k − 1)xk = (m− 1)L−H
}
with the straight lines containing the edges [xm, xν ], ν = 1, ..., m − 1 of the sim-
plex Ω. The hyperplane intersects all these lines, namely the rays [xm, xν). The
intersection points are just given by x(H, ν), 1 ≤ ν ≤ m− 1.
Let xj(H,m) be the j-th coordinate of the point x(H,m). Now
∣∣∣∣xj(H, ν)− Lm
∣∣∣∣ =
{
H
mν
, 1 ≤ j ≤ ν,
H
m(m−ν)
, ν + 1 ≤ j ≤ m,
and
max
1≤j,ν≤m
∣∣∣∣xj(H, ν)− Lm
∣∣∣∣ ≤ H.
This means that ΩH ⊂ Ω
∗
H ⊂
[
L
m
−H, L
m
]m
and so (2) follows.
Since ρH ≤MH , we see that
N (m)n (L) ≤ c(q,m)
(m−1)L∑
H=0
(H + 1)m
qH
q2mn−(m+1)L ≤ c1(q,m)q
2mn−(m+1)L,
where
c1(q,m) := c(q,m)×
∞∑
H=0
(H + 1)m
qH
.
The last estimate together with Lemma 2 leads to
N (m)n (L) ≤ c2(q,m)q
min{(m+1)L,2mn−(m+1)L}
with c2(q,m) = max(c1(q,m), 1).
This is very close to the upper bound of Theorem 24 in [1].
As an immediate consequence, we have the inequality
N (m)n (L)≪ q
nm × q−|(m+1)L−mn|.
4
Proof of Theorem 1.
For fixed n andm, we introduce the linear complexity deviation ∆L := ∆
(m)
n (L) =
L−
⌈
nm
m+1
⌉
. Then the number Z
(m)
n (∆) of sequences with linear complexity devia-
tion ∆ satisfies
Z(m)n (∆)≪ q
nm × q−|∆|(m+1).
Now
E(m)n = q
−nm
n∑
L=0
L ·N (m)n (L) =
⌈
mn
m+ 1
⌉
+ q−nm
n∑
L=0
∆L ·N
(m)
n (L)
=
⌈
mn
m+ 1
⌉
+ q−nm
∞∑
∆=−∞
∆ · Z(m)n (∆) =
⌈
mn
m+ 1
⌉
+O(1)
The proof is complete. 
Conjecture 5. In view of the numerical results in [1] we conjecture⌈
nm
m+ 1
⌉
− 1 +O(1/n) ≤ E(m)n ≤
⌈
nm
m+ 1
⌉
+ 1 +O(1/n).
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