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Abstract
We study the problem of learning an unknown function represented as an expression or a program over a
known ﬁnitemonoid. As in other areas of computational complexity where programs over algebras have been
used, the goal is to relate the computational complexity of the learning problemwith the algebraic complexity
of the ﬁnite monoid. Indeed, our results indicate a close connection between both kinds of complexity. We
focus on monoids which are either groups or aperiodic, and on the learning model of exact learning from
queries. For a group G, we prove that expressions over G are efﬁciently learnable if G is nilpotent, and im-
possible to learn efﬁciently (under cryptographic assumptions) if G is nonsolvable. We present some results
for restricted classes of solvable groups, and point out a connection between their efﬁcient learnability and
the existence of lower bounds on their computational power in the program model. For aperiodic monoids,
our results seem to indicate that the monoid class known as DA captures exactly learnability of expressions
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by polynomially many Evaluation queries. When using programs instead of expressions, we show that our
results for groups remain true, while the situation is quite different for aperiodic monoids.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
Formal models of the process of learning have been proposed since the 1960s to give mathemat-
ical foundation to machine learning tasks, mostly to concept learning. The ﬁrst models, such as
Gold’s identiﬁcation in the limit, were of recursion-theoretic ﬂavor and did not emphasize efﬁcient
use of computational resources. In the mid 1980s, several models that take time and memory in-
to consideration were proposed, thus allowing the use of concepts and tools from computational
complexity theory in the study of the complexity of learning.
The resulting area, known as Computational Learning Theory, has produced an important num-
ber of results stating that speciﬁc classes of functions are or are not efﬁciently learnable in rigorously
deﬁned learning models. But, in general, the properties that determine whether a class is easy or
hard to learn are not yet well identiﬁed. We propose an algebraic approach that, in the long run,
might help in clarifying such properties.
Programs over ﬁnite monoids and other algebraic structures are models of computation that have
been successfully used to expose the deep reasons why some computational problems can or cannot
be solved within certain resource bounds. In this paper, we initiate the study of formal models of
function learning from an algebraic point of view, i.e., we would like to determine the complexity
of learning a class of functions from the classes of algebras that are powerful enough to compute
the class of functions (in the programmodel or related ones). We concentrate on the case where the
algebra M consists of an associative operation with an identity, i.e., when M is a monoid.
So far, programs over monoids have been studied mostly as devices to compute boolean func-
tions, and many circuit complexity classes have been shown to admit characterizations as those
problems solved by programs over particular algebraic structures [4,7,6]. We look instead at pro-
grams over M as computing functions from Mn into M . Expressions over M are a particular type
of programs that appear very naturally in this context.
We study the problem of learning an unknown target function from Mn to M , for a ﬁxed and
known ﬁnite monoid M . It is assumed only that the function is computed by some expression or
program on n variables overM . We work mostly in Angluin’s query-based model of exact learning
[1,2], where algorithms can ask Evaluation queries, Equivalence queries, or both.
As a general result, we show that the problem of learning expressions over any monoid reduces
to that of learning boolean functions computable by programs over the monoid. That is, if boolean
programs over M are polynomial-time learnable, so are expressions over M . The converse is not
true in general, and we provide speciﬁc examples where learning boolean functions is exponentially
harder than learning expressions.
We present several results on the complexity of learning expressions and programs over speciﬁc
classes of monoids. We concentrate on monoids that are either groups or aperiodic, as these two
classes are known to be the building blocks of all monoids via the so-called semidirect product
operation [15].
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In the setting we consider, a monoid M is ﬁxed and known to the learning algorithm from the
start. Thus, when we say, e.g., “expressions over Abelian groups are learnable” we mean that for
every Abelian group G there is an algorithm, speciﬁc to G, that learns expressions over G.
For the case expressions over groups, we prove:
• Expressions over Abelian groups are polynomial-time learnable both from a linear number of
Evaluation queries and from a linear number of Equivalence queries.
• Nilpotent groups, a generalization of Abelian groups, are learnable in polynomial time from
Evaluation queries.
• Expressions over solvable groups formed by iterated semidirect products of cyclic groups are
polynomial-time learnable from Evaluation and Equivalence queries.
• Expressions over a larger subclass of solvable groups can be identiﬁed by a probabilistic strategy
using polynomially many Evaluation queries, and by a deterministic strategy using quasipoly-
nomially many Evaluation queries (though possibly in exponential time). We show that similar
results will hold for any group for which we can prove a certain type of lower bounds on pro-
gram size; that is, proving limitations in computing power provides upper bounds on learning
complexity. These two properties are restatements of the combinatorial simplicity of the monoid.
• Expressions over nonsolvable groups are not learnable unless NC 1 circuits also are, even in the
very strong learning model of PAC-prediction with Membership queries [3]. Recall that, under
plausible cryptographic assumptions, NC 1 circuits are not learnable in this or any other standard
model of learning [3].
In the aperiodic case, our results involve the class of aperiodic monoids known as DA [20,23].
For some algorithmic problems on monoids, it is known that feasibility depends essentially on
membership in DA. For example, the membership problem is known to be PSPACE-complete for
any aperiodic monoid outside of DA [8]. Also, the word problem for an aperiodic monoid can be
resolved in sublinear communication complexity (in the 2-player setting) if and only if the monoid
belongs to DA [19]. Our results are:
• Expressions over DA monoids are identiﬁable from polynomially many Evaluation queries
(though possibly in exponential time) and learnable from Equivalence queries in polynomial
time.
• It is known that there are exactly twominimal aperiodic monoids not belonging toDA. We show
that expressions over any of these two minimal monoids are not learnable with subexponentially
many Evaluation queries, even with arbitrary computation time. We conjecture that the same is
true for any monoid outside ofDA, given that every monoid outside ofDA is divided by at least
one of these two minimal monoids.
• For two important subclasses of DA, idempotent R-trivial monoids and commutative aperiodic
monoids, we give actual polynomial-time algorithms for learning expressions using Evaluation
queries.
• In addition, expressions over an idempotent commutative monoid are learnable from Equiv-
alence queries that are themselves expressions over the monoid. Interestingly, this class of
monoids is precisely the intersection of the two classes mentioned in the previous point, that
is, idempotent R-trivial and aperiodic commutative. On the other hand, learning
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expressions over nonidempotent, aperiodic monoids requires exponentially many Equiva-
lence queries if these must also be expressions over the same monoid.
Besides learning expressions, we also study the learnability of functionsMn → M represented as
programs over M , instead of expressions.
• For groups, we show that all our results about expressions also apply to programs, with only
polynomial differences in running time and number of queries.
•We show, however, that for every monoid which is not a group, exponentially many Evaluation
queries are required to learn programs. This implies an exponential gap in the complexity of
learning expressions and programs for some aperiodic monoids.
Certainly the picture is still partial, with many upper and lower bounds missing. But our results
seem to indicate a very close connection between the complexity of the monoid (in the algebraic
sense) and its learning complexity.
Finally, let us comment on the relevance of these results for the mainstream of computational
learning theory. A good deal of the effort in this theory has been on learning classes of boolean
functions, and especially those inside NC 1 since it seems hopeless to try to learn larger classes. As
mentioned, many of the central complexity classes deﬁnable by small-depth circuits can be also
deﬁned by programs over central classes of monoids. For example, polynomial-length programs
over aperiodic monoids compute exactly the functions in AC 0, polynomial-length programs over
solvable monoids compute the functions in CC 0 (polynomial-size circuits made of MODq gates
for a ﬁxed q), and polynomial-length programs over nonsolvable groups (or monoids) compute all
functions in NC 1 [4,7].
On the other hand, in the learning context, various small fragments of AC 0 and CC 0 are known
to be learnable, and NC 1 is known not to be learnable under plausible complexity assumptions. In
many cases, progress on learning is barred by the fact that we do not have a basic understanding
of the computing power of larger fragments of these classes, e.g., we cannot prove lower bounds
on circuit size. We believe that the study of the learnability of expressions is interesting because it
provides a different perspective on learning problems near the borderline of current knowledge.
The paper is organized as follows. Section 2 provides the necessary background on algebra and
learning theory. Section 3 presents general results on learnability of expressions over monoids.
Sections 4–7 present our results on expressions over Abelian, nilpotent, solvable, and nonsolvable
groups, respectively. Section 8 deals with expressions over aperiodic monoids, and ﬁnally Section 9
deals with learnability of programs over monoids.
2. Preliminaries
2.1. Algebraic background and notation
A monoid is a pair (M , ·) where M is a set and ·, the product over M , is a binary associative
operation onM with an identity element, denoted e. In this paper, we consider only ﬁnite monoids.
When the product operation · is clear or implicit, we often refer to M as the monoid instead of
writing (M , ·). Conversely, when several monoids are in play, we often write ·M and eM to denote the
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product in M and the identity of M , respectively. We use additive notation when the monoid is an
Abelian group G, that is, we write + (or +G) for the group operation and 0 (or 0G) for its identity.
The direct product of monoids M and N is (M × N , ·) where (m1, n1) · (m2, n2) =
(m1 ·M m2, n1 ·N n2).
A submonoid of (M , ·M) is a pair (N , ·N ) such that it is itself a monoid, N ⊆ M , and ·N is the
restriction of ·M on N . Note that we deviate from the usual deﬁnition of submonoid in that the
identity of N is not required to be that of M ; this may be the case for nongroups.
A monoid (N , ·N ) is a morphic image of monoid (M , ·M) if there is a morphism from M to
N , i.e., an application 
 : M → N mapping the identity of M to the identity of N and such that

(x ·M y) = 
(x) ·N 
(y).
A group is a monoid where each element has a (two-sided) inverse. A monoid is aperiodic if it has
no submonoid which is a nontrivial group. Equivalently, a monoidM is aperiodic if there exists an
integer t such that, for all m ∈ M , we have mt = mt+1.
A monoid M divides a monoid N if M is a homomorphic image of a submonoid of N . A pseu-
do-variety of ﬁnite monoids is a class of monoids closed under ﬁnite direct product and taking
submonoids and homomorphic images (in other words, under division).
2.2. Expressions and programs over monoids
We consider two computation models based on products over a monoid: expressions and pro-
grams.
An expression over a monoid M and variables x1, . . . , xn is a string over the alphabet M ∪
{x1, . . . , xn}. Such an expression deﬁnes quite naturally a function from Mn to M : to evaluate (the
function represented by) the expression over a vector or assignment (w1,w2, . . . ,wn) inMn, replace
each occurrence of each variable xi in the expression with the value wi, then multiply the elements
in the resulting string in M

to obtain a single value in M . For example, assume that a, b, c, d are
four elements inM . Then, the value of expression ax2x1x2bx3cx1x3d on the assignment (c, b, a) is the
element a · b · c · b · b · a · c · c · a · d , where · is the product in M . We write |E| to denote the length
of the expression E.
Expressions are a particular case of programs. A program over M with domain D is a list of
instructions of the form (i, f), where i ∈ {1, . . . , n} and f is a function D → M . Instruction (i, f)
is interpreted as follows: read the value of variable xi and append f(xi) to the string of monoid
elements to be multiplied. Hence, expressions are programs over the domainM whose instructions
use only constant functions and the identity function.
Previously, programs have been usedmostly to compute boolean functions [4,7]. In these boolean
programs, the domain D is {true,false} and M is partitioned into True and False sets to interpret a
boolean result. Expressions could also be used to compute boolean functions, say by encoding true
and false inputs by distinct elements of the monoid. Here, we will be mainly interested in programs
and expressions computing functions fromMn into M , rather than boolean functions.
2.3. Learning expressions over monoids: problem statement
In this section, we deﬁne the learning problem that we study. We use mostly Angluin’s query-
based model of learning [1,2], although Valiant’s PAC model [27] or related ones are mentioned
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occasionally. All deﬁnitions are standard for function learning in these models, although we give
them only in the terms of our speciﬁc problem, learning expressions over monoids. For background
in computational learning theory, the reader is referred to the books, surveys, and bibliography in
the learning theory server www.learningtheory.org.
We deﬁne the task of learning an expression; the more general one of learning a program is
analogous.
The task of a learning algorithm (or learner) is to ﬁnd out a target function from Mn to M ﬁxed
by a teacher in an adversarial way. The function is assumed to be computable by an expression
over M and variables x1, . . . , xn. Not all variables necessarily occur in the expression. The learning
algorithm is initially given n and a number m guaranteed to be no smaller than the length of a
shortest expression computing the target function.4 The monoidM is ﬁxed and known both to the
teacher and the learning algorithm.
The learning algorithm must produce some representation or encoding of the function fromMn
into M computed by the target expression. In particular, this representation may or may not itself
be an expression over M . This point is discussed later.
In order to learn, teacher and learner exchange information on the target function; more pre-
cisely, in this model the learner is allowed to formulate queries that the teacher answers. The types
of queries used in this paper will be deﬁned later.
The resources used by the algorithm are measured as a function of n and m. The class of expres-
sions over M is learnable in time t(n,m) if there is an algorithm that learns every expression over
M in time t(n,m). In particular, we study mostly whether expressions over a class of monoids are
polynomial-time learnable, meaning whether for each monoid M in the class there is a polynomial
p(n,m) such that expressions over M are learnable in time p(n,m).
Similarly, we say that expressions over a monoid M are identiﬁable with interaction s(n,m) if
there is an algorithm that learns every expression over M using an amount of interaction s(n,m)
with the teacher (and arbitrary computation time). The meaning of “amount of interaction” can
only be made formal once the allowed types of queries and answers are ﬁxed, but in general it has
to be bounded by the number of bits of information exchanged by the teacher and the learning
algorithm. Identiﬁability thus represents the information-theoretic cost of solving a learning task,
ignoring the computational complexity of the problems that the learning algorithm has to solve
internally at each stage of the process.
Let us stress that we assume that themonoidM is ﬁxed and known to the learning algorithm, and
thus we regard |M | as a constant. We present some algorithmic schemes that learn whole classes
of monoids and whose running time is exponential (or more) in the size of the monoid. We still
call these algorithms “polynomial-time" as long as their dependence on n and m is polynomial. In
some cases, we can show a stronger notion of polynomial-time learnability for a class of monoids,
which we can regard as “uniform learnability”: the learning algorithm receives, as part of its input,
a description of some monoid M in the class (e.g., as its multiplication table), and it must learn
the target function, an expression over M , in time polynomial in n, m, and |M |. This implies, in
4 Symbols n and m will by default have these meanings in the paper, i.e., the number of variables and an upper bound
on the length of shortest expression for the target function.
R. Gavaldà et al. / Information and Computation 204 (2006) 177–209 183
particular, that all structural information about M that is required for learning can be obtained
from its description in polynomial time.
We consider algorithms using two types of queries that are standard in the exact learning model:
Evaluation queries and Equivalence queries. Let the target f be a function from set A to set B. In an
Evaluation query, the learning algorithm produces an element a ∈ A and the teacher must return
f(a).5 In an Equivalence query, the learning algorithm produces some representation of a function
h : A → B which is interpreted as a hypothesis about the target function f ; the teacher must return
Yes if h ≡ f on A, or else a counterexample: an element a ∈ A such that f(a) /= h(a), together with
the value of f(a). The teacher answers faithfully but adversarially (i.e., it can choose the least helpful
among all valid counterexamples).
One more distinction is necessary, especially in the presence of Equivalence queries. As said be-
fore, a learning algorithm assumes that its target function is computed by some expression over
M , and has to come up with a representation or encoding of the target function. If it asks Equiva-
lence queries, these must also be representations of functions Mn → M . We say that an algorithm
learns properly if its ﬁnal output and all Equivalence are themselves represented as expressions
overM . One can also design learning algorithms that use other, possibly more expressive, syntactic
schemes for encoding functions Mn → M ; in this case, learning is called nonproper. For example,
to learn expressions over M we could imagine algorithms that produce expressions over a monoid
N of which M is a submonoid, or circuits of some type that can somehow simulate expressions
over M . Nonproper learning may sometimes make learning easier, either because it allows asking
more informative Equivalence queries, or because it is computationally easier to reconstruct the
target function or new queries from the answers to previous queries. In the following, when we say,
e.g., “expressions overM are learnable” we will mean nonproper learning; when proper learning is
implied, we will explicitly say so.
3. General results on learning expressions
Before investigating the learnability of speciﬁc classes of monoids, let us consider a few general
questions.
There are several constructions for buildingmonoids fromothermonoids. Themost natural ones
are those used to deﬁne monoid varieties, namely direct product, taking submonoids, and taking
homomorphic images. It is a natural question whether learnability is preserved by these operations.
We only have very partial answers so far.
Proposition 1.
(1) For the three combinations of query types (Evaluation queries only, Equivalence queries only, or
both) the following is true. If expressions over monoidsM and N are polynomial-time learnable,
then expressions over M × N are polynomial-time learnable (nonproperly).
(2) If expressions over M are polynomial-time learnable from Equivalence queries and N is a sub-
monoid of M , then expressions over N are also polynomial-time learnable (nonproperly) from
Equivalence queries.
5 Evaluation queries generalize membership queries [1,2] for functions with nonbinary range.
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Proof. This proposition is proved by simulation arguments often used in learning theory and later
in the paper.
Part (1): To simplify the proof, we assume that all algorithms ask at least one Equivalence
query; for example, we can rewrite any algorithm so that, upon termination, it asks its output as an
Equivalence query, whose answer will be Yes.
For x = ((a1, b1), . . . , (an, bn)) ∈ (M × N)n, let 1(x) and 2(x) denote the tuples (a1, . . . , an) ∈ Mn
and (b1, . . . , bn) ∈ Nn, respectively. Let AM and AN be polynomial-time learning algorithms for ex-
pressions over M and N , respectively. Let E be a target expression over M × N on n variables. To
learn E, run AM and AN in parallel. When AM asks a tuple (a1, . . . , an) ∈ Mn for Evaluation, build
the tuple ((a1, eN ), . . . , (an, eN )) ∈ (M × N)n (recall that eN is the identity for N ), and ask it to the
learner for E. If the answer is (a, b), return a as an answer to M . Evaluation queries posed by AN
are answered similarly.
When one of AM and AN asks an Equivalence query, stop the simulation until the other one is
also asking an Equivalence query; call both queries hM and hN . Ask the pair (hM , hN ) as a non-
proper Equivalence query, with the intended meaning “is it true that on every input x ∈ (M × N)n,
E(x) = (hM (1(x)), hN (2(x))?” If the answer is Yes, E has been learned nonproperly. If it is a coun-
terexample (x,E(x)) (with E(x) = (a, b)), it must happen that hM(1(x)) /= a or hN (2(x)) /= b. In the
ﬁrst case, return (1(x), a) to hM ; otherwise, return (2(x), b) to hN .
We claim that a Yes answer is achieved in polynomial time. To see this, let EM be an
expression over M obtained by replacing every constant (a, b) ∈ M × N with a, and interpret-
ing variables over M . Deﬁne an expression EN over N analogously. Note that the |EM | =
|EN | = |E|. The strategy above ensures that AM (resp., AN ) receives answers consistent with
a teacher for EM (resp., for EN ), and that at least one of AM and AN makes progress at
every query. Therefore, in polynomial time a query (hM , hN ) is produced such that hM is
equivalent to EM and hN is equivalent to EN . This query receives a Yes answer from the
teacher for E.
Part (2):Let E be an expression overN , mappingNn toN and A an algorithm that learns expres-
sions overM . To learn E, run A. Although A will issue queries h mappingMn toM , the teacher for
E is concerned only with the value of h on inputs in Nn. Precisely, on any query h, the teacher will
answerYes if h(x) = E(x) for all x ∈ Nn, andwill otherwise return a counterexample (x, u) ∈ Nn × N
with u = E(x) /= h(x); note that while necessarily u = E(x) ∈ N , h(x)may well be inM \ N , but that
is still an acceptable counterexample for A.
Note that the algorithm makes at most the same number of queries it makes to learn the tar-
get expression considered as an expression over M – it may stop earlier if it queries an expression
equivalent to it on Nn. Thus, it works in polynomial time. 
We do not know whether learnability under Evaluation queries is preserved by taking submo-
noids. The difﬁculty is that the algorithm for the larger monoid may ask queries in Mn \ Nn; the
teacher, knowing only a target function f : Nn → N , may not be able to answer these queries. In
fact, there may be several different extensions of f from Nn to Mn, all computable by expressions
over M , so the Evaluation query itself may not be well deﬁned in terms of f . For homomorphic
images and either type of query, the problem lies in inverting the homomorphism on answers
to queries in a way that is guaranteed to be consistent with some expression over the larger
monoid.
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There is, however, an important case where we can show that learnability is preserved by tak-
ing submonoids, that of inducible submonoids [17]. A submonoid N of a monoid M is inducible if
there exist an integer k and an expression E(x1, . . . , xk) overM such that N is precisely the range of
E(Mk).
Proposition 2. For the three combinations of query types (Evaluation queries only,Equivalence queries
only, or both) the following is true. If expressions over the monoid M are polynomial-time learnable
and N is an inducible submonoid of M , then expressions over N are polynomial-time learnable (non-
properly).
Proof. Let E(x1, . . . , xk) be an expression inducing N . For each a ∈ N , ﬁx elements b1(a), . . . , bk(a) ∈
M such that E(b1(a), . . . , bk(a)) = a. Let F(x1, . . . , xn) be a target expression over N , and consid-
er the expression G(y11 , . . . , y
k
n ) obtained by replacing each occurrence of xi in F with the ex-
pression E(y1i , . . . , y
k
i ). Note that for any assignment (a1, . . . , an) ∈ Nn, we have F(a1, . . . , an) =
G(b1(a1), . . . , bk(an)). Also, the output of G is always in N because the range of E is N and F
does not contain any constant in M \ N .
To learn F , run the learning algorithm for M . We will simulate the target G given access to the
target F .
• An Evaluation query (b11, . . . , bkn) to G (a vector in Mkn) is translated to the Evaluation query
(E(b11, . . . , b
k
1 ), . . . ,E(b
1
n, . . . , b
k
n)) to F (a vector in N
n); the answers must be the same by deﬁnition
of G.
• An Equivalence query with hypothesis H is interpreted as the query “is F(a1, . . . , an) equal to
H(b1(a1), . . . , bk(an)) for all (a1, . . . , an) ∈ Nn?” A Yes answer means that H can be used to eval-
uate F on all of Nn, hence we have learned E nonproperly. A counterexample (a1, . . . , an, v)
(a vector in Nn × N ) provides a counterexample (b1(a1), . . . , bk(an), v) (a vector in Mkn × N )
on which which G and H differ, as required by the learning algorithm that is trying to
learn G.
Since we are answering all queries consistently with G, the algorithm must in polynomial time
either produce a hypothesis that is equivalent to G on all of Mn, or else stop because it receives a
Yes answer to an Equivalence query, indicating equivalence over Nn. In either case, F is learned in
polynomial time. 
The last general result says that learning expressions over a monoid is never harder (up to con-
stant factors) than learning the class of boolean functions computed by boolean programs over the
monoid.
Theorem 3. For the three combinations of query types (Evaluation queries only, Equivalence queries
only, or both) the following is true. If boolean functions computed by programs over a monoid M are
polynomial-time learnable, then expressions over M are polynomial-time learnable (nonproperly).
Proof. Let k be |M | and denote the elements of M by a1, . . . , ak . Let E(x1, . . . , xn) be a target ex-
pression over M . We encode E into k boolean functions. For each variable xi, introduce k boolean
variables yi1, . . . , yik . Intuitively, yij means “input xi is assigned aj in E.” So for an assignment
(c1, . . . , cn) ∈ Mn, let code(c1, . . . , cn) be the assignment
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0, . . . , 0︸ ︷︷ ︸
c1−1
, 1, 0, . . . , 0︸ ︷︷ ︸
k−c1
, . . . , 0, . . . , 0︸ ︷︷ ︸
cn−1
, 1, 0, . . . , 0︸ ︷︷ ︸
k−cn
in {0, 1}kn. A set of boolean functions {ha | a ∈ M } is said to be collectively equivalent to E if for every
(c1, . . . , cn) there is exactly one ha which is 1 on code(c1, . . . , cn), and is precisely the ha such that
E(c1, . . . , cn) = a. We can evaluate E on any assignment if we have access to such a set of functions
as oracles. Thus, if we learn any set of functions collectively equivalent to E we have learned E
nonproperly.
We deﬁne a speciﬁc set of functions {fa | a ∈ M } collectively equivalent to E and with the ad-
ditional property that we can evaluate any fa on any assignment from an Evaluation query to E.
We use the following notation: for a ∈ M and b ∈ {0, 1}, b ∧ a is a if b = 1 and e (the identity ofM )
if b = 0. For each a in M , let fa(y11, . . . , ynk) be the boolean function “the value of E(c1, . . . , cn) is
a, where ci = (yi1 ∧ a1) ·M · · · ·M (yik ∧ ak).” The deﬁnition gives an immediate way of evaluating
fa on any assignment from an Evaluation query to E, and it is easy to check that {fa | a ∈ M } is
collectively equivalent to E.
We learn E as follows. Let A be an algorithm that learns boolean functions computed by pro-
grams over M . We assume w.l.o.g. that A always asks at least one Equivalence query. Run a copy
Aa of A for each a in M ; we will make sure we answer the queries from Aa according to fa.
When Aa asks a Membership query about fa, translate it to an Evaluation query for E, using the
deﬁnition of fa.
When some Aa asks an Equivalence query, suspend it until all Aa are asking Equivalence queries.
Collect the queries into a set {ha1 , . . . , hak } and ask this set as an Equivalence query, meaning “do
the functions in this set collectively compute the same function as E?" If the answer is Yes, stop:
we have learned E. If the answer is a counterexample (w,E(w)), then on code(w), either hE(w) says
0 when it should say 1, or for some a /= E(w), ha says 1 when it should say 0. In either case, we can
pass code(w) as a counterexample for ha to one of the Aa algorithms. In time roughly k times the
running time of A on fa, we collect a set of ha that receives a Yes answer.
Finally, observe that there is a program computing fa with k|E| instructions: for each occurrence
of xi in e, add to the program the list of k instructions (yi1, e, a1) · · · (yik , e, ak). This list produc-
es precisely (yi1 ∧ a1) · · · (yik ∧ ak), so the concatenation for all positions of E produces exactly
E(c1, . . . , cn), where ci =∏j (yij ∧ aj). Taking {a} as accepting set we obtain a program that com-
putes fa.
Therefore, if A runs in time f(n,m) (where m is the shortest program computing its target), we
learn E in time O(k · f(n, k|E|)). This is a polynomial in n and |E| if f is a polynomial. 
To conclude these general results, note that they remain true if we move to the PAC setting [27],
where Equivalence queries are replaced with a source of random examples and the worst-case, exact
learning condition is replaced with a probabilistic, approximate one.
4. Abelian groups
Abelian or commutative groups are the simplest groups from an algebraic point of view. Quite
naturally, they are easiest from the learning point of view, in the sense that they are learnable with
a linear number of either Evaluation or Equivalence queries.
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Theorem 4.
(a) Expressions over an Abelian group G are properly learnable in polynomial time with n+ 1 Eval-
uation queries.
(b) Expressions over an Abelian groupG are properly learnable in polynomial time with O(n) Equiv-
alence queries.
Proof. Both (a) and (b) rely on the fact that every expression over Abelian groups can be rewritten
into a normal form. LetG beAbelian, andE be an expression overG using variables x1, . . . , xn. Using
commutativity, it is clear that E is equivalent to an expression of the form c + &1 · x1 + · · · + &n · xn,
where c ∈ G, 0  &i < |G|, and &i · xi stands for xi + · · · + xi︸ ︷︷ ︸
&i
. So learning E consists of ﬁnding c and
the n coefﬁcients &i .
(a) Learning with Evaluation queries: Ask Eval(0n), where 0 is the identity of G. The answer is
the constant c.
Toﬁndthe&i, recall thateveryﬁniteAbeliangroupG isof the formZq1 × · · · × Zqk .Letg ∈ Gbethe
k-tuple (g1, . . . , gk), where gj is a generator of Zqj . For each i ∈ {1 . . . n}, ask Eval(wi), where wi ∈ Gn
is the n-tuple that contains g in the ith position and 0 everywhere else. Let vi be the answer. Then, &i
is the smallest number such that c + &i · wi = vi; ﬁnding it takes constant time for ﬁxedG.
(b) Learning with Equivalence queries: We ﬁrst show how to learn expressions over Zq, where q
is a prime power. Then, we show how to extend this to general Abelian groups.
Suppose that afterm queries we have gathered counterexamples (w(1), v(1)), . . . , (w(m), v(m)), where
w(i) ∈ Znq and v(i) ∈ Zq, meaning E(w(i)) = v(i) for every i = 1, . . . ,m. We argue that it is enough to
show how to solve the case in which the constant c in expression E is 0. First, note that we can
assume that the constant c in expression E is known; this is because we can run |G| times the fol-
lowing algorithm, once for each value of c, until it succeeds. If c is known we can simulate that it
is 0 as follows: add a c at the front of every Equivalence query, and replace every counterexample
(w,E(w)) received with (w,E(w)− c). This way, we simulate learning the expression (−c)E, in which
the constant is indeed 0.
Let w(i)j be the jth component of w




+j · w(i)j = v(i) (mod q), i = 1, . . . ,m. (1)
We discuss later how to ﬁnd these in polynomial time. Build the hypothesis H(x) =∑nj=1 +j · xj
and ask it for equivalence with E. We make the following claim:
Claim 1. Let w belong to the subgroup of Znq generated by {w(1), . . . ,w(m)}(“w is linearly dependent on
{w(1), . . . ,w(m)}”). Then H(w) = E(w).





























































&j wj = E(w). 
Suppose that the teacher returns a counterexample (w, v), that is,H(w) /= E(w) = v. By the claim,
w is linearly independent of the previous counterexamples. Then, the following claim bounds the
number of Equivalence queries:
Claim 2. The longest sequence of linearly independent elements has length c · n for some c  log q.
Proof. See, for example, Lemmas 4.1 and 4.2 in [13]. In fact, it is possible to prove [18] that the longest
independent chain in Znp& (p prime) has length at most & · n. 
To complete the proof of the theorem, it remains to show that we can, in polynomial time, ﬁnd
the +js, i.e., solve the system of equations (1). This is shown, for example, in [17] but we sketch their
argument here for completeness.
We can rewrite our system in matrix form as W
→
+ = →v where the entry Wij is just w(i)j . When q is
a prime, we can carry out standard Gaussian elimination. When q is composite Zq is not a ﬁeld, but
one can still diagonalize W using polynomially many elementary operations, namely interchanging
of two rows or two columns (corresponding to reordering equations or variables), and, for i /= j
addition of a multiple of row i to row j or addition of a multiple of column i to column j (the latter
corresponding to a change of variables +i = +′i + a+j).
We can easily ﬁnd a solution to the diagonalized system of equations and then obtain the +i’s by
“undoing” the changes of variables.
Finally, we show how to learn expressions over G = Zq1 × · · · × Zqk , where qi = p&ii and the pi
are prime. Recall that all ﬁnite Abelian groups are of this form.
We use the same trick as in Proposition 1, part (1): Run k copies of the learning algorithm,
where an Equivalence query is a k-tuple of hypotheses over Zq1 , . . . ,Zqk . The number of queries is
&1 · n+ · · · + &k · n  n · log∏ki=1 p&ii = n · log |G| = O(n).
In fact, instead of solving k systems of equations for the +js independently, one canmake a single
system of equations and ﬁnd a solution modulo
∏k
i=1 qi . This way, every time we produce a single
expression over G, i.e., we are learning properly. 
Note that the algorithms in this proof run in time polynomial in |G| and n, even if G is given in
the input by its multiplication table.
5. Nilpotent groups
Let a and b be elements of a groupG and let [a, b] = a−1b−1ab denote the commutator of a and b,
so that ab = ba[a, b]. These are the commutators of weight 2. Commutators of weight 3 are [a, [b, c]]
and [[a, b], c] and commutators of weight k are deﬁned inductively in the obvious way. We say that
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G is nilpotent class-k iff all commutators of weight k + 1 are the identity, and observe that any
commutator of any weight involving the identity is itself the identity.
It is clear that nilpotent class-1 groups are exactly the Abelian groups. And indeed several prop-
erties of nilpotent groups are natural generalizations of those for Abelian groups. For example,
it can be shown that n-variable boolean functions computable by programs over nilpotent class-k
groups can always be represented (in the sense of [6]) by polynomials of degree k (with coefﬁcients
in an appropriate ring). Expressions over nilpotent groups are learnable from Evaluation queries
alone.
As in the Abelian case, the learning algorithm is based on the fact that expressions can be re-
written in a normal form, although the transformation is more involved in this case. To deﬁne the
normal form, we need the following deﬁnition: a commutator tree over a set of variables V is either
an element of V , or an expression of the form [E1,E2]where each of E1 and E2 is either a group con-
stant or a commutator tree over V . Note that we choose the deﬁnition carefully so that variables are
commutator trees but group constants are not. Note also that, using [x, y] = x|G|−1y |G|−1xy , every
commutator tree can be rewritten as an equivalent expression, possibly with an exponential blowup
in length. In a nilpotent class-k group all commutator trees of weight more than k are trivial, i.e.,
they always evaluate to the identity.
Lemma 5. Let G be a nilpotent class-k group. Any expression E(x1, . . . , xn) over G can be rewritten in
the form c · E1 · E2 · · · · · Ep of length polynomial in n, where:
• c is an element of G,
• each Ei is of the form C&i,1i,1 · · · · · C
&i,li
i,li
, where Ci,1, . . . ,Ci,li are (in some predeﬁned order) all non-
trivial commutator trees using exactly all variables in the set Si, and
• S1, . . . , Sp are all nonempty subsets of {x1, . . . , xn} of cardinality at most k , in lexicographical order.
In particular, if i < j, then there is some variable in Sj − Si.
Proof. Let E be an expression over G. The rewriting is as follows:
First, using that ab = ba[a, b], move all occurrences of constants to the front of the expression.
For example, applying this process to E = x1 b x2 a x1 c x3 a gives
E = x1 b x2 a x1 c x3 a
= x1 b x2 a x1 ca x3 [x3, a]
= x1 b x2 aca x1 [x1, ca] x3 [x3, a]
= x1 baca x2 [x2, aca] x1 [x1, ca] x3 [x3, a]
= baca x1 [x1, baca] x2 [x2, aca] x1 [x1, ca] x3 [x3, a].
This leaves a single constant c in front of E, and introduces commutator trees along E containing
constants and at most one variable.
Then, do the same for all occurrences of variable x1, then for all commutators of weight at most
k containing only variable x1. This gives a expression of the form cx
&1
1 E
′E′′, where E′ is formed by
commutator trees that contain variable x1 and possibly constants, and E′′ by commutator trees
containing at least one variable other than x1. In general, consider all sets S1, . . . , Sp of at most k
variables in lexicographical order. This means that all proper subsets of Si appear in the ordering
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before Si . For each set Si, consider all commutator trees of weight at most k containing constants, at
least one occurrence of each variable in Si, and no variables outside Si . CallCi this set of commutator
trees. Note that when Si = {xj}, then xj is one of these commutator trees. Order Ci arbitrarily, then
move each commutator in Ci in turn to the front of the expression. Moving a commutator to the
front only creates commutators with larger weights, so once a commutator has been moved it never
reappears in the remaining part of the expression.







and that the number of commutators in Ci is at most Tk · (k + |G|)k , where Tk is the number of trees
with k leaves. Therefore, the length of this expression is polynomial in n (for ﬁxed k). 
Theorem 6. Expressions over a nilpotent class-k group G are properly learnable with (|G|n)k Evalua-
tion queries and nk |G|O(|G|k ) time.
Proof. For convenience, in this proof we refer to commutator trees as simply commutators. Let Ci
be the set of commutators using exactly the variables in Si, as in the proof of Lemma 5. We describe
an algorithm that ﬁnds a target E from Evaluation queries. Assume w.l.o.g. that E is in the normal
form given by Lemma 5.
First, ask Eval(en), where e is the identity. The answer is the constant c in front of E.
Now proceed inductively. Suppose that E = AEiB, where A and B are expressions containing
the commutators for sets preceding and following Si, respectively, and Ei contains commutators
in Ci . Assume inductively that we have an expression A′ that is equivalent to A, in the sense that
A(w) = A′(w) for every w ∈ Gn. We will build an expression E′i such that A′E′i is equivalent to ex-
pression AEi in the same sense. Expression E′i is simply the sequence of commutators in Ci, each
with an appropriate exponent.
To do this, letw ↓ Si be the vector obtained fromw ∈ Gn by setting to the identity all components
corresponding to variables not in Si . Observe that, for any w ∈ Gn, we have Ei(w) = Ei(w ↓ Si), be-
cause the commutators in Ei do not depend on variables outside Si . We also have B(w ↓ Si) = e,
because all commutators in B read some variable outside Si so they evaluate to e (even the commu-
tators consisting of one variable).
By deﬁnition, for every u we have E(u) = A(u)Ei(u)B(u). Equivalently, we have Ei(u) =
A−1(u)E(u)B−1(u), and then
Ei(w) = Ei(w ↓ Si) = A−1(w ↓ Si)E(w ↓ Si)B−1(w ↓ Si)
= (A′(w ↓ Si))−1 · E(w ↓ Si) · e.
This gives a way to evaluate Ei on an arbitrary input if we can evaluate A′ and ask Evaluation
queries on all vectors of the form w ↓ Si .
From this, an expression E′i equivalent to Ei on all vectors w ↓ Si can be found by exhaustive
search. Since the order of commutators in Ei is known, it is enough to ﬁnd a sequence of exponents
for all commutators in Ci that provides the correct values on all w ↓ Si points.
As for complexity: the set of queries of the algorithm is the set of all vectors in Gn containing
at most k nonidentities. There are less than |G|knk of these. Concerning execution time, the only
expensive step is ﬁnding the set of consistent exponents for a set Si . There are |Ci|  Tk · (k + |G|)k
exponents to try, where Tk is the number of trees with k leaves; each exponent can take |G| values,
and there are nk sets Si to try. Thus, the time cost is O(nk · |G|O(|G|k )). 
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For Equivalence queries, an approach like the one in Theorem 4, part (b), seems more difﬁcult
since it would involve solving polynomial equations of constant degree over the ring Zq, which is
NP-complete even for q = 2 [26].
If we allow nonproper learning, that is, if the output is not required to be an expression over G,
we can give an algorithm whose running time has a better dependence on k and |G|.
Theorem 7. Expressions over a nilpotent class-k groupG are nonproperly learnable with (|G|n)k Eval-
uation queries in time (|G|n)O(k).
Proof. We have shown in the proof of Theorem 6 that the set QE = {〈v,E(v)〉 | v has weight  k}
completely determines the value of the expression E over G. The learning algorithm simply builds
QE from Evaluation queries and outputs it.
This representation has the property that it allows us to evaluate E in polynomial time. In-
deed, assume that E is in the normal form c · E1 · · · · · Ep given by Lemma 5. We have shown in
the proof of that lemma that for any i and w, we have Ei(w) = (A(w ↓ Si))−1 · E(w ↓ Si), where
A(u) = E1(u) · · · · · Ei−1(u). This gives a polynomial-time recursion for evaluating E(w) on any w ∈
Gn. 
Note that k always satisﬁes k  log |G|. So the algorithm implicit in the previous theorem runs in
time quasipolynomial in |G|, even when the multiplication table of |G| is given as part of the input.
6. Solvable groups
In this section, we establish learnability results for restricted classes of solvable groups. For a
group G and subsets A,B ⊆ G, we denote as [A,B] the subgroup generated by the commutators
[a, b] with a ∈ A and b ∈ B. The derived series of G is the chain of subgroups G = G0 ⊇ G1 ⊇ · · ·
where Gi+1 = [Gi,Gi] and a group is solvable (depth-k) if this chain ends at the trivial group (after
k steps).
Although in this section we are aiming mostly at solvable depth-2 groups, we derive results for
more general monoids. We need the following deﬁnition.
Deﬁnition 8. Let M and H be monoids and & be a function M × H → H . For convenience, we
denote &(m, h) as simply hm. We say that & is an action of M on H if for all m,m1,m2 ∈ m and all
h, h1, h2 ∈ H it satisﬁes the following four conditions:
(1) (h1 ·H h2)m = hm1 ·H hm2 ,
(2) hm1·Mm2 = (hm1)m2 ,
(3) heM = h,
(4) (eH )m = eH .
Given ﬁnite monoids M and H and an action & of M on H , we can form a semidirect product of
H byM , denoted byHM , which consists of pairs (h,m)with h ∈ H andm ∈ M and multiplication
given by
(h1,m1) · (h2,m2) = (h1 ·H hm12 ,m1 ·M m2).
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One can verify that this operation deﬁnes a monoid with identity (eH , eM ). Any such mo-
noid is called an extension of H by M . Observe that the direct product is the special case in
which the action of M on H is trivial, i.e., hm = h for all m, h. When M and H are groups,
HM is a group with (h,m)−1 = ((h−1)m−1 ,m−1). In this case, it is easy to see that the set
{(h, eM ) | h ∈ H } forms a normal subgroup isomorphic to H , and that (HM)/H is isomor-
phic to M .
Our results in this section concern monoids which are semidirect products of Zp by another
monoid M , and especially the case in which M is an Abelian group. Note that in this latter case
ZpM is a solvable depth-2 group. For example, the group S3 of permutations on three points is a
semidirect product of Z3 by Z2.
The actions of a monoid M on Zp have a fairly simple structure which we state next.
Theorem 9. Let Zp be a cyclic group and M any monoid, and denote the operation on Zp additively.
Any action of M on Zp can be written as hm = cmh for all m ∈ M , h ∈ Zp where the 0  cm < p are
integers and cmh is shorthand for h+ h+ · · · + h︸ ︷︷ ︸
cm times
.
Proof. In the additive notation, let 1 be the generator of Zp . For an action ofM on Zp and for each
m ∈ M , let cm be such that 0  cm < p and 1m = cm1. Any element h of Zp can be written as ch1
for some integer 0  ch < p . Using condition (1) in the deﬁnition of an action (Deﬁnition 8) we
obtain
hm = (1+ · · · + 1︸ ︷︷ ︸
ch times
)m = 1m + · · · + 1m︸ ︷︷ ︸
ch times
= 1+ · · · + 1︸ ︷︷ ︸
cmch times
= cm(ch1) = cmh,
as required. 
From now on, we view elements of a monoid N as above as pairs in Zp ×M . For an element
x ∈ N , we use notations Zp(x) andM(x) to denote the ﬁrst and second elements of the pair associated
to x, that is, we identify x with the pair (Zp (x),M(x)).
Theorem 9 can be interpreted as follows:
Corollary 10.LetN be any extension of Zp byM , for some action.Then there is a function c : M → Zp
such that for all x, y ∈ N
M(x ·N y) = M(x) ·M M(y)
and
Zp(x ·N y) = Zp(x)+Zp c(M(x)) · Zp(y).
To learn expressions over these monoids, we use the fact that their Zp components are comput-
able by multiplicity automata. Multiplicity automata over rings (MA for short) are an important
generalization of classical automata. They were ﬁrst used in the context of learning by Bergadano
and Varricchio [11], who gave a polynomial-time algorithm for learning MA over ﬁelds from Eval-
uation and Equivalence queries. Later, Bshouty et al. [13] extended the algorithm to work over a
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large class of rings instead of ﬁelds, including all ﬁnite integer rings; note that MA are calledmatrix
functions in [13]), and that the hypothesis class of their algorithm is not, strictly speaking, MA but
a closely related model that they call decision programs.
The algorithm for MA has been used to learn several other classes of functions [10,9]. In partic-
ular, [10] uses the MA learning algorithm to learn some classes of boolean circuits with modular
gates and boolean permutation branching programs of width at most 4. These results are probably
related to the connection between some solvable groups and MA that we ﬁnd here.
We give here a working deﬁnition of MA; for more systematic presentations see [9]. An MA
over an alphabet 2 and a ring K is a nondeterministic ﬁnite automaton where each transition
triple (q, a, q′), with a ∈ 2, is additionally labelled by an element in K . To each path in the
automaton we associate the value in K given by the product of all the labels along the path.
An MA A computes a function 2
 → K , which we also denote by A, in the following way:
for each input w ∈ 2 , A(w) is the sum of the values of all nondeterministic paths from initial
states to ﬁnal states deﬁned by input w on the MA A. A particular case of MA that we use
here is when 2 = K and the MA is evaluated on inputs of a ﬁxed length n, so that A is a
function Kn → K .
Theorem 11. Let N be a monoid that is an extension of Zp byM. Then there is a function c : M → Zp
such that for every expression E(x1, . . . , xn) over N there is a multiplicity automaton A over Zp of size
O(n|E|) such that for all a1, . . . , an ∈ N ,
Zp(E(a1, . . . , an)) = A(Zp(a1), . . . ,Zp(an), c(M(a1)), . . . , c(M(an))).
Furthermore, for all vectors u1, . . . , un ∈ Zp and v1, . . . , vn ∈ Zp such that some vi is not in the range
of c,
A(u1, . . . , un, v1, . . . , vn) = 0.
Proof. From Corollary 10 it is easy to verify inductively that, for any s1, . . . , sm in N , we have









where both the sum and product are over Zp .
Then, the sumabove is apolynomialP(x1, . . . , xn, y1 . . . , yn)on the2nvariables x1, . . . , xn, y1, . . . , yn,
where xi = Zp(si) and yi = c(M(si)). It is easy to transform a polynomial into an equivalent MA;
this results in an MA satisfying the ﬁrst condition of the theorem for the expression E = s1 . . . sm.
To satisfy the second condition, we have to ensure that theMA vanishes on any input (x1, . . . , xn,
y1, . . . , yn) such that some yi is not in the range of c. Deﬁne a function R : Zp → Zp by R(v) = 1 if v
is in the range of c and R(v) = 0 otherwise. Then, the expression
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equals P(x1, . . . , xn, y1 . . . , yn) on all vectors such that all yi are in the range of c, and is 0 everywhere
else. Reordering each term in the sum so that all occurrences of a variable appear together, it is easy
to see that Q can also be transformed into an equivalent MA of size O(n|E|). This MA satisﬁes the
conditions in the theorem.
Note. It is not necessarily true that Q is a small polynomial, depending on R. For the special case
of S3, the function R(v) is simply v2, so Q is still a polynomial with |E| terms. 
We can now state the main result in this section.
Theorem 12. Suppose that expressions over a monoidM are learnable in polynomial time using Eval-
uation and Equivalence queries. Let N be an extension of Zp byM , for some p. Then expressions over
N are also learnable in polynomial time using Evaluation and Equivalence queries.
Proof. Fix a target expression E = E(x1, . . . , xn) over N . Consider ﬁrst the M -component of E. Let
EM be an expression over M obtained from E by replacing each constant (a,m) occurring in E
with m, and interpreting variables over M . By Corollary 10 and an easy induction we have that
M(E((a1,m1), . . . , (an,mn))) = EM(m1, . . . ,mn).
Let A be the MA provided by Theorem 11, computing the Zp component of E. We learn E if
we learn both the M and Zp components of E. To do this, run simultaneously the algorithm for
learning expressions overM , with target EM , and the algorithm for learning MA in [13], with target
A. Queries are answered as follows.
AnEvaluation query (m1, . . . ,mn) toEM is answered by asking the Evaluation query ((a1,m1), . . . ,
(an,mn)) (where the ai are any values in Zp ) as an Evaluation query to E and returning theM -com-
ponent of the answer. An Evaluation query (u1, . . . , un, v1, . . . , vn) to A has answer 0 if any of the vi is
not in the range of the function c provided byCorollary 10 forN . Otherwise, pick a preimagewi ∈ M
by c for each vi . Build the assignment ((u1,w1), . . . , (un,wn)) ∈ Nn and ask it as an Evaluation query
to the teacher forE. If the answer is (u,w), return u to the algorithm. In both cases, the value returned
to the algorithm is precisely A(u1, . . . , un, v1, . . . , vn), by the properties of A stated in Theorem 11.
When one of the two algorithms produces an Equivalence query, wait until the other one does
too (as usual, we assume w.l.o.g. that both algorithms ask at least one Equivalence query). Let A′
and E′ be the queries, referring to A and EM , respectively. Ask the pair (A′,E′) as an Equivalence
query to the teacher for E, with the meaning “do both A′ and E′ predict correctly the Zp and M
components of E, respectively?” If the answer is Yes, then the target E has been learned as the pair
(A′,E′). Otherwise the answer provides a counterexample for one of A′ and E′, and at least one of
the two algorithms can make progress.
Since the answers given to both algorithms are consistent with A and EM , and both run in poly-
nomial time, this strategy receives a Yes answer in polynomial time. 
The following corollary on a particular type of solvable groups follows by induction.
Corollary 13. Let p1, . . . , pk be any natural numbers. Deﬁne G1 = Zp1 and, for 1 < i  k , let Gi be
a semidirect product of Zpi with Gi−1. Then expressions over Gk are learnable from Evaluation and
Equivalence queries.
Let us make some remarks about the groups in Corollary 13. Certainly they are all solvable and
many of them (such as S3) are not Abelian. It can be shown that in fact all of them are solvable
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depth-2 and belong to the class of supersolvable groups (A. Miasnikov, personal communication).
The computational power of these groups has not been studied in the literature, e.g., no lower bound
on the length of boolean programs over these groups has been shown. Given our learning result,
they appear as a natural next step for proving lower bounds.
When N is a group of the form ZpZq, an interesting point is that the algorithm proving Theo-
rem 12 runs in polynomial time even if the multiplication table of N is given as part of the input.
It is known [6] that the boolean functions computed by polynomial-length programs over direct
products of semidirect products of Zp by Zq are the boolean combinations of those computed by
polynomial-size, depth-2, circuits consisting of aMODp gate connected to anumber ofMODq gates.
Because of these facts, we view this result as a partial analog of the following result by Bergadano
et al. [10]. They show, using also multiplicity automata, that depth-2 boolean circuits consisting of
a MODp gate (p prime) connected to arbitrary modular gates are learnable fromMembership and
Equivalence queries. The fact that modular gates with unboundedmoduli are allowed in their result
is related to polynomiality in the group size in our result.
When p is a prime power, groups ZpZq are special cases of semidirect products of p-groups
by Abelian groups, which are the largest class of groups with known lower bounds. These lower
bounds were proved in [6] by showing that all such groups have the following property.
Deﬁnition 14. A solvable group G is nonnarrowing if there is a polynomial p(m) such that for every
program P : {0, 1}n → G of length m and every a ∈ G, if there is an assignment w ∈ {0, 1}n such that
P(w) = a then there are at least 2n/p(m) such assignments.
In particular, for nonnarrowing groups, it is impossible to compute the AND function via a
boolean program of subexponential length, since such a program is forced to produce a particular
group element on exactly one of 2n boolean assignments.
The next two theorems show that from the nonnarrowing property, or in general from lower
bounds for the AND function, one can produce an identiﬁcation strategy with few Evaluation
queries. They were obtained through discussions with Cris Moore.
Theorem 15. If G is nonnarrowing, then expressions over G can be identiﬁed probabilistically from
Evaluation queries in polynomial time.
Proof.We prove this result for programs {0, 1}n → G. The result for expressions follows then from
Theorem 3.
Take two boolean programs P1 and P2 of length m computing different functions {0, 1}n → G.
This means that the program P1 · P−12 is not the constant identity, where P−12 is the concatenation
of |G| − 1 copies of P2. Thus, because G is nonnarrowing, P1 and P2 differ on a randomly cho-
sen assignment in {0, 1}n with probability at least 1/p(|G|m). A standard probabilistic argument
shows the following: There is a polynomial q such that if q(n,m, log(1/6)) assignments x1, . . . , xq are
drawn independently and uniformly at random from {0, 1}n, then with probability 1− 6 every two
nonequivalent programs of size m over n variables give different values on at least one of the xi .
The learning algorithm simply draws these many elements of {0, 1}n uniformly at random, where
m is the upper bound on the length of the target expression that it receives initially, and asks them as
Evaluationqueries.Withprobabilityat least1− 6,allprogramsnotequivalenttothetargetareproved
nonequivalent by at least one answer. In other words, the target function has been identiﬁed. 
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Theorem 16. Let s(m) be the largest arity of an AND function that can be computed by a boolean
program of length m over a group G. Then expressions over G can be identiﬁed from (|G|n)O(s(2|G|m))
Evaluation queries.
Proof. We show how to identify boolean programs with nO(s(2m)) Evaluation queries, and
the result for expressions follows from the proof of Theorem 3. As usual, by the weight
of a boolean assignment w = (w1, . . . ,wn) we mean the number of nonzero wi . Let P1 and
P2 be two nonequivalent boolean programs of length m over G. It is enough to show
that they differ on an input of weight at most s(2m), as there are no more than nO(s(2m))
such inputs. The program P = P1P−12 does not produce eG everywhere. Let w have minimal
weight such that P(w) does not produce eG , and let k be the weight of w. Obtain from P
a program Q by ﬁxing to 0 all variables that are 0 in w and taking {P(w)} as the accept-
ing set. Then, Q computes the AND function of the remaining k inputs, so k  s(|Q|) 
s(|P |)  s(2m), and then P1 and P2 disagree on an assignment of weight at most s(2m), as
desired. 
This theorem gives identiﬁcation strategies for nonnarrowing groups and for nilpotent groups.
Corollary 17. (1) Expressions over a nonnarrowing group can be identiﬁed from nO(logm) Evaluation
queries.
(2) Expressions over a nilpotent group can be identiﬁed from nO(1) Evaluation queries.
Part (1) follows by the fact that computing the AND of n variables requires programs of length
27(n) over a nonnarrowing group. Part (2) follows since it is known that boolean programs over a
nilpotent group can only compute the AND function of a constant number of variables [6]. Part
(2) provides a weaker version (identiﬁcation only) of Theorem 6.
As already mentioned, it is conjectured in [6] that the exponential lower bound on the length
of boolean programs computing the AND function holds for all solvable groups. A proof of this
conjecture would prove that boolean programs (hence, expressions) over any solvable group are
learnable from a quasipolynomial number of Evaluation queries alone. It is worth noting that a
lower bound of 7(n log log n) is known on the length of programs computing the AND function
over any group [5].
Given the previous results, we conjecture that, for prime p , expressions over a group G
which is an extension of Zp by Zq are efﬁciently learnable from Evaluation queries alone,
say probabilistically in polynomial time or deterministically in quasipolynomial time. Note a
tempting (but wrong) argument to prove this conjecture. By Theorem 12, expressions over
G are learnable from Evaluation and Equivalence queries. But by the argument in Theorem
15, an Equivalence query can be answered correctly with high probability by asking a poly-
nomial number of randomly chosen Evaluation queries, hence, Evaluation queries sufﬁce for
learning. The argument is wrong because the algorithm given by Theorem 12 uses Multiplici-
ty Automata as Equivalence queries. These queries may, for all we know, compute functions
not computable by any expression over G, and then the probabilistic argument in Theorem 15
does not apply. That is, it could well happen that an Equivalence query is nonequivalent to
the target, yet sufﬁciently close to it that a polynomial number of random Evaluation queries
will fail to provide a counterexample.
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7. Hardness of nonsolvable groups
In this section, we show that expressions over nonsolvable groups are not polynomial-time learn-
able unlessNC 1 circuits are polynomial-time learnable too.Hence, under the cryptographic assump-
tions in [3], they are not learnable at all.
We prove this by reducing the problem to that of predicting boolean programs over simple
nonabelian groups, which are polynomially equivalent to NC 1 circuits [4]. Conceptually, there are
three parts in the reduction: (1) learning expressions over some nonsolvable group implies learning
expressions over some simple nonabelian group; this does not follow trivially from the fact that a
nonsolvable group contains a simple nonabelian one, because an algorithm for learning a nonsolv-
able group might conceivably use queries outside the simple nonabelian one to learn it; (2) over a
simple nonabelian group, programs and expressions compute the same functions; (3) over a simple
nonabelian group, programs simulate boolean programs in a prediction-preserving sense.
For the rest of this section, by “learnable” we mean polynomial-time learnable from Evaluation
andEquivalence queries, where the hypothesis class for Equivalence is any one that can be evaluated
in polynomial time.
Lemma 19 is a special case of the more general Theorem IX.1.2 in [22]. We prove it here to have
a self-contained proof.
Lemma 18. Let G be a simple group and e its identity. Then, for every a, b ∈ G with a /= e there is a
1-variable expression Ea,b(x) such that Ea,b(a) = b and Ea,b(e) = e.
Proof. Assume otherwise. Then, there is a /= e and b such that for every expression E(x) such that
E(e) = e, E(a) /= b. Equivalently, for every tuple (c1, c2, . . . , ck , ck+1) inGk+1 such that c1c2 · · · ckck+1
= e, we have c1ac2a · · · ckack+1 /= b, i.e., c1ac2a · · · ckac−1k · · · c−12 c−11 /= b. Let H be the set of all
elements in G that can be written as a product c1ac2a · · · ckac−1k · · · c−12 c−11 for some k  0 and
some tuple c1, . . . , ck . Then, H is a group (in fact, the subgroup generated by {cac−1 | c ∈ G}), it is
normal in G, proper because b ∈ H , and nontrivial because a ∈ H . Thus, G is not simple, a contra-
diction. 
Lemma 19. Let G be a simple nonabelian group. Then, for every function f : G → G there is a 1-var-
iable expression E such that f(a) = E(a) for every a ∈ G.
Proof. For each nonempty set S ⊆ G, every b ∈ G, and every a ∈ S we build inductively expres-
sions Ea,b,S(x) such that Ea,b,S(a) = b and Ea,b,S(c) = e for all c ∈ S . If S = {c}, then Ea,b,S(x) is the
expression Eac−1,b(xc
−1) built in Lemma 18. Otherwise, S = {c} ∪ T . As G is simple and nonabelian
we have G = [G,G], so every b ∈ G is the product of a number of commutators. Suppose b is the
commutator [&,+]. Then, Ea,b,S(x) is the expression [Ea,&,{c}(x),Ea,+,T (x)]. If b is the product of two
or more commutators, concatenate the corresponding expressions. It is routine to check that these
expressions behave as stated.
Now the expression in the statement of the lemma is the concatenation of all expressions
Ea,f(a),G\{a}(x) for all a ∈ G. 
Theorem 20. Let G be a simple nonabelian group. Then, for every program P over G there is an
expression E, of length linear in that of P , computing the same function from Gn to G.
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Proof. Replace each instruction (i, f) in P with the expression computing f(xi) given by
Lemma 19. 
Theorem 21. The following are equivalent:
(a) For any nonsolvable group G, expressions over G are not learnable.
(b) For any nonsolvable group G, programs over G are not learnable.
(c) For any simple nonabelian group G, programs over G are not learnable.
(d) For any simple nonabelian group G, expressions over G are not learnable.
Proof. (a) implies (b), because we are not limiting the hypothesis class used for Equivalence queries.
(b) implies (c) as every simple nonabelian group is nonsolvable. (c) implies (d) by Theorem 20. We
prove that (d) implies (a) by contradiction. Suppose G is nonsolvable yet expressions over G are
learnable. We prove next that expressions over the commutator subgroup [G,G] are also learnable.
By induction, expressions over the simple nonabelian subgroup appearing in the normal series of
G are also learnable, contradicting (d).
To prove that expressions over H = [G,G] are learnable if G is, it is enough to show that H
is an inducible subgroup of G and appeal to Proposition 2. Elements in H are those that can be
obtained as a product (hence, ﬁnite product) of commutators. Let k be such that all elements of H
can be written as a product of at most k commutators. Then, the expression E(x1, y1, . . . , xk , yk) =






Theorem 22. Let G be a simple nonabelian group. If programs over G are learnable, then boolean
programs over G are learnable, hence NC 1 circuits are learnable.
Proof. Let P be a boolean program overG computing a function {0, 1}n → {0, 1}. Let T be the set of
elements of G that are interpreted as 1 when output by G. Fix a nonidentity element a ∈ G. Build a
(nonboolean) program Q by replacing each instruction (i, f) in P with the instruction (i, g), where
g(a) = f(1) and g(x) = f(0) for all x /= a. Let E(x) be the expression, given by Theorem 20, such that
E(x) = a for x ∈ T and E(x) = e for x ∈ G \ T . The program E(Q(x1, . . . , xn)) computes a function
G → {e, a} identical to that computed by P using input a instead of 1 and any other element instead
of 0. Its length is linear in that of P , and the theorem follows easily. 
The following is immediate from the preceding two theorems.
Corollary 23.UnlessNC 1 circuits are learnable, expressions over nonsolvable groups are not learnable.
The same negative result can be obtained for the more powerful model of PAC-prediction with
Evaluation queries, in fact the one used to prove the results in [3].
8. Aperiodic monoids
We now turn our attention to the case of aperiodic or “group-free” monoids. The subclass of
aperiodic monoid that turns out to be central in our investigation is the pseudo-variety called DA,
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introduced by Schützenberger [20]. Several characterizations ofDA are known; see [23]. For exam-
ple, monoids in DA are those M with the property that for any two elements e and s, if e = e2 and
MeM ⊆ MsM then ese = e. For our purposes, it is more convenient to use the following language-
theoretic characterization.
Let u be an arbitrary string in A∗. Write &(u) for the set of letters appearing in u. Assume a ∈ &(u).
Then, there is a unique triple (u0, a, u1) such that u = u0au1 and a ∈ &(u0), which we call the a-left de-
composition of u. Symmetrically, there is a unique triple (u0, a, u1) such that u = u0au1 and a ∈ &(u1),
which we call the a-right decomposition of u.
We deﬁne the following equivalence relation on A∗, indexed by k , by induction on k + |&(u)|.
First, we deﬁne that u ≡0 v holds for all strings u and v. Second, if k > 0, then u ≡k v if and only
if
(1) &(u) = &(v), and
(2) for every a ∈ &(u), if (u0, a, u1) and (v0, a, v1) are the a-left decompositions of u and v, then
u0 ≡k v0 and u1 ≡k−1 v1, and
(3) for every a ∈ &(u), if (u0, a, u1) and (v0, a, v1) are the a-right decompositions of u and v, then
u1 ≡k v1 and u0 ≡k−1 v0.
(Note that this is well-deﬁned, since in (2) we have |&(u0)| < |&(u)| and in (3) we have |&(u1)| <
|&(u)|.)
It is shown in [25] that each ≡k is a congruence of ﬁnite index on A∗, and that M = A∗/9 be-
longs to DA iff 9 is reﬁned by ≡k for some k . Moreover, it can be shown that any ≡k -class can be
described by a regular expression of the form A∗0a1A
∗
1 · · · asA∗s , where the ai’s are letters, the Ai’s are
subsets of the alphabet, and the expression is unambiguous, i.e., whenever a word u can be written
as u = u0a1u1 · · · asus, with ui ∈ A∗i , this can be done in a unique way. When u can be factorized in
this way, we will refer to the occurrences of the ai’s deﬁning the factorization as “bookmarks.”
Next we show that expressions over monoids in DA can be identiﬁed from a polynomial num-
ber of Evaluation queries. It is not hard to show that learning boolean programs over any monoid
which is not a group requires exponentiallymanyEvaluation queries for identiﬁcation, regardless of
computation time (we prove this, essentially, in Theorem 36). Therefore,DAwitnesses that, in some
cases, identiﬁcation can be exponentially more difﬁcult for boolean programs than for expressions,
and, therefore, that the converse of Theorem 3 does not hold.
Theorem 24. Expressions over a monoid inDA are learnable from a polynomial number of Evaluation
queries (and possibly exponential time).
Proof. Suppose that the target is an expression E(x1, . . . , xn) over a monoid M in DA. Assume that
M is a homomorphic image ofM ∗/ ≡k and that every≡k -class is described by a regular expression
as above with at most s ai’s in the expression. Ask the teacher to evaluate E(w), for every w ∈ Mn
that has at most 2s components different from the identity of M : clearly, there are polynomially
many such queries. Construct an expression F(x1, . . . , xn) that is consistent with all answers. We
claim that E(z) = F(z) for all z ∈ Mn. Indeed, ﬁx z and look at E(z) and F(z) as words over the
alphabetM . Deﬁne w by replacing by the identity all letters in z that do not contribute a bookmark
to E(z) or to F(z); thus w has at most 2s components different from the identity, and E(z) = E(w)
and F(z) = F(w). But by consistency of F , E(w) = F(w). Therefore, E(z) = F(z). 
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We can also show, by a somewhat indirect argument, that expressions over a monoid in DA are
learnable from Equivalence queries.
Theorem 25. Expressions over a monoid in DA are (nonproperly) learnable from Equivalence queries
in polynomial time.
Proof. It is shown in [16] that the set of boolean functions computed by boolean programs monoids
in DA are exactly those computed by decision trees of constant rank. Decision trees of constant
rank can be learned fromEquivalence queries in polynomial time [21,14]. By Theorem 3, expressions
over monoids in DA are nonproperly learnable from Equivalence queries. 
It is known that there are exactly two minimal monoids outside of DA, named U and BA2. Mo-
noidU is the syntacticmonoid of the language (aa∗b)∗, has 6 elements, and is known to be universal,
in the sense that every boolean function is computed by a program overU ; this is because programs
over U can simulate DNF formulas with polynomial blowup [24]. Monoid BA2 is the syntactic
monoid of (ab)∗, has 6 elements too, and is provably not universal.
Multiplication tables for U and BA2 are given in Figs. 1 and 2. To get an intuition of their behav-
ior, observe that in both cases aba = a, bab = b, and b2 = 0. The only difference is that a2 = a in U
while a2 = 0 in BA2.
We show that the problem of learning expressions over U from Evaluation queries is as hard
as the problems of learning monotone DNF formulas from Membership queries, which requires
exponentially many queries [12]. Similarly, learning expressions over BA2 is as hard as learning
singleton sets by Membership queries, which is shown by a standard argument to require an expo-
nential number of queries too. Since we will use this “singleton argument” several times with minor
variations, let us sketch it once. Take a class of subsets of a domain D containing all singleton
sets {w} for w ∈ D, and any Membership query learning algorithm for the class. Suppose that the
algorithm asks less than |D| − 1 Membership queries on all targets. Then, there are two singleton
sets {w1} and {w2} such that neither w1 nor w2 are asked as Membership queries when the answer
No is repeatedly given to the algorithm. Yet these No answers are consistent with both {w1} and
{w2} being the target. Therefore, at least one of these two sets, when chosen as the target, will not
be identiﬁed correctly by the algorithm, regardless of computation time.
Fig. 1. Multiplication table for monoid U .
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Fig. 2. Multiplication table for monoid BA2.
Theorem 26.Expressions over themonoidU are not learnable from subexponentiallymanyEvaluation
queries, even using unbounded computation time. The same holds for the monoid BA2.
Proof. (Monoid U ) We show that for every monotone DNF formula F there is an expression over
U that is strongly equivalent to it, in the sense that it computes exactly the same boolean function
modulo a renaming of constants 0 and 1 to elements of U . The result follows because identifying
monotone DNF formulas requires exponentially many Membership queries [12].
A construction is given in [24] that, for each monotone DNF formula F , produces an expression
P of length polynomial in |F | such that for all y over {1, a}, P(y) = 0 iff y encodes a true assignment
of F , replacing 1 with 0 and a with 1; otherwise P(y) = ab. The problem now is that a learning
strategy can also ask Evaluation queries with assignments containing the other monoid elements
(b, ab, ba, and 0). We make sure that any such Evaluation query can be answered immediately as 0
without any teacher.
Let E(x) be the expression axbxab. We have E(1) = E(a) = ab, and E(b) = E(ab) = E(ba) =
E(0) = 0. So the expression P(y)E(x1)E(x2) · · ·E(xn) maps any assignment not in {1, a}n to 0, and
behaves as P on assignments over {1, a}.
(MonoidBA2)We show that expressions overBA2 of length 3n can encode all singletons in {a, b}n,
hence 2n − 1 Evaluation queries are required to learn them by the singleton argument. For each
variable xi, consider the two expressions (ab)xib or axi(ab). If xi is 0, 1, ab, or ba then both expressions
evaluate to 0. If xi is a, the ﬁrst one is ab and the second one is 0, and if xi is b, then the ﬁrst one is 0
and the second one is ab.
Now consider the set of 2n expressions T1T2 · · · Tn where each subexpression Ti is chosen to be
either abxib or axiab. By the argument above, any of these expressions evaluates to 0 on all assign-
ments containing at least one 0, 1, ab, or ba, and also to 0 on all assignments in {a, b}n but one;
namely, on the assignment that sets xi = a for all i for which we chose abxib and xi = b otherwise.
On this unique assignment it evaluates to (ab)n = ab. Thus, these 2n expressions encode the 2n
singletons from {a, b}n. 
Theorem 24 says that an easy-to-ﬁnd, polynomial-size set of Evaluation queries identiﬁes unique-
ly any target over a monoid in DA. But the argument does not give any obvious way to use the
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answers to these queries to evaluate the target on other inputs. For two incomparable subclasses of
DA, commutative aperiodic and idempotent R-trivial, we know how to reconstruct efﬁciently an
expression for the target from these answers. Recall that a monoid is idempotent if a = a2 for every
element a, and observe that every idempotent monoid is trivially aperiodic.
Theorem 27. Expressions over aperiodic commutative monoids are properly learnable in polynomial
time from n Evaluation queries.
Proof.We use the following property of aperiodic commutative monoids: Let g1, . . . , gs be genera-
tors of themonoid such that gtii = gti+1i for all i; the ti exist because of aperiodicity. By commutativity,
each x ∈ M can be represented as gk11 · · · gkss , for 0  ki  ti . This can be used to show that for any
c, x, and y in M , if cx = cy then either x = y or c2x = cx and c2y = cy .
LetM be an aperiodic commutativemonoid satisfying the equationmt = mt+1 and let e denote its
identity. Any expression overM can be assumed to have the form E(x1, . . . , xn) = cx&11 · · · x&nn , where
0  &i  t. Asking Eval(en) will return the constant c. With (t + 1)|M | queries, ﬁnd an element m
which maximizes the cardinality of the set {cmi : i  0}; let this cardinality be r + 1. For each i, ask
Eval(ei−1men−i); let the returned answer be cm+i for some +i  r. By aperiodicity, if + < r, then
cm+ /= cm++k for all k > 0. We thus have cm&i = cm+i for each i. This implies that for every element
s, we also have cs&i = cs+i for each i. Indeed, if +i < r then &i = +i, and if +i = r then the result
follows because the choice of m forces csr = csr+1.
We claim that the expression E is equivalent to cx+11 · · · x+nn . Let m1, . . . ,mn be an arbitrary as-
signment to the variables: as explained above, we have cm&11 = cm+11 . Assume inductively that
cm
&1
1 · · ·m&ii = cm+11 · · ·m+ii . Since we have cm&i+1i+1 = cm+i+1i+1 , by commutativity, the property stated
at the beginning of the proof, and the inductive hypothesis, we can deduce that
cm
&1
1 · · ·m&ii m&i+1i+1 = cm&11 · · ·m&ii · cm&i+1i+1 = cm+11 · · ·m+ii · cm+i+1i+1
= cm+11 · · ·m+ii m+i+1i+1 .
The case i = n proves that our proposed expression is equivalent to the original one.
Note that the algorithm runs in polynomial time even when M is given in the input as its multi-
plication table. 
For the next theorem, we consider a subclass of DA consisting of idempotent R-trivial monoids,
also known as R1. A monoid M is idempotent R-trivial if it satisﬁes x
2 = x and xyx = xy for all
x, y ∈ M In particular, these identities imply that the productm1 · . . . · mt of t elements ofM is equal
to mi1 · · ·mis with s  |M | and where mij is the ﬁrst occurrence from left to right of this particular
monoid element.
Theorem 28.Expressions over idempotent R-trivial monoids are properly learnable in polynomial time
from Evaluation queries.
Proof. Let M be an idempotent R-trivial monoid, and E an expression over M . By the property of
idempotent R-trivial monoids explained above, we can assume that any constant or variable ap-
pearing in E appears only once, i.e., E = E0c1E1 · · · ckEk where the ci’s are distinct constants (hence
k < |M |) and the Ei’s are constant-free subexpressions over disjoint sets of variables.
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If the expression is constant-free, i.e., E = E0 in the notation above, we can proceed as follows:
evaluate E(wi) for i = 1, . . . , n, where wi = ei−1men−i for any m /= e. This tells us which variables
appear in the expression, namely xi appears in E iff E(wi) = m. If the monoid is commutative
and idempotent, this information determines the expression. Otherwise, let x and y be two ele-
ments that do not commute, and s = xy and t = yx. We have s /= t, st = xyyx = xyx = xy = s and
ts = yxxy = yxy = yx = t. Fix these elements s and t.
For every pair of variables xi, xj both appearing in E, we evaluate E(wij), where wij has s in
position i, t in position j, and the identity everywhere else. Depending on whether the returned
value is s or t, we know in which order these two variables appear in the expression. Sorting the
result of these comparisons will yield the target expression.
For the general case, we can assume the constants ci are known, since we can run the following
algorithm over all possible choices of c1, . . . , ck . There are O(1) possibilities altogether. Once we
have generated O(1) competing hypotheses, we can use the set of Evaluation queries described in
the proof of Theorem 24 to discard all those not equivalent to the target.
Suppose ﬁrst that E0 is empty, i.e., that the expression to be learned begins with a nontrivial
constant c1. The ideal N = c1M forms a proper submonoid ofM (with c1 being the identity): more-
over, for any assignment (m1, . . . ,mn) in Mn, the value in M of E(m1, . . . ,mn) is equal to the value
E(c1m1, . . . , c1mn) in the monoid N . We can thus argue that E can be learned, by induction on the
cardinality of the underlying monoid.
If c1sc2 · · · ck = sc1c2 · · · ck for every s ∈ M , we can assume that no variables appear in E0, i.e.,
we are in the case just discussed. Otherwise, suppose there exists some s such that c1sc2 · · · ck /= t =
sc1c2 · · · ck . For each i, we ask the evaluation of E(wi)wherewi is the identity everywhere except that
the ith component is equal to s. We claim that t /= c1 · · · cjscj+1 · · · ck for any j: Otherwise we get
c1sc2 · · · ck = c1sc1 · · · ck = c1c1 · · · cjscj+1 · · · ck = c1 · · · cjscj+1 · · · ck = t, contradicting the original
hypothesis. These n evaluations can thus be used to discover which variables appear in E0. The
subexpression c1E1 · · · ckEk over the remaining variables can be seen as taking place over the proper
submonoid c1M and can thus be learned by recurrence on the cardinality of the monoid. It remains
to order the variables appearing inE0. If stc1 · · · ck = tsc1 · · · ck for all s, t ∈ M , the order is irrelevant:
otherwise the order can be learned by using the same strategy as in the constant-free case discussed
before. 
Recall that all of DA is nonproperly learnable from Equivalence queries (Theorem 25). Next
we show that the class of idempotent commutative monoids is properly learnable from Equiv-
alence queries. It is easy to show that this class is precisely the intersection of the two classes
considered in the previous theorems, aperiodic commutative monoids and idempotent R-trivial
monoids.
We use the following property of idempotent commutative monoids. A monoidM is idempotent
commutative iff there exists a partial order  on M such that every two elements x, y have the
element x · y as a greatest common lower bound (in other words,M forms a semilattice).
Theorem 29. Expressions over idempotent commutative monoids are properly learnable in polynomial
time from n Equivalence queries.
Proof. IfM is idempotent and commutative, we can assume that any expression overM is of the form
E = cxi1 · · · xir with c ∈ M and 1  i1 < · · · < ir  n. We can assume that the constant c is known
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since the learner can run this algorithm for each constant c until it succeeds. Thus, the learner only
needs to identify the set S of variables occurring in E.
As a ﬁrst step, the learner assumes that S = {x1 . . . , xn} and therefore proposes the expression
cx1 · · · xn. If this initial guess is incorrect, the teacher returns a counterexample (m1, . . . ,mn)
where a = cmi1 · · ·mir /= cm1 · · ·mn = b. Since every term in the left-hand side product also
appears in the right-hand side product we have a > b = cm1 · · ·mn in the semilattice. There-
fore, there is at least one mi such that mi  a does not hold and we can conclude that
xi ∈ S . Continuing in this way, the learner produces the target expression after at most n
queries. 
To conclude the section, we show that the idempotency condition is necessary in the previous
theorem within the realm of aperiodic monoids, at least for proper learning.
Theorem 30. Expressions over a nonidempotent aperiodic monoid cannot be properly learned with a
subexponential number of proper Equivalence queries.
Proof. If M is aperiodic but nonidempotent, it must contain an element m of threshold 2, i.e.,
m /= m2 = m3.
We will show that a polynomial number of proper Equivalence queries are insufﬁcient for the




where the bi’s are bits. That is, we only consider expressions such that exactly one of x2i, x2i−1 occurs
in the expression, all variables appear in order and no variable is repeated. Observe that all such
expressions depend on different sets of variables, hence compute different functions.
For an expression E over M , denote by =(E) the set of variables occurring in E. Suppose ﬁrst
that the hypothesis h proposed by the learner is such that both x2i and x2i−1 are in =(E) for some
i (resp. neither x2i nor x2i−1 are in =(E)). Then, let w ∈ Mn be such that wj = m for j = 2i or 2i − 1
and wj = 1 otherwise. For all E’s in S , we have E(w) = m whereas h(w) = m2 (resp. h(w) = 1). Such
equivalence queries are thus useless for the learner.
Let h now be an Equivalence query such that for all i, exactly one of x2i, x2i−1 occurs in h. Letw be
such that wi = 1 if xi ∈ =(h) and wi = m otherwise. We have that h(w) = 1, but that E(w) = m2 for
any E ∈ S such that =(E) and =(h) differ in at least two positions. There are only n/2+ 1 expressions
E such that =(E) and =(h) do not differ in at least two positions. Therefore, after k such queries,
at least 2n/2 − k · (n/2+ 1) candidate expressions remain in S , so 7(2n/2/n) queries are needed for
learning. 
In fact, one can prove something slightly stronger using the same ideas: if M is a monoid which
is not the union of its subgroups, then expressions over M can not be learned with a subexpo-
nential number of Equivalence queries. Indeed, for such a monoid, we can ﬁnd m ∈ M such that
m /= m2 = mq+2 for some q. It is not hard to adapt the proof above to this case; we omit the details
since the focus of the paper is mostly on groups and aperiodics.
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9. Learning programs over monoids
In this section, we consider learning tasks where we assume that the target is representable as
a program, but not necessarily as an expression over a monoid. Clearly, if programs over some
monoid M are learnable, then expressions over M are also learnable (using the same hypothesis
class in both cases). Here, we investigate cases in which the converse is also true.
We can prove such a converse for all classes of groups for which we obtained any results
in the previous sections. Curiously, the argument is particular (and seemingly different) for
each of the classes of groups we consider. It would be interesting to ﬁnd a general argument
showing that if expressions over a group G are learnable, then so are programs over G, and
in particular knowing whether this implication is true for the group classes whose learnabili-
ty remains unknown, namely, solvable groups that are neither nilpotent neither extensions of
some Zm by some Zn.
We prove a couple of general results ﬁrst.
Proposition 31. If expressions over any monoidM are learnable from Equivalence queries, then so are
programs over M.
Proof. Let P = (i1, f1), . . . , (im, fm) be a program over M . For each f mapping M to M and each i,
1  i  n, deﬁne variable xi,f . Let E be the expression xi1,f1 · · · xim,fm . We show how to learn P by
simulating the Equivalence learning algorithm learning target E.
When the algorithm produces hypothesis H = xj1,f1 · · · xjl,fl , build the program Q = (j1, f1) · · ·
(jl, fl) and ask it as an Equivalence query to the teacher for P (constants in H , if any, trans-
late to constant functions fi). If the answer is Yes, then Q is equivalent to P and we are done.
Otherwise, the answer is a counterexample (a1, . . . , an, v) such that P(a1, . . . , an) = v /= Q(a1, . . . , an).
Build an assignment b to the xi,f variables by setting bi,f = f(ai). It is direct to show that E(b) =
P(a1, . . . , an) = v /= Q(a1, . . . , an) = H(b), so (b, v) is a valid counterexample for H that can be given
to the Equivalence learner. 
The simulation approach above fails, in general, for Evaluation queries. Indeed, froman arbitrary
Evaluation query, i.e., an arbitrary assignment to the expression variables xi,f , it may be impossible
to obtain a single consistent value for the program variables xi . In fact, by Theorem 36 and the
comments after it, no such simulation is possible.
Proposition 32. If programs overM are learnable (by any of Evaluation queries, Equivalence queries,
or both), and N is a submonoid of M , then programs over N are learnable (with the same type(s) of
queries).
Proof. It is easy to see that every submonoid of M is inducible by programs: to induce N , use an
instruction (i, f) where f(m) = m for all m ∈ N and f(m) is the identity of M for all m ∈ M \ N .
Continue the proof as in Proposition 2, part (1). 
Theorem 33.
(a) Programs over an Abelian group G are learnable with |G|n+ 1 Evaluation queries.
(b) Programs over an Abelian group G are learnable with O(n) Equivalence queries.
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Proof. Part (a): If G is Abelian, given any program we can reorder and merge instructions so
that there is at most one instruction reading each variable. Furthermore, we can assume that
f(e) = e (where e is the identity) in all instructions (i, f) but the ﬁrst one. This is because each
such f can be multiplied by f−1(e), and the product of all f(e) moved to a constant instruc-
tion to the ﬁrst place. That is, w.l.o.g. we can assume that the program over G is of the form
(1, fc)(1, f1)(2, f2)(3, f3) · · · (n, fn), where fc is the constant c function and fi(e) = e for all i. The
only task is to ﬁnd functions fc, f1, . . . , fn.
Query for Evaluation the all-identity vector; the answer is the constant c. Then, for each i and
each a ∈ G \ {e}, query the vector having a in the ith position and e everywhere else. Let bi,a be the
answer. Clearly, fi(a) = bi,a − c. So these |G|n+ 1 queries completely determine fc, f1, . . ., fn.
Part (b) follows from Proposition 31 and part (b) of Theorem 4. 
Theorem 34.Programs over a nilpotent class-k groupG are properly learnable with (|G|n)k Evaluation
queries and nk |G|O(|G|k ) time.
Proof. Let P be a program over G. First, ensure that for all instructions (i, f) in P , either f is a
constant function or f(e) = e. To do this, decompose any instruction (i, f) that does not satisfy this
condition in two consecutive instructions. The ﬁrst one is (i, f ′) where f ′ is the constant function
f(e), and the second one is (i, f(e)−1 · f). Second, copying the proof of Lemma 5, rewrite P in the
form
(1, c)E1 · · ·Ep ,
where
• c is a constant function,
• expression Ei is a product of nontrivial commutator trees (in some predeﬁned order) over the set
{(j, f) | j ∈ Si, f : G → G, f(e) = e},
• every commutator tree in Ei reads all variables in Si, and
• S1, . . . , Sp are all sets of at most k variables in lexicographical order.
Now we can replicate the rest of the proof of Theorem 6 too. A program Equivalent to P is built
inductively. At step i, we observe that the behavior of subprogram Ei is completely determined by
the value of E on vectors of weight at most k , and the value of the preﬁx of P preceding Ei . Since
Ei computes a function of at most k variables, it is possible to reconstruct (in time dependent on G
and k , but independent of n) a program equivalent to Ei . Details are left to the reader. 
The following is the analog of Theorem 12 for groups.
Theorem 35. For every group G which is an extension of Zp by Zq, programs over G are learnable in
polynomial time using Evaluation and Equivalence queries.
Proof. Let P be a program over G. We learn independently the Zq and Zp components of P . By
deﬁnition of extension, P behaves on the Zq component as some program Q over Zq. This program
can be learned from Evaluation queries by Theorem 33, part (a).
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Next we show how to learn the Zp component of P . Let the instructions in P be (j1, f1)(j2, f2) · · ·
(jm, fm). Let si stand for the value of fi(xji ), that is, the result of P is the product in G of s1, . . . , sm.
Note that Zq(si) depends on both Zp(xi) and Zq(xi), and likewise for Zp(si).









where both sum and product are modulo p . Replace each si with its deﬁnition fi(xji ), then reorder
the products so that all occurrences of each variable xi appear together. Permuting the names of






where the gi,j : Zp × Zq → Zp are a set of unknown binary functions. This expression is a sum of
products of binary functions. It is known only that all sums of products of unary functions can be
computed by MA [9], so we are not done yet. In the following, and using the particular structure of
the functions gi,j , we show how to reencode the inputs so that this expression can be computed by
an MA over Zp .
Let ui and vi be variables that stand for Zp(xi) and Zq(xi), respectively. Then, reencode vi in
base p : introduce variables vi,1, . . . , vi,>, with > = logp q to stand for this encoding. Note that only
encodings of values 0, . . . , q− 1 make sense; encodings q, . . . , 2> − 1 are illegal.
Wenowdescribea smallMAMi,j having inputs vi,1, . . . , vi,>, ui, that computesgi,j(Zp (xj),Zq(xj)) =
gi,j(ui, vi)whenever vi,1, . . . , vi,> encode a value vi ∈ {0, . . . , q− 1}, and is 0 otherwise. MAMi,j has an
initial state s and a ﬁnal state t. From s, it branches deterministically after reading each vi,k , using
edges with weight 1. Each tuple of values of vi,1, . . . , vi,> leads to a distinct state, so this part of Mi,j
is a p-ary tree of depth >. From each of these p> states, there is a transition to ﬁnal state t. The
weight of this transition is gi,j(ui, vi) if the tuple vi,1, . . . , vi,> encodes a value vi ∈ {0, . . . , q− 1}, and
0 otherwise. It is easy to check that Mi,j computes as desired.
Let M be a nondeterministic automaton whose initial state branches on j = 1, . . . ,m. Its jth
branch consists of the concatenation of automata Mi,j for all i = 1, . . . , n, following expression (2).
In analogy with Theorem 11, M has the following properties:
• if, for every i, the tuple vi,1, . . . , vi,> encodesavalue vi ∈ {0, . . . , q− 1}, thenM(v1,1 · · · v1,> u1 · · · vn,1 · · ·
vn,> un) is Zp(P((u1, v1), . . . , (un, vn)));
• otherwise, M(v1,1 · · · v1,> u1 · · · vn,1 · · · vn,> un) is 0.
The rest of the proof is as that of Theorem 12.
Note that the size ofM is O(m · n · |Mi,j|). Since |Mi,j|  p> = plogp q  pq, this is O(m · n · |G|),
and in fact the algorithm runs in polynomial time even if G is part of the input. Actually, |Mi,j| is
O(q) rather than O(pq) in its minimal form. 
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Wedealt with programs over nonsolvable groups in Corollary 23. For programs over nongroups,
we have a strong negative result.
Theorem 36. If a monoid M is not a group, then programs over M cannot be learned from less than
|M |n Evaluation queries.
Proof. The argument is the same as for proving that boolean terms, or singleton sets, cannot be
learned with few Evaluation queries. We use the fact that M is not a group iff it has at least one
idempotent besides the identity e. Let w ∈ M be such that e /= w = w2. For all m ∈ M , deﬁne the
function gm : M → M by
• gm(m) = e,
• gm(u) = w for all u ∈ M − {m}.
Consider the set of |M |n programs of the form (1, f1)(2, f2) · · · (n, fn), where each fi is some gm
function. Each such program has the property that it evaluates to e on the assignment that sets each
xi to the value m such that fi = gm, and it evaluates to w on all other assignments. The singleton
argument shows that learning this family of programs plus the constant-w program requires |M |n
Evaluation queries. 
Theorem 36 implies a strong separation of the complexity of learning programs and expres-
sions by Evaluation queries for some monoids. Consider, for example, the aperiodic monoid AND
having two elements, the identity and a zero. By the theorem, learning programs over AND re-
quires 2n Evaluation queries, yet it is easy to learn expressions over AND using n+ 1 Evaluation
queries.
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