We study OI and IO one-pass reduction sequences with term rewrite systems. We present second order decidability and undecidability results on recognizable tree languages and one-pass reductions. For left-linear TRSs, the second order OI inclusion problem and the second order OI reachability problem are decidable, the second order OI joinability problem is undecidable. For right-linear TRSs, the second order common IO ancestor problem is undecidable.
Introduction
A term rewrite system (TRS for short) R reduces a term in a nondeterministic way along which it does many choices. Traditional term rewriting is the exhaustive application of R to a term until no more rules apply. However, this procedure is usually not adequate for most applications, for example for program transformation. Because, in general, there is no bound for the lengths of the possible reduction sequences, or R is not confluent.
To overcome the above problems, researchers implemented and studied various types of traversal reductions. Program transformation operates on the syntax tree of a program applying rewrite rules along a traversal of the tree: it visits all tree nodes in a certain visiting order and applies a rewrite rule at each node at most once [2, 3, 14, 15] . They distinguish between the standard visiting orders topdown (order: root, subtrees) and bottom-up (order: subtrees, root). Dauchet and De Comité [4] , Seynhaeve et al. [12] studied outside-in (OI) and inside-out (IO) one-pass reductions, which are different from the above top-down and bottomup traversals, respectively, in that all reduction steps can be carried out mainly independently from each other. During a reduction step, the left-hand side of an applied rule does not overlap with the already rewritten parts of the term, only the values of the substituted subterms depend on the order of the reduction steps. One may proceed in two ways. Along an OI one-pass reduction sequence, we proceed from the root to the leaves. Along an IO one-pass reduction sequence, we proceed from the leaves to the root. Fülöp et al. [5] studied two other very restrictive strategies of term rewriting: and one-pass root-started rewriting and one-pass leafstarted rewriting. They differ from the OI and IO one-pass reductions, respectively, in that the rewriting always concern positions immediately adjacent to the already rewritten parts of the term. Consequently, they establish a much more restricted way of computing.
Reachability is a fundamental problem that appears in several areas of computer science: finite-and infinite-state concurrent systems, computational models like cellular automata and Petri nets, program analysis, discrete and continuous systems, time critical systems, hybrid systems, TRSs, etc. [13] . For TRSs, reachability problem is the following: given a TRS R, and two terms s and t, decide whether s can be rewritten into t with a finite number of rewriting steps of R. Ground reachability problem is the restriction of the reachability problem to ground terms. Ground reachability and unreachability proofs can be used as general purpose verification techniques for the systems modeled by rewriting [9] .
Gilleron and Tison [10] introduced and studied the second order reachability problem and the second order sentential form inclusion problem for TRSs. They [10] asked whether the set of sentential forms of the trees of a recognizable tree language overlaps with a given recognizable tree language, and whether the set of sentential forms of the trees of a recognizable tree language is a subset of a given recognizable tree language, respectively. Observe that they [10] defined a second order decidability problem from a first order one by substituting recognizable tree languages for terms. Along this line of research, Fülöp et al. [5] introduced and studied second order decidability problems: the one-pass root-started sentential form inclusion problem, and the one pass leaf-started sentential form inclusion problem. Moreover, Seynhaeve et al. [12] presented and studied the second order IO inclusion problem.
In the light of the above problems, we study the following eight second order decidability problems. Some of them, for instance the second order OI common ancestor problem, are introduced in this paper following the above research line. The terms appearing in an OI (resp. IO) one pass reduction sequence are called the OI (resp. IO) sentential forms of the initial term. For a tree language L, the set of all OI (resp. IO) sentential forms of the elements of L is denoted by SF OI(L) (resp. SF IO(L)). First we present the problems concerning OI one pass reducing.
Second order OI inclusion problem. Instance: A TRS R and recognizable tree languages L and M over Σ.
Second order OI reachability problem. Instance: A TRS R and recognizable tree languages L and M over Σ.
Second order OI joinability problem. Instance: A TRS R and recognizable tree languages L and M over Σ.
Second order OI common ancestor problem. Instance: A TRS R and recognizable tree languages L and M over Σ. Question: Is there a term t ∈ T Σ (X) such that SF OI(t) ∩ L = ∅ and SF OI(t) ∩ M = ∅?
We define the IO counterparts of the above problems replacing OI by IO.
Seynhaeve et al. showed that for left-linear TRSs and right-linear TRSs, the second order IO inclusion problem is decidable, see Proposition 4 in [12] . Fülöp et al. [5] showed that for left-linear TRSs, the one-pass root-started sentential form inclusion problem, the counterpart of the second order IO inclusion problem, and the one pass leaf-started sentential form inclusion problem, the counterpart of the second order OI inclusion problem, are decidable. Seynhaeve et al. showed that for right-linear TRSs, the one-pass root-started sentential form inclusion problem is decidable, see Proposition 5 in [12] .
In Section 2, we present our notations and basic definitions. Then we show the following. For left-linear TRSs, the second order OI inclusion problem and the second order OI reachability problem are decidable, see Section 3. For left-linear TRSs, the second order OI joinability problem is undecidable, see Section 4. For right-linear TRSs, the second order common IO ancestor problem is undecidable, see Section 5. In Section 6, we present our concluding remarks and open problems. We sum up the existing results in the literature and our contribution in Table 1 
Preliminaries
We recall and invent some notations, basic definitions and terminology which will be used in the rest of the paper. Nevertheless the reader is assumed to be familiar with the basic concepts of term rewrite systems and of tree language theory [1, 7, 8] .
Terms
The set of nonnegative integers is denoted by N , and N * stands for the free monoid generated by N with empty word λ as identity element. For a word α ∈ N * , length(α) stands for the length of α. Consider the words α, β, γ ∈ N * such that α = βγ. Then we say that β is a prefix of α, and that α is an extension of β; and we write β α. If γ = λ, then β is a proper prefix of α, and we write β ≺ α.
A ranked alphabet is a finite set Σ in which every symbol has a unique rank in N . For m ≥ 0, Σ m denotes the set of all elements of Σ which have rank m. The elements of Σ 0 are called constants. Throughout the paper we assume that Σ 0 = ∅. That is, we have at least one constant in Σ.
For a set of variables Y and a ranked alphabet Σ, T Σ (Y ) denotes the set of Σ-terms (or Σ-trees) over Y . T Σ (∅) is written as T Σ . A term t ∈ T Σ is called a ground term. A tree t ∈ T Σ (Y ) is linear if any variable of Y occurs at most once in t. We specify a countable set X = { x 1 , x 2 , . . . } of variables which will be kept fixed in this paper. Moreover, we put
For a term t ∈ T Σ (X), the height height(t) and the yield yd(t) and the set of positions pos(t) ⊆ N * of t are defined by tree induction.
• If t ∈ Σ 0 ∪ X, then height(t) = 0, yd(t) =(if t ∈ Σ 0 then λ else t), and pos(t) = { λ }.
• If t = f (t 1 , . . . , t m ) with f ∈ Σ m , m > 0, then
yd(t) = yd(t 1 ) . . . yd(t m ), and
For each t ∈ T Σ (X) and α ∈ pos(t), we introduce the subterm t/α ∈ T Σ (X) of t at α and define the label lab(t, α) ∈ Σ ∪ X in t at α as follows:
• for t ∈ Σ 0 ∪ X, t/λ = t and lab(t, λ) = t;
• for t = f (t 1 , . . . , t m ) with m ≥ 1 and f ∈ Σ m , if α = λ then t/α = t and lab(t, α) = f , otherwise, if α = iβ with 1 ≤ i ≤ m, then t/α = t i /β and lab(t, α) = lab(t i , β).
Let t ∈ T Σ (X). We call a position α ∈ pos(t) of t a variable position if lab(t, α) ∈ X. The set of variable positions of t is denoted by vpos(t). That is, vpos(t) = { α ∈ pos(t) | lab(t, α) ∈ X }. Furthermore, root(t) = lab(t, λ). For trees t ∈ T Σ (X m ), and t 1 , . . . , t m ∈ T Σ (X), we denote by t[t 1 , . . . , t m ] the tree obtained by substituting t i for every occurrence of x i in t, for 1 ≤ i ≤ m. A tree language L is a subset of T Σ .
For any m ≥ 0, we distinguish a subset T Σ (X m ) of T Σ (X m ) as follows: a tree t ∈ T Σ (X m ) is in T Σ (X m ) if and only if yd(t) = x 1 . . . x m .
For each integer k ≥ 0, we say that a tree t ∈ T Σ (X) is a k-normal tree over Σ if t satisfies Conditions 1 and 2 [6] .
2. For every α ∈ pos(t), (length(α) = k and lab(t, α) ∈ X m ) or ( length(α) < k and lab(t, α) ∈ Σ).
Note that for each k-normal tree t, height(t) ≤ k and that the only 0-normal tree is x 1 . The set of k-normal trees over Σ is denoted by N ORM Σ,k . We illustrate our concepts and results via a running example which we present as a sequence of examples throughout Sections 2 and 3. So the ranked alphabet in all examples will be the one introduced below.
The following trees are 3-normal trees over Σ:
By the definition of a k-normal tree we have the following.
Proposition 1.
[6] For each tree s ∈ T Σ and k ≥ 0, s has exactly one k-normal prefix.
Remark 2. Let k ≥ 1, s, t ∈ T Σ , and assume that for any α ∈ pos(s), if length(α) ≤ k − 1 then α ∈ pos(t) and lab(s, α) = lab(t, α). Then the k-normal prefix of s is equal to the k-normal prefix of t.
) is the 3-normal prefix of s, and s is the k-normal prefix of s for k ≥ 4.
For t ∈ T Σ , α ∈ pos(t), and r ∈ T Σ , we define t[α ← r] ∈ T Σ as follows.
•
• If α = iβ, for some i ∈ N and β ∈ N * , then t = f (t 1 , . . . , t m ) with f ∈ Σ m and 1
An alphabet ∆ is any finite nonempty set, ∆ * stands for the set of words over ∆, and λ denotes the empty word. For an alphabet ∆, we consider the ranked alphabet ∆ ∪ { # }, where # ∈ ∆. Here each element of ∆ is a unary symbol and # is a nullary symbol. Then we consider a tree in T ∆∪{ # } as a word over the alphabet ∆ ∪ #. For example, let ∆ = { a, b }. Then the tree a(b(b(a(#)))) is written as the word abba#. Conversely, for each word w ∈ ∆ * , the word w# over the alphabet ∆ ∪ { # } can be considered as a tree over the ranked alphabet ∆ ∪ { # }. For example, the word aab# can be considered as the tree a(a(b(#))).
Term Rewrite Systems
Let →⊆ A × A be a binary relation on a set A. We denote by → * the reflexive, transitive closure of →.
Let Σ be a ranked alphabet. Then a term rewrite system (TRS) R over Σ is a finite subset of (T Σ (X) − X) × T Σ (X) such that for each (l, r) ∈ R, each variable of r also occurs in l. Elements (l, r) of R are called rules and are denoted by l → r. We call l the left-hand side and r the right-hand of the rule l → r. The set of left-hand sides (resp. right-hand sides) of rules in R is denoted by lhs(R) (resp. rhs(R)).
A TRS R is left-linear (resp. right-linear) if each element of lhs(R) (resp. rhs(R)) is linear. A left-linear and right-linear TRS R is called linear. A TRS R is ground if each element of lhs(R) ∪ rhs(R) is a ground term.
Let R be a TRS over Σ. For any terms s, t ∈ T Σ (X), position α ∈ pos(s), and rule l → r in R with l, r ∈ T Σ (X m ), m ≥ 0, we say that s rewrites to t applying the rule l → r at α, and denote this by s → α,l→r t if there are
Here we also say that s rewrites to t and denote this by s → R t.
A sequence
is called a reduction sequence with R. Dauchet and De Comité [4] introduced the inside-out and outside-in one-pass reductions with a TRS R in an intuitive way and illustrated these concepts by examples. Intuitively, for any terms s, t ∈ T Σ (X), we say that s is rewritten to t in one pass if we rewrite s into t applying some rules such that the left-hand sides do not overlap. Moreover, in case of an OI pass, we rewrite from the outermost of a bracketed expression of a term to the innermost, i.e., in a top-down order, hence the subtrees are rewritten after duplicating subtrees. In case of an IO pass, we rewrite from the innermost of a bracketed expression of a term to the outermost, i.e., in a bottom-up order, hence the subtrees are rewritten before duplicating subtrees.
We now formally define these concepts. An outside-in one-pass (OI) reduction sequence with R is a sequence
where Conditions 1-4 hold.
sequence with R.
3. α 1 = β 1 .
4. For any 1 < j ≤ n, if there is 1 ≤ i < j such that β i β j , then let k be the largest such i, and then a) α k γξ = α j , for some γ ∈ vpos(l k ) and ξ ∈ N * , b) β k δξ = β j for some δ ∈ vpos(r k ), and
Informally, along (2), we rewrite in a top-down order, and keep on rewriting the unprocessed subtrees of the initial tree s 0 . At the same time we keep track of the positions of the subtrees of the initial tree s 0 . For each i = 1, . . . , n, the position α i points to the subtree s 0 /α i of s 0 , and the position β i points to an occurrence of s 0 /α i in s i−1 , to be rewritten in the ith step of (2). Formally, the terms s 0 , . . . , s n are called OI sentential forms of s 0 . For each term s ∈ T Σ (X), SF OI(s) is the set of all OI sentential forms of s. That is, SF OI(s) is the set of all terms t such that there is an OI reduction sequence (2) with s = s 0 and t = s n . For a tree language L ⊆ T Σ , we put
We usually write (2) in the form
and note that (3) is an OI reduction. The notation
s n means that there is an OI reduction (3).
Example 3. Consider the left-linear TRS
An inside-out one-pass (IO) reduction sequence with R is a reduction sequence (1) where Conditions 1 and 2 hold.
1. s 0 , . . . , s n ∈ T Σ (X), and β i ∈ pos(s i−1 ) ∩ pos(s 0 ) for i = 1, . . . , n,
Informally, Condition 2 ensures that we rewrite in a bottom-up order and that the left-hand sides do not overlap. It says that for each 2 ≤ j ≤ n, the positions β 1 , . . . , β j−1 are no prefixes of β j nor are positions of any nonvariable symbol in the occurrence of the left-hand side l j of the rule l j → r j when applying it at β j in the jth step. The terms s 0 , . . . , s n are called IO sentential forms of s 0 . For each term s ∈ T Σ (X), SF IO(s) denotes the set of all IO sentential forms of s. For a tree language
. We usually write (1) in the form (3) and note that (3) is an IO reduction. The notation s 0 ⇒ R,IO s n means that there is an IO reduction (1).
Let R be a TRS over Σ, and s, t ∈ T Σ (X) be arbitrary. We say that s and t are OI joinable for R if SF OI(s) ∩ SF OI(t) = ∅. Furthermore, we say that s is an OI ancestor of t with respect to R if s ⇒ R,OI t. For tree languages L and M over Σ, we say that L and M are OI joinable for R if SF OI(L) ∩ SF OI(M ) = ∅. For tree languages L and M over Σ, we say that L and M have a common OI ancestor with respect to R if there is a term t ∈ T Σ (X) such that SF OI(t) ∩ L = ∅ and SF OI(t) ∩ M = ∅.
We define the IO counterparts of the above definitions replacing OI by IO.
For the definition of the second order OI (resp. IO) inclusion problem, the second order OI (resp. IO) reachability problem, the second order OI (resp. IO) joinability problem, and second order OI (resp. IO) common ancestor problem, see the Introduction.
Post Correspondence Problem
A Post Correspondence System (PCS for short) over an alphabet ∆ is a pair w, z = (w 1 , . . . , w n ), (z 1 , . . . , z n ) , n ≥ 1, of lists of nonempty words over the alphabet ∆. We say that the index sequence k 1 , . . . , k with ≥ 1, 1 ≤ k 1 , . . . , k ≤ n, is a solution of the PCS w, z , if
cf. [11] . The Post Correspondence Problem is the question whether or not a given PCS w, z has a solution.
Proposition 2. [11]
The Post Correspondence Problem is unsolvable. That is, there is no algorithm which takes a PCS w, z as input and determines whether or not there is a solution of the PCS w, z .
Recognizable Tree Languages
Let Σ be a ranked alphabet, a bottom-up tree automaton (bta) over Σ is a quadruple A = (Σ, A, R, A f ), where A is a finite set of states of rank 0,
is the set of final states, R is a finite set of rules of the form f (a 1 , . . . , a m ) → a with m ≥ 0, f ∈ Σ m , a 1 , . . . , a m , a ∈ A. We call f (a 1 , . . . , a m ) the left-hand side of the rule f (a 1 , . . . , a m ) → a. We consider R as a ground TRS over Σ ∪ A. The tree language recognized by A is L(A) = { t ∈ T Σ | (∃a ∈ A f ) t → * R a}. We say that a tree language L is recognizable if there exists a bta A such that L(A) = L [7] . The bta A = (Σ, A, R, A f ) is total if for all f ∈ Σ m , m ≥ 0, and a 1 , . . . , a m , R has a rule with the left-hand side f (a 1 , . . . , a m ). The bta A = (Σ, A, R, A f ) is deterministic (dbta) if R has no two rules with the same left-hand side. We give a recognizable tree language L via a total dbta A recognizing L. Let A be a total dbta. Then for each tree t ∈ T Σ , there is exactly one state a ∈ A such that t → * A a. We denote this a by t A .
In the rest of the paper we write
OI One Pass Reductions
We show that for left-linear TRSs, the second order OI inclusion problem and the second order OI reachability problem are decidable. The proof needs a long preparation, we now start the process of getting ready for it. Let the total dbtas A = (Σ, A, R A , A f ) and B = (Σ, B, R B , B f ) be such that L(A) = L and L(B) = M . We introduce the ranked alphabet ∆ = Σ × A × P(B). We write the elements of ∆ in the form f, a, C and the rank of a symbol f, a, C in ∆ is the rank of f in Σ. To every s ∈ T Σ , we associate an element of ∆, denoted by val(s) as follows: let val(s) = f, a, C , where root(s) = f , s A = a, and
Let s ∈ T Σ be arbitrary. The evaluated copy of s, denoted by ec(s), is a term in T ∆ defined in the following way.
• pos(ec(s)) = pos(s),
• for each α ∈ pos(s), lab(ec(s), α) = val(s/α).
For each k ≥ 0, the evaluated k-prefix of s is the k-normal prefix of ec(s), and is denoted by ep k (s).
Remark
Lemma 1. For any s, t ∈ T Σ and µ ∈ pos(s),
A , and
Proof. Let s, t ∈ T Σ , and µ ∈ pos(s) such that
. Consequently, the statement of the lemma holds. From now on, we assume that µ = λ. Then root(s) = root(s[µ ← t]) and
A by Proposition 3. It is left to show (5). To this end, let b ∈ { u B | u ∈ SF OI(s) }. Then there is an OI reduction sequence (a) s −→ᾱ 1,β1,l1→r1s 1 −→ᾱ 2 ,β2,l2→r2 · · · −→ᾱ n ,βn,ln→rnsn such that b =s B n . Along (a), R may have produced more than one copies of the subtree s/µ of s. We now consider the rewriting of the th copy of s/µ. R may rewrite at some α ∈ pos(s) such that α ≺ µ and the left-hand side of the applied rule l → r overlaps with the th copy of s/µ. Then R rewrites the subtrees s/χ 1 , . . . , s/χ k , where χ 1 , . . . , χ k ∈ pos(s), of the th copy of s/µ. There are
such that for each χ j , j = 1, . . . , k, there is a ν i , i ∈ { 1, . . . , n }, such that
Thus ν i is an extension of µ and a prefix of χ j . Then by α ≺ µ, (4), (6) , and (7),
Note that we do not necessarily rewrite at the positions ν 1 , . . . , ν n , rather we rewrite at the extensions χ 1 , . . . , χ k of the positions ν 1 , . . . , ν n . The positions ν 11 , . . . , ν 1n1 , ν 21 , . . . , ν 2n2 , . . . are simply denoted by ν 1 , . . . , ν m . We rearrange the rewrite steps of the OI reduction sequence (a) into the OI reduction sequence (b) below such that the following conditions hold.
• Beginning with step d 0 + 1, we carry out the reduction steps that take place at the extensions of µ. Intuitively, the suffix of (b), starting at step d 0 + 1, consists of the reduction of the copies of s/µ.
• When rewriting the th copy of s/µ, first we carry out all reduction steps at the extensions of ν 1 , second we carry out all reduction steps at the extensions of ν 2 , and so on. Thus we have
• ϑ i ∈ vpos(v) and lab(v, ϑ i ) = x i for i = 1, . . . , m,
Moreover, the following four conditions hold. Hence, as R is left-linear, we have the OI reduction sequence
and the following conditions hold.
• For each 1 ≤ i ≤ d 0 , µ is not a prefix of α i , and for each d 0 + 1 ≤ i ≤ e m , µ γ i .
• For each d 0 + 1 ≤ j ≤ e 1 , we have ν 1 γ j and ϑ 1 δ j . Furthermore, for each 2 ≤ i ≤ m and e i−1 + 1 ≤ j ≤ e i , we have ν i γ j and ϑ i δ j .
By the definition of z i , i = 1, . . . , m, and Proposition 3,
Thus, by b = s
}. This proves (5), and with it also finishes the proof of the lemma.
Lemma 2. For any s, t ∈ T Σ and µ ∈ pos(s),
Proof. The inclusion from left to right is proven in Lemma 1. The other inclusion can be verified by applying Lemma 1 on s = s[µ ← t] and t = s/µ.
By Lemma 1 and Lemma 2 we have the following result.
Lemma 3. For any s, t ∈ T Σ and µ ∈ pos(s),
Lemma 4. For any s, t ∈ T Σ and µ ∈ pos(s),
Proof. Let s, t ∈ T Σ and µ ∈ pos(s) such that
Let α ∈ pos(s) such that length(α) ≤ τ − 1. We now show that
For this we distinguish the following three cases. Case 1: α is not a prefix of µ and µ is not a prefix of α. In this case, s/α = s[µ ← t]/α, and hence we have (10).
Case 2: α µ. Then by (9) and Lemma 3, (10) holds. Case 3: µ ≺ α. Then α = µβ for some β ∈ pos(s/µ), and lab(ec(s), α) = lab(ec(s/µ), β) = lab(ec(t), β) = lab(ec(s[µ ← t]), α) (by (9)). Hence (10) holds.
In the aggregate, we conclude that for each α ∈ pos(s) with length(α) ≤ τ − 1, (10) holds. Consequently, by Remark 2, the τ -normal prefix of ec(s) is equal to the
For each i ≥ 0, let P i = { ep τ (s) | s ∈ T Σ and height(s) ≤ i }. It should be clear that P i can be computed effectively for every i ≥ 0.
Example 6. Observe that τ = 2. The trees in T Σ with height at most two are the following:
, and P 2 consists of the trees:
By Remark 3 and the definition of P i , i ≥ 0,
Since N ORM ∆,τ is a finite set, there is a smallest index n such that P n = P n+1 . We call n the evaluation index. From now on, throughout this section, n stands for the evaluation index.
Lemma 5. P n = P for > n.
Proof. We proceed by induction on . Base
Step: = n + 1. Then P n = P by the definition of the evaluation index n.
Induction step: Let ≥ n + 2, and assume that P n = P j for all j such that n ≤ j ≤ − 1.
Let s ∈ T Σ with height(s) = . Then s = f (s 1 , . . . s m ) for some f ∈ Σ m , m ≥ 1, and s 1 , . . . s m ∈ T Σ . For each i = 1, . . . , m, we define the tree v i ∈ T Σ as follows. If height(s i ) ≤ − 2, then let v i = s i . Assume that height(s i ) = − 1. By the induction hypothesis, there is a tree v i ∈ T Σ such that height(v i ) ≤ − 2 and
Then height(v) ≤ −1. Hence, by (11) ep τ (v) ∈ P −1 . By the induction hypothesis,
By Lemma 4,
. By (12) , ep τ (s) ∈ P n . Since s ∈ T Σ with height(s) = is arbitrary, we have P ⊆ P n . By (11) P = P n .
Lemma 6. The evaluation index n can be computed effectively.
Proof. Let us compute P i for i = 0, 1, . . . until we find that P i = P i+1 . As mentioned above, the procedure stops at some i. By definition, n equals to this i.
By the definition of val(p) for p ∈ T Σ , and the definition of P i , i ≥ 0, we have the following. n such that p = f, a, C (p 1 , . . . , p m ) , m ≥ 0, a ∈ A f , and C ∩ B f = ∅.
Lemma 7. SF OI(L)
Example 7. We now show that SF OI(L) ⊆ M and SF OI(L) ∩ M = ∅. To this end we need not compute n and P n . Observe that
Proof. (of Theorem 1) Recall that A = (Σ, A, R A , A f ) and B = (Σ, B, R B , B f ) are total dbtas such that L(A) = L and L(B) = M . Let us compute the evaluation index n and the set P n (cf. Lemma 6). For each p ∈ P n with p = f, a, C (p 1 , . . . , p m ), m ≥ 0, by direct inspection we decide whether a ∈ A f implies C ⊆ B f . If for each p ∈ P n , the answer is yes, then
For each p ∈ P n with p = f, a, C (p 1 , . . . , p m ), m ≥ 0, by direct inspection we decide whether a ∈ A f implies C ∩ B f = ∅. If the answer is yes for some
Second Order OI Joinability Problem
We show that the second order OI joinability problem is undecidable for left-linear TRSs.
For an alphabet ∆, we also consider the alphabets ∆ = { a | a ∈ ∆ } and ∆ = { a | a ∈ ∆ }. The alphabets ∆, ∆, and ∆ are pairwise disjoint. For each word w ∈ ∆ * , the word w ∈ ∆ * is defined as follows.
• If w = λ, then w = λ.
• If w = az for some a ∈ Σ and z ∈ ∆ * , then w = a z.
For each word w ∈ ∆ * , we define the word w ∈ ∆ * in a similar way to w. Let w, z = (w 1 , . . . , w n ), (z 1 , . . . , z n ) be a PCS over the alphabet ∆. We associate the ranked alphabet Σ, the recognizable tree languages L and M over Σ, and the TRS R over Σ with the PCS w, z . To this end, we consider the sets ∆, ∆, ∆, and Γ = { 1, . . . , n } of unary symbols.
The TRS R consists of the following rules:
Example 8. Let ∆ = { a, b }. Let PCS w, z = (a, ab), (aa, b) . Note that 12 is a solution of the PCS w, z . The ranked alphabet Σ consists of
• the nullary symbol #,
• the unary symbols 1, 2, a, b, a, b, a, b,
• the binary symbols f, g, and
• the symbol h of rank 4.
Since 12 is a solution of the PCS w, z , we have the following OI reduction sequence. f (12#, a a b#) → R h(12#, 12#, a a b#, a a b#) → R h(a2#, 12#, a a b#, a a b#) → R h(aab#, 12#, a a b#, a a b#) → R h(aab#, aa2#, a a b#, a a b#) → R h(aab#, aab#, a a b#, a a b#) → R h(aab#, aab#, a a b#, a a b#) → R h(aab#, aab#, aa b#, a a b#) → R h(aab#, aab#, aab#, a a b#) → R h(aab#, aab#, aab#, a a b#) → R h(aab#, aab#, aab#, aa b#) → R h(aab#, aab#, aab#, aab#). Consider the OI-reduction sequence g(aab#, aab#) → R h(aab#, aab#, aab#, aab#). Thus, the terms f (12#, a a b#) and g(aab#, aab#) are OI joinable. Consequently L and M are OI joinable. 
We have the OI-reduction sequence
Conversely, assume that L and M are OI joinable, i.e., SF OI(L)∩SF OI(M ) = ∅. Consequently, there are u ∈ SF OI(L) ∩ SF OI(M ), 1 ≤ k 1 , . . . , k ≤ n, ≥ 1, s ∈ T ∆∪{ # } , t 1 ∈ ∆ * , and t 2 ∈ ∆ * (14) such that
and
We write (15) in the form
Consequently, by (14) and (e), we get that s = u 3 # and u 3 # = u 4 #. Hence, by (17), we have
By (d) and (17),
Since t 1 ∈ ∆ * and t 2 ∈ ∆ * ,
By (18) and (19), we have
Consequently (13) holds. Hence the index sequence k 1 , . . . , k is a solution of the PCS w, z .
Theorem 2. For left-linear TRSs, the second order OI joinability problem is undecidable.
Proof. Let w, z be a Post Correspondence System over the alphabet ∆. We associated the ranked alphabet Σ, the recognizable tree languages L and M over Σ and the TRS R over Σ with the PCS w, z . By Lemma 8, the PCS w, z has a solution if and only if L and M are OI joinable. By Proposition 2, there is no algorithm which takes a PCS w, z as input and determines whether or not there is a solution of the PCS w, z .
Second Order IO Common Ancestor Problem
We show that the second order common IO ancestor problem is undecidable for right-linear TRSs. Let w, z = (w 1 , . . . , w n ), (z 1 , . . . , z n ) be a Post Correspondence System over the alphabet ∆. We associate the ranked alphabet Σ, the recognizable tree languages L and M over Σ, and the TRS R over Σ with the PCS w, z . To this end, we consider the sets ∆, ∆ = { d | d ∈ ∆ }, Γ = { 1, . . . , n }, and Γ = { 1, . . . , n } of unary symbols.
The TRS R consists of the following rules: 1, 2, a, b, 1, 2, a, b, • the symbol f of rank 4, and the binary symbols g and h.
Since 12 is a solution of the PCS w, z , we have the following two IO reduction sequences.
. Thus f (12#, 12#, aab#, aab#) is a common IO ancestor of the terms g(12#, aab#) and h(aab#, aab#). Consequently, the tree languages L and M have a common IO one-pass ancestor. Conversely, assume that p ∈ T Σ (X) is a common ancestor of g(k 1 . . . k #, q) ∈ L with 1 ≤ k 1 , . . . , k ≤ n, ≥ 1,
and h(s, t) ∈ M with s ∈ T ∆∪{ # }
and t ∈ T ∆∪{ # } . 
We proceed as follows. Theorem 3. For right-linear TRSs, the second order common IO ancestor problem is undecidable.
Proof. Let w, z be a Post Correspondence System over the alphabet ∆. We associated the ranked alphabet Σ, the recognizable tree languages L and M over Σ, and the TRS R over Σ with the PCS w, z . By Lemma 9, the PCS w, z has a solution if and only if L and M have a common IO one-pass reduction ancestor. By Proposition 2, there is no algorithm which takes a PCS w, z as input and determines whether or not there is a solution of the PCS w, z .
Conclusion
We summed up the existing results in the literature and our contribution in Table  1 .
We conjecture that for right-linear TRSs, the second order IO reachability problem and the second order common OI ancestor problem are decidable. We raise the following open problems. Problem 1. Given a TRS R and a recognizable tree language L, is it decidable whether SF IO(L) is recognizable and whether SF OI(L) is recognizable?
For any linear TRS R, ⇒ R,IO is equal to ⇒ R,OI . Hence for any linear TRS R and recognizable tree language L, SF IO(L) = SF OI(L). Therefore, we raise the following question.
Problem 2. Given a TRS R and a recognizable tree language L, is it decidable whether SF IO(L) ⊆ SF OI(L), whether SF OI(L) ⊆ SF IO(L), and whether SF IO(L) = SF OI(L)?
