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Abstract
Elliptic stochastic partial differential equations (SPDE) with polynomial perturbation terms are
studied using results by S. Kusuoka and A.S. $\ddot{\mathrm{U}}$st\"unel and M. Zakai concerning transformation of
measures on abstract Wiener space. These interactions of the polynomial type arise in (Euclidean)
quantum field theory.
1 Introduction
We study elliptic stochastic partial (pseudo) differential equations (SPDE) heuristically written as
follows
$(- \frac{\partial^{2}}{\theta t^{2}}+(-\Delta_{3}+m^{2})^{S})\psi(x)+\lambda:\psi^{3}(x):=(-\frac{\partial^{2}}{\partial t^{2}}+(-\Delta_{3}+m^{2})^{S})^{\mathrm{f}}\dot{W}(x)$, (1.1)
$x\equiv(t,\overline{x})\in R\mathrm{x}R^{3}$ ,
where $\Delta_{d}$ is the $d$-dimensional Laplace operator, $W$ is an isonormal Gaussian process on $R^{4},$ $\lambda\geq 0$
is some given number and : $\psi^{3}$ : is the cubic Wick power of $\psi$ .
In order to understand an importance and a motivation of the setting of $(1,1)$ , we start with the
review of (1.2) below for general $d\in \mathrm{N}$ , which has been considered in [AY1] in a framework of change
of variable formula on Nelson’s Euclidean free field:
$(-\Delta_{\mathrm{d}}+m^{2})\psi(x)+\lambda:\psi^{3}(x):=(-\Delta_{\mathrm{d}}+m^{2})^{\frac{1}{2}}\dot{W}(x)$, $x\equiv(t,S)\in R\mathrm{x}R^{d-1}$ , (1.2)
where $W$ is an isonormal Gaussian process on $R^{d}$ . We have to recall that Nelson’s Euclidean free field
is a Gaussian random variable $\phi_{\omega}$ taking values in $S’(R^{d})$ defined on a probability space $(\Omega, F, P)$
such that
$E[<\varphi_{1},\phi$. $><\varphi_{2}, \phi$ . $>]= \int_{R^{\mathrm{d}}}((-\Delta_{d}+1)^{-1}\varphi_{1})(x)\varphi_{2}(x)dx$, for real $\varphi_{1},$ $\varphi_{2}\in S(R^{d})$ .
We can give $<\varphi,$ $\phi_{u}>_{S,S’}$ a stochastic integral expression by using the isonarmal Gaussian process
$W$ on $\mathrm{R}^{d}\mathrm{a}\epsilon$ follows:
$<\varphi,$ $\phi_{w}>_{S,S’}=\int_{R^{d}}((-\Delta_{d}+1)^{-:}\varphi)(x)dW_{w}(x)$ . (1.3)
By (1.3) the random field $\phi_{\omega}$ is symbolically written by
$\phi_{\omega}=(-\Delta_{d}+1)^{-\}}\dot{W}_{w}$,
or we can write this as a linear elliptic SPDE such that
$-\Delta_{\mathrm{d}}\phi_{y}+\phi_{\omega}=(-\Delta_{d}+1)^{\mathrm{f}}\dot{W}_{\omega}$ . (1.4)
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Hence, (1.4) is the SPDE corresponding to $\mathrm{N}\mathrm{e}\mathrm{l}\epsilon \mathrm{o}\mathrm{n}’ \mathrm{s}$ Euclidean free field, and (1.2) is an SPDE given
by putting a cubic perturbation term to (1.4).
In [AY1], for $d=2$ an existence of a random field $\phi$ that satisfies (1.2) and its explicit expression
have been given by applying a change of variable formula on an abstract Wiener space. But, however,
for $d\geq 3$ in the framework of abstract Wiener space it is not possible to consider and give a solution
of (1.2). Thus, as a substitute of (1.2) for $d=4$ we shall consider (1.1) here. In Theorem 2.5 we give
a solution of (1.1) explicitly.
2 Formulation and results
Let $m>0$ be some given mass that will be fixed in the sequel. For each real $\alpha\in \mathrm{R}$, let $J^{\alpha}$ be the
pseudo differential operator of which symbol $j^{\alpha}$ is given by
$j^{\alpha}(\tau,\xi)\equiv(\tau^{2}+(|\xi|^{2}+m^{2})^{3})^{-\alpha}$ $(\tau,\xi)\in \mathrm{R}\mathrm{x}\mathrm{R}^{3}$ .
Then the operator $J^{\alpha}$ is interpreted as
$J^{\alpha} \equiv(-\frac{\partial^{2}}{\partial t^{2}}+(-\Delta_{\theta}+m^{2})^{3})^{-a}$ on $S(\mathrm{R}^{4})$ ,
where $S(\mathrm{R}^{4})$ is the Schwartz space of rapidly decreasing function on $\mathrm{R}^{4}$ . In particular, for $\alpha>0$ we
denote the kernel representation of $J^{\alpha}$ by $J^{\alpha}(x-y),$ $x,$ $y\in \mathrm{R}^{4}$ such that
$(J^{\alpha} \varphi)(x)=\int_{R^{4}}J^{\alpha}(x-y)\varphi(y)dy$ for $\varphi\in S(\mathrm{R}^{4})$ .
Denoting $x\equiv(t,B)\in \mathrm{R}\mathrm{x}\mathrm{R}^{8}$ , this is defined by the Fourier inverse transform:
$J^{\alpha}(x)=(2 \pi)^{-4}\int_{R},$ $\int_{R}e^{\sqrt-(t\cdot\tau+B\cdot\xi)}(\urcorner\tau^{2}+(|\xi|^{2}+m^{2})^{S})^{-\alpha}d\tau d\xi\in L^{1}(R^{4})$ ,
where and throughout this paper if there is no indication of a $m$easure, then $L^{\mathrm{p}}(R^{d})$ $(\mathrm{p}\geq 1)$ is
understood as the $L^{\mathrm{p}}$ space on $R^{d}$ with respect to the Lebesgue measure on $R^{d}$ .
For each $a,$ $b>0$ let $B^{a,\mathrm{b}}$ be the linear subspace of $S’(R^{2})$ defined by
$B^{a,b}=\{(|x|^{2}+1)^{\mathrm{A}}.J^{-a}f:f\in L^{2}(R^{4})\}$, (2.1)
Then, $B^{a.b}$ is a separable Hilbert space with the scalar product
$<u|v>= \int_{R^{4}}J^{a}((|x|^{2}+1)^{-\mathrm{f}4}u(x))J^{a}((|x|^{2}+1)^{-\mathrm{A}}v(x))dx$, $u,$ $v\in B^{a,b}$ . (2.2)
Let $(\Omega,F, P)$ be a complete probability space and consider an isonormal Gaussian procae8 $W=$
$\{W(h),h\in L_{r\epsilon al}^{2}(R^{4})\}$ , where $L_{r*al}^{2}$ i\S the real $L^{2}$ space. Hence, $W$ is a oenter\’e Gaussian family of
random variables on $(\Omega,F,P)$ such that
$E[W(h)W( \mathit{9})]=\int_{R^{2}}h(x)g(x)dx$ , $h,$ $g\in L_{t\epsilon a1}^{2}(R^{4})$ ,
where $E$ denotes the expectation with respect to the probability measure $P$ .
Let $\eta_{1}\in C_{0}^{\infty}(R^{4})$ be such that $\eta_{1}(x)=\eta_{1}(y)$ for $|x|=|y|$ and
$0\leq\eta_{1}(x)\leq 1$ , $\eta_{1}(x)=\{$
1 $|x|\leq 1$
$0$ $|x|\geq 2$ ,
(2.8)
and let $\eta_{k}(x)=\eta\iota(\frac{l}{\mathrm{k}})\in C_{0}^{\infty}(R^{4}),$ $k=1,2,3,$ $\ldots$ . Also define





where the constant $C$ is taken to satisfy
$\int_{R^{2}}\rho(x)dx=1$ . (2.4)
Let
$\rho_{k}(x)=k^{4}\rho(kx)$ , $k=1,2,3,$ $\ldots$ .
For $\alpha>0$ we define $J_{k}^{\alpha}\in S(R^{4})$ , $k=1,2,3,$ $\ldots$ by
$J_{k}^{a}(x)= \int_{R^{2}}J^{\alpha}(y)\rho_{k}(x-y)dy$. (2.5)
Also
$F_{k}^{\alpha}(x;y_{1}, \ldots,y_{\mathrm{p}})=(\eta_{k}(x))^{\mathrm{p}}J_{k}^{\alpha}(x-y_{1})\cdots J_{k}^{a}(x-y_{\mathrm{p}})$, (2.6)
and
$F^{\alpha}(x;y_{1}, \ldots,\mathrm{y}_{\mathrm{p}})=J^{\alpha}(x-y_{1})\cdots J^{\alpha}(x-y_{\mathrm{p}})$, $p=1,2,3,$ $\ldots$ . (2.7)
Then we see that the function $F_{k}^{\alpha}$ and $F^{\alpha}$ are symmetric in the last $p$ variables $(y_{1}, \ldots,y_{\mathrm{p}})$ and
$F_{k}^{\alpha}\in S((R^{4})^{\mathrm{P}+1})$ , $F_{k}^{a}(x;y_{1}, \ldots , y_{\mathrm{p}})=0$ for $|x|\geq 2k$. (2.8)
For each $\alpha>0,$ $p\geq 1$ and $k\geq 1$ we define the random variable $:_{k}\phi_{\alpha,\omega}^{\mathrm{p}}$ : as a multiple
stochastic integral such that
$:_{k}\phi_{\alpha,w}^{\mathrm{p}}$ : $(x)= \int_{(R^{4})^{\mathrm{p}}}F_{\mathrm{k}}^{\alpha}(x;y_{1}, \ldots, y_{\mathrm{P}})dW_{\omega}(y_{1})\cdots dW_{\omega}(y_{\mathrm{p}})$ . (2.9)
In particular for $p=1$ ,
$\phi_{w}(\cdot)\equiv\phi_{\},\omega}(\cdot)\equiv\int_{(R^{4})}J^{\}}(\cdot-y)dW.(y)$ (2.10)
is well defined as a $B^{a,b}$-valued random variable $(\forall a>0, \forall b>4)$ . Let $\mu$ be the probability law of
$\phi_{w}=\emptyset:,\omega$ . Precisely, $\mu$ is a Borel probability measure on $B^{a,b}$ such that
$\mu(A)=P(\{\omega|\phi_{\omega}\in A\})$ , $A\in B(B^{a,b})$ $(a>0, b>2)$ . (2.11)
By an obvious modification of [AY1] we have the following of which proof is omitted here.
Theorem 2.1 $i$) Let $a>0$ and $b>4$ . For each $p\in \mathrm{N}$ and $k\in \mathrm{N}$ let $\tau_{k}=\tau_{(\mathrm{p}).k}$ be the
measurable map fiom $B^{a,b}$ to $B^{a,b}$ defined by
$\tau_{k}(\psi)(x)$ $=$ $p \mathrm{I}(\eta_{k}(x))^{\mathrm{p}}\sum_{n\approx 0}^{1\S 1}!\frac{-\frac{1}{2}\mathrm{c}_{k})^{n}}{n(p-2n)!}(<J_{k}(x-\cdot),$ $(J^{-\}_{\psi)(\cdot)>_{S,S’)^{\mathrm{p}-2n}}}}$




$P$ $(\{\{v|\tau_{\mathrm{k}}(\phi_{\omega})(x)=:_{k}\phi^{\mathrm{p}}. : (x) \forall x\in R^{4}\})=1$, (2.13)
the $B^{a,b}$ -valued measurable functions $\{\tau_{k}(\psi)\}$ on $(B^{a,b},B^{\mu},\mu)$ form a Cauchy sequence in the Banach
space $L^{2}(B^{a,b}arrow B^{a,b};\mu)$ , and there eaists $a$
$B(B^{a,b})/B^{\mu}- m$easurable function $\tau=\tau_{(\mathrm{p})}\in L^{2}(B^{a,b}arrow B^{a,b};\mu)$ such that
$\lim_{karrow\infty}\int_{B}‘,b||\tau_{\mathrm{k}}(\psi)-\tau(\psi)||_{B^{\alpha,\mathrm{b}}}^{2}\mu(d\psi)=0$ . (2.14)
Moreover one has
$\tau(\phi_{w})=:\phi_{l^{y}}^{\mathrm{p}}$, : P-a.8. $\omega\in\Omega$ , (2.15)
where: $\phi_{\},w}^{\mathrm{p}}$ : is the p-th Wick power of the $B^{a.\mathrm{b}}$ -valued random variable $\phi_{w}$ . $\blacksquare$
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In this section we are setting $x\equiv(t,\vec{x}),$ $\xi\equiv(\tau,\xi)arrow\in \mathrm{R}\mathrm{x}\mathrm{R}^{3}$ and defining the Fourier and Fourier
inverse transform as follows:
$\hat{f}(\xi)=\mathcal{F}[f](\xi)=\int_{\mathrm{R}^{4}}\mathrm{e}^{-:_{x\xi}}f(x)dx$ , $\mathcal{F}^{-1}[\hat{f}](x)=\int_{\mathrm{R}^{4}}e^{x\xi}‘\hat{f}(\xi)\overline{d}\xi$
for $f\in S(\mathrm{R}^{4}arrow \mathbb{C})$, where $\overline{d}\xi=(2\pi)^{-4}d\xi$ . Now, for given fixed $m>0$ let $H^{\gamma}=H^{\gamma}(R^{4})$ be the
Hilbert space on $R^{4}$ such that
$H^{\gamma}(R^{4})= \{\emptyset\in S’(R^{4})|\int_{R^{4}}|F\phi|^{2}(t,\vec{x})(t^{2}+(|\check{x}|^{2}+m^{2})^{\theta})^{\gamma}dtd\vec{x}<\infty\}$ .
The inner product of $H^{\gamma}(R^{4})$ is given by
$<u,v>_{H^{\gamma}}=(2 \pi)^{-4}\int_{R^{4}}(Fu)(t,\tilde{x})(\mathcal{F}v)(t,\tilde{x})(t^{2}+(|\tilde{x}|^{2}+m^{2})^{3})^{\gamma}dtd\tilde{x}$.
Then, from the definition (2.11) of the probability measure $\mu$ , we see that
$\int_{B^{\alpha,b}}e^{\sqrt{-1}<\psi,\varphi>_{S’,S}}\mu(d\psi)$
$= \int_{\Omega}\exp[\sqrt{-1}\int_{R^{4}}(\int_{R^{4}}\varphi(x)J^{\}}(x-y)dx)dW_{\omega}(y)]P(d\omega)$
$= \exp(-\frac{1}{2}||\varphi||_{H^{-1}}^{2})=\exp(-\frac{1}{2}||J^{1}\varphi||_{H^{1}}^{2})$ . (2.16)
The inclusion map $i:H^{-1}arrow B^{a,b}$ defined by
$i(h)=J^{1}h$, $h\in H^{-1}$ (2.17)
is continuous and $i(H^{-1})=H^{1}$ is dense in $B^{a,b}$ . By this we can identify $H^{-1}$ with $H^{1}$ , and we have
the following continuous $\mathrm{i}\mathrm{n}_{\mathfrak{l}}\mathrm{i}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$:
$(B^{a,b})$
.
$-H^{-1}\underline{\simeq}H^{1}$ ,-., $B^{a,b}$ .
Setting
$\mathcal{H}=H^{-1}$ ,
we thus have the abstract Wiener space $(B^{a,b},i(\mathcal{H}),$ $\mu)$ with the Cameron-Martin space
$i(\mathcal{H})=J^{1}H^{-1}=H^{1}$ . (2.18)
In the sequel, without giving the definitions, we will use the terminologies and notations on
abstract Wiener spaces (cf., $\mathrm{e}\mathrm{g}.,$ $[\mathrm{U}\mathrm{Z}]$ , [Nu], [AY1]). The following theorem is also an obvious modi-
fication of [AY1].
Theorem 2.2 (polynomial $H-C^{1}$ maps) For $a>0,$ $b>4$ , let $(B^{a,b},i(\mathcal{H}),p)$ be the abstract
Wiener space defined above, and denote the “Gross-Sobolev derivative“ and “divergence” operators
on $(B^{a,b},i(\mathcal{H}),p)$ by V and 6, respectively $([UZ])$ . For $M\geq 0$ let $\eta_{M}$ be the spaoe-cut-off such that
$\eta u(x)=\eta_{1}(\frac{x}{M})$ . Then the map $u_{p}(\psi)=\eta_{M}\tau_{(\mathrm{P})}(\psi)$ ($\mathcal{H}$-valued Wiener junctional) is an element of
$D_{2,k}(\mathcal{H})Nk\geq 1)$ , and the following holds:
$\nabla u_{\mathrm{p}}(\psi)(x, y)$ $=$ $p\langle\eta_{M,T}(\mathrm{p}-1)(\psi)(\cdot)J^{0}(\cdot-x)J^{0}(\cdot-y)\rangle_{S,S’}$
$\in$ $L^{l}(\mathcal{H}\otimes \mathcal{H};\mu)$ .
The divergence of $u_{\mathrm{p}}$ is given by
$\delta u_{\mathrm{p}}(\psi)=<\eta u,\tau_{(\mathrm{p}+1)}(\psi)>_{S,S’}$ p-a.s. $\psi\in B^{\sigma,b}$ . (2.19)
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$\forall\psi\in B(p),$ $\forall h\in \mathcal{H}$ . (2.20)
$u_{\mathrm{p}}\dot{u}$ an $H-C^{1}$ map on $(B^{a,b},i(\mathcal{H}),p)$ :
$\mathcal{H}\ni h\mapsto\nabla u_{\mathrm{p}}(\psi+i(h))\in \mathcal{H}\otimes \mathcal{H}$ is continuous for all Cb $\in B(p)$ , (2.21)
where $J^{0}(x)=\delta_{\{0\}}(x)$ (with $\delta_{\{0\}}$ the Dirac point measure at $\{0\}$). $\blacksquare$
Deflnition 1 For $u\in D_{2,1}(\mathcal{H})$ and $\lambda\in R$ we define
$\Lambda_{\lambda u}(\psi)=\det_{2}(I_{\mathcal{H}}+\lambda\nabla u(\psi))\exp(-\lambda\delta u(\psi)-\frac{\lambda^{2}}{2}|u(\psi)|_{\mathcal{H}}^{2})$ , (2.22)
where det2 $(I_{H}+\lambda\nabla u(\psi))$ denotes the Carleman-IFhedholm determinant of the Hilbert-Schmidt operator
$\lambda\nabla u(\psi)\in \mathcal{H}\otimes \mathcal{H}and|$ $|\mathcal{H}$ denotes the norrn of the Hilbert space $\mathcal{H}$ . $\blacksquare$
Thus, in the present framework of the abstract Wiener space, equation (1.1) can be rewriten as
$(- \frac{\partial^{2}}{\theta t^{2}}+(-\Delta_{3}+m^{2})^{3})\psi(x)+\lambda\eta u(x)\tau_{(3)}(\psi)(x)=(-\frac{\partial^{2}}{\theta t^{2}}+(-\Delta_{\theta}+m^{2})^{S})^{i}\dot{W}(x)$ , (2.23)
$x\equiv(t,\vec{x})\in R\mathrm{x}R^{3}$ .
In the abstract Wiener space hamework, by using change of variable formulas we can specify a
solution of (2.23) in the following manner. To discuss the problem generally, we let $S$ be a topological
space and $B(S)$ be its Borel $\sigma$-field. Let $\mu$ be a complete probability measure on $(S,\overline{B(S)}^{\mu})$ , and
suppose that $T$ is a measurable map such that $T:(S,\overline{B(S)}^{\mu})-(S,B(S))$ , where
$\overline{B(S)}^{\mu}="$the completion of $\mathcal{B}(S)$ with respect to $\mu$”.
A signed measure $\nu$ on $(S,\overline{B(S)}^{\mu})$ will be called as a” Girsanov measure on $(S,\overline{B(S)}^{\mu})$ associated with
$\mu$ and $T$” if and only if it $\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{s}\overline{\mathrm{n}}\mathrm{a}\mathrm{e}$
$\int_{S}f(T\psi)d\nu(\psi)=\int_{S}f(\phi)d\mu(\phi)$ (2.24)
for any bounded measurable $f:(S,B(S))\mapsto(R,B(R))$ .
In particular if such a signed measure $\nu$ is a probability measure on $(S,\overline{\mathcal{B}(S)}^{\mu})$ , then this will be
called the “ Girsanov probability measure on $(S,\overline{\mathcal{B}(S)}^{\mu})$ associated utith $\mu$ and $T’$ . The key idea of
the interpretation of (2.24) to the SPDE’s discussed here is the following:
If a “ Girsanov probabdity measure $\nu$ on $(S, \overline{B(S)}^{\mu})$ associated with $\mu$ and $T$ “ exists, then by (2.24)
the probability law of $T\phi$ under $\nu$ is $\mu$ . In other words, for a random variable $\psi$ taking values in $S$
with probability law $\nu$ there exists a random variable $\phi$ with probability law $\mu$ , and the relation
$T\psi=\phi$
holds.
We apply this relation to our actual problem. Let $p$ be the probability law of $S’(\mathrm{R}^{4})$ valued
random variable $\phi_{\omega}$ defined by (2.10), then $\mu$ is a complete probability measure on $(B^{a,b}, \mathcal{B}^{\mu})$ . Let $T$
be the map defined on $B^{a,b}$ such that
$T(\psi)=\psi+J^{1}(\lambda\eta u\tau_{(\theta)}(\psi))$ $\psi\in B^{a,b}$ .
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We may set $S=B^{a.b}$ and $B(S)=B(B^{a,b})$ in the above general discussion. Hence, if there exists $\nu$
which is a“ Girsanov probability measure on $(B^{a,b},\mathcal{B}^{\mu})$ associated with $\mu$ and $T’$ , then for a $B^{a,b_{-}}$
valued random variable $\psi$ with the probability law $\nu$ , there corresponds an $S’(\mathrm{R}^{4})$ valued random






Since the probability law of di is $p$ , it can be expressed by $\phi=J:\dot{W}$ for some isonormal Gaussian
process $W$ on $R^{4}$ . Then, by $\mathrm{o}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{n}\mathrm{g}-g_{t}^{2}+(-\Delta_{3}+m^{2})^{3}$ to both sides of the last equation, we
see that this is equivalent to (2.23):
$(- \frac{\partial^{2}}{\partial t^{2}}+(-\Delta_{3}+m^{2})^{\mathrm{S}})\psi(x)+\lambda\eta u(x)\tau_{(\mathrm{s})}(\psi)(x)=(-\frac{\theta^{2}}{\theta t^{2}}+(-\Delta \mathrm{a}+m^{2})^{3})^{:}\dot{W}(x)$ , (2.25)
By this way we can reduce the existence problem of the solution of the SPDE (2.25) to the existence
problem of the corresponding Girsanov probability meas$ufe\nu$ satisfying (2.24). Thus, in the present
framework to get a solution of (1.1), it suffices to show that the existence of a measure $\nu$ which is a
“ Girsanov probability measure on $(B^{a,b},\beta^{\mu})$ associated with $\mu$ and $T’$ . The following Lemmas 2.3 and
2.4 guarantee the existence of such $\nu$ . Proofs of these Lemmas are very sinilar to the corresponding
results given in [AY1] and are omitted here. In short, Lemma 2.3 can be proven through the same
manner as the proof of the Key Lemma in [AY1], namely by making use of the fact that $\delta u$ and $\nabla \mathrm{u}$ are
the 4-th and 2nd Wick power of Cb respectively, this can be shown by applying Nelson’s exponential
bounds.
Lemma 2.3 (Key lemma for cubic power perturbation) Take $\lambda>0$ and $\epsilon>0$ to $sat\dot{u}\hslash\lambda(1+$
$\epsilon)<\frac{2}{9L}$ , where $L= \int_{R^{2}}(J^{1}(x))^{2}dx$ . Then for
$u(\psi)=u\mathrm{s}(\psi)=\eta u\tau_{(S)}(\psi)$ ,
the follouring holds
$\exp\{-\lambda\delta u+\frac{1+\epsilon}{2}\lambda^{2}||\nabla u||_{2}^{2}\}\in\bigcap_{q<\infty}L^{q}(p)$, (2.26)
where $||||_{2}$ denotes the Hilbert-Schmidt norm $||||\sim\oplus \mathcal{H}$ . $\blacksquare$
Define
$\Lambda_{\lambda u}(\psi)\equiv|\det_{2}(I_{H^{-1}}+3\lambda\eta_{M}(x):\psi^{2}(x):\delta_{\{x\}}(\mathrm{y}))|$ (2.27)
$\mathrm{x}\exp\{-\lambda\int_{R^{4}}\eta_{M}(x)$ : $\psi^{4}(x)$ : $dx- \frac{\lambda^{2}}{2}\int_{R^{2}}(J\# (\eta_{M} : \psi^{3}:)(x))^{4}dx\}$.
Lemma 2.4 Let $a>0$ and $b>4$ . Under the assumption of Lemma 2. $S$, the following holds:
$\Lambda_{\lambda u_{S}}\in\bigcap_{q<\infty}L^{T}(\mu)$ , $E^{\mu}[\Lambda_{\lambda u_{S}}]=1$ . (2.28)
Let
$D=\{y\in B^{a,b}|\det_{2}(I_{\mathcal{H}}+\lambda\nabla u\mathrm{s}(y))\neq 0\}$ ,
and let $N(\psi, D)$ denote the cardinality of the set $T^{-1}\{\psi\}\cap D$ for $T(\psi)=\psi+i(\lambda u\mathrm{a}(\psi))$, then $N(\psi, D)$
$\dot{\mathrm{w}}$ a measumble fimction and the following holds:
$\mu(\{\psi|1\leq N(\psi,D)<\infty\})=1$ . (2.29)
$\blacksquare$
Finally, from the above Lemmas we have the $\mathrm{f}\mathrm{o}\mathrm{U}\mathrm{o}\mathrm{w}\mathrm{l}\mathrm{n}\mathrm{g}$ main result of which proof is also very
similar (almost only by changing the notations) to the main Theorem in [AY1]. We omit the proof
also.
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Theorem 2.5 (Solution for the $\mathrm{s}\mathrm{p}\mathrm{a}\mathrm{c}\mathrm{e}-\mathrm{c}\mathrm{u}\mathrm{t}-0\mathrm{f}\mathrm{f}$ cubic perturbation) Take $\lambda\geq 0$ to satisfy $\lambda<$
$\frac{2}{9L}$ for $L<\infty$ given in Lemma 2.S. For any fixed positive number $M$ let $\eta_{M}(x)=\eta_{1}(\frac{x}{M})$, and define
$T_{S}(\psi)=\psi+i(\lambda u\mathrm{s}(\psi))$ , us $(\psi)=\eta u\tau_{(\beta,3)}(\psi)$ (2.30)
and
$d\nu \mathrm{a}=q\mathrm{o}T_{3}|\Lambda_{\lambda u_{S}}|d\mu$ for $q$ such that
$q(\psi)=\{$
$\frac{1}{N(\psi,D)}$ if $N(\psi,D)\neq 0$
$0$ otherwiae,
Then $\Lambda_{\lambda u_{8}}\mu$ is a (signed) Girsanov measure and $\nu_{3}$ is a Girsanov pmbability measure on $(B^{\mathrm{n},b},B^{\mu})$
associated with $\mu$ and $T_{3}$ :
$i)$
$E^{\mu}[f\circ T_{3}\Lambda_{\lambda u_{S}}]=E^{\mu}[f])$ $E^{\nu}[f\circ T_{3}]=E^{\mu}[f]\forall f\in C_{\mathrm{b}}(B^{a,b})$ . (2.31)
$ii)$ $\nu s$ gives a solution of $(l.SB)$ below in the following sense. If Cb ts a $B^{a,b}$ -valued random variable
with probability law $\nu_{3}$ , then the follouting holds for some isonofmd Gaussian process $W$ on $R^{4}$ :
$(- \frac{\partial^{2}}{\theta t^{2}}+(-\Delta s+m^{2})^{3})\psi(x)+\lambda\eta_{M}(x)$ : $\psi^{3}(x):=(-\frac{\partial^{2}}{\partial t^{2}}+(-\Delta s+m^{2})^{8})^{\mathrm{i}}\dot{W}(x)$, (2.32)
$x\equiv(t, i)\in R\mathrm{x}R^{3}$,
$\blacksquare$
Acknowledgement. We have to express our deep acknowledgments to the organizer Prof. K.R.It\^o of
the symposium Applications of renormalizing methods in mathematical sciences RIMS Kyoto 2005
Sept., where the second named author could get a chance to present this result. We are also grateful
to Prof. I. Ojima for very stimulating and interesting discussions. Finantial support by SFB 611
(Bonn) is ako gratefuUy acknowledged.
References
[AGY] Albeverio, S., Gottschalk, H., Yoshida, M.W.: Systems of dassical partides in the grand
canonical ensemble, scaling limits and quantumfield theory. Rev. in Math. Phys, 17, 175-226
(2005).
[AY1] Albeverio, S., Yoshida, M.W.: H $-C^{1}$ maps and ellipt; SPDEs utth polynomial and
emponential perturbations of Netson’s Euclidean ffee fidd. J. Funct. Anal. 196, 265-322
(2002).
[AY2] $\mathrm{A}\mathrm{l}\mathrm{b}\mathrm{e}\mathrm{v}\mathrm{e}\mathrm{r}\mathrm{i}\mathrm{o}_{)}\mathrm{S}_{)}$. Yoshida, M.W.: Multiple stochastic integrals construction of non-Gaussian
reflection positive generalized random fields. SFB611 preprint (2005).
[N1] Nelson E.: The floe Markofffield J. Funct. AnaL12 (1973), 221-227
[N2] Nelson, E.: Remarks on Markov field equations. Functional integration and its applications
(Proc. Internat. Conf., London, 1974) ed. Arthurs, A. M., pp. 136-143, Clarendon Press,
Oxford (1975).
[Nu] Nualart, D.: The Malliavin calculus and related topics. Springer-Verlag, New
$\mathrm{Y}\mathrm{o}\mathrm{r}\mathrm{k}/\mathrm{H}\mathrm{e}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{l}\mathrm{b}\mathrm{e}\mathrm{r}\mathrm{g}/\mathrm{B}\mathrm{e}\mathrm{r}\mathrm{l}\mathrm{i}\mathrm{n},$1995.
[UZ] \"Ust\"unel, A.S., Zakai, M.: $7\mathcal{T}\dagger \mathrm{u}ns[ormat_{l}’on$ of measure on Wiener space. Springer-Verlag,
New $\mathrm{Y}\mathrm{o}\mathrm{r}\mathrm{k}/\mathrm{H}\mathrm{e}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{l}\mathrm{b}\mathrm{e}\mathrm{r}\mathrm{g}/\mathrm{B}\mathrm{e}\mathrm{r}\mathrm{l}\mathrm{i}\mathrm{n}$ , 2000.
[Y] Yoshida, M.W.: Non-linear continuou8 maps on abstract $Wiene\tau$ space8 defined on space of
tempered distributions. Bulletin of the Univ. Electro-Commun., 12, 101-117 (1999).
71
