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La empresa cuenta con una Oficina de Tecnología de la Información y Comunicaciones 
OTIC, la cual brinda soporte a los principales procesos productivos, a través de los 
diferentes sistemas informáticos para el tratamiento de la información.  
Se ha venido recibiendo muchas quejas por parte de los usuarios por caídas en el sistema, 
generando desconfianza entre los usuarios por las demoras en el registro y emisión de 
reportes entre áreas usuarias como: producción, planificación, estratégica, finanzas, 
logística y personal. La empresa cuentas con un sistema de información UNISYS para 
realizar las principales actividades, dicho sistema actualmente está desfasado y ha venido 
teniendo caídas por problemas de lentitud. Así mismo la empresa cuenta con otros 
sistemas y aplicativos como es el sistema de gestión de Recursos Humanos, todos estos 
sistemas y aplicativos consumen información directamente del sistema principal para 
realizar sus principales procesos. El Sistema principal tiene una base de datos antigua en 
Oracle 7, ambas herramientas están implementadas en un solo servidor físico, el cual no 
conversa de manera directa con los otros aplicativos que tienen una base de datos en 
Oracle 11g, por lo cual se recurren al desarrollo de interfaces puentes, como web services, 
que se utiliza como enlace entre los sistemas, generando tiempo eh inversión a la empresa.  
Por lo antes mencionado, la OTIC ha optado por realizar unas series de mejoras, en cual 
consiste en la migración de sus base datos Core, como proyecto principal, para lo cual se 
realizara  en dos etapas: 
 Diagnóstico: En esta etapa se realizara un exhaustivo diagnostico al motor de base 
de datos principal, para detectar las principales inconsistencias que están causando 
las caídas y demoras y a su vez realizar las correcciones respectivas (tuneo). 
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 Migración: En esta etapa se realizara las migración de herramientas tecnológicas 
de una base de datos Oracle 7 a 9i, la separación de la base de datos y aplicativo 
en ambientes separados, la creación de ambientes de producción y de test, la 
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Este presente proyecto se desarrolla en base a una necesidad, con el fin de dar continuidad 
a los principales procesos y servicios de la empresa, así como de realizar mejoras y 
resolver los problemas, en las principales actividades productivas. La empresa a realizarse 
el proyecto tiene como principal giro de negocio, las construcciones Navales y Metal-
Mecánicas, así mismo la empresa tiene su Oficina de Tecnologías de la Información y 
Comunicaciones OTIC, el cual estará a cargo de este proyecto con su grupo de expertos. 
Capítulo 1, aquí formularemos y definiremos la problemática de la empresa, los objetivos 
del proyecto, el alcance, las limitaciones, las justificaciones, así como otros entregables 
similares a este trabajo. 
Capitulo2, aquí se enunciara el marco de trabajo y  la metodología que se empleara a los 
largo del trabajo, el marco de teórico, definición de términos. 
Capítulo 3, en este capítulo desarrollaremos la solución propuesta, el desglose de trabajo 
EDT, un Cronograma de actividades, siguiendo la ruta tecnológica y el marco de 
referencia elegido, en este caso el uso de la metodología OUM de mismo fabricante 
Oracle, el desarrollo de la solución se realizara en dos etapas, la primera es el diagnóstico, 
donde se realizara las actividades de tuneo de la base de datos y corrección de errores, y 
la segunda etapa la migración  de BD Oracle 7 a 9i, separación de BD y aplicativo en 
ambientes diferentes y la conexión directa entre BD, así como la validación de los 
aplicativos.  
Capítulo 4, en este punto se evidencian los resultados esperados de este proyecto, los 
resultados se evidencias a través de actas de conformidad por parte del usuario final, así 
como actas de conformidad de la parte técnica, a través de pruebas demostrativas en el 
sistema, pruebas demostrativas de conectividad entre BD, y entregables de los nuevos 
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1.1. Definición del Problema 
1.1.1. Descripción del Problema 
Los Servicios Industriales de la Marina, cuenta con un sistema principal de gestión 
empresarial UNISYS, el cual soporta los principales procesos productivos que son vitales 
para el adecuado funcionamiento de la empresa. Este sistema UNISYS usa como recurso 
un motor de base de datos en Oracle 7.3.4, el cual se encuentra obsoleta y sin soporte en 
el mercado. Así mismo el aplicativo y el motor de base de datos se encuentran instalados 
en un mismo servidor con sistema operativo Unixware 5 7.1.4 i386 x86at SCO 
UNIX_SVR5, lo que implica un alto riesgo en pérdida de información si ocurriera una 
caída intempestiva en el servidor por estar todo en uno. Así mismo los backups no se 
realizan de acuerdo a las recomendaciones del fabricante, solo se realizar importaciones 
de la base de datos de manera manual y diaria, por el cual no garantiza una recuperación 
al 100% de efectividad. 
La empresa también cuenta con otros sistemas de información como el de gestión de 
recursos humanos, el cual usa motores de base de datos implementados en Oracle versión 
11g, el cual al ser de diferentes versiones impide procesar el flujo de comunicación entre 
los motores de base de datos por ser incompatibles, por lo que se ha recurrido a la 
utilización de interfaces o web services para poder obtener información de una base de 
datos y a la vez ser utilizada en otra base de datos, como enlaces puentes por ser de 
diferentes versiones.  
Actualmente el sistema empresarial UNISYS, viene presentando problemas de lentitud 
en las interacciones entre sus diferentes módulos, generando problemas en la hora de 
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entregar de reportes y consultas en las diferentes áreas como finanzas, contabilidad y 
producción. Así mismo esta lentitud está causando problemas en el momento de procesar 
data en los diferentes proyectos y trabajos diarios de producción generando pérdidas en 
tiempo y costos. 
 
Figura 1. Árbol de Problemas de la Empresa Servicios Industriales de la Marina. 
 
Fuente: Elaboración propia 
 
1.1.2. Formulación del problema 
El problema principal es el tiempo de procesamiento de información, consultas y 
reportes afectando la productividad y la continuidad de los servicios que ofrece la 
OTIC con las herramientas tecnológicas actuales. 
 Demora en el Tiempo en el registro y procesamiento de la información en el 
sistema de gestión. 
 Baja disponibilidad de los servicios, ya que en la infraestructura actual las 
aplicaciones y base de datos están instaladas en un solo servidor. 
 Falta de comunicación entre base de datos de la versión Oracle 7 y Oracle 11g. 
18 
 
1.2. Definición de objetivos 
1.2.1. Objetivo general 
 Realizar la migración de la base de datos Core Oracle 7 a Oracle 9i empleada 
en el entorno productivo del Sistema de Gestión Empresarial. 
1.2.2. Objetivos específicos 
 Disminuir el tiempo en el registro y procesamiento de la información. 
 Aumentar la disponibilidad de los servicios, realizando la separación del 
sistema de gestión y la base de datos, así como la migración a un nuevo 
motor de base de datos Oracle 9i. 
 Establecer la comunicación directa de la base de datos Oracle 9i del Sistema 
Unisys y la base de datos Oracle 11g del Sistema Gestión de RRHH. 
1.3. Alcances y limitaciones 
1.3.1. Alcances 
En el presente proyecto tiene por alcance la migración de la base de datos   
principal y configuraciones para mejorar la gestión de OTIC en los procesos 
productivos. 
 Disminuir el tiempo en el procesamiento de la información por medio de un 
diagnóstico, corrección y afinamiento (tuneo) de la base de datos. 
 Separación del sistema de gestión y el motor de base de datos en ambientes 
diferentes. 
 Migración de base de datos Oracle 7 a Oracle 9. 
 Conexión directa entre la base de datos principal y la del sistema de gestión 
de RRHH. 





El proyecto no contempla la actualización del aplicativo de gestión UNISYS, solo 
se enfocara en la base de datos principal de la Empresa.   
 
1.4. Justificación 
Al ser el sistema empresarial UNISYS el sistema principal sobre el cual se 
realizarán las operaciones Core de la organización, se justifica este proyecto de 
migración de la herramienta de BD, en base a la importancia y relevancia de la 
información que se registra y procesa, en la cual otros sistemas y aplicaciones 
consumen de la misma. Dar el primer paso con visión a futuro de contar con 
sistemas acorde con las tecnologías que existen actualmente en el mercado, que 
nos permitan ser una organización moderna y flexible que permita incrementar la 
eficiencia y eficacia en nuestros procesos y servicios. 
 
1.5. Estado del Arte 
Actualmente hay trabajos realizados sobre migración en herramientas 
tecnológicas que ayudan a empresas a la gestión en las actividades productivas, 
con el fin de aumentar la productividad y la disponibilidad de los servicios 
informáticos.  
 
Tema1: MODELO DE SERVICIO PARA LA MIGRACIÓN DE LOS 
DATACENTER TRADICIONALES A CLOUD COMPUTING. 
 Aumentar la disponibilidad de los servicios, a través de la migración de 
sus herramientas tecnológicas, a una plataforma más flexible que aumente 
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la capacidad y la alta disponibilidad de sus servicios, incrementando la 
productividad y satisfacción de los usuarios finales. 
 Disminuir en tiempo de respuesta en las operaciones y transacciones en 
los principales procesos.  (Rouger Alex Estrella Rosales, 2019) 
 
Tema 2: DESARROLLO DE REQUERIMIENTOS DE MEJORAS 
TECNOLÓGICAS EN APLICATIVOS DE UNA EMPRESA DEDICADA AL 
RUBRO DE BANCA Y FINANZAS DURANTE LOS AÑOS 2008 AL 2014. 
 Desarrollo de requerimiento de migración de tecnologías antiguas a 
tecnologías actuales en sus diversas aplicaciones. 
 Reducir la complejidad de usar tecnología antigua a tecnologías más 
actuales, reduciendo software antiguo se reduce a la vez hardware antiguo 
 Aumentar la alta disponibilidad en recursos y servicios. (Asmat Fuentes, 








Actualmente existen diversos marcos de trabajo para la gestión de proyectos, para lo cual 
dependerá elegir la metodología correcta según el tipo o complejidad del proyecto que se 
esté realizando, así como tener el conocimiento necesario sobre la metodología que se 
desea implementar. En la actualidad hay metodología para cada tipo de proyecto, como 
las comunes o más conocidas:  
 Metodología Cascada o Waterfall: es una metodología de carácter secuencial y es 
usado mayormente en las industrias de desarrollo de software. 
 Metodologías Agiles: Son metodologías para proyecto cortos o que necesitan de una 
gran flexibilidad o velocidad, el cual comprende ciclos cortos llamados spring, así 
mismo se conforma un grupo de trabajo con experiencia en el tema a desarrollarse, 
este tipo de marco de trabajo es muy interactivo, de respuesta rápida y menos 
complejo. 
 Metodología PMBOK: que es un marco de trabajo muy completo para la gestión de 
cualquier proyecto, ya que ofrece una gran flexibilidad, esta metodología viene del 
PMI, que es una entidad internacional que fomenta la aplicación de las buenas 
prácticas en cualquier industria, en la ejecución de sus procesos y sus áreas de 
conocimiento. 
También hay empresas o industrias que tienen sus propias metodologías para el desarrollo 
de sus proyectos corporativos, para este trabajo usaremos la metodología desarrollada por 
el propio fabricante de Oracle que es la metodología OUM. 
 Metodología Oracle: El Oracle Unified Metros (OUM),  es el método basado en 
estándares de Oracle que permite que todo el ciclo de vida de la empresa Tecnología 
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de la Información (IT). OUM proporciona un enfoque de implementación que es 
rápida, ampliamente adaptable y businessfocused. OUM incluye un marco y gestión 
de materiales de proyectos y programas integral de apoyo creciente enfoque de Oracle 
en la estrategia de TI a nivel empresarial, la arquitectura y la gobernabilidad. (Oracle, 
2011) 
Para este presente trabajo se utilizara una metodología propia del fabricante Oracle 
para el desarrollo del proyecto. 
2.1.1. Oracle Unified Method (OUM) 
Método basado en estándares de Oracle que permite gestionar  todo el ciclo de vida del 
proyecto de TI en la empresa. OUM proporciona un enfoque de implementación rápido, 
adaptable y enfocado en los negocios.  
OUM también incluye un marco integral de gestión de proyectos y programas para 
respaldar el creciente enfoque de Oracle en la estrategia, arquitectura y gobierno de TI a 
nivel empresarial. (Oracle, 2011)  
 OUM Basada en estándares 
OUM aprovecha el estándar en la industria de desarrollo, el Proceso de desarrollo 
de software unificado (UP). El UP es un enfoque iterativo e incremental para 
desarrollar e implementar sistemas de software. Los gerentes de proyecto usan 
OUM para asegurarse de que ellos y sus partes interesadas desarrollen una 
comprensión compartida de lo que se necesita, elijan una arquitectura apropiada 
y transfieran la propiedad del producto final a las partes interesadas. OUM 
extiende el proceso unificado para soportar el alcance completo de los proyectos 
relacionados con Oracle incorporando experiencia de campo y capital intelectual 




 Iterativo e incremental 
El OUM reconoce las ventajas de un enfoque iterativo e incremental para el 
desarrollo y despliegue de sistemas de información. Cualquiera de las tareas 
dentro de OUM puede iterarse. Si se debe iterar o no, así como el número de 
iteraciones, varía. Las tareas pueden repetirse para aumentar la calidad de los 
productos de trabajo al nivel deseado, para agregar suficiente nivel de detalle o 
para refinar y expandir los productos de trabajo en función de los comentarios de 
los usuarios. (Oracle, 2011) 
 OUM soporta tanto la agilidad como la disciplina 
OUM está diseñado para admitir una amplia gama de tipos de proyectos. Como 
tal, debe ser flexible y escalable. El punto de equilibrio apropiado para un proyecto 
dado variará en función de una serie de factores de riesgo y escala del proyecto. 
El método se ha desarrollado con la intención de que el enfoque para un proyecto 
determinado se "desarrolle" a partir de un conjunto básico de actividades para 
implementar un nivel apropiado de disciplina, en lugar de "adaptarse". (Oracle, 
2011) 
2.1.2. Beneficios de OUM 
 Esfuerzo enfocado: OUM permite que los proyectos definan claramente el 
alcance del negocio y las necesidades para crear modelos arquitectónicos de la 
empresa. Esta planificación da como resultado un control de alcance más estricto, 
una comprensión comercial más precisa y una base firme para la aceptación del 
cliente. 
 Flexibilidad incorporada: Combinar actividades y tareas de diferentes maneras, 
OUM se puede aplicar a muchos tipos de proyectos de desarrollo e 
implementación de software de tecnología de la información. (Oracle, 2011) 
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 Ahorra tiempo: Los equipos de proyecto aprovechen esta experiencia 
aprovechando estas prácticas líderes junto con los estándares de la industria. 
 Mayor calidad: OUM se suscribe a un enfoque iterativo que incorpora pruebas y 
validación durante todo el ciclo de vida. (Oracle, 2011) 
 Más rentable: OUM facilita un mejor control de los gastos del proyecto mediante 
el uso de una estructura de desglose de trabajo flexible que le permite realizar 
solo las tareas necesarias. (Oracle, 2011) 
 Riesgo de proyecto reducido: la implementación de un método iterativo y 
ampliamente aplicable mitiga el desajuste de los requisitos. Un enfoque clave de 
cada iteración en OUM es identificar y reducir los riesgos más importantes del 
proyecto. (Oracle, 2011) 
2.1.3. Características Clave De OUM 
OUM fue desarrollado con las siguientes características clave: 
 Flexible: Permite a la organización seleccionar la estrategia, técnicas y las tareas 
apropiadas para su proyecto. OUM proporciona pautas específicas para adaptar 
el plan de su proyecto a su situación, desde el desarrollo más básico hasta los 
cambios en la arquitectura técnica subyacente (Oracle, 2011) 
 Escalable: OUM fue diseñado teniendo en cuenta la escalabilidad. Desde los 
proyectos grandes hasta los proyectos más pequeños, de tamaño limitado y de 
alcance limitado, OUM proporciona la escalabilidad requerida por cada proyecto 
único. (Oracle, 2011) 
 Vistas: El material de OUM, está organizado en vistas. Las vistas proporcionan 
una adaptación inicial del plan de trabajo. Cada página de vista proporciona 




OUM 5.5 proporciona las siguientes vistas: 
• Administrar vistas 
• Administrar área de enfoque 
• Implementar vistas 
• Implementación de la aplicación (basada en soluciones y basada en requisitos) 
• Actualización de software 
• Tecnología ciclo de vida completo 
• WebCenter 
• Implementar Core Workflow 
• Implementar modelos 
• Hoja de ruta de optimización empresarial 
• Visión 
• Proceso de desarrollo de arquitectura de Oracle (OADP) 
• Estrategia 
• El marco de arquitectura de grupo abierto (TOGAF) 
• Área de enfoque de Envision 
• Modelos de visión 
• Otras vistas 
2.1.4. Implementación de un Proyecto con OUM 
El área de enfoque Implementar proporciona un marco para desarrollar e implementar 
soluciones empresariales basadas en Oracle. OUM utiliza fases y procesos del proyecto 
para incluir puntos de control de calidad y control y permitir la coordinación de las 
actividades del proyecto en todo el proyecto. Durante una fase del proyecto, el equipo 




Figura 2. Fases de Proyecto de Implementación OUM 
 




2.1.5. FASES DE PROYECTO  
OUM incluye las siguientes fases: 
2.1.5.1 FASE I: INICIO 
Primera fase del ciclo de vida del proyecto. Enfocar en lograr la concurrencia de todos 
los interesados en los objetivos del proyecto. En esta fase se planean Las revisiones de 
alto nivel y gestión de riesgos significativos deben entenderse antes de que el proyecto 
pueda continuar. La fase inicial se utiliza para iniciar un proyecto; confirmar los requisitos 
empresariales de alto nivel para el proyecto y determinar el alcance del proyecto. También 
es el momento de comenzar a reunir e integrar el equipo del proyecto, para abarcar todo 
el compromiso y desarrollar el plan inicial del proyecto. 
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 Para el inicio del proyecto, se realizara un Acta de Constitución del Proyecto de 
Migración el cual autoriza formalmente el inicio del proyecto y confiere al 
director del proyecto la autorización de asignar recursos de la empresa para las 
actividades del proyecto, así mismo se determinaran los requerimientos del 
negocio. 
 Entregable 1: Acta de Constitución del Proyecto – Anexo “A” 
 Entregable 2: Identificación de Requerimientos del Negocio. 
 Para la gestión de los interesados del proyecto, se realizara la integración del 
equipo del proyecto por medios de reuniones y capacitaciones. 
 Entregable 3: Registro de Interesados del Proyecto – Anexo “B” 
 Entregable 4: Acta de Capacitación Proyecto – Anexo “C”   
 Para gestionar el alcance del proyecto, se realizara una recopilación de los 
requisitos que cumplan con los objetivos del proyecto, definir el alcance y crear 
la EDT/AWS en el cual sud dividirá los trabajos del proyecto de migración en 
componentes más pequeños fáciles de entender. 
 Entregable 5: Creación de EDT / WBS 
 Para la gestión del tiempo se realizar un cronograma de actividades, un 
cronograma de hitos y un cronograma del proyecto. 
- Entregable 6: Cronograma de Hitos. 
- Entregable 7: Cronograma del Proyecto. 
 Para la gestión de Riesgo, se realizara cuadro de identificación de riesgos y la 
evaluación de riesgo por parte del equipo del proyecto. 




2.1.5.2. FASE II: ELABORACION 
El objetivo de esta fase se desarrolla los requerimientos solicitados, crear los prototipos 
necesarios y establecer una línea de base de la arquitectura del sistema. Este esfuerzo da 
como resultado una base estable para el esfuerzo de diseño e implementación en la fase 
de construcción. La arquitectura evoluciona a partir de los requisitos más importantes, 
aquellos que tienen el mayor impacto en la arquitectura del sistema y una evaluación de 
riesgo. La estabilidad de la arquitectura se evalúa a través de uno o más prototipos 
arquitectónicos. Durante la fase de Elaboración, se comprueba la comprensión del equipo 
del proyecto de los requisitos comerciales del cliente para reducir el riesgo en el 
desarrollo. 
 Para definir el modelo diseño de la solución se realizara un requerimiento mínimo 
para el desarrollo de la solución de migración y que servirá de línea base para 
lograr los objetivos del proyecto y así reduciendo los riesgos en el desarrollo. 
- Entregable 9: Ruta Tecnológica del Proyecto. 
- Entregable 10: Requerimientos Mínimo del Proyecto. 
 Una vez definido línea base se procederá a elaborar el diseño y arquitectura de la 
solución para así realizar una implementación exitosa en la fase de construcción. 
- Entregable 11: Diseño de Solución. 
- Entregable 12: Arquitectura de la Solución.  
 
2.1.5.3. FASE III: CONSTRUCCIÓN 
En este ciclo de vida del proyecto, la construcción se centra en el desarrollo del diseño, 
implementación y pruebas de las funciones a desarrollar un sistema completo. En 
resumen, completamos el desarrollo del sistema y nos aseguramos de que todos los 
componentes encajen entre sí y preparamos el sistema para la prueba de aceptación y la 
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implementación. El sistema se completa dentro de un número predefinido de actividades. 
Las actualizaciones se realizan en cada uno de los modelos (modelo de caso de uso, 
modelo de diseño, implementación arquitectónica, etc.), a medida que los requisitos se 
van refinando progresivamente. Cuando se han completado todos trabajos planificados 
para cada partición, se prueba el sistema completo de la aplicación. El sistema probado 
es el producto final de trabajo de la fase.En esta fase para desarrollar la implementación 
de la solución se dividirán los trabajos en dos iteraciones: 
2.1.5.3.1. Diagnostico 
Esta iteración consiste diagnosticar, corregir y mejorar la funcionalidad y 
performance de la base de datos corporativa empleada en el entorno productivo del 
Sistema de Gestión Empresarial, antes de realizar la iteración principal que es la 
migración. 
 Para el diagnóstico se realizara un plan de trabajo de actividades de acuerdo al 
EDT, un análisis completo y detallado del estado actual del sistema, así mismo se 
detallara las conclusiones y recomendaciones. 
 Entregable 13: Hoja de Trabajo de Diagnostico 
 Entregable 14: Diagnóstico y Recomendaciones de BD Oracle 7.3 y Unixware 
Unisys 7.1.4. 
 Una vez se tengan los resultados del diagnóstico se realizara la correcciones al 
sistema de acuerdo a las observaciones y recomendaciones. 
 Entregable 15: Subsanaciones de Observaciones y Recomendaciones. 
 
2.1.5.3.2. Migración 
Esta iteración consiste en la migración de la base de datos de producción Oracle 
versión 7.3.4 a la versión Oracle 9i del Sistema de Gestión Empresarial, realizar las 
30 
 
configuraciones recomendadas por el fabricante, y realizar las conexiones con otras 
bases de datos de forma directa. 
 Para la migración de realizar un plan de trabajo de actividades, donde se realizaran 
los trabajos de forma secuencial. 
 Entregable 16: Hoja de Trabajo de Migración 
 Entregable 17: Acta de Aceptación de Entrega del Servidor para Ambiente de 
Test. – Anexo “D” 
 Entregable 18: Acta de Aceptación de Entrega del Servidor para Ambiente de 
Producción 
 
2.1.5.4. FASE IV: TRANSICION 
Consiste en la implementación y puesta en marcha a producción a través de Prueba de 
aceptación, Testing y el lanzamiento de la aplicación en vivo, abierto y listo para los 
principales procesos de negocio. La fase de transición puede abarcar varias iteraciones e 
incluye probar el sistema en preparación para el lanzamiento y realizar pequeños ajustes 
en función de los comentarios de los usuarios. 
 Para esta fase se realizaran los siguientes entregables: 
 Entregable 19: Procedimiento de Conectividad entre Oracle 9i y 11g 
 Entregable 20: Acta de conectividad entre Oracle 9i y 11g. 
 Entregable 21: Validación de las aplicaciones 
 Entregable 22: Acta de validación de aplicaciones. 
 
2.1.5.5. FASE V: PRODUCCIÓN 
El objetivo de la fase de producción es para operar el sistema recién desarrollado, evaluar 
el éxito del sistema, y apoyar a los usuarios. Esto incluye: la supervisión del sistema, 
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actuando de forma apropiada para asegurar una operación continua, operación y 
mantenimiento de los sistemas de apoyo, para ayudar a responder peticiones, informes de 
errores y peticiones de los usuarios, y la gestión del proceso de cambio de control 
aplicable a fin de que los defectos y nuevas características se priorizan y se asigna a 
futuras versiones. 
 Para la atención de incidencia de usuarios se realizará a través de la mesa de ayuda 
el cual generara un ticket de atención, esta fase se realizaran los siguientes 
entregables: 
 Entregable 23: Procedimiento de Soporte de incidencias. 
 
2.1.6. Cuadro comparativo entre otras metodologías 
 PMBOK® PROCESS GROUPS 
 ORACLE AIM PHASES 
 ORACLE OUM PHASES 
 
Tabla 1. Cuadro comparativo entre otras metodologías 
 







2.2. Marco Conceptual 
2.2.1 Migración de datos 
Migración de datos es el proceso mediante el cual se realiza la transferencia de datos de 
un sistema de banco de datos a otros, de unos esquemas de datos a otros o entre múltiples 
sistemas de información.  (PowerData, 2019) 
2.2.2. Base de datos 
Una base de datos, es un conjunto de información y de datos organizados o clasificados 
de forma sistemática. 
2.2.3. Migración de bases de datos 
La migración de bases de datos es el cambio de datos de un sistema de información a otro, 
esto puede ser provocado por la llegada de otra aplicación, un cambio de almacenamiento 
o cambio de modo o simplemente se puede decir que es un proceso por el cual grandes 
volúmenes de bases de datos son trasladados desde un sistema existente hacia un sistema 
nuevo, en el cual deberemos abarcar varios pasos para limpiar, corregir y mover varios 
datos a un nuevo sistema. (Leguizamon Tarazona, 2018) 
2.2.4. Sistemas de información  
Los sistemas de información son conjunto organizado de elementos, que pueden ser 
personas, datos, actividades o recursos materiales en general. Estos elementos interactúan 
entre sí para procesar información y distribuirla de manera adecuada en función de los 
objetivos de una empresa u organización. (Burch, 1992) 
2.2.5. Virtualización 
Es una tecnología que permite crear servicios de TI útiles mediante recursos que están 
ligados tradicionalmente al hardware. Además, distribuye sus funcionalidades entre 
diversos usuarios o entornos, lo que permite utilizar toda la capacidad de una máquina 
física. (Red Hat, 2019) 
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Figura 3. Virtualización 
 
Fuente: (Red Hat, 2019) 
2.2.6. Virtualización de los servidores  
Los servidores son computadoras diseñadas para procesar un gran volumen de tareas 
específicas de forma muy efectiva, para que otras computadoras, como las portátiles o de 
escritorio, puedan ejecutar otras tareas. La virtualización de un servidor le permite 
ejecutar más funciones específicas e implica dividirlo para que los elementos se puedan 
utilizar para realizar varias funciones.  
 
Figura 4. Virtualización de los servidores 
 





DESARROLLO DE LA SOLUCIÓN 
3.1. Metodología de Desarrollo 
Para este proyecto se utilizara la metodología OUM del mismo fabricante Oracle el cual 
está creado a partir de Proceso Unificado RUP, el cual incluye un proyecto completo y 
un marco de gestión de programa y materiales para apoyar el crecimiento de Oracle con 
un enfoque en la estrategia de tecnología de información, arquitectura y dirección a nivel 
empresarial. 
En este capítulo de desarrollaran las 5 fases de proyecto según la metodología OUM: 
 FASE I: INICIO 
 FASE II: ELABORACIÓN 
 FASE I: CONSTRUCCIÓN 
 FASE I: TRANSICIÓN 
 FASE I: PRODUCCIÓN 
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3.2. FASE I: INICIO 
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3.2.2. Identificación de Requerimientos del Negocio 
 
Tabla 2. Cuadro de Identificación de Requerimientos del Negocio 
 










3.2.3. Registro de Interesados del Proyecto 
 





Figura 5. EDT 
 
Fuente: Elaboración propia  
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3.2.6. Cronograma de Hitos 
 
Figura 6. Cronograma de Hitos 
 




3.2.7. Cronograma del Proyecto 
Figura 7. Cronograma del Proyecto 
 
Fuente: Elaboración propia. 
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3.2.8. Identificación de Riesgos 
3.2.8.1. Gestión de Riesgos 
Al ser los riesgos hechos fortuitos eh inesperados, que pueden afectan en gran medida 
los proyectos que se esté realizando, debemos de gestionarlos usando variables que 
nos permitan realizar la medición del mismo, en este trabajo trabajaremos con dos 
variables, una es la probabilidad del riesgos y la segunda es el impacto de riesgo sobre 
el proyecto. 
Procesos para la gestión del Riesgo: 
 Procesos de Identificación del Riesgo 
Para realizar la identificación del riesgo, se realizara a través de la lluvia de ideas por 
el grupo de trabajo a cargo del proyecto, por medios de un cuadro de identificación 
del riesgo, el cual contara también de juicio de expertos en el tema con experiencia 
en temas similares, obteniendo así una lista inicial de identificación de riesgos. 
Tabla 3. Cuadro de Identificación de Riesgos. 
 
Fuente: Elaboración Propia 
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 Proceso de Análisis Cualitativo 
Probabilidad de ocurrencia de la amenaza: probabilidad de que una amenaza se 
materialice explotando su vulnerabilidad correspondiente. Se valorará según la 
propia experiencia de la persona que realiza la valoración. 
Se mide en una escala según los siguientes valores: 
Tabla 4. Cuadro de rango de valores de probabilidad 
 
Fuente: Elaboración Propia 
Impacto en caso de ocurrencia: Determinar la degradación que produciría en la 
organización la materialización de la amenaza. El impacto en un activo es la 
consecuencia ocurrida cuando ya se ha materializado la amenaza.  
Se mide la diferencia entre el estado de continuidad de un activo antes y después 
de materializarse dicha amenaza. 
Tabla 5. Cuadro de rango de valores de impacto 
 
Fuente: Elaboración propia 
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Riesgo: posibilidad de que se produzca un impacto determinado en un 
activo, en  de activos o en toda la organización. 
 
El cálculo del riesgo, de una amenaza en concreto, se realiza mediante la 
media aritmética de los valores de la importancia, la probabilidad, el 
impacto y el nivel de detección. 
 Riesgo = Probabilidad X Impacto 
 
Una vez hayan sido analizados los riesgos, estos deberán ser evaluados, 
mostrándose algunos gráficos que ayudan en la evaluación previa a la 




 Cuadro de Evaluación de Riesgos 
Tabla 6. Cuadro de Evaluación de Riesgo 
 









3.3. FASE II: ELABORACIÓN 
3.3.1. Ruta Tecnológica del Proyecto 
Tabla 7. Ruta Tecnológica 
 
Fuente: Elaboración propia. 
 
3.3.2. Requerimientos Mínimo del Proyecto 
Requerimientos mínimos para la implementación de servidores para los ambientes de 
Test y Producción, para  el proyecto de migración de DB Oracle 7 a 9i. 
3.3.2.1 Objetivo  
Requerimientos mínimos para la instalación de una BD Oracle y creación de una 
instancia, para lo cual se solicita lo necesario para el cumplimiento del proyecto de 
















3.3.2.4. Servidores Virtuales (Vmware) 
 Características para el Servidor Test 
 
 







33.2.6. Instalaciones A Realizar (Test y Producción) 
 
 Rutas De Instalación (Test Y Producción) 
 
 
3.3.2.7. Configuración del Host Server 







 Servidor de Producción 
 
 










3.3.3. Diseño de la Solución 
Para el diseño de la solución, se realizara una vista grafica del nuevo modelo 
arquitectónico a implementar, para el proyecto de migración de base de datos, el cual 
contempla un nuevo diseño para la separación de las aplicaciones y base de datos, y así 
obtener una arquitectura robusta de acuerdo a las recomendaciones del fabricante. 
Figura 8. Diseño de Arquitectura del Proyecto 
 
Fuente: Elaboración Propia. 
 Servidor Virtual de Base de Datos Oracle para Producción. 
 Un (1) servidor para Oracle Database Standard Edition One (SE1) sobre 
VMWARE 
 Sistema Operativo Red Hat Linux 5.10 (64-bits) 
 Sistema de almacenamiento externo(Storage Externo) para software Oracle y el 
sistema de archivos de Base de datos 
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3.3.4. Arquitectura de la Solución 
Para la implementación de los ambientes de Test y Producción, se realizara por medio de 
Servidores virtuales, ya que la empresa actualmente cuenta con servidores físicos 
IBM/LENOVO modelo HS23 tipo Case, para la virtualización de sus ambientes de 
producción  y desarrollo de los sistemas informáticos. 
Figura 9. Modelo de servidores IBM/Lenovo HS23 con Vmware ESX 
 
Fuente: Elaboración Propia. 
 
 Se implementará sobre un servidor virtual en VMWARE con las siguientes 
consideraciones: 
 Procesador: 04 Cores 
 Arquitectura: 64 bits 
 RAM: 16GB de RAM. 
 Disco:  
 1 DataStore en RAID 1 para SO y SW Oracle (100Gb) 
 1 DataStore en RAID 1 para Redo y Control Files (50Gb) 
 1 DataStore en RAID 10 para Data Files (150Gb) 
 1 DataStore en RAID 1 para Recovery Area (50Gb) 




























 Servidor con sistema operativo Red Hat Linux 5.10 (64-bits), el cual se 
encuentra 100% certificado por el fabricante Oracle para la versión 9i (9.0.2.4) 
 Instalación y configuración el software de base de datos Oracle Standard Edition 
9.0.2.4 sobre sistema operativo Red Hat Linux 5.10 (64-bits) 
 Creación de una (1) base de datos Oracle “default” para demostración de 
instalación 
 Crear la base de datos Oracle productiva así como la personalización y 
parametrización necesaria para el trabajo de la aplicación. 
 Programación de las horas de soporte durante una vigencia de 3 meses 
calendario. 
 El servidor a utilizar para la implementación de Oracle Database debe estar 
100% libre de uso. 
 Se requiere adaptadores de red Ethernet Gigabit o superior. 
 La instalación requiere tener disponible una cuenta con permisos administración 
local para cada nodo (root). 
 De ser requerido, el cliente solicitará soporte a sus proveedores para temas 
relacionados a hardware (servidores, storage, networking, aplicaciones). 




3.4. FASE III: CONSTRUCCIÓN 
En esta fase para desarrollar la implementación de la solución se dividirán los trabajos 





3.4.1.1. Hoja de Trabajo de Diagnostico 
 
Tabla 8. Cuadro de Actividades para el Diagnostico 
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Inicio 
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Inicio 













Jefe de OTIC - SIMA 
2.2 
Ingresar al 










Administrador de Base de Datos 
8:00 8-11-18 9:00 
15-11-18 
17:00 




























Líder Técnico   


























Administrador de Base de 
Datos 
8:00 1-12-18 9:00 1-12-18 17:00 
8:00 2-12-18 9:00 2-12-18 17:00 
8:00 3-12-18 9:00 3-12-18 17:00 
8:00 4-12-18 9:00 4-12-18 17:00 
8:00 5-12-18 9:00 5-12-18 17:00 








5:00 7-12-18 9:00 7-12-18 2:00 Asistente de Base de datos – 
OTIC SIMA 
Administrador de Base de 
Datos OTIC SIMA 
5:00 8-12-18 9:00 8-12-18 2:00 



















































Líder Técnico   
















Líder Técnico   
Coordinadora del Proyecto 
Fin del trabajo     20-12-18 4:00   
 




3.4.1.2. Diagnóstico de la BD Oracle 7.3 y Unixware Unisys 7.1.4 
3.4.1.2.1. Resumen  
 En el presente diagnostico se muestra el monitoreo realizado a la base de datos 
de producción SIMAPRD. 
 Los resultados de este diagnóstico permita tomar medidas correctivas y/o 
mejoras en sus servicios de base de datos. 
3.4.1.2.2. Premisas 
 El informe está elaborado tomando como referencia la performance de la base 
de datos del ambiente de producción que está atendiendo los requerimientos de 
las APP CORE ERP. 






 Nombre de host del servidor de producción 
 
 
 Version del sistema Operativo 
 
 








3.4.1.2.4. Status de la Instancia de BD: 
En esta primera sección observamos lo siguiente: 
 La BD fue revisada el 24/10/2018, y se ejecuta sobre un motor Oracle 7.3.4.0 
 
 
 Como se muestra en el gráfico solo existe una instancia SIMAPRD 
 
 






3.4.1.2.5. Status del Controlfile: 
Con respecto a los controlfile, actualmente existen 3 copias, se encuentran en estado 
válido y solo 2 de ellos se encuentran en ubicaciones diferentes. 
 Data Base Primary: 
 
 
3.4.1.2.6. Revisión de los Tablespaces: 
Actualmente la base de datos de Producción tiene: 
 Tiene 28 tablespaces en 34 datafiles, el tablespace con mayor consumo es 
“USERS” al 91%. 
 Al miércoles 13/06/2018, el espacio consumido de la BD es de 34.21 GB. 
 Se recomienda monitorear los tablespace, para que el consumo no sea mayor al 
85% de uso, con el objetivo de tener definido un umbral y llevar un control del 
crecimiento.  
 En este screen shot se puede apreciar que todos los tablespaces en rectángulo rojo 




3.4.1.2.7. Tamaño de la BD 
 El tamaño real y usado por la base de datos es de 34.15 GB 
 
 
3.4.1.2.8. Espacio en disco 
 En los screen shot no se observa problemas respecto al espacio en file system.  
 
Figura 10. Espacio total en disco. 
 
Fuente: Elaboración propia. 
 
Figura 11. Capacidad usada de dispositivos y sistema de Archivos. 
 





Figura 12. Capacidad total, usada de dispositivos y sistema de Archivos. 
 
Fuente: Elaboración propia. 
3.4.1.2.9. Revisión de los Redologs: 
Con respecto a los Redologs: 
 Se tiene 3 grupos de Redologs, correctamente multiplexados en distintas 
ubicaciones. 
 Cada grupo tiene 1 miembro, y cada miembro un tamaño de 512,000 BYTES. 
 Cada grupo debería tener al menos 2 miembros por temas de buenas prácticas. 
 Por lo general la cantidad de switchlog debería oscilar en 4 rotaciones por hora, 
lo cual nos demuestra que la rotación es alta, por lo que se debería agrandar en 
el doble de tamaño el actual tamaño de cada Redolog.  
Figura 13. Estado de Redolog 
 
Fuente: Elaboración propia. 
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3.4.1.2.9. Revisión de parámetros de memoria: 
Con respecto a los parámetros de memoria: 
 El servidor cuenta con 8 GB de RAM (Arquitectura 32 Bits) 
 El SGA tiene un tamaño asignado de 913012592 bytes. 
 
 




3.4.1.2.10. Objetos Inválidos: 
El grafico se observa que existe Objetos con errores de compilación en la Base de Datos 
de Producción. Se recomienda realizar un backup y depurar los objetos para una buena 
administración.  Ya que este es un ambiente productivo, no debiera existir objetos con 





 Conteo de Objetos Inválidos: 
Tabla 9. Objetos Invalidos en BD 
 










 Detalle de objetos inválidos por usuario 
 
 
3.4.1.2.11. Revisión de la configuración de Archive log: 
 Actualmente está configurado en modo NO ARCHIVELOG y por lo tanto 







Figura 14. Archivelog deshabilitado 
 
Fuente: Elaboración propia. 
 






3.4.1.2.13. Estado de Productos 
 Se muestran los productos instalados, como buena práctica se debe instalar 
el software correspondiente a la arquitectura del Sistema Operativo. 
 
 
3.4.1.2.14. Configuración del iFILE 
 Ifile = /disco2/oracle/product/admin/SIMAPRD/pfile/configSIMAPRD.ora 
 
3.4.1.2.15. Configuración del initSIMAPRD.ora 




3.4.1.2.16. Revisión de los Backups 
 La siguiente imagen nos muestra que no se está realizando ningún trabajo de 
respaldo. 
 Debido a que es una base de datos productivas, se recomienda realizar una 






3.4.1.3. Conclusiones y Recomendaciones: 
1) A nivel de seguridad se recomienda que el password del Súper Usuario del 
Sistema Operativo tenga una clave fuerte, que considere al menos 8 dígitos, entre 
los cuales deba contener al menos una letra mayúscula y un carácter especial 
2) La misma recomendación se hace para los super usuarios de la base de datos, y si 
hubiera la necesidad de tener más de un SYSADMIN, estos deben ser 
individualizados y no genéricos. 
3) Se recomienda monitorear los tablespace, para que el consumo no sea mayor al 
85% de uso, con el objetivo de tener definido un umbral y llevar un control del 
crecimiento, cabe señalar que todos los datafiles tienen el autoextend activado. 
4) Con respecto a los parámetros de memoria, actualmente no es necesario ningún 
aumento de memoria, sin embargo, se recomienda que la BD este separado de las 
Apps en la medida de lo posible, esto se podría concretar realizando una clonación 
del servidor actual, desactivando en una de estas máquinas la instancia de BD y 
solo dejar las aplicaciones FORMs apuntando en el tnsnames.ora la IP de la BD 
que se independizo, esto tendría como efectos que la BD pueda usar toda la 
memoria del Sistema Operativo si así lo requiriera, sin tener la necesidad de 
compartirla con los recursos que consumen las aplicaciones que corren en este 
servidor ya que estarían independizados. 
5) Con respecto a los redo log files, se observa que cada grupo de Redo solo contiene 
una copia o miembro, se sugiere al menos tener 2 miembros por grupo de redo 
logs. 
6) Se observa que la rotación de cada grupo está muy junto, por lo que se recomienda 
duplicar el tamaño actual de cada archivo redo log por grupo. 
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7) El multiplexado de los archivos de Control conocidos como CONTROL FILE, 
deben apuntar a diferentes rutas, en este caso se sugiere que una ruta apunte al 
disco local. 
8) Se observó que no se está realizando ninguna copia de seguridad por la 
herramienta recomendada RMAN. Se recomienda activar el Archivamiento para 
poder empezar con los backup’s con esta herramienta nativa, para ello hay que 
asignar una ruta con espacio suficiente para el archivamiento de los files 
transaccionales. 
9) Se recomienda obtener una copia de seguridad de los archivos de configuración y 
guardar los cambios y/o configuraciones realizadas.  
10) Las copias de backup o resguardo se realiza utilizando una herramienta hecha para 
hacer migraciones y aunque hace dicha función, esta herramienta tiene otra 
función, pero por lo menos cumple con el objetivo. 
11) Se observó que las copias de seguridad se realizan manualmente, se recomienda 
hacerla usando crontab que programa automáticamente la ejecución de la 
herramienta EXPORT como tarea, con esto se evita el olvido de hacerlo 
diariamente. 
12) Se observa que los tablespace se encuentran fragmentados, por lo que se sugiere 
realizar un procedimiento de compactación para evitar que en un futuro decaiga 
la performance de la Base de Datos. 
13) Se encontraron 434 objetos inválidos, se recomienda revisarlos para poder 
proceder con su eliminación. 
14) Se puede apreciar que todo está correctamente instalado. Al saber que el tipo de 
base de datos es un Stándar Edition se recomienda tener las mimas limitaciones 
de licencias con los componentes. 
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15) Se recomienda realizar pruebas de restore para validar que el export que se está 
realizando esta consistente. 
16) Finalmente se recomienda hacer el upgrade de la Base de Datos Oracle al menos 
a una versión que tenga soporte por el fabricante,  actualmente la versión 11g o 
superior,  se adjunta un cuadro al respecto de versiones de motores y como debe 
manejarse el escalamiento del upgrade. 
 
3.4.1.4. Subsanación de Observaciones y Recomendaciones 
1) Claves de Seguridad Sistema Operativo y Base Datos 
Estas recomendaciones las tienen que ejecutar el personal técnico del SIMA, para 
ello se recomienda utilizar alguna de las URL disponibles en Internet que facilitan 
la creación de claves seguras, ahí recomendamos una url en el siguiente screen 
shop, así mismo el resguardo de las claves de super usuarios debería tenerse en 
sobre cerrado una copia la jefatura de OTIC y estas deben cambiarse cada 3 meses 




2) Seguimiento del crecimiento de los Tablespaces 
El administrador de la base de Datos se le recomienda emitir una consulta de base 
de datos que le permite visualizar el crecimiento de los tablespaces para evitar que 
el llenado de los datos supere el 85% del tamaño del SIZE de los tablespaces, para 
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ello dejamos en este informe las consultas que le pueden ayudar en ese cometido, 
y poder así tomar acciones antes de que un tablespace llegue a tamaños críticos. 
Tabla 10. Consulta de Estado de Tablespace 
 
Fuente: Elaboración propia. 
3) Separación de Servidor APP y Base de Datos 
Esta labor se recomienda realizar por el administrador de Red y Servidores 
Virtuales, y consiste en clonar el servidor de producción y hacer que uno de ellos 
actúe como servidor exclusivo de BD y el otro servidor como Servidor exclusivo 
de Aplicaciones, esto va a depender mucho de los recursos físicos con que cuente 
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el Hipervisor de Virtualización para poder contener este otro ambiente a crear, 
sería recomendable su implementación, aunque no es una labor imperativa por el 
momento. 
4) Archivos RedoLogs File 
Los archivos Redologs ahora tienen 2 miembros por grupo como se puede 
apreciar, además de absolver las observaciones realizadas en el punto 5, se 




5) Archivos RedoLogs File 
Se hizo seguimiento durante la semana y se puede observar que el tamaño actual 
de 512M es suficiente para la rotación entre archivos redologs, por lo que se deja 
ambos archivos miembros de cada grupo con ese tamaño, con lo cual se absuelve 
la observación realizada en este punto. 
 
 
6) Archivos Control File 
Como se puede observar, actualmente esta debidamente multiplexado, ya que las 
3 copias del archivo Control File están en ubicaciones diferentes como recomienda 
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las buenas prácticas, como se lee en el diagnostico del servidor en el punto de 




7) Activar Archivamiento para RMAN 
Se activó el modo de archivamiento para la ejecución de los archivos de archives 
para el uso del RMAN Recovery Manager. 
 
 
8) Copias de Archivos de configuración 
Se debe sacar copia de los siguientes archivos de configuración regularmente 
con el export que utilizan regularmente: 
 Ruta: /disco2/79apaci/product/admin/SIMAPRD/pfile/initSIMAPRD.ora 
 Ruta: /disco2/79apaci/product/admin/SIMAPRD/pfile/configSIMAPRD.ora 
 Ruta: /disco2/oracle/product/7.3.4/network/admin/tnsnames.ora 





9) Backup Export 
Se recomienda hacer un crontab según la política que se tenga establecida (diaria) 
de un export full a nivel de tareas programadas por medio de la utilidad del 
Sistema Operativo Crontab, el comando a utilizar debe ser el siguiente: 
 exp system/password@simaprd full=Y /ruta/a/guardar/export/SIMAPRDfull.dmp 
log=export.log  consistent=y 
10) Fragmentación de los Tablespaces 
Se procedió a aumentar el tamaño de los tablespace que estaban por debajo del 
85%, por lo que con el aumento del tamaño se levanta el problema de que los 
tablespace se queden sin espacio y al haber espacio suficiente en los tablespace 
más transaccionales la fragmentación ya no genera un impacto en el desempeño 
de la BD como se pude comprobar en el seguimiento realizado una vez que se 
aumentó el tamaño de los mismos. Se adjunta SCREEN SHOP como evidencia 






11)  Eliminación de Objetos Inválidos 
Se procedió a eliminar todos los objetos inválidos, sin embargo, se visualiza que 
existe todavía 1 objeto invalido que ha sido generado como invalido en la 
semana de monitorización desde que se purgo la base de datos, lo que indica que 
el área de programación debe tener un procedimiento que permita validar que 
objetos se crean dentro de la base de datos productiva que al parecer no lo 
tienen. 
 
12) Pruebas de Restore 
Se recomienda que periódicamente se realicen pruebas de restore de la base de 
datos, con el objetivo de verificar que los backup’s se estén generando 
correctamente y sin errores, esto debe ser parte de las tareas programadas por parte 
del administrador de base de datos, adicionalmente se recomienda que una copia 
de la base de datos se almacene fuera del SIMA, una buena opción es subir a la 
NUBE las copias generadas, rentando un servicio que permita tener alojados sus 
backup’s. 
13) Upgrade a la versión más reciente con Soporte Oracle 
Se recomienda que se evalúe de manera urgente, la migración de la base de datos 
a la versión mas reciente que tenga soporte Oracle, actualmente la versión 11gR2 
hacia adelante, sin embargo para ello se debe hacer la migración de forma 
secuencial a la versión 9i y luego a la 11g, ya que no es posible una migración 




3.4.2.1. Hoja de Trabajo de Migración 






INICIO FIN RESPONSABLE 







Fecha – Hora Fin Especialista 
1.1 
Elaboración del Plan de 
Trabajo 
En Línea 2:00 4-1-19 15:00 4-1-19 17:00 Líder Técnico   
1.2 
Validar los accesos 
remotos y credenciales 
dados 











Hora Inicio Fecha – Hora Fin RESPONSABLE 
2.1 
Kickoff,  Revisión, 
Corrección y 
Aprobación del Plan de 
Trabajo 
En Línea 8:00 5-1-19 8:00 5-1-19 16:00 




Asistente de Base de 
datos  
Administrador de Base 
de Datos  
Líder Técnico   
Coordinadora del 
Proyecto  





ambiente de Test y 
Prod. 




4:00 6-1-19 9:00 6-1-19 13:00 Líder Técnico   
4:00 6-3-19 14:00 6-1-19 18:00 





Generar Backup via 
EXPORT del Server de 
En Línea 8:00 7-3-19 9:00 7-3-19 17:00 





importar al Servidor de 
Test 
2.4 
Instalación del Sistema 
Operativo y Motor de 
la base de datos 9i con 
una instancia de BD en 
blanco para el ambiente 
TEST 
En Línea 8:00 8-1-19 9:00 11-1-19 17:00 
 Jefe de División de 
Desarrollo – OTIC 
SIMA 
Administrador de 
Infraestructura – OTIC 
SIMA  
Asistente de Base de 
datos – OTIC SIMA 
Administrador de Base 
de Datos OTIC SIMA 
2.5 
Importación del 
Backup realizado en el 
punto 2.4 
En Línea 8:00 11-1-19 9:00 11-1-19 17:00 
2.6 
Pruebas de la ejecución 
de las Aplicaciones 
Dedicado 
8:00 12-1-19 9:00 12-1-19 17:00 
Jefe de División de 
Desarrollo  
Asistente de Base de 
datos  
Administrador de Base 
de Datos  
Especialista BD / Forms 
8:00 13-1-19 9:00 13-1-19 17:00 
8:00 14-1-19 9:00 14-1-19 17:00 
8:00 15-1-19 9:00 15-1-19 17:00 
2.7 
Pruebas de la ejecución 
de las Aplicaciones 
Dedicado 
8:00 18-1-19 9:00 18-1-19 17:00 Jefe de División de 
Desarrollo  
Asistente de Base de 
datos  
Administrador de Base 
de Datos  
Especialista BD / Forms 
8:00 19-1-19 9:00 19-1-19 17:00 
8:00 20-1-19 9:00 20-1-19 17:00 
8:00 21-1-19 9:00 21-1-19 17:00 
8:00 22-1-19 9:00 22-1-19 17:00 
2.8 
Pruebas de la ejecución 
de las Aplicaciones 
Dedicado 







8:00 26-1-19 9:00 26-1-19 17:00 
8:00 27-1-19 9:00 27-1-19 17:00 
8:00 28-1-19 9:00 28-1-19 17:00 
8:00 29-1-19 9:00 29-1-19 17:00 
2.9 En Línea 8:00 25-1-19 9:00 25-1-19 17:00 
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Instalación del Sistema 
Operativo y Motor de 
la base de datos 9i con 
una instancia de BD en 
blanco para el ambiente 
PRODUCCION 
8:00 26-1-19 9:00 26-1-19 17:00 
Jefe de División de 
Desarrollo – OTIC 
SIMA 
Administrador de 
Infraestructura – OTIC 
SIMA  
Asistente de Base de 
datos – OTIC SIMA 
Administrador de Base 
de Datos OTIC SIMA 
3.0 
Inducción, capacitación 
al personal del Sima 
Administrar Base de 
Datos 
En Línea 8:00 27-1-19 9:00 27-1-19 17:00 
Jefe de División de 
Desarrollo – OTIC 
SIMA 
Administrador de 
Infraestructura – OTIC 
SIMA  
Asistente de Base de 
datos – OTIC SIMA 
Administrador de Base 




personal del Sima 
Backup & Recovery de 
Base de Datos 
En Línea 4:00 30-1-19 9:00 30-1-19 13:00 
3.2 
Conectividad de tablas 
entre el motor Oracle 9i 
y Oracle 11g 
En Línea 8:00 4-2-19 9:00 4-2-19 13:00 
En Línea 8:00 6-2-19 9:00 6-2-19 13:00 
En Línea 8:00 8-2-19 9:00 8-2-19 13:00 
3.3 
Generar Backup vía 
EXPORT del Server de 
PRODUCCION para 
importar al Servidor de 
Test 
Dedicado 8:00 9-2-19 21:00 9-2-19 1:00 
Asistente de Base de 
datos – OTIC SIMA 
Administrador de Base 
de Datos OTIC SIMA 
3.4 
Importación del 
Backup realizado en el 
punto 3,3 
Dedicado 8:00 10-2-19 1:00 10-2-19 9:00 
Asistente de Base de 
datos – OTIC SIMA 
Administrador de Base 
de Datos OTIC SIMA 
3.5 
Validación de la 
ejecución de las 
Aplicaciones 
En Línea 8:00 12-2-19 9:00 12-2-19 17:00 
Líder Técnico   
Coordinadora del 
Proyecto  




Levantar Evidencias y 
Elaboración del 
Informe Final 





Acta de entrega de base 
de datos  migrados en 
ambiente de 
producción 
En Línea 8:00 28-2-19 9:00 28-2-19 17:00 




Remitir los Entregables 
Sustentaros del 
Proyecto, Firmas de 
Acta de Aceptación de 
la Conformidad del 
Proyecto 
En Línea 2:00 2-3-19 9:00 2-3-19 11:00 
Jefe de OTIC  
Jefe de División de 
Desarrollo 
Líder Técnico   
Coordinadora del 
Proyecto 
Fin del trabajo     2-3-19 11:00   
 
Fuente: Elaboración Propia. 
 
3.4.2.2. Creación de Ambientes de Test y Producción 
3.4.2.2.1. Instalación y Configuración de Servidor de Centos RedHat Linux 4.3 
 Verificar la disponibilidad de de Recursos de Hardware (Memoria, CPU, 
Almacenamiento, IP’s, Segmento de red VLAN, etc) 
 Revisión de la disponibilidad del Hardware del servidor virtual Hipervisor 
 Creación de la máquina virtual según los requerimiento solicitados 
 Instalación y Configuración de sistema operativo Oracle Linux 5.10 (64-bits) 
 Upgrade de paquetes del Sistema Operativo 
 Configuración de la Networking y validación de la conectividad 
 Preparación del sistema operativo para que soporte Oracle Database 
 Instalación del paquete ASMlib para ASM Diskgroups 
 Creación de ASM disks a nivel de Oracle ASMlib 
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 Aceptación y conformidad de instalación del sistema operativo 
 Tiempo estimado: 3 dias 
3.4.2.2.2. Instalación y Configuración de Oracle DB 9.2.0 SE1 
 Instalación de Oracle Grid Infraestructure (standalone) – 64bits 
 Creación de los Diskgroups mediante la tools ASM 
 Instalación de Oracle Database (Standard Edition) – 64bits 
 Patching de software Oracle (Patch Set Updates), se aplica PSU 9.0.2.4 
 Creación de una (1) base de datos “default” 
 Configuración del LISTENER, TNSNAMES, PROFILES etc. 
 Aceptación y conformidad de instalación de Oracle Database 
 Tiempo estimado: 2 día 
 
3.4.2.3. Migración de Datos entre Base de Datos a Ambiente Test  
3.4.2.3.1. Creación de Backup’s y Exportación de Datos  
 Validar espacio para la exportación via DUMP del Servidor Productivo  
 Exportación y generación del full DMP  
 Copia del archivo DMP creado al repositorio del servidor nuevo virtual creado  
 Creación de tablespace vacios en nuevo servidor según lista actual del servidor 
Productivo  
 Creación del entorno necesario para la importación del DMP  
 Clonación de la máquina virtual lista para la importación a ser usada como 
ambiente PROD final  





3.4.2.3.2. Importación de Datos y Superación de Errores  
 Importación del archivo DMP, recolección de errores vía archivo LOG  
 Revisión de errores de importación LOG  
 Adecuación de CONSTRAINTS a la nueva versión 9  
 Adecuación de TRIGERS a la nueva versión 9  
 Adecuación de PACKAGE a la nueva versión 9  
 Adecuación de JOBS a la nueva versión 9  
 Creación de Scripts para adecuación de errores a la nueva versión 9  
 Importación del archivo DMP con las scripts de adecuación hasta que no 
presente errores.  
 Tiempo estimado: 7 días  
 
3.4.2.3.3. Revisión De Ejecución De Las Aplicaciones  
 Instalación de nuevo cliente para Oracle 9i al server de aplicación FORMS 5  
 Validación de las aplicaciones que corran Ok con la nueva versión  
 Adecuación de los FORMS a la nueva versión 9, si hubiera algún error que se 
estima sería menor  
 Aceptación y conformidad de los dueños de los procesos que todo está 
ejecutándose correctamente  





3.4.2.4. Migración de Data a Ambiente de Producción  
3.4.2.4.1. Exportación e Importación de Datos  
 Despliegue del Servidor clonado creado en la Creación de Ambientes. 
 Creación de tablespace vacíos en el servidor clonado según lista actual del 
servidor Productivo. 
 Exportación y generación del full DMP del Servidor Productivo  
 Copia del archivo DMP creado al repositorio del servidor nuevo virtual clonado  
 Creación del entorno necesario para la importación del DMP  
 Importación del archivo DMP con las scripts de adecuación trabajados en 
TEST.  
 Puesta a Producción  
 Afinamiento de la base de datos en base a la carga actual de trabajo productiva, 
configuración de la herramienta de backup automático RMAN y 
acompañamiento los 2 primeros días (2 días)  





3.4.2.5. Virtual - Aplicativo App Unisys Producción 
Figura 15. Aplicativo App Unisys Prod – Virtual  
 
Fuente: Elaboración propia. 
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3.4.2.6. Virtual - Acceso al Sistema de producción Unixware 7 
Figura 16. Acceso al Sistema de producción Unixware 7 – Virtual  
 
Fuente: Elaboración propia. 
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3.4.2.7. Virtual - Base de Datos Oracle 9i de Producción 
Figura 17. Base de Datos Oracle 9i de Producción – Virtual 
 
Fuente: Elaboración propia.  
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3.4.2.8. Virtual - Acceso a Servidor DB Oracle 9i Producción 
Figura 18. Acceso a Servidor DB Oracle 9i - Virtual 
 
Fuente: Elaboración propia.  
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3.5. FASE IV: TRANSICIÓN 
3.5.1. Procedimiento de Conectividad entre Oracle 9i y 11g 
En este Procedimiento, se realizara la conexión directa entra base de datos Oracle de 
distintas versiones con los siguientes pasos: 
3.5.1.1. Paso 1:  
Se puede apreciar en el screenshot, que nos encontramos conectado al servidor 11g 
con el usuario de  Sistema Operativo “Oracle” en el  host con el  nombre 
“SIMCALERPDES” (EN AZUL), el usuario de base de datos conectado a la 
instancia 11g es el esquema “USER_OBJETOS_11G” (EN ROJO), se hace una 
consulta consistente en un listado de las tablas pertenecientes a este usuario, y se 
puede comprobar que solo existe una sola tabla en el listado donde el propietario o 
dueño del objeto es el esquema “USER_OBJETOS_11G”, esta única tabla de este 
esquema se llama “USUARIOS_11G” como se puede visualizar. 
 
3.5.1.2. Paso 2: 
Seguidamente conectados como usuario de base de datos “USER_OBJETOS_11” 
desde el Host con Oracle 11g, se hace un listado del contenido de esta tabla 
(USUARIOS_11G) donde es el dueño de este objeto el esquema 
“USER_OBJETOS_11G”, pero también se lista el contenido de otra tabla adicional 
llamada (USUARIOS_9I), podemos ver que no existe registro alguno en ninguna de 
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ambas tablas, las 2 tablas se encuentran sin datos o vacías, ahora llama la atención 
que este usuario pueda visualizar la tabla USUARIOS_9I, si como se puede ver en la 
pantalla anterior solo es dueño de una tabla y que no es esta mencionada, la 
explicación a esto es que la tabla  (USUARIOS_9I)  puede  ser  accedida  por  este  
usuario  debido  a  que  es  una  tabla compartida mediante un dblink o enlace y con 
un SINONIMO Publico con ese nombre de tabla desde otro Host, esta tabla se 
encuentra en otro servidor distinto y con otro motor de base de datos, en este caso el 
servidor que esta compartiendo esta tabla tiene un motor en Oracle 9i. 
 
3.5.1.3. Paso 3: 
En esta pantalla se puede comprobar que al hacer una inserción de un registro en la 
tabla del motor del 11g (USUARIOS_11G) automáticamente se registra un registro 
en la tabla compartida que esta en motor Oracle 9i (USUARIOS_9I), esto debido a 
un trigger que se ha creado, el mismo que se dispara cuando ingresa un registro nuevo 
a esta tabla, inmediatamente procede a insertar un registro en la tabla USUARIOS_9I, 
en la pantalla que aparece a continuación están las evidencias de lo explicado, se 
puede apreciar que hay 2 insert en la tabla USUARIOS_11 (EN ROJO) y cuando se 
hace un listado de  las  tablas USUARIOS_11G y  USUARIOS_9I (EN AMARILLO) 
se  puede observar que grabo perfectamente, pero que adicionalmente aparece un 
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registro de forma automática en la tabla USUARIOS_9I producto de los efectos del 
trigger programado. 
 
3.5.1.4. Paso 4: 




3.5.1.5. Paso 5: 
Los pasos realizados para demostrar la integración entre los esquemas y objetos desde 
una base de datos 11g hacia 9i y viceversa, fueron los siguientes: 
 En el servidor 9i, como Super Usuario de base de datos “system”, se crea un 
usuario llamado "USER_OBJETOS_9I", este esquema tendrá una tabla llamada 
"USUARIOS_9I" (De hecho, puede tener los objetos que se desee compartir, no 
solamente tablas) 
 
 Como   se   puede   apreciar   en   la   pantalla   anterior,   se   puede   observar   
que   el   usuario USER_OBJETOS_9I tiene una tabla creada llamada 
USUARIOS_9I, ahora se procede a conectarse como súper usuario de base de 
datos SYSTEM y se le da los permisos necesarios a dicha tabla para ser 





3.5.1.6. Paso 6: 
 Se procede a crear el enlace DBLINK para que se comparta los objetos que se crean 
conveniente, en este caso será la tabla USUARIOS_9I del propietario o esquema 




3.5.1.7. Paso 7: 







3.5.1.8. Paso 8: 
A continuación con el paso 6 pero para la BD Oracle11g: 
 
 
 Con este procedimiento desde el server 9i puedes llamar a la tabla 
"usuarios_11g" que esta en otra base de datos versión 11g del esquema 
"usuarios_11g" con el nombre sinónimo "usuarios_11g" 
 De la misma manera a la inversa, desde el server 11g puedes llamar a la tabla 
"usuarios_9i" que esta en otra base de datos versión 9i del esquema 















3.5.4. Acta de Entrega de Base de Datos con Datos Migrados en Ambiente de 
Producción. 
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3.6. FASE V: PRODUCCIÓN 
3.6.1. Soporte De Incidencias 
3.6.1.1. Formas y tiempos de atención para el Soporte Técnico 
La Oficina de Tecnología de la Información y comunicaciones, requerirá un manejo 
de prioridades de los requerimientos, para tal fin, se define las siguientes formas y 
tiempos de atención: 
 Requerimiento de Criticidad Alta: Se entiende criticidad alta, a la caída de 
servicios de producción, bloqueo crítico de la base de datos de producción y en 
general cualquier evento que impida total o parcialmente el funcionamiento de 
las bases de datos de producción. 
 Requerimiento de Criticidad Media y Baja: Se entiende como solicitudes que 
deben ser programadas en días hábiles y dentro del periodo de duración del 
presente periodo de soporte a incidencias, la programación es un mínimo de 2 
días hábiles y se solicita vía correo electrónico. 
Consideraciones de forma y tiempo: 
 Todos los requerimientos de incidencia se realizarán utilizando el canal de 
comunicaciones disponibles en la Empresa (Correo, Mesa de ayuda). 
 La Oficina de Tecnología de la Información y comunicaciones, podrá brindar soporte 
telefónico y/o email, Mesa de ayuda, como primer nivel de atención principalmente, 
en caso sea necesario el soporte inmediato, se podrá coordinar la atención del soporte 
virtual mediante algún mecanismo de acceso remoto vía VPN, escritorio remoto o 
similar como segundo nivel de atención, y en forma presencial como último nivel de 
atención en los casos establecidos en el presente documento. 
 Se entiende que para los requerimientos de criticidad alta, será atendido en un 
máximo de 30 minutos desde la recepción del requerimiento y contactarse con el 
105 
 
solicitante para identificar los detalles del requerimiento, es decir como primer 
contacto y NO para la resolución del mismo. 
 Sólo de ser necesario, y por la naturaleza del problema, el requerimiento será 
atendido presencialmente, la atención para el apersonamiento in situ del especialista 
técnico será de hasta en un máximo de 2 horas, previa coordinación de disponibilidad. 
 Se ofrece soporte para incidencias de criticidad media o baja, de 2 horas para tomar 
primer contacto e iniciar la atención desde el momento de notificación a La Oficina 
de Tecnología de la Información y Comunicaciones 
 Se considera incidencias críticas a aquellas que involucren caída de servicio, este tipo 
de atenciones consumen un mínimo de 2 horas de la bolsa de horas contratadas, para 
atenciones presenciales se deberá tener primero un contacto técnico del cliente para 
confirmar la necesidad de la atención presencial. Aplicable para incidencias que 
impidan continuar con el servidor de base de datos. 
 Las horas de atención se toman como horas completas o redondeadas, no se considera 
minutos parciales, es decir por ejemplo si una atención desde que se atiende hasta 
que se cierra la atención ha tomado 2:45 minutos se considerara como 3 horas 
completas, bajo cualquier modalidad de atención, como lo son las atenciones remotas 
o presenciales. 
 De solicitarse atención de requerimientos en otros horarios que no sea de L-V de 7:30 
am a 6:15 pm. 
 La atención de incidencias del presente acuerdo se realizará exclusivamente sobre el 








4.1.1. “Disminuir el tiempo en el registro y procesamiento de la información.” 
4.1.1.1. Problema:  
Demoras en el tiempo de registro y procesamiento de la información en el sistema 
de gestión. 
 
4.1.1.2. Objetivo:  
Disminuir el tiempo en el registro y procesamiento de la información. 
4.1.1.3. Evaluación de Resultados: 
Para evaluar los resultados en tiempo y procesamiento de la información, se 
realizó un acta de evaluación y conformidad a los usuarios finales de las diferentes 









4.1.2. “Aumentar la disponibilidad de los servicios, realizando la separación del 
sistema de gestión y la base de datos, así como la migración a un nuevo motor de 
base de datos Oracle 9i.” 
4.1.2.1. Problema: 
Baja disponibilidad de los servicios, ya que en la infraestructura actual las 
aplicaciones y base de datos están instaladas en un solo servidor. 
4.1.2.2. Objetivo: 
Aumentar la disponibilidad de los servicios, realizando la separación del sistema 
de gestión y la base de datos, así como la migración a un nuevo motor de base de 
datos Oracle 9i. 
4.1.2.3. Evaluación de Resultados: 
Para la separación del sistema de gestión y la base de datos, se realizó un las 
siguientes actividades: 
 Creación de Ambientes de Test y Producción 
 Instalación y Configuración de Servidor de Centos RedHat Linux 4.3  
(Ambiente Test & Producción)  
 Instalación y Configuración de Oracle DB 9.2.0 SE1(Ambiente Test & 
Producción)  
 Migración de Datos entre Base de Datos a Ambiente Test 
 Creación de Backup’s y Exportación de Datos 
 Importación de Datos y Superación de Errores 
 Revisión De Ejecución De Las Aplicaciones 
 Migración de Data a Ambiente de Producción  









4.1.3. “Establecer la comunicación directa de la base de datos Oracle 9i del 
Sistema Unisys y la base de datos Oracle 11g del Sistema Gestión de RRHH.” 
4.1.3.1. Problema: 
Falta de comunicación entre Base de datos de la versión Oracle 7 y Oracle 9i. 
4.1.3.2. Objetivo: 
Establecer la comunicación directa de la base de datos Oracle 9i del Sistema 
Unisys y la base de datos Oracle 11g del Sistema Gestión de RRHH. 
4.1.3.3. Demostración de conectividad de Oracle 9i y Oracle 11g. 
 Para la demostración de conectividad de Oracle 9i y Oracle 11g, se procede a 
crear el enlace DBLINK para que se comparta los objetos que se crean 
conveniente, en este caso será la tabla USUARIOS_9I del propietario o esquema 
USER_OBJETOS_9I que hemos creado, este dblink se hace en el host con el 
servidor 9i. 
 
 De la misma manera se hace en forma análoga en el servidos host que contiene 





 A continuación para la BD Oracle 11g: 
 
 
 Con ello desde el server 9i puedes llamar a la tabla "usuarios_11g" que esta en 
otra base de datos versión 11g del esquema "usuarios_11g" con el nombre 
sinónimo "usuarios_11g" 
 De la misma manera a la inversa desde el server 11g puedes llamar a la tabla 
"usuarios_9i" que esta en otra base de datos versión 9i del esquema 













El proyecto tiene como objetivo Realizar la migración de la base de datos empresarial 
Oracle 7 a Oracle 9i empleada en el entorno productivo del Sistema de Gestión 
Empresarial de los Servicios Industriales de la Marina, con el fin de mejorar la gestión 
de las actividades de las diferentes áreas usuarias de Logística, Mantenimiento, 
Producción entre otras, para lo cual se analiza el costo/beneficio del trabajo de 
implementación de la solución planteada. 
Se analizan los siguientes puntos: 
 Presupuesto de Recursos Humanos, Equipos y Servicios 
 Análisis de retorno de la inversión  
 
4.2.1. Presupuesto de Recursos Humanos 
 
Tabla 12. Uso de recursos humanos Fase I 
 










Tabla 13. Uso de recursos humanos Fase II 
 





Tabla 14. Uso de recursos humanos Fase III 
 










Tabla 15. Uso de recursos humanos Fase IV 
 






Tabla 16. Uso de recursos humanos Fase IV 
 






4.2.2. Flujo de Caja del Proyecto 
 
Tabla 17. Flujo de Caja del Proyecto 
  










4.2.3. Análisis de retorno de la inversión 
 
Tabla 18. Calculo del VAN & TIR 
 
 




De acuerdo a los resultados del análisis del retorno de inversión del proyecto, se puede 
concluir  su viabilidad ya que el cálculo del Valor Actual Neto (VAN) que presenta es 





El desarrollo del proyecto de migración de base de datos Oracle 7 a 9i, ha permitido 
realizar mejoras significantes en el entorno empresarial, como primer paso para futuros 
nuevos proyectos con el fin de mejorar la productividad y tener herramientas 
informáticas acordes a las nuevas tendencias tecnológicas, así mismo este proyecto ha 
cumplido con los objetivos del proyecto, evidenciado por medio de los resultados 
obtenidos en cada fase del proyecto en beneficio de la empresa, por lo cual llegamos a la 
siguientes conclusiones: 
 Por medio del diagnóstico realizado a la base de datos se pudo corregir los errores 
y demoras en el registro y procesamiento de la información, corroborados por los 
usuarios a través de un acta de conformidad, en la realización de sus actividades 
en el sistema de manera satisfactoria.  
 Una vez corregida los errores en la base de datos, se procedió a separar la 
aplicación y la base de datos, el cual se encontraban en un solo servidor físico de 
producción, creando ambientes separados por medio de servidores virtuales, se 
creó un ambiente de pruebas test y un ambiente de producción con una nueva 
base de datos Oracle de versión 9i, así como la migración de datos y la validación 
de aplicaciones, obteniendo una alta disponibilidad de los servicios informáticos, 
cumpliendo así con el objetivo del proyecto de migración. 
 Ya concluida la fase de migración de base de datos a Oracle 9i, se realizó la 
conexión directa a la base de datos Oracle 11g, sin ninguna interfaz como enlace 
puente, de esta forma ya no se recurrida a enlaces externo, ahorrando tiempo y 
recursos a la empresa. 
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