We present an approach based on machine learning (ML) to distinguish eruption and precursory signals of Chimayó geyser (New Mexico, USA) under noisy environments. This geyser can be considered as a natural analog of CO 2 intrusion into shallow water aquifers. By studying this geyser, we can understand upwelling of CO 2 -rich fluids from depth, which has relevance to leak monitoring in a CO 2 sequestration project. ML methods such as Random Forests (RF) are known to be robust multi-class classifiers and perform well under unfavorable noisy conditions. However, the extent of the RF method's accuracy is poorly understood for this CO 2 -driven geysering application. The current study aims to quantify the performance of RF-classifiers to discern the geyser state. Towards this goal, we first present the data collected from the seismometer that is installed near the Chimayó geyser. The seismic signals collected at this site contain different types of noises such as daily temperature variations, seasonal trends, animal movement near the geyser, and human activity. First, we filter the signals from these noises by combining the Butterworth-Highpass filter and an Autoregressive method in a multi-level fashion. We show that by combining these filtering techniques, in a hierarchical fashion, leads to reduction in the noise in the seismic data without removing the precursors and eruption event signals. We then use RF on the filtered data to classify the state of geyser into three classes -remnant noise, precursor, and eruption states. We show that the classification accuracy using RF on the filtered data is greater than 90%. We also evaluate the accuracy of other classical time-series methods such as Dynamic Time Warping (DTW) on filtered data along with RF on partially-filtered data where we remove the seasonal trends. Classification accuracy shows that DTW performs poorly (44%) and RF on partially-filtered data performs decently (87%). Denoising seismic signals from both seasonal trends and human activity enhances RF classifier performance by 7%. These aspects make the proposed ML framework attractive for event discrimination and signal enhancement under noisy conditions, with strong potential for application to monitoring leaks in CO 2 sequestration.
INTRODUCTION
There is a substantial concern over the potential impact of groundwater resources in the case that a CO 2 sequestration reservoir were to leak [1, 2] . To a certain extent, theoretical and/or lab-scale studies can be used to predict leakage scenarios. However, for credible risk assessments, field-scale observations of CO 2 flowing through shallow groundwater aquifers are needed [3, 4] . Growing interest in collecting field-scale data for quantifying CO 2 leakage has drawn attention to CO 2 -driven cold-water geysers [4] . Due to the high velocity of CO 2 -rich fluid discharge, these geysers can be thought of as a natural analog to CO 2 leakage in a carbon sequestration project. CO 2 -driven cold-water geysers are similar to thermally-driven geysers (such as the ones in Yellowstone) as they have a conduit to release CO 2 -rich fluids. While thermally-driven geysers [5, 6] have naturally existing conduits, in the case of CO 2 -driven cold-water geysers, the conduits are man made (typically a wellbore). There are various field-sites of CO 2 -driven cold-water geysers across the world [7] . Examples of some cold-water geysers in the USA include Crystal geyser in Utah, Tenmile geyser in Utah, and Chimayó geyser in New Mexico. The basic mechanism for CO 2 release from these geysers is through gas expansion. CO 2 (gas) evolves by the pressure reduction of CO 2 -rich fluids. Once the internal pressure of CO 2 (aqueous) becomes greater than that of the surrounding fluid, CO 2 (gas) separates from the fluid causing bubbles to nucleate, grow, and coalesce. Pressure reduction occurring from increasing CO 2 gas volume fraction enhances expansion of CO 2 bubbles, finally leading to an eruption [8] .
There are various advantages of analyzing the field-data of CO 2 -driven cold-water geysers. First, predicting when a geyser erupts is analogous to CO 2 leak detection [4] . Hence, forecasting eruption events of a geyser can help in developing mitigation strategies in the case of leaks developing at a CO 2 sequestration site. Second, to quickly identify CO 2 leaks in large areas, one needs to discern leakage signals from anthropocentric noise. Due to a lot of human activity around these geysers, the sensor data serves as a perfect proxy to extract useful information from such noise. Third, developing event discrimination capabilities from these noisy datasets can help us provide actionable information for assessing risk of a CO 2 storage operation [9] . Our aim is to provide information on the state of the geyser by analyzing noisy seismic signals. To achieve this goal, we need a framework to differentiate signals that are far in time from an eruption event from signals that are closer to the event under noisy conditions. An approach to develop such a framework is through machine learning [10] [11] [12] [13] [14] [15] .
Machine learning (ML) is a widely used tool for extracting features [16, 17] and classifying seismic signals. In addition to earthquake detection and prediction [10, 13] , ML is shown to be successful in various other subsurface applications [18] [19] [20] [21] [22] [23] . Within the context of ML, there are many available techniques that are able to predict the evolution of time-series and distinguish seismic signals, within a certain tolerance [24, 25] . However, the main drawback of many ML methods is that predictions are usually affected by noise [26, 27] . The presence of noise in data is a major concern in classification approaches as the performance of ML classifiers deteriorate [26, 28, 29] . Interpretability of ML models is hindered by poor classification performance, which can have a negative effect on event discrimination capability. To overcome this drawback, our novelty is to filter the seismic signal multiple times using high-pass filter and an Autoregressive (AR) model to remove/reduce the effect of different types of noises (temperature effect, human/animal activity, etc). Then, we classify if a seismic signal is remnant noise or precursor or eruption signal. The proposed methodology is compared against classical time-series methods such as Dynamic Time Warping (DTW) [25, 30] on filtered data and ML methods with partial filtering. We show that better accuracy can only be achieved through a combination of both filtered data and a robust classification algorithm that is less sensitive to noise. For ML classification, we use Random Forests (RF), which is a model-free ML method that is less influenced by noise [29, 31] . A major advantage of model-free ML methods is that they conform to the intrinsic data characteristics with fewer assumptions and without the use of any a priori models. Model-free methods (such as RF) construct non-parametric models using ensembles of multiple base learners without simplifying the underlying problem [32, 33] .
1.1. Main contributions and outline of the paper. The main contribution of this study is to develop a ML based framework to classify seismic signals under noisy environments and apply it to the Chimayó geyser eruptions. An advantage of the proposed method is that even under high anthropogenic noise, we can differentiate the seismic signals that are far away from eruption time to the signals that are closer to the eruption time with an accuracy greater than 90%. Moreover, the computational time taken by the proposed ML model to classify a given seismic signal as an eruption or a non-eruption event is in O(10 −4 ) seconds on a laptop. This makes our ML methodology ideal for usage in eruption event discrimination (such as detecting precursors and differentiating it from background noise) or forecasting geyser eruptions in realtime under noisy conditions. The paper is organized as follows: Sec. 2 provides a detailed description of our proposed ML method for distinguishing eruption events from non-eruption events. First, we describe the geyser data, the location of sensors, and relevant background on data collection. Second, we present a method to preprocess the seismic signals to remove temperature effects and background noise. Third, we construct ML classifiers based on Random Forests for discriminating events on the filtered and partially filtered data. Sec. 3 discusses the results of the proposed ML method and DTW in classifying signals. The accuracy of the RF classifiers on filtered and partially filtered data are also provided in this section. Finally, conclusions are drawn in Sec. 4.
GEYSER DATA AND MACHINE LEARNING METHODOLOGY
2.1. Site description and data resources. Chimayó geyser located near Chimayo, NM, is one of the few CO 2 -driven cold-water geysers in the USA. It is a man-made geyser and was formed when locals drilled a well for water usage. There is a shallow aquifer that is beneath the geyser. The aquifer is within a sub-basin of the Rio Grande Rift, where there is a regional development of CO 2 gas. Experiments performed on this geyser showed elevated CO 2 conditions at the site [4] . Moreover, many of the drinking water wells in the neighborhood of this geyser have high levels of dissolved CO 2 . The eruption cycle of the Chimayó geyser is a simple two-part process. The system begins with a very long recharge period. Then, there is a possible bubbling activity and/or minor eruption before major eruption activity [8] . The entire minor and major eruption duration averages approximately five minutes. The eruption dynamics of the geyser is mainly gas-dominated due to a small cross-sectional area of the wellbore [8] . Fig. 1 shows the map of Chimayó geyser and the location of seismic station RGEYB. This seismic station is located approximately 3 meters from the well. The sampling frequency of RGEYB is 200 Hz. We analyze 18 days of continuous data collected from May-2017 to November-2017 -14 days of data is used for training and 4 days for testing the ML models. Eruption images are captured using a motion sensor installed at this station, which are used to label the seismic data. The motion sensor records the geysering event time and captures the image when CO 2 -rich fluids are ejected out of the wellbore. The major challenge in analyzing this seismic dataset is that the anthropogenic noise is higher than the seismic signals corresponding to geyser's activity (for example, see Fig. 2(a) ). The time between eruptions is 17-23 hours while the background noise is all round the clock (generally higher during the day).
Preprocessing seismic signals.
Due to environmental effects (daily temperature variations, seasonal changes, rainfall/thunderstorms, wind etc.) and human/animal activities (cars passing through the driveway, people walking near the geysers, farming, animals running around the geyser etc.), the seismic data contains a lot of noise. To achieve higher signal-to-noise ratio (SNR), we filter the seismic signal in two stages. In the first stage of the filtering process, the Butterworth-Highpass (BH) filter [34] is used to remove the seasonal trend. This filter removes the signals below a certain frequency using corners, thereby allowing higher frequencies to pass through. The second stage of filtering uses an AR model to train and predict the anthropogenic noise. The reason to use an AR model for denoising is as follows: In seismic signal processing [35] , typically, a band-pass filter is used to extract the signals from a specific frequency band. The frequency range is usually selected based on previous research experience and spectrogram analysis [36] . However, in our case, it is not straight-forward to determine the appropriate frequency band of interest directly from the spectrogram of the seismic signal. As the precursor in seismic signal has a lower amplitude compared to the eruption signal, a filtering method without prior information would be ideal for our analysis. We find that a classical time-series forecasting method like an AR model has a good predictability of the ambient noise, which could be used to denoise the seismic signals [37, 38] .
In the AR modeling, each time-series data point is regressed on its neighborhood values, called the prediction region. In some specific cases, an AR model can be regarded as a low-pass filter. An AR model divides the signal into two additive components, a predictable signal and a prediction error signal. Let the time-series data obtained from RGEYB seismometer be denoted as X t , where t = 1, 2, · · · , n. Let AR(p), be an AR model of order p, that estimates X t using the lagged variable X t−i , i = 1, 2, · · · , p, as:
where α 1 , α 2 , · · · , α p are the parameters of the model, c is the constant term and t is white noise. The parameters of an AR(p) model are estimated via the ordinary least squares (OLS) procedure. AR(p) model coefficients can be thought of as describing the envelope of the spectrum of the seismic signal. There is no straightforward way to determine the correct model order. As one increases the value of p, the RMS error of an AR(p) model fit for data generally decreases quickly and then slows down. An AR(p) model order, just after the point at which the RMS error flattens out, is usually an appropriate order. There are more formal techniques for choosing p, the most common of which is the Akaike Information Criterion (AIC) [39] . In our case, we use AIC to select the value of p. For denoising our seismic signal, we first estimate the AR(p) model parameters using only 5% of the entire data (which is mainly noise). This 5% of the data does not include the precursor and eruption signals. Then, we compute a one-step prediction for the rest of the time-series data. The prediction error filter (PEF) of the AR(p) model is then defined as the original time-series minus the AR(p) model prediction. We apply the PEF filter on the seismic data after BH filtering. It should be noted that AR(p) model can only predict stationary noise. As the geyser dynamics are non-stationary, the corresponding precursor and eruption signals will also be non-stationary. Hence, removing the stationary part from the original time-series data will not only result in higher SNR but also enhances the precursor and eruption signals in the filtered data. Algorithm 1 and Fig. 3 summarize the proposed prepossessing step to denoise the seismic signals. In Sec. 3, we will show that this multi-stage filtering approach enhances the seismic signal and improves the result of ML classification.
Machine learning on seismic signals.
After preprocessing the raw seismic signals, we apply a ML method on the filtered data to distinguish eruption and non-eruption signals. Algorithm 1 and Fig. 3 also provide a summary of ML work-flow to classify the state of Chimayó geyser. For the classification of seismic signals, the RF method is used. RF is a popular ensemble ML method that uses many trees to classify unknown signal data by averaging the prediction of each tree. RF methods, when trained, maintained, and reinforced properly have great potential in solving real-world problems [10, 13] . They can efficiently process noisy signals through randomization, which is achieved by constructing decision trees in the ensemble using bootstrap samples. RF selects a random subset of predictor variables at each node to grow the decision tree. It is most likely that individual decision trees avoid noise contributing input records [33] . Many variable unbiased decision trees are learned by RF. In the training dataset, trees that model and overfit noise tend to have a high variance and low bias. Through majority voting rule, RF reduces the variance, thereby producing a ML model that has a low bias and low variance [32] . Given the above, it is evident that RF methods could be well suited to deal with noisy seismic signals.
The ML method to classify geyser state starts with feature extraction on a sliding time window to extract a feature vector. Then the feature vector is imported into an RF classifier, which acts as a decisionmaking tool that is capable of categorizing signals into different classes. Note that in each time window, there are lots of data points due to the high sampling rate (200 Hz). Window length assumed is 1 minute, which corresponds to 12000 data points. Simply using the time-series in the sliding window as the feature vector will lead to the curse of dimensionality. Hence, we compress the time-series data in a given window into a low dimensional space (which is achieved by extracting features in that window). In our case, we calculate over 700 time-series features using Tsfresh Python package [16] . The feature vector includes scalar features (e.g., entropy, mean, trend etc.) and vector features (e.g., power spectral density using Welch's method, coefficients of FFT, CWT, ARIMA etc. [16] ). Feature selection is performed using statistical relevance tests [16] . This type of feature engineering approach reduces the dimension of our time-series data to around 100. The top 10 features in the 100 down-selected features include partial autocorrelation lag, FFT coefficients, index mass quantile, time-reversal asymmetry statistic, spectral centroid (mean), variance, skew, and kurtosis of the absolute Fourier transform spectrum, aggregated linear trend, and change quantiles [16] . RF model uses these down-selected features instead of each data point in the time window.
For classification, we label the seismic signal based on the ground truth images. This results in three label classes. Class-1 correspond to signals that are far away in time from a major eruption event. That is, any data point in the seismic signal that falls beyond 3 minutes before the eruption event is categorized as Class-1, which can be due to geyser recharge or remnant noise. Class-2 describes the signals that are within 1 minute to 3 minutes before the eruption. This label corresponds to precursors to a major eruption event. Class-3 represent the signals that fall within the major eruption event, which is 2 minutes. In this state, the geyser is degassing and releasing CO 2 -rich fluids out of the wellbore rapidly. RF classifier constructed on the training dataset is then applied to distinguish these three classes on the test dataset.
Algorithm 1 Overview of proposed ML methodology to classify geyser state from noisy seismic signals 1: Input: Seismic time-series X t and eruption event times. 2: Preprocessing:
• Apply BH filter with corner/cut-off frequency of 0.1 on X t using Obspy Python package. This results in a filtered signal X h t .
• Fit AR(p) model on 5% of the filtered data X h t using statsmodels Python package.
• One-step AR(p) model predictionX h t on the rest of the 95% of the data.
• Calculate PEF, which is X P EF t = X h t −X h t . 3: Multi-class classification:
• Seismic time-series labeled into three different classes:
-Class-1: System is far away from eruption.
-Class-2: System is close to eruption. This state corresponds to possible precursor in seismic signal. -Class-3: System is in the stage of eruption.
• Feature extraction and feature selection on X h t and X P EF t using Tsfresh Python package.
• RF classifier construction on down-selected features on training data. ML analysis performed using scikit-learn Python package.
4:
Output: Classification results on test data.
• Geyser state is in either Class-1 or Class-2 or Class-3.
• RF classifier accuracy for only BH filtered seismic data, which is X h t .
• RF classifier accuracy for BH filtered + AR(p) model filtered seismic data, which is X P EF t .
RESULTS
In this section, we present preprocessing and classification results of the proposed ML methodology. Fig. 4 and Fig. 2(c) show examples of the recorded signals at RGEYB on days July 7, 2017, and July 11, 2017. The seismic sensor RGEYB provides 3 components. Seismic component-1, 2, and 3 correspond to vertical motion of the ground, North-South direction, and East-West direction. The amplitude of the eruption is relatively small compared to the anthropogenic noise. Quantitatively, the amplitude of the seismic signal around the major eruption event is approximately less than 1% of the peak amplitude of the noise signal. As there are roads, crops, and animal activity around the well, the effect of human noise on the recorded seismic signals is significant. It should be noted that noise is high from 7 AM to 4 PM. During this time there is a lot of farming activity and car/truck movement near the geyser.
In this paper, we analyze 18 days of data collected at RGEYB. This corresponds to the data collected from May-1-2017 to November-1-2017. We concentrate on seismic component-1, which is the vertical motion of the ground. Based on our data analysis, the other two seismic components also showed similar characteristics, and are not shown here for the sake of conciseness. Also, we note that not much information could be obtained from infrasound signals. As the seismometer RGEYB is located right next to the geyser (see Fig. 2(a) ), it becomes sensitive to the weather conditions. Fig. 5(a) and Fig. 5(c) show an example of the daily trend in the seismic signal. To construct the daily trend, we calculate the average of seismic amplitude over all the data points sampled in a given second. Each second of the recorded seismic signal contains 200 raw data points. The average seismic amplitude is plotted to show the temperature effect on the seismic signal. The peak in average seismic amplitude is located around 6 AM local time in Chimayó, NM, which is the coolest hour of the day. Fig. 5 (a) also shows that the time-series in the last few days become less stable. This is due to the monsoon season in Chimayó, NM [40] . These seasonal trends and temperature effect can be removed via a high-pass filter with appropriate corner frequency. After removing the temperature effect, we train and apply AR(p) model to reduce the anthropogenic noise from univariate time-series data. As described in Sec. 2.2, 5% of the entire 18 days of data is used to train the AR(p) model for predicting the anthropogenic noise. To construct the AR(p) model, we used statsmodels Python package [39] . Other inputs or parameters for AR(p) model are as follows: OLS solver estimates the AR(p) model coefficients with convergence tolerance of 10 −8 . AIC is used for selecting the optimal lag length. Fig. 6 shows the AR(p) model prediction of background noise. We perform one-step prediction of the AR(p) model on the rest of the data. It should be noted that the entire 18 days of seismic data is analyzed. For illustration purposes, we only show certain representative chunks of time-series that are mean-shifted, stacked, and concatenated together. From these figures, it is clear that the AR(p) model predicts the background noise relatively well when compared to the eruption signals with a R 2 -score of 0.86 on the remaining 95% data. As a result, PEF subtracts the predictions of AR(p) model from the BH-filtered seismic signal to obtain high SNR data. Fig. 7 show examples of high SNR signals obtained from the AR(p) filtering process. The results in Fig. 6(b) and Fig. 7 show that PEF largely reduces the variance of the anthropogenic noise while still keeping the precursors and eruption event signals. It is also very interesting to see that the same AR(p) model works well on different eruptions. In addition to PEF filtered signals, Fig. 7 also provides RFclassifier prediction of geyser state. From this figure, it is evident that the ground truth and RF-classifier predictions at the end of the classes are close to each other. Hence, we can infer that RF-method on the PEF filtered signals is able to predict various classes accurately (≈ 94%). Table 1 provides a summary of classification accuracy of different ML methods to discern geyser state from noisy data. Three different methods are investigated, which are DTW, RF without PEF, and RF with PEF. To construct RF-model, we used scikit-learn Python package [42]. 14 days (approx. 70%) of the data is used for training and remaining 4 days (approx. 30%) is used for testing. k-nearest neighbors with DTW [30] is applied for geyser state classification. The value of k is chosen to be equal to 1. The number of trees in the random forest ML-model is equal to 100 and bootstrapping is used when building trees. Gini criterion [32] is used to measure the quality of split for the tree nodes. A minimum number of samples required to be at a leaf node is equal to 1 and all the training samples are given equal weight. Classification accuracy is based on precision, recall, and F 1 -score over three classes. Precision tells us about the positive predictive value.
That is the proportion of positive identifications of geyser states that are actually correct. Recall provides the proportion of actual positives that are identified correctly. The F 1 -score provides the weighted average of the precision and recall. Classification accuracy reaches the best and worse when F 1 -score is equal to 1 and 0. Table. 2 provides the precision, recall and F 1 -score averaged over three classes. From these tables, it is evident that DTW with 1-nearest neighbor performs poorly. The most surprising aspect of classification results is that RF without PEF also performs decently. Meaning that RF prediction on the partially-filtered seismic data after removing temperature effects has an average F 1 -score of 0.87. However, RF classification is enhanced significantly after removing the anthropogenic noise (which is by applying AR(p) model on the seasonal/temperature filtered seismic data). From these tables, it is clear that the RF classifier with PEF can distinguish the geyser states better (greater than 90%) than RF without PEF. Moreover, the results (see Fig. 7 ) from the proposed ML approach implies that the time-series near the eruption (Class-2) are substantially different from the time-series data long before the eruption (Class-1). The precursors can be bubbling activity, minor eruption or CO 2 -rich fluid slowing oozing out of the wellbore or small CO 2 -bubbles coalescing to form larger bubbles, which was not previously identified. Therefore, the inference from this classification study reinforces the fact that precursory signals [10, 13] exist in the seismic data before the major eruption event takes place.
CONCLUDING REMARKS
In this paper, we presented a ML methodology to classify Chimayó geyser state using noisy seismic signals. Our method is based on Random Forests combined with Butterworth-Highpass filter and AR(p) model. First, we provided site description, sensor information, and data sources of Chimayó geyser. Sensor data analysis and classification of geyser state is focused on the seismic station RGEYB, which is closest to the geyser location. We also described the types of noises present in the seismic data during the data collection process. Second, to achieve high SNR, we proposed an approach to preprocess the seismic signals to remove different types of noises. In the first stage of the filtering process, BH filter is used to remove the seasonal trend and temperature effects. This filtering method allows higher frequencies to pass through, thereby removing the effects of temperature on the seismic signals. Then, in the second stage of the filtering process, AR(p) model is used to remove/reduce the background noise. AR(p) model is trained on this noise using 5% of the seismic data. Then, it is used for predicting background noise on the remaining 95% of the data. The corresponding prediction accuracy of AR(p) model is greater than 85%. Results showed that AR(p) model largely reduces the variance of the anthropogenic noise while still keeping the precursors and eruption event signals. Once these noises (seasonal, temperature, animal, and human activities) are removed, we use RF to classify the filtered signals. Time-series features are extracted and down-selected using statistical relevance tests for RF classification. 14 days of data is used for training and 4 days of data is used for testing the RF-model. The average classification accuracy of RF-model on the unseen filtered data is greater than 90%. Moreover, the event discrimination ML methodology reinforces that precursors in seismic signals exist in the data before the major eruption event takes place. This demonstrates the capability of the proposed ML approach to distinguish eruption and precursory signals from background noise. The proposed ML approach is general and is not limited to geyser state classification. It can readily be applied to datasets to detect anomalies or disruptions or noises in the data, thereby amplifying the signals that may constitute a physical phenomenon not detected in past. Lastly, the proposed approach streamlines the development of forecasting methods to extract useful and real-time actionable information in noisy environments.
RGEYB Seismometer, Infrasound Sensor, and Motion Sensor Red lines in this map correspond to faults [2, 8] . The seismic sensor RGEYB is located closest to the geyser and is shown in black dot. Infrasound signals are also collected at this seismic station. A motion sensor is also installed at RGEYB so that it captures the images of the eruption events. These eruption images are then used to create labels for seismic signals collected at RGEYB. 
