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Abstract. In this paper, important concepts from finite group theory are translated to localities,
in particular to linking localities. Here localities are group-like structures associated to fusion
systems which were introduced by Chermak. Linking localities (by Chermak also called proper
localities) are special kinds of localities which correspond to linking systems; thus they contain
the algebraic information that is needed to study p-completed classifying spaces of fusion systems
as generalizations of p-completed classifying spaces of finite groups.
Because of the group-like nature of localities, there is a natural notion of partial normal sub-
groups. Given a locality L and a partial normal subgroup N of L, we show that there is a largest
partial normal subgroup N⊥ of L which, in a certain sense, commutes elementwise with N and
thus morally plays the role of a “centralizer” of N in L. This leads to a nice notion of the gen-
eralized Fitting subgroup F ∗(L) of a linking locality L. Building on these results we define and
study special kinds of linking localities called regular localities. It turns out that there is a theory
of components of regular localities akin to the theory of components of finite groups. The main
concepts we introduce and work with in the present paper (in particular N⊥ in the special case
of linking localities, F ∗(L), regular localities and components of regular localities) were already
introduced and studied in a preprint by Chermak. However, we give a different and self-contained
approach to the subject where we reprove Chermak’s theorems and also show several new results.
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1. Introduction
1.1. Fusion systems and linking localities. A saturated fusion system is a category F together
a finite p-group S such that the objects of F are all the subgroups of S and morphisms are
injective group homomorphisms subject to certain axioms. Any finite group G with a Sylow
p-subgroup S leads to a saturated fusion system FS(G) whose morphisms are the conjugation
maps by elements of G. Under a different name, saturated fusion systems were first introduced by
Puig in the 1990s (cf. [Pui06]). Later on, for the purposes of homotopy theory, Broto, Levi and
Oliver [BLO03] introduced centric linking systems associated to saturated fusion systems. The
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longstanding conjecture that there is a unique centric linking system associated to every saturated
fusion system was proved by Chermak [Che13]. In this context, Chermak introduced group-like
structures called localities.
Even though Oliver [Oli13] gave a proof of the existence and uniqueness of centric linking
systems which does not involve localities, we feel that it is nevertheless useful to investigate
localities further to gain a deeper understanding of the theory of fusion systems. Chermak started
in three preprints [Che15a, Che15b, Che16] to develop a theory of localities akin to the local
theory of groups, and in the joint preprint [CH] by Chermak and the author of the present paper
we relate these concepts to corresponding concepts in fusion systems. We believe that the theory
of localities and its close connection to the theory of fusion systems will make simplifications
possible in Aschbacher’s program to revisit the proof of the classification of finite simple groups
via classification theorems for fusion systems. A proper understanding of localities might moreover
motivate a more comprehensive extension theory of saturated fusion systems. The results from
Chermak’s preprint [Che16] are needed in [CH] and we expect them also to be of major importance
in all future endeavors. Unfortunately, some of Chermak’s arguments are rather complicated and
difficult to read, and some proofs seem to be incorrect in the details. While we believe that there
would be direct ways to fill in the gaps in Chermak’s proofs of the main results in [Che16], we have
nevertheless chosen to give a different and self-contained approach to the subject in the present
paper. In particular, we simplify and generalize many of Chermak’s arguments, and we prove some
new results which seem natural and useful to include. Some of the similarities and differences to
Chermak’s approach will be summarized in Subsection 1.5. Further pointers are given throughout
the text. With clean proofs of the results presented in this paper in place, it is possible to obtain
new proofs of many theorems about fusion systems stated in [Asc11]. In [CH, Hen21a, Hen21b]
such new proofs as well as some new results about fusion systems are obtained as a byproduct of
the correspondences between localities and fusion systems shown in [CH].
We will now explain the main results shown in this paper. Throughout let p be a prime. The
reader is referred to [Che15a] (or to the summary in Section 4) for an introduction to partial
groups and localities. Roughly speaking, a partial group is a set L together with a “product”
Π: D → L defined on a set D of words in L and with an “inversion map” L → L, f 7→ f−1
subject to certain group-like axioms. A locality is a triple (L,∆, S) where L is a finite partial
group, S is a maximal p-subgroup of L and ∆ is a set of subgroups of S which in a certain
sense determines the domain of the product on L. There is a natural notion of conjugation and
thus of normalizers and centralizers in partial groups. It follows from the precise definition of
a locality that, for any locality (L,∆, S) and any P ∈ ∆, the normalizer NL(P ) forms a finite
group. Moreover, every locality (L,∆, S) leads naturally to a fusion system FS(L). We will say
that (L,∆, S) is a locality over F to indicate that F = FS(L). The following definition is central.
Definition 1. • A finite group G is said to be of characteristic p if CG(Op(G)) ≤ Op(G).
• A locality (L,∆, S) is called a linking locality if FS(L)cr ⊆ ∆ and NL(P ) is of characteristic
p for every P ∈ ∆.
For a fusion system F , we use a slightly non-standard definition of Fcr here, which ensures that
the fusion system of a linking locality is saturated (cf. Definition 3.1 and Theorem 4.26). Linking
localities over a fusion system F as defined above correspond to linking systems associated to F
in the sense of [Hen19]. Chermak [Che15b, Che16] uses the term proper locality instead of linking
locality, and this terminology is also used in [CH].
Because localities are so group-like, there is a natural notion of partial normal subgroups of L
(cf. Definition 4.6). We will write N E L to indicate that N is a partial normal subgroup of L.
1.2. Commuting partial normal subgroups. In a group, the centralizer of any subset is a
subgroup and the centralizer of any normal subgroup is again normal. The situation is more
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complicated in localities, where centralizers of subsets are naturally defined, but rarely turn out
to be partial subgroups. If (L,∆, S) is a linking locality and N E L, then it seems that the
centralizer CL(N ) is just not quite the right object to consider in general. However, it turns
out that there is a partial normal subgroup N⊥ of L that morally should be thought of as a
replacement for the centralizer of N . To describe our results in more detail, we will use the
following definition.
Definition 2. Let X and Y be subsets of a partial group L with partial product Π: D→ L. For
(x, y) ∈ D set xy := Π(x, y).
The subset X is said to commute (elementwise) with Y if, for all x ∈ X and y ∈ Y, the following
implication holds:
(x, y) ∈ D =⇒ (y, x) ∈ D and xy = yx.
We say that X fixes Y under conjugation if, for all x ∈ X and y ∈ Y, the following implication
holds:
y ∈ D(x) =⇒ yx = y.
Here for any x ∈ L, the set D(x) := {y ∈ L : (x−1, y, x) ∈ D} is the set of elements of L for which
conjugation by x ∈ L is defined, and we set yx := Π(x−1, y, x) for all y ∈ D(x).
The centralizer of X in L is defined by
CL(X ) := {y ∈ L : x ∈ D(y) and xy = x for all x ∈ X}.
Morally, both the condition that X commutes with Y and the condition that X fixes Y under
conjugation should be thought of as a “weak centralizing condition”. However, these conditions
do not imply in general that Y ⊆ CL(X ). Indeed, it can happen that, for all x ∈ X and y ∈ Y,
we have (x, y) 6∈ D (or similarly y 6∈ D(x)). This leads to examples where X commutes with Y,
but Y does not commute with X and similarly to examples where X fixes Y under conjugation,
but Y does not fix X under conjugation. Also, while it is true that Y fixes X under conjugation
if X commutes with Y, the converse does not hold in general. In contrast, we show in Lemma 4.5
that Y ⊆ CL(X ) if and only if X ⊆ CL(Y); moreover, if so, then X commutes with Y and vice
versa; similarly X fixes then Y under conjugation and vice versa.
The above observations indicate that the condition that X commutes with Y or that X fixes
Y under conjugation is only meaningful if one puts further assumptions on X and Y. Indeed we
obtain interesting results if we consider partial normal subgroups of localities. Our most important
findings are summarized in the following theorem.
Theorem 1. Let (L,∆, S) be a locality with partial product Π: D→ L. Let M and N be partial
normal subgroups of L.
(a) There is a partial normal subgroup N⊥ of L, which is (with respect to inclusion) the
largest partial normal subgroup of L that commutes with N . We have N ⊆ (N⊥)⊥ and
N⊥ ∩ S ≤ CS(N ).
(b) The following conditions are equivalent:
(i) M commutes with N ;
(ii) N commutes with M;
(iii) M fixes N under conjugation.
(c) (MN )⊥ =M⊥ ∩N⊥.
(d) Suppose that M and N commute, let m ∈M and n ∈ N with (m,n) ∈ D. Then
Sm ∩ Sn = S(m,n) = S(n,m).
If (L,∆, S) is a linking locality, then even Smn = S(m,n).
(e) If (L,∆, S) is a linking locality, then properties (i)-(iii) from part (b) are also equivalent
to the following properties:
(iv) M∩ S ⊆ N⊥ and N ∩ S ⊆ CS(M).
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(v) M∩ S ⊆ N⊥ and N ∩ S ⊆M⊥.
(f) Suppose (L,∆, S) is a linking locality. If Fq ⊆ ∆ or if δ(F) ⊆ ∆ (with δ(F) as introduced
below), then
N⊥ ∩ S = CS(N ).
We remark that, if M and N are partial normal subgroups of a locality (L,∆, S), then it is
shown in [Hen15, Theorem 1] that MN E L. Hence, statement (c) of Theorem 1 makes sense.
The idea to study commuting partial normal subgroups of localities and to characterizeN⊥ as in
Theorem 1(a) appears to be new. A partial normal subgroup denoted by N⊥ was however already
defined and studied by Chermak [Che16, Definition 5.5] for linking localities (which Chermak
calls proper localities). We show in Corollary 10.9 that Chermak’s notion coincides with ours in
this special case. Indeed, if (L,∆, S) is a linking locality, then Corollary 10.9 gives a concrete
description of N⊥ and of N⊥ ∩ S; this leads also to a fairly general sufficient condition for
N⊥ ∩ S = CS(N ).
With the definition of N⊥ in place, we are now able to define and study the generalized Fitting
subgroup of a linking locality. Recall that, for a finite group G, the generalized Fitting subgroup
F ∗(G) is the smallest normal subgroup N of G with F (G) ≤ N and CG(N) ≤ N . Here F (G) is
the Fitting subgroup, which is the product of the subgroups Oq(G), where q runs over all primes
dividing |G|. Since for a linking locality (L,∆, S) every non-trivial partial normal subgroup of L
intersects non-trivially with the p-group S (which plays the role of a “Sylow subgroup” of L), one
should think of Op(L) as the “Fitting subgroup” of L. Similarly, N⊥ should be thought of as a
replacement for the centralizer of a partial normal subgroup N of L. This motivates the following
definition.
Definition 3. Let (L,∆, S) be a linking locality and N E L.
• Define N to be centric radical if N⊥ ⊆ N and Op(L) ⊆ N .
• The generalized Fitting subgroup F ∗(L) is defined as the intersection of all centric radical
partial normal subgroups.
The following theorem will be proved towards the end of Section 10. It generalizes [Che16,
Lemma 6.7, Corollary 6.9].
Theorem 2. If (L,∆, S) is a linking locality, then the intersection of any two centric radical
partial normal subgroups of L is again centric radical in L. In particular, F ∗(L) is a centric
radical partial normal subgroup of L.
We will use the generalized Fitting subgroup now to define a class of particularly nice linking
localities.
1.3. Regular localities. Fix a saturated fusion system F over a finite p-group S. The set Fs of
subgroups of S which are subcentric in F is defined in [Hen19, Definition 1]. Whenever (L,∆, S)
is a linking locality over F , then ∆ ⊆ Fs. Moreover, by [Hen19, Theorem A], there exists a
linking locality (Ls,Fs, S) over F which is unique up to a suitable notion of isomorphism. We
call such a linking locality a subcentric locality over F . While subcentric localities have many nice
properties, in some situations it is better to work with another class of linking localities which we
will introduce now following Chermak’s ideas [Che16]. The previously stated results on N⊥ and
F ∗(L) are important in this context.
If (Ls,Fs, S) is a subcentric locality attached to F set
δ(F) := {P ≤ S : P ∩ F ∗(Ls) ∈ Fs}.
It can easily be shown that δ(F) does not depend on the choice of Ls. Moreover, we have
δ(F) = {P ≤ S : P ∩ F ∗(L) ∈ Fs}
for any linking locality (L,∆, S) over F (cf. Lemma 11.2).
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Remark 1. We will prove in a forthcoming paper that FS∩F ∗(Ls)(F ∗(Ls)) = F ∗(F) for every
subcentric locality (Ls,Fs, S) over F . Here F ∗(F) is the generalized Fitting subsystem of F which
can be defined purely in terms of the fusion system F . Therefore, one can indeed characterize
δ(F) without any reference to localities. Namely, if F ∗(F) is a subsystem of F over T ∗ ≤ S, then
δ(F) := {P ≤ S : P ∩ T ∗ ∈ Fs}.
Using Lemma 11.11(f), one can conclude from this that δ(F) is the set of all subgroups of S
containing an element of F ∗(F)s.
In Lemma 11.4 it is proved that δ(F) is closed under taking F-conjugates and overgroups in
S and that Fcr ⊆ δ(F) ⊆ Fs. By [Hen19, Theorem A], this implies that there exists a linking
locality (L, δ(F), S) over F which is unique up to a suitable notion of isomorphism.
Definition 4. A linking locality (L,∆, S) over F is called regular if ∆ = δ(F).
We develop a theory of regular localities in Sections 11 and 12. The reader is referred to these
sections for details, but we present a few highlights here. If (L,∆, S) is a locality and H is a
partial subgroup of L, then FS∩H(H) denotes the fusion system over S ∩ H which is generated
by the maps between subgroups of S ∩ H that are induced by conjugation with an element of
H. The perhaps most notable property of regular localities is that partial normal and partial
subnormal subgroups of regular localities are again regular localities. More precisely, for partial
normal subgroups, we show the following theorem which is the same as Chermak’s Theorem C in
[Che16]. The reader is also referred to Theorem 11.16, which implies Theorem 3 and gives some
additional information about partial normal subgroups of regular localities.
Theorem 3 (Chermak). Let (L,∆, S) be a regular locality, let NEL, T := N∩S and E := FT (N ).
Then E is saturated, (N , δ(E), T ) is a regular locality over E and
δ(E) = {P ≤ T : PCS(N ) ∈ ∆}.
Moreover CL(N ) = N⊥ = Op(CL(S ∩N ))CS(N )E L.
As a consequence, one can prove by induction on the length of a subnormal series that, for
every partial subnormal subgroup H of a regular locality (L,∆, S), the fusion system FS∩H(H) is
saturated and (H, δ(FS∩H(H)), S ∩H) is a regular locality over FS∩H(H). This makes it possible
to define and study components of regular localities.
Definition 5. • A partial group L is called simple if it has precisely two partial normal
subgroups, namely {1} and L.
• For any locality (L,∆, S), the p-residue Op(L) is defined to be the intersection of all partial
normal subgroups N of L with SN = L.
• If (L,∆, S) is a linking locality, then define L to be quasisimple if L = Op(L) and L/Z(L)
is simple.
• If (L,∆, S) is a regular locality, then a partial subnormal subgroup K of L is called a
component of L if K is quasisimple. The set of all components of L is denoted by Comp(L).
We develop a theory of components of regular localities in Section 12. A summary of the most
important properties is given in the next theorem. If C = {K1, . . . ,Kn} is a set of n distinct partial









i=1Ki and say that
∏
K∈CK is well-defined. Set moreover
∏
K∈∅K := {1}.
A notion of internal central products of partial groups is defined in Section 5.
Parts (a)-(c) of Theorem 4 have some resemblance to Chermak’s Theorem 8.5 in [Che16], even
though Chermak does not use the concept of central products of partial groups. Parts (d) and (e)
of Theorem 4 appear to be completely new.
Theorem 4. Let (L,∆, S) be a regular locality. Then the following hold.
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(a) If C ⊆ Comp(L), then
∏
K∈CK is well-defined and a partial normal subgroup of F ∗(L);
moreover
∏





is well-defined and a central product of the components of L.
(b) E(L)E L and E(L) ⊆ Op(L)⊥.
(c) The generalized Fitting subgroup F ∗(L) is a central product of Op(L) and the components
of L. In particular, F ∗(L) = E(L)Op(L) = Op(L)E(L).
(d) If H EE L and K ∈ Comp(L) with K 6⊆ H, then K ⊆ CL(H) and KH = HK EE L is a
central product of K and H.
(e) The following conditions are equivalent:
(i) F is constrained;
(ii) L is a group of characteristic p;
(iii) F ∗(L) = Op(L);
(iv) Comp(L) = ∅.
The partial normal subgroup E(L) defined above is called the layer of L.
1.4. E-balance. An important ingredient in the proof of the classification of finite simple groups
is the L-balance Theorem of Gorenstein and Walter [GW75]. Aschbacher [Asc11, Theorem 7]
proved a version of this theorem for fusion systems. More precisely, he showed that, if F is a
saturated fusion system, then E(NF (X)) ⊆ E(F) for every fully F-normalized subgroup X ≤ S.
It is not quite so easy to find the right setting to formulate an E-balance theorem for linking
localities. As explained before, regular localities have the advantage that there is a nice theory of
partial subnormal subgroups and components. However, it is difficult to consider normalizers of p-
subgroups in regular localities. More precisely, if we work with a regular locality (Lδ, δ(F), S) over
F and X ≤ S is fully F-normalized, then we do not see any canonical way to construct a regular
locality (or indeed any linking locality) over NF (X) which lies inside of Lδ. Therefore, it seems
necessary to work with a subcentric locality (L,∆, S) over F . Given a fully F-normalized subgroup
X ≤ S, there is then a construction of a partial group NL(X) contained in NL(X) such that
(NL(X), NF (X)s, NS(X)) is a subcentric locality over NF (X) (cf. Subsection 4.9). Unfortunately,
subcentric localities have the disadvantage that partial normal and partial subnormal subgroups
are not necessarily subcentric localities (or linking localities of any kind). However, we think that
the typical arguments used in the classification of finite simple groups can be implemented in the
locality setting if one works simultaneously with a subcentric locality and a regular locality over
the same fusion system F . For E-balance this is demonstrated below; the approach will be taken
further in a forthcoming paper with Valentina Grazian.
If (L,∆, S) is a subcentric locality over a fusion system F , there is always a natural way to find
a regular locality Lδ = L|δ(F) over F inside of (L,∆, S) (cf. [Che13, Definition 2.20] and [Hen20,
Subsection 2.6]). Moreover, by [Che15b, Theorem A2] or by [Hen20, Theorem C(a)], there is a
unique partial normal subgroup E(L) of L with
E(L) ∩ Lδ = E(Lδ).
Again, we call E(L) the layer of L. With the definition of the layer of a subcentric locality in
place, it is possible to formulate and prove the following theorem.
Theorem 5 (E-balance, Chermak). Let (L,∆, S) be a subcentric locality over F and let X ≤ S
be fully F-normalized. Then
E(NL(X)) ⊆ E(L).
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Chermak [Che16, Theorem 9.9] states the E-balance theorem in a slightly weaker form. Our
proof mainly follows his, even though we formulate and prove the necessary preliminary results
differently (cf. Lemma 13.6 and Lemma 13.7). As Chermak communicated to us privately, he
observed in the meantime independently that his proof generalizes to show the statement in
Theorem 5.
Given the technical subtleties explained above, the reader might wonder why we propose to
work with localities rather than with fusion systems to generalize arguments from the proof of
the classification of finite simple groups. One reason is that the arguments in the fusion system
setting often use the existence of models for constrained normalizers of p-subgroups. Since all these
models can be seen in the subcentric locality, many arguments should become more transparent in
the locality setting. The second and more serious reason is that there are difficulties encountered
in Aschbacher’s program because, in the fusion system setting, centralizers of certain components
of involution centralizers are not defined. Therefore, it seems impossible to prove a fusion system
version of Aschbacher’s component theorem [Asc75] in full generality (cf. [Asc19]). Perhaps the
existence of appropriate centralizers can be shown inside of a subcentric locality. At least, as a
starting point, centralizers in S of local components are defined.
1.5. Overview and comparison to Chermak’s approach. The principal line of thought in
the present paper is the same as in Chermak’s preprint [Che16]. Namely, we first define and study
N⊥, and building on that we introduce F ∗(L); then we use these notions to define regular localities
and prove the results stated above. Compared to Chermak’s paper, we study N⊥ however in much
more detail and generality. This includes introducing the concepts defined in Definition 2. We
prove moreover many results about commuting partial normal subgroups and N⊥ for arbitrary
localities (cf. Theorem 1(a)-(d) and Subsection 6.2). In contrast, Chermak introduces N⊥ only
for linking localities. While Chermak proves in this special case that N⊥ commutes with N and
some additional properties hold (cf. [Che16, Theorem 5.7(c)]), we are able to give some stronger
information in Theorem 1(a),(b),(d).
In Corollary 10.9 we show that, in the case of linking localities, our definition ofN⊥ is equivalent
to Chermak’s definition. The equality that we thereby show is actually important for many of the
arguments used subsequently. The surrounding results in Section 10 are very much inspired by
Chermak’s approach. However, in many cases we are able to give more general formulations of
lemmas and theorems that Chermak proves only under special assumptions on the object sets of
linking localities. In this context, both in Chermak’s work and in ours some technical results are
needed that make it possible to decompose elements of a locality (L,∆, S) as products of elements
which lie in normalizers of certain elements of ∆. While Chermak [Che16, Theorem 3.12] shows
a somewhat specialized decomposition result, we build on Alperin’s Fusion Theorem for localities
as it was proved by Molinier [Mol18]. In the form of Lemma 7.5, this enables us to decompose
elements of a fixed partial normal subgroup in a certain way. Thereby we are naturally led to
the concept of N -radical elements of ∆, which we study in Section 7. When we apply the results
on N -radical subgroups in later sections, in many cases it is (at least a priori) necessary to make
some assumption on the object set of a linking locality (L,∆, S). This motivates us to define
N -replete localities in Definition 9.1 as linking localities with object sets that are in a certain
sense large enough. We prove some sufficient conditions for a linking locality to be N -replete (cf.
Lemma 9.4 and Corollary 9.6). In particular, it turns out that every subcentric locality (L,∆, S)
is N -replete for every N E L. This enables us to prove many results about arbitrary linking
localities by reducing to the N -replete case. The principal strategy to make reductions to linking
localities with particularly nice object sets goes back to Chermak. It should be mentioned that
there are also some cases (for example in the proof of Lemma 10.7) where we are able to prove
surprisingly strong results about arbitrary linking localities by direct arguments.
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To point out a further technical detail, we find it convenient in this text to work with (internal)
central products of partial groups, a concept that is not mentioned in Chermak’s paper. We
introduce such central products in Section 5. If M and N are partial normal subgroups of a
partial group L, then the following implications hold by Lemma 5.8 and Lemma 4.5:
MN is a central product of M and N =⇒M⊆ CL(N ) =⇒M commutes with N
If (L,∆, S) is a regular locality, then Lemma 11.22 shows that the above implications are actually
equivalences. The concept of central products leads to elegant formulations of certain results about
components (cf. Theorem 4(a),(c),(d) and Theorem 12.18(a)-(d)). In particular, the connection
between partial subnormal subgroups and components becomes very transparent in this language.
1.6. Background references. We seek to keep the background references we rely on to a mini-
mum. For fusion systems we build mainly on Sections 1-7 of [AKO11, Part I]. The proof of [Hen20,
Theorem C], which we cite below, uses moreover the construction of factor systems as introduced
in [AKO11, Section II.5].
For the theory of localities we rely on Chermak’s fundamental preprint [Che15a] (with earlier
versions of many results published in [Che13]). For many properties of linking localities we build
on [Hen19]. In particular, the existence and uniqueness of centric linking systems [Che13, Oli13,
GL16] is used through [Hen19, Theorem A] to define the set δ(F) and to show the existence
and uniqueness of regular localities (cf. Remark 4.25). Our proofs use moreover Theorem C,
Theorem 5.1 and some elementary lemmas from [Hen20], as well as the main results from [Hen15]
and [Mol18].
It should be mentioned that [Hen19, Theorem A] is essentially the same as [Che15b, The-
orem A1] and that the first part of [Hen20, Theorem C] revisits [Che15b, Theorem A2]. We
have chosen not to rely on any results from Chermak’s preprints [Che15b, Che16] for our proofs.
Therefore, in Section 8, we revisit definitions and results from the final section of [Che15b].
Acknowledgement. The author thanks Andrew Chermak for many interesting discussions. This
paper never would have been written without his ideas and deep insights. As explained before in
more detail, many results proved in the present paper are similar or identical to the results stated
in [Che16].
2. Some group-theoretic lemmas
Recall that a finite group G is of characteristic p if CG(Op(G)) ≤ Op(G). We will frequently
use the following properties.
Lemma 2.1. If G is a group of characteristic p, then the following hold:
(a) Every normal subgroup of G is of characteristic p.
(b) For every p-subgroup P of G, the normalizer NG(P ) is of characteristic p.
Proof. See [MS12, Lemma 1.2(a),(c)]. 
Lemma 2.2. Let G be a finite group of characteristic p and let U be a normal p-subgroup of G
with COp(G)(U) ≤ U . Then CG(U) ≤ U .
Proof. As [Op(G), CG(U)] ≤ COp(G)(U) ≤ U , we have
[Op(G), O
p(CG(U))] = [Op(G), O
p(CG(U)), O
p(CG(U))] = 1.
Since CG(Op(G)) ≤ Op(G) does not contain any p′-elements, it follows that Op(CG(U)) = 1. This
means that CG(U) is a normal p-subgroup of G, i.e. CG(U) ≤ COp(G)(U) ≤ U . 
Lemma 2.3. Let G be a finite group with a normal p-subgroup U . Let α ∈ Aut(G) be a p′-
automorphism with [G,α] ≤ U and [U,α] = 1. Then α = idG.
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Proof. Take the semidirect product H := 〈α〉G and consider G as a subgroup of H. As [G,α] ≤
U EG, the group G acts on R := 〈α〉U . Since [U,α] = 1, we have R = 〈α〉 ×U and 〈α〉 = Op′(R)
is normalized by G. Hence, [G,α] ≤ U ∩ 〈α〉 = 1 and so α = idG. 
If H is a group, then we denote by H ′ the commutator group [H,H] of H.
Lemma 2.4. Let G be a finite group and N E G. Suppose U is a normal p-subgroup of G such




Proof. As U ≤ N , we have CG(N) ≤ CG(U) and thus Op(CG(N)) ≤ Op(CG(U)). So it remains
to show that Op(CG(U)) ≤ CG(N) and CG(U)′ = [CG(U), CG(U)] ≤ CG(N). Our assumptions
yield
[N,CG(U)] ≤ CN (U) ≤ U.
Now Lemma 2.3 applied with N in place of G gives that every p′-element of CG(U) acts triv-
ially on N by conjugation. So Op(CG(U)) ≤ CG(N). Moreover, [N,CG(U), CG(U)] = 1 =
[CG(U), N,CG(U)]. So the Three-Subgroup-Lemma implies [CG(U), CG(U), N ] = 1. 




Proof. Notice that U EG as U is characteristic in N . Since G is of characteristic p, Lemma 2.1(a)
gives that N is of characteristic p, which means CN (U) ≤ U . Hence the assertion follows from
Lemma 2.4. 
Lemma 2.6. Let G be a finite group and P a p-subgroup of G. Then the following properties
hold:
(a) If P is subnormal in G, then P ≤ Op(G).
(b) If P is normalized by Op(G), then P EE G and P ≤ Op(G).
(c) We have P ≤ Op(G) if [P,Op(G)] is a p-group.
Proof. Part (a) follows by induction on the length of a subnormal series of P in G.
Assume now that P is normalized by Op(G). Then P E Op(G)P . As G/Op(G) is a p-group,
Op(G)P/Op(G) is subnormal in G/Op(G) and thus Op(G)P EE G. Hence, P EE G and (b)
follows from (a).
Let now P be an arbitrary p-subgroup of G and assume that Q := [P,Op(G)] is a p-group. By
[KS04, 1.5.5], Q is normalized by Op(G) and so (b) gives Q ≤ Op(G). This implies that Op(G)
normalizes Op(G)P . Using (b) again we get P ≤ Op(G)P ≤ Op(G). 
3. Some lemmas on fusion systems
In this section we will show some elementary lemmas on fusion systems which are needed in the
proofs of our main theorems. We will use the results on fusion systems described in Sections 1-
7 of [AKO11, Part I]. We will also adapt the notation and terminology from there, but with
the following two caveats: Firstly, we will write homomorphisms on the right hand side of the
argument and adapt the notation accordingly (similarly as in Part II of [AKO11]). Secondly,
following Chermak [Che15b], we define radical and centric radical subgroups differently, namely
as in Definition 3.1 below.
Throughout this section let F be a fusion system over a finite p-group S.
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3.1. Centric radical subgroups.
Definition 3.1 (cf. [Che15b, Definition 1.8]).
• A subgroup P ≤ S of a fusion system F over S is called F-radical if there exists a fully
F-normalized F-conjugate Q of P such that Op(NF (Q)) = Q.
• We write Fcr for the set of all subgroups of S which are F-centric in the usual sense (cf.
[AKO11, Definition I.3.1]) and F-radical in the sense defined above.
Lemma 3.2. Let P ∈ Fc. If Op(AutF (P )) = Inn(P ), then P ∈ Fcr. If F is saturated, then the
converse holds.
Proof. Fix P ∈ Fc. Notice that we have Op(AutF (P )) = Inn(P ) if and only if the corresponding
property holds for an F-conjugate of P .
Assume first that Op(AutF (P )) = Inn(P ) and pick Q ∈ PF such that Q is fully normalized.
Setting Q∗ := Op(NF (Q)), we have then AutQ∗(Q) ≤ Op(AutF (Q)) = Inn(Q). As CS(Q) ≤ Q,
this implies Q∗ = Q. Thus, P ∈ Fcr.
Suppose now that F is saturated and P ∈ Fcr. Let R be a fully F-normalized F-conjugate of
P with Op(NF (R)) = R. Note that NF (R) is saturated. So as R ∈ Fc, the subsystem NF (R) is
constrained. Thus, by [AKO11, Theorem III.5.10(a)], we may choose a model G for NF (R) with
Op(G) = R = Op(NF (R)). Then
AutF (R) ∼= G/CG(R) ∼= G/Z(R).
Hence, Op(AutF (R)) ∼= Op(G/Z(R)) = R/Z(R) ∼= Inn(R), which implies Op(AutF (R)) = Inn(R)
and then Op(AutF (P )) = Inn(P ). 
If F is saturated, then Lemma 3.2 says that the set Fcr coincides with the set Fcr as it is
defined in [AKO11, Definition I.3.1]). We will use this fact from now on without further reference.
Lemma 3.3. Let P ≤ S such that P is F-radical. Then Op(F) ≤ P .
Proof. Set R := Op(F) and fix Q ∈ PF such that Op(NF (Q)) = Q. Then NR(Q) ≤ Op(NF (Q)) =
Q and thus NRQ(Q) = NR(Q)Q = Q. As QR is a p-group, this implies Q = QR ≥ R. Using that
R is normal in F , one sees now that R ≤ P . 
3.2. The set FcT . The following (non-standard) notation together with Lemma 3.5 below will be
very convenient to use in Sections 7 and 9.
Notation 3.4. Given a subgroup R ≤ S, we write FcR for the set of all subgroups U ≤ R such
that CR(U
∗) ≤ U∗ for every F-conjugate U∗ of U with U∗ ≤ R.
If R is strongly closed, then every F-conjugate of a subgroup of R lies in R. So FcR is in this
case the set of all U ≤ R such that CR(U∗) ≤ U∗ for all U∗ ∈ UF .
Lemma 3.5. Let F be saturated and suppose T is a subgroup of S which is strongly closed in F .
For parts (b),(c),(d) let R ≤ CS(T ) be strongly closed in NF (T ).
(a) If U ≤ T such that there exists a fully F-normalized F-conjugate U∗ of U with CT (U∗) ≤
U∗, then U ∈ FcT .
(b) Let V ≤ R and suppose V ∗ is a fully F-normalized F-conjugate of V . Then V ∗ ≤ R. If
CR(V
∗) ≤ V ∗, then V ∈ FcR.
(c) We have NF (T )
c
R = FcR.
(d) Let T ≤ P ∈ FcTR. Then P ∩R ∈ FcR.
Proof. Notice that (a) follows from (b) applied with (1, T ) in place of (T,R). Let now R, V and
V ∗ be as in (b). By [AKO11, Lemma 2.6(c)], there exists α ∈ HomF (NS(V ), S) with V α = V ∗.
As V ≤ R ≤ CS(T ), we have T ≤ CS(V ) ≤ NS(V ). Since T is strongly closed, it follows that
12 E. HENKE
α is a morphism in NF (T ). As R is strongly closed in NF (T ), we have thus V
∗ = V α ≤ R.
Furthermore, if CR(V
∗) ≤ V ∗, then CR(V )α ≤ CR(V ∗) = Z(V ∗) and thus CR(V ) = Z(V ). The
latter property remains true if we replace V by any F-conjugate V̂ of V with V̂ ≤ R. Hence (b)
holds.
Assume now that V ∈ NF (T )cR. Since have seen that V ∗ is conjugate to V under NF (T ),
we have then CR(V
∗) ≤ V ∗. Hence V ∈ FcR by (b). This proves NF (T )cR ⊆ FcR. Clearly
FcR ⊆ NF (T )cR, so (c) holds.
Let now P be as in (d) and set Q := P ∩ R. By (c) it is sufficient to show that Q ∈ NF (T )cR.
Note that P = TQ by a Dedekind argument. So if ϕ ∈ HomNF (T )(Q,R), then ϕ extends to
ϕ̂ ∈ HomF (P, S) and we have Pϕ̂ = T (Qϕ). As R ≤ CS(T ) and P ∈ FcTR, it follows CR(Qϕ) ≤
CTR(Pϕ̂) ≤ Pϕ̂ and hence CR(Qϕ) ≤ R∩Pϕ̂ = (R∩T )(Qϕ). Observe that R∩T ≤ R∩Z(TR) ≤
R ∩ CTR(P ) ≤ R ∩ P = Q. Since R and T are both strongly closed in NF (T ), it follows
R ∩ T = (R ∩ T )ϕ̂ ≤ Qϕ and CR(Qϕ) ≤ Qϕ. This shows Q ∈ NF (T )cR as required. 
3.3. Properties of the focal and the hyperfocal subgroup. We will use the definition of
the focal subgroup also for fusion systems which are not necessarily saturated. Thus, if F is any
fusion system over a finite p-group S, then we set
foc(F) := 〈x−1(xα) : x ∈ P ≤ S and α ∈ HomF (P, S)〉.
Lemma 3.6. Let foc(F) ≤ T ≤ S. Then T is strongly closed in F .
Proof. If x ∈ T and α ∈ HomF (〈x〉, S), then by definition of the focal subgroup, we have y :=
x−1(xα) ∈ foc(F) ≤ T and thus xα = xy ∈ T . 
Lemma 3.7. Suppose F is saturated and T ≤ S is weakly closed in F . Assume that hyp(CF (T )) ≤
T . Then T ∈ Fq.
Proof. Since F is saturated and T E S, the centralizer CF (T ) is saturated. Moreover, since
TF = {T}, we only need to show that CF (T ) is the fusion system of a p-group. Pick P ≤ CF (T )c.
By Alperin’s fusion theorem (cf. [AKO11, Theorem I.3.5]), it is sufficient to show that AutCF (T )(P )
is a p-group. If ϕ ∈ AutCF (T )(P ) is a p
′-element, then [P,ϕ] ≤ hyp(CF (T )) ≤ T . As ϕ is
a morphism in CF (T ), it follows [P,ϕ] = [P,ϕ, ϕ] = 1. Hence AutCF (T )(P ) is a p-group as
required. 
3.4. Morphisms of fusion systems. Throughout this subsection let F and F̃ be fusion systems
over S and S̃ respectively.
Definition 3.8. A group homomorphism α : S −→ S̃ is said to induce a morphism from F to F̃
if, for each ϕ ∈ HomF (P,Q), there exists ψ ∈ HomF̃ (Pα,Qα) such that (α|P )ψ = ϕ(α|Q).
If α induces a morphism from F to F̃ , then for any ϕ ∈ HomF (P,Q), the map ψ ∈ HomF̃ (Pα,Qα)
as in the above definition is uniquely determined. So if α induces a morphism from F to F̃ , then
α induces a map
αP,Q : HomF (P,Q) −→ HomF̃ (Pα,Qα).
Together with the map P 7→ Pα from the set of objects of F to the set of objects of F̃ this gives
a functor from F to F̃ . Moreover, α together with the maps αP,Q (P,Q ≤ S) is a morphism of
fusion systems in the sense of [AKO11, Definition II.2.2].
Definition 3.9. Suppose α : S −→ S̃ induces a morphism from F to F̃ . Then α is said to induce
an epimorphism from F to F̃ if α is surjective as a map S −→ S̃ and, for all P,Q ≤ S with
ker(α) ≤ P ∩ Q, the map αP,Q is surjective. If α is in addition injective, then we say that α
induces an isomorphism from F to F̃ . Write Aut(F) for the set of automorphisms of S which
induce an automorphism of F , i.e. an isomorphism from F to F .
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If α : S −→ S̃ is an isomorphism of groups, then α induces an isomorphism from F to F̃ if and
only if, for all P,Q ≤ S and every group homomorphism ϕ : P −→ Q, ϕ ∈ HomF (P,Q) if and
only if α−1ϕα ∈ HomF̃ (Pα,Qα).
3.5. Products of fusion systems which centralize each other. In this section we study
certain products of fusion systems. Our results are tailored for use in Theorem 11.15, which is
one of the major steps towards the proof of Theorem 3. We use the following notation.
Notation 3.10. Suppose F1 and F2 are fusion systems over subgroups S1 and S2 of S respectively
such that [S1, S2] = 1 and S1 ∩ S2 ≤ Z(Fi) for i = 1, 2. Then we use the following notation.
• Given Pi, Qi ≤ Si and ϕi ∈ HomFi(Pi, Qi) for i = 1, 2, we write ϕ1 ∗ ϕ2 for the map
P1P2 → Q1Q2 sending x1x2 to (x1ϕ1)(x2ϕ2) for all x1 ∈ P1 and x2 ∈ P2.
• We write F1 ∗ F2 for the fusion system over S1S2 which is generated by the maps ϕ1 ∗ ϕ2
with Pi ≤ Si and ϕi ∈ HomFi(Pi, Si) for i = 1, 2.
• If A ≤ S1S2 we set
Ai := {xi ∈ Si : ∃x3−i ∈ S3−i such that x1x2 ∈ A}.
Under the hypothesis above, it can be shown that the fusion system F1 ∗ F2 is isomorphic to a
certain quotient of the direct product F1×F2 and thus isomorphic to a central product of F1 and
F2 in the sense of Aschbacher [Asc11, Definition 2.8]. In a special case this is shown in [Hen18,
Proposition 3.3] and the arguments can be generalized. We will use this connection however only
in the proof of Lemma 3.14(g) below.
In the next lemma we use the following convention: If ϕ : A → B and ψ : B∗ → C are maps,
then ϕψ denotes the map from ϕ−1(B ∩ B∗) to C given by x 7→ (xϕ)ψ. Moreover, if ϕ : A → B
is injective, then ϕ−1 denotes the inverse of the bijection A→ Aϕ induced by ϕ.
Lemma 3.11. For i = 1, 2 let Fi be a fusion system over Si ≤ S such that S1 ∩ S2 ≤ Z(Fi) and
[S1, S2] = 1. Let Pi ≤ Si and ϕi ∈ HomFi(Pi, Si). Then the following hold:
(a) The map ϕ1 ∗ ϕ2 is well-defined and an injective group homomorphism. In particular,
F1 ∗ F2 is well-defined.
(b) Setting P̂i = Pi(S1 ∩ S2), the morphism ϕi extends to a morphism ϕ̂i ∈ HomFi(P̂i, Si) for
i = 1, 2, and ϕ1 ∗ ϕ2 extends to ϕ̂1 ∗ ϕ̂2.
(c) We have (ϕ1 ∗ ϕ2)−1 = ϕ−11 ∗ ϕ
−1
2 .
(d) Suppose S1 ∩ S2 ≤ Pi for i = 1, 2. If xi ∈ Si for i = 1, 2 with x1x2 ∈ P1P2, then xi ∈ Pi.
In particular, if A ≤ P1P2, then Ai ≤ Pi for each i = 1, 2.
(e) Let S1 ∩ S2 ≤ Qi ≤ Si, Ri := ϕ−1i (Qi) and ψi ∈ HomFi(Qi, Si) for each i = 1, 2. Set
ϕ = ϕ1∗ϕ2 and ψ = ψ1∗ψ2. Then ϕiψi is a map Ri → Si. Moreover, ϕ−1(Q1Q2) = R1R2
and ϕψ = (ϕ1ψ1) ∗ (ϕ2ψ2). If in addition S1 ∩ S2 ≤ Pi for i = 1, 2, then S1 ∩ S2 ≤ Ri for
i = 1, 2.
(f) If A ≤ S1S2 and ϕ ∈ HomF1∗F2(A,S1S2), then there exist ϕi ∈ HomFi(Ai, Si) for i = 1, 2
such that ϕ = (ϕ1 ∗ ϕ2)|A.
Proof. For i = 1, 2 let xi, yi ∈ Pi. Then we have the following equivalence:
x1x2 = y1y2 ⇐⇒ y−11 x1 = y2x
−1
2
⇐⇒ (y−11 x1)ϕ1 = (y2x
−1
2 )ϕ2 (since S1 ∩ S2 ≤ Z(Fi) for i = 1, 2)
⇐⇒ (y1ϕ1)−1(x1ϕ1) = (y2ϕ2)(x2ϕ2)−1
⇐⇒ (x1ϕ1)(x2ϕ2) = (y1ϕ1)(y2ϕ2).
This shows that ϕ1 ∗ ϕ2 is well-defined and injective. Using [S1, S2] = 1 and the fact that ϕ1 and
ϕ2 are group homomorphisms, it is easy to see that ϕ1 ∗ ϕ2 is a group homomorphism. So (a)
holds.
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The existence of ϕ̂i in (b) follows from S1 ∩ S2 ≤ Z(Fi) for i = 1, 2. By definition, ϕ1 ∗ ϕ2 and
ϕ̂1 ∗ ϕ̂2 agree on P1P2, so (b) holds. Part (c) is immediate.
For the proof of (d) assume S1 ∩ S2 ≤ Pi and xi ∈ Si for i = 1, 2. Suppose furthermore
x1x2 ∈ P1P2. If x1x2 = y1y2 where yi ∈ Pi for i = 1, 2, then y−11 x1 = y2x
−1
2 ∈ S1 ∩ S2 ≤ Pi and
thus xi ∈ Pi for i = 1, 2. This shows (d).
Let now Qi, Ri, ψi, ϕ and ψ be as in (e). Let x1 ∈ P1 and x2 ∈ P2. Then x1x2 ∈ ϕ−1(Q1Q2) if
and only if (x1ϕ1)(x2ϕ2) = (x1x2)ϕ ∈ Q1Q2. Since S1∩S2 ≤ Qi for each i = 1, 2, this is by (d) the
case if and only if xiϕi ∈ Qi and thus xi ∈ Ri for each i = 1, 2. Hence, ϕ−1(Q1Q1) = R1R2 and it
is easy to see that ϕψ = (ϕ1ψ1) ∗ (ϕ2ψ2). If S1 ∩ S2 ≤ Pi for each i = 1, 2, then S1 ∩ S2 ≤ Z(Fi)
yields S1 ∩ S2 ≤ Ri for each i = 1, 2. So (e) holds.
Let now A ≤ S1S2 and ϕ ∈ HomF1∗F2(A,S1S2). It follows from parts (b),(c),(e) and from the
definition of F1 ∗ F2 that there exist Pi ≤ Si with S1 ∩ S2 ≤ Pi and ψi ∈ HomFi(Pi, Si) such
that A ≤ P1P2 and ϕ = (ψ1 ∗ ψ2)|A. By (d), we have Ai ≤ Pi for i = 1, 2. So ϕi := ψi|Ai ∈
HomFi(Ai, Si) is well-defined. Clearly ψ = (ϕ1 ∗ ϕ2)|A. 
Definition 3.12. Suppose that for each i = 1, 2, we are given a subsystem Fi of F over Si ≤ S.
We say that F1 and F2 centralize each other (in F) if Fi ⊆ CF (S3−i) and S1 ∩ S2 ≤ Z(Fi) for
i = 1, 2.
Lemma 3.13. Let Fi be a subsystem of F for i = 1, 2 such that F1 and F2 centralize each other
in F . Then F1 ∗ F2 is well-defined and a subsystem of F .
Proof. Let Fi be a subsystem over Si ≤ S for i = 1, 2. Then S1 ∩ S2 ≤ Z(Fi) for i = 1, 2, so the
subsystem F1 ∗F2 is by Lemma 3.11(a) well-defined. Let now Pi ≤ Si and ϕi ∈ HomFi(Pi, Si) for
i = 1, 2. As Fi ⊆ CF (S3−i), the morphism ϕi extends to a morphism ϕ̂i ∈ HomF (PiS3−i, S1S2)
which restricts to the identity on S3−i. Hence, ϕ1 ∗ ϕ2 = (ϕ̂1|P1P2)(ϕ̂2|(P1ϕ1)P2) is a morphism in
F . This proves F1 ∗ F2 ⊆ F . 
The connection between Fcri and Fcr given in part (f) of the following lemma will be particularly
important in the proof of Theorem 11.15. Because of our non-standard definition of Fcr, we are
not able to cite results from the literature about central products of fusion systems. It is important
that we show the property (f) for fusion systems that are not known to be saturated, because this
is needed to prove saturation.
Lemma 3.14. For i = 1, 2 let Fi be a fusion system over Si such that S1 ∩ S2 ≤ Z(Fi) and
[S1, S2] = 1. Assume F = F1 ∗ F2. Then the following hold:
(a) Given Q ≤ S1S2, we have NF (Q) ⊆ NF1(Q1) ∗NF2(Q2).
(b) If S1 ∩ S2 ≤ Qi ≤ Si for i = 1, 2, then NF (Q1Q2) = NF1(Q1) ∗NF2(Q2).
(c) We have Op(F) = Op(F1)Op(F2).
(d) Suppose for i = 1, 2 we are given Qi ≤ Si such that S1 ∩ S2 ≤ Qi and Qi is fully Fi-
normalized. Then Q1Q2 is fully F-normalized.
(e) Given Pi ∈ Fci for i = 1, 2, we have P1P2 ∈ Fc.
(f) If Pi ∈ Fcri for i = 1, 2, we have P1P2 ∈ Fcr.
(g) Suppose Fi is saturated and Pi ≤ Si for each i = 1, 2. Then P1P2 ∈ Fs if and only if
Pi ∈ Fsi for each i = 1, 2.
Proof. Let Q ≤ S1S2 and xi ∈ Qi for i = 1, 2 such that x1x2 ∈ Q. If si ∈ Si for i = 1, 2 such
that s1s2 ∈ NS(Q), then (xs11 )(x
s2
2 ) = (x1x2)
s1s2 ∈ Qs1s2 = Q and so xsii ∈ Qi for i = 1, 2. This
proves Qsii ≤ Qi and thus si ∈ NSi(Qi) for i = 1, 2. Hence, NS(Q) ≤ NS1(Q1)NS2(Q2). Let
now A ≤ NS(Q) and ϕ ∈ HomNF (Q)(A,NS(Q)). Without loss of generality choose A and ϕ such
that Q ≤ A and thus Qϕ = Q. By Lemma 3.11(f), there exist ϕi ∈ HomFi(Ai, Si) such that
ϕ = (ϕ1 ∗ ϕ2)|A. Notice that Qi ≤ Ai. If x1 and x2 are as above, then (x1ϕ1)(x2ϕ2) = (x1x2)ϕ ∈
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Qϕ = Q and hence xiϕi ∈ Qi for i = 1, 2. This proves Qiϕi = Qi and ϕi ∈ HomNFi (Qi)(Ai, Si).
Hence ϕ = (ϕ1 ∗ ϕ2)|A is a morphism in NF1(Q1) ∗NF2(Q2) and (a) holds.
For the proof of (b) let now Qi ≤ Si be arbitrary with S1 ∩S2 ≤ Qi for i = 1, 2. It follows from
Lemma 3.11(d) that (Q1Q2)i = Qi for i = 1, 2. Hence, setting Q := Q1Q2, it follows from part
(a) that NF (Q) ⊆ NF1(Q1) ∗NF1(Q2). Observe that F1 and F2 centralize each other in F . This
implies that NF1(Q1) and NF2(Q2) are contained in NF (Q) and centralize each other in NF (Q).
So Lemma 3.13 implies now that (b) holds.
Notice that S1 ∩ S2 ≤ Z(Fi) ≤ Op(Fi) for i = 1, 2. So part (b) yields in particular that
F = F1 ∗ F2 = NF1(Op(F1)) ∗NF1(Op(F2)) = NF (Op(F1)Op(F2)). Thus, Op(F1)Op(F2) ≤ R :=
Op(F1 ∗F2) and Op(Fi) ≤ Ri. Similarly F = NF (R) ⊆ NF1(R1) ∗NF2(R2) by (a). So if i ∈ {1, 2}
is fixed, A ≤ Si and ϕ ∈ HomFi(A,Si), then by Lemma 3.11(f) applied with NF1(R1) and NF2(R2)
in place of F1 and F2, we have ϕ = (ϕ1 ∗ ϕ2)|A where ϕj ∈ HomNFj (Rj)(Aj , Sj) for j = 1, 2. As
A ≤ Si, it follows that A ≤ Ai and ϕ = ϕi|A is a morphism in NFi(Ri). As ϕ was an arbitrary
morphism in Fi, this shows that Ri E Fi and thus R ≤ R1R2 ≤ Op(F1)Op(F2). This proves (c).
For the proof of (d) let now S1 ∩ S2 ≤ Qi ≤ Si such that Qi is fully Fi-normalized for i = 1, 2.
It follows from Lemma 3.11(f) that an F-conjugate of Q1Q2 is of the form P1P2 with Pi ∈ QFii
for i = 1, 2. Fix such Pi. As S1 ∩ S2 ≤ Z(Fi), we have also S1 ∩ S2 ≤ Pi for i = 1, 2. By (b), we
have now NS(Q1Q2) = NS1(Q1)NS2(Q2) and NS(P1P2) = NS1(P1)NS2(P2). Observe furthermore
that NS1(Q1) ∩NS2(Q2) = S1 ∩ S2 and NS1(P1) ∩NS2(P2) = S1 ∩ S2. As |NSi(Qi)| ≥ |NSi(Pi)|
for i = 1, 2, it follows that |NS(Q1Q2)| ≥ |NS(P1P2)|. This proves (d).
Fix now Pi ∈ Fci for i = 1, 2. Notice that S1 ∩ S2 ≤ Z(Si) ≤ Pi for i = 1, 2. In particular, by
Lemma 3.11(d), we have (P1P2)i = Pi for i = 1, 2. It follows from Lemma 3.11(f) that every F-
conjugate of P1P2 is of the form Q1Q2 with Qi ∈ PFii . Fixing such Qi, we have CSi(Qi) = Z(Qi)
and, in particular, S1 ∩ S2 ≤ Z(Si) ≤ Z(Qi) for i = 1, 2. Hence,
CS(Q1Q2) = CS(Q1) ∩ CS(Q2)
= Z(Q1)S2 ∩ S1Z(Q2)
= Z(Q1)(S2 ∩ S1Z(Q2))
= Z(Q1)(S2 ∩ S1)Z(Q2) ≤ Q1Q2.
Thus P1P2 ∈ Fc. This proves (e).
For the proof of (f) suppose now that Pi ∈ Fcri . By (e), it is sufficient to show that P1P2 ∈ Fr.
By Definition of Fri , for each i = 1, 2 there exists Qi ∈ P
Fi
i such Qi is fully Fi-normalized and
Op(NFi(Qi)) = Qi. As S1 ∩ S2 ≤ Z(Fi) ≤ Qi, part (b) yields that NF (Q1Q2) = NF1(Q1) ∗
NF2(Q2). Moreover, we get S1 ∩ S2 ≤ Z(NFi(Qi)). So by part (c), we have Op(NF (Q1Q2)) =
Op(NF1(Q1))Op(NF2(Q2)) = Q1Q2. Observe that Q1Q2 is F-conjugate to P1P2 and fully F-
normalized by (d). Hence, P1P2 ∈ Fr and (f) holds.
For the proof of (g) suppose now that Fi is saturated and Pi ≤ Si for each i = 1, 2. By [Hen18,
Proposition 3.3], F is a central product of F1 and F2, i.e. the map
α : S1 × S2 → S, (s1, s2) 7→ s1s2
is a group homomorphism which induces an epimorphism from F1 × F2 to F and has kernel
Z := {(x, x−1) : x ∈ S1 ∩ S2} ≤ Z(F1 × F2). By [Hen17, Lemma 2.7(g)], we have Pi ∈ Fsi for
i = 1, 2 if and only if P1 × P2 ∈ (F1 × F2)s. Moreover, by [Hen17, Lemma 2.15], this is the case
if and only if P1P2 = (P1 × P2)α ∈ Fs. This proves (g). 
4. Partial groups and localities
The reader is referred to [Che15a] for a detailed introduction to partial groups and localities.
However, we will summarize the most important definitions and results here including some further
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background material from [Hen19, Hen20]. We also take the opportunity to prove a couple of
elementary lemmas which are not available in the literature.
4.1. Partial groups. Given a set L, write W(L) for the set of words in L. The elements of L
will be identified with the words of length one, and ∅ denotes the empty word. The concatenation
of two words u, v ∈ W(L) will be denoted u ◦ v and the concatenation of more than two words
will be written similarly.
Definition 4.1 ([Che15a, Definition 1.1]). Suppose L is a non-empty set and D ⊆ W(L). Let
Π: D −→ L be a map, and let (−)−1 : L −→ L be an involutory bijection, which we extend to a
map
(−)−1 : W(L) −→W(L), w = (g1, . . . , gk) 7→ w−1 = (g−1k , . . . , g
−1
1 ).
Then L is called a partial group with product Π and inversion (−)−1 if the following hold for all
words u, v, w ∈W(L):
• L ⊆ D and
u ◦ v ∈ D =⇒ u, v ∈ D.
(So in particular, ∅ ∈ D.)
• Π restricts to the identity map on L.
• u ◦ v ◦ w ∈ D =⇒ u ◦ (Π(v)) ◦ w ∈ D, and Π(u ◦ v ◦ w) = Π(u ◦ (Π(v)) ◦ w).
• w ∈ D =⇒ w−1 ◦ w ∈ D and Π(w−1 ◦ w) = 1 where 1 := Π(∅).
For the remainder of this section let L always be a partial group with product
Π: D→ L. As above set 1 := Π(∅).
If w = (f1, . . . , fn) ∈ D, then we write sometimes f1f2 · · · fn for Π(f1, . . . , fn). In particular,
if (x, y) ∈ D, then xy stands for Π(x, y). Notice that the first and the third of the axioms listed
above imply the following lemma.
Lemma 4.2 ([Che15a, Lemma 1.4(d)]). Let u, v ∈W(L) with u ◦ v ∈ D. Then u−1 ◦ u ◦ v ∈ D
and u ◦ v ◦ v−1 ∈ D. Moreover, Π(u−1 ◦ u ◦ v) = Π(v) and Π(u ◦ v ◦ v−1) = Π(u).
We will also need the following lemma.
Lemma 4.3. (a) Let u, v ∈W(L) with u ◦ v ∈ D and w ∈W({1}). Then u ◦w ◦ v ∈ D and
Π(u ◦ w ◦ v) = Π(u ◦ v).
(b) If w,w′ ∈W({1}) and u ∈ D, then w ◦ u ◦ w′ ∈ D with Π(w ◦ u ◦ w′) = Π(u).
Proof. Observe that (b) follows from (a) applied twice, so it is sufficient to prove (a). Let u, v, w be
as in (a). As u◦v = u◦∅◦v ∈ D, the axioms of a partial group imply u◦(1)◦v = u◦(Π(∅))◦v ∈ D
and Π(u◦(1)◦v) = Π(u◦∅◦v) = Π(u◦v). Therefore, it follows by induction on |w| that u◦w◦v ∈ D
and Π(u ◦ w ◦ v) = Π(u ◦ v). By the axioms of a partial group, we have L ⊆ D and Π|L = idL.
Hence the assertion follows. 
Definition 4.4. • Given f ∈ L, write D(f) := {x ∈ L : (f−1, x, f) ∈ D} for the set of all x
such that the conjugate xf := Π(f−1, x, f) is defined.
• Write cf for the conjugation map cf : D(f)→ L, x 7→ xf .
• For f ∈ L and X ⊆ D(f), set X f := {xf : x ∈ X}.
• Set
NL(X ) := {f ∈ L : X ⊆ D(f) and X f = X}
and
CL(X ) := {f ∈ L : x ∈ D(f) and xf = x for all x ∈ X}.
• For Y ⊆ L define moreover NY(X ) = Y ∩NL(X ) and CY(X ) = Y ∩ CL(X ).
• Call Z(L) = CL(L) the center of L.
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It is proved in [Che15a, Lemma 1.6(c)] that the conjugation map cf : D(f) → D(f−1) is a
bijection with inverse map cf−1 . The following lemma shows that, for all X ,Y ⊆ L, we have
X ⊆ CL(Y) if and only if Y ⊆ CL(X ).
Lemma 4.5. Let f, g ∈ L. Then
g ∈ CL(f)⇐⇒ f ∈ CL(g).
If so, then (f, g), (g, f) ∈ D and fg = gf .
Proof. Notice that the situation is symmetric in f and g, so it is sufficient to prove one direction.
Suppose g ∈ CL(f), i.e. f ∈ D(g) and fg = f . Then (g−1, f, g) ∈ D, so by Lemma 4.2, we have
v = (f−1, g, g−1, f, g) ∈ D and u = (g, g−1, f, g) ∈ D. Using the axioms of a partial group and
[Hen20, Lemma 2.2(a)], we can conclude that (f−1, g, f) = (f−1, g, fg) ∈ D and
gf = Π(f−1, g, fg) = Π(v) = Π(f−1,1, f, g) = Π(f−1, f, g) = Π(1, g) = g.
Hence, g ∈ CL(f). Observe that (g−1, f, g) ∈ D implies (f, g) ∈ D and similarly, (f−1, g, f) ∈ D
implies (g, f) ∈ D. Moreover, fg = Π(u) = Π(g, fg) = gf . 
Definition 4.6. • A subset H ⊆ L is called a partial subgroup of L if h−1 ∈ H for all h ∈ H,
and moreover Π(w) ∈ H for all w ∈ D ∩W(H). (Notice that H is then itself a partial
group with product Π|W(H)∩D.)
• A partial subgroup H of L is a called a subgroup of L if W(H) ⊆ D(L). (Observe that a
subgroup of L forms actually a group.)
• By a p-subgroup of L we mean a subgroup of L which is a finite p-group.
• If N is a partial subgroup of L, then N is called a partial normal subgroup if nf ∈ N for
all f ∈ L and all n ∈ N ∩ D(f). Write N E L to indicate that N is a partial normal
subgroup of L.
• A partial subgroupH of L is subnormal in L if there exists a seriesH = H0EH1E· · ·EHk =
L with k ≥ 0. We write HEE L to indicate that H is subnormal in L.
Lemma 4.7. Let H be a partial subgroup of L.
(a) If K EE L with K ⊆ H, then K EE H.
(b) If K EE H and HEE L, then K EE L.
Proof. If K = K0 EK1 E · · ·EKn = L is a subnormal series of K in L, then
K = K0 ∩HEK1 ∩HE · · ·EKn ∩H = H
is a subnormal series of K in H. Hence (a) holds.
If K = K0EK1E · · ·EKm = H is a subnormal series of K in H and H = H0EH1E · · ·EHn = L
is a subnormal series of H in L, then
K = K0 EK1 E · · ·EKm = H = H0 EH1 E · · ·EHn = L
is a subnormal series of K in L. 
In various contexts we will consider products of subsets of partial groups as defined next.
Definition 4.8. For X ,Y ⊆ L set
XY := {Π(x, y) : x ∈ X , y ∈ Y, (x, y) ∈ D}.
More generally, for subsets X1, . . . ,Xn of L set
X1X2 · · · Xn := {Π(x1, . . . , xn) : (x1, . . . , xn) ∈ D, xi ∈ Xi for i = 1, . . . , n}.
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4.2. Localities.
Definition 4.9. Let L be a finite partial group, let S be a p-subgroup of L and let ∆ be a
non-empty set of subgroups of S. We say that (L,∆, S) is a locality if the following hold:
• S is maximal with respect to inclusion among the p-subgroups of L.
• D is the set of words w = (g1, . . . , gk) ∈W(L) for which there exist P0, . . . , Pk ∈ ∆ with
(*) Pi−1 ⊆ D(gi) and P gii−1 = Pi for all 1 ≤ i ≤ k.
• ∆ is overgroup-closed in S and closed under taking L-conjugates in S; the latter condition
means P g ∈ ∆ for every P ∈ ∆ and g ∈ L with P ⊆ D(g).
If L is a partial group and ∆ is a set of subgroups of L, then we write D∆ for the set of w =
(g1, . . . , gk) ∈W(L) such that (*) holds for some P0, . . . , Pk ∈ ∆. Moreover, if w ∈W(L) and (*)
holds for some P0, . . . , Pk ∈ ∆, then we say that w ∈ D∆ via P0, P1, . . . , Pk, or just that w ∈ D∆
via P0.
The definition of a locality above is a reformulation of the one given by Chermak [Che15a,
Definition 2.8]. The two definitions are equivalent by [Hen19, Remark 5.2].
For the remainder of this subsection let (L,∆, S) be a locality.
Notice that NL(P ) is a subgroup of L for all P ∈ ∆. Let (L,∆, S) be a locality. Given
w = (f1, . . . , fn) ∈ W(L), write Sw for the set of all s ∈ S such that there exist elements
s = s0, . . . , sn ∈ S with sfii−1 = si. In particular,
Sf := {s ∈ S : s ∈ D(f), sf ∈ S} for all f ∈ L.
For every f ∈ L and w ∈W(L) the following properties hold by [Che15a, Proposition 2.6(a),(b),
Corollary 2.7]. We will use them from now on without further reference.
• Sw is a subgroup of S. Moreover, Sw ∈ ∆ if and only if w ∈ D.
• Sf ∈ ∆.
• cf : Sf → Sf−1 = S
f
f is an isomorphism of groups with inverse map cf−1 .
Because of these properties, the conjugation maps cf : Sf → S with f ∈ L generate a fusion
system over S, which is denoted by FS(L). More generally, for every partial subgroup H of L,
FS∩H(H) denotes the fusion system over S ∩ H which is generated by all the maps of the form
ch : H ∩ Sh → S ∩H with h ∈ H.
Lemma 4.10. The following hold:
(a) Let P ∈ ∆ and f ∈ L with P ≤ Sf . Then P f ∈ ∆, NL(P ) ⊆ D(f) and
cf : NL(P )→ NL(P f ), x 7→ xf
is an isomorphism of groups. Moreover, NN (P )
f = NN (P
f ) for all N E L.
(b) Let w = (f1, . . . , fn) ∈ D via P0, P1, . . . , Pn ∈ ∆. Then
cf1 ◦ cf1 ◦ · · · ◦ cfn = cΠ(w)
as a map from NL(P0) to NL(Pn).
Proof. Part (b) holds by [Che15a, Lemma 2.3(c)]. Moreover, using the definition of a locality
given above, it is clear that P f ∈ ∆. Hence, by [Che15a, Lemma 2.3(b)], NL(P ) ⊆ D(f) and
cf : NL(P ) → NL(P f ) is an isomorphism of groups. Let now N be a partial normal subgroup




= P , so a symmetric argument gives NN (P
f )f
−1 ⊆ NN (P ). By [Che15a,
Proposition 1.6(c)], cf : D(f)→ D(f−1) is bijective with inverse map cf−1 . Thus we can conjugate
on both sides by f to obtain NN (P
f ) ⊆ NN (P )f . Hence, NN (P f ) = NN (P )f as required. 
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If w = (f1, . . . , fn) ∈ D, then Lemma 4.10(b) applied with P0 := Sw and Pi := P fii−1 gives
in particular that cf1 |P0 ◦ cf2 |P1 ◦ · · · ◦ cfn |Pn−1 = cΠ(w)|P0 and P0 = Sw ≤ SΠ(w). We will use
Lemma 4.10 frequently in this form, most of the time without reference.
Lemma 4.11. Let F = FS(L) and P ∈ ∆.
(a) For every ϕ ∈ HomF (P, S), there exists f ∈ L with P ≤ Sf and ϕ = cf |P .
(b) If H is a partial subgroup of L with P ≤ S ∩ H and if ϕ : P → S is a morphism in
FS∩H(H), then ϕ = cf |P for some f ∈ H with P ≤ Sf .
Proof. Notice that (b) implies (a). So assume that H and ϕ are as in (b). Then by definition of
FS(H), the map ϕ can be written as a composition ϕ = (cf1 |P0)◦· · ·◦(cfn |Pn−1) where P0 = P ∈ ∆,
fi ∈ H and Pi = P fii−1 ∈ ∆ for i = 1, . . . , n. Hence, w := (f1, . . . , fn) ∈ D via P0, . . . , Pn ∈ ∆.
So setting f := Π(w), Lemma 4.10 gives P ≤ Sw ≤ Sf and ϕ = cf . As w ∈ W(H), we have
f = Π(w) ∈ H. 
We repeat the following definition from [Che15a, Lemma 2.14].
Definition 4.12. If (L,∆, S) is a locality, then set
Op(L) :=
⋂
{Sw : w ∈W(L)}
Lemma 4.13. If (L,∆, S) is a locality, then Op(L) is the unique largest p-subgroup of L, which
is a partial normal subgroup of L. Moreover, a subgroup P ≤ S is a partial normal subgroup of L
if and only if NL(P ) = L.
Proof. By [Che15a, Lemma 2.14], Op(L) is the unique largest subgroup of S which is a partial
normal subgroup of L, and by [Che15a, Proposition 2.11(c)], every p-subgroup of L, which is also
a partial normal subgroup of L, is contained in S. Hence, Op(L) is the unique largest p-subgroup
of L, which is a partial normal subgroup of L.
Let P ≤ S. If L = NL(P ), then clearly P E L. On the other hand, if P E L and f ∈ L, then
the property above gives P ≤ Op(L) ≤ Sf . Hence, P f is defined and then (because of P E L)
equal to P . So f ∈ NL(P ). This shows L = NL(P ) if P E L. 
The following lemma will be used in several places.
Lemma 4.14 ([Hen20, Lemma 2.8]). If r ∈ NL(S) and f ∈ L, then (r, f), (f, r) and (r−1, f, r)
are words in D. Moreover,
S(f,r) = Sfr = Sf , S(r,f) = Srf = S
r−1
f and Sfr = S
r
f .
Notice that the lemma above implies RN = {Π(r, n) : r ∈ R, n ∈ N} and NR = {Π(n, r) : n ∈
N , r ∈ R} for N ⊆ L and R ⊆ NL(S).
Lemma 4.15. If R ≤ NL(S) and N E L, then NR = RN is a partial subgroup of L.
Proof. It follows from [Che15a, Lemma 3.4] that RN = NR and that RN is closed under taking
products. If r ∈ R and n ∈ N , then by [Che15a, Lemma 1.4(f)], (rn)−1 = n−1r−1 ∈ NR = RN .
This shows that RN is a partial subgroup. 
Lemma 4.16. For every R ≤ S, the centralizer CL(R) and the normalizer NL(R) are partial
subgroups of L. Moreover, CL(R) is a partial normal subgroup of NL(R).
Proof. By [Hen19, Lemma 5.4], CL(R) and NL(R) are partial subgroups of L. Let x ∈ CL(R)
and f ∈ NL(R) such that x ∈ D(f). Then (f−1, x, f) ∈ D via some objects P0, P1, P2, P3.
Replacing Pi by PiR, we may assume R ≤ Pi for i = 0, 1, 2, 3. Recall that cf−1 = (cf )−1. Using
Lemma 4.10(a), we conclude
cxf |R = (cf−1)|R ◦ (cx)|R ◦ (cf )|R = (cf−1)|R ◦ idR ◦(cf )|R = (cf |R)−1 ◦ (cf )|R = idR
and so xf ∈ CL(R). 
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Lemma 4.17. Let H be a partial subgroup of L, and let Z ≤ Z(L) with L = HZ. Then HE L.
Proof. Let n ∈ H and f ∈ L with (f−1, n, f) ∈ D. Then f = hz for some h ∈ H and z ∈ Z
with (h, z) ∈ D. Notice that Z(L) ≤ NL(S) and thus Sf = S(h,z) by Lemma 4.14. Hence,
u := (z−1, h−1, n, h, z) ∈ D via S(f−1,n,f) and nf = Π(u) = (nh)z. As z ∈ Z ≤ Z(L) and n, h ∈ H,
it follows nf = nh ∈ H. This proves HE L. 
We will use the following general theorem.
Theorem 4.18. Let (L,∆, S) be a locality and M,N E L. Then
MN E L, MN = NM and (MN ) ∩ S = (M∩ S)(N ∩ S).
Moreover, for every f ∈ MN , there exist m ∈ M and n ∈ N such that (m,n) ∈ D, m ∈ M,
n ∈ N , f = mn and Sf = S(m,n).
Proof. This is [Hen15, Theorem 1]. 
We remark that the theorem above was proved by Chermak [Che15a, Theorem 5.1] in the special
case that M⊆ NL(N ∩ S) and N ⊆ NL(M∩ S). This is used in [Hen15] to prove Theorem 4.18
in the general case.
When working with localities it will be convenient to have the following definition for fusion
systems in place.
Definition 4.19. Let F be a fusion system over a finite p-group S and let Γ be a set of subgroups
of S. Then Γ is called F-closed if Γ is overgroup-closed in S and every F-conjugate of an element
of Γ is an element of Γ.
Notice that ∆ is FS(L)-closed.
4.3. Homomorphisms of partial groups. In this subsection, we will introduce natural no-
tions of homomorphisms, projections, isomorphisms and automorphisms of partial groups and of
localities. Recall that L is a partial group with product Π: D→ L.
Throughout this subsection let L̃ be a partial group with product Π̃ : D̃ −→ L̃.
Notation 4.20. If α : L −→ L̃, f 7→ fα is a map, then α∗ denotes the induced map on words
W(L) −→W(L̃), w = (f1, . . . , fn) 7→ wα∗ = (f1α, . . . , fnα).
Set Dα∗ := {wα∗ : w ∈ D}.
Definition 4.21. A map α : L −→ L̃ is called a homomorphism of partial groups if
(1) Dα∗ ⊆ D̃; and
(2) Π(w)α = Π̃(wα∗) for every w ∈ D.
If moreover Dα∗ = D̃, then we say that α is a projection of partial groups. If α is injective
and Dα∗ = D̃, then α is called an isomorphism. Write Iso(L, L̃) for the set of isomorphisms
from L to L̃. The isomorphisms from L to itself are called automorphisms and the set of these
automorphisms is denoted by Aut(L).
Notice that every projection L −→ L̃ is surjective, as D̃ contains all the words of length one.
In particular, isomorphisms are bijective. We now turn attention to maps between localities.
Definition 4.22. Let (L,∆, S) and (L̃, ∆̃, S̃) be localities and let α : L −→ L̃ be a projection of
partial groups.
• For any set Γ of subgroups of L, set
Γα := {Pα : P ∈ Γ}.
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• α is called a projection of localities from (L,∆, S) to (L̃, ∆̃, S̃) if ∆α = ∆̃.
• An injective projection of localities is a called an isomorphism of localities. Write
Iso((L,∆, S), (L̃, ∆̃, S̃))
for the set of isomorphisms from (L,∆, S) to (L̃, ∆̃, S̃).
• Write Aut(L,∆, S) for the set of automorphisms of (L,∆, S), i.e. for the isomorphisms
from (L,∆, S) to itself.
• Write Iso((L, S), (L̃, S̃)) for the set of all α ∈ Iso(L, L̃) with Sα = S̃. Set Aut(L, S) :=
Iso((L, S), (L, S)).
If α is a projection of localities from (L,∆, S) to (L̃, ∆̃, S̃), then α maps S to S̃, as S and S̃
are the unique maximal elements of ∆ and ∆̃ respectively. Hence,
Iso((L,∆, S), (L̃, ∆̃, S̃)) ⊆ Iso((L, S), (L̃, S)) and Aut(L,∆, S) ≤ Aut(L, S).
Let now (L,∆, S) be a locality and N E L. Chermak [Che15a, Section 3] considers the (right)
cosets N f := {nf : n ∈ N} and shows in [Che15a, Proposition 3.14(d)] that the cosets which are
maximal with respect to inclusion form a partition of L. Write L/N for the set of these maximal
cosets. Then L/N can be given the structure of a partial group such that the map α : L → L/N
sending every element g ∈ L to the unique maximal coset containing g is a projection of partial
groups (cf. [Che15a, Lemma 3.16]). Therefore, by [Che15a, Theorem 4.3], α induces a locality
structure on L/N such that α becomes a projection of localities. The map α is called the natural
projection L → L/N . The partial normal subgroup N is the kernel of α, i.e. the set of all elements
of L which α maps to one.
4.4. Restrictions. Let (L+,∆+, S) be a locality with partial product Π+ : D+ −→ L+. More-
over, let ∆ ⊆ ∆+ be an FS(L+)-closed collection of subgroups of S (cf. Definition 4.19). Suppose
∆ is non-empty. Then there is a canonical way to construct a locality (L,∆, S) with L ⊆ L+.
Namely, set
L+|∆ := {f ∈ L+ : Sf ∈ ∆}
and write D for the set of words w = (f1, . . . , fn) ∈W(L+) such that w ∈ D+ via some elements
P0, P1, . . . , Pn ∈ ∆ (cf. Definition 4.9). Observe that D ⊆ W(L+|∆) and that Π+(w) ∈ L|∆
for all w ∈ D by Lemma 4.10(b). We call L := L+|∆ together with Π+|D : D −→ L and the
restriction of the inversion map on L+ to L the restriction of L+ to ∆. It is shown in [Che15a,
Lemma 2.21(a)] and [Hen20, Lemma 2.23(a),(c)] that the restriction of L+ to ∆ a partial group
and that (L,∆, S) is a locality.
Lemma 4.23. Let (L,∆, S) and (L+,∆+, S) be localities with ∆ ⊆ ∆+ and L = L+|∆. Let
K+ ⊆ L+ and R ⊆ S. Then (RK+) ∩ L = R(K+ ∩ L).
Proof. Clearly R(K+ ∩ L) ⊆ RK+ ∩ L (where the product R(K+ ∩ L) is formed in L and the
product RK+ is formed in L+). Let now r ∈ R and k ∈ K+ such that rk (meaning the product
of r and k in L+) is an element of L. As L = L+|∆, using Lemma 4.14, we get S(r,k) = Srk ∈ ∆




rk ∈ ∆. Hence, k ∈ L and the product rk is defined in L. Thus, rk ∈
R(K+ ∩ L). 
4.5. Linking localities and saturation.
Definition 4.24. • A locality (L,∆, S) is of objective characteristic p if NL(P ) is of char-
acteristic p for every P ∈ ∆.
• A linking locality is a locality (L,∆, S) of objective characteristic p such that FS(L)cr ⊆ ∆.
As already mentioned in the introduction, Chermak [Che15b, Che16] uses the term proper
locality instead of linking locality.
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Remark 4.25. It is shown in [Hen19, Theorem A] that, given a saturated fusion system F over
S and an F-closed collection ∆ of subgroups of S with Fcr ⊆ ∆, there is a linking locality
(L,∆, S) over F with object set ∆, which is unique up to an isomorphism that restricts to the
identity on S. (A priori this uses a different definition of Fcr, but according to Lemma 3.2 the two
notions coincide for saturated fusion systems.) The proof uses the existence and uniqueness of
centric linking systems in the form Chermak [Che13] proved it first, namely as a statement about
localities. Chermak’s proof relies on the classification of finite simple groups. The dependence on
the classification can be avoided if one cites Oliver’s version of the proof [Oli13] together with a
result of Glauberman–Lynd [GL16] to conclude that a centric linking system over F exists and is
unique; the arguments from [Che15a, Appendix A] (in the form of [GL21, Theorem 2.11]) imply
then that there exists a unique linking locality (L,Fc, S) over F . This leads also to a classification-
free proof of [Hen19, Theorem A], which we partly use below. Thus, the results in this paper do
not depend on the classification of finite simple groups.
Our non-standard definition of Fcr makes it possible to prove the following theorem, which was
communicated to us by Chermak.
Theorem 4.26. If (L,∆, S) is a locality with FS(L)cr ⊆ ∆, then FS(L) is saturated. In particular,
FS(L) is saturated if (L,∆, S) is a linking locality.
Proof. Set F := FS(L). By [Che15a, Lemma 2.10], every element of ∆ is F-conjugate to an
element P ∈ ∆ such that NS(P ) ∈ Sylp(NL(P )). Hence, by Lemma 4.27 below, F is ∆-saturated
in the sense of [AKO11, Definition I.3.9].
If Q ≤ S is F-centric with Q 6∈ ∆, then the assumption that Fcr ⊆ ∆ implies that Q is not F-
radical. Thus, if we fix a fully normalized subgroup P ∈ QF , then we have P < P ∗ = Op(NF (P )).
Observe that OutP ∗(P ) ≤ OutS(P ) ∩Op(OutF (P )). As Q is F-centric, we have CS(P ) ≤ P and
so OutP ∗(P ) 6= 1. Thus the assertion follows from [BCG+05, Theorem 2.2] (which is stated as
Theorem I.3.10 in [AKO11]). 
Lemma 4.27. Let (L,∆, S) be a locality and P ∈ ∆ such that NS(P ) ∈ Sylp(NL(P )). Then P is
fully automized and receptive in FS(L).
Proof. Set F = FS(L). Then by Lemma 4.11(a), we have AutF (P ) ∼= NL(P )/CL(P ) and thus P
is fully automized. Let now Q ∈ PF , ϕ ∈ HomF (Q,P ) and R := Nϕ. Again by Lemma 4.11(a),
there exists f ∈ L such that Q ≤ Sf and ϕ = cf |Q. Moreover, by Lemma 4.10, the conjugation
map cf : NL(Q) → NL(P ) is well-defined and an isomorphism of groups. By definition of Nϕ,
we have ϕ−1 AutR(Q)ϕ ≤ AutS(P ). Thus, Rf ≤ NS(P )CL(P ). Notice that NS(P ) is a Sylow
p-subgroup of NS(P )CL(P ) ≤ NL(P ). Hence, by Sylow’s Theorem there exists c ∈ CL(P ) such
that Rfc = (Rf )c ≤ NS(P ). Thus, ϕ = cf |Q = cfc|Q extends to cfc|R ∈ HomF (R,NS(P )). This
proves that P is receptive. 
From now on, the fact shown in Theorem 4.26 that the fusion system FS(L) of a linking locality
(L,∆, S) is saturated will be used without further reference.
4.6. Two lemmas on partial normal subgroups. The following two lemmas will be used in
the proof of Lemma 11.11, but are also useful in other contexts.
Lemma 4.28. Let (L,∆, S) be a locality over F of objective characteristic p and N E L. Set
T := N ∩ S and E := FS∩N (N ). If E is saturated and every element of AutF (T ) induces an
automorphism of E, then E is normal in F .
Proof. By [Che15a, Lemma 3.1(a)], T is strongly closed in F . We need to show the Frattini
condition and the extension condition as in [AKO11, Definition I.6.1].
For the proof of the Frattini condition let P ≤ T and ϕ ∈ HomF (P, T ). As F = FS(L), we
can factorize ϕ as ϕ = (cf1 |P0)(cf2 |P1) · · · (cfk |Pk−1) for subgroups P = P0, . . . , Pk ≤ T and fi ∈ L
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with Pi−1 ≤ Sfi and P
fi
i−1 = Pi for i = 1, . . . , k. By the Frattini Lemma and the Splitting Lemma
for localities [Che15a, Corollary 3.11, Lemma 3.12], for each i = 1, 2, . . . , k, there exist ni ∈ N
and gi ∈ NL(T ) such that fi = nigi and Sfi = S(ni,gi). Hence, cfi |Pi−1 = (cni |Pi−1)(cgi |T ) is the
composition of the morphism ψi := cni |Pi−1 ∈ HomE(Pi−1, T ) and the automorphism αi = cgi |T ∈
AutF (T ). So
ϕ = ψ1α1ψ2α2 · · ·ψkαk.
By assumption, α1, . . . , αk−1 induce automorphisms of E . Hence, in the decomposition of ϕ above
we can move α1, . . . , αk−1 to the end to obtain ϕ = ψα where ψ ∈ HomE(P, T ) is the composition
of conjugates of ψ1, . . . , ψk and α = α1α2 . . . αk ∈ AutF (T ). Thus the Frattini condition holds.
For the proof of the extension condition let α = cn|T with n ∈ NN (T ). By [Che15a, Lemma 3.5],
we have n ∈ NN (T ) ⊆ NN (TCS(T )). So α̂ := cn|TCS(T ) extends α. For s ∈ TCS(T ) we see using
[Che15a, Lemma 2.9] that (s−1, n−1, s, n) ∈ D and [s, α̂] = s−1(sα̂) = s−1sn = (n−1)sn ∈ N ∩S =
T . By definition of E , the extension condition follows. 
Lemma 4.29. Let (L,∆, S) be a locality and T ≤ S strongly FS(L)-closed such that
(4.1) P ∩ T ∈ ∆ for every P ∈ ∆ with Op(L) ≤ P.
Then the following hold for every f ∈ NL(T ):
(a) If w ∈W(L), then w ∈ D if and only if Sw ∩ T ∈ ∆.
(b) L = D(f) and cf ∈ Aut(L,∆, S).
(c) Let N E L with N ∩ S = T . Then setting Γ := {P ∈ ∆: P ≤ T}, the triple (N ,Γ, T ) is
a locality and cf |N ∈ Aut(N ,Γ, T ). Moreover (N ,Γ, T ) is of objective characteristic p if
(L,∆, S) is of objective characteristic p.
(d) cf |S ∈ Aut(F) and, if N is as in (c), then cf |T ∈ Aut(FT (N )).
Proof. Let w ∈W(L). Notice that Op(L) ≤ Sw and, as (L,∆, S) is a locality, w ∈ D if and only
Sw ∈ ∆. Hence (a) follows from (4.1).
Assume now w = (x1, . . . , xk) ∈ D. Then by (a) and as T is strongly closed, we have w ∈ D
via some P0, P1, . . . , Pk ∈ Γ. This implies that
u := (f−1, x1, f, f
−1, x2, f, . . . , f
−1, xk, f) ∈ D
via P f0 , P0, P1, P
f
1 , P1, . . . , P
f
k−1, Pk−1, Pk, P
f
k . In particular, applying this argument to words of
length one, we see that L ⊆ D(f). Using Notation 4.20, it follows moreover from the partial group
axioms that wc∗f = (x
f
1 , . . . , x
f
k) ∈ D and
Π(wc∗f ) = Π(x
f
1 , . . . , x
f
k) = Π(u) = Π((f
−1) ◦ w ◦ (f)) = Π(w)cf ;
more precisely, we use here Lemma 4.3 to conclude that Π(u) = Π(f−1, x1,1, x2, . . . , xk−1,1, xk, f) =
Π((f−1) ◦ w ◦ (f)). This shows that cf : L → L is a homomorphism of partial groups. As cf is
bijective with inverse map cf−1 , and since cf−1 is by a similar argument a homomorphism of
partial groups, [Hen20, Lemma 2.17] gives that cf is an automorphism of L. As ∆ is closed under
F-conjugacy, this implies (b).
Let now N be as in (c). By [Che15a, Lemma 3.1(c)], T is a maximal p-subgroup of N . Since
∆ is closed under taking L-conjugates and overgroups in S, the set Γ is closed under taking N -
conjugates and overgroups in T . Moreover, it follows from (a) that w ∈W(N ) is an element of
D if and only if w ∈ DΓ. This shows that (N ,Γ, T ) is a locality. For every P ∈ Γ ⊆ ∆, it follows
moreover from Lemma 2.1(a) that NN (P )ENL(P ) is of characteristic p if (L,∆, S) is of objective
characteristic p.
As N is a partial normal subgroup of L, the map cf restricts to an automorphism of N . As T
is strongly closed and ∆ is closed under FS(L)-conjugacy, it follows that cf ∈ Aut(N ,Γ, T ). This
proves (c). Part (d) follows from (b),(c) and [Hen20, Lemma 2.21(b)]. 
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4.7. Varying the object sets of linking localities. If (L+,∆+, S) is a linking locality over a
fusion system F and ∆ is an F-closed collection of subgroups of S with Fcr ⊆ ∆ ⊆ ∆+, then
writing L = L+|∆ for the restriction of L+ to ∆, it follows from Alperin’s fusion theorem that
(L,∆, S) is a locality over F . Moreover, it is easy to see that NL(P ) = NL+(P ) for all P ∈ ∆
and that (L,∆, S) is thus a linking locality over F . Writing N(H) for the set of partial normal
subgroups of a partial group H, notice that we have a map
ΦL+,L : N(L+)→ N(L),N+ 7→ N+ ∩ L.
The next theorem will allow us to move between linking localities with different object sets. As
in [Hen19, Definition 1] we define a subgroup P ≤ S to be subcentric if Op(NF (Q)) ∈ Fc for some
(and thus for every) fully F-normalized F-conjugate Q of F . Equivalently, by [Hen19, Lemma 3.1],
P is subcentric if and only if, for some (and thus for every) fully F-normalized F-conjugate Q of
F , the normalizer NF (Q) is constrained. The set of subcentric subgroups will be denoted by Fs.
Definition 4.30. We call a linking locality (L,∆, S) over F a subcentric locality if ∆ = Fs.
Theorem 4.31. Let (L,∆, S) be a linking locality over F and let ∆+ be an F-closed collection
of subgroups of S such that ∆ ⊆ ∆+ ⊆ Fs.
(a) There exists a linking locality (L+,∆+, S) over F such that L = L+|∆. Moreover, (L+,∆+, S)
is unique up to an isomorphism which restricts to the identity on L; that is, if (L̃+,∆+, S)
is another linking locality over F with L̃+|∆ = L, then there exists an isomorphism of
partial groups β : L+ → L̃+ which is the identity on L.
(b) If (L+,∆+, S) is a linking locality over F with L+|∆ = L, then the map ΦL+,L is an
inclusion-preserving bijection such that Φ−1L+,L is also inclusion-preserving. If N
+ E L+
and N := L∩N+EL such that FS∩N (N ) is F-invariant, then FS∩N+(N+) = FS∩N (N ).
(c) The set Fs of subcentric subgroups of S is F-closed and contains ∆. In particular, there
exists a subcentric locality (Ls,Fs, S) over F with Ls|∆ = L, and such Ls is unique up to
an isomorphism which restricts to the identity on L.
Proof. Part (a) follows from [Hen19, Theorem 7.2(a),(b)], and part (c) follows then from Propo-
sition 3.3 and Lemma 6.1 in [Hen19]. Part (b) is [Hen20, Theorem C(a),(b)]. 
We point out that, alternatively, part (a) and most statements in part (b) of Theorem 4.31
follow from Chermak’s Theorems A1 and A2 in [Che15b]. The relevant statements in part (b)
were indeed first proved by Chermak.
Notation 4.32. Whenever (L+,∆+, S) and (L,∆, S) are linking localities over the same fusion
system F with ∆ ⊆ ∆+ and L = L+|∆, and whenever N is a partial normal subgroup of L, we
write N+ for Φ−1L+,L(N ) (which is well-defined by Theorem 4.31(b)). So N
+ denotes the unique
partial normal subgroup of L+ with N+ ∩ L = N .
Similarly, if (Ls,Fs, S) is a subcentric locality over F and L = Ls|∆, then for every N EL, we
write N s for the unique partial normal subgroup of Ls with N s ∩ L = N .
Lemma 4.33. Let (L+,∆+, S) and (L,∆, S) be linking localities over the same fusion system
F with ∆ ⊆ ∆+ and L = L+|∆. For every R ≤ S, we have R E L if and only if R E L+. In
particular, if RE L, then R+ = R.
Proof. Let R ≤ S be arbitrary. By Lemma 4.13, R E L if and only if L = NL(R). Hence, using
[Hen19, Proposition 5] it follows that
RE L ⇐⇒ L = NL(R)⇐⇒ RE F .
We have the same equivalence with L+ in place of L. So R E L if and only if R E F , and this is
the case if and only if RE L+. As R ∩ L = R, it follows R+ = R if RE L. 
COMMUTING PARTIAL NORMAL SUBGROUPS AND REGULAR LOCALITIES 25
Lemma 4.34. Suppose (L,∆, S) and (Ls,Fs, S) are linking localities over the same fusion system
F such that L = Ls|∆. Let N E L, set T := S ∩ N and adapt Notation 4.32. Then Q :=
Op(NLs(TCS(T ))) ∈ Fcr and NN s(T ) = NN (T ) = NN (TCS(T )) = NN (Q).
Proof. As TCS(T ) ∈ Fc ⊆ Fs, the normalizer NLs(TCS(T )) is a group. By definition of Q, we
have TCS(T ) ≤ Q and NLs(TCS(T )) ≤ NLs(Q). Since T is strongly closed, it follows NLs(Q) =
NLs(TCS(T )) and thus Q = Op(NLs(Q)). Hence, [Hen19, Lemma 6.2] applied with (Ls,Fs, S)
in place of (L,∆, S) gives Q ∈ Fcr ⊆ ∆. In particular, NLs(TCS(T )) = NLs(Q) ⊆ L. Using
[Che15a, Lemma 3.5], it follows NN s(T ) ⊆ NLs(TCS(T )) ⊆ L. Thus, as N = N s ∩ L and T is
strongly closed, we have NN s(T ) = NN (T ) = NN (TCS(T )) = NN (Q). 
4.8. Strongly closed subgroups and partial normal subgroups. The following lemma is
partly inspired by [Che15b, Corollary 1.5(a),(b)].
Lemma 4.35. Let (L,∆, S) be a locality over a fusion system F such that Fcr ⊆ ∆. Suppose
T ≤ S is strongly closed in F . Then the following hold.
(a) (NL(T ),∆, S) is a locality over NF (T ) and NF (T )
cr ⊆ Fcr ⊆ ∆.
(b) If (L,∆, S) is a linking locality, then (NL(T ),∆, S) is a linking locality over NF (T ).
(c) We have CL(T )ENL(T ). Moreover, if Fc ⊆ ∆, then FCS(T )(CL(T )) = CF (T ).
Proof. We use throughout that F = FS(L) is saturated by Theorem 4.26.
As T E S, it follows from [Che15a, Lemma 2.13] that (NL(T ),∆, S) is a locality. Clearly
FS(NL(T )) ⊆ NF (T ). Observe that T E NF (T ) is contained in every element of NF (T )cr by
Lemma 3.3. Moreover, as T is strongly closed, whenever T ≤ P ≤ S, we have NF (P ) = NNF (T )(P )
and PF = PNF (T ). Hence,
NF (T )
cr = {P ∈ Fcr : T ≤ S} ⊆ Fcr ⊆ ∆.
Thus, to prove (a), it is sufficient to show that NF (T ) ⊆ FS(NL(T )). Notice that NF (T ) is
saturated by [AKO11, Theorem I.5.5] as TES and F is saturated. Fix P ∈ NF (T )cr. By Alperin’s
Fusion Theorem [AKO11, Theorem I.3.5], we only need to show that AutF (P ) = AutNF (T )(P ) ⊆
FS(NL(T )). Notice that NL(P ) ⊆ NL(T ) as T ≤ P and T is strongly closed in F . Hence, using
Lemma 4.11(a) one sees that AutF (P ) = {cf |P : f ∈ NL(P )} ⊆ FS(NL(T )). This proves (a).
For the proof of (b) suppose now that (L,∆, S) is a linking locality. If P ∈ ∆, then TP ∈ ∆
and thus NL(TP ) is a group of characteristic p. Using that T is strongly closed, one sees that
NNL(T )(P ) = NNL(TP )(P ). Hence, NNL(T )(P ) is of characteristic p by Lemma 2.1(b). It follows
now from (a) that (NL(T ),∆, S) is a linking locality over NF (T ), i.e. (b) holds.
It is a special case of Lemma 4.16 that CL(T ) E NL(T ). Assume now that Fc ⊆ ∆ and set
L0 := L|Fc . By [Hen19, Lemma 9.12] applied with (L0, T, {id}) in place of (L, Q,K), we have
CF (T ) = FCS(T )(CL0(T )) ⊆ FCS(T )(CL(T )). Clearly FCS(T )(CL(T )) ⊆ CF (T ), so (c) holds. 
If N E L, then T = N ∩ S is strongly closed by [Che15a, Lemma 3.1(a)]. We will apply the
lemma above in this situation. The following result of Chermak gives then actually some more
information. Since it is crucial in our later proofs, we restate it here.
Proposition 4.36. Let (L,∆, S) be a locality of objective characteristic p, let N E L and set
T := N ∩ S. Suppose K is a partial normal subgroup of NL(T ) such that K ⊆ CL(T ). Then
〈K,N〉E L and S ∩ 〈K,N〉 = (K ∩ S)T . In particular, (K ∩ S)T is strongly closed in FS(L).
Proof. The first part is a restatement of [Che15a, Proposition 5.5]. The last sentence follows then
from the fact that the intersection of a partial normal subgroup of L with S is strongly closed by
[Che15a, Lemma 3.1(a)]. 
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Corollary 4.37. Let (L,∆, S) be a locality of objective characteristic p, let N E L and set T :=
N ∩ S. Then 〈N , CL(T )〉E L and 〈N , CL(T )〉 ∩ S = TCS(T ). In particular, TCS(T ) is strongly
closed in FS(L).
Proof. This is an immediate consequence of Lemma 4.35(c) and Proposition 4.36. 
4.9. Im-partial subgroups. Following Chermak we use the following definition.
Definition 4.38. Let L and L0 be partial groups with products Π: D → L and Π0 : D0 → L0
respectively. Then we say that L0 (or more precisely (L0,D0,Π0)) is an im-partial subgroup of L
if L0 ⊆ L, D0 ⊆ D and Π0 = Π|D0 .
If L0 is an im-partial subgroup of L then the inclusion map L0 ↪→ L is a homomorphism of
partial groups. The other way around, any image of a homomorphism of partial groups can be
regarded as an im-partial subgroup (which is however not a partial subgroup in general). This
justifies the name.
Im-partial subgroups of localities occur very natural. For example, if (L,∆, S) is a locality over
F and Γ ⊆ ∆ is F-closed, then the restriction L|Γ is an im-partial subgroup of L. In [Hen19,
Subsection 9.2] restrictions were considered in a more general context. For the convenience of
the reader we summarize this construction here. For that let (L,∆, S) be a locality, H a partial
subgroup of L and Γ a set of subgroups of T := S ∩ H such that Γ is closed under passing to
H-conjugates and overgroups in T . Suppose furthermore that there exists some subgroup X ≤ S
such that the following properties hold:
(Q1) For all P ∈ Γ, we have 〈P,X〉 ∈ ∆.
(Q2) For all P1, P2 ∈ Γ, we have NH(P1, P2) ⊆ NL(〈P1, X〉, 〈P2, X〉).
Set
H|Γ := {f ∈ H : Sf ∩ T ∈ Γ}.
Let D0 be the set of words (f1, . . . , fn) inH such that there exist P0, P1, . . . , Pn ∈ Γ with P fii−1 = Pi
for all i = 1, . . . , n. We allow here the case n = 0 so that the empty word is an element of D0. By
[Hen19, Lemma 9.6], the set H|Γ together with the restriction of the inversion on L to H|Γ and
with the product Π0 := Π|D0 : D0 → H|Γ forms a partial group, which is an im-partial subgroup
of L. Whenever we write H|Γ in the following text, we mean implicitly that we regard H|Γ as a
partial group (and thus an im-partial subgroup of L) in this way. We will now consider the case
which is relevant in the present paper.
For the remainder of this subsection let (L,∆, S) be a subcentric locality over a
fusion system F .
If X ≤ S is fully F-normalized and H = NL(X), then (Q2) holds for any set Γ of subgroups
of T := NS(X). Moreover, if (L,∆, S) is a subcentric locality over F , then (Q1) holds with
Γ = NF (X)
s as is implied by the following lemma.
Lemma 4.39. Let F be a saturated fusion systems and X ≤ S be fully F-normalized. Then
NF (X)
s = {P ≤ NS(X) : PX ∈ Fs}.
Proof. By [Hen19, Lemma 3.14] we have NF (X)
s ⊆ {P ≤ NS(X) : PX ∈ Fs}. Moreover, com-
bining Lemma 3.4 and Lemma 3.16 in the same paper one gets the converse inclusion. 
Let now (L,∆, S) be a subcentric locality over F . For every X ≤ S such that X is fully
F-normalized, the set NF (X)s is NF (X)-closed. Moreover, by [Hen19, Lemma 9.12] we have
NF (X) = FNS(X)(NL(X)). So NL(X)|NF (X)s forms a partial group as described above, and this
partial group is an im-partial subgroup of L. We denote this im-partial subgroup of L by NL(X),
i.e.
NL(X) := NL(X)|NF (X)s for all X ∈ F
f .
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By [Hen19, Lemma 9.13], the triple (NL(X), NF (X)s, NS(X)) is a subcentric locality over NF (X).
In the proof of the E-balance Theorem (Theorem 13.8) at the very end of this paper, we will iterate
the process we just described. In this context we will need the following lemma.
Lemma 4.40. Let F be a saturated fusion system over X, let X,Y be fully F-normalized subgroups
of S which normalize each other. Suppose furthermore that Y is fully NF (X)-normalized. Then
X is fully NF (Y )-normalized and NNF (X)(Y ) = NNF (Y )(X). Moreover,
Γ := NNF (X)(Y )
s = {P ≤ NS(X) ∩NS(Y ) : PXY ∈ Fs}
and, for every subcentric locality (L,∆, S) over F , we have
NNL(X)(Y ) = (NL(X) ∩NL(Y ))|Γ = NNL(Y )(X).
Proof. It is well-known and easy to see that NNF (X)(Y ) = NNF (Y )(X). Applying Lemma 4.39
twice we get moreover
NNF (X)(Y )
s = {P ≤ NS(X) ∩NS(Y ) : PY ∈ NF (X)s} = {P ≤ NS(X) ∩NS(Y ) : (PY )X ∈ Fs}
and so
(4.2) Γ := NNF (X)(Y )
s = {P ≤ NS(X) ∩NS(Y ) : PXY ∈ Fs}.
We show now that X is fully NF (Y ) normalized. For the proof let
ϕ ∈ HomNF (Y )(NS(X) ∩NS(Y ), NS(Y ))
such that Xϕ is fully NF (Y )-normalized. As X is fully F-normalized, there exists then α ∈
HomF (NS(Xϕ), S) such that Xϕα = X. Observe that ϕα ∈ HomNF (X)(NS(X) ∩NS(Y ), S) and
Y ϕα = Y α. So the assumption that Y is fully NF (X)-normalized yields
|NS(X) ∩NS(Y α)| ≤ |NS(X) ∩NS(Y )|.
At the same time, as Xϕ is fully NF (Y )-normalized, we have
|NS(X) ∩NS(Y )| ≤ |NS(Xϕ) ∩NS(Y )|.
Moreover, (NS(Xϕ) ∩NS(Y ))α ≤ NS(Xϕα) ∩NS(Y α) = NS(X) ∩NS(Y α). Hence,
|NS(X) ∩NS(Y )| ≤ |NS(Xϕ) ∩NS(Y )| ≤ |NS(X) ∩NS(Y α)| ≤ |NS(X) ∩NS(Y )|
and thus equality holds everywhere above. In particular, |NS(Xϕ)∩NS(Y )| = |NS(X)∩NS(Y )|.
As Xϕ is fully NF (Y )-normalized, it follows therefore that X is fully NF (Y )-normalized.
Let (L,∆, S) be a subcentric locality over F . The situation is now symmetric in X and Y .
Thus, it remains only to prove
(4.3) NNL(X)(Y ) = (NL(X) ∩NL(Y ))|Γ.
Observe first that (Q1) and (Q2) hold with H = NL(X) ∩ NL(Y ) and with XY in place of X;
to see that (Q1) holds in this setting one needs to apply (4.2). So (NL(X) ∩ NL(Y ))|Γ is well-
defined. Write Π0 : D0 → NL(X) for the partial product on NL(X), Π1 : D1 → NNL(X)(Y ) for
the partial product on NNL(X)(Y ) and Π2 : D2 → (NL(X) ∩ NL(Y ))|Γ for the partial product
on (NL(X) ∩ NL(Y ))|Γ. Notice that the set NNL(X)(Y ) corresponds to the words of length one
in D1 and similarly (NL(X) ∩ NL(Y ))|Γ corresponds to the words of length one in D2. Hence,
as Π1 = Π|D1 and Π2 = Π|D2 , it is sufficient to prove D1 = D2. Set T := NS(X). If w =
(f1, . . . , fn) ∈W(NL(X)), then it follows from [Hen19, Lemma 9.7(b)] that
Tw := {x ∈ T : ∃x = x0, x1, . . . , xn ∈ T such that xi−1 ∈ D0(fi) and xfii−1 = xi for i = 1, 2, . . . , n}
equals Sw ∩ T . Using this for words of length one, it follows in particular that
(4.4) NNL(X)(Y ) = NL(Y ) ∩ NL(X)
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We can conclude now that
D1 = {w ∈W(NNL(X)(Y )) : Tw ∩NT (Y ) ∈ Γ} (by Definition of Γ and of NNL(X)(Y ))
= {w ∈W(NL(Y ) ∩ NL(X)) : Sw ∩ T ∩NS(Y ) ∈ Γ} (as Tw = Sw ∩ T and by (4.4))
⊆ {w ∈W(NL(X) ∩NL(Y )) : Sw ∩ T ∩NS(Y ) ∈ Γ}
= D2.
Observe now that w ∈W(NL(X)) for every w ∈W(NL(X)∩NL(Y )) with Sw∩T ∩NS(Y ) ∈ Γ =
NNF (X)(Y )
s. This is because for such w we have Y ≤ Sw ∩ T ∩NS(Y ) and so Sw ∩ T ∩NS(Y ) ∈
NF (X)
s by Lemma 4.39. This shows that the inclusion above is an equality as well. Hence
D1 = D2 and (4.3) holds. 
5. Internal central products of partial groups
Internal central products of partial groups with two factors were defined and studied in [Hen17].
We introduce here internal central products of partial groups with possibly more than two factors.
This will be important in Sections 11 and 12. We warn the reader that the notion of an internal
central product of two partial subgroups introduced here differs slightly from the definition given
in [Hen17]; see Remark 5.3 below.
Throughout this section let L be a partial group with product Π: D→ L.
Definition 5.1. Let L1,L2, . . . ,Lk be partial subgroups of L where k ≥ 1. We say that L is
an (internal) central product of L1,L2, · · · ,Lk and write L = L1 ∗ L2 ∗ · · · ∗ Lk if the following
conditions hold:
(P) We have L = L1L2 · · · Lk.
(C1) We have L1 × L2 × · · · × Lk ⊆ D.
(C2) Whenever we are given words wj = (f1j , f2j , . . . , fkj) ∈ L1×L2×· · ·×Lk for j = 1, . . . , n,
then setting w = (Π(w1),Π(w2), . . . ,Π(wn)) and ui := (fi1, fi2, . . . , fin) ∈ W(Li) for
i = 1, . . . , k, the following equivalence holds:
w ∈ D⇐⇒ ui ∈ D for all i = 1, . . . , k.
Moreover, if w ∈ D, then
Π(w) = Π(Π(u1), . . . ,Π(uk)).
We say that L1, . . . ,Lk form an internal central product in L if (C1) and (C2) hold.
Remark 5.2. The reader might want to think of the property (C2) as follows: Suppose we are
given a k × n matrix
A =

f11 f12 . . . f1n




fk1 fk2 . . . fkn

such that the ith row ui = (fi1, fi2, . . . , fin) is an element of W(Li) for all i = 1, . . . , k. Write w
for the word of length n whose jth entry equals the the product of the word written in the jth
column of A for all j = 1, . . . , n. Property (C2) says that, whenever we are in this situation, we
have w ∈ D if and only if ui ∈ D for all i = 1, . . . , k. Moreover, if so, then
Π(w) = Π(Π(u1), . . . ,Π(uk)).

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Remark 5.3. If L is a central product of L1 and L2 in the sense of Definition 5.1, then one easily
observes that L is also a central product of L1 and L2 in the sense defined in [Hen17, Definition 6.1]
(so in particular all the results proved in that paper apply). However, the converse might not hold
in general. It turns out that the two notions coincide if there is a locality structure on each of the
partial subgroups Li. We plan to provide the details of this a forthcoming paper with Valentina
Grazian. The main reason why we choose to give a different definition here is that it allows us to
prove Lemma 5.5 below.
We have the following lemma. By Σk we denote the symmetric group on k letters.
Lemma 5.4. Let L1, . . . ,Lk be partial subgroups of L which form a central product in L. Then
the following hold:
(a) Given gi ∈ Li for all i = 1, . . . , k and σ ∈ Σk, we have (g1σ, g2σ, . . . , gkσ) ∈ D and
Π(g1, g2, . . . , gk) = Π(g1σ, g2σ, . . . , gkσ).
(b) The product L1L2 · · · Lk is a partial subgroup and L1L2 · · · Lk = L1 ∗ L2 ∗ · · · ∗ Lk.
(c) If gi ∈ Li for i = 1, . . . , k, then Π(g1, . . . , gk)−1 = Π(g−11 , . . . , g
−1
k ).
Proof. Let gi ∈ Li for i = 1, . . . , k. As every element of Σk is a product of transpositions of the
form (l, l + 1) with 1 ≤ l < k, for the proof of (a), we may assume without loss of generality that
σ = (l, l + 1) for some 1 ≤ l < k. So we need to show that
w := (g1, . . . , gl−1, gl+1, gl, gl+2, . . . , gk)
is an element of D and that Π(w) = Π(g1, . . . , gk). Consider the k × k matrix
A =









1 . . . gl−1 1 1 1 . . . 1
1 . . . 1 1 gl 1 . . . 1
1 . . . 1 gl+1 1 1 . . . 1






1 . . . 1
...
... 1 . . . gk

Observe that the ith row ui of A is an element of W(Li) for i = 1, . . . , k. Moreover, by
Lemma 4.3(b), we have ui ∈ D and Π(ui) = gi for i = 1, . . . , k. The same lemma yields also
that w is the word of length k whose jth entry is the product of the word written into the jth
column of A. Hence, property (C2) applied in the form of Remark 5.2 yields that w ∈ D and
Π(w) = Π(Π(u1), · · · ,Π(uk)) = Π(g1, . . . , gk).
This proves (a).
Set now u = (g1, . . . , gk). By [Che15a, Lemma 1.4(f)], we have u
−1 = (g−1k , . . . , g
−1
1 ) ∈ D and
f−1 = Π(u−1). As L1, . . . ,Lk are partial subgroups of L, we have g−1i ∈ Li for i = 1, . . . , k.
Hence, using part (a), we can conclude that f−1 = Π(g−11 , . . . , g
−1
k ). This proves (c).
As any element f ∈ L1L2 · · · Lk is of the form f = Π(g1, . . . , gk) where (g1, . . . , gk) ∈ L1 ×
L2 × · · · × Lk, it follows from (c) that L1L2 · · · Lk is closed under inversion. Moreover, property
(C2) yields that Π(w) ∈ L1L2 · · · Lk for all w ∈W(L1L2 · · · Lk) ∩D. So L1L2 · · · Lk is a partial
subgroup of L and forms thus a partial group as well, whose product is the restriction of Π to
D ∩W(L1L2 · · · Lk). It is now easy to observe that L1L2 · · · Lk = L1 ∗ L2 ∗ · · · ∗ Lk. 
If L1, . . . ,Lk are partial subgroups of L and we write a term of the form L1 ∗ L2 ∗ · · · ∗ Lk,
then this indicates implicitly that L1, . . . ,Lk form a central product in L. In particular, writing
L = (L1 ∗ L2 ∗ · · · ∗ Ll) ∗ (Ll+1 ∗ Ll+2 ∗ · · · ∗ Lk) means that L1, . . . ,Ll form a central product,
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that Ll+1, . . . ,Lk form a central product, and that L is a central product of L1L2 · · · Ll and
Ll+1Ll+2 · · · Lk. We have the following lemma.
Lemma 5.5. Let L1, . . . ,Lk be partial subgroups of L. The following two conditions are equivalent:
(i) L = L1 ∗ L2 ∗ · · · ∗ Lk;
(ii) L = (L1 ∗ L2 ∗ · · · ∗ Ll) ∗ (Ll+1 ∗ Ll+2 ∗ · · · ∗ Lk).
Proof. Assume first that (i) holds. Using the axioms of a partial group, one sees that property (P)
implies L = (L1L2 · · · Ll)(Ll+1Ll+2 · · · Lk). Moreover, property (C1) implies that L1×L2×· · ·×Ll,
Ll+1 × Ll+2 × · · · × Lk and (L1L2 · · · Ll)× (Ll+1Ll+2 · · · Lk) are subsets of D.
To show that L1, . . . ,Ll form a central product, it remains only to show that (C2) holds with
l in place of k. Let A be an l × n-matrix whose ith row ui is a word in Li for i = 1, . . . , l. Write
w for the word of length n whose jth entry equals the product of the word written into the jth








Consistent with our previous notation, we write ui for the ith row of A
′ for i = 1, . . . , k. Then
ui ∈ W(Li) for i = 1, . . . , k. Lemma 4.3 yields that ui ∈ D, Π(ui) = 1 for i = l + 1, . . . , k and
that w is also the word of length n whose jth entry equals the product of the word written into
the jth column of A′ for j = 1, . . . , n. Hence, by (C2) we have
w ∈ D⇐⇒ ui ∈ D for all i = 1, . . . , k ⇐⇒ ui ∈ D for all i = 1, . . . , l.
Moreover, if w ∈ D, then
Π(w) = Π(Π(u1), . . . ,Π(uk)) = Π(Π(u1), . . . ,Π(ul),1, . . . ,1) = Π(Π(u1), . . . ,Π(ul)),
where the latter equality uses again Lemma 4.3. This shows that L1, . . . ,Ll form a central product.
A similar argument shows that Ll+1, . . . ,Lk form a central product; given a (k− l)× n matrix B
whose ithe row is in W(Ll+i), take E′ to be the l × n matrix all of whose entries are equal to 1






to prove (C2) with Ll+1, . . . ,Lk in place of L1, . . . ,Lk.
It remains to show that L1L2 · · · Ll and Ll+1Ll+2 · · · Lk form a central product or more precisely,
that (C2) holds with k = 2 and (L1L2 · · · Ll,Ll+1Ll+2 · · · Lk) in place of (L1,L2). Let
A =
(
g1 g2 · · · gn
h1 h2 · · · hn
)
be a 2×n matrix whose first row w1 := (g1, . . . , gn) is a word in L1L2 · · · Ll and whose second row
w2 := (h1, h2, . . . , hn) is a word in Ll+1Ll+2 · · · Lk. By definition of L1L2 · · · Ll, we may pick then
an l × n-matrix B whose ith row ui is in W (Li) for i = 1, . . . , l and such that gj is the product
of the word written into the jth column of B. Similarly, by definition of Ll+1Ll+2 · · · Lk, we can
find a (k − l)× n-matrix C whose ith colum ul+i is in W(Ll+i) for i = 1, . . . , k − l and such that







then A′ is the k× n matrix such that ui ∈W(Li) is the ith row of A′. Set w := (g1h1, . . . , gnhn).
Note that the jth entry of w equals both the product of the word written into the jth column
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of A and the product written into the jth column of A′ for j = 1, . . . , n. As L1, . . . ,Lk form a
central product, we have w ∈ D if and only if ui ∈ D for all i = 1, . . . , n. Moreover, if so then
Π(w) = Π(Π(u1), . . . ,Π(uk)).
As we have seen above, L1, . . . ,Ll form a central product. Thus, we have w1 ∈ D if and only
if ui ∈ D for i = 1, . . . , l; if so then Π(w1) = Π(Π(u1), . . . ,Π(ul)). Similarly, as Ll+1, . . . ,Lk
form a central product, we have w2 ∈ D if and only if ui ∈ D for i = l + 1, . . . , k; if so, then
Π(w2) = Π(Π(ul+1), . . . ,Π(uk)). Putting everything together, we get
w ∈ D⇐⇒ ui ∈ D for all i = 1, . . . , k ⇐⇒ w1, w2 ∈ D.
Moreover, if w ∈ D, then
Π(w) = Π(Π(u1), . . . ,Π(uk)) = Π(Π(u1), . . . ,Π(ul))Π(Π(ul+1), . . . ,Π(uk)) = Π(w1)Π(w2).
This proves that L1 · · · Ll and Ll+1 · · · Lk form a central product. So we have shown that (i)
implies (ii).
Assume now that (ii) holds. We show first that (C1) holds. Let gi ∈ Li for i = 1, . . . , k. As
L1, . . . ,Ll form a central product and Ll+1, . . . ,Lk form a central product, the words (g1, . . . , gl)
and (gl+1, . . . , gk) are in D. Hence, by Lemma 4.3, the words u1 := (g1, . . . , gl,1, . . . ,1) and
u2 := (1, . . . ,1, gl+1, . . . , gk) of length k are in D. We consider now the 2 × k-matrix X whose
ith row is ui for i = 1, 2. Observe that u1 ∈ W(L1 · · · Ll) ∩ D, u2 ∈ W(Ll+1 · · · Lk) ∩ D and
w = (g1, . . . , gk) is the word of length k whose jth entry is the product of the word written
into the jth row of X. So by Remark 5.2, we have w ∈ D. This proves property (C1). As
L = (L1 · · · Ll)(Ll+1 · · · Lk), it follows from (C1) and the axioms of a partial group that (P) holds
as well. Thus, it remains to show (C2). Consider a k×n-matrix A whose ith row ui is an element






where B is an l×n matrix and C is a (k− l)×n-matrix. For each Y ∈ {A,B,C} write wY for the
word of length n whose jth entry equals the product of the word written in the jth column of Y
for all j = 1, . . . , n. As L1, . . . ,Ll form a central product, we have wB ∈ D if and only if ui ∈ D
for i = 1, . . . , l. Moreover, if so, then Π(wB) = Π(Π(u1), . . . ,Π(ul)). Similarly, as Ll+1, . . . ,Lk
form a central product, we have wC ∈ D if and only if ui ∈ D for i = l+ 1, . . . , k. Furthermore, if
so, then Π(wC) = Π(Π(ul+1), . . . ,Π(uk)). Writing A
′ for the 2 × n-matrix whose first row is wB
and whose second row is wC , observe furthermore that the jth entry of wA equals the product
of the word written into the jth column of A′. As wB ∈W(L1 · · · Ll), wC ∈W(Ll+1 · · · Lk) and
L = (L1 · · · Ll) ∗ (Ll+1 · · · Lk), we can conclude that the following equivalences hold:
wA ∈ D⇐⇒ wB, wC ∈ D⇐⇒ ui ∈ D for i = 1, . . . , k.
Moreover, if wA ∈ D, then Π(wA) = Π(wB)Π(wC) = Π(Π(u1), . . . ,Π(ul))Π(Π(ul+1), . . . ,Π(uk)).
By (C1) we have (Π(u1), . . . ,Π(uk)) ∈ D. Thus, if wA ∈ D, using the axioms of a partial group,
we can conclude that Π(wA) = Π(Π(u1), . . . ,Π(uk)). This proves that (C2) holds. So we have
shown that (ii) implies (i). 
Lemma 5.6. Let L1, . . . ,Lk be partial subgroups of L and σ ∈ Σk. If L1, . . . ,Lk form a central
product in L, then L1σ, . . . ,Lkσ form a central product in L and L1 ∗ L2 ∗ · · · ∗ Lk = L1σ ∗ L2σ ∗
· · · ∗ Lkσ. In particular, if L = L1 ∗ L2 ∗ · · · ∗ Lk, then we have L = L1σ ∗ L2σ ∗ · · · ∗ Lkσ.
Proof. As every element of Σk is a product of transpositions of the form (l, l+ 1) with 1 ≤ l < k,
we may assume without loss of generality that σ = (l, l+ 1) for some 1 ≤ l < k. Using Lemma 5.5
repeatedly, we may then reduce to the case that k = 2. Suppose L1 and L2 form a central product.
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It follows from Lemma 5.4(a) that (C1) holds with k = 2 and (L2,L1) in place of (L1,L2) and
that L = L1L2 implies L = L2L1. It remains thus to prove that (C2) holds for (L2,L1). Let
A =
(
f1 f2 . . . fn
g1 g2 . . . gn
)
be a matrix such that the first row u1 is in W(L2) and the second row u2 is an element of W(L1).
Set w := (f1g1, f2g2, · · · , fngn). By Lemma 5.4(a), we have w = (g1f1, g2f2, . . . , gnfn). Using that
L = L1 ∗ L2 and applying Remark 5.2 to the matrix whose first row is u2 and whose second row
is u1, we see that w ∈ D if and only ui ∈ D for i = 1, 2. Moreover, if so then
Π(w) = Π(Π(u2),Π(u1)).
As L1 and L2 are partial subgroups, we have Π(u1) ∈ L2 and Π(u2) ∈ L1. Hence, Lemma 5.4(a)
allows us to conclude that Π(w) = Π(Π(u1),Π(u2)). This proves L = L2 ∗ L1 as required. 
Lemma 5.6 allows us to introduce the following definition.
Definition 5.7. Let N be a set of partial subgroups of L. Write L1, . . . ,Lk for the pairwise
distinct elements of N.
• We say that the elements of N form a central product if L1, . . . ,Lk form a central product.
• If L = L1 ∗ L2 ∗ · · · ∗ Lk, then L is called a central product of the elements of N.
• If the elements of N form a central product, then we set
∏
N∈NN := L1L2 · · · Lk.
The above definition will be important in Section 12. We also use it to formulate the next
lemma.
Lemma 5.8. Let N1 and N2 be disjoint sets of subgroups of L. If the elements of N1 ∪ N2
form a central product, then the elements of Ni form a central product for i = 1, 2. Moreover∏
N∈N1 N ⊆ CL(
∏
N∈N2 N ).
Proof. By Lemma 5.4(b), we may reduce to the case that L is a central product of the elements
in N1 ∪N2. It follows then from Lemma 5.5 that the elements of Ni form a central product for




N∈N2 N . Set Li :=
∏
N∈Ni N for
i = 1, 2 so that L = L1 ∗ L2.
Let f ∈ L1 and g ∈ L2. We need to show that w := (f−1, g, f) ∈ D and gf = Π(w) = g. By
the axioms of a partial group we have (f−1, f) ∈ D and Π(f−1, f) = 1. Hence, by Lemma 4.3(a),






and using Lemma 4.3(b), one sees now that indeed w ∈ D and Π(w) = Π(Π(f−1,1, f),Π(1, g,1)) =
Π(1, g) = g. 
Lemma 5.9. Let L1, . . . ,Lk be partial subgroups of L such that L = L1 ∗ L2 ∗ · · · ∗ Lk. Then
Li E L for all i ∈ {1, . . . , k}.
Proof. By Lemma 5.6, it is sufficient to prove L1 E L. Moreover, by Lemma 5.5, we may reduce
to the case k = 2. Let now g ∈ L1 and f ∈ L such that g ∈ D(f). Write f = Π(f1, f2) where
fi ∈ Li for i = 1, 2. By Lemma 5.4(c), f−1 = Π(f−11 , f
−1
2 ). Notice w := (f
−1, g, f) ∈ D and
g = Π(g,1) by Lemma 4.3. So (C2) yields u1 := (f−11 , g, f1) ∈ D and u2 := (f
−1
2 ,1, f2) ∈ D
with gf = Π(w) = Π(Π(u1),Π(u2)). Combining the axioms of a partial group with Lemma 4.3,
we obtain Π(u2) = Π(f
−1
2 , f2) = 1 and g
f = Π(Π(u1),1) = Π(u1) ∈ L1. This proves L1 E L as
required. 
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6. Commuting subsets and partial normal subgroups
Throughout this section, let (L,∆, S) be a locality.
The results we prove in this section will play a role in the proof of Theorem 1, which we give
later on in Subsection 10.2. After proving some general lemmas concerning commuting subsets of
localities, we develop a theory of commuting partial normal subgroups of L as far as this seems
possible without the additional assumption that (L,∆, S) is a linking locality. At the end, in
Subsection 6.3, we show two general lemmas about products of partial normal subgroups of L.
The second one of these lemmas will be applied to commuting partial normal subgroups of linking
localities in the proof of Theorem 1.
6.1. Commuting subsets. In this subsection, we will study the following concepts, which were
partly introduced already in the introduction.
Definition 6.1. Let X ,Y ⊆ L. Then we say that X commutes with Y (in L) if for all x ∈ X and
y ∈ Y the following implication holds:
(x, y) ∈ D =⇒ (y, x) ∈ D and xy = yx.
Moreover, we say that X commutes strongly with Y (in L) if for all x ∈ X and y ∈ Y the following
implication holds:
(x, y) ∈ D =⇒ (y, x) ∈ D, xy = yx and S(x,y) = S(y,x).
We say that X fixes Y under conjugation if for all x ∈ X and y ∈ Y the following implication
holds:
y ∈ D(x) =⇒ yx = y.
Lemma 6.2. Let X ,Y ⊆ L such that X is closed under inversion. If X commutes with Y, then
X fixes Y under conjugation.
Proof. Let x ∈ X and y ∈ Y with y ∈ D(x). The latter condition means (x−1, y, x) ∈ D and
thus (x−1, y) ∈ D. As X commutes with Y and x−1 ∈ X by assumption, we have (y, x−1) ∈ D
and x−1y = yx−1. Using Lemma 4.2 we can thus conclude that (y, x−1, x) ∈ D. Hence, yx =
Π(x−1, y, x) = Π(x−1y, x) = Π(yx−1, x) = Π(y, x−1, x) = y. 
Lemma 6.3. Let X ⊆ L and R ≤ S. Assume that R fixes X under conjugation or suppose that
RE S and X fixes R under conjugation. Then X ⊆ CL(R) and R ⊆ CL(X ).
Proof. By Lemma 4.5, it is sufficient to show that X ⊆ CL(R) or R ⊆ CL(X ). Moreover, for every
x ∈ X and r ∈ R we have (r−1, x, r) ∈ D via Srx and thus x ∈ D(r). Hence, if R fixes X under
conjugation, then R ⊆ CL(X ).
So assume now that R E S and X fixes R under conjugation. Let x ∈ X . As X fixes R under
conjugation, it is enough to show that R ⊆ D(x). For r ∈ NR(Sx), we have (x−1, r, x) ∈ D via Sxx .
Hence, r ∈ D(x) and, since X fixes R under conjugation, we have rx = r ∈ S. So r ∈ Sx proving
NR(Sx) ≤ Sx and thus NRSx(Sx) = NR(Sx)Sx = Sx. Notice that RSx is a p-group, as R E S.
Hence, it follows that RSx = Sx, which implies R ≤ Sx ⊆ D(x). This completes the proof. 
Lemma 6.4. Let X ⊆ L. Then X commutes strongly with CS(X ) and vice versa.
Proof. Let x ∈ X and s ∈ CS(X ). Then (x, s) ∈ D and (s, s−1, x, s) ∈ D via Sx. Using the
axioms of a partial group, it follows (s, x) = (s, xs) ∈ D and xs = Π(s, s−1, x, s) = Π(s, xs) = sx,
where the last equality uses s ∈ CS(X ). Using Lemma 4.14, it follows that S(x,s) = Sxs = Ssx =
S(s,x). 
Lemma 6.5. Suppose X commutes strongly with Y. Let u, v ∈W(L), a ∈W(X ) and b ∈W(Y)
with w := u ◦ a ◦ b ◦ v ∈ D. Then w′ := u ◦ b ◦ a ◦ v ∈ D, Sw = Sw′ and Π(w) = Π(w′).
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Proof. By the axioms of partial groups, we have a ◦ b ∈ D. If Sa◦b = Sb◦a, b ◦ a ∈ D and
Π(a ◦ b) = Π(b ◦ a), then Sw = Su◦a◦b◦v = Su◦b◦a◦v = Sw′ , in particular Sw′ = Sw ∈ ∆ and w′ ∈ D.
Moreover, Π(w) = Π(u◦Π(a◦b)◦v) = Π(u◦Π(b◦a)◦v) = Π(w′). Hence, we may assume without
loss of generality that u = v = ∅, w = a ◦ b and w′ = b ◦ a.
We prove now the assertion by induction on the length |a◦ b| of a◦ b. The claim is clear if a = ∅
or b = ∅. So we may assume that both a and b have length at least one. Write a = a′ ◦ (x) and
b = (y) ◦ b′ with a′ ∈W(X ), x ∈ X , b′ ∈W(Y), y ∈ Y. Notice that a′ ◦ (x, y) ◦ b′ = a ◦ b = w ∈ D
and thus (x, y) ∈ D. As X commutes strongly with Y, it follows that (y, x) ∈ D, S(x,y) = S(y,x)
and xy = yx. Therefore,
∆ 3 Sw = Sa◦b = Sa′◦(x,y)◦b′ = Sa′◦(y,x)◦b′
and so a′ ◦ (y, x) ◦ b′ ∈ D. Moreover,
Π(w) = Π(a′ ◦ (x, y) ◦ b′) = Π(a′ ◦ (Π(x, y)) ◦ b′) = Π(a′ ◦ (Π(y, x)) ◦ b′) = Π(a′ ◦ (y, x) ◦ b′).
Notice that a′ ◦ (y) ∈ D as a′ ◦ (y, x) ◦ b′ ∈ D. Since |a′ ◦ (y)| ≤ |a′ ◦ b| < |a ◦ b|, we may assume
by induction that Sa′◦(y) = S(y)◦a′ , (y) ◦ a′ ∈ D and Π(a′ ◦ (y)) = Π((y) ◦ a′). Hence,
Sw = Sa′◦(y,x)◦b′ = S(y)◦a′◦(x)◦b′ = S(y)◦a◦b′
and thus (y) ◦ a′ ◦ (x) ◦ b′ = (y) ◦ a ◦ b′ ∈ D. In particular, a ◦ b′ ∈ D and so, again by induction,
we may assume that Sa◦b′ = Sb′◦a, b
′ ◦ a ∈ D and Π(a ◦ b′) = Π(b′ ◦ a). Hence,
Sw = S(y)◦a◦b′ = S(y)◦b′◦a = Sb◦a = Sw′
and so w′ = b ◦ a = (y) ◦ b′ ◦ a ∈ D. Moreover,
Π(w) = Π(a′ ◦ (y, x) ◦ b′) = Π((Π(a′ ◦ (y)), x) ◦ b′) = Π((Π((y) ◦ a′), x) ◦ b′)
= Π((y) ◦ a′ ◦ (x) ◦ b′) = Π((y) ◦ a ◦ b′) = Π(y,Π(a ◦ b′))
= Π(y,Π(b′ ◦ a)) = Π((y) ◦ b′ ◦ a) = Π(b ◦ a) = Π(w′).

6.2. Commuting partial normal subgroups. In this subsection we develop a theory of com-
muting partial normal subgroups of localities, basically proving the parts of Theorem 1, which are
stated to be true without the assumption that (L,∆, S) is a linking locality.
Throughout this subsection let N E L and T := N ∩ S.
Lemma 6.6. Let Y ⊆ L. Suppose N commutes with Y or assume more generally that N fixes Y
under conjugation. Then Y ⊆ CL(T ). Moreover, Y E L if and only if Y ENL(T ).
Proof. By Lemma 6.2, we may just assume that N fixes Y under conjugation. Then T ⊆ N fixes
Y under conjugation. Hence, by Lemma 6.3, we have Y ⊆ CL(T ) ⊆ NL(T ). In particular, if
Y E L, then Y ENL(T ).
Suppose now that Y ENL(T ). Let g ∈ L and y ∈ Y such that (g−1, y, g) ∈ D. By the Frattini
Lemma and the Splitting Lemma [Che15a, Corollary 3.11, Lemma 3.12], there exists n ∈ N and
f ∈ NL(T ) such that g = nf and Sg = S(n,f). Then g−1 = f−1n−1 and Sg−1 = S(f−1,n−1). So
S(f−1,n−1,y,n,f) = S(g−1,y,g) ∈ ∆ and thus (f−1, n−1, y, n, f) ∈ D. Hence, y ∈ D(n) and yg = (yn)f .
As N fixes Y under conjugation, we have yn = y. Since we assume that Y E NL(T ), it follows
yg = yf ∈ Y, which proves Y E L. 
We caution the reader that there are cases where a subset X commutes with a subset Y in L,
but Y does not commute with X . Similarly, it can happen that X fixes Y under conjugation, but
Y does not fix X under conjugation. However, we have the following lemma.
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Lemma 6.7. Let X ⊆ L such that X fixes N under conjugation. Then N commutes strongly
with X and thus fixes X under conjugation. Moreover, S(n,f) = S(f,n) = Sn ∩ Sf for all n ∈ N ,
f ∈ X with (n, f) ∈ D.
Proof. Suppose X fixes N under conjugation. Then in particular, X fixes T = N ∩ S E S
under conjugation. Hence, by Lemma 6.3, we have X ⊆ CL(T ) = CT ⊆ LT . Let now n ∈ N
and f ∈ X with (n, f) ∈ D. Then by [Che15a, Lemma 3.2(a)], we have (f, f−1, n, f) ∈ D,
nf = fnf and S(n,f) = S(f,nf ) = Sf ∩ Sn. In particular, n ∈ D(f) and (f, nf ) ∈ D. As X
fixes N under conjugation, it follows that nf = n, so (f, n) ∈ D, nf = fn and S(n,f) = S(f,n) =
Sf ∩ Sn. In particular, N commutes strongly with X and thus, by Lemma 6.2, N fixes X under
conjugation. 
Corollary 6.8. Let M,N E L. Then the following conditions are equivalent:
(i) M commutes with N ;
(ii) N commutes with M;
(iii) M commutes strongly with N ;
(iv) N commutes strongly with M;
(v) M fixes N under conjugation;
(vi) N fixes M under conjugation.
Moreover, if one of these conditions holds, then S(m,n) = S(n,m) = Sm ∩Sn for all m ∈M, n ∈ N
with (m,n) ∈ D.
Proof. By Lemma 6.2, (i) implies (v) and (ii) implies (vi). Moreover, by Lemma 6.7, (v) implies
(iv) and (vi) implies (iii). Trivially, (iii) implies (i) and (iv) implies (ii). Hence, all six conditions
are equivalent. Lemma 6.7 gives also that (vi) implies S(m,n) = S(n,m) = Sm ∩ Sn for all m ∈ M
and n ∈ N with (m,n) ∈ D. 
Remark 6.9. For two partial normal subgroupsM and N of L the following holds by Lemma 4.5
and Lemma 5.8.
M and N form a central product =⇒ M⊆ CL(N )
⇐⇒ N ⊆ CL(M)
=⇒ conditions (i)-(vi) of Corollary 6.8 hold.
We will introduce regular localities in Section 11 and show in Lemma 11.22 that all the implications
above are equivalences if (L,∆, S) is regular.
Lemma 6.10. Let M,N E L and Y ⊆ L such that M and N both commute strongly with Y.
Then MN commutes strongly with Y. In particular, there is a (with respect to inclusion) largest
partial normal subgroup of L that commutes strongly with Y.
Proof. Let x ∈MN and y ∈ Y with (x, y) ∈ D. By Theorem 4.18,MNEL and there existm ∈M
and n ∈ N such that (m,n) ∈ D, x = mn and Sx = S(m,n). As S(m,n,y) = S(x,y) ∈ ∆, it follows
(m,n, y) ∈ D. AsM and N commute strongly with Y, the subset {m,n} commutes strongly with
Y. Hence, by Lemma 6.5, we have S(m,n,y) = S(y,m,n), (y,m, n) ∈ D and Π(m,n, y) = Π(y,m, n).
Since Sx = S(m,n), this implies S(x,y) = S(m,n,y) = S(y,m,n) = S(y,x) and (y, x) ∈ D. By the axioms
of a partial group, xy = Π(m,n, y) = Π(y,m, n) = yx. As x and y were arbitrary, this shows that
MN commutes strongly with Y as required. 
Corollary 6.11. With respect to inclusion there is a largest partial normal subgroup of L which
commutes with N .
Proof. By Corollary 6.8, a partial normal subgroup commutes with N if and only if it commutes
strongly with N . Hence, the assertion follows from Lemma 6.10 applied with N in the role of
Y. 
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Notation 6.12. By N⊥ we denote the largest partial normal subgroup of L which commutes
with N . Notice that N⊥ exists by Corollary 6.11. If we want stress the dependence of N⊥ on L,
we write N⊥L for N⊥.
Corollary 6.13. Let M and N be partial normal subgroups of L. Then M⊆ N⊥ if and only if
N ⊆M⊥.
Proof. This follows from Corollary 6.8 and the definitions of M⊥ and N⊥. 
Corollary 6.14. We have N⊥ ∩ S ≤ CS(N ), N ⊆ CL(N⊥ ∩ S) and N⊥ ⊆ CL(T ).
Proof. By Corollary 6.8, N⊥ ∩ S fixes N under conjugation, and T = N ∩ S fixes N⊥ under
conjugation. Hence the assertion follows from Lemma 6.3. 
Lemma 6.15. If R ≤ S such that REL, then R⊥ = CL(R). In particular, Op(L)⊥ = CL(Op(L)).
Proof. It is a special case of Corollary 6.14 that R⊥ ⊆ CL(R). By Lemma 4.16, we have CL(R)E
NL(R) = L and, by Lemma 4.5, CL(R) commutes with R. Hence, CL(R) ⊆ R⊥. This implies the
assertion. 
Lemma 6.16. If M,N E L with M⊆ N , then N⊥ ⊆M⊥.
Proof. As N⊥ commutes with N , it commutes in particular with M. Since N⊥ E L, it follows
thus from the definition of M⊥ that N⊥ ⊆M⊥. 
Lemma 6.17. We have N ⊆ (N⊥)⊥.
Proof. By Corollary 6.8, N commutes with N⊥ and is thus by definition of (N⊥)⊥ contained in
(N⊥)⊥. 
Notice that the statement of the following lemma makes sense by Theorem 4.18.
Lemma 6.18. Let M and N be partial normal subgroups of L. Then (MN )⊥ =M⊥ ∩N⊥.
Proof. Since (MN )⊥ commutes withMN by definition, it commutes also with the subsetsM and
N ofMN . Hence, as (MN )⊥EL, by definition ofM⊥ and N⊥, we have (MN )⊥ ⊆M⊥ ∩N⊥.
It remains to show that M⊥ ∩ N⊥ ⊆ (MN )⊥. As M⊥ and N⊥ are partial normal subgroups
of L, the intersectionM⊥ ∩N⊥ is also a partial normal subgroup. Therefore, we only need to see
that M⊥ ∩N⊥ commutes with MN or equivalently, by Corollary 6.8, that MN commutes with
M⊥ ∩N⊥. Corollary 6.8 gives also thatM and N commute strongly withM⊥ ∩N⊥. Hence the
assertion follows from Lemma 6.10. 
Lemma 6.19. For every locality (L̃, ∆̃, S̃) and every α ∈ Iso(L, L̃), we have N⊥α = (Nα)⊥. In
particular, if α ∈ Aut(L) with Nα = N , then N⊥α = N⊥.
Proof. Notice that α induces an inclusion preserving one-to-one correspondence between the par-
tial normal subgroups of L and the ones of L̃. Moreover X ⊆ N commutes with N if and only if
Xα commutes with Nα. This implies the assertion. 
6.3. Products of partial normal subgroups. If M and N are partial normal subgroups of
L, then by Theorem 4.18, for every element f ∈ MN , there exist m ∈ M and n ∈ N such
that f = mn, (m,n) ∈ D and Sf = Smn = S(m,n). The goal of this subsection is to prove in
Lemma 6.21 below that Smn = S(m,n) for all m ∈ M and n ∈ N with (m,n) ∈ D, provided
we have the additional assumption that M∩N ≤ NL(S). If (L,∆, S) is a linking locality and
M commutes with N , then M∩N ≤ S ≤ NL(S). Lemma 6.21 will be applied later on in this
context.
In our analysis of the situation we will use the relation ↑ introduced in [Che15a, Definition 3.6].
Given N E L, this is a relation on the set L ◦ ∆ of pairs (f, P ) where f ∈ L and P ≤ Sf . We
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write ↑N rather than ↑ to indicate the dependence of this relation on N . So by definition, for all
pairs (f, P ) and (g,Q) in L ◦∆,
(f, P ) ↑N (g,Q)⇐⇒ there exist x ∈ NN (P,Q) and y ∈ NN (P f , Qg) with xg = fy.
This defines a reflexive and transitive relation on L ◦ ∆. An element (f, P ) ∈ L ◦ ∆ is called
maximal in L ◦∆ if (f, P ) ↑N (g,Q) implies |P | = |Q| for all (g,Q) ∈ L ◦∆. One observes easily
that (f, P ) ↑N (f, Sf ) for every (f, P ) ∈ L◦∆. Thus, the maximal elements are of the form (f, Sf ).
An element f ∈ L is called ↑N -maximal, if (f, Sf ) is ↑N -maximal (cf. [Che15a, Definition 3.6]).
Lemma 6.20. Let M,N E L. Then for every n ∈ N , there exists g ∈ N such that g is ↑M-
maximal and (n, Sn) ↑M (g, Sg).
Proof. As L is finite and ↑M is transitive with (x,Q) ↑ (x, Sx) for all x ∈ L and Q ≤ Sx, we can
find a ∈ L such that (n, Sn) ↑M (a, Sa) and (a, Sa) is ↑L-maximal. The latter condition means
that a is ↑M-maximal.
By [Che15a, Proposition 3.14(b)], n ∈ Ma, i.e. there exists m ∈ M with (m, a) ∈ D and
n = ma. It follows then from the axioms of a partial group that (m−1,m, a) ∈ D and a =
Π(m−1,m, a) = m−1n ∈ MN . Hence, by Theorem 4.18, there exist f ∈ M and g ∈ N such that
(f, g) ∈ D, a = fg and Sa = S(f,g). Then
Sfa = S
f







Hence, f ∈ NM(Sa, Sg), 1 ∈ NM(Saa , S
g
g ) and fg = a = a1 by Lemma 4.3. By definition of ↑M,
this means that (a, Sa) ↑M (g, Sg). As a is ↑M-maximal, [Che15a, Lemma 3.7] yields now that g
is ↑M-maximal. Since ↑M is transitive, we have moreover (n, Sn) ↑M (g, Sg). As g was chosen to
be an element of N this yields the assertion. 
Lemma 6.21. Let M,N E L such that M ∩ N ≤ NL(S). Then every element of N is ↑M-
maximal. In particular, if m ∈M and n ∈ N such that (m,n) ∈ D, then
Smn = S(m,n).
Proof. By the Splitting Lemma [Che15a, Lemma 3.12], it is enough to show that every element
of N is ↑M-maximal. Let n ∈ N . By Lemma 6.20, there exists g ∈ N such that g is ↑M-maximal
and (n, Sn) ↑M (g, Sg). Then by [Che15a, Proposition 3.14(b)], n ∈ Mg. Hence, there exists
m ∈ M with (m, g) ∈ D and n = mg. Using Lemma 4.2 and the axioms of a partial group, one
observes now that (m, g, g−1) ∈ D and
m = Π(m, g, g−1) = Π(n, g−1) ∈ N ∩M
since m ∈ M and n, g ∈ N . Thus, we have m ∈ M ∩ N ≤ NL(S), so Lemma 4.14 gives
Sn = Smg = S
m−1
g . As (m
−1,m, g) ∈ D by Lemma 4.2, it follows
g = Π(m−1,m, g) = m−1n





n = Snn . Therefore
m−1 ∈ NM(Sg, Sn), 1 ∈ NM(Sgg , Snn) and m−1n = g = g 1,
where we use Lemma 4.3 at the end. This proves (g, Sg) ↑M (n, Sn). As g is ↑M-maximal, it
follows therefore from [Che15a, Lemma 3.7] that n is ↑M-maximal. 
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7. N -radical subgroups
Throughout let (L,∆, S) be a locality, N E L and T := N ∩ S.
The reader should observe that L itself is a partial normal subgroup of L, so everything we
define for N below is in particular defined for L. Recall that a subgroup H of a finite group G
is called strongly p-embedded if H 6= G, p divides |H|, but p does not divide |H ∩ Hg| for all
g ∈ G\H.
Definition 7.1.
• An object P ∈ ∆ is called N -radical if Op(NN (P )) ≤ P .
• We write R∆(L) for the set of objects P ∈ ∆ such that either P = S, or NL(P )/P has a
strongly p-embedded subgroup and NS(P ) ∈ Sylp(NL(P )).
As S is a maximal p-subgroup of L, it is a Sylow p-subgroup of NL(S). Thus, Op(NN (S)) ≤ S,
i.e. S is always N -radical (and in particular L-radical). If a group G has a strongly p-embedded
subgroup, then Op(G) = 1. Hence, the elements of R∆(L) are all L-radical. This is indeed the
main property of the elements of R∆(L) that we will use.
For every P ∈ ∆, we have P E NL(P ) and P ∩ T = P ∩ N E NN (P ). Observe also that
Op(NN (P )) ≤ P ∩N = P ∩ T if P ∈ ∆ is N -radical. Hence, an object P ∈ ∆ is N -radical if and
only if Op(NN (P )) = P ∩ T . In particular, P is L-radical if and only if Op(NL(P )) = P .
Lemma 7.2. Let ME L with M⊆ N . If P ∈ ∆ is N -radical, then P is M-radical.
Proof. If P is N -radical then, since NM(P ) E NN (P ), we have Op(NM(P )) ≤ Op(NN (P )) ≤ P
and thus P is M-radical. 
By [Che15a, Lemma 2.9, Lemma 4.1], NS = SN is a partial subgroup of L and (SN ,∆, S) is
a locality. So in particular, an object P ∈ ∆ is called SN -radical if Op(NSN (P )) = P . Moreover,
by R∆(SN ) we denote the set of all objects P ∈ ∆ such that P = S, or NSN (P )/P has a
strongly p-embedded subgroup and NS(P ) ∈ Sylp(NSN (P )). Note that every element of R∆(SN )
is SN -radical.
Lemma 7.3. If P ∈ ∆ is L-radical, then P is N -radical and Op(L) ≤ P . In particular, if P ∈ ∆
is SN -radical or if P ∈ R∆(SN ), then P is N -radical and Op(L) ≤ Op(SN ) ≤ P .
Proof. As (SN ,∆, S) is a locality with N E SN and Op(L) ≤ Op(SN ), it is sufficient to prove
the first sentence in the assertion. So suppose that P ∈ ∆ is L-radical. By Lemma 7.2, P
is N -radical. Moreover, NOp(L)(P ) E NL(P ) and thus NOp(L)(P ) ≤ Op(NL(P )) = P . Hence,
NOp(L)P (P ) = NOp(L)(P )P = P . As Op(L)P is a p-group, this implies P = Op(L)P ≥ Op(L). 
We note next that the property of beingN -radical is preserved under conjugation by appropriate
elements of L.
Lemma 7.4. If P ∈ ∆ is N -radical and f ∈ L with P ≤ Sf , then P f is N -radical. If P ∈
R∆(SN ) and f ∈ S, then P f ∈ R∆(SN ).
Proof. This follows basically since the conjugation map cf : NL(P )→ NL(P f ) is by Lemma 4.10
a well-defined isomorphism of groups which maps NN (P ) onto NN (P
f ). As (SN ,∆, S) is also a
locality, if f ∈ S, then similarly cf : NNS(P )→ NNS(P f ) is a group isomorphism with NS(P )f ≤
NS(P
f ). This implies the assertion. 
The elements of R∆(SN ) play an important role as the following lemma shows. It can be
regarded as a version of Alperin’s Fusion Theorem for partial normal subgroups.
Lemma 7.5. Let (L,∆, S) be a locality. If N is a partial normal subgroup of L and n ∈ N ,
then there exist k ∈ N, R1, R2, . . . , Rk ∈ R∆(SN ) and w = (t, n1, n2, . . . , nk) ∈ D such that the
following hold:
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(i) Sn = Sw and n = Π(w);
(ii) ni ∈ Op(NN (Ri)) and Sni = Ri for all i = 1, . . . , k; and
(iii) t ∈ T .
Proof. This is [Hen20, Lemma 6.2]. 
As a consequence of the above lemma, we will show now that foc(FT (N )) and CS(N ) have also
nice descriptions in terms of the elements of R∆(SN ).
Lemma 7.6. Set E := FT (N ). Then
foc(E) = 〈[P ∩ T,NN (P )] : P ∈ R∆(SN )〉.
Proof. Set R := 〈[P ∩ T,NN (P )] : P ∈ R∆(SN )〉. Observe that, for any P ∈ R∆(SN ), the
elements of NN (P ) induce E-automorphisms of P ∩T by conjugation. Hence, R ≤ foc(E). To show
the converse inclusion let x ∈ A ≤ T and α ∈ HomE(A, T ). We need to show that x−1(xα) ∈ R.
By definition of E , the morphism α is the composition of restrictions of maps of the form
cn : Sn ∩ T → T with n ∈ N . For any n ∈ N , we can in turn find a decomposition of n as
in Lemma 7.5. Note that S ∈ R∆(SN ) and T ≤ NN (S). Hence, we can conclude that α can
be written as a product α = (cn1 |A0,A1)(cn2 |A1,A2) · · · (cnk |Ak−1,Ak) where A = A0, A1, . . . , Ak
are subgroups of T , 〈Ai−1, Ai〉 ≤ Pi := Sni ∈ R∆(SN ), ni ∈ NN (Pi) and A
ni
i−1 = Ai. Then





i−1 = [xi−1, ni] ∈ [Pi ∩ T,NN (Pi)]
for all i = 1, . . . , k. Note also that xα = xk. Hence, it follows









[Pi ∩ T,NN (Pi)] ⊆ R.





















As CL(R) is by Lemma 4.16 a partial subgroup of L, it follows from Lemma 4.5 and Lemma 7.5
that N ⊆ CL(R) and R ⊆ CS(N ). So equality holds everywhere above as required. 
Since the elements of R∆(SN ) and thus the SN -radical subgroups play an important role, we
now want to study properties of SN -radical subgroups in more detail. The following lemma is
particularly useful for linking localities.
Lemma 7.8. Let P ∈ ∆ such that NL(P ) is of characteristic p and P is SN -radical. Then
CS(T ) ≤ P .
Proof. Set X := NCS(T )(P ). By Lemma 7.3, P is N -radical, i.e. Q := Op(NN (P )) = P ∩ T and
thus X ≤ CNL(P )(Q). Since NL(P ) is of characteristic p, NN (P )ENL(P ) is by Lemma 2.1(a) of
characteristic p, i.e. CNN (P )(Q) ≤ Q. Hence,
[X,NN (P )] ≤ [CNL(P )(Q), NN (P )] ≤ CNN (P )(Q) ≤ Q.
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As Op(NSN (P )) = O
p(NN (P )) by [Hen20, Lemma 6.1(b)], it follows that [X,O
p(NSN (P ))] is a p-
group. Hence, by Lemma 2.6(c), we have X ≤ Op(NSN (P )) = P . Thus, NPCS(T )(P ) = PX = P
and, as PCS(T ) is a p-group, it follows CS(T ) ≤ PCS(T ) = P . 
The following lemma will be helpful when moving between localities with different object sets.
Lemma 7.9. Let (L+,∆+, S) be a locality with ∆ ⊆ ∆+ and L = L+|∆. Fix P ∈ ∆ and N+EL+
such that N+ ∩ L = N . Then
NL+(P ) = NL(P ), NN+(P ) = NN (P ) and NSN+(P ) = NSN (P ).
In particular, P is N -radical if and only if P is N+-radical, and P is SN -radical if and only if
P is SN+-radical.
Proof. As L = L+|∆, we have NL+(P ) = NL(P ) and thus NN+(P ) = NN (P ). Moreover,
Lemma 4.23 gives SN+ ∩ L = S(N+ ∩ L) = SN and thus NSN+(P ) = NSN (P ). This im-
plies the assertion. 
Recall that every SN -radical subgroup is N -radical by Lemma 7.3. In many contexts, it seems
indeed more convenient to work with N -radical objects rather than with SN -radical objects. In
Lemma 7.2 and Lemma 7.4 we saw already that this concept has nice inheritance properties. More
such properties will be shown in Lemmas 7.11 and 7.13 below.
Lemma 7.10. Suppose P ∈ ∆ is N -radical. If R ≤ S such that NN (P )P ⊆ NL(R), then
(PR) ∩ T = P ∩ T .
Proof. As P ⊆ NL(R), the product PR is a p-group. Thus, X := (PR)∩T is a p-group normalized
by P , which implies that XP is a p-group as well. Since NN (P ) ⊆ NL(R), we have NN (P ) ⊆
NN (RP ) ⊆ NN (X) and thus NX(P ) ≤ Op(NN (P )) = P . Hence, NXP (P ) = NX(P )P ≤ P . We
can conclude that XP = P and thus X = P ∩ T as required. 
Lemma 7.11. Let P ∈ ∆ be N -radical with P ≤ T . Then POp(L) is NOp(L)-radical.
Proof. Set Q := POp(L). By Lemma 7.10 applied with Op(L) in place of R, we have Q ∩ T =
P ∩T = P . It follows now from the definition of Op(L) and the fact that T is strongly closed that
N := NN (P ) = NN (Q)EG := NNOp(L)(Q).
As P is N -radical, we conclude that Op(G)∩N = Op(N) = P . Observe that Op(L) ≤ NL(Q) and
so the Dedekind argument for partial groups [Che15a, Lemma 1.10] gives G = NL(Q)∩NOp(L) =
NN (Q)Op(L) = NOp(L). Since Op(L) ≤ Op(G), using the Dedekind argument for groups, it
follows that Op(G) = (Op(G) ∩ N)Op(L) = POp(L) = Q. This means that Q is NOp(L)-
radical. 
Lemma 7.12. Let P ∈ ∆ and Q ≤ P such that P ∩ T ≤ Q. Then NN (P ) ≤ NN (Q).
Proof. Computing in the group NL(P ), we have
[Q,NN (P )] ≤ [P,NN (P )] ≤ P ∩NN (P ) = P ∩ T ≤ Q.

Lemma 7.13. Let P,Q ∈ ∆ with P ∩ T ≤ Q ≤ P . If P is N -radical, then Q is N -radical.
Proof. Let (P,Q) be a counterexample such that |P : Q| is minimal. Clearly, Q 6= P , so Q <
P0 := NP (Q) and |P : P0| < |P : Q|. Hence, (P, P0) is not a counterexample and thus P0 is
N -radical. If P0 were properly contained in P , then |P0 : Q| < |P : Q|, so (P0, Q) were not a
counterexample and Q were N -radical. Hence P0 = P , i.e. QE P . In particular, P normalizes
R := Op(NN (Q))
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and so RP is a p-group. By Lemma 7.12, we have NN (P ) ≤ NN (Q). Hence, NR(P ) = R ∩
NN (P ) ≤ Op(NN (P )) ≤ P and so NRP (P ) = NR(P )P = P . As RP is a p-group, it follows that
RP = P . This implies R ≤ P ∩N = P ∩ T ≤ Q, i.e. Q is N -radical. 
Set now
F := FS(L) and E := FT (N ).
Our next aim is to investigate the properties of N -radical subgroups in terms of the fusion systems
F and E .
Lemma 7.14. Let P ∈ ∆ such that P is N -radical. Assume that (L,∆, S) is a linking locality
or assume more generally that F is saturated and NL(P ) is of characteristic p. Then
P ∩ T ∈ FcT ⊆ Ec.
Proof. Set Q := P ∩ T . By Theorem 4.26, we may just assume that F is saturated and NL(P ) is
of characteristic p. We show first that
(7.1) CT (Q) ≤ Q.
As NL(P ) has characteristic p, the normal subgroup NN (P ) of NL(P ) has characteristic p by
Lemma 2.1(a). Moreover, since P is N -radical, we have Q = Op(NN (P )). Hence, NCT (Q)(P ) ≤
CNN (P )(Q) ≤ Q ≤ P and thus NCT (Q)P (P ) = NCT (Q)(P )P = P . As CT (Q)P is a p-group, this
means CT (Q)P = P and thus CT (Q) ≤ P ∩ T = Q. So (7.1) holds.
By [AKO11, Lemma 2.6(c)], there exists a morphism in HomF (NS(Q), S) such that the im-
age of Q under this morphism is fully F-normalized. Since P ≤ NS(Q), we have NS(Q) ∈ ∆
and thus such a morphism is realized as a conjugation homomorphism by an element of L (cf.
Lemma 4.11(a)). So there exists f ∈ L such that P ≤ NS(Q) ≤ Sf and Qf is fully F-normalized.
By Lemma 7.4, P f ∈ ∆ is N -radical. As Qf = P f ∩ T , property (7.1) applied with Qf in place
of Q gives CT (Q
f ) ≤ Qf . By Lemma 3.5(a), this implies Q ∈ FcT ⊆ Ec. 
We need a preliminary lemma to prove our next result about N -radical subgroups.
Lemma 7.15. Let P ∈ ∆ such that P ≤ T and P is fully E-normalized. Then NT (P ) ∈
Sylp(NN (P )).
Proof. By [Che15a, Lemma 2.10], there exists g ∈ L such that NS(P ) ≤ Sg and NS(P g) ∈
Sylp(NL(P
g)). By the Frattini Lemma and the Splitting Lemma (cf. Corollary 3.11 and Lemma 3.12
in [Che15a]), there exist n ∈ N and f ∈ NL(T ) such that (n, f) ∈ D, g = nf and Sg = S(n,f). As
NN (P
g) is a normal subgroup of NL(P
g), we have NT (P
g) = NS(P
g)∩NN (P g) ∈ Sylp(NN (P g)).
By Lemma 4.10, cf : NL(P
n) → NL(P g) is an isomorphism of groups which takes NN (Pn) onto
NN (P
g). It follows that NT (P
g)f
−1
is a Sylow p-subgroup of NN (P
n). Since f ∈ NL(T ),
we have NT (P
g)f
−1 ≤ NT (Pn). As NT (Pn) is a p-subgroup of NN (Pn), we conclude that
NT (P
n) ∈ Sylp(NN (Pn)). Note that NT (P ) ≤ NS(P ) ≤ Sg = S(n,f) ≤ Sn and T is strongly
closed, so NT (P )
n ≤ NT (Pn). At the same time, the assumption that P is fully E-normalized
yields that |NT (P )n| = |NT (P )| ≥ |NT (Pn)|. Hence, we must have NT (P )n = NT (Pn). Again by
Lemma 4.10, cn : NL(P ) → NL(Pn) is a group isomorphism which induces an isomorphism from
NN (P ) to NN (P
n). So NT (P ) is a Sylow p-subgroup of NN (P ). 
Lemma 7.16. Let P ∈ ∆ such that P ≤ T and P is fully E-normalized, Op(NE(P )) = P and
NL(P ) is of characteristic p. Then P is N -radical.
Proof. By Lemma 7.15, we have NT (P ) ∈ Sylp(NN (P )). Since P ∈ ∆, it follows from E = FT (N )
and Lemma 4.11(b) that FNT (P )(NN (P )) = NE(P ). Hence Op(NN (P )) ≤ Op(NE(P )) = P and
so P is N -radical. 
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8. p-Residues and p′-residues of partial normal subgroups
Throughout let (L,∆, S) be a locality and let N be a partial normal subgroup of L. Set
T := S ∩N .
8.1. Definition and basic properties. Following Chermak [Che15b, Section 7] we use the
following definition.
Definition 8.1. Set






L (N ) =
⋂
K′N .




L (L). A partial normal subgroup K E L is said to have
p-power index in N if K ∈ KN and index prime to p in N if K ∈ K′N .
Observe that Op
′
L (N ) ∈ K′N . It was shown by Chermak [Che15b, Proposition 7.2] that O
p
L(N ) ∈
KN . In the following lemma we give an alternative proof of this property which fits better into
our framework.
Lemma 8.2. Let K E L with K ⊆ N . Then the following conditions are equivalent:
(i) K ∈ KN .
(ii) The image of N under the natural projection L → L/K is a p-group.
(iii) Op(NN (P )) ⊆ K for all P ∈ ∆.
(iv) Op(NN (P )) ⊆ K for all P ∈ R∆(SN ).
In particular, OpL(N ) ∈ KN and each of the conditions (ii)-(iv) holds with O
p
L(N ) in place of K.
Proof. Write α : L → L/K for the natural projection from L to L/K. Then α is a projection of
partial groups with kernel K. Hence, if (i) holds, then N = TK and Nα = Tα ∼= T/(T ∩ K) is a
p-group. So (i) implies (ii).
Assume now that (ii) holds, i.e. Nα is a p-group. Then for every P ∈ ∆, the restriction of
α to a map αP : NN (P ) → Nα is a group homomorphism whose image is a p-group. Hence,
Op(NN (P )) ≤ ker(αP ) ⊆ ker(α) = K for every P ∈ ∆. So (ii) implies (iii).
Clearly (iii) implies (iv). It follows moreover from Lemma 7.5 that (iv) implies (i). So the
conditions (i)-(iv) are equivalent. Clearly, the intersection of a set of partial normal subgroups of
L is a partial normal subgroup of L. So OpL(N )E L. Since (i) implies (iii), we have furthermore
Op(NN (P )) ⊆
⋂
KN = OpL(N ) for all P ∈ ∆.
So (iii) and thus each of the conditions (i)-(iv) holds with OpL(N ) in place of K and the proof is
complete. 
The following lemma was first proved by Chermak [Che15b, Lemma 7.4]. Again we give an
alternative proof for the first part of the assertion.
Lemma 8.3. Let N E L with M⊆ N . Then OpL(M) ⊆ O
p
L(N ) and O
p′
L (M) ⊆ O
p′
L (N ).
Proof. SetK := OpL(N ). Then by Lemma 8.2 applied withN in place ofM, we haveOp(NM(P )) ⊆
Op(NN (P )) ⊆ K for all P ∈ ∆. Hence, Op(NM(P )) ⊆ K∩M for all P ∈ ∆. Observe that K∩M
is a partial normal subgroup of L contained inM. So again by Lemma 8.2, we have K∩M ∈ KM.
Thus, OpL(M) ⊆ K ∩M ⊆ K = O
p
L(N ).
Notice thatM∩ S ⊆ N ∩ S ⊆ Op
′
L (N ) and henceM∩ S ⊆ O
p′





L (N ) ∩M ∈ K′M and thus O
p′
L (M) ⊆ O
p′
L (N ) ∩M ⊆ O
p′
L (N ). 
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The following more specialized lemma will be needed later on.
Lemma 8.4. Suppose we are given R ≤ S with RE L such that
Q ∩ (TR) ∈ ∆ for all Q ∈ ∆.
Then Γ := {(P ∩ T )hR : P ∈ R∆(SN ), h ∈ NL(T )} ⊆ ∆ and
OpL(N ) = 〈O
p(NN (X)) : X ∈ Γ〉.
Proof. By Lemma 7.3, for all P ∈ R∆(SN ), we have R ≤ Op(L) ≤ P and thus (P ∩ T )R =
P ∩ (TR) ∈ ∆. Moreover, TR = S ∩ TR ∈ ∆ and thus NL(T ) = NL(TR) is group, which acts on
TR and R via conjugation. As ∆ is closed under taking L-conjugates in S, it follows that Γ ⊆ ∆
and NL(T ) acts on Γ. Set
K := 〈Op(NN (X)) : X ∈ Γ〉.
By Lemma 8.2, we have Op(NN (X)) ⊆ OpL(N ) for all X ∈ ∆ and thus K ⊆ O
p
L(N ). Notice
moreover that NN (P ) ⊆ NN ((P ∩ T )R) and thus
(8.1) Op(NN (P )) ≤ Op(NN ((P ∩ T )R)) ⊆ K for every P ∈ R∆(SN ).
Hence, again by Lemma 8.2, we have K ⊇ OpL(N ) if we can prove that K E L. We show this in
two steps.
Step 1: We show that x ∈ D(h) and xh ∈ K for all x ∈ K and h ∈ NL(T ). For the proof fix





and Yi+1 := {Π(w) : w ∈ D ∩W(Yi)}. By [Che15a, Lemma 1.9], we have K =
⋃
i≥0 Yi. Hence,
it is sufficient to show that, for all i ≥ 0, we have x ∈ D(h) and xh ∈ Yi whenever x ∈ Yi. We
show this by induction on i. As NL(T ) acts on Γ, it follows from Lemma 4.10 that the claim
is true for i = 0. Let now i ≥ 0 be arbitrary such that x ∈ D(h) and xh ∈ Yi for all x ∈ Yi.
Let y ∈ Yi+1. Then there exists w = (x1, . . . , xn) ∈ D ∩W(Yi) with y = Π(w). As R E L,
we have R ≤ Sw. Our assumption yields that Q := (Sw ∩ T )R = Sw ∩ (TR) ∈ ∆. Hence,
u := (h−1, x1, h, h
−1, x2, h, . . . , h
−1, xn, h) ∈ D via Qh. It follows now from the axioms of a partial
group that y ∈ D(h) and
yh = Π(w)h = Π(u) = Π(xh1 , x
h
2 , . . . , x
h
n).
By induction hypothesis, we have xhj ∈ Yi for all j = 1, . . . , n and thus yh ∈ Yi+1 as required.
This completes Step 1.
Step 2: We prove now that K E L and thus the assertion holds as we have argued above.
Let k ∈ K and f ∈ L with (f−1, k, f) ∈ D. By the Frattini Lemma and the Splitting Lemma
[Che15a, Corollary 3.11, Lemma 3.12], there exists n ∈ N and h ∈ NL(T ) with f = hn and
Sf = S(h,n). Moreover, by Lemma 7.5, there exists w = (t, n1, . . . , nl) ∈ D with n = Π(w),
Sn = Sw, t ∈ T and ni ∈ Op(NN (Ri)) for some Ri ∈ R∆(SN ) (i = 1, . . . , l). It follows from
(8.1) that m := Π(n1, . . . , nl) ∈ K. Notice that (h, t,m) ∈ D via Sf = S(h,n), htm = f and
(m−1, (ht)−1, k, ht,m) ∈ D via S(f−1,k,f). So kf = (kht)m. As ht ∈ NL(T ), it follows from Step 1
that kht ∈ K. Thus, as K is a partial subgroup and m ∈ K, we have kf ∈ K. This shows K E L
as required. 
8.2. p-Residues and p′-residues of expansions. The following lemma was first stated by Cher-




which we fix by citing [Hen20, Theorem C(c)]. For the convenience of the reader we repeat the
complete argument.
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Lemma 8.5. Let (L+,∆+, S) and (L,∆, S) be linking localities over the same fusion system F










Proof. Let ∗ be one of the symbols p or p′. Set K∗N = KN and K∗N+ := {K
+ E L+ : TK+ = N+}
if ∗ stands for p, and set K∗N = K′N and K∗N+ := {K
+ E L+ : T ⊆ K+ ⊆ N+} if ∗ stands for the







We will now consider the map ΦL+,L introduced at the beginning of Subsection 4.7, which is by
Theorem 4.31(b) an inclusion-preserving bijection whose inverse map is also inclusion-preserving.
It turns out now that ΦL+,L induces a bijection
K+N+ → KN ,K
+ 7→ K+ ∩ L.
If ∗ stands for p, then this is true by [Hen20, Theorem C(c)], and if ∗ stands for p′, then this
follows directly from the properties of ΦL+,L. Observe furthermore that ΦL+,L commutes with










K∗N = O∗L(N ).
This proves the assertion. 
Remark 8.6. Let (L+,∆+, S) be a linking locality over F with ∆ ⊆ ∆+ and L+|∆ = L. Recall
from Lemma 4.35(b),(c) that (NL+(T ),∆
+, S) and (NL(T ),∆, S) are linking localities overNF (T ),
CL+(T ) E NL+(T ) and CL(T ) E NL(T ). Using [Hen20, Lemma 2.23(b)], one observes moreover
that NL+(T )|∆ = NL+(T ) ∩ L = NL(T ) and CL+(T ) ∩ NL(T ) = CL(T ). Hence, by Lemma 8.5,
we have
OpNL+ (T )
(CL+(T )) ∩ L = O
p
NL+ (T )






(CL+(T )) ∩ S = O
p
NL(T )
(CL(T )) ∩ S.
8.3. Images of p-residues and p′-residues under isomorphisms. Recall the definitions from
Subsection 4.3.










Proof. By [Che15a, Proposition 2.17], α can be factored as the composition of an element of
Iso((L, S), (L̃, S̃)) and an inner automorphism of L. Thus, as OpL(N ) and O
p′
L (N ) are partial
normal subgroups of L, we may assume Sα = S̃. Then Tα = Nα ∩ S̃. It is now easy to check
that α induces a bijection K 7→ Kα from KN to KNα and similarly from K′N to K′Nα. Thus, α
maps OpL(N ) =
⋂












Lemma 8.8. Let (L̃, ∆̃, S̃) be a locality and α ∈ Iso((L, S), (L̃, S̃)). Suppose T ≤ S is strongly
closed in FS(L). Setting
LT := NL(T ), CT := CL(T ), LTα := NL̃(Tα) and CTα := CL̃(Tα),
we have then α|LT ∈ Iso(LT ,LTα) and O
p
LT (CT )α = O
p
LTα(CTα).
Proof. Observe that Tα is strongly closed in F . By Lemma 4.35, (LT ,∆, S) and (LTα, ∆̃, S̃) are
localities with CT ELT and CTα ELTα. So OpLT (CT ) and O
p
LTα(CTα) are well-defined. One checks
easily that LTα = LTα and CTα = CTα. In particular α|LT ∈ Iso(LT ,LTα). Now Lemma 8.7
yields the assertion. 
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8.4. Quasisimple linking localities.
Definition 8.9.
• A partial group L is called simple if there are exactly two partial normal subgroups of L
(namely {1} and L).
• A linking locality (L,∆, S) is called quasisimple if L = Op(L) and L/Z(L) is simple. We
say then also that L is quasisimple.
Notice that L 6= {1} for every simple partial group L. The following lemma is essentially the
same as [Che16, Lemma 8.2].
Lemma 8.10. Let (L,∆, S) be a quasisimple linking locality and N EE L. Then either N ≤ Z(L)
or N = L. In particular, Op(L) = Z(L), Op
′
(L) = L and S is not abelian.
Proof. Set Z := Z(L). If N 6= L, then N is contained in a partial normal subgroup of L which
is properly contained in L. Hence, we may assume without generality that N E L. Consider the
canonical projection α : L → L/Z which exists by [Che15a, Corollary 4.5]. By Theorem 4.18,
ZN is a partial normal subgroup of L. Thus, by the Partial Subgroup Correspondence [Che15a,
Proposition 4.7], Nα = (ZN )α is a partial normal subgroup of L/Z. As L/Z is simple, it follows
Nα = 1 or Nα = L. In the first case, N ≤ ker(α) = Z. In the second case, again by the Partial
Subgroup Correspondence, we have L = ZN and so in particular, L = SN . Therefore, it follows
in this case from the definition of Op(L) that L = Op(L) ⊆ N and thus N = L. This proves the
first part of the assertion.
As {1} 6= L = Op(L), we have L 6= Op(L). Hence, Op(L) ≤ Z. On the other hand, as (L,∆, S)
is a linking locality, Z ≤ CL(S) ≤ S and thus Z ≤ Op(L). This shows Op(L) = Z(L).
If S ≤ Z, then L = CL(S) ≤ S, a contradiction to Op(L) = L 6= {1}. In particular, it follows
from S ⊆ Op′(L) E L that L = Op′(L). If S is abelian, then by Alperin’s fusion theorem for
localities [Mol18], we have S E L and thus S = Op(L) = Z(L), a contradiction as before. 
9. N -Replete localities
Throughout this section let (L,∆, S) be a linking locality over a fusion system F ,
let N E L and T := S ∩N . Set LT := NL(T ) and CT := CL(T ).
Roughly speaking, we will say that (L,∆, S) is N -replete (or weakly N -replete under weaker
assumptions) if the object set ∆ is large enough for (L,∆, S) to have nice properties with respect
to N . After introducing the precise definitions, we will prove in Subsection 9.2 some criterions
for (L,∆, S) to be N -replete. The results in Subsection 9.3 will then give a first indication that
localities which are N -replete or weakly N -replete are convenient to work with, and that general
properties of linking localities can be proved by reducing to the N -replete case. The concept of
N -repleteness will also be crucial in later sections.
Throughout this section we will use without further reference that, by Lemma 4.35(b),(c), the
triple (LT ,∆, S) is a linking locality over NF (T ) and CT E LT . In particular, it makes sense to
say that an object Q ∈ ∆ is SCT -radical or CT -radical (in LT ), and the set R∆(SCT ) is defined.
9.1. Main definition. The results in this section will be centered around the following definition.
Definition 9.1.
• For every P,Q ∈ ∆ such that P is SN -radical in L and Q is SCT -radical in LT , we set
XP,Q := (P ∩ T )(Q ∩ CS(T ))Op(L).
• The linking locality (L,∆, S) is called N -replete if XP,Q ∈ ∆ for all P ∈ R∆(SN ) and all
Q ∈ R∆(SCT ).
• We say that (L,∆, S) is weakly N -replete if
XP,S := (P ∩ T )CS(T )Op(L) ∈ ∆ for all P ∈ R∆(SN ).
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9.2. Proving N -repleteness. In this subsection, we will give some sufficient conditions for
(L,∆, S) to be N -replete. In particular, it will turn out that (L,∆, S) is N -replete if (L,∆, S) is
a linking locality with Fq ⊆ ∆. The following lemma will be useful. The reader might want to
recall Notation 3.4.
Lemma 9.2. If hyp(CF (T )) ≤ T or T ∈ Fq, then FcT ⊆ Fq.
Proof. By Theorem 4.31, there is a subcentric locality (Ls,Fs, S) over F and a partial normal
subgroup N s E Ls with L = Ls|∆ and N s ∩ L = N . We have then N s ∩ S = T . So replacing
(L,∆, S) and N by (Ls,Fs, S) and N s, we may assume without loss of generality that
∆ = Fs.
Assume now that hyp(CF (T )) ≤ T or T ∈ Fq. By Lemma 3.7, we have in either case T ∈ Fq.
Suppose there exists U ∈ FcT such that U 6∈ Fq and choose such U of maximal order. As T is
strongly closed, the set FcT is closed under F-conjugacy. Thus, we may choose U such that U is
fully F-normalized. Then CF (U) is saturated. Moreover, as U is not quasicentric, CF (U) is not
the fusion system of a p-group. Thus, by Alperin’s fusion theorem, there exists R ∈ CF (U)c such
that AutCF (U)(R) is not a p-group. By [Hen19, Lemma 3.14], we have Q := UR ∈ F
c ⊆ ∆. In
particular, every F-automorphism of Q is realized by an element in NL(Q). A p′-automorphism
in AutCF (U)(R) extends to an automorphism of Q = UR which acts trivially on U and is then a
p′-automorphism of Q. Hence, CNL(Q)(U) is not a p-group. Moreover, as R ≤ CS(U), we have
R ∩ T ≤ CT (U) ≤ U and Q ∩ T = U(R ∩ T ) = U .
By [Che15a, Lemma 2.10], we may pick f ∈ L such that Q ≤ Sf and NS(Qf ) ∈ Sylp(NL(Qf )).
Set Q∗ := Qf and U∗ := Uf . As Q∩T = U , we have Q∗∩T = U∗. By Lemma 4.10, cf : NL(Q)→
NL(Q
∗) is an isomorphism of groups which takes U to U∗. In particular, CNL(Q∗)(U
∗) is not a
p-group.
Notice that NN (Q
∗) is normal in NL(Q
∗). So NT (Q
∗) = NN (Q
∗) ∩ NS(Q∗) ∈ Sylp(NN (Q∗))
and, by Lemma 2.1(a), NN (Q
∗) is of characteristic p. As U ∈ FcT , the former fact implies
COp(NN (Q∗))(U
∗) ≤ CNT (Q∗)(U
∗) ≤ U∗. Notice that U∗ = Q∗ ∩ T is normal in NL(Q∗) and in
NN (Q
∗). Hence, it follows from Lemma 2.2 applied with (NN (Q
∗), U∗) in place of (G,U) that
CNN (Q∗)(U
∗) ≤ U∗. Thus, we get from Lemma 2.4 applied with (NL(Q∗), NN (Q∗), U∗) in place
of (G,N,U) that Op(CNL(Q∗)(U
∗)) = Op(CNL(Q∗)(NN (Q
∗))) ≤ CNL(Q∗)(NT (Q
∗)). Set
V := NT (Q
∗).
As CNL(Q∗)(U
∗) is not a p-group, we can conclude from the above that X := CNL(Q∗)(V ) is not a
p-group. Since V ENS(Q∗) ∈ Sylp(NL(Q∗)), we have NS(Q∗) ∩ CS(V ) ∈ Sylp(X). In particular,
P := Op(X) ≤ CS(V ) and AutX(P ) ≤ AutCF (V )(P ). By Lemma 2.1(b), X is of characteristic
p. So AutX(P ) ≤ AutCF (V )(P ) is not a p-group and thus V 6∈ F
q. Since T ∈ Fq, we have
Q∗ ∩ T = U∗ < T and thus Q∗ < TQ∗. This implies Q∗ < NTQ∗(Q∗) = NT (Q∗)Q∗ and therefore
V = NT (Q
∗) 6≤ Q∗. So U∗ = Q∗∩T is properly contained in V . As U∗ ≤ V ≤ T with U∗ ∈ FcT , we
have V ∈ FcT . Hence, the maximality of |U | = |U∗| yields V ∈ Fq. Because of this contradiction
we have proved the assertion. 
The proof of the next lemma uses a very nice trick, which is taken from Chermak’s proof of
[Che16, Lemma 4.1]. The Lemma itself is however new. Again we use Notation 3.4.
Lemma 9.3. Let K be a partial normal subgroup of LT such that K ⊆ CT . Set R := K ∩ S and
assume that FcTR ⊆ ∆. Then UV ∈ FcTR for every U ∈ FcT and every V ∈ FcR.
Proof. Suppose the assertion is false. Among all (U, V ) ∈ FcT × FcR with UV 6∈ FcTR pick (U, V )
such that |U ||V | is as large as possible. Set X := UV and fix X∗ ∈ XF fully F-normalized.
Step 1: We argue that NTR(X) ∈ FcTR ⊆ ∆. Since TR ∈ FcTR, we have U < T or V < R. So
U < NT (U) or V < NR(V ), which implies |NT (U)||NR(V )| > |U ||V |. Moreover, as [R, T ] = 1, we
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have NT (U)NR(V ) ≤ NTR(X). Observe that, for every subgroup Y ≤ S, the set FcY is overgroup
closed in Y . So NT (U) ∈ FcT and NR(V ) ∈ FcR. Moreover, because of the maximality of |U ||V |,
it follows that NTR(X) ≥ NT (U)NR(V ) is an element of FcTR and thus of ∆.
Step 2: We argue that we can choose (U, V ) such that X∗ = Xn for some n ∈ N with
X ≤ Sn. To see this pick α ∈ HomF (NS(X), S) such that X∗ = Xα; such α exists by [AKO11,
Lemma 2.6(c)]. By Step 1, we have NS(X) ∈ ∆ and thus, by Lemma 4.11(a), α = cg for some
g ∈ L with NS(X) ≤ Sg. So X∗ = Xg = UgV g. By the Frattini Lemma and the Splitting
Lemma [Che15a, Corollary 3.11, Lemma 3.12], we can write g = fn, where f ∈ LT , n ∈ N
and Sg = S(f,n). Similarly, applying the Frattini Lemma and the Splitting Lemma to K E LT ,
we can write f = hk where h ∈ NLT (R) = NL(TR), k ∈ K ⊆ CT and Sf = S(h,k). Then
X ≤ Sg = S(h,k,n), (h, k, n) ∈ D and g = hkn. Notice that Uhk ≤ T and V hk ≤ R, so Uhk ∈ FcT
and V hk ∈ FcR. Since X∗ = Xg = ((Uhk)(V hk))n, we may replace (U, V ) by (Uhk, V hk) to get
X∗ = Xn. This completes Step 2.
Step 3: We will reach now the final contradiction. According to Step 2, we may assume that
X∗ = Xn = UnV n for some n ∈ N with X ≤ Sn. By Proposition 4.36, TR is strongly closed in
F . Hence, by Lemma 3.5(a), we reach a contradiction if we can show that CTR(X∗) ≤ X∗. Set
U∗ = Un and V ∗ = V n so that X∗ = U∗V ∗. Observe that U∗ ≤ T ≤ CS(R). As U ∈ FcT , we have
CT (U
∗) ≤ U∗. Moreover, [U, V ] = [T,R] = 1 implies [U∗, V ∗] = 1. By [Che15a, Lemma 3.1(b)],
we have also
V T = V ∗T.






∗) ∩ CTR(V ∗)
= Z(U∗)R ∩ CTR(V ∗) (as CT (U∗) = Z(U∗))
= Z(U∗)CR(V
∗) (as Z(U∗) ≤ U∗ ≤ CTR(V ∗))
= Z(U∗)CR(V ) (as CR(V ) = CR(V
∗))
= Z(U∗)Z(V ) (as V ∈ FcR).
Since Z(X∗) ≤ CTR(X∗), in order to show that CTR(X∗) ≤ X∗ we only need to show that
|Z(U∗)Z(V )| equals |Z(X∗)| = |Z(X)| = |Z(U)Z(V )|. Since CT (U) = Z(U) and V ≤ CS(T ) ≤
CS(U), we have Z(V )∩Z(U) ≤ Z(V )∩U ≤ Z(V )∩T ≤ Z(V )∩CT (U) ≤ Z(V )∩Z(U). So equality
holds and Z(V ) ∩ Z(U) = Z(V ) ∩ T . Similarly, as CT (U∗) = Z(U∗) and V ≤ CS(T ) ≤ CS(U∗),
we have Z(V ) ∩ Z(U∗) = Z(V ) ∩ T . Thus Z(V ) ∩ Z(U) = Z(V ) ∩ T = Z(V ) ∩ Z(U∗) and
|Z(U)Z(V )| = |Z(U∗)Z(V )|. As argued above, this yields CTR(X∗) ≤ X∗ and thus X ∈ FcTR,
contradicting the choice of (U, V ). 
Lemma 9.4. Let K be a partial normal subgroup of LT such that R := K ∩ S ≤ CS(T ). Let
P,Q ∈ ∆ such that P is N -radical in L and Q is K-radical in LT . Then P ∩ T ∈ FcT and
Q ∩R ∈ FcR. In particular, if FcTR ⊆ ∆, then
(P ∩ T )(Q ∩R) ∈ FcTR ⊆ ∆
and (L,∆, S) is N -replete.
Proof. It follows from Lemma 7.14 that P ∩ T ∈ FcT and Q ∩R ∈ NF (T )cR. By Lemma 3.5(c) we
have NF (T )
c
R = FcR, so indeed Q ∩R ∈ FcR.
If we suppose now that FcTR ⊆ ∆, then it follows from Lemma 9.3 that (P ∩T )(Q∩R) ∈ FcTR ⊆
∆. By Lemma 7.3, every SN -radical subgroup is N -radical and every SCT -radical subgroup is CT -
radical. As ∆ is overgroup-closed and R ≤ CS(T ), it follows thus from Lemma 7.3 that (L,∆, S)
is then N -replete. 
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Lemma 9.5. Assume Fq ⊆ ∆. Let K E LT such that K ⊆ CT and hyp(CF (T )) ≤ R := K ∩ S.
Then
FcTR ⊆ Fq ⊆ ∆
and
(P ∩ T )(Q ∩R) ∈ FcTR ⊆ ∆
whenever P ∈ ∆ is N -radical and Q ∈ ∆ is K-radical in LT . In particular (L,∆, S) is N -replete.
Proof. By Proposition 4.36, M := 〈N ,K〉 is a partial normal subgroup of L with M∩ S = TR.
Note that CF (TR) ⊆ CF (T ) and thus hyp(CF (TR)) ≤ hyp(CF (T )) ≤ R ≤ TR. It follows thus
from Lemma 9.2 that FcTR ⊆ Fq ⊆ ∆. Now Lemma 9.4 implies that (P ∩ T )(Q ∩R) ∈ FcTR ⊆ ∆.
So (L,∆, S) is N -replete by Lemma 7.3 as ∆ is overgroup-closed in S. 
Corollary 9.6. If Fq ⊆ ∆, then FcTCS(T ) ⊆ F
q ⊆ ∆ and
(P ∩ T )(Q ∩ CS(T )) ∈ FcTCS(T ) ⊆ ∆
whenever P ∈ ∆ is N -radical and Q ∈ ∆ is CT -radical in LT . In particular, (L,∆, S) is N -replete.
Proof. Recall that K := CT is a partial normal subgroup of LT and note that hyp(CF (T )) ≤
CS(T ) = K ∩ S. The assertion follows now from Lemma 9.5. 
9.3. Applications and results. In this subsection, we prove some results about weakly N -
replete localities. Moreover, in Lemma 9.8 and Lemma 9.11, we give applications of the results
from the previous subsections.
We start with the following general lemma. If (L,∆, S) is N -replete and K is as in the lemma,
then the hypothesis is fulfilled for every P ∈ R∆(SN ), every Q ∈ R∆(SCT ), and for X := XP,Q.
Lemma 9.7. Let KELT such that K ⊆ CT and set R := K∩S. Suppose we are given P,Q,X ∈ ∆
such that P is N -radical,
P ∩ T ≤ X ≤ P and Q ∩R ≤ X ≤ Q.
Then the following hold:
(a) X is N -radical in L.
(b) NN (P ) and NK(Q) are contained in NL(X). Moreover, computing in the group NL(X),
we have [NN (P ), O
p(NK(Q))] = 1 and [NN (P ), NK(Q)
′] = 1.
Proof. Lemma 7.13 implies that (a) holds and Lemma 7.12 (applied once with P,X,N ,L and
once with Q,X,K,LT in the roles of P,Q,N ,L of that lemma) gives that NN (P ) and NK(Q) are
contained in G := NL(X). In particular
NN (P ) ≤ NN (X) and NK(Q) ≤ G ∩ CT ≤ CG(U).
AsX isN -radical by (a), we have U := Op(NN (X)) = X∩T . By Lemma 2.5, [NN (X), Op(CG(U))] =
1 = [NN (X), CG(U)
′]. This implies (b). 
Lemma 9.8. We have foc(CF (T )) ≤ CS(N ).
Proof. By Theorem 4.31(b),(c), there exist a subcentric locality (Ls,Fs, S) over F and N s E Ls
such that L = Ls|∆ and N s ∩L = N . Then N s ∩ S = N ∩ S = T and CS(N s) ≤ CS(N ). Hence,
replacing (L,∆, S) and N by (Ls,Fs, S) and N s, we may assume without loss of generality that
∆ = Fs.
By Lemma 4.35(c), we have then FCS(T )(CT ) = CF (T ). Hence, Lemma 7.6 gives
foc(CF (T )) = 〈[Q ∩ CS(T ), NCT (Q)] : Q ∈ R∆(SCT )〉.
As ∆ = Fs, we get from Corollary 9.6 that (L,∆, S) is N -replete. In particular, fixing P ∈
R∆(SN ) and all Q ∈ R∆(SCT ), we have X := XP,Q ∈ ∆. By Lemma 7.3 and Lemma 7.8, P is
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N -radical, Q is CT -radical, we have CS(T )Op(L) ≤ P and TOp(L) ≤ Op(LT ) ≤ Q. In particular,
P ∩ T ≤ X ≤ P and Q ∩ CS(T ) ≤ X ≤ Q. Hence, by Lemma 9.7(b) applied with K = CT , we
have [NN (P ), NCT (Q)
′] = 1 in NL(X) and thus
[Q ∩ CS(T ), NCT (Q)] ≤ NCT (Q)
′ ∩ S ≤ CS(NN (P )).
Using Lemma 7.7 we conclude that
foc(CF (T )) ⊆
⋂
P∈R∆(SN )
CS(NN (P )) = CS(N ).

Lemma 9.9. If (L,∆, S) is weakly N -replete, then CS(N ) is strongly closed in F .
Proof. Set H := NL(TCS(T )) and notice that H acts on TCS(T )Op(L). We will first show that
CS(N ) isH-invariant. As (L,∆, S) is weaklyN -replete, we haveXP,S ∈ ∆ for every P ∈ R∆(SN ).
Since ∆ is F-closed, it follows
Γ := {XhP,S : P ∈ R∆(SN ), h ∈ H} ⊆ ∆.
By Lemma 7.8, for every P ∈ R∆(SN ), we have CS(T ) ≤ P and thusXP,S = (P∩T )CS(T )Op(L) =
(P ∩ TCS(T ))Op(L). Since TCS(T ) is by Corollary 4.37 strongly closed, it follows that NN (P ) ⊆









CCS(T )(NN (XP,S)) ⊆
⋂
P∈R∆(SN )
CCS(T )(NN (P )) ⊆ CS(N )
and thus equality holds everywhere above. So CS(N ) =
⋂
X∈ΓCCS(T )(NN (X)). Notice that H
acts on CS(T ) and on Γ. As Γ ⊆ ∆, it follows thus from Lemma 4.10 that H acts also on the set
{NN (X) : X ∈ Γ} and thus on the set {CS(NN (X)) : X ∈ Γ}. Hence, CS(N ) is H-invariant.
We are now in a position to show that CS(N ) is strongly closed in F . Let Y ≤ CS(N )
and g ∈ L such that Y ≤ Sg. Since FS(L) is generated by group homomorphisms between
subgroups of S which are induced by conjugation with an element of L, it is sufficient to show
that Y g ≤ CS(N ). By the Frattini Lemma and the Splitting Lemma [Che15a, Corollary 3.11,
Lemma 3.12], there exist n ∈ N and f ∈ LT such that (n, f) ∈ D, g = nf and Sg = S(n,f).
Applying the Frattini Lemma and the Splitting Lemma now to CT E LT , we see that there exist
also c ∈ CT and h ∈ NLT (CS(T )) = H such that (c, h) ∈ D, f = ch and Sf = S(c,h). Then
S(n,c,h) = S(n,f) = Sg ∈ ∆ and g = nch. As Y ≤ CS(N ), it follows Y g = (Y c)h. By Lemma 9.8 we
have foc(CF (T )) ≤ CS(N ). So by Lemma 3.6, CS(N ) is strongly closed in CF (T ), which implies
that Y c ≤ CS(N ). As CS(N ) is H-invariant, it follows that Y g = (Y c)h ≤ CS(N ). So CS(N ) is
strongly closed in F . 
Lemma 9.10. Suppose (L,∆, S) is weakly N -replete and (L+,∆+, S) is a linking locality over F
with ∆ ⊆ ∆+ and L = L+|∆. Adapting Notation 4.32, we have then
CS(N ) = CS(N+).
Proof. As N ⊆ N+, we have CS(N+) ≤ CS(N ). Thus, it remains to show that R := CS(N ) ≤
CS(N+). By Lemma 9.9, R is strongly closed in F . Notice also that N ⊆ CL(R) by Lemma 4.5.
Using that (L,∆, S) is weakly N -replete and S ∈ R∆(SN ), we see moreover that
X := TCS(T )Op(L) ∈ ∆.
By [Che15a, Lemma 3.5], we have NN+(T ) ⊆ NL+(TCS(T )). By Lemma 4.33, we have moreover
Op(L) = Op(L+). Hence, as L = L+|∆, we can conclude that NN+(T ) ⊆ NL+(X) ⊆ L and thus
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NN+(T ) ⊆ N+ ∩ L = N ⊆ CL(R) ⊆ CL+(R). Thus, by [Hen19, Proposition 8.2] applied with
(L+,∆+, S) and N+ in place of (L,∆, S) and N , we have N+ ⊆ CL+(R). It follows now from
Lemma 4.5 that R ≤ CS(N+) as required. 
In the following lemma we consider a very special case of N -replete localities. Lemma 9.11(d)
will be particularly useful in combination with Lemma 9.10.
Lemma 9.11. Let ∆ be the set of overgroups in S of the elements in FcTCS(T ). Then the following
hold:
(a) (L,∆, S) is N -replete.
(b) Setting Γ := {XhS,Q : Q ∈ R∆(SCT ), h ∈ NL(TCS(T ))}, we have
OpLT (CT ) = 〈O
p(NCT (R)) : R ∈ Γ〉.
(c) We have NN (P ) ⊆ CL(OpLT (CT )) for all P ∈ R∆(SN ).
(d) We have N ⊆ CL(OpLT (CT ) ∩ S) and O
p
LT (CT ) ∩ S ≤ CS(N ).
Proof. By Lemma 9.4, (L,∆, S) is N -replete, i.e. (a) holds. Notice that TOp(L) E LT and
NLT (CS(T )) = NL(TCS(T )). Moreover, as ∆ is the set of overgroups in S of the elements of
FcTCS(T ), we have Q ∩ TCS(T ) ∈ ∆. This implies Q ∩ (CS(T )TOp(L)) ∈ ∆ for all Q ∈ ∆. If
Q ∈ R∆(SCT ) and h ∈ NL(TCS(T )), then
XhS,Q = (Q ∩ CS(T ))h(TOp(L)).
Hence, part (b) follows from Lemma 8.4 with (LT , CT , TOp(L)) in place of (L,N , R).
For the proof of (c) fix P ∈ R∆(SN ), set Y0 :=
⋃
R∈ΓO
p(NCT (R)) and Yi+1 := {Π(w) : w ∈
D ∩W(Yi)} for all i ≥ 0. It follows from part (b) and [Che15a, Lemma 1.9] that




Hence, for (c) it is sufficient to show NN (P ) ⊆ CL(Yi) for all i ≥ 0. We show this by induction
on i. To verify the claim for i = 0 let Q ∈ R∆(SCT ), h ∈ NL(TCS(T )), set
R := XhS,Q = T (Q ∩ CS(T ))hOp(L) and X := (P ∩ T )(Q ∩ CS(T ))h.
By Lemma 9.4, we have P ∩T ∈ FcT and Q∩CS(T ) ∈ FcCS(T ), hence also (Q∩CS(T ))
h ∈ FcCS(T ).
So by Lemma 9.3 and assumption, we have X ∈ FcTCS(T ) ⊆ ∆. By Lemma 7.8, we have CS(T ) ≤ P
and thus P ∩ T ≤ X ≤ P . By Lemma 7.3, we have TOp(L) ≤ Op(LT ) ≤ Q and thus XS,Q ≤ Q.
So
R ∩ CS(T ) = R ∩ CS(T )h = (XS,Q ∩ CS(T ))h ≤ (Q ∩ CS(T ))h ≤ X ≤ R.
Hence, it follows from Lemma 9.7 applied with (CT , R) in place of (K, Q) that NN (P ) and
Op(NCT (R)) are contained in NL(X) and [NN (P ), O
p(NCT (R))] = 1. This shows NN (P ) ⊆
CL(Y0).
Let now i ≥ 0 such that NN (P ) ⊆ CL(Yi). Let y ∈ Yi+1. Then there exists
w = (y1, . . . , yk) ∈W(Yi) ∩D with Π(w) = y.
Note that Yi ⊆ CT and so T ≤ Sw. As Sw ∈ ∆ and ∆ is by assumption the set of overgroups in S
of the elements in FcTCS(T ), it follows Sw ∩ TCS(T ) ∈ F
c
TCS(T )
⊆ ∆. By Lemma 3.5(d), we have
thus Sw ∩ CS(T ) ∈ FcCS(T ) and therefore
A := (P ∩ T )(Sw ∩ CS(T )) ∈ FcTCS(T ) ⊆ ∆
by Lemma 9.3. Let f ∈ NN (P ). As CS(T ) ≤ P ≤ Sf by Lemma 7.8 and since P ∩T is centralized
by yj ∈ Yi ⊆ CT for j = 1, . . . , k, we have
u := (f−1, y1, f, f
−1, y2, f, . . . , f
−1, yk, f) ∈ D
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via Af . By the axioms of a partial group, this implies y = Π(w) ∈ D(f) and yf = Π(w)f = Π(u) =
Π(yf1 , . . . , y
f
k ) = Π(y1, . . . , yk) = y, where the second last equality uses f ∈ NN (P ) ⊆ CL(Yi). This
shows NN (P ) ⊆ CL(Yi+1) and thus (c).
It follows from (c), Lemma 4.5 and Lemma 7.7 that (d) holds. 
10. Commuting partial normal subgroups of linking localities
Given a partial normal subgroup N of a locality (L,∆, S), we introduced in Subsection 6.2 a
partial normal subgroup N⊥, which morally plays the role of a “centralizer” of N . More precisely,
N⊥ = N⊥L was defined to be the largest partial normal subgroup that commutes with N . In this
section we give a concrete description of N⊥ in the case that (L,∆, S) is a linking locality. This
shows in particular that our partial normal subgroup N⊥ coincides with the one introduced by
Chermak [Che16, Definition 5.5] in the case of linking localities. If (L,∆, S) is a linking locality,
the concrete description of N⊥ will enable us to prove further properties of N⊥ and to study
the generalized Fitting subgroup F ∗(L). In our proofs we take over some ideas of Chermak (cf.
Sections 5 and 6 in [Che16]), but we are able to prove results about N⊥ and F ∗(L) which are
stronger and more general.
Throughout this section let (L,∆, S) be a linking locality over a fusion system F
and let N E L. Set
T := S ∩N , LT := NL(T ) and CT := CL(T ).
Fix moreover a linking locality (Ls,Fs, S) over F such that Ls|∆ = L. Let N s E Ls be
the unique partial normal subgroup of Ls such that N = N s ∩ L.
Notice that Ls and N s exist according to Theorem 4.31, and that N s is unique by that theorem
if Ls is given. As before, we will use that (LT ,∆, S) is by Lemma 4.35 a linking locality over
NF (T ) with CT E LT . In particular, OpLT (CT ) is defined.
10.1. A concrete description of N⊥. Recall from Corollary 6.14 that N⊥ ⊆ CT . To ease
notation, we will now define a subset N † of CT and show afterwards that N † equals N⊥.
Notation 10.1. Set
C◦S(N ) := CS(N s)
and
N † := C◦S(N )O
p
LT (CT ).
The locality Ls is by Theorem 4.31(c) unique up to an isomorphism which restricts to the
identity on L. This can be used to show that C◦S(N ) and N † do not depend on the choice of
Ls. However, these properties will also follow along the way. As stated above, we will show
that N † equals N⊥. One inclusion is shown in the next lemma. It is worth mentioning that
the subset which we denote by N † is by definition the same as the subset N⊥ in the notation of
Chermak [Che16, Definition 5.5], who defined N⊥ only for linking localities (which he calls proper
localities).
Lemma 10.2. We have N⊥ ∩ S ≤ C◦S(N ) and N⊥ ⊆ N †.
Proof. Recall that N⊥ is defined to be a partial normal subgroup of L. By Corollary 6.14, we
have N⊥ ⊆ CT . Hence, for every Q ∈ R∆(SN⊥), we see that Op(NN⊥(Q)) ⊆ Op(NCT (Q)) ⊆
OpLT (CT ) ⊆ N
†, where the second inclusion uses Lemma 8.2. By Lemma 7.5, it is thus sufficient
to show that R := N⊥ ∩ S ≤ C◦S(N ). Notice that R is strongly closed in F = FS(L) as N⊥ E L.
Moreover, by Corollary 6.14, we have N ⊆ CL(R), so Lemma 4.34 gives NN s(T ) = NN (T ) ⊆
N ⊆ CL(R) ⊆ CLs(R). Hence, [Hen19, Proposition 8.2] applied with Ls and N s in place of L
and N gives N s ⊆ CLs(R). Now by Lemma 4.5, we have R ≤ CS(N s) = C◦S(N ) as required. 
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Lemma 10.3. The subgroup C◦S(N ) is strongly closed in F and contained in CS(N ). If (L,∆, S)
is weakly N -replete, then C◦S(N ) = CS(N ).
Proof. As N ⊆ N s, we have clearly C◦S(N ) = CS(N s) ≤ CS(N ). Recall that (Ls,Fs, S) is
N -replete by Corollary 9.6. Hence it follows from Lemma 9.9 that C◦S(N ) is strongly closed. If
(L,∆, S) is weakly N -replete, then Lemma 9.10 gives C◦S(N ) = CS(N ). 
The next lemma is somewhat similar but not identical to [Che16, Theorem 5.7(b)]. In particular
the property that N † ∩ S = C◦S(N ) is not immediately clear from Chermak’s results.
Lemma 10.4. We have N †∩S = C◦S(N ) ≤ CS(N ). In particular, if (L,∆, S) is weakly N -replete,
we have N † ∩ S = CS(N ).
Proof. By Lemma 10.3, it is sufficient to show N † ∩ S = C◦S(N ). As N † = C◦S(N )O
p
LT (CT ), it
follows from the Dedekind Lemma [Che15a, Lemma 1.10] that
N † ∩ S = C◦S(N )(O
p
LT (CT ) ∩ S).
Hence, we only need to show that OpLT (CT ) ∩ S ≤ C
◦
S(N ).
Let ∆0 be the set of overgroups of FcTCS(T ). Recall from Corollary 4.37 thatM := 〈N , CT 〉EL
with M∩ S = TCS(T ). In particular TCS(T ) is strongly closed in F and thus FcTCS(T ) is closed
under F-conjugacy. Hence, ∆0 is F-closed. If R ∈ Fcr, then by [Hen19, Lemma 6.2], R is L-
radical. Hence, R is M-radical by Lemma 7.3, so Lemma 7.14 implies R ∩ TCS(T ) ∈ FcTCS(T )
and thus R ∈ ∆0. This shows Fcr ⊆ ∆0. By Lemma 9.2 applied with M in place of N , we have
FcTCS(T ) ⊆ F
q and thus ∆0 ⊆ Fq ⊆ Fs. Therefore, setting
L0 := Ls|∆0 and N0 := N s ∩ L0,
the triple (L0,∆0, S) is a linking locality, N0 E L0 and N0 ∩ S = N s ∩ S = T . Now by
Lemma 9.11(a),(d), the locality (L0,∆0, S) is N0-replete and OpNL0 (T )(CL0(T )) ∩ S ≤ CS(N0).
Using Remark 8.6 twice, one observes that
OpLT (CT ) ∩ S = O
p
NLs (T )
(CLs(T )) ∩ S = OpNL0 (T )(CL0(T )) ∩ S.
Moreover, using Lemma 10.3 with (L0,N0) in place of (L,N ), we obtain CS(N0) = C◦S(N0) =
CS(N s) = C◦S(N ). This implies the assertion. 
Lemma 10.5. We have N † E LT , N † ⊆ CT and SN † = SCT .
Proof. Notice that C◦S(N ) ⊆ CS(N ) ≤ CS(T ) and thus N † ⊆ CT . As K := O
p
LT (CT ) E LT it fol-
lows from Lemma 4.15 that N † = KC◦S(N ) is a partial subgroup of LT . Set H := NL(TCS(T )) =
NLT (CS(T )). As CT E LT , the Frattini Lemma [Che15a, Corollary 3.11] gives LT = CTH. More-
over, by Lemma 8.2, we have KCS(T ) = CT . As CS(T ) ≤ H, it follows
LT = KH.
If α : LT → LT /K is the natural projection, we have thus LTα = Hα. Since C◦S(N ) ≤ TCS(T )
is by Lemma 10.3 strongly F-closed, C◦S(N ) EH. Notice also that α restricts to a group homo-
morphism H → LTα = Hα. Thus, N †α = C◦S(N )αEHα = LTα. As N † is a partial subgroup of
LT containing K, the partial subgroup correspondence [Che15a, Proposition 4.7] yields N † ELT .
Since K ⊆ N † and CS(T )K = KCS(T ) = CT , we have CS(T )N † = CT and thus SN † = SCT . 
Lemma 10.6. Let P ∈ R∆(SN ), Q ∈ R∆(SCT ), n ∈ NN (P ) and c ∈ Op(NCT (Q)) such that
P = Sn and Q = Sc. Suppose (n, c) ∈ D. Then
X := S(n,c) = P ∩Q = S(c,n) ∈ ∆,
n, c ∈ NL(X) and [n, c] = 1, where the commutator is computed in the group NL(X).
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Proof. As (n, c) ∈ D, we have X := S(n,c) ∈ ∆. Moreover, as c ∈ CT ⊆ NL(T ), [Che15a,
Lemma 3.2(a)] gives (c, c−1, n, c) ∈ D and X = S(n,c) = Sn ∩ Sc = S(c,nc), i.e.
X = S(n,c) = P ∩Q = S(c,nc) ∈ ∆.
Since T ≤ Sc = Q, we have P ∩ T ≤ P ∩Q = X. Furthermore, C◦S(N ) ≤ CS(N ) ≤ Sn = P yields
Q ∩ C◦S(N ) ≤ P ∩ Q = X. So X ∈ ∆ with P ∩ T ≤ X ≤ P and Q ∩ C◦S(N ) ≤ X ≤ Q. By
Lemma 10.4 and Lemma 10.5, we have N † ∩ S = C◦S(N ) and N † E LT with N † ⊆ CT . Hence,
Lemma 9.7 applied with N † in place of K yields that NN (P ) and Op(NN †(Q)) are contained in
NL(X) and (computing in NL(X)), we have [NN (P ), O
p(NN †(Q))] = 1. Since O
p
LT (CT ) ⊆ N
† ⊆
CT , it follows from Lemma 8.2 that Op(NN †(Q)) = Op(NCT (Q)) and so c ∈ Op(NN †(Q)). Thus,
n, c ∈ NL(X), [n, c] = 1 and nc = n. This implies the assertion. 
For the following lemma and subsequent results the reader might want to recall Definition 6.1.
Lemma 10.7. N commutes strongly with N †.
Proof. Let n ∈ N and c ∈ N † such that (n, c) ∈ D. We need to show that S(n,c) = S(c,n),
(c, n) ∈ D and nc = cn.
If t ∈ T notice that t ∈ NN (S) and S = St ∈ R∆(SN ). So by Lemma 7.5, there exists k ∈ N,
P1, . . . , Pk ∈ R∆(SN ) and u = (n1, . . . , nk) ∈ D such that n = Π(u), Sn = Su, ni ∈ NN (Pi) and
Sni = Pi for i = 1, . . . , k.
By Lemma 10.4 and Lemma 10.5, N † is a partial normal subgroup of LT with N † ⊆ CT ,
SN † = SCT and N † ∩ S = C◦S(N ) ≤ CS(N ). As O
p
LT (CT ) ⊆ N
† ⊆ CT , using Lemma 8.2 we see
that Op(NN †(Q
∗)) = Op(NCT (Q
∗)) for all Q∗ ∈ ∆. Hence, it follows from Lemma 7.5 applied
with (N †,LT ) in place of (N ,L) that there exist l ∈ N, Q1, . . . , Ql ∈ R∆(SN †) = R∆(SCT ) and
v = (s, c1, . . . , cl) ∈ D such that c = Π(v), Sc = Sv, s ∈ C◦S(N ) ≤ CS(N ), cj ∈ Op(NN †(Qj)) =
Op(NCT (Qj)) and Scj = Qj for j = 1, . . . , l.
As (n, c) ∈ D, Sn = Su and Sc = Sv, we have Su◦v = S(n,c) ∈ ∆ and thus u ◦ v ∈ D. By
Lemma 6.4, N commutes strongly with CS(N ), and by Lemma 10.6, ni commutes strongly with
cj for all i = 1, . . . , k and j = 1, . . . , l. Hence, {n1, . . . , nk} commutes strongly with {s, c1, . . . , cl}.
Therefore, by Lemma 6.5, we have Su◦v = Sv◦u, v ◦ u ∈ D and Π(u ◦ v) = Π(v ◦ u). This implies
∆ 3 S(n,c) = Su◦v = Sv◦u = S(c,n)
and, in particular, (c, n) ∈ D. Moreover, nc = Π(u ◦ v) = Π(v ◦ u) = cn. Therefore the assertion
holds. 
The following result is (with different notation) stated as Theorem 5.7(a) in [Che16].
Corollary 10.8. We have N † E L and OpLT (CT )E L.
Proof. We have shown in Lemma 10.7 that N commutes with N † and thus also with OpLT (CT ) ⊆
N †. Moreover, OpLT (CT )ELT by definition and N
†ELT by Lemma 10.5. So the assertion follows
from Lemma 6.6 applied twice, once with N † and once with OpLT (CT ) in place of Y. 
Corollary 10.9. We have N⊥ = N † = C◦S(N )O
p
LT (CT ). In particular,
N⊥ ∩ S = C◦S(N ) ≤ CS(N ),
C◦S(N ) does not depend on the choice of Ls and, if (L,∆, S) is weakly N -replete, then N⊥ ∩ S =
CS(N ).
Proof. By Corollary 10.8, N † is a normal subgroup of L. Moreover, by Lemma 10.7, N commutes
with N † and thus, by Corollary 6.8, N † commutes with N . So N † ⊆ N⊥ by definition of N⊥.
The converse inclusion is true by Lemma 10.2. 
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10.2. The proof of Theorem 1. We will need the following elementary lemma in the proof of
Theorem 1.
Lemma 10.10. We have CN (T ) ≤ CN s(T ) ≤ Z(T ) and in particular N ∩N⊥ ≤ Z(T ).
Proof. Clearly CN (T ) ⊆ CN s(T ). Moreover, by Corollary 6.14, we have N⊥ ⊆ CL(T ). Hence, it
remains to argue that CN s(T ) ≤ Z(T ). It follows from [Che15a, Lemma 3.5] and T being strongly
closed that NN s(T ) = NN s(TCS(T )). As TCS(T ) ∈ Fc ⊆ Fs, the normalizer NLs(TCS(T )) is a
group of characteristic p. Hence, by Lemma 2.1(b), NN s(T ) = NN s(TCS(T )) ENLs(TCS(T )) is
of characteristic p. Since T is by [Che15a, Lemma 3.1(c)] a maximal p-subgroup of N s, it follows
CN s(T ) ≤ Z(T ). 
We are now in a position to prove most parts of Theorem 1. Only for part (f) we will need to
refer to Corollary 11.10 below.
Proof of Theorem 1 (using Corollary 11.10 below). Part (a) follows from Corollaries 6.11 and 6.14
as well as Lemma 6.17. Statement (b) and the first part of (d) follow from Corollary 6.8. Part
(c) was stated and proved as Lemma 6.18. It remains thus to show the statements about linking
localities. For the proof we keep the standing hypothesis that (L,∆, S) is a linking locality and
N E L. Fix moreover ME L.
IfM commutes with N , then by Lemma 10.10, we haveM∩N ⊆ N⊥∩N ≤ Z(T ) ≤ S. Hence,
Lemma 6.21 implies in this case that Smn = S(m,n) for all m ∈ M and n ∈ N with (m,n) ∈ D.
This completes the proof of (d).
We have seen already that (b) is true, i.e. conditions (i)-(iii) are equivalent. We show now
that these conditions are also equivalent to the conditions (iv) and (v) stated in (e). By definition
of M⊥ and N⊥, the conditions (i)-(iii) are equivalent to N ⊆ M⊥ and to M ⊆ N⊥. Hence,
conditions (i)-(iii) imply (v). By (a) we have M⊥ ∩ S ≤ CS(M). Hence, (v) implies (iv). Thus
it suffices to show that (iv) implies M ⊆ N⊥. So assume that (iv) holds, i.e. M ∩ S ⊆ N⊥
and T = N ∩ S ⊆ CS(M). The latter condition implies by Lemma 4.5 that M ⊆ CT ⊆ LT .
Note that M E LT . So Lemma 8.3 applied with LT ,M, CT in the roles of L,N ,M implies that
OpLT (M) ⊆ O
p
LT (CT ). Hence, by Corollary 10.9, we have O
p
LT (M) ⊆ N
⊥. Using Lemma 8.2 we
can conclude now that M = (M∩ S)OpLT (M) ⊆ N
⊥ as required. This proves (e).
If (L,∆, S) is N -replete, then (L,∆, S) is weakly N -replete and it follows from Corollary 10.9
that N⊥ ∩ S = CS(N ). If Fq ⊆ ∆, then (L,∆, S) is N -replete by Corollary 9.6. If δ(F) ⊆ ∆,
then (L,∆, S) is N -replete by Corollary 11.10 below. This implies (b) and thus the proof of the
theorem is complete once we have proved Corollary 11.10. 
10.3. Further properties of N⊥. Recall that we have shown in Corollary 10.9 that N⊥ =
C◦S(N )O
p
LT (CT ). We will now use this property to prove some more results about N
⊥, which are
in particular needed to show Theorem 2.
We start by showing that N⊥ behaves well with respect to extensions and restrictions. This
was proved before by Chermak [Che16, Theorem 5.7(d)].
Lemma 10.11. Let (L+,∆+, S) be a linking locality over F with ∆ ⊆ ∆+ and L = L+|∆.
Adapting Notation 4.32, we have then C◦S(N+) = C◦S(N ) and (N⊥)+ = (N+)⊥.
Proof. By Corollary 10.9, we have N⊥ = C◦S(N )O
p
LT (CT ) and similarly, setting L
+
T := NL+(T )





Corollary 10.9 gives also that C◦S(N ) := CS(N s) does not depend on the choice of Ls. So by
Theorem 4.31, we may choose Ls such that Ls|∆+ = L+. As N s ∩L+EL+ with (N s ∩L+)∩L =
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N s ∩ L = N , we have N s ∩ L+ = N+. Hence,
C◦S(N+) = CS(N s) = C◦S(N ).
By Remark 8.6, we have OpL+T
(C+T ) ∩ L = O
p
LT (CT ). So Lemma 4.23 yields
(N+)⊥ ∩ L = C◦S(N )(O
p
L+T




LT (CT ) = N
⊥.
As (N⊥)+ is characterized as the unique partial normal subgroup of L+ whose intersection with
L equals N⊥, it follows that (N+)⊥ = (N⊥)+. 
For our next results it will be convenient to use the following notation.
Notation 10.12. Set Z◦(N ) := Z(N s). If we want to to stress the dependence of Z◦(N ) on L,
we write Z◦L(N ).
Lemma 10.13. We have Z◦(N ) = T ∩C◦S(N ) ≤ Z(N ) ≤ Z(T ). If (L,∆, S) is weakly N -replete,
then Z◦(N ) = Z(N ).
Proof. By Lemma 10.10, we have CN s(T ) ≤ Z(T ) and hence Z◦(N ) = Z(N s) ≤ Z(T ). So
Z◦(N ) = CT (N s) = T ∩CS(N s) = T ∩C◦S(N ) ≤ CT (N ) ≤ Z(N ) ⊆ CN (T ) ⊆ CN s(T ) ≤ Z(T ). If
(L,∆, S) is weakly N -replete, then Lemma 10.3 gives C◦S(N ) = CS(N ) and thus Z◦(N ) = CT (N ).
Since Z(N ) ≤ CN s(T ) = Z(T ), we have Z(N ) = CT (N ). Thus the assertion holds. 
Lemma 10.14. We have N ∩N⊥ = Z◦(N ) ≤ Z◦(N⊥) ≤ S.
Proof. By Lemma 10.13 and Corollary 10.9, we have Z◦(N ) ≤ N ∩ C◦S(N ) ⊆ N ∩ N⊥ and
Z◦(N⊥) ≤ S. Hence, it remains only to show that N ∩N⊥ ⊆ Z◦(N )∩Z◦(N⊥). By Lemma 10.11,
we have (N s)⊥ = (N⊥)s. Thus, if N s ∩ (N s)⊥ ⊆ Z(N s) ∩ Z((N s)⊥), then
N ∩N⊥ ⊆ N s ∩ (N⊥)s ⊆ Z(N s) ∩ Z((N⊥)s) = Z◦(N ) ∩ Z◦(N⊥).
Hence, we only need to show N s∩ (N s)⊥ ⊆ Z(N s)∩Z((N s)⊥). To ease notation, we may assume
without loss of generality that (L,∆, S) = (Ls,Fs, S) and need to show that R := N ∩ N⊥ ≤
Z(N ) ∩ Z(N⊥).
As N⊥ ⊆ CT = CL(T ) by Corollary 6.14, we have R = N ∩N⊥ ⊆ CN (T ) ≤ Z(T ) ≤ S, where
the second inclusion uses Lemma 10.10. By Corollary 6.8, R fixes N and N⊥ under conjugation.
It follows now from Lemma 6.3 applied twice (once with X = N and once with X = N⊥) that
R ⊆ CL(N ) and R ⊆ CL(N⊥). This yields R ≤ Z(N ) ∩ Z(N⊥). 
The following Lemma is a generalization of [Che16, Lemma 6.5].
Lemma 10.15. If M is a partial normal subgroup of L with M∩N ≤ Z◦(M), then
OpL(M) ⊆ O
p
LT (CT ) ⊆ N
⊥.
Proof. Adapt notation 4.32 and note that (M∩N )s =Ms∩N s. The propertyM∩N ≤ Z◦(M)
implies by Lemma 10.13 that M∩N ≤ S and so, by Lemma 4.33, (M∩N )s =M∩N . Hence
Ms ∩N s =M∩N ≤ Z◦(M).
If OpLs(Ms) ⊆ O
p
NLs (T )




s) ∩ L ⊆ OpNLs (T )(CLs(T )) ∩ L = O
p
LT (CT ) ⊆ N
⊥.
Hence, replacing (L,∆, S) by (Ls,Fs, S) we may assume that
∆ = Fs
and we only need to show that OpL(M) ⊆M∗ := O
p
LT (CT ). Under this assumption
Z◦(M) = Z(M)
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by Corollary 9.6 and Lemma 10.13. As seen in Corollary 10.8, we have M∗ E L and thus M∗ ∩
MEL. Thus, it is sufficient to show thatM∗∩M has p-power index inM. Hence, by Lemma 7.5,
it is sufficient to prove that Op(NM(P )) ⊆M∗ for all P ∈ R∆(MS).
We fix now P ∈ R∆(MS) and set R :=M∩S. By Lemma 7.3 and Lemma 7.8, P isM-radical
and Op(L)CS(R) ≤ P . Set U := P ∩ R. By Lemma 7.14, we have CR(U) ≤ U . Hence, using
Lemma 10.13, we can conclude that [U, T ] ≤ M ∩ N ⊆ Z◦(M) ≤ Z(R) ≤ CR(U) ≤ U and T
normalizes U . As (L,∆, S) is by Corollary 9.6 M-replete and thus weakly M-replete, we have
X := UCS(R)Op(L) ∈ ∆.
As T normalizes U and CS(R)Op(L) E S, we have T ≤ NL(X). Observe also that P ∩ R =
U ≤ X ≤ P , so Lemma 7.12 gives NM(P ) ≤ NM(X). We see now that the commutator group
[T,NM(P )] is defined inside of NL(X) and
[T,NM(P )] ≤ N ∩M ≤ Z := Z◦(M) = Z(M) ≤ Z(R).
Hence NM(P ) acts on the p-group TZ and [TZ,O
p(NM(P ))] = [TZ,O
p(NM(P )), O
p(NM(P ))] ≤
[Z,Op(NM(P ))] = 1. Hence, O
p(NM(P )) ⊆ CT . Using Lemma 8.2, it follows that Op(NM(P )) ≤
Op(NCT (P )) ⊆M∗ as required. 
Corollary 10.16. If there exists a partial normal subgroup M of L such that M∩N ⊆ Z◦(N )
and M⊥ ⊆ S, then N ⊆ S.
Proof. Applying Lemma 10.15 with the roles of M and N reversed, we get OpL(N ) ⊆ M⊥ ⊆ S.
The assertion follows now from Lemma 8.2. 
10.4. Centric radical partial normal subgroups.
Definition 10.17.
• The partial normal subgroup N is called centric in L if N⊥ ⊆ N .
• We call N radical in L if Op(L) ⊆ N .
• N is said to be centric radical in L if N is both centric and radical in L.
• The intersection of all centric radical partial normal subgroups of L is called the generalized
Fitting subgroup of L and denoted by F ∗(L).
The reader should note that the definitions above fit well with the notions we introduced
already. Namely, if N ≤ S and N is centric in L, then N s = N by Lemma 4.33 and hence, by
Corollary 10.9, we have CS(N ) = CS(N s) = C◦S(N ) ⊆ N⊥ ⊆ N . So we obtain in this case that
N is centric in F . In the case that N is an element of ∆, we have NL(N ) = L; so N is L-radical
in the sense of Definition 7.1 if and only if it is radical in L in the sense of Definition 10.17.
It follows from Lemma 10.21 below that a partial normal subgroup N is centric as defined above
if and only if it is large in the sense defined by Chermak [Che16, Definition 6.1]. Our definition of
F ∗(L) is a priori slightly different from Chermak’s definition of F ∗(L) (cf. [Che16, Definition 6.8]),
but Lemma 10.18(d) below implies that the two definitions are equivalent. We will now see that
the concepts introduced in Definition 10.17 are well-behaved with respect to expansion.
Lemma 10.18. Let (L+,∆+, S) be a linking locality with ∆ ⊆ ∆+ and L = L+|∆. Adapting
Notation 4.32 the following hold:
(a) N is centric in L if and only if N+ is centric in L+.
(b) N is radical in L if and only if N+ is radical in L+.
(c) N is centric radical in L if and only if N+ is centric radical in L+.
(d) We have F ∗(L+) = F ∗(L)+.
Proof. By Lemma 10.11, we have (N⊥)+ = (N+)⊥. Using Theorem 4.31(b), it follows N⊥ ⊆ N
if and only if (N+)⊥ ⊆ N+, i.e. (a) holds. By Lemma 4.33, we have Op(L) = Op(L+) and so
(b) holds. Clearly (a) and (b) imply (c). By Theorem 4.31(b), the map ΦL+,L defined at the
COMMUTING PARTIAL NORMAL SUBGROUPS AND REGULAR LOCALITIES 57
beginning of Subsection 4.7 is a bijection from the set of partial normal subgroups of L+ to the
set of partial normal subgroups of L. Hence, (c) says that ΦL+,L induces also a bijection between
the set of centric radical partial normal subgroups of L+ and the set of centric radical partial
normal subgroups of L. Thus, as ΦL+,L commutes with taking the intersection of a finite number
of partial normal subgroups, it follows that ΦL+,L maps F
∗(L+) to F ∗(L). This proves (d). 
The next result says basically that F ∗(L) can be regarded as a “characteristic” partial normal
subgroup of L.
Lemma 10.19. If (L̃, ∆̃, S̃) is a linking locality and α ∈ Iso(L, L̃), then F ∗(L)α = F ∗(L̃). In
particular, for every α ∈ Aut(L), we have F ∗(L)α = F ∗(L).
Proof. Let (L̃, ∆̃, S̃) be a linking locality with α ∈ Iso(L, L̃). Then α induces a bijection from the
set of partial normal subgroups of L to the set of partial normal subgroups of L̃. As Op(L) is by
Lemma 4.13 the largest p-subgroup of L, which is a partial normal subgroup of L (and similarly
for Op(L̃)), the isomorphism α takes Op(L) to Op(L̃). Moreover, it follows from Lemma 6.19 that
N EL is centric in L if and only if Nα is centric in L̃. Thus, α induces a bijection from the set of
centric radical partial normal subgroups of L to the set of centric radical partial normal subgroups
of L̃ and thus takes F ∗(L) to F ∗(L̃). 
Lemma 10.20. For every ME L the following hold:
(a) If NN⊥ ⊆M, then M is centric in L.
(b) If N is centric in L and N ⊆M, then M is centric in L.
(c) The product NN⊥ is a centric partial normal subgroup of L, and NN⊥Op(L) is a centric
radical partial normal subgroup of L.
Proof. If NN⊥ ⊆ M, then it follows from Lemma 6.16 that M⊥ ⊆ N⊥ ⊆ M. This shows (a).
Part (b) is a special case of (a). By Theorem 4.18, the products NN⊥ and NN⊥Op(L) are partial
normal subgroups of L. So (c) follows from (a). 
The following lemma generalizes part of [Che16, Lemma 6.4].
Lemma 10.21. The following conditions are equivalent:
(i) N is centric;
(ii) C◦S(N ) ⊆ N ;
(iii) N⊥ = Z◦(N ).
In particular, if N is centric, then N⊥ ≤ S.
Proof. Notice that (i) implies (ii) by Corollary 10.9. By Lemma 10.13, we have Z◦(N ) ⊆ Z(N ) ≤
Z(T ) ≤ S. In particular, (iii) implies (i). Hence, it is sufficient to show that (ii) implies (iii).
Assume (ii). Then C◦S(N ) = T ∩ C◦S(N ) = Z◦(N ) by Lemma 10.13. By Corollary 10.9, we
have thus N⊥ ∩ S = C◦S(N ) = Z◦(N ) ≤ T . Let Q ∈ R∆(SN⊥). Then [Q,NN⊥(Q)] ≤ Q ∩N⊥ =
Q ∩ (N⊥ ∩ S) ≤ Q ∩ T . As N⊥ ⊆ CT = CL(T ), we have also [Q ∩ T,NN⊥(Q)] = 1. Hence,
[Q,Op(NN⊥(Q))] = 1. By Lemma 7.3, Q is N⊥-radical and thus Op(NN⊥(Q)) ≤ Q. As NN⊥(Q)
is by Lemma 2.1(b) of characteristic p, it follows that Op(NN⊥(Q)) = 1. As Q ∈ R∆(SN⊥) was
arbitrary, Lemma 7.5 yields thus N⊥ = N⊥ ∩ S = Z◦(N ), i.e. (iii) holds. 
Lemma 10.22. If N is centric in L, then FcT ⊆ Fq.
Proof. This follows from Lemma 9.8 applied with (Ls,N s) in place of (L,N ) and from Corol-
lary 10.9 that
hyp(CF (T )) ≤ foc(CF (T )) ≤ CS(N s) = C◦S(N ) ⊆ N⊥ ⊆ N .
Hence the assertion holds by Lemma 9.2. 
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Then next lemma is inspired by [Che16, Lemma 6.6], but works under a more general hypothesis.
Lemma 10.23. Let M be a centric partial normal subgroup of L such that M∩N⊥ ⊆ Z◦(N ).
Then N⊥ = C◦S(N ).
Proof. Recall that Z◦(N ) ≤ Z◦(N⊥) by Lemma 10.14 and M⊥ = Z◦(M) ≤ S by Lemma 10.21.
Hence, Corollary 10.16 applied with N⊥ in place of N yields N⊥ ⊆ S. Now Corollary 10.9 gives
N⊥ = C◦S(N ). 
We are now able to show Theorem 2. We take inspiration from the proof of [Che16, Lemma 6.7,
Corollary 6.9], but by reducing to the case ∆ = Fs we are able to show a more general statement.
Proof of Theorem 2. Theorem 4.31 and Lemma 10.18 allow us to assume throughout the proof
without loss of generality that ∆ = Fs. So by Corollary 9.6 and Lemma 10.13, we have in
particular that Z◦(N ) = Z(N ) for every partial normal subgroup of N of L.
Fix now two centric radical partial normal subgroups M and N of L and set K := M∩ N .
Clearly K is radical, so the difficulty is to show that K is centric. Note that, by Lemma 10.14, we
have
M∩ (N ∩K⊥) = K ∩ K⊥ = Z(K) ≤ Z(K⊥).
Hence, since Z(K) ⊆ K ⊆ N , it followsM∩(N∩K⊥) ≤ Z(N∩K⊥). AsM is centric, Lemma 10.21
gives M⊥ ⊆ S. Hence, an application of Corollary 10.16 with N ∩ K⊥ in place of N gives that
N∩K⊥ ⊆ S, i.e. N∩K⊥ is a normal p-subgroup of L and thus contained in Op(L). As Op(L) ⊆ K,
we obtain
N ∩K⊥ ≤ K ∩ K⊥ = Z(K).
Now Lemma 10.23 applied with (N ,K) in place of (M,N ) gives K⊥ = C◦S(K). So K⊥ = C◦S(K)
is a normal p-subgroup of L and thus contained in Op(L). As K is radical in L, it follows
K⊥ ⊆ Op(L) ⊆ K. Hence K is centric in L and the assertion holds. 
11. Regular localities
In this section we introduce regular localities and show that they have very nice properties.
In particular, as already mentioned in the introduction, partial normal and partial subnormal
subgroups of regular localities can be regarded as regular localities. We also show that every
regular locality is N -replete for every choice of a partial normal subgroup N .
The most important results of this section and the basic strategy of the proof are similar as
in [Che16, Section 7], but there are also several differences. For example, since we work with
N -radical subgroups and the concept of N -repleteness, we argue in a slightly different framework.
Moreover, in Theorem 11.15(c) and Lemma 11.22, it is demonstrated how central products of
partial groups (as introduced in Section 5) occur naturally in this context.
Throughout let F be a saturated fusion system over S.
11.1. Definition and elementary results.
Definition 11.1. Let (Ls,Fs, S) be a subcentric locality attached to F and set
δ(F) := {P ≤ S : P ∩ F ∗(Ls) ∈ Fs}.
A linking locality (L,∆, S) over F is called regular if ∆ = δ(F).
By [Hen19, Theorem A] there exists always a subcentric locality attached to F and such a
subcentric locality is unique up to an isomorphism which restricts to the identity on S. We will
see next that, as the notation suggests, the set δ(F) does not depend on the choice of Ls. Actually,
the set δ(F) could be characterized using any linking locality over F .
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Lemma 11.2. The set δ(F) depends only on F and not on the choice of Ls. Moreover, if (L,∆, S)
is a linking locality over F , then
δ(F) = {P ≤ S : P ∩ F ∗(L) ∈ Fs}.
Proof. If (Ls,Fs, S) and (L̃s,Fs, S) are subcentric localities over F , then as mentioned above,
there exists an isomorphism α : Ls → L̃s with α|S = idS . By Lemma 10.19, we have F ∗(Ls)α =
F ∗(L̃s). In particular, F ∗(Ls) ∩ S = (F ∗(Ls) ∩ S)α = F ∗(Ls)α ∩ Sα = F ∗(L̃s) ∩ S. Therefore,
δ(F) does not depend on the choice of Ls.
If (L,∆, S) is any linking locality over F , then by Theorem 4.31(c), we may choose Ls such that
Ls|∆ = L. By Lemma 10.18(d), we have F ∗(Ls) ∩ L = F ∗(L) and thus F ∗(Ls) ∩ S = F ∗(L) ∩ S.
This implies the assertion. 
Lemma 11.3. Let (L,∆, S) be a linking locality with a centric radical partial normal subgroup N
of L. If P ∈ ∆ is N -radical, then P ∈ δ(F).
Proof. Suppose P ∈ ∆ is N -radical. We have F ∗(L) ⊆ N as N is centric radical. Hence, by
Lemma 7.2, P is also F ∗(L)-radical. Setting T ∗ := S ∩F ∗(L), by Lemma 11.2, we have P ∈ δ(F)
if and only if P ∩T ∗ = P ∩F ∗(L) ∈ Fs. The latter condition is true since Lemma 7.14, Theorem 2
and Lemma 10.22 imply P ∩ T ∗ ∈ FcT ∗ ⊆ Fq ⊆ Fs. 
Lemma 11.4. The set δ(F) is F-closed and Fcr ⊆ δ(F) ⊆ Fs. In particular, there exists always
a regular locality over F which is unique up to an isomorphism which restricts to the identity on
S.
Proof. As before let (Ls,Fs, S) be a linking locality over F . As F ∗(Ls) ∩ S is strongly closed in
F and Fs is F-closed, it follows that δ(F) is F-closed and that δ(F) ⊆ Fs. Let now P ∈ Fcr.
Then P is an element of the object set Fs of the linking locality (Ls,Fs, S) and so, by [Hen19,
Lemma 6.2], P is Ls-radical. As Ls is a centric radical partial normal subgroup of Ls, Lemma 11.3
implies now P ∈ δ(F). So δ(F) is F-closed and Fcr ⊆ δ(F) ⊆ Fs. The unique existence of a
regular locality follows now from [Hen19, Theorem A] (see also Remark 4.25). 
The definition of δ(F) given above is a priori slightly different from Chermak’s definition [Che16,
p.36], but we show in Remark 11.12 below that the two definitions are equivalent. Apart from
this difference, Lemmas 11.2 and 11.4 state the same as [Che16, Lemma 6.10].
Corollary 11.5. Every subgroup of S containing F ∗(L) ∩ S is an element of δ(F).
Proof. As a particular consequence of Lemma 11.4 we have S ∈ Fcr ⊆ δ(F). From the definition
of δ(F) it follows thus that S∩F ∗(L) ∈ δ(F) and that every overgroup of S∩F ∗(L) is in δ(F). 
The following very important lemma states essentially the same as [Che16, Lemma 7.3].
Lemma 11.6. For every P ≤ S and every R ≤ S with R E L, we have P ∈ δ(F) if and only if
PR ∈ δ(F).
Proof. Fix P ≤ S and R ≤ S with R E L. As δ(F) is by Lemma 11.4 overgroup-closed in S,
we have PR ∈ δ(F) if P ∈ δ(F). Assume now Q := PR ∈ δ(F). Then Q ∩ F ∗(L) ∈ Fs. Since
R ≤ Op(L) ⊆ F ∗(L), the Dedekind Lemma [Che15a, Lemma 1.10] givesQ∩F ∗(L) = (P∩F ∗(L))R.
Since REF , it follows now from [Hen19, Lemma 3.4] that P ∩F ∗(F) ∈ Fs and thus P ∈ δ(F). 
Lemma 11.7. Let (L,∆, S) be a linking locality with a centric partial normal subgroup N . If
P ∈ ∆ is N -radical and P ≤ S ∩N , then P ∈ δ(F).
Proof. By Theorem 4.18, NOp(L) is normal in L. Clearly NOp(L) is radical in L, and by
Lemma 10.20(b), NOp(L) is also centric. If P ∈ ∆ is N -radical with P ≤ S ∩ N , then by
Lemma 7.11, POp(L) is NOp(L)-radical. Hence, by Lemma 11.3, we have POp(L) ∈ δ(F). So
Lemma 11.6 implies P ∈ δ(F). 
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Lemma 11.8. Let (L,∆, S) and (L̃, ∆̃, S̃) be subcentric localities over fusion systems F and F̃
respectively. Let α : L → L̃ be an isomorphism from (L,∆, S) to (L̃, ∆̃, S̃). Then δ(F)α = δ(F̃)
and α induces an isomorphism from (L|δ(F), δ(F), S) to (L̃|δ(F̃), δ(F̃), S̃).
Proof. By Lemma 10.19, we have F ∗(L)α = F ∗(L̃). It is a consequence of [Hen20, Lemma 2.21(b)]
that α|S induces an isomorphism from F to F̃ . Hence, by [Hen19, Lemma 3.6], we have Fsα =
F̃s. This yields δ(F)α = δ(F̃). It follows then easily that α induces an isomorphism from
(L|δ(F), δ(F), S) to (L̃|δ(F̃), δ(F̃), S̃). 
11.2. N -repleteness of regular localities.
Lemma 11.9. Let (L,∆, S) be subcentric locality over F , N E L and T = S ∩ N . Then the
following hold:
(a) We have XP,Q ∈ δ(F) for all P ∈ R∆(SN ) and Q ∈ R∆(SCL(T )).
(b) Every SN -radical subgroup P ∈ ∆ is an element of δ(F).
(c) Setting Lδ := L|δ(F) and Nδ := N ∩ Lδ, we have FS∩N (N ) = FS∩Nδ(Nδ).
Proof. If P ∈ ∆ is SN -radical, then by Lemma 7.3 and Lemma 7.8, we have CS(T )Op(L) ≤ P
and thus XP,S = (P ∩ T )CS(T )Op(L) is contained in P . Since δ(F) is overgroup-closed in S by
Lemma 11.4, this shows that part (b) follows from part (a). Moreover, part (b) together with
Lemma 7.5 implies (c). Hence, it remains only to show (a).
Fix P,Q ∈ ∆ such that P is SN -radical and Q is SCL(T )-radical. As N⊥ ⊆ CL(T ) by
Corollary 6.14, it follows from Lemma 7.2 that Q is also N⊥-radical. Set
U := P ∩ T, V := Q ∩N⊥, X := UV.
As X ≤ XP,Q = U(Q ∩ CS(T ))Op(L) and δ(F) is by Lemma 11.4 overgroup-closed in S, it is
sufficient to prove X ∈ δ(F).
By Corollary 9.6, (L,∆, S) is N -replete. Hence, by Corollary 10.9, we have N⊥ ∩ S = CS(N ).
Now by Lemma 9.8, we have foc(CF (T )) ≤ CS(N ) = N⊥ ∩S, i.e. the hypothesis of Lemma 9.5 is
fulfilled with N⊥ in place of K. Hence, as ∆ = Fs, it follows from that lemma that X = UV ∈ ∆.
Set M := NN⊥. By Lemma 10.20(c), M is a centric partial normal subgroup of L. So by
Lemma 11.7, in order to show that X ∈ δ(F), it is sufficient to show that X isM-radical. To see
this we prove first
(11.1) NM(X) = NN (X)NN⊥(X).
Clearly, NN (X)NN⊥(X) ⊆ NM(X). Let f ∈ NM(X). Then by [Che15a, Lemma 5.2], we can
write f as f = nm with n ∈ N , m ∈ N⊥ and Sf = S(n,m). Note that n centralizes V ≤ N⊥∩S ≤
CS(N ) and m ∈ N⊥ ⊆ CL(T ) centralizes 〈Un, U〉 ≤ T . Hence, X = Xf = (UnV )m = UnV m,
which implies Xn = UnV ≤ X and Xm = UV m ≤ X. This means that n ∈ NN (X) and
m ∈ NN⊥(X) proving (11.1).
By Lemma 7.3, we have TOp(L) ≤ Op(NL(T )) ≤ Q. We have now P ∩ T = U ≤ X ≤
UCS(T )Op(L) ≤ P and Q ∩ N⊥ = V ≤ X ≤ TV Op(L) ≤ Q. Hence, X is N -radical and N⊥-
radical by Lemma 7.13. By Lemma 10.7 and since NL(X) is a group, we have [NN (X), NN⊥(X)] =
1. Moreover, NN (X)∩NN⊥(X) ≤ N ∩N⊥ = Z◦(N ) ≤ S is a p-group by Lemma 10.14. Hence, by
(11.1), we have Op(NM(X)) = Op(NN (X))Op(NN⊥(X)) ≤ X, where the inclusion uses that X is
N -radical and N⊥-radical. So X is M-radical and as argued above this yields the assertion. 
Corollary 11.10. Let (L,∆, S) be a regular locality over F or assume more generally that
(L,∆, S) is a linking locality over F with δ(F) ⊆ ∆. Let N be a partial normal subgroup of L.
Then (L,∆, S) is N -replete and, in particular, N⊥ ∩ S = C◦S(N ) = CS(N ) and Z◦(N ) = Z(N ).
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Proof. By Theorem 4.31, there exists a subcentric locality (Ls,Fs, S) over F such that L = Ls|∆.
Adapt Notation 4.32, let P ∈ R∆(SN ) and Q ∈ R∆(SCL(T )). It follows from Lemma 7.9 that
P ∈ RFs(SN s). Similarly, Lemma 7.9 combined with Remark 8.6 gives Q ∈ RFs(SCL+(T )).
Hence, Lemma 11.9(a) implies XP,Q ∈ δ(F) ⊆ ∆ showing that (L,∆, S) is N -replete. Therefore,
(L,∆, S) is weakly N -replete and the assertion follows from Corollary 10.9 and Lemma 10.13. 
11.3. Centric partial normal subgroups. The next goal is to show that partial normal sub-
groups of regular localities are regular localities (in a sense that will be made more precise below).
As a first step, we study the special case of centric partial normal subgroups. A similar strategy
was used by Chermak who studied first centric radical partial normal subgroups of regular locali-
ties. In the case that N is centric radical, Lemma 11.13 below is the same as [Che16, Lemma 7.4];
the generalization to the centric case is then basically given by [Che16, Lemma 7.5].
Lemma 11.11. Let (L,∆, S) be a regular locality and let N EL be centric in L. Set T := N ∩S
and E := FT (N ). Then the following hold:
(a) If Op(L) ≤ P ≤ S, then P ∈ ∆ if and only if P ∩ T ∈ ∆. In particular, for every
w ∈W(L), we have w ∈ D if and only if Sw ∩ T ∈ ∆.
(b) Setting
Γ := {P ∈ ∆: P ≤ T},
the triple (N ,Γ, T ) is a linking locality over E. In particular, E is saturated.
(c) Every element f ∈ NL(T ) induces an automorphism of L and of N via conjugation, i.e.
L = D(f) and cf is an automorphism of L, which restricts to an automorphism of N .
Moreover,
cf ∈ Aut(L,∆, S), cf |N ∈ Aut(N ,Γ, T ), cf |S ∈ Aut(F) and cf |T ∈ Aut(E).
(d) Ec ⊆ Fq and Ecr ⊆ ∆ = δ(F).
(e) E is normal in F .
(f) Es = {P ≤ T : P ∈ Fs}.
Proof. By Theorem 4.18, NOp(L)E L and (NOp(L)) ∩ S = TOp(L). Clearly NOp(L) is radical
in L and Lemma 10.20(b) gives that NOp(L) is centric in L. Thus, we have
F ∗(L) ⊆ NOp(L).
Hence, it follows from Lemma 11.2 that a subgroup P ≤ S is an element of δ(F) = ∆ if and
only if P ∩ (TOp(L)) ∈ ∆. If Op(L) ≤ P , then by the Dedekind Lemma and by Lemma 11.6, we
have P ∩ (TOp(L)) = (P ∩ T )Op(L) ∈ ∆ if and only if P ∩ T ∈ ∆. This proves the first part of
(a). Therefore, Lemma 4.29 gives that (a) and (c) hold and that (N ,Γ, T ) is a locality over E
of objective characteristic p if Γ is as in (b). Hence, (b) holds by Theorem 4.26 provided we can
show Ecr ⊆ Γ.
By (c), the elements of NL(T ) induce automorphisms of E . In particular, NL(T ) acts on Ec.
Hence, by the Frattini Lemma and the Splitting Lemma [Che15a, Corollary 3.11, Lemma 3.12],
Ec is closed under F-conjugacy. Thus,
Ec = FcT ⊆ Fq
by Lemma 10.22. Let (Ls,Fs, S) be a subcentric locality with Ls|∆ = L, and let N s E Ls
with N s ∩ L = N ; notice that Ls and N s exist by Theorem 4.31. By Lemma 11.9(c), we have
FT (N s) = FT (N ) = E .
Fix now P ∈ Ecr. Then there exists a fully E-normalized E-conjugate Q of P such that
Op(NE(Q)) = Q. Note also that Q ∈ Ecr ⊆ Ec ⊆ Fq is an object in (Ls,Fs, S). So it fol-
lows from Lemma 7.16 applied with (Ls,Fs, S) in place of (L,∆, S) that Q is N s-radical. As
N is centric in L, Lemma 10.18(a) yields that N s is centric in Ls. Hence, Q ∈ ∆ = δ(F) by
62 E. HENKE
Lemma 11.7. As ∆ is closed under F-conjugacy, it follows P ∈ ∆ showing Ecr ⊆ ∆. This proves
(d) and, as argued above, also (b).
We argue now that (e) holds. As Op(L) ≤ S ∈ ∆, it is a special case of (a) that T = S∩T ∈ ∆.
In particular, every element of AutF (T ) is by Lemma 4.11(a) realized by an element of NL(T )
and induces thus by (c) an automorphism of E . Since we have seen in (b) that E is saturated, it
follows thus from Lemma 4.28 that E is normal in F . So (e) holds.
As E E F , [Hen19, Lemma 3.10] gives P ∈ Es for every P ∈ Fs with P ≤ T . Let now P ∈ Es.
We need to show that P ∈ Fs. By [Hen19, Lemma 3.7] (or by a direct argument similar to
the one given above for Ec), the set Es is invariant under F-conjugacy. Thus, we may assume
P ∈ Ff and thus P ∈ Ef by [Hen18, Lemma 2.3]. Then by definition of Es and by (d), we
have Q := Op(NE(P )) ∈ Ec ⊆ Fq. Notice that the elements of NS(P ) induce automorphisms of
NE(P ) and thus NS(P ) ≤ NS(Q). By [AKO11, Lemma 2.6(c)], there exists α ∈ HomF (NS(Q), S)
such that Qα ∈ Ff . As NS(P )α ≤ NS(Pα) and P ∈ Ff , we have then NS(P )α = NS(Pα)
and Pα ∈ Ff . In particular, NT (P )α = NT (Pα). So α|NT (P ) induces an isomorphism from
NE(P ) to NE(Pα) and maps thus Q to Op(NE(Pα)). Hence, replacing (P,Q) by (Pα,Qα), we
may assume P,Q ∈ Ff . As Q ∈ Fq, it follows from [Hen19, Lemma 3.1] that Q ∈ Fs and
NF (Q) is constrained. Using [AKO11, Proposition I.6.4], it is easy to observe that NE(P ) is
NF (P )-invariant. Thus, NE(P ) is weakly normal in NF (P ) as P ∈ Ef and therefore NE(P ) is
saturated. Thus, [Hen19, Lemma 2.12(b)] gives QENF (P ) and so NF (P ) = NNF (Q)(P ). Notice
that P ∈ NF (Q)f since P ∈ Ff and NS(P ) ≤ NS(Q). Therefore, NF (P ) is constrained by [Hen19,
Lemma 2.11]. By [Hen19, Lemma 3.1], this means P ∈ Fs as required. This proves (f). 
Remark 11.12. If (L,∆, S) is a regular locality, it is a special case of Lemma 11.11(e),(f) that
FS∩F ∗(L)(F ∗(L))E F and
FS∩F ∗(L)(F ∗(L))s = {P ≤ S ∩ F ∗(L) : P ∈ Fs}.
By Lemma 11.9(c), the same holds if (L,∆, S) is a subcentric locality. In either case, Lemma 11.4
yields in particular that
δ(F) = {P ≤ S : P ∩ F ∗(L) ∈ FS∩F ∗(L)(F ∗(L))s}.
So our definition of δ(F) agrees with Chermak’s definition in [Che16, p.37].
Lemma 11.13. Let (L,∆, S) be a regular locality, let N EL be centric in L, set T := N ∩S and
E := FT (N ). Then E is saturated, (N , δ(E), T ) is a regular locality over E, and
δ(E) = {P ∈ ∆: P ≤ T}.
Moreover, Op(N )E L and F ∗(N )Op(L) = F ∗(L).
Proof. Set Γ := {P ∈ ∆: P ≤ T}. By Lemma 11.11(b), the fusion system E is saturated and
(N ,Γ, T ) is a linking locality over E . In particular, δ(E), Op(N ) and F ∗(N ) are defined. It
follows from Lemma 11.11(c) that Op(N )f = Op(N ) for every f ∈ NL(T ). Hence, by [Che15a,
Corollary 3.13], we have Op(N ) E L. Thus, it remains to prove that F ∗(N )Op(L) = F ∗(L) and
δ(E) = Γ. We will show the former property in two steps and then use it in a third step to
conclude δ(E) = Γ.
Step 1: We prove F ∗(N ) ⊆ F ∗(L). For the proof observe first that
K := F ∗(L) ∩N E L.
In particular, K EN . So, using Notations 6.12 and 10.12, K⊥N EN and Z◦N (K) are defined. By
Lemma 6.19 and Lemma 11.11(c), we have K⊥N cf = K⊥N for every f ∈ NL(T ). Hence, by [Che15a,
Corollary 3.13], we have
K⊥N E L.
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Now observe that
K⊥N ∩ F ∗(L) = K⊥N ∩N ∩ F ∗(L) = K⊥N ∩ K ≤ Z◦N (K⊥N ),
where the inclusion at the end uses Lemma 10.14. As (L,∆, S) is a regular locality, Corollary 11.10
gives Z◦(K⊥N ) = Z(K⊥N ) (where Z◦(K⊥N ) means more precisely Z◦L(K⊥N )). So by Lemma 10.13, we
have
K⊥N ∩ F ∗(L) ≤ Z◦N (K⊥N ) ≤ Z(K⊥N ) = Z◦(K⊥N ).
As F ∗(L) is by Theorem 2 centric in L, we get from Lemma 10.21 that F ∗(L)⊥ ≤ S. Now
Corollary 10.16 yields K⊥N ⊆ S. As K⊥N EL, it follows thus from Lemma 4.13 that K⊥N ⊆ Op(L) ⊆
F ∗(L). So K⊥N ⊆ F ∗(L) ∩ N = K and K is centric in N . As Op(N ) E L, we have Op(N ) ⊆
Op(L) ∩ N ⊆ F ∗(L) ∩ N = K. So K is centric radical in N , which implies F ∗(N ) ⊆ K ⊆ F ∗(L).
This completes the first step.
Step 2: We show that F ∗(L) = F ∗(N )Op(L). For the proof set M := F ∗(N ). By Step 1 it
is sufficient to prove that F ∗(L) ⊆ MOp(L). By Lemma 10.19 and Lemma 11.11(c), we have
Mcf =M for every f ∈ NL(T ). It follows now from M EN and [Che15a, Corollary 3.13] that
MEL. AsM commutes withM⊥ =M⊥L in L by Lemma 10.7, one can observe thatM commutes
with N ∩M⊥ in N . AsM⊥EL, we have moreover N ∩M⊥EN . Hence, by Lemma 10.2 applied
with (N ,Γ, T ) in place of (L,∆, S), we have
N ∩M⊥ ⊆M⊥N .
According to Theorem 2, M is centric in N and so Lemma 10.21 gives
M⊥N = Z◦N (M).
By Lemma 10.13 and Lemma 10.14, we have Z◦N (M) ≤ Z(M) = Z◦L(M) ≤ Z◦L(M⊥). So
N ∩M⊥ ⊆M⊥N = Z◦N (M) ≤ Z◦L(M⊥).
As N is by assumption centric, it follows from Lemma 10.21 that N⊥ ⊆ S. Hence, using Corol-
lary 10.16, we can conclude that M⊥ ⊆ S. As M⊥ E L, Lemma 4.13 yields M⊥ ⊆ Op(L). By
Theorem 4.18, MOp(L) is a partial normal subgroup of L. Using M⊥ ⊆ Op(L) ⊆ MOp(L),
Lemma 10.20(a) allows us to conclude that MOp(L) is centric radical in L. Hence, F ∗(L) ⊆
MOp(L) as required. This completes Step 2.
Step 3: We show Γ = δ(E). Let P ≤ T . We have seen above that Op(N )E L and this implies
Op(N ) = Op(L) ∩N . Using the Dedekind Lemma [Che15a, Lemma 1.10], observe now that
POp(L) ∩ F ∗(N ) = POp(L) ∩N ∩ F ∗(N )
= P (Op(L) ∩N ) ∩ F ∗(N )
= POp(N ) ∩ F ∗(N )
= (P ∩ F ∗(N ))Op(N ).
Using Step 2, one sees moreover
POp(L) ∩ F ∗(L) = POp(L) ∩ F ∗(N )Op(L) = (POp(L) ∩ F ∗(N ))Op(L).
Putting both properties together we get thus
(11.2) POp(L) ∩ F ∗(L) = (P ∩ F ∗(N ))Op(N )Op(L) = (P ∩ F ∗(N ))Op(L).
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We have now the following equivalences:
P ∈ δ(E) ⇐⇒ P ∩ F ∗(N ) ∈ Es (by Lemma 11.2)
⇐⇒ P ∩ F ∗(N ) ∈ Fs (by Lemma 11.11(f))
⇐⇒ (P ∩ F ∗(N ))Op(L) ∈ Fs (by [Hen19, Lemma 3.4])
⇐⇒ POp(L) ∩ F ∗(L) ∈ Fs (by (11.2))
⇐⇒ POp(L) ∈ δ(F) (by Lemma 11.4)
⇐⇒ P ∈ δ(F) (by Lemma 11.6)
⇐⇒ P ∈ Γ (as P ≤ T and ∆ = δ(F)).
This shows Γ = δ(E) and the proof is complete. 
11.4. Commuting partial normal subgroups whose product is centric.
Lemma 11.14. Let (L,∆, S) be a regular locality and let N1 and N2 be partial normal subgroups of
L such that N1 commutes with N2 in L. If HENi for some i ∈ {1, 2}, then HEN1N2 = N2N1EL.
Proof. By Theorem 4.18, N1N2 = N2N1 is a partial normal subgroup of L. Moreover, Lemma 6.8
implies that N2 commutes with N1. So the situation is symmetric in N1 and N2. Without loss of
generality, assume H EN1. Let h ∈ H and f ∈ N1N2 with h ∈ D(f). By [Che15a, Lemma 5.2],
there exist n1 ∈ N1 and n2 ∈ N2 such that f = n1n2 and Sf = S(n1,n2). Since (f−1, h, f) ∈ D,
it follows that u := (n−12 , n
−1
1 , h, n1, n2) ∈ D via S(f−1,h,f). So hf = Π(u) = (hn1)n2 . As H EN1,
we have hn1 ∈ H. Hence, as N2 commutes with N1 ⊇ H, it follows from Lemma 6.2 that
hf = hn1 ∈ H. This shows HEN1N2 as required. 
Parts (a) and (b) of the following lemma state essentially the same as [Che16, Lemma 7.6]. For
the proof of part (a), we use the properties of fusion systems stated in Lemma 3.14. In contrast,
Chermak works with localities throughout and refers in his proof to [Che16, Lemma 2.10].
Lemma 11.15. Let (L,∆, S) be a regular locality and let N1 and N2 be partial normal subgroups
of L. Suppose that N1 commutes with N2 in L and that N1N2 is a centric partial normal subgroup
of L. Set Ti = Ni ∩ S and Ei := FTi(Ni) for i = 1, 2. Then the following hold:
(a) For i = 1, 2, the subsystem Ei is saturated, (Ni, δ(Ei), Ti) is a regular locality over Ei and
δ(Ei) = {P ≤ Ti : PT3−i ∈ ∆}.
(b) We have S∩N1N2 = T1T2, Op(N1N2) = Op(N1)Op(N2) and F ∗(N1N2) = F ∗(N1)F ∗(N2).
(c) The partial group N1N2 is an internal central product of N1 and N2 in the sense of
Definition 5.1. Moreover, FT1T2(N1N2) = E1 ∗ E2.
(d) Let Pi ≤ Ti for i = 1, 2. Then P1P2∩F ∗(N1N2) = (P1∩F ∗(N1))(P2∩F ∗(N2)). Moreover,
P1P2 ∈ ∆ if and only if Pi ∈ δ(Ei) for each i = 1, 2.
Proof. Setting T := (N1N2)∩S and Γ := {P ≤ T : P ∈ ∆}, Lemma 11.13 gives that (N1N2,Γ, T )
is a regular locality over FT (N1N2). As N1 commutes with N2 in L, it follows moreover that
N1 commutes also with N2 in N1N2. Hence, replacing (L,∆, S) by (N1N2,Γ, T ), we may assume
without loss of generality that
L = N1N2.
By Lemma 6.8, N2 also commutes with N1 and so the situation is symmetric in N1 and N2. By
Lemma 6.6, we have Ni ⊆ CL(T3−i) for i = 1, 2. In particular, E1 and E2 centralize each other in
the sense of Definition 3.12. So E1 ∗ E2 is by Lemma 3.13 well-defined and contained in F . For
i = 1, 2 set
Γi = {P ≤ Ti : PT3−i ∈ ∆}.
We proceed now in several steps to show the assertion.
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Step 1: Let si ∈ Ti and ni ∈ Ni for i = 1, 2 such that s1s2 ∈ S(n1,n2). We show that si ∈ Sni
for i = 1, 2 and ((s1s2)
n1)n2 = sn11 s
n2
2 . In particular, S(n1,n2) = (Sn1 ∩ T1)(Sn2 ∩ T2).
As N1 ⊆ CL(T2), we have s1s2 ∈ S(n1,n2) ≤ Sn1 ≥ T2 3 s2, which implies s1 ∈ Sn1 . Thus,
using N2 ⊆ CL(T1), we can conclude that sn11 s2 = (s1s2)n1 ∈ Sn2 ≥ T1 3 s
n1
1 . Therefore,




2 . This proves the first part of the assertion and
S(n1,n2) ≤ (Sn1 ∩ T1)(Sn2 ∩ T2). The converse inclusion follows from Ni ⊆ CL(T3−i) for i = 1, 2.
Step 2: We argue that S = T1T2 and F = E1 ∗ E2. Indeed, S = T1T2 holds by Theorem 4.18.
Moreover, by [Che15a, Lemma 5.2], an element f ∈ L can be written as product f = n1n2 with
ni ∈ Ni for i = 1, 2 and Sf = S(n1,n2). By Step 1 we have Sf = (Sn1 ∩ T1)(Sn2 ∩ T2) and
cf |Sni∩Ti = cni |Sni∩Ti ∈ Ei. Hence, F ⊆ E1 ∗ E2. We have already seen above that E1 ∗ E2 ⊆ F , so
Step 2 is complete.
Step 3: We show that (Ni,Γi, Ti) is a linking locality over Ei and thus Ei is saturated by
Theorem 4.26 for i = 1, 2. For the proof fix i ∈ {1, 2}. By [Che15a, Lemma 3.1(c)], Ti is a
maximal p-subgroup of Ni. Notice that Γi is overgroup-closed in Ti as ∆ is overgroup-closed in
S. Moreover, since Ni ⊆ CL(T3−i) and ∆ is closed under taking L-conjugates in S, it follows that
Γi is closed under taking Ni-conjugates in Ti. Fix w ∈W(Ni). If w ∈ DΓi , then Ni ⊆ CL(T3−i)
implies also w ∈ D = D∆. On the other hand, if w ∈ D, then w = (n1, . . . , nk) ∈ D via some
P0, P1, . . . , Pk ∈ ∆, and because of Ni ⊆ CL(T3−i), we may choose the Pj such that T3−i ≤ Pj
for j = 0, 1, . . . , k. As S = TiT3−i, we have Pj = (Pj ∩ Ti)T3−i and thus Qj := Pj ∩ Ti ∈ Γi for
i = 0, 1, . . . , k. Now w ∈ DΓi via Q0, Q1, . . . , Qk. This shows that (Ni,Γi, Ti) is a locality. Clearly
it is a locality over Ei by definition of Ei. Note that T3−i ∈ Ecr3−i. Thus, for every P ∈ Ecri , it follows
from Lemma 3.14(f) and Step 2 that PT3−i ∈ Fcr. Hence, by Lemma 11.4, we have PT3−i ∈ ∆
and thus P ∈ Γi. This proves Ecri ⊆ Γi. For every Q ∈ Γi, we have R := QT3−i ∈ ∆. Hence,
Lemma 2.1 implies that NNi(R)ENL(R) is of characteristic p and thus NNi(Q) = NNNi (R)(Q) is
of characteristic p. Thus, (Ni,Γi, Ti) is a linking locality over Ei.
Step 4: We prove Op(L) = Op(N1)Op(N2). By [Hen19, Proposition 5] and Lemma 4.13, we
have Op(F) = Op(L) and Op(Ni) = Op(Ei) for i = 1, 2; we use here that (Ni,Γi, Ti) is a linking
locality over Ei by Step 3. Hence, by Step 2 and Lemma 3.14(c), we have Op(L) = Op(F) =
Op(E1)Op(E2) = Op(N1)Op(N2).
We will use Step 3 from now without further reference. In particular, we use that
Hi := F ∗(Ni) for i = 1, 2
is well-defined.
Step 5: We show that T1 ∩ T2 ≤ N1 ∩ N2 ⊆ H1 ∩ H2 ∩ S. Fix i ∈ {1, 2} and notice that
N3−i ⊆ N⊥i as N3−i commutes with Ni. Hence, by Lemma 10.13 and Lemma 10.14, we have
N1 ∩N2 ⊆ Ni ∩N⊥i ⊆ Z(Ni)∩ S. In particular, N1 ∩N2 ≤ Op(Ni) ⊆ Hi. This completes Step 5.
Step 6: We prove that F ∗(L) ⊆ H1H2. Since H1 and H2 are partial normal subgroups of
L by Lemma 11.14, it follows from Theorem 4.18 that M := H1H2 E L. Notice that M is
radical by Step 4. We show now that M is centric. By Lemma 6.18, we have M⊥ = H⊥1 ∩ H⊥2 .
Observe that, for i = 1, 2, N3−i commutes with Hi ⊆ Ni and thus N3−i ⊆ H⊥i = (Hi)⊥L . Hence,
applying the Dedekind Lemma [Che15a, Lemma 1.10] twice, we obtain H⊥1 = (H⊥1 ∩ N1)N2 and
H⊥1 ∩ H⊥2 = (H⊥1 ∩ N1)(H⊥2 ∩ N2). Observe that H⊥i ∩ Ni E Ni commutes with Hi and thus
H⊥i ∩ Ni ⊆ (Hi)⊥Ni ⊆ Hi, as Hi is centric in Ni by Theorem 2. Hence, M
⊥ = H⊥1 ∩ H⊥2 =
(H⊥1 ∩ N1)(H⊥2 ∩ N2) ⊆ H1H2 =M. This shows that M is centric in L and thus centric radical
in L. Hence, F ∗(L) ⊆M and Step 6 is complete.
Step 7: We show that F ∗(L) = H1H2. By Step 6 it is sufficient to prove H1H2 ⊆ F ∗(L).
Hence, fixing i ∈ {1, 2}, we need to prove that Hi is contained in K := F ∗(L) ∩ Ni. Notice that
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K E L and K⊥Ni E L by Lemma 11.14. Using Lemma 10.14 we see moreover
K⊥Ni ∩ F
∗(L) = K⊥Ni ∩Ni ∩ F







Hence, by Lemma 10.13 and Corollary 11.10, we have
K⊥Ni ∩ F
∗(L) ≤ Z(K⊥Ni) = Z
◦
L(K⊥Ni).
As F ∗(L)⊥ ⊆ S by Lemma 10.21 and Theorem 2, it follows now from Corollary 10.16 that
K⊥Ni ⊆ S. So Lemma 4.13 yields K
⊥
Ni ⊆ Op(L). Hence, K
⊥
Ni ⊆ Op(L) ∩ Ni ⊆ K and K is centric
in Ni. By Step 4, Op(Ni) ⊆ Op(L) ∩ Ni ⊆ K, so K is centric radical in Ni and Hi ⊆ K. This
completes Step 7.
Step 8: We prove (a) and (d). For the proof let Pi ≤ Ti and set T ∗i := S ∩ Hi = Ti ∩ Hi for
i = 1, 2. It follows from Step 5 that T1 ∩ T2 ⊆ H1 ∩H2. So
(11.3) D := T1 ∩ T2 = T ∗1 ∩ T ∗2 .
This allows us to conclude that, for i = 1, 2, we have P3−i ∩ Ti ≤ T ∗i and hence
(11.4) P1P2 ∩ T ∗i = PiP3−i ∩ Ti ∩ T ∗i = Pi(P3−i ∩ Ti) ∩ T ∗i = (Pi ∩ T ∗i )(P3−i ∩ Ti).
We compute now
P1P2 ∩ T ∗1 T ∗2 = P1P2 ∩ P1T2 ∩ T ∗1 T ∗2
= P1P2 ∩ (P1T2 ∩ T ∗1 )T ∗2
= P1P2 ∩ (P1 ∩ T ∗1 )(T2 ∩ T1)T ∗2 (by (11.4) applied with T2 in place of P2)
= P1P2 ∩ (P1 ∩ T ∗1 )T ∗2 (by (11.3))
= (P1 ∩ T ∗1 )(P1P2 ∩ T ∗2 )
= (P1 ∩ T ∗1 )(P2 ∩ T ∗2 )(P1 ∩ T2) (by (11.4))
= (P1 ∩ T ∗1 )(P2 ∩ T ∗2 ) (as P1 ∩ T2 ≤ P1 ∩D ≤ P1 ∩ T ∗1 by (11.3)).
By Step 7 and Theorem 4.18, we have F ∗(L) ∩ S = T ∗1 T ∗2 . Hence, the equation above translates
to
(11.5) P1P2 ∩ F ∗(L) = (P1 ∩ F ∗(N1))(P2 ∩ F ∗(N2)).
Hence,
P1P2 ∈ ∆ ⇐⇒ P1P2 ∩ F ∗(L) ∈ Fs (by Lemma 11.2)
⇐⇒ (P1 ∩ F ∗(N1))(P1 ∩ F ∗(N2)) ∈ Fs (by (11.5))
⇐⇒ Pi ∩ F ∗(Ni) ∈ Esi for each i = 1, 2 (by Step 2 and Lemma 3.14(g))
⇐⇒ Pi ∈ δ(Ei) for each i = 1, 2 (by Step 3 and Lemma 11.2).
This completes the proof of (d). Fix now i ∈ {1, 2}. Proving (a) amounts by Step 3 to showing
that Γi = δ(Ei). Notice that T3−i ∈ δ(E3−i). Hence it follows from (d) that we have the following
equivalence:
Pi ∈ Γi ⇐⇒ PiT3−i ∈ ∆⇐⇒ Pi ∈ δ(Ei).
This shows Γi = δ(Ei) and Step 8 is thus complete.
Step 10: We finish the proof. Parts (a) and (d) hold by Step 8 and part (b) holds by Step 2,
Step 4 and Step 7. It remains thus to prove (c). By Step 2, we only need to prove that L is an
internal central product of N1 and N2. That is, we need to prove that the conditions (C1) and
(C2) in Definition 5.1 hold for k = 2 and (N1,N2) in place of (L1,L2).
For the proof of (C1) let ni ∈ Ni for i = 1, 2. As Ni ⊆ CL(T3−i) for i = 1, 2, we have
(Sn1 ∩ T1)(Sn2 ∩ T2) ≤ S(n1,n2). Part (a) implies Sni ∩ Ti ∈ δ(Ei) for each i = 1, 2. Thus, part
(d) gives (Sn1 ∩ T1)(Sn2 ∩ T2) ∈ ∆. As ∆ is overgroup closed, it follows that S(n1,n2) ∈ ∆ and
(n1, n2) ∈ D. So (C1) holds.




f1 f2 . . . fn
g1 g2 . . . gn
)
be a matrix such that u := (f1, . . . , fn) ∈ W(N1) and v = (g1, . . . , gn) ∈ W(N2). Set w :=
(f1g1, . . . , fngn). To prove (C2) we need to show that w ∈ D if and only if u, v ∈ D. Moreover, if
so, we need to show that Π(w) = Π(Π(u),Π(v)).
By Step 5 we have N1 ∩ N2 ≤ S. Hence, Lemma 6.21 gives Sfg = S(f,g) for all f ∈ N1 and
g ∈ N2. Combining this property with Step 1, we obtain that, for all j = 1, . . . , n, we have
Sfjgj = S(fj ,gj) = (Sfj ∩ T1)(Sgj ∩ T2)





2 . This implies that Sw = S(f1,g1,f2,g2,...,fn,gn) ≤ (Su ∩ T1)(Sv ∩ T2). The converse inclusion
holds since Ni ⊆ CL(T3−i) for i = 1, 2. Hence, Sw = S(f1,g1,f2,g2,...,fn,gn) = (Su ∩ T1)(Sv ∩ T2).
Therefore, (d) implies that Sw ∈ ∆ if and only if Su ∩ T1 ∈ δ(E1) and Sv ∩ T2 ∈ δ(E2). Using
(a) and the fact that (L,∆, S) is a locality, one sees now that w ∈ D if and only if u, v ∈ D.
Moreover, this is the case if and only if (f1, g1, f2, g2, . . . , fn, gn) ∈ D.
Assume now that w ∈ D. As (f1, g1, . . . , fn, gn) ∈ D we have
Π(w) = Π(f1, g1, . . . , fn, gn).
We claim now that u ◦ v ∈ D via Sw and Π(w) = Π(u ◦ v). This will in particular im-
ply Π(w) = Π(Π(u),Π(v)) and thus complete the proof of (C2). By the axioms of a partial
group, we have (f1g1, . . . , fn−1gn−1) ∈ D. So to prove our claim, by induction on n, we can
assume that (f1, . . . , fn−1, g1, . . . , gn−1) ∈ D via S(f1g1,...,fn−1gn−1) and Π(f1g1, . . . , fn−1gn−1) =
Π(f1, . . . , fn−1, g1, . . . , gn−1). Then (f1, . . . , fn−1, g1, . . . , gn−1, fn, gn) ∈ D via Sw and
Π(w) = Π(Π(f1g1, . . . , fn−1gn−1), fn, gn)
= Π(Π(f1, . . . , fn−1, g1, . . . , gn−1), fn, gn)
= Π(f1, . . . , fn−1, g1, . . . , gn−1, fn, gn).
By Corollary 6.8, N2 commutes strongly with N1. Hence, it follows from Lemma 6.5 applied with
N2,N1, (f1, . . . , fn−1), (g1, . . . , gn−1), (fn), (gn) in the roles of X ,Y, u, a, b, v that
u ◦ v = (f1, . . . , fn−1, fn, g1, . . . , gn−1, gn) ∈ D via Sw ≤ S(f1,...,fn−1,g1,...,gn−1,fn,gn) = Su◦v
and
Π(w) = Π(f1, . . . , fn−1, g1, . . . , gn−1, fn, gn) = Π(u ◦ v).
As argued above, the proof is now complete. 
11.5. Partial normal and partial subnormal subgroups. We are now able to prove that
partial normal subgroups of L form regular localities. Indeed, some more precise information is
given in the following theorem. Most parts are also stated in [Che16, Theorem 7.7].
Theorem 11.16. Let (L,∆, S) be a regular locality, let N E L, T := N ∩ S and E := FT (N ).
Then the following hold:
(a) The subsystem E is saturated, (N , δ(E), T ) is a regular locality over E and
δ(E) = {P ≤ T : PCS(N ) ∈ ∆}.
(b) NN⊥ E L is an internal central product of N and N⊥;
(c) Op(NN⊥) = Op(N )Op(N⊥) and Op(N ) = N ∩Op(L)E L;
(d) F ∗(NN⊥) = F ∗(N )F ∗(N⊥), F ∗(L) = F∗(N )F ∗(N⊥)Op(L) and F ∗(N ) = F ∗(L)∩NEL;
(e) N⊥ = CL(N )E L.
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(f) For every f ∈ NL(T ) we have N ⊆ D(f), cf |N ∈ Aut(N , δ(E), T ) and cf |T ∈ Aut(E).
Moreover, the map NL(T )→ Aut(N ), f 7→ cf |N is a homomorphism of partial groups.
Proof. By definition, N⊥ commutes with N and thus, by Corollary 6.8, N commutes with N⊥.
Moreover, by Lemma 10.20(c), the product NN⊥ is a centric partial normal subgroup of L.
Hence, it follows from Theorem 11.15(a),(b),(c) that parts (a) and (b) hold, that Op(NN⊥) =
Op(N )Op(N⊥) and that F ∗(NN⊥) = F ∗(N )F ∗(N⊥). Using Lemma 11.13, it follows F ∗(L) =
F ∗(NN⊥)Op(L) = F ∗(N )F ∗(N⊥)Op(L).
To show Op(N ) = Op(L)∩N EL we use Lemma 4.13 throughout. It follows from Lemma 10.14
that N ∩ N⊥ ≤ Op(N ). By Lemma 11.13, we have Op(N )Op(N⊥) = Op(NN⊥) E L and so
Op(N ) = Op(NN⊥) ∩ N E L. In particular Op(N ) ≤ Op(L). Clearly Op(L) ∩ N ≤ Op(N ), so
equality holds. This completes the proof of (c).
Since F ∗(L) = F ∗(NN⊥)Op(L), we have F ∗(L) ∩ NN⊥ = F ∗(NN⊥)(NN⊥ ∩ Op(L)) =
F ∗(NN⊥)Op(NN⊥) = F ∗(NN⊥). Hence, using N ∩ N⊥ ≤ Op(N ), we conclude F ∗(L) ∩ N =
F ∗(NN⊥) ∩N = F ∗(N )F ∗(N⊥) ∩N = F ∗(N ). Thus (d) holds.
As NN⊥ is an internal central product of N and N⊥, Lemma 5.8 implies N⊥ ⊆ CNN⊥(N ) ⊆
CL(N ). By Lemma 8.2 and Corollary 10.9, we have moreover
CL(T ) = CS(T )O
p
NL(T )
(CL(T )) = CS(T )N⊥.
So an element c ∈ CL(N ) ⊆ CL(T ) can be written as c = sm where s ∈ CS(T ) and m ∈
N⊥ ⊆ CL(N ). We have then Sc = S(s,m) by Lemma 4.14. For n ∈ N , it follows that u =
(m−1, s−1, n, s,m) ∈ D via S(c−1,n,c) and ns ∈ N . As c,m ∈ CL(N ), we can conclude that
n = nc = Π(u) = (ns)m = ns
and thus s ∈ CS(N ). By Corollary 11.10, we have CS(N ) = C◦S(N ) = N⊥ ∩ S, so in particular
s ∈ N⊥. This proves c = sm ∈ N⊥ and thus CL(N ) ⊆ N⊥. Hence (e) holds.
For the proof of (f) let f ∈ NL(T ). As N⊥ E NL(T ), it follows from the Frattini Lemma
[Che15a, Corollary 3.11] and (e) that there exists c ∈ N⊥ = CL(N ) and h ∈ NL(TCS(N )) =
NNL(T )(CS(N )) with (c, h) ∈ D and f = ch. We show now first that
(11.6) N ⊆ D(f) and cf |N = ch|N ∈ Aut(N ).
For the proof of (11.6) let n ∈ N . As c ∈ CL(N ), we have (c−1, n, c) ∈ D and nc = n. In particular,
by Lemma 11.11(a), we have P := S(c−1,n,c) ∩ TCS(N ) ∈ ∆ as NN⊥ = NCL(N ) is centric. So
u := (h−1, c−1, n, c, h) ∈ D via P h. Hence, (f−1, n, f) ∈ D and nf = Π(u) = (nc)h = nh. This
proves N ⊆ D(f) and cf |N = ch|N . By Lemma 11.11(c) applied with NN⊥ in place of N , we
have ch ∈ Aut(L) and thus ch|N ∈ Aut(N ). Hence (11.6) holds.
As E = FT (N ), it is now easy to check that cf |T ∈ Aut(E). In particular, by [Hen19,
Lemma 3.6], cf |T leaves Es invariant. As F ∗(N )cf = F ∗(N ), it follows thus from Lemma 11.2
that δ(E)cf = δ(E). Hence, cf |N ∈ Aut(N , δ(E), T ).
It remains to prove that the map NL(T ) → Aut(N ), f 7→ cf |N is a homomorphism of partial
groups. This means that, fixing (f1, . . . , fk) ∈W(NL(T ))∩D, we need to show that cΠ(f1,...,fk) =
cf1 ◦ cf2 ◦ · · · ◦ cfk . With a similar argument as above, we can write fi = cihi with ci ∈ CL(N )
and hi ∈ NL(TCS(N )) for i = 1, . . . , k. The Frattini Lemma together with the Splitting Lemma
[Che15a, Corollary 3.11, Lemma 3.12] even allows us to assume that Sfi = S(ci,hi) so that w :=
(c1, h1, . . . , ck, hk) ∈ D with Π(w) = Π(f1, . . . , fk). By (b), N and N⊥ = CL(N ) form a central
product. Hence, by the definition of a central product, we have (c1, . . . , cn) ∈ D, (h1, . . . , hk) ∈ D
and Π(w) = ch where c := Π(c1, . . . , ck) and h := Π(h1, . . . , hk). By (11.6), we have thus
cΠ(f1,...,fn) = cΠ(w) = ch and cfi = chi for i = 1, . . . , k. Hence, we only need to show that
ch = ch1 ◦ · · · ◦ chk . Fix n ∈ N . By Lemma 11.11(a), we have Q := Sn ∩ TCS(N ) ∈ ∆. Hence,
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v := (h−1k , . . . , h
−1
1 , n, h1, . . . , hk) ∈ D via Qh and, by the axioms of partial groups, nch = nh =
Π(v) = n(ch1 ◦ ch2 ◦ · · · ◦ chk). This completes the proof. 
If (L,∆, S) is a regular locality and N E L, it is a particular consequence of Theorem 11.16
that the p-residue Op(N ) of N and the p′-residue Op′(N ) are defined. The following two lemmas
are similiar to Lemma 7.10 and Corollary 7.11 in [Che16].
Lemma 11.17. Let (L,∆, S) be a regular locality, NEL, T := N∩S and E = FT (N ). Suppose K
is a set of partial normal subgroups of N such thatM :=
⋂
K is invariant under Aut(N , δ(E), T ).
Then ME L. If M∈ K, then M =
⋂
{K ∈ K : K E L}.
Proof. As the elements of K are partial normal subgroups of N , we have M E N . Since M
is invariant under Aut(N , δ(E), T ), it follows from Theorem 11.16(f) that M is invariant under
conjugation by elements of NL(T ). Hence, [Che15a, Corollary 3.13] yields that M E L. In





K0 ⊆M and thus M =
⋂
K0. 
Lemma 11.18. Let (L,∆, S) be a regular locality and N E L. Then OpL(N ) = Op(N ) and
Op
′
L (N ) = Op
′
(N ).
Proof. Set T := N ∩ S,









are invariant under Aut(N ) by Lemma 8.7. Clearly Op′(N ) ∈ K′ and, by Lemma 8.2, also















Proof of Theorem 3. Using Corollary 10.9 and Lemma 11.18, the assertion follows from Theo-
rem 11.16(a),(e). 
We now turn attention to partial subnormal subgroups. Theorem 11.16 implies easily the
following corollary which is partly the same as [Che16, Corollary 7.9].
Corollary 11.19. Let (L,∆, S) be a regular locality, H EE L, T := H ∩ S and E := FT (H).
Then E is saturated and (H, δ(E), T ) is a regular locality over E. Moreover, the following hold:
(a) PCS(H) ∈ ∆ for every P ∈ δ(E).
(b) Op(H) = Op(L) ∩H and F ∗(H) = F ∗(L) ∩H.
(c) For every ME L with M⊆ H, we have M⊥H =M⊥ ∩H.
Proof. Let H = H0 EH1 E · · · EHk = L and assume without loss of generality that k ≥ 1. Set
N := Hk−1 E L, T1 := N ∩ S and E1 := FT1(N ). We argue first that the claim is true with N in
place of H and conclude then by induction on k that it holds for H.
By Theorem 11.16(a),(c),(d), (N , δ(E1), T1) is a regular locality over E1 with δ(E1) = {P ≤
T1 : PCS(N ) ∈ ∆}; moreover Op(N ) = Op(L) ∩ N and F ∗(N ) = F ∗(L) ∩ N . So except for the
claim in (c), the assertion holds with N in place of H.
Let now M E L with M ⊆ N . Then M⊥N E N by definition of M⊥N . Set T := N ∩ S.
By Theorem 11.16(f), the elements of NL(T ) induces automorphisms of N which then leave M
invariant as M E L. Hence, by Lemma 6.19, M⊥N is invariant under conjugation by elements of
NL(T ). Now [Che15a, Corollary 3.13] yieldsM⊥N EL. ThusM⊥N is a partial normal subgroup of
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L which commutes with M and is thus contained in M⊥ = M⊥L . On the other hand, M⊥ ∩ N
is a partial normal subgroup of N which commutes with M and thus contained in M⊥N . Hence,
M⊥ ∩N =M⊥N . This shows that the assertion holds with N in place of H.
So the assertion is true if k = 1 and H = N . Suppose now k > 1 and let M be as in (c).
By induction on k, we may assume then that E is saturated, (H, δ(E), T ) is a regular locality,
PCT1(H) ∈ δ(E1) for every P ∈ δ(E), Op(H) = Op(N ) ∩ H, F ∗(H) = F ∗(N ) ∩ H and M⊥H =
M⊥N ∩H. Then for every P ∈ δ(E), we have PCT1(H)CS(N ) ∈ ∆. Thus, as ∆ is overgroup-closed
and CT1(H)CS(N ) ≤ CS(H), it follows that PCS(H) ∈ ∆ for all P ∈ δ(E). Moreover, we have
Op(H) = Op(N ) ∩H = (Op(L) ∩N ) ∩H = Op(L) ∩H,
F ∗(H) = F ∗(N ) ∩H = (F ∗(L) ∩N ) ∩H = F ∗(L) ∩H
and
M⊥H =M⊥N ∩H = (M⊥ ∩N ) ∩H =M⊥ ∩H.
This shows the assertion. 
Lemma 11.20. Let (L,∆, S) be a regular locality with partial normal subgroups N1 and N2 of
L such that N1 commutes with N2. Suppose for each i = 1, 2, we are given Hi EE Ni. Then
H1H2 EE N1N2 E L and thus H1H2 EE L.
Proof. Suppose (L,N1,N2,H1,H2) is a counterexample with |L|+ |N1|+ |N2| minimal. By The-
orem 4.18, N1N2 E L. Hence, (N1N2,N1,N2,H1,H2) must be a counterexample as well, so the
minimality of |L|+ |N1|+ |N2| together with Theorem 11.16(a) yields L = N1N2. We must have
H1 6= N1 or H2 6= N2 as otherwise (L,N1,N2,H1,H2) would not be a counterexample. As N1
commutes with N2, we have N1N2 = N2N1 and H1H2 = H2H1. Moreover, N2 commutes with
N1 by Corollary 6.8. So the situation is symmetric in (N1,H1) and (N2,H2). Thus, without loss
of generality, we may assume H1 6= N1. As H1EE N1, there exists then N ′1EN1 with H1EE N ′1
and N ′1 6= N1. By Lemma 11.14, we have N ′1 EN1N2 = L. Clearly N ′1 ⊆ N1 commutes with N2.
The minimality of |L| + |N1| + |N2| yields that (L,N ′1,N2,H1,H2) cannot be a counterexample.
Thus, H1H2 EE N ′1N2 EN1N2 = L, which contradicts the assumption that (L,N1,N2,H1,H2)
is a counterexample. 
Lemma 11.21. Let (L,∆, S) be a regular locality. Let K and H be subnormal in L with K ⊆ H.
Then Op(K) ⊆ Op(H) and Op′(K) ⊆ Op′(H).
Proof. We will use that, by Corollary 11.19, every partial subnormal subgroup of L is a regular
locality. In particular, the statement of the lemma makes sense. Moreover, H is a regular locality
and by Lemma 4.7(a), we have K EE H. Thus, we may assume without loss of generality
that H = L. Thus, we only need to show that Op(K) ⊆ Op(L) and Op′(K) ⊆ Op′(L). Let
K = K0 EK1 E · · ·EKn = L be a subnormal series for K in L. Then N := Kn−1 is normal in L.
By induction on n, we may assume Op(K) ⊆ Op(N ) and Op′(K) ⊆ Op′(N ). So using Lemma 8.3
and Lemma 11.18, we can conclude now that Op(K) ⊆ Op(N ) = OpL(N ) ⊆ O
p
L(L) = Op(L) and
similiarly Op
′
(K) ⊆ Op′(N ) = Op
′
L (N ) ⊆ O
p′
L (L) = Op
′
(L). 
The following lemma says that the implications in Remark 6.9 are equivalences for regular
localities.
Lemma 11.22. Let (L,∆, S) be a regular locality and let N1 and N2 be partial normal subgroups
such that N1 commutes with N2. Then N1N2 is an internal central product of N1 and N2.
Proof. By Theorem 4.18, the product N := N1N2 is a partial normal subgroup of L. Hence, by
Theorem 11.16, N can be regarded as a regular locality. Notice that N1 commutes also with N2
in N . Moreover, clearly N is centric in N . Hence, it follows from Theorem 11.15(c) applied with
N in the role of L that N1N2 is an internal central product of N1 and N2. 
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12. Components of regular localities
Throughout let (L,∆, S) be a regular locality.
In this section we will define and study components of L in a similar fashion as for finite groups.
Recall that we introduced quasisimple localities in Definition 8.9. We will use without further
reference that, by Corollary 11.19, every partial subnormal subgroup K of L can be regarded as
a regular locality (or more precisely that FS∩K(K) is saturated and (K, δ(FS∩K(K)), S ∩ K) is a
regular locality). In particular, the next definition makes sense.
Definition 12.1. A component of L is a partial subnormal subgroup K of L such that K is
quasisimple. The set of components of L will be denoted by Comp(L).
It follows from Lemma 4.7 that we have the following Remark.
Remark 12.2. Let H1 EE H2 EE L. Then
(a) For every K ∈ Comp(H2) with K ⊆ H1, we have K ∈ Comp(H1).
(b) Comp(H1) ⊆ Comp(H2).
Lemma 12.3. If L is quasisimple, then Comp(L) = {L} and F ∗(L) = L.
Proof. Clearly, we have L ∈ Comp(L). Let K be a component of L and assume K 6= L. As K
is subnormal in L, there exists then N E L with N 6= L and K ⊆ N . Lemma 8.10 implies now
K ⊆ N ≤ Z(L) ≤ S contradicting {1} 6= K = Op(K).
If F ∗(L) 6= L, then Lemma 8.10 implies F ∗(L) ≤ Z(L). As F ∗(L) is by Theorem 2 centric, it
follows then from Corollary 11.10 and Theorem 11.16(e) that L = CL(F ∗(L)) = F ∗(L)⊥ ⊆ F ∗(L),
a contradiction. 
Lemma 12.4. Let K be a component of L and N E L. Then K ∩ N ≤ Z(K) or K ⊆ N . In
particular, if K ∩ S ⊆ N , then K ⊆ N .
Proof. As N ∩K EK, this follows from Lemma 8.10. 
The following lemma is similar to [Che16, Lemma 8.4(b)].
Lemma 12.5. If K is a component of L, then K ⊆ CL(Op(L)) = Op(L)⊥.
Proof. As K = Op(K) 6= {1}, it follows from Lemma 8.2 that there exists P ∈ δ(FS∩K(K)) such
that D := Op(NK(P )) 6= 1. It follows from Corollary 11.19 that Q := PCS(K)Op(L) ∈ ∆. For
every g ∈ L and x ∈ Op(L), we have x ∈ Op(L) ≤ Sg ∩ Sg−1 and thus (x−1, g−1, x, g) ∈ D via
Sg−1 = S
g
g . In particular, D acts on Op(L) via conjugation and
(12.1) [x, g] = x−1xg = Π(x−1, g−1, x, g) = (g−1)xg for all g ∈ D, x ∈ Op(L).
Let K = N0 E N1 E · · · E Nk = L be a subnormal series for K. By induction on i we will now
verify that
(12.2) [Op(L), D] ⊆ Nk−i for all i = 0, 1, . . . , k.
Namely, clearly [Op(L), D] ⊆ L = Nk. Moreover, if [Op(L), D] ≤ Nk−i for some 0 ≤ i < k, then
using a property of coprime action, (12.1) and D ⊆ K ⊆ Nk−i−1 ENk−i, it follows [Op(L), D] =
[Op(L), D,D] ⊆ [Op(L) ∩Nk−i, D] ⊆ Nk−i−1. So (12.2) holds. In particular,
[Op(L), D] ⊆ N0 = K.
This yields [Op(L), D] ⊆ K ∩ Op(L) ≤ Z(K), where the last equality uses Lemma 12.4. As
[Z(K), D] = 1, it follows [Op(L), D] = [Op(L), D,D] = 1. So D ⊆ CL(Op(L)). In particular,
K∩CL(Op(L)) 6≤ Z(K) = Op(K). By Lemma 6.15 or by Theorem 11.16(e), we have CL(Op(L)) =
Op(L)⊥ E L. Hence, Lemma 12.4 allows us to conclude K ⊆ CL(Op(L)) = Op(L)⊥. 
Lemma 12.6. The following are equivalent:
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(i) F is constrained;
(ii) L is a group of characteristic p;
(iii) F ∗(L) = Op(L);
(iv) Comp(L) = ∅.
Proof. If L is a group of characteristic p, then Op(L)EF is centric in F and thus F is constrained.
On the other hand, if F is constrained, then {1} ∈ Fs and thus {1} ∈ δ(F) = ∆ by definition of
these sets. Hence, L = NL({1}) is a group of characteristic p by definition of a linking locality.
This shows that (i) and (ii) are equivalent.
If L is a group of characteristic p, then Op(L)⊥ = CL(Op(L)) ≤ Op(L), i.e. Op(L) is centric
radical and thus equal to F ∗(L). Hence (ii) implies (iii).
Suppose now that (iii) holds, i.e. F ∗(L) = Op(L). Then Theorem 2 implies Op(L)⊥ ⊆ Op(L).
Thus, by Lemma 12.5, every component of L is contained in Op(L). Hence, it follows from
Lemma 8.10 that Comp(L) = ∅. This shows that (iii) implies (iv).
We prove now that (iv) implies (ii) by contraposition. Suppose that L is not a group of
characteristic p. By [Hen19, Proposition 5], we have Op(L) = Op(F), which implies Op(L) ∈ Fr
(cf. Definition 3.1). Hence, if CL(Op(L)) ≤ Op(L), then Op(L) ∈ Fcr and so Op(L) ∈ ∆. Thus,
by definition of a linking locality, L = NL(Op(L)) is in this case a group of characteristic p
contradicting our assumption. So we have shown that CL(Op(L)) 6≤ Op(L). By Theorem 11.16,
we have CL(Op(L)) = Op(L)⊥ E L. So CL(Op(L)) cannot be a p-group by Lemma 4.13. Hence,
the set X of partial subnormal subgroups of CL(Op(L)) which are not p-groups is non-empty
(since CL(Op(L)) ∈ X). Pick K ∈ X minimal with respect to inclusion. Then K = Op(K)
and, by the partial subgroup correspondence [Che15a, Proposition 4.7], K/Op(K) is simple. As
K EE CL(Op(L))E L, we have K EE L. In particular, Op(K) ≤ Op(L) by Corollary 11.19. This
implies K ⊆ CL(Op(L)) ⊆ CL(Op(K)) and thus Op(K) = Z(K). So K is a component of L, which
proves that Comp(L) 6= ∅. This proves that (iv) implies (ii). Hence the proof is complete. 
If C is a non-empty set of subgroups of L, then we say that
∏
K∈CK is well-defined ifK1K2 · · · Kn =
K1σK2σ · · · Knσ whenever K1, . . . ,Kn are the pairwise distinct elements of C and σ ∈ Σn; if so,
then we set
∏
K∈CK := K1K2 · · · Kn. We define moreover
∏
K∈∅K := {1}. Part of the following
Proposition is equivalent to part of the statement in [Che16, Theorem 8.5].
Proposition 12.7. If K is a component of L, then KEF ∗(L). In particular, for every subset C ⊆
Comp(L), the product
∏










Proof. Recall that F ∗(L) is a regular locality. Hence, if every component of L is normal in
F ∗(L), it follows from [Hen15, Theorem 2] that, for every C ⊆ Comp(L), the product ΠK∈CK









. Thus, it remains to prove that every component of L is a partial normal




Op(L). Let L be a minimal counterexam-
ple to that assertion. If Comp(L) = ∅, then F ∗(L) = Op(L) by Lemma 12.6 and L is thus not a
counterexample. Hence, we have Comp(L) 6= ∅. Fix K ∈ Comp(L) and choose N E L minimal
with K ⊆ N .
Assume first that N = L. Then the minimality of N together with the fact that K is subnormal
in L yields K = L. Therefore, Lemma 12.3 yields Comp(L) = {L} and F ∗(L) = L. This
contradicts the assumption that L is a counterexample. We have thus N 6= L.
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We show now first that K E F ∗(L). By Remark 12.2(a), K is component of N . Hence, as
L is a minimal counterexample, we have K E F ∗(N ). By Theorem 11.16(d), we have F ∗(L) =
F ∗(N )F ∗(N⊥)Op(L) and F ∗(N ), F ∗(N⊥) are partial normal subgroups of L. Notice that F ∗(N )
commutes with F ∗(N⊥). Hence, KEF ∗(N )F ∗(N⊥) by Lemma 11.14. An element f ∈ F ∗(L) can
now be written as a product f = ms with m ∈ F ∗(N )F ∗(N⊥) and s ∈ Op(L). By Lemma 4.14, we
have Sf = S(m,s). If k ∈ K such that (f−1, k, f) ∈ D, it follows that u := (s−1,m−1, k,m, s) ∈ D
via S(f−1,k,f) and k
f = Π(u) = (km)s. Here km ∈ K as K E F ∗(N )F ∗(N⊥). By Lemma 12.5 and
Lemma 4.5, we have s ∈ Op(L) ⊆ CL(K). Hence, kf = km ∈ K proving that K E F ∗(L).
As K was arbitrary, we have shown that every component of L is a partial normal subgroup
of F ∗(L). In particular, Remark 12.2 allows us to conclude that Comp(L) = Comp(F ∗(L)).
Notice also that Op(F
∗(L)) = Op(L) by Theorem 11.16(c). Hence, as (L,∆, S) is a minimal
counterexample, it follows L = F ∗(L). In particular, K E L and thus N = K.
As K 6= Z(K), we know that K is not contained in K⊥ = CL(K) (cf. Theorem 11.16(e)). In
particular, K⊥ 6= L. As L is a minimal counterexample, it follows that F ∗(K⊥) is a product of
the components of K⊥ and of Op(K⊥). To ease notation set E(K⊥) :=
∏
C∈Comp(K⊥) C so that
F ∗(K⊥) = E(K⊥)Op(K⊥). By Lemma 8.10, we have K = F ∗(K). Hence, using Theorem 11.16(d),
we conclude that
F ∗(L) = KF ∗(K⊥)Op(L) = K(E(K⊥)Op(K⊥))Op(L).
By Theorem 11.16(c) we have Op(K⊥) = Op(L) ∩K⊥ E L. Therefore, all the factors in the latter
product are partial normal subgroups of L = F ∗(L). Now [Hen15, Theorem 2(a)] allows us to
“leave out brackets and put brackets” as we wish. Hence,
L = F ∗(L) = (KE(K⊥))(Op(K⊥)Op(L)) = (KE(K⊥))Op(L).
By Remark 12.2(b), we have {K} ∪ Comp(K⊥) ⊆ Comp(L). So it follows that L = F ∗(L) ⊆(∏
C∈Comp(L) C
)
Op(L). As the other inclusion is trivial, L is not a counterexample contradicting
our assumption. 
Definition 12.8. We set E(L) :=
∏
K∈Comp(L)K and call E(L) the layer of L.
Notice that E(L) is well-defined by Proposition 12.7.
Lemma 12.9. The layer E(L) is a partial normal subgroup of F ∗(L) with F ∗(L) = E(L)Op(L) =
Op(L)E(L) and F ∗(L) ∩ S = (E(L) ∩ S)Op(L) = Op(L)(E(L) ∩ S).
Proof. It was shown in Proposition 12.7 that E(L) is a partial normal subgroup of F ∗(L) with
F ∗(L) = E(L)Op(L) = Op(L)E(L). Hence, it follows from Theorem 4.18 applied with F ∗(L) in
place of L that F ∗(L) ∩ S = (E(L) ∩ S)Op(L) = Op(L)(E(L) ∩ S). 
Corollary 12.10. Every subgroup of S containing E(L) ∩ S is an element of ∆ = δ(F).
Proof. Let P ≤ S with E(L)∩S ≤ P . It follows from the last part of Lemma 12.9 that F ∗(L)∩S ≤
POp(L) and thus POp(L) ∈ δ(F) by Corollary 11.5. Therefore Lemma 11.6 yields P ∈ δ(F). 
Notice that the statement of the following lemma makes sense by Proposition 12.7.
Lemma 12.11. If C ⊆ Comp(L) and H :=
∏
K∈CK, then Op(H) = H = Op
′
(H). In particular,
Op(F ∗(L)) = Op(E(L)) = E(L).
Proof. By the definition of components and Lemma 8.10, we have K = Op(K) = Op′(K). Hence,
Lemma 11.21 yields K ⊆ Op(H) ∩ Op′(H) for every K ∈ C. As Op(H) and Op′(H) are partial
subgroups, H is thus contained in Op(H) and Op′(H) provingH = Op(H) = Op′(H). In particular,
E(L) = Op(E(L)). By Lemma 12.9, E(L) has p-power index in F ∗(L). So Op(F ∗(L)) ⊆ E(L) =
Op(E(L)) ⊆ Op(F ∗(L)), where we use again Lemma 11.21 for the last inclusion. This implies the
assertion. 
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Lemma 12.12. If (L̃, ∆̃, S̃) is a regular locality and α ∈ Iso(L, L̃), then E(L)α = E(L̃) and α
induces a bijection
Comp(L)→ Comp(L̃),K 7→ Kα.
In particular, the automorphism group Aut(L) acts on the set of components of L and stabilizes
E(L).
Proof. Fix K ∈ Comp(L). A subnormal series for K in L gets mapped to a subnormal series for Kα
in L̃, so Kα is subnormal in L̃. Notice also that α induces an isomorphism from K to Kα. Hence,
by Lemma 8.7 and Lemma 11.18, we have Kα = Op(K)α = OpK(K)α = O
p
Kα(Kα) = Op(Kα).
Observe also that Z(K)α = Z(Kα). Hence, if π : Kα → Kα/Z(Kα) is the natural projec-
tion and β = (α|K)π, then β : K → Kα/Z(Kα) is a projection with kernel ker(β) = Z(K).
Thus, by [Che15a, Theorem 4.6], there exists an isomorphism from K/Z(K) to Kα/Z(Kα).
Hence, Kα/Z(Kα) is simple and Kα is quasisimple. This proves Kα ∈ Comp(L̃). So the
map F : Comp(L) → Comp(L̃),K 7→ Kα is well-defined. A symmetric argument shows that
G : Comp(L̃) → Comp(L),K 7→ Kα−1 is well-defined. Now F and G are mutually inverse maps
and F must thus be bijective. In particular, E(L)α = E(L̃) and the assertion follows. 
Lemma 12.13. We have E(L) E L and, more generally, E(N ) E L for every N E L. More-
over, NL(F
∗(L) ∩ S) is a finite group inducing automorphisms of F ∗(L) and acting on the set of
components of L by conjugation.
Proof. By Remark 12.2 and Proposition 12.7, we have Comp(L) = Comp(F ∗(L)). Recall that
F ∗(L) is centric by Theorem 2, so Lemma 11.11(c) yields that every element of NL(F ∗(L) ∩ S)
induces an automorphism of F ∗(L) by conjugation. Hence, by Lemma 12.12, NL(F ∗(L) ∩ S)
acts on Comp(F ∗(L)) = Comp(L). If N E L, then Comp(N ) ⊆ Comp(L), so E(N ) E F ∗(L) by
Proposition 12.7. Notice that NL(F
∗(L) ∩ S) acts on Comp(N ) and thus on E(N ) as N E L.
Hence, E(N )E L by [Che15a, Corollary 3.13]. In particular E(L)E L. 
Lemma 12.14. Let N be a partial normal subgroup of L of p-power index or of index prime to
p in L. Then Comp(L) = Comp(N ) and E(L) = E(N ).
Proof. Let K be a component of L. If N is of index prime to p, then S ∩K ⊆ N and thus K ⊆ N
by Lemma 12.4. If N has p-power index, then K = Op(K) ⊆ Op(L) ⊆ N by Lemma 8.2 and
Lemma 11.21. Hence the assertion follows from Remark 12.2(b). 
Lemma 12.15. Let N1 and N2 be partial normal subgroups of L. Suppose L is an internal central
product of N1 and N2 or suppose that L = N1N2 and N1 commutes with N2. Then Comp(L) is
a disjoint union of Comp(N1) and Comp(N2). In particular, E(L) = E(N1)E(N2).
Proof. By Theorem 11.16(e), we have N⊥i = CL(Ni) for i = 1, 2. If L is an internal central
product of N1 and N2, then Lemma 5.8 gives N1 ⊆ CL(N2) = N⊥2 . So we may just assume that
L = N1N2 and N1 commutes with N2.
Using Lemma 10.10, one sees now that N1 ∩ N2 ≤ Z(N2) ≤ Z(S ∩ N2) does not contain any
component. Hence, Comp(N1) ∩ Comp(N2) = ∅.
It remains to show that Comp(L) = Comp(N1) ∪ Comp(N2). Combining Remark 12.2 with
Proposition 12.7, one checks that Comp(L) = Comp(F ∗(L)) and Comp(Ni) = Comp(F ∗(Ni))
for i = 1, 2. Moreover, by Lemma 11.14 and Theorem 11.15(b), F ∗(N1) and F ∗(N2) are partial
normal subgroups of L with F ∗(L) = F ∗(N1)F ∗(N2). Notice that F ∗(N1) and F ∗(N2) commute.
Hence, replacing (L,N1,N2) by (F ∗(L), F ∗(N1), F ∗(N2)), we may assume L = F ∗(L).
Fix K ∈ Comp(L). By Remark 12.2 it is enough to show that K is contained in N1 or N2.
Assume K 6⊆ N2. Since L = F ∗(L), we have K E L by Proposition 12.7. By Lemma 12.4 and
Lemma 11.9, we have K ∩N2 ≤ Z(K) = Z◦(K). Hence, by Lemma 10.15, we have K = Op(K) ⊆
COMMUTING PARTIAL NORMAL SUBGROUPS AND REGULAR LOCALITIES 75
N⊥2 . As stated above, we have N1 ⊆ N⊥2 = CL(N2). Using L = N1N2 and the Dedekind Lemma
[Che15a, Lemma 1.10], we can conclude that N⊥2 = CL(N2) = N1Z(N2). Observe that Z(N2) ≤ S
(e.g. by Lemma 10.10) and so N1 is a partial normal subgroup of N⊥2 of p-power index. Hence,
by Lemma 12.14, we have K ∈ Comp(N⊥2 ) = Comp(N1). This proves the assertion. 
Lemma 12.16. Let N EL. Then Comp(L) is a disjoint union of Comp(N ) and Comp(N⊥). In
particular, E(L) = E(N )E(N⊥).
Proof. By Lemma 10.20(c), NN⊥Op(L) is centric radical and contains thus F ∗(L). Hence,
Comp(L) = Comp(NN⊥Op(L)) by Remark 12.2 and Proposition 12.7. Moreover, NN⊥ is a par-
tial normal subgroup of NN⊥Op(L) of p-power index. Hence, Comp(L) = Comp(NN⊥Op(L)) =
Comp(NN⊥) by Lemma 12.14. Now the assertion follows from Lemma 12.15 applied with
(NN⊥,N⊥,N ) in place of (L,N1,N2). 
Lemma 12.17. Let H be a partial subnormal subgroup of L and let K be a component of L. Then
either K is a component of H or the following hold:
• K ⊆ CL(H); and
• HK = KH is a partial subnormal subgroup of L;
• H and K are partial normal subgroups of HK; and
• HK is an internal central product of H and K.
Proof. Let L be a minimal counterexample. If L0 EE L, then L0 is by Corollary 11.19 itself a
regular locality. Recall also from Lemma 4.7(b) that every subnormal subgroup of L0 is subnormal
in L. Moreover, by Lemma 4.7(a), H ⊆ L0 implies HEE L0 and K ⊆ L0 implies K ∈ Comp(L0).
As L is a minimal counterexample, we have thus the following property:
(12.3) If L0 EE L with H ⊆ L0 6= L, then K 6⊆ L0.
Let N E L be minimal with H ⊆ N . If N = L, then because of the subnormality of H in L, we
have H = L. So K is in this case a component of H and we are done. Thus, we may assume
N 6= L. Then K 6∈ Comp(N ) by (12.3). Thus, Lemma 12.16 implies that K is a component of
N⊥ = CL(N ). As N commutes with N⊥ by Corollary 6.8, it follows now from Lemma 11.20
that HK EE NN⊥ E L. Hence (12.3) yields L = HK = NN⊥. The Dedekind Lemma [Che15a,
Corollary 3.11] gives thus N = H(N ∩K) and N⊥ = (H∩N⊥)K, where N ∩K and H∩N⊥ are
both contained in N ∩N⊥ ≤ Z(N ) ∩ Z(N⊥) ∩ S by Lemma 10.13 and Lemma 10.14. Hence, by
Lemma 4.17, we have HEN and KEN⊥. So Lemma 11.14 gives that H and K are partial normal
subgroups of L = NN⊥. In particular, H = N . As H commutes with K ⊆ N⊥ = H⊥ = CL(H)
(and since HK = L is clearly centric in L), it follows now from Theorem 11.15(c) that HK = KH
is an internal central product of H and K. This proves the assertion. 
Theorem 12.18. The following hold:
(a) The layer E(L) is a central product of the components of L and E(L) = Op(E(L)) =
Op(F ∗(L)).
(b) The generalized Fitting subgroup F ∗(L) is a central product of E(L) and Op(L). In par-
ticular, F ∗(L) is a central product of the components of L and of Op(L).




EE L is a central
product of the elements of {H} ∪ C, and Comp(M) = Comp(H) ∪ C.
(d) If ∅ 6= C ⊆ Comp(L), then M′ :=
∏
K∈CKE F ∗(L) is a central product of the elements of
C and Comp(M′) = C. Moreover, Op(M′) =M′ = Op′(M′).
(e) If K,K∗ ∈ Comp(L) with K 6= K∗, then K∗ ⊆ K⊥F ∗(L) = CF ∗(L)(K). In particular, for all
k ∈ K and c ∈ K∗, we have (k, c) ∈ D, kc = ck and
Skc ∩ F ∗(L) = S(k,c) ∩ F ∗(L) = S(c,k) ∩ F ∗(L) ∈ ∆ = δ(F).
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Proof. As Op(L)⊥ is a partial subgroup, it follows from Lemma 12.5 that E(L) ⊆ Op(L)⊥, so E(L)
and Op(L) are partial normal subgroups which commute with each other and whose product
F ∗(L) is centric (cf. Theorem 2, Corollary 6.8, Lemma 12.9 and Lemma 12.13). Hence, by
Theorem 11.15(c), F ∗(L) is an internal central product of E(L) and Op(L). Using Lemma 5.5,
one observes now that part (b) holds if part (a) holds. Moreover, (a) follows from (d) and
Lemma 12.11, and (d) follows from Proposition 12.7, Lemma 12.11 and (c) applied with H = {1}
1. Hence, it remains only to prove (c) and (e).
We show (c) by induction on |C|. The assertion is trivial for C = ∅. Assume now that C 6= ∅,
fix C ∈ C and set D := C\{C}. By Lemma 12.17, Ĥ := HC is subnormal in L and a central
product of H and C. Moreover, H and C are partial normal subgroups of Ĥ. In particular, by
Corollary 12.15 and Lemma 12.3, we have Comp(Ĥ) = Comp(H) ∪ Comp(C) = Comp(H) ∪ {C}
and so D ⊆ Comp(L)\Comp(Ĥ). Thus, by induction we may assume that the assertion is true
with (Ĥ,D) in place of (H,C). Using Lemma 5.5 this allows one to verify the assertion also for
(H,C). Hence (c) holds.
It remains to prove (e). Recall that K,K∗ E F ∗(L) by Proposition 12.7. Moreover, by The-
orem 11.16(a),(e), F ∗(L) is a regular locality and K⊥F ∗(L) = CF ∗(L)(K). Lemma 12.3 gives
Comp(K) = {K}. Thus, Lemma 12.16 applied with (K∗,K, F ∗(L)) in place of (K,N ,L) gives
K∗ ⊆ K⊥F ∗(L) = CF ∗(L)(K). In particular, for all k ∈ K and c ∈ K
∗, we have (k, c) ∈ D and kc = ck.
As Skc ∈ ∆ = δ(F), it follows from Lemma 11.2 that Skc∩F ∗(L) ∈ ∆. Moreover, by Theorem 1(d)
applied with F ∗(L) in place of L, we have Skc ∩ F ∗(L) = S(k,c) ∩ F ∗(L) = S(c,k) ∩ F ∗(L). This
proves (e). 
Proof of Theorem 4. Part (a) follows from Proposition 12.7 and Theorem 12.18(a),(b), while part
(b) was shown in Lemma 12.13 and Lemma 12.5. Part (c) is true by Theorem 12.18(b); see also
Lemma 12.9. For (d) see Lemma 12.17 and for (e) see Lemma 12.6. 
In preparation for the next section we prove the following result.
Lemma 12.19. Let (L̃, ∆̃, S̃) be a regular locality over F̃ and α : F → F̃ an isomorphism. Then
δ(F)α = δ(F̃) and (E(L) ∩ S)α = E(L̃) ∩ S̃.
Proof. Let (Ls,Fs, S) and (L̃s, F̃s, S) be subcentric localities over F such that Ls|δ(F) = L and
L̃s|
δ(F̃) = L̃; notice that L
s and L̃s exist by Theorem 4.31(c). Then by [Hen17, Proposition 3.19]
(which uses the uniqueness of a linking system associated to given saturated fusion system),
α : S → S̃ extends to an isomorphism β : Ls → L̃s. Hence, it follows from Lemma 11.8 that
δ(F)α = δ(F)β = δ(F̃) and β|L is an isomorphism from L to L̃. Lemma 12.12 gives now
E(L)β = E(L̃) and thus (E(L) ∩ S)α = (E(L) ∩ S)β = E(L̃) ∩ S. 
13. Layers and E-balance
In this section we will first introduce layers of arbitrary linking localities and show some proper-
ties of these. Then we will prove the theorem on E-balance (Theorem 5) stated in the Introduction.
13.1. Layers of linking localities. If (L,∆, S) is a regular locality, we defined the layer E(L)
in the previous section and showed in Lemma 11.18 and Lemma 12.11 that E(L) = Op(F ∗(L)) =
OpL(F
∗(L)). We will use the latter property implicitly throughout. It implies that the following
definition does not conflict with the earlier introduced definition of E(L) in the case of regular
localities.
Definition 13.1. If (L,∆, S) is a linking locality, then call E(L) := OpL(F ∗(L)) the layer of L.
1Alternatively, using Lemma 12.16, one could show (a) and (b) by more direct arguments similarly as in the
proof of Proposition 12.7
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Lemma 13.2. Let (L+,∆+, S) and (L,∆, S) be linking localities over F with ∆ ⊆ ∆+ and
L = L+|∆. Adapt Notation 4.32. Then E(L)+ = E(L+).
Proof. This follows from Lemma 8.5 and Lemma 10.18. 
The following proposition will not be used in the proof of the E-balance theorem. However, it
gives some evidence that layers of arbitrary linking localities are natural to consider.
Proposition 13.3. Let (L,∆, S) be a linking locality. Then
F ∗(L) = E(L)Op(L) = Op(L)E(L) and E(L) ⊆ Op(L)⊥ = CL(Op(L)).
Proof. By Lemma 4.15 or by Theorem 4.18, we have E(L)Op(L) = Op(L)E(L). Moreover,
Lemma 6.15 gives Op(L)⊥L = CL(Op(L)). Hence, it is sufficient to prove F ∗(L) = Op(L)E(L)
and E(L) ⊆ Op(L)⊥.
By Theorem 4.31(a), there exists a subcentric locality (Ls,Fs, S) over F := FS(L) such that
Ls|∆ = L. It follows then from Lemma 11.4 that Lδ = Ls|δ(F) is a regular locality over F . By
Lemma 12.5 and Lemma 12.9, we have
F ∗(Lδ) = Op(Lδ)E(Lδ) and E(Lδ) ⊆ Op(Lδ)⊥Lδ .
Hence, it is enough to show the following properties for a linking locality (L+,∆+, S) over F with
L+|∆ = L:
F ∗(L+) = Op(L+)E(L+) ⇐⇒ F ∗(L) = Op(L)E(L)(13.1)
E(L+) ⊆ Op(L+)⊥L+ ⇐⇒ E(L) ⊆ Op(L)
⊥
L .(13.2)
The required result follows then by applying these equivalences twice, once with (Lδ,Ls) and once
with (L,Ls) in place of (L,L+).
To prove (13.1) and (13.2), adapt Notation 4.32 and observe first that Lemma 4.33, Lemma 10.18
and Lemma 13.2 give
Op(L) = Op(L+) = Op(L)+, F ∗(L+) = F ∗(L)+ and E(L+) = E(L)+.
The latter property says E(L+) ∩ L = E(L). Hence, by Lemma 4.23, we have
Op(L)E(L+) ∩ L = Op(L)(E(L+) ∩ L) = Op(L)E(L).
Together with F ∗(L+) = F ∗(L)+, this implies (13.1). By Lemma 10.11, we have (Op(L)⊥L)+ =
(Op(L)+)⊥L+ = Op(L
+)⊥L+ . Since the map N(L
+) → N(L),N+ 7→ N+ ∩ L and its inverse are
inclusion-preserving by Theorem 4.31(b), this shows (13.2). 
13.2. The setup for the E-balance theorem. We will now start working towards the proof
of the E-balance theorem (Theorem 5). Our proof will be similar to Chermak’s proof of [Che16,
Theorem 9.9]; however, we use different arguments to show the preliminary Lemma 13.7. Note
that formulating any form of an E-balance theorem will require us to look at linking localities over
p-local subsystems. It seems to us that this is best done in the following setting where, for any
X ≤ S fully F-normalized, we will be able to consider the im-partial subgroup NL(X) introduced
in Subsection 4.9.
For the remainder of this section let (L,∆, S) be a subcentric locality over a fusion
system F . Set
Lδ := L|δ(F).
Observe that (Lδ, δ(F), S) is a regular locality over F . Thus, according to Definition 12.8, E(Lδ)
is the product of the components of Lδ. Moreover, E(Lδ)ELδ by Lemma 12.13. Recall also that
E(L) was defined in Definition 13.1.
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Remark 13.4. By Lemma 13.2, E(L) is the unique partial normal subgroup of L with
E(L) ∩ Lδ = E(Lδ).
This property could be used alternatively as the definition of E(L).
We will need the following lemma.
Lemma 13.5. R∆(E(L)S) ⊆ δ(F) and E(L) = 〈E(Lδ)〉L.
Proof. By Lemma 11.9(b) we have R∆(E(L)S) ⊆ δ(F). In particular, using Remark 13.4, it fol-
lows that NE(L)(P ) = NE(L)∩Lδ(P ) = NE(Lδ)(P ) for every every P ∈ R∆(E(L)S). The assertion
follows now from Lemma 7.5. 
13.3. Localities attached to normalizers of fully F-normalized subgroups. Recall that
(L,∆, S) is a subcentric locality. In Section 4.9 we introduced the im-partial subgroup
NL(X) = NL(X)|NF (X)s for every fully F-normalized subgroup X ≤ S.
Moreover, we saw that, for any such X, the triple (NL(X), NS(X), NF (X)s) is a subcentric locality
over NF (X). Using the usual procedure of restriction, we can thus find a regular locality inside
of NL(X). More precisely, setting
NδL(X) = NL(X)|δ(NF (X)) for every fully F-normalized subgroup X ≤ S,
the triple (NδL(X), NS(X), δ(NF (X))) is a regular locality over NF (X) for any such X. Using
[Hen19, Lemma 9.7(b)], one can actually see that NδL(X) = NL(X)|δ(NF (X)).
As NδL(X) can be regarded as a regular locality, we have in particular components of NδL(X)
defined as well as the product E(NδL(X)) of the components of NδL(X). Observe also that, accord-
ing to Remark 13.4, the layer E(NL(X)) is the unique partial normal subgroup of NL(X) such
that
E(NL(X)) ∩ NδL(X) = E(NδL(X)).
So in particular, E(NδL(X)) ⊆ E(NL(X)). We will now show two lemmas which are needed for
the proof of the E-balance Theorem, but seem also interesting enough on their own.
In the next lemma, we will make the assumption that a partial normal subgroup Nδ of Lδ is an
im-partial subgroup of NL(X). By this we mean more precisely that, writing Dδ for the domain
of the product on Lδ and setting D0 := Dδ ∩W(Nδ), the triple (Nδ,D0,Π|D0) is an im-partial
subgroup of NL(X), where Π denotes the product on L. In other words, we regard Nδ as a partial
group as we would naturally do for any partial subgroup of Lδ, and we assume then that this is
an im-partial subgroup of NL(X). As one easily observes, this is equivalent to assuming that D0
is contained in the domain of the product on NL(X).
Lemma 13.6. Let X ≤ S be fully F-normalized and Nδ E Lδ such that Nδ is an im-partial
subgroup of NL(X). Then
Nδ E NδL(X),
in particular Nδ is a partial subgroup of NδL(X). Moreover, if N E L with N ∩ Lδ = Nδ, then
Nδ = N ∩ NδL(X).
Proof. Set T := Nδ ∩ S. By Theorem 4.31(b), we can pick N E L such that N ∩ Lδ = Nδ and
thus N ∩ S = T . Then FT (Nδ) = FT (N ) by Lemma 11.9(c). Notice that
Nδ ⊆M := N ∩ NL(X)E NL(X)
and Nδ is an im-partial subgroup ofM. Moreover,M∩S = T and FT (Nδ) ⊆ FT (M) ⊆ FT (N ) =
FT (Nδ), so equality holds and FT (Nδ) = FT (N ) = FT (M). Observe that
Mδ :=M∩ NδL(X) = N ∩ NδL(X)E NδL(X)
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and, by Lemma 11.9(c) applied with NL(X) in place of L, we have T =Mδ ∩ S and FT (Mδ) =
FT (M) = FT (Nδ). Now Mδ and Nδ are both regular localities over the same fusion system and
thus isomorphic by [Hen19, Theorem A(a)] (cf. Remark 4.25). Moreover, by Theorem 11.16,
for every P ∈ δ(FT (Mδ)) = δ(FT (Nδ)), we have PCS(Nδ) ∈ δ(F). Observe that CS(Nδ) =
C◦S(Nδ) = CS(N ) ⊆ CS(Mδ), where the first equality uses Corollary 11.10, the second equality
uses the definition of C◦S(Nδ), and the inclusion at the end usesMδ ⊆ N . As (Mδ, δ(FT (Mδ)), T )
is a locality, this yields that Mδ is an im-partial subgroup of Lδ and hence
Mδ ⊆ Lδ ∩N = Nδ
is an im-partial subgroup of Nδ. Since Mδ and Nδ are isomorphic, it follows that Nδ = Mδ E
NδL(X). This proves the assertion. 
The following lemma is inspired by [Che16, Lemma 9.8] and plays a similar role in the proof of
E-balance below.
Lemma 13.7. Let C ⊆ Comp(Lδ) such that H :=
∏
K∈CKELδ. Suppose there exists X ≤ S fully
F-normalized such that H ⊆ NL(X) and E(H⊥Lδ) ∩ S ≤ NS(X). Then
HE NδL(X), C ⊆ Comp(NδL(X)) and H ⊆ E(NδL(X)).
Proof. We will write H⊥ for H⊥Lδ . Set R := E(H
⊥)∩S. We use throughout that Op(Lδ) = Op(L)
by Lemma 4.33.
Step 1: We show that PR ∈ NF (X)s for every P ∈ δ(FS∩H(H)). By Lemma 12.16 and
Lemma 12.9, we have E(Lδ) = E(H)E(H⊥) and F ∗(Lδ) = E(Lδ)Op(L) = (E(H)E(H⊥))Op(L).
Thus, [Hen15, Theorem 2(a)] allows to write
F ∗(L) = E(H)(E(H⊥)Op(L)).
Lemma 12.5 implies that H ⊆ Op(L)⊥Lδ = CLδ(Op(L)). Hence, Corollary 6.13 gives Op(L) ⊆
H⊥. By Lemma 12.13, E(H) and E(H⊥) are partial normal subgroups of L. In particular, by
Theorem 4.18, we have E(H⊥)Op(L)EL and E(H⊥)Op(L)∩S = ROp(L). Moreover, H commutes
with E(H⊥)Op(L) ⊆ H⊥ by Corollary 6.8. Recall furthermore that F ∗(L) is centric in L by
Theorem 2. Thus, fixing P ∈ δ(FS∩H(H)), it follows from Theorem 11.15(d) that PROp(L) ∈
δ(F). Hence, by Lemma 11.6, we have PR ∈ δ(F) ⊆ Fs. As PR ≤ (H ∩ S)R ≤ NS(X) by
assumption, it follows from Lemma 4.39 that PR ∈ NF (X)s.
Step 2: We argue that the assertion holds. Corollary 6.14 gives H ⊆ CLδ(R) ⊆ CL(R).
Moreover, by assumption H ⊆ NL(X). Hence, it follows from Step 1, the definition of NL(X) and
the fact that (H, δ(FS∩H(H)), S ∩ H) is a locality that H is an im-partial subgroup of NL(X).
Therefore, Lemma 13.6 yields H E NδL(X). So by Remark 12.2, we have C ⊆ Comp(H) ⊆
Comp(NδL(X)) and thus H =
∏
K∈CK ⊆ E(NδL(X)). 
13.4. The proof of E-Balance. We are now in a position to prove the E-balance Theorem
stated in the introduction as Theorem 5. The following theorem is essentially a restatement of
that theorem.
Theorem 13.8 (E-balance). Let X ≤ S be fully F-normalized. Then
E(NδL(X)) ⊆ E(NL(X)) ⊆ E(L).
Proof. Let (L, X) be a counterexample such that first |L| is as small as possible and then |X| is
as large as possible. For every U ≤ S which is fully F-normalized set
LU := NL(U) and LδU := NδL(U).
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By Lemma 13.5, we have E(LX) = 〈E(LδX)〉LX . Hence, as (L, X) is a counterexample, we have
E(LδX) 6⊆ E(L). As E(LδX) is the product of the components of LδX in LδX and since LδX is an
im-partial subgroup of L, it follows that
C := {K ∈ Comp(LδX) : K 6⊆ E(L)} 6= ∅.
Let H be the product in LδX of the elements of C (which is well-defined by Proposition 12.7). Set
moreover
T := E(L) ∩ S, A := NT (X) and D := XA.
Step 1: We argue that (L, Y ) is a counterexample for every Y ∈ XF which is fully F-normalized.
For the proof fix such Y . By [AKO11, Lemma 2.6(c)], there exists α ∈ HomF (NS(X), S) such
that Xα = Y . Then NS(X)α ≤ NS(Y ) and the assumption that X is fully normalized yields
NS(X)α = NS(Y ). It is then easy to check that α induces an isomorphism from the fusion system
NF (X) to the fusion systemNF (Y ). Thus, Lemma 12.19 gives (E(LδX)∩S)α = E(LδY )∩S. Assume
now E(LδY ) ⊆ E(L). Since T is strongly F-closed, it follows then E(LδX) ∩ S ≤ T = E(L) ∩ S.
Hence, for K ∈ C, we have K∩S ≤ E(L)∩K and thus K∩E(L) 6≤ Z(K). Thus, as K∩E(L)EK,
Lemma 8.10 yields K = K ∩ E(L) ⊆ E(L) contradicting the definition of C. So E(LδY ) 6⊆ E(L)
and thus E(LY ) 6⊆ E(L).
Step 2: We show that we may choose X such that D is fully F-normalized. For the proof
let β ∈ HomF (NS(D), S) such that Dβ is fully F-normalized. Notice that NS(X) ⊆ NS(D) as
T ES. Hence, the assumption that X is fully normalized implies also that Xβ is fully normalized
and NS(X)β = NS(Xβ). By Step 1, we have in particular that E(LXβ) 6⊆ E(L). As T is
strongly F-closed, we have moreover Aβ ≤ NT (Xβ). Similarly, as NS(X)β = NS(Xβ), we
have NT (Xβ)β
−1 ≤ NT (X) = A and thus NT (Xβ) ≤ Aβ. Hence, Aβ = NT (Xβ) and Dβ =
(Xβ)NT (Xβ). So replacing X by Xβ we may indeed choose X such that D is fully F-normalized.
From now on, we assume without loss of generality that D is fully F-normalized. As DENS(X),
the subgroup D is clearly also fully NF (X)-normalized. Hence, by Lemma 4.40, X is fully NF (D)-
normalized.
Step 3: We show H ⊆ E(NδLX (D)) ⊆ E(NLX (D)). Appealing to Lemma 13.7 applied with
(LX , D) in place of (L, X), it is sufficient to show that
(13.3) HE LδX , H ⊆ NLX (D) and E(H
⊥
LδX
) ∩ S ≤ A ≤ D.
Note that M := E(L) ∩ LδX E LδX and C is precisely the set of components of LδX which are
not in M or equivalently not components of M by Remark 12.2. Hence, Lemma 12.16 yields
C = Comp(M⊥LδX
) and H = E(M⊥LδX
). In particular, by Lemma 12.13, we have
HE LδX .
By Theorem 11.16(e), we have M⊥LδX
= CLδX
(M). So H ⊆ M⊥LδX
= CLδX
(M) ⊆ CLδX (M∩ S).
Notice that M∩ S = E(L) ∩ NS(X) = NT (X) = A. Since X is normal in LδX and D = AX, it
follows H ⊆ NLδX (D) ⊆ NLX (D). Applying Lemma 12.16 with (L
δ
X ,H) in place of (L,N ), one
sees that E(H⊥LδX
) is the product of the components of LδX which are not components of H. By
Theorem 12.18(d), the components of H are precisely the elements of C. Hence, E(H⊥LδX
) is the
product of the components of LδX which are not elements of C and so (by definition of C) contained
in E(L). Hence, E(H⊥LδX
) ∩ S ≤ E(L) ∩NS(X) = A ≤ D. This proves (13.3) and thus Step 3 is
complete.
Step 4: We show that L 6= LD. Assume otherwise. Then X ≤ D ≤ Op(L). Hence, by
Lemma 12.5, we have T ⊆ E(Lδ) ⊆ CL(Op(L)) ⊆ CL(X), which implies T = A ≤ D. Now
Corollary 12.10 gives D ∈ δ(F) = ∆ ⊆ Fs. As L = LD = NL(D), we have F = NF (D). Hence, it
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follows from [Hen19, Lemma 3.1] that F is constrained and thus NF (X) is constrained by [Hen19,
Lemma 2.11]. Now by Lemma 12.6, we have E(LδX) = {1} contradicting C 6= ∅.
Step 5: We argue that X < D and thus E(LD) ⊆ E(L). Because of the maximality of |X|, it
is sufficient to prove X < D. If this is not the case, then NTX(X) = AX = D = X. Since TX
is a p-group, it follows TX = X ≥ T = E(Lδ) ∩ S. Thus X ∈ δ(F) ⊆ Fs by Corollary 12.10.
So NF (X) is constrained by [Hen19, Lemma 3.1] and therefore Lemma 12.6 gives E(LδX) = {1}
contradicting C 6= ∅.
Step 6: We derive the final contradiction. By Step 4, we have L 6= LD. Thus, since L is a
minimal counterexample, we have
(13.4) E(NLD(X)) ⊆ E(LD).
We can see now that
H ⊆ E(NLX (D)) (by Step 3)
= E(NLD(X)) (by Lemma 4.40)
⊆ E(LD) (by (13.4))
⊆ E(L) (by Step 5).
However, this contradicts C 6= ∅ and the definition of H. 
13.5. Final remarks. Notice that it might not be true in general that E(NδL(X)) ⊆ E(Lδ). At
least such a statement does not follow from the E-balance theorem. If E(NδL(X)) could be viewed
as an im-partial subgroup of E(Lδ) in a systematical way, then it would probably not be necessary
anymore to work with subcentric localities, but one could restrict attention to regular localities
instead.
We will see now that the layers of NδL(X) and Lδ coincide if E(Lδ) ⊆ NL(X). We use E-
balance in the proof of Lemma 13.9 below, but a more elementary proof could be given if one first
translates the arguments used in Aschbacher [Asc11, (10.1)] to our locality setting.
Lemma 13.9. Let X ∈ Ff such that E(Lδ) ⊆ NL(X). Then Comp(Lδ) = Comp(NδL(X)) and
E(Lδ) = E(NδL(X)).
Proof. By Lemma 12.16, we have E(E(Lδ)⊥Lδ) = 1. Hence it follows from Lemma 13.7 that
E(Lδ)ENδL(X) and Comp(Lδ) ⊆ Comp(NδL(X)). Suppose there exists a component K of NδL(X)
which is not a component of Lδ. Note that it is a consequence of Remark 12.2 that Comp(E(Lδ)) =
Comp(Lδ) ⊆ Comp(NδL(X)). Hence, Lemma 12.16 applied with NδL(X) in place of L yields that
K ⊆ E(Lδ)⊥NδL(X) = CNδL(X)(E(Lδ)) ⊆ CL(E(Lδ)).
By the E-balance theorem 13.8, we have K ⊆ E(L) and thus K ∩ S ⊆ E(L) ∩ S = E(Lδ) ∩ S.
Hence, K ∩ S must be abelian contradicting Lemma 8.10. 
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