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RÉSUMÉ
Dans ce mémoire, nous étudions le problème de l’estimation de la variance pour les es-
timateurs par double dilatation et de calage pour l’échantillonnage à deux phases. Nous
proposons d’utiliser une décomposition de la variance différente de celle habituellement
utilisée dans l’échantillonnage à deux phases, ce qui mène à un estimateur de la variance
simplifié. Nous étudions les conditions sous lesquelles les estimateurs simplifiés de la
variance sont valides. Pour ce faire, nous considérons les cas particuliers suivants : (1)
plan de Poisson à la deuxième phase, (2) plan à deux degrés, (3) plan aléatoire simple
sans remise aux deux phases, (4) plan aléatoire simple sans remise à la deuxième phase.
Nous montrons qu’une condition cruciale pour la validité des estimateurs simplifiés sous
les plans (1) et (2) consiste à ce que la fraction de sondage utilisée pour la première phase
soit négligeable (ou petite). Nous montrons sous les plans (3) et (4) que, pour certains
estimateurs de calage, l’estimateur simplifié de la variance est valide lorsque la fraction
de sondage à la première phase est petite en autant que la taille échantillonnale soit suf-
fisamment grande. De plus, nous montrons que les estimateurs simplifiés de la variance
peuvent être obtenus de manière alternative en utilisant l’approche renversée (Fay, 1991
et Shao et Steel, 1999). Finalement, nous effectuons des études par simulation dans le
but d’appuyer les résultats théoriques.
Mots clés : Échantillonnage à deux phases, estimateur par double dilatation,
estimateurs de calage, estimation de la variance, approche renversée, étude par
simulation.

ABSTRACT
In this thesis we study the problem of variance estimation for the double expansion
estimator and the calibration estimators in the case of two-phase designs. We suggest to
use a variance decomposition different from the one usually used in two-phase sampling,
which leads to a simplified variance estimator. We look for the necessary conditions for
the simplified variance estimators to be appropriate. In order to do so, we consider the
following particular cases : (1) Poisson design at the second phase, (2) two-stage design,
(3) simple random sampling at each phase, (4) simple random sampling at the second
phase. We show that a crucial condition for the simplified variance estimator to be valid
in cases (1) and (2) is that the first phase sampling fraction must be negligible (or small).
We also show in cases (3) and (4) that the simplified variance estimator can be used with
some calibration estimators when the first phase sampling fraction is negligible and the
population size is large enough. Furthermore, we show that the simplified estimators
can be obtained in an alternative way using the reversed approach (Fay, 1991 and Shao
and Steel, 1999). Finally, we conduct some simulation studies in order to validate the
theoretical results.
Keywords: Two-phase sampling, double expansion estimator, calibration esti-
mators, variance estimation, reversed approach, simulation study.
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CHAPITRE 1
INTRODUCTION
Les enquêtes sont d’une importance capitale dans la prise de décision de nos gouver-
nements. Elles permettent de quantifier plusieurs aspects d’une population : son écono-
mie, sa culture, son éducation, sa santé, etc. L’enquête est une activité planifiée et mé-
thodique qui requiert généralement la disponibilité d’une base de sondage, i.e. une liste
permettant d’identifier et de rejoindre les unités de la population cible. Idéalement, cette
liste contient des caractéristiques supplémentaires sur les unités, par exemple, l’âge, le
sexe, la province, qui pourront être utiles aux statisticiens à plusieurs étapes de l’enquête.
Les statisticiens d’enquête participent à plusieurs étapes de la planification de l’enquête,
notamment à l’élaboration du plan de sondage qui indique la façon dont les unités de la
population seront sélectionnées. En effet, la grande majorité des sondages de nos jours
sont de type probabiliste, c’est-à-dire que la sélection des unités dans la population se fait
de façon aléatoire. Les statisticiens d’enquête interviennent également dans la concep-
tion du questionnaire et dans le choix des méthodes d’interview (téléphone, en personne,
par la poste ou autre). Une fois les données recueillies, le statisticien participe à leur vé-
rification et corrige les erreurs à l’aide de méthodes d’imputation lorsque cela s’avère
nécessaire. Enfin, les statisticiens choisissent les méthodes d’estimation des paramètres
d’intérêt au niveau de la population à l’aide des données recueillies ; c’est à cette étape
que nous nous intéressons dans ce mémoire.
L’échantillonnage doit être distingué de la statistique classique où l’on fait géné-
ralement l’hypothèse que les variables observées sont aléatoires et proviennent d’une
population hypothétique infinie. En effet, dans le contexte des enquêtes, les données
recueillies proviennent de populations finies. Les variables d’intérêt sont alors traitées
comme fixes (plutôt qu’aléatoires) et le mécanisme aléatoire se situe plutôt au niveau du
tirage des unités : le fait d’être sélectionné ou non dans l’échantillon est aléatoire.
2Le concept de pondération en est également un très important en échantillonnage.
En effet, puisque seul un échantillon de la population finie est observé, un poids est
généralement associé à chaque unité échantillonnée. Ce poids, qui peut être interprété
comme un indicateur du nombre d’unités que celle-ci représente dans la population,
est déterminé à partir du plan de sondage utilisé et, dans certains cas, de l’information
auxiliaire disponible. Les statisticiens d’enquête utilisent généralement des systèmes de
poids assurant un estimateur (asymptotiquement) non-biaisé sous le plan de sondage de
la caractéristique d’intérêt au niveau de la population. Dans ce mémoire, nous nous inté-
ressons à l’estimation du total d’une variable d’intérêt dans la population. Par exemple,
on pourrait estimer le total du revenu annuel des entreprises au Canada ou le nombre
total de chômeurs dans la population.
Afin de pouvoir utiliser des plans de sondage efficaces, les statisticiens d’enquête ont
besoin d’information auxiliaire disponible sur la base de sondage. Par exemple, il est
coutumier de stratifier la population en sous-groupes homogènes (les strates) au moyen
de l’information auxiliaire disponible. Ce plan de sondage se révèle plus efficace que
le plan aléatoire simple sans remise si les strates sont homogènes. Mais, dans certaines
situations, il arrive que peu ou pas d’information auxiliaire pertinente soit disponible sur
la base de sondage. Dans ce cas, on peut avoir recours à l’échantillonnage à deux phases.
C’est à ce type d’échantillonnage que nous nous intéressons dans ce mémoire. Celui-ci
consiste à recueillir de l’information auxiliaire peu coûteuse pour un échantillon de la
population (première phase), duquel on tire un sous-échantillon (deuxième phase). En
fait, pour les unités appartenant à l’échantillon de première phase, il est habituel de col-
lecter de l’information auxiliaire peu coûteuse grâce à laquelle l’échantillon de deuxième
phase est tiré. L’efficacité du plan de sondage en est ainsi accrue.
Deux estimateurs d’un total pouvant être utilisés dans le cas des plans de sondage à
deux phases sont l’estimateur par double dilatation et l’estimateur de calage, qui s’écrivent
comme une somme pondérée de la variable d’intérêt au niveau de l’échantillon. Le pre-
mier utilise un système de pondération basé uniquement sur les probabilités d’inclusion
3des unités dans l’échantillon. Le second intègre en plus de l’information auxiliaire dans
le but d’obtenir un estimateur plus efficace. Quelque soit l’estimateur choisi, l’estima-
tion de la variance de l’estimateur peut cependant poser problème. En effet, il peut être
difficile d’obtenir des estimateurs de variance puisqu’ils requièrent généralement les pro-
babilités d’inclusion jointes dont le calcul peut être très fastidieux (voire impossible). Il
nous apparaît donc utile de proposer des estimateurs de variance simplifiés qui auront
l’avantage de ne pas dépendre des probabilités d’inclusion jointes et qui pourront être
obtenus au moyen d’un logiciel d’estimation de variance pour les plans de sondage à
une phase. Ce dernier aspect est particulièrement important en pratique.
La structure de ce mémoire est la suivante : au chapitre 2, nous présentons des notions
qui préparent à l’objet principal du mémoire tels le plan de sondage à deux phases,
l’estimateur par double dilatation, l’estimateur de calage ainsi que leurs estimateurs de
variance usuels ; au chapitre 3, nous présentons des estimateurs simplifiés de la variance
et étudions les conditions sous lesquelles ils sont valides ; finalement, au chapitre 4, nous
présentons les résultats de quelques études par simulation.

CHAPITRE 2
NOTIONS PRÉLIMINAIRES D’ÉCHANTILLONNAGE
Considérons une population finie U de N éléments indexés par i (1 ≤ i ≤ N). De
cette population, un échantillon s⊆U de n unités est tiré selon une méthode de sélection
aléatoire. L’ensemble de tous les 2N échantillons possibles est dénoté par Ω et inclut
l’ensemble vide ainsi que U lui-même. Soit p(·) une fonction telle que p(s) désigne la
probabilité qu’un échantillon s ∈ Ω donné soit tiré. Puisque p(s) est une distribution de
probabilité, les propriétés suivantes sont satisfaites :
i. p(s)≥ 0,∀s ∈Ω ;
ii. ∑s∈Ω p(s) = 1.
Le couple
(
Ω, p(s)
)
est appelé le plan de sondage. Au plan de sondage sont associées
les quantités pii = P(i ∈ s) et pii j = P(i ∈ s, j ∈ s), désignant respectivement la probabi-
lité d’inclusion de l’unité i dans l’échantillon et la probabilité d’inclusion conjointe des
unités i et j dans l’échantillon. On posera piii = pii.
Soit y une variable d’intérêt recueillie pour toutes les unités échantillonnées. Dans
ce mémoire, nous supposons que les erreurs non dues à l’échantillonnage (par exemple,
les erreurs de non-réponse ou les erreurs de couverture) sont négligeables. En pratique,
on peut vouloir estimer divers paramètres de la population tels le total ou la moyenne
d’une variable d’intérêt ou encore un quantile, un ratio de deux totaux ou un coefficient
de corrélation ou de régression. On peut également être intéressé à produire des esti-
mations au niveau de domaines (sous-populations) particuliers. Dans ce mémoire, nous
nous intéressons à l’estimation du total de la variable d’intérêt y dans la population :
ty = ∑
i∈U
yi.
62.1 Quelques plans de sondage simples
Dans cette section, nous présentons quelques plans de sondage, que nous allons en-
suite considérer au chapitre 3.
2.1.1 Échantillonnage aléatoire simple sans remise
Le plan de sondage aléatoire simple sans remise est l’un des plus simples. Ce plan
de sondage considère tous les échantillons possibles de n unités distinctes. De plus, il
accorde à chaque échantillon la même probabilité d’être tiré. Il y a donc
(N
n
)
échantillons
possibles et la probabilité de sélection d’un échantillon s ∈Ω de taille n est donnée par :
p(s) =
1(N
n
) .
Pour le plan de sondage aléatoire simple sans remise, les probabilités d’inclusion sont
données par pii = n/N et pii j = n(n−1)N(N−1) si i 6= j. Le plan de sondage aléatoire simple sans
remise est dit à taille fixe puisque les échantillons tirés sont obligatoirement de taille n.
2.1.2 Échantillonnage de Poisson
Le plan de Poisson est un plan à taille aléatoire. Ce plan de sondage consiste à effec-
tuer, pour chaque unité i de la population, une expérience de Bernoulli avec probabilité
de succès pii. Un succès correspond alors à la sélection de l’unité i dans l’échantillon.
La sélection des unités dans l’échantillon est donc indépendante d’une unité à l’autre.
Ainsi, la probabilité de sélection d’un échantillon s ∈Ω est donnée par
p(s) =∏
i∈s
pii ∏
i∈U\s
(1−pii).
Notons qu’il y a un total de 2N échantillons possibles. De plus, on a pii j = piipi j lorsque
i 6= j étant donné l’indépendance dans la sélection des unités.
Si on pose pii = pi pour tout i ∈U , le plan de Poisson est également appelé plan de
7Bernoulli.
2.1.3 Échantillonnage stratifié
L’échantillonnage stratifié consiste à partitionner la population en H strates U1, . . . ,UH
de tailles N1, . . . ,NH respectivement. Dans chaque strate Uh, h = 1, . . . ,H, un échantillon
sh de taille nh est tiré selon un plan de sondage ph(sh). Ces échantillons sont tirés in-
dépendamment d’une strate à l’autre. Il en résulte un échantillon s =
⋃H
h=1 sh de taille
n = ∑Hh=1 nh. Compte tenu de la propriété d’indépendance, la probabilité de sélection
d’un échantillon s est donnée par
p(s) =
H
∏
h=1
ph(sh).
De par cette même propriété, on a pii j = piipi j lorsque i et j sont dans des strates diffé-
rentes. Autrement, si i et j sont dans la même strate, les probabilités pii et pii j sont propres
au plan de sondage utilisé dans la strate.
2.2 Estimateur par dilatation
L’estimateur par dilatation du total ty est donné par :
tˆypi =∑
i∈s
1
pii
yi =∑
i∈s
diyi, (2.1)
où di = pii−1 désigne le poids de sondage de l’unité i. Cet estimateur est également connu
sous le nom d’estimateur d’Horvitz-Thompson (Horvitz et Thompson, 1952).
Nous allons aborder les propriétés de l’estimateur par dilatation sous le plan de son-
dage p. Les opérateurs Ep(.) et Vp(.) seront utilisés pour désigner respectivement l’es-
pérance et la variance sous le plan de sondage p.
8Proposition 1. L’estimateur par dilatation tˆypi est sans biais par rapport au plan de son-
dage p pour le total ty.
Démonstration. Afin de le démontrer, il suffit d’introduire une variable indicatrice de
sélection Ii prenant la valeur 1 si i ∈ s et 0, sinon. Ainsi,
Ep(tˆypi) = Ep
(
∑
i∈U
1
pii
yiIi
)
= ∑
i∈U
1
pii
yi Ep(Ii) = ∑
i∈U
yi = ty.
Proposition 2. La variance de l’estimateur (2.1) par rapport au plan de sondage p est
donnée par
Vp
(
tˆypi
)
= ∑
i∈U
∑
j∈U
(pii j−piipi j) yipii
y j
pi j
. (2.2)
Démonstration. Définissons l’opérateur Covp(·, ·) qui désigne la covariance par rapport
au plan de sondage p. Ainsi,
Vp(tˆypi) = ∑
i∈U
Vp
(
1
pii
yiIi
)
+∑
i∈U
∑
j∈U
j 6=i
Covp
(
1
pii
yiIi,
1
pi j
y jI j
)
= ∑
i∈U
1
pi2i
y2i Vp(Ii)+∑
i∈U
∑
j∈U
j 6=i
yi
pii
y j
pi j
Covp(Ii, I j)
= ∑
i∈U
y2i
pi2i
pii(1−pii)+∑
i∈U
∑
j∈U
j 6=i
yi
pii
y j
pi j
(pii j−piipi j)
= ∑
i∈U
∑
j∈U
(pii j−piipi j) yipii
y j
pi j
.
Notons que Vp(Ii) = pii(1−pii) et Cov(Ii, I j) = pii j−piipi j si i 6= j.
Proposition 3. Si pii j > 0 pour tout (i, j), un estimateur sans biais de la variance (2.2)
est donné par
V̂p
(
tˆypi
)
=∑
i∈s
∑
j∈s
pii j−piipi j
pii j
yi
pii
y j
pi j
. (2.3)
9Démonstration. Nous allons montrer que V̂p(tˆypi) donné par (2.3) est sans biais pour
Vp(tˆypi).
Ep
(
V̂p
(
tˆypi
))
= Ep
(
∑
i∈U
∑
j∈U
pii j−piipi j
pii j
yi
pii
y j
pi j
IiI j
)
= ∑
i∈U
∑
j∈U
pii j−piipi j
pii j
yi
pii
y j
pi j
Ep(IiI j)
= ∑
i∈U
∑
j∈U
{
pii j−piipi j
} yi
pii
y j
pi j
= Vp(tˆypi).
Notons que Ep(IiI j) = pii j pour tout i, j ∈U .
Si le plan de sondage est un plan aléatoire simple sans remise, l’expression de la
variance (2.2) devient
Vp(tˆypi) = N2
(
1− n
N
) S2y
n
, (2.4)
où S2y ≡ ∑
i∈U
(yi− y¯U)2/(N− 1) et y¯U ≡ ty/N. La variance de l’estimateur tˆypi sera donc
petite si la fraction de sondage n/N est grande et/ou la taille de l’échantillon n est grande
et/ou si la dispersion de la variable dans la population est petite. De plus, l’expression de
l’estimateur de variance (2.3) devient
V̂p(tˆypi) = N2
(
1− n
N
) s2y
n
, (2.5)
où s2y ≡ ∑
i∈s
(yi− y¯s)2/(n−1) et y¯s ≡ ∑
i∈s
yi/n.
Si le plan de sondage est un plan de Poisson, l’expression de la variance (2.2) devient
Vp(tˆypi) = ∑
i∈U
1−pii
pii
y2i (2.6)
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et l’expression de l’estimateur de variance (2.3) devient
V̂p(tˆypi) =∑
i∈s
1−pii
pi2i
y2i . (2.7)
2.3 Estimateur de calage
Il est possible d’utiliser de l’information auxiliaire à l’étape de l’estimation dans le
but d’améliorer la précision de l’estimation. Le calage permet d’incorporer une infor-
mation auxiliaire aux estimateurs. Soit xi = (x1i, ...,xJi)′ un vecteur de dimension J des
variables auxiliaires recueillies pour l’unité i ∈ s et dont le total au niveau de la po-
pulation, t x = ∑i∈U xi, est connu. L’estimateur de calage s’exprime comme une somme
pondérée des yi :
tˆyC =∑
i∈s
wiyi, (2.8)
où wi désigne le poids de calage associé à l’unité i.
L’objectif est de déterminer des poids de calage wi qui satisfont la contrainte
tˆxC =∑
i∈s
wixi = t x, (2.9)
signifiant que lorsque le système de pondération {wi; i ∈ s} est appliqué au vecteur des
variables auxiliaires x, on retrouve le vecteur des vrais totaux dans la population t x. Le
respect de la contrainte (2.9) garantit une certaine cohérence entre les estimations issues
de l’enquête et les totaux connus au niveau de la population.
Les poids de calage wi sont choisis de façon à minimiser la distance avec les poids di
qui sont utilisés dans l’estimateur par dilatation (2.1) qui, rappelons-le, a la propriété
d’être sans biais. La distance entre les poids wi et di est mesurée par une fonction
G(wi/di) qui satisfait aux conditions suivantes :
i. G(wi/di)≥ 0 et G(1) = 0 ;
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ii. ∂G(wi/di)∂wi existe, est continue et bijective (donc inversible) ;
iii. G(wi/di) est strictement convexe.
Plus précisément, les poids wi sont obtenus en minimisant
∑
i∈s
diG(wi/di)
qi
, (2.10)
sous la contrainte (2.9), où qi représente un poids associé à l’unité i. Comme nous le
verrons à la section 2.3.2, le coefficient qi est lié à la structure de variance du modèle
reliant la variable d’intérêt y au vecteur des variables auxiliaires x.
En utilisant la méthode des multiplicateurs de Lagrange, nous cherchons les poids wi
qui minimisent
∑
i∈s
diG(wi/di)
qi
−λ ′
(
∑
i∈s
wixi−t x
)
, (2.11)
où λ est un vecteur de J multiplicateurs de Lagrange et l’opérateur « ′ » désigne la
transposée. En dérivant (2.11) par rapport à wi, on obtient :
wi = diF(qiλ ′xi), (2.12)
où F(.) représente la fonction inverse de G′(.) ≡ ∂G(.)∂ . . On remarque que les poids de
calage wi s’écrivent comme le produit du poids de sondage di et d’un facteur d’ajuste-
ment Fi = F(qiλ ′xi). Il reste à déterminer λ en substituant les poids wi de (2.12) dans la
contrainte (2.9) qui devient
∑
i∈s
diF(qiλ ′xi)xi = t x. (2.13)
Dans certains cas, le système d’équations (2.13) possède une solution explicite pour λ .
Dans le cas contraire, un algorithme de localisation des zéros d’une fonction tel que la
méthode de Newton-Raphson peut être utilisé.
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Lorsque la fonction de distance utilisée est celle des moindres carrés généralisés
G(wi/di) =
1
2
(
wi
di
−1
)2
, (2.14)
on a F(u) = 1+u et les poids wi en (2.12) deviennent
wi = di(1+qiλ ′xi). (2.15)
En utilisant (2.15) dans (2.9), on obtient une solution explicite pour λ :
λ =
(
∑
i∈s
diqixix′i
)−1
(t x− tˆ xpi). (2.16)
Finalement, en combinant (2.15) et (2.16), l’estimateur de calage (2.8) s’écrit comme
tˆyC = tˆypi +
(
t x− tˆ xpi
)′B̂, (2.17)
où
B̂ =
(
∑
i∈s
diqixix′i
)−1(
∑
i∈s
diqixiyi
)
. (2.18)
Comme nous le verrons à la section 2.3.2, l’estimateur (2.17) peut être obtenu alterna-
tivement en supposant un modèle de régression reliant la variable d’intérêt y au vecteur
des variables auxiliaires x.
Une autre fonction de distance fréquemment utilisée en pratique est la distance ra-
king ratio, définie par
G(wi/di) =
(
wi
di
)
log
(
wi
di
)
−
(
wi
di
)
+1.
Dans ce cas, on a F(u) = eu et l’équation de calage (2.13) s’écrit comme
∑
i∈s
die(qiλ
′xi)xi = t x. (2.19)
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La résolution du système (2.19) requiert un algorithme de localisation des zéros d’une
fonction comme l’algorithme de Newton-Raphson déjà mentionné.
Remarque 2.1. La distance des moindres carrés généralisés peut mener à des poids de
calage wi négatifs. La méthode du raking ratio, quant à elle, garantit que les poids wi
sont positifs. Par contre, certains poids peuvent être très grands, ce qui tend à accroître
l’instabilité de l’estimateur de calage résultant.
Remarque 2.2. Deville et Särndal (1992) ont proposé plusieurs autres fonctions de
distance, dont certaines permettent de contrôler la dispersion des poids de calage.
2.3.1 Propriétés de l’estimateur de calage
Les propriétés de l’estimateur de calage peuvent être étudiées en utilisant le cadre
asymptotique décrit à l’annexe I.2, où la taille de la population N est considérée comme
fixe. Sous certaines conditions de régularité, Deville et Särndal (1992) ont montré que
1
N
(
tˆyC− tˆypi
)
= Op(1/
√
n).
Autrement dit, l’estimateur de calage tˆyC est convergent sous le plan de sondage. Ils ont
également montré, sous certaines conditions de régularité, que la variance de tˆyC peut
être approximée par
Vp
(
tˆyC
)≈ ∑
i∈U
∑
j∈U
(
pii j−piipi j
)Ei
pii
E j
pi j
, (2.20)
où Ei = yi−x′iB et
B =
(
∑
i∈U
qixix′i
)−1(
∑
i∈U
qixiyi
)
.
Comme nous le verrons à la section 2.3.2, le coefficient B peut être vu comme l’esti-
mateur des moindres carrés généralisés du vecteur des paramètres dans un modèle de
régression reliant la variable d’intérêt y au vecteur des variables auxiliaires x. De plus,
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Ei peut être vu comme un résidu de la régression. La variance (2.20) sera petite lorsque
les résidus Ei sont petits, ce qui survient lorsque le modèle ajuste bien les données.
Le résultat (2.20) est remarquable car il stipule que, quelque soit la fonction de dis-
tance G utilisée, la variance de l’estimateur tˆyC est approximativement égale à celle de
l’estimateur de calage dans le cas où G est donnée par la distance des moindres carrés
généralisés. En effet, les propriétés de l’estimateur (2.17) peuvent être étudiées à l’aide
d’une linéarisation permettant d’exprimer asymptotiquement l’estimateur (2.17) comme
une fonction linéaire d’estimateurs de totaux. À cette fin, un développement en série de
Taylor (Woodruff, 1971) ou la méthode de Demnati-Rao (Demnati et Rao, 2004) peuvent
être utilisés mais demandent d’évaluer une série de dérivées partielles. Ici, nous choisis-
sons de présenter la méthode de linéarisation automatisée de Esteavo et Särndal (2006)
qui est plus directe. On écrit
tˆyC− ty = (tˆypi − ty)+
(
t x− tˆ xpi
)′
(B̂−B +B),
= (tˆypi − ty)+
(
t x− tˆ xpi
)′B + (t x− tˆ xpi)′(B̂−B). (2.21)
Ainsi, sous les conditions usuelles (Isaki et Fuller, 1982),
N−1 (tˆypi − ty) = Op(1/
√
n),
N−1 (tˆ xpi −t x) = Op(1/
√
n),
B̂−B = Op(1/
√
n),
le dernier terme de (2.21) est négligeable par rapport aux deux premiers et on a
1
N
(
tˆyC− ty
)
=
1
N∑i∈s
diEi− 1N ∑i∈U
Ei +Op(n−1). (2.22)
En ignorant les termes d’ordre Op(n−1) dans (2.22) la variance de tˆyC est obtenue comme
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suit :
Vp
(
tˆyC
)≈ Vp(∑
i∈s
diEi
)
,
= ∑
i∈U
∑
j∈U
(
pii j−piipi j
)Ei
pii
E j
pi j
,
et correspond bien à l’expression (2.20).
Remarque 2.3. La variance asymptotique (2.20) peut être estimée sans biais par :
∑
i∈s
∑
j∈s
pii j−piipi j
pii j
Ei
pii
E j
pi j
. (2.23)
Toutefois, cette dernière quantité ne peut pas être calculée en pratique, car le calcul
des Ei requiert que les valeurs de xi et yi soient disponibles pour toutes les unités de
la population. L’estimateur usuel approximativement sans biais de la variance asymp-
totique (2.20) est obtenu en remplaçant dans (2.23) les quantités Ei par les quantités
ei = yi−x′iB̂, qui peuvent être calculées à partir des valeurs recueillies au niveau de
l’échantillon. L’estimateur est donné par
V̂p
(
tˆyC
)
=∑
i∈s
∑
j∈s
pii j−piipi j
pii j
ei
pii
e j
pi j
.
Remarque 2.4. Dans le cas où qi est de la forme qi−1 =α ′xi pour un vecteur α connu,
on peut montrer que
∑
i∈U
Ei =∑
i∈s
diei = 0;
voir annexe I.1 pour la preuve.
2.3.2 Construction de l’estimateur de calage par la régression généralisée
Dans cette section, nous présentons une manière alternative d’obtenir l’estimateur
de calage (2.17) en utilisant une approche par la régression. Supposons le modèle de
16
superpopulation suivant :
m : yi = x′iβ + εi, (2.24)
où β est un vecteur de J paramètres inconnus. Soit Em(.) et Vm(.) les opérateurs dési-
gnant l’espérance et la variance sous le modèle m. On suppose que Em
(
εi
)
= 0, Em
(
εiε j
)
=
0 pour i 6= j et Vm
(
εi
)
= σ2ci. Le coefficient ci associé à l’unité i est supposé connu.
Le modèle (2.24) suppose que la population U à l’étude est tirée d’une superpopulation
infinie hypothétique.
Si les variables d’intérêt étaient connues pour toutes les unités de la population (cas
d’un recensement), on pourrait estimer β par son estimateur des moindres carrés pondé-
rés :
BG =
(
∑
i∈U
ci−1xix′i
)−1(
∑
i∈U
ci−1xiyi
)
(2.25)
et les résidus de la régression seraient
EGi = yi−x′iBG.
Toutefois, l’estimateur BG en (2.25) ne peut être calculé car la variable d’intérêt y n’est
observée que pour i ∈ s. Un estimateur de BG basé sur les valeurs de l’échantillon est
donné par
B̂G =
(
∑
i∈s
ci−1dixix′i
)−1(
∑
i∈s
ci−1dixiyi
)
.
L’estimateur B̂G est asymptotiquement sans biais pour B par rapport au plan de sondage.
Les résidus sont donnés par
eGi = yi−x′iB̂G.
On obtient un estimateur du total en décomposant ty comme
ty = ∑
i∈U
yi
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= ∑
i∈U
x′iβ +∑
i∈U
εi,
puis en estimant chaque terme séparément, ce qui mène à
tˆyG = ∑
i∈U
x′iB̂G +∑
i∈s
dieGi. (2.26)
L’estimateur tˆyG en (2.26) est connu sous le nom d’estimateur par la régression gé-
néralisée ou GREG (Generalized REGression estimator). L’estimateur (2.26) peut être
réécrit comme la somme de l’estimateur de dilatation de ty et d’un terme d’ajustement.
En effet,
tˆyG = ∑
i∈U
x′iB̂G +∑
i∈s
dieGi
= ∑
i∈U
x′iB̂G +∑
i∈s
diyi−∑
i∈s
dix′iB̂G
= tˆ ′xB̂G + tˆypi − tˆ ′xpiB̂G
= tˆypi +
(
t x− tˆ xpi
)′B̂G.
L’estimateur (2.26) est donc équivalent à l’estimateur de calage (2.17), qui est basé sur
la fonction de distance des moindres carrés, en posant qi = ci−1.
Remarque 2.5. L’estimateur par la régression généralisée est asymptotiquement sans
biais, peu importe si le modèle (2.24) est bien spécifié. Sa variance asymptotique est
donnée par (2.20) en posant qi = ci−1.
Remarque 2.6. Un cas particulier de l’estimateur (2.26) lorsqu’il n’y a qu’une seule
variable auxiliaire xi et que ci = xi est l’estimateur par le ratio,
tˆyR =
tˆypi
tˆxpi
tx.
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Un cas particulier de l’estimateur par le ratio est l’estimateur de Hájek,
tˆyH =
tˆypi
N̂pi
N, (2.27)
qui est obtenu en posant xi = 1 pour tout i ∈U, où N̂pi = ∑i∈s di.
Ces deux estimateurs sont des cas particuliers d’estimateurs de calage qui satisfont
la condition q−1i =α
′xi (voir remarque 2.4) en posant α = 1.
Remarque 2.7. Si le vecteur des variables auxiliaires contient une ordonnée à l’origine,
i.e. xi =
(
1,x1i, . . . ,xiJ
)′ et que qi = 1 pour tout i ∈ U alors cette situation est un cas
particulier pour lequel q−1i =α
′xi en posant α =
(
1,0, . . . ,0
)′.
2.4 Échantillonnage à deux phases
En pratique, il arrive que peu ou pas d’information auxiliaire pertinente ne soit dis-
ponible sur la base de sondage. En l’absence d’information auxiliaire, il est donc difficile
d’utiliser des plans de sondage efficaces s’appuyant sur une information auxiliaire ap-
propriée ; par exemple un plan stratifié ou proportionnel à la taille (PPT).
Dans une telle situation, il est possible d’utiliser un plan de sondage à deux phases.
D’abord, une première phase permet de recueillir de l’information auxiliaire peu dis-
pendieuse pour les unités d’un premier échantillon s1 ⊆U de taille n1 sélectionné se-
lon un plan de sondage p1(s1). Définissons I1 = (I11, . . . , I1N)′ le vecteur des variables
indicatrices de sélection des unités dans l’échantillon s1. Puis, en seconde phase, les
variables d’intérêt sont recueillies pour les unités d’un sous-échantillon s2 ⊆ s1 ⊆ U
de taille n2 tiré selon un plan de sondage p2(s2 | I1) généralement plus complexe car
pouvant utiliser l’information auxiliaire recueillie à la première phase. Définissons éga-
lement I2 = (I21, . . . , I2N)′ le vecteur des variables indicatrices de sélection des unités
dans l’échantillon s2.
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Les probabilités d’inclusion de l’unité i dans chacun des échantillons seront notées
pi1i = P(I1i = 1), la probabilité que l’unité i soit dans l’échantillon s1 et pi2i(I1) = P(I2i =
1
∣∣ I1), la probabilité que l’unité i soit dans l’échantillon s2 conditionnelle aux uni-
tés sélectionnées à la première phase. De même, les probabilités d’inclusion conjointe
des unités i et j dans chacun des échantillons seront notées pi1i j = P(I1i = 1, I1 j = 1)
et pi2i j(I1) = P(I2i = 1, I2 j = 1
∣∣ I1). Définissons également pi∗i = pi1ipi2i(I1) et pi∗i j =
pi1i jpi2i j(I1). Il est important de remarquer que les quantités pi2i(I1) et pi2i j(I1) sont des
variables aléatoires puisque le plan de sondage en deuxième phase dépend générale-
ment de l’échantillon observé en première phase. Finalement, on définit les quantités
d1i = pi−11i , d2i(I1) = pi2i(I1)
−1 et d∗i = pi∗i
−1.
2.4.1 Invariance et indépendance
Deux concepts importants en présence d’échantillonnage à deux phases sont l’inva-
riance et l’indépendance. La propriété d’invariance requiert que la sélection à la deuxième
phase ne dépende pas du résultat de la sélection à la première phase, ce qui se traduit par
p2(I2 | I1) = p2(I2).
Lorsqu’il y a invariance, on a pi2i(I1) = pi2i et pi2i j(I1) = pi2i j. Des exemples de plans
de sondages de deuxième phase respectant la propriété d’invariance sont : un plan aléa-
toire simple sans remise à la deuxième phase pour lequel la fraction de sondage n2/n1
ne dépend pas du résultat de l’échantillonnage de première phase ou encore un plan de
Poisson où les pii sont tous égaux (plan de Bernouilli) et indépendants du résultat de
l’échantillonnage de première phase.
Pour sa part, la propriété d’indépendance requiert, qu’à la deuxième phase, les unités
soient sélectionnées de manière à ce que les variables indicatrices I2i et I2 j soient indé-
pendantes si i 6= j. Lorsqu’il y a indépendance, on a pi2i j(I1) = pi2i(I1)pi2 j(I1) lorsque
i 6= j. Un exemple de plan de sondage de deuxième phase respectant la propriété d’indé-
pendance est le plan de Poisson.
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Le plan de sondage à deux degrés qui sera décrit à la section suivante satisfait à la
fois à la propriété d’invariance et d’indépendance.
2.4.2 Échantillonnage à deux degrés
Un cas particulier de l’échantillonnage à deux phases est l’échantillonnage à deux
degrés, qui est fréquemment utilisé en pratique dans le contexte des enquêtes auprès des
ménages. L’échantillonnage à deux degrés peut être utilisé lorsqu’il n’existe pas de base
de sondage des éléments sur lequel les mesures seront prises, mais qu’il existe une base
de sondage pour des regroupements de ces éléments. Prenons l’exemple d’une enquête
s’intéressant aux élèves de niveau secondaire de la province du Québec. Il est fort pro-
bable qu’il n’existe pas une base de sondage des élèves à l’échelle de la province. On
pourrait en construire une mais cela s’avérerait prohibitif. Par contre, s’il existe une base
de sondage des écoles de la province, cette dernière peut être utilisée afin de tirer préa-
lablement un échantillon d’écoles, qui seront contactées afin que dans chaque école, un
échantillon d’élèves puisse être sélectionné. Dans cet exemple, les écoles sont appelées
les unités primaires d’échantillonnage (UPE) ou les grappes et les élèves sont appelés
les unités secondaires d’échantillonnage (USE).
Nous allons maintenant décrire l’échantillonnage à deux degrés de manière géné-
rale et introduire une notation qui lui est propre et qui sera utilisée à la section 3.1.2.
Considérons une population composée de N UPE, U1, . . . ,UN de taille M1, . . . ,MN USE
respectivement. Le premier degré consiste à tirer à partir de cette population un échan-
tillon, s, de taille n UPE selon un plan de sondage donné. Puis dans chaque UPE g de s,
on tire un échantillon, sg, de taille mg USE selon un plan de sondage sonné. Soit ygi la
valeur d’une variable d’intérêt y pour le ie élément dans la ge UPE et soit s′ l’échantillon
d’UPE pour lesquelles au moins une USE a été sélectionnée.
On désignera par pi1g = P(g ∈ s) et pi1gh = P(g ∈ s,h ∈ s) les probabilités d’inclusion
simple et double des UPE au premier degré. On désignera également par pi2gi = P(i∈ sg)
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et pi2gih j = P(i ∈ sg, j ∈ sh) les probabilités d’inclusion simple et double des USE au
second degré.
Remarque 2.8. Le plan de sondage à deux degrés satisfait habituellement les propriétés
d’indépendance et d’invariance. En effet, les échantillons sg sont généralement tirés
indépendamment d’une grappe à l’autre. De plus, la stratégie d’échantillonnage utilisée
au deuxième degré ne dépend généralement pas de ce qui a été obtenu au premier degré.
Remarque 2.9. L’échantillonnage à deux degrés peut être vu comme un cas particulier
de l’échantillonnage à deux phases. En effet, l’ensemble des USE tirées lors du tirage des
UPE au premier degré peut être vu comme l’échantillon de première phase. L’ensemble
des USE tirées au deuxième degré peut être vu comme l’échantillon de deuxième phase
obtenu au moyen d’un plan stratifié pour lequel les strates sont définies par les UPE
tirées au premier degré.
2.5 Estimateur par double dilatation
Afin d’estimer le total ty =∑i∈U yi dans le cadre d’un plan à deux phases, un estima-
teur, appelé estimateur par double dilatation, est donné par :
tˆ∗ypi = ∑
i∈s2
1
pi∗i
yi = ∑
i∈s2
d∗i yi. (2.28)
Proposition 4. L’estimateur par double dilatation est sans biais pour ty sous le plan,
c’est-à-dire Ep
(
tˆ∗ypi
) ≡ E1 E2 (tˆ∗ypi ∣∣ I1) = ty, où E1(·) et E2(· | I1) désignent respective-
ment l’espérance par rapport au plan de sondage p1(s1) et p2(s2 | I1).
Démonstration.
Ep
(
tˆ∗ypi
)
= E1 E2
(
∑
i∈U
d1id2i(I1)yiI1iI2i
∣∣∣∣∣ I1
)
= E1
(
∑
i∈U
d1id2i(I1)yiI1i E2(I2i | I1)
)
= E1
(
∑
i∈U
d1iyiI1i
)
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= ∑
i∈U
d1iyi E1(I1i)
= ty.
Le développement de l’expression de la variance de l’estimateur passe par la dé-
composition classique de l’erreur totale, tˆ∗ypi − ty, en la somme des erreurs dues à chaque
phase :
tˆ∗ypi − ty =
{
tˆ1ypi − ty
}︸ ︷︷ ︸
erreur due à
la première phase
+
{
tˆ∗ypi − tˆ1ypi
}︸ ︷︷ ︸
erreur due à
la deuxième phase
,
où
tˆ1ypi = E2
(
tˆ∗ypi | I1
)
= ∑
i∈s1
d1iyi
constitue l’estimateur qui aurait été utilisé s’il n’y avait qu’une seule phase d’échan-
tillonnage. Dénotons par V1(·) et V2(· | I1) la variance par rapport au plan de sondage
p1(I1) et p2(s2 | I1), respectivement. La variance de tˆ∗ypi peut s’écrire comme la somme
de deux termes :
Vp
(
tˆ∗ypi
)
= Ep
(
tˆ∗ypi − ty
)2
= E1 E2
(
tˆ∗ypi − ty
∣∣ I1)2
= E1 E2
({
tˆ1y − ty
}
+
{
tˆ∗ypi − tˆ1y
} ∣∣ I1)2
= E1 E2
(
tˆ1y − ty
∣∣ I1)2 +E1 E2 (tˆ∗ypi − tˆ1y ∣∣ I1)2
= V1 E2
(
tˆ∗ypi
∣∣ I1)+E1 V2 (tˆ∗ypi ∣∣ I1), (2.29)
où
V1 E2
(
tˆ∗ypi
∣∣ I1)= V1 (tˆy1)= ∑
i∈U
∑
j∈U
(pi1i j−pi1ipi1 j) yipi1i
y j
pi1 j
et
E1 V2
(
tˆ∗ypi | s1
)
= E1
(
∑
i∈s1
∑
j∈s1
{
pi2i j(s1)−pi2i(s1)pi2 j(s1)
} yi
pi∗i
y j
pi∗j
)
,
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en utilisant un développement analogue à celui dans la preuve (2.2) de la variance de
tˆypi . Ces deux quantités représentent respectivement la contribution de la première et de
la deuxième phase d’échantillonnage à la variance totale.
Remarque 2.10. L’estimateur usuel sans biais de Vp
(
t∗ypi
)
est donné par
V̂p
(
tˆ∗ypi
)
= ∑
i∈s2
∑
j∈s2
pi1i j−pi1ipi1 j
pi∗i j
yi
pi1i
y j
pi1 j
+∑
i∈s2
∑
j∈s2
pi2i j(I1)−pi2i(I1)pi2 j(I1)
pi2i j(I1)
yi
pi∗i
y j
pi∗j
,
(2.30)
où les premier et deuxième termes estiment sans biais respectivement les premier et
deuxième termes de la variance (2.29).
2.6 Estimateurs de calage pour des plans à deux phases
Dans cette section, nous présentons des estimateurs de calage pour les plans de son-
dage à deux phases. Ces estimateurs ont été traités, entre autres, par Dupont (1995),
Hidiroglou et Särndal (1998) et Esteavo et Särndal (2006).
Dans le contexte de l’échantillonnage à deux phases, nous distinguons deux niveaux
d’information auxiliaire :
(1) les variables auxiliaires dont le total est connu au niveau de la population ;
(2) les variables auxiliaires disponibles pour toutes les unités à la première phase uni-
quement.
Soit x1i le vecteur des J1 variables auxiliaires de type (1) et soit x2i le vecteur des J2
variables auxiliaires de type (2).
2.6.1 Information auxiliaire de type (1) seulement
Dans cette section, nous considérons le cas où seulement de l’information auxiliaire
de type (1) est utilisée au moment de l’estimation. L’estimateur de calage s’exprime
comme une somme pondérée des yi :
tˆ∗yC1 = ∑
i∈s2
w∗i yi, (2.31)
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où w∗i désigne le poids de calage associé à l’unité i.
Les poids de calage w∗i permettent de satisfaire la contrainte suivante sur l’informa-
tion auxiliaire disponible au niveau de la population :
∑
i∈s2
w∗i x1i = ∑
i∈U
x1i. (2.32)
Soit G(w∗i /d∗i ) la fonction qui mesure la distance entre le poids w∗i et le poids d∗i . Les
poids w∗i sont choisis de façon à minimiser l’expression :
∑
i∈s2
d∗i G(w∗i /d∗i )
qi
,
sous la contrainte (2.32), où qi représente un poids associé à l’unité i. Par un dévelop-
pement analogue à celui dans le cas de l’échantillonnage à une seule phase (voir section
2.3), on obtient
w∗i = d
∗
i F(qiλ
′x1i), (2.33)
où F(.) représente la fonction inverse de G′(.) ≡ ∂G(.)∂ . et où λ ′ est tel que la contrainte
(2.32) est satisfaite. On remarque que le poids w∗i s’écrit comme le produit du poids de
sondage d∗i et d’un facteur d’ajustement Fi = F(qiλ ′x1i). On peut déterminer λ ′ en so-
lutionnant l’équation suivante obtenue en remplaçant les w∗i de (2.33) dans la contrainte
(2.32) :
∑
i∈s2
d∗i F(qiλ
′x1i)x1i = ∑
i∈U
x1i. (2.34)
Lorsque G est donnée par la distance des moindres carrés généralisés (voir expres-
sion 2.14), l’estimateur de calage est donné par
tˆ∗yC1 = ∑
i∈U
x′1iB̂1 +∑
i∈s2
d∗i e1i, (2.35)
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où e1i = yi−x′1iB̂1 et
B̂1 =
(
∑
i∈s2
d∗i qix1ix
′
1i
)−1(
∑
i∈s2
d∗i qix1iyi
)
.
Cet estimateur peut également être construit par la régression généralisée comme à la
section 2.3.2. De plus, la variance asymptotique de l’estimateur (2.31) est la même que
celle de l’estimateur (2.35). Elle peut être obtenue à partir du développement en série de
Taylor de (2.35) :
tˆ∗yC1 ≈ ∑
i∈U
x′1iB1 +∑
i∈s2
d∗i E1i,
où E1i = yi−x′1iB1 et
B1 =
(
∑
i∈U
qix1ix′1i
)−1(
∑
i∈U
qix1iyi
)
.
Ainsi, la variance de l’estimateur (2.31) est donnée par
Vp
(
tˆ∗yC1
)
= V1 E2
(
tˆ∗yC1 | I1
)
+E1 V2
(
tˆ∗yC1 | I1
)
≈ V1
(
∑
i∈s1
d1iE1i
)
+E1 V2
(
∑
i∈s2
d∗i E1i
∣∣∣∣∣ I1
)
= ∑
i∈U
∑
j∈U
(pi1i j−pi1ipi1 j)E1ipi1i
E1 j
pi1 j
+E1
(
∑
i∈s1
∑
j∈s1
{
pi2i j(I1)−pi2i(I1)pi2 j(I1)
}E1i
pi∗i
E1 j
pi∗j
)
. (2.36)
Remarque 2.11. L’estimateur usuel approximativement sans biais de la variance asymp-
totique (2.36) est obtenu en estimant sans biais chaque terme et en remplaçant les quan-
tités E1i par les quantités e1i qui sont connues au niveau de s2. Il est donné par
V̂p
(
tˆ∗yC1
)
= ∑
i∈s2
∑
j∈s2
pi1i j−pi1ipi1 j
pi∗i j
e1i
pi1i
e1 j
pi1 j
+∑
i∈s2
∑
j∈s2
pi2i j(I1)−pi2i(I1)pi2 j(I1)
pi2i j(I1)
e1i
pi∗i
e1 j
pi∗j
.
(2.37)
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Remarque 2.12. Dans le cas où qi est tel que qi−1 =α ′x1i pour un certain vecteurα de
constantes connues, on peut montrer que
∑
i∈U
E1i = ∑
i∈s2
d∗i e1i = 0. (2.38)
Ce résultat aura un intérêt particulier au chapitre 3.
Remarque 2.13. Un estimateur par le ratio peut être obtenu comme cas particulier de
l’estimateur de calage (2.35) avec x1i = x1i et en posant qi−1 = x1i :
tˆ∗yR1 =
tˆ∗ypi
tˆ∗x1pi
tx1. (2.39)
Un cas particulier de tˆ∗yR1 est l’estimateur de Hájek, obtenu en posant x1i = 1
tˆ∗yH1 =
tˆ∗ypi
N̂∗pi
N,
où N̂∗pi = ∑i∈s2 d
∗
i . Ces deux estimateurs satisfont à la condition qi
−1 = α ′x1i (voir re-
marque 2.12) en posant α = 1.
2.6.2 Information auxiliaire de type (2) seulement
Dans cette section, nous considérons le cas où de l’information auxiliaire de type (2)
seulement est utilisée au moment de l’estimation. Le tableau 2.1 résume la disponibilité
de l’information auxiliaire dans cette situation.
Tableau 2.1 – Disponibilité de l’information pour les plans à deux phases avec informa-
tion auxiliaire de type (2) seulement
Ensemble d’unités Information disponible
Population Aucune
Échantillon de première phase {x2i : i ∈ s1}
Échantillon de deuxième phase {(x2i,yi) : i ∈ s2}
Cette situation est assez fréquente en pratique, car l’échantillonnage à deux phases
est utile lorsque peu ou pas d’information auxiliaire est disponible sur la base de sondage.
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L’estimateur de calage s’écrit sous la forme
tˆ∗yC1 = ∑
i∈s2
w∗i yi, (2.40)
où les poids de calage w∗i satisfont la contrainte suivante :
∑
i∈s2
w∗i x1i = ∑
i∈s1
d1ix1i. (2.41)
Soit G(w∗i /d∗i ) la fonction qui mesure la distance entre le poids w∗i et le poids d∗i . Les
poids w∗i sont choisis de façon à minimiser l’expression :
∑
i∈s2
d∗i G(w∗i /d∗i )
qi
,
sous la contrainte (2.41) et où qi représente un poids associé à l’unité i. Par un dévelop-
pement analogue à celui dans le cas de l’échantillonnage à une seule phase (voir section
2.3), on obtient
w∗i = d
∗
i F(qiλ
′x2i), (2.42)
où F(.) représente la fonction inverse de G′(.) ≡ ∂G(.)∂ . et où λ ′ est tel que la contrainte
(2.41) est satisfaite. On remarque que le poids obtenu w∗i s’écrit comme le produit du
poids de sondage d∗i et d’un facteur d’ajustement Fi = F(qiλ ′x2i). On peut déterminer
λ ′ en solutionnant l’équation suivante obtenue en remplaçant les w∗i de (2.42) dans la
contrainte (2.41) :
∑
i∈s2
d∗i F(qiλ
′x2i)x2i = ∑
i∈s1
d1ix2i. (2.43)
Lorsque G est donnée par la distance des moindres carrés généralisés (voir expres-
sion 2.14), l’estimateur de calage est donné par
tˆ∗yC2 = ∑
i∈s1
d1ix′2iB̂2 +∑
i∈s2
d∗i e2i, (2.44)
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où e2i = yi−x′2iB̂2 et
B̂2 =
(
∑
i∈s2
d∗i qix2ix
′
2i
)−1(
∑
i∈s2
d∗i qix2iyi
)
.
Cet estimateur peut également être construit par la régression généralisée comme à la
section 2.3.2. De plus, la variance asymptotique de l’estimateur (2.40) est la même que
celle de l’estimateur (2.44). Elle peut être obtenue à partir du développement en série de
Taylor de (2.44) :
tˆ∗yC2 ≈ ∑
i∈s1
d1ix′2iB2 +∑
i∈s2
d∗i E2i,
où E2i = yi−x′2iB2 et
B2 =
(
∑
i∈U
qix2ix2i′
)−1(
∑
i∈U
qix2iyi
)
.
Sa variance est donnée par
Vp
(
tˆ∗yC2
)
= V1 E2
(
tˆ∗yC2 | I1
)
+E1 V2
(
tˆ∗yC2 | I1
)
≈ V1
(
∑
i∈s1
d1iyi
)
+E1 V2
(
∑
i∈s2
d∗i E2i
∣∣∣∣∣ I1
)
= ∑
i∈U
∑
j∈U
(pi1i j−pi1ipi1 j) yipi1i
y j
pi1 j
+E1
(
∑
i∈s1
∑
j∈s1
{
pi2i j(I1)−pi2i(I1)pi2 j(I1)
}E2i
pi∗i
E2 j
pi∗j
)
. (2.45)
Remarque 2.14. L’estimateur usuel approximativement sans biais de la variance asymp-
totique (2.45) est obtenu en estimant sans biais chaque terme et en remplaçant les quan-
tités E2i par les quantités e2i qui sont connues au niveau de s2. Il est donné par
V̂p
(
tˆ∗yC2
)
= ∑
i∈s2
∑
j∈s2
pi1i j−pi1ipi1 j
pi∗i j
yi
pi1i
y j
pi1 j
+∑
i∈s2
∑
j∈s2
pi2i j(I1)−pi2i(I1)pi2 j(I1)
pi2i j(I1)
e2i
pi∗i
e2 j
pi∗j
.
(2.46)
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Remarque 2.15. Un autre estimateur sans biais de la variance (2.45) peut être obtenu
en utilisant le fait que yi = x′2iB2 +E2i, où E2i = yi−x′2iB2. Ainsi, la composante de la
variance due à l’échantillonnage de première phase peut s’exprimer comme
V1 E2(tˆ∗yC2)≈ ∑
i∈U
∑
j∈U
(pi1i j−pi1ipi1 j) yipi1i
y j
pi1 j
= ∑
i∈U
∑
j∈U
(pi1i j−pi1ipi1 j)x
′
2iB2
pi1i
x′2 jB2
pi1 j
+2∑
i∈U
∑
j∈U
(pi1i j−pi1ipi1 j)x
′
2iB2
pi1i
E2 j
pi1 j
+∑
i∈U
∑
j∈U
(pi1i j−pi1ipi1 j)E2ipi1i
E2 j
pi1 j
(2.47)
Un estimateur approximativement sans biais sous le plan de l’expression (2.47) est
donné par
∑
i∈s1
∑
j∈s1
pi1i j−pi1ipi1 j
pi1i j
x′2iB̂2
pi1i
x′2 jB̂2
pi1 j
+2∑
i∈s1
∑
j∈s2
pi1i j−pi1ipi1 j
pi1i j
x′2iB̂2
pi1i
e2 j
pi∗j
+∑
i∈s2
∑
j∈s2
pi1i j−pi1ipi1 j
pi∗i j
e2i
pi1i
e2 j
pi1 j
en notant que x′2iB̂2 est disponible pour les unités de s1. Ainsi, un estimateur approxima-
tivement sans biais de V (tˆ∗yG) est donné par
V̂ (tˆ∗yG)
alt = ∑
i∈s1
∑
j∈s1
pi1i j−pi1ipi1 j
pi1i j
x′2iB̂2
pi1i
x′2 jB̂2
pi1 j
+2∑
i∈s1
∑
j∈s2
pi1i j−pi1ipi1 j
pi1i j
x′2iB̂2
pi1i
e2 j
pi∗j
+∑
i∈s2
∑
j∈s2
pi1i j−pi1ipi1 j
pi∗i j
e2i
pi1i
e2 j
pi1 j
+∑
i∈s2
∑
j∈s2
pi2i j(I1)−pi2i(I1)pi2 j(I1)
pi2i j(I1)
e2i
pi∗i
e2 j
pi∗j
.
(2.48)
L’utilisation d’information auxiliaire à l’étape de l’estimation de la variance a été étu-
diée entre autres par Axelson (1998) et Hidiroglou, Rao et Haziza (2009). Ainsi, nous
nous attendons à ce que l’estimateur (2.48) soit plus efficace que l’estimateur usuel
(2.46) puisqu’il utilise davantage d’information auxiliaire.
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Remarque 2.16. Dans le cas où qi est de la forme qi−1 =α ′x2i, on peut montrer que
∑
i∈U
E2i = ∑
i∈s2
d∗i e2i = 0. (2.49)
Ce résultat aura un intérêt particulier au chapitre 3.
Remarque 2.17. Si seulement une variable auxiliaire x2 est utilisée et en posant qi−1 =
x2i, on obtient un estimateur de type ratio :
tˆ∗yR2 =
tˆ∗ypi
tˆ∗x2pi
tˆ1x2. (2.50)
2.6.3 Information auxiliaire de types (1) et (2)
Dans cette section, nous considérons le cas où de l’information auxiliaire de type (1)
et (2) est utilisée au stade de l’estimation. Posons xi =
(
x′1i,x
′
2i
)′ le vecteur des J = J1+J2
variables auxiliaires disponibles pour tout i ∈ s1. Le tableau 2.2 résume l’information
disponible pour les unités.
Tableau 2.2 – Disponibilité de l’information pour les plans à deux phases avec informa-
tion auxiliaire de type (1) et (2)
Ensemble d’unités Information disponible
Population {x1i : i ∈U} ou t x1
Échantillon de première phase {xi : i ∈ s1}
Échantillon de deuxième phase {(xi,yi) : i ∈ s2}
Dans ce qui suit, nous allons généraliser la théorie présentée dans Hidiroglou et Särn-
dal (1998) qui n’ont traité que le cas des fonctions de distance de type moindres carrés
généralisés. L’estimateur de calage s’écrit
tˆ∗yC = ∑
i∈s2
w∗i yi, (2.51)
où w∗i désigne le poids de calage associé à l’unité i. Nous utilisons la méthode « top-
down » (Esteavo et Särndal, 2006) pour laquelle le calage s’effectue en deux temps : au
niveau de la population, puis au niveau de l’échantillon de première phase. Il est à noter
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qu’il existe d’autres méthodes tout aussi défendables qui ne mènent généralement pas au
mêmes poids de calage comme la méthode « bottom up » à deux temps ou la méthode
en un temps. Celles-ci sont présentées dans Esteavo et Särndal (2006).
Dans un premier temps, on cherche des poids intermédiaires w1i permettant de satis-
faire la contrainte suivante sur l’information auxiliaire de type (1) disponible au niveau
de la population :
∑
i∈s1
w1ix1i = ∑
i∈U
x1i. (2.52)
Soit G1(w1i/d∗i ) la fonction qui mesure la distance entre le poids w1i et le poids d∗i utilisé
dans l’estimateur de double dilatation. Les poids w1i sont choisis de façon à minimiser
l’expression :
∑
i∈s1
d1iG1(w1i/d1i)
q1i
,
sous la contrainte (2.52) et où q1i représente un poids associé à l’unité i. Par un dévelop-
pement analogue à celui dans le cas de l’échantillonnage à une seule phase (voir section
2.3), on obtient
w1i = d1iF1(q1iλ ′1x1i), (2.53)
où F1(.) représente la fonction inverse de G′1(.)≡ ∂G1(.)∂ . et où λ ′1 est tel que la contrainte
(2.52) est satisfaite. On remarque que le poids obtenu w1i s’écrit comme le produit du
poids de sondage d∗i et d’un facteur d’ajustement F1i = F1(q1iλ ′1x1i). On peut déterminer
λ ′1 en solutionnant l’équation suivante obtenue en remplaçant les w1i de (2.53) dans la
contrainte (2.52) :
∑
i∈s1
d1iF1(q1iλ ′1x1i)x1i = ∑
i∈U
x1i. (2.54)
Dans un deuxième temps, on cherche des poids w∗i permettant de satisfaire la contrainte
suivante sur l’information auxiliaire disponible au niveau de l’échantillon de première
phase :
∑
i∈s2
w∗i xi = ∑
i∈s1
w1ixi. (2.55)
On considère la fonction de distance G2(w∗i /w1id2i(I1)) pour laquelle on voudra mini-
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miser
∑
i∈s2
w1id2i(I1)G2(w∗i /w1id2i(I1))
qi
,
sous la contrainte (2.55) et où qi représente un poids associé à l’unité i. Par un dévelop-
pement analogue à celui dans le cas de l’échantillonnage à une seule phase (voir section
2.3), on obtient
w∗i = w1id2iF2(qiλ
′
2xi),
= d∗i F1(q1iλ
′
1x1i)F2(qiλ
′
2xi), (2.56)
où F2(.) représente la fonction inverse de G′2(.)≡ ∂G2(.)∂ . . On remarque que les poids de
calage w∗i s’écrivent comme le produit du poids de sondage d∗i et d’un facteur d’ajus-
tement F∗i = F1(q1iλ ′1x1i)F2(qiλ
′
2xi). On peut déterminer λ
′
2 en solutionnant l’équation
suivante obtenue en remplaçant les w1i et w∗i de (2.53) et (2.56) dans la contrainte (2.55) :
∑
i∈s2
d∗i F1(q1iλ
′
1x1i)F2(qiλ
′
2xi)xi = ∑
i∈s1
d1iF1(q1iλ ′1x1i)xi, (2.57)
où λ ′1 est le résultat de la solution de l’équation (2.54) précédemment trouvée.
Un cas particulier important de l’estimateur de calage à deux phases est obtenu
lorsque la fonction de distance des moindres carrés est utilisée à chacune des deux phases
de calage :
G1(w1i/di) =
1
2
(
w1i
di
−1
)2
et
G2(w∗i /w1i) =
1
2
(
w∗i
w1i
−1
)2
.
Ceci est le cas particulier traité dans Hidiroglou et Sarndal (1998). Les équations (2.54)
et (2.57) possèdent alors une solution explicite et l’estimateur de calage est donné par
tˆ∗yC = tˆ
∗
y +
(
t x1− tˆ 1x1
)′
B̂1 +
(
tˆ 1x− tˆ∗x
)′
B̂, (2.58)
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où
B̂1 =
(
∑
i∈s1
d1iq1ix1ix′1i
)−1{
∑
i∈s1
d1iq1ix1ixiB̂ +∑
i∈s2
d∗i q1ix1i(yi−xiB̂)
}
(2.59)
et
B̂ =
(
∑
i∈s2
d∗i qixix
′
i
)−1(
∑
i∈s2
d∗i qixiyi
)
. (2.60)
Les expressions B̂1 et B̂ estiment les paramètres de modèles linéaires lorsque les va-
riables q1i et qi désignent l’inverse de la variance des résidus de modèles de régression ;
respectivement un modèle de régression reliant la variable d’intérêt y au vecteur des va-
riables auxiliaires x1 et un autre reliant la variable d’intérêt y au vecteur des variables
auxiliaires x. La construction de l’estimateur (2.58) par la régression sera traitée à la
section 2.6.3.2.
2.6.3.1 Propriétés de l’estimateur de calage à deux phases
Les propriétés de l’estimateur (2.58) peuvent être étudiées à l’aide de la linéarisation :
tˆ∗yC− ty ≈
(
tˆ∗y − ty
)
+
(
t x1− tˆ 1x1
)′
B1 +
(
tˆ 1x− tˆ∗x
)′
B
=
{
∑
i∈s1
d1iE1i−∑
i∈U
E1i
}
+
{
∑
i∈s2
d∗i Ei−∑
i∈s1
d1iEi
}
,
où E1i = yi−x′1iB1 et Ei = yi−x′iB peuvent être vus comme les résidus de modèles de
régression.
La variance de l’estimateur (2.58) est donnée asymptotiquement par :
Vp
(
tˆ∗yC
)
= V1 E2
(
tˆ∗yC
∣∣ I1)+E1 V2 (tˆ∗yC ∣∣ I1),
≈ V1
(
∑
i∈s1
d1iE1i
)
+E1 V2
(
∑
i∈s2
d∗i Ei
∣∣∣∣∣ I1
)
,
= ∑
i∈U
∑
j∈U
(
pi1i j−pi1ipi1 j
)E1i
pi1i
E1 j
pi1 j
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+E1
{
∑
i∈s1
∑
j∈s1
(
pi2i j(I1)−pi2i(I1)pi2 j(I1)
) Ei
pi∗i
E j
pi∗j
}
. (2.61)
La variance (2.61) sera petite lorsque les résidus E1i et les Ei sont petits, ce qui survient
lorsque les modèles de régression ajustent bien les données. D’ailleurs, on s’attend à ce
que les résidus Ei soient plus petits que les résidus E1i puisque l’information contenue
dans le vecteur x est habituellement plus riche que celle contenue dans le vecteur x1.
Remarque 2.18. L’estimateur usuel approximativement sans biais de (2.61) est obtenu
en estimant sans biais chaque terme et en remplaçant les quantités E1i et Ei par les
quantités e1i et ei qui sont connues au niveau de s2. Il est donné par
V̂p
(
tˆ∗yG
)
= ∑
i∈s2
∑
j∈s2
pi1i j−pi1ipi1 j
pi∗i j
e1i
pi1i
e1 j
pi1 j
+∑
i∈s2
∑
j∈s2
pi2i j(I1)−pi2i(I1)pi2 j(I1)
pi2i j(I1)
ei
pi∗i
e j
pi∗j
,
(2.62)
où e1i = yi−x′1iB̂1 et ei = yi−x′iB̂.
Remarque 2.19. Un autre estimateur sans biais de la variance (2.61) peut être obtenu
en utilisant le fait que E1i = yi− x′1iB1 = x′iB− x′1iB1 + Ei où Ei = yi− x′iB. Ainsi, la
composante de la variance due à l’échantillonnage de première phase peut s’exprimer
comme
V1 E2(tˆ∗yC)≈ ∑
i∈U
∑
j∈U
(pi1i j−pi1ipi1 j)E1ipi1i
E1 j
pi1 j
,
= ∑
i∈U
∑
j∈U
(pi1i j−pi1ipi1 j)x
′
iB−x′1iB1
pi1i
x′jB−x′1 jB1
pi1 j
+2∑
i∈U
∑
j∈U
(pi1i j−pi1ipi1 j)x
′
iB−x′1iB1
pi1i
E j
pi1 j
+∑
i∈U
∑
j∈U
(pi1i j−pi1ipi1 j) Eipi1i
E j
pi1 j
.
(2.63)
Un estimateur approximativement sans biais sous le plan de l’expression (2.63) est
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donné par :
∑
i∈s1
∑
j∈s1
pi1i j−pi1ipi1 j
pi1i j
x′iB̂−x′1iB̂1
pi1i
x′jB̂−x′1 jB̂1
pi1 j
+2∑
i∈s1
∑
j∈s2
pi1i j−pi1ipi1 j
pi1i j
x′iB̂−x′1iB̂1
pi1i
e j
pi∗j
+∑
i∈s2
∑
j∈s2
pi1i j−pi1ipi1 j
pi∗i j
ei
pi1i
e j
pi1 j
en notant que x′iB−x′1iB1 est disponible pour les unités de s1. Ainsi, un estimateur ap-
proximativement sans biais de (2.20) est donné par
V̂ (tˆ∗yC)
alt = ∑
i∈s1
∑
j∈s1
pi1i j−pi1ipi1 j
pi1i j
x′iB̂−x′1iB̂1
pi1i
x′jB̂−x′1 jB̂1
pi1 j
+2∑
i∈s1
∑
j∈s2
pi1i j−pi1ipi1 j
pi1i j
x′iB̂−x′1iB̂1
pi1i
e j
pi∗j
+∑
i∈s2
∑
j∈s2
pi1i j−pi1ipi1 j
pi∗i j
ei
pi1i
e j
pi1 j
+∑
i∈s2
∑
j∈s2
pi2i j(I1)−pi2i(I1)pi2 j(I1)
pi2i j(I1)
ei
pi∗i
e j
pi∗j
.
(2.64)
Cet estimateur de variance aura un intérêt particulier au chapitre 3.
Remarque 2.20. Dans le cas où q1i est tel que q−11i = α
′x1i pour un vecteur α de
constantes connues, on peut montrer que
∑
i∈U
E1i = ∑
i∈s2
d∗i e1i = 0.
De la même façon, on montre que si qi est tel que qi−1 = α ′xi pour un vecteur α de
constantes connues, alors
∑
i∈U
Ei = ∑
i∈s2
d∗i ei = 0. (2.65)
Ce dernier résultat sera d’un intérêt particulier au chapitre 3.
Remarque 2.21. Notons qu’en présence d’information auxiliaire de type (1) seulement,
la variance de l’estimateur tˆ∗yC1 donnée par (2.36) et l’estimateur de variance donné par
(2.37) peuvent être obtenus comme cas particulier de la variance (2.61) et de l’estima-
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teur de variance (2.62) en posant x = x1 et x2 = 0. En effet, dans ce cas on a Ei = E1i et
ei = e1i.
Notons également qu’en présence d’information auxiliaire de type (2) seulement, la
variance de l’estimateur tˆ∗yC2 donnée par (2.45) et les estimateurs de variance donnés
par (2.46) et (2.48) peuvent être obtenus comme cas particulier de la variance (2.61) et
des estimateurs de variance (2.62) et (2.64) en posant x = x2 et x1 = 0. En effet, dans ce
cas on a E1i = yi, Ei = E2i, e1i = yi et ei = e2i.
2.6.3.2 Construction de l’estimateur de calage à deux phases par la régression
généralisée
Une manière alternative d’obtenir l’estimateur (2.58) est d’utiliser une approche par
la régression en deux étapes, en supposant deux modèles.
À la première étape, on utilise l’information auxiliaire disponible pour les unités de
U , c’est-à-dire le vecteur x1. On suppose également pour l’instant que la variable d’inté-
rêt est connue pour toutes les unités dans s1.
Un modèle de superpopulation traduisant la relation entre y et x1 est donné par
m1 : yi = x′1iβ 1 + ε1i,
où β 1 est un vecteur de J paramètres inconnus, et ε1i est une variable aléatoire telle que
Em1
(
ε1i
)
= 0, Em1
(
ε1iε1 j
)
= 0 pour i 6= j et Vm1
(
ε1i
)
= σ21 c1i. Le coefficient c1i associé
à l’unité i est supposé connu. Si les valeurs de la variable d’intérêt étaient connues pour
toutes les unités de la population, c’est-à-dire dans le cas d’un recensement, l’estimateur
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des moindres carrés pondérés de β 1 serait
BG1 =
(
∑
i∈U
c−11i x1ix
′
1i
)−1(
∑
i∈U
c−11i x1iyi
)
. (2.66)
D’autre part, si les valeurs de la variable d’intérêt étaient connues pour toutes les unités
dans s1, un estimateur approximativement sans biais de BG1 sous le plan p1 serait donné
par
B˜G1 =
(
∑
i∈s1
d1ic−11i x1ix
′
1i
)−1(
∑
i∈s1
d1ic−11i x1iyi
)
.
Afin d’obtenir l’expression de l’estimateur de ty par la régression, on commence par
exprimer ty comme
ty = ∑
i∈U
(x′1iβ 1 + ε1i) = ∑
i∈U
x′1iβ 1 +∑
i∈U
ε1i.
Un estimateur approximativement sans biais de ty serait
t˜y = ∑
i∈U
x′1iB˜G1 +∑
i∈s1
d1i
(
yi−x′1iB˜G1
)
. (2.67)
Bien sûr, les valeurs de la variable d’intérêt ne sont connues que pour les unités
de l’échantillon s2 et (2.67) ne peut pas être calculé en pratique. C’est pourquoi, une
deuxième étape de régression est nécessaire.
À la deuxième étape, on utilise l’information auxiliaire disponible au niveau de s1,
c’est-à-dire le vecteur x. Le modèle de superpopulation qui traduit la relation entre y et x
est donné par
m : yi = x′iβ + εi,
où β est un vecteur de J paramètres inconnus et εi est une variable aléatoire satisfaisant
Em
(
εi
)
= 0, Em
(
εiε j
)
= 0 pour i 6= j et Vm
(
εi
)
= σ2ci. Le coefficient ci associé à
l’unité i est supposé connu. Si les valeurs de la variable d’intérêt étaient connues pour
toutes les unités de la population, c’est-à-dire dans le cas d’un recensement, l’estimateur
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des moindres carrés pondérés de β serait
BG =
(
∑
i∈U
c−1i xix
′
i
)−1(
∑
i∈U
c−1i xiyi
)
.
D’autre part, si les valeurs de la variable d’intérêt étaient connues pour toutes les unités
dans s1, un estimateur de BG serait donné par
B˜G =
(
∑
i∈s1
d1ic−1i xix
′
i
)−1(
∑
i∈s1
d1ic−1i xiyi
)
.
Mais puisque les valeurs de la variable d’intérêt ne sont connues que pour les unités dans
s2, on estimera B˜G par
B̂G =
(
∑
i∈s2
d∗i c
−1
i xix
′
i
)−1(
∑
i∈s2
d∗i c
−1
i xiyi
)
.
On peut maintenant estimer la quantité t˜y en exprimant d’abord ∑i∈s1 d1iyi comme
∑
i∈s1
d1iyi = ∑
i∈s1
d1i
(
x′iβ + εi
)
= ∑
i∈s1
d1ix′iβ +∑
i∈s1
d1iεi.
Donc, un estimateur de ∑i∈s1 d1iyi est donné par
∑
i∈s1
d1ix′iB̂G +∑
i∈s2
d∗i
(
yi−x′iB̂G
)
.
Finalement, un estimateur de ty est donné par
tˆ∗yG = ∑
i∈U
x′1iB̂G1 +∑
i∈s1
d1i
(
x′iB̂G−x′1iB̂G1
)
+∑
i∈s2
d∗i
(
yi−x′iB̂G
)
, (2.68)
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où B̂G1 est un estimateur approximativement sans biais pour B˜G1 donné par
B̂G1 =
(
∑
i∈s1
d1ic1i−1x1ix′1i
)−1(
∑
i∈s1
d1ic1i−1x1ix′iB̂G +∑
i∈s2
d∗i q1ix1i(yi−x′iB̂G)
)
,
où (
∑
i∈s1
d1ic1i−1x1ix′iB̂G +∑
i∈s2
d∗i q1ix1i(yi−x′iB̂G)
)
est un estimateur par la régression de
∑
i∈s1
d1ic−11i x1iyi = ∑
i∈s1
d1ic−11i x1ix
′
iBG +∑
i∈s1
d1ic−11i x1i
(
yi−x′iBG
)
.
Avec un peu de calculs, on peut montrer que l’estimateur (2.68) est identique à l’es-
timateur de calage (2.58) lorsque l’on pose q1i = c1i−1 et qi = ci−1.
Remarque 2.22. Un estimateur alternatif pour B˜G1 est donné par
B̂altG1 =
(
∑
i∈s2
d∗i c1i
−1x1ix′1i
)−1(
∑
i∈s2
d∗i c1i
−1x1iyi
)
.
Dans ce cas, l’estimateur (2.68) correspond à l’estimateur par la régression générali-
sée pour les plans à deux phases présenté dans Särndal, Swensson et Wretman (1992).
Cet estimateur est asymptotiquement sans biais même si les modèles m1 et m sont mal
spécifiés. De plus, sa variance est donnée par l’expression (2.61) en posant q1i = c1i−1
et qi = ci−1.

CHAPITRE 3
ESTIMATION SIMPLIFIÉE DE LA VARIANCE POUR LES PLANS À DEUX
PHASES
Dans ce chapitre, nous traitons de la problématique de l’utilisation des estimateurs
de variance en pratique. Nous suggérons des estimateurs simplifiés de la variance qui
présentent l’avantage de pouvoir être obtenus au moyen d’un logiciel d’estimation de
variance pour les plans de sondage à une phase. Nous considérons d’abord le cas de l’es-
timation de la variance pour l’estimateur par double dilatation, puis le cas des estimateurs
de calage.
3.1 Estimation simplifiée de la variance de l’estimateur par double dilatation
Rappelons que l’estimateur usuel sans biais de V
(
tˆ∗ypi
)
est donné par :
V̂
(
tˆ∗ypi
)
= ∑
i∈s2
∑
j∈s2
∆1i j
pi2i j(I1)
yiy j +∑
i∈s2
∑
j∈s2
∆2i j(I1)
yi
pi1i
y j
pi1 j
, (3.1)
≡ V̂1
(
tˆ∗ypi
)
+ V̂2
(
tˆ∗ypi
)
,
où
∆1i j =
pi1i j−pi1ipi1 j
pi1i jpi1ipi1 j
et
∆2i j(I1) =
pi2i j(I1)−pi2i(I1)pi2 j(I1)
pi2i j(I1)pi2i(I1)pi2 j(I1)
.
L’utilisation de l’estimateur (3.1) n’est pas aisée en pratique car il requiert les pro-
babilités d’inclusion jointes pi1i j et pi2i j(I1). Lorsque le plan de deuxième phase est
complexe, il est difficile (voire impossible) d’obtenir les probabilités d’inclusion jointes
pi2i j(I1). De plus, l’estimateur (3.1) requiert un logiciel spécialisé conçu pour effectuer
l’estimation de variance dans les plans de sondage à deux phases.
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Il nous apparaît donc utile de proposer des estimateurs de variance simplifiés qui
auront l’avantage de ne pas dépendre des probabilités d’inclusion jointes pi2i j(I1) et qui
pourront être obtenus au moyen d’un logiciel d’estimation de variance pour les plans de
sondage à une phase.
Un premier pas en ce sens a été effectué par Haziza et Beaumont (2005) qui ont
proposé une décomposition alternative de l’estimateur de variance en effectuant les sub-
stitutions
1
pi2i j(I1)
=
1
pi2i(I1)pi2 j(I1)
−∆2i j(I1)
et
1
pi1ipi1 j
=
1
pi1i j
+∆1i j
dans le premier et deuxième terme respectivement de l’expression (3.1) ; voir aussi Singh
(2008). Ainsi, l’estimateur V̂
(
tˆ∗ypi
)
peut s’écrire sous la forme alternative suivante :
V̂
(
tˆ∗ypi
)
= ∑
i∈s2
∑
j∈s2
∆1i j
yi
pi2i(I1)
y j
pi2 j(I1)
+∑
i∈s2
∑
j∈s2
∆2i j(I1)
pi1i j
yiy j (3.2)
≡ V̂R1
(
tˆ∗ypi
)
+ V̂
R
2
(
tˆ∗ypi
)
. (3.3)
Notons que le terme V̂
R
1
(
tˆ∗ypi
)
ne dépend pas de pi2i j(I1) et qu’il peut être calculé à partir
des logiciels d’estimation pour des plans à une phase. En effet, on peut écrire V̂
R
1
(
tˆ∗ypi
)
sous la forme
V̂
R
1
(
tˆ∗ypi
)
= ∑
i∈s1
∑
j∈s1
∆1i jziz j, (3.4)
où
zi =
yi
pi2i(I1)
I2i. (3.5)
Cette expression correspond à l’estimateur de variance de l’estimateur par dilatation (une
seule phase d’échantillonnage) pour une variable d’intérêt zi donnée par (3.5).
La question qui se pose à ce stade est donc : quand l’estimateur V̂
R
1
(
tˆ∗ypi
)
donné par
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(3.4) est-il un bon estimateur de la variance totale V
(
tˆ∗ypi
)
? Autrement dit, sous quelle(s)
condition(s) le terme V̂
R
2
(
tˆ∗ypi
)
est-il négligeable ? Haziza et Beaumont (2005) ont trouvé
de telles conditions dans le cas d’un plan de Poisson à la deuxième phase et dans le cas
du plan à deux degrés. Aux sections 3.1.1 et 3.1.2, nous exposons leurs résultats, puis
à la section 3.1.3, nous considérons le cas d’un plan de sondage aléatoire simple sans
remise à chaque phase et finalement, à la section 3.1.4, nous considérons le cas plus gé-
néral d’un plan quelconque à la première phase et d’un plan aléatoire simple sans remise
à la deuxième phase.
La contribution de V̂
R
2
(
tˆ∗ypi
)
à la variance totale peut être mesurée par
C2
(
tˆ∗ypi
)≡ V̂R2(tˆ∗ypi)
V̂
(
tˆ∗ypi
) = V̂R2(tˆ∗ypi)
V̂1
(
tˆ∗ypi
)
+ V̂2
(
tˆ∗ypi
) .
Dans ce qui suit, nous considérons également la quantité
CR2
(
tˆ∗ypi
)≡ V̂R2(tˆ∗ypi)
V̂2
(
tˆ∗ypi
)
qui constitue une borne supérieure puisqu’on a
|C2
(
tˆ∗ypi
)| ≤ |CR2 (tˆ∗ypi)| (3.6)
lorsque V̂1
(
tˆ∗ypi
)≥ 0 et V̂2(tˆ∗ypi)≥ 0.
3.1.1 Cas d’un plan de Poisson utilisé à la deuxième phase
Le plan de Poisson est décrit dans la section 2.1.2. Dans ce cas, on écrit CR2
(
tˆ∗ypi
)
comme
CR2
(
tˆ∗ypi
)
= ∑
i∈s2
∑
j∈s2
Ωi j(I1)
pi1ipi1 j
pi1i j
, (3.7)
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où
Ωi j(I1) =
∆2i j(I1) yipi1i
y j
pi1 j
∑k∈s2∑l∈s2 ∆2kl(I1)
yk
pi1k
yl
pi1l
et
∑
i∈s2
∑
j∈s2
Ωi j(I1) = 1.
Puisque la sélection des unités se fait de façon indépendante à la deuxième phase, on
a pi2i j(I1) = pi2i(I1)pi2 j(I1) pour i 6= j et donc ∆2i j(I1) = 0 pour i 6= j. En notant que
Ωii(I1)> 0 pour tout i, on obtient à partir de (3.7) :
|CR2
(
tˆ∗ypi
)|= ∑
i∈s2
Ωii(I1)
pi21i
pi1i
= ∑
i∈s2
Ωii(I1)pi1i
≤ ∑
i∈s2
Ωii(I1)max(pi1i)
= max(pi1i)∑
i∈s2
Ωii(I1)
= max(pi1i). (3.8)
Ainsi, sous la condition usuelle max(pi1i) = O(n1/N), il suffit que la fraction de sondage
à la première phase soit négligeable pour que la contribution de V̂
R
2
(
tˆ∗ypi
)
soit négligeable.
Ce résultat est important dans un contexte de non-réponse totale. En effet, le mécanisme
de non-réponse est souvent modélisé au moyen d’un plan de Poisson à la deuxième
phase.
Remarque 3.1. Dans le cas particulier où pi1i = pi1 pour tout i ∈U (par exemple, un
plan aléatoire simple sans remise ou un plan Bernoulli à la première phase), on obtient
CR2
(
tˆ∗ypi
)
= ∑
i∈s2
Ωii(I1)
pi21
pi1
= pi1 ∑
i∈s2
Ωii(I1)
= pi1.
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Ainsi, la contribution de V̂
R
2
(
tˆ∗ypi
)
sera négligeable si pi1 est négligeable.
3.1.2 Cas d’un plan à deux degrés
Considérons le cas de l’échantillonnage à deux degrés décrit à la section 2.4.2. Dans
la notation de l’échantillonnage à deux phases, la borne supérieure sur la contribution du
terme V̂
R
2
(
tˆ∗ypi
)
est donnée par
CR2
(
tˆ∗ypi
)
=
V̂
R
2
(
tˆ∗ypi
)
V̂2
(
tˆ∗ypi
)
=
∑i∈s2∑ j∈s2 ∆2i j
yiy j
pi1i j
∑i∈s2∑ j∈s2 ∆2i j
yi
pi1i
y j
pi1 j
.
En utilisant la notation propre à l’échantillonnage à deux degrés introduite à la section
2.4.2, on exprime CR2 de la façon suivante :
CR2
(
tˆ∗ypi
)
=
∑g∈s′∑h∈s′∑i∈sg∑ j∈sh ∆2gih j
ygiyh j
pi1gh
∑g∈s′∑h∈s′∑i∈sg∑ j∈sh ∆2gih j
ygi
pi1gi
yh j
pi1h j
,
où
∆2gih j =
pi2gih j−pi2gipi2h j
pi2gih jpi2gipi2h j
.
Puisque la sélection des unités se fait généralement de façon indépendante entre les
UPE, on a pi2gih j = pi2gipi2h j lorsque g 6= h, et dans ce cas, ∆2gih j = 0. Alors,
CR2
(
tˆ∗ypi
)
=
∑g∈s′∑i∈sg∑ j∈sg ∆2gig j
ygiyg j
pi1g
∑g∈s′∑i∈sg∑ j∈sg ∆2gig j
ygi
pi1g
yg j
pi1g
,
en notant que pi1gg = pi1g. On peut alors écrire
CR2
(
tˆ∗ypi
)
= ∑
g∈s′
νg
∑g∈s′ νg
pi1g,
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où
νg = ∑
i∈sg
∑
j∈sg
∆2gig j
ygi
pi1g
yg j
pi1g
est une estimation de la variance de tˆ∗g =∑i∈sg ygi/(pi1gpi2gi) conditionnelle à I1. En effet,
on a
V2
(
tˆ∗g | I1
)
= ∑
i∈Ug
∑
j∈Ug
∆2gig jpi2gig j
ygi
pi1g
yg j
pi1g
et E2
(
νg | I1
)
= V2
(
tˆ∗g | I1
)
.
Finalement, on obtient
|CR2
(
tˆ∗ypi
)| ≤ ∑
g∈s′
|νg|
∑g∈s′ |νg|
max(pi1g)
= max(pi1g). (3.9)
Si max(pi1g) = O(n/N) alors la contribution de V̂
R
2
(
tˆ∗ypi
)
est négligeable si n/N, la frac-
tion de sondage au premier degré, est négligeable. Il est à noter que la propriété d’inva-
riance du plan de sondage à deux degrés n’a pas été utilisée pour démontrer ce résultat.
Par conséquent, l’estimateur simplifié V̂
R
1
(
tˆ∗ypi
)
reste valide même si les probabilités de
sélection à la deuxième phase dépendent de l’échantillon sélectionné à la première phase.
Il est facile de montrer que dans le cas d’un plan à deux degrés, le terme V̂
R
1
(
tˆ∗ypi
)
est
équivalent à l’estimateur proposé dans Särndal, Swensson et Wretman (1992) (équation
(4.3.17), p.139) donné par
∑
g∈s′
∑
h∈s′
∆1ghtˆgtˆh, (3.10)
où
∆1gh =
pi1gh−pi1gpi1h
pi1ghpi1gpi1h
et
tˆg = ∑
i∈sg
ygi
pi2gi
.
En effet, en utilisant la notation du plan à deux degrés, V̂
R
1
(
tˆ∗ypi
)
donné par (3.4) s’exprime
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de la façon suivante :
V̂
R
1
(
tˆ∗ypi
)
= ∑
g∈s′
∑
h∈s′
∑
i∈sg
∑
j∈sh
∆1gh
ygi
pi2gi
yh j
pi2h j
. (3.11)
L’équivalence des expressions (3.10) et (3.11) est triviale. Cet estimateur présente un
biais négatif signifiant qu’il sous-estime généralement la variance. Toutefois la sous-
estimation n’est pas importante dans plusieurs cas comme lorsque les probabilité d’in-
clusion à la première phase sont petites.
3.1.3 Cas d’un plan aléatoire simple sans remise utilisé aux deux phases
Supposons qu’un échantillon aléatoire simple sans remise de n1 parmi N unités est
tiré à la première phase, suivi du tirage d’un second échantillon aléatoire simple sans
remise de n2 parmi n1 unités à la deuxième phase. Le plan de sondage aléatoire simple
sans remise a été décrit à la section 2.1.1. Dénotons par f1 ≡ n1/N et f2 ≡ n2/n1 les
fractions de sondage à la première et à la deuxième phase, respectivement. Dans le cas
d’un plan aléatoire simple sans remise aux deux phases, on a
pi1i = n1/N = f1, (3.12)
pi2i = n2/n1 = f2, (3.13)
pi1i j =
n1(n1−1)
N(N−1) =
f1(N f1−1)
(N−1) pour i 6= j (3.14)
et
pi2i j =
n2(n2−1)
n1(n1−1) =
f2(N f1 f2−1)
(N f1−1) pour i 6= j. (3.15)
En utilisant (3.12) à (3.15), on peut calculer les expressions exactes de V̂
R
2
(
tˆ∗ypi
)
,
V̂2
(
tˆ∗ypi
)
et V̂
(
tˆ∗ypi
)
qui sont données par :
V̂
R
2
(
tˆ∗ypi
)
= ∑
i∈s2
∑
j∈s2
∆2i j
pi1i j
yiy j
= N f−11 f
−1
2 (1− f2)
(
1−N−1 f−11
)−1
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×
{[
f1 +N−1
(
f−11 f
−1
2 − f−12 −1
)]
s22y− (1− f1)y¯22
}
, (3.16)
V̂2
(
tˆ∗ypi
)
= ∑
i∈s2
∑
j∈s2
∆2i j
yi
pi1i
y j
pi1 j
= N2
(
1− n1
n2
) s22y
n2
= N f−11 f
−1
2 (1− f2)s22y (3.17)
et
V̂
(
tˆ∗ypi
)
= N2
(
1− n2
N
) s22y
n2
= N f−11 f
−1
2 (1− f1 f2)s22y, (3.18)
où y¯2 ≡ ∑
i∈s2
yi/n2 représente la moyenne de la variable d’intérêt dans l’échantillon s2 et
s22y ≡ ∑
i∈s2
(yi− y¯2)2/(n2−1) représente la variance de la variable d’intérêt dans s2 (voir
preuves à l’annexe I.3).
Dans les deux prochaines sections, nous obtenons les expressions de CR2
(
tˆ∗ypi
)
et
C2
(
tˆ∗ypi
)
et énonçons les conditions sous lesquelles ces quantités sont petites.
3.1.3.1 Étude de la quantité CR2
(
tˆ∗ypi
)
À partir de (3.16) et (3.17), on peut calculer la contribution CR2
(
tˆ∗ypi
)
qui est donnée
par :
CR2
(
tˆ∗ypi
)
=
V̂
R
2
(
tˆ∗ypi
)
V̂2
(
tˆ∗ypi
)
= (1−N−1 f−11 )−1
{
f1 +N−1
(
f−11 f
−1
2 − f−12 −1
)− (1− f1) 1cv2(y)2
}
,
(3.19)
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où cv2(y) ≡ s22y/y¯2 désigne le coefficient de variation calculé au moyen des unités dans
s2.
La contribution de V̂
R
2
(
tˆ∗ypi
)
donnée par (3.19) n’est, en général, pas négligeable
comme nous le montrons dans une étude empirique présentée au chapitre 4. Cependant,
un cas retiendra notre attention : celui pour lequel y¯2 = 0. Dans ce cas, on a cv2(y) = ∞
et 1/cv2(y) = 0. Le tableau 3.1 exhibe les valeurs de CR2
(
tˆ∗ypi
)
lorsque 1/cv2(y) = 0 pour
différentes valeurs de f1 et f2 et quatre valeurs de N. On constate que lorsque la taille
de la population, N, est suffisamment grande, on a CR2
(
tˆ∗ypi
)≈ f1. On constate également,
dans le cas contraire, que pour f1 fixé les plus petites valeurs de CR2
(
tˆ∗ypi
)
sont associées
à une grande fraction de sondage f2.
f1(%) f2(%) CR2 (%) C
R
2 (%) C
R
2 (%) C
R
2 (%)
N = 103 N = 104 N = 105 N = 106
5 5 43.8 8.8 5.4 5.0
5 10 24.4 6.9 5.2 5.0
5 25 12.8 5.8 5.1 5.0
5 50 8.9 5.4 5.0 5.0
10 5 28.2 11.8 10.2 10.0
10 10 19.1 10.9 10.1 10.0
10 25 13.6 10.4 10.0 10.0
10 50 11.8 10.2 10.0 10.0
20 5 28.4 20.8 20.1 20.0
20 10 24.0 20.4 20.0 20.0
20 25 21.6 20.2 20.0 20.0
20 50 20.8 20.1 20.0 20.0
Tableau 3.1 – Valeurs de CR2
(
tˆ∗ypi
)
selon les fractions de sondage pour différentes tailles
de population lorsque 1/cv2(y) = 0.
En fait, à partir de (3.19), on peut montrer que si 1/cv2(y) = 0 et N→ ∞, alors
CR2
(
tˆ∗ypi
)→ f1 (3.20)
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en considérant que f1 et f2 sont fixes. Rappelons que |C2
(
tˆ∗ypi
)| ≤ |CR2 (tˆ∗ypi)|. Il découle
de (3.20) que |C2
(
tˆ∗ypi
)| ≤ f1 lorsque l’on pose 1/cv2(y) = 0 et N = ∞. Dans ce cas, une
condition suffisante afin que V̂
R
2
(
tˆ∗ypi
)
soit négligeable est que la fraction de sondage à
la première phase soit petite. Ce résultat sera particulièrement important lorsque nous
étudierons les estimateurs simplifiés de la variance des estimateurs de calage car ces der-
niers peuvent souvent s’écrire asymptotiquement en fonction de résidus dont la moyenne
est égale à 0 (voir section 3.2).
3.1.3.2 Étude de la quantité C2
(
tˆ∗ypi
)
À partir de (3.16) et (3.18), on peut calculer la contribution C2
(
tˆ∗ypi
)
qui est donnée
par :
C2
(
tˆ∗ypi
)
=
V̂
R
2
(
tˆ∗ypi
)
V̂
(
tˆypi
)
= (1−N−1 f−11 )−1(1− f2)(1− f1 f2)−1
×
{
f1 +N−1
(
f−11 f
−1
2 − f−12 −1
)− (1− f1) 1cv2(y)2
}
. (3.21)
En supposant que f1 et f2 sont fixes et que N → ∞, on a, à partir de l’expression
(3.21) :
C2
(
tˆ∗ypi
)→ (1− f2)(1− f1 f2)−1{ f1− (1− f1) 1cv2(y)2
}
. (3.22)
Le comportement de (3.22) est illustré à la figure 3.1 pour différentes valeurs de cv2(y).
Les plages de valeurs de f1 et f2 colorées représentent les valeurs permettant d’obtenir
|C2
(
tˆ∗ypi
)| ≤ 5%.
On remarque que lorsque cv2(y) est petit, le choix des fractions de sondage aux
première et deuxième phases est relativement restreint. Autrement dit, il est difficile de
trouver des couples ( f1, f2) pour lesquels la contribution de V̂
R
2
(
tˆ∗ypi
)
est négligeable.
Par contre, lorsque le cv2(y) s’accroît, il devient de plus en plus facile de trouver des
situations pour lesquelles V̂
R
2
(
tˆ∗ypi
)
est négligeable. Lorsque N = ∞ et 1/cv2(y) = 0 on
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peut montrer que
0≤C2
(
tˆ∗ypi
)≤ f1
signifiant qu’une fraction de sondage de première phase négligeable est une condition
suffisante pour que la contribution de V̂
R
2
(
tˆ∗ypi
)
à l’estimateur de variance soit négligeable.
Une fraction de sondage élevée à la deuxième phase peut également contribuer à faire
diminuer |C2
(
tˆ∗ypi
)|.
Figure 3.1 – Fractions de sondage permettant |C2
(
tˆ∗ypi
)| ≤ 5% lorsque N = ∞.
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Il peut également être intéressant de regarder le comportement de l’expression exacte
de C2
(
tˆ∗ypi
)
en (3.21) pour différentes valeurs de N tel qu’illustré sur les graphiques sui-
vants.
Figure 3.2 – Fractions de sondage permettant |C2
(
tˆ∗ypi
)| ≤ 5% lorsque cv2(y) = ∞.
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3.1.4 Cas d’un plan aléatoire simple sans remise à la deuxième phase
Lorsqu’un plan aléatoire simple sans remise est utilisé à la deuxième phase avec
un plan quelconque à la première phase, on peut montrer que (voir développements à
l’annexe I.4) :
E1 E2
(
V̂
R
2
(
tˆ∗ypi
)|I1)
E1 E2
(
V̂2
(
tˆ∗ypi
)|I1) ≈ −(∑i∈U yi)
2 +n1∑i∈U y2i
−∑i∈U ∑ j∈U ∆1i jpi1i jyiy j− (∑i∈U yi)2 +n1∑i∈U y
2
i
pi1i
. (3.23)
En supposant les conditions de régularité
∑
i∈U
y2i = O(N),
∑
i∈U
yi = O(N),
∑
i∈U
∑
j∈U
∆1i jpi1i jyiy j = O(N2/n1)
et
∑
i∈U
y2i
pi1i
= O(N2/n1),
le numérateur est O(N2) et le dénominateur est O(N2) (voir annexe I.5 pour une justifi-
cation des conditions de régularité). Le ratio est donc O(1) si le rapport du dénominateur
sur N2 est borné loin de zéro. En général, si les ordres supposés ne surévaluent pas trop
le véritable comportement asymptotique des suites, on ne peut pas conclure que le ratio
(3.42) est négligeable et on ne s’attend pas à ce que la composante V̂
R
2
(
tˆ∗ypi
)
le soit.
Toutefois, si on a ∑i∈U yi = 0 (ce cas survient dans le contexte des estimateurs de
calage), le numérateur est O(Nn1) et le dénominateur est O(N2) et le ratio (3.42) est
O(n1/N). Ainsi, si la fraction de sondage à la première phase n1/N est négligeable, le
ratio est petit.
54
3.2 Estimation simplifiée de la variance de l’estimateur de calage pour les plans à
deux phases
Haziza et Beaumont (2005) se sont intéressés à l’estimation simplifiée de la variance
pour l’estimateur de Hájek donné par (2.27), qui est un cas particulier d’un estimateur
de calage (voir section 2.6.1). Toutefois, le problème de l’estimation simplifiée de la
variance pour l’ensemble des estimateurs de calage n’a, à notre connaissance, toujours
pas été traité dans la littérature. Dans cette section, nous présentons des estimateurs de
la variance simplifié pour les estimateurs de calage, en distinguant bien les trois cas de
disponibilité de l’information auxiliaire présentés précédemment aux sections 2.6.1 à
2.6.3. De plus, nous expliquons sous quelles conditions ces estimateurs de la variance
simplifiés sont valides pour différents plans de sondage.
3.2.1 Information auxiliaire de type (1) seulement
Dans cette section, nous considérons le cas de l’estimateur de calage lorsque l’in-
formation auxiliaire est disponible au niveau de la population tel que décrit à la section
2.6.1. Rappelons que l’estimateur de calage est donné par (2.31), sa variance asympto-
tique par (2.36) et un estimateur de la variance par (2.37) dont l’expression est reportée
ici :
V̂p
(
tˆ∗yC1
)
= ∑
i∈s2
∑
j∈s2
∆1i j
pi2i j(I1)
e1ie1 j +∑
i∈s2
∑
j∈s2
∆2i j(I1)
e1i
pi1i
e1 j
pi1 j
(3.24)
≡ V̂1
(
tˆ∗yC1
)
+ V̂2
(
tˆ∗yC1
)
,
où e1i = yi−x′1iBˆ1 et
Bˆ1 =
(
∑
i∈s2
diqix1ix′1i
)−1(
∑
i∈s2
diqix1iyi
)
.
L’expression (3.24) est identique à l’expression de l’estimateur de la variance de l’es-
timateur par double dilatation donné par (3.1) en remplaçant y par e1. Ainsi, on obtient
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un estimateur simplifié de la variance de la même façon qu’à la section 3.1 :
V̂
(
tˆ∗yC1
)
= ∑
i∈s2
∑
j∈s2
∆1i j
e1i
pi2i(I1)
e1 j
pi2 j(I1)
+∑
i∈s2
∑
j∈s2
∆2i j(I1)
pi1i j
e1ie1 j (3.25)
≡ V̂R1
(
tˆ∗yC1
)
+ V̂
R
2
(
tˆ∗yC1
)
.
qui est identique à l’estimateur simplifié de la variance de l’estimateur par double dila-
tation donné par (3.2) en remplaçant y par e1.
Le terme V̂
R
1
(
tˆ∗yC1
)
peut s’écrire sous la forme
V̂
R
1
(
tˆ∗yC1
)
= ∑
i∈s1
∑
j∈s1
∆1i jziz j, (3.26)
où
zi =
e1i
pi2i(I1)
I2i (3.27)
et peut ainsi être calculé facilement en utilisant les procédures d’estimation de la va-
riance pour les plans à une phase.
Afin d’étudier les conditions sous lesquelles le terme V̂
R
2
(
tˆ∗yC1
)
est négligeable, on
utilise le fait que les quantités V̂1
(
tˆ∗yC1
)
, V̂2
(
tˆ∗yC1
)
, V̂
R
1
(
tˆ∗yC1
)
et V̂
R
2
(
tˆ∗yC1
)
sont identiques
aux quantités V̂1
(
tˆ∗ypi
)
, V̂2
(
tˆ∗ypi
)
, V̂
R
1
(
tˆ∗ypi
)
et V̂
R
2
(
tˆ∗ypi
)
, respectivement, lorsque l’on rem-
place y par e1. De ce fait, les quantités C2
(
tˆ∗yC1
)
et CR2
(
tˆ∗yC1
)
sont identiques aux quantités
C2
(
tˆ∗ypi
)
et CR2
(
tˆ∗ypi
)
, respectivement, lorsque l’on remplace y par e1.
Ainsi, dans le cas où un plan de Poisson est utilisé à la deuxième phase, on obtient
∣∣CR2 (tˆ∗yC1)∣∣≤max(pi1i)
puisque le résultat (3.8) ne dépend pas de la variable d’intérêt y. En supposant que
max
(
pi1i
)
= O(n1/N), le terme V̂
R
2 est négligeable lorsque la fraction de sondage à la
première phase, f1 = n1/N, est négligeable.
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Dans le cas où un plan à deux degrés est utilisé, on obtient
∣∣CR2 (tˆ∗yC1)∣∣≤max(pi1g)
puisque le résultat (3.9) ne dépend pas de la variable d’intérêt y. En supposant que
max
(
pi1g
)
= O(n/N), le terme V̂
R
2
(
tˆ∗yC1
)
est négligeable lorsque la fraction de sondage
au premier degré, n/N, est négligeable.
Dans le cas où un plan aléatoire simple sans remise est utilisé aux deux phases, on
obtient
CR2
(
tˆ∗yC1
)→ f1
lorsque N → ∞ et cv−12 (e1) = 0 (voir résultat (3.20)). Sous ces conditions, on obtient
également
C2
(
tˆ∗yC1
)→ (1− f2)(1− f1 f2)−1 f1, (3.28)
(voir résultat (3.22)). Or, il est facile d’avoir cv−12 (e1) = 0 en choisissant des estimateurs
de calage qui satisfont à qi =α ′x1i pour un certain vecteurα de constantes connues (voir
résultat (2.38)). L’estimateur par le ratio et l’estimateur de Hájek en sont des exemples.
Ainsi, lorsque N → ∞ et 1/cv2(e1) = 0, le terme V̂R2
(
tˆ∗yC1
)
est négligeable lorsque la
fraction de sondage à la première phase, f1 = n1/N, est négligeable. De plus, la contri-
bution du terme V̂
R
2
(
tˆ∗yC1
)
décroît à mesure que f2 croît pour une valeur fixée de f1.
Finalement, lorsqu’un plan aléatoire simple sans remise est utilisé à la première
phase avec un plan quelconque à la deuxième phase, on a que
E1 E2
(
V̂
R
2
(
tˆ∗yC1
)|I1)
E1 E2
(
V̂2
(
tˆ∗yC1
)|I1) ≈ −(∑i∈U E1i)
2 +n1∑i∈U E21i
−∑i∈U ∑ j∈U ∆1i jpi1i jE1iE1 j− (∑i∈U E1i)2 +n1∑i∈U E
2
1i
pi1i
.
(3.29)
Cette expression est identique à (3.42) en remplaçant yi par E1i. Lorsqu’on utilise des
estimateurs de calage satisfaisant à la contrainte qi =α ′x1i pour un certain vecteur α de
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constantes connues, on a ∑i∈U E1i = 0 et il s’ensuit
E1 E2
(
V̂
R
2
(
tˆ∗yC1
)|I1)
E1 E2
(
V̂2
(
tˆ∗yC1
)|I1) ≈ n1∑i∈U E
2
1i
−∑i∈U ∑ j∈U ∆1i jpi1i jE1iE1 j +n1∑i∈U E
2
1i
pi1i
. (3.30)
En supposant les conditions de régularité
∑
i∈U
E21i = O(N),
∑
i∈U
∑
j∈U
∆1i jpi1i jE1iE1 j = O(N2/n1)
et
∑
i∈U
E21i
pi1i
= O(N2/n1),
le numérateur est O(Nn1) et le dénominateur est O(N2) et donc le ratio est O(n1/N) si
le rapport du dénominateur sur N2 est borné loin de zéro. Ainsi, si la fraction de sondage
à la première phase n1/N est négligeable, on s’attend à ce que la composante V̂
R
2
(
tˆ∗yC1
)
de l’estimateur de variance soit négligeable.
3.2.2 Information auxiliaire de type (2) seulement
Dans cette section, nous considérons le cas de l’estimateur de calage lorsque l’infor-
mation auxiliaire est disponible au niveau de l’échantillon de première phase s1 tel que
décrit à la section 2.31. Nous cherchons un estimateur simplifié de la variance de l’esti-
mateur de calage (2.44). Nous considérons l’estimateur de variance alternatif (2.48) dont
l’expression est reportée ici
V̂
(
tˆ∗yC2
)alt
= V̂1
(
tˆ∗yC2
)
+ V̂2
(
tˆ∗yC2
)
, (3.31)
où
V̂1
(
tˆ∗yC2
)
= ∑
i∈s1
∑
j∈s1
∆1i jx′2iBˆ2x
′
2 jBˆ2 +2∑
i∈s1
∑
j∈s2
∆1i jx′2iBˆ2
e2 j
pi2 j
(
I1
) +∑
i∈s2
∑
j∈s2
∆1i j
pi2i j
(
I1
)e2ie2 j
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et
V̂2
(
tˆ∗yC2
)
= ∑
i∈s2
∑
j∈s2
∆2i j
(
I1
) e2i
pi1i
e2 j
pi1 j
.
Comme à la section 3.1, on peut utiliser les équivalences
1
pi2i j
(
I1
) = 1
pi2i
(
I1
) 1
pi2 j
(
I1
) −∆2i j(I1)
et
1
pi1i
1
pi1 j
=
1
pi1i j
+∆1i j
afin d’écrire
∑
i∈s2
∑
j∈s2
∆1i j
pi2i j
(
I1
)e2ie2 j +∑
i∈s2
∑
j∈s2
∆2i j
(
I1
) e2i
pi1i
e2 j
pi1 j
= ∑
i∈s2
∑
j∈s2
∆1i j
e2i
pi2i
(
I1
) e2 j
pi2 j
(
I1
) +∑
i∈s2
∑
j∈s2
∆2i j
(
I1
)
pi1i j
e2ie2 j. (3.32)
En utilisant l’équivalence (3.32) dans l’équation (3.31) on obtient
V̂(tˆ∗yC2)
alt = V̂
R
1
(
tˆ∗yC2
)
+ V̂
R
2
(
tˆ∗yC2
)
, (3.33)
où
V̂
R
1
(
tˆ∗yC2
)
= ∑
i∈s1
∑
j∈s1
∆1i jx′iBˆ2x
′
2 jBˆ+2∑
i∈s1
∑
j∈s2
∆1i jx′2iBˆ2
e2 j
pi2 j
(
I1
)+∑
i∈s2
∑
j∈s2
∆1i j
e2i
pi2i
(
I1
) e2 j
pi2 j
(
I1
)
et
V̂
R
2
(
tˆ∗yC2
)
= ∑
i∈s2
∑
j∈s2
∆2i j
(
I1
)
pi1i j
e2ie2 j.
Notons que le terme V̂
R
1
(
tˆ∗yC2
)
peut s’écrire comme
V̂
R
1
(
tˆ∗yC2
)
= ∑
i∈s1
∑
j∈s1
∆1i jziz j, (3.34)
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où
zi = x′2iBˆ2 +
e2i
pi2i
(
I1
)I2i. (3.35)
Ainsi, dans le cas où un plan de Poisson est utilisé à la deuxième phase, on obtient
encore ∣∣CR2 (tˆ∗yC2)∣∣≤max(pi1i)
puisque le résultat (3.8) ne dépend pas de la variable d’intérêt y. En supposant que
max
(
pi1i
)
= O(n1/N), le terme V̂
R
2
(
tˆ∗yC2
)
est négligeable lorsque la fraction de sondage
à la première phase, f1 = n1/N, est négligeable.
Dans le cas où un plan à deux degrés est utilisé, on obtient encore
∣∣CR2 (tˆ∗yC2)∣∣≤max(pi1g)
puisque le résultat (3.9) ne dépend pas de la variable d’intérêt y. En supposant que
max
(
pi1g
)
= O(n/N), le terme V̂
R
2
(
tˆ∗yC2
)
est négligeable lorsque la fraction de sondage
au premier degré, n/N, est négligeable.
Dans le cas où un plan aléatoire simple sans remise est utilisé aux deux phases, on
obtient
CR2
(
tˆ∗yC2
)→ f1
lorsque N→∞ et cv−12 (e2) = 0 (voir résultat (3.20)). Or, il est facile d’avoir cv−12 (e2) =
0 en choisissant des estimateurs de calage qui satisfont à qi = α ′x2i pour un certain
vecteur α de constantes connues (voir résultat (2.49)). L’estimateur par le ratio en est
un exemple. Ainsi, lorsque N → ∞ et cv−12 (e2) = 0, le terme V̂
R
2
(
tˆ∗yC2
)
est négligeable
lorsque la fraction de sondage à la première phase, f1 = n1/N, est négligeable.
Finalement, lorsqu’un plan aléatoire simple sans remise est utilisé à la première
phase avec un plan quelconque à la deuxième phase, on a que
E1 E2
(
V̂
R
2
(
tˆ∗yC2
)|I1)
E1 E2
(
V̂2
(
tˆ∗yC2
)|I1) ≈ −(∑i∈U E2i)
2 +n1∑i∈U E22i
−∑i∈U ∑ j∈U ∆1i jpi1i jE2iE2 j− (∑i∈U E2i)2 +n1∑i∈U E
2
2i
pi1i
.
(3.36)
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Cette expression est identique à (3.42) en remplaçant yi par E2i. Lorsqu’on utilise des
estimateurs de calage satisfaisant à la contrainte qi =α ′x2i pour un certain vecteur α de
constantes connues, on a ∑i∈U E2i = 0 et donc
E1 E2
(
V̂
R
2
(
tˆ∗yC2
)|I1)
E1 E2
(
V̂2
(
tˆ∗yC2
)|I1) ≈ n1∑i∈U E
2
2i
−∑i∈U ∑ j∈U ∆1i jpi1i jE2iE2 j +n1∑i∈U E
2
2i
pi1i
. (3.37)
En supposant les conditions de régularité
∑
i∈U
E22i = O(N),
∑
i∈U
∑
j∈U
∆1i jpi1i jE2iE2 j = O(N2/n1),
et
∑
i∈U
E22i
pi1i
= O(N2/n1)
le numérateur est O(Nn1) et le dénominateur est O(N2) et donc le ratio est O(n1/N) si
le rapport du dénominateur sur N2 est borné loin de zéro. Ainsi, si la fraction de sondage
à la première phase n1/N est négligeable, on s’attend à ce que la composante V̂
R
2
(
tˆ∗yC2
)
de l’estimateur de variance soit négligeable.
3.2.3 Information auxiliaire de types (1) et (2)
Dans cette section, nous considérons le cas de l’estimateur de calage lorsque l’in-
formation auxiliaire est disponible aux deux niveaux, s1 et U , tel que décrit à la section
2.6.3. Nous cherchons un estimateur simplifié de la variance de l’estimateur de calage
(2.51). Pour ce faire, nous considérons l’estimateur de variance alternatif (2.64) dont
l’expression est reportée ici
V̂
(
tˆ∗yC
)alt
= V̂1
(
tˆ∗yC
)
+ V̂2
(
tˆ∗yC
)
, (3.38)
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où
V̂1
(
tˆ∗yC
)
= ∑
i∈s1
∑
j∈s1
∆1i j(x′iBˆ−x′1iBˆ1)(x′jBˆ−x′1 jBˆ1)+2∑
i∈s1
∑
j∈s2
∆1i j(x′iBˆ−x′1iBˆ1)
e j
pi2 j
(
I1
)
+∑
i∈s2
∑
j∈s2
∆1i j
pi2i j
(
I1
)eie j
et
V̂2
(
tˆ∗yC
)
= ∑
i∈s2
∑
j∈s2
∆2i j
(
I1
) ei
pi1i
e j
pi1 j
.
Comme à la section 3.1, on peut utiliser les équivalences
1
pi2i j
(
I1
) = 1
pi2i
(
I1
) 1
pi2 j
(
I1
) −∆2i j(I1)
et
1
pi1i
1
pi1 j
=
1
pi1i j
+∆1i j
afin d’écrire
∑
i∈s2
∑
j∈s2
∆1i j
pi2i j
(
I1
)eie j +∑
i∈s2
∑
j∈s2
∆2i j
(
I1
) ei
pi1i
e j
pi1 j
= ∑
i∈s2
∑
j∈s2
∆1i j
ei
pi2i
(
I1
) e j
pi2 j
(
I1
) +∑
i∈s2
∑
j∈s2
∆2i j
(
I1
)
pi1i j
eie j. (3.39)
En utilisant l’équivalence (3.39) dans l’équation (3.38) on obtient
V̂(tˆ∗yC)
alt = V̂
R
1
(
tˆ∗yC
)
+ V̂
R
2
(
tˆ∗yC
)
, (3.40)
où
V̂
R
1
(
tˆ∗yC
)
= ∑
i∈s1
∑
j∈s1
∆1i j(x′iBˆ−x′1iBˆ1)(x′jBˆ−x′1 jBˆ1)+2∑
i∈s1
∑
j∈s2
∆1i j(x′iBˆ−x′1iBˆ1)
e j
pi2 j
(
I1
)
+∑
i∈s2
∑
j∈s2
∆1i j
ei
pi2i
(
I1
) e j
pi2 j
(
I1
)
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et
V̂
R
2
(
tˆ∗yC
)
= ∑
i∈s2
∑
j∈s2
∆2i j
(
I1
)
pi1i j
eie j.
Notons que le terme V̂
R
1
(
tˆ∗yC
)
peut s’écrire
V̂
R
1
(
tˆ∗yC
)
= ∑
i∈s1
∑
j∈s1
∆1i jziz j
où
zi = x′iBˆ−x′1iBˆ1 +
ei
pi2i
(
I1
)I2i. (3.41)
Ainsi, dans le cas où un plan de Poisson est utilisé à la deuxième phase, on obtient
encore ∣∣CR2 (tˆ∗yC)∣∣≤max(pi1i)
puisque le résultat (3.8) ne dépend pas de la variable d’intérêt y. En supposant que
max
(
pi1i
)
= O(n1/N), le terme V̂
R
2
(
tˆ∗yC
)
est négligeable lorsque la fraction de sondage à
la première phase, f1 = n1/N, est négligeable.
Dans le cas où un plan à deux degrés est utilisé, on obtient encore
∣∣CR2 (tˆ∗yC)∣∣≤max(pi1g)
puisque le résultat (3.9) ne dépend pas de la variable d’intérêt y. En supposant que
max
(
pi1g
)
= O(n/N), le terme V̂
R
2
(
tˆ∗yC
)
est négligeable lorsque la fraction de sondage
au premier degré, n/N, est négligeable.
Dans le cas où un plan aléatoire simple sans remise est utilisé aux deux phases, on
obtient
CR2
(
tˆ∗yC
)→ f1
lorsque N→ ∞ et cv−12 (e) = 0 (voir résultat (3.20)). Or, il est facile d’avoir cv−12 (e) = 0
en choisissant des estimateurs de calage qui satisfont à qi =α ′xi pour un certain vecteur
α de constantes connues (voir résultat (2.65)). Ainsi, lorsque N → ∞ et cv−12 (e) = 0,
le terme V̂
R
2
(
tˆ∗yC
)
est négligeable lorsque la fraction de sondage à la première phase,
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f1 = n1/N, est négligeable.
Finalement, lorsqu’un plan aléatoire simple sans remise est utilisé à la première
phase avec un plan quelconque à la deuxième phase, on a que
E1 E2
(
V̂
R
2
(
tˆ∗yC
)|I1)
E1 E2
(
V̂2
(
tˆ∗yC
)|I1) ≈ −(∑i∈U Ei)
2 +n1∑i∈U E2i
−∑i∈U ∑ j∈U ∆1i jpi1i jEiE j− (∑i∈U Ei)2 +n1∑i∈U E
2
i
pi1i
. (3.42)
Cette expression est identique à (3.42) en remplaçant yi par Ei. Lorsqu’on utilise des
estimateurs de calage satisfaisant à la contrainte qi = α ′xi pour un certain vecteur α de
constantes connues, on a ∑i∈U Ei = 0 et donc
E1 E2
(
V̂
R
2
(
tˆ∗yC
)|I1)
E1 E2
(
V̂2
(
tˆ∗yC
)|I1) ≈ n1∑i∈U E
2
i
−∑i∈U ∑ j∈U ∆1i jpi1i jEiE j +n1∑i∈U E
2
i
pi1i
. (3.43)
En supposant les conditions de régularité
∑
i∈U
E2i = O(N),
∑
i∈U
∑
j∈U
∆1i jpi1i jEiE j = O(N2/n1),
et
∑
i∈U
E2i
pi1i
= O(N2/n1),
le numérateur est O(Nn1) et le dénominateur est O(N2) et donc le ratio est O(n1/N) si
le rapport du dénominateur sur N2 est borné loin de zéro. Ainsi, si la fraction de sondage
à la première phase n1/N est négligeable, on s’attend à ce que la composante V̂
R
2
(
tˆ∗yC
)
de l’estimateur de variance soit négligeable.
3.3 Justification par l’approche renversée
Nous considérons l’approche renversée proposée par Fay (1991) et développée par
Shao et Steel (1999) dans le cadre de la non-réponse dans les enquêtes. En fait, la si-
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tuation qui prévaut en présence de non réponse peut être vue comme un échantillonnage
à deux phases. À la première phase, un échantillon de la population est tiré selon un
certain plan de sondage. L’ensemble (aléatoire) des répondants, quant à lui, peut être vu
comme un échantillon de deuxième phase, généré au moyen du mécanisme (inconnu)
de non-réponse. Il est à noter que dans un cadre de non-réponse, la propriété d’inva-
riance est généralement satisfaite, car le mécanisme de non-réponse est généralement
indépendant du résultat de l’échantillonnage de première phase. L’approche renversée
suggère de renverser l’ordre des deux phases : d’abord, en appliquant le mécanisme de
non-réponse, la population est divisée en une population de répondants et une population
de non-répondants. Ensuite, un sous-échantillon est tiré de la population ainsi divisée,
selon le plan de sondage choisi.
L’approche renversée peut également s’avérer utile pour obtenir des estimateurs de la
variance dans le contexte de l’échantillonnage à deux phase. Considérons, par exemple,
l’estimateur par double dilatation donné par (2.28). Sa variance peut être exprimée comme
suit :
Vp
(
tˆypi
)
= E2 V1
(
tˆypi
∣∣ I2)+V2 E1 (tˆypi ∣∣ I2), (3.44)
où E1(· | I2) et E2(·) désignent respectivement l’espérance par rapport au plan de sondage
p1(s1 | I2) et p2(s2). Notons que la variance Vp
(
tˆypi
)
est identique à celle obtenue dans la
section 2.5. Autrement dit, l’approche renversée fournit une décomposition alternative à
celle obtenue sous l’approche usuelle. Une différence importante réside dans le fait que,
contrairement à l’approche usuelle, l’approche renversée peut être utilisée uniquement
si la propriété d’invariance est satisfaite, ce que nous supposerons dans le reste de la
présente section. Dans les sections 3.3.1 et 3.3.2, nous montrons que les estimateurs
simplifiés de la variance obtenus au chapitre 4 pour les estimateurs par double dilatation
et de calage peuvent être obtenus en utilisant l’approche renversée.
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3.3.1 Cas de l’estimateur par double dilatation
Rappelons que l’estimateur par double dilatation est donné par
tˆ∗ypi = ∑
i∈s2
1
pi∗i
yi = ∑
i∈s2
d∗i yi.
Sa variance est donnée par (3.44), où
E2 V1
(
tˆ∗ypi
∣∣ I2)= E2 V1
(
∑
i∈U
d∗i yiI1iI2i
∣∣∣∣∣ I2
)
= E2
(
∑
i∈U
∑
j∈U
∆1i jpi1i j
yiI2i
pi2i
y jI2 j
pi2 j
)
et
V2 E1
(
tˆ∗ypi
∣∣ I2)= V2 E1
(
∑
i∈U
d∗i yiI1iI2i
∣∣∣∣∣ I2
)
= V2
(
∑
i∈U
1
pi2i
yiI2i
)
= ∑
i∈U
∑
j∈U
∆2i jpi2i jyiy j.
Un estimateur sans biais au sens Ep
( · )≡ E2 E1 (· ∣∣ I2) de la variance (3.44) est obtenu
en estimant sans biais chaque terme :
∑
i∈s2
∑
j∈s2
∆1i j
yi
pi2i
y j
pi2 j
+∑
i∈s2
∑
j∈s2
∆2i j
pi1i j
yiy j. (3.45)
L’estimateur de variance (3.45) est identique à l’estimateur simplifié de la variance (3.2).
3.3.2 Cas de l’estimateur de calage pour les plans à deux phases
Dans cette section, nous montrons comment obtenir les estimateurs de la variance
simplifiés des estimateurs de calage obtenus dans chacune des trois situations de dispo-
nibilité de l’information auxiliaire à partir de l’approche renversée.
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3.3.2.1 Information auxiliaire de type (1)
Rappelons que le développement en série de Taylor de l’estimateur tˆ∗yC1 mène à :
tˆ∗yC1 ≈ ∑
i∈U
x′1iB1 +∑
i∈s2
d∗i E1i,
où E1i = yi−x′1iB1 et
B1 =
(
∑
i∈U
qix1ix′1i
)−1(
∑
i∈U
qix1iyi
)
.
On a
Vp
(
tˆ∗yC1
)
= E2 V1
(
tˆ∗yC1
∣∣ I2)+V2 E1 (tˆ∗yC1 ∣∣ I2)
≈ E2
(
∑
i∈U
∑
j∈U
∆1i jpi1i j
E1iI2i
pi2i
E1 jI2 j
pi2 j
)
+V2
(
∑
i∈U
1
pi2i
E1iI2i
)
= E2
(
∑
i∈U
∑
j∈U
∆1i jpi1i j
E1iI2i
pi2i
E1 jI2 j
pi2 j
)
+∑
i∈U
∑
j∈U
∆2i jpi2i jE1iE1 j.
Ce développement est identique au développement dans le cas de l’estimateur par double
dilatation en remplaçant yi par E1i. Un estimateur sans biais de Vp
(
tˆ∗yC1
)
est obtenu en
estimant sans biais chaque terme et en remplaçant E1i par e1i :
∑
i∈s2
∑
j∈s2
∆1i j
e1i
pi2i
e1 j
pi2 j
+∑
i∈s2
∑
j∈s2
∆2i j
pi1i j
e1ie1 j. (3.46)
L’expression (3.46) est identique à l’expression (3.25).
3.3.2.2 Information auxiliaire de type (2)
Rappelons que le développement en série de Taylor de l’estimateur tˆ∗yC2 mène à :
tˆ∗yC2 ≈ ∑
i∈s1
d1ix′2iB2 +∑
i∈s2
d∗i E2i,
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où E2i = yi−x′2iB2 et
B2 =
(
∑
i∈U
qix2ix′2i
)−1(
∑
i∈U
qix2iyi
)
.
On a
Vp
(
tˆ∗yC2
)
= E2 V1
(
tˆ∗yC2
∣∣ I2)+V2 E1 (tˆ∗yC2 ∣∣ I2),
où
E2 V1
(
tˆ∗yC2
∣∣ I2)≈ E2 V1
(
∑
i∈U
d1iI1i
{
x′2iB2 +d2iE2iI2i
} ∣∣∣∣∣ I2
)
= E2
(
∑
i∈U
∑
j∈U
∆1i jpi1i j
{
x′2iB2 +d2iE2iI2i
}{
x′2 jB2 +d2 jE2 jI2 j
})
et
V2 E1
(
tˆ∗yC2
∣∣ I2)≈ V2 E1
(
∑
i∈U
d1iI1i
{
x′2iB2 +d2iE2iI2i
} ∣∣∣∣∣ I2
)
= V2
(
∑
i∈U
{
x′2iB2 +d2iE2iI2i
})
= V2
(
∑
i∈U
d2iE2iI2i
)
= ∑
i∈U
∑
j∈U
∆2i jpi2i jE2iE2 j.
Un estimateur sans biais de Vp
(
tˆ∗yC2
)
est obtenu en estimant sans biais chaque terme et
en remplaçant E2i par e2i :
∑
i∈s1
∑
j∈s1
∆1i j
{
x′2iBˆ2 +d2ie2iI2i
}{
x′2 jBˆ2 +d2 je2 jI2 j
}
+∑
i∈s2
∑
j∈s2
∆2i j
pi1i j
e2ie2 j. (3.47)
L’expression (3.47) est identique à l’expression (3.33).
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3.3.2.3 Information auxiliaire de types (1) et (2)
Rappelons que le développement en série de Taylor de l’estimateur tˆ∗yC mène à :
tˆ∗yC ≈ ∑
i∈U
x′1iB1 +∑
i∈s1
d1i
(
x′iB−x′1iB1
)
+∑
i∈s2
d∗i Ei,
où E1i = yi−x′1iB1 et Ei = yi−x′iB et
B1 =
(
∑
i∈U
q1ix1ix′1i
)−1(
∑
i∈U
q1ix1iyi
)
et
B =
(
∑
i∈U
qixix′i
)−1(
∑
i∈U
qixiyi
)
.
On a
Vp
(
tˆ∗yC
)
= E2 V1
(
tˆ∗yC
∣∣ I2)+V2 E1 (tˆ∗yC ∣∣ I2),
où
E2 V1
(
tˆ∗yC
∣∣ I2)≈ E2 V1
(
∑
i∈U
d1iI1i
{
x′iB−x′1iB1 +d2iEiI2i
} ∣∣∣∣∣ I2
)
= E2
(
∑
i∈U
∑
j∈U
∆1i jpi1i j
{
x′iB−x′1iB1 +d2iEiI2i
}{
x′jB−x′1 jB1 +d2 jE jI2 j
})
et
V2 E1
(
tˆ∗yC
∣∣ I2)≈ V2 E1
(
∑
i∈U
d1iI1i
{
x′iB−x′1iB1 +d2iEiI2i
} ∣∣∣∣∣ I2
)
= V2
(
∑
i∈U
{
x′iB−x′1iB1 +d2iEiI2i
})
= V2
(
∑
i∈U
d2iEiI2i
)
= ∑
i∈U
∑
j∈U
∆2i jpi2i jEiE j.
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Un estimateur sans biais de Vp
(
tˆ∗yC
)
est obtenu en estimant sans biais chaque terme et
en remplaçant E1i par e1i de même que Ei par ei :
∑
i∈s1
∑
j∈s1
∆1i j
{
x′iBˆ−x′1iBˆ1 +d2ieiI2i
}{
x′jBˆ−x′1 jBˆ1 +d2ie jI2 j
}
+∑
i∈s2
∑
j∈s2
∆2i j
pi1i j
eie j. (3.48)
L’expression (3.48) est identique à l’expression (3.40).

CHAPITRE 4
ÉTUDES PAR SIMULATION
Dans ce chapitre, nous effectuons des études par simulation afin d’étudier la perfor-
mance des estimateurs ponctuels et des estimateurs de variance présentés aux chapitres
2 et 3 et d’appuyer les résultats théoriques développés. Dans la première étude, nous
considérons le cas où un plan aléatoire simple sans remise est utilisé aux deux phases.
Dans la seconde étude, nous considérons le cas où un plan de Bernoulli est utilisé à la
deuxième phase. Finalement, dans la troisième étude, nous traitons le cas du plan à deux
degrés. Nous allons d’abord décrire les études par simulation, puis nous présenterons et
discuterons les résultats.
4.1 Description des études par simulation
Dans le cadre de chacune des études, nous générons quelques populations à partir de
modèles statistiques. Dans chaque population donnée, un grand nombre d’échantillons,
K, est tiré, selon un plan à deux phases. À partir de chaque échantillon, nous calculons
les valeurs des estimateurs par double dilatation et/ou de type calage ainsi que les estima-
teurs de variance correspondants. Dans les sections 4.1.1, 4.1.2 et 4.1.3, nous décrivons
en détail chacune des trois études par simulation. Puis, dans la section 4.1.4, nous pré-
sentons les mesures Monte Carlo utilisées afin d’évaluer la performance des estimateurs.
4.1.1 Étude 1 : plan aléatoire simple sans remise aux deux phases
Pour cette étude sont générées trois populations de taille 10 000 constituées de deux
variables : une variable d’intérêt y et une variable auxiliaire x. Nous générons d’abord
10 000 réalisations de la variable auxiliaire x à partir d’une distribution beta de para-
mètres α = 10 et β = 3. Puis, à partir des réalisations de la variable x, nous générons les
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réalisations de la variable y en utilisant le modèle
yi = 2xi + εi,
où les εi sont des variables aléatoires indépendantes de loi normale d’espérance nulle et
de variance σ2. La valeur du paramètre σ2, qui varie selon la population, est déterminée
de façon à ce que le coefficient de corrélation, ρ , entre x et y soit de 0,5, 0,7 et 0,9 dans
la première, deuxième et troisième population, respectivement.
Dans une population donnée, nous sélectionnons K = 25 000 échantillons selon le
plan à deux phases suivant. À la première phase, nous tirons un échantillon aléatoire
simple sans remise de la population avec une fraction de sondage f1. À la deuxième
phase, nous tirons un échantillon aléatoire simple sans remise du premier échantillon
avec une fraction de sondage f2. Nous considérons plusieurs valeurs pour les frac-
tions de sondage de première et de deuxième phase : f1 = 5 %, 10 %, 20 % et f2 =
5 %,10 %,25 % et 50 %. À partir de chaque échantillon, nous calculons les estimateurs
tˆ∗ypi , tˆ∗yR1 et tˆ
∗
yR2 donnés par (2.28), (2.39) et (2.50) ainsi que les estimateurs de variance
V̂
(
tˆ∗ypi
)
, V̂
(
tˆ∗yR1
)
et V̂
(
tˆ∗yR2
)alt donnés par (3.2), (3.25) et (3.33) et les estimateurs de va-
riance simplifiés V̂
R
1
(
tˆ∗ypi
)
, V̂
R
1
(
tˆ∗yR1
)
et V̂
R
1
(
tˆ∗yR2
)
donnés par (3.4), (3.26) et (3.34).
4.1.2 Étude 2 : plan Bernoulli à la deuxième phase
Pour cette deuxième étude par simulation, nous utilisons les même populations que
dans l’étude précédente. Dans une population donnée, nous sélectionnons K = 25 000
échantillons à partir de chaque population selon le plan à deux phases suivant. À la pre-
mière phase, nous tirons un échantillon aléatoire simple sans remise de la population
avec une fraction de sondage f1. À la deuxième phase, nous tirons un échantillon Ber-
nouilli de paramètre pi2. Nous considérons plusieurs valeurs pour f1 et pi2 : f1 = 5 %,
10 %, 20 % et pi2 = 5 %,10%,25 % et 50 %. À partir de chaque échantillon, nous cal-
culons les estimateurs tˆ∗ypi , tˆ∗yR1 et tˆ
∗
yR2 donnés par (2.28), (2.39) et (2.50) ainsi que les
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estimateurs de variance V̂
(
tˆ∗ypi
)
, V̂
(
tˆ∗yR1
)alt et V̂(tˆ∗yR2)alt donnés par (3.2), (3.25) et (3.33)
et les estimateurs de variance simplifiés V̂
R
1
(
tˆ∗ypi
)
, V̂
R
1
(
tˆ∗yR1
)
et V̂
R
1
(
tˆ∗yR2
)
donnés par (3.4),
(3.26) et (3.34).
4.1.3 Étude 3 : plan à deux degrés
Dans le cadre de cette troisième étude, nous générons deux populations de taille
N = 500 UPES. Dans chaque UPE, Ug, nous générons le nombre d’USE Mg selon le
modèle
Mg = 10+W,
où W ∼ Bin(25,0.6). Chaque USE est constituée d’une variable d’intérêt y dont la ie
valeur dans l’UPE Ug est générée d’après le modèle
ygi = 200+αg + εgi,
où les αg sont des variables aléatoires indépendantes de loi normale d’espérance nulle
et de variance σ2α et les εgi sont des variables aléatoires indépendantes de loi normale
d’espérance nulle et de variance σ2ε . Les valeurs de σ2α et σ2ε sont déterminées de façon
à ce que le coefficient de corrélation intra-classe, donné par
ICC =
σ2α
σ2α +σ2ε
, (4.1)
soit égal à 5 % dans la première population et à 20 % dans la seconde.
Nous sélectionnons, dans chaque population, K = 25 000 échantillons selon le plan
à deux degrés suivant. Au premier degré, nous tirons un échantillon sans remise avec
des probabilités d’inclusion inégales à l’aide de la méthode de Rao-Sampford (voir Rao,
1965 et Sampford, 1967). Nous considérons les valeurs de la fraction de sondage au
premier degré f1 = n/N suivantes : 2 % et 10 %. Au deuxième degré, nous tirons un
échantillon aléatoire simple sans remise de mg = 2, 5 ou 10 USES dans chaque UPE.
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À partir de chaque échantillon, nous calculons l’estimateur tˆ∗ypi donné par (2.28), l’esti-
mateur de variance V̂
(
tˆ∗ypi
)
donné par (3.2) ainsi que l’estimateur de variance simplifié
V̂
R
1
(
tˆ∗ypi
)
donné par (3.4).
4.1.4 Mesures Monte Carlo
Les mesures Monte Carlo ont pour but d’évaluer la performance d’un estimateur
dans le cadre d’une étude par simulation. Soit θ̂ un estimateur d’un paramètre θ . On
peut approximer l’espérance de θ̂ par son espérance Monte Carlo qui est donnée par
EMC(θ̂) =
1
K
K
∑
k=1
θ̂k, (4.2)
où θ̂k est l’estimateur de θ calculé à partir de l’échantillon k. La loi des grands nombres
garantit que EMC(θ̂) ne s’éloigne pas trop de E(θ̂) pourvu que K soit suffisamment
grand. Comme mesure du biais de θ̂ , nous utilisons son biais relatif Monte Carlo donné
par
RBMC(θ̂) =
EMC(θ̂)−θ
θ
, (4.3)
où EMC(θ̂) est donné par (4.2).
La variance de l’estimateur θ̂ peut être approximée par la variance Monte Carlo
VMC(θ̂) =
1
K
K
∑
k=1
[
θ̂k−EMC(θ̂)
]2
. (4.4)
Une autre mesure de l’efficacité de l’estimateur θ̂ , liée à la variance (4.4), est donnée par
le coefficient de variation Monte Carlo :
CVMC(θ̂) =
√
VMC(θ̂)
θ
. (4.5)
La probabilité de couverture d’un intervalle de confiance de niveau 1−α pour le para-
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mètre θ peut être approximée par
PCMC =
1
K
K
∑
k=1
Ak,
où Ak est une variable indicatrice telle que Ak = 1, si l’intervalle de confiance pour le ke
échantillon contient le paramètre θ , et Ak = 0, sinon. Notons que l’intervalle de confiance
de niveau 95 % pour le paramètre θ sous l’échantillon k est donné par
θˆk±1,96
√
V̂(θ̂k),
où V̂(θ̂k) est un estimateur de la variance de θ̂k.
Dans chacune des trois études par simulation, nous calculons des mesures Monte
Carlo. Dans ce qui suit, nous utilisons la notation générique tˆy pour désigner un des
estimateurs ponctuels : tˆ∗ypi , tˆ∗yC1 ou tˆ
∗
yC2 selon le contexte. Nous utilisons également la
notation générique V̂ afin de désigner un estimateur de variance.
Afin d’étudier le comportement des estimateurs ponctuels en termes de biais, nous
utilisons le biais relatif Monte Carlo donné par (4.3) en remplaçant θ̂ par tˆy et θ par ty.
De manière similaire, nous évaluons l’efficacité en calculant le coefficient de variation
Monte Carlo à partir de la formule (4.5) en remplaçant θ̂ par tˆy et θ par ty.
Afin d’étudier le problème de l’estimation de la variance, nous calculons le biais
relatif Monte Carlo des estimateurs de variance simplifiés et non simplifiés en remplaçant
θ̂ par V̂ et θ par V(tˆy) dans la formule (4.3). Nous calculons également l’espérance
Monte Carlo des contributions C2(·) et CR2 (·) dans l’expression simplifiée de l’estimateur
de variance à partir de la formule (4.2) en remplaçant θ̂ par C2(·) et CR2 (·).
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4.2 Résultats et discussion
Dans les paragraphes qui suivent, nous commentons uniquement les tableaux de
résultats pour la population avec le coefficient de corrélation ρ = 0,7 et celle avec
ICC = 5 %. Les tableaux des résultats pour les autres populations se trouvent à l’an-
nexe II. Toutes les simulations ont été effectuées avec le logiciel SAS version 9.2 pour
Windows.
Les tableaux 4.1, 4.2 et 4.3 présentent la performance des estimateurs ponctuels pour
chacune des études pas simulation. Dans les trois cas, les résultats suggèrent que tous les
estimateurs considérés ne présentent pratiquement pas de biais, ce qui est cohérent avec
les résultats du chapitre 2. En effet, le biais relatif est dans tous les cas inférieur ou égal
à 0,1 %. On remarque également que, pour une valeur fixe de f1, l’efficacité des estima-
teurs ponctuels augmente lorsque la fraction de sondage à la deuxième phase augmente.
Par exemple, dans le tableau 4.3, lorsque f1 = 10 % et mg = 2, on a CVMC
(
tˆ∗ypi
)
= 2,3 %
alors que lorsque mg = 10, on a CVMC
(
tˆ∗ypi
)
= 1,6 %. De plus, dans les deux premières
études par simulation, on remarque que l’estimateur tˆ∗yR1 est toujours au moins aussi
efficace que l’estimateur tˆ∗yR2, qui lui est toujours plus efficace que l’estimateur tˆ
∗
ypi . Par
exemple, dans le tableau 4.1, lorsque f1 = 10 % et f2 = 25 %, on a CVMC
(
tˆ∗yR1
)
= 0,6 %,
CVMC
(
tˆ∗yR2
)
= 0,7 % et CVMC
(
tˆ∗ypi
)
= 1,1 %. Il n’est pas surprenant que les estima-
teurs de calage soient plus efficaces que l’estimateur par double dilatation car ceux-ci
incorporent de l’information auxiliaire fortement liée à la variable d’intérêt y. De plus,
l’information auxiliaire utilisée par tˆ∗yR1 est plus riche que celle utilisée par tˆ
∗
yR2 car elle
est connue au niveau de la population plutôt qu’au niveau de l’échantillon s1.
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tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 RBMC CVMC RBMC CVMC RBMC CVMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 0,0 3,5 0,0 1,9 0,0 2,0
5 10 0,0 2,5 0,0 1,4 0,0 1,5
5 25 0,0 1,6 0,0 0,9 0,0 1,1
5 50 0,0 1,1 0,0 0,6 0,0 0,9
10 5 0,0 2,4 0,0 1,3 0,0 1,4
10 10 0,0 1,7 0,0 1,0 0,0 1,0
10 25 0,0 1,1 0,0 0,6 0,0 0,7
10 50 0,0 0,8 0,0 0,4 0,0 0,6
20 5 0,0 1,7 0,0 1,0 0,0 1,0
20 10 0,0 1,2 0,0 0,7 0,0 0,7
20 25 0,0 0,8 0,0 0,4 0,0 0,5
20 50 0,0 0,5 0,0 0,3 0,0 0,4
Tableau 4.1 – Performance des estimateurs ponctuels dans le cadre de l’étude par simu-
lation avec un plan aléatoire simple sans remise aux deux phases pour la population avec
ρ = 0,7.
tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 RBMC CVMC RBMC CVMC RBMC CVMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 0,1 19,8 0,0 2,0 0,0 2,1
5 10 0,1 13,7 0,0 1,4 0,0 1,5
5 25 0,1 7,9 0,0 0,9 0,0 1,1
5 50 0,1 4,6 0,0 0,6 0,0 0,9
10 5 0,0 14,1 0,0 1,4 0,0 1,4
10 10 0,0 9,7 0,0 1,0 0,0 1,0
10 25 0,1 5,6 0,0 0,6 0,0 0,7
10 50 0,0 3,2 0,0 0,4 0,0 0,6
20 5 0,1 9,9 0,0 1,0 0,0 1,0
20 10 0,1 6,8 0,0 0,7 0,0 0,7
20 25 0,0 3,9 0,0 0,4 0,0 0,5
20 50 0,0 2,3 0,0 0,3 0,0 0,4
Tableau 4.2 – Performance des estimateurs ponctuels dans le cadre de l’étude par simu-
lation avec un plan Bernoulli à la deuxième phase pour la population avec ρ = 0,7.
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f1 mg RBMC
(
tˆ∗ypi
)
CVMC
(
tˆ∗ypi
)
(%) (%) (%)
2 2 0,0 5,2
2 5 0,0 4,1
2 10 0,0 3,6
10 2 0,0 2,3
10 5 0,0 1,8
10 10 0,0 1,6
Tableau 4.3 – Performance des estimateurs ponctuels dans le cadre de l’étude par simu-
lation avec un plan à deux degrés pour la population avec ICC = 5 %.
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Les tableaux 4.4, 4.5 et 4.6 exhibent le comportement des estimateurs de variance
non simplifiés dans chacune des étude par simulation. Dans tous les scénarios, le biais de
l’estimateur de variance est petit, ce qui est cohérent avec les résultats vus au chapitre 2.
Par exemple, dans le tableau 4.5, lorsque f1 = 5 % et f2 = 10 %, on a RBMC
[
V̂
(
tˆ∗ypi
)]
=
−1,2 %, RBMC
[
V̂
(
tˆ∗yR1
)]
= −3,2 % et RBMC
[
V̂
(
tˆ∗yR2
)]
= −2,8 %. Les pourcentages
de couverture Monte Carlo sont tous entre 91,5 % et 95,1 % et sont plus près de 95 %
lorsque f1 est grande. Cela s’explique par le fait que les conditions du théorème limite
central sont mieux respectées lorsque la taille d’échantillon est grande.
V̂
(
tˆ∗ypi
)
V̂
(
tˆ∗yR1
)
V̂
(
tˆ∗yR2
)alt
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 0,4 93,6 -0,6 93,8 -0,8 93,8
5 10 -0,1 94,3 -0,5 94,4 -0,2 94,8
5 25 -0,5 94,6 -0,5 94,7 0,7 94,8
5 50 1,0 95,0 0,2 94,8 1,2 95,1
10 5 1,0 94,5 1,6 94,7 1,7 94,7
10 10 -0,1 94,7 0,6 94,8 0,5 94,8
10 25 -2,0 94,8 -1,3 94,6 -0,6 94,7
10 50 0,9 95,0 0,2 95,0 0,8 94,9
20 5 1,0 94,8 -1,5 94,5 -1,0 94,5
20 10 0,4 94,9 0,0 94,8 0,2 95,0
20 25 0,2 94,9 0,4 94,9 1,5 95,1
20 50 -0,3 95,0 1,4 95,1 0,2 95,0
Tableau 4.4 – Performance de l’estimateur de variance V̂
R
1
( ·)+ V̂R2( ·) dans le cadre de
l’étude par simulation avec un plan aléatoire simple sans remise aux deux phases pour
la population avec ρ = 0,7.
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V̂
(
tˆ∗ypi
)
V̂
(
tˆ∗yR1
)
V̂
(
tˆ∗yR2
)alt
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 0,0 93,9 -8,3 91,6 -7,6 92,2
5 10 -1,2 94,5 -3,2 93,4 -2,8 94,1
5 25 0,4 95,1 -1,5 94,4 -0,8 94,5
5 50 -0,6 94,9 0,2 95,0 -0,4 94,8
10 5 -0,8 94,4 -3,5 93,5 -3,4 93,6
10 10 -1,7 95,0 0,8 94,5 0,9 94,6
10 25 -0,1 95,0 -0,1 94,8 -0,5 94,7
10 50 0,4 94,9 0,1 95,0 0,7 95,1
20 5 1,0 94,8 -0,9 94,3 -1,2 94,4
20 10 0,9 94,8 -1,8 94,7 -1,5 94,8
20 25 0,7 95,0 0,6 94,9 1,4 94,9
20 50 -0,1 95,1 1,3 94,7 -0,5 94,9
Tableau 4.5 – Performance de l’estimateur de variance V̂
R
1 (·)+ V̂
R
2 (·) dans le cadre de
l’étude par simulation avec un plan Bernoulli à la deuxième phase pour la population
avec ρ = 0,7.
f1 mg RBMC
(
V̂
(
tˆ∗ypi
))
CVMC
(
V̂
(
tˆ∗ypi
))
(%) (%) (%)
2 2 0,0 91,5
2 5 0,0 91,7
2 10 -0,4 91,6
10 2 2,0 94,5
10 5 0,6 93,9
10 10 -0,2 93,4
Tableau 4.6 – Performance de l’estimateur de variance V̂
R
1
(
tˆ∗ypi
)
+ V̂
R
2
(
tˆ∗ypi
)
dans le cadre
de l’étude par simulation avec un plan à deux degrés pour la population avec ICC = 5 %.
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Les tableaux 4.7, 4.8 et 4.9 présentent la performance des estimateurs de variance
simplifiés pour les trois études par simulation. On remarque que dans la première étude,
où un plan aléatoire simple sans remise a été utilisé aux deux phases, l’estimateur sim-
plifié de la variance de l’estimateur par double dilatation présente un biais relatif Monte
Carlo important (entre 1451 % et 3000 %) et que les pourcentages de couverture Monte
Carlo associés sont tous de 100 %. Cela confirme que le terme V̂
R
2
(
tˆ∗ypi
)
n’est pas né-
gligeable dans cette situation et que V̂
R
1
(
tˆ∗ypi
)
surestime considérablement la variance,
menant à des intervalles de confiance trop larges.
En dehors de l’estimateur simplifié de la variance de l’estimateur par double dilata-
tion dans la première étude, tous les autres estimateurs simplifiés de la variance se com-
portent raisonnablement. D’une part, ils présentent des valeurs raisonnables de biais re-
latif Monte Carlo. Par exemple, dans le tableau 4.8, lorsque f1 = 10 % et f2 = 25 %, on a
RBMC
[
V̂
R
1
(
tˆ∗ypi
)]
=−10,0 %, RBMC
[
V̂
(
tˆ∗yR1
)]
=−7,8 % et RBMC
[
V̂
(
tˆ∗yR2
)]
=−5,5 %.
D’ailleurs, on remarque que le biais Monte Carlo est moins important pour les petites
valeurs de f1. Par exemple, dans le tableau 4.9, lorsque f1 = 2 % et mg = 2 %, on
a RBMC
[
V̂
(
tˆ∗ypi
)]
= −1,2 % et lorsque f1 = 10 %, on a RBMC
[
V̂
(
tˆ∗ypi
)]
= −4,3 %.
En général, celui-ci est également moins important lorsque la fraction de sondage à la
deuxième phase augmente, pour une valeur de f1 fixée. D’autre part, les pourcentages de
couverture Monte Carlo se situent tous entre 90,9 % et 94,9 %. D’ailleurs, on remarque
que les pourcentages de couverture Monte Carlo sont tous légèrement inférieurs à ceux
leur correspondant dans l’un des tableaux 4.4, 4.5 et 4.6.
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V̂
R
1
(
tˆ∗ypi
)
V̂
R
1
(
tˆ∗yR1
)
V̂
R
1
(
tˆ∗yR2
)
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 3000 100 -9,0 92,6 -8,3 92,7
5 10 2830 100 -6,7 93,6 -5,4 94,1
5 25 2372 100 -4,8 94,2 -2,2 94,5
5 50 1624 100 -2,6 94,5 -0,1 94,9
10 5 2859 100 -9,9 93,2 -8,7 93,4
10 10 2690 100 -9,4 93,5 -7,8 93,7
10 25 2232 100 -9,2 93,6 -5,8 94,1
10 50 1574 100 -5,2 94,3 -1,8 94,7
20 5 2541 100 -21,2 91,4 -19,1 91,8
20 10 2418 100 -18,7 92,1 -15,7 92,7
20 25 2073 100 -15,6 92,8 -9,5 93,8
20 50 1451 100 -9,9 93,7 -5,4 94,3
Tableau 4.7 – Performance de l’estimateur de variance V̂
R
1
( ·) dans le cadre de l’étude par
simulation avec un plan aléatoire simple sans remise aux deux phases pour la population
avec ρ = 0,7.
V̂
R
1
(
tˆ∗ypi
)
V̂
R
1
(
tˆ∗yR1
)
V̂
R
1
(
tˆ∗yR2
)
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 -4,9 93,4 -12,7 90,9 -11,5 91,6
5 10 -6,1 93,9 -7,6 92,8 -6,4 93,5
5 25 -4,6 94,5 -5,2 93,9 -3,2 94,3
5 50 -5,4 94,3 -2,4 94,7 -1,6 94,6
10 5 -10,7 93,0 -12,7 92,2 -11,7 92,4
10 10 -11,5 93,7 -8,4 93,3 -6,7 93,7
10 25 -10,0 93,7 -7,8 93,7 -5,5 94,2
10 50 -9,4 93,7 -5,1 94,3 -1,8 94,8
20 5 -19,1 91,7 -19,9 91,5 -18,6 91,9
20 10 -19,2 92,0 -19,8 91,6 -16,7 92,6
20 25 -19,3 92,3 -15,3 92,7 -9,4 93,6
20 50 -19,6 92,0 -10,0 93,5 -6,0 94,3
Tableau 4.8 – Performance de l’estimateur de variance V̂
R
1 (·) dans le cadre de l’étude par
simulation avec un plan Bernoulli à la deuxième phase pour la population avec ρ = 0,7.
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f1 mg RBMC
(
V̂
1(
tˆ∗ypi
))
CVMC
(
V̂
1(
tˆ∗ypi
))
(%) (%) (%)
2 2 -1,2 91,3
2 5 -0,6 91,5
2 10 -0,7 91,5
10 2 -4,3 93,6
10 5 -3,1 93,3
10 10 -2,0 93,2
Tableau 4.9 – Performance de l’estimateur de variance V̂
R
1
(
tˆ∗ypi
)
dans le cadre de l’étude
par simulation avec un plan à deux degrés pour la population avec ICC = 5 %.
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Les tableaux 4.10, 4.11 et 4.12 présentent l’espérance Monte Carlo des mesures de
contribution de V̂
R
2
( · ) à l’estimateur de variance dans chacune des études par simula-
tion. Dans la première étude, il n’est pas surprenant de constater que l’espérance Monte
Carlo des mesures de contribution C2
(
tˆ∗ypi
)
et CR2
(
tˆ∗ypi
)
est importante (respectivement,
entre −3301 % et −1566 % et entre −3466 % et −2625 %). Toutefois, en ce qui a trait
aux estimateurs par le ratio, les mesures de contribution EMC
[
CR2
( · )] concordent avec
les valeurs exactes figurant dans le tableau 3.1. On observe d’ailleurs EMC
[
CR2
( ·)]≈ f1
(voir résultat (3.20)). Dans cette première étude, on observe également pour tous les esti-
mateurs de variance que pour f1 fixé,
∣∣EMC [CR2 (·)]∣∣ et ∣∣EMC [C2(·)]∣∣ diminuent lorsque
f2 augmente.
Dans la seconde étude, on observe EMC
[
CR2 (·)
]
= f1 pour les trois estimateurs de
variance, ce qui concorde avec la remarque 3.1.
Dans la troisième étude, on observe EMC
[
CR2 (·)
]≈ f1.
À l’exception du cas de l’estimateur tˆ∗ypi dans l’étude 1, on observe dans tous les cas
que EMC
[
C2
( ·)] est inférieur à EMC [CR2 ( ·)] (voir expression (3.6)) et que la différence
est d’autant plus importante que la fraction de sondage à la deuxième phase est grande
pour un f1 fixé. Ceci est particulièrement notable pour les estimateurs de calage. Par
exemple, dans le tableau 4.11 pour l’estimateur V̂(tˆ∗yR2), lorsque f1 = 10 % et f2 = 5 %,
on observe EMC
[
CR2
(
V̂(tˆ∗yR2)
)]
= 8,6 % et EMC
[
C2
(
V̂(tˆ∗yR2)
)]
= 10 % alors que lorsque
f2 = 50 % on observe EMC
[
CR2
(
V̂(tˆ∗yR2)
)]
= 2,5 % et EMC
[
C2
(
V̂(tˆ∗yR2)
)]
= 10 %.
En comparant les résultats obtenus pour la population avec ρ = 0,7 à ceux des po-
pulations avec ρ = 0,5 et ρ = 0,9 (voir annexe II.1 et II.2), on note que, dans l’étude
1, l’estimateur simplifié de la variance de l’estimateur par double dilatation n’est valides
dans aucune des populations. De plus, les valeurs de EMC
(
CR2
(
tˆ∗yR1
))
, EMC
(
C2
(
tˆ∗yR1
))
et
EMC
(
CR2
(
tˆ∗yR2
))
sont identiques dans les trois populations, mais celles de EMC
(
C2
(
tˆ∗yR2
))
sont plus petites lorsque ρ est grand. En ce qui a trait à l’étude par simulation 2, les va-
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leurs de EMC
(
CR2
( · )) et EMC (C2(tˆ∗yR1)) sont identiques dans les trois populations, les
valeurs de EMC
[
C2(tˆ∗ypi)
]
sont très similaires et les valeurs de EMC
(
C2
(
tˆ∗yR2
))
sont plus
petites lorsque ρ est grand. En comparant les résultats obtenus pour la population avec
ICC = 5 % à ceux de la population avec ICC = 20 % (voir annexe II.3), on note que
les valeurs de EMC
[
CR2
(
tˆ∗ypi
)]
sont très similaires dans les deux populations et que les
valeurs de EMC
[
C2
(
tˆ∗ypi
)]
sont plus petites dans la population avec le plus grand ICC.
Enfin, les études par simulation confirment parfaitement la théorie présentée au cha-
pitre 3.
tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 -3301 -3466 8,4 8,8 7,5 8,8
5 10 -2971 -3285 6,2 6,9 5,1 6,9
5 25 -2429 -3198 4,4 5,8 2,8 5,8
5 50 -1621 -3162 2,8 5,4 1,3 5,4
10 5 -2969 -3109 11,3 11,8 10,2 11,8
10 10 -2756 -3032 9,9 10,9 8,2 10,9
10 25 -2301 -2992 8,0 10,4 5,2 10,4
10 50 -1566 -2976 5,4 10,2 2,6 10,2
20 5 -2576 -2685 20,0 20,8 18,3 20,8
20 10 -2436 -2652 18,7 20,4 15,8 20,4
20 25 -2079 -2633 15,9 20,2 10,8 20,2
20 50 -1459 -2625 11,2 20,1 5,6 20,1
Tableau 4.10 – Contribution de V̂
R
2
( · ) dans le cadre de l’étude par simulation avec un
plan aléatoire simple sans remise aux deux phases pour la population avec ρ = 0,7.
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tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 5,0 5 4,8 5 4,2 5
5 10 5,0 5 4,5 5 3,7 5
5 25 4,9 5 3,8 5 2,4 5
5 50 4,9 5 2,6 5 1,2 5
10 5 10,0 10 9,5 10 8,6 10
10 10 10,0 10 9,1 10 7,5 10
10 25 9,9 10 7,7 10 5,0 10
10 50 9,7 10 5,3 10 2,5 10
20 5 20,0 20 19,2 20 17,5 20
20 10 19,9 20 18,4 20 15,5 20
20 25 19,8 20 15,8 20 10,7 20
20 50 19,5 20 11,1 20 5,5 20
Tableau 4.11 – Contribution de V̂
R
2 (·) dans le cadre de l’étude par simulation avec un
plan Bernoulli à la deuxième phase pour la population avec ρ = 0,7.
f1 mg EMC
(
C2
)
EMC
(
CR2
)
(%) (%) (%)
2 2 1,6 2,0
2 5 0,9 2,0
2 10 0,4 2,0
10 2 6,5 10,1
10 5 4,0 10,1
10 10 1,9 10,2
Tableau 4.12 – Contribution de V̂
R
2
(
tˆ∗ypi
)
dans le cadre de l’étude par simulation avec un
plan à deux degrés pour la population avec ICC = 5 %.
CHAPITRE 5
CONCLUSION
Dans ce mémoire, nous avons proposé des estimateurs simplifiés de la variance des
estimateurs par double dilatation et de calage utilisés dans le cas des plans de sondages
à deux phases. Ces estimateurs simplifiés présentent l’avantage de pouvoir être calculés
à partir de logiciels pour les plans à une phase.
Nous avons étudié les conditions de validité de ces estimateurs simplifiés de la va-
riance. Nous avons conclu que lorsqu’un plan de Poisson est utilisé à la deuxième phase,
les estimateurs simplifiés sont valides lorsque la fraction de sondage à la première phase
est négligeable. Nous avons conclu, dans le cas d’un plan à deux degrés, que les esti-
mateurs simplifiés sont valides lorsque la fraction de sondage au premier degré est né-
gligeable. Ce résultat est en accord avec celui de Singh (2008) qui propose d’ailleurs un
plan de sondage hybride permettant de toujours satisfaire la propriété d’indépendance.
Finalement, nous avons conclu, lorsqu’un plan aléatoire simple sans remise est utilisé
à la deuxième phase (ou aux deux phases), que l’estimateur simplifié de la variance de
l’estimateur par double dilatation n’est généralement pas valide mais que l’estimateur
simplifié de la variance de certains estimateurs de calage, comme les estimateurs par le
ratio ou l’estimateur de Hájek, est valide lorsque la taille échantillonnale est suffisam-
ment grande et que la fraction de sondage à la première phase est négligeable.
De plus, nous avons montré, en supposant la propriété d’invariance des plans à deux
phases, que les estimateurs simplifiés peuvent être obtenus au moyen de l’approche ren-
versée proposée par Fay (1991) et Shao et Steel (1999).
Enfin, les études par simulation que nous avons effectuées ont corroboré les résultats
théoriques.
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Annexe I
Compléments théoriques
I.1 Preuve de la remarque 2.4
Nous montrons dans un premier temps que, lorsque q−1i =α
′xi, on a ∑i∈s diei = 0.
D’abord notons que 1 = qiα ′xi. On a
∑
i∈s
diei =∑
i∈s
di
(
yi−x′iBˆ
)
=∑
i∈s
diqiα ′xi
(
yi−x′iBˆ
)
=α ′
[
∑
i∈s
diqixiyi−∑
i∈s
diqixix′iBˆ
]
=α ′
[
∑
i∈s
diqixiyi−∑
i∈s
diqixiyi
]
= 0.
De façon analogue, on peut montrer que ∑i∈U Ei = 0 en remplaçant s par U , Bˆ par B, ei
par Ei et di par 1 dans la démarche précédente.
I.2 Cadre asymptotique
Le cadre asymptotique fréquemment utilisé en échantillonnage pour étudier les pro-
priétés des estimateurs prend en compte le fait que la taille de la population N est fixe.
On considère donc une suite de populations finies {Uν}∞ν=1 telles que U1⊆U2⊆ . . . dont
les tailles sont croissantes : Nν > Nν−1. On considère également la suite d’échantillons
{sν ⊆Uν}∞ν=1 tirés par un plan de sondage pν(sν). Les tailles d’échantillon sont aussi
croissantes : nν > nν−1. Sous ce cadre asymptotique, il est sous-entendu que Nν → ∞ et
nν → ∞ lorsque ν → ∞.
Définition 1. Soit {Xν}∞ν=1 une suite de variables aléatoires et {hν}∞ν=1 une suite de
ii
nombre réels tels que hν > 0 pour hν = 1, . . . ,∞. On écrit
Xν = Op
(
hν
)
,ν → ∞ (I.1)
si et seulement si pour tout nombre réel ε > 0, il existe un nombre réel Mε > 0 et un
entier naturel ν0 tel que P(|Xν | ≥Mεhν)≤ ε pour tout ν > ν0.
Définition 2. Soit {xν}∞ν=1 et {hν}∞ν=1 des suites de nombres réels tels que hν > 0 pour
ν = 1, . . . ,∞.
On écrit
xν = O
(
hν
)
,ν → ∞ (I.2)
si et seulement si il existe un nombre réel M > 0 et un entier naturel ν0 tel que |xν | ≤Mhν
pour tout ν > ν0.
I.3 Calcul des quantités V̂
R
2
(
tˆ∗ypi
)
, V̂2
(
tˆ∗ypi
)
et V̂
(
tˆypi
)
dans le cas d’un plan aléatoire
simple sans remise aux deux phases
On a
V̂
R
2
(
tˆ∗ypi
)
= ∑
i∈s2
∑
j∈s2
∆2i j
pi1i j
yiy j
= ∑
i∈s2
∑
j∈s2
j 6=i
∆2i j
pi1i j
yiy j +∑
i∈s2
∆2ii
pi1i
y2i
=
N(N−1)
n1(n1−1) ∑i∈s2
∑
j∈s2
j 6=i
∆2i jyiy j +
N
n1
∑
i∈s2
∆2iiy2i
=
N(N−1)
n1(n1−1)
[
∑
i∈s2
∑
j∈s2
∆2i jyiy j−∑
i∈s2
∆2iiy2i
]
+
N
n1
∑
i∈s2
∆2iiy2i
=
N(N−1)
n1(n1−1) ∑i∈s2
∑
j∈s2
∆2i jyiy j− Nn1
(
N−1
n1−1 −1
)
∑
i∈s2
∆2iiy2i
iii
=
N(N−1)
n1(n1−1)n
2
1
(
1− n2
n1
)
s22
n2
− N
n1
(
N−n1
n1−1
)
∑
i∈s2
(
1− n2
n1
)(
n1
n2
)2
y2i
=
N(N−1)
(n1−1) n1
(
1− n2
n1
)
s22
n2
− Nn1
n22
(
N−n1
n1−1
)(
1− n2
n1
)
∑
i∈s2
y2i
=
N(N−1)
(n1−1) n1
(
1− n2
n1
)
s22
n2
− Nn1
n22
(
N−n1
n1−1
)(
1− n2
n1
)[
(n2−1)s22 +n2y¯22
]
=
Nn1
(n1−1)n2
(
1− n2
n1
)
s22
[
(N−1)− (N−n1)(n2−1)
n2
]
− Nn1
n2
(
N−n1
n1−1
)(
1− n2
n1
)
y¯22
=
Nn1
(n1−1)n22
(
1− n2
n1
)
s22
(
N−n2 +n1n2−n1
)− Nn1
n2
(
N−n1
n1−1
)(
1− n2
n1
)
y¯22
=
N2n1
(n1−1)n2
(
1− n2
n1
)(
1
Nn2
{N−n2 +n1n2−n1}s22y +
1
N
{N−n1}y¯22
)
=
N2n1
(n1−1)n2
(
1− n2
n1
)(
N−1
{
N
n2
−1+n1− n1n2
}
s22y +
{
1− n1
N
}
y¯22
)
= N f−11 f
−1
2 (1− f2)
(
1−N−1 f−11
)−1
×
{[
f1 +N−1
(
f−11 f
−1
2 − f−12 −1
)]
s22y− (1− f1)y¯22
}
,
V̂2
(
tˆ∗ypi
)
= ∑
i∈s2
∑
j∈s2
∆2i j
yi
pi1i
y j
pi1 j
=
(
N
n1
)2
∑
i∈s2
∑
j∈s2
∆2i jyiy j
=
(
N
n1
)2
n21
(
1− n2
n1
) s22y
n2
= N2
(
1− n2
n1
) s22y
n2
= N f−11 f
−1
2 (1− f2)s22y
iv
et
V̂
(
tˆ∗ypi
)
= N2
(
1− n2
N
) s22y
n2
= N f−11 f
−1
2 (1− f1 f2)s22y
puisque le tirage d’un échantillon aléatoire simple sans remise de n1 parmi N unités
suivit d’un échantillon aléatoire simple sans remise de n2 parmi les n1 unités résultant
du premier tirage est équivalent à un seul tirage aléatoire simple sans remise de n2 parmi
N unités.
I.4 Calcul de l’espérance de V̂
R
2
(
tˆ∗ypi
)
et V̂2
(
tˆ∗ypi
)
dans le cas d’un plan aléatoire simple
sans remise à la première phase
E1 E2
[
V̂
R
2
(
tˆ∗ypi
)|I1]≈ ∑
i∈U
∑
j∈U
∆2i jpi2i jyiy j
=−n1
n2
(
1− n2
n1
)
1
n1−1 ∑i∈U ∑j∈U
j 6=i
yiy j +
n1
n2
(
1− n2
n1
)
∑
i∈U
y2i
=−n1
n2
(
1− n2
n1
)
1
n1−1 ∑i∈U ∑j∈U
yiy j +
n1
n2
(
1− n2
n1
)
n1
n1−1 ∑i∈U
y2i
=−n1
n2
(
1− n2
n1
)
1
n1−1
(
∑
i∈U
yi
)2
+
n1
n2
(
1− n2
n1
)
n1
n1−1 ∑i∈U
y2i
E1 E2
[
V̂2
(
tˆ∗ypi
)|I1]≈ ∑
i∈U
∑
j∈U
∆2i jpi2i jpi1i j
yi
pi1i
y j
pi1 j
=−n1
n2
(
1− n2
n1
)
1
n1−1 ∑i∈U ∑j∈U
j 6=i
pi1i j
pi1ipi1 j
yiy j +
n1
n2
(
1− n2
n1
)
∑
i∈U
y2i
pi1i
v=−n1
n2
(
1− n2
n1
)
1
n1−1 ∑i∈U ∑j∈U
{
pi1i j
pi1ipi1 j
−1+1
}
yiy j
+
n1
n2
(
1− n2
n1
)
1
n1−1 ∑i∈U
y2i
pi1i
+
n1
n2
(
1− n2
n1
)
∑
i∈U
y2i
pi1i
=−n1
n2
(
1− n2
n1
)
1
n1−1 ∑i∈U ∑j∈U
∆1i jpi1i jyiy j
− n1
n2
(
1− n2
n1
)
1
n1−1
(
∑
i∈U
yi
)2
+
n1
n2
(
1− n2
n1
)
n1
n1−1 ∑i∈U
y2i
pi1i
I.5 Justification de conditions de régularité
On a ∑i∈U yi = O(N) puisque
∑
i∈U
yi ≤ ∑
i∈U
max(yi)
= Nmax(yi).
On a ∑i∈U y2i = O(N) puisque
∑
i∈U
y2i ≤ ∑
i∈U
max(y2i )
= Nmax(y2i ).
On a ∑i∈U ∑ j∈U ∆1i jpi1i jyiy j = O(N2/n1) puisque
∑
i∈U
∑
j∈U
∆1i jpi1i jyiy j = ∑
i∈U
∑
j∈U
j 6=i
{
pi1i j−pi1ipi1 j
} yi
pi1i
y j
pi1i
+∑
i∈U
(
1
pi1i
−1
)
y2i
≤
∣∣∣∣∣∣∣∑i∈U ∑j∈U
j 6=i
{
pi1i j−pi1ipi1 j
} yi
pi1i
y j
pi1i
∣∣∣∣∣∣∣+∑i∈U {max(d1i)−1}y2i
vi
≤ ∑
i∈U
∑
j∈U
j 6=i
∣∣pi1i j−pi1ipi1 j∣∣ yipi1i y jpi1i +{max(d1i)−1}∑i∈U y2i
≤ ∑
i∈U
∑
j∈U
j 6=i
max
∣∣pi1i j−pi1ipi1 j∣∣max(d1i)max(d1 j)yiy j
+{max(d1i)−1}∑
i∈U
y2i
= max
∣∣pi1i j−pi1ipi1 j∣∣max(d1i)max(d1 j)

(
∑
i∈U
yi
)2
−∑
i∈U
y2i

+{max(d1i)−1}∑
i∈U
y2i ,
en supposant que max(d1i) = O(N/n1) et max
∣∣pi1i j− pi1ipi1 j∣∣ = O(n1/N2). Ces condi-
tions sont respectées, par exemple, dans le cas d’un plan aléatoire simple sans remise à
la première phase, car on a
max(d1i) = N/n1
= O(N/n1)
et
max
∣∣pi1i j−pi1ipi1 j∣∣= ∣∣∣∣n1N n1−1N−1 − n1N n1N
∣∣∣∣
=
n1
N
∣∣∣∣n1−1N−1 − n1N
∣∣∣∣
=
n1
N
∣∣∣∣ N−n1N(N−1)
∣∣∣∣
=
n1
N
1
N−1
(
1− n1
N
)
≤ n1
N
1
N−1
≈ O(n1/N2).
vii
On a ∑i∈U
y2i
pi1i = O(N
2/n1) puisque
∑
i∈U
y2i
pi1i
≤ ∑
i∈U
max(y2i )max(d1i)
= Nmax(y2i )max(d1i),
en supposant que max(d1i) = O(N/n1).

Annexe II
Résultats de simulation supplémentaires
II.1 Étude 1 : plan aléatoire simple sans remise aux deux phases
II.1.1 Résultats pour la population avec ρ = 0,5
tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 RBMC CVMC RBMC CVMC RBMC CVMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 0,0 4,2 0,0 2,9 0,0 3,0
5 10 0,0 2,9 0,0 2,1 0,0 2,2
5 25 0,0 1,9 0,0 1,3 0,0 1,5
5 50 0,0 1,3 0,0 0,9 0,0 1,1
10 5 0,0 2,9 0,0 2,1 0,0 2,1
10 10 0,0 2,1 0,0 1,5 0,0 1,5
10 25 0,0 1,3 0,0 0,9 0,0 1,0
10 50 0,0 0,9 0,0 0,6 0,0 0,8
20 5 0,0 2,1 0,0 1,5 0,0 1,5
20 10 0,0 1,5 0,0 1,0 0,0 1,1
20 25 0,0 0,9 0,0 0,6 0,0 0,7
20 50 0,0 0,6 0,0 0,4 0,0 0,5
Tableau II.1 – Performance des estimateurs ponctuels dans le cadre de l’étude par simu-
lation avec un plan aléatoire simple sans remise aux deux phases pour la population avec
ρ = 0,5.
xV̂
(
tˆ∗ypi
)
V̂
(
tˆ∗yR1
)
V̂
(
tˆ∗yR2
)alt
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 0,4 93,8 0,8 94,0 1,1 94,1
5 10 0,0 94,4 1,0 94,5 0,3 94,5
5 25 -0,2 94,8 -2,0 94,4 -2,2 94,5
5 50 1,1 94,7 0,6 94,8 0,4 95,0
10 5 0,8 94,3 -0,3 94,3 -0,1 94,5
10 10 0,3 94,9 0,2 94,7 0,4 94,8
10 25 -0,8 94,8 -0,1 94,7 -0,6 94,8
10 50 0,3 94,9 1,6 95,1 0,1 94,9
20 5 0,5 94,9 1,5 94,8 1,3 94,9
20 10 1,1 95,0 -0,9 94,8 -0,3 94,9
20 25 0,3 95,0 0,6 95,1 0,2 95,2
20 50 2,1 95,2 -0,1 94,9 0,8 95,2
Tableau II.2 – Performance de l’estimateur de variance V̂
R
1 (·)+ V̂
R
2 (·) dans le cadre de
l’étude par simulation avec un plan aléatoire simple sans remise aux deux phases pour
la population avec ρ = 0,5.
V̂
R
1
(
tˆ∗ypi
)
V̂
R
1
(
tˆ∗yR1
)
V̂
R
1
(
tˆ∗yR2
)
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 2085 100 -7,7 93,0 -7,0 93,1
5 10 1978 100 -5,3 93,7 -5,4 93,8
5 25 1654 100 -6,2 93,9 -5,7 94,1
5 50 1133 100 -2,1 94,5 -1,4 94,8
10 5 1981 100 -11,6 92,9 -10,9 93,1
10 10 1881 100 -9,7 93,5 -8,7 93,8
10 25 1573 100 -8,1 93,7 -7,0 93,9
10 50 1087 100 -3,9 94,4 -3,5 94,5
20 5 1752 100 -18,8 92,0 -18,1 92,0
20 10 1693 100 -19,4 92,1 -17,6 92,4
20 25 1441 100 -15,4 92,9 -12,9 93,5
20 50 1034 100 -11,2 93,5 -7,0 94,3
Tableau II.3 – Performance de l’estimateur de variance V̂
R
1 (·) dans le cadre de l’étude par
simulation avec un plan aléatoire simple sans remise aux deux phases pour la population
avec ρ = 0,5.
xi
tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 -2284 -2398 8,4 8,8 8,0 8,8
5 10 -2069 -2288 6,2 6,9 5,7 6,9
5 25 -1688 -2222 4,4 5,8 3,5 5,8
5 50 -1129 -2202 2,8 5,4 1,9 5,4
10 5 -2055 -2152 11,3 11,8 10,8 11,8
10 10 -1917 -2108 9,9 10,9 9,1 10,9
10 25 -1600 -2081 8,0 10,4 6,5 10,4
10 50 -1088 -2068 5,4 10,2 3,6 10,2
20 5 -1783 -1858 20,0 20,8 19,2 20,8
20 10 -1691 -1841 18,7 20,4 17,3 20,4
20 25 -1442 -1827 15,9 20,2 13,1 20,2
20 50 -1013 -1823 11,2 20,1 7,7 20,1
Tableau II.4 – Contribution de V̂
R
2 (·) dans le cadre de l’étude par simulation avec un plan
aléatoire simple sans remise aux deux phases pour la population avec ρ = 0,5.
xii
II.1.2 Résultats pour la population avec ρ = 0,9
tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 RBMC CVMC RBMC CVMC RBMC CVMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 0,0 3,0 0,0 1,0 0,0 1,2
5 10 0,0 2,1 0,0 0,7 0,0 0,9
5 25 0,0 1,3 0,0 0,4 0,0 0,8
5 50 0,0 0,9 0,0 0,3 0,0 0,7
10 5 0,0 2,1 0,0 0,7 0,0 0,8
10 10 0,0 1,5 0,0 0,5 0,0 0,6
10 25 0,0 1,0 0,0 0,3 0,0 0,5
10 50 0,0 0,7 0,0 0,2 0,0 0,5
20 5 0,0 1,5 0,0 0,5 0,0 0,6
20 10 0,0 1,1 0,0 0,3 0,0 0,4
20 25 0,0 0,7 0,0 0,2 0,0 0,4
20 50 0,0 0,5 0,0 0,1 0,0 0,3
Tableau II.5 – Performance des estimateurs ponctuels dans le cadre de l’étude par simu-
lation avec un plan aléatoire simple sans remise aux deux phases pour la population avec
ρ = 0,9.
xiii
V̂
(
tˆ∗ypi
)
V̂
(
tˆ∗yR1
)
V̂
(
tˆ∗yR2
)alt
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 -0,8 93,5 0,2 93,8 -0,4 94,4
5 10 0,7 94,4 0,9 94,5 0,7 94,7
5 25 0,2 94,7 0,7 94,8 -0,2 94,9
5 50 -0,1 94,8 -0,9 94,5 -0,3 94,7
10 5 0,3 94,2 0,5 94,5 1,6 94,9
10 10 0,7 94,8 1,3 94,9 0,6 95,0
10 25 -0,6 94,8 -2,0 94,7 -0,4 94,9
10 50 0,2 95,0 -0,8 94,6 -0,2 94,8
20 5 -0,7 94,6 0,8 94,8 0,1 94,8
20 10 -0,7 94,7 -0,3 94,9 -0,4 94,9
20 25 0,5 95,1 0,1 94,9 0,1 95,0
20 50 1,2 95,2 0,7 94,8 -0,8 94,9
Tableau II.6 – Performance de l’estimateur de variance V̂
R
1 (·)+ V̂
R
2 (·) dans le cadre de
l’étude par simulation avec un plan aléatoire simple sans remise aux deux phases pour
la population avec ρ = 0,9.
V̂
R
1
(
tˆ∗ypi
)
V̂
R
1
(
tˆ∗yR1
)
V̂
R
1
(
tˆ∗yR2
)
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 3904 100 -8,2 92,7 -6,3 93,7
5 10 3766 100 -5,4 93,7 -2,8 94,3
5 25 3146 100 -3,7 94,2 -1,6 94,7
5 50 2116 100 -3,7 94,2 -0,8 94,6
10 5 3747 100 -10,8 93,0 -6,6 93,8
10 10 3569 100 -8,8 93,5 -4,9 94,3
10 25 2984 100 -9,8 93,7 -3,0 94,6
10 50 2059 100 -6,2 94,0 -1,2 94,6
20 5 3297 100 -19,4 92,0 -14,6 92,8
20 10 3153 100 -19,0 92,1 -11,2 93,4
20 25 2744 100 -15,8 92,7 -5,5 94,3
20 50 1945 100 -10,6 93,5 -3,1 94,7
Tableau II.7 – Performance de l’estimateur de variance V̂
R
1 (·) dans le cadre de l’étude par
simulation avec un plan aléatoire simple sans remise aux deux phases pour la population
avec ρ = 0,9.
xiv
tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 -4354 -4572 8,4 8,8 5,8 8,8
5 10 -3920 -4334 6,2 6,9 3,4 6,9
5 25 -3197 -4210 4,4 5,8 1,4 5,8
5 50 -2138 -4170 2,8 5,4 0,5 5,4
10 5 -3916 -4102 11,3 11,8 8,0 11,8
10 10 -3629 -3991 9,9 10,9 5,5 10,9
10 25 -3030 -3939 8,0 10,4 2,6 10,4
10 50 -2063 -3920 5,4 10,2 1,0 10,2
20 5 -3400 -3543 20,0 20,8 14,7 20,8
20 10 -3213 -3498 18,7 20,4 10,9 20,4
20 25 -2741 -3472 15,9 20,2 5,6 20,2
20 50 -1925 -3465 11,2 20,1 2,3 20,1
Tableau II.8 – Contribution de V̂
R
2 (·) dans le cadre de l’étude par simulation avec un plan
aléatoire simple sans remise aux deux phases pour la population avec ρ = 0,9.
xv
II.2 Étude 2 : plan Bernoulli à la deuxième phase
II.2.1 Résultats pour la population avec ρ = 0,5
tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 RBMC CVMC RBMC CVMC RBMC CVMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 0,0 19,9 0,0 3,0 0,0 3,1
5 10 0,1 13,8 0,0 2,1 0,0 2,2
5 25 0,1 8,0 0,0 1,3 0,0 1,4
5 50 0,1 4,7 0,0 0,9 0,0 1,1
10 5 0,1 14,2 0,0 2,1 0,0 2,1
10 10 0,0 9,8 0,0 1,5 0,0 1,5
10 25 0,1 5,6 0,0 0,9 0,0 1,0
10 50 0,0 3,3 0,0 0,6 0,0 0,8
20 5 0,0 9,9 0,0 1,5 0,0 1,5
20 10 0,1 6,8 0,0 1,0 0,0 1,1
20 25 0,0 4,0 0,0 0,6 0,0 0,7
20 50 0,0 2,3 0,0 0,4 0,0 0,5
Tableau II.9 – Performance des estimateurs ponctuels dans le cadre de l’étude par simu-
lation avec un plan Bernoulli à la deuxième phase pour la population avec ρ = 0,5.
xvi
V̂
(
tˆ∗ypi
)
V̂
(
tˆ∗yR1
)
V̂
(
tˆ∗yR2
)alt
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 0,1 94,0 -8,2 91,4 -7,6 91,8
5 10 -1,0 94,7 -4,8 93,3 -4,3 93,5
5 25 0,4 95,0 2,5 95,0 2,0 94,9
5 50 -0,4 95,0 -0,8 94,8 -1,4 94,9
10 5 -0,8 94,6 -2,2 93,5 -1,9 93,5
10 10 -1,1 95,0 -1,1 94,1 -1,5 94,2
10 25 -0,1 95,0 0,7 95,0 0,9 94,8
10 50 0,5 95,2 1,5 95,0 0,2 95,0
20 5 1,1 94,8 -3,8 93,8 -3,8 93,9
20 10 1,7 94,8 -0,7 94,7 -0,6 94,7
20 25 0,4 94,8 -2,3 94,5 -2,7 94,4
20 50 -0,9 94,9 -0,5 94,8 0,2 94,9
Tableau II.10 – Performance de l’estimateur de variance V̂
R
1 (·)+ V̂
R
2 (·) dans le cadre de
l’étude par simulation avec un plan Bernoulli à la deuxième phase pour la population
avec ρ = 0,5.
V̂
R
1
(
tˆ∗ypi
)
V̂
R
1
(
tˆ∗yR1
)
V̂
R
1
(
tˆ∗yR2
)
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 -4,9 93,3 -12,5 90,8 -11,8 91,3
5 10 -6,0 93,9 -9,1 92,8 -8,3 93,0
5 25 -4,6 94,5 -1,4 94,6 -1,1 94,6
5 50 -5,2 94,3 -3,3 94,5 -3,1 94,8
10 5 -10,7 93,1 -11,6 92,2 -10,9 92,4
10 10 -11,0 93,6 -10,1 92,9 -9,7 93,3
10 25 -10,0 93,8 -7,1 94,0 -5,4 94,1
10 50 -9,2 93,9 -3,9 94,4 -3,4 94,7
20 5 -19,1 91,9 -22,2 90,8 -21,6 91,0
20 10 -18,6 92,2 -18,9 92,2 -17,5 92,3
20 25 -19,5 92,0 -17,8 92,2 -15,4 92,5
20 50 -20,1 91,9 -11,6 93,4 -7,5 93,9
Tableau II.11 – Performance de l’estimateur de variance V̂
R
1 (·) dans le cadre de l’étude
par simulation avec un plan Bernoulli à la deuxième phase pour la population avec ρ =
0,5.
xvii
tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 5,0 5 4,8 5 4,5 5
5 10 5,0 5 4,5 5 4,1 5
5 25 4,9 5 3,8 5 3,0 5
5 50 4,8 5 2,6 5 1,7 5
10 5 10,0 10 9,5 10 9,1 10
10 10 10,0 10 9,1 10 8,3 10
10 25 9,9 10 7,7 10 6,2 10
10 50 9,6 10 5,3 10 3,6 10
20 5 20,0 20 19,2 20 18,4 20
20 10 19,9 20 18,4 20 16,9 20
20 25 19,8 20 15,8 20 13,0 20
20 50 19,4 20 11,1 20 7,7 20
Tableau II.12 – Contribution de V̂
R
2 (·) dans le cadre de l’étude par simulation avec un
plan Bernoulli à la deuxième phase pour la population avec ρ = 0,5.
xviii
II.2.2 Résultats pour la population avec ρ = 0,9
tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 RBMC CVMC RBMC CVMC RBMC CVMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 0,0 19,7 0,0 1,0 0,0 1,2
5 10 0,1 13,7 0,0 0,7 0,0 0,9
5 25 0,1 7,8 0,0 0,4 0,0 0,8
5 50 0,1 4,6 0,0 0,3 0,0 0,7
10 5 0,0 14,0 0,0 0,7 0,0 0,8
10 10 0,0 9,7 0,0 0,5 0,0 0,7
10 25 0,0 5,6 0,0 0,3 0,0 0,5
10 50 0,0 3,2 0,0 0,2 0,0 0,5
20 5 0,0 9,8 0,0 0,5 0,0 0,6
20 10 0,1 6,8 0,0 0,3 0,0 0,4
20 25 0,0 3,9 0,0 0,2 0,0 0,4
20 50 0,0 2,3 0,0 0,1 0,0 0,3
Tableau II.13 – Performance des estimateurs ponctuels dans le cadre de l’étude par si-
mulation avec un plan Bernoulli à la deuxième phase pour la population avec ρ = 0,9.
xix
V̂
(
tˆ∗ypi
)
V̂
(
tˆ∗yR1
)
V̂
(
tˆ∗yR2
)alt
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 0,5 94,2 -7,4 91,6 -5,5 93,0
5 10 -1,2 94,7 -4,2 93,1 -2,7 94,4
5 25 1,0 95,0 -1,7 94,6 0,6 95,1
5 50 -0,9 94,9 -0,7 94,9 -0,6 94,7
10 5 -0,6 94,4 -1,9 93,7 -1,4 94,2
10 10 -1,6 94,8 -2,3 94,2 -2,4 94,7
10 25 -0,4 94,9 -1,1 94,6 1,2 95,0
10 50 0,6 94,9 0,9 94,9 -0,9 94,7
20 5 1,1 94,7 -2,2 94,1 -1,5 94,7
20 10 1,3 94,9 -0,2 94,6 -1,0 94,9
20 25 0,3 95,0 -1,0 94,7 0,5 95,2
20 50 0,3 95,0 -2,0 94,9 -1,9 94,7
Tableau II.14 – Performance de l’estimateur de variance V̂
R
1 (·)+ V̂
R
2 (·) dans le cadre de
l’étude par simulation avec un plan Bernoulli à la deuxième phase pour la population
avec ρ = 0,9.
V̂
R
1
(
tˆ∗ypi
)
V̂
R
1
(
tˆ∗yR1
)
V̂
R
1
(
tˆ∗yR2
)
f1 f2 RBMC PCMC RBMC PCMC RBMC PCMC
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 -4,5 93,6 -11,8 90,9 -8,6 92,6
5 10 -6,1 94,1 -8,5 92,5 -5,0 94,0
5 25 -4,0 94,5 -5,4 94,2 -0,6 94,9
5 50 -5,8 94,3 -3,2 94,6 -1,1 94,7
10 5 -10,5 93,2 -11,2 92,6 -8,1 93,4
10 10 -11,4 93,5 -11,2 92,9 -7,3 94,1
10 25 -10,3 93,7 -8,7 93,7 -1,3 94,7
10 50 -9,3 93,8 -4,4 94,5 -1,9 94,6
20 5 -19,1 91,9 -21,0 91,0 -15,4 92,9
20 10 -18,9 92,1 -18,5 92,0 -11,6 93,4
20 25 -19,6 92,2 -16,6 92,5 -5,1 94,6
20 50 -19,4 91,8 -12,9 93,2 -4,1 94,4
Tableau II.15 – Performance de l’estimateur de variance V̂
R
1 (·) dans le cadre de l’étude
par simulation avec un plan Bernoulli à la deuxième phase pour la population avec ρ =
0,9.
xx
tˆ∗ypi tˆ∗yR1 tˆ
∗
yR2
f1 f2 EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
EMC
(
C2
)
EMC
(
CR2
)
(%) (%) (%) (%) (%) (%) (%) (%)
5 5 5,0 5 4,8 5 3,2 5
5 10 5,0 5 4,5 5 2,4 5
5 25 5,0 5 3,8 5 1,2 5
5 50 4,9 5 2,6 5 0,5 5
10 5 10,0 10 9,5 10 6,7 10
10 10 10,0 10 9,1 10 5,0 10
10 25 9,9 10 7,7 10 2,5 10
10 50 9,8 10 5,3 10 1,0 10
20 5 20,0 20 19,2 20 14,0 20
20 10 20,0 20 18,4 20 10,6 20
20 25 19,9 20 15,8 20 5,5 20
20 50 19,6 20 11,1 20 2,3 20
Tableau II.16 – Contribution de V̂
R
2 (·) dans le cadre de l’étude par simulation avec un
plan Bernoulli à la deuxième phase pour la population avec ρ = 0,9.
xxi
II.3 Étude 3 : plan à deux degrés
II.3.1 Résultats pour la population avec ICC = 20 %
f1 mg RBMC
(
tˆ∗ypi
)
CVMC
(
tˆ∗ypi
)
(%) (%) (%)
2 2 0,0 4,9
2 5 0,0 4,0
2 10 0,0 3,7
10 2 0,0 2,1
10 5 0,0 1,8
10 10 0,0 1,6
Tableau II.17 – Performance des estimateurs ponctuels dans le cadre de l’étude par si-
mulation avec un plan à deux degrés pour la population avec ICC = 20 %.
f1 mg RBMC
(
V̂
(
tˆ∗ypi
))
CVMC
(
V̂
(
tˆ∗ypi
))
(%) (%) (%)
2 2 0,7 91,8
2 5 0,2 91,6
2 10 0,9 91,7
10 2 1,0 94,5
10 5 -0,3 93,8
10 10 -0,4 93,7
Tableau II.18 – Performance de l’estimateur de variance V̂
R
1
(
tˆ∗ypi
)
+V̂
R
2
(
tˆ∗ypi
)
dans le cadre
de l’étude par simulation avec un plan à deux degrés pour la population avec ICC= 20 %.
xxii
f1 mg RBMC
(
V̂
1(
tˆ∗ypi
))
CVMC
(
V̂
1(
tˆ∗ypi
))
(%) (%) (%)
2 2 -0,3 91,6
2 5 -0,3 91,5
2 10 0,7 91,7
10 2 -4,1 93,7
10 5 -3,0 93,4
10 10 -1,6 93,5
Tableau II.19 – Performance de l’estimateur de variance V̂
R
1
(
tˆ∗ypi
)
dans le cadre de l’étude
par simulation avec un plan à deux degrés pour la population avec ICC = 20 %.
f1 mg EMC
(
C2
)
EMC
(
CR2
)
(%) (%) (%)
2 2 1,3 2,0
2 5 0,7 2,0
2 10 0,3 2,0
10 2 5,3 10,0
10 5 2,8 10,1
10 10 1,3 10,2
Tableau II.20 – Contribution de V̂
R
2
(
tˆ∗ypi
)
dans le cadre de l’étude par simulation avec un
plan à deux degrés pour la population avec ICC = 20 %.
