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Abstract
A string X = X[1..n], n > 1, is said to be closed if it has a nonempty proper prefix
that is also a suffix, but that otherwise occurs nowhere else in X; for n = 1, every X is
closed. Closed strings were introduced by Fici in [1] as objects of combinatorial interest.
Recently Badkobeh et al. [2] described a variety of algorithms to factor a given string
into closed factors. In particular, they studied the Longest Closed Factorization (LCF)
problem, which greedily computes the decomposition X = X1X2 · · ·Xk, where X1 is
the longest closed prefix ofX ,X2 the longest closed prefix ofX with prefixX1 removed,
and so on. In this paper we present an O(log n) amortized per character algorithm to
compute LCF on-line, where n is the length of the string. We also introduce the
Minimum Closed Factorization (MCF) problem, which identifies the minimum number
of closed factors that cover X . We first describe an off-line O(n log2 n)-time algorithm
to compute MCF (X), then we present an on-line algorithm for the same problem. In
fact, we show that MCF (X) can be computed in O(L log n) time from MCF (X ′),
whereX ′ = X[1..n−1], and L is the largest integer such that the suffixX[n−L+1..n]
is a substring of X ′.
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1. Introduction
Given a nonnegative integer n, a string X = X[1..n] is a sequence of length
n = |X|, containing letters X[i], 1 ≤ i ≤ n, drawn from an alphabet Σ of size σ = |Σ|,
which we assume throughout to be constant. If n = 0, X = ε is the empty string.
X = UVW is said to have a prefix U , a factor V and a suffix W ; they are called proper
if |U | < |X|, |V | < |X|, |W | < |X|, respectively. If B is both a proper prefix and a
proper suffix of X , then B is said to be a border of X . X is closed if n = 1; for n > 1,
X is closed if and only if its longest border occurs exactly twice in X . For example,
X = ababa is closed, because the border B = aba occurs in X only as suffix and prefix.
Note, however, that X also has a shorter border B′ = a, which of course must be a
border of B; but it occurs three times in X .
Closed strings were first studied by Fici et al. [1], the more practical relevance
of closed strings was established via their relationship with palindromic strings. The
number of closed factors in a string is minimised if these factors are also palindromic.
Additionally it was shown that the upper bound on the number of palindromic factors
of a string coincides with the lower bound on the number of closed factors (see [3]
and references therein). Thus the study of closed strings shows potential applications in
connection with applications of palindromes [4]. On the algorithmic side Badkobeh et
al. in [2] presented (among others) an algorithm for the factorisation of a given string of
length n into a sequence of longest closed factors (LCFs) in time and space O(n) and
another algorithm for computing the longest closed factor starting at every position in the
string in O(n lognlog logn ) time and O(n) space. Moreover, Iliopoulos et al. [5] presented
an on-line O(n)-time algorithm to calculate the size of a minimum closed cover for
each prefix of a given string X of length n. (A set of closed strings W = {w1, · · · , wl}
is called a cover of a string X if X can be constructed by concatenations and overlaps
of elements of W .)
In [6] an algorithm for the reverse engineering problem was introduced: given
an LCF array that gives the longest closed factor of every prefix of some string, to
reconstitute such a string. This algorithm makes use of Weiner’s algorithm for right-
to-left suffix tree construction: here we apply Ukkonen’s suffix tree algorithm for
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left-to-right on-line construction. It may be that Weiner’s algorithm could also be
applied for off-line computation of LCF(X).
Recently, Alamro et al. [7] produced an O(kn)-time algorithm for testing whether a
string is k-closed allowing Hamming distance errors bounded by the parameter k. The
theoretical and practical relevance of closed strings was established via their relationship
with palindromic strings. The number of closed factors in a string is minimised, if these
factors are also palindromic as shown in [8]. Additionally it was shown that the upper
bound on the number of palindromic factors of a string coincides with the lower bound
on the number of closed factors [9]. Thus the study of closed strings shows potential
applications in connection with applications of palindromes. In molecular biology,
for instance, palindromic sequences are extensively studied: they are often distributed
around promoters, introns, and untranslated regions, playing important roles in gene
regulation and other cell processes (see e.g. [4] [10]).
A direct motivation comes from computational biology: Target Site Duplications
(TSDs) are direct repeats that occur at insertion sites of transposable elements. They
are thought to occur due to the filling in of the sticky ends (borders) derived from the
staggered cut by transposes. They flank transposable elements and can be used to find
their loci in the genome. Long Terminal Repeats (LTRs) are direct repeats which flank
the transposed coding regions, and which themselves are flanked by TSDs [11][12].
This paper considers two variants of the decomposition of a given string X into
closed factors:
• LCF (X), the longest closed factorization of X , is a concatenation of k strings
Xk · · ·X2X1 such that X1 is the longest closed suffix of X , X2 is the longest
closed suffix of X/X1 (that is, X with suffix X1 removed), X3 the longest closed
suffix of (X/X1)/X2, and so on. The longest closed suffix problem stated here
is a variant of the longest closed prefix problem described in the abstract, which
we have changed for technical reasons (see below). Denoting by XR the reverse
X[n]X[n − 1] · · ·X[1] of X , and denoting by LCFp and LCFs the longest
closed prefix and the longest closed suffix versions, respectively, of LCF , it is not
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difficult to show that
LCFp(X) = X1X2 · · ·Xk ⇐⇒ LCFs(XR) = XR1 XR2 · · ·XRk .
Thus, for both the longest closed prefix and the longest closed suffix versions of
the problem, we may define α(X) = k, to be the number of LCF factors of a
specified string X of length n. More formally, α(i) = α(X[i..n]) for 1 ≤ i ≤ n.
When there is no ambiguity, we may use α(n) instead. In [2] an off-line algorithm
is described that computes LCFp(X) in O(n) time.
• MCF (X), the minimum closed factorization of X , yields a factorization X =
X1X2 · · ·Xk, where each Xj , 1 ≤ j ≤ k, is closed, and k is a minimum over all
such factorizations. Accordingly we define γ(X) = k (alternatively, γ(n) = k)
giving the size of the MCF of X[1..n]. Currently no algorithm exists to compute
γ.
To see that these two problems are indeed distinct, consider the string of length
n = 15:
X = adabvwadvcvwbvw.
LCFp(X) = (adabvwad)(vcv)(wbvw), so that α(X) = 3, while MCF (X) =
(ada)(bvwadvcvwbvw), so that γ(X) = 2.
In this paper, we begin with an on-line algorithm to compute α(X) using LCFs(X)
(henceforth just LCF (X)). All our algorithms make use of properties of Ukkonen’s
on-line suffix tree construction algorithm [13], of which we provide critical properties
in Section 2. Since suffix tree construction depends upon an ordering of the letters
of the alphabet, we therefore assume throughout that Σ is a globally ordered set. In
section 3, we describe the on-line algorithm for computing α(X). In section 4, we
present an O(n log2 n)-time algorithm to compute γ(X), followed in Section 5 by an
on-line algorithm for the same problem. An interesting result here is that MCF (X)
can be computed in O(L log n) time from MCF (X ′), X ′ = X[1..n− 1], where L is
the largest integer such that the suffix X[n−L+1..n] is a substring of X ′. In section 6,
we briefly discuss future work.
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2. Properties of Ukkonen’s On-Line Suffix Tree Algorithm
Our on-line algorithms make use of Ukkonen’s on-line suffix tree construction
algorithm UKK [13], whose properties are reviewed in this section. We also provide a
bound on the worst-case time required by UKK to compute the suffix tree TX[1..n] from
TX[1..n−1].
First, we give some definitions. Given X = X[1..n], the implicit suffix tree TX of
X contains the paths corresponding to X[j..n], for every j ∈ 1..n; while the explicit
suffix tree TX$ is just the implicit suffix tree of X$, where the terminal letter $ is less
than any other letter in X . For any node u in TX , plabX(u) is the label of the path from
the root to u, while LeafX(u) is the set of leaves in the subtree of TX rooted at u. For
a leaf in TX representing the suffix X[i..n], the leaf is denoted as i.
The suffix link of a node v with path-label αy is a pointer to the node path-labelled
y, where α ∈ Σ is a single letter and y is a string. The suffix link of v exists whenever v
is a non-root internal node of T . The suffix links can be computed as follows. The first
step is to mark each internal node v of the suffix tree with a pair of leaves (i, j), such
that the lowest common ancestor of the two leaves i and j is v. This can be done by a
DFS traversal of the tree.
A suffix X[j..n] of X[1..n] is said to be a quasiborder of X[1..n] if X[j..n] is a
substring in X[1..n − 1]. Let n = n − j + 1 if X[j..n] is the longest quasiborder
of X; and n = 0, if no quasiborder exists for X . Now let qn denote the largest
position in X such that X[qn..n] does not occur in X[1..n− 1]; that is, X[qn + i..n],
i = 1, 2, . . . , n − qn, do occur in X[1..n-1]. Note that qn = n − n. For example,
consider X = ababacbcabab. For X[1..1], q1 = 1 and 1 = 1 − q1 = 0. For X[1..n]
where n = 2, . . . , 5, qn = 2 and n = n− qn. (1) gives n and qn for n = 1, 2, . . . , 12.
n = 1 2 3 4 5 6 7 8 9 10 11 12
X = a b a b a c b c a b a b
n = 0 0 1 2 3 0 1 1 1 2 3 4
qn = 1 2 2 2 2 6 6 7 8 8 8 8
(1)
Lemma 1. The implicit suffix tree for X[1..n] is formed by suffixes X[i..n], i =
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1, 2, . . . , qn.
Given TX[1..n−1], Ukkonen proposed an online algorithm to construct TX[1..n] from
TX[1..n−1] by inserting suffixes X[j..n] for j = qn−1, qn−1 + 1, . . . , qn. Using this
methodology, Ukkonen established the following:
Lemma 2 (Ukkonen [13]). Given TX[1..n−1], Ukkonen’s algorithm usesO(1) amortized
time to build TX[1..n]. As a byproduct, it computes the active point; that is, a node v in
TX[1..n] such that X[qn + 1..n] = plab(v); otherwise, it is an edge (u, v) in TX[1..n]
such that plab(u) is a prefix of X[qn + 1..n] and X[qn + 1..n] is a prefix of plab(v).
Proof. Ukkonen’s algorithm inserts suffixesX[j..n], j = qn−1+1, . . . , qn into TX[1..n−1],
thus obtaining TX[1..n]. In step j, a node wj is inserted where wj is the internal node in
TX[1..n] which is the parent of the leaf representing X[j..n]. The suffix link speeds up
these insertions, as we now describe.
We insert wj into the tree as follows. First, from node wj−1, we go up one edge to a
node v, then follow the suffix link sl(v) of v. Then, it takes us down a number of nodes
to identify the edge to insert the node wj . Ukkonen showed that amoritized O(1) nodes
will be traversed.
The following lemma gives the worst case running time for this algorithm:
Lemma 3. Given TX[1..n−1], Ukkonen’s algorithm uses O(n− qn−1) worst case time
to build TX[1..n]. As a byproduct, it computes the active point.
Proof. Lemma 2 shows that Ukkonen’s algorithm needs to traverse down d nodes the
tree to find the edge to insert the node, where d is shown to be amortized O(1). Since d
must be short than length of the suffix X[qn−1..n], we know that d ≤ n− qn−1. The
result follows.
3. Computing α(X) On-Line
3.1. The Algorithm
Here we show how to compute α(X) for a given string X[1..n], with α(0) = 0
for X = ε. Recall that qn is the largest position such that X[qn..n] does not appear in
X[1..n− 1]. Hence X[qn + 1..n] is the longest suffix that appears in X[1..n− 1].
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When qn < n, let en be the largest index smaller than qn + 1 such that X[en..en +
(n− qn)− 1] = X[qn + 1..n]; otherwise, when qn = n, set en = n.
Lemma 4. X[en..n] is the longest suffix which is a closed factor.
Proof. For qn = n, X[n] does not appear in X[1..n− 1]. Hence, X[n] is the longest
suffix which is a closed factor.
For qn < n, suppose on the contrary that there exists a < en such that X[a..n]
is a closed factor. Hence, there exists  such that X[a..a + ] = X[n − ..n] while
X[j..j + ] = X[n− ..n] for a < j < n− .
By definition, n−  > qn. This means that X[n− ..n] = X[n− + en− qn..en +
n− qn]. Note that a < en ≤ en + (n− − qn). Hence, X[a..n] is not a closed factor,
a contradiction.
Lemma 5. α(n) = α(en − 1) + 1
Proof. This lemma follows from Lemma 4.
Given X = X[1..n], recall that the implicit suffix tree TX has qn leaves. Denote
LX [1..qn] be the list of leaves in TX ordered from left to right. Precisely, suppose the
ith leaf from left to right of TX is suffix X[j..n], we set LX [i] = j.
Based on the above lemmas, the algorithm ComputeAlpha given below correctly
computes α(n). Our algorithm requires a range maximum data structure for finding
range maximum. The data structure is described in Lemma 6.
Lemma 6. We can maintain a list of integers such that the following operations take
O(log n) time where n is the length of the list.
(1) Insertion of an integer π in position i;
(2) Deletion of an integer from the list;
(3) Find the maximum of the integers in the range i..j;
(4) Find the entry in the list corresponding to position i; and
(5) Given an entry in the list, find its position in the list.
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(6) Given an entry, find its predecessor or successor in the list.
Proof. We maintain the list of integers using a balanced search tree. Furthermore, each
internal node of the tree specifies the size of the subtree and the maximum among all
nodes in the subtree. Then, all six operations take O(log n) time.
Theorem 1. Given a string X of length n, the algorithm ComputeAlpha() computes
the longest closed factorization in O(log n) amortized time per character.
Proof. The algorithm referenced in Lemma 2 builds TX[1..n] from TX[1..n−1]. Also, it
computes the active point, which is either (1) a node v in TX[1..n] such that plab(v) =
X[qn+1..n] or (2) an edge (u, v) in TX[1..n] such that plab(u) is a prefix ofX[qn+1..n]
andX[qn+1..n] is a prefix of plab(v). The running time isO(log σ) = O(1) amortized
time.
During the construction of TX[1..n], new leaves are created. We insert the new leaves
into the range maximum data structure using Lemma 6, which takes O(log n) time per
each new leaf. Since we expected to have amortized O(1) additional leaves, the data
structure can be updated in O(log n) amortized time.
Let st and ed be the leftmost and rightmost leaves below v in TX[1..n]. Set en be
the range maximum among the leaves in st..ed, which can be found in O(log n) time
(by Lemma 6). Then, α(n) = α(en − 1) + 1 by Lemma 5. The total running time is
O(log n) amortized time.
As a matter of fact, the algorithm ComputeAlpha shown in Algorithm 1 is a dy-
namic programming algorithm that computes α(i) iteratively for i = 0, 1, . . . , n using
Lemma 5. By backtracking, we can retrieve an LCF for X[1..n].
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Algorithm 1 Algorithm for computing α(n).
Algorithm ComputeAlpha(TX[1..n−1], X[n], α[1..n− 1])
Require: the implicit suffix tree TX[1..n−1] for X[1..n − 1], the character X[n], the
range maximum data structure for LX[1..n−1] (see Lemma 6); the values α[i] for
1 ≤ i ≤ n− 1
Ensure: α[n] and the implicit suffix tree Tn
1: Given TX[1..n−1], using Ukkonen’s algorithm, we build TX[1..n] and LX[1..n]; Up-
date the range maximum data structure if LX[1..n] contains new leaves.
2: Let (u, v) be the edge in TX[1..n] such that plab(u) is a prefix of X[qn + 1..n] and
X[1n + 1..n] is a prefix of plab(v);
3: Let st and ed be the leftmost and rightmost leaves below v in TX[1..n]; Set en be
the range maximum among L[st], . . . , L[ed];
4: Report α(n) = α(en − 1) + 1;
3.2. Example
Consider the string X = adabvwadvevwbvw. Set α(0) = 0. The following table
shows an example run for the sequence X .
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
qn 1 2 2 4 5 6 6 6 8 10 10 10 12 12 12
en 1 2 1 4 5 6 3 1 5 10 9 5 4 4 4
α(n) 1 2 1 2 3 4 3 1 3 4 2 3 2 2 2
4. Off-Line Computation of The Minimum Closed Factorisation γ(X)
For every position i < j and an integer d, (i, j, d) is called a valid tuple if X[i..j +
d− 1] is a closed factor with a maximum border of length d that occurs exactly twice.
(Recall, as noted in the Introduction, that any other borders of length less than d must
occur at least three times in the closed factor.)
Let T = TX$ be the explicit suffix tree of X . Let lca(i, j) be the lowest common
ancestor of two leaves i and j in T . For any node u in T , let Tu be the subtree of T
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rooted at u and depth(u) be the length of the path label of u in T . Let v(i, j) be the
lowest common ancestor lca(i, j) of T if T v(i,j) contains some leaf z where i < z < j;
otherwise, let v(i, j) be the root of T .
The next lemma gives a necessary and sufficient condition for (i, j, d) to be a valid
tuple.
Lemma 7. For 1 ≤ i < j ≤ n, (i, j, d) is a valid tuple if and only if depth(lca(i, j)) ≥
d > depth(v(i, j)).
Proof. (→) We show that if d > depth(lca(i, j)) or d ≤ depth(v(i, j)), then (i, j, d)
is not a valid tuple.
As i and j are in T lca(i,j),X[i..i+d−1] = X[j..j+d−1]when d > depth(lca(i, j)).
Hence, when d > depth(lca(i, j)), (i, j, d) is not a valid tuple.
By the definition of v(i, j), there exists some leaf z in T v(i,j) such that i < z < j.
Also, v(i, j) is an ancestor of lca(i, j). Hence, when d ≤ depth(v(i, j)), X[i..i +
d − 1] = X[z..z + d − 1] = X[j..j + d − 1]. This implies that X[j..j + d − 1]
occurs at least three times in X[i..j + d− 1]; hence, (i, j, d) is not a valid tuple when
d ≤ depth(v(i, j)).
(←) Now, we consider the case where depth(lca(i, j)) ≥ d > depth(v(i, j)).
As i and j are in T lca(i,j), we have X[i..i + d − 1] = X[j..j + d − 1]. When
d > depth(v(i, j)), As there is no leaf z in T v(i,j) such that i < z < j, we haveX[i..i+
d− 1] = X[z..z+ d− 1] for d > depth(v(i, j)). Hence, when depth(lca(i, j)) ≥ d >
depth(v(i, j)), (i, j, d) is a valid tuple.
Lemma 8. For any i < j, (i, j, d) is a valid tuple for some integer d if and only if
T lca(i,j) does not contain any leaf z such that i < z < j.
Proof. By Lemma 7, (i, j, d) is valid if and only if depth(lca(i, j)) > depth(v(i, j)).
This means that v(i, j) = lca(i, j). In other words, T lca(i,j) does not contain any leaf z
such that i < z < j.
For every node u in T , denote by hvy(u) the child of u with the most number of
leaves — called the “heavy” child. Denote Iu = {(i, j) | lca(i, j) = u and (i, j, d) is a
valid tuple for some d}. Let IT =
⋃
u∈T Iu. The following lemma states the size of Iu.
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Corollary 9. |Iu| ≤ |Tu| − |Thvy(u)|.
Proof. By Lemma 8, for every (i, j) ∈ Iu, we have lca(i, j) = u and there is no integer
z in the T lca(i,j) such that i < z < j. Hence, i and j must be adjacent in the sorted list
of the leaves in Tu. Since lca(i, j) = u, i and j must be in different subtrees attached to
u. So, for each (i, j) ∈ Iu, we cannot have both i and j in Thvy(u). Hence, the size of
Iu is bounded above by the number of leaves in Tu−Thvy(u). The lemma follows.
There is a known fact related to heavy children introduced in [14]:
∑
u∈T
(|Tu| − |Thvy(u)|) = O(n log n). (2)
Thus:
Lemma 10. |IT | =
∑
u∈T |Iu| = O(n log n).
Proof. An immediate consequence of Lemma 9 and (2).
Lemma 11. We can compute IT in O(n log2 n) time.
Proof. We compute Iu for all u ∈ T in bottom-up order. Before we process u, we
maintain the invariant that, for every child v of u, the balanced binary search tree
data structure Bv for all leaves in T v is available (see Lemma 6). Then, we create
Bu by inserting all leaves in Tu − Thvy(u) into Bhvy(u), which requires O((|Tu| −
|Thvy(u)|) log n) time. Using Bu, for every leaf z in Tu − Thvy(u), we can compute
the predecessor z′ and the successor z′′ of z in Bu in O(log n) time (see Lemma 6). We
insert (z′, z) into Iu if lca(z′, z) = u, and (z, z′′) into Iu if lca(z, z′′) = u. Hence, the
processing time for the node u is O((|Tu| − |Thvy(u)|) log n).
Using (2), the total running time is O(n log2 n).
For every (i, j) ∈ IT , recall that v(i, j) is the lowest common ancestor lca(i, j)
such that T v(i,j) contains some leaf z where i < z < j. The next result shows how to
compute v(i, j) for (i, j) ∈ IT .
Lemma 12. For any (i, j) ∈ IT , let previ(j) = max{j′ | (i, j′) ∈ IT , j′ < j}. Then
v(i, j) = lca(i, previ(j)) if previ(j) exists; otherwise, v(i, j) is the root of T .
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Proof. Let j′ = previ(j), i.e., j′ is the largest integer in {j′ | (i, j′) ∈ IT } such that
i < j′ < j. We claim that v(i, j) = lca(i, j′). Suppose on the contrary that v(i, j) is
either a descendant or an ancestor of lca(i, j′). But v(i, j) cannot be an ancestor of
lca(i, j′), sincev(i, j) is not the lowest ancestor of lca(i, j) such that T v(i,j) contains
some leaf z where i < z < j. If v(i, j) is a descendant of lca(i, j′), this means that
there exists a leaf z where i < z < j and lca(i, z) = v(i, j). Let z be the smallest
such integer. Then, (i, z, depth(lca(i, z)) is a valid tuple, which contradicts the fact
that (i, z) ∈ IT . Hence v(i, j) = lca(i, j′).
Lemma 13. v(i, j) for all (i, j) ∈ IT can be computed in O(n log2 n) time.
Proof. For every i, we can sort all integers in {j′ | (i, j′) ∈ IT }. Since IT is of
size O(n log n) (see Lemma 10), the sort takes O(n log2 n) time. Then, for every
(i, j) ∈ IT , lca(i, previ(j)) can be computed in constant time. The lemma follows.
Lemma 14.
γ(X[i..n]) = 1 + min
{
γ(X[i+ 1..n]), min
j:(i,j)∈IT
j+depth(lca(i,j))−1
min
k=j+depth(v(i,j))
γ(X[k + 1..n])
}
.
Proof. γ(X[i..n]) = 1 + minnk=i{γ(X[k + 1..n]) | X[i..k]} is by definition a closed
factor.
X[i..k] is a closed factor if k = i or there exists a valid tuple (i, j, d) such that
k = j + d − 1. By Lemma 7 for every (i, j) ∈ IT , (i, j, d) is a valid tuple for
depth(v(i, j)) < d ≤ depth(lca(i, j)). Hence, {k | X[i..k] is a closed factor} =
{i} ∪ {k | j + depth(v(i, j)) − 1 < k ≤ j + depth(lca(i, j)) − 1}. The lemma
follows.
Based on this result, Algorithm 2 gives a dynamic programming algorithm to
compute γ(X[1..n]). Thus:
Theorem 2. Given a string X of length n the minimum closed factorisation for string
X can be computed off-line in O(n log2 n) time by using algorithm ComputeGammaOf-
fline.
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Proof. By Lemma 11, Iu for all u in T can be computed in O(n log2 n) time. By
Lemma 13, v(i, j) for all (i, j) ∈ IT can be found in O(n log2 n) time.
To compute minyk=x γ(X[k..n]) for i < x ≤ y ≤ n, we maintain a balanced search
tree of all values in γ(X[j..n]) for i < j ≤ n. Then, minyk=x γ(X[k..n]) can be found
in O(log n) time. Using the recursive formula in Lemma 14, γ(X[i..n]) can be found
in O(|{j : (i, j) ∈ IT }| log n) time.
To process γ(X[i..n]) for all i, the time complexity is O(|IT | log n) = O(n log2 n).
Algorithm 2 The offline algorithm for computing γ(n).
Algorithm ComputeGammaOffline(X[1..n])
Require: the string X[1..n]
Ensure: γ(X[1..n])
1: Construct the suffix tree T for X[1..n]. Also, construct the lca data structure.
2: Compute Iu for all u in T using Lemma 11.
3: For every (i, j) ∈ ⋃u Iu, compute v(i, j) using Lemma 12.
4: Set γ(X[n..n]) = 1 and γ(X[n+ 1..n]) = 0;
5: Construct the balanced search tree B with one element γ(X[n]).
6: for i = n− 1 downto 1 do
7: Compute γ(X[i..n]) using Lemma 14
8: Insert γ(X[i..n]) into the balanced search tree B
9: end for
10: Report γ(X[1..n])
5. On-Line Computation of the Minimum Closed Factorisation γ(X)
5.1. The Algorithm
Let γ(0) = 0 and γ(n) = γ(X[1..n]). Let bn(q) = p if p is the maximum index
smaller than q such that X[q..n] = X[p..p+ n− q]; otherwise, bn(q) = n.
Lemma 15. X[j..n] is a closed factor if and only if j = n or j = bn(q) for some
q ∈ {qn + 1, . . . , n}.
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Proof. (→) If X[j..n] is a closed factor, there are two cases: (1) j = n or (2) j < n.
For (2), X[j..n] is a closed factor implies X[j..j + n − q] = X[qnn˙] for some q ∈
{j+1, . . . , n} such that X[q..n] is not a length-(n−q+1) substring appear at positions
p for j < p < q. This implies that bn(q) = j.
(←) If j = n, X[j..n] is a closed factor by definition.
Suppose j = bn(q) for some j < q ≤ n. This means that X[j..j+n−q] = X[q..n]
and X[p..p + n − q] = X[q..n] for j < p < q. This implies that X[j..n] is a closed
factor.
Recall that qn is the smallest index such thatX[qn..n] does not appear inX[1..n−1].
Lemma 16. Every border b of a closed factor X[j..n] satisfies |b| ≤ n− qn.
Proof. By definition, qn is the biggest index such that X[qn..n] does not appears in
T[1..n−1]. This means that X[q..n] is not a substring in X[1..n− 1] for q ≤ qn. Hence,
the lemma follows.
Lemma 17. γ(n) = 1 +min{γ(n− 1),minnq=qn+1 γ(bn(q)− 1)}.
Proof. By definition, we have: γ(n) = minnj=1{γ(j − 1) + 1 | X[j..n] is a closed
factor }.
By Lemmas 15 and 16, X[j..n] is a closed factor if j = n or j = bn(q) where
n− q + 1 ≤ n− qn. This means that X[j..n] is a closed factor if j = n or j = bn(q)
where q ≥ qn+1. We have γ(n) = min{γ(n−1)+1,minnq=qn+1{γ(bn(q)−1)+1}}.
The lemma follows.
To compute γ(n) using Lemma 17, we need to compute bn(q) for qn < q ≤ n.
Next we describe how to do this using a suffix tree and Ukkonen’s algorithm.
Lemma 18. For q ∈ {qn + 1, . . . , n}, let vq be the node in TX[1..n]$ such that
plab(vq) = X[q..n]. We have bn(q) = j, where j is the largest leaf index smaller
than q in LeafX[1..n](vq).
Here we maintain a range maximum data structure for all leaves in the suffix tree of
TX (which is actually the suffix array of X). Note that this data structure allows insert,
delete and range maximum query in O(log n) time.
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Based on the above lemma and Lemma 17, we obtain Algorithm 3 to compute γ(n).
Algorithm 3 Algorithm for computing γ(n).
Algorithm ComputeGamma(TX[1..n−1], X[n], γ[1..n− 1])
Require: the implicit suffix tree TX[1..n−1] for X[1..n − 1], range maximum data
structure for the leaves in TX[1..n−1], the character X[n], the values γ[i] for 1 ≤
i ≤ n− 1
Ensure: γ[n] and the implicit suffix tree Tn
1: Given TX[1..n−1], using Ukkonen’s algorithm, we build TX[1..n]; update the range
maximum data structure if there are new leaves.
2: Given TX[1..n], using Ukkonen’s algorithm, we build TX[1..n]$; update the range
maximum data structure if there are new leaves.
3: γ0 = ∞;
4: Let u be the node in TX[1..n]$ with plab(u) = X[qn + 1..n];
5: for q = qn + 1 to n do
6: Let st and ed be the leftmost and rightmost leaves below u in TX[1..n]$; Set
bn(q) to be the range maximum among the leaves in st..ed;
7: γ0 = min{γ0, γ(bn(q)− 1) + 1};
8: Set u to be the suffix link of u;
9: end for
10: Back-track and revert the suffix tree from TX[1..n]$ back to TX[1..n];
11: Report γ(n) = γ0;
Theorem 3. Given the implicit suffix tree for TX[1..n−1], the character X[n] and the
values γ[i] for 1 ≤ i ≤ n− 1, γ(n), the length of the minimum closed factorization of
X[1..n], can be computed in O(L log n) time, where L is the largest value such that
X[n− L..n− 1] appears in X[1..n− 2].
Proof. By definition of qn−1, we have L = n− 1− qn−1.
By Lemma 3, we can build TX[1..n] from TX[1..n−1] usingO(n−1−qn−1) = O(L)
time. We may insert at mostO(n−1−qn−1) = O(L) leaves. It takes at mostO(L log n)
time to maintain the range maximum data structure.
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Then, we compute bn(q) for q = qn + 1, . . . , n. In each step, we compute suffix
link and range maximum, which requires O(log n) time. Hence, γ(n) can be computed
in O(L log n) time.
5.2. Example
Consider the string X = adabvwadvevwbvw. Initially, γ(0) = 0. The following
table shows an example run for the sequence X . where γ(n) = 1 + min{γ(n −
1),minnq=qn+1 γ(bn(q)− 1)}
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
qn 1 2 2 4 5 6 6 6 8 10 10 10 12 12 12
bn(qn + 1) 1 3 1 5 9 5 4 4 4
bn(qn + 2) 2 6 11 11
bn(qn + 3) 12
γ(n) 1 2 1 2 3 4 3 1 3 4 2 3 2 2 2
6. Conclusion
The computations of α(X) and γ(X) described in this paper, as well as that of
α(X) given in [2], depend upon suffix tree construction, hence on an ordered alphabet.
However, there is nothing in the statements of these problems that requires such an
ordering. Can efficient algorithms for α and γ be found that do not require an ordering
of Σ?
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