Abstract. Many morbid-mortality atlases and small-area studies have been carried out over the last decade. However, the methods used to draw up such research, the interpretation of results and the conclusions published are often inaccurate. Often, the proliferation of this practice has led to inefficient decision-making, implementation of inappropriate health policies and negative impact on the advancement of scientific knowledge. This paper reviews the most frequent errors in the design, analysis and interpretation of small-area epidemiological studies and proposes a diagnostic evaluation test that should enable the scientific quality of published papers to be ascertained. Nine common mistakes in disease mapping methods are discussed. From this framework, and following the theory of diagnostic evaluation, a standardised test to evaluate the scientific quality of a small-area epidemiology study has been developed. Optimal quality is achieved with the maximum score (16 points), average with a score between 8 and 15 points, and low with a score of 7 or below. A systematic evaluation of scientific papers, together with an enhanced quality in future research, will contribute towards increased efficacy in epidemiological surveillance and in health planning based on the spatio-temporal analysis of ecological information.
Introduction
Statistics plays a crucial role in research, planning and decision-making in the healthcare sector (Nicholls, 1999; Zeger et al., 2004) . Progress in technologies and continued research in computational statistics has enabled us to implement sophisticated mathematical models using software that can be readly utilized by non-specialists (Buchan, 2000) . Such accessibility has undoubtedly made a major contribution towards the dissemination and transfer of mathematical know-how to other disciplines and, in particular, towards practical applications within health sciences research.
As a result, over the last decade medical journals have published a host of papers that used novel statistical methods. However, the application of statistical techniques and the interpretation of results are not always appropriate. Recent studies have shown that a number of articles published in high impactfactor journals contain errors in data analysis or interpretation of results, with the ensuing repercussions on the validity and efficiency of the research conducted (Armitage et al., 2002; Basskin, 2003; Garcìa and Alcaraz, 2004) . Inappropriate use of statistical methods poses a serious problem affecting both the quality of medical publications and the advancement of scientific knowledge (Wang and Zhang, 1998) .
Journal editors are not unaware of this issue. Some editors even acknowledge that many studies published today have serious methodological flaws that lead to unfounded conclusions (Smith, 2001; Editorial, 2004) . Small area epidemiological studies are not immune to this problem. The study of the geographical distribution of diseases or disease mapping is a major area of research today. Advances in information technology, the availability of powerful geographical information systems (GIS) and the implementation of complex mathematical models in specialised software have all led to a range of morbid-mortality atlases and smallarea studies over the last decade (Gundersen, 2000) . However, the methods used to draw up such research, the interpretation of results and the conclusions published are not always accurate.
The scant critical discussion on this kind of study has also meant that new research hypotheses, health policy implementations and the risks conveyed to the population are based on spurious conclusions arising from ecological fallacies and other methodological issues (Monmonier, 1996) .
Often, the proliferation of this practice has led to inefficient decision-making, alarm and scientific frustration as well as political, economic and social deterioration that evidently all have a negative impact on the advancement of scientific knowledge and the implementation of appropriate health policies (Smith and Neutra, 1993) . This paper reviews the most frequent errors in the design, analysis and interpretation of small-area epidemiological studies and proposes a diagnostic evaluation test that should enable the scientific quality of published papers to be ascertained. A systematic evaluation of such research, together with an enhanced quality in future publications, will contribute towards increased efficacy in epidemiological surveillance, and in health planning based on the spatio-temporal analysis of the available information.
Misues of adjusted rates
Many researchers believe that a single summary measure is easier to interpret than several specific rates. As a result, most small-area epidemiological studies use age-and sex-adjusted rates. The intended aim is to compare morbidity and mortality in geographic areas with a distinct population pyramid. However, for this comparison to be meaningful, the specific rates for each area need to be proportional to the specific rates for any other area, with the same proportionality factor between them (Fleiss et al., 2003) . This indispensable condition has been sorely overlooked and very few studies bear this in mind, giving rise to inaccurate results and conclusions. Table 1 shows a situation where it is inappropriate to compare two areas using the age-adjusted rate (scenario I) as well as another situation where this is appropriate (scenario II). For this purpose, the adjusted rate is defined as:
where r im is the specific mortality rate for age group i in the geographic area m, while P i is the standard or reference population for the same group.
In fact, the adjusted rate is merely a weighted mean of its specific rates, where the weighting for each age group, ω i , is equal to the proportion of people from that group who make up the reference population.
In the first scenario, the raw mortality rate is 0.028 and 0.015 in areas 1 and 2, respectively, which means an excess mortality of 87% in the first area versus the second. However, when the ageadjusted rates are calculated, the result is the reverse, which suggests now that area 1 has a 30% lower mortality rate than area 2. Supposedly, the effect of age has been eliminated by using adjusted rates. This would suggest that the difference in mortality between areas is due to other causes.
Most researchers would propose that global health plans should be arranged in area 2, regardless of the age group, arguing that their age-adjusted mortality rate is higher than in area 1. However, the real situation is rather different.
If we study specific rates, mortality in area 2 is higher than in area 1 in the age group 14 years and below, while the situation is reversed for the 65 years and older group. In this case, health plan-
ning should address both areas with specific strategies for each, given that the differences in mortality rates occur in different age groups. As the specific rates ratio is not constant in all groups, using the weighted mean of these rates to compare areas does not reflect the real status of mortality.
In the second scenario, the specific rates ratio between areas is kept constant, showing that mortality in area 1 is 50% lower than in area 2 in all age groups. When the adjusted rate is calculated, the outcome is the same, stating that area 1 has half the mortality rate of that in area 2, regardless of age group. In this case, it would be appropriate to use the adjusted rate to compare mortality in both populations.
When specific mortality rates are proportional between areas, then r i1 = kr i2 , where k is a constant factor of proportionality for all age groups. In this case, the adjusted rates ratio (RR), given by will be a sound indicator of comparative mortality rates between the two areas.
To compare the adjusted rate for all areas involved in the ecological study, this condition of proportionality must be checked for each area. It is generally difficult to ensure compliance with this optimal situation. Consequently, the geographic distribution of the specific rate for each stratum of population would need to be studied separately (Woolsey, 1959; Elveback, 1966) . So, the specific rate should be the optimal measure of frequency in small-area epidemiological studies (Pickle and White, 1995; Choi et al., 1999; Julios et al., 2001) .
In most studies, it would be meaningless to rank geographic areas according to the value for the adjusted rate. If the specific rates are not proportional, then the areas with a higher adjusted rate will not necessarily have to exhibit greater morbidmortality for all population groups. The same applies when analysing temporal trends.
Unfortunately, the indiscriminate use of rate adjustment in scientific publications is often leading to spurious interpretations and conclusions that, in turn, give rise to inappropriate health policies and decision-making. 
Misuse of standardised mortality ratio and standardised incidence ratio
The afore mentioned rates adjustment is known as the direct method. The specific morbidity and mortality rate for each population group must be known. However, sometimes only the total number of deaths is available, but without a group-wise distribution. As a result, the indirect method of rates adjustment is generally used in this case (Fleiss et al., 2003) . This method is a particular case of the above, but has become especially widespread and distorted in smallarea studies that it requires special discussion.
The standardised mortality ratio (SMR) is the quotient between the number of cases seen in a given geographic area, o m , and the number of cases that are expected in an outside area if the population pyramid is the same as in the area studied, e m . This would be expressed as:
where p im is the population in stratum i in geographic area m, and P i and O i are the population and number of cases seen in the outside area for the same population stratum, respectively. The study area is usually called the exposed population and the outside area the non-exposed population. There will be an excess mortality, not due to a different population pyramid, if the number of cases observed in the exposed area is higher than the number of expected cases for the nonexposed area, with the same age structure in both areas after standardisation. The same method is applied in the case of the standardised incidence ratio (SIR), so the following comments apply to both SMR and SIR.
SMR can also be expressed as follows:
where r im and R i are the specific rates for the exposed and non-exposed areas, respectively, and ω im is the proportion of people from stratum i who make up area m. Seen in this light, SMR is simply a RR adjusted by the direct method, where the reference population is the area m or exposed population. This feature is pivotal to highlight two key issues that are often overlooked in most published studies: (i) SMR is a quotient of adjusted rates. As such, it is only meaningful to calculate this ratio when the specific rates for the exposed and nonexposed areas are proportional (Woolsey, 1959; Elveback, 1966) . This condition is particularly difficult to check when using the indirect method, since the specific rates for the exposed area are not used. Because of this, the study of the geographic distribution of mortality by SMR may be attenuating important issues for each population stratum and showing biased results (Breslow and Clayton, 1983; Armstrong, 1995) . (ii) In the calculation of SMR, the standard or ref-
erence population is the population in the area m or the exposed population. The weightings used to find the weighted mean for specific rates is derived from them, such that the reference population is never the outside area or non-exposed population as many researcher believe. SMR for different geographic areas always have different reference populations and cannot, therefore, be compared. Consequently, it is not correct to state that those geographic areas with a high SMR have greater mortality than areas with low SMRs. If they are not comparable, then their values cannot be ranked as a synonym of the frequency of mortality in these areas (Armstrong, 1995) . The misuse of SMRs in small-area studies also affects temporal-related analysis of mortality and ecological correlations. Most epidemiological studies model the logarithm of the mean number of cases seen according to the logarithm of the number of expected cases, which acts as an offset, plus a linear combination of explanatory variables, time
sometimes being one of these (Lawson, 2006) . The parameters of the model are estimated using frequentist or Bayesian methods, such that the exponential of the linear combination of explanatory variables is the risk or estimated SMR (Lawson et al., 2003) . However, given that the order of these values is meaningless from the epidemiological standpoint, it would be inappropriate to speak of a percentage increase or decrease in SMR between two time units or two values for an explanatory variable, as being equivalent to an increase or decrease in mortality (Breslow et al., 1983; Greenland and O'Rourke, 2008) .
The indirect method of standardisation is well known. Its limitations and conditions for use were set at the beginning of the 20th century (Wolfenden, 1923; Yule, 1934) , the precursors of modern-day epidemiology already alerted against its indiscriminate application and, over the years, its use has been widely questioned (Breslow et al., 1983; . In spite of this, however, SMR and SIR are still incomprehensibly being used to study the spatio-temporal distribution of mortality and incidence in small areas, and are welcomed by scientific journals with widespread international coverage.
Misuse of total population of an area as the denominator for mortality rates from a specific cause
The denominator of any raw or specific rate must be the number of person-years who run the risk of disease, in the case of incidence rates, or risk of death for mortality rates .
When calculating the incidence rate for a disease that may affect the population as a whole, the denominator coincides with the number of inhabitants in the geographic area. The same occurs when dealing with the mortality rate from all causes.
However, when the mortality rate for a particular cause is being examined, the denominator is not the whole population in the given geographic area. In this case, the number of people at risk only includes those living inhabitants who presented the disease during the study period, i.e., the prevalent cases .
Most published studies use the mortality rate for the whole population in an area as the denominator instead of the number of prevalent cases. Thus, the mortality rate for a specific cause is generally expressed as:
where o m and p m are the number of deaths from the disease under study and the population in the area m, respectively. However, the real mortality rate, calculated with prevalent cases, would be where p' m is the number of people with that disease.
It is easy to check that both rates verify the relationship r m = r' m ω' m , where is the prevalence of disease in the area, with a value ranging between 0 and 1. Several major questions may be deduced from this ratio: a) using the whole population as the denominator leads to an underestimation of the real mortality rate. This underestimation will be greater, the lower the disease prevalence is for that disease in the geographic area; b) it would be right to calculate mortality rates with the total population as the denominator only when all the inhabitants of an area are prevalent cases, in other words, p' m = p m . As a result, it would be appropriate to use the total population to study all-cause mortality, but not mortality from specific causes, particularly for low-prevalence diseases. This widespread error affects both the value for the rate as well as the comparison of mortality between two areas. To check this effect, we define as the rates ratio using the total population as the denominator and as the real rates ratio, i.e. the ratio using the number of prevalent cases as the denominator in areas 1 and 2, respectively. Both mortality ratios verify the relationship where ω' 1 and ω' 2 are the respective prevalence for disease in the two areas. From this, the following results may be deduced: (i) the rates ratio calculated using the total population as the denominator gives rise to skewed results regarding the real rates ratio. The bias factor is equal to the quotient between prevalence for disease in both areas; (ii) the rates ratio calculated using the total population as the denominator will be correct only if the areas being compared have the same disease prevalence; (iii) two areas with the same real mortality rate, i.e.
RR' = 1, may reveal a false difference in mortality if the rates are calculated using the total population as the denominator. This would occur if both areas simply have different disease prevalence; in this case, the calculated rates ratio (i.e. RR), will be equal to the quotient of both prevalence. Most studies published use the whole population to calculate the mortality rate from specific causes, and then use this to calculate the mortality ratio between areas. The differences found in mortality may be due to using the inappropriate denominator.
Many authors justify using the whole population as the denominator by claiming it is impossible to ascertain or estimate the prevalent cases for the disease under study. In this case, perhaps it is preferable not to examine the geographic distribution of mortality from specific causes, given that the comparison between areas with different disease prevalence will give results that may suggest unfounded geographic inequities in mortality.
Misuse of aggregate data in a long time period
Most small-area studies describe the geographic distribution of morbid-mortality using a single time period that groups all cases occurring over a period of years. In some studies, this period may span over 20 years, offering a static view of morbid-mortality that assumes an unchangeable geographic distribution. However, health outcomes are dynamic, and there has been a fast pace of change in most countries over the past few decades (Frenk, 1997; EPHA, 2007) .
Recent methodological studies have shown that using long time periods may give rise to a bias in estimates for morbid-mortality rates and relative risks, such that the excess seen in some areas may simply be a reflection of a past situation that still appears due to the aggregation of information (Ocaña-Riola, 2007) .
Any small-area study using long-term data or different cuts in time has one spatial component and one temporal component. Just as there is a geographic correlation between areas, there may also be a temporal correlation between time units that should not be overlooked (Ocaña-Riola, 2007) .
Given that the morbid-mortality rate changes over time, it is not a sound practice to assign the morbidmortality rate for the whole period to an area, unless it has been proven that the rate is constant throughout the time units making up that period.
Many researchers believe that grouping several years of information will confer greater stability on the rates, given the higher numerators and denominators. Far from producing an enhanced design, this practice could give rise to biased results. As will be seen below, the small number of cases does not hinder drawing valid conclusions in small-area studies.
Confusion between sample size and values for an ecological variable
In a small-area study, the unit for analysis is the geographic area. The sample size, or more aptly, the number of study units is made up of all the geographic areas under research.
Each of those units for analysis has certain characteristics that distinguish it from others and these can be measured with demographic, economic, social, health or environmental indicators. These indicators are simple random variables with a probability distribution or density function that enable us to study variability between geographic areas (Ebdon, 1985) .
When the spatio-temporal distribution of morbidmortality is being studied, the variable of interest is the number of cases observed in an area. These are usually low values in small-area studies, especially if the information is studied by age groups and gender separately. For this reason, some authors have claimed that specific rates may be less accurate and reliable for detailed comparisons (Fleiss et al., 2003) . A poor interpretation of this issue has led many researchers to believe erroneously that the results of the analysis are not consistent due to the small sample size. However, these claims need to be qualified if we are to avoid major methodological errors.
In an ecological study, the number of cases is simply the value for one of the random variables in the study that may be large or small, in line with the nature of the variable itself. In fact, it is precisely the small number of cases seen in each area that makes it possible to model this indicator through Poisson's distribution (Feller, 1957) . This is one of the most widely used distributions and forms the basis for any disease mapping model (Lawson, 2006) . The number of cases observed in all geographic areas could be 0, which is one of the most frequent values seen in Poisson distributions considering rare diseases. This does not invalidate the study. It merely reflects the homogeneity of geographic areas regarding this particular variable.
Let's suppose that in a geographic area with a population of 10,000, there is one death in a given age or gender group. If the reference rate for the same population stratum is 1 x 10,000 inhabitants, then the geographic area will not show an excess in mortality. However, if by chance there were one more death in the area, the specific rate would be 2 x 10,000 and the excess in mortality vis à vis the reference rate would be 100%. Some authors define this situation as unstable, inaccurate or rather unreliable rates and again allude to small sample size as the cause of this effect.
What is actually happening is that, sometimes, the variance in the number of cases has a structured spatial heterogeneity and another unstructured heterogeneity which gives rise to the extra-Poisson variability or overdispersion (Lawson, 2006) . In such cases, the estimation of rates requires more sophisticated smoothing statistical techniques, many of which are included in the so-called generalised linear mixed models (Breslow and Clayton, 1993; Fernández and Green, 2002) . The Besag, York and Mollié model is currently one of the most widely used for this purpose, enabling a smoothing of the rates and the study of geographic distribution of morbid-mortality in small areas (Besag et al., 1991) .
The confusion over the concepts of small sample size and the value of a random variable has led many researchers to link together several geographic areas or to aggregate data from several years, believing that the increase in what they consider to be sample size will achieve more reliable results. However, sometimes this practice is just the start of a chain of methodological errors that will give rise to a result that is the exact opposite of the desired outcome.
Excessive confidence in information sources
Over the past few years, authors have raised the alert over errors and biases that are arising in information registries (Polissar, 1980; Boyle, 2004) . Some studies also point to the difficulty in obtaining data that is totally error-free and to the need to improve both population data sources as well as health registries (Librero et al., 1993; Gómez et al., 1994; Arts et al., 2002) .
Studies conducted in Spain show that between 17% and 84% of deaths assigned to certain municipalities refer to people who were not registered as residents in these municipalities (Librero and Benavides, 1995) . Further studies in the USA revealed that 24% of deaths studied stated an incorrect residence code on the death certificate (Williams et al., 1990) .
Errors of this nature have not only been found in mortality studies. Research conducted on hospital admissions, cancer incidence and other health have revealed some kind of error in information recording. For instance, 24% of hospital admissions at a hospital in Almeria (southern Spain) were patients who were living in the city but were not registered residents, leading to an overestimation of hospital admissions (Salas et al., 2003) . Also, some studies warn of major differences in calculating cancer incidence depending on the source of information used (Roos, 1993; Phipps et al., 2005) .
Simulations have recently been run to understand how migratory flows that are not included in official population registers can affect morbid-mortality and relative risk rates for geographic areas (Ocaña-Riola et al., 2009). Results showed that there was an underestimation of morbid-mortality rates and relative risk over 8% and 11%, respectively, in areas with a high degree of unregistered emigration. Moreover, areas with large numbers of unregistered immigrants showed an overestimation of morbidmortality rates and relative risk above 19% and 15%, respectively (Ocaña-Riola et al., 2009) .
These findings show that viewing areas with high morbid-mortality rates or excess risk may actually only be a consequence of accumulated errors in the information source.
Today there is growing interest in health inequities using small area epidemiology designs. Most of these publications still posit hypotheses related to social, economic or environmental issues in an attempt to account for differences seen between geographic areas. However, very few studies assess the errors or biases in information sources linked to the geographic mobility of the population that may well be causing these differences.
Overlooking numerical legend in interpreting choropleth maps
Many authors have given consideration to the best way of setting the cut-off points for a morbidmortality rate, the optimum number of intervals and the most appropriate range of colours for graphic representation in a choropleth map (Slocum et al., 2009) . The powerful visual impact of these graphs makes the researcher focus on the darker colours that usually represent the highest values for the indicator (MacEachren, 1995) . Immediately, these areas on the map are named as high-risk areas in scientific publications and then the media convey the social alarm to the population. However, very few studies discuss the issue of whether the highest values for morbid-mortality are very different in epidemiological terms to the lowest values (Pickle and Herrmann, 1999; Monmonier, 2005) .
As for any other random variable, the morbidmortality rate always shows variability between geographic regions that can be measured using dispersion measures. Of these, the interquartile range (i.e. difference between the third and the first quartile) is the soundest. A small value will indicate that the rate is relatively homogeneous in all geographic areas and, as a result, any division in coloured intervals will merely be a classification offering scant epidemiological value (Ebdon, 1985) . Figure 1 shows the smoothed mortality rate for males in municipalities throughout Andalusia (southern Spain) for ages ranging between 15 and 44 years (Ocaña-Riola et al., 2008; Ocaña-Riola and Mayoral-Cortés 2010) . The rate is divided into quartiles, using the darkest colour for values in the last quartile. On the graph, municipalities are seen to group together in the eastern area with higher mortality rates. However, the interquartile range of 3.18 deaths per 10,000 inhabitants suggests a certain degree of homogeneity for these values throughout the region. The differences in mortality between areas are scarcely relevant from the epidemiology standpoint, particularly if we bear in mind possible unregistered migratory flows, their repercussion on rate calculations and the small, though not impossible, variation in outcome depending on the smoothed method chosen (Best et al., 2005; Ocaña-Riola et al., 2009) .
As a result then, the range of colours is not enough to interpret the geographic distribution of a rate or a RR correctly. We must also bear in mind the interquartile range for the indicator or any other dispersion measure. If not, chloropleth maps will generate misleading information and unwarranted alarm (Monmonier, 1996) . Unfortunately, most published articles tend to overlook this essential issue when analysing the geographic variability of morbid-mortality.
Clinging to the reference population as the model
In general terms, there will always be variability between the morbid-mortality rates for different geographic areas. Since these are random variables, the laws of probability that govern their distributions or density functions will render it highly unlikely that all areas will present the same value. So, any health strategy intended to match the rates for all the areas in a region or country will inevitably be destined to failure. The least that could be achieved would be to homogenise these values around a pre-set reference, such that the variability will be small enough to assume that the whole region has rates that are comparable epidemiologically speaking.
However, there are two problems that have not yet been solved for this purpose, namely, to ascertain the acceptable reference value for an incidence or mortality rate, and to decide the tolerated range of values surrounding that reference.
As there is no epidemiological criterion, most researchers resort to statistical reasoning. As a result, the reference morbid-mortality rate is usually internal, taking the sum of cases and the population in all geographic areas in the study, or external, tak- ing the morbid-mortality rate for the country. Both methods have advantages and disadvantages and are used indistinctly (Greenland, 1987) . The ratio for specific rates in the area and the reference population, together with certain confidence or probability intervals, is usually the most widely used criterion to decide whether there really is statistically significant excess morbid-mortality (Lawson, 2006; Rothman et al., 2008) .
Despite its popularity, this criterion is arbitrary, since a given area may show significant excess risk or not depending on both the measure of magnitude used "RR or rate difference" (Moser et al., 2007) and the reference population selected (Morin and Tremblay, 1981; Wilczyn´ska et al., 1990; Sorlie et al., 1999) . Moreover, as any other geographic area, the reference region is subject to unregistered migratory flows in official population figures, such that the incidence or mortality rate will be skewed according to such population movements (Ocaña-Riola et al., 2009) . Consequently, keeping the same morbid-mortality rate, a given geographic area may reveal a RR higher than for preceding years simply because the estimation of the reference rate for that year is lower, and not because the morbid-mortality has actually risen in that area.
For the above reasons, the most appropriate way of ascertaining the behaviour of morbid-mortality in a given area is to compare it with itself over time, keeping track of the trend in specific rates. As a complementary measure, a reference interval must also be set to mark the acceptable values for morbid-mortality from the epidemiological, political and social standpoints for each country, in line with the level of technological and healthcare development in each. The definition of this interval should also form part of national health policies for the country's government, who would alter this as certain strategic goals are met. In this way, a decreasing specific morbidmortality rate, set within the pre-established interval for values, will indicate the appropriate evolution of the geographic area.
Epidemiological studies published to date have not innovated in this field. Most replicate previous studies with different reference populations. As a result, the scientific advancement concerning the excess morbid-mortality is very limited and, sometimes, of little epidemiological interest (Rothman, 1990) .
Incorrect interpretation of ecological correlations
Publications on small-area epidemiology studies often show a map representing the morbid-mortality rates and, next to it, another figure describing the geographic distribution of air pollution, per capita income, unemployment or any other ecological indicator. If the areas with the highest morbid-mortality rates coincide with the areas with greatest pollution or least socio-economic development, the authors tend to conclude that no causal relationship can be established between both indicators so as to avoid falling into the well-known ecological fallacy. However, they do state that the geographic correlation between the most disadvantaged areas and those with the worst health status suggest a research hypothesis that should be addressed in future work with designs devised on an individual basis.
The ecological fallacy entails assuming that the ecological correlation seen between geographic areas also exists on an individual scale (Morgenstern, 2008) . Despite acknowledging the existence of the fallacy, most authors mention that ecological correlation is a clue that leads to the discovery of the same correlation on an individual scale. However, this statement fall into the ecological fallacy mentioned earlier. This convoluted expression is a serious error in interpretation that easily slips through the net of referees and editors alike. Figure 2a shows a perfect positive correlation between unemployment and mortality percentages in three geographic areas. The areas with highest unemployment also show the greatest mortality. However, Table 2 shows that excess mortality is due to a higher number of deaths among the working population. In all three areas, the percentage of deaths is lesser among the unemployed. The risk of death, measured with the odds ratio is 62% lower amongst the unemployed than for workers in area 1, 89% lower in area 2 and 98% lower in area 3. In this case, the result on an individual scale is completely the opposite of what it may appear to be on an ecological scale.
Contrary to the preceding descriptions, Figure 2b shows a negative correlation between unemployment and mortality. The areas with highest unemployment show lower mortality, a result which would possibly surprise most researchers. However, Table 2 shows that in the three areas, the percentage of deaths is lower in the group in employment. In this case, the risk of death among the unemployed is double that for those working, in all three areas. Again, the result on an ecological scale cannot be extrapolated to the individual scale.
As we are dealing with aggregate data, the level of exposure for individuals to any risk factor is unknown. As a result, any hypothesis suggesting that there is a relationship between the excess mortality seen in certain areas and social inequities, use of health services, environmental exposures or occupational hazards for individuals are falling into the ecological fallacy (Wakefield and Shaddick, 2006) .
Apart from this frequent error in interpretation, some studies use scatter plots where SMR or SIR act as a dependent variable. However, this is not an appropriate procedure, since the order of the values arranged along the vertical axis is not equivalent to an order in the morbid-mortality for the areas, unless the specific rates are proportional to the population rates used for the comparison (Breslow et , 1983) . Graphic representation and modelling of specific rates would be a more suitable approach, although this would not avoid ecological fallacy.
An excellent paper by Morgenstern (2008) makes interesting comments on geographic correlation studies and biases appearing in estimates of effects. In spite of the warnings that several authors have issued over the years, many researchers still propose conjectures based on geographic correlation studies that can cause biased conclusions.
Conclusion
The design and analysis of small-area epidemiological studies should include an appropriate selection of the territorial unit for analysis, a systematic validation of the sources of information, a painstaking analysis of specific rates and careful interpretation of the results. If we are to reach this goal, as in other areas of scientific inquiry, then a suitable level of training is required (Altman et al., 2002 ).
The quality of geographic studies which form the basis for devising health policies will play a vital role towards meeting these strategic goals. For this purpose, there must be a procedure that enables us to ascertain what contribution published studies can make to decision-making. In this context, the theory of diagnostic evaluation provides a suitable framework in which to develop standardised tests that would enable us to ascertain the level of excellence for each of these research studies (Wyatt-Smith and Cumming, 2009) .
Following this method, Table 3 shows 12 questions to evaluate the scientific quality of a smallarea epidemiology study. Each question may have more than one answer that the evaluator should mark on the second column. The third column shows the maximum score for each question (Hogan, 2005) .
The overall score for the study will be derived from the sum of all the scores noted in the second column. optimal quality is achieved with the maximum score (16 points), average with a score between 8 and 15 points, and low with a score of 7 or under. Any study not achieving an optimal quality should be treated with caution, both in terms of the dissemination of results as well as when devising health plans.
The systematic application of this or other evaluation tools will contribute towards an enhanced quality of theoretical and applied research, and, consequently, to the advancement of scientific understanding in this field.
Question
Score Maximum 1. How is the geographic area under consideration defined in the study? (mark only one option) 1 a) It is the basic territorial unit that is to be described or where interventions are to be implemented b) It is a grouping of basic territorial units, with justification that the value of the rate is the same for all units c) It is a grouping of basic territorial units, but there has been no check on whether the value for the rate is the same for all units Yes, using the specific rate (or the adjusted rate, checking for the specific rates proportionality) as the dependent variable c) Yes, using SMR, SIR or a direct-method adjusted rate (without checking for the specific rates proportionality) as the dependent variable 
