Ensemble learning of K nonlinear perceptrons, which determine their outputs by sign functions, is discussed within the framework of online learning and statistical mechanics. This paper shows that ensemble generalization error can he calculated by using two order parameters, that is, the similarity between a teacher and a student, and the similarity among students. The differential equations that describe the dynamical behaviors of these parameters are derived analytically in the cases of Hehbian, perceptron and AdaTron learning. These three rules show different characteristics in their affinity for ensemble learning, that is "maintaining variety among students." Results show that AdaTron learning is superior to the other two rules.
I. INTRODUCTION
Ensemble learning has recently attracted the attention of many researchers [I] , [2] , [3] , [4] , [SI, [6] . Ensemble learning means to combine many rules or learning machines (students in the following) that perform poorly. Theoretical studies analyzing the generalization performance by using statistical mechanics [7] , [81 have been performed vigorously [4] , [5] , [6] .
Ham and Okada [4] theoretically analyzed the case in which. students are linear perceptrons. Their analysis was performed with statistical mechanics, focusing on the fact that the output of a new perceptron, whose connection weight is equivalent to the mean of those of students, is identical to the mean outputs of students. Krogh and Sollich[S] analyzed ensemble learning of linear perceptrons with noises within the framework of batch learning.
On the other hand, Hebbian learning, perceptron learning and AdaTron learning are well-known as learning rules for a nonlinear perceptron, which decides its output by sign function [9] , [IO] , [I I] , [121. Urbanczik[6] analyzed ensemble learning of nonlinear perceptrons that decide their outputs by sign functions for a large K limit within the framework of online learning[ 131. Though Urbanczik discussed ensemble learning of nonlinear perceptrons within the framework of online learning, he treated only the case in which the number K of students is large enough. Determining differences among ensemble learnings with Hebbian learning, perceptron learning and AdaTron learning (three typical learning rules), is a very attractive problem, but it is one that has never been analyzed to the best of our knowledge.
Based on the past studies, we discuss ensemble learning of K nonlinear perceptrons, which decide their outputs by sign 0-7803-8359-1/04/$20.00 02004 IEEE 1 functions within the framework of online learning and finite K [14] , [15] . First, we show that an ensemble generalization error of K students can be calculated by using two order parameters: one is a similarity between a teacher and a student, the other is a similarity among students. Next, we derive differential equations that describe dynamical behaviors of these order parameters in the case of general learning rules. After that, we derive concrete differential equations about three well-known learning rules: Hebbian learning, perceptron learning and AdaTron learning. We calculate the ensemble generalization errors by using results obtained through solving these equations numerically. Two methods are treated to decide an ensemble output. One is the majority vote of students, and the other is an output of a new perceptron whose connection weight equals the means of those of students. As a result, we show that these three learning rules have different properties with respect to an affinity for ensemble learning, and AdaTron learning, which is known to have the best asymptotic property [9], [IO] , [ll], [12] , is the best among the three learning rules within the framework of ensemble learning.
MODEL
Each student treated in this paper is a perceptron that decides its output by a sign function. An ensemble of K students is considered. Connection weights of students are JI,J~;..,JK. J h = ( J k 1 ; . . , J k , v ) , l i = 1,2;..,K and input x = (xl, . . . , ZN) are N dimensional vectors.
Each component x; of x is assumed to be an independent random variable that obeys the Gaussian distribution N ( 0 , l / N ) . Each component of J:, that is the initial value of Jk, is assumed to be generated according to the Gaussian distribution N ( 0 , l ) independently. Each student's output is sgn(ulll),sgn(u&), . .' , s g n ( u~l~) where ~k l k = Jk.2.
(2)
Here, l k denotes the length of student J k . This is one of the order parameters treated in this paper and will be described in detail later. In this paper, uk is called a normalized internal potential of a student.
The teacher is also perceptron that decides its output by a sign function. The teacher's connection weight is B. In this paper, B is assumed to be fixed where B = ( B 1 , . . . , B N ) is also an N dimensional vector. Each component B; is assumed to be generated according to the Gaussian distribution N(0,l) independently. The teacher's output is sgn(v) where
Here, U represents an internal potential of the teacher. For simplicity, the connection weight of a student and that of the teacher are simply called student and teacher. respectively.
In this paper the thermodynamic limit N + CO is also treated. Therefore,
where 1. I denotes a vector norm. Generally, a norm of student l J k l changes as the time step proceeds. Therefore, the ratio l k of the norm to fl is considered and is called a length of student J c . That is,
where l k is one of the ordewparameters treated in this paper.
The common input x is presented to the teacher and all students in the same order. Each student compares its output and an output of the teacher for input x. Each student's connection weight is corrected for the increasing probability that the student output agrees with that of the teacher. This procedure is called learning, and a method of learning is called learning rule, of which Hebbian learning, perceptron learning and AdaTron learning are well-known examples[9], [IO] , [I I] , [ 121. Within the framework of online learning, information that can be used for correction other than that regarding a student itself is only input x and an output of the teacher for that input. Therefore, the update can be expressed as follows, Jp+' = JF+frz", (6) fL" = f(sgn(~f'",G'),
(7)
where m denotes time step, and f is a function determined by learning rule.
as error e for the majority vote and the weight mean, respectively. Here, r, x and J X denote em. x m and J F , respectively. However, superscripts m, which represent time steps, are omitted for simplicity. Then, e(.) is the step function defined as (10) In both cases, E = 0 if an ensemble output agrees with that of the teacher and t = 1 otherwise. Generalization error tg is defined as the average of error e over the probability distribution p ( z ) of input x. The generalization error eg can be regarded as the probability that an ensemble output disagrees with that of the teacher for a new input x. In the case of a majority vote, using Eqs. (Z) , (3) and (8). we obtain
In the case of a weight mean, using Eqs.
(2).
(3) and (9), we obtain That is error E can be described as e = E ( { U k } , t J ) by using a normalized internal potential U k for the student and an internal potential U for the teacher in both cases. Therefore, the generalization error eg can he also described as
d u k d v P ( { u k } , v ) e ( { u k } , u ) ,
' k=l by using the probability distribution p ( { U k ] , v) of B k and v.
As the thermodynamic limit N + M is also considered in this paper, U k and v obey the multiple Gaussian distribution based on the central limit theorem. As input x and J k have 111. ENSEMBLE GENERALIZATION ERROR One purpose of statistical learning theory is to theoretically obtain generalization error. In this paper, two methods are treated to determine an ensemble output. One is the majority vote of K students, which means an ensemble output is decided to be +1 if students whose outputs are +1 the number of students whose outputs are -1, and -1 in the opposite case.
Another method for deciding an ensemble output is adopt. ing an output of a new perceptron whose connection weight is the mean of the weights of K students. This method is simply called the weight mean in this paper. agree. Therefore, R k is called the similarity between teacher and student in the following. Furthermore, R k is the second order paramctcr treated in this paper. Next, q k k ' is defined as a direction cosine between a student J k and another student obtained based on self-averaging as follows[9], (f3
where (.) stands for the sample average.
I J k l t J k ' t lklk,N i=l
Next, let us derive a differential equation regarding qkpr for the general learning rule. Considering a Student i k and another student J~, and rewriting as 1~ + lkr ~r + 1 -+ ik + d l k , qk, --f q k p , Q;?' -+ qkk' + d q k w and 1 / N -+ d t , a differential quation regarding q is obtained as follows, where k # k'. When a student J1: and another student Jk, have no correlation, qkkt = 0, and qkkl = 1 when the directions of J L and J k , agree. Therefore, qkk' is called the similarity among students in the following, and q k k , is the When learning has proceeded to some degree, K connection weight vectors J k of K students must distribute at the same distance from connection weight vector B of the teacher, as students can closely approximate the connection weight vector B of the teacher. Thus a combination of students in some R1 ... . . _ RK sense can approximate the teacher better than each student can do alone. In this case, the effect of ensemble learning is strong. On the contrary, Figure I(b) shows the case in which students are similar to each otherin other words the variety among students is small, that is, q is large. In this case, the significance of combining three students is small. Therefore, effect of ensemble learning is small when q is large, as in Figure I(b) .
Thus, the relationship between R k and qkk' is essential to know in ensemble learning. This relationship regarding linear perceptron has already been analyzed quantitatively in very As a result, a generalization error eg can be calculated if all similarities R k and qkk' are obtained. Let us thus discuss differential equations that describe dynamical behaviors of these order parameters. In this paper, norms of input, teacher and student are set as Eq. (4); influence of input can be replaced with the average over the distribution of inputs (sample average) in a large N limit. This idea is called self-averaging in statistical mechanics. Differential equations regarding 1k and R k for general learning rules have been
C. Perceptron learning
The update procedure for perceptron learning is 
(31)
clear form [4] . Here, we analytically investigate the relationship between R b and q w with respect to three learning rules of nonlinear perceptrons in the following.
As described above, in this paper each component of initial Figure 3 shows that q is smaller than R in the early period of learning (t < 4.0), which means perceptron learning maintains the variety among students for a longer time than Hebbian learning.
D. AdaTmn learning
The update procedure for AdaTron learning is N = lo5) . They closely agree with each other. That is, the derived theory explains the computer simulation quantitatively. Figure 4 shows that q is relatively smaller when compared with R than in the cases of Hebbian learning and perceptron learning. This means AdaTron learning maintains variety among students most out of these three learning rules.
V. DISCUSS~ON The results in the previous section showed that AdaTron learning maintains the variety among students best out of the three learning rules. Thus, AdaTron learning i s expected to be the best advanced for ensemble learning. To confirm this prediction, we have obtained numerical ensemble generalization errors eg in the case of K = 3 by using R and q for characteristic of the three learning rules[9]. However, it has disadvantage that the learning is slow at the beginning; that is, the generalization error is larger than for the other two learning rules in the period o f t < 6. This paper shows that AdaTron learning has a good affinity with ensemble learning in regard to "the variety among students" and the disadvantage of the early period can be improved by combining it with ensemble learning.
From the perspective of the difference between the majority vote and the weight mean, Figure 5-7 show that the improvement by weight mean is larger than that by majority vote in all three learning rules. Improvement in the generalization error by averaging connection weights of various students can be understood intuitively because the mean of students is close to that of the teacher in Figure I(a) . The reason why the improvement in the majority vote is smaller than that in the weight mean is considered to be that the variety among students cannot be utilized as effectively by the majority vote as by the weight mean. However, the majority vote can determine an ensemble output only using outputs of students, and is easy to implement. It is, therefore, significant that the effect of an ensemble in the case of the majority vote has been analvzed ouantitativelv. Asymptotic behavior of generalization ermr of majority vote in within the framework of online learning and statistical mechanics. We have shown that the ensemble generalization error can be calculated by using two order parameters, that is the similarity between the teacher and a student, and the similarity among students. The differential equations that describe the dynamical behaviors of these order parameters have been derived in the case of general learning rules. The concrete forms of these differential equations have been derived analytically in the cases of three well-known rules: Hebbian leaming, perceptron learning and AdaTron learning. As a result, these three rules have different characteristics in their affinity for ensemble learning, that is, "maintaining variety among students." The results show that AdaTron learning is Dynamical behaviors of ensemble genersuperior to the other two rules with respect to that affinity.
