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A SYMBOLIC ALGORITHM FOR COMPUTATION OF
NON-DEGENERATE CLIFFORD ALGEBRA MATRIX
REPRESENTATIONS
DIMITER PRODANOV
Abstract. Clifford algebras are an active area of mathematical research. The
main objective of the paper is to exhibit a construction of a matrix algebra
isomorphic to a Clifford algebra of signature (p,q), which can be automatically
implemented using general purpose linear algebra software. While this is not
the most economical way of implementation for lower-dimensional algebras it
offers a transparent mechanism of translation between a Clifford algebra and its
isomorphic faithful real matrix representation. Examples of lower dimensional
Clifford algebras are presented.
1. Introduction
Clifford algebras provide natural generalizations of complex, dual and double
numbers into the concept of Clifford numbers. Clifford algebras can be represented
by suitable matrices. Examples can be given by the Dirac γ matrices and Pauli
σ matrices representing Space Time Algebra and 3D geometric algebra, which is
sometimes referred to as the Algebra of Physical Space. The matrix representations
have been studied before, resulting in complicated algorithmic constructions [3, 6,
7, 1, 8]. Recently [4, 12, 2] have re-addressed the question. The approach followed
in this paper follows a different route.
The main objective of the paper is to demonstrate a construction of a matrix al-
gebra isomorphic to a non-degenerate Clifford algebra of arbitrary signature (p,q).
This is achieved by exhibiting an explicit isomorphism between a given Clifford
algebra and its faithful matrix representation. Instrumental for this approach is
the Clifford algebra matrix multiplication table M. The structure of this table is
very constrained by the structure of the Clifford algebra, which allows for deriving
useful relations between the matrix entries making the isomorphic matrix algebra
construction straightforward. As demonstrated further in the paper, the matrix
multiplication table M encodes all properties of the algebra. By using a construc-
tion based on M a faithful matrix representation can be given. Some applications
of so-presented approach can also be envisioned. For example, the presented algo-
rithm allows for calculation of the inverse of any multivector by going through an
intermediate matrix representation.
Results are derived using an elementary construction of Clifford algebra [10],
which is suitable for direct implementation in a computer algebra system support-
ing symbolical transformations of expressions. From design perspective it was the
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preferred choice in the clifford package for the computer algebra system Maxima
[9, 11].
2. Construction of the algebra Cℓp,q,r
This section gives a concise self-contained construction of the Clifford algebra
based on the construction of Macdonald [5, 10]. The construction is repeated here
for consistency of the presentation. In the following we define an associative algebra
over the reals R. The construction of Clifford algebras over the complex numbers
will not be discussed here The algebra is constructed by a set of generators, which
can be identified with orthonormal vectors. The generators of the algebra are called
orths for convenience.
Definition 2.1 (Indicial map). Define the indicial map ιe : N 7→ B, acting on
symbols by concatenation, such that
ιe : g 7→ eg
Assert the convention ιe : ∅ 7→ 1.
In order to construct the algebra we need some preliminary assumptions. We
assume that there are
• a fixed generator symbol e
• a set of n generators E := {e1 . . . en} of the algebra produced by the
action of the indicial map ιe : k 7→ ek for 1 ≤ k ≤ n.
• an order ≺ over E.
Definition 2.2 (Clifford algebra). The construction of the algebra goes in the
following steps:
(1) Define a vector space V (E,K) over the set of generators serving as basis
with axioms
• Commutativity of vector addition: a+ b = b+ a.
• Associativity of vector addition: (a+ b) + c = a+ (b+ c)
• Existence of additive unity 0: 0 + a = a+ 0 = a.
• For every vector, there exists an additive inverse: a+ (−a) = 0.
• Associativity of scalar multiplication: λ(µa) = (λµ)a
• Compatibility with scalar multiplication: aλ = λa.
• Distributivity of scalar addition: (λ+ µ)a = λa+ µa.
• Distributivity of vector addition: λ(a+ b) = λa+ λb.
• Scalar multiplication identity: 1K a = a.
for vectors a, b, c and scalars λ, µ.
(2) Adjoin an associative algebra G(E,K) over V (E,K) using the Clifford
product or geometric multiplication operation with axioms
• Existence of an algebra unity: 1Cℓa = a1Cℓ = a for a non-scalar a.
• Left distributivity: a(b+ c) = ab+ ac for arbitrary elements a, b, c.
• Right distributivity: (a+ b)c = ab+ ac for arbitrary elements a, b, c.
• Associativity: a(bc) = (ab)c for arbitrary elements a, b, c.
• Compatibility with scalars: (λa)(µb) = (λµ)(ab) for scalars λ, µ and
non-scalar elements a, b.
(3) Finally, assert
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Closure Axiom: For k orths e1, . . . , ek ∈ E and scalars λ, µ the multi-
vector belongs to the algebra:
λ+ µe1 . . . ek ∈ G
n (C)
Reduction Axiom: For all orths
ekek = σk1Cℓ , σk ∈ {1,−1, 0} (R)
where σk are real or complex scalars. The signature set is S := {σk}.
Anti-Commutativity Axiom: For every two basis vectors, such that
ei ≺ ej
eiej = −ejei (A-C)
We denote the algebra satisfying items 1-5 as Clifford algebra Cℓp,q,r , where p
elements of the orthonormal basis square to 1, q elements square to −1 and r
(degenerate) elements square to 0.
Finally, Cℓn will mean that the statement mentioning Cℓn pertains to arbitrary
signatures. Further-on generators will be indexed by Latin letters. It should be
remarked that the closure and compatibility Axioms are not included in the former
construction. This construction can be carried out without modifications in Com-
puter Algebra systems like Maxima by defining proper simplification rules for the
geometric product operation [9, 11].
The definition does not specify a particular ordering but merely asserts that an
ordering must be used.
2.1. Consistency of the extension. Here we present results demonstrating the
consistency of the Clifford algebra definition.
Proposition 2.3. The scalar and algebra units coincide:
1K = 1Cℓ ≡ 1
Proof. Suppose that e0 ∈ V (E) is the unit of the algebra. Then by the anti-
commutativity: e0ek+ eke0 = 0↔ ek+ ek = 0 which is a contradiction. Therefore,
e0 ∈ K⇒ e0 = 1 by the uniqueness property. 
Theorem 2.4. V (E) extends over the (sorted) power set of E
P (E) := {1, e1, . . . , en, e1e2, e1e3, . . . , e1e2...en}
That is V (P (E)) is a vector space and we have the inclusion
V (E) ⊂ V (P (E))
Proof. The proof follows from the Closure Axiom.
Multiplicative properties:
(1) Scalar commutativity µe1 . . . ek = e1µ . . . ek = . . . = e1 . . . ekµ
(2) In particular 1e1 . . . ek = e1 . . . ek1 = e1 . . . ek.
(3) 0e1 . . . ek = 0e2 . . . ek = . . . = 0ek = 0.
(4) Scalar compatibility: λ(µe1 . . . ek) = λ(µe1)(e2 . . . ek) = (λµ)e1 . . . ek
And we extend by linearity and the closure over the whole algebra.
Additive properties:
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(1) Universality of zero: Let L = 0+ e1 . . . ek. Right-multiply by ek. If σk = 0
then the results follows trivially.
So let σk 6= 0. Then Lek = 0ek + e1 . . . ek−1σk = σke1 . . . ek−1. Right-
multiply by ek. Then σkL = σke1 . . . ek ⇔ L = e1 . . . ek.
(2) Scalar distributivity: (c+d)e1 . . . ek = ((c+d)e1)e2 . . . ek = (ce1+de1)e2 . . . ek =
ce1 . . . ek + de1 . . . ek.
(3) In particular, there is an additive inverse element e1 . . . ek − e1 . . . ek = 0.
(4) Commutativity of addition: LetM = ea+eb−eb−ea. Then for all possible
orders of evaluation M = 0. Therefore, by linearity a+ b = b+ a.
(5) Associativity of addition: Let M = (ea + eb) + ec − ea − (eb + ec). By
commutativity of addition and closureM = (ea+eb)1− (eb+ec)1−ec−ea.
Then for all possible orders of evaluation of the first two summands M =
ea − ec + ec − ea = 0. Therefore, by linearity (a+ b) + c = a+ (b+ c).
(6) Distributivity of addition follows directly from the distributivity axioms
and the closure axioms
λ(ea + eb) = λea + λeb
And we extend by linearity and the closure over the entire algebra. 
Based on this extension principle we can identify the index set isomorphism
j : eaeb . . . em 7→ eJ , J = {a, b, . . . ,m} (2.1)
and use multi-index notation implicitly wherever appropriate. For consistency we
also extend the ordering to the power set ≺P (E), however we will not use distinct
symbol for this. Multi-indices will be denoted with capital letters.
Definition 2.5. The extended basis set of the algebra will be defined as the
sorted power set
B := {P (E),≺}
Therefore, we can afford the following multivector definition.
Definition 2.6. A multivector of the Clifford algebra is a linear combination of
elements over the 2n-dimensional vector space spanned by B.
Proposition 2.7 (Well posedness). The Clifford algebra construction is well de-
fined.
Proof. V (E) is well defined. Moreover, the vector space extension is also well
defined. The compatibility Axioms imply the inclusion V (E,K) ⊂ G (E,K).
Therefore, we only need to check the additional Algebra axioms. The Reduction
Axiom agrees with the Closure Axiom trivially. The Anti-commutativity Axiom
agrees with the Closure Axiom trivially. Further, by restriction to ordered pairs
the Anti-commutativity Axiom does not apply when the Reduction Axiom applies.
Therefore, these two axioms are logically independent. Therefore, restricted algebra
construction over V (E) is well defined.
The algebra extension is well-defined since the existence of Cℓn implies the
existence of Cℓn−1 by the Closure Axiom. By reduction, for n = 1 the three
possible cases for the sign of the element represent the double, complex or dual
numbers respectively. Therefore, by induction Cℓn exists. 
SYMBOLIC ALGORITHM FOR CLIFFORD ALGEBRAS 5
Definition 2.8 (Canonical real algebra). Define the canonical ordering as the
nested lexicographical order ̺, such that i < j =⇒ ei ≺ ej and extend it over P (E)
as:
e1 ≺ e2 ≺ e1e2︸︷︷︸
e12
≺ . . . ≺ e1 . . . en︸ ︷︷ ︸
eN
In addition assume that the first p elements square to 1, the next q elements square
to -1 and the last r elements square to 0. Then the algebra Cℓp,q,r ≡ {E, ̺,R} is
the canonical Clifford algebra.
Using this definition it is very easy to demonstrate the equivalence between
different algebras.
Theorem 2.9 (Algebra equivalence). Two algebras with the same numbers of p, q
and r orths are order-isomorphic.
Proof. If the elements are ordered identically then the statement is trivial. Let’s
assume that the elements are ordered differently. But then there is a permuta-
tion putting them into canonical order. Therefore, the algebras are isomorphic.
Therefore, we can identify an order ≺′ with the second permutation. 
Corollary 2.10 (S-Law of inertia). Denote by S the signature set of the algebra
Cℓ . For two isomorphic algebras Cℓ′ and Cℓ′′ ( Cℓ′ ∼= Cℓ′′ ) there is an invertible
map
ι : S1 7→ S2
Conversely, if there is an invertible map, such that
ι : S1 7→ S2
then Cℓ′ ∼= Cℓ′′.
Proof. The forward statement follows from Th. 2.9. Converse case: If the dimen-
sions of S1 and S2 are equal and the numbers of p, q and r orths are equal then
there is a permutation
ι : S1 7→ S2
However, it can be noted that this is the same permutation which gives
ι : B1 7→ B2
and hence by Th. 2.9 Cℓ′ ∼= Cℓ′′. 
Corollary 2.11. The canonical algebra Cℓp,q,r defines an equivalence class.
Remark 2.12. We can define the quadratic form of the algebra as the scalar part
of the square of an element v ∈ Cℓn
Q(v) := 〈vv〉0
In such way we can benefit from the statement of the universal property of the
Clifford algebra.
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3. Indicial representation
Definition 3.1. For the sets A and B define the symmetric difference as the
operation
A△B := {x : x /∈ A ∩B}
Definition 3.2. Define the argument map arg acting on symbol compositions as
arg : f(g) ≡ f ◦ g 7→ g
Assert argf = ∅.
Theorem 3.3 (Inidical representation). For generators es, et ∈ Cℓp,q,r, such that
s 6= t, the following diagram commutes
es {s}
eset ≡ est {s, t}
arg
ιe
et △{t}
arg
ιe
Proof. The right-left ι action follows from the construction of Cℓp,q,r . The left-right
argument action is trivial. We observe that argf = ∅. Trivially, {s}△∅ = ∅△{s} =
{s}. Let’s suppose that s = t. We notice that {s}△{t} = {t}△{s} = ∅. Let’s
suppose that s 6= t. We notice that {s}△{t} = {s, t} and {t}△{s} = {t, s}. 
3.1. Simplification Identities. The axioms define a canonical simplified repre-
sentation of a multivector. The main lemma is demonstrated in [5] and is repeated
here for convenience:
Lemma 3.4 (Permutation equivalence). LetM = ek1 . . . eki be an arbitrary Clifford
multinomial, where the i generators are not necessarily different. Then
M = s Pρ {ek1 . . . eki}
where s = ±1 is the sign of permutation of M and Pρ {ek1 . . . eki} 7→ ekα . . . ekω is
the product permutation according to the canonical ordering.
Proof. The proof follows directly from the anti-commutativity of Clifford multipli-
cation for any two generator elements A-C, observing that the sign of a permuta-
tion of S can be defined from its decomposition into the product of transpositions
as sgn(B) = (−1)m, where m is the number of transpositions in the decomposi-
tion. 
Further we can define a simplified form according to the action of the Reduction
Axiom.
Theorem 3.5 (Simplified monomial form). Let ek1 . . . eki be an arbitrary Clif-
ford multinomial, where the i generators in Cℓp,q,r are not necessarily different.
Let △ denote the symmetric set difference and sP is the sign of the permutation
Pρ {ek1 . . . eki}. We say that simplification induces a form equivalence
Ξ : E × . . .× E︸ ︷︷ ︸
i copies
∼= Cℓp,q
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such that
ek1 . . . eki =sP Ξ (ekα . . . ekω ) = sP ekαΞ
(
ekβ . . . ekω
)
=
sP Ξ
(
ekαekβ
)
Ξ
(
ekγ . . . ekω
)
Let 2p ≤ i generators square as e2j = 1. Then its simplified form is
ek1 . . . eki = sP eM ,M = {k1△k2△ . . . ki−2p}
with all k-indices different. Let 2q ≤ i generators square as e2j = −1. Then its
simplified form is
ek1 . . . eki = (−1)
qsP eM ,M = {k1△k2△ . . . ki−2q}
with all k-indices different. Let at lest 2 generators square as e2j = 0. Then its
simplified form is
ek1 . . . eki = 0
Proof. The product is transformed according to Lemma 3.4. Then we use Th 3.3 to
compute the indices. By eq. R the elements of equal indices are removed from the
final list. This induces a factor of (−1)q in the final result. Hence, for 2q elements
of index a {ka}△{ka} = ∅. Further ∅△{ki} = {ki}△∅ = {ki}. The parentheses
can be skipped from the final notation to improve readability and the result follows.
The associativity of Ξ follows from the associativity of the Clifford product. 
Proposition 3.6 (Maximal element). The algebra Cℓp,q,r has a maximal element
I = e1 . . . en (i.e. a pseudoscalar).
Proof. Suppose that r > 0. Then if a product contains more than one nilpotent
generators of the same index the simplified form is 0 by Lemma 3.4. If a product
contains exactly one nilpotent generator per index the maximal element is the
product of all generators by Th. 3.5.
I = e1 . . . en, n = p+ q + r
Suppose that r = 0. Then by Th. 3.5 the maximal element is the product of all
generators
I = e1 . . . en, n = p+ q
This element is referred to as the pseudoscalar of the algebra. 
The indicial representation is implemented in the cliford package for the com-
puter algebra system Maxima [9]. In a way, this is the best possible representation
it terms of storage space.
4. Multiplication Tables of the Clifford Algebras
Further-on, matrices will be indicated with bold capital letters, while matrix
entries will be indicated by lowercase letters. Multi-indices will be written in capital
letters, while index entries will be denoted by Greek letters.
Definition 4.1 (Full Matrix multiplication table). Consider the extended basis E.
Define the multiplication table matrix as the mapping
µ : Ξ(B×B) 7→Mat(2n × 2n), n = p+ q + r
µ(B) =MCℓp,q,r
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with matrix consisting of the ordered product entries using the multi-index notation
M := {mµν eMeN |M ≺ N} , mµν = {−1, 0, 1}
Since M is a square matrix we will not make a distinction for its dimensions, so
dim(M) will mean 2n × 2n or 2n depending on the context.
Example. Consider Cℓ2,0,0. The full matrix multiplication table is
Mat =


1 e1 e2 e1e2
e1 1 e1e2 e2
e2 −e1e2 1 −e1
e1e2 −e2 e1 −1


The lines are drawn for clarity.
Proposition 4.2. Consider the multiplication table M. All elements mkj are dif-
ferent for a fixed row k. All elements miq are different for a fixed column q.
Proof. The results follow from the simplification Th. 3.5. Fix k. Then for eK , eJ ∈
B
eKeJ = mkjes, S = K△J
which is a different way of writing the simplification Lemma. Suppose that we have
equality for 2 indices j, j′. Then
K△J ′ = K△J = S
and let δ = J ∩ J ′. Then
K△ (J ∪ δ) = K△J = S ⇒ K△δ = S ⇒ δ = ∅
Therefore, j = j′. By symmetry, the same reasoning applies to a fixed column
q. 
Lemma 4.3 (Multiplication Matrix Structure). For the multi-indices S ≺ T , such
that S ∩ T = ∅, the following implications for the elements of M hold:
mµλ es mµλ′et
mλµes mλµmµλ′est mλλ′′est
∃
∃λ′ > λ
∃ ∃λ′′ = λ′
so that
mλλ′ est = mλµσµmµλ′ est
for some index µ.
Proof. By the properties ofM there exists λ′ > λ, such that eMeL′ = mµλ′ et, L
′\M =
T for L ≺ L′. Choose M , s.d. L ≺M ≺ L′. Then for L ≺M ≺ L′ and S ≺ T
eMeL = mµλ es, L△M = S ⇔ eLeM = mλµ es
eMeL′ = mµλ′ et, L
′△M = T
Suppose that eset = est, st = S ∪ T = S△T . Multiply together the diagonal
nodes in the matrix
eL eMeM︸ ︷︷ ︸
σµ
eL′ = mλµmµλ′ est
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Therefore, s ∈ L and t ∈ L′. We observe that there is at least one element (the
algebra unity) with the desired property σµ 6= 0.
Further, we observe that there exists unique λ′′ such that mλλ′′est. Since λ is
fixed by Th. 3.5 this implies that L′′ = L′ ⇒ λ′′ = λ′. Therefore,
eLeL′ = mλλ′est, L
′△L = {s, t}
which implies the identity
mλλ′ est = mλµσµmµλ′ est

Proposition 4.4 (Duality coefficients). For σs 6= 0
es△IeI = q es
for qs = σs eses△IeI . For σI 6= 0
es△I = qs σIeseI
and
eses△I = qsσsσIeI
Proof. By Th. 3.3 es△IeI = q e(s△I)△I = es, where q is the sign of the per-
mutation P ((s△I) ∪ I). Then we right multiply with the inverse of es to find q.
For σI 6= 0 there is an inverse element e
−1
I = σIeI so the identity follows from
right-multiplication with the inverse. 
Therefore, we can identify the orthogonal complement element as the algebraical
dual so the usual Clifford dual is
e∗s = ese
−1
I = qs es△I = qs ⋆ es
Lemma 4.5 (Matrix dual structure). Consider the non-degenerate algebra Cℓp,q ,
for the multi-index S ≺ I = 1, . . . , n the following implications hold for the elements
of M:
mµλ es mµλ′es△I mµλ′′eI
mλ′µes△I mλ′λ′′es
mλ′′λ′es mλ′′µeI
∃λ′ > λ ∃λ′′ > λ′
∃
∃
∃
∃
for λ′ = 2n − λ, n = p+ q so that
mλ′λ′′ = σsσλ′σλ′′mλ′′λ′
mλ′µ = qsσImλ′λ′′σλ′′mλ′′µ
qs = σs σλ′′mλ′′λ′ σλ′mλ′µ σµmµλ′′
for some index λ′′.
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Proof. Since there is no ambiguity we can use the same symbol I for the pseu-
doscalar and its indicial representation.
For eL, e
′′
L, eM ⊂ B, such that
eMeL = mµλ es, L△M = S
eMeL′′ = mµλ′′ eI ⇒ eL′′eM = mλ′′µ eI
there are indices µ < λ < λ′′. However, this is the first row of the diagram.
Observe that S ∩ I 6= ∅. Since S ∪ I△S = I by Lemma 4.3 ∃λ′ < λ′′, such that
eMeL′ = mµλ′ es△I ⇒ eL′eM = mλ′µ es△I
Moreover, λ′ = N − λ by eq 7.1.
However, we can multiply together
mλ′µmµλ′′ es△IeI︸ ︷︷ ︸
qses
= eL′ eMeM︸ ︷︷ ︸
σµ
eL′′
So that for σµ 6= 0
σµmλ′µmµλ′′qs es = mλ′λ′′ es
qs/eI = σs eses△I
by Prop. 4.4. On the other hand we can multiply
eL′eL′′ = mλ′λ′′es
eL′′eL′ = mλ′′λ′es
So that
eL′ eL′′eL′′︸ ︷︷ ︸
σλ′′
eL′ = mλ′λ′′mλ′′λ′σs
σλ′σλ′′ = mλ′λ′′mλ′′λ′σs
Therefore, for σs 6= 0
mλ′′λ′ = σsσλ′σλ′′mλ′λ′′
Finally, we multiply
eL′eL′′ = mλ′λ′′es
eL′′eM = mλ′′µeI
which gives
eL′ eL′′eL′′︸ ︷︷ ︸
σλ′′
eM = mλ′λ′′mλ′′µ eseI︸︷︷︸
qsσIes△I
Therefore,
mλ′µ es△I = σIσλ′′mλ′λ′′mλ′′µ qs es△I
We multiply
eL′′eL′ = mλ′′λ′es
eL′eM = mλ′µes△I
eMeL′′ = mµλ′′eI
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which gives
eL′′ eL′eL′︸ ︷︷ ︸
σλ′
eMeM︸ ︷︷ ︸
σµ
eL′′ = mλ′′λ′mλ′µmµλ′′ es es△IeI︸ ︷︷ ︸
qses
σµσλ′σλ′′ = mλ′′λ′mλ′µmµλ′′ σsqs
so that
qs = σs σλ′′mλ′′λ′ σλ′mλ′µ σµmµλ′′

5. The Main result
In order to state the main result we need the following definitions:
Definition 5.1. The scalar product of the blades A and B is defined as
A ∗B := 〈AB〉0
Definition 5.2 (Scalar product table). Define the scalar product table
G := {gµν eM ∗ eN |M ≺ N}
Definition 5.3 (Coefficient map). Define the linear map acting element-wise
Ca : Cℓ 7→ R
by the action
Ca :
{
ax 7→ x, x ∈ R, a ∈ B
b 7→ 0, b ∈ B
Definition 5.4. Define the coefficient map indexed by the multi-index S as
CS :M 7→ AS
Definition 5.5 (Canonical matrix map). For the multi-index S define the map
π : eS 7→ Es = GAs
where s is the ordinal of eS in the multivector basis B. Further, denote the set of
all maps as π = {πs} and let πs ≡ π(es).
Here follows the main result :
Theorem 5.6 (Canonical Matrix Representation). Define the map g : A 7→ GA.
Then
πs = Cs ◦ g = g ◦ Cs
so that the diagram commutes
M As
GM Es = GAs
g
Cs
g
Cs
πs
Further, π is an isomorphism inducing a Clifford algebra representation in the
real matrix algebra:
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Cℓp,q(R) Cℓp,q [MatR(2
n × 2n)]
π
π−1
The π map distributes over the Clifford product (homomorphism):
πst = πsπt
Proof. The π-map is a linear isomorphism. The set {Es} forms a semigroup, which
is a subset of the matrix algebra MatR(2
n × 2n). Let
π : es 7→ Es
π : et 7→ Et
Then we claim that
(1) EsEs = σsI.
(2) EsEt 6= 0.
(3) EsEt = −EtEs.
Therefore, {Es} is an image of Cℓp,q . 
6. Derivation of the main result
6.1. The scalar product multiplication table.
Theorem 6.1. The scalar product table is a diagonal matrix G, which is invariant
under orthogonal transformations.
Proof. The proof is based on Macdonald [5]. From the definition of the scalar
product it is obvious that G is diagonal. Consider the orthogonal transforma-
tion F = AE with orthogonal matrix A. We evaluate FTF. Then element-wise
(summation by repeated indices)
fnfm = anjajmeNeM (6.1)
Then for m = n
fnfn = anjajneNeN = σn
by the orthogonality of entries. Then diag
〈
FTF
〉
= G, where diag denotes the
diagonal elements. 
Proposition 6.2. The π-map is linear.
The proof follows from the linearity of the coefficient map and matrix multipli-
cation.
Definition 6.3 (Sparsity property). A matrix has the sparsity property if it has
exactly one non-zero element per column and exactly one non-zero element per row.
Such a matrix we call sparse.
Proposition 6.4. For es ∈ E the matrix As = Ces(M) is sparse.
Proof. Fix an element es ∈ E. Consider a row k. By prop 4.2 there is a j, such
ekj = es. Then akj = µkj , while for i 6= j aki = 0. Consider a column m By
prop 4.2 there is a j, such ejm = es. Then ajm = µjm, while for i 6= j aim = 0.
Therefore, As has the sparsity property. 
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Proposition 6.5. Let L := {li} , li ∈ P (E) and Rs is the first row of Es. Then
π−1 : Es 7→ RsL.
Proof. We observe that by the prop. 6.4 the only non-zero element in the first row
of Es is σ1m1s = 1. Therefore, RsL = es. 
Lemma 6.6 (Sparsity lemma). If the matrices A and B are sparse then so is
C = AB. Moreover,
cij =
{
0
aiqbqj
for some index q.
Proof. Consider two sparse square matrices A and B of dimension n. Let cij =∑
µ aiµbµj . Then as we vary the row index i then there is only one index q ≤ n,
such that aiq 6= 0. As we vary the column index j then there is only one index
q ≤ n, such that bqj 6= 0. Therefore, cij = (0; aiqbqj) for some q by the sparsity of
A and B.
As we vary the row index i then cqj = 0 for i 6= q for the column j by the sparsity
of A. As we vary the column index j then ciq = 0 for j 6= q for the row i by the
sparsity of B. Therefore, AB is sparse. 
Corollary 6.7. If A is sparse then A2 is diagonal.
Proof. Let C = A2 We observe that by sparsity aiqbqj 6= 0 if i = j. 
Theorem 6.8 (Semigroup property). Let es and et are basis elements. Then the
map π acts on Cℓp,q according to the following diagram
es Es
eset ≡ est Est ≡ EsEt
et
π
Et
π
The map π distributes over the Clifford product:
π(eset) = π(es)π(et)
Proof. Let
π : es 7→ Es
π : et 7→ Et
π : eset 7→ Est
We specialize the result of Lemma 4.3 for S = {s} and T = {t} and observe that
mλλ′ est = mλµσµmµλ′ est
for λ, λ′, µ ≤ n
σλmλλ′ = σλmλµσµmµλ′
Therefore,
Est = EsEt
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Moreover, we observe that
π(eset) = Est = EsEt = π(es)π(et)

Corollary 6.9. The set of all matrices Es forms a semigroup.
Proof. Since π is linear it is invertible. Since π distributes over Clifford product
π−1 distributes over matrix multiplication:
π−1(EsEt) ≡ π
−1(Est) = est ≡ eset = π
−1(Es) π
−1(Et)
However, Cℓp,q,r is closed by construction, therefore, Es is closed under matrix
multiplication. 
Corollary 6.10. For Cℓp,q the set of all matrices Es forms the Pin group Pinp,q.
Proposition 6.11. For generator elements es and et
EsEt + EtEs = 0
Proof. Consider the basis elements es and et. By linearity and Clifford-product
distributivity of the π map
π : eset + etes = 0 7→ π(eset) + π(etes) = 0
Therefore, for vector elements
EsEt + EtEs = 0

Proposition 6.12. EsEs = σsI
Proof. Consider the matrixW =GAsGAs. Then element-wise wµν =
∑
λ σµσλaµλaλν .
By Lemma 6.6 W is sparse so that wµν = (0;σµσqaµqaqν).
From the structure of M for the entries containing the element eS we have the
equivalence {
eMeQ = a
s
µqeS , S = M△Q
eQeM = a
s
qµeS ,
After multiplication of the equations we get
eMeQeQeM = a
s
µqeSa
s
qµeS
which simplifies to the First fundamental identity:
σqσµ = a
s
µqa
s
qµσs (6.2)
We observe that if σµ = 0 or σq = 0 the result follows trivially. In this case also
σs = 0.
Therefore, let’s suppose that σsσqσµ 6= 0. We multiply both sides by σsσqσµ
σs = σqσµa
s
µqa
s
qµ
However, the RHS is a diagonal element of W, therefore by the sparsity it is the
only non-zero element for a given row/column so that
W = E2
s
= σsI

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In the present article we will focus on non-degenerate Clifford algebras. Therefore
we assume that the product set
S := {σi = eiei | ei ∈ E}
is valued in the set {−1, 1} if not stated otherwise.
6.2. Non-degenerate algebras.
Proposition 6.13. For non degenerate algebras Cℓp,q G is orthogonal and
GG = I
Proof. G = GT by symmetry. Since its elements are valued ±1 then element-wise∑
λ gµλgλµ = σ
2
µ = 1 
Proposition 6.14. For non-degenerate algebras Cℓp,q E
−1
s = σsEs.
Theorem 6.15. For non-degenerate algebras Cℓp,q the matrices As and Es are
orthogonal.
Proof. First we prove an auxiliary equation. Consider the matrix
Y =GAs − σsA
T
sG
Element-wise yµν = σµa
s
µν − σsa
s
νµσν . Suppose that a
s
νµ 6= 0. Then
yµν = a
s
νµ
(
σµa
s
µνa
s
νµ − σsσν
)
= σνa
s
νµ
(
σµa
s
µνa
s
νµσν − σs
)︸ ︷︷ ︸
0
= 0
Therefore,
GAs = σsA
T
sG (6.3)
Right multiply by GAs:
GAsGAs︸ ︷︷ ︸
E2s
= σsA
T
s GG︸︷︷︸
I
As
so that
σsI = σsA
T
s As ⇔ A
T
s As = I
Since G is orthogonal the second assertion follows as well. 
Corollary 6.16 (Second fundamental identity). Consider the element es in a non-
degenerate algebra Cℓp,q . Then there is an index q ≤ n = p+ q, such that{
asµqa
s
qµ = σs
σµσq = 1
Proof. AsA
T
s = I ⇒ (a
s
qµ)
2 = 1 for some q. EsE
T
s = I ⇒ σµσq(a
s
qµ)
2 = σµσq = 1
for some q. The final assertion follows from the first fundamental identity. 
We are based now to make a convenient observation
Proposition 6.17. Consider the non-degenerate algebra Cℓp,q . Then for any
element es :
• If σs = 1 then Es is symmetric.
• If σs = −1 then Es is anti-symmetric.
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Proof.
E−1s = σsEs = E
T
s ⇒ σsEs −E
T
s = 0
Then for σs = 1⇒ Es −ETs = 0, therefore Es is symmetric. While for σs = −1⇒
−Es −ETs = −(Es +E
T
s ) = 0, therefore Es is anti-symmetric. 
6.3. Degenerate algebras.
Proposition 6.18. Consider a degenerate algebra Cℓp,q,r and let H := G
2. Then
H is idempotent.
Proof. We observe that since G is diagonal and σ2i = 1 it follows that H contains
only 1’s and 0’s on its diagonal so hµλhλµ = h
2
µµ ∈ {0, 1} and
HH = H

7. Applications
In this section examples are given for non-degenerate Clifford algebras.
7.1. Representations for n=2. For a general element of the form
a1 + e1 a2 + e2 a3 + a4 (e1e2)
we have the following canonical matrix representations:
• Geometric algebra Cℓ2,0

a1 a2 a3 a4
a2 a1 a4 a3
a3 −a4 a1 −a2
−a4 a3 −a2 a1


• Split-quaternions Cℓ1,1

a1 a2 a3 a4
a2 a1 a4 a3
−a3 a4 a1 −a2
a4 −a3 −a2 a1


• Quaternions Cℓ0,2 

a1 a2 a3 a4
−a2 a1 −a4 a3
−a3 a4 a1 −a2
−a4 −a3 a2 a1


7.2. Representations for n=3. For a general element of the form
a1 + e1 a2 + e2 a3 + e3 a4 + a5 (e1e2) + a6 (e1e3) + a7 (e2e3) + a8 (e1e2e3)
we have the following canonical matrix representations:
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• Geometric algebra Cℓ3,0

a1 a2 a3 a4 a5 a6 a7 a8
a2 a1 a5 a6 a3 a4 a8 a7
a3 −a5 a1 a7 −a2 −a8 a4 −a6
a4 −a6 −a7 a1 a8 −a2 −a3 a5
−a5 a3 −a2 −a8 a1 a7 −a6 a4
−a6 a4 a8 −a2 −a7 a1 a5 −a3
−a7 −a8 a4 −a3 a6 −a5 a1 a2
−a8 −a7 a6 −a5 a4 −a3 a2 a1


• algebra Cℓ2,1

a1 a2 a3 a4 a5 a6 a7 a8
a2 a1 a5 a6 a3 a4 a8 a7
a3 −a5 a1 a7 −a2 −a8 a4 −a6
−a4 a6 a7 a1 −a8 −a2 −a3 a5
−a5 a3 −a2 −a8 a1 a7 −a6 a4
a6 −a4 −a8 −a2 a7 a1 a5 −a3
a7 a8 −a4 −a3 −a6 −a5 a1 a2
a8 a7 −a6 −a5 −a4 −a3 a2 a1


• algebra Cℓ1,2

a1 a2 a3 a4 a5 a6 a7 a8
a2 a1 a5 a6 a3 a4 a8 a7
−a3 a5 a1 −a7 −a2 a8 a4 −a6
−a4 a6 a7 a1 −a8 −a2 −a3 a5
a5 −a3 −a2 a8 a1 −a7 −a6 a4
a6 −a4 −a8 −a2 a7 a1 a5 −a3
−a7 −a8 −a4 a3 −a6 a5 a1 a2
−a8 −a7 −a6 a5 −a4 a3 a2 a1


• algebra Cℓ0,3

a1 a2 a3 a4 a5 a6 a7 a8
−a2 a1 −a5 −a6 a3 a4 −a8 a7
−a3 a5 a1 −a7 −a2 a8 a4 −a6
−a4 a6 a7 a1 −a8 −a2 −a3 a5
−a5 −a3 a2 −a8 a1 −a7 a6 a4
−a6 −a4 a8 a2 a7 a1 −a5 −a3
−a7 −a8 −a4 a3 −a6 a5 a1 a2
a8 −a7 a6 −a5 −a4 a3 −a2 a1


7.3. Representations for n=4. For a general element of the form
a1 + e1 a2 + e2 a3 + e3 a4 + e4 a5 + a6 (e1e2) + a7 (e1e3)+
a8 (e1e4) + a9 (e2e3) + a10 (e2e4) + a11 (e3e4)+
a12 (e1e2e3) + a13 (e1e2e4) + a14 (e1e3e4) + a15 (e2e3e4) + a16 (e1e2e3e4)
we have the following canonical matrix representations:
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• Geometric algebra Cℓ4,0


a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 a16
a2 a1 a6 a7 a8 a3 a4 a5 a12 a13 a14 a9 a10 a11 a16 a15
a3 −a6 a1 a9 a10 −a2 −a12 −a13 a4 a5 a15 −a7 −a8 −a16 a11 −a14
a4 −a7 −a9 a1 a11 a12 −a2 −a14 −a3 −a15 a5 a6 a16 −a8 −a10 a13
a5 −a8 −a10 −a11 a1 a13 a14 −a2 a15 −a3 −a4 −a16 a6 a7 a9 −a12
−a6 a3 −a2 −a12 −a13 a1 a9 a10 −a7 −a8 −a16 a4 a5 a15 −a14 a11
−a7 a4 a12 −a2 −a14 −a9 a1 a11 a6 a16 −a8 −a3 −a15 a5 a13 −a10
−a8 a5 a13 a14 −a2 −a10 −a11 a1 −a16 a6 a7 a15 −a3 −a4 −a12 a9
−a9 −a12 a4 −a3 −a15 a7 −a6 −a16 a1 a11 −a10 a2 a14 −a13 a5 a8
−a10 −a13 a5 a15 −a3 a8 a16 −a6 −a11 a1 a9 −a14 a2 a12 −a4 −a7
−a11 −a14 −a15 a5 −a4 −a16 a8 −a7 a10 −a9 a1 a13 −a12 a2 a3 a6
−a12 −a9 a7 −a6 −a16 a4 −a3 −a15 a2 a14 −a13 a1 a11 −a10 a8 a5
−a13 −a10 a8 a16 −a6 a5 a15 −a3 −a14 a2 a12 −a11 a1 a9 −a7 −a4
−a14 −a11 −a16 a8 −a7 −a15 a5 −a4 a13 −a12 a2 a10 −a9 a1 a6 a3
−a15 a16 −a11 a10 −a9 a14 −a13 a12 a5 −a4 a3 −a8 a7 −a6 a1 −a2
a16 −a15 a14 −a13 a12 −a11 a10 −a9 −a8 a7 −a6 a5 −a4 a3 −a2 a1


• algebra Cℓ3,1


a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 a16
a2 a1 a6 a7 a8 a3 a4 a5 a12 a13 a14 a9 a10 a11 a16 a15
a3 −a6 a1 a9 a10 −a2 −a12 −a13 a4 a5 a15 −a7 −a8 −a16 a11 −a14
a4 −a7 −a9 a1 a11 a12 −a2 −a14 −a3 −a15 a5 a6 a16 −a8 −a10 a13
a5 −a8 −a10 −a11 a1 a13 a14 −a2 a15 −a3 −a4 −a16 a6 a7 a9 −a12
−a6 a3 −a2 −a12 −a13 a1 a9 a10 −a7 −a8 −a16 a4 a5 a15 −a14 a11
−a7 a4 a12 −a2 −a14 −a9 a1 a11 a6 a16 −a8 −a3 −a15 a5 a13 −a10
−a8 a5 a13 a14 −a2 −a10 −a11 a1 −a16 a6 a7 a15 −a3 −a4 −a12 a9
−a9 −a12 a4 −a3 −a15 a7 −a6 −a16 a1 a11 −a10 a2 a14 −a13 a5 a8
−a10 −a13 a5 a15 −a3 a8 a16 −a6 −a11 a1 a9 −a14 a2 a12 −a4 −a7
−a11 −a14 −a15 a5 −a4 −a16 a8 −a7 a10 −a9 a1 a13 −a12 a2 a3 a6
−a12 −a9 a7 −a6 −a16 a4 −a3 −a15 a2 a14 −a13 a1 a11 −a10 a8 a5
−a13 −a10 a8 a16 −a6 a5 a15 −a3 −a14 a2 a12 −a11 a1 a9 −a7 −a4
−a14 −a11 −a16 a8 −a7 −a15 a5 −a4 a13 −a12 a2 a10 −a9 a1 a6 a3
−a15 a16 −a11 a10 −a9 a14 −a13 a12 a5 −a4 a3 −a8 a7 −a6 a1 −a2
a16 −a15 a14 −a13 a12 −a11 a10 −a9 −a8 a7 −a6 a5 −a4 a3 −a2 a1


• algebra Cℓ2,2


a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 a16
a2 a1 a6 a7 a8 a3 a4 a5 a12 a13 a14 a9 a10 a11 a16 a15
a3 −a6 a1 a9 a10 −a2 −a12 −a13 a4 a5 a15 −a7 −a8 −a16 a11 −a14
−a4 a7 a9 a1 −a11 −a12 −a2 a14 −a3 a15 a5 a6 −a16 −a8 −a10 a13
−a5 a8 a10 a11 a1 −a13 −a14 −a2 −a15 −a3 −a4 a16 a6 a7 a9 −a12
−a6 a3 −a2 −a12 −a13 a1 a9 a10 −a7 −a8 −a16 a4 a5 a15 −a14 a11
a7 −a4 −a12 −a2 a14 a9 a1 −a11 a6 −a16 −a8 −a3 a15 a5 a13 −a10
a8 −a5 −a13 −a14 −a2 a10 a11 a1 a16 a6 a7 −a15 −a3 −a4 −a12 a9
a9 a12 −a4 −a3 a15 −a7 −a6 a16 a1 −a11 −a10 a2 −a14 −a13 a5 a8
a10 a13 −a5 −a15 −a3 −a8 −a16 −a6 a11 a1 a9 a14 a2 a12 −a4 −a7
−a11 −a14 −a15 −a5 a4 −a16 −a8 a7 −a10 a9 a1 −a13 a12 a2 a3 a6
a12 a9 −a7 −a6 a16 −a4 −a3 a15 a2 −a14 −a13 a1 −a11 −a10 a8 a5
a13 a10 −a8 −a16 −a6 −a5 −a15 −a3 a14 a2 a12 a11 a1 a9 −a7 −a4
−a14 −a11 −a16 −a8 a7 −a15 −a5 a4 −a13 a12 a2 −a10 a9 a1 a6 a3
−a15 a16 −a11 −a10 a9 a14 a13 −a12 −a5 a4 a3 a8 −a7 −a6 a1 −a2
a16 −a15 a14 a13 −a12 −a11 −a10 a9 a8 −a7 −a6 −a5 a4 a3 −a2 a1


• Space-time algebra Cℓ1,3


a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 a16
a2 a1 a6 a7 a8 a3 a4 a5 a12 a13 a14 a9 a10 a11 a16 a15
−a3 a6 a1 −a9 −a10 −a2 a12 a13 a4 a5 −a15 −a7 −a8 a16 a11 −a14
−a4 a7 a9 a1 −a11 −a12 −a2 a14 −a3 a15 a5 a6 −a16 −a8 −a10 a13
−a5 a8 a10 a11 a1 −a13 −a14 −a2 −a15 −a3 −a4 a16 a6 a7 a9 −a12
a6 −a3 −a2 a12 a13 a1 −a9 −a10 −a7 −a8 a16 a4 a5 −a15 −a14 a11
a7 −a4 −a12 −a2 a14 a9 a1 −a11 a6 −a16 −a8 −a3 a15 a5 a13 −a10
a8 −a5 −a13 −a14 −a2 a10 a11 a1 a16 a6 a7 −a15 −a3 −a4 −a12 a9
−a9 −a12 −a4 a3 −a15 −a7 a6 −a16 a1 −a11 a10 a2 −a14 a13 a5 a8
−a10 −a13 −a5 a15 a3 −a8 a16 a6 a11 a1 −a9 a14 a2 −a12 −a4 −a7
−a11 −a14 −a15 −a5 a4 −a16 −a8 a7 −a10 a9 a1 −a13 a12 a2 a3 a6
−a12 −a9 −a7 a6 −a16 −a4 a3 −a15 a2 −a14 a13 a1 −a11 a10 a8 a5
−a13 −a10 −a8 a16 a6 −a5 a15 a3 a14 a2 −a12 a11 a1 −a9 −a7 −a4
−a14 −a11 −a16 −a8 a7 −a15 −a5 a4 −a13 a12 a2 −a10 a9 a1 a6 a3
a15 −a16 −a11 a10 −a9 a14 −a13 a12 −a5 a4 −a3 a8 −a7 a6 a1 −a2
−a16 a15 a14 −a13 a12 −a11 a10 −a9 a8 −a7 a6 −a5 a4 −a3 −a2 a1


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• algebra Cℓ0,4

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 a16
−a2 a1 −a6 −a7 −a8 a3 a4 a5 −a12 −a13 −a14 a9 a10 a11 −a16 a15
−a3 a6 a1 −a9 −a10 −a2 a12 a13 a4 a5 −a15 −a7 −a8 a16 a11 −a14
−a4 a7 a9 a1 −a11 −a12 −a2 a14 −a3 a15 a5 a6 −a16 −a8 −a10 a13
−a5 a8 a10 a11 a1 −a13 −a14 −a2 −a15 −a3 −a4 a16 a6 a7 a9 −a12
−a6 −a3 a2 −a12 −a13 a1 −a9 −a10 a7 a8 −a16 a4 a5 −a15 a14 a11
−a7 −a4 a12 a2 −a14 a9 a1 −a11 −a6 a16 a8 −a3 a15 a5 −a13 −a10
−a8 −a5 a13 a14 a2 a10 a11 a1 −a16 −a6 −a7 −a15 −a3 −a4 a12 a9
−a9 −a12 −a4 a3 −a15 −a7 a6 −a16 a1 −a11 a10 a2 −a14 a13 a5 a8
−a10 −a13 −a5 a15 a3 −a8 a16 a6 a11 a1 −a9 a14 a2 −a12 −a4 −a7
−a11 −a14 −a15 −a5 a4 −a16 −a8 a7 −a10 a9 a1 −a13 a12 a2 a3 a6
a12 −a9 a7 −a6 a16 −a4 a3 −a15 −a2 a14 −a13 a1 −a11 a10 −a8 a5
a13 −a10 a8 −a16 −a6 −a5 a15 a3 −a14 −a2 a12 a11 a1 −a9 a7 −a4
a14 −a11 a16 a8 −a7 −a15 −a5 a4 a13 −a12 −a2 −a10 a9 a1 −a6 a3
a15 −a16 −a11 a10 −a9 a14 −a13 a12 −a5 a4 −a3 a8 −a7 a6 a1 −a2
a16 a15 −a14 a13 −a12 −a11 a10 −a9 −a8 a7 −a6 −a5 a4 −a3 a2 a1


Computations have been carried out using the computer code included in the
Appendix.
7.4. Duality automorphisms.
Definition 7.1. Define the algebraical dual element of es as the result of the duality
operation
⋆ es := es△I , I = 1 . . . n
Using this definition we have trivially that so-defined duality transformation is
an automorphsim
⋆(⋆es) = es
Moreover, we have the diagram
1 e1 . . . e1△I I
⋆
⋆
⋆
⋆
demonstrating the correspondence
arg ◦ ⋆ : j 7→ n− j (7.1)
Appendix A. Maxima Clifford code
The code was implemented using the Maxima package clifford developed by
the author [9, 11]. Examples presented above can be recomputed using the com-
mand elem2mat1 after proper initialization of the package.
Listing 1. Representation code
1
/∗ computes blade r ep r e s en ta t i on ∗/
c l imatr ep1 ( vv ) :=block ( [ n , AA, l s t , EE, opsubst : f a l s e , gs : gensym (
s t r i n g ( asymbol ) ) ] ,
l o c a l (AA, EE) ,
i f emptyp(%elements ) then l s t : e l ements ( a l l )
6 e l s e i f %elements [ 1 ] #1 then l s t : cons (1 , %elements ) e l s e l s t : %
elements ,
n : l ength ( l s t ) ,
/∗ mu l t i p l i c a t i o n tab l e o f the a l gebra ∗/
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AA: genmatrix ( lambda ( [ i , j ] , dotsimpc ( l s t [ i ] . l s t [ j ] ) ) , n ) ,
11 AA: subst ( asymbol [ gs ]=asymbol [ 1 ] , subst (1=gs , AA) ) ,
[ l , r ] : oppart ( vv , lambda ( [ u ] , f r e e o f ( asymbol , u) ) ) ,
i f l =’ n i l then l : 1 ,
i f r=’ n i l then r : gs ,
16
EE: matrixmap ( lambda ( [ q ] , c o e f f ( q , r ) ) , AA) ,
/∗ tw idd l e to get the s i gn s r i gh t ∗/
l ∗ genmatrix ( lambda ( [ i , j ] , dotsimpc ( l s t [ i ] . l s t [ i ] )∗EE[ i , j ] ) ,
n )
) ;
21
/∗ computes exp r e s s i on r ep r e s en ta t i on ∗/
elem2mat1 ( expr , [ u l s t ] ) := block (
i f emptyp ( u l s t ) then u l s t : f a l s e
e l s e u l s t : true ,
26 i f mapatom( expr ) then r eturn ( c l imatr ep1 ( expr ) ) ,
i f u l s t=true then
mapl i s t ( c l imatrep1 , expr )
e l s e
map( cl imatrep1 , expr )
31 ) ;
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