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Abstract
Groß and Trenkler [SIAM J. Matrix Anal. Appl. 21 (1999) 390] pointed out that if a dif-
ference of idempotent matrices P1 and P2 is nonsingular, then so is their sum, and Koliha
et al. [Linear Algebra Appl., in press] expressed explicitly a condition, which combined with
the nonsingularity of P1 + P2 ensures the nonsingularity of P1 − P2. In the present note, these
results are strengthened by showing that the nonsingularity of P1 + P2 is in fact equivalent
to the nonsingularity of any linear combination c1P1 + c2P2, wherein c1 + c2 /= 0. Some
other nonsingularity-type relationships referring to linear combinations of P1 and P2 are also
established.
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1. Introduction
The symbols C and Cm,n will denote the sets of complex numbers and m × n
complex matrices, respectively. Moreover, R(A) andN(A) will stand for the range
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and null space of A ∈ Cm,n, and P will mean the set of n × n complex idempotent
matrices, i.e.,
P = {P ∈ Cn,n : P = P2}. (1.1)
This note is concerned with nontrivial linear combinations of given P1, P2 ∈ P, i.e.,
with matrices of the form
P(c1, c2) = c1P1 + c2P2, c1, c2 ∈ C \ {0}. (1.2)
Considering the ranks of the difference and sum of P1, P2 ∈ P, Groß and Tren-
kler [1, Corollaries 1 and 4] provided criteria for the nonsingularity of P1 − P2 and
P1 + P2, (i.e., according to notation (1.2), the matrices P(1,−1) and P(1, 1)). They
are expressed in terms of the ranges and null spaces of either P1 and P2 directly or
matrices being their functions. These results were alternatively established by Koliha
et al. [2], who based their proofs on the fact that
A ∈ Cn,n is nonsingular ⇔N(A) = {0}. (1.3)
Moreover, in Theorem 2.1 they strengthened the observation in [1, p. 393] that if
P1 − P2 is nonsingular, then so is P1 + P2, by expressing explicitly a condition,
which combined with the nonsingularity of P1 + P2 ensures the nonsingularity of
P1 − P2. It should be noticed that this additional condition is actually obtainable by
combining Corollary 5 with Eq. (4.2) in [1].
In the present note, it is shown that the nonsingularity of P1 + P2 is in fact equiv-
alent to the nonsingularity of any P(c1, c2) with c1 + c2 /= 0. This result leads to
natural generalizations of statements in [1,2] concerning the sum of P1 and P2. The
strengthened versions here obtained indicate the very special position of P1 − P2
among all linear combinations of P1 and P2. Some other nonsingularity-type rela-
tionships referring to linear combinations of P1 and P2 are also established.
2. Results
The main result of this note is inspired by the observation that even when all
matrices P(c1, c2) specified in (1.2), excluding merely P(c1,−c1), are nonsingular,
then P1 − P2 need not be so. For example, if
P1 =
(
1 0
0 1
)
and P2 =
(
1 1
0 0
)
,
then
P(c1, c2) =
(
c1 + c2 c2
0 c1
)
is nonsingular for all nonzero c1, c2 ∈ C such that c1 + c2 /= 0, but P1 − P2 is clearly
a singular matrix. In view of the above, it is quite natural to ask whether there is
any relationship between members of the family of all linear combinations P(c1, c2)
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reduced only by the subfamily of those being of the form P(c1,−c1). The theorem
below shows that such a relationship really exists, and actually is very strong.
Theorem 1. Let P1, P2 ∈ P. If a linear combination c˜1P1 + c˜2P2 is nonsingular
for some nonzero c˜1, c˜2 ∈ C satisfying c˜1 + c˜2 /= 0, then c1P1 + c2P2 is nonsingular
for all nonzero c1, c2 ∈ C satisfying c1 + c2 /= 0.
Proof. For arbitrary c1, c2 ∈C such that c1 +c2 /= 0, consider x ∈N(c1P1 +c2P2).
Then
c1P1x = −c2P2x = −c2P1P2x = c1P2P1x, (2.1)
which entails
P1x = P2P1x and P2x = P1P2x. (2.2)
Consequently, it follows that
(c˜1 + c˜2)(c˜1P1 + c˜2P2)x=(c˜21P1 + c˜1c˜2P1P2 + c˜1c˜2P2P1 + c˜22P2)x
=(c˜1P1 + c˜2P2)2x,
and thus, under the condition that c˜1P1 + c˜2P2 is nonsingular,
(c˜1 + c˜2)x = c˜1P1x + c˜2P2x. (2.3)
Premultiplying both sides of (2.3) by P1 yields P1x = P1P2x. Combining this equal-
ity with (2.1) leads to (c1 + c2)P1x = 0, and hence to P1x = 0 = P2x. Then (2.3)
entails (c˜1 + c˜2)x = 0, which under the assumption that c˜1 + c˜2 /= 0 is equivalent to
x = 0. This means thatN(c1P1 + c2P2) = {0}, thus concluding the proof. 
According to Theorem 1, all the results in [1,2] concerning the nonsingularity of
the sum P1 + P2 remain valid for any linear combination P(c1, c2), with nonzero
c1, c2 ∈ C such that c1 + c2 /= 0. In particular, Theorem 2.1 of Koliha et al. [2] can
be generalized to the form presented in Theorem 2 below. The proof of this theorem
utilizes the idea of, but is different from, the corresponding proof in [2].
Theorem 2. For any P1, P2 ∈ P and any nonzero c1, c2 ∈ C, the following state-
ments are equivalent:
(a) P1 − P2 is nonsingular,
(b) c1P1 + c2P2 and I − P1P2 are nonsingular.
Proof. From the proof of Theorem 1 it is known that if x ∈N(c1P1 + c2P2), then
x satisfies equalities (2.2). Further, it is clear that if x ∈N(I − P1P2), then x =
P1P2x = P1x, and hence P2x = P2P1x. Consequently, it follows that, under condi-
tion (a), in both cases
x = (P1 − P2)−2(P1 − P1P2 − P2P1 + P2)x = 0.
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This means that N(c1P1 + c2P2) = {0} and N(I − P1P2) = {0}, thus establishing
the part (a) ⇒ (b).
The converse implication is obtained in a similar way. If x ∈N(P1 − P2), then
P1x = P2x = P1P2x = P2P1P2x.
Consequently, under conditions (b),
x=(I−P1P2)−1(c1P1+c2P2)−1(c1P1−c1P1P2+c2P2−c2P2P1P2)x=0,
which means thatN(P1 − P2) = {0}, thus concluding the proof. 
Another consequence of Theorem 1 is that the characterization of the nonsingu-
larity of the sum P1 + P2 given in Corollary 4 in [1] is also a characterization of
the nonsingularity of any linear combination (1.2) with c1 + c2 /= 0. It asserts that
P1 + P2 is nonsingular if and only if
R(P1) ∩R[P2(I − P1)] = {0} and N(P1) ∩N(P2) = {0}. (2.4)
It is intriguing that although the roles of P1 and P2 in the expression P1 + P2 are
“symmetric”, it is not so in the first part of (2.4). However, the theorem below shows
that “symmetry” of this kind is achievable.
Theorem 3. For any P1, P2 ∈ P and any nonzero c1, c2 ∈ C such that c1 + c2 /= 0,
the following statements are equivalent:
(a) c1P1 + c2P2 is nonsingular,
(b) R[P1(I − P2)] ∩R[P2(I − P1)] = {0} andN(P1) ∩N(P2) = {0}.
Proof. As previously, the first part of the proof is concerned with the implica-
tion (a) ⇒ (b). If x ∈ R[P1(I − P2)] ∩R[P2(I − P1)], then obviously x ∈ R(P1) ∩
R(P2), and thus
x = P1x = P2x = P1(I − P2)s for some s ∈ Cn,1. (2.5)
Consequently,
c1(c1P1 + c2P2)x = c1(c1 + c2)x = (c1 + c2)(c1P1 + c2P2)(I − P2)s,
which under (a) simplifies to
c1x = (c1 + c2)(I − P2)s. (2.6)
In view of (2.5), premultiplying (2.6) by P1 yields
c1x = (c1 + c2)P1(I − P2)s = c1x + c2x,
thus implying x = 0. Moreover, if x ∈N(P1) ∩N(P2), i.e., if P1x = 0 and
P2x = 0, then
x = (c1P1 + c2P2)−1(c1P1 + c2P2)x = 0,
which completes the proof that (a) ⇒ (b).
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For the proof of the converse implication notice that if x ∈N(c1P1 + c2P2),
then, on account of (2.1) and (2.2),
(c1 + c2)P1x = c2P1(I − P2)x = −c2P2(I − P1)x,
which shows that P1x ∈ R[P1(I − P2)] ∩R[P2(I − P1)]. Then the first condition in
(b) implies P1x = 0, which in view of (2.1) means that also P2x = 0. Hence x ∈
N(P1) ∩N(P2), and the second condition in (b) leads to x = 0, thus establishing
the nonsingularity of c1P1 + c2P2. 
The last result of this note shows that the nonsingularity of a linear combination
P(c1, c2) is also related to the nonsingularity of the same (or proportional) linear
combination of the products P1P2 and P2P1.
Theorem 4. For any P1, P2 ∈ P and any nonzero c1, c2 ∈ C, the following state-
ments are equivalent:
(a) c1P1P2 + c2P2P1 is nonsingular,
(b) c1P1 + c2P2 and I − P1 − P2 are nonsingular.
Proof. The result is an immediate consequence of the equality
(c1P1 + c2P2)(I − P1 − P2) = −(c1P1P2 + c2P2P1). 
Notice that in two particular cases, when c1 = 1, c2 = −1 and c1 = 1, c2 = 1,
Theorem 4 yields results given in [2], respectively.
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