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Abstract
The paper considers eﬃcient computational load distribution for the exact parallel algorithm
for the knapsack problem based on packing tree search. We propose an algorithm that provides
for static and dynamic computational load balancing for the problem in question.
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1 Introduction
Algorithms based on branch and bound approach are common among the exact knapsack
problem algorithms. One of the ways to implement such an algorithm is to construct a packing
tree. The algorithm then traverses the tree and all the branches known to yield no solution are
cut (deleted) in advance[1, 2]. Drastic diﬀerences in the number of nodes in diﬀerent branches
is typical for these trees. When parallel implementation is in question, this feature causes
diﬃculties with computational load balancing[3].
Load balancing eﬃciency may be improved provided there is a conversion between the ordi-
nal number of the packing induring the traversal and its vector representation. This approach
is referred to as linear arrangement[4] of the packing tree nodes. We suggest an algorithm to
convert an ordinal number of a packing to the corresponding binary packing vector. Given this,
we can treat all the packings as a sequence of numbered elements. This sequence may be split
into equal pieces, thus providing near-equal load distribution.
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2 Load Balancing based on Linear Arrangement of Pack-
ing Tree Nodes
Let us consider a knapsack problem with task size n being solved on a parallel computational
platform with m processors. In order to provide static load balancing for the exact knapsack
problem algorithm, based on packing tree search it is suﬃcient to split the sequence of packings
into equal pieces and send these pieces to the worker processors as their subtasks. Each of
the processors (with rank 0 ≤ i < m) uses the conversion algorithm to transform the ordinal
number (2n/m) · i into the corresponding packing vector and commits traversal starting with
this vector. Thus the initial equal distribution of computational load is achieved (as long as
processing a single packing vector is considered the base operation).
As some branches are cut during the tree traversal, the initial balance of workload distri-
bution is lost. For instance, when the following task {a = (10; 4; 3; 2; 1);w = 11} is solved on a
parallel platform with m = 2 processors (the corresponding graph is provided on Fig. 1, the ﬁrst
processor cuts the branches with the following roots: (1; 1; 0; 0; 0);(1; 0; 1; 0; 0);(1; 0; 0; 1; 0). Its
workload therefore reduces from 16 to 5 base operations (processing of a single packing vector).
At the same time, no branch cuts occur for the second processor. So, the sequential algorithm
would take 21 base operation, while the parallel implementation utilizing two processors takes
16 base operations, therefore the parallel computations eﬃciency value is E = (21/16)2 ≈ 66%.
This proves the necessity to implement dynamic load balancing for the parallel algorithm to be
highly eﬃcient.
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Figure 1: Example of computational load balance loss due to branch cuts (cut nodes are greyed
out; P1, P2 — processor numbers).
In order to enable dynamic load balancing, all the processors should keep track of current
amount of packing vectors to be processed (Ti). At start, this value equals to (2
n/m) packings.
Whenever a branch is cut, the processor is to reduce Ti by the amount of nodes in the cut
branch. This amount depends on the count of trailing zeroes in the branch root vector. For
instance, cut branch with the root packing vector being (0;1;0;0;0;0) has 24 − 1 = 15 more
nodes; root vector being (1;0;1;1;0) — 21 − 1 = 1 node; being (1; 1; 0; 0; 0; 0; 0; 0) — 26 − 1 = 63
nodes. At a regular basis the master processor should gather the Ti values and reconsider the
load balancing as necessary.
Parallel implementation of the packing tree search algorithm may have higher computational
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complexity than the sequential algorithm, as the start of the subtask for some proseccors might
be situated inside the branch ought to be cut. In this case, the algorithm has to make some
extra steps to leave the branch. The amount of steps needed never goes over n˙(n−1)2 in the
worst case. An example of leaving a 16-node tree (worst-case scenario) is given on Fig. 2. After
the processor leaves the cut branch, the eﬀect never occurs again, unless the current processor
workload gets increased during dynamic load balancing. At the latter case, the new subtask
start may once again be placed at a cut branch. This clearly indicates that excessive dynamic
load balancing may have a substantial negative impact on the base algorithm eﬃciency.
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Figure 2: Extra steps needed to leave a 16-node branch.
The suggested load balancing approach requires a fast algorithm for conversion of ordinal
packing numbers to packing vectors to be available. This algorithm is necessary for the worker
processors to discover the strating packing vector for their subtask.We suggest the algorithm
described below to accomplish this.
At the preliminary stage, the knapsack packings set (which only depends on the task size)
is split into blocks. Each packing is assigned to a block according to the value of the ﬁrst
three coordinates of the packing vector. Let the name for each of the blocks be the number
p1+2˙p2+4˙p3, where p1, p2, p3 — the ﬁrst three coordinates of the packing vector. For instance,
the packing (0; 1; 0; 1; 1; 1) belongs to the block #2, the packing #(1; 0; 1; 0; 0; 1) — to the 5th
block. There are 2 subgroups in each of the blocks: the trivial subgroup and the non-trivial
subgroup. The trivial subgroup only includes a single packing vector (p1; p2; p3; 0; 0; . . . ; 0). All
the other packings in the block are in the non-trivial subgroup.
The distinct feature of the suggested split is that the internal structure of every non-trivial
subgroup can be split into blocks again. The algorithm always traverses the whole subgroup
before leaving elsewhere. All the blocks have the same known size of 2n−3 packings, 2n−3 − 1
of them being in the non-trivial subgroup. The remaining work is to determine the order of
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subgroup traversal and determining the step numbers corresponding to each subgroup.
0T → 1T → 3T → 7T → 7 → 3 → 5T → 5 → 1 → 2T → 6T → 6 → 2 → 4T → 4 → 0 (1)
Here “KT ” – trivial subgroup of the K
th block, “K” — non-trivial subgroup of the Kth
block. All subgroup sizes are known. The “0T ” subgroup is processed at step 1 and has the
size of 1, therefore, the “1T ” subgroup is processed at step 2. The subgroup “7” is processed
at step 5 and has the size of 2n−3 − 1, so, the subgroup “3” is processed at the step 4 + 2n−3,
and so on.
In order to construct the packing vector corresponding to the kth step, the algorithm ﬁrst
determines the subgroup it belongs to. For each of the blocks the vales of p1, p2, p3 are known.
The total number of steps is then reduced by the number of steps necessary to reach the
subgroup. Then, if necessary, the subgroup itself is split into blocks (any non-trivial subgroup
always lacks the 0T subgroup), and so on. On each iteration, a new portion of the packing
vector coordinates is determined.
The number of coordinates the split is based upon may diﬀer from 3. In this case, the
number and size of subgroups diﬀers, but the procedure remains the same. In particular, it is
necessary when the task size does not divide by 3.
3 Example of the Algorithm Execution
As an example, let us consider a knapsack problem with the task size of n = 9. Let our
computational problem have m = 3 identical processors. Total number of packings to test is
29 = 512. So, each processor should test 512/3 ≈ 170 packing vectors. Therefore, at start
T1 = T2 = 171; T3 = 170. The ﬁrst processor starts the traversal at step 1, the second one — at
step 172, the third processor — at step 343. Each of the processors ﬁrst calculates the starting
packing vector. Therefore, it is necessary to build the subgroup size tables for each of the
relevant task sizes. Subgroup size tables for task sizes of 9, 6 and 3 are given in Table 1. The
ﬁrst processor starts with the 1st step. This corresponds to the trivial subgroup 0T . Therefore,
the packing vector is (0; 0; 0; 0; 0; 0; 0; 0; 0).
The second processor starts the traversal with the 172nd step. In accordance with Ta-
ble 1, this step corresponds to the non-trivial subgroup of the 5th block. Traversal of this
subgroup starts at step 132 and ends with step 194. So, the packing vector has the following
form: (1; 0; 1;−;−;−;−;−;−). 131 step is required to reach this subgroup, so there are 41 more
to the packing itself. The non-trivial subgroup 5 is split into blocks with the size of 8 (with the
exception of block 0 having the size of 7 due to the absence of the 0T subgroup). According to
Table 1, here the packing in question is member of the non-trivial subgroup6, being traversed
at steps 35 through 41 (the step numbers are shifted by 1 as the 0T subgroup is not present).
So, the packing vector is (1; 0; 1; 0; 1; 1;−;−;−). The algorithms takes 34 steps to reach the
subgroup, so there are 7 more steps to the packing. Non-trivial subgroup 3 is split into blocks.
By Table 1, the packing in question is in the trivial subgroup of the 4th block. So, the packing
vector is (1; 0; 1; 0; 1; 1; 0; 0; 1)
The third processor starts the traversal at step 343. This is the non-trivial subgroup of
the 2nd block, taking 322 steps to reach. The packing vector: (0; 1; 0;−;−;−;−;−;−). There
are 21 more steps inside the subgroup. The subgroup is split into blocks. The packing cor-
responds to the non-trivial subgroup 5, the algorithm takes 18 steps to reach it. Packing
vector: (0; 1; 0; 1; 0; 1;−;−;−). There are 3 steps left, that points to the trivial subgroup of the
7th block in the next split. The packing vector results to: (0; 1; 0; 1; 0; 1; 1; 1; 1).
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Table 1: Subgroup size tables for task sizes n = 3, 6, 9
Packing Task Size 9 Task Size 6 Task Size 3
Subgroup vector First Step Size First Step Size First Step Size
0T (0; 0; 0; 0; . . . ; 0) 1 1 1 1 1 1
1T (1; 0; 0; 0; . . . ; 0) 2 1 2 1 2 1
3T (1; 1; 0; 0; . . . ; 0) 3 1 3 1 3 1
7T (1; 1; 1; 0; . . . ; 0) 4 1 4 1 4 1
7 (1; 1; 1; . . . ) 5 63 5 7 −−− 0
3 (1; 1; 0; . . . ) 68 63 12 7 −−− 0
5T (1; 0; 1; 0; . . . ; 0) 131 1 19 1 5 1
5 (1; 0; 1; . . . ) 132 63 20 7 −−− 0
1 (1; 0; 0; . . . ) 195 63 27 7 −−− 0
2T (0; 1; 0; 0; . . . ; 0) 258 1 34 1 6 1
6T (0; 1; 1; 0; . . . ; 0) 259 1 35 1 7 1
6 (0; 1; 1; . . . ) 260 63 36 7 −−− 0
2 (0; 1; 0; . . . ) 323 63 43 7 −−− 0
4T (0; 0; 1; 0; . . . ; 0) 386 1 50 1 8 1
4 (0; 0; 1; . . . ) 387 63 51 7 −−− 0
0 (0; 0; 0; . . . ) 450 63 58 7 −−− 0
4 Summary
In this paper we propose an approach to computational load balancing for the parallel imple-
mentation of the packing tree search algorithm for the knapsack problem. The approach is
based on the suggested linear arrangement algorithm, which provides for fast conversion from
traversal step number for a packing to the packing vector. This enables treating the packing
tree as a numbered sequence of packings. Splitting the sequence yields subtasks for worker
processors.
Using the proposed algorithm for static load balancing does not take run-time branch cuts
into account, so the initial balance may be lost as the algorithm is executed. It is therefore
reasonable to implement dynamic load balancing. With some degree of probability, though,
implementation of dynamic load balancing causes an increase to the computational complexity
of the base algorithm.
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