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This article reviews recent experimental investigations on two binary Fe-chalcogenides: FeSe and
Fe1+yTe. The main focus is on synthesis, single crystal growth, chemical composition, as well as
on the effect of excess iron on structural, magnetic, and transport properties of these materials.
The structurally simplest Fe-based superconductor Fe1+xSe with a critical temperature Tc ≈ 8.5 K
undergoes a tetragonal to orthorhombic phase transition at a temperature Ts ≈ 87 K. No long-
range magnetic order is observed down to the lowest measured temperature in Fe1+xSe. On the
other hand, isostructural Fe1+yTe displays a complex interplay of magnetic and structural phase
transitions in dependence on the tuning parameter such as excess amount of Fe or pressure, but it
becomes a superconductor only when Te is substituted by a sufficient amount of Se. We summarize
experimental evidence for different competing interactions and discuss related open questions.
I. INTRODUCTION
The discovery of superconductivity in LaFeAsO1−xFx
with a Tc = 26 K by Kamihara et al.
1 unveiled a new
field of research generally referred to Fe-based supercon-
ductors (Fe-SC). Several new superconducting phases
have been discovered with highest Tc of 56 K achieved
so far in bulk samples.2,3. Among the different fami-
lies of Fe-SC, FeSe (11-type chalcogenide) has the sim-
plest crystal structure4. The atomic structure belongs
to the tetragonal P4/nmm space group and consists of
edge-sharing FeSe4 tetrahedra, which form layers orthog-
onal to the c-axis. The bulk Tc of Fe1+xSe is 8.5 K
at ambient conditions, with the superconducting prop-
erties being extremely sensitive to the amount of ex-
cess Fe5. The Tc of FeSe can be increased to as high
as 37 K by the application of hydrostatic pressure6–10.
This makes Fe1+xSe a member of the high-Tc class of
compounds. Fe1+xSe does not order magnetically, but
spin fluctuations were detected by nuclear magnetic res-
onance (NMR) measurements9. The spin fluctuations
are found to be strongly increased near Tc, and applied
pressure seems to enhance the spin fluctuations along
with the superconducting transition temperature9. On
the other hand, Tc of FeSe can also be increased by Te
substitution of Se, up to a maximum of Tc ≈ 15 K for
Fe1+ySe0.5Te0.5
11–14. The superconducting volume frac-
tion decreases with increasing Te and no superconduc-
tivity has been found so far in bulk samples of the end-
member Fe1+yTe.
It is also important to mention that a monolayer of
FeSe on a SrTiO3 substrate becomes superconducting
with Tc in the range of 65-100 K
15–19. Angle resolved
photoemission spectroscopic (ARPES) measurements ob-
served its Fermi surface being distinct from other iron-
based superconductors, consisting only of electron-like
pockets near the zone corner without indication of any
hole-like Fermi surface around the Γ point16,20. The
high-Tc in the FeSe monolayer likely originates from an
electron doping by the substrate at the interface thereby
modifying the Fermi surface17,21. Although the proper-
ties of FeSe monolayers are extremely interesting, here
we limit ourselves to bulk materials only. Further, this
article gives by no means a complete review of the vast
existing literature on Fe-chalcogenides, it only provides
an overview with emphasis on the composition and ho-
mogeneity of the samples.
II. FeSe
In the literature, there has been some confusion con-
cerning the nomenclature of the tetragonal FeSe. In
this article, following the early publications of the bi-
nary phase diagram of FeSe22,23, the tetragonal FeSe is
referred to as β-FeSe.
A. Synthesis and characterization
Although the binary phase diagram of Fe1+xSe was
known for about three decades22,23, the interest in this
compound rose tremendously when superconductivity
was found in FeSe1−δ by Hsu et al.
4. These polycrys-
talline samples were synthesized by mixing high-purity Se
and Fe powder and carrying out the reaction at 700◦C,
which is slightly above the boiling point of Se (for the
detailed synthesis procedure see Ref.4). Superconductiv-
ity was reported for highly Se deficient samples FeSe0.82.
The x-ray diffraction pattern of these samples displayed
several impurity phases as well as unknown phases. This
work was followed by a combined x-ray and neutron
diffraction study which reported a composition for the
superconductor as FeSe0.92
24. Both these compositions
fall outside of the composition reported in Ref.22,23 for
the binary phase diagram of β-FeSe.
Alternatively, McQueen et al.5 considered stoichiomet-
ric FeSe samples. They used two different temperature
steps of 750◦C and 1025◦C, respectively, before cooling
the sample to 420◦C, followed by subsequent quenching
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FIG. 1. Lattice parameters of β-FeSe at room temperature
for the nominal compositions Fe:Se between 0.98 and 1.02.
Labels S1 and S2 represent two different series of synthesis
under the same conditions53.
of the sample to -13◦C5,25. This procedure yielded FeSe
samples free of impurities. Further, McQueen et al.5
reported that Fe1.01Se and Fe1.02Se are superconduc-
tors with Tc = 8.5 K and 5 K, respectively, whereas
Fe1.03Se is not a superconductor at all. A more de-
tailed comparison26 on samples synthesized by the above
mentioned two different routes concluded that a stable
phase exhibiting superconductivity at 8 K exists in a
narrow range of selenium concentration FeSe0.974±0.005
(≈ Fe1.027±0.005Se). More recently, Koz et al.
27 synthe-
sized FeSe by following the procedure described in Ref.5
and starting from the nominal compositions of the Fe:Se
ratio in the range 0.98 - 1.02. The lattice parameters
obtained from the x-ray diffraction of these samples are
presented in Fig. 1. It can be seen in Fig.1 that the sta-
bility range of Fe1+xSe narrows the nominal composition
range to 0.00 ≤ x ≤ 0.01. Thus, the composition of
iron selenide lies in the range Fe1.00Se to Fe1.01Se, and is
referred to hereafter as β-FeSe.
B. Single crystal growth
Different methods have been attempted for the
growth of single crystals of FeSe. These methods in-
clude vapor self transport28; alkali-halide-flux growth
with KCl (or KBr)29,30, NaCl/KCl31, LiCl/CsCl32, or
KCl/AlCl3
33,34; the Bridgman technique35; the traveling-
solvent float zone technique36; chemical vapor trans-
port with I2
37, TeCl4
38, or FeBr3
39; a cubic-anvil high-
pressure technique39; and chemical vapor transport with
AlCl3
27. Many of these techniques did not yield high-
quality single crystals of FeSe. For instance, for sin-
gle crystals growth with only alkali-halide flux31,32 as
well as by the Bridgman technique35, impurities like δ-
Fe1−ySe and α-Fe were reported. In addition, FeSe crys-
tals grown by the Bridgman method35 showed a dendrite-
FIG. 2. Single crystals of FeSe grown by chemical vapor trans-
port.
like morphology. Further, the magnetization M(H) hys-
teresis loops suggested the presence of ferromagnetic
impurities28,32.
Among the above-mentioned different methods, two
procedures turned out to be successful in growing high-
quality single crystals of FeSe, either by utilizing a eu-
tectic mixture of KCl and AlCl3
33,34,40,41 or chemical va-
por transport performed with AlCl3
27. In the former
method, Bo¨hmer et al.34 took powders of Fe and Se in an
atomic ratio of 1.1:1. The powders were put in an evac-
uated SiO2 ampule together with an eutectic mixture of
KCl and AlCl3. The ampoule was heated to 390
◦C on
one end while the other end was kept at 240◦C. After
28.5 days isometric FeSe crystals with tetragonal mor-
phology were extracted at the colder end of the ampule.
The level of impurities in these single crystals was found
to be less than 500 ppm. The single crystals grown by
this method were utilized in several sophisticated physi-
cal experiments42–51 to explore the electronic properties
of FeSe.
Alternatively, Koz et al.27 grew single crystals of FeSe
by chemical vapor transport using only very small quan-
tities of AlCl3 as transport reagent. In their method,
1 g of stoichiometric FeSe powder was taken along with
20 mg of AlCl3 in an evacuated quartz ampule. The
ampule was placed in a two-zone furnace at tempera-
tures T1 = 400
◦C and T2 = 300
◦C. The growth was typ-
ically carried out for 2-3 months. Finally, the ampule
was quenched in water to room temperature. The prod-
uct contained plate-like crystals with tetragonal morphol-
ogy (see Fig. 2) with edge lengths up to 0.5 mm and a
maximum thickness of 0.01 mm. The crystals were re-
peatedly washed with ethanol to remove any remaining
condensed gas phase, dried under vacuum, and stored in
argon-filled glove boxes. By extending the growth time
to 1 year, larger single crystals with dimensions up to 4
× 2 × 0.03 mm3 were grown27. The single crystals were
characterized by x-ray diffraction, wave length dispersive
x-ray spectroscopy, and electron diffraction. The results
of these experiments proved a high quality of the single
crystals and hence, the amount of impurities present in
the sample was assumed to be below the detection limit of
3these physical measurements. Further, topography mea-
sured by scanning tunneling microscopy displayed large
surfaces free of impurities and defects52. In addition
to these methods, magnetization measurements at room
temperature were utilized to estimate the amount of ele-
mental Fe in the samples. According to these estimates,
the best polycrystalline samples contained between 100
and 300 ppm elemental iron27. The bulk nature of su-
perconductivity in the crystals was confirmed by specific
heat measurements27. Typical values for the residual re-
sistivity ratio ρ300 K/ρ12 K are found to be in the range
22-27 for these crystals.
The single crystals grown by the above method are free
of magnetic impurities as can be seen from the magneti-
zation isotherms M(H). Exemplary M(H) curves mea-
sured for a β-FeSe single crystal below 10 K are plotted
in Fig. 3(a)53. A typical superconducting magnetic hys-
teresis curve is observed below Tc = 8.5 K. There is no
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FIG. 3. (a) Magnetization isotherms of a β-FeSe single crystal
below 10 K as a function of magnetic field. Field is applied
parallel to the ab-plane. (b) Critical current density vs. mag-
netic field for β-FeSe with µ0H parallel to the ab-plane. The
inset shows the temperature dependence of the critical cur-
rent density at µ0H = 0 T on logarithmic scale, obtained from
(b)53.
indication of a second peak (fishtail effect) within the
measured field range. In contrast, such a fishtail fea-
ture was observed for tetragonal FeTe0.6Se0.4
54. From
the M(H) loops, the critical current density, jc, can be
calculated by using the Bean critical state model55,56:
jc = 20
∆M
a(1− a/3b)
in which ∆M = M↓ − M↑. Here, M↓ and M↑ are the
M(H) measured with increasing and decreasing field, re-
spectively, whereas a and b (b > a) are the dimensions
of the rectangular cross section of the crystal normal to
the applied field. Here, the field is applied perpendicu-
lar to the c-axis. For the present crystal, a = 0.003 cm
and b = 0.13 cm. Since the measured crystal is a very
thin plate and the applied field is parallel to the long
axis, the demagnetization factor was assumed to be neg-
ligible. Fig. 3(b) presents the critical current density
at several temperatures as a function of field. The cal-
culated jc from our M(H) curves at zero field is 10
6
A/cm2 at 2 K, which is higher than the previously re-
ported values for β-FeSe57–60 but similar to other iron
based superconductors54,60–62. The inset of Fig. 3 (b)
shows the critical current density as a function of tem-
perature. jc is uniformly decreasing up to 7 K but still
amounts to 104 A/cm2 at 8 K.
C. Structural phase transition and nematicity
One of the features of the parent compounds of Fe-
SC is that they undergo a tetragonal to orthorhombic
structural phase transition at a temperature Ts. The
structural phase transition can either occur simultane-
ously with a spin density wave transition at a Ne´el tem-
perature TN = Ts, or they are split such that TN < Ts,
see for details Refs.64–66. At Ts, the materials develop
a large in-plane anisotropy in the resistivity67,68, i.e.,
a spontaneous breaking of the C4 rotational symmetry,
while preserving the translational symmetry of the un-
derlying electronic system. This large in-plane electronic
anisotropy is termed nematicity and the terms “struc-
tural transition” and “nematic transition” have become
synonyms in the literature. However, the origin of the
nematic state is highly controversial69 because such a
transition can be induced by either phonons, or orbital
or spin fluctuations. Understanding the exact nature of
this phase transition is considered highly important for
obtaining insight into the mechanism of superconductiv-
ity as well as the symmetry of the superconducting order
parameter69.
β-FeSe is deemed to be an ideal candidate material
for addressing the origin of the nematic transition in Fe-
SC. At room temperature, it has a tetragonal structure
with a space group P4/nmm. It exhibits a transition
to an orthorhombic Cmma phase at Ts= 87 K
5,24,26,70,
but does not order magnetically down to 2 K. The struc-
tural parameters for Fe1.01Se and Fe1.03Se obtained by
4),
FIG. 4. (a) The crystal structure of tetragonal FeSe consists
of two-dimensional layers of edge-sharing Fe-Se tetrahedra.
(b) Superconducting Fe1.01Se has an orthorhombic distortion,
indicated by the splitting of some peaks in SXRD (arrows),
but nonsuperconducting Fe1.03Se does not. (c) On cooling,
Fe1.01Se undergoes a twisting of the tetrahedra, splitting the
Fe-Fe distances into two distinct sets. Nonsuperconducting
Fe1.03Se, in contrast, shows no transition by SXRD. Repro-
duced from Ref.63 after obtaining permission from the au-
thors, copyright (2009) by American Physical Society.
McQueen et al. are reproduced in Fig. 4 from Ref.63. In
Fig 3(a), the tetragonal structure of FeSe is presented.
The superconducting Fe1.01Se has an orthorhombic dis-
tortion, indicated by the splitting of some peaks in the
synchrotron x-ray diffraction (SXRD) pattern, Fig. 4(b).
The orthorhombic distortion is due to coherent twisting
of the upper and lower Se pairs away from the ideal an-
gle of 90◦. It can be described by five parameters: the
torsional angle between the Se pairs (ϕ), two Fe-Fe dis-
tances (dFe1 and dFe2), the Fe-Se bond length (BLFe−Se),
and the upper Se-Fe-Se angle (θ)63. The temperature-
dependence of these parameters is shown in Fig. 4(c).
It is interesting to note that the structural transition is
found only in the superconducting Fe1.01Se, but not in
the non-superconducting Fe1.03Se
63. Therefore, an ob-
servation of this structural transition can be considered
as a good test for the composition of FeSe samples. The
single crystals of FeSe grown by KCl/AlCl3 flux
34 and
chemical vapor transport with AlCl3
27, both displayed
the orthorhombic phase transition.
The origin of the structural phase transition in FeSe
nonetheless remains controversial. Although β-FeSe does
not display a long-range magnetic order, signatures of
spin-fluctuations have been detected in NMR9,49,71, mag-
netic susceptibility52, and inelastic neutron scattering
experiments72,73. The latter measurements, when per-
formed at an energy of 13 meV did not show any vari-
ation in spin-fluctuations across the structural phase
transition72. The highly dispersive paramagnetic fluc-
tuations found along (pi,0) in the Fe-square lattice ex-
tending beyond 80 meV in energy suggested that FeSe is
close to an instability towards (pi,0) antiferromagnetism
that is characteristic of the parent phases of the Fe-
pnictide superconductors72. In contrast, an inelastic neu-
tron scattering experiment73 conducted at low energies of
2.5 meV on single crystalline FeSe found an onset of the
dynamical spin correlation function S(Q, ω) at the or-
thorhombic phase transition. The temperature evolution
of S(Q, ω) was compared with the orthorhombic distor-
tion, δ(T ) = (a − b)/(a + b), where a and b are the lat-
tice parameters of FeSe. The results indicated that the
enhancement of S(Q, ω) is coupled to the orthorhombic
phase, which is consistent with the theoretical proposals
of a nematic order driven by spin fluctuations74–77.
Alternatively, an orbital-driven nematic scenario was
favored by the results based on NMR experiments49,71,
in which, unlike the neutron scattering, probe only
momentum-integrated spin fluctuations at very low ener-
gies. The spin-lattice relaxation rate measured in those
NMR experiments starts to diverge at temperatures sig-
nificantly lower than the structural transition tempera-
ture of 87 K. Based on this fact, Bo¨hmer et al. argued
that the spin-fluctuations are not the driving force of the
structural phase transition49. Further, Baek et al. ob-
served an order-parameter-like temperature dependence
of the Knight shift when measured with magnetic field
applied parallel to the crystallographic a axis71. Since the
Knight shift is proportional to the orbital-order parame-
ter, they concluded that the nematicity in FeSe is driven
by orbital order. Several ARPES experiments reported a
50 meV splitting of dxz and dyz bands
44,46,48,78,79, which
is considered as an evidence of nematicity. On the other
hand, the first ARPES measurement on FeSe42 contra-
dicted the above results by claiming that all observed
ARPES spectral features can be explained by regular
band structure calculations, therefore they do not pro-
vide any evidence for nematic order. Further, it was
shown that even though a band splitting of 50 meV was
found in the energy dispersive curves, by taking into ac-
count the intrinsic widths of these peaks, the possible
remaining splitting was estimated to be in the order of
5 meV80. Note that this is a reasonable estimation of an
energy scale of the structural phase transition occurring
at 87 K.
Albeit the above discussed controversial results con-
cerning the origin of the tetragonal-orthorhombic phase
transition, the two different Fe-Fe distances (dFe1 6= dFe2)
in the orthorhombic phase, see Fig. 4, have the follow-
ing consequence: due to the non-equal Fe-Fe distances,
the orbital occupancies 〈n〉 of the dxz and dyz orbitals
are not equal, i.e., 〈nxz〉 6= 〈nyz〉, usually described as
orbital order or nematicity. However, such a preferential
partial occupation of one of the dxz/dyz orbitals might
induce additional reconstructions of the Fermi surface,
e.g. a Peierls-type dimerization or an onset of some type
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FIG. 5. (a) Kohler plot in the temperature range 20-120 K dis-
playing the validity of Kohler’s scaling of magnetoresistance
(MR) below 30 K and above 70 K. (b) Same data as shown
in panel (a), but on an enlarged scale. The horizontal arrow
is placed to emphasize the deviation of MR from Kohler’s
scaling. (c) Hall resistivity ρxy in the temperature range 12-
100 K. (d) The temperature dependence of the initial Hall
coefficient RH→0 displays a clear deviation from the compen-
sated metal regime below T ∗ ≈ 75 K where spin fluctuations
become important. Reproduced from Ref.52, copyright (2015)
by American Physical Society.
of density wave52. Both types would spontaneously break
the translational symmetry of the lattice. An early elec-
tron diffraction experiment63 on FeSe indeed reported
the actual symmetry of FeSe below 20 K is lower than
that of Cmma. Based on telltale signs in the magne-
toresistance and Hall effect measurements (Fig. 5) as
well as scanning tunneling spectra (Fig. 6) on the single
crystals grown by chemical vapor transport27, we identi-
fied the emergence of an incipient ordering mode and
its nucleation52. The onset temperature T ∗ ≈ 75 K
of this ordering mode is clearly lower than the struc-
tural transition temperature Ts = 87 K, and therefore
must be of different origin. The temperature T ∗ was
identified from the temperature at which (i) an onset
of spin fluctuations was found in magnetic susceptibility
and NMR measurements; (ii) an enhancement of pos-
itive magnetoresistance was observed; (iii) a deviation
from the Kohler’s scaling F [H/ρ(0)], which could be seen
in Figs. 4 (a) and (b); (iv) the Hall resistivity ρxy(H)
deviates from linearity, Fig. 5(c); (v) an inflection in
the temperature dependence of the initial Hall coefficient
RH→0(T ) =
δρxy(T )
δH
|H→0 could be obtained, Fig. 5(d);
(vi) the tunneling spectra develop an asymmetry, Fig. 6
(c), suggesting a non-compensation of occupied (electron-
like) and unoccupied (hole-like) states. Here we would
like to mention that several other groups reported a simi-
lar behavior of the Hall coefficient RH→0(T ) measured on
single crystals grown by different methods41,45,50,81,82 in-
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FIG. 6. (a) Raw tunneling spectra in the temperature range
6-40 K. (b) Normalized tunneling spectra in the temperature
range 6-30 K. The yellow shaded region represents the energy
scale of T ∗∗. (c) Raw tunneling spectra in the temperature
range 60-95 K. The spectra are shifted vertically for clarity.
For all the spectroscopy measurements, Vg = 0.02 V and Isp
= 0.6 nA before opening the STM feedback loop. The bias
modulation amplitude was set to 0.1 mVrms. Reproduced
from Ref.52, copyright (2015) by American Physical Society.
dicating that the behavior is intrinsic, and not sample de-
pendent. While Refs.41,45,50 attributed the negative val-
ues of RH→0(T ) at low temperature to an enhanced mo-
bility of the electrons in a compensated metal, Refs.52,81
considered an increased number of negative charge carri-
ers at low temperatures. The latter interpretation is also
supported by a negative sign of the Seebeck coefficient
found at low temperatures for FeSe5,45,57. A screening for
further evidences for an emerging ordering mode at T ∗ in
other measurements reported in literature revealed that
such signs were not identified as a separate feature differ-
ent from the nematicity. For instance, a negative value of
the Seebeck coefficient was observed at T < Ts, see sup-
plementary information in Ref.45. Further, the sign of
the elastoresisitance tensor m66 changes sign at 65 K
48
and the resistivity anisotropy peaks at around 70 K83.
In both Refs.48 and83, the behavior was attributed to
anisotropic inelastic scattering originating from the en-
hanced spin fluctuations at the respective temperatures.
In our measurements52, we speculated about another
temperature scale T ∗∗ ≈ 22 - 30 K, marked by the open-
ing up of a partial gap of about 8 meV (Fig. 6 b) in
tunneling spectra as well as a recovery of Kohler’s scal-
ing (Fig. 5a). Based on these results we suggested that
T ∗ represents the onset of an incipient order associated
with enhanced spin fluctuations. Static nucleation of this
mode below a second temperature T ∗∗ appears to re-
sult in a coupling between electronic charge, orbital, and
pocket degrees of freedom84 at this temperature which
is discernible in anomalies of transport data and tunnel-
ing spectra. The temperature T ∗∗ may also be related
6to the translational symmetry breaking found in electron
diffraction experiments63.
D. Superconductivity
When a new superconducting compound is discovered,
typically the two main foci of research are i) how to fur-
ther enhance the transition temperature ?, and ii) what
is the superconducting pairing mechanism ? In the case
of FeSe, Tc has been enhanced from 8.5 K to 37 K by the
application of pressure6–10, and to 65 - 100 K by grow-
ing FeSe monolayers on SrTiO3 substrates
15–19. The su-
perconducting pairing mechanism, however, still remains
elusive. The symmetry of the superconducting order pa-
rameter is still under dispute85,86, but most researchers
favor an unconventional s± symmetry with a sign change
of the order parameter between the hole and the elec-
tron bands mediated by either nesting-induced spin87–89
or orbital fluctuations90. All these theories are based
on multi-orbital models. For FeSe, the density func-
tional calculations yield two intersecting elliptical elec-
tron Fermi surfaces at the corner of the Brillouin zone
and two concentric hole cylinders at the zone center91.
Nevertheless, experimental observation of the Fermi sur-
faces of FeSe by ARPES and quantum oscillation experi-
ments deviate significantly from those obtained by band
structure calculations. Quantum oscillation experiments
at low temperatures have detected extremely small Fermi
surfaces43,48,50,92. Several ARPES experiments detected
only one small hole pocket at the zone center and one
electron pocket at the zone corner42,44,46,48,78,79. Con-
cerning the hole pocket, the quantum oscillations are in
agreement with the ARPES experiments, but the elec-
tron pocket measured in the two experiments appear
to be different. Based on their combined results of the
quantum oscillations and ARPES, Watson et al.48,50 sug-
gested a scenario with two electron pockets and one hole
pocket crossing the Fermi energy. In any case, experi-
mentally detected Fermi surfaces so far did not provide
any evidence for nesting of the Fermi surfaces in FeSe.
Now we turn to some experiments which shed light
on the symmetry of the superconducting order parame-
ter in FeSe. In Fig. 7, the heat capacity measurement
Cp(T ) on a FeSe single crystal grown by chemical vapor
transport27 is presented. The inset shows the Cp(T ) mea-
sured in fields of 0 and 9 T with the field applied parallel
to the c-axis. By fitting Cp(T ) taken at 9 T in the tem-
perature range 5 - 13 K to γT + βT 3, the coefficient γ of
the electronic contribution to the specific heat in the nor-
mal state is estimated to be 5.11(11) mJ/mole K2. This
value is also comparable to the extrapolation of the zero-
field, high-temperature (T > Tc) Cp(T )-data (red dotted
line in Fig. 7). By the balance of entropy around the su-
perconducting transition, the dimensionless specific-heat
jump at Tc is determined as ∆C/γTc = 2.0(1)
53. This
value is significantly higher than the Bardeen-Cooper-
Schrieffer (BCS) value of 1.43 for the weak electron-
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FIG. 7. Low-temperature specific heat of a β-FeSe single crys-
tal grown by chemical vapor transport27. The red dotted line
is the extrapolation of the 0 T high temperature data. The
inset presents Cp(T ) measured at 0 and 9 T with magnetic
field parallel to the c-axis53.
phonon coupling scenario93. A more detailed analysis of
the specific heat data by Lin et al.40 found an isotropic
gap of ∆0 = 1.33 meV on the hole Fermi sheets and
an extended s-wave gap ∆ = ∆e(1 + α cos2φ) with ∆e
= 1.13 meV and α = 0.78 on the electron Fermi sheets.
Further, the London penetration depth λab(T ) calculated
from the temperature (T ) dependence of the lower criti-
cal fields could not be fitted to a single-gap BCS model94.
This T -dependence could be described by using either a
two-band model with s-wave-like gaps of magnitudes ∆1
= 0.41±0.1 meV and ∆2 = 3.33±0.25 meV or a single
anisotropic s-wave order parameter94. Two-gap behavior
was also reported based on the superfluid density mea-
surements using muon-spin rotation95. Thermal conduc-
tivity measurements on single crystalline FeSe also re-
port two node-less superconducting gaps96,97. In any
case, these bulk measurements support two supercon-
ducting gaps without nodes. In contrast, surface sensitive
scanning tunneling spectroscopic (STS) measurements
on FeSe, both in the single crystalline45 and the thin
film form98, detected a “V”-shape spectra in the super-
conducting state, which was interpreted as being indica-
tive of the presence of nodes. Interestingly, it was also
shown by STS measurements that the tunneling spectra
display a full gap at the twin boundaries51. However,
our most recent combined STS and specific heat stud-
ies conducted on single crystals grown by pure chemi-
cal vapor transport27 strongly support multigap node-
less superconducting gap structure through out the FeSe
material99.
One recent experiment that connected both nematic-
ity and superconductivity to spin-fluctuations is inelas-
tic neutron scattering on FeSe single crystals73. They
found a spin resonance of 4 meV in the superconducting
state. The temperature dependence of this mode be-
haved like an order parameter, thus the authors argued
7that the spin-resonance is coupled to the onset of super-
conductivity. The resonance energy was compared with
the electron-boson coupling mode at similar energies re-
ported based on STS experiments100. Based on these
arguments, these authors suggested a spin-fluctuation-
mediated, sign-changing pairing mechanism for FeSe.
Further, antiferromagnetism coexisiting with supercon-
ductivity has been reported in FeSe upon application of
pressure101–104.
From the above overview of the current experimental
status it can be discerned that unequivocal conclusions
on the origin of nematicity, the pairing mechanism as
well as the order parameter symmetry of FeSe can still
not be drawn. More experiments on high-quality single
crystals are required for testing scenarios such as orbital
or spin-fluctuation driven nematicity and/or supercon-
ductivity. It is also worthwhile to consider phonons as
the driving force of the structural transition, and then
investigate how this broken C4 symmetry affects the un-
derlying electronic system.
III. Fe1+yTe
The compound Fe1+yTe has the same tetragonal struc-
ture at room temperature as FeSe, but forms only in
the presence of excess Fe (y). Fe1+yTe has also re-
markably different physical properties. It does not ex-
hibit superconductivity in the bulk form. Instead, it
shows a very rich interplay of localized and itinerant
magnetism105–107. Moreover, magnetostructural phase
transitions have been observed when tuning parame-
ters such as temperature, composition, or pressure were
varied108–116. As a digression, while Tc can be dramati-
cally increased in FeSe monolayers15–19, superconductiv-
ity has been found in Fe1+yTe when fabricated in the
form of thin films117 or heterostructures118.
A. Synthesis and characterization
Polycrystalline Fe1+yTe samples are typically synthe-
sized utilizing a solid state reaction of Fe and Te pieces
with different amounts of iron contents in the range 0.02
≤ y ≤ 0.20. Mixtures of the target composition were
placed in a glassy carbon crucibles with lid and sealed in
quartz ampoules under vacuum. Starting materials were
first heated up to 700◦C at a rate of 100◦C/h and kept
there for one day. Subsequently, the temperature was
slowly increased to 920◦C in order to complete the re-
action between Fe and Te and to obtain homogeneous
products. After maintaining a temperature of 920◦C
for 48 h, samples were cooled down to 700◦C and an-
nealed for 24 h in order to avoid the formation of a high-
temperature modification of Fe1+yTe which was reported
above 800◦C119–121. Initially, the chemical composition
of Fe1+yTe was reported to be in the range 0 ≤ y ≤
0.3122–124. A more detailed investigation by Koz et al.
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found that the actual phase stability range for tetrago-
nal Fe1+yTe is only for compositions with 0.060(5) < y <
0.155(5)53,114. In Fig. 8(a), the powder x-ray diffrac-
tion (PXRD) patterns of Fe1+yTe (y = 0.04, 0.06, 0.08,
0.11, 0.13, 0.15, and 0.17 are presented. The tetrago-
nal Fe1+yTe is the main phase at room temperature for
all studied nominal compositions, and the main reflec-
tions can be indexed on the basis of a tetragonal cell
of space group P4/nmm. For y < 0.06 and y > 0.15,
FeTe2
125 and Fe impurities were observed in the PXRD
patterns, respectively. The lattice parameters of tetrag-
onal Fe1+yTe at room temperature are presented in Fig.
8(b). In the composition range 0.060(5) ≤ y ≤ 0.155(5),
the a parameter increases while the c parameter decreases
upon increasing Fe content. The volume of the unit cell
does not change significantly with composition, however,
the c/a ratio decreases from 1.645 to 1.638 with increas-
ing y53.
In the following, we discuss the site occupancy of ex-
cess Fe. Grønvold et al.125 first suggested that the excess
iron atoms in the Fe1+yTe phase are located in partially
occupied interstitial sites. The crystal structure was con-
sidered to be an intermediate type between tetragonal
8PbO (the B10 type) and Fe2As (the C38 type). The ar-
rangement in the B10 structure as described for β-FeSe
is a quadratic net of iron atoms, which together with
the tellurium atoms form square pyramids with sharing
edges, and with apices alternately above and below the
net of iron atoms. The excess Fe atoms (Fe2) occupy an
additional site in the tellurium plane and convert a pyra-
mid into an octahedron without appreciably disturbing
the original grouping. In space group P4/nmm, the Fe1
and Te atoms fully occupy the 2a and 2c sites, respec-
tively, while the Fe2 atoms randomly occupy a second 2c
site. These conclusions have been confirmed using x-ray
and neutron diffraction measurements108,109,126–128.
B. Single crystal growth
The single crystals of Fe1+yTe were generally grown ei-
ther by a self flux method110,129, by the horizontal or ver-
tical Bridgman method127,130,131, or by chemical vapor
transport53. The growth started either from the mixture
of elemental Fe and Te124,131 or by taking premade pow-
der of Fe1+yTe
53,110. Because of the non-stoichiometry,
it proved to be difficult to control the exact Fe con-
tent in the single crystals. In the case of the horizontal
Brigdman method131,132, when the starting composition
of Fe:Te was kept at 1.04:1, crystals of Fe1.06Te could
be grown132. For the growth of crystals with higher Fe
content, the starting ratio of Fe:Te was kept at 1.09:1.
Note that both Fe1.11Te and Fe1.12Te crystals were ex-
tracted from a single growth, but from different parts of
the ampoule. The exact compositions were determined
only after a detailed chemical and physical analysis. The
chemical vapor transport also had very similar problems
in controlling the stoichiometry. Different temperature
gradients between 700 and 800◦C, and different trans-
port additives, such as NH4I, GaI3, and TeCl4, did not
help to optimize the composition of the end products.
However, a trend was observed during the experiments
with I2. The single crystals contain roughly 2 % less
iron than the starting composition. For example, poly-
crystalline materials with nominal composition Fe1.15Te
yielded single crystals with composition Fe1.13Te. Good
quality single crystals of Fe1+yTe (0.11 ≤ y ≤ 0.14) could
be easily grown under respective conditions. However,
when the starting composition was y = 0.11, the grown
crystals were found to be a mixture of the tetragonal
phase with different compositions. With further decrease
in the starting composition, i.e. y < 0.11, the grown crys-
tals formed in another phase with chemical composition
of Fe1−xTe (0.08 ≤ x ≤ 0.15). This new phase could not
be identified from the PXRD pattern. However, the com-
positions estimated from energy dispersive x-ray (EDX)
measurements were in good agreement with the δ-phase
which was reported between 636 and 809◦C in the Fe-Te
phase diagram123. Hence, in chemical vapor transport
with I2 as a transport additive, only crystals of the com-
positions Fe1.11Te, Fe1.12Te and Fe1.14Te could be grown.
FIG. 9. Images of single crystals grown by chemical vapor
transport53. (a) Big plate-like Fe1+yTe single crystals, (b)
typical tetragonal Fe1+yTe single crystals grown in a batch,
(c) crystals with hexagonal shape likely belong to the γ-phase
with a composition FeTe1.2.
In Fig. 9, images of such crystals are presented. Alter-
natively, Rodriguez et al. reported that I2 can be used
as an oxidant in the topotactic deintercalation of inter-
stitial iron in Fe1+yTe and Fe1+yTe0.7Se0.3
133,134. Ac-
cording to their results, iodine reacts with iron at 300◦C
to form FeI2. This might explain the composition dif-
ference of starting and end products in our chemical va-
por transport reactions. Using the deintercalation pro-
cedure, crystals of Fe1.051(5)Te could be obtained from
Fe1.118(5)Te
133.
C. Structural and magnetic properties
Based on neutron scattering experiments on Fe1+yTe,
Bao it al.108 made two important observations. (i)
The magnetic and structural properties of Fe1+yTe are
extremely sensitive to the amount of excess Fe (y).
For example, Fe1.076Te undergoes a structural phase
transition to a monoclinic (P21/m) bicollinear antifer-
romagnetic phase whereas for Fe1.141Te, a structural
phase transition to an orthorhombic (Pmmn) phase
with an incommesurate antiferromagnetic structure was
observed. (ii) The bicollinear antiferromagnetic struc-
ture of Fe1.076Te has a wave vector along qAFM =
[ 12 , 0,
1
2 ]. When defined in the 1-Fe Brillouin zone,
this corresponds to (pi/2,pi/2) ordering. Along this
wave vector, no nesting has been observed either in
the ARPES experiments135,136 or in the density func-
tional calculations91. The results of neutron scatter-
ing indicated the presence of local moments. Indeed,
above the antiferromagnetic ordering temperature TN ,
the magnetic susceptibility χ(T ) follows a Curie-Weiss
behavior116. The value of the total spin S calculated
from the Curie constant was found to be S = 3/2, which
is also consistent with the value obtained from the inelas-
tic neutron scattering105,106. Further, below TN , the or-
dered magnetic moment corresponds to S = 1105,108. The
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FIG. 10. Specific heat Cp(T ) of Fe1+yTe for (a) y = 0.06,
0.08, and 0.10 and (b) y = 0.11-0.15. The latter are shifted
for clarity. Arrows show the disappearing first-order phase
transition upon increasing Fe composition53 .
values of S both above and below TN are clearly lower
than S = 2 expected for Fe2+ in the tetrahedral coordi-
nation. The electrical properties of Fe1+yTe shows non-
metallic character in resistivity for temperatures above
TN with dρ/dT < 0, indicative of charge carrier incoher-
ence near the Fermi level128,137. ARPES measurements
on Fe1.02Te revealed a sharp feature near the Fermi en-
ergy EF below TN , suggesting the appearance of coherent
charge carriers in the AFM phase138. A similar behavior
was also observed in scanning tunneling spectroscopy139.
These results suggest an entanglement of localized and
itinerant electrons in Fe1+yTe
105,140.
More detailed low temperature neutron as well as
SXRD experiments revealed three different types of mag-
netic and structural behavior in Fe1+yTe depending on
the amount of excess Fe110–112,114,115,124,141. In the com-
positional range y < 0.11, Fe1+yTe undergoes a si-
multaneous first-order phase transition to a monoclinic
(P21/m) as well as bicollinear antiferromagnetic phase.
For the intermediate composition 0.11 ≤ y ≤ 0.13,
two coupled magneto-structral phase transitions were
observed111,112,114,124,141. Upon cooling, the system un-
dergoes a continuous phase transition to an orthorhombic
(Pmmn) incommesurate antiferromagnetic phase, fol-
lowed by a first-order lock-in transition to the monoclinic
bicollinear antiferromagnetic phase. It was, however,
found that the low-temperature phase is a mixture of
both, the orthorhombic and the monoclinic phases114,115.
For y > 0.13, the material undergoes a single phase
transition to the orthorhombic incommensurate antifer-
romagnetic phase110,142. This behavior is nicely corrob-
orated by measurements of the specific heat Cp(T ) of
Fe1+yTe, Fig. 10. The sharp peaks found in Cp(T )
for y < 0.11 confirm a first-order phase transition. For
0.11 ≤ y ≤ 0.13, two peaks can be discerned in Cp(T ).
The transition at higher temperature has a λ-like shape
in Cp(T ) suggesting a continuous phase transition, while
the peaked shape of the low-temperature transition is
first-oder like. For y > 0.13, once again a single λ-like
peak is found in Cp(T ) suggesting a continuous nature of
the phase transition.
The bicollinear antiferromagnetic ordering can be cap-
FIG. 11. Top panel: picture of a possible solitonic precursor
fluctuation of an incommensurate spin-density wave-like order
above the ordering temperature. Direction and amplitude
of the approximate two-up-two-down order are twisted and
modulated, respectively, over long lengths (here in direction of
the propagation vector of the spin density wave parallel to a).
Bottom panel: pictorial representation of the magnetic phase
diagram in Fe1+yTe in the range 0.11 ≤ y ≤ 0.13. Above TN
a dense solitonic liquid state precedes the long-rang order. At
TN the incommensurate long-range order is established, that
can be twisted transverse to the propagation direction a over
a long period Λ in the bc-plane, here taken in b-direction.
The rotation angle θ vs b parametrizes a cycloidal twisting
of the spin-density wave. Magnetic anisotropies cause elliptic
distortions of the harmonic twisting and the formation of a
regular soliton lattice in the magnetically ordered state upon
lowering temperature, which finally disappears at the lock-in
temperature where a collinear spin-density wave state forms
the magnetic ground-state. Figure courtesy by U. K. Ro¨ßler.
tured by a frustrated J1-J2-J3 Heisenberg model
143.
However, the antiferromagnetic ordering for y ≥ 0.11 is
rather unconventional. For this compositional range, a
random field Potts model112 or models involving several
propagation vectors (plaquette ordering pattern) were
proposed144,145. Based on a phenomenological Landau
theory, U. K. Ro¨ßler146 predicted the presence of liquid-
like mesophases as precursors in Fe1+yTe. These pre-
cursors are composed of solitonic amplitude-modulated
states, Fig. 11 (top panel). A dense amorphous conden-
sate of such particle-like states is formed as a precursor
at higher temperatures T > TN before a coherent mag-
netic long-range ordering takes place. Evidence for such
magnetic precursors have been found in inelastic neutron
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FIG. 12. Temperature-pressure-composition phase diagram
for the Fe1+yTe system. Symbols T, O and M mark tem-
peratures and pressures of our XRD measurements reveal-
ing tetragonal, orthorhombic and monoclinic phases, respec-
tively. The black data points indicate anomalies in resistivity,
taken from149 for samples Fe1.086Te. AFM and IC AFM stand
for antiferromagnetic and incommensurate antiferromagnetic
phase, respectively.
scattering142,147 as well as Mo¨ssbauer spectrosocpy146.
At the ordering temperature TN , a long-period modu-
lation of a helical antiferromagnetic spin density wave
is established. Upon decreasing temperature, the mod-
ulation direction is determined by a strong anisotropy,
thereby making the helix more and more elliptical, until
a bicollinear antiferromagnetic order is achieved at the
lock-in transition. This process is pictorially represented
in Fig. 11 (lower panel). The transition from a helical
incommensurate spin density wave to bicollinear antifer-
romagnetic order was also observed in neutron diffraction
experiments108,110,112,148.
D. Effects of pressure
The temperature-pressure phase diagram of Fe1+yTe is
remarkably similar to the temperature-composition (ex-
cess Fe) phase diagram as can be seen from Fig. 12.
Based on resistivity and magnetization measurements,
Okada et al.149 first identified two pressure-induced
phases at low temperatures in FeTe0.92 (Fe1.086Te). In
order to identify the phases, Koz et al.113 performed
high-pressure SXRD on Fe1.08Te. At ambient pressure,
Fe1.08Te undergoes simultaneous first-order structural
and magnetic phase transitions, i.e. from the param-
agnetic tetragonal (P4/nmm) to the antiferromagnetic
monoclinic (P21/m) phase. At a pressure of 1.33 GPa,
the low-temperature structure adopts an orthorhombic
symmetry in the space group Pmmn. More impor-
tantly, for pressures of 2.29 GPa and higher, a symmetry-
conserving tetragonal-tetragonal phase transition has
been identified from a change in the c/a ratio of the
lattice parameters. From the high-pressure magnetiza-
tion measurements, the high-pressure, low-temperature
tetragonal phase was found to be ferromagnetic150. In-
terestingly, unlike the parent compounds of Fe-pnictides,
no superconductivity was observed in Fe1+yTe up to a
pressure of 19 GPa149. The close resemblance of the
temperature-composition and the temperature-pressure
phase diagrams suggests a strong magneto-elastic cou-
pling between the magnetic and structural order param-
eters in Fe1+yTe.
IV. CONCLUDING REMARKS
In this article, we have reviewed the synthesis and
properties of two isostructural materials belonging to the
family of Fe-chalcogenides. While FeSe is an itinerant
non-magnetic compound, Fe1+yTe displays an interplay
of localized and itinerant properties. The magnetic or-
dering in Fe1+yTe is bicollinear antiferromagnetic with
the magnetic vector along (pi/2, pi/2) defined in the 1-Fe
Brillouin zone. Upon substituting Se for Te, the long-
range (pi/2, pi/2) order is suppressed and superconductiv-
ity emerges. Interestingly, in Fe1+yTe1−xSex, a resonance
of a soft magnetic mode appears at the wave vector (pi, 0)
(151, note that this vector is defined in the 2-Fe unit cell in
the original article) and becomes dominant for x ≥ 0.29.
These results support nesting-based theories of supercon-
ductivity, which require magnetic fluctuations along the
wave vector (pi, 0) which connects hole and electron parts
of the Fermi surface. However, the discovery of high-
temperature superconductivity in FeSe monolayers15–19
as well as in Li1−xFexOHFeSe single crystals
152,153, in
which the hole Fermi surface is found to be absent at the
center of the Brillouin zone, pose a serious challenge to
the Fermi surface nesting-based theories of superonduc-
tivity in Fe-SC.
Alternative theories consider many-body effects and
electron correlations. Although the Mott transition is
absent in Fe-SC, these materials are depicted as sys-
tems with intermediate correlations154–156. Dynamical
mean-field theory (DMFT) calculations provide evidence
for such correlation effects in FeSe157. Considering an
interplay of electron kinetic energy, Coulomb potential
U , and Hund’s coupling JH , these theories find differ-
ent effective masses for electrons in different d-orbitals.
The ARPES and quantum oscillation experiments on
FeSe detect different band renomalization for different
d-bands42,43,48,50, in agreement with the DMFT results.
Further, according to the DMFT studies, Fe1+yTe is
considered as the most strongly correlated among all
Fe-based superconductors158. Thus, orbital selectivity
seems to be relevant in the case of Fe-chalcogenides156.
Another issue that has not been theoretically consid-
ered as of primary importance for superconductivity in
Fe-SC is the role of spin-orbit coupling. Spin-orbit cou-
pling provides a mechanism for the spins to couple to
the lattice, thereby giving rise to a large magneto-elastic
effect. A recent ARPES study80 on several Fe-SCs in-
11
cluding FeSe, detected much larger band splitting due to
spin-orbit effects than the possible nematic effects. The
size of the spin-orbit coupling was found to be of the same
order as the superconducting gap in these materials. In
the case of Fe1+yTe, strong magneto-elastic effects have
been observed in magnetostriction experiments139. Fur-
ther, scanning tunneling microscopy on Fe1+yTe detected
a one-dimensional stripe structure159,160, which is at the
same wave vector as the magnetic ordering, indicating
the presence of a spin-orbit coupling. These results sug-
gest that the couplings of the electronic subsystem to
the phonons are equally important as spin and orbital
fluctuations.
Thus, in spite of nearly one decade of intense research
on Fe-chalcogenides, the exact nature of the supercon-
ducting pairing mechanism still remains an open ques-
tion. The current availability of large, good-quality sin-
gle crystals of these materials provide an opportunity to
resolve some of the controversies in the near future.
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