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Résumé
Dans ce travail, on démontre que les cliques d’idéaux premiers d’une classe d’extensions de Ore
itérées coïncident avec leurs orbites par rapport à une opération d’un groupe abélien bien déterminé.
Cette classe est une sous-classe de celle étudiée dans (S.-Q. Oh, Comm. Algebra 25 (1) (1997) 37–
49) et elle contient l’algèbre de Weyl quantique A(q,Λ)n (k), les anneaux des coordonnées des espaces
symplectiques et euclidiens quantiques Oq(spk2×n) et Oq(ok2×n). Les ensembles classiquement
localisables sont aussi étudiés. Finalement, on analyze la résolution injective minimale et comme
application on montre que la résolution injective minimale de A(q,Λ)2 (k) se comporte comme celle
de l’algèbre enveloppante d’une algèbre de Lie résoluble.
 2003 Elsevier SAS. Tous droits réservés.
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Introduction
K.A. Brown et K.R. Goodearl ont étudié dans [3] le spectre premier (l’ensemble des
idéaux premiers) de certaines algèbres satisfaisant sept hypothèses. Ils ont montré que
l’anneau vérifiant ces hypothèses, satisfait la séparation normale, d’où la condition forte
de second niveau, au sens de Jategaonkar. Les liens entre les idéaux premiers d’une algèbre
R satisfaisant les sept hypothèses ont été aussi étudiés ; ils ont démontré que la clique de
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de rang fini engendré par des automorphismes d’algèbre de R.
Dans ce travail on étudie les liens entre les idéaux premiers de l’algèbre R(C,Λ)n (k),
voir la définition 1.1. Signalons que R(C,Λ)n (k) ne satisfait pas la troisième hypothèse
de [3, 1.1], comme l’indique l’exemple 3.3. Pour procéder, on va utiliser d’une part
la classification du spectre premier Spect(R(C,Λ)n (k)) de R(C,Λ)n (k) déterminé par des
méthodes effectives dans [9], et d’autre part les versions modifiées des résultats de
K.A. Brown et K.R. Goodearl [3], effectuées par M. Akhavizadegan dans [1]. La
description des cliques des idéaux premiers dans R(C,Λ)n (k) nous permettra d’étudier les
ensembles et les idéaux (classiquement) localisables, en utilisant des résultats classiques
de [16,18,30]. Finalement, on calcule par des méthodes analogues à [23] la résolution
injective minimale de R(C,Λ)n (k). Comme application on donne une réponse affirmative,
pour l’algèbre A(q,Λ)2 (k), à la question posée par M.P. Malliavin [24, Problem 4.5].
1. L’algèbre R(C,Λ)n (k) et les ensembles admissibles
Fixons un corps commutatif k. D.A. Jordan a introduit dans [19] une classe d’extension
de Ore R, définie par R = A[y;α][x;β, δ], où A est une k-algèbre et un domaine
noethérien et les variables y, x sont soumises aux relations suivantes : ya = α(a)y, xa =
β(a)x , pour tout a ∈ A et xy − ρyx = v, où ρ ∈ k∗ et v est un élément normal de A.
L’algèbre de Weyl quantique A(q,Λ)n (k) apparue dans les travaux de Maltsiniotis [25],
représente un exemple révélateur, construit à partir de la classe R. Ultérieurement, S.Q. Oh
a étudié dans [28] une classe d’extensions de Ore itérées, résultant comme forme itérée de
celle de Jordan. L’algèbre sous considération a été introduite et étudiée dans [9] ; comme
on verra dans la définition suivante elle constitue une sous-classe de celle de Oh.
Définition 1.1. Soit n un entier strictement positif. Posons C = (c1, c2, . . . , cn, d,λ,u) un
élément de (k×)n+2 × k avec d = 1 si u 
= 0. Considérons Λ= (λji )1i<jn une matrice
à coefficients dans k× tel que λji = λ−1ij et λii = 1 pour tout i, j = 1, . . . , n. On définit
R
(C,Λ)
n (k) comme la k-algèbre de type fini engendrée par y1, x1, . . . , yn, xn, satisfaisant
les relations suivantes
yjyi = λjiyiyj , yjxi = λ−1ji dxiyj (j > i),
xjxi = λjic−1i d−1xixj , xjyi = λ−1ji ciyixj (j > i), (1)
xiyi = ciyixi + λ
i−1∑
l=1
(λd)i−1−l (cld − 1)ylxl + (dλ)i−1u (i  1).
D’après [28, p. 39], R(C,Λ)n (k) est une extension de Ore itérée
R0 ⊆R1 ⊆ · · · ⊆R(C,Λ)n (k)=Rn,
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automorphismes des algèbre :
αj (yi)= λjiyi, αj (xi)= λ−1ji dxi, i < j,
βj (yi)= λ−1ji ciyi, βj (xi)= λjic−1i d−1xi, i < j, (2)
βi(yi)= ciyi,
et chaque δi est une βi -dérivation définie par
δi(yi)= λ
i−1∑
l=1
(λd)i−1−l (cld − 1)ylxl + (λd)i−1u, i > 1,
δi(Ri−1)= 0, i  1, et δ1(y1)= u.
C’est donc un domaine noethérien. Cette classe d’algèbres contient l’algèbre de Weyl quan-
tique A(q,Λ)n (k) (C = (q,1,1,1) avec q = (ci)ni=1), l’anneau des coordonnées de l’espace
quantique symplectiqueOq(spk2×n) (C = (q2, . . . , q2,1, q,0), λji = q) et l’anneaux des
coordonnées de l’espace quantique EuclidienOq(ok2×n) (C = (1, . . . ,1, q−2, q,0), λji =
q−1). Suivant [28, p. 39], on a
Lemme 1.2. Posons zi = dxiyi − yixi pour i = 1, . . . , n et z0 = du. Alors
zj yi = ciyizj , zj xi = c−1i xizj (i  j),
zj yi = d−1yizj , zj xi = dxizj (i > j),
zj zi = zizj (pour tout i, j),
xiyi = ciyixi + λzi−1 (i = 2, . . . , n), x1y1 = c1y1x1 + d−1z0,
zi = (cid − 1)yixi + dλzi−1 (i = 2, . . . , n), z1 = (c1d − 1)y1x1 + z0.
En particulier, δi(yi)= λzi−1 , pour tout i > 1.
En utilisant les notations du lemme 1.2, on obtient
Lemme 1.3. Considérons les variables y1, x1, . . . , yn, xn avec les relations (1). Alors
(a) Pour tout r ∈N∗, i = 2, . . . , n, on a
xri yi − cri yixri = λd−(r−1)(r)cidzi−1xr−1i ,
xiy
r
i − cri yri xi = λ(r)cidzi−1yr−1i ,
où (r)k = 1+ k + · · · + kr−1 pour chaque k ∈ k. Pour i = 1, on a
xr1y1 − cr1y1xr1 = d−r (r)c1dz0xr−11 ,
x1y
r
1 − cr1yr1x1 = d−1(r)c1dz0yr−11 .
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yiX
ν = λνXνyi + λν ′Xν ′zi−1,
xiX
ν = λ′νXνxi + λ′ν ′Xν
′
zi−1,
où ν′ ∈N2n, λν, λν ′ , λ′ν, λ′ν ′ ∈ k∗; i = 1, . . . , n.
Démonstration. Pour celle de (b) on utilise (a). Une récurrence sur r et lemme 1.2, nous
prouve (a). ✷
Remarque 1.4. D’après les relations (1), on a δiβi = cidβiδi pour tout i  1. Alors si cid
n’est pas racine de l’unité, pour i = 1, . . . , n, on a d’après [14, Theorem 2.3] tout idéal
premier de R(C,Λ)n (k) est complètement premier.
On suppose dans tout ce travail que chacun des cid, i = 1, . . . , n, n’est pas racine de
l’unité.
On note par R l’algèbre R(C,Λ)n (k). Considérons l’ordre lexicographique ≺lex avec
y1 ≺lex x1 ≺lex · · · ≺lex yn ≺lex xn sur l’ensemble des monômes de R,{
Xν = yν11 xν¯11 · · ·yνnn xν¯nn | ν = (ν1, ν¯1, . . . , νn, ν¯n) ∈N2n
}
.
C’est à dire que
y1 ≺lex x1 ≺lex z1 ≺lex · · · ≺lex zn−1 ≺lex yn ≺lex xn ≺lex zn. (3)
1.5. Soit Q= (qij ) une matrice carrée d’ordre m à coefficients dans k∗ tel que qji = q−1ij
et qii = 1, pour tout i, j = 1, . . . ,m. L’algèbre kQ[x1, . . . , xm] engendrée par x1, . . . , xm
soumis aux relations xixj = qij xjxi pour tout i, j = 1, . . . ,m, est appelée l’anneau des
coordonnées de l’espace quantique affine m-dimensionnel ou tout simplement l’espace
quantique associé à la matrice Q. Il est clair que c’est une extension de Ore itérée de k de
la forme :
kQ[x1, . . . , xm] = k[x1][x2;α2] · · · [xm;αm]
où αj (xi) = q−1ij xi pour tout i < j . Il est bien connu que l’ensemble multiplicatif
engendré par {x1, . . . , xm} est un ensemble de Ore ; la localization correspondante est
notée par P(Q) = kQ[x±11 , . . . , x±1m ] et connue sous le nom de l’algèbre de McConnell–
Pettit associée à Q. On définit maintenant l’espace quantique attaché à R, comme
kQn[Y1,X1, . . . , Yn,Xn], où Qn étant la matrice suivante :
Y1
X1
Y2
X2
..
.
Yn
Xn


Y1 X1 Y2 X2 · · · Yn Xn
1 c−11 λ
−1
21 λ21c
−1
1 · · · λ−1n1 λn1c−11
c1 1 λ21d−1 λ−121 c1d · · · λn1d−1 λ−1n1 c1d
λ21 λ
−1
21 d 1 c
−1
2 · · · λ−1n2 λn2c−12
λ−121 c1 λ21c
−1
1 d
−1 c2 1 · · · λn2d−1 λ−1n2 c2d
..
.
..
.
..
.
..
.
. . .
..
.
..
.
λn1 λ
−1
n1 d λn2 λ
−1
n2 d · · · 1 c−1n
λ−1c λ c−1d−1 λ−1c λ c−1d−1 · · · c 1


. (4)n1 1 n1 1 n2 2 n2 2 n
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Définitions 1.6. Notons par pn le sous-ensemble de R suivant :
pn =
{ {z1, y1, x1, . . . , zn, yn, xn}, si z0 = 0,
{z1, z2, y2, x2, . . . , zn, yn, xn}, si z0 
= 0. (5)
Dans le premier cas les éléments de pn forment la suite des monômes finie strictement
croissante citée dans l’équation (3). Mais, dans le cas z0 
= 0, ils forment la suite finie
strictement croissante suivante
z1 ≺lex y2 ≺lex x2 ≺lex z2 ≺lex · · · ≺lex zn−1 ≺lex yn ≺lex xn ≺lex zn.
Suivant [27] (voir aussi [9, Section 1]), un sous-ensemble T de pn est dit admissible si
c’est un ensemble vide ou s’il satisfait aux conditions suivantes :
(1) yi ou xi ∈ T ⇔ zi et zi−1 ∈ T , pour tout i  2,
(2) x1 ou y1 ∈ T ⇔ z1 ∈ T , si z0 = 0.
Pour le moment si P est un idéal premier de R (i.e. complètement premier), alors P ∩pn
est un ensemble admissible.
Rappelons, du [9, Theorem 1.8] que chaque ensemble admissible engendre un idéal
polynormal qui est en autre complètement premier. Pour la définition de la propriété AR
(Artin–Rees) on renvoie à [26, 4.2.3]
Proposition 1.7. Soit T un ensemble admissible de R. Alors l’idéal 〈T 〉 vérifie la propriété
AR.
Démonstration. Écrivons T = {t1, . . . , tr } avec ti ≺lex ti+1, i = 1, . . . , r , voir la défini-
tion 1.6. La suite T = {t1, . . . , tr } est clairement polynormale. En plus si ti ∈ {yk, xk}, i >
1, alors zk−1 ∈ 〈t1, . . . , , ti−1〉. On en déduit, d’après le lemme 1.3(b), que pour tout i, j > 1
et ν ∈N2n, on a
tiX
νtj ≡ λiXνtj ti
[
mod〈t1, . . . , ti−1〉
]
, pour un certain λi ∈ k×
et aussi
tiX
νtj ≡ λj tj tiXν
[
mod〈t1, . . . , tj−1〉
]
, pour un certain λj ∈ k×.
C’est à dire que
t1〈T 〉 + 〈t1, . . . , ti−1〉 = 〈T 〉ti + 〈t1, . . . , ti−1〉, ∀i > 1.
Pour i = 1, on a t1 ∈ {x1, y1, zk}, k > 1 si z0 = 0 ou ti ∈ {zk}, k  1 si z0 
= 0. Alors,
d’après le lemme 1.2, on a t1〈T 〉 = 〈T 〉t1. On conclut donc par l’application du critère [26,
Theorem 4.2.7]. ✷
1.8. Rappelons de [9, Section 3], que si T est un ensemble admissible de R, alors la strate
associée à T , SpectT (R), est le sous-ensemble de Spect(R) suivant
SpectT (R)=
{
P ∈ Spect(R) | P ∩pn = T
}
.
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Spect(R)= +
⋃
T est admissible
SpectT (R). (6)
Notons parH le tore (k×) (si z0 
= 0) ou (k×)n+1 (si z0 = 0), d’après [9, Définition 2.2],
H peut être identifié à un sous groupe abélien du groupe des automorphismes d’algèbre
de R, Autk(R). Suivant [3, 0.8], une suite des éléments {t1, . . . , , tl} de R est dite H-
polynormale s’il existe h1, . . . , hl ∈ H, tels que tj r ≡ hj (r)tj [mod〈t1, . . . , tj−1〉], pour
tout r ∈R.
On note W l’ensemble de tous les idéaux H-premiers (voir [15]), alors, d’après [9,
Proposition 2.10], il existe une bijection entreW et l’ensemble des ensembles admissibles
de R donnée par W ∈W → W ∩ pn avec inverse T → 〈T 〉 où T est admissible. De
cette manière, la stratification (6) n’est autre que la H-stratification de [3, 1.1, Hypotheses
1,2] où JW = W = 〈W ∩ pn〉, W ∈W , est l’unique élément minimal de SpectW(R) =
SpectW∩pn (R), par rapport auquel l’algèbre R ne satisfait pas [3, 1.1, Hypothese 3]. Plus
précisément, il existe des ensembles admissibles T , tels que 〈T 〉 n’est pas un idéal H-
polynormal (i.e. engendré par une suite d’élémentsH-polynormale), voir l’exemple 3.3.
2. La séparation normale
Rappelons [18, p. 225] qu’un anneau noethérien vérifie la séparation normale (ou bien
son spectre premier est normalement séparé) si dans chaque quotient premier, chaque idéal
premier non nul contient un élément normal non nul. Afin de prouver la séparation normale
de R =R(C,Λ)n (k), on a besoin du matériel technique suivant.
2.1. [9,27] Soit T un ensemble admissible de R, définition 1.6. On note par ind(T )
l’ensemble des indices ind(T ) = {i ∈ {1, . . . , n} | zi ∈ T }, on note aussi JT = {i ∈
{1, . . . , n} | yi ∈ T } et IT = {j ∈ {1, . . . , n} | xj ∈ T }. Un indice i ∈ ind(T ) est dit
renouvelable si T contient xi et yi ; l’ensemble de tout les indices renouvelables sera noté
par Renv(T ). Avec ces notations on a donc Renv(T )= ∅ si et seulement si IT ∩ JT = ∅.
On dit que T est connexe si pour tout i, j ∈ ind(T ) tel que i < k < j , on a k ∈ ind(T ).
Une composante connexe de T est un sous-ensemble connexe U de T tel que pour tout
sous-ensemble connexe V de T avec U ⊆ V on a U = V . Tout ensemble admissible
est d’une forme unique réunion disjointe de ces composantes connexes, c’est à dire que
pour tout admissible T , on a T = T1 ∪ · · · ∪ Tr, r ∈ N, où chacun des Ts, s = 1, . . . , r
est une composante connexe. On appelle cette réunion la décomposition en composantes
connexes de T . Posons ik = min(ind(Tk)), jk = max(ind(Tk)), on suppose toujours que
jk−1 < ik − 1, pour k = 2, . . . , r .
Avec les notations ci-dessus, considérons YT l’ensemble multiplicatif de R engendré
par les yj , où j /∈ JT . D’après [9, Proposition 2.5], YT est un ensemble de Ore (i.e. à
gauche et à droite) de R. Soit QT la sous-matrice de Qn (voir 1.5) définie en annulant
les lignes et les colonnes correspondantes aux variables xi, yi ∈ T et xik , k = 1, . . . , r . Si
z0 = 0 et x1 /∈ T on n’annulera pas la ligne et la colonne correspondante à la variable x1.
Considérons AT l’espace quantique associé à la matrice QT , c’est donc une sous-algèbre
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YT de AT engendré par tous les Yk est un ensemble de Ore à droite, considérons donc
BT = ATY−1T . On note par a¯ l’image de a ∈ R dans R/〈T 〉. Considérons le morphisme
d’algèbre, ΨT : (R/〈T 〉)Y−1T →BT défini par
ΨT (x¯i)= Ψ (y¯j )= 0, pour i ∈ IT , et j ∈ JT ,
ΨT (y¯k)= Yk, pour tout k /∈ JT ,
et tel que si k /∈ IT
ΨT (x¯1)=X1 + (1− c1d)−1Z0Y−11 (si k = 1 /∈ int(T )),
ΨT (x¯1)= (1− c1d)−1Z0Y−11 (si k = 1 ∈ int(T ) et z0 
= 0),
ΨT (x¯1)=X1 (si k = 1 ∈ int(T ) et z0 = 0),
ΨT (x¯k)=Xk (si k = 1 ∈ int(T ), k  2),
ΨT (x¯k)=Xk + (1− ckd)−1λZk−1Y−1k (si 2 k et k, k − 1 /∈ int(T )),
ΨT (x¯k)= (1− ckd)−1λZk−1Y−1k (si 2 k et k ∈ int(T ) et k − 1 /∈ ind(T )),
où Z0 = d−1z0 = u,Zk = (ckd−1)YkXk . Comme 〈T 〉 est un idéal complètement premier,
il est clair que YT ∩ 〈T 〉 = ∅ alors, d’après [6, Proposition 3.6.15], RY−1T /〈T 〉Y−1T ∼=
(R/〈T 〉)Y−1T . Composant ΨT avec ce dernier isomorphisme on arrive à une nouvelle
application qu’on note aussi par ΨT . Ce morphisme est inspiré de [29, Section 3.2] pour
le cas de A(q,Λ)n (k) (voir [10] pour le cas de Oq(spk2×n)). D’après [9, Proposition 2.7],
l’application
ΨT :
RY−1T
〈T 〉Y−1T
→ BT (7)
est un isomorphisme des k-algèbres.
2.2. Soit T un ensemble admissible de R, on note par XT l’image inverse, par ΨT (l’iso-
morphisme de (7)), de l’ensemble multiplicatif XT engendré par toutes les variables Xi
qui apparaissent dans l’espace quantique AT associé à la matrice QT . Il est clair que c’est
un ensemble de Ore de (R/〈T 〉)Y−1T , la localisation associée sera notée par RT
RT =
((
R/〈T 〉)Y−1T )X−1T .
On a donc RT ∼= P(QT ), l’algèbre de McConnell–Pettit associée à QT . Notons que
Ψ−1T (Xj )=
{
x¯j , si j − 1 ∈ ind(T ),
cj (cj d − 1)−1z¯j (y¯j )−1, si j /∈ ind(T ). (8)
Pour j = 1, c’est à dire que si X1 apparait dans BT , alors{
x1 /∈ T , si z0 = 0,
1 /∈ ind(T ), si z0 
= 0
d’où
Ψ−1T (X1)=
{
x¯1 
= 0, si z0 = 0,
c (c d − 1)−1z¯ y¯−1, si z 
= 0. (9)1 1 1 1 0
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RT , on note son extension par Pe .
Remarque 2.3. Soit T un ensemble admissible de R, écrivons
{i1, . . . , il} =
{
i ∈ {1, . . . , n} |Xi ∈AT
}
,
et
{j1, . . . , jk} = {1, . . . , n}\JT .
Un élément z ∈RT s’écrit donc sous la forme
z= r¯(y¯−n1j1 · · · y¯−nkjk )ΨT (Xi1)−m1 · · ·ΨT (Xil )−ml ,
pour certains r ∈ R, n1, . . . , nk; m1, . . . ,ml ∈ N. En utilisant les équations (8) et (9), on
peut écrire cet élément sous la forme
z= r¯ s¯−1(y¯−k1j1 · · · y¯−kmjm ),
pour certains r ∈ R, yjt , t = 1, . . . ,m tel que jt , jt − 1 /∈ ind(T ) oú s¯ est un élément
normal de R/〈T 〉 qui est le produit des z¯k, y¯j (j ou j − 1 ∈ ind(T )) et des x¯i ou
i − 1 ∈ ind(T )).
Proposition 2.4. Considérons l’algèbre R(C,Λ)n (k) tel que chacun des cid n’est pas racine
de l’unité. Alors R(C,Λ)n (k) vérifie la séparation normale. En particulierR(C,Λ)n (k) satisfait
la condition forte de second niveau.
Démonstration. Soient P  Q deux idéaux premiers emboîtés de R = R(C,Λ)n (k).
Supposons que T = P ∩ pn  Q ∩ pn = T ′ ; c’est à dire que P et Q appartiennent à
différents strates dans la stratification (6). Alors, il est trivial qu’il existe un élément non-nul
normal modulo P appartenant à Q/P . Supposons, maintenant, que T = T ′ ; P et Q sont
donc dans le même strate. Considérons l’algèbre Rt de 2.2 ; d’après [13, Proposition 2.2],
RT est polycentral. Suivant les notations de 2.2, il existe donc z ∈ Qe qui est un élément
non-nul et central modulo Pe . Supposons que z≡ r¯ s¯−1[mod Pe], pour un certain r ∈ R (r¯
sera donc un élément de Q non nul modulo P ) et un élément normal s¯ ∈ R/〈T 〉. Soit donc
a ∈ R\P , on a
za¯ ≡ a¯z [mod Pe],
r¯ a¯′s¯−1 ≡ a¯r¯(s¯)−1 [mod Pe], pour un certain a′ ∈R, car s¯ est supposé normal,
cela implique que (r¯ a¯′ − a¯r¯) ∈ Pe et en suite (ra′ − ar) ∈ P . Comme a été pris
arbitrairement, r ∈ Q\P est un élément normal modulo P . Afin d’achever la preuve de
la première assertion, il suffit donc de montrer que z peut être écrit sous la dite forme. Pour
cela, notons d’abord comme dans la remarque 2.3, par {yj1, . . . , yjm} l’ensemble de tous
les yj tel que j, j − 1 /∈ ind(T ) qui apparaissent dans l’expression de z modulo Pe . On
procède par une récurrence sur m. Si m= 1, on peut donc écrire, d’après la remarque 2.3,
z≡ r¯ s¯−1y¯−k1j1 [mod Pe], pour certains r ∈R, un élément normal s¯ ∈ R/〈T 〉 et k1 ∈N∗. Le
lemme 1.3(a), implique que
zx¯j1 y¯
k1
j − ck1j zy¯k1j x¯j1 ≡ λ(k1)cj d z¯j1−1zy¯(k1−1)j [mod Pe],1 1 1 1 1
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zy¯
(k1−1)
j1
≡ (λ(k1)cj1d)−1z¯−1j1−1(x¯j1 r¯ − ck1j1γ r¯x¯j1)s¯−1 [mod Pe],
où γ ∈ k×. Ce qui entraîne que z modulo Pe peut être écrit sous la forme
z≡ r¯ s¯−1y¯−(k1−1)j1 [mod Pe], pour certains r ∈ R,
et un élément normal s¯ ∈R/〈T 〉.
On répète le même calcul, mais cette fois avec z module Pe écrit sous cette nouvelle forme,
on aboutit au résultat. Supposons maintenant que m> 1, on a donc
z≡ r¯ s¯−1y¯−k1j1 · · · y¯
−km
jm
[mpd Pe],
pour certains r ∈ R, un élément normal s¯ ∈ R/〈T 〉 et des entiers positifs k1, . . . , km. En
appliquant le lemme 1.3(a), comme dans le cas m= 1, on aura
zy¯
km−1
jm
≡ (λ(km)cjmd)−1z¯−1jm−1(x¯jm r¯ − ckmjm γ r¯x¯jm)s¯−1y¯−k1j1 · · · y¯−km−1jm−1 [mod Pe],
où γ ∈ k×. On continue d’éliminer les puissances de yjm , on arrive à
z≡ r¯ s¯−1y¯−k1j1 · · · y¯
−km−1
jm−1 [mod Pe],
pour un certain r ∈R et un élément normal s¯ ∈ R/〈T 〉. L’hypothèse de récurrence entraîne
donc que
z≡ r¯ s¯−1 [mod Pe],
pour r ∈ R et un élément normal s¯ ∈ R/〈T 〉 adéquats. La seconde assertion de la propo-
sition est une déduction directe de [16, Lemma 11.14]. ✷
3. L’opération du groupe GT sur SpectT (R)
Maintenant on va définir une opération d’un groupe abélien sur chaque strate
SpectT (R), où T parcours l’ensemble des ensembles admissibles de R. Ce groupe est
construit d’une manière canonique à partir de la suite normalisante engendrant T , comme
dans [3]. Mais comme on va le voir (exemple 3.3), cette opération ne vérifie pas l’hypothèse
3 de [3, p. 2469], par rapport à la stratification du spectre premier de R indiquée dans (6).
Si T est un ensemble admissible connexe on définit la longueur de T , notée par long(T ),
par
long(T )= card(ind(T ))+ card(Renv(T )),
où card(ind(T )) (resp. card(Renv(T ))) est le cardinal de ind(T ) (resp. le cardinal de
Renv(T )). La longueur d’un ensemble admissible non nécessairement connexe T est
définie par
long(T )=
r∑
long(Tk),
k=1
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Rappelons [9, Proposition 2.6] que la hauteur de l’idéal premier 〈T 〉 est égale à la longueur
de T , i.e. haut(〈T 〉)= long(T ).
Notre prochain objectif est de construire simultanément une chaîne strictement
croissante de sous-ensembles admissibles de T qui a pour longueur exactement long(T ),
et une suite d’éléments {t1, . . . , tlong(T )} de T qui forme une suite régulière normalisante
et génératrice de l’idéal 〈T 〉. Il est clair donc que cette chaîne impliquera une chaîne
maximale d’idéaux premiers qui permettra le calcul de haut(〈T 〉). La méthode de
construction est basée sur la décomposition en composantes connexes de chaque ensemble
admissible.
3.1. Fixons un ensemble admissible T de R,j = max(ind(T )) et i = min(ind(T )). On
considère différents cas.
(a) Le cas connexe. Si T est connexe, considérons un sous-ensemble admissible T ⊆ T ,
aveck =max(ind(T )) < j . Supposons que T est tel que si k ∈ Renv(T ), alors k ∈ JT . On
définit l’ensemble admissible T T suivant
T T =


T ∪ {xk} si k ∈ Renv(T ) et xk /∈ T ,
T ∪ {yk+1, zk+1}
T ∪ {xk+1, zk+1}
}
sinon
{
et si yk+1 ∈ T ,
et si yk+1 /∈ T .
Il est facile de voir que long(T T )= long(T )+ 1 et que T T ⊆ T .
(b) Le cas non connexe. Si T n’est pas connexe, considérons sa décomposition en
composantes connexes T = T1 ∪ · · · ∪ Tr . Considérons T un sous-ensemble admissible
tel que si k ∈ Renv(T ), alors k ∈JT et que
T1 ∪ · · · ∪ Ts−1 ⊆ T  T1 ∪ · · · ∪ Ts,
avec s > 1, et max(ind(T )) < max(ind(Ts)),
on définit
T T =
{
(T \T1 ∪ · · · ∪ Ts−1)Ts ∪ T1 ∪ · · · ∪ Ts−1 si T1 ∪ · · · ∪ Ts−1  T ,
T1 ∪ · · · ∪ Ts−1 ∪ {zis } si T1 ∪ · · · ∪ Ts−1 = T
où (T \T1 ∪ · · · ∪ Ts−1)Ts est défini comme dans (a) et is = min(ind(Ts)). On remarque
aussi que long(T T )= long(T )+ 1 et que T T ⊆ T .
On va définir les suites des Tm et des tm recursivement. Par convention on prend
T0 = 0, 〈T0〉 = 0. Pour définir T 1, on a deux cas :
Cas où j > i > 1, on prend t1 = zi,T1 = {t1}.
Cas où j > i = 1. Si z0 
= 0, cela implique que t1 = z1, T1 = {t1}. Mais si z0 = 0, on
prend
t1 =
{
y1 si y1 ∈ T ,
x1 si y1 /∈ T ,
et T1 = {t1, z1}. Finalement, si T = T1 ∪ · · · ∪ Tr est la décomposition en composantes
connexes de T , on prend donc
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tm+1 =


xkm si Tm+1 = Tm ∪ {xkm},
ykm+1 si Tm+1 = Tm ∪ {ykm+1, zkm+1},
xkm+1 si Tm+1 = Tm ∪ {xkm+1, zkm+1},où km =max(ind(Tm)),
zis si Tm = T1 ∪ · · · ∪ Ts−1, r > s > 1.
Alors
T0  T1  · · · Tlong(T ) = T
est une chaîne d’ensembles admissibles vérifiant 〈Tm〉 = 〈t1, . . . , tm〉, pour tout m =
1, . . . , l = long(T ). En plus chacun des tm est régulier et normal modulo 〈t1, . . . , tm−1〉,
pour tout m= 2, . . . , l.
Lemme 3.2. Soient T et les Tm,T0, tm,1  m  l = long(T ) comme dans 3.1. Alors,
chaque tm est un élément régulier et hTm-normal modulo 〈Tm−1〉, pour un certain automor-
phisme d’algèbre de R/〈Tm−1〉, hTm bien déterminé.
Démonstration. Calcul de hT1 . Dans tous les cas t1 ∈ {y1, x1, z1, . . . , zn} est un élément
normal régulier de R, hT1 est donc calculé à partir des relations (1) et le lemme 1.2 ; par
exemple si t1 = zj , j = 1, . . . , n on a
hT1 :xi →
{
dxi, i > j,
c−1i xi, i  j,
yi →
{
d−1yi, i > j,
ciyi, i  j.
Calcul des hTm,m> 1. On va examiner juste les cas où tm ∈ {yj , xj } , j  2. On commence
donc par tm = yj , ici zj−1 ∈ T et il est clair que c’est un élément de 〈Tm−1〉. On définit
donc hTm, grâce aux relations (1), comme suit
hTm : x¯i →


λ−1ji dx¯i, i < j,
λij c
−1
j x¯i , i > j,
c−1i x¯i , i = j,
y¯i →
{
λji y¯i, i < j,
λ−1ij y¯i , i > j,
où les relations sont prises modulo 〈Tm−1〉, avec hTm(y¯j )= y¯j et l’image de tout élément
de 〈Tm−1〉 est zéro. Dans le cas où tm = xj , j ∈ IT , m 2, on a
tm−1 =


yj , si j ∈ Renv(T ),
zj−1, si j /∈ Renv(T ), j − 1 /∈JT et j − 1 /∈ IT ,
xj−1, si j /∈ Renv(T ), j − 1 ∈ IT ,
y , si j /∈ Renv(T ), j − 1 /∈ I et j − 1 ∈J .
(10)j−1 T T
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modulo 〈Tm−1〉
hTm : x¯i →
{
λjic
−1
i d
−1x¯i , i < j,
λ−1ij cj dx¯i, i > j,
y¯i →
{
λ−1ji ci y¯i , i < j,
λij d
−1y¯i , i > j,
avec hTm(x¯j ) = x¯j et tous les éléments de 〈Tm−1〉 ont pour image zero. Dans les trois
dernières possibilités de (10), hTm est défini comme dans la première sauf que l’on doit
ajouter l’image de y¯j qui est donnée par hTm(y¯j )= cj y¯j . ✷
D’après la preuve du lemme précèdent, on a pour chaque m= 1, . . . , l = long(T ), que
〈T 〉/〈Tm−1〉 est hTm-stable dans R/〈Tm−1〉. On peut donc considérer hT em l’extension de hTm
à R/〈T 〉. On note par GT le sous-groupe de Autk(R/〈T 〉), engendré par {hT1 , . . . , hT
e
l }.
Observons que c’est un groupe abélien et que les vi ∈ {x¯i, y¯i , z¯i} (modulo 〈T 〉) sont des
g-vecteurs propres, pour tout g ∈GT i.e. g(vi )= γivi , γi ∈ k×.
En général l’automorphisme hT em , pour un m= 1, . . . , l = long(T ), ne provient pas d’un
automorphisme sur l’algèbre R appartenant au tore H définit dans 1.8. Cela est confirmé
par l’exemple suivant :
Example 3.3. (a) Posons n = 4 et z0 
= 0, alors d = 1. Ici le tore algébrique est égal
à H = (k×)4 et son action sur R(C,Λ)4 (k) est définie, d’après [9, Remark 2.3], par : Si
h= (h1, h2, h3, h4) ∈H, on a
h(yi)= hiyi, h(xi)= h−1i xi, pour i = 1,2,3,4.
Considérons l’ensemble admissible T = {z1} ∪ {z3, x4, z4} ; suivant les constructions de
3.1, on a t1 = z1, T1 = {z1}, t2 = z3,T2 = T1 ∪ {z3}, t3 = x4, T3 = T . On sait donc,
d’après la preuve du lemme 3.2, que hT3 est défini par
hT3 (x¯i)= λ−14i c−1i x¯i, pour i = 1,2,3,
hT3 (x¯4)= x¯4,
hT3 (y¯j )= λ−14j cj y¯j , pour j = 1,2,3,
hT3 (y¯4)= c4y¯4
modulo 〈T2〉. Si on suppose donc qu’il existe un élément h ∈H tel que h¯, le prolongement
de h à R(C,Λ)4 (k)/〈T2〉, coïncide avec hT3 , on aura alors
h¯(z¯4)= hT3 (z¯4)= z¯4 = c4z¯4
relations modulo l’idéal 〈T2〉. Ensuite c4 = 1, ce qui contredit les hypothèse génériques
(chacun des cid n’est pas racine de l’unité).
(b) Par contre, il est évident que si hTi est associé à un ti = zki , ki ∈ ind(T ), il provient
d’un automorphisme sur R appartenant à H.
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Prenons h ∈GT et considérons l’opération suivante :
h ∗T P =Q, tel que h
(
P
〈T 〉
)
= Q〈T 〉 .
Lemme 3.4. Soit T un ensemble admissible de R et GT le groupe associé à T . Alors ∗T
est une opération de GT sur l’ensemble SpecT (R).
Démonstration. Il suffit de voir que ∗T est bien définie. Soit donc P ∈ SpectT (R) et
h ∈ GT , on a 〈T 〉 ⊆ h ∗T P = Q ∈ Spect(R). Posons Q ∩ pn = T ′ et supposons qu’il
existe vi ∈ T ′\T , vi = xi, yi ou zi . D’où h−1(vi + 〈T 〉) = αvi + 〈T 〉, pour un certain
α ∈ k×, donc vi + 〈T 〉 ∈ P/〈T 〉 et vi ∈ P ∩ pn = T ce qui est faux. Alors T = T ′ et
Q ∈ SpectT (R). ✷
On note par OrbcGT (P ) la GT -orbite d’un élément P ∈ SpectT (R).
4. Cliques et localisabilité
Soit A un anneau noethérien et P,Q deux idéaux premiers de A. Suivant [18], on dit
qu’il existe un lien de P vers Q, ou que P est lié à Q, et on écrit P Q, s’il existe un
idéal I de A tel que PQ ⊆ I  P ∩Q, avec (P ∩Q)/I libre de torsion comme (A/P)-
module à gauche et comme (A/Q)-module à droite. Un lien de type P  P est dit trivial.
Un ensemble X de Spect(A) est dit de lien-fermé à gauche si pour tout P ∈X et Q P ,
on a Q ∈X ; la notion du lien-fermé à droite est définie de la même manière. Un ensemble
est dit lien-fermé s’il est lien-fermé à gauche et à droite.
Ceci détermine un graphe dans Spect(A) et la clique d’un idéal premier P est la
composante connexe de ce graphe qui contient P , on la note par Clique(P ). C’est donc
le plus petit sous ensemble de lien-fermé dans Spect(A) contenant P .
Proposition 4.1. Soit T un ensemble admissible de R et RT la localization de R/〈T 〉
définit dans 2.2. Alors Spect(RT ) n’a aucun lien non trivial.
Démonstration. On sait d’après 2.2, que RT ∼= P(QT ). Alors, d’après [13, Proposi-
tion 3.10], tout idéal de RT est polycentral i.e. engendré par une suite centralisante. La
proposition découle donc de [18, Corollary 5.3.11]. ✷
Proposition 4.2. Soit T un ensemble admissible de R. Alors SpectT (R) est lien-fermé. En
particulier
Clique(P )⊆ SpectT (R), pour tout P ∈ SpectT (R).
Démonstration. Soit P ∈ SpectT (R) et Q ∈ Spect(R) tel que P Q ou Q P . On va
traiter juste le cas P  Q, car l’autre est similaire. Puisque 〈T 〉 vérifie la propriété AR
(proposition 1.7), on a d’après [16, Proposition 11.16] que 〈T 〉 ⊆Q. Posons Q∩pn = T ′,
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et 〈T 〉 ∩pn = T ⊆Q∩pn = T ′, c’est à dire T = T ′. D’ici, Q ∈ SpectT (R). ✷
Remarque 4.3. Soit T un ensemble admissible et P ∈ SpectT (R) tel que 〈T 〉 ⊆ P . Alors
la clique de P/〈T 〉 dans Spect(R/〈T 〉) est un singleton. En effet, supposons qu’il existe
un Q=Q/〈T 〉 distinct de P = P/〈T 〉 tel que P  Q dans Spect(P/〈T 〉). Comme dans
R tout idéal premier est complètement premier, cela implique que Q P dans Spect(R).
D’après la proposition 4.2, Q ∈ SpectT (R). En appliquant maintenant, [30, Lemma 2.11],
on trouve
Pe Qe dans Spect(RT ),
où on a utilisé les notation du paragraphe 2.2. Et par suite, Pe = Qe , d’après la propo-
sition 4.1 et donc P =Q.
Enfin, en appliquant [3, Proposition 2.5] à RT avec cette fois 〈T 〉 P , on peut déduire
que l’existence d’un lien arrivant à ou partant de P/〈T 〉 dans Spect(R/〈T 〉) est garanti par
l’existence d’un lien arrivant a ou partant de Pe dans Spect(RT ).
Corollaire 4.4. Soit T un ensemble admissible de R et soient T = {t1, . . . , tl}, l =
long(T ), Tm,hTm comme dans 3.1 et lemme 3.2. Si P Q dans SpectT (R) avec P 
=Q.
Alors P = hT em ,∗T Q, pour un certain m′ ∈ {1, . . . , l}.
Démonstration. Posons K = SpectT (R), montrons que les conditions de [1, Corol-
lary 6.2.17] sont satisfaites. La proposition 2.4 assure que R satisfait la condition forte
de second niveaux, le lemme 3.2 prouve que chaque tm est hTm-normale modulo 〈Tm−1〉 =
〈t1, . . . , tm−1〉, pour hTm ∈ Autk(R/〈Tm−1〉) cité dans la preuve de ce lemme. On sait que
chaque P ∈K contient 〈T 〉, alors la proposition 4.2 et la remarque 4.3 montrent, respecti-
vement, que K est lien-fermé et que la clique de chaque P/〈T 〉 dans Spect(P/〈T 〉) est
un singleton. Finalement, le lemme 3.4 nous dit que K est invariant sous les hTm. Alors
il existe m′ ∈ {1, . . . , l} tel que P/〈Tm′−1〉 = hTm′(Q/〈Tm′−1〉). Le résultat est donc clair,
puisque hT e
m′ est le prolongement à R/〈T 〉 ∼= (R/〈Tm′−1〉)/(〈T 〉/〈Tm′−1〉) de hTm′ . ✷
Corollaire 4.5. Soit T un ensemble admissible de R et P ∈ SpectT (R). Alors
Clique(P )=OrbGT (P ).
Démonstration. Analogue à celle de [1, Theorem 6.5.3]. Soit P ∈ SpectT (R) avec 〈T 〉 =
〈t1, . . . , tl〉, l = long(T ), comme dans 3.1. Choisissons un indice 1  m  l, on sait que
〈T 〉/〈Tm−1〉 ⊆ P/〈Tm−1〉. Alors, d’après le lemme 3.2, on peut appliquer [3, Lemma 3.7].
D’où, hTm(P/〈Tm−1〉) et hT−1m (P/〈Tm−1〉) sont dans Clique(P/(Tm−1〉). D’où hT em ∗T P et
hT
e−1
m ∗T P appartiennent à Clique(P ). Ensuite, OrbGT (P )⊆ Clique(P ), puisque GT est
engendré par les hT em . Pour montrer l’inclusion inverse, il suffit de prouver que OrbGT (P )
est lien-fermé, puisque P ∈OrbGT (P ). Soit donc g ∈GT et supposons queQ g∗T P ou
g ∗T P Q ; d’après le corollaire 4.4 il existe m ∈ {1, . . . , l} tel que Q= hT em ∗T (g ∗T P )
ou g ∗T P = hT em ∗T Q. Alors Q= (hT em g)∗T P ou Q= (hT e−1m g)∗T P ∈ OrbGT (P ). Enfin
Clique(P )=OrbGT (P ). ✷
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gèbre R(C,Λ)2 (k)=Oq(spk2×2) avec k algébriquement clos. Sous les hypothèses où nous
travaillons (i.e. q n’est pas racine de l’unité), il y a 14 ensembles admissibles [10, Co-
rollary 2.6] et Clique(〈T 〉) = {〈T 〉} pour chacun d’eux (corollaire 4.5), si T est l’un
des ensembles admissibles suivants : {∅}, {x1, z1, x2, z2}, {x1, z1, y2, z2}, {y1, z1, y2, z2},
{y1, z1, x2, z2}, {y1, x1, z1}, ou {y1, x1, z1, y2, x2, z2}. Alors, d’après [10, Fig. 1],
SpectT (Oq(spk2×2))= {〈T 〉}. Soit, maintenant T un ensemble admissible deOq (spk2×2)
qui n’est pas de la forme précédente et 〈T 〉 P ∈ SpectT (Oq(spk2×2)). Alors P = PT (α),
pour un certain α ∈ k×, qui est un idéal maximal dans SpectT (Oq(spk2×2)), voir [10,
Fig. 1]. Notons par Pm,T (α) := PT (qmα), pour tout m ∈ Z. Si T ∈ {{x1, z1}, {y1, z1}},
alors les cliques de P0,T (α)= PT (α) sont dessinées dans le diagramme suivant (les liens
triviaux sont négligés)
· · · P−8,T (α) P−4,T (α) P0,T (α) P4,T (α) P8,T (α) · · ·
et si T = {z2} on a
· · · P4,T (α) P2,T (α) P0,T (α) P−2,T (α) P−4,T (α) · · · .
Si T est l’un des ensembles suivants : {y1, z1, y2, x2, z2}, {x1, z1, y2, x2, z2}, {y1, x1, z1,
x2, z2}, ou {y1, x1, z1, y2, z2}. Alors les cliques de P0,T (α) sont inclus dans le diagramme
suivant (les liens triviaux sont négligés)
Example 4.7. Ici nous donnerons les cliques des idéaux premiers de R(C,Λ)2 (k) =
Oq(ok2×2) toujours avec k algébriquement clos et q non racine de l’unité. Il y a
donc 14 ensembles admissibles [9, Corollary 2.11] et Clique(〈T 〉) = {〈T 〉} pour chacun
des T . D’après [9, Fig. 1], les cliques triviales correspondent aux ensembles suivants :
{y1, z1, x2, z2}, {y1, z1, y2, z2}, {x1, z1, y2, z2}, {x1, z1, x2, z2} et {y1, x1, z1, y2, x2, z2}.
On a aussi Clique(P ) = {P }, pour tout P ∈ SpectT (Oq(ok2×2)) où T est l’un des
ensembles suivants : {∅}, {z2}, {y1, z1} ou {x1, z1}. Il reste donc 5 strates, qu’on va analyser
dans la suite.
(1) T = {y1, x1, z1}, d’après [9, Fig. 1], on a
SpecT
(Oq(ok2×2))= {〈T 〉} ∪ {J | J ∈J } ∪ {〈T ,y2 − γ, x2 − α〉}γ,α∈k∗,
où J est l’ensemble des idéaux premiers de Oq(ok2×2) contenant strictement 〈y1, x1〉 et
qui sont l’image inverse des idéaux premiers non-nuls mais non maximaux deZ(P(QT ))=
k[y±12 , x±12 ]. On peut donc prouver, sans difficultés, que Clique(J )= J , pour tout J ∈ J .
Posons PT (γ,α)= 〈T ,y2 − γ, x2 − α〉 et Pl,m,T (γ,α)= PT (qlγ, qmα), l,m ∈ Z. Alors
Clique(PT (γ,α)) est le diagramme suivant (les liens triviaux sont négligés)
· · · P−2,2(γ,α) P−1,1,T (γ,α) P0,0,T (γ,α) P1,−1,T (γ,α)
 P2,−2(γ,α) · · · .
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y2, x2, z2} ou {y1, z1, y2, x2, z2} ; on note par PT (α), α ∈ k× un idéal maximal dans
SpectT (Oq(ok2×2)). PosonsPm,T (α)= PT ((qmα), m ∈ Z, alors Clique(PT (α)) est inclus
dans le diagramme suivant (les liens triviaux sont négligés)
· · · P−2,T (α) P−1,T (α) P0,T (α) P1,T (α) P2,T (α) · · · .
Corollaire 4.8. Soit T un ensemble admissible de R. Alors 〈T 〉 est classiquement
localisable.
Démonstration. D’après le corollaire 4.5, Clique(〈T 〉) = {〈T 〉}. En utilisant la proposi-
tion 1.7, on peut donc appliquer [18, Proposition 7.3.13] pour avoir le corollaire. ✷
Proposition 4.9. Soit T un ensemble admissible de R tel que long(T ) = 2n − 1, et
P ∈ SpectT (R). Alors Clique(P ) est un ensemble classiquement localisable.
Démonstration. D’après [18, Theorem 7.3.7], il suffit de montrer que Clique(P ) satisfait
la condition d’intersection (voir [18, p. 190]). Soit donc P ∈ SpectT (P ) avec long(T ) =
2n− 1. On sait que tout idéal premier de R est complètement premier ; alors l’ensemble
des éléments de R réguliers module l’idéal P est exactement R\P . Soit J un idéal à
droite ou à gauche de R tel que J ⊆⋃q∈GT (g ∗T P ) (rappelons du corollaire 4.5 que
Clique(P )=OrbGT (P )) ; alors modulo 〈T 〉 on a J¯ ⊆
⋃
g∈GT g(P ). Mais R est isomorphe
ou bien à R ∼= k[v±1] l’anneau des polynômes de Laurent à une seule indéterminé ou bien
à R ∼= k[v] l’anneau des polynômes commutatifs ; selon la valeur du paramètre z0 = 0 ou
z0 
= 0. On en déduit donc que J¯ est un idéal principal ; il existe donc nécessairement un
élément g0 ∈GT tel que J¯ ⊆ g0(P ). D’où J ⊆ g0 ∗T P . ✷
Corollaire 4.10. L’intersection des éléments de n’importe quelle clique dans Spect(R)
forme un idéal semi-premier classiquement localisable.
Démonstration. Soit T un ensemble admissible de R et P ∈ SpectT (R), on note par Jp =⋂
Q∈Clique(P ) Q. D’après le corollaire 4.5, on a JP =
⋂
g∈GT (g ∗T P ). Alors 〈T 〉 ⊆ JP .
Soit Q1, . . . ,Qm l’ensemble des idéaux premiers minimaux sur JP , alors il existe un indice
i tel que JP ⊆Qi ⊆ P . On a donc Qi ∈ SpectT (R). Montrons que les Qi appartiennent
au même strate SpectT (R) et qu’ils forment une partie de la même orbite. Sans perte de
généralité, on peut supposer que 〈T 〉 = 0 et le groupeGT devient un sous-groupe du groupe
des automorphismes de R. En suite JP est un idéal GT -premier (voir [15]). D’après [3,
1.8] les idéaux premiers minimaux sur JP forment une partie de la même orbite, ce qui
prouve l’assertion ci-dessus. Le corollaire se déduit, maintenant, du corollaire 4.5 et [16,
Theorem 12.21]. ✷
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Cette section contient quelques observations sur la resolution injective minimale de
l’algèbre R(C,Λ)n (k). Les méthodes et les techniques utilisés, sont celles de [22–24] en
combinaison avec [11] et [5].
Soit A un anneau et M un A-module à gauche ; on note par Injdim(AM) la dimension
injective de M (e.g. [26]). Si A est noethérien (i.e. à gauche et à droite), il est bien connu
par [33], que la dimension injective de AA est égale à la dimension injective de AA si les
deux sont finies ; dans ce cas on note par InjdimA cette dimension commune.
Soit A une k-algèbre noethérienne, on rappel que le grade d’un A-module (à gauche ou
à droite) de type fini M , est définie par
jA(M)= inf
{
j  0 | ExtjA(M,A) 
= 0
} ∈N∪ {∞}.
Bien sûr j (0) = +∞ (s’il n’y a pas d’ambiguïté, on note par jA(M) := j (M)). Pour la
notion des k-algèbres Auslander–Gorenstein, Auslander-régulière, il y a plusieurs travaux
où le lecteur pourra s’informer, nous citons ici [2,7,17,31] et leurs références.
Example 5.1. Toute extension de Ore itérée de la forme k[x1][x2;α2, δ2] · · · [xn;αn, δn] où
les αi sont des automorphismes, est une k-algèbre Auslander-régulière [2,7,32].
La dimension de Gelfand–Kirillov d’unA-moduleM est noté par GKdim(M), voir [21]
pour une étude détaillée de cette dimension. Une k-algèbreA, avec GKdim(A) ∈N, est dite
Cohen–Macaulay si
GKdim(M)+ j (M)=GKdim(A),
pour tout A-module non nul de type fini M .
Un anneau A est dit caténaire si entre deux idéaux premiers emboîtés toutes les chaînes
maximales des idéaux premiers ont la même longueur.
On dit qu’une k-algèbre noethérienne A satisfait la formule des hauteurs de Tauvel, si
haut(P )+GKdim(A/P)=GKdim(A),
pour tout idéal premier P de A, où haut(P ) désigne la hauteur de P .
On note par R l’algèbre R(C,Λ)n (k). Le corollaire suivant est une variante de [28, Théo-
rems 8,11] (voir aussi [28, Theorem 10]). Mais, comme la classe des k-algèbres de [28]
forme partie de celles étudiées dans [8] et [12], une preuve alternative de [28, Theorem 8],
sous la restriction de supposer que tous les ui sont de degré total égal à deux, peut être
donnée comme conséquence de [8, Teorema 14] ou de [12, Theorem 3].
Corollaire 5.2. L’algèbre R est Auslander-régulière, Cohen–Macaulay, caténaire et elle
satisfait la formule des hauteurs de Tauvel.
Démonstration. D’après, [28, Theorem 8], R est Auslander-régulière, Cohen–Macaulay.
En appliquant, [13, Theorem 1.6] et en utilisant la proposition 2.4, on obtient le reste de
l’énoncé. ✷
Dans tout le reste on suppose que k est un corps algébriquement clos de caractéristique
nulle.
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Theorem 3.5], on a GKdim(A) = InjdimA si et seulement s’il existe des A-modules à
gauche non nuls de dimension finie comme k-espace vectoriel.
Pour notre cas, il est clair que si z0 = 0, alors R admit des modules non nuls de
dimension finie comme k-espace vectoriel ; et si z0 
= 0 alors, d’après [20], R admit aussi
des modules de ce type. En conclusion le corollaire 5.2, implique que
InjdimR =GKdim(R)= 2n,
et que j (R/P)= haut(P ) pour tout idéal premier P de R.
Si P est un idéal complètement premier d’un anneau noethérienA, on note parµi(P,A)
et on appelle iième invariant de Bass de A, la dimension sur le corps gauche, Frac(A/P) de
l’espace vectoriel Frac(A/P)⊗A/P ExtiA(A/P,A). D’après [24, Remark 4.2], on sait que
µi(P,A) 
= 0 si et seulement si E(A/P) apparaît dans le iième A-module de la résolution
injective minimale de AA.
Si M est un A-module à gauche non nul de type fini sur une k-algèbre A, on dit que M
est critique si GKdim(M/A)  GKdim(M), pour chaque sous-module non nul N de M .
Maintenant, on peut appliquer [22, Théorème 3.5] pour avoir.
Proposition 5.3. Si tous les cid ne sont pas racines de l’unité, la résolution injective
minimale de RR est de la forme suivante :
Q→R→E0 →·· ·→E2n→ 0,
où E0 = Frac(R) et pour chaque i  1, Ei =EIi ⊕EIIi où
EIi =
⊕
P∈Spect(R)
haut(P )=i
µi(P,R)E(R/P)
et EIIi est l’enveloppe injective d’une somme des modules critiques, chacun d’eux étant de
torsion modulo son annulateur.
On va examiner le dernier terme qui apparaît dans la résolution injective minimale.
Plus précisément, on montre que ce terme est isomorphe à Ro , le sous espace vectoriel de
R∗ = Homk(R,k) consistant des formes linéaires f tel que I ⊆ Ker(f ) pour un certain
idéal co-fini (i.e. dimk(R/I) <∞).
Sous les condition faites sur le corps de base, les idéaux premiers co-finis sont tous de
co-dimension un. On en déduit donc, d’après [11, Corollary 3.8, Theorem 3.9], que :
Corollaire 5.4. Soit E2n le dernier terme dans la résolution injective minimale du
R
(C,Λ)
n (k)-module à gauche R(C,Λ)n (k). Alors
E2n ∼=R(C,Λ)n (k)o =
⊕
haut(P )=2n
(
R(C,Λ)n (k)/P
)
.
Remarque 5.5. Considérons R =A(q,Λ)2 (k), notons par Γ2 le sous-groupe de k× engendré
par les paramètres λij , qi, i, j = 1,2. Supposons que Γ2 est un groupe libre de rang 3. Soit
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de hauteur égale à 2. On se propose de calculer les invariants de Bass µi(〈T 〉,R) de R.
D’après [24, Theorem 4.3], on sait que µ2(〈T 〉,R) 
= 0 et que µi(〈T 〉,R) = 0 si i 
= 2,
puisque j (R/〈T 〉)= haut(〈T 〉)= 2. D’autre part, bien que {z1, y2} soit une suite régulière
normalisante et génératrice de 〈T 〉, les conditions du critère [4, Corollary 2.5] ne sont pas
satisfaites, sous les hypothèses faites sur le groupe Γ2. Par contre si on applique à R, avec
l’ordre ≺lex de la section 1, l’algorithme [5, Theorem 3.4], on trouve que
Ext2R
(
R/(T ),R
)∼=R/〈T 〉,
comme R-module. On en déduit donc que µ2(〈T 〉,R)= 1. Par symétrie, le même résultat
s’applique si on prend comme ensemble admissible T = {z1, x2, z2}.
Le corollaire suivant donne une réponse affirmative a la question de M.P. Malliavin [24,
Problem 4.5] pour l’algèbre de Weyl quantique A(q,Λ)2 (k). D’après [9, Corollary 4.2] et le
corollaire 5.4 on a
Corollaire 5.6. Si Γ2 est un groupe libre de rang 3, alors la résolution injective minimale
du A(q,Λ)2 (k)-module à gauche A
(q,Λ)
2 (k) est de la forme
0→A(q,Λ)2 (k)→E0 → ·· ·→E4 → 0,
où E0 = Frac(A(q,Λ)2 (k)) et pour tout i  1, Ei =EIi ⊕EIIi où
EIi =
⊕
P∈Spect(A(q,Λ)2 (k))
haut(P )=i
E
(
A
(q,Λ)
2 (k)/P
)
et EIIi est l’enveloppe injective d’une somme des modules critiques chacun d’eux étant de
torsion modulo son annulateur, avec EII4 = 0.
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