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ALGEBRAIC CYCLES AND CONNES PERIODICITY
JINHYUN PARK
Abstract. We apply the classical technique on cyclic objects of Alain
Connes to various objects, in particular to the higher Chow complex of
S. Bloch to prove a Connes periodicity long exact sequence involving
motivic cohomology groups. The Cyclic higher Chow groups and the
Connes higher Chow groups of a variety are defined in the process and
various properties of them are deduced from the known properties of the
higher Chow groups. Applications include an equivalent reformulation
of the Beilinson-Soule´ vanishing conjecture for the motivic cohomology
groups of a smooth variety X and a reformulation of the conjecture of
Soule´ on the order of vanishing of the zeta function of an arithmetic
variety.
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2 JINHYUN PARK
Introduction
Let R be a commutative ring with unity and A an associative unitary
R-algebra. One classical result proven by A. Connes is that the Hochschild
homology groups HH∗(A) and the cyclic homology groups HC∗(A) of A
over R have the Connes periodicity exact sequence
· · ·
S
→ HCn−1(A)
B
→ HHn(A)
I
→ HCn(A)
S
→ HCn−2(A)
B
→ · · · . (0.1)
One standard way of proving this sequence is to construct a 2-periodic
cyclic bicomplex from the Hochschild complex (A⊗∗+1, b) and the acyclic
augmented bar complex (A⊗∗+1, b′). Furthermore, A. Connes observed that
a similar construction works for any cyclic modules and formalized it. It
will be reviewed in §1 and §2.
An interesting observation we will see in this paper is that various famil-
iar theories, e.g. singular homology complex or the higher Chow complex
of S. Bloch, also give cyclic modules, thus in particular we can prove an
analogue of Connes periodicity exact sequence involving the higher Chow
groups CHq(X,n) and their cyclic cousins, the Cyclic higher Chow groups
CHCq(X,n):
· · ·CHq(X,n)
I
→ CHCq(X,n)
S
→ CHCq−2(X,n − 2)
B
→ CHq−1(X,n − 1)
I
→ · · · .
The higher Chow groups play the role of the motivic cohomology groups
for smooth varieties (See also [11]) thus we in fact obtain a periodicity
sequence involvoing motivic cohomology groups. This periodicity and the
functoriality result show that the study of the higher Chow groups is equiv-
alent to the study of the Cyclic higher Chow groups in the following sense:
a morphism f : X → Y of varieties induces isomorphisms of the higher
Chow groups if and only if it induces isomorphisms of the Cyclic higher
Chow groups.
Further adapting the idea of A. Connes, it is possible to define the Connes
higher Chow groups which are isomorphic to the Cyclic higher Chow groups
after tensoring with Q. Thus, we can rephrase the above equivalence in the
following way: a morphism f : X → Y of varieties induces isomorphisms
of the rational higher Chow groups if and only if it induces isomorphisms
of the rational Connes higher Chow groups.
S. Bloch proved a list of properties, for example, A1-homotopy, local-
ization sequence, etc., for the higher Chow groups. The above equivalence
then suggests that similar series of results may have their cyclic counter-
parts, and many of them can be proven. It also supplies a new way of
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looking at various conjectures on the motivic cohomology groups, for ex-
ample, the Beilinson-Soule´ vanishing conjecture. They are discussed after
the proof of the Connes periodicity.
The proof of the periodicity follows the one presented in [7] and the
involved techniques are no more than some basic homological algebra.
1. Precyclic objects with the last degeneracy
Let C be a category. All definitions in this section except for the last one
are more or less standard and taken from [7].
Definition 1.1. A presimplicial object in C is a collection {Cn}, n ≥ 0 of
objects in C with morphisms
di : Cn → Cn−1, 0 ≤ i ≤ n (1.2)
satisfying the property
didj = dj−1di, i < j. (1.3)
A simplicial object in C is a presimplicial object {Cn} in C with more
morphisms
si : Cn → Cn+1, 0 ≤ i ≤ n (1.4)
satisfying
sisj = sj+1si, i ≤ j (1.5)
disj =


sj−1di, i < j
id, i = j, i = j + 1
sjdi−1, i > j + 1
(1.6)
Definition 1.2. A precyclic object in C is a presimplicial object {Cn} with
the cyclic morphisms
Tn : Cn → Cn (1.7)
satisfying
T n+1n = id, (1.8){
d0Tn = dn,
diTn = Tn−1di−1, 1 ≤ i ≤ n.
(1.9)
A cyclic object in C is a simplicial object {Cn} in C that is also a precyclic
object such that
s0Tn = T
2
n+1sn, (1.10)
siTn = Tn+1si−1, 1 ≤ i ≤ n. (1.11)
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The above concepts can be formalized in terms of functors: let ∆ be the
simplicial category, i.e. a category whose objects are [n] := {0, 1, · · · , n}
and morphisms are generated by faces δi : [n − 1] → [n], 0 ≤ i ≤ n and
degeneracies σj : [n+ 1]→ [n], 0 ≤ j ≤ n, with the following properties:
δjδi = δiδj−1, i < j (1.12)
σjσi = σiσj+1, i ≤ j (1.13)
σjδi =


δiσj−1, i < j
id, i = j, i = j + 1
δi−1σj . i > j + 1
(1.14)
The cyclic category ∆C is a category with Ob(∆C) = Ob(∆) and mor-
phisms are generated by the faces, degeneracies and the cyclic operators
τn : [n]→ [n] with the extra properties
τnδi = δi−1τn−1, 1 ≤ i ≤ n (1.15){
τnσ0 = σnτ
2
n+1
τnσi = σi−1τn+1, 1 ≤ i ≤ n
(1.16)
τn+1n = id. (1.17)
Then a simplicial object in C is a functor
∆op → C (1.18)
and a cyclic object in C is a functor
∆Cop → C. (1.19)
To define the presimplicial objects and precyclic objects in terms of func-
tors, we simply create categories ∆pre and ∆Cpre without degeneracies.
Let’s define one more terminology that encodes the minimal list of prop-
erties we need.
Definition 1.3. A precyclic object in C is said to be equipped with the last
degeneracy if there is a morphism sn : Cn → Cn+1 such that
disn =
{
sndi−1, 0 ≤ i ≤ n− 1
id, i = n, n+ 1.
(1.20)
2. Formalism of Connes periodicity
2.1. The cyclic bicomplex. Let A be an abelian category. From now,
{Cn} will be a fixed precyclic object with the last degeneracy in A. Define
the signed cyclic operator
t = tn : Cn → Cn (2.21)
to be tn = (−1)
nTn, where −1 is the additive inverse of the element 1 = id
in the unitary associative not necessarily commutative ring HomA(Cn, Cn),
and (−1)n is the n-time self composition of the endomorphism −1.
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Then, the following is the comprehensive list of all properties of {Cn}:
(1) didj = dj−idi, i < j
(2) disn =
{
sn−1di−1, i < n
id, i = n, n+ 1
(3)
{
d0tn = (−1)
ndn
ditn = −tn−1di−1, 1 ≤ i ≤ n
(4) tn+1n = id.
We will prove that this list is necessary and sufficient for the proof of the
Connes periodicity long exact sequence. Define a map
∂ :=
n∑
i=0
(−1)idi : Cn → Cn−1. (2.22)
The property 1. shows that ∂2 = 0 thus we have a complex
· · ·
∂
→ Cn+1
∂
→ Cn
∂
→ Cn−1
∂
→ · · · . (2.23)
Definition 2.1. The n-th homology Hn(C•) of the presimplicial object
{Cn} is the homology at Cn of the above complex.
Define the extra degeneracy morphism (c.f. 1.1.12 and 2.5.7 in [7])
s = (−1)n+1tn+1sn : Cn → Cn+1 (2.24)
and define a variation of the boundary operator ∂:
∂′ :=
n−1∑
i=0
(−1)idi : Cn → Cn−1. (2.25)
Notice that we did not add (−1)ndn. That (∂
′)2 = 0 follows again from the
property 1. An interesting essential point is to notice the following amusing
interaction of ∂′ with the extra degeneracy s:
Lemma 2.2. The complex (C•, ∂
′) is acyclic. ( c.f. 1.1.11 and 1.1.12 in
ibid.)
Proof. The point is to notice that the extra degeneracy gives an contracting
homotopy of this complex. First, note that
d0s = (−1)
n+1d0tn+1sn = dnsn = id, (2.26)
where the properties 3. and 2. were used respectively. For 1 ≤ i ≤ n, we
have
dis = (−1)
n+1ditn+1sn = (−1)
ntndi−1sn (2.27)
= (−1)ntnsn−1di−1 = sdi−1. (2.28)
Thus,
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∂′s =
n∑
i=0
(−1)idis = id +
n∑
i=1
(−1)isdi−1 (2.29)
= id− s
n−1∑
i=0
(−1)idi = id− s∂
′. (2.30)
This shows the desired assertion. 
Remark. In fact, S. Bloch remarked in an private communication with the
author that we can instead use just the last degeneracy only to show the
assertion of the lemma: let s′ = (−1)nsn : Cn → Cn+1
Then,
∂′s′ = (−1)n∂′sn = (−1)
n
n∑
i=0
(−1)idisn (2.31)
= (−1)n
n−1∑
i=0
(−1)isn−1∂i + id (2.32)
= −(−1)n−1sn−1
n−1∑
i=0
(−1)idi + id = −s
′∂′ + id, (2.33)
i.e. ∂′s′ + s′∂′ = id, which reproves the assertion.
Now, we prove that the property 3:
d0tn = (−1)
ndn (2.34)
ditn = −tn−1di−1, 1 ≤ i ≤ n. (2.35)
implies that {
∂(1 − t) = (1− t)∂′
∂′N = N∂
(2.36)
where N = Nn : Cn → Cn is defined as N = 1 + t+ · · · + t
n. Notice that
the property 4. shows that N(1 − t) = (1 − t)N = 0 so that these two
equations will give a bicomplex (c.f. 2.5.5 in ibid.) CC(C•) that sits in the
first quadrant and in particular the rows stop on the left in degree 0 and
the bottom left corner is in bidegree (0, 0):
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...
∂

...
−∂′

...
∂

...
−∂′

Cn+1
∂

Cn+1
1−t
oo
−∂′

Cn+1
Noo
∂

Cn+1
1−t
oo
−∂′

· · ·
Noo
Cn
∂

Cn
−∂′

1−t
oo Cn
∂

Noo Cn
1−t
oo
−∂′

· · ·
Noo
...
∂

...
−∂′

...
∂

...
−∂′

...
C0 C0
1−t
oo C0
Noo C0
1−t
oo · · ·
Noo
Corollary 2.3. ∂(1 − t) = (1− t)∂′.( c.f. Lemma 2.1.1 in [7])
Proof. Note that the first t = tn and the second t = tn−1. When i = 0,
by (2.34), d0 − d0t = d0 − (−1)
ndn, and when 1 ≤ i ≤ n, by (2.35),
di − dit = di − ditn = di + tn−1di−1. Thus,
∂(1 − t) =
n∑
i=0
(−1)idi(1− t) (2.37)
= d0 − (−1)
ndn +
n∑
i=1
(−1)i (di + tn−1di−1) (2.38)
= d0 − (−1)
ndn +
n∑
i=1
(−1)idi + tn−1
n∑
i=1
(−1)idi−1 (2.39)
= d0 +
n−1∑
i=1
(−1)idi + tn−1
n−1∑
i=0
(−1)i+1di (2.40)
= ∂′ − tn−1∂
′ = (1− t)∂′ (2.41)
as desired. 
Lemma 2.4. We have ( c.f. Lemma 2.1.1 in ibid.)
dit
j = (−1)jtjdi−j, for i ≥ j, (2.42)
dit
j = (−1)n−j+1tj−1dn+1+i−j, for i < j. (2.43)
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Proof. Notice that the first t = tn and the second t = tn−1. When i ≥ j,
by applying (2.34) successively, we obtain
dit
j = dit
j
n = −tn−1di−1t
j−1
n (2.44)
= (−1)2t2n−1di−2t
j−2
n (2.45)
= · · · = (−1)jtjn−1di−j = (−1)
jtjdi−j , (2.46)
thus obtain (2.42).
When i < j, by appying (2.35) successively,
dit
j = dit
j
n = −tn−1di−1t
j−1
n (2.47)
= (−1)2t2n−1di−2t
j−2
n (2.48)
= · · · = (−1)itin−1d0t
j−i
n (2.49)
(2.34)
= (−1)itin−1(−1)
ndnt
j−i−1
n . (2.50)
Since n ≥ j − i− 1, by using (2.42) which was just proven above, the last
expression is
= (−1)itin−1(−1)
n · (−1)j−i−1tj−i−1n−1 dn+1+i−j (2.51)
= (−1)n+j−1tj−1dn+1+i−j (2.52)
= (−1)n−j+1tj−1dn+1+i−j , (2.53)
which establishes (2.43). 
Corollary 2.5. ∂′N = N∂.( c.f. Lemma 2.1.1 in [7])
Proof. Notice that the first N = Nn and the second N = Nn−1.
∂′N =
(
n−1∑
i=0
(−1)idi
)
 n∑
j=0
tj

 = n−1∑
i=0
n∑
j=0
(−1)idit
j (2.54)
=
∑
i≥j
(−1)idit
j +
∑
i<j
(−1)idit
j (2.55)
=
∑
0≤j≤i≤n−1
(−1)i−jtjdi−j (2.56)
+
∑
0≤i<j≤n
(−1)n+1+i−jtj−1dn+1+i−j. (2.57)
Let 0 ≤ s ≤ n. Then the coefficient of (−1)sds is
∑
0≤j≤n−1−s
tj +
∑
n−s≤j−1≤n−1
tj−1 =
n−1∑
j=0
tj = Nn−1. (2.58)
Hence, indeed ∂′N = N∂. 
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Definition 2.6. The cyclic homology ( c.f. Definitions 2.1.3 and 2.5.6
in ibid.) HCn(C•) of the precyclic object {Cn} is defined to be the n-th
homology of the total complex of the above bicomplex CC(C•)
HCn(C•) = Hn (Tot(CC(C•))) . (2.59)
Let Cλn = Cn/(1 − t), the cokernel of the endomorphism (1 − t). Since
∂(1 − t) = (1 − t)∂′, ∂ in fact descends onto Cλn , thus giving the Connes
complex (c.f. 2.1.4 and 2.5.9 in ibid.) (Cλ• , ∂) of the precyclic object {Cn}:
· · ·
∂
→ Cλn+1
∂
→ Cλn
∂
→ Cλn−1
∂
→ · · · (2.60)
and its homoogy
HCλn(C•) := Hn(C
λ
• , ∂) (2.61)
is the Connes homology of {Cn}. From the bicomplex, we note that there
is a natural morphism
HCn(C•)→ HC
λ
n(C•), (2.62)
which is not always an isomorphism, but almost an isomorphism in the
following sense:
Theorem 2.7 (c.f. Theorem 2.1.5 in ibid.). The above natural morphism
is an isomorphism if all nonzero integers n can be inverted in A. Even
though this is not possible, the induced map
HCn(C•)⊗Z Q→ HC
λ
n(C•)⊗Z Q (2.63)
is an isomorphism, where the tensor product means that we invert integers
formally.
Proof. Consider the n-th row of the bicomplex CC. We will construct a con-
tracting homotopy of this complex. Let h′ := 1
n+1 id, h := −
1
n+1
∑n
i=1 it
i.
Cn
id

h
!!B
B
B
B
B
B
B
B
Cn
1−t
oo
id

h′
!!B
B
B
B
B
B
B
B
Cn
id

Noo
h
!!B
B
B
B
B
B
B
B
Cn
1−t
oo
id

h′
  B
B
B
B
B
B
B
B
· · ·
Noo
id

Cn Cn
1−t
oo Cn
Noo Cn
1−t
oo · · ·
Noo
Then,
(n+ 1)
(
h′N + (1− t)h
)
= id ◦N − (1− t)
n∑
i=1
iti (2.64)
= id +
n∑
i=1
ti −
n∑
i=1
iti +
n∑
i=1
iti+1 (2.65)
= id + n · id = (n+ 1)id (2.66)
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thus, h′N+(1−t)h = id. Similarly we see that Nh′+h(1−t) = id. Thus, if
integers are invertible, each row is an acyclic augmented complex with the
0-th homology isomorphic to HCλn(C•). In case it is not, we invert integers
first and then we have the same property. Then, the spectral sequence
associated to this bicomplex shows the assertion. 
2.2. Connes periodicity. In this subsection we prove the Connes period-
icity exact sequence for a precyclic object {Cn} with the last degeneracy
in an abelian category A. Actually this is a very simple corollary of the
[2,0]-periodicity of the bicomplex CC. Notice first that by the Lemma 2.2,
each odd numbered column of CC is acyclic. Let CC{2} be the bicomplex
consisting of only column 0 and 1 of CC. By the Lemma 2.2, the nat-
ural inclusion of the complex (C•, ∂) into CC
{2} as the 0-th column is a
quasi-isomorphism. Now we prove the main theorem:
Theorem 2.8 (Periodicity (c.f. 2.2.1 and Theorem 2.5.8 in ibid.)). Let
{Cn} be a precyclic object with the last degeneracy in an abelian category.
Then there is a natural long exact sequence
· · ·
B
→ Hn
I
→ HCn
S
→ HCn−2
B
→ Hn−1
I
→ · · · . (2.67)
Proof. We have a short exact sequence of bicomplexes
0→ CC{2} → CC → CC[2, 0]→ 0, (2.68)
where [2,0] indicates that the degrees are shifted horizontally by 2 and
vertically by 0. Then by taking Tot and the homology long exact sequence,
we obtain the periodicity sequence. 
3. Examples
In this section, we will see various examples of cyclic objects. The first
one is well-known but the rest three haven’t been studied from this perspec-
tive so far until now. All examples are indeed well-known to be simplicial
objects so that what matters here is to check only the conditions:
{
d0Tn = dn
diTn = Tn−1di−1 1 ≤ i ≤ n
(3.69)
for the unsigned cyclic operator Tn.
3.1. Hochschild complex. Let k be a commutative unitary ring and let
A be a unitary k-algebra. Let Cn(A) := A
⊗(n+1) with the face maps{
di(a0 ⊗ · · · ⊗ an) = a0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an 0 ≤ i ≤ n− 1
dn(a0 ⊗ · · · ⊗ an) = ana0 ⊗ a1 ⊗ · · · ⊗ an−1 i = n
(3.70)
and the degeneracies
sj(a0 ⊗ · · · ⊗ an) = a0 ⊗ · · · ⊗ aj ⊗ 1⊗ aj+1 ⊗ · · · ⊗ an, 0 ≤ j ≤ n. (3.71)
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It is a simplicial k-module whose homology groups are, by definition, the
Hochschild homology (c.f. 1.1.3 in ibid.) groups HHn(A). Define the
unsigned cyclic operator
Tn : A
⊗(n+1) → A⊗(n+1) (3.72)
by Tn(a0 ⊗ · · · ⊗ an) = an ⊗ a0 ⊗ · · · ⊗ an−1.
Proposition 3.1. It satisfies the cyclic compatibility conditions (3.69).
Proof.
d0Tn(a0 ⊗ · · · ⊗ an) = d0(an ⊗ a0 · · · ⊗ an−1) (3.73)
= ana0 ⊗ a1 ⊗ · · · ⊗ an−1 (3.74)
= dn(a0 ⊗ · · · ⊗ an). (3.75)
Thus, d0Tn = dn. For 1 ≤ i ≤ n,
diTn(a0 ⊗ · · · ⊗ an) = di(an ⊗ a0 ⊗ · · · ⊗ an−1) (3.76)
= an ⊗ a0 ⊗ · · · ⊗ ai−1ai ⊗ · · · ⊗ an−1 (3.77)
Tndi−1(a0 ⊗ · · · ⊗ an) = Tn(a0 ⊗ · · · ⊗ ai−1ai ⊗ · · · ⊗ an) (3.78)
= an ⊗ a0 ⊗ · · · ⊗ ai−1ai ⊗ · · · ⊗ an−1,(3.79)
proving diTn = Tndi−1. 
Thus, by the above machine, we deduce the usual Connes peridicity
involvong the usual Hochschild homology the homology of {Cn(A)}, and
the cyclic homology.
3.2. Singular complex. It is interesting to note that this machine works
for singular homology groups of topological spaces. Let X be a topological
space and consider the geometric simplicies
∆n =
{
(t0, · · · , tn)|0 ≤ ti ≤ 1,
∑
ti = 1
}
⊂ Rn+1. (3.80)
Define the face maps and the degeneracy maps
δi : ∆n−1 → ∆n (3.81)
(t0, · · · , tn−1) 7→ (t0, · · · , ti−1, 0, ti, · · · , tn−1); (3.82)
σi : ∆n+1 → ∆n (3.83)
(t0, · · · , tn+1) 7→ (t0, · · · , ti−1, ti + ti+1, ti+2, · · · , tn+1). (3.84)
A singular n-simplex is a continuous function f : ∆n → X. Let Sn(X)
be the free abelian group on the set of all singular n-simplices of X. Then
the above faces and degeneracies induce the structure of a simplicial abelian
group on {Sn(X)} as follows:
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di : Sn(X)→ Sn−1(X); dif(u) := f(δiu), u ∈ ∆n−1 (3.85)
si : Sn(X)→ Sn+1(X); sif(v) := f(σiv), v ∈ ∆n+1. (3.86)
Furthermore, we now see that this simplicial abelian group has a natural
cyclic structure. (Though, we will avoid using the name “cyclic abelian
group” for an apparent reason here.) The geometric simplex ∆n has a
natural cyclic operator Tn : ∆n → ∆n defined by
Tn(u0, · · · , un) := (un, u0, · · · , un−1) (3.87)
for (u0, · · · , un) ∈ ∆n. This induces an unsigned cyclic operator
T ∗n : Sn(X)→ Sn(X) (3.88)
defined by sending a singular n-simplex f 7→ f ◦ T−1.
Proposition 3.2. It satisfies the cyclic compatibility conditions (3.69).
Proof. For an arbitrary singular n-simplex f and a point (u0, · · · , un−1) ∈
∆n−1, we have
(d0T
∗f)(u0, · · · , un−1) = f(T
−1δ0(u0, · · · , un−1))
= f(T−1(0, u0, · · · , un−1))
= f(u0, · · · , un−1, 0),
(dnf)(u0, · · · , un−1) = f(δn(u0, · · · , un−1)) = f(u0, · · · , un−1, 0),
thus, d0T
∗ = dn. For 1 ≤ i ≤ n,
(diT
∗f)(u0, · · · , un−1) = f(T
−1δi(u0, · · · , un−1))
= f(T−1(u0, · · · , ui−1, 0, ui, · · · , un−1))
= f(u1, · · · , ui−1, 0, ui, · · · , un−1, u0),
(T ∗di−1f)(u0, · · · , un−1) = f(δi−1T
−1(u0, · · · , un−1))
= f(δi−1(u1, · · · , un−1, u0))
= f(u1, · · · , ui−1, 0, ui, · · · , un−1, u0),
thus, diT
∗ = T ∗di−1. This proves the proposition. 
The homology of Sn(X) is called the singular homology groups and usu-
ally denoted by Hn(X). The cyclic homology of Sn(X) will be denoted
by HCn(X) and let’s call it the cyclic singular homology groups. It seems
that it is possible to prove that the cyclic singular homology groups of
X have various analogous properties, for example, homotopy invariance,
Mayer-Vietoris sequence, to name a few. However, it has a different ho-
mology groups when X is a point, for example. It is an interesting exercise
to prove the following simple result using the corresponding Connes peri-
odicity sequence:
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Exercise 3.3. The cyclic singular homology groups of a point is
HCn({∗}) =
{
Z n : even
0 n : odd.
(3.89)
It could be an interesting result if one can relate this group to some
groups already known to us well.
3.3. Higher Chow complex. Let’s recall the definition of higher Chow
groups from [3]. Let k be a field and X be a scheme of finite type over
k. For n ≥ 0, let ∆n = Spec (k[t0, · · · , tn]/ (
∑n
i=0 ti − 1)) with the faces
(0 ≤ j ≤ n)
∂j : ∆
n−1 → ∆n; ∂∗j (ti) =


ti i < j,
0 i = j,
ti−1 i > j.
(3.90)
and the degeneracies
pij : ∆
n → ∆n−1; pi∗j (ti) =


ti i < j,
ti + ti+1 i = j,
ti+1 i > j.
(3.91)
This structure makes ∆•X = X ×k ∆
• a cosimplicial scheme.
Definition 3.4. Let Zq(X,n) be the free abelian group on irreducible
closed subvarieties in ∆nX of dimension q that intersect with all faces prop-
erly, i.e. in the right codimensions.
The faces and degeneracies induce maps
∂i : Zq(X,n)→ Zq−1(X,n − 1), 0 ≤ i ≤ n (3.92)
pij : Zq(X,n)→ Zq+1(X,n + 1), 0 ≤ j ≤ n (3.93)
making the groups Zq(X,n), a simplicial abelian group. The associated
complex
· · ·
∂
→ Zq+1(X,n + 1)
∂
→ Zq(X,n)
∂
→ Zq−1(X,n − 1)
∂
→ · · · (3.94)
is the higher Chow complex. For n ≥ 0, the higher Chow groups are
defined to be the homology groups of the above complex. They are written
as CHq(X,n). In case X is equidimensional, we also write
CHp(X,n) := CHn+dimX−p(X,n). (3.95)
For the polynomial ring k[t0, · · · , tn] in (n+ 1)-variables, define
T−1 = T−1n : k[t0, · · · , tn]→ k[t0, · · · , tn] (3.96)
ti 7→
{
ti+1 0 ≤ i ≤ n− 1,
t0 i = n.
(3.97)
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It descends to T−1n : k[t0, · · · , tn]/ (
∑
ti − 1) → k[t0, · · · , tn]/ (
∑
ti − 1)
thus induces a map Tn on the k-rational points of ∆
n sending (t0, · · · , tn) 7→
(tn, t0, · · · , tn−1) and further determines a map
Tn : Zq(X,n)→ Zq(X,n). (3.98)
Proposition 3.5. It satisfies the cyclic compatibility conditions (3.69).
Proof. After a moment’s thought, we can see that it is enough to prove
it for X = Spec(k) and for k-rational points of ∆n. For this case, this is
apparent. But, we can carry out a different rigorous proof on the level of
the simplicial ring k[t0,··· ,tn](
∑
ti−1)
with the face maps
∂∗j (ti) =


ti i < j,
0 i = j,
ti−1 i > j.
(3.99)
The identities we have to prove are{
∂∗0T
−1 = ∂∗n
∂∗j T
−1 = T−1∂∗j−1 1 ≤ j ≤ n.
(3.100)
But, by straightforward calculations,
∂∗0T
−1(ti) =
{
∂∗0ti+1 0 ≤ i ≤ n− 1
∂∗0t0 i = n
(3.101)
=
{
ti 0 ≤ i ≤ n− 1
0 i = n
(3.102)
= ∂∗n(ti) (3.103)
thus ∂∗0T
−1 = ∂∗n, and for 1 ≤ j ≤ n,
∂∗jT
−1(ti) =
{
∂∗j ti+1 0 ≤ i ≤ n− 1
∂∗j t0 i = n
(3.104)
=


ti+1 i+ 1 < j
0 i+ 1 = j
ti i+ 1 > j
t0 i = n
(3.105)
T−1∂∗j−1(ti) =


T−1ti i < j − 1
0 i = j − 1
T−1ti−1 i > j − 1
(3.106)
=


ti+1 i+ 1 < j
0 i+ 1 = j
ti i+ 1 > j
t0 i = n
(3.107)
which shows that ∂∗j T
−1 = T−1∂∗j−1. This finishes the proof. 
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The cyclic homology of the cyclic object Zq(X,n) will be denoted by
CHCq(X,n) and it will be called the Cyclic higher Chow group. Cer-
tainly these groups form the Connes periodicity sequence together with the
higher Chow groups. WhenX is equidimensional, we define CHCp(X,n) =
CHCn+dimX−p(X,n). A care should be taken here, however. Even though
we use this (co)-dimension notation, the group CHCq(X,n) may contain
classes represented by cycles of dimension ≤ q by its definition. Thus,
the natural map CHCq(X,n)→ CHC
λ
q (X,n), to the Connes higher Chow
group cannot be an isomorphism, in general. But, this is not too far from
being an isomorphism as we have seen previously. Namely, the cycles in
the Connes higher Chow groups of dimension < q are all torsion and up to
⊗Q, these groups are isomorphic. We will record it here as an independent
theorem, even though it doesn’t require a new proof.
Theorem 3.6. The natural map induces an isomorphism
CHCq(X,n) ⊗Z Q
≃
→ CHCλq (X,n) ⊗Z Q. (3.108)
Remark 3.7. The cyclic operator t does not act nicely on the (Cyclic)
higher Chow groups in general. However, by definition, on the Connes
higher Chow groups it acts as (−1)n thus the Connes higher Chow groups
are nice Z/(n + 1)-modules. To see why Connes higher Chow groups can
be useful in studies of motives, see Theorem 4.3.
Remark 3.8. Proposition (1.3) in [3] shows that the complex (Z•(X, ·), ∂)
is covariant functorial for proper maps and contravariant funtorial for flat
maps, thus the higher Chow groups have this functorial property. Using the
same argument, we can also prove that the acyclic complex (Z•(X, ·), ∂
′)
shares the same functorial property. Hence so does the cyclic bicomplex
CC(X, r) and the Cyclic higher Chow groups have the same functorial
property. If X → Y is any morphism between smooth varieties, then the
Cyclic higher Chow groups are functorial.
More properties of the Cyclic higher Chow groups will be investigated
in a later section.
3.4. Additive higher Chow complex. For a number r 6= 0,
∆n = Spec
(
k[t0, · · · , tn]/(
∑
ti − 1)
)
≃ ∆nr = Spec
(
k[t0, · · · , tn]/(
∑
ti − r)
)
.
By letting r → 0, more precisely, by considering
Qn = Spec
(
k[t0, · · · , tn]/(
∑
ti)
)
,
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we can obtain an additive version of the previous higher Chow theory. For
the sake of convenience of readers, let us recall some necessary definitions
from [5]. Let k be a field and X be a scheme of finite type over k. Let
Qn = Spec
(
k[t0, · · · , tn]/
n∑
i=0
ti
)
with the faces
∂j : Q
n−1 → Qn; ∂∗j (ti) =


ti i < j,
0 i = j,
ti−1 i > j.
(3.109)
and the degeneracies
pij : Q
n → Qn−1; pi∗j (ti) =


ti i < j,
ti + ti+1 i = j,
ti+1 i > j.
(3.110)
This structure makes Q•X = X ×k Q
• a cosimplicial scheme.
Definition 3.9. Let SZq(X,n) be the free abelian group on irreducible
closed subvarieties in QnX of dimension q with the property:
(i) they don’t meet X × {0}, and
(ii) they meet all faces properly.
The faces induce maps
∂i : SZq(X,n)→ SZq−1(X,n − 1), 0 ≤ i ≤ n (3.111)
thus with ∂ =
∑n
i=0(−1)
i∂i, SZq+•(X, •) is a complex of abelian groups
· · ·
∂
→ SZq+1(X,n + 1)
∂
→ SZq(X,n)
∂
→ SZq−1(X,n − 1)
∂
→ · · · (3.112)
We will call it the additive higher Chow complex. For n ≥ 1, the additive
higher Chow groups are defined to be the homology groups of the above
complex. They will be written as SHq(X,n). In case X is equidimensional,
we will also write
SHp(X,n) := SHn+dimX−p(X,n). (3.113)
The rest of the discussion works in exactly same way for the same oper-
ator T−1. We will not repeat it here again. Some properties of the additive
Cyclic higher Chow groups will be mentioned in the next section.
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4. Properties of Cyclic higher Chow groups
4.1. Properties. Various properties of the Cyclic higher Chow groups can
be easily transferred from either the properties of the higher Chow groups
using the Connes periodicity sequence, or by adapting the methods used
to prove them. Properties of the higher Chow groups recalled here can be
found in [3] and [4].
Corollary 4.1. Let k and X be as above. Then,
CHC0(X,n) ≃ CH0(X,n) (4.114)
CHCq(X, 0) ≃ CHq(X, 0) ≃ CHq(X). (4.115)
Proof. The tails of the Connes periodicity sequences give the isomorphisms:
· · · → CHC1(X,n + 1)→ 0→ CH0(X,n)
I
→ CHC0(X,n)→ 0, (4.116)
· · · → CHCq+1(X, 1)→ 0→ CHq(X, 0)
I
→ CHCq(X, 0)→ 0. (4.117)

Proposition 4.2 (codimension 1). Let X be a smooth variety over k.
Then,
CHC1(X,n) =
{
CH1(X, 0) = Pic(X) n : even,
CH1(X, 1) = Γ(X,O×X ) n : odd.
(4.118)
Proof. Notice that for a fixed Connes periodicity exact sequence, the codi-
mensions of all involved groups are same. In particular, we can look at the
Connes sequence of codimension 1. Recall (Theorem (6.1) in [3]) that
CH1(X,n) =


Pic(X) n = 0,
Γ(X,O×X ) n = 1,
0 n ≥ 2.
(4.119)
For n = 0, we already know CHC1(X, 0). For n ≥ 1, the part of the
Connes sequence
· · · → CH1(X,n+3)
I
→ CHC1(X,n+2)
S
→ CHC1(X,n)
B
→ CH1(X,n+1)
(4.120)
shows that CHC1(X,n+2) ≃ CHC1(X,n). Near the tail of the sequence,
we obtain
0
I
→ CHC1(X, 2)
S
→ CHC1(X, 0)
B
→ CH1(X, 1)
I
→ CHC1(X, 1) → 0.
(4.121)
The map B : CHC1(X, 0) → CH1(X, 1) is H1(X,O×X )→ H
0(X,O×X ) is a
connecting homomorphism and it is 0 by a simple application of the serpent
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lemma. Thus, CHC1(X, 2) ≃ CHC1(X, 0) ≃ Pic(X) and Γ(X,O×X ) ≃
CH1(X, 1) ≃ CHC1(X, 1). 
Theorem 4.3. Let f : X → Y be a good morphism for which the higher
Chow groups and the Cyclic higher Chow groups are functorial.
Then, it induces isomorphisms of the higher Chow groups if and only if
it induces isomorphisms of the Cyclic higher Chow groups.
In particular, f induces isomorphisms of the rational motivic cohomology
groups if and only if it induces isomorphisms of the rational Connes higher
Chow groups.
Proof. For 0-cycles, the above corollary answers the question. We then use
an induction argument (c.f. Corollary 2.2.3 in [7]) on the dimension of the
cycles. Suppose that the morphism induces isomorphisms on the higher
Chow groups. Then, the 5-lemma on the part of the periodicity sequence
· · · → CHC0(·, ∗−1)→ CH1(·, ∗)→ CHC1(·, ∗)→ 0→ CH0(·, ∗−1) → · · ·
(4.122)
shows that the morphism induces isomorphisms on CHC1(·, ∗). Suppose
that the morphism induces isomorphisms for CHCi(·, ∗) for i ≤ r−1. Then,
by applying the 5-lemma again on
· · · → CHCr−1(·, ∗ − 1)
B
→ CHr(·, ∗)
I
→ CHCr(·, ∗)
S
→
CHCr−2(·, ∗ − 2)
B
→ CHr−1(·, ∗ − 1)→ · · ·
we see that the morphism induces isomorphisms for CHCr(·, ∗). Thus by
induction we have the desired result. The proof for the other direction can
be done similarly. The last remark concerning rational motivic cohomology
groups and the Connes higher Chow groups follows from [2], Theorem (9.1)
in [3] and the Theorem 3.6. 
Corollary 4.4 (A1-homotopy). The Cyclic higher Chow groups are A1-
homotopy invariant. More precisely, if E is a vector bundle on X, then
CHC∗(X,n) ≃ CHC∗(E,n).
Proof. Because the higher Chow groups are A1-homotopy invariant (See
Theorem (2.1) in [3].), by the Corollary 4.3, we must have the same property
for the Cyclic higher Chow groups. 
Let X be a quasiprojective algebraic k-scheme and let Y ⊂ X be a closed
subscheme. Let U = X − Y . From [4], we know the moving lemma that
says:
Z•(X, ∗)/Z•(Y, ∗)→ Z•(U, ∗) (4.123)
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is a homotopy equivalence. This immediately gives the localization long
exact sequence for the higher Chow groups:
· · · → CHq+1(U, n+ 1)→ CHq(Y, n)→ CHq(X,n)→
CHq(U, n)→ CHq−1(Y, n− 1)→ · · ·
Similar results can be proven for the Cyclic higher Chow groups and the
Connes higher Chow groups.
Proposition 4.5 (Localization for Connes groups). Under the above as-
sumptions on Y,X and U , there is a localization long exact sequence for
the Connes higher Chow groups
· · · → CHCλq+1(U, n+ 1)→ CHC
λ
q (Y, n)→ CHC
λ
q (X,n)→
CHCλq (U, n)→ CHC
λ
q−1(Y, n − 1)→ · · · .
Proof. The sequence
Z•(Y, ∗)→ Z•(X, ∗)→ Z•(U, ∗) (4.124)
is (1 − t)-equivariant so that the induced sequence of the Connes higher
Chow complexes
Z•(Y, ∗)/(1 − t)→ Z•(X, ∗)/(1 − t)→ Z•(U, ∗)/(1 − t) (4.125)
gives a quasi-isomorphism
Z•(X, ∗)/(1 − t)
Z•(Y, ∗)/(1 − t)
→ Z•(U, ∗)/(1 − t). (4.126)
This proves that the localization sequence is exact. 
From the Theorem 3.6, up to ⊗Q the Connes higher Chow groups are
isomorphic to the Cyclic higher Chow groups. Thus, the rational Cyclic
higher Chow groups also have the localization exact sequence. But actually
it can be proven even without taking ⊗Q.
Proposition 4.6 (Localization for Cyclic groups). Under the above as-
sumptions on Y,X and U , there is a localization long exact sequence for
the Cyclic higher Chow groups
· · · → CHCq+1(U, n+ 1)→ CHCq(Y, n)→
CHCq(X,n)→ CHCq(U, n)→ CHCq−1(Y, n − 1)→ · · · .
Furthermore, this sequence is compatible with the Connes periodicity se-
quence in the following sense: we have a commutative diagram with ex-
act rows, that are localization sequences, and exact columns, that are the
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Connes periodicity sequences:
...
B

...
B

...
B

// CHq(Y, n) //
I

CHq(X,n) //
I

CHq(U, n) //
I

// CHCq(Y, n) //
S

CHCq(X,n) //
S

CHCq(U, n) //
S

// CHCq−2(Y, n − 2) //
B

CHCq−2(X,n − 2) //
B

CHCq−2(U, n− 2) //
B

// CHq−1(Y, n − 1) //
I

CHq−1(X,n − 1) //
I

CHq−1(U, n− 1) //
I

...
...
...
Proof. The proof is also easy. The homotopy equivalence
Z•(X, ∗)/Z•(Y, ∗)→ Z•(U, ∗)
induces a quasi-isomorphism
CC(X, r)/CC(Y, r)→ CC(U, r) (4.127)
which gives the localization sequence for the Cyclic higher Chow groups.
The compatibility can be seen by looking at the commutative diagram of
bicomplexes with exact rows and columns and applying the moving lemma
to the bottom row:
0

0

0

0 // CC(Y, r){2} //

CC(Y, r) //

CC(Y, r)[2, 0] //

0
0 // CC(X, r){2} //

CC(X, r) //

CC(X, r)[2, 0] //

0
0 // CC(U, r){2} // CC(U, r) // CC(U, r)[2, 0] // 0

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Proposition 4.7 (Local to global spectral sequence). Let T ot• be the com-
plex of Zariski sheaves on X concentrated in negative degrees associated
to the presheaves U 7→ Tot•(CC(U, r)) for Zariski open U ⊂ X. Then,
CHC∗(X,n) = H
−n(X,T ot•). In particular, there is a spectral sequence
Ep,q2 = H
p(X, CHCs(−q))⇒ CHCs(X,−p − q) (4.128)
where CHCs(n) is the Zariski sheaf associated to the presheaf
U 7→ CHCs(U, n).
Furthermore, this spectral sequence is compatible with the Conne periodic-
ity.
Proof. From the Theorem (3.4) in [3], we know that the presheaf Sn on X
defined by U 7→ Z∗(X,n)/Z∗(X−U, n) is in fact a flasque sheaf. Thus, the
presheaf Tn on X defined by
U 7→ Totn(CC(X, r))/Tot(CC(X − U, r))
is also a flasque sheaf. By the moving lemma (4.123), the natural morphism
of complexes of sheaves T• → T ot• is a quasi-isomorphism and since each Tn
is flasque, we have H−n(X,T ot•) = H
−n(X,T•) = Hn(Totn(CC(X, r))) =
CHC∗(X,n). Since CHC∗ = H
−n(T•), the standard spectral sequence gives
(4.128). Compatibility with the Connes sequence is an easy exercise. 
Remark 4.8. Some results on the higher Chow groups related to the
D. Quillen’s higher algebraic K-theory (See [9]), like analogues of Chern
classes, finite coefficients, Gersten’s conjecture and projective bundle the-
orem, could not be transplanted on this ground yet as we lack a cyclic
analogue of the Quillen’s higher K-theory. Will there be an easy way to
define such an object?
4.2. Conjectures. It is possible to translate several conjectures on the
motivic cohomology groups in terms of their cyclic cousins. Let X be a
smooth quasi-projective variety over a field k. Recall that the integral
motivic cohomology groups are isomorphic to the higher Chow groups and
the relations (See [11]) are
CHp(X,n) ≃ H2p−nM (X,Z(p)). (4.129)
One famous hard conjecture on these groups is the following:
Conjecture 4.9 (Beilinson-Soule´ vanishing (See [10])). Under the above
assumption, for all i < 0
H iM(X,Z(p)) = 0. (4.130)
In terms of higher Chow groups, it is equivalent to the statment that
CHp(X,n) = 0 for all n > 2p. The Connes periodicity sequence supplies
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an equivalent formulation of the above conjecture in terms of the Cyclic
higher Chow groups:
Theorem 4.10. The Beilinson-Soule´ vanishing conjecture is true if and
only if the following conditions hold:
(1) via the shift map S, CHCp(X,n+1)
≃
→ CHCp(X,n−1) for n > 2p.
(2) the shift map CHCp(X, 2p + 1)
S
→ CHCp(X, 2p − 1) is injective.
Proof. This is a simple consequence of the Connes periodicity sequence
· · · → CHCp(X,n − 1)
B
→ CHp(X,n)
I
→
CHCp(X,n)
S
→ CHCp(X,n − 2)
B
→ CHp(X,n − 1)→ · · ·
and to note (4.130). 
Remark 4.11. Up to ⊗Q, by the Theorem 3.6, the Connes higher Chow
groups are isomorphic to the Cyclic higher Chow groups. We know that the
Connes higher Chow group CHCλq (X,n) has a natural action of Z/(n+1)
and its generator acts as the sign change (−1)n. Thus, the first part of the
Theorem 4.10 implies that when n > 2p, there are certain abelian groups
equipped with the both actions of Z/n and Z/(n+2) and both of them act
as sign changes.
Now, suppose that X is a scheme of finite type over Z. In [3], under the
assumptions that
(1) CHr(X, i) can be defined for schemes X of finite type over Z,
(2) they have finite ranks, and
(3) CHr(X, i) ⊗Q = 0 for i >> 0,
S. Bloch reformulated the conjecture (See [8]) of C. Soule´ on the order of
vanishing of the zeta function ζX(s) as follows:
Conjecture 4.12 (Soule´). Let d = dimX. Then,
−ords=d−rζX(s) =
∑
i
(−1)irk(CHr(X, i)). (4.131)
We can also reformulate this conjecture in terms of the Cyclic higher
Chow groups. If CHr(X, i) can be defined for the above schemes X, cer-
tainly we should be able to define CHCr(X, i). Furthermore, by the 5-
lemma applied to the Connes periodicity sequence, we see that CHr(X, i)
have finite ranks if and only if CHCr(X, i) have finite ranks. Thus, we
have
Theorem 4.13. Suppose that there is an integer N such that rk(CHr(X,n)) =
0 for all n ≥ N . (Notice that this assumption is a weaker version of the the
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Beilinson-Soule´ vanishing conjecture for CHr(X,n).) Then, the conjecture
of Soule´ is true if and only if
ords=d−rζX(s) = (−1)
Nrk(CHCr(X,N −1))+(−1)N+1rk(CHCr(X,N)).
(4.132)
Remark 4.14. The quantity on the right hand side appears to be depend-
ing on N , but in fact it doesn’t: the Connes periodicity sequence shows
that
· · · → CHr(X,N + 1)→ CHCr(X,N + 1)→
CHCr(X,N − 1)→ CHr(X,N)→ · · ·
is exact and the first and the fourth entry having zero ranks, two middle
groups have the same ranks. Thus,
(−1)N rk(CHCr(X,N − 1)) + (−1)N+1rk(CHCr(X,N))
= (−1)N+1rk(CHCr(X,N)) + (−1)
N+2rk(CHCr(X,N + 1))
and hence, by induction we have the equality for any number n ≥ N . If
an analogue of the Beilinson-Soule´ vanishing conjecture is true for these
schemes, then CHr(X,n) = 0 for n > 2r. Thus certainly N = 2r + 1
should work and the above conjecture is equivalent to
ords=d−rζX(s) = −rk(CHC
r(X, 2r)) + rk(CHCr(X, 2r + 1)), (4.133)
which is simpler than the original conjecture of C. Soule´.
Proof. The proof is again a simple consequence of the Connes periodicity
sequence. Since rk(CHr(X,N)) = 0, after tensoring with Q, we can trun-
cate the long exact sequence at this point and look at only the right hand
side of this sequence. In particular, we can notice that for i < N − 1,
CHCr(X, i) appears twice and their degrees differ by 5 in the long exact
sequence. Thus when we take the alternating sum of ranks, ranks of the
groups CHCr(X, i) with i < N − 1 will be cancelled and only the ranks of
CHCr(X,N − 1), CHCr(X,N) and CHr(X, i), i < N are not cancelled.
Hence, we have the equation
N−1∑
i=0
rk(CHr(X, i)) + (−1)Nrk(CHCr(X,N − 1))
+(−1)N+1rk(CHCr(X,N)) = 0.
This proves the theorem. 
4.3. The additive case. As applications of the Connes periodicity se-
quence we can readily deduce some facts about the additive Cyclic higher
Chow groups from facts about the additive higher Chow groups.
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Corollary 4.15.
SHC0(X,n) ≃ SH0(X,n), n ≥ 1 (4.134)
SHCq(X, 1) ≃ SHq(X, 1) (4.135)
Proof. Easy exericise. 
Theorem 4.16. Let f : X → Y be a morphism that induces good functorial
properties on SH and SHC. Then f induces isomorphisms on the additive
higher Chow groups if and only if it induces isomorphisms on the additive
Cyclic higher Chow groups.
Proof. Easy exercise. 
Proposition 4.17 (codimension 1).
SHC1(k, n) ≃
{
SH1(k, 1) ≃ k n = odd,
0 n = even.
(4.136)
Proof. Recall (Proposition 7.2 in [5]) that
SH1(k, n) =
{
k n = 1,
0 n ≥ 2.
(4.137)
We already know that SHC1(k, 1) ≃ SH1(k, 1). For n = 2, the part of
the Connes periodicity sequence
0 = SH1(k, 2)
I
→ SHC1(k, 2)
S
→ 0 (4.138)
shows that SHC1(k, 2) ≃ 0. In general, for n ≥ 1, the Connes exact
sequence
0 = SH1(k, n+2)
I
→ SHC1(k, n+2)
S
→ SHC1(k, n)
B
→ SH1(k, n+ 1) = 0
(4.139)
shows that SHC1(k, n+ 2) ≃ SHC1(k, n). This finishes the proof. 
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