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Abstrat
In this paper, we deal with the problem of alibrating thresholding rules in the setting of
Poisson intensity estimation. By using sharp onentration inequalities, orale inequalities are
derived and we establish the optimality of our estimate up to a logarithmi term. This result is
proved under mild assumptions and we do not impose any ondition on the support of the signal
to be estimated. Our proedure is based on data-driven thresholds. As usual, they depend on
a threshold parameter γ whose optimal value is hard to estimate from the data. Our main
onern is to provide some theoretial and numerial results to handle this issue. In partiular,
we establish the existene of a minimal threshold parameter from the theoretial point of view:
taking γ < 1 deteriorates orale performanes of our proedure. In the same spirit, we establish
the existene of a maximal threshold parameter and our theoretial results point out the optimal
range γ ∈ [1, 12]. Then, we lead a numerial study that shows that hoosing γ larger than 1
but lose to 1 is a fairly good hoie. Finally, we ompare our proedure with lassial ones
revealing the harmful role of the support of funtions when estimated by lassial proedures.
Keywords Adaptive estimation, Calibration, Orale inequalities, Poisson proess, Wavelet thresh-
olding
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1 Introdution
In this paper, we onsider the problem of estimating the intensity of a Poisson proess. From a
pratial point of view, various methodologies have already been proposed. See for instane Rudemo
[24℄ who proposed kernel and data-driven histogram rules alibrated by ross-validation. Thresh-
olding algorithms have been performed by Donoho [12℄ who modied the universal thresholding
proedure proposed in [13℄ by using the Ansombe transform or by Kolazyk [20℄ whose proedure
is based on the tails of the distribution of the noisy wavelet oeients of the intensity. Finally,
let us ite penalized model seletion type estimators built by Willett and Nowak [26℄ based on
models spanned by pieewise polynomials. From the theoretial point of view, Cavalier and Koo
[10℄ derived minimax rates on Besov balls by using wavelet thresholding. In the orale approah,
various optimal adaptive model seletion rules have also been built by Baraud and Birgé [5℄, Birgé
[8℄ and Reynaud-Bouret [22℄. Let us mention that these proedures are also minimax provided the
intensity to be estimated is assumed to be supported by [0, 1].
In a previous paper, we rened lassial wavelet thresholding algorithms by proposing loal data-
driven thresholds (see [23℄). Under very mild assumptions, the orresponding proedure ahieves
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optimal orale inequalities and optimal minimax rates up to a logarithmi term. In partiular, these
results are true even if the support of the intensity is unknown or innite, whih is rarely onsidered
in the literature. In [23℄, we give many arguments to justify this unusual setting and we illustrate the
inuene of the support on minimax rates by showing how these rates deteriorate when the sparsity
of the intensity dereases. So, this algorithm, that is easily implementable, automatially adapts
to the unknown regularity of the signal as usual, but also to the unknown support whih is not
lassial. The main goal of this paper is to study the optimal alibration of the proedure studied
in [23℄ from both theoretial and pratial points of view. For this purpose, the next subsetion
briey desribes this proedure (Setion 2 gives aurate denitions) and Setion 1.2 presents the
alibration issue.
1.1 A brief desription of our proedure
We observe a Poisson proess N whose mean measure µ is nite on the real line R and is absolutely
ontinuous with respet to the Lebesgue measure (see Setion 7.1 where we reall lassial fats on
Poisson proesses). Given n a positive integer, we dene the intensity of N as the funtion f that
satises
f(x) =
dµx
ndx
.
So, the total number of points of the proess N , denoted ard(N), satises
E[ard(N)] = n||f ||1 <∞.
In partiular, ard(N) is nite almost surely. In the sequel, f will be held xed and n will go to
+∞. The introdution of n ould seem artiial, but it allows to present the following asymptoti
theoretial results in a meaningful way sine the mean of the number of points of N goes to∞ when
n → ∞. In addition, our framework is equivalent to the observation of a n-sample of a Poisson
proess with ommon intensity f with respet to the Lebesgue measure. The goal of this paper is
to estimate f by observing the points of N .
First, we deompose the signal f to be estimated as follows:
f =
∑
λ∈Λ
βλϕ˜λ with βλ =
∫
ϕλ(x)f(x)dx,
where ((ϕλ)λ∈Λ, (ϕ˜λ)λ∈Λ) denotes a biorthogonal wavelet basis. In our paper, we mainly fous
on the Haar basis (in this ase, ϕ˜λ = ϕλ for any λ) or on a speial ase of biorthogonal spline
wavelet bases (in this ase, ϕλ is pieewise onstant and ϕ˜λ is regular). See Setion 7.2 where we
reall well-known fats on biorthogonal wavelet bases or Cohen, Daubehies and Feauveau [11℄ for
a omplete overview on suh families. As usual in the wavelet setting, our goal is to estimate the
wavelet oeients (βλ)λ by thresholding empirial wavelet oeients (βˆλ)λ dened as
βˆλ =
1
n
∑
T∈N
ϕλ(T ).
Thresholding proedures have been introdued by Donoho and Johnstone [13℄. Their main idea
is that it is suient to keep a small amount of the oeients to have a good estimation of the
funtion f . In our setting, the estimate of f takes the form
f˜n,γ =
∑
λ∈Γn
βˆλ1{|βˆλ|≥ηλ,γ}ϕ˜λ,
Calibration of thresholding rules for Poisson intensity estimation 3
where Γn is dened in (2.6). The thresholding proedure is detailed and disussed in Setion 2. We
just mention here the form of the data-driven threshold ηλ,γ :
ηλ,γ =
√
2γV˜λ,nlog n+
γlog n
3n
||ϕλ||∞,
where V˜λ,n is a sharp estimate of Var(βˆλ) dened in (2.5) and where γ is a onstant to be hosen.
As explained in Setion 2, we have for most of the indies λ's playing a key role for estimation:
ηλ,γ ≈
√
2γV˜λ,nlog n.
In this ase, ηλ,γ has a form lose to the universal threshold η
U
proposed by Donoho and Johnstone
[13℄ in the Gaussian regression framework:
ηU =
√
2σ2 log n,
where σ2 (assumed to be known in the Gaussian framework) is the variane of eah noisy wavelet
oeient. Note, however, that our proedure depends on the so-alled threshold parameter γ that
has to be properly hosen. The next setion whih desribes alibration issues in a general way
disusses this question.
1.2 The alibration issue
The major onern of this paper is the study of the alibration of the threshold parameter γ: how
should this parameter be hosen to obtain good results in both theory and pratie? As usual, it
an be proved that f˜n,γ ahieves good theoretial performanes in minimax or orale points of view
(see [23℄ or Theorem 1) provided γ is large enough. Suh an assumption is very lassial in the
literature (see for instane [4℄, [10℄, [14℄ or [17℄). Unfortunately, most of the time, the theoretial
hoie of the threshold parameter is not suitable for pratial issues. More preisely, this hoie
is often too onservative. See for instane Juditsky and Lambert-Laroix [17℄ who illustrate this
statement in Remark 5 of their paper: their threshold parameter, denoted λ, has to be larger than
14 to obtain theoretial results, but they suggest to use λ ∈ [√2, 2] for pratial issues. So, one of
the main goals of this paper is to ll the gap between the optimal parameter hoie provided by
theoretial results on the one hand and by a simulation study on the other hand.
Only a few papers have been devoted to theoretial alibration of statistial proedures. In the
model seletion setting, the issue of alibration has been addressed by Birgé and Massart [9℄. They
onsidered penalized estimators in a Gaussian homosedasti regression framework with known
variane and alibration of penalty onstants is based on the following methodology. They showed
that there exists a minimal penalty in the sense that taking smaller penalties leads to inonsistent
estimation proedures. Under some onditions, they further prove that the optimal penalty is twie
the minimal penalty. This relationship haraterizes the slope heuristi of Birgé and Massart [9℄.
Suh a method has been suessfully applied for pratial purposes in [21℄. Baraud, Giraud and
Huet [6℄ (respetively Arlot and Massart [2℄) generalized these results when the variane is unknown
(respetively for non-Gaussian or heterosedasti data). These approahes onstitute alternatives
to popular ross-validation methods (see [1℄ or [25℄). For instane, V -fold ross-validation (see [15℄)
is widely used to alibrate proedure parameters but its omputational ost an be high.
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1.3 Our results
The starting point of our results is the orale inequality stated in Setion 2: Theorem 1 shows that
the estimate f˜n,γ ahieves the orale risk up to a logarithmi term. This result is true as soon as
γ > 1 and f ∈ L2 ∩ L1. In partiular, nothing is assumed with respet to the support of f or
||f ||∞: our result remains true if ||f ||∞ = ∞ and if the support of f is unknown or innite. The
orale inequality of Theorem 1 is rened in Setion 3 where f is assumed to belong to a speial
lass denoted Fn(R) whose signals have only a nite number of non-zero wavelet oeients (see
Theorem 2).
Then, in the perspetive of alibrating thresholding rules, we onsider theoretial performanes
of f˜n,γ with γ < 1 by using the Haar basis. For the signal f = 1[0,1], Theorem 1 shows that f˜n,γ with
γ > 1 ahieves the rate lognn . But the lower bound of Theorem 3 shows that the rate of f˜n,γ with
γ < 1 is larger than n−δ for δ < 1. So, as in [9℄ for instane, we prove the existene of a minimal
threshold parameter: γ = 1. Of ourse, the next step onerns the existene of a maximal threshold
parameter. This issue is answered by Theorem 4 whih studies the maximal ratio between the risk
of f˜n,γ and the orale risk on Fn(R). We derive a lower bound that shows that taking γ > 12 leads
to worse rates onstants: this is onsequently a bad hoie.
The optimal hoie for γ is derived from a numerial study, keeping in mind that the theory
points out the range γ ∈ [1, 12]. Some simulations are provided for estimating various signals by
onsidering either the Haar basis or a partiular biorthogonal spline wavelet basis (see Setion 5).
Our numerial results show that hoosing γ larger than 1 but lose to 1 is a fairly good hoie, whih
orroborates theoretial results. Atually, our simulation study suggests that Theorem 3 remains
true for all signals of Fn(R) whatever the basis for deomposing signals is used.
Finally, we lead a omparative study with other ompetitive proedures. We show that the
thresholding rule proposed in this paper outperforms universal thresholding (when ombined with
the Ansombe transform) or Kolazyk's proedure. Finally, the robustness of our proedure with
respet to the support issue is emphasized and we show the harmful role played by large supports
of signals when estimation is performed by other lassial proedures.
1.4 Overview of the paper
Setion 2 denes the thresholding estimate f˜n,γ and studies its properties under the orale approah.
In Setion 3, we rene this study on the set of positive funtions that an be deomposed on a nite
ombination of the basis. Calibration of thresholds is disussed in Setion 4 and Setion 5 illustrates
our theoretial results by some simulations. Setion 6 is devoted to the proofs of the results. Finally,
Setion 7 realls well-known fats on Poisson proesses and biorthogonal wavelet bases.
2 Data-driven thresholding rules and orale inequalities
The goal of this setion is to speify our thresholding rule. For this purpose, we assume that
f belongs to L2(R) and we use the deomposition of f on one of the biorthogonal wavelet bases
desribed in Setion 7.2. We reall that, as lassial orthonormal wavelet bases, biorthogonal wavelet
bases are generated by dilatations and translations of father and mother wavelets. But onsidering
biorthogonal wavelets allows to distinguish, if neessary, wavelets for analysis (that are pieewise
onstant funtions in this paper) and wavelets for reonstrution with a presribed number of
ontinuous derivatives. Then, the deomposition of f on a biorthogonal wavelet basis takes the
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following form:
f =
∑
k∈Z
αkφ˜k +
∑
j≥0
∑
k∈Z
βj,kψ˜j,k, (2.1)
where for any j ≥ 0 and any k ∈ Z,
αk =
∫
R
f(x)φk(x)dx, βj,k =
∫
R
f(x)ψj,k(x)dx.
See Setion 7.2 for further details. To shorten mathematial expressions, we set
Λ = {λ = (j, k) : j ≥ −1, k ∈ Z}
and for any λ ∈ Λ, ϕλ = φk (respetively ϕ˜λ = φ˜k) if λ = (−1, k) and ϕλ = ψj,k (respetively
ϕ˜λ = ψ˜j,k) if λ = (j, k) with j ≥ 0. Similarly, βλ = αk if λ = (−1, k) and βλ = βj,k if λ = (j, k)
with j ≥ 0. Now, (2.1) an be rewritten as
f =
∑
λ∈Λ
βλϕ˜λ with βλ =
∫
ϕλ(x)f(x)dx. (2.2)
In partiular, (2.2) holds for the Haar basis that will play a speial role in this paper, where in this
ase ϕ˜λ = ϕλ. Now, let us dene the thresholding estimate of f by using the properties of Poisson
proesses. First, we introdue for any λ ∈ Λ, the natural estimator of βλ dened by
βˆλ =
1
n
∫
ϕλ(x)dNx, (2.3)
where we denote by dN the disrete random measure
∑
T∈N δT and for any ompatly supported
funtion g, ∫
g(x)dNx =
∑
T∈N
g(T ).
So, the estimator βˆλ is unbiased: E(βˆλ) = βλ. Then, given some parameter γ > 0, we dene the
threshold ηλ,γ mentioned in Introdution as
ηλ,γ =
√
2γV˜λ,nlog n+
γlog n
3n
||ϕλ||∞, (2.4)
with
V˜λ,n = Vˆλ,n +
√
2γlog nVˆλ,n
||ϕλ||2∞
n2
+ 3γlog n
||ϕλ||2∞
n2
(2.5)
where
Vˆλ,n =
1
n2
∫
ϕ2λ(x)dNx.
Note that Vˆλ,n satises E(Vˆλ,n) = Vλ,n, where
Vλ,n = Var(βˆλ) =
1
n
∫
ϕ2λ(x)f(x)dx.
Finally, with
Γn = {λ = (j, k) ∈ Λ : j ≤ j0} , (2.6)
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where j0 = j0(n) is the integer suh that 2
j0 ≤ n < 2j0+1, we set for any λ ∈ Λ,
β˜λ = βˆλ1{|βˆλ|≥ηλ,γ}1{λ∈Γn}
and β˜ = (β˜λ)λ∈Λ. Finally, the estimator of f is
f˜n,γ =
∑
λ∈Λ
β˜λϕ˜λ (2.7)
and only depends on the hoie of γ. When the Haar basis is used, the estimate is denoted f˜Hn,γ
and its wavelet oeients are denoted β˜H = (β˜Hλ )λ∈Λ. The threshold ηλ,γ seems to be dened in a
rather ompliated manner but we an notie the following fat. Given λ ∈ Γn, when there exists a
onstant c0 > 0 suh that f(x) ≥ c0 for x in the support of ϕλ satisfying ‖ϕλ‖2∞ = on(n(log n)−1),
then, with large probability, the deterministi term of (2.4) is negligible with respet to the random
one. In this ase we asymptotially derive
ηλ,γ ≈
√
2γV˜λ,nlog n, (2.8)
as stated in Introdution. Atually, the deterministi term of (2.4) allows to onsider γ lose to 1
and to ontrol large deviations terms for high resolution levels. In the same spirit, Vλ,n is slightly
overestimated and we onsider V˜λ,n instead of Vˆλ,n to dene the threshold.
The performane of this proedure has been investigated in the orale point of view in [23℄. We
reall that in the ontext of wavelet funtion estimation by thresholding, the orale does not tell us
the true funtion, but tells us the oeients that have to be kept. This estimator obtained with
the aid of an orale is not a true estimator, of ourse, sine it depends on f . But it represents an ideal
for the partiular estimation method. The goal of the orale approah is to derive true estimators
whih an essentially mimi the performane of the orale estimator. In our framework, it is
easy to see that the orale estimate is f¯ =
∑
λ∈Γn β¯λϕ˜λ, where β¯λ = βˆλ1{β2λ>Vλ,n} satises
E((β¯λ − βλ)2) = min(β2λ, Vλ,n).
By keeping the oeients βˆλ larger than the thresholds dened in (2.4), our estimator has a risk
that is not larger than the orale risk, up to a logarithmi term, as stated by the following key
result.
Theorem 1. Let us onsider a biorthogonal wavelet basis satisfying the properties desribed in
Setion 7.2. If γ > 1, then f˜n,γ satises the following orale inequality: for n large enough
E(||f˜n,γ − f ||22) ≤ C1log n
∑
λ∈Γn
min(β2λ, Vλ,n) + C1
∑
λ/∈Γn
β2λ +
C2
n
(2.9)
where C1 is a positive onstant depending only on γ and on the funtions that generate the biorthog-
onal wavelet basis. C2 is also a positive onstant depending on γ, ‖f‖1 and on the funtions that
generate the basis.
Following the orale point of view of Donoho and Johnstone, Theorem 1 shows that our proedure
is optimal up to the logarithmi fator. This logarithmi term is in some sense unavoidable. It is
the prie we pay for adaptivity (i.e. for not knowing the oeients that we must keep). Our result
is true provided f ∈ L1(R) ∩ L2(R). So, assumptions on f are very mild here. This is not the ase
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for most of the results for non-parametri estimation proedures where one assumes that ||f ||∞ <∞
and that f has a ompat support. Note in addition that this support and ||f ||∞ are often known
in the literature. On the ontrary, in Theorem 1 f and its support an be unbounded. So, we
make as few assumptions as possible. This is allowed by onsidering random thresholding with the
data-driven thresholds dened in (2.4). This result is proved in [23℄ where in addition optimality
properties of the estimate (2.7) under the minimax approah are established.
A glane at the proof of Theorem 1 shows that the onstants C1 and C2 strongly depends on
γ. Atually, without further assumptions on f , the onstants C1 and C2 blow up when γ tends to
1. In partiular, suh an orale inequality is not sharp enough for some alibration issues. In the
next setion, we investigate this problem and we derive sharp orale inequalities for a large lass
of funtions. Furthermore, the upper bound in (3.2) depends on absolute onstants whose size is
aeptable.
3 Study on a speial lass of funtions
In the sequel, we onsider the Haar basis and the estimator f˜Hn,γ. We restrit our study on estimation
of the funtions of F dened as the set of positive funtions that an be deomposed on a nite
ombination of (ϕ˜λ)λ∈Λ:
F =
{
f =
∑
λ∈Λ
βλϕ˜λ ≥ 0 : ard{λ ∈ Λ : βλ 6= 0} <∞
}
.
To study sharp performanes of our proedure, we introdue a sublass of the lass F : for any n
and any radius R, we dene:
Fn(R) =
{
f ≥ 0 : f ∈ L1(R) ∩ L2(R) ∩ L∞(R), Fλ ≥ (log n)(log log n)
n
1βλ 6=0, ∀ λ ∈ Λ
}
,
where for any λ, we set
Fλ =
∫
supp(ϕλ)
f(x)dx and supp(ϕλ) = {x ∈ R : ϕλ(x) 6= 0} ,
whih allows to establish a deomposition of F . Indeed, we have the following result proved in
Setion 6.1:
Proposition 1. When n (or R) inreases, (Fn(R))n,R is a non-dereasing sequene of sets. In
addition, we have: ⋃
n
⋃
R
Fn(R) = F .
The denition of Fn(R) espeially relies on the tehnial ondition
Fλ ≥ (log n)(log log n)
n
1βλ 6=0. (3.1)
Remember that the distribution of the number of points of N that lies in supp(ϕλ) is the Poisson
distribution with mean nFλ. So, the previous ondition ensures that we have a signiant number
of points of N to estimate non-zero wavelet oeients. Another main point is that under (3.1),
√
Vλ,nlog n ≥ log n||ϕλ||∞
n
×
√
log log n
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(see Setion 6.2), so (2.8) is true with large probability. The term
(logn)(log logn)
n appears for tehnial
reasons but ould be replaed by any term un suh that
lim
n→∞un = 0 and limn→∞u
−1
n
(
log n
n
)
= 0.
In pratie, many interesting signals are well approximated by a funtion of F . So, using Proposition
1, a onvenient estimate is an estimate with a good behavior on Fn(R), at least for large values
of n and R. Furthermore, note that we do not have any restrition on the preise loation of the
support of funtions of Fn(R) (even if these funtions have only a nite set of non-zero wavelet
oeients). This provides a seond reason for onsidering Fn(R) if we are interested in estimated
signals with unknown or innite supports. We now fous on f˜Hn,γ with the speial value γ = 1+
√
2
and we study its properties on Fn(R).
Theorem 2. Let R > 0 be xed. Let γ = 1 +
√
2 and let ηλ,γ be as in (2.4). Then f˜
H
n,γ ahieves
the following orale inequality: for n large enough, for any f ∈ Fn(R),
E(||f˜Hn,γ − f ||22) ≤ 12log n

∑
λ∈Γn
min(β2λ, Vλ,n) +
1
n

 . (3.2)
Inequality (3.2) shows that on Fn(R), our estimate ahieves the orale risk up to the term
12 log n and the negligible term 1n . Finally, let us mention that when f ∈ Fn(R),∑
λ/∈Γn
β2λ = 0.
Our result is stated with γ = 1 +
√
2. This value omes from optimizations of upper bounds given
by Lemma 1 stated in Setion 6.2. This onstitutes a rst theoretial alibration result and this is
the rst step for hoosing the parameter γ in an optimal way. The next setion further investigates
this problem.
4 How to hoose the parameter γ
In this Setion, our goal is to nd lower and upper bounds for the parameter γ. Theorem 1
established that for any signal, we ahieve the orale estimator up to a logarithmi term provided
γ > 1. So, our primary interest is to wonder what happens, from the theoretial point of view,
when γ ≤ 1? To handle this problem, we onsider the simplest signal in our setting, namely
f = 1[0,1].
Applying Theorem 1 with the Haar basis and γ > 1 gives
E(||f˜Hn,γ − f ||22) ≤ C
log n
n
,
where C is a onstant. The following result shows that this rate annot be ahieved for this partiular
signal when γ < 1.
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Theorem 3. Let f = 1[0,1]. If γ < 1 then there exists δ < 1 not dependent of n suh that
E(||f˜Hn,γ − f ||22) ≥
c
nδ
,
where c is a onstant.
Theorem 3 establishes that, asymptotially, f˜Hn,γ with γ < 1 annot estimate a very simple signal
(f = 1[0,1]) at a onvenient rate of onvergene. This provides a lower bound for the threshold
parameter γ: we have to take γ ≥ 1.
Now, let us study the upper bound for the parameter γ. For this purpose, we do not onsider a
partiular signal, but we use the worst orale ratio on the whole lass Fn(R). Remember that when
γ = 1 +
√
2, Theorem 2 gives that this ratio annot grow faster than 12log n, when n goes to ∞:
for n large enough,
sup
f∈Fn(R)
E(||f˜Hn,γ − f ||22)∑
λ∈Γn min(β
2
λ, Vλ,n) +
1
n
≤ 12log n.
Our aim is to establish that the orale ratio on Fn(R) for the estimator f˜Hn,γ where γ is large, is
larger than the previous upper bound. This goal is reahed in the following theorem.
Theorem 4. Let γmin > 1 be xed and let γ > γmin. Then, for any R≥ 2,
sup
f∈Fn(R)
E(||f˜Hn,γ − f ||22)∑
λ∈Γn min(β
2
λ, Vλ,n) +
1
n
≥ 2(√γ −√γmin)2log n× (1 + on(1)).
Now, if we hoose γ > (1 +
√
6)2 ≈ 11.9, we an take γmin > 1 suh that the resulting maximal
orale ratio of f˜Hn,γ is larger than 12log n for n large enough. So, taking γ > 12 is a bad hoie for
estimation on the whole lass Fn(R).
Note that the funtion 1[0,1] belongs to Fn(2), for all n ≥ 2. So, ombining Theorems 2, 3 and
4 proves that the onvenient hoie for γ belongs to the interval [1, 12]. Finally, observe that the
rate exponent deteriorates for γ < 1 whereas we only prove that the hoie γ > 12 leads to worse
rates onstants.
5 Numerial study
In this setion, some simulations are provided and the performanes of the thresholding rule are
measured from the numerial point of view by omparing our estimator with other well-known
proedures. We also disuss the ideal hoie for the parameter γ keeping in mind that the value
γ = 1 onstitutes a border for the theoretial results (see Theorems 1 and 3). For these purposes,
our proedure is performed for estimating various intensity signals and the wavelet set-up assoiated
with biorthogonal wavelet bases is onsidered. More preisely, we fous either on the Haar basis
where
φ = φ˜ = 1[0,1], ψ = ψ˜ = 1[0,1/2] − 1]1/2,1]
or on a speial ase of spline systems given in Figure 1. The latter, alled hereafter the spline
basis, has the following properties. First, the support of φ, ψ, φ˜ and ψ˜ is inluded in [−4, 5]. The
reonstrution wavelets φ˜ and ψ˜ belong to C1.272. Finally, the wavelet ψ is a pieewise onstant
funtion orthogonal to polynomials of degree 4 (see [12℄). So, suh a basis has properties 15 required
in Setion 7.2 with r = 0.272. Then, the signal f to be estimated is deomposed as follows:
f =
∑
λ∈Λ
βλϕ˜λ =
∑
k∈Z
β−1,kφ˜k +
∑
j≥0
∑
k∈Z
βj,kψ˜j,k.
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Figure 1: The spline basis. Top: φ and ψ, Bottom: φ˜ and ψ˜
For estimating f , we use the empirial oeients (βˆλ)λ∈Λ assoiated with a Poisson proess N
whose intensity with respet to the Lebesgue measure is n × f . Sine φ and ψ are pieewise
onstant funtions, aurate values of the empirial oeients are available, whih allows to avoid
many omputational and approximation issues that often arise in the wavelet setting. We onsider
the thresholding rule f˜γ = (f˜n,γ)n with f˜n,γ dened in (2.7) with
Γn = {λ = (j, k) : −1 ≤ j ≤ j0, k ∈ Z}
and
ηλ,γ =
√
2γlog (n)Vˆλ,n +
γlog n
3n
||ϕλ||∞.
Observe that ηλ,γ slightly diers from the threshold dened in (2.4) sine V˜λ,n is now replaed with
Vˆλ,n. It allows to derive the parameter γ as an expliit funtion of the threshold whih is neessary
to draw gures without using a disretization of γ, whih is ruial in Setion 5.1. The performanes
of our thresholding rule assoiated with the threshold ηλ,γ dened in (2.4) are probably equivalent
(see (6.2)).
The numerial performane of our proedure is rst illustrated by performing it for estimating
nine various signals whose denitions are given in Setion 8. These funtions are respetively denoted
'Haar1', 'Haar2', 'Bloks', 'Comb', 'Gauss1', 'Gauss2', 'Beta0.5', 'Beta4' and 'Bumps' and have been
hosen to represent the wide variety of signals arising in signal proessing. Eah of them satises
||f ||1 = 1 and an be lassied aording to the following riteria: the smoothness, the size of the
support (nite/innite), the value of the sup norm (nite/innite) and the shape (to be pieewise
onstant or a mixture of peaks). Remember that when estimating f , our thresholding algorithm
does not use ||f ||∞, the smoothness of f and the support of f denoted supp(f) (in partiular ||f ||∞
and supp(f) an be innite). Simulations are performed with n = 1024, so we observe in average
n×||f ||1 = 1024 points of the underlying Poisson proess. To omplete the denition of f˜γ = (f˜n,γ)n,
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we rely on Theorems 1 and 3 and we hoose j0 = log2(n) = 10 and γ = 1 (see onlusions of Setion
5.1). Figure 2 displays intensity reonstrutions we obtain for the Haar and the spline bases.
The preliminary onlusions drawn from Figure 2 are the following. As expeted, a onvenient
hoie of the wavelet system improves the reonstrutions. We notie that the estimate f˜n,1 seems
to perform well for estimating the size and the loation of peaks. Finally, we emphasize that the
support of eah signal does not play any role (ompare estimation of 'Comb' whih has an innite
support and the estimation of 'Haar1' for instane).
5.1 Calibration of our proedure from the numerial point of view
In this setion, we deal with the hoie of the threshold parameter γ in our proedures from a
pratial point of view. We already know that the interval [1, 12] is the right range for γ, theoretially
speaking. Given n and a funtion f , we denote Rn(γ) the ratio between the ℓ2-performane of our
proedure (depending on γ) and the orale risk where the wavelet oeients at levels j > j0 are
omitted. We have:
Rn(γ) =
∑
λ∈Γn(β˜λ − βλ)2∑
λ∈Γn min(β
2
λ, Vλ,n)
=
∑
λ∈Γn(βˆλ1|βˆλ|≥ηλ,γ − βλ)2∑
λ∈Γn min(β
2
λ, Vλ,n)
.
Of ourse, Rn is a stepwise funtion and the hange points of Rn orrespond to the values of γ
suh that there exists λ with ηλ,γ = |βˆλ|. The average over 1000 simulations of Rn(γ) is omputed
providing an estimation of E(Rn(γ)). This average ratio, denoted Rn(γ) and viewed as a funtion of
γ, is plotted for n ∈ {64, 128, 256, 512, 1024, 2048, 4096} and for three signals onsidered previously:
'Haar1', 'Gauss1' and 'Bumps'. For non ompatly supported signals, we need to ompute an innite
number of wavelet oeients to determine this ratio. To overome this problem, we omit the tails
of the signals and we fous our attention on an interval that ontains all observations. Of ourse,
we ensure that this approximation is negligible with respet to the values of Rn. As previously, we
take j0 = log2(n). Figure 3 displays Rn for 'Haar1' deomposed on the Haar basis. The left side of
Figure 3 gives a general idea of the shape of Rn, while the right side fouses on small values of γ.
Similarly, Figures 4 and 5 display Rn for 'Gauss1' deomposed on the spline basis and for 'Bumps'
deomposed on the Haar and the spline bases.
To disuss our results, we introdue
γmin(n) = argminγ>0Rn(γ).
For 'Haar1', γmin(n) ≥ 1 for any value of n and taking γ < 1 deteriorates the performanes of
the estimate. The larger n, the stronger the deterioration is. Suh a result was established from
the theoretial point of view in Theorem 3. In fat, Figure 3 allows to draw the following major
onlusion for 'Haar1':
Rn(γ) ≈ Rn(γmin(n)) ≈ 1 (5.1)
for γ belonging to a large interval that ontains the value γ = 1. For instane, when n = 4096, the
funtion Rn is lose to 1 for any value of the interval [1, 177]. So, we observe a kind of plateau
phenomenon. Finally, we onlude that our thresholding rule with γ = 1 performs very well sine
it ahieves the same performane as the orale estimator.
For 'Gauss1', γmin(n) ≥ 0.5 for any value of n. Moreover, as soon as n is large enough, the
orale ratio for γmin(n) is lose to 1. Besides, when n ≥ 2048, as for 'Haar1', γmin(n) is larger than
1. We observe the plateau phenomenon as well and as for 'Haar1', the size of the plateau inreases
when n inreases. This an be explained by the following important property of 'Gauss1': 'Gauss1'
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Figure 3: The funtion γ → Rn(γ) at two sales for 'Haar1' deomposed on the Haar basis and for
n ∈ {64, 128, 256, 512, 1024, 2048, 4096} with j0 = log2(n).
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Figure 4: The funtion γ → Rn(γ) for 'Gauss1' deomposed on the spline basis and for n ∈
{64, 128, 256, 512, 1024, 2048, 4096} with j0 = log2(n).
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Figure 5: The funtion γ → Rn(γ) for 'Bumps' deomposed on the Haar and the spline bases and
for n ∈ {64, 128, 256, 512, 1024, 2048, 4096} with j0 = log2(n).
an be well approximated by a nite ombination of the atoms of the spline basis. So, we have the
strong impression that the asymptoti result of Theorem 3 ould be generalized for the spline basis.
Conlusions for 'Bumps' are very dierent. Remark that this irregular signal has many signiant
wavelet oeients at high resolution levels whatever the basis. We have γmin(n) < 0.5 for eah
value of n. Besides, γmin(n) ≈ 0 when n ≤ 256, whih means that all the oeients until j = j0
have to be kept to obtain the best estimate. So, the parameter j0 plays an essential role and has to
be well alibrated to ensure that there are no non-negligible wavelet oeients for j > j0. Other
dierenes between Figure 3 (or Figure 4) and Figure 5 have to be emphasized. For 'Bumps', when
n ≥ 512, the minimum of Rn is well loalized, there is no plateau anymore and Rn(1) > 2. Note
that Rn(γmin(n)) is larger than 1.
Previous preliminary onlusions show that the ideal hoie for γ and the performane of the
thresholding rule highly depend on the deomposition of the signal on the wavelet basis. Hene, in
the sequel, we have deided to take j0 = 10 for any value of n so that the deomposition on the basis
is not too oarse. To extend previous results, Figures 6 and 7 display the average of the funtion
Rn for the signals 'Haar1', 'Haar2', 'Bloks', 'Comb', 'Gauss1', 'Gauss2', 'Beta0.5', 'Beta4' and
'Bumps' with j0 = 10. For the sake of brevity, we only onsider the values n ∈ {64, 256, 1024, 4096}
and the average of Rn is performed over 100 simulations. Figure 6 gives the results obtained for the
Haar basis and Figure 7 for the spline basis. This study allows to draw onlusions with respet
to the issue of alibrating γ from the numerial point of view. To present them, let us introdue
two lasses of funtions.
The rst lass is the lass of signals that only have negligible oeients at high levels of
resolution. The wavelet basis is well adapted to the signals of this lass that ontains 'Haar1',
'Haar2' and 'Comb' for the Haar basis and 'Gauss1' and 'Gauss2' for the spline basis. For suh
signals, the estimation problem is lose to a parametri problem. In this ase, the performane of
the orale estimate an be ahieved at least for n large enough and (5.1) is true for γ belonging to a
large interval that ontains the value γ = 1. These numerial onlusions strengthen and generalize
theoretial onlusions of Setion 4.
The seond lass of funtions is the lass of irregular signals with signiant wavelet oeients
at high resolution levels. For suh signals γmin(n) < 0.8 and there is no plateau phenomenon (in
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Figure 6: Average over 100 iterations of the funtion Rn for signals deomposed on the Haar basis
and for n ∈ {64, 256, 1024, 4096} with j0 = 10.
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Figure 7: Average over 100 iterations of the funtion Rn for signals deomposed on the spline basis
and for n ∈ {64, 256, 1024, 4096} with j0 = 10.
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partiular, we do not have Rn(1) ≃ Rn(γmin(n))).
Of ourse, estimation is easier and performanes of our proedure are better when the signal
belongs to the rst lass. But in pratie, it is hard to hoose a wavelet system suh that the
intensity to be estimated satises this property. However, our study allows to use the following
simple rule. If the pratitioner has no idea of the ideal wavelet basis to use, he should perform the
thresholding rule with γ = 1 (or γ slightly larger than 1) that leads to onvenient results whatever
the lass the signal belongs to.
5.2 Comparisons with lassial proedures
Now, let us ompare our proedure with lassial ones. We rst onsider the methodology based on
the Ansombe transformation of Poisson type observations (see [3℄). This prepropreessing yields
Gaussian data with a onstant noise level lose to 1. Then, universal wavelet thresholding proposed
by Donoho and Johnstone [13℄ is applied with the Haar basis. Kolazyk orreted this standard
algorithm for burst-like Poisson data. He proposed to use Haar wavelet thresholding diretly on
the binned data with espeially alibrated thresholds (see [19℄ and [20℄). In the sequel, these
algorithms are respetively denoted ANSCOMBE-UNI and CORRECTED. We briey mention that
CORRECTED requires the knowledge of a so-alled bakground rate that is empirially estimated
in our paper (note however that CORRECTED heavily depends on the preise knowledge of the
bakground rate as shown by the extensive study of Besbeas, de Feis and Sapatinas [7℄). One an
ombine the wavelet transform and translation invariane to eliminate the shift dependene of the
Haar basis. When ANSCOMBE-UNI and CORRECTED are ombined with translation invariane,
they are respetively denoted ANSCOMBE-UNI-TI and CORRECTED-TI in the sequel. Finally,
we onsider the penalized pieewise-polynomial rule proposed by Willett and Nowak [26℄ (denoted
FREE-DEGREE in the sequel) for multisale Poisson intensity estimation. Unlike our estimator,
the knowledge of the support of f is essential to perform all these proedures that will be sometimes
alled support-dependent strategies along this setion. We rst onsider estimation of the signal
'Haar2' supported by [0, 1] for whih reonstrutions with n = 1024 are proposed in Figure 8
where we have taken the positive part of eah estimate. For ANSCOMBE-UNI, CORRECTED
and their ounterparts based on translation invariane, the nest resolution level for thresholding
is hosen to give good overall performanes. For our random thresholding proedures, respetively
based on the Haar and spline bases and respetively denoted RAND-THRESH-HAAR and RAND-
THRESH-SPLINE, we still use γ = 1 and j0 = log2(n) = 10. We note that for the setting of
Figure 8, translation invariane oversmooths estimators. Furthermore, omparing (a), (b) and (),
we observe that universal thresholding is too onservative. Our proedure works well provided the
Haar basis is hosen, whereas FREE-DEGREE automatially selets a pieewise onstant estimator.
Now, let us onsider a non-ompatly supported signal based on a mixture of two Gaussian densities.
We denote d the distane between modes of these Gaussian densities, so the intensity assoiated
with this signal is
fd(x) =
1
2
(
1√
2π
exp
(
−x
2
2
)
+
1√
2π
exp
(
−(x− d)
2
2
))
and we take n = 1024. To apply support-dependent strategies, we onsider the interval given by
the smallest and the largest observations and data are rst resaled to be supported by the interval
[0, 1]. Reonstrutions with d = 10 and d = 70 are given in Figure 9. RAND-THRESH-HAAR
outperforms ANSCOMBE-UNI and CORRECTED but all these proedures are too rough. To some
extent, it is also true for ANSCOMBE-UNI-TI and CORRECTED-TI even if translation invariane
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Figure 8: Reonstrutions of 'Haar2' with n = 1024. (a) ANSCOMBE-UNI; (b) CORRECTED; ()
RAND-THRESH-HAAR; (d) ANSCOMBE-UNI-TI; (e) CORRECTED-TI; (f) FREE-DEGREE;
(g) RAND-THRESH-SPLINE.
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Figure 9: Reonstrutions of fd with n = 1024 (left: d = 10, right d = 70). (a) ANSCOMBE-UNI;
(b) CORRECTED; () RAND-THRESH-HAAR; (d) ANSCOMBE-UNI-TI; (e) CORRECTED-TI;
(f) FREE-DEGREE; (g) RAND-THRESH-SPLINE.
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Figure 10: Mean square error over 100 simulations of the dierent methods with n = 1024. From left
to right: 10, 30, 50 and 70. (a): ANSCOMBE-UNI; (b): CORRECTED ; (): RAND-THRESH-
HAAR; (d): ANSCOMBE-UNI-TI; (e) : CORRECTED-TI; (f): FREE-DEGREE; (g): RAND-
THRESH-SPLINE.
improves the orresponding reonstrutions. This is not the ase for RAND-THRESH-SPLINE and
FREE-DEGREE. When d = 70, performanes of all the support-dependent strategies deteriorate,
whih illustrates the harmful role of the support. In partiular, proedures based on the translation
invariane priniple whih periodizes the data, deal with the two main parts of the signal as if
they were lose to eah other, they are onsequently quite inadequate. The worse performanes of
FREE-DEGREE for d = 70 ould be expeted sine its theoretial performanes are established
under the strong assumption that the signal is bounded from below on its (known) support. To
strengthen these results and to show the inuene of the support, we ompute the mean square
error over 100 simulations for eah method and we provide the orresponding boxplots given in
Figure 10 assoiated with fd when d ∈ {10, 30, 50, 70}. Note that when d inreases, unlike the other
algorithms, performanes of our thresholding rule based either on the Haar or on the spline basis
are remarkably stable. In partiular, for d = 70, RAND-THRESH-SPLINE outperforms all the
other algorithms. Note also the very bad performanes of ANSCOMBE-UNI and CORRECTED
for d = 50 due to the inadequay between the way the data are binned and the distane d.
The main onlusions of this short study are the following. We note that the estimate proposed in
this paper outperforms ANSCOMBE-UNI and CORRECTED (ompare (a), (b) and ()), showing
that the data-driven alibrated threshold proposed in (2.4) improves lassial ones. In partiular,
lassial methods highly depend on the way data are binned and on the hoie of resolutions levels
where oeients are thresholded, whereas our methodology only depends on γ and on j0 for whih
we propose to take systematially γ = 1 and j0 = log2(n). However, unlike FREE-DEGREE, we
have to hoose a onvenient wavelet basis for deomposing the signals. Finally, the support, if too
large, an play a harmful role whenever the method needs to resale the data. This is not the
ase for the method presented in this paper, whih explains the robustness of our proedures with
respet to the support issue.
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6 Proofs of the results
6.1 Proof of Proposition 1
The rst point is obvious. For the seond point, rst, let us take f ∈ F . We an write f =∑
λ∈Λ1 βλϕ˜λ, where
Λ1 = {λ : βλ 6= 0}
is nite. Sine βλ 6= 0 implies Fλ > 0, we have
min
λ∈Λ1
Fλ > 0.
So, f belongs to Fn(R) for n and R large enough.
Conversely, if f =
∑
λ∈Λ βλϕ˜λ belongs to Fn(R) for some n and some R > 0 and if f has an innite
number of non-zero wavelet oeients, then there is an innite number of indies λ = (j, k) suh
that
Fλ = Fj,k ≥ (log n)(log log n)
n
.
So, either for any arbitrary large j, there exists k suh that
(log n)(log log n)
n
≤ Fj,k ≤ ||f ||∞|supp(ϕj,k)| = ||f ||∞2−j ,
so f 6∈ L∞(R) or there exists j suh that
∑
k Fj,k = +∞ and f 6∈ L1(R) (see (7.5)). This annot
our sine f ∈ Fn(R). This onludes the proof of Proposition 1.
6.2 Proof of Theorem 2
We rst state the following lemma established in [23℄ where it is used to derive Theorem 1. For the
sake of exhaustiveness, the proof of Lemma 1 is realled in setion 7.3.
Lemma 1. For all κ suh that γ−
1
2 < κ < 1, there exists a positive onstant K depending on γ, κ
and ||f ||1 suh that
E||f˜Hn,γ − f ||22 ≤
(
1 + κ2
1− κ2
)
inf
m⊂Γn

1 + κ
2
1− κ2
∑
λ6∈m
β2λ +
1− κ2
κ2
∑
λ∈m
E(βˆλ − βλ)2 +
∑
λ∈m
E(η2λ,γ)

+ Kn ,
where we denote by m any possible subset of indies λ.
First, we give an upper bound for E(η2λ,γ). For any δ > 0,
E(η2λ,γ) ≤ (1 + δ)2γlog nE(V˜λ,n) + (1 + δ−1)
(
γlog n
3n
)2
||ϕλ||2∞.
Moreover,
E(V˜λ,n) ≤ (1 + δ)Vλ,n + (1 + δ−1)3γlog n ||ϕλ||
2∞
n2
.
So,
E(η2λ,γ) ≤ (1 + δ)22γlog nVλ,n +∆(δ)
(
γlog n
n
)2
||ϕλ||2∞,
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with ∆(δ) a onstant depending only on δ. Now, let us hoose the parameter γ in an optimal way.
The main terms in the upper bound given by the lemma are the rst and third ones. So, we hoose
κ2 lose to γ−1 as required by the assumptions to the lemma and we x γ suh that(
1 + κ2
1− κ2
)2
≈
(
γ + 1
γ − 1
)2
and 2γ
(
1 + κ2
1− κ2
)
≈ 2(γ
2 + γ)
γ − 1
are as small as possible. We rst minimize
2(γ2+γ)
γ−1 so we hoose γ = 1 +
√
2. Now, we set
κ =
√
0.42 ≈ (1 +√2)−1/2. Then, with δ > 0 suh that
(1 + δ)2 = 11.822(1 − κ2)(2γ(1 + κ2))−1 ≃ 1.00006,
we obtain
E||f˜Hn,γ − f ||22 ≤ inf
m⊂Γn

6
∑
λ6∈m
β2λ +
∑
λ∈m
(3.4 + 11.822log n)Vλ,n +∆
′∑
λ∈m
(
log n||ϕλ||∞
n
)2
+ Kn ,
where
∆′ = ∆(δ)γ2(1 + κ2)(1− κ2)−1.
Let n and R > 0 be xed and let f ∈ Fn(R). Assume that βλ 6= 0. In this ase,
Fλ ≥ (log n)(log log n)
n
.
But
Fλ ≤ 2−max(j,0)||f ||∞ ≤ 2−max(j,0)R
for λ = (j, k). So 2j ≤ 2j0 holds for n large enough and λ belongs to Γn. Finally, we onlude that
βλ 6= 0 implies λ ∈ Γn. Now, take
m = {λ ∈ Γn : β2λ > Vλ,n}.
If m is empty, then β2λ = min(β
2
λ, Vλ,n) for every λ ∈ Γn. Hene
E||f˜Hn,γ − f ||22 ≤ 6
∑
λ∈Γn
min(β2λ, Vλ,n) +
K
n
and Theorem 2 is proved. If m is not empty, with λ = (j, k),
Vλ,n =
2max(j,0)Fλ
n
=
||ϕλ||2∞Fλ
n
.
Hene, for all n, if λ ∈ m, then βλ 6= 0 and
Vλ,nlog n ≥ (log n)
2(log log n)||ϕλ||2∞
n2
and if n is large enough,
0.1 log n
∑
λ∈m
Vλ,n ≥ ∆′
∑
λ∈m
(
log n||ϕλ||∞
n
)2
+ 3.4
∑
λ∈m
Vλ,n.
Theorem 2 is proved sine for n large enough (that depends on R), we obtain:
E||f˜Hn,γ − f ||22 ≤ 6
∑
λ6∈m
β2λ + 11.922 log n
∑
λ∈m
Vλ,n +
K
n
≤ 12 log n

∑
λ6∈m
β2λ +
∑
λ∈m
Vλ,n +
1
n

 .
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6.3 Proof of Theorem 3
Let γ < 1. Note that for all ε > 0,√
2γVˆλ,nlog n+
γlog n
3n
||ϕλ||∞ ≤ ηλ,γ ≤ η′λ,γ :=
√
2γ(1 + ε)log (n)Vˆλ,n +
γlog (n)||ϕλ||∞
n
wε, (6.2)
where wε =
√
ε−1 + 6+1/3 depends only on ε. We hoose ε suh that γ′ = γ(1+ ε) < 1. Let α > 1
and n be xed. We set j the positive integer suh that
n
(log n)α
≤ 2j < 2n
(log n)α
.
For all k ∈ {0, ..., 2j − 1}, we dene
N+j,k =
∫ (k+ 1
2
)2−j
k2−j
dN and N−j,k =
∫ (k+1)2−j
(k+ 1
2
)2−j
dN.
These variables are i.i.d. random Poisson variables of parameter µn,j = n2
−j−1
. Moreover,
βˆj,k =
2
j
2
n
(N+j,k −N−j,k) and Vˆ(j,k),n =
2j
n2
(N+j,k +N
−
j,k).
Hene,
E(||f˜Hn,γ − f ||22) ≥
2j−1∑
k=0
E
(
βˆ2j,k1|βˆj,k|>ηλ,γ
)
≥
2j−1∑
k=0
E
(
βˆ2j,k1|βˆj,k|>η′λ,γ
)
≥
2j−1∑
k=0
2j
n2
E
(
(N+j,k −N−j,k)21|N+j,k−N−j,k|≥
q
2γ′log (n)(N+j,k+N
−
j,k)+log (n)γwε
)
.
Let un be a bounded sequene that will be xed later suh that un ≥ γwε. We set
vn,j =
(√
4γ′log (n)µ˜n,j + log (n)un
)2
where µ˜n,j is the largest integer smaller that µn,j . Note that if
N+j,k = µ˜n,j +
√
vn,j
2
and N−j,k = µ˜n,j −
√
vn,j
2
,
then
|N+j,k −N−j,k| =
√
2γ′log (n)(N+j,k +N
−
j,k) + log (n)un.
Let N+ and N− be two independent Poisson variables of parameter µn,j. Then,
E(||f˜Hn,γ − f ||22) ≥
22j
n2
vn,jP
(
N+ = µ˜n,j +
√
vn,j
2
and N− = µ˜n,j −
√
vn,j
2
)
.
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Note that
1
4
(log n)α − 1 < µ˜n,j ≤ µn,j ≤ 1
2
(log n)α
and
lim
n→+∞
√
vn,j
µn,j
= lim
n→+∞
√
vn,j
µ˜n,j
= 0.
So, we set
ln,j = µ˜n,j +
√
vn,j
2
and mn,j = µ˜n,j −
√
vn,j
2
that go to +∞ with n. Now, we take a bounded sequene un suh that for any n,
√
vn,j
2 is an integer
and un ≥ γwε. Hene by the Stirling formula,
E(||f˜Hn,γ − f ||22) ≥
vn,j
(log n)2α
P
(
N+ = µ˜n,j +
√
vn,j
2
)
P
(
N− = µ˜n,j −
√
vn,j
2
)
≥ vn,j
(log n)2α
µ
ln,j
n,j
ln,j !
e−µn,j
µ
mn,j
n,j
mn,j!
e−µn,j
≥ vn,je
−2
(log n)2α
µ˜
ln,j
n,j
ln,j !
e−µ˜n,j
µ˜
mn,j
n,j
mn,j!
e−µ˜n,j
≥ 4γ
′e−2µ˜n,j
(log n)2α−1
(
µ˜n,j
ln,j
)ln,j
e−(µ˜n,j−ln,j)
(
µ˜n,j
mn,j
)mn,j
e−(µ˜n,j−mn,j)
(1 + on(1))
2π
√
ln,jmn,j
≥ 2γ
′e−2
π(log n)2α−1
e
−µ˜n,j
»
h
„√
vn,j
2µ˜n,j
«
+h
„
−
√
vn,j
2µ˜n,j
«–
(1 + on(1))
where h(x) = (1 + x)log (1 + x)− x = x2/2 +O(x3). So,
E(||f˜Hn,γ − f ||22) ≥
2γ′e−2
π(log n)2α−1
e
− vn,j
4µ˜n,j
+On
0
@ v
3
2
n,j
µ˜2
n,j
1
A
(1 + on(1)).
Sine
vn,j = 4γ
′log (n)µ˜n,j(1 + on(1)),
we obtain
E(||f˜Hn,γ − f ||22) ≥
2γ′e−2
π(log n)2α−1
e−γ
′log (n)+on(log (n))(1 + on(1)).
Finally, for every δ > γ′,
E(||f˜Hn,γ − f ||22) ≥
1
nδ
(1 + on(1)),
and Theorem 3 is proved.
6.4 Proof of Theorem 4
Without loss of generality, the result is proved for R = 2. Before proving Theorem 4, let us state
the following result.
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Lemma 2. Let γmin ∈ (1, γ) be xed and let ηλ,γmin be the threshold assoiated with γmin:
ηλ,γmin =
√
2γminlog nV˜ minλ,n +
γminlog n
3n
||ϕλ||∞,
where
V˜ minλ,n = Vˆλ,n +
√
2γminlog nVˆλ,n
||ϕλ||2∞
n2
+ 3γminlog n
||ϕλ||2∞
n2
(see (2.4)). Let u = (un)n be a sequene of positive numbers and
Λu = {λ ∈ Γn : P(ηλ,γ ≤ |βλ|+ ηλ,γmin) ≤ un} .
Then
E(||f˜Hn,γ − f ||22) ≥

∑
λ∈Λu
β2λ

 (1− (3n−γmin + un)).
Proof.
E(||f˜Hn,γ − f ||22) ≥
∑
λ∈Λu
E
(
(βˆλ − βλ)21|βˆλ|≥ηλ,γ + β
2
λ1|βˆλ|<ηλ,γ
)
≥
∑
λ∈Λu
β2λP(|βˆλ| < ηλ,γ)
≥
∑
λ∈Λu
β2λP(|βˆλ − βλ|+ |βλ| < ηλ,γ)
≥
∑
λ∈Λu
β2λP(|βˆλ − βλ| < ηλ,γmin and ηλ,γmin + |βλ| < ηλ,γ)
≥
∑
λ∈Λu
β2λ
(
1−
(
P(|βˆλ − βλ| ≥ ηλ,γmin) + P(ηλ,γmin + |βλ| ≥ ηλ,γ)
))
≥

∑
λ∈Λu
β2λ

 (1− (3n−γmin + un)),
by applying the tehnial Lemma 3 of the Appendix setion. 
Using Lemma 2, we give the proof of Theorem 4. Let us onsider
f = 1[0,1] +
∑
k∈Nj
√
2(
√
γ −√γmin)2log n
n
ϕ˜j,k,
with
Nj = {0, 1, . . . , 2j − 1}
and
n
(log n)1+α
< 2j ≤ 2n
(log n)1+α
, α > 0.
Note that for any k ∈ Nj ,
Fj,k = 2
−j ≥ (log n)(log log n)
n
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for n large enough and f belongs to Fn(2). Furthermore, for any k ∈ Nj ,
V(j,k),n = V(−1,0),n =
1
n
.
So, for n large enough,
∑
λ∈Γn
min(β2λ, Vλ,n) = V(−1,0),n +
∑
k∈Nj
V(j,k),n =
1
n
+
∑
k∈Nj
1
n
.
Now, to apply Lemma 2, let us set for any n, un = n
−γ
and observe that for any ε > 0, sine
γmin < γ,
P(ηλ,γmin + |βλ| ≥ ηλ,γ) ≤ P((1 + ε)2γminlog nV˜ minλ,n + (1 + ε−1)β2λ > 2γlog nV˜λ,n),
with
β2λ =
2(
√
γ −√γmin)2log n
n
.
With ε =
√
γ/γmin − 1 and θ =
√
γmin/γ,
P((1 + ε)2γminlog nV˜
min
λ,n + (1 + ε
−1)β2λ > 2γlog nV˜λ,n) = P(θV˜
min
λ,n + (1− θ)Vλ,n > V˜λ,n).
Sine V˜ minλ,n < V˜λ,n,
P (ηλ,γmin + |βλ| ≥ ηλ,γ) ≤ P(Vλ,n > V˜λ,n) ≤ un.
So,
{(j, k) : k ∈ Nj} ⊂ Λu,
and
E(||f˜Hn,γ − f ||22) ≥
∑
k∈Nj
β2j,k(1− (3n−γmin + n−γ))
≥ (√γ −√γmin)22log n
∑
k∈Nj
1
n
(1− (3n−γmin + n−γ))
≥ (√γ −√γmin)22log n

∑
λ∈Γn
min(β2λ, Vλ,n)−
1
n

 (1− (3n−γmin + n−γ)).
Finally, sine ard(Nj)→ +∞ when n→ +∞,
E(||f˜n,γ − f ||22)∑
λ∈Γn min(β
2
λ, Vλ,n) +
1
n
≥ (√γ −√γmin)22log n(1 + on(1)).
7 Appendix: Tehnial tools
7.1 Some probabilisti properties of the Poisson proess
Let us rst reall some basi fats about Poisson proesses.
Denition 1. Let (X,X ) be a measurable spae. Let N be a random ountable subset of X. N is
said to be a Poisson proess on (X,X ) if
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1. for any A ∈ X , the number of points of N lying in A is a random variable, denoted NA, whih
obeys a Poisson distribution with parameter µ(A), where µ is a measure on X.
2. for any nite family of disjoint sets A1, ..., An of X , NA1 , ..., NAn are independent random
variables.
We fous here on the ase X = R. Let us mention that a Poisson proess N is innitely
divisible, whih means that it an be written as follows: for any positive integer k:
dN =
k∑
i=1
dNi (7.1)
where the Ni's are mutually independent Poisson proesses on R with mean measure µ/k. The
following proposition (sometimes attributed to Campbell (see [18℄)) is fundamental.
Proposition 2. For any measurable funtion g and any z ∈ R, suh that ∫ ezg(x)dµx <∞ one has,
E
[
exp
(
z
∫
R
g(x)dNx
)]
= exp
(∫
R
(
ezg(x) − 1
)
dµx
)
.
So,
E
(∫
R
g(x)dNx
)
=
∫
R
g(x)dµx, Var
(∫
R
g(x)dNx
)
=
∫
R
g2(x)dµx.
If g is bounded, this implies the following exponential inequality. For any u > 0,
P
(∫
R
g(x)(dNx − dµx) ≥
√
2u
∫
R
g2(x)dµx +
1
3
||g||∞u
)
≤ exp(−u). (7.2)
7.2 Biorthogonal wavelet bases
We set
φ = 1[0,1].
For any r > 0, there exist three funtions ψ, φ˜ and ψ˜ with the following properties:
1. φ˜ and ψ˜ are ompatly supported,
2. φ˜ and ψ˜ belong to Cr+1, where Cr+1 denotes the Hölder spae of order r + 1,
3. ψ is ompatly supported and is a pieewise onstant funtion,
4. ψ is orthogonal to polynomials of degree no larger than r,
5. {(φk, ψj,k)j≥0,k∈Z, (φ˜k, ψ˜j,k)j≥0,k∈Z} is a biorthogonal family: for any j, j′ ≥ 0, for any k, k′,∫
R
ψj,k(x)φ˜k′(x)dx =
∫
R
φk(x)ψ˜j′,k′(x)dx = 0,∫
R
φk(x)φ˜k′(x)dx = 1k=k′ ,
∫
R
ψj,k(x)ψ˜j′,k′(x)dx = 1j=j′,k=k′,
where for any x ∈ R and for any (j, k) ∈ Z2,
φk(x) = φ(x− k), ψj,k(x) = 2
j
2ψ(2jx− k)
and
φ˜k(x) = φ˜(x− k), ψ˜j,k(x) = 2
j
2 ψ˜(2jx− k).
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This implies the wavelet deomposition (2.1) of f . Suh biorthogonal wavelet bases have been built
by Cohen Daubehies and Feauveau [11℄ as a speial ase of spline systems (see also the elegant
equivalent onstrution of Donoho [12℄ from boxar funtions). The Haar basis an be viewed as a
partiular biorthogonal wavelet basis, by setting φ˜ = φ and ψ˜ = ψ = 1[0, 1
2
] − 1] 1
2
,1], with r = 0 even
if Property 2 is not satised with suh a hoie. The Haar basis is an orthonormal basis but this is
not true for general biorthogonal wavelet bases. However, we have the frame property: if we denote
Φ = {φ,ψ, φ˜, ψ˜}
there exist two onstants c1(Φ) and c2(Φ) only depending on Φ suh that
c1(Φ)

∑
k∈Z
α2k +
∑
j≥0
∑
k∈Z
β2j,k

 ≤ ‖f‖22 ≤ c2(Φ)

∑
k∈Z
α2k +
∑
j≥0
∑
k∈Z
β2j,k

 .
For instane, when the Haar basis is onsidered, c1(Φ) = c2(Φ) = 1. In partiular, we have
c1(Φ)||β˜ − β||2ℓ2 ≤ ‖f˜n,γ − f‖22 ≤ c2(Φ)||β˜ − β||2ℓ2 . (7.3)
An important feature of suh bases is the following: there exists a onstant µψ > 0 suh that
inf
x∈[0,1]
|φ(x)| ≥ 1, inf
x∈supp(ψ)
|ψ(x)| ≥ µψ, (7.4)
where supp(ψ) = {x ∈ R : ψ(x) 6= 0}.
7.3 Proof of Lemma 1
The proof of Lemma 1 is based on the following result proved in [23℄.
Theorem 5. To estimate a ountable family β = (βλ)λ∈Λ, suh that ‖β‖ℓ2 < ∞, we assume
that a family of oeient estimators (βˆλ)λ∈Γ, where Γ is a known deterministi subset of Λ, and
a family of possibly random thresholds (ηλ)λ∈Γ are available. We onsider the thresholding rule
β˜ = (βˆλ1|βˆλ|≥ηλ1λ∈Γ)λ∈Λ. Let ε > 0 be xed. Assume that there exist a deterministi family
(Fλ)λ∈Γ and three onstants κ ∈ [0, 1[, ω ∈ [0, 1] and µ > 0 (that may depend on ε but not on λ)
with the following properties.
(A1) For all λ in Γ,
P(|βˆλ − βλ| > κηλ) ≤ ω.
(A2) There exist 1 < p, q <∞ with 1p + 1q = 1 and a onstant R > 0 suh that for all λ in Γ,
(
E(|βˆλ − βλ|2p)
) 1
p ≤ Rmax(Fλ, F
1
p
λ ε
1
q ).
(A3) There exists a onstant θ suh that for all λ in Γ suh that Fλ < θε
P(|βˆλ − βλ| > κηλ, |βˆλ| > ηλ) ≤ Fλµ.
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Then the estimator β˜ satises
1− κ2
1 + κ2
E‖β˜ − β‖2ℓ2 ≤ E infm⊂Γ

1 + κ
2
1− κ2
∑
λ6∈m
β2λ +
1− κ2
κ2
∑
λ∈m
(βˆλ − βλ)2 +
∑
λ∈m
η2λ

+ LD
∑
λ∈Γ
Fλ
with
LD =
R
κ2
((
1 + θ−1/q
)
ω1/q + (1 + θ1/q)ε1/qµ1/q
)
.
To prove Lemma 1, we apply Theorem 5 with βˆλ dened in (2.3), ηλ = ηλ,γ dened in (2.4) and
Γ = Γn dened in (2.6). We set
Fλ =
∫
supp(ϕλ)
f(x)dx,
so we have:∑
λ∈Γn
Fλ =
∑
−1≤j≤j0
∑
k
∫
x∈supp(ϕj,k)
f(x)dx ≤
∫
f(x)dx
∑
−1≤j≤j0
∑
k
1x∈supp(ϕj,k) ≤ (j0+2)mϕ||f ||1,
(7.5)
wheremϕ is a nite onstant depending only on the ompatly supported funtions φ and ψ. Finally,∑
λ∈Γn Fλ is bounded by log(n) up to a onstant that only depends on ||f ||1 and the funtions φ
and ψ. Now, we give a fundamental lemma to derive Assumption (A1) of Theorem 5.
Lemma 3. For any u > 0,
P
(
|βˆλ − βλ| ≥
√
2uVλ,n +
||ϕλ||∞u
3n
)
≤ 2e−u. (7.6)
Moreover, for any u > 0,
P
(
Vλ,n ≥ V˘λ,n(u)
)
≤ e−u,
where
V˘λ,n(u) = Vˆλ,n +
√
2Vˆλ,n
||ϕλ||2∞
n2
u+ 3
||ϕλ||2∞
n2
u.
Proof. Equation (7.6) omes easily from (7.2) applied with g = ϕλ/n. The same inequality applied
with g = −ϕ2λ/n2 gives:
P

Vλ,n ≥ Vˆλ,n +
√
2u
∫
R
ϕ4λ(x)
n4
nf(x)dx+
||ϕλ||2∞
3n2
u

 ≤ e−u.
We observe that ∫
R
ϕ4λ(x)
n4
nf(x)dx ≤ ||ϕλ||
2∞
n2
Vλ,n.
So, if we set a = u ||ϕλ||
2
∞
n2 , then
P(Vλ,n −
√
2Vλ,na− a/3 ≥ Vˆλ,n) ≤ e−u.
We obtain
P(
√
Vλ,n ≥ P−1(Vˆλ,n)) ≤ e−u
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where P−1(Vˆλ,n) is the positive solution of
(P−1(Vˆλ,n))2 −
√
2aP−1(Vˆλ,n)− (a/3 + Vˆλ,n) = 0.
To onlude, it remains to observe that
V˘λ,n(u) ≥ (P−1(Vˆλ,n))2 =
(√
Vˆλ,n + 5a/6 +
√
a/2
)2
.

Let κ < 1. Combining these inequalities with V˜λ,n = V˘λ,n(γlog n) yields
P(|βˆλ − βλ| > κηλ,γ) ≤ P
(
|βˆλ − βλ| ≥
√
2κ2γlog nV˜λ,n +
κγlog n||ϕλ||∞
3n
)
≤ P
(
|βˆλ − βλ| ≥
√
2κ2γlog nV˜λ,n +
κγlog n||ϕλ||∞
3n
, Vλ,n ≥ V˜λ,n
)
+P
(
|βˆλ − βλ| ≥
√
2κ2γlog nV˜λ,n +
κγlog n||ϕλ||∞
3n
, Vλ,n < V˜λ,n
)
≤ P(Vλ,n ≥ V˜λ,n) + P
(
|βˆλ − βλ| ≥
√
2κ2γlog nVλ,n +
κγlog n||ϕλ||∞
3n
)
≤ n−γ + 2n−κ2γ
≤ 3n−κ2γ .
So, for any value of κ ∈ [0, 1[, Assumption (A1) is true with ηλ = ηλ,γ and Γ = Γn if we take
ω = 3n−κ2γ . To satisfy the Rosenthal type inequality (A2) of Theorem 5, we prove the following
lemma.
Lemma 4. For any p> 1, there exists an absolute onstant C suh that
E(|βˆλ − βλ|2p) ≤ Cpp2p
(
V pλ,n +
[ ||ϕλ||∞
n
]2p−2
Vλ,n
)
.
Proof. We apply (7.1). Hene,
βˆλ − βλ =
k∑
i=1
∫
ϕλ(x)
n
(
dN ix − nk−1f(x)dx
)
=
k∑
i=1
Yi
where for any i,
Yi =
∫
ϕλ(x)
n
(
dN ix − nk−1f(x)dx
)
.
So the Yi's are i.i.d. entered variables, eah of them having a moment of order 2p. For any i, we
apply the Rosenthal inequality (see Theorem 2.5 of [16℄) to the positive and negative parts of Yi.
This easily implies that
E


∣∣∣∣∣
k∑
i=1
Yi
∣∣∣∣∣
2p

 ≤ ( 16p
log (2p)
)2p
max
((
E
k∑
i=1
Y 2i
)p
,
(
E
k∑
i=1
|Yi|2p
))
.
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It remains to bound the upper limit of E(
∑k
i=1 |Yi|ℓ) for all ℓ ∈ {2p, 2} ≥ 2 when k → ∞. Let us
introdue
Ωk = {ard(N iR) ≤ 1 for any i ∈ {1, . . . , k}}.
Then, it is easy to see that P(Ωck) ≤ k−1(n||f ||1)2 (see e.g., (7.10) below).
On Ωk, |Yi|ℓ = Ok(k−ℓ) if ard(N iR) = 0 and |Yi|ℓ =
[ |ϕλ(T )|
n
]ℓ
+Ok
(
k−1
[ |ϕλ(T )|
n
]ℓ−1)
if
∫ ϕλ(x)
n dN
i
x =
ϕλ(T )
n where T is the point of the proess N
i
. Consequently,
E
k∑
i=1
|Yi|ℓ ≤ E
(
1Ωk
(∑
T∈N
[[ |ϕλ(T )|
n
]ℓ
+Ok
(
k−1
[ |ϕλ(T )|
n
]ℓ−1)]
+ kOk(k
−ℓ)
))
+
√
P(Ωck)
√√√√√E

( k∑
i=1
|Yi|ℓ
)2. (7.7)
But we have
k∑
i=1
|Yi|ℓ ≤ 2ℓ−1
(
k∑
i=1
[[ ||ϕλ||∞
n
]ℓ
(N i
R
)ℓ +
(
k−1
∫
|ϕλ(x)|f(x)dx
)ℓ])
≤ 2ℓ−1
([ ||ϕλ||∞
n
]ℓ
(NR)
ℓ + k
(
k−1
∫
|ϕλ(x)|f(x)dx
)ℓ)
.
So, when k → +∞, the last term in (7.7) onverges to 0 sine a Poisson variable has moments of
every order and
limsupk→∞E
k∑
i=1
|Yi|ℓ ≤ E
(∫ [ |ϕλ(x)|
n
]ℓ
dNx
)
≤
[ ||ϕλ||∞
n
]ℓ−2
Vλ,n,
whih onludes the proof. 
Now,
Vλ,n =
1
n
∫
ϕ2λ(x)f(x)dx ≤
||ϕλ||2∞Fλ
n
(7.8)
and Assumption (A2) is satised with ε = 1n and
R =
2Cp22j0 max(||φ||2∞; ||ψ||2∞)
n
sine ||ϕλ||2∞ ≤ 2j0 max(||φ||2∞; ||ψ||2∞) and(
E(|βˆλ − βλ|2p)
) 1
p ≤ Cp2
( ||ϕλ||2∞Fλ
n
+ ||ϕλ||2∞F
1
p
λ n
1
p
−2
)
≤ Cp
2||ϕλ||2∞
n
(
Fλ + F
1
p
λ n
− 1
q
)
.
Finally, Assumption (A3) omes from the following lemma.
Lemma 5. We set
Nλ =
∫
supp(ϕλ)
dN and C ′ = (
√
6 + 1/3)γ ≥
√
6 + 1/3.
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There exists an absolute onstant 0 < θ′ < 1 suh that if
nFλ ≤ θ′C ′log n
and
(1− θ′)(
√
6 + 1/3)log n ≥ 2 (7.9)
then,
P(Nλ − nFλ ≥ (1− θ′)C ′log n) ≤ Fλn−γ .
Remark 1. We an take θ′ = 0.01 and in this ase, (7.9) is satised as soon as n ≥ 3.
Proof. One takes θ′ ∈ [0, 1] (for instane θ′ = 0.01) suh that
3(1− θ′)2
2(2θ′ + 1)
(
√
6 + 1/3) ≥ 4.
We use Equation (5.2) of [22℄ to obtain
P(Nλ − nFλ ≥ (1− θ′)C ′log n) ≤ exp
(
− ((1 − θ
′)C ′log n)2
2(nFλ + (1− θ′)C ′log n/3)
)
≤ n−
3(1−θ′)2
2(2θ′+1)
C′
.
If nFλ ≥ n−γ−1, sine 3(1−θ
′)2
2(2θ′+1)C
′ ≥ 2γ + 2, the result is true. If nFλ ≤ n−γ−1,
P(Nλ−nFλ ≥ (1−θ′)C ′log n) ≤ P(Nλ > (1−θ′)C ′log n) ≤ P(Nλ ≥ 2) ≤
∑
k≥2
(nFλ)
k
k!
e−nFλ ≤ (nFλ)2
(7.10)
and the result is true. 
Now, observe that if |βˆλ| > ηλ,γ then
Nλ ≥ C ′log n.
Indeed, |βˆλ| > ηλ,γ implies
C ′log n
n
||ϕλ||∞ ≤ |βˆλ| ≤ ||ϕλ||∞Nλ
n
.
So if n satises (1 − θ′)(√6 + 1/3)log n ≥ 2, we set θ = θ′C ′log (n) and µ = n−γ . In this ase,
Assumption (A3) is fullled sine if nFλ ≤ θ′C ′log n
P(|βˆλ − βλ| > κηλ, |βˆλ| > ηλ) ≤ P(Nλ − nFλ ≥ (1− θ′)C ′log n) ≤ Fλn−γ .
Finally, if n satises (1− θ′)(√6 + 1/3)log n ≥ 2, Theorem 5 gives:
1− κ2
1 + κ2
E||β˜ − β||2ℓ2 ≤ infm⊂Γn

1 + κ
2
1− κ2
∑
λ6∈m
β2λ +
1− κ2
κ2
∑
λ∈m
E(βˆλ − βλ)2 +
∑
λ∈m
E(η2λ,γ)

+ LD
∑
λ∈Γ
Fλ.
In addition, there exists a onstant K1 depending on p, γ, ||f ||1 and on Φ suh that
LD
∑
λ∈Γ
Fλ ≤ K1 log(n)n−
κ2γ
q . (7.11)
Sine γ > 1, for all κ < 1, there exists q > 1 suh that 1 < κ
2γ
q and as required by Theorem 1, the
last term satises
LD
∑
λ∈Γ
Fλ ≤ K(γ, κ, ||f ||1)
n
,
where K(γ, κ, ||f ||1) denotes a positive onstant. This onludes the proofs.
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8 Denition of the signals used in Setion 5
The following table gives the denition of the signals used in Setion 5.
Haar1 Haar2 Bloks
1[0,1] 1.5 1[0,0.125] + 0.5 1[0.125,0.25] + 1[0.25,1]
0
@2 +X
j
hj
2
(1 + sgn(x− pj))
1
A 1[0,1]
3.551
Comb Gauss1 Gauss2
32
+∞X
k=1
1
k2k
1[k2/32,(k2+k)/32]
1
0.25
√
2π
exp
„−(x− 0.5)2
2× 0.252
«
1√
2π
exp
„−(x− 0.5)2
2× 0.252
«
+
3√
2π
exp
„−(x− 5)2
2× 0.252
«
Beta0.5 Beta4 Bumps
0.5x−0.51]0,1] 3x
−4
1[1,+∞[
0
@X
j
gj
„
1 +
|x− pj |
wj
«
−4
1
A 1[0,1]
0.284
where
p = [ 0.1 0.13 0.15 0.23 0.25 0.4 0.44 0.65 0.76 0.78 0.81 ℄
h = [ 4 -5 3 -4 5 -4.2 2.1 4.3 -3.1 2.1 -4.2 ℄
g = [ 4 5 3 4 5 4.2 2.1 4.3 3.1 5.1 4.2 ℄
w = [ 0.005 0.005 0.006 0.01 0.01 0.03 0.01 0.01 0.005 0.008 0.005 ℄
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