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Knowledge of the propagation channel is critical to exploit the full ben-
efit of multiple-input multiple-output (MIMO) techniques in millimeter wave
(mmWave) cellular systems. Obtaining accurate channel state information
in mmWave systems, however, is challenging due to high estimation over-
head, high computational complexity and on-grid setting. It is also desirable
to reduce the analog-to-digital converters (ADCs) resolution at mmWave fre-
quencies to reduce power consumption and implementation costs. The use of
low-precision ADCs, though, brings new design challenges to practical cellular
networks.
In the first part of this dissertation, we develop several new methods
to estimate and track the mmWave channel’s angle-of-departure and angle-
of-arrival with high accuracy and low overhead. The key ingredient of the
vii
proposed strategies is custom designed beam pairs, from which there exists
an invertible function of the angle to be estimated. We further extend the
proposed algorithms to dual-polarized MIMO in wideband channels, and an-
gle tracking design for fast-varying environments. We derive analytical angle
estimation error performance of the proposed methods in single-path channels.
We also use numerical examples to characterize the robustness of the proposed
approaches to various transceiver settings and channel conditions.
In the second part of this dissertation, we focus on improving the low-
resolution time-frequency synchronization performance for mmWave cellular
systems. In our system model, the base station uses analog beams to send
the synchronization signal with infinite-resolution digital-to-analog convert-
ers (DACs). The user equipment employs a fully digital front end to de-
tect the synchronization signal with low-resolution ADCs. For low-resolution
timing synchronization, we propose a new multi-beam probing based strat-
egy, targeting at maximizing the minimum received synchronization signal-to-
quantization-plus-noise ratio among all serving users. Regarding low-resolution
frequency synchronization, we construct new sequences for carrier frequency
offset (CFO) estimation and compensation. We use both analytical and nu-
merical examples to show that the proposed sequences and the corresponding
metrics used for retrieving the CFOs are robust to the quantization distortion.
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Chapter 1
Introduction
The millimeter wave (mmWave) band holds promise for providing high
data rates in wireless local area network and fifth generation (5G) cellular
network [1]-[3]. The small carrier wavelengths at mmWave frequencies enable
synthesis of compact antenna arrays, providing additional array gain and a
reduction in mean interference levels [1]-[4]. Dual-polarized antenna systems,
discussed in [5]-[7], can also be incorporated into mmWave systems allowing
a large number of antennas to be deployed with a small form factor. In ad-
dition to space efficiency, high rank data streams can be multiplexed across
the polarizations by taking advantage of dual-pole decoupling in the channel.
In this dissertation, we focus on two critical issues of implementing mmWave
multiple-input multiple-output (MIMO) systems in practice, which are: (i)
high-resolution channel estimation to enable high-rate data communications,
and (ii) low-resolution quantization to reduce power consumption.
In this chapter, we explain the motivation of the research problems
addressed in this dissertation and give a summary of our contributions. In
Section 1.1, we illustrate the transceiver architecture of mmWave systems. In
Section 1.2, we point out some challenges of estimating the channel state infor-
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Figure 1.1: One example of transceiver structure for mmWave systems. (a)
Shared transmit array architecture with NRF radio frequency (RF) chains and
Ntot transmit antenna elements. (b) Shared receive array architecture with
MRF RF chains and Mtot receive antenna elements.
mation in mmWave systems. We highlight the necessity and opportunities of
employing low-resolution quantization at mmWave frequencies in Section 1.3.
In Section 1.4, we summarize our contributions. We conclude this chapter with
a summary of the organization of this dissertation and a list of abbreviations
in Sections 1.5 and 1.6.
2
1.1 Transceiver Structure of MmWave Systems
Different from a fully digital architecture employed in traditional lower-
frequency MIMO systems, hybrid analog and digital precoding has become
a means of exploiting both beamforming and spatial multiplexing gains in
hardware constrained mmWave cellular systems. In Figure 1.1, we present a
precoded MIMO-orthogonal frequency division multiplexing (OFDM) system
with N subcarriers and a hybrid precoding transceiver structure. A base
station (BS) or a transmitter is equipped with Ntot transmit antennas and
NRF radio frequency (RF) chains. A user equipment (UE) or a receiver uses
Mtot receive antennas and MRF RF chains. As can be seen from Figure 1.1,
in a shared-array architecture, all antenna elements are jointly controlled by
all RF chains sharing the same network of phase shifters. In this example,
a uniform planar array (UPA) is adopted at the BS, and a uniform linear
array (ULA) is employed at the UE. Other array geometries (e.g., non-uniform
linear arrays), array architectures (e.g., array-of-subarray architecture) and
polarization configurations are also possible.
In the hybrid transceiver structure, the number of RF chains is usually
much smaller than the number of antennas. This divides mmWave precoding
into the analog and digital domains. The analog precoding/beamforming is
subject to the constant modulus constraint because only the phases of the
phase-shifters are configured. The digital precoding/beamforming, however,
is not limited by the constant modulus constraint and can be optimized by
leveraging the available channel state information.
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In this dissertation, we develop high-resolution angle acquisition strate-
gies via the analog precoding/beamforming. We therefore set the digital base-
band precoding matrix as identity matrix. In some deployment scenarios, we
simply assume single-stream analog-only beamforming, resulting in NRF = 1
in Figure 1.1(a). For low-resolution time-frequency synchronization design,
we assume fully digital baseband processing at the UE, i.e., Mtot = MRF in
Figure 1.1(b), equipped with few-bit analog-to-digital converters (ADCs).
1.2 Channel Estimation in MmWave Systems
Knowledge of the wireless propagation channel is critical to exploit
the full benefit of MIMO techniques, such as hybrid precoding, in mmWave
cellular systems. Classical channel estimation techniques developed for lower-
frequency MIMO systems, however, are not applicable for mmWave MIMO
due to the use of large antenna arrays and hybrid precoding [2]. MmWave
specific channel estimation techniques have been proposed in [8]-[15]. In [8],
channel estimation algorithms that exploit mmWave channel sparsity were de-
veloped by assuming that the channel directions lie on a specific grid. An
open-loop channel estimation strategy was proposed in [9], in which the esti-
mation algorithm is independent of the hardware constraints and applies to
either phase shifter or switching networks. In [10], compressed measurements
obtained from the mmWave channels were exploited to estimate the second
order statistics of the channel to enable adaptive multi-user hybrid precod-
ing. In [11], a support (the index set of non-zero entries in a sparse vector)
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detection based channel estimation algorithm was developed for mmWave sys-
tems with lens antennas. In [12], a minimum-mean-squared-error (MMSE)
hybrid analog and digital channel estimator was developed without exploit-
ing channel sparsity and directional beamforming. In [13], a grid-of-beams
(GoBs) based approach was proposed to obtain the channel’s angle of depar-
tures (AoDs) and angle of arrivals (AoAs). In the GoBs based method, a
set of narrow quasi-non-overlapping beams are established to cover a given
angular range. The transmitter/receiver selects the transmit/receive beams
that optimize given performance metric(s) for control/data channel commu-
nications. The steering directions of the selected transmit/receive beams are
treated as the estimated AoDs/AoAs. Similar ideas of forming beams grid
were also investigated in [14, 15], though these two papers mainly focused on
the hierarchical beam codebook design. Most of the prior work in [8]-[15], how-
ever, focuses on narrowband channels, while the mmWave channel is indeed
frequency selective.
Channel estimation methods for wideband frequency-selective mmWave
channels have been proposed in [16]-[24]. In [16], a time-domain channel es-
timation approach was developed for wideband mmWave systems assuming
a hybrid MIMO architecture; the proposed strategy exploited the sparsity in
both the angular and delay domains to formulate the estimation problem, but
the computational complexity of the algorithm is high. A frequency-domain
wideband channel estimation method was proposed in [17]; a sparse recon-
struction problem was formulated to estimate the channel independently for
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each subcarrier. In [18], another frequency-domain approach was developed by
exploiting the congruence between subcarriers; only the information from a re-
duced number of subcarriers was used, which reduces the estimation overhead
and complexity. Spatially common sparsity of the channels across different
subcarriers was exploited in [20], and the structured SAMP algorithm initially
proposed in [19] was employed to reconstruct the channel in the frequency-
domain. A similar idea to leverage the common sparsity in the frequency-
domain to estimate the wideband channels was also proposed in [21]. The
prior work in [20,21], however, assumed Gaussian measurements and high SNR
regimes (above 10 dB), which are unrealistic for mmWave communications.
These limitations were overcome by the methods developed in [22], which also
leveraged the spatially common sparsity within the system bandwidth to esti-
mate the wideband channels. In [23], the authors focused on joint estimation of
the multi-user frequency selective channels and the hybrid precoder/combiner
optimization according to various design criteria. In [24], a third-order ten-
sor was employed to model the received signals for wideband channel parame-
ters estimation; via low-rank decomposition, the wideband channel parameters
were extracted from the corresponding factor matrices.
The concept of the GoBs and its variants have been exploited in the 5G
NR for the beam management. The performance of the GoBs based strate-
gies is limited by the grid resolution. In Figure 1.2, we provide a conceptual
example of the GoBs. As can be seen from Figure 1.2, there exists quantiza-
tion error between the estimated angle and the exact angle of the channel even
6
Quantized angle estimate
True angle
Quantization error
Grid-of-beams (GoBs)
Figure 1.2: A conceptual example of grid-of-beams based angle estimation
approach. The steering direction of the selected beam is considered as the
estimated angle of the channel. There exists quantization error between the
estimated angle and the true angle of the channel even without noise.
without incorporating noise and other impairments. A smaller beam codebook
will result in larger quantization error. To minimize the quantization error, a
high-resolution beam codebook with many beam codewords is needed, leading
to prohibitive complexity, estimation/tracking overhead, and access delay. It
is therefore desirable to design mmWave specific channel estimation that does
not require an on-grid assumption.
1.3 Low-Resolution ADCs in MmWave Systems
As mmWave makes use of large available bandwidths, the correspond-
ing sampling rate of the ADCs scales up, which results in high power con-
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sumption and hardware implementation complexity. For instance, for an ideal
b-bit ADC with flash architecture, a total of 2b − 1 comparators are required,
which causes exponentially increased power consumption with respect to the
resolution. For example, the power consumption of a 1-bit ADC operating at
1 GHz is only 0.01 mW. The power consumption of a 12-bit ADC operating
at 1 GHz, however, is more than 20 mW (sometimes up to 120 mW), which
is impractical for current wireless communications systems. It is therefore
desirable to reduce the ADC resolution in mmWave systems to reduce the
power consumption [25]. In Figure 1.3, we provide an illustrative example of
a MIMO receiver equipped with 1-bit ADCs. As can be seen from Figure 1.3,
each receive RF chain corresponds to a pair of ADCs, separately quantizing
the real and imaginary parts of the input signal samples to the quantizer. For
1-bit quantization, the output of the ADC is either 1 or −1, depending on the
sign of the input sample.
The use of low-resolution ADCs in wireless communications systems
has been investigated in various aspects, e.g, input signal optimization in [26]-
[28], mutual information analysis in [29]-[31], channel estimation techniques
in [32]-[36], and uplink multiuser detection algorithms in [37]-[39]. Most of
the prior work on low-resolution ADCs, however, focused on analytical perfor-
mance assessment rather than practical implementation issues such as time and
frequency synchronization designs. In this dissertation, for both the time and
frequency synchronization designs, we assume that the corresponding synchro-
nization signals are sent by the transmitter via analog beamforming, which is
8
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Figure 1.3: Conceptual examples of a MIMO transmitter with analog beam-
forming and a MIMO receiver equipped with few-bit ADCs. Each receive
RF chain corresponds to a pair of ADCs, separately quantizing the real and
imaginary parts of the received signal samples.
depicted by a conceptual example on the left-hand-side in Figure 1.3. We will
elaborate on our proposed directional time-frequency synchronization strate-
gies under few-bit ADCs in Chapters 5 and 6.
1.4 Summary of Contributions
In the first part of this dissertation, we first propose an algorithm to
estimate the channel’s AoDs and AoAs with high accuracy and low training
overhead. The key ingredient of the proposed method is custom designed
pairs of auxiliary beams, from which there exists an invertible function of
the channel’s AoDs and AoAs. Further, we develop two quantization and
feedback strategies to support the proposed method in Frequency Division
Duplex (FDD) systems. The proposed two quantization methods are different
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in terms of the quantization resolution and feedback overhead. To better reveal
the achievable performance of the proposed strategy, we derive the variance of
the angle estimate in single-path channels. We extend the auxiliary beam pair
design to dual-polarized mmWave MIMO systems, estimating the channel’s
two-dimensional (azimuth and elevation) AoDs and AoAs.
By leveraging the fact that the AoD/AoA is identical for both verti-
cal and horizontal polarization domains, we develop various auxiliary beam
pair and polarization domain mapping strategies, and evaluate their impact
on the two-dimensional angle estimation performance. Assuming mobility, we
propose to use the auxiliary beams as the tracking beams to capture the an-
gle variations, towards which the steering directions of the data beams are
adjusted. We custom design two receive combining based array calibration
methods to better support the proposed angle acquisition (estimation and
tracking) strategies.
In the second part of this dissertation, we focus on the time-frequency
synchronization in mmWave systems equipped with low-resolution ADCs. For
frame timing synchronization under few-bit ADCs, we develop a new multi-
beam probing based directional synchronization strategy, targeting at maxi-
mizing the minimum received synchronization signal-to-quantization-plus-noise
ratio (SQNR) of the whole network. Leveraging a common synchronization
signal structure design, the proposed approach synthesizes an effective com-
posite beam from the simultaneously probed beams to better trade off the
beamforming gain and the quantization distortion. For frequency synchro-
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nization under few-bit ADCs, we develop two double-sequence structures, i.e.,
auxiliary sequences and sum-difference sequences, to estimate the carrier fre-
quency offset (CFO) in mmWave systems. We optimize the double-sequence
design parameters such that: (i) for each individual user, the impact of the
quantization distortion on the CFO estimation accuracy is minimized, and (ii)
the resulting frequency range of estimation can capture as many users’ CFOs
as possible.
We summarize our contributions in this dissertation as follows.
? Chapter 2: Auxiliary beam pair angle estimation in mmWave MIMO
1. We construct pairs of auxiliary beams and derive a set of ratio mea-
sures by performing amplitude comparison on the auxiliary beam
pairs. The derived ratio metrics characterize the channel’s AoDs
and AoAs, and can be inverted to retrieve the corresponding angle
information. We introduce two quantization and feedback options
for implementing the proposed strategy in FDD systems.
2. We derive the variance of the angle estimate obtained by the pro-
posed method. The derived variance characterizes the achievable
angle estimation performance of the proposed method.
3. We extend the proposed single-path solution to estimate multi-
path’s angle information. We provide and discuss potential deploy-
ment scenarios of the proposed approach, including control channels
beamforming and multi-user scenario.
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• This work was published in [40,41].
? Chapter 3: Angle estimation in dual-polarized mmWave MIMO
1. We propose a two-dimensional angle estimation algorithm via the
auxiliary beam pair design. We develop a multi-layer pilot structure
to better support the implementation of the proposed algorithm in
wideband channels with multi-carrier transmission. By judiciously
exploiting the auxiliary beam pair structure, we present a differen-
tial quantization strategy to reduce the feedback overhead.
2. We extend the proposed algorithm to dual-polarized MIMO struc-
ture. We develop various mapping strategies between auxiliary
beams and polarization domains (vertical and horizontal). The ob-
tained results show that the proposed technique is robust to the
angle mismatch and power imbalance in dual-polarized MIMO.
• This work was published in [42,43].
? Chapter 4: Angle tracking in mmWave MIMO with array calibration
1. We develop several auxiliary beam pair-assisted high-resolution an-
gle tracking strategies for wideband mmWave systems in fast-varying
environments. We differentiate the proposed strategies in terms
of tracking triggering device, information required at the UE side,
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and other design parameters. We propose a beam-specific pilot sig-
nal structure for tracking and several feedback strategies to better
adopt the proposed methods in different deployment scenarios.
2. We evaluate the impact of the impaired radiation pattern with
phase and amplitude errors on the proposed designs. We custom de-
sign two antenna array calibration methods for the employed hybrid
MIMO architecture, and characterize the impact of the calibrated
radiation pattern on the proposed methods.
• This work was published in [44].
? Chapter 5: Timing synchronization under low-resolution ADCs
1. We show that optimizing the received synchronization SQNR at
zero-lag correlation is a viable solution to improve the overall frame
timing synchronization performance under low-resolution ADCs.
We use analytical and numerical examples to exhibit that for well-
structured synchronization signals, the non-zero-lag correlation val-
ues are small and barely affected by the quantization, while the
zero-lag peak correlation value is significantly distorted by the quan-
tization.
2. We formulate the corresponding optimization problem as maximiz-
ing the minimum received synchronization SQNR at zero-lag cor-
relation among all serving UEs. We solve the formulated problem
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by optimizing the combination of the synchronization beams such
that the resulted composite beam maximizes the received synchro-
nization SQNR at zero-lag correlation, and at the same time char-
acterizes the worst-case scenario of the network.
• This work has been submitted for possible publication [45], and
part of this work was published in [46].
? Chapter 6: Frequency synchronization under low-resolution ADCs
1. We develop two double-sequence high-resolution CFO estimation
methods for mmWave systems operating with low-resolution ADCs.
In each method, we custom design two sequences (i.e., a sequence
pair) for frequency synchronization. The key ingredient of the cus-
tom designed double-sequence structure (both auxiliary and sum-
difference) is a ratio measure derived from the sequence pair, which
is an invertible function of the CFO to be estimated and robust to
the quantization distortion.
2. We derive the Cramer-Rao lower bound (CRLB) of frequency es-
timation assuming 1-bit ADCs. We show that the mean squared
errors (MSEs) of our estimated CFOs using 1-bit ADCs are close
to the derived 1-bit CRLB.
3. We propose to fine tune the double-sequence design parameters
such that the CFO estimation accuracy and the frequency range
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of estimation are jointly optimized. To better realize our proposed
algorithms in practical systems, we implement additional signaling
support and procedure at both the BS and UE sides.
• This work has been submitted for possible publication [47].
1.5 Thesis Organization
We organize the remainder of this dissertation as follows. In Chapter 2,
we present the design principle of the proposed auxiliary beam pair-assisted
high-resolution angle estimation in mmWave systems. In Chapter 3, we ex-
plain the proposed two-dimensional angle estimation design in dual-polarized
mmWave MIMO along with discussion on several practical implementation
issues. In Chapter 4, we describe the proposed angle tracking designs for
mmWave systems with high mobility and array calibration. In Chapter 5,
we illustrate our proposed multi-beam probing based low-resolution timing
synchronization strategy for mmWave initial access. We introduce the double-
sequence structure and the corresponding low-resolution frequency synchro-
nization procedure in Chapter 6. Finally, we conclude this dissertation and
summarize potential future research directions in Chapter 7.
1.6 Abbreviations
5G Fifth generation
ABP Auxiliary beam pair
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ADC Analog-to-digital converter
AoA Angle of arrival
AoD Angle of departure
BS Base station
CDF Cumulative density function
CDM Code division multiplexing
CFO Carrier frequency offset
CP Cyclic prefix
CRLB Cramer-Rao lower bound
CRS Cell-specific reference signal
CS Compressed sensing
DAC Digital-to-analog converter
DC Direct current
DDC Dedicated data channel
DTC Dedicated tracking channel
FDD Frequency division duplex
FDM Frequency division multiplexing
FER Frame error rate
GoB Grid-of-beam
IBI Inter-beam interference
LOS Line-of-sight
LTE Long Term Evolution
MAEE Mean angle estimation error
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MAQE Mean angle quantization error
MATE Mean angle tracking error
MCS Modulation and coding scheme
MIMO Multiple-input multiple-output
MMSE Minimum mean squared error
MSE Mean squared error
MUI Multi-user interference
NLOS Non-line-of-sight
NMSE Normalized mean squared error
NR New radio
OFDM Orthogonal frequency division multiplexing
PCI Physical cell identity
PSS Primary synchronization sequence
RF Radio frequency
RS Reference signal
SINR Signal-to-interference-plus-noise ratio
SNR Signal-to-noise ratio
SQNR Signal-to-quantization-plus-noise ratio
TDL Tapped delay line
TDM Time division multiplexing
UE User equipment
ULA Uniform linear array
UMi Urban micro
17
UPA Uniform planar array
XPD Cross-polar discrimination
ZC Zadoff-Chu
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Chapter 2
Auxiliary Beam Pair Enabled Angle
Estimation in MmWave MIMO Systems
In this chapter, we propose and evaluate a new angle estimation algo-
rithm for mmWave MIMO systems. Pairs of auxiliary beams are formed by the
BS to cover the angular range of interest, and are used to estimate the corre-
sponding AoDs and AoAs. By performing amplitude comparison on the pairs
of auxiliary beams, a set of ratio metrics, which are invertible with respect to
the AoDs and AoAs of interest, are obtained. By directly inverting the ratio
metrics, high-resolution angle estimates are retrieved, towards which highly
directional narrow beams can be formed for high-rate data communications.
Unlike prior work that requires a large number of training samples to obtain
the high-resolution results, the proposed approach can be executed with low
training overhead by judiciously exploiting the custom designed auxiliary beam
pair structure. We present the detailed design principle and procedure of the
proposed approach along with discussion on feedback options and deployment
scenarios. This work was published in [40,41].
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2.1 Prior Work and Motivation
Many high-resolution subspace based angle estimation algorithms such
as MUSIC [48], ESPRIT [49] and their variants [50] have been of interest to
the array processing community for decades. Their applications to massive
MIMO or full-dimension MIMO to estimate the two-dimensional angles were
extensively investigated in [51]-[55]. In [56], the MUSIC algorithm was em-
ployed to support directional initial user discovery in mmWave systems. A
relatively large number of snap-shots (samples) are required in the subspace
based angle estimation algorithms employed in [51]-[56] to obtain accurate
received signal covariance matrix, which in turn, results in high training over-
head. Further, it is difficult to directly extend the MUSIC and ESPRIT-type
estimators to mmWave systems with the hybrid architecture. This is because
with the hybrid architecture, only a reduced-dimension channel matrix can be
accessed after the analog combining, which makes the estimation of the full
MIMO channel matrix difficult.
Construction of pairs of beams was previously employed in monopulse
radar systems to improve the AoA estimation accuracy [57]. In amplitude
monopulse radar, a sum beam and a difference beam form a pair such that
the difference beam steers a null towards the boresight angle of the sum beam.
By comparing the relative amplitude of the pulse in the pair of two beams,
the direction of the target can be determined with accuracy dependent on
the received signal-to-noise ratio (SNR). Directly applying the technique for
monopulse radar to communications systems will yield large overhead as the
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difference beams are only used for assisting the sum beams to conduct the
angle estimation, not providing any angular coverage. This is because the
angular coverage provided by the monopulse beam pair is approximately the
same as the half-power beamwidth of the corresponding sum beam.
It is therefore necessary to develop high-resolution angle estimation
methods that not only require low training overheads, but also are compatible
with the hybrid MIMO architecture.
2.2 Contributions
The main objective of this chapter is to explain the key idea of imple-
menting the well structured beam pairs to help acquire high-resolution AoD
and AoA estimates under various channel conditions. We summarize our main
contributions in this chapter as follows:
• We illustrate detailed design principle and procedure of the proposed
auxiliary beam pair enabled angle estimation method. We use both ana-
lytical and numerical examples to show that there is no grid quantization
error with the proposed approach.
• We define various quantization and feedback methods for the proposed
algorithm in closed-loop systems. We show that quantizing the ratio
measure gives better quantization performance than quantizing the esti-
mated transmit spatial frequency, although the difference is marginal.
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• Building on the single-path solution, we propose an algorithm for multi-
path AoD and AoA estimation employing multiple transmit and receive
radio frequency (RF) chains. We specifically design the associated aux-
iliary beam pair based channel probing matrix for the multi-path angle
estimation.
We organize the rest of this chapter as follows. In Section 2.3, we
describe the system model, channel model along with a brief discussion on the
basic auxiliary beam pair setup. In Section 2.4, we specify the design principle
of the proposed auxiliary beam pair in estimating both single-path and multi-
path channels. We explain the application of the proposed design approach
to control channel beamforming and multi-user scenario in Section 2.5. In
Section 2.6, we provide numerical results to validate the effectiveness of the
proposed technique. We conclude this chapter in Section 2.7.
2.3 Models and Assumptions
In this section, we first present the employed system and channel mod-
els. Then, we introduce basic setup of the auxiliary beam pair.
2.3.1 System Model
We consider a narrowband MIMO system with a hybrid transceiver
structure. A transmitter equipped with Ntot transmit antennas and NRF RF
chains transmits NS data streams to a receiver equipped with Mtot receive an-
tennas and MRF RF chains. Here, NS ≤MRF ≤ NRF, and both the transmitter
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and receiver are equipped with shared-array antenna architectures. Note that
the proposed approach can be applied to a sub-array antenna architecture,
with some modifications. In a shared-array architecture, all antenna elements
are jointly controlled by all RF chains sharing the same network of phase
shifters. Denote by x = [x1, · · · , xNS ]T an NS × 1 vector of symbols such
that E [|xk|2] = 1 for k = 1, · · · , NS, and denote by y = [y1, · · · , yNS ]T an
NS×1 vector of symbols received across the receive antennas after analog and
baseband combining, then:
y = W ∗BBW
∗
RFHFRFFBBx+W
∗
BBW
∗
RFn, (2.1)
where n ∼ Nc(0Mtot , σ2IMtot) is a noise vector, σ2 = 1/γ, and γ represents
the target SNR, which is obtained without beamforming and combining; FRF
is an Ntot × NRF analog precoding matrix at the transmitter, satisfying the
constant amplitude constraint
[
[FRF]:, [FRF]
∗
:,
]
i,i
= 1
Ntot
with  = 1, · · · , NRF
and i = 1, · · · , Ntot; FBB is an NRF×NS digital baseband precoding matrix at
the transmitter such that ‖FRFFBB‖2F = 1; WBB and WRF denote MRF ×NS
and Mtot ×MRF baseband and analog combining matrices; H represents an
Mtot ×Ntot narrowband MIMO channel matrix.
2.3.2 Channel Model
In this part, we employ a ray-cluster based spatial channel model. De-
note by g`, φ` and θ` the complex path gain, AoA and AoD of path-`, Np the
total number of paths in the channel, and ar(·) and at(·) the array response
vectors for the receive and transmit antenna arrays. The narrowband channel
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is therefore represented as
H =
Np∑
`=1
g`ar(φ`)a
∗
t (θ`). (2.2)
We employ a ULA at both the transmitter and receiver to explain the key idea
of auxiliary beam pair design. Denoting by λ the wavelength corresponding
to the operating carrier frequency, and dt the inter-element distance of the
transmit antenna elements, we express the transmit array response vector as
at(θ`) =
1√
Ntot
[
1, ej
2pi
λ
dt sin(θ`), · · · , ej 2piλ (Ntot−1)dt sin(θ`)
]T
. (2.3)
Similarly, assuming dr as the inter-element distance of the receive antenna
elements,
ar(φ`) =
1√
Mtot
[
1, ej
2pi
λ
dr sin(φ`), · · · , ej 2piλ (Mtot−1)dr sin(φ`)
]T
. (2.4)
We can further express the channel model in (2.2) as H = Ardiag(g)A
∗
t ,
where g =
[
g1, g2, · · · , gNp
]T
, At =
[
at(θ1),at(θ2), · · · ,at(θNp)
]
and Ar =[
ar(φ1),ar(φ2), · · · ,ar(φNp)
]
contain the transmit and receive array response
vectors.
For single-path channels, we can rewrite the channel matrix in (2.2) as
H = gar(φ)a
∗
t (θ), where the path index is dropped. Denote by µ =
2pi
λ
dt sin(θ)
and ψ = 2pi
λ
dr sin(φ) the transmit and receive spatial frequencies. We can
rewrite the array response vectors for the transmitter and receiver as at(µ) =
1√
Ntot
[
1, ejµ, · · · , ej(Ntot−1)µ]T and ar(ψ) = 1√Mtot [1, ejψ, · · · , ej(Mtot−1)ψ]T.
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Figure 2.1: A conceptual example of transmit and receive auxiliary beam pairs
design. The two beams in the transmit auxiliary beam pair steer towards νn−δt
and νn + δt. In the receive auxiliary beam pair, the two beams are steered to-
wards ηm − δr and ηm + δr. Further, νn and ηm represent the boresights of
the corresponding transmit and receive auxiliary beam pairs. For the trans-
mit/receive auxiliary beam pair in this figure, the dark colored regime denotes
the half-power beamwidth of the beam in the auxiliary beam pair, while the
light colored regime represents the probing range of the corresponding beam
pair.
2.3.3 Auxiliary Beam Pair Setup
Denote by NK and MK the total numbers of auxiliary beam pairs sent
from the transmitter and receiver. As shown in Figure 2.1, each auxiliary
beam pair contains two consecutive analog beams in the angular domain. The
total numbers of analog transmit and receive beams are therefore NK + 1 and
MK+1. That is, every two consecutive auxiliary beam pairs share one common
analog beam. Consider the n-th (n = 1, · · · , NK) auxiliary beam pair formed
by the transmitter as at(νn − δt) and at(νn + δt), where νn is the boresight
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angle of the n-th transmit auxiliary beam pair, and δt approximates the half
of half-power beamwidth for the transmitter. Similarly, consider the m-th
(m = 1, · · · ,MK) auxiliary beam pair formed by the receiver as ar(ηm − δr)
and ar(ηm+ δr), where ηm and δr are similarly defined to νn and δt. Denote by
Atn = [νn − δt, νn + δt] and Arm = [ηm − δr, ηm + δr] the main probing ranges
of the n-th and m-th transmit and receive auxiliary beam pairs. We further
assume that the main probing ranges of auxiliary beam pairs are disjoint, i.e.,
∩NKn=1Atn = ∅ and ∩MKm=1Arm = ∅. For given angular ranges Ωt and Ωr for the
transmitter and receiver, ∪NKn=1Atn = Ωt and ∪MKm=1Arm = Ωr. We assume that
the transmit and receive beams are transmitted in a time division multiplexing
(TDM) manner. For a given analog receive beam, all analog transmit beams
are successively sent by the transmitter. This process continues until all MK+1
analog receive beams have been formed.
2.4 Auxiliary Beam Pair Enabled Angle Estimation
In this section, we describe the basic design principle of using an aux-
iliary beam pair to estimate the AoD and AoA in both single-path and multi-
path channels.
2.4.1 Single-path AoD/AoA estimation
To estimate the transmit spatial frequency µ, for a given analog receive
beam, say, ar(ηm + δr) and at(νn − δt) in the n-th transmit auxiliary beam
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pair, we express the received signal as
y∆n,m = αa
∗
r (ηm + δr)ar(ψ)a
∗
t (µ)at(νn − δt)x1 + a∗r (ηm + δr)n. (2.5)
Assume that µ is within the half-power beamwidth of at(νn − δt). We can
therefore calculate the corresponding received signal strength as (assuming
|x1|2 = 1 because of the single RF assumption)
χ∆n,m =
(
y∆n,m
)∗
y∆n,m (2.6)
≤ |α|2a∗t (νn − δt)at(µ)a∗t (µ)at(νn − δt)︸ ︷︷ ︸
I1
(2.7)
+ n∗ar(ηm + δr)a∗r (ηm + δr)n︸ ︷︷ ︸
I2
+ αa∗t (νn − δt)at(µ)a∗r (ηm + δr)n︸ ︷︷ ︸
I3
+ αn∗ar(ηm + δr)a∗t (µ)at(νn − δt)︸ ︷︷ ︸
I4
≈|α|2a∗t (νn − δt)at(µ)a∗t (µ)at(νn − δt). (2.8)
The equality in (2.7) is achieved if ar(ηm + δr) = ar(ψ). To approach ar(ηm +
δr) = ar(ψ), i.e., to minimize the gap with the upper bound in (2.7), the
receiver calculates the received signal strength for every combination between
analog transmit and receive beams. The analog receive beam that yields the
highest received signal strength is then used in (3.12). Because µ is within
the half-power beamwidth of at(νn − δt), by assuming large NtotMtot, |I1| 
|I2|, |I3|, |I4|, which results in the approximation in (2.8). In this chapter, we
employ (2.8) to derive the following results and denote χ∆n = |α|2a∗t (νn −
δt)at(µ)a
∗
t (µ)at(νn − δt).
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Similarly, using at(νn + δt) in the n-th transmit auxiliary beam pair,
the received signal after combining with ar(ηm + δr) is
yΣn,m = αa
∗
r (ηm + δr)ar(ψ)a
∗
t (µ)at(νn + δt)x1 + a
∗
r (ηm + δr)n. (2.9)
We can calculate the corresponding received signal strength as χΣn,m =
(
yΣn,m
)∗
yΣn,m. Similar to (2.8) and the definition of χ
∆
n , by assuming that µ is within
the half-power beamwidth of at(νn + δt), we can obtain χ
Σ
n = |α|2a∗t (νn +
δt)at(µ)a
∗
t (µ)at(νn + δt). Further, we set δt = pi/Ntot to approximate the half
of half-power beamwidth for a ULA [58]. Hence, we have
χ∆n
(a)
= |α|2
sin2
(
Ntot(µ−νn+δt)
2
)
sin2
(
µ−νn+δt
2
) (b)= |α|2 cos2
(
Ntot(µ−νn)
2
)
sin2
(
µ−νn+δt
2
) , (2.10)
where (a) is obtained via
∣∣∣∑Mm¯=1 e−j(m¯−1)x¯∣∣∣2 = sin2(Mx¯2 )sin2( x¯2 ) and (b) is by assuming
δt = pi/Ntot. Similarly,
χΣn = |α|2
cos2
(
Ntot(µ−νn)
2
)
sin2
(
µ−νn−δt
2
) . (2.11)
We define a ratio metric ζAoDn as
ζAoDn =
χ∆n − χΣn
χ∆n + χ
Σ
n
=
sin2
(
µ−νn−δt
2
)− sin2 (µ−νn+δt
2
)
sin2
(
µ−νn−δt
2
)
+ sin2
(
µ−νn+δt
2
) (2.12)
= − sin (µ− νn) sin(δt)
1− cos (µ− νn) cos(δt) . (2.13)
It can be seen from the last equality in (2.13) that ζAoDn ∈ [−1, 1].
As the beam pattern designed in this chapter is different from that in the
monopulse radar systems, we present the following lemma to illustrate the
monotonicity of the ratio metric for a given interval.
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Lemma 2.1. If |µ − νn| < δt, i.e., the transmit spatial frequency µ is within
the range of (νn − δt, νn + δt), ζAoDn is a monotonically decreasing function of
µ− νn and invertible with respect to µ− νn.
Proof. Denote by z = µ− νn,
d
dz
sin(z) sin(δt)
cos(z) cos(δt)− 1 =
sin(δt) [cos(δt)− cos(z)]
[cos(z) cos(δt)− 1]2
. (2.14)
According to the definition, δt ∈ [0, pi], and sin(δt) ≥ 0. As |µ − νn| < δt,
cos(δt)− cos(z) < 0 for every z ∈ [−pi, pi]. This leads to (3.16) being nonneg-
ative for every z.
By using the ratio metric ζAoDn and based on Lemma 2.1, we can there-
fore derive the estimated value of µ via the inverse function as
µˆn = νn − arcsin
ζAoDn sin(δt)− ζAoDn
√
1− (ζAoDn )2 sin(δt) cos(δt)
sin2(δt) + (ζAoDn )
2 cos2(δt)
 . (2.15)
Note that if ζAoDn is perfect, i.e., not impaired by noise, the transmit spatial
frequency can be perfectly recovered, i.e., µ = µˆn. The corresponding array
response vector for the transmitter can then be constructed as at(θˆ) with the
estimated AoD θˆ = arcsin (λµˆn/2pidt).
So far, we illustrate the estimation of single-path AoD using the ratio
metric calculated from the n-th auxiliary beam pair because we assume |µ −
νn| < δt. In practice, however, it is not possible to know which auxiliary
beam pair covers the AoD a prior at either the transmitter or receiver. It
is therefore necessary to form multiple auxiliary beam pairs to cover a given
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angular range and determine a performance metric that helps the receiver
to identify the transmit auxiliary beam pair whose main probing range most
likely covers the AoD. For all transmit auxiliary beam pairs with a given
analog combining vector, a set of ratio metrics
{
ζAoD1 , · · · , ζAoDn , · · · , ζAoDNK
}
are
determined according to (2.13). If the receiver does not have any knowledge
of νn’s and δt, it can select the ratio metric that characterizes the AoD the
best using the following lemma.
Lemma 2.2. If |µ − νn| < δt, i.e., the transmit spatial frequency µ is within
the main probing range of the n-th auxiliary beam pair, and |µ− (νn − δt)| ≤
|µ− (νn + δt)|,
χ∆n = max
n′=1,··· ,NK
{
χ∆n′ , χ
Σ
n′
}
, (2.16)
for a given analog receive combining vector assuming no noise. Similarly, if
|µ− νn| < δt and |µ− (νn + δt)| ≤ |µ− (νn − δt)|,
χΣn = max
n′=1,··· ,NK
{
χ∆n′ , χ
Σ
n′
}
, (2.17)
for a given analog receive combining vector assuming no noise.
Proof. Assume |µ−(νn−δt)| ≤ |µ−(νn+δt)|. As |µ−νn| < δt, µ is within the
half-power beamwidth of at(νn− δt) because δt is set as the half of half-power
beamwidth for the given antenna array. Denote by
χmax = |α|2 |a∗t (µ)at(µ)|2 , (2.18)
we have χ∆n ∈
[
1
2
χmax, χmax
]
and χΣn ∈
[
0, 1
2
χmax
]
. Note that χ∆n = χ
Σ
n =
1
2
χmax
only occurs when µ = νn. According to the design principle of the auxiliary
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beam pairs, the main probing ranges of auxiliary beam pairs are disjoint.
We therefore have χ∆n′ , χ
Σ
n′ ∈ [0, 12χmax) for n′ = 1, · · · , NK, n′ 6= n. Hence,
χ∆n = max
n′=1,··· ,NK
{
χ∆n′ , χ
Σ
n′
}
. For |µ − (νn + δt)| ≤ |µ − (νn − δt)|, we obtain
(2.17) in a similar fashion.
Lemma 2.2 implies that if we select the beam with the highest received
signal strength, the probing range of the corresponding auxiliary beam pair
covers the transmit spatial frequency to be estimated. To choose the paired
beam with respect to the beam selected using Lemma 2.2, we can test the
received signal strengths of its two adjacent beams. We can then select the
adjacent beam with the highest received signal strength among the two.
To estimate the receive spatial frequency ψ, we can similarly compute
the ratio metric as
ζAoAm = −
sin (ψ − ηm) sin(δr)
1− cos (ψ − ηm) cos(δr) . (2.19)
If |ψ − ηm| < δr, ζAoAm is invertible with respect to ψ − ηm, and we can obtain
the estimated value of ψ via the inverse function as
ψˆm = ηm−arcsin
ζAoAm sin(δr)− ζAoAm
√
1− (ζAoAm )2 sin(δr) cos(δr)
sin2(δr) + (ζAoAm )
2 cos2(δr)
 . (2.20)
The corresponding receive array response vector can be constructed as ar(φˆ)
with the estimated AoA φˆ = arcsin
(
λψˆm/2pidr
)
. According to (2.19) and
(2.20), for all receive auxiliary beam pairs with a given transmit beamforming
vector, a set of ratio metrics
{
ζAoA1 , · · · , ζAoAm , · · · , ζAoAMK
}
and a set of estimated
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receive spatial frequencies {ψˆ1,· · · ,ψˆm,· · · ,ψˆMK} are obtained by the receiver.
The receive spatial frequency, and therefore, the AoA estimated from the re-
ceive auxiliary beam pair determined using Lemma 2.2 is then selected.
If multiple paths exist in the propagation channel, the proposed algo-
rithm would estimate the dominant path’s AoD and AoA with the highest
path gain with high probability. Consider at(νn− δt) and ar(ηm + δr), we can
rewrite (3.12) as
y´∆n,m =
Np∑
`′=1
α`′a
∗
r (ηm + δr)ar(ψ`′)a
∗
t (µ`′)at(νn − δt)x1 + a∗r (ηm + δr)n, (2.21)
where α`′ = g`′
√
NtotMtot. In the absence of noise, we calculate the corre-
sponding received signal strength as
χ´∆n,m = |α`|2 |a∗t (µ`)at(νn + δt)|2 |a∗(ψ`)ar(ηm + δr)|2
+ α`a
∗(ψ`)ar(ηm + δr)a∗t (µ`)at(νn + δt)
×
Np∑
`′=1,`′ 6=`
α`′a
∗
t (νn + δt)at(µ`′)a
∗
r (ψ`′)ar(ηm + δr)
+ α`a
∗
t (νn + δt)at(µ`)a
∗
r (ψ`)ar(ηm + δr)
×
Np∑
`′=1,`′ 6=`
α`′a
∗(ψ`′)ar(ηm + δr)a∗t (µ`′)at(νn + δt)
+
Np∑
`′=1,`′ 6=`
|α`′|2 |a∗t (µ`′)at(νn + δt)|2 |a∗(ψ`′)ar(ηm + δr)|2 (2.22)
a.s.−−−−−−→
NtotMtot→∞
|α`|2 |a∗t (µ`)at(νn + δt)|2 |a∗(ψ`)ar(ηm + δr)|2 . (2.23)
Assuming µ` ∈ (νn − δt, νn + δt) and ψ` ∈ (ηm − δr, ηm + δr), as mmWave
channels generally exhibit sparse structure in the angular domain such that
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the number of multi-path components is limited with relatively small angular
spreads [59, 60], by jointly employing directional transmit beamforming and
receive combining with NtotMtot →∞, the last three terms, in particular, the
sum terms in (2.22) converge to zeros, and (2.23) is achieved. Similar to (2.23),
we can obtain χ´Σn,m. Using the asymptotic results of χ´
∆
n,m and χ´
Σ
n,m to calculate
(2.13), we can obtain the same ratio metric. If ` = argmax
`′=1,··· ,Np
α`′ , we can identify
the dominant path ` almost surely (a.s.) via simple power comparison [61].
In the proposed method, a total number of (NK + 1)× (MK + 1) attempts are
required by the receiver to simultaneously estimate the single-path AoD and
AoA. In Section 2.4.3, we describe how to exploit the proposed algorithm to
estimate the multi-path components with multiple RF chains.
2.4.2 Performance analysis and comparison with other angle esti-
mation methods
In this subsection, we first present the analytical estimation error vari-
ance performance of our proposed strategy in both single-path and multi-path
channels. We then compare our derived variance of angle estimate with those
obtained from the GoB and compressed sensing based designs. We conclude
from the comparison that they converge to the same result when applying the
large system analysis.
2.4.2.1 Angle estimation error variance analysis
Consider a given transmit beamforming vector at(νn + δt), and assume
that a∗t (νn+δt)at(µ) = β, where 0 ≤ |β| ≤ 1 represents the amount of transmit
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beamforming mismatch. Further, we assume that the receive spatial frequency
satisfies |ψ − ηm| < δr. To derive the following lemma that characterizes the
receive spatial frequency estimation performance of the proposed approach,
ψ = 0 is assumed.
Lemma 2.3. In a single-path channel, the variance of receive spatial frequency
estimate, i.e., E
[
ψˆ2
]
, using the proposed auxiliary beam pair design is ap-
proximated as
σ2
ψˆ
≈ (1− cos(δr))
2 |ΥΣ|
2|α|2|β|2γ sin2(δr) |a∗r (ψ)Λ∆ar(ψ)|
[
1 +
(
ζAoAm
)2]
, (2.24)
where Λ∆ = ar(ηm − δr)a∗r (ηm − δr) − ar(ηm + δr)a∗r (ηm + δr) and ΥΣ =
a∗r (ηm − δr)ar(ηm − δr) + a∗r (ηm + δr)ar(ηm + δr).
Proof. For a given analog transmit beam at(νn+ δt), the received signals after
analog combining with ar(ηm − δr) and ar(ηm + δr) are given as
v∆n,m = αa
∗
r (ηm − δr)ar(ψ)a∗t (µ)at(νn + δt)x1 + a∗r (ηm − δr)n, (2.25)
vΣn,m = αa
∗
r (ηm + δr)ar(ψ)a
∗
t (µ)at(νn + δt)x1 + a
∗
r (ηm + δr)n. (2.26)
Assume a∗t (νn + δt)at(µ) = β, the corresponding received signal strength of
combining with ar(ηm − δr) is calculated as
ρ∆m =
(
v∆n,m
)∗
v∆n,m (2.27)
= |α|2|β|2a∗r (ηm − δr)ar(ψ)a∗r (ψ)ar(ηm − δr)
+ a∗r (ηm − δr)nn∗ar(ηm − δr)
+ αβa∗r (ηm − δr)ar(ψ)n∗ar(ηm − δr)
+ αβa∗r (ηm − δr)na∗r (ψ)ar(ηm − δr), (2.28)
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and the received signal strength of combining with ar(ηm+δr) can be similarly
obtained via ρΣm =
(
vΣn,m
)∗
vΣn,m. Regard ρ
∆
m − ρΣm and ρ∆m + ρΣm as difference
and sum channel outputs. Denote by S∆ the signal power of the difference
channel output as
S∆ = |α|2|β|2 |a∗r (ψ)Λ∆ar(ψ)| . (2.29)
Denote by NΣ the noise power of the sum channel output such that
NΣ = σ
2 |ΥΣ| . (2.30)
For unbiased estimator, i.e., E
[
ψˆm
]
= 0, a reasonable approximation to the
variance of angle estimation is expressed as
σ2ψ = E
[
ψˆ2m
]
≈ 1
2k2mS∆/NΣ
[
1 +M2(ψ)
]
, (2.31)
where in this paper, M(ψ) = ζAoAm , and km = M
′(ηm) is the slope of M(·) at
boresight of the corresponding auxiliary beam pair. According to (2.13),
km = M
′(ηm) = − sin(δr)
1− cos(δr) . (2.32)
By plugging (2.29), (2.30) and (2.32) into (2.31), (2.24) is obtained, which
completes the proof.
For a multi-path channel and a given transmit beamforming vector
at(νn + δt), let the dominant path’s transmit spatial frequency µ` satisfy
a∗t (νn + δt)at(µ`) = β. The corresponding receive spatial frequency satis-
fies |ψ` − ηm| < δr. Assuming ψ` = 0, the following corollary characterizes the
dominant path’s receive spatial frequency estimation performance.
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Corollary 2.1. For a given multi-path channel, the variance of dominant path’s
receive spatial frequency estimate, i.e., E
[
ψˆ2`
]
, using the proposed auxiliary
beam pair design is approximated as
σ2
ψˆ`
≈
(1− cos(δr))2
(
σ2 |ΥΣ|+
∑Np
`′=1,`′ 6=` |a∗t (νn + δt)G∗`′ΛΣG`′at(νn + δt)|
)
2|α|2|β|2 sin2(δr) |a∗r (ψ`)Λ∆ar(ψ`)|
×
[
1 +
(
ζAoAm,`
)2]
, (2.33)
where G`′ = α`′ar(ψ`′)a
∗
t (µ`′), ζ
AoA
m,` = − sin(ψ`−ηm) sin(δr)1−cos(ψ`−ηm) cos(δr) , and ΛΣ = ar(ηm −
δr)a
∗
r (ηm − δr) + ar(ηm + δr)a∗r (ηm + δr).
The approximated result in Corollary 2.1 is obtained by treating NΣ
in (2.30) as the multi-path interference plus noise power of the sum channel
output, which is computed as
NΣ = σ
2 |ΥΣ|+
Np∑
`′=1,`′ 6=`
|a∗t (νn + δt)G∗`′ΛΣG`′at(νn + δt)| . (2.34)
2.4.2.2 Large system analysis
We can conclude from Lemma 2.3 that if the angular spacing between
the two beams in the same auxiliary beam pair is zero, i.e., δr = 0, we have
cos(δr) = 1, and therefore σ
2
ψˆ
= 0. As we assume ψ = 0 in our derivation,
we can obtain ψˆ = ψ = 0. Assuming infinite number of receive antennas,
i.e., Mtot → ∞, we can first asymptotically compute the sum and difference
channel outputs as |ΥΣ| → 2 and |a∗r (ψ)Λ∆ar(ψ)| → 0. Note that Mtot →∞
also implies that extremely narrow receive beams are used by the receiver to
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conduct the angle estimation with DFT-type beam codebook. Further, we as-
sume that a total of Mtot receive beams are probed to cover the given angular
range. Intuitively, under this large system assumption, we have δr → 0. Based
on our previous analysis, we can therefore obtain σ2
ψˆ
→ 0 regardless of the
receive spatial frequency to be estimated. We can derive similar results for the
multi-path channel, where the estimation of dominant path’s spatial frequency
is the design focus. From the above analysis, we can see that our proposed
off-grid auxiliary beam pair structure is still subject to the beam grid resolu-
tion assuming noise, multi-path interference and other types of impairments.
From the design principle of the on-grid GoB based method (uniform quan-
tization), it is straightforward that the corresponding angle estimation error
variance also converges to zero if the number of employed antennas is very
large. For the on-grid compressed sensing based strategy, it is reported in [62]
that the asymptotic error variance of orthogonal matching pursuit (OMP) can
be expressed as σ2OMP =
2E[L]
ND
σ2, where ND corresponds to the dictionary size
and L is the number of iterations required by the OMP. Assuming ND →∞,
this error variance converges to those derived from the auxiliary beam pair
and GoB based methods.
2.4.3 Multi-path AoD/AoA estimation
If the transmitter and receiver have NRF and MRF RF chains, we pro-
pose to simultaneously form NRF and MRF analog transmit and receive beams
for a given time instant. This is more efficient than forming one beam at a
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time using a single RF chain to cover a given angular range. By selecting
the best transmit and receive auxiliary beam pairs from all beamforming and
combining vectors, we can obtain high-resolution multi-path AoD and AoA
estimates. To facilitate the selection of the best transmit and receive auxiliary
beam pairs, the simultaneously formed analog transmit and receive beams are
sent towards random directions. Pseudo-random sequence (e.g., m-sequence)
scrambled with the beam specific identity (ID) is transmitted along with the
analog transmit beam. By detecting the pseudo-random sequence, the receiver
is able to differentiate the simultaneously probed analog transmit beams.
Denote by NT and MT the total numbers of probings performed by
the transmitter and receiver. Denote by FT = {at(νn ± δt), n = 1, · · · , NK}
and WT = {ar(ηm ± δr),m = 1, · · · ,MK} the codebooks of analog transmit
and receive steering vectors. The analog transmit and receive probing ma-
trices are constructed by concatenating all successively probed analog trans-
mit precoding and receive combining matrices. For instance, denote by FT
and WT the analog transmit and receive probing matrices, we have FT =
[F1, · · · ,Fnt , · · · ,FNT ] and WT = [W1, · · · ,Wmt , · · · ,WMT ], where Fnt ∈
CNtot×NRF represents the nt-th probing formed by the transmitter, Wmt ∈
CMtot×MRF is the mt-th probing at the receiver. Each column in Fnt and Wmt
is randomly chosen from FT and WT. We will elaborate the reason for simul-
taneously steering the transmit and receive beams towards random directions
other than successive or predefined directions later. The transmit and receive
probings are conducted in a TDM manner. That is, for a given probing at the
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receiver, e.g., Wmt , NT consecutive probings F1, · · · ,FNT are performed at the
transmitter. This process iterates until all MT probings have been executed
by the receiver. As each beam in FT is associated with a distinct beam ID, the
receiver can identify a specific beam in FT, and therefore, a specific transmit
auxiliary beam pair.
Assume that µ` ∈ (νn − δt, νn + δt) and ψ` ∈ (ηm − δr, ηm + δr) for a
given ` ∈ {1, · · · , Np} where Np is the total number of paths. To estimate
path-`’s transmit spatial frequency µ`, considering a given probing at the re-
ceiver, e.g., Wmt , we obtain the resultant matrix by concatenating the NTNRF
transmit beamforming vectors in the absence of noise as
Ymt = W
∗
mtHFTX, (2.35)
where X is a diagonal matrix carrying NTNRF training symbols on its diag-
onal. For simplicity, we set X = INTNRF . By detecting the beam ID, the
receiver is able to locate a specific transmit auxiliary beam pair in FT. For in-
stance, [FT]:,u = at(νn− δt), and [FT]:,v = at(νn + δt), u, v ∈ {1, · · · , NTNRF}.
Consider path-` and at(νn − δt), we have
∣∣∣[Ymt ]`,u∣∣∣2 = χ∆n,mt,` + Np∑
`′=1,`′ 6=`
|α`′|2
[
[Wmt ]
∗
:,` ar(ψ`′)a
∗
t (µ`′)at(νn − δt)
× a∗t (νn − δt)at(µ`′)a∗r (ψ`′) [Wmt ]:,`
]
, (2.36)
where χ∆n,mt,` = |α`|2
∣∣∣[Wmt ]∗:,` ar(ψ`)∣∣∣2 |a∗t (µ`)at(νn − δt)|2. Exploiting the
sparse nature of mmWave channels, if NtotMtot → ∞, the second term in
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(2.36) converges to zero [61], resulting in
∣∣∣[Ymt ]`,u∣∣∣2 a.s.→ χ∆n,mt,`. Similarly, with
respect to at(νn + δt), we have∣∣∣[Ymt ]`,v∣∣∣2 a.s.→ χΣn,mt,` = |α`|2 ∣∣∣[Wmt ]∗:,` ar(ψ`)∣∣∣2 |a∗t (µ`)at(νn + δt)|2 . (2.37)
Using the asymptotic results to estimate µ`, we calculate the ratio metric as
ζAoDn,` =
∣∣∣[Ymt ]`,u∣∣∣2 − ∣∣∣[Ymt ]`,v∣∣∣2∣∣∣[Ymt ]`,u∣∣∣2 + ∣∣∣[Ymt ]`,v∣∣∣2 =
χ∆n,mt,` − χΣn,mt,`
χ∆n,mt,` + χ
Σ
n,mt,`
(2.38)
=
|a∗t (µ`)at(νn − δt)|2 − |a∗t (µ`)at(νn + δt)|2
|a∗t (µ`)at(νn − δt)|2 + |a∗t (µ`)at(νn + δt)|2
. (2.39)
According to Lemma 2.2 and µ` ∈ (νn − δt, νn + δt), χ∆n,mt,` and χΣn,mt,` are
determined as the auxiliary beam pair of interest. The quantized version of
ζAoDn,` is fed back to the transmitter. Upon receiving the feedback information,
the transmitter estimates µ` via (similar to (2.20))
µˆn,` = νn−arcsin
ζAoDn,` sin(δt)− ζAoDn,`
√
1− (ζAoDn,` )2 sin(δt) cos(δt)
sin2(δt) +
(
ζAoDn,`
)2
cos2(δt)
 . (2.40)
The corresponding transmit array response vector can be constructed as at(θˆ`)
with θˆ` = arcsin (λµˆn,`/2pidt). The above process is conducted with respect to
each path `, and finally, Aˆt =
[
at(θˆ1), · · · ,at(θˆNp)
]
is constructed accounting
for all estimated AoDs.
To estimate path-`’s AoA ψ`, a given probing at the transmitter Fnt is
considered by concatenating all MT receive probings in the absence of noise,
i.e.,
Ynt = W
∗
THFntX, (2.41)
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where Ynt has dimension of MTMRF × NRF, and X = INRF . Different from
the AoD estimation, the receiver has full knowledge of the position of a spe-
cific receive auxiliary beam pair in WT, e.g., [WT]:,p = ar(ηm − δr), and
[WT]:,q = ar(ηm + δr), p, q ∈ {1, · · · ,MTMRF}. We can therefore compute
the corresponding ratio metric as
ζAoAm,` =
∣∣∣[Ynt ]p,`∣∣∣2 − ∣∣∣[Ynt ]q,`∣∣∣2∣∣∣[Ynt ]p,`∣∣∣2 + ∣∣∣[Ynt ]q,`∣∣∣2 (2.42)
=
|a∗r (ψ`)ar(ηm − δr)|2 − |a∗r (ψ`)ar(ηm + δr)|2
|a∗r (ψ`)ar(ηm − δr)|2 + |a∗r (ψ`)ar(ηm + δr)|2
(2.43)
assuming NtotMtot → ∞. We can obtain the estimation of the associated
receive spatial frequency as
ψˆm,` = ηm − arcsin
ζAoAm,` sin(δt)− ζAoAm,`
√
1− (ζAoAm,` )2 sin(δr) cos(δr)
sin2(δr) +
(
ζAoAm,`
)2
cos2(δr)
 .
(2.44)
The corresponding receive array response vector can be constructed as ar(φˆ`)
with φˆ` = arcsin
(
λψˆm,`/2pidr
)
. Finally, the receive array response matrix is
constructed as Aˆr =
[
ar(φˆ1), · · · ,ar(φˆNp)
]
accounting for all estimated AoAs.
In the absence of noise, the estimation performance of the proposed
algorithm is only subject to the multi-path interference (see e.g., the second
term in (2.36)). By leveraging the high-power regime and channel sparsity,
the multi-path interference can be minimized, and the corresponding ratio
metric in (2.38) (or (2.42)) is independent of the analog receive (or transmit)
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processing. If the noise impairment is accounted for, (3.25) and (2.41) become
Ymt = W
∗
mtHFTX +W
∗
mtP , (2.45)
Ynt = W
∗
THFntX +W
∗
TQ, (2.46)
where P (Q) is an MRF × NTNRF (NTMRF × NRF) noise matrix given by
concatenating NTNRF (NRF) noise vectors. To estimate multi-path’s AoD and
AoA using (2.45) and (2.46), the receive and transmit probing matrices Wm′t
and Fn′t that satisfym
′
t = argmax
mt=1,··· ,MT
tr
(
Y ∗mtYmt
)
and n′t = argmax
nt=1,··· ,NT
tr
(
Y ∗ntYnt
)
are first selected. By plugging Wm′t and Fn′t into (2.45) and (2.46), the re-
sulted Ym′t and Yn′t are then employed in (2.38) and (2.42) to determine the
ratio metrics. To efficiently execute this selection process, the steering angles
of simultaneously probed beams should match the distribution of AoD/AoA,
which are unknown to the transmitter and receiver in prior, as much as pos-
sible. Hence, with finite NT and MT, we propose to steer the analog beams
in one probing matrix to random angular directions. Using multiple transmit
and receive RF chains, the number of attempts of the proposed algorithm then
becomes NTNRF ×MTMRF.
We provide the pseudo-code of the proposed auxiliary beam pair en-
abled multi-path AoD estimation in Algorithm 2.1.
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Algorithm 2.1 Multi-path AoD estimation via auxiliary beam pair design
Initialization
1: Set the transmit and receive beam codebooks FT and WT
2: Set the total numbers of transmit and receive probings NT and MT
3: Set Fnt ∈ CNtot×NRF (nt = 1, · · · , NT) such that [Fnt ]:,i (i = 1, · · · , NRF)
is randomly chosen from FT
4: Set Wmt ∈ CMtot×MRF (mt = 1, · · · ,MT) such that [Wmt ]:,κ (κ =
1, · · · ,MRF) is randomly chosen from WT
5: Set FT = [F1, · · · ,Fnt , · · · ,FNT ] and WT = [W1, · · · ,Wmt , · · · ,WMT ]
Find the best receive combining matrix
6: For mt = 1, · · · ,MT
7: For nt = 1, · · · , NT
8: [Ymt ]:,NRF(nt−1)+1:NRFnt = W
∗
mtHFntX +W
∗
mt [P ]:,NRF(nt−1)+1:NRFnt
9: end For
10: end For
11: m′t = argmax
mt=1,··· ,MT
tr
(
Y ∗mtYmt
) ⇒ Wm′t is selected for the rest of the
procedure
Find the best transmit auxiliary beam pair for path-`, ` = 1, · · · , Np
12: For n′ = 1, · · · , NK
13: Determine u′ and v′ (u′, v′ ∈ {1, · · · , NTNRF}) such that [FT]:,u′ =
at(νn′ − δt), and [FT]:,v′ = at(νn′ + δt) by detecting the beam ID
14: Calculate
∣∣∣[Ym′t]`,u′∣∣∣2 and ∣∣∣[Ym′t]`,v′∣∣∣2
15: end For
16: [FT]:,u and [FT]:,v are chosen as the auxiliary beam pair of interest using
Lemma 2.2
17: Determine n ∈ {1, · · · , NK} such that [FT]:,u = at(νn−δt), and [FT]:,v =
at(νn + δt)
Estimate path-`’s AoD
18: Compute ζAoDn,` following (2.38) and µˆn,` using (2.40)
2.5 Applications and Implementation Issues of Auxil-
iary Beam Pair in MmWave Cellular Systems
In this section, we first address potential deployment scenarios of the
proposed design approach in mmWave cellular systems, including control chan-
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nel beamforming and hybrid precoding for data channel communications. We
then discuss two important issues of implementing our proposed method in
practical systems, including extension to the multi-user scenario and the scal-
ability to different antenna array architectures.
2.5.1 Analog-only beamforming for control channel
To achieve sufficiently high received signal quality, we believe that the
control channel will be beamformed in mmWave cellular systems. We classify
the control channel as system-specific, cell-specific and user-specific control
channel due to their different purposes and link-budget requirements. For in-
stance, the system-specific control channel carries basic network information
such as operating carrier frequency, bandwidth, and etc., which needs a wide
coverage. The cell-specific control channel conveys the signals that help the
UE to discover, synchronize and access the cell, which requires not only a
certain level of coverage, but also relatively high received signal strength. For
user-specific control channel, which embeds reference signals for channel in-
formation acquisition for a specific UE, pencil beams are employed to ensure
high received signal quality. We propose a multi-layer structure in this chapter
for control channel beamforming such that analog transmit beams in different
layers are associated with different types of control channel. In Figure 2.2,
conceptual examples of the multi-layer control channel beamforming are pre-
sented. Layer-1, 2 and 3 transmit system-specific, cell-specific and user-specific
control channels using coarse and fine-grained beams.
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Figure 2.2: (a) A conceptual example of multi-layer grid-of-beams based con-
trol channel beamforming in mmWave cellular systems. (b) A conceptual ex-
ample of multi-layer auxiliary beam pair based control channel beamforming
in mmWave cellular systems.
We provide one conceptual example of a grid-of-beams based multi-
layer control channel beamforming design in Figure 2.2(a). As the grid-of-
beams based approach is not able to provide high-resolution estimates of chan-
nel’s AoD and AoA, each UE in a given layer searches over all analog transmit
beams within the probing range of interest, and selects the one with the highest
received signal strength. Using the example shown in Figure 2.2(a), the total
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number of attempts for a given UE to finally select the user-specific control
channel beam is 2 + 4 + 4 = 10.
In Figure 2.2(b), we exhibit one conceptual example of employing aux-
iliary beam pairs in the multi-layer beamformed control channel design. In
each layer, the analog transmit beams not only carry necessary control sig-
nals, but also act as auxiliary beam pair to help acquire channel information.
For instance, in Layer-1, one auxiliary beam pair is formed, in which two 60◦
analog transmit beams are contained covering a 120◦ sector. Upon receiving
the analog transmit beams, each UE not only decodes the system-specific in-
formation from the beam that yields the highest received signal strength, but
also calculates the ratio metric corresponding to the auxiliary beam pair. The
ratio metric is then quantized and sent back to the BS. According to the ra-
tio metric feedback, the BS estimates the AoD and determines the confidence
probing range for the next layer beamforming. For instance, assume that µˆ`1
is the estimated transmit spatial frequency obtained via Layer-1 beamforming,
and δ`2 approximates the half of half-power beamwidth of the analog transmit
beam used for Layer-2 beamforming. The confidence probing range for Layer-
2 is then determined as [µˆ`1 − δ`2 , µˆ`1 + δ`2 ]. The above process repeats until
the final layer beamforming has been executed. Using the example shown in
Figure 2.2(b), the total number of attempts for a given UE to finally select the
user-specific control channel beam becomes 2 + 2 + 2 = 6. In contrast to the
grid-of-beams based approach, the beam finding overhead is reduced by 40%.
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2.5.2 Hybrid analog and digital precoding for data channel
Using the high-resolution angle estimates, both the transmitter and re-
ceiver can first build their own array response matrices, i.e., Aˆt =
[
at(θˆ1), · · · ,
at(θˆNp)
]
and Aˆr =
[
ar(φˆ1), · · · ,ar(φˆNp)
]
. Both the transmit precoder and re-
ceive combiner can then be constructed as matched filters to the transmit and
receive array response matrices, i.e., FRF = Aˆt and WRF = Aˆr. Note that if
the channel reciprocity can be exploited to provide more accurate angle esti-
mates, FRF and WRF can be further optimized. To properly configure the dig-
ital baseband precoder, FRF and WRF are first formed by the transmitter and
receiver. The transmit-receive beam-space channel can therefore be obtained
by the receiver as HTR = W
∗
RFHFRF, by using predetermined reference sig-
nals/pilots sent through the analog beamforming vectors in FRF. Using HTR,
the digital baseband precoder is then chosen by the receiver from a predefined
codebook F = {F1,F2, · · · ,FNB}. In closed-loop systems, the receiver searches
for the baseband codebook and finds the codeword that maximizes/minimizes
a given performance metric. For instance, if the system targets at maximizing
the spectral efficiency, we can express the corresponding optimization problem
as
F ∗ = argmax
F∈F
log2 det
(
INS +
1
NS
R−1n HTRFF
∗H∗TR
)
, (2.47)
where Rn = σ
2W ∗RFWRF. The receiver then sends the index of the selected
codeword in the codebook back to the transmitter, based on which the trans-
mitter could build the baseband precoder as FBB = F
∗. If the receiver has
the knowledge of FBB via necessary control signaling from the transmitter, the
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receiver can also construct the baseband combiner WBB = HTRFBB, to better
support the multi-stream data channel communications.
2.5.3 Extension to multi-user scenario
In previous sections, we specifically illustrate the proposed AoD/AoA
estimation algorithm for a single-user scenario. In this part, we discuss exten-
sion of the proposed approach to a multi-user setup as this application scenario
is important for practical cellular systems.
Assume perfect synchronization between the BS and UEs, we can di-
rectly extend the algorithms proposed for the single-user case to the multi-user
scenario with appropriate frame structure design that can better support the
communications between the BS and UEs through auxiliary beam pairs. We
therefore define a probing frame, which includes a predetermined number of
probing slots. From the perspective of each UE, the same receive probing is
performed for all probing slots. The receive probing can be either single receive
beam if the UE is equipped with a single RF chain, or receive combining matrix
if multiple RF chains are employed. For a given probing frame, all transmit
probings are conducted by the BS across all probing slots in the probing frame.
That is, in a given probing frame, the UE uses the same receive probing to
combine all transmit probings across all probing slots, and this procedure con-
tinues until all receive probings are executed by the UE across all probing
frames. Following steps 6∼18 in Algorithm 2.1, each UE then estimates the
desired AoDs/AoAs. Note that for the multi-user scenario, the auxiliary beam
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Figure 2.3: Conceptual examples of transmit subarray and shared-array archi-
tectures in forming the auxiliary beams.
pair for angle estimation plays a similar role to the common reference signal
(CRS) in LTE for channel estimation such that the transmitted beam-specific
signals are common for all active users.
2.5.4 Sub-array architecture versus shared-array architecture
In Figure 2.3, we present conceptual examples of both the transmit
shared-array and sub-array antenna architectures. In the sub-array architec-
ture, we assume two sub-arrays (i.e., SA1 and SA2) equipped at the trans-
mitter, i.e., NRF = 2. Denote the number of transmit antennas at each trans-
mit sub-array by Nsub, the total number of antennas are then calculated as
Nant = NRFNsub. A total number of Mtot receive antennas are assumed at
the receiver with a single receive RF chain. Further, the two analog transmit
beams used to form one auxiliary beam pair are restricted from the same sub-
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array. For instance, in the example shown on the left-hand-side of Figure 2.3,
the analog transmit beams f1 and f2 from SA1 form one auxiliary beam pair,
and f3, f4 from SA 2 form another auxiliary beam pair. In the shared-array
architecture presented on the right-hand-side of Figure 2.3, a total number
of Ntot transmit antennas are deployed and jointly controlled by NRF = 2
RF chains. In the shared-array example, we consider f(1) and f(2) form one
auxiliary beam pair, and f(3) and f(4) form another auxiliary beam pair. We
highlight here that f1, · · · ,f4 are Nsub × 1 vectors, while f(1), · · · ,f(4) are
Ntot × 1 vectors.
The probing strategies of the auxiliary beam pairs are different between
the two array architectures. For instance, regarding the sub-array example
shown in Figure 2.3, as two RF chains are assumed, two analog transmit
beams can be probed simultaneously. In the first time-slot, if f1 and f3 are
transmitted, f2 and f4 would be probed during the second time-slot. That
is, for a given time-slot, only one of the two beams in the same auxiliary
beam pair can be probed for the sub-array architecture. On the contrary, the
probing strategy of the auxiliary beam pairs is more flexible in the shared-array
structure shown in Figure 2.3.
We consider a single-path channel with the transmit spatial frequency
µ and receive spatial frequency ψ. Denote the channel matrix between SA1 at
the transmitter and receiver by H1,
H1 = αar(ψ)a
∗
t (µ), (2.48)
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where α is the path gain, ar(ψ) denotes the Mtot × 1 receive array response
vector in this example, and at(µ) represents the Nsub × 1 transmit array
response vector. The full channel matrix between the transmitter and re-
ceiver in the sub-array example shown in Figure 2.3 is then constructed as
HSA =
[
H1 e
−j(Nsub−1)µH1
]
. In the absence of noise, the concatenated re-
ceived signal is expressed as
y = w∗HSA
[
f1 0Nsub f2 0Nsub
0Nsub f3 0Nsub f4
]
, (2.49)
following the probing order stated above, and w denotes the Mtot × 1 receive
combining vector.
With respect to f1 and f2 from SA1, the corresponding ratio metric
can therefore be calculated as
ζSA1 =
|w∗H1f1|2 − |w∗H1f2|2
|w∗H1f1|2 + |w∗H1f2|2
. (2.50)
If the transmit spatial frequency µ is within the probing range of f1 and f2, it
can be estimated by directly inverting ζSA1 due to the monotonicity. Similarly,
regarding f3 and f4 from SA2, the ratio metric can be derived as
ζSA2 =
|w∗H1f3|2 − |w∗H1f4|2
|w∗H1f3|2 + |w∗H1f4|2
. (2.51)
Note that the term e−j(Nsub−1) is simply cancelled out from both the numerator
and the denominator in (2.51). If the transmit spatial frequency µ is within
the probing range of f3 and f4, it can be estimated by inverting ζSA2.
For the shared-array example shown on the right-hand-side of Fig-
ure 2.3, the corresponding ratio metrics derived from the auxiliary beam pairs
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{
f(1),f(2)
}
and
{
f(3),f(4)
}
are
ζSH1 =
∣∣w∗HSHf(1)∣∣2 − ∣∣w∗HSHf(2)∣∣2∣∣w∗HSHf(1)∣∣2 + ∣∣w∗HSHf(2)∣∣2 ,
ζSH2 =
∣∣w∗HSHf(3)∣∣2 − ∣∣w∗HSHf(4)∣∣2∣∣w∗HSHf(3)∣∣2 + ∣∣w∗HSHf(4)∣∣2 , (2.52)
where HSH = αar(ψ)a
∗
t (µ) and now at(µ) becomes a Ntot × 1 transmit array
response vector. If µ is within the range of f(1) and f(2), it can be estimated
by inverting ζSH1. Similarly, if µ is in the probing range of f(3) and f(4), it can
be estimated by inverting ζSH2.
We can conclude from the above derivations the difference between the
shared-array and sub-array antenna architectures in supporting our proposed
auxiliary beam pair based angle estimation method. For given numbers of to-
tal transmit antennas and RF chains, i.e., Nant = Ntot and Nsub = Ntot/NRF,
the beamforming gain provided by the sub-array based approach is smaller
than that in the shared-array architecture when deriving the ratio metrics.
This is mainly because f1, · · · ,f4 are Nsub-dimensional, while f(1), · · · ,f(4)
are Ntot-dimensional. If the noise impairment is accounted for, the angle es-
timation performance in the sub-array based design is expected to be worse
than that in the shared-array architecture. We note though the the total
number of beams required by the sub-array architecture to cover a given an-
gular range becomes smaller than that in the shared-array architecture. This
is because wider beams are formed in the sub-array architecture due to the
smaller beamforming vectors dimensions. Smaller number of required beams
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implies reduced estimation overhead and computational complexity. To en-
sure the same beamforming gain and estimation overhead, the total number
of antennas required by the sub-array architecture is NRF times of that in the
shared-array based structure.
2.6 Numerical Results
In this section, we evaluate the performance of the proposed auxiliary
beam pair enabled channel estimation technique. Both the transmitter and
receiver employ a ULA with inter-element spacing λ/2, and 180◦ boresight.
The codebook for quantizing the ratio measure in the proposed method has
non-uniformly distributed codewords within the interval of [−1, 1]. Denote by
Nant = Ntot (or Mtot), and δ = δt (or δr) for AoD (or AoA) estimation. In the
simulation, we set δ = pi/Nant.
In Figure 2.4(a), we evaluate the spectral efficiency performance of
analog-only beamforming and combining under single-path channel conditions.
Both the AoD and AoA are uniformly distributed in the interval of [−pi/2, pi/2]
for each channel use. The transmit beamforming and receive combining vec-
tors are constructed using (i) perfect channel knowledge of AoD and AoA,
and (ii) estimated AoD and AoA via auxiliary beam pair design. The ratio
measure that characterizes the AoD for each channel use is quantized using 4
bits. It can be observed from Figure 2.4(a) that the spectral efficiency per-
formance of employing the proposed channel estimation method approaches
that with perfect channel knowledge, for different numbers of employed trans-
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mit antennas. We provide the MSE performance of the single-path’s AoD and
AoA estimation in Figure 2.4(b) under various SNR levels. We define the SNR
here as the target SNR γ before the analog beamforming and combining. It
is observed from Figure 2.4(b) that promising MSE performance of AoD and
AoA estimation can be achieved even in a relatively low SNR regime. With an
increase in the number of employed antennas, the AoD and AoA estimation
performance is further improved.
We plot the corresponding MSE performance of AoD and AoA estima-
tion in Figure 2.5(a) under multi-path channel condition and 10 dB SNR. In
this example, we assume a Rician channel model, with various Rician K-factor
values,
H =
√
K
1 + K
α`ar(φ`)a
∗
t (θ`)︸ ︷︷ ︸
HLOS
+
√
1
1 + K
Np∑
`′=1,r′ 6=r
α`′ar(φ`′)a
∗
t (θ`′)︸ ︷︷ ︸
HNLOS
, (2.53)
where HLOS and HNLOS represent line-of-sight (LOS) and non-LOS (NLOS)
channel components. The number of NLOS channel components is 5. The ob-
jective is to estimate the dominant path’s AoD and AoA, and steer the analog
transmit and receive beams towards the estimated angles. From the channel
observation in [63], 13.2 dB Rician K-factor characterizes the mmWave chan-
nels’ conditions the best in an urban wireless channel topography. The reason
for evaluating various Rician K-factor values is to validate the capability of the
proposed algorithm in estimating the dominant path’s AoD/AoA when NLOS
components have relatively strong power. With directional analog beamform-
ing and combining, the MSE performance of AoD and AoA estimation is still
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promising even in the small K-factor regime (e.g., 2 dB). In Figure 2.5(b),
the effective channel gain |w∗Hf |2 is evaluated, where f and w are analog
transmit and receive steering vectors obtained using perfect channel informa-
tion and estimated AoD and AoA via auxiliary beam pair design. It can be
observed from Figure 2.5(b) that the proposed technique approaches that with
perfect channel knowledge.
With large δt (implying wide transmit beams), the angle estimation
performance would be degraded due to the low received SNR. With small δt,
the angle estimation performance would be improved as narrow beams are used
and the received SNR is increased. In Figure 2.6, we examine the “sensitivity”
of the estimated angle information to the number of transmit antennas and δt.
It can be observed from Figure 2.6(a) that with relatively small Ntot (e.g., 8),
the MAEE performance gap between the proposed algorithm and that without
any estimation error is relatively large. That is, the angle estimation perfor-
mance of the auxiliary beam pair design is more “sensitive” if relatively wide
beams are employed. With an increase in the number of transmit antennas,
the corresponding transmit beams become narrower, resulting in better angle
estimation performance due to the improved received SNR.
It can also be observed from Figure 2.6(b) that with relatively small δt,
the MAEE performance of the proposed method approaches the case without
any estimation error. For instance, with δt = 3
◦, the MAEE of the proposed
approach is less than 8◦. With an increase in δt, the MAEE performance gap
between the proposed method and that without any estimation error becomes
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large, implying that the algorithm now becomes more “sensitive” in terms of
the angle estimation performance.
In Figures 2.5 and 2.7, we evaluate the performance of the proposed
design approach assuming relatively small numbers of transmit and receive
antennas, and a wide range of target SNRs. The mmWave systems, however,
are expected to deploy a large number of antennas to provide sufficient link
margin via directional beamforming. In Figure 2.7(a), we evaluate the mean
angle estimation error (MAEE) performance for the proposed algorithm using
different numbers of transmit antennas in the single-path channel. Here, we
define the MAEE as E [|υtrue − υest|], where υtrue represents the exact angle in
degree, and υest is its estimated counterpart in degree. From Figure 2.7(a),
it can be observed that with an increase in the number of transmit antennas,
the MAEE is reduced for both −10 dB and −30 dB SNRs. For large NtotMtot,
e.g., 128× 8 in this example, the MAEE is close to 0◦ for different SNR levels.
The estimation performance improvements, however, are brought by increased
estimation overhead. In Figure 2.7(b), we evaluate the trade-off performance
between the estimation overhead in terms of the total number of iterations
between the transmitter and receiver, and the angle estimation performance
determined by δ. For instance, δ = 11.25◦ corresponds to Nant = 16, and eight
beams are formed to cover the 180◦ angular range. That is, for δt = 11.25◦
and δr = 22.5
◦, we calculate the total number of iterations as 4× 8 = 32, and
we obtain the MAEE performance by setting Ntot = 16 and Mtot = 8 for a
given target SNR (as shown in Figure 2.7(a)).
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In Figure 2.8, we evaluate our proposed method in single-path channels,
assuming both shared-array and sub-array architectures. For the shared-array
architecture, a total number of Ntot = 8 transmit antennas are employed with
one transmit RF chain. For the sub-array architecture, two cases are con-
sidered: (i) Nsub = 4 with NRF = 2, and (ii) Nsub = 8 with NRF = 2. For
case (i), a total number of NsubNRF = 8 transmit antennas are employed for
the sub-array architecture, which are the same as in the shared-array archi-
tecture. In case (ii), a total of NsubNRF = 16 transmit antennas are used,
which double the number of employed transmit antennas in the shared-array
scenario. It is evident from Figure 2.8 that case (i) sub-array architecture
exhibits worse MAEE performance than the shared-array architecture though
the total number of transmit antennas are the same for both scenarios. Fur-
ther, case (ii) sub-array architecture shows similar MAEE performance relative
to the shared-array architecture.
In Figure 2.9, we evaluate the MSE performance of transmit array re-
sponse matrix estimation using the proposed design approach, adaptive com-
pressed sensing (CS) technology developed in [8] and modified GoB based ap-
proach in [13] using the proposed probing strategy in Section 2.4.3. We define
the performance metric as E [tr (Γ∗Γ)], where Γ = At − Aˆt, and Aˆt contains
the estimated transmit array response vectors. Here, Np = NRF = MRF = 3.
We interpret the total number of training steps Ωtr defined in [8] as the to-
tal number of probings in the proposed approach and modified GoB. For fair
comparison, we set Ωtr = 96, 196 and 400. These correspond to NT ×MT =
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12×8, 14×14 and 20×20. From Figure 2.9, it is observed that with Mtot = 4,
the adaptive CS approach exhibits better MSE performance than the proposed
approach. The reason is that with relatively small set of candidate receive com-
bining vectors and MT, the proposed approach is not able to provide sufficient
receive array gain to achieve high-resolution angle estimate. With an increase
in the number of receive antennas and total number of probings, however,
the proposed design approach outperforms the adaptive CS and GoB based
methods. The reason is that the performance of the adaptive CS and GoB
is limited by the codebook resolution, while the proposed approach is able to
provide super-resolution AoD estimate as long as multi-path components can
be resolved. It can also be observed from Figure 2.9 that, the auxiliary beam
pair based design with Ntot = 8 and Mtot = 8 exhibits similar angle estimation
performance to the grid-of-beams based method with Ntot = 16 and Mtot = 8
for various SNR values.
2.7 Conclusion
In this chapter, we proposed and evaluated a novel auxiliary beam pair
based angle estimation strategy in closed-loop mmWave systems with large
number of deployed antennas. We showed that by leveraging well structured
pairs of custom designed analog beams, we can obtain high-resolution esti-
mates of channel’s AoD and AoA via amplitude comparison. By using the
estimated AoD and AoA, we can better facilitate the directional initial access
process, and enable data channel spatial multiplexing via hybrid precoding.
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We employed several numerical examples to reveal that by using the proposed
algorithm, promising channel estimation performance was achieved with sig-
nificantly reduced training overhead under a moderate amount of feedback.
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Figure 2.4: (a) Spectral efficiency of analog-only beamforming and combining
using perfect channel information and estimated AoD and AoA via auxiliary
beam pair design in a single-path channel. (b) Mean squared error performance
of AoD and AoA estimation using the proposed approach under various SNR
levels.
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Figure 2.5: (a) Mean squared error performance of AoD and AoA estimation
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combing using perfect channel information and estimated AoD and AoA via
auxiliary beam pair design.
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Figure 2.7: (a) Mean angle estimation error (MAEE) of AoD estimation us-
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Chapter 3
Two-Dimensional Angle Estimation in
MmWave Systems with Dual-Polarization
In this chapter, we propose a two-dimensional high-resolution angle
estimation algorithm for mmWave MIMO systems. Different from our prior
work in Chapter 2 and [40, 41], we focus on wideband channels with dual-
polarized array structure, and leverage the fact that the AoDs and AoAs are
the same for both vertical an horizontal polarization domains. We also develop
and evaluate various auxiliary beam pair and polarization domain mapping
strategies for the proposed method. Further, we design a new multi-layer
pilot signal structure and a differential quantization strategy for the proposed
approach. The design target here is to reduce the reference signal and feedback
overheads. This work was published in [42,43].
3.1 Prior Work and Motivation
Dual-polarized antenna systems, discussed in [5], can also be incor-
porated into mmWave systems allowing a large number of antennas to be
deployed with a small form factor. In addition to space efficiency, high-rank
data streams can be multiplexed across the polarizations by taking advantage
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of dual-pole decoupling in the channel. In a dual-polarized mmWave MIMO
system, it is useful to acquire accurate AoDs and AoAs of the channels, with
which highly directional beams can be formed for data communications. To
develop practical angle estimation algorithms, the fact that the AoDs and
AoAs are the same for both polarization domains can be leveraged, while at
the same time recognizing that wideband channels should also be frequency
selective.
None of the existing wideband mmWave channel estimation approaches
in [16]-[24] considered the polarization. An analytical framework of dual-
polarized multi-antenna wireless systems was presented in [5]. In [64], dual-
polarization was used for beam training in narrowband mmWave systems. In
summary, the channel estimation techniques proposed in [16]-[24] and [64] fo-
cused on either the wideband channels or dual-polarization, but not both.
3.2 Contributions
In this chapter, we propose to estimate the channel’s azimuth/elevation
AoD and AoA through auxiliary beam pair design for dual-polarized MIMO in
wideband mmWave systems. To facilitate practical realization of the proposed
design, we provide several feedback options and guidelines on pilot designs. We
summarize the main contributions of this chapter as follows:
• The BS forms elevation (azimuth) transmit auxiliary beam pairs and
steers them towards successive angular directions in the elevation (az-
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imuth) domain. We employ the formed elevation and azimuth transmit
auxiliary beam pairs to estimate the elevation and azimuth transmit spa-
tial frequencies, and therefore, the corresponding AoDs. We can similarly
estimate the AoAs by forming receive auxiliary beam pairs.
• We propose to form the analog beams within each auxiliary beam pair
across both vertical and horizontal polarization domains to leverage the
fact that the AoD/AoA is identical for both polarization domains. We
discuss various auxiliary beam pair and polarization mapping strategies,
and evaluate their impact on the system design.
• For FDD systems, we develop a new differential feedback option for the
proposed auxiliary beam pair design, in which the relative position of the
estimated angle with respect to the boresight of the corresponding aux-
iliary beam pair is quantized. In contrast to the direct quantization we
used in Chapter 2, the proposed differential quantization method is able
to reduce the feedback overhead for two-dimensional angle acquisition.
• Building on the single-path solution, to facilitate the multi-path angle
acquisition, we employ multiple RF chains to form multiple auxiliary
beam pairs simultaneously. Accordingly, we develop a new multi-layer
pilot structure. In the first-layer, we use the auxiliary beam pair specific
pilot to distinguish among simultaneously probed auxiliary beam pairs.
In the second-layer, we use the paired-beam specific pilot to indepen-
dently decouple the beams in the same auxiliary beam pair.
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We evaluate our proposed angle estimation algorithm by simulations under
realistic assumptions. The numerical results reveal that the proposed design
approach is capable of providing high-resolution azimuth/elevation AoD and
AoA estimation under various SNR levels and channel conditions subject to
moderate amounts of feedback and training overheads.
We organize the rest of this chapter as follows. In Section 3.3, we specify
the system and channel models. In Section 3.4, we describe the principle and
procedure of the proposed auxiliary beam pair design in estimating the two-
dimensional angles using the multi-layer pilot structure. We illustrate several
practical issues of implementing the proposed algorithm, including duplexing,
feedback options, and codebook design in Section 3.5. In Section 3.6, we
show numerical results to validate the effectiveness of the proposed technique.
Finally, we draw our conclusions in Section 3.7.
3.3 Models and Assumptions
In this section, we first present the transceiver architecture and the sig-
nal model. We then describe the employed channel model with dual-polarized
antenna arrays.
3.3.1 System Model
We consider a precoded MIMO-OFDM system with N subcarriers and
a hybrid precoding transceiver structure as shown in Figures 3.1(a) and 3.1(b).
Both the BS and UE are equipped with partially shared-array antenna archi-
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Figure 3.1: Structures of the transmit and receive arrays with dual-polarized
antenna elements are presented in this figure. (a) A partially shared-array
architecture is employed at the BS with NRF RF chains and a total number of
Ntot dual-polarized antenna elements. NS data streams are transmitted. (b) A
partially shared-array architecture is employed at the UE with MRF RF chains
and a total number of Mtot dual-polarized antenna elements.
tectures. In Figure 3.2(a), we present the exact mapping between the RF
chains and the dual-polarized antenna elements for the developed partially
shared-array architecture. All RF chains are first evenly grouped into sets of
vertical and horizontal RF chains, denoted as vRF and hRF in Figure 3.2(a).
All vertically (horizontally) polarized antenna elements are jointly controlled
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Figure 3.2: (a) Detailed polarization and RF chain mapping for the proposed
partially shared-array architecture. (b) Illustrative example of angle mismatch
in dual-polarized MIMO. The angle mismatch ς is determined as ς = ςt − ςt,
where ςt and ςr represent the orientation angles of the BS and UE.
by all corresponding vertical (horizontal) RF chains sharing the same network
of phase shifters. Analog beamforming is independently performed from each
polarization domain via the corresponding vertical or horizontal RF chain. In
addition, a UPA is equipped at the BS. For simplicity, a ULA is assumed at
the UE side.
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Based on the employed transceiver architecture, we now develop the
baseband received signal model after beamforming and combining. Let s[k] de-
note an NS×1 baseband transmit symbol vector such that E [s[k]s∗[k]] = INS ,
k = 0, · · · , N − 1. The data symbol vector s[k] is first precoded using an
NRF × NS digital baseband precoding matrix FBB[k], resulting in d[k] =
[d1[k], · · · , dNRF [k]]T = FBB[k]s[k]. The data symbol blocks are then trans-
formed to the time-domain via NRF, N -point IFFTs, generating discrete-
time signal as xnR [k] =
∑N−1
n=0 dnR [n]e
j 2pin
N
k, where nR = 1, · · · , NRF and
k = 0, · · · , N − 1. Before applying an Ntot ×NRF wideband analog precoding
matrix FRF, a cyclic prefix (CP) with length D is added to the data symbol
blocks such that D is greater than or equal to the maximum delay spread of
the multi-path channel. Denote by x[kc] = [x1[kc], · · · ,xNRF [kc]]T, where kc =
N−D, · · · , N−1, 0, · · · , N−1 due to the insertion of the CP. The discrete-time
transmit signal model is then expressed as xcp[kc] = FRFx[kc]. As the analog
precoder is implemented using analog phase shifters,
[
[FRF]:,nR [FRF]
∗
:,nR
]
i,i
=
1
Ntot
is satisfied, where nR = 1, · · · , NRF and i = 1, · · · , Ntot. To further ensure
the total power constraint,
∑N
k=1 ‖FRFFBB[k]‖2F = NS is required.
At the UE side, after combining with an Mtot×MRF analog combining
matrixWRF, the CP is removed. After transforming the received data symbols
from time-domain to frequency-domain via MRF, N -point FFTs, an MRF×NS
digital baseband combining matrix WBB[k] is applied on subcarrier k. The
discrete-time received signal can then be expressed as
y[k] = W ∗BB[k]W
∗
RFH [k]FRFFBB[k]s[k] +W
∗
BB[k]W
∗
RFn[k]. (3.1)
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Here, n ∼ Nc(0Mtot , σ2IMtot) and σ2 = 1/γ, where γ represents the target
SNR.
3.3.2 Channel Model
We first express the basic two-dimensional wideband MIMO channel
model with co-polarized antenna elements. We then construct the dual-pol
channel model by accounting for the effects of power imbalance and angle
mismatch. Similar to the channel model used in Chapter 2, we assume that
the channel has Nr paths, and each path r has azimuth and elevation AoDs
φr, θr, and AoA ψr. Let p(τ) denote the combined effect of filtering and pulse-
shaping for Ts-spaced signaling at τ seconds. Assuming only co-polarized
antenna elements at both the BS and UE, the time-domain delay-d MIMO
channel matrix can be expressed as
G[d] =
Nr∑
r=1
grp (dTs − τr)ar(ψr)a∗t (θr, φr), (3.2)
where gr represents the complex path gain of path-r, ar(·) ∈ CMtot×1 and
at(·) ∈ CNtot×1 correspond to the receive and transmit array response vectors.
Assuming that the UPA is employed by the BS in the xy-plane with Nx and
Ny elements on the x and y axes,
at(θr, φr) =
1√
Ntot
[
1, ej
2pi
λ
dtx sin(θr) cos(φr), · · · ,
ej
2pi
λ
(Nx−1)dtx sin(θr) cos(φr), ej
2pi
λ
dtx sin(θr) sin(φr), · · · ,
ej
2pi
λ
((Nx−1)dtx sin(θr) cos(φr)+(Ny−1)dty sin(θr) sin(φr))
]T
, (3.3)
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where Ntot = NxNy, λ represents the wavelength corresponding to the op-
erating carrier frequency, dtx and dty are the inter-element distances of the
co-polarized antenna elements on the x and y axes. Further, since the ULA is
employed by the UE, we can express the receive array response vector as
ar(ψr) =
1√
Mtot
[
1, ej
2pi
λ
dr sin(ψr), · · · , ej 2piλ dr(Mtot−1) sin(ψr)]T, (3.4)
where dr denotes the inter-element distance of the co-polarized receive antenna
elements. The channel frequency response matrix on subcarrier k is the Fourier
transform of G[d], i.e.,
H [k] =
Nr∑
r=1
grρτr [k]ar(ψr)a
∗
t (θr, φr), (3.5)
where ρτr [k] =
∑D−1
d=0 p (dTs − τr) e−j
2pikd
N .
The basic model in (3.5) needs further modification to account for the
use of dual-polarized antennas. Assuming perfect polarized transmit and re-
ceive systems, therefore all polarized coupling effects are due to dual-polarized
design in the channel. A cross polar discrimination (XPD) value is incorpo-
rated, which implies the ability to distinguish among different polarized an-
tennas [65, 66]. The difference in orientation of the polarized antenna groups
is further characterized by a Givens rotation matrix. To be more specific, de-
noting by gabr the complex path gain from polarization a to b for path-r, the
channel model in (3.5) can be rewritten as
H [k] =
Nr∑
r=1
ρτr [k]
(
Xχ 
([
gvvr g
vh
r
ghvr g
hh
r
]
⊗
(
ar(ψr)a
∗
t (θr, φr)
)))
Rς , (3.6)
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where
Xχ =
√
1
1 + χ
[
1
√
χ√
χ 1
]
⊗ 1Mtot
2
×Ntot
2
, (3.7)
represents the power imbalance between the polarizations with the parameter
χ, defining the reciprocal of the XPD, and
Rς =
[
cos(ς) − sin(ς)
sin(ς) cos(ς)
]
⊗ INtot
2
, (3.8)
denotes the Givens rotation matrix for a mismatch angle of ς. We provide
one conceptual example of the mismatch angle in dual-polarized MIMO in
Figure 3.2(b). Denoting the orientation angles of the BS and UE by ςt and ςr,
we have ς = ςt− ςr. For co-polarized MIMO, ς = 0, and for orthogonally dual-
polarized MIMO, ς = pi/2. Assuming Ntot = NxNy, we have at(·) ∈ CNtot2 ×1
and ar(·) ∈ CMtot2 ×1. That is, the dimensionality of the array response vector
for the dual-polarized antenna array is one half of that for the co-polarized
antenna array.
3.4 Auxiliary Beam Pair Enabled Two-Dimensional An-
gle Estimation in Dual-Polarized MIMO
In this section, we first describe our proposed two-dimensional angle
estimation design assuming a simple narrowband single-path channel using a
single RF chain without considering dual-polarization. Afterwards, we present
a means of estimating wideband multi-path angle components assuming mul-
tiple RF chains and dual-polarized antenna elements.
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3.4.1 Narrowband angle estimation using single RF chain with co-
polarized UPA
For narrowband single-path channels with UPA equipped at the BS
and co-polarized antenna elements, the channel model can be simplified as
H = gar(ψ)a
∗
t (θ, φ). As only co-polarized antenna setup is assumed in
this subsection, ar(ψ) ∈ CMtot×1 and at(θ, φ) ∈ CNtot×1. Denote by µx =
2pi
λ
dtx sin(θ) cos(φ) and µy =
2pi
λ
dty sin(θ) sin(φ), which can be interpreted as
the elevation and azimuth transmit spatial frequencies. We further define two
vectors atx(µx) ∈ CNx×1 and aty(µy) ∈ CNy×1 as
atx(µx) =
1√
Nx
[
1, ejµx , · · · , ej(Nx−1)µx]T ,
aty(µy) =
1√
Ny
[
1, ejµy , · · · , ej(Ny−1)µy]T , (3.9)
which can be viewed as the transmit steering vectors in the elevation and
azimuth domains. We therefore have at(θ, φ) = atx(µx)⊗ aty(µy).
3.4.1.1 General setup for analog transmit beamforming and receive
combining
Two analog transmit beams form an elevation transmit auxiliary beam
pair, and they steer towards µel − δx and µel + δx in the elevation domain for
a given azimuth transmit direction µ′az, i.e., the two transmit array response
vectors become
at(µel − δx, µ′az) = atx(µel − δx)⊗ aty(µ′az),
at(µel + δx, µ
′
az) = atx(µel + δx)⊗ aty(µ′az). (3.10)
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Here, δx =
2`xpi
Nx
where `x = 1, · · · , Nx4 . To form an azimuth transmit auxiliary
beam pair, two analog transmit beams are formed, and they steer towards
µaz − δy and µaz + δy respectively in the azimuth domain for a given elevation
transmit direction µ′el:
at(µ
′
el, µaz − δy) = atx(µ′el)⊗ aty(µaz − δy),
at(µ
′
el, µaz + δy) = atx(µ
′
el)⊗ aty(µaz + δy). (3.11)
Here, δy =
2`ypi
Ny
where `y = 1, · · · , Ny4 .
3.4.1.2 Auxiliary beam pair enabled azimuth/elevation AoD and
AoA estimation
We first demonstrate the estimation of azimuth/elevation AoD. Using
the analog transmit beam at(µel− δx, µ′az) and the receive beam ar(η− δr), we
express the received signal on subcarrier k ∈ {0, · · · , N − 1} as
y[k] = ga∗r (η − δr)ar(ν)a∗t (θ, φ)at(µel − δx, µ′az)s[k]. (3.12)
Note that we neglect noise in (3.12). Assuming |s[k]|2 = 1, we calculate the
corresponding received signal strength as
χ∆el = |g|2 |a∗r (η − δr)ar(ν)a∗t (θ, φ)at(µel − δx, µ′az)|2
(3.13)
= |g|2 |a∗r (η − δr)ar(ν)|2
∣∣∣∣∣ sin
(
Nx
(
µx−µel
2
))
Nx sin
(
µx−µel+δx
2
)∣∣∣∣∣
2
×
∣∣∣∣∣∣
sin
(
Ny
(
µy−µ′az
2
))
Ny sin
(
µy−µ′az
2
)
∣∣∣∣∣∣
2
. (3.14)
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Similarly, for at(µel +δx, µ
′
az) and ar (η − δr), the corresponding received signal
strength is
χΣel = |g|2 |a∗r (η − δr)ar(ν)|2
∣∣∣∣∣ sin
(
Nx
(
µx−µel
2
))
Nx sin
(
µx−µel−δx
2
)∣∣∣∣∣
2
×
∣∣∣∣∣∣
sin
(
Ny
(
µy−µ′az
2
))
Ny sin
(
µy−µ′az
2
)
∣∣∣∣∣∣
2
. (3.15)
We can obtain the ratio metric as
ζel =
χ∆el − χΣel
χ∆el + χ
Σ
el
=
∣∣∣∣ sin(Nx(µx−µel2 ))Nx sin(µx−µel+δx2 )
∣∣∣∣2 − ∣∣∣∣ sin(Nx(µx−µel2 ))Nx sin(µx−µel−δx2 )
∣∣∣∣2∣∣∣∣ sin(Nx(µx−µel2 ))Nx sin(µx−µel+δx2 )
∣∣∣∣2 + ∣∣∣∣ sin(Nx(µx−µel2 ))Nx sin(µx−µel−δx2 )
∣∣∣∣2
= − sin
(
µx−µel
2
)
sin(δx)
1− cos (µx − µel) cos(δx) , (3.16)
which does not depend on the path gain, analog receive combining and azimuth
transmit beamforming, in the absence of noise. If |µx − µel| < δx, i.e., µx
is within the range of (µel − δx, µel + δx), ζel is a monotonically decreasing
function of µx − µel and invertible with respect to µx − µel. Hence, by solving
(3.16), we have
µˆx = µel − arcsin
(
ζel sin(δx)− ζel
√
1− ζ2el sin(δx) cos(δx)
sin2(δx) + ζ2el cos
2(δx)
)
. (3.17)
Similarly, neglecting noise and assuming ar(η + δr) as the analog com-
bining vector formed by the UE, for the azimuth transmit auxiliary beam pair
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containing at(µ
′
el, µaz − δy) and at(µ′el, µaz + δy), we can obtain
ζaz = −
sin
(µy−µaz
2
)
sin(δy)
1− cos (µy − µaz) cos(δy) , (3.18)
and therefore, if |µy − µaz| < δy,
µˆy = µaz − arcsin
(
ζaz sin(δy)− ζaz
√
1− ζ2az sin(δy) cos(δy)
sin2(δy) + ζ2az cos
2(δy)
)
.
(3.19)
Using µˆx and µˆy, we obtain the estimated azimuth and elevation AoDs as
φˆ = arctan
(
dtxµˆy
dtyµˆx
)
,
θˆ = arcsin
(
λµˆy
2pidty
(
sin
(
arctan
(
dtxµˆy
dtyµˆx
)))−1)
. (3.20)
The estimation of receive spatial frequency and AoA via the receive
auxiliary beam pair can be conducted in a similar fashion.
3.4.2 Wideband angle estimation using multiple RF chains with
dual-polarized UPA
To facilitate multi-path angle estimation for wideband channels, mul-
tiple RF chains can be employed by both the BS and UE such that multiple
auxiliary beam pairs can be sent simultaneously. To distinguish among simul-
taneously probed auxiliary beam pairs, we design a first-layer auxiliary beam
pair specific pilot structure.
In the proposed design approach, the two beams in one auxiliary beam
pair are generated from the same polarization domain. We present a con-
ceptual example illustrating this in Figure 3.3, in which the beams formed
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Figure 3.3: A conceptual example of the mapping between the polarization
domain and auxiliary beam pair. In this example, every two beams with con-
secutive indices probed from the same polarization domain form an auxiliary
beam pair. For instance, Beams #1 and #2 form an auxiliary beam pair,
while Beams #1 and #4 or Beams #4 and #5 are not paired.
from the vertically polarized antennas are indexed from 1 ∼ 4, and the
beams probed from the horizontal domain are indexed from 5 ∼ 8. Denote
the vertical and horizontal beam index sets by Υv = {#1,#2,#3,#4} and
Υh = {#5,#6,#7,#8}. Only the beams that are chosen from the same set
(either Υv or Υh) can be paired. For instance, the two beams with beam in-
dices #4 and #5 selected from Υv and Υh are not allowed to form an auxiliary
beam pair. As will be discussed later, by pairing beams only from the same
polarization domain, the corresponding ratio metrics derived assuming high-
power regime will exhibit similar forms to those using co-polarized antennas,
i.e., (3.16) and (3.18).
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We therefore develop a second-layer paired-beam specific pilot and ap-
ply it to distinguish between the two beams in the same auxiliary beam pair.
Note that different from the conventional beam-specific pilot design, in which,
each beam is associated with a distinct pilot sequence, the second-layer paired-
beam specific pilot signals can be reused among the beams in simultaneously
probed auxiliary beam pairs. This is because the first-layer auxiliary beam pair
specific pilot signals serve as the cover codes for the second-layer paired-beam
specific pilot signals. For illustration, the estimation of azimuth transmit spa-
tial frequency is of our design focus throughout this part, while the estimation
of elevation transmit spatial frequency and receive spatial frequency can be
derived in a similar fashion.
3.4.2.1 General setup for analog transmit beamforming and receive
combining
For a given elevation transmit direction µ′el, denoting by F
v
T and F
h
T
the codebooks of azimuth analog transmit steering vectors for the vertical and
horizontal transmit RF chains, we have
FvT =
{[
aTt
(
µ′el, µ
0
az
)
0TNtot/2
]T
, · · · , [aTt (µ′el, µNaz/2−1az ) 0TNtot/2]T} , (3.21)
FhT =
{[
0TNtot/2 a
T
t
(
µ′el, µ
Naz/2
az
)]T
, · · · , [0TNtot/2 aTt (µ′el, µNaz−1az )]T} , (3.22)
where
{
µ0az, · · · , µNaz−1az
}
is the set of candidate azimuth transmit directions.
Similarly,
WvT =
{[
aTr
(
ν0
)
0TMtot/2
]T
, · · · , [aTr (νNrx/2−1) 0TMtot/2]T} , (3.23)
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WhT =
{[
0TMtot/2 a
T
r
(
νNrx/2
)]T
, · · · , [0TMtot/2 aTr (νNrx−1)]T} , (3.24)
denote the codebooks of analog receive steering vectors for the vertical and
horizontal receive RF chains, where
{
ν0, · · · , νNrx−1} is the set of candidate re-
ceive directions. Note that here, at (µ
′
el, µ
n
az) ∈ C
Ntot
2
×1 and ar
(
νn´
) ∈ CMtot2 ×1
due to the cross-polarization assumption, where n ∈ {0, · · · , Naz − 1} and
n´ ∈ {0, · · · , Nrx − 1}.
The constructions of the transmit and receive beam codebooks in (3.21)-
(3.24) leverage the fact that the AoD and AoA are the same for both vertical
and horizontal polarization domains. It is therefore feasible to form vertical
beams to cover one half of the probing range, and horizontal beams to cover
the other half. By doing so, the number of required beams to cover a given
angular range is minimized, which in turn, reduces the estimation overhead.
The analog transmit and receive probing matrices are constructed by
concatenating all successively probed azimuth analog transmit precoding and
receive combining matrices. Denote by NT and MT the total numbers of prob-
ings performed by the BS in the azimuth domain for a given elevation steering
direction and UE. Further, denoting by FT and WT the analog azimuth trans-
mit and receive probing matrices, we have FT = [F1, · · · ,Fnt , · · · ,FNT ] and
WT = [W1, · · · ,Wmt , · · · ,WMT ], where Fnt ∈ CNtot×NRF represents the nt-th
azimuth transmit probing, Wmt ∈ CMtot×MRF is the mt-th receive probing.
To facilitate the selection of the best pairs of azimuth transmit auxiliary
beam pairs and receive beams with noise impairment and various interference
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sources, the steering angles of simultaneously probed beams should match the
distribution of azimuth AoD and AoA, which are unknown to the BS and UE
a prior, as much as possible. With finite NT and MT, the analog beams in one
probing matrix are steered towards random angular directions. That is, each
column in Fnt is randomly chosen from F
v
T and F
h
T, and each column in Wmt
is randomly chosen from WvT and W
h
T. Note that from (3.21)-(3.24), it can be
observed that since the vertical and horizontal beams cover the first and second
half of the probing range, the transmit and receive beams can be randomly
selected from the same polarization domain for a given probing to facilitate
the whole process. The transmit and receive probings are conducted in a TDM
manner. For a given probing at the UE, NT consecutive probings F1, · · · ,FNT
are performed at the BS. This process iterates until all MT probings have been
executed by the UE.
Considering a given probing at the UE, e.g., Wmt , we obtain the re-
sultant matrix by concatenating the NTNRF azimuth transmit beamforming
vectors in the absence of noise as
Ymt [k] = W
∗
mtH [k]FTX[k], (3.25)
where X[k] carries the NTNRF multi-layer pilot symbols such that
[X[k]]i,q =
{
0, 0 < i ≤ NRF(q − 1) or NRFq < i ≤ NTNRF, q = 1, · · · , NT,
6= 0, otherwise.
(3.26)
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3.4.2.2 Design principle and procedure for the proposed approach
We use the Zadoff-Chu (ZC) sequences for designing the multi-layer
pilot due to their constant amplitude and zero autocorrelation properties in
both time and frequency domains [67]. In this chapter, the multi-layer pilot
consists of a first-layer auxiliary beam pair specific pilot and a second-layer
paired-beam specific pilot. Denote by a` and bm the auxiliary beam pair
identity (ID) and paired-beam ID. Denoting by Na the total number of possible
azimuth transmit auxiliary beam pairs that can be constructed via the azimuth
transmit steering vectors in FvT and F
h
T, we have ` ∈ {0, · · · , Na − 1} and
m ∈ {0, · · · , Naz − 1}. Note that as one auxiliary beam pair consists of two
beams, bm ∈ {0, 1}. By mapping the proposed multi-layer pilot to one OFDM
symbol, we have
xa`,bm [k] = e
jpir(a`)(k+pbm)(k+pbm+1)
N , (3.27)
where r(a`) denotes the root index associated with the auxiliary beam pair ID
a`, and p is a prime number representing the circular shift spacing in the fre-
quency domain. Further, gcd(r(a`), N) = 1 is satisfied. Assuming that the az-
imuth transmit beamforming vector [FT]:,q corresponds to the auxiliary beam
pair ID a` and the paired-beam ID bm, we have [X[k]]q,dq/NRFe = x
a`,bm [k].
Note that as can be seen from (3.27), we reuse the ZC sequence structure as
in [67], but with custom designed mapping between the root indices, frequency
domain circular shifts and auxiliary beams.
Consider the nt-th azimuth probing Fnt at the BS. For simplicity, we
make the following assumptions: (i) Nr = MRF, and (ii) the first NRF/2
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columns in Fnt are chosen from F
v
T, while its last NRF/2 columns are selected
from FhT assuming that NRF is an even number. Specifically,
Fnt =
[ [
aTt (µ
′
el, µ
n0
az ) 0
T
Ntot/2
]T · · · [aTt (µ′el, µnNRF/2−1az ) 0TNtot/2]T[
0TNtot/2 a
T
t
(
µ′el, µ
nNRF/2
az
)]T
· · · [0TNtot/2 aTt (µ′el, µnNRF−1az )]T ],
(3.28)
where n0, · · · , nNRF/2−1 ∈ {0, · · · , Naz/2− 1} and
nNRF/2, · · · , nNRF−1 ∈ {Naz/2, · · · , Naz − 1} .
Further, assume that the azimuth transmit beamforming vectors
at (µ
′
el, µ
n0
az ) , · · · ,at
(
µ′el, µ
nNRF−1
az
)
correspond to the auxiliary beam pair IDs a0, · · · , aNRF−1 and the paired-beam
IDs b0, · · · , bNRF−1.
Before proceeding with detailed design procedure, we first partition the
channel model in (3.6) into a block matrix form as
H [k] =
[
Hvv[k] Hvh[k]
Hhv[k] Hhh[k]
]
, Hvv[k],Hvh[k],Hhv[k],Hvv[k] ∈ CMtot2 ×Ntot2 .
(3.29)
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Denoting by ATRr = 1Mtot
2
×Ntot
2
 (ar (ψr)a∗t (θr, φr)), we have
Hvv[k] =
√
1
1 + χ
Nr∑
r=1
ρτr [k]
(
gvvr cos(ς) +
√
χgvhr sin(ς)
)
ATRr , (3.30)
Hvh[k] =
√
1
1 + χ
Nr∑
r=1
ρτr [k]
(−gvvr sin(ς) +√χgvhr cos(ς))ATRr , (3.31)
Hhv[k] =
√
1
1 + χ
Nr∑
r=1
ρτr [k]
(√
χghvr cos(ς) + g
hh
r sin(ς)
)
ATRr , (3.32)
Hhh[k] =
√
1
1 + χ
Nr∑
r=1
ρτr [k]
(−√χghvr sin(ς) + ghhr cos(ς))ATRr . (3.33)
In the absence of noise and considering the r-th receive beam [Wmt ]:,r
chosen from WvT,
[Ymt [k]]r,nt =
NRF/2−1∑
ı=0
w∗mt,rH
vv[k]at (µ
′
el, µ
nı
az)x
aı,bı [k]
+
NRF−1∑
κ=NRF/2
w∗mt,rH
vh[k]at (µ
′
el, µ
nκ
az )x
aκ,bκ [k], (3.34)
where wmt,r = [Wmt ]1:Mtot
2
,r
. For ı ∈ {0, · · · , NRF/2− 1}, we have
w∗mt,rH
vv[k]at (µ
′
el, µ
nı
az)
=
√
1
1 + χ
Nr∑
r′=1
ρτr′ [k]
(
gvvr′ cos(ς) +
√
χgvhr′ sin(ς)
)
×
(
w∗mt,r
(
1Mtot
2
×Ntot
2
 (ar (ψr′))a∗t (θr′ , φr′)
)
at (µ
′
el, µ
nı
az)
)
(3.35)
=w∗mt,r
Nr∑
r′=1
ρτr′ [k]h
vv
r′ ar (ψr′)a
∗
t (θr′ , φr′)at (µ
′
el, µ
nı
az) , (3.36)
where hvvr′ =
√
1
1+χ
(
gvvr′ cos(ς) +
√
χgvhr′ sin(ς)
)
. Similarly, for κ ∈ {NRF/2, · · · ,
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NRF − 1
}
,
w∗mt,rH
vh[k]at (µ
′
el, µ
nκ
az ) = w
∗
mt,r
Nr∑
r′=1
ρτr′ [k]h
vh
r′ ar (ψr′)a
∗
t (θr′ , φr′)at (µ
′
el, µ
nκ
az ) ,
(3.37)
where hvhr′ =
√
1
1+χ
(−gvvr′ sin(ς) +√χgvhr′ cos(ς)).
At the UE side, the received signal in the frequency domain is corre-
lated with the reference ZC sequence corresponding to the reference auxiliary
beam pair ID a¯` and the reference paired-beam ID bm¯ (¯` ∈ {0, · · · , Na − 1},
m¯ ∈ {0, · · · , Naz − 1}) at zero-lag. In the following, we will interpret the inter-
ference terms from the perspective of the vertical polarization domain, while
the same principles can be applied to the horizontal polarization domain as
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well. Specifically,
yumt,r,nt =
N−1∑
k=0
[Ymt [k]]r,nt
(
xa¯`,bm¯ [k]
)∗
(3.38)
=
N−1∑
k=0
w∗mt,r
(
Nr∑
r′=1
ρτr′ [k]h
vv
r′ ar(ψr′)a
∗
t (θr′ , φr′)
)
× at (µ′el, µnuaz )xau,bu [k]
(
xa¯`,bm¯ [k]
)∗
(3.39)
+
N−1∑
k=0
w∗mt,r
(
Nr∑
r′=1
ρτr′ [k]h
vv
r′ ar(ψr′)a
∗
t (θr′ , φr′)
)
× at (µ′el, µnu¯az )xau¯,bu¯ [k]
(
xa¯`,bm¯ [k]
)∗
(3.40)
+
N−1∑
k=0
∑
u˘6=¯`
w∗mt,r
(
Nr∑
r′=1
ρτr′ [k]h
vv
r′ ar(ψr′)a
∗
t (θr′ , φr′)
)
× at (µ′el, µnu˘az )xau˘,bu˘ [k]
(
xa¯`,bm¯ [k]
)∗
(3.41)
+
N−1∑
k=0
NRF−1∑
ı′=NRF/2
w∗mt,r
(
Nr∑
r′=1
ρτr′ [k]h
vh
r′ ar(ψr′)a
∗
t (θr′ , φr′)
)
× at (µ′el, µnı′az )xaı′ ,bı′ [k]
(
xa¯`,bm¯ [k]
)∗
, (3.42)
where u, u¯, u˘ ∈ {0, · · · , NRF/2− 1}; I0 (i.e., (3.39)) denotes the correlation
value if the azimuth transmit beamforming vector corresponds to the same
auxiliary beam pair and paired-beam IDs as the reference ones, i.e., au = a¯`
and bu = bm¯; the term I1 (i.e., (3.40)) represents the interference caused by
the correlation when the azimuth transmit beamforming vector having the
same auxiliary beam pair ID but different paired-beam ID with respect to
the reference ones, i.e., au¯ = a¯` and bu¯ 6= bm¯; the interference term I2 (i.e.,
(3.41)) is obtained via the correlation when au˘ 6= a¯` for either bu˘ = bm¯ or
bu˘ 6= bm¯; the interference term I3 (i.e., (3.42)) is resulted from the design
principle that beams formed from different polarization domains do not share
88
the same auxiliary beam pair ID, i.e., aı′ 6= au(a¯`) for either bı′ = bu(bm¯) or
bı′ 6= bu(bm¯).
To compare the amplitudes of I0, I1, I2 and I3, we first derive their
upper bounds in the absence of frequency selectivity, i.e., ρτr ≤ ρτr [0] = · · · =
ρτr [N − 1] for r = 1, · · · , Nr. It can therefore be observed from (3.39) that the
amplitude of I0 is upper bounded by N
√
1
1+χ
∣∣∑Nr
r′=1 ρτr′h
vv
r′
∣∣. The amplitude
of I1 can be upper bounded as
|I1| ≤
√
1
1 + χ
∣∣∣∣∣
Nr∑
r′=1
ρτr′h
vv
r′
∣∣∣∣∣
∣∣∣∣∣
N−1∑
k=0
xau¯,bu¯ [k]
(
xa¯`,bm¯ [k]
)∗∣∣∣∣∣ (3.43)
=
√
1
1 + χ
∣∣∣∣∣
Nr∑
r′=1
ρτr′h
vv
r′
∣∣∣∣∣
×
∣∣∣∣∣∣∣xau¯,bu¯ [0]
(
xa¯`,bm¯ [0]
)∗ N−1∑
k=0
e
j2pik
r(a¯`)p(bu¯−bm¯)

N
∣∣∣∣∣∣∣ (3.44)
=
{
0, if r(a¯`)p (bu¯ − bm¯) 6= %N
N
√
1
1+χ
∣∣∣∑Nrr′=1 ρτr′hvvr′ ∣∣∣ ∣∣xau¯,bu¯ [0] (xa¯`,bm¯ [0])∗∣∣ , else, (3.45)
where % is an arbitrary integer and p is an arbitrary prime number. To
achieve zero correlation interference, we can adjust p such that p 6= %N
r(a¯`)(bu¯−bm¯)
is achieved under the constraints of p ≤ pmax and % ≤ %max. Here, pmax
denotes the maximum possible circular shift spacing in the frequency do-
main, i.e., pmax = bN/Npc, where Np represents the total number of pos-
sible paired-beam IDs. Further, denoting by 4bmax the maximum possible
paired-beam ID difference, we have %max = drmaxpmax4bmax/Ne [67], where
rmax = max
{
r(a˘`), ˘`= 0, · · · , Na − 1
}
. For our proposed multi-layer pilot
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structure, as bm ∈ {0, 1} for m ∈ {0, · · · , Naz − 1}, we therefore have Np = 2
and 4bmax = 1 resulting in pmax = N/2 and %max = rmax/2.
Using the property of a Gauss sum [68], the amplitude of the correlation
interference term I2 is upper bounded as [69]
|I2| ≤
√
1
1 + χ
∣∣∣∣∣
Nr∑
r′=1
ρτr′h
vv
r′
∣∣∣∣∣
∣∣∣∣∣∣
∑
u˘6=¯`
N−1∑
k=0
xau˘,bu˘ [k]
(
xa¯`,bm¯ [k]
)∗∣∣∣∣∣∣ . (3.46)
The amplitude of I2 can be further upper bounded by
√
1
1+χ
∣∣∣∑Nrr′=1 ρτr′hvvr′ ∣∣∣Ne√
N for either bu˘ = bm¯ or bu˘ 6= bm¯, where Ne denotes the total number of
azimuth transmit steering vectors in Fnt formed from the vertically polarized
antenna elements that have different auxiliary beam pair IDs from the reference
auxiliary beam pair ID ¯`. That is, denoting by A = {0, · · · , NRF/2− 1} \ ¯`,
we therefore have Ne = card (A), where card(·) represents the cardinality of
the set. Similarly, the amplitude of I3 is upper bounded as
|I3| ≤
√
1
1 + χ
∣∣∣∣∣
Nr∑
r′=1
ρτr′h
vh
r′
∣∣∣∣∣ NRF2 √N, (3.47)
for either bı′ = bm¯ or bı′ 6= bm¯, where NRF2 implies the total number of azimuth
transmit steering vectors probed from the horizontally polarized antenna ele-
ments in Fnt (see (3.28)). For large bandwidth at mmWave frequencies with
large N and limited number of RF chains, |I0|  |I2| and |I0|  |I3|. We
therefore have
∣∣yumt,r,nt∣∣ ≈ |I0|.
Denote by Ωr,u =
∑N−1
k=0 ρτrh
vv
r [k]x
au,bu [k]
(
xau,bu [k]
)∗
, and
Λr,u =
N−1∑
k=0
(
Nr∑
r′=1,r′ 6=r
ρτr′ [k]h
vv
r′ ar (ψr′)a
∗
t (θr′ , φr′)
)(
xau,bu [k]
)∗
, (3.48)
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where u ∈ {0, · · · , NRF/2− 1}. Further, we assume that the azimuth trans-
mit spatial frequency µy,r for path-r (µy,r =
2pi
λ
dtx sin(θr) cos(φr)) is within
the range of (µnuaz , µ
nv
az ) where v ∈ {0, · · · , NRF/2− 1}. For a given elevation
transmit direction µ′el, at (µ
′
el, µ
nu
az ) and at (µ
′
el, µ
nv
az ) form an azimuth transmit
auxiliary beam pair, and they come from the nt-th and st-th azimuth prob-
ings by the BS. With respect to at (µ
′
el, µ
nu
az ), we can therefore approximate
the corresponding received signal strength as
∣∣yumt,r,nt∣∣2 ≈ |Ωr,u|2 ∣∣w∗mt,rar (ψr)∣∣ |a∗t (θr, φr)at (µ′el, µnuaz )| (3.49)
+ Ω∗r,uw
∗
mt,rΛ
∗
r,uat (µ
′
el, µ
nu
az )a
∗
t (µ
′
el, µ
nu
az )at (θr, φr)a
∗
r (ψr)wmt,r
+ Ωr,uw
∗
mt,rar (ψr)a
∗
t (θr, φr)at (µ
′
el, µ
nu
az )a
∗
t (µ
′
el, µ
nu
az ) Λ
∗
r,uwmt,r
+w∗mt,rΛr,uat (µ
′
el, µ
nu
az )a
∗
t (µ
′
el, µ
nu
az ) Λ
∗
r,uwmt,r
a.s.−−−−−−→
NtotMtot→∞
|Ωr,u|2
∣∣w∗mt,rar (ψr)∣∣ |a∗t (θr, φr)at (µ′el, µnuaz )| . (3.50)
Note that (3.50) is obtained by exploiting the sparse nature of the mmWave
channels such that if NtotMtot → ∞, the last three terms in (3.49) converge
to zero since w∗mt,rΛ
∗
r,uat (µ
′
el, µ
nu
az ) converges to zero [70]. This is because for
large numbers of transmit and receive antennas with angular sparsity, the
projection of path-r’s beamforming and combining vectors at (µ
′
el, µ
nu
az ) and
wmt,r on path-r
′’s (r′ 6= r) channel Λ defined in (3.48) becomes arbitrarily
small. Similarly, for at (µ
′
el, µ
nv
az ),∣∣yvmt,r,st∣∣2 a.s.−−−−−−→NtotMtot→∞ |Ωr,v|2 ∣∣w∗mt,rar (ψr)∣∣ |a∗t (θr, φr)at (µ′el, µnvaz )| . (3.51)
Using the asymptotical results provided in (3.50) and (3.51), we can
91
calculate the corresponding ratio metric as
ζaz,r =
∣∣yumt,r,nt∣∣2 − ∣∣yvmt,r,st∣∣2∣∣yumt,r,nt∣∣2 + ∣∣yvmt,r,st∣∣2 (3.52)
=
|Ωr,u|2 |a∗t (θr, φr)at (µ′el, µnuaz )| − |Ωr,v|2 |a∗t (θr, φr)at (µ′el, µnvaz )|
|Ωr,u|2 |a∗t (θr, φr)at (µ′el, µnuaz )|+ |Ωr,v|2 |a∗t (θr, φr)at (µ′el, µnvaz )|
(3.53)
= − sin
(µy,r−µaz
2
)
sin (δy)
1− cos (µy,r − µaz) cos (δy) , (3.54)
where δy = |µnvaz − µnuaz | /2, and µaz = µnvaz − δy or µaz = µnuaz + δy. We can
therefore obtain the estimate of the azimuth transmit spatial frequency for
path-r as
µˆy,r = µaz − arcsin
(
ζaz,r sin(δy)− ζaz,r
√
1− ζ2az,r sin(δy) cos(δy)
sin2(δy) + ζ2az,r cos
2(δy)
)
. (3.55)
The custom designed multi-layer pilot structure is able to reduce pilot
resource overhead. Here, we define the pilot resource as the required least
number of ZC sequences that have different root indices. An alternative to the
proposed multi-layer pilot design is the conventional single-layer pilot structure
such that each beam is simply associated with a distinct ZC sequence with a
unique root index. For the proposed multi-layer structure, however, only the
auxiliary beam pair is associated with a distinct ZC sequence with two fixed
shift spacing values corresponding to the two beams in the same pair. For
instance, assume that NRF transmit beams are simultaneously probed. For the
single-layer pilot design, at least NRF ZC sequences with different root indices
are needed. Regarding the multi-layer structure, this number becomes NRF/2,
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which reduces the pilot resource overhead by 50%. Reducing the pilot resource
overhead is beneficial such that appropriate ZC sequences (with different root
indices) with good correlation properties such as those employed in LTE PSS
(ZC sequences with root indices 25, 29 and 34) can be flexibly selected from the
sequence pool to improve beam detection performance in wideband channels.
3.5 Practical Implementation Issues of Proposed Two-
Dimensional Angle Estimation
In a closed-loop FDD system, the acquisition of the azimuth/elevation
AoD at the BS requires information feedback from the UE via a feedback
channel. In our prior work in Chapter 2, we discussed direct transmit spatial
frequency and ratio metric quantization and feedback strategies. In this chap-
ter, we custom design a differential quantization and feedback option for the
proposed algorithm to reduce the feedback overhead in MIMO systems with
two-dimensional phased array. For simplicity, we use the narrowband exam-
ple employed in Section 3.4.1 throughout this section. In addition, we only
consider transmit beamforming in the azimuth domain. For general wideband
channels with multi-path angle components and two-dimensional phased array,
both the estimated azimuth and elevation AoDs for each path are quantized
and fed back.
In fact, the sign of the ratio metric implies the relative position of the
AoD/AoA to the boresight of the corresponding auxiliary beam pair. We
present a conceptual example showing the sign effect of the ratio metric in
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Figure 3.4 using one azimuth transmit auxiliary beam pair. In Figure 3.4(a),
the azimuth transmit spatial frequency µy is to the left of the boresight of
the auxiliary beam pair µaz such that µy ∈ (µaz − δy, µaz). In fact, it can be
seen from (3.18) that, the sign of the azimuth ratio metric purely depends
on the sign of sin
(µy−µaz
2
)
. Since in this example µy ∈ (µaz − δy, µaz) and
0 ≤ δy < pi/2, ζaz is therefore positive such that sign (ζaz) = 1. Similarly, in
Figure 3.4(b), as µy ∈ (µaz, µaz + δy), i.e., µy is to the right of µaz, sign (ζaz) =
−1.
With the knowledge of µaz and δy, the UE can first obtain µˆy according
to (3.19). As µaz and δy are predetermined semi-static parameters, they can
be periodically broadcasted from the BS to the UE. The difference between
the estimated azimuth transmit spatial frequency and the boresight of the
corresponding azimuth transmit auxiliary beam pair can then be determined
as 4µˆy = |µˆy − µaz|. Note that now 4µˆy ∈ [−δy, δy]. A relatively small
codebook with codewords uniformly distributed within the interval of [−δy, δy]
can therefore be used to quantize 4µˆy. Along with the feedback of sign (ζaz)
(1 bit indicating either ”1” or ”−1”), the BS can retrieve the azimuth transmit
spatial frequency as µˆy = µaz + sign (ζaz)4µˆy.
3.6 Numerical Results
In this section, we evaluate the performance of the proposed auxiliary
beam pair enabled two-dimensional angle estimation technique. The BS and
UE employ the UPA and ULA with inter-element spacing of λ/2 between co-
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(a) (b)
Figure 3.4: A conceptual example of the relationship between the relative
position of the azimuth transmit spatial frequency to the boresight of the
corresponding azimuth transmit auxiliary beam pair and the sign of the az-
imuth ratio metric: (a) µy ∈ (µaz − δy, µaz) implies that the azimuth trans-
mit spatial frequency is within the probing range of the left azimuth analog
transmit beam, sign (ζaz) = 1 indicates that the azimuth transmit spatial fre-
quency is to the left of the boresight of the azimuth transmit auxiliary beam
pair. (b) µy ∈ (µaz, µaz + δy) implies that the azimuth transmit spatial fre-
quency is within the probing range of the right azimuth analog transmit beam,
sign (ζaz) = −1 indicates that the azimuth transmit spatial frequency is to the
right of the boresight of the azimuth transmit auxiliary beam pair.
polarized antennas. We set δx =
2pi
Nx
, δy =
2pi
Ny
and δr =
2pi
Mtot
to approximate the
half-power beamwidth of the corresponding beamforming and combining vec-
tors. The BS covers 120◦ angular range [−60◦, 60◦] around azimuth boresight
(0◦) and 90◦ angular range [−45◦, 45◦] around elevation boresight (0◦). The
UE monitors 180◦ angular region [−90◦, 90◦] around boresight (0◦). We employ
the differential transmit spatial frequency feedback strategy throughout this
section unless otherwise specified. The codewords for quantizing the azimuth
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and elevation AoDs are uniformly distributed within [−δy, δy] and [−δx, δx].
3.6.1 Narrowband single-path angle estimation using single RF
chain without dual-polarization
The azimuth/elevation AoD and AoA are assumed to take continuous
values, i.e., not quantized, and are uniformly distributed within the corre-
sponding coverage ranges. The beam codebook size for the azimuth trans-
mit domain, elevation transmit domain and receive domain is determined as
d120◦/2δye, d90◦/2δxe and d180◦/2δre to avoid coverage holes. For instance,
for Mtot = 8, the codebook size for the UE is d180◦/2δre = d180◦/45◦e = 4.
We employ the Rician channel model throughout this part without consider-
ing dual-polarization. We assume the number of NLOS channel components
as 5. The objective is to estimate the dominant LOS path’s AoD and AoA.
From the channel measurements in [63], we set 13.2dB Rician K-factor that
characterizes the mmWave channel in an urban wireless channel topography.
We plot the MAEE performance of the single-path’s azimuth/elevation
AoD and AoA acquisition in Figure 3.5(a) under various target SNR levels γ.
We also evaluate the grid-of-beams based approach for comparison. Here, we
define the MAEE as E [|υtrue − υest|], where υtrue represents the exact angle in
degree, and υest is its estimated counterpart in degree. Further, we assume
that Nx = 4, Ny = 8, and Mtot = 4. It is observed from Figure 3.5(a) that
promising MAEE performance of azimuth/elevation AoD and AoA estimation
via the proposed auxiliary beam pair design can be achieved even at relatively
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low SNR regime. It can also be observed from Figure 3.5(a) that the proposed
technique outperforms the grid-of-beams based method for various target SNR
levels.
In Figure 3.5(b), we compare the direct and differential AoD quanti-
zation and feedback strategies in terms of the mean angle quantization error
(MAQE). We define the MAQE as E [|υest − υquan|], where υquan represents the
quantized version of the estimated value υest in degree. We only examine the
azimuth AoD quantization in this example assuming 10 dB SNR. For the di-
rect quantization, the codewords are uniformly distributed within the interval
of [−60◦, 60◦]. Regarding the proposed differential approach, the codewords
are uniformly distributed within [−δy, δy] where δy = 22.5◦ and δy = 11.25◦
for Ny = 8 and Ny = 16. Note that we add one extra bit indicating the sign
to the number of feedback bits required by the differential approach. From
Figure 3.5(b), it is observed that using the same amount of feedback bits, the
proposed differential approach exhibits better MAQE performance than the
direct quantization. That is, for a given target quantization error, the dif-
ferential strategy requires less amount of feedback overhead than the direct
quantization approach.
In Figure 3.6(a), we evaluate the MAEE performance with respect to
different numbers of transmit antennas. For Ntot = 8, 16, 32, 64, we corre-
spondingly set Nx = 2, 4, 4, 8 and Ny = 4, 4, 8, 8. In this example, we provide
the azimuth AoD estimation results for −10 and 10 dB SNRs. Other sim-
ulation assumptions are identical to those in Figure 3.6(a). As can be seen
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from Figure 3.6(a), with an increase in the number of transmit antennas, the
MAEE is significantly reduced for both the proposed method and the con-
ventional grid-of-beams based approach. For large Ntot, e.g., 128, the mean
azimuth AoD estimation error is close to 0◦ under various SNR levels. Fur-
ther, with relatively small transmit antenna array, and therefore, relatively
wide beam-widths, the performance gap between the proposed algorithm and
the grid-of-beams based method is remarkable. This is mainly because the
angle estimation performance of the grid-of-beams based method is subject
to the grid resolution. For large transmit antenna array with fine grid reso-
lution, the performance difference between the two methods vanishes. Note
that we do not include the estimation overhead in evaluating the MAEE per-
formance comparison between the proposed approach and the grid-of-beams
based method. In Figure 3.7, however, we incorporate the estimation overhead
when comparing the two angle estimation strategies in terms of the normalized
average spectral efficiency.
In Figure 3.6(b), we evalaute the spectral efficiency performance under
different mean azimuth AoD estimation errors in narrowband channels. De-
noting by HTR[k] = W
∗
RFH [k]FRF, the conventional spectral efficiency metric
is
Rconv =
1
N
N−1∑
k=0
log2 det
(
INS +
γ
NS
HTR[k]H
∗
TR[k]
)
. (3.56)
The transmit and receive steering vectors in FRF and WRF exhibit the same
structures as the transmit and receive array response vectors, and they steer
towards the estimated angles acting as the spatial matched filters. In this
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example, when constructing FRF and WRF, the channel’s elevation AoD and
AoA are estimated via the proposed algorithm, while the azimuth AoD is
selected to achieve the target mean azimuth AoD estimation error for a given
channel realization. Here, NRF = MRF = 1 is assumed with single-stream
transmission, i.e., NS = 1. Further N = 1 due to the narrowband assumption.
It can be observed from Figure 3.6(b) that the angle estimation error has great
impact on the spectral efficiency performance especially when large antenna
arrays, and therefore, narrow beams are employed for data communications.
For 0 ∼ 5 degrees mean angle estimation error, the performance degradation
in contrast to 0 degree mean angle estimation error is negligible even with
Ntot = 16. With increase in the mean angle estimation error, the spectral
efficiency performance is significantly degraded. For instance, with 20 degrees
mean angle estimation error, the spectral efficiency drops from ∼ 10 bps/Hz
to ∼ 3 bps/Hz with Ntot = 16.
3.6.2 Wideband multi-path angle estimation using multiple RF
chains with dual-polarization
In this part of simulation, we implement the statistical mmWave chan-
nel model developed in [71] using the NYUSIM open source platform V1.5.
We consider the urban micro-cellular (UMi) scenario with NLOS components
for the 28 GHz carrier frequency. We evaluate both 125 MHz and 250 MHz
RF bandwidths with N = 512 and N = 1024 subcarriers. The corresponding
CP lengths are D = 64 and D = 256. We set the subcarrier spacing and sym-
bol duration as 270 KHz and 3.7 us following the numerology provided in [1].
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One probing with NRF simultaneously formed transmit beams corresponds to
one OFDM symbol duration. We model the channel as a clustered channel
where each cluster comprises several subpaths. Detailed channel modeling
parameters including the distributions of clusters, subpaths in each cluster,
azimuth/elevation AoD and AoA, the corresponding root-mean-square delay
spreads and etc. are given in [71, TABLE III]. We use the ZC sequences for
the construction of the multi-layer pilot signals. The root indices for generat-
ing the first-layer auxiliary beam pair specific ZC sequences are chosen from
{1, 2, · · · , N − 1}, and they are pairwise primes with respect to N − 1. We
set the actual lengths of the ZC sequence as 511 and 1023 corresponding to
the 125 MHz and 250 MHz bandwidths with the IFFT sizes of 512 and 1024,
and the direct current (DC) subcarrier as zero. We configure the frequency
circular shift spacing p as 6 for the construction of the second-layer ZC-based
pilot signals.
In Figure 3.7(a), we evaluate the normalized average spectral efficiency
performance for 125 MHz bandwidth with 512 subcarriers using both auxil-
iary beam pair and grid-of-beams based angle estimation methods. We set the
angle mismatch and power imbalance as ζ = 20◦ and χ = 0.2. Further, we
assume Mtot = 8 and Ntot = 64 with Nx = 4 and Ny = 8 antenna elements
on the x and y axes for each polarization domain. Denote the total number
of coherence time slots for both the channel estimation and data communi-
cations by Ttot, and the numbers of time slots used for auxiliary beam pair
and grid-of-beams based angle estimation methods by TABPest and T
GoB
est . We
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then define the normalized average spectral efficiency as (1− TABPest /Ttot)Rconv
and (1− TGoBest /Ttot)Rconv for the proposed approach and grid-of-beams based
design in wideband channels. Here, FRF and WRF in Rconv (i.e., (3.56)) are
constructed using the exact azimuth/elevation AoD and AoA for the perfect
case, and estimated ones for the proposed algorithm and grid-of-beams based
method. Without estimating other channel parameters such as the path gain
in this chapter, the constructions of the baseband precoding and combining
matrices are not included in evaluating the normalized average spectral ef-
ficiency performance. With the complete channel information, the hybrid
precoding/combining matrices can be further optimized using the proposed
methods in [72]. We now interpret TABPest and T
GoB
est using the number of it-
erations between the BS and UE for the proposed method and grid-of-beams
based approach. As has been reported in [13], the computational complexity
for the grid-of-beams based method is EGoB = (NBM)
NRF (MBM)
MRF , where
NBM and MBM are the total numbers of candidate transmit and receive beams
in the beam codebooks. Recall that for the proposed approach, the com-
putational complexity is EABP = NRFNTXMRFMRX for the multi-RF case.
Denote the maximum number of iterations between the BS and UE that can
be supported in each time slot by t. We then have T
GoB
est = dEGoB/te and
TABPest = dEABP/te. Here, we set t = 1000 and Ttot = 200. Further, we set
NBM = 10 and MBM = 4 for the array size assumed above to cover the given
angular ranges. Regarding NS = NRF = MRF = {2, 3}, we set NTX = {20, 30}
and MRX = {20, 25} for the proposed method. With different numbers of data
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streams NS, it can be observed from Figure 3.7(a) that the auxiliary beam pair
based method shows superior performance relative to the grid-of-beams based
approach in terms of the normalized average spectral efficiency performance
especially with relatively large NS.
We can obtain similar observations from Figure 3.7(b), in which we
evaluate the normalized spectral efficiency performance for 250 MHz band-
width with 1024 subcarriers and NS = 3 under various values of Ttot. It can be
observed from Figure 3.7(b) that for a relatively small Ttot, the performance
gap between the grid-of-beams based approach and the proposed method is
significant as a large portion of Ttot is occupied for angle estimation in the
GoB based approach.
In Figure 3.8, we examine the effects of mismatched angle and power
imbalance on the proposed design approach in terms of the spectral efficiency
calculated using (3.56). The main focus of the simulation plots provided in
Figures 3.8(a) and 3.8(b) is to verify the robustness of the proposed algorithm
with respect to various mismatched angle and power imbalance assumptions.
It can be observed from Figure 3.8(a) that for different mismatched angles
between the BS and UE antenna arrays, the performance gap between applying
the proposed approach and that with perfect channel directional information is
marginal. In Figure 3.8(b), we plot the spectral efficiency versus various power
imbalance values. Similar to Figure 3.8(a), the proposed auxiliary beam pair
design is robust to variations in the power imbalance.
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3.7 Conclusion
In this chapter, we developed and evaluated an auxiliary beam pair
based two-dimensional AoD and AoA estimation algorithm for wideband chan-
nels with dual-polarization. In the proposed design approach, by leveraging
the well structured pairs of transmit/receive analog beams, high-resolution
estimates of channel directional information can be obtained. We exposed
several tradeoffs in our design including the mapping between the auxiliary
beam pair and polarization, pilot design and feedback strategy. To minimize
the estimation overhead, we further proposed to form the vertical/horizontal
auxiliary beams to cover one half of the entire probing range without exploiting
the polarization diversity.
To evaluate our approach, we presented numerical results in a more
elaborate clustered channel, in which each cluster comprises several paths and
the path/sub-path parameters are specified for mmWave frequencies, though
we developed the algorithm using a simplified spatial geometric channel model.
As the main focus of the proposed method is to provide super-resolution angle
estimates for mmWave communications, we first presented the MAEE perfor-
mance under various system assumptions. At relatively high SNR, our pro-
posed approach outperformed the conventional GoB based method by several
orders of degree in terms of the MAEE. By accounting for the estimation over-
head, we also provided the normalized spectral efficiency performance. It can
be observed from the normalized spectral efficiency evaluation that the GoB
assisted angle estimation exhibited significantly larger estimation overhead
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than the proposed method, which in turn, degraded the normalized spectral
efficiency performance.
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Figure 3.5: (a) MAEE performance of azimuth/elevation AoD and AoA es-
timation using the proposed auxiliary beam pair (ABP) and grid-of-beams
(GoB) based methods. (b) Mean angle quantization error (MAQE) perfor-
mance of quantizing the azimuth AoD using direct quantization in Chapter 2
and the newly proposed differential quantization.
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Figure 3.6: (a) Mean angle estimation error (MAEE) performance of azimuth
AoD estimation using the proposed auxiliary beam pair (ABP) and grid-of-
beams (GoB) based methods under different numbers of transmit antennas.
(b) Spectral efficiency performance versus mean azimuth AoD estimation error.
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Figure 3.7: (a) Normalized average spectral efficiency of multi-layer transmis-
sion (NS = 2, 3) for 125 MHz bandwidth at various SNR levels. (b) Normalized
average spectral efficiency of multi-layer transmission (NS = 3) for 250 MHz
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Figure 3.8: The robustness of the proposed technique to the angle mismatch
and power imbalance in dual-polarized MIMO is examined in terms of the
spectral efficiency performance. (a) Spectral efficiency for 125 MHz bandwidth
regarding various mismatched angles. (b) Spectral efficiency for 125 MHz
bandwidth regarding various power imbalance values.
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Chapter 4
Angle Tracking in Mobile MmWave Systems
with Antenna Array Calibration
In this chapter, we propose and evaluate several high-resolution angle
tracking strategies for wideband mmWave systems with mobility. We custom
design pairs of auxiliary beams as the tracking beams, and use them to cap-
ture fast angle variations, towards which the steering directions of the data
beams are adjusted. We explain the detailed design procedure along with
discussion on potential feedback strategies. We examine the impact of phase
and amplitude errors on the proposed methods and show that the auxiliary
beam pair structure is sensitive to these impairments. We also design a re-
ceive combining based array calibration method to compensate for the phase
and amplitude errors. Via numerical examples, we show that the proposed
angle tracking designs can still achieve promising tracking performances with
calibrated radiation patterns. This work was published in [44].
4.1 Prior Work and Motivation
Grid-of-beams based beam training is the defacto approach for con-
figuring transmit and receive beams; variations are used in IEEE 802.11ad
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systems [14, 73] and will be used in 5G [74]. Beam tracking approaches that
support grid-of-beams have been developed in [73], [14], [75] and [76], but
the performance depends on the grid resolution, leading to high complexity,
tracking overhead, and access delay. In [77, 78], a priori-aided angle tracking
strategies were proposed. A temporal variation law of the AoD and AoA of
the LOS path is first formed. By combining the temporal variation law with
the sparse structure of the mmWave channels, the channels obtained during
the previous time-slots are used to predict the support of the channel. The
time-varying parameters corresponding to the support of the channel are then
tracked for the subsequent time-slots. To track the NLOS paths, the classical
Kalman filter can be employed by first eliminating the influence of the LOS
path [79]. In [80], the idea of Kalman filter was exploited as well when design-
ing the angle tracking and abrupt change detection algorithms. In [81], the
extended Kalman filter was used to track the channel’s AoDs and AoAs by only
using the measurement of a single beam pair. The angle tracking algorithms
developed in [77]-[81], however, depend on specific modeling of the geometric
relationship between the BS and UE and the angle variations. Hence, there
is a need for high-resolution angle/beam tracking designs that neither depend
on any angle variation model nor require an on-grid assumption.
4.2 Contributions
In this chapter, we develop high-resolution angle tracking algorithms
through the auxiliary beam pair design for mobile wideband mmWave systems
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under the analog architecture. In the employed analog architecture, the BS
uses a small number of RF chains to drive a large number of antenna ele-
ments, and forms the tracking beams in the analog domain. We propose and
analyze new angle tracking procedure, where the basic principles follow those
in Chapters 2 & 3 with moderate modifications based on the employed array
configurations and pilot signal structures. In Chapters 2 & 3, we exploited
the idea of auxiliary beam pair design to estimate both the narrowband and
wideband mmWave channels with and without dual-polarization. The pro-
posed approaches, however, were only applied to the angle estimation, and
not specifically designed for the angle tracking. We summarize the main con-
tributions of this chapter as follows:
• We provide detailed design procedure of the auxiliary beam pair-assisted
angle tracking approaches in wideband mmWave systems. We propose
several angle tracking design options and differentiate them in terms of
triggering device, feedback information, and information required at the
UE side.
• We reveal several important implementation aspects of deploying our
proposed angle tracking algorithms in practical systems, including im-
pacts of multi-user interference, multi-path interference and noise im-
pairment on the tracking performances, and tracking sequences design
for the auxiliary beam pair structure. We use conceptual and numerical
examples to explain our proposed potential solutions in addressing these
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issues. We also calculate the computational complexity and signaling
overhead for the proposed designs.
• We characterize the impact of the radiation pattern impairments caused
by the hardware flaw before and after the array calibration on our pro-
posed methods. This hardware flaw is mainly brought by the antenna
element tolerances and manufacturing inaccuracies, causing non-uniform
amplitude and phase characteristics of the beam patterns. We first ex-
hibit that relatively large phase and amplitude errors would contaminate
the angle tracking performances of the proposed algorithms, resulting in
increased tracking error probability and reduced spectral efficiency. We
custom design a receive combining based array calibration method for the
analog architecture. Note that since the radiation pattern impairments
resulted from manufacturing inaccuracies/imperfections are long-term
characteristics [82, Chapter 2], we focus on off-line array calibration in
this chapter.
We organize the rest of this chapter as follows. In Section 4.3, we
describe the employed frame structure and conventional grid-of-beams based
beam tracking design for mmWave systems. In Section 4.4, we explain detailed
design principles and procedures of the proposed high-resolution angle tracking
strategies; we also address several important implementation issues of deploy-
ing the proposed algorithms in practice, such as computational complexity,
signaling overhead, tracking sequence design and multi-user interference. In
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Section 4.5, we discuss the developed array calibration method and its impact
on the proposed angle tracking designs. In Section 4.6, we present numerical
results to validate the effectiveness of the proposed techniques. Finally, we
conclude this chapter in Section 4.7.
4.3 Frame Structure for Tracking
In Figure 4.1(a), we provide a potential frame structure. The time
frame consists of three main components: channel estimation (ChEst), dedi-
cated data channel (DDC), and dedicated tracking channel (DTC). The ChEst,
DDC and DTC are composed of various numbers of time-slots. Here, we define
the time-slot as the basic time unit, which is equivalent to, say, one OFDM
symbol duration. We assume a total of T time-slots for one DTC. In the
DDC, directional narrow beams are sent by the BS for high-rate data com-
munications, while in the DTC, relatively wide beams are used to track the
channel variations. In this chapter, the beams in the DTC and the DDC are
multiplexed in the time-domain as shown in Figure 4.1(b). Further, the beam
tracking in the DTC can be conducted in either a periodic or an aperiodic
manner as shown in Figure 4.1(a). Based on the employed frame structure, we
now illustrate the conventional grid-of-beams based beam tracking procedure
for mmWave systems.
To reduce the computational complexity and tracking overhead, the
beams in the DTC are formed surrounding the beam in the DDC in the angular
domain. For simplicity, we first denote the beam in the DDC by anchor beam
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and the beams in the DTC by backup beams. For a given DTC, the received
signal strengths of the anchor and backup beams are measured by the UE and
fed back to the BS. If the received signal strength of a backup beam is greater
than that of the anchor beam by a certain threshold, the beam training is
executed within the probing range of the backup beams to update the steering
direction of the anchor beam. Otherwise, the current beam in the DDC is
continuously used for data communications until the next DTC is triggered.
If the received signal strengths of all the beams in the DTC and DDC are
below a given threshold, the complete beam training process as in the channel
estimation phase [13,14] will be conducted.
4.4 Angle Tracking for Mobile MmWave Systems
In this section, we first illustrate the employed beam-specific pilot sig-
nal structure for the proposed tracking algorithms. Based on the employed
shared-array architecture in Chapter 1, we then explain the design principles
of the proposed high-resolution angle tracking approaches assuming the beam-
specific pilot signal structure. Further, we present the detailed design proce-
dure for the proposed algorithms along with the discussion of various feedback
strategies. Further, we develop both code-division multiplexing (CDM) and
TDM based methods to mitigate the multi-user interference in tracking chan-
nels. For practical implementation, we derive the computational complexity
and signaling overhead for our proposed algorithms. Unless otherwise speci-
fied, we explain the proposed angle tracking strategies in the azimuth domain
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assuming given elevation AoDs and AoAs. Note that the proposed algorithms
can be directly extended to the tracking of the elevation directions.
4.4.1 Design principles of proposed angle tracking approaches
The design focus of the proposed angle tracking approaches is to first
obtain high-resolution angle estimates, and then track the angle variations via
the custom designed tracking beams. We employ the same frame structure
as in Figure 4.1(a), where the tracking beams are sent during the DTC. In
this part, we provide an overview of the auxiliary beam pair-assisted high-
resolution angle estimation design for wideband mmWave systems. For sim-
plicity, we focus on the estimation of the azimuth AoDs at the receiver.
Each auxiliary beam pair comprises two successively formed analog
beams in the angular domain. Pairs of custom designed analog transmit and
receive beams are probed to cover the given angular ranges. In this chapter, the
two analog beams in the same auxiliary beam pair are formed simultaneously
by the BS, and are differentiated by the beam-specific pilot signals at the UE
side. For instance, to form an azimuth transmit auxiliary beam pair, the two
analog beamforming vectors targeted at the directions of ηaz− δy and ηaz + δy
in the azimuth domain are at(ηel, ηaz − δy) and at(ηel, ηaz + δy) respectively,
where δy =
2`ypi
Ny
with `y = 1, · · · , Ny4 and ηel corresponds to a given elevation
direction. Now, we illustrate the employed pilot signal structure.
Due to the constant amplitude and the robustness to the frequency
selectivity, we use ZC-type sequences in this chapter as the pilot signals for
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tracking. Denoting the sequence length by NZC, the employed ZC sequence
with root index iz is
siz [m] = exp
(
−jpim(m+ 1)iz
NZC
)
, (4.1)
where m = 0, · · · , NZC − 1. Here, we let NZC = N (i.e., the total number of
employed subcarriers) and z = 0, 1 such that i0 and i1 correspond to the two
beams in the same auxiliary beam pair. By cross correlating two ZC sequences
at zero-lag, we can obtain [67]
N−1∑
k=0
si0 [k]s
∗
i1
[k] =
{
1, if i0 = i1
βi0,i1 , otherwise.
(4.2)
Here, βi0,i1 is a constant, corresponding to 1/
√
NZC. For relatively large se-
quence length NZC, |βi0,i1| ≈ 0. In this chapter, we assume βi0,i1 = 0 for better
illustration of the proposed methods. For a relatively small sequence length
NZC, this approximated code-domain orthogonality condition may not hold,
resulting in significant inter-beam interference. To counter this challenge, the
BS can send the two beams in the same auxiliary beam pair in a round-robin
TDM manner. In contrast to simultaneous transmission, the TDM approach
can eliminate the inter-beam interference, but may introduce extra access de-
lay to the system. Note that the selection of appropriate sequence length NZC
also depends on the channel condition, which will be elaborated later in this
section. In practical systems, the RF impairments such as the I/Q imbalance
and power amplifier nonlinearities would distort the received ZC sequence sam-
ples, resulting in degraded correlation performance. In this chapter, we ignore
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these impairments in the employed system model as they do not affect the key
design principles of our proposed tracking strategies.
Based on the employed pilot signal structure, we now explain the de-
sign principles of the auxiliary beam pair-assisted angle acquisition. Assume
MRF = 1 and a given analog receive beam, say, ar(ϑ). According to the em-
ployed array configurations and the pilot signal structure, we can then rewrite
(3.1) in the absence of noise as
y[k] =a∗r (ϑ)
Nr∑
r=1
grρτr [k]ar(νr)a
∗
t (θr, ψr)
[
at(ηel, ηaz − δy) at(ηel, ηaz + δy)
]
×
[
si0 [k]
si1 [k]
]
. (4.3)
Our design focus here is to estimate the azimuth transmit spatial frequency
ψr? for path-r
? with r? ∈ {1, · · · , Nr}. We first assume that ψr? falls into the
probing range of the auxiliary beam pair such that ψr? ∈ (ηaz − δy, ηaz + δy).
We can then rewrite (4.3) as
y[k] =a∗r (ϑ)gr?ρτr? [k]ar(νr?)a
∗
t (θr? , ψr?)
[
at(ηel, ηaz − δy) at(ηel, ηaz + δy)
]
×
[
si0 [k]
si1 [k]
]
+a∗r (ϑ)
Nr∑
r′=1,
r′ 6=r?
gr′ρτr′ [k]ar(νr′)a
∗
t (θr′ , ψr′)
× [ at(ηel, ηaz − δy) at(ηel, ηaz + δy) ] [ si0 [k]si1 [k]
]
. (4.4)
In this chapter, we focus on tracking the variations of the steering angle of
the data beam, which is ψr? in this example. To reduce the implementation
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complexity and improve the tracking accuracy, narrow tracking beams are
formed, closely surrounding the steering angle of the data beam. The resulted
effective beam-space channels therefore contain few paths/clusters, though the
general mmWave channels may have many rays in the entire angular domain
according to the channel modeling progress in the 3GPP [83] and channel
measurement campaigns [84,85]. For instance, denote the angular coverage of
the auxiliary beam pair {at(ηel, ηaz − δy),at(ηel, ηaz + δy)} in (4.4) by Ξy. For
relatively large number of transmit antennas, it becomes highly likely that only
the steering angle of the data beam, i.e., ψr? is within Ξy, and other paths’
spatial frequencies ψr′ /∈ Ξy for r′ ∈ {1, · · · , Nr} and r′ 6= r?. In this case,
the multi-path interference would become negligible, and the received signal
in (4.4) can be approximated to
y[k] ≈gr?ρτr? [k]a∗r (ϑ)ar(νr?)a∗t (θr? , ψr?)
[
at(ηel, ηaz − δy) at(ηel, ηaz + δy)
]
×
[
si0 [k]
si1 [k]
]
. (4.5)
Note that we can extend the algorithm to separately estimate multiple paths
in parallel.
Assuming perfect time-frequency synchronization, the UE employs lo-
cally stored reference beam-specific sequences to correlate the received signal
samples. By using the reference ZC sequence with the sequence root index i0,
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we can first obtain
Λ∆az =
N−1∑
k=0
s∗i0 [k]y[k] (4.6)
=
N−1∑
k=0
gr?ρτr? [k]a
∗
r (ϑ)ar(νr?)a
∗
t (θr? , ψr?)at(ηel, ηaz − δy)s∗i0 [k]si0 [k]
+
N−1∑
k=0
gr?ρτr? [k]a
∗
r (ϑ)ar(νr?)a
∗
t (θr? , ψr?)at(ηel, ηaz + δy)s
∗
i0
[k]si1 [k].
(4.7)
We assume flat channels here such that ρ¯τr? = ρτr? [0] = · · · = ρτr? [N − 1]
for better illustration of the design principles. The proposed design approach
can still achieve promising angle estimation/tracking performance in wideband
channels since the correlation properties of the ZC-type sequences are robust
to the frequency selectivity (e.g., up to 8.6 MHz continuous bandwidth in
LTE [86]). We can then rewrite (4.7) as
Λ∆az = gr?a
∗
r (ϑ)ar(νr?)a
∗
t (θr? , ψr?)at(ηel, ηaz − δy)ρ¯τr?
N−1∑
k=0
s∗i0 [k]si0 [k]
+ gr?a
∗
r (ϑ)ar(νr?)a
∗
t (θr? , ψr?)at(ηel, ηaz + δy)ρ¯τr?
N−1∑
k=0
s∗i0 [k]si1 [k]
(a)
= gr? ρ¯τr?a
∗
r (ϑ)ar(νr?)a
∗
t (θr? , ψr?)at(ηel, ηaz − δy), (4.8)
where (a) is due to the employed beam-specific pilot signal structure in (5.2).
We compute the corresponding received signal strength as χ∆az =
(
Λ∆az
)∗
Λ∆az.
Similarly, using the ZC sequence with the root index i1 to correlate the received
signal samples, we obtain
ΛΣaz =
N−1∑
k=0
s∗i1 [k]y[k] = gr? ρ¯τr?a
∗
r (ϑ)ar(νr?)a
∗
t (θr? , ψr?)at(ηel, ηaz + δy). (4.9)
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We can calculate the corresponding received signal strength as χΣaz =
(
ΛΣaz
)∗
ΛΣaz.
We define the ratio metric as ζaz = (χ
∆
az − χΣaz)/(χ∆az + χΣaz). According to [41,
Lemma 1], if |ψr? − ηaz| < δy, then the azimuth transmit spatial frequency ψr?
is within the range of (ηaz − δy, ηaz + δy), and ζaz is a monotonically decreasing
function of ψr? − ηaz and invertible with respect to ψr? − ηaz. Via the inverse
function, we can therefore derive the estimated value of ψr? as
ψˆr? = ηaz − arcsin
(
ζaz sin(δy)− ζaz
√
1− ζ2az sin(δy) cos(δy)
sin2(δy) + ζ2az cos
2(δy)
)
. (4.10)
If ζaz is perfect, i.e., not impaired by noise and other types of interference, we
can perfectly recover the azimuth transmit spatial frequency for path-r?, i.e.,
ψr? = ψˆr? .
In Section 4.4.2, we restrict to the tracking of path-r?’s azimuth AoD.
To better reveal the temporal evolution, we use ψr?,t instead of ψr? to rep-
resent path-r?’s azimuth transmit spatial frequency for a given time-slot t ∈
{0, · · · , T − 1} in the DTC.
4.4.2 Design procedure of proposed angle tracking approaches
Leveraging the high-resolution angle estimates, we exploit the auxil-
iary beam pair design in forming tracking beams in the DTC. For example,
we assume that one transmit auxiliary beam pair (e.g., at(ηel, ηaz − δy) and
at(ηel, ηaz+δy)) is formed during the DTC. The boresight angle of the auxiliary
beam pair (e.g., ηaz) is identical to the steering direction of the correspond-
ing anchor beam in the DDC. In the following, we first illustrate the general
framework of the proposed angle tracking designs.
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In Figure 4.2, we provide the relationship between the UE’s moving
trajectory and the tracking beams in the DTC. At time-slot 0, the anchor beam
in the DDC with the azimuth boresight angle ηaz,0 steers towards the UE of
interest. One azimuth transmit auxiliary beam pair is formed as the tracking
beams in the DTC. For a given elevation direction ηel,0, the corresponding two
beams steer towards ηaz,0 − δy and ηaz,0 + δy with the boresight angle ηaz,0 in
the azimuth domain. As can be seen from the conceptual example shown in
Figure 4.2, at time-slots 1, · · · , T − 1, the UE of interest moves away from
the original azimuth position ψr?,0 (or ηaz,0) to ψr?,1, · · · , ψr?,T−1. Note that
as long as ψr?,1, · · · , ψr?,T−1 are in the probing range of the tracking beams,
they are expected to be accurately tracked according to the design principles
of the auxiliary beam pair.
In the proposed methods, either the BS or the UE can trigger the angle
tracking process, which are referred to as BS-driven or UE-driven angle track-
ing methods. For both the BS-driven and UE-driven angle tracking strategies,
either a periodic or aperiodic DTC design can be adopted. Further, for the
proposed BS-driven angle tracking, no prior knowledge of the auxiliary beam
pair setup is required at the UE side. In the following two parts, we first
present the detailed design procedure of the proposed methods and illustrate
the employed direct and differential feedback strategies; we then develop po-
tential solutions to reduce the multi-user interference in tracking channels.
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4.4.2.1 BS/UE-driven angle tracking design with direct and differ-
ential ratio metric feedback
We start by illustrating the BS-driven angle tracking strategy using the
direct ratio metric feedback. For a given time-slot t ∈ {0, · · · , T − 1} in the
DTC, the corresponding ratio metric ζaz,t is calculated by the UE using the
azimuth transmit auxiliary beam pair. First, we assume that the BS triggers
the feedback of the derived ratio metric. For instance, considering a given
DTC, if the BS requires the ratio metric feedback at time-slot T − 1, ζaz,T−1 is
then quantized and sent back to the BS. In this case, time-slot T −1 is the last
time-slot of a given DTC. Note that in practice, the BS may require the ratio
metric feedback for multiple time-slots within the same DTC to track the fast-
varying channels. It is therefore essential for the UE to keep computing the
ratio metric for every time-slot in the DTC. Upon receiving the ratio metric
feedback from the UE at time-slot t, the BS retrieves the corresponding angle
estimate according to (4.10). Denoting the azimuth angle estimate at time-slot
t by ψˆr?,t, we have
ψˆr?,t = ηaz,0 − arcsin
ζaz,t sin(δy)− ζaz,t
√
1− ζ2az,t sin(δy) cos(δy)
sin2(δy) + ζ2az,t cos
2(δy)
 . (4.11)
The angle difference ∆ψr?,t =
∣∣∣ψr?,0 − ψˆr?,t∣∣∣ is then calculated by the BS and
compared with a predefined threshold ςaz. If ∆ψr?,t ≥ ςaz, the azimuth steering
direction of the anchor beam in the DDC is then updated from ηaz,0 to ηaz,t =
ψˆr?,t. Otherwise, the azimuth steering direction of the anchor beam in the
DDC is kept unchanged from time-slot 0, i.e., ηaz,t = ηaz,0.
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Different from the BS-driven strategy, the angle tracking process in the
UE-driven method is triggered at the UE side. Here, the direct ratio metric
feedback is still applied, but the feedback process is configured by the UE
according to the received signal strength corresponding to the anchor beam in
the DDC. We explain the design procedures of the UE-driven angle tracking
approach with the direct ratio metric feedback in Algorithm 4.1. Note that in
Algorithm 4.1 UE-driven angle tracking design with direct feedback of the
ratio metric
BS-side processing
1: For t ∈ {0, · · · , T − 1}, the BS forms the auxiliary beam pair(s) for
angle tracking.
UE-side processing
2: The UE calculates the ratio metric ζaz,t, the received signal strengths γt
and γ0 of the DDCs at time-slots t and 0, and ∆γt = γt − γ0.
3: If ∆γt ≥ %az
4: The UE quantizes ζaz,t and sends it back to the BS.
5: Else
6: Start from step-1 for time-slot t+ 1.
7: end If
BS-side processing
8: The BS retrieves the channel’s azimuth transmit spatial frequency ψˆr?,t
according to (4.11).
9: The BS updates the azimuth steering direction of the data beam as
ηaz,t = ψˆr?,t.
the proposed UE-driven angle tracking with the direct ratio metric feedback,
no prior knowledge of the auxiliary beam pair setup is required at the UE
side, while only the received signal strength of the anchor beam is deduced
as the triggering performance metric. By exploiting the symmetric property
of the ratio metric [43], the BS-driven and UE-driven differential ratio metric
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feedback strategies can be similarly derived relative to the direct ratio metric
feedback designs with moderate modifications on the tracking procedures.
Remark: Similar to the direct and differential ratio metric feedback
methods, direct and differential angle feedback strategies can also be supported
for the angle tracking designs, as long as necessary auxiliary beam pair setup
is available at the UE side.
To compensate for the noise and other types of impairments, we can also
form multiple identical auxiliary beam pairs to track a given angle’s variations
if the angle tracking is triggered. Upon receiving all the pilot signal samples,
the UE can either average the received signal strengths or select the highest
received signal strengths across all probings to derive the corresponding ratio
metric. By exploiting this spreading gain from multiple probings/snapshots of
the auxiliary beam pairs, we expect to improve the angle tracking performance
especially with low SNR and high multi-path interference.
4.4.2.2 Multi-user interference between dedicated tracking chan-
nels (DTCs)
Having dedicated RFs for tracking reduces the spatial degrees-of-freedom
to mitigate the multi-user interference (MUI) when different UEs share the
same time and frequency resources. We consider a multi-user scenario, in
which all UEs of interest are conducting angle tracking via the corresponding
auxiliary beam pairs (dedicated tracking channels). We provide one concep-
tual example in Figure 4.3 to characterize this interference scenario and explain
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our proposed solutions. As can be seen from Figure 4.3, if the UEs of interest
are close to each other such that they are within the probing ranges of each
other’s auxiliary beam pairs, they would significantly interfere with each other
if the same time-frequency resources are occupied and identical sequences are
used. To mitigate the interference, we propose CDM and/or TDM based de-
sign approaches. We do not focus on frequency-division multiplexing (FDM)
based strategy as the tracking beams are wideband and applied to all active
subcarriers.
For CDM based design option, all simultaneously formed beams tar-
geting for different UEs can embed distinct ZC sequences with different root
indices. The number of such sequences, however, may not be enough to support
a relatively large number of UEs in the network. To counter this problem, we
develop an alternative CDM based approach by leveraging a custom designed
hierarchical sequence structure. Here, we still employ the ZC-type sequences,
and express the sequence structure as
siu,pz [m] = exp
(
−jpi(m+ pz)(m+ pz + 1)iu
NZC
)
, (4.12)
where m = 0, · · · , NZC−1, iu denotes the root index associated with a specific
auxiliary beam pair that serves UE u, and pz’s (z = 0, 1) represent the circular
shifts in the frequency domain, corresponding to the two beams in the same
auxiliary beam pair. For instance, in Figure 4.3(a), the BS transmits the
hierarchical sequences to the two UEs with the user indices, say #12 and
#15 via the corresponding two auxiliary beam pairs. Assuming perfect time-
frequency synchronization, UE #12 applies locally stored sequences si12,p0 =
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{si12,p0 [0], · · · , si12,p0 [NZC − 1]} and si12,p1 = {si12,p1 [0], · · · , si12,p1 [NZC − 1]} to
correlate the received signal samples and to derive the corresponding ratio
metric. Similarly, UE #15 employs si15,p0 = {si15,p0 [0], · · · , si15,p0 [NZC − 1]}
and si15,p1 = {si15,p1 [0], · · · , si15,p1 [NZC − 1]} to correlate the received signal
samples. According to (5.2), the cross-correlation interference between UEs
#12 and #15 can be minimized by choosing appropriate sequence length NZC
and root indices i12 and i15. For a given UE, the inter-beam interference (IBI)
is subject to the correlation of two cyclically shifted ZC sequences with the
same root index. This correlation is zero without incorporating noise and other
impairments, but in practice it is subject to the maximum delay spread and
Doppler shift of the channels [87].
In addition to the proposed CDM based design strategy, the MUI can
also be mitigated if the BS performs angle tracking for different UEs in a
TDM manner. We employ the example shown in Figure 4.3(b) to illustrate
the procedure. As can be seen from Figure 4.3(b), the BS employs different
time-slots to steer the auxiliary beam pairs towards UEs #12 and #15 for
angle tracking. Obviously, there would be no interference between UE #12
and UE #15. The TDM strategy, however, would introduce extra access
delay to the network in contrast to the code-domain approaches. For practical
implementation, a hybrid approach of both CDM and TDM based strategies
would be of design interest to mitigate the interference.
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4.4.3 Computational complexity and signaling overhead
In this part, we first evaluate the implementation complexity of the
proposed angle tracking algorithms. As the angle tracking does not involve
extensive beam search as in the angle estimation phase, we focus on the number
of complex arithmetic operations required at the UE. The complex arithmetic
operation includes complex multiplication, division, addition and substraction.
In the proposed angle tracking methods, the complex arithmetic operations are
mainly resulted from correlating the received signal samples with reference ZC
sequences. For a length-NZC ZC sequence, the number of complex arithmetic
operations required to perform the zero-lag correlation is 2NZC − 1. If a total
of NABP auxiliary beam pairs are formed (we set NABP = 1 when deriving the
design principle and procedure) in a DTC to enhance the angular coverage,
this number becomes 2NABP(2NZC − 1). Further, assuming that a total of
NDTC DTCs are triggered for angle tracking, the number of complex arithmetic
operations is 2NDTCNABP(2NZC − 1).
In this chapter, we characterize the signaling overhead for tracking as
the ratio between the number of OFDM symbols used for the DTCs (MDTC)
and the total number of symbols (MTOT). We first assume that the beams
in the auxiliary beam pairs are probed in the TDM manner. For a total of
MABP auxiliary beam pairs, we can obtain MDTC = 2MABP. We can then
compute the corresponding overhead ratio as 2MABP/MTOT. For the CDM
based design strategy, we have MDTC = MABP/NABP, recalling that NABP is
the number of simultaneously formed auxiliary beam pairs during one DTC.
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In this case, we can derive the ratio as MABP/NABPMTOT. Obviously, the
CDM based method requires less signaling overhead than the TDM based
strategy assuming the same MABP, but its tracking performance is subject to
the inter-beam interference. For instance, if MTOT = 10
4, MABP = 100 and
NABP = 1, we can compute the corresponding signaling overhead as 1% for
the CDM based design approach. This signaling overhead is similar to the
frame timing synchronization design in LTE systems [86], in which one out of
70 OFDM symbols with normal CP length is used to carry the corresponding
synchronization signal (1.4%). This 1% signaling overhead for tracking is
equivalent to ρ = 1% assumed in the simulation section, which shows promising
angle tracking performances under various deployment scenarios.
4.5 Impact of Radiation Pattern Impairments
Because of manufacturing inaccuracies, a variety of impairments such as
geometrical and electrical tolerances cause non-uniform amplitude and phase
characteristics of the individual antenna elements [88]. This results in phase
and amplitude errors of the radiation patterns [89]. The angle tracking per-
formance of the proposed auxiliary beam pair-assisted designs is subject to
the radiation pattern impairments, which are neglected during the derivation
of the ratio metric. If the radiation patterns of the beams in the auxiliary
beam pair are impaired by the phase and amplitude errors, the monotonic and
symmetric properties of the ratio metric may not hold, which in turn, results
in large angle tracking errors. In the following, we first illustrate the impact
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of the radiation pattern impairments on the proposed angle tracking designs.
To calibrate the antenna array with the analog architecture, we custom design
and evaluate an array calibration method. We then examine the impact of the
residual calibration errors on the proposed angle tracking approaches.
4.5.1 Impact of phase and amplitude errors on proposed methods
Neglecting mutual coupling and matching effects, and denoting the
phase and amplitude error matrices by P andA, we have P = diag
([
ejp0 , ejp1 ,
· · · , ejpNtot−1]T) and A = diag([a0, a1, · · · , aNtot−1]T), where pi and ai corre-
spond to the phase and amplitude errors on the i-th antenna element with i =
0, · · · , Ntot−1. Due to the UPA structure, we can decompose P andA as P =
Pel⊗Paz and A = Ael⊗Aaz, where Pel = diag
([
ejpel,0 , ejpel,1 , · · · , ejpel,Nx−1]T)
and Ael = diag
(
[ael,0, ael,1, · · · , ael,Nx−1]T
)
correspond to the elevation do-
main, and Paz = diag
([
ejpaz,0 , ejpaz,1 , · · · , ejpaz,Ny−1]T) and Aaz = diag([aaz,0,
aaz,1, · · · , aaz,Ny−1
]T)
are for the azimuth domain. In this chapter, we model
pel,iel , ael,iel with iel = 0, · · · , Nx − 1 and paz,iaz , aaz,iaz with iaz = 0, · · · , Ny − 1
as Gaussian distributed random variables with zero mean and certain vari-
ances. Note that other distributions of phase and amplitude errors are possi-
ble depending on array geometry, array size, and other array configurations.
Our proposed array calibration strategy does not rely on specific phase and
amplitude errors distributions. Further, the proposed calibration method is
performed off-line assuming time-invariant phase and amplitude errors. If the
phase and amplitude errors slowly change over time, we can still apply the
129
proposed off-line calibration method in a semi-static manner. If the phase
and amplitude errors dynamically evolve over time, on-line array calibration
methods are needed to frequently compensate for the phase and amplitude
impairments in seconds, which are beyond the scope of this chapter.
We employ the beam pair example discussed in Section 4.4.1 to illus-
trate the impact of the phase and amplitude errors on the auxiliary beam pair
design. Denote C = AP and neglect the radiation pattern impairments at
the UE side. Using the transmit analog beam at(ηel, ηaz − δy) and the receive
analog beam ar(ϑ), we compute the corresponding noiseless received signal
strength as
χ∆az = |gr? ρ¯τr? |2 |a∗r (ϑ)ar(νr?)|2
× a∗t (ηel, ηaz − δy)C∗at(θr? , ψr?)a∗t (θr? , ψr?)Cat(ηel, ηaz − δy) (4.13)
= |gr? ρ¯τr? |2 |a∗r (ϑ)ar(νr?)|2
×
∣∣∣∣∣
Nx−1∑
iel=0
ael,iele
−j[iel(θr?−ηel)−pel,iel ]
∣∣∣∣∣
2 ∣∣∣∣∣
Ny−1∑
iaz=0
aaz,iaze
−j[iaz(ψr?−ηaz+δy)−paz,iaz ]
∣∣∣∣∣
2
.
(4.14)
We can similarly obtain the received signal strength χΣaz with respect to the
transmit and receive beams pair at(ηel, ηaz + δy) and ar(ϑ). Due to the phase
and amplitude errors, the ratio metric calculated via ζaz =
χ∆az−χΣaz
χ∆az+χ
Σ
az
is therefore
no longer a strict monotonic function of the angle to be estimated. By directly
inverting the ratio metric function as according to (4.10), high angle estimation
error probability could be incurred, which in turn, degrades the angle tracking
performance of the proposed methods.
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In Figures 4.4(a) and 4.4(b), we plot the azimuth radiation patterns
with and without phase and amplitude errors for comparison. For a given
ψ0, we calculate
∣∣a∗ty(ψ)D∗aty(ψ0)∣∣2 as a sample point corresponding to ψ ∈
[−pi/2, pi/2], where D = INy assuming no phase and amplitude errors, and
D = AazPaz assuming both phase and amplitude errors for the azimuth do-
main. We then form the radiation pattern by collecting all the sample points.
Both the phase and amplitude errors for the azimuth domain are distributed
according to N(0, 0.5) and N(0, 1) in Figures 4.4(a) and 4.4(b). Further, we
employ a total of Ny = 16 antennas for the azimuth domain. As can be seen
from Figures 4.4(a) and 4.4(b), the azimuth radiation patterns are severely
contaminated by the phase and amplitude errors such that the main lobe and
side lobes can not be differentiated. In Figures 4.5(a) and 4.5(b), we plot the
ratio metrics versus the angle to be estimated assuming ideal radiation pattern
and impaired radiation pattern with Ny = 16 and δy = pi/8. It is observed
from Figure 4.5(b) that with 0.5 phase and amplitude errors variances, the
ratio metrics obtained via different impairment realizations are neither mono-
tonic functions of the angle to be estimated nor symmetrical with respect to
the origin. These observations are consistent with our analysis. Practical im-
plementation of the proposed angle tracking designs therefore requires array
calibration to compensate for the phase and amplitude errors.
Conventional array calibration methods such as those in [90] can not
be directly applied to the hybrid array setup. This is because in the employed
array architecture, all antenna elements are driven by a limited number of
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RF chains such that only NRF-dimensional measurements are accessible to
calibrate all Ntot antenna elements. In this chapter, we develop and evaluate
an off-line array calibration method for the employed array configurations
assuming simple LOS channels and single-carrier setup.
In this method, we assume that a single calibration source transmitting
the calibration reference signal (RS) is located at the origin with respect to
the BS antenna array such that the calibration RS impinges on the antenna
array at 0 degree in both the azimuth and elevation domains. At the BS, a set
of receive combining vectors are formed in a TDM manner probing towards
Ntot different angular directions in both the azimuth and elevation domains.
The external calibration source can be placed close to the BS antenna array,
and the channel between them is LOS. We can therefore express the signals
received across all the Ntot receive probings as
y0 = a
∗
t (ηel,0, ηaz,0)Cat(θ, ψ)x+ a
∗
t (ηel,0, ηaz,0)n0 (4.15)
...
yNtot−1 = a
∗
t (ηel,Nx−1, ηaz,Ny−1)Cat(θ, ψ)x+ a
∗
t (ηel,Nx−1, ηaz,Ny−1)nNtot−1,
(4.16)
where x represents the calibration RS, θ = ψ = 0, ηel,iel and ηaz,iaz (iel =
0, · · · , Nx − 1 and iaz = 0, · · · , Ny − 1) are the receive steering directions
in the elevation and azimuth domains, and ni (i = 0, · · · , Ntot − 1) is the
corresponding noise vector. In this chapter, we assume the calibration RS
x = 1 while it can be selected as a different symbol from 1 as long as it is known
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a prior. By concatenating all the received signal samples y0, · · · , yNtot−1, we
therefore have
y =
 y0...
yNtot−1
 = AtC1Ntot×1 +Atn, (4.17)
with
At =
 a
∗
t (ηel,0, ηaz,0)
...
a∗t (ηel,Nx−1, ηaz,Ny−1)
 ∈ CNtot×Ntot , n =
 n0...
nNtot−1
 ∈ CNtot×1.
(4.18)
According to (4.17), the phase and amplitude errors matrix can be estimated
as
Cˆ = diag
{
A−1t y
}
, (4.19)
and the calibration matrix is determined asK = Cˆ−1. Note that with different
receive steering directions and DFT-type receive steering vector structure, the
square matrix At is invertible.
In Figure 4.6(a), we evaluate the impact of the residual calibration
errors on the azimuth radiation pattern for the proposed calibration method.
We set the calibration SNR as 0 dB. As can be seen from Figure 4.6(a), the
calibrated radiation pattern almost matches with the ideal radiation pattern
in the azimuth domain such that the main lobe and side lobes can be clearly
differentiated. Note that with increase in the calibration SNR, the calibration
performances can be further improved.
After the array calibration, the amplitude and phase errors become
small and are approximately the same across all the antenna elements. The
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corresponding ratio metric can therefore exhibit the same form as in the per-
fect radiation pattern case, implying that the channel directional information
can be retrieved by inverting the ratio metric. In Figure 4.6(b), we plot the
ratio metrics obtained after the array calibration with respect to the angle to
be estimated in the azimuth domain. By comparing Figure 4.6(b) with Fig-
ure 4.6(a), it can be observed that the monotonic and symmetric properties of
the ratio metric hold for most of the angle values.
4.5.2 ABPs, GoBs and compressive sensing
In this part, we compare our proposed ABPs, conventional GoBs and
compressive sensing based methods in acquiring the angle information. We
also analyze their differences and connections.
4.5.2.1 ABPs versus GoBs
As discussed before, the angle acquisition performance of the on-grid
GoBs based approach is limited by the grid resolution, which depends on the
beamwidth, and therefore, the number of employed antennas. Increasing the
number of antennas will improve the angle acquisition performance of the GoBs
based approach. Hence, without considering noise, the GoBs based method
with infinite number of antennas (i.e., infinite grid resolution or without grid) is
equivalent to our proposed off-grid ABPs based strategy (using finite number of
antennas) in terms of the angle estimation/tracking performance. We can also
interpret this comparison from two perspectives, i.e., (i) using the same array
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size, the angle estimation/tracking performance of the ABPs based method
is superior over that in the GoBs based approach, and (ii) targeting at the
same angle acquisition performance, the GoBs based approach exhibits higher
computational complexity and overhead than the ABPs. We have used several
numerical examples presented in Figures 3.5(a) and 3.6(a) to validate the above
statements. Note that the GoBs based approach, however, is more robust than
the ABPs based method to the radiation pattern impairments [44].
Different from other off-grid channel estimation methods, our proposed
auxiliary beam pairs are still constructed from a grid of beams. With neces-
sary control signaling support, it becomes very flexible to switch between the
ABPs and the GoBs based methods from a common beam codebook according
to practical deployment scenarios. For instance, after the array calibration, if
the residual phase and amplitude errors are still large, it is better to use the
GoBs based approach. To better trade off the robustness, estimation/tracking
accuracy and the complexity, a hybrid design of the ABPs and GoBs is also de-
sired. For instance, in the multi-layer control channel beamforming discussed
in Section 2.5.1, the ABPs and the GoBs can be implemented in different lay-
ers to reduce the initial access delay while at the same time covering as many
users as possible.
4.5.2.2 ABPs versus compressive sensing
Our proposed ABPs based strategy primarily focused on estimating and
tracking the angle information. Most of the compressive sensing based meth-
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ods, however, can estimate both the angle information and the path gains, but
the performance is still limited by the grid resolution. The design principle
and procedure are also quite different between these two design options. In the
compressive sensing based methods, correctly formulating the sparse channel
estimation problem and developing efficient reconstruction algorithms are the
design focus as long as the measurement matrices are Gaussian. In the ABPs
based strategy, we actually focus on custom designing the measurement ma-
trices such that the resulting ratio metrics are invertible with respect to the
angle information. In Section 4.6, we numerically compare our proposed solu-
tion and the adaptive compressive sensing based approach developed in [91] in
terms of the angle tracking performance. It is also of great interest to combine
these two design options to facilitate the estimation process. For instance, the
compressive sensing based methods can exploit the high-resolution angle esti-
mates from the ABPs to optimize the dictionary matrices. By optimizing the
dictionary matrices at both the BS and the UE, we expect to further improve
the path gain estimation accuracy with reduced complexity and overhead. We
leave the detailed procedure of jointly designing the ABPs and compressive
sensing based methods for future research. We highlight here that it may be
necessary to custom design the digital baseband precoding/combing matrices
to enforce the Gaussian assumption on the measurement matrices.
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4.6 Numerical Results
In this section, we evaluate the proposed BS-driven angle tracking de-
sign with the direct ratio metric feedback and the periodic DTC. Note that dif-
ferent angle tracking strategies developed in Section 4.4 exhibit similar track-
ing performances, though they have different requirements on the tracking
triggering metric, feedback information, and information available at the UE
side. We evaluate the proposed angle tracking method assuming ideal radia-
tion pattern, impaired radiation pattern with phase and amplitude errors, and
calibrated radiation pattern. For simplicity, we obtain the calibrated radiation
pattern via the proposed single calibration source based strategy. We set the
angle difference threshold for triggering the beam adjustment as 10◦. As the
ratio metric is non-uniformly distributed within the interval of [−1, 1] [41], we
can employ the Lloyd’s algorithm [92] to optimize the codebook for quantizing
the ratio metric.
4.6.1 Narrowband single-path channels with single-carrier
In this part, we provide the numerical results in narrowband single-
path channels with single-carrier modulation. We consider a single UE and
two angular motion models shown in Figures 4.7(a) and 4.7(b) to reveal the
moving trajectory of the UE. In the first model (angular motion model I),
the ULA is employed at the BS, while in the second model (angular motion
model II), the UPA is employed at the BS such that the tracking beams can
steer towards both the elevation and azimuth domains. For both cases, the
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ULA is assumed at the UE side. Note that we develop the angular motion
models I and II to better characterize the angle variations in terms of the
moving trajectory. In Section 4.6.3, we employ statistical temporal evolution
tools to model practical channel variations. Other simulation assumptions and
parameters follow those listed in [44, Table II]. We drop the path index here
due to the single-path assumption. Note that we obtain the angle variations
∆ψ and ∆θ according to the UE’s azimuth and elevation velocities vaz and
vel, the BS-UE distance d, and the symbol duration. We further randomize
the angle variations by incorporating a Gaussian distributed random variable
w with zero mean and variance 1. In the simulations, we set T = 1. That
is, each DTC comprises one time-slot (symbol), during which one auxiliary
beam pair is formed. The two beams in the corresponding auxiliary beam pair
are simultaneously transmitted, which are differentiated by the UE via the
beam-specific pilot signal design. We can then define the tracking overhead
as ρ = 1/Td. For instance, Td = 1000 results in less tracking overhead than
Td = 10 as the corresponding tracking overheads are computed as ρ = 0.1%
and ρ = 10%.
In Figure 4.8(a), we provide snapshots of the angle tracking results
over time for ρ = 1% and 0.05% in the proposed design. For comparison, we
also provide the actual angle variations and the case without angle tracking.
Further, we assume ideal radiation pattern. As can be seen from Figure 4.8(a),
the proposed auxiliary beam pair-assisted angle tracking design can accurately
track the angle variations under relatively high tracking overhead, i.e., 1%.
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By reducing the tracking overhead to 0.05%, the tracking resolution becomes
small, which in turn, degrades the angle tracking performances as shown in
Figure 4.8(b). Under different tracking overhead assumptions, the trend of the
angle variations can be well captured by the proposed angle tracking design.
We now evaluate the two-dimensional angle tracking performance for
the proposed approach using calibrated radiation pattern. A total of Ntot = 32
antenna elements are equipped at the BS side with the UPA placed in the xy-
plane. Further, we set Nx = 4 and Ny = 8. In Figure 4.9(a), we plot the
cumulative density functions (CDFs) of the beamforming gains obtained from
the anchor beam in the DDC. With calibrated radiation pattern, the pro-
posed method shows close performance relative to the perfect case assuming
various tracking overheads. In Figure 4.9(b), we evaluate the spectral effi-
ciency performance using the anchor beam in the DDC. Specifically, denoting
by heff = ga
∗
r (ν)ar(ν)a
∗
t (θ, ψ)at(θˆ, ψˆ) for single-path channels, we can com-
pute the spectral efficiency metric as C = E [log2 (1 + γh∗effheff)]. Similar to
Figure 4.9(a), the spectral efficiency performances obtained by using the pro-
posed method with different tracking overheads are close to the perfect case.
In Figures 4.9(a) and 4.9(b), we also evaluate the grid-of-beams based beam
tracking design assuming various tracking overheads. For fair comparison,
we employ the same number of tracking beams as in the auxiliary beam pair
based angle tracking design. As can be seen from Figures 4.9(a) and 4.9(b), the
proposed algorithm shows superior beamforming gain and spectral efficiency
performances over the grid-of-beams based beam tracking strategy.
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4.6.2 Narrowband multi-path channels with single-carrier
In this part, we employ the Rician multi-path channel model with var-
ious Rician K-factor values. We set the number of NLOS channel components
to 5. Further, we evaluate the mean angle tracking error (MATE), which is
calculated as E[|ξt − ξˆt|], where ξt is the channel’s azimuth/elevation angle at
time t, and ξˆt is its tracked counterpart. We use the angular motion model I
to characterize the angle variations of all paths, and the objective is to track
the variations of the dominant path.
It is observed from Figure 4.10(a) that with increase in the number
of channel paths, the MATE performance degrades because of the multi-path
interference. Similar observation is obtained by reducing the Rician K-factor
value from 13 dB to 6 dB. The performance differences between Nr = 2 and
Nr = 10, and K = 6 dB and K = 13 dB, however, are marginal due to the
fact that relatively narrow tracking beams are formed surrounding only the
dominant path. Further, by increasing the total number of transmit anten-
nas Ntot from 8 to 16, the MATE significantly decreases. At relatively high
SNR, the multi-path interference would dominate the MATE performance.
These observations are consistent with our approximation and analysis in Sec-
tion 4.4.1. In Figure 4.10(b), we examine the impact of multiple auxiliary
beam pairs probings on the MATE performance in a 6-path channel with 6 dB
Rician K-factor. If the angle tracking is triggered, the MATE decreases with
increase in the number of probings of identical auxiliary beam pairs, leverag-
ing the spreading gain discussed in Section 4.4.2 to improve the angle tracking
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performance especially in low to medium SNR regimes.
4.6.3 Wideband multi-path channels with OFDM
The temporal evolution effect of mmWave channels is not well char-
acterized in current wideband mmWave channel models [93]. In this part of
simulation, we therefore first implement the temporally correlated mmWave
channels by considering both (i) the NYUSIM open source platform developed
in [71] and (ii) the statistical temporal evolution model used in [93,94].
For the NYUSIM open source platform, we consider the UMi cellular
scenario with NLOS components for the 28 GHz carrier frequency. We evalu-
ate a 125 MHz RF bandwidth with N = 512 subcarriers. The corresponding
CP lengths is D = 64. The employed ZC-type sequences occupy the central
63 subcarriers with the root indices i0 = 25 and i1 = 34. We set the subcarrier
spacing and symbol duration as 270 KHz and 3.7 µs following the numerology
provided in [1]. Detailed channel modeling parameters are given in [71, Ta-
ble III]. Further, our design focus here is to track the strongest path’s AoD
by using the proposed approach.
Before proceeding with the temporal channel evolution model, we first
rewrite the time-domain channel matrix in (5.10) in a more compact form. For
time-slot t, denoting by ϕt = [ϕ1,t, ϕ2,t, · · · , ϕNr,t]T, µt = [µ1,t, µ2,t, · · · , µNr,t]T
and φt =
[
φ1,t, φ2,t, · · · , φNr,t
]T
, we have Ht[d] = AR(ϕt)Gt[d]A
∗
T(µt,φt),
where AR(ϕt) and AT(µt,φt) represent the array response matrices for the
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receiver and transmitter such that
AR(ϕt) = [ar(ϕ1,t) ar(ϕ2,t) · · · ar(ϕNr,t)] (4.20)
AT(µt,φt) = [at(µ1,t, φ1,t) at(µ2,t, φ2,t) · · · at(µNr,t, φNr,t)] , (4.21)
and Gt[d] = diag
(
[g1p (dTs − τ1) , · · · , gNrp (dTs − τNr)]T
)
. We model the
temporal evolution of the path gains as the first-order Gauss-Markov process
as [80]
Gt+1[d] = ρDGt[d] +
√
1− ρ2DBt+1, (4.22)
where ρD = J0 (2pifDTs) and Bt+1 is a diagonal matrix with the diagonal
entries distributed according to Nc(0, 1). Here, J0(·) denotes the zeroth-order
Bessel function of first kind and fD is the maximum Doppler frequency. The
elevation and azimuth AoDs vary according to [94]
µt+1 = µt + ∆µt+1, φt+1 = φt + ∆φt+1, (4.23)
where ∆µt+1 and ∆φt+1 are distributed according to Nc(0Nr , σ
2
µINr) and Nc(
0Nr , σ
2
φINr). We first determine the initial path gains, path delays, azimuth
(elevation) AoDs, and AoAs through one simulation run using the NYUSIM
open source platform. We then obtain the channels for the subsequent time-
slots by using the initial channel results and the temporal evolution model
presented in (4.22) and (4.23).
In Figure 4.11, we plot the beamforming gains against the employed
OFDM symbols for ρ = 0.1% tracking overhead. We set fD = 1.3 KHz
and σ2µ = σ
2
φ = (pi/180)
2, which characterize relatively fast moving and angle
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variation speeds [80,94]. In addition to the actual angle variations, we evaluate
the proposed angle tracking and grid-of-beams based beam tracking designs
with calibrated radiation patterns. Similar to the evaluation results shown in
Section 4.6.1, the proposed algorithm shows close tracking performance to the
perfect case, and outperforms the existing beam tracking approach for various
system setups.
In Figures 4.12 and 4.13, we employ the channel results generated using
QuaDRiGA Version 1.2.3-307 to evaluate our proposed method in tracking
the angle variations of the LOS path. We set the number of clusters in the
channel as 5, with a 3 dB Rician K-factor. The linear tracking model is
used such that the UE moves away from the BS in a straight line having
a 150 m length. Further, the UE of interest moves along the linear track with
a constant 1 m/s (approximately 3.6 km/h) moving speed. Other simulation
parameters including the carrier frequency, subcarrier spacing, and etc. are the
same as those used in other wideband simulations. We evaluate the azimuth
angle tracking results in Figures 4.12(a) and 4.12(b) with ρ = 0.1% and
ρ = 0.05%, and the elevation angle tracking results in Figures 4.13(a) and
4.13(b) with ρ = 0.1% and ρ = 0.05%. Specifically, for a given tracking
triggering time, the distance of the UE from the starting point (or equivalently,
the position of the UE assuming the linear tracking model) is first computed.
The corresponding channel condition can then be extracted, upon which our
proposed angle tracking algorithms are performed. With this procedure, the
spatial consistency such as the positions of the scattering clusters as a function
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of the UE position can be maintained during the simulations. It is evident from
these plots that our proposed method can accurately track the angle variations
under a more practical varying model in contrast to the statistical temporal
evolution model used in Figure 4.11. Further, our proposed solution performs
better in the elevation domain than the azimuth domain because the actual
angle variation in the elevation domain is less significant than that in the
azimuth domain.
In Fig. 4.14, we examine the elevation MATE performance of our pro-
posed method and the adaptive compressed sensing based strategy [91], us-
ing the same channel results as in Figures 4.12 and 4.13, generated by the
QuaDRiGA platform. In contrast to the adaptive compressed sensing based
strategy, the ABPs based tracking design shows better elevation MATE per-
formance under ρ = 0.1%. By reducing the tracking overhead from ρ = 0.1%
to ρ = 0.05%, however, our proposed solution becomes inferior relative to
the adaptive compressed sensing based approach especially in the high SNR
regime.
4.7 Conclusion
In this chapter, we developed and evaluated several new angle tracking
design approaches for mobile wideband mmWave systems with antenna array
calibration. The proposed methods are different in terms of tracking trig-
gering metric, feedback information, and auxiliary beam pair setup required
at the UE. These differences allow the proposed strategies to be adopted in
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different deployment scenarios. We exposed the detailed design procedure of
the proposed methods and showed that they can obtain high-resolution angle
tracking results. The proposed methods neither depend on a particular angle
variation model nor require the on-grid assumption. Since the proposed meth-
ods are sensitive to radiation pattern impairments, we showed by numerical
examples that with appropriate array calibration, the angle variations can still
be successfully tracked via the proposed methods under various angle variation
models.
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Figure 4.1: (a) Potential frame structures of the periodic and aperidoic
beam/angle tracking designs. For the periodic beam/angle tracking design,
the periodicity of the dedicated tracking channel (DTC) is fixed. For the
aperiodic beam/angle tracking design, the DTC is flexibly triggered and con-
figured by the BS. The channel estimation (ChEst), dedicated data channel
(DDC) and DTC are multiplexed in the time-domain. A transition period
(TP) may exist between the DTC and the DDC. (b) One conceptual example
of the multiplexing between the DDC and DTC. The steering directions of
the beams in the DDC are adjusted towards the UE’s positions, which are
obtained via the tracking beams in the DTC.
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Figure 4.2: Conceptual examples of the relationship between the UE’s mov-
ing trajectory (i.e., the angle variations) and the auxiliary beam pair based
tracking beams in the DTC. As long as the relative position of the UE to the
transmit antenna array is within the probing range of the auxiliary beam pair,
it is expected to be tracked via the tracking beams in the DTC.
147
UE #12
UE #15
ABP for UE #15
ABP for UE #12 Two sequences for UE #12:
Two sequences for UE #15:
Overlapping regions: 
IBI & MUI
Mitigating IBI for UE #12
Mitigating IBI for UE #15
Mitigating MUI between 
UEs #12 and #15
CDM-based approach for 
mitigating MUI
(a)
UE #12
UE #15
ABP (DTC #1) for UE #15
ABP (DTC #0) for UE #12
Overlapping regions: 
IBI & MUI
TDM-based approach for 
mitigating MUI
Mitigating MUI between 
UEs #12 and #15
(b)
Figure 4.3: Bird’s-eye view of the multi-user interference (MUI) between the
DTCs and potential solutions. (a) CDM based multi-user interference mitiga-
tion strategy. (b) TDM based multi-user interference mitigation strategy.
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Figure 4.4: (a) Ideal azimuth radiation pattern and impaired azimuth radiation
pattern with Ny = 16 and the phase & amplitude errors variances 0.5. (b)
Ideal azimuth radiation pattern and impaired azimuth radiation pattern with
Ny = 16 and the phase & amplitude errors variances 1.
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Figure 4.5: (a) Ratio metric versus angles to be estimated under ideal azimuth
radiation pattern with Ny = 16 and δy = pi/8. (b) Ratio metrics versus an-
gles to be estimated under different realizations of impaired azimuth radiation
patterns with Ny = 16 and δy = pi/8. The phase & amplitude errors variances
are 0.5.
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Figure 4.6: (a) Calibrated azimuth radiation pattern using the proposed single
calibration source and receive combining based calibration method; Nx = 1,
Ny = 16 with the phase & amplitude errors variances 0.5. (b) Ratio met-
ric versus angles to be estimated under calibrated azimuth radiation pattern;
Nx = 1, Ny = 16 and δy = pi/8; the phase & amplitude errors variances are
0.5.
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Figure 4.7: (a) Angular motion model I. The BS is located at the origin of a
ring, and the UE is moving along the ring with certain absolute speed v. The
radius of the ring is denoted by d. (b) Angular motion model II. The BS is
located at the origin of a sphere, and the UE is moving on the surface with
certain absolute speeds vaz and vel towards the azimuth and elevation domains.
The radius of the sphere is denoted by d.
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Figure 4.8: Examples of actual angle variations, angle tracking using the pro-
posed method, and without angle tracking in single-path channels; Ntot = 16,
Mtot = 8 and 0 dB SNR are assumed with the ULA equipped at the BS and
ideal radiation pattern. (a) ρ = 1% tracking overhead. (b) ρ = 0.05% tracking
overhead.
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Figure 4.9: Angular motion model II. (a) CDFs of the beamforming gains
obtained via the anchor beams in the DDC with Ntot = 32, Mtot = 8, 10
dB SNR and calibrated radiation pattern. (b) Spectral efficiency performance
obtained via the anchor beams in the DDC with Ntot = 32, Mtot = 8, 10 dB
SNR, and calibrated radiation pattern.
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Figure 4.10: Angular motion model I with calibrated radiation patterns; phase
and amplitude error variances are 0.5. (a) Mean angle tracking error (MATE)
performance in narrowband Rician multi-path channels. (b) MATE perfor-
mance in narrowband Rician multi-path channels with Nprobe as the number
of probings of identical auxiliary beam pairs to track a given angle’s variations
if the angle tracking is triggered.
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Figure 4.12: Examples of actual angle variations and angle tracking using the
proposed method in the azimuth domain; the channel results are generated
using QuaDRiGa Version 1.2.3-307 with linear varying model; Ntot = 16,
Mtot = 8 and 0 dB SNR are assumed with ideal radiation pattern. (a) ρ = 0.1%
tracking overhead. (b) ρ = 0.05% tracking overhead.
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Figure 4.13: Examples of actual angle variations and angle tracking using the
proposed method in the elevation domain; the channel results are generated
using QuaDRiGa Version 1.2.3-307 with linear varying model; Ntot = 16,
Mtot = 8 and 0 dB SNR are assumed with ideal radiation pattern. (a) ρ = 0.1%
tracking overhead. (b) ρ = 0.05% tracking overhead.
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Figure 4.14: MATE performance comparison between the proposed ABPs
based angle tracking design (ρ = 0.1% and ρ = 0.05%) and the adaptive com-
pressed sensing based approach in the elevation domain; the channel results
are generated using QuaDRiGa Version 1.2.3-307 with linear varying model;
Ntot = 16 and Mtot = 8 are assumed with the UPA equipped at the BS and
ideal radiation pattern.
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Chapter 5
Timing Synchronization in MmWave Cellular
Systems with Low-Resolution ADCs
In this chapter, we propose and evaluate a novel beamforming strategy
for directional frame timing synchronization in wideband mmWave systems op-
erating with low-resolution ADCs. In the employed system model, we assume
multiple radio frequency chains equipped at the base station to simultaneously
form multiple synchronization beams in the analog domain. We formulate the
corresponding directional frame timing synchronization problem as a max-min
multicast beamforming problem under low-resolution quantization. We first
show that the formulated problem cannot be effectively solved by conventional
single-stream beamforming based approaches due to large quantization loss
and limited beam codebook resolution. We then develop a new multi-beam
probing based directional synchronization strategy, targeting at maximizing
the minimum received synchronization signal-to-quantization-plus-noise ratio
(SQNR) among all users. Leveraging a common synchronization signal struc-
ture design, the proposed approach synthesizes an effective composite beam
from the simultaneously probed beams to better trade off the beamforming
gain and the quantization distortion. Numerical results reveal that for wide-
band mmWave systems with low-resolution ADCs, the timing synchronization
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performance of our proposed method outperforms the existing approaches due
to the improvement in the received synchronization SQNR. This work has been
submitted for possible publication [45], and part of it was published in [46].
5.1 Prior Work and Motivation
Current lower-frequency cellular networks such as long-term evolution
systems [86] conduct frame timing synchronization with omni-directional trans-
mission and reception. That is, the network broadcasts the synchronization
signals in low-rate control channels to ensure both coverage and quality of
reception. Directional transmission and detection of synchronization signals
is interesting in mmWave systems due to the low SNR prior to beamforming.
For directional synchronization, the network sends the synchronization signals
towards predefined angular directions via analog-only beamforming, fully dig-
ital beamforming or hybrid precoding. In [95], a comprehensive overview and
comparison between these options was presented. Some preliminary simula-
tion results regarding the impact of low-resolution ADCs on the directional
synchronization were also provided in [95]. The corresponding beamforming
strategies, however, are not optimized for low-resolution ADCs. To obtain a
quantizer model that can better characterize the beamforming effect, the spa-
tial correlation induced by the directional transmission was incorporated in [96]
when modeling the quantization distortion for rate and energy efficiency anal-
ysis. In [97], an energy-rate trade-off was developed for a generalized hybrid
analog/digital beamforming and combining architecture with low-resolution
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ADCs. The directional synchronization problem under low-resolution ADCs,
however, was not addressed in either [96] or [97]. In [98], by exploiting the
sparse nature of the mmWave channels, a new compressive sensing based beam
training method was proposed and evaluated to track and compensate for the
synchronization impairments; the impact of low-resolution ADCs on the syn-
chronization performance was not included.
5.2 Contributions
In this chapter, we propose and evaluate a new beamforming strategy
to improve the frame timing synchronization performance for mmWave cellu-
lar systems under low-resolution ADCs. Our proposed approach incorporates
multiple users and optimizes the overall synchronization performance. In our
system model, the BS deploys multiple RF chains and simultaneously forms
multiple synchronization beams in the analog domain. Upon receiving the
synchronization signals, the UE conducts cross-correlation based frame timing
synchronization with fully digital front ends and low-resolution ADCs. We
summarize the main contributions of the chapter as follows:
• For a single UE with low-resolution ADCs, we leverage Bussgang’s de-
composition theorem [99, 100] to formulate the corresponding received
synchronization SQNR at zero-lag correlation. This formulation ac-
counts for both the spatial correlation brought by the directional beam-
forming and the inherent correlation of the employed synchronization sig-
nals. Building on the derivation of a single UE’s synchronization SQNR,
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we extend the problem formulation of low-resolution synchronization to
a multi-user scenario. In this case, we focus on maximizing the minimum
received synchronization SQNR at zero-lag correlation among all UEs.
We show that this type of max-min multicast problem cannot be effec-
tively solved by existing single-stream beamforming based approaches
due to large quantization distortion and limited beam codebook resolu-
tion.
• Without channel knowledge (a common assumption for synchronization),
we first discretize the given angular range with a set of potential channel
directions and transform the complex max-min multicast problem into
a maximization problem. We then develop a new multi-beam probing
based directional synchronization strategy to tackle this problem. Lever-
aging a common synchronization signal structure design, the simultane-
ously probed synchronization beams form an effective composite beam.
We show that by optimizing the effective composite beam pattern, a
good tradeoff between the beamforming gain and the resulted quanti-
zation distortion can be achieved, resulting in improved frame timing
synchronization performance under low-resolution quantization.
In essence, optimizing the received synchronization SQNR at zero-lag correla-
tion is a viable solution to improve the overall frame timing synchronization
performance under low-resolution ADCs. This is because for well-structured
synchronization signals, the non-zero-lag correlation values are small and barely
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affected by the quantization, while the zero-lag peak correlation value is signif-
icantly distorted by the quantization. We use several analytical and numerical
examples to reveal these observations. We also conduct simulations of wide-
band mmWave cellular systems, showing that the proposed design approach
can achieve promising received synchronization SQNR, frame timing position
estimation, and access delay performances assuming low-resolution quantiza-
tion.
We organize the rest of this chapter as follows. In Section 5.3, we
specify the system and channel models for the directional frame timing syn-
chronization design in mmWave systems. In Section 5.4, we formulate the
directional frame timing synchronization problem under low-resolution ADCs.
In Section 5.5, we explicitly illustrate the design principle and procedure of
the proposed multi-beam probing strategy. We evaluate the proposed syn-
chronization method in Section 5.6 assuming both narrowband and wideband
channels. We draw our conclusions in Section 5.7.
5.3 Models and Assumptions
In this section, we introduce the system model for the directional frame
timing synchronization design in mmWave systems. We also summarize the
common wideband channel model.
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5.3.1 System model for directional frame timing synchronization
in mmWave systems
In this chapter, we assume that the BS employs directional beams to
transmit the downlink synchronization signals, providing sufficient link margin
at mmWave frequencies. Note that the directional transmission of downlink
synchronization signals will also be supported in the 3GPP 5G New Radio
(NR) systems [74,101]. In the following, we first present the assumed antenna
array configurations and transceiver architecture along with the synchroniza-
tion signal structure. We then develop the received synchronization signal
model for our system. Finally, we explain the cross-correlation based frame
timing synchronization design using the derived received signal model.
5.3.1.1 Transceiver architecture, array configurations and synchro-
nization signal structure
We consider a precoded MIMO-OFDM system with N subcarriers and
a hybrid precoding transceiver structure as shown in Figures 5.1(a) and 5.1(b),
in which the BS deploys Ntot transmit antennas and NRF RF chains, and the
UE deploys Mtot receive antennas and MRF RF chains. Both the BS and UE
employ array-of-subarray architectures. As can be seen from Figure 5.1, in an
array-of-subarray architecture, a single RF chain controls an antenna subarray.
Denote the number of antenna elements in each transmit subarray by NA and
the number of antenna elements in each receive subarray by MA. Then Ntot =
NRFNA and Mtot = MRFMA. For fully digital processing, NA = MA = 1,
while for single-stream analog-only processing, NRF = MRF = 1.
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Figure 5.1: (a) Array-of-subarray architecture is employed at the BS with
NRF RF chains and Ntot transmit antenna elements. (b) Array-of-subarray
architecture is employed at the UE with MRF RF chains and Mtot receive
antenna elements.
In this chapter, we employ ZC sequences for the downlink synchroniza-
tion signals. Denote the length of the employed ZC sequence by NZC and the
sequence root index by i (i ∈ {0, · · · , NZC − 1}). For m = 0, · · · , NZC− 1, the
sequence can be represented as
si[m] = exp
{
−jpim(m+ 1)i
NZC
}
. (5.1)
The cyclic auto-correlation of the ZC sequence results in a single dirac-impulse
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at zero-lag correlation, i.e.,
χ[υ] =
NZC−1∑
m=0
si[m]s
∗
i [((m+ υ))NZC ] = δ[υ], υ = 0, · · · , NZC − 1. (5.2)
The UE can therefore use this property to detect the correct frame timing po-
sition. In practice, the channel variations, noise power, and other impairments
will affect the actual correlation values. Especially under low-resolution quan-
tization, the good correlation properties of the ZC sequence are severely dete-
riorated by the quantization distortion. Besides the ZC-type sequences, Golay
complementary sequences (GCSs) [102] exhibit a similar correlation property
to (5.2). As a Golay complementary pair contains two sequences, both cyclic
prefix and cyclic postfix are needed in the GCSs to prevent the inter-symbol
interference, while only the cyclic prefix is appended to the ZC sequence when
it is propagated through the multi-path channels. Nevertheless, the GCSs can
also be employed for downlink synchronization. The corresponding problem
formulation, however, would be different from that in the ZC sequence design
when exploiting the complementary sequence structure.
Denote the frequency-domain modulated symbol on subcarrier k =
0, · · · , N −1 by d[k]. We can then explicitly express the mapping between the
ZC sequence and the subcarriers as
d[b(N −NZC − 1)/2c+m+ 1] =
{
si[m], m = 0, · · · , NZC − 1,
0, otherwise.
(5.3)
Note that (5.3) implies that in the frequency-domain, we map the ZC sequence
onto the central NZC subcarriers (out of N subcarriers) surrounding the DC-
carrier symmetrically. In this chapter, we set the DC-carrier as zero as in the
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Figure 5.2: A conceptual example of the mapping between the ZC sequence
and the subcarriers in the frequency-domain. A length-NZC ZC sequence is
mapped onto the central NZC subcarriers out of a total N subcarriers.
LTE systems [86]; it is worth noting that no explicit DC-carrier is reserved
for both the downlink and uplink in the 3GPP 5G NR systems (Release 15)
[74]. We provide a conceptual example in Figure 5.2 to reveal this mapping
relationship.
5.3.1.2 Synchronization frame structure and directional synchro-
nization procedure
Now, we explain the directional frame timing synchronization proce-
dure. We start by introducing a potential frame structure, which is shown in
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Figure 5.3: A conceptual example of a potential synchronization frame struc-
ture. The BS-wise synchronization frame consists of TBS synchronization time-
slots. The length of one UE-wise synchronization period is equivalent to TUE
OFDM symbols.
Figure 5.3. We define a time-slot, which may be one OFDM symbol dura-
tion (Ts). We also define a synchronization frame, in which the BS transmits
the downlink synchronization signals to the UEs. As can be seen from Fig-
ure 5.3, each synchronization frame consists of TBS synchronization time-slots.
Different from uplink random access channels, the downlink multicast synchro-
nization channels do not require guard intervals between the synchronization
time-slots to deal with the propagation delay [86]. In conventional single-
stream beamforming based approaches [74, 101], for a given synchronization
time-slot, the BS probes one synchronization beam towards a predefined an-
gular direction using a single RF chain. Across TBS synchronization time-slots,
the downlink synchronization beams fully scan the given angular range in a
TDM manner.
Upon awakening from idle mode or power-up, the UE attempts to syn-
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chronize to the network and then performs a random access procedure. We
therefore define a UE-wise synchronization period here, which is shown on the
right-hand side in Figure 5.3. For a given synchronization period, the UE
employs fully digital front ends to detect the synchronization signal samples.
In this chapter, the length of one synchronization period is equivalent to the
duration of TUE OFDM symbols.
In this dissertation, we use this hybrid transceiver architecture, i.e.,
analog-only structure at the BS and fully digital front ends at the UE, to for-
mulate the optimization problems and develop the corresponding algorithms.
This is mainly because: (i) the hybrid architecture is compatible with the cur-
rent 3GPP 5G NR standards, (ii) the power consumption and implementation
cost (e.g., brought by the quantization) are more crucial design aspects at the
low-cost UE side than those at the BS side, and (iii) the major processing of
the low-resolution timing synchronization happens at the UE side.
5.3.1.3 Received synchronization signal model
Based on the employed array configurations and synchronization sig-
nal structure, we develop the received synchronization signal model assum-
ing NRF = 1, i.e., single-stream analog-only beamforming at the BS and
MRF = Mtot, i.e., fully digital baseband combining at the UE. Note that
in Section 5.5, we will modify the received synchronization signal model by
assuming NRF > 1. We consider a given UE u ∈ {1, · · · , NUE} in a single cell,
where NUE corresponds to the total number of UEs in the cell of interest. For
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better illustration of the synchronization procedure, we assume TBS = 1, i.e.,
a single synchronization time-slot, say, synchronization time-slot 0. We fur-
ther assume that all the synchronization signal samples {d[0], · · · , d[N − 1]}
sent during synchronization time-slot 0 are received by the UE across the syn-
chronization period. Based on these assumptions, we now derive the received
signal model for our system.
The symbol vector d in (5.3) is first transformed to the time-domain
via N -point IFFTs, generating the discrete-time signals at symbol durations
n = 0, · · · , N − 1 as
d[n] =
1√
N
N−1∑
k=0
d[k]ej
2pik
N
n. (5.4)
Before applying an Ntot × 1 wideband analog beamforming vector, a CP is
added to the symbol vector such that the length of the CP is greater than
or equal to the maximum delay spread of the multi-path channels. Each
sample in the symbol vector is then transmitted by a common wideband analog
beamforming vector f0 probed from the BS, satisfying the power constraint
[f0f
∗
0 ]a,a =
1
Ntot
, where a = 1, · · · , Ntot. In this chapter, we use superscript (0)
to denote variables obtained assuming f0.
Considering the b-th receive antenna (b ∈ {1, · · · ,Mtot}) at UE u, we
denote the time-domain received signal samples by q
(0)
u,b =
[
q
(0)
u,b[0], · · · , q(0)u,b[N
TUE − 1]
]T
. Note that we ignore the CPs here because they do not affect our
proposed frame timing synchronization strategy. The CPs will be discarded
after the timing synchronization to mitigate the inter-symbol interference, and
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the remaining samples are further processed for other initial access tasks. De-
note the number of channel taps by Lu, the corresponding channel impulse
response at tap ` ∈ {0, · · · , Lu − 1} by Hu[`] ∈ CMtot×Ntot , and the additive
white Gaussian noise by wu[n] ∼ Nc(0, σ2). We incorporate the effect of carrier
frequency offset (CFO) in the received signal model. The CFO is a result of fre-
quency mismatch between the transceiver’s oscillators and the Doppler shift.
Denote the frequency mismatch with respect to the subcarrier spacing by εu.
As the UE employs fully digital baseband processing, each receive antenna first
quantizes the received synchronization signals with dedicated ADCs. Denote
Q(·) as the quantization function. Further, denote the index of the first syn-
chronization signal sample in the received signal by t ∈ {0, · · · , N(TUE − 1)}.
For n = 0, · · · , N − 1, the received samples are
q
(0)
u,b[t + n] = Q
(
ej
2piεu
N
n
Lu−1∑
`=0
[Hu[`]]b,: f0d[((n− `))N ] + wu[n]
)
. (5.5)
Practical cellular networks such as the LTE systems [86] perform the frame
timing synchronization in the presence of CFO. After correctly detecting the
frame timing, the UE then estimates the CFO and conducts the frequency
synchronization. In this chapter, we set the offset εu = 0 (u = 1, · · · , NUE)
in the following derivations. This is mainly because the CFO does not affect
the development of the proposed frame timing synchronization algorithm in
Section 5.5, though it affects the overall frame timing synchronization perfor-
mance. In Section 5.6, we provide a simulation plot to characterize the CFO
effect on the timing synchronization performance. Neglecting the CFO, we
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rewrite (6.2) as
q
(0)
u,b[t + n] = Q
(
Lu−1∑
`=0
[Hu[`]]b,: f0d[((n− `))N ] + wu[n]︸ ︷︷ ︸
y
(0)
u,b[t+n]
)
. (5.6)
The received signal samples {q(0)u,b[0], · · · , q(0)u,b[NTUE − 1]} also contain non-
synchronization signal samples. Hence, we have
q
(0)
u,b[m
′] =
{
Q
(∑Lu−1
`=0 [Hu[`]]b,: f0d[((m
′ − t− `))N ] + wu[m′ − t]
)
,
Q(wu[m
′]), otherwise,
(5.7)
for m′ = t, · · · , t+N−1. As can be seen from (5.7), we model the received non-
synchronization signal samples as noise, though they may contain deterministic
data and/or control information.
By using the discrete-time received signal vector q
(0)
u,b and the known un-
quantized reference synchronization sequence, the frame timing synchroniza-
tion can be conducted by UE u. According to (6.1), the unquantized reference
synchronization sequence locally stored at the UE is d =
[
d[0], d[1], · · · , d[N−
1]
]T
. The UE then calculates the time-domain cross-correlation between the
received signal samples and the unquantized reference synchronization se-
quence for the b-th receive antenna as
Γ
(0)
u,b[ν] =
N−1∑
n=0
q
(0)
u,b[n+ ν]d
∗[n], (5.8)
where ν = 0, · · · , N(TUE−1). Denote the index of the selected receive antenna
by bˆ. The maximum likelihood detector [103] finds the estimate of the frame
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Figure 5.4: A conceptual example of continuous and comb-type subcarriers
allocation methods for timing synchronization signal. In the continuous allo-
cation strategy, the synchronization signal occupies a set of continuous sub-
carriers located in the center of the given frequency band. In the comb-type
allocation strategy, the synchronization signal is sent across a set of discontin-
uous and equally spaced sub-signals in the frequency domain.
timing position νˆ that corresponds to the peak in the correlation, i.e.,(
νˆ, bˆ
)
= argmax
ν=0,··· ,N(TUE−1)
b=1,··· ,Mtot
∣∣∣Γ(0)u,b[ν]∣∣∣2 . (5.9)
If Q(·) in (5.6) and (5.7) corresponds to low-resolution quantization (e.g., 1-4
bits), the corresponding quantization distortion will damage the good correla-
tion properties of the employed synchronization sequences, leading to degraded
timing synchronization performance.
5.3.1.4 Resource allocation for synchronization signal
In this dissertation, we consider two subcarrier and synchronization sig-
nal mapping strategies, which are (i) continuous subcarriers allocation, and (ii)
comb-type subcarriers allocation. In Figure 5.4, we depict a conceptual exam-
ple to characterize these two design options. As can be seen from Figure 5.4,
in the continuous subcarriers allocation strategy, we map the synchronization
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sequence onto a set of continuous subcarriers in the frequency domain, sym-
metrically surrounding the direct current (DC)-carrier. This mapping strategy
is similar to the primary synchronization signal (PSS) structure in the LTE
systems. In the comb-type subcarriers allocation method, we also assign a set
of continuous subcarriers to a synchronization sequence (i.e., a sub-signal), but
send multiple such sub-signals (Nsub) in a given synchronization time-slot (as
shown in Figure 5.4). The comb-type PSS structure was originally proposed
in [95] for cell discovery in mmWave systems. In this dissertation, we use this
design for low-resolution timing synchronization. By configuring a minimum
possible bandwidth for each sub-signal, the comb-type design can better en-
force the flat channel and constant quantization distortion assumptions. Fur-
ther, by exploiting frequency diversity of mmWave channels via the comb-type
structure, good timing synchronization performance can be achieved. For sim-
plicity, we employ the continuous subcarriers allocation strategy to illustrate
the problem formulation, design principle, and implementation procedure of
our proposed solution. Note that they can be extended to the comb-type as-
signment with moderate modifications. In the numerical evaluation section,
we numerically compare the comb-type and continuous subcarriers allocation
strategies in terms of the timing position estimation performance.
5.3.2 Channel model
Assume that the channel between the BS and UE u ∈ {1, · · · , NUE}
has Ru paths, and each path r has azimuth and elevation AoDs φu,r, θu,r and
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AoA ψu,r. Let p(τ) denote the combined effect of filtering and pulse shaping
for Ts-spaced signaling at τ seconds. We then express the time-domain delay-`
MIMO channel matrix as
Hu[`] =
Ru∑
r=1
βu,rp (`Ts − τr)arx(ψu,r)a∗tx(θu,r, φu,r), (5.10)
where βu,r represents the complex path gain of path-r between the BS and UE
u, and arx(·) ∈ CMtot×1 and atx(·, ·) ∈ CNtot×1 correspond to the receive and
transmit array response vectors. For instance, if the BS employs a UPA in
the xy-plane and the UE uses a ULA on the y axis, atx(·, ·) and arx(·) would
exhibit the same structures as those in (3) and (4) in [43]. Note that the
proposed design approach does not depend on array geometry. Define ARXu
and ATXu as
ARXu = [arx(ψu,1) arx(ψu,2) · · · arx(ψu,Ru)] , (5.11)
ATXu = [atx(θu,1, φu,1) atx(θu,2, φu,2) · · · atx(θu,Ru , φu,Ru)] , (5.12)
which contain the receive and transmit array response vectors and a diagonal
matrix Gu[`] = diag
(
[gu,1,`, · · · , gu,Ru,`]T
)
, where gu,r,` = βu,rp (`Ts − τr) for
r ∈ {1, · · · , Ru}. We can then rewrite the channel matrix in (5.10) in a
more compact form as Hu[`] = A
RX
u Gu[`]
(
ATXu
)∗
. Denote the corresponding
channel frequency response on subcarrier k = 0, · · · , N − 1 by Gu[k]. We have
Gu[k] =
∑Lu−1
`=0 Gu[`]e
−j2pi`k/N and gu,r,k = [Gu[k]]r,r =
∑Lu−1
`=0 gu,r,`e
−j2pi`k/N .
We can then express the corresponding frequency-domain channel matrix as
Hu[k] = ARXu Gu[k]
(
ATXu
)∗
. In Sections 5.4 and 5.5, we use Hu[`] to develop
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the received synchronization signal model in the time-domain and Hu[k] to
illustrate the proposed algorithm in the frequency-domain.
5.4 Optimization Problem Formulation for Timing Syn-
chronization with Few-Bit ADCs
In this section, we first formulate the directional frame timing synchro-
nization problem for mmWave systems operating with low-resolution ADCs.
We then show that the formulated problem is a max-min multicast optimiza-
tion problem, which cannot be effectively solved under the framework of single-
stream beamforming. For clarity, we conduct the problem formulation using
the frequency-domain representations, though we first present the received
signal model in the time-domain.
5.4.1 Optimization metric for low-resolution timing synchroniza-
tion
To formulate the optimization problem for low-resolution timing syn-
chronization, we need to first determine a proper optimization metric. Similar
to Section 5.3.1, we assume a single synchronization time-slot, single-stream
analog-only beamforming at the BS and fully digital baseband processing at
the UE. By Bussgang’s theorem [99,100], the quantization output in (5.6) can
be decoupled into a signal part and an uncorrelated distortion component.
This decomposition is accurate in low and medium SNR ranges [95]. We first
define E
(0)
u,b = diag
([
η
(0)
u,b[0], · · · , η(0)u,b[N − 1]
]T)
as the quantization distortion
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matrix with
η
(0)
u,b[n] =
E
[(
q
(0)
u,b[t + n]
)∗
y
(0)
u,b[t + n]
]
E
[∣∣∣y(0)u,b[t + n]∣∣∣2] , (5.13)
as the distortion factor of the quantization, which depends on the quantizer de-
sign, the number of quantization bits and the distribution of the input samples
to the quantizer [104]. Rewriting
d` = [d[((−`))N ], d[((1− `))N ], · · · , d[((N − 1− `))N ]]T , (5.14)
and q
(0)
u,b =
[
q
(0)
u,b[t], · · · , q(0)u,b[t +N − 1]
]T
, we then decompose (5.6) as
q
(0)
u,b = E
(0)
u,b
(
Lu−1∑
`=0
[Hu[`]]b,: f0d`︸ ︷︷ ︸
v
(0)
u,b
+wu
)
+ wˇ
(0)
u,b. (5.15)
Denote the quantization mean squared error by ξu assuming Gaussian signal-
ing with unit variance [96]. We further denote the covariance matrix of the
noiseless unquantized received signal v
(0)
u,b in (5.15) by Rv(0)u,b
and the additive
quantization noise vector by wˇ
(0)
u,b =
[
wˇ
(0)
u,b[0], · · · , wˇ(0)u,b[N − 1]
]T
. As shown
in [96], the quantization distortion matrix E
(0)
u,b can then be computed as
E
(0)
u,b = (1− ξu)diag
(
R
v
(0)
u,b
+ σ2IN
)− 1
2
. (5.16)
Denoting the unquantized received signal power matrix for the b-th receive
antenna at UE u by V
(0)
u,b , we can express the covariance matrix of the quan-
tization noise vector wˇ
(0)
u,b as [96,97]
R
wˇ
(0)
u,b
= E
(0)
u,b
(
IN −E(0)u,b
)
diag
(
R
v
(0)
u,b
+ σ2IN
)
︸ ︷︷ ︸
V
(0)
u,b
. (5.17)
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As can be seen from (5.16) and (5.17), both E
(0)
u,b and Rwˇ(0)u,b
depend on R
v
(0)
u,b
,
which depends on the effective beam-space channel.
In the following, we compute the zero-lag correlation between the re-
ceived signal samples and the known unquantized reference synchronization
sequence in the frequency-domain. We first express the frequency-domain
quantized received signal q(0)u,b =
[
q
(0)
u,b[0], · · · , q(0)u,b[N − 1]
]T
as
q
(0)
u,b[k] = η
(0)
u,b[k]
[
ARXu Gu[k]
(
ATXu
)∗]
b,:
f0d[k] + η
(0)
u,b[k]wu[k] + wˇ
(0)
u,b[k],
(5.18)
where wˇ
(0)
u,b[k] =
∑N−1
n=0 wˇ
(0)
u,b[n]e
−j2pink/N . We then calculate the zero-lag fre-
quency domain correlation between q(0)u,b and the unquantized reference syn-
chronization sequence d as
Λ
(0)
u,b[0] =
N−1∑
k=0
q
(0)
u,b[k]d
∗[k] (5.19)
=
N−1∑
k=0
η
(0)
u,b[k]
[
ARXu Gu[k]
(
ATXu
)∗]
b,:
f0d[k]d
∗[k]
+
N−1∑
k=0
η
(0)
u,b[k]wu[k]d
∗[k] +
N−1∑
k=0
wˇ
(0)
u,b[k]d
∗[k]. (5.20)
Similar to (5.8), we have bˆ = argmax
b=1,··· ,Mtot
∣∣∣Λ(0)u,b[0]∣∣∣2.
Different from high-rate data communications, the synchronization sig-
nals usually occupy a relatively small portion of the entire bandwidth with
continuous subcarriers surrounding the DC-carrier. For instance, in the LTE
systems [86], the synchronization signal samples occupy 62 subcarriers (out of
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1024 for 10 MHz bandwidth, or 2048 for 20 MHz bandwidth) surrounding the
DC-carrier. If the same design principle applies to mmWave systems, along
with the sparse nature of the mmWave channels, the synchronization signals
will most likely experience “flat” channels instead of severe frequency selec-
tivity. It is also worth noting that the ZC-type sequences are robust to the
frequency selectivity [105].
Leveraging the flat synchronization channels assumption and denoting
the frequency-domain counterpart of the unquantized received signal power
matrix V
(0)
u,bˆ
in (5.17) by V(0)
u,bˆ
, we can first obtain
V(0)
u,bˆ
= g2u
∣∣∣[arx(ψu)a∗tx(θu, φu)]bˆ,: f0∣∣∣2 diag (dd∗) + σ2IN (5.21)
= g2u
∣∣∣[arx(ψu)a∗tx(θu, φu)]bˆ,: f0∣∣∣2
× diag
(
[d[0]d∗[0], · · · , d[N − 1]d∗[N − 1]]T
)
+ σ2IN , (5.22)
where the path and subcarrier indices are dropped. Also because of the
flat synchronization channels assumption, we define η
(0)
u,bˆ
= η
(0)
u,bˆ
[0] = · · · =
η
(0)
u,bˆ
[N − 1] as a common quantization distortion factor. By exploiting the
inherent correlation properties of the ZC sequence design in (5.2), we can
compute the quantization noise power using (5.16), (5.17) and (5.22). We can
then formulate the corresponding received synchronization SQNR at zero-lag
correlation for UE u as
γ
(0)
u,bˆ
=
η
(0)
u,bˆ
g2u
∣∣∣[arx(ψu)a∗tx(θu, φu)]bˆ,: f0∣∣∣2
η
(0)
u,bˆ
σ2 +
(
1− η(0)
u,bˆ
)(
g2u
∣∣∣[arx(ψu)a∗tx(θu, φu)]bˆ,: f0∣∣∣2 + σ2) . (5.23)
180
Lag τ
-63 -43 -23 -3 17 37 57A
b
so
lu
te
C
or
re
la
ti
on
V
al
u
e
0
0.5
1
Correlation peak under ∞-resolution quantization
Non-zero-lag correlation values
Correlation peak under 2-bit quantization
Figure 5.5: Absolute correlation values of the employed synchronization se-
quence under both infinite-resolution and 2-bit ADCs. To better characterize
the impact of the quantization distortion on the absolute correlation values,
a simple AWGN channel is considered with 0 dB SNR. The transmit beam-
forming is not incorporated. A length-62 ZC sequence with root index 34 is
used.
Similar to the calculation of Λ
(0)
u,b[0] in (5.19), we can also compute the
non-zero-lag correlation values. In Figure 5.5, we plot the absolute correlation
values of the employed synchronization sequence under both infinite-resolution
and 2-bit ADCs. Both zero-lag and non-zero-lag correlations are revealed in
this example. As can be seen from Figure 5.5, for both infinite-resolution and
2-bit ADCs, the non-zero-lag correlation values have small magnitudes and
exhibit similar patterns. For the zero-lag correlation, however, the correlation
peak obtained under 2-bit ADCs is much smaller than that under∞-resolution
quantization. Leveraging these observations, we employ the received synchro-
nization SQNR at zero-lag correlation as the main optimization metric and
formulate the corresponding optimization problems in Section 5.4.2.
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5.4.2 Optimization problems for low-resolution timing synchroniza-
tion
We first consider a single UE, e.g., UE u and a single synchronization
time-slot, e.g., synchronization time-slot 0. Our design target here is to maxi-
mize the received synchronization SQNR at zero-lag correlation for UE u. Note
that in (5.23), the only parameter that can be tuned is the beamforming vector.
To better compensate for the quantization distortion, it is therefore desirable
to custom design the synchronization beams as long as necessary information
is available at the BS. This is different from traditional TDM probing based
approaches [74,101], where the synchronization beams are predetermined and
fixed. According to (5.23), we can formulate this maximization problem as
P0 : max
f0
{
γ
(0)
u,bˆ
}
(5.24)
s.t. [f0f
∗
0 ]a,a =
1
Ntot
, a = 1, · · · , Ntot.
To simplify P0, we assume that the BS uses a predefined analog beam codebook
F. We can then reformulate (5.24) as
P1 : max
f0
{
γ
(0)
u,bˆ
}
(5.25)
s.t. f0 ∈ F.
Solving P1 does not increase the non-zero-lag correlation values at the same
pace as the zero-lag peak correlation value. We verify this by the following
lemma, which shows that maximizing the received synchronization SQNR at
zero-lag correlation also maximizes the power difference between the zero-lag
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peak correlation value and the non-zero-lag correlation values assuming low-
resolution quantization.
Lemma 5.1. Consider the bˆ-th receive antenna at UE u equipped with low-
resolution ADCs. Assume f0 and denote the corresponding power ratio be-
tween the zero-lag correlation value and a non-zero-lag correlation value by ς
(0)
u,bˆ
.
For f ?0 , if the resulted received synchronization SQNR at zero-lag correlation
γ
(0)?
u,bˆ
= max
{
γ
(0)
u,bˆ
,f0 ∈ F
}
, then ς
(0)?
u,bˆ
= max
{
ς
(0)
u,bˆ
,f0 ∈ F
}
.
The proof of Lemma 5.1 can be found in [45, Appendix].
Next, we extend the problem formulation to a single cell with multiple
UEs. In this case, we expect that for a given synchronization time-slot, a
group of UEs can simultaneously synchronize to the network with satisfying
synchronization performance. This reduces the overall access delay of the net-
work. The design target therefore becomes maximizing the minimum received
synchronization SQNR at zero-lag correlation for all potential UEs. Assuming
a total of NUE UEs and synchronization time-slot 0, we formulate the following
max-min optimization problem as
P2 : max
f0
min
∀u
{
γ
(0)
u,bˆ
}
(5.26)
s.t. f0 ∈ F.
183
Denoting by λu = σ
2/g2u |[arx(ψu)]bˆ|2, we rewrite γ(0)u,bˆ in (5.23) as
γ
(0)
u,bˆ
=
η
(0)
u,bˆ
|a∗tx(θu, φu)f0|2
η
(0)
u,bˆ
σ2
g2u|[arx(ψu)]bˆ|2 +
(
1− η(0)
u,bˆ
)(
|a∗tx(θu, φu)f0|2 + σ2
g2u|[arx(ψu)]bˆ|2
)
(5.27)
=
η
(0)
u,bˆ
|a∗tx(θu, φu)f0|2
η
(0)
u,bˆ
λu +
(
1− η(0)
u,bˆ
) (|a∗tx(θu, φu)f0|2 + λu) . (5.28)
We can interpret λu as the inverse of the received SNR at UE u. Denoting by
λmax = max
{
λ1, · · · , λNUE
}
and replacing λu in (5.28) with λmax, we define a
lower bound of γ
(0)
u,bˆ
as
γ˘
(0)
u,bˆ
=
η
(0)
u,bˆ
|a∗tx(θu, φu)f0|2
η
(0)
u,bˆ
λmax +
(
1− η(0)
u,bˆ
) (|a∗tx(θu, φu)f0|2 + λmax) . (5.29)
For any given UE u, we therefore have
γ˘
(0)
u,bˆ
≤ γ(0)
u,bˆ
. (5.30)
By plugging the results of (5.16) and (5.22) into (5.29), we obtain
γ˘(0)u =
|a∗tx(θu, φu)f0|2
λmax +
[
[σ2(|a∗tx(θu,φu)f0|2/λmax+1)]
1/2
1−ξu − 1
] (|a∗tx(θu, φu)f0|2 + λmax) ,
(5.31)
which becomes irrelevant to the selected receive antenna index bˆ for UE u.
Denoting by ξmax = {ξ1, · · · , ξNUE} and replacing ξu in (5.31) with ξmax, we
can further define a lower bound of γ˘
(0)
u as
γ´(0)u =
|a∗tx(θu, φu)f0|2
λmax +
[
[σ2(|a∗tx(θu,φu)f0|2/λmax+1)]
1/2
1−ξmax − 1
] (|a∗tx(θu, φu)f0|2 + λmax) .
(5.32)
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That is, for any given UE u, we have
γ´(0)u ≤ γ˘(0)u . (5.33)
Note that 1/λmax and 1−ξmax represent the lowest received SNR and the lowest
quantization resolution among all UEs, and they can be used to characterize
the worst-case scenario of the network. Based on (5.30) and (5.33), we can
therefore reformulate the optimization problem in (5.26) as
P3 : max
f0
min
∀u
{
γ´
(0)
u
}
(5.34)
s.t. f0 ∈ F.
Solving (5.34) requires explicit knowledge of θu’s, φu’s, λu’s (λmax), and
ξu’s (ξmax) for all UEs (u = 1, · · · , NUE). In practice, λmax and ξmax can be
replaced with predefined system-specific values that characterize the worst-
case scenario of the network. The explicit channel directional information,
however, is unavailable during the initial timing synchronization phase. In ad-
dition, a practical beam codebook F usually has a limited number of candidate
beam codewords. Hence, for conventional single-stream multicast beamform-
ing, the corresponding synchronization performance is highly limited by the
beam codebook resolution especially under low-resolution quantization.
5.5 Proposed Low-Resolution Timing Synchronization
We develop a new multi-beam probing based low-resolution timing syn-
chronization strategy to effectively solve the multicast problem. Along with a
185
common synchronization signal structure design, the proposed method exploits
the spatial degrees of freedom arising from multiple RF chains to compensate
for the quantization distortion without requiring explicit channel knowledge.
Similar to Section 5.4, we explain the proposed algorithm using the frequency-
domain representations, though we first present the received signal model in
the time-domain.
5.5.1 Received signal model for multi-beam probing
We assume that for a given synchronization time-slot, the BS deploys
multiple subarrays to simultaneously form multiple analog synchronization
beams, through which a total of NUE UEs synchronize to the network. This
is different from the conventional directional synchronization design in Sec-
tion 5.4.1, in which the BS sends one beam at a time. We set the corre-
sponding baseband precoding matrix as identity matrix following the same
methodology as in [106,107]. Further, for the given synchronization time-slot,
we assume that the BS transmits common synchronization signals (or identi-
cal synchronization sequences) across the simultaneously probed beams. This
is also different from conventional MIMO communications, in which distinct
signals are spatially multiplexed to boost the capacity.
For a given synchronization time-slot, we denote the employed analog
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precoding matrix at the BS as
P =

p0 0NA×1 · · · 0NA×1
0NA×1 p1 · · · 0NA×1
...
...
. . .
...
0NA×1 0NA×1 · · · pNRF−1
 , (5.35)
where for j = 0, · · · , NRF−1, the beam probed from the j-th transmit RF chain
pj ∈ CNA×1 satisfies the power constraint
[
pjp
∗
j
]
a,a
= 1
NA
with a = 1, · · · , NA.
Denote the set of the analog synchronization beams by Ω = {p0, · · · ,pNRF−1}.
Similar to (6.2) and (5.6), we can then express the quantized time-domain
received signal on the b-th receive antenna at UE u ∈ {1, · · · , NUE} as
qΩu,b[t + n] =Q
(
yΩu,b[t + n]
)
(5.36)
=Q
([
Lu−1∑
`=0
√
1
NRF
Hu[`]P (d[((k − `))N ]1NRF×1)
]
b
+wu[n]) (5.37)
=Q
(
Lu−1∑
`=0
NRF−1∑
j=0
√
1
NRF
(
[Hu[`]]b,jNA+1:(j+1)NA pj
)
d[((n− `))N ]
+wu[n]) , (5.38)
where the transmit power is scaled by the number of streams, i.e., NRF, to
maintain the total power constraint. Note that 1NRF×1 in (37) indicates the
common synchronization signal structure.
To express (5.38) in vector form, we first denote
hΩu,b[`] =
NRF−1∑
j=0
[Hu[`]]b,jNA+1:(j+1)NA pj
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as the time-domain composite effective transmit beam-space channel and qΩu,b =[
qΩu,b[t], · · · , qΩu,b[t +N − 1]
]T
. By applying Bussgang’s theorem, we then have
qΩu,b = E
Ω
u,b
(
Lu−1∑
`=0
√
1
NRF
hΩu,b[`]d`︸ ︷︷ ︸
vΩu,b
+wu
)
+ wˇΩu,b, (5.39)
where the quantization distortion matrix
EΩu,b = diag
([
ηΩu,b[0], · · · , ηΩu,b[N − 1]
]T)
,
and similar to (5.13), the corresponding quantization distortion factor is
ηΩu,b[n] =
E
[
(qΩu,b[t + n])
∗yΩu,b[t + n]
]
E
[∣∣yΩu,b[t + n]∣∣2] . (5.40)
Denoting the covariance matrix of the noiseless unquantized received signal
vΩu,b in (5.39) by RvΩu,b , we can further express E
Ω
u,b as
EΩu,b = (1− ξu)diag
(
RvΩu,b + σ
2IN
)− 1
2
. (5.41)
The covariance matrix of the quantization noise vector wˇΩu,b with respect to
the b-th receive antenna at UE u now becomes
RwˇΩu,b = E
Ω
u,b
(
IN −EΩu,b
)
diag
(
RvΩu,b + σ
2IN
)
︸ ︷︷ ︸
V Ωu,b
, (5.42)
where V Ωu,b represents the corresponding unquantized received signal power
matrix.
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5.5.2 Optimization problem formulation for multi-beam probing
Prior to formulating the low-resolution timing synchronization problem
for the proposed multi-beam probing, we need to first derive the correlation
between the frequency-domain quantized received synchronization signal qΩu,b
and the known unquantized reference synchronization sequence d. Denoting
hΩu,b[k] =
NRF−1∑
j=0
[
ARXu Gu[k]
(
ATXu
)∗]
b,jNA+1:(j+1)NA
pj, (5.43)
as the frequency-domain composite effective transmit beam-space channel rel-
ative to its time-domain counterpart hΩu,b[`], we can compute the zero-lag
frequency-domain correlation for UE u as
ΛΩu,b[0] =
N−1∑
k=0
qΩu,b[k]d
∗[k] (5.44)
=
N−1∑
k=0
ηΩu,b[k]
√
1
NRF
hΩu,b[k]d[k]d
∗[k] +
N−1∑
k=0
ηΩu,b[k]wu[k]d
∗[k]
+
N−1∑
k=0
wˇΩu,b[k]d
∗[k]. (5.45)
Denoting by bˆ = argmax
b=1,··· ,Mtot
∣∣ΛΩu,b[0]∣∣2 and applying the same flat synchroniza-
tion channels assumption as in (5.23), we can rewrite the frequency-domain
composite effective transmit beam-space channel in (5.43) as
hΩu =
NRF−1∑
j=0
[a∗tx(θu, φu)]jNA+1:(j+1)NA pj. (5.46)
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Further, denoting the frequency-domain counterpart of the unquantized re-
ceived signal power matrix V Ω
u,bˆ
in (5.42) by VΩ
u,bˆ
, we have
VΩ
u,bˆ
=
g2u |[arx(ψu)]bˆ|2
NRF
∣∣hΩu ∣∣2 diag ([d[0]d∗[0], · · · , d[N − 1]d∗[N − 1]]T)
+ σ2IN . (5.47)
By exploiting the inherent correlation properties of the common synchroniza-
tion signal design and applying the common quantization distortion factor
ηΩ
u,bˆ
= ηΩ
u,bˆ
[0] = · · · = ηΩ
u,bˆ
[N − 1], we can obtain the quantization noise power
by using (5.41), (5.42) and (5.47), which results in the received synchronization
SQNR at zero-lag correlation for UE u as
γΩ
u,bˆ
=
ηΩ
u,bˆ
g2u|[arx(ψu)]bˆ|2
NRF
∣∣hΩu ∣∣2
ηΩ
u,bˆ
σ2 +
(
1− ηΩ
u,bˆ
)(
g2u|[arx(ψu)]bˆ|2
NRF
∣∣hΩu ∣∣2 + σ2) . (5.48)
For the given synchronization time-slot, we formulate the corresponding max-
min optimization problem for the proposed multi-beam probing based multi-
cast as
P4 : max
Ω
min
∀u
{
γΩ
u,bˆ
}
(5.49)
s.t. Ω ∈ (F)NRF .
Denote by λ′u = NRFσ
2/g2u |[arx(ψu)]bˆ|2 for u = 1, · · · , NUE and λ′max = max
{
λ′1,
· · · , λ′NUE
}
. Similar to (5.32), we obtain a lower bound of γΩ
u,bˆ
as
γ´Ωu =
∣∣hΩu ∣∣2
λ′max +
[[
σ2
(|hΩu |2/λ′max+1)]1/2
1−ξmax − 1
](∣∣hΩu ∣∣2 + λ′max)
, (5.50)
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Figure 5.6: (a) Conceptual examples of anchor direction and auxiliary beams
for synchronization time-slot 0. (b) Across TBS synchronization time-slots, all
TBS anchor directions uniformly sample the given angular space.
such that
γ´Ωu ≤ γΩu,bˆ, u ∈ {1, · · · , NUE} . (5.51)
Based on (5.51), we reformulate (5.49) as
P5 : max
Ω
min
∀u
{
γ´Ωu
}
(5.52)
s.t. Ω ∈ (F)NRF .
5.5.3 Proposed multi-beam probing based low-resolution synchro-
nization design
Similar to P3 in (5.34), solving P5 in (5.52) also requires the BS to have
explicit knowledge of the channel directional information of all UEs, which is
unavailable during the initial frame timing synchronization phase. In our pro-
posed design, the UEs with significantly different AoDs are not supposed to
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synchronize to the network simultaneously, but instead via different synchro-
nization time-slots. That is, for a given synchronization time-slot, we are
only interested in a certain group of UEs that have similar AoDs. We there-
fore define an anchor direction to characterize those similar AoDs as much as
possible for the synchronization time-slot of interest. As one synchronization
frame contains TBS synchronization time-slots, we define a set of TBS anchor
angular directions to represent the potential channel directions. We provide
an example of the anchor direction for a given synchronization time-slot in
Figure 5.6(a). The anchor directions and TBS synchronization time-slots have
one-to-one mapping, and all TBS anchor directions uniformly sample the an-
gular range of interest, which is shown in Figure 5.6(b). If the number of syn-
chronization time-slots TBS →∞, the anchor directions fully sample the given
angular space such that they characterize all possible channel directions. Note
that other choices of the anchor directions are possible (e.g., non-uniformly
sample the given angular space), depending on practical system requirements.
Based on the definition of anchor direction, we now reformulate the
optimization problem in (5.52). We first define ϑ? and ϕ? as the azimuth and
elevation anchor directions for the synchronization time-slot of interest and
use them to represent the potential channel’s azimuth and elevation AoDs.
Note that this representation becomes more accurate as TBS increases. Similar
to (5.46), we first define
hΩ
?
=
NRF−1∑
j=0
[a∗tx (ϑ
? + ϕ?)]jNA+1:(j+1)NA pj, (5.53)
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where Ω? denotes the set of candidate beams with ϑ? and ϕ? as the corre-
sponding azimuth and elevation anchor directions. Similar to (5.50), we can
then obtain
γ´Ω
?
=
∣∣hΩ?∣∣2
λ′max +
[[
σ2
(|hΩ?|2/λ′max+1)]1/2
1−ξmax − 1
](∣∣hΩ?∣∣2 + λ′max)
. (5.54)
According to (5.52), we formulate the optimization problem as
P6 : max
Ω?
{
γ´Ω
?}
(5.55)
s.t. Ω? ∈ (F)NRF ,
which transforms the complex max-min optimization problem into a maxi-
mization problem. To solve (5.55), the BS can execute the exhaustive search
over all possible combinations among the candidate beam codewords in F,
resulting in
Ω?opt = argmax
Ω?∈(F)NRF
{
γ´Ω
?}
, (5.56)
for the given synchronization time-slot. We refer to the simultaneously probed
beams in Ω?opt as auxiliary beams for the synchronization time-slot of interest
as depicted in Figure 5.6(a).
From (5.43), (5.46) and (5.53), for the proposed multi-beam probing
strategy with common synchronization signal structure, the simultaneously
probed auxiliary beams actually form an effective composite beam. In Fig-
ure 5.7, we provide examples of the auxiliary beams and the corresponding ef-
fective composite beam pattern. The auxiliary beams are selected from a DFT
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beam codebook with oversampling factor of 2. As evident from Figures 5.7(a)
and 5.7(b), the effective composite beam may not yield the largest beamform-
ing gain towards the corresponding anchor direction. In Figures 5.8(a) and
5.8(b), we plot the radiation patterns corresponding to the auxiliary beams
and the composite beam in Figures 5.7(a) and 5.7(b). In summary, by opti-
mizing the effective composite beam pattern via (5.56), we optimize the dis-
tribution/resolution of the input samples to the quantizer such that a better
tradeoff between the beamforming gain and the resulted quantization distor-
tion can be achieved.
In Figures 5.9 and 5.10, we examine the composite beam patterns for
the same anchor angular direction assuming various target system settings
such as different target ADC resolutions and SNRs, and different anchor an-
gular directions under the same target system settings. It is evident from
both plots that even for the same anchor angular direction, the corresponding
composite beam patterns could be different due to different target system spe-
cific parameters, e.g., 2-bit ADCs and 0 dB SNR in Figure 5.9(a) versus 3-bit
ADCs and −5 dB SNR in Figure 5.9(b). Hence, for varying system-specific
parameters, it is difficult to conclude a one-to-one correspondence relationship
between the multi-beam patterns and the anchor angular directions. For fixed
target design parameters, however, it is possible to map a specific composite
beam to a given anchor angular direction of interest. Similar observations can
be obtained for different anchor angular directions by comparing Figure 5.9
and Figure 5.10.
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Motivated by the composite beam pattern obtained from the multi-
beam probing, we can also design a high-resolution limited-size beam codebook
to support the single-beam based approach for low-resolution timing synchro-
nization design. Each beam codeword in the custom designed beam codebook
could be a linear combination of NRF weighted beam codewords selected from
the conventional DFT-type beam codebook. For instance, the beam code-
words in the enhanced beam codebook may exhibit similar beam patterns to
those shown in Figures 5.9 and 5.10. With the newly designed beam codebook,
the phase shifter’s resolution, and therefore the corresponding implementation
cost will significantly increase, though a single RF chain is used to form the
single synchronization beam for a given synchronization time-slot.
5.6 Numerical Results
In this section, we evaluate the proposed multi-beam directional frame
timing synchronization design for mmWave systems operating with few-bit
ADCs. The BS and UE employ a UPA and a ULA with inter-element spac-
ing of λ/2 between the antenna elements. The BS covers three sectors, and
each sector covers 120◦ angular range [−60◦, 60◦] around azimuth boresight
(0◦) and 90◦ angular range [−45◦, 45◦] around elevation boresight (0◦). The
UE monitors the entire 180◦ angular region [−90◦, 90◦] around boresight (0◦).
We assume a 125 MHz RF bandwidth with N = 512 subcarriers. The cor-
responding CP length is D = 64. We set the subcarrier spacing and symbol
duration as 270 KHz and 3.7 µs following the numerology provided in [1]. The
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synchronization sequence occupies the central 63 subcarriers, and we set the
DC-carrier as zero. We set the total number of receive antennas Mtot as 16
throughout the simulation section unless otherwise specified. For the multi-
user setup, we let 1/λ′max be −20 dB. Further, we assume that the ADCs
equipped at all UEs have identical quantization resolution (2 or 4 bits), which
is used to determine ξmax.
In Figure 5.11(a), we plot the CDFs of the received synchronization
SQNRs at zero-lag correlation for Ntot = 32 with NRF = 4. We assume single-
path frequency-flat channels. We set the transmit SNR as 0 dB, which is
calculated before the transmit beamforming and receive processing. We also
examine the single-stream beamforming based directional frame timing syn-
chronization method described in Section 5.4 with infinite-resolution (∞) and
low-resolution (2 and 4 bits) ADCs for comparison. We construct the employed
synchronization signals according to (5.1) with root index 34. As can be seen
from Figure 5.11(a), a significant performance gap can be observed between
low-resolution quantization and infinite-resolution quantization for the exist-
ing strategy, though with increase in the quantization resolution, this perfor-
mance difference decreases. By using the proposed multi-beam probing based
design approach, the received synchronization SQNR performance is improved
by several orders of decibels in contrast to the single-stream beamforming al-
gorithm. In Figure 5.11(b), we provide the average received synchronization
SQNRs at zero-lag correlation versus the quantization resolution of ADCs. In
this example, we implement the statistical mmWave wideband channel model
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developed in [71] using the NYUSIM open source platform. We assume the
UMi scenario with NLOS components for 28 GHz carrier frequency. We eval-
uate both Ntot = 32 and Ntot = 64 for the proposed multi-beam probing and
conventional single-stream beamforming based designs. Similar to the narrow-
band results shown in Figure 5.11(a), the proposed algorithm exhibits superior
synchronization SQNR performance over the single-stream beamforming based
design in wideband channels.
In Figure 5.12, we compare the two synchronization sequence allocation
strategies in terms of the NMSE of the timing position estimate. Recall that
Nsub represents the number of sub-signals in a given synchronization time-
slot. At relatively high SNR, the comb-type subcarriers allocation design with
Nsub = 3 shows better performance than the continuous allocation and ex-
hibits significant diversity gain for both the single-stream and our proposed
multi-beam probing based methods. The comb-type allocation method with
Nsub = 2, however, shows similar performance to the continuous allocation
strategy in this example. Note that the performance of the comb-type as-
signment depends on the frequency selectivity of the propagation channels,
subcarrier spacing, Nsub, and the spacing between sub-signals. We also eval-
uate the random beamforming based design [108] in Figure 5.12 for compar-
ison. For the random beamforming, we assume that the NRF simultaneously
formed beams are randomly chosen from the employed DFT beam codebook
with continuous subcarriers allocation for the synchronization signal. As the
synchronization beams are not optimized for low-resolution quantization, the
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random beamforming based design even shows inferior NMSE performance of
the timing position estimate relative to the single-stream beamforming based
method.
In Figure 5.13(a), we evaluate the normalized MSE (NMSE) perfor-
mance of the timing position estimate assuming a single UE. Denoting the
NMSE of the timing position estimate by ωest, we have
ωest = E
[∣∣∣∣κtrue − κestκtrue
∣∣∣∣2
]
, (5.57)
where κtrue denotes the first sample index of the probed synchronization sig-
nal, and κest corresponds to its estimated counterpart using various synchro-
nization methods. We employ the wideband channels with 2-bit ADCs. It
can be observed from Figure 5.13(a) that the performance gap between low-
resolution quantization and infinite-resolution quantization is significant for
the existing method especially at relatively high SNR. The proposed multi-
beam directional synchronization method with common synchronization sig-
nal design approaches the infinite-resolution case for various SNR values. In
Figure 5.13(b), we examine the NMSE performance of the timing position es-
timate in a single-cell multi-user scenario. In this example, we randomly drop
a total of 10 UEs within a circular cell having a 150 m radius. We employ
the same path loss model as in [71]. In this example, we obtain the NMSE
performance of the timing position estimate over all UEs. Similar observations
as in Figure 5.13(a) can be obtained, i.e., the proposed method exhibits better
performance than the existing directional timing synchronization design.
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For the last two examples, we numerically study the proposed method
in a multi-cell scenario. Specifically, we assume 7 hexagonal cells and set the
inter-site distance as 500 m. The root indices of the employed ZC sequences
are 25, 29 and 34. The central cell corresponds to root index 25, and root
indices 29 and 34 are reused among the other 6 surrounding cells such that
the neighboring two cells are assigned two distinct root indices. Similar to
the example provided in Figure 5.13(b), we randomly drop a total of 10 UEs
within each cell sector, and we set the minimum distance between the BS and
UE as 20 m. Performance statistics are obtained from the central cell of in-
terest only. In Figure 5.14(a), we evaluate the probability of successful timing
position detection. Different from the NMSE of the timing position estimate,
we calculate the probability of successful detection as Pr (κest = κtrue). It is ob-
served that even at relatively low SNR, the proposed synchronization method
with low-resolution ADCs can still achieve promising detection performance.
For instance, at −10 dB SNR, the probability of successful detection is more
than 0.8 for the proposed multi-beam probing with common synchronization
signal design.
In Figure 5.14(b), we evaluate the synchronization time-slot access
probability under low-resolution quantization. We calculate the synchroniza-
tion time-slot access probability based on the following procedure. If a given
UE successfully detects the frame timing position during synchronization time-
slot τt, the algorithm stops for the UE of interest. Otherwise, the algorithm
continues in synchronization time-slot τt + 1 and repeats the previous proce-
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dure. The synchronization time-slot access probability evaluates how fast a
specific UE is capable of correctly detecting the frame timing position, which in
turn implies the access delay for the given UE. Figure 5.14(b) shows that even
with 2-bit ADCs, the UEs can correctly detect the frame timing position during
the first several synchronization time-slots by using the proposed method. Ac-
cording to the 3GPP Technical Specification (TS) 36.101, the UE is expected
to achieve a successful detection probability equal to 95% at −5 dB SNR for
broadcast channel. Here, we use this metric to examine the effectiveness of
our proposed multi-beam probing strategy in estimating the timing position
under low-resolution ADC quantization. It is evident from Figure 5.14(b) that
the successful detection probabilities for our proposed method are around 98%
and 91% at −5 dB SNR assuming 4-bit and 2-bit ADCs. For the single-stream
based method, the corresponding probabilities are approximately 80% and 65%
at −5 dB SNR. We can conclude from these observations that our proposed
low-resolution timing synchronization design is of great interest for practical
implementation to achieve promising synchronization performance assuming
few-bit ADCs.
5.7 Conclusion
In this chapter, we developed and evaluated a multi-beam probing-
assisted directional frame timing synchronization method for mmWave sys-
tems with low-resolution ADCs. We first formulated the optimization prob-
lem as maximizing the minimum received synchronization SQNR at zero-lag
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correlation among all UEs. We solved this problem by transforming the com-
plex max-min multicast beamforming problem into a maximization problem.
We then proposed a multi-beam probing strategy to tackle the maximization
problem by optimizing the effective composite beam pattern. We showed via
numerical examples that the effective composite beam can provide a good
tradeoff between the beamforming gain and the quantization distortion and
characterize the worst-case scenario of the network.
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Figure 5.7: An example of auxiliary beams is provided in (a); the correspond-
ing composite beam is presented in (b). A ULA is assumed with Ntot = 8 and
NRF = 4. A DFT beam codebook with oversampling factor of 2 is employed.
202
sin(θ)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
R
a
d
ia
ti
on
P
at
te
rn
(d
B
)
-45
-40
-35
-30
-25
-20
-15
-10
-5
0
Anchor direction
Auxiliary beam
(a)
sin(θ)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
R
ad
ia
ti
o
n
P
at
te
rn
(d
B
)
-16
-14
-12
-10
-8
-6
-4
-2
0
2
Anchor direction
Composite beam pattern
(b)
Figure 5.8: An example of radiation pattern of auxiliary beams is provided
in (a); the corresponding radiation pattern of composite beam is presented in
(b). A ULA is assumed with Ntot = 8 and NRF = 4. A DFT beam codebook
with oversampling factor of 2 is employed.
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Figure 5.9: An example of a composite beam patten for a given anchor angular
direction. A ULA is assumed with Ntot = 8 and NRF = 4. A DFT beam
codebook with oversampling factor of 2 is employed. (a) 2-bit ADCs and 0 dB
SNR. (b) 3-bit ADC and −5 dB SNR.
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Figure 5.10: An example of a composite beam pattern for another anchor
angular direction. A ULA is assumed with Ntot = 8 and NRF = 4. A DFT
beam codebook with oversampling factor of 2 is employed. (a) 2-bit ADCs
and 0 dB SNR. (b) 3-bit ADC and −5 dB SNR.
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Figure 5.11: (a) CDFs of the received synchronization SQNRs in single-path
frequency-flat channels; Ntot = 32 with NRF = 4. (b) Average received syn-
chronization SQNRs versus the number of quantization bits in multi-path
frequency-selective channels; Ntot = 32 with NRF = 4.
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Figure 5.12: Normalized MSE of timing position estimate versus SNR assum-
ing multiple UEs equipped with 2-bit ADCs receivers. Comparison among
continuous and comb-type subcarriers allocation strategies, and the random
beamforming based synchronization approach.
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Figure 5.13: Normalized MSE of timing position estimate versus SNR. Multi-
path frequency-selective channels are employed with Ntot = {32, 64} and
NRF = 4. (a) a single UE equipped with a 2-bit ADCs receiver. (b) mul-
tiple UEs equipped with 2-bit ADCs receivers.
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Figure 5.14: A multi-cell scenario is assumed with a total of 7 hexagonal cells.
A number of 10 UEs are randomly distributed within each cell sector with 2
or 4-bit ADCs. (a) Probability of successful timing position detection versus
SNR. (b) Synchronization time-slot access probability versus synchronization
time-slot index. The performance is evaluated under both 0 dB and −10 dB
SNRs.
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Chapter 6
Frequency Synchronization in MmWave
Cellular Systems with Low-Resolution ADCs
In this chapter, we propose and evaluate two novel double-sequence low-
resolution frequency synchronization methods in downlink mmWave systems.
In our system model, the base station uses analog beams to send the synchro-
nization signal with infinite-resolution digital-to-analog converters (DACs).
The user equipment employs a fully digital front end to detect the synchro-
nization signal with low-resolution ADCs. The key ingredient of the proposed
methods is the custom designed synchronization sequence pairs, from which
there exists an invertible function (a ratio metric) of the CFO to be estimated.
We use numerical examples to show that the ratio metric is robust to the quan-
tization distortion. Further, we analytically characterize the CFO estimation
performances of our proposed two design options assuming a single user and
low-resolution ADCs. To implement our proposed methods in a multi-user
scenario, we propose to optimize the double-sequence design parameters such
that: (i) for each individual user, the impact of the quantization distortion on
the CFO estimation accuracy is minimized, and (ii) the resulting frequency
range of estimation can capture as many users’ CFOs as possible. Numerical
results reveal that under low-resolution ADCs, our proposed algorithms pro-
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vide a flexible means to estimate CFO in a varies of settings, and outperform
the Zadoff-Chu sequence based CFO estimation strategy. This work has been
submitted for possible publication [47].
6.1 Prior Work and Motivation
There are many pilot/sequence-aided frequency synchronization meth-
ods for OFDM systems [109]-[114]. The Cox-Schmidl algorithm [109] and
variants [110]-[113] is the classic pilot-aided CFO estimation approach. In the
Cox-Schmidl algorithm, a first training sequence is used to estimate the CFO
with an ambiguity identical to one subcarrier spacing, while a second train-
ing sequence is employed to resolve this ambiguity. In [114], the symmetry
of the ZC sequences was exploited in the 3GPP LTE systems for frequency
synchronization. Similar to the first training sequence in the Cox-Schmidl al-
gorithm, the symmetry of the ZC sequences creates time-domain periodicity
in one OFDM symbol duration to track the CFOs. That approach, however,
only works for fractional CFO that is less than one subcarrier spacing. Of
relevance in this chapter, prior work [109]-[114] did not consider the impact of
few-bit ADCs. Their developed synchronization pilots/sequences are therefore
sensitive to the quantization distortion. This motivates us to construct new
synchronization sequences that are robust to the low-resolution quantization.
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6.2 Contributions
In this chapter, we propose and evaluate two novel frequency synchro-
nization methods for downlink mmWave systems operating with low-resolution
ADCs. The proposed two strategies exhibit different frequency synchroniza-
tion performances under various configurations, and can be applied in different
deployment scenarios. In our system model, the BS forms directional beams
in the analog domain to send the synchronization signal towards the UE. The
UE employs a fully digital front end with low-resolution ADCs to detect the
synchronization signal and conduct frequency synchronization. We focus on
designing new synchronization sequences that are robust to the quantization
distortion. We summarize the main contributions of this chapter as follows:
• We develop two double-sequence high-resolution CFO estimation meth-
ods for mmWave systems operating with low-resolution ADCs. In each
method, we custom design two sequences (i.e., a sequence pair) for fre-
quency synchronization. They are sent by the BS across two consecutive
synchronization time-slots. We refer to the sequence pair as auxiliary
sequences and sum-difference sequences in the proposed two methods.
The key ingredient of the custom designed double-sequence structure
(both auxiliary and sum-difference) is a ratio measure derived from the
sequence pair, which is an invertible function of the CFO to be esti-
mated. We use numerical examples to show that the ratio measures are
robust to the quantization distortion brought by low-precision ADCs.
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• We derive the CRLB of frequency estimation assuming 1-bit ADCs. We
show that the MSEs of our estimated CFOs using 1-bit ADCs are close
to the derived 1-bit CRLB. Leveraging Bussgang’s decomposition theo-
rem [99], we derive the variance of the CFO estimates obtained via the
proposed auxiliary sequences and sum-difference sequences based meth-
ods operating with low-resolution (e.g., 2-4 bits) ADCs. These analytical
results reveal that the CFO estimation performances highly depend on
the double-sequence design parameters.
• Assuming multiple UEs, we formulate the corresponding low-resolution
frequency synchronization problem as a min-max optimization problem.
We first transform the min-max optimization problem into a minimiza-
tion problem by exploiting certain measurements and system statistics.
We then solve the minimization problem by fine tuning the double-
sequence design parameters such that the CFO estimation accuracy and
the frequency range of estimation are jointly optimized. To better realize
our proposed algorithms in practical systems, we implement additional
signaling support and procedure at both the BS and UE sides.
We organize the rest of this chapter as follows. In Section 6.3, we
specify the signal model for frequency synchronization in mmWave systems. In
Section 6.4, we present the design principle of the proposed auxiliary sequences
and sum-difference sequences based CFO estimation strategies. We conduct
performance analysis on our proposed methods in Section 6.5 assuming few-bit
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ADCs. In Section 6.6, we address several practical issues of implementing the
proposed double-sequence low-resolution frequency synchronization designs in
communications systems. We evaluate our proposed methods in Section 6.7
assuming various channel models, quantization configurations and deployment
scenarios. We draw our conclusions in Section 6.8.
6.3 Models and Assumptions
We consider a cellular system where synchronization and training data
are sent periodically on directional beams, to support initial access [101,107].
The direction module is important in a mmWave system because it enables
favorable received signal power to overcome higher pathloss. This approach is
used in the 3GPP 5G NR [74] and has been applied in other Wi-Fi standards
[115]. We assume that the UEs use fully digital front ends to detect the
synchronization signal samples, which is realistic because there will only be a
few antennas.
To develop the received synchronization signal model, we assume: (i) a
given UE u ∈ {1, · · · , NUE} in a single cell, where NUE corresponds to the total
number of serving UEs in the cell of interest, and (ii) a given synchronization
time-slot, which may be one OFDM symbol duration (Ts). In Section 6.7,
we simulate a more elaborate setting assuming multiple UEs and the frame
structure adopted in the 3GPP LTE/NR.
The symbol vector d in (5.3) is transformed to the time-domain via
N -point IFFTs, generating the discrete-time signals at symbol durations n =
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0, · · · , N − 1 as
d[n] =
1√
N
N−1∑
k=0
d[k]ej
2pik
N
n. (6.1)
Before applying an Ntot × 1 wideband analog beamforming vector, the CP is
added to the symbol vector such that the length of the CP is greater than
or equal to the maximum delay spread of the multi-path channels. Each
sample in the symbol vector is then transmitted by a common wideband analog
beamforming vector f from the BS, satisfying the power constraint [ff ∗]a,a =
1
Ntot
, where a = 1, · · · , Ntot.
Consider the b-th receive antenna (b ∈ {1, · · · ,Mtot}) at UE u. After
the timing synchronization and discarding the CP, the remaining time-domain
received signal samples can be expressed as qu,b =
[
qu,b[0], · · · , qu,b[N − 1]
]T
.
Denote the number of channel taps by Lu, the corresponding channel impulse
response at tap ` ∈ {0, · · · , Lu − 1} by Hu[`] ∈ CMtot×Ntot , and additive white
Gaussian noise by wu[n] ∼ Nc(0, σ2u). Denote the frequency mismatch with re-
spect to the subcarrier spacing by εu. As the UE employs fully digital baseband
processing, each receive antenna first quantizes the received synchronization
signal with dedicated ADCs. Denote Q(·) as the quantization function. For
n = 0, · · · , N − 1, the time-domain received signal samples are
qu,b[n] = Q
(
ej
2piεu
N
n
Lu−1∑
`=0
[Hu[`]]b,: fd[n− `] + wu[n]
)
. (6.2)
Across all receive antennas, UE u selects the bˆ-th (bˆ ∈ {1, · · · ,Mtot}) receive
antenna that exhibits the highest received signal strength. By exploiting the
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Figure 6.1: Time-frequency resource mapping of the proposed double sequence
frequency synchronization. Synchronization sequences 0 and 1 in the double-
sequence structure are transmitted by the BS across two consecutive synchro-
nization time-slots.
symmetry of the employed ZC sequence and assuming perfect timing synchro-
nization, the CFO can be estimated as
εˆu =
1
pi
∠
N/2−1∑
n′=0
qu,bˆ[n
′]d∗[n′]
∗  N−1∑
n′′=N/2
qu,bˆ[n
′′]d∗[n′′]
 . (6.3)
UE u can then compensate the received signal samples with the estimated
CFO as
qˆu,b[n] = e
−j 2piεˆu
N
nqu,b[n]. (6.4)
If Q(·) in (6.2) corresponds to low-resolution quantization (e.g., 1-4 bits), the
corresponding quantization distortion would damage the symmetry of the ZC
sequence, leading to degraded CFO estimation performance.
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6.4 Proposed Double-Sequence Frequency Synchroniza-
tion
We propose two novel double-sequence frequency synchronization meth-
ods. In this section, we explicitly explain the design principle of the proposed
methods assuming infinite-resolution quantization. In later sections, we will il-
lustrate the detailed implementation procedure of our proposed methods along
with comprehensive performance evaluations assuming low-resolution quanti-
zation. In Figure 6.1, we depict the basic double-sequence structure and its
time-frequency resource mapping. As can be seen from the right-hand side
of Figure 6.1, two length-N sequences are periodically transmitted across two
consecutive synchronization time-slots in the TDM manner.
6.4.1 Auxiliary sequences based frequency synchronization
We denote the time-domain samples of the two sequences by d0 =[
d0[0], · · · , d0[N−1]
]T
and d1 = [d1[0], · · · , d1[N − 1]]T. Further, we construct
d0 and d1 as
d0 = [d0[0], d0[1], · · · , d0[N − 1]]T =
[
1, e−j(θ−δ), · · · , e−j(N−1)(θ−δ)]T(6.5)
d1 = [d1[0], d1[1], · · · , d1[N − 1]]T =
[
1, e−j(θ+δ), · · · , e−j(N−1)(θ+δ)]T(6.6)
and they are sent by the BS using two consecutive synchronization time-slots,
say, synchronization time-slots 0 and 1. For k = 0, · · · , N − 1, the frequency-
domain samples that correspond to d0 and d1 are
d0[k] =
1√
N
N−1∑
n=0
d0[n]e
−j 2pin
N
k, d1[k] =
1√
N
N−1∑
n=0
d1[n]e
−j 2pin
N
k. (6.7)
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For synchronization time-slot 0 and n = 0, · · · , N − 1, we express the
corresponding time-domain received signal samples as (similar to (6.2))
q0u,b[n] = Q
(
ej
2piεu
N
n
Lu−1∑
`=0
[Hu[`]]b,: fd0[n− `] + w0u[n]
)
. (6.8)
Assuming infinite-resolution quantization and neglecting noise,
q0u,b[n] = e
j 2piεu
N
n
Lu−1∑
`=0
[Hu[`]]b,: fd0[n− `]. (6.9)
Defining the normalized CFO for UE u as µu = 2piεu/N ,
q0u,b[n] = e
jµun
Lu−1∑
`=0
[Hu[`]]b,: fd0[n− `] (6.10)
= ejµun
Lu−1∑
`=0
[Hu[`]]b,: fe
−j(n−`)(θ−δ) (6.11)
= ejµune−jn(θ−δ)
Lu−1∑
`=0
[Hu[`]]b,: fe
j`(θ−δ) (6.12)
= ejn(µu−θ+δ)
[
Hu
(
e−j(θ−δ)
)]
b,:
f . (6.13)
Denote the selected receive antenna index by bˆ. Using the received signal
samples q0
u,bˆ
=
[
q0
u,bˆ
[0], · · · , q0
u,bˆ
[N − 1]
]T
from synchronization time-slot 0,
UE u calculates
p0
u,bˆ
=
(
N−1∑
n=0
q0
u,bˆ
[n]
)(
N−1∑
n=0
q0
u,bˆ
[n]
)∗
(6.14)
=
∣∣∣[Hu (e−j(θ−δ))]bˆ,: f ∣∣∣2
∣∣∣∣∣
N−1∑
n=0
ejn(µu−θ+δ)
∣∣∣∣∣
2
(6.15)
(?)
=
∣∣∣[Hu (e−j(θ−δ))]bˆ,: f ∣∣∣2 sin2
(
N(µu−θ+δ)
2
)
sin2
(
µu−θ+δ
2
) , (6.16)
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where (?) is obtained via
∣∣∣∑Mm=1 ej(m−1)x∣∣∣2 = sin2(Mx2 )sin2(x2 ) . Similarly, using the
received signal samples q1
u,bˆ
=
[
q1
u,bˆ
[0], · · · , q1
u,bˆ
[N − 1]
]T
from synchronization
time-slot 1, UE u computes
p1
u,bˆ
=
(
N−1∑
n=0
q1
u,bˆ
[n]
)(
N−1∑
n=0
q1
u,bˆ
[n]
)∗
(6.17)
=
∣∣∣[Hu (e−j(θ+δ))]bˆ,: f ∣∣∣2 sin2
(
N(µu−θ−δ)
2
)
sin2
(
µu−θ−δ
2
) . (6.18)
By letting δ = 2k′pi/N (k′ = 1, · · · , N
4
), we can rewrite (6.16) and (6.18) as
p0
u,bˆ
=
∣∣∣[Hu (e−j(θ−δ))]bˆ,: f ∣∣∣2 sin2
(
N(µu−θ)
2
)
sin2
(
µu−θ+δ
2
) ,
p1
u,bˆ
=
∣∣∣[Hu (e−j(θ+δ))]bˆ,: f ∣∣∣2 sin2
(
N(µu−θ)
2
)
sin2
(
µu−θ−δ
2
) . (6.19)
Using p0
u,bˆ
and p1
u,bˆ
in (6.19), UE u calculates a ratio metric as
αu =
p0
u,bˆ
− p1
u,bˆ
p0
u,bˆ
+ p1
u,bˆ
(6.20)
=
sin2
(
µu−θ−δ
2
)− sin2 (µu−θ+δ
2
)
sin2
(
µu−θ−δ
2
)
+ sin2
(
µu−θ+δ
2
) (6.21)
= − sin(µu − θ) sin(δ)
1− cos(µu − θ) cos(δ) , (6.22)
which does not depend on the selected receive antenna index bˆ. According
to [41, Lemma 1], if |µu−θ| < δ, the ratio measure αu is a monotonic decreasing
function of µu−θ and invertible with respect to µu−θ. Via the inverse function,
we can derive the estimated value of µu as
µˆu = θ − arcsin
(
αu sin(δ)− αu
√
1− α2u sin(δ) cos(δ)
sin2(δ) + α2u cos
2(δ)
)
. (6.23)
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We can then obtain the super-resolution CFO estimate for UE u as εˆu =
N
2pi
µˆu,
comprising both the integer and fractional components. Note that if αu is
perfect, i.e., not impaired by noise and quantization distortion, the CFO can
be perfectly recovered, i.e., εˆu = εu.
6.4.2 Sum-difference sequences based frequency synchronization
In the proposed sum-difference sequences based approach, the time-
domain synchronization sequences dΣ and d∆ exhibit different forms from d0
and d1 in (6.5) and (6.6). Specifically, we construct dΣ and d∆ as
dΣ = [dΣ[0], · · · , dΣ[N/2− 1], dΣ[N/2], · · · , dΣ[N − 1]]T
=
[
1, · · · , e−j(N/2−1)η, e−j(N/2)η, · · · , e−j(N−1)η]T (6.24)
d∆ = [d∆[0], · · · , d∆[N/2− 1], d∆[N/2], · · · , d∆[N − 1]]T
=
[
1, · · · , e−j(N/2−1)η,−e−j(N/2)η, · · · ,−e−j(N−1)η]T , (6.25)
which are referred to as sum and difference synchronization sequences. They
are transmitted via two consecutive synchronization time-slots. Their frequency-
domain counterparts dΣ and d∆ can be similarly obtained following (6.7). Note
that the first halves of the sum and difference synchronization sequences dΣ
and d∆ are identical, while the second half of d∆ is the additive inverse of the
second half of dΣ.
For synchronization time-slot 0, and therefore the corresponding sum
synchronization sequence dΣ, we express the time-domain received signal sam-
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ples as (n = 0, · · · , N − 1)
qΣu,b[n] = Q
(
ej
2piεu
N
n
Lu−1∑
`=0
[Hu[`]]b,: fdΣ[n− `] + wΣu [n]
)
. (6.26)
Neglecting noise and assuming Q(·) as the infinite-resolution quantization func-
tion,
qΣu,b[n] = e
j 2piεu
N
n
Lu−1∑
`=0
[Hu[`]]b,: fdΣ[n− `] (6.27)
= ejµun
Lu−1∑
`=0
[Hu[`]]b,: fdΣ[n− `] (6.28)
= ejµun
Lu−1∑
`=0
[Hu[`]]b,: fe
−j(n−`)η (6.29)
= ejn(µu−η)
Lu−1∑
`=0
[Hu[`]]b,: fe
j`η (6.30)
= ejn(µu−η)
[
Hu
(
e−jη
)]
b,:
f . (6.31)
Assuming bˆ as the selected receive antenna index for UE u, we sum qΣ
u,bˆ
=[
qΣ
u,bˆ
[0], · · · , qΣ
u,bˆ
[N − 1]
]T
over all samples and obtain
pΣ
u,bˆ
=
N−1∑
n=0
qΣ
u,bˆ
[n] (6.32)
=
[
Hu
(
e−jη
)]
bˆ,:
f
N−1∑
n=0
ejn(µu−η) (6.33)
=
[
Hu
(
e−jη
)]
bˆ,:
f
(
1 + ej(N/2)(µu−η)
)N/2−1∑
n′=0
ejn
′(µu−η) (6.34)
=
[
Hu
(
e−jη
)]
bˆ,:
f
(
1 + ej(N/2)(µu−η)
)
ej
N/2−1
2
(µu−η)
sin
(
N/2
2
(µu − η)
)
sin ((µu − η)/2) .
(6.35)
221
Similar to (6.35), for synchronization time-slot 1, we have
p∆
u,bˆ
=
[
Hu
(
e−jη
)]
bˆ,:
f
(
1− ej(N/2)(µu−η))N/2−1∑
n′=0
ejn
′(µu−η) (6.36)
=
[
Hu
(
e−jη
)]
bˆ,:
f
(
1− ej(N/2)(µu−η)) ejN/2−12 (µu−η) sin
(
N/2
2
(µu − η)
)
sin ((µu − η)/2) .
(6.37)
Using pΣ
u,bˆ
and p∆
u,bˆ
, UE u calculates a ratio measure as
βu = Im
{
pΣ
u,bˆ
p∆
u,bˆ
}
=
sin
(
N
2
(µu − η)
)
1− cos (N
2
(µu − η)
) (6.38)
= cot
(
N
4
(µu − η)
)
, (6.39)
which does not depend on the selected receive antenna index bˆ. By exploiting
some trigonometric identities, for µu − η ∈
(
4ipi/N, 4(i + 1)pi/N
)
with i ∈ Z,
we can invert the ratio measure βu and obtain
µˆu = η +
4
N
cot−1(βu), (6.40)
which is then used by UE u to compute the CFO estimate as εˆu =
N
2pi
µˆu. If
βu is perfect, i.e., not impaired by noise and quantization distortion, the CFO
can be perfectly recovered, i.e., εu = εˆu. As µu (µˆu) and εu (εˆu) are equivalent,
we use the normalized CFO µu and its estimate µˆu throughout the rest of this
paper unless otherwise specified.
If Q(·) in (6.8) and (6.26) corresponds to the low-resolution quantization
function (e.g., 1-4 bits), the quantization distortion may damage the monotonic
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properties of the ratio metrics, resulting in increased CFO estimation errors.
In Sections 6.6 and 6.7, we use both analytical and numerical examples to
show that our proposed approaches are robust to the low-resolution quantiza-
tion; we further show that the proposed two design options exhibit different
frequency synchronization performance under different settings (propagation
condition, channel variation and etc.). Different cells may flexibly configure
their employed synchronization sequences (either auxiliary or sum-difference)
for frequency synchronization, depending on their own demands.
6.5 Low-Resolution Double-Sequence Frequency Syn-
chronization
In Section 6.5.1, by exploiting Bussgang’s theorem, we first derive the
variance of the CFO estimates obtained via the proposed strategies assuming
finite low-resolution (e.g., 2-4 bits) quantization. We then examine the robust-
ness of our proposed methods to the quantization distortion. Leveraging the
variance results derived in Sections 6.5.1 and 6.5.2, we provide design insights
of implementing our proposed algorithms in practical cellular systems.
6.5.1 Performance analysis of auxiliary sequences under few-bit
ADCs
Assuming that the input to the quantizer is IID Gaussian, we apply
Bussgang’s theorem and decompose the received synchronization signal sam-
ples in (6.8) (i.e., synchronization time-slot 0) into two uncorrelated compo-
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nents, given as
q0u,b[n] = (1− κu)
(
ej
2piεu
N
n
Lu−1∑
`=0
[Hu[`]]b,: fd0[n− `] + w0u[n]
)
+ v0u,b[n]
(6.41)
= (1− κu)
(
ejn(µu−θ+δ)
[
Hu
(
e−j(θ−δ)
)]
b,:
f + w0u[n]
)
+ v0u,b[n],
(6.42)
where v0u,b =
[
v0u,b[0], · · · , v0u,b[N − 1]
]T
represents the quantization noise vec-
tor with covariance matrix σ2u,QIN , and
σ2u,Q = κu(1− κu)
(
E
[∣∣ [Hu (e−j(θ−δ))]b,: f ∣∣2]+ σ2u) . (6.43)
Similarly, for auxiliary synchronization sequence 1 (synchronization time-slot
1), we express the corresponding quantized received synchronization signal
samples as
q1u,b[n] = (1− κu)
(
ejn(µu−θ−δ)
[
Hu
(
e−j(θ+δ)
)]
b,:
f + w1u[n]
)
+ v1u,b[n]. (6.44)
The quantization noise vector v1u,b =
[
v1u,b[0], · · · , v1u,b[N − 1]
]T
has covariance
matrix σ2u,QIN . Using the received signal samples from synchronization time-
slots 0 and 1 and recalling that bˆ is the selected receive antenna index at UE
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u,
p0
u,bˆ
=
(
N−1∑
n=0
q0
u,bˆ
[n]
)(
N−1∑
n=0
q0
u,bˆ
[n]
)∗
(6.45)
=
[
(1− κu)
([
Hu
(
e−j(θ−δ)
)]
bˆ,:
f
N−1∑
n=0
ejn(µu−θ+δ) +
N−1∑
n=0
w0u[n]
)
+
N−1∑
n=0
v0u,b[n]
]
×
[
(1− κu)
([
Hu
(
e−j(θ−δ)
)]
bˆ,:
f
N−1∑
n=0
ejn(µu−θ+δ) +
N−1∑
n=0
w0u[n]
)∗
+
(
N−1∑
n=0
v0u,b[n]
)∗]
(6.46)
p1
u,bˆ
=
(
N−1∑
n=0
q1
u,bˆ
[n]
)(
N−1∑
n=0
q1
u,bˆ
[n]
)∗
(6.47)
=
[
(1− κu)
([
Hu
(
e−j(θ+δ)
)]
bˆ,:
f
N−1∑
n=0
ejn(µu−θ−δ) +
N−1∑
n=0
w1u[n]
)
+
N−1∑
n=0
v1u,b[n]
]
×
[
(1− κu)
([
Hu
(
e−j(θ+δ)
)]
bˆ,:
f
N−1∑
n=0
ejn(µu−θ−δ) +
N−1∑
n=0
w1u[n]
)∗
+
(
N−1∑
n=0
v1u,b[n]
)∗]
. (6.48)
Using p0
u,bˆ
in (6.46) and p1
u,bˆ
in (6.48) to calculate αu via (6.20), the ratio
measure is no longer a strict monotonic function of the CFO to be estimated
due to the noise and quantization distortions. In this case, directly inverting
the ratio metric may result in relatively large estimation error. In the following,
we first analytically characterize the impact of low-resolution ADCs on the
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proposed frequency synchronization methods. We then examine the robustness
of our proposed methods to the quantization distortion in Section 6.5.3.
By defining c0
u,bˆ
= p0
u,bˆ
−p1
u,bˆ
as auxiliary channel 0 and c1
u,bˆ
= p0
u,bˆ
+p1
u,bˆ
as auxiliary channel 1, we present the following lemma to characterize the
variance of the CFO estimate under low-resolution quantization.
Lemma 6.1. For the proposed auxiliary synchronization sequences based low-
resolution frequency synchronization, the variance of the corresponding CFO
estimate is
σ2µˆu,ax =
sin2
(
N(µu−θ+δ)
2
) [
sin2
(
µu−θ−δ
2
)− sin2 (µu−θ+δ
2
)]
N (1− κu) (κu + 1/γu,ax)
−2
× [1− cos(δ)]
2
sin2(δ)
(
1 + α2u
)
, (6.49)
where
γu,ax = E
[∣∣ [Hu (e−j(θ±δ))]bˆ,: f ∣∣2] / σ2u. (6.50)
Proof. For UE u, by denoting h
(θ,δ)
u,bˆ
=
[
Hu
(
e−j(θ−δ)
)]
bˆ,:
f =
[
Hu
(
e−j(θ+δ)
)]
bˆ,:
f ,
we can first calculate E
[
p0
u,bˆ
]
as
E
[
p0
u,bˆ
]
= (1− κu)2
∣∣∣∣∣
N−1∑
n=0
ejn(µu−θ+δ)
∣∣∣∣∣
2
E
[∣∣∣h(θ,δ)
u,bˆ
∣∣∣2]
+ (1− κu)2σ2u + κu(1− κu)
(
E
[∣∣∣h(θ,δ)
u,bˆ
∣∣∣2]+ σ2u) . (6.51)
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Similarly,
E
[
p1
u,bˆ
]
= (1− κu)2
∣∣∣∣∣
N−1∑
n=0
ejn(µu−θ−δ)
∣∣∣∣∣
2
E
[∣∣∣h(θ,δ)
u,bˆ
∣∣∣2]
+ (1− κu)2σ2u + κu(1− κu)
(
E
[∣∣∣h(θ,δ)
u,bˆ
∣∣∣2]+ σ2u) . (6.52)
We can then express the auxiliary channel 0 c0
u,bˆ
as
c0
u,bˆ
= E
[
p0
u,bˆ
− p1
u,bˆ
]
(6.53)
= (1− κu)2E
[∣∣∣h(θ,δ)
u,bˆ
∣∣∣2]
∣∣∣∣∣
N−1∑
n=0
ejn(µu−θ+δ)
∣∣∣∣∣
2
−
∣∣∣∣∣
N−1∑
n=0
ejn(µu−θ−δ)
∣∣∣∣∣
2

(6.54)
= (1− κu)2E
[∣∣∣h(θ,δ)
u,bˆ
∣∣∣2] sin2(N(µu − θ + δ)
2
)
× sin
2
(
µu−θ−δ
2
)− sin2 (µu−θ+δ
2
)
sin2
(
µu−θ+δ
2
)
sin2
(
µu−θ−δ
2
) . (6.55)
Denote the signal power of the auxiliary channel 0 output by S0u. According
to (6.55), we can obtain
S0u =
[
(1− κu)2E
[∣∣∣h(θ,δ)
u,bˆ
∣∣∣2] sin2(N(µu − θ + δ)
2
)
× sin
2
(
µu−θ−δ
2
)− sin2 (µu−θ+δ
2
)
sin2
(
µu−θ+δ
2
)
sin2
(
µu−θ−δ
2
) ]2. (6.56)
Similarly, we can calculate the auxiliary channel 1 c1
u,bˆ
as
c1
u,bˆ
= E
[
p0
u,bˆ
+ p1
u,bˆ
]
(6.57)
= (1− κu)2E
[∣∣∣h(θ,δ)
u,bˆ
∣∣∣2]
∣∣∣∣∣
N−1∑
n=0
ejn(µu−θ+δ)
∣∣∣∣∣
2
+
∣∣∣∣∣
N−1∑
n=0
ejn(µu−θ−δ)
∣∣∣∣∣
2

+ 2N
[
(1− κu)2σ2u + σ2u,Q
]
. (6.58)
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Denote the quantization-plus-noise power of the auxiliary channel 1 output for
UE u by N1u . According to (6.58), we have
N1u = 4N
2
[
(1− κu)2 σ2u + σ2u,Q
]2
(6.59)
= 4N2
[
(1− κu)
(
κuE
[∣∣∣h(θ,δ)
u,bˆ
∣∣∣2]+ σ2u)]2 . (6.60)
Denote by γu,ax = E
[∣∣∣h(θ,δ)
u,bˆ
∣∣∣2] / σ2u. Using (6.51) and (6.52), we can
express αu as
αu = ∣∣∣∑N−1n=0 ejn(µu−θ+δ)∣∣∣2 − ∣∣∣∑N−1n=0 ejn(µu−θ−δ)∣∣∣2(∣∣∣∑N−1n=0 ejn(µu−θ+δ)∣∣∣2 + ∣∣∣∑N−1n=0 ejn(µu−θ−δ)∣∣∣2)+ 2/γu,ax + 2κu1−κu (1 + 1/γu,ax) .
(6.61)
Assuming high received SNR (high-power regime with very large Ntot and
receive processing with antenna selection), we can approximate 1/γu,ax as zero.
Further, for low-resolution quantization (2 ∼ 4 bits), we can also approximate
κu/(1− κu) as zero. Hence,
αu ≈ αu,ideal =
∣∣∣∑N−1n=0 ejn(µu−θ+δ)∣∣∣2 − ∣∣∣∑N−1n=0 ejn(µu−θ−δ)∣∣∣2∣∣∣∑N−1n=0 ejn(µu−θ+δ)∣∣∣2 + ∣∣∣∑N−1n=0 ejn(µu−θ−δ)∣∣∣2 . (6.62)
Motivated by (6.23), we formulate the corresponding frequency estimator as
µ˘u = θ − arcsin
(
αu sin(δ)− αu
√
1− α2u sin(δ) cos(δ)
sin2(δ) + α2u cos
2(δ)
)
. (6.63)
Because αu ≈ αu,ideal, we can rewrite (6.63) as
µ˘u ≈ θ − arcsin
αu,ideal sin(δ)− αu,ideal
√
1− α2u,ideal sin(δ) cos(δ)
sin2(δ) + α2u,ideal cos
2(δ)
 . (6.64)
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By plugging αu,ideal in (6.22) into (6.64), we can obtain E [µ˘u] ≈ µu such
that the CFO estimator µ˘u in (6.63) in this response letter is approximately
unbiased for a fixed pair (θ, µu) in the high-power regime.
The variance of the CFO estimate can then be expressed as [116, equa-
tion 3.26]
σ2µˆu,ax =
1
ς2axS
0
u/N
1
u
[
1 +M2ax(µu)
]
, (6.65)
where Max(µu) = αu,ideal for the proposed auxiliary sequences based method,
and ςax represents the slope of Max(·) at θ, i.e.,
ςax = M
′
ax(θ) =
sin(δ)
cos(δ)− 1 . (6.66)
By plugging (6.56), (6.60) and (6.66) into (6.65), we can obtain (6.49), which
completes the proof.
As can be seen from (6.49), the CFO estimation performance of the
proposed method depends on various design parameters such as the sequence
length N , the quantization NMSE κu, the reference frequency set {θ, δ}, and
the received SNR γu,ax.
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6.5.2 Performance analysis of sum-difference sequences under few-
bit ADCs
By Bussgang’s theorem, we decouple the received signal samples corre-
sponding to the sum synchronization sequence in (6.26) as
qΣu,b[n] = (1− κu)
(
ej
2piεu
N
n
Lu−1∑
`=0
[Hu[`]]b,: fdΣ[n− `] + wΣu [n]
)
+ vΣu,b[n]
(6.67)
= (1− κu)
(
ejn(µu−η)
[
Hu
(
e−jη
)]
b,:
f + wΣu [n]
)
+ vΣu,b[n], (6.68)
and the received signal samples for the difference synchronization sequence as
q∆u,b[n] =

(1− κu)
(
ejn(µu−η)
[
Hu
(
e−jη
)]
b,:
f + w∆u [n]
)
+ v∆u,b[n],
n = 0, 1, · · · , N/2− 1
(1− κu)
(
−ejn(µu−η) [Hu (e−jη)]b,: f + w∆u [n])+ v∆u,b[n],
n = N/2, · · · , N − 1.
(6.69)
The quantization noise vectors vΣu,b =
[
vΣu,b[0], · · · , vΣu,b[N − 1]
]T
and v∆u,b =[
v∆u,b[0], · · · , v∆u,b[N − 1]
]T
have the same covariance matrix σ2u,QIN , and
σ2u,Q = κu (1− κu)
(
E
[∣∣ [H (e−jη)]
bˆ,:
f
∣∣2]+ σ2u) . (6.70)
For the selected bˆ-th receive antenna at UE u, we define pΣ
u,bˆ
=
∑N−1
n=0 q
Σ
u,bˆ
[n]
and p∆
u,bˆ
=
∑N−1
n=0 q
∆
u,bˆ
[n] as the corresponding sum and difference channels.
Based on (6.35) and (6.37), we obtain
pΣ
u,bˆ
= (1− κu)
([
Hu
(
e−jη
)]
bˆ,:
f
(
1 + ej(N/2)(µu−η)
)
ej
N/2−1
2
(µu−η)
×
sin
(
N/2
2
(µu − η)
)
sin ((µu − η)/2) +
N−1∑
n=0
wΣu [n]
)
+
N−1∑
n=0
vΣu,b[n] (6.71)
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p∆
u,bˆ
= (1− κu)
([
Hu
(
e−jη
)]
bˆ,:
f
(
1− ej(N/2)(µu−η)) ejN/2−12 (µu−η)
×
sin
(
N/2
2
(µu − η)
)
sin ((µu − η)/2) +
N−1∑
n=0
w∆u [n]
)
+
N−1∑
n=0
v∆u,b[n]. (6.72)
Using pΣ
u,bˆ
in (6.71) and p∆
u,bˆ
in (6.72) to compute βu via (6.38), the ratio
metric is no longer a strict monotonic function of the CFO to be estimated.
This observation is similar to that in Section 6.5.1 for the proposed auxiliary
sequences based approach. According to (6.71) and (6.72), we first provide
the following lemma to reveal the variance of the CFO estimate assuming
low-resolution quantization.
Lemma 6.2. For the proposed sum-difference synchronization sequences based
low-resolution frequency synchronization, the variance of the CFO estimate is
given as
σ2µˆu,sd =
N (1− κu) ∣∣1 + ej(N/2)(µu−η)∣∣2 sin2
(
N/2
2
(µu − η)
)
csc4
(
N
4
η
)
16 (κu + 1/γu,sd) sin
2 ((µu − η)/2)
−1
× (1 + β2u) , (6.73)
where
γu,sd = E
[∣∣ [Hu (e−jη)]bˆ,: f ∣∣2] / σ2u. (6.74)
As can be seen from Lemma 6.2, the variance of the CFO estimate depends on
the sequence length N , the quantization NMSE κu, the frequency difference
4u = |µu − η|, and the received SNR γu,sd.
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6.5.3 Robustness to low-resolution quantization
It is still difficult to analytically characterize the robustness of the
proposed frequency synchronization methods to the quantization distortion,
though their closed-form CFO estimation performances are presented in (6.49)
and (6.73). We therefore focus on empirical evaluations and plot the ratio
metrics in Figures 6.2(a) and 6.2(b) for various quantization resolutions. As
shown in Figure 6.2, the monotonic properties do not hold for the ratio mea-
sures in the ambiguity regions such that directly inverting these ratio mea-
sures may result in large estimation errors. The ambiguity regions, however,
are relatively small under various quantization resolutions. Further, except
the ambiguity regions, the actual ratio values under few-bit ADCs are close to
those under infinite-resolution ADCs. Hence, by inverting the ratio measures
obtained through few-bit ADCs, we can still expect promising CFO estima-
tion performances for our proposed methods, which are numerically verified in
Section 6.7.
As shown in (6.49) and (6.73), the CFO estimation performances of
our proposed methods also depend on certain double-sequence design parame-
ter(s). For the auxiliary sequences based strategy, these parameters correspond
to the reference frequency set {θ, δ}; for the sum-difference sequences based
strategy, this parameter becomes η (or the frequency difference 4). In ad-
dition to the sequence length N and the received SNR, the double-sequence
design parameter(s) can be further optimized to compensate for the quantiza-
tion distortion. In Section 6.6, we first use (6.49) (or equivalently, (6.73)) to
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formulate the optimization problems; we then conclude from the corresponding
solutions that in contrast to conventional pilot/sequence-aided frequency syn-
chronization methods, our proposed strategies are capable of exploiting more
design degrees of freedom to further improve the low-resolution frequency syn-
chronization performance.
6.6 Practical Implementation of Double-Sequence Fre-
quency Synchronization
In this section, we explain the implementation procedure of our pro-
posed double-sequence low-resolution frequency synchronization methods in
practical cellular networks. We focus on a multi-user scenario with various
quantization configurations. We exploit the analytical performance assess-
ments to configure the double-sequence design parameters such that for differ-
ent deployment scenarios, the impact of low-resolution quantization distortion
on the overall frequency synchronization performance can be minimized.
6.6.1 Basic system setup and assumption
In this chapter, we consider a single cell serving multiple UEs. Note
that our proposed designs can be extended to multiple cells by scrambling the
synchronization channels with different physical cell identities (PCIs) to avoid
inter-cell interference. All serving UEs are equipped with fully digital front
ends and low-resolution ADCs. The ADC resolutions could be different for
different UEs. The BS transmits common synchronization signal to all serving
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UEs via directional analog beamforming. The design target here is to track
all serving UEs’ CFOs without compromising much on each individual UE’s
CFO estimation performance. This can be accomplished by adjusting the fre-
quency range of estimation of the common synchronization signal according
to the distribution of all potential CFOs. In the following, we first formulate
the multicast frequency synchronization problem as a min-max optimization
problem assuming low-resolution quantization. By leveraging certain prede-
fined system specific parameters, we transform the min-max problem into a
minimization problem, and develop an adaptive algorithm to solve it. For the
rest of this section, we employ the auxiliary sequences based method to illus-
trate the basic design procedure, which applies to the sum-difference sequences
based design as well with moderate modifications.
6.6.2 Optimization problem formulation of proposed low-resolution
frequency synchronization
To accommodate many UEs with satisfying low-resolution frequency
synchronization performance, we need to incorporate the frequency range of
estimation (e.g., [θ − δ, θ + δ] in the auxiliary sequences based method and 4
in the sum-difference sequences based approach) into the optimization prob-
lem formulation. Define Θ as a codebook containing discrete values distributed
within [−1, 1]. Using (6.49) and accounting for all NUE serving UEs, we can
therefore formulate the corresponding low-resolution frequency synchroniza-
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tion problem as
min
{θ,δ}
max
∀u
{
σ2µˆu,ax
}
(6.75)
subject to θ ∈ Θ
δ = 2k′pi/N, k′ = 1, · · · , N
4
u ∈ {1, · · · , NUE},
which is a min-max optimization problem and difficult to solve. To simplify
(6.75), we first define κax, µax, αax and γax as system specific parameters.
They are predefined and can be flexibly configured by the network controller
according to long-term measurements and system statistics. We use κax, µax,
αax and γax to replace κu, µu, αu and γu,ax in (6.49) and obtain
σ2µˆax =
sin2
(
N(µax−θ+δ)
2
) [
sin2
(
µax−θ−δ
2
)− sin2 (µax−θ+δ
2
)]
N (1− κax) (κax + 1/γax)
−2
× [1− cos(δ)]
2
sin2(δ)
(
1 + α2ax
)
. (6.76)
We can then rewrite the optimization problem as
minimize
{θ,δ}
{
σ2µˆax
}
(6.77)
subject to θ ∈ Θ
δ = 2k′pi/N, k′ = 1, · · · , N
4
.
We formulate (6.77) by treating all serving UEs as a single virtual UE with
common system specific parameters κax, µax, αax and γax. We need to carefully
select κax, µax, αax and γax such that σ
2
µˆax
for the virtual UE can represent each
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individual UE’s error variance, i.e., σ2µˆu,ax (u ∈ {1, · · · , NUE}), as much as pos-
sible. We present one example of how to determine the system specific parame-
ters in Section 6.6.3. Note that if κu, µu, αu and γu,ax (u ∈ {1, · · · , NUE}) vary
significantly from UE to UE, the problem formulation in (6.76) and (6.77) may
not be accurate. This in turn, may result in poor frequency synchronization
performance in the multi-user scenario. In Section 6.7, we use several numeri-
cal examples to characterize this aspect. Finally, we solve (6.77) by optimizing
the double-sequence parameters such that the estimation error variance of the
virtual UE is minimized.
6.6.3 Design procedure of proposed low-resolution frequency syn-
chronization
According to (6.76), solving (6.77) requires the BS to have explicit
knowledge of κax, µax (αax) and γax. Though different UEs may have different
ADC resolutions, we use a single κax to characterize all serving UEs. In Sec-
tion 6.7, we set κax = 0.1175 (i.e., 2-bit ADCs) when simulating the multi-user
scenario. Further, γax can be obtained by averaging over the received signal-
to-interference-plus-noise ratios (SINRs) of all UEs. Selecting a good µax is
also important for the BS to determine a proper frequency range of estimation
that can capture as many UEs’ CFOs as possible. In this paper, we assume
that the BS or the network controller configures µax using long-term system
statistics such as those from previously connected UEs.
We summarize the detailed design procedure in Algorithm 6.1. As
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Algorithm 6.1 Auxiliary sequences based low-resolution frequency synchro-
nization design
BS-SIDE PROCESSING
1 : Configuring κax, µax, αax and γax based on long-term measurements
and system statistics.
2 : Computing σ2µˆax according to (6.76) and finding θopt and δopt that
minimizes σ2µˆax following (6.77).
3 : If necessary, conveying the selected θopt and δopt to UEs after their
timing synchronization.
4 : Constructing d0 and d1 according to (6.5) and (6.6), and maps their
frequency-domain counterparts on given subcarriers.
5 : Probing the synchronization signal at given synchronization time-
slots.
UE-SIDE PROCESSING (UE u, u ∈ {1, · · · , NUE})
i : Preprocessing: timing synchronization and discarding the CP.
ii : Computing the received synchronization signal strengths p0
u,bˆ
, p1
u,bˆ
and
the ratio measure αu according to (6.20).
iii : Inverting the ratio measure αu according to (6.22) to obtain the CFO
estimate µˆu.
iv : Compensating the received signal samples with the estimated CFO.
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can be seen from Algorithm 6.1, the BS needs to convey the optimized double-
sequence design parameters (e.g., θopt and δopt in the auxiliary sequences based
method) to the UE so that the UE can execute the ratio metric inversion. This
requires additional signaling support from the BS to the UE, which can still
be implemented in the initial access process after the UE completes the sym-
bol/frame timing synchronization and PCI detection. To reduce this signaling
overhead, the BS can optimize the double-sequence design parameters in a
semi-static manner, using long-term measurements and system statistics.
6.7 Numerical Results
In this section, we evaluate our proposed auxiliary and sum-difference
sequences based frequency synchronization methods assuming low-resolution
(e.g., 1-4 bits) ADCs. Both the BS and UE employ a ULA with inter-element
spacing λ/2, where λ represents the wavelength corresponding to the oper-
ating carrier frequency. Throughout the simulation section, we assume that
Ntot = 16 and Mtot = 8. The BS covers 120
◦ angular range [−60◦, 60◦] around
boresight (0◦), and the UE monitors the entire 180◦ angular region [−90◦, 90◦]
around boresight (0◦). We consider both narrowband and wideband mmWave
channels to evaluate our proposed algorithms, incorporating a single UE or
multiple UEs.
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6.7.1 Narrowband mmWave channels with a single UE
In Figure 6.3, we evaluate our proposed strategies in narrowband chan-
nels with a single UE. Specifically, we employ the Rician channel model. We
set the number of NLOS channel components as 5 and the Rician K-factor
value as 13.2 dB. We also simulate the conventional ZC sequence based CFO
estimation approach for comparison. We set the root index as 24 for the
employed ZC sequence.
We plot the MSEs of the CFO estimates in Figures 6.3(a) and 6.3(b),
in which we set the normalized CFOs as 0.6 and 0.95. It can be observed from
Figures 6.3(a) and 6.3(b) that under various quantization resolutions, our pro-
posed auxiliary sequences and sum-difference sequences based methods exhibit
superior CFO estimation performances over the ZC sequence based design. For
0.95 normalized CFO in Figure 6.3(b), the sum-difference sequences based ap-
proach shows better performance than the auxiliary sequences based method
under various SNRs.
6.7.2 Wideband mmWave channels with a single UE
Now, we evaluate the frame error rate (FER) of our proposed meth-
ods assuming few-bit ADCs. We present the block diagram of the developed
link-level simulator in Figure 6.4, which includes a complete chain of Turbo
coding/decoding, OFDM and DAC/ADC modules. We assume perfect chan-
nel estimation, frame timing synchronization and infinite-resolution DACs.
We adopt the 3GPP 5G tapped delay line (TDL-A) wideband channel model
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Table 6.1: Simulation assumptions and parameters for low-resolution fre-
quency synchronization in wideband mmWave channels.
SYSTEM PARAMETERS SIMULATION ASSUMPTIONS
Carrier frequency 30 GHz
System bandwidth 80 MHz
FFT size 1024
Subcarrier spacing 120 KHz
OFDM symbol duration (µs) 8.33
CP length (µs) 0.82
Channel coding Turbo
MCS QPSK 1/2
Channel model 3GPP 5G NR TDL-A
Channel estimation Ideal
into the link-level simulation assuming 30 GHz carrier frequency and a 80
MHz RF bandwidth. We provide other simulation assumptions such as the
assumed OFDM numerology and the modulation and coding scheme (MCS) in
Table 6.1. Note that we do not incorporate the phase noise and channel estima-
tion error in evaluating our proposed low-resolution frequency synchronization
methods. This is because these two design aspects, especially the channel esti-
mation, are less relevant to the considered CFO estimation problem under low-
resolution ADCs. It may be interesting though to include all the impairments
for future numerical evaluations of our proposed strategies. According to these
settings, a 0.1 normalized CFO corresponds to a 1.95 MHz time-domain CFO
or 65 ppm of the 30 GHz carrier frequency. In Figures 6.5(a) and 6.5(b), we
plot the FER performances assuming both 2-bit and 3-bit ADCs. As can be
seen from Figure 6.5(b), our proposed auxiliary and sum-difference sequences
based frequency synchronization strategies significantly outperform the ZC se-
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quence based CFO estimation method. Further, in the low-to-medium SNR
regime (e.g., −10 dB ∼ 10 dB), our proposed methods show close error rate
performances to the ideal case without CFO. For our proposed methods and
the ZC sequence based strategy, we can observe error floors at high SNRs. In
contrast to the narrowband results shown in Figure 6.3, we can conclude from
Figure 6.5 that the auxiliary sequences based method is more robust to the
frequency selectivity than the sum-difference sequences based strategy.
In Figure 6.6, we evaluate the throughput performances for our pro-
posed methods assuming various quantization resolutions. We compare 1-
bit and 2-bit ADCs in Figure 6.6(a) and observe that our proposed methods
outperform the ZC sequence based strategy (similar to Figure 6.5) for 0.05
normalized CFO. For instance, at 20 dB SNR, the throughput of our pro-
posed sum-difference sequences based method is 3 bit/s/Hz higher than that
of the ZC sequence based strategy assuming 1-bit ADCs. The correspond-
ing throughput gain is 150%. With increase in the quantization resolution,
their performance gap reduces. In Figure 6.6(b), we examine our proposed
approaches under 4-bit and infinite-resolution ADCs. The performance dif-
ferences between 4-bit quantization and infinite-resolution quantization are
marginal.
In Figure 6.7, we examine the impact of the overall synchronization
sequence length on the low-resolution frequency synchronization performance.
Here, the overall sequence length Lseq corresponds to 2N for the double-
sequence structure, and NZC for the ZC symmetry based strategy. It can be
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seen from Figure 6.7(a) that a longer overall sequence length does not necessar-
ily result in a better CFO estimation performance for the ZC sequence based
method assuming low-resolution quantization. At relatively high SNR, e.g.,
20 dB in this example, the quantization distortion dominates the performance,
and may severely corrupt the symmetry of the ZC sequence especially when a
longer overall sequence length is assumed. With increase in Lseq, however, the
low-resolution frequency synchronization performance improves for both our
proposed auxiliary sequences and sum-difference sequences based methods. In
Figure 6.7(b), we compute the resource overhead in percentile by assuming a
total of 128 resource elements available for transmitting the synchronization
sequence. It is evident from Figure 6.7(b) that except for Lseq = 32 at rela-
tively high SNR, our proposed methods even exhibit a better low-resolution
CFO estimation performance than the ZC symmetry based strategy with a
reduced resource overhead.
6.7.3 Wideband mmWave channels with multiple UEs
In this part of simulation, we consider multiples UEs with 2-bit ADCs
equipped each. Other simulation parameters and wideband channel model are
the same as those in Section 6.7.2. In Figure 6.8, we evaluate our proposed
methods assuming a total of 10 UEs. Their normalized CFOs are randomly dis-
tributed within given intervals [−0.02, 0.02], [−0.03, 0.03], [−0.05, 0.05], [−0.07,
0.07] and [−0.1, 0.1].
In Figure 6.8(a), we compare the CFO estimation MSEs between our
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proposed strategies and the ZC sequence based approach under various fre-
quency ranges of CFOs. For the auxiliary and sum-difference sequences, we set
the frequency range of estimation as [−0.01, 0.01] by configuring the double-
sequence design parameters. As can be seen from Figure 6.8(a), our proposed
methods can provide better CFO estimation performances for a wide range of
frequencies in the multi-user setup.
In Figure 6.8(b), we examine the impact of frequency range of estima-
tion on the frequency synchronization performances. In this plot, we only con-
sider the auxiliary sequences based method. It is evident from Figure 6.8(b)
that by increasing the frequency range of estimation from [−0.01, 0.01] to
[−0.03, 0.03], the CFO estimation MSEs reduce. By further enlarging the
frequency range of estimation to accommodate even more UEs (e.g., from
[−0.03, 0.03] to [−0.08, 0.08]), however, the overall CFO estimation perfor-
mance degrades. These performance variations are resulted from the fact that
the frequency range of estimation ([θ − δ, θ + δ] in this example) is not opti-
mized according to the CFOs distribution and the received SNRs. Finally, we
plot the optimal case that uses θopt and δopt (obtained via (6.77)) to construct
the auxiliary sequences in Figure 6.8(b). It can be observed that the corre-
sponding CFO estimation performance is the best among all configurations
and consistent across all frequency ranges of CFOs.
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6.8 Conclusion
In this chapter, we custom designed two double-sequence structures,
i.e., auxiliary sequences and sum-difference sequences, for frequency synchro-
nization in mmWave systems operating with low-resolution ADCs. The pro-
posed two design options are different in terms of the ratio metric formulation,
the double-sequence design parameters, and the achievable CFO estimation
performance. We used analytical and numerical examples to show that our
proposed methods are robust to the low-resolution quantization for a various
of network settings. We concluded from extensive empirical results that under
low-resolution ADCs: (i) our proposed strategies provide promising overall
frequency synchronization performance that can better trade off the CFO es-
timation accuracy and the frequency range of estimation, and (ii) our custom
designed auxiliary and sum-difference sequences outperform the ZC sequences
in estimating the frequency offset.
244
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
(a)
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
-1
0
1
2
3
4
5
(b)
Figure 6.2: (a) Ratio metric versus µu−θ for the proposed auxiliary sequences
based double-sequence design. The ratio metric is no longer a monotonic
function of the CFO to be estimated in the ambiguity region(s). (b) Ratio
metric versus µu − η for the proposed sum-difference sequences based design.
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Figure 6.3: Mean squared errors of the CFO estimates obtained via the ZC se-
quence based method and our proposed auxiliary and sum-difference sequences
based methods are plotted against various SNRs. Narrowband Rician channels
are assumed with 13.2 dB Rician K-factor and a single UE. (a) 0.6 normalized
CFO. (b) 0.95 normalized CFO.
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Figure 6.4: Block diagram of employed link-level simulator for evaluating
our proposed low-resolution frequency synchronization methods in wideband
mmWave channels.
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Figure 6.5: Frame error rate performances of our proposed auxiliary and sum-
difference sequences based low-resolution frequency synchronization methods.
The normalized CFO is set to 0.01. Other simulation assumptions are given
in Table 6.1. (a) 2-bit ADCs. (b) 3-bit ADCs.
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Figure 6.6: Throughput performances versus SNRs of our proposed auxiliary
and sum-difference sequences based low-resolution frequency synchronization
methods. The normalized CFO is set to 0.05. Other simulation assumptions
are given in Table 6.1. (a) 1 bit and 2 bits ADCs. (b) 4 bits and infinite
resolution ADCs.
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Figure 6.7: The assumed quantization resolution for the ADCs is 2 bits. (a)
Mean squared errors of the CFO estimates are plotted against various se-
quence lengths assuming −10 dB and 20 dB SNRs. (b) Mean squared errors
of the CFO estimates are plotted against various SNRs. The assumed overall
sequence lengths are 32 and 64.
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Figure 6.8: Low-resolution frequency synchronization performance evaluations
in a multi-user scenario. A total of 10 UEs are assumed with each of them
having a 2-bit ADCs receiver. (a) Mean squared errors of the CFO estimates
against various frequency ranges of normalized CFOs. (b) Mean squared errors
of the CFO estimates under various frequency ranges of estimation.
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Chapter 7
Conclusion
With accurate channel directional information available at both the
transmitter and receiver, a mmWave system can form highly directional beams
towards the channel’s AoD/AoA, enabling favorable received signal power.
Most of the prior work on estimating mmWave channel’s AoD/AoA either
relies on the on-grid assumption, which depends onthe beam codebook reso-
lution, or requires a large number of training samples, resulting in prohibitive
complexity and overhead. In the first part of this dissertation, we focused
on designing high-resolution low-overhead angle information acquisition (both
angle estimation and tracking) strategies for mmWave systems. We custom de-
signed a beam pair structure, from which there exists an invertible function of
the channel’s AoD/AoA to be estimated. We not only illustrated the detailed
design principle of our proposed methods, but also addressed several issues of
implementing the proposed algorithms in practical cellular systems. We con-
cluded from extensive numerical and analytical examples that our developed
auxiliary beam pair is viable in providing accurate AoD/AoA estimates under
various channel models, mobility conditions, and transceiver configurations.
Reducing ADC quantization resolution is a promising solution to reduce
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the power consumption and hardware complexity of a mmWave system. There
is little work on time-frequency synchronization under low-resolution ADCs,
though the initial access is one of the most important procedures in many cellu-
lar network standards. In the second part of this dissertation, we first revealed
the impact of low-resolution quantization on the time-frequency synchroniza-
tion performance; we then developed new synchronization strategies that are
suited for few-bit ADCs. For frame timing synchronization, we focused on
improving the received synchronization SQNR at zero-lag by optimizing the
transmit beam pattern. For frequency synchronization, we constructed new
synchronization sequences that are robust to the quantization distortion. We
evaluated our proposed algorithms in realistic channel setup, and the results
validated the effectiveness of our developed low-resolution synchronization so-
lutions.
We present a summary of the main contributions in this dissertation as
follows.
7.1 Summary
• Chapter 2: We custom designed pairs of auxiliary beams and derived
a set of ratio measures by comparing the received signal strengths of the
auxiliary beam pairs. We showed that the derived ratio metrics char-
acterize the channel’s AoDs and AoAs, and can be inverted to retrieve
the corresponding angle information. We proposed two quantization
and feedback options for implementing the proposed strategy in FDD
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systems. We also derived the variance of the angle estimate, which ana-
lytically characterizes the achievable angle estimation performance of the
proposed method. Extending our proposed single-path solution to esti-
mate multi-path’s angle components, however, are not straightforward,
which required asymptotic assumption on the number of employed anten-
nas and channel sparsity. We observed from numerical examples that if
the channel has many paths with small Rician K-factor, the performance
of our proposed solution would be highly limited by the multi-path inter-
ference. Further, the system needs to properly configure the beam width
to achieve a better trade-off between the angle estimation accuracy and
the computational complexity in multi-path channels.
• Chapter 3: We focused on estimating two-dimensional (azimuth and
elevation) angle information via the auxiliary beam pair design. We
developed a multi-layer pilot structure to better support the implemen-
tation of the proposed algorithm in wideband channels with multi-carrier
transmission. We incorporated dual-polarized MIMO structure into the
design of our proposed algorithm. We developed various mapping strate-
gies between auxiliary beams and polarization domains (vertical and
horizontal). The obtained results show that the proposed technique is
robust to the angle mismatch and power imbalance in dual-polarized
MIMO. Via both analytical and numerical results, we found that the
proposed multi-layer pilot structure highly depends on the fluctuations
of the channel gains across the occupied subcarriers. For practical imple-
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mentation, it is therefore necessary to optimize the employed sequence
length such that it fits for the minimum possible bandwidth of a given
wideband system.
• Chapter 4: Building on the angle estimation results, we developed sev-
eral auxiliary beam pair-assisted high-resolution angle tracking strate-
gies for wideband mmWave systems in fast-varying environments. We
proposed a beam-specific pilot signal structure for tracking and several
feedback strategies to better adopt the proposed methods in different
deployment scenarios. We also characterized the impact of the impaired
radiation pattern with phase and amplitude errors on the proposed de-
signs. We observed from our extensive simulations that the proposed
solution is sensitive to the beam pattern impairments. Hence, array cali-
bration is required prior to performing our proposed tracking algorithm.
Note that in this dissertation, we did not model the mutual coupling
effect and other non-linear impairments for either the algorithm devel-
opment or the numerical evaluation. If we consider all these impairments
and assume that they evolve over time, we need to further optimize the
beam pair structure and the corresponding tracking procedure, making
our solution more robust to these impairments.
• Chapter 5: We first exhibited that optimizing the received synchro-
nization SQNR at zero-lag correlation is a viable solution to improve the
overall frame timing synchronization performance under low-resolution
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ADCs. We then formulated the corresponding optimization problem
as maximizing the minimum received synchronization SQNR at zero-
lag correlation among all serving UEs. We solved the formulated prob-
lem by optimizing the combination of the synchronization beams such
that the resulted composite beam maximizes the received synchroniza-
tion SQNR at zero-lag correlation, while at the same time characterizing
the worst-case scenario of the network. The multi-beam probing has
been supported in MIMO for spatial multiplexing, but we showed that
along with the common synchronization signal structure, it is still a novel
solution specific to our formulated low-resolution timing synchronization
problem. We also found that optimizing the transmit beam pattern is an
effective solution to compensate for the quantization loss for directional
communications in mmWave systems.
• Chapter 6: We developed two double-sequence high-resolution CFO
estimation methods for mmWave systems operating with low-resolution
ADCs. In each method, we custom design two sequences (i.e., a sequence
pair) for frequency synchronization. We also proposed to fine tune the
double-sequence design parameters such that the CFO estimation accu-
racy and the frequency range of estimation are jointly optimized. Via ex-
tensive simulations using 5G NR channel model, we proved that our pro-
posed low-resolution frequency synchronization strategies are effective in
estimating and correcting the CFO under few-bit ADCs. In contrast to
the timing synchronization, the frequency synchronization is more sensi-
256
tive to the low-resolution quantization distortion. Custom designing new
sequences for low-resolution frequency synchronization showed promis-
ing performance, but it is still of great implementation interest to make
the sequences compatible with the existing system as much as possible.
7.2 Future Research Directions
In this section, we discuss several future research directions related to
the work in this dissertation.
7.2.1 Performance tradeoff between estimation accuracy and over-
head for auxiliary beam pair based methods
In this dissertation, we presented novel auxiliary beam pair based high-
resolution AoD/AoA estimation and tracking strategies for mmWave systems.
We explicitly explained the design principle, procedure, and several practi-
cal implementation issues of our proposed methods. We pointed out that
the angle estimation accuracy and the corresponding estimation overhead are
two key indicators to evaluate our proposed algorithms. In this dissertation,
we separately considered these two design aspects. We showed that under the
same computational complexity and pilot overhead, the MSEs of our estimated
AoD/AoA are much smaller than those obtained via the grid-of-beams based
approach; we also showed that for a given level of angle estimation error, our
proposed methods require less number of training beams and iterations than
the conventional approach. Hence, there is an opportunity to jointly con-
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sider the angle estimation accuracy and the corresponding overhead to further
optimize the auxiliary beam pair structure, and analytically characterize the
performance tradeoff between these two design aspects. One could leverage
the performance tradeoff to determine appropriate beam codebook and opti-
mize the frequency to form the auxiliary beams according to specific system
settings. For example, we can implement a look-up table at both the BS and
UE, carefully mapping the estimation accuracy and overhead related param-
eters based on the tradeoff analysis. For a given performance metric, e.g., a
5◦ angle estimator error, the system can quickly configure the appropriate pa-
rameters according to the look-up table to conduct the angle estimation and
tracking. In Chapter 2, we compared the error variance performances between
our proposed auxiliary beam pair, grid-of-beam and compressed sensing based
strategies under the large system assumption. For finite size beam codebook
and/or dictionary, it is also interesting to derive the CRLBs of these design
options under the same setup. Using the CRLBs, we can justify the achievable
performance of each method, and identify their potential deployment scenar-
ios.
7.2.2 New beam pair structures robust to various impairments
In this dissertation, we leveraged the DFT beam structure to custom
design the auxiliary beam pair for mmWave communications systems. Radar
systems use a different beam pair structure, containing a sum beam and a
difference beam, to detect the target’s position. Other than the sum-difference
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beam pair and our constructed auxiliary beam pair, there are opportunities in
developing new beam pair structures for a variety of deployment scenarios. We
highlight here that though the exact beam pair structure could be different,
the same principle that the beam pair generates an invertible function of the
AoD/AoA to be estimated should still hold. For instance, for high-speed
rail-way communications, we can design a new beam pair structure robust
to high mobility and Doppler spread to capture the angle variations. For
another example, we can specifically design the beam pair suited for low-
resolution quantization, e.g., 1-bit ADCs/DACs, targeting at minimizing the
power consumption and hardware complexity at mmWave frequencies.
7.2.3 Adaptive auxiliary beam pair design based on feedback
Implementing the look-up table as introduced in Section 7.2.1 may
require extensive measurements to obtain accurate system statistics. Using
completely different beam pair structures for different deployment scenarios
as described in Section 7.2.2 may complicate the system design. One alterna-
tive design to deal with various deployment scenarios is to configure the beam
pair setup and probing strategy according to necessary feedback information.
This idea is similar to the link adaptation design in the 3GPP LTE systems.
For instance, the UE can continuously measure and monitor the received SINR
from the beam pairs probed by the BS. If the received SINR is below a given
threshold, the UE can send the quantized version of the received SINR back to
the BS. Upon receiving the feedback, the BS can transmit the same auxiliary
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beam pairs multiple times towards the UE to exploit the SINR variations in
the TDM manner. There are opportunities in specifying the detailed imple-
mentation procedure such as the performance metric, feedback information,
and triggering threshold for the beam pair adaptation. There are also oppor-
tunities in analytically characterizing the adaptive beam pair design such that
one could have a better understanding of the achievable performance and the
performance tradeoff.
7.2.4 Joint design of auxiliary beam pair and compressive sensing
based methods
In this dissertation, we focused on angle information acquisition (both
estimation and tracking) without considering the estimation of other chan-
nel parameters, such as the path gains and angular spread. As discussed
in Section 4.5.2.2 Chapter 4, there is an opportunity to combine our pro-
posed auxiliary beam pair design with the compressive sensing based method
for mmWave channel estimation. For instance, the compressive sensing based
methods can exploit the high-resolution angle estimates obtained via the ABPs
to optimize the dictionary matrices. By optimizing the dictionary matrices at
both the BS and UE sides, we expect to further improve the estimation ac-
curacy of path gains with reduced complexity and overhead. For practical
implementation, it may also be necessary to custom design the digital base-
band precoding/combing matrices to enforce the Gaussian assumption on the
measurement matrices. There are also opportunities in specifying the corre-
sponding design procedure such as the detailed algorithm and signaling flow,
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complexity analysis, feedback strategy and multi-path estimation.
7.2.5 Impact of low-resolution DACs on time-frequency synchro-
nization
In this dissertation, we focused on designing new time-frequency syn-
chronization strategies assuming few-bit ADCs at the UE and infinite-resolution
DACs at the BS. That is, our constructed beam pattern and synchronization
sequences did not suffer from any quantization distortion at the BS. With mas-
sive MIMO, however, it becomes necessary to employ low-resolution DACs to
further reduce the power consumption and implementation complexity. As-
suming low-resolution or even 1-bit DACs at the BS, our proposed sequences
in Chapter 6 would be distorted before they are sent through the wireless chan-
nels, resulting in degraded overall synchronization performance. To address
this issue, we need to first understand the impact of low-resolution DACs on
the time-frequency synchronization performance. Some related future research
topics may include formulating the synchronization optimization problem un-
der low-resolution DACs, simplifying the optimization problem by leverag-
ing long-term system statistics, and characterizing the performance tradeoff
between the quantization resolution and the achievable synchronization per-
formance. To solve the optimization problem, we propose to focus on digital
precoder optimization to pre-compensate for the quantization distortion on the
synchronization sequences, constructing new synchronization sequences that
are robust to low-resolution DAC quantization, and new pulse shaping design.
These directions not only will have significant impact on the system design,
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but also are important from the perspective of practical implementation. It
would also be interesting to investigate the impact of low-resolution, or even
1-bit DACs on general broadcast/multicast channel design. Optimizing the
time-frequency synchronization process or the multicasting strategy assuming
a fully digital low-resolution transceiver, i.e., low-resolution DACs at the BS
and low-resolution ADCs at the UE, is of great practical interest for future
research.
7.2.6 Joint low-resolution time-frequency synchronization optimiza-
tion
In Chapters 5 and 6 of this dissertation, we separately developed frame
timing synchronization and frequency synchronization (CFO estimation and
correction) methods under low-resolution ADCs. For frame timing synchro-
nization, we focused on optimizing the beam pattern, and therefore the input
samples to the quantizer, to improve the received synchronization SQNR at
zero-lag correlation. For frequency synchronization, we proposed to construct
new synchronization sequences to combat with the quantization distortion.
It would be of great research interest to jointly consider low-resolution time-
frequency synchronization in mmWave systems. Potential research topics may
include formulating the optimization problem accounting for both time and fre-
quency offsets, simplifying the optimization problem by leveraging long-term
system statistics, and analytically characterizing the achievable synchroniza-
tion performance by leveraging Bussgang’s decomposition theorem. There is
an opportunity to construct generic synchronization sequences robust to low-
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resolution quantization to jointly estimate the time and frequency offsets. The
synchronization sequences could be custom designed for a target quantization
resolution level, e.g., 1-bit, to characterize the worst-case scenario of the net-
work. For 1-bit quantization, binary sequences such as Golay complementary
sequences or m-sequences other than the ZC-type sequences can be optimized
to better support the time-frequency synchronization. We expect that the se-
quences constructed for a given quantization resolution, e.g., 1-bit, can provide
promising synchronization performances for other quantization resolutions as
well. To reduce resource overhead, different synchronization sequences could
be multiplexed in a code-domain multiplexing manner.
7.2.7 Beam codebook design and performance analysis for single-
beam based low-resolution timing synchronization
In Chapter 5, we showed the effective composite beam pattern obtained
from the proposed multi-beam structure for a given anchor angular direction.
As our proposed multi-beam probing based strategy targeted at increasing the
spatial design degrees of freedom for a given limited-size low-resolution beam
codebook, the effective composite beam exhibits higher resolution than the
DFT-type beams, and does not necessarily yield the largest beamforming gain
towards the anchor angular direction. If the resolution of the beam codebook
itself can be enhanced, e.g., by optimizing the beam codewords without any
power constraint, the single-beam based method can be supported as well.
For instance, each beam codeword in the enhanced beam codebook can be de-
signed as a linear combination of a certain number of weighted beam codewords
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from the conventional DFT beam codebook. Hence, it would be interesting
for future research to quantify such beam codebooks and the corresponding
achievable performance with the single-beam based timing synchronization
method under low-resolution quantization.
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