Completing previous results, we construct, for every 1/2 s 1, explicit examples of nearest neighbour random walks on the nonnegative integer line such that s is the scaling exponent of the associated random walk in random scenery for square integrable i.i.d. sceneries. We use coupling techniques to compare the distributions of the local times of such random walks.
Introduction
Random walks in random sceneries are processes {U n } n 1 such that
where X := {X k } is a Markov chain (the random walk) and {ξ(x)} is a collection of real valued random variables, indexed by the state space of X (the random scenery). We refer to our paper [5] for motivations of the study of this model and for references to known results. We recall that the scaling exponent of {U n } is s if E(U 2 n ) = n 2s+o (1) when n → ∞.
The idea is to describe loosely the typical size of U n when n is large. From now on, we assume that {ξ(x)} is i.i.d., centered and square integrable with unit variance. It is then a simple matter to show that n E(U 2 n ) n 2 . Thus, when s exists, 1/2 s 1.
If furthermore X is the simple nearest neighbour random walk on Z d , classical results of Kesten and Spitzer [4] , Bolthausen [1] and Borodin [2, 3] assert that {U n } can be rescaled so as to converge in law to a nondegenerate process. A consequence of these results is that the proper normalization is U n /n 3/4 if d = 1, U n /(n log n) 1/2 if d = 2 and U n /n 1/2 if d 3. Thus s = 3/4 for the simple random walk on Z and s = 1/2 for the simple random walks on Z d with d 2.
Kesten and Spitzer [4] also considered one dimensional random walks and random sceneries whose laws are in the domain of attraction of stable laws. In the framework above, their results imply that s then exists and is as follows. Let i X and i ξ in (0, 2] denote the indices of the stable laws associated to X and ξ respectively. If 0 < i X < 1, then s = i Thus every s 1/2 is realized. Furthermore, s = 3/4 as soon as X and ξ are square integrable, since then i X = i ξ = 2. We showed in [5] that, even if good integrability properties hold, other scaling exponents than s = 3/4 (and than s = 1/2) are available. From now on, we further restrict our study to nearest neighbour random walks on the nonnegative integer line and we recall these results from [5] . Define the local drift g(x) of X at x by
assume that |g(x)| < 1 for every x 1, and that g(0) = 1. Hence the random walk is irreducible. Discrete Bessel processes provide every scaling exponent between 3/4 and 1. For our purpose, a discrete Bessel process can be any random walk as above, such that there exists a with 
Theorem ([5])
The scaling exponents of discrete Bessel random walks exist. Every value between 3/4 and 1 is realized, as follows.
(1) If a −1/2, then s = 1.
Statement of the results
Our purpose in this paper is to complete the theorem above, providing a natural setting for every scaling exponent between 1/2 and 3/4. Our first result shows that, in a loose sense, one must consider cases where the drift goes to 0.
Theorem A Assume that the lim inf of the drift is positive. Then s exists and s = 1/2.
We next prove that random walks whose drift goes to 0 more slowly than the drift of every Bessel process indeed provide every scaling exponent between 1/2 and 3/4. For any c and any nonnegative b, introduce the condition
Finally, for any nonnegative b, let The rest of the paper provides the proofs of these results and is organized as follows. Theorem A and the various refinements above of Theorems A and B stem from a general comparison principle that we state and prove in Section 2. Thus Section 2 contains a proof of Theorem A. Properties (i) to (vii) above also use this comparison principle and we omit their proof. Proposition 1 in Section 3 exposes a randomized version of Theorem B where the n → ∞ limit is replaced by the first hitting time of the level h when h → ∞. Finally, Sections 4 and 5 provide some technical tools that allow to recover the n → ∞ limit.
Comparison principle
Let {U n } and {U n } denote random walks in random scenery associated to a given i.i.d. square integrable random scenery and to random walks X := {X k } and X := {X k } on the nonnegative integer half line, respectively. Let τ and τ denote the respective first hitting times of a given level h 1 by X and X , starting at time 0 from the same level below h.
for every x h. Then τ is stochastically dominated by τ , and
We use this to compare U τ and U τ when we know that τ and τ are of the same order. For instance, in the setting of Theorem A, one can modify the first values of {g(x)} to ensure that g(x) g * for every x 1, for a positive g * . Such a modification does not change the asymptotic properties of the processes that we consider. If g (x) = g * for every x 1, X is the transient simple random walk with constant drift g * . Thus E(U τ 2 )/h and E(τ )/h converge to positive finite constants when h → ∞. Since E(U E(τ ) and τ h almost surely, one sees that E(U 2 τ ) and E(τ ) are both ultimately between nonrandom positive finite multiples of h as h → ∞.
To deduce Theorem A, we still have to use a simpler version of the derandomization procedure of Section 4. Fix n 1 and choose h := n above. Then τ n almost surely, thus E(
is at most a multiple of h, s = 1/2 for {U n }, thus Theorem A holds. Proposition 1 stems from the coupling result below. Let k (x) and k (x) denote the respective local times at site x of the random walks X and X up to time k, that is, the number of visits to the site x of X and X before time k. Recall that X and X start at time 0 from the same level below h.
Proposition 2 Assume that g(x) g (x)
for every x h. Then there exists a coupling of the paths of X and X such that τ (x)
τ (x) for every x h.
The proof of this proposition is as follows. Starting from a realisation of X , we build an auxiliary path Y := {Y k } that follows the path of X but erases some downwards excursions of X , replacing them by their upper level.
More precisely, set Y 0 := X 0 and assume that the construction up to time k
with probability r(x), and set Y k+1 = x with probability 1 − r(x).
Thus Y is a nearest neighbour random walk with holding times and Y k X k for every k, almost surely. Let X = {X k } denote the random walk which follows the path of Y and erases its holding times, that is, which replaces each holding time by a unit time step.
There exists a choice of {r(x)} such that X is the desired random walk. To show this, we compute the transitions of X defined above. Assume that X is at x, say, and that X and Y just arrived at x. With probability p (x) := (1 + g (x))/2, X and X move at once to x + 1. With probability (1 − p (x))r(x), X and X move at once to x − 1. With probability (1 − p (x))(1 − r(x)), X moves to x−1 and Y stays at x. Then Y waits for the return of X to x, and the same tripartition occurs again. Iterating this, one sees that the next position of X is x + 1 with probability
This coincides with p(x) :=
Since g(x) g (x), p(x) p (x) and r(x) lies in the interval (0, 1) as this should be for the whole construction to be valid.
As explained before, under this coupling, X follows the path of X and the only difference is that X erases some downwards excursions of X . These are portions of the path of X between two visits to x, say, when X is below x. Furthermore, the first hitting time of the level h by X is also the first hitting time of h by Y . For every x h, τ (x) enumerates three types of visits to x: the first visit to x that is common to X and Y , the visits to x during downwards excursions of X when Y follows the path of X , and the visits to x during downwards excursions of X when Y stays at the upper level of the excursion, X waiting for X to reach this level once again in order to perform its next move. Since the visits during the excursions of the first and second types are the only ones which contribute to τ (x), Proposition 2 is proved. Now, the time τ is the sum over x of the local times τ (x). The expectation of the square of U τ , conditionally on the path of X, is the sum over x of τ (x)
2 . The same remarks apply to τ and U τ and the comparison of Proposition 2 yields Proposition 1.
Remark 3 (1) From a single random walk X , one obtains a pathwise construction of the whole collection of random walks X such that g(x) g (x). (2) The construction above works with random walks on the whole integer line Z as soon as the supremum of the path of X is almost surely infinite (otherwise, the construction stops at some point), that is, if lim sup X k is infinite. (3) Finally we mention that this construction can be adapted to some cases of random walks on trees.
Randomization
Following the strategy of Section 3 of [5] , our first step is to use the first hitting time τ (h) of h 1 by X to prove a randomized version of Theorem B.
Proposition 4 Under the assumptions of Theorem B, there exists finite positive constants C and D such that, for every h 1,
To prove this, we first recall some elementary facts from Section 3 of [5] . For any 1 x y, introduce B(x, y).
With these notations,
This is the point where our rephrasing of [5] stops. From here, one can set explicit recursions for S(A) and S(A 2 ). Simple computations show that
We now estimate S(A) and S(A 2 ) for a special sequence {g(x)}, and we show later on that this implies the result in the general case. Set d := 1 − b ∈ (0, 1) and assume that f := f c,d with
We use repeatedly an obvious consequence of the intermediate value theorem, namely the fact that, for any 0 < u v,
The lower bound of (2) yields an upper bound of a(y, x) for y x, namely a(y, x) exp(−2c x −b (x − y)).
Summing these bounds, one gets
Applying the fact that, for any v 1 and u 0,
to the case of v := x b and u := 2c, one gets
Now, S(A)(x) is the sum from y = 1 to y = x of S(a)(y), and the sum of these y b is bounded by the integral of z b from z = 1 to z = x + 1. Thus,
On the other hand, fix z x and assume that z y x. Summing only over these values of y and using the lower bound of a(y, x) written above, one gets a lower bound of S(a)(x) as the sum of the first x − z + 1 terms of the geometric series of reason e −c . Assume that z
2c .
We keep a weaker form of this, namely that there exists a positive A 2 such that, for every x 1,
The last step is similar to the last step for the upper bound except that one uses the integral from z = 0 to z = x. Thus,
Turning to the estimation of S(A 2 ), we first notice that the sequence {a(x, y) 2 } is made of products of f 2 (z) like {a(x, y)} is made of products of f (z). Since the functional equations for f 2 and for f are similar, c being replaced by 2c, (3) and (4) The sum v(x) is bounded above and below by integrals of the increasing function w, first on the interval (0, x) and then on the interval (1, x + 1). Standard methods show that both integrals are equivalent when x → ∞, and that
(Note in particular that (x + 1)
) Thus S(aA)(x) and f (x) S(aA)(x) and S(aA)(x + 1) are all equivalent to x 2b /(2c) when x → ∞. The contribution of the S(a 2 )(x) term is x b , thus asymptotically small. Finally, S(A 2 )(x) lies between multiples of x 1+2b .
For general sequences {g(x)}, the hypothesis of the theorem implies that there exists c and c such that f c,d (x) f (x) f c ,d (x) for every x 1. Thus Proposition 2 yields the result. This proves Proposition 4.
Derandomization
To deduce the full result of Theorem B from Proposition 4, we recall that the conditional expectation of U 2 n with respect to the path of X is a nondecreasing function of n, and is at most n 2 . Thus, for any n and h, introducing the hitting time τ of h, one gets
Likewise,
The τ terms above are controlled through estimates of the Laplace transform of the law of τ that are valid in a general setting. Introduce
(1 − g(y)).
Proposition 5
Assume that g 0 and that, for x large enough, say for x x * ,
(a) For any h x * and any real |t| < π/(2h),
(b) For any h x * and any real t,
From here, the setting of Theorem B holds. In particular,
Since b < 1, this shows that (7) holds for x large enough. When h → ∞,
Thus Proposition 5 yields estimates of the law of τ (h), stated in Proposition 6 below. In Part (b) of Proposition 6, the symbol D refers to the constant introduced in Proposition 4.
Proposition 6 (a) For any positive u, there exists a finite positive constant r such that, uniformly over h 1,
(b) For any nonnegative integer ,
(c) For any positive constant u, there exists a finite constant r := r(u, D) such that
The behaviour of E(U 2 n ) follows from Proposition 6. To see this, fix a positive exponent u 1/2 in (5) and choose h such that n is equivalent to h 1+b−2u . From (a) in Proposition 6, the error term n 2 P(τ (h) n) decreases at least subexponentially with n. The main contribution E(U 2 τ (h) ) being of order h 1+2b , this proves that E(U 2 n ) is at most of order n (1+2b)/(1+b−2u) , for any positive u. This yields the first side of Theorem B.
As regards the other side of Theorem B, one has to control E(τ (h)
2 ; τ (h) n) in (6). From Cauchy-Schwarz inequality, it is enough to bound E(τ (h) 4 ) and Then v is the unique solution, finite or infinite, of the system
where L is the following discrete Laplace operator. For any function w on H,
Write v 1 and L 1 instead of v and L for the simple random walk, that is, when p(x) = 1/2 for every x 1. From standard formulas, for any u 1 written as u =: cosh t,
and, for any u 1 written as u =: cos t with h |t| < π/2,
To compare v and v 1 , introduce, for any function w on H, a transform w * defined on H by
It is a simple matter to show that L(w) = 0 is equivalent to L * (w * ) = 0, where L * denotes the following operator. For any function w on H,
and, for x ∈ H * \ {0},
where the error term s(x) is
Assume from this point that (7) holds for every x 1, that is, that {p(x)} is such that s(x) 0 for every
A maximum principle on the domain H * with boundary {h} implies that
and v 1 (h) = 1, this is equivalent to a simplified form of the desired inequality, that is,
We turn to the general case, namely when s(x) 0 holds only ultimately, for instance for every x x * with x * 1. The reasoning above, applied to the interval (x * , h) for any h x * , yields
The Markov property at the first hitting time τ * of x * by the random walk starting from 0 implies
If u 1 with u =: cosh(t), E(u −τ * ) 1 and v 1 (x * ) = cosh(x * t)/ cosh(ht). If u 1 with u =: cos(t) and h |t| < π/2, v 1 (x * ) = cos(x * t)/ cos(ht) and τ * is stochastically dominated by the first hitting time of x * by the simple random walk. Thus E(u −τ * ) 1/ cos(x * t). This proves Proposition 5. To see this, introduce T := 2Dh 1+b and note that {τ ( +1)T } means that {τ T } and that, for the random walk starting from X T < h, {τ }. By a coupling argument, the probability of the last event is maximal when X T = 0. This proves (b).
(c) is a consequence of (b). To see this, decompose the expectation along the sets { T τ < ( + 1)T } for 0, bound τ by ( + 1)T on the th event and the probability of the event by 1/2 , thanks to (b). The summation yields (c) with an explicit constant r(u, D).
