Abstract. The Radon-Nikodym formalism is used to study the structure of the set of positive maps from B(H) into itself, where H is a finite dimensional Hilbert space. In particular, this formalism was employed to formulate simple criteria which ensure that certain maps are non decomposable. In that way, a recipe for construction of non decomposable maps was obtained.
Introduction
Despite of the fact that positive maps are essential ingredient in a description of quantum systems, a characterization of the structure of the set of all positive maps has been a long standing challenge in mathematical physics. The key reason behind that is the complexity of this structure. In particular, the convex structure of the positive maps, Φ : B(H) → B(H), is highly complicated even in low dimensions of the Hilbert space H.
In the sixties it was shown [1] (see also Størmer's book [2] and references given there) that every positive map for 2D case, i.e. for dim H = 2, is decomposable. The first example of non-decomposable map was given by Choi [3] , see also [4] and [5] , for 3D case, i.e. for dim H = 3. Since then, other examples of non-decomposable maps were constructed. In particular, by results of Woronowicz [5] and Størmer [1] , if dim H 1 · dim H 2 ≤ 6, all positive maps T : B(H 1 ) → B(H 2 ) are decomposable but this is not true in higher dimensions. On the other hand, the emergence of nondecomposable maps may be considered as a huge obstacle in getting a canonical form for a positive map.
The present work being a continuation of our previous papers [6] , [7] , [8] , [9] , and [10] , provides an analysis of the origin of non-decomposable maps. We emphasize that an explanation of emergence of these maps seems to be a necessary step in the understanding the structure of positive maps. In particular, we wish to see what is behind the construction of Choi's, Robertson's, Hall-Breuer and others non-decomposable maps.
This paper is organized as follows: first we give necessary preliminaries in Section 2. Next, in Section 3, elementary maps are described. In Section 4, we indicate how Radon-Nikodem type theorems may be used for a characterization of such subtractions which are leading to a positive map. Examples of illustrative maps are studied in Section 5. Conclusions and final remarks are given in Section 6.
Definitions and notations
For any C * -algebra A, by A + we denote the set of all positive elements of A. If A is a unital C * -algebra then a state on A is a linear functional φ : A → C such that φ(a) ≥ 0 for every a ≥ 0 (a ∈ A + ) and φ(I) = 1, where I is the unit of A. The set of all states on A will be denoted by S A .
A linear map T : A 1 → A 2 between C * -algebras A 1 and A 2 is called positive if
where M k ( C) denotes the algebra of k × k matrices with complex entries and
We say that T is k-positive if the map T k is positive. The map T is said to be completely positive if T is k-positive for every k ∈ IN.
For a Hilbert space H by B(H) we denote the C * -algebra of all bounded linear operators acting on H. Unless otherwise stated we assume that dim H = d < ∞. In other words, B(H) can be identified with
be an orthonormal basis in H. By τ we denote the transposition map on B(H) associated with the basis {e i }. We note that for every finite dimensional Hilbert space H the transposition τ : B(H) → B(H) is a positive map but not completely positive (in fact it is not even 2-positive).
The set of all unital completely positive maps of A into B(H) will be called the generalized state space, cf. [11] , and it will be denoted by S H (A). Obviously, it is a convex set. However, there is also a noncommutative convexity approach to S H (A), see [12] , where the term noncommutative convexity refers to a form of convexity in which operator-valued convex coefficient are assumed. In particular, a map T ∈ S H (A) is called C * -extremal if whenever T is written as a noncommutative convex combination:
where t
−1 i
exists for all i and T i ∈ S H (A), then for each i = 1, ..., n, T i is unitarily equivalent to T (so T i (·) = uT (·)u * , u unitary). It was shown by Farenick and Morenz, see [12] , that when H is finite dimensional one has:
(1) C * -extreme points exist.
for every x ∈ A. (3) the set of C * -extreme points is sufficiently large to generate a C * -convex subset that is dense in S H (A); for details see [12] . T (x ij ) ∈ M n (B(H) + whenever (x ij ) and (x ji ) ∈ M n (A) + .
A, as before, stands for a C * -algebra. Let P, P C and P D denote the set of all positive, completely positive and decomposable maps from B(H 1 ) to B(H 2 ), respectively. There are the following inclusions (2.4)
Complete positive maps are relatively easy to handle due to the fundamental theorem of Stinespring [14] . It states that for any normal completely positive map T : A → B(H) there exists a Hilbert space K, a * -homomorphism π : A → B(K) and a bounded operator V : H → K such that
If M is a von Neumann algebra on a Hilbert space H, it stems from Stinespring's theorem, cf. [15] , that T : M → M is completely positive if and only if T has the form (2.6)
for a suitable set {V α } ⊂ B(H) where the convergence is in the weak operator topology. The set can be taken finite if H is finite dimensional. We wish to close this section with definition of spin factor. We remind that among subsets of B(H), spin factors are playing an important role, cf. the next section. They are constructed in the following way. Firstly, one defines spin systems as a collection S of nontrivial symmetries, i.e. anticommuting operators on a Hilbert space such that
for any s, t ∈ S. Clearly, on two dimensional Hilbert space C 2 , Pauli matrices provide an example of spin systems. The spin factor F is defined as the smallest unital JC algebra containing the spin system, for details see [16] .
Elementary linear maps
To understand the origin of non decomposable maps, as the first step, we carefully review various structures of B(H), where H is a finite dimensional Hilbert space, dim H = d < ∞. Here and subsequently, elementary maps denote basic transformations defined on the considered fixed structure. More particularly, we describe a family of maps such that a positive map, defined on a fixed structure, is sequentially built from these basic maps. For examples, see next subsection, for a (finite dimensional) Hilbert space, one-rank operators are elementary maps. Lastly, it should be added that extreme positive maps are not good candidates for elementary maps as, in general, their classification seems to be a hopeless task, cf. [8] , [9] and references given there.
B(H) as a Hilbert space.
A Hilbert space structure is defined by the following inner product
The elementary maps, for this space, are of the form
where a, b, c ∈ B(H). In particular, for a ≥ 0, b ≥ 0 one gets a positive map. As a, b are fixed, then the range of |a b|, determined by a, is contained in a commutative algebra. Hence |a b|, a ≥ 0 and b ≥ 0, leads to a completely positive map.
B(H)
as a C * -algebra. Firstly, we note that the involution " * " is another example of an elementary (non-linear! ) map. Let us consider this map in a matrix representation. To this end, let {e i } be a basis in H. It is well known that there is the following one-to one correspondence
It is easily seen that {a ij } → {a ij } * can be written as
where T stands for the transposition associated with the basis {e i }, J is the conjugation on the Hilbert space H. The conjugation J : H → H is defined as
Consequently, the (matrix) transposition is another elementary linear map. Secondly, in B(H) one can distinguish the Jordan structure (to be more precise we restrict ourselves to JC-algebras), i.e. one can consider B(H) as a linear space with the Jordan product
Our interest in Jordan structures is stemming from the following observations: (1) Positive maps are defined on selfadjoint elements, and the self-adjoint part of B(H) can be equipped with the Jordan structure. (2) The very deep Størmer's result states that the nature of positivity of a certain class of linear maps on an algebra can be linked with algebraic properties of their images [20] , see also [21] . Størmer has proved that a linear unital positive map P on the algebra A such that P • P = P (a projection) is a decomposable map if and only if the Jordan algebra associated with the image of the map P (A) is the reversible one (so it is closed with respect to the product {a 1 , a 2 , ..., a n } ≡ a 1 a 2 ...a n + a n ...a 2 a 1 , n = 1, 2, ..). (3) Spin factors of dimension less than four are reversible. The six-dimensional spin factor admits both reversible and non-reversible representations. The rest are non-reversible, for details see [16] . Consequently, a projection onto spin factor of dimension larger than six is a positive non-decomposable map. Therefore, projections P are also elementary maps, and among them there are nondecomposable maps. It is worth pointing out that non-decomposable projections can be used to construct non-decomposable dynamical maps, for details see [25] . We end this subsection with a remark that obviously both * -homomorphisms and Jordan homomorphisms are also elementary maps on B(H). It is worth pointing out that these homomorphisms are decomposable maps.
as a Hilbert C * -module. B(H) can be considered as a Hilbert C * -module with the inner product defined as
Following "the recipe" given in 3.2 we define the following elementary maps
Obviously, if a = b then (3.8) gives another type of elementary positive maps. Furthermore, this type of elementary maps plays a crucial role in noncommutative convexity.
Corollary 3.1. To sum up, let us restrict ourselves to elementary maps considered in this section. Then, taking convex combinations of elementary maps as well as their compositions, one gets decomposable maps. For higher dimensions than 3 there are also non-decomposable maps originating from non-decomposable projections.
However, there are non-decomposable maps on M 3 ( C) (cf. Introduction) as well as, for higher dimensions, maps having different structures. Moreover, the structures of these maps can not be explained by arguments mentioned above. Therefore, there is the necessity for other tools. This point will be clarified in next sections.
Radon-Nikodym type results
We have seen in the previous section that decomposable maps are positive maps originating from convex combinations of elementary maps. Obviously, this stems from the well known fact that the set of positive maps is a convex set. The important point to note here is that for given two positive maps in P, in certain cases, their difference is also a positive map. Moreover, this operation can be used to obtain some non-decomposable maps. But, in order to prevent any risk of misunderstanding we give the following remarks:
Remark 4.1. There is the (isometric isomorphic) correspondence between the set of all linear bounded maps T : A → A and functionals on the specific tensor product. This is a result of Grothendieck's theory. Its very special case is known, in quantum information community, as Choi-Jamiolkowski isomorphism [22] , [23] and for details see Lemma 4 and Remark 5 in [8] . In particular, using Grothendieck's approach it is easily seen that any linear bounded map T can be written as a linear combination of two positive (completely positive) maps. However, here, we wish to examine whether a positive (completely positive) map can be written as a difference of two completely positive maps. To achieve this specified goal a new tool should be employed. This will be done in this section. Now to the point: assume T 1 and T 2 are positive maps, i.e. T i ∈ P, i = 1, 2. We wish to have (4.1)
This is equivalent to
where B(H) * ,+ stands for the set of all linear positive functionals on B(H). In other words, we are interested is positive maps T 1 , T 2 satisfying: T 1 ≥ T 2 , i.e. ∀a ≥ 0, T 1 (a) ≥ T 2 (a). As this reminds the starting point of the classical Radon-Nikodym theorem for measures, results stemming from the assumption (4.1) may be called Radon-Nikodym type results.
An application of generalization of Radom-Nikodym theorem (given in terms of W * -algebra, see Theorem 1.24.3 in [24] ) to inequality (4.1) says that there exists a positive element t ϕ in B(H), with 0 ≤ t ϕ ≤ I such that for any a ∈ B(H) one has ϕ • T 2 (a) = ϕ • T 1 (t ϕ at ϕ ). As any ϕ is of the form (H is of finite dimension!) ϕ(·) = Tr̺ ϕ (·) one gets
So for any a ≥ 0
where
. Hence, we arrived at the following local relation between T 1 and T 2 : for any state given by a density matrix
In that way we got a local (depending on state ϕ) characterization of the relation T 1 ≥ T 2 . However, it seems that in certain cases it is possible to get a more stronger characterization of (4.1). To present results in this direction, we need a version of Radon-Nikodym theorem which is formulated in terms of positive maps entirely. Under, additional (strong) assumption of complete positivity: T 1 − T 2 ∈ P C , such theorems were considered by Arveson [17] , Belavkin-Staszewski [18] and Raginsky [19] . Unfortunately, the requirement T 1 − T 2 ∈ P C appeared to be too restrictiveit admits only a small family of maps, see Theorem III.5 and Proposition IV.1 in [19] . In particular, see [19] : Proposition 4.2. Let T and S be two completely positive maps. Then T − S is a completely positive map if and only if there exists a (Krauss) decomposition of the form (2.6), T (a) = α W * α aW α , and the set {λ α ;
This state of affairs is changed dramatically if, in the above argument, one replaces the requirement T 1 − T 2 ∈ P C by T 1 − T 2 ∈ P.
In doing so, we will examine conditions guaranteeing that (4.6) T
where T 
∈ P and T
(1)
The conditions guaranteeing positivity of T − T ′ , where T and T ′ are completely positive maps were found by Jin-Chuan Hou, see [26] . To describe them we need some preliminaries, cf. [26] .
Let a 1 , ..., a k ,and c 1 , ..., c i be in B(H, K) (H, K stand for Hilbert spaces). If for each x ∈ H, there exists an l × k complex matrix {(α i,j (x))} such that (4.8)
(c 1 , ..., c l ) is said to be a locally linear combination of (a 1 , ..., a k ). If coefficients {α i,j (x)} can be taken in such way that the norm α i,j (x) ≤ 1, for every x, then (c 1 , ..., c l ) is said to be a contractive linear combination of (a 1 , ..., a k ). Thus, a form of locality is assumed (dependence on x). 
is a contractive locally linear combination of (c 1 , ..., c k ) and Section 2. However, we emphasize that frequently it could be difficult to utilize this criterion.
The last comment related to the above Proposition is so important that it is given separately.
Corollary 4.5. Let T and S be two decomposable maps, i.e. T = T 1 + T 2 • τ and S = S 1 + S 2 • τ where T i , S i , i = 1, 2 are completely positive maps. Let T − S ∈ P. Assume that S i does not fulfill relations described in Proposition 4.2. Then T i − S i i = 1, 2, is either a decomposable map or non-decomposable map. T − S and T i − S i is not decomposable if it does not satisfy Størmer's criterion.
We wish to end this section with a remark concerning 2D case. This remark is another Hou's result, see Corollary 3.4 in [26] and it will be used in the discussion on the Choi's map. 
where {c 1 , c 2 , c 3 , v} are linearly independent and v is a contractive locally linear combination of {c 1 , c 2 , c 3 }, i.e., for every x ∈ C 2 , there exist scalars λ i (x), i = 1, 2, 3 such that
Examples
In this section, we indicate how techniques presented in the previous section may be used to produce maps which are celebrated in Quantum Information. We begin with the Choi map.
5.1. The Choi map. Going into the discussion of concrete maps on low dimensional structures let us begin with the general form of the following family of maps γ n,k : M n ( C) → M n ( C) given by Tanahashi and Tomiyama [27] , see also [28] :
where n ≥ 1, 1 ≤ k ≤ n − 2, ǫ is the projection on the diagonal part of M n ( C), and finally S is the rotation such that Se i = e i+1 (mod n; {e i } is a canonical basis in C n ). Obviously, γ n,k is a difference of two completely positive maps. As we wish to consider the original Choi map (so 3-dimensional case) we restrict ourselves to the case n = 3. Consequently, we will examine the map An easy computation shows that γ can be rewritten as
where Obviously, I ∈ {contractive locally linear combinations of V i , i = 1, ..., 6}. Hence, γ is a positive map by Proposition 4.3. On the other hand, it was shown by Choi and Lam [3] , [4] , [29] , that γ is non decomposable (and extremal in the cone of positive maps). It is worth pointing out that non decomposability of γ 2,1 follows directly from Størmer's criterion. It is enough to apply the criterion to the matrix
Thus, it is clear now that a difference of two completely positive maps can lead to a non-decomposable map. In other words, by taking a subtraction of identity map from convex combinations of elementary maps one can arrive at a non-decomposable map.
One may ask what is changed in the above arguments when the dimension of H is equal to 2. To answer this question we note that Proposition 4.6 gives the general form of non-completely positive maps for this case:
where v is not a linear combination of {c i } (only local! combinations are performed). Therefore, the Choi's construction can not be carried out (for 2 dimensional case). Obviously, in this case any positive map is decomposable, cf. Introduction.
Reduction map. The reduction map
It seems that R(·) is arising from the family of maps R λ (̺) = λ 1 n (Tr̺)I + (1 − λ)̺, λ ∈ IR, see [30] . In particular, the map R C (̺) = (n − 1)Tr(̺)I − ̺ was first used by Choi as an example of a map which is n − 1 positive but which is not n positive, [31] , and than R λ were examined by Tomiyama [30] . Further, the reduction map was studied by Horodeckis [32] in the context of quantum information.
Define
where {e i } is a basis in H. We note:
Thus, the positivity of R is a simple consequence of Proposition 4.3. As R is a decomposable map, this example shows that a difference of two completely positive maps being a positive map can be decomposable.
Robertson map.
The first example of non-decomposable map on M 4 ( C) was obtained by Robertson [33] . To give its definition some preliminaries are needed, see [33] . Let u : M 2 ( C) → M 2 ( C) stands for the quaternionic flip
Then, by σ, the following antiautomorphism of order 2 on
where a, b, c, d ∈ M 2 ( C). Finally, let θ be the following Jordan automorphism
It was shown, see [34] 
is not decomposable positive map (ι denotes the identity map). It can be rewritten in "pure" matrix form as
where tr is the normalized trace on M 2 ( C). Thus, a positive non-decomposable map can be constructed by elementary maps and Jordan structure is playing the important role.
5.4.
Hall, Breuer map. The next example is the Breuer-Hall map, see [35] , [36] . It is defined on M 2d ( C) by
where U is an antisymmetric unitary operator on C 2d and d > 2 is even and
. It was shown see [36] , that this map is non-decomposable. The novelty of this map lies in subtracting co-completely positive map U ̺ T U * . Let us examine this point more carefully. Let α be a * -antimorphism of order 2 of the von Neumann algebra M (i.e., α • α = id). Then, see [16] (Chapter 7), the self-adjoint part of the set M α of fixed points under α is a reversible Jordan (more precisely JW) algebra. Define
where U is an antisymmetric unitary operator. We note
Consequently, β 0 is an * -automorphism of order 2 and (ι + β 0 )(a) ∈ B(H) β0 . Furthermore, 
Others examples.
We have noted that Corollary 4.5 provides the recipe for plenty examples of non-decomposable maps. To implement this programme one has to consider the difference of two completely positive maps which satisfy conditions given in Proposition 4.3 but not that given in Proposition 4.2. Then, an application of Størmer criterion shows whether this map is decomposable or not. It is worth pointing out that Choi's, reduction and Hall-Breuer's maps are nice examples of this strategy. We hope that in that way, one can get plenty of such maps.
Concluding remarks
In this paper we studied some aspects of the structure of the set of positive maps from the space B(H) of linear operators on a finite dimensional Hilbert space H into itself. In particular, we were interested in the origin of non decomposable maps.
Most of our work relied on the simple and fine idea that, in certain cases, the difference of two positive maps is again a positive map. Intuitively, a difference of two vectors in a convex set is "localized" out of the origin of these vectors. In other words, contrary to taking a convex combination, such difference seems to be close to the "boundary" of the considered set. Hence, one can expect that such differences can exhibit properties different from those obtained by taking plain convex combinations.
Working in this direction and utilizing Hou's results we got a recipe for a large family of non decomposable maps. In particular, we argued that Radon-Nikodym type results are extremely powerful and versatile tools in the study of origin of non-decomposable maps. We do not claim that, in this way we are getting a canonical form of a non decomposable map. It is enough to note that there are non decomposable projections, cf. Section 3. Furthermore, our results shed some new light on the structure of non-decomposable maps which are used in Quantum Information.
However, some questions still remain unanswered. For instance, one may ask whether there is a generalization of Hou's result for positive maps of the form
where a → a τ denotes the transposition. In addition, one can examine positive maps T : B(H) → B(H) using the detailed analysis of the Hilbert space H in the following sense. Let H = ⊕ i H i . Then, having certain concrete maps {T ij : B(H i ) → B(H j )} one can study new map T : B(H) → B(H) and this new map T can exhibit new properties, cf. Remark 4.4 (2) . The important point to note here is that the form of C * -extreme completely positive map provides a motivation for such studies, see Section 2. For a deeper discussion on this topic we refer the reader to [37] , see also [38] .
