This paper considers an issue of selecting the number of regressors and the number of structural breaks in multivariate regression models in the possible presence of multiple structural changes. We develop the modified Akaike's information criterion, the modified Mallows' C p criterion and the modified Bayesian information criterion. We show that the penalty terms in these criteria are different from the usual ones. The finite sample performance of these criteria is investigated through Monte Carlo simulations and it turns out that our modification is successful as long as the selection of the order of lags is concerned, while the sequential testing procedure combined with our modified criteria is recommended to determine the number of structural changes.
Introduction
This paper considers how to select the regressors and to estimate the number of structural changes in multivariate regression models in the possible presence of multiple structural changes. A vast amount of methods for the selection of the regressors has been proposed in the econometric and statistical literature and it is often the case in practical analysis that they are selected by either the testing procedures or the model selection criteria. The former methods select the regressors by testing the significance of the coefficients of the regressors and the insignificant ones are deleted from models, while the model selection criteria choose the regressors that minimize given risk functions. The representative criteria in econometric analysis are Akaike information criterion (AIC) by Akaike (1973) , Bayesian information criterion (BIC) by Schwarz (1978) and C p criterion by Mallows (1973) among others. See, for example, Burnham and Anderson (2002) and Konishi and Kitagawa (2008) for a general treatment of the model selection criteria.
In addition to the selection of the regressors, we need to take a possibility of structural changes into account when we investigate data in a relatively long sample period. In such a case we usually test for structural changes. Various tests for structural changes have been proposed in the literature and most commonly used tests in recent practical analysis are the sup-type test of Andrews (1993) and the exponential and average-type tests of Andrews, Lee and Ploberger (1996) among others. These tests assume the null hypothesis of no change against the alternative of (multiple) change(s), whereas Bai and Perron (1998) and Bai (1999) proposed tests for the null of breaks against the alternative of + 1 breaks for univariate models. These tests are extended to multivariate models by Qu and Perron (2007) , which provide a comprehensive treatment on the issue of the estimation, the inference, and the computation in a system of equations with multiple structural changes.
Their treatment is general enough in that less restrictive assumptions are placed on the error term and that models such as vector autoregressions (VAR), seemingly unrelated regressions and panel data models are included in their setup as special cases. See Perron (2006) for a review of testing and estimating structural changes.
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Once evidence of structural breaks is found, the next step is to estimate the number of breaks. Bai (1997b) , Bai and Perron (1998) and Qu and Perron (2007) proposed to implement tests for structural changes sequentially and proved that the estimated number of structural changes is consistent by letting the significance level go to zero. Alternatively, the model selection criteria have been proposed to select the number of breaks in the statistical literature. For independent normal random variables with mean shifts, Yao (1988) and Zhang and Siegmund (2007) derived the modified BIC and Ninomiya (2005) proposed to modify the AIC, while Liu, Wu and Zidek (1997) considered the BIC in regression models with i.i.d. regressors. According to these works the penalty terms of their criteria are different from those of the corresponding classical ones because of the irregularity of the change points. Although these results are of interest from a statistical point of view, they cannot be directly applied to economic data because economic time series variables are typically serially correlated, whereas the assumptions such as i.i.d. observations and regressors are supposed in the above papers. Exceptions are Ninomiya (2006) and Hansen (2008) . The former considered the AIC in finite order autoregressive models, but it is derived under the assumption of known variance. Hansen (2008) established the Mallows' C p criterion but only a single break is allowed in models.
In this paper we develop the model selection criteria in multivariate models allowing lagged dependent variables as regressors in the possible presence of multiple structural changes in both the coefficients and the variance matrices. Our criteria have an advantage over the existing ones in that (i) multivariate models are considered, (ii) serial correlation is taken into account in models by allowing serially correlated regressors, including lagged dependent variables, (iii) structural changes in the variance matrices are allowed. We theatrically derive the AIC, BIC and C p criteria in models with structural changes and show that the penalty terms should be modified compared with those of the corresponding classical ones. We confirm by Monte Carlo simulations that this modification of the penalty terms is very important to correctly select regressors and the number of structural changes in finite samples.
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The rest of this paper is organized as follows. We explain a model and assumptions in Section 2. Section 3 establishes the modified AIC, Mallow's C p and BIC with multiple structural breaks. In Section 4, we investigate the finite sample performance of our model selection criteria via simulations. Concluding remarks are provided in Section 5.
Model and Assumptions
Let us consider the following n dimensional regression model with m structural changes (m + 1 regimes): (1) for j = 1, · · · , m+1, where y t and z jt are n×1 and p z j ×1 vectors of observations, respectively, ε t is a residual and c j , Φ y ij and Φ z j are n × 1, n × n and n × p z j unknown coefficients for i = 1, · · · , p y j . Note that we allow the different lag orders and the different regressors in reach regime. Then, the number of the regressors and the number of unknown coefficients are given by p x j = np y j + p z j + 1 and p φ j = np x j = n 2 p y j + np z j + n, respectively, in each regime (j = 1, · · · , m + 1) while the total number of coefficients is p all φ = m+1 j=1 p φ j = m+1 j=1 (n 2 p y j + np z j + n). Similarly, by allowing structural changes in the variance matrices of ε t , the number of unknown variance components in each regime is p σ = n(n + 1)/2 and that in all the regimes is given by p all σ = (m + 1)p σ = (m + 1)n(n + 1)/2. Since we consider to estimate (1) by the quasi-maximum likelihood (QML) method conditional on y 0 , y −1 , · · · , y 1−py 1 , these initial observations are assumed to be given. We set T 0 = 0 and T m+1 = T , so that the total number of observations is T + p y 1 . In model (1) there are m structural changes (m+1 regimes) with change points given by T 1 , · · · , T m . Note that model (1) includes a VAR model as a special case when z jt does not appear in a model while it is a standard multivariate regression model when p y j = 0. The main purpose of this paper is to derive the model selection criteria in order to determine the lag length p y j , to choose the regressors among the p z candidates where p z denotes the dimension of z t , which consists of all the elements of z 1t , z 2t , · · · , z m+1t without duplication, and to estimate the number of structural changes m.
Model (1) can be rewritten in a more compact form as y t = (x jt ⊗ I n )φ j + ε t for the jth regime where x jt = (1, y t−1 , ..., y t−py j , z jt ) and φ j = vec(c j , Φ y 1j , . . . , Φ y py j j , Φ z j ) are p x j × 1 and p φ j × 1 vectors, respectively. We denote the true value of a parameter with a 0 superscript. For example, φ 0 j and T 0 j denote the true value of φ j in the jth regime and the true jth break point, respectively. Hence, the data generating process is given by
The following assumptions are supposed mainly for the derivation of the modified AIC and C p criterion.
Assumption A1 (a) There exists an l 0 > 0 such that for all l > l 0 , the minimum eigen-
Assumption A2 All the roots of |I n − Φ
is a symmetric and positive definite unknown matrix and {η t } is a martingale difference sequence with respect to
for all j and v T is a sequence of positive numbers such that v T → 0 and √ T v T /(log T ) 2 → ∞.
Assumption A6
The following weak law of large numbers and the functional central limit theorems hold (j = 1, · · · , m 0 ):
for v ≥ 0 where Q 1j and Q 2j are positive definite matrices, p −→ and ⇒ signify convergence in probability and weak convergence of the associated probability measures, respectively, each entry of ξ 1j (v) and ξ 2j (v) is a (nonstandard) Brownian motion process on [0, ∞) with
is a standard Brownian motion process on [0, ∞), and ξ 1j (v), ξ 2j (v), ζ 1j (v) and ζ 2j (v) are independent of each other.
The above assumptions satisfy or are similar to the conditions provided by the existing literature. For detail explanations, see Bai (1997a) for a practical purpose in many cases. We should also note that the regressor z jt is not necessarily homogeneous in all the regimes. In other words, the regime-wise heteroskedastic regressors are allowed in our model. It is known that the assumption of heteroskedasticity in z jt and the shrinking sifts in Assumption A4 result in the asymmetric limiting distributions 5 of the break point estimators. This asymmetry will make the modified AIC and C p have relatively complicated forms.
We estimate model (1) by the QML method conditional on the initial values. Let
Then, given the number of breaks and the regressors, the log-likelihood function, denoted by m,p (T , θ|y, z), becomes
where ∆T j = T j − T j−1 , the subscripts m and p signify that the log-likelihood function depends on the number of structural changes (m) and the selected regressors (p y j and p z j ).
The maximum likelihood estimators (MLE) of θ and T for given m, p y j and p z j are obtained Under Assumptions A1-A6, Qu and Perron (2007) showed that the MLEs of φ j and Σ j have the standard asymptotic distributions as in the case where the break points are known, whereas the limiting distributions of the break estimators are given by, for j = 1, · · · , m 0 ,
where
and W 1j (v) and W 2j (v) are independent standard Brownian motions on [0, ∞).
Before moving to the derivation of the model selection criteria, we give the following lemma.
where a j = a 1 if v ≤ 0 and a j = a 2 if v > 0, r γ j = γ 2j /γ 1j and r ω j = ω 2j /ω 1j .
Although the above three expectations are expressed in complicated forms, they become more simple in special cases. For example, if x jt is homoskedastic across the regimes, B j (v) has a symmetric distribution with ω 1j = ω 2j = ω j and γ 1j = γ 2j = γ j so that the expectations reduce to
which are the same as obtained in Ninomiya (2005) . Lemma 1 will be used to derive the modified AIC and C p in the next section.
Derivation of Model Selection Criteria
In this section we derive the three model selection criteria, AIC, C p and BIC taking structural changes into account. More precisely, letp y ,p z andm be the largest order of the lagged dependent variables, the largest number of the (weakly exogenous) regressors and the largest number of structural changes, respectively, which we have to prespecify. We propose to choose p y j , p z j and m among 0 ≤ p y j ≤p y , 0 ≤ p z j ≤p z and 0 ≤ m ≤m based on the derived model selection criteria, where we conventionally state "choose p z j ", but this statement implies that we select an optimal set of regressors among thep z regressors. Note that all of the following three criteria are designed to choose the model that minimizes them.
Akaike information criterion
Akaike information criteria (AIC) is defined as the unbiased estimator of (−2) times the expected log-likelihood given by
, which is in turn equivalent to 2 times the Kullback-Leibler (KL) information, where y * and z * have the same distribution as y and z but are independent of y and z, and E y and E y * are expectation operators with respect to y and y * , respectively. See, for example, Burnham and Anderson (2002) and Konishi and Kitagawa (2008) . Note thatT andθ are based not on y * but on y. Since we choose the model that minimizes the AIC, we can interpret the chosen model as optimal in the sense that it minimizes the KL information.
Akaike (1973) proposed to estimate the expected log-likelihood by the empirical loglikelihood but he also showed that the empirical log-likelihood is the biased estimator of the expected log-likelihood in finite samples. According to Akaike (1973) we consider the following criterion that depends on the lag length p y j , the number of the (weakly exogenous) regressors p z j and the number of structural changes m:
corresponds to the bias. Since the first term on the right hand side of (7) is the maximized log-likelihood, which is obtained by the QML estimation, the rest we have to do is to evaluate the bias term explicitly.
In order to calculate the bias, we decompose b m,p (T ,θ) into four parts as follows:
As in the literature we evaluate B 1 to B 4 up to the O(1) terms for the true values of m, p y j and p z j and obtain the modified AIC.
Proposition 1 Under Assumptions A1-A6 with m = m 0 , p y j = p 0 y j and p z j = p 0 z j , the bias terms B 1 , B 2 , B 3 and B 4 are, up to the O(1) terms, given by
Proposition 1 suggests that the modified AIC should be defined as
whereˆdenotes the consistent estimator of the corresponding parameter. The estimators of the parameters are given bŷ
Although (9) is expressed in a complicated form, the modified AIC can be simplified in several interesting cases. For example, when there is no weakly exogenous regressor z t and model (1) is a pure VAR model, the limiting distributions of the break point estimators are symmetric with ω 1j = ω 2j = ω j and γ 1j = γ 2j = γ j as shown by Bai (2000) . In this case,
When η t is Gaussian, it can be shown that κ 4j = n(n + 1) = 2p σ for all j. In addition, we have ω 1j = γ 1j and
) as shown in Remark 5 of Qu and Perron (2007) . As a result, r ω j = r γ j so that the modified AIC reduces to
Even if η t is not Gaussian but if there is no structural change in the variance matrices, the modified AIC has a simple form. In this case, B j (s) becomes as given by (3) with ω 1j = γ 1j = δ j Q 1j δ 1j and ω 2j = γ 2j = δ j Q 2j δ j . Again, we have r ω j = r γ j , so that the modified AIC reduces to
where we omit κ 4 because this term is common for all the models.
In any cases we can see that the penalty term of the modified AIC is expressed as 2 times the number of the unknown parameters as usual plus the additional positive penalty related to the number of structural changes. This implies that the modified AIC imposes the heavier penalty on the additional number of structural changes than the usual AIC. As a result, we will choose the smaller number of structural changes by the modified AIC than by the usual AIC. This property will be confirmed by simulations in the later section.
Mallows' C p criterion
Mallows (1973) focused on the prediction of the conditional mean of a univariate model and proposed as a measure of adequacy for prediction the scaled sum of squared forecast errors. In this subsection we extend Mallows' C p criterion to multivariate models with multiple structural changes by introducing a multivariate version of the scaled sum of square forecast errors. The model minimizing the modified C p criterion is optimal in view of the minimization of the risk function based on the forecast errors.
by Mallows (1973) we adopt as a measure of adequacy of prediction the trace of the scaled residual covariance matrix given by
That is,ε t is the residual from the ML estimation whilẽ ε t is the residual when we forecast the conditional mean by (x jt ⊗ I n )φ j in the true regimes.
Following Mallows' (1973) original work, the modified C p criterion is defined as
whereΣ t,m,p is the estimator of the variance matrix based on the most general model using m =m, p y j =p y and p z j =p z . For a univariate case (n = 1) with no structural change, T while J m,p,2 is O p (1). As can be seen in the proof of Proposition 2 we have
where A j = A 1j when v ≤ 0 and A j = A 2j when v > 0. Then, the natural candidate
. However, this criterion may not be informative for the choice of the model. t,m,pε t , which is always minimized when we choose the most general model.
In order to avoid the above result we need to evaluate the second dominant term in J m,p,3 , which would be the same order as J m,2,p . The problem is that the second dominant term in J m,p,3 is obtained by the higher order expansion of v 2 T (T j − T 0 j ) but it is difficult to expand it in higher order. We might construct a new criterion by ignoring the whole term of J m,p,3 but such a criterion may not be optimal in view of a measure of adequacy for prediction.
Because of the above reason we give up constructing the C p criterion under Assumptions A1-A6. Instead, we consider the same criterion under more restrictive assumptions. To put it concretely, we impose restrictions on breaks in the variance matrices such that
In other words, we allow only smaller breaks than supposed in Assumption A4. Note that by changing this assumption, the limiting distributions of the break points are not affected by breaks in the variance matrices but depends only on breaks in the coefficients, whereas a measure of prediction given by J m,p still depends on breaks in the variance matrices through J m,p,3 .
Proposition 2 Under Assumptions A1-A6 with
T Ψ j and with m = m 0 , p y j = p 0 y j and p z j = p 0 z j , the expectations of the first three terms of J m,p are given by, up to the O(1) terms,
where γ 1j = δ j Q 1j δ j and γ 2j = δ j Q 2j δ j in this case.
Proposition 2 suggests that the modified C p criterion should be given by, ignoring the constant terms,
Note that the last penalty term might be negative depending on the asymmetric property of the limiting distributions of the break points. On the other hand, this term disappears when there is no structural change in the variance matrices, when (1) is a pure VAR model or when x jt is homogeneous across the regimes, so that the modified C p criterion reduces to
In this case we can see that the penalty term is equivalent to that of the modified AIC for the case of no structural change in the variance matrices given in (10) . We should keep in mind that the modified C p criterion given by (13) is optimal in view of minimizing the risk function based on the prediction errors only in the case where the magnitude of structural changes in the variance matrices is negligibly small compared with the magnitude of shifts in the coefficients.
Bayesian information criterion
Schwarz (1978) considered the problem of the model selection in the Bayesian framework, in which a model is selected based on the posterior probability. In this subsection we derive the modified BIC for models with structural changes using the Laplace approximation technique as explained in Konishi and Kitagawa (2008) . The selected model by the modified BIC is optimal in view of the maximization of the posterior probability.
Let M (m, p, T ) be a model for given m, p y j , p z j and T , P (M (m, p, T )) be the prior probability of a given model, f M (y|θ, z) be the probability density function (pdf) of y conditional on θ and z for a given model M = M (m, p, T ) and π M (θ) be the prior pdf for θ.
Then, the posterior probability of model M (m, p, T ) is given by
where the summation is taken by over models M (m, p, T ) and g M (y|z) is the marginal distribution of y conditional on z defined as g M (y|z) = f M (y|θ, z) π M (θ)dθ. We adopt the model that maximizes the posterior probability (15) , but the maximization of (15) is equivalent to the maximization of the numerator on the right hand side of (15) because the denominator is common for all the models. Thus, we consider the maximization of g M (y|z)P (M (m, p, T )) or, equivalently, the minimization of
In order to evaluate (16) where S (j) is the jth smallest value among S 1 , S 2 , · · · , S m . As a result, the joint pdf of • (Example 2) Let us again consider the continuous time framework as in Example 1 and suppose that the prior for m is a Poisson process with mean T β where the prior for β is noninformative (β > 0). In this case, the pdf of T 1 , T 2 , · · · , T m conditional on m is given by m!/T m (Theorem 2.3.1 in Ross, 1996) and hence the prior probability of a given model becomes
. This motivate us the prior given in Assumption A7 (c) in the discrete time framework.
• (Example 3) Suppose that the probability of the occurrence of structural change at each time is given by a Binomial distribution with parameter ρ, for which the prior is uniform on (0, 1). In this case, the prior probability of a given model becomes 
thatθ is the global MLE with T =T whereasθ is obtained for an arbitrary given T . Thus, θ is different fromθ in general and they are the same only in the case where T =T .
While the second term on the right hand side of (16) is given by 2m log T − 2 log α m,T , we need to evaluate the first term to obtain the modified BIC.
Proposition 3 Under Assumption A7, the logarithm of the marginal pdf of y given z is expressed as
Proposition 3 suggests that, since the second term on the right hand side of (16) is given by 2m log T + O(1) from Assumption A7 (c), we should minimize
It is not difficult to see that the first term on the right hand side of the above equation
dominates the other terms and hence we have only to consider to minimize − m,p (T ,θ|y, z)
as long as T is sufficiently large. Since min T − m,p (T ,θ|y, z) = − m,p (T ,θ|y, z), we replace T andθ with the MLEsT andθ and propose the following modified BIC:
Since log(T j −T j−1 ) = log T + log(λ j −λ j−1 ) = log T + O p (1), we may also simplify the modified BIC (18) as
Note that the modified BIC (19) has a similar form as that proposed by Yao (1988) , of which the penalty term is given by (p all φ + p all σ + m) log T . Hence, (19) imposes heavier penalties on the larger number of structural changes than Yao's BIC. We also note that the modified BIC takes the same form irrespective of whether z t is homoskedastic across the regimes or not.
Finite Sample Property
In this section we investigate the finite sample property of the model selection criteria developed in the last section. We consider a univariate AR(1) process generated by ε t ∼ i.i A model with one time break is generated by DGP1 : for DGP2a and DGP2b, respectively. DGP2a demonstrates that the first structural change occurs at one third of the sample period but return to the same process after the two third of the whole sample. DGP2b is designed such that the level of the process goes down and the process becomes less persistence by structural changes.
We set T = 120 and 300 and the initial observation is generated by y 0 = ε 0 / 1 − φ 2 1 so that the process in the first regime becomes stationary. The trimming parameter is set to be 0.05. All computations are carried out by using the GAUSS matrix language with 5,000
replications. 3 We select the lag length and the number of breaks based on the modified AIC (10), the modified C p (14) and the modified BIC (18) and (19) with the restriction of p y j = p y for all j. We setp y = 4 andm = 5 so that we choose the model among 0 ≤ p y ≤ 4 and 0 ≤ m ≤ 5. To compare the performance of the selection of p y , we also choose the lag length by the classical AIC, BIC and C p , for which the penalty terms concern only with the number of unknown parameters. We also investigate the modified BIC proposed by Yao (1988), denoted by "MBICy", whose penalty term is defined by the number of the unknown coefficients plus the number of change points.
Concerning the selection of the number of breaks, we compare our criteria with the classical ones as well as the sequential testing procedure. Since we need to select the lag length to construct the test statistics for the testing procedure, we first select p y by the model selection criteria and then conduct the testing procedure. As reported by Bai and Perron (2006) the finite sample performance of the sequential testing procedure much depends on the trimming parameter as well as other options. As suggested in Bai and Perron (2006) we first test for the null of no break using the U Dmax test and if the null hypothesis is rejected, we continuously use the sup F ( + 1| ) test until it cannot reject the hypothesis.
To construct the test statistics we allow the different second moments of the regressor as well as the heterogeneity in variances. We also investigate the performance of the testing procedure without using the estimated p y but by just regressing y t on a constant in each regime and constructing the test statistics using the autocorrelation and heteroskedasticity consistent estimates of the variance of the error term with the prewhitening method. This method is robust to the existence of serial correlation and hence it is available even if we do not know the structure of the dependence of the error term. We use the 5% significance level for the testing procedure. Tables 1 to 3 report the simulation results. Since the relative performance for DGP0b, DGP1b-1d and DGP2b is preserved comparing with DGP0a, DGP1a and DGP2a, we report only the latter three cases to save space. Table 1 shows the results for the case of no break (DGP0a). Panel (a) shows the frequencies of the selected lag length. We can see that the ability of selecting the true number of p y is improved dramatically by all the modified criteria compared with the classical ones for both sample sizes. For example, the frequency of selecting the true p y by the AIC is only 0.091 when T = 120 whereas it is improved to be 0.585 by our modification. Among the modified criteria the three modified BIC are better to select the true p y than the modified AIC and C p . Although this is a good property for the modified BIC, they also tend to select too short lags more frequently than the modified AIC and C p when T = 120 and this might be seen as a disadvantage of the modified BIC.
For example, the selection of too short lags may make the impulse response functions very different from the true ones and we may do the policy analysis in a wrong way. As long as the selection of the lag length is concerned, the modified AIC and C p might be seen more robust than the modified BIC, although the former criteria might result in an efficient estimation of the parameters.
Panel (b) reports the frequencies of the selected number of structural changes. Again, our modification is successful in that the frequencies selecting the true m becomes higher.
Among the modified criteria, MBIC2 and MBIC3 select the true m more frequently than the others. The performance of the sequential testing procedure is reported in panel (c).
Compared with panel (b) the sequential testing procedure selects the true m less frequently than the modified criteria. We also note that the testing procedure robust to serial correlation does not perform well compared with that with the lag length selected by the modified criteria. Table 2 reports the results for the case of one time break (DGP1a). The relative performance of the selection of p y among the criteria is similar to Table 1 . For the selection of the number of breaks, the modified C p is best performed followed by the modified AIC and Yao's BIC when T = 120, while the performance of the other modified BIC improves when T = 300. Of interest is that the sequential procedure with p y selected by the modified criteria performs better than or at least as good as the modified criteria.
Tables 3 shows the results for the two breaks case (DGP2a). Again, the relative performance concerned with the selection of p y is preserved in this case, while, as long as the selection of the number of breaks is concerned, the modified AIC and C p perform better than the modified BIC. However, as in the case of one time break, the sequential testing procedure with p y selected by the modified criteria works better than the modified criteria in many cases.
Although our simulations are limited, we can say that our modification is successful in the selection of the lag length. On the other hand, the sequential testing procedure combined with the lag order selected by the modified criteria may be the best method to estimate the number of structural changes.
Conclusion
This paper developed the model selection criteria to select the regressors and the number of structural changes in multivariate regression models, including VAR models as a special case.
We derived the modified AIC, the modified C p and the modified BIC. The penalty terms of these criteria are determined not in ad hoc ways but based on the risk functions given for 20 the criteria in scientific ways. The finite sample performance of these criteria is investigated by Monte Carlo simulations and it turned out that our modified criteria perform better than the corresponding classical ones as long as the selection of the lag length is concerned.
On the other hand, when we estimate the number of structural changes, we recommend implementing the sequential testing procedure with the lag order selected by our modified criteria.
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Since all the model selection criteria are derived when m = m 0 and p = p 0 , we omit the superscript 0 for notational convenience.
Proof of Lemma 1:
In this proof we omit a subscript j for notational convenience. For example, B 1j (v) is abbreviated as B 1 (v). As explained in Appendix B of Bai (1997a), max v≤0 B 1 (v) and max v>0 B 2 (v) are distributed as exponential distributions with parameters γ 1 /ω 1 and γ 2 /ω 2 , respectively, and hence
where the second equality holds because B 1 (v) and B 2 (v) are independent. Then, the probability density function of max v B(v) is given by
Carrying out the integration b>0 bf (b)db, we obtain (4).
Next, letv = argmax v B(v). By change of variable with s = (γ 2 1 /ω 1 )v as in Qu and Perron (2007) we can see that
Then, it is sufficient to calculate E[argmax sB (s)1(s ≤ 0)] and E[argmax sB (s)1(s > 0)] in order to obtain (5) and (6) .
Following Appendix B of Bai (1997a) it can be shown that the probability density function (pdf) ofŝ is given by
which is obtained based on the result on an additive process by Bhattacharya and Brockwell (1976) , 4 where Φ(·) denotes a cumulative distribution function of a standard normal random variable. By carrying out the integration we obtain
Noting that
the results (5) and (6) are established.
Proof of Proposition 1:
In this proof we restrict our analysis on the set given by
T ) as shown by Qu and Perron (2007) . We first evaluate B 1 . Let ∆T j =T j −T j−1 and ∆T 0
By expanding log |Σ j | around log |Σ 0 j |, R 11 is expressed as
The first term in the square brackets on the right hand side of (21) becomes
we can see that
Similarly, the second and third terms in the square brackets on the right hand side of (21) are expressed as
On the other hand, since (
(29)
where the last equality is obtained by expanding log |Σ 0 j+1 | around log |Σ 0 j | for the case of T j < T 0 j and log |Σ 0 j | around log |Σ 0 j+1 | for the case ofT j > T 0 j , respectively.
Then, by combining (26)-(29), we have
where χ 2 p φ j (j = 1, · · · , m + 1) are independent chi-square distributions with p φ j degrees of freedom. Since the expectation of the left hand side of (30) equals B 1 , we can see that
up to the O(1) terms.
We next evaluate B 3 because B 2 = 0 is obvious. Since
where the last equality is obtained by expanding log |Σ j | around log |Σ 0 j | and by using the relation
which holds becausê
From (31), we have, up to the O(1) terms,
For B 4 , we note that
Similarly to the evaluation of R 12 , by the Taylor expansion of log |Σ j+1 | for the case of T j < T 0 j and of log |Σ j | for the case ofT j > T 0 j , R 41 can be expressed as
On the other hand, R 42 + R 43 becomes
Thus, by combining (33) and (34), we have
where γ j = γ 1j when v ≤ 0 and γ j = γ 2j when v > 0. This implies by Lemma 1 that
Proof of Proposition 2: E[J m,p,1 ] = −nT is obvious. For J m,p,2 we expand it as
where γ j = γ 1j = δ j Q 1j δ j when v ≤ 0 and γ j = γ 2j = δ j Q 2j δ j when v > 0, B j (v) is defined as (3) with ω 1j = γ 1j = δ j Q 1j δ j and ω 2j = γ 2j = δ j Q 2j δ j in the case where Σ j+1 − Σ j = v 2 T Ψ j because only the changes in the coefficients affect the limiting distributions of the break points in this case. From Lemma 1 we can see that
in this case. Hence, we obtain E[J m,p,2 ] = 6m + 2p all φ up to the O(1) terms.
Similarly, using Σ 0
From Lemma 3 we can see that
The limiting distribution in (12) is obtained in the same way as (36) under Assumption A4.
Proof of Proposition 3:
We first note that the logarithm of g M (y|z) can be expressed as
where dθ = dφdΣ −1 with dφ = dφ 1 dφ 2 · · · dφ m+1 and dΣ −1 = dΣ
m+1 from Assumption A7 (b). We expand the log likelihood as
Since φ appears only in L 1 while both L 1 and L 2 depend on σ, we first evaluate the integral of exp(L 1 ) with respect to φ and next obtain the integral of exp(L 1 )dφ exp(L 2 ) with respect to Σ −1 .
From the direct calculation we can see that
where we used the fact that
x jt x jt ⊗ I n φ j from the first order condition on the maximization. Using this expression we can see that
The last equality holds because the integrand on the right hand side of the second equality is the pdf of an p x j dimensional normal distribution.
For L 2 (σ) we can see that
where S j = T j t=T j−1 +1ε tε t . Using (39) and (40) we have
36
Note that
where ∆T * j = ∆T j −p x j +n+1 and the last equality holds because the integrand on the right hand side of the first equality is the pdf of the Wishart distribution. Then, the logarithm
Using the Stirling's formula, the sum of the logarithms of the Gamma functions becomes
where 0 < ϑ i < 1. The second equality holds because
From (37), (38) and (42) we finally have 
