Abstract-A large number of pigmented skin lesions (PSLs) are a strong predictor of malignant melanoma. Many dermatologists advocate total body photography for high-risk patients because detecting new-appearing, disappearing, and changing PSL is important for early detection of the disease. However, manual inspection and matching of PSL is a subjective, tedious, and error-prone task. A computer program for tracking the corresponding PSL will greatly improve the matching process. In this paper, we describe the construction of the first human back template (atlas), which is used to facilitate spatial normalization of the PSL during the matching process. Four pairs of anatomically meaningful landmarks (neck, shoulder, armpit, and hip points) are used as reference points on the back image. Using the landmarks, a grid with longitudes and latitudes is constructed and overlaid on each subject-specific back image. To perform spatial normalization, the grid is registered into the back template, a unit-square rectilinear grid. To demonstrate the benefits of using the back template, we apply several state-of-the-art point-matching algorithms on 56 pairs of real dermatological images and show that utilizing spatially normalized coordinates improves the PSL matching accuracies.
I. INTRODUCTION

M
ELANOMA is one of the fastest growing cancers among the white population in the world with an average 3% increase in incidence for the last four decades. In USA and Canada alone, there were approximately 73 720 cases in 2009 [1] , [2] . The mechanism of melanoma development is not fully understood. Nevertheless, a large number of pigmented skin lesions (PSLs) have been reported as the strongest risk factor [3] , and about half of the cases originates from pre-existing PSL [4] . Early detection is therefore critical to the treatment process and the prognosis.
Dermoscopy (also called epiluminescence microscopy) is a noninvasive method for the early recognition of malignant Examples of back images of the same subject at different times [22] .
melanoma, allowing a better visualization of the skin structures.
Using the high-resolution digital dermoscopic images (e.g., 22 pixels/mm), physicians assess the skin lesion based on the presence or absence of the different dermoscopic features. Recently, a considerable amount of research has focused on automating the lesion segmentation, feature extraction and classification of dermoscopic images as a key step toward computeraided diagnosis [5] - [9] . A review of the existing computerized methods to analyze single skin lesions in dermoscopic images and multiple lesions captured by digital imaging has been recently reported in [10] . Besides the dermoscopic images for early detection of MM, dermatologists advocate total body photography for high-risk patients to identify new-appearing, disappearing, and changing PSL by tracking PSL in the 2-D digital color images (e.g., 8 pixels/mm) collected during regular examinations (see Fig. 1 ) [11] - [14] . However, manual inspection and matching of PSL is time consuming, error prone, and suffers from inter-and intrarater variability. Although computer-based systems provide sophisticated functionalities for automated feature extraction and lesion assessment for quantitative analysis, there exists limited works to computerize matching between lesions, which will ease the workload and may improve the matching accuracy and reduce the variability. Given two or more initial matches among the PSLs of the two back images, Prednia and White [15] performed affine registration between the two sets of PSLs and defined the other matches as the closest neighboring points. To automate the initial matching, they used Gabriel graph representation of the points [16] . Note that their method does not take into account the elastic deformation of the human back. Roning and Riech [17] , [18] defined a set of geometric properties as a similarity metric to find the corresponding PSLs. Their method requires determining manually two initial matches. Huang and Bergstresser [19] developed a PSL-matching algorithm based on Voronoi decomposition of the image space. We previously developed an automated computer program to match the PSL between two back images based on hypergraph matching [20] and a relaxed labeling of an association graph [21] .
By abstracting a PSL as a point, PSL tracking can be performed by applying existing point matching algorithms (see [23] for a recent survey). Due to the sparse number of PSL, we classify PSL matching as sparse point matching problem. Typically, sparse correspondence methods rely on a set of shape descriptors (shape statistics) including information of the neighborhood area, e.g., color, curvature, etc. [24] . However, defining such kind of local discriminative features is not practicable for PSL in the skin images since the size and color of the PSLs are time varying.
In this paper, we hypothesize that integrating human-back anatomy with the spatial location of the PSL, would improve the PSL matching accuracy. To this end, inspired by the works on the human brain atlases, which provides a common frame of reference that facilitates cross-sectional and longitudinal comparisons of the brain anatomy [25] - [29] , we define the first human back template. We use the proposed back template to transform the back images into a common normalized coordinate space, which leads to anatomically meaningful comparison between the PSL in the human back images. To the best of our knowledge, this paper proposes the first attempt to create such an atlas focused on the human back.
The remainder of this paper is organized as follows. In Section II-A, we first describe the back template coordinates system. Next, in Section II-B, we detail the procedure of mapping the human back coordinates, e.g., PSL coordinates in a novel image, to the template's coordinate system. Applying 56 pairs of real human back digital color images (see Section III), we validate the matching methods in terms of three different error measurements introduced in Section IV. Experimental results in Section IV indicate that applying anatomy-based normalized PSLs coordinates substantially improve the accuracy of six state-of-the-art point matching methods. Fig. 2(a) shows four pairs of anatomically meaningful landmarks (i.e., type I and II landmarks, as defined in [30] and [31] ) of the human back, as follows:
II. METHOD: HUMAN BACK TEMPLATE
A. Template Coordinate System
1) The point where the left (right) side of the neck meets the left (right) shoulder, or neck-left n l (neck-right n r ) for short; 2) The point where the left (right) shoulder meets the left (right) arm, denoted by shoulder-left s l (shoulder-right s r );
3) The left and right armpits (a l and a r , respectively); 4) The left hip point (h l ) and right hip point (h r ). According to the classification of the landmarks by Bookstein [30] , [31] , a type I landmark is defined as the discrete juxtapositions of tissues, e.g., the point where three structures meet, the branching point of the tree structures, or the intersections of extended curves with planes of symmetry. Adopting this nomenclature, the armpit point is the lateral intersection of left (right) arm and the back's left (right) silhouette and, hence, can be classified as type I. Landmark type II is defined as the maximum curvature point or other local morphogenetic process. The neck and shoulder points are of this type.
In our construction of the human template, we attempt to design a template, which properly encodes the aforementioned anatomical landmarks of the image domain, ω ⊂ R 2 , to the template space, Ω ⊂ R 2 . To this end, as shown in Fig. 2(b) , we define our template as a unit-square patch 1 with domain Ω ⊂ [−0.5, 0.5] × [−0.75, 0.25], attached with four pairs of points corresponding to the anatomically meaningful landmarks, e.g., N l (N r ), S l (S r ), A l (A r ), and H l (H r ), which are mapping to n l (n r ), s l (s r ), a l (a r ), and h l (h r ) in ω, respectively. Note that we use capital letters for the points inside the template domain Ω and small letters for image space domain ω. These landmarks are then used to establish a number of basic longitude and latitude lines, which are in turn used to construct a rectilinear grid on the template and a curvilinear grid on each subject specific back image (more details will be provided later in Section II-B1).
It should be mentioned that the locations of the anatomical landmarks in the template space are at specific coordinates (except N l and N r , while their x coordinate is allowed to slide left or right), A = (±0.5, 0), H = (±0.5, −0.75), S = (±0.5, 0.25), whereas the landmarks of the subjects can be any spatial coordinates in the physical image space. The specific locations of the landmarks in Ω are selected such that the ratios of the line segments in ω reflect the same ratios with the ones in Ω, e.g., rectilinear coordinate system is defined and a complete Cartesian grid is overlaid on the template [see Fig. 2(b) ].
B. Spatial Normalization of Back Coordinates
The spatial normalization of the human back coordinates (e.g., PSL coordinates) in a dermatological image is done by the following steps: detecting the basic longitudes and latitudes in the image space, constructing the grid, and establishing a mapping between the continuous image space and the template. Details of these steps are described below.
1) Detecting the Basic Longitudes and Latitudes:
To perform spatial normalization, we overlay a set of six basic latitudes (superior, central, and inferior) and longitudes (left, right, and central) on each subject specific back image to register it into the template coordinate system (see Fig. 3 ). The latitudes and longitudes are constructed using the aforementioned anatomical landmark points, lateral edge points of the left and right silhouette of the back, and superior edge points of both shoulders' silhouettes [see Fig. 3(a) ]. Note that most of the latitudes and longitudes in the image space are smooth curves fitted to the anatomical landmarks and medial lines as explained below. Consequently, the grid in the image space is no longer rectilinear but rather curved. We now provide the details on how the latitudes and longitudes are constructed in the image space.
Left (right) longitude is a B-spline curve [32] of degree 3 defined by ten control points and least-squares fitted to the lateral edge points of the back's left (right) silhouette. We use a degree 3 polynomial because it provides sufficient degrees of freedom to model the sides without excessive inflection points. Degree 2 is not flexible enough and higher degree than 3 would increase the complexity in addition to overfitting the curve to the noise in the selected edge points.
Central longitude [see Fig. 3(c) ] is the medial curve between the left and right longitudes and is calculated as follows: First, we calculate the distance transform (DT) between the left and right longitudes [see Fig. 4(a)-(c) ]. Next, we calculate the gradient of the DT image: (DT), which captures the amount by which the DT image changes along the vertical and horizontal directions. Finally, we construct the center longitude via a degree 3 polynomial least-squares fitted to the local maxima of the gradient magnitude of DT: | (DT)| [see Fig. 4(d) ]. Alternatively, we can calculate the center longitude as the loci of midpoints between the left and right longitudes [ Fig. 4(e) shows the results of both methods]. We obtained similar results using both approaches. Given an image of size N 1 × N 2 , the computational complexity of these methods are O (N 1 N 2 ) and O(N 1 ), respectively. Therefore, the second definition is preferable because of its simplicity.
Superior latitude [see Fig. 3(d) ] is a degree 6 polynomial least-squares fitted to the superior edge points of both shoulders' silhouettes. Degree 6 is chosen to accommodate the number of concavities and convexities that can occur along these superior edge points.
Central latitude [see Fig. 3(e) ] is a straight line segment a l a r connecting a l to a r . (p) ) and the corresponding cell, CELL(P ), in the template domain are shown in the top and bottom panels of (c), respectively.
Inferior latitude [see Fig. 3(f) ] is a straight line segment h l h r connecting h l and h r .
As a result, the image domain ω ⊂ R 2 of a specific subject's back is bounded by the left and right longitudes and superior and inferior latitudes.
2) Constructing the Grid: The intersections of the basic longitudes and latitudes can be considered as control points for the mapping between the image and the template domains. As more control points increase the precision of the mapping, we interpolate as many additional longitudes and latitudes to achieve a desired accuracy. The lines are interpolated between the basic longitudes and latitudes using equal arc length sampling points, which can be classified as type III landmarks [30] . Note that equal arc length sampling is adopted due to the absence of additional stable landmarks between the basic longitudes and latitudes. Fig. 3(g)-(l) shows the steps of interpolating the longitudes and latitudes of the grid.
3) Establishing the Mapping Between the Continuous Image and Template Domains:
Now that the control points (intersection of the grid lines) are defined in both the template and the images domains, we establish correspondence between any point in one of the continuous domains to its counterpart in the other domain (not restricted to the landmarks, the points on the latitudes and longitudes or their intersections) by warping the grid to the template. We evaluated two interpolation methods to achieve this warp: Barycentric coordinates (BC) [33] and thin-plate splines (TPS) [34] .
The BC Method: The BC method establishes correspondence between points using the following steps: 1) For each point, p = (p x , p y ) ∈ ω, find the cell cell(p) ⊂ ω containing p, i.e., cell(p) is the area enclosed between the two nearest longitudes and latitudes to p. As shown in 
2 ColorBrewer was used to select perceptually-motivated color schemes used in this figure and similar ones later in the paper [35] . 4) The point P ⊂ Ω is determined by the same BC coordinates as P = t 1 A + t 2 B + t 3 C. The TPS Method: TPS warps points from one domain to another domain by mimicking the deformation of a thin plate minimizing its bending energy. In particular, interpolated coordinates using TPS are given by [34] 
where . denotes the usual Euclidean distance, (x i , y i ) is a set of control points, and a ij and c i are warping coefficients representing the affine transformation and nonaffine deformations, respectively. φ is referred to as the kernel function of the thinplate spline and is given by φ = r 2 logr, where r is the distance x 2 + y 2 . The kernel models elasticity and nonrigid transformation, and governs the displacement of the control points.
Our control points are intersections of the longitudes and latitudes. TPS fits a function f such that any point (x i , y i ) ⊂ ω is mapped to (X i , Y i ) = f (x i , y i ) ⊂ Ω by minimizing the following energy function [34] :
where
dy 2 ) is a measure of the bending energy at (x, y).
The result of these two alternative interpolation methods (BC and TPS) is to establish a bijective function f : ω → Ω mapping points between the two domains. In the BC method, curves bounding the cells are approximated by straight lines when establishing correspondence between the two continuous domains. TPS does not rely on this assumption and hence is more accurate. However, TPS is more computationally expensive than BC. Using our database of back images described in Section III, the difference between the normalized coordinates using BC and TPS in the unit square patch is:
−5 ± 1.87 × 10 −7 , which shows that the increase in accuracy does not justify the additional computational complexity of TPS. Fig. 6 demonstrates the mapping between the two spaces. Cells, longitudes and latitudes in the image and template space are colored with the same colors. 
III. DATA: HUMAN BACK COLOR IMAGES
Fifty-six pairs of real human back digital color images were used in the validation tests. Our dataset was obtained from an epidemiologic study investigating the relationship between sunscreen use and PSL development [22] . This was a 3-year study in which the back of each participant was photographed using a color slide format at the entrance and exit of the study. The color slides were then digitized at 2000 dots per inch, with a final resolution of 0.25 mm/pixel. Fig. 1 shows one of the image pairs. The PSL-matching ground truth was provided by an expert human operator. Fig. 7 shows the construction of the grids on four images. The grids are overlaid on the back images and the normalized coordinates of the PSL are determined based on our proposed template. Corresponding latitudes and longitudes on the image and template space are shown in the same color.
IV. EXPERIMENTAL RESULTS
As mentioned in Section II-A, the ratios of the line segments connecting the landmarks in the template space reflect the same ratios within the image. To estimate the ratios of the different line segments in the image space, we examined two approaches as follows: 1) Estimating the ratios per image in our dataset and then averaging the ratios over all the images. 2) Estimating the ratios for the average of the registered landmarks. The registration between the landmarks is performed by aligning the armpit points of the images to the same spatial coordinates as shown in Fig. 8 . Table I . Table I showsthe statistical ratios using the aforementioned methods based on Euclidean and geodesic 3 distances. Note that in the square template, we only take care of the ratio between the upper and lower part of the body, defined as |s l a l |/|a l h l |, which is around 0.34. Therefore, we allocate the upper and lower back of the template to 25% and 75%, respectively, e.g., S l A l = 0.25 and A l H l = 0.75 (25/75 = 0.33). Note that by considering the whole ratios in Table I , we can define a curvilinear template shown in Fig. 8(c) (the overlaid grid can be constructed utilizing the same manner mentioned in Section II-B1 used to overlay a grid on each subject specific back image). The remaining of the section verifies the effectiveness of the proposed spatially normalized coordinates. The main hypothesis of this paper is the following: using spatially normalized coordinates (i.e., in the template space) improves the PSL matching accuracy of computerized methods. To test our hypothesis, we compared automated PSL matching experiments, with and without spatial normalization. Note that our goal is not to obtain higher matching accuracy than the human operator (we use the manually prepared matching as ground truth in our study, i.e., to calculate the accuracy of the matching obtained via the automated methods). The automated matching algorithms tested are: shape contexts (PAMI02) [36] , spectral graph matching (ICCV05) [37] , hypergraph matching (CVPR08) [38] , a modified version of the hypergraph matching (CVPR09) [20] , tensor-based graph matching (PAMI11) [39] , and uncertaintybased feature learning method (MICCAI12) [21] . The details of the aforementioned algorithms are provided in the respective references. We provide a brief summary of each algorithm herein for convenience. PAMI02 [36] uses shape context features in the similarity measurement to find the corresponding points. Then, PAMI02 calculates an optimal nonrigid alignment of two shapes. In ICCV05 [37] , after constructing an adjacency matrix representing the pair-wise agreements between edges, eigenvector (spectral) decomposition is used to recover the cor- Fig. 10 . Comparison of the matching accuracy of the six graph matching algorithms without (blue) and with (red and green by applying the square and the curved-linear templates, respectively) spatial normalization using three error measurements: NIM, HDE, and SED [20] . It can be clearly seen that using our proposed anatomy-based normalized coordinates, the accuracy of the PSL matching is improved for all error indicators and algorithms. rect assignment based on how strongly they belong to the main cluster of the matrix. CVPR08 [38] finds corresponding hyperedges (e.g., triplets of vertices) and then corresponds points in two graphs using a probabilistic approach. CVPR09 [20] is an extension to CVPR08 [38] which finds the maximum probability of matching the PSL between two images according to the lengths and angles of edges in the graphs. PAMI11 is a generalization of spectral techniques. MICCAI12 solves the matching problem as a relaxed labeling of an association graph and leverage high confidence matching to sequentially constrain a learnt objectivefunction.
After identifying the locations of the PSL manually in 56 image pairs (described in Section III), we applied the above six matching algorithms, with and without the back template-based spatial normalization of the PSL coordinates. To evaluate the accuracy of the PSL matching algorithms (with and without template normalization), we compare the algorithms' matching results with the ground truth matching provided by an expert. To this end, we define the following three error measurements (which are detailed in [20] ): 1) Number of incorrect matching (NIM): Given the ground truth for PSL matching between two images, NIM is measured as the difference between the total number of pairs in the ground truth and number of correctly detected pairs. Let C, N , and D represent sets of common PSLs, newly appearing, and disappearing PSLs between the images, respectively. NIM takes into account incorrect matching for the PSLs only in set C. 2) Hamming distance error (HDE): HDE is similar to NIM, but it also takes into account the disappearing and newly appearing PSL. In other word, incorrect matching for the PSLs in all the sets (C, N , and D), are considered in computing HDE. 3) Spatial Euclidean distance (SED): The SED is the sum of the Euclidean distance between the ground truth matched target and the actual matched target (in the normalized space). Therefore, a PSL erroneously matched to a nearby mole will not be penalized as much as a PSL erroneously matched to a farther mole. The reader is referred to [20] for more details. Fig. 9 shows the matching results of two of the image pairs. Fig. 10 shows the estimated errors for all the six matching algorithms. The blue, red, and green bars show the error results using image space coordinates (without spatial normalization using the proposed back template), normalized space coordinates by applying the square, and the curvilinear templates [see Fig. 8(c) ], respectively. As clear from Fig. 10 , by applying normalized coordinates obtained by applying the templates, PSL matching accuracy is improved for all the error indicators and algorithms. To study the significance of the improvement in the point matching step considering spatially normalized coordinates, we perform analysis of variance (ANOVA [40] ) on the matching errors of the 56 skin image pairs with (square templates) and without applying spatial normalization, for each of the six graph matching algorithms. The results reported in Table II indicate that 16 out of the 18 cases have p-values less than 0.01, which we declare as statistically significant differences.
To quantify the propagation of errors to the matching algorithms due to imprecise landmark positions, we measure matching performance of MICCAI12 for different levels of uniformly distributed noise added to the landmark locations. Fig. 11 shows examples of the noisy landmarks and the constructed grids from them. Fig. 12 represents the percent difference of the error measurements (NIM, HDE, and SED) compared to the noise free baseline. The percent difference between two values, x and x 0 , is given by x 0 : Diff% = |x−x 0 | x 0 × 100%. The results indicate less than 7% sensitivity for up to 8 mm (32 pixels) noise level for images of size 2716 × 1808 pixels (679 × 452 mm).
We also evaluate the effect of the different resolutions of the grid on the matching accuracies. The results indicate that for grid resolutions of 5 × 9 or higher, the error variation does not change too much.
V. CONCLUSION
An automated method for matching PSL on human back images is of utmost importance for early detection of potential malignancies using the total body photograph. In order to have an anatomically meaningful comparison between PSL in the back images captured at different times, we need to perform spatial normalization. In this paper, we propose the first human back template to perform such normalization. Our test results show that the anatomy-based normalized coordinates substantially improve the accuracy of six state-of-the-art PSL matching methods. We do not claim that our template is the best possible template, so we plan to continue exploring alternative approaches and we anticipate other groups will do too.
One of the challenges, as observed in this study, will be to develop a robust definition of the hip anatomical landmark, which we plan to address through future discussions and consultations with dermatologists. Further, for subjects with highly deformed shapes (e.g., suffering from severe scoliosis), our proposed template prove too inflexible, and hence, a different approach would need to be developed (e.g., a highly flexible template). We are also working on image processing methods for identifying the PSL and the anatomical landmarks automatically. This will complement our work on PSL matching [20] and spatial normalization presented in this paper, in order to produce an end-to-end system for reading pairs of human back images, counting the PSL, and detecting appearing and disappearing PSL. Suspicious PSL will be further analyzed using shape and color and texture properties as in [41] .
