We show that the time evolution of an open quantum system, described by a possibly time dependent Liouvillian, can be simulated by a unitary quantum circuit of a size scaling polynomially in the simulation time and the size of the system. An immediate consequence is that dissipative quantum computing is no more powerful than the unitary circuit model. Our result can be seen as a dissipative Church-Turing theorem, since it implies that under natural assumptions, such as weak coupling to an environment, the dynamics of an open quantum system can be simulated efficiently on a quantum computer. Formally, we introduce a Trotter decomposition for Liouvillian dynamics and give explicit error bounds. This constitutes a practical tool for numerical simulations, e.g., using matrix-product operators. We also demonstrate that most quantum states cannot be prepared efficiently.
One of the cornerstones of theoretical computer science is the Church-Turing thesis [1, 2] . In its strong formulation it can be captured in the following way [3, 4] : "A probabilistic Turing machine can efficiently simulate any realistic model of computation." As such, it reduces any physical processthat can intuitively be thought of as a computational task in a wider sense -to what an elementary standard computer can do. Needless to say, in its strong formulation, the ChurchTuring thesis is challenged by the very idea of a quantum computer, and hence by a fundamental physical theory that initially was thought to be irrelevant for studies of complexity. There are problems a quantum computer could efficiently solve that are believed to be intractable on any classical computer.
In this way, it seems that the strong Church-Turing thesis has to be replaced by a quantum version [2] . Colloquially speaking, the quantum Church-Turing thesis says that any process that can happen in nature that one could think of as being some sort of computation is efficiently simulatable: Strong quantum Church-Turing thesis. Every quantum mechanical computational process can be simulated efficiently in the unitary circuit model of quantum computation.
Indeed, this notion of quantum computers being devices that can efficiently simulate natural quantum processes, being known under the name "quantum simulation," is the topic of an entire research field initiated by the work of Feynman [5] . Steps towards a rigorous formulation have been taken by Lloyd [6] and many others [7] .
Quite surprisingly, a very important class of physical processes appears to have been omitted in the quest for finding a sound theory of quantum simulation, namely dissipative quantum processes. Such processes are particularly relevant since, in the end, every physical process is to some extent dissipative. If one aims at simulating a quantum process occurring in a lab, one cannot, however, reasonably require the inclusion of all modes of the environment to which the system is coupled into the simulation. Otherwise, one would always have to simulate all the modes of the environment, eventually of the entire universe, rendering the task of simulation obsolete and futile. We argue that the most general setting in which one can hope for efficient simulatability is the one of Markovian dynamics [8] with arbitrary piecewise continuous time dependent control [9] . In any naturally occurring process the Liouvillian L determining the equation of motion
of the system state ρ is k-local. This means that the system is multipartite and L can be written as a sum of Liouvillians each acting nontrivially on at most k subsystems. In fact, all natural interactions are two-local in this sense. Since we are interested in processes which can be viewed as a computation, we assume that the subsystems are of fixed finite dimension. This is arguably the broadest class of natural physical processes that should be taken into account in a dissipative Church-Turing theorem and includes the Hamiltonian dynamics of closed systems as a special case.
In this work, we show the following. (i) Every time evolution generated by a k-local time dependent Liouvillian can be simulated by a unitary quantum circuit with resources scaling polynomially in the system size N and simulation time τ .
(ii) As a corollary, we obtain that the dissipative model for quantum computing [11] can be reduced to the circuit model -proving a conjecture that was still open.
(iii) Technically, we show that the dynamics can be approximated by a Trotter decomposition, giving rise to a circuit of local channels, actually being reminiscent of the situation of unitary dynamics. In particular, in order to reach a final state that is only ǫ distinguishable from the exactly time evolved state, it will turn out to be sufficient to apply a circuit of Km local quantum channels, where
is the number of time steps, K ≤ N k is the number of local terms in the Liouvillian, and b and c are constants independent of N , τ , K, and ǫ. Some obstacles of naive attempts to simulate dissipative dynamics are highlighted, and the specific role of the appropriate choice of norms is emphasized.
(iv) We also show that most quantum states cannot be prepared efficiently.
(v) In addition, the Trotter decomposition with our rigorous error bound is a practical tool for the numerical simulation of dissipative quantum dynamics on classical computers.
Setting. We consider general quantum systems consisting of N subsystems of Hilbert space dimension d. The dynamics is described by a quantum master equation (1) with a k-local Liouvillian of the form
where [N ] := {1, 2, . . . , N } and L Λ are strictly k-local Liouvillians. The subscript Λ means that the respective operator or superoperator acts nontrivially only on the subsystem Λ and we call an operator or superoperator strictly k-local if it acts nontrivially only on at most k subsystems. Each of the Liouvillians L Λ can be written [10] in Lindblad form [12] 
where D[X](ρ) := 2XρX † − {X † X, ρ} and may depend on time piecewise continuously. In particular, we do not require any bound on the rate at which the Liouvillians may change.
The propagators T L (t, s) are the family of superoperators defined by
for all t ≥ s. They are completely positive and trace preserving (CPT) and uniquely solve the initial value problem
The main result, which is a bound on the error of the Trotter decomposition, will be somewhat reminiscent of the Trotter formula for time dependent Hamiltonian dynamics derived in Ref. [13] . The main challenge comes from the fact that we are dealing with superoperators rather than operators. The key to a meaningful Trotter decomposition is the choice of suitable norms for these superoperators. The physically motivated and strongest norm is the one arising from the operational distinguishability of two quantum states ρ and σ, which is given by the trace distance dist(ρ, σ) := sup 0≤A≤1 tr(A(ρ − σ)). The trace distance coincides up to a factor of 1/2 with the distance induced by the Schatten 1-norm · 1 , where the Schatten pnorm of a matrix A is A p := (tr(|A| p )) 1/p . Therefore, we measure errors of approximations of superoperators with the induced operator norm, which is the so-called (1 → 1)-norm. In general the (p → q)-norm of a superoperator T ∈ B(B(H)) is defined as [14] T p→q := sup
The difficulty in dealing with these norms lies in the fact that for p < ∞ the p-norm does not respect k-locality, e.g.,
This problem is overcome by using the Lindblad form of the strictly k-local Liouvillians. In the end, all bounds can be stated in terms of the largest operator norm X t ∞ of the Lindblad operators X ∈ L Λ of the strictly k-local terms. The notation X ∈ L Λ means that X is one of the operators occurring in the Lindblad representation (4) of L Λ . From now on we assume that this largest operator norm a is everywhere bounded by a constant of order 1 and, in particular, independent of N , i.e., a ∈ O(1).
Main result. One can always approximate any dissipative dynamics generated by a k-local Liouvillian acting on N subsystems, even allowing for piecewise continuous time dependence, by a suitable Trotter decomposition. The error made in such a decomposition can be bounded rigorously. 
Theorem 1 (Trotter decomposition of Liouvillian dynamics). Let
This bound holds for any order in which the products over Λ are taken.
without changing the scaling (8) of the error.
All constants are calculated explicitly in the Appendix. The supremum in a can be replaced by suitable time averages over the time steps such that X t ∞ can be large for small times. Before we turn to the proof of this result, we discuss important implications.
Implication 1 (Dissipative Church-Turing theorem).

Time dependent Liouvillian dynamics can be simulated efficiently in the standard unitary circuit model.
Using the Stinespring dilation [15] , each of the Km propagators T LΛ (τ acting on the subsystem Λ and an ancilla system of size at most d 2k . These unitaries can be decomposed further into circuitsŨ j Λ of at most n = O(log α (1/ǫ SK )) gates from a suitable gate set using the Solovay-Kitaev algorithm [16] 
Note that for pure states, we have At this point a remark on the appropriate degree of generality of the above result is in order. The proven result applies to dynamics under arbitrary piecewise continuous time dependent k-local Liouvillians. It does not include non-Markovian dynamics as often resulting from strong couplings. However, not only this result, but no dissipative Church-Turing theorem, can or should cover such a situation: Including highly non-Markovian dynamics would mean to also include extreme cases such as an evolution implementing a swap gate that could write the result of an incredibly complicated process happening in the huge environment into the system. In such an intertwined situation it makes only limited sense to speak of the time evolution of the system alone in the first place. On the other hand, in practical simulations of non-Markovian dynamics, where the influence of memory effects is known, pseudomodes can be included [17] , thereby rendering the above results again applicable.
It has been shown recently [18] that the set of states that can be reached from a fixed pure reference state by k-local, time dependent Hamiltonian dynamics is exponentially smaller than the set of all pure quantum states. In fact, a more general statement holds true (see the appendix): Finally, Theorem 1 also provides a rigorous error bound for the simulation of local time dependent Liouvillian dynamics on a classical computer. Even though classical simulation of quantum mechanical time evolution is generally believed to be hard in time, we have the following result.
Implication 3 (Simulation on classical computers [19]).
For systems with short-range interactions and fixed time τ , the evolution of local observables can be simulated on classical computers with a cost independent of the system-size and arbitrary precision, e.g., using a variant of the time-dependent density matrix renormalization group method.
To approximate the evolution of local observables in the Heisenberg picture, one applies the Hilbert-Schmidt adjoint,
m ), of the Trotter approximation of the propagator to the observable. Lieb-Robinson bounds can be used to prove that dissipative dynamics under short-range Liouvillians is quasi-local and that the time evolution of local observables is restricted to a causal cone [19] . Channels of the Trotter circuit that lie outside the causal cone have only a negligible effect and can be removed. The error for the resulting approximation to the time evolved observable measured in the ∞-norm, is system-size independent.
This establishes a mathematically sound foundation for simulation techniques based on Trotter decomposition that have previously been used without proving that the approximation is actually possible; see, e.g., Refs. [20] .
Recently, CPT maps like the local channels in the Trotter decomposition (8) have even been implemented in the lab [21] .
Proof of theorem 1. We now turn to the proof of the main result. First we will find (1 → 1)-norm estimates (i) for T and (ii) for T − which will be used frequently. In the next step (iii) we derive a product formula, which we use iteratively (iv) to prove the Trotter decomposition. Finally, (v) we show how the second claim of the theorem concerning the approximation with the average Liouvillian can be proven. Throughout the proof we consider times t ≥ s ≥ 0.
(i) Because any CPT map T maps density matrices to density matrices, we have T 1→1 ≥ 1. In Ref. [14] it is shown that
for any CPT map T . Any self-adjoint operator A = A + − A − can, by virtue of its spectral decomposition, be written as the difference of a positive and negative part
and finally T 1→1 = 1.
(ii) For any Liouvillian K the propagator T K (t, s) is invertible and the inverse T
From the representation of T − as a reversely time-ordered exponential, the inequality
follows. This can be proved rigorously with the ideas from Ref. [23] (see the appendix).
For the case where K is strictly k-local, we use its Lindblad representation and the inequality
(iii) In the first step we use similar techniques as the ones being used for the unitary case [13] where differences of time evolution operators are bounded in operator norm by commutators of Hamiltonians. Applying the fundamental theorem of calculus twice, one can obtain for any two Liouvillians K and L
In the next step we take the (1 → 1)-norm of this equation, use the triangle inequality, employ submultiplicativity of the norm, and use (i) and (ii) to obtain
, which follows by the same arguments used in (ii) to bound K 1→1 . In the case where L is only k-local with K terms, [K u , L r ] 1→1 is increased by at most the factor K such that
The propagator can be written as
Using the inequality
and Eq. (14) iteratively, one can establish the result as stated in Eq. (8).
(v) For any strictly k-local Liouvillian K the propagator T K (t, s) can be approximated by the propagator of the average Liouvillian,
This can be shown using the techniques described above by lifting the proof from Ref. [18] to the dissipative case (see the appendix). A comparison of Eq. (17) with Eq. (14) shows that the error introduced by using the average Liouvillian is small compared to the error introduced by the product decomposition and does not change the scaling of the error.
Conclusion.
In this work we show that under reasonable assumptions the dynamics of open quantum systems can be simulated efficiently by a circuit of local quantum channels in a Trotter-like decomposition. This channel circuit can further be simulated by a unitary quantum circuit with polynomially many gates from an arbitrary universal gate set. As a corollary it follows that the dissipative model of quantum computation is no more powerful than the standard unitary circuit model. The result can also be employed for simulations on classical computers and in the physically relevant case where the Liouvillian only has short-range interactions the simulation of local observables can be made efficient in the system size. It also shows that systems considered in the context of dissipative phase transitions [11, 22] can be simulated in both of the above senses. The result can be seen as a quantum ChurchTuring theorem in the sense that under reasonable and necessary requirements any general time evolution of an open quantum system can be simulated efficiently on a quantum computer.
APPENDIX
In this appendix we elaborate on some of the technical aspects of our results and give explicit expressions for all involved constants. First, we give a detailed derivation of the error caused by the Trotter approximation for the time evolution under a time dependent k-local Liouvillian. Along the way we also derive a completely general bound for the Trotter error for arbitrary (not necessarily k-local) time dependent Liouvillians, which we don't need directly for the statements made in the paper, but which could be of interest independently as the bounds of our more specialized theorem is not optimal in certain situations. Secondly, we present a detailed derivation of the error that is made when the time evolution under the time dependent Liouvillian is replaced by that of the average Liouvillian on a small time step. Finally, we prove results on the scaling behavior of ǫ-nets used in Implication 2 to argue that only an exponentially small subset of states can be prepared with time dependent k-local Liouvillian dynamics in polynomial time from a fixed reference state. Our argument lifts the considerations from Ref. [18] to the space of density matrices and the physically relevant trace distance.
Trotter approximation for time dependent Liouvillians
We start by giving a detailed proof that for short time intervals it is possible to approximate the time evolution of a k-local time dependent Liouvillian K + L by splitting off a strictly k-local part K and performing the time evolution under L and K sequentially. 
where
We will use this theorem iteratively to bound the error caused by decomposing the propagators of arbitrary k-local Liouvillians into the propagators of the individual strictly klocal terms.
The proof of this theorem can be presented most conveniently as a series of Lemmas. From the main text (point (i) in the proof of the Theorem, page 3) we already know that completely positive and trace preserving (CPT) maps are contractive:
Lemma 3 (Contraction property of the propagator).
Let T be a CPT map. Then T 1→1 = 1.
We also need to bound the norm of the inverse propagator.
Lemma 4 (Backward time evolution). For t ≥ s: (i) T L (t, s) is invertible and its inverse is T − L (t, s) as defined by Eq. (11) in the main text. (ii) If the Liouvillian L is piecewise continuous in time then
Proof. First, we consider the case where L is continuous in time and use the theory presented in Ref. [23] and in particular the "properties" which are proven in this reference. The product integral of L is defined analogously to the Riemann integral,
Since T L (t, s) solves the initial value problem in Eq. (6) from the main text, T L (t, s) = t s exp(L r dr) which is exactly the statement of property 1.
(i) Property 3 precisely states that a product integral is invertible. It is not hard to see that the inverse of T L (t, s) solves the initial value problem (11) from the main text.
(ii) The inverse propagator is
Since matrix inversion is continuous,
We call this the reversely ordered product integral and use the convention 1 j=J X j := X 1 X 2 . . . X J . Using the submultiplicativity of the (1 → 1)-norm and the triangle inequality we obtain from Eq. (22)
The definition of the Riemann integral finishes the proof for the continuous case. If L is only piecewise continuous in time then (i) and (ii) hold for all the intervals where L is continuous and from that and the composition property
follows that (i) and (ii) hold on the whole time interval [s, t].
With these tools at hand we can now prove a bound on the Trotter error of two arbitrary (not necessarily k-local) time dependent Liouvillians.
Theorem 5 (General Trotter error). For two arbitrary time dependent Liouvillians K and L the Trotter error is given by
Proof. We use a similar argument as in Ref. [13] . With the fundamental theorem of calculus we obtain
Multiplying with T K (t, s)T L (t, s) from the left yields
With submultiplicativity of the (1 → 1)-norm and the bounds on the norms of the forward and backward propagators from Lemma 3 and 4 the result follows.
To complete the proof of Theorem 2 one needs to bound the norms [L r , K u ] 1→1 and K r 1→1 in (26) for the special case that K is strictly k-local and L is k-local with K strictly k-local terms. 
Proof. First, let both Liouvillians be strictly k-local. Hence each of them can be written with at most d k Lindblad operators. Let the Lindblad representations of K and L be
and
where 
L Λ is k-local with K terms the bound is increased by at most a factor of K.
Theorem 2 follows as a corollary of Theorem 5 and Lemma 6 by inserting the suprema of the bounds (28) and (29) into Eq. (26) . Instead of using suprema in the step from Eq. (25) to Eq. (26) one can take averages over b v and c r,u to obtain a better, but more complicated bound. One can also improve the scaling of the error with the size of the time steps by using higher order Trotter schemes as in Ref. [13] (time dependent case) or Ref. [24] (time constant case).
Approximation by the average Liouvillian
In the product formula in our Theorem 1 in the main text one can replace the time ordered integrals T LΛ (t, s) by ordinary exponentials of the time averaged Liouvillians. This is not essential to our argument concerning the quantum ChurchTuring thesis, but makes the result more useful for applications. The additional error caused by doing this is bounded in the following theorem: Theorem 7 (Approximation by the average Liouvillian). Let K be a strictly k-local Liouvillian acting on an operator space with local Hilbert space dimension d. Then for any t ≥ s
where the average Liouvillian
is indeed a Liouvillian, b = 2a 2 (2 + 4d k ), and a = max Xt∈K sup t X t ∞ .
Proof. We lift the proof from Ref. [18] to the dissipative setting. Let t ≥ s be fixed. Applying the fundamental theorem of calculus and the definition of K av , we obtain
The inequality in Eq. (16) from the main text yields Lemma 3 , and the submultiplicativity of the norm we know that for t ≥ u, r ≥ s
and similarly for K av . With (34) we obtain In the following we will argue that for every fixed initial state, the time evolution for a time interval of length τ under any (possibly time dependent) k-local Liouvillian yields a state that lies inside of one of N T ǫ-balls in trace distance. For times τ which are polynomial in the system size, N T is exponentially smaller than the cardinality of any ǫ-net (in trace distance) that covers the state space S. The case of Hamiltonian dynamics and state vectors is investigated in Ref. [18] . It will be convenient to use the Bachmann-Landau symbols O and Ω for asymptotic upper and lower bounds up to constant factors.
By using Theorem 1 of the main text, which provides an error bound for the Trotter approximation of a Liouvillian time evolution, together with the Stinespring dilation [15] and the Solovay-Kitaev algorithm [16] , one obtains the following: 
Proof. According to Theorem 1 of the main text, the propagator T L (τ, 0) of the Liouvillian time evolution can be approximated by a circuit an approximationŨ with operator norm accuracy ǫ 2 , given by a unitary circuit of N All gates = N SK N k m standard gates from the universal gate set. Note that for any pure state |ψ , we have 1 2 U |ψ ψ | U † ,Ũ |ψ ψ |Ũ † 1 ≤ U −Ũ ∞ and the 1-norm is non-increasing under partial trace. Tracing out the ancillas, we obtain an approximationT of T L (τ, 0) with error T L (τ, 0) −T 1→1 ≤ ǫ = ǫ 1 + 2ǫ 2 . The total number of different channelsT , which can arise in this way from the chosen universal gate set, is N T ≤ n SK NAll gates , i.e., for given c, τ, k, N and d, a number of N T standard gates are enough to approximate any T L (τ, 0) in (1 → 1)-norm to accuracy ǫ.
To conclude, we bound the order of N T .
log(N T ) ≤ N All gates log n SK 
Since we are interested in the scaling of log(N T ) for large N and small ǫ 1 , ǫ 2 we can assume that the argument of the logarithm is larger than 18 and use that log 
with C = c SK (3k) α (2c) 3 log n SK .
The above theorem shows that the time evolution under a klocal Liouvillian can be approximated by one out of N T many circuits to accuracy ǫ. The states that can be reached by any k-local Liouvillian time evolution, starting from a fixed initial state, are hence all contained in the union of N T ǫ-balls (in 1-norm) around the output states of these circuits.
