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INTRODUCTION 
For any sort of mathematical object and a notion of equivalence between 
such objects we shall mean by “an invariant given by linear recurrence 
relations” an assignment, p, to each object of an element of a commutative 
ring, R, which is completely and unambiguously determined by the condi- 
tion that it be constant on equivalence classes together with a family of 
relations of the form 
In each relation X is permitted to range over some subclass of the objects 
of the given sort (“objects to which the relation is applicable”); ri is an ele- 
ment of R; and Ci is some assignment to each object to which the relation 
is applicable of another object. 
Examples of such invariants include the homfly and Kauffman polyno- 
mials (and their specializations) for classical links and ambient isotopy; the 
dichromatic polynomial (in one of its forms) for graphs and graph- 
isomorphism; and Rota’s “Tutte-Grothendeick” invariants for matroids 
and matroid isomorphism [ 11). (Work of Kauffman [7, 8) and Jaeger [ 5) 
shows a close relationship between the knot-theoretic and graph-theoretic 
examples. ) 
Probably the first occurrence of such an invariant in mathematical 
literature is Whitney’s treatment of the chromatic polynomial for graphs 
[14], where the relations 
x(G) = x(G - 4 - XV%); 
x(G LI 4 = nx(G); 
6 
0095-8956/90 $3.00 
Copyright 0 1990 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
GRAPH INVARIANTS 
x(0) = 1 
suffice to determine the invariant (where, of course, G-e denotes G with 
the edge e deleted, and G, denotes G with the same edge contracted; 
(G II *) is the disjoint union of G and the vertex graph, and 4 denotes 
the empty graph). The first explicitly ring-theoretic treatment of such 
recurrences in graph theory was given by Tutte [ 121 (see also [ 131 for an 
extensive treatment of “V-functions”). 
The dichromatic polynomial (cf. Tutte [ 121 and Kauffman [ 7, S] ) is 
obtained by introducing a new variable into the first relation: 
Z(G)=Z(G-e)+vZ(G,); 
Z(G II *) =&T(G); 
Z(0) = 1. 
For loops, this recurrence must be interpreted by noting that if e is a 
loop, 
G-e-G,, 
but it can easily be modified by restricting the 
introducing a new relation for loops, as is done 
first relation 
in Joyce [6] 
to links, and 
(see below). 
1. INVARIANTS AND CANONICAL FORMS 
In the part of F-Y-H-L-M-O [4] due to Freyd and Yetter, the 
problem of demonstrating the unique existence of an ambient isotopy 
invariant of classical links (the homfly polynomial) was reduced to a 
canonical form problem which was then solved by methods from the theory 
of “rewrite systems” pioneered by Church and Rosser in their construction 
of models for the lambda calculus [3], as relined by Newman [lo] and 
Knuth and Bendix [9]. 
Rather than simply adapt the method for our application to graph 
theory, we now state it in great generality. We do so not because of any 
strict necessity, but because the method’s usefulness is such that it should 
be more widely known. 
Let C be a class of mathematical objects. By a C-form over R, we mean 
a formal R-linear combination of isomorphism classes of objects in C. 
To demonstrate that a set of linear recurrence relations defines an 
invariant, we then proceed as follows: 
Observe that the class of C-forms over R form a (possibly large in the 
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set-theoretic sense) R-module, R[C]. (Note: unlike Tutte’s generic V-func- 
tion construction [12], we do not take polynomials on isomorphism clases. 
This is possible since we nowhere posit multiplicativity under disjoint 
unions.) We can then pass to the quotient module R[C]/M, where A4 is 
generated by all instances of 
w- Y) 
whenever X and Y are equivalent under the given notion of equivalence, 
and by all instances of 
( X-Cr,C,W) ) 
whenever 
P(X) =c WC,(m) 
is an instance of one of the defining relations. 
If it can then be shown that the resulting quotient module is isomorphic 
to R (or more generally to a cyclic module R/Z), we have demonstrated the 
unique existence of an invariant valued in R (or R/Z) given by the family 
of recurrence relations. 
One way to do this is to replace the equivalence relation defining the 
quotient module by a family of “directed rewrite rules” of the form 
and then apply the following 
MAIN THEOREM. A family of directed rewrite rules is sufficient to 
demonstrate the existence of an R (resp. R/Z)-valued invariant of objects in C 
modulo the given equivalence and defined by the given linear recurrence 
relations tf the following conditions can be vertfied: 
Equivalence of Equivalences. The (R-linear) equivalence relation 
defined by declaring the RHS of each rule to be equivalent to the LHS is the 
same as that defining the quotient module R[C]/M. 
Well-foundedness. The rules satisfy the DCC: that is, there are no 
infinite sequences of correct applications starting with a single form. 
Local Confluence. Suppose that f is a C-form, and that it is possible to 
obtain a C-form, g, by a single application of a rule to f, and likewise that 
it is possible to obtain another C-form, h, by a single application of a 
(possibly different) rule to f Then there is a C-form, j, and a sequence of 
applications of rules leading from g to j, and another sequence of applications 
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leading from h to j (resp. there are C-forms j and k, such that when the coef- 
ficients are reduced module I, j becomes equal to k, and there are sequences 
of applications of rules leading from g to j and from h to k). 
Cyclicity. Any C-form to which no rules apply (“a terminal form”) is 
an R-multiple of some fixed object in C. 
ProoJ Cyclicity merely ensures that the invariant takes values in a 
quotient of R, not in some more general module. 
Equivalence of Equivalences simply ensures that the rewrite system 
captures the same notion of equivalence as the recurrences, and the given 
equivalence for which an invariant is sought. 
The crux of the proof is in verifying that Well-foundedness and Local 
Confluence are sufficient to give a unique terminal form reachable from any 
given form. This is in essence a result of Newman [lo]. We sketch what 
seems the shortest proof: 
Suppose there were a counterexample; then by DCC there is a counter- 
example which is minimal in the sense that any form reachable from it by 
applications of the rules is not a counterexample. It is easy to use Local 
Confluence to derive a contradiction from such a counterexample. 
Before proceeding to consider applications of the Main Theorem in the 
context of graph theory, we make some remarks about its application in 
general. 
Verifying Cyclicity consists in showing that all C-objects except one have 
some rewrite rule applicable to them, while verifying Equivalance of Equiv- 
alences consists in showing that the C-forms 
RHS - LHS 
for each instance of the rewrite rules generate the module M. 
Well-foundedness is easily verified by finding a natural number-valued 
measure of “complexity” for C objects with the property that each rewrite 
rule replaces a C object with an R-linear combination of less complex ones. 
Local Confluence would in general be almost impossible to verify. 
However, in practice, the forms to which a rule is applicable, and modifica- 
tions used to give the RHS in terms of the LHS, are of a “local” nature, 
and it suffices to verify instances with “overlapping domains of effect,” what 
Knuth and Bendix [9] call “superpositions.” In Freyd and Yetter (as in the 
non-linear version in the work of Church and Rosser) the rules are context- 
free substitutions in words, and the domain of effect is the portion of the 
word actually changed. In the present context, all rules will replace a graph 
with a linear combination of graphs obtained by modifying some (simple) 
subgraph, and will be applicable to any occurrence of that subgraph. 
The domain of effect will be any sufficiently small neighborhood of the 
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subgraph (when the graph is viewed as a l-complex with some extra 
structure). 
Finally, we note that one need not have a particular ideal, I, in mind 
when applying the Main Theorem: as one attempts to verify Local 
Confluence, one can “build” the ideal by taking as generators any relations 
among coefficients which are discovered to be sufficient (and if possible 
necessary) to make Local Confluence hold. 
2. BEYOND THE DICHROMATIC POLYNOMIAL 
By graphs we shall mean undirected graphs, possibly with multiple edges 
and loops, and by proper graphs, we shall mean undirected graphs without 
multiple edges or loops. 
We begin by considering a definition of dichromatic polynomial agreeing 
with that given above on proper graphs, but differing on general graphs. 
Joyce [6] gives an interpretation of the dichromatic polynomial, in 
which Z(G, v, n) counts the number of graph homomorphisms from G to 
a graph on n-vertices in which there is exactly one edge between each pair 
of distinct vertices, and u loops at each vertex. This parameterization of the 
dichromatic polynomial is given by the linear recurrences: 
Z(G, u, n)=Z(G-e, u, n) + uZ(G,, 0, n), whenever e is a link; 
Z(G, 0, n) = uZ(G - A, ZI, n), whenever A is a loop; 
Z( G LI *, u, n) = nZ( G, tl, n); 
Z(0, 21, n) = 1. 
That these rules are satisfied by the invariant described by Joyce’s inter- 
pretation is clear. That they determine it completely is easily seen by 
application of the Main Theorem: 
Let R = Z[v, n], and consider the rewrite rules on graphical forms: 
and 
G + (G-e) + u(G,), whenever e is a link of G; 
G-m(G-A), whenever A is a loop of G; 
(G LI *) + n(G). 
Now, note that one of these rules applies to any non-empty graph, and 
thus a terminal form must be a multiple of the empty graph. It is also clear 
that these rules generate the same equivalence on forms as quotienting by 
the submodule, A4, constructed from the linear recurrence relations as in 
Section 1. 
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The DCC follows immediately when it is observed that each rule 
decreases (No. vertices + No. edges). And finally Local Confluence is 
trivially verified, when it is noticed that no two instances of the rules can 
have overlapping domains of effect, in the obvious sense. 
The reader who works through the details will immediately notice that 
the proof will carry a stronger result (if one is willing to abandon Joyce’s 
interpretation): 
THEOREM. The linear recurrence relations 
W) = xll/(G - 4 + YW,), whenever e is a link of G; 
W) = zti(G - 4, whenever ;1 is a loop of G; 
ti(G LJ *) = nW); 
and 
t40)=1 
completely determine a Z[Ix, y, z, n]-valued invariant of graphs. 
The following observes some elementary properties of $: 
PROPOSITION. t,b (G) satisfies the following: 
1. n-degree( $( G)) = No. vertices(G). 
2. z-degree( $( G)) = dim( H,( G, R)). 
3. @ is homogeneous in x, y, and z, and (x, y, z)-degree ($(G)) = 
No. edges(G). 
4. For x, y, and n positive integers, IC/(G)(x, y, y, n) is the number of 
graph homomorphisms from G to a graph with n vertices, x links between any 
pair of distinct vertices, and y loops at each vertex. 
Proof For 1 observe that by applying the first two recurrences 
repeatedly to eliminate all edges, one is left with a linear combination of 
edgeless graphs, one of which has the same number of vertices as the 
original graph, while all others have fewer vertices. The -highest n-degree 
terms will result by applying the third relation to this graph as many times 
as the graph has vertices. 
For 2, apply the following procedure iteratively: if any summand in 
the form is a multiple of a graph with a link, choose a link in it and apply 
the first relation. This procedure must end with a form which is the sum of 
graphs whose only edges are loops. Notice also that the summands which 
replace any graph at any step in the procedure have the same H, as the 
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graph which they replace. But for graphs with loops only, the result is 
clear. 
For 3 observe that elimination of any edge results in a summand 
whose coefficient’s (x, y, z)-degree is one greater than the coefficient of the 
summand they replace. 
the 
For 4 one must check that the cardinality 
specializations of the recurrences. 
of the set of maps satisfies 
One way to describe other invariants given by recurrences in which sub- 
graphs are replaced by “simpler” ones is to consider subgraphs larger than 
those involved in contracting or excising edge and valence-0 vertices. 
Tutte’s V-functions (cf. [ 12, 131) are examples of such invariants: as in 
[ 131, let Xn denote the graph with a single vertex with n loops, and let X, 
be a sequence of elements in some ring R. The recurrences 
f(G) =fW - 4 +fW,L whenever e is a link of G, 
f(G LI xl) = -%fW) 
and 
fua=l 
uniquely determine a V-function. (It is a trivial exercise to apply the Main 
Theorem to show that these recurrences define an R-valued graph 
invariant, and then to show that these invariants satisfy the other defining 
property of V-functions: 
fWW=fWfW) 
for arbitrary graphs G and H.) It follows from a result of Tutte [ 131 that 
any V-function so arises. 
It should also be noted that in investigations of generalizations of the 
chromatic polynomial to infinite graphs, Biggs and Meredith [2] have con- 
sidered recurrences in which contraction and deletion occur over subgraphs 
larger than single edges in ways other than deletion of whole components. 
We choose instead to consider only contraction and deletion over edges 
and valence-0 vertices, but to make the recurrence for contraction-deletion 
context sensitive in the minimal possible way. 
Viewing graphs topologically-as one-complexes with some extra 
data-the minimal data stronger than the distinction between links and 
loops about the way in which an edge sits in a graph is given for links by 
the pair of valences of its endpoints, and for loops by the valence with 
which the loop is incident. To be precise, this data completely determines 
the isomorphism type of any sufficiently small neighborhood of the edge 
(i.e., the germ of the edge). 
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We now consider the effect of replacing the coefficients in the relations 
for II/ with functions of this minimal embedding data: 
Consider the recurrence 
Q(G) = rh 4 ~W,) + &Cm, 4 Q(G - 4, 
whenever e is a link with endpoint of 
valences m and n; 
Q(G) = A(m) SZ(G - A), whenever 1 is a loop on a vertex of valence m; 
SZ(G LI *) = d(G); 
and 
!2(@)= 1. 
As it stands, this is not well defined: we cannot take a set of indeterminates, 
and have this make sense. We have, however: 
THEOREM. rf y, E : Z +* + R, and 1: (Z + - ( 1 > ) + R are functions valued 
in a commutative ring, R, satisfying 
WO y and E are symmetric functions of their two variables 
Wl W-4 146 m-2)=2(1+m-2)y(l,m), for lal,m>,3; 
W2 A(m) &(I, m-2)=;l(m-1)&(&m), for I>,l,m23; 
W3 y(m,n)y(l,m+n-2)=y(l,m)y(l+m-2,n), for l,nal,m>,2; 
W4 y(m,n)@,m+n-2)=E(E,m)y(m-l,n), for l,n>l,m>,2; 
and 
W5 c(m, n) &(I, m - 1) = &(I, m) c(m -- 1, n); 
and v is any element of R, then the recurrences 
describe a well-defined R-valued invariant of grahs. 
given above 
Proof: We consider the obvious set of rewrite rules on graphical forms: 
G + y(m, W%) + dm, n)(G - 4, whenever e is a link 
with endpoint of valences m and n; 
G -+ A(m)( G - A), whenever 1 is a loop on a vertex of valence m; 
(G LI *) + v(G); 
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Equivalence of Equivalences is obvious, as is Cyclicity. Well-foundedness 
follows by noting the all rules decrease (No. vertices(G) + No. edges(G)). 
The real work is Local Confluence. 
First, note that WO is necessary, since one can apply the first rule to an 
edge seen as having endpoints of valences m and n, or n and m. Next 
observe that the domain of effect for each of the first two rules may be 
taken as any sufficiently small neighborhood of the edge involved (i.e., 
representing the germ), while for the third rule the vertex is removed. The 
third rule thus commutes with each of the others. The only superpositions 
thus arise from applications of the first two rules to edges with a common 
endpoint. For applications of the first rule to edges with both endpoints in 
common, and of the second rule to two loops on the same vertex, the 
verification of local confluence (without restriction on the coefficients) is 
trivial. 
For the case of two links with a single common endpoint: let G be a 
graph, e andfedges with a single common endpoint of valence m, and sup- 
pose the other endpoint of e (resp. f) has valence 1 (resp. n). Now applying 
the first rule to e, and then to fin each of the resulting summands yields 
G -+ ~(6 m)(C) + ~(4 m)(G - 4 
-+ ~(4 4 yV+ m - 2, n)(Cf) + ~(4 m) @+ m - 2, n)(G, -f) 
+ ~(4 m) y(m - 1, n)((G - e)J + ~(1, m) c(m - 1, n)(G- e-f), 
while applying the first rule to f, and then to e in each of the resulting 
summands yields 
G + y(m, n)@) + 4m, n)(G -S) 
--+ y(m, 4 144 m + n - 2Wfe) + y(m, 4 Q, m + n - WG,- 4 
+ c(m, n) ~(1, m - l)((G -f)J + c(m, n) ~(1, m - l)(G -f- e). 
For the case of a link and a loop which share a vertex: Let H be a graph, 
containing a link, g, and a loop h, both incident with a vertex of valence, 
m, and suppose the valence of the other endpoint of g is 1. Now applying 
the second rule to h, and then the first rule to g in the result yields 
H+A(m)(H-h) 
--+@n)y(l,m-2)((H-h),)+i(m)~(Z,m-2)(H-h-g), 
while applying the first rule to g, and then the second rule to h in each of 
the resulting summands yields 
H + ~(4 m)(H,) + ~(6 NW-g) 
*y(Z,m)iZ(I+m-2)(H,-h)+~(Z,m)A(m-l)(H-g-h). 
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Observing that G,-= G,, G,-f=(G-f),, (G-e)f=Gf-e, G-e-f= 
G-f-e, Hg -h=(H-h),, and H-g-h=H-h-g and equating the 
coefficients then shows that Local Confluence is satisfied, provided WO to 
W5 in the statement of the theorem hold. The generic invariant satisfying 
such is thus valued in the quotient of the polynomial ring on v, the 
y(m, n)‘s, ~(m, n)‘s, and J.(m)% modulo the ideal generated by all instances 
of the relations WO to W5. 
Of course, it remains to be shown that there are any non-constant 
choices of y, E, and A which satisfy WO to W5. To do this, it is convenient 
to localize the ring of values so as to make the ~(m, rt))s invertible. 
By applying WO and W5, it is then possible to conclude that 
Vm>22,1>,1 c(m, n)/E(m, E) = c(m - 1, n)/E(m - 1, I). 
Thus if we let 
c(m, n + l)/s(m, yt) = r(n), 
we have 
Now we can use W2 to solve for the A(m)‘s in terms of the r(i)‘s and 
4 2): 
i(m)(‘fi1ri)(mfj3ri)&(l, l)=X(m-1)(/z ri)(mjjlri)s(l, 1). 
i=l i=l i= 1 i= 1 
Dividing, we obtain 
A(m) = r(m -. l)r(m-2)L(m- l), 
and thus 
We now use W4 to solve for y(m, n) in terms of the r(j)‘s and y = y(2,2). 
Expressing the E’S in terms of the T’S and dividing by E( 1, 1 ), we have 
Thus, if n > 2, we have 
582b/48/1-2 
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while 
y(m, 2)=y(m- 1,2)=Y 
y(m, l)=r(m-l)y(m-l,l). 
Solving these recurrences, we obtain 
YU, l)=w-l Y 
Vm ~(2, ml = y(m, 2) = Y 
Vm>2 ~(1, m)=y(m, l)=r(m)..+r(2)y 
Vm>2VJn>2 rb-4 4 = yh m) 
= [r(3))’ aeer(m)-l] e-e [r(n)-’ e.ar(m+n-3)-‘] y. 
In this last result, the product is grouped as it is since it is best to think 
of it in this way when verifying that Wl and W3 hold. 
We leave the actual verification that Wl and W3 hold for the y’s, E’S, and 
A’s given in terms of the r(j)‘s as above to the reader. 
We have thus shown that coefficients satisfying WO to W5 can be con- 
structed in any commutative ring R, from arbitary elements y, A ( =A(2)), 
v, a unit E ( = E( 1, 1 )), and a sequence of units, r(i), i = 1, 2, . . . . 
Rather than continue at this level of generality, we now turn to consider 
some specific invariants of this type: 
EXAMPLE Consider R = Z [y, A, E, E- ‘, Y, r - ’ ] and let y(i) = r for all i. 
Then we have an R-valued invariant of graphs, A, uniquely defined by the 
relations 
A(G) = r”+“yA(G - e) + rp(“-2)(n-22) uf(G,), 
whenever e is link joining vertices of valences m and n; 
A(G) = r2”U(G - e), 
A(G LI *) = v/i(G); 
A(@) = 1. 
whenever e is a loop on a vertex of valence m; 
EXAMPLE. If we want an invariant which is insensitive to the presence 
of loops on the vertices, it is necessary and sufficient to have l(i) = 1 for all 
i. Thus setting A(2) = 1, and letting r(i) = r(-“), for some fixed unit Y, gives 
an invariant which is unchanged by adding loops at any vertex. The most 
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general such invariant is valued in R = Z [y, A, v, E, E - ‘, Y, Y - ’ 1, and is given 
by the relations 
Y(G)=yY(G-e)+S(G,), whenever e is a link both 
of whose end vertices have even valence; 
l’jG)=yY(G-e)+cr-‘Y(G,), whenever e is a link 
with end vertices one of odd valence, one of even valence; 
Y(G) = yrY(G - e) + EY-*~(G~), whenever e is a link 
both of whose end vertices have odd valence; 
Y(G)= Y(G-e), whenever e is a loop; 
Y(G LI *) = vY(G); 
and 
Y(0) = 1. 
We can now show that these invariants are not just disguised V-func- 
tions. It is an easy corollary of a result of Tutte [ 131 that the value of any 
V-function for a tree is determined by the number of vertices of the tree. 
The reader may easily verify, however, that if P, is the path with four 
vertices, while T is the tree with three leaves and a vertex of valence 3, then 
A( PJ = (r3yv + &)3 Y - % 
but 
A(T) = (r3yv + E) v. 
It is, of course, still conceivable that some (or indeed all) of these 
invariants can be expressed in terms of V-functions and of invariants 
depending in an easy way on valence pairs. 
Many open questions remain: Are there satisfactory interpretations of 
these invariants in terms of standard graph-theoretic notions? Are these 
invariants reconstructible? Can one give a generalization of Tutte’s “inter- 
nal and external activities” applicable in this case? Can these invariants be 
applied in statistical mechanics in a way analogous to that which leads 
from the dichromatic polynomial to the partition function for the Potts 
model (cf. Biggs [ 1 ] and Kauffman [ 8])? Are there any applications of 
these invariants to knot theory via constructions similar to those in 
Kauffman [7] or Jaeger [ 5]? 
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