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FUBINI-STUDY METRICS AND LEVI-CIVITA CONNECTIONS ON
QUANTUM PROJECTIVE SPACES
MARCO MATASSA
Abstract. We introduce analogues of the Fubini-Study metrics and the corresponding Levi-
Civita connections on quantum projective spaces, following the approach of Beggs and Majid.
We define the quantum metrics as two-tensors, symmetric in the appropriate sense, in terms
of the differential calculi introduced by Heckenberger and Kolb. We define connections on
these calculi and show that they are torsion free and cotorsion free, where the latter condition
uses the quantum metric and is a weaker notion of metric compatibility.
Introduction
Metrics and connections are two of the cornerstones upon which our description of differ-
ential geometry is built, hence it is desirable to extend these notions to the realm of quantum
spaces. By quantum spaces, we mean a class of appropriately defined non-commutative alge-
bras, which we interpret as quantizations of functions on the underlying classical spaces. There
are various possible perspectives on this problem and we will recall some of them below. The
goal of this paper is to introduce certain appropriate analogues of the Fubini-Study metrics
and the corresponding Levi-Civita connections for the quantum projective spaces, generalizing
the results of [Maj05] obtained in the case of the quantum two-sphere.
Given a (unital) non-commutative algebra A, one possible approach to introduce a metric
is the theory of compact quantum metric spaces [Rie04], developed by Rieffel following the
ideas of Connes. In this theory one introduces a metric on the state space of A in terms of an
appropriately defined Dirac operator, which should satisfy some properties. Such Dirac oper-
ators are readily available for quantum projective spaces, see [DąDA10]. Roughly speaking,
what is being quantized in this approach is the distance between points, since in the com-
mutative situation the points can be identified with the pure states. Instead we are looking
for a quantization of the metric tensor, since we want to have some notion of compatibility
between a connection and a metric. For this reason we will follow the approach to quantum
Riemannian geometry promoted by Beggs and Majid, see the recent book [BeMa20].
Let us recall some of the ideas of this approach. Given an algebra A, the first step is the
introduction of a differential calculus Ω• over A. In terms of this calculus, a quantum metric
can be defined as an element g ∈ Ω1 ⊗A Ω1 satisfying an appropriate invertibility condition.
Connections can be defined in the standard algebraic sense. Given a connection ∇ on Ω1,
there is a standard notion of torsion as well. Next, the notion of cotorsion is introduced, to
capture the notion of metric compability of ∇ with respect to a quantum metric g.
This setup can be applied to quantum projective spaces, which we regard as one family
within the class of quantum irreducible flag manifolds. It turns out that all the quantum
spaces in this class admit canonical differential calculi Ω•, introduced by Heckenberger and
Kolb in [HeKo04, HeKo06]. We refer to these calculi as canonical since, as soon as some
natural conditions are imposed, they are uniquely defined. These quantum spaces and their
differential calculi admit a uniform description, which we will adopt in this paper, making
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simplifications relative to the quantum projective spaces only when needed. We expect that
the results obtained in this paper will hold more generally for all quantum irreducible flag
manifolds, with those obtained here providing important steps in this direction.
Having the calculi Ω• at our disposal, we can investigate quantum metrics and connections
on them. We will denote by B the algebra of a generic quantum projective space. Our first
main result will be the existence of quantum metrics in the sense of Definition 3.4, which also
requires the existence of appropriately defined inverse metrics.
Theorem (Theorem 6.11). Any quantum projective space B admits a quantum metric g ∈
Ω1 ⊗B Ω
1. Moreover, in the classical limit it reduces to the Fubini-Study metric.
Next, we look at connections on the first-order differential calculi Ω1. We will show the
existence of some particular connections and investigate the properties of torsion and cotor-
sion. The latter involves the quantum metric g introduced above. In particular, the condition
of cotorsion freeness should be seen as a weaker notion of compatibility with the metric (see
Definition 3.10 and the remarks after that). Our second main result is the following.
Theorem (Theorem 7.7). Any quantum projective space B admits a connection ∇ : Ω1 →
Ω1 ⊗B Ω
1 which is torsion free and cotorsion free. Moreover, in the classical limit it reduces
to the Levi-Civita connection for the Fubini-Study metric on the cotangent bundle.
A connection with these properties is called a weak Levi-Civita connection in [BeMa20],
since the ordinary Levi-Civita connection (on the tangent bundle) can be characterized as the
unique connection which is torsion free and compatible with the metric.
Our results generalize those of [Maj05] for the quantum two-sphere, since it can be regarded
as the simplest case of a quantum projective space. Recall that a quantum metric and a
connection are the main ingredients needed to study quantum Riemannian geometry in the
sense of [BeMa20]. This program is carried out further in [Maj05], where it is shown for
instance that the quantum two-sphere satisfies an analogue of the Einstein condition, that is
the (appropriately defined) Ricci tensor is proportional to the quantum metric. We conjecture
that this will hold for all quantum projective spaces (and more generally for all quantum
irreducible flag manifolds) and plan to tackle this problem in future research.
Finally, let us see how our results compare to the existing literature on connections for
quantum projective spaces. A lot of attention has been reserved to the case of line bundles,
for instance we mention [KLvS11, KhMo11] for their focus on complex geometry. More
relevant for us is the paper [ÓBu12], where the theory of quantum principal bundles is used
to introduce a connection on the cotangent bundle, using a non-canonical calculus on the total
space (the quantum special unitary group, in this case). We point out that the compatibility
with a quantum metric is not explored, and extensive use is made of the explicit algebraic
relations, making it hard to generalize to arbitrary quantum flag manifolds.
It is worth mentioning that the connections introduced in [ÓBu12] turn out to coincide with
those described here. This follows from the results of [GKÓ+20], where the existence (and
uniqueness) of a covariant connection on the Heckenberger-Kolb calculus Ω1 over a generic
quantum irreducible flag manifold is proven by representation-theoretic methods. These can
be also used to show that this connection is torsion free. However, it remains unclear how to
use these methods to show compatibility with a quantum metric, namely showing that the
connection is cotorsion free. This justifies the more concrete approach taken in this paper,
which allows to explore the compatibility with the metric in detail.
Let us now discuss the organization of this paper. The first four sections contain various
background material, presented in a form suitable for our needs. In Section 1 we recall some
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basic facts about quantum groups, while in Section 2 we recall various identities holding
in the setting of rigid braided monoidal categories, which we will use throughout the text.
In Section 3 we give the precise definitions involving differential calculi, quantum metrics
and connections. In Section 4 we describe the quantum irreducible flag manifolds following
[HeKo06], with some small changes. Section 5 is also largely explanatory, as we recall the
description of the Heckenberger-Kolb calculi for quantum irreducible flag manifolds, but we
also prove various alternative expressions for some of the relations of the calculi.
Section 6 and Section 7 contain the proofs of our main results. In Section 6 we introduce
the quantum metrics, discuss some of their properties and finally prove the existence of
appropriate inverse metrics. In Section 7 we introduce two connections on the holomorphic
and antiholomorphic part of the calculi. Their direct sum gives a connection which we show
to be torsion free and cotorsion free. Many of the technical computations are relegated to the
appendices, in order to make the main text more readable.
In Appendix A we recall various results about (classical) projective spaces, to facilitate the
comparison with the quantum case. In Appendix B we prove many of the technical identities
that will be used in the main text. Finally in Appendix C we introduce certain bimodule
maps, that will be used to define the inverse metrics.
Acknowledgements. I would like to thank Réamonn Ó Buachalla for his comments on a
preliminary version of this paper.
1. Quantum groups
1.1. Quantized enveloping algebras. We will use the conventions of the book [KlSc97],
since they are also used in [HeKo06]. Let g be a complex simple Lie algebra. Given a real
number q such that 0 < q < 1, the quantized enveloping algebra Uq(g) is a certain Hopf
algebra deformation of the enveloping algebra U(g), defined as follows. It has generators
{Ki, Ei, Fi}
r
i=1, with r := rank(g), and relations as in [KlSc97, Section 6.1.2]. In particular,
the comultiplication, antipode and counit are given by
∆(Ki) = Ki ⊗Ki, ∆(Ei) = Ei ⊗Ki + 1⊗Ei, ∆(Fi) = Fi ⊗ 1 +K
−1
i ⊗ Fi,
S(Ki) = K
−1
i , S(Ei) = −EiK
−1
i , S(Fi) = −KiFi,
ε(Ki) = 1, ε(Ei) = 0, ε(Fi) = 0.
Given λ =
∑r
i=1 niαi we will write Kλ := K
n1
1 · · ·K
nr
r . Let ρ :=
1
2
∑
α>0 α be the half-sum of
the positive roots of g. Then we have S2(X) = K2ρXK−12ρ for any X ∈ Uq(g).
We will also consider a ∗-structure on Uq(g), which in the classical case corresponds to the
compact real form u of g. We can take for instance
K∗i = Ki, E
∗
i = KiFi, F
∗
i = EiK
−1
i .
The precise formulae are not so important here, as any equivalent ∗-structure will work equally
well for our purposes. We will write Uq(u) := (Uq(g), ∗) when we consider Uq(g) endowed with
the ∗-structure corresponding to the compact real form.
1.2. Quantized coordinate rings. The quantized coordinate ring Cq[G] is defined as a
subspace of the linear dual Uq(g)∗. We take the span of all the matrix coefficients of the
finite-dimensional irreducible representations V (λ) (see below). It becomes a Hopf algebra by
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duality in the following manner: given X, Y ∈ Uq(g) and a, b ∈ Cq[G] we define
(ab)(X) := (a⊗ b)∆(X), ∆(a)(X ⊗ Y ) := a(XY ),
S(a)(X) := a(S(X)), 1(X) := ε(X), ε(a) := a(1).
Moreover it becomes a Hopf ∗-algebra by setting
a∗(X) := a(S(X)∗).
We write Cq[U ] := (Cq[G], ∗) for Cq[G] endowed with this ∗-structure.
We have a left action ⊲ and a right action ⊳ of Uq(g) on Cq[G] given by
(X ⊲ a)(Y ) := a(Y X), (a ⊳ X)(Y ) := a(XY ).
Using the action of Uq(g) on Cq[G] we can define quantum homogeneous spaces.
1.3. Matrix coefficients. The representation theory of Uq(g) is essentially the same as that
of U(g), hence of g. In particular we have analogues of the highest weight modules V (λ) for
any dominant weight λ, which we will denote by the same symbol. Given a finite-dimensional
representation V , we define its matrix coefficients by
(cVf,v)(X) := f(Xv), f ∈ V
∗, v ∈ V, X ∈ Uq(g).
These elements span Cq[G], according to the description given above.
We will say that an inner product (·, ·) on V is Uq(u)-invariant if it satisfies
(Xv,w) = (v,X∗w), ∀v, w ∈ V, ∀X ∈ Uq(u).
Here we use the ∗-structure of Uq(u). It is well-known that an Uq(u)-invariant inner product
exists on every representation V (λ), and it is unique up to a constant. We will typically write
{vi}i for an orthonormal weight basis of V (λ) with respect to (·, ·), and write λi for the weight
of vi. We will also denote by {f i}i the corresponding dual basis of V (λ)∗.
2. Categorical preliminaries
The category of finite-dimensional Uq(g)-modules is braided monoidal, that is we have a
tensor product and an analogue of the flip map. We will use some of the language of tensor
categories to make our computations more natural, with [EGNO16] as our main reference.
2.1. The braiding. A braiding on a monoidal category is the choice of a natural isomorphism
X⊗Y ∼= Y ⊗X for each pair of objects X and Y , satisfying the hexagon relations [EGNO16,
Definition 8.1.1]. It is a generalization of the flip map in the category of vector spaces.
For the category of finite-dimensional Uq(g)-modules we will write the braiding as
RˆV,W : V ⊗W →W ⊗ V.
An important relation satisfied by the braiding is the braid equation, which is
(RˆW,Z ⊗ idV )(idW ⊗ RˆV,Z)(RˆV,W ⊗ idZ) = (idZ ⊗ RˆV,W )(RˆV,Z ⊗ idW )(idV ⊗ RˆW,Z),
acting on V ⊗W ⊗Z for any modules V,W,Z. In the following we will employ a leg-notation
for the action on tensor products, in terms of which the braid equation reads
(RˆW,Z)12(RˆV,Z)23(RˆV,W )12 = (RˆV,W )23(RˆV,Z)12(RˆW,Z)23. (2.1)
A braiding on the category of finite-dimensional Uq(g)-modules is not quite unique. We
will adopt the same choice as [HeKo06], which is described as follows. Consider two simple
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modules V (λ) and V (µ) and choose a highest weight vector vλ for the first and a lowest weight
vector vw0µ for the second. Then the braiding is completely determined by
RˆV (λ),V (µ)(vλ ⊗ vw0µ) = q
(λ,w0µ)vw0µ ⊗ vλ.
Here (·, ·) denotes the usual non-degenerate symmetric bilinear form on the dual of the Cartan
subalgebra of g (rescaled so that (α, α) = 2 for short roots α, for definiteness). Indeed, vλ⊗vw0µ
is a cyclic vector for V (λ)⊗V (µ), hence RˆV (λ),V (µ) is completely determined by the action on
this vector and the fact that it is a Uq(g)-module map.
2.2. Duality. The notion of duality in a monoidal category is captured by the existence of
evaluation and coevaluation morphisms. In our setting these are maps
evV : V
∗ ⊗ V → C, coevV : C→ V ⊗ V
∗,
ev
′
V : V ⊗ V
∗ → C, coev′V : C→ V
∗ ⊗ V,
satisfying certain duality relations to be recalled below. Here V is a finite-dimensional Uq(g)
module and V ∗ its linear dual. The maps evV and coevV are related to the existence of a left
dual, while ev′V and coev
′
V to the existence of a right dual. In the case of Uq(g), the property
S2(X) = K2ρXK
−1
2ρ guarantees that the two duals can be identified.
Let us now discuss the explicit formulae for the category of finite-dimensional Uq(g)-
modules. Take a weight basis {vi}i of V , with λi the weight of vi, and a dual basis {f i}i
of V ∗. Then the evaluation and coevaluation maps are given by
evV (f
i ⊗ vj) = δ
i
j, coevV =
∑
i
vi ⊗ f
i,
ev
′
V (vi ⊗ f
j) = q(2ρ,λi)δji , coev
′
V =
∑
i
q−(2ρ,λi)f i ⊗ vi.
Here the factor q(2ρ,λi) comes from the action of K2ρ, which is related to the square of the
antipode mentioned above. In the following we will use the abbreviations
EV := evV , E
′
V := ev
′
V , CV := coevV , C
′
V := coev
′
V .
We will also use a leg-notation for the action of these morphisms on tensor products. Given
elements v ∈ V and f ∈ V ∗, we write
(EV )i,i+1(w1 ⊗ · · · ⊗ wi−1 ⊗ f ⊗ v ⊗ wi+2 ⊗ · · · ⊗ wn)
:= EV (f ⊗ v)w1 ⊗ · · · ⊗ wi−1 ⊗ wi+2 ⊗ · · ·wn,
while for the coevaluation we write
(CV )i(w1 ⊗ · · · ⊗ wn) := w1 ⊗ · · · ⊗ wi−1 ⊗
∑
j
vj ⊗ f
j ⊗ wi ⊗ · · · ⊗ wn.
Similarly for E ′V and C
′
V . Using this leg-notation, the duality relations of [EGNO16, Section
2.10] for the evaluation and coevaluation morphisms can be written as follows
(EV )23(CV )1 = id, (EV )12(CV )2 = id,
(E ′V )23(C
′
V )1 = id, (E
′
V )12(C
′
V )2 = id.
(2.2)
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We also have various compatibility relations with the braiding RˆV,W , since the latter is a
natural isomorphism. For the evaluation morphisms we have
(EV )12 = (EV )23(RˆV ∗,W )12(RˆV,W )23, (EV )23 = (EV )12(RˆW,V )23(RˆW,V ∗)12,
(E ′V )12 = (E
′
V )23(RˆV,W )12(RˆV ∗,W )23, (E
′
V )23 = (E
′
V )12(RˆW,V ∗)23(RˆW,V )12.
(2.3)
Similarly, for the coevaluations morphisms we have
(CV )1 = (RˆW,V ∗)23(RˆW,V )12(CV )2, (CV )2 = (RˆV,W )12(RˆV ∗,W )23(CV )1,
(C ′V )1 = (RˆW,V )23(RˆW,V ∗)12(C
′
V )2, (C
′
V )2 = (RˆV ∗,W )12(RˆV,W )23(C
′
V )1.
(2.4)
Finally we will need the following identity, valid for a simple module V .
Lemma 2.1. Let V = V (λ) be a simple module. Then we have
EV ◦ RˆV,V ∗ = q
−(λ,λ+2ρ)E ′V .
Proof. Observe that both EV ◦ RˆV,V ∗ and E ′V are morphisms from V ⊗ V
∗ to C. Since V is
a simple module, we must have EV ◦ RˆV,V ∗ = cE ′V for some c ∈ C. To find the constant we
evalute both sides at v1 ⊗ f 1, where v1 is a highest weight vector of V = V (λ) and f 1 is its
dual. In our conventions for the braiding we have RˆV,V ∗(v1 ⊗ f 1) = q−(λ,λ)f 1 ⊗ v1. Then
EV ◦ RˆV,V ∗(v1 ⊗ f
1) = q−(λ,λ)EV (f
1 ⊗ v1) = q
−(λ,λ).
On the other hand we have E ′V (v1 ⊗ f
1) = q(2ρ,λ1) = q(2ρ,λ). Hence c = q−(λ,λ+2ρ). 
3. Differential calculi, metric and connections
3.1. Differential calculi. In this section A will denote an arbitrary algebra. The definitions
recalled here are fairly standard and one possible reference is [KlSc97].
Definition 3.1. A differential calculus over A is a differential graded algebra (Ω•, d) such
that Ω0 = A and which is generated by the elements a, db with a, b ∈ A.
If A is a ∗-algebra, we say that (Ω•, d) is a ∗-differential calculus if in addition the ∗-
structure of A extends to an involutive conjugate-linear map on Ω•, such that da∗ = (da)∗
and (ω ∧ χ)∗ = (−1)pqχ∗ ∧ ω∗ for all ω ∈ Ωp and χ ∈ Ωq.
The concrete definition of a differential calculus usually begins with the description of its
degree-one part. This leads to the following definition.
Definition 3.2. A first order differential calculus (FODC) over A is an A-bimodule Ω with
a linear map d : A→ Ω which obeys the Lebnitz rule
d(ab) = dab+ adb, a, b ∈ A,
and such that Ω is generated as a left A-module by the elements da with a ∈ A.
Given any FODC (Ω, d), there exists a universal differential calculus such that its degree-one
part is Ω. The universal property in this case is the following.
Definition 3.3. The universal differential calculus associated to a FODC (Ω, d) over A is
the unique differential calculus (Ω•u, du) over A with Ω
1
u = Ω, du|A = d and such that the
following property is satisfied: for any differential calculus (Γ•, d′) with Γ1 = Ω and d′|A = d,
there exists a map of differential graded algebras φ : Ω•u → Γ
• such that φ|A⊕Ω = id.
The universal differential calculus can be constructed as a quotient of the tensor algebra
of the A-bimodule Ω1, with differential du(a0da1 ∧ · · · ∧ dan) = da0da1 ∧ · · · ∧ dan. Any
differential calculus can be obtained as a quotient of the universal differential calculus.
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3.2. Metrics. We will now recall the notion of quantum metric as in [BeMa20, Definition
1.15]. Notice that invertibility is part of the definition.
Definition 3.4. A (generalized) quantum metric is an element g ∈ Ω1⊗A Ω1 which is invert-
ible, in the sense that there exists a bimodule map (·, ·) : Ω1 ⊗A Ω1 → A such that
(ω, g(1))g(2) = ω = g(1)(g(2), ω)
for all ω ∈ Ω1, where we write g = g(1) ⊗ g(2).
Remark 3.5. From the categorical point of view, a quantum metric makes Ω1 into a self-dual
object in the monoidal category of A-bimodules.
Notice that the definition of a quantum metric only uses Ω1, the degree-one part of Ω•. To
impose an analogue of the symmetry condition we will also use Ω2.
Definition 3.6. A quantum metric g ∈ Ω1 ⊗A Ω1 is symmetric if we have ∧(g) = 0, where
∧ : Ω1 ⊗ Ω1 → Ω2 denotes the wedge product of one-forms.
Finally, in the case when A is a ∗-algebra and Ω• is a ∗-differential calculus, we can require
the metric to be real in the following sense.
Definition 3.7. A quantum metric g ∈ Ω1 ⊗A Ω1 is real if we have g† = g, where † :=
flip ◦ (∗ ⊗ ∗) is given by the ∗-structure composed with the flip map.
3.3. Connections. The notion of connection on a module is a standard one. In the following
we will only consider left connections, and will omit "left" after the definition.
Definition 3.8. A (left) connection on a left A-module E is a linear map ∇E : E → Ω1⊗AE
which obeys the (left) Leibnitz rule, that is
∇E(ae) = da⊗ e+ a∇Ee, a ∈ A, e ∈ E.
For the left A-module E = Ω1 we can define additional properties.
Definition 3.9. The torsion of a connection ∇ : Ω1 → Ω1 ⊗A Ω1 is the left A-module map
T∇ : Ω
1 → Ω2 defined by
T∇ := ∧ ◦ ∇− d.
A connection is called torsion free if T∇ = 0.
Now suppose that Ω1 is equipped with a quantum metric g ∈ Ω1⊗AΩ1 as in Definition 3.4.
Then we can consider the property of cotorsion with respect to g, a notion introduced by
Majid in [Maj99] as a weaker version of metric compatibility.
Definition 3.10. The cotorsion of a connection ∇ : Ω1 → Ω1 ⊗A Ω1 with quantum metric
g ∈ Ω1 ⊗A Ω
1 is the element coT∇ ∈ Ω2 ⊗A Ω1 defined by
coT∇ := (d⊗ id− (∧ ⊗ id) ◦ (id⊗∇))g.
A connection is called cotorsion free if coT∇ = 0.
Remark 3.11. Let M be a smooth manifold with metric g. Consider a connection ∇ on M ,
defined in the usual sense as acting on vector fields. Denote by ∇∗ its dual connection acting
on one-forms, defined in terms of the metric g. As discussed in [BeMa20, Corollary 5.70], the
cotorsion of the connection ∇ can be identified with the torsion of the dual connection ∇∗.
In particular, if ∇ is torsion free, then the cotorsion free condition gives
(∇Xg)(Y, Z) = (∇Y g)(X,Z)
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for all vector fields X, Y, Z. This is weaker condition than (∇Xg)(Y, Z) = 0, which is the
standard metric compatibility condition with respect to the metric g.
In the classical case, the Levi-Civita connection is the unique connection on the tangent
bundle of a smooth manifold which is torsion free and compatible with the metric. This
motivates the following definition, see [BeMa20, Definition 8.2].
Definition 3.12. A weak quantum Levi-Civita connection is a connection ∇ : Ω1 → Ω1⊗AΩ1
which is torsion free and cotorsion free.
4. Quantum flag manifolds
The quantum projective spaces can be regarded as the easiest family to describe within
the class of quantum (irreducible) flag manifolds. All these quantum spaces admit a uniform
description, which we are going to recall. Even though the focus of this paper is on the pro-
jective spaces, most of our computations will also work for general irreducible flag manifolds.
We will take some care in explaining the index-free notation we are going to employ in the
following, as it simplifies the computations tremendously (once one gets the hang of it).
4.1. Geometrical description. We start by quickly recalling the definition of a flag manifold
in the classical case, for precise definitions see for instance [ČaSl09]. LetG be a complex simple
Lie group, with compact real form U . Corresponding to any subset of simple roots, denoted by
S, we can define a parabolic subgroup PS ⊂ G and a Levi subgroup LS ⊂ PS. A (generalized)
flag manifold is a homogeneous space of the form G/PS. In terms of real forms, we have the
subgroup KS := PS ∩ U = LS ∩ U and the isomorphism G/PS ∼= U/KS.
In the quantum case, we begin by introducing an analogue of the Levi factor lS (the Lie
algebra of LS), following [StDi99]. The quantized Levi factor Uq(lS) is defined by
Uq(lS) := 〈Ki, Ej , Fj : i ∈ I, j ∈ S〉 ⊂ Uq(g).
Here 〈·〉 denotes the subalgebra generated by the given elements in Uq(g). It is easily verified
that Uq(lS) is a Hopf subalgebra. Moreover it is a Hopf ∗-subalgebra with ∗ corresponding
to the compact real form. Taking the ∗-structure into account we write Uq(kS) := (Uq(lS), ∗).
The quantum flag manifold Cq[U/KS] is then defined as
Cq[U/KS] := Cq[U ]
Uq(kS) = {a ∈ Cq[U ] : X ⊲ a = ε(X)a, ∀X ∈ Uq(kS)}.
In the following we will restrict to the case of irreducible flag manifolds. At the Lie algebra
level these can be characterized as follows: the set S consists of all the simple roots except
for αs, where αs is a simple root appearing with multiplicity one in the highest root of g.
4.2. Generators and relations. The quantum flag manifolds Cq[U/KS] admit a uniform
description in terms of generators and relations. We follow the presentation in [HeKo06].
Consider the simple Uq(g)-module V := V (ωs), where ωs is the fundamental weight corre-
sponding to the simple root αs described above, and write N := dim V .
We define the algebra A with generators {vi, f i}Ni=1 and relations
f if j = q−(ωs,ωs)
∑
k,l
(RˆV,V )
ij
klf
kf l, vivj = q−(ωs,ωs)
∑
k,l
(RˆV ∗,V ∗)
ij
klf
kf l,
vif j = q(ωs,ωs)
∑
k,l
(RˆV,V ∗)
ij
klf
kvl,
∑
i
vif i = 1.
(4.1)
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These generators should be interpreted as follows: after fixing a weight basis {vi}Ni=1 of V =
V (ωs), we have the dual basis {f i}Ni=1 of V
∗ ∼= V (−w0ωs) and the double dual basis {vi}Ni=1 of
V ∗∗ ∼= V (ωs) (defined by vi(f j) = δij). One can check that this identification makes A into a
Uq(g)-module algebra. Then we have the following result.
Lemma 4.1. The Uq(g)-module algebra A is isomorphic to the Uq(g)-module subalgebra of
Cq[G] generated by the matrix coefficients c
ωs
f i,v1
and c−w0ωs
vi,f1
, where v1 is a fixed highest weight
vector of V (ωs). The isomorphism is given by
f i 7→ cωs
f i,v1
, vi 7→ c−w0ωs
vi,f1
.
The algebra A is Z-graded by deg f i := 1 and deg vi := −1. We write B := A0 for its
degree-zero subalgebra, which is generated by the elements pij := f ivj.
Proposition 4.2. The algebra B is isomorphic to the quantum irreducible flag manifold
Cq[U/KS] as a Uq(g)-module under the isomorphism above.
The relations for the generators pij of B are given in [HeKo06, Section 3.1.3]. Write
PV,V := RˆV,V − q
(ωs,ωs), PV ∗,V ∗ := RˆV ∗,V ∗ − q
(ωs,ωs).
Then the relations can be written as∑
a,b,c,d
(PV,V )
ij
ab(Rˆ
−1
V,V ∗)
nk
cd p
acpdl = 0,
∑
a,b,c,d
(PV ∗,V ∗)
kl
ab(Rˆ
−1
V,V ∗)
ja
cdp
icpdb = 0,
∑
i
q−(2ρ,λi)pii = q(ωs,2ρ).
(4.2)
Remark 4.3. The last relation appears as q(ωs,ωs)
∑
i,j,k(RˆV,V ∗)
kk
ij p
ij = 1 in [HeKo06]. We
rewrite it using the identity EV ◦ RˆV,V ∗ = q−(ωs,ωs+2ρ)E ′V from Lemma 2.1, which leads to∑
k(RˆV,V ∗)
kk
ij = q
−(ωs,ωs+2ρ)q−(2ρ,λi)δij . Using this we obtain
∑
i q
−(2ρ,λi)pii = q(ωs,2ρ).
As shown in [Mat19, Proposition 3.3], the algebras A and B can be made into ∗-algebras
as follows. Choosing an orthonormal basis for V = V (ωs) with respect to a Uq(u)-invariant
inner product, the ∗-structure is given by (f i)∗ = vi. In this case, the isomorphism from
Lemma 4.1 becomes a ∗-isomorphism. For the generators pij of B we have (pij)∗ = pji.
4.3. Index-free notation. In the following we will adopt an index-free notation, as done in
[HeKo06], since it makes computations significantly clearer. The basic idea is very simple: for
instance, with {vi}i the basis of V (note the lower index) we will write∑
a,b
(RˆV,V )
ab
jkvivavbvl ←→ (RˆV,V )23vvvv.
We want to use a similar notation for the generators {f i, vi}Ni=1 of A. What complicates
matters here is that we want to see f i as a linear functional on V and vi as a linear functional
on V ∗, since this is how we have defined the Uq(g)-module structure on A (and the reason
why we use upper indices for the generators). The bottom line is that we need to consider
the action of Uq(g)-module maps on these elements via the transpose.
To give a concrete example, in this notation the first relation of (4.1) becomes
f if j = q−(ωs,ωs)
∑
k,l
(RˆV,V )
ij
klf
kf l ←→ ff = q−(ωs,ωs)(RˆV,V )12ff.
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To give a different example, the last relation
∑
i v
if i = 1 of (4.1) becomes (EV )12vf = 1,
since the LHS is
∑
i,j(EV )ijv
if j and we have (EV )ij = δij. As a final example, the expression
(CV )1f carries three indices and corresponds to ((CV )1f)ijk = δijfk.
With this notation, the relations of A can be rewritten in the condensed form
ff = q−(ωs,ωs)(RˆV,V )12ff, vv = q
−(ωs,ωs)(RˆV ∗,V ∗)12ff,
vf = q(ωs,ωs)(RˆV,V ∗)12fv, (EV )12vf = 1.
(4.3)
The situation is similar for the flag manifold B ⊂ A. In this case we have the generators
pij = f ivj , which carry two indices, and the relations can be written as
(PV,V )12(Rˆ
−1
V,V ∗)23pp = 0, (PV ∗,V ∗)34(Rˆ
−1
V,V ∗)23pp = 0, (E
′
V )12p = q
(ωs,2ρ). (4.4)
5. Heckenberger-Kolb calculus
In this section we will describe the Heckenberger-Kolb calculus associated to an irreducible
quantum flag manifold, as introduced in [HeKo06]. We will also give a slightly different
presentation of some of the relations, which will turn out to be more convenient for us.
Finally we will focus on a particular situation, which we will refer to as the quadratic case,
which geometrically corresponds to the quantum projective spaces.
5.1. Definitions. We start by describing the FODC (Ω, d) associated to the Heckenberger-
Kolb calculus. We have Ω := Ω+ ⊕ Ω− and d := ∂ + ∂¯, where the two FODCs Ω+ and
Ω− are generated as left B-modules by ∂p and ∂¯p respectively (we will use the index-free
notation from now on). To describe the relations we need some additional notation. Recall
that PV,V = RˆV,V − q(ωs,ωs) and PV ∗,V ∗ = RˆV ∗,V ∗ − q(ωs,ωs). We also write
QV,V := RˆV,V + q
(ωs,ωs)−(αs ,αs), QV ∗,V ∗ := RˆV ∗,V ∗ + q
(ωs,ωs)−(αs ,αs).
As a left B-module, Ω+ is generated by ∂p with relations
(PV,V )12(QV,V )12(Rˆ
−1
V,V ∗)23p∂p = 0, (PV ∗,V ∗)34(Rˆ
−1
V,V ∗)23p∂p = 0, (E
′
V )12∂p = 0. (5.1)
Similarly, Ω− is generated by ∂¯p with relations
(PV ∗,V ∗)34(QV ∗,V ∗)34(Rˆ
−1
V,V ∗)23p∂¯p = 0, (PV,V )12(Rˆ
−1
V,V ∗)23p∂¯p = 0, (E
′
V )12∂¯p = 0. (5.2)
To define the right B-module structure, let us introduce the notation
T1234 := (RˆV,V ∗)23(RˆV,V )12(Rˆ
−1
V ∗,V ∗)34(Rˆ
−1
V,V ∗)23. (5.3)
Then the right B-module structure of Ω+ and Ω− is defined by
∂pp = q(αs,αs)T1234p∂p, ∂¯pp = q
−(αs,αs)T1234p∂¯p. (5.4)
Finally, the Heckenberger-Kolb calculus (Ω•, d) is the universal differential calculus associ-
ated to (Ω, d). It turns out that we have the decomposition d = ∂ + ∂¯ also in higher degrees.
In particular, this implies that ∂2 = ∂¯2 = 0 and ∂∂¯ = −∂¯∂. Moreover, as shown in [Mat19,
Theorem 4.2], the calculus (Ω•, d) becomes a ∗-calculus upon setting (∂pij)∗ = ∂¯pji.
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5.2. Restrictions of calculi. In [HeKo06], the two FODCs Ω+ and Ω− over B are actually
introduced by restriction of two auxiliary FODCs over the larger algebra A. This description
will also be useful for us, so we recall the details below.
Consider the algebra A introduced before, generated by f and v. We define two left A-
modules Γ+ and Γ−, generated respectively by ∂f and ∂¯v, with relations
(PV,V )12(QV,V )12f∂f = 0, (PV ∗,V ∗)12(QV ∗,V ∗)12v∂¯v = 0. (5.5)
The right A-module relations are as follows. For Γ+ we have
∂ff = q(αs,αs)−(ωs,ωs)(RˆV,V )12f∂f, ∂fv = q
−(ωs,ωs)(Rˆ−1V,V ∗)12f∂f. (5.6)
The relations for Γ− are
∂¯vf = q(ωs,ωs)(RˆV,V ∗)12f∂¯v, ∂¯vv = q
(ωs,ωs)−(αs,αs)(Rˆ−1V ∗,V ∗)12v∂¯v. (5.7)
The differentials of the two FODCs are specified by requiring that ∂v = 0 and ∂¯f = 0.
The FODCs Ω+ and Ω− are then obtained by restricting Γ+ and Γ− to B. This description,
together with the relation (EV )12vf = 1 and p = fv, leads to the following relations
(EV )23p∂p = 0, (EV )23∂pp = ∂p,
(EV )23p∂¯p = ∂¯p, (EV )23∂¯pp = 0.
(5.8)
For more details see for instance [Mat19, Lemma 5.2] (with different notation).
5.3. Different presentation. It will be convenient to work with the relations of the FODC
Ω in a slightly different form, which we now derive. We begin by defining the maps
S123 := (RˆV,V ∗)23(RˆV,V )12(Rˆ
−1
V,V ∗)23,
S˜234 := (RˆV,V ∗)23(Rˆ
−1
V ∗,V ∗)34(Rˆ
−1
V,V ∗)23.
(5.9)
It is easy to see that they commute. For the map T from (5.3) we have the identities
T1234 = S123S˜234 = S˜234S123. (5.10)
Using (5.9), we rewrite the relations of Ω that involve PV,V and PV ∗,V ∗ .
Lemma 5.1. The relations
(PV ∗,V ∗)34(Rˆ
−1
V,V ∗)23p∂p = 0, (PV,V )12(Rˆ
−1
V,V ∗)23p∂¯p = 0,
of the FODC Ω are equivalent to
(S˜234 − q
−(ωs,ωs))p∂p = 0, (S123 − q
(ωs,ωs))p∂¯p = 0.
Using the right B-module structure, they are also equivalent to
(S˜234 − q
−(ωs,ωs))∂pp = 0, (S123 − q
(ωs,ωs))∂¯pp = 0.
Proof. We consider the relation (PV,V )12(Rˆ−1V,V ∗)23p∂¯p = 0, the other one is treated similarly.
Applying (RˆV,V ∗)23 and using PV,V = RˆV,V − q(ωs,ωs) we get
(RˆV,V ∗)23(RˆV,V )12(Rˆ
−1
V,V ∗)23p∂¯p− q
(ωs,ωs)p∂¯p = 0.
Since S123 = (RˆV,V ∗)23(RˆV,V )12(Rˆ−1V,V ∗)23 we obtain (S123 − q
(ωs,ωs))p∂¯p = 0.
Next, using the right B-module structure from (5.4), we have p∂¯p = q(αs,αs)T−11234∂¯pp. Then
the identity (S123 − q(ωs,ωs))p∂¯p = 0 can be rewritten in the form
(S123 − q
(ωs,ωs))T−11234∂¯pp = 0.
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As S123 commutes with T−11234, the identity (S123−q
(ωs,ωs))∂¯pp = 0 follows by applying T1234. 
Note that the previous identities also hold with pp instead of p∂p or p∂¯p.
Next, we rewrite the right B-module relations given in (5.4).
Lemma 5.2. The relations
∂pp = q(αs,αs)T1234p∂p, ∂¯pp = q
−(αs,αs)T1234p∂¯p,
of the FODC Ω are equivalent to
∂pp = q(αs,αs)−(ωs,ωs)S123p∂p, ∂¯pp = q
(ωs,ωs)−(αs,αs)S˜234p∂¯p.
Proof. By Lemma 5.1, the relation (PV ∗,V ∗)34(Rˆ−1V,V ∗)23p∂p = 0 is equivalent to S˜234p∂p =
q−(ωs,ωs)p∂p. Using this and T1234 = S123S˜234 we compute
∂pp = q(αs,αs)T1234p∂p = q
(αs,αs)S123S˜234p∂p = q
(αs,αs)−(ωs,ωs)S123p∂p.
Similarly, using S123p∂¯p = q(ωs,ωs)p∂¯p we obtain
∂¯pp = q−(αs,αs)T1234p∂¯p = q
−(αs,αs)S˜234S123p∂¯p = q
(ωs,ωs)−(αs ,αs)S˜234p∂¯p. 
Finally, we rewrite the relations involving PV,VQV,V and PV ∗,V ∗QV ∗,V ∗ using the maps de-
fined in (5.9) and the bimodule structure of Ω.
Lemma 5.3. The relations
(PV,V )12(QV,V )12(Rˆ
−1
V,V ∗)23p∂p = 0, (PV ∗,V ∗)34(QV ∗,V ∗)34(Rˆ
−1
V,V ∗)23p∂¯p = 0,
of the FODC Ω are equivalent to
(S123 − q
(ωs,ωs))(p∂p + ∂pp) = 0, (S˜234 − q
−(ωs,ωs))(p∂¯p+ ∂¯pp) = 0.
Proof. We will only prove the first identity, the second one is treated similarly. Write
(PV,V )12(Rˆ
−1
V,V ∗)23(RˆV,V ∗)23(QV,V )12(Rˆ
−1
V,V ∗)23p∂p = 0.
By Lemma 5.1 this is equivalent to
(S123 − q
(ωs,ωs))(RˆV,V ∗)23(QV,V )12(Rˆ
−1
V,V ∗)23p∂p = 0.
Next using QV,V = RˆV,V + q(ωs,ωs)−(αs,αs) we have
(RˆV,V ∗)23(QV,V )12(Rˆ
−1
V,V ∗)23 = (RˆV,V ∗)23(RˆV,V )12(Rˆ
−1
V,V ∗)23 + q
(ωs,ωs)−(αs,αs)
= q(ωs,ωs)−(αs ,αs)(q(αs,αs)−(ωs,ωs)S123 + 1).
Using ∂pp = q(αs,αs)−(ωs,ωs)S123p∂p from Lemma 5.2 we obtain
(RˆV,V ∗)23(QV,V )12(Rˆ
−1
V,V ∗)23p∂p = q
(ωs,ωs)−(αs,αs)(∂pp + p∂p).
Hence we conclude that (S123 − q(ωs,ωs))(p∂p + ∂pp) = 0. 
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5.4. The quadratic case. In this paper we will consider the situation when RˆV,V satisfies a
quadratic relation, and refer to this as the quadratic case. When V = V (ωs), this corresponds
to a tensor product decomposition with only two simple factors, that is
V (ωs)⊗ V (ωs) ∼= V (2ωs)⊕ V (2ωs − αs).
The eigenvalues of the braiding in this case are q(ωs,ωs) and −q(ωs,ωs)−(αs,αs), corresponding to
V (2ωs) and V (2ωs − αs) respectively. The quadratic relation satisfied by the braiding RˆV,V ,
also known as the Hecke relation in this context, is given by
PV,VQV,V = (RˆV,V − q
(ωs,ωs))(RˆV,V + q
(ωs,ωs)−(αs,αs)) = 0.
The situation is completely analogous for RˆV ∗,V ∗ . Geometrically, the quadratic case of the
Heckenberger-Kolb calculus corresponds to the quantum projective spaces. Indeed this holds
for Uq(g) = Uq(slr+1) and the choice ωs = ω1 or ωs = ωr, corresponding to the fundamental
representation or its dual, which satisfies the quadratic decomposition above.
In the quadratic case the relations for Ω+ and Ω− can be simplified. Indeed, the first relation
of (5.1) is automatically satisfied, due to the quadratic relation for RˆV,V , and similarly for
the first relation of (5.2), due to the quadratic relation for RˆV ∗,V ∗ . Taking into account the
presentation in terms of S and S˜ discussed above, we obtain the following relations.
In the quadratic case, Ω+ is generated as a left B-module by ∂p with relations
(S˜234 − q
−(ωs,ωs))p∂p = 0, (E ′V )12∂p = 0. (5.11)
Similarly, in the quadratic case Ω− is generated by ∂¯p with relations
(S123 − q
(ωs,ωs))p∂¯p = 0, (E ′V )12∂¯p = 0. (5.12)
Finally we discuss what happens to the FODCs Γ+ and Γ− over the larger algebra A. In
the quadratic case, the relations in (5.5) are identically satisfied. The upshot is that Γ+ and
Γ− are free left A-modules in this case, which simplifies things.
6. Quantum metrics
In this section we will define quantum metrics for the quantum projective spaces, reducing
to the Fubini-Study metrics in the classical case. Our main result here is Theorem 6.11, which
shows that these are quantum metrics according to Definition 3.4, that is they are invertible
in a suitable sense. We also discuss various properties they satisfy.
6.1. Definition and properties. For this first part there is no particular need to restrict
to the case of quantum projective spaces, hence Ω will denote the Heckenberger-Kolb FODC
corresponding to a generic quantum irreducible flag manifold.
We define the metric g := g+− + g−+ where we write
g+− := (E
′
V )12(EV )23(∂p⊗ ∂¯p) ∈ Ω+ ⊗B Ω−,
g−+ := (E
′
V )12(EV )23(∂¯p⊗ ∂p) ∈ Ω− ⊗B Ω+.
(6.1)
Remark 6.1. For the quantum projective spaces, g reduces to the Fubini-Study metric in the
classical limit. This can be seen from the formula (A.1) in terms of the projection p.
Before tacking the issue of invertibility, we will show some properties satisfied by g. We
begin by showing that g is symmetric (Definition 3.6) and real (Definition 3.7).
Proposition 6.2. We have that g is symmetric and real.
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Proof. To show that g is symmetric consider the identity from Lemma B.5, that is
∂∂¯p = (EV )23∂p ∧ ∂¯p+ (EV )23∂¯p ∧ ∂p.
Applying (E ′V )12 and using (E
′
V )12∂¯p = 0 from (5.2) we obtain
0 = (E ′V )12(EV )23∂p ∧ ∂¯p+ (E
′
V )12(EV )23∂¯p ∧ ∂p.
Now observe that the right-hand side is equal to ∧(g) = ∧(g+−) + ∧(g−+).
To show that g is real it is convenient to employ the usual index notation. We have
g+− =
∑
i,j q
(2ρ,λi)∂pij ⊗ ∂¯pji and g−+ =
∑
i,j q
(2ρ,λi)∂¯pij ⊗ ∂pji. Using (∂pij)∗ = ∂¯pji and
(∂¯pij)∗ = ∂pji we easily check that g†+− = g−+ and hence g† = g. 
Remark 6.3. It is also possible to show that g is left Cq[G]-coinvariant, which amounts to a
computation similar to that of [Mat19, Lemma 5.4].
The next property we want to discuss is related to Kähler metrics. We will need the
following technical result on the vanishing of certain terms of degree 3. This is essentialy
proven in [Mat19, Lemma 5.3], but we revisit it here using the index-free notation.
From now on all tensor products will be over B (to be omitted), except where specified.
Lemma 6.4. We have
(E ′V )12(EV )23(EV )23(∂p⊗ ∂¯p⊗ ∂p) = 0,
(E ′V )12(EV )23(EV )23(∂¯p⊗ ∂p⊗ ∂¯p) = 0.
Proof. Write A = (E ′V )12(EV )23(EV )23(∂p ⊗ ∂¯p ⊗ ∂p) for the first term. Using the identity
∂p = (EV )23∂pp from (5.8) and the right B-module relations (5.4) we have
A = (E ′V )12(EV )23(EV )23(EV )67(∂p⊗ ∂¯p⊗ ∂pp)
= q(αs,αs)(E ′V )12(EV )23(EV )23(EV )67T5678T3456T1234(p∂p⊗ ∂¯p⊗ ∂p)
= q(αs,αs)(E ′V )12(EV )23(EV )45T3456(EV )23T3456T1234(p∂p⊗ ∂¯p⊗ ∂p).
In the last step we have used (EV )23(EV )67T5678 = (EV )45T3456(EV )23. Now consider the
identity (EV )23T3456T1234 = T1234(EV )45 from Lemma B.1. Using it twice we get
A = q(αs,αs)(E ′V )12(EV )23(EV )45T3456T1234(EV )45(p∂p⊗ ∂¯p⊗ ∂p)
= q(αs,αs)(E ′V )12(EV )23(EV )23T3456T1234(EV )45(p∂p⊗ ∂¯p⊗ ∂p)
= q(αs,αs)(E ′V )12(EV )23T1234(EV )45(EV )45(p∂p⊗ ∂¯p⊗ ∂p).
Next, using (E ′V )12(EV )23T1234 = (E
′
V )12(EV )23 from Lemma B.3 we have
A = q(αs,αs)(E ′V )12(EV )23(EV )45(EV )45(p∂p⊗ ∂¯p⊗ ∂p).
Finally using (EV )23(EV )45(EV )45 = (EV )23(EV )23(EV )23 and (EV )23p∂p = 0 we obtain
A = q(αs,αs)(E ′V )12(EV )23(EV )23(EV )23(p∂p⊗ ∂¯p⊗ ∂p) = 0.
The second identity is similar. Write B = (E ′V )12(EV )23(EV )23(∂¯p ⊗ ∂p ⊗ ∂¯p). Using the
identity ∂¯p = (EV )23p∂¯p from (5.8) and the right B-module relations (5.4) we get
B = (E ′V )12(EV )23(EV )23(EV )23(p∂¯p⊗ ∂p⊗ ∂¯p)
= q(αs,αs)(E ′V )12(EV )23(EV )23(EV )23T
−1
1234T
−1
3456T
−1
5678(∂¯p⊗ ∂p⊗ ∂¯pp)
= q(αs,αs)(E ′V )12(EV )23(EV )23(EV )45T
−1
1234T
−1
3456T
−1
5678(∂¯p⊗ ∂p⊗ ∂¯pp).
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We have (EV )45T−11234T
−1
3456 = T
−1
1234(EV )23 from Lemma B.1. Then
B = q(αs,αs)(E ′V )12(EV )23(EV )23T
−1
1234(EV )23T
−1
5678(∂¯p⊗ ∂p⊗ ∂¯pp)
= q(αs,αs)(E ′V )12(EV )23(EV )23T
−1
1234T
−1
3456(EV )23(∂¯p⊗ ∂p⊗ ∂¯pp)
= q(αs,αs)(E ′V )12(EV )23(EV )45T
−1
1234T
−1
3456(EV )23(∂¯p⊗ ∂p⊗ ∂¯pp)
= q(αs,αs)(E ′V )12(EV )23T
−1
1234(EV )23(EV )23(∂¯p⊗ ∂p⊗ ∂¯pp).
Using (E ′V )12(EV )23T
−1
1234 = (E
′
V )12(EV )23 from Lemma B.3 we rewrite
B = q(αs,αs)(E ′V )12(EV )23(EV )23(EV )23(∂¯p⊗ ∂p⊗ ∂¯pp).
Finally using (EV )23(EV )23(EV )23 = (EV )23(EV )23(EV )67 and (EV )23∂¯pp = 0 we obtain
B = q(αs,αs)(E ′V )12(EV )23(EV )23(EV )67(∂¯p⊗ ∂p⊗ ∂¯pp) = 0. 
We are now ready to prove the Kähler property of the metric.
Proposition 6.5. The metric g satisfies
(d⊗ id)g = (id⊗ d)g = 0.
Proof. The metric can be written in the form
g = g+− + g−+ = (E
′
V )12(EV )23(∂p⊗ ∂¯p+ ∂¯p⊗ ∂p).
Applying d to the first leg and using d = ∂ + ∂¯ we get
(d⊗ id)g = (E ′V )12(EV )23(d∂p ⊗ ∂¯p+ d∂¯p⊗ ∂p)
= (E ′V )12(EV )23(∂¯∂p⊗ ∂¯p+ ∂∂¯p⊗ ∂p).
By Lemma B.5 we have the identity
∂∂¯p = (EV )23(∂p ∧ ∂¯p+ ∂¯p ∧ ∂p).
Using this and ∂∂¯ = −∂¯∂ we can write
(d⊗ id)g = −(E ′V )12(EV )23(EV )23(∂p ∧ ∂¯p⊗ ∂¯p+ ∂¯p ∧ ∂p⊗ ∂¯p)
+ (E ′V )12(EV )23(EV )23(∂p ∧ ∂¯p⊗ ∂p + ∂¯p ∧ ∂p⊗ ∂p).
The second and third term of the previous expression vanish by Lemma 6.4. The other two
terms vanish since (EV )23(∂p⊗ ∂p) = (EV )23(∂¯p⊗ ∂¯p) = 0, which can be easily proven using
(5.8) and keeping in mind that the tensor product is over B.
Similarly, applying d to the second leg we get
(id⊗ d)g = (E ′V )12(EV )23(∂p⊗ d∂¯p+ ∂¯p⊗ d∂p)
= (E ′V )12(EV )23(∂p⊗ ∂∂¯p+ ∂¯p⊗ ∂¯∂p).
Using again the expression for ∂∂¯p we obtain
(id⊗ d)g = (E ′V )12(EV )23(EV )45(∂p⊗ ∂p ∧ ∂¯p+ ∂p⊗ ∂¯p ∧ ∂p)
− (E ′V )12(EV )23(EV )45(∂¯p⊗ ∂p ∧ ∂¯p+ ∂¯p⊗ ∂¯p ∧ ∂p).
This is easily seen to vanish as in the previous case. 
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Remark 6.6. The definition of the metric g and its properties discussed above hold for any
quantum irreducible flag manifold, not just in the quadratic case (we never used this in
the proofs). This is completely analogous to the definition of the Kähler forms discussed in
[Mat19]. See also [Mat20] for a discussion of general quantum flag manifolds, not necessarily
irreducibles, from the point of view of (twisted) Hochschild homology.
6.2. Inverse metric. From now on we will focus on the case of quantum projective spaces.
This means that we take Uq(g) = Uq(slr+1) and we choose either ωs = ω1 or ωs = ωr, in such
a way that the quadratic condition discussed in Section 5.4 is satisfied.
Our goal is to prove that g is a quantum metric according to Definition 3.4. To show this,
we need an "inverse metric", which is an appropriate B-bimodule map (·, ·) : Ω ⊗B Ω → B.
We begin by defining a certain B-bimodule map on Ω− ⊗B Ω+.
Lemma 6.7. We have a B-bimodule map (·, ·)−+ : Ω− ⊗B Ω+ → B defined by
(∂¯p, ∂p)−+ = (C
′
V )2p− q
−(ωs,2ρ)pp.
Proof. We are going to use the FODCs Γ+ and Γ− over A introduced in Section 5.2. In
Appendix C we show that we have two A-bimodule maps Γ− ⊗B Γ+ → A given by
Φ−+(∂¯v ⊗ ∂f) = (C
′
V )1, Ψ−+(∂¯v ⊗ ∂f) = vf.
Since Φ−+ is an A-bimodule map we have
Φ−+(∂¯p⊗ ∂p) = Φ−+(f∂¯v ⊗ ∂fv) = f(C
′
V )1v = (C
′
V )2fv = (C
′
V )2p.
Similarly we compute
Ψ−+(∂¯p⊗ ∂p) = Ψ−+(f∂¯v ⊗ ∂fv) = fvfv = pp.
Therefore we obtain the identity
(∂¯p, ∂p)−+ = Φ−+(∂¯p⊗ ∂p)− q
−(ωs,2ρ)Ψ−+(∂¯p⊗ ∂p),
which shows that (·, ·)−+ is a B-bimodule map Γ− ⊗B Γ+ → B.
To finish the proof we need to show that it descends to a map Ω− ⊗B Ω+ → B, which
amounts to checking the relations (E ′V )12(∂¯p, ∂p)−+ = 0 and (E
′
V )34(∂¯p, ∂p)−+ = 0. But
these easily follow from the duality relations (E ′V )12(C
′
V )2 = id and (E
′
V )34(C
′
V )2 = id from
(2.2), together with the "rank one" condition (E ′V )12p = q
(ωs,2ρ) from (4.4). 
Similarly we define a B-bimodule map on Ω+ ⊗B Ω−, which is more involved.
Lemma 6.8. We have a B-bimodule map (·, ·)+− : Ω+ ⊗B Ω− → B defined by
(∂p, ∂¯p)+− = q
(αs,αs)q−(ωs,ωs+2ρ)S123(CV )3p− q
(αs,αs)q−(ωs,2ρ)pp.
Proof. In Appendix C we show that we have two A-bimodule maps Γ+ ⊗B Γ− → A given by
Φ+−(∂f ⊗ ∂¯v) = (CV )1, Ψ+−(∂f ⊗ ∂¯v) = fv.
We will write (·, ·)+− in terms of them, showing that it is a B-bimodule map Γ+ ⊗B Γ− → B.
Let us consider first Φ+−. Using the right A-module relations (5.6) and (5.7) we compute
Φ+−(∂p⊗ ∂¯p) = q
−2(ωs,ωs)(Rˆ−1V,V ∗)12(Rˆ
−1
V,V ∗)34Φ+−(v∂f ⊗ ∂¯vf)
= q−2(ωs,ωs)(Rˆ−1V,V ∗)12(Rˆ
−1
V,V ∗)34(CV )2(vf)
= q−(ωs,ωs)(Rˆ−1V,V ∗)12(Rˆ
−1
V,V ∗)34(CV )2(RˆV,V ∗)12p.
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In the last step we have used vf = q(ωs,ωs)(RˆV,V ∗)12fv from (4.3). Next, we use the identity
(Rˆ−1V,V ∗)34(CV )2 = (RˆV,V )23(CV )3 from (2.4). Then
Φ+−(∂p⊗ ∂¯p) = q
−(ωs,ωs)(Rˆ−1V,V ∗)12(RˆV,V )23(CV )3(RˆV,V ∗)12p
= q−(ωs,ωs)(Rˆ−1V,V ∗)12(RˆV,V )23(RˆV,V ∗)12(CV )3p
= q−(ωs,ωs)(RˆV,V ∗)23(RˆV,V )12(Rˆ
−1
V,V ∗)23(CV )3p.
Finally using the braid equation (2.1) we obtain
Φ+−(∂p⊗ ∂¯p) = q
−(ωs,ωs)(RˆV,V ∗)23(RˆV,V )12(Rˆ
−1
V,V ∗)23(CV )3p
= q−(ωs,ωs)S123(CV )3p.
Similarly, for Ψ+− we compute
Ψ+−(∂p⊗ ∂¯p) = q
−2(ωs,ωs)(Rˆ−1V,V ∗)12(Rˆ
−1
V,V ∗)34Ψ+−(v∂f ⊗ ∂¯vf)
= q−2(ωs,ωs)(Rˆ−1V,V ∗)12(Rˆ
−1
V,V ∗)34(vfvf)
= fvfv = pp.
Using these two identities we find that
q−(αs,αs)q(ωs,2ρ)(∂p, ∂¯p)+− = Φ+−(∂p⊗ ∂¯p)−Ψ+−(∂p⊗ ∂¯p).
To prove that (·, ·)+− descends to Ω+ ⊗B Ω− we need to check that (E ′V )12(∂p, ∂¯p)+− = 0
and (E ′V )34(∂p, ∂¯p)+− = 0. Let us consider again the expression
Φ+−(∂p⊗ ∂¯p) = q
−(ωs,ωs)(Rˆ−1V,V ∗)12(Rˆ
−1
V,V ∗)34(CV )2(RˆV,V ∗)12p.
Using (E ′V )12(Rˆ
−1
V,V ∗)12 = q
(ωs,ωs+2ρ)(EV )12 from Lemma 2.1 we have
(E ′V )12Φ+−(∂p⊗ ∂¯p) = q
(ωs,2ρ)(EV )12(Rˆ
−1
V,V ∗)34(CV )2(RˆV,V ∗)12p
= q(ωs,2ρ)(Rˆ−1V,V ∗)12(EV )12(CV )2(RˆV,V ∗)12p.
Using the duality relation (EV )12(CV )2 = id from (2.2) we get
(E ′V )12Φ+−(∂p⊗ ∂¯p) = q
(ωs,2ρ)(Rˆ−1V,V ∗)12(RˆV,V ∗)12p = q
(ωs,2ρ)p.
Similarly, if we apply (E ′V )34 we get
(E ′V )34Φ+−(∂p⊗ ∂¯p) = q
(ωs,2ρ)(Rˆ−1V,V ∗)12(EV )34(CV )2(RˆV,V ∗)12p
= q(ωs,2ρ)(Rˆ−1V,V ∗)12(RˆV,V ∗)12p = q
(ωs,2ρ)p.
Here we have used the duality relation (EV )23(CV )1 = id.
On the other hand, using (E ′V )12p = q
(ωs,2ρ) we immediately obtain (E ′V )12Ψ+−(∂p⊗ ∂¯p) =
q(ωs,2ρ)p and (E ′V )34Ψ+−(∂p⊗ ∂¯p) = q
(ωs,2ρ)p, which gives the result. 
Remark 6.9. The normalization factor in this map is chosen for later convenience.
Hence we can define a B-bimodule map (·, ·) : Ω⊗B Ω→ B by
(·, ·) :=


(·, ·)+− on Ω+ ⊗ Ω−
(·, ·)−+ on Ω+ ⊗ Ω−
0 otherwise
.
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Remark 6.10. In the classical limit the map (·, ·) : Ω⊗B Ω → B reduces to the inverse of the
Fubini-Study metric, see the explicit formulae in (A.2).
We are now ready to show that g is a quantum metric according to Definition 3.4.
Theorem 6.11. Write g = g(1) ⊗ g(2). Then for any ω ∈ Ω we have
g(1)(g(2), ω) = ω = (ω, g(1))g(2).
Hence g is a quantum metric.
Proof. Since (·, ·) is a B-bimodule map, it suffices to prove the claim for the generators ∂p
and ∂¯p of Ω. We have to consider four different cases.
Case g(1)(g(2), ∂p). Since (∂p, ∂p) = 0 we have
g(1)(g(2), ∂p) = (E ′V )12(EV )23∂p(∂¯p, ∂p)
= (E ′V )12(EV )23∂p
(
(C ′V )2p− q
−(ωs,2ρ)pp
)
.
We have (E ′V )12(EV )23∂ppp = (E
′
V )12∂pp = 0. Hence
g(1)(g(2), ∂p) = (E ′V )12(EV )23∂p(C
′
V )2p = (E
′
V )12(EV )23(C
′
V )4∂pp.
Using the duality relation (E ′V )12(C
′
V )2 = id from (2.2) we obtain
g(1)(g(2), ∂p) = (E ′V )12(C
′
V )2(EV )23∂pp = (EV )23∂pp = ∂p.
Case (∂¯p, g(1))g(2). Since (∂¯p, ∂¯p) = 0 we have
(∂¯p, g(1))g(2) = (E ′V )34(EV )45(∂¯p, ∂p)∂¯p
= (E ′V )34(EV )45
(
(C ′V )2p− q
−(ωs,2ρ)pp
)
∂¯p.
We have (E ′V )34(EV )45pp∂¯p = (E
′
V )34p∂¯p = 0. Hence
(∂¯p, g(1))g(2) = (E ′V )34(EV )45(C
′
V )2p∂¯p.
Using the duality relation (E ′V )34(C
′
V )2 = id from (2.2) we obtain
(∂¯p, g(1))g(2) = (E ′V )34(C
′
V )2(EV )23p∂¯p = ∂¯p.
Case (∂p, g(1))g(2). Since (∂p, ∂p) = 0 we have
(∂p, g(1))g(2) = (E ′V )34(EV )45(∂p, ∂¯p)∂p
= (E ′V )34(EV )45
(
q(αs,αs)q−(ωs,ωs+2ρ)S123(CV )3p− q
(αs,αs)q−(ωs,2ρ)pp
)
∂p
= q(αs,αs)q−(ωs,ωs+2ρ)(E ′V )34(EV )45S123(CV )3p∂p,
where in the last step we have used (E ′V )34(EV )45pp∂p = 0. As (EV )45 commutes with S123,
using the duality relation (EV )45(CV )3 = id from (2.2) we get
(∂p, g(1))g(2) = q(αs,αs)q−(ωs,ωs+2ρ)(E ′V )34S123p∂p.
Then using p∂p = q(ωs,ωs)−(αs,αs)S−1123∂pp from Lemma 5.2 we obtain
(∂p, g(1))g(2) = q−(ωs,2ρ)(E ′V )34∂pp = ∂p.
Case g(1)(g(2), ∂¯p). Since (∂¯p, ∂¯p) = 0 we have
g(1)(g(2), ∂¯p) = (E ′V )12(EV )23∂¯p(∂p, ∂¯p)
= (E ′V )12(EV )23∂¯p
(
q(αs,αs)q−(ωs,ωs+2ρ)S123(CV )3p− q
(αs,αs)q−(ωs,2ρ)pp
)
.
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Using again (E ′V )12(EV )23∂ppp = 0 we rewrite
g(1)(g(2), ∂¯p) = q(αs,αs)q−(ωs,ωs+2ρ)(E ′V )12(EV )23S345(CV )5∂¯pp.
Next, consider the expression
(EV )23S345(CV )5 = (EV )23(RˆV,V ∗)45(RˆV,V )34(Rˆ
−1
V,V ∗)45(CV )5
= (RˆV,V ∗)23(EV )23(RˆV,V )34(Rˆ
−1
V,V ∗)45(CV )5.
By naturality of the braiding, equations (2.3) and (2.4) give
(EV )23(RˆV,V )34 = (EV )34(Rˆ
−1
V,V ∗)23, (Rˆ
−1
V,V ∗)45(CV )5 = (RˆV ∗,V ∗)56(CV )4.
Using these and the duality relation (EV )12(CV )2 = id from (2.2) we get
(EV )23S345(CV )5 = (RˆV,V ∗)23(EV )34(Rˆ
−1
V,V ∗)23(RˆV ∗,V ∗)56(CV )4
= (RˆV,V ∗)23(RˆV ∗,V ∗)34(EV )34(CV )4(Rˆ
−1
V,V ∗)23
= (RˆV,V ∗)23(RˆV ∗,V ∗)34(Rˆ
−1
V,V ∗)23 = S˜
−1
234.
Therefore we have
g(1)(g(2), ∂¯p) = q(αs,αs)q−(ωs,ωs+2ρ)(E ′V )12S˜
−1
234∂¯pp.
Finally using ∂¯pp = q(ωs,ωs)−(αs,αs)S˜234p∂¯p from Lemma 5.2 we obtain
g(1)(g(2), ∂¯p) = q−(ωs,2ρ)(E ′V )12p∂¯p = ∂¯p. 
As a general consequence of being a quantum metric, we have that g is central in the sense
that bg = gb for all b ∈ B, see [BeMa20, Lemma 1.16]. This can also be proven directly from
the definition of g, using the relations in the calculus Ω.
7. Connections and properties
In this section we will introduce particular connections on the FODCs Ω+ and Ω−, in the
case of quantum projective spaces. Their direct sum gives a connection ∇ on Ω, which can
be checked to reduce in the classical limit to the Levi-Civita connection on the cotangent
bundle. Regarding the quantum case, we will show that this connection is torsion free and
cotorsion free. In other words, ∇ is a weak quantum Levi-Civita connection in the sense of
Definition 3.12, which is our main result from Theorem 7.7.
7.1. Connections. We begin with the connection on Ω−, which is easier.
Proposition 7.1. We have a connection ∇− : Ω− → Ω⊗B Ω− defined by
∇−∂¯p = (EV )23∂p⊗ ∂¯p− q
−(ωs,2ρ)pg+−.
Proof. Recall that, in the quadratic case, Ω− is generated as a left B-module by ∂¯p with the
relations (S123 − q(ωs,ωs))p∂¯p = 0 and (E ′V )12∂¯p = 0, as described in (5.11). Hence to show
that ∇− is well-defined we need to check the relations
(S123 − q
(ωs,ωs))∇−(p∂¯p) = 0, (E
′
V )12∇−∂¯p = 0.
Let us begin with the second relation. Recall that g+− = (E ′V )12(EV )23∂p ⊗ ∂¯p and we have
the identity (E ′V )12p = q
(ωs,2ρ). Using these we compute
(E ′V )12∇−∂¯p = g+− − g+− = 0.
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Next, we want to show that (S123 − q(ωs,ωs))∇−(p∂¯p) = 0. Using the Leibnitz rule we have
∇−(p∂¯p) = dp⊗ ∂¯p+ p∇−∂¯p
= ∂p⊗ ∂¯p+ ∂¯p⊗ ∂¯p+ (EV )45(p∂p⊗ ∂¯p)− q
−(ωs,2ρ)ppg+−.
First we claim that (S123 − q(ωs,ωs))∂¯p⊗ ∂¯p = 0. To see this, we use (5.8) to write
∂¯p⊗ ∂¯p = (EV )45∂¯p⊗ p∂¯p = (EV )45∂¯pp⊗ ∂¯p.
Then using (S123−q(ωs ,ωs))∂¯pp = 0 from Lemma 5.1 we obtain the claim. Similarly one shows
that the term ppg+− vanishes under S123 − q(ωs,ωs). Hence let us consider
w = ∂p⊗ ∂¯p+ (EV )45(p∂p⊗ ∂¯p),
which we want to vanish under S123 − q(ωs,ωs). Using ∂¯p = (EV )23p∂¯p we rewrite it as
w = (EV )45(∂p⊗ p∂¯p) + (EV )45(p∂p⊗ ∂¯p)
= (EV )45((∂pp + p∂p)⊗ ∂¯p).
Clearly S123 − q(ωs,ωs) commutes with (EV )45. Finally, using (S123 − q(ωs,ωs))(∂pp + p∂p) = 0
from Lemma 5.3, we conclude that (S123 − q(ωs,ωs))w = 0. 
Next we consider the case of Ω+, which is more complicated.
Proposition 7.2. We have a connection ∇+ : Ω+ → Ω⊗B Ω+ defined by
∇+∂p = q
(αs,αs)(EV )23T1234(∂¯p⊗ ∂p)− q
(αs,αs)q−(ωs,2ρ)pg−+.
Proof. Recall that, in the quadratic case, Ω+ is generated as a left B-module by ∂p with the
relations (S˜234 − q−(ωs,ωs))p∂p = 0 and (E ′V )12∂p = 0, as described in (5.12). Hence to show
that ∇+ is well-defined we need to check the relations
(S˜234 − q
−(ωs,ωs))∇+(p∂p) = 0, (E
′
V )12∇+∂p = 0.
Let us begin with the second relation. We will need (E ′V )12(EV )23T1234 = (E
′
V )12(EV )23
from Lemma B.3. From this we obtain the expression
(E ′V )12(EV )23T1234∂¯p⊗ ∂p = (E
′
V )12(EV )23∂¯p⊗ ∂p = g−+.
Using this and (E ′V )12p = q
(ωs,2ρ) we conclude that
(E ′V )12∇+∂p = q
(αs,αs)g−+ − q
(αs,αs)g−+ = 0.
Next we want to show that (S˜234 − q−(ωs,ωs))∇+(p∂p) = 0. We have
∇+(p∂p) = dp⊗ ∂p + p∇+∂p
= ∂p⊗ ∂p + ∂¯p⊗ ∂p + q(αs,αs)p(EV )23T1234∂¯p⊗ ∂p− q
(αs,αs)q−(ωs,2ρ)ppg−+.
The terms ∂p ⊗ ∂p and pp can be shown to vanish under S˜234 − q−(ωs,ωs) exactly as in the
proof of Proposition 7.1. Hence let us consider the term
w = ∂¯p⊗ ∂p + q(αs,αs)(EV )45T3456(p∂¯p⊗ ∂p).
We want to show that it vanishes under S˜234 − q−(ωs,ωs). We can rewrite it as
∂¯p⊗ ∂p = (EV )45(∂¯p⊗ ∂pp) = q
(αs,αs)(EV )45T3456(∂¯pp⊗ ∂p).
Hence we obtain the expression
w = q(αs,αs)(EV )45T3456((∂¯pp+ p∂¯p)⊗ ∂p).
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To proceed we need the identity S˜234(EV )45T3456 = (EV )45T3456S˜234 from Lemma B.2. Then
we can commute S˜234 with (EV )45T3456 to obtain
(S˜234 − q
−(ωs,ωs))w = q(αs,αs)(EV )45T3456(S˜234 − q
−(ωs,ωs))((∂¯pp + p∂¯p)⊗ ∂p).
Finally, we can use the identity (S˜234− q−(ωs,ωs))(∂¯pp+p∂¯p) = 0 from Lemma 5.3 to conclude
that (S˜234 − q−(ωs,ωs))w = 0, which finishes the proof. 
Remark 7.3. The algebra B is easily seen to be a left Cq[G]-comodule, while the FODCs
Ω+ and Ω− are shown to be left covariant in [HeKo06]. It is possible to show that the
connections ∇+ and ∇− introduced here are left Cq[G]-covariant. This means that the map
∇+ : Ω+ → Ω ⊗B Ω+ (and similarly ∇−) is a map of left Cq[G]-comodules, where Ω ⊗B Ω+
is given the usual structure of tensor product of left comodules. We will not give the details
here, as this is not one of the main goals of this paper.
In the following we will write
∇ := ∇+ +∇− : Ω→ Ω⊗B Ω
for the direct sum of the two connections on Ω = Ω+ ⊕ Ω−.
Remark 7.4. In the classical limit, the connection ∇ reduces to the Levi-Civita connection on
the cotangent bundle, as can be seen from the formulae in (A.3).
7.2. Torsion. The first property of the connection ∇ we want to explore is its torsion, given
by T∇ = ∧ ◦ ∇− d as in Definition 3.9.
Proposition 7.5. We have T∇ = 0, that is ∇ is torsion free.
Proof. It suffices to show that T∇∂p = 0 and T∇∂¯p = 0, since T∇ is a B-module map. Write
κ+− = ∧(g+−) and κ−+ = ∧(g−+), and observe that κ+− = −κ−+ by Proposition 6.2.
Consider first T∇∂¯p. We have d∂¯p = ∂∂¯p, since d = ∂ + ∂¯. Moreover we can write
∂∂¯p = (EV )23(∂p ∧ ∂¯p+ ∂¯p ∧ ∂p), thanks to Lemma B.5. Therefore
T∇∂¯p = (EV )23∂p ∧ ∂¯p− q
−(ωs,2ρ)pκ+−
− (EV )23(∂p ∧ ∂¯p+ ∂¯p ∧ ∂p)
= q−(ωs,2ρ)pκ−+ − (EV )23∂¯p ∧ ∂p.
Next, we have the identity (EV )23∂¯p ⊗ ∂p = q−(ωs,2ρ)pg−+ from Lemma B.4. It implies that
(EV )23∂¯p ∧ ∂p = q
−(ωs,2ρ)pκ−+. Hence we conclude that
T∇∂¯p = q
−(ωs,2ρ)pκ−+ − q
−(ωs,2ρ)pκ−+ = 0.
Now consider T∇∂p. Using d∂p = ∂¯∂p = −(EV )23(∂p ∧ ∂¯p+ ∂¯p ∧ ∂p) we have
T∇∂p = q
(αs,αs)(EV )23T1234∂¯p ∧ ∂p− q
(αs,αs)q−(ωs,2ρ)pκ−+
+ (EV )23(∂p ∧ ∂¯p+ ∂¯p ∧ ∂p).
In Lemma B.7 we show that we have the identity
q(αs,αs)(EV )23T1234∂¯p ∧ ∂p = −(EV )23∂p ∧ ∂¯p+ (q
(αs,αs) − 1)(EV )23∂¯p ∧ ∂p.
Plugging this in and simplifying we obtain
T∇∂p = q
(αs,αs)(EV )23∂¯p ∧ ∂p− q
(αs,αs)q−(ωs,2ρ)pκ−+.
Using again (EV )23∂¯p ∧ ∂p = q−(ωs,2ρ)pκ−+, we conclude that
T∇∂p = q
(αs,αs)q−(ωs,2ρ)pκ−+ − q
(αs,αs)q−(ωs,2ρ)pκ−+ = 0. 
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7.3. Cotorsion. Recall from Definition 3.10 that the cotorsion corresponding to a connection
∇ : Ω1 → Ω1 ⊗A Ω
1 and a quantum metric g is the element coT∇ ∈ Ω2 ⊗A Ω1 given by
coT∇ = (d⊗ id− (∧ ⊗ id) ◦ (id⊗∇))g.
Proposition 7.6. We have coT∇ = 0, that is ∇ is cotorsion free.
Proof. Using (d⊗ id)g = 0 from Proposition 6.5, we can write the cotorsion as
coT∇ = −(∧ ⊗ id) ◦ (id⊗∇)g.
First we will compute (id⊗∇)g. We have
(id⊗∇)g = (E ′V )12(EV )23(∂p⊗∇∂¯p + ∂¯p⊗∇∂p)
= (E ′V )12(EV )23(∂p⊗ (EV )23(∂p⊗ ∂¯p)− q
−(ωs,2ρ)∂p⊗ pg−+)
+ q(αs,αs)(E ′V )12(EV )23(∂¯p⊗ (EV )23T1234(∂¯p⊗ ∂p)− q
−(ωs,2ρ)∂¯p⊗ pg+−).
It is easy to show that (E ′V )12(EV )23(∂p ⊗ pg−+) = 0 and (E
′
V )12(EV )23(∂¯p ⊗ pg+−) = 0 by
using the relations in (5.8) (the tensor product is over B). Hence we have
(id⊗∇)g = (E ′V )12(EV )23(EV )45(∂p⊗ ∂p⊗ ∂¯p)
+ q(αs,αs)(E ′V )12(EV )23(EV )45T3456(∂¯p⊗ ∂¯p⊗ ∂p).
The first term vanishes using (EV )23(∂p⊗ ∂p) = 0, since it can be rewritten as
(E ′V )12(EV )23(EV )23(∂p⊗ ∂p⊗ ∂¯p) = 0.
Then applying −(∧ ⊗ id) to (id⊗∇)g we are left with
coT∇ = −q
(αs ,αs)(E ′V )12(EV )23(EV )45T3456(∂¯p ∧ ∂¯p⊗ ∂p).
We will now show that this term vanishes. First, apply ∂¯ to ∂¯pp = q−(αs,αs)T1234p∂¯p to get
the identity −∂¯p ∧ ∂¯p = q−(αs,αs)T1234∂¯p ∧ ∂¯p. Using this we rewrite
coT∇ = (E
′
V )12(EV )23(EV )45T3456T1234(∂¯p ∧ ∂¯p⊗ ∂p).
Noting that (EV )23(EV )45 = (EV )23(EV )23 allows us to use the identity (EV )23T3456T1234 =
T1234(EV )45 from Lemma B.1. Then the cotorsion takes the form
coT∇ = (E
′
V )12(EV )23T1234(EV )45(∂¯p ∧ ∂¯p⊗ ∂p).
Next, using (E ′V )12(EV )23T1234 = (E
′
V )12(EV )23 from Lemma B.3 we have
coT∇ = (E
′
V )12(EV )23(EV )45(∂¯p ∧ ∂¯p⊗ ∂p).
Finally this expression vanishes, since (EV )23∂¯p ∧ ∂¯p = 0. 
7.4. Levi-Civita connection. Summarizing the results obtained so far we obtain the fol-
lowing theorem, which is the main result of this section.
Theorem 7.7. The connection ∇ : Ω → Ω ⊗B Ω is a weak quantum Levi-Civita connection
with respect to the quantum metric g.
Proof. According to Definition 3.12, this means that ∇ is torsion free and cotorsion free (the
latter involves g). This is what we have proven in Proposition 7.5 and Proposition 7.6. 
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In view of these properties, and the fact that it reduces to the Levi-Civita connection on
the cotangent bundle in the classical limit, it seems appropriate to consider ∇ as a quantum
analogue of the Levi-Civita connection for the quantum projective spaces.
One could ask for a stronger version of the property of compatibility with the metric, as
opposed to the cotorsion free condition. This does not hold, at least in a naive interpretation
of the condition ∇g = 0, see the comments after [Maj05, Theorem 5.1].
Having the quantum metric g and the weak Levi-Civita connection ∇, one can start to
investigate further aspects of quantum Riemannian geometry in the sense of [BeMa20]. These
include the computation of the Riemann tensor and an appropriately defined Ricci tensor,
for instance. For the case of the quantum 2-sphere, which corresponds to the easiest case
of a quantum projective space, such computations have been performed in [Maj05]. An
important result is that an analogue of the Einstein condition holds, that is the Ricci tensor
is proportional to the quantum metric. We conjecture that this is also the case for general
quantum projective spaces, and we plan to investigate this aspect in future research.
Appendix A. Results on projective spaces
In this appendix we will recall some results on (classical) projective spaces, to facilitate the
comparison between the classical and the quantum descriptions.
From the point of view of differential geometry, the complex projective space CPN can be
identified with CN+1\{0} modulo the relation (Z1, · · · , ZN) ∼ λ(Z1, · · · , ZN) with λ 6= 0.
Here {Z1, · · · , ZN} are the global coordinates of CN+1. Define the functions
pij =
Z iZ¯j
‖Z‖2
, i, j = 1, · · · , N + 1.
These descend to CPN , as they are invariant under the equivalence relation.
Consider the coordinate patch with ZN+1 6= 0 and denote by zi = Z i/ZN+1 the corre-
sponding homogeneous coordinates (the discussion is similar for the other patches). Then
with respect to these local coordinates the Fubini-Study metric takes the form
g =
N∑
i,j=1
gij¯dz
i ⊙ dz¯j =
N∑
i,j=1
(1 + ‖z‖2)δij − z¯
izj
(1 + ‖z‖2)2
dzi ⊙ dz¯j ,
where we write dzi ⊙ dz¯j = dzi ⊗ dz¯j + dz¯j ⊗ dzi for the symmetric product. The inverse
metric can be seen to have components g i¯j = (δij + z¯izj)(1 + ‖z‖2).
The metric can be rewritten in terms of the functions pij, which can be seen as the entries
of a projection of rank one. An explicit computation shows that
g =
N+1∑
i,j=1
(∂pij ⊗ ∂¯pji + ∂¯pij ⊗ ∂pji). (A.1)
Similarly, the inverse metric can be seen as a map (·, ·) on the cotangent bundle satisfying
(∂pij , ∂¯pkl) = δilp
kj − pijpkl, (∂¯pij , ∂pkl) = δkjp
il − pijpkl,
(∂pij , ∂pkl) = 0, (∂¯pij , ∂¯pkl) = 0.
(A.2)
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Next, we will describe the Levi-Civita connection on the cotangent bundle, defined with
respect to the Fubini-Study metric. We have the formulae
∇∂pij =
N+1∑
k=1
∂¯pkj ⊗ ∂pik − pijg−+,
∇∂¯pij =
N+1∑
k=1
∂pik ⊗ ∂pkj − pijg+−.
(A.3)
Here g+− =
∑
i,j ∂p
ij ⊗ ∂¯pji and g−+ =
∑
i,j ∂¯p
ij ⊗ ∂pji.
The classical analogue of the relations (5.11) and (5.12) are
pij∂pkl = pil∂pkj , pij ∂¯pkl = pkj∂¯pil,
N+1∑
i=1
∂pii = 0,
N+1∑
i=1
∂¯pii = 0.
Using these relations, one can prove directly that the Levi-Civita connection is given by (A.3).
Indeed, one checks that ∇ is torsion free and metric compatible, that is ∇g = 0.
Appendix B. Various identities
In this section we will provide the proofs of various identities that have been used in the
main text. We divide them into two groups, those that only depend on the (rigid) braided
monoidal structure, and those that also involve the differential calculus Ω.
B.1. Categorical identities. The first identity we consider appears in the proof of [HeKo06,
Proposition 3.11], but we reproduce it here for the reader’s convenience.
Lemma B.1. We have the identity
(EV )23T3456T1234 = T1234(EV )45.
Proof. Using the definition of T1234 we can write
T3456T1234 = (RˆV,V ∗)45(RˆV,V )34(RˆV,V ∗)23(RˆV,V )12
× (Rˆ−1V ∗,V ∗)56(Rˆ
−1
V,V ∗)45(Rˆ
−1
V ∗,V ∗)34(Rˆ
−1
V,V ∗)23.
We have (EV )23(RˆV,V ∗)45 = (RˆV,V ∗)23(EV )23. Moreover (EV )23(RˆV,V )34(RˆV,V ∗)23 = (EV )34 by
naturality of the braiding, as in (2.3). Then we obtain
(EV )23(RˆV,V ∗)45(RˆV,V )34(RˆV,V ∗)23(RˆV,V )12 = (RˆV,V ∗)23(RˆV,V )12(EV )34.
Hence we can write
(EV )23T3456T1234 = (RˆV,V ∗)23(RˆV,V )12(EV )34(Rˆ
−1
V ∗,V ∗)56(Rˆ
−1
V,V ∗)45(Rˆ
−1
V ∗,V ∗)34(Rˆ
−1
V,V ∗)23.
As above, using (EV )34(Rˆ−1V,V ∗)45(Rˆ
−1
V ∗,V ∗)34 = (EV )45 due to (2.3) we obtain
(EV )34(Rˆ
−1
V ∗,V ∗)56(Rˆ
−1
V,V ∗)45(Rˆ
−1
V ∗,V ∗)34(Rˆ
−1
V,V ∗)23 = (Rˆ
−1
V ∗,V ∗)34(Rˆ
−1
V,V ∗)23(EV )45.
We conclude that
(EV )23T3456T1234 = (RˆV,V ∗)23(RˆV,V )12(Rˆ
−1
V ∗,V ∗)34(Rˆ
−1
V,V ∗)23(EV )45
= T1234(EV )45. 
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The next identity is related to the previous one, but we also assume that V is a simple
module (perhaps this condition can be removed, but we only need it in this case).
Lemma B.2. Let V = V (λ) be a simple module. Then we have
S˜234(EV )45T3456 = (EV )45T3456S˜234.
Proof. We have (EV )12(RˆV,V ∗)12 = q−(λ,λ+2ρ)(E ′V )12 from Lemma 2.1. Then
(EV )45T3456 = q
−(λ,λ+2ρ)(E ′V )45(RˆV,V )34(Rˆ
−1
V ∗,V ∗)56(Rˆ
−1
V,V ∗)45.
By naturality of the braiding we have (E ′V )45(RˆV,V )34 = (E
′
V )34(Rˆ
−1
V ∗,V )45, as in (2.3). Using
this relation and the braid equation we obtain
(EV )45T3456 = q
−(λ,λ+2ρ)(E ′V )34(Rˆ
−1
V ∗,V )45(Rˆ
−1
V ∗,V ∗)56(Rˆ
−1
V,V ∗)45
= q−(λ,λ+2ρ)(E ′V )34(Rˆ
−1
V,V ∗)56(Rˆ
−1
V ∗,V ∗)45(Rˆ
−1
V ∗,V )56
= q−(λ,λ+2ρ)(Rˆ−1V,V ∗)34(E
′
V )34(Rˆ
−1
V ∗,V ∗)45(Rˆ
−1
V ∗,V )56.
Using again the same naturality relation as above, we rewrite
(EV )45T3456 = q
−(λ,λ+2ρ)(Rˆ−1V,V ∗)34(E
′
V )45(RˆV,V )34(Rˆ
−1
V ∗,V )56
= q−(λ,λ+2ρ)(Rˆ−1V,V ∗)34(E
′
V )45(Rˆ
−1
V ∗,V )56(RˆV,V )34.
Now using the previous expression we can write
(EV )45T3456S˜234 = q
−(λ,λ+2ρ)(Rˆ−1V,V ∗)34(E
′
V )45(Rˆ
−1
V ∗,V )56
× (RˆV,V )34(RˆV,V ∗)23(Rˆ
−1
V ∗,V ∗)34(Rˆ
−1
V,V ∗)23.
Next, we use the braid equation in the form
(RˆV,V ∗)34(RˆV,V ∗)23(Rˆ
−1
V ∗,V ∗)34 = (Rˆ
−1
V ∗,V ∗)23(RˆV,V ∗)34(RˆV,V ∗)23.
Using this relation and simplifying we obtain
(EV )45T3456S˜234 = q
−(λ,λ+2ρ)(Rˆ−1V,V ∗)34(E
′
V )45(Rˆ
−1
V ∗,V )56(Rˆ
−1
V ∗,V ∗)23(RˆV,V ∗)34
= q−(λ,λ+2ρ)(Rˆ−1V,V ∗)34(Rˆ
−1
V ∗,V ∗)23(E
′
V )45(RˆV,V ∗)34(Rˆ
−1
V ∗,V )56.
We have (E ′V )45(RˆV,V ∗)34 = (E
′
V )34(Rˆ
−1
V ∗,V ∗)45 by (2.3). Then we rewrite
(EV )45T3456S˜234 = q
−(λ,λ+2ρ)(Rˆ−1V,V ∗)34(Rˆ
−1
V ∗,V ∗)23(E
′
V )34(Rˆ
−1
V ∗,V ∗)45(Rˆ
−1
V ∗,V )56
= q−(λ,λ+2ρ)(Rˆ−1V,V ∗)34(Rˆ
−1
V ∗,V ∗)23(RˆV,V ∗)34(Rˆ
−1
V,V ∗)34(E
′
V )34(Rˆ
−1
V ∗,V ∗)45(Rˆ
−1
V ∗,V )56.
Now we can use the identity (EV )45T3456 = q−(λ,λ+2ρ)(Rˆ−1V,V ∗)34(E
′
V )34(Rˆ
−1
V ∗,V ∗)45(Rˆ
−1
V ∗,V )56,
which we have obtained as an intermediate step in the computations above. We get
(EV )45T3456S˜234 = (Rˆ
−1
V,V ∗)34(Rˆ
−1
V ∗,V ∗)23(RˆV,V ∗)34(EV )45T3456.
Finally using the braid equation we conclude that
(EV )45T3456S˜234 = (RˆV,V ∗)23(Rˆ
−1
V ∗,V ∗)34(Rˆ
−1
V,V ∗)23(EV )45T3456
= S˜234(EV )45T3456. 
The next result, again in the case of a simple module V , shows that we can get rid of the
term T1234 when performing the evaluations (E ′V )12(EV )23.
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Lemma B.3. Let V = V (λ) be a simple module. Then we have
(E ′V )12(EV )23T1234 = (E
′
V )12(EV )23.
Proof. We have (EV )12(RˆV,V ∗)12 = q−(λ,λ+2ρ)(E ′V )12 from Lemma 2.1. Then
(E ′V )12(EV )23T1234 = q
−(λ,λ+2ρ)(E ′V )12(E
′
V )23(Rˆ
−1
V ∗,V ∗)34(RˆV,V )12(Rˆ
−1
V,V ∗)23.
By (2.3) we have (E ′V )23(Rˆ
−1
V ∗,V ∗)34 = (E
′
V )34(RˆV,V ∗)23. We obtain
(E ′V )12(EV )23T1234 = q
−(λ,λ+2ρ)(E ′V )12(E
′
V )34(RˆV,V ∗)23(RˆV,V )12(Rˆ
−1
V,V ∗)23
= q−(λ,λ+2ρ)(E ′V )12(E
′
V )12(RˆV,V ∗)23(RˆV,V )12(Rˆ
−1
V,V ∗)23.
Again by (2.3) we have (E ′V )12(RˆV,V ∗)23 = (E
′
V )23(Rˆ
−1
V,V )12. Then
(E ′V )12(EV )23T1234 = q
−(λ,λ+2ρ)(E ′V )12(E
′
V )23(Rˆ
−1
V,V )12(RˆV,V )12(Rˆ
−1
V,V ∗)23
= q−(λ,λ+2ρ)(E ′V )12(E
′
V )23(Rˆ
−1
V,V ∗)23 = (E
′
V )12(EV )23.
In the last step we have used again the identity from Lemma 2.1. 
B.2. Differential calculus identities. We will now derive various identities involving the
generators of the differential calculus Ω. In the following V will always denote the simple
module V (ωs). The first identity involves the metric element g−+.
Lemma B.4. We have
(EV )23(∂¯p⊗ ∂p) = q
−(ωs,2ρ)pg−+.
Proof. Using ∂p = (EV )23∂pp and the right B-module relations (5.4) we compute
(EV )23(∂¯p⊗ ∂p) = (EV )23(EV )45(∂¯p⊗ ∂pp)
= (EV )23(EV )45T3456T1234(p∂¯p⊗ ∂p)
= (EV )23(EV )23T3456T1234(p∂¯p⊗ ∂p).
Using (EV )23T3456T1234 = T1234(EV )45 from Lemma B.1 this becomes
(EV )23(∂¯p⊗ ∂p) = (EV )23T1234(EV )45(p∂¯p⊗ ∂p).
Next we use the relation p∂¯p = q(ωs,ωs)S−1123p∂¯p from Lemma 5.1. Then we obtain
(EV )23(∂¯p⊗ ∂p) = q
(ωs,ωs)(EV )23T1234(EV )45S
−1
123(p∂¯p⊗ ∂p)
= q(ωs,ωs)(EV )23T1234S
−1
123(EV )45(p∂¯p⊗ ∂p)
= q(ωs,ωs)(EV )23S˜234(EV )45(p∂¯p⊗ ∂p).
In the last step we have used T1234 = S˜234S123. Using the definition of S˜234 and Lemma 2.1
we easily obtain the identity (EV )23S˜234 = q−(ωs,ωs+2ρ)(E ′V )34. Finally we get
(EV )23(∂¯p⊗ ∂p) = q
−(ωs,2ρ)(E ′V )34(EV )45(p∂¯p⊗ ∂p) = q
−(ωs,2ρ)pg−+. 
The next two identities appear in the proof of [HeKo06, Proposition 3.11]. The first one
lets us rewrite ∂∂¯p as a product of one-forms.
Lemma B.5. We have
∂∂¯p = (EV )23(∂p ∧ ∂¯p+ ∂¯p ∧ ∂p).
Moreover we have
(EV )23p∂∂¯p = (EV )23∂∂¯pp = (EV )23∂¯p ∧ ∂p.
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Proof. Using the identity ∂¯p = (EV )23p∂¯p from (5.8) and the Leibnitz rule we have
∂∂¯p = (EV )23∂(p∂¯p) = (EV )23(∂p ∧ ∂¯p+ p∂∂¯p).
Now we apply ∂¯ to (EV )23p∂p = 0. Using ∂∂¯ = −∂¯∂ we get (EV )23p∂∂¯p = (EV )23∂¯p ∧ ∂p.
Plugging this into the expression above we get the result.
Next, using the identity for ∂∂¯p obtained above we compute
(EV )23(p∂∂¯p) = (EV )23(EV )45(p∂p ∧ ∂¯p+ p∂¯p ∧ ∂p)
= (EV )23(EV )23(p∂p ∧ ∂¯p+ p∂¯p ∧ ∂p)
= (EV )23∂¯p ∧ ∂p.
In the last step we have used the relations from (5.8). By similar computations one also shows
the identity (EV )23∂∂¯pp = (EV )23∂¯p ∧ ∂p. 
The second identity from [HeKo06, Proposition 3.11] is a right B-module relation for ∂∂¯p.
Lemma B.6. We have ∂∂¯pp = T1234p∂∂¯p.
Proof. Using the expression from Lemma B.5 and the bimodule relations in (5.4) we get
∂∂¯pp = (EV )23T3456T1234p(∂p ∧ ∂¯p+ ∂¯p ∧ ∂p).
Now using (EV )23T3456T1234 = T1234(EV )45 from Lemma B.1 we obtain
∂∂¯pp = T1234(EV )45p(∂p ∧ ∂¯p+ ∂¯p ∧ ∂p) = T1234p∂∂¯p. 
Finally, the next identity lets us rewrite ∂p ∧ ∂¯p in terms of ∂¯p ∧ ∂p under the evaluation
(EV )23. We have used it in the computation of the torsion in Proposition 7.5.
Lemma B.7. We have
q(αs,αs)(EV )23T1234∂¯p ∧ ∂p = −(EV )23∂p ∧ ∂¯p+ (q
(αs,αs) − 1)(EV )23∂¯p ∧ ∂p.
Proof. Applying ∂¯ to ∂pp = q(αs,αs)T1234p∂p we get
∂¯∂pp− ∂p ∧ ∂¯p = q(αs,αs)T1234∂¯p ∧ ∂p + q
(αs,αs)T1234p∂¯∂p.
Using Lemma B.6 we rewrite this as
q(αs,αs)T1234∂¯p ∧ ∂p = −∂p ∧ ∂¯p+ (1− q
(αs,αs))∂¯∂pp.
Now we can apply (EV )23∂∂¯pp = (EV )23∂¯p ∧ ∂p from Lemma B.5, taking into account that
∂∂¯ = −∂¯∂. This gives the result. 
Appendix C. Bimodule maps
In this appendix we will introduce certain A-bimodule maps involving the FODCs Γ+ and
Γ− over A. We will assume that we are in the quadratic case, which means that Γ+ and Γ−
are free left A-modules. For this part the tensor products are only over C.
Lemma C.1. Define the A-bimodule maps
Φ+− : Γ+ ⊗ Γ− → A, Φ−+ : Γ− ⊗ Γ+ → A,
by the formulae
Φ+−(∂f ⊗ ∂¯v) = (CV )1, Φ−+(∂¯v ⊗ ∂f) = (C
′
V )1.
Then they descend to maps on the tensor product over B.
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Proof. To prove that Φ+− descends to a map Γ+ ⊗B Γ− → A we need to show the equality
Φ+−(∂fp⊗ ∂¯v) = Φ+−(∂f ⊗ p∂¯v), where p = fv ∈ B.
Using the relations from (5.6) and (5.7) we compute
Φ+−(∂ff ⊗ ∂¯v) = q
(αs,αs)−(ωs,ωs)(RˆV,V )12Φ+−(f∂f ⊗ ∂¯v)
= q(αs,αs)−(ωs,ωs)(RˆV,V )12(CV )2f.
We have (RˆV,V )12(CV )2 = (Rˆ−1V,V ∗)23(CV )1 from (2.4). Then
Φ+−(∂ff ⊗ ∂¯v) = q
(αs,αs)−(ωs,ωs)(Rˆ−1V,V ∗)23(CV )1f
= q(αs,αs)−(ωs,ωs)(Rˆ−1V,V ∗)23Φ+−(∂f ⊗ ∂¯vf)
= q(αs,αs)Φ+−(∂f ⊗ f∂¯v).
Similarly we compute
Φ+−(∂fv ⊗ ∂¯v) = q
−(ωs,ωs)(Rˆ−1V,V ∗)12Φ+−(v∂f ⊗ ∂¯v)
= q−(ωs,ωs)(Rˆ−1V,V ∗)12(CV )2v.
We have (Rˆ−1V,V ∗)12(CV )2 = (RˆV ∗,V ∗)23(CV )1 from (2.4). Then
Φ+−(∂fv ⊗ ∂¯v) = q
−(ωs,ωs)(RˆV ∗,V ∗)23(CV )1v
= q−(ωs,ωs)(RˆV ∗,V ∗)23Φ+−(∂f ⊗ ∂¯vv)
= q−(αs,αs)Φ+−(∂f ⊗ v∂¯v).
Using these identities and p = fv, we obtain that Φ+−(∂fp⊗ ∂¯v) = Φ+−(∂f ⊗ p∂¯v). The
computations for the map Φ−+ are very similar and we omit the details. 
We also introduce some maps that are essentially multiplication in A.
Lemma C.2. Define the A-bimodule maps
Ψ+− : Γ+ ⊗ Γ− → A, Ψ−+ : Γ− ⊗ Γ+ → A,
by the formulae
Ψ+−(∂f ⊗ ∂¯v) = fv, Ψ−+(∂¯v ⊗ ∂f) = vf.
Then they descend to maps on the tensor product over B.
Proof. Consider the map Ψ+−. Taking into account the relations (4.3) we compute
Ψ+−(∂ff ⊗ ∂¯v) = q
(αs,αs)−(ωs,ωs)(RˆV,V )12Ψ−+(f∂f ⊗ ∂¯v)
= q(αs,αs)−(ωs,ωs)(RˆV,V )12ffv = q
(αs,αs)ffv
= q(αs,αs)−(ωs,ωs)(Rˆ−1V,V ∗)23fvf
= q(αs,αs)−(ωs,ωs)(Rˆ−1V,V ∗)23Ψ+−(∂f ⊗ ∂¯vf)
= q(αs,αs)Ψ+−(∂f ⊗ f∂¯v).
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Similarly we compute
Ψ+−(∂fv ⊗ ∂¯v) = q
−(ωs,ωs)(Rˆ−1V,V ∗)12Ψ−+(v∂f ⊗ ∂¯v)
= q−(ωs,ωs)(Rˆ−1V,V ∗)12vfv = fvv
= q−(ωs,ωs)(RˆV ∗,V ∗)23fvv
= q−(ωs,ωs)(RˆV ∗,V ∗)23Ψ+−(∂f ⊗ ∂¯vv)
= q−(αs,αs)Ψ+−(∂f ⊗ v∂¯v).
Since p = fv, these identities show that Ψ+−(∂fp⊗ ∂¯v) = Ψ+−(∂f⊗p∂¯v). The computations
for the map Ψ−+ are completely analogous and we omit them. 
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