Multi-view clustering aims to achieve more promising clustering results than single-view clustering by exploring the multi-view information. Since statistic properties of different views are diverse, even incompatible, few approaches implement multi-view clustering based on the concatenated features directly. However, feature concatenation is a natural way to combine multiple views. To this end, this paper proposes a novel multi-view subspace clustering approach dubbed Feature Concatenation Multi-view Subspace Clustering (FCMSC). Specifically, by exploring the consensus information, multi-view data are concatenated into a joint representation firstly, then, l2,1-norm is integrated into the objective function to deal with the sample-specific and cluster-specific corruptions of multiple views for benefiting the clustering performance. Furthermore, by introducing graph Laplacians of multiple views, a graph regularized FCMSC is also introduced to explore both the consensus information and complementary information for clustering. It is noteworthy that the obtained coefficient matrix is not derived by directly applying the Low-Rank Representation (LRR) to the joint view representation simply. Finally, an effective algorithm based on the Augmented Lagrangian Multiplier (ALM) is designed to optimized the objective functions. Comprehensive experiments on six real world datasets illustrate the superiority of the proposed methods over several state-of-the-art approaches for multi-view clustering.
I. INTRODUCTION
M ULTI-VIEW data, obtained from different measurements or collected from various fields to describe objects comprehensively, are widespread in many real-world applications [37] , [36] , [19] , [44] . For example, in computer vision tasks, an image can be described by multiple view representations (GIST [26] , SIFT [23] , LBP [25] , etc.); the words presented on a webpage and the words presented in URL are two distinct views of the webpage; video signals and audio signals are two common representations and can be applied for multimedia content understanding. Compared with single-view data, multi-view data contain both the consensus and complementary information among multiple views. And the goal of multi-view learning, which has achieved success in many applications [37] , [41] , [50] , [28] , [51] , [12] , is to improve the generalization performance by leveraging multiple views.
As a fundamental task in unsupervised learning [52] , clustering can be used as a stand-alone exploratory tool to mine the intrinsic structure of data or a preprocessing stage to assist other learning tasks as well. Many clustering approaches have been proposed, and subspace clustering, which assumes that high dimensional data lie in a union low-dimensional subspaces and tries to group data points into clusters and find the corresponding subspace simultaneously, attracts lots of researches owing to its promising performance and good interpretability [31] , [40] . Variant clustering algorithms based on the subspace clustering have been proposed within different constraints. Low-Rank Subspace Clustering (LRSC) [32] finds a low-rank linear representation of data in a dictionary of themselves and then employs the spectral clustering on an adjacent matrix, derived from the low-rank representation [21] , to obtain clustering results. Besides, Sparse Subspace Clustering (SSC) [9] , which tries to find a sparsest representation based Corresponding author: Jihua Zhu (email: zhujh@xjtu.edu.cn).
on the l 1 -norm, is a powerful subspace clustering algorithms as well. Low-Rank Sparse Subspace Clustering (LRSSC) [27] applies low-rank and sparse constraints simultaneously based on the trace norm and l 1 -norm according to the fact that the coefficient matrix is often sparse and low-rank at the same time. Additionally, Smooth Representation Clustering [15] explores the grouping effect of subspace clustering. Although these algorithms are effective in practice, they are designed for single-view data rather than multi-view data.
Based on the subspace clustering, many multi-view subspace clustering approaches have been proposed [42] , [4] , [10] , [33] , most of which process multiple views separately and then find a common shared coefficient matrix or fuse clustering results of different views. Although good performance has been achieved in practice, these methods insufficiently describe data within each view separately. To this end, in this paper, we propose a novel multi-view subspace clustering dubbed Feature Concatenation Multi-view Subspace Clustering (FCMSC), which performs clustering on multiple views simultaneously and explores the consensus information of multi-view data.
For multi-view clustering, the naive solution is concatenating features of all views and then running a single-view clustering algorithm directly. However, this is ineffective in most real-world applications and even obtains worse clustering results [37] , [50] , [16] , [17] , [34] , since each view has its own statistic properties and different clustering results. It is worth noting that our proposed FCMSC can achieve promising clustering performance conducted on the concatenated features straightforward. To be specific, by introducing the concept of cluster-specific corruptions, our method decomposes the original coefficient matrix, which is derived from the joint view representation by low-rank representation straightforward, into a cluster-specific noise matrix and a new lowrank coefficient matrix, which enjoys the consensus property of multi-view data. Moreover, a graph-reguarized FCMSC (gr-FCMSC) is also proposed, which can explore both the consensus information and complementary information simultaneously during clustering. Finally, an effective optimization algorithm based on the Augmented Lagrangian Multiplier (ALM) [40] , [20] is designed for the objective functions of the proposed FCMSC and gr-FCMSC. Extensive experiments on six real-world datasets compared with several state-of-theart multi-view clustering approaches show the effectiveness and competitiveness of our methods.
In summary, the main contributions of this paper can be delivered as follows:
1) An effective multi-view subspace clustering (FCMSC) is proposed in this paper. By introducing the clusterspecific corruptions brought by different views, the proposed method can perform clustering on multiple views simultaneously and explore the consensus information of multi-view data based on the concatenated features directly. 2) A graph regularized method (gr-FCMSC) is also proposed. By employing the graph Laplacians, gr-FCMSC takes the complementary information of multi-view data into consideration as well, and achieves promising clustering results. 3) Experiments are conducted on six benchmark datasets so as to demonstrate the effectiveness and superiority of the proposed methods for multi-view clustering. The rest of this paper is organized as follows. The next section reviews related works briefly. Section III introduces our methods, including FCMSC and gr-FCMSC, in detail. And Section IV displays the related optimizations. Comprehensive experimental results and discussions are provided in Section V. Finally, Section VI provides the conclusions and future works .
II. RELATED WORKS
Recently, a lot of approaches have been proposed to solve the multi-view clustering problem [41] , [43] , [42] , [4] , [10] , [33] , [16] , [17] , [34] , [29] , [6] , [39] , [30] , [38] , [49] , [22] , [2] . Most existing multi-view clustering methods can be grouped into two main categories roughly: generative methods and discriminative methods [6] . Generative methods try to construct generative models for different clusters respectively. For example, multi-view convex mixture models [30] learn different weights for multiple views automatically and build convex mixture models for different views. Although most generative algorithms are robust to the missing entry and even have global optimizations, they are accompanied with a series of hypotheses and parameters, which make the optimization more difficult and time consuming.
Discriminative methods, which try to minimize the similarities of data points between clusters and maximize the similarities of data points within clusters through all multiple views, have achieve good clustering results in many applications and attracts the most attention of research in this field [6] . Taking example of multi-view subspace clustering, Latent Multi-view Subspace Clustering (LMSC) [43] , which introduce a latent representation to explore the relationships among data points, obtains the underlying complementary information and seeks the latent representation simultaneously; And Multi-view Lowrank Sparse Subspace Clustering (MLRSSC) [2] constructes an affinity matrix relying on the importance of both lowrank and sparsity constraints; Low-rank Tensor constrained Multi-view Subspace Clustering (LT-MSC) [42] formulates the clustering problem as a tensor nuclear norm minimization problem by regarding the subspace representation matrices of multiple views as a tensor; Diversity-induced Multi-view Subspace Clustering (DiMSC) [4] enhances the multi-view clustering performance by utilizing the Hilbert Schmidt Independence Criterion to explore the complementary information of different views; Multi-view subspace clustering by learning a joint affinity graph [29] leverages a low-rank representation with diversity regularization and a rank constraint to learn a joint affinity graph for clustering, and the Multi-View Subspace Clustering (MVSC) [10] uses a shared common cluster structure of all views to obtain clustering results by exploring the consensus information among views; Iterative Views Agreement [33] is a multi-view subspace clustering approach, which can preserve the local manifold structures of each view during multi-view clustering process. Besides, many spectral clustering based methods are proposed as well. The co-training approach for multi-view spectral clustering [16] and the co-regularized multi-view spectral clustering [17] process multiple views separately and try to get clustering results that can maximize the agreement among views; Robust Multi-view Spectral Clustering (RMSC) [34] recovers a common transition probability matrix via low-rank and sparse decomposition and employs the Markov chain method to obtain clustering results. In addition, several multi-view clustering methods based on the matrix factorization approach [18] are proposed by exploring the consensus information among views [49] , [22] .
Among variant discriminative multi-view clustering methods, the essential difference is the style they use to explore the consensus information and the complementary information of multiple views. However, most of these existing multiview clustering methods process different views separately, and that is an ineffective way to handle multiple views. It is natural to combine multiple views before clustering operation, and some related approaches have been proposed [7] , [5] , [45] , [14] . Multi-view clustering via Canonical Correlation Analysis (CCA) [7] gets the combination after projection; Methods proposed in [5] , [45] , [14] use kernels to combine multiple views. However, these methods may corrupt either the consensus information or the complementary information among views during combination to varying degrees.
Since it is difficult to explore effective information among views based on the direct combination of multiple views, multi-view clustering results of applying single-view clustering to the joint view representation directly are uncompetitive [42] , [4] , [17] , [34] , [6] , and few works focus on this kind of combination styles. However, it is obvious that original information contained among multiple views can get maximum preservation by concatenating features of all views directly. It is notable that the proposed FCMSC is the first method that can get effective clustering results by utilizing the concatenated features of multiple views straightforward. 
III. FEATURE CONCATENATION MULTI-VIEW SUBSPACE CLUSTERING
In this section, we propose the Feature Concatenation Multiview Subspace Clustering (FCMSC) method by exploring the consensus information of multi-view data. Furthermore, a graph regularized method, termed as gr-FCMSC, is also proposed, which can explore both the consensus information and complementary information for multi-view clustering.
A. FCMSC
For convenience, Table I lists main symbols used throughout this paper. Given a multi-view dataset with v views and n samples, i.e. {x
, data points of which are drawn from m multiple subspaces. In order to obtain a matrix that each column has the same magnitude, data of each view are normalized within the range of [0, 1], and then multiple views are concatenated into a joint view representation matrix X, which is defined as follows,
where
denotes the features of i-th sample from k-th view, and i-th column of X contains features of all views of i-th sample. Based on concatenated features, Fig. 1 displays the whole framework of the proposed FCMSC.
Since statistic properties of different views are diverse, even incompatible, among views, it is difficult to explore the mutual information of multiple views effectively and fully. In order to The dimension of features in i-th view. d
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get a preliminary exploration of multi-view data, we consider the following objective function in the beginning:
where Z indicates an original coefficient matrix of X, E x denotes the sample-specific corruptions of data points, and λ is a trade-off parameter. The l 2,1 -norm of E x enforces E x to be sparse in columns and columns of E x to be zero [21] . Equation (2) is a standard low-rank representation of the concatenated features. However, experimental results presented in [42] , [4] , [6] and later section of this paper show that the clustering performance is uncompetitive if a spectral clustering algorithm is performed on Z. This is because each view has specific statistical properties, which may be contradictory among views, and it is unreasonable to explore the joint views representation by directly applying single-view clustering algorithm. In this paper, we introduce the cluster-specific corruptions, which are accompanied with multi-view data, as shown in Fig.  2 . Without concerning the cluster-specific corruptions, it is expected that running a single-view clustering algorithm on the concatenated features is hard to get satisfied clustering results. And the original coefficient matrix Z, obtained in (2), is far from good enough for multi-view clustering. In order to handle the concatenated features better and get a desired coefficient matrix, it is suggest to consider the following formulation:
where D indicates a dictionary matrix, C denotes the desired coefficient matrix, and E cs represents the cluster-specific corruptions among multiple views. Equation ( 3) considers both the cluster-specific and sample-specific corruptions. Obviously, the choices of D and E cs are vital for the final multi-view clustering performance. Since matrix D is free of the sample-specific corruptions, it is reasonable to employ the reconstructed features, obtained from (2), as the dictionary matrix, i.e. D = XZ. As for E cs , most existing norms are not suitable for it. As shown in Fig. 2 , under the (2), and (b) is calculated from (6) . Obviously, C characters the underlying clustering structures of data much better than Z.
assumption that the true underlying clustering would assign corresponding points in each view to the same cluster, the number of columns with cluster-specific corruptions in matrix X should be small, and the major part of columns achieve the same clustering results. It is difficulty to process the clusterspecific corruptions directly. Therefore, we decomposed E cs as E cs = XE z . Since we prefer E z to be sparse in columns, it is reasonable to impose the l 2,1 -norm minimization constraint on E z so as to characterize the cluster-specific corruptions of multi-view data properly. Accordingly, (3) can be reformulated as follows:
For simplicity, we can reformulate the above equation as follows:
As a consequence, it is straightforward to design the following objective function for multi-view clustering based on the joint view representation X:
where λ 1 and λ 2 are trade-off parameters. Although E x and E z are both imposed with the l 2,1 -norm constraint, they are totally different in essence. More specifically, E x denotes the sample-specific corruptions, and E z is employed to handle the cluster-specific corruptions caused by multiple-views. Theoretically, compared with Z obtained in (2), the coefficient matrix C is much better for multi-view clustering. To view the difference between Z and C in a more intuitive way, Fig.3 displays a visualization of Z and C conducted on the Yale Face dateset 1 . As shown in Fig.3 , it is clear that the matrix C has more suitable structures than Z for clustering.
B. gr-FCMSC
In FCMSC, only the consensus information of multi-view data is employed for clustering. In order to leverage the complementary as well, a graph regularied Feature Concatenated Multi-view Subspace Clustering (gr-FCMSC) is also proposed. 1 The Yale Face database contains 165 grayscale images in GIF format of 15 individuals. More details will be presented in the section of experiment.
Graph regularization can preserve local manifold structures [3] , [35] , [11] , and inspired by [35] we impose the following graph Laplacian regularizers of multiple views on the FCMSC to explore the complementary of multi-view data:
where C T denotes the transpose of C, L i represents the graph Laplacian matrix of i-th view, L i = D i − W i , and D i is the degree matrix of i-th view, W i is the adjacency matrix of i-th view [24] . And, the objective function of gr-FCMSC can be formulated as follows:
where λ 1 , λ 2 , and λ 3 denote trade-off parameters. Obviously, the desired coefficient matrix C, calculated from (8), takes specific manifold structures of different views into consideration, and explores the complementary information to achieve a suitable solution for all views.
Once the desired coefficient matrix C is learned, we construct a adjacency matrix for spectral clustering to get multiview clustering results as follows:
where abs(·) denotes the absolution function, which can deal with a matrix and return the absolute value of each element in the matrix.
IV. OPTIMIZATION
In this section, we will present the optimization of the objective functions, including FCMSC and gr-FCMSC, in detail, then analysis the computational complexity and convergence as well.
A. Optimtization for FCMSC
Although the optimization problem of (6) is not convex with respect to the varibales, i.e. Z, C, E x , and E z , jointly, the subproblem with each of them are convex when other variables are fixed. So we apply the Alternating Direction Minimization strategy based on the Augmented Lagrangian Multiplier (ALM) [20] approach to solve the objective function (6) effectively. To be specific, an auxiliary variable is introduced here so as to make the objective function separable and convenient for optimization. Accordingly, (6) can be reformulated equivalently as follows:
where J denotes the auxiliary variable, λ 1 and λ 2 are tradeoff parameters.
The corresponding ALM problem of (10), which should be minimized in this section,can be shown as follows:
where Y 1 , Y 2 , and Y 3 are Laplacian multipliers, µ indicates a positive adaptive penalty parameter, A, B denotes the trace of A T B. Since we employ the Alternating Direction Minimization strategy to minimize the above ALM problem, the whole problem is decomposed into several subproblems, which are convex and can be optimized effectively.
1) Updating E x
To update E x with other variables fixed, the following minimization problem should be optimized:
which has a closed-form solution. Specifically, the solution of the above subproblem is denoted as E * x , and we can get the following closed-form solution: 2) Updating E z The subproblem of updating E z , in which other variables are all fixed, can be written as follows:
This subproblem is similar to the subproblem of updating E x , and can be optimized effectively in the same way.
3) Updating J With other variables fixed, we solve the following problem to update variable J:
which can be optimized by leveraging the singular value threshold method [20] . Specifically, by setting T J = C +Y 4 /µ and performing singular value decomposition (SVD) on T J , i.e. T J = U ΣV T , we achieve the optimization as follows:
where S ε denotes a soft-thresholding operator as following and can be extended to matrices by applying it element-wise.
4) Updating C When other variables are fixed, the subproblem with respect to C can be written as follows:
In order to get an optimization, we take the derivative of the above function with respect to variable C and let the derivative to be zero, then obtain the following solution:
where I is an identity matrix with proper size. 5) Updating Z With other variables being fixed, the subproblem of updating Z can be written as follows:
Differentiating (20) with respect to Z and letting it to be zero, we obtain the following equivalent equation, solution of which is the optimization of this subproblem:
where T ZA , T ZB , and T ZC can be written as follows:
Equation (21) is a Sylvester equation and can be optimized effectively referring to [1] .
6) Updating Lagrange multipliers and µ According to [20] , we update the Lagrange multipliers and the parameter µ as following:
where ρ > 1 and the parameter µ is monotonically increased by ρ until reaching the maximum, µ max .
Algorithm 1 outlines the whole procedure of optimization for FCMSC. It is should be noticed that we random initialize Z in practice to avoid all zeros solutions.
B. Optimtization for gr-FCMSC
Algorithm 1 is generalized to optimize the problem of (8) in this section, and following ALM problem is constructed:
Algorithm 1 Optimization of the proposed FCMSC INPUT:
Multi-view data {x
−4 , µ max = 10 6 , ε = 10 −6 , Initialize Z with random values; OUTPUT:
C, Z, E z , E x ; REPEAT Update E x , Z, E z , C, J according to the subproblems 1-5; Update Y 1 , Y 2 , Y 3 and µ according to the subproblem 6;
Clearly, the subproblem with respect to C, which can be formulated as follows, is different from (18):
And the optimization of the above problem is
As for other subproblems, we optimize they according to Algorithm 1 straightforward. And for the conciseness of this paper, we skip they over.
C. Computational Complexity and Convergence
As shown in Algorithm 1, the main computational burden is composed of five parts, i.e. the five corresponding subproblems. The complexity of updating E x is O(dn 2 + n 3 ), and the complexity of updating E z is O(n 3 ), both of which are matrix multiplication. As for the subproblem of updating J, the complexity is O(n 3 ). In the subproblem of updating C, the complexity is O(n 3 ), since matrix inversion is included during optimization process. For updating Z, Sylvester equation is optimized, and the complexity of this subproblem is O(d 3 + n 3 ). To sum up, the computational complexity of each iteration is O(dn
. For convergence analysis, unfortunately, we find that it is difficulty to give any solid proof on the convergence of the proposed algorithm. Inspired by [40] , [48] , and [46] , convergence discussion will be presented in the experiments section, extensive experimental results on the real-world datasets show that the proposed algorithm can converge effectively with allzero initialization except for variable Z, which is initialized with random information.
V. EXPERIMENTS
In this section, comprehensive experiments are conducted on several real-world datasets. Accordingly, experimental results are presented with the corresponding analyses. Both validation 
experiments and comparison experiments are provided, and the convergence properties and parameters sensitivity are analyzed as well. All codes are implemented in Matlab on a desktop with a four-core 3.6GHz processor and 8GB of memory.
A. Experimental Settings
To evaluate the performance of the FCMSC, we employ six real-world datasets in experiments, including BBCSport 1 [16] , [13] , Movies 617 2 , MSRCV1 3 , Olympics 4 , ORL 5 , and Yale Face 6 . Specifically, Table II presents the details of these benchmark datasets.
Meanwhile, three metrics are employed in this section to evaluate the clustering performance, including NMI (Normalized Mutual Information), ACC (accuracy), and F-score, which are commonly used in multi-view clustering. It should be noted that the higher value of each metric corresponds the better clustering performance. All parameters of the competed methods are fine-tuned. To eliminate the randomness, 30 Monte Carlo (MC) trials are conducted with respect to each benchmark dataset. Experimental results are reported in form of the mean value with respective to NMI an ACC and F-score.
B. Validation Experiments
To validate our method, we compare the clustering results, achieved by the proposed FCMSC, with the clustering results, obtained by performing LRR on each single view. Specifically, vailidation experiments are conducted on all six benchmark datasets, and we shown the clustering performance of our methods and LRR on each single view with respect to NMI, ACC and F-score.
As shown in Fig. 4 , the clustering performance of FCMSC based on the joint view representation is much better than those of each single view. Taking BBCSport as example, NMI and ACC of LRR with the best single view, i.e. the first view, are 69.96% and 79.70%. As for the proposed FCMSC based on the concatenated features, NMI and ACC are 89.04% and 96.51% respectively. In other words, our FCMSC achieves a relative increase of 27.27% and 21.09% with respect to NMI and ACC. Since FCMSC performs clustering on multiple view simultaneously and handles the cluster-specific corruptions properly, it can take advantage of consensus information to improve clustering results. Therefore, the proposed FCMSC is valid and can achieve promising clustering performance for multi-view data.
C. Comparison Experiments
To demonstrate the competitiveness of our FCMSC and gr-FCMSC, nine approaches are employed for comparison and listed as follows:
1) SC BSV [24] : Spectral Clustering of Best Single View. Spectral clustering is conducted on each single view and we report the results of the view with the best clustering performance. 2) SC FC : Spectral Clustering on Concatenated Features.
Features of multiple views are concatenated, and then spectral clustering algorithm is applied on the joint view representation. 3) LRR BSV [21] : Low-Rank Representation of Best Single View. Similar to the SC BSV , low-rank representation algorithm is conducted on each view, and the results of the view with best clustering performance are reported. 4) LRR FC : Low-Rank Representation of Concatenated Features. We apply the low-rank representation algorithm to the joint view representation to get multi-view clustering results. 5) Kernel Addition [8] : This approach combines information of all view by averaging the sum of kernel matrices of all views, then the standard spectral clustering is used to obtain the clustering results. 6) Co-reg [17] : Co-regularized multi-view spectral clustering. This approach pursuits consistent of all views during clustering procedure. 7) RMSC [34] : Robust Multi-View Spectral Clustering via Low-Rank and Sparse Decomposition. RMSC recovers a shared low-rank transition probability matrix via lowrank and sparse decomposition, and then applies the spectral clustering via Markov chains to obtain clustering performance. 8) LMSC [43] : Latent Multi-view Subspace Clustering. It learns a latent multi-view latent representation and performs data reconstruction based on the learned representation simultaneously. 9) MLRSSC [2] : Multi-view low-rank sparse subspace clustering. Both low-rank and sparsity constraints are employed to get an affinity matrix for mutli-view clustering. Linear kernel MLRSSC algorithm is employed here for comparison. Experimental results are reported in form of the mean score, as well as the standard deviation with respect to NMI, ACC and F-score. Table III displays the multi-view clusteirng performance of all completed approaches and the proposed methods.
As shown in Table III , overall, the proposed FCMSC and gr-FCMSC achieve better clustering results on six benchmark datasets than other competed approaches with respect to all the clustering metrics. For example, on MSRCV1 dataset with six views, our FCMSC gains a relative increase of 6.01%, 4.48% and 5.92% with respect to NMI, ACC, and F-Score, respectively, comparing with the corresponding best competed method. Moveover, the proposed gr-FCMSC get 13.74%, 10.69%, and 16.03% improvemet in metrics of NMI, ACC, and F-Score as well. Compared with LRR FC , the proposed FCMSC takes the cluster-specific corruptions, which are brought by multiple views, into consideration, and the clustering results indicate that it is essential to handle the clustering-specific corruptions during multi-view clustering. Since each view has its own specific properties that may be contrary to other views, it is difficult to explore and utilize the consensus information of multi-view data by performing some existing single-view clustering approaches on the concatenated features. To get an intuitive analysis, taking experiments on ORL and Yale Face datasets for example, Fig. 5 presents the visualization of adjacency matrices, which are calculated from each view or concatenated features by different methods. Clearly, the adjacency matrix C achieved by our proposed FCMSC has the suitable underlying structures for clustering.
D. Comparisons Between FCMSC and gr-FCMSC
Both the proposed FCMSC and gr-FCMSC perform clustering on multiple views simultaneously, and get promising clustering results. Specifically, consensus information of multiview data is leveraged by FCMSC and gr-FCMSC. Additionally, gr-FCMSC also take advantages of the complementary of multiple views by means of graph Laplacian regularizers. As shown in Table III , gr-FCMSC improves FCMSC significantly by exploring the complementary information. For example, Compared with FCMSC, gr-FCMSC gains 7.30% and 5.95% improvement on MSRCV1 in metrics of NMI and ACC.
E. Parameters Sensitivity and Convergence Analysis
Besides, Convergence analysis, shown in Fig. 6 , and parameters sensitivity of the proposed methods, shown in Fig. 7 and Fig. 8 , are discussed in the this section. In the proposed methods, there are two parameters required to be fine-tuned, i.e. λ 1 and λ 2 , for FCMSC, and an extra parameter λ 3 for gr-FCMSC. We vary λ 1 and λ 2 from 1 to 10000, and tune λ 3 from 0.001 to 10 as well. Taking MSRCV1 for example, as shown in Fig. 7 , the performance of proposed FCMSC are promising and stable when λ 2 equals to 10 and λ 1 is larger relatively. Meanwhile, parameter sensitivity test experiments of λ 3 are also conducted on MSRCV1 dataset for the proposed gr-FCMSC, as shown in Fig. 8 . we can see that the best clustering results are achieved when λ 3 = 0.01.
Meanwhile, we explore the convergence properties of the proposed FCMSC and gr-FCMSC. Fig. 6 displays the convergence of our approaches conducted on three datasets, including BBCSport, MSRCV1, and Yale Face. It can be observed that both FCMSC and gr-FCMSC can achieve the quick convergence within 40 iterations. Although it is difficult for us to give an solid proof on the convergence, experimental results demonstrate the effectiveness and convergence of our methods empirically.
VI. CONCLUSION This paper proposes a feature concatenation multi-view subspace clustering approach, termed FCMSC, and a graph regularized FCMSC (gr-FCMSC) as well. Different from most of existing approaches, the proposed methods can perform clustering on all views simultaneously by exploring the consensus information and complementary information of multiview data based on the concatenated features. By taking the cluster-specific corruptions into consideration, the proposed methods can obtain a desired coefficient matrix and achieve promising clustering results. Extensive experiments on six real-word datasets demonstrate the superiority of our approach over some state-of-the-arts.
Despite effectiveness of our methods, they are time consuming due to the operation of matrix inversion and SVD decomposition involved in the optimization, especially when the number of data is large. Further work will focus on the improvement of proposed methods for large-scale data, by employing the dimensionality reduction and the binary representation [47] strategies.
