Simulating two-phase flows with thermodynamically consistent energy stable Cahn-Hilliard Navier-Stokes equations on parallel adaptive octree based meshes by Khanwale, Makrand A. et al.
Mechanical Engineering Publications Mechanical Engineering 
2019 
Simulating two-phase flows with thermodynamically consistent 
energy stable Cahn-Hilliard Navier-Stokes equations on parallel 
adaptive octree based meshes 
Makrand A. Khanwale 
Iowa State University, khanwale@iastate.edu 
Alec D. Lofquist 
Iowa State University 
Hari Sundar 
University of Utah 
James A. Rossmanith 
Iowa State University, rossmani@iastate.edu 
Baskar Ganapathysubramanian 
Iowa State University, baskarg@iastate.edu 
Follow this and additional works at: https://lib.dr.iastate.edu/me_pubs 
 Part of the Mathematics Commons, and the Mechanical Engineering Commons 
The complete bibliographic information for this item can be found at https://lib.dr.iastate.edu/
me_pubs/397. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html. 
This Article is brought to you for free and open access by the Mechanical Engineering at Iowa State University 
Digital Repository. It has been accepted for inclusion in Mechanical Engineering Publications by an authorized 
administrator of Iowa State University Digital Repository. For more information, please contact digirep@iastate.edu. 
Simulating two-phase flows with thermodynamically consistent energy stable 
Cahn-Hilliard Navier-Stokes equations on parallel adaptive octree based meshes 
Abstract 
We report on simulations of two-phase flows with deforming interfaces at various density contrasts by 
solving thermodynamically consistent Cahn-Hilliard Navier-Stokes equations. An (essentially) 
unconditionally energy-stable Crank-Nicolson-type time integration scheme is used. Detailed proofs of 
energy stability of the semi-discrete scheme and for the existence of solutions of the advective-diffusive 
Cahn-Hilliard operator are provided. In space we discretize with a conforming continuous Galerkin finite 
element method in conjunction with a residual-based variational multi-scale (VMS) approach in order to 
provide pressure stabilization. We deploy this approach on a massively parallel numerical implementation 
using fast octree-based adaptive meshes. A detailed scaling analysis of the solver is presented. 
Numerical experiments showing convergence and validation with experimental results from the literature 
are presented for a large range of density ratios. 
Keywords 
two-phase flows, energy stable, adaptive finite elements, octrees, scalable 
Disciplines 
Mathematics | Mechanical Engineering 
Comments 
This is a pre-print of the article Khanwale, Makrand A., Alec D. Lofquist, Hari Sundar, James A. 
Rossmanith, and Baskar Ganapathysubramanian. "Simulating two-phase flows with thermodynamically 
consistent energy stable Cahn-Hilliard Navier-Stokes equations on parallel adaptive octree based 
meshes." arXiv preprint arXiv:1912.12453 (2019). Posted with permission. 
This article is available at Iowa State University Digital Repository: https://lib.dr.iastate.edu/me_pubs/397 
ar
X
iv
:1
91
2.
12
45
3v
1 
 [m
ath
.N
A]
  2
8 D
ec
 20
19
Simulating two-phase flows with thermodynamically consistent energy stable
Cahn-Hilliard Navier-Stokes equations on parallel adaptive octree based
meshes
Makrand A. Khanwalea, Alec D. Lofquista,1, Hari Sundarc, James A. Rossmanithb,∗,
Baskar Ganapathysubramaniana,∗
aDepartment of Mechanical Engineering, Iowa State University, Iowa, USA 50011
bDepartment of Mathematics, Iowa State University, Iowa, USA 50011
cSchool of Computing, The University of Utah, Salt Lake City, Utah, USA 84112
Abstract
We report on simulations of two-phase flows with deforming interfaces at various density contrasts
by solving thermodynamically consistent Cahn-Hilliard Navier-Stokes equations. An (essentially)
unconditionally energy-stable Crank-Nicolson-type time integration scheme is used. Detailed proofs
of energy stability of the semi-discrete scheme and for the existence of solutions of the advective-
diffusive Cahn-Hilliard operator are provided. In space we discretize with a conforming continuous
Galerkin finite element method in conjunction with a residual-based variational multi-scale (VMS)
approach in order to provide pressure stabilization. We deploy this approach on a massively parallel
numerical implementation using fast octree-based adaptive meshes. A detailed scaling analysis of the
solver is presented. Numerical experiments showing convergence and validation with experimental
results from the literature are presented for a large range of density ratios.
Keywords: two-phase flows, energy stable, adaptive finite elements, octrees, scalable
1. Introduction
Accurate description of dynamics of the interface in two-phase flows is essential from two per-
spectives: (1) accurate resolution of interfacial shape and (2) accurate calculation of four-way
interaction of the coupling between dispersed and continuous phases. These two perspectives sig-
nificantly influence modeling strategies. For example, the former becomes important in the context5
of simulating equilibrium shapes of bubbles and droplets (for instance, in designing micro-fluidic
devices for effective bio-separations and related material science applications). The latter becomes
important for understanding the fundamental coupling of energies due to motion of dispersed phase,
for example in bubbly flows. While important, modeling two phase flows with a resolved descrip-
tion of the interfacial dynamics is challenging because of discontinuities due to surface tension and10
topological changes of the interface.
A standard approach to representing interfacial phenomena is by using jump boundary condi-
tions, which requires interface-fitted meshes [1]. Although theoretically promising, this approach is
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non-trivial and impractical for large topological changes in the interfaces, especially in 3D. An al-
ternative description of the interface is to smear the sharp discontinuity to a numerically resolvable15
length scale. There are many flavours of this approach; e.g., the popular level set methods [2] and
front tracking approaches [3]. In these methods a tracking variable (or an indicator field) is used
to track the interface (usually on a fixed grid). If one selects a physical property like density as an
indicator function and approximates the forcing due to the motion of the interface as the product of
the gradient of the indicator function over the interface and the curvature of the interface, then we20
get the continuum surface models [4]. Each of these approaches has relative merits and demerits,
and we refer the interested reader to the detailed discussion in Prosperetti and Tryggvason [5].
Phase field methods are another class of approaches to implicitly track interfaces. They offer
some advantages including mass conservation, thermodynamic consistency and a natural way to
account for external effects. The underlying idea of phase field models is similar to the level set25
methods, i.e. to use a smooth scalar field (phase field) to track the interface on a fixed grid.
In phase field methods, an advective Cahn-Hilliard equation is used to track the motion of the
(smeared or diffuse) interface. Compared to the level set advection equation, the advective Cahn-
Hilliard equation has an added diffusive term which is inherent to the thermodynamic description of
the interface. This diffusion term is analogous to numerical diffusion, which stabilizes the numerical30
schemes and improves mass conservation2. The other advantage of using Cahn-Hilliard based phase
field models is that the surface tension is represented via a free energy-based description, with
well established footing in thermodynamics [6, 7] (see Anderson et al. [8] and references therein for
detailed discussion).
In all of these models a set of momentum equations are coupled with the interface tracking35
equation. Typically, a single set of momentum equations are solved for an “averaged mixture
velocity” with variable density and viscosity (which are inferred from the phase field). Even for
incompressible fluids, the solenoidality (divergence-free) of the averaged mixture velocity depends on
the type of averaging (mass- or volume- averaging). Volume averaging usually results in solenoidal
mixture velocity, while mass averaging results in a non-solenoidal mixture velocity leading to the so40
called quasi-incompressible models (see Guo et al. [9], Shokrpour Roudbari et al. [10], and references
for the development of mass averaged models). The solenoidality of the mixture velocity is a useful
feature while constructing numerical schemes3.
In the literature there are many versions of the Cahn-Hilliard Navier-Stokes (CHNS) coupled
models [7, 11, 12, 13]. Several of these models do not ensure thermodynamic consistency (i.e.45
ensure second law is followed) as well as compatibility under high density and viscosity ratios of
the two phases. Thus, while generally useful, there are no guarantees that such models work for
high density and viscosity contrasts and are predictive under long simulation horizons. The original
CHNS model was developed for modeling binary fluids with equal densities and viscosities, which
are the so-called model-H equations by Hohenberg and Halperin [12] and later extended for unequal50
densities and viscosities. Recasting these equations in a thermodynamically consistent manner was
first attempted by Gurtin et al. [14], and the most recent contribution came from Abels et al. [15]
who derive a thermodynamically consistent model with a solenoidal mixture velocity. In this paper
we choose the model proposed by Abels et al. [15], which ensures that the system follows an energy
law consistent with the second law of thermodynamics and which does not assume equal densities55
and viscosities for the two fluids.
We identify three issues that have to be considered when designing numerical approaches for
2We also show that this diffusive term helps in proving existence result for the phase field.
3This property however is only true under strictly isothermal conditions.
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solving the CHNS equations. The first issue is that we would like to have a scheme that is prov-
ably energy-stable under a generously large time-step. This endows several promising traits to the
numerical approach, including the ability to use larger time steps when marching towards a steady60
state solution (or towards a long time horizon). The second issue is the necessity of resolving the
interfacial length scales for accurate capture of interface dynamics [13]. This becomes especially
challenging during topological transitions (e.g. filaments, pinch-off points) with intricate changes
over small length scales. This calls for adaptive meshing strategies as a computationally viable
approach to resolve the interface properly, especially in 3D. The third issue is the spatial discretiza-65
tion of the CHNS model discretization, considering that the solenoidity of the velocity (i.e. the
incompressibility constraint) requires satisfaction of the discrete inf-sup condition (see section 3.3
of [16] for details). We specifically desire a conforming Galerkin finite element approach for which
efficient parallel h-refinement strategies are straightforward (and available, for instance [17, 18, 19]).
These three issues serve as the motivation for the current work. Specifically, our contributions are70
as follows
1. Energy stability: Develop a time integration scheme which maintains energy stability for a
large range of time steps, while also satisfying mass conservation.
2. Conforming finite elements via stabilization: A variational multiscale based treatment
of the equations to enable using conforming Galerkin finite elements.75
3. Parallel adaptive meshing: Using a fast massively parallel adaptive meshing strategy based
on octree meshes for resolving the length scales of the interface dynamics.
Energy stability: Kim et al. [20] reported one of the earliest studies on energy stable schemes
for a CHNS model with equal densities4. Feng [21] (and then Han and Wang [22]) followed with
a comprehensive analysis of this model reporting energy laws and other bounds on the numerical80
solutions. Shen and Yang [23, 24] extended this analysis for a CHNS model with unequal densities.
Subsequently, Chen and Shen [25] reported analysis on stability of time integration schemes along
with a finite difference adaptive strategy for a thermodynamically consistent CHNS system. Guo
et al. [9] recently reported a detailed analysis for a mass averaged mixture velocity CHNS system.
Here, in section 3.1, we present an implicit time scheme (similar to Crank-Nicolson) that is energy85
stable for large time steps, while also discretely mass conserving. The benefit of such a time
integration scheme is that it does not require storage of more than one previous time step, while
still providing accuracy and ensuring energy stability. We prove that the time-scheme is (essentially)
unconditionally energy stable. We also subsequently prove in section 3.2 existence of solutions for
the time-scheme for the system of equations90
Conforming finite elements via stabilization: In order to easily leverage parallel adaptive
meshing tools it is helpful to have conforming finite elements. Most of the studies cited above used
mixed element methods (LBB stable pairs of elements) to discretize the momentum equations in
the coupled CHNS system. The distinct discrete spaces for pressure and velocities ensure local
enforcement of solenoidality and satisfaction of the discrete inf-sup condition (also called the saddle95
point problem). Alternatively, the saddle point problem can be resolved using stabilization (popu-
larly known as grad-div stabilisation), which enables using conforming finite elements. Variational
multi-scale methods (VMS) provide a principled approach to derive such stabilizations. They rely
on a projection based decomposition of velocity and pressure fields into coarse and fine scale com-
ponents following the ansatz of Large eddy simulations [26]. There are multiple flavours of VMS100
models based on the choice of decomposition, and how the fine scales are approximated. We refer
4However, this model was not thermodynamically consistent.
3
interested readers to an recent and excellent review by Ahmed et al. [27]. In this work, we develop
a formulation based on the Residual Based Variational Multi-scale Method (RBVMS) [28] with
conforming Galerkin finite elements in section 3.3.
Parallel adaptive meshing: While the concept of adaptive space partitions is not novel, de-105
veloping such methods for large distributed systems presents significant challenges. The challenge
is to adaptively resolve the mesh [29, 30, 31] while ensuring appropriate load balancing across the
computing cluster. A promising approach is to use structured meshes (especially based on oc-
trees), where the spatial structure of the elements is leveraged to design efficient data exchange
and communication, thus resulting in fast parallel algorithms. In this work, we use an octree based110
library Dendro which is well-established for distributed octree-based (structured) meshing algo-
rithms. Dendro includes novel bottom-up octree construction algorithms [18, 19] that requires only
local computation followed by a single distributed sort. It also implements a 2:1 balancing algo-
rithm5 that by preemptively communicating information between processes avoids synchronizations
and has a provably lower communication cost. Dendro4, is freely available [19] and has been used115
by several research groups across the world as the meshing scheme for a variety of methods such
as finite element computations, fast multipole methods, fast Gauss transforms, and for a range of
applications from cardiac biomechanics to direct numerical simulation of blood flow. We detail
adaptive meshing and scalability of our framework in section 4 and section 6, respectively.
2. Governing equations120
Consider a bounded domain Ω ⊂ Rn, for n = 2, 3 containing two immiscible fluids, and a
time interval, [0, T ]. Let ρ+ (η+ ) and ρ− (η−) denote the specific density (viscosity) of the fluids,
respectively. We define a phase field, φ, that tracks the fluids, i.e. takes a value of +1, and −1
in domains occupied by each of the fluids, respectively. The non-dimensional density6 is given by
ρ(φ) = αφ+ β, where α = ρ+− ρ−2ρ+ and β =
ρ++ ρ−
2ρ+
. Similarly, non-dimensional viscosity is given by125
η(φ) = γφ+ξ, where γ = η+− η−2η+ and ξ =
η++ η−
2η+
. The governing equations in their non-dimensional
form are as follows:
5Enforcing that adjacent octants differ by at most a factor of 2 in size is a condition often enforced during meshing
to make subsequent numerical calculations convenient.
6Our non-dimensional form uses the specific density/viscosity of fluid 1 as the non-dimensionalising density/vis-
cosity.
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Momentum Eqns:
∂ (ρ(φ)vi)
∂t
+
∂ (ρ(φ)vivj)
∂xj
+
1
Pe
∂ (Jjvi)
∂xj
+
Cn
We
∂
∂xj
(
∂φ
∂xi
∂φ
∂xj
)
+
1
We
∂p
∂xi
− 1
Re
∂
∂xj
(
η(φ)
∂vi
∂xj
)
− ρ(φ)gˆi
Fr
= 0,
(1)
Thermo Consistency: Ji =
(ρ− − ρ+)
2
m(φ)
∂µ
∂xi
, (2)
Solenoidality:
∂vi
∂xi
= 0, (3)
Continuity:
∂ρ(φ)
∂t
+
∂ (ρ(φ)vi)
∂xi
+
1
Pe
∂Ji
∂xi
= 0, (4)
Chemical Potential: µ = ψ′(φ)− Cn2 ∂
∂xi
(
∂φ
∂xi
)
, (5)
Cahn-Hilliard Eqn:
∂φ
∂t
+
∂ (viφ)
∂xi
− 1
PeCn
∂
∂xi
(
∂ (m(φ)µ)
∂xi
)
= 0. (6)
In the above equations, v is the volume averaged mixture velocity7, p is the volume averaged
pressure, φ is the phase field (interface tracking variable), and µ is the chemical potential. Mobility
m(φ) is assumed to be a constant with a value of one. The non-dimensional parameters are as
follows: Peclet, Pe = urL
2
r
mσ ; Reynolds, Re =
urLr
νr
; Weber, We = ρru
2
rLr
σ ; Cahn, Cn =
ε
Lr
; and
Froude, Fr = u
2
r
gLr
, with ur and Lr denoting the reference velocity and length, respectively. gˆ is a
unit vector defined as (0,−1, 0) denoting the direction of gravity and ψ(φ(x)) is a known free-energy
function. We use the polynomial form of the free energy density defined as follows:
ψ(φ) =
1
4
(
φ2 − 1)2 and ψ′(φ) = φ3 − φ. (7)
The system of equations eq. (1) – eq. (6) has a dissipative law given by:
dEtot
dt
= − 1
Re
ˆ
Ω
η(φ)
2
‖∇v‖2F dx−
Cn
We
ˆ
Ω
m(φ) ‖∇µ‖2 dx, (8)
where the total energy is
Etot(v, φ, t) =
ˆ
Ω
1
2
ρ ‖v‖2 dx+ 1
CnWe
ˆ
Ω
(
ψ(φ) +
Cn2
2
‖∇φ‖2 + 1
Fr
ρ(φ)y
)
dx. (9)
The norms used in the above expression are the Euclidean vector norm and the Frobenius matrix
norm:
‖v‖2 :=
∑
i
|vi|2 and ‖∇v‖2F :=
∑
i
∑
j
∣∣∣∣ ∂vi∂xj
∣∣∣∣2 . (10)
Remark 1. Realistically, the thickness of the interface (parametrized by the Cahn number) is usually
in the nanometer range. Resolving this scale is computationally intractable, as all the other scales
in the problem are much larger. Therefore, a standard ansatz that diffuse interface models follow is130
7We use Einstein notation throughout the manuscript. In this notation vi represents the i
th component of the
vector v, and any repeated index is implicitly summed over.
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that the solution tends to the real physics in the limit of Cn→ 0. Usually, one starts from a coarse
Cahn number and decreases it until the simulated dynamics is independent of the Cahn number.
However, the choice of Cahn number, Cn intimately determines the Peclet number, Pe. Pe = urL
2
r
mσ
is the ratio of the advection timescale to time scale of the diffuse interface to relax to an equilibrium
tanh profile (which is a purely computational construct). Magaletti et al. [32] reported a careful135
asymptotic analysis of these timescales and suggests a 1/Pe = αCn2 scaling. We use this scaling
with α = 3.
Remark 2. The volume averaged mixture velocity (v) is solenoidal (see eq. (3)), but momentum
(ρv) is not (see eq. (4)). Equation (4) is the mass conservation law, and technically the solenoidality
of the mixture velocity has nothing to do with mass conservation law, but it is a convenient feature140
of the model. We make this distinction because in the context of incompressible Newtonian single
phase flow mass conservation reduces to solenoidality of the velocity field (d’Alembert condition)
which is not the case here.
3. Numerical method and its properties
We seek a Crank-Nicolson type time-stepping scheme for the set of equations given by eq. (1) –145
eq. (6). Such a method will provide accuracy and stability for large time-steps with storage of only
one previous time-step. Additionally, using this implicit time scheme allows us to prove existence
of solutions in the semi-discrete sense for the Cahn-Hilliard equation.
Let δt be a time-step; let any time be given by tk := kδt; and let us define the following
time-averages:
v˜k :=
vk + vk+1
2
, p˜k :=
pk+1 + pk
2
, φ˜k :=
φk + φk+1
2
, and µ˜k :=
µk + µk+1
2
, (11)
and the following potential function evaluations:
ψ˜ := ψ
(
φ˜k
)
and ψ˜′ := ψ′
(
φ˜k
)
. (12)
With these definitions, the time-discretized scheme can be written as follows:
Momentum Eqns: ρ
(
φk+1
) (vk+1i − vki )
δt
+ ρ
(
φk+1
)
v˜kj
∂v˜ki
∂xj
+
1
Pe
J˜kj
∂v˜ki
∂xj
+
Cn
We
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
+
1
We
∂p˜k
∂xi
− 1
Re
∂
∂xj
(
η(φk+1)
∂v˜ki
∂xj
)
− ρ
(
φk+1
)
gˆi
Fr
= 0,
(13)
Thermo Consistency: J˜ki =
(ρ− − ρ+)
2
∂µ˜k
∂xi
, (14)
Solenoidality:
∂v˜ki
∂xi
= 0, (15)
Chemical Potential: µ˜k = ψ˜′ − Cn2 ∂
∂xi
(
∂φ˜k
∂xi
)
, (16)
Cahn-Hilliard Eqn:
(
φk+1 − φk)
δt
+
∂
(
v˜ki φ˜
k
)
∂xi
− 1
PeCn
∂
∂xi
(
∂µ˜k
∂xi
)
= 0, (17)
6
with boundary conditions ∂µ˜∂xi nˆi = 0,
∂φ˜
∂xi
nˆi = 0, where nˆ is the outward pointing normal to the
boundary ∂Ω, and v˜k = 0 on ∂Ω. In the definition below we use the notation that v ∈ H10 =⇒150
v = 0 on ∂Ω. Note that we have chosen to write the momentum equation, eq. (13), in convective
form by combining the conservative form, eq. (1), and the continuity equation, eq. (4).
The fully discrete method proposed in this work is a continuous Galerkin (cG(1)) spatial dis-
cretization of eq. (13) – eq. (17). The fully discrete method is based on the variational form of
eq. (13) – eq. (17), which we define below.155
Definition 1. Let (·, ·) be the standard L2 inner product. The time-discretized variational problem
can stated as follows: find vk+1(x) ∈ H10(Ω), pk+1(x), φk+1(x), µk+1(x) ∈ H1(Ω) such that
Momentum Eqns:
wi, ρ(φk+1)
(
vk+1i − vki
)
δt
+ (wi, ρ(φk+1) v˜kj ∂v˜ki∂xj
)
+
1
Pe
(
wi, J˜
k
j
∂v˜ki
∂xj
)
− Cn
We
(
∂wi
∂xj
,
∂φ˜k
∂xi
∂φ˜k
∂xj
)
− 1
We
(
∂wi
∂xi
, p˜k
)
+
1
Re
(
∂wi
∂xj
, η
(
φk+1
) ∂v˜ki
∂xj
)
−
(
wi,
ρ
(
φk+1
)
gˆi
Fr
)
= 0,
(18)
Thermo Consistency: J˜ki =
(ρ− − ρ+)
2
∂µ˜k
∂xi
, (19)
Solenoidality:
(
q,
∂v˜ki
∂xi
)
= 0, (20)
Chemical Potential: −
(
q, µ˜k
)
+
(
q, ψ˜′
)
+ Cn2
(
∂q
∂xi
,
∂φ˜k
∂xi
)
= 0, (21)
Cahn-Hilliard Eqn:
(
q,
φk+1 − φk
δt
)
−
(
∂q
∂xi
, v˜ki φ˜
k
)
+
1
PeCn
(
∂q
∂xi
,
∂µ˜k
∂xi
)
= 0, (22)
∀w ∈ H10(Ω), ∀q ∈ H1(Ω), given vk ∈ H10(Ω), and φk, µk ∈ H1(Ω).
We solve the cG(1) approximated version of variational problem eq. (18) – eq. (22) using a block
iteration technique, i.e., we treat the Navier-Stokes equations and the Cahn-Hilliard equations as
two distinct sub-problems. Thus, two non-linear solvers are stacked together inside the time loop.
These non-linear solvers are solved self-consistently until the change (error between current non-160
linear solve and previous non-linear solve) in the respective solutions is less than a set tolerance
within every time step. See fig. 1 for a flowchart of the approach. We emphasize that a block
iterative approach allows us to make the coupling variables from one equation constant in the other
during each respective non-linear solve. For example, for the momentum equation, all the terms
depending on φ (which is solved in the Cahn-Hilliard sub problem) are known. Similarly the mixture165
velocity used in the Cahn-Hilliard equation solve.
Remark 3. While φ ∈ [−1, 1] in the original equations, there is a possibility of excursions of φ
outside these bounds due to numerical errors. While this does not adversely affect the φ evolution
(i.e. the CH equation), it may cause non-positivity of the mixture density ρ(φ) and the mixture
viscosity η(φ), which directly depend on φ. This causes drift of the bulk phase density from the true
specific density of that phase, with some locations exhibiting negative density (or viscosity). This
effect is especially possible for very high density ratio between the two fluids, like in the case of a
7
water-air system (1 : 10−3). A simple fix for this issue is by saturation scaling, i.e., pulling back
the value of φ only for the calculation of density and viscosity. We therefore define φ∗ that is only
used for the calculation of mixture density and viscosity, where φ∗ is given by:
φ∗ :=
{
φ, if |φ| ≤ 1,
sign(φ), otherwise.
(23)
Remark 4. It is important to note here that we are using the block iteration technique. Therefore,
φ and µ are known when solving momentum equations and vi is known when solving the advective
Cahn-Hilliard equation. The theorems and proofs we present in the subsequent subsections all assume
that we are using the block iterative technique. However, it is not difficult to extend these theorems170
and proofs for the case of a fully coupled implementation; the theorems of unconditional stability
and existence presented as follows will still hold even in the fully coupled case.
3.1. Energy stability of the time-stepping scheme
In this subsection we give a rigorous proof of the energy-stability of the time-stepping scheme
as described above. We begin with a result about mass conservation.175
Proposition 1 (Mass conservation). The scheme given by eq. (18) – eq. (22) with the following
boundary conditions:
∂µ˜
∂xi
nˆi
∣∣∣
∂Ω
= 0,
∂φ˜
∂xi
nˆi
∣∣∣
∂Ω
= 0, v˜k
∣∣∣
∂Ω
= 0, (24)
where nˆ is the outward pointing normal to the boundary ∂Ω, is globally mass conservative:
ˆ
Ω
φk+1 dx =
ˆ
Ω
φk dx. (25)
.
This is a well known result shown previously in literature [9, 21]. The proof involves selecting
the test function as 1.0 ∈ H1(Ω) in the variational form of eq. (18) – eq. (22) (see definition 1) and
proving the integral of the time derivative to be zero. Since this is a well-known result, we do not
provide the proof here. We verify the claim numerically in section 5.2.3 (see fig. 9).180
Lemma 1 (Weak equivalence of forcing). The forcing term due to Cahn-Hilliard in the momentum
equation, eq. (18), with the test function wi = δt v˜
k
i , can be written equivalently as
Cn
We
(
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
, δt v˜ki
)
=
δt
WeCn
(
φ˜k
∂µ˜k
∂xi
, v˜ki
)
, (26)
∀ φ˜k, µ˜k ∈ H1(Ω), and ∀ v˜k ∈ H10(Ω), where vk,vk+1, pk, pk+1, φk, φk+1, µk, µk+1, satisfy eq. (18)
– eq. (22).
Proof. To prove this we will manipulate ∂∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
using vector calculus. Using the product rule
we have:
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
=
∂φ˜k
∂xi
(
∂
∂xj
(
∂φ˜k
∂xj
))
+
∂φ˜k
∂xj
(
∂
∂xj
(
∂φ˜k
∂xi
))
=
∂φ˜k
∂xi
(
∂
∂xj
(
∂φ˜k
∂xj
))
+
1
2
∂
∂xi
(
∂φ˜k
∂xj
∂φ˜k
∂xj
)
,
(27)
8
Known fields at
some timestep k:
v
k, pk, φk, µk
First iteration Navier-Stokes: blockiter = 0
Solve Navier-Stokes and update the fields:
v
k+1(0)
← v
k, pk+1(0) ← pk
First iteration Cahn-Hilliard: blockiter = 0
Solve Cahn-Hilliard and update the fields:
φk+1(0) ← φk, µk+1(0) ← µk
blockiter = blockiter+1
ℓth block iteration Navier-Stokes: ℓ = blockiter
Solve Navier-Stokes and update the fields:
v
k+1(ℓ)
← v
k+1(ℓ−1), pk+1(ℓ) ← pk+1(ℓ−1)
ℓth block Cahn-Hilliard: ℓ = blockiter
Solve Cahn-Hilliard and update the fields:
φk+1(ℓ) ← φk+1(ℓ−1), µk+1(ℓ) ← µk+1(ℓ−1)
if blockiter > 1 and
max
∥∥
u
k+1(ℓ)
− u
k+1(ℓ−1)
∥∥ > blocktol,
where uk+1 is a vector containing v, p, φ, µ
Solution at current timestep k + 1:
v
k+1 = vk+1(ℓ), pk+1 = pk+1(ℓ),
φk+1 = φk+1(ℓ), µk+1 = µk+1(ℓ)
YES
NO
Figure 1: Flowchart for the block iteration technique
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where the second equality follows from proposition 3 in the appendix. We manipulate this expression
to write it in terms of µ:
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
=
∂φ˜k
∂xi
(
∂
∂xj
(
∂φ˜k
∂xj
))
+
1
2
∂
∂xi
(
∂φ˜k
∂xj
∂φ˜k
∂xj
)
+
1
Cn2
ψ˜′
∂φ˜k
∂xi
− 1
Cn2
ψ˜′
∂φ˜k
∂xi
,
=
∂φ˜k
∂xi
(
∂
∂xj
(
∂φ˜k
∂xj
)
− 1
Cn2
ψ˜′
)
+
1
2
∂
∂xi
(
∂φ˜k
∂xj
∂φ˜k
∂xj
)
+
1
Cn2
ψ˜′
∂φ˜k
∂xi
.
(28)
The expression in the parenthesis in the first term can be replaced using the chemical potential
equation (16), which leads to:
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
= −∂φ˜
k
∂xi
µ˜k
Cn2
+
1
2
∂
∂xi
(
∂φ˜k
∂xj
∂φ˜k
∂xj
)
+
1
Cn2
ψ˜′
∂φ˜k
∂xi
. (29)
Using the product and chain rules we obtain:
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
=
φ˜k
Cn2
∂µ˜k
∂xi
− 1
Cn2
∂
(
µ˜kφ˜k
)
∂xi
+
1
2
∂
∂xi
(
∂φ˜k
∂xj
∂φ˜k
∂xj
)
+
1
Cn2
∂ψ˜
∂xi
=
φ˜k
Cn2
∂µ˜k
∂xi
− ∂
∂xi
(
µ˜k φ˜k
Cn2
− 1
2
∂φ˜k
∂xj
∂φ˜k
∂xj
− ψ˜
Cn2
)
.
(30)
Next we substitute this simplification into the appropriate inner product term in eq. (22):(
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
, δt v˜ki
)
= δt
(
φ˜k
Cn2
∂µ˜k
∂xi
− ∂
∂xi
(
µ˜k φ˜k
Cn2
− 1
2
∂φ˜k
∂xj
∂φ˜k
∂xj
− ψ˜
Cn2
)
, v˜ki
)
= δt
(
φ˜k
Cn2
∂µ˜k
∂xi
, v˜ki
)
− δt
(
∂
∂xi
(
µ˜k φ˜k
Cn2
− 1
2
∂φ˜k
∂xj
∂φ˜k
∂xj
− ψ˜
Cn2
)
, v˜ki
)
=
δt
Cn2
(
φ˜k
∂µ˜k
∂xi
, v˜ki
)
+ δt
(
µ˜k φ˜k
Cn2
− 1
2
∂φ˜k
∂xj
∂φ˜k
∂xj
− ψ˜
Cn2
,
∂v˜ki
∂xi
)
.
(31)
The last term vanishes due to the solenoidality of the velocity field, eq. (17); and therefore, after
multiplying by Cn/We, we achieve the desired result. 
Corollary 1 (Strong equivalence of forcing). If we have the following equivalence in the weak sense:
Cn
We
(
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
, δt v˜ki
)
=
δt
WeCn
(
φ˜k
∂µ˜k
∂xi
, v˜ki
)
, (32)
∀ φ˜k, µ˜k ∈ H1(Ω), and ∀ v˜k ∈ H10(Ω), where v˜k, v˜k+1, pk, pk+1, φk, φk+1, µk, µk+1 satisfy eq. (18)
– eq. (22), then the following equivalence also holds in the strong sense:
Cn
We
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
=
1
WeCn
φ˜k
∂µ˜k
∂xi
, (33)
if φ˜k, µ˜k ∈ H1(Ω)⋂C∞c (Ω), and v˜k ∈H10(Ω)⋂C∞c (Ω).185
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There are numerous papers in the literature which uses the φ˜k ∂µ˜
k
∂xi
as the surface tension forcing
[25, 22, 7, 33]. The above corollary shows that the form of stress used in the CHNS model presented
in this system is equivalent to the more popular φ˜k ∂µ˜
k
∂xi
in the weak sense.
Remark 5. The advection term in eq. (1) can be defined in the skew-symmetric form as (see lemma
6.10 of section 6.1.2 of [16] for details):
B(vi, vj) := vj
∂vi
∂xj
+
1
2
vi
∂vj
∂xj
. (34)
Using the solenoidality of the the mixture velocity eq. (4) we have that
B1(vi, vj) = ρvj
∂vi
∂xj
and B2(vi, vj) = Jj
∂vi
∂xj
. (35)
The skew symmetric form induces a trilinear form when weakened; for three general vectors ui, vi,
wi ∈ H10(Ω) we have8:
b1(ui, vj , wi) = (B1(vi, vj), wi) =
1
2
(
vj
∂vi
∂xj
, wi
)
− 1
2
(
vj
∂wi
∂xj
, vi
)
, (36)
b2(ui, Jj , wi) = (B1(vi, Jj), wi) =
1
2
(
Jj
∂vi
∂xj
, wi
)
− 1
2
(
Jj
∂wi
∂xj
, vi
)
. (37)
Then for our case in the momentum equations, consider the situation where we have J,v ∈ H10(Ω),
and we are working towards energy estimates, which entails taking an inner product of momentum
equation with v to get an energy functional (to obtain the second order moment). In which case we
have for both the non-linear terms in momentum equations:
b1(vi, vj , vi) = (B1(vi, vj), vi) =
1
2
(
ρvj
∂vi
∂xj
, vi
)
− 1
2
(
ρvj
∂vi
∂xj
, vi
)
= 0, (38)
b2(vi, Jj , vi) = (B2(vi, Jj), vi) =
1
2
(
Jj
∂vi
∂xj
, vi
)
− 1
2
(
Jj
∂vi
∂xj
, vi
)
= 0. (39)
This makes physical sense from the point-of-view of energy balance, since the aforementioned non-
linear terms do not act as sinks or source; instead, they provide the mechanism for redistribution of190
energy in various length scales.
Lemma 2. The variational advection term from the Cahn-Hilliard contribution in the momentum
equation, eq. (18), can be written as follows:
δt
WeCn
(
φ˜kv˜ki ,
∂µ˜k
∂xi
)
= −1
2
ρ
(
φk+1
)(∥∥∥vk+1∥∥∥2
L2
−
∥∥∥vk∥∥∥2
L2
)
− δt
Re
∥∥∥∥√η (φk+1)∇v˜k∥∥∥∥2
L2
− 1
Fr
(
y, ρ
(
φk+1
)
− ρ
(
φk
))
,
(40)
∀ φ˜k, φk+1, µ˜k ∈ H1(Ω), and ∀ vk,vk+1 ∈ H10(Ω), where vk,vk+1, pk, pk+1, φk, φk+1, µk, µk+1
satisfy eq. (18) – eq. (22), and∥∥∥vk∥∥∥2
L2
:=
ˆ
Ω
∑
i
|vi|2 dx,∥∥∥∥√η (φk+1)∇v˜k∥∥∥∥2
L2
:=
ˆ
Ω
√
η (φk+1)
∑
i
∑
j
∣∣∣∣∂v˜ki∂xj
∣∣∣∣2 dx = ˆ
Ω
√
η (φk+1) ‖∇v‖2F dx.
(41)
8Here the subscript 0 for the Sobolev space H10(Ω) represents zero velocities on the boundary in the trace sense.
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Proof. We start by taking the L2 inner product of momentum equation (18) with δt v˜ki :ρ(φk+1)
(
vk+1i − vki
)
δt
, δt v˜ki
+ (ρ(φk+1) v˜kj ∂v˜ki∂xj , δt v˜ki
)
+
1
Pe
(
J˜kj
∂v˜ki
∂xj
, δt v˜ki
)
+
Cn
We
(
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
, δt v˜ki
)
+
1
We
(
∂p˜k
∂xi
, δt v˜ki
)
− 1
Re
(
∂
∂xj
(
η
(
φk+1
) ∂v˜ki
∂xj
)
, δt v˜ki
)
− 1
Fr
(
ρ
(
φk+1
)
gˆi, δt v˜
k
i
)
= 0.
(42)
Notice that the second and third terms are in a trilinear form so from eq. (38) and eq. (39) they go
to zero and we have:(
ρ
(
φk+1
)(
vk+1i − vki
)
, v˜ki
)
+
Cn
We
(
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
, δt v˜ki
)
+
1
We
(
∂p˜k
∂xi
, δt v˜ki
)
− 1
Re
(
∂
∂xk
(
η
(
φk+1
) ∂v˜ki
∂xk
)
, δt v˜ki
)
− 1
Fr
(
gˆi, δt ρ
(
φk+1
)
v˜ki
)
= 0,
(43)
=⇒ 1
2
ρ
(
φk+1
)(∥∥∥vk+1∥∥∥2
L2
−
∥∥∥vk∥∥∥2
L2
)
+
Cn
We
(
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
, δt v˜ki
)
+
1
We
(
∂p˜k
∂xi
, δt v˜ki
)
− 1
Re
(
∂
∂xj
(
η
(
φk+1
) ∂v˜ki
∂xj
)
, δt v˜ki
)
− 1
Fr
(
gˆi, δt ρ
(
φk+1
)
v˜ki
)
= 0,
(44)
where we made use of the fact that v˜ki = (v
k+1
i +v
k
i )/2. We can now use solenoidality of the velocity
field to get rid of the pressure term. We can do this by weakening the pressure term:
1
2
ρ
(
φk+1
)(∥∥∥vk+1∥∥∥2
L2
−
∥∥∥vk∥∥∥2
L2
)
+
Cn
We
(
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
, δt v˜ki
)
− δt
We
(
p˜k,
∂v˜ki
∂xi
)
− 1
Re
(
∂
∂xj
(
η
(
φk+1
) ∂v˜ki
∂xj
)
, δt v˜ki
)
− 1
Fr
(
gˆi, δt ρ
(
φk+1
)
v˜ki
)
= 0,
(45)
=⇒ 1
2
ρ
(
φk+1
)(∥∥∥vk+1∥∥∥2
L2
−
∥∥∥vk∥∥∥2
L2
)
+
Cn
We
(
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
, δt v˜ki
)
− 1
Re
(
∂
∂xj
(
η(φk+1)
∂v˜ki
∂xj
)
, δt v˜ki
)
− 1
Fr
(
gˆi, δt ρ
(
φk+1
)
v˜ki
)
= 0,
(46)
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=⇒ 1
2
ρ
(
φk+1
)(∥∥∥vk+1∥∥∥2
L2
−
∥∥∥vk∥∥∥2
L2
)
+
Cn
We
(
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
, δt v˜ki
)
+
δt
Re
((√
η(φk+1)
∂v˜ki
∂xj
)
,
(√
η(φk+1)
∂v˜ki
∂xj
))
− 1
Fr
(
gˆi, δt ρ
(
φk+1
)
v˜ki
)
= 0,
(47)
=⇒ 1
2
ρ
(
φk+1
)(∥∥∥vk+1∥∥∥2
L2
−
∥∥∥vk∥∥∥2
L2
)
+
Cn
We
(
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xj
)
, δt v˜ki
)
+
δt
Re
∥∥∥∥√η(φk+1)∇v˜k∥∥∥∥2
L2
− 1
Fr
(
gˆi, δt ρ
(
φk+1
)
v˜ki
)
= 0.
(48)
Next we invoke lemma 1 and write eq. (48) as:
1
2
ρ
(
φk+1
)(∥∥∥vk+1∥∥∥2
L2
−
∥∥∥vk∥∥∥2
L2
)
+
δt
WeCn
(
φ˜kv˜ki ,
∂µ˜k
∂xi
)
+
δt
Re
∥∥∥∥√η(φk+1)∇v˜k∥∥∥∥2
L2
− 1
Fr
(
gˆi, δt ρ
(
φk+1
)
v˜ki
)
= 0.
(49)
Next we simplify the gravity term. Notice that
− 1
Fr
(
gˆi, δt ρ
(
φk+1
)
v˜ki
)
= − 1
Fr
(
∂ (−y)
∂xi
, δt ρ
(
φk+1
)
v˜ki
)
= − 1
Fr
(
y, δt
∂
(
ρ
(
φk+1
)
v˜ki
)
∂xi
)
, (50)
where y = x2 and gˆ = (0,−1, 0). Here we invoke that v˜k+1 ∈ H10(Ω) so the boundary terms go to
zero while doing integration by parts. Let C1 =
(ρ−−ρ+)
2 m(φ), then using the continuity equation,
eq. (4), and the definition of Ji we obtain:
1
Fr
(
y, δt
∂
(
ρ
(
φk+1
)
v˜ki
)
∂xi
)
= − 1
Fr
(
y, ρ
(
φk+1
)
− ρ
(
φk
))
− δtC1
Fr Pe
(
y,
∂
∂xi
(
∂µ˜k
∂xi
))
= − 1
Fr
(
y, ρ
(
φk+1
)
− ρ
(
φk
))
+
δtC1
Fr Pe
(
∂y
∂xi
,
∂µ˜k
∂xi
)
= − 1
Fr
(
y, ρ
(
φk+1
)
− ρ
(
φk
))
− δtC1
Fr Pe
(
∂
∂xi
(
∂y
∂xi
)
, µ˜k
)
+
δtC1
Fr Pe
ˆ
dΩ
µ˜k
(
∂y
∂xi
)
nˆidx
= − 1
Fr
(
y, ρ
(
φk+1
)
− ρ
(
φk
))
− δtC1
Fr Pe
(
∂
∂xi
(
∂y
∂xi
)
, µ˜k
)
+
δtC1
Fr Pe
ˆ
dΩ
µ˜kgˆinˆidx,
(51)
where nˆi is outward pointing normal to the boundary of the domain Ω.
Remark 6. We will assume that
δtC1
Fr Pe
ˆ
dΩ
µ˜kgˆinˆidx = 0, (52)
which is true as long as there is no three-phase contact line on any boundary on which nˆigˆi is
non-zero.195
Under the above assumption we can write
− 1
Fr
(
gˆi, δt ρ
(
φk+1
)
v˜ki
)
= − 1
Fr
(
y, δt
∂
(
ρ
(
φk+1
)
v˜ki
)
∂xi
)
=
1
Fr
(
y, ρ
(
φk+1
)
− ρ
(
φk
))
. (53)
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Combining this last result with eq. (49) yields the desired result:
1
2
ρ
(
φk+1
)(∥∥∥vk+1∥∥∥2
L2
−
∥∥∥vk∥∥∥2
L2
)
+
δt
WeCn
(
φ˜kv˜ki ,
∂µ˜k
∂xi
)
+
δt
Re
∥∥∥∥√η(φk+1)∇v˜∥∥∥∥2
L2
+
1
Fr
(
y, ρ
(
φk+1
)
− ρ
(
φk
))
= 0.
(54)

Proposition 2. The following identity holds:(
ψ′(φ˜k), φk+1 − φk
)
=
(
ψ(φk+1)− ψ(φk), 1
)
−
(
ψ′′′(λ)
24
,
(
φk+1 − φk
)3)
, (55)
for some λ between φk and φk+1.
Proof. Recall that φ˜k = (φk+1 + φk)/2. From Taylor series we note the following:
ψ′
(
φk+1 + φk
2
)
− ψ(φ
k+1)− ψ(φk)
φk+1 − φk = −
ψ′′′(λ)
24
(
φk+1 − φk
)2
,
for some λ between φk and φk+1. Computing the inner product of this expression with φk+1 − φk
and slightly re-arranging yields the desired result. 
Claim 1 (Estimate of the correction). The following estimate holds:∣∣∣∣(ψ′′′(λ)24 ,(φk+1 − φk)3
)∣∣∣∣ ≤ CmL3δt3 ∥∥∥∥ψ′′′(λ)24
∥∥∥∥
L∞(Ω)
, (56)
where L is a Lipschitz constant and Cm is the volume of the physical domain:∣∣∣φk+1 − φk∣∣∣ ≤ Lδt and Cm := ˆ
Ω
dx.
200
Proof. We start the error term in proposition 2 and obtain the following upper bound:∣∣∣∣(ψ′′′(λ)24 ,(φk+1 − φk)3
)∣∣∣∣ = ∣∣∣∣ˆ
Ω
ψ′′′(λ)
24
(
φk+1 − φk
)3
dx
∣∣∣∣
≤
∥∥∥∥ψ′′′(λ)24
∥∥∥∥
L∞(Ω)
ˆ
Ω
∣∣∣φk+1 − φk∣∣∣3 dx. (57)
Using the Lipschitz continuity of φ we arrive at the desired result: eq. (56). 
We are now in a position to prove energy stability. The argument we present here is based on the
fact that the energy functional given by eq. (9) is decreasing as the discrete solution is evolving in
time. This represents the strict adherence to the second law of thermodynamics at the semi-discrete
level. Therefore, if the difference between the energy functional between two time steps is negative,205
then we have achieved energy stability. We prove energy stability in the following theorem.
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Theorem 1 (Energy stability). The time discretization of the Cahn-Hilliard Navier-Stokes (CHNS)
equations as described by eq. (18) – eq. (22) is energy stable and follows the following energy law:
Etot
(
vk+1, φk+1
)
−Etot
(
vk, φk
)
=
−δt
Re
∥∥∥∥√η(φk+1)v˜k∥∥∥∥2
L2
− δt
PeCn2We
∥∥∥∇µ˜k∥∥∥2
L2
+
1
WeCn
(
ψ′′′(λ)
24
,
(
φk+1 − φk
)3)
,
(58)
provided the following time-step restriction is observed:
0 ≤ δt ≤

1
Re
(∥∥∥√η(φk+1)∇v˜k∥∥∥2
L2
)
+ 1
PeCn2We
∥∥∇µ˜k∥∥2
L2
CmL3
WeCn
∥∥∥ψ′′′(λ)24 ∥∥∥L∞(Ω)

1
2
. (59)
Proof. We begin with taking the L2 inner product of eq. (17) with δt µ˜k:
(
φk+1 − φk, µ˜k
)
= −
∂
(
v˜ki φ˜
k
)
∂xi
, δt µ˜k
+ δt
PeCn
(
∂
∂xi
(
∂µ˜k
∂xi
)
, µ˜k
)
, (60)
and integrate-by-parts on the right-hand side:(
φk+1 − φk, µ˜k
)
=
(
v˜ki φ˜
k, δt
∂µ˜k
∂xi
)
− δt
PeCn
∥∥∥∇µ˜k∥∥∥2
L2
. (61)
We now work with the µ equation by taking the L2 inner product of eq. (16) with φk+1 − φk:
(
µ˜k, φk+1 − φk
)
=
(
ψ˜′, φk+1 − φk
)
− Cn2
(
∂
∂xi
(
∂φ˜k
∂xi
)
, φk+1 − φk
)
, (62)
where ψ˜′ is defined by eq. (12), and integrate-by-parts on the last term:(
µ˜k, φk+1 − φk
)
=
(
ψ˜′, φk+1 − φk
)
+
Cn2
2
(∥∥∥∇φk+1∥∥∥2
L2
−
∥∥∥∇φk∥∥∥2
L2
)
, (63)
where we also used the fact that φ˜k = (φk+1 + φk)/2. The first term on right-hand side of eq. (63)
can be simplified further using proposition 2:(
µ˜k, φk+1 − φk
)
=
(
ψ(φk+1)− ψ(φk), 1
)
−
(
ψ′′′(λ)
24
,
(
φk+1 − φk
)3)
+
Cn2
2
(∥∥∥∇φk+1∥∥∥2
L2
−
∥∥∥∇φk∥∥∥2
L2
)
.
(64)
Now, combining eq. (64) and eq. (61) we have:(
ψ(φk+1)− ψ(φk), 1
)
−
(
ψ′′′(λ)
24
,
(
φk+1 − φk
)3)
+
Cn2
2
(∥∥∥∇φk+1∥∥∥2
L2
−
∥∥∥∇φk∥∥∥2
L2
)
=
(
v˜ki φ˜
k, δt
∂µ˜k
∂xi
)
− δt
PeCn
∥∥∥∇µ˜k∥∥∥2
L2
.
(65)
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Next we divide eq. (65) byWeCn and from lemma 2 we can replace the first term on the right-hand
side by eq. (40):
1
2
ρ
(
φk+1
)(∥∥∥vk+1∥∥∥2
L2
−
∥∥∥vk∥∥∥2
L2
)
+
δt
Re
(∥∥∥∥√η(φk+1)∇v˜k∥∥∥∥2
L2
)
+
1
WeCn
(
ψ(φk+1)− ψ(φk), 1
)
− 1
WeCn
(
ψ′′′(λ)
24
,
(
φk+1 − φk
)3)
+
Cn
2We
(∥∥∥∇φk+1∥∥∥2
L2
−
∥∥∥∇φk∥∥∥2
L2
)
+
δt
PeCn2We
∥∥∥∇µ˜k∥∥∥2
L2
+
1
Fr
(
y, ρ
(
φk+1
)
− ρ
(
φk
))
= 0.
(66)
Simplifying and using the definition of the energy functional, eq. (9), we obtain the energy law:
Etot
(
vk+1, φk+1
)
− Etot
(
vk, φk
)
=
−δt
Re
∥∥∥∥√η(φk+1)∇v˜k∥∥∥∥2
L2
− δt
PeCn2We
∥∥∥∇µ˜k∥∥∥2
L2
+
1
WeCn
(
ψ′′′(λ)
24
,
(
φk+1 − φk
)3)
.
(67)
In order for this energy to be non-increasing in forward time, we require the following:
δt
Re
∥∥∥∥√η(φk+1)∇v˜k∥∥∥∥2
L2
+
δt
PeCn2We
∥∥∥∇µ˜k∥∥∥2
L2
≥ 1
WeCn
(
ψ′′′(λ)
24
,
(
φk+1 − φk
)3)
. (68)
Using the estimate from claim 1 we can guarantee this inequality provided that:
δt
Re
∥∥∥∥√η(φk+1)∇v˜k∥∥∥∥2
L2
+
δt
PeCn2We
∥∥∥∇µ˜k∥∥∥2
L2
≥ 1
WeCn
∥∥∥∥ψ′′′(λ)24
∥∥∥∥
L∞(Ω)
CmL
3δt3. (69)
This condition can be turned into a condition on the maximum energy-stable time-step:
0 ≤ δt ≤
 1Re
∥∥∥√η(φk+1)∇v˜k∥∥∥2
L2
+ 1
PeCn2We
∥∥∇µ˜k∥∥2
L2
CmL3
WeCn
∥∥∥ψ′′′(λ)24 ∥∥∥L∞(Ω)

1
2
, (70)
which proves the theorem. 
Remark 7. It is important to note that condition eq. (70) is a very weak condition (satisfied for
most δt), as all the quantities in the condition are order one quantities. The bounds presented for210 (
ψ′′′(λ)
24 ,
(
φk+1 − φk)3) are the absolute worst case scenarios, which in practice would only rarely
be achieved. Therefore, though we cannot claim unconditional stability for the scheme, we can say
that the scheme is energy stable for large range of δt values and allows us to take large time steps.
It is common practice in the literature to approximate the free energy functional such that it has
a form which will not result in the cubic term in eq. (55) (see [34, 23, 24] for examples), which215
results in an unconditionally stable scheme. In the estimate we have presented we do not make any
approximations on the form of free energy functional, which results in a slightly tighter restriction
on the time step restriction.
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3.2. Solvability of the discrete-in-time continuous-in-space CHNS system
In this subsection we establish the solvability of system of equations eq. (18) – eq. (22). We follow220
the basic strategy used by Han and Wang [22], which, after adaptation to the specific Cahn-Hilliard
Navier-Stokes system considered in this work, can be summarized as follows:
• Show that eq. (21) has the following property: given µ˜k, then φ˜k is uniquely determined;
• Show that eq. (18) – eq. (20) has the following property: given µ˜k, and hence φk+1 from
eq. (21) as stated above, then v˜k and p˜k are uniquely determined;225
• This establishes φ˜k, v˜k, and p˜k as uniquely determined by µ˜k; with this knowledge in hand,
we can now view the remaining equation, eq. (22), as a scalar equation for µ˜k;
• Show that there exists a solution, µ˜k, to eq. (22), with φ˜k and v˜k understood to be functions
of µ˜k via eq. (18) – eq. (21).
The key to the above argumentation is the Browder-Minty theorem (e.g., see theorem 9.14230
Ciarlet [35]) and the main theorem on pseudo-monotone operators due to Brezis (see theorem 27.A
Zeidler [36]), both of which we reproduce below for completeness.
Theorem 2. (Browder-Minty (1963)) Let X be a real, reflexive, Banach space and let T : X −→ X∗
be a monotone, coercive, continuous, and bounded operator, then for any b ∈ X∗, there exists a
solution to
T (u) = b. (71)
further, if T : X −→ X∗ is strictly monotone, then the solution u is unique
Theorem 3. (Brezis (1968)) Let X be a real, reflexive, Banach space and let T : X −→ X∗ be a
pseudo-monotone, coercive, continuous, and bounded operator, then for any b ∈ X∗, there exists a
solution to
T (u) = b. (72)
Lemma 3 (Solvability of (21)). Given µ˜k ∈ H1(Ω) and φk ∈ H1(Ω), there exists a unique solution
φ˜k ∈ H1(Ω) to eq. (21). This establishes the solution operator:
φ˜k
(
µ˜k
)
: µ˜k 7→ φ˜k.
235
Proof of the above lemma follows from theorem 2, where the continuity and boundedness of the
solution operator follows from the fact that eq. (21) is an elliptic semi-linear equation. The detailed
proof is omitted here for brevity.
Lemma 4 (Solvability of (18) – (20)). Given µ˜k ∈ H1(Ω), vk ∈ H10(Ω), and φk ∈ H1(Ω), there
exists a unique solution v˜k ∈ H10(Ω) and p˜k ∈ H1(Ω) to eq. (18) – eq. (20). This establishes the
solution operator:
v˜k
(
µ˜k
)
: µ˜k 7→ v˜k.
Proof of this lemma follows from the generalized Lax-Milgram theorem under a suitable inf-sup240
condition. We again omit the details of this proof for brevity, and instead refer the interested ready
to Volker [16] for a detailed explanation.
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Remark 8. In the fully discrete setting one needs to satisfy the discrete inf-sup condition (which is a
modified coercivity condition) to prove uniqueness for the fully discrete analog of eq. (21). However,
we use the variational multi-scale technique, described below in section 3.3, which circumvents the245
need of a discrete inf-sup condition. The variational multi-scale technique allows for the use of
classical Lax-Milgram to prove uniqueness as one can prove classical definition of coercivity directly
in this case.
We now prove solvability for the full time-discretised Cahn-Hilliard Navier-Stokes system by
showing that eq. (22) has a solution, µ˜k, with φk+1 and v˜k understood to be functions of µ˜k via250
eq. (18) – eq. (21). We aim to show that all the conditions of theorem 3 are satisfied; theorem 3
is a generalization of theorem 2 for operators that are a summation of a higher order monotone
operator and a strongly continuous lower order operator. To this end, it is important to note that
proving strong continuity for our lower order operators in eq. (22) is difficult. However, Liu [37]
showed an equivalent condition called local monotonocity which is easier to prove.255
Lemma 5. Given an operator A : X −→ X∗, where X is a real, reflexive Banach space, i.e. H1(Ω)
in our case. If A has the following properties:
(H1) (Hemicontinuity) The map t 7→ 〈A(ξ1 + t ξ2), q〉 is continuous on R;
(H2) (Local monotonicity) The following inequality holds:
〈A(ξ1) +A(ξ2), ξ1 − ξ2〉H1(Ω) ≤ (C + υ(ξ1) + γ(ξ2)) ‖ξ1 − ξ2‖2H1(Ω) , (73)
where υ(ξ1) and γ(ξ2) are bounded, measurable functions in H
1(Ω);
then A is pseudo-monotone operator.260
Liu [37] proves lemma 5 in a more general setting for Banach spaces which are compactly
embedded in Hilbert spaces.
Definition 2. Consider the following shorthand notation:
µ := µ˜k, φ (µ) := φ˜k
(
µ˜k
)
, and vi (µ) := v˜
k
i
(
µ˜k
)
. (74)
Then, given φk ∈ H1(Ω), from eq. (22) we establish the following solution operator:
〈T (µ), q〉 := 2
(
φ (µ)− φk, q
)
− δt
2
(
vi (µ)φ (µ) ,
∂q
∂xi
)
+
δt
PeCn
(
∂µ
∂xi
,
∂q
∂xi
)
, (75)
for all q ∈ H1(Ω).
Lemma 6. If we assume the solution operator φ(µ) to be Lipshitz in µ, then the first term from
the operator in definition 2, i.e., 2
(
φ (µ)− φk, q) satisfies (H1) and (H2) from lemma 5 and is265
therefore pseudo-monotone.
Proof. (H1) follows from the continuity of the solution operator from lemma 3. We proceed to check
local monotonicity. Using the Lipschitz continuity of φ and standard inequality, one can show that
2 (φ (ξ1)− φ (ξ2) , ξ1 − ξ2) ≤ 2L2 ‖ξ1 − ξ2‖2H1
[
‖φ (ξ1)‖4L4 + ‖φ (ξ2)‖4L4
+ 2 ‖φ (ξ1)‖3L6 ‖φ (ξ2)‖L2 + 3 ‖φ (ξ1)‖2L4 ‖φ (ξ2)‖2L4
+ 2 ‖φ (ξ2)‖3L6 ‖φ (ξ1)‖L2 +
1
2
(
1 +Cn2
)]
,
(76)
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where L is the Lipschitz constant for φ. This proves local monotonicity (H2). In the interest of
brevity we do not provide the detailed steps here. We refer interested readers to Liu [37] which
presents similar estimates. 
Lemma 7. If we assume the solution operators φ(µ) and v(µ) to be Lipshitz in µ, then the second270
term from the operator in definition 2, i.e., δt2
(
vi (µ)φ (µ) ,
∂q
∂xi
)
satisfies (H1) and (H2) from
lemma 5 and is therefore pseudo-monotone.
Proof. (H1) follows from the continuity of the solution operators from lemma 3 and lemma 4. We
proceed to check local monotonicity. Using Lipshitz continuity and standard inequalities one can
show that(
vi (ξ1)φ (ξ1)− vi (ξ2)φ (ξ2) , ∂ (ξ1 − ξ2)
∂xi
)
≤ L ‖(ξ1 − ξ2)‖2H1
[
‖v (ξ1)‖L∞ + ‖φ (ξ2)‖L∞
]
, (77)
where L is the maximum Lipschitz constant for φ and v. This proves local monotonicity (H2). 
Theorem 4 (Solvability of (22)). Given φk ∈ H1(Ω), there exists a solution, µ ∈ H1(Ω), to
eq. (22) in the sense of the solution operator defined in definition 2 that satisfies the conditions of275
the existence theorem of pseudo-monotone operators (see theorem 3 above).
Proof. We now proceed by proving that T (µ) satisfies the conditions of the Browder-Minty theorem.
1. Continuous and bounded. We compute the absolute value of eq. (75) and use standard
inequalities:
|〈T (µ), q〉| ≤ C1 ‖q‖L2
(
‖φ(µ)‖L2 +
∥∥∥φk∥∥∥
L2
)
+C2δt ‖∇q‖L2 ‖v(µ)‖L2 ‖φ(µ)‖L2 +
C3δt
PeCn
‖∇q‖L2 ‖∇µ‖L2 .
(78)
Using the fact that ‖·‖L2 ≤ ‖·‖H1 and combining all the constants yields:
|〈T (µ), q〉| ≤ C(δt) ‖q‖H1
[∥∥∥φk∥∥∥
L2
+
(
1 + ‖v(µ)‖L2
) ‖φ(µ)‖L2 + ‖∇µ‖L2] . (79)
Therefore, operator T is bounded as a consequence of the boundedness of φ(µ) and v(µ) from
lemma 3 and lemma 4, respectively. Continuity of T follows from a similar argument.
2. Pseudo-monotonocity. We begin with the following expression:
〈T (ξ1)− T (ξ2), ξ1 − ξ2〉 = 2 (φ (ξ1)− φ (ξ2) , ξ1 − ξ2)
− δt
2
(v (ξ1)φ (ξ1)− v (ξ2)φ (ξ2) , ∇ (ξ1 − ξ2))
+
δt
PeCn
∥∥∇ (ξ1 − ξ2)∥∥2L2 ,
(80)
for all ξ1, ξ2 ∈ H1(Ω). Note that the third term on the right hand side is strictly monotone.280
The first and second term on the right hand side is shown to be in pseudo-monotone in
lemma 6 and lemma 7 respectively. Further, the summation of a pseudo-monotone operator
and a monotone operator is also pseudo-monotone (Proposition 27.6 of Zeidler [36]). Which
implies T is a pseudo-monotone operator.
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3. Coercivity.: Coercivity in this context is written as
〈T (u), u〉
‖u‖H1
−→∞, as ‖u‖H1 −→∞. (81)
We need to check whether this condition is satisfied. We start from
〈T (µ), µ〉 = 2
((
φ(µ)− φk
)
, µ
)
− δt
2
(
vi(µ)φ(µ),
∂µ
∂xi
)
+
δt
PeCn
(
∂µ
∂xi
,
∂µ
∂xi
)
. (82)
The first term can be bounded by taking the test function q = φk+1−φk in eq. (21) and using
the fact that φk, φk+1 are strictly bounded between −1 and 1:(
φk+1 − φk, µ
)
≥ 1
8
ˆ
Ω
(φk+1)4dx− 3
4
ˆ
Ω
(φk+1)2dx+
Cn2
2
ˆ
Ω
∑
i
∣∣∣∣∂φk+1∂xi
∣∣∣∣2 dx
+
3
4
ˆ
Ω
(φk)2dx+
1
8
ˆ
Ω
(φk)4 + dx− Cn
2
2
ˆ
Ω
∑
i
∣∣∣∣∂φk∂xi
∣∣∣∣2 dx
≥ 1
16
∥∥∥φk+1∥∥∥4
L4
+
Cn2
2
∥∥∥∇φk+1∥∥∥2
L2
− C
(∥∥∥φk∥∥∥4
H1
+
∥∥∥φk∥∥∥2
H1
+ 1
)
.
(83)
Using the estimate from lemma 2, the second term on the right can be written as
−δt
(
viφ,
∂µ
∂xi
)
≥ C3
[∥∥∥vk+1∥∥∥2
L2
−
∥∥∥vk∥∥∥2
L2
+
∥∥∥∥√η(φk+1) ∇v∥∥∥∥2
L2
+
(
y, ρk+1 − ρk
)]
. (84)
Collecting all inequalities, we get
〈T (µ), µ〉 ≥ C ‖∇µ‖2L2 +
1
16
∥∥∥φk+1∥∥∥4
L4
+
Cn2
2
∥∥∥∇φk+1∥∥∥2
L2
+ C5
∥∥∥vk+1∥∥∥2
L2
+ C3
(∥∥∥∥√η(φk+1) ∇v∥∥∥∥2
L2
+
(
y, ρ
(
φk+1
)))
− Cb.
(85)
Note, that the all the terms which depend on µ in eq. (85) are positive, and all the fields
at the previous timestep (known functions) are constant, and are absorbed in Cb. To show
coercivity we need to use Poincare´ inequality to get the inequality in terms of µ instead of
∇µ; thus,
〈T (µ), µ〉 ≥ Ca ‖µ‖nH1 − Cb, (86)
where the constants are adjusted for the inequalities used and n = 4/3 which implied coer-285
civity. Here we do not write other positive terms (Cn
2
2
∥∥∇φk+1∥∥2
L2
+ C5
∥∥vk+1∥∥2
L2
.. so on)
which are µ dependent to show the inequality in a clearer form, as they are positive and the
coercivity condition is still satisfied with them included.
Remark 9. To go from eq. (85) to eq. (86), we use a particular form of the Poincare´ inequality for
µ given in [38]:
‖f‖2H1(Ω) ≤
(
C ′ + 1
) ‖∇f‖2L2(Ω) + C ′(ˆ
Ω
f dx
)2
, (87)
∀f ∈ H1(Ω). To use this inequality for µ, one needs to bound the average ´Ω µdx and use it in con-
junction with eq. (85). Using standard inequalities one can show that
∥∥φk+1∥∥4
L4
bounds
(´
Ω µdx
)4/3
.290
Therefore, the second term in eq. (85) can be used to replace the average term in eq. (87), which
gives the exponent n = 4/3 for ‖µ‖nH1 . The proof is similar to that shown in [22], so we do not
reproduce it in detail here.
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We proved all the required conditions for existence theorem for pseudo-monotone operators, this
implies that there exists a solution µ′ such that 〈T (µ′), w〉 = 0, ∀w ∈ H1(Ω). Consequently, there295
µ˜k is a solution to eq. (75). The same µ˜k(x) is the source function for the mapping in lemmas 3
and 4 which provide unique solutions φk+1(x), and vk+1(x) respectively. 
Remark 10. Contrary to strictly monotone operator in Han and Wang [22], the operator for
our fully implicit time-scheme is pseudo-monotone. The strictly monotone operator along with the
Browder-Minty theorem (theorem 2) gives uniqueness of solutions. In our case we are using a300
generalisation of Browder-Minty theorem to pseudo-monotone operators which only gives existence
of solutions. Proving unique solution in our case is not trivial, but for practical situations we do
not see any problems.
3.3. Spatial discretisation and variational multi-scale approach
In this work all the unknown variables, (φ, µ, v, and p), are discretised in space using the305
standard piecewise linear continuous Galerkin or cG(1) finite element method. It is well-known in
the literature that numerical instabilities occur when solving the incompressible Navier-Stokes with
a numerical method that uses the same polynomial order for both the velocity and the pressure.
These instabilities are due to fact that equal polynomial order representations of p and v will
not satisfy the inf-sup condition (Ladyzhenskaya-Babuska-Brezzi condition, see page 31 in Volker310
[16]). In order to overcome this difficulty, additional numerical stabilisation needs to be introduced.
One of the most popular stabilization technique to this problem is the SUPG-PSPG approach:
streamline-upwind/Petrov-Galerkin (SUPG) [39] and pressure-stabilizing/Petrov-Galerkin (PSPG)
[40]. A generalization of these approaches is the variational multi-scale approach [41]. In this work
we make use of the variational multi-scale (VMS) approach proposed in the context of large-eddy315
simulations (LES) [42]. This approach has the advantage that it provides a stabilization mechanism
such that the inf-sup stability condition is converted to a coercivity condition, while also providing
a natural leeway into modeling high Reynolds number flows in the context of LES [28].
The philosophy of VMS models follows that of LES, where we seek a direct-sum decomposition
of the discrete spaces which approximate the continuous spaces. If v ∈ V and p ∈ Q, then we can320
decompose these spaces as follows:
V = V ⊕V′ and Q = Q⊕Q′, (88)
where V and Q are the cG(1) subspaces of V and Q, respectively, and the primed versions are the
complements of the cG(1) subspaces in V and Q, respectively. We can write the decomposition
for velocity and pressure as follows: v = v + v′ and p = p + p′, where the coarse scale solution is
v ∈ V, p ∈ Q, and the fine scale solution is v′ ∈ V′ and p′ ∈ Q′. We define a projection operator,
P : V → V, such that v = P{v} and v′ = v − P{v}. A similar operator can be used for the
decomposition of p. Substituting this decomposition in the original variational form in definition 1
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yields:
Momentum Eqns:
(
wi, ρ(φ)
∂vi
∂t
)
+
(
wi,
∂ (ρ(φ)v′i)
∂t
)
+
(
wi, ρ(φ)vj
∂vi
∂xj
)
+
(
wi, ρ(φ)v
′
j
∂vi
∂xj
)
+
(
wi,
∂ (ρ(φ)vjv
′
i)
∂xj
)
+
wi, ∂
(
ρ(φ)v′jv
′
i
)
∂xj

+
1
Pe
(
wi, Jj
∂vi
∂xj
)
+
1
Pe
(
wi,
∂ (Jjv
′
i)
∂xj
)
+
Cn
We
(
wi,
∂
∂xj
(
∂φ
∂xi
∂φ
∂xj
))
+
1
We
(
wi,
∂ (p+ p′)
∂xi
)
+
1
Re
(
∂wi
∂xk
, η(φ)
∂ (vi + v
′
i)
∂xk
)
−
(
wi, ρ(φ)gˆi
Fr
)
+
(
q,
∂vi
∂xi
)
+
(
q,
∂v′i
∂xi
)
= 0,
(89)
Cahn-Hilliard Eqn:
(
q,
∂φ
∂t
)
+
(
q,
∂ (viφ)
∂xi
)
− 1
PeCn
(
q,
∂2 (m(φ)µ)
∂xi∂xi
)
= 0, (90)
Chemical Potential: − (q, µ) +
(
q,
dψ
dφ
)
− Cn2
(
q,
∂
∂xi
(
∂φ
∂xi
))
= 0, (91)
where w,v,∈ PH1(Ω), p, φ ∈ PH1(Ω),v′ ∈ (I − P)H1(Ω), p′ ∈ (I − P)H1(Ω), and µ, q ∈
PH1(Ω). Here I is the identity operator and P is the projection operator. We use the residual-
based approximation proposed by Bazilevs et al. [28] for fine scale components to close the equations,
which is given by
ρ(φ)v′i = −τmRm(ρ, vi, p) and p′ = −ρ(φ)τcRc(vi). (92)
It is important to note that because we are using block iterative method, the momentum equa-
tions, eq. (89), and the Cahn-Hilliard equations, eq. (90) and eq. (91), are solved as two different
nonlinear sub-problems. We use conforming Galerkin based finite elements, and replace the continu-
ous spaces with their discrete counterparts; notice that as we only solve for course scale components,325
the trial functions and the basis functions are in the same space. Then we can write a discrete vari-
ational formulation can we written as follows.
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Definition 3. Find vh ∈ PH1,h(Ω) and ph, φh, µh ∈ PH1,h(Ω) such that
Momentum Eqns:
(
wi, ρ(φ
h)
∂vi
h
∂t
)
+
(
wi, ρ(φ
h)vhj
∂vhi
∂xj
)
−
(
wi, τmRm(vhj , p
h)
∂vhj
∂xj
)
+
(
∂wi
∂xj
, vhj
(
τmRm(vhi , p
h)
))
−
(
∂wi
∂xj
,
τ2m
ρ(φh)
Rm(vhj , p
h)Rm(vhi , p
h)
)
+
1
Pe
(
wi, J
h
j
∂vhi
∂xj
)
+
1
Pe
(
∂wi
∂xj
, Jhj
τm
ρ(φh)
Rm(v
h
i , p
h)
)
− Cn
We
(
∂wi
∂xj
,
∂φh
∂xi
∂φh
∂xj
)
− 1
We
(
∂wi
∂xi
, ph
)
+
1
We
(
∂wi
∂xi
, ρ(φh)τcRc(vhi )
)
+
1
Re
(
∂wi
∂xk
, η(φh)
∂vhi
∂xk
)
−
(
wi, ρ(φ
h)gˆi
Fr
)
+
(
q,
∂vhi
∂xi
)
−
(
∂q
∂xi
,
τm
ρ(φh)
Rm(vhi , p
h)
)
= 0,
(93)
Cahn-Hilliard Eqn:
(
q,
∂φh
∂t
)
−
(
∂q
∂xi
, vhi φ
h
)
+
1
PeCn
(
∂q
∂xi
,
∂
(
m(φh)µh
)
∂xi
)
= 0, (94)
Chemical Potential: −
(
q, µh
)
+
(
q,
dψ
dφh
)
+Cn2
(
∂q
∂xi
,
∂φh
∂xi
)
= 0, (95)
where,
τm =
(
4
∆t2
+ vhi Gijv
h
j +
1
(ρ(φh)Pe)
vhi GijJ
h
j + CI
(
η(φh)
ρ(φh)Re
)2
GijGij
)
−1/2
, (96)
τc =
1
tr(Gij)τm
. (97)
Here we set CI for all our simulations to 6 and the residuals are given by
Rm(v
h
i , p
h) = ρ(φ)
∂vhi
∂t
+ ρ(φ)vhj
∂vhi
∂xj
+
1
Pe
Jhj
∂vhi
∂xj
+
Cn
We
∂
∂xj
(
∂φ
∂xi
∂φ
∂xj
)
+
1
We
∂ph
∂xi
− 1
Re
∂
∂xk
(
η(φ)
∂vhi
∂xk
)
− ρ(φ)gˆ
F r
,
(98)
Rc(vhi ) =
∂vhi
∂xi
. (99)
Finally, we note that in the above expressions the time derivative is still continuous. In the
fully discrete numerical method we replace the time-derivatives in the momentum and phase field330
equations using the trapezoidal rule in the form of the scheme presented in eq. (13) – eq. (17).
3.4. Handling non-linearity
The fully discretised system is a collection of two non-linear systems of algebraic equations,
one corresponding to the discretised version of the momentum equations (eqs. (18) to (20)), the
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other corresponding to the Cahn-Hilliard equations, eqs. (20) and (22). Because we use an implicit
time-stepping strategy, an internal (within each block iteration) Newton’s method is used to solve
the aforementioned non-linear algebraic equations. Newton’s method for a system of equations can
be written as follows:
Jkij δU
k
j =− F s,ki (U s,k1 , U s,k2 , . . . , U s,kn ), (100)
Jkij :=
∂
∂Uj
(F s,ki (U
s
1 , U
s
2 , . . . , U
s
n)), (101)
where U s,kj is a vector of all degrees of freedom at the k
th time step and at the sth Newton iteration.
δUkj is a vector of the “perturbation” in the degrees of freedom from the previous Newton iteration.
An initial guess U0,ki must be provided to start the iteration. J
k
ij is a Jacobian matrix (very similar
to the gradient term in the 1D root finding Newton’s algorithm). F s,ki is the function of the degrees
of freedom at the sth Newton iteration which is being minimised. One can calculate Jkij either
numerically using finite differences or analytically. We calculate Jkij analytically by calculating the
variations (partial differentials) of the operators with respect to the degrees of freedoms. Using this
technique, U s,kj can be updated as follows until the desired tolerances are reached:
U s+1,kj = U
s,k
j + δU
k
j . (102)
In the time-steping context the solution vector at the previous time step can be used to initiate
the Newton iteration at each timestep. Here eq. (100) is the linear system which has to be solved
at each Newton iteration on a massively parallel scale for two sets of PDEs working in a block335
iteration setup. In order to handle the Newton iterations and the embedded linear solves, we make
use of the petsc library, which provides parallel efficient implementations of the above ideas along
with a large suite of preconditioners and solvers for the linear system [43, 44, 45]. The choice of
linear solvers and preconditioner is different for different numerical experiments and more details
are provided in the respective sections for those results.340
4. Octree based finite element discretisation and remeshing
While the concept of adaptive space partitions is well studied, developing such methods for
applications demanding frequent refinements on large distributed systems presents significant chal-
lenges. This work builds on existing methods for performing large-scale finite element computations
using octree-refined meshes. The octree-based framework, Dendro is extended to support sub-345
domains, primarily with the objective of supporting long channels and division of the domain based
on arbitrary functions that define the geometry. We provide a brief description on building the oc-
tree mesh in parallel and performing finite element computations. Additional details can be found
in [46]. Dendro provides the adaptive mesh refinement (AMR) and all parallel data-structures,
and for this project, Dendro was extended to support domains that are not cuboidal in shape.350
We give a brief overview of the Dendro framework and provide details on the new contributions.
The main steps in building and maintaining an adaptively refined mesh in a distributed-memory
machine are described below.
Refinement:. The sparse grid is constructed based on the geometry. Proceeding in a top-down
fashion, a cell is refined if a surface (defined by a zero level-set of a function, or a cloud of points)355
passes through it. We also provide an additional function that tests for membership and eliminates
regions outside the domain. This is necessary as by definition the octree maps to a cuboidal domain.
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By eliminating regions, we can support arbitrary domains, including domains with holes, such a
porous media. Since the refinement happens in an element-local fashion, this step is embarrassingly
parallel. The user passes a function that given coordinates, x, y, z returns the distance from the360
surface. The eight corners of an octant are tested using this function. If all 8 points have a positive
distance (outside), then we retain this element, but do not refine further. If all 8 points have a
negative distance (inside), then this element is removed from the mesh. If some of the corners of
the octant are inside and others outside, then this octant is refined. This is repeated till the desired
level of refinement is achieved. In distributed memory, all processes start from the root and refine365
until at least p octants requiring further refinement are produced. Then using a weighted space-
filling-curve (SFC) based partitioning, we partition the octants. Note that we do not communicate
the octants as every process has a copy of the octants, and all that needs to be done at each process
is to retain a subset of the current octants and recurse. Since we use finite element, a 2:1 balancing
is enforced following the refinement operation.370
2:1 Balancing:. We enforce a condition in our distributed octrees that no two neighbouring octants
differ in size by more than a factor of two. This makes subsequent operations simpler without
affecting the adaptive properties. Our balancing algorithm is similar to existing approaches for
balancing octrees [47, 48, 49] with the added aspect that it does not generate octants if the ancestor
does not exist in the input. This is done to ensure that regions that were previously eliminated are375
not filled in. The algorithm proposed by Bern et al. [47] is easily extensible to support this case, as
we simply need to skip adding balancing octants that violate the criteria.
Partition:. Refinement and the subsequent 2:1 balancing of the octree can result in a non-uniform
distribution of elements across the processes, leading to load imbalance. This is particularly chal-
lenging when arbitrary geometries are meshed, as this can make the mesh heavily load-imbalanced.380
The Morton ordering enables us to equipartition the elements by performing a parallel scan on the
number of elements on each process followed by point-to-point communication to redistribute the
elements. As we refine near the two-phase interface, it can affect the performance, as it is likely lo-
calized on a small subset of processes, this where Morton ordering comes to rescue and delivers and
effective partition. The partitioning scheme is able to handle arbitrary geometries as the partition385
only tries to equally divide the retained elements across the processes. The weighted partitioning,
is a straightforward extension of our SFC-based partitioning that provides variable weight to the
elements based on whether the element lies inside the retained domain of the arbitrary geometry
or not. This allows us to more accurately estimate the work on each partition and provide better
parallel load-balancing.390
Meshing:. By meshing we refer to the construction of the (numerical) data structures required for
finite element computations from the (topological) octree data. Dendro already has efficient im-
plementations for building the required neighbourhood information and for managing overlapping
domains between processors (ghost or halo regions). The key difference with our previous applica-
tions is the requirement to handle arbitrary geometries, as all neighbours might not be present in395
the mesh. This also complicates the process of applying boundary conditions. We added support
for defining subdomains within Dendro. The subdomains are defined using a function that takes
a coordinate (x, y, z) as input and returns true or false depending on whether that coordinate
is part of the subdomain or not. The subdomain leverages the core mesh data-structure and ad-
ditionally defines a unique mapping for nodes that are part of the subdomain. It also keeps track400
of which nodes belong to subdomain boundaries. Therefore, subdomains have a small overhead
and store significantly less data than the main mesh data-structure. For our target application,
it is important to identify the external (domain) boundary as this dictates which elements will be
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retained in the domain. Therefore, the subdomain stores two bits to keep track of whether a node
is non-boundary, or external.405
Handling hanging nodes:. While the use of quasi-structured grids such as octree-grids makes parallel
meshing scalable and efficient, without sacrificing adaptivity, one challenge is to efficiently handle
the resulting non-conformity. This results in so called hanging nodes occurring on faces/edges
shared between unequal elements that do not represent independent degrees of freedom. In order to
minimize the memory footprint and overall efficiency, the hanging nodes are not stored in Dendro.410
Instead, since they are constrained by the order of the elements and the non-hanging nodes on the
hanging face/edge, we introduce these as temporary variable before elemental matrix assembly or
matrix-vector multiplication9 and eliminate them following the elemental operation. This is fairly
straightforward given that our meshes are limited to a 2:1 balance, limiting the number of overall
cases to be considered. Additional details on the handling of hanging nodes in Dendro can be415
found in [49].
Intergrid transfers. An essential requirement is to adapt the spatial mesh as the interface moves
across the domain. An example of the adaptive mesh refinement following the moving bubble is
shown in Figure 5. In the distributed memory setting, this also indicates a need to repartition and
rebalance the load. Every few time steps, we remesh. This is similar to the initial mesh generation420
and refinement, except that it is now based on the current position of the interface as well as the
original geometry. This is followed by the 2:1 balance enforcement and meshing. Once the new mesh
is generated, we transfer the velocity field from the old mesh to the new mesh using interpolation
as needed. Since the intergrid transfer happens only between parent and child (for coarsening and
refinement) or remains unchanged, this can be performed on the old mesh using standard polynomial425
interpolation, followed by a simple repartitioning based on the new mesh (Note that the use of SFCs
makes this a linear shift).
5. Numerical experiments
5.1. 2D manufactured solutions
We validate correct implementation of the equations using the method of manufactured solutions.
The idea of this approach is to input a “solution” that satisfies solenoidality, but not necessarily
the full set of evolution equations. Instead, the residual from plugging this “solution” into the full
Cahn-Hilliard Navier-Stokes system becomes a forcing term on the right-hand side of eq. (18) –
eq. (22). We select the following “solution”:
v = (sin(πx1) cos(πx2) sin(t), − cos(πx1) sin(πx2) sin(t), 0) ,
p = sin(πx1) sin(πx2) cos(t), φ = cos(πx1) cos(πx2) sin(t),
µ = cos(πx1) cos(πx2) sin(t).
(103)
We compute numerical solutions with the following non-dimensional parameters: Re = 10, We = 1,430
Cn = 1.0, Pe = 3.0, and Fr = 1.0. The density ratio is set to be ρ−/ρ+ = 0.85. We use a 2D
uniform mesh with 450 × 450 bilinear elements (quads) for all the numerical experiments. We test
the numerical framework at various time-steps to check for convergence in time. Figure 2 shows the
temporal convergence of the L2 errors (numerical solution in comparison with prescribed solution)
calculated at t = π to allow for one complete phase with respect to time-steps. It can be clearly435
9for Matrix-free computations
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Figure 2: Temporal convergence of the numerical scheme for the case of manufactured solutions
seen that on a log-log scale of the error vs. the time-step, the errors are decreasing with a slope
close to two, which demonstrates roughly second order convergence. There is a tapering off of the
convergence rate at smaller time-steps, which is due to the effect of spatial errors.
5.2. Single rising drop
We use a canonical case of a single bubble rising in a quiescent channel of water. This is a well440
studied case, and experimental data is available for comparison. We start with selecting appropriate
scales to non-dimensionalise the problem. We begin with setting the Froude number (Fr = u2/gD)
to 1.0, which fixes the non-dimensionalising velocity scale to be u =
√
gD, where g is the gravita-
tional acceleration, and D is the diameter of the bubble. If we plug in this velocity in Reynolds
number, we get ρcg
1/2D3/2/µc, where ρc and µc are the specific density and specific viscosity of445
the continuous fluid respectively. The non-dimensional group ρcg
1/2D3/2/µc is called Archimedes
number (Ar) and which is a variation of Reynolds number, and serves as a coefficient in front of
the diffusion term in the momentum equation. Further, the same choice of non-dimensionalising
scales leads to a Weber number (We = ρcgD
2/σ). We use the density of the continuous fluid to
non-dimensionalise; in this case ρ+ = 1. Further, density ratio is given by ρ+/ρ−. Similarly, ν+/ν−450
is the viscosity ratio. In all the experiments for single bubble rise we keep the viscosity ratio to
be 100. We present numerical experiments with density ratios of 100, 1000, 10000, to show the
robustness of the algorithm to large density ratios. See fig. 3 for a schematic of the computational
domain selected. The boundary conditions are no-slip on all walls, and zero flux for both µ and
φ, which are identical to ones used for functions spaces in the proofs. We use the biCGstab (bcgs)455
linear solver from the PETSc suite along with the Additive Schwarz (ASM) preconditioner for the
linear solves in the Newton iterations (see section 3.4). The details of the actual command line
arguments used are given in Appendix B.
From the numerical experiments we can predict the non-dimensional terminal rise velocity uT of
the bubbles as the velocity of the centre of mass of the bubbles. This allows us to calculate Reynolds460
number based on terminal velocity as ReT = AruT . ReT is our first metric for comparison with
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experiments reported in Bhaga and Weber [50]. The second metric to compare with experiments is
chosen to be the terminal shape of the bubble. To show the importance of energy stability, in the
cases we present we use a fairly large time-step of 10−2.
Figure 3: Schematic of the computational domain used for single bubble rise
5.2.1. Effect of Cn number465
As the model relies on selecting a computationally feasible thickness of the interface, it becomes
important study the effect of Cn (represents the non-dimensional thickness of the interface) on
the performance of the model in comparison with the experiments. The model approaches real
physics in the limit of Cn → 0, but as we decrease the Cn number we need to resolve smaller
and smaller length scales. Therefore, decreasing Cahn number requires increasing mesh density,470
thereby making simulations more and more expensive. One usually selects an ’optimum’ Cnopt,
such that decreasing Cn beyond this threshold, the quality of the solutions does not change (either
measured by comparison with experiments or via lack of change of key quantities of interest). To
find this Cnopt number, we conduct three numerical experiments with Cn = 0.0125, 0.01, and
0.0075. We select the case of Ar = 13.95, We = 116. fig. 4 shows the results from numerical475
experiments compared with the experiments for the respective Cn numbers. First of all, we can
clearly see that the results show an excellent match with the experimental data, both in terms of
shape of the bubble and the terminal Reynolds numbers. An important observation is that there is
a small difference between shape of the bubbles between case for Cn = 0.0125, and for the case of
Cn = 0.01. But, there is no noticeable difference in the shape between the cases for Cn = 0.01 and480
Cn = 0.0075. This indicates that an asymptotic behaviour independent of Cn number is reached
and we set Cnopt = 0.01. The rest of the numerical experiments presented in the paper for single
bubble rising, we use a Cn number of 0.01. The choice of Cnopt allows us to determine the adaptive
meshing criterion for the case. We maintain at least 6 elements with the size of 8D/211 within the
diffuse interface and a very coarse mesh everywhere else with element size of 8D/26. fig. 5 shows485
the adaptivity of mesh as the air-water interface moves in the domain.
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Figure 4: Effect of Cn number: (a) bubble shape for Cn = 0.0125; (b) bubble shape for Cn = 0.01;(c) bubble shape
for Cn = 0.0075;(d) Experimental result from Bhaga and Weber [50]
5.2.2. Effect of density ratio
We now investigate the effect of density ratio. Typically with air-water system we see a density
ratio ρ+/ρ− (continuous to dispersed) of 1000. We test the algorithm for three density ratios of
104, 103, and 102. Tryggvason et al. [51] reported the effect of density ratios is primarily on the490
rise velocity of the bubble and the shape does not change after a threshold density ratio is high
enough (Tryggvason et al. [51] reported this threshold to be 50). Figure 6 shows the independence
of bubble shape for density three density ratios of 102 (panel (a)), 103 (panel (b)), and 104 (panel
(c)). We observe that the shape predicted by the simulation for all the density ratios have no
variation. Therefore, we see the same independence of bubble shape on density ratio as reported495
by Tryggvason et al. [51]. We next investigate the effect of density ratio on the temporal variation
of bubble rise velocity. fig. 7 shows the temporal evolution of rise velocity of the bubble for three
density ratios. It is clear that the difference between the curves is not very high, but from the
inset plots show that the rise velocity increases as the density ratio is increased, this behaviour is
reported in multiple studies in the literature [51, 52, 53].500
Figure 6: Effect of density ratio on bubble shape: (a) bubble shape for ρ+/ρ− = 10
2; (b) bubble shape for ρ+/ρ− =
103;(c) bubble shape for ρ+/ρ− = 10
4;(d) Experimental result from Bhaga and Weber [50] (reproduced with permission
from D. Bhaga, M. Weber, Bubbles in viscous liquids: shapes, wakes and velocities, Journal of fluid Mechanics 105
(1981) 6185.)
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Figure 5: Evolution of mesh: Snapshots of the mesh at various time-points in the simulation. Only half the mesh of
the actual domain is shown in the figure to illustrate the refinement around the air-water interface.
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Figure 7: Effect of density ratio on rise velocity of the bubble
5.2.3. Comparison with other cases, energy stability, and mass conservation
We validated our numerical method with two other cases. We select a case where bubble
deformation is not very high with Ar = 6.54 and We = 116, and another case with very high
deformation (crowing effect) with Ar = 30.83 and We = 339. fig. 8 shows comparison of the
numerical method with the aforementioned cases. We see an excellent match between simulations505
and experiments with errors of less than 3% in ReT . We emphasize the fact that the mesh is refined
only near the interface of the bubble and it is quite coarse everywhere else in the domain, and we
are using only linear elements. This shows that the VMS based approximation accurately captures
the evolution of the system. This is comparable to recent work by Yan et al. [54] which uses higher
order NURBS with levels sets with no adaptive meshing.510
We check whether the numerical method follows the theoretical energy stability proved in theo-
rem 1. We present the evolution of the energy functional defined in eq. (9) for the case of Ar = 6.54
and We = 116. Panel (a) of fig. 9 shows the decay of the total energy functional in accordance
with th energy stability condition. We use the L1 norm of φ as a representation for the mass
conservation in the system. Panel (b) of fig. 9 shows the variation of L1 norm of φ over the com-515
putational domain normalised by the L1 norm of φ at the initial time-step. It is clear that the
numerical method follows excellent mass conservation for long time simulations. Similar behaviour
of the energy functional and absolute mass conservation is seen for all the bubble rise numerical
experiments we have done.
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Figure 8: Comparison of the simulations with experiments: (a) experimental terminal shape of the bubble with
terminal velocity for Ar = 6.54, We = 116; (b) terminal bubble shape from simulations for the same conditions as
panel (a); (c) experimental terminal shape of the bubble with terminal velocity for Ar = 30.89, We = 339; (d) terminal
bubble shape from simulations for the same conditions as panel (c); (panel (a) and (c) reproduced with permission
from D. Bhaga, M. Weber, Bubbles in viscous liquids: shapes, wakes and velocities, Journal of fluid Mechanics 105
(1981) 6185.)
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Figure 9: (a) Decay of the energy functional illustrating theorem 1 for the case of Ar = 6.54, We = 116; (b) Mass
conservation for the case of Ar = 6.54, We = 116
5.3. Rayleigh Taylor instability520
Performance of the framework at high Reynolds numbers and large changes in the topology of
the interface can be demonstrated by simulating Rayleigh-Taylor instability. While the bubble rise
case is a interplay between surface tension and buoyancy, physics of Rayleigh Taylor instability
is dominated by buoyancy. A lot of studies in the literature also switch of the surface tension
forcing terms in the momentum equations (see [55, 56, 57, 13] for examples). Here, the choice of525
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non-dimensional numbers ensures that surface tension effect is small (high Weber numbers). In this
case the heavier fluid is placed on top of lighter fluid and the interface perturbed. The heavier fluid
on top penetrates into the lighter fluid and buckles generating instabilities. This interface motion is
very difficult to track in interface resolved simulations (like the current ones) as the changes in the
topology of the interface are large and Rayleigh Taylor instabilities generally encompass turbulent530
conditions which calls for resolving finer scales. We non dimensionalise the problem by selecting
the width of the channel as the characteristic length scale and the density of the lighter fluid as the
characteristic specific density. Just like in the case of bubble rise we use buoyancy based scaling,
setting the Froude number (Fr = u2/gD) to 1.0, which fixes the non-dimensionalising velocity
scale to be u =
√
gD, where g is the gravitational acceleration, and D is the width of the channel.535
If we plug in this velocity in Reynolds number, we get Re = ρLg
1/2D3/2/µL, where ρL and µL
are the specific density and specific viscosity of the light fluid respectively. We set the Reynolds
number at 3000. Further, the same choice of non-dimensionalising scales leads to a Weber number
(We = ρcgD
2/σ). We simulate two different initial conditions.
The We number is selected to be 1000, so that the effect of surface tension is minimum on the
evolution of interface. In this case, similar to the bubble rise case we have chosen specific density of
the light fluid to non-dimensionalise, therefore ρ+ = 1.0. Further, density ratio is given by ρ+/ρ−
which is selected to be 0.33. Similarly, ν+/ν− is the viscosity ratio which is selected to be 1.0. We
use a Cn number of 0.01 and the simulations resolve the large scales very well. An analytical initial
condition is chosen for φ which governs the interface given by
φ(xi) = tanh
(
(h0 − x2)− g(xi)√
2Cn
)
, (104)
g(xi) = A exp
(
−
(
(x1 − c1)2
λ
+
(x3 − c3)2
λ
))
. (105)
Here, h0 is the location in the vertical direction for the interface, in this case chosen to be 2D from540
the bottom of the channel, xi is the position vector, ci is position of the centre of the Gaussian
chosen to be {0.5, 2.1, 0.5}. λ is the spread of the Gaussian, and A is the amplitude of the Gaussian.
See fig. 10 for a schematic of the computational domain selected along with the initial condition of
the interface. The simulation was performed using a time step of 0.0025. With the refinement near
the interface being the finest at 4/210 ensuring about 5 elements for resolving the diffuse interface,545
where as the refinement away from the interface was kept at 4/27. The boundary conditions we use
are no-slip for velocity on all the walls and no flux conditions for φ and µ. We assume a 90 degree
wetting angle for both the fluids. An algebraic multigrid linear solver with additive Schwarz based
smoothers is setup for the linear solves in the Newton iterations (see section 3.4). The details of
the actual command line arguments used are given in Appendix B.550
5.3.1. Case 1 : λ of 0.2
The evolution of the interface along with the mesh adaption is shown in fig. 11. fig. 12 shows
a qualitative comparison of the interface shape with the shape previously reported for the same
density ratio in Tryggvason and Unverdi [55]. Although, the initial conditions for the interface in
our case (inverted Gaussian) is different than the initial conditions used in [55] (two-dimensional555
harmonic wave), the nature of the instability evolving from both of the them is similar where a blob
of heavy fluid on top penetrates into light fluid at the bottom, setting up interfacial instabilities.
It can be clearly seem from fig. 12 that the shapes at this fairly evolved times are quite similar to
each other qualitatively.
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Figure 10: Schematic of the computational domain used for Rayleigh-Taylor instability with the iso-surface φ = 0
showing the initial condition of the interface
The initial perturbation of the interface (quite similar to that of [55]) is chosen here such that the560
front of the heavy fluid penetrates into the light fluid, making the interface buckle. It can be clearly
seen in the evolution in fig. 11 that the sides of the interface clinging to the wall maintain a 90 degree
angle as they rise to compensate for the motion of the centre front downwards. Tryggvason and
Unverdi [55] report that two counter rotating vortical structures are formed at the initial position
of the interface propagate into the light fluid as vortices advance in with the blob. We also see565
a similar behaviour in our simulations; fig. 13 show these two counter rotating vortices coloured
in blue. As the fluid interface moves down in the centre, the lighter fluid is displaced and moves
rapidly in near the walls going towards the corner setting off two counter rotating vortices near the
wall. These counter-rotating vortices are shown in red colour in fig. 13. The same behaviour was
reported in Tryggvason and Unverdi [55]. It is important to note that the simulation presented in570
this study is not highly resolved as Cn here is 0.01 (which results in a mesh of about 3.5 million
elements). While we have performed simulations with higher resolution (14 million elements for
Cn = 0.0075), we emphasize that a coarse resolution is able to resolve most of the physics reported
in the literature.
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Figure 11: Evolution of mesh: Snapshots of the mesh at various time-points in the simulation for Rayleigh Taylor
instability for λ = 0.2. Only half the mesh of the actual domain is shown in the figure to illustrate the refinement
around the interface of two fluids 35
Figure 12: Qualitative comparison with previous literature: (a) Interface shape from current simulation at non-
dimensional time 2.37; (b) Interface shape reported in Tryggvason and Unverdi [55] at t = 3.0 (Reproduced from [G.
Tryggvason, S. O. Unverdi, Computations of three-dimensional RayleighTaylor instability, Physics of Fluids A: Fluid
Dynamics 2 (5) (1990) 656659. ], with the permission of AIP Publishing.)
Figure 13: Streamlines drawn on top of the interface: Streamlines illustrating the vortical structures in Rayleigh-Taylor
instability; The blue streamlines show the rollup of interface near the leading end of the interface; The red-orange
streamlines show the roll up of interface near the boundaries.
5.3.2. Case 2 : λ of 0.08575
For this case we keep all the parameters the same as the case 1 except the λ is decreased to
0.08. The evolution of the interface is shown in fig. 14. In this particular case we let the interface
develop more to observe roll up and shedding at non-dimensional time t = 2.875. A smaller λ in the
initial conditions allows for a much flatter initial profile of the interface at the wall, but a deeper
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penetration at the centre. If we compare the evolution of the interface shape for the case of λ = 0.2580
(fig. 11) and for the case of λ = 0.08 (fig. 14), we observe that similar shapes are observed much
sooner for the case of λ = 0.08. For example, the shape of the interface at t = 2.375 in the case of
λ = 0.2 is similar to the shape of interface at t = 1.875 near the centre.
Just like for the case of bubble rise, we check the behaviour of the energy functional to observe
whether energy stability is followed. We present the evolution of the energy functional defined in585
eq. (9). Panel (a) of fig. 15 shows the decay of the total energy functional in accordance with
the energy stability condition. Panel (b) of fig. 9 shows the variation of L1 norm of φ over the
computational domain normalised by the L1 norm of φ at the initial time-step. It is clear that the
numerical method follows excellent mass conservation for long time simulations. Similar behaviour
of the energy functional and mass conservation is also seen for the case of λ = 0.2.590
Figure 14: Evolution of the interface: Snapshots of the interface at various time-points in the simulation for Rayleigh
Taylor instability for λ = 0.08.
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Figure 15: (a) Decay of the energy functional illustrating theorem 1 for the case of Re = 3000, We = 1000; (b) Mass
conservation for the Rayleigh-Taylor case of Re = 3000, We = 1000
6. Scaling of the numerical implementation
We perform scaling analysis to demonstrate scaling and parallelisation of the framework. All
scaling tests were performed on TACC Stampede2 using the Knights Landing processors (p =
136, . . . , 17408). We used the bubble rise case in section 5.2 as a sample case for the scaling analysis
with Ar = 13.95 and We = 116. The bubble rise case for each scaling experiment is run for 5595
time-steps so that any deviations from the long time behaviour (timing of convergence in non-linear
solves) in the initial time-steps does not dominate the timing. We adaptively refine the mesh around
the interface of the sphere five levels deeper than the rest of the background mesh. The mesh is
defined by a pair of minimum refinement C and maximum refinement R, where the background
mesh element size ranges from 8/2C to 8/2R at the interface. We run this experiment on four600
background/interface refinement levels: 5/10, 6/11, 7/12, 8/13. Each refinement level has roughly
seven to eight times more degrees of freedom to solve for than the previous level, with 5/10 having
around 800,000 degrees of freedom and 8/13 reaching 138 million degrees of freedom.
We note that given specific C and R and the same initial conditions, the overall problem size
in spite of mesh-refinement is consistent independent of the number of processes being used for the605
simulation. To this effect, we believe presenting performance for different C/R combinations for
different number of processes in the style of a strong scaling is appropriate. For the same initial
conditions, non-dimensional numbers, and a specific choice of refinement levels (C and R), the
problem is consistent independent of the number of processes being used, which allows us to use
strong scaling type analysis. Therefore, we vary the number of processes for each combination610
of C and R and present the timing information. fig. 16 shows the strong scaling analysis, and
it can be seen that our code scales well, with continuing reductions in time-to-solve. Performing
weak scaling for our case is harder because of mesh refinements, and subsequently the change in
problem size. Therefore, we derive the weak-scalability from a set of strong scaling experiment. We
connect the points which roughly have the same number of elements per process to achieve this.615
fig. 17 shows weak scaling with curves being dashed lines for weak scaling, with the aforementioned
approximation.
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Figure 16: Total time to solve five timesteps (including remeshing) for varying refinement configurations C/R for a
bubble rise in a channel. The setup is identical to the case selected in section 5.2 with the domain being the one
presented in figure 3
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Figure 17: Weak scalability approximated from multiple strong-scaling experiments: We approximate the weak (dashed
lines) scaling from the strong (solid lines) scaling results for r = (6/11, 7/12, 8/13) and p up to 17408 on Stampede2
Knights Landing processors. Connecting the points which have same approximately same number of elements per
process.
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7. Conclusions and future work
We have reported on a continuous Galerkin (cG) based framework to simulate two-phase flows
with the thermodynamically consistent Cahn-Hilliard Navier-Stokes model. We present rigorous620
proofs of energy stability for the implicit time scheme that we have selected. We also present
an existence result for our system, particularly studying the advective Cahn-Hilliard operator.
A variational multi-scale approach is used to model momentum equations and provide grad-div
stabilisation for the proposed cG method. The continuous model is discretised in space using
a cG method with a massively parallel adaptive meshing framework called Dendro. Extensive625
numerical experiments were carried out to test the accuracy of the numerical model. The numerical
model was validated against experimental datasets for an extreme density ratio (100 to 10000) and
showed excellent agreement with the experimental results. We show that the model performs as
good or better in comparison with front-tracking or level set models. We demonstrated that the
fully discretised numerical scheme also follows the energy stability and mass conservation proved630
for the semi-discrete form of the model. Further, we used the model to simulate a turbulent case
of Rayleigh-Taylor instability and the results presented show that the model resolves most of the
physics reported in the literature using front tracking models. We carried out extensive scaling
tests of the numerical framework and show excellent weak and strong scaling till about 17K MPI
processes.635
In the current work we are using linear adaptive finite elements, which at most provide second
order accuracy. We are currently working on higher order cG spaces. Higher order methods are
useful on two fronts: (1) they will improve the overall quality of the solutions and better enforce
the solenoidality of mixture velocity; and (2) they will also decrease the disparity in the largest and
smallest scales for low Reynolds number applications where the disparity in length scales is only640
because the interface needs to be resolved with a high density of fine elements. This will help speed
up the framework for optimisation applications targeted towards micro-fluidics. We are currently
working on developing a fully coupled solver instead of the block iteration approach presented in
this paper. The fully coupled approach will be faster because of less number of matrix assemblies.
In the current paper the mesh is only refined near the interface (interface scales), we are working on645
developing a posteriori estimates to refine the mesh based on both interface and velocity scales. This
will help resolve wakes and boundary layers much better in many applications involving turbulence.
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Appendix A. Proofs of some elementary propositions810
Proposition 3. The following identity holds:
∂φ˜k
∂xj
(
∂
∂xj
(
∂φ˜k
∂xi
))
=
1
2
∂
∂xj
(
∂φ˜k
∂xi
∂φ˜k
∂xi
)
(A.1)
∀ φ˜k, ∈ H1(Ω), where φk, φk+1, µk, µk+1,vk,vk+1 solves eq. (18) – eq. (22).
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Proof. We just need to recall a vector identity to prove this. Recall the vector identities
1
2
∂ (AiAi)
∂xj
=
(
Ai
∂
∂xi
)
Aj + ǫijkAj
(
ǫklm
∂Am
∂xl
)
, (A.2)
ǫijk
∂
∂xj
(
∂f
∂xk
)
= 0, (A.3)
where f is a scalar function and ǫ is the Levi-Civita symbol. In our case Aj =
∂φ˜k
∂xj
, which causes the
cross product term in eq. (A.2) to be zero from eq. (A.3), and which leads to the desired result. 
Appendix B. Details of solver selection for the numerical experiments
For the cases presented in section 5.2 we use the BiCGStab linear solver (a Krylov space solver)815
with additive Schwarz-based preconditioning. For better reproduction, the command line options
we provide petsc are given below which include some commands used for printing some norms as
well.
-ns_ksp_type bcgs
-ns_pc_type asm820
-ch_ksp_type bcgs
-ch_pc_type asm
-ns_snes_monitor
-ns_snes_converged_reason
-ns_ksp_converged_reason825
-ch_snes_monitor
-ch_snes_converged_reason
-ch_ksp_converged_reason
Here the prefix -ch is for applying the option to the Cahn-Hilliard solver, and -ns for the momentum
solver respectively.830
For the Rayleigh-Taylor instability case (section 5.3), which was significantly more expensive,
we used an algebraic multigrid (AMG) linear solver with an additive Schwarz method (ASM) as
a smoother. To improve the readability we separate the options for momentum and Cahn-Hilliard
equations in two separate structures to input them into petsc and the options are shown below.
solver_options_ns = {835
snes_atol = 1e-4
snes_rtol = 1e-6
snes_stol = 1e-5
snes_max_it = 40
ksp_rtol = 1e-5840
ksp_diagonal_scale = True
ksp_diagonal_scale_fix = True
#multigrid
845
#solver selection
ksp_type = "fgmres"
pc_type = "gamg "
pc_gamg_asm_use_agg = True
mg_levels_ksp_type = "bcgs "850
mg_levels_pc_type = "asm"
mg_levels_sub_pc_type = "lu"
#performance options
mattransposematmult_via = "matmatmult "855
45
pc_gamg_reuse_interpolation = "True "
mg_levels_ksp_max_it = 20
};
solver_options_ch = {860
snes_atol = 1e -12
snes_rtol = 1e-8
snes_stol = 1e -10
snes_max_it = 20
865
# multigrid
ksp_type = "fgmres"
pc_type = "gamg "
pc_gamg_asm_use_agg = True
mg_levels_ksp_type = "bcgs "870
mg_levels_pc_type = "asm"
#performance options
mattransposematmult_via = "matmatmult "
pc_gamg_reuse_interpolation = "True "
mg_levels_ksp_max_it = 4875
};
The linear systems we handle are fairly ill-conditioned, therefore, the smoothers we need to use
are fairly expensive. The ASM/LU based smoother is more expensive compared to other smoothers
like block Jacobi, however ASM/LU is more robust (better convergence). This setup works very
well with a relatively constant number of Krylov iterations as the number of processes are increased880
in the massively parallel setting. The scaling results we present use the same setup of solvers, but
there is substantial room for improvement in this area of the code where fieldsplit preconditioners
using Schur complement can be used as smoothers to improve speed of the AMG solver.
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