Deployment and Configuration of Applications for Ambient Systems  by Piette, Ferdinand et al.
 Procedia Computer Science  52 ( 2015 )  373 – 380 
Available online at www.sciencedirect.com
1877-0509 © 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Conference Program Chairs
doi: 10.1016/j.procs.2015.05.001 
ScienceDirect
The 6th International Conference on Ambient Systems, Networks and Technologies
(ANT 2015)
Deployment and conﬁguration of applications for ambient systems
Ferdinand Piettea,b,∗, Ce´dric Dinontb, Amal El Fallah Seghrouchnia, Patrick Tailliberta
aUniversite´ Pierre et Marie Curie, Paris, France
bInstitut Supe´rieur de l’E´lectronique et du Nume´rique, Lille, France
Abstract
Ambient Intelligence (AmI) provides a vision of the information society where heterogeneous hardware entities are disseminated
in the environment and used by intelligent agents to provide ubiquitous applications. To ease the integration of new entities in the
system, the application and the underlying hardware infrastructure have to be decorrelated. The aim of our research work is to
propose mechanisms for the deployment, automatic conﬁguration and monitoring of applications on an heterogeneous hardware
infrastructure. In this paper, we model ambient systems to fulﬁll this purpose. We propose a graph-based mathematical model
for ambient systems. This model allows to use a projection algorithm, extending an existing graph matching algorithm, for the
deployment and the automatic conﬁguration of applications on an heterogeneous hardware infrastructure.
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1. Introduction and motivation
Ambient Intelligence (AmI) was born in the early 2000’s with the technologic improvements and the ongoing
miniaturisation of electronic entities. Following on from pervasive computing1, the IST Advising Group deﬁnes AmI
as a vision of the information society where people are surrounded by intelligent intuitive interfaces that are embedded
in all kinds of objects and an environment that is capable of recognising and responding to the presence of diﬀerent
individuals in a seamless, unobtrusive and often invisible way2. AmI systems are characterized by a high electronic
and software heterogeneity. They can be composed of very diﬀerent hardware entities such as smartphones, TV boxes,
sensors with very few computing capabilities or other connected devices. The software entities are also very disparate.
They can use very diﬀerent communication means and protocols, consume a lot or very few resources, be coded for
various platforms and use speciﬁc devices. Considering the ubiquitous aspect of AmI, these entities are scattered in
the environment with lots of constraints like energy, communication, computing capacities, mobility, autonomy, etc.
These constraints must be considered if we want to make the best possible use of the pervasive computing power in
the user environment.
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Lots of works in AmI research focus on the improvement of human interactions with intelligent applications.
These improvements are made possible by the proposal of frameworks and platforms that facilitate the development
of context-aware and dynamic applications. These platforms oﬀer mechanisms to build such applications by handling
data and events3 4 or by wrapping hardware/software capabilities in agents5 6. However these works assume that an
underlying ubiquitous infrastructure exists7. In order to cover all the aspects of ambient systems, we should also
consider the deployment and the automatic conﬁguration of applications regardless of the applicative domain.
These observations motivated us to improve the decorrelation between the hardware entities and the applications by
separately: describing these entities, and reasoning on these descriptions to deploy and automatically conﬁgure appli-
cations. Some works in service-oriented architecture (SOA) research allow the development of applications without
being restrictive in terms of underlying software and hardware platforms, neither in terms of assumed resources8 and
aim to allow the integration of heterogeneous technologies9 by abstracting resources into services which are com-
posed or orchestrated by the middleware, according to the user needs. Few works also consider the deployment of
these services by using model driven architectures or pattern matching10 11. These works try to capture common de-
ployment patterns to reduce the complexity of designing the deployment of services. We will reuse these matching
technics to deploy ambient applications onto a heterogeneous hardware infrastructure.
We believe that the deployment of applications on an ambient platform should be at least as easy as the down-
loading of applications on smartphones from stores. To reach an easy deployment, that is appropriate to decorrelate
the hardware and the software parts of an ambient platform. It is however more diﬃcult in ambient systems than
with smartphones because of the heterogeneity of the hardware and the software parts. Multiple architectures and
communication protocols make the design of applications a baﬃng problem, but it is also an asset to produce high-
performance systems and applications. Indeed, some hardware architectures are designed to provide very low power
consumption, but we can beneﬁt from these diﬀerent speciﬁcities by adapting architectures and protocols according
to each need of applications.
We propose a model in which the hardware components are connected to support the running applications. These
applications are a chaining of functionalities provided by software entities. This chaining should be implemented
beforehand and transparently by introducing projection algorithms for applications onto a heterogeneous hardware
infrastructure. The speciﬁcations and properties of the available hardware entities of the infrastructure and the re-
quirements of ambient applications are modeled with graphs. To project ambient applications onto the heterogeneous
hardware infrastructure, we extend one of the classical graph matching algorithm12 13 14 15 16.
Next sections are organized as follows: we ﬁrst introduce, in Section 2, a graphs-based model of an ambient system
that describes its hardware entities and software applications. Then we present a mathematical formalisation for the
projection of applications on an existing infrastructure in Section 3. Based on this formalisation, Section 4 presents
some classical algorithms which can be used to solve our projection problem for the deployment and automatic
conﬁguration of applications. Finally, we conclude by summarising this work and discussing how the management of
software applications in an AmI system could be distributed.
2. Problem modeling
The aim of our research is to decorrelate the hardware infrastructure from the applications running on it. To fulﬁl
this purpose, we describe each entity of an AmI system and its relations with the other entities. This allows to reason
about the use of these entities by the applications. So we will be able to choose, for each application, the best hardware
entities to use in order to provide a good quality of service to the users. The applications and the hardware entities are
modelised with the same formalism.
An ambient system is composed of heterogeneous hardware entities with various properties. Each entity can
communicate with others. It can be used by a part of an application. For example, a camera can be used by one
or several applications which need a video stream. Or it can run a speciﬁc software entity that will be used by
an application, for example, a software that will compress a video stream before sending it over the network. We
describe these hardware entities and their interactions using graph theory.
A hardware infrastructure is a set of hardware entities situated in a physical environment. They are linked by
communication channels. We model this infrastructure as a bipartite graph. Each vertex represents either a hardware
entity present in the AmI system or a relation between two entities. The edges are directed and labelled. They can
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link an entity vertex to a relation vertex and conversely. To each vertex of the hardware infrastructure graph, we
associate a list of properties that characterises the entity or the relation. The properties associated with the entity or
relation vertices correspond to the description of what is available. For example, a camera entity can be characterised
by a framerate property or an image size property. Thus we know that a camera with a speciﬁc framerate, potentially
conﬁgurable, and with a speciﬁc image size is available in the hardware infrastructure.
#1: Camera
framerate ≥ 10
#r1: has
#2: CommDevice
#r2: commWith
bandwidth = #1.framerate × #1.imageSize
#3: CommDevice
#4: Computer
#r3: has #r4: runsOn
#5: OS
OSType=Linux
F1
uses
F2
deploys .. on Software
datastream
Fig. 1. Application graph
In an AmI system, we consider an application as a
set of functionalities that are distributed in diﬀerent
places of the system and communicating with oth-
ers. The interaction model is set in advance by the
designer of the application. Each functionality needs
some hardware entities to be able to run. These func-
tionalities, their interactions and their requirements
are also described using a graph. For this application
graph, a vertex represents: a functionality of an ap-
plication; a required hardware entity to run the func-
tionality; or a relation between two vertices.
As for the hardware infrastructure graph, to each
node of the application graph we associate a prop-
erty list that characterises the entity or the relation.
A vector of properties describes the requirements of
each node. For example, a hardware requirement
node which possesses the vector of properties (type: entity, class: computer, os: Linux, ram: 16GB) means that
the application needs a computer with 16GB of RAM and a Linux operating system to run one of its functionalities.
#1: IpCamera
framerate={12,24,48}
imageSize=1MB
#r1: has
#2: IpComDevice
#3: Cameraframerate={6,12,24}
imageSize=2MB
#r2: has
#4: BtComDevice
#5: Computer
#r3: has
#6: IpComDevice
#r4: runsOn
#7: OS
type=Windows
#8: Computer
#r5: has
#9: IpComDevice
#r6: runsOn
#10: OS
type=Linux
#11: Computer
#r7: has
#12: IpComDevice
#r8: has
#13: BtComDevice
#r9: runsOn
#14: OS
type=Linux
#r10: commWith
bandwidth=50MBps
#r11: commWith
bandwidth=30MBps
#r12: commWith
bandwidth=10MBps
#r13: commWith
bandwidth=25MBps
Fig. 2. Hardware infrastructure graph
Let us introduce an illustrative example of such
graphs. We would like to deploy a basic applica-
tion which captures the video stream of a camera
and makes some processing on it. This application
is composed of two functionalities which exchange
data. The ﬁrst uses a camera available in the hard-
ware infrastructure and the second should deploy a
software entity on a computer for the processing of
the camera datastream. Figure 1 shows the graph of
this application. The bold rectangles represent entity
nodes; the rounded rectangles, relation nodes; and
the diamonds, functionalities. In this example, the
application needs a camera with a minimum framer-
ate of 10 images per second and the software entity
that will execute the image processing should be de-
ployed on a computer running on a Linux operating
system with at least 4GB of RAM. The framerate,
memory quantity and type of the operating system
are properties of the application graph nodes. The
used camera and the computer on which will be deployed the software entity have to communicate. The required
bandwidth is function of: the image size of the camera; and its framerate. This will allow us to automatically conﬁg-
ure the framerate of the camera with the available bandwidth. On Figure 1, we see the functionalities (on the upper
part) and the hardware requirements of these functionalities (on the bottom part).
For the example, the hardware infrastructure is composed of two cameras and three computers linked by some
communication channels. Each entity have diﬀerent properties and can communicate together. Figure 2 shows the
graph of the available hardware infrastructure.
We have just introduced the way we model an ambient system, in terms of hardware infrastructure and software
applications. This graph-based modelisation allows us to describe both the operating requirements of the applications
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and the availability of hardware entities in the infrastructure. Now, we want to ﬁnd the location of the application func-
tionality requirements onto the hardware infrastructure. In the next section, we introduce the mathematical formalism
of this projection process.
3. Formalisation of the deployment process
We model the hardware infrastructure and the applications as graphs. To deploy an application onto the hard-
ware infrastructure, we have to ﬁnd a sub-graph of the hardware infrastructure that will support the requirements of
the application. This projection, respecting the constraints, informs us about which hardware entities to use for the
deployment of the application. In this section, we present the mathematical formalism of the deployment process.
We ﬁrst deﬁne operators to be able to combine and compare these properties. Then, we introduce the graph homo-
morphisms as a solution of this projection problem. Lastly, we show that this formalism is extensible and is able to
manage various interesting situations.
3.1. Properties
Each node of the available hardware infrastructure graph and the deployable application graphs have a set of
property values that characterises it. We deﬁne Pi as the set of all the possible values of a property i. In Example 1,
the property OS has value Linux, Windows or Mac. The bandwidth property can take any positive value.
Example 1.
POS = {Linux,Windows,Mac,∅,∞}
PBandwidth = R+ ∪ {∅,∞}
PFramerate =P(R+)
We endow Pi with a binary operation ∨i and a partial order relation i.
(Pi,∨i) is a commutative monoid with ∅ as an identity element and ∞ as an absorbing element. The binary
operation ∨i allows the combination of wanted properties in the application graphs. If two nodes of the application
graphs are sent to the same node in the hardware infrastructure graph, then we can combine the properties of these
two application nodes. This combination informs us about the minimal values required by the hardware node to be
able to support the deployment. In Example 2, it is impossible to deploy on the same hardware entity two vertices
of the application graph which require a Linux and a Windows operating system at the same time. But if we want to
deploy two application nodes that require respectively 50Mbps and 20Mbps of bandwidth, we have to ﬁnd a hardware
node with at least 70Mbps of bandwidth.
Example 2.
Linux∨OS Linux = Linux
Linux∨OS ∅ = Linux
Linux∨OS Windows = ∞
50∨Bandwidth 20 = 70
{5, 10, 15} ∨Framerate [5, 12] = {5, 10}
The partial orderi on Pi determines if an available property (right) has a suﬃcient value to match with the desired
property (left). In other terms, this relation means ”is supported by”. If the combination of the property values of all
vertices in the application graph that are projected onto the same vertex in the hardware infrastructure graph respects
the partial order with the property values of this hardware infrastructure vertex, then this vertex can support a part of
the deployment. In Example 3, an application that needs a camera with 5 or 10 images per second can use a camera
in the hardware infrastructure that has a framerate of 10 images per second.
Example 3.
LinuxOS Linux
70Bandwidth 100
{5, 10}Framerate{10}
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We can also note that the binary relation ∨i is an extrapolator17 of (Pi,i):
∀(x, y, z) ∈ P3i , xi y⇒ x∨i zi y∨i z
Each set of possible values for a property has it own operators. That allows us to model both non-consumable prop-
erties (operating system type, framerate, software version number) and consumable properties (bandwidth, memory
capacity). It is thus possible to make an entity unavailable if it is already used by an application or on the contrary,
make it usable by several applications, within the limits of its ressources.
3.2. Vector of properties
Each vertex of the graphs has several properties that characterises it. The values of these properties can be repre-
sented as a vector. We deﬁne Π as the cartesian product of all the Pi sets. Π is the set of the tuples with one value for
each property. A vertex is characterised by an element of Π (Example 4).
Π = P1 × ... × Pn =
n∏
i=1
Pi
Example 4. ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Linux
50
[7, 14]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ ∈ Π = POS × PBandwidth × PFramerate
We endow Π with a general binary operation ∨ and a general partial order  deﬁned by:
∀(π, π′) ∈ Π2,
⎧⎪⎪⎨⎪⎪⎩
π ∨ π′ = (p1 ∨1 p′1, . . . , pn ∨n p′n)
π  π′ ⇔ p11 p′1 and . . . and pnn p′n
Example 5. ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Linux
50
{5, 10}
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
∨
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Windows
20
[7, 14]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
∞
70
{10}
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
3.3. Graph
We deﬁne the hardware infrastructure and the applications as graphs G(V, E,P), with V: Set of vertices, E: Set of
pairs of vertices corresponding to the edges of the graph, and P: Function from V to Π. Each vertex in the graph can
be an entity or a relation between two entities which is characterised by a vector of properties in Π. The application
P allows us to get this vector of property values. In the sequel, ”graph” will always refer to such a graph.
3.4. Graph homomorphism
To deploy applications on the hardware infrastructure, we need to associate to each vertex in the application graph
a compatible vertex in the hardware infrastructure graph that meets requirements and respects links. We need to ﬁnd
a morphism from the application graph to the hardware infrastructure graph.
We deﬁne the function φ : G −→ H. φ is an enriched graph homomorphism if and only if:
φ : VG −→ VH
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∀(u, v) ∈ EG, (φ(u), φ(v)) ∈ EH
∀y ∈ VH , ∨
x∈φ−1(y)
PG(x)  PH(y)
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For each vertex in the application graph, φ attributes a vertex in the hardware infrastructure graph where: the edges
between nodes are respected; and the property combination of all vertices in the application graph that are projected to
the same vertex in the hardware infrastructure graph respects the partial order with the properties of this image vertex.
The set of such morphisms between two graphs represents all the possible solutions for the deployment of ap-
plications onto the hardware infrastructure. The graph-homomorphism presented in this sub-section is a classical
graph-homomorphism enriched with an axiom on the properties. So, ﬁnding one solution is a NP-complete prob-
lem18.
3.5. Other properties
This formalisation allows to deploy applications onto a heterogeneous hardware infrastructure, but also to handle
diﬀerent interesting situations. As the applications and the hardware infrastructure are modeled in the same way,
we can apply the deployment process from an application to another application. It may be necessary, for huge
applications, to make assumptions and reduce the application graph to something less complex. This can be possible
as the composition of two morphisms is a morphism. Indeed, let G, H and K be three graphs and φ and ψ, two
graph-homomorphisms, φ : G −→ H and ψ : H −→ K. These morphisms respect the following properties:
∀y ∈ H, ∨
x∈φ−1(y)
PG(x)  PH(y) ; ∀z ∈ K, ∨
y∈ψ−1(z)
PH(y)  PK(z)
So we can write: ∨
x∈(ψ◦φ)−1(z)
PG(x)  ∨
y∈ψ−1(z)
PH(y)  PK(z)
If the new less complex application can be deployed, then the original one can also be deployed in the same way.
We can also want to deploy an application on a virtual machine, and then deploy this virtual machine on a hardware
entity. In addition to the morphism composition property, we can deﬁne a function φ∗ : H −→ Π, associated to the
morphism φ : G −→ H:
∀y ∈ H, φ∗(y) = ∨
x∈φ−1(y)
PG(x)
⇒ ∀y ∈ H, φ∗(y)  PH(y)
For each vertex in H, the function φ∗ associates the minimal vector of properties which can be reduced to allow the
deployment of the applications by φ. This function φ∗ allows us to ﬁnd the minimal conﬁguration of the virtual
machine to support the deployment of this application. This formalisation is very close to the Galois connection19.
We have just seen in this section that we can solve the projection problem by ﬁnding a morphism between the
application graphs and the hardware infrastructure graph. The graph homomorphism deﬁnition was extended to
include properties attached to each node and operators were deﬁned for each set of values of properties. This deﬁnes
a new category (in the sense of category theory20).
4. Projection algorithm
In the previous sections, we have modeled the projection problem for the deployment of applications on a hardware
infrastructure for ambient systems as an enriched graph-homomorphism problem. This allows us to reuse one of the
existing and well studied algorithms for graph-matching. In this section, we present the diﬀerent types of exact graph-
matching algorithms which are suitable to our problem and we illustrate the projection of the example application
with one of these.
Exact graph-matching refers to diﬀerent variant problems. The graph-homomorphism problem is the weaker form
of matching, where the edges must be respected. It is the one we focus on for our problem. The other graph matching
problems add new assumptions to the general problem. Graph-monomorphism is a morphism where each node in the
source graph is projected on a diﬀerent node in the target graph ; subgraph-isomorphism is a bijective morphism from
a graph to a sub-graph ; and graph-isomorphism is a bijective morphism between two graphs.
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Except the graph-isomorphism, all the other problems are NP-complete problems21. Consider NH as the number
of vertices in the target graph and NG, the number of vertices in the source graph. There are potentially N
NG
H diﬀerent
morphism functions to test, and verifying a morphism is in Θ(|EG | + NG).
A lot of algorithms and variants exist to solve these diﬀerent morphism problems. Probably the most famous is
the one from Ullmann12. It is a branch and bound algorithm which deep-ﬁrst explores the source graph and tries to
associate for each node of this graph a node in the target graph, respecting the edges. Bactracking is used when an
inconsistent state is reached. Some improvements of this tree matching algorithm, as the one proposed by Cordela13,
consist in adding an heuristic for the graph exploration. Another algorithm was proposed by Larrosa and Valiente15.
In this work, the graph-isomorphism problem is reformulated in a constraint problem which can be resolved with
a classical CSP engine. A last interesting algorithm for graph-morphims problem is the one presented by Messmer
and Bunker16. It is a variant of a matching technic for expert systems. This algorithm is based on a recursive
decomposition of a graph in sub-graphs. It is particulary eﬃcient to match a graph with a graph database for which
the decompositions could be pre-computed.
#1: Camera #1: IpCamera #3: Camera
#r1: has #r1 #r2
#2: ComDevice #2: IpComDevice #4: BtComDevice
#r2: comWith #r10 #r11 #r12 #r13
#3: ComDevice #6: IpComDevice #9: IpComDevice #13: BtComDevice
#r3: has #r3 #r5 #r8
#4: Computer #5: Computer #8: Computer #11: Computer
#r4: runsOn #r4 #r6 #r9
#5: OS #7: OS #10: OS #14: OS
Fig. 3. Exploration tree of the deployment algorithm
To illustrate the projection of the application
graph presented in Figure 1 to the infrastruc-
ture graph in Figure 2, we choose to adapt the
classic tree matching algorithm presented by
Chein21 to our enriched graph-homomorphism
problem. In Figure 3, we show the exploration
tree of this projection algorithm. Note that this
exploration tree gets all the possible solutions
and does not stop to the ﬁrst one. It is also
interesting to note that, in this example, the
algorithm automatically conﬁgured the fram-
erate of the cameras for each solution due to
the property assumption we add to the graph-
homomorphism problem. In the ﬁrst solution,
the framerate of the camera #1 is limited to
12 or 24 images per second because of the
bandwidth property between the camera and
the computer hosting the processing software.
Similarly, the framerate of the camera for the
second solution should be 12 images per sec-
ond for the same reasons.
This algorithm allows us to deploy one or more applications at the same time. Indeed, we can consider the N
application graphs as one non-connected graph with N connected components. Nevertheless, it is possible to deploy
the applications one by one iteratively, by saving the results of the property combinations and by updating the node
properties of the hardware infrastructure graph accordingly. With the extrapolation property of the section 3.1, the
deployment of new applications increasingly constrains the system. Thus, the removal of one application will relax
some constraints and will not question the running of the others. They will retain their quality of service. However,
a solution with a better quality of service may appear. If the objective is to adopt their optimal solutions, we have to
compute again the solution of the deployment of all the applications. The complexity of the removal of one application
is linear with the number of nodes of the application graph in the worst case.
5. Conclusion and future work
AmI systems are characterised by a strong heterogeneity of hardware and software. This heterogeneity increases
the complexity of the automatic deployment of new applications. To facilitate this kind of deployment, we consider
that the entities of the hardware infrastructure and the software entities of the applications must be decorrelated. This
allows to be ﬂexible for the addition or the removal of hardware entities, or for the deployment of new software
applications onto an existing infrastructure.
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In this paper we proposed a graph-based model to describe, on one side the hardware infrastructure, and on the
other side, the software applications we want to execute. From this model, we presented an algorithm that projects
a set of applications onto the hardware infrastructure. It determines a set of compatible hardware entities to run
each functionality of the application. The algorithm also allows the setting of the hardware entity characteristics to
satisfy expressed needs in applications. Supported hardware properties include non-consumable ones, as OS type,
as well as consumable ones, as network bandwidth. The deployment or the removal of an application can be done
dynamically because the algorithm updates the properties of the hardware infrastructure in terms of resources used
by deployed applications. The mathematical formalism described a category (in sense of category theory) where the
objects are some systems modelised by graphs whose nature (hardware, software, virtual) does not matter, and where
the morphisms model the deployment.
In our future work, we will distribute the deployment process using a multi-agent system. Each agent will be in
charge of the good performance of a hardware infrastructure part and will collaborate to ﬁnd a solution to deploy
applications. This distribution will allow: to reason about the data location and deal with data privacy; to scale the
AmI system from a house to a building or even a city; and to improve fault tolerance and hardware failures.
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