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Abstrat: This report presents a formal proof of the group law for ellipti urves done inCoq.Key-words: formal proof, ellipti urves, group law
Prouver les propriétés de groupe des ourbes elliptiquesformellementRésumé : Ce rapport présente une preuve des propriétés de groupe des ourbes elliptiquesqui a été eetuée dans le système Coq.Mots-lés : preuve formelle, ourbes elliptiques, loi de groupe
Formal proof for ellipti urves 31 IntrodutionEllipti urves are a speial type of ubi urves. We ould expet their formalisation insidea proof system to be straightforward. Unfortunately this is not the ase. If dening elliptiurves is easy, proving the properties of the group law is far from being trivial. Assoiativityis the diult part. In the literature, this is usually done by a geometri argument using, forexample, the nine assoiated points theorem. Proving this theorem formally would requirea huge eort of formalisation. In this paper, we present a simpler algebrai approah thatrelies on basi polynomial manipulations only. Our main soure of inspiration has been thenote by Stefan Friedl that presents an elementary proof [3℄. To translate this 7 page longpaper proof in a theorem prover was a real hallenge. In fat, the proof relies on somenon-trivial omputations that the author advises to hek using a omputer algebra systemsuh as CoCoa [2℄. The main diulty has been to nd an eetive way to ope with theseomputations inside our proof system. Also, in order to keep the formalisation work to aminimum, we modied some of the arguments of the initial proof so to get an even moreelementary proof: our formal proof relies on the basi properties of the polynomial ring only.The paper is strutured as follows. In a rst setion, we reall what ellipti urves are,giving not only the usual informal denition but also our formal one. In a seond setion,we explain how we deal with the neessary omputation steps inside our proof. In a thirdsetion, we present our proof.2 Dening ellipti urves and the group lawEllipti urves are dened over an arbitrary eld K[0, 1, +,−, ∗, /] of harateristi other than2. Curves are parametrised by two values A and B suh that the disriminant 4A3 + 27B2is not equal to zero. Elements of the urve are 0, the zero element, and the points (x, y)suh that y2 = x3 + Ax + B. Given a point p of the urve, we dene −p as- If p = 0 then −p = 0- If p = (x, y) then −p = (x,−y)Given two points p1 and p2 on the urve we dene p1 + p2 as- If p1 = 0 then p1 + p2 = p2- If p2 = 0 then p1 + p2 = p1- If p1 = −p2 then p1 + p2 = 0- If p1 = (x, y) = p2 and y 6= 0 thenlet l = (3x2 + A)/2y and x1 = l2 − 2x in p1 + p2 = (x1,−y − l(x1 − x)).- If p1 = (x1, y1) and p2 = (x2, y2) and x1 6= x2 thenlet l = (y2 − y1)/(x2 − x1) and x3 = l2 − x1 − x2 in p1 + p2 = (x3,−y1 − l(x3 − x1)).RT n° 0330
4 ThéryWe also dene substration as p1 − p2 = p1 + (−p2).The formal denition is somewhat more intriate. Being in a proof system like Coq,it amounts in dening a type elt that represents exatly the element of a urves. It isrepresented by the following denitionIndutive elt: Set :=inf_elt: elt| urve_elt x y (H: is_eq y^2 (x^3 + A * x + B) = true): elt.An element of type elt is either 0 (inf_elt) or an element of the urve (urve_elt) thatontains an x, a y and a proof H that insures that the point (x, y) is on the urve. Thepartiular formulation of the statement for H is a bit tehnial. It uses a funtion is_eqthat tests the equality of two elements of K, i.e (is_eq x y) returns true i x = y. Withthis partiular formulation, we have that (curve_elt x1 y1 H1) = (curve_elt x2 y2 H2)i x1 = x2 and y1 = y2 sine there is only one proof of true = true in the logi of Coq.A onsequene of having proofs inside urve elements is that the denition of the twooperations − (opp) and + (add) require the proofs that the operations are internal. Thisan be seen in the denition of the oppositeDefinition opp p :=math p with inf_elt =>inf_elt| urve_elt x y H => urve_elt x (-y) opp_lem end.where the opp_lem represents the proof that if we know that y2 = x3 + Ax + B then
(−y)2 = x3 + Ax + B. This proof is trivial, this is not the ase anymore for the additionDefinition add: p1 p2 =>math p1 withinf_elt => p2| urve_elt x1 y1 H1 =>math p2 withinf_elt => p1| urve_elt x2 y2 H2 =>if is_eq x1 x2 thenif is_eq y1 (-y2) then inf_eltelselet l := (3*x1*x1 + A)/(2*y1) inlet x3 := l^2 - 2 * x1 inurve_elt x3 (-y1 - l * (x3 - x1)) add_lem1elselet l := (y2 - y1)/(x2 - x1) inlet x3 := l ^ 2 - x1 -x2 inurve_elt x3 (-y1 - l * (x3 - x1)) add_lem2end INRIA
Formal proof for ellipti urves 5end.where the two proofs add_lem1 and add_lem2 represent the property that the operation isinternal in the tangent ase and the generi ase respetively.3 Deiding equalitiesIn order to illustrate whih kind of automation is needed in proving properties of the grouplaw, let us onsider the proof of add_lem1. It amounts in proving the following goallet l = (3x2 + A)/2y inlet x1 = l2 − 2x in
(−y − l(x1 − x))
2 − (x31 + Ax1 + B) = 0under the assumption that y2 = x3 + Ax + B. The expression to be proved equal to zero isrational. The rst step is to normalise it into the form N/D = 0 where N and D are twopolynomial expressions. So the initial goal an be redued to N = 0. In our example, anaive normalisation gives
210y8 − 210y6x3 − 210Ay6x − 210By6 = 0Now, we replae y2 by x3 + Ax + B
210(x3+Ax+B)4−210(x3+Ax+B)3x3−210A(x3+Ax+B)3x−210B(x3 +Ax+B)3 = 0Finally, using distributivity, assoiativity, ommutativity and olleting equal monomials,everything anels out.To sum up, three ingredients are needed to automate the proof of lemmas like add_lem1:a proedure to normalise polynomial expressions (last step), a proedure to rewrite poly-nomial expressions (seond step) and a proedure to normalise rational expressions (rststep).The rst proedure to normalise polynomial expressions was already present in Coq andis desribed in [4℄. Its main harateristi is to use an internal representation of polynomialsin Horner form. This representation is unique up to variable ordering. Given a polynomial
P and a variable x we write P as P1 + xiQ1 where x does not our in P1 and is not aommon fator in Q1 and we proeed on P1 and Q1 reursively. The normal form is furthersimplied writing 0 for m0 and P for 0 + P and P + 0. For example
210y8 − 210y6x3 − 210Ay6x − 210By6is represented as
y6((B(−210) + x(A(−210) + x2(−210))) + y2210)with the order y > x > A > B. One dened proedures to add and multiply polynomialsin Horner form, the normal form of a polynomial P is obtained by a strutural traversal of
P . As desribed in [4℄, this leads to a very eetive way of proving ring equalities by justRT n° 0330
6 Théryheking that the normal form of the left side of the equality is struturally equal to thenormal form of the right side of the equality.Rewriting has been implemented in a very naive way on Horner representation. It usesa simple proedure that given a monomial m splits a polynomial P in a pair (P1, Q1) insuh a way that P = P1 + mQ1. Now rewriting one with the equation m = R is performedby forming the polynomial P1 + RQ1. For example, if we want to rewrite the previouspolynomial with the equation y2x2 = z + t, we rst split the polynomial
y6((B(−210) + x(A(−210) + x2(−210))) + y2210)into
( y6((B(−210) + x(A(−210))) + y2210) , y4x(−210) )We now form
(y6((B(−210) + x(A(−210))) + y2210)) + (z + t)(y4x(−210))and normalise it. For rewriting with respet to a list of equations, we just iterate the singlerewriting operation for all the equations in a fair way. Note that for ellipti urve we aregoing to rewrite with equations of the type y2i = x3i + Axi + B, so we take a speial are inhoosing a variable ordering for the Horner representation suh that the yi are privileged.Doing so, the splitting proedure has only to visit a small part of the polynomial. Wedeveloped a rst version of the rewriting proedure. It has been further improved andintegrated to the Coq system by Benjamin Grégoire.Normalising rational equalities is not as simple as for polynomial expressions. Sinewhen reduing the initial expression to a ommon denominator the expressions for the nu-merator and the denominator an grow quikly. Some fatorisation is needed. For example,when reduing P1/Q1 + P2/Q2 we an do muh better than forming the naive fration
(P1Q2 + P2Q1)/Q1Q2. Unfortunately, gd algorithms for multivariate polynomials are farmore omplex to implement than the simple eulidean algorithm for univariate polynomials.So, we have just implemented the heuristi that tries to fatorise the ommon produt in Q1and Q2 by a simple traversal of the list of produts that omposed Q1 and Q2. In pratise,this simple optimisation seems suient to get reasonable expression. For example, applyingit to 1/x + 1/xy + 1/y = 0 we get x + y + 1 = 0. One again, we developed a rst version ofthis normalising algorithm. It has then been greatly improved and integrated to the Coqsystem by Bruno Barras.The three proedures (polynomial normaliser, rewriter and rational normaliser) are puttogether in a single tati field. Calling field[H1 H2℄ attempts to solve the goal F = 0using the rewriting rule H1 and H2. The three proedures have been dened inside theCoq logi using the two level approah [1℄. Their orretness an then be stated inside theproof system and formally proved. This insures that the field tati only performs validsimpliations. A key aspet of this tati is its eieny. Proving the group law propertiesrequires non trivial omputation. Having a relatively eient proedure is mandatory tobe able to omplete the proof. In the following, every time this tati is used, we indiateINRIA
Formal proof for ellipti urves 7its running time on a 2 GHz Pentium M with 1 Gigabyte of RAM. For example, opp_lem,add_lem1 and add_lem2 are proved automatially with field in less than half a seond.4 Proving group law propertiesNow that we have desribed the main tati used to disard rational equations, we ansketh our proof of the properties of the group law. Two properties are very handy toshorten proofs. The rst one is that, given two points of the urve p1 = (x1, y1) and
p2 = (x2, y2), if we are apable of proving that x1 = x2 then it implies that p1 = p2or p1 = −p2 (sine y21 = y22). Note that often one of the two ases an atually be quiklydisharged. The seond property is that we an postpone the distintion between the tangentand the generi ase. This is done by writing p3 = (x3, y3), the result of adding p1 = (x1, y1)and p2 = (x2, y2), as x3 = l2 − x1 − x2 and y3 = −y1 − l(x3 − x1). Only the atual valueof l diers, it is (3x21 + A)/2y1 in the tangent ase and (y2 − y1)/(x2 − x1) in the generiase. If the following, we will use the symbol ⊕ to denote this ommon ase also alled thenon-degenerated ase. More expliitly, we write p1⊕p2 to indiate p1 +p2 in the ase where
p1 6= 0, p2 6= 0, p1 6= −p2. Also, we write p1⊕gp2 for the addition in the generi ase (wethen add the extra assumption p1 6= p2) and p1⊕tp2 for the addition in the tangent ase (wethen add the extra assumption p1 = p2).We an now start proving properties of the group law. First of all, 0 is a neutral elementTheorem add0 : ∀p, p + 0 = p.It is a onsequene of the denition of the addition. Also, addition is ommutativeTheorem add_comm: ∀p1 p2, p1 + p2 = p2 + p1.This is also straightforward sine the denition of addition is symmetrial. The operation -ats as an oppositeTheorem add_opp: ∀p, p + −p = 0.We are left with proving that addition is assoiativeTheorem add_assoc: ∀p1 p2 p3, p1 + (p2 + p3) = (p1 + p2) + p3.The struture of the proof is the following. First, we get three spei instanes of theassoiativity by expliit omputations. Then, we prove some simple properties like theanellation rule (if p1 + p2 = p1 + p3 then p2 = p3). Finally, we show that we are able toover all the ases of the general statement.4.1 Spei instanesThe rst spei instane is the one where all the additions are done with the generi aseTheorem spec1_assoc: ∀p1 p2 p3, p1 ⊕g (p2 ⊕g p3) = (p1 ⊕g p2) ⊕g p3.
RT n° 0330
8 ThéryThis is done by omputation, taking the x omponent and the y omponent of both sidesof the equation and showing that they are equal respetively. For the x omponent, thisamounts in proving that
x1 − x2 6= 0 ∧
x4 − x3 6= 0 ∧
x2 − x3 6= 0 ∧
x5 − x1 6= 0 ∧
y21 = x
3
1 + Ax1 + B ∧
y2
2
= x3
2
+ Ax2 + B ∧
y23 = x
3
3 + Ax3 + B ∧
x4 = (y1 − y2)
2/(x1 − x2)
2 − x1 − x2 ∧
y4 = −(y1 − y2)/(x1 − x2)(x4 − x1) − y1 ∧
x6 = (y4 − y3)
2/(x4 − x3)
2 − x4 − x3 ∧
y6 = −(y4 − y3)/(x4 − x3)(x6 − x3) − y3 ∧
x5 = (y2 − y3)
2/(x2 − x3)
2 − x2 − x3 ∧
y5 = −(y2 − y3)/(x2 − x3)(x5 − x2) − y2 ∧
x7 = (y5 − y1)
2/(x5 − x1)
2 − x5 − x1 ∧
y7 = −(y5 − y1)/(x5 − x1)(x7 − x1) − y1
⇒ x6 − x7 = 0with the onvention that (x4, y4) = p1 ⊕g p2, (x5, y5) = p2 ⊕g p3, (x6, y6) = (p1 ⊕g p2)⊕g p3and (x7, y7) = p1 ⊕g (p2 ⊕g p3). The field tati proves this goal automatially in 1.1seond. For the y omponent, it proves it automatially in 9.2 seonds.Theorem spec2_assoc: ∀p1 p2, p1 ⊕g (p2 ⊕t p2) = (p1 ⊕g p2) ⊕g p2.This is proved automatially by the field tati in 3.9 seonds.Theorem spec3_assoc: ∀p1, p1 ⊕g (p1 ⊕g (p1 ⊕t p1)) = (p1 ⊕t p1) ⊕t (p1 ⊕t p1).This is proved automatially by the field tati in 13.8 seonds.4.2 Basi PropertiesThe rst basi property is that the opposite is uniqueTheorem uniq_opp:∀p1 p2, p1 + p2 = 0 ⇒ p2 = −p1.If we look at the denition of +, there are only two ases when an addition an output azero: if p1 and p2 are both zero or if p1 = −p2. So the theorem holds.The zero is also unique.Theorem uniq_zero:∀p1 p2, p1 + p2 = p2 ⇒ p1 = 0.The proof is a bit more intriate, we need to examine all 5 possible ases for p1 + p21. If p1 = 0, we have p1 = 0 INRIA
Formal proof for ellipti urves 92. If p2 = 0, we have p1 + p2 = p1 + 0 = 0, so p1 = 0.3. If p1 = −p2, we have p1 + p2 = p1 − p1 = 0 = −p1, so p1 = 0.4. If p1 = (x, y) = p2 with y 6= 0, we have p1 ⊕t p1 = p1,taking the y omponent on both side, we get −y − l(x − x) = y, so 2y = 0. As theharateristi is not 2, this ontradit the fat that y 6= 0. This ase is impossible.5. If p1 = (x1, y1) and p2 = (x2, y2) with x1 6= x2, we have p1 ⊕g p2 = p2.Taking the y omponent on both sides, we get −y1 − l(x2 − x1) = y2 with l = (y2 −
y1)/(x2−x1). We have l(x2−x1) = y2−y1, so y2 = −y1−l(x2−x1) = −y1−(y2−y1) =
−y2, so y2 = 0. As p2 = (x2, 0) is on the urve, we have x32 = −(Ax2 + B).Taking the x omponent of p1 ⊕g p2 = p2, we get l2 − x1 − 2x2 = 0. In partiular, wehave
x2(l
2 − x1 − 2x2) = 0Simplifying this rational expression with l = (y2 − y1)/(x2 − x1), y2 = 0 and x32 =
−(Ax2 + B), we get
(x2 − x1)(2Ax2 + 3B) = 0As we know that x2 6= x1, we have 2Ax2 + 3B = 0.We have x32 + Ax2 + B = 0 so in partiular, we have (2A)3(x32 + Ax2 + B) = 0.Simplifying this polynomial with 2Ax2 + 3B = 0 we get B(4A3 + 27B2) = 0.As we have supposed that 4A3 + 27B2 6= 0, this implies that B = 0.We know that 2Ax2 + 3B = 0, this implies that either A or x2 is zero.
A annot be zero, it would violate the assumption 4A3 +27B2 6= 0, so we have x2 = 0.Simplifying
(l2 − x1 − 2x2) = 0with l = (y2 − y1)/(x2 − x1), y21 = x31 + Ax + B, y2 = 0, x2 = 0 and B = 0 leads to
Ax1 = 0We already know that A annot be zero and if x1 = 0, as we know already that x2 = 0,it would violate the assumption x1 6= x2. This ase is then impossible.We then need to prove several properties of the opposite.Theorem opp_add: ∀p1 p2, −(p1 + p2) = (−p1) + (−p2).This follows from the denitions of addition and opposite.Theorem compat_opp_add: ∀p1 p2, p1 + p2 = p1 − p2 ∧ p1 6= −p1 ⇒ p2 = −p2.Again we enumerate all the ases for p1 + p2.1. If p1 = 0, this ontradit the assumption p1 6= −p1.2. If p2 = 0, we have p2 = −p2.RT n° 0330
10 Théry3. If p1 = −p2, we have p1 + p2 = p1 − p1 = 0 = p1 − p2 = p1 + p1, so p1 + p1 = 0. Bythe uniqueness of the opposite this ontradit the fat that p1 6= −p1.4. If p1 = p2, we have p1 +p2 = p1−p2 = p1−p1 = 0. By the uniqueness of the opposite,we get p1 = −p2 whih ontradits the fat that p1 6= −p1.5. If p1 = (x1, y1) and p2 = (x2, y2) with x1 6= x2, taking the x omponent on both side of
p1+p2 = p1−p2, we get (y2−y1)2/(x2−x1)2−x1−x2 = (−y2−y1)2/(x2−x1)2−x1−x2.So we have 4y1y2 = 0. The harateristi is dierent from 2, so 4 6= 0, p1 6= −p1 so
y1 6= 0. This means that y2 = 0, so p2 = −p2.Theorem compat_add_triple:∀p, p 6= −p ∧ p + p 6= −p ⇒ (p + p) − p = p.We enumerate all the ases for (p + p) + (−p).1. If p+p = 0, by the uniqueness of the opposite this ontradits the assumption p 6= −p.2. If −p = 0, this ontradits the assumption p 6= −p.3. If p + p = p, by the uniqueness of the zero, we have p = 0 whih ontradits p 6= −p.4. If p + p = −p, this ontradits the assumption p + p 6= −p.5. If p = (x1, y1) and p+p = (x2, y2) with x1 6= x2 where l = (3x21+A)/2y1, x2 = l2−2x1and y2 = −y1 − l(x2 − x1). Taking the x omponent of (p + p) − p we get
((−y1 − (−y1 − l(l
2 − 2x1 − x1)))/(x1 − (l
2 − 2x1)))
2 − (l2 − 2x1) − x1whih simplies to x1, so we have (p + p)− p = p or (p + p)− p = −p. The seond oneis impossible, beause of the uniqueness of the zero it would lead to p + p = 0. So wehave (p + p) − p = p.Theorem add_opp_double_opp: ∀p1 p2, p1 + p2 = −p1 ⇒ p2 = (−p1) + (−p1).- If p1 = −p1, we have −p1 + p2 = p1 + p2 = −p1, so by the uniqueness of the zero, wededue p2 = 0. So, we have p2 = 0 = p1 + (−p1) = (−p1) + (−p1).- If p1 6= −p1, we examine all the ases for p1 + p2.1. If p1 = 0, this ontradit p1 6= −p1.2. If p2 = 0, then we have p1 = p1 + p2 = −p1, so p1 = 0 whih we have shown inthe previous ase is impossible.3. If p1 = −p2, we have 0 = p1 + p2 = −p1, whih is impossible.4. If p1 = p2, we have p1 + p1 = p1 + p2 = −p1 = −p2, so p2 = −(p1 + p1) =
(−p1) + (−p1) by opp_add.
INRIA
Formal proof for ellipti urves 115. If p1 = (x1, y1) and p2 = (x2, y2) with x1 6= x2, we have −p1 = p1 + p2. Takingthe x omponent on eah side we get
x1 = (y2 − y1)
2/(x2 − x1)
2 − x1 − x2Simplifying it with E1 : y21 = x31 + Ax1 + B and E2 : y22 = x32 + Ax2 + B we get
2y2y1 = Ax2 + 3x2x
2
1
+ Ax1 − x
3
1
+ 2BSquaring this equality and simplifying by E1 and E2 we get
−x61 + 6x
5
1x2 + 2Ax
4
1 − 9x
4
1x
2
2 + 8Bx
3
1 + 4x
3
1x
3
2 − A
2x21 − 6Ax
2
1x
2
2−
12Bx21x2 + 2A
2x1x2 + 4Ax1x
3
2 − A
2x22 + 4Bx
3
2 = 0whih is the same equation that the one we get when simplifying
(x2 − (((3x
2
1
+ A)/(2(−y1)))
2 − 2x1))(x2 − x1)
2 = 0.by E1 and E2. As we know that x1 6= x2, we an dedue that
x2 = ((3x
2
1
+ A)/(2(−y1)))
2 − 2x1.But this indiates that the x omponent of p2 is equal to the x omponent of
(−p1)+(−p1). So we have p2 = (−p1)+(−p1) or p2 = −((−p1)+(−p1)). Supposethat p2 = −((−p1) + (−p1)). Applying opp_add, gives that p2 = p1 + p1.- If p1 + p1 = −p1, we have p2 = p1 + p1 = −p1 = p1 + p2 = p1 − p1 = 0 whihis impossible beause p1 6= −p1.- If p1 + p1 6= −p1, we have p1 − p2 = p1 − (p1 + p1) = −((p1 + p1) − p1).Apply omp_add_triple, we get that p1 − p2 = −p1 = p1 + p2. Usingompat_add_opp this means that p2 = −p2. So p2 = −p2 = −(p1 + p1) =
(−p1) + (−p1).Theorem cancel:∀p1 p2 p3, p1 + p2 = p1 + p3 ⇒ p2 = p3.We rst enumerate all the possible ases so to onentrate on the ase for whih p1 ⊕ p2 and
p1 ⊕ p3 (ase 6).1. If p1 = 0, then we have p2 = 0 + p2 = 0 + p3 = p3.2. If p2 = 0, then we have p1 = p1 + 0 = p1 + p2 = p1 + p3, so3. If p3 = 0, then we have p1 = p1 + 0 = p1 + p3 = p1 + p2, so by the uniqueness of thezero we have p2 = 0 = p3.4. If p1 = −p2, we have p1 + p3 = p1 + p2 = p1 + (−p1) = 0, so by the uniqueness of theopposite we have p3 = −p1 = p2.RT n° 0330
12 Théry5. If p1 = −p3, we have p1 + p2 = p1 + p3 = p1 + (−p1) = 0, so by the uniqueness of theopposite we have p2 = −p1 = p3.6. If p1 = (x1, y1) and p2 = (x2, y2), p3 = (x3, y3) and (x4, y4) = p1 ⊕ p2, taking the yomponent of p1 ⊕ p2 = p1 ⊕ p3 we have
−y1 − l12(x4 − x1) = −y1 − l13(x4 − x1)so we have (l13 − l12)(x4 − x1) = 0. We have two ases.- If l13 = l12, taking the x omponent of p1 ⊕ p2 = p1 ⊕ p3 we have l212 − x1 − x3 =
l213 − x1 − x2, so x2 = x3. So we have p2 = p3 or p2 = −p3. We are then left withthe ase p2 = −p3. If p2 = −p3, we have p1 + p2 = p1 + p3 = p1 − p2 . Applyingompat_opp_add gives us that p2 = −p2 as we already know that p2 = −p3, weget p2 = p3. The last appliation of the theorem ompat_opp_add requires theside ondition p1 6= −p1. If we have p1 = −p1, as we have already p1 6= −p2 and
p1 6= −p3, we get p1 6= p2 and p1 6= p3, so we have p1 ⊕g p2 and p1 ⊕g p3. So wean rewrite l12 = l13 as
(y1 − y2)/(x1 − x2) = (y1 − y3)/(x1 − x3)As we have p2 = −p3, we know that x2 = x3 whih gives that y2 = y3 so we have
y2 = 0 and p2 = p3.- If x4 = x1, this means that either p1 + p2 = p1 or p1 + p2 = −p1- If p1 + p2 = p1 + p3 = p1, by the uniqueness of the zero we have p2 = p3 = 0,- If p1 + p2 = p1 + p3 = −p1 using twie add_opp_double_opp we get p2 =
(−p1) + (−p1) = p3.Theorem add_minus_id: ∀p1 p2, (p1 + p2) − p2 = p1. If p1 + p2 = −p2, we have p1 = (−p2) + (−p2) by theorem add_opp_double_opp. Sowe have (p1 + p2) − p2 = (−p2) + (−p2) = p1. If p1 + p2 6= −p2,- if p1 = 0, then (p1 + p2) − p2 = p2 − p2 = 0 = p1.- if p2 = 0, then (p1 + p2) − p2 = (p1 + 0) − 0 = p1.- if p1 = −p2, then (p1 + p2) − p2 = (p1 − p1) − p2 = −p2 = p1.- if p1 = p2, then (p1 + p2) − p2 = (p1 + p1) − p1 = p1 by theorem add_minus_id.- if p2 = p1 + p2, then p1 = 0 by the uniqueness of zero.- So we are left with proving (p1⊕gp2)⊕g (−p2) = p1. This is done by omputation.The field tati proves it automatially in 1 seond. INRIA
Formal proof for ellipti urves 13Theorem add_shift_minus:∀p1 p2 p3, p1 + p2 = p3 ⇒ p1 = p3 − p2.We have p3 = (p3 − p2)+ p2 by add_minus_id. Applying anel to p1 + p2 = (p3 − p2)+ p2,we get p1 = p3 − p2.We are now proving the assoiativity for the degenerated ases.Theorem degen_assoc: ∀p1 p2 p3,
(p1 = 0∨ p2 = 0∨ p3 = 0)∨ (p1 = −p2 ∨ p2 = −p3)∨ (−p1 = p2 + p3 ∨−p3 = p1 + p2) ⇒
p1 + (p2 + p3) = (p1 + p2) + p3.We simply enumerate the ases:- if p1 = 0, then p1 + (p2 + p3) = p2 + p3 = (0 + p2) + p3 = (p1 + p2) + p3.- if p2 = 0, then p1 + (p2 + p3) = p1 + p3 = (p1 + 0) + p3 = (p1 + p2) + p3.- if p3 = 0, then p1 + (p2 + p3) = p1 + p2 = (p1 + p2) + 0 = (p1 + p2) + p3.- if p1 = −p2, then by theorem add_minus_id we have (p3 + p2) − p2 = p3,so (p1 + p2) + p3 = p3 = (p3 + p2) − p2 = p1 + (p2 + p3).- if p2 = −p3, then by theorem add_minus_id we have (p1 + p2) − p2 = p1,so p1 + (p2 + p3) = p1 = (p1 + p2) − p2 = (p1 + p2) + p3.- if p1 + p2 = −p3, then by theorem add_minus_id we have p2 − (p1 + p2) = ((−p1) +
(−p2)) − (−p2) = −p1, so
p1+(p2+p3) = p1+(p2−(p1+p2)) = p1+−p1 = 0 = (p1+p2)−(p1+p2) = (p1+p2)+p3.- if p2 + p3 = −p1, then by theorem add_minus_id we have −(p2 + p3)+ p2 = ((−p3)+
(−p2)) − (−p2) = −p3, so
p1 + (p2 + p3) = 0 = −p3 + p3 = (−(p2 + p3) + p2)) + p3 = (p1 + p2) + p3.The last step before proving the assoiativity is to prove it when there is at least one tangentoperation.Theorem spec4_assoc: ∀p1 p2, p1 + (p2 + p2) = (p1 + p2) + p2.The previous theorem tells us that we an restrit ourself to p1 ⊕ (p2 ⊕t p2) = (p1 ⊕ p2)⊕ p2- if p1 = p2, then we have p1 ⊕ (p1 ⊕t p1) = (p1 ⊕t p1)⊕ p1 by the ommutativity of theaddition.- if p1 = p2 ⊕t p2, we have to prove
(p2 ⊕t p2) ⊕t (p2 ⊕t p2) = ((p2 ⊕t p2) ⊕ p2) ⊕ p2We have p2 6= p2 ⊕t p2, otherwise p2 = 0 by the uniqueness of the zero and this wouldontradit p2 ⊕t p2. We also have p2 6= (p2 ⊕t p2) ⊕ p2, otherwise p2 ⊕ p2 = 0 by thetheorem anel whih is impossible. So we have to prove
(p2 ⊕t p2) ⊕t (p2 ⊕t p2) = ((p2 ⊕t p2) ⊕g p2) ⊕g p2RT n° 0330
14 Thérywhih is exatly the theorem spe3_asso.- if p2 = p1 ⊕ p2, we have p1 = 0 by the uniqueness of zero. As p1 ⊕t p1, this ase isimpossible- Otherwise the remaining ase is
p1 ⊕g (p2 ⊕t p2) = (p1 ⊕g p2) ⊕g p2whih is exatly the theorem spe2_asso.4.3 AssoiativityWe are now ready to prove the assoiativityTheorem add_assoc: ∀p1 p2 p3, p1 + (p2 + p3) = (p1 + p2) + p3.Applying the theorem degen_asso, we an restrit ourself to the non-degenerated ases
p1 ⊕ (p2 ⊕ p3) = (p1 ⊕ p2) ⊕ p3- If p2 = p3, we have p1 ⊕ (p2 ⊕t p2) = (p1 ⊕ p2) ⊕ p2 by the theorem spe4_asso.- If p1 = p2, we have p1 ⊕ (p1 ⊕t p3) = (p1 ⊕t p1) ⊕ p3 by the theorem spe4_asso.- if p3 = (p1 ⊕g p2), we have
((p1 ⊕g p2) ⊕t (p1 ⊕g p2)) ⊕ (−p2)
= (p1 ⊕g p2) ⊕g ((p1 ⊕g p2) ⊕g (−p2)) by spe4_asso
= (p1 ⊕g p2) ⊕g p1 by add_minus_id
= (((p1 ⊕g p2) ⊕g p1) ⊕ p2) + (−p2) by add_minus_id.Applying anel, we have (p1 ⊕g p2) ⊕t (p1 ⊕g p2) = ((p1 ⊕g p2) ⊕g p1) ⊕g p2.- if p1 = (p2 ⊕g p3), similarly we have
((p2 ⊕g p3) ⊕t (p2 ⊕g p3)) ⊕ (−p3)
= (p2 ⊕g p3) ⊕g ((p2 ⊕g p3) ⊕g (−p3)) by spe4_asso
= (p2 ⊕g p3) ⊕g p2 by add_minus_id
= (((p2 ⊕g p3) ⊕g p2) ⊕ p3) + (−p3) by add_minus_id.Applying anel, we have (p2 ⊕g p3) ⊕t (p2 ⊕g p3) = ((p2 ⊕g p3) ⊕g p2) ⊕g p3.- Otherwise, we are left with proving p1⊕g (p2⊕g p3) = (p1⊕g p2)⊕g p3 whih is exatlythe theorem spe1_asso.
INRIA
Formal proof for ellipti urves 155 ConlusionThis work has a long story. Joe Hurd was the rst to draw our attention to the possibilityof formalising ellipti urves inside a prover [7℄. At that time, we had a go but were quiklyonvined that a prover like Coq, whih requires a formal justiation of every step of aproof, ould not ope with the neessary omputations. Last september, we emailed to JohnHarrison the example of the x omponent of the generi ase and to our great surprise hemanaged to prove it in less than 3 minutes inside HolLight [5℄ with his integrated versionof Buherger algorithm [6℄. So the situation was not as hopeless as we thought. Indeed, theproof presented here is heked by Coq, omputations inluded, in 1 minute 20 seonds.This is a striking example of how ruial it is in a prover to be able to mix proof andomputation.This proof is really tedious. We believe that atually translating the proof inside aninterative prover is the best way to assess its full orretness. In partiular, most theoremspresented here ontain side-onditions. The prover makes sure that we do not forget toprove any of these. We have tried to keep our proof as elementary as possible. No elaboratetehnique is used to perform omputation just a standard normaliser and a naive rewriter.Also thanks to Guillaume Hanrot's help, we manage to restrit the justiations in the proofto the basi properties of ring polynomials. For example, in the original paper, a proof wasusing the fat that a polynomial of degree 3 has at most 3 roots, we have found an alternativejustiation.Finally, given its elementary nature, this proof is a good andidate for benhmarkingproof systems. Also, having done ellipti urves is a rst step towards further formalisations.The appliation of ellipti urves to primality is our next goal.Referenes[1℄ Samuel Boutin. Using Reetion to Build Eient and Certied Deision Proedures.In TACS'97, volume 1281 of LNCS, pages 515529, Sendai, Japan, 1997.[2℄ Antonio Capani, Gianfrano Niesi, and Lorenzo Robbiano. Cooa: Computations inommutative algebra. Available at http://ooa.dima.unige.it/.[3℄ Stefan Friedl. An elementary proof of the group law for ellipti urves. extrated fromundergraduate thesis, Regensburg (1998), Available athttp://www.labmath.uqam.a/~friedl/papers/AAELLIPTIC.PDF.[4℄ Benjamin Grégoire and Assia Mahboubi. Proving ring equalities done right in Coq. InTPHOLS'05, volume 3603 of LNCS, pages 98113.[5℄ John Harrison. HOL light: A tutorial introdution. In FMCAD'96, volume 1166, pages265269, 1996.
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er elimination in HOL. In TPHOLs 2001: SupplementalProeedings, pages 159174. University of Edinburgh, 2001. Available on the Web athttp://www.informatis.ed.a.uk/publiations/report/0046.html.[7℄ Joe Hurd. Formalized ellipti urve ryptography. Available athttp://www.l.am.a.uk/~jeh1004/researh/talks/ellipti-talk.pdf.
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