Abstract In this paper, the Mönch fixed point theorem is used to investigate the existence of positive solutions for the second-order boundary value problem with integral boundary conditions of nonlinear impulsive differential equations on an infinite interval in a Banach space.
Introduction
The theory of boundary-value problems with integral boundary conditions for ordinary differential equations arises in different areas of applied mathematics and physics. For example, heat conduction, chemical engineering,underground water flow, thermo-elasticity, and plasma physics can be reduced to the nonlocal problems with integral boundary conditions. In recent years, the theory of ordinary differential equations in Banach space has become a new important branch of investigation (see, for example, [1] [2] [3] [4] and references therein). In a recent paper [7] , using the cone theory and monotone iterative technique, Zhang et al investigated the existence of minimal nonnegative solution of the following nonlocal boundary value problems for second-order nonlinear impulsive differential equations on an infinite interval with an infinite number of impulsive times
−x ′′ (t) = f (t, x(t), x ′ (t)), t ∈ J, t = t k , ∆x| t=t k = I k (x(t k )), k = 1, 2, · · · , ∆x ′ | t=t k = I k (x(t k )), k = 1, 2, · · · ,
where J = [0, +∞), f ∈ C(J × R + × R + , R + ), R + = [0, +∞], 0 < t 1 < t 2 < . . . < t k < . . . , t k → ∞, I k ∈ C[R + , R + ], I k ∈ C[R + , R + ], g(t) ∈ C[R + , R + ), with ∞ 0 g(t)dt < 1. Very recently, by using Schauder fixed point theorem, Guo [6] obtained the existence of positive solutions for a class of nth-order nonlinear impulsive singular integro-differential equations in a Banach space. Motivated by Guo's work, in this paper, we shall use the cone theory and the Mönch fixed point theorem to investigate the positive solutions for a class of second-order nonlinear impulsive integro-differential equations in a Banach space.
Consider the following boundary value problem with integral boundary conditions for secondorder nonlinear impulsive integro-differential equation of mixed type in a real Banach space E:
−x ′′ (t) = f (t, x(t), x ′ (t)), t ∈ J, t = t k , ∆x| t=t k = I 0k (x(t k ), x ′ (t k )), ∆x ′ | t=t k = I 1k (x(t k ), x ′ (t k )), k = 1, 2, · · · ,
where J = [0, ∞), J + = (0, ∞), 0 < t 1 < t 2 < . . . < t k < . . . , t k → ∞, J k = (t k , t k+1 ] (k = 1, 2, · · ·), J ′ + = J + \{t 1 . . . , t k . . .}, f may be singular at t = 0 and x = θ or x ′ = θ. I 0k and I 1k may be singular at x = θ or x ′ = θ, θ is the zero element of E, g(t) ∈ L[0, ∞) with
0 , x * 0 ∈ P + , P + is the same as that defined in Section 2. ∆x| t=t k denotes the jump of x(t) at t = t k , i.e., ∆x| t=t k = x(t
represent the right and left limits of x(t) at t = t k respectively. ∆x ′ | t=t k has a similar meaning for
The main features of the present paper are as follows: Firstly, compared with [7] , the secondorder boundary value problem we discussed here is in Banach spaces and nonlinear term permits singularity not only at t = 0 but also at x, x ′ = θ. Secondly, compared with [6] , the relative compact conditions we used are weaker.
Preliminaries and several lemmas
Let P C[J, E] = {x|x(t) : J → E, x is continuous at t = t k and left continuous at t = t k , x(t
Obviously, F P C[J, E] is a Banach space with norm
and DP C 1 [J, E] is also a Banach space with norm
The basic space using in this paper is DP C 1 [J, E]. Let P be a normal cone in E with normal constant N which defines a partial ordering in E by x ≤ y. If x ≤ y and x = y, we write x < y. Let P + = P \{θ}. So, x ∈ P + if and only if x > θ. For details on cone theory, see [4] .
Let P 0λ = {x ∈ P : x ≥ λx * 0 }, (λ > 0). Obviously, P 0λ ⊂ P + for any λ > 0. When λ = 1, we write P 0 = P 01 , i.e. P 0 = {x ∈ P : x ≥ x * 0 }. Let P (F ) = {x ∈ F P C[J, E] : x(t) ≥ θ, ∀ t ∈ J}, and
. For details on the definition and properties of the measure of non-compactness, the reader is referred to references [1] [2] [3] [4] .
Denote
Let us list the following assumptions, which will stand throughout this paper.
→ 0, as x ∈ P 0λ * , y ∈ P 0λ * , x + y → ∞, uniformly for t ∈ J + , and
and
(H 3 ) For any t ∈ J + , R > 0 and countable bounded set
where
In what follows, we write Q = {x ∈ DP C 1 [J, P ] :
We shall reduce BVP (1) to an impulsive integral equations in E. To this end, we first consider operator A defined by
Proof. Let
By (H 1 ), there exists a R > r such that
On the other hand, let
We see that, by condition (H 2 ), there exists a R 1 > r such that
Let x ∈ Q, by (5), we can get
which together with condition (H 1 ) implies the convergence of the infinite integral
On the other hand, by (7), we have
EJQTDE, 2011 No. 28, p. 5 which together with (2), (H 1 ) and (H 2 ) implies that
Differentiating (2), we get
Hence,
It follows from (12) and (14) that
So, Ax ∈ DP C 1 [J, E]. On the other hand, it can be easily seen that
Hence, Ax ∈ Q. Thus, we have proved that A maps Q into Q and (15) holds. Finally, we show that A is continuous. Let (
Then {x m } is a bounded subset of Q. Thus, there exists r > 0 such that x m D < r for m ≥ 1 and x D ≤ r. Similar to (12) and (14), it is easy to get
It is clear that,
By (8), we get
It follows from (17), (18) and the dominated convergence theorem that
So,
It follows from (16), (19) and (21) that Ax m − Ax D → 0 as m → ∞. Therefore, the continuity of A is proved. 
Proof. Suppose that x ∈ Q ∩ C 2 [J ′ + , E] is a solution of BVP (1). For t ∈ J, integrating (1) from 0 to t, we have
Taking limit for t → ∞, we get
Thus,
Integrating (27) from 0 to t, we obtain
which together with the boundary value condition implies that
Substituting (30) into (28), we have
Obviously, integral
Conversely, if x a solution of integral equation, then direct differentiation gives the proof.
Lemma 3 Let (H 1 ) be satisfied, V ⊂ Q be a bounded set. Then (AV )(t) 1+t
and (A ′ V )(t) are equicontinuous on any finite subinterval J k of J and for any ε > 0, there exists N > 0 such that
uniformly with respect to x ∈ V as t ′ , t ′′ ≥ N.
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1+t : x ∈ V } is equicontinuous on any finite subinterval J k of J. Since V ⊂ Q is bounded, there exists r > 0 such that for any x ∈ V, x D ≤ r. By (13),
In the following, we are in position to show that for any ε > 0, there exists N > 0 such that
uniformly with respect to x ∈ V as t ′ , t ′′ ≥ N. Combining with (33), we need only to show that for any ε > 0, there exists sufficiently large N > 0 such that
for all x ∈ V as t ′ , t ′′ ≥ N. The rest part of the proof is very similar to Lemma 2.3 in [5] , we omit the details.
Proof. The proof is similar to that of Lemma 2.4 in [5] , we omit it.
Lemma 5 ([1, 2])Mönch
Fixed-Point Theorem. Let Q be a closed convex set of E and u ∈ Q.
Assume that the continuous operator F : Q → Q has the following property:
Proof. It is easy to see that this lemma follows from (2), (13) and condition (H 4 ). The proof is obvious.
Main results

Theorem 1 Assume conditions
Proof. By Lemma 1, operator A defined by (2) is a continuous operator from Q into Q, and by Lemma 2, we need only to show that A has a fixed point x in Q. Choose
and let
It is easy to see that Q 1 is not empty since λ * (1 + t)x ∞ ∈ Q 1 . It follows from (15) and (35) that x ∈ Q 1 implies that Ax ∈ Q 1 , i.e., A maps Q 1 into Q 1 . Now, we are in position to show that
We have, by (2) and (13) (Ax m )(t)
By Lemma 4, we have
where (AV )(t) = {(Ax m )(t) : m = 1, 2, 3, · · ·}, and (AV )
By (9), we know that the infinite integral ∞ 0 f (t, x(t), x ′ (t)) dt is convergent uniformly for m = 1, 2, 3, · · ·. So, for any ε > 0, we can choose a sufficiently large T > 0 such that
By (38), (40) and (41) that
On the other hand,
Hence, the Mönch fixed point theorem guarantees that A has a fixed point x in Q 1 . Thus, Theorem 1 is proved. 
and there exists a monotone iterative sequence {x m (t)} such that
, where
Proof. From (43), we can see that x 0 ∈ C[J, E] and
By (43) and (45), we have that x
) and
. It follows from (2) and (44) that
By Lemma 1, we have x m ∈ Q and
By Lemma 6 and (46), we get
It follows from (47), by induction, that 
By (H 1 ) and (49), we have
Noticing (50) and (51) and taking limit as m → ∞ in (44), we obtain Hence, by (50), we obtain lim m→∞ x ′′ m (t) = −f (t, y(t), y ′ (t)) = y ′′ (t), ∀ t ∈ J + .
Let u(t) be any positive solution of BVP (1) . By Lemma 2, we have u ∈ Q and u(t) = (Au)(t), for t ∈ J. It is clear that u (i) (t) ≥ λ * x * 0 > θ for any t ∈ J (i = 0, 1). So, by Lemma 6, we have
0 (t) for any t ∈ J (i = 0, 1). Assume that u (i) (t) ≥ x (i) m−1 (t) for t ∈ J, m ≥ 1 (i = 0, 1). Then, it follows from Lemma 6 that (Au) (i) (t) ≥ Ax (i) m−1 (t) for t ∈ J (i = 0, 1), i.e. u (i) (t) ≥ x 
Now, taking limits in (53), we get u (i) (t) ≥ y (i) (t) for t ∈ J (i = 0, 1). The proof is proved.
Theorem 3 Let cone P be fully regular and conditions (H 1 ), (H 2 ) and (H 4 ) be satisfied. Then the conclusion of Theorem 2 holds.
Proof. The proof is almost the same as that of Theorem 2. The only difference is that, instead of using condition (H 3 ), the conclusion α D (W ) = 0 is implied directly by (48) and (49), the full regularity of P and Lemma 4.
An example
Consider the infinite system of scalar second order impulsive singular integro-differential equations
′′ n (t) = 1 4n 3 3 √ e 2t (2 + 5t) 9 5 + x n (t) + x ′ 2n (t) + 2 3n 2 x n (t) + 4 7n 5 x ′ 2n (t) 
Proposition 1 Infinite system (54) has a minimal positive solution x n (t) satisfying x n (t), x ′ n (t) ≥
