Introduction
We consider the model y i j = x T i j β i + ε i j , i = 1,...,n, j = 1,... ,m, where β i ∈ R p . The matrix X i ∈ R m×p is either deterministic fixed design matrix, or a sample of m independent R p random vectors. Finally, ε i j , i = 1,...,n, j = 1,...,m are (at least uncorrelated with the x's), but typically assumed to be i.i.d. sub-Gaussian random variables, independent of the regressors x i j . We can consider this as n partially related regression models, with m i.i.d. observations on the each model. For simplicity, we assume that all variables have expectation 0. The fact that the number of observations does not dependent on i is arbitrary and is assumed only for the sake of notational simplicity. Let B be the matrix (β 1 ,...,β n ).
The standard FDA (functional data analysis) is of this form, when the functions are approximated by their projections on some basis. Here we have n i.i.d. random functions, and each group can be considered as m noisy observations, each one is on the value of these functions at a given value of the argument. Thus,
where z i j ∈ [0, 1]. The model fits the regression setup of (5.1), if
This approach is in the spirit of the empirical Bayes (compound decision) approach. Note however that the term "empirical Bayes" has a few other meanings in the literature), cf, [8, 9, 12] . The empirical Bayes approach to sparsity was considered before, e.g., [13, 3, 4, 6] . However, in these discussions the compound decision problem was within a single vector, while we consider the compound decision to be between the vectors, where the vectors are the basic units. The beauty of the concept of compound decision, is that we do not have to assume that in reality the units are related. They are considered as related only because our loss function is additive.
One of the standard tools for finding sparse solutions in a large p small m situation is the lasso (Tibshirani [10] ), and the methods we consider are possible extensions.
We will make use of the following notation, introducing the l p,q norm of matrices and sets z of vectors:
. If z 1 ,... ,z n , is a collection of vectors, not necessarily of the same length, z i j , i = 1,...,n, j = 1,... ,J i ,
To simplify the notation, in this paper we will also use element-wise matrix norms ||A|| p = ||A|| p,p . These norms will serve as a penalty on the size of the matrix B = (β 1 ,... ,β n ). Different norms imply different estimators, each appropriate under different assumptions.
Within the framework of the compound decision theory, we can have different scenarios. The first one is that the n groups are considered as repeated similar models for p variables, and the aim is to choose the variables that are useful for all models. The relevant variation of the lasso procedure in this case is the group lasso introduced by Yuan and Lin [11] :
