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Let C(S) be the space of real-valued continuous functions on a compact 
metric space S. Let {X,, n > 1) be a sequence of independent identically distrib- 
uted C(S)-valued random variables with mean zero and suptss E[X12(t)] = 1. 
We show that the measures induced by (Xr + ... + X,) n-1/a converge weakly 
to a Gaussian measure on C(S) under different conditions on Xi , one of 
which consolidates and extends results of Strassen and Dudley, Gin&, and 
Dudley. Our method of proof is different from the methods employed by 
these authors. 
1, INTRODUCTION 
Let S be a compact metric space with metric d, and C(S) the space 
of real-valued continuous functions on S. Let {Xn , n > l} be a 
sequence of independent, identically distributed C(S)-valued random 
variables on some probability space (Q, 3, P). We assume that X = X, 
satisfies 
and 
E(f(W) = 0, for all f 6 C(S)* 




where C(S)* denotes the space of continuous linear functionals on 
C(S), E the usual expectation operator on Ll(Q, 3, P). 
* This work was partially supported by NSF grants. 
t On sabbatical leave at the Courant Institute when this work was done. 
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A probability measure p on C(S) is said to be Gaussian if, given 
any fr ,...,f, E C(S)*, their joint distribution under p is an n- 
dimensional centered Gaussian distribution (possibly singular). The 
covariance function of p is defined to be the real-valued function 
ru(s, t) on S x S given by 
Let pn denote the probability measure on C(S) induced by 
n-l/2(X1 + *** + X,). We say that the sequence {Xn} obeys the 
central limit theorem if the sequence of measures p12 converges 
weakly to a Gaussian measure p on C(S). If X is a C(S)-valued 
random variable satisfyng (1. I) and (1.2), then we will say that X 
satisfies the central limit theorem if a sequence {X, , n > l> of inde- 
pendent C(S)- va ue random variables, each having the distribution 1 d 
of X, satisfies the central limit theorem. 
If T is a metric space with metric p, we denote by N,(T, e) the 
minimal number of balls of radius < E which cover T. We also write 
The main results are the following theorems. 
THEOREM 1. Let X be a C(S)-valued random variable on (Q, 3, P) 
satisfying (1.1) and (1.2). Supp ose there exist a nonnegative random 
variable M, E(M2) = 1, and a metric p on S, which is continuous with 
respect to d, such that given s, t E S, w E 9, 
I” 
I qs, w) - qt, w)I < M(w) p(s, t). 
r H,112(S, u) du < co, ‘0 
(1.4) 
(1.5) 
then X satisjes the central limit theorem. 
Remark I. The condition in (1.5) is equivalent to the condition 
f 2-“H,112(S, 2-7 < CO. 
n=l 
(1.6) 
For recent developments leading to the above theorem we refer to 
Dudley and Strassen [4], Gin6 [5], and particularly to Dudley [2]. 
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Another metric on S is given by 
+, t) = @(I X(s) - -qt)12y’“, (1.7) 
which is necessarily no bigger than p by condition (1.4). If {X(t), t E S> 
is a separable Gaussian process with zero mean and continuous 
covariance, then 
I 
H,““(S, u) du < 00 (1.8) 
0 
is a sufficient condition for {X(t), t E S} to have continuous paths 
(see [3]), hence if (1.8) holds then the process can be regarded 
as a C(S)-valued random variable X, which clearly satisfies the 
central limit theorem since it is itself Gaussian. However, it is 
possible for a Gaussian process on S to be such that (1.8) is 
satisfied, but for which any p that satisfies (1.4) is such that the 
integral in (1.5) is not finite (examples can be found in [lo]). This 
shows a serious disadvantage of Theorem 1, that is, it does not imply 
that a Gaussian process for which (1.8) holds satisfies the central 
limit theorem. This discussion also applies to certain non-Gaussian 
processes for which (1.8) holds and the central limit theorem holds, 
but (1.5) is not satisfied by any p that satisfies (1.4). Of course Dudley 
has shown [2] that (1.8) 1 a one is not enough for the central limit 
theorem to hold for X. In the next theorem we will give an additional 
condition on X under which (1.8) is sufficient for the central limit 
theorem. 
THEOREM 2. Let X be a C(S) -valued random variable on (Sz, 3, P) 
satisfying (1.1) and (1.2). Let T be de$ned as in (1.7). Assume that T is 
continuous with respect to d and that there exists a positive constant A 
such that 
E[exp(W(s) - X(t))] < exp(Ah2T(s, t)2>, s, t E S, h real. (1.9) 
Then (1.8) implies that X satis$es the central limit theorem. 
Remark 2. Condition (1.9) is satisfied if X has sub-Gaussian 
increments (see [9]) and, in particular, if X itself is Gaussian. 
The following is an immediate corollary of Theorem 2. 
COROLLARY 1. Let X be a C(S)-valued random variable on 
(Sz, 3, P) satisfying (1.1) and (1.2). Suppose X has the representation 
(1.10) 
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where vi E C(S) such that C pi2 converges in C(S) and the 
random variables &. are independent with mean 0, variance 1, and 
supj,,, 1 ej(o)I < B for some B < 0~). Then (1.8) implies that the 
central limit theorem holds for X. 
Remark 3. It is known [7] that if X is a C(S)-valued random 
variable with representation (1.10) then C tjvj converges in C(S) a.s. 
Clearly r(t, s) = E(X(s) X(t)) is also the covariance of the Gaussian 
process to which n-l12(X, + ... + X,) converges weakly, if it does so 
at all. Therefore a primary requirement in the formulation of the 
central limit theorem is that the “limiting” Gaussian process have 
continuous sample paths. Condition (1.8) is sufficient but not necessary 
for this to be the case. In Theorem 3 we give conditions on X so that 
it satisfies the central limit theorem whenever the Gaussian process 
with covariance r(s, t) = E(X(s) X(t)) has a version with continuous 
paths. 
Let {EJ be a Rademacher sequence, i.e., the Ed are independent, each 
taking values +l or -1 with equal probability. Let 0 be the class of 
all random variables 0 such that 
co 
qw) = c +cQ(W), (1.11) 
k=l 
for some {ak} E 12. 
THEOREM 3. Let X be a C(S)-valued random variable on (52, 3, I’) 
satisfying (1.1) and (1.2). Suppose X has the representation 
-w w) = f MJJ) P&), tES, COEQ, (1.12) 
j=l 
where vr. E C(S) such that C yj2 converges in C(S), and 9, , j > 1, 
are independent copies of some 0 E 0. Then X satisfies the central limit 
theorem whenever there is a Gaussian measure on C(S) with covariance 
function C am vj(t). 
An example will be given in Section 3 to show that such a Gaussian 
measure on C(S) need not always exist in Theorem 3. One might 
suspect that with X1 of the form C cjq+. , the central limit theorem 
holds without further qualification; but our example will show that the 
a.s. uniform convergence of C cjyj does not imply the a.s. uniform 
convergence of C t.jy.j , where tj are independent Gaussian with mean 
0, variance 1. The proofs of Theorems 1, 2, and 3 are in Section 2. 
580/19/3-z 
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We would like to make some comments about terminology. If (Z,> 
is a sequence of C(S)-valued random variables, we will say that {ZJ 
converges weakly to ,u to mean that the induced measures converge 
weakly to p. Two sequences (X,) and {Y,) will be called epuivaEent 
if all the finite dimensional distributions of one are the same as the 
corresponding finite dimensional distributions of the other. (X,) is 
symmetric if (X,) and i--X,) are equivalent. 
A sequence of C(S)-valued random variables {XJ on (a, 5, P) is 
called tight if the induced measures are tight, i.e. given E > 0, there is 
a compact set K C C(S) such that for all n 
p@) = qx, E K) > 1 - E, 
where t.~% denotes the measure induced by X, on C(S). We will use the 
well-known criterion for weak convergence of measures on C(S) Cl]: 
pn -+ p weakly on C(S) f i and only if the finite dimensional distri- 
butions of pn converge to the corresponding finite dimensional 
distributions of p and given E > 0, 7 > 0, there exist n, and 6 > 0 
such that for all n >, n, 
(1.13) 
If E is a Rademacher random variable, then for all real X 
E(eAE) < eA2/2. (1.14) 
This estimate will be used often. 
If p, v are two measures on C(S), p * v denotes their convolution. 
11 . )I will stand for the sup norm on C(S). 
2. PROOFS 
We start with two lemmas which will be needed in the proofs. 
Lemma 1 will be used to prove tightness and Lemma 2 to remove 
the symmetry assumption. 
LEMMA 1. Let X be a C(S)-valued random variable on (Sz, 5, P). 
Suppose there exist: 
(i) a metric p on S, which is continuous with respect to d, and a 
nonincreasing function q~ on [0, co] with ~(0) = 1, lim,,, y(t) = 
y(m) = 0 such that for all h > 0, s, t E S, 
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and 
(ii) a sequence (b,) f o nonnegative real numbers, depending only 
on p, such that C b, < CQ and 
f N,2(S, 2-9 v(b,2S-2) < 00. 
n=1 
(2.2) 
Then given E > 0, T > 0, there exists 6 > 0 (depending only on 
E, 7, p, d) such that 
Proof. The argument is similar to one used by Dudley [3] to 
show the continuity of paths of certain Gaussian processes. By the 
definition of N,,(S, 2-“), there exist sets A, C S such that Card(A,) = 
N,(S, 2-“) and given any s E S, there is a t E A, such that p(s, t) < 2-“. 
We have, using (2.1), 
pi sup / X(s) - X(t)/ > b,} < 4N,2(S, 2-7 p(2n-2b,). (2.4) 
s.td,-1~4, 
D(s.t)<2-“+2 
Given E, 7, let n, be a positive integer such that 
Let A, be the set involved in (2.4). Setting 6, = 2-“0, we claim that 
for 0 $ UL,, 4 , 
To see this, let s, t E S such that p(s, t) < 6, . There exist s, , t, E A, 
such that p(sn , s) < 2-” and p(t, , t) < 2-“. Hence 
P(hh) 9 Lo) G P(Sn, > 4 + P(S, t) + p(4 Lo) < 2--no+2, 
P(Sn , %+,) < 2++l, 
f(Ga > &a+,) < 2-“+l. 
It follows that for w q! U,“=,, A, , 
I X(4 - -WI G I -wl,) - -wJI + 2 I X(&J - -+n+dl 
n=no 
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since limn+m X(sn) = X(s) and lim,,, X(&J = X(t). By (2.4) 
< 5 P(A,) < 2 N,2(S, 2-n) v(2+Zb,) < 7; 
12=?Zo n=no 
hence we conclude that 
(2.7) 
Since p is continuous with respect to d, there exists 6 > 0 such that 
d(s, t) < 6 implies p(s, t) < 6, . Hence by (2.7) 
This proves the lemma. 
We thank the referee for the short proof of the next lemma. We 
had originally proved Lemma 2 under a weaker condition than (2.8) 
although (2.8) ffi su ces for our needs in this paper. Since the original 
lemma may be of some independent interest we have included it in an 
appendix. 
LEMMA 2. Let (2%) n > l} be a sequence of C(S)-valued random 
variables on (Q, 5, P). Assume that given E > 0, 71 > 0, there is a 6 > 0 
such that d(s, t) < 6 implies 
Let pn and vn denote, respectively, the measures induced by Z, and -Z, 
on C(S). Then the tightness of the sequence -$L, * vn} implies that the 
sequence {pn} satisfies (1.13). 
Proof. By Theorem 2.2 in Parthasarathy [ll, p. 591, the tightness 
of {pn * v,} implies that there exists a sequence {h,) C C(S) such that 
the measures induced by (2, - h,} form a tight sequence. We will 
now show that {h,} must be an equicontinuous sequence of functions. 
To see this let 0 < 7 < 8 be fixed. Using assumption (2.8) and the 
tightness of the measures induced by (2, - h,} we conclude the 
following. Given E > 0, there is a 6 > 0 such that d(s, t) < 6 implies 
and 
P[l zd4 - -w)I > c/41 G rl (2.9) 
(2.10) 
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By (2.9) and (2.10) we have that d(s, t) < 6 implies 
I W) - W)l G 4 (2.11) 
foralln > 1. 
Now let q > 0 and E > 0 be given. Pick 6 > 0 to satisfy (2.11) and 
'r,;yg, I Z&) - u4 - -G(t) + h&h > 41 < 'I; (2.12) 
* -. 
the latter follows by the tightness of (2, - h,}. Therefore by (2.11) 
and (2.12) we have 
PW& I Zn(4 - -w>l > 4 G ‘I> , . 
which is (1.13). This proves the lemma. 
We can now proceed with the proofs of the theorems. 
Proof of Theorem 1. Let (4 x Q2, & x iJ2, Pl x P2> be a 
product probability space such that {X, ,n > l}, a sequence of 
C(S)-valued independent random variables, each having the same 
distribution as X, is defined on (52,) &, PI) and a Rademacher 
sequence {en , n 3 l} is defined on (G, , &, Pz). E1 and E, will 
denote expectations with respect to PI and P, respectively. We first 
assume that the sequences {Xn} and {enXn} are equivalent. Let wr E !Zn, 
and define 
Zn(w1 ? s) = [EIXl(W1 ) s) + -** + e,X,(w, ) s)]?r+. (2.13) 
For h real, by (1.14) we get 
~2+xpNZn(wl , 4 - Z?z(Wl 2 w> 
< exp 
1 
g f I Xk(wls s) - Xk(wl , t)12 . 
k=l i 
(2.14) 
By (1.4) for each K, 
1 xk(w, 9 s> - xk(w, 7 t)l < Mk(wl) f+, t> (2.15) 
for a random variable Mk with E(Mk2) = 1. Furthermore, we can 
choose {Mk} as a sequence of independent identically distributed 
random variables, each having the same distribution as M, on 
(Q, , & , PI). Combining (2.14) and (2.15) we get 
~2Gw(Wn(wl ,s> - Zn(wl , W 
< exp((~2/WW12(wl) + **-+ JG2(wIll p2(s, t>). (2.16) 
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Let 77 > 0 be given; by Kolmogorov’s strong law of large numbers 
there exist n, , Q,,, C Sz, with P,(sZ,,,) > 1 - v/2 such that for 
Wl E Ql,, and n > n, , 
M2W + -.- + M,z2(41/~ f 413. (2.17) 
From (2.16) and (2.17) we get for X real, wr E J&, n > n, , 
~2W4Wn(wl y 4 - Z,(q , t)])} < exp(2X2f2(s, Q/3). (2.18) 
Hence by Chebychev’s inequality and the fact that (2.18) holds for 
-[Z?t(w19 s) - Z,(w, , t)] as well, we get 
Setting y = h/p2(s, t), we get 
P2{l G(f-9 , s) - Zn(wl , t)l > A} < 2 exp[--X2/3p2(s, t)], 
where it is understood that wr E Q,,, and n > n, . We are now ready 
to apply Lemma 1 to Z,(o,) under P2 . To do so, we set 
y(x) = 2emz8J3, bn2 = max(log iV/22n--8, l/n”). 
It follows from (1.5) and Remark 1 that C b, < 00. It is also an 
elementary computation to show that (2.2) is satisfied. Hence by 
Lemma 1, for w~EQ~,~, n > n,, given E > 0, there is a 6 >0 
(not depending on n) such that 
(2.19) 
Writing P = PI x P2 and Z, = (E~X, + I*. + c,X,) n-lJ2, we then 
conclude that given E > 0, 71 > 0, there is an n, and 6 > 0 such that 
for all n 2 n, 
Since for any (tr ,.,., tj} C S, j > 1, the j-dimensional distributions 
of ~zn(~l)Y~ -w,)~ converge to a Gaussian distribution as 4c --+ 03 
by the ordinary central limit theorem, (2.20) implies that the sequence 
(Z,) is tight. By Prohorov’s theorem each subsequence of (Z,} has 
a further subsequence which converges weakly. The finite dimensional 
distributions of such a limit measure are the limits of the corresponding 
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finite dimensional distributions of {Z,}. Therefore all such subse- 
quences converge weakly to a unique measure which is Gaussian. 
It follows that {Zn} itself converges weakly to a Gaussian measure p. 
This proves the theorem when X1 is symmetric because {XJ and 
{cnX,} are equivalent if {en} is a Rademacher sequence independent 
of F7J. 
It remains to remove the assumption of symmetry. We now use 
Lemma 2 for this purpose. Let {Xn , n 3 l> be a sequence of 
C(S)-valued independent random variables, each a copy of X. Let 
2, = (Xl + a-* + XJn-l/2. 
Note that condition (1.4) implies 
-w%(s) - -GW2) = ww) - x1m2> G P2h 4, (2.21) 
and since p is, by assumption, continuous with respect to d, 
Chebychev’s inequality shows that {Zn} satisfies (2.8). Let (X,‘, n > l> 
be an independent copy of the sequence {X, , n > l}. Applying the 
first part of the theorem (symmetric case) to {2-lj2(X, - X,‘), n > l> 
we see that (2, - 2,‘) is a tight sequence, where 2,’ = 
(X1’ + **. + X,‘) n-l/2. Therefore Lemma 2 applies to the sequence 
{Zn} and the sequence of induced measures {CL,) satisfies (1.13). The 
rest of the argument is the same as in the symmetric case since the 
finite dimensional distributions of {Zn} again converge to Gaussian 
distributions by the ordinary central limit theorem. This completes 
the proof of the theorem. 
Proof of Theorem 2. We have for all real X 
= pl E[exp(hn-l/“(X,(s) - Xk(t)))] < exp(Ah2T2(s, t)), (2.22) 
by using (1.9) at the last step. Using Chebychev’s inequality and the 
fact that (2.22) holds for -(Z,(s) - Z,(t)) as well, we have for X > 0, 
a>0 
P{I Zn(s) - Z&)1 > 2d) < 2e‘4972(s*t) . +-, 
and by taking h = a/T2(s, t), /3 = 2aA, we get 
P{I Z,(s) - Zn(t)I > /3} < 2e-B2/4Ar2(s*t), (2.23) 
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for all 6 > 0. Lemma 1 now applies with 7 = p, y(x) = 2 exp( --x2/4A) 
and noting that (2.2) is satisfied by (1.8). Therefore, given E > 0, 
7 > 0, there exists a 6 > 0 such that for all n > 1 
This together with the convergence of the finite dimensional distri- 
butions of 2, gives us the weak convergence of (2,) to a Gaussian 
measure p on C(S). This proves the theorem. 
Proof of Corollary 1. We first note that 
7(s, t) = (E[(X(s) - X(t))2]}1/2 = (2 (W(S) - ~jw)“)l’z~ (2.24) 
3=1 
which is continuous with respect to d since C ~~2 converges in C(S). 
Let 
Y = (X - xyd2, 
where X’ is an independent copy of X. Then by (1.10) Y can be 
represented by 
Y(4 w> = f 44 rli(%?) %(O, 
i-l 
where (EJ is a Rademacher sequence on (a, , ‘& , PJ, (vi} a sequence 
of independent mean 0, variance 1 random variables with 
SUP~,~ I rli(w)l < B on (Q2, iY2, p2), w = (al, w2). We take Q = 
Q, x Q, , 5 = s1 x s2, P = PI x Pz . Y satisfies the hypotheses 
of Theorem 2. Note that 
{E[(Y(s) - Y(t))2]}1/2 = T(S, t) 
which is continuous with respect to d as observed earlier. To check 
(1.9) observe that 
< E2 exp [ i 
< exp(X2B2~2(s, t)/2), 
by using the bound on 1 qj 1 and (2.24). Hence the central limit 
theorem holds for Y. One now gets the central limit theorem for X 
by using Lemma 2 as in the proof of Theorem 1. 
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The proof of Theorem 3 does not depend on the above ideas. 
Proof of Theorem 3. Let EC:. , n, j, k > 1, be independent 
Rademacher random variables defined on (a,, gr, PI), and let 
p. It,3 , n, j, k > 1, be independent Gaussian random variables with 
mean 0 and variance 1 defined on (Qn, , g2, P.J. Let Sz = Sz, x Q, , 
$J = sr x g2 , P = PI x Pz . We can take 
Let 
Yk = 2 qyp. (2.27) 
j=l 
Note that {$), j > l}, k > 1, are independent sequences of inde- 
pendent and identically distributed Gaussian random variables with 
mean 0 and variance C an2. Since C yi2 converges in C(S), for each 
t E s, 
Y&) = i %w?lk) 
j=l 
converges a.s. by Kolmogorov’s three-series theorem. Therefore 
{Yk(t), t E 5’1 is a Gaussian process with covariance function 
c %N %w BY assumption there is a Gaussian measure on C(S) 
with covariance function C; P)~(s) qi(t), hence the series in (2.27) 
converges in C(S) a.s. for each k (see [7] and [S]). The Yr, are inde- 
pendent, identically distributed, Gaussian C(S)-valued random 
variables, hence 
.zn = n-1/2( Yl + * - * + Y,) 
has the same distribution as Yr . By a well-known result of Landau 
and Shepp [6] we have E(lI Yr 11) < co, hence for any 6 > 0, all n > 1, 
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Since by continuity 
we use the dominated convergence theorem to conclude that for each n 
where 01 = Es 1 [)‘J / > 0, and 2, = ~-l/~(Xr + me* + X,). By (2.28), 
(2.29) and (2.30) we have for all n, 6 > 0, 
as 6 + 0. We already know that the finite dimensional distributions of 
2, converge to those of YI . This together with (2.31) gives weak 
convergence of 2, to the Gaussian distribution of Yr . 
3. AN EXAMPLE 






for t $ (2-j-l, 2-3 
for t = 3 * 2-+3 , 
linear in between. 
c&(t) = 2-‘lfj/2’ * (log log(j + 9))~1 &(t). 
Since the q’j have disjoint supports and 11 yj 11 -+ 0 as i + CO, it is 
clear that 
; w(t) 
converges uniformly in t a.s. However, if .$j are independent Gaussian 
with mean 0 and variance 1, we have 
P(t5 > (2 logj)l12 i.o.} = 1. 
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Hence C f&t) cannot converge uniformly in t as. There is thus no 
Gaussian measure on C[O, I] with covariance = C vj(s) rpj(t) and the 
central limit theorem for 




We are indebted to R. M. Dudley for helpful discussions relating 
to the proof of the following lemma. 
LEMMA. Let (2, , n > l> be a sequence of C(S)-valued random 
variables on (Q, 5, P). Supp ose there is a probability measure ,LL on C(S) 
and the jnite dimensional distributions of (Zn} converge to those of p. 
Also assume that 
WKJ) = 0, fe C(S)*, n Z 1, (4.1) 
and that the sequence (2,) is stochastically continuous uniformly in n, 
i.e. given E > 0, 7 > 0, s, t E S, there exists 8 > 0 such that d(s, t) < 6 
implies 
Let pm and v, denote, respectively, the measures induced by Z, and -Z, 
on C(S). Then the tightness of the sequence {tag * v,] implies the weak 
convergence of {pn} to p. 
Proof. By Theorem 2.2 in Parthasarathy [ll, p. 591, the tightness 
of (p, * VJ implies that there exists a sequence {h,} C C(S) such that 
the measures induced by {Zn - h,} form a tight sequence. By 
Prohorov’s theorem each subsequence contains a weakly convergent 
subsequence. Let {Zntk) - h,(,,) be a subsequence for which the 
induced measures converge weakly to v. Since the finite dimensional 
distributions of {Zntk)) and {Z n(k) - h,(,,} converge respectively to 
those of p and v, it follows that hntk) (t) converges for each t E S. Denote 
this limit by h(t). S ince t.~, v are both on C(S) and their finite dimen- 
sional distributions differ by the centering h(t) at time t, h E C(S). 
Therefore {Znck) - hntk) + h} converges weakly on C(S) to p. We 
will show that [I hntk) 7 h 11 --t 0, which implies that {Zn(~)) converges 
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weakly to CL. This would then show that every subsequence of {Z,} 
has a further subsequence which converges weakly to CL, and the proof 
would be complete. For convenience of notation, we assume that 
{Zn - h,) converges weakly to p and then show that 11 h, [j --f 0. If not, 
then there exist 01 > 0, t,(,) E 5’ such that 
bdkdbdk)) 3 01. (4.3) 
Since S is compact {t,(,)} has a limit point s,, . Let (sic} be a subsequence 
of {tn(k)} such that (use assumption (2.9)) 
and 
sup P[I .G(s,) - z&,)I > 2-y < 2-“, 
&l 
where a A b = min(a, b). Let T = {s,, s1 , s2 ,... }. Let 8, 
then by (4.4) and (4.5), 
P[ sup 1 Z,(u) - Z,(v)l > 2-“+I] 
&.dS61, 
U,VET 




It follows that given E > 0, 7 > 0, there exists a 6 > 0 (independent 
of a) such that for all n > 1 
Hence the sequence (2,) is tight on C(T), and since the finite dimen- 
sional distributions converge to those of p, (2,) converges weakly to t.~ 
in C(T). On the other hand, (2, - hn} converges weakly to TV in C(T). 
Since h,(s,) converges to zero and d(sk , s,,) -+ 0, we get a contradiction 
of (4.3), because there is a y > 0 such that for all 1z 
and 
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but by (4.3) and the fact that limn+oo h,(s) = 0 for each s E S, there 
exists n(K) such that 
Since these conclusions are incompatible, the lemma is proved. 
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