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We introduce different strategies to enhance photon generation in a cavity within the Rabi model
in the ultrastrong coupling regime. We show that a bang-bang strategy allows to enhance the
effect of up to one order of magnitude with respect to simply driving the system in resonance for a
fixed time. Moreover, up to about another order of magnitude can be gained exploiting quantum
optimal control strategies. Finally, we show that such optimized protocols are robust with respect
to systematic errors and noise, paving the way to future experimental implementations of such
strategies.
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I. INTRODUCTION
High-speed manipulation of quantum systems is key in
quantum information processing: Quantum gates should
operate on a time scale much smaller than the decoher-
ence time, to allow efficient error correction and fault-
tolerant architectures [1–3]. Similarly, the transmission
rate is a fundamental characteristic to assess the effi-
ciency and the feasibility of real-world application of
quantum cryptography [4–6]. Circuit quantum electro-
dynamics [7, 8] might play a prominent role to speed up
quantum protocols, since it allows to address the ultra-
strong coupling regime [9–13] of light-matter interaction,
where the coupling strength λ becomes comparable to,
or even exceeds the resonator frequency ω. This regime
has also interesting properties on its own, such as the
emergence of a strongly correlated light-matter ground
state [12, 13].
A related problem is the detection of the dynamical
Casimir effect (DCE), namely the generation of photons
from the vacuum due to time-dependent boundary con-
ditions or, more generally, as a consequence of the nona-
diabatic change of some parameters of a system [14–17].
Indeed, a rapid variation of the matter-field coupling is
needed to implement ultrafast quantum gates, and there-
fore the DCE appears as a fundamental limit to the im-
plementation of high-speed quantum gates [18] and more
generally to the development of ultrafast quantum tech-
nologies. First experimental demonstrations of the DCE
have been reported in superconducting circuit quantum
electrodynamics [19, 20]. However, it is of great interest
to have the ability to either enhance or counteract [18]
this effect: On the one hand, it improves our capability of
investigating fundamental effects in nature, and, on the
other hand, it enables us to push the limits of quantum
information processing.
Here, we present three different strategies to amplify
and thus improve the visibility of the DCE in a para-
metrically driven system via precisely tailored timing of
the matter-field interaction. In detail, we consider on-off
resonance sweeping of a parametrically driven qubit cou-
pled to a single mode of the electromagnetic field. We
model the qubit-field interaction by the Rabi Hamilto-
nian [21], with a time-dependent modulation of the qubit
frequency. We use and compare two strategies to opti-
mize the visibility of the DCE: a multi step heuristic
method employing bang-bang switches of the qubit fre-
quency from the off-resonance regime to the resonance
regime and back out of resonance, and optimal control
theory which has been proven to be able to successfully
control circuit quantum electrodynamics processes [2, 22–
28]. In particular, we employ the dressed chopped ran-
dom basis algorithm (dCRAB) which has been already
applied successfully to various theoretical and experimen-
tal atomic and condensed matter control problems to
meet various control goals, including state-transfer, gate
synthesis, observable control, and fast quantum phase
transition crossing [29–35]. For the problem studied here,
the control function is the time-dependent modulation of
the qubit frequency and the figure of merit is the expec-
tation value of the number of photons that are generated
in the cavity by parametric amplification of the DCE:
This amounts to finding an optimal setup for the detec-
tion of the DCE. The results obtained from the dCRAB
algorithm are compared to the bang-bang strategy and
it is shown that dCRAB could identify pulses yielding up
to about one order of magnitude more photons than the
bang-bang strategy and up to two orders of magnitude
more photons than an unoptimized protocol, which is a
single sweep of the qubit to resonance.
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2The manuscript is organized as follows: First, we in-
troduce the dynamical system model in Sec. II. In Sec. III
we describe the three control strategies employed to en-
hance the DCE, discuss the results and give an outlook
towards their experimental implementation also investi-
gating their robustness against some possible experimen-
tal imperfections. We conclude our work in Sec. IV.
II. THE MODEL
Hereafter, we describe the interaction between a single
qubit and a single mode of the quantized field by means of
the Rabi Hamiltonian [21], with a time-dependent mod-
ulation:
H(t) = H0(t) +HI ,
H0(t) = −1
2
[ωq0 + Φ˙(t)]σz + ω
(
a†a+
1
2
)
,
HI = λσ+ (a
† + a) + λ?σ− (a† + a),
(1)
where the reduced Planck’s constant is set to ~ = 1,
ωq0 being the reference frequency for the qubit, σi (i =
x, y, z) are the Pauli matrices, written in the {|g〉, |e〉} ba-
sis; σ± = 12 (σx ∓ iσy) are the raising and lowering oper-
ators for the qubit (so that σ+ = |e〉〈g| and σ− = |g〉〈e|):
σ+|g〉 = |e〉, σ+|e〉 = 0, σ−|g〉 = 0, σ−|e〉 = |g〉. The
operators a† and a for the field create and annihilate a
photon: a†|n〉 = √n+ 1|n + 1〉, a|n〉 = √n|n − 1〉, |n〉
being the Fock state with n photons. For the sake of
simplicity, we consider a real coupling strength, λ ∈ R.
The real function Φ˙(t) is the control field which allows to
manipulate the system: the qubit frequency is modulated
via ωq(t) = ωq0 + Φ˙(t). Notice that we used the nota-
tion with the first derivative because, as it will become
apparent in the next paragraph, the relevant quantity is
the accumulated phase, i.e. Φ(t).
The Rotating Wave Approximation (RWA) (valid for
λ → 0) is obtained neglecting the term σ+a†, which si-
multaneously excites the qubit and creates a photon, and
σ−a, which de-excites the qubit and annihilates a photon.
In this limit, the Hamiltonian (1) reduces to the Jaynes-
Cummings Hamiltonian [21] with a time-dependent mod-
ulation. In the RWA the swapping time needed to trans-
fer an excitation from the qubit to the field or vice versa
(|e〉|0〉 ↔ |g〉|1〉) is τs = pi/2λ, and no DCE is possible
since the total number of excitations in the system is
conserved.
In the interaction picture, we first consider the unitary
operator
U(t) = T exp
[
−i
∫ t
0
dτ H0(τ)
]
= T exp
{
i
2
[ωq0t+ Φ(t)]σz − iωt
(
a†a+
1
2
)}
,
(2)
where T is the time-ordering operator and Φ(t) =∫ t
0
dτ Φ˙(τ) the accumulated phase. The time-dependent
Hamiltonian in the interaction picture then reads
H˜I(t) = U
†(t)HIU(t)
= λ (aσ− exp{−i[(2ω −∆0) t+ Φ(t)]}
+aσ+ exp{i[−∆0 t+ Φ(t)]}
+a†σ− exp{−i [−∆0 t+ Φ(t)]}
+a†σ+ exp{i [(2ω −∆0) t+ Φ(t)]}
)
,
(3)
where we have defined the reference detuning ∆0 = ω −
ωq0. The standard Rabi model is recovered for the time-
independent Hamiltonian, Φ(t) = 0, and the Jaynes-
Cummings model if we further neglect the counter-
rotating terms at frequency 2ω. From now on we will
omit tildes and always refer to the interaction picture.
If we expand, in the interaction picture, the qubit-field
state at time t as |Ψ(t)〉 = ∑l=g,e∑∞n=0 Cl,n(t)|l, n〉, we
obtain the equations that govern the evolution of the co-
efficients Cl,n(t):
i C˙g,n(t) = Ωne
−i [−∆0 t+Φ(t)] Ce,n−1(t)
+Ωn+1e
−i [(2ω−∆0) t+Φ(t)] Ce,n+1(t),
i C˙e,n(t) = Ωn+1e
i [−∆0 t+Φ(t)] Cg,n+1(t)
+Ωne
i [(2ω−∆0) t+Φ(t)] Cg,n−1(t).
(4)
Here Ωn = λ
√
n are the Rabi frequencies, with n =
0, 1, 2, ... (the terms Cl,m and C˙l,m must be set to zero
when m < 0). In numerical simulations we will set the
reference detuning ∆0 = 0 to ensure that the off reso-
nance condition |ω − ωq|  λ holds in the ultrastrong
coupling regime [9].
III. RESULTS
We consider the time evolution of the qubit-oscillator
system for an overall time interval T . An initial and a
final time interval τ , corresponding to off-resonance evo-
lutions with detuning |ω−ωq(t)|  λ, are excluded from
manipulation to determine the figure of merit. Conse-
quently, on-off resonance sweeps (governed by a time-
dependent pulse ωq(t)) are possible during the inter-
mediate time span τp = T − 2τ . Initially both the
field and the qubit are prepared in their ground state
|Ψ(t = 0)〉 = |g, 0〉, so that within the RWA there is
no generation of photons at all times (〈n〉 = 0 ∀t). On
the other hand, when the terms beyond the RWA are
taken into account, only a very weak photon generation
is possible in the off-resonance regime, while a significant
photon emergence is possible if the resonance condition
is approached nonadiabatically. To quantify the strength
of this manifestation of the DCE effect, we consider the
figure of merit
f = n¯f − n¯i, (5)
where n¯f/i =
∫ 〈n(t)〉dt is the time-average of the mean
photon number 〈n〉 over the initial (i) and final (f) off-
resonance time intervals of duration τ each. Hereafter,
3we set the off-resonance condition to ωq = 4ω; the ex-
act numerical value has, however, a very minor influence
only.
A. On-off protocol
We begin by studying the efficiency of a straightfor-
ward protocol, namely a sudden switch to resonance
ωq = ω at time τ , followed by another instantaneous
quench to the off-resonance condition at time T−τ . That
is, the system is kept on resonance for a total time τp.
Typical examples of time evolutions of the instan-
taneous average number of generated photons 〈n〉 are
shown in Fig. 1 (top), in the ultra-strong coupling regime,
for λ = 0.80 (solid line) and λ = 0.83 (dashed line): it is
clearly visible that the number of photons remains quite
small in the initial off-resonance regime (t < τ), while 〈n〉
grows rapidly after switching to the resonance condition
(at time t = τ = 4τs). It can be clearly seen that at reso-
nance 〈n〉 does not grow indefinitely, but oscillates due to
coherent generation (dynamical Casimir effect) and de-
struction of photons (anti-dynamical Casimir effect [36]).
Finally, after the switch to the off-resonance regime (at
time t = T − τ = 16τs), the average photon number
keeps on oscillating around its value at t = T − τ with
smaller amplitude oscillations compared to the ones on
resonance. In Fig. 1 (bottom) the results of this protocol
are summarized, reporting the value of the figure of merit
f given by Eq. (5) versus λ. Note that this protocols re-
veals a strong sensitivity with respect to variations of
the system parameters, especially in the regime λ & 0.6
where a non negligible number of photons in the cavity
are generated. Indeed, a slight change of the coupling
strength λ induces a strong variation of the mean num-
ber of photons: For instance, in the cases reported in
Fig. 1 (top) we obtain f ≈ 0.37 for λ = 0.80 whereas
f ≈ 0.016 for λ = 0.83. Such a strong sensitivity sug-
gests that accurate control of the system parameters is
needed for reliable implementation of quantum protocols
in the ultrastrong coupling regime.
B. Optimized strategies
In order to amplify and improve the visibility of the
DCE, more sophisticated pulses with multiple on-off res-
onance sweeps are required. Hereafter we will implement
and compare two methods, a bang-bang strategy [37] and
optimal control using dCRAB [38, 39].
For the bang-bang strategy, the qubit is placed in-out
resonance with instantaneous sweeps. The main idea of
this strategy is pretty straightforward: the duration of
the on-resonance intervals (ωq = ω) is determined by
the time needed to reach the first maximum in the num-
ber of photons, while the detuned intervals (ωq = 4ω)
last for a fixed time τO  τp since gain in f is mainly
seen on resoncance. This strategy already provides an
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FIG. 1: Results for the on-off protocol. Top: Dynamical
evolution of the mean number of photons 〈n〉 at
interaction strength λ = 0.80 (solid green line) and
λ = 0.83 (dashed green line). Bottom: Figure of merit f
as a function of the coupling strength λ. For both
figures, the initial and final off-resonance periods, as
indicated by the vertical black lines, are set to τ = 4τs.
improvement with respect to the on-off protocol (data
not shown), however we are going one step further and
employ a more sophisticated strategy, which makes use
of multiple iterations steps, to obtain best possible on-
resonance time interval lengths (for details see Appendix
A).
The second approach to target the objective f is by
means of the dCRAB optimal control technique [38].
The two main ingredients of dCRAB are an expansion of
the control functions over a randomized truncated basis,
and iterative re-initialization of local searches allowing
the algorithm to escape from false traps [38, 39]: The
basis functions, which define the subspace subject to
search, are updated at each re-initialization step and the
new emerging search directions are explored by means
of gradient-free minimization algorithms.
Two representative results for coupling strengths λ =
0.17 (λ = 0.83) are presented in Fig. 2a,c (Fig. 2b,d) com-
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a) λ =0.17 - bang-bang
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FIG. 2: Expected photon number 〈n〉 versus time for bang-bang strategy (left, blue solid lines) and dCRAB (right,
red solid lines) for coupling strengths λ = 0.17 (a,c) and λ = 0.83 (b,d). On the secondary y-axis, the control pulses
(dashed lines, colors respectively) are displayed. Note that there is an initial and final time interval equally out of
resonance for both strategies, used to compute the figure of merit f (see Eq. (5)).
paring the dCRAB solution to the outcome of the bang-
bang strategy: the expectation values of the photon num-
ber are reported along with the generating control pulses
ωq(t)/ω. From these exemplary cases, the working prin-
ciple of the bang-bang strategy is clearly revealed: Once
the photon number peaks to a new maximum, the qubit
frequency is driven out of resonance to let the system
settle for some pre-defined time until it is switched back
on resonance (see, e.g., Fig. 2b). On the contrary, for
the dCRAB solution the interplay between 〈n〉 and the
control input is no longer apparent. However, it can be
seen that, after some time, the number of photons gener-
ated via the dCRAB pulse always exceeds the bang-bang
photons number (this is true for all cases tested). No-
tice that the non-negativity condition (ωq(t) ≥ 0) for the
pulses is imposed at all times, preventing a swap in the
computational basis of the qubit.
The results for different coupling strengths λ are sum-
marized in Fig. 3, where the protocol’s performances
are clearly visible. Overall, in the ultrastrong coupling
regime the improvement from the dCRAB optimizations
over the bang-bang strategy is of up to one order of mag-
nitude; compared to the unoptimized single on-off res-
onance protocol, the optimal solutions yield up to two
orders of magnitudes more photons. We also tested the
regime with coupling λ  1: For λ = 0.03, dCRAB
leads to a figure of merit f ≈ 12, whereas the other two
strategies perform very poorly (f well below 0.2). Quite
interestingly, the dCRAB strategy shows that amplifica-
tion of the DCE with a significant photon production is
also possible for λ 1, at the price of a longer duration
of the protocol, T = 20τs ∝ 1/λ.
Finally, we point out that the optimal pulses identi-
fied here are expected to work equally well in a (reason-
able) noisy environment, due to their intrinsic robustness
against small variations, as it has been already theoret-
ically and experimentally showed in many different sce-
narios [28, 40–44]. Moreover, if closed loop optimal con-
trol is employed, the optimization incorporates unknown
and unpredictable drifts into the pulse design as well as
makes the pulses robust against statistical disturbances
(noise on the pulses and the figure of merit) [33, 41, 43].
Indeed, we could confirm the robustness of the optimal
strategies by numerical simulations of the system evolu-
tion steered by the optimized dCRAB pulse (from Fig.
3d) and additionally affected by either systematic or sta-
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FIG. 3: Created photon number f versus coupling
strength λ after application of three different control
strategies: dCRAB optimization (red circles),
bang-bang strategy (blue squares) and unoptimized on/
off resonance sweeps (green diamonds). Note that the
dCRAB optimized solutions improve significantly
compared to the other two strategies and hence pave
the way towards optimal amplification of the DCE.
tistical errors. In the former case, we assume the presence
of a systematic error in the coupling strength compared
to one specific coupling strength that was used in the
optimization. For the analysis shown in Fig. 4 (top), we
choose λ = 0.83 as the reference strength for the opti-
mization and show the outcome f for different values of
λ ∈ (0.80, 0.86). We can conclude that for the tested
range, the figure of merit f still remains reasonably good
(more than 2/3 of the optimized f), and anyway much
bigger than what could be obtained with the other strate-
gies. Moreover, notice that the region of this particu-
lar coupling strength is highly sensitive in terms of pho-
ton generation as we could see for the on-off protocol in
Fig. 1: For instance, going from λ = 0.80 to λ = 0.83,
means a drop in f by a factor of more than 20 for the
unoptimized protocol.
Finally, we analyze the scenario where the optimal
pulse ωq(t) is affected by random noise ξ(t) uniformly
distributed in the interval [−δω, δω]. In Fig. 4 (bot-
tom), we can see that the figure of merit f (averaged
over 100 noise realizations) is very stable in the range
δω/ω = [0, 0.4] and was fitted to scale as f(δω) =
(9.62 ± 0.00494) − (0.174 ± 0.0633) · δω2. The correla-
tion time of the noise was set to be τc = 0.03T , however
we checked over about three orders of magnitude that
it does have an almost negligible effect only (data not
shown).
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FIG. 4: Figure of merit for the dCRAB pulse computed
for the unperturbed λ = 0.83 case, when the system is
exposed either to a systematic (top) or statistical
(bottom) errors. In the former case, the actual value of
λ set for the propagation ranges in (0.80, 0.86). In the
latter, the qubit frequency ωq(t) is affected by random
noise uniformly distributed in the interval [−δω, δω],
with correlation time τc ≈ 0.03 T . That is, ξ(t) is reset
every time interval τc. Error bars denote statistical
errors for 100 realizations of noise per point, while the
red straight line shows the outcome from a quadratic fit.
IV. CONCLUSIONS
We have applied different optimization strategies to a
driven Rabi model Hamiltonian in the ultrastrong cou-
pling regime. In particular, we have optimized the num-
ber of photons generated by the dynamical Casimir effect,
in order to enhance its visibility in view of possible future
experimental verifications. The huge amplification of the
DCE given by the dCRAB optimization is quantified by
an enhancement of the generated photons of up to about
an order of magnitude with respect to a reference bang-
bang strategy and of up to about two orders of magnitude
with respect to the unoptimized on-off strategy.
The optimization performed in this paper is a valid
proof of concept. Moreover, the parameters used in
6our simulations are within reach for present technology,
where coupling strengths even exceeding the resonator
frequency have been recently reported [12, 13]. Addition-
ally, in circuit quantum electrodynamics experiments the
populations of Fock and coherent states were measured
by means of the Fourier transform of the time-dependent
polarization signal of a probe qubit interacting with the
field [45]; extensions of this method [46] would allow not
only the detection of the number of photons but also the
reconstruction of the exotic field states generated by the
DCE [47]. More realistic models would need a detailed
treatment of decoherence sources and experimental im-
perfections, e.g. in driving the matter-field coupling or
measuring the final state of the system. Hence, given
that our results have been obtained for an idealized sce-
nario, they are an estimate of the upper bound of the
strength of the DCE in the driven Rabi model. How-
ever, as we have shown that optimal solutions are robust
with respect to noise sources and systematic errors, we
are optimistic about the possible experimental verifica-
tion of the presented results in the future.
Finally, the same approach can be used to prepare and
investigate different states and phenomena in the ultra-
strong coupling regime, as for example, targeting a given
Fock state of the field or generating squeezed field states.
We acknowledge support from the EU via the RYSQ
project and from the DFG via the SFB/TRR21 and from
BMBF via the project Q.Com. S.M. gratefully acknowl-
edges the support of the DFG via a Heisenberg fellowship.
Appendix A: Optimized Bang-bang strategy
We build optimized pulses employing bang-bang
switches from an off resonance regime, where ωq = 4ω,
to the resonance regime ωq = ω and back out of reso-
nance after some fixed time τO. The pulses have a total
duration of T = 20 · τs, however we reserve an initial and
final τ where the pulse is kept constant to compute n¯f/i
to determine the figure of merit f in Eq. (5).
To optimize the pulses the system is firstly evolved
according to an initial single bang-bang pulse ω
(0)
q,ref
(dashed line in Fig. 5 a)), which is iteratively improved
according to the following procedure:
1): Evaluate the time evolution for the pulse ω
(i)
q,ref and
locate the first local maximum of photon number
〈nM(t(i)M )〉 after the last switch to resonance in the
current pulse.
2): Generate a new pulse ω
(i+1)
q,ref based on ω
(i)
q,ref by
switching out of resonance at t
(i)
M (point in time
of first occurring maximum in considered time in-
terval). Remain out of resonance for some ini-
tially specified time τO. Finally, at t
(i)
M + τO, the
pulse reverts back to resonance for the remaining
t ∈ (t(i)M + τO, T − τ).
3): At t = T − τ switch back off-resonance to allow for
the computation of the figure of merit f .
4): Iterate steps 1) - 3) and stop when t
(i)
M > T − τ .
In Fig. 5 we show a typical result of the first iteration
of this strategy: It can be clearly seen that after going
on resonance the photon number rapidly increase and
stabilities to an higher value. The introduction of an non
negligible off-resonance time period τO leads to generally
better results by letting the system equilibrate to the new
conditions.
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FIG. 5: Working principle of the bang-bang strategy shown for an initial pulse (a) and the first iteration of the
algorithm (b), for λ = 0.5 and τO/τs = 1.5. During the time on resonance of the pulse (dashed line in a)) 〈n〉 (t)
oscillates around an average value (solid line in a)). Upon switching back out of resonance at the maximum of the
first oscillation (the corresponding pulse is the dashed line in b)), the values of 〈n〉 remains almost frozen around
this maximum (solid line in b)). Reverting back to the resonance regime leads to the oscillatory behavior of 〈n〉.
The initial fast increase after each switch on resonance results in the overall population increase of the cavity.
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