Abstract. We study the application of a library of orthonormal bases to the reduction of correlated Gaussian noise. A joint condition on the library and the noise covariance is derived which ensures that simple thresholding in an adaptively chosen basis yields an estimation error within a logarithmic factor of the ideal risk. In the model example of a wavelet packet library and stationary noise the condition can be translated into a reverse H older inequality on the power spectrum.
Introduction
Consider signals given as vectors in R N , and assume that a nite library L of orthonormal bases is available. The total collection of w 2 B, B 2 L de Let a clean signal s be corrupted by additive noise z so that we observe y = s + z: The goal is to estimate s given y by thresholding the coe cients of the expansion of y in one of the bases from L. While s is considered deterministic and not modeled, we will assume that z is a Gaussian random vector with zero mean. We will at least assume that all the diagonal variances 2 w = Efhz; wi 2 g; w 2 D; are known. This is a reasonable model for example for speech processing purposes where the noise characteristics can be estimated during speech pauses, BV] , WR], H a]. Adaptive basis denoising has been applied to music also , BCG] .
The investigations here are of theoretical nature. We obtain inequalities with absolute constants which make performance predictions e ective only for high signal to noise ratios. On the other hand, the inequalities hold with large probability for all signals s 2 R N . Large constants are to be expected for such worst case results. The main result of this paper is Theorem 5.1 which is an oracle inequality generalizing that of of Donoho and Johnstone DJ2] for the white noise case. As shown here by Example 5.3, allowing correlation in general leads to serious problems for the simple coordinatewise thresholding scheme. However, the degree of failure can be controlled quantitatively by a joint condition (5.1) on the library and the noise covariance. This condition measures to which extent dictionary vectors of individual low variance can combine in directions of high noise variance.
In adaptive basis denoising schemes the choice of basis depends on the outcome of the noise through the observation y whereas the oracle navigates with knowledge of the clean signal s. The oracle inequality gives an upper bound on the damage caused by suboptimal basis choices. To obtain noise reduction, we further need to know that there is a basis where the noise is well separated from the signal. For white noise and a xed wavelet basis this is closely connected to the smoothness in the L p -sense of the asymptotic version of s, D2] , D1]. These results rely on two facts:
For white noise, good separation of signal and noise is closely linked to the sparsity of the representation of the signal. Sparsity of a series of wavelet coe cients is controlled by the Besov smoothness of the signal.
Both features are lost when we consider correlated noise and libraries of bases of time-frequency atoms such as wavelet packets. For a best basis scheme to be worthwhile, it is essential that we expect much better separation between signal and noise in adaptively chosen bases from the library than in a xed basis. Oracle inequalities do not deal with this part of the chain. For performance examples of speci c libraries and signals, as well as more application oriented designs of thresholding and basis choice strategies, we refer to KS] , KTMD] , CRM].
In Section 2, we review the elements of hard thresholding for estimation and introduce our preferred brand of oracle inequality. Some basic inequalities and properties of Gaussian vectors are collected in Section 3. This material is an adaption to the present setting of the techniques from DJ2]. Before entering the problems due to observation dependent choice of basis, we review the xed basis case in Section 4 where a coordinatewise analysis easily gives the desired inequality. The main result is stated and its optimality is discussed in Section 5. Its proof is given in Section 6.
The purpose of the last two Sections 7{8 is to study the abstract joint condition (5.1) of Theorem 5.1 in situations modeling stationary noise and wavelet packet libraries. A reverse H older inequality on the power spectrum of the noise process results. The size of the constant of this inequality measures the \spikiness" of the spectrum, and the worst case is the single frequency noise studied in Example 7.2. Actually, we rst study a Walsh model in Section 7, assuming the noise is decorrelated by the Walsh transform. Then we turn to circularly stationary Gaussian processes and libraries of periodic wavelet packets in Section 8. For Shannon type wavelet packets with perfect frequency separation, a reverse H older inequality on the power spectrum su ces. Next, we assume that the noise is a moving average process of order L and consider Haar-Walsh wavelet packets. We show that the constant of the oracle inequality grows with L, which is consistent with the prediction of a reverse H older inequality on the power spectrum. We do not know at this point whether a more general result holds for wavelet packets de ned from short lters.
Let us mention that the methods of this paper fail in the case of stationary noise and local trigonometric bases CM], CW], since N dictionary vectors all nominally belonging to a rather narrow frequency band can easily be linearly independent. Also, as in DJ2], the constant of the oracle inequality grows with log M, where M is the total number of dictionary vectors. Therefore it is essential that M is not too much larger than N. For the library of orthonormal rational functions considered in BVW], we can typically have M = 2 N , so the general methods derived in this paper are not directly applicable to this library.
On the other hand Theorem 5.1 can easily be applied in a dual sense to derive results for libraries of locally supported waveforms when the noise is uncorrelated but spatially nonuniform.
Hard thresholding
We restrict our class of estimators here to coordinate subspace projections in an orthogonal basis from the library L. Such a projection P is described by the chosen basis B(P) 2 L and the kept coordinates herein B 0 (P) B(P). More (2.5) holds with C and of the order log M. In our results, the probability will be larger than 1 ? O(1=M). This would imply that with a large probability, the empirical algorithm achieves an estimation error within a logarithmic factor of the ideal risk. Such a result generalizes the oracle inequality of DJ2] for Gaussian white noise.
Note that unlike the white noise case we could have H o (s) = 0 even for s 6 = 0, if there is a basis which o ers perfect separation between signal and noise. In that case the result of (2.5) is quite striking. It is possible that oracle inequalities with a right hand side such as C( 2 max + H o (s)) would have been easier to prove but we insist here on the speci c form (2.5). The main ingredients needed to achieve mean value versions of oracle inequalities are described in D3], and optimal results for the white noise case can be found in J].
Basic inequalities
In this section we develop some tools needed in order to extend the techniques of DJ2] to the present situation. An important di erence with the white noise case is that good separation between signal and noise is not necessarily related to sparsity of the signal.
Given a projection P 2 P L , the expected kept noise energy is R(P) = EfkPzk 2 g = X w2B 0 (P) hz; wi 2 2t log M X w2B 0 (P ) 2 w 2t log M R(P ):
In the proof of the oracle inequality (2.5), the main tool is Lemma 3.4 below, which is a variation over the theme of Lemma 3 in DJ2]. It permits us to bound the term hP s ? Ps; zi in Proposition 3.2.
For each projection P 2 P L we let K(P) denote the number of chosen coordinates,
We also de ne for a vector v 2 R N , kvk 2 = Efhv; zi 2 g:
Lemma 3. Next we observe that the number of di erent projections P with K(P) = k is at most
and the desired result follows by summing over all P in (3.6). which is minimal for = + p .
For the general case, we rescale by w , choose = 4 log N, and sum the squares of all coordinates using (3.3). The result is the following inequality, which is a simple modi cation of Theorem 4 from DJ1]. 
Main result
The following theorem is our main result. It o ers a su cient joint condition on the noise covariance and the dictionary structure in order for the empirical Algorithm 2.2 to perform well relative to an oracle. In this section we discuss its general application and optimality. The proof is given in Section 6. Applications to wavelet packet libraries are discussed in Sections 7-8. The condition (5.1) measures to which extent dictionary vectors of individual low variance can combine in directions of high noise variance. It is instrumental only in the choice of basis of the empirical estimate P y, and it is of no importance for the xed basis case of Theorem 4.1. For instance, consider the extremely correlated noise z = X P B 0 w in the xed basis B 0 , where X 2 N(0; 1). Testing the linear combination P B 0 w in (5.1) forces C N. Hence the constant C is not to be used as a diagnostic for a given noise/library pair. On the other hand, the following example illustrates by an essentially two-dimensional case that the condition (5.1) cannot be omitted from Theorem 5. For the ideal risk (2.4) we nd that H o (s) = 0; due to the perfect separation between signal and noise in basis B. Theorem 5.1 implies that the estimate P y of Algorithm 2.2 will achieve P y = s with large probability if = 3 10 + (6 + 48C ) log M. Here M = N + 2 and C = 1 + ?2 . Thus the threshold level and the oracle inequality constant both increase to in nity as ! 0 . We will show below that if 1 1 + ?2 then it holds with probability at least 1 8 that kP y ? sk 2 2 :
(5.2) Small < 1 are excluded already because of the case s = 0, so we conclude that the growth of threshold level with C is necessary. Note that the constant C in the oracle inequality cannot be smaller than . (This can be seen here from the example s = p w 2 where P y = 0 in the event ?2 < X < 0 for all 1. Thus kP y ? sk 2 = ksk 2 = 2 = H o (s) holds with probability at least Prf?2 < X < The main idea of the proof is to split R N into subspaces where the noise is near Observe that (6.1) has at most N nonzero terms since there are at most N nonzero spaces among the pairwise orthogonal S j .
For each dictionary vector w we de ne 1 j (w) = ( 1; if 2 w > 2 ?j 2 max ; 0; otherwise.
To each projection P 2 P L , we can then assign the number
We postpone the proof of the following result, which is a consequence of Lemma 3.4. It remains to prove (6.2). Given an integer j 0 and a projection P 2 P L , we de ne T j (P) 2 P L by T j (P)x = X w2B 0 (P) 1 j (w)hx; wiw for all x 2 R N . It is easy to check the following two facts, Q j P = Q j T j (P); (6.4) K(T j (P)) = K j (P):
(6.5) It follows from Lemma 3.4 with Q j z in place of z, v = P o s, and a = 4 log M that the event hT j (P )s ? P o s; Q j zi > kQ j (T j (P )s ? P o s)k q (4 + 2K(T j (P ))) log M (6.6) has probability at most e=(M 2 p 8 log M). By using (6.4) and (6.5) we see that In a sense the RH 1 -constant controls the complexity or \spikiness" of an RH 1 -function. For example, polynomials are in the class RH 1 with a constant depending only on the degree of the polynomial. This is a consequence of the classical Markov inequality, see L] and JW].
In the nite setting here, we always have (7.3) with C = N, simply because the maximum is dominated by the sum. The purpose of the example below is to show that the worst case for (7.3), which is when C = N is the best possible constant, implies a corresponding failure of the oracle inequality. In conclusion, the use of the extremely well-structured Walsh atom library does not in itself make the noise reduction scheme more robust. The reverse H older condition is really necessary.
Example 7.2. Let the clean signal s be equal to the rst vector of the canonical basis of R N , and let the noise be z = N ?1=2 W 0 X where X 2 N(0; 1).
In time-frequency terms we are considering a unit pulse s with an additive DCdisturbance z. If the choice for noise reduction is between thresholding in the time domain or a highpass ltering realized by subtracting the mean, is it easy to check that highpass ltering gives the best result exactly when the energy of DCdisturbance is larger than that of the pulse. Here we are in the opposite situation so direct thresholding is best. Although the Walsh library o ers many more choices we shall see that Algorithm 2.2 makes the wrong choice with probability greater than which is obtained by choosing jI 0 j = 1. For the empirical cost, we get in case X 2 < , X w2B minf 2 w ; hy; wi 2 g = 1 N min X 2 + ( ? X 2 ) jI 0 j N ; (X + 1) 2 ? 1 + N jI 0 j ; which attains a strict minimum at either jI 0 j = 1 or jI 0 j = N. If ? p < X < ? 1 2 , then X 2 + ( ? X 2 )=N > (X + 1) 2 holds and the minimum will be for jI 0 j = N.
For all 1 this implies that on the event ?1 < X < ? 1 2 , which has probability greater than 1 7 , Algorithm 2.2 will select a basis B containing W 0 . All the other vectors w 2 B have 2 w = 0 and as hy; W 0 i 2 = (X + 1) 2 =N < =N the algorithm results in the estimate P y = y ? hy; W 0 iW 0 with error kP y ? sk 2 = 1 N = NH o (s): In other words, the quantitative failure of the oracle inequality is proportional to the failure of the reverse H older inequality.
Periodic wavelet packets and circularly stationary noise
The noise (7.1) serves as a Walsh model of colored noise, but it is somewhat arti cial. In this section we will instead assume that z is circularly stationary, and consider libraries of periodic wavelet packets. Our aim is to test whether a reverse H older condition on the power spectrum can still be used as a su cient condition for a good oracle inequality as in the Walsh model. We will see that this follows easily in the case of band-limited (Shannon) wavelet packets. For compactly supported wavelet packets we will limit ourselves to the study of a moving average process and the Haar-Walsh library. Whereas the Shannon wavelet packets of the previous example have rather poor time localization, we saw in Section 7 that a Walsh wavelet packet w (l) is supported on 2 j = N=j j points.
In general, lters h 0 and h 1 with L nonzero taps give rise to discrete periodic basic wavelet packets w which are supported on 1 + (L ? 1)(N=j j ? 1) points.
A real valued zero-mean circularly stationary Gaussian process z(l) will be our model of colored noise, as considered in JS] . This is simply a stationary process on Z N . Then Efz(k)z(k + l)g is independent of k and equals the auto-covariance function r(l). The power spectrum b r( ) is even and nonnegative.
Extending (3.5), we can de ne the bilinear form on R N , hx; yi = Efhx; zihz; yig; and since kxk 2 = j j ?1 P j j?1 =0 jC( )j 2 we immediately get that kxk 2 kb r k 1 kxk 2 . Furthermore, if kb r k 1 = b r ( 0 ), then kxk 2 = kb r k 1 kxk 2 if we choose C( ) = 1 for j j = j 0 j and C( ) = 0 for other 2 f?N=2; : : : ; N=2g. The proof of (8.7) can now be completed by combining (8.9) with (8.8) for K = j + j j j=2.
For compactly supported wavelet packets, matters become more complicated. They do not o er the perfect separation in frequency which is an important ingredient of the proof of Proposition 8.4 above.
Let us note that if b r( ) = Q(2 =N) where Q(!) is a trigonometric polynomial of degree L, then the classical Bernstein inequality L] implies (8.8) with C proportional to L. So in this special case we wish to prove that (5.1) is satis ed with C proportional to L. That this holds in the case of a Haar-Walsh library is the result of the following proposition. The method of proof is quite di erent from the Shannon case since Walsh functions o er poor frequency separation. Instead, we rely on nite dimensional versions of methods due to Herv e, He] , who studied the iterative ltering of a stationary process. The proposition now follows easily from the following crucial estimate kP xk 2 2kP xk 2 ; 2 S; (8.14) which will be proven in a moment. Assuming (8.14), we nd by combination of Lemma 8.3 and (8.13 
