Abstract. In the paper an experiment is de- 
Introduction
In many experimental studies, when the measured data represents two paired samples, the regression function has been used to describe the model relating both types of variables. In such approach one dependent variable is described as a function of a set of independent variables, and relatively often the linear regression model proved to be sufficient. In particular, in medical studies such approach was efficient and resulted in numerous practical formulas. However, in some investigations the dependent variable is not numerical but takes only two values representing two states of assumed feature of a patient, like suffering from considered disease or not. Simultaneously, the independent variable is numerical, like time of exposure to studied agent or amount of a dose of administered medicine. To describe the relevant dependence the logistic regression turned out to be a useful tool [1, 2, 3, 4] .
In spite of the fact that logistic regression is mentioned in most of the handbooks on medical or biomedical statistics [5, 6, 7, 10] , along with instruction about interpretation of the obtained results, some features seem to be not emphasized in relevant detail which might lead to some mistakes in understanding of the resulting values. One of the encountered problems is that the logistic function used in such technique is the same as one of the most classical activation function used in neural networks [8, 9] . Some students and even researchers who use logistic regression as a tool consider it an alternative computing technique to obtain results the same as with use of neural network.
Random comparative tests with medical data indicated either very good similarity of results or strong discrepancies. Therefore, the study investigating possible similarities and differences between results received from logistic regression and neural network reduced here to a single neuron seemed to be tempting and created motivation for the described experiment. Somewhat similar study to that described in this paper was performed in [4] , where the set of input values obtained from 686 patients was subsampled to verify the convergence and accuracy of obtained results when the size of a sample was considerable reduced to just few examples per feature value (0 or 1 for binomial variable). One of the most important concluding remarks was that N = 10 per feature value should be considered the lower limit for the acceptable results obtained from logistic regression. This value has been referenced in later studies [2, 3, 5] . While designing the computational experiment the mentioned above limit was also considered as a feature that should be verified. The presented study is based on twelve sets each consisting of over 65 thousand of pseudo-randomly generated samples, with assumed statistical features defining the optimum results of the regression. Then for each sample the logistic regression technique and neural methodology were used to solve the regression task. Finally, estimating statistical formulas were suggested as a third method, which competitively compared with the previously mentioned techniques.
Logistic regression analysis

Initial assumptions and introductory description
Quite often, the logistic regression approach is multidimensional, however, in this work the one-dimensional case is discussed to avoid the problem of data interferences. Let us denote the considered feature, also named the dependent variable or output variable, as y, then let us recall that here y takes only values 1 or 0. Another limitation, introduced in this study to reduce the variety of parameters, is that we consider only the basic case, when number of subjects with y = 0 is the same as of subjects with y = 1, which means that N 0 = N 1 = N . While having the numerical independent variable x the probability that the output variable takes 1 is described by the formula resembling the linear regression [5] 
which can be rewritten to the following form
The related function is the odds, which is described as
The crucial parameter resulting from the logistic regression analysis is odds ratio (OR)
describing the change in the odds when x increases by a unit. It should be emphasized, that while in general OR is a function over x, then in one particular case it is constant, and then the result of logistic regression analysis is of particular use.
The Gaussian distribution
To explain the above statement, let us introduce the probability density function (PDF) over x, f 0 (x), for all healthy subjects, which means for all subjects with y = 0. Then, the PDF for all x values related to y = 1 is f 1 (x). The OR is constant for all x when both PDFs are Gaussian and differ only by the mean value
where: µ -the mean value of the PDF and σ is the standard deviation. In the described case the OR can be obtained from (2) with formula
Based on the Gaussian PDFs the expressions for regression coefficients can be derived
and therefore the OR can be computed directly
The second parameter, typically computed as a result of logistic regression analysis, is x such that p(x) = 1/2
Neural approach
For the described study the sigmoidal activation function of a neuron has been selected as having identical form as the expression for p(x) in (2).
y(x) = 1 1 + e −w0−w1x (11) The approximation function,ỹ(x), replaces p(x), and of (7), (8), (9) and (10) The basic goal of this study was to compare the performance of neural network, reduced here to a single neuron, with the classical logistic regression efficiency. However, as the set of expressions (7), (8), (9), (10) was derived to provide the reference values, the concept of using the formulas but with use of the PDF parameters estimated from the sample, instead of the assumed values, was created. Therefore, after having compared the results from neural network and logistic regression, the third approach, exploiting direct formulas, was also included in compar- 
Results
For each sample the corresponding coefficients b 0 and b 1 were computed from logistic regression algorithm, then neural weights w 0 and w 1 were obtained, and, finally, the coefficients b 0 and b 1 were assessed from the estimation formulas (7), (8), (9) and (10) . Then, the computed coefficients were used to find x 1/2 and OR for each sample.
Initially, the coefficients being result of logistic regression basic algorithm (LR) and neural network approach (NN) were compared. The graphs in Fig. 2 and Formulas (7) and (8) For OR, the accuracy of all three techniques grows with σ, and for σ=20, when the PDFs are the closest, the results are the most accurate.
For x 1/2 , the topmost quality of the assessment was obtained for the medium value of σ=10, however the overall accuracy for this parameter is considerably lower, than for OR. Because of the limit indicated in [4] , particular attention was paid to the case when N = 10, and the detailed results are presented in Tab After having obtained the results that have been described so far, some study was performed to find out the possible reasons of the observed sensitivity to σ. As the main source of outliers and large differences between results obtained with various techniques the lack of overlapping data has been identified. In Fig. 10 an example of such case is presented, when the NN technique tends to just separate both sets of data, and similarly, however not so radically, performs LR. The example of similar results obtained from all three techniques is presented in Fig. 11 . The logistic regression task is a rather challenging problem. In the presented study several simplifying assumptions were applied, and similar study, but with more degrees of freedom could be performed for multidimensional independent variable, especially with some crosscorrelation between its elements. Moreover, the number of x values assigned to 0 or 1 may be not equal, which should affect the obtained results, and especially the estimation formulas.
