Motivation: Large-scale conformational changes in proteins are implicated in many important biological functions. These structural transitions can often be rationalized in terms of relative movements of rigid domains. There is a need for objective and automated methods that identify rigid domains in sets of protein structures showing alternative conformational states.
Introduction
The function of many biomolecular machines involves internal structural dynamics. Under physiological conditions, multiple conformational states are typically explored, some of which might facilitate structural transitions that are relevant for the biomolecule's function. There is a hierarchy of conformational changes in proteins, ranging from smaller internal adaptations to large-scale global rearrangements of entire domains (Henzler-Wildman et al., 2007) . Large-scale conformational changes are often implicated in interactions with other molecules. Therefore, to gain a deeper understanding of many cellular processes, it is crucial to detect and rationalize these structural transitions.
Many large-scale conformational changes in proteins can be described as rigid-body movements (Gerstein et al., 1994) . Several computational methods for detecting rigid domains in protein structures have been proposed. DynDom (Hayward et al., 1997; Hayward and Berendsen, 1998 ) is a method for automated segmentation into rigid domains based on an analysis of pairs of alternative structures. A 3D version of the original 1D version has been developed (Poornam et al., 2009) . A database with automated as well as user-curated segmentations provides a rich resource for studying conformational changes in proteins (Lee et al., 2003) . MolMovDB also provides a large collection of conformational changes and morphs between alternative conformational states (Flores et al., 2006) . Spectrus (Ponzoni et al., 2015) is a recent method for detecting rigid domains, and has been shown to be highly efficient and accurate in challenging analyses involving large assemblies.
Most existing methods for finding rigid domains rely on an analysis of the difference distance matrix or the matrix of distance fluctuations observed in alternative protein structures (e.g. (Abyzov et al., 2010) or (Ponzoni et al., 2015) ). A shortcoming of these methods is that they often lack a statistical framework for parameter inference, which makes it difficult, if not impossible to assess parameter uncertainties or to compare alternative models quantitatively. Moreover, most methods depend on algorithmic parameters, whose impact is not always intuitively clear, and for which it is difficult to find parameter settings that work for a diverse range of structures.
Here we introduce a probabilistic model to detect rigid domains in protein structures showing multiple conformational states. The model explicitly implements the notion that movements in protein structures can be rationalized in terms of rigid-body motions. We develop an efficient Markov chain Monte Carlo algorithm to estimate the model parameters within a Bayesian framework (Jaynes, 2003) . The algorithm estimates the three-dimensional structures of the rigid domains as well as their location. For a particular choice of the prior probability over the segmentation variables, we obtain a Gaussian mixture model for protein ensembles (Hirsch and Habeck, 2008 ). We also demonstrate that our sampling algorithm can be used to detect the number of rigid domains in a data-driven fashion, circumventing the need to choose the number of rigid domains beforehand. We test our algorithm by running it in an automated mode on more than 3000 entries from the DynDom database and observe high agreement for most examples. Finally, we present an in-depth analysis of various examples of conformational changes in large biomolecular assemblies.
Methods
We assume that we are given M experimental protein structures represented by N atom positions X mn . The N Â 3 matrix X m stores all atom positions that are used for the detection of rigid domains. Typically, we use Ca positions to represent a structure, in which case N equals the size of the protein.
Gaussian mixture model for the detection of rigid motions in biomolecules
Our goal is to find K rigid domains (1 K N) into which the structures can be decomposed. The segmentation of the structures into rigid domains is encoded as a binary N Â K matrix Z 2 f0; 1g NÂK satisfying X k Z nk ¼ 1, i.e. the nth position can be assigned to exactly one domain k only, indicated by Z nk ¼ 1. Alternatively we can represent the segmentation using an integervalued N-dimensional vector z 2 f1; . . . ; Kg N , where z n indicates the index of the domain to which the nth position has been assigned (i.e. Z nzn ¼ 1). The structure of each of the K rigid domains is represented by a N Â 3 matrix Y k . We assume that the structure ensemble X is generated by rigid transformations of the domains
Rigid transformations involve a global rotation and translation of the domain. The transformed domains are patched together to build the full structure X m (see Fig. 1 ). That is, the rotation matrix R mk and the translation vector t mk map positions of the kth domain Y k onto the mth structure X m whenever z n ¼ k.
Model (1) holds only approximately. We account for deviations due to experimental errors or shortcomings of the model by assuming a Gaussian error model, where each domain has its own error parameter r k :
where N ðl; r 2 Þ indicates three-dimensional spherical Gaussian distribution centered at l with a standard deviation r. The complete likelihood of the entire structure ensemble is pðXjY; R; t; r;
where we introduced
and denote sets of parameters of the same kind collectively by
Bayesian inference allows us to incorporate prior information about meaningful segmentations. The simplest assumption is that z n are independent variables that follow a categorical distribution with event probabilities w k 2 ½0; 1; X k w k ¼ 1. That is, Nw k is the size of the kth rigid domain. For this, prior we have
where ½Á is the Iverson bracket (i.e. ½A ¼ 1 if statement A is true, ½A ¼ 0 if statement A is false). For prior (5), it is possible to sum over all possible segmentations analytically. We recover the mixture model for protein ensembles, which we proposed previously (Hirsch and Habeck, 2008) pðXjY; R; t; r; wÞ
where
The assumption of independent segmentation variables is not realistic for protein structures, for which, we expect that rigid domains span multiple successive positions. Prior (5) ignores the fact that the atom positions come in a meaningful order, and would equally apply to structure ensembles in which the atom positions were scrambled. The information about the order of atom positions can be encoded in an alternative prior over the segmentation labels z n pðz nþ1 jz n ; wÞ
Prior (7) imposes sequential correlations between successive segmentation variables: With probability w 2 ½0; 1 , the assignment of the next position is identical to the label of the current position. Conformational changes in Adenylate kinase (AdK) can be described as the rigid movement of three domains (for details see Section 3.1): Y 1 (NMP), Y 2 (LID) and Y 3 (CORE) highlighted in blue, green and red, respectively. Structural regions shown in white correspond to positions that are not part of the rigid domain. The experimental structures X 1 (PDB code 4ake(A)) and X 2 (PDB code 1ake(B)) show the open and the closed state of AdK. These structures can be generated by rigidly transforming the domains Y k by applying a rotation matrix R mk and adding a translation vector t mk With probability 1 À w , the label of the next position is randomly chosen among the K -1 alternative labels.
Gibbs sampler for probabilistic segmentation into rigid domains
To find meaningful segmentations of the structure ensemble, we have to estimate all unknown model parameters h ¼ ðY; R; t; r; wÞ where w denotes a probability vector in case of prior (5) and a scalar in case of prior (7). Parameter estimation can be achieved by Markov chain Monte Carlo techniques (Neal, 1993) .
We use a Gibbs sampler (Geman and Geman, 1984) for parameter estimation. In case of prior (5), the Gibbs sampler can be viewed as a stochastic version of the previously published expectation maximization algorithm [12] . To facilitate the use of a Gibbs sampler, we choose conjugate prior probabilities for the unknown parameters h. The translation parameters t mk and the positions of the rigid domains Y kn follow three-dimensional spherical Gaussians:
We do not estimate the hyperparameters l t ; r t ; l Y ; r Y but fix them to reasonable values:
The choices for l t and l Y are plausible because the structures have been centered. The choices for r could be refined by using, for example, the radius of gyration, but our tests showed that the results are not sensitive to the exact choice. The prior distribution of the rotation matrices is uniform over SO(3) (Habeck, 2009 ). The inverse variances (precisions) of the rigid domains are assumed to follow a Gamma distribution:
where Gða; bÞ indicates a Gamma distribution with shape parameter a > 0 and scale b > 0. Again, we fix the hyperparameters a r ¼ b r ¼ 1=10, i.e. the expected diversity of the kth domain is r k % 1 a priori. The Gibbs sampler cycles over groups of parameters that are updated conjointly, while the other parameters are kept fixed. To implement the Gibbs sampler, we have to work out the conditional posterior distributions. The translations follow Gaussian distributions
The conformations of the rigid domains are sampled from Gaussian distributions
The rotation matrices follow a matrix von Mises-Fisher distribution and are sampled using the algorithm from the following equation (Habeck, 2009 ):
Sampling of the noise levels r k is achieved by simulating a Gamma distribution
To update the segmentation parameters z n , we first collect the contributions from the data and introduce the (unnormalized) likelihood factors contributing to the probability of atom n being assigned to the kth domain
The conditional posterior of the assignment variables depends on the choice of the prior. For the first prior (Eq. (5)) with independent segmentation variables, we have
For the second prior (Eq. (7)) with sequential coupling between the segmentation variables, we have
where the probabilities
. In case of prior (5), w are the component weights of the mixture model (6). We assume a conjugate Dirichlet prior with a single concentration parameter a, and set a ¼ 1=K if not stated otherwise. The conditional posterior probability follows a Dirichlet distribution:
For the second prior (7), w, the probability that two successive atoms belong to the same rigid domain, is a scalar. We assume a Beta prior, Bða; 1 À aÞ, with parameters chosen such that hwi ¼ a is close to one, reflecting the fact that in protein structures, we typically have, only few rigid domains stretching over large segments. We let a ¼ 0:95 in our tests based on the second prior. The conditional posterior distribution is again a Beta distribution:
where Q ¼ X n>1 ½z n ¼ z nÀ1 is the number of times successive positions that are assigned to the same rigid segment.
Initialization of the Gibbs sampler
Similar to expectation maximization, the Gibbs sampler is only guaranteed to converge locally. Therefore, its success depends strongly on the initial values for the model parameters. We initialize the model parameters as follows. We compute the average Gram matrix, X m X m X T m =M, across all members of the ensemble and use a metric embedding algorithm [7] to compute an initial estimate of Y k based on the first three eigenvectors with largest eigenvalues.
The initial segmentation for given K is found by using spectral clustering (Uw et al., 2001; Von Luxburg, 2007) . To obtain an atom-by-atom similarity matrix that can be used for spectral clustering, we transform the matrix of distance fluctuations by using an exponential transform similar to (Ponzoni et al., 2015) .
An overview of the Gibbs sampler is presented in Algorithm 1.
Comparison of segmentations
There are two major difficulties that complicate the comparison of alternative segmentations. First, the segmentation labels can switch without changing the structure of the segmentation. Second, two segmentations can involve a different number of rigid domains. Our first approach to compare two segmentations z and z 0 based on K and K 0 rigid domains first aims to establish a correspondence between the segmentation labels by using a linear assignment algorithm.
To do so, we compute a K Â K 0 matrix of overlaps between the labels
We then run the Hungarian method (Kuhn, 1955) on the cost matrix ÀO kk 0 to find a list of corresponding segmentation labels ðk; k 0 Þ that maximize the overlap of both segmentations. The average overlap of both segmentations is
where oðz; z 0 Þ 2 ½0; 1.
A simple alternative to the linear assignment approach is to compare alternative segmentations by using a label forgetting representation based on a binary N Â N matrix B(z) (Adametz and Roth, 2011; McCullagh and Yang, 2008) 
It is possible to recover the segmentation from B by calculating the connected components of the undirected graph whose adjacency matrix is B. If z and z 0 encode two segmentations (possibly obtained for a different number of components K and K 0 ), we use the following metric to assess their dissimilarity: (20) where N is the number of atom positions (the length of the protein in case of Ca atoms). Segmentation error (20) 
Practical issues
We use Ca positions to represent protein conformational states but other choices would also be possible. The segmentation model has been implemented in Python and is based on numpy, scipy and the CSB library (Kalev et al., 2012) . In cases where the protein sequences are not identical due to mutations, or because atom records are missing in the PDB file, we use Clustal W (Larkin et al., 2007) to align the sequences. The analysis is then restricted to amino acids for which structural information is available for all conformational states (gap-less columns in the alignment). We typically run the Gibbs sampler (Algorithm 1) multiple times and select the simulation achieving highest posterior probability.
Results and discussion

Segmentation into rigid domains by Gibbs sampling
To illustrate our segmentation algorithm, we first analyze Adenylate kinase (AdK) for which many experimental and theoretical results about conformational changes are available. AdK catalyzes the interconversion of adenine nucleotides and is composed of three structural domains. Two smaller domains, NMP (residues 30-60) and LID (residues 115-160), are inserted into the largest domain (CORE). AdK binds ATP and AMP and converts them into two ADP molecules. The binding is facilitated by a closure of the LID and NMP binding domains. To identify the rigid domains in AdK, we use an open conformation (PDB code 4ake) and a closed structure (PDB code 1ake). We set K ¼ 3 and run the Gibbs sampler for both priors using n iter ¼ 1000. Figure 2 (A-C) shows the resulting segmentation obtained with both priors. For comparison, we also show the difference distance matrix jd The Gibbs sampler converges rapidly as indicated by the evolution of the log likelihood ( Fig. 2D and E) . Within 50 Gibbs sampling iterations, the posterior mode has been found. Based on this finding, we set n iter ¼ 500 in the remainder of the paper. Figure 2F shows the posterior histogram of the sequential coupling probability of the second prior (7). The coupling probability w scatters about an average value of 0.98.
Estimating the optimal number of rigid domains
In general, the number of rigid domains is unknown. Strategies to estimate the optimal number of domains in a data-driven fashion such as the Bayesian information criterion (BIC) (Schwarz, 1978) or cross-validation (Stone, 1974 ) are difficult to apply in our context. Require: Ensemble of M protein structures X m of length N, the number of Gibbs sampling iterations n iter Initialize z; Y; R; t; r, and w for i ¼ 1; . . . ; n iter do Sample R given z, Y, t, w, r using Eq. (12) Sample Y given z, R, t, w, r using Eq. (11) Sample r given z, Y, R, t, w using Eq. (13) Sample w given z, Y, R, t, r using Eq. (16) or (17) Sample z given Y, R, t, w, r using Eq. (14) of (15) Sample t given z, Y, R, w, r using Eq. (10) end for return z; Y; R; t; r; w BIC assumes that the model parameters are independent, which is certainly not true for our segmentation model. Moreover, BIC is based on an approximation that is only valid if the number of data is much larger than the number of model parameters. This assumption is also violated in our application.
Cross-validation assumes that the data can be partitioned into more or less independent sets of data points that can then serve as training data and test data. This is not easily possible for protein structures, which show strong correlations between atomic positions. Figure 3A shows the results of 10-fold cross-validation for AdK. Both training and test error are almost indistinguishable and continue to decay as we increase the number of domains. Although the largest improvement in the test error is for K ¼ 3, it is not clear how to choose the optimal K based on a cross-validation analysis.
Many statistical methods for choosing the number of clusters have been proposed. The gap statistic (Tibshirani et al., 2001) for example, estimates the number of clusters based on within-cluster dispersion. The silhouette score (Rousseeuw, 1987) compares the distances between each cluster member and intra-cluster distances. Practical tests show that both methods work poorly for our model. Figure 3B shows the average silhouette score as a function of K. We observe a small preference for the correct number of rigid domains. However, K ¼ 2 scores almost equally high, whereas K ¼ 4 is preferred less. Inspection of the AdK structures and of the different distance matrix (Fig. 2C) shows that rather the opposite behavior would be desirable.
Bayesian inference provides a natural and powerful framework for model comparison (Jaynes, 2003; MacKay, 2003) . Model selection is based on marginal likelihoods or model evidences. For the rigid domain detection problem, the relevant marginal likelihood is pðXjKÞ, i.e. the probability of the experimental protein ensemble assuming K rigid domains obtained by summing and integrating over all segmentation and model parameters. Unfortunately, it is highly challenging to compute pðXjKÞ. One possibility is to use advanced sampling algorithms such as annealed importance sampling (Neal, 2001) or parallel tempering (Geyer, 1991; Swendsen and Wang, 1986) to estimate pðXjKÞ. But the choice of the temperature schedule is highly non-trivial for mixture models. Moreover, even if we could find a good schedule, running parallel tempering simulations on an entire database of protein conformational changes is not practical. Nonetheless, we have estimated pðXjKÞ for K ranging between 1 and 5 for AdK using five parallel tempering simulations (Fig. 3C) . These simulations are time consuming and involve several rounds of optimizing the temperature schedule until good swapping rates are obtained. The evidence clearly prefers K ¼ 3, consistent with the segmentation found in the literature.
A more efficient way of selecting the optimal number of domains is the 'overfitting' approach by van Havre et al. (2015) . The idea is to work with a large number of components K, preferably much larger than the actual number of components that the data require, and to control the complexity of the model by the hyperparameter a, the concentration parameter of the component weights w k . For large a, we enforce that all domains have more or less the same length N/ K, because we know from Eq. (16) that
As we let a ! 0, the weights are allowed to deviate from the average value 1=K. For small a, the model will start to switch off unused components by letting w k ! 0.
van Havre et al. (2015) propose to use 'prior parallel tempering' (PPT) with a serving as a temperature-like parameter. Here, we explored the use of PPT for segmenting AdK using a model with a maximum of K ¼ 10 rigid domains. The concentration parameter a varies between a ¼ 10 4 and a ¼ 10 À2 . Figure 3D shows the results of PPT. At small a, the model only populates three domains, consistent with the literature. For larger a, it populates up to seven domains. Therefore, PPT seems to be capable of estimating the optimal number of rigid domains without the need to evaluate marginal likelihoods. However, since PPT still requires substantial computational resources, we will now investigate a shortcut to achieve automated segmentations of similar quality.
Gibbs sampling detects the optimal number of rigid domains
Instead of using PPT with annealing of the prior distribution over the component weights, we found that simply running a Gibbs sampler with a large number of rigid domains achieves a similar effect of populating only a small fraction of all K domains. Let us illustrate this again for Adenylate kinase. We set K ¼ 10 and run the Gibbs sampler for both choices of the prior probability. Figure 4A and B shows that with both priors, Eqs (5) and (7), the Gibbs sampler converges to the correct segmentation. Let us contrast the performance of the Gibbs samplers with the result obtained by expectation maximization (Hirsch and Habeck, 2008) . Expectation maximization fails to find a parsimonious segmentation (Fig. 4C) . The Gibbs samplers can switch off domains by not populating them (N k ¼ 0), whereas expectation maximization tends to use almost all domains resulting in a scattered segmentation.
The evolution of the segmentation error is shown in Figure 4D . Both Gibbs samplers achieve a similar segmentation accuracy compared with the reference found in the literature, whereas the segmentation found by expectation maximization is considerably worse.
Large-scale benchmark
To assess the quality of our probabilistic segmentation algorithms in a systematic way, we ran both Gibbs samplers on more than 3000 examples from the DynDom database (Hayward et al., 1997) . Each entry comprises a pair of protein structures showing a varying degree of conformational heterogeneity. The entries were downloaded and processed automatically using a Python script. For each entry, we ran 500 iterations of Gibbs sampling based on the prior probability (5) and (7) and a maximum of 10 components (K ¼ 10). Before starting the Gibbs samplers, the structures were centered and superimposed onto their average structure. The last 50 segmentations generated with the Gibbs sampler were used to assess the quality of the segmentation in terms of the overlap (18) and the segmentation error (20) . Figure 5 shows histograms of the segmentation overlap and of the segmentation error averaged over the last 50 segmentations sampled with the Gibbs samplers. We observe a good agreement between the DynDom segmentation and the Bayesian segmentation for most cases. The median segmentation overlap is 90% and 87% for both priors (Eqs (5) and (7)), respectively. The median segmentation errors are 0.13 and 0.15 for both priors. Expectation maximization, in comparison, achieves a significantly lower segmentation accuracy with 43% median overlap and 0.39 median segmentation error. The second prior performs slightly worse than the first prior, which might be due to sequential couplings that are too strong in some cases, as it was already indicated by the tests on AdK.
There are a few cases where we observe a large disagreement between the segmentation found by DynDom and our rigid domain decomposition. Some of these discrepancies can be explained by the fact that DynDom tends to prefer a rather small number of rigid domains even for large protein structures. For example, the worst overlap between the segmentation based on the first prior (5) and DynDom is achieved for Apo RB69 DNA Polymerase (PDB codes 1ih7(A) and 1ig9(A)). DynDom finds three rigid domains for this pair of structures, whereas our Gibbs sampler selects a segmentation based on six or seven rigid domains, consistent with the Spectrus analysis. A similar case is multidrug transporter AcrB (PDB codes 4dx7(A), 4dx7(B)) showing the largest disagreement between the DynDom analysis and the Gibbs sampler using the second prior. DynDom finds only two rigid domains, whereas the Gibbs sampler prefers seven or eight domains, which is again supported by Spectrus.
Applications to large-scale structural transitions
Finally, we evaluate our algorithm on proteins of variable size, ranging from small proteins to large assemblies. Figure 6 and Table 1 summarize the segmentation analysis for each example. Pyruvate phosphate dikinase (PPDK) is a large enzyme that is composed of four domains and contains two remotely located reaction centers (Lim et al., 2007) . We applied our Gibbs samplers to two structures of PPDK and compared the results to the annotation found in the literature (Lim et al., 2007) as well as to the segmentation found by DynDom and Spectrus. The Spectrus score peaks at K ¼ 3, which is very similar to our segmentations. DynDom identifies only two rigid domains and fails to identify the additional domains. Our second large-scale example is T7 RNA polymerase (T7 RNAP), which is involved in the initiation and elongation of RNA transcripts. The segmentation estimated by the Gibbs samplers is consistent with the annotation in the literature (Theis et al., 2004) and the DynDom analysis. Spectrus identifies only two domains in the T7 RNAP structures. Our third example of a large assembly is the chaperonin GroEL, which provides a suitable environment for protein folding and prevents aggregation. For this example, all methods agree quite well.
We also analyzed two medium-sized proteins. For Aspartate aminotransferase (AST), again all methods highly agree with each other. Alcohol dehydrogenase (AhD) is an enzyme that decomposes alcohol into the aldehyde. This chemical action is performed by interactions between the catalytic domain of one subunit and the coenzyme-binding domain. Our Gibbs samplers detect two large domains in AhD, whose location is similar to the DynDom segmentation. The Spectrus clustering score peaks at K ¼ 3 for the AhD structures, introducing one additional domain in comparison with our and DynDom's result. Spectrus' segmentation at K ¼ 2 scores less well, but is more consistent with the segmentation found by DynDom and the Gibbs samplers. 
