Discrepant analysis is a widely used technique for estimating the performance parameters of a laboratory test. In discrepant analysis, each specimen is initially tested with the candidate test and a comparison method, and when the results of the two tests disagree, a confirmatory test is used to resolve the discrepancy. Discrepant analysis usually produces biased estimates. This report quantifies this bias and shows that it is usually positive, leading to overestimation of the performance parameters of a laboratory test. The direction and magnitude of the bias are predictably influenced by the analytical sensitivity and specificity of the candidate test, comparison method, and confirmatory test. The proportion of abnormal specimens tested also affects the magnitude of the bias, particularly the estimates of analytical sensitivity and positive predictive value when this proportion is low. Alternative approaches are suggested.
Usually, three tests are done on specimens with discrepant results: a candidate test, comparison method, and confirmatory test. Specimens with discrepant results may, however, also be retested with more than one confirmatory test. Sequential testing may continue with two or more confirmatory tests until discrepancies are resolved, by agreement, with only one agreement needing to occur between the candidate test result and any confirmatory test to declare resolution of the discrepancy [1] [2] [3] [4] . In cases where sequential testing is done, no additional tests are run after concordance is reached.
A specimen subjected to DA can be classified correctly in two ways and classified incorrectly in two ways. A specimen can be correctly classified if both the candidate test and the comparison method correctly classify the specimen, or there is initial disagreement between the candidate test and comparison method that is correctly resolved by the confirmatory test. Similarly, a specimen can be misclassified if both the candidate test and the comparison method misclassify the specimen, or there is initial disagreement between the candidate test and comparison method that is incorrectly resolved by the confirmatory test. In all cases, misclassification occurs whenever two testing errors occur.
Since the mid-1980s, DA has increasingly been used to estimate test parameters, particularly in infectious disease testing for organisms such as Chlamydia trachomatis, Helicobacter pylori, and Mycobacteria tuberculosis. Increased use of DA has paralleled the evolution of molecular diagnostic techniques, which are often used as confirmatory adjuncts to the traditionally used, but less sensitive, comparison method testing by organism culture.
The fundamental flaw is that DA uses circular reasoning. The purpose of DA is to estimate the ability of a test to classify a specimen as normal or abnormal, but DA also uses the same test results to actually classify the specimen as normal or abnormal. This circular reasoning leads to misclassification bias and, hence, yields biased estimates [5] .
A simple example illustrates the potential magnitude of the bias in estimates computed with use of DA. Suppose that the candidate test and the comparison method are independent fair coin flips, with the result being called abnormal if heads occurs and normal if tails occurs, and let the confirmatory test be an independent perfect test. Assume that one-half of the specimens are actually abnormal. The results of this simple example and their associated probabilities are listed in Table 1 . Obviously, the true analytical sensitivity of this coin flip test is 50%, but the expected DA estimate of the sensitivity is:
Pr{Candidate test result is ϩ |Classification of the specimen is ϩ } ϭ 0.375 0.5 ϭ 0.75
Thus, the expected DA estimate for sensitivity is 75%, well above the true value of 50%. A hypothetical example serves as a useful introduction to DA. Consider 100 abnormal and 200 normal specimens tested with a candidate test and a comparison method. Assume that the candidate test has 80% analytical sensitivity and 70% analytical specificity, whereas the comparison method has 95% analytical sensitivity and 80% analytical specificity. The true status of the specimens and expected test results are shown in Table 2, but because the  true status of the samples would not be known, the 2 ϫ 2  table of expected test results would distribute as shown in  Table 3 .
If the discrepancies in results for the 300 samples are resolved by using an independent perfect test, then the expected DA estimates for analytical sensitivity and specificity are, respectively: The true sensitivity, specificity, PPV, and NPV of a laboratory test are probabilities and thus are parameters. These parametric values should not be confused with the estimates for these parameters, which are statistical values. When DA is used to estimate sensitivity, for example, a statistic is computed. This statistic is not an unbiased estimate for the true sensitivity. Nonetheless, it is still an unbiased estimate for its expected value. The difference between the expected value of the DA estimate and the true sensitivity is the expected bias of the DA estimate. In this report, we undertake to examine more fully the direction and magnitude of the expected biases in the estimates of analytical sensitivity, specificity, PPV, and NPV computed with DA by investigating how these biases are affected by the true sensitivities and specificities of all of the tests used in the DA process, along with the true proportion of abnormal specimens tested.
Materials and Methods
Let R ϭ the proportion of abnormal specimens among the specimens tested (the prevalence rate) Table 4 lists all possible combinations of true specimen status, candidate test result, comparison method result, confirmatory test result, estimated specimen status, and the probability of occurrence for each combination when DA is used and all test results are independent. The outcomes that lead to misclassification of a specimen have been emphasized.
The expected values of the DA estimates for the performance parameters are given below: Analytical sensitivity:
Analytical specificity: Table 5 lists the test result frequencies. Notice that DA divides cell frequencies b and c in the traditional 2 ϫ 2 contingency table of results (corresponding to disagreement between the candidate test and comparison method) into component parts that depend on the results of confirmatory testing. When discrepancies are resolved, the b1 component is shifted into the true positive (a) cell and c2 is shifted into the true negative (d) cell, leading to the estimates given below: 
Results
The magnitude and direction of the bias that DA imparts on the estimates for analytical sensitivity and specificity can best be shown graphically by fixing the prevalence rate and the performance parameters of the comparison method and confirmatory test while allowing the true analytical sensitivity and analytical specificity of the candidate test to vary. Figure 1 , left, displays the biases of these estimates when the prevalence rate is 25%; the comparison method has analytical sensitivity and specificity of 90%, and the confirmatory test has analytical sensitivity and specificity of 95%. Thus, if DA were used in this situation with a candidate test that actually has 70% analytical sensitivity and 80% analytical specificity, Fig. 1 , left, shows that the expected biases are ϳ5% for analytical sensitivity and 2% for analytical specificity, yielding expected estimates of ϳ75% for analytical sensitivity and 82% for analytical specificity. For this scenario, the percent bias in the DA estimates for PPV and NPV is given by Eq. 1: % bias ϭ 14.5% Ϫ 0.15 (true PPV% or NPV%)
Thus, the candidate test described here that has a true PPV of 54% and a true NPV of 89% would have DA estimates with an expected bias of ϳ6% for PPV and 1% for NPV, yielding expected estimates of ϳ60% for PPV and 90% for NPV. As Fig. 1 , left, and Eq. 1 suggest, DA can be expected to yield inflated estimates of the performance parameters for most true values of the analytical sensitivity and specificity. For this example, the analytical sensitivity of the candidate test must exceed ϳ90%, and the analytical specificity must exceed ϳ98% before DA tends to yield analytical sensitivity and specificity estimates that are negatively biased. Also, as Eq. 1 shows, for the given situation, DA will tend to overestimate the PPV and NPV whenever their true values are less than ϳ97%. Figure 1 , right, displays the biases in the DA estimates of analytical sensitivity and specificity when the sensitivities and specificities of the comparison method and confirmatory test are the same as in Fig. 1 , left, but the prevalence rate decreases from 25% to 10%. The biases in the DA estimates of PPV and NPV are unaffected by the prevalence rate. As Fig. 1 demonstrates, even in those limited situations where DA can be expected to produce negatively biased estimates, the amount of the underestimation is usually small. The maximum negative bias occurs when the candidate test is a perfect test, a situation in which it is highly unlikely that DA would be applied because the estimated candidate test parameters are acceptably high. Table 6 shows the effect the prevalence rate has on the DA estimates of the performance parameters. Notice how variable the DA estimate of analytical sensitivity is when the prevalence rate is low. When the prevalence rate is 1% and the candidate test is a perfect test (100% sensitive and Fig. 1 . Biases of the DA estimates of analytical sensitivity and specificity.
Left panel: prevalence rate of 25%, comparison method analytical sensitivity and specificity of 90%, and confirmatory test analytical sensitivity and specificity of 95%. Right panel: prevalence rate of 10%, comparison method analytical sensitivity and specificity of 90%, and confirmatory test analytical sensitivity and specificity of 95%. Solid lines indicate sensitivity bias; dashed lines indicate specificity bias.
specific), the DA estimate of analytical sensitivity is only 66.8%, whereas, paradoxically, when the candidate test is only 70% sensitive and specific, the expected DA estimate is 89.2%. When the prevalence rate is low and the candidate test is not highly sensitive and specific, the true PPV of the candidate test is quite low, but the DA estimate tends to overestimate the true value by a large amount. For example, when the prevalence rate is 1% and the true analytical sensitivity and specificity of the candidate test are 90%, then the true PPV is ϳ8.3%, but the expected DA estimate is 21.6%, over 2.5 times the true value. As the true analytical sensitivity and specificity decrease, the relative bias of the DA PPV estimate increases. Using DA could actually result in an inferior candidate test supplanting a better test. Consider the following scenario: test T is new and is being proposed as a screening test for a disease with a prevalence rate of 1%. The test currently used for this purpose (test U) has 90% analytical sensitivity and 97% analytical specificity, yielding a PPV of 23.3%. The most specific test available (test V) is known to have an analytical specificity of 99% but is only 80% sensitive (PPV ϭ 44.7%) and either too costly or time consuming to use as a screening test. Suppose that the analytical sensitivity of test T is greater than that of test V but less than that of test U, say, 85%. Then test T would have to have an analytical specificity Ͼ97.2% to have a higher PPV than test U. Now suppose that a sample of specimens from the population is tested with both test T and test U, with all discrepancies resolved by using test V. Then the analytical specificity of test T need only exceed 96.7% to yield an expected estimated PPV greater than that of test U. In reality, a test with 85% analytical sensitivity and 96.7% analytical specificity has a true PPV of only 20.6%. Thus, a candidate test that is less sensitive and specific, and hence has a lower PPV, than the present screening test could replace the present test because its DA-estimated PPV appears to be greater than the PPV of the currently used test.
One argument often made for using DA in the absence of a perfect test is the situation where two complementary comparison methods are available, one with high analytical sensitivity and one with high analytical specificity.
The candidate test is first tested against one of the comparison methods and then DA is applied, with the other comparison method used as a confirmatory test. For example, suppose that the candidate test is first tested against a comparison method with 100% analytical specificity but only 80% analytical sensitivity. All discrepancies are then resolved by using a second independent confirmatory test with 100% analytical sensitivity and 80% analytical specificity. If 25% of the samples are actually abnormal, then Fig. 2 shows the expected biases of the DA estimates of analytical sensitivity and specificity. For this scenario, the percentage of bias in the DA estimates for PPV and NPV is given by Eq. 2.
% bias ϭ 20% Ϫ 0.2 (true PPV% or NPV%) (2)
The estimates are not affected by the order of the testing.
Therefore, in this situation, if a candidate test has both analytical sensitivity and specificity of 78%, and hence a PPV of 54% and an NPV of 91%, then the expected DA estimates are ϳ84% for analytical sensitivity, 82% for analytical specificity, 63% for PPV, and 93% for NPV. Not only are all of the estimates positively biased, but a test that, in reality, has lower analytical sensitivity and specificity than both the comparison method and confirmatory test would probably appear to be more sensitive than the comparison method and more specific than the confirmatory test. It can be shown that when one of the comparison methods has 100% analytical sensitivity and the other has 100% analytical specificity, DA can always be expected to overestimate the performance parameters, unless the true analytical sensitivity or specificity of the candidate test is also 100%. Fig. 2 and Eq. 2 illustrate this. Often, DA is performed with only one type of discordance being resolved. For example, when culture is used as the comparison method, the culture-positive discrepancies are usually not resolved because culture is assumed to have 100% analytical specificity [1, 4, 6 -8] . In such a situation, only the culture-negative discordancies are resolved. Fig. 3 shows the biases in the analytical sensitivity and specificity estimates when the prevalence rate is 25%, the comparison method has 80% analytical sensitivity and 99% analytical specificity, and a confirmatory test that has 95% analytical sensitivity and specificity is used to resolve the comparison method negative discordancies. When only one type of discordance is resolved, the biases are no longer the same for PPV and NPV. For this scenario, the percentage of biases in the DA estimates for PPV and NPV are given by Eqs. 3 and 4.
% bias in PPV estimate ϭ 6% Ϫ 0.07 (true PPV%)
% bias in NPV estimate ϭ 20% Ϫ 0.21 (true NPV%) (4) For this example, a candidate test that actually has 85% analytical sensitivity and 90% analytical specificity, and thus has PPV of 73.9% and NPV of 94.7%, can be expected to have DA estimates of 85.4% for analytical sensitivity, 90.3% for analytical specificity, 74.6% for PPV, and 94.8% for NPV, all positively biased.
Discussion
In the absence of a perfect comparison method, the true status of a specimen can never be known, leading to potential misclassification bias [9] . In the case of DA, the same test results are being used to estimate both a specimen's true status and the ability of the test to identify that status. In addition, the status of some specimens is estimated by using the results of only two tests, whereas for other samples, more than two tests are used. The systematic and subjective nature of this testing procedure leads to differential misclassification bias, which modeling suggests almost always results in overestimation of the performance parameters of the candidate test.
Although it is true that DA often yields estimates for the performance parameters that are more accurate than just comparing the candidate test to one imperfect comparison method, this does not justify using the candidate test, the performance capabilities of which are in doubt, to help classify the specimens. It would be preferable to estimate the true status of a specimen by using all of the independent comparison methods available. When only two such comparison methods are to be used, as in basic DA, it would be better to test all of the specimens with both comparison method tests, classify only the specimens with concordant results, and discard the specimens with discordant results. Doing so would greatly reduce the misclassification bias. For the example displayed (Fig.  1, left) , when the analytical sensitivity and specificity of the candidate test each range between 50% and 100%, the bias in the DA analytical sensitivity estimate ranges between Ϫ0.1% and 5.0%. When only the comparison methods are used to classify the specimens, with discordancies discarded, the bias ranges from Ϫ0.2% to 0.0%, which is appreciably less. Over the same range of analytical sensitivities and specificities, the candidate test true PPV ranges from 25% to 100%. The bias in the DA PPV estimate ranges from Ϫ0.5% to 10.8%. In contrast, the bias in the PPV estimate computed with the method that uses only the concordant comparison method results to classify the specimens ranges from Ϫ0.6% to 0.3%, which is again appreciably less.
An example showing the expected biases and errors in the estimates of the performance parameters when each of the three estimation procedures is used is revealing. Suppose that one had available two independent comparison methods, tests A and B, along with 1000 abnormal and 3000 normal specimens to estimate the performance parameters of a candidate test that actually has 80% analytical sensitivity and 80% analytical specificity. Let test A have 90% analytical sensitivity and specificity, and let test B have 95% analytical sensitivity and specificity. Table 7 displays the expected estimates and 95% confidence intervals for each of the following three methods of classifying the specimens: method I, test B only; method Fig. 3 . The biases of the DA estimates of analytical sensitivity and specificity for a prevalence rate of 25%, comparison method analytical sensitivity of 80% and analytical specificity of 99%, and confirmatory test analytical sensitivity and analytical specificity of 95%, when only the negative discordancies of the comparison method are resolved.
Solid lines indicate sensitivity bias; dashed lines indicate specificity bias.
Clinical Chemistry 44, No. 1, 1998 II, DA; method III, tests A and B with discordancies discarded. Only two of the four 95% confidence intervals from method I and one of the four intervals from method II cover the true values, whereas all four of the intervals from method III cover the true values. Overall, the DA estimates are slightly less biased than using only test B to classify the specimens, but using method III, which avoids using the candidate test to classify the specimens, is vastly superior to DA.
Up to this point, the results and discussions have assumed that all test results are independent. The impact of DA is worsened by dependence between any of the tests used in the DA process. Dependent tests here refer to those measuring disease markers that are either analytically or physiologically similar, such that their test results tend to agree; i.e., they tend to classify and misclassify in tandem. For purposes of myocardial infarction diagnosis, total creatine kinase (CK) and CK-MB fraction are dependent. On the other hand, electrocardiographic changes would be independent of both. Suppose that the discrepancies in Table 3 are resolved by using a test that is similar to the candidate test. In particular, suppose that the confirmatory test yields positive results in tandem with the candidate test with probability p (i.e., when the candidate test result is positive, the confirmatory test result is also positive with probability p).
It follows that the expected DA estimate for the analytical sensitivity of the candidate test is:
The more the confirmatory test mirrors the candidate test, the greater the value of p and the closer the DA estimate for analytical sensitivity is to 100%, regardless of the true analytical sensitivity of the candidate test. The DA estimates remain biased even when a comparison method with 100% analytical sensitivity (or specificity) is complemented by a confirmatory test with 100% analytical specificity (or sensitivity). Even using a perfect comparison method to resolve discordancies does not eliminate this bias. Indeed, resolving discordancies with a perfect comparison method yields expected DA estimates for imperfect tests that are always too high.
When the prevalence rate is low, the bias associated with the DA estimate of PPV can be quite large. This overestimation of PPV can be especially problematic if one is considering using the candidate test as a screening test for a relatively rare disease, where even a small bias would result in a large underestimation of the expected false-positive rate.
Staquet et al. [10] showed that when unbiased estimates for the analytical sensitivity and specificity of the comparison method exist, then unbiased estimates for the analytical sensitivity and specificity of a candidate test can be easily computed. Thus, when one has unbiased estimates for the analytical sensitivity and specificity of a comparison method, it is difficult to justify the use of DA because one need not incur the increased costs of subjecting specimens with discrepant results to further testing. Other methods for estimating the performance parameters of a candidate test have been derived when unbiased estimates of comparison method test analytical sensitivity and specificity are not available [11, 12] . When technological advances result in the gradual replacement of an old "gold standard," such as culture, with a new standard such as PCR, it is tempting to resolve discordancies by using the new technology. A fairer approach would be to report two estimates of analytical performance by using old and new technologies independently, or to treat the old and new standards as comparison methods and use method III described earlier, which discards samples whose comparison method results do not agree.
We applaud all efforts to investigate discrepancies in laboratory testing; this is nothing but good science. Using the process for estimating and reporting test performance that has come to be called DA, however, should be relied upon only as a last resort; we suggest that users scrutinize estimates derived by DA very carefully. As shown here, DA consistently overestimates laboratory performance parameters. Certainly, rare occasions may arise when the use of DA might be justified, as when comparison method testing is initially performed in Third World conditions and only a few samples can be transported for confirmation. Because alternative methods exist, however, the magnitude and direction of the bias associated with DA appear to negate its use as a valid method for estimating the performance parameters of a laboratory test, a conclusion that makes its use difficult to justify for reasons such as cost reduction or convenience.
