Here we investigate the synchronization of networks of FitzHugh-Nagumo neurons coupled in scale-free, small-world and random topologies, in the presence of distributed time delays in the coupling of neurons. We explore how the synchronization transition is affected when the time delays in the interactions between pairs of interacting neurons are non-uniform. We find that the presence of distributed time-delays does not change the behavior of the synchronization transition significantly, vis-a-vis networks with constant time-delay, where the value of the constant timedelay is the mean of the distributed delays. We also notice that a normal distribution of delays gives rise to a transition at marginally lower coupling strengths, vis-a-vis uniformly distributed delays. These trends hold across classes of networks and for varying standard deviations of the delay distribution, indicating the generality of these results. So we conclude that distributed delays, which may be typically expected in real-world situations, do not have a notable effect on synchronization. This allows results obtained with constant delays to remain relevant even in the case of randomly distributed delays.
I. INTRODUCTION
The phenomenon of synchronization is one of the most important example of self-organized coordination between individual dynamical units in many realistic and man-made complex systems. This phenomenon provides insights for understanding collective dynamical behavior in many different physical and biological systems such as the flashing of fireflies, the rhythmic pacemaker cells of the heart, respiration, power grids, social phenomena [1] [2] [3] [4] [5] .
In particular, synchronization is very crucial for the transmission of information through network of coupled neurons across the nervous system. So exploring synchronization of the activity of model neuronal oscillators may assist in providing valuable insights into the understanding of the dynamics of the brain. Now, in a physical system when an information signal from one location reaches another through a transmission line, there is always a time-delay in the received signal. Namely, a time-delay in coupling arises due to inherent finite propagation signal speeds [6] [7] [8] [9] . Such time-delayed coupling in different complex networks has been studied quite extensively [10] [11] [12] [13] [14] [15] , with most of the research being focussed on the effect of constant time-delay or timevarying delay between agents [16] [17] [18] [19] [20] [21] [22] .
In this work our objective is to study the effect of randomly distributed time-delays on the synchronization process in complex networks with different connection topologies. Our central question is the following: how is the synchronization transition in a network affected when the time-delay between pairs of connected nodes in the network is not same, but rather is distributed randomly. It is also relevant to ask if the type of distribution (for instance, Gaussian vis-a-vis uniform) is significant in determining the collective behavior.
Thus our aim here is to explore the synchronization process on various network topologies with randomly distributed time-delays, and to ascertain how the emergent behavior under distributed delays is different from the behavior of the same network under constant timedelay. In particular, as a test-bed of our investigation, we consider networks of neurons, modeled by the well-known FitzHugh-Nagumo (FHN) system. In our system then, the FHN neurons are coupled in different classes of network topology, i.e. the neuronal dynamics at the nodes of the network is given by the FHN model and the adjacency matrix of the network, representing the connectivity of the neurons, ranges from random to scale-free and small-world networks. Each pair of connected neurons has an information time-delay whose value is drawn from a distribution such as a uniform or normal (Gaussian) distribution. We will demonstrate through extensive simulations below that the synchronization transition is not significantly affected by the random distribution of delays, in all classes of network topologies and types of delay distributions.
II. NETWORK OF MODEL NEURONS
We consider the FitzHugh-Nagumo model neuron [23, 24] at the nodes of the network. The FHN model provides the simplest representation of firing neuronal dynamics and has been widely used as a model for the spiking neurons [25] . The spatiotemporal evolution of a network of such model neurons, with information time-delay, is governed by the equations [26, 27] :v
where i = 1...N denotes neurons in the network of size N , v i (t) is the membrane potential of the ith neuron and w i (t) is the variation of its ion concentration. These two variables, v and w, represent the fast and the slow variables of the neuron model, with parameter being small enough to give rise to the slow temporal evolution of w i (t). Parameter K gives the coupling strength between neurons, and parameter a crucially determines the dynamics of the individual neurons.
We study three different interaction networks: (i) random network, proposed by ErdosRényi [28] ; (ii) scale-free network, proposed by Barabási-Albert [29] and (iii) small-world network, proposed by Watts-Strogatz [30] . So the dynamics at the nodes of the network is governed by FitzHugh-Nagumo equations Eq. (1), where the adjacency matrix element A ij is 1 if neuron i is connected to neurons j, and A ij = 0 otherwise. The nature of the adjacency matrix is naturally determined by the class of network being considered.
The important network parameters of the different network classes are as follows. For random networks parameter P gives the probability for link creation and determines the number of links, and thus the over-all connectivity, of the system. For small-world networks the most relevant parameter is p, the probability of rewiring each link which determines the fraction of random links in the network. For the scale-free network, an important network characteristic is the exponent λ in the power-law degree distribution.
The τ ij is the information time-delay between neuron i and neuron j. For every realization, we have different values of time-delay at each link in the network, with the values τ ij being drawn from a specified distribution, for instance the normal (Gaussian) or the uniform distribution.
In order to study synchronization transition, we consider a synchronization order parameter σ [31] . This is given in terms of the time-averaged standard deviation of the fast variable v i (t), and is specifically:
This quantity σ is an excellent measure of spatiotemporal synchronization in extended systems. From Eq. (3) it is evident that the more synchronous the neural network, the smaller the synchronization parameter σ. Accordingly, in the event of complete synchrony we have σ = 0, and incoherence leads to large σ. Here system size N = 100.
Synchronization Transition in Random Networks: Now we focus specifically on how synchronization transitions in Erdos-Rényi random networks with distributed delays are affected by the probability for link creation P . Fig.2 exhibits the effect of the probability P in random networks on the synchronization order parameter σ. We observe that as P increases, the system synchronizes more efficiently, with the effect saturating after a high enough P . 
This is as expected, as increasing

FIG. 2.
Synchronization parameter σ as a function of coupling strength K for Erdos-Rényi random networks of N = 100 neurons generated with different values of connection probability P .
The information time-delays τ ij are drawn from a uniform random distribution. FIG. 3. Synchronization order parameter σ with respect to the coupling strength K, for scale-free networks (generated using the configuration model) with power law exponents λ = 2.1, 2.3, 2.5, 2.7 and 2.9, when the information time-delay τ ij is drawn randomly from (a) a uniform distribution, and (b) a normal distribution with variance equal to 5. The mean of both distributions is the same. Here system size N = 100.
Synchronization Transition in Scale-Free Networks: Now we probe the synchronization transition in scale-free networks with different values of the power law exponent λ of its degree distribution. Such networks are generated using configuration model [32, 33] , not the 6 BA algorithm. It can be observed from Fig.3 that, as the power law exponent λ increases the synchronization parameter σ decreases, i.e., when the degree distribution of the scale-free network falls more sharply, synchronization occurs more efficiently. One can again see from the figure that normal distribution of delays allows the network to synchronize at a slightly lower coupling strength than constant delays or a uniform distribution of delays. distributions yielding only marginally lower synchronization errors.
IV. CONCLUSIONS
In summary, we have investigated the synchronization of networks of FitzHugh-Nagumo neurons coupled in scale-free, small-world and random topologies, in the presence of distributed time delays in the coupling of neurons. We explored how the synchronization transition is affected when the time delays in the interactions between pairs of interacting neurons are non-uniform. We find that the presence of distributed time-delays does not change the behavior of the synchronization transition significantly, vis-a-vis networks with constant time-delay, where the value of the constant time-delay is the mean of the distributed delays.
We also notice that a normal distribution of delays gives rise to a transition at marginally lower coupling strengths, vis-a-vis uniformly distributed delays. These trends hold across classes of networks and for varying standard deviations of the delay distribution, indicating the generality of these results. So we conclude that distributed delays, which may be typically expected in real-world situations, do not have a notable effect on synchronization. This allows results obtained with constant delays to remain relevant even in the case of randomly distributed delays.
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