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Abstrat. A mixture of experts onsists of a
gating network that learns to partition the in-
put spae and of experts networks attributed
to these dierent regions. This paper fouses
on the hoie of the gating network. First, a lo-
alized gating network based on a mixture of
linear latent variable models is proposed that
extends a gating network introdued by Xu et
al. [9℄, based on Gaussian mixture models. It
is shown that this loalized mixture of experts
model, an be trained with the Expetation
Maximization algorithm. The loalized model
is ompared on a set of lassiation problems,
with mixtures of experts having single or multi-
layer pereptrons as gating network. It is found
that the standard mixture of experts with feed-
forward networks as gate often outperforms the
other models.
1 Introdution
A mixture of experts [5℄ is a probabilisti
model that an be interpreted as a mix-
ture model for estimating onditional prob-
ability distributions. The model onsists of
a gating network that divides the prob-
lem into smaller problems and makes ex-
pert networks speialize on eah of these
subproblems. In terms of a mixture model,
the expert networks orrespond to ondi-
tional omponent densities and the gating
network to input-dependent mixture oef-
ients. This interpretation of mixtures of
experts as mixture models enables training
them with the Expetation Maximization
(EM) algorithm [5℄. Note that, the gating
network splits the data in a soft way, allow-
ing several experts to be seleted at a time.
Sine the gating network deals with the
deomposition in smaller tasks, the hoie of
the type of gating network is an important
one. The standard mixture of experts model
has a single-layer pereptron with a soft-
max ativation funtion as gate [5℄. This
leads to a division of the input spae by soft
hyper-planes with deision boundaries that
are simply onneted and onvex. An alter-
native approah is the use of what Weigend
et al. oined gated experts [8℄. In this model,
the gate is a multi-layer pereptron (MLP)
with a soft-max output ativation funtion.
This enables far more omplex deomposi-
tions with non-linear deision boundaries. A
third approah is to divide the input spae
with soft hyper-ellipsoids using normalized
Gaussian kernels [9℄, eah loalized to a spe-
i expert. Finally, also a hierarhial mix-
ture of experts [5℄ has been proposed whih
has a tree struture. The leaves of the tree
ontain the expert networks and the non-
terminal nodes ontain the gating networks.
This model also enables omplex deompo-
sitions while using simple gating networks.
We introdue an extension of Xu's gating
network based on Gaussian mixture models
(GMMs) [9℄. This extension uses mixtures
of linear latent variable models [2℄ as a gat-
ing network. This hoie is motivated by the
fat that mixtures of latent variable mod-
els an be interpreted as a mixture of on-
strained Gaussians, that oer a more exi-
ble alternative for GMMs. Sine this type of
gate deomposes the input spae with soft
hyper-ellipsoids, we will refer to the whole
model as a loalized mixture of experts. The
standard mixture of experts model and our
extension to a loalized mixture of experts
with a mixture of linear latent variable mod-
els as a gate, are desribed in setion 2. It
is also outlined how the loalized model an
be trained by the EM algorithm.
The experimental evaluation of the lo-
alized mixtures of experts and other mix-
ture of expert models on a set of lassi-
ation problems, is desribed in setion 3.
The goal of these experiments was to evalu-
ate the inuene of the hoie of the gating
network on the overall performane of the
whole model. The gating networks evalu-
ated are: mixtures of latent variable models,
GMMs, single-layer pereptrons, and MLPs.
A more elaborate version of this paper an
be found in [6℄.
2 Mixtures of Experts
In setion 2.1, GMMs and mixtures of lin-
ear latent variable models are briey de-
sribed. Then, the basis of the mixture of
experts model are realled. Finally, it is out-
lined how the mixture models of setion 2.1
an be used as a gating network leading
to a loalized mixture of experts. It is also
skethed how this model an be trained via
the EM algorithm, but the reader is referred
to [6℄ for a more detailed desription.
2.1 Mixture Models
A mixture model is dened as a linear om-
bination of m omponent densities p
j
(x):
p(x) =
m
X
j=1

j
p
j
(x); (1)
where the 
j
are the mixing oeÆients
whih are non-negative and sum to one. A
standard tool for density estimation is a
GMM where the omponent distributions
are Gaussian with a ovariane matrix 
j
that is hosen to be full, diagonal or spher-
ial: p
j
(x)  N (
j
;
j
). The parameters of
a GMM an be determined in a maximum
likelihood framework by the EM algorithm
[1℄. A disadvantage of GMMs is that they
either impose strong onstraints on the o-
variane matries (spherial or diagonal) or
no onstraints at all (full).
A more exible alternative for GMMs are
the reently introdued mixtures of latent
variable models [2℄. A latent variable model
relates a l-dimensional latent vetor z to a
d-dimensional (l < d) observed data vetor
x by dening a noise model and a prior on
the distribution of the latent variables:
x =Wz+ + ": (2)
The prior distribution of the latent vari-
ables is a simple Gaussian distribution z 
N (0; I) over the latent spae. The rst two
terms on the right-hand side of (2) are the
mean , and the (d l ) generative matrix
W. that maps the latent spae into the data
spae. The result is onvolved in data spae
with a Gaussian distribution "  N (0;R)
with a restrited ovariane matrixR. With
R = 
2
I, the latent variable model is alled
probabilisti prinipal omponent analysis
[2℄; with R  diagonal matrix, the latent
variable model is standard fator analysis
[2℄. The advantage of suh linear latent vari-
able models is that the distribution of the
observed data vetors is also Gaussian: x 
N (;R +WW
T
): This means in spei,
that the model an be viewed as a exible
(through the hoie of l) way of apturing
the ovariane struture R+WW
T
of the
d-dimensional observed data using less pa-
rameters (l + dl) than if one would model
the full ovariane matrix in the observed
data spae (d(d+1)=2 parameters). The re-
sulting mixture model (1) is a linear ombi-
nation of linear latent variable omponent
distributions:
p
j
(x)  N (
j
;R
j
+W
j
W
T
j
): (3)
With R
j
isotropi, the model is alled a
mixture of prinipal omponent analysers
(MPCA) [2℄ and with R
j
diagonal, a mix-
ture of fator analysers (MFA) [4℄. The pa-
rameters of a mixture of linear latent vari-
able models an be estimated by the EM
algorithm [2, 4℄.
These mixtures of latent variable mod-
els have been applied suessfully to density
estimation problems [6℄, where it is shown
that they are a more exible alternative for
GMMs and often lead to better sores in
terms of likelihood.
2.2 Loalized Models
A mixture of experts onsists of m experts,
the outputs y
i
(x) of whih are weighted by
the outputs of a gating network g
i
(x) for
input vetor x:
y(x) =
m
X
j=1
g
j
(x)y
j
(x):
A probabilisti interpretation of a mixture
of experts an be given in the ontext of
mixture models for onditional probability
distributions (with a soft-max ativation
funtion for the gating network to have
non-negative outputs that sum to one):
p(tjx) =
m
X
j=1
g
j
(x)
j
(tjx); (4)
where the 
j
represent the onditional den-
sities of target vetor t for expert j. This
interpretation makes that a mixture of ex-
perts an be trained in a maximum likeli-
hood framework by the EM algorithm, that
Data set # attr. # lasses # examples # attr. (after missing
pre-proessing) data
Dermatology 34 6 366 34 
Glass 9 6 214 9
Letter 16 26 20,000 16
NIST 256 10 20,000 256
Optial 64 10 3,823 64
Pen 16 10 7,494 16
Soybean 35 19 683 134 
Vowel 10 11 990 10
Waveform 21 3 600 21
Waveform-noise 40 3 600 40
Table 1: Properties of the data sets used in the experiments.
deouples the learning of the expert and gat-
ing networks. The M-step of the EM algo-
rithm for a gating network (single or multi-
layer) with a soft-max output funtion re-
sults in a non-linear optimization problem
whih requires iterative tehniques [5℄.
A method for reduing the M-step for
the gating network to a one-pass alulation
has been proposed in [9℄: a gating network
onsisting of normalized kernels eah loal-
ized to a spei expert (by applying Bayes'
rule):
g
j
(x) = P (jjx) =

j
p
j
(x)
P
i

i
p
i
(x)
; (5)
where
P
i

i
= 1, 
i
 0, and the p
i
's are
probability density funtions; thus the gat-
ing network outputs g
j
sum to one and are
non-negative. The numerator in eq. (5) an
be interpreted as the omponent of a simple
mixture model (1).
This hoie of the gating network leads
to the following probability model for the
entire mixture of experts model (substitut-
ing (5) in (4)):
p(tjx) =
m
X
j=1

j
p
j
(x)
P
i

i
p
i
(x)

j
(tjx): (6)
To obtain a one-pass solution for the gat-
ing network parameters, maximum likeli-
hood estimation is not performed on this
onditional density, but on the joint density
[9℄:
p(x; t) = p(tjx)p(x) =
m
X
j=1

j
p
j
(x)
j
(tjx);
whih by maximum likelihood leads to the
following error funtion on the training data
fx
n
; t
n
g:
E =  
X
n
ln
m
X
j=1

j
p
j
(x
n
)
j
(t
n
jx
n
):
The basi idea of the EM algorithm is that
the minimization of this error funtion an
be simplied if eah pattern ould be asso-
iated with exatly one expert (indiated by
so-alled missing variables z
n
j
equal to one
for only one expert and zero for the others).
This is done by iteratively repeating a two
step proedure (onsisting of an E-step and
a M-step). The E-step onsists of alulating
the expeted values of the missing variables:
E(z
n
j
) =

j
p
j
(x
n
)
j
(t
n
jx
n
)
m
P
i=1

i
p
i
(x
n
)
i
(t
n
jx
n
)
= h
j
(x
n
; t
n
):
In the M-step, the so-alled expeted
omplete error funtion is minimized (or
dereased, for generalized EM) with respet
to the parameters of the expert networks
and the gate. The error funtion an be
interpreted as the sum of an unsupervised
part that enourages good density esti-
mation (gate) and a supervised part that
enourages orret lassiation (experts).
The expert error funtion and onsequently
the M-step for the expert networks is
idential to the one obtained in [5℄ for
standard mixtures of experts. We fous
therefore on the gating error funtion:
 
P
n
P
m
j=1
h
j
(x
n
; t
n
)ln (
j
p
j
(x
n
)) : This
is almost the error funtion that is mini-
mized in the M-step when applying the EM
algorithm to a simple mixture model (see,
for example [1℄). The only dierene is in
the denition of their posteriors h that in
the ase of a loalized mixture of experts,
inlude both input and output values and
thus inorporate the supervised errors at
the output of the expert networks.
Sine we have not yet dened the prob-
ability densities p
j
(x) in (6), any mixture
model that an be trained with EM ould
be used as a gating network in this frame-
work. This makes it possible to use not only
Gate test 52v
Spherial 79.7(3.28)
Diagonal 79.7(2.73)
MFA-2 80.5(2.00)
MFA-1 80.6(2.85)
MPCA-3 80.8(2.16)
Full 81.2(1.40)
MFA-3 81.6(1.39)
MPCA-2 81.8(1.34)
MLP 82.2(1.63)
MPCA-1 82.3(1.28)
Pereptron 83.2(1.16) <
Table 2: Classiation results on the wave-
form data with a mixture of 3 experts.
Sores are in perentages of orret lassi-
ation.
GMMs as in [9℄ but also mixtures of la-
tent variable models suh as MPCAs and
MFAs (3). These alternative hoies for the
loalized mixture of experts have been eval-
uated in the experiments desribed in the
next setion.
3 Experiments
In the literature, experiments with loalized
mixtures of experts based on GMMs have
mainly been performed on isolated prob-
lems. The paper by Xu et al. [9℄ in whih the
loalized model has been proposed, reports
only the results on a toy regression prob-
lem. Gated experts have not yet been used
often and only on some isolated problems.
Weigend et al. applied gated experts to sev-
eral time series problems espeially ones
with dierent regimes [8℄. A gated expert
model was used on a problem in automati
speeh reognition in [7℄. A thorough experi-
mental evaluation of standard mixture of ex-
perts has been done by Steve Waterhouse [7℄
in the DELVE framework. For lassiation
problems, however, DELVE suers from a
lak of data sets. We, therefore, hose for
a dierent experimental set-up to evaluate
our loalized mixtures of experts and the in-
uene of the hoie of the gating network
in general.
3.1 Experimental Set-Up
The experiments with the mixtures of ex-
perts were performed on a range of lassi-
ation problems out of the Irvine reposi-
tory and part of the NIST speial database
3 of handwritten digits (Table 1). The de-
sired outputs are based on the 1-of- od-
ing sheme with one output for eah lass.
Gate test 52v
Full 76.8(1.38)
Spherial 77.4(1.50)
MFA-1 77.5(1.08)
Diagonal 77.6(1.74)
MFA-2 77.6(0.92)
MPCA-2 78.0(1.66)
MPCA-1 78.1(1.57)
MFA-3 78.2(1.59)
MPCA-3 78.7(0.77)
MLP 79.6(3.44)
Pereptron 81.7(1.02) <
Table 3: Classiation results on the
waveform-noise data with a mixture of 3 ex-
perts. Sores are in perentages of orret
lassiation.
The raw data has been pre-proessed in var-
ious ways and the reader is referred to [6℄
for a more detailed desription of the pre-
proessing.
The expert networks are single-layer per-
eptrons with a soft-max output funtion,
exept for the gated experts where the ex-
perts were hosen to have the same MLP
arhiteture as the gate.
Training of the loalized mixtures of ex-
perts onsisted of two phases. In the rst
phase, the mixture model for the gating net-
work was trained in an unsupervised fash-
ion with k-means and the EM algorithm to
nd a good initial onguration (see [6℄ for
a more detailed desription). In the seond
phase, the whole model was trained in the
EM framework. The M-step for eah of the
experts onsisted of three iterations of the
saled onjugate gradient algorithm [1℄. The
M-step for the gate is as desribed in setion
2, based on the M-step for the orresponding
mixture model. For the experiments with
the standard mixtures of experts and the
gated experts, the M-step for eah of the
experts and the gating network again on-
sisted of three iterations of the saled on-
jugate gradient algorithm.
The 5  2v test (a paired t-test) [3℄
for testing the statistially signiant
dierene, was used on all data sets exept
the NIST data. In the 5 2v test, ve
repliations of twofold ross-validation
are performed. On the NIST data, only
one run has been performed and in this
ase, MNemar's test was used to test for
statistial signiane [3℄. We used a xed
training (15025 examples written by 140
persons) and test (4975 examples written
by 48 persons not in the training set) set.
The entries in the tables with results are
the average perentage of orretly lassi-
ed test patterns over 10 simulations (ex-
ept for the NIST data); the standard devi-
ation is given between parentheses. A<-sign
in the tables with results, indiates whether
the sore on the test set is signiantly bet-
ter (80%) than the one on the previous row.
MFA-l and MPCA-l denote a mixture of la-
tent variable models with a dimension of
latent spae equal to l. Full, diagonal, and
spherial, refer to the type of ovariane ma-
trix used in the GMM-based gate.
3.2 Artiial Data
As a rst test, experiments were performed
on two often used artiial lassiation
problems with ode for generating the data
at the Irvine repository: the waveform and
the waveform-noise data (the last two rows
of Table 1).
The results on the waveform and
waveform-noise data are in tables 2 and 3.
The gated experts, indiated by MLP, had
4 hidden units in both the expert and
gating networks. On both waveform benh-
marks, the standard mixture of experts
signiantly outperforms the alternative
models. The results for the other models do
not permit a further ordering.
To get some insight in the solution found
by a loalized mixture of 3 experts, Fig-
ure 1 shows the projetion of the waveform
data on its two leading prinipal ompo-
nents. Eah of the 3 lasses turns out to lie
on the edge of a triangle. Also shown are the
three Gaussians of the MFA-1 model that
was used as a gating network. The three
lusters lie lose to the verties of the trian-
gle and the subproblem solved by eah of the
experts is therefore eetively redued to
a two-lass problem for separating the two
edges out of this vertex. This might also ex-
plain why the results are better with a per-
eptron gate. In the latter ase, the gating
network is namely far less loalized and per-
forms a sort of averaging (whih is known to
often improve auray) of the pereptron
experts. Sine the auray of a single per-
eptron on the waveform data (see [6℄) is al-
ready satisfatory, the deomposition found
by the loalized mixture of experts does not
improve the results.
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Figure 1: Projetion of the waveform data
on the 2 leading prinipal omponents with
the ellipses indiating the omponents of the
MFA-1 gate trained on this data.
3.3 Real-World Data
Do the good results with a standard mix-
ture of experts on both artiial data sets,
arry over to real-world data? To answer
this question, experiments have been per-
formed on the other databases listed in Ta-
ble 1. The results are shown in Table 4. The
method with the highest sore and the ones
that are not signiantly worse (80% with
the 52v test or MNemar's test) are set
in bold fae. If most of the methods per-
formed equally well, the ones that are sig-
niantly worse are set in italis. For the
experiments with a MPCA/MFA gate many
dierent dimensions of the latent spae were
tried and the ones giving the best results
are shown here (more details in [6℄). This
means that the results as presented here for
the MPCA/MFA gate are favorably biased.
For the gated experts, the number of hid-
den units was either 4 (for dermatology and
glass) or 10 (for the others).
While all hoies for the gating network
lead to good results on at least one benh-
mark, the best results are learly obtained
with the standard mixture of experts and
the gated experts. Variability of the results
is also often larger for loalized models than
for the standard mixture of experts.
When omparing the various loalized
mixtures of experts, it is lear that the
results are not uniform. None of the GMMs
or mixtures of latent variable models an be
preferred over the others. More speially,
there seems to be no orrelation between
the performane of the gate as a density
estimator in the input spae and the
lassiation results.
A riterion for quantifying the dierene
Data set MFA MPCA spherial diagonal full pereptron MLP
Dermatology (2) 96.3(0.8) 96.3(0.9) 96.6(1.0) 94.9(1.4) 94.7(1.0) 96.3(0.9) 95.5(1.3)
Dermatology (4) 96.0(1.0) 96.0(0.7) 95.8(1.5) 93.0(2.0) 92.0(2.0) 96.4(0.7) 95.0(1.8)
Glass (2) 63.7(2.9) 63.7(2.8) 64.1(2.6) 63.0(3.4) 63.4(3.7) 64.7(2.1) 63.8(2.5)
Glass (4) 64.1(1.8) 64.5(2.1) 65.8(2.3) 64.0(2.3) 60.2(3.4) 66.2(1.9) 62.9(3.5)
Letter (2) 81.6(0.6) 80.4(0.9) 79.8(0.2) 79.2(0.3) 81.5(0.8) 81.4(1.3) 82.3(0.8)
Letter (10) 87.5(1.0) 88.3(1.3) 86.0(0.9) 85.3(2.3) 89.1(1.3) 90.1(0.6) 87.5(0.7)
NIST (2) 93.6 94.2 94.5 94.7 92.7 94.2 95.1
NIST (4) 93.6 95.3 94.9 94.8 91.5 96.1 95.1
Optial (4) 95.7(0.4) 96.0(0.5) 95.9(0.3) 96.1(0.7) 95.8(0.5) 96.7(0.4) 96.2(0.6)
Optial (10) 95.0(0.7) 95.6(1.1) 95.3(0.6) 95.5(0.8) 95.9(0.4) 97.0(0.4) 96.7(0.3)
Pen (4) 98.4(0.2) 98.1(0.8) 97.2(2.8) 97.7(0.6) 97.4(2.1) 98.7(0.3) 98.6(0.2)
Pen (10) 95.5(3.0) 96.9(0.8) 97.7(0.7) 95.6(1.7) 96.2(2.0) 98.9(0.2) 98.8(0.2)
Soybean (2) 90.4(1.2) 89.4(1.5) 89.9(2.7) 90.0(2.9) 89.3(1.8) 90.1(1.5) 89.7(2.4)
Soybean (4) 83.6(12.0) 87.6(6.0) 88.8(5.7) 79.5(13.6) 83.3(8.5) 90.5(1.6) 90.1(1.6)
Vowel (4) 80.2(2.6) 80.7(3.4) 79.3(3.3) 80.9(2.6) 78.0(3.2) 77.1(3.2) 79.9(4.2)
Vowel (11) 83.2(2.1) 83.1(2.8) 81.8(2.8) 82.9(2.2) 80.3(4.4) 82.4(2.4) 83.7(2.7)
Table 4: Results of the experiments with a mixture of experts and dierent gating networks.
Sores are in perentages of orret lassiation. The best sores are set in bold and the worst
sores in italis. The number of experts is indiated between parentheses after the name of eah
data set.
between feed-forward gates and loalized
gates, is the entropy of the gating outputs:
 
P
n
P
m
j=1
g
j
(x
n
) ln g
j
(x
n
): On most of
the data sets desribed in this paper, the
entropy of the feed-forward gates was
greater than the entropy of the loalized
gates by one order of magnitude. This
illustrates that standard mixtures of ex-
perts are far less loalized and attribute
patterns aross the experts, if this happens
to redue the total error. This seems to
onrm Jordan and Jaobs' laim that
the soft splits of the standard mixture of
experts redue the variane of the model
[5℄ whih might explain the better results
obtained using feed-forward gates.
4 Conlusions
Mixtures of latent variable models an be
used as a gating network in a loalized mix-
tures of experts model trained via the EM
algorithm. However, a omparison of these
loalized models on 10 data sets for lassi-
ation, shows that they are often outper-
formed by standard mixtures of experts and
gated experts. This might be explained by
the softer splits obtained when using feed-
forward gates whih dereases the variane
of the model.
Note that, the omparison between the
standard mixture of experts and the gated
experts is not ompletely fair, sine for the
latter model the experts are MLPs. The
trade-o between more omplex experts and
the number of experts is a subjet for fur-
ther researh.
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