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Abstrakt 
Tato diplomová práce se zabývá optimalizací numerických koeficientů Wienerova filtru k 
odstranění svalového rušení ze signálů EKG. Teoretická část se zabývá charakteristikou sig-
nálů EKG a svalového rušení.  Dále obsahuje shrnutí vlnkové transformace, vlnkové wiene-
rovské filtrace, metod výpočtu prahu a prahování. Závěrem jsou zmíněny charakteristiky op-
timalizačních technik úplného prohledávání a simplexové metody Nelder-Mead, které byly 
realizovány v praktické části této práce v prostředí MATLAB. Optimalizace a ověření funkč-
nosti Wienerova filtru probíhala na standardní databázi elektrokardiogramů CSE. Pomocí 
metody úplného prohledávání byl získán počáteční odhad řešení pro metodu Nelder-Mead. 
Optimalizační metoda Nelder-Mead dává v řádech setin až desetin lepší výsledky než metoda 
úplného prohledávání. Praktická část práce je ukončena porovnáním výsledků realizovaného 
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This master's thesis deals with the optimization of numerical coefficients of the Wiener filter 
for muscle noise filtering in ECG signals. The theoretical part deals with ECG signal charac-
teristic and muscle interference. It also contains a summary of the wavelet transform, wavelet 
Wiener's filtration, methods for calculating of the threshold and thresholding. In the last theo-
retical part the characteristic optimization techniques, the exhausive search and Nelder-Mead 
simplex method are mentioned, which were implemented in the practical part of this thesis in 
MATLAB. The functional verification and Wiener's filter optimization were tested on the 
standard electrocardiograms database CSE. By using the methods of exhausive search, the 
initial estimate for the solution method Nelder-Mead was obtained. The optimization method 
Nelder-Mead gives better results in the orders of hundredths or tenths than the method of ex-
hausive search. The practical part is finished by the comparison of results of implemented 
algorithm with optimum coefficients, implemented in this thesis, with the results of other 
methods for filtering muscle interference in ECG signals. 
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V současné době dochází ke stárnutí populace, lidé jsou vystaveni stále většímu stresu a špat-
né životosprávě, což je příčinou nárůstu počtu kardiovaskulárních onemocnění v populaci. 
Diagnóza těchto onemocnění je založena na analýze elektrokardiografického záznamu. Po 
technické stránce je záznam EKG směsí užitečného signálu, který vzniká elektrickou činností 
srdeční svaloviny, a šumové složky. Šumové složky se dají rozdělit do dvou skupin podle 
jejich frekvenčního obsahu. Jedná se o úzkopásmový šum, který je zastoupen síťovým ruše-
ním (brumem) nebo driftem a širokopásmový šum, který je hlavně zastoupen myopotenciály, 
což jsou signály způsobené činností svalových buněk kromě srdečního svalu. Širokopásmový 
šum je zvýrazněn zejména při snímání zátěžového EKG. Přítomnost jakékoliv šumové složky 
znesnadňuje, ne-li v některých případech přímo znemožňuje, automatickou klasifikaci nebo 
jakékoliv další zpracování EKG záznamů. 
Hlavním cílem této diplomové práce je optimalizace číselných parametrů Wienerova fil-
tru pro filtraci širokopásmového svalového rušení. K filtraci širokopásmového šumu se s vý-
hodou používá vlnkové transformace. Lineární filtrace je k potlačení tohoto šumu nevhodná 
kvůli vzájemnému prolínání spekter signálu a šumu. Pro účely filtrace myopotenciálového 
rušení z EKG signálů byl realizován vlnkový wienerovský filtr. Realizovaný filtrační algorit-
mus byl v této práci rozšířen o další typy prahovacích technik a metod výpočtu prahových 
hodnot. Samotný proces optimalizace byl realizován iterační globální metodou úplného pro-
hledávání, na kterou navazovala aproximace simplexové iterační metody, metoda Nelder-
Mead.  
Pro proces optimalizace byl použit vlnkový wienerovský filtr s technikou adaptivního 
empirického výpočtu prahu s posunem výpočetního okna o celou jeho délku a prahovací me-
toda garrote podle [17]. Realizovaný vlnkový wienerovský filtrační algoritmus s optimalizo-
vanými numerickými parametry byl testován na kompletní standardní databázi CSE, obsahu-
jící reálné záznamy EKG. 
 V teoretické části se tato práce zabývá elektrickým převodním systémem srdce, popi-
sem ideálního cyklu EKG a širokopásmovým myopotenciálovým šumem. Následuje přiblíže-
ní technik vlnkové transformace, Wienerova filtru a metod výpočtu prahu a prahování. V této 
části je také rozebrána problematika optimalizace a optimalizační techniky realizované v pro-
středí MATLAB verze 2009b.  
Praktická část je věnována realizaci a ověření funkčnosti vlnkového wienerovského fil-
tračního algoritmu pomocí vybraných prahovacích technik. Dále je tato část věnována vyhod-
nocení realizovaných optimalizačních algoritmů a otestování realizovaného filtru s numeric-
kými parametry po optimalizačním procesu. Na závěr je uvedeno srovnání výsledků realizo-
vaného vlnkového wienerovského filtru s optimalizovanými číselnými parametry s algoritmy 
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sloužícími k filtraci signálů EKG realizovanými dalšími autory. Shrnutí praktické části bylo 





































2  Biologický úvod 
 
2.1 Převodní systém srdeční 
 
 
Obr. 2.1 Převodní systém srdeční, převzato z [25] 
 
Jedná se o stupňovitý systém generátorů elektrických impulsů v srdci a jejich převod ze sr-
dečních síní na komory. Na Obr. 2.1 je zobrazen převodní systém srdeční. Hlavním centrem 
srdeční automacie (tvorby elektrických impulsů v srdci) je sinusový uzel generující impulsy o 
frekvenci 60-80/min. Odtud tyto impulsy postupují přes svalovou stěnu síní do atrio-
ventrikulárního uzlu (A-V uzlu). Tento uzel elektrické impulsy zpomaluje a probíhá zde jejich 
převod ze síní na komory. V případě výpadku sinusového uzlu přechází tvorba elektrických 
impulsů na A-V uzel. Impulsy zde vznikají s frekvencí 40-60/min. Převedený elektrický im-
puls postupuje komorami pomocí Hissova svazku, který se ještě větví na pravé a levé Tawa-
rovo raménko. Levé Tawarovo raménko se ještě rozvětvuje na přední a zadní fascikl [5].  
 
2.2 Elektrokardiogram (EKG) 
Elektrokardiogram je záznam elektrické aktivity srdečních svalových buněk. EKG je tvořeno 
rozdílem elektrických potenciálů mezi různými místy na povrchu lidského těla, kam se umís-
ťují jednotlivé snímací elektrody. Tyto elektrody se umísťují na hrudník, horní a dolní konče-
tiny. Elektrické potenciály, které jsou v záznamech zobrazovány, vznikají mezi kontrahova-
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nými (depolarizovanými) a relaxovanými (repolarizvanými) srdečními buňkami. Základní 
EKG záznam se získává z dvanácti základních svodů. Soubor základních svodů je tvořen ze 
tří bipolárních Einthovenových svodů, tří unipolárních Goldbergových svodů a šesti unipolár-
ních Wilsonových svodů. 
Kromě těchto základních svodů, které se používají při standardních vyšetřeních, lze ještě 
EKG záznam doplnit o další svody. Jedná se například o hrudní svody zadní, pravostranné 
svody hrudní, etážové hrudní svody a ezofageální svody. Veškeré tyto přídatné svody jsou 
unipolární [8], [20]. 
Kvalitu elektrokardiografického záznamu snižuje výskyt šumových složek, jako je síťové 
rušení (síťový brum), kolísání nulové isolinie (drift) a myopotenciály, které budou charakteri-
zovány později. Kromě těchto typů rušení zhoršují kvalitu EKG záznamu i artefakty, které se 
dělí na artefakty ve vztahu k registraci záznamu, artefakty spojené s registračním přístrojem a 
artefakty způsobené vyhodnocovacím přístrojem. V nejhorším možném případě může vést 
výskyt těchto artefaktů až k chybné diagnóze [1], [4], [24]. 
 
2.2.1  Popis EKG 
Na Obr. 2.2 je zobrazen ideální fyziologický EKG záznam jednoho srdečního cyklu. Elektro-
kardiografický záznam je složen z jednotlivých vln a kmitů reprezentujících elektrickou čin-
nost srdeční svaloviny. U kardiologicky zdravých jedinců se na záznamech vyskytují vlny P a 
T a kmity Q, R a S, které dohromady tvoří QRS komplex. 
P vlna na EKG reprezentuje depolarizaci neboli kontrakci síní. U zdravých pacientů ná-
sleduje za P vlnou komplex QRS, který představuje depolarizaci komor se skrytou repolariza-
cí neboli relaxací síní. Fyziologický elektrokardiografický záznam ukončuje vlna T, která 
zastupuju repolarizaci komor [22], [27]. 
 
 
Obr. 2.2 Ideální cyklus EKG, převzato z [1] 
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Na Obr. 2.3 je znázorněn ve všech případech stejný EKG signál a totožný svod. Na tom-
to obrázku se demonstruje vliv parametru SNR na vstupu na EKG křivku. Rušení na druhém a 
třetím podobrázku představuje EKG křivku s generovaným aditivním myopotenciálovým šu-
mem. Signál s nižším koeficientem SNR má vyšší složku myopotenciálového rušení než sig-
nál s vyšším koeficientem. Je to dáno tím, že koeficient SNR udává, kolikrát je výkon signálu 




Obr. 2.3  Vliv SNR na zašumění EKG MO1_018_03 svod Z 
 
2.3 Myopotenciály  
Myopotenciály jsou elektrické odezvy svalových buněk na jejich podráždění. Ve spojení se 
snímáním jiných signálů se jedná o rušení generované elektrickými impulsy vláken vedoucích 
k jejich kontrakcím. V horní části Obr. 2.4 je zobrazeno výkonové spektrum reálného rušení 
získané z databáze CSE a v dolní části je zobrazeno právě to rušení, ze kterého bylo získáno 
výkonové spektrum. Důkaz, že se v tomto šumovém rušení vyskytují myopotenciály, je ve 
shodném tvaru výkonového spektra reálného šumu a tvaru výkonového spektra modelu myo-
potenciálů na Obr. 4.2. 
K myopotenciálům se vztahují pojmy klidové membránové napětí (Umk) a akční napětí 
(AN) svalových buněk. Membránové napětí se měří jako potenciálový rozdíl mezi mikroelek-
trodami, z nichž jedna se vyskytuje mimo svalovou buňku a druhá se umísťuje dovnitř svalo-
vé buňky. 
Klidové membránové napětí je takové napětí, které lze naměřit mikroelektrodami v ča-
se, kdy na danou buňku nepůsobí žádný vzrušivý podnět a podle konvenčního značení se jed-
ná o napětí záporné. Akční napětí je opačný stav k Umk. AN vzniká zvětšením propustnosti 
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svalových buněk pro sodné (Na+) nebo vápenaté (Ca2+) ionty, což vede ke zvyšování mem-
bránového napětí. Zvětšení propustnosti se projevuje tím, že do buňky proudí mnohem více 
iontů než je z ní pomocí regulačních mechanismů vypuzeno. Pokud růst napětí překročí pra-
hovou hodnotu, dojde k depolarizaci buňky a ke vzniku elektrického impulzu, který způsobu-
je svalovou kontrakci, která má za následek zarušení EKG při snímání povrchovými elektro-
dami. Po odeznění vzrušivého impulsu se membránové napětí vrací na hodnotu Umk díky zvý-
šení propustnosti pro draselné (K+) ionty [21]. 
 
 

















3 Vlnková transformace (WT) 
Vlnková transformace je jednou z transformačních metod používaných pro analýzu signálů, 
zvláště biologických. Signály vhodné pro zpracování touto transformační metodou jsou ozna-
čovány jako zašuměné, neperiodické a nestacionární (časově proměnné). 
Odlišností WT od klasických typů transformací, jako je například Fourierova transfor-
mace,  je použití bázových vlnek (funkcí), které umožňují provádět časově-měřítkovou analý-
zu signálu. Rovnice (3.1) je rovnicí bázových vlnek. Díky aplikaci bázových funkcí je každá 
hodnota signálového spektra ovlivňována pouze odpovídajícím úsekem zpracovávaného sig-
nálu, protože tyto bázové funkce mají nenulové hodnoty jen na konečném intervalu.  
 
 




   
 
  (3.1) 
 
V rovnici (3.1) označuje ψ(t) mateřskou (bázovou) funkci, parametr λ reprezentuje stla-
čení nebo roztažení (dilataci) mateřské vlnky. Čím větších hodnot bude nabývat parametr λ, 
tím bude vlnka více dilatována do šířky a její maximální hodnota bude menší. Člen    slouží 




Obr. 3.1 Vliv parametru ϑ (vlevo) a parametru λ (vpravo) na vlnku, převzato z [17] 
 
Principem tohoto typu transformace je stanovování podobnosti bázové funkce (vlnky) 
se zpracovávaným signálem v každém časovém okamžiku. Při stanovování podobnosti vlnky 
a signálu platí přímá úměrnost - čím shodnější bude aplikovaná vlnka s analyzovaným signá-
lem v daném časovém okamžiku, tím vyšší bude výsledná hodnota tohoto transformačního 
koeficientu ve vlnkovém prostoru [7]. 
V následujících odstavcích budou popsány některé typy vlnkových transformací. 
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3.1 Typy vlnkových transformací 
 
3.1.1 Spojitá WT (CWT) 
Jedná se o zobecnění krátkodobé Fourierovy transformace (FT), využívající bázových vlnek. 
CWT lze interpretovat jako korelaci spojitého signálu x(t) s dilatovanou mateřskou vlnkou 
ψ(t) s nulovou střední hodnotou. 
 
         
 
  
     
 
  
   
   
 
 dt (3.2) 
 
Symbol ψ* v rovnici (3.2) označuje komplexně sdruženou bázovou funkci. Parametr a 
odpovídá parametru λ a parametr b zas parametru ϑ z rovnice (3.1). Podmínkou inverzibilnos-
ti jsou tři vlastnosti použitých vlnek: 
 konečná energie vlnek 
 nulová střední hodnota 
 nenulové některé frekvenční složky a Fourierova transformace komplexních vlnek 
musí náležet do  reálného oboru hodnot a pro záporné kmitočty musí FT nabývat nu-
lových hodnot [10]. 
 
3.1.2 Dyadická WT s diskrétním časem (DTWT) 
Jedná se o rozšíření diskrétní vlnkové transformace. Tento typ WT byl zaveden kvůli nadby-
tečnosti některých informací u diskrétní WT. DTWT se dá interpretovat analogicky s kapito-
lou Spojitá WT (CWT). Podle rovnice (3.3) se jedná o diskrétní konvoluci diskrétního signálu 
x(n) s impulsními charakteristikami hm(n) diskrétních oktávových filtrů. Oktávové filtry se 
odvozují z dvojice filtrů, z nichž jeden je ideální filtr typu dolní propust s přenosovým pás-
mem od 0 do fvz/4 a druhý je naopak ideální filtr typu horní propust s propustným pásmem od  
fvz/4 do fvz/2. 
 
 
                
 
 
    
                
 
 
    
     (3.3) 
 
Koeficienty DTWT jsou přímo posloupnosti, které získáme jako výstup z aplikované 
banky filtrů. Protože se výstupy každého filtru z použité banky podvzorkovávají, bude počet 
koeficientů DTWT shodný s počtem vzorků signálu x(n), který analyzujeme pomocí DTWT. 
Na Obr. 3.2 je znázorněna třístupňová dyadická vlnková transformace s diskrétním ča-
sem, která obsahuje zrcadlové filtry typu horní propust, které jsou popsány Hh(z), a dolní pro-
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pust, které jsou popsány Hd(z). Bloky, které jsou označeny ↓2, představují podvzorkování 
rozkladových koeficientů s faktorem 2. 
 
 
Obr. 3.2 Třístupňová dyadická DTWT, podle [11] 
 
3.1.3 Stacionární WT (SWT) 
Jedná se o typ vlnkové transformace redukující nevýhodu DTWT oproti CWT. Tato nevýhoda 
spočívá v tom, že díky podvzorkování výstupu každého filtru u DTWT, není vlnková trans-
formace s diskrétním časem invariantní vůči časovému posunu vstupního signálu. 
U SWT budou na rozdíl od DTWT délky vlnkových koeficientů v každém rozkladovém 
pásmu stejně dlouhé jako analyzovaný signál. Tohoto jevu lze dosáhnout pomocí zředění im-
pulsních charakteristik na každé úrovni namísto decimace, která je využívána u DTWT. Zře-
ďování impulsních charakteristik probíhá vkládáním odpovídajícího počtu nul mezi vzorky 
původní impulsní charakteristiky pro filtry na první úrovni. 
Tento typ vlnkové transformace se velmi často používá k filtraci signálů, popřípadě pro 
detekci význačných útvarů v signálech. Význačnými útvary v signálech se například u EKG 
rozumí detekce P vlny, QRS komplexu, T vlny a podobně. Tento typ WT byl použit při reali-
zaci vlnkového Wienerova filtru v praktické části této diplomové práce. 
Na schématu Obr. 3.3 je znázorněna třístupňová přímá a inverzní stacionární vlnková 
transformace. Bloky označené jako Hh(z
n) označují filtry typu horní propust pro přímou vln-
kovou transformaci daného stupně, bloky Hd(z
n) představují dolnopropustní filtry pro přímou 
transformaci. Bloky označené jako Fh(z
n
) a Fd(z
n) označují rekonstrukční filtry typu horní a 






Obr. 3.3 V levé části dopředná a v pravé části inverzní třístupňová SWT, podle [11] 
 
3.1.4 Paketová WT (WPT) 
Jedná se o typ vlnkové transformace, která využívá rozkladu analyzovaného signálu pomocí 
úplného stromu. Pojem úplný strom označuje stav, kdy se v každém rozkladovém stupni na 
výstupy jak z filtru typu horní, tak i dolní propusti aplikují opět oba typy propustních filtrů, 
jak je vidět na Obr. 3.4 [11], [17]. 
Na  tomto schématu bloky označené Hh(z) představují filtry typu horní propust, bloky 
Hd(z) představují filtry typu dolní propust a bloky s označením ↓2 zastupují podvzorkování 
vlnkových koeficientů s faktorem 2. 
 
 




3.2 Využití WT při filtraci EKG 
Metody pro filtraci šumu (myopotenciálů, brumu, driftu,...) se zakládají na modelu diskretizo-
vaného užitečného signálu s aditivním diskretizovaným šumovým signálem. Pro filtraci takto 
vzniklého signálu pomocí WT musí platit, že obě složky analyzovaného signálu musí být ne-
korelované. Cílem filtračního procesu je potlačení šumové složky, čímž dochází k vyhlazení 
užitečného signálu.  
Pro výběr typu filtrace je vhodné předem vědět, zda se bude filtrovat úzkopásmový 
(drift a brum) nebo širokopásmový (myopotenciálové rušení) šum. Tato práce je věnována 
filtraci myopotenciálů, tudíž odstranění širokopásmového šumu. Pro filtraci tohoto rušení je 
nevhodné použití lineárních filtrů, protože lineární filtrace nerozlišuje mezi užitečnou a šu-
movou složkou signálu a shodně potlačuje obě složky. Proto se k odstranění svalového rušení 
využívá filtračních technik založených na principu vlnkové transformace. 
 
3.2.1 Prostá vlnková filtrace (WF) 
Vlnková  filtrace je založena na rozkladu analyzovaného signálu do jednotlivých rozklado-
vých pásem. V těchto pásmech mají obě složky analyzovaného signálu odlišné zastoupení, 
čehož se s výhodou využívá k odstranění šumové složky s co nejmenším poškozením užiteč-
ného signálu. Většina signálů po rozkladu WT je vyjádřená několika koeficienty s velkou 
amplitudou. Malého počtu rozkladových koeficientů je dosaženo zřeďováním impulsních cha-
rakteristik filtrů v jednotlivých stupních rozkladu. Proces WF se rozděluje do tří mezikroků. 
Prvním je vlastní filtrace signálu (rozklad na jednotlivá pásma), dalším je upravení transfor-
mačních koeficientů pomocí prahování nebo nulováním vysokofrekvenčních pásem. Posled-
ním mezikrokem je zpětná inverzní tranformace takto upravených rozkladových koeficientů. 
Díky nelineárnosti procesu úpravy rozkladových koeficientů je i WT nelineární operací. 
Prahování probíhá ve všech rozkladových pásmech kromě posledního pásma s nejnižšími 
frekvencemi, ale s nejvyšším množstvím užitečného signálu. Úpravám prahování je věnována 
kapitola Prahování. Z Obr. 5.1 je zřejmé, že se v prvních třech rozkladových pásmech vysky-
tuje minimum koeficientů užitečného signálu. 
U WT lze volit různé parametry ovlivňující úspěšnost WF. Při volbě WT vybíráme buď 
SWT nebo DTWT. Kromě výběru WT lze zvolit i stupeň jejího rozkladu, což následně určuje 
počet rozkladových pásem po vlnkové transformaci. Pro filtraci různých signálů je třeba vy-
brat vhodné bázové funkce, pomocí kterých se bude analyzovaný signál rozkládat. V nepo-
slední řadě je při úpravě rozkladových koeficientů metodou prahování důležitý správný výběr 
úrovně prahu a také prahovací metody. 
Kromě těchto parametrů pozitivně ovlivňuje výsledky WF i skutečnost, že užitečný sig-
nál je složen z dlouhých nízkofrekvenčních úseků střídajících se s krátkými vysokofrekvenč-




4 Wienerův vlnkový filtr 
Vlnková filtrace pomocí wienerovského vlnkového filtru je využívána k filtraci šumu, jehož 
spektrum je prolnuto se spektrem originálního signálu. Ve frekvenční oblasti se tento filtr 
definuje jako korekční faktor, pomocí kterého se koriguje frekvenční spektrum analyzované 
směsi signálu a šumu tak, aby bylo dosaženo co nejlepší aproximace spektra užitečného sig-
nálu. Tento korekční faktor je vyjádřen rovnicí (4.1) ve frekvenčním tvaru, kde Rss(ω) je vý-
konové spektrum užitečného signálu a Rww(ω) je výkonové spektrum šumové složky. Toto 
vyjádření je relevantní pouze v případě, že obě složky vstupního signálu nejsou korelované. 
Protože při aplikaci Wienerova filtru není znám užitečný signál, je třeba k ideálnímu vyjádře-
ní korekčního faktoru použít rovnici (4.2), kde Rxx(ω) je výkonové spektrum vstupního zašu-
měného signálu. 
Aplikace wienerovského vlnkového filtru nemusí probíhat pouze ve frekvenční oblasti. 
Rovnice (4.1) má ve vlnkové oblasti analogickou rovnici (4.5) pro korekční člen, který násobí 
odpovídající rozkladové koeficienty vstupního signálu. 
 
 
     
      
             
 (4.1) 
 
     
             
      
 (4.2) 
 
Na Obr. 4.1 je zobrazeno blokové schéma vlnkového Wienerova filtru. Na vstupu je 
aditivní směs užitečného signálu s(n) se šumovým signálem w(n) podle rovnice (4.3). V blo-
cích WT1 a WT2 je na signál aplikována vlnková transformace, přičemž jednotlivé počty 
stupňů rozkladu se nemusí shodovat. Použité rozkladové vlnky musí být v obou blocích od-
lišné. V bloku označeném H probíhá výpočet prahu a vlastní prahování rozkladových vlnko-
vých koeficientů. Tato problematika je řešena v  kapitole Prahování. Blok IWT1 provádí in-
verzní vlnkovou transformaci. Aplikací bloku IWT1 na prahované vlnkové koeficienty je zís-
kán pilotní odhad signálu. V bloku HW dochází také k úpravě rozkladových koeficientů 
vstupního signálu. Tato úprava spočívá ve vynásobení koeficientů vstupního signálu po trans-
formaci blokem WT2 korekčním členem, který je získán pomocí rozkladu pilotního odhadu 
blokem WT2. Korekce probíhá podle rovnice (4.4), kde y2m jsou jednotlivá rozkladová pásma 
vstupního signálu rozloženého blokem WT2, pu2m jsou kvadráty rozkladových pásem pilotní-
ho odhadu a σ2vm je odhad rozptylu šumové složky v jednotlivých pásmech vstupního signálu 
po vlnkovém rozkladu blokem WT2. Blok IWT2 představuje finální inverzní WT k zisku 
filtrovaného signálu [6], [16], [18] a [19]. 
 




     
                      
  
    
 
  
    
 




      
  
    
 
  
    
 





Obr. 4.1 Schéma vlnkového Wienerova filtru, podle [11] 
 
4.1 Parametry realizovaného vlnkového Wienerova filtru 
Wienerovský filtr realizovaný v této diplomové práci má nečíselné parametry zvolené pomocí 
předchozího testování. Nenumerické parametry filtru zvolené na základě předchozího testo-
vání byly použity pouze u samotného návrhu Wienerova filtru. Pro následnou optimalizaci 
byly tyto parametry zvoleny dle zkušeností jiných autorů [17]. Mezi tyto empircky zvolené 
nečíselné parametry patří vlnka použitá v bloku WT1 na vlnkovou transformaci a v bloku 
IWT1 na inverzní vlnkovou transformaci. Vlnka použitá v těchto blocích je bior2.4. Dalším 
takto empiricky získaným nečíselným parametrem je vlnka bior3.5, která je používána v blo-
cích WT2 a IWT2 s funkcí totožnou jako bloky WT1 a IWT1.  
Číselné parametry tohoto filtru, jako jsou stupeň rozkladu, vstupní poměr výkonu signá-
lu ku výkonu šumu a empirická konstanta K pro výpočet empirického prahu, byly voleny ná-
hodně. Náhodná volba probíhala pouze při návrhu tohoto filtračního algoritmu v první části 
práce. Stupeň rozkladu pro blok WT1 a WT2 může, ale nemusí být stejný. V této části práce 
byl použit stupeň rozkladu 4. Poměr SNR ovlivňující úroveň šumu ve vstupním signálu byl 
použit 15 dB. Konstanta K se běžně volí z intervalu <2,5;3,5> [11]. V tomto realizovaném 
algoritmu je využívána 3,2. 
Číselné parametry mohly být zvoleny náhodně, protože jejich optimalizace vzhledem k 




4.1.1 Generované myopotenciálové rušení 
Tvar a vlastnosti reálných EMG signálů byly získány sledováním svalových kontrakcí u dob-
rovolníků. Charakteristickými rysy EMG signálů jsou velikost, rychlost a tvar. Těmto vlast-
nostem se musí model EMG co nejvíce přiblížit. 
Model použitého EMG rušení vychází z bílého gaussovského šumu. Bílý šum je typ 
šumu, který má gaussovské rozložení a jeho intenzita je v celém spektru konstantní. Toto ru-
šení se v prostředí MATLAB získá pomocí funkce randn, která generuje náhodná čísla s gaus-
sovským rozložením. Aby se z tohoto šumu získal signál, který by se svými vlastnostmi po-
dobal reálnému EMG signálu, musí být na gaussovský šum aplikován tvarovací filtr s přeno-
sovou rovnicí (4.6). Proměnné fmezd a fmezh vymezují frekvenční rozsah, ve kterém se nejvíce 
vyskytují reálné myopotenciály a f představuje frekvenci. V této práci byly použity hodnoty 
fmezd  o velikosti 346Hz a fmezh o velikosti 46Hz podle [17]. Výkonové spektrum tohoto mode-
lu EMG a generované EMG rušení jsou na Obr. 4.2. 
 
 
      
     
    
         
            
   
 (4.6) 
 
K nastavení úrovně tohoto vygenerovaného EMG slouží rovnice (4.7). Požadovanou 
úroveň myopotenciálů lze získat vynásobením každého koeficientu vygenerovaného EMG 
proměnnou a. V této rovnici představuje konstanta SNRvst hodnotu, kolikrát je výkon nezaru-
šeného signálu vyšší než výkon aditivního myopotenciálového rušení. Signál, který je přivá-
děn na vstup Wienerova filtru vznikl přičtením takto upraveného rušení k nezarušeným signá-
lům z databáze CSE [3], [17]. 
 
 
   
                        
                     
      































Tato kapitola se zabývá různými typy výpočtu prahových hodnot a různými typy prahování, 
které jsou ve schématu na Obr. 4.1 realizovány v bloku H. 
 
5.1 Výpočet prahové hodnoty 
V následujícím textu jsou rozebrány všechny typy výpočtu prahových hodnot, které byly rea-
lizovány pro splnění vedlejšího cíle diplomové práce. Ve vypracování optimalizace číselných 
parametrů bude použit pouze adaptivní empirický práh podle [17]. Aby mělo prahování vln-
kových koeficientů smysl, je třeba výpočetně získat práh pro každé rozkladové pásmo zvlášť. 
Další podmínkou smysluplnosti stanovení prahové hodnoty je její výpočet ze směrodatné od-
chylky. V této diplomové práci je práh počítán pomocí mediánu. Vzhledem k vlastnostem 
mediánu je možné použít k výpočtu této prahové hodnoty aditivní směs signálu a šumu. 
Techniky výpočtu prahové hodnoty použité v návrhu wienerovského vlnkového filtračního 
algoritmu jsou: 
 empirické prahování 
 univerzální prahování 
 adaptivní empirické prahování 
 adaptivní univerzální prahování. 
Adaptivní metody prahování obsahují 2 typy klouzavého posunu okna, ve kterém se po-
čítá. Jedná se o posun okna o 1 vzorek a o celou velikost okna. V teoretickém textu nebudou 
tyto typy posunu klouzavého okna rozebírány zvlášť, protože jediná jejich odlišnost je, že v 
realizovaném algoritmu s posunem okna o celou délku je potřeba linearizace hodnot mezi 
hodnotami získanými výpočtem z jednotlivých poloh posuvného okna. 
Na Obr. 5.1 je grafická ukázka úpravy vlnkových koeficientů prahováním na signálu po 




Obr. 5.1 Prahování rozkladových koeficientů, signál MO1_018_003 a svod Z, empirický 
práh, tvrdé prahování 
 
5.1.1 Empirický práh 
Jedná se o práh, jehož výpočet je závislý na úrovni zašumění filtrovaného signálu a na volbě 
hodnoty empirické konstanty, která se označuje K, jak je vidět v rovnici (5.1). Jeho velikost 
bude neměnná pro celou délku použitého signálu. Konstanta K ovlivňující velikost prahu se 
obvykle volí z intervalu od 2,5 do 3,5 [11]. Tato konstanta může být stejná pro všechna roz-
kladová pásma, ale také se může v jednotlivých pásmech lišit. Velikost empirické konstanty 
byla zvolena z tohoto intervalu náhodně. Její optimalizace vzhledem k maximálnímu SNR na 
výstupu Wienerova filtru bude řešena až ve druhé části diplomové práce. 
Výpočet směrodatné odchylky, který je uveden v rovnici (5.2) je použit pro veškeré vý-
počty prahových hodnot realizované v této části práce. Index m u všech použitých rovnic 
označuje dané rozkladové pásmo. 
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5.1.2 Univerzální práh 
Jedná se o další ze základních typů výpočtu prahu, jehož hodnota bude opět stejná pro celou 
délku analyzovaného signálu. Od rovnice pro empirický výpočet prahu se liší tím, že je přímo 
úměrný odmocnině dvojnásobku logaritmu délky filtrovaného signálu. Z rovnice (5.3) vyplý-
vá, že čím delší signál bude filtrován, tím vyšší bude hodnota prahu. 
 
                  (5.3) 
   
5.1.3 Adaptivní empirický práh 
Jedná se o typ prahu, jehož hodnota se počítá podle rovnice (5.1). Adaptivní empirický práh 
se od pevného empirického prahu liší tím, že hodnota adaptivního prahu není konstantní pro 
celý filtrovaný signál, protože se počítá v plovoucím okně, jehož velikost je předem pevně 
nastavená. Plovoucí okno může po signálu klouzat vzorek po vzorku, což znamená, že se do 
okna dostane nový vzorek a nejstarší vzorek je zapomenut. Další technikou pohybu okna po 
signálu je situace, že se celé okno posune přesně o velikost okna. První metoda dává při po-
rovnání výstupů Wienerova filtru vyšší SNR, ale je výpočetně a časově náročnější. Při návrhu 
filtračního algoritmu byl zvolen klouzavý posun okna o 1 vzorek z důvodu vyššího poměru 
SNR po filtraci. Při samotné optimalizaci filtru v další části diplomové práce bude okno posu-
nováno vždy o celou délku okna vzhledem k menší časové náročnosti. Optimalizace numeric-
kých parametrů bude probíhat iterativním algoritmem, což znamená, že optimalizační algo-
ritmus bude opakovaně volat filtrační funkci s pozměněnými numerickými parametry. 
 
5.1.4 Adaptivní univerzální práh 
Jedná se o totožnou úpravu pevného univerzálního prahu, jaká byla v předchozí podkapitole 
použita pro adaptivní empirický práh. V této části práce je při návrhu realizovaného algoritmu 
wienerovské filtrace použito klouzavé okno, které se posunuje o jeden vzorek, stejně jako v 
kapitole Adaptivní empirický práh vzhledem k lepší účinnosti filtrace. Pro návrh Wienerova 





Obr. 5.2 Garrote prahování, univerzální práh: pevný (vlevo), adaptivní (vpravo) 
 
5.2 Metody prahování 
V dalších odstavcích, jsou uvedeny charakteristiky jednotlivých metod prahování vlnkových 
koeficientů použitých při realizaci softwarového vedlejšího cíle diplomové práce. Pro samot-
nou optimalizaci číselných parametrů v další části diplomové práce bude použito garrote pra-
hování podle [17]. 
Prahování vlnkových koeficientů probíhá ve všech rozkladových pásmech kromě zbyt-
kového pásma. Uvedená pásma jsou výsledkem aplikace vlnkového filtru na analyzovaný 
signál. Veškeré typy prahování jsou shodné v tom, že vlnkové koeficienty, které jsou menší 
než práh vypočítaný v kapitole Výpočet prahové hodnoty nebo jakoukoliv jinou metodou, se 
vždy nulují. Prahovací metody se navzájem odlišují pouze úpravou nadprahových vlnkových 
koeficientů. 
Prahovací techniky realizované při návrhu filtračního algoritmu jsou: 
 tvrdé prahování 
 měkké prahování 
 hybridní (garrote) prahování 
 hyperbolické prahování 
 poloměkké prahování. 
 
5.2.1 Tvrdé prahování 
Jedná se o jednu ze základních, nejčastěji aplikovaných prahovacích metod. Proměnná na levé 
straně rovnice (5.4) označuje koeficienty pro jednotlivá pásma po procesu prahování, stejně 
jako levé strany rovnic pro všechny typy prahování. Z této rovnice  je zřejmé, že se jedná o 
výpočetně nejjednodušší typ prahování, protože koeficienty větší než práh zůstávají bez jaké-




Hlavní nevýhodou této metody je fakt, že se v EKG záznamu po použití tohoto typu 
prahování mohou objevovat výraznější artefakty, které se zde vykytují díky šumovým špič-
kám, jejichž hodnota byla vyšší než vypočítaný práh a tudíž ze signálu nebyly filtrací odstra-
něny. Tato nevýhoda je však kompenzována tím, že rozkladové koeficienty patřící užitečné-





      
                            
                                  
  (5.4) 
 
 
Obr. 5.3 Tvrdé prahování, podle [15]  
 
5.2.2 Měkké prahování 
Jedná se o další základní prahovací typ, který rovněž přiřazuje nulovou hodnotu vlnkovým 
koeficientům menším než vypočítaný práh. Jak je vidět z Obr. 5.4, spočívá úprava nadpraho-
vých koeficientů v jejich posunu k nulové hodnotě podle rovnice (5.5). Ve srovnání s tvrdým 
prahováním, měkké prahování znatelně omezuje vliv šumových špiček, které se svou velikostí 
dostaly těsně nad hodnotu prahu.  
Závažná nevýhoda této prahovací metody spočívá v omezování koeficientů, které vý-
razně převyšují prahovou hodnotu a představují pro nás užitečný signál. Tyto složky signálu 




      
                                            
                                                                         




Obr. 5.4 Měkké prahování, podle [15] 
 
5.2.3 Garrotní prahování 
Garrotní prahování, které je definováno rovnicí (5.6), představuje kombinaci tvrdého a měk-
kého prahování. Bývá proto také označováno jako hybridní prahovací metoda. Jak je vidět na 
Obr. 5.5, dochází v této metodě ke kombinaci výhod výše zmiňovaných prahovacích metod. 
Pro hodnoty koeficientů vyskytujících se nad prahem, mezi nimiž se mohou ojediněle vysky-
tovat šumové špičky, se blíží měkkému prahování. Naopak pro koeficienty představující uži-
tečný signál se blíží prahování tvrdému. 
Tato prahovací metoda používá k úpravě nadprahových hodnot podíl kvadrátu prahové 




      
      
  
 
     
                     
                                                 





Obr. 5.5 Garrote prahování, podle [15] 
 
5.2.4 Hyperbolické prahování 
Jedná se o prahování, které stejně jako garrotní prahování kombinuje výhody prahovacích 
typů z kapitoly Tvrdé prahování a z kapitoly Měkké prahování. Úprava vlnkových rozklado-
vých koeficientů je provedena podle rovnice (5.7). Ze srovnání Obr. 5.5 a Obr. 5.6 je zřejmé, 
že se hyperbolické prahování blíží charakteristice tvrdého prahování. Ve srovnání s garrotním 
prahováním jsou šumové špičky, jejichž velikost je mírně větší než vypočítaný práh, méně 
snižovány. U koeficientů s vyššími nadprahovými hodnotami zato dochází k mnohem rychlej-
šímu přibližování se vlastnostem tvrdého prahování. 
Úprava koeficientů hyperbolickým prahováním probíhá dle rovnice (5.7). Z této rovnice 
vyplývá, že výsledná hodnota nadprahového koeficientu se vypočítá jako odmocnina z rozdílu 





      
              
       
                      
                                                                        





Obr. 5.6 Hyperbolické prahování, podle [15] 
 
5.2.5 Poloměkké prahování 
Poloměkké prahování je posledním prahovacím typem použitým v realizovaném algoritmu 
wienerovského vlnkového filtru. Tato metoda využívá dvou prahových hodnot λm a λ
'
m, jak je 
zřejmé z rovnice (5.8) i z Obr. 5.7. Pro poloměkké prahování musí oba prahy splňovat pod-
mínku 0 < λm < λ
'
m. Tato metoda v sobě spojuje přednosti metod popsaných v kapitolách Tvr-
dé prahování a Měkké prahování.  
Volba prahové hodnoty λ'm záleží na signálu, který se filtruje. Mezi příklady nastavení 
λ'm patří u filtrace řečových signálů   
        a λ
'
m=2*λm, který se používá k odfiltrování 
odrazu od pozadí na UZV dopplerovských signálech [17]. Tento prahový koeficient byl v 
realizovaném algoritmu nastaven λ'm=1,5*λm.
 
V této metodě se nulují rozkladové koeficienty pod prahem λm, rozkladové koeficienty 
nad prahem λ'm jsou ponechány na původní hodnotě. Složitější úprava koeficientů nastává 
pouze mezi uvedenými prahovými hodnotami. Volbou prahové hodnoty λ'm určíme, k jakému 
typu prahování se budeme blížit. Blíží-li se práh λ'm prahu λm, budou se výsledné koeficienty 
podobat koeficientům pro tvrdé prahování a čím rozdílnější bude práh λ'm od prahu λm, tím 








                                                                           
 
           
  
              
  
    
                       
 
                                                                                





















Pro další analýzu EKG signálů, jak automatickou, realizovanou výpočetní technikou, tak i 
prováděnou lékařem, je nutné získat co nejčistší signál. Pojem co nejčistší signál představuje 
signál, který ideálně neobsahuje žádnou šumovou složku nebo alespoň signál s co největším 
výstupním poměrem SNR. Šumová složka v signálu EKG je v této práci minimalizována po-
mocí vhodného nastavení číselných parametrů Wienerova filtru. Tyto numerické parametry 
jsou automaticky vyhledány pomocí optimalizačních metod. 
Počátky optimalizačních algoritmů jsou datovány až do antického období. Formulace 
tehdejších optimalizačních úloh se omezovaly jen na stanovení největších nebo nejmenších 
veličin. Masivní rozvoj těchto technik byl zaznamenán po druhé světové válce, kdy se v eko-
nomické sféře řešily problémy optimalizace výrobních programů. 
Optimalizace představuje sérii kroků, pomocí nichž je vyhledáváno nejlepší možné ře-
šení pro daný problém. Optimalizační proces využívá změny vstupních stavových parametrů 
optimalizovaného systému za účelem sledování vlivu jednotlivých vstupních proměnných na 
výsledné parametry systému. Vlastním procesem optimalizace se rozumí hledání lokálních 
nebo globálních extrémů (minima nebo maxima) účelové neboli kriteriální funkce pomocí 
změny hodnot vstupních stavových veličin. Kriteriální funkce je funkce, která vyjadřuje od-
chylku aktuálních parametrů systému od parametrů požadovaných. Cílem optimalizace krite-
riální funkce je nalezení jejího minima nebo maxima, což vede k zisku takových argumetnů, 
pomocí kterých je po jejich přivedení na vstup optimalizované funkce získáno její minimum 
případně maximum. Kriteriální funkce může být jak jednorozměrná, tak i vícerozměrná. Počet 
rozměrů v optimalizačních metodách odpovídá počtu optimalizovaných parametrů. 
V této práci byly optimalizovány numerické parametry realizovaného filtračního algo-
ritmu, což jsou: 
 stupeň rozkladu nacházející se v bloku WT1 
 stupeň rozkladu 1 nacházející se v bloku WT2 
 empirická konstanta K z bloku H [18]. 
Veškeré názvy bloků se vztahují k Obr. 4.1. Nenumerické parametry vlnkového wiene-
rovského filtru, jako jsou banky filtrů pro WT1 a WT2, byly kvůli porovnání algoritmů zvo-
leny podle dizertační práce Ing. Lukáše Smitala, Ph.D. [17]. V této práci byly prakticky reali-
zovány dvě optimalizační techniky, úplné prohledávání a metoda Nelder-Mead, která svými 
vstupními parametry navazuje na výstup úplného prohledávání. 
 
6.1 Dělení optimalizačních metod 
U optimalizačních metod se používá několik kritérií k jejich rozdělení. Optimalizační metody 
lze rozdělit na enumerativní, deterministické, stochastické a smíšené techniky. 
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Enumerativní techniky sdružují optimalizační metody, které v průběhu algoritmu počí-
tají veškerá přípustná řešení. Jedná se o optimalizační úkoly, pro které obor hodnot optimali-
zovaných parametrů nabývá pouze diskrétních hodnot. Tato kategorie obsahuje brute force 
techniky, které se používají zejména pro optimalizaci funkcí, jejichž argumenty netvoří roz-
sáhlé intervaly. Do této skupiny patří například optimalizační technika úplného prohledávání 
(exhausive search). 
Deterministické techniky algoritmů zahrnují metody, jejichž základy jsou postaveny na 
přesných (rigorózních) metodách klasické matematiky. Pro efektivní činnost těchto algoritmů 
je nutné stanovit předběžné předpoklady. Mezi tyto předpoklady patří zejména: 
 lineárnost a konvexnost optimalizovaných funkcí 
 spojitý a málo rozsáhlý prostor s přípustnými řešeními 
 unimodální účelová funkce (funkce s jedním extrémem) 
 analytická definice problému 
 znalost gradientu funkce. 
Protože se v této kategorii algoritmů vyskytuje předpoklad unimodality kriteriální funkce, 
dostaneme na jejich výstupu pouze jedno možné řešení. Mezi typické zástupce této kategorie 
patří metoda nejstrmějšího sestupu a Newtonova metoda. 
Stochastické metody představují optimalizační techniky, které jsou založeny na výskytu 
náhody. Principem je náhodné generování argumentů kriteriální funkce. Jsou porovnány je-
jich funkční hodnoty a zapamatuje se kombinace argumentů s nejlepší funkční hodnotou. Ty-
to algoritmy jsou používány pouze k hrubým nástřelům řešení problémů a kvůli své malé 
rychlosti nejsou vhodné pro takové účelové funkce, jejichž argumenty mohou nabývat vel-
kých počtů hodnot. Typickým zástupcem stochastických metod je optimalizační technika ná-
hodného prohledávání, které je někdy označováno jako slepý algoritmus. 
Smíšené optimalizační metody z deterministických a stochastických kategorií vzájem-
nou kombinací vykazují mnohem lepší účinnost než jednotlivě. Tato skupina se vyznačuje: 
 schopností nalezení více řešení v jednom běhu 
 schopností najít kvalitní řešení v krátkém čase 
 kvalitní řešení představuje alespoň jeden globální extrém nevykazující závislost na 
vstupních parametrech. 
Do této kategorie řadíme například genetické algoritmy [28] a [29]. 
Dále lze optimalizační algoritmy rozdělit na globální a lokální techniky. 
Lokální metody optimalizace jsou optimalizační techniky sloužící pro nalezení extrému 
účelové funkce, ať se jedná o minimum nebo maximum. Jedná se však o lokální extrém vy-
skytující se v blízkém okolí bodu sloužícího jako vstupní parametr pro danou optimalizační 
úlohu. Hlavním nedostatkem těchto metod je, že nalezené řešení nemusí odpovídat nejlepšímu 
možnému (globálnímu) řešení. Pouze v případech, kdy globální a lokální extrém leží blízko 
sebe, záleží typ nalezeného řešení na zvoleném počátečním odhadu řešení, který je vstupním 
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parametrem těchto algoritmů. Na Obr. 6.1 je funkce s více extrémy. V bodech A1 a B1 jsou 
globální extrémy funkce a v bodech A2 a B2 se vyskytují lokální extrémy funkce. 
 
 
Obr. 6.1 Funkce s lokálními a globálními extrémy 
 
Globální optimalizační metody jsou metody, které zaručeně naleznou globální extrém 
kriteriální funkce, ať se jedná o minimum nebo maximum. Tyto metody pracují nezávisle na 
vstupních parametrech. U těchto metod nehrozí uvíznutí v lokálním extrému. Jejich hlavní 
nevýhodou je nesrovnatelně vyšší časová a výpočetní náročnost. 
 
6.2 Úplné prohledávání 
Tato optimalizační technika je iterační metoda globální optimalizace. Patří mezi brute force 
metody, protože pracuje na principu procházení předem vymezeného prostoru u všech opti-
malizovaných parametrů. Z tohoto prostoru vybere veškerá přípustná řešení. Výběr nejlepšího 
možného řešení provádí tato technika pomocí výpočtu funkční hodnoty pro jednotlivá pří-
pustná řešení a jejich vzájemného porovnání. Pro tento algoritmus platí, že čím hustěji jsou 
jednotlivé optimalizované parametry navzorkovány, tím bude výsledek přesnější. Vyšší přes-
nost si ale vyžádá delší čas na zisk tohoto řešení.  
 
6.3 Simplexová metoda 
Kvůli přehlednosti schémat jednotlivých operací budou optimalizační techniky simplexová 
metoda a metoda Nelder-Mead vysvětleny pouze na optimalizaci dvou parametrů. Ve vlastní 
diplomové práci je ovšem metoda Nelder-Mead realizována pro optimalizaci tří parametrů. 
Simplexová metoda je iterační optimalizační technika pro nalezení globálních extrémů. 
U této metody se vyskytuje klíčový pojem simplex. Jeho matematický zápis představuje rov-
nice (6.1). Písmeno d v této rovnici označuje počet optimalizovaných parametrů. Podmínka 
pro existenci simplexu je, že všechny jeho body nesmí ležet v jedné přímce. Z této podmínky 
vyplývá, že minimálním počtem optimalizovaných proměnných jsou u této metody dvě pro-
měnné. Pro optimalizaci jedné proměnné je totiž nemožné vytvořit simplex. Simplex je gene-
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rován přičtením nebo odečtením numerických konstant od počátečního odhadu řešení algo-
ritmu, které jsou předem zvoleny. Pokud jde o optimalizaci kriteriální funkce, jejíž argumenty 
se mění diskrétně, je třeba dbát na to, aby se pomocí přičtení nebo odečtení konstant dostaly 
vrcholy simplexu, které se nepřekrývají. Na obrázcích v kapitolách Simplexová metoda a Me-
toda Nelder-Mead (N-M) budou původní simplexy tvořeny body xB, xM a xW. 
Po vygenerování tohoto simplexu jsou spočítány funkční hodnoty jeho vrcholů a jsou 
ohodnoceny na základě jejich funkčních hodnot na nejhorší bod (xW), d-1 středních bodů 
(xM1, xM2, ...) a nejlepší bod (xB). Jako nejlepší bod je klasifikován bod, jehož funkční hodnota 
je nejmenší, pokud algoritmus hledá hodnoty optimalizovaných parametrů, jejichž funkční 
hodnota je globálním minimem kriteriální funkce. Pokud se pomocí simplexové metody hledá 
maximum kriteriální funkce, bude nejlepší bod analogicky bod s největší funkční hodnotou, 
popřípadě bod s nejmenší funkční hodnotou záporné kriteriální funkce. Podle rovnice (6.2) je 
určeno těžiště simplexu, ze kterého je odebrán nejhorší bod. V této rovnici znamená proměn-
ná S vygenerovaný simplex, d počet optimalizovaných parametrů neboli počet vrcholů sim-
plexu, zmenšený o jeden. X představuje jakýkoliv vrchol simplexu, kromě bodu klasifikova-
ného jako nejhorší a xW je bod s nejhorší funkční hodnotou vzhledem k optimalizačnímu pro-
blému. Po výpočtu tohoto těžiště pokračuje tato metoda operacemi reflexe nebo redukce sim-
plexu. 
 





      
   
 (6.2) 
 
Principem operace reflexe simplexu je překlopení bodu s nejhorší funkční hodnotou xW 
přes těžiště zbývajících bodů simplexu. Rovnice (6.3) představuje matematický zápis reflexe 
simplexu ve vektorovém tvaru, protože se vždy pohybujeme alespoň ve dvojrozměrném pro-
storu. Podle Obr. 6.2 je zřejmé, že při reflexi simplexu u simplexové metody se reflektovaný 
bod xR získá pomocí středové souměrnosti překlopením bodu xW přes bod g, který je těžištěm 
simplexu bez bodu s nejhorší funkční hodnotou xW. Pro reflektovaný bod xR je vypočítána 
funkční hodnota. Tato funkční hodnota je porovnána s akceptačním kritériem (6.4) pro nahra-
zení bodu s nejhorší funkční hodnotou simplexu reflektovaným bodem. Pokud toto akceptační 
kritérium není splněno, nastane operace redukce simplexu. 
Akceptační kritérium (6.4) v uvedeném tvaru platí pro optimalizaci vzhledem k minima-
lizaci kriteriální funkce. Toto akceptační kritérium pro optimalizaci vzhledem k maximalizaci 
kriteriální funkce je analogické ke kritériu (6.4) s opačným znaménkem nerovnosti. Funkční 
předpis (6.4) by mohl být použit i pro optimalizaci vzhledem k maximalizaci účelové funkce, 
pokud by měla kriteriální funkce záporné znaménko. 
 
             (6.3) 
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             (6.4) 
 
  
Obr. 6.2 Reflexe simplexu, vytvořeno podle [23] 
 
Redukce simplexu znázorněná na Obr. 6.3 je další operace u simplexové metody, která 
je realizována při nesplnění akceptačního kritéria (6.4) pro nahrazení bodu s nejhorší funkční 
hodnotou. Principem této optimalizační operace je zmenšení původního simplexu k bodu s 
nejlepší funkční hodnotou podle rovnice (6.5). Z této rovnice vyplývá, že se všechny body 
simplexu posunou do poloviny vzdálenosti mezi daným bodem a bodem s nejlepší funkční 
hodnotou. Proměnná x v rovnici (6.5) zastupuje všechny body simplexu kromě bodu xB a S 
zastupuje redukovaný simplex. 
Optimalizační algoritmus obvykle končí dosažením předem určeného počtu iterací. Lze 
jej ovšem doplnit dalšími podmínkami pro ukončení optimalizace. Takové další ukončovací 
podmínky mohou být porovnání směrodatné odchylky několika posledních hodnot jednotli-












Obr. 6.3 Redukce simplexu, vytvořeno podle [23] 
 
6.3.1 Metoda Nelder-Mead (N-M) 
Optimalizační metoda Nelder-Mead je modifikací simplexové optimalizační techniky. Stejně 
jako simplexová metoda je i N-M metoda iterační optimalizační technikou. Metoda N-M je 
ovšem nástrojem pro lokální optimalizaci. Lokální optimalizační techniky jsou takové techni-
ky, které jsou závislé na počátečním odhadu řešení a mohou se ustálit i v lokálním extrému. 
Princip této optimalizační techniky se z části shoduje se simplexovou metodou. To 
znamená, že v prvním kroku je vygenerován počáteční simplex podle podmínek uvedených v 
kapitole Simplexová metoda. Pro tento počáteční simplex jsou vypočítány funkční hodnoty 
jeho vrcholů, které jsou opět ohodnoceny na nejhorší bod (xW), d-1 středních bodů (xM1, xM2, 
..., xM(d-1)) a nejlepší bod (xB). Pokud máme oklasifikované vrcholy simplexu, tak lze podle 
rovnice (6.2) vypočítat těžiště ze všech bodů kromě bodu s nejhorší funkční hodnotou. Meto-
da N-M na rozdíl od simplexové metody obsahuje čtyři operace. Tyto operace jsou reflexe, 
expanze, kontrakce a redukce simplexu. 
Reflexe simplexu je zobrazená na Obr. 6.2. Odlišnosti oproti reflexi simplexu u simple-
xové metody spočívají v jejich funkčních předpisech. Reflexe simplexu u N-M metody probí-
há podle rovnice (6.6). Od rovnice (6.2) se odlišuje přítomností členu α, který představuje 
koeficient pro reflexi. Tento koeficient nabývá hodnot α>1. Aby byl Obr. 6.2 platný pro me-
todu N-M, musí platit, že vzdálenost mezi těžištěm simplexu a reflektovaným bodem (vzdále-
nost mezi body g a xR) je větší než vzdálenost mezi těžištěm simplexu a vrcholem simplexu s 
nejhorší funkční hodnotou (vzdálenost mezi body g a xW). Pro optimalizaci dvou parametrů je 
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akceptační kritérium pro nahrazení nejhoršího bodu simplexu xW ve tvaru (6.7). Pokud je tato 
podmínka splněna, nahradí reflektovaný bod xR bod xW a algoritmus přechází do další iterace. 
V opačném případě postoupí algoritmus do dalších operací. 
 
             (6.6) 
                   (6.7) 
 
Expanze simplexu je operace, která nastává v případě, že pro bod získaný reflexí sim-
plexu platí podmínka (6.8). Tato operace je graficky znázorněná na Obr. 6.4. Jedná se o ope-
raci, kdy je pomocí rovnice (6.9) získán bod xE. V této rovnici představuje xR bod získaný 
reflexí simplexu, g jeho těžiště a koeficient γ označuje koeficient pro expanzi simplexu, který 
nabývá hodnot γ>1 a zároveň γ>α představující koeficient pro reflexi simplexu. U bodu zís-
kaného expanzí je vypočítána funkční hodnota, pomocí které je testováno akceptační kritéri-
um (6.10) pro nahrazení bodu s nejhorší funkční hodnotou původního simplexu expandova-
ným bodem. Není-li tato podmínka splněna, je bod xW z původního simplexu nahrazen bodem 
xR a optimalizační algoritmus pokračuje do další iterace. 
 
             (6.8) 
              (6.9) 
             (6.10) 
 
 




Kontrakce simplexu je výpočetní operace, do které algoritmus přechází za předpokladu, 
že reflektovaný bod xR splňuje podmínku (6.11). Dojde-li k této operaci, je vybrán bod xK, 
jako lepší ze dvou možností, které jsou výsledkem operace kontrakce simplexu s funkčními 
předpisy danými rovnicemi (6.12) a (6.13). V případě platnosti podmínky (6.14), bude opera-
ce kontrakce simplexu probíhat podle rovnice (6.12).  Dále dochází k porovnání funkční hod-
noty bodu xK1 získaného kontrakcí simplexu s akceptačním kritériem (6.16) pro náhradu bodu 
xW. Splňuje-li tato funkční hodnota dané kritérium (6.16), je bod xW nahrazen bodem xK1. 
V opačném případě algoritmus směřuje k operaci redukce simplexu. Pokud ovšem bude platit 
podmínka (6.15), bude kontrahovaný bod vypočítán podle rovnice (6.13). Opět je pro bod xK2 
vypočítána funkční hodnota. Splňuje-li tato funkční hodnota podmínku danou nerovnicí 
(6.17), dojde k nahrazení bodu xW bodem xK2. V opačném případě v algoritmu opět dochází 
k operaci redukce. Koeficient β v rovnicích (6.12) a (6.13) pro zisk kontrahovaných bodů xK1 
a xK2 představuje koeficient kontrakce z intervalu (0,1). Varianty operace kontrakce jsou zná-
zorněny na Obr. 6.5 a Obr. 6.6. 
 
             (6.11) 
               (6.12) 
               (6.13) 
                   (6.14) 
             (6.15) 
              (6.16) 
              (6.17) 
 
 





Obr. 6.6  Kontrakce simplexu dle rovnice (6.13), vytvořeno podle [9] 
 
Poslední operací, ke které může N-M optimalizační algoritmus dospět, je redukce sim-
plexu. Tato operace je vyobrazena na Obr. 6.3 a rozebrána v kapitole Simplexová metoda. 
Stejně jako reflexe, tak i redukce simplexu se liší ve funkčním předpisu oproti redukci sim-
plexu v nemodifikované simplexové metodě. Funkční předpis pro tuto N-M metodu je zapsán 
v rovnici (6.18). Odlišností oproti redukci v klasické simplexové metodě je výskyt koeficientu 
δ, představujícího koeficient redukce z intervalu (0,1). 
 
                                        (6.18) 
 
Optimalizační N-M algoritmus je ukončen buď dovršením předem stanoveného počtu 












7 Ověření realizovaných algoritmů 
Ověření funkčnosti algoritmu bylo provedeno na EKG záznamech z databáze CSE. Algoritmy 
pro tuto diplomovou práci byly realizovány v prostředí MATLAB ve verzi 2009b. 
 
7.1 Databáze CSE 
Jedná se o výsledek projektu Common Standards for quantitative Electrocardiography, který 
byl spuštěn v roce 1978. Celá databáze CSE se skládá ze tří částí, z nichž první dvě slouží k 
testování navržených algoritmů na zpracování EKG. První část obsahuje 250 reálných a 310 
umělých signálů, které byly vytvořeny z reálných signálů pomocí opakování jednoho srdeční-
ho cyklu. V této části se vyskytují EKG signály zaznamenávané ze tří svodů. Druhá část ob-
sahuje 2x125 EKG záznamů a to jak dvanáctisvodových, tak  i třísvodových (ortogonálních). 
V poslední části standardní databáze CSE jsou uložena pouze tzv. diagnostická data.  
V části databáze, ve které jsou vícesvodové záznamy EKG, je pouze čtvrtina záznamů 
ze zdravých srdcí a u zbylých záznamů je přítomno velké množství kardiologických onemoc-
nění [17]. 
 
7.2 Ukázky ověření Wienerova filtru 
Kritériem hodnocení realizovaného wienerovského filtru byl parametr SNR_out, který udává 
poměr výkonu signálu k výkonu šumu po průchodu vstupního signálu použitým algoritmem. 
Aby byl použitý algoritmus účinný, musela být hodnota testovaného parametru větší než hod-
nota SNR_in, kterou je označován poměr výkonu signálu k výkonu šumu vstupního signálu 
před průchodem wienerovským filtrem.  
Kdyby byla hodnota parametru SNR_out menší než hodnota SNR_in, byl by realizova-
ný algoritmus kontraproduktivní, protože by vracel signál, který má vyšší úroveň šumu než 
měl vstupní signál. 
Tab. 7.1, Tab. 7.2, Tab. 7.3, Tab. 7.4, Tab. 7.5 a Tab. 7.6 představují příklady číselných 
ukázek ověření pro jednotlivé metody výpočtu prahu. Toto testování bylo provedeno na ná-
hodně vybraném signálu MO1_018_03. Z tohoto signálu byl pro ověření použit náhodně vy-
braný ortogonální svod Z. Aby tento příklad ověření algoritmu a vzájemného porovnání pro 
použité prahovací techniky a metody výpočtu prahové hodnoty byl korektní, byla pro každou 
kombinaci výpočtu prahu a metody prahování použita totožná myopotenciálová šumová slož-
ka, která je zobrazena na Obr. 4.2. Následující tabulky obsahují kromě parametrů, které byly 
kritériem ověření, i parametry, které byly použity v algoritmu a ovlivňují hodnotu proměnné 
SNR_out a byly použity při tvorbě následujících tabulek. Hodnota parametru SNR_out není 
maximální, což ale není pro vedlejší cíl diplomové práce podstatné, protože optimalizace al-
goritmu je řešena až při splnění hlavního cíle této práce. 
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Tab. 7.1 Ukázka ověření realizovaného algoritmu-empirický práh 











15 bior2.4 bior3.5 4 4 3.2 Tvrdé 27.65 
15 bior2.4 bior3.5 4 4 3.2 Měkké 25.54 
15 bior2.4 bior3.5 4 4 3.2 Garotte 26.89 
15 bior2.4 bior3.5 4 4 3.2 Hyperbolické 27.42 
15 bior2.4 bior3.5 4 4 3.2 Poloměkké 27.78 
 
Tab. 7.2 Ukázka ověření realizovaného algoritmu-univerzální práh 











15 bior2.4 bior3.5 4 4 Tvrdé 27.69 
15 bior2.4 bior3.5 4 4 Měkké 24.46 
15 bior2.4 bior3.5 4 4 Garotte 25.81 
15 bior2.4 bior3.5 4 4 Hyperbolické 26.67 
15 bior2.4 bior3.5 4 4 Poloměkké 26.98 
 
Tab. 7.3 Ukázka ověření realizovaného algoritmu-adaptivní empirický práh s posunem okna o 
1 vzorek 














15 bior2.4 bior3.5 4 4 3.2 430 Tvrdé 27.72 
15 bior2.4 bior3.5 4 4 3.2 430 Měkké 25.76 
15 bior2.4 bior3.5 4 4 3.2 430 Garotte 27.01 
15 bior2.4 bior3.5 4 4 3.2 430 Hyperbolické 27.49 
15 bior2.4 bior3.5 4 4 3.2 430 Poloměkké 27.81 
 
Tab. 7.4 Ukázka ověření realizovaného algoritmu-adaptivní univerzální práh s posunem okna 
o 1 vzorek 













15 bior2.4 bior3.5 4 4 430 Tvrdé 27.73 
15 bior2.4 bior3.5 4 4 430 Měkké 24.74 
15 bior2.4 bior3.5 4 4 430 Garotte 26.03 
15 bior2.4 bior3.5 4 4 430 Hyperbolické 26.82 





Tab. 7.5 Ukázka ověření realizovaného algoritmu-adaptivní empirický práh s posunem okna o 
délku okna 













15 bior2.4 bior3.5 4 4 430 Tvrdé 27.54 
15 bior2.4 bior3.5 4 4 430 Měkké 25.40 
15 bior2.4 bior3.5 4 4 430 Garotte 26.71 
15 bior2.4 bior3.5 4 4 430 Hyperbolické 27.26 
15 bior2.4 bior3.5 4 4 430 Poloměkké 27.61 
 
Tab. 7.6 Ukázka ověření realizovaného algoritmu-adaptivní univerzální práh s posunem okna 
o délku okna 













15 bior2.4 bior3.5 4 4 430 Tvrdé 27.50 
15 bior2.4 bior3.5 4 4 430 Měkké 24.34 
15 bior2.4 bior3.5 4 4 430 Garotte 25.66 
15 bior2.4 bior3.5 4 4 430 Hyperbolické 26.51 
15 bior2.4 bior3.5 4 4 430 Poloměkké 26.86 
 
Ověřením nejen z předchozích ukázek byl potvrzen apriorní předpoklad, že metody pra-
hování s adaptivním prahem budou dávat vyšší poměr SNR na výstupu algoritmu než metody 
prahování s konstantním prahem. Pokud u adaptivního výpočtu prahové hodnoty bude zvolen 
klouzavý posun okna o celou jeho délku s následnou linearizací prahové hodnoty mezi jeho 
vypočtenými hodnotami, budou výsledné poměry SNR horší v řádech desetin, jak ukazují 
Tab. 7.5 a Tab. 7.6 v porovnání s odpovídajícími si hodnotami pro klouzavý posun okna o 1 
vzorek bez nutnosti linearizace uvedenými v Tab. 7.3 a Tab. 7.4. Zhoršení výstupního poměru 
SNR za použití posunu okna o jeho délku není tak výrazné, aby nemohlo být použito v ná-
sledné optimalizaci číselných parametrů Wienerova filtru, vzhledem k menší časové nároč-
nosti výpočtu tohoto typu prahu. 
 Výsledky uvedené v jednotlivých tabulkách jsou aproximovatelné na celou databázi, 
pokud by bylo ke každému EKG záznamu aditivně přidáno stejné myopotenciálové rušení. 
Nejedná se o aproximaci číselného parametru SNR_out, ale o to, která metoda prahování se 
nejvíce hodí k danému typu výpočtu prahu. Z uvedených výsledků vyplývá, že nejlepší meto-
dou výpočtu prahu pro odstranění rušení je adaptivní empirický výpočet prahu podle rovnice 
(5.1). 
Nejhorší výsledky z realizovaných metod prahování vlnkových koeficientů, vykazuje 
metoda měkkého prahování. Tento typ prahování se jako nejhorší dá zobecnit pro použité 
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vstupní parametry na celou databázi. Nejlepší z realizovaných metod prahování se nedá podle 
uvedené ukázky ověření jednoznačně určit. Pro použité parametry uvedené v tabulkách jsou 
pro uvedenou ukázku nejlepší metody pro prahování vlnkových koeficientů metoda tvrdého a 
poloměkkého prahování.  
Hodnocení v předchozích dvou odstavcích je platné pouze pro hodnoty jak číselných tak 
i nečíselných parametrů, kromě testovaného parametru  SNR_out a parametru SNR_in, které 
jsou uvedeny v Tab. 7.1, Tab. 7.2, Tab. 7.3,  Tab. 7.4, Tab. 7.5 a Tab. 7.6.  
Na následujících obrázcích jsou graficky zdokumentovány ukázky ověření funkčnosti 
realizovaného algoritmu. Pro daný výpočet prahu odpovídá první obrázek v uvedeném pořadí 
nejlepší a nejhorší metodě prahování z příslušné tabulky a v druhém obrázku jsou zbylé tři 
metody prahování. 
Na Obr. 7.1 a Obr. 7.2 lze vizuálně pro empirický výpočet prahové hodnoty a pro 
všechny metody prahování porovnat účinnost realizovaného algoritmu na úseku signálu 
MO1_018_03, na svodu Z. Hodnoty číselných i nečíselných parametrů se shodují s Tab. 7.1. 
Podíváme-li se u uvedených obrázků na rekonstruovaný signál kolem vzorku 1400 (modré 
kolečko), je zřejmé, že se v tomto místě vyskytují slabě nadprahové koeficienty. Téměř úplně 
je odstranila metoda měkkého prahování. Podle charakteristik uvedených pro jednotlivé me-
tody by měla v odstranění těchto lehce nadprahových šumových špiček následovat metoda 
poloměkkého prahování. Ovšem díky použité hodnotě prahu λ'm se poloměkké prahování blíží 
vlastnostem tvrdého prahování. V souladu s teoretickým předpokladem jsou šumové špičky 
lépe vyhlazeny garrotním než hyperbolickým prahováním. Tyto špičky naopak vůbec neod-
straňuje tvrdé prahování. 
Obr. 7.3 a Obr. 7.4 slouží pro vizuální porovnání účinnosti všech použitých metod pra-
hování univerzálního prahu na úseku signálu MO1_018_03, na svodu Z. Hodnoty číselných i 
nečíselných parametrů se shodují s Tab. 7.2. Ve srovnání s předchozími obrázky pro empiric-
ký výpočet prahu lze pozorovat, že kombinací univerzálního výpočtu prahu a prahovacích 
metod se lépe potlačují šumové špičky, které se vyskytují v mírně nadprahové oblasti. Šumo-
vé špičky okolo vzorku 1400 se vyskytují na filtrovaném signálu pouze u tvrdé metody pra-
hování. Pokud by byl vstupní signál kratší, bylo by možné, že by neodfiltrovaný šum byl na 
tomto místě vidět i u ostatních metod, protože velikost prahu u univerzálního výpočtu prahové 
hodnoty je závislá na délce vstupního signálu. 
Obr. 7.5 a Obr. 7.6 slouží nejen jako grafické znázornění ověření pro adaptivní empiric-
ký práh, ale i pro porovnání s Obr. 7.1 a Obr. 7.2 pro empirický pevný práh. Klouzavé okno 
pro výpočet adaptivního prahu se posunovalo po jednom vzorku. Je tedy logické, že šumové 
složky u filtrovaného signálu zde budou menší než pro totožné vstupní parametry a stejný 
signál u metody empirického pevného prahu. 
Obr. 7.7 a Obr. 7.8 slouží pro porovnání vlivu posunu okna pro adaptivní epirický vý-
počet prahové hodnoty s Obr. 7.5 a Obr. 7.6. Při detailním pohledu na měkké prahování na 
Obr. 7.7 je patrné, že při použití posunu okna o celou jeho délku dochází k horší filtraci šu-
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mových špiček, které v signálu zůstaly po odfiltrování aditivně přidaného svalového rušení. 
Závislost poškození signálu v jeho vysokofrekvenčních oblastech na způsobu posunu okna 
pro výpočet prahové hodnoty není z grafických ukázek zřetelně prokazatelná. 
Obr. 7.9 a Obr. 7.10, kde jsou graficky znázorněny výsledky adaptivního univerzálního 
prahu s posunem okna o jeden vzorek, slouží k porovnání především s Obr. 7.3 a Obr. 7.4, 
které znázorňují pevný univerzální výpočet prahu. Stejně jako u obrázků pro adaptivní a pev-
ný empirický práh, dochází k lepší filtraci aditivního myopotenciálového rušení u adaptivního 
výpočtu prahu. 
Obr. 7.11 a Obr. 7.12 slouží pro porovnání vlivu posunu okna pro výpočet prahové 
hodnoty u adaptivní univerzální prahové hodnoty s Obr. 7.9 a Obr. 7.10. Platí stejná fakta 
jako při porovnání vlivu posunu okna u adaptivního empirického výpočtu prahu. 
 
 





Obr. 7.2 Empirický práh-tvrdé, garrote a hyperbolické prahování 
 
 





Obr. 7.4 Univerzální práh-garrote, hyperbolické a poloměkké prahování 
 
 





Obr. 7.6 Adaptivní empirický práh-tvrdé, garrote a hyperbolické prahování, posun okna 
o 1 vzorek 
 
 





Obr. 7.8 Adaptivní empirický práh-tvrdé, garrote a hyperbolické prahování, posun okna o 
délku okna 
 





Obr. 7.10 Adaptivní univerzální práh-garrote, hyperbolické a poloměkké prahování, posun 
okna o 1 vzorek 
 
 





Obr. 7.12 Adaptivní univerzální práh-garrote, hyperbolické a poloměkké prahování, posun 
okna o délku okna 
 
7.3 Výsledky optimalizace metodou úplného prohledávání 
Realizovaný algoritmus wienerovského vlnkového filtru byl optimalizován na pětasedmdesáti 
signálech standardní databáze CSE. Jednalo se o signály číslo 50, 100, 150, ....., 3700 a 3750. 
Na těchto signálech byl realizovaný algoritmus optimalizován jak metodou úplného prohledá-
vání, tak i N-M metodou, jejíž výsledky jsou uvedeny v kapitole Výsledky optimalizace me-
todou Nelder-Mead. 
Ideální kombinace bank filtrů pro jednotlivé vlnkové transformace pro SNR_in, které 
jsou uvedeny v Tab. 7.7, byly použity pro optimalizaci metodou úplného prohledávání, jejíž 
výsledky shrnuje Tab. 7.8, pro optimalizaci metodou Nelder-Mead, kterou shrnuje Tab. 7.9, 
pro numerické shrnutí realizovaného Wienerova filtru v Tab. 7.10 a pro porovnání s metoda-
mi dalších autorů v Tab. 7.11. Banky filtrů pro vlnkové transformace v závislosti na vstupním 
poměru SNR byly převzaty z [17]. Za tohoto předpokladu jsou výsledky filtru s optimálními 
koeficienty srovnávané s dalšími metodami pro filtraci svalového rušení z EKG realizovaný-








Tab. 7.7 Ideální kombinace bank filtrů pro SNR_in, převzato z [17] 
SNR_in 
[dB] 
Banka filtrů pro 
WT1 
Banka filtrů pro 
WT2 
0, 5, 10 rbio1.3 rbio4.4 
15, 20 db4 sym4 
25, 30, 35 bior4.4 sym4 
40, 45 bior3.9 sym4 
50, 55 sym6 bior3.3 
 
Optimalizace metodou úplného prohledávání probíhala ve dvou fázích. V první fázi by-
ly optimalizovány oba stupně rozkladu a empirická konstanta na intervalu < 1; 10 > s krokem 
1. Tímto způsobem byly nalezeny hodnoty obou stupňů rozkladu. U empirické konstanty byl 
zjištěn pouze odhad, protože na rozdíl od obou stupňů rozkladu nabývá spojitých hodnot. Při 
diskrétním vzorkování empirické konstanty s krokem 1 můžeme získat zkreslenou představu o 
maximu kriteriální funkce. 
Ve druhé fázi byly zafixovány optimalizované hodnoty stupňů rozkladu z první fáze a 
bylo realizováno pouze zpřesnění empirické konstanty pro výpočet empirického prahu. Toto 
zpřesnění probíhalo na intervalu < odhad empirické konstanty-1; odhad empirické konstanty 
+1> s krokem 0,1. Odhad empirické konstanty byl získán v předchozím optimalizační fázi.  
Následující závislosti na Obr. 7.13, Obr. 7.14 a Obr. 7.15 jsou generovány pro vstupní 
poměr SNR 10 dB z Tab. 7.8. Obr. 7.13 zobrazuje strmý nárůst křivky výstupního SNR do 
maxima při změně hodnoty empirické konstanty od jedničky po hodnotu empirické konstanty, 
pro kterou je dosaženo maximálního průměrného SNR. Od bodu maxima křivka postupně 
klesá. Pro vygenerování výše uvedeného obrázku byly použity hodnoty 4 pro stupeň rozkladu 
v bloku WT1 stejně jako pro stupeň rozkladu v blocích WT2. U Obr. 7.14 stejně jako u před-
chozího obrázku je zřejmý strmý nárůst křivky pro průměrné výstupní SNR v závislosti na 
stupni rozkladu v bloku WT1. Po dosažení maximální hodnoty dochází k jejímu mírnému 
poklesu. Tato křivka byla vygenerována pro parametry stupeň rozkladu pro vlnkové transfor-
mace v blocích WT2 roven 4 a empirické konstanty o velikosti 3,40. Na Obr. 7.15 je patrný 
rozdíl oproti předchozím obrázkům. U křivky závislosti průměrného výstupního poměru SNR 
na stupni rozkladu pro bloky WT2 je zřejmý strmý rychlý nárůst do maxima a stejně rychlý 
pokles hodnoty výstupního SNR. Pro poslední graf byly u vlnkového wienerovského filtru 
použity parametry stupeň rozkladu pro vlnkovou transformaci v bloku WT1 o velikosti 4 a 




Obr. 7.13 Závislost průměrného výstupního SNR na empirické konstantě při fixních stupních 
rozkladu v blocích WT1 a WT2 na Obr. 4.1  
 
 
Obr. 7.14 Závislost průměrného výstupního SNR na stupni rozkladu v bloku WT1 při fixním 




Obr. 7.15 Závislost průměrného výstupního SNR na stupni rozkladu v bloku WT2 při fixním 
stupni rozkladu v bloku WT1 a empirické konstantě v bloku H na Obr. 4.1  
 
Algoritmus úplného prohledávání prochází optimalizované numerické parametry reali-
zovaného filtračního algoritmu v rozsahu zmíněném v předchozích odstavcích. Pro každou 
kombinaci přípustných hodnot je uměle vygenerována šumová složka svalového rušení, která 
je přičtena ke každému z pětasedmdesáti signálů, na kterých jsou tyto parametry optimalizo-
vány. Po zisku průměrné hodnoty SNR v dané iteraci se změní hodnoty optimalizovaných 
parametrů (minimálně jednoho parametru) a následně je generováno další svalové rušení. Vý-
stupem po poslední iteraci jsou hodnoty, pro které měl optimalizovaný algoritmus největší 
výstupní průměrný poměr SNR. 
Tab. 7.8 shrnuje optimalizované hodnoty parametrů stupeň rozkladu, stupeň rozkladu 1 
a empirická konstanta K, získané realizovaným algoritmem úplného prohledávání. Kombina-
ce bank rozkladových filtrů pro vlnkové transformace ve wienerovském vlnkovém filtru byla 
zvolena pro daný poměr SNR v signálu vstupujícím do filtru podle Tab. 7.7. Výsledky meto-
dy úplného prohledávání jsou v Tab. 7.8 uvedeny až v kapitole Výsledky optimalizace meto-
dou Nelder-Mead (N-M), z důvodu možnosti snadnějšího porovnání výsledků s metodou N-M 
uvedených v Tab. 7.9. 
 Na optimalizaci má kromě použitých signálů z databáze CSE významný vliv i vygene-
rované svalové rušení, kterým se zabývá kapitola Generované myopotenciálové rušení. Pro 
svalové rušení, které je odlišné od použitého myopotenciálového rušení dojde ke změně hod-
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not optimalizované empirické konstanty a průměrný SNR po optimalizaci. Změny mohou 
doznat i oba stupně rozkladu. 
Z Tab. 7.8 je zřejmé, že čím vyšší bude zvolený parametr SNR vstupní, neboli čím nižší 
bude zastoupení aditivní šumové složky ve filtrovaném signálu, tím menší bude rozdíl mezi 
hodnotou průměrného SNR po optimalizaci a hodnotou SNR vstupní.  
Na Obr. 7.16 je znázorněn výřez signálu číslo MO2_042_12 a svod V4 z databáze CSE. 
Níže zobrazený úsek signálu byl vytvořen pomocí parametrů pro SNR vstupní o velikosti 10 
dB z Tab. 7.7 a Tab. 7.8. Tento obrázek slouží k vizuálnímu porovnání výsledků vlnkového 
wienerowského filtru s numerickými koeficienty optimalizovanými metodou úplného prohle-
dávání. Cílem optimalizace parametrů bylo dosažení co nejpodobnějšího signálu po filtraci se 
vstupním signálem bez aditivně přidaného svalového rušení. Z porovnání signálu znázorněné-
ho plnou modrou křivkou, která představuje vstupní signál bez aditivního rušení, a čerchova-
nou zelenou křivkou, která znázorňuje filtrovaný signál, je zřejmé, že optimalizace proběhla 
úspěšně. Pro zobrazený signál nelze docílit hodnoty SNR po optimalizaci uvedené v Tab. 7.8, 
pokud nebude realizována optimalizace pro zvolené parametry na konkrétním signálu s pře-
dem vygenerovaným a uloženým myopotenciálovým rušením. 
 
 
Obr. 7.16 Grafické znázornění optimalizace metodou úplného prohledávání 
 
7.4 Výsledky optimalizace metodou Nelder-Mead (N-M) 
Optimalizace metodou N-M byla provedena na totožných signálech, které jsou vypsány na 
počátku kapitoly Výsledky optimalizace metodou úplného prohledávání. Banky rozkladových 
filtrů pro vlnkovou transformaci byly voleny opět podle Tab. 7.7. 
Princip této metody je vysvětlen v kapitole Metoda Nelder-Mead (N-M). Protože se 
jedná o metodu lokální optimalizace, musí být mezi vstupními parametry počáteční odhad 
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řešení. Funkční hodnota tohoto odhadu by se měla nacházet v okolí globálního maxima krite-
riální funkce, aby nehrozilo uvíznutí v lokálním extrému. Tento počáteční odhad byl získán 
přičtením a odečtením numerické konstanty k odpovídajícím výstupům optimalizace metodou 
úplného prohledávání. 
Šumová složka je algoritmem generována na počátku každé iterace. V dané iteraci je 
vygenerovaný šum aditivně přidán ke každému signálu, na kterém byl algoritmus optimalizo-
ván vzhledem k výpočtu funkčních hodnot jednotlivých bodů. V následující iteraci je genero-
ván další šumový signál. 
V Tab. 7.9 představují hodnoty ve druhém až čtvrtém sloupci vstupní parametry pro po-
užitou metodu N-M, které znamenají počáteční odhad řešení získaný odvozením z výsledků 
optimalizace metodou úplného prohledávání z Tab. 7.8. Porovnání výsledků optimalizace N-
M metodou a metodou úplného prohledávání, dává téměř totožné výsledky pro jednotlivé 
stupně rozkladu. Výsledky obou metod se především liší ve sloupci s hodnotami empirické 
konstanty po optimalizaci v předposledním sloupci v Tab. 7.9. U empirické konstanty dochází 
ve většině uvedených hodnot k poklesu při optimalizaci metodou N-M ve srovnání s techni-
kou úplného prohledávání. Stejně jako u metody úplného prohledávání pozorujeme, že čím 
vyšší je vstupní poměr SNR, tím nižší bude rozdíl hodnot průměrného SNR po optimalizaci a 
hodnoty vstupního SNR. Porovnáním průměrných poměrů SNR po optimalizaci u obou me-
tod je zřejmé, že u N-M metody je hodnota tohoto poměru v řádech setin až desetin vyšší. 
Tyto rozdíly jsou především způsobeny odlišností přičítaného rušení k užitečnému signálu pro 
jednotlivé trojice parametrů u obou metod. 
 Na Obr. 7.17 je zobrazena konvergence kriteriální funkce pro optimalizaci numeric-
kých parametrů vlnkového wienerovského filtru metodou N-M pro vstupní SNR 10 dB. Řeše-
ním jsou ty hodnoty parametrů, pro které kriteriální funkce nabývá maximální hodnoty. Těch-
to hodnot je dosaženo okolo patnácté iterace vyznačené červeným kroužkem. Z důvodu při-
čtení odlišného šumového signálu v každé iteraci, nebude kriteriální funkce konvergovat k 
určité hodnotě. 
Na Obr. 7.18 je EKG signál MO2_042_12  a jeho svod V4 jako v kapitole Výsledky op-
timalizace metodou úplného prohledávání na Obr. 7.16. Odlišnost mezi Obr. 7.16 a Obr. 7.18 
je kromě odlišných vstupních numerických parametrů i v odlišném vygenerovaném myopo-
tenciálovém rušení. Opět je z tohoto obrázku zřejmé, že filtrovaný signál dostatečně kore-























Průměrný SNR po 
optimalizaci [dB] 
0 4 5 3.5 18.09 
5 4 5 2.7 21.38 
10 4 5 2.6 24.42 
15 4 4 2.9 27.68 
20 4 4 2.9 31.12 
25 3 4 2.8 34.51 
30 3 4 3.0 38.26 
35 7 3 3.0 42.00 
40 3 3 2.4 46.19 
45 3 3 2.3 50.22 
50 2 3 2.8 53.62 
55 4 2 2.8 57.76 
 
 





















SNR po  
optimalizaci 
 [dB] 
0 3 6 3.0 4 5 3.10 18.37 
5 3 6 2.2 4 5 2.96 21.53 
10 3 6 2.1 5 4 2.84 24.52 
15 3 5 2.4 4 4 2.89 27.92 
20 3 5 2.4 4 4 2.66 31.35 
25 2 5 2.3 4 4 2.63 34.71 
30 2 5 2.5 3 4 2.56 38.45 
35 6 4 2.5 6 3 2.30 42.16 
40 2 4 1.9 3 3 2.29 46.33 
45 2 4 1.8 3 3 2.12 50.35 
50 1 4 2.3 2 3 2.43 53.68 






Obr. 7.17 Konvergence metody N-M 
 
 
Obr. 7.18 Grafické znázornění optimalizace N-M metodou 
 
Optimalizační metoda N-M je standardně ukončena dosažením předem stanoveného po-
čtu iterací. Dále byla do algoritmu přidána ukončující podmínka (7.1), kde je porovnávána 
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směrodatná odchylka posledních deseti hodnot empirické konstanty K s přednastavenou kon-
stantou. Index ite označuje v této rovnici hodnotu empirické konstanty K v dané iteraci. 
 
                                          (7.1) 
 
 
7.5 Ověření filtru s optimálními parametry 
Ověření filtru s optimálními parametry probíhalo na kompletní standardní databázi CSE obsa-
hující 3750 EKG záznamů. Výstupem této funkce jsou hodnoty parametrů průměrného zlep-
šení SNR, průměrné směrodatné odchylky, minimální a maximální zlepšení poměru SNR. 
Všechny předchozí uvedené hodnoty jsou vztaženy ke kompletní databázi CSE. 
Tab. 7.10 obsahuje výše uvedené hodnoty roztříděné podle vstupního poměru výkonu 
signálu k výkonu šumu, který se v používané databázi implicitně vyskytuje. Hodnoty ve 
sloupci počet signálů představují signály, které mají vstupní poměr SNR ležící v intervalu 
uvedeném v prvním sloupci této tabulky. Tab. 7.10 byla vytvořena pro parametry vlnkového 
wienerovského filtru - vlnková transformace v bloku WT1 rozkládající vstupní signál na 6 
stupňů rozkladu pomocí banky filtrů bior4.4, blok WT2 rozkládající analyzované signály na 3 
stupně rozkladu pomocí banky filtrů sym4. Jak již v této práci bylo několikrát zmíněno, vy-
chází názvy bloků WT1 a WT2 ze schématu Wienerova filtru na Obr. 4.1. 
 





Prům SNR  
out [dB] 
Směr odch SNR  
out [dB] 
Min SNR  
out [dB] 
Max SNR  
out [dB] 
0-5 6 10.94 1.63 7.90 12.60 
5-10 47 11.68 1.06 9.10 14.42 
10-15 214 11.23 1.40 6.65 14.56 
15-20 565 11.01 1.30 5.37 14.24 
20-25 691 10.18 1.52 3.19 14.69 
25-30 842 9.53 1.41 4.31 13.47 
30-35 778 9.24 1.51 3.29 13.43 
35-40 451 8.76 1.51 3.51 12.32 
40-45 136 8.11 1.70 1.20 11.24 
45-50 18 6.51 1.61 4.25 9.77 
50-55 2 2.14 0.22 1.98 2.30 
 
Do následující slovní analýzy nebyly zahrnuty kategorie se vstupním SNR 0 až 5 dB a 
50 až 55 dB viz Tab. 7.10, protože obsahují pouze 6, respektive 2 signály, což je faktor vý-
razně ovlivňující veškeré hodnocené parametry. Nejvíce signálů v celé databázi CSE má po-
měr SNR v intervalu 25 až 30 dB. Pro výše uvedené parametry stupňů rozkladu a bank filtrů 
60 
 
dosahuje nejlepšího průměrného zlepšení skupina signálů s koeficientem SNR 5 až 10 dB. 
Tyto signály také mají nejmenší směrodatnou odchylku ze všech uvedených kategorií signálů. 
Maximální hodnotu zlepšení poměru SNR o 14,69 dB vykazuje kategorie se vstupním pomě-
rem SNR 20 až 25 dB. Nejmenšího zlepšení signálu o 1,2 dB bylo dosaženo u skupiny signálů 
s vstupním poměrem SNR 40 až 45 dB. Směrodatná odchylka zlepšení signálů po filtraci rea-
lizovaným vlnkovým wienerovským filtrem se pohybuje v intervalu od 1 do 1,7 dB. 
Obr. 7.19 demonstruje závislost poměru SNR před filtrací a po filtraci pro celou databá-
zi CSE. V tomto grafu jsou všechny signály řazeny vzestupně podle vstupního poměru SNR. 
Z tohoto obrázku je zřejmé, že zlepšení poměru výkonu signálu k poměru výkonu šumu díky 
filtraci jednotlivých signálů je kladná hodnota. Signály v databázi CSE mají hodnotu průměr-
ného SNR 26,9 dB se směrodatnou odchylkou 8 dB [17]. Díky filtraci kompletní standardní 
databáze CSE realizovaným wienerovským vlnkovým filtračním algoritmem vzroste průměr-
ná hodnota SNR na 36,7 dB. 
 
 
Obr. 7.19 Zlepšení SNR po filtraci pro jednotlivé signály 
 
7.6 Srovnání s výsledky jiných autorů 
Tab. 7.11 obsahuje hodnoty průměrného zlepšení poměru SNR na kompletní databázi CSE u 
jednotlivých metod pro filtraci EKG signálů a jejich směrodatnou odchylku. Filtrační metoda 
AWWF představuje adaptivní vlnkový wienerovský filtr realizovaný v [17]. Metoda WWF je 
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vlnková wienerovská filtrace realizovaná v [6]. WF je zkratka pro metodu prosté vlnkové 
filtrace použitou v [13] a LF představuje lineární filtraci. 
Filtrační metoda AWWF realizovaná Ing. Lukášem Smitalem, Ph.D. v jeho dizertační 
práci je popsána v kapitole 6 Realizace vlnkového filtru v [17]. 
U metody vlnkové wienerovské filtrace (WWF) byla autory [6] k vlnkovému rozkladu 
použita čtyřstupňová stacionární dyadická vlnková transformace při všech případech aplikace 
vlnkové transformace v daném algoritmu. Při výpočtu pilotního odhadu byla použita pro pra-
hování vlnkových koeficientů technika garrotního prahování. U této metody byl použit pevný 
práh rovný trojnásobku odhadu rozptylu šumové složky v jednotlivých rozkladových pás-
mech. Banky filtrů použité jak pro WT1, tak i pro WT2 byly bior2.2.  
Pro metodu WWF popsanou v kapitole 4.2 Wienerovská vlnková filtrace v [17] byly 
použity vlnkové transformace s rozkladem na 4 stupně. Banka filtrů pro vlnkovou transforma-
ci v horní větvi Wienerova filtru byla zvolena db4 a v dolní větvi filtru sym4. V této metodě 
bylo použito garrotního prahování v kombinaci s empirickým výpočtem prahové hodnoty s 
empirickou konstantou rovnající se hodnotě 3.  
Při realizaci metody prosté vlnkové filtrace (WF) bylo použito stacionární vlnkové 
transformace. U metody WF [13] bylo při testování použito čtyřstupňového rozkladu. Pro 
vlnkovou transformaci v této filtrační metodě bylo užito banky rozkladových filtrů sym4. Pro 
úpravu vlnkových koeficientů bylo použito tvrdého prahování v kombinaci s empirickým 
Bayesovým výpočtem prahové hodnoty. 
U metody WF popsané v kapitole 4.1 Prostá vlnková filtrace v [17] byla použita čtyř-
stupňová vlnková transformace s rozkladovou bankou filtrů db4. Prahovací metodou byla 
zvolená garrotní technika v kombinaci s empirickým prahem a empirickou konstantou o veli-
kosti 3. 
Poslední srovnávanou metodou byla metoda lineární filtrace (LF). Jedná se o využíva-
nou metodu pro potlačení myopotenciálových šumových signálů v EKG signálech pomocí 
filtru typu dolní propust. Mezi hlavní přednosti této filtrační techniky patří snadná realizace v 
reálném čase a rychlost filtrace. Hlavní nevýhodou této filtrační metody je nedokonalá filtrace 
signálů s překrývajícími se frekvenčními složkami rušivého a užitečného signálu, mezi které 
patří i elektrokardiogramy v kombinaci se svalovým rušením. Použitím této filtrační techniky 
dojde k většímu či menšímu znehodnocení samotných EKG signálů ve vysokofrekvenčních 
oblastech QRS komplexů [17]. 
Z výsledků testování těchto filtračních algoritmů uvedených v Tab. 7.11 vyplývá, že dí-
ky zápornému průměrnému zlepšení poměru výkonu signálu k výkonu šumu, je metoda line-
ární filtrace pro odstranění svalového rušení z EKG signálů, které se v menší či větší míře 
vyskytují u každého EKG záznamu, naprosto nevhodná.  
Z uvedené tabulky vyplývá, že při použití metod WWF se dosahuje lepších průměrných 
poměrů SNR po filtraci než při použití algoritmů WF. Algoritmy vlnkové wienerovské filtra-
ce představují rozšíření metody prosté vlnkové filtrace. 
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Z porovnání mezi uvedenými metodami WWF nebo mezi uvedenými metodami WF 
vyplývá, že při použití různých parametrů u metod WWF nebo WF je dosaženo odlišných 
výstupních průměrných poměrů SNR. 
Při porovnání wienerovského vlnkového algoritmu realizovaného v praktické části této 
diplomové práce bylo dosaženo lepších výsledků než u algoritmu pro vlnkovou wienerovskou 
filtraci uvedených v [6] a [17]. Tento rozdíl je dán především použitím adaptivní metody vý-
počtu empirického prahu v realizovaném filtračním algoritmu. Další odlišnosti způsobující 
markantní rozdíl v průměrném zlepšení pro kompletní databázi CSE spočívají v použití jiného 
počtu stupňů rozkladu pro jednotlivé vlnkové transformace a jiných bank rozkladových filtrů 
pro jednotlivé vlnkové transformace u filtračního algoritmu realizovaného v této práci. 
Při porovnání výsledků filtračních metod realizovaného WWF a sofistikovanější meto-
dy AWWF nedochází k výrazně horšímu průměrnému zlepšení na kompletní databázi u reali-
zovaného algoritmu. Pokud by bylo u realizovaného WWF použito posunu klouzavého okna 
pro výpočet adaptivního empirického prahu o jeden vzorek, dosáhlo by s velkou pravděpo-
dobností průměrné zlepšení SNR vyšší hodnoty než při posunu okna o celou délku okna, které 
bylo zvoleno kvůli nižší výpočetní náročnosti pro běh brute force optimalizační metody úpl-
ného prohledávání. Rozdíl v souvislosti velikosti posunu okna je patrný z Tab. 7.3 a Tab. 7.5. 
 
Tab. 7.11 Srovnání výsledků různých filtračních metod na kompletní databázi CSE, převzato 
z [17] a doplněno 
Metoda Prum_SNR_out[dB] Směr_odch_SNR_out[dB] 
Realizovaný WWF 9.8 1.5 
AWWF [17] 10.6 2.2 
WWF [17] 8.2 3.8 
WWF [6] 6.7 3.8 
WF [13] 6.5 3.6 
WF [17] 4.6 4.2 











V této diplomové práci byl realizován filtrační algoritmus vlnkového wienerovského filtru k 
odstranění svalového rušení z EKG signálů. U tohoto wienerovského filtru je za účelem roz-
kladu signálu do jednotlivých frekvenčních pásem použito stacionární dyadické transformace. 
Prahovací technikou pro realizovaný filtrační algoritmus byla zvolena metoda garrotního 
(hybridního) prahování s adaptivním empirickým výpočtem prahové hodnoty s klouzavým 
oknem posunujícím se o celou délku okna. 
Hlavním cílem diplomové práce byla optimalizace numerických parametrů realizované-
ho filtračního algoritmu. Mezi numerické parametry optimalizované v této práci patří empi-
rická konstanta, stupeň rozkladu a stupeň rozkladu1. Tohoto cíle bylo dosaženo pomocí me-
tody úplného prohledávání a modifikované simplexové metody Nelder-Mead. Globální meto-
da úplného prohledávání zde byla použita pouze pro zisk počátečního odhadu řešení pro lo-
kální N-M metodu. Pro optimalizaci realizovaného filtračního algoritmu byla použita metoda 
garrotního (hybridního) prahování a adaptivního empirického výpočtu prahové hodnoty s 
klouzavým oknem posunujícím se o celou délku okna, aby výsledky realizovaného algoritmu 
s optimálními parametry mohly být korektně porovnány s výsledky dalších metod uvedených 
Tab. 7.11, a také vzhledem k časové náročnosti použitých optimalizačních metod. Testování a 
optimalizace realizovaného filtračního algoritmu bylo provedeno na standardní databázi CSE. 
Vedlejším cílem této práce bylo rozšíření Wienerova filtru o další metody výpočtu pra-
hové hodnoty a další techniky prahování. Metody výpočtu prahu byly rozšířeny o metody 
empirického a univerzálního prahu konstantního pro celý signál, adaptivního empirického a 
adaptivního univerzálního prahu s klouzavým oknem posunujícím se o jeden vzorek a adap-
tivního univerzálního prahu s klouzavým oknem posunujícím se o celou délku okna. Metody 
prahování byly  rozšířeny o techniky tvrdého, měkkého, hyperbolického a poloměkkého pra-
hování. 
Výsledky metody úplného prohledávání uvedené v Tab. 7.8, potvrdily předpoklad, že 
čím nižších hodnot bude nabývat vstupní poměr SNR, tím vyššího zlepšení je pomocí realizo-
vané wienerovské vlnkové filtrace dosaženo. 
Výsledky optimalizace pomocí optimalizační N-M metody také potvrzují předpoklad, 
že čím nižší je vstupní poměr SNR, tím vyšší je výsledné zlepšení po wienerovské filtraci, viz  
Tab. 7.9. V porovnání s výsledky metody úplného prohledávání je patrné, že výstupní prů-
měrný poměr SNR je u N-M metody v řádech desetin až setin lepší než u metody úplného 
prohledávání. I pro tento rozdíl platí, že čím vyšší je vstupní poměr SNR, tím je rozdíl mezi 
výsledky obou metod menší. Výsledný rozdíl je dán faktem, že spojitá empirická konstanta se 
u optimalizace metodou N-M mění spojitě na rozdíl od metody úplného prohledávání, kdy 
dochází k její diskrétní změně s větším či menším vzorkovacím krokem.  
Realizovaný filtrační algoritmus Wienerova filtru při jeho funkčním ověření na kom-
pletní databázi CSE dosahuje ve srovnání s prostou vlnkovou filtrací  výrazně lepších výsled-
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ků. Při srovnání s algoritmy vlnkových Wienerovských filtrů (WWF) realizovaných v [6] a 
[17] dosahuje také lepšího průměrného zlepšení. Jediný z porovnávaných algoritmů, který 
dosahoval lepších výsledků než Wienerův filtr realizovaný v této diplomové práci, byl adap-
























 AN - akční potenciál 
 A-V uzel - atrio-ventrikulární uzel 
 CSE - Common Standard for quantitative Electrocardiography 
 CWT - spojitá vlnková transformace 
 DTWT - dyadická vlnková transformace s diskrétním časem 
 EKG - elektrokardiogram (záznam elektrické aktivity srdce) 
 EMG - elektromyogram (záznam elektrické aktivity svalů) 
 LF - lineární filtrace 
 N-M - optimalizační metoda Nelder-Mead 
 P vlna - depolarizace síní 
 QRS komplex - depolarizace komor se skrytou repolarizací síní 
 SNR - poměr výkonu signálu ku výkonu šumu (signal to noise ratio) 
 SWT - stacionární vlnková transformace 
 T vlna - repolarizace komor 
 Umk - klidové membránové napětí 
 UZV - ultrazvuk 
 WF - vlnková filtrace 
 WWF - vlnková wienerovská filtrace 
 WPT - paketová vlnková transformace 
 WT - vlnková transformace  
 xB - bod s nejlepší funkční hodnotou u vygenerovaného simplexu 
 xE - bod získaný expanzí simplexu 
 xK - bod získaný kontrakcí simplexu 
 xM - bod s prostřední funkční hodnotou vygenerovaného simplexu 
 xR - bod získaná reflexí simplexu 
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