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By two recently proposed operations with respect to complex matrices, a simple explicit
solution to the Sylvester-conjugate matrix equation is given in a finite series form.
The obtained solution can also be equivalently expressed in terms of the so-called
controllability-likematrix andobservability-likematrix. The proposed solution canprovide
all the degrees of freedomwhich is represented by a free parameter matrix. An illustrative
example is employed to show the effectiveness of the proposed method.
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1. Introduction
In matrix algebra, the matrix equation XF − AX = C , where X denotes the matrix obtained by taking the complex
conjugate of each element of X , attracted considerable efforts. For convenience, this equation will be referred to as the
normal Sylvester-conjugate matrix equation. In [1,2], a necessary and sufficient condition for the existence of a solution to
the normal Sylvester-conjugate equationwas established by the consimilarity [3] of two partitionedmatrices related to A, F
and C . The general solution to the corresponding homogeneous equation XF − AX = 0 was given in [2]. In [4], the solution
was obtained in the case where the matrices A and F are both in consimilarity Jordan form. Very recently, explicit solutions
were established in [5] with the help of a real representation [6] of a complex matrix based on the proposed solution on
the normal Sylvester matrix equation. An important feature of the approach in [5] that the coefficient matrices were not
required to be transformed into any canonical forms.
Recently, a more general complex matrix equation AX + BY = XF with X and Y unknown was investigated in [7].
Obviously, when the unknown matrix Y is fixed to be the identity matrix, such a matrix equation becomes the normal
Sylvester-conjugate matrix equation. Due to this reason, it was referred to as the Sylvester-conjugate matrix equation in [7]
for the sake of convenience. In [7], some explicit expressions of the solution to the Sylvester-conjugate matrix equation
were given. One of the expressions was given in terms of the controllability matrix and the observability matrix. In this
paper, we revisit the Sylvester-conjugate matrix equation. By using some properties of the newly defined operations on
complex matrices in [8], an explicit solution is given in a finite series form. An equivalent form of the obtained solution is
also provided in terms of a so-called controllability-like matrix and a observability-like matrix. The established solutions
can offer all degrees of freedomwhich is represented by a free parameter matrix Z . In addition, the coefficient matrix F and
the free parameter matrix Z appear explicitly in the solutions. Such a feature allows the matrix F to be undetermined. As
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a direct application, when the coefficient matrices are all real, the proposed approach can be used to solve some control
problems, such as eigenstructure assignment.
Throughout this paper, for an arbitrary real a we use [a] to denote the integer part, that is, a = [a] + p with 0 ≤ p < 1.
We use λ(A) to denote the set of eigenvalues of A.
2. Preliminaries
2.1. A real representation of a complex matrix
Let A ∈ Cm×n, then A can be uniquely written as A = A1 + A2i, A1, A2 ∈ Rm×n, i =
√−1. Define the real representation
σ as
Aσ =
[
A1 A2
A2 −A1
]
∈ R2m×2n. (1)
It should be noticed that the real representation (1) is different from the natural real representation
A →
[
A1 A2
−A2 A1
]
.
The real representation (1) is first proposed in [6] for solving the complex matrix equation X − AXB = C .
For an n× n complex matrix A, define Aiσ = (Aσ )i, and
Pj =
[
Ij 0
0 −Ij
]
, Qj =
[
0 Ij
−Ij 0
]
,
where Ij is the j × j identity matrix. The real representation possesses the following properties, which can be found
in [6].
Lemma 1 (The Properties of the Real Representation).
1. If A, B ∈ Cm×n, a ∈ R, then(A+ B)σ = Aσ + Bσ(aA)σ = aAσPmAσ Pn = Aσ ,
2. If A ∈ Cm×n, B ∈ Cn×r , then
(AB)σ = Aσ PnBσ = Aσ (B)σ Pr = PmAσBσ .
3. If A ∈ Cm×n, B ∈ Cn×r , C ∈ Cr×q, then
ABC

σ
= AσBσCσ .
4. If A ∈ Cn×n, then A is nonsingular if and only if Aσ is nonsingular.
5. If A ∈ Cn×n, then A2kσ = ((AA)k)σ Pn.
6. If A ∈ Cm×n, then QmAσQn = Aσ .
2.2. Operations on conjugate matrices
For a complex matrix C and a positive integer number k, we define C∗k = C∗(k−1) with C∗0 = C . With this definition, it is
obvious that
C∗k =

C, for even k
C, for odd k.
For such an operation, one can obtain for two integers k and l
(C∗k)∗l = C∗(k+l). (2)
In the following, we introduce two operations on complex matrices.
Definition 1 ([8]). For A ∈ Cn×n, and k ∈ Z, the operation A←−k and A−→k are respectively defined as
A
−→
k = (AA)

k
2

Ak−2

k
2

,
A
←−
k = Ak−2

k
2
 
AA
 k
2

.
A.-G. Wu et al. / Computers and Mathematics with Applications 62 (2011) 3317–3325 3319
According to this definition, it is obvious that
A
−→
1 = A←−1 = A;
A
−→
2 = AA, A←−2 = AA;
A
−→
3 = A←−3 = AAA;
A
−→−1 = A←−−1 = A−1;
A
−→−2 = A−1A−1 = A−1
−→
2
, A
←−−2 = A−1A−1 = A−1
←−
2 ;
A
−→−3 = A−1A−1A−1 = A−1
−→
3 = A−1
←−
3 = A←−−3.
The above defined two operations have many interesting properties.
Lemma 2. If A ∈ Cn×n is invertible, then the following relations hold for k ∈ Z
A
−→−k = A−1
−→
k
, A
←−−k = A−1
←−
k
.
Proof. We only give the proof of the first expression.
When k = 2n+ 1 with n being an integer, by Definition 1 one has
A
−→−k = A−−−−−→−(2n+1) = AA−(n+1) A
= (AA)−nA−1A−1A = AA−n A−1
=

A−1A−1
n
A−1
=

A−1A−1
 2n+1
2

A−1
2n+1−2

2n+1
2

=

A−1A−1
 k
2

A−1
k−2

k
2

= A−1
−→
k
.
When k = 2nwith n being an integer, by Definition 1 one has
A
−→−k = A−−→−2n = (AA)−n =

A−1A−1
n = A−1−→2n = A−1−→k .
The preceding two facts imply the conclusion. 
Lemma 3. For A ∈ Cn×n, k, l ∈ Z, the following relations hold:
1. A
−→
k = A−→k ; A
←−
k = A←−k ;
2. A
−→
0 = I; A−−→2l+1 = A←−−2l+1 = A AAl ; A−→2l = (AA)l; A←−2l = AAl;
3. For odd k, A
−→
k = A←−k ; for even k, A−→k = A←−k ;
4. A
←−
k A = A←−−k+1; AA−→k = A−−→k+1;
5.

A
←−
k
∗l
A
←−
l = A←−l+k; A−→l

A
−→
k
∗l = A−→k+l;
6.

A
−−→
2l+1
−→k = A−−−−→k(2l+1); A←−−2l+1←−k = A←−−−−k(2l+1).
In the above items, when k or l is negative, the matrix A is required to be invertible.
Proof. We only give the proof of item 5.
First, we investigate the case where l ≥ 0. We prove
A
←−
k
∗l
A
←−
l = A←−l+k (3)
by induction for l. It is obvious that this relation holds for l = 0. Now it is assumed that the relation (3) holds for l = t , that
is, (A
←−
k )∗tA
←−t = A←−t+k. With this assumption, by applying item 4 one has
A
←−
k
∗(t+1)
A
←−−
t+1 =

A
←−
k
∗t
A
←−t A = A←−t+kA = A←−−−−t+k+1.
This implies that the relation (3) holds for l = t + 1. The above argument reveals that (3) holds for any integer l ≥ 0.
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Now we consider the case where l < 0. In this case, we can set l = −n, n > 0. In this case, we need to show
A
←−
k
∗n
A
←−−n = A←−−−−n+k. (4)
We prove this conclusion by induction for n. When n = 1, by using item 4 one has
A
←−
k
∗n
A
←−−n = A←−k A←−−1 =

A
←−−
k−1A

A−1 = A←−−k−1.
Now we assume that (4) holds for n = t ≥ 1, that is,

A
←−
k
∗t
A
←−−t = A←−−−−t+k. With this assumption, by using item 4 and the
induction assumption one has
A
←−
k
∗(t+1)
A
←−−−−−(t+1) = (A←−k )∗t

A
←−−tA−1

=

A
←−
k
∗t
A
←−−t

A−1
= A←−−−−t+kA−1 = A←−−−−−−t−1+k = A←−−−−−−−(t+1)+k.
This implies that (4) holds for n = t + 1. By induction principle, the relation (4) holds for any n > 0.
With the above two aspects, it is known that

A
←−
k
∗l
A
←−
l = A←−l+k holds for any integers k and l.
The second relation in item 5 can be proven along the same line. 
Remark 1. In [8,9], some properties similar to Lemma 3 have been given for the operators in Definition 1. However, it is
required that k and l are positive integers. In Lemma 3, these properties are extended to the case where k and l are arbitrary
integers.
By using Lemma 3, for an invertible square complex matrix A and an integer l, one can obtain the following interesting
results:
A
←−
l
∗l
A
←−−l = I; A−→−l

A
−→
l
∗l = I.
At the end of this section, we provide a lemma on real representations of the operations in Definition 1.
Lemma 4. Given M ∈ Cm×n, Z ∈ Cn×p and F ∈ Cp×p, for integer k ≥ 0 the following relation holds:
MZ∗kF
←−
k

σ
= Pk+1m

M∗k

σ
Zσ F kσ . (5)
Proof. We prove the conclusion by induction.
For k = 0 and k = 1, it follows from items 2 and 3 of Lemma 1 that the conclusion holds.
Now, it is assumed that the conclusion (5) holds for k = t ≥ 1, that is
MZ∗tF
←−t

σ
= P t+1m

M∗t

σ
Zσ F tσ .
By using this relation, Lemma 1 and item 4 of Lemma 3, one has
MZ∗(t+1)F
←−−
t+1

σ
=

MZ∗tF
←−t F

σ
=

MZ∗tF
←−t F

σ
= Pm

MZ∗tF
←−t

σ
Fσ
= Pm

P t+1m

M
∗t
σ
Zσ F tσ

Fσ
= P t+2m

M∗(t+1)

σ
Zσ F t+1σ .
This implies that the relation (5) holds for k = t + 1. By the principle of mathematical induction, it is known that the
conclusion of the lemma holds for any integer k ≥ 0. 
3. Main results
In this section, we consider the Sylvester-conjugate matrix equation
AX + BY = XF (6)
with A ∈ Cn×n, B ∈ Cn×r and F ∈ Cp×p being known matrices. First, we give the following lemma.
Lemma 5 ([2,4]). Given matrices A ∈ Cn×n and F ∈ Cn×n, the matrix equation
XF − AX = C (7)
has a unique solution for any C ∈ Cn×p if and only if λ(AA) ∩ λ(FF) = ∅.
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On the solution to the Sylvester-conjugate matrix equation (6), we have the following theorem.
Theorem 1. Given matrices A ∈ Cn×n, B ∈ Cn×r and F ∈ Cp×p, suppose that λ(AA) ∩ λ(FF) = ∅. If there are two groups of
matrices Ni ∈ Cn×r and Di ∈ Cr×r , i = 0, 1, . . . , t with Nt = 0 satisfying
−AN0 = BD0
Ni−1 − ANi = BDi, i = 1, 2, . . . , t − 1
Nt−1 = BDt .
(8)
Then the matrices X and Y expressed as
X =
t−1
i=0
NiZ∗iF
←−
i
= N0Z + N1ZF + N2ZFF + N3ZFFF + · · · + Nt−1Z∗(t−1)F
←−−
t−1
Y =
t−
i=0
DiZ∗iF
←−
i
= D0Z + D1ZF + D2ZFF + D3ZFFF + · · · + DtZ∗tF
←−t
(9)
with Z ∈ Cr×p being an arbitrarily chosen free parameter matrix, satisfy the Sylvester-conjugate matrix equation (6). Further,
denote
N (s) =
t−1
i=0
P i+1n

N∗ii

σ
si, (10)
D(s) =
t−
i=0
P i+1r

D∗ii

σ
si. (11)
Then all the solutions to the Sylvester-conjugate matrix equation (6) can be parameterized by (9) if
rank
[
N (s)
D(s)
]
= n, for any s ∈ λ (Fσ ) . (12)
Proof. We first show that the matrices X and Y given in (9) are solutions to the matrix equation (6). With the expression
(9), by using Lemma 3 one has
AX − XF = A
t−1
i=0
NiZ∗iF
←−
i −
t−1
i=0
NiZ∗iF
←−
i F
=
t−1
i=0
ANiZ∗iF
←−
i −
t−1
i=0
NiZ∗(i+1)F
←−
i+1
= AN0Z +
t−1
i=1

ANi − Ni−1

Z∗iF
←−
i − Nt−1Z∗tF
←−t .
Combining this relation with (8) and the expression Y in (9), it is easily known that the matrices X and Y in (9) satisfy the
matrix equation (7).
Second, we show the completeness of solution (9). It follows from the result on the normal Sylvester-conjugate matrix
equation XF − AX = C in [5] that the matrix equation (6) has a unique solution X with respect to an arbitrary fixed matrix
Y if λ(AA)∩λ(FF) = ∅. Therefore, when λ(AA)∩λ(FF) = ∅, the degrees of freedom in the solution (X, Y ) to the Sylvester-
conjugate matrix equation (6) is equal to the number of elements in the matrix Y , that is, rp. By applying Lemma 4, one
has 
Xσ = Pn (N0)σ Zσ +

N1

σ
Zσ Fσ + · · · + P tn

N∗(t−1)t−1

σ
Zσ F t−1σ
Yσ = Pr (D0)σ Zσ +

D1

σ
Zσ Fσ + · · · + P t+1r

D∗tt

σ
Zσ F tσ .
It follows from the results in [10,11] that the following mapping
φ : Z −→ S
S =
t−
i=0
P i+1

N∗ii

σ
D∗ii

σ

ZF iσ
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with P = diag(Pn, Pr) is injective. In addition, it is obvious that the real representation σ is also injective. Thus the mapping
Z −→ (X, Y ) given in (9) is also injective. So all the rp elements in Z have contribution to the solution (9). These two facts
imply that the solution given in (9) is complete. 
Remark 2. It follows from polynomial matrix theory that, by carrying out elementary polynomial matrix transformation
for

N T(s) DT(s)
T, there is a diagonal polynomial matrixΣ(s) ∈ R2r×2r [s] such that
rank
[
N (s)
D(s)
]
= rank
[
Σ(s)
0
]
.
With this, the condition (12) becomes that detΣ(s) ≠ 0 for any s ∈ λ (Fσ ). Since detΣ(s) is a nonzero polynomial,
detΣ(s) = 0 only has finite many roots. That is to say, detΣ(s) ≠ 0 holds for ‘‘almost all’’ s ∈ C. Such a fact implies
that the condition (12) is very weak, and thus is easily satisfied.
According to Theorem 1, in order to solve the Sylvester-conjugate matrix equation (6) one needs to obtain the matrices
Ni ∈ Cn×r and Di ∈ Cr×r , i = 0, 1, . . . , t . When A, B are both real, thematrices Ni and Di, i = 0, 1, . . . , t can also be chosen
to be real. In this case, the relation (8) becomes−AN0 = BD0
Ni−1 − ANi = BDi, i = 1, 2, . . . , t − 1
Nt−1 = BDt .
(13)
Denote
N(s) =
t−1
i=0
Nisi, D(s) =
t−
i=0
Disi.
Then the relation (13) is equivalent to
(A− sI)N(s)+ BD(s) = 0. (14)
Such a class of Diophantine polynomial matrix equations with respect to unknowns N(s) and D(s) have attracted
considerable attention, andmany approaches for solving (14) have been established. Interested readers can refer to [12–19].
When thematrix dimensions are lower, the Diophantine equation (14) can be solved by carrying out elementary polynomial
matrix transformations [20]. However, in the current paper we cannot give a polynomial approach to obtain Ni ∈ Cn×r and
Di ∈ Cr×r , i = 0, 1, . . . , t satisfying (8).
In the following, we provide an equivalent expression of the solution (X, Y ) in (9). Before proceeding, we need to
introduce some new notations. For matrices A ∈ Cn×n, B ∈ Cn×r , C ∈ Cp×n, we have the following notations associated
with these matrices:
−→
Ctrt(A, B) =

B AB · · · A−−→t−1B∗(t−1)

,
−→
Ctr(A, B) = −→Ctrn(A, B),
←−
Obst(A, C) =

C
CA
· · ·
C∗(t−1)A
←−−
t−1
 ,
←−
Obs(A, C) =←−Obsn(A, C).
Obviously, if A, B and C are all real, then matrices
−→
Ctr(A, B) and
←−
Obs(A, C) become the well-known controllability and
observability matrices, respectively. Due to such a reason, for the sake of convenience thematrices
−→
Ctrt(A, B) and
←−
Obst(A, C)
will be refereed to as controllability-like matrix of (A, B) with index t , and observability-like matrix of (A, C) with index t ,
respectively;
−→
Ctr(A, B) and
←−
Obs(A, C)will be called as controllability-like matrix of (A, B) and observability matrix of (A, C),
respectively. In addition, for a matrix setD = Di ∈ Cr×r , i = 0, 1, . . . , ϕ, denote
with Di = 0 for i > ϕ.
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Lemma 6. Given A ∈ Cn×n, B ∈ Cn×r , the matrices Ni ∈ Cn×r and Di ∈ Cr×r , i = 0, 1, . . . , t with Nt = 0 satisfy (8) if and
only if Di ∈ Cr×r , i = 0, 1, . . . , t satisfy
BD0 + ABD1 + AABD2 + · · · + A
−→t (BDt)∗t = 0 (15)
and Ni ∈ Cn×r , i = 0, 1, . . . , t − 1 satisfy
N0 N1 · · · Nt−1 = −→Ctrt(A, B)St(D). (16)
Proof. From the recursive relation (8), a direct calculation gives
Nt−i = BDt−i+1 + ABDt−i+2 + · · · + A−→i−1(BDt)∗(i−1), i = 1, 2, . . . , t, (17)
and
0 = BD0 + ABD1 + AABD2 + · · · + A−→t (BDt)∗t . (18)
The relation (18) is exactly (15). The relations in (17) can be equivalently written as
Nt−1 = BDt
Nt−2 = BDt−1 + ABDt
Nt−3 = BDt−2 + ABDt−1 + AABDt
· · ·
N0 = BD1 + ABD2 + AABD3 + · · · + A−−→t−1 (BDt)∗(t−1).
(19)
Rewriting (19) in a matrix form gives (16).
On the other hand, by using Lemma 3 it follows from (16) and (15) that
AN0 = ABD1 + AABD2 + AAABD3 + · · · + AA−−→t−1 (BDt)∗(t−1)
= ABD1 + AABD2 + AAABD3 + · · · + AA
−→t (BDt)∗t
= −BD0.
This is the first expression of (8). For i = 1, 2, . . . , t − 1, it follows from (16) that
Ni =
t−
j=i+1
A
−−−−→
j−(i+1) BDjj−(i+1).
By using this relation and item 4 of Lemma 3, one has, for i = 1, 2, . . . , t − 1
ANi + BDi = BDi + A

t−
j=i+1
A
−−−−→
j−(i+1) BDjj−(i+1)
= BDi +

t−
j=i+1
A
−→
j−i BDjj−i
=
t−
j=i
A
−→
j−i BDjj−i = Ni−1.
This is the second expression of (8). The last expression of (8) is obvious. Thus the relations (15) and (16) imply the relation
(8). With the above two aspects, the proof is completed. 
With the preceding preliminaries, on the equivalent forms of (9) we have the following theorem.
Theorem 2. Given matrices A ∈ Cn×n, B ∈ Cn×r and F ∈ Cp×p, suppose that λ(AA) ∩ λ(FF) = ∅. If there is a matrix set
D = Di ∈ Cr×r , i = 0, 1, . . . , t satisfying (15), then the matrices X and Y given by
X = −→Ctrt(A, B)St(D)←−Obst (F , Z)
Y = D0 D1 · · · Dt←−Obst+1 (F , Z) (20)
with Z ∈ Cr×p being an arbitrarily chosen free parameter matrix, satisfy the matrix equation (7). Further, defineD(s) as in (11).
Then all the solutions to the Sylvester-conjugate matrix equation (6) can be parameterized by (9) if
detD(s) ≠ 0, for any s ∈ λ(Fσ ). (21)
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Proof. It follows from Lemma 6 that the matrix X in (9) can be written as
X =
t−1
i=0
NiZ∗iF
←−
i
= N0 N1 · · · Nt−1←−Obst (F , Z)
= −→Ctrt(A, B)St(D)←−Obst (F , Z) .
The expression of Y in (9) is easily obtained as the second one in (20). It is clear that the condition (21) is stronger than the
condition (12). It follows from Theorem 1 that the second conclusion is true. 
In the above theorem, the solution to the matrix equation (6) is expressed in terms of the controllability-like matrix
associated with (A, B), and the observability-like matrix associated with F and the free parameter matrix Z . This property
may bring convenience and advantages to the further analysis of the matrix equation (9).
Remark 3. When the approach in Theorem 2 is adopted to solve the Sylvester-conjugate matrix equation (6), only the
matrices Di ∈ Cr×r , i = 0, 1, . . . , t are required. In fact, they can be easily obtained from (15). Denote
L =

D0
D1
· · ·
D∗tt
 .
Then the relation (15) can be equivalently written as
−→
Ctrt+1(A, B)L = 0. (22)
This is a very simple linear matrix equation, and can be easily solved by using numerically reliable singular value
decomposition.
It should be pointed out that the completeness condition (12) is given by the real representations, which have higher
matrix dimensions. In the future work, many efforts will be devoted to provide a condition with lower matrix dimensions.
4. An illustrative example
Example 1. Consider a matrix equation in the form of (6) with the following parameters
A =
1 −2− i −1+ i
0 i 0
0 −1 1− i

, F =
[
2i i
1 −1+ i
]
, B =
−1+ i 1
0 i
−i 1− 2i

.
For this matrix equation, n = 3. We choose t = 2. A direct calculation gives

B AB AAB
 =
−1+ i 1 −2− 2i −3+ i −2+ 4i −6+ 3i0 i 0 1 0 i
−i 1− 2i 1+ i 3+ 2i −2i −5i
 .
By solving the matrix equation (22), one can obtain
D0 =
[−1+ i −12+ 6i
0 −2
]
, D1 =
[−i −5+ i
0 0
]
, D2 =
[
1 0
0 2
]
.
With this, by applying (16) one has
N0 =
−1+ i −2+ 4i0 2
−i 7− 9i
 , N1 =
−1− i 20 −2i
i 2+ 4i
 .
With the above preliminaries, the matrices
X = N0Z + N1ZF
Y = D0Z + D1ZF + D2ZFF
satisfy this matrix equation for an arbitrary matrix Z ∈ C2×2. If the free parameter matrix is chosen as
Z =
[
1+ 2i 2− i
3i −1+ 3i
]
,
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a special solution to this matrix equation can be obtained as
X =
−8− 22i 6− 4i
−6− 4i 2− 8i
48+ 40i 23+ 59i

Y =
[−35− 13i −36− 34i
2+ 10i −14+ 22i
]
.
5. Conclusions
In this paper we have provided explicit parametric solutions to the Sylvester-conjugate matrix equation. The obtained
solutions have the following properties.
(1) These solutions can provide all the degrees of freedom, which is represented by an arbitrarily chosen parameter
matrix Z .
(2) All the coefficient matrices are not restricted to be in any canonical form.
(3) The matrices F explicitly appear in the solutions, thus can be unknown a priori. Therefore, the matrices F can also be
viewed as some free design parameters in some problem related to the matrix equation (6).
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