We establish sufficient conditions on durations that are stationary with finite variance and memory parameter d ∈ [0, 1/2) to ensure that the corresponding counting process 
1 any subcollection of the {τ k } depends only on the lags between the entries. On the other hand, a point process N on the real line is stationary under the measure P if P (N (A)) = P (N (A + c)) for all real c.
A fundamental fact about point processes is that in general (a notable exception is the Poisson process) there is no single measure under which both the point process N and the durations {τ k } are stationary, i.e., in general P and P 0 are not the same. Nevertheless, there is a one-to-one correspondence between the class of measures P 0 that determine a stationary duration sequence and the class of measures P that determine a stationary point process. The measure P 0 corresponding to P is called the Palm distribution.
The counts are stationary under P , while the durations are stationary under P 0 .
Deo, Hsieh and Hurvich (2005) under the duration-stationary measure P 0 , and not under the count-stationary measure P . This gap can be bridged using methods described in this paper. Still, the results we have described above merely give lower bounds for the memory parameter in counts.
In this paper, we will establish sufficient conditions on durations that are stationary with finite variance and memory parameter d ∈ [0, 1/2) under P 0 to ensure that the corresponding counting process N (t) satisfies Var N (t) ∼ Ct 2d+1 (C > 0) as t → ∞ under P , with the same memory parameter d ∈ [0, 1/2) that was assumed for the durations. Thus, these conditions ensure that the memory in durations propagates to the same memory parameter in counts and therefore in realized volatility.
Next, we will verify that the sufficient conditions of our Theorem 1 are satisfied for the ACD (1, 1) model assuming finite 8 + δ moment (δ > 0) of the durations under P 0 , and for the LMSD model with any d ∈ [0, 1/2) assuming that the multiplying shocks have all moments finite. Thus, any ACD(1,1) model with a sufficient number of finite moments yields short memory in counts, while any LMSD model with d > 0 and all finite moments yields long memory in counts. These results for the LMSD and ACD (1, 1) models are given in Theorems 2 and 3, respectively. Lemma 1, which is used in proving Theorem 2, provides a Rosenthal-type inequality for moments of absolute standardized partial sums of durations under the LMSD model, and is of interest in its own right.
Finally, we present a result ( 
II Theorems on the propagation of the memory parameter
Let E, E 0 , Var, Var 0 denote expectations and variances under P and P 0 , respectively. Define µ = E 0 (τ k ) and λ = 1 µ . Our main theorem uses the assumption that P 0 is {τ k }-mixing, defined as follows. Let
Theorem 1 Let {τ k } be a duration process such that the following conditions hold:
converges weakly to σB 1/2+d (·) under P 0 , where σ > 0 and B 1/2+d (·) is fractional Brownian motion if
Then the induced counting process N (t) satisfies VarN (t) ∼ Ct 2d+1 under P as t → ∞ where C > 0. Remark: As pointed out by Nieuwenhuis (1989) , if {τ k } is strong mixing under P 0 then P 0 is {τ k }-mixing. This weaker form of mixing is essential for our purposes since even Gaussian long-memory processes are not strong mixing. See Guégan and Ladoucette (2001) . To establish Theorem 2, we will use the following Rosenthal-type inequality.
Lemma 1 For durations {τ k } generated by the LMSD process with d ∈ [0,
.
B ACD(1,1) Process
Define the ACD(1,1) process
with ω > 0, α > 0, β ≥ 0 and α + β < 1, where under P 0 , ǫ k ≥ 0 are i.i.d. with mean 1. We will assume further that under P 0 , ǫ k has a density g ǫ such that 
III Autocorrelation of Aggregated Counts
Theorem 4 Let {X t } be a stationary process such that Var(
Proof:
Thus,
The result follows by noting that lim n→∞ n −2d−1 Var(
This theorem has an interesting practical interpretation. If we write
where ∆t > 0 is fixed, then X k represents the number of events (count) in a time interval of width ∆t, e.g. one minute. Thus, 
IV Appendix: Proofs
Let P denote the stationary distribution of the point process N on the real line, and let P 0 denote the corresponding Palm distribution. P determines and is completely determined by the stationary distri- 
Here, the random variable t 1 > 0 is the time of occurrence of the first event following t = 0. For t > 0, define the count on the interval (0, t], N (t) := N (0, t], by
Throughout the paper, the symbol =⇒ denotes weak convergence in the space
Proof of Theorem 1:
By assumption iii), Y n =⇒ σB 1/2+d under P 0 , where σ > 0. First, we will apply Theorem 6.3 of Nieuwenhuis (1989) to the durations {τ k } ∞ k=−∞ to conclude that Y n =⇒ σB 1/2+d under P . Since the {τ k } ∞ k=−∞ are stationary under P 0 and are generated by the shift to the first event following time zero (see Nieuwenhuis 1989, p. 600), and since we have assumed that P 0 is {τ k }-mixing, his Theorem 6.3
applies. It follows that Y n =⇒ σB 1/2+d under P . We next show that the suitably normalized counting process converges to the same limit under P .
Note that for all s, 
Since u 1 ≤ τ 1 , and since assumption iv) implies that τ 1 has finite variance under P 0 , using
By Iglehart and Whitt (1971, Theorem 1), it follows that Z(t)
whereC > 0. Furthermore, by Lemma 2, Z 2 (t) is uniformly integrable under P and hence
The theorem is proved.
Proof of Theorem 2:
We simply verify that the conditions of Theorem 1 hold for this process.
By definition {τ k } is stationary under P 0 and by Lemma 4, P 0 is {τ k } mixing. By Surgailis and
Thus, the result is proved.
Proof of Theorem 3:
By Lemma 4, {τ k } is exponential α-mixing, and hence strong mixing and thus by Nieuwenhuis (1989) ,
Furthermore, since all moments of τ k exist up to order 8 + δ, δ > 0, we can apply results from Doukhan (1994) to obtain
It is well known that the GARCH(1,1) model can be represented as an ARMA(1,1) model, see Tsay (2002) . Similarly, the ACD(1,1) model can also be re-formulated as an ARMA(1,1) model,
where It is also known that for any stationary invertible ARMA model {z k }, nvar(z) → 2πf z (0), where
is the spectral density of {z k } at zero frequency. For an ARMA(1,1) process, f z (0) > 0 if the moving average coefficient is less than 1. Here, since 0 ≤ β < 1, we obtain
by Yokoyama (1980) , we obtain
uniformly in n, provided that {τ k } is exponential α-mixing, which is proved in Lemma 4.
Therefore, we can apply Theorem 1 to the ACD(1,1) model and the result follows.
Proof of Lemma 1:
We present the proof for the case 0 < d < Also, we assume here that p is a positive even integer. The result for all positive odd integers follows by
Hölder's inequality.
Letỹ n = y n − E 0 (y n ). Since p ≥ 2 is even and E 0 (ỹ n ) p can be expressed as a linear combination of the products of the joint cumulants ofỹ n of order 2, . . . , p, we have
where π ranges over the additive partitions of n and c π is a finite constant depending on π.
Since the first order cumulant ofỹ n is zero and for all integers m ≥ 2, the m-th order cumulant of y n is equal to that of y n , it suffices to show that the absolute value of the m-th order cumulant of y n is bounded uniformly in n under P 0 , for all m ∈ {2, . . . , p}.
We first consider the second and the third order cumulants.
For the second order cumulant (m = 2),
To calculate the joint cumulant cum(τ k , τ s ), we briefly introduce some terminology, mainly cited from Brillinger (1981) : consider a (not necessary rectangular) two-way table of indices,
and a partition P 1 ∪ P 2 ∪ . . . ∪ P M of its entries. We say sets P m ′ , P m ′′ of the partition hook if there
at least one entry of P m ′ and one entry of P m ′′ come from the same row in the two-way table. We say that sets P m ′ and P m ′′ communicate if there exists a sequence of sets P m1 = P m ′ , P m2 , . . . , P mN = P m ′′ such that P mn and P mn+1 hook for n = 1, . . . , N − 1. So P m ′ and P m ′′ communicate as long as one can find an ordered sequence of sets such that all neighboring pairs hook, and this sequence links P m ′ and P m ′′ together. Finally a partition is said to be indecomposable if all sets in the partition communicate.
By Brillinger (1981) , Theorem 2.3.2, for a two-way array of random variables X ij , j = 1, . . . , J i , i = 1, . . . , I (see the corresponding two-way table above), the joint cumulant of the I row products
is given by,
where the summation is over all indecomposable partition ν = ν 1 ∪. . .∪ν w of the two-way table of indices.
It is more convenient to write the partitions in terms of symbols representing the random variables, instead of the indices themselves. We will always use distinct symbols, so that there is a one-to-one correspondence between the indices and the symbols. Nevertheless, the random variables represented by distinct symbols need not be distinct. For example, e h k and e hs are distinct symbols, but if k = s, they are not different random variables. Ultimately, the cumulants are computed from the random variables.
To compute cum(τ k , τ s ), we use the two-way excluding those with at least one of e h k , e hs and at least one of ǫ k , ǫ s in the same set, the only possible indecomposable partitions (here, the partition is given in terms of the symbols) are:
Thus, |cum(y n , y n )| ≤ A + B + C, where, Thus term C is O(1). Hence, |cum(y n , y n )| is O(1).
Next, for the third order cumulant (m = 3), we have
We will use the following two-way We next study the order of the dominant contribution to |cum(y n , y n , y n )| corresponding to each group.
In Group 1, the dominant term arises from the last partition since it yields a triple summation, 1 n 3d+ The last step follows from Lemma 3. So 
where
So the dominant term in Group 2 also converges to zero.
For Group 3, all three of e h k , e hs , e hu are partitioned into three different sets, so that the part of the partition involving ǫ k , ǫ s , ǫ u must be {ǫ k , ǫ s , ǫ u } in order to be indecomposable. The resulting summation now is only a single one of order O(n 1 ). The dominant contribution again converges to zero.
Notice that the order of the dominant contribution from group 3 (O(n −3d− Next, we prove that the m-th order joint cumulant, which satisfies |cum(y n , . . . , y n m terms
|cum(e h k 1 ǫ k1 , . . . , e h km ǫ km )| (6) converges to zero for all m > 2.
The indecomposable partitions of (e h k 1 ǫ k1 , . . . , e h km ǫ km ) are organized in a similar manner as before into m groups, where in Group L the symbols e h k 1 , . . . , e h km are divided into L sets (L = 1, . . . , m).
a) First, consider Group 1. The dominant contribution to the righthand side of (6) than (m − 1) edges, it is not a tree, and there will be more than (m − 1) terms of the form |e
being multiplied together in the m-fold summation in (6) . But, for all . . .
where Ω(G {k1,...,km} ) is the set of edges of the graph indexed by G {k1,...,km} .
By Lemma 3, each entry of the summation over G {k1,...,km} is of order O(n 2dm−2d+1 ). Also this summation is taken over a finite number of graphs (W {k1,...,km} < ∞), therefore n k1=1
. . . 
(m−2) terms, denote as Γ(g1,...,gm:G {g 1 ,...,gq } ,G {g q+1 ,...,gm } )
As mentioned before, any graph G a in G {g1,...,gq} and any graph G b in G {gq+1,...,gm} , can be represented by trees with q and (m− q) vertices, respectively. Since for any two trees, the resulting structure obtained by merging one vertex from each tree is again a tree, under the constraint g I = g J , there exists a graph G c in G {g1,...,gI−1,gI+1,...,gm} , such that G c is obtained by merging G a and G b together at the vertex g I = g J .
Therefore, the numerical value of the term Γ evaluated for graphs G a and G b and indices {g 1 , . . . , g m } with the constraint g I = g J (which follows from the independence of the {ǫ gi }) is equal to the value of the term Φ (defined below) evaluated using the graph G c in G {g1,...,gI−1,gI+1,...,gm} and indices {g 1 , . . . , g I−1 , g I+1 , . . . , g m } without any constraint on the values of these indices. After re-parameterizing {g 1 , . . . ,
. . .
where the final equality follows from Lemma 3.
The above (m − 1)-fold summation for Group 2 is of smaller order than the m-fold summation from Group 1, which was O(n 2d(m−1)+1 ). Hence, the dominant contribution from Group 2 also converges to zero. 
. The dominant contribution to (6) 
by Lemma 3. 
suffices to show that lim sup
Note that for any real k,
We have
Consider the second term P [Z(t) ≥ s 1/4 ]. Using (10), we obtain
where g(t, s) =
Since −⌊x⌋ < −x + 1 for x > 0, we obtain for any positive p,
Let a(t) = 
For s < a(t), we have v(t, s) > 0. Let
Then for any positive p,
For
Select any positive p such that shown that sup t>1,s>1 E(|U | p ) < ∞ and sup t>1,s>1 E(|W | p ) < ∞, then by (12) and (13), it follows that
is summable, uniformly in t. Thus, (9) follows and the proof is complete.
We next show that indeed sup t>1,s>1 E(|U | p ) < ∞ and sup t>1,s>1 E(|W | p ) < ∞ for all positive p when d ∈ (0, 
Since u 1 ≤ τ 1 , using h(x) = (x + µ) p in (1), and since by assumption iv), τ 1 has all finite moments up to order p under P 0 , we have sup t>1,s>1 
This, together with the Cauchy-Schwarz inequality, yields
and for p = 8 + δ, δ > 0 when d = 0. It follows that sup t>1,s>1 E[|U | p ] < ∞. By a similar argument, . . .
where Ω(G) is the set of edges of G, G is any connected M -vertex graph with vertices {k 1 , . . . , k M } and We proceed iteratively. First, select any leaf vertex. By definition of a leaf, the corresponding index only appears once in the product, so the sum on this index can be evaluated for this term only, holding the other terms fixed. Since r s ∼ Cs 2d−1 as s → ∞, we have for any fixed integer i with 1 ≤ i ≤ n, n j=1 |e r |i−j| − 1| = O(n 2d ).
It follows that the sum on the first index is O(n 2d ). Next, delete the leaf just used from the tree. The resulting graph is again a tree. Repeat the process of selecting a leaf, performing the corresponding sum and deleting the leaf until only the root remains. The M -fold sum in (14) is now bounded by a constant times the sum of n terms each of which is O(n 2d(M−1) ). Thus, the sum in (14) is O(n 2d(M−1)+1 ). Proof: Under P 0 , {h k } is a stationary Gaussian process with a log spectral density having an integral on [−π, π] that is greater than −∞, so that the innovation variance is positive. Since Gaussian processes are time reversible, it follows that we can represent h k = ∞ j=0 a j w k+j where a 2 j < ∞ and {w k } is an
Lemma 4 Under the LMSD model described in
iid Gaussian sequence. Arguing as in the proof of Theorem 17.3.1 of Ibragimov and Linnik (1971), pp.
311-312, replacing {. . . w k−1 , w k } by {w k , w k+1 , . . .}, it follows that P 0 is {h k }-mixing. Since the {ǫ k } are iid it follows that P 0 is also {ǫ k }-mixing. Since for any process {ξ k }, P 0 is {ξ k }-mixing if and only if the future tail σ-field of {ξ k } is trivial (see, e.g., Nieuwenhuis (1989) , Equation (3.3)), it follows from Lemma 5 that P 0 is {τ k }-mixing, where τ k = e h k ǫ k .
For the ACD(1,1) model, by Proposition 17 of Carrasco and Chen (2002) , {τ k } is exponential β-mixing (or also called absolutely regular) if {τ 0 , ψ 0 } are initialized from the stationary distribution. Their result still holds for a doubly infinite sequence {τ k }, k ∈ (−∞, ∞). It is well known that β-mixing implies α-mixing (or strong mixing), (see Bradley (2005) , Section 2.1). Therefore, {τ k } is also exponential α-mixing, which further implies {τ k }-mixing of P 0 for the ACD(1,1) model, see Nieuwenhuis (1989) , Equation (3.5).
Lemma 5 Let {ξ s } and {ζ s } be two independent processes whose future tail σ-fields are trivial. Then the future tail σ-field of the process {ξ s , ζ s } is trivial.
Proof: Define S t = σ(ξ s , s ≥ t), T t = σ(ζ s , s ≥ t) and U t = σ(ξ s , ζ s , s ≥ t). As pointed out by Ibragimov and Linnik (1971, p. 303 ) (for regularity), to prove that U ∞ is trivial, it suffices to prove that for all U 0 -measurable zero mean random variables η such that E[η 2 ] ≤ 1, E[η | U t ] converges to 0 in quadratic mean. By standard arguments, it suffices to prove this for a random variable η that can be expressed as η = η 1 η 2 with η 1 S 0 -measurable and η 2 T 0 -measurable and, without loss of generality, both with zero mean. Then, by independence of {ξ s } and {ζ s },
Since S ∞ and T ∞ are trivial, both terms in the right hand side above tend to 0 in q.m. By independence, their product also tends to 0 in q.m.
