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Einleitung
Für gewisse Operatoren und geeignete Funktionenklassen kann man einen
Funktionalkalkül definieren, also Ausdrücke der Form f(A) erklären. Ein Bei-
spiel hierfür ist der Dunford-Kalkül für beschränkte Operatoren und holo-
morphe Funktionen [8, Definition VII.3.9], bei dem man
f(A) =
1
2pii
∫
γ
f(z)R(z,A)dz
mit einem geeigneten Weg γ setzt, in Analogie zur Cauchyschen Integral-
formel. Diese Vorgehensweise kann man übernehmen [4, 19], wenn f für
z → 0 und für z → ∞ hinreichend stark fällt und A ein (im allgemeinen
unbeschränkter) sektorieller Operator ist, wenn also das Spektrum von A im
Abschluss eines Sektors {
z ∈ C \ {0} : |arg z| < µ}
enthalten ist, und die Norm ‖R(z,A)‖ außerhalb größerer Sektoren geeignet
abgeschätzt werden kann. Dieser Funktionalkalkül für sektorielle Operatoren
lässt sich auf eine größere Klasse von Funktionen ausweiten, wobei f(A) dann
im Allgemeinen kein beschränkter Operator mehr ist.
Bei der Behandlung vieler Fragen, insbesondere im Zusammenhang mit Diffe-
rentialgleichungen [7, 14], ist es von Interesse, ob die betrachteten sektoriellen
Operatoren einen beschränkten H∞-Funktionalkalkül besitzen, d. h. ob f(A) für
alle auf einem gewissen Sektor beschränkten und holomorphen Funktionen
ein stetiger Operator ist und zudem die Abschätzung ‖f(A)‖ 6 C‖f‖∞ erfüllt.
Wir werden uns zunächst auf den Fall konzentrieren, dass −A der Erzeuger
einer beschränkten analytischen Halbgruppe (Tt) ist und A dichtes Bild be-
sitzt. In einem Hilbertraum H weiß man [18], dass in diesem Falle A genau
dann einen beschränkten H∞-Funktionalkalkül hat, wenn die C0-Halbgruppe
1
Einleitung
(Tt)t>0 ähnlich zu einer Kontraktionshalbgruppe ist. Dies ist gleichbedeutend
damit, dass (Tt)t>0 bezüglich einer äquivalenten Hilbertraumnorm eine Kon-
traktionshalbgruppe ist.
Kontraktionshalbgruppen im Hilbertraum lassen sich durch die Existenz einer
Dilatation charakterisieren [29]; man sagt, dass (Tt)t>0 die Dilatation (Ut)t>0
hat, wenn
• es einen Hilbertraum Y gibt, der H als Unterraum enthält,
• (Ut)t>0 eine C0-Halbgruppe von unitären Operatoren Ut : Y → Y ist
• und die Dilatationsgleichung PUt|H = Tt erfüllt ist, wobei P die Ortho-
gonalprojektion auf H bezeichnet.
Y
Ut−−→ Y
∪ ↓ P
H
Tt−−→ H
Der Grundgedanke dabei ist: In einem größeren (und möglicherweise »kom-
plizierteren«) Raum Y findet man eine C0-Halbgruppe (Ut), die »bessere«
Eigenschaften hat als (Tt), aber nach einer geeigneten Projektion wieder die
ursprüngliche Halbgruppe liefert.
Im Hilbertraum kann also die Existenz eines beschränkten H∞-Funktionalkal-
küls mittels Dilatationen charakterisiert werden. In der vorliegenden Arbeit
werden wir diese Charakterisierung zunächst auf reflexive Lp-Räume und
dann auf beliebige Banachräume mit endlichem Kotyp übertragen.
Definiert man den Dilatationsbegriff in Banachräumen analog (Y ist dann
ein Banachraum, (Ut) eine C0-Halbgruppe bijektiver Isometrien und P eine
kontrahierende Projektion), so zeigt sich [27, 28], dass jede kontraktive C0-
Halbgruppe eine Dilatation besitzt.
Zu jeder beschränkten C0-Halbgruppe lässt sich eine äquivalente Norm an-
geben, bezüglich derer die C0-Halbgruppe kontraktiv wird. Man kann daher
nicht erwarten, dass im Banachraum allein die Existenz einer Dilatation die
Existenz eines beschränkten H∞-Funktionalkalküls garantiert.
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Wir werden aber zeigen, dass die Existenz ganz bestimmter Dilatationen cha-
rakteristisch für den beschränkten H∞-Funktionalkalkül ist. Die dabei be-
trachteten Operatoren (Ut) sind Verschiebungs-Operatoren auf geeignet gewähl-
ten Räumen Y, und die Einbettung des Banachraums X in Y gelingt mit Hilfe
von Quadratfunktionen.
Im letzten Kapitel verzichten wir auf die Voraussetzung, dass −A eine Halb-
gruppe erzeugt. Es zeigt sich, dass für dicht definierte sektorielle Operatoren
mit dichtem Bild die Existenz eines beschränkten H∞-Funktionalkalküls da-
durch gekennzeichnet ist, dass A einen Multiplikationsoperator als Dilatation
hat. Dieses Ergebnis ist selbst für den Hilbertraumfall neu.
Im Einzelnen ist die Arbeit folgendermaßen aufgebaut:
In Kapitel 1 werden zunächst grundlegende Bezeichnungen und Schreibwei-
sen eingeführt. Dann definieren wir den Funktionalkalkül für sektorielle Ope-
ratoren und geben einige seiner Eigenschaften an. Schließlich präzisieren wir
noch den hier verwendeten Dilatationsbegriff.
In Kapitel 2 widmen wir uns den Hilberträumen. Wir zeigen das schon be-
kannte Resultat und geben dabei die Dilatation konkret an: In Y = L2(R, H)
ist Ut durch Utf := f(·+ t) gegeben. Die Einbettung von H in Y gelingt, weil
im Hilbertraum die Existenz eines beschränkten H∞-Funktionalkalküls äqui-
valent dazu ist [19], dass A und A∗ quadratischen Abschätzungen der Form(∫∞
0
‖ψ(tA)x‖2 dt
t
)1/2
6 Q‖x‖ für alle x ∈ H
genügen. Wir betrachten speziell ψ(z) = z1/2e−z und orientieren uns bei den
weiteren Verallgemeinerungen an dieser Vorgehensweise.
Nach den Hilberträumen betrachten wir in Kapitel 3 reflexive Lp-Räume und
erhalten auch hier eine Dilatationscharakterisierung des beschränkten H∞-
Funktionalkalküls. Entscheidend ist dabei, dass sich dieser durch Abschät-
zungen der Form∥∥∥∥(∫∞
0
|ψ(tA)x(·)|2 dt
t
)1/2∥∥∥∥
Lp
6 Q‖x‖Lp für alle x ∈ Lp ,
so genannte Quadrat-Funktionen-Abschätzungen, charakterisieren lässt. Zu
X = Lp(Ω) wählen wir Y = Lp(Ω,L2(R)) und (Utf)(ω) := f(·+ t,ω).
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Im Gegensatz zum Hilbertraumfall erhalten wir für die Lp-Räume keine Äqui-
valenz als Charakterisierung des beschränkten H∞-Funktionalkalküls; dies
hängt damit zusammen, dass in Lp der betrachtete Sektor von Bedeutung ist.
In Kapitel 4 begegnen wir diesem Problem mit der zusätzlichen Vorausset-
zung der R-Sektorialität, welche die Abhängigkeit vom Sektor beseitigt. Eine
allgemeinere Aussage dieser Art findet man in [14].
Um beliebige Banachräume betrachten zu können, brauchen wir eine Verall-
gemeinerung der im Hilbertraum und in Lp verwendeten Quadratfunktionen;
diese Verallgemeinerung wurde von Kalton und Weis [15] gefunden. In Ka-
pitel 5 werden Definitionen und wichtige Ergebnisse aus dieser Arbeit zu-
sammengefasst. Man betrachtet lineare Operatoren u : H→ X, für die
‖u‖` := sup
{(
E
∥∥∥∥ m∑
n=1
gnu(en)
∥∥∥∥2)1/2 ∣∣∣∣ m ∈ N, (en)mn=1 ist ONS in H}
endlich bleibt, wobei (gn) eine Folge von unabhängigen, N(0, 1)-verteilten
Zufallsvariablen ist. Im Falle H = L2(Ω) können manche dieser Operatoren
durch Funktionen f : Ω→ X dargestellt werden.
Nach diesen Vorbereitungen können wir in Kapitel 6 die Dilatationscharak-
terisierung auf Banachräume endlichen Kotyps übertragen, denn in solchen
Räumen impliziert der beschränkte H∞-Funktionalkalkül gemäß [15] die Ab-
schätzung
‖t 7→ A1/2Ttx‖` 6 D‖x‖ .
Wir führen in diesem Kapitel auch den so genannten Mond-Dualoperator A#
im Mond-Dualraum X# ein. Es handelt sich dabei (ähnlich wie beim bekannten
Sonnen-Dual) um eine geeignete Einschränkung von A′, die dicht definiert ist
und dichtes Bild hat.
In Kapitel 7 geben wir eine andere mögliche Dilatation (Nt) an, deren Erzeu-
ger ein Multiplikationsoperator ist. Indem wir den Dilatationsbegriff auf die
Erzeuger ausdehnen, lösen wir uns auch von der Voraussetzung, dass −A ei-
ne beschränkte analytische Halbgruppe erzeugt, und betrachten statt dessen
beliebige dicht definierte, sektorielle Operatoren mit dichtem Bild. Der be-
schränkte H∞-Funktionalkalkül kann dadurch charakterisiert werden, dass A
einen bestimmten Multiplikationsoperator als Dilatation hat. Im Hilbertraum
ist dies (Mf)(t) := (it)α f(t), definiert in L2(R, H).
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1.1 Vereinbarungen und Bezeichnungen
Wir werden im Folgenden ausnahmslos komplexe Banach- und Hilberträume
betrachten, also solche mit Skalarkörper C, und wir nehmen stets an, dass
diese Räume nicht nur aus dem Nullvektor bestehen.
Sind X und Y Banachräume, so bezeichnen wir mit L(X, Y) die Menge der
linearen Operatoren aus X nach Y. Für den Definitionsraum eines Operators
A ∈ L(X, Y) schreiben wir D(A) und für seinen Bildraum R(A). Abkürzend
setzen wir schließlich noch L(X) := L(X,X).
Die Menge der abgeschlossenen linearen Operatoren aus X nach Y, also die-
jenigen Operatoren A ∈ L(X, Y), deren Graph GA := { (x,Ax) : x ∈ D(A) }
abgeschlossen ist, bezeichnen wir mit A(X, Y), und für den Banachraum der
stetigen linearen Operatoren von X nach Y, versehen mit der Operatornorm
‖A‖ := sup{ ‖Ax‖ : x ∈ X, ‖x‖ 6 1 }, verwenden wir die Bezeichnung B(X, Y).
Im Fall X = Y setzen wir wiederum A(X) := A(X,X) und B(X) := B(X,X).
Der Dualraum von X wird mit X ′ bezeichnet, d.h. X ′ := B(X,C).
Für das Spektrum eines Operators A ∈ L(X) schreiben wir σ(A), für die
Resolventenmenge ρ(A), und für λ ∈ ρ(A) ist R(λ,A) := (λ−A)−1.
Für θ ∈ (0, pi) definieren wir den Sektor Sθ := { z ∈ C \ {0} : |arg z| < θ } in
der komplexen Zahlenebene. Die Argumentfunktion z 7→ arg z soll dabei den
Wertebereich (−pi, pi] haben.
Es sei H(Sθ) die Menge aller auf Sθ definierten, komplexwertigen und ho-
lomorphen Funktionen und H∞(Sθ) die Menge der beschränkten Funktio-
nen in H(Sθ). Die Funktionenklasse Ψ(Sθ) enthalte diejenigen Funktionen aus
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H∞(Sθ), bei denen |f(z)| nahe z = 0 durch c|z|s und für z mit hinreichend
großem Betrag durch c/|z|s (mit s > 0) abgeschätzt werden kann; es ist also
Ψ(Sθ) :=
{
ψ ∈ H(Sθ)
∣∣ ∃ c, s > 0 ∀z ∈ Sθ : |ψ(z)| 6 c ·min{|z|s, |z|−s}} .
1.2 Sektorielle Operatoren
Es sei X ein Banachraum. Wir werden nun eine ganz spezielle Klasse von
Operatoren betrachten, die sektoriellen Operatoren.
1.2.1 Definition Ein Operator A ∈ L(X) heißt sektoriell, wenn ein µ ∈ (0, pi)
existiert, für das die folgenden Bedingungen erfüllt sind:
(a) Es gilt σ(A) ⊂ Sµ.
(b) Zu jedem θ ∈ (µ, pi) existiert eine Konstante Cθ mit
‖zR(z,A)‖ 6 Cθ für alle z /∈ Sθ .
Man sagt in diesem Falle, dass A vom Typ µ ist. Ist A vom Typ µ für alle
µ ∈ (0, pi), so heißt A vom Typ 0.
Jeder sektorielle Operator hat definitionsgemäß nichtleere Resolventenmen-
ge. Ist nun z ∈ ρ(A), so ist R(z,A) als stetiger Operator insbesondere abge-
schlossen, und damit muss auch die Inverse, also z−A, ein abgeschlossener
Operator sein. Sektorielle Operatoren sind also stets abgeschlossen.
-
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Abbildung 1.1: Der Sektor Sθ (mit θ < pi/2 bzw. θ > pi/2).
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1.2.2 Bemerkung Ein Operator A ∈ L(X) ist bereits dann sektoriell, wenn
(−∞, 0) ⊂ ρ(A) gilt und eine Konstante C mit ‖tR(t,A)‖ 6 C für alle t < 0
existiert. Um dies einzusehen, betrachtet man die Taylorentwicklung von
R(z,A) um t0 < 0. Diese hat den Konvergenzradius ‖R(t0, A)‖−1 > |t0|/C, und
damit ist σ(A) tatsächlich in einem gewissen Sektor enthalten. Die Normab-
schätzung für die Resolvente ergibt sich ebenfalls aus der Taylorentwicklung.
Man beachte, dass ein sektorieller Operator gemäß unserer Definition nicht
dicht definiert sein muss; manchmal wird dies in der Definition ebenfalls
gefordert. (Gleiches gilt für dichtes Bild und Injektivität.)
1.2.3 Satz [9, Theorem 4.6] Es besteht folgende Äquivalenz: Der Operator
A ∈ L(X) ist genau dann dicht definiert und vom Typ µ < pi/2, wenn −A
eine beschränkte analytische Halbgruppe erzeugt.
1.3 Funktionalkalkül für sektorielle Operatoren
Cowling, Doust, McIntosh und Yagi haben für sektorielle Operatoren einen
Funktionalkalkül definiert [4]; eine ausführliche Darstellung dieses Kalküls
findet man in [10]. Wir wollen an dieser Stelle die wichtigsten Ergebnisse kurz
wiederholen: Ist A vom Typ µ und ψ ∈ Ψ(Sθ) mit θ > µ, so ist ψ(A) ∈ B(X)
gegeben durch
ψ(A) :=
1
2pii
∫
γα
ψ(z)R(z,A)dz ,
wobei µ < α < θ gilt und γα den positiv orientierten Rand des Sektors Sα
bezeichnet. Das Integral existiert als uneigentliches Riemann-Integral (und
auch als Bochner-Integral) wegen ψ ∈ Ψ(Sθ) und der Resolventenabschätzung
für den Operator A.
Man vergleiche dies mit der Darstellung ψ(λ) = 1
2pii
∫
γα
ψ(z)(z − λ)−1 dz, die
für λ ∈ Sα aus der Cauchyschen Integralformel folgt.
Mit Hilfe des Cauchyschen Integralsatzes kann man zeigen, dass die Defini-
tion unabhängig vom gewählten Winkel α ist. Durch ψ 7→ ψ(A) ist dann ein
Algebrenhomomorphismus gegeben.
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Abbildung 1.2: Der Integrationsweg γα (mit α < pi/2 bzw. α > pi/2).
Dieser Funktionalkalkül wird für injektives und dicht definiertes A mit dich-
tem Bild folgendermaßen erweitert: Ist f ∈ H∞(Sθ), so gilt f · ψ0 ∈ Ψ(Sθ) für
ψ0(z) := z/(1+ z)
2, so dass man
f(A) := ψ0(A)
−1(f ·ψ0)(A)
definieren kann. Für Funktionen f ∈ Ψ(Sθ) ist diese Definition verträglich
mit der ursprünglichen. Im Allgemeinen muss f(A) kein stetiger Operator
sein; wir erhalten aber einen dicht definierten, abgeschlossenen Operator. Für
α ∈ C und Funktionen f, g ∈ H∞(Sθ) gilt zudem
(αf+ g)(A)|D(g(A)) = αf(A) + g(A) , (fg)(A)|D(g(A)) = f(A)g(A) .
Außerdem hat man (z 7→ 1)(A) = idX, und
z 7→ 1
λ− z
, wobei λ /∈ Sθ ,
wird durch den Funktionalkalkül auf R(λ,A) abgebildet. Erzeugt −A eine
beschränkte analytische Halbgruppe (Tt), so gilt (z 7→ e−tz)(A) = Tt. Der
Kalkül besitzt darüber hinaus die folgende Konvergenzeigenschaft.
1.3.1 Satz [4, Lemma 2.1] Es sei A ein injektiver, dicht definierter, sektorieller
Operator vom Typ µ, der dichtes Bild hat, und es gelte θ ∈ (µ, pi). Weiter sei
(fn) eine Funktionenfolge in H∞(Sθ) mit den folgenden Eigenschaften:
(a) Die Folge (fn) konvergiert punktweise gegen ein f ∈ H∞(Sθ).
(b) Es ist sup
n∈N‖fn‖∞ <∞.
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(c) Es ist fn(A) ∈ B(X) für alle n ∈ N und es gibt eine KonstanteM > 0 mit
‖fn(A)‖ 6M für alle n ∈ N.
Dann folgt f(A) ∈ B(X), ‖f(A)‖ 6M und fn(A)x→ f(A)x für alle x ∈ X.
Während in [4] lokal gleichmäßige Konvergenz der Funktionenfolge (fn) vor-
ausgesetzt wird, verlangen wir nur die punktweise Konvergenz. Dies ist ge-
rechtfertigt, da wegen der Beschränktheit der Funktionen fn die lokal gleich-
mäßige Konvergenz aus der punktweisen folgt [13, Kapitel 9].
1.3.2 Definition Es sei A ein injektiver, dicht definierter, sektorieller Operator
vom Typ µ, der dichtes Bild hat, und es gelte θ ∈ (µ, pi). Man sagt, dass A
einen beschränkten H∞(Sθ)-Funktionalkalkül besitzt, wenn f(A) ∈ B(X) für alle
f ∈ H∞(Sθ) gilt. Wir schreiben dafür A ∈ H∞(Sθ).
1.3.3 Bemerkung GiltA ∈ H∞(Sθ), so existiert ein C > 0mit ‖f(A)‖ 6 C‖f‖∞.
In diesem Falle ist der Operator Φ : H∞(Sθ) → B(X), der durch Φ(f) := f(A)
definiert wird, nämlich gemäß Satz 1.3.1 abgeschlossen, und der Graphensatz
liefert die Stetigkeit von Φ.
Um nachzuweisen, dass A einen beschränkten H∞(Sθ)-Funktionalkalkül hat,
reicht es, diese Abschätzung auf Ψ(Sθ) zu überprüfen.
1.3.4 Lemma [4, Corollary 2.2] Es sei A ein injektiver, dicht definierter, sek-
torieller Operator vom Typ µ, der dichtes Bild hat, und es gelte θ ∈ (µ, pi).
Existiert dann eine Konstante C > 0 mit ‖ψ(A)‖ 6 C‖ψ‖∞ für alle ψ ∈ Ψ(Sθ),
so gilt A ∈ H∞(Sθ).
Es gibt Operatoren, die auf keinem Sektor einen beschränkten H∞-Funktio-
nalkalkül haben [20], und selbst wenn ein beschränkter H∞-Funktionalkalkül
existiert, kann man im Allgemeinen nicht erwarten, dass dies auch auf Sek-
toren Sθ mit θ beliebig nahe am Typ µ gilt.
1.3.5 Bemerkung Der erweiterte Funktionalkalkül kann für eine noch grö-
ßere Klasse von Funktionen definiert werden. Es reicht aus, wenn ein n ∈ N
existiert, so dass f · ψn0 ∈ Ψ(Sθ) gilt. Man definiert für eine solche Funktion
f(A) := ψ0(A)
−n(f · ψn0 )(A). Damit ist beispielsweise (z 7→ z)(A) = A, und
man setzt Aα := (z 7→ zα)(A) für alle α ∈ C, wobei zα auf der geschlitzten
Ebene C \ (−∞, 0] definiert ist und 1α = 1 gilt.
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1 Beschränkter H∞-Funktionalkalkül
Natürlich kann es vorkommen, dass ein sektorieller Operator nicht alle für
den Kalkül geforderten Eigenschaften (injektiv, dicht definiert, dichtes Bild)
hat. In diesem Falle kann man sich behelfen, indem man ihn auf geeignete
Teilräume von X einschränkt.
1.3.6 Satz [4, Theorem 3.8] Ist A ∈ A(X) sektoriell vom Typ µ, so folgt
N(A)⊕ R(A) = { x ∈ X : 1
n
R(− 1
n
, A)x konvergiert
}
.
Für den Abschluss von Definitions- und Bildraum gilt
D(A) =
{
x ∈ X : −nR(−n,A)x n→∞−−−→ x} =: X∞ ,
R(A) =
{
x ∈ X : 1
n
R(− 1
n
, A)x
n→∞−−−→ 0} =: X00 .
Der Teil von A in X∞, also die Einschränkung von A auf
{ x ∈ D(A) ∩ X∞ : Ax ∈ X∞ } ,
ist sektoriell vom Typ µ und dicht definiert, und der Teil von A in X00 ist
sektoriell vom Typ µ, injektiv und hat dichtes Bild.
Der Teil von A in X∞∩X00 hat schließlich alle für den Funktionalkalkül nötigen
Eigenschaften: Er ist sektoriell vom Typ µ, injektiv, dicht definiert und hat
dichtes Bild.
1.3.7 Bemerkung Aus der Tatsache, dass die Summe N(A) ⊕ R(A) direkt
ist, folgt insbesondere, dass ein sektorieller Operator mit dichtem Bild stets
injektiv sein muss. Wir können daher im Folgenden auf die Voraussetzung
der Injektivität verzichten, wenn dichtes Bild gefordert ist.
1.4 Auf der Suche nach Dilatationen
1.4.1 Definition Ist X ein Banachraum und (Tt)t>0 ⊂ B(X) eine C0-Halb-
gruppe, so heißt die C0-Gruppe (Ut)t∈R auf dem Banachraum Y eine Dilatation
von (Tt), wenn
• der Operator Ut : Y → Y für jedes t ∈ R eine Isometrie ist,
• es eine Einbettung J : X→ Y mit ‖x‖X ∼ ‖Jx‖Y und
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• eine stetige Projektion P : Y → Y auf J(X) gibt, so dass
• die Dilatationsgleichung JTt = PUtJ für alle t > 0 erfüllt ist. Das folgende
Diagramm muss also kommutieren:
Y
Ut−−→ Y
∪ ↓ P
J(X) J(X)
J ↑ ↑ J
X
Tt−−→ X
Es wird hier nicht verlangt, dass J eine isometrische Einbettung von X in Y
ist. Dies kann man aber erreichen, indem man auf X die äquivalente Norm
x 7→ ‖Jx‖Y einführt.
Die Frage ist nun, in welcher Beziehung die Existenz einer Dilatation zu einem
beschränkten H∞-Funktionalkalkül steht. Wenn −A eine beschränkte analyti-
sche Halbgruppe (Tt) erzeugt, dann wird auf X durch
‖x‖neu := sup
t>0
‖Ttx‖
eine äquivalente Norm definiert, bezüglich derer (Tt)t>0 kontrahierend ist.
Folglich hat (Tt) eine Dilatation [27, 28]. Ganz ohne die Voraussetzung eines
beschränkten H∞-Funktionalkalküls finden wir also Dilatationen; umgekehrt
bedeutet dies aber auch, dass wir aus der Existenz irgendeiner Dilatation für
den H∞-Funktionalkalkül nichts folgern können.
Unser Ziel wird es daher sein, im Falle der Beschränktheit des H∞-Funk-
tionalkalküls eine Dilatation (Ut) mit Erzeuger −B konkret anzugeben, aus
deren Existenz sich wiederum die Beschränktheit des H∞-Funktionalkalküls
folgern lässt. Die C0-Gruppe (Ut) wird dabei so konstruiert sein, dass der
Operator B einen beschränkten H∞-Funktionalkalkül besitzt.
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2 Dilatationen in Hilberträumen
2.1 Der Funktionalkalkül im Hilbertraum
Betrachten wir den Funktionalkalkül für sektorielle Operatoren nicht auf ei-
nem beliebigen Banachraum X, sondern auf einem Hilbertraum H mit dem
Skalarprodukt (·, ·), so vereinfacht sich manches.
Zunächst einmal muss der sektorielle Operator, wie das folgende Ergebnis
zeigt, nicht so viele Voraussetzungen für den Funktionalkalkül erfüllen.
2.1.1 Lemma [4, Theorem 2.3] Ist A ein injektiver, sektorieller Operator in
einem Hilbertraum, so ist A dicht definiert und hat dichtes Bild.
Wir fordern aus diesem Grunde in den Sätzen dieses Kapitels nur die Injekti-
vität des sektoriellen Operators; allein dadurch ist bereits gewährleistet, dass
der Funktionalkalkül definiert werden kann. (Gemäß Bemerkung 1.3.7 könn-
ten wir die Voraussetzung der Injektivität auch durch die Forderung ersetzen,
dass der Operator dichtes Bild hat.)
Eine weitere Vereinfachung ergibt sich dadurch, dass die Existenz eines be-
schränkten H∞(Sθ)-Funktionalkalküls im Hilbertraum vom Winkel θ des Sek-
tors unabhängig ist.
2.1.2 Theorem [19, Abschnitt 8] Es sei A ein injektiver Operator vom Typ µ
auf einem Hilbertraum H. Dann sind die folgenden Aussagen äquivalent:
(a) Für ein gewisses θ ∈ (µ, pi) gilt A ∈ H∞(Sθ) .
(b) Es gilt A ∈ H∞(Sθ) für alle θ ∈ (µ, pi).
Im Hilbertraum reicht es also, von beschränktem H∞-Funktionalkalkül zu reden,
ohne dabei den Sektor Sθ anzugeben. Abkürzend schreiben wir in diesem
Falle auch A ∈ H∞.
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2.1.3 Bemerkung Im Hilbertraum können wir zu einem dicht definierten
sektoriellen Operator A den adjungierten Operator A∗ betrachten. Dann hat
man z ∈ ρ(A∗)⇐⇒ z ∈ ρ(A) und R(z,A∗) = R(z,A)∗ für z ∈ ρ(A). Also ergibt
sich: Falls A vom Typ µ ist, gilt dies auch für A∗. Ebenso überträgt sich die
Injektivität von A. Ist nämlich A∗y = 0, so folgt (Ax, y) = (x,A∗y) = 0 für alle
x ∈ D(A). Da A dichtes Bild hat, bedeutet dies y = 0.
Die Operatoren A mit beschränktem H∞-Funktionalkalkül können dadurch
charakterisiert werden, dass A und A∗ so genannten quadratischen Abschät-
zungen genügen. Diese werden wir nun betrachten.
2.2 Quadratische Abschätzungen
2.2.1 Definition Es sei H ein Hilbertraum. Der Operator A ∈ A(H) sei sekto-
riell vom Typ µ, und es gelte ψ ∈ Ψ(Sθ) mit θ ∈ (µ, pi). Dann genügt A einer
quadratischen Abschätzung bezüglich ψ, falls eine Konstante Q > 0 existiert mit(∫∞
0
‖ψ(tA)x‖2 dt
t
)1/2
6 Q‖x‖ für alle x ∈ H .
2.2.2 Theorem [4, Theorem 2.4] Es sei A ein injektiver Operator vom Typ µ
auf einem Hilbertraum H. Dann sind die folgenden Aussagen äquivalent:
(a) Der Operator A hat einen beschränkten H∞-Funktionalkalkül.
(b) Für alle θ ∈ (µ, pi) und alle ψ ∈ Ψ(Sθ) gilt: A und A∗ genügen einer
quadratischen Abschätzung bezüglich ψ.
2.2.3 Bemerkung Insbesondere folgt hieraus, dass A genau dann einen be-
schränkten H∞-Funktionalkalkül hat, wenn dies für A∗ gilt.
Die Charakterisierung des beschränkten H∞-Funktionalkalküls mit Hilfe von
quadratischen Abschätzungen wird es uns im Folgenden ermöglichen, Theo-
rem 2.3.3 zu beweisen. Dieses werden wir in späteren Kapiteln auf Lp-Räume
und sogar noch allgemeinere Banachräume ausdehnen.
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2.3 Charakterisierung mittels Dilatationen
Als Hilfsmittel benötigen wir die folgende Aussage:
2.3.1 Lemma Der injektive Operator −A ∈ A(H) erzeuge eine beschränkte
analytische Halbgruppe (Tt) im Hilbertraum H. Falls A einen beschränkten
H∞-Funktionalkalkül hat, gilt∫∞
0
(ATtx, y)dt = (x, y) für alle x, y ∈ H ,
wobei das auftretende Integral absolut konvergent ist.
Für den Beweis dieses Lemmas werden wir das folgende Ergebnis verwenden:
2.3.2 Satz [4, Theorem 4.2] Es sei X ein Banachraum. Der Operator A ∈ A(X)
sei sektoriell vom Typ µ, injektiv, dicht definiert und habe dichtes Bild und
einen beschränkten H∞(Sθ)-Funktionalkalkül für ein θ ∈ (µ, pi). Zu jedem
ψ ∈ Ψ(Sθ) gibt es dann eine Konstante C > 0 mit∫∞
0
∣∣〈ψ(tA)x, x ′〉∣∣ dt
t
6 C‖x‖ ‖x ′‖ für alle x ∈ X und x ′ ∈ X ′ .
Beweis (Lemma 2.3.1) Betrachtet man ψ(z) := ze−z, so gilt ψ ∈ Ψ(Sθ) für
alle θ < pi/2, und da A nach Voraussetzung sektoriell vom Typ µ < pi/2 ist
und für alle θ > µ einen H∞(Sθ)-Funktionalkalkül besitzt, liefert Satz 2.3.2 die
Konvergenz von∫∞
0
∣∣〈ψ(tA)x, x ′〉∣∣ dt
t
=
∫∞
0
∣∣〈tATtx, x ′〉∣∣ dt
t
=
∫∞
0
∣∣〈ATtx, x ′〉∣∣dt
für alle x ∈ H und x ′ ∈ H ′, also auch die Konvergenz des Integrals mit dem
Integranden |(ATtx, y)|. Satz 2.3.2 liefert außer der Konvergenz noch, dass das
Integral stetig von x und y abhängt; es reicht daher, die behauptete Gleichheit
für x ∈ D(A) zu zeigen.
Es gelte also x ∈ D(A) und y ∈ H. Wegen ATtx = TtAx und dem Konver-
genzsatz von Lebesgue ist dann∫∞
0
(ATtx, y)dt = lim
n→∞
∫∞
0
e−t/n(TtAx, y)dt .
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Für das rechts auftretende Integral gilt∫∞
0
e−t/n(TtAx, y)dt =
(∫∞
0
e−t/nTtAxdt, y
)
=
(
R( 1
n
,−A)Ax, y
)
=
(
R( 1
n
,−A)(A+ 1
n
− 1
n
)x, y
)
=
(
x− 1
n
R( 1
n
,−A)x, y
)
,
und damit ergibt sich∫∞
0
(ATtx, y)dt = (x, y) − lim
n→∞
(
1
n
R( 1
n
,−A)x, y
)
.
Mit Satz 1.3.6 erhalten wir die Behauptung, denn es gilt R(A) = H.
Nun kommen wir zur Charakterisierung des beschränkten H∞- Funktional-
kalküls. Dieses Ergebnis ist bekannt (siehe [29] und Theorem 1.1 in [18]), doch
wir geben hier einen einfachen Beweis mittels quadratischer Abschätzungen,
den wir in den folgenden Kapiteln verallgemeinern können.
2.3.3 Theorem Der injektive Operator −A ∈ A(H) erzeuge eine beschränk-
te analytische Halbgruppe (Tt) im Hilbertraum H. Dann sind die folgenden
Aussagen äquivalent:
(a) A hat einen beschränkten H∞-Funktionalkalkül.
(b) Es gibt eine Einbettung J : H → L2(R, H) mit ‖x‖H ∼ ‖Jx‖L2(R,H) und
JTt = PUtJ für alle t > 0, wobei P die Orthogonalprojektion auf J(H) ist
und Ut ∈ B(L2(R, H)) durch Utf := f(·+ t) definiert wird.
L2(R, H) Ut−−→ L2(R, H)
∪ ↓ P
J(H) J(H)
J ↑ ↑ J
H
Tt−−→ H
Beweis (a) =⇒ (b). Wir definieren die Einbettung J : H→ L2(R, H) durch
(Jx)(s) :=
{
A1/2 Tsx , s > 0 ,
0 , s 6 0 .
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Dass tatsächlich Jx ∈ L2(R, H) gilt, sieht man folgendermaßen: Der Operator
A ist sektoriell vom Typ µ < pi/2. Betrachten wir die Funktion ψ(z) := z1/2e−z
auf einem Sektor Sθ mit θ ∈ (µ, pi/2), so genügt A nach Theorem 2.2.2 einer
quadratischen Abschätzung bezüglich ψ. Wegen∫∞
0
‖ψ(tA)x‖2 dt
t
=
∫∞
0
‖(tA)1/2e−tAx‖2 dt
t
=
∫∞
0
‖A1/2Ttx‖2 dt = ‖Jx‖2L2(R,H)
folgt ‖Jx‖ 6 Q‖x‖, insbesondere also Jx ∈ L2(R, H). Es fehlt noch die Abschät-
zung von ‖Jx‖ nach unten; um diese zu erhalten, definieren wir den Operator
J∗ : H→ L2(R, H) durch
(J∗x)(s) :=
{
(A∗)1/2 T ∗s x , s > 0 ,
0 , s 6 0 .
Wie für J ergibt sich mit Theorem 2.2.2 die Abschätzung ‖J∗x‖ 6 Q‖x‖, und
wegen Lemma 2.3.1 ist
2(Jx, J∗y) = 2
∫∞
0
(
A1/2 Tsx, (A
∗)1/2 T ∗s y
)
ds =
∫∞
0
2(AT2sx, y)ds = (x, y)
für alle x, y ∈ H. Daraus folgt
‖(x, y)‖ 6 2‖Jx‖ · ‖J∗y‖ 6 2‖Jx‖ ·Q‖y‖ .
Supremumsbildung über alle y ∈ H mit ‖y‖ 6 1 liefert
‖x‖ 6 2Q‖Jx‖ ,
also die für ‖x‖ ∼ ‖Jx‖ noch fehlende Abschätzung. Als letztes ist zu überprü-
fen, ob die Dilatationsgleichung JTt = PUtJ erfüllt ist: Nach Definition von
Ut ist
(UtJx)(s) = (Jx)(s+ t) =
{
A1/2 Ts+tx , s+ t > 0 ,
0 , s+ t 6 0 ,
und aufgrund der Halbgruppeneigenschaft von (Tt) bedeutet dies
(UtJx)(s) =
{
A1/2 Ts(Ttx) , s > −t ,
0 , s 6 −t .
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Die Orthogonalprojektion P auf J(H) ist die Abbildung von H nach J(H), die
durch Pf − f ⊥ J(H) charakterisiert wird. Da alle Funktionen in J(H) auf
(−∞, 0] verschwinden, spielen die Werte von f auf (−∞, 0] dabei keine Rolle,
d.h. es gilt Pf = P(f · χR+). Somit ist
PUtJx = P
(
s 7→
{
A1/2Ts(Ttx) , s > 0
0 , s 6 0
)
= P(JTtx) = JTtx ,
wobei im letzten Schritt die Projektionseigenschaft von P benutzt wurde.
(b) =⇒ (a). Wir bezeichnen den Erzeuger der C0-Gruppe (Ut)t∈R mit −B. Ge-
mäß Lemma 2.3.4 ist der Operator B vom Typ pi/2 und hat einen beschränkten
H∞-Funktionalkalkül. Für Re z < 0 und x ∈ X gilt
JR(z,A)x = −JR(−z,−A)x = −J
∫∞
0
eztTtxdt = −
∫∞
0
eztJTtxdt
= −
∫∞
0
eztPUtJx dt = −P
∫∞
0
eztUt(Jx)dt
= −PR(−z,−B)Jx = PR(z, B)Jx .
Nach Definition des Funktionalkalküls bedeutet dies Jψ(A) = Pψ(B)J, also
ψ(A) = J−1Pψ(B)J ,
für alle ψ ∈ Ψ(Sθ), wobei θ > pi/2. Wegen der Stetigkeit von J−1P und J folgt
damit ‖ψ(A)‖ 6 C‖ψ‖∞ aus der Existenz des beschränktenH∞-Funktionalkal-
küls für den Operator B. Nach Lemma 1.3.4 besitzt A also einen beschränkten
H∞-Funktionalkalkül.
Um den Beweis zu vervollständigen, muss noch das folgende Lemma gezeigt
werden.
2.3.4 Lemma Es sei −B der Erzeuger der C0-Gruppe (Ut)t∈R auf L2(R, H),
die gegeben ist durch Utf := f(·+ t) für alle t ∈ R. Dann gilt: B ist vom Typ
pi/2 und hat einen beschränkten H∞-Funktionalkalkül.
Beweis Für eine Schwartz-Funktion f : R→ H erhält man offenbar
Bf = −f ′ = F−1MFf , (2.3.1)
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wobei F die Fouriertransformation auf L2(R, H) bezeichnet und M für den
durch (Mg)(t) = −itg(t) gegebenen Multiplikationsoperator M in L2(R, H)
steht. Auf L2(R, H) ist F eine Isometrie, undM hat die folgenden Eigenschaf-
ten: Es gilt σ(M) ⊂ iR, und für z /∈ iR und g ∈ L2(R, H) ist(
R(z,M)g
)
(t) =
g(t)
z+ it
,
also ergibt sich ‖R(z,M)‖ 6 1/dist(z, iR) = |Re z|−1. Wegen (2.3.1) hat man
(z− B)f = F−1(z−M)Ff
für alle Schwartz-Funktionen f : R→ H. Die Menge der Schwartz-Funktionen
S (R, H) liegt dicht in L2(R, H) und wird durch Ut in sich abgebildet; folglich
[9, Proposition II.1.7] liegtS (R, H) inD(B) bezüglich der Graphennorm dicht.
Es folgt σ(B) ⊂ iR und
R(z, B) = F−1R(z,M)F für z /∈ iR , (2.3.2)
also ‖R(z, B)‖ 6 ‖R(z,M)‖ 6 |Re z|−1. Damit ist B, wie M, vom Typ pi/2.
Der OperatorM hat einen beschränkten H∞-Funktionalkalkül: Für ψ ∈ Ψ(Sθ)
mit θ > pi/2 und α ∈ (pi/2, θ) gilt nämlich(
ψ(M)g
)
(t) =
1
2pii
∫
γα
ψ(z)
(
R(z,M)g
)
(t)dz =
1
2pii
∫
γα
ψ(z)
g(t)
z+ it
dz .
Der Cauchysche Integralsatz liefert dann(
ψ(M)g
)
(t) = ψ(−it)g(t) ,
und damit gilt ‖ψ(M)g‖2 6 ‖ψ‖∞ · ‖g‖2 für alle g ∈ L2(R, H), d.h. man hat
‖ψ(M)‖ 6 ‖ψ‖∞. Diese Abschätzung überträgt sich auch auf B, denn wegen
(2.3.2) und nach Definition des Funktionalkalküls gilt
ψ(B) = F−1ψ(M)F ,
und das bedeutet ‖ψ(B)‖ 6 ‖ψ(M)‖ 6 ‖ψ‖∞ für alle ψ ∈ Ψ(Sθ).
2.3.5 Bemerkung Der im Beweis verwendete Multiplikationsoperator M ist
ein normaler Operator im Hilbertraum L2(R, H). Als solcher besitzt er einen
Funktionalkalkül, der durch (f(M)g)(t) = f(−it)g(t) gegeben ist, wobei f ei-
ne auf iR beschränkte, messbare Funktion ist. Im Beweis haben wir nachge-
rechnet, dass der Funktionalkalkül für sektorielle Operatoren mit dem schon
bekannten Kalkül für normale Operatoren verträglich ist.
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3 Dilatationen in Lp
3.1 Der Funktionalkalkül im Lp-Raum
Wir wenden uns jetzt den Lp-Räumen zu, d.h. wir betrachten den Banachraum
X = Lp(Ω,ν), wobei (Ω,A, ν) ein σ-endlicher Maßraum ist. Dabei beschrän-
ken wir uns auf den reflexiven Fall, setzen also 1 < p <∞ voraus. Abkürzend
schreiben wir Lp statt Lp(Ω,ν); zwischen Repräsentanten und Äquivalenzklas-
sen werden wir nicht explizit unterscheiden.
Es sei q ∈ (1,∞) der zu p duale Index, d.h. es gelte 1/p + 1/q = 1. Wir
identifizieren Lq und den Dualraum X ′ von X mittels der Dualität
〈x, y〉 =
∫
Ω
x(ω)y(ω)dν(ω) (x ∈ Lp, y ∈ Lq) .
Ist A ∈ A(Lp) ein dicht definierter Operator, so bezeichnet A′ ∈ A(Lq) den
bezüglich dieser Dualität dualen Operator.
Da Lp reflexiv ist, reicht es hier, wie im Hilbertraumfall, für den Funktio-
nalkalkül die Injektivität des sektoriellen Operators vorauszusetzen. (Gemäß
Bemerkung 1.3.7 reicht auch die Forderung, dass A dichtes Bild hat.)
3.1.1 Lemma [4, Theorem 3.8] Ist A ein injektiver, sektorieller Operator in
einem reflexiven Banachraum, so ist A dicht definiert und hat dichtes Bild.
Ist A ∈ A(Lp) ein injektiver, sektorieller Operator vom Typ µ, so gilt dies auch
für den dualen Operator; dies ergibt sich analog zu Bemerkung 2.1.3.
Nach Definition des Funktionalkalküls ist ferner ψ(A′) = ψ(A) ′, also überträgt
sich auch ein beschränkter H∞(Sθ)-Funktionalkalkül auf den dualen Operator.
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3.2 Quadrat-Funktionen-Abschätzungen
Im Hilbertraum konnte die Existenz eines beschränkten H∞-Funktionalkal-
küls mittels quadratischer Abschätzungen charakterisiert werden; ein entspre-
chendes Mittel gibt es auch im Lp-Fall.
3.2.1 Definition Der Operator A ∈ A(Lp) sei sektoriell vom Typ µ, und es
gelte ψ ∈ Ψ(Sθ) mit θ ∈ (µ, pi). Dann genügt A einer Quadrat-Funktionen-
Abschätzung bezüglich ψ, falls eine Konstante Q > 0 existiert mit∥∥∥∥(∫∞
0
|ψ(tA)x(·)|2 dt
t
)1/2∥∥∥∥
Lp
6 Q‖x‖Lp für alle x ∈ Lp .
Im Hilbertraumfall p = 2 entspricht dies einer quadratischen Abschätzung,
wie eine Anwendung des Satzes von Fubini zeigt:
∥∥∥∥(∫∞
0
|ψ(tA)x(·)|2 dt
t
)1/2∥∥∥∥2
L2
=
∫
Ω
∫∞
0
|ψ(tA)x(ω)|2
dt
t
dν(ω)
=
∫∞
0
∫
Ω
|ψ(tA)x(ω)|2 dν(ω)
dt
t
=
∫∞
0
‖ψ(tA)x‖2L2
dt
t
.
3.2.2 Theorem [4, Corollary 6.8 (i)] Der Operator A ∈ A(Lp) sei injektiv und
sektoriell vom Typ µ, und es gelte A ∈ H∞(Sθ) für ein θ ∈ (µ, pi). Ist τ ∈ (θ, pi)
und ψ ∈ Ψ(Sτ), so genügen A und A′ einer Quadrat-Funktionen-Abschätzung
bezüglich ψ.
Hierbei ist zu beachten, dass es auf die jeweiligen Winkel ankommt: Aus
der Existenz eines beschränkten H∞(Sθ)-Funktionalkalküls folgen Quadrat-
Funktionen-Abschätzung bezüglich ψ ∈ Ψ(Sτ) mit τ > θ. Man muss also
hinnehmen, dass der betrachtete Winkel größer wird.
Falls ψ gewisse zusätzliche Eigenschaften hat, gilt auch die Umkehrung, d.h.
Quadrat-Funktionen-Abschätzungen bezüglich eines geeigneten ψ ∈ Ψ(Sτ)
für A und A′ implizieren die Existenz eines beschränkten H∞(Sθ)-Funktional-
kalküls für θ > τ. (Auch hier verschlechtert sich also der Winkel.)
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Um die »Umkehrung« präziser formulieren zu können, setzen wir abkürzend
ψe(z) := ψ(e
z) und definieren für 0 < θ < τ < pi
Ψτ(Sθ) :=
{
ψ ∈ Ψ(Sθ) : e−τ|·|ψ̂e(·)−1 ∈ L∞(R)} ,
Ψτ(Sτ−) :=
⋂
θ∈(0,τ)
Ψτ(Sθ) .
Die Menge Ψτ(Sθ) enthält also die Funktionen aus Ψ(Sθ), für die eine Abschät-
zung der Form |ψ̂e(t)| > Ce−τ|t| besteht.
3.2.3 Beispiel Wählt man ein a ∈ C mit Ima > 0 und setzt
ψ(z) :=
z
(a− z)(a− z)
,
so gilt ψ ∈ Ψτ(Sτ−) für τ = arga [4, Example 4.7].
Wir kommen jetzt zur angekündigten »Umkehrung« von Theorem 3.2.2.
3.2.4 Theorem [4, Corollary 6.8 (ii) und Beweis] Der Operator A ∈ A(Lp) sei
injektiv und sektoriell vom Typ µ. Weiter sei τ > µ, und für die Funktionen
ψ, χ gelte ψ, χ ∈ Ψ(Sτ1) für alle τ1 < τ und ψχ ∈ Ψτ(Sτ−). Wenn dann A und
A′ Quadrat-Funktionen-Abschätzungen bezüglich ψ bzw. χ genügen, so hat
A für alle θ > τ einen beschränkten H∞(Sθ)-Funktionalkalkül.
3.3 Der Banachraum Y und die Gruppe (Ut)
Bei der Suche nach einer Dilatation müssen wir insbesondere den zu betrach-
tenden Banachraum Y für das Dilatationsschema finden. Den Hilbertraum
H haben wir in den Hilbertraum Y = L2(R, H) eingebettet; wir haben also
Funktionen f : R→ H mit der Norm
‖f‖L2(R,H) =
(∫
R
‖f(t)‖2H dt
)1/2
betrachtet und die Einbettung J entsprechend gewählt. Die nötige Normäqui-
valenz folgte dann mit Hilfe von quadratischen Abschätzungen. Würden wir
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für X = Lp den Raum Y = L2(R, Lp) betrachten, so wären dies Funktionen
f : R→ Lp mit der Norm
‖f‖L2(R,Lp) =
(∫
R
‖f(t)‖2Lp dt
)1/2
.
Um die Quadrat-Funktionen-Abschätzungen für den Beweis der Normäqui-
valenz verwenden zu können, brauchen wir aber Lp- und L2-Norm in um-
gekehrter Reihenfolge. Dies können wir erreichen, indem wir f : R → Lp als
eine Funktion von R×Ω nach C auffassen. Wir schreiben dann auch f(t,ω)
statt f(t)(ω) und betrachten
‖f‖Lp(L2) =
∥∥ω 7→ ‖f(·,ω)‖L2∥∥Lp = ∥∥∥∥(∫
R
|f(t, ·)|2 dt
)1/2∥∥∥∥
Lp
∈ [0,∞] .
Umgekehrt können wir auch eine Funktion aus Lp(Ω,L2(R)), also eine Funkti-
on f : Ω→ L2(R), als eine Funktion von R×Ω nach C auffassen und wiederum
f(t,ω) statt f(ω)(t) schreiben. Manchmal wird in diesem Falle auch f(t) für
die Funktion ω 7→ f(t,ω) stehen.
Wie schon beim skalarwertigen Lp identifizieren wir den Raum Lq(Ω,L2(R))
mit dem Dualraum von Lp(Ω,L2(R)) vermöge der Dualität
〈f, g〉 =
∫
Ω
(
f(ω), g(ω)
)
L2
dν(ω) =
∫
Ω
∫
R
f(t,ω)g(t,ω)dtdν(ω) .
Dass diese Identifizierung zulässig ist, findet man in [6, Theorem IV.1.1]. Man
muss dabei beachten, dass ein Hilbertraum die Radon-Nikodým-Eigenschaft
hat [6, Corollary IV.1.4] und das Ergebnis von endlichen auf σ-endliche Maß-
räume übertragen werden kann.
Als nächstes stellt sich die Frage, welche C0-Gruppe (Ut)t∈R wir in dem Raum
Y = Lp(Ω,L2(R)) betrachten sollen. Im Hilbertraumfall hatten wir Utf :=
f(·+ t) gewählt und verwenden daher jetzt
(Utf)(ω) := f(·+ t,ω) für t ∈ R und f ∈ Lp(Ω,L2(R)) .
3.3.1 Lemma Auf diese Weise wird eine C0-Gruppe (Ut)t∈R von Isometrien
auf dem Funktionenraum Lp(Ω,L2(R)) definiert.
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Beweis Für alle t ∈ R gilt
‖Utf‖Lp(L2) = ‖ω 7→ ‖f(·+ t,ω)‖L2‖Lp = ‖ω 7→ ‖f(·,ω)‖L2‖Lp = ‖f‖Lp(L2) ,
die Operatoren Ut sind also Isometrien. Die Gruppeneigenschaft ist offen-
sichtlich; es muss daher nur noch Utf → f für t → 0 gezeigt werden. Dies
ergibt sich mit Hilfe des Lebesgueschen Konvergenzsatzes aus
‖Utf− f‖Lp(L2) = ‖ω 7→ ‖f(·+ t,ω) − f(·,ω)‖L2‖Lp ,
denn für alle ω ∈ Ω gilt sowohl
ht(ω) := ‖f(·+ t,ω) − f(·,ω)‖L2 t→0−−→ 0
als auch |ht(ω)| 6 2‖f(·,ω)‖L2 . Die Funktion ω 7→ ‖f(·,ω)‖L2 ist nach Defini-
tion von Lp(Ω,L2(R)) über Ω integrierbar.
3.3.2 Satz Ist −B der Erzeuger dieser C0-Gruppe, so gilt: Der Operator B
ist vom Typ pi/2 und hat für jedes θ > pi/2 einen beschränkten H∞(Sθ)-
Funktionalkalkül.
Beweis Betrachten wir ein f ∈ Lp(Ω,S (R)) ⊂ Lp(Ω,L2(R)), so gilt
Bf = −
∂f
∂t
= F−1MFf , (3.3.1)
wobei F die Fouriertransformation bezüglich der Variablen t ist, also
(Ff)(ω) = f̂(ω) für ω ∈ Ω ,
und M den durch
(Mg)(t,ω) := −itg(t,ω)
gegebenen Multiplikationsoperator bezeichnet. Als Operator in Lp(Ω,L2(R))
istM vom Typ pi/2 und hat einen beschränkten H∞(Sθ)-Funktionalkalkül für
alle θ > pi/2. Dies zeigt man wie beim Beweis von Lemma 2.3.4: Offenbar ist
σ(M) ⊂ iR, und für z /∈ iR und alle g ∈ Lp(Ω,L2(R)) gilt
(
R(z,M)g
)
(t,ω) =
g(t,ω)
z+ it
.
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Daher ist ‖R(z,M)‖ 6 1/dist(z, iR) = |Re z|−1, und somit wissen wir, dass M
vom Typ pi/2 ist. Für ψ ∈ Ψ(Sθ) mit θ > pi/2 und α ∈ (pi/2, θ) gilt
(ψ(M)g)(t,ω) =
1
2pii
∫
γα
ψ(z)(R(z,M)g)(t,ω)dz =
1
2pii
∫
γα
ψ(z)
g(t,ω)
z+ it
dz ,
und der Cauchysche Integralsatz liefert
(ψ(M)g)(t,ω) = ψ(−it)g(t,ω) ,
woraus ‖ψ(M)‖ 6 ‖ψ‖∞ folgt, also die Existenz eines beschränkten H∞(Sθ)-
Funktionalkalküls.
Die Fouriertransformation F ist eine Isometrie auf Lp(Ω,L2(R)), denn defini-
tionsgemäß gilt für alle f ∈ Lp(Ω,L2(R))
‖Ff‖Lp(L2) = ‖ω 7→ ‖f̂(ω)‖L2‖Lp = ‖ω 7→ ‖f(ω)‖L2‖Lp = ‖f‖Lp(L2) .
Weil Lp(Ω,S (R)) in Lp(Ω,L2(R)) dicht liegt, ergibt sich mit (3.3.1) wie im
Beweis von Lemma 2.3.4
R(z, B) = F−1R(z,M)F für alle z /∈ iR ,
und mit den Eigenschaften von M folgen daraus die Behauptungen.
3.3.3 Bemerkung Der Beweis zeigt, dass man f(M), und damit auch f(B),
schon dann definieren kann, wenn f nur messbar und beschränkt auf iR ist.
Der Operator B besitzt also sogar einen wesentlich besseren Funktionalkalkül
als dies der Satz ausdrückt. Man vergleiche hierzu auch Bemerkung 2.3.5.
3.4 Einbettung J und Projektion P
Genau wie im Hilbertraum benötigen wir die folgende Hilfsaussage:
3.4.1 Lemma Der injektive Operator −A ∈ A(Lp) erzeuge eine beschränkte
analytische Halbgruppe (Tt) in Lp. Falls A für ein θ < pi/2 einen beschränkten
H∞(Sθ)-Funktionalkalkül hat, gilt∫∞
0
〈ATtx, y〉dt = 〈x, y〉 für alle x ∈ Lp und y ∈ Lq .
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Beweis Man beweist diese Gleichung genau wie Lemma 2.3.1. Dabei ist zu
beachten, dass die verwendeten Sätze 2.3.2 und 1.3.6 für beliebige Banachräu-
me gelten, und dass diesmal explizit θ < pi/2 vorausgesetzt ist.
Für den Rest dieses Abschnitts nehmen wir nun an, dass die Voraussetzun-
gen von Lemma 3.4.1 erfüllt sind, dass also der injektive Operator −A eine
beschränkte analytische Halbgruppe (Tt) in Lp erzeugt und zudem A für ein
gewisses θ < pi/2 einen beschränkten H∞(Sθ)-Funktionalkalkül hat.
In dieser Situation wollen wir eine Einbettung J : Lp → Y in den (im voran-
gehenden Abschnitt betrachteten) Banachraum Y = Lp(L2) = Lp(Ω,L2(R)) mit
‖x‖Lp ∼ ‖Jx‖Y und eine beschränkte Projektion P : Y → J(Lp) auf J(Lp) definie-
ren, so dass die Dilatationsgleichung JTt = PUtJ erfüllt ist. Wir orientieren uns
dabei am Hilbertraumfall, also am Vorgehen beim Beweis von Theorem 2.3.3.
3.4.2 Definition Für x ∈ Lp und s ∈ R sowie ω ∈ Ω setzen wir
(Jx)(s,ω) :=
{
A1/2 Tsx(ω) , s > 0 ,
0 , s 6 0 .
3.4.3 Satz Auf diese Weise wird ein Operator J : Lp → Lp(L2) definiert, und
es gibt Konstanten α,β > 0 mit
α‖x‖Lp 6 ‖Jx‖Lp(L2) 6 β‖x‖Lp für alle x ∈ Lp .
Beweis Wir betrachten ψ(z) := z1/2e−z. Wegen θ < pi/2 gilt ψ ∈ Ψ(Sθ) und
aus Theorem 3.2.2 folgt, dass A (und auch A′) einer Quadrat-Funktionen-
Abschätzung bezüglich ψ genügen. Nun ist∥∥∥∥(∫∞
0
|ψ(tA)x(·)|2 dt
t
)1/2∥∥∥∥
Lp
=
∥∥∥∥(∫∞
0
|(tA)1/2e−tAx(·)|2 dt
t
)1/2∥∥∥∥
Lp
=
∥∥∥∥(∫∞
0
|A1/2Ttx(·)|2 dt
)1/2∥∥∥∥
Lp
= ‖Jx‖Lp(L2) ,
d.h. die Quadrat-Funktionenabschätzung liefert ‖Jx‖ 6 Q‖x‖. Folglich ist J
tatsächlich ein Operator von Lp nach Lp(L2), und dieser ist stetig.
Damit ist nur noch die Existenz von α zu beweisen. Weil auch A′ einer
Quadrat-Funktionen-Abschätzung bezüglich ψ genügt, ist der durch
(J∗x)(s,ω) :=
{
(A′)1/2 T ′sx(ω) , s > 0 ,
0 , s 6 0
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definierte Operator J∗ : Lq → Lq(L2) ebenfalls stetig. Mit Lemma 3.4.1 erhalten
wir
2〈Jx, J∗y〉(Lp(L2),Lq(L2)) = 2
∫∞
0
〈A1/2Tsx, (A′)1/2T ′sy〉(Lp,Lq) ds
=
∫∞
0
2〈AT2sx, y〉(Lp,Lq) ds = 〈x, y〉(Lp,Lq)
(3.4.1)
für alle x ∈ Lp und y ∈ Lq. Es folgt
‖〈x, y〉‖ 6 2‖Jx‖ · ‖J∗y‖ 6 2‖Jx‖ ·Q‖y‖ ,
und Supremumsbildung über y ∈ Lq mit ‖y‖ 6 1 liefert die noch fehlende
Abschätzung ‖x‖ 6 2Q‖Jx‖ von ‖Jx‖ nach unten.
Wir kommen zur Projektion P. Im Hilbertraumfall war P die Orthogonal-
projektion auf J(H); da diese Definition für die Übertragung auf den Lp-Fall
ungeeignet ist, wollen wir P mit J und J∗ ausdrücken.
Die Orthogonalprojektion P : L2(H)→ J(H) ist im Hilbertraum definiert durch
die Gleichung
(Px− x, Jy) = 0 für alle x, y ∈ H ,
und dies ist gleichbedeutend mit (J∗Px − J∗x, y) = 0 für alle x, y ∈ H, d.h.
J∗P = J∗. Folglich ist P = 2J∗J∗, denn im Beweis von Theorem 2.3.3 wurde
2(Jx, J∗y) = (x, y) für alle x, y ∈ H
nachgewiesen, also 2J∗J∗ = id, und damit ist J∗(2J∗J∗) = (2J∗J∗)J∗ = J∗.
Die entsprechende Definition P = 2J∗J ′ ist für den Lp-Fall immer noch nicht
geeignet, denn mit J ′ : Lq(L2) → Lq und J∗ : Lq → Lq(L2) würde so ein
Operator in Lq(L2) definiert. Beachten wir jedoch, dass P im Hilbertraumfall
als Orthogonalprojektion selbstadjungiert ist, so folgt P = P∗ = (2J∗J∗)∗ =
2J(J∗)∗. Dies lässt sich mit (J∗) ′ : Lp(L2)→ Lp übertragen.
3.4.4 Definition Der Operator P : Lp(L2)→ Lp(L2) sei gegeben durch
P := 2J(J∗) ′ .
3.4.5 Satz Das so definierte P ist eine stetige Projektion auf J(Lp).
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Beweis Da J und J∗ stetig sind, gilt dies definitionsgemäß auch für P. Auch
P(Lp) ⊂ J(Lp) ist nach Definition offensichtlich, d.h. wir müssen nur noch
PJx = Jx für alle x ∈ Lp zeigen. Für x ∈ Lp und y ∈ Lq gilt gemäß (3.4.1)
2〈Jx, J∗y〉 = 〈x, y〉 , also 2〈(J∗) ′Jx, y〉 = 〈x, y〉 .
Dies bedeutet 2(J∗) ′J = id und damit
PJ = (2J(J∗) ′)J = J(2(J∗) ′J) = J .
Die Überprüfung der Dilatationsgleichung werden wir erst im nächsten Ab-
schnitt vornehmen. Wir stellen hier aber noch eine dafür nötige Aussage über
P bereit, nämlich dass es bei der Bestimmung von Pf auf die Werte von f(t,ω)
für t 6 0 nicht ankommt.
3.4.6 Lemma Ist f ∈ Lp(L2) und h(t,ω) := f(t,ω)χR+(t), so gilt Pf = Ph.
Beweis Wegen P = 2J(J∗) ′ reicht es, die Gleichung (J∗) ′f = (J∗) ′h zu bewei-
sen. Für f ∈ Lp(L2) und y ∈ Lq gilt aber
〈(J∗) ′f, y〉 = 〈f, J∗y〉 =
∫
Ω
∫
R
f(t,ω)(J∗y)(t,ω) ,
und wegen (J∗y)(t,ω) = 0 für t 6 0 folgt die Behauptung.
3.5 Charakterisierung mittels Dilatationen
Wir kommen nun zur Charakterisierung des beschränkten H∞-Funktional-
kalküls im Lp-Raum. Im Unterschied zum Hilbertraumfall erhalten wir keine
Äquivalenz, sondern nur eine Implikationskette, bei deren Durchlaufen sich
der Winkel θ des H∞(Sθ)-Funktionalkalküls verschlechtert.
3.5.1 Theorem Der injektive Operator −A ∈ A(Lp) erzeuge eine beschränk-
te analytische Halbgruppe (Tt) in Lp, wobei 1 < p < ∞. Dann besteht die
Implikationskette (a) =⇒ (b) =⇒ (c) für die folgenden Aussagen.
(a) A hat einen beschränkten H∞(Sθ)-Funktionalkalkül für ein θ < pi/2.
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(b) Es gibt eine Einbettung J : Lp → Lp(L2) mit ‖x‖Lp ∼ ‖Jx‖Lp(L2) und JTt =
PUtJ für alle t > 0, wobei P eine stetige Projektion auf J(Lp) ist und
Ut ∈ B(Lp(L2)) durch (Utf)(ω) := f(·+ t,ω) definiert wird.
Lp(L2)
Ut−−→ Lp(L2)
∪ ↓ P
J(Lp) J(Lp)
J ↑ ↑ J
Lp
Tt−−→ Lp
(c) A hat einen beschränkten H∞(Sθ)-Funktionalkalkül für alle θ > pi/2.
Beweis (a) =⇒ (b). Wir definieren die Einbettung J und die Projektion P wie
in Abschnitt 3.4. Die Dilatationsgleichung JTt = PUtJ kann dann ganz analog
zum Hilbertraumfall überprüft werden: Nach Definition von Ut ist
(UtJx)(s,ω) = (Jx)(s+ t,ω) =
{
A1/2 TsTtx(ω) , s > −t ,
0 , s 6 −t .
Hierauf soll die Projektion P angewandt werden. Wegen Lemma 3.4.6 gilt
PUtJx = P
(
(s,ω) 7→
{
A1/2TsTtx(ω) , s > 0
0 , s 6 0
)
= P(JTtx) = JTtx ,
wobei im letzten Schritt die Projektionseigenschaft von P benutzt wurde.
(b) =⇒ (c). Es sei −B der Erzeuger der Gruppe (Ut). Gemäß Satz 3.3.2 hat
B für θ > pi/2 einen beschränkten H∞(Sθ)-Funktionalkalkül. Nun folgt die
Behauptung genau wie im Hilbertraumfall, also wie im Beweis von Theo-
rem 2.3.3.
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Wie wir im vorangegangenen Kapitel gesehen haben, kommt es in X = Lp bei
der Frage nach der Existenz eines beschränkten H∞(Sθ)-Funktionalkalküls auf
den Sektor Sθ an.
Insbesondere können wir mit Theorem 3.5.1 aus der Existenz einer Dilatation
bisher nur schließen, dass der betrachtete Operator auf jedem Sektor Sθ mit
θ > pi/2 einen beschränkten H∞(Sθ)-Funktionalkalkül besitzt.
Unser Ziel in diesem Kapitel ist es, diesen Winkel zu verbessern: Mit Hilfe
einer zusätzlichen Voraussetzung für den Operator (R-Sektorialität) erhalten
wir bei der Dilatationscharakterisierung in Lp wieder eine Äquivalenz wie im
Hilbertraumfall.
Mit dieser zusätzlichen Voraussetzung folgt aus der Existenz eines beschränk-
ten H∞(Sθ)-Funktionalkalküls für ein θ > µ, wobei µ der Typ des Operators
ist, wieder die Existenz für alle θ > µ. Ein allgemeineres Ergebnis dieser Art
findet man in [14, Theorem 5.3].
4.1 R-Beschränktheit
Um den Begriff der R-Beschränktheit einführen zu können, benötigen wir die
so genannten Rademacher-Funktionen r1, r2, . . . , die definiert sind durch
rn(t) := sgn
(
sin(2npit)
)
(0 6 t 6 1) .
Die ersten drei Funktionen der Folge sind in Abbildung 4.1 dargestellt.
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Abbildung 4.1: Die Rademacher-Funktionen r1, r2 und r3.
4.1.1 Definition Es seien X und Y Banachräume. Eine Menge T ⊂ B(X, Y)
heißt R-beschränkt, wenn eine Konstante C > 0 existiert, so dass für allem ∈ N
und T1, . . . , Tm ∈ T sowie x1, . . . , xm ∈ X gilt:(∫ 1
0
∥∥∥∥ m∑
n=1
rn(t)Tnxn
∥∥∥∥2
Y
dt
)1/2
6 C
(∫ 1
0
∥∥∥∥ m∑
n=1
rn(t)xn
∥∥∥∥2
X
dt
)1/2
.
Eine R-beschränkte Menge von Operatoren ist beschränkt, denn für m = 1
ergibt sich auf der linken Seite der Abschätzung(∫ 1
0
‖r1(t)T1x1‖2 dt
)1/2
=
(∫ 1
0
‖T1x1‖2 dt
)1/2
= ‖T1x1‖ ,
und auf der rechten Seite ‖x1‖. Folglich ist ‖T‖ 6 C für alle T ∈ T.
4.1.2 Bemerkung [30, Abschnitt 1.f] Sind X und Y Hilberträume, so ist eine
Menge T genau dann R-beschränkt, wenn sie beschränkt ist.
Im Lp-Falle kann man die Bedingung für R-Beschränktheit ganz ohne Ver-
wendung der Rademacher-Funktionen formulieren: Eine Menge T ⊂ B(Lp)
ist genau dann R-beschränkt, wenn eine Konstante C > 0 existiert, so dass für
alle m ∈ N und T1, . . . , Tm ∈ T sowie x1, . . . , xm ∈ X gilt:∥∥∥∥( m∑
n=1
|Tnxn|
2
)1/2∥∥∥∥
Lp
6 C
∥∥∥∥( m∑
n=1
|xn|
2
)1/2∥∥∥∥
Lp
.
Sektorielle Operatoren sind dadurch charakterisiert, dass die Menge{
zR(z,A) : z /∈ Sθ
}
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für gewisse θ beschränkt ist. Fordert man statt der Beschränktheit die R-
Beschränktheit, so kommt man zur Definition der R-Sektorialität.
4.1.3 Definition Ein Operator A ∈ L(X) heißt R-sektoriell, wenn ein µ ∈ (0, pi)
existiert, für das die folgenden Bedingungen erfüllt sind:
(a) Es gilt σ(A) ⊂ Sµ.
(b) Für jedes θ ∈ (µ, pi) ist { zR(z,A) : z /∈ Sθ } eine R-beschränkte Menge.
Man sagt dann, A sei R-sektoriell vom Typ µ. Gilt dies für alle µ ∈ (0, pi), so
bezeichnet man A als R-sektoriell vom Typ 0.
Im Hilbertraum bringt diese Definition gemäß Bemerkung 4.1.2 nichts Neues:
Jeder sektorielle Operator ist dort R-sektoriell.
4.2 Bessere Winkel in Lp
Wie schon im letzten Kapitel betrachten wir wieder den Fall X = Lp(Ω,ν),
wobei (Ω,A, ν) ein σ-endlicher Maßraum ist und 1 < p <∞ gilt.
Für spezielle Mengen T ⊂ B(Lp) kann man die R-Beschränktheit mit Hilfe
von Quadrat-Funktionen charakterisieren.
4.2.1 Lemma [30, Abschnitt 4] Es sei N : R+ → B(Lp) eine stark stetige
Funktion. Die Menge {N(t) : t ∈ R+} ist genau dann R-beschränkt, wenn es
eine Konstante C > 0 gibt, so dass∥∥∥∥(∫∞
0
|N(t)f(t)(·)|2 dt
)1/2∥∥∥∥
Lp
6 C
∥∥∥∥(∫∞
0
|f(t, ·)|2 dt
)1/2∥∥∥∥
Lp
für jede Funktion f ∈ Lp(Ω,L2(R+)) gilt, wobei wir hier wieder f(t) für die
Funktion ω 7→ f(t,ω) = f(ω)(t) schreiben.
4.2.2 Bemerkung Die in Lemma 4.2.1 auftretende Abschätzung lässt sich
auch mit der Norm des Raumes Lp(L2) ausdrücken:∥∥(t,ω) 7→ N(t)f(t)(ω)∥∥
Lp(L2)
6 C‖f‖Lp(L2) ,
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wobei hier mit Lp(L2) der Raum Lp(Ω,L2(R+)) gemeint ist. Man beachte, dass
auf der linken Seite nicht N(t)f(t,ω) stehen darf, da N(t) zunächst auf die Lp-
Funktion f(t) = f(t, ·) angewandt werden muss, bevor ω eingesetzt werden
kann. Aus diesem Grunde steht auch in Lemma 4.2.1 auf der linken Seite
N(t)f(t)(·) und nicht N(t)f(t, ·).
Abkürzend schreiben wir auch t 7→ N(t)f(t) statt (t,ω) 7→ N(t)f(t)(ω), d.h.
wir fassen dies als eine auf R+ definierte Abbildung auf, deren Werte dann
Funktionen von Ω nach C sind.
Die R-Beschränktheit überträgt sich auf die Menge {N(t) ′ : t ∈ R+} der dualen
Operatoren. Man vergleiche hierzu [15, Corollary 5.6].
4.2.3 Satz Es sei N : R+→ B(Lp) eine stark stetige Funktion und die Menge
{N(t) : t ∈ R+} sei R-beschränkt. Dann ist auch {N(t) ′ : t ∈ R+} ⊂ B(Lq) eine
R-beschränkte Menge.
Beweis Auch t 7→ N(t) ′ ist eine stark stetige Funktion. Um die Behaup-
tung zu zeigen, werden wir die Abschätzung aus Lemma 4.2.1 in ihrer in
Bemerkung 4.2.2 angegebenen Form überprüfen. Für jedes g ∈ Lq(L2) gilt∥∥t 7→ N(t) ′g(t)∥∥
Lq(L2)
= sup
{
|〈f, t 7→ N(t) ′g(t)〉| : f ∈ Lp(L2), ‖f‖ = 1} .
Also existiert insbesondere ein f ∈ Lp(L2) mit ‖f‖ = 1 und
∥∥t 7→ N(t) ′g(t)∥∥ 6 2〈f, t 7→ N(t) ′g(t)〉 = 2 ∫∞
0
〈f(t),N(t) ′g(t)〉(Lp,Lq) dt
= 2
∫∞
0
〈N(t)f(t), g(t)〉(Lp,Lq) dt = 2〈t 7→ N(t)f(t), g〉
6 2
∥∥t 7→ N(t)f(t)∥∥
Lp(L2)
· ‖g‖ 6 2C‖g‖ .
Im letzten Schritt wurde ‖f‖ = 1 und die vorausgesetzte R-Beschränktheit der
Menge {N(t) : t ∈ R+} verwendet. Nach Bemerkung 4.2.2 bedeutet dies, dass
{N(t) ′ : t ∈ R+} ⊂ B(Lq) eine R-beschränkte Menge ist.
Außer diesen Ergebnissen werden wir noch die folgende Überlegung zu den
in Abschnitt 3.2 definierten Quadrat-Funktionen-Abschätzungen benötigen.
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4.2.4 Bemerkung Betrachten wir die Funktion ψ(z) := z1/2(eiϕ − z)−1, wobei
0 < ϕ < pi, so gilt für jeden sektoriellen Operator A vom Typ µ < ϕ∫∞
0
|ψ(tA)x(·)|2 dt
t
=
∫∞
0
|(tA)1/2(eiϕ − tA)−1x(·)|2 dt
t
=
∫∞
0
|A1/2R(eiϕ/t,A)x(·)|2 dt
t2
.
Mit der Substitution s = 1/t folgt dann∫∞
0
|ψ(tA)x(·)|2 dt
t
=
∫∞
0
|A1/2R(eiϕs,A)x(·)|2 ds .
Also genügt A genau dann einer Quadrat-Funktionen-Abschätzung bezüglich
ψ, wenn für A die Abschätzung∥∥(t,ω) 7→ A1/2R(eiϕt,A)x(ω)∥∥
Lp(L2)
6 Q‖x‖Lp
besteht. Im folgenden Beweis werden wir dies wieder abkürzen zu∥∥t 7→ A1/2R(eiϕt,A)x∥∥
Lp(L2)
6 Q‖x‖Lp .
4.2.5 Theorem Der Operator A ∈ A(Lp) sei injektiv und R-sektoriell vom Typ
µ. Für ein gewisses θ > µ besitzeA einen beschränktenH∞(Sθ)-Funktionalkal-
kül. Dann hat A für alle τ > µ einen beschränkten H∞(Sτ)-Funktionalkalkül.
Beweis Wir wählen ein α mit θ < α < pi. Gemäß Theorem 3.2.2 genügt
A dann einer Quadrat-Funktionen-Abschätzung bezüglich jedes ψ ∈ Ψ(Sα).
Wählt man ein β mit α < β < pi, so liegt die Funktion
z 7→ z
1/2
eiβ − z
in Ψ(Sα) und mit Bemerkung 4.2.4 ergibt sich∥∥t 7→ A1/2R(eiβt,A)x∥∥
Lp(L2)
6 Q‖x‖Lp für alle x ∈ Lp . (4.2.1)
Nun betrachten wir ein beliebiges ϕ mit µ < ϕ < pi und zeigen, dass A einer
Quadrat-Funktionen-Abschätzung bezüglich ψ(z) := z1/2(eiϕ − z)−1 genügt.
Mit der Resolventengleichung ergibt sich
R(eiϕt,A) − R(eiβt,A) = t(eiβ − eiϕ)R(eiϕt,A)R(eiβt,A) ,
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so dass man für alle x ∈ Lp
A1/2R(eiϕt,A)x = A1/2R(eiβt,A)x+ t(eiβ − eiϕ)R(eiϕt,A)A1/2R(eiβt,A)x
erhält. Hieraus folgt∥∥t 7→ A1/2R(eiϕt,A)x∥∥
Lp(L2)
6
∥∥t 7→ A1/2R(eiβt,A)x∥∥
Lp(L2)
+ 2
∥∥t 7→ tR(eiϕt,A)A1/2R(eiβt,A)x∥∥
Lp(L2)
für alle x ∈ Lp. Wegen der vorausgesetzen R-Sektorialität des Operators A ist
die Menge {
tR(eiϕt,A) : t > 0
}
R-beschränkt, und mit Lemma 4.2.1 erhält man∥∥t 7→ A1/2R(eiϕt,A)x∥∥
Lp(L2)
6 (1+ 2C)
∥∥t 7→ A1/2R(eiβt,A)x∥∥
Lp(L2)
,
wobei C die in Lemma 4.2.1 vorkommende Konstante ist. Mit Gleichung
(4.2.1) folgt ∥∥t 7→ A1/2R(eiϕt,A)x∥∥
Lp(L2)
6 (1+ 2C)Q‖x‖Lp ,
und dies bedeutet (Bemerkung 4.2.4), dass A einer Quadrat-Funktionen-Ab-
schätzung bezüglich der Funktion ψ(z) = z1/2(eiϕ − z)−1 genügt.
Um Theorem 3.2.4 verwenden zu können, müssen wir auch noch für A′ ei-
ne Quadrat-Funktionen-Abschätzung zeigen. Wegen der vorausgesetzten R-
Sektorialität von A ist die Menge{
tR(e−iϕt,A) : t > 0
}
R-beschränkt. Gemäß Satz 4.2.3 ist dann auch{
tR(e−iϕt,A′) : t > 0
}
R-beschränkt. Weil auch A′ Quadrat-Funktionen-Abschätzungen bezüglich al-
ler Funktionen aus Ψ(Sα) genügt, folgt ganz analog zu den für A gemachten
Überlegungen: A′ genügt einer Quadrat-Funktionen-Abschätzung bezüglich
χ(z) := z1/2(e−iϕ − z)−1. Gemäß Beispiel 3.2.3 gilt ψχ ∈ Ψϕ(Sϕ−). Aus Theo-
rem 3.2.4 folgt somit, dass A für alle τ > ϕ einen beschränkten H∞(Sτ)-
Funktionalkalkül hat. Da ϕ > µ beliebig war, ist die Behauptung bewie-
sen.
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4.3 Charakterisierung mittels Dilatationen
Aus Theorem 3.5.1 ergibt sich mit Theorem 4.2.5 nun unmittelbar das folgende
Ergebnis:
4.3.1 Theorem Es sei 1 < p <∞, und der injektive Operator A ∈ A(Lp) sei R-
sektoriell vom Typ µ < pi/2. Weiter sei (Tt) die von −A erzeugte beschränkte
analytische Halbgruppe. Dann sind die folgenden Aussagen äquivalent:
(a) A hat einen beschränkten H∞(Sθ)-Funktionalkalkül für ein θ ∈ (µ, pi).
(b) Es gibt eine Einbettung J : Lp → Lp(L2) mit ‖x‖Lp ∼ ‖Jx‖Lp(L2) und JTt =
PUtJ für alle t > 0, wobei P eine stetige Projektion auf J(Lp) ist und
Ut ∈ B(Lp(L2)) durch (Utf)(ω) := f(·+ t,ω) definiert wird.
Lp(L2)
Ut−−→ Lp(L2)
∪ ↓ P
J(Lp) J(Lp)
J ↑ ↑ J
Lp
Tt−−→ Lp
(c) A hat einen beschränkten H∞(Sθ)-Funktionalkalkül für alle θ ∈ (µ, pi).
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5 Verallgemeinerte Quadratfunktionen
Kalton und Weis haben verallgemeinerte Quadratfunktionen in beliebigen Ba-
nachräumen eingeführt [15]. Da wir diese Methoden für den Dilatationssatz
im allgemeinen Fall verwenden wollen, wiederholen wir in diesem Kapitel
die wichtigsten Ergebnisse.
5.1 Bisher betrachtete Quadratfunktionen
Es wird im Folgenden darum gehen, die für Hilberträume und Lp-Räume ge-
fundene Dilatationscharakterisierung auf allgemeinere Räume zu übertragen.
Im Hilbertraum haben wir Ausdrücke der Form∥∥t 7→ ‖f(t)‖H∥∥L2 = (∫
R
‖f(t)‖2H dt
)1/2
(5.1.1)
für Funktionen f : R → H betrachtet, und im Lp-Falle waren für Funktionen
f : R×Ω→ C Ausdrücke der Bauart∥∥ω 7→ ‖f(·,ω)‖L2∥∥Lp = ∥∥∥∥(∫
R
|f(t, ·)|2 dt
)1/2∥∥∥∥
Lp
(5.1.2)
relevant. Wie lassen sich diese so genannten Quadratfunktionen für beliebige
Banachräume verallgemeinern? Um diese Frage zu beantworten, werden wir
die Methoden aus [15] verwenden.
5.2 Umformulierung für Quadratfunktionen in Lp
Die im Hilbertraumfall verwendete Norm aus (5.1.1) können wir auch für
einen beliebigen Banachraum X aufschreiben, doch schon im Falle X = Lp
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wurde deutlich, dass dies nicht die richtige Verallgemeinerung liefert. Wir
versuchen daher, den Ausdruck in (5.1.2) so umzuformen, dass die speziellen
Eigenschaften von Lp nicht mehr benötigt werden.
Betrachten wir eine Funktion f ∈ Lp(Ω,L2(R)), wobei (Ω,A, ν) wieder ein
σ-endlicher Maßraum ist, so können wir zu f einen stetigen Operator uf :
L2(R)→ Lp(Ω) mit ‖uf‖ 6 ‖f‖Lp(L2) definieren. Setzen wir nämlich(
uf(h)
)
(ω) :=
∫
R
f(t,ω)h(t)dt für h ∈ L2(R) ,
so ist uf offenbar linear, und für ω ∈ Ω gilt die Abschätzung∣∣(uf(h))(ω)∣∣ = ∣∣∣∣∫
R
f(t,ω)h(t)dt
∣∣∣∣ = ∣∣(f(·,ω), h)L2∣∣ 6 ‖f(·,ω)‖L2 · ‖h‖L2 .
Damit folgt die behauptete Stetigkeit:
‖uf(h)‖Lp 6 ‖f‖Lp(L2) · ‖h‖L2 .
Wir formen jetzt den Ausdruck in (5.1.2) so um, dass der Operator uf vor-
kommt. Dazu sei (en)n∈N eine Orthonormalbasis von L2(R). Dann ist auch
(en)n∈N eine Orthonormalbasis, und für ω ∈ Ω gilt
‖f(·,ω)‖2L2 =
∞∑
n=1
∣∣(f(·,ω), en)L2∣∣2 = sup
m∈N
m∑
n=1
∣∣(uf(en))(ω)∣∣2 .
Nun sei (gn) eine Folge unabhängiger, N(0, 1)-verteilter Zufallsvariablen auf
einem Wahrscheinlichkeitsraum (Σ,B, P), auf den sich auch die im Folgenden
gebildeten und mit E bezeichneten Erwartungswerte beziehen.
Wegen Eg2n = 1 und der Unabhängigkeit der gn gilt
m∑
n=1
∣∣(uf(en))(ω)∣∣2 = E m∑
n=1
∣∣(uf(en))(ω)gn∣∣2 = E∣∣∣∣ m∑
n=1
(
uf(en)
)
(ω)gn
∣∣∣∣2 .
Gemäß der so genannten Khintchine-Gleichheit [5, S. 238] hat man mit einer
gewissen Konstante Cp > 0(
E
∣∣∣∣ m∑
n=1
(
uf(en)
)
(ω)gn
∣∣∣∣2)1/2 = Cp(E∣∣∣∣ m∑
n=1
(
uf(en)
)
(ω)gn
∣∣∣∣p)1/p .
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Insgesamt erhalten wir also die Gleichheit
‖f(·,ω)‖L2 = sup
m∈N
Cp
(
E
∣∣∣∣ m∑
n=1
(
uf(en)
)
(ω)gn
∣∣∣∣p)1/p .
Nimmt man auf beiden Seiten der Gleichung die Lp-Norm und wendet rechts
den Satz von der monotonen Konvergenz an, so folgt∥∥ω 7→ ‖f(·,ω)‖L2∥∥Lp = Cp sup
m∈N
∥∥∥∥ω 7→ (E∣∣∣∣ m∑
n=1
(
uf(en)
)
(ω)gn
∣∣∣∣p)1/p∥∥∥∥
Lp
.
Der Satz von Fubini liefert schließlich
‖f‖Lp(L2) = Cp sup
m∈N
(
E
∥∥∥∥ m∑
n=1
gnuf(en)
∥∥∥∥p
Lp
)1/p
.
Diesen Ausdruck kann man für jeden Banachraum X hinschreiben, wenn man
die Lp-Norm durch die Norm auf X ersetzt; allerdings verbleibt eine Abhän-
gigkeit von p, die wir noch beseitigen wollen: Gemäß [24, Corollary 4.9] ist
die durch diesen Ausdruck definierte Norm äquivalent zu der durch
sup
m∈N
(
E
∥∥∥∥ m∑
n=1
gnuf(en)
∥∥∥∥2
Lp
)1/2
(5.2.1)
gegebenen. Ersetzt man hier die Lp-Norm durch die Norm eines beliebigen
Banachraums X, so hat man sich vollständig vom Lp-Fall gelöst.
5.3 Quadratfunktionen in beliebigen
Banachräumen
Wie im letzten Abschnitt sei (gn) eine Folge unabhängiger, N(0, 1)-verteilter
Zufallsvariablen auf einem Wahrscheinlichkeitsraum (Σ,B, P).
5.3.1 Definition [15, Definition 4.1] Ist H ein Hilbertraum und X ein Banach-
raum, so bezeichne `+(H,X) den Vektorraum aller u ∈ L(H,X) mit ‖u‖` <∞,
wobei
‖u‖` := sup
{(
E
∥∥∥∥ m∑
n=1
gnu(en)
∥∥∥∥2)1/2 ∣∣∣∣ m ∈ N, (en)mn=1 ist ONS in H} .
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Hierbei steht »ONS« abkürzend für Orthonormalsystem. Den Vektorraum
`(H,X) ⊂ `+(H,X) definieren wir als den Abschluss der Menge der endlich-
dimensionalen Operatoren in `+(H,X).
Der einzige Unterschied zwischen der so definierten Norm und der im vor-
angehenden Abschnitt hergeleiteten Darstellung (5.2.1) ist, dass jetzt bei der
Bildung des Supremums beliebige endliche Orthonormalsysteme betrachtet
werden. Dies erklärt sich einfach dadurch, dass in einem beliebigen Hilbert-
raum H, im Gegensatz zum separablen Raum L2(R), keine abzählbare Ortho-
normalbasis existieren muss. Aus den obigen Überlegungen ergibt sich aber
trotzdem, dass für H = L2(R) und X = Lp die so definierte Norm f 7→ ‖uf‖`
äquivalent zu ‖·‖Lp(L2) ist, da jedes ONS (en)mn=1 zu einer Orthonormalbasis
von L2(R) ergänzt werden kann.
5.3.2 Bemerkung Nach Definition der ‖·‖`-Norm gilt für ein beliebiges e1 ∈ H
mit ‖e1‖ = 1 stets
‖u‖` >
(
E
∥∥∥∥ 1∑
n=1
gnu(en)
∥∥∥∥2)1/2 = (E‖g1u(e1)‖2)1/2 = ‖u(e1)‖ .
Folglich hat man `+(H,X) ⊂ B(H,X) und ‖u‖B(H,X) 6 ‖u‖`.
Umgekehrt ist jeder stetige, endlichdimensionale Operator u : H → X in
`(H,X) enthalten. Um dies nachzuweisen, reicht es, den Fall dimu(H) = 1 zu
betrachten, für den sich ‖u‖` leicht berechnen lässt:
5.3.3 Lemma Es sei u : H → X ein stetiger Operator mit dimu(H) = 1, d.h.
es sei u = (·, h)x mit h ∈ H und x ∈ X. Dann gilt ‖u‖` = ‖h‖ · ‖x‖.
Beweis Für jedes Orthonormalsystem (en)mn=1 in H ergibt sich
E
∥∥∥∥ m∑
n=1
gnu(en)
∥∥∥∥2 = E∥∥∥∥ m∑
n=1
gn (en, h)x
∥∥∥∥2 = ‖x‖2 · E∣∣∣∣ m∑
n=1
(en, h)gn
∣∣∣∣2 .
Da die gn unabhängig und N(0, 1)-verteilt sind, ist für αn ∈ R die Zufallsva-
riable α1g1+ · · ·+αmgm wiederum normalverteilt, mit Erwartungswert 0 und
Varianz α21 + · · ·+ α2m. Das bedeutet
E
∣∣∣∣ m∑
n=1
(en, h)gn
∣∣∣∣2 = m∑
n=1
(
Re(en, h)
)2
+
m∑
n=1
(
Im(en, h)
)2
=
m∑
n=1
|(en, h)|
2 ,
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und wir erhalten mit Hilfe der Besselschen Ungleichung
E
∥∥∥∥ m∑
n=1
gnu(en)
∥∥∥∥2 = ‖x‖2 · m∑
n=1
|(en, h)|
2 6 ‖x‖2 · ‖h‖2 .
Ist h 6= 0, so kann man das Orthonormalsystem mitm = 1 und e1 = h/‖h‖ be-
trachten und auf diese Weise bei der letzten Abschätzung Gleichheit erhalten.
Damit ist ‖u‖` = ‖x‖ · ‖h‖ bewiesen.
In [15] wird implizit das folgende Ergebnis verwendet:
5.3.4 Satz Der normierte Raum (`+(H,X), ‖·‖`) ist ein Banachraum.
Beweis Es sei (uk) eine Cauchyfolge in `+(H,X). Dann ist (uk) insbesondere
beschränkt in `+(H,X), es gilt also ‖uk‖` 6M für alle k ∈ N und ein gewisses
M > 0. Zudem ist (uk) gemäß Bemerkung 5.3.2 auch eine Cauchyfolge in
B(H,X); diese konvergiert in B(H,X) gegen einen Operator u.
Wir wollen nun zeigen, dass (uk) auch in `+(H,X) gegen u konvergiert. Dazu
sei  > 0 beliebig. Es existiert ein K ∈ N mit ‖uj − uk‖` 6  für j, k > K, d.h.
für jedes Orthonormalsystem (en)mn=1 in H hat man
E
∥∥∥∥ m∑
n=1
gn(uj − uk)(en)
∥∥∥∥2 6 2 für j, k > K .
Da für jedes σ ∈ Σ∥∥∥∥ m∑
n=1
gn(σ)(uj − uk)(en)
∥∥∥∥2 j→∞−−→ ∥∥∥∥ m∑
n=1
gn(σ)(u− uk)(en)
∥∥∥∥2
gilt, und man eine integrierbare Majorante mit Hilfe der Abschätzung∥∥∥∥ m∑
n=1
gn(σ)(uj − uk)(en)
∥∥∥∥ 6 m∑
n=1
|gn(σ)| · ‖(uj − uk)(en)‖ 6 2M
m∑
n=1
|gn(σ)|
erhält, liefert der Lebesguesche Konvergenzsatz für alle k > K
E
∥∥∥∥ m∑
n=1
gn(u− uk)(en)
∥∥∥∥2 = limj→∞E
∥∥∥∥ m∑
n=1
gn(uj − uk)(en)
∥∥∥∥2 6 2 .
Da dies für jedes endliche Orthonormalsystem (en) gilt, folgt ‖u−uk‖` 6  für
k > K. Somit gilt u ∈ `+(H,X) und uk → u in `+(H,X), d.h. die Vollständigkeit
von (`+(H,X), ‖·‖`) ist bewiesen.
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Da `(H,X) als abgeschlossener Unterraum von `+(H,X) definiert ist, folgt aus
Satz 5.3.4 unmittelbar das folgende Ergebnis:
5.3.5 Korollar Auch der normierte Raum (`(H,X), ‖·‖`) ist ein Banachraum.
5.3.6 Satz [15, Remark 4.2 a)] Falls X nicht c0 enthält, also keinen Unterraum
besitzt, der isomorph zu c0 ist, gilt `(H,X) = `+(H,X).
5.4 Dualität bei Quadratfunktionen
Bei den Betrachtungen für den Lp-Fall haben wir nicht nur Lp(L2), sondern
auch den dazu dualen Raum Lq(L2) verwendet. Es stellt sich daher die Frage,
wie der Dualraum von `(H,X) aussieht. Um darauf eine Antwort zu finden,
benötigen wir den folgenden Begriff.
5.4.1 Definition Es sei H ein Hilbertraum und w : H → H ein linearer
Operator. Wenn es hn, yn ∈ H gibt, so dass eine Darstellung der Form
w =
∞∑
n=1
(·, hn)yn mit
∞∑
n=1
‖hn‖ · ‖yn‖ <∞
für w existiert, dann heißt w nuklear, und die Spur (engl. trace) von w wird
definiert durch
tr(w) :=
∞∑
n=1
(yn, hn) . (5.4.1)
Wegen ‖(·, hn)yn‖B(H) = ‖hn‖ · ‖yn‖ konvergiert die Reihendarstellung von w
in B(H), jeder nukleare Operator ist also stetig.
5.4.2 Bemerkung Um einzusehen, dass die Definition der Spur unabhängig
von der gewählten Darstellung des Operators w ist, überprüfen wir, dass für
w = 0 die Summe in (5.4.1) verschwindet. Zu diesem Zweck sei (ek) ein
abzählbares Orthonormalsystem in H mit [y1, y2, . . . ] ⊂ [e1, e2, . . . ]. Dann gilt
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yn =
∑
k(yn, ek)ek und damit
∞∑
n=1
(yn, hn) =
∞∑
n=1
(∑
k
(yn, ek)ek, hn
)
=
∑
k
∞∑
n=1
(yn, ek)(ek, hn)
=
∑
k
( ∞∑
n=1
(ek, hn)yn, ek
)
=
∑
k
(w(ek), ek) = 0 .
Die Vertauschung der Summationsreihenfolge ist gerechtfertigt durch die vor-
ausgesetzte Konvergenz von
∑∞
n=1‖hn‖ · ‖yn‖ und die Abschätzung
∑
k
∣∣(yn, ek)(ek, hn)∣∣ 6 (∑
k
|(yn, ek)|
2
)1/2(∑
k
|(ek, hn)|
2
)1/2
= ‖yn‖ · ‖hn‖ .
Mit diesen Überlegungen haben wir auch das folgende Ergebnis gezeigt: Falls
(ek) eine Orthonormalbasis des Bildraums von w ist, gilt
tr(w) =
∑
k
(w(ek), ek) .
Da insbesondere stetige Operatoren mit endlichdimensionalem Bildraum nu-
klear sind, ist die folgende Definition sinnvoll.
5.4.3 Definition [15, Abschnitt 5] Ist H ein Hilbertraum und X ein Banach-
raum, so bezeichne ` ′+(H,X ′) den Vektorraum aller v ∈ B(H,X ′)mit ‖v‖` ′ <∞,
wobei
‖v‖` ′ := sup
{
|tr(v ′u)| : u ∈ `(H,X), dim(u(H)) <∞, ‖u‖` 6 1} .
Den Vektorraum ` ′(H,X ′) ⊂ ` ′+(H,X ′) definieren wir als den Abschluss der
Menge der endlichdimensionalen Operatoren in ` ′+(H,X ′).
Mit v ′ wird dabei der Operator v ′ : X ′′ → H bezeichnet, der durch
(v ′x ′′, h)H = 〈x ′′, vh〉(X ′′,X ′) für alle x ′′ ∈ X ′′ und h ∈ H
charakterisiert ist. Um v ′u zu bilden, betten wir X kanonisch in X ′′ ein.
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5.4.4 Bemerkung Ist (en)mn=1 eine Orthonormalbasis des endlichdimensiona-
len Bildraums von v ′u, so gilt nach Bemerkung 5.4.2
tr(v ′u) =
m∑
n=1
((v ′u)(en), en)H =
m∑
n=1
〈u(en), v(en)〉(X,X ′) .
Es gibt noch eine weitere Darstellung für diese Spur: Gilt u =
∑m
n=1(·, hn)yn,
so ergibt sich v ′u =
∑m
n=1(·, hn)v ′(yn), und man erhält
tr(v ′u) =
m∑
n=1
(v ′(yn), hn) =
m∑
n=1
(yn, v(hn)) .
Insbesondere folgt aus vk → v in B(H,X ′) also tr(v ′ku)→ tr(v ′u).
5.4.5 Lemma Für v ∈ ` ′+(H,X ′) gilt ‖v‖B(H,X ′) 6 ‖v‖` ′ .
Beweis Betrachten wir für x ∈ X und h ∈ H mit ‖x‖ 6 1 und ‖h‖ 6 1
den Operator u := (·, h)x, so wissen wir aus Lemma 5.3.3, dass ‖u‖` 6 1
gilt. Gemäß der Definition von ‖·‖` ′ folgt also |tr(v ′u)| 6 ‖v‖` ′ , und da sich
tr(v ′u) = 〈x, v(h)〉 aus Bemerkung 5.4.4 ergibt, folgt
|〈x, v(h)〉| 6 ‖v‖` ′ .
Nimmt man hier das Supremum über alle derartigen x und h, so erhält man
auf der linken Seite ‖v‖B(H,X ′), und die Behauptung ist bewiesen.
5.4.6 Satz Bei ` ′+(H,X ′) und ` ′(H,X ′), jeweils mit ‖·‖` ′ als Norm, handelt es
sich um Banachräume.
Beweis Ist (vk) eine Cauchyfolge in ` ′+(H,X ′), so folgt mit Lemma 5.4.5, dass
(vk) auch in B(H,X ′) eine Cauchyfolge ist und mithin gegen ein gewisses
v ∈ B(H,X ′) konvergiert.
Um zu zeigen, dass vk → v in ` ′+(H,X ′) gilt, sei  > 0 gegeben. Dann existiert
ein K ∈ N, so dass ‖vj− vk‖` ′ 6  für j, k > K gilt. Für jeden endlichdimensio-
nalen Operator u ∈ `(H,X) mit ‖u‖` 6 1 gilt also∣∣tr((vj − vk) ′u)∣∣ 6  .
Für j→∞ folgt daraus, wie wir in Bemerkung 5.4.4 sahen,∣∣tr((v− vk) ′u)∣∣ 6  ,
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und damit erhalten wir ‖v − vk‖` ′ 6 . Da  > 0 beliebig war, ergibt sich
v ∈ ` ′+(H,X ′) und vk → v in ` ′+(H,X ′).
Somit ist die Vollständigkeit von ` ′+(H,X ′) bewiesen, und die Vollständigkeit
von ` ′(H,X ′) ist dann ebenfalls klar.
5.4.7 Lemma [15, Proposition 5.2] Es bestehen die Inklusionen `+(H,X ′) ⊂
` ′+(H,X
′) sowie `(H,X ′) ⊂ ` ′(H,X ′), und für jedes v ∈ `+(H,X ′) hat man die
Abschätzung ‖v‖` ′ 6 ‖v‖`.
Beweis Es sei v ∈ `+(H,X ′) und für ein u ∈ `(H,X) mit endlichdimensiona-
lem Bildraum gelte ‖u‖` 6 1. Gemäß Bemerkung 5.4.4 hat man
tr(v ′u) =
m∑
n=1
〈u(en), v(en)〉
mit einem gewissen Orthonormalsystem (en)mn=1 in H. Somit ist
tr(v ′u) =
m∑
j=1
m∑
k=1
E(gjgk)〈u(ej), v(ek)〉 ,
weil g1, g2, . . . unabhängige, N(0, 1)-verteilte Zufallsvariablen sind. Aus
|tr(v ′u)| =
∣∣∣∣E〈 m∑
j=1
gju(ej),
m∑
k=1
gkv(ek)
〉∣∣∣∣ 6 E(∥∥∥∥ m∑
j=1
gju(ej)
∥∥∥∥ · ∥∥∥∥ m∑
k=1
gkv(ek)
∥∥∥∥)
folgt dann mit der Schwarzschen Ungleichung
|tr(v ′u)| 6
(
E
∥∥∥∥ m∑
j=1
gju(ej)
∥∥∥∥2)1/2(E∥∥∥∥ m∑
k=1
gkv(ek)
∥∥∥∥2)1/2 6 ‖u‖` · ‖v‖` 6 ‖v‖` ,
und nach Definition von ‖v‖` ′ bedeutet dies ‖v‖` ′ 6 ‖v‖`. Die Inklusion
`+(H,X
′) ⊂ ` ′+(H,X ′) und die Normabschätzung sind damit bewiesen.
Ist (vn) eine Folge in `+(H,X ′), die bezüglich ‖·‖` gegen ein v ∈ `+(H,X ′)
konvergiert, so gilt vn → v nach dem bisher Bewiesenen auch in dem Raum
(` ′+(H,X
′), ‖·‖` ′). Definitionsgemäß ist also auch `(H,X ′) ⊂ ` ′(H,X ′).
5.4.8 Satz [15, Proposition 5.1] Für u ∈ `(H,X) und v ∈ ` ′+(H,X ′) ist v ′u
stets ein nuklearer Operator. Bezüglich der Spur-Dualität 〈u, v〉` := tr(v ′u) ist
` ′+(H,X
′) der Dualraum von `(H,X).
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Wenn die betrachteten Räume explizit genannt werden sollen, verwendet man
bei Dualitäten Schreibweisen wie 〈x, x ′〉(X,X ′). Im Falle von 〈·, ·〉` werden wir
stattdessen die Schreibweise
`(H,X)〈u, v〉` ′+(H,X ′)
benutzen, um sehr lange, unübersichtliche Indizes zu vermeiden.
5.4.9 Bemerkung Mit der in Bemerkung 5.4.2 angegebenen Darstellung der
Spur ergibt sich: Besitzt H eine höchstens abzählbare Orthonormalbasis (en),
so gilt
〈u, v〉` = tr(v ′u) =
∑
n
((v ′u)(en), en)H =
∑
n
〈u(en), v(en)〉(X,X ′) .
5.5 Weitere Eigenschaften der Quadratfunktionen
Wir werden nun speziell den Hilbertraum H = L2(Ω) betrachten, wobei
(Ω,A, ν) ein σ-endlicher Maßraum ist. Gewisse Operatoren aus `(L2(Ω), X)
lassen sich dann durch Funktionen f : Ω→ X darstellen.
Da hierbei die Messbarkeit und Integrierbarkeit derartiger Funktionen eine
Rolle spielt, wollen wir in der folgenden Bemerkung einige grundlegende
Definitionen und Aussagen zusammenfassen, die in diesem Zusammenhang
wichtig sind. Genaueres findet man in den Arbeiten von Bochner [2] und
Pettis [23], sowie in [3], [8] und [12]. Einen guten Überblick über verschiedene
Integralbegriffe liefert auch [11].
5.5.1 Bemerkung Wir nennen eine Funktion f : Ω→ X einfach, wenn sie eine
Darstellung der Form f(·) = ∑nk=1 χAk(·)xk mit Ak ∈ A und xk ∈ X besitzt.
Eine einfache Funktion heißt integrierbar, wenn sie eine derartige Darstellung
mit ν(Ak) <∞ für k = 1, . . . , n hat. Man setzt dann∫
Ω
f(ω)dν :=
n∑
k=1
ν(Ak)xk .
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Eine Funktion f : Ω → X heißt stark messbar oder Bochner-messbar, wenn es
eine Folge einfacher Funktionen gibt, die punktweise fast überall gegen f kon-
vergiert. Sie heißt schwach messbar, wenn für jedes x ′ ∈ X ′ die skalarwertige
Funktion x ′ ◦ f messbar ist.
Die Funktion f ist genau dann stark messbar, wenn sie schwach messbar ist
und zudem eine Nullmenge N ∈ A existiert, so dass f(Ω \N) ⊂ X separabel
ist. Aus der starken Messbarkeit von f folgt die Messbarkeit der reellwertigen
Funktion ‖f(·)‖, und wenn man h : Ω→ C als messbar voraussetzt, dann ist
h(·)f(·) wiederum stark messbar.
Falls zu f : Ω→ X eine Folge (fn) integrierbarer einfacher Funktionen existiert,
die punktweise fast überall gegen f konvergiert, und für die∫
Ω
‖f(ω) − fn(ω)‖dν(ω) n→∞−−−→ 0
gilt, heißt f Bochner-integrierbar, und das Bochner-Integral von f wird definiert
durch ∫
Ω
f(ω)dν(ω) := lim
n→∞
∫
Ω
fn(ω)dν(ω) .
Die Funktion f ist genau dann Bochner-integrierbar, wenn sie stark messbar
ist und zudem
∫
Ω
‖f(ω)‖dν(ω) <∞ gilt.
5.5.2 Definition Mit P2(Ω,X) bezeichnen wir den Vektorraum aller stark
messbaren Funktionen f : Ω→ X mit der Eigenschaft, dass x ′ ◦ f ∈ L2(Ω) für
alle x ′ ∈ X ′ gilt.
5.5.3 Satz Für jede Funktion f ∈ P2(Ω,X) gilt
‖f‖P2 := sup
{ ‖x ′ ◦ f‖L2 : x ′ ∈ X ′, ‖x ′‖ 6 1} <∞ .
Beweis Wir müssen zeigen, dass der Operator M : X ′ → L2(Ω), der durch
Mx ′ := x ′ ◦ f definiert wird, stetig ist. Offenbar ist er linear, und wenn wir
noch seine Abgeschlossenheit zeigen können, dann folgt die Stetigkeit aus
dem Graphensatz. Es gelte also x ′n → x ′ in X ′ und Mx ′n → ϕ in L2(Ω).
Statt eine geeignete Teilfolge auszuwählen, nehmen wir o.B.d.A. an, dass
bereits Mx ′n → ϕ punktweise fast überall gilt. Da andererseits Mx ′n = x ′n ◦ f
punktweise gegen x ′ ◦ f =Mx ′ konvergiert, ist Mx ′ = ϕ bewiesen.
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Jede Funktion aus P2(Ω,X) erlaubt es uns, einen linearen Operator von L2(Ω)
nach X zu definieren. Man findet dies in [15] vor Definition 4.5.
5.5.4 Satz und Definition Ist f ∈ P2(Ω,X), so wird durch
〈uf(ϕ), x ′〉(X,X ′) =
∫
Ω
〈f(ω), x ′〉ϕ(ω)dν(ω) für x ′ ∈ X ′ und ϕ ∈ L2(Ω)
ein stetiger Operator uf : L2(Ω)→ X definiert.
Wir sagen, dass die Funktion f den Operator uf repräsentiert, und setzen
‖f‖` := ‖uf‖`. Mit `+(Ω,X) bzw. `(Ω,X) bezeichnen wir die Menge aller Funk-
tionen f ∈ P2(Ω,X) mit uf ∈ `+(L2(Ω), X) bzw. uf ∈ `(L2(Ω), X). Um das Maß
deutlich zu machen, schreiben wir auch `+(Ω,ν, X) und `(Ω,ν, X).
Ebenso wird durch g ∈ P2(Ω,X ′) ein stetiger Operator vg : L2(Ω) → X ′ defi-
niert, und wiederum setzen wir ‖g‖` ′ := ‖vg‖` ′ . Auch die Funktionenmengen
` ′+(Ω,X
′) und ` ′(Ω,X ′) werden analog definiert.
Beweis Offenbar hängt R(f, x ′, ϕ) :=
∫
Ω
〈f(ω), x ′〉ϕ(ω)dν(ω) linear von x ′
und ϕ ab, und wir erhalten
|R(f, x ′, ϕ)| 6
∫
Ω
∣∣〈f(ω), x ′〉ϕ(ω)∣∣dν(ω)
6 ‖x ′ ◦ f‖L2 · ‖ϕ‖L2 6 ‖x ′‖ · ‖f‖P2 · ‖ϕ‖L2 .
Hieraus ergibt sich R(f, ·, ϕ) ∈ X ′′ und ‖R(f, ·, ϕ)‖ 6 ‖f‖P2 · ‖ϕ‖L2 für jedes
ϕ ∈ L2(Ω), und durch u˜f(ϕ) := R(f, ·, ϕ) wird dann ein stetiger Operator
u˜f : L
2(Ω)→ X ′′ definiert. Jetzt müssen wir nur noch u˜f(L2(Ω)) ⊂ ι(X) zeigen,
wobei ι : X→ X ′′ die kanonische Injektion bezeichnet.
Ist ϕ ∈ L2(Ω) so gewählt, dass f auf suppϕ beschränkt ist und zudem
ν(suppϕ) <∞ gilt, so erhält man ‖ϕ(·)f(·)‖ 6 C|ϕ(·)| und ϕ ∈ L1(Ω). Somit
ist ‖ϕ(·)f(·)‖ integrierbar, und da f stark messbar ist, existiert das Integral
I(f,ϕ) :=
∫
Ω
ϕ(ω)f(ω)dν(ω) .
Nun gilt offenbar 〈I(f,ϕ), x ′〉 = R(f, x ′, ϕ) für alle x ′ ∈ X ′, d.h. wir können
u˜f(ϕ) = ι(I(f,ϕ)) ∈ ι(X) folgern.
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Weil derartige ϕ, wie wir in Lemma 5.5.5 zeigen werden, in L2(Ω) dicht
liegen, folgt die Inklusion u˜f(L2(Ω)) ⊂ ι(X) aus der Stetigkeit von u˜f und der
Abgeschlossenheit von ι(X) in X ′′.
In [15] wird implizit das folgende Lemma verwendet:
5.5.5 Lemma Es sei f : Ω→ X stark messbar. Dann gilt Bf = L2(Ω) für
Bf :=
{
ϕ ∈ L2(Ω) : f ist beschränkt auf suppϕ und ν(suppϕ) <∞} .
Beweis Es sei ϕ ∈ L2(Ω) beliebig. Wir definieren
Ωn :=
{
ω ∈ Ω : |ϕ(ω)| > 1/n, ‖f(ω)‖ < n} .
Dann ist ν(Ωn) < ∞ wegen ϕ ∈ L2(Ω) und |ϕ| > 1/n auf Ωn. Zudem ist f
auf Ωn beschränkt, so dass ϕn := ϕ · χΩn ∈ Bf gilt.
Offenbar gilt ϕn → ϕ punktweise, und wegen |ϕn| 6 |ϕ| folgt mit dem Le-
besgueschen Konvergenzsatz ϕn → ϕ in L2(Ω).
Wir können ‖f‖` < ∞ zwar nicht für alle f ∈ P2(Ω,X) erwarten, aber bei
gewissen Funktionen ist klar, dass sie Operatoren aus `(H,X) liefern:
5.5.6 Lemma Aus h ∈ L2(Ω) und x ∈ X folgt h(·)x ∈ P2(Ω,X), und es ergibt
sich ‖h(·)x‖` = ‖h‖L2 · ‖x‖ sowie h(·)x ∈ `(Ω,X).
Beweis Da ω 7→ x stark messbar ist, gilt dies auch für h(·)x, und wegen
x ′ ◦ h(·)x = h(·)〈x, x ′〉 ∈ L2(Ω) für alle x ′ ∈ X ′ ergibt sich h(·)x ∈ P2(Ω,X).
Definitionsgemäß gilt für u := uh(·)x
〈u(ϕ), x ′〉 =
∫
Ω
〈h(ω)x, x ′〉ϕ(ω)dν(ω) = 〈(ϕ,h)L2x, x ′〉 ,
und damit ist u = (·, h)x. Aus Lemma 5.3.3 folgt ‖u‖ = ‖h‖ · ‖x‖ = ‖h‖ · ‖x‖,
und weil u endlichdimensional ist, gilt u ∈ `(L2(Ω), X).
5.5.7 Satz Die Menge T(Ω,X) sei definiert durch
T(Ω,X) :=
{ m∑
n=1
hn(·)xn
∣∣∣∣ m ∈ N, hn ∈ L2(Ω), xn ∈ X} .
Dann gilt T(Ω,X) ⊂ `(Ω,X), und {uf : f ∈ T(Ω,X) } liegt dicht in `(L2(Ω), X).
Insbesondere ist also auch {uf : f ∈ `(Ω,X) } dicht in `(L2(Ω), X).
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Beweis Die Inklusion T(Ω,X) ⊂ `(R, X) folgt sofort aus Lemma 5.5.6, denn
uf+g = uf + ug. Wie wir im Beweis von Lemma 5.5.6 gesehen haben, reprä-
sentiert die Funktion h(·)x den Operator u = (·, h)x. Folglich werden durch
die Funktionen aus T(Ω,X) genau die endlichdimensionalen, stetigen Ope-
ratoren auf L2(Ω) repräsentiert, d.h. nach Definition von `(L2(Ω), X) liegt
{uf : f ∈ T(Ω,X) } dicht in `(L2(Ω), X).
5.5.8 Korollar Die Menge TS(R, X) sei definiert durch
TS(R, X) :=
{ m∑
n=1
hn(·)xn
∣∣∣∣ m ∈ N, hn ∈ S (R), xn ∈ X} ,
wobei S (R) die Menge der Schwartz-Funktionen bezeichnet. Dann hat man
TS(R, X) ⊂ `(R, X), und {uf : f ∈ TS(R, X) } liegt dicht in `(L2(R), X).
Beweis Da S (R) in L2(R) dicht liegt und ‖h(·)x‖` = ‖h‖L2 · ‖x‖ gilt, liegt
TS(R, X) bezüglich ‖·‖` dicht in T(R, X), und wir erhalten die Behauptung aus
Satz 5.5.7.
Aufgrund der Definition von ` ′+(L2(Ω), X ′) scheint es schwierig zu sein, für
gegebene Operatoren u ∈ `(L2(Ω), X) und v ∈ ` ′+(L2(Ω), X ′) die Dualität 〈u, v〉`
konkret auszurechnen. Werden diese Operatoren jedoch durch Funktionen
repräsentiert, so ist dies leicht möglich. Man kann sich dann nämlich darauf
beschränken, mit den Funktionen zu rechnen:
5.5.9 Satz [15, Corollary 5.5] Für Funktionen f ∈ `(Ω,X) und g ∈ ` ′+(Ω,X ′)
gilt
〈uf, vg〉` =
∫
Ω
〈f(ω), g(ω)〉dν(ω) .
Etwas Vergleichbares würde man gerne auch bei Operatoren machen; insbe-
sondere möchte man Operatoren, die auf L2(Ω) definiert sind, auf den Raum
`(L2(Ω), X) fortsetzen.
Dass dies möglich ist, zeigt das folgende Ergebnis, wobei (Ω1,A1, ν1) und
(Ω2,A2, ν2) σ-endliche Maßräume sind.
5.5.10 Theorem [15, Corollary 4.8] Es sei M ∈ B(L2(Ω1), L2(Ω2)), und mit
M ′ ∈ B(L2(Ω2), L2(Ω1)) werde der duale Operator bezüglich der Dualitäten
〈f, g〉 = ∫
Ωk
f(ω)g(ω)dνk(ω) bezeichnet. Dann ist durch
Mu := u ◦M ′
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ein Operator M : `(L2(Ω1), X) → `(L2(Ω2), X) mit ‖M‖ 6 ‖M‖ definiert, und
dieser ist eine Fortsetzung von M im folgenden Sinne: Ist f ∈ `(Ω1, X) gege-
ben, und gilt Muf = ug für ein g ∈ P2(Ω2, X), so ist
〈g(·), x ′〉 =M(〈f(·), x ′〉) für alle x ′ ∈ X ′ .
5.5.11 Bemerkung Betrachten wir eine Funktion f ∈ `(Ω1, X) von der Form
f(·) = h(·)x mit h ∈ L2(Ω1) und x ∈ X, so gilt
〈(Muf)(ϕ), x ′〉 = 〈ufM ′ϕ, x ′〉 =
∫
Ω1
〈f(ω), x ′〉(M ′ϕ)(ω)dν1(ω)
= 〈x, x ′〉
∫
Ω1
h(ω)(M ′ϕ)(ω)dν1(ω)
= 〈x, x ′〉
∫
Ω2
(Mh)(ω)ϕ(ω)dν2(ω)
=
∫
Ω2
〈(Mh)(ω)x, x ′〉ϕ(ω)dν2(ω) ,
und das bedeutet, dass Muf durch die Funktion (Mh)(·)x repräsentiert wird.
Als Ergebnis haben wir also
Muh(·)x = uMh(·)x für h ∈ L2(Ω1) und x ∈ X .
5.5.12 Bemerkung Ist die Funktion f nicht von der gerade betrachteten Bau-
art, so erhalten wir für 〈(Muf)(ϕ), x ′〉 die Darstellung∫
Ω1
〈f(ω), x ′〉(M ′ϕ)(ω)dν1(ω) =
∫
Ω2
(
M〈f(·), x ′〉)(ω)ϕ(ω)dν2(ω) .
Existiert nun eine stark messbare Funktion g : Ω2 → X mit
M〈f(·), x ′〉 = 〈g(·), x ′〉 für alle x ′ ∈ X ′ ,
so ergibt sich, dass Muf durch die Funktion g repräsentiert wird. Etwas un-
präzise kann man sagen, dass dieses »Hineinziehen« von M in die Dualität
〈f(·), x ′〉 immer dann möglich ist, wenn »klar« ist, wie M auf Funktionen
f : Ω1 → X fortgesetzt werden kann. Dies ist beispielsweise dann der Fall,
wenn M ein Multiplikationsoperator ist.
53
5 Verallgemeinerte Quadratfunktionen
5.5.13 Satz Jeder isometrische IsomorphismusM : L2(Ω1)→ L2(Ω2) kann zu
einem isometrischen Isomorphismus M : `(L2(Ω1), X) → `(L2(Ω2), X) fortge-
setzt werden, so dass Muh(·)x für h ∈ L2(Ω1) und x ∈ X durch die Funktion
(Mh)(·)x repräsentiert wird.
Beweis Wegen Theorem 5.5.10 und Bemerkung 5.5.11 muss nur noch gezeigt
werden, dass M ein isometrischer Isomorphismus ist. Gemäß Theorem 5.5.10
können wir auch den OperatorM−1 : L2(Ω2)→ L2(Ω1) zu einemOperatorM1 :
`(L2(Ω2), X)→ `(L2(Ω1), X) fortsetzen. Auf T(Ω1, X) bzw. T(Ω2, X) gilt wegen
Bemerkung 5.5.11 offenbar M1M = id bzw. MM1 = id, und da die Menge
T(Ωk, X) nach Satz 5.5.7 in `(L2(Ωk), X) dicht liegt, ergibt sich M1 = M−1.
Wegen ‖M‖ 6 ‖M‖ = 1 und ‖M1‖ 6 ‖M−1‖ = 1 folgt die Behauptung.
Wenn eine Funktionenfolge punktweise konvergiert, was kann man dann über
die ‖·‖`-Norm der Grenzfunktion aussagen? Auf diese Frage gibt der folgende
Satz eine Antwort.
5.5.14 Satz [15, Lemma 4.10 b)] Es seien fn, f ∈ P2(Ω,X). Gilt dann fast
überall fn(ω)→ f(ω), so folgt ‖f‖` 6 lim inf‖fn‖`.
5.5.15 Satz [15, Remark 5.4] Entsprechendes gilt auch für die ‖·‖` ′-Normen.
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6 Dilatationen im allgemeinen Fall
Mit den Methoden aus Kapitel 5 können wir nun die Dilatationscharakteri-
sierung des beschränkten H∞-Funktionalkalküls für Banachräume endlichen
Kotyps beweisen.
6.1 Die Dilatation (Ut)
In diesem Abschnitt sei X ein beliebiger Banachraum.
6.1.1 Definition Es sei t ∈ R. Der Operator Ut : `(L2(R), X) → `(L2(R), X)
wird definiert als die Fortsetzung des in L2(R) durch h 7→ h(·+ t) definierten
Operators nach `(L2(R), X) gemäß Theorem 5.5.10, also durch
(Utu)(ϕ) = u
(
ϕ(·− t)) für u ∈ `(L2(R), X) und ϕ ∈ L2(R) .
6.1.2 Lemma Dann ist (Ut)t∈R eine C0-Gruppe von Isometrien.
Beweis Aus Satz 5.5.13 ergibt sich, dass der Operator Ut ein isometrischer
Isomorphismus ist. Die Gruppeneigenschaft ist nach Definition klar, also müs-
sen wir nur noch Utu→ u für t→ 0 beweisen.
Betrachten wir zunächst den Operator uh(·)x mit h ∈ L2(R) und x ∈ X; nach
Bemerkung 5.5.11 ist Utuh(·)x = uh(·+t)x. Mit Lemma 5.5.6 ergibt sich
‖Utuh(·)x − uh(·)x‖` = ‖u(h(·+t)−h(·))x‖` = ‖h(·+ t) − h‖L2 · ‖x‖ t→0−−→ 0 .
Damit haben wir auch Utuf → uf für t → 0 und alle f ∈ T(R, X). Für belie-
biges u ∈ `(L2(R), X) gibt es nach Satz 5.5.7 eine Folge (un) von Operatoren,
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die durch Funktionen aus T(R, X) repräsentiert werden, mit un → u. Wegen
‖Ut‖ = 1 ist
‖Utu− u‖` 6 ‖Utu−Utun‖` + ‖Utun − un‖` + ‖un − u‖`
6 ‖u− un‖` + ‖Utun − un‖` + ‖un − u‖` ,
und es folgt die Konvergenz Utu→ u für t→ 0.
6.1.3 Satz Es sei −B der Erzeuger der C0-Gruppe (Ut)t∈R. Dann ist B ein
sektorieller Operator vom Typ pi/2; dieser ist injektiv und dicht definiert und
hat dichtes Bild. Für jedes θ > pi/2 hat der Operator B einen beschränkten
H∞(Sθ)-Funktionalkalkül.
Beweis Wegen Bemerkung 5.5.11 gilt
Utuh(·)x − uh(·)x = u(h(·+t)−h(·))x
für x ∈ X und h ∈ S (R), und damit folgt nach Definition des Erzeugers
−Buh(·)x = uh ′(·)x .
Nun ist bekanntlich h ′ = F−1MF h, wobei F die Fouriertransformation auf
L2(R) bezeichnet und M durch (Mf)(t) := itf(t) definiert ist. Somit wird der
Operator −Buh(·)x durch die Funktion (F−1MF h)(·)x repräsentiert.
Jetzt sei z /∈ Spi/2, also insbesondere z /∈ iR; wir wollen zeigen, dass z in der
Resolventenmenge von B liegt. Für x ∈ X und h ∈ S (R) wird der Operator
(z− B)uh(·)x nach den eben gemachten Überlegungen durch die Funktion
(F−1M−1z F h)(·)x
repräsentiert, wobei Mz der durch (Mzf)(t) := f(t)/(z + it) gegebene be-
schränkte Multiplikationsoperator auf L2(R) ist.
Wir bilden daher gemäß Theorem 5.5.10 die Fortsetzung Mz von Mz, setzen
die Fouriertransformation F auf L2(R) gemäß Satz 5.5.13 zu einem isometri-
schen Isomorphismus F` auf `(L2(R), X) fort, und betrachten
Rz := F
−1
` MzF` .
Es gilt (z − B)Rzu = Rz(z − B)u = u für u = uh(·)x mit x ∈ X und h ∈ S (R),
und damit auch für alle u ∈ TS(R, X).
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Die Menge K := {uf : f ∈ TS(R, X) } liegt dicht in `(L2(R), X) und wird durch
Ut in sich abgebildet; daher liegt K in D(B) bezüglich der Graphennorm
‖·‖B dicht [9, Proposition II.1.7]. Somit ergibt sich (z − B)Rz = id auf ganz
`(L2(R), X) und Rz(z− B) = id auf D(B).
Wir wissen jetzt, dass z ∈ ρ(B) und R(z, B) = Rz für alle z /∈ Spi/2 gilt. Die
für die Sektorialität nötige Abschätzung der Norm ‖R(z, B)‖ erhalten wir aus
R(z, B) = F−1` MzF`, denn F` ist eine Isometrie, und für Mz gilt
‖Mz‖ 6 ‖Mz‖ 6 1dist(z, iR) .
Als Gruppenerzeuger ist der Operator −B natürlich dicht definiert, und da
die Menge { f ′ : f ∈ S (R) } in L2(R) dicht liegt, hat B auch dichtes Bild. Daraus
wiederum folgt, dass B injektiv ist (Bemerkung 1.3.7).
Abschließend müssen wir noch die Existenz eines beschränkten H∞(Sθ)-Funk-
tionalkalküls für alle θ > pi/2 beweisen. Dazu halten wir ein θ > pi/2 fest und
wählen α ∈ (pi/2, θ). Für ψ ∈ Ψ(Sθ) ist dann
ψ(B) =
1
2pii
∫
γα
ψ(z)R(z, B)dz =
1
2pii
∫
γα
ψ(z)F−1` MzF` dz .
Die Operatoren F−1` und F` lassen sich aus dem Integral herausziehen; für
das verbleibende Integral werden wir nun
1
2pii
∫
γα
ψ(z)Mz dz =Mψ (6.1.1)
beweisen, wobei Mψ die Fortsetzung des durch (Mψf)(t) := ψ(−it)f(t) gege-
benen Operators ist. Daraus folgt dann ψ(B) = F−1` MψF`, und wegen
‖Mψ‖ 6 ‖Mψ‖ 6 ‖ψ‖∞
ergibt sich die Abschätzung ‖ψ(B)‖ 6 ‖ψ‖∞, was bedeutet, dass B einen
beschränkten H∞(Sθ)-Funktionalkalkül hat.
Zum Beweis von (6.1.1) sei f ∈ `(R, X), ϕ ∈ L2(R) und x ′ ∈ X ′. Wenn wir die
linke Seite von (6.1.1) mit Lψ bezeichnen, dann ist
〈(Lψuf)(ϕ), x ′〉 = 1
2pii
∫
γα
ψ(z)〈(Mzuf)(ϕ), x ′〉dz .
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Gemäß Bemerkung 5.5.12 gilt
〈(Mzuf)(ϕ), x ′〉 =
∫
R
〈f(t), x ′〉
z+ it
ϕ(t)dt .
Durch Vertauschen der Integrale und Anwenden des Cauchyschen Integral-
satzes ergibt sich
〈(Lψuf)(ϕ), x ′〉 =
∫
R
〈f(t), x ′〉
(
1
2pii
∫
γα
ψ(z)
z+ it
dz
)
ϕ(t)dt
=
∫
R
〈f(t), x ′〉ψ(−it)ϕ(t)dt = 〈(Mψuf)(ϕ), x ′〉 ,
und da `(R, X) in `(L2(R), X) dicht liegt, ist (6.1.1) bewiesen.
6.1.4 Bemerkung Wie im Lp-Fall (Bemerkung 3.3.3) lässt sich auch hierMf für
jede auf iR beschränkte, messbare Funktion f definieren, und diese Definition
könnte man auch auf B ausdehnen.
6.2 Der Mond-Dual
Es sei A ein Operator mit einem beschränkten H∞(Sθ)-Funktionalkalkül, wo-
bei θ < pi/2. Für die Konstruktion der Einbettung J und der Projektion P
würden wir gerne, wie im Lp-Fall, den dualen Operator A′ verwenden. Es
gilt ρ(A′) = ρ(A), und für alle z ∈ ρ(A) hat man R(z,A′) = R(z,A) ′. Also ist
auch A′ sektoriell.
Falls der zugrunde liegende Banachraum nicht reflexiv ist, ergibt sich jedoch
das Problem, dass A′ nicht mehr dicht definiert sein muss. In diesem Falle ist
A′ aber nicht für den verwendeten Funktionalkalkül geeignet; offensichtlich
kann −A′ dann auch keine analytische Halbgruppe erzeugen.
Die Lösung dieses Problems besteht darin, sich auf einen geeigneten Unter-
raum von X ′ zurückzuziehen und den Operator A′ dort zu betrachten.
6.2.1 Definition Es sei X ein Banachraum und A ∈ L(X) ein dicht definierter,
sektorieller Operator. Der Sonnen-Dualraum X ist definiert als der Abschluss
von D(A′) in (X ′, ‖·‖X ′), und der Sonnen-Dualoperator A zu A als der Teil von
A′ in X.
58
6.2 Der Mond-Dual
Im reflexiven Fall gilt X = X ′. Aber auch wenn X nicht reflexiv ist, kann X
nicht zu klein werden; man weiß nämlich, dass durch
‖x‖ := sup{ |〈x, x〉| : x ∈ X, ‖x‖ 6 1}
eine zu ‖·‖X äquivalente Norm auf X gegeben ist [21, Theorem 1.3.5].
Da A zwar dicht definiert ist, aber kein dichtes Bild haben muss (wie das
Beispiel A(xn) = (xn/n) auf `1 zeigt), werden wir zu einem noch kleineren Un-
terraum von X ′ übergehen, der allerdings noch groß genug ist, um wiederum
eine äquivalente Norm zu erzeugen.
6.2.2 Definition Es sei X ein Banachraum und A ∈ L(X) ein dicht definierter,
sektorieller Operator mit dichtem Bild. DerMond-Dualraum X# ist definiert als
X# := D(A′) ∩ R(A′) ,
und der Mond-Dualoperator A# zu A als der Teil von A′ in X#. Es gilt also
A#x ′ = A′x ′ für x ′ ∈ D(A#) = { x ′ ∈ D(A′) ∩ R(A′) : A′x ′ ∈ D(A′)} .
6.2.3 Satz Die Einbettung ι : X → (X#) ′, die durch (ιx)(x#) := x#(x) definiert
wird, ist ebenso wie ihre Inverse stetig, d.h.
‖x‖# := sup{ |〈x, x#〉| : x# ∈ X#, ‖x#‖ 6 1}
definiert eine zu ‖·‖X äquivalente Norm auf X.
Beweis Offenbar gilt ‖x‖# 6 ‖x‖ für alle x ∈ X. Um auch eine Abschätzung
in umgekehrter Richtung zu beweisen, wählen wir ein beliebiges x ′ ∈ X ′ mit
‖x ′‖ 6 1 und setzen
x#n :=
1
n
R(− 1
n
, A′)x ′ − nR(−n,A′)x ′ (n ∈ N) .
Dann gilt x#n ∈ D(A′), und wegen
x#n = (
1
n
+A′ −A′)R(− 1
n
, A′)x ′ + (−n−A′ +A′)R(−n,A′)x ′
= −x ′ −A′R(− 1
n
, A′)x ′ + x ′ +A′R(−n,A′)x ′
= −A′R(− 1
n
, A′)x ′ +A′R(−n,A′)x ′
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hat man auch x#n ∈ R(A′), d.h. es ist x#n ∈ X#. Gemäß Satz 1.3.6 gilt
1
n
R(− 1
n
, A)x
n→∞−−−→ 0 für alle x ∈ R(A) = X ,
und Satz 1.3.6 liefert auch die Konvergenz
−nR(−n,A)x
n→∞−−−→ x für alle x ∈ D(A) = X .
Damit ergibt sich für jedes x ∈ X
〈x, x#n〉 =
〈
1
n
R(− 1
n
, A)x− nR(−n,A)x, x ′
〉 n→∞−−−→ 〈x, x ′〉 .
Der Operator A ist sektoriell, also gilt ‖tR(−t,A)‖ 6 C für alle t > 0. Folglich
ist ‖x#n‖ 6 2C, und wir erhalten
‖x‖# > lim
n→∞|〈x, x#n/2C〉| =
|〈x, x ′〉|
2C
für alle x ∈ X .
Supremumsbildung über alle x ′ mit ‖x ′‖ 6 1 liefert 2C‖x‖# > ‖x‖.
6.2.4 Satz Der dicht definierte Operator A sei sektoriell vom Typ µ < pi/2
und habe dichtes Bild. Dann folgt:
(a) Es gilt ρ(A) = ρ(A′) = ρ(A#) und für z ∈ ρ(A#) ist R(z,A#) die Einschrän-
kung von R(z,A′) = R(z,A) ′ auf X#.
(b) Auch der Operator A# ist dicht definiert, sektoriell vom Typ µ und hat
dichtes Bild.
(c) Die beschränkte analytische Halbgruppe (T #t ), die von −A# erzeugt wird,
ist die Einschränkung von (T ′t ) auf X#, wobei (Tt) die von −A erzeugte,
beschränkte analytische Halbgruppe bezeichnet.
(d) Wenn A einen beschränkten H∞(Sθ)-Funktionalkalkül hat, dann gilt das
auch für A#.
Beweis (a) Es ist bekannt, dass ρ(A) = ρ(A′) und R(z,A′) = R(z,A) ′ gilt. Nun
sei z ∈ ρ(A); wir wollen z ∈ ρ(A#) beweisen. Man hat
〈x, R(z,A) ′(z−A#)x#〉 = 〈(z−A)R(z,A)x, x#〉 = 〈x, x#〉
für alle x# ∈ D(A#) und x ∈ X, also R(z,A) ′(z−A#) = id auf D(A#).
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Für jedes x# ∈ X# gilt y# := R(z,A) ′x# ∈ D(A#), wie wir nun zeigen werden:
Offenbar ist y# ∈ D(A′). Weil R(z,A) ′ stetig ist und R(A′) in sich abbildet, wird
auch R(A′) durch R(z,A) ′ in sich abgebildet; es gilt also auch y# ∈ R(A′). Und
schließlich ist A′R(z,A) ′ stetig und bildet D(A′) in sich ab, so dass wegen
x# ∈ D(A′) auch A′y# ∈ D(A′) folgt. Damit ist y# ∈ D(A#) bewiesen, und
wegen
〈x, (z−A#)R(z,A) ′x#〉 = 〈R(z,A)(z−A)x, x#〉 = 〈x, x#〉
für alle x# ∈ X# und x ∈ D(A) ergibt sich (z − A#)R(z,A) ′ = id auf ganz X#.
Wir wissen jetzt, dass z ∈ ρ(A#) gilt, und dass R(z,A#) die Einschränkung
von R(z,A) ′ auf X# ist.
Abschließend müssen wir noch zeigen, dass auch ρ(A#) ⊂ ρ(A) gilt. Es sei
also z ∈ ρ(A#). Nach Satz 6.2.3 existiert ein α > 0, so dass es zu jedem x ∈ X
ein x# ∈ X# mit ‖x#‖ 6 1 und |〈x, x#〉| > α‖x‖ gibt. Für x ∈ D(A) und das
zugehörige x# folgt mit β := ‖R(z,A#)‖−1
‖(z−A)x‖ > β∣∣〈(z−A)x, R(z,A#)x#〉∣∣
= β
∣∣〈x, (z−A#)R(z,A#)x#〉∣∣ = β|〈x, x#〉| > αβ‖x‖ .
Damit ist die Injektivität von z − A bewiesen, und auch die Abgeschlossen-
heit von R(z − A) ergibt sich unmittelbar: Ist (xn) eine Folge in D(A) mit
(z − A)xn → y für n → ∞, so folgt aus der Ungleichung, dass (xn) eine
Cauchyfolge ist. Bezeichnen wir den Grenzwert mit x, so folgt x ∈ D(A) und
(z−A)x = y aus der Abgeschlossenheit von A.
Nun ist noch zu zeigen, dass der Operator z−A dichtes Bild hat. Für z = 0 ist
dies klar; im Folgenden sei also z 6= 0. Hätte z−A kein dichtes Bild, so gäbe
es ein x ′ ∈ X ′ mit x ′ 6= 0 und 〈(z − A)x, x ′〉 = 0 für alle x ∈ D(A). Dann ist
x ′ ∈ D(A′) und (z−A) ′x ′ = 0, also A′x ′ = zx ′ ∈ D(A′) und x ′ = A′x ′/z ∈ R(A′).
Somit haben wir x ′ ∈ D(A#) und (z−A#)x ′ = 0. Wegen z ∈ ρ(A#) folgt x ′ = 0
im Widerspruch zur Wahl von x ′.
(b) Dies folgt aus Satz 1.3.6.
(c) Gemäß (b) erzeugt −A# eine beschränkte analytische Halbgruppe (T #t ).
Da R(z,A#) die Einschränkung von R(z,A) ′ auf X# ist, ergibt sich nach De-
finition des Funktionalkalküls ψ(A#) = ψ(A) ′|X# für alle ψ ∈ Ψ(Sθ). Wegen
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Tt = ψ(tA) − R(−1, tA) mit ψ(z) := e−z − (1 + z)−1 und der entsprechenden
Darstellung von T #t folgt die Behauptung.
(d) Wegen ψ(A#) = ψ(A) ′|X# und ‖ψ(A) ′‖ = ‖ψ(A)‖ erhält man die Abschät-
zung ‖ψ(A#)‖ 6 ‖ψ(A)‖ 6 C‖ψ‖∞ für alle ψ ∈ Ψ(Sθ).
6.3 Die Einbettung J
Für die Definition der Einbettung J haben wir im Lp-Fall verwendet, dass aus
der Existenz eines beschränkten H∞-Funktionalkalküls Quadrat-Funktionen-
Abschätzungen folgen. Um im allgemeineren Fall entsprechend vorgehen zu
können, werden wir im Folgenden Banachräume betrachten, die endlichen
Kotyp besitzen.
6.3.1 Definition Es sei 2 6 q <∞. Ein Banachraum X hat den Kotyp q, wenn
ein C > 0 existiert, so dass für alle m ∈ N und x1, . . . , xm ∈ X( m∑
n=1
‖xn‖q
)1/q
6 C
(∫ 1
0
∥∥∥∥ m∑
n=1
rn(t)xn
∥∥∥∥q dt)1/q
gilt, wobei (rn) die aus Abschnitt 4.1 bekannte Folge der Rademacher-Funktio-
nen ist. Wenn X einen Kotyp q ∈ [2,∞) hat, sagen wir auch, X habe endlichen
Kotyp.
6.3.2 Beispiel Der Raum Lp(Ω) hat für 1 6 p 6 2 den Kotyp 2 und für
2 6 p < ∞ den Kotyp p. Die Räume L∞(Ω) und c0 haben dagegen keinen
endlichen Kotyp [1, Abschnitt 5.I.2].
Ein Banachraum X mit endlichem Kotyp kann daher nicht c0 enthalten. Ins-
besondere fallen dann gemäß Satz 5.3.6 die beiden Räume `+(L2(R), X) und
`(L2(R), X) zusammen.
6.3.3 Theorem [15, Theorem 7.2] Der Banachraum X habe endlichen Kotyp,
und der dicht definierte, sektorielle Operator A ∈ A(X) mit dichtem Bild
besitze einen beschränkten H∞(Sθ)-Funktionalkalkül. Zu jedem ω ∈ R mit
|ω| ∈ (θ, pi) existiert dann ein C > 0 mit
‖t 7→ A1/2R(teiω, A)x‖` 6 C‖x‖ für x ∈ D(A) ∩ R(A) ,
‖t 7→ (A#)1/2R(teiω, A#)x#‖` ′ 6 C‖x#‖ für x# ∈ D(A#) ∩ R(A#) .
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Die Normen beziehen sich dabei auf `(R+, X) bzw. ` ′+(R+, X ′).
Sehen wir uns die hier auftretenden Funktionen etwas genauer an: Es gilt
A1/2R(teiω, A)x = t−1/2(A/t)1/2R(eiω, A/t)x = t−1/2ψ(A/t)x
für ψ(z) := z1/2/(eiω−z). Das folgende Lemma, das in [15] implizit verwendet
wird, erlaubt uns also, den ‖·‖`-Term in Theorem 6.3.3 umzuschreiben.
6.3.4 Lemma Es sei A ∈ A(X) ein sektorieller Operator vom Typ µ, der
Banachraum X habe endlichen Kotyp, und es sei µ < θ < pi. Für ψ ∈ Ψ(Sθ)
und x ∈ X gilt dann
‖t 7→ ψ(tA)x‖`(L2(R+,dt/t),X) = ‖t 7→ t−1/2ψ(A/t)x‖` .
Beweis Wir betrachten die von den Funktionen
f(t) := ψ(tA)x und g(t) := t−1/2ψ(A/t)x
repräsentierten Operatoren uf ∈ `(L2(R+, dtt ), X) und ug ∈ `(L2(R+), X). Der
durch (Mh)(t) := t−1/2h(1/t) definierte Operator M : L2(R+, dt
t
) → L2(R+) ist
ein isometrischer Isomorphismus, denn∫∞
0
|(Mh)(t)|2 dt =
∫∞
0
|h(1/t)|2
dt
t
=
∫∞
0
|h(τ)|2
dτ
τ
.
Nach Bemerkung 5.5.12 gilt Muf = ug für die Fortsetzung M von M, und
damit folgt die Behauptung aus Satz 5.5.13.
Dass hier der Raum `(L2(R+, dt
t
), X) mit dem Maß dt
t
auftritt, ist nicht verwun-
derlich; auch im Lp-Fall betrachtet man bei Quadrat-Funktionen-Abschätzun-
gen die Norm von t 7→ ψ(tA)x in Lp(Ω,L2(R+, dt
t
)). Um lange Indizes bei den
Normen zu vermeiden, schreiben wir statt `(L2(R+, dt
t
), X) in Zukunft kürzer
`(dt
t
, X), und entsprechend auch ` ′+(
dt
t
, X ′).
6.3.5 Korollar Es sei A ∈ A(X) ein sektorieller Operator vom Typ µ, und es
sei µ < θ < pi. Für ψ ∈ Ψ(Sθ) und x# ∈ X# gilt dann
‖t 7→ ψ(tA#)x#‖` ′+(dt/t,X ′) = ‖t 7→ t−1/2ψ(A#/t)x#‖` ′ .
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Beweis Wir betrachten analog zum Beweis von Lemma 6.3.4 die Operatoren
vf ∈ ` ′+(L2(R+, dtt ), X ′) und vg ∈ ` ′+(L2(R+), X ′). Weil `(R+, dtt , X) in dem Raum
`(L2(R+, dt
t
), X) dicht liegt (vgl. Satz 5.5.7), gilt
‖vf‖` ′+(dt/t,X ′) = sup
‖h‖`(dt/t,X)61
`(dt/t,X)〈uh, vf〉` ′+(dt/t,X ′) .
Wegen Satz 5.5.9 ergibt sich für die hier auftretende Dualität∫∞
0
〈h(t), f(t)〉 dt
t
=
∫∞
0
〈h(1/τ), f(1/τ)〉 dτ
τ
=
∫∞
0
〈τ−1/2h(1/τ), g(τ)〉dτ .
Damit haben wir
‖vf‖` ′+(dt/t,X ′) = sup
‖h‖`(dt/t,X)61
〈Muh, vg〉`
mit der FortsetzungM des OperatorsM : L2(R+, dt
t
)→ L2(R+) aus dem Beweis
von Lemma 6.3.4, und da M ein isometrischer Isomorphismus ist, folgt die
Behauptung.
Wenn A einen beschränkten H∞-Funktionalkalkül besitzt, dann liefern die
verschiedenen Quadrat-Funktionen äquivalente Normen, wie der folgende
Satz zeigt.
6.3.6 Satz [15, Proposition 7.7] Der dicht definierte, sektorielle Operator
A ∈ A(X) mit dichtem Bild habe einen beschränkten H∞(Sθ)-Funktionalkal-
kül, es sei τ > θ, und es gelte ϕ,ψ ∈ Ψ(Sτ). Dann existiert ein C > 0, so dass
für alle x ∈ D(A) ∩ R(A)
1
C
‖ψ(tA)x‖`(dt/t,X) 6 ‖ϕ(tA)x‖`(dt/t,X) 6 C‖ψ(tA)x‖`(dt/t,X)
gilt, und für alle x# ∈ D(A#) ∩ R(A#)
1
C
‖ψ(tA#)x#‖` ′(dt/t,X ′) 6 ‖ϕ(tA#)x#‖` ′(dt/t,X ′) 6 C‖ψ(tA#)x#‖` ′(dt/t,X ′) .
6.3.7 Bemerkung In [15] wird hier nur die (wie dort gezeigt wird) wesent-
lich schwächere Voraussetzung der Beinahe-`-Sektorialität des Operators A ge-
macht; mit diesem Begriff wollen wir uns aber nicht weiter beschäftigen.
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Mit Hilfe all dieser Instrumente können wir nun das folgende Ergebnis be-
weisen, das wir für die Definition der Einbettung J benötigen.
6.3.8 Theorem Der Banachraum X habe endlichen Kotyp, der dicht definierte
sektorielle Operator A ∈ A(X) mit dichtem Bild besitze einen beschränkten
H∞(Sθ)-Funktionalkalkül, und es sei τ > θ und ϕ ∈ Ψ(Sτ). Dann gibt es ein
D > 0 mit
‖t 7→ ϕ(tA)x‖`(dt/t,X) 6 D‖x‖ und ‖t 7→ ϕ(tA#)x#‖` ′+(dt/t,X ′) 6 D‖x#‖
für alle x ∈ X und x# ∈ X#.
Beweis Zunächst wollen wir uns überlegen, dass die Funktionen für alle
x ∈ X bzw. x# ∈ X# in P2(R+, dt
t
, X) bzw. P2(R+, dt
t
, X ′) liegen. Bei der ersten
Funktion müssen wir also zeigen, dass für alle x ∈ X und x ′ ∈ X ′∫∞
0
|〈ϕ(tA)x, x ′〉|2 dt
t
<∞
gilt. Wegen der Abschätzung
|〈ϕ(tA)x, x ′〉|2 6 ‖ϕ(tA)x‖ · ‖x ′‖ · |〈ϕ(tA)x, x ′〉|
6 C‖ϕ‖∞ · ‖x‖ · ‖x ′‖ · |〈ϕ(tA)x, x ′〉|
folgt dies aus Satz 2.3.2. Analog geht man bei der Funktion mit A# vor.
Da wir endlichen Kotyp von X voraussetzen, liefert Theorem 6.3.3, dass für
alle x ∈ D(A) ∩ R(A) die Abschätzung
‖t 7→ A1/2R(teiω, A)x‖` 6 C‖x‖
mit einem ω ∈ (θ, pi) besteht. Nach Lemma 6.3.4 ist
‖t 7→ A1/2R(teiω, A)x‖` = ‖t 7→ ψ(tA)x‖`(dt/t,X)
für die Funktion ψ(z) := z1/2/(eiω − z). Wir haben also
‖t 7→ ψ(tA)x‖`(dt/t,X) 6 C‖x‖ für alle x ∈ D(A) ∩ R(A) ,
und mit Satz 6.3.6 ergibt sich dann auch
‖t 7→ ϕ(tA)x‖`(dt/t,X) 6 D‖x‖ für alle x ∈ D(A) ∩ R(A)
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mit einer gewissen Konstante D > 0. Weil D(A) ∩R(A) in X dicht liegt (man
betrachte eine Folge (xn) wie im Beweis von Satz 6.2.3 ), folgt aus Satz 5.5.14
die Abschätzung für alle x ∈ X. Bei der Anwendung dieses Satzes brauchen
wir die oben bewiesene Tatsache, dass die Funktion t 7→ ϕ(tA)x für alle x ∈ X
in P2(R+, dt
t
, X) liegt.
Nun zur zweiten Abschätzung: Man geht völlig analog vor, wobei man Ko-
rollar 6.3.5 und Satz 5.5.15 beachten muss.
Jede Funktion aus P2(R+, X) können wir auch als ein Element von P2(R, X)
auffassen, indem wir mit Null fortsetzen; wie man es erwarten würde, ändert
sich dabei nichts an der ‖·‖`-Norm:
6.3.9 Lemma Es sei f ∈ P2(R+, X), und h ∈ P2(R, X) werde durch h(t) := f(t)
für t > 0 und h(t) := 0 für t 6 0 definiert. Dann gilt ‖h‖` = ‖f‖`.
Beweis Jedes Orthonormalsystem in L2(R+) kann als ein Orthonormalsystem
in L2(R) aufgefasst werden. Folglich erhält man die Abschätzung ‖h‖` > ‖f‖`.
Die kanonische Einbettung S : L2(R+)→ L2(R) durch triviale Fortsetzung lässt
sich zu einem Operator S : `(L2(R+), X) → `(L2(R), X) fortsetzen. Dabei ist
‖S‖ 6 ‖S‖ = 1. Wegen Suf = uh ergibt sich
‖h‖` = ‖uh‖` = ‖Suf‖` 6 ‖uf‖` = ‖f‖` .
Für den Rest dieses Abschnitts sei nun X ein Banachraum mit endlichem
Kotyp. Vom Operator A ∈ A(X) verlangen wir, dass er sektoriell vom Typ
µ < pi/2 ist, zudem dicht definiert und mit dichtem Bild. Mit (Tt) bezeich-
nen wir die von −A erzeugte beschränkte analytische Halbgruppe, und wie
in Abschnitt 6.2 sei (T #t ) die von −A# erzeugte beschränkte analytische Halb-
gruppe. Außerdem möge A einen beschränkten H∞(Sθ)-Funktionalkalkül für
ein θ < pi/2 besitzen. Wir können dann die Einbettung J definieren.
6.3.10 Definition Der lineare Operator J : X → `(L2(R), X) wird folgender-
maßen definiert: Für x ∈ X, x ′ ∈ X ′ und ϕ ∈ L2(R)) sei
〈(Jx)(ϕ), x ′〉 :=
∫∞
0
〈A1/2Ttx, x ′〉ϕ(t)dt .
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Der Operator Jx ∈ `(L2(R), X) wird also repräsentiert durch die Funktion
t 7→
{
A1/2 Ttx , t > 0 ,
0 , t 6 0 .
6.3.11 Bemerkung Offenbar ist J linear, und Jx ∈ `(L2(R), X) für alle x ∈ X
ergibt sich folgendermaßen: Wählen wir τ ∈ (θ, pi/2), wenden Theorem 6.3.8
auf die Funktion ϕ ∈ Ψ(Sτ) an, die durch ϕ(z) := z1/2e−z gegeben ist, und
beachten Lemma 6.3.4, so erhalten wir
‖t 7→ A1/2Ttx‖` = ‖t 7→ ϕ(tA)x‖`(dt/t,X) 6 D‖x‖ .
Mit Lemma 6.3.9 folgt dann nicht nur Jx ∈ `(L2(R), X), sondern sogar die
Stetigkeit von J. (Man beachte auch, dass `+(L2(R), X) und `(L2(R), X) wegen
der Voraussetzung des endlichen Kotyps zusammenfallen.)
6.3.12 Definition Völlig analog zum Operator J definieren wir den linearen,
stetigen Operator J# : X# → ` ′+(L2(R), X ′), mit (A#)1/2T #t statt A1/2Tt.
Im Grunde ist natürlich J#x# ∈ ` ′+(L2(R), X#), aber wir fassen J# als Operator
in den größeren Raum ` ′+(L2(R), X ′) auf.
Das aus Lemma 2.3.1 bekannte Ergebnis für den Hilbertraum kann man genau
wie im Lp-Fall (Lemma 3.4.1) auf die jetzige Situation übertragen:
6.3.13 Lemma Unter den gemachten Annahmen gilt∫∞
0
〈ATtx, x ′〉dt = 〈x, x ′〉 für alle x ∈ X und x ′ ∈ X ′ .
Damit folgt dann wieder die Normäquivalenz ‖x‖ ∼ ‖Jx‖`.
6.3.14 Satz Es gibt Konstanten α,β > 0, so dass für alle x ∈ X gilt:
α‖x‖ 6 ‖Jx‖` 6 β‖x‖ .
Beweis Wir wissen bereits, dass J stetig ist, d.h. es ist nur noch die Existenz
von α zu beweisen. Wegen Satz 5.5.9 und Lemma 6.3.13 gilt
2〈Jx, J#x#〉` = 2
∫∞
0
〈A1/2Ttx, (A#)1/2T #t x#〉dt =
∫∞
0
2〈AT2tx, x#〉dt = 〈x, x#〉
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für x ∈ X und x# ∈ X#. Damit folgt
|〈x, x#〉| 6 2‖Jx‖` · ‖J#x#‖` ′ 6 2‖Jx‖` ·D‖x#‖
wegen der Stetigkeit von J#. Bilden wir nun das Supremum über alle x# ∈ X#
mit ‖x#‖ 6 1, so erhalten wir mit Hilfe von Satz 6.2.3 die Abschätzung von
‖Jx‖` nach unten.
6.4 Die Projektion P
Wir machen die gleichen Voraussetzungen wie am Ende des letzten Ab-
schnitts: X sei ein Banachraum mit endlichem Kotyp, und der dicht definierte
Operator A ∈ A(X) sei sektoriell vom Typ µ < pi/2 und habe dichtes Bild. Für
ein gewisses θ < pi/2 besitze A einen beschränkten H∞(Sθ)-Funktionalkalkül.
Die Einbettungen J und J# seien gemäß der Definitionen 6.3.10 und 6.3.12
erklärt.
Wie müssen wir in dieser Situation die Projektion P von `(L2(R), X) auf J(X) ⊂
`(L2(R), X) definieren? Während wir im Hilbertraum einfach die Orthogonal-
projektion verwendet hatten, wurde im Lp-Fall die Definition P := 2J(J∗) ′
herangezogen.
In dieser Definition können wir nicht einfach J∗ : Lq → Lq(L2) durch den
Operator J# : X# → ` ′+(L2(R), X ′) ersetzen; (J#) ′ ist nämlich ein Operator von
` ′+(L
2(R), X ′) ′ nach (X#) ′. Um dieses Problem zu bewältigen, müssen wir ge-
eignete Einbettungen betrachten.
Aus Satz 6.2.3 wissen wir bereits, dass die stetige Abbildung ι : X → (X#) ′,
die durch (ιx)(x#) := x#(x) definiert ist, auf ι(X) ⊂ (X#) ′ eine stetige Inverse
hat. Ebenso können wir `(L2(R), X) in ` ′+(L2(R), X ′) ′ einbetten:
6.4.1 Definition Die Abbildung ι` : `(L2(R), X)→ ` ′+(L2(R), X ′) ′ wird definiert
durch
(ι`u)(v) := 〈u, v〉` für u ∈ `(L2(R), X) und v ∈ ` ′+(L2(R), X ′) .
6.4.2 Bemerkung Gemäß Satz 5.4.8 ist ι` wohldefiniert und stetig.
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Wir können damit den Operator (J#) ′ ◦ ι` : `(L2(R), X) → (X#) ′ betrachten.
Als nächstes werden wir zeigen, dass sein Bild in ι(X) liegt, dass er also
in gewissem Sinne X-wertig ist. Zunächst betrachten wir zu diesem Zweck
Operatoren aus `(L2(R), X), die durch Funktionen aus TS(R, X) repräsentiert
werden.
6.4.3 Satz Ist f ∈ TS(R, X), so gilt für alle x# ∈ X#
〈(J#) ′(ι`uf), x#〉((X#) ′,X#) =
〈∫∞
0
A1/2Ttf(t)dt, x
#
〉
(X,X ′)
. (6.4.1)
Beweis Zunächst wollen wir uns überlegen, dass das in der Gleichung auf-
tretende Integral existiert. Da wir annehmen, dass A einen beschränkten
H∞(Sθ)-Funktionalkalkül für ein θ < pi/2 hat, ergibt sich für die Funktion
ψ(z) := z1/2e−z die Abschätzung ‖(tA)1/2Tt‖ 6 C‖ψ‖∞, also
‖A1/2Ttf(t)‖ 6 C‖ψ‖∞
t1/2
· ‖f(t)‖ ,
und nach Wahl von f existiert das in (6.4.1) vorkommende Integral. Nach
Definition von ι` und wegen Satz 5.5.9 gilt
〈(J#) ′(ι`uf), x#〉((X#) ′,X#) = ` ′+(L2(R),X ′) ′〈ι`uf, J#x#〉`(L2(R),X ′)
= 〈uf, J#x#〉` =
∫∞
0
〈f(t), (A#)1/2T #t x#〉(X,X ′) dt .
Beachtet man nun, dass (A#)1/2T #t eine Einschränkung von (A1/2Tt) ′ ist, so folgt
die Behauptung.
Satz 6.4.3 besagt, dass
∫∞
0
A1/2Ttf(t)dt ∈ X durch ι auf (J#) ′(ι`uf) abgebildet
wird. Damit wissen wir, dass
(J#)
′(ι`uf) ∈ ι(X) für alle f ∈ TS(R, X) (6.4.2)
gilt. Für beliebige u ∈ `(L2(R), X) überträgt sich dies:
6.4.4 Korollar Für jeden Operator u ∈ `(L2(R), X) gilt
(J#)
′(ι`u) ∈ ι(X) .
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Beweis Auf ι(X) ist ι−1 stetig, also ist ι(X) ein abgeschlossener Unterraum
von (X#) ′. Da zudem {uf : f ∈ TS(R, X) } bezüglich ‖·‖` in `(L2(R), X) dicht
liegt, folgt die Behauptung aus (6.4.2) und der Stetigkeit von (J#) ′ι`.
Dieses Ergebnis ermöglicht es uns, den Operator P folgendermaßen zu defi-
nieren:
6.4.5 Definition Der lineare Operator P : `(L2(R), X) → `(L2(R), X) wird
definiert durch
P := 2J ◦ ι−1 ◦ (J#) ′ ◦ ι` .
6.4.6 Satz Der Operator P ist eine stetige Projektion auf R(J).
Beweis Die Stetigkeit von P ergibt sich unmittelbar aus der Definition, und
auch R(P) ⊂ R(J) ist klar. Es ist also nur noch Px = x für alle x ∈ R(J)
nachzuweisen, d.h. PJ = J. Nach Definition von P ist das gleichbedeutend
mit 2ι−1(J#) ′ι`J = idX, und dies werden wir jetzt überprüfen. Für alle x ∈ X
und x# ∈ X# gilt nach Definition der Operatoren
〈ι−1(J#) ′ι`Jx, x#〉(X,X ′) = 〈(J#) ′ι`Jx, x#〉((X#) ′,X#)
= ` ′+(L2(R),X ′) ′〈ι`Jx, J#x#〉` ′+(L2(R),X ′)
= 〈Jx, J#x#〉` = 12〈x, x#〉 ,
wobei die letzte Gleichheit aus dem Beweis von Satz 6.3.14 bekannt ist. Da X
durch X# genormt wird (Satz 6.2.3), folgt die Behauptung.
Im Folgenden werden wir eine Eigenschaft von P brauchen, die auch im
Hilbertraum- und im Lp-Falle schon eine Rolle spielte, nämlich dass Puf nur
von den Werten von f auf R+ abhängt.
6.4.7 Satz Für jede Funktion f ∈ `(R, X) gilt Puf = Pug, wobei g ∈ `(R, X)
durch g(t) := f(t)χR+(t) gegeben ist.
Beweis Es reicht offensichtlich, die entsprechende Eigenschaft für den Ope-
rator (J#) ′ι` zu überprüfen. Für alle x# ∈ X# gilt
〈(J#) ′ι`uf, x#〉((X#) ′,X#) = ` ′+(L2(R),X ′) ′〈ι`uf, J#x#〉` ′+(L2(R),X ′) = 〈uf, J#x#〉` .
Da J#x# nach Definition von J# durch eine auf (−∞, 0] verschwindende Funkti-
on repräsentiert wird und 〈uf, J#x#〉` gemäß Satz 5.5.9 berechnet werden kann,
folgt die Behauptung.
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6.5 Charakterisierung mittels Dilatationen
Wir können nun die Charakterisierung des beschränkten H∞-Funktionalkal-
küls in der allgemeinen Form angeben.
6.5.1 Theorem Der Operator −A ∈ A(X) erzeuge eine beschränkte analyti-
sche Halbgruppe (Tt) in einem Banachraum X mit endlichem Kotyp, und A
habe dichtes Bild. Dann gilt (a) =⇒ (b) =⇒ (c) für die folgenden Aussagen:
(a) A hat einen beschränkten H∞(Sθ)-Funktionalkalkül für ein θ < pi/2.
(b) Es gibt eine Einbettung J : X → `(L2(R), X) mit ‖x‖X ∼ ‖Jx‖` und JTt =
PUtJ für alle t > 0, wobei P : `(L2(R), X)→ `(L2(R), X) eine beschränkte
Projektion auf J(X) ist und die C0-Gruppe (Ut)t∈R durch (Utu)(ϕ) :=
u(ϕ(·− t)) definiert wird.
`(L2(R), X) Ut−−→ `(L2(R), X)
∪ ↓ P
J(X) J(X)
J ↑ ↑ J
X
Tt−−→ X
(c) A hat einen beschränkten H∞(Sθ)-Funktionalkalkül für alle θ > pi/2.
Beweis (a) =⇒ (b). Es seien J und P definiert wie in den Abschnitten 6.3
und 6.4. Wegen Lemma 6.1.2 und der Sätze 6.3.14 und 6.4.6 ist nur noch die
Dilatationsgleichung JTt = PUtJ zu überprüfen. Definitionsgemäß wird Jx
durch die Funktion
s 7→
{
A1/2 Tsx , s > 0 ,
0 , s 6 0
repräsentiert. Nach Definition von Ut wird somit UtJx durch
s 7→
{
A1/2 Ts+tx , s > −t ,
0 , s 6 −t
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repräsentiert. Um PUtJx zu bestimmen, können wir gemäß Satz 6.4.7 die
Projektion P ebenso gut auf den durch die Funktion
s 7→
{
A1/2 Ts+tx , s > 0 ,
0 , s 6 0
repräsentierten Operator anwenden. Diese letzte Funktion repräsentiert we-
gen Ts+tx = Ts(Ttx) aber den Operator J(Ttx). Somit ist PUtJx = PJTtx, und
weil P eine Projektion auf R(J) ist, folgt PUtJx = JTtx.
(b) =⇒ (c). Es sei −B der aus Satz 6.1.3 bekannte Erzeuger von (Ut). Genau
wie im Beweis von Theorem 2.3.3 folgt JR(z,A) = PR(z, B)J für Re z < 0, also
auch ψ(A) = J−1Pψ(B)J für alle ψ ∈ Ψ(Sθ). Wegen θ > pi/2 liefert Satz 6.1.3,
dass B einen beschränkten H∞(Sθ)-Funktionalkalkül hat, und wegen der Ste-
tigkeit von J−1P und J folgt ‖ψ(A)‖ 6 C‖ψ‖∞.
Mit Hilfe von [14] bekommt man das folgende Ergebnis für Banachräume,
welche zusätzlich die so genannte Eigenschaft ∆ haben (siehe hierzu Bemer-
kung 6.5.3).
6.5.2 Korollar Gelten die Voraussetzungen von Theorem 6.5.1, ist A zusätz-
lich R-sektoriell vom Typ µ < pi/2 und hat X die Eigenschaft ∆, so besteht die
folgende Äquivalenz: Genau dann gilt (b) aus Theorem 6.5.1, wenn A einen
beschränkten H∞(Sθ)-Funktionalkalkül für alle θ > µ hat.
Beweis Für R-sektorielle Operatoren vom Typ µ in Banachräumen mit der Ei-
genschaft ∆ gilt gemäß [14, Theorem 5.3]: Aus der Existenz eines beschränkten
H∞(θ0)-Funktionalkalküls mit einem θ0 > µ folgt die Existenz für alle θ > µ.
(Dies ist eine Verallgemeinerung von Theorem 4.2.5.)
6.5.3 Bemerkung Es seien (rn) und (r˜n) zwei Rademacher-Folgen, also zwei
Folgen von unabhängigen, symmetrischen, {−1, 1}-wertigen Zufallsvariablen,
und diese beiden Folgen seien auch wechselseitig unabhängig. Wir sagen,
dass X die Eigenschaft ∆ hat, wenn ein C > 0 existiert mit
E
∥∥∥∥ n∑
j=1
j∑
k=1
rjr˜kxjk
∥∥∥∥2 6 C · E∥∥∥∥ n∑
j=1
n∑
k=1
rjr˜kxjk
∥∥∥∥2
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für alle n ∈ N und xjk ∈ X. Banach-Verbände mit endlichem Kotyp haben
stets diese Eigenschaft, ebenso UMD-Räume [14]. Korollar 6.5.2 ist also ins-
besondere auf X = Lp(Ω,ν) mit 1 < p < ∞ anwendbar und stellt somit eine
Verallgemeinerung von Theorem 4.3.1 dar.
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Wegen des verwendeten Dilatationsbegriffs mussten wir bisher stets voraus-
setzen, dass der Operator −A eine Halbgruppe erzeugt. Aber auch für sek-
torielle Operatoren, bei denen das nicht zutrifft, ist man an einer Charakteri-
sierung des beschränkten H∞-Funktionalkalküls interessiert.
Hat (Tt) die Dilatation (Ut), so überträgt sich, wie wir gesehen haben, die Dila-
tationsgleichung auf die Resolventen der Erzeuger −A und −B. Man könnte
also gewissermaßen den Operator B als eine Dilatation von A bezeichnen.
Nach einem derartigen B können wir aber auch dann suchen, wenn A kein
Halbgruppenerzeuger ist.
In den Beweisen der verschiedenen Dilatationssätze stellte sich jeweils her-
aus, dass B über die Fouriertransformation ähnlich zu einem Multiplikations-
operator war. Diesen können wir verwenden, um eine Dilatation für A zu
erhalten.
7.1 Der Hilbertraumfall
Der Dilatationssatz, den wir in diesem Kapitel beweisen werden, hat im
Hilbertraum die folgende Gestalt [17, Theorem 10.14]:
7.1.1 Theorem Es sei A ein injektiver, sektorieller Operator vom Typ µ
auf dem Hilbertraum H. Dann hat A genau dann einen beschränkten H∞-
Funktionalkalkül, wenn der Multiplikationsoperator
(Mf)(t) := (it)α f(t) , f ∈ L2(R, H)
für ein (und damit alle) α mit 2µ/pi < α < 2 eine Dilatation von A ist. Dies
bedeutet, dass eine Einbettung J : H → L2(R, H) existiert, so dass (Jx, Jy)L2
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ein zu (x, y)H äquivalentes Skalarprodukt ist und für alle z ∈ C \ {0} mit
|arg z| > αpi/2 die Dilatationsgleichung PR(z,M)J = JR(z,A) gilt, wobei P die
Orthogonalprojektion auf J(H) ist. Das folgende Diagramm kommutiert also:
L2(R, H) R(z,M)−−−−−→ L2(R, H)
∪ ↓ P
J(H) J(H)
J ↑ ↑ J
H
R(z,A)−−−−→ H
Da M normal ist und jeder normale sektorielle Operator einen beschränkten
H∞-Funktionalkalkül besitzt, erhalten wir die folgende Charakterisierung.
7.1.2 Korollar Ein injektiver, sektorieller Operator auf einem Hilbertraum
hat genau dann einen beschränkten H∞-Funktionalkalkül, wenn er einen nor-
malen sektoriellen Operator als Dilatation besitzt.
Setzt man µ < pi/2 voraus, so kann man α = 1 in Theorem 7.1.1 wählen, und
die von −A erzeugte beschränkte analytische Halbgruppe (Tt) hat dann
(Ntf)(s) := e
−istf(s)
als Dilatation, es gilt also PNtJ = JTt. Die hierbei verwendete Einbettung J
hat die Gestalt
Jx := A1/2R(i·, A)x .
Wir wollen dieses Theorem gleich für Banachräume endlichen Kotyps bewei-
sen; zu diesem Zweck betrachten wir zunächst den Fall µ < pi/2 und beweisen
die Theorem 6.5.1 entsprechende Aussage für die Dilatation (Nt). Anschlie-
ßend gehen wir zu größeren Winkeln µ über; die dabei verwendete Methode
könnte man auch direkt zur Verbesserung von Theorem 6.5.1 einsetzen.
7.2 Die Dilatation (Nt)
In diesem Abschnitt sei X ein beliebiger Banachraum.
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7.2.1 Definition Es sei t ∈ R. Der Operator Nt : `(L2(R), X)→ `(L2(R), X) sei
die (gemäß Theorem 5.5.10 gebildete) Fortsetzung des Multiplikationsopera-
tors in L2(R), der h auf die Funktion s 7→ e−isth(s) abbildet, also
(Ntu)(ϕ) = u
(
s 7→ e−istϕ(s)) für u ∈ `(L2(R), X) und ϕ ∈ L2(R) .
7.2.2 Lemma Die so definierten Operatoren (Nt)t∈R bilden eine C0-Gruppe
von Isometrien.
Beweis Man beweist dies genau wie Lemma 6.1.2. Auch diesmal wird der
Operator Ntuh(·)x durch die Funktion s 7→ e−isth(s)x repräsentiert.
7.2.3 Satz Es sei −M der Erzeuger des C0-Gruppe (Nt)t∈R. Der Operator M
ist sektoriell vom Typ pi/2, er ist injektiv und dicht definiert und hat dichtes
Bild. Für jedes θ > pi/2 hat M einen beschränkten H∞(Sθ)-Funktionalkalkül.
Beweis Für x ∈ X und h ∈ S (R) wird Ntuh(·)x − uh(·)x durch die Funktion
s 7→ (e−ist − 1)h(s)x
repräsentiert, und nach Definition des Erzeugers ist s 7→ ish(s)x der Repräsen-
tant vonMuh(·)x. Völlig analog zu den Überlegungen im Beweis von Satz 6.1.3
zeigt man: Für Re z < 0 ist R(z,M) die Fortsetzung des Multiplikationsope-
rators in L2(R), der h auf
s 7→ h(s)
z− is
abbildet. (Für den im Beweis von Satz 6.1.3 angegebenen Operator Mz gilt
dabei Mz = R(z,−M).)
Damit folgt, dass M sektoriell vom Typ pi/2 ist. Als Gruppenerzeuger ist M
auch dicht definiert, und weil { s 7→ isf(s) : f ∈ S (R) } in L2(R) dicht liegt, hat
M dichtes Bild und ist folglich auch injektiv.
Wie im Beweis von Satz 6.1.3 (dort warMψ = ψ(−M)) erhält man, dass ψ(M)
für alle ψ ∈ Ψ(Sθ) und θ > pi/2 die Fortsetzung des Multiplikationsoperators
in L2(R) ist, der h auf
s 7→ ψ(is)h(s)
abbildet. Folglich hatM einen beschränkten H∞(Sθ)-Funktionalkalkül für alle
θ > pi/2.
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7.2.4 Bemerkung Der OperatorM besitzt sogar einen noch besseren Kalkül:
Man kann f(M) für jede auf iR beschränkte, messbare Funktion f definieren
(vgl. Bemerkung 6.1.4).
7.3 Die Einbettung J
In diesem Abschnitt sei X ein Banachraum mit endlichem Kotyp. Von dem
OperatorA ∈ A(X) verlangen wir, dass er sektoriell vom Typ µ < pi/2 ist, dicht
definiert und mit dichtem Bild. Der Monddual A# sei wie in Abschnitt 6.2
definiert. Außerdem möge A einen beschränkten H∞(Sθ)-Funktionalkalkül
für ein θ < pi/2 besitzen.
7.3.1 Definition Der lineare Operator J : X→ `(L2(R), X) wird folgenderma-
ßen definiert: Für x ∈ X, x ′ ∈ X ′ und ϕ ∈ L2(R)) sei
〈(Jx)(ϕ), x ′〉 :=
∫∞
−∞〈A
1/2R(it, A)x, x ′〉ϕ(t)dt .
Der Operator Jx ∈ `(L2(R), X) wird also repräsentiert durch die Funktion
t 7→ A1/2R(it, A)x .
Den Operator J# : X# → ` ′+(L2(R), X ′) definieren wir analog; J#x# wird reprä-
sentiert durch die Funktion
t 7→ (A#)1/2R(−it, A#)x# .
7.3.2 Bemerkung Aus Theorem 6.3.8 und dessen Beweis folgt sofort, dass J
und J# stetig sind. Es wird später klar werden, warum wir bei der Definition
von J# ein Minus einfügen müssen.
Wenn wir nun noch ein Analogon zu Lemma 6.3.13, also zu der Gleichung∫∞
0
〈ATtx, x ′〉dt = 〈x, x ′〉 für alle x ∈ X und x ′ ∈ X ′ ,
beweisen, dann folgt wieder ‖Jx‖` ∼ ‖x‖. Weil bei den Überlegungen zur
Normäquivalenz die Dualität 〈Jx, J#x#〉` betrachtet werden muss, ist hier der
folgende Satz das richtige Hilfsmittel.
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7.3.3 Satz Unter den gemachten Annahmen gilt∫∞
−∞〈AR(it, A)R(−it, A)x, x
′〉dt = pi〈x, x ′〉 für alle x ∈ X und x ′ ∈ X ′ .
Für den Beweis verwenden wir die folgende Aussage, mit der auch der Beweis
von Lemma 6.3.13 erbracht werden könnte.
7.3.4 Lemma Für ψ ∈ Ψ(Sθ) mit
∫∞
0
ψ(t) dt
t
= 1 gilt unter den gemachten
Annahmen ∫∞
0
ψ(tA)x
dt
t
= x für alle x ∈ X ,
wobei das Integral als uneigentliches Riemann-Integral aufzufassen ist.
Beweis Wir definieren die Funktionenfolge (ϕn) durch
ϕn(z) :=
∫n
1/n
ψ(tz)
dt
t
.
Für alle z ∈ Sθ haben wir
|ϕn(z)| 6
∫∞
0
|ψ(tz)|
dt
t
6
∫∞
0
c|tz|s
1+ |tz|2s
dt
t
=
∫∞
0
cτs
1+ τ2s
dτ
τ
<∞ ,
d.h. die Funktionen ϕn liegen in H∞(Sθ) und es gilt supn∈N‖ϕn‖∞ <∞. Weil
A einen beschränkten H∞(Sθ)-Funktionalkalkül hat, folgt auch
sup
n∈N
‖ϕn(A)‖ <∞ .
Für festes z gilt
ϕn(z)
n→∞−−−→
∫∞
0
ψ(tz)
dt
t
,
und die Cauchysche Integralformel liefert, dass dieses Integral den Wert∫∞
0
ψ(t)
dt
t
= 1
hat. Die Folge (ϕn) erfüllt also die Voraussetzungen von Satz 1.3.1; wir er-
halten ϕn(A)x→ x für alle x ∈ X. Die Behauptung folgt nun aus
ϕn(A)x =
∫n
1/n
ψ(tA)x
dt
t
,
und diese Gleichheit sieht man ein, indem man geeignete Riemann-Summen
betrachtet und wiederum Satz 1.3.1 anwendet.
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Beweis (Satz 7.3.3) Mit ψ(z) := z/(z2 + 1) gilt
ψ(tA) = tAR(i, tA)R(−i, tA) = AR(i/t,A)R(−i/t,A)/t ,
und damit erhalten wir∫∞
−∞〈AR(it, A)R(−it, A)x, x
′〉dt
= 2
∫∞
0
〈AR(i/t,A)R(−i/t,A)x, x ′〉 dt
t2
= 2
∫∞
0
〈ψ(tA)x, x ′〉 dt
t
.
Aus Satz 2.3.2 folgt, dass diese Integrale absolut konvergieren, und weil ge-
mäß Lemma 7.3.4∫∞
0
ψ(tA)x
dt
t
= x
∫∞
0
ψ(t)
dt
t
= x
∫∞
0
1
1+ t2
dt =
pix
2
für alle x ∈ X gilt, ist die Behauptung bewiesen.
Völlig analog zum Beweis von Satz 6.3.14 ergibt sich nun
〈Jx, J#x#〉` = pi〈x, x#〉 (7.3.1)
und damit die Normäquivalenz ‖Jx‖` ∼ ‖x‖.
7.3.5 Bemerkung Die bisher gemachten Überlegungen funktionieren auch
dann, wenn man J# ohne das Minus definiert und die Jx bzw. J#x# repräsen-
tierenden Funktionen auf (−∞, 0) Null setzt. Mit diesen Definitionen wäre
jedoch die Dilatationsgleichung nicht erfüllt.
7.4 Die Projektion P
Bei der Definition der Projektion P gehen wir genau wie in Abschnitt 6.4
vor. Nur in Satz 6.4.3 wurde die spezielle Gestalt von J# benutzt, aber das
entsprechende Resultat gilt auch für die jetzt verwendete Einbettung:
7.4.1 Satz Ist f ∈ TS(R, X), so gilt für alle x# ∈ X#
〈(J#) ′(ι`uf), x#〉((X#) ′,X#) =
〈∫∞
−∞A
1/2R(−it, A)f(t)dt, x#
〉
(X,X ′)
.
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Beweis Weil A einen beschränkten H∞(Sθ)-Funktionalkalkül mit θ < pi/2
hat, ergibt sich für ψ(z) := z1/2(−1± iz)−1 und alle t > 0
‖(tA)1/2R(±it, A)‖ = ‖(A/t)1/2R(−1,±iA/t)‖ = ‖ψ(A/t)‖ 6 C‖ψ‖∞ .
Daraus folgt für alle t ∈ R \ {0} die Abschätzung
‖A1/2R(−it, A)f(t)‖ 6 C‖ψ‖∞
|t|1/2
· ‖f(t)‖ ,
und wegen f ∈ TS(R, X) existiert das in der Behauptung auftretende Integral.
Nach Definition von ι` und wegen Satz 5.5.9 gilt
〈(J#) ′(ι`uf), x#〉((X#) ′,X#) = ` ′+(L2(R),X ′) ′〈ι`uf, J#x#〉`(L2(R),X ′)
= 〈uf, J#x#〉` =
∫∞
−∞〈f(t), (A
#)1/2R(−it, A#)x#〉(X,X ′) dt .
Da (A#)1/2R(−it, A#) eine Einschränkung von (A1/2R(−it, A)) ′ ist, folgt die
behauptete Gleichheit.
Also wird auch diesmal durch
P := pi−1 J ◦ ι−1 ◦ (J#) ′ ◦ ι`
eine stetige Projektion auf den Bildraum R(J) der Einbettung J definiert. Die
Konstante pi−1 statt 2 erklärt sich durch Gleichung (7.3.1).
Im folgenden Abschnitt werden wir sehen, dass mit den Operatoren J und P,
die wir definiert haben, auch die Dilatationsgleichung erfüllt ist.
7.5 Charakterisierung mittels Dilatationen
Wir könnten nun ein Ergebnis analog zu Theorem 6.5.1 formulieren, d.h. (Nt)
als die Dilatation von (Tt) angeben. Aus der Dilatationsgleichung würden wir
dann im Beweis
JR(z,A) = PR(z,M)J (7.5.1)
ableiten und dies auf die Funktionalkalküle übertragen. Stattdessen wollen
wir aber die Dilatation gleich durch (7.5.1) charakterisieren. Weil man aus
den Resolventen die Halbgruppen durch Integration erhalten kann [22, Co-
rollary 1.7.5], sind diese beiden alternativen Formulierungen gleichwertig.
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7.5.1 Theorem Der Operator −A ∈ A(X) erzeuge eine beschränkte analyti-
sche Halbgruppe in einem Banachraum X mit endlichem Kotyp, und A habe
dichtes Bild. Dann gilt (a) =⇒ (b) =⇒ (c) für die folgenden Aussagen:
(a) A hat einen beschränkten H∞(Sθ)-Funktionalkalkül für ein θ < pi/2.
(b) Es gibt eine Einbettung J : X→ `(L2(R), X) mit JR(z,A) = PR(z,M)J für
alle z mit Re z < 0 und ‖x‖X ∼ ‖Jx‖`, wobei P : `(L2(R), X)→ `(L2(R), X)
eine beschränkte Projektion auf J(X) und der Operator −M der Erzeuger
der C0-Gruppe (Nt)t∈R aus Definition 7.2.1 ist. Für x ∈ X und h ∈ S (R)
wird Muh(·)x also durch die Funktion s 7→ ish(s)x repräsentiert.
`(L2(R), X) R(z,M)−−−−−→ `(L2(R), X)
∪ ↓ P
J(X) J(X)
J ↑ ↑ J
X
R(z,A)−−−−→ X
(c) A hat einen beschränkten H∞(Sθ)-Funktionalkalkül für alle θ > pi/2.
Beweis (a) =⇒ (b). Sind J und P wie in den vorangehenden Abschnitten
definiert, so müssen wir nur noch die Dilatationsgleichung überprüfen. Es
gelte also Re z < 0. Die Resolventengleichung liefert
A1/2R(it, A)R(z,A)x =
A1/2R(it, A)x
z− it
−
A1/2R(z,A)x
z− it
,
und dies ist die Funktion, die JR(z,A)x repräsentiert. Also gilt
〈JR(z,A)x, J#x#〉` =
∫∞
−∞〈A
1/2R(it, A)R(z,A)x, (A#)1/2R(−it, A#)x#〉dt
=
∫∞
−∞
〈A1/2R(it, A)x, (A#)1/2R(−it, A#)x#〉
z− it
dt
−
∫∞
−∞
〈A1/2R(z,A)x, (A#)1/2R(−it, A#)x#〉
z− it
dt .
Weil R(z,M) auf Operatoren, die durch Funktionen repräsentiert sind, als
Multiplikation mit (z− it)−1 wirkt, liefert das erste Integral den Wert
〈R(z,M)Jx, J#x#〉` .
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Um einzusehen, dass das zweite Integral den Wert 0 liefert, müssen wir als
erstes beachten, dass
λ 7→ 〈A
1/2R(z,A)x, (A#)1/2R(−λ,A#)x#〉
z− λ
auf jedem Sektor Sν mit pi/2 < ν < min{|arg z|, pi − θ} holomorph ist. Des
Weiteren gilt dort nach Definition des Funktionalkalküls ‖ψ(A#/λ)‖ 6 C für
ψ(z) := z1/2(−1− z)−1, d.h.
‖(A#)1/2R(−λ,A#)x#‖ 6 C
|λ|1/2
,
und die Behauptung folgt mit dem Cauchyschen Integralsatz. (Man integriert
über einen Halbkreis in der rechten Halbebene und lässt dessen Radius gegen∞ gehen.) Wir haben also insgesamt
〈JR(z,A)x, J#x#〉` = 〈R(z,M)Jx, J#x#〉` ,
und mit Gleichung (7.3.1) folgt
pi 〈R(z,A)x, x#〉 = 〈JR(z,A)x, J#x#〉` = 〈R(z,M)Jx, J#x#〉`
= ` ′+(L2(R),X ′) ′〈ι`R(z,M)Jx, J#x#〉` ′+(L2(R),X ′)
= 〈(J#) ′ι`R(z,M)Jx, x#〉((X#) ′,X#) .
Damit ist
piR(z,A) = ι−1(J#)
′ι`R(z,M)J ,
und nach Definition der Projektion P folgt
JR(z,A) = PR(z,M)J .
(b) =⇒ (c). Dieser Schritt verläuft wieder analog zum Beweis von Theo-
rem 2.3.3. Der einzige Unterschied ist, dass diesmal die Dilatationsgleichung
direkt für die Resolventen vorausgesetzt ist und nicht erst aus der Gleichung
für die Halbgruppen gefolgert werden muss.
Genau wie in Korollar 6.5.2 kann man wieder eine Äquivalenz erhalten:
7.5.2 Korollar Gelten die Voraussetzungen von Theorem 7.5.1, ist A zusätz-
lich R-sektoriell vom Typ µ < pi/2 und hat X die Eigenschaft ∆, so besteht die
folgende Äquivalenz: Genau dann gilt (b) aus Theorem 7.5.1, wenn A einen
beschränkten H∞(Sθ)-Funktionalkalkül für alle θ > µ hat.
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7.6 Dilatation ohne Halbgruppe
Wir verzichten jetzt auf die Voraussetzung, dass −A eine beschränkte analy-
tische Halbgruppe erzeugt.
7.6.1 Theorem Der Operator A ∈ A(X) sei sektoriell vom Typ µ, dicht de-
finiert und habe dichtes Bild. Der Banachraum X besitze endlichem Kotyp,
und es sei 2µ/pi < α < 2. Dann gilt (a) =⇒ (b) =⇒ (c) für die folgenden
Aussagen:
(a) A hat einen beschränkten H∞(Sθ)-Funktionalkalkül für ein θ < αpi/2.
(b) Es gibt eine Einbettung J : X → `(L2(R), X) mit JR(z,A) = PR(z,Mα)J
für alle z ∈ C \ {0} mit |arg z| > αpi/2 und ‖x‖X ∼ ‖Jx‖`, wobei P :
`(L2(R), X) → `(L2(R), X) eine beschränkte Projektion auf J(X) und der
Operator −M der Erzeuger der C0-Gruppe (Nt)t∈R aus Definition 7.2.1
ist. Für x ∈ X und h ∈ S (R) wird Mαuh(·)x also durch die Funktion
s 7→ (is)α h(s)x repräsentiert.
`(L2(R), X) R(z,M
α)−−−−−→ `(L2(R), X)
∪ ↓ P
J(X) J(X)
J ↑ ↑ J
X
R(z,A)−−−−→ X
(c) A hat einen beschränkten H∞(Sθ)-Funktionalkalkül für alle θ > αpi/2.
Zum Beweis benötigen wir das folgende Ergebnis. Entsprechendes findet man
(in allgemeinerer Form) auch in [16].
7.6.2 Satz Es sei A ein dicht definierter sektorieller Operator vom Typ µ mit
dichtem Bild. Weiter habe A einen beschränkten H∞(Sθ)-Funktionalkalkül für
ein θ > µ, und es sei β ∈ (0, pi/θ).
Dann ist der durch den Funktionalkalkül definierte Operator Aβ sektoriell
vom Typ βθ, er ist dicht definiert und hat dichtes Bild, und für alle τ > βθ
hat er einen beschränkten H∞(Sτ)-Funktionalkalkül. Für f ∈ H∞(Sτ) gilt dabei
f(Aβ) = fβ(A), mit fβ(z) := f(zβ).
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Beweis Die Eigenschaften des Funktionalkalküls garantieren, dass der Ope-
rator Aβ abgeschlossen und dicht definiert ist. Er hat auch dichtes Bild, denn
(Aβ)−1 = A−β und A−β ist ebenfalls dicht definiert.
Als nächstes zeigen wir, dass Aβ sektoriell vom Typ βθ ist: Offenbar gilt
zR(z,Aβ) = fz(A) mit fz(λ) :=
z
z− λβ
für |arg z| > βθ. Für |arg z| > βθ +  sind die Funktionen fz gleichmäßig
beschränkt auf Sθ und die Resolventen-Abschätzung für Aβ folgt aus der
Tatsache, dass A einen beschränkten H∞(Sθ)-Funktionalkalkül hat.
Schließlich müssen wir noch zeigen, dass die letzte Behauptung des Satzes
gilt: Für ψ ∈ Ψ(Sτ) und x ∈ X haben wir
ψ(Aβ)AR(−1,A)x =
1
2pii
∫
γ
ψ(z)R(z,Aβ)AR(−1,A)xdz
=
1
2pii
∫
γ
ψ(z)
(
1
2pii
∫
γ1
λ
(z− λβ)(−1− λ)
R(λ,A)xdλ
)
dz
=
1
2pii
∫
γ1
(
1
2pii
∫
γ
ψ(z)
z− λβ
dz
)
λ
−1− λ
R(λ,A)xdλ
=
1
2pii
∫
γ1
ψ(λβ)
λ
−1− λ
R(λ,A)xdλ
= ψβ(A)AR(−1,A)x ,
wobei γ der Rand eines Sektors ist, der zwischen Sβθ und Sτ liegt, und γ1
den Rand eines Sektors zwischen Sµ und Sθ bezeichnet. Weil der Bildraum
R(AR(−1,A)) = R(A) in X dicht liegt, folgt die Gleichheit ψ(Aβ) = ψβ(A) für
ψ ∈ Ψ(Sτ). Damit ist insbesondere klar, dass Aβ einen beschränkten H∞(Sτ)-
Funktionalkalkül hat.
Für beliebiges f ∈ H∞(Sτ) wenden wir das schon Bewiesene auf
ψ(z) :=
zf(z)
(1+ z)2
an und erhalten die Gleichheit f(Aβ)x = fβ(A)x für x ∈ R(AβR(−1,Aβ)2) =
D(Aβ) ∩ R(Aβ). Diese Menge liegt dicht in X, also folgt f(Aβ) = fβ(A).
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Beweis (Theorem 7.6.1) (a) =⇒ (b). Wir setzen A0 := A1/α. Mit Satz 7.6.2
folgt, dass A0 ein sektorieller Operator vom Typ θ/α < pi/2 ist, der dicht
definiert ist und dichtes Bild hat. Der Operator erzeugt also eine beschränkte
analytische Halbgruppe.
Mit Satz 7.6.2 folgt auch, dass A0 einen beschränkten H∞(Sτ)-Funktionalkal-
kül für jedes τ > θ/α hat. Wegen θ/α < pi/2 können wir ein τ < pi/2 wählen.
Theorem 7.5.1 liefert nun J0 und P0 mit J0R(z,A0) = P0R(z,M)J0 für alle z mit
Re z < 0. Nach Definition des Funktionalkalküls folgt J0ψ0(A0) = P0ψ0(M)J0
für alle ψ0 ∈ Ψ(Sν) und ν > pi/2.
Zu einer Funktion f0 ∈ H∞(Sν) betrachten wir
fn(z) := f0(z)ψn(z) mit ψn(z) :=
nz− z/n
(n+ z)( 1
n
+ z)
= −
n
−n− z
+
1
n
− 1
n
− z
.
Aus Satz 1.3.6 folgt ψn(A0)x → x für alle x ∈ X und ψn(M)u → u für alle
u ∈ `(L2(R), X), so dass sich die Gleichheit
J0f0(A0) = P0f0(M)J0
mit dem Grenzübergang n→∞ aus J0fn(A0)x = P0fn(M)J0x ergibt.
Mit J := J0 und P := P0 erhalten wir die behauptete Dilatationsgleichung: Ist
|arg z| > αpi/2, so können wir ein ν ∈ (pi/2, |arg z|/α) wählen. Dann gilt
fα ∈ H∞(Sν) für fα(λ) := 1
z− λα
.
Mit f(λ) := (z− λ)−1 und Satz 7.6.2 folgt
JR(z,A) = Jf(A) = J0fα(A0) = P0fα(M)J0 = Pf(M
α)J = PR(z,Mα)J .
(b) =⇒ (c). Dieser Schritt verläuft wieder analog zum Beweis von Theo-
rem 2.3.3. Dass Mα sektoriell vom Typ αpi/2 ist und einen beschränkten
H∞(Sθ)-Funktionalkalkül für jedes θ > αpi/2 besitzt, folgt mit Satz 7.6.2 aus
Satz 7.2.3.
7.6.3 Bemerkung Weil man f(M) für jede auf iR beschränkte, messbare
Funktion f definieren kann (siehe Bemerkung 7.2.4), lässt sich f(Mα) für jede
auf dem Rand von Sαpi/2 beschränkte, messbare Funktion erklären.
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