During the scale-up design of a slurry bubble column reactor from a pilot demonstration facility to a production reactor, the design team used computational fluid dynamics (CFD) as a tool to quantify design variables, such as gas holdup and liquid velocities/structural pressures within the reactor. At the time of the analysis, all available physics models for modeling the multi-phase flow had significant limitations that would require "tuning" of the CFD input parameters to ensure confidence in the results. The authors initially conducted a literature search to find data that could be used to calibrate the model. While a wide variety of literature is available, none provided the exact data required for model calibration. For this reason, the authors constructed a test column and performed experiments to derive data for tuning the CFD models. Statistical analysis of the experimental data provided distributions on the input parameters of interest. CFD studies were then used to tune the CFD input parameters to match the experimental data. A correlation was developed, tested and verified. This correlation was then used to provide confidence in the results of the design analysis performed on the scaled up reactor.
INTRODUCTION
A bubble column reactor (BCR) consists of a vessel, typically filled with a multi-phase mixture. The mixture often consists of a liquid reactant phase; a gas reactant phase injected at the bottom of the vessel through a sparger; and in some cases solid, dispersed catalyst particles. This paper examines a special case known as a slurry bubble column reactor (SBCR). The buoyancy of the gas bubbles causes them to rise through the liquid. During the bubbles' rise, they contact the liquid and the dispersed catalyst particles leading to chemical reactions and the generation of a product species.
Bubble column reactors are used in a wide variety of chemical processes involving reactions such as oxidation, chlorination, alkylation, polymerization and hydrogenation. The diversity of applications rises from both the reaction and design advantages that they provide. For reactions, they provide excellent heat and mass transfer characteristics. In design and operation, they provide a low maintenance reactor vessel with few moving parts and, typically, the ability to cycle catalysts while in operation (Kantarci [1] ).
The conversion efficiency of the SBCR is dependent on several parameters, including the contact time of the bubbles with the fluid, contact surface area of the bubbles, the amount of dispersed catalyst contacted, and the total gas hold-up within the column. Therefore, prudent design considers factors such as bubble spatial and size distribution from the injection sparger and typical fluid flow patterns through the reactor. Additionally, the design of reactors typically involves consideration of the pressures exerted on the vessels' internal components due to fluid-structure interaction (Krishna [2] ). 
NOMENCLATURE

PROBLEM DESCRIPTION
The authors were tasked with performing computational fluid dynamics (CFD) analyses on a vessel under design. The primary task of the analyses was to provide numerical values for the aforementioned quantities for verification of the fluid dynamics design of the vessel and for input into structural analysis models.
Full consideration of the problem would require a CFD model that considered all 3 species and the chemical reaction generating a product. It was determined through consultation with the design team that the reactions would not be considered and that due to its low volume fraction, the dispersed catalyst phase would be considered through a modification to the fluid's viscosity, resulting in simplified analyses.
Due to internal considerations, as well as the robustness of physics models offered, Star-CD from CD-Adapco was chosen to perform the analyses. The literature search performed before the analyses indicated that a range of bubble sizes between 9 and 22 mm (0.35 and 0.87 in) should be expected with bubble breakup and coalescence occurring as the bubble travels through the reactor. Additionally, gas holdups between 15 and 40% could be expected (Koide [3] , Schafer [4] ). At the time of the analyses, Star-CD offered four options for modeling the 2-phase flow problem: volume of fluid (VOF), Lagrangian 2-phase, Eulerian 2-phase (E2P), and E2P with the Extended Framework.
AVAILABLE PHYSICS MODEL DESCRIPTIONS
The VOF model explicitly calculates the interaction of the two phases with the assumption that they are immiscible. Breakup and coalescence are modeled through consideration of the bubble pressure due to fluid forces and/or bubble collisions and the surface tension of the bubble within the fluid. Proper spatial resolution of the bubbles or secondary dispersed phase requires at least 3 computational cells across each outer surface of the bubble (CD-Adapco [5] ). Additionally, solution of the VOF model is inherently transient, requiring a large number of solution time-steps to reach steady-state. As the subject vessel had a volume greater than 2000 m 3 (100 x 10 6 in 3 ), proper spatial resolution of the bubbles would require more than 50 billion cells, an unreasonable model size.
The Lagrangian 2-phase model is generally limited to dispersed phase volume fractions of less than 10%. As the expected gas holdup within the reactor was at least 25%, this model was not applicable to the problem under consideration.
The E2P model treats the phases as interpenetrating continua. Separate equations for each phase's momentum and energy are solved with transfers of these quantities tracked through inter-phase transfer terms. Volume fractions for each phase are calculated on a cell-by-cell basis and are reported during the solution. Additionally, the fluid properties for the cell are modified based on the calculated volume fraction. The E2P model also allows for a quasi-steady state solution. Using this procedure, an initial flow field is calculated for the continuous phase. Next, a series of iterative analyses are performed to calculate the initial trajectories of the dispersed phase and the inter-phase transfer terms. The continuous phase solution is then updated. This iterative procedure is continued until acceptable convergence has been achieved. As there is not explicit time integration of the solution, significant amounts of computer resources are conserved (CD-Adapco [6] ). It should be noted that the quasi-steady-state solution of the E2P model only provides a probabilistic distribution of velocities within the vessel, so no time component can be calculated.
The E2P model with the Extended Framework uses the Sγ approximation to account for the breakup and coalescence of bubbles due to several complex models (Lo [7] ). There were a number of parameters that required experimental data to determine their values. Additionally, the values of these parameters can significantly affect the calculated flow patterns and bubble size distributions. Consequently, it was determined that the E2P with Extended Framework model could not be used to provide design data with an acceptable level of confidence.
As can be seen from the physics model descriptions above there was only one model that was deemed suitable, gauged through the ability to provide design information with confidence for the problem under consideration, the standard E2P model.
SPECIFIC PROBLEM DESCRIPTION
At the time of the analysis, the implementation of the E2P model allowed for only the consideration of a single bubble diameter for the dispersed phase. It had previously been shown that a distribution of bubble sizes should be expected within the column. Therefore, it was necessary to establish an acceptable bubble diameter for use in the analyses. For this reason, the authors decided to conduct experimental analyses on a small bubble column to determine gas holdup and expected bubble diameters. The experiments performed with the bubble column apparatus would be captured using digital video. Routines using image analysis software and statistical analysis packages would be used to characterize the bubbles and gas holdup within the columns.
Next a CFD model was constructed of the column and a series of analyses were then used to "tune" the bubble diameter based on experimental inputs so that an acceptable level of correlation was achieved with the results. These tuned bubble diameters were then used to determine if a correlation could be developed to allow extrapolation of the data to more situations.
INITIAL EXPERIMENTAL DETERMINATION OF BUBBLE SIZE
To perform the experiments, a water-air bubble column was constructed. The column consisted of a clear polycarbonate cylinder with an ID of 5.75 in (146 mm) with a sparger located 1" (25.4 mm) above the bottom. The column was supported with a wood stand with periodic levels to provide vertical support. An image of the column is contained in Figure 1 .
Air was supplied to the column through the use of a 3 Hp air compressor. A volumetric flow gauge was then placed inline between the compressor and the column's sparger. The volumetric flow rate to the column was varied using the compressor's pressure regulator to vary superficial velocity. For reasons discussed in the CFD Analysis section, two different sparger designs were used during experimentation: an open top wire mesh sparger and a closed top, bottom exit sparger. Figure 2 shows the two spargers used during the experiments.
The results of each experiment were captured using a digital camera focused on the free surface of the water in the column. The camera captured color images at a resolution of 640 x 480 pixels and 15 frames per second. Two black stripes were placed on the column to allow calibration of distances within each frame analyzed. A halogen light was used to illuminate the front of the column and a white background was provided to increase contrast on the captured video.
The video files, captured as AVIs, were separated into individual bitmap images. A custom MatLab [8] routine was developed to analyze each image. To perform the analysis, the following steps were taken:
Calibration of measurement environment -a series of representative images from the video capture were scanned to determine the top and bottom of the measurement area, as well as the horizontal limits of the area.
Conversion to grayscale -All images from the video capture were converted to grayscale to increase contrast for determining the extents of the free surface. A grayscale color limit was then manually determined from a series of frames to establish the interface between the water and air. The calibration of the color limit accounted for variations in the test environment lighting.
Data mining -Each frame was mined by scanning from top to bottom to determine the peak height of the free surface, as well as the shape of the free surface above the starting water height. The area of the shape of the free surface, projected to a 2-dimensional plane was then integrated to find the average height of the free surface. Figure 3 shows a frame capture of the complete apparatus and a capture as processed by the data mining routine. Several experiments were performed to quantify the amount of variance introduced into the experimental data due to the test setup. These tests included changing the sparger type and varying the initial column-starting height. The results of these experiments are also presented below.
BUBBLE SIZE ANALYSIS
The average gas holdup in the column was derived from the average height of the free surface during the experiment. The MatLab routine also calculated the standard error for the measured volume fractions at each superficial velocity. Figure  4 shows the results of the series of experiments performed with the column.
The next step in deriving the bubble size from the experiments was to perform an FFT on the difference in height between the peak surface level and the average surface height. The FFT would provide an indication of the number of bubbles that were being released to the atmosphere over a period of time. The frequency content from the experimental data should also provide an indication of the distribution of bubbles leaving the free surface, as small bubbles would be expected to depart at a higher frequency than large bubbles. Figure 5 shows representative FFTs from the experiments.
The FFT data showed that the frequency content for each superficial velocity was different, but the frequency content for a specific superficial velocity was comparable. It was observed during experimentation that larger bubbles existed at higher superficial velocities. Thus, the shift in peaks versus superficial velocity also confirmed the theory on bubble size distribution.
It was also theorized that a greater difference between peak and average water levels would be indicative of larger bubble sizes. To analyze whether this was the case, quantile-quantile plots were created using the qqplot function in the MatLab Statistics Toolbox [9] . A quantile-quantile plot compares the probability distribution functions of two series to determine if they come from the same distribution. It is generally accepted that if the series are from the same distribution, the data points will fall on a straight line (NIST [10] ). Figure 6 shows sample quantile-quantile plots from the experiments. As can be seen from the plots in Figure 6 , the series data fall along a reasonably straight line. For this reason it can be concluded that for each superficial velocity the bubble sizes come from the same distribution.
To qualify the type of distribution that best characterized the data, histograms were developed of the height differential evidenced during the experiments. Fits were then performed on the histogram data using Weibull, Gamma and Lognormal distributions. These distributions were chosen due to the shape of the histograms. Figure 7 shows a sample fit on a set of experimental data. As can be seen from the histogram plot in Figure 7 , the Lognormal distribution best fits the histogram data from the experiment.
The differential height data from all experiments were then fit using a Lognormal distribution to find the mean and standard deviations. Given a superficial velocity, or gas escape rate, a mean bubble diameter could then be determined from the assumed distributions by assuming that the mean and standard deviation of the bubble size was directly related to the mean of the water height fit. It was found that the means derived using this method differed by less than 1% at a given superficial velocity. Figure 8 shows the mean bubble diameters derived from the experiments using this methodology.
CFD ANALYSIS
A CFD model was developed of the bubble column. The model was constructed of hexahedral cells with boundary layer refinement performed at the walls so that the wall local Y+ value was less than 100. Two phases were defined for the analysis, water and air. Due to the short column depth, both phases were treated as incompressible. The E2P model was enabled with the air defined as the discrete phase. Due to limitations of the E2P model, only the k-ε turbulence model was used in the analyses. The standard drag law, as applicable for the bubble diameter under consideration, was used. For the initial analyses, the quasi-steady state analysis technique previously discussed was used. An initial volume fraction of 8% gas was defined to provide momentum sources for interphase transfer terms.
A series of analyses was performed for three of the four superficial velocities studied during experimentation: 0.16 m/s, 0.24 m/s, and 0.32 m/s. If a correlation could be derived from the CFD analyses, the 0.08 m/s superficial velocity case would be used to verify the correlation.
For the iterative analysis process, at each superficial velocity, the bubble diameter at the inlet was varied until the steady-state volume fraction in the CFD-modeled column was the same as the volume fraction obtained from experiments. Figure 9 shows the CFD-derived bubble sizes along with the data derived from experiments.
As can be seen from the curves in Figure 9 , the fit performed on the CFD-derived values has a similar shape to the fit performed on the experimentally derived bubble size with an offset of approximately 0.42 in. The authors believe there are likely two causes for this offset: first, the use of the simple drag law does not represent the bubble drag over the entire population; and second, the methodology used to track the bubbles in the experimental processing converted a 3-dimensional free surface to a 2-dimensional plane for data analysis.
The fit shown in Figure 9 was then used to determine the bubble size required to achieve the correct holdup in the CFD model with a superficial velocity of 0.08 m/s. With the bubble size selected, an analysis was performed to determine the holdup in the CFD model. This value was determined to be 15.86%, and the experimental holdup at this superficial velocity was 17%, indicating reasonable correlation.
While the fits derived from the CFD analyses were providing reasonable correlation, an attempt was made to determine why the offset between the experimental bubble sizes and the CFD derived bubble sizes existed. As a first step, the velocity results from the quasi-steady-state analyses were queried. A sample vertical velocity plot is shown in Figure 10 .
A very high velocity value is seen just above the sparger in the Figure 10 . It is computationally reasonable for this high velocity to exist in a region of high gas volume fraction, and therefore high buoyancy force. As previously mentioned, the quasi-steady-state analysis technique only provides a probabilistic view of the overall velocities within the column and therefore may underestimate the time variant forces acting on such a region. For this reason it was determined that a transient analysis using the more computationally intensive VOF model should be performed to quantify the time-varying shape of the high velocity region.
TRANSIENT ANALYSIS
To perform the transient analysis, the solution parameters were modified from the procedures outlined with the quasisteady-state model above to include time integration of the bubble paths. Additionally, the initial volume fraction of the column was set to 0. This allowed complete development of the dispersed phase quantities along the same path from which the experimental results were derived. The analysis was performed for a long enough period of time so that the volume fraction in the column reached a steady-state value. The images in Figure  11 show the volume fraction predicted with the CFD analysis and the bubble distribution at comparable times after the start of gas flow.
As can be seen from Figure 11 , the volume fraction distribution through most of the column is similar to the bubble distribution, with there being highly dispersed void areas in various sizes. Also evident in the image on the left in Figure 11 is a large area indicating a high volume fraction of bubbles directly over the sparger. As can be seen in the image on the right, the sparger tended to release a large bubble that immediately broke into many smaller bubbles that then travelled up the column. This caused a pulsing behavior at the sparger outlet during the experiment that was not replicated in the CFD model.
QUANTIFICATION OF POSSIBLE EXPERIMENT ERRORS
Due to the offset in bubble diameter determined during the CFD analysis and differences in the velocity and volume fraction patterns when the CFD results are compared to the experimental data, it was determined that steps should be taken to ensure that the data derived during the first experiments was not due to the experiment setup. To accomplish this, two parameters that were invariant during the original experimentsthe sparger geometry and the initial height of the water in the cylinder -were varied in the test setup.
Due to the pulsation evident in the experiments, it was determined that the sparger geometry should be modified to change the injection characteristics into the cylinder. To accomplish this, the sparger was modified from the wire mesh sparger used in the original experiments to the bottom outlet sparger shown in Figure 2 . Experiments were conducted at the previous superficial velocities to determine the effect of the sparger geometry on the gas holdup. Figure 12 shows the experimental holdups with the 2 sparger geometries. As demonstrated in the figure, there is no significant difference in the gas holdup based on the sparger geometry.
The second verification step that was performed with the experimental setup was to determine if the initial water height in the column affected the calculated results. To perform this verification step, the starting height of the column was set to 14.5 in and 24 in. Figure 13 shows the results of these experiments. As can be seen from the Figure, there are no significant differences caused by the column's initial water height.
CONCLUSIONS
A series of experiments were performed on a test bubble column to determine the parameters required for accurate analysis of bubble columns using the E2P model during CFD analysis. A correlation between the experimental and CFD models of the experimental apparatus was found and verified through the use of a separate CFD analysis. Additional experiments were performed to determine the influence on the sparger geometry and the initial column height on the experimental results. These experiments indicated that neither of these parameters significantly affected the experimental results. With verification of the correlation and independence of the experimental volume fraction on the test setup confirmed, the analysts were able to move forward with using the bubble sizing procedures for the design verification analysis. All design variables required from the CFD analysis of the vessel were provided to the client. 
