ABSTRACT Accurate signal detection is one of the most important requirements of wireless communication systems. The two most important processes of the signal detection are channel estimation and compensation. Since an orthogonal frequency-division multiplexing (OFDM) system among wireless communication systems uses orthogonal sub-carriers, the system has advantages of high bandwidth efficiency and simple channel compensation process compared with a single carrier system. However, due to the imperfect channel estimation and amplification of receiving noise by the channel compensation process, the reliability performance of the system is deteriorated according to the channel condition. This paper aims to introduce a new signal detection scheme based on deep learning. To address the challenges of signal detection, we propose the method which integrates the ensemble deep learning with the acquired received signals from multi-path channel according to the channel condition. The channel estimation corresponds to learning the deep neural network, and the channel compensation corresponds to assigning the received data to the learned network. Experiments on the OFDM symbol classification demonstrate that the proposed scheme has dramatically improved reliability performance compared with the conventional scheme.
I. INTRODUCTION
While 4G mobile communication supports data services that are only faster than the conventional systems, 5G new radio (NR) is expected to achieve a new level of efficiency that will benefits the various fields of future society [1] . Examples of use cases that can be utilized by using 5G NR include immersive entertainment and experiences, autonomous driving, and remote healthcare. To support these services, 5G NR should support very high reliability [1] , [2] . One of the most important considerations in the design of 5G NR is radio waveform. Although many approaches have been evaluated, an optimized orthogonal frequency division multiplexing (OFDM)-based waveform with flexible framework is expected to be adopted as the radio waveform of 5G NR [1] , [3] .
In the OFDM system, although there are various performance degradation factors for signal detection, the most important factors are channel estimation and compensation [4] , [5] . The channel estimation schemes are based on the inserted pilots on the OFDM symbol. The traditional channel estimation schemes such as least square (LS) and minimum mean-square error (MMSE) estimation have been used and optimized with different types of interpolation [6] , [7] . The perfect channel estimation is impossible due to the contamination of pilot by receiving noise. Also, even if the channel estimation is perfect, the receiving noise is amplified by the channel compensation and the sensitivity of noise is increased in the demodulation process according to channel condition.
Recently, machine learning has been evaluated as effective way to solve complex problems such as object and voice recognition [8] - [10] . In particular, deep learning has led to substantial performance improvement for a wide range of fields, including natural language processing, computer vision. A general deep learning model consists of multiple layers including multiple neurons. The input of each layer is calculated as the output of non-linear function for the weighted sum of the neurons on the previous layer. The weights between each layer are adjusted by the training process. Deep learning can be largely divided into supervised learning and unsupervised learning, and reinforcement learning. This paper focuses on the deep learning based on supervised learning. In the deep learning based on supervised learning, the label of utilized data for training is known in advance. For the training of the parameters, the loss function is defined as the difference between the output of deep learning network and label. The loss function is partially differentiated by each parameter and the local minimum is searched according to the slope of the loss function for each parameter [11] . When the value of loss function is lower than the pre-defined threshold, the training of network stops.
Ensemble learning is an interesting topic to improve the performance of machine learning [12] . Ensemble learning generates multiple prediction models from the given training data and combines the models into one integrated prediction model. The main key of the performance improvement by ensemble learning is diversity. Ensemble learning is mainly categorized as bootstrap aggregation (Bagging) and adaptive boosting (AdaBoost). Bagging generates a majority model by randomly assigning training data to each model with the same structure [13] . Also, AdaBoost generates a predictive model through iterative linear weighted combination for each model [14] .
Although deep learning has excellent performance in fields such as natural language processing and computer vision, there are not many researches and papers for the application of deep learning in wireless communication field. Furthermore, in the previous papers, the proposed deep neural networks was used for only accurate channel estimation [15] - [17] . However, we propose the deep neural network that can simultaneously process accurate channel estimation and compensation. Also, in order to performance improvement, the proposed ensemble model adaptively utilizes the received signals from multi-path channel with each relative receive power.
The outline of this paper is organized as follows. The system model is presented in Section II. Section III presents the proposed models and experimental results for channel estimation and compensation of OFDM system. Finally, Section IV concludes this paper. Figure 1 shows an OFDM communication system model. In the transmitter, the data bits are converted to symbol through modulation. The modulated symbols are inserted into each sub-carrier of the OFDM symbol through inverse fast Fourier transform (IFFT). The OFDM symbol is transmitted with added cyclic prefix (CP). The transmitted OFDM symbol is received through a multi-path fading channel. In the receiver, the noise-added OFDM symbol is written as follows,
II. OFDM SYSTEM MODEL WITH CHANNEL ESTIMATION AND COMPENSATION
where y denotes the noise-added OFDM symbol and x denotes the transmitted OFDM symbol. Also, h denotes the multi-path channel between the transmitter and receiver and n denotes additive white Gaussian noise (AWGN). In the receiver, the CP is removed from the OFDM symbol and FFT is processed for the simple channel compensation. The channel compensation process is written as follows,
whereĤ denotes the estimated channel andX denotes the estimated symbol. The data bits are detected from estimated symbol through demodulation. The reliability performance of the system is deteriorated by the channel estimation and compensation. The channel estimation schemes are based on the inserted pilots on the OFDM symbol. The traditional channel estimation schemes such as LS and MMSE estimation have been used and optimized with different types of interpolation. The estimated channel by LS VOLUME 6, 2018 is written as follows,
where p n denotes the n-th pilot index of OFDM symbol. X(p n ), n = {1, 2, · · · , N } denotes a pilot signal that is known between the transmitter and the receiver for channel estimation. The channel coefficients between each pilot are estimated by using interpolation. However, since LS is based on the contaminated pilot by the receiving noise, the mean squared error (MSE) of the estimated channel by LS is inversely proportional to signal to noise ratio (SNR).
To improve the channel estimation error by LS, MMSE utilizes the second order statistics of channel. The estimated channel by MMSE is written as follows,
where R HH denotes the cross-correlation matrix between the true channel and temporary estimated channel. Also,
denotes SNR. Although MMSE has better channel estimation performance than LS, the scheme is based on the contaminated pilot by the receiving noise such as LS and it is impossible to perform perfect channel estimation. Also, even if the channel estimation is perfect, the receiving noise is amplified by the channel compensation of Eq. (2) . As the fading of the channel becomes larger, the channel coefficient becomes smaller and the amplification of receiving noise by channel compensation is increased according to channel condition.
III. SIGNAL DETECTION BASED ON PROPOSED MODEL
In this section, the proposed learning models for signal detection of OFDM system are explained with simulation results. The proposed learning models replace the shaded channel estimation and compensation parts in the OFDM system of Fig. 1 . Also, this section is divided into three sub-sections. Sub-section A defines the appropriate training data, label, and activation function of proposed deep learning model. Subsection B defines the ensemble model based on the received signals from multi-path channel. The last sub-section defines the adaptive ensemble model according to channel condition. In all simulations, the symbols are randomly generated and Rayleigh fading channel with random 1 ∼ 7 paths is used [4] .
A. DEEP LEARNING MODEL
The deep neural network of the proposed learning model is shown in Fig. 2 . The number of neurons in the input layer of proposed network is N S , which is equal to the number of sub-carriers of OFDM symbol. The sets of neuron values in the input layer, hidden layer, and output layer are denoted as Z, V, andC, respectively. Also, the sets of weights and biases between each layer are denoted as W and b, respectively. The weights and biases between each layer are adjusted by the 
where Z is training data and is defined as the FFT-processed receive signal. Also, a new activation function that is extended from the randomized leaky rectified linear unit (RReLU) is defined as follows [18] ,
where
where α is randomly extracted from a given uniform distribution U (l, u) during training and is fixed as average after the training is complete. The newly defined activation function is named as extended RReLU (ERReLU). The reason for using the newly proposed ERReLU as the activation function is that the training data and label are complex signal including real and imaginary values. The label is defined as the set of constellation points corresponding to the used modulation in the transmitter. The labels corresponding to biphase shift keying (BPSK), quadrature PSK (QPSK), 16 quadrature amplitude modulation (QAM), and 64QAM are shown in Fig. 3 . The constellation points of Fig. 3 are normalized by the described constant in Table 1 . C x means the x-th constellation point. Since the performance of signal detection should be compared under equivalent power condition, the constellation is normalized by the described constant in Table 1 . The training process of the neural network induces the value of each neuron in output layer to the generated constellation point in the transmitter. This process enables the neural network to perform channel estimation and compensation. Therefore, the value of neuron in the output layer should be calculated as the pre-defined complex value in constellation. However, since the output of conventional non-linear activation functions such as sigmoid and hyperbolic tangent is converged in a limited range, the functions can not generate the constellation points at the output layer [19] . Also, since the symbols are randomly generated with the same probability from the pre-defined constellation points in the range of positive and negative number, ReLU function that has linear property in a limited range and parametric ReLU (PReLU) and RReLU function that have different linear property according to the range are not suitable [18] . Although it is possible to derive the constellation point from the output layer through a linear function, it can not have the advantage of deeply layering the network. Therefore, the proposed ERReLU is defined as the activation function of the proposed deep learning model. For the loss function, the Euclidean distance is used as follows,
The threshold for loss function is determined as 10 −4 . The reliability performances of the proposed deep learning model and conventional scheme are shown in Fig. 4 . In the conventional scheme, it is assumed that the channel estimation is perfect. Therefore, the results of Fig. 4 show improved performance than the conventional scheme. The used OFDM symbol in the simulation consists of 256 subcarriers and BPSK, QPSK, 16QAM, and 64QAM are used as modulation scheme. 5G NR requires a packet loss of less than 10 −5 [1] , [2] . The simulations are performed on the symbol which is the smallest unit of the packet and show symbol error rate (SER). In the conventional scheme, the SNR of more than 40dB is required to satisfy the SER of 10 −5 . But, the proposed deep learning model satisfies the SER of 10 −5 at about SNR of 17dB, 18dB, 26dB and 33dB for BPSK, QPSK, 16QAM, and 64QAM, respectively. The low SNR means that the fading of channel is large and the receiving noise is greatly amplified according to the channel condition. Also, since the channel estimation depends on the inserted pilot on the received signal, the estimation accuracy is reduced according to the channel condition. But, in the proposed deep learning model, the channel is accurately estimated by determining the small threshold for the loss function. Also, by assigning the FFT-processed receive signal to the learned neural network, the adjacent value to the constellation point is derived from the neuron of output layer. This process corresponds to the channel compensation process and leads to performance improvement by avoiding the generated amplification of noise in the conventional scheme.
B. ENSEMBLE LEARNING MODEL
This sub-section proposes the ensemble model that utilizes the received signals through the multi-path. The difference of used data between the proposed deep learning model and ensemble model is shown in Fig. 5 . In the deep learning model and conventional system, the received OFDM symbols are combined and the components from the (N C + 1)-th to the (N C + N S )-th of the combined symbol are extracted. The extracted components (Z ) are converted into Z after FFT process is completed. Z is assigned to the input layer of deep neural network. But, in the ensemble model, the each received OFDM symbols (Z 1 , · · · , Z L ) are assigned to the input layer of each independent deep neural network after each CP is removed and FFT process is completed. Therefore, the ensemble model generates L independent deep neural network. L means the number of multi-paths.
SER performances of the ensemble model are shown in Fig. 6 . Also, Table 2 shows the performance comparison for each model under the reliability performance condition. The ensemble model satisfies the SER of 10 −5 at about SNR of 13dB, 17dB, 23dB, 32dB for BPSK, QPSK, 16QAM, and 64QAM respectively. Compared to the deep learning model, the ensemble model has a performance gain of about 0.5 ∼ 3.6dB under the condition to satisfy SER of 10 −5 . Although the SER performance at low SNR is lower than the deep learning model, the performance degradation is shown in the range of SNR with SER performance of more than 10 −2 . The SER performance of more than 10 −2 is meaningless numerical result in the communication field, especially in 5G NR. The reason for the performance degradation at low SNR is that the ensemble model accurately works when each model satisfies a certain level of performance. 
C. ADAPTIVE ENSEMBLE MODEL BASED ON POWER DELAY PROFILE
In order to improve the performance of ensemble model, the power delay profile of received signals from multi-path is used as the adaptive factor of ensemble model. Fig. 7 shows the model of power delay profile. The received signals have different delay and receive power according to multi-path channel. The number of multi-paths can be different according to the location of transmitter and receiver. Also, generally, the receive power is relatively small as the receive delay increases.
The adaptive factor of ensemble model for the j-th subcarrier of OFDM symbol is calculated as follows,
where P Y i,j denotes the power value of the j-th subcarrier of received OFDM symbol through the i-th multi-path. As shown in Fig. 7 , each received signal by the multi-path channel has different power. Since the degree of occurrence of the outlier by receiving noise is variable according to the power of input signal for neural network, P Y i,j is used as the adaptive factor of ensemble learning according to channel condition. N j S denotes the sum of power of received symbol through each multi-path in the j-th sub-carrier and is used as the normalization factor of P Y i,j . Also, W i,j T is re-normalized as follows, where
where N j M is the largest value in W i,j T for each multi-path in the j-th sub-carrier. The normalized W i,j N has a value in the range of (0, 1]. Fig. 8 shows the proposed adaptive ensemble model. C means the estimated symbol from each neuron in output layer of each network. C is estimated by unit of sub-carrier. C x is the x-th point in the corresponding constellation such as Fig. 3 and is denoted by the following matrix, which is composed of the x-th component with 1 and the rest of components with 0.
The matrix T combines the estimation results of each network by unit of sub-carrier. The generated T by unit of sub-carrier is composed of the generated C in each network as each row. T satisfies the following two conditions.
The cost function for the x-th sub-carrier of the proposed adaptive ensemble model is calculated by the combined matrix for estimation results (T) and normalized adaptive factor (W N ) as follows,
where arg max j (·) is an operation for searching a variable j that maximizes the operation value in (). Also, N P means the number of constellation points and .· means element-byelement multiplication. The symbol of the x-th sub-carrier for the adaptive ensemble model is estimated as follows, Fig. 9 shows SER performances of the adaptive ensemble model. Also, Table 3 shows the performance under the reliability performance condition. The adaptive ensemble model satisfies the SER of 10 −5 at about SNR of 13dB, 15dB, 23dB, and 30dB for BPSK, QPSK, 16QAM, and 64QAM, respectively. Compared to the ensemble model, the adaptive model has a performance gain of about 0.4 ∼ 2.2dB under the condition to satisfy SER of 10 −5 . Also, it is confirmed that the adaptive model has the improved performance compared with the ensemble model at low SNR. This results prove that the method of assigning a large weight to the model that is relatively robust to noise contributes to performance improvement.
IV. CONCLUSION
The performance of signal detection in a wireless communication system is severely deteriorated by imperfect channel estimation by receiving noise and amplification of receiving noise by channel compensation according to channel condition. To correctly classify the constellation point of modulated symbol on each sub-carrier in OFDM system, we propose a new detection scheme based on the adaptive ensemble deep learning. In order to apply deep learning for signal detection in wireless communication system, the appropriate training data, label, and activation function are defined as the FFT-processed receive signal, constellation point, and ERReLU, respectively. Also, the proposed ensemble model adaptively utilizes the received signals from multi-path channel with each relative receive power. Therefore, this paper proposes an effective way of utilizing available data in the wireless communication system for signal detection. Experiments on the OFDM symbol classification demonstrate that the proposed scheme has dramatically improved reliability performance compared with the conventional scheme. In the future, this work can be extended to solve various problems of the wireless communication system and the proposed model can be upgraded to satisfy the specific performance in various systems.
