Summary. The Density Theorem for Gabor Frames is a fundamental result in timefrequency analysis. Beginning with Baggett's proof that a rectangular lattice Gabor system {e 2πiβnt g(t − αk)} n,k∈Z must be incomplete in L 2 (R) whenever αβ > 1, the necessary conditions for a Gabor system to be complete, a frame, a Riesz basis, or a Riesz sequence have been extended to arbitrary lattices and beyond. The first partial proofs of the Density Theorem for irregular Gabor frames were given by Landau in 1993 and by Ramanathan and Steger in 1995. A key fact proved by Ramanathan and Steger is that irregular Gabor frames possess a certain Homogeneous Approximation Property (HAP), and that the Density Theorem is a consequence of this HAP. This chapter provides a brief history of the Density Theorem and a detailed account of the proofs of Ramanathan and Steger. Furthermore, we show that the techniques of Ramanathan and Steger can be used to give a full proof of a general version of Density Theorem for irregular Gabor frames in higher dimensions and with finitely many generators.
Introduction

Frames and Gabor Systems
Frames provide basis-like but generally nonunique representations of vectors in a Hilbert space. Moreover, these expansions possess a variety of desirable stability properties. One of these is inherent in the definition itself: A sequence {f n } n∈N is a frame if the 2 -norm of the frame coefficients { f, f n } n∈N of f ∈ H is an equivalent norm for H. Thus a perturbation of f is directly reflected in the size of the frame coefficients, and vice versa. Moreover, it follows from this equivalence of norms that there exist expansions of the form f = c n (f ) f n for each f ∈ H. The coefficients c n (f ) are not unique in general, but there is a canonical choice, and for this choice the expansions converge unconditionally (regardless of ordering). A frame for which the coefficients are unique for each f is called a Riesz basis, and is the image of an orthonormal basis under a continuous bijection of H onto itself. Precise definitions of all terminology are given in Section 2 below.
Frames were first introduced by Duffin and Schaeffer [19] in the context of nonharmonic Fourier expansions, and today they have applications in a wide range of areas. We will be especially interested in a particular class of frames for L 2 (R d ) whose elements are simply generated from a single generator in
, called a window function or an atom, and given a sequence Λ of points in the time-frequency plane R d × R d = R 2d , the Gabor system generated by g and Λ is G(g, Λ) = {e 2πiξ·t g(t − x)} (x,ξ)∈Λ = {M ξ T x g} (x,ξ)∈Λ ,
where T x g(t) = g(t − x) is translation and M ξ g(t) = e 2πit·ξ g(t) is modulation. That is, the Gabor system is generated by applying a discrete collection of time-frequency shift operators M ξ T x to the window g. The Gabor system is a frame if there exist constants A, B > 0 such that
We will be concerned in this chapter with the question of when a Gabor system can be complete, a frame, a Riesz basis, or a Riesz sequence (a Riesz basis for its closed span) in H. There is a rich literature on this subject, which we will only attempt to briefly review, while the main body of the chapter will be concerned with an approach to this question introduced by Ramanathan and Steger in [47] . For a detailed survey of the history, context, and evolution of the Density Theorem, we refer to [30] .
Gaussian Windows
We begin our history with the special case of the Gaussian window ϕ(t) = 2 1/4 e −πt 2 in one dimension. Von Neumann [43, p. 406] claimed without proof that if Λ is the unit lattice Λ = Z 2 , then the Gabor system G(g, Z 2 ) = {M n T k ϕ} k,n∈Z is complete in L 2 (R). This claim was proved to be correct in [6] , [46] , and [1] . However, completeness is quite a weak property. It only means that the finite linear span is dense, so every vector f ∈ L 2 (R) can be approximated as well as we like by some finite linear combination of the elements of G(ϕ, Z 2 ), but it gives us no information about what those linear combinations are.
Gabor [23] conjectured more: he wrote that each f ∈ L 2 (R) can actually be represented in the form
for some scalars c kn (f ). This is not a consequence of completeness. Gabor's claim was proved by Janssen [34] to be correct-but only in a weak sense, as he proved that the series in (1) converge only in the sense of tempered distributions and not in the norm of L 2 . G(ϕ, Z 2 ) is neither a frame nor a Riesz basis for L 2 (R).
The Density Theorem for Rectangular Lattice Gabor Systems
As we have seen, the Gabor system generated by the Gaussian window with respect to the unit lattice is not particularly useful. However, we can try other windows and other index sets, such as a rectangular lattice of the form Λ = αZ×βZ. Indeed, Daubechies, Grossmann, and Morlet sparked a revitalization of interest in frame theory when they proved in [16] that for each α, β > 0 with αβ ≤ 1 it is possible to construct a compactly supported g such that G(g, αZ × βZ) forms a frame for L 2 (R). When αβ < 1, we can even do this with g ∈ C ∞ c (R). For αβ = 1, if we let g be the characteristic function of the interval [0, α], then G(g, αZ × 1 α Z) is an orthonormal basis for L 2 (R). Thus, at least when αβ < 1, we can form Gabor frames using windows which are very well-localized in the time-frequency plane.
Two later fundamental results for Gabor systems on rectangular lattices show that the properties of the "Painless Nonorthogonal Expansions" of [16] are actually typical of Gabor systems. The first is the following Density Theorem, which states that the value of αβ distinguishes between the cases where G(g, αZ × βZ) can be complete, a frame, a Riesz basis, or a Riesz sequence. Only the value of the product is relevant since by applying the unitary dilation operator D r g(t) = r 1/2 g(rt), G(g, αZ × βZ) is complete, a frame, a Riesz basis, or a Riesz sequence if and only if the same is true of G(D r g, α r Z × rβZ).
Theorem 1 (Density Theorem for Rectangular Lattices
(R) and let Λ = αZ × βZ where α, β > 0. Then the following statements hold.
(c) G(g, αZ × βZ) is a Riesz basis for L 2 (R) if and only if it is a frame for L 2 (R) and αβ = 1.
The Density Theorem and its extensions will be the focus of this chapter, but we also mention here a second result which explains why there is such a difference in quality between the constructions of [16] for the cases αβ < 1 and αβ = 1. This is the Balian-Low Theorem, which states that the generator of any rectangular lattice Gabor Riesz basis must be poorly localized in the time-frequency plane.
As a consequence, it is "redundant" (non-Riesz basis) Gabor frames that are usually used in practice.
Brief History of the Density Theorem
Rectangular lattice Gabor systems are especially attractive because there are so many tools available for studying them. We will mention some of these while giving a brief review of the history of the Density Theorem.
Part (a) of Theorem 1 was proved by Baggett in [2] . The time-frequency operators M βn T αk corresponding to the rectangular lattice αZ × βZ generate a von Neumann algebra, and Baggett made use of the representation theory of the discrete Heisenberg group to derive his proof. For an exposition of Baggett's operator-theoretic proof, see [21] .
Part (a) was also proved, for the special case that the product αβ is rational by Daubechies [13] . Her proof relied on the Zak transform, which is another "algebraic" tool in the sense that it is dependent on the fact that the index set is a rectangular lattice. This proof is constructive in the sense that if g and a rational αβ > 1 are given, then it constructs a nonzero function that is orthogonal to all the elements of G(g, αZ × βZ).
Daubechies also noted in [13] that a proof for general αβ can be inferred from results of Rieffel [48] on coupling constants of C * -algebras (however, no part of the Density Theorem is explicitly stated in [48] ). Another proof of part (a), also based on coupling constants, was given by Daubechies, H. Landau, and Z. Landau in [17] , and other proofs can be found in [22] and [9] .
Speaking of the operator-theoretic approaches by Baggett and Rieffel, Gröchenig [25, p. 139 ] remarks:
The power of this abstract mathematical theory seems to have been slightly suspicious to applied mathematicians . . . and as a consequence they inspired a wide range of new and different approaches to issues connected with the Density Theorem. In particular, while part (b) is a special case of part (a), several different and revealing proofs of part (b) have been found (i.e., proofs that show that G(g, αZ × βZ) cannot be a frame when αβ > 1, but which do not show that G(g, αZ × βZ) must be incomplete). For example, Janssen [35] gave a "simple" proof of parts (b) and (c) based on the algebraic structure of the rectangular lattice αZ × βZ and the remarkable Wexler-Raz biorthogonality relations for Gabor frames G(g, αZ × βZ).
Before stating the Wexler-Raz relations, let us recall a few basic facts. If G(g, αZ × βZ) is a frame, then the frame operator
However, it is easy to see that S commutes with M βn T αk for k, n ∈ Z, hence S −1 commutes with them as well, and so this dual frame actually is the Gabor frame G(g, αZ × βZ) wherẽ g = S −1 g. By expanding the equalities f = SS −1 f = S −1 Sf , we obtain the frame expansions
for f ∈ L 2 (R), where these series converge unconditionally in the norm of L 2 (R). In general, however, the coefficients in these expansions need not be unique. It is important to note that the structure of the index set Λ = αZ×βZ is critical to these remarks-for an arbitrary sequence Λ the dual frame of G(g, Λ) need not be another Gabor frame, cf. [5] .
The next result is actually just a special case of the Wexler-Raz relations, cf. [25, Thm. 7.3.1] , and see [30] for more detailed references.
Note that a frame has a biorthogonal system if and only if it is a Riesz basis. However, in the Wexler-Raz relations it is not the frame G(g, αZ × βZ) which has a biorthogonal system, but rather the Gabor system G(g,
Part (b) of the Density Theorem follows directly from the Wexler-Raz relations. Using the notation given above, if G(g, αZ × βZ) is a frame then from equation (3) we have that αβ = g,g . However, we know that S −1 is a positive operator that commutes with M βn T αk , so by applying the frame expansions in (2) to the function f = g (and recalling thatg = S −1 g), we obtain the following:
Consequently, αβ ≤ 1, which proves part (b) of Theorem 1. Further, if G(g, αZ × βZ) is a Riesz basis then it follows from basic frame principles that it is biorthogonal to its canonical dual frame G(g, αZ × βZ), specifically,
Hence equality holds in line (4) above, so αβ = (αβ) 2 , and therefore αβ = 1. This proves part (c) of Theorem 1.
Part (d) of Theorem 1, dealing with Riesz sequences, is also related to Wexler-Raz, and more specifically to a stronger result known as the Duality Principle (sometimes called the Ron-Shen Duality Principle). A restricted form of the Duality Principle is as follows, cf. [25, Sec. 7.4] , and see [30] for more detailed discussion and references.
Theorem 4 (Duality Principle). Let g ∈ L 2 (R) and let Λ = αZ × βZ where α, β > 0. Then the following statements are equivalent.
If we accept the Duality Principle, then by interchanging the roles of α, β and 
The Density Theorem for Arbitrary Lattices
Theorem 1 extends easily to rectangular lattices of the form Λ = αZ d × βZ d in higher dimensions. We can also immediately extend the Density Theorem to certain more general lattices, specifically those of the form Λ = αA(Z 2d ) where A is a symplectic matrix and α > 0. This is because if Λ has this form then there exists a unitary operator µ A :
and scalars c A (αk, βn) with unit modulus such that
where
A (g). The operator µ A is called a metaplectic transform. The reason that symplectic matrices and metaplectic transforms arise in this context is directly related to the representation theory of the Heisenberg group, see [25, Sec. 9.4] for definitions and details.
If we remove the scalars c A (αk, βn) from the righthand set in (5), then the resulting set is µ A G(h, αZ 2d ) , which is the image of a rectangular lattice
Gabor system under a unitary map. Yet although the righthand set in (5) 2d . This allows us to easily extend the Density Theorem to the particular case where Λ = αA(Z 2d ) with A symplectic. The surprise is that the Density Theorem actually extends to arbitrary lattices Λ = A(Z 2d ), where A can be any invertible 2d × 2d matrix. This is nontrivial when A is not a multiple of a symplectic matrix.
Define the volume of a lattice A(Z 2d ) to be the area of a fundamental domain for the lattice:
In particular, for a one-dimensional (d = 1) rectangular lattice, vol αZ × βZ = αβ. With this notation, the Density Theorem with respect to arbitrary lattices is as follows.
Theorem 5 (Density Theorem for Lattices
where A is an invertible 2d × 2d matrix. Then the following statements hold.
We refer to [30] for a complete discussion of references. Parts (b) and (c) of the Density Theorem are immediate consequences of Ramanathan and Steger's results on the Density Theorem for irregular Gabor frames in [47] , which we will discuss in more detail below. More precisely, [47] applies to d = 1; the extension to higher dimensions was made in [11] and is also proved in this chapter.
Parts (b), (c), and (d) are consequences of the extension by Feichtinger and Kozek of the Wexler-Raz relations and the Duality Principle to arbitrary lattices [20] . In that paper, they introduced the notion of the adjoint of a general lattice (which is distinct from the better-known dual lattice that plays a role in many formulas in Fourier analysis).
It appears that part (a) of the Density Theorem was only established in its full generality recently, by Bekka. The following is [7, Thm. 4] , and is only a special case of the more general results obtained in that paper (Bekka himself attributes this result to Feichtinger and Kozek [20] , but while as we have mentioned that paper does contain many results for Gabor systems on arbitrary lattices, it does not contain Theorem 6).
Theorem 6 (Existence of Lattice Gabor Frames). Let
. Then the following statements are equivalent.
The following statements are also equivalent.
(a') vol(Λ) = 1.
For the case of separable lattices, i.e.,
, the equivalences in Theorem 6 were earlier proved in [28] , [22] .
We feel that Theorem 6 is quite surprising. For the one-dimensional case, Daubechies and Grossmann [15] 
2 is the Gaussian window, then G(ϕ, αZ × βZ) is a frame if and only if 0 < αβ < 1. Evidence supporting this conjecture was given in [13] , and the full conjecture was proved by Lyubarskii [42] and by Seip and Wallstén [50] , [51] (see also the simple proof and additional references in [35] ). It is therefore tempting to expect that if we let
will be a frame whenever vol(A) < 1. However, this is false. Even if we consider more general rectangular lattices of the form
i.e., a diagonal matrix A, it follows from the Lyubarskii and Seip/Wallstén
will be incomplete. In particular, whenever d > 1 there exist lattices Λ with arbitrarily small volume such that
). Yet by Theorem 6, there must exist some g such that G(g, Λ) is a frame.
However, Bekka's proof of Theorem 6 is not constructive. On the other hand, the proof in [28] of Theorem 6 for the special case of separable lattices
The window constructed in [28] is the characteristic function of a set. In some cases this set will be compact; e.g., this is the case if A, B have all rational entries.
The Density Theorem for Irregular Gabor Systems
All of the previous discussion relied in one way or another on the structural properties of the index set Λ. However, consider what happens if we take a lattice A(Z 2d ) and perturb even one single point of the lattice-the resulting set Λ is no longer a lattice. Every "algebraic" tool that has so far been mentioned, including the Duality Principle, the Wexler-Raz biorthogonality relations, the Zak transform, and von Neumann algebra techniques (and other techniques that we have not described such as the Walnut representation and the Janssen representation), is rendered inapplicable to the study of G(g, Λ).
Yet necessary conditions for G(g, Λ) to be a frame or a Riesz basis for L 2 (R d ) are known even for arbitrary sequences Λ. These require entirely new tools, which were first supplied by H. Landau [40] , Ramanathan and Steger [47] , and Janssen [36] , who provided the first partial extensions of the Density Theorem to irregular Gabor frames (and, in the case of [36] , to more general systems).
In Theorems 1 and 5, the value that distinguishes between the various cases is the volume of the lattice, which is the area of a fundamental domain for the lattice. In the irregular setting there is no analogue of a fundamental domain, and instead it is the Beurling density of Λ that distinguishes between the various cases. Beurling density measures in some sense the average number of points inside unit cubes. However, because the points are not uniformly distributed, there is not a single definition, but rather lower and upper limits to the average density, which we denote by D − (Λ) and D + (Λ), respectively. The precise definition is given in Section 2.4 below.
The Density Theorem for Gabor systems with arbitrary index sets is as follows (we say that Λ is uniformly separated if there exists a δ > 0 such that |λ − µ| ≥ δ for all λ = µ ∈ Λ).
Theorem 7 (Density Theorem for Gabor Frames
The critical value D ± (Λ) = 1 is sometimes called the Nyquist density. . To compare to the previous Density Theorems, we note that the Beurling density of a rectangular lattice is
and the density of a general lattice A(Z 2d ) is
i.e., high density corresponds to small volume and conversely.
There is a rich literature on ideas and results closely related to the Density Theorem in the settings of sampling and interpolation of band-limited functions, density conditions for systems of windowed exponentials, sampling in the Bargmann-Fock space of entire functions, and density conditions for abstract localized frames. Indeed, the precise formulation of the Nyquist density is due to Landau [38] , [39] , in the context of sampling and interpolation of band-limited functions. We will not attempt to describe that literature here.
A Brief History
Note that in contrast to the Density Theorem for the case of lattices, part (a) of Theorem 7 has an empty conclusion (i.e., it gives no information), for by definition of Beurling density we always have that 0
Ramanathan and Steger conjectured in [47] that Theorem 7(a) should be improvable to say that if
. This was shown in [8] to be false: for any ε > 0 there exists a function g ∈ L 2 (R) and a sequence Λ ⊂ R 2 with 0 < D
is complete. Indeed, it has even been shown that there exist g and Λ such that D + (Λ) = 0 yet G(g, Λ) is complete [44] , [45] , [49] . Thus there is a stark contrast between lattice and non-lattice Gabor systems with regard to completeness.
For the one-dimensional case (d = 1), part (b) of Theorem 7 was first proved, but with extra hypotheses on g, by H. Landau [ Parts (b) and (c) were proved for arbitrary g ∈ L 2 (R), but with extra hypotheses on Λ, by Ramanathan and Steger [47] . Specifically, Ramanathan and Steger only considered the case where Λ is uniformly separated. However, not all irregular Gabor frames are uniformly separated. For example, if we let
2 ) is a frame, but the index set is not uniformly separated. The fact a Gabor Riesz sequence must be uniformly separated was proved in [18] .
Janssen [36] proved part (b) for "half irregular" Λ ⊂ R 2 , i.e., of the form Λ = αZ×Γ with Γ irregular. Furthermore, Janssen's result actually applies to certain more general systems whose elements need not be exact time-frequency shifts of a single generator.
In their paper, Ramanathan and Steger introduced a fundamental new concept in the study of Gabor frames. Namely, they showed that all Gabor frames satisfy a certain Homogeneous Approximation Property (HAP). Gröchenig and Razafinjatovo [27] modified and improved this technique to derive density conditions in the context of sampling of bandlimited functions. Inspired by [27] , a complete proof of Theorem 7, without restrictions on g or Λ, was given in [11] . Additionally, the Density Theorem was extended in [11] to the case of higher dimensions and finitely many generators, and some other applications were made. Further results related to the density of systems of windowed exponentials appear in [31] , and the role of the HAP in wavelet theory is expored in [32] .
The HAP was one of the inspirations for the study of abstract localized frames in the papers [4] , [5] . Among other results, it was shown there that the HAP and the Density Theorem are consequence of more general considerations rather than the particular rigid structure of Gabor systems. In particular, part (d) of Theorem 7 was first proved in [5] . Localized frames were independently introduced and published by Gröchenig [26] , for entirely different purposes.
Goals of This Paper
The introduction of the HAP by Ramanathan and Steger was a fundamental advance in the understanding of arbitrary ("irregular") Gabor frames. Unfortunately, the proofs in [47] were mostly given in "sketch" form, and the significance of this paper has not generally been well-appreciated. Our goal in the remainder of this chapter is to give a more complete exposition of some of the proofs of the results of Ramanathan and Steger. In the process, we also show that their approach can in fact be applied to completely arbitrary Gabor frames G(g, Λ), without restrictions on g or Λ (although the modified technique introduced by Gröchenig and Razafinjatovo in [27] clearly remains more "elegant"). We also extend to the case of finitely many generators and to higher dimensions. The theorems we obtain are not new, and indeed are contained in full generality in [11] . However, we hope this chapter will inspire the reader to further consider the Homogeneous Approximation Property and to pursue the most recent results on localized frames.
Of course, [47] is not the only significant advance in the theory of irregular Gabor frames. An incomplete list of other references not already mentioned above includes [24] , [12] , [52] , [3] , [41] , [53] , [37] .
Our chapter is organized as follows. In Section 2 we present our notation, background, and technical results on the short-time Fourier transform, frames, density, and weak convergence of sequences of sets. The drawback of the Ramanathan and Steger approach is evident in this section-a great deal of technicality is required to deal with the weak convergence of sequences of sequences and their corresponding Gabor systems. The modified HAP introduced by Gröchenig and Razafinjatovo allows a much "cleaner" approach, and in particular, the use of weak convergence is avoided in [27] . In Section 3 we define several versions of the HAP, and use this to derive the Density Theorem in higher dimensions with finitely many generators.
Notation and Preliminaries
In this section we define our terminology and provide some background and discussion related to our results.
General notation
Let Λ = {λ i } i∈I be a sequence of points in R 2d , with a countable index set I. For simplicity of notation, we will write Λ ⊂ R 2d , but we always mean that Λ is a sequence and not merely a subset of R 2d . In particular, repetitions of elements are allowed. A sequence Λ is a lattice if Λ = A(Z 2d ) where A is a 2d × 2d invertible matrix.
Often we will deal with several sequences Λ 1 , . . . , Λ N ⊂ R d , and will use the notation Λ = N k=1 Λ k to denote the disjoint union of these sequences. In particular, if each Λ k is indexed as Λ k = {λ jk } j∈N , then Λ is the sequence Λ = {λ 11 , . . . , λ 1N , λ 21 , . . . , λ 2N , . . . }.
Given z ∈ R 2d and h > 0, we let Q h (z) denote the closed cube in R 2d centered at z with side lengths h, specifically,
If H is a Hilbert space and f i ∈ H for i ∈ I, then span{f i } i∈I will denote the finite linear span of {f i } i∈I , and span{f i } i∈I will denote the closure of this set in H. The distance from a vector f ∈ H to a closed subspace
The translation of a function g by
, and the modulation of g by ξ ∈ R d is M ξ g(t) = e 2πiξ·t g(t). Using this notation,
The family of translation operators is strongly continuous, as is the family of modulation operators. This implies the following.
and ε > 0 be given. Then there exists δ > 0 such that
Corollary 9. Let K ⊂ R d be compact, and let f ∈ L 2 (R d ) and ε > 0 be given. Then there exists δ > 0 such that
Amalgam Space Properties of the Short-Time Fourier Transform
We will need the following facts regarding properties of the short-time Fourier transform. We refer to [25] for a detailed discussion of the STFT, the modulation spaces, and the amalgam spaces, and for references to the original literature. Also, a survey of amalgam spaces appears in [29] .
Definition 10. The short-time Fourier transform (STFT) of a function
We have that V g f is continuous and bounded on R 2d , and
We will need some finer properties of the STFT, which we recall next. The modulation spaces were invented by Feichtinger, and extensively investigated by Feichtinger and Gröchenig. They are now recognized as the appropriate function spaces for time-frequency analysis, and occur naturally in mathematical problems involving time-frequency shifts M ξ T x . For our purposes, the following particular modulation space will be sufficient.
M 1 is a Banach space, and its definition is independent of the choice of window, i.e., γ may be replaced by any nonzero function in the Schwartz class, or indeed by any function in M 1 , in the sense of equivalent norms. M 1 contains the Schwartz class, and hence is dense in L 2 . The space M 1 is also called the Feichtinger algebra, and is sometimes denoted S 0 .
We will need the following amalgam space property of the STFT, see [25, Thm. 12.2.1].
Any size cubes may be used to define the amalgam space (in the sense of equivalent norms), i.e., we may replace the unit cubes Q 1 (j) in (6) by the cubes Q δ (jδ) where δ > 0.
The first amalgam spaces were introduced by Wiener in his study of generalized harmonic analysis. A comprehensive general theory of amalgam spaces on locally compact groups was introduced by Feichtinger, and extensively studied by Feichtinger and Gröchenig.
The amalgam space properties of the STFT were not available when Ramanathan and Steger wrote their paper. Instead, they made use of the fact that if γ is the Gaussian function γ(t) = e −t 2 , then the STFT V γ f is very closely related to the Bargmann transform Bf , which is an analytic function. Our use of amalgam spaces is perhaps a little more straightforward, but is not an essential change to their argument.
Bases and Frames
We use the standard notations for frames and Riesz bases as found in the texts [10] , [14] , [25] , [54] or the research-tutorial [33] .
Definition/Facts 13. Let F = {f i } i∈N be a sequence in a Hilbert space H.
(a) F is complete if its finite linear span is dense in H.
(b) F is minimal if there exists a sequence {f i } i∈N in H that is biorthogonal to F, i.e., f i ,f j = δ ij for i, j ∈ N. Equivalently, {f i } i∈N is minimal if f j / ∈ span{f i } i =j for each j ∈ N. We say that F is exact if it is both minimal and complete. In this case the biorthogonal sequence is unique.
(c) A Riesz basis is the image of an orthonormal basis under a continuous invertible mapping of H onto itself.
(d) F is a frame for H if there exist constants A, B > 0, called frame bounds, such that
All Riesz bases are frames, but not conversely.
(e) If F satisfies at least the second inequality in (7) then we say that it is a Bessel sequence or that it possesses an upper frame bound, and we call B a Bessel bound. We have that F is a Bessel sequence if and only if the analysis operator Cf = { f, f i } i∈N is a bounded mapping C : H → 2 . In this case, the adjoint of C is the synthesis operator C * : 2 → H given by C * ({c i } i∈N ) = c i f i (the series converges unconditionally in the norm of H). In particular, if B is a Bessel bound then
Hence f i 2 ≤ B for every i, so every Bessel sequence is uniformly bounded above in norm.
(f) If F is a frame then the frame operator Sf = C * Cf = f, f i f i is a bounded, positive definite, invertible map of H onto itself.
(g) Every frame F has a canonical dual frameF = {f i } i∈N given byf i = S −1 f i where S is the frame operator. Writing out and rearranging the equalities f = SS −1 f = S −1 Sf gives the frame expansions
and furthermore the series in (9) converge unconditionally for every f (so any countable index set can be used to index a frame). In general, the coefficients in (9) need not be unique.
(h) If F is a frame andF is its canonical dual frame then the following statements are equivalent: i. F is a Riesz basis, ii. F is exact, iii. the coefficients in (9) are unique for each f ∈ H, iv. F andF are biorthogonal.
(i) We say that F is a frame sequence or a Riesz sequence if it is a frame or a Riesz basis for its closed linear span in H, respectively.
For the case of a Gabor frame G(g, Λ), if Λ is a rectangular lattice of the form Λ = αZ d × βZ d , then the canonical dual frame is also a Gabor frame with respect to the same lattice, i.e., it has the form G(g, Λ) whereg = S −1 g [25, Prop. 5.2.1]. However, if Λ is not a lattice then the dual frame will not be a Gabor frame in general. There will exist a canonical dual frame, but this dual frame need not consist of time-frequency shifts of a single function.
Beurling Density
Beurling density measures in some sense the average number of points contained in unit cubes. The precise definition is as follows. Definition 14. Let Λ = {λ i } i∈I be a sequence of points in R 2d . The upper and lower Beurling densities of Λ are, respectively,
In general
but these inequalities may be strict, e.g., consider
We say that a sequence Λ is δ-uniformly separated if |λ − µ| ≥ δ for all λ = µ ∈ Λ.
A sequence Λ satisfies D + (Λ) < ∞ if and only if Λ = Λ 1 ∪ · · · ∪ Λ N with each Λ k being δ k -uniformly separated for some δ k > 0 [11, Lem. 2.3] .
It was shown in [11] that if G(g, Λ) is a Bessel sequence, then Λ must have finite density. Specifically, we have the following.
Ramanathan and Steger only considered uniformly separated sequences, which automatically have finite density.
Weak Convergence of Sequences
In this section we develop some machinery concerning the weak convergence of a sequence of subsets of R 2d .
Definition 16. (a)
Given a set E ⊂ R 2d , for each t ≥ 0 define
(c) Given closed sets E n ⊂ R 2d and given a closed set F ⊂ R 2d , we say that E n converges weakly to F if
In this case we write E n w −→ F .
Lemma 17. Let Λ 1 , . . . , Λ N ⊂ R 2d be countable sequences such that each Λ k is δ k -uniformly separated for some δ k > 0. Then given any sequence of points {z n } n∈N in R 2d , there exists a subsequence {w n } n∈N of {z n } n∈N and there exist sequences Λ k ⊂ R 2d such that
Further, if for some k we have
Proof. Since a subsequence of a weakly convergent sequence of sets is still weakly convergent to the same limit set, it suffices to consider the case N = 1. Thus, assume that Λ ⊂ R 2d is δ-uniformly separated and that {z n } n∈N is given.
If D − (Λ) > 0, there will exist some r > 0 such that every cube Q r (z) in R 2d will contain at least one element of Λ. If D − (Λ) = 0, define r = 1. Write
where the R j are closed cubes of sidelength r with disjoint interiors. Since Λ is uniformly separated, there is a finite integer M such that
Furthermore, in the case that D − (Λ) > 0 we also have
Because of equation (10), there must exist some integer 0 ≤ M 1 ≤ M and some subsequence {z
In the case that D − (Λ) > 0, equation (11) implies that M 1 ≥ 1. Similarly, again because of equation (10), there must exist some integer 0 ≤ M 2 ≤ M and some subsequence {z
and again M 2 ≥ 1 if D − (Λ) > 0. Continue in this way to create a subsequence {z j+1 n } n∈N of {z j n } n∈N for each j ∈ N. Set w n = z n n . Then {w n } n∈N is a subsequence of {z j n } n≥j for each j ∈ N, so
Fix j ∈ J and 1 ≤ m ≤ M j . The sequence {λ n j,m } n≥j is contained in the compact set R j , so it must have a convergent subsequence. By using another diagonalization argument, passing to a subsequence of {w n } n∈N if necessary, we can assume that {λ Then for any compact set K ⊂ R 2d and any ε > 0, we have that for all n large enough, every point of Λ ∩ Q is within ε of a point in Λ − w n and conversely. That is, [Λ − w n ∩ K, Λ ∩ K] < ε for all n large enough, so Λ − w n w −→ Λ . Finally, if D − (Λ) > 0, then M j ≥ 1 for every j, so each R j contains at least one element of Λ . Thus in this case we have D − (Λ ) > 0.
Remark 18. Λ could be empty. For example, consider Λ = {0} × Z and z n = (n, 0). Then Λ − z n w −→ ∅. However, if D − (Λ) > 0, then Lemma 17 implies that we can construct a nonempty Λ .
Weak Convergence of Gabor Frames
We will need the following technical result.
(a) each Λ k is δ k -uniformly separated for some δ k > 0, and
Suppose that z n ∈ R 2d and Λ 1 , . . . , Λ N ⊂ R 2d are such that
Proof. Set δ = min{δ 1 /4, . . . , δ N /4}, so each Λ k is 2δ-uniformly separated. In particular, any cube Q δ (z) can contain at most one point of any Λ k . Choose any ε > 0. Fix any nonzero f ∈ M 1 (R d ). Then by Lemma 12, we have
2 ). Hence we can find an m ∈ N such that j∈Z 2d \Qm(0)
Set R = (2m + 1)δ. Since each translated set Λ k − z n has the same density, we have
Hence each point of Λ k −z n ∩K is within η of a point in Λ ∩K, and conversely. Since Λ k −z n is 2δ-uniformly separated and η < δ/2, it follows that each point of Λ k − z n ∩ K is within η of a unique point in Λ ∩ K, and conversely. Hence, if λ = µ ∈ Λ ∩K, then there exist unique points κ = ν ∈ Λ k −z n ∩K such that |λ − κ| < η and |µ − ν| < η. Since Λ k − z n ∩ K is 2δ-uniformly separated, we therefore have 2δ ≤ |κ − ν| ≤ |λ − µ| + |κ − λ| + |µ − ν| < |λ − µ| + η + η < |λ − µ| + δ.
Thus |λ − µ| > δ, and hence we have that Λ k ∩ K is δ-uniformly separated. Since this is true for all compact sets K, we conclude that Λ k is δ-uniformly separated. Thus each cube Q δ (z) can contain at most one point of each
the last inequality following from equation (12) . Similarly, for each n ∈ N we have
Consider for the moment the case D > 0. Since Q R (0) is compact, we have by Corollary 9 that there exists θ > 0 such that
Let n be large enough that
If D = 0, then the quantity being estimated above is zero. In any case, if we write z n = (v n , µ n ), then it follows that
by (13) and (14) ≤
Similarly,
Since ε is arbitrary, we conclude that
, which completes the proof.
Density of Gabor Frames
We now develop the main results on the Homogeneous Approximation Property and the density of Gabor frames.
First we define the Homogeneous Approximation Property (HAP) introduced by Ramanathan and Steger and some variations on this theme. The particular HAP introduced in [47] will here be called the Ramanathan-Steger Weak HAP. We also introduce a slightly stronger property that we call the Ramanathan-Steger Strong HAP. In [27] , Gröchenig and Razafinjatovo introduced a modified version of the Ramanathan-Steger Weak HAP. The analogue of their definition for the case of Gabor systems will be called the Weak HAP. This Weak HAP was used in [11] to give a complete proof of the Density Theorem for Gabor frames. We also define a slightly stronger version that we call the Strong HAP.
Remark 20. The terminology for Weak and Strong HAP used here is consistent with that used in [4] , but differs from that used in [11] . Specifically, the definition of what was called "Strong HAP" in [11] was equivalent to the definition of the "Weak HAP" in [11] , and both of those coincide with the definition of the Weak HAP used in this chapter.
Definition of the HAP
denote the canonical dual frame of G (in general,G need not itself be a Gabor frame). For each h > 0 and (u, η) ∈ R 2d , set
(a) We say that G possesses the Ramanathan-Steger Weak Homogeneous Approximation Property (R-S Weak HAP) if
(b) We say that G possesses the Weak Homogeneous Approximation Property
(c) We say that G possesses the Ramanathan-Steger Strong Homogeneous Approximation Property (R-S Strong HAP) if
(d) We say that G possesses the Strong Homogeneous Approximation Prop-
Note that since the function
is one element of the space W (R, u, η), the Strong HAP implies the Weak HAP. A argument similar to [5, Thm. 5.1(e)] can be used to show that if G is a Riesz basis, then the Weak HAP implies the Strong HAP. Similar remarks apply to the R-S Strong and Weak HAPs.
The HAP for Gabor Frames
Now we establish that every Gabor frame with finitely many generators satisfies the R-S Weak HAP (in comparison, the argument in [11] shows that every Gabor frame with finitely many generators satisfies the Strong HAP).
Proof. By Proposition 15, we have D + (Λ k ) < ∞ for each k. Therefore each Λ k is the union of finitely many uniformly separated subsequences. Hence, by passing to subsequences if necessary we may assume that each Λ k is δ kuniformly separated for some δ k > 0. Set δ = min{δ 1 /4, . . . , δ N /4}. Then each Λ k is 2δ-uniformly separated. LetG = N k=1 {g x,ξ,k } (x,ξ)∈Λ k denote the canonical dual frame of G, and let A, B be frame bounds for G.
Suppose that the R-S Weak HAP fails. Then there exists an f ∈ L 2 (R d ) and an ε > 0 such that for each n ∈ N we can find a point
By Lemma 17, there exists a subsequence {w n } n∈N of {z n } n∈N and there exist Λ k ⊂ R 2d such that for each k = 1, . . . , N we have
Therefore, by Lemma 19 
We claim now that, for any R > 0,
To see this, choose any scalars
We already know from equation (21) that f − 0 2 ≥ ε, so we may assume that D = 0. By Lemma 8, there exists θ < δ/2 such that
As in the proof of Lemma 19, we can find n large enough that each point of Λ k ∩Q R (0) is within θ of a unique point in Λ k −w n ∩Q R (0), and conversely. So, we can write
Since this is true for every choice of scalars, we conclude that equation (22) holds. But, since R is arbitrary, this implies that f / ∈ span(G), which contradicts the fact that G is complete (since it is a frame).
The Comparison Theorem
We saw in Theorem 22 that all Gabor frames possess the R-S Weak HAP. We will show in this section that the R-S Weak HAP implies that certain density conditions must be satisfied in comparison to any other Gabor Riesz sequence.
Theorem 23 (Comparison Theorem). Assume that
is a frame for L 2 (R d ), and
Proof. Note that, by Theorem 22, we have that G possesses the R-S Weak HAP. We are given that Φ is a Riesz basis for its closed span within
denote the dual frame within that closed span. Given h > 0 and (u, η) ∈ R 2d , set
By Proposition 15 we have
Fix any ε > 0. Applying the definition of the R-S Weak HAP to the functions f = φ k , we see that there exists an R > 0 such that
where D = sup φ u,η,k : (u, η) ∈ ∆ k , k = 1, . . . , M .
Fix any h > 0 and (u, η) ∈ R 2d . Let P V and P W denote the orthogonal projections of L 2 (R d ) onto V = V (h, u, η) and W =W (R + h, u, η), respectively. Define T : V → V by T = P V P W = P V P W P V . Note that T is self-adjoint and V is finite-dimensional, so T has a finite, real trace.
We will estimate the trace of T . First, every eigenvalue λ of T satisfies |λ| ≤ T ≤ P V P W = 1. Since the trace is the sum of the nonzero eigenvalues, this provides us with an upper bound for the trace: trace(T ) ≤ rank(T ) ≤ dim(W ) = # Λ ∩ Q R+h (u, η) .
For a lower estimate, note that {M ξ T x φ k : (x, ξ) ∈ ∆ k ∩ Q h (u, η), k = 1, . . . , M } is a basis for the finite-dimensional space V (since Φ is a Riesz sequence and hence is linearly independent). The dual basis in V is the biorthogonal system in V , which is P Vφx,ξ,k : (x, ξ) ∈ ∆ k ∩ Q h (u, η), k = 1, . . . , M .
Therefore,
M ξ T x φ k , P Vφx,ξ,k + (P W − I)(M ξ T x φ k ), P Vφx,ξ,k .
By the biorthogonality of Φ andΦ,
Additionally, if (x, ξ) ∈ Q h (u, η) then we have Q R (x, ξ) ⊂ Q R+h (u, η), so W (R, x, ξ) ⊂ W (R + h, u, η) and therefore
Combining (25)- (27) (1 − ε) = (1 − ε) # ∆ ∩ Q h (u, η) .
Finally, combining the upper estimate (24) with the lower estimate (28), we see that
and so
Since ε is arbitrary, we conclude that D − (∆) ≤ D − (Λ), and a similar calculation shows that D + (∆) ≤ D + (Λ).
The Density Theorem
Combining our previous results on the HAP and the Comparison Theorem, yields a proof of an extended version of the Density Theorem.
Theorem 24 (Density Theorem). Let g 1 , . . . , g N ∈ L 2 (R d ) \ {0} and Λ 1 , . . . , Λ N ⊂ R 2d be given. Let
Then the following statements hold. 
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