Abstract-We address the issue of visual saliency from three perspectives. First, we consider saliency detection as a frequency domain analysis problem. Second, we achieve this by employing the concept of non-saliency. Third, we simultaneously consider the detection of salient regions of different size. The paper proposes a new bottom-up paradigm for detecting visual saliency, characterized by a scale-space analysis of the amplitude spectrum of natural images. We show that the convolution of the image amplitude spectrum with a low-pass Gaussian kernel of an appropriate scale is equivalent to such an image saliency detector. The saliency map is obtained by reconstructing the 2-D signal using the original phase and the amplitude spectrum, filtered at a scale selected by minimizing saliency map entropy. A Hypercomplex Fourier Transform performs the analysis in the frequency domain. Using available databases, we demonstrate experimentally that the proposed model can predict human fixation data. We also introduce a new image database and use it to show that the saliency detector can highlight both small and large salient regions, as well as inhibit repeated distractors in cluttered images. In addition, we show that it is able to predict salient regions on which people focus their attention.
INTRODUCTION
V ISUAL attention facilitates our ability to rapidly locate the most important information in a scene [1] , [2] . Such image regions are said to be salient since it is assumed that they attract greater attention by the visual system than other parts of the image. These salient regions are expected to possess distinctive features when compared with others in the image. The study of saliency detection may reveal the attentional mechanisms of biological visual systems, as well as model their fixation selection behavior. On the other hand, as a component of low-level artificial vision processing, it facilitates subsequent processing such as object detection or recognition by reducing computational cost, which is a key consideration in real-time applications. For object detection, this would always be more efficient than dense sampling, provided one could ensure the accuracy of the attentional mechanism.
Visual saliency detection has received extensive attention by both psychologists and computer vision researchers [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , and many models have been proposed based on different assumptions. Generally speaking, there are two different processes that influence visual saliency; one is top-down and depends on the task at hand and the other is bottom-up, which is driven by the input image. The focus of the paper is bottom-up saliency for selecting attentional regions.
Many bottom-up computational models that simulate primate perceptual abilities have appeared in the literature. For example, in [3] , [4] , [17] a center-surround mechanism is used to define saliency across scales, which is inspired by the putative neural mechanism. It has also been hypothesized that some visual inputs are intrinsically salient in certain background contexts and that these are actually task-independent [3] , [4] . This model has established itself as the exemplar for saliency detection and consistently used for comparison in the literature. Similarly, there are also several proposed models which use other types of local information in different ways. In [18] , saliency is defined as the local complexity. Gao et al. [19] , [20] , [21] proposed a bottom-up saliency model by using Kullback-Leibler (KL) divergence to measure the difference between a location and its surrounding area. In [6] , a model of overt attention with selection based on self-information is proposed, where the patches of an image are decomposed into a set of pre-learned bases and kernel density estimation is used to approximate the self-information.
Several models have been suggested to compute saliency using global information. In [22] , the authors first transform the input color image into the Lab color space and then define the saliency at each location as the difference between the Lab pixel value and the mean Lab value of the entire image. Harel et al. [8] proposed a graph-based solution that uses local computation to obtain a saliency map, which is everywhere dependent on global information. In [23] , a saliency model called "extended saliency" was proposed, in which the "global exceptions" concept is used to replace the traditional arXiv:1605.01999v1 [cs.CV] 6 May 2016 preference for local contrast. Recently, a simple and fast algorithm, called the spectrum residual (SR), was proposed based on the Fourier Transform [24] . The paper argues that the spectrum residual corresponds to image saliency. Following this, the Phase spectrum of the Fourier Transform (PFT) was introduced, which achieved nearly the same performance as the SR [25] . Based on PFT, PQFT [25] was also proposed by combining more features and using the quaternion Fourier Transform.
In this paper, we address the issue from three perspectives. Inspired by [24] , we first consider saliency detection as a frequency domain problem. Unlike recent approaches which model saliency as a local phenomenon, we propose a new frequency domain paradigm, which permits the full use of global information. Second, instead of modeling saliency in an image, we define the concept of non-saliency using global information. Although in this paper we are solely concerned with determining saliency computationally, it is also interesting to consider the biological point of view. Research has suggested that objects viewed by the human visual system are thought to compete with each other to selectively focus our attention on a subset [26] , [27] . Objects that appear in the visual field will influence how they are viewed by suppressing each other. Consequently, many are inhibited, while those that are not, will ultimately predominate in the visual cortex to provide a focus of attention. In this paper, we model these inhibited regions as non-saliency. Compared with salient regions, which are very distinctive in the image, non-saliency can usually be modeled by common or uniform regions. These are then suppressed, thereby permitting salient objects to literally pop out. In this paper, non-saliency is modeled in the frequency domain. Third, we also address another issue, that of detecting salient regions of different sizes. To date there is no consistent definition of saliency in the literature. The models of saliency are diverse. In several models, saliency detection mimics the fixation selection mechanism and tends to find small distinct regions or points, for example, SR [24] , PFT [25] , PQFT [28] and AIM [6] . However, these may fail when detecting large saliency regions. Other papers tend to find large salient regions [22] , [29] , [30] , [31] , [32] , [33] . Recently, scale-aware saliency [34] has been introduced to alleviate the problem of fixed scale in the spatial domain. We consider both small salient points as well as salient regions. For convenience, we will refer to both of these as salient regions, but of different size. We will show that the size of saliency regions is related to a scale parameter in the frequency domain.
We propose a new framework for saliency detection, which ostensibly, at first sight, seems to be similar to the Convolution Theorem but in fact we will show that it is not. We will demonstrate that the convolution of the amplitude spectrum with a Gaussian kernel of an appropriate scale is equivalent to a saliency detector. The proposed framework has the ability to both highlight small and large salient regions and to inhibit repeated distractors in cluttered images.
The contribution of this paper is threefold: 1) A frequency domain paradigm for saliency detection is proposed; 2) The detection of both small and large salient regions is treated as a whole in the proposed model; 3) We show that SR, PFT and the frequencytuned model [22] are, to some extent, special cases of the proposed model.
The paper is organized as follows: Section 2 is the description and review of related work. In section 3, we present the theoretical background of the proposed framework, called Spectrum Scale Space analysis (SSS). We present the saliency model (HFT) based on the Hypercomplex Fourier Transform in section 4. In section 5, we discuss experimental results. Concluding remarks and possible extensions are discussed in section 6.
RELATED WORK
Recently, a simple and fast algorithm, called the Spectrum Residual (SR) was proposed in [24] . This paper argues that the spectrum residual corresponds to image saliency. Thus given an image f (x, y), it was first transformed into the frequency domain: f (x, y)
) spectra are calculated, and then the log amplitude spectrum is obtained: L(u, v) = log(A(u, v)). Given these definitions, the spectrum residual was defined as:
and the saliency map S(x, y) of the original image as:
In order to obtain a better visual display, the final saliency map was actually presented as 1 :
where F and F −1 denote the Fourier and inverse Fourier Transforms, respectively; h n and g are low-pass filters; i is the imaginary function; P(u, v) denotes the phase spectrum of the image, which is assumed to be preserved when transforming back to the spatial domain. Equations (1-3) are from [24] . The spectrum residual is the key idea of the SR, and the authors argued that it is this residual, combined with the original phase spectrum, that corresponds to the saliency in the image. However, in this paper: 1) We will show that the spectrum residual is of little significance; 2) For natural images, SR (or other similar models such as PFT [25] ) are, to some extent, equivalent to a gradient operator; and 3) Provide an explanation of why SR works in certain cases. For convenience, we rewrite the standard inverse Fourier Transform as follows:
Thus we can rewrite (2) as follows:
Defining exp(R(u, v)) as A SR (u, v), (7) is rewritten as:
Comparing (5) and (8), we observe that if we replace the amplitude spectrum A(u, v) by the exponential of R(u, v), the saliency map is obtained 2 . (See the comparison in Fig. 1(a, b) ). This is the key idea of SR.
In order to illustrate that the spectrum residual is of little significance, we generate a 2D white noise signal W(u, v), which has the same average value and maximum as the spectrum residual R(u, v). We then use W(u, v) to replace the spectrum residual and perform the inverse Fourier Transform as follows:
Fig.1(c) shows this process. If we define exp(W(u, v)) as A W (u, v), (9) can be rewritten as follows:
Surprisingly, we can obtain nearly the same saliency map when we use white noise to replace the spectrum residual. This result clearly shows that the spectrum residual in [24] contains little information corresponding to saliency. Why is this the case? Comparing (8) and (10), we find that the amplitude spectra used to perform the inverse Fourier Transform are A SR (u, v) and 2. The phase spectra will no longer be plotted in the remaining figures in this paper, although, obviously they exist and are required for computing the transforms.
A W (u, v). As shown in the third columns of Fig.1(b,  c) , both A SR (u, v) and A W (u, v) are nearly horizontal planes compared (at the same scale) with A(u, v) shown in Fig.1(a) . That is to say, in both (8) and (10) , the amplitude information is totally abandoned and only phase information plays a role.
Two questions arise: (1) Why does SR yield a saliency map using only phase information? (2) More important, is there any information corresponding to image saliency contained in the amplitude spectrum? For the first question, our answer is that it only works for certain cases (detecting small salient regions in uncluttered scenes).
Also, consider [25] , [28] where the authors propose a new saliency model called the Phase Fourier Transform (PFT). The saliency is computed using only phase information as follows:
We observe that in PFT, the amplitude spectrum is (implicitly) also replaced by a horizontal plane. Therefore, we can deduce that, for natural images, both SR and PFT will produce nearly the same saliency map. What does using the inverse Fourier Transform solely with phase information imply? We argue that for natural images, both SR and PFT are, to a certain degree, equivalent to a gradient operator combined with Gaussian post-processing (like the g in (3)). This is because the amplitude spectrum of natural images always has higher values at low than at high frequencies [35] , [36] . Thus if the amplitude spectrum is replaced by a horizontal plane, all of the frequencies are being treated equally. That is to say, the lower frequencies are suppressed and the higher frequencies are enhanced. As is well-known, this implies a gradient enhancement operation. Based on the above discussion, we conclude that both SR and PFT will enhance the object boundaries and textured parts in an image. This indicates that they could work well only in detecting small salient regions where the center-surround contrast is very strong (see col. 1 and 3 of Fig. 2 ). However, they will have difficulty detecting large salient regions (col. 4) and those in a cluttered background (col. 5). To illustrate this point, we use a simple gradient operation combined with Gaussian postfiltering (as given by Algorithm 1 below) and obtain nearly the same performance as the other two methods, as shown in Fig. 2 .
Why is the performance of these models inadequate? The reason is that the information contained in the amplitude spectrum has been abandoned.
In the next section, we will discuss the question regarding whether the amplitude spectrum contains any useful information about saliency. We will illustrate that the amplitude spectrum contains very important information and will develop a new framework for saliency detection in which we make full use of both the amplitude and phase.
Algorithm 1 Procedure for computing the gradient and smoothing(G&S)

Input:
The resized image I with resolution 128 × 128 Output:
Saliency map S of I .
1: Convolve the input image with a Laplacian kernel, L= [0 -1 0; -1 4 -1; 0 -1 0]. Obtain the gradient magnitude map Gra; 2: Convolve Gra with a low-pass Gaussian filter kernel g, giving S = g |Gra| 2 ; 3: return S. 
CONVOLUTION OF THE AMPLITUDE SPEC-TRUM WITH A LOW-PASS GAUSSIAN KERNEL EQUALS A SALIENCY DETECTOR
Many researchers have proposed models of saliency, which invariably then require the detection of salient regions. These regions are described as distinctive or irregular patterns, which possess a distinct feature distribution when compared with the rest of the image. In this paper, instead of searching for these irregular patterns, we model regular or so-called common patterns that do not attract much attention by our visual system. We refer to these patterns as being non-salient.
Suppressing Repeated Patterns for Saliency Pop-Out
In the proposed model, we assume that a natural image consists of several salient and many so-called regular regions. All of these entities (whether distinct or not) may be considered as visual stimuli that compete for attention in the visual cortex. In this regard, it has been shown that nearby neurons constituting receptive fields in the visual cortex mutually inhibit each other and interact competitively [37] . As an example, in Fig. 3 , if we divide the image into many patches (at a particular scale), we find that, some are distinctive, while others are quite similar to each other. The bottom part of Fig.  3 shows the collection of patches from the last natural image above. We observe that several patterns appear many times (e.g., blue sky and grassy patches). We refer to these regular patches as repeated patterns, which correspond to non-saliency.
Clearly, the primate visual system is more sensitive to distinctive rather than repeated patterns in an image. Furthermore, the latter are very diverse. For example, consider the top row of Fig. 3 . These exhibit several different examples of repeated patterns at different scales (including at the "scale" of 0 frequency for the uniform areas): grassy and sky patches (image 4), similar objects (image 1), road patches of the same color and texture (image 2), the 'L's (image 3), and so on. We model these repeated patterns and then suppress them, thereby producing the pop-out of the salient objects.
Spikes in the Amplitude Spectrum Correspond to Repeated Patterns
In this paper, we will illustrate that the amplitude spectrum contains important information corresponding to saliency and non-saliency. To be more precise, the spikes in the amplitude spectrum turn out to correspond to repeated patterns, which should be suppressed for saliency detection.
For convenience, we take a 1-D periodic signal f (t) as an example. Suppose f (t) can be represented by f (t) = ∞ n=−∞ F (n)e jnω1t , where
dt. Then the Fourier transform is given by:
From (13), we can conclude that the spectrum of a periodic signal (repeated cycles) is a set of impulse functions (spikes). We note that this is based on the assumption that the signal is infinite. Therefore, given a more realistic finite length periodic signal, the shape of the spectrum will obviously be different but not degraded greatly. shows their corresponding amplitude spectra. We observe that the larger the number of repeated cycles, the sharper the spikes in the spectrum. In order to quantify this notion, we define the sharpness of a spectrum X. We note that if we smooth the spikes by convolving the spectrum with a low-pass filter, the sharper the original spike, the more its peak height will be reduced. Therefore, the sharpness of X can be defined as γ(X) = X − X h m ∞ , where h m is a Gaussian kernel with fixed scale. The sharpness values of these three spectra in Fig. 4 are 0.2320, 0.6091 and 1.3227 respectively. Besides the sinusoid shown in the figure, other repeated signals also have this characteristic.
Next suppose there is one salient part that is embedded in a finite length periodic signal (row 1 of Fig. 5 ). We will illustrate that this salient interval will not largely influence the spikes in the spectrum. That is to say, 1) The spikes will remain even though a salient part is embedded in the periodic signal; 2) The embedded salient part will not lead to very sharp spikes in the spectrum. The signal to be analyzed is defined as follows:
where g(t) is a periodic signal with finite length L, equaling p(t) inside the interval (0, L) and 0 elsewhere;
is the salient part of f (t), which for convenience is also defined as a portion of yet another periodic function p s (t); p(t) and p s (t) are periodic functions with frequencies ν and ν s , respectively; r(t) is a rectangular window function that equals 1 inside the interval (t 0 , t 0 + τ ) and 0 elsewhere; we also suppose that (t 0 , t 0 + τ ) ∈ (0, L) and τ L (see row 1 of Fig. 5 ). Thus the Fourier Transform of f (t) can be represented as follows:
From (15), the spectrum of f (t) consists of three terms. We assume that τ L. This implies that the first term has very sharp spikes in the amplitude spectrum as it contains many repeated patterns, while this is not true of the second and third terms. Consider g τ (t) as an example. g τ (t) is the point-wise product of signal −p(t) and r(t). According to the convolution theorem, F(g τ )(ω) equals the convolution of −F(p)(ω) with F(r)(ω). Since
is a low-pass filter, the spikes in the amplitude spectrum of −F(p)(ω) will be greatly suppressed. That is to say, there are no sharp spikes in the second term. This also occurs for the third term. As discussed above, the sharpness of F(f )(ω) is mainly determined by g(t), while the latter two terms in (15) do not make a significant contribution to the spikes in the spectrum. In other words, since the first term corresponds to repeated patterns (non-salient) which lead to spikes, they can be suppressed by smoothing the spikes in the amplitude spectrum of F(f )(ω).
Suppressing Repeated Patterns Using Spectral Filtering
A Gaussian kernel h can be employed to suppress spikes in the amplitude spectrum |F{f }| of an image as fol- 
The resulting smoothed amplitude spectrum A S and the original phase spectrum are combined to compute the inverse transform, which in turn, yields the saliency map:
In order to improve the visual display of saliency, we define it hereafter as:
Consider the very simple example shown in Fig.5 . The input signal (row 1) is periodic, but there is a short segment for which a different frequency signal is apparent. The short segment is quite distinct from the background for human vision, so a saliency detector should be able to highlight it. Row 2 shows the amplitude spectrum: there are three very sharp spikes (labeled by solid boxes), one of which corresponds to the constant background (uniform part) at zero frequency and the other two correspond to the periodic background. In addition, there are two rounded maxima (labeled by dashed boxes) corresponding to the salient parts. The amplitude spectrum is then smoothed by a Gaussian kernel (row 3), and the signal is reconstructed using the smoothed amplitude and original phase spectrum (row 4). It is clear that both the periodic and the uniform background are largely suppressed while the salient segment is well preserved. Row 5 shows the saliency map after enhancing the signal shown in row 4 using post-processing. We can further analyze this in the frequency domain, as shown in row 6, which illustrates the components actually removed by the previous operations. Here the eliminated frequency components are mainly the low frequencies near zero frequency, as well as the periodic background. Row 7 presents these removed components in the spatial domain. We find that non-salient parts (including uniform parts) are well suppressed using amplitude filtering. This process suggests that convolution in the frequency domain of the amplitude spectrum with a Gaussian kernel is equivalent to an image saliency detector 4 .
Spectrum Scale-Space Analysis
Repeated patterns (including uniform patterns) can be suppressed by smoothing the amplitude spectrum at an appropriate scale. However, which scale is the best in (16)? As shown in Fig. 6 , if the filter scale is too small, the repeated patterns cannot be suppressed sufficiently (row 2), while if the filter scale is too large, only the boundaries of the salient region are highlighted (row 4 and 5). Therefore it is important to select a proper scale for the Gaussian kernel. In fact, we will illustrate that different filter scales are required for different types of saliency. For example, a small-scale kernel is needed to detect large salient regions, while a large-scale kernel could be used to detect texture-rich or small salient regions (e.g. distant objects in the scene).
In this paper, we propose a Spectrum Scale-Space (SSS) for handling amplitude spectra at different scales, yielding a one-parameter family of smoothed spectra which is parameterized by the scale of the Gaussian kernel. Given an amplitude spectrum, A(u, v), of an image, the SSS is a family of derived signals Λ(u, v; k) defined by the convolution of A with the series of Gaussian kernels:
where k is the scale parameter, k = 1, ..., K. K is determined by the image size: K = log 2 min{H, W } +1, where H, W indicate the height and width of the image; t 0 = 0.5. Thus the scale space is defined as follows:
As an example, assume a 1-D signal. We first compute a series of filtered spectra according to the SSS model; then the saliency map is computed for each scale, as shown in Fig. 6 . The significance of the scale for saliency detection can easily be observed. In this example, smoothed spectrum 2 gives the best result. As the kernel scale goes to infinity, the spectrum tends to be a constant (horizontal plane in 2D), as shown in the 4 . One might mistakenly be confused to think that this convolution in the frequency domain is equivalent to multiplication in the spatial domain as in the convolution theory. Yet, this is not the case as we convolve only the amplitude and do not change the phase. last row of Fig. 6 . This is exactly the case proposed in [24] , [25] , [28] . Fig. 7 shows 2D results obtained using different kernel scales, increasing from left to right. The best saliency map is labeled by a red square. We observe that broad regions pop out when smaller scale kernels are used, while distant objects or those with rich texture pop out when larger scale kernels are used. Thus given a natural image, a set of saliency maps is obtained from which one must be selected as the final saliency map. The criterion for achieving this will be discussed in section 4.
Here, we suggest that the frequency-tuned model [22] is, to some extent, a special case of the proposed model. In [22] , the saliency map is defined as: S(x, y) = I µ − I ωhc (x, y) , where I µ is the average Lab vector of the entire image and I ωhc (x, y) is a specific Lab pixel vector from the Gaussian-filtered version of the original image. Authors compute a saliency map by removing the frequencies around the DC frequency (the "mean"). Previously, we have illustrated that there is always a very sharp spike around zero frequency, which corresponds to this "mean". Hence, if we use a very small scale Gaussian kernel to smooth the spectrum, those components corresponding to the "mean" will be suppressed significantly.
SALIENCY USING THE HYPERCOMPLEX FOURIER TRANSFORM (HFT)
In section 3, we discussed the saliency computation using only one feature map (that of intensity). However, in order to obtain better performance, more features are required, for example, color and motion information. Inspired by [25] , [38] , [39] , we use the so-called hypercomplex matrix to combine multiple feature maps. Consequently, the Hypercomplex Fourier Transform (HFT) is employed to replace the Fourier Transform used in section 3 for saliency computing.
Hypercomplex Fourier Transform
The
The Hypercomplex Fourier Transform was proposed in [38] , in which the hypercomplex input was specified to be a quaternion 5 . Given a hypercomplex matrix:
the discrete version of the HFT of (21) is given by:
where µ is a unit pure quaternion and µ 2 =-1. Note that F H [u, v] is also a hypercomplex matrix. The inverse Hypercomplex Fourier Transform is given as:
Hypercomplex Representation of Multiple Feature Maps
The Hypercomplex representation can be employed to combine multiple features (e.g., in [28] the authors combine color, intensity and motion as the features). We define the input hypercomplex matrix as follows:
where w 1 -w 4 are weights and f 1 -f 4 are the feature maps (matrices). Similar to [3] , we use three features to compute the saliency for the static input case:
5. The quaternion is represented as q = a + bi + cj + dk, where a,b,c and d are real numbers and i,j,k satisfy i 2 = j 2 = k 2 = ijk = −1. A quaternion can also be represented as q = S(q)+V (q), where S(q) = a is the scalar and V (q) = bi + cj + dk is the vector part. q is called a pure quaternion if S(q) = 0. 
where r, g, b are the red, green and blue channels of an input color image and R = r −(g +b)/2, G = g −(r +b)/2, B = b − (r + g)/2, Y = (r + g)/2 − |r − g|/2 − b. These three feature maps comprise the opponent color space representation of the input image (see part 1 of Fig.  8 ). Based on the work in [28] , our approach has also been experimentally confirmed using videos by defining a motion feature M and setting f 1 = M in (24) . In this paper, we consider only the static image case by employing just intensity and color information. We select the weights so that w 1 = 0, w 2 = 0.5, w 3 = w 4 = 0.25.
Computing the Saliency Map
Given an image, the input is defined according to section 4.2. The Hypercomplex Fourier Transform, F H [u, v], can be rewritten in polar form as follows:
where · indicates the modulus for each element of a hypercomplex matrix; F H [u, v] can be considered as the frequency domain representation of f (m, n). Its amplitude spectrum A(u, v), phase spectrum P(u, v) and the so-called eigenaxis spectrum X (u, v) are defined as:
where, X (u, v) is a pure quaternion matrix. These three spectra are shown in part 2 of Fig. 8 6 . As discussed in Sec. 3, the amplitude spectrum contains important information about the scene. Similar to the discussion in sec. 3.4, we create the Spectrum Scale Space Λ = {Λ k } by smoothing A(u, v) with a series of Gaussian kernels according to (20) (see Fig.8 (3) ) while retaining unchanged the phase spectrum P(u, v) and eigenaxis spectrum X (u, v).
Observing the images in part 3 of Fig. 8 reveals that when the scale k is very small, the information contained 6 . Here we use a monochrome image to represent the phase spectrum P(u, v) as it is a real matrix. This is different from [39] .
in the amplitude plots is retained quite well, while when it becomes very large, the pertinent information basically is lost. Actually, the PQFT model is a special case of the proposed framework when the scale goes to infinity.
Thus, given a single (smoothed) amplitude spectrum Λ k (one layer in Λ) and the original phase and eigenaxis spectra, we can perform the inverse transform (23) to give the saliency map at each scale:
where g is a Gaussian kernel at a fixed scale 7 . Thus, we again obtain a series of saliency maps {S k }, shown in part 4 of Fig.8 . In the approach proposed in this paper, the final saliency map S is chosen from {S k } by selecting the best scale k p according to criteria discussed in section 4.4. The saliency model based on the Hypercomplex Fourier Transform is referred to as HFT in this paper.
The HFT model is summarized in Algorithm 2 8 .
Algorithm 2 HFT saliency model
Input:
The resized color image C with resolution m × n Output:
Saliency map S of C 1: Compute the feature maps {I, RG, BY} of C according to (25)-(27); 2: Form the hypercomplex matrix f (n, m) by combining these feature maps according to (24); 3: Perform the Hypercomplex Fourier Transform on f (n, m) and compute the amplitude spectrum A, phase spectrum, P and eigenaxis spectrum X ; 4: Smooth the amplitude spectrum with Gaussian kernels according to (19) , thereby obtaining a spectrum scale space {Λ k }; 5: Obtain a saliency map S k according to (29) for each Λ k , thereby producing a sequence of saliency maps {S k }; 6: Find the best saliency map S from the set {S k } and use it as the final saliency map according to the criterion introduced in (31) in section 4.4; 7: return S.
Finding the Proper Scale
In section 3, we assumed that the best saliency map would appear at a specific scale in the sequence {S k }. Unlike the use of entropy in [18] , we employ it as the criterion for determining the optimal scale:
7. For convenience, the scale parameter has been set to 0.05 · W . Though this has been done to improve the visual display, it will nevertheless influence the ROC score when predicting human fixation [40] . We discuss this issue in detail in section 5.
8. The input image is resized to 128 × 128 in the experiments.
where H(x) = − n i=1 p i logp i is the definition of entropy of x. The reason for using entropy is as follows. The saliency map can be considered as a probability map. In a desirable saliency map, the regions of interest would be assigned higher values and the rest of the map would be largely suppressed. Thus it is expected that the values in the saliency map histogram would cluster around certain values. The entropy of the saliency map would then be very small according to the definition of entropy.
Conventional entropy is based on the distribution of a variable x; if the histogram is given, the entropy of x is determined. However, the spatial geometric information is ignored. As shown in Fig. 9 , images may possess the same histograms and therefore have the same entropy values, even though the spatial structure becomes more and more chaotic. Obviously, in saliency detection, we wish to avoid selecting a map with a high level of chaos. Spatial geometric information needs to be considered in 2D signal analysis, and work related to this issue has been reported, such as the so-called 2D Entropy [41] , [42] . Here we present a simple improved definition of entropy in order to make use of the spatial geometric information. We consider each pixel individually and require it to also depend on the values of its neighbors. We achieve this objective by employing a Gaussian kernel to filter the 2D signal, and then compute the conventional entropy on the smoothed 2D signal. Consequently, the new entropy is defined as: H 2D (x) = H{g n x} where g n is a low-pass Gaussian kernel with a scale of ς.
As shown in Fig. 10 , if ς were too small, especially when ς=0, Gaussian filtering would have a minor effect. If ς =1.2, the entropy value would increase as the image became more and more chaotic in the spatial domain. This is quite reasonable. However, if ς were too large, the entropy value would decrease. This is because the small structures in the 2D signal would be heavily destroyed by the Gaussian filter. Thus, on the one hand, we desire that ς should be as large as possible, because with larger ς the influence of a pixel could spread farther. On the other hand, we do not wish to destroy the small spatial structures. Therefore, ς should be related to the size of smallest region we expect to detect. Experiments indicate that ς = 0.01 ∼ 0.03 · W yields acceptable results.
Besides entropy, there is another issue to consider when choosing the proper scale k. In HFT, given {S k }, we avoid choosing saliency maps with a strong response at the border region by using a border avoidance strategy. Thus, a parameter λ is defined for each candidate saliency map: pixel values is 1. Note that λ is not the same as the centerbias or border cut described in [43] , since it is used only to choose a proper scale, but not to modify the saliency map as done in [8] , [44] . Center-bias and border cut will be discussed in section 5. Thus, with this definition of 2D entropy and λ, k p in (30) is revised as follows:
The model that uses the criterion in the above equation is HFT. In addition, we use entropy without the borderavoidance strategy as the criterion, and the results are labeled as HFT(e). Of course, it is possible that the performance of the proposed model might be improved with an even better criterion. For example, as shown in the row 2 of Fig.16(F) , HFT failed to highlight the two salient objects uniformly. However, we note that this was caused by the selection of an improper scale, notwithstanding the fact that the optimal scale did was present in the existing set, as shown in the third row of Fig.7 . In order to illustrate the potential power of the proposed model, we have also determined the optimal scale for each image visually by examining the ROC scores of the saliency maps. The results are reported in this paper and are labeled as HFT*.
EXPERIMENTAL RESULTS
Three experiments to evaluate the performance of the proposed HFT are discussed in this section: 1) Response to psychological patterns, 2) Predicting human fixations and 3) Predicting the object regions to which humans pay attention. Eight state-of-the-art methods were employed to perform the comparisons: Itti's model [3] 9 , DVA [15] 10 , GBVS [8] 11 , SR [24] 12 , PFT [25] 13 , PQFT [25] , [28] 14 , AIM [6] 15 and SUN [43] 16 . We evaluate the performance of saliency detection algorithms both qualitatively and by comparison to 9 . This implementation comes in the GBVS package, see http:// www.klab.caltech.edu/ ∼ harel/share/gbvs.php. The saliency toolbox STB (based on Itti's model) was used in the first experiment.
10. human observers. For the former, we essentially compare the saliency map to the original image by using a simple algorithm to determine an object map based on the saliency map. For the latter we require ground truth data. We use two kinds of ground truth in this paper, fixation data and salient regions labeled by human observers. In section 5.3, we have used freely available human fixation data [6] as ground truth to evaluate the algorithms listed earlier. ROC score (area under the ROC curve, AUC) is adopted to measure their performance. In section 5.4, we have also evaluated the algorithms using object regions labeled by humans (some examples of "labeled" results are shown in each second column of Fig.16 ) as ground truth. In fact, the available eye tracking data only contain positional information [24] . However, saliency detection algorithms in computer vision are assumed and expected to have the ability to detect salient object regions in a scene [45] . For example, given a region such as a flower (see row 4 of Fig.16(A) as an example), an algorithm should respond more or less uniformly within the whole region and not just along the boundary of the flower or at several points on the flower. Therefore, we use salient region maps labeled by humans as ground truth. In this experiment, besides ROC, we also use the DSC (Dice Similarity Coefficient) as a measure to evaluate the overlap between the thresholded saliency map and the ground truth. The peak value of the DSC curve (PoDSC) is an important index of performance, as it corresponds to the optimal threshold and the best possible algorithm performance [46] .
How to Make Fair Quantitative Comparisons?
There are two aspects which should be considered when making quantitative comparisons between two saliency models: scale and post-processing. Certain models permit the usage of different image scales (input image size). Therefore, in these cases, we find the optimal scale by maximizing their performance, but for the other models it is necessary to use the default settings, as shown in Table 1 .
With regard to post-processing, most previous work has used the ROC directly without investigating any of the post-processing factors affecting the fairness of this approach. However, it is important to note that three factors dramatically influence the ROC score and PoDSC: 1) Border cut (BC) [43] , 2) Centre-bias setting (CB) [8] and 3) smoothing (SM) [40] , [8] . In this paper, in order to make a fair comparison, the post-processing is calibrated. We first consider BC and CB by dividing the saliency models into three subsets: 1) models without any BC and CB; 2) models with BC and 3) models with CB, as shown, in Table 1 . In addition, the optimal smoothing parameter for each model is learnt in order to eliminate the influence of SM. We compare HFT class models (HFT, HFT(e) and HFT*) with each of the the three subsets.
1) When comparing HFT class models with models in subset 1, we compute the ROC and/or PoDSC directly;
2) When comparing HFT class models with subset 2, we set the border cuts for all of these models to be of equal size 17 . 3) When comparing HFT class models with models in subset 3, we apply an optimal center-bias for each model individually, thereby ensuring that the ROC score for each model is maximized. 
Response to Psychological Patterns
Psychological patterns are employed to evaluate three aspects of the algorithms: 1) first we use them to evaluate basic detection ability; 2) then we evaluate their ability to detect salient regions of different sizes, and 3) we evaluate their tolerance to random noise. Four kinds of psychological patterns are employed: salient orientation and colored patterns (part A in Fig.  11 ), salient shape patterns (part B), asymmetric patterns (part C) and patterns with missing items (part D). The first column in Fig. 11 shows the original images and the second shows the saliency maps produced by HFT. The proto-objects given by HFT are superimposed on the original images in the first column. Our results are compared with SR, PFT, PQFT, STB and GBVS.
As shown in part A of Fig. 11 , the first pattern is salient due to the distinguishing color. Both HFT and PQFT obtain acceptable results, while SR, PFT and STB are unable to highlight the salient bar. The second image contains a salient bar having both different color and orientation. HFT, GBVS and PQFT succeed in highlighting the red bar, while the other methods fail. The salient bar in the third image has a distinguishing orientation, and only GBVS failed to locate it.
In part B of Fig. 11 , HFT, SR, PFT and PQFT function well. However, in B3, although both SR and PFT are able to highlight the salient region, the so-called common regions are not suppressed correctly. In B2, STB highlights the wrong area and in B3, both STB and PQFT cannot detect the salient region.
All of the algorithms are able to find the asymmetric salient regions in C1-C2. However, the common regions 17 . In our experiments, we considered only the interior of the frame and the corresponding region in the ground truth when computing the ROC curve. are not suppressed sufficiently by the SR, PFT, GBVS and PQFT. All of the algorithms perform well for C3, although HFT achieves the best result. Finding the salient bar in C4 is apparently a more difficult task for humans and this also seems to be the case for SR, PFT and PQFT. In general, the results are not as good as those for C3, and STB and GBVS has even failed completely. Sometimes a salient region is simply an empty area, as shown in D1 of Fig. 11 . A good salient detector should be able to locate such a region as well. We find that HFT, PFT, GBVS and PQFT can detect the missing item successfully, although HFT does a better job.
Overall HFT performs the best for all the cases shown in Fig. 11 . We also note that SR and PFT obtain more or less the same results in cases A1-C2. However, they produce different results in cases C3-D1 18 . Since PQFT is an advanced version of PFT, its performance is an improvement over the latter, especially in the case of colored tokens. However, in the rest of the cases, PQFT achieves nearly the same performance as PFT and SR.
We expect that a saliency detector would highlight salient regions of difference sizes in an image that people 18 . In section 2, we draw the conclusion that both SR and PFT will yield nearly the same results based on the assumption of a natural image input. However, for "unnatural" images, they will sometimes produce different results, as is also discussed in [28] .
would pay attention to [47] , [22] . In order to examine this issue, we created three patterns in which the size of the tokens increased progressively, as shown in Fig. 12 . All of the algorithms responded well to the small regions (see row 1). However, as the size increased, the performance of PQFT, Itti and SR/PFT are decreased. We observe that both SR/PFT and PQFT only respond to the boundaries of the regions when the salient region is large, while both HFT and GBVS highlight the salient region uniformly. Finally, in order to evaluate the noise tolerance of each model, we added different amounts of Gaussian (row 1-3 of Fig. 13 ) and salt&pepper (row 4) noise to the pattern. As shown in Fig. 13 , the proposed HFT obtained the best overall performance, while GBVS also performed quite well. GBVS is an improved version of Itti's saliency model, and its anti-noise properties have also improved. We observe that SR/PFT and PQFT are quite sensitive to both Gaussian and salt and pepper noise. 
Predicting Human Attention Using Fixations
We have evaluated HFT and compared it with stateof-the-art methods using human fixation data. Bruce's database [6] was employed for this purpose. It includes 120 natural images as well as corresponding eye-tracking data. The quantitative results are shown in Fig. 14 . We first compare HFT class models with models in subset 1. There is no border cut and center-bias in these models, so we need only find the optimal smoothing scale to compare the models. Fig. 14(A) shows the ROC scores for each model with different smoothing scales; we observe that they achieve their maximum ROC scores at different smoothing levels. We use the peak ROC score to establish the performance of each model, so that the influence of smoothing is compensated. In Fig.14(A)-(C) , the peak performance of each algorithm is labeled by a triangle. As shown in Fig. 14(A) , it is obvious that HFT obtains the best performance, while SR, PFT and SUN have about the same performance. When comparing HFT with models in subset 2, the border cut is set for both HFT class models and the models in the subset. In fact, none of the models employ the same border cut, and therefore are not immediately comparable. Without calibration, the models in subset 2 will have a mendacious ROC score. As shown in Fig.  14(B) , both HFT class algorithms and Itti's model are the highest performing models, while AIM has a higher peak performance than DVA.
In the more recent literature, GBVS always yields a very high ROC score and outperforms other models. However,this is most likely because GBVS incorporates a global center-bias [44] . When comparing HFT class models with GBVS, we selected the optimal centerbias for both. We note from Fig.14(C) that HFT class algorithms achieve quite a high performance level, all of them outperforming GBVS.
Predicting Salient Regions That Humans Attend
Besides using fixation data, we also used object maps labeled by humans to evaluate the algorithms (Refer to http://www.cim.mcgill.ca/ ∼ lijian for details of how this database was obtained). Obviously, different images present different levels of difficulty for any saliency detector. However, the existing saliency benchmarks in the literature are collections of images, with no attempt to categorize the difficulty of analysis required. In this paper, a database containing 235 images was collected using Google as well as the recent literature. The images in this database were divided into 6 categories: 1) 50 images with large salient regions; 2) 80 images with intermediate salient regions; 3) 60 images with small salient regions; 4) 15 images with cluttered backgrounds; 5) 15 images with repeating distractors; 6) 15 images with both large and small salient regions. In this section, we report both the overall performance of each model as well as the performance of each model for each category.
In this experiment, we report only the performance at the optimal smoothing level. Both the ROC score (AUC) and the peak value of the DSC curve (PoDSC) for each model were calculated as shown in Table 3 -5. Fig.16 shows some examples which permit a qualitative comparison for each category in the dataset. However, due to space limitations, we are unable to show all of the qualitative results. However, these are available at http://www.cim.mcgill.ca/ ∼ lijian. Fig.16(A) shows natural images with large salient regions, a situation that is challenging for many models. It is clear that HFT achieves the best performance. The AUC and PoDSC criteria also support this conclusion. We note that GBVS achieves reasonable results, but SR, PQFT and AIM only enhance the boundaries instead of highlighting the whole salient region uniformly.
In Fig.16(B) , there are five images with intermediate salient regions. For example, in the second one, there are five salient flowers in the scene. HFT and GBVS have detected these object regions correctly. However, all of the other models failed to highlight them uniformly.
The images in Fig.16 (C) contain distant objects and distractors (e.g., the skyline in row 1). We observe that most of the algorithms work well in detecting the small salient regions. However, sometimes Itti's method and GBVS fail to suppress distractors (see row 1). HFT only slightly outperforms the others for this category.
The backgrounds of the images in Fig.16(D) are quite cluttered. This case is also difficult because many algorithms are quite sensitive to background noise. For example, consider the image in row 2. For SR, PQFT, Itti and AIM, the non-salient grassy surface of the ground is enhanced as much as the two insects. However, HFT and GBVS detect these two regions correctly. HFT achieves excellent performance in this category, which is also supported by the quantitative results.
Compared to salient objects, repeating distractors in the scene should not attract much attention from humans [26] . Fig.16 (E) shows images with salient objects among repeating objects. In both rows 2 and 3, HFT and GBVS suppress the repeating objects and enhance the salient object correctly. In row 4, there is a salient playing card among the five, and HFT, PQFT and SR highlight the salient one and suppress the other four. HFT achieved the best performance for this category as well.
If an image contains both large and small salient regions (see Fig.16(F) ), a detector should be able to detect both simultaneously. For example, in row 1, there are two flowers of different size but SR, PQFT, Itti and AIM only respond strongly on their boundaries. However, HFT and GBVS respond correctly. Nevertheless, as discussed earlier, HFT selects just one optimal scale to determine the final output. Hence, objects of different size are not all detected or enhanced uniformly in the saliency map (see row 5 of Fig.16(F) ). Overall, the experimental results shown in Table 3 -5 indicate that the HFT model achieves the best performance for all six categories. Moreover, HFT exhibits superior performance when detecting large salient regions and saliency in cluttered scenes.
As mentioned earlier, images in this database contain salient regions of different sizes. Interestingly, in [24] it is suggested that in order to find objects at different scales it should be possible to use different resolutions of the input image. In order to investigate this issue, we created different resolutions of the input image and then fed them into SR and the other one-resolution models (see Table 2 ). We used the criterion described in (31) to find the optimal saliency map as the final output. We note that the performance of these revised models has improved (as shown in Table 2 ), although it is still lower than the HFT class models (See Table 3 -5.) Although HFT has performed well in the experiments described in section 5.2 to 5.4, it does fail in certain cases. HFT could not satisfactorily predict the correct human fixations for several of the "hard" images collected in [44] . HFT did predict the human fixations correctly in Fig.15 (a, b) , although some incorrect responses did occur. However, HFT did a poor job for some images. For example, in (c) it incorrectly highlighted some parts of the clothes and failed to highlight the eyes, while in (g), some parts of the boundary of the face were wrongly highlighted. In both (e) and (f), people tended to pay attention to the text, but HFT locates regions with salient low-level features (e.g., the red flag and the clock). In (d), HFT totally failed to locate the salient heads. Clearly prior knowledge and task information is not employed for bottom-up models. Therefore, these approaches focus on regions possessing distinct low-level features (color, intensity etc.) and sometimes may fail to highlight the regions that are known to interest people (e.g., humans, animals and other common objects). One way to solve this problem is to employ more complex features or invoke top-down cues.
Most of the bottom-up saliency models, such as Itti, Gao's model, AIM and so on, use local contrast or center surround paradigm. Similarly, models like SR can also be considered as pixel-level local contrast models (gradient operation). These work well for detecting small salient regions, but do not perform well in predicting large salient regions. There are two ways to alleviate this problem; one is to adopt a multi-scale strategy (as used in Itti's model), the other is to decrease the resolution of the input image and employ a large amount of blurring of the saliency maps (as used in SR, PFT). Finally, perhaps it is unfair to characterize SR class models as being only pixel-level local contrast deterctors. As discussed earily, SR and PFT are special cases of the proposed HFT model when the scale goes to infinity in the frequency domain. Hence they have the ability to globally inhibit and suppress repeated patterns. However, other models based on local contrast will perform poorly in this case. Nevertheless, if there are no repeated patterns in the scene, the SR model will function as a gradient detector, and only enhance boundaries of objects.
CONCLUSIONS
This paper proposes a new saliency detection framework for images, based on analyzing the spectrum scale-space. We show that the convolution of the image amplitude spectrum with a low-pass Gaussian kernel of an appropriate scale is equivalent to such an image saliency detector. The proposed approach is able to highlight both small and large salient regions and inhibit repeated patterns. We also illustrate that both SR and PFT are special cases of the proposed model when the scale parameter goes to infinity. In order to fuse multi-dimensional feature maps, we employ the Hypercomplex Fourier Transform to replace the standard Fourier Transform for spectrum scale-space analysis.
To validate the proposed approach, we have performed saliency computations on both commonly used synthetic data as well as natural images, and then compared the results with state-of-the-art algorithms. In order to make a fair comparison when using the ROC and PoDSC as measures of performance, we have proposed an improved comparison procedure by considering the border cut, center-bias and smoothing effects. Experimental results indicate that the proposed model can predict human fixation data as well as the object regions labeled by humans. We also show that sometimes HFT may fail to predict human fixations. This is most likely because only low-level features are employed; Clearly, top-down or task-orientated cues are necessary for improving the performance of current saliency models in predicting human attention.
With regard to future work, firstly, it would be interesting to investigate other criteria for optimal scale selection. Entropy was employed in this paper to select the optimal scale automatically. However, we have observed that a much higher performance can be obtained by selecting the optimal scale manually. Secondly, in the proposed model, only one saliency map, corresponding to the optimal scale, is selected as the final one. However, we have noted that certain of the abandoned maps also contain meaningful saliency information. How to incorporate these in the determination of the saliency is left to future investigation. Thirdly, we intend to include top-down information to improve performance. The ultimate goal of our research is to develop a system for on-board pedestrian and vehicle detection, for which a considerable amount of top-down temporal data exists. 
