In this paper, we introduce WoRel, a model that jointly learns word embeddings and a semantic representation of word relations. The model learns from plain text sentences and their dependency parse trees. The word embeddings produced by WoRel outperform Skip-Gram and GloVe in word similarity and syntactical word analogy tasks and have comparable results on word relatedness and semantic word analogy tasks. We show that the semantic representation of relations enables us to express the meaning of phrases and is a promising research direction for semantics at the sentence level.
Introduction
Over the last few years, word level semantics was used with great success in many natural language processing tasks, e.g. named entity recognition (Lample et al., 2016) , question answering (Yih et al., 2013) , or sentiment analysis (Maas et al., 2011) .
Skip-Gram (Mikolov et al., 2013a) and GloVe (Pennington et al., 2014) are among the most successful methods for word level semantics. Both methods are based on the Distributional Hypothesis (Harris, 1954) , which says that words appearing in similar contexts have similar meaning. They represent semantics by dense highdimensional vectors and words with similar vectors are supposed to have similar meaning. Levy et al. (2015) shows that Skip-Gram, GloVe, and some other methods can achieve similar results.
The semantics of higher level text units is currently one of the main research directions of natural language processing. A wide variety of algorithms was proposed, e.g. distributional tree kernels (Ferrone and Zanzotto, 2014) , weighted combinations of word embeddings (Brychcín and Svoboda, 2016) , neural networks (Socher et al., 2011; He et al., 2015) , or extensions to word level semantics methods (Le and Mikolov, 2014) .
A few authors extended Skip-Gram with dependency trees. Levy and Goldberg (2014a) redefine the context window to adjacent nodes in the dependency tree. Very similar approach to Levy and Goldberg (2014a) was used by Bansal et al. (2014) and Qiu et al. (2015) . Bansal (2015) enhanced the context representation by adding new syntaxrelated features.
We propose a new method, called WoRel (Word Relations), that uses architecture similar to SkipGram, but learns not only word embeddings but also a representation of word relations that can be used to combine words into phrases. WoRel does not use the dependency trees to define syntaxbased context as in the previous works, but tries to predict the context based on two words connected by an edge in the dependency tree.
Skip-Gram Model
Skip-Gram is a neural network model for word level semantics. It was introduced by Mikolov et al. (2013a) . Later, Mikolov et al. (2013b) proposed a more efficient training procedure called negative sampling.
Skip-Gram represents each word by two ddimensional vectors. We define a middle word as the word at the current position in the corpus and a context word as any word in a context window (a small neighborhood of the current position). The middle words are represented by vectors m w ∈ R, where w is a word from the vocabulary V. Context words are represented by vectors c w ∈ R d . We denote w j the word at position j in the corpus. We maximize the negative sampling objective
(1) at each position j in the corpus. The size of the context l is selected randomly from 1 to L. N is a set of words (random samples) taken from a noise distribution, N = {w ∼ P n (V)}.
WoRel Model
Skip-Gram uses a middle word (e.g. food) from a corpus to guess the words in the context window. If we know that another word (e.g. rotten) is related to the middle word, then we can use this information to improve our guess of the context (e.g. excellent becomes less probable).
WoRel does not use the middle word in the same way as Skip-Gram, but instead we have a pair of related words, called phrase from now on, represented by a vector p j ∈ R d , where j is the position in the corpus. We define related words as words that are connected by an edge in a dependency tree. A phrase at the position j consists of a word at the position j and its parent (head) in a dependency tree at the position h(j) in the corpus. At position j in the corpus we maximize
(2) The phrase vector p j is a function of the words w j , w h(j) , and their relation r j in the dependency tree (e.g. subject or modifier):
There are plenty of functions that can model the meaning of a phrase. We considered three options for the function -matrix multiplication, elementwise linear combination, and linear combination. On one hand, the model is trained on billions of tokens so the function cannot be too complex. On the other hand, too simple function may not be able to express the meaning of the phrase. We ended up with the element-wise linear combination (4) that seems to be a good trade-off between the speed and complexity.
The vector λ r ∈ [0, 1] d is a parameter vector for role r and acts as a filter for both words. The symbol denotes an element-wise multiplication.
The parameters of the model (vectors c w , m w , λ r for all words w in the vocabulary and roles r) can be found using standard optimization methods, e.g. gradient descent.
Word Embeddings Experiments

Training Setup
We use a combination of the Gigaword corpus and the Wikipedia 2013 dump as the training data (approximately 2.5 billion words). The dependency trees are produced by Stanford neural network parser (Chen and Manning, 2014) . The parser was chosen primarily for its speed. We chose universal dependencies parse trees (Nivre et al., 2016) because they can be used across languages and they place the semantically more important words closer to the root 1 .
The model has several hyperparameters. They were set according to recommended values for Skip-Gram (Mikolov et al., 2013b; Levy and Goldberg, 2014a) . We use maximum context size L = 10, number of negative samples |N| = 10, learning rate α = 0.025, dimension of semantic vectors d = 300, vocabulary size |V| = 300 000, unigram word distribution raised to 0.75 as the negative sample distribution P n (V). We do not use subsampling in WoRel and do not remove rare words (it would corrupt the parse trees).
Evaluation
We evaluate WoRel on two standard tasks: word similarity and word analogy. In evaluation we represent each word with vector v w = m w + c w the same way as in GloVe.
Word similarity. The word similarity and relatedness corpora consists of word pairs and their similarity scores assigned by human annotators. The goal of the algorithm is to assign scores that maximize Spearman correlation (Levy et al., 2015) . ‡ Results from (Pennington et al., 2014) . § Embeddings provided by Levy and Goldberg (2014a) .
with the annotated scores. We use RubensteinGoodenough corpus (Rubenstein and Goodenough, 1965) , WordSim-353 corpus (Finkelstein et al., 2001) , and WordSim-353 partitioned to similarity and relatedness corpora (Agirre et al., 2009 ).
Word analogy. In the word analogy task the model answers questions in the form "What word (d) is related to c in the same way as b is related to a?" E.g. if a is France, b is Paris, and c is Germany we would expect d to be Berlin.
The quality of the model is measured by accuracy. We use the Google Word Analogy corpus and its semantic and syntactic partitions. We do not remove questions with out-of-vocabulary words as in (Levy and Goldberg, 2014a) because it favors smaller vocabularies. In our experiments we use the original equation (5) to choose word d, where cos sim(x, y) denotes the cosine similarity between x and y. Even though the 3CosMul approach (Levy and Goldberg, 2014b) has better results we use the older approach for a fair comparison with previous works.
Results and Discussion
The results for word similarity and analogy tasks are in Table 1 together with previously published results of Skip-Gram and GloVe. We present several results from (Levy et al., 2015) . We start with Skip-Gram with the recommended hyperparameters. This configuration is used in most cases. The models denoted by tuned use hyperparameters that were found using cross-validation. This approach is not usable in most cases as it requires supervision and it would be too demanding to set all hyperparameters for all tasks to optimal values. But it gives us an upper limit to expected results. The models denoted LS use much bigger data than the previous models (10.5 billion words, previous models 1.5 billion tokens) and the hyperparameters are also tuned using cross-validation, but less combinations were tested due to longer training times.
We also compare our results with (Pennington et al., 2014) . They provide results for Skip-Gram and GloVe trained on a corpus with 6 billion tokens.
The last comparison is with Skip-Gram with dependency (and also bag-of-word) contexts provided by Levy and Goldberg (2014a) . We see that the dependency Skip-Gram is significantly worse than WoRel or even other models. Levy and Goldberg (2014a) showed that their model is very good for different purposes (e.g. classification between relatedness and similarity).
The results show the strengths of WoRel. It significantly outperforms Skip-Gram and GloVe on the syntactical word analogies (5-6% in absolute values). If we consider that we use dependency trees during the training, it may not be so surprising. More surprising are Worel's excellent results on tasks that focus on word similarity (in contrast to relatedness) -RG-65 and WordSim-353 similarity partition. We believe that this is because the similarity is connected to syntax much more than relatedness and WoRel is better at modeling syntax. Table 2 : Five best replacements for a target phrase provided by WoRel and Skip-Gram with bag-ofword and dependency contexts.
Phrase Embeddings Experiments
We believe the representation of word relations is the most innovative and promising part of WoRel. In this section we use them to create phrase embeddings and provide a qualitative and quantitative analysis of these embeddings. We are not aware of any existing corpora that could be easily used for a standard quantitative analysis of word relation representations thus we propose our own evaluation. Our experiments with word relations are based on (non-idiomatic) phrases that can be expressed by a single word with a similar meaning. WoRel is compared with two baselines: Skip-Gram embeddings with bag-of-word and dependency contexts provided by Levy and Goldberg (2014a) . The phrase embeddings are obtained using Equation (4) for WoRel and an unweighted linear combination of the words for the Skip-Gram baselines, a common approach for phrase representation with Skip-Gram (Agirre et al., 2016) .
In Table 2 we show five most similar words for a few target phrases. We believe that the provided examples show the quality of WoRel phrase embeddings and that WoRel is able to choose better replacements for the target phrases. We believe that the improvement comes from the WoRel cost function which directly requires a phrase embedding in the same space as word embeddings.
We use the same approach in quantitative analysis. Firstly, we selected a set of phrases that have multiple single-word equivalents. The set was filtered to contain only word phrases where the models differ significantly (≈ 20-30%) in order to reduce annotator work. To avoid author bias we filtered the phrases blindly, i.e. the models were listed in random order. The final set contains 20 phrases. For each phrase the models were ranked blindly by four annotators. Ties (e.g. rankings 1-1-3, 1-1-1, 1-2-2) were allowed. The average standard deviation of the assigned rank is 0.4.
The results of this experiment are in Table 3 . For each model we show the sum of all the ranks assigned by individual annotators and the overall results. The best achievable result is 20 for individual annotators and 80 overall (the model is the best for all phrases). The worst result is 60 for individual annotators and 240 overall (third place for all phrases). We can see that WoRel (average rank 1.29) significantly outperforms both baselines (average ranks 2.14 and 2.31).
For a better idea of the relation representations we provide a visualization of a few common dependency roles on Figure 1 . By observing some patterns (a few of them circled) in the representations we see that the model learns that the role nsubj (subject) is very similar to role nsubjpass (passive subject) and in both roles there is almost equal importance of child (usually noun) and parent (usually verb). The roles det (determiner) and amod (≈ adjective) are in some aspects similar to each other. For these roles the child words have smaller semantic importance than the parent. 
Conclusion and Future Work
We proposed WoRel, a new distributional semantics model based on Skip-Gram. The main contribution of WoRel is that it learns not only word embeddings, but also the representations of dependency relations between words. The word embeddings were tested on word similarity and analogy tasks. WoRel significantly outperformed Skip-Gram and GloVe on syntactical word analogy and word similarity tasks and had similar results to Skip-Gram on semantic word analogy and word relatedness tasks.
Even though the improvement in word embeddings is important, the main innovation lies in the representation of word relations. The relation representations have interesting semantic properties and can be used in a variety of NLP tasks. More importantly, we believe that they can be used to represent semantics at the sentence level.
Our further research will focus on the semantic representation of sentences. WoRel is able to represent meaning of a single edge in a dependency tree (combine a child with its parent), but it is necessary to find a way to properly combine edges with a common parent and ensure transition of the semantic information from leaves of the dependency tree to the root.
Other directions for further research include evaluation on several NLP tasks, finding the optimal hyperparameters of the model, exploring the effect of data size, proposing other representations of the context (e.g. dependency), or employing more robust and efficient methods for optimization.
The reference implementation and trained word embeddings are publicly available at the authors web pages 2 .
