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Abstract
If f = F ′ is the density of a random variable X with distribution func-
tion F and f is positive and smooth, Lin’s condition is defined as follows:
−xf ′(x)/f(x)ր∞ as x→∞. This condition is essentially involved, together
with other conditions such as divergent Krein integral or fast growth rate of the
moments, in deciding whether or not F is unique in terms of its moments (M-
determinate) or non-unique (M-indeterminate). We analyze frequently used
non-linear functional transformations of X and clarify whether or not Lin’s
condition is preserved. Then we show that for a positive random variable X
and any fixed integer n ≥ 2, the power Xn and the product X1 · · ·Xn of n
independent copies of X, share the same moment-determinacy property.
Key words: random variable, distribution, moment problem, Krein’s
condition, rate of growth of moments, Lin’s condition, product and power of
random variables
2010 Mathematics Subject Classification: 60E05 (primary), 44A60
(secondary)
1. Introduction. We deal with random variables defined on a probability
space (Ω,F ,P) and writing X ∼ F means that X is a random variable with
distribution function F, E[X] =
∫
x dF (x) is the expectation of X. We assume
that E[|X|k] <∞ for all k = 1, 2, . . . in which case mk = E[X
k] is said to be the
moment of order k and {mk} = {mk, k = 1, 2, . . .} the moment sequence of X
and F .
A well-known classical result states that any distribution F with finite mo-
ments is either uniquely determined by its moments {mk} (M-determinate) or
it is non-unique (M-indeterminate). Traditional are the names Stieltjes mo-
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ment problem if supp(F ) ⊂ R+ := [0,∞) and Hamburger moment problem if
supp(F ) ⊂ R := (−∞,∞).
There are classical conditions which are necessary and sufficient for a dis-
tribution to be M-determinate; see [1, 12]. However, they are quite complex and
uncheckable. Perhaps this motivated scientists to search for ‘relatively easy’ con-
ditions, which are only sufficient or only necessary conditions for either unique-
ness or non-uniqueness of a distribution in terms of the moments. Thus, we
have nowadays extremely useful conditions such as Carleman’s, Krein’s, Hardy’s,
etc.; see, e.g. [7, 10, 14–16]. And most important is that these conditions are both
theoretically checkable and convenient for applications.
Our goal in this note is to analyse the so-called Lin’s condition which, together
with other conditions, is essentially involved in deciding the kind of moment de-
terminacy of a distribution. We present a general statement and corollaries telling
us that Lin’s condition is preserved for frequently used nonlinear transformations
known in the literature as Box-Cox transformations. Of special interest are prod-
ucts of positive random variables with a reference to works such as [2, 4, 5, 8, 9].
2. Definition of Lin’s condition. A general statement and corollar-
ies. We use the standard notations C1 and C2 for the classes of functions which
are continuously differentiable, respectively, once or twice. We start with a ran-
dom variable X ∼ F with values in R+ and moments {mk} and define the class
L of distributions as follows:
L = {F : F ∈ C2, F ′ = f > 0}.
Definition. We say that Lin’s condition is satisfied for X, F and f, if F ∈ L
and for some x0 ≥ 0, we have
(1) Lf (x) :=
−x f ′(x)
f(x)
ր∞ as x0 < x→∞.
If X ∼ F takes values in R, we require F to be symmetric around 0. We also
say that Lin’s function Lf (x) increases to infinity ultimately. If the convergence
Lf (x) ր ∞ is just monotone, i.e. non-decreasing, we call this condition (1). If
the convergence is strictly monotone, we speak of condition (1*). It is reasonable
to talk about Lin’s condition only if dealing with an absolutely continuous F such
that supp(F ) is unbounded and includes an interval of the type (c0,∞) for some
c0 > 0.
There have been reasons for Lin’s condition to be introduced. Here is the
story.
Of importance in moment problems is the Krein quantity (logarithmic nor-
malized integral) denoted by K[f ] and defined, respectively, in the Hamburger
case and the Stieltjes case, as follows:
K[f ] :=
∫
∞
−∞
− ln f(x)
1 + x2
dx, and K[f ] :=
∫
∞
c0
− ln f(x2)
1 + x2
dx, for some c0 ≥ 0.
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Clearly, K[f ] <∞ or K[f ] =∞. The following result is well-known (see [1] or [6]):
K[f ] <∞, called Krein’s condition, implies that X is M-indeterminate.
Recall that Krein’s condition is only sufficient for F to be M-indeterminate;
see [15]. If F is M-determinate, then necessarily K[f ] = ∞. Question: What to
say if K[f ] =∞? The answer was found by Lin some 20 years ago, see [7]:
If K[f ] =∞ and Lin’s condition (1) is satisfied, then F is M-determinate.
As shown in the recent papers [8, 9], the rate at which the moments grow is
essential when deciding whether or not the random variable X is M-determinate.
The approach is based on the relation
mk+1
mk
≈ c∗ k
δ for large k. We assume that
there are numbers δ ≥ 0 and c∗ > 0 such that limk→∞
1
kδ
mk+1
mk
= c∗; δ is said
to be the rate of growth of the moments of X. Here are two results in the
Stieltjes case:
(a) If δ ≤ 2, then X is M-determinate.
(b) If δ > 2, we have mk+1/mk ≥ c˜ k
δ∗ for large k and δ∗ ∈ (2, δ) and if
Lin’s condition is satisfied, then X is M-indeterminate.
Remark. In general, Lin’s condition provides us with a ‘fine information’
about the asymptotic, or the tail, of the density f at infinity. A useful refinement
and comments were suggested in [10], in particular, that Lin’s condition for f
means that f belongs to a class of functions which are rapidly varying, or regularly
varying at infinity with index equal to −∞; for these notions see [3].
The term Lin’s condition is already widely used in the literature. As an item
it is listed along with Krein’s condition in the recent Dictionary [13].
If X ∼ F with F ∈ L and p(x), x ∈ R+ is a measurable function, then under
mild condition the transformation Y = p(X) is such that if Y ∼ G, then G ∈ L.
The next question is: If X satisfies Lin’s condition, does this property hold for
Y ? Trivially, this is so for linear p, so we look for non-linear p and it is clear that
the answer will depend on both the density f and the function p.
Lemma 2.1. Suppose X ∼ F, F ∈ L and let p(x), x ∈ R+ be a function
such that for some a > 0, p ∈ C2(a,∞), where p(x), x > a, is strictly monotone
increasing with limx→∞ p(x) = ∞. Denote by h(x) = p
−1(x) the unique inverse
function of p and define the new random variable Y = p(X). Then Y ∼ G has a
density g = G′ whose Lin’s function Lg(x) is expressed as follows:
(2) Lg(x) :=
−x g′(x)
g(x)
= Lf (h(x))
xh′(x)
h(x)
−
xh′′(x)
h′(x)
, x ∈ (a,∞).
Hint. The assumptions on p imply that h ∈ C2 and h(x) ր ∞ ultimately.
The latter yields that Lf (h(x))ր∞ ultimately. The derivation of (2) is calculus.

Relation (2) shows that the property of Lg(x) ր ∞ as x → ∞ depends on
three quantities, Lf (h(x)), xh
′(x)/h(x) and xh′′(x)/h′(x). Thus, if f and h are
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such that Lg(x) ր ∞ ultimately, i.e., that Lin’s condition holds for Y,G, g, this
and other conditions may help to clarify whether or not Y is M-determinate.
It is quite useful to consider for p(x) a few specific functions, namely xr,
lnx, ex. They are frequently used in both theory and applications and they are
important examples of the so-called Box-Cox transformations of X to Y , where
Y = p(X).
Corollary 2.1. Suppose X is a random variable, X ∼ F , where F ∈ L and
the density f satisfies (1∗). Then each of the functions p(x) = xr, x > 0 for r > 0
and p(x) = lnx, x > 0 is such that Y = p(X) also satisfies Lin’s condition (1∗).
Hint. It is enough is to sketch only a few details. If p(x) = xr, x > 0, fixed
r > 0, the inverse is h(x) = x1/r, h ∈ C2(1,∞) and we derive that Lg(x) =
Lf (x
1/r) · 1r + 1 −
1
r for x > 1. The conclusion is: for any real r > 0, Y = X
r
satisfies Lin’s condition.
The function p(x) = lnx is well-defined for all x > 0 and the random variable
Y = lnX takes values in R. For all real x, the inverse function is h(x) = ex, h ∈
C2(0,∞) and Lg(x) = Lf (e
x) · x − x. This implies that Lin’s condition holds for
Y = lnX. 
The next is to consider the function p(x) = ex, x ∈ R. Its inverse function
is h(x) = lnx, x > 0, and clearly h ∈ C2(1,∞). The density g of the random
variable Y = eX has the following Lin’s function:
Lg(x) = Lf (lnx) ·
1
lnx
+ 1, x > 1.
Clearly, if we want Lg(x) ր ∞ ultimately, we need to impose on f stronger
conditions, not only asking f to satisfy (1). It is useful to have a couple of
illustrations.
Start with a random variable Z ∼ N (0, 1). We use the normal density ϕ
and easily find Lin’s function: Lϕ(x) = x
2. The random variable |Z|, called half-
normal, has the same Lin’s function. Hence both Z and |Z| satisfy (1∗). Moreover,
Corollary 2.1 implies that |Z|r for any r > 0 and ln |Z| also satisfy (1∗).
Take now Y = eZ , Y is the standard log-normal random variable, Y ∼ LogN .
We use the log-normal density and find that its Lin’s function is (1 + lnx). Since
this converges to infinity as x→∞, Y satisfies (1*).
We can also start with an arbitrary random variable X ∼ GG(a, b), where
GG(a, b) is the class of generalized gamma distributions with parameters a and b.
The density of X is f(x) = c˜ xa−1 exp(−xb), x > 0, a > 0, b > 0. Here and below,
c˜ is the normalizing constant. We transformX into Y = eX , this is log-generalized
gamma, write explicitly the density g of Y and obtain explicitly Lin’s function:
Lg(x) = (1−a+lnx+b(lnx)
b)/ lnx, x > 1.Obviously, if b = 1, limx→∞ Lg(x) = 1;
if b ∈ (0, 1) this limit is 0. However, if b > 1, limx→∞ Lg(x) = ∞. Hence Lin’s
condition holds for Y if b > 1.
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The conclusion is that, in general, Lin’s condition is not preserved under
the exponential transformation. The reason is that the tail of the distribution of
Y = eX is becoming ‘very heavy’. Still, we ask: Is there a random variable X
satisfying (1) and such that Y = eX also satisfies (1)? (In both, (1) or (1∗), it
does not matter.) Let us describe cases when the answer is positive.
Suppose the random variable X ∼ F has a density f of the form
(∗) f(x) = c˜ xa−1 e−v(x), x > 0.
Here a is a constant, a > 0, and v(x), x > 0 a positive function, v ∈ C1. Define
the following class of densities:
V := {all f given by (*) and such that v′(x)ր∞ ultimately}.
We are now in a position to formulate the following statement:
Corollary 2.2. Suppose that X ∼ F , where the density f satisfies (1∗) and
moreover, f is from the class V. Then Y = eX satisfies Lin’s condition.
Proof. We use f , write the density g of Y and find that Lin’s function of g
is
Lg(x) =
1− a+ lnx+ lnx v′(lnx)
lnx
, x > 1.
Now f ∈ V ⇒ Lg(x)ր∞ ultimately. Hence Y satisfies Lin’s condition. 
3. Lin’s condition for products of random variables. Now we focus
our attention on products of random variables. Diverse related problems and
results about products can be found, e.g., in [2, 4, 5, 8, 9].
Lemma 3.1. Suppose X ∼ F is a positive random variable with F ∈ L and
density f satisfying (1∗) with x0 = 0. Let X1 and X2 be independent copies of X.
Then the density g of the product T := X1X2 satisfies condition (1∗) with x0 = 0.
Hint. The first is to write g in terms of f : g(x) =
∫
∞
0 f(u) f
(
x
u
)
1
u du, x >
0. We want to show that Lg(x) :=
−x g′(x)
g(x) ր ∞ ultimately. After a series
of manipulations, change of variables, we find two different representations for
Lg(x) and use the mean value theorem to arrive at the desired statement. 
The next step is to extend the model and deal with two arbitrarily distributed
random variables, i.e. not necessarily with the same distribution as in Lemma 3.1.
Lemma 3.2. Let X1 and X2 be positive independent random variables whose
densities f1 and f2 are in the class C
1 and each satisfies condition (1∗) with x0 = 0.
Then the density g of the product T = X1X2 satisfies (1
∗) with x0 = 0.
Hint. We write the density g of T = X1X2 in two different ways:
g(x) =
∫
∞
0
f1(u) f2
(x
u
) 1
u
du and g(x) =
∫
∞
0
f2(u) f1
(x
u
) 1
u
du.
Then we express Lin’s function Lg(x) in terms of Lin’s functions Lf1(x) and
Lf2(x) corresponding to f1 and f2. Compared with the proof of Lemma 3.1, here
we need additional arguments to make the conclusion that indeed, g satisfies (1∗).

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We present now an extension of the previous two statements to a product of
n identically distributed random variables.
Lemma 3.3. Suppose the random variable X > 0 has a density f ∈ C1
satisfying (1∗) with x0 = 0 and let X1, . . . , Xn be n independent copies of X,
n ≥ 2. Then the density g of the product T = X1 · · ·Xn also satisfies (1
∗) with
x0 = 0.
Proof. It follows from Lemma 3.2 by induction. 
Remark. Interestingly, if n = 2s for some positive integer s, we can apply
2s − 2 times Lemma 3.1 and establish Lemma 3.3. Indeed, we have the required
property for any of the 2s−1 pairs X1X2, X3X4, . . . , Xn−1Xn. Now, the pairs
themselves are identically distributed, so we apply Lemma 3.1 for any of the 2s−2
quartets starting with X1X2X3X4, etc. Thus we arrive at the desired property
for T by applying Lemma 3.1 several times, namely 2s−1+2s−2+ · · ·+2 = 2s− 2
times.
The next result covers products of arbitrarily distributed random variables.
Lemma 3.4. Suppose X1, . . . , Xn, n ≥ 2, are arbitrary positive independent
random variables. Assume X1 has density f1, . . . , Xn has density fn, each belongs
to C1 and each satisfies condition (1∗) with x0 = 0. Then the density g of the
product T = X1 · · ·Xn also satisfies Lin’s condition (1
∗) with x0 = 0.
Proof. Follows from Lemma 3.2 by induction. 
Corollary 3.1. Suppose ξ1, . . . , ξn are positive, independent and arbitrarily
distributed random variables, each satisfying Lin’s condition (1∗). Then their sum
ξ1 + . . .+ ξn also satisfies this condition.
Proof. One idea is to take logarithm of the product ξ1 · · · ξn and use Lemma
3.4 and Corollary 2.1. Another idea is to proceed directly by considering the
convolution f1 ∗ · · · ∗ fn, which is the density of ξ1 + . . . + ξn. We do not give
details. 
In any of the above statements the random variables involved are assumed
to be independent. And, this is essential. Thus the question is about the validity
of these statements if the variables are dependent. Here is one possible result.
Lemma 3.5. Suppose (X,Y ) is a bivariate random vector in R+ ×R+ with
an arbitrary dependence structure. Denote by f(x, y), x > 0, y > 0 the density
of (X,Y ) and assume that each of the marginal densities, f1 of X and f2 of Y,
belongs to C1 and satisfies condition (1∗) with x0 = 0. Then the density g of the
product T = XY satisfies (1∗) with x0 = 0.
Proof. The density g(x) = ddx P[T ≤ x] can be written in two ways:
g(x) =
∫
∞
0
f
(
u,
x
u
) 1
u
du and g(x) =
∫
∞
0
f
(x
u
, u
) 1
u
du.
From here on we can repeat or slightly modify the main steps as those in
the proof of Lemma 3.2. We do not provide here the technical details. The final
conclusion is important, that indeed g satisfies condition (1*). 
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Remark. Combining Lemmas 3.5 and 3.2 shows that Lin’s condition will
be satisfied for the density of the product X1 · · ·Xn for an arbitrary random
vector (X1, . . . , Xn), n ≥ 2, as soon as each marginal density fj , j = 1, . . . , n,
satisfies (1*).
4. Comparing the M-determinacy of products and powers. Our
findings in Sections 2 and 3 allow to derive new results which complement results
in [8] and [9]. Now we can confirm a general conjecture that the power and the
product of random variables, i.e., Xn and X1 · · ·Xn, share the same moment
determinacy property, they are both M-determinate or both M-indeterminate.
Note, however, that such a conjecture is not in general true for random variables
on R. See [2] or [9] and the effective example involving Z ∼ N : The product
Z1Z2Z3Z4 of four independent normal variables is M-indeterminate, while the
power Z4 is M-determinate.
Theorem. Suppose X is a positive random variable with density f ∈ C1
satisfying condition (1∗) with x0 = 0. Let δ be the (well-defined) rate of growth of
the moments of X. Then for any δ and any integer n ≥ 2, the power S = Xn
and the product T = X1 · · ·Xn of n independent copies of X share the same
M-determinacy property.
Proof. The first step is to find the rates of growth of the moments δS and
δT of S and T , respectively. We easily obtain that they are the same, i.e.
δS = δn and δT = δn.
We are going to use these and the facts already established above, namely, that
Lin’s condition holds for both S and T.
Since X satisfies (1*), if δ > 2, then X itself is M-indeterminate, see [8].
Thus we stop, because for any n ≥ 2, both S and T will also be M-indeterminate.
If δ ≤ 2, X itself is M-determinate. For the next conclusion the value of
δn is important. If δ and n are such that δn ≤ 2, then both S and T are M-
determinate. In such a case we do not refer to Lin’s condition, even knowing that
it is satisfied. If δn > 2, since Lin’s condition holds for both S and T , it follows
that they are both M-indeterminate.
Let us mention that if the rate is δ ∈ (0, 1], then small n, δn is a number in
the interval (0, 2]. Hence, without involving Lin’s condition, we conclude that for
such δ and n, T and S are both M-determinate. Here there is a question: When
is the rate δ in the interval (0, 1]? We may suggest (but do not give details here)
that this is so if X satisfies the strong Crame´r’s condition.
Therefore, we have seen that whatever δ and n are, the power S and the
product T share the same M-determinacy property. 
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