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ABSTRACT
The National Collegiate Athletic Association’s (NCAA) men’s division I college basketball
tournament is an annual competition that draws widespread attention in the United States.
Estimating the outcome of each game is a popular activity undertaken by numerous websites,
fans, and more recently, academic researchers. There has been a surge of interest in proposing
mathematical methods to model the tournament’s results and pick the winners of future games.
This thesis analyzes the results of the NCAA basketball tournament since 1985 and proposes
several models to capture the winning seed distribution in each round.
The Exponential Model estimates the winning probability of each team by modeling the time
between a team’s successive winnings in a round as an exponential random variable. The
Exponential Model estimates a zero probability for events that have not occurred in the training
data set. The Markov Model solves this limitation by defining a Markov chain that incorporates
each team’s winnings in prior rounds to estimate its winning probability. Results of these two
models are validated using a chi-squared goodness of fit test.
The Power Model, which is an intelligent tool for generating brackets of winners, quantifies the
relative strength of each match-up in a round as a power function of the teams’ seed numbers,
with the exponent estimated using the historical results. The main problem of the Power Model is
the data complications that are generally caused by the small size of the training data set,
especially in later rounds. The Position and Upset Models solve this problem by representing the
tournament’s games as a binary sequence and estimating the outcome of each game based on the
teams’ performance in the similar game.
While generating a bracket in a forward direction from the first to the last round propagates the
incorrect picks through the tournament, correctly picking the winners in later rounds
automatically fills the bracket for several games in earlier rounds. This motivates developing
ii
bidirectional models that pick the winners based on a combination of models in forward and
backward directions. The Power, Position, Upset, and bidirectional models are assessed based on
the aggregate performance of millions of brackets for the five most recent tournaments
(2012-2016).
The proposed models allow one to estimate the likelihoods of different seed combinations by
applying the estimated winning seed distributions, which accurately summarize the seeds’
aggregate performance and provide a deeper understanding of the uncertainty in the games’
outcomes.
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CHAPTER 1
INTRODUCTION
Sports events attract the attention of millions of people around the world. International
competitions such as the Olympic Games and the FIFA soccer World Cup draw the attention of
an enormous number of people from many countries. In the United States, events like the Super
Bowl and the National Collegiate Athletic Association (NCAA) Division I men’s basketball
tournament (hereafter referred to as the NCAA tournament) are the focus of significant media and
fan interest. The annual television broadcast rights for the NCAA tournament worths hundreds of
millions of dollars [22]. Predicting the winners of sports competitions is a popular activity by
both pundits and fans. Results of games are also the subject of billions of dollars of betting each
year [23]. The importance and popularity of sports predictions have inspired academic
researchers to study the tournaments results and design mathematical models to estimate the
games outcomes. For the NCAA tournament, methods to assign teams to regions, assess the field,
and predict the winners have been widely investigated [10, 19, 20, 32].
The NCAA tournament is an annual single-elimination tournament. The tournament’s current
format with 64 teams playing in six rounds began in 1985 (hereafter, referred to as the modern
era). Beginning in 2001, the number of participants increased to 65, and further increased to 68
teams in 2011. Four of these 68 teams (termed the First Four) are eliminated in play-off games
before the formal start of the tournament (called Round 1). This study ignores these games and
focuses on six rounds starting with 64 teams (called Rounds 2, 3, 4, 5, 6, and 7) . Competitions
are held in four regions (typically labeled Midwest, West, South, and East), each having 16 teams
that are assigned seed numbers from 1 (strongest) to 16 (weakest). Round 2 games are
determined based on the seed numbers: the seed number n (=1,2,...,8) plays against the seed
number 17− n in each of the four regions. Also, each seed’s route to later rounds is known. For
example, in each region the winners between seeds 1 and 16 and seeds 8 and 9 in Round 2 play
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{1, 4, 5, 8, 9, 12, 13, 16}
{1, 8, 9, 16}
{1, 16}
Seed 1
Seed 16
{8, 9}
Seed 8
Seed 9
{4, 5, 12, 13}
{5, 12}
Seed 5
Seed 12
{4, 13}
Seed 4
Seed 13
{2, 3, 6, 7, 10, 11, 14, 15}
{3, 6, 11, 14}
{6, 11}
Seed 6
Seed 11
{3, 14}
Seed 3
Seed 14
{2, 7, 10, 15}
{7, 10}
Seed 7
Seed 10
{2, 15}
Seed 2
Seed 15
Figure 1.1: Tournament bracket for each region with the set of possible winners of each game
against each other in Round 3. Figure 1.1 shows each seed’s route to later rounds in each region.
Round 3 winners are collectively called the Sweet Sixteen, while the winners in Round 4,
which are the eight remaining teams, are called the Elite Eight. Teams appearing in Round 6 are
the Final Four, comprising the regional champions. This progression means that competitions
continue in each region until the end of Round 5, where the four regional champions are
determined. These four teams play in the national semifinals (Round 6) to determine the final two
teams that play in the national championship game (Round 7).
Teams participating in the NCAA tournament are assigned a seed number based on several
factors, including their seasonal performance [2]. Hence, teams’ seed numbers are approximate
metrics for comparing their relative strength. Teams with numerically smaller seed numbers are
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referred to as higher seeds. For example, in a game between seeds 3 and 8, seed 3 is the higher
seed. Upsets (where the higher seeded team loses) occur frequently, which makes the task of
predicting the winners difficult.
This thesis proposes several models to capture the winning seed distribution of the NCAA
basketball tournament. Chapter 3 proposes two models to compute the likelihood of each team
winning a game and estimate the winning seed distribution for each round of the NCAA
tournament. The Exponential Model estimates the winning seed distribution by modeling the
winning frequency of each seed in a given round. It defines an exponential random variable for
estimating the time between each seed’s consecutive winnings in each round. The Exponential
Model uses the tournament results since 1985 as the training data set for parameter estimation.
Therefore, it does not consider any chance for occurrence of events that have not happened during
the modern era tournaments. To overcome this limitation, the Markov Model uses a seed’s
performance in prior rounds to estimate its winning rate in later rounds. While the Exponential
Model estimates the winning seed distribution in Round j (=2,3,4,5,6,7) by considering each
seed’s performance in Round j, the Markov Model uses the total number of games that a seed has
won in Rounds 2, 3, ..., j as a measure of its performance. Comparing the results with the
frequency of observed events during the modern era tournaments suggests a good fit for both the
Exponential and Markov Models. Moreover, it shows that the seeds’ estimated winning rates in
each round do not monotonically decrease as the seed number increases. Note that both the
Exponential and Markov Models incorporate the potential upsets by considering the seeds
performance in the past tournaments.
Chapters 4 and 5 propose models to generate brackets of winners for the NCAA Tournament.
Definition 1. Generating a bracket is the process of picking the winner of each of the
tournament’s 63 games prior to the start of the tournament.
The Power Model is an intelligent bracket generation model that uses all modern era
tournament results, which estimates the winning probability of each team in a game as a power
function of the teams’ seed numbers. The Power Model captures the performance of the two
teams in a single parameter, hereafter referred to as the Alpha value.
One generated bracket has a negligible probability of correctly picking all the winners,
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especially when the bracket is randomly generated based on a mathematical model (a randomly
generated bracket is equal to the perfect bracket with probability 1
263
). Moreover, evaluating a
model based on one generated bracket does not provide insightful results. Therefore, the brackets
produced by the Power Model are assessed based on the aggregate performance of one million
generated brackets for each of the five most recent tournaments (2012-2016) using the ESPN
scoring system.
One of the main difficulties with estimating the results of the tournament in later rounds is the
small size of the data set. Many match-ups have either occurred rarely or not happened in the
modern era. For example, seeds 2 and 12 have played only once in Round 5 while seeds 16 and 8
have not played. Moreover, the size of the data set for various games in a Rounds 3 to 7 is
different. Chapter 5 proposes several models to address this problem by using the teams’
aggregate performance in a game.
Consider a binary representation of the tournament as a 63-bit sequence, with each bit
representing the result of a specific game. The Position Model picks the winner of game i (i.e.,
the ith bit) based on the two bits that determine the teams playing this game. If the winners of
games k and l play in game i, the Position Model estimates the winning probability of each team
based on the performance history of teams playing game i and coming from positions k and l.
Instead of using the teams’ position, the Upset Model estimates the winning probability of each
team in game i based on the frequency of upsets in the game.
The number of data points for each game in a given round is fixed (4× 32 = 128 for Rounds 2
to 5, 2× 32 = 64 for Round 6, and 32 for Round 7, with 32 representing the number of
tournaments in modern era from 1985 to 2016). By focusing on a game instead of a team’s
historical results, the Position and Upset Models solve the small data set problem. The two
models show a competitive performance to the ESPN leaderboard by using only the teams seed
numbers (i.e., without using teams’ specific information).
The Position and Upset Models generate a bracket in a forward direction from Round 2 to
Round 7.
Definition 2. A Forward Model for bracket generation is a model that can be used to pick the
winners of the tournament in a forward direction from Round 2 and to Round 7.
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The picked winners in a bracket propagate through the tournament. For example, if seeds 1 and
9 are picked as the winners of the first two games in a region, the winner of the first game in
Round 3 is selected among 1 and 9. An incorrect pick by a Forward Model in the beginning
rounds removes the possibility of correctly picking the winners in the next rounds if the game’s
actual winner has reached the latest rounds. This motivates picking the winners in a backward
direction.
Definition 3. A Backward Model for bracket generation is a model that can be used to pick the
winners of the tournament in a backward direction from Round 7 (i.e., first picking the champion)
to Round 2.
A backward model first picks the champion, which might be any of the 16 seed numbers. Then,
it selects the runner up, which again might be any of the 16 seeds. This procedure continues by
picking the losers of the semifinal games (Round 6), up to the losers of Round 3. While the input
to some of the Forward Models such as the Position and Upset Models must be two seeds, a
Backward Model is capable of picking the winner from a set of (possibly more than two) teams.
Since a picked winner by a Backward Model in later rounds propagates through the
tournament, it automatically fills the bracket for several games in the earlier rounds. A correct
pick in Round j in a Backward Model is equivalent to j correct picks in the bracket. Moreover,
correctly picking the champion (and winners in later rounds), worths more in most of the bracket
challenges. Therefore, designing a model that estimates the outcome of later rounds with higher
accuracy might improve the performance of the generated bracket.
Note that some models can be used in both forward and backward directions. These models are
referred to as Omnidirectional Models.
Definition 4. An Omnidirectional Model for bracket generation is a model that can be used both
as a Forward and a Backward Model.
The Geometric Model [15], which defines a truncated geometric random variable to pick the
winner of each game is an Omnidirectional Model.
This thesis uses the idea of generating a bracket backward to propose two Bidirectional Models.
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Definition 5. A Bidirectional Model for bracket generation is a model that picks the winners of
some rounds using a Backward Model and the remaining games based on a Forward Model.
A Bidirectional Model provides the possibility of generating the winners of various rounds
based on different models in either the forward or backward directions. Some models show a
stronger fit to the frequency of observed events in later rounds while some models perform better
in earlier rounds. For example, the Position Model suffers from inconsistency in the schedule of
semifinal and final games (i.e., lack of a fixed order for the semifinal games between the regional
champions) and hence, picks the winners of Rounds 6 and 7 uniformly at random. Moreover, the
Upset Model assumes a 0.5 winning probability for the teams with similar seed numbers. Since
each team has a unique seed number within each region, there is no game between two teams
with the same seed number in the first four rounds. However, teams with the same seed numbers
play frequently in the semifinal and final games. Therefore, it seems a reasonable idea to combine
these two models for the first four rounds with another model that performs better in the last two.
The Geometric Model shows a very strong fit to the frequency of observed events in the last two
rounds based on chi-squared goodness of fit test. The two Bidirectional Models proposed in
Chapter 5 pick the champion seed and the runner up based on the Geometric Model [15], and
then pick the winners of other games based on the Position and Upset Models.
While there is considerable interest in predicting the results of individual games, the task of
predicting a single winner of each game must consider the uncertainty inherent in game
outcomes. Sports fans and analysts interested in making such predictions must first hold a deep
understanding of these uncertainties, which they then translate into their predictions. Hence, the
current study focuses on estimating probability distributions for the winning seeds in each game
in each round, with the aim of providing a deeper understanding of the uncertain performances of
seeds throughout the tournament. Sports fans and analysts can then apply these distributions in
many different ways, such as choosing game winners randomly according to these distributions,
or comparing different sets of proposed winners in a round by computing the relative likelihood
of each set according to the estimated seed distributions. Therefore, the key result of the current
study is not the ability of the proposed models to accurately predict individual game winners, but
their ability to estimate seed distributions that accurately summarize aggregate performance of
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the seeds.
This thesis is organized as follows. Chapter 2 presents a summary of the existing methods on
modeling and predicting the results of the NCAA basketball tournament. Chapter 3 describes the
Exponential and Markov Models to capture the winning seed distribution in each round. The
Power Model, which is a mathematical tool to generate brackets of winners and sample from the
large pool of possible brackets, is presented in Chapter 4. Chapter 5 introduces the idea of
generating a bracket in two directions and proposes several Bidirectional Models. Chapter 6
provides concluding remarks and future research directions.
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CHAPTER 2
LITERATURE REVIEW
There has been a surge of interest in designing mathematical models to either predict or model
the results of the NCAA tournament. This chapter presents a review of the existing literature on
modeling and predicting the results of the NCAA division I men’s basketball tournament. Section
2.1 reviews the papers that focus on topics other than modeling and predicting the results. Most
of these papers either study the tournament structure or provide statistics on popularity and
economic impact of the tournament. Section 2.2 provides a summary of the papers that study
each team’s performance and propose models based on parameters such as the game venue.
Section 2.3 presents several models that only use the teams’ seed numbers to estimate the
winning probability of each team.
2.1 Tournament Structure and Impact
Several papers study different aspects of the tournament and focus on topics such as the
economical impact of the tournament, the tournament structure and the seeding process. For
example, Matheson and Baade [22] study the economic impact of the Men and Women NCAA
Final Four games on the host cities. They have selected several variables from the prior models to
estimate the economic growth of the host cities in the absence of the Final Four games. This
estimation is then used to compute the economic impact of the tournament on the host cities. The
analysis of the economic impact of the Final Four games for the host cities over a 30-year period
for the men’s tournament and over an 18-year for women’s show a statistically significant
increase in the cities’ income only on two cases. While cities compete to host the Final Four for a
possible financial benefit in the short term (and for an image enhancement in the long run), the
authors conclude that the short-term economic impact of hosting the Final Four will be negative
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or zero with highest probability.
Paul and Weinbach [24] study the betting market for the NCAA basketball tournament from
1996-97 to 2003-04. They describe the point-spread betting and break the sample into large
favorites to infer that the underdogs win more than implied by efficiency. As the effect of the
home-team bias in betting, they show that the road favorite win more often than implied by
efficiency. The results indicate that the bettors generally prefer the favorites while the bettors’
bias toward the home team is not universal.
Colquitt et al. [7] utilize the NCAA betting market to infer about financial markets. They show
that bettors of conferences with larger information availability mis-price the conference game
values to a lesser degree. This supports the fact that differences in fundamental information
brings about different relative pricing efficiencies across the markets.
Wolfers [34] highlights how the gambling structure on the NCAA tournament yields pay-offs
and hence, encourages manipulation through point shaving. He studies thousands of the NCAA
games and concludes that around 6 percent of strong favorites may have been willing to
manipulate their performance. Metrick [23] analyzes the betting pattern made by 1499 players in
24 distinct pools and compares it with the equilibrium predictions. He further examines whether
the betting behavior is affected by the characteristics of the pools.
Several papers evaluate the NCAA seeding process. For example, Sanders [27] constructs a
model to examine the existence and randomness of the conference bias in the NCAA
tournament’s Rating Percentage Index (RPI). The RPI computer rating is a numerical description
of a team’s ability based on the team’s performance history. It is computed as a weighted average
of the team’s winning percentage and the team’s opponent’s and the team’s opponents of
opponent winning percentages. Sanders shows that RPI is systematically biased against teams in
high ability conferences.
West [33] studies the methods for rating the NCAA tournament’s teams and shows that a
logistic regression model has a very close fit to the observed data. Harville [13] shows that a
least-squares method performs better than RPI in predicting the post-season outcomes.
Gray and Schwertman [11] study the NCAA tournament’s seeding process. They propose a
heuristic measure of the teams’ success and compare the outcome of the model with the seeding
of the NCAA tournament. The ratio of the number of points a team scores to the opponent’s score
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is considered as an indication of the team’s performance in a game. This value is adjusted by a
z-score that measures the relative strength of the teams to differentiate between a game between
two teams of the same quality and a game between two teams of different strength. Gray and
Schwertman report the defined measure of a team strength, the seeding by the NCAA, and the
Sagarin and RPI scores. The Sagarin computer rating (proposed by Jeff Sagarin) adapts the Elo
chess raing to basketball and uses the wins/losses and score of each game in two different models.
The NCAA seeding shows the strongest correlation with team success points for the 2011 NCAA
tournament. The authors suggest the NCAA committee to make adjustments in cases such as the
injury of a key player.
Jacobson and King [16] study the tournament’s history and current structure and statistically
analyze tournaments from 1985 to 2009. They use statistical hypothesis testing to investigate
whether a seed’s winning proportion is significantly different from 1/2. They conclude that there
is insufficient evidence to infer that the performance of a high-seeded team depends on the team’s
seeding (i.e., the winning proportions of high-seeded teams are statistically indistinguishable).
2.2 Models Using Teams’ Specific Information
The first group considers teams’ specific information such as the victory margin and the game’s
venue to predict the result of each game. For example, Kaplan and Garstka [17] use Sagarin
ratings (expected scoring rates on a team by team basis) to estimate the winning probability of
each team. They assume that a team’s scoring can be modeled by uncorrelated Poisson processes.
They further assume a Normal distribution for the point spread of the two teams with the mean
and variance defined based on the teams’ Sagarin ratings. Kaplan and Gartska use numerical
experiments to show that the proposed model picks 58% of the winners correctly.
Koenker and Bassett [19] define offensive and defensive strength parameters and a home
adjustment factor to compute the winning probability of each team. The proposed model
produces a predictive density that can be used to make predictions and evaluate point spread and
gambling opportunities. Koenker and Bassett evaluate the model by predicting the results of the
2005 NCAA tournament and report mildly better betting opportunities compared to point spreads
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and scoring totals.
Gupta [12] proposes a rating system and a four-predictor probability model to generate
brackets for the 2009-2014 tournaments. He finds out that selecting one high-probability upset
for one to three late round games is likely to perform better than other methods.
Carlin [6] employs computer ratings such as RPI and Sagarin ratings to have a more refined
estimation of the teams’ relative strength compared to models that only use the seed numbers. He
also uses a collection of point-spreads for the games of the first round. Point-spreads make use of
teams’ specific information such as the players’ injuries. Carlin validates the results by
comparing the proposed models using the 1994 NCAA tournament.
Lopez and Mathews [21] propose a prediction model based on Carlin’s [6] by combining the
point spreads set by Las Vegas sports-books with possession based team efficiency metrics.
Ruiz and Cruz [26] modify a classical model for soccer to model both the specific behavior of
each conference and different strategies of teams. They define various attack and defense
coefficients for each team, each coefficient representing a different tactic or strategy. They also
introduce conference-specific attack and defense coefficients to capture the behavior of each
conference. Finally, Ruiz and Cruz assume independent gamma priors over the attack and defense
vectors and home coefficients. A mean-field inference algorithm is then used to approximate the
posterior distribution and predict the NCAA tournament results. They compare the proposed
model’s outcome for the 2014 tournament with the Kaggle competition results and six online
betting houses and show that the model results in a positive mean profit in all betting houses.
Kvam and Sokol [20] use victory margin of teams in regular-season games from 1999 to 2005
to predict game winners based on a Markov chain/logistic regression model, referred to as
LRMC. The logistic regression is used to estimate the probability that a team is better than the
opponent and the Markov chain model combines the single-game outcomes. Kvam and Sokol
compare the LRMC model to several methods including the expert polls, RPI, Sagarin and
Massey ratings, Massey’s win probabilities, Vegas point-spreads from Statfox, and the
tournament seeds. They show that the LRMC model performs better than all these models.
Brown and Sokol [4] modify each step of the LRMC: They use two separate empirical Bayes
models to replace the logistic regression and a least-squares to replace the Markov chain. Brown
and Sokol validate the results by comparing the prediction results with those of the LRMC model
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for ten tournaments from 1999-2000 to 2008-2009.
Yuan et al. [35] propose methods to forecast the results of the tournament and discuss the
difficulties in using publicly available data while presenting novel ideas for post-processing
statistical forecasts.
While these models study the performance of each team more precisely, their parameters
depend on the teams’ specific information such as victory margin and game’s venue. Therefore,
they can not be easily applied to other tournaments by the public. Moreover, the variability in the
teams participating in the NCAA tournament makes it difficult to use the whole data set to
estimate the model’s parameters.
2.3 Models Using Seed Numbers
The second group of models only use the teams seed numbers to estimate the winning probability
of each team in each round [5, 18, 15]. These models consider all teams of the same seed number
as equivalent. Moreover, they do not depend on factors such as the game’s venue and the victory
margin. While assuming the same performance for all teams of the same seed number may
increase the estimation error, it simplifies the computational effort since the model’s parameters
depend only on a team’s seed number. This makes the models of the second group more flexible
to be used for future tournaments (and other sports competitions with the same structure, but the
parameters would need to be recalculated). Moreover, this enables the model to use the results of
all modern era tournaments since it does not depend on team-specific information.
Boulier and Stekler [5] study whether the seed numbers are good predictors of the teams’
performance. They use statistical profit regression with the seed difference to predict the game
outcomes. In particular, Boulier and Stekler use the Normal distribution to define a binary
random variable as a function of the teams’ seed difference. The prediction ability of the model is
evaluated by computing the mean square error. The results depict a close correspondence
between the predicted and actual frequencies, which indicates that the seed numbers are good
predictors of the teams performance.
Caudill [8] improve on Boulier and Setkler results [5] by using a maximum score estimator.
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Instead of the profit estimator, Caudill uses the maximum score estimator to maximize the
number of correct picks. He uses the tournament results from 1985 to 1998 to compare four
models, which use either the profit model or the maximum score estimator with the high/low seed
or the seed difference. The results show that the maximum score estimator achieves the largest
number of correct picks.
Smith and Schwertman [32] examine whether the teams’ seed numbers can be used to predict
the margin of victory in a game. They use the results of the first 12 tournaments with 64 teams to
conclude that simple linear regression models based on the seed numbers can accurately predict
the victory margin.
Schwertman et al. [29] considered three models to estimate the winning probability of each
team. The first model assumes that the winning probability is a linear function of the teams’ seed
numbers: The probability that seed i defeats seed j is estimated by j
i+j
. The second model
assumes linearity based on the difference of the two teams seed numbers: The winning
probability of seed i versus j is estimated by 0.5 + δ(j − i). They assume that the parameter δ
maintains uniformity in the interval [0, 1]. The third model is similar to the second model, but
instead of uniformity, assumes Normal distribution of strength. Using a goodness of fit test, the
chi-squared statistic fails to reject any of the models. Moreover, they show that the third model
has the smallest chi-squared value and hence, provides the best fit to the training data.
Schwertman et al. [30] use linear and logistic regression to develop models based on the seed
numbers. They define a linear function of the two teams’ seed numbers and consider eight
different models by combination of the following factors: regression type, intercept type, and
linearity/non-linearity of the function of seed numbers. Schwertman et al. use a chi-squared test
statistic to evaluate the proposed models. They conclude that the ordinary least-squares and with
no specified intercept provides the best results for predicting the game winners. However, the
logistic regression model performs better in estimating the regional winners.
Jacobson et al. [15] propose a truncated geometric random variable for modeling the winning
seed distributions. The potential winning seeds of each game are defined by sets for each round.
For each set, each seed’s winning probability defines a Bernoulli random variable. Jacobson et al.
[15] consider the necessary and sufficient conditions on this sequence of Bernoulli trials such that
the number of trials until the first success follows a geometric distribution [28]. Comparing their
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proposed method with the data for 26 tournaments (from 1985 to 2010), they conclude that the
(truncated) geometric distribution provides a good fit to seeds’ historical winning probabilities in
later rounds, particularly round 5 and beyond.
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CHAPTER 3
THE EXPONENTIAL AND MARKOV MODELS
Although academic researchers have put more effort on designing mathematical models to predict
the results of sports games in recent years, there are few models available for the NCAA
tournament [15]. Furthermore, the existing models suffer from a lack of accuracy in predicting
the results. This Chapter presents the Exponential and Markov Models to estimate the likelihood
of each team winning a game. Both models use the teams’ seed numbers and simple
mathematical tools to estimate the relative strength of teams as a function of the round number.
The chapter is organized as follows. Section 3.1 describes the Exponential Model that uses the
exponential distribution for modeling the winning seed distribution in each round. Section 3.2
discusses the Markov Model proposed for estimating the probability of rare events (i.e.,
match-ups that have not happened in the modern era). Section 3.3 uses the chi-squared goodness
of fit test to evaluate the performance of the Exponential and Markov Models. Section 3.4
provides a summary of the results and concluding remarks.
3.1 The Exponential Model
The exponential distribution represents a family of continuous probability distributions. It
describes the time between events in a Poisson process, a stochastic process that counts the
number of random events occurred in an interval. The exponential distribution is the continuous
analog of the geometric distribution in that they are memoryless and they are used to model
waiting time situations. As discussed in the previous section, Jacobson et al. propose a truncated
geometric random variable to model the distribution of seeds that win in the last three rounds of
the tournament [15]. In this paper, the continuous counterpart of the geometric distribution is used
to estimate the the winning seed distribution in all rounds. The Exponential Model estimates the
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winning probability of a seed in a given round by modeling how often the seed wins in that round.
The average number of tournaments between consecutive events, such as the championship of
a team with seed number 2, gives a measure for computing its occurrence frequency over a given
number of tournaments. The Exponential Model assumes that a seed’s winning in a round is a
Poisson process, which occurs continuously and independently at a constant rate, and defines an
exponential random variable for modeling the time between the seed’s successive winnings in
that round. The mean of the exponential random variable is computed using the maximum
likelihood estimation (MLE) on the results of modern era tournaments (i.e., tournaments since
1985). Assuming an exponential random variable for modeling each seed’s winning in each
round, the MLE estimates the mean of the defined random variable by calculating the average
interarrival time of each event (seed’s winning in the given round) in the modern era tournaments.
If seed number i has appeared in the jth round n times during the previous m tournaments, its
average interarrival time is m/n. Seed i’s winning in the (j − 1)th round is modeled as a Poisson
process with rate λi,j−1 = n/m per tournament. Hence, an exponential random variable with
mean m/n is associated with seed i for computing its winning probability in Round j − 1.
Table 3.1 shows the seeds’ winning rates in each round based on the data from 1985 to 2013.
Note that there are four teams of each seed playing in each tournament. Hence, the defined
interarrival time is not real-time, but rather, a measure to compute the average number of teams of
a given seed that advance to a specific round in each tournament. For example, Seed 1’s winning
rate in Round 2 is 4, which means that in each tournament seed number 1 teams win all their 4
games against seed 16 in Round 2.
Table 3.2 reports seeds’ winning probabilities in each round based on the Exponential Model.
In a game between seeds i and j, seed i ’s winning probability is computed as the probability that
its associated exponential random variable, which models the waiting time to seed i’s next win, is
smaller than seed j’s. In other words, the winner is the one whose Poisson event (winning) arrives
first. For example, if fi,j denotes the exponential random variable associated with Seed i in Round
j, and λi,j represents its rate, the probability that Seed 2 defeats Seed 15 in Round 2 is given by
p(f2,2 < f15,2) =
λ2,2
λ2,2 + λ15,2
=
3.76
3.76 + 0.24
= 0.94 (3.1)
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Table 3.1: Winning rate of each seed in different rounds, λi,j (per tournament)
Round (j)
Seed Number (i) 2 3 4 5 6 7
1 4.00 3.48 2.76 1.62 0.93 0.62
2 3.76 2.59 1.86 0.86 0.41 0.14
3 3.41 2.07 1.03 0.48 0.31 0.14
4 3.14 1.76 0.62 0.45 0.10 0.03
5 2.59 1.34 0.28 0.21 0.10 0
6 2.66 1.34 0.45 0.10 0.07 0.03
7 2.41 0.66 0.24 0 0 0
8 1.93 0.34 0.24 0.14 0.07 0.03
9 2.07 0.17 0.07 0.03 0 0
10 1.59 0.72 0.24 0 0 0
11 1.34 0.52 0.17 0.10 0 0
12 1.41 0.69 0.03 0 0 0
13 0.86 0.21 0 0 0 0
14 0.59 0.07 0 0 0 0
15 0.24 0.03 0 0 0 0
16 0 0 0 0 0 0
The same method is used to estimate seeds’ winning probabilities in other rounds. First, sets of
possible winners are defined such that the winners in a round come from distinct sets. For
example, S = {2, 7, 10, 15} is a set of possible winners in Round 3 since only one of the four
seeds (2, 7, 10, 15) can reach round 4 in each region. A seed number 2 team wins in round 3 (and
advances to round 4) if its Poisson event arrives first, that is if Seed 2’s arrival time is the smallest.
Hence, the probability that a Seed 2 team wins in Round 3 is given by
p(f2,3 = mini∈S(fi,3)) =
λ2,3
λ2,3 + λ7,3 + λ10,3 + λ15,3
=
2.59
2.59 + 0.66 + 0.72 + 0.03
= 0.65 (3.2)
Randomness inherent in games’ outcomes and the frequency of stronger opponents playing
weaker opponents provide the opportunity for upsets to occur. The Exponential Model uses the
seeds’ appearance rate in each round to estimate the winning seed distribution in future
tournaments, and hence, it takes potential upsets into account. For example, since seed 9 plays
against seed 1 (the strongest seed) in round 3, its winning rate is less than Seed 10, which plays
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Table 3.2: Winning probability of each seed in each round based on the Exponential Model
Round (j)
Seed Number (i) 2 3 4 5 6 7
1 1.00 0.87 0.69 0.41 0.47 0.62
2 0.94 0.65 0.47 0.22 0.21 0.14
3 0.85 0.52 0.26 0.12 0.16 0.14
4 0.78 0.44 0.16 0.11 0.05 0.03
5 0.65 0.34 0.07 0.05 0.05 0
6 0.66 0.34 0.11 0.03 0.03 0.03
7 0.60 0.16 0.06 0 0 0
8 0.48 0.09 0.06 0.03 0.03 0.03
9 0.52 0.04 0.02 0.01 0 0
10 0.40 0.18 0.06 0 0 0
11 0.34 0.13 0.04 0.03 0 0
12 0.35 0.17 0.01 0 0 0
13 0.22 0.05 0 0 0 0
14 0.15 0.02 0 0 0 0
15 0.06 0.01 0 0 0 0
16 0 0 0 0 0 0
against the winner of Seeds 2 and 15 (0.72 per tournament for a Seed 10 versus 0.17 per
tournament for a Seed 9). Hence, the estimated winning probabilities of seeds in each round
incorporate the seeds’ performance in previous tournaments and do not monotonically decrease
as the seed number increases.
There are events with zero rate in Table 3.1, which represent the seeds that have not appeared
in some rounds in the modern era tournaments. For example, seed 5 teams have advanced to the
national final game three times. Although they have not won any of these three finals, assigning
zero probability of success in Round 7 to Seed 5 teams (as shown in Table 3.2) indicates that such
an outcome is impossible. However, any seed could conceivably win in any round in future
tournaments. Therefore, assigning a zero success probability to seeds based on their performance
history in a round, which is a result of using the maximum likelihood estimator on a small data
set, does not reflect an accurate estimate. Note that in 2013, a Seed 15 team reached Round 4, and
a Seed 9 team reached Round 6. These two events had not happened in any of the tournaments
from 1985 to 2012, indicating the limitation of the Exponential Model in estimating the
probability of rare events. One method to solve this problem is to estimate the mean of the
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defined exponential random variables using estimators such as Bayesian inference. Since this
method works on the basis of the Exponential Model, a new model is proposed that incorporates a
seed’s winnings in prior round to estimate its winning probability in a given round. This model,
referred to as the Markov Model, defines a Markov chain for each set of possible winners in a
given round, and estimates a non-zero winning probability for all seeds that have won at least a
single game in the modern era tournaments. The next section discusses the Markov Model to
estimate the rates of historically unobserved events.
3.2 The Markov Model
This section describes a method to estimate the probability of events that have not happened in
the modern era tournaments. The Markov Model defines a Markov chain for each set of possible
winners in a given round, with nodes representing the seed numbers. Then, it computes the
stationary values for the Markov chain when the transitions between nodes are defined based on
the seeds’ total number of wins.
The Markov Model considers seeds’ performance in earlier rounds of the tournament to
estimate probabilities of historically unobserved events. It defines sets of possible winners for
each round. For example, there are four sets of possible winners in Round 3: (1,8,9,16),
(2,7,10,15), (3,6,11,14), (4,5,12,13). From each region and each set, one seed reaches round 4.
Two sets of eight teams exist for round 4: (1,4,5,8,9,12,13,16) and (2,3,6,7,10,11,14,15). The
winners of these two sets play against each other in Round 5. Therefore, winners of round 5 can
be any of the seeds (1,2,3,...,16), and the single set of Round 5 (and also rounds 6 and 7) contains
all 16 seeds. A Markov chain, which is represented by a directed graph, is defined for each set,
with states (nodes) representing the seeds. In the Markov chain defined for round k (=3,4,5,6,7),
there is a transition from state i to state j with weight m (i.e., an edge from node i to node j) if m
is the total number of games that a seed number j team has defeated a seed number i team in
rounds 2, 3, ..., k. The transition weights are normalized such that the matrix representing the
transition probabilities becomes a stochastic matrix (i.e., the sum of each row is equal to one).
Since normalizing the winning probabilities by this method limits the stationary values to 0.5 or
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less (because no state can transition back to itself), it underestimates the success probability of
stronger seeds. To solve this problem, a transition from state i to itself is defined whose weight w
is the total number of wins of Seed i in Rounds 2, 3, ..., k. The long-run proportion of the time
that the process is in each state (seed) is the Markov chain’s stationary vector or dominant
eigenvector. These stationary values are the seeds’ estimated winning probabilities in the
respective set, and are used to compute the seed’s expected winning frequency in a particular
round. Since the Markov Model uses a seed’s total number of wins in prior rounds to estimate its
winning probability in later rounds, it estimates a non-zero winning rate for a seed if it has won at
least a single game during the modern era tournaments. Note that no seed has won all its games in
Rounds 3, 4, 5, 6, and 7, and hence, the dangling node problem in the field of web-page ranking
does not occur (where the dangling node problem happens when a user arrives at a web-page that
does not link out to another web-page, resulting in an absorbing state in the Markov chain [14]).
The Markov Model uses a seed’s total number of wins to estimate its success probability. Since
a seed 16 team has not won any games since 1985, the Markov Model estimates a zero winning
probability for seed 16 in all rounds. A seed 16’s winning rate can be estimated by assuming that
Seed 16 has won a single game in Round 2 of the modern era tournaments and using the Markov
Model. Using this method, the winning probability of Seed 16 versus seed 1 in Round 2 is
estimated to be less than 0.01. Since the winning probability of Seed 16 is even smaller in later
rounds, we focus on the rare events for seeds that have won at least a single game in the modern
era tournaments and assume a zero winning probability for Seed 16 in all rounds.
The Markov Model is now explained in more details. For Rounds k = 2, 3, 4, 5, there are 25−k
sets of 2k−1 seeds. For set n in Round k, there is a 2k−1 × 2k−1 matrix, Mk,n. For Rounds
k = 6, 7, there is a single set of 16 teams. The (i, j)th entry of the matrix is the number of games
that the corresponding seed of row j defeated the corresponding seed of row i in Rounds 2
through k in the modern era tournaments when the sum of the row elements is normalized to one.
The (i, i)th entry of the matrix is the total number of wins of the corresponding seed of row i in
Rounds 2 through k when the sum of the row elements is normalized to one.
Solving pik,n = pik,nMk,n with
∑
j pi
k,n
j = 1 (where pi
k,n denotes the stationary values of Mk,n),
and multiplying the stationary values by the total number of potential games of the given seed in
Round k results in the expected number of times that the given seed would advance to Round
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k + 1. Similar to the Exponential Model, the results of the NCAA tournaments from 1985 to
2013 is used to estimate the parameters of the Markov Model.
3.2.1 Results of Each Round
Sets of possible winners in Round 3 are (1,8,9,16), (2,7,10,15), (3,6,11,14), (4,5,12,13), which
result in 4× 4 matrices M3,1, M3,2, M3,3, and M3,4, respectively. For example, the first, second,
third, and the fourth rows of M3,2 correspond to Seeds 2, 7, 10, and 15, respectively. A seed 2
team has lost 17 out of 67 games to a seed 7 team, 17 out of 42 games to a Seed 10 team, and 7
out of 116 games to a team of seed 15 in Rounds 2 and 3. The first row entries of M3,2 correspond
to 184, 17, 17, and 7 when the sum of them is normalized to one. The same procedure produces
the other rows entries.
M3,1 =

seed 1 8 9 16
1 0.9342 0.0439 0.0219 0
8 0.2674 0.3837 0.3488 0
9 0.3125 0.3182 0.3693 0
16 1.0000 0 0 0
,
,
M3,2 =

seed 2 7 10 15
2 0.8178 0.0756 0.0756 0.0311
7 0.2688 0.4785 0.2473 0.0054
10 0.1582 0.4430 0.3987 0
15 0.8862 0.0163 0.0325 0.0650
,
,
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M3,3 =

seed 3 6 11 14
3 0.7395 0.1256 0.0558 0.0791
6 0.1865 0.6010 0.2021 0.0104
11 0.1548 0.4968 0.3484 0
14 0.7444 0.0902 0.0226 0.1429
,
,
M3,4 =

seed 4 5 12 13
4 0.6860 0.1353 0.0580 0.1208
5 0.1728 0.5969 0.2147 0.0157
12 0.1146 0.4777 0.3885 0.0191
13 0.6454 0.0780 0.0567 0.2199

.
In round 4, Markov chains are defined for the sets (1,4,5,8,9,12,13,16) and
(2,3,6,7,10,11,14,15). For this case, sets of eight teams result in 8× 8 matrices M4,1 and M4,2
(see the Appendix). In rounds 5, 6, and 7, a Markov chain is defined for sets of 16 teams since
from Round 5 it is possible for all seeds to play each other. For these rounds, the single set of 16
teams results in 16× 16 matrices M5,1, M6,1, and M7,1 (see the Appendix). The ith row of these
matrices corresponds to seed number i. Note that the results are rounded to four digits after the
decimal point for Round 3, and to three digits after the decimal point for the other rounds.
M4,1 =

seed 1 4 5 8 9 12 13 16
1 0.891 0.043 0.021 0.030 0.015 0 0 0
4 0.112 0.620 0.108 0.015 0 0.046 0.097 0
5 0.122 0.143 0.530 0.009 0.004 0.178 0.013 0
8 0.253 0.011 0 0.401 0.330 0.005 0 0
9 0.304 0.011 0.005 0.309 0.370 0 0 0
12 0.107 0.102 0.424 0 0 0.350 0.017 0
13 0.027 0.619 0.075 0.007 0.007 0.054 0.211 0
16 1.000 0 0 0 0 0 0 0

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,M4,2 =

seed 2 3 6 7 10 11 14 15
2 0.793 0.047 0.020 0.057 0.057 0.003 0 0.023
3 0.084 0.687 0.098 0.011 0.014 0.044 0.062 0
6 0.090 0.155 0.556 0.013 0.009 0.168 0.009 0
7 0.244 0.029 0.015 0.468 0.224 0.015 0 0.005
10 0.140 0.050 0.022 0.391 0.391 0.006 0 0
11 0.059 0.141 0.453 0 0 0.347 0 0
14 0 0.733 0.089 0.007 0.007 0.022 0.141 0
15 0.879 0.008 0 0.016 0.032 0 0 0.064

M5,1 =

seed 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.833 0.048 0.019 0.034 0.017 0.005 0 0.024 0.012 0 0.007 0 0 0 0 0
2 0.054 0.745 0.037 0.011 0.008 0.017 0.048 0.006 0.003 0.048 0.003 0 0 0 0.020 0
3 0.039 0.076 0.664 0.010 0.003 0.089 0.010 0 0 0.013 0.039 0 0 0.056 0 0
4 0.105 0.007 0.007 0.627 0.101 0.004 0 0.014 0 0 0 0.043 0.091 0 0 0
5 0.118 0 0.008 0.139 0.538 0 0 0.008 0.004 0 0 0.172 0.013 0 0 0
6 0.024 0.086 0.147 0.008 0.004 0.539 0.012 0.004 0 0.008 0.159 0 0 0.008 0 0
7 0.019 0.236 0.028 0.009 0 0.014 0.453 0.005 0 0.217 0.014 0 0 0 0.005 0
8 0.243 0.011 0.005 0.011 0 0 0 0.407 0.317 0 0 0.005 0 0 0 0
9 0.300 0 0.005 0.011 0.005 0 0 0.306 0.372 0 0 0 0 0 0 0
10 0.021 0.132 0.047 0.010 0.005 0.021 0.368 0 0 0.389 0.005 0 0 0 0 0
11 0.011 0.057 0.137 0 0 0.440 0 0 0 0 0.354 0 0 0 0 0
12 0.107 0.006 0 0.101 0.421 0 0 0 0 0 0 0.348 0.017 0 0 0
13 0.027 0 0 0.619 0.075 0 0 0.007 0.007 0 0 0.054 0.211 0 0 0
14 0 0 0.733 0 0 0.089 0.007 0 0 0.007 0.022 0 0 0.141 0 0
15 0 0.879 0.008 0 0 0 0.016 0 0 0.032 0 0 0 0 0.064 0
16 1.000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

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M6,1 =

seed 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.826 0.053 0.027 0.033 0.016 0.004 0 0.022 0.011 0 0.007 0 0 0 0 0
2 0.066 0.731 0.040 0.011 0.011 0.019 0.045 0.008 0.003 0.045 0.003 0 0 0 0.019 0
3 0.044 0.082 0.663 0.009 0.003 0.085 0.009 0 0 0.013 0.038 0 0 0.053 0 0
4 0.118 0.010 0.014 0.611 0.097 0.007 0 0.014 0 0 0 0.042 0.087 0 0 0
5 0.119 0 0.008 0.140 0.539 0 0 0.008 0.004 0 0 0.169 0.012 0 0 0
6 0.024 0.089 0.145 0.008 0.004 0.540 0.012 0.004 0 0.008 0.157 0 0 0.008 0 0
7 0.019 0.236 0.028 0.009 0 0.014 0.459 0.005 0 0.217 0.014 0 0 0 0.005 0
8 0.243 0.010 0.005 0.010 0.005 0 0 0.409 0.311 0 0 0.005 0 0 0 0
9 0.304 0 0.005 0.011 0.005 0 0 0.304 0.370 0 0 0 0 0 0 0
10 0.021 0.132 0.047 0.010 0.005 0.021 0.368 0 0 0.389 0.005 0 0 0 0 0
11 0.011 0.062 0.140 0 0 0.433 0 0.006 0 0 0.348 0 0 0 0 0
12 0.107 0.006 0 0.101 0.421 0 0 0 0 0 0 0.348 0.017 0 0 0
13 0.027 0 0 0.619 0.075 0 0 0.007 0.007 0 0 0.054 0.211 0 0 0
14 0 0 0.733 0 0 0.089 0.007 0 0 0.007 0.022 0 0 0.141 0 0
15 0 0.879 0.008 0 0 0 0.016 0 0 0.032 0 0 0 0 0.064 0
16 1.000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

M7,1 =

seed 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0.826 0.053 0.025 0.034 0.015 0.006 0 0.023 0.011 0 0.006 0 0 0 0 0
2 0.080 0.719 0.044 0.010 0.010 0.018 0.044 0.008 0.003 0.044 0.003 0 0 0 0.018 0
3 0.046 0.089 0.659 0.009 0.003 0.083 0.009 0 0 0.013 0.037 0 0 0.052 0 0
4 0.124 0.010 0.014 0.608 0.096 0.007 0 0.014 0 0 0 0.041 0.086 0 0 0
5 0.130 0 0.008 0.138 0.532 0 0 0.008 0.004 0 0 0.167 0.012 0 0 0
6 0.028 0.088 0.144 0.008 0.004 0.540 0.012 0.004 0 0.008 0.156 0 0 0.008 0 0
7 0.019 0.236 0.028 0.009 0 0.014 0.453 0.005 0 0.217 0.014 0 0 0 0.005 0
8 0.241 0.010 0.010 0.010 0.005 0 0 0.410 0.308 0 0 0.005 0 0 0 0
9 0.304 0 0.005 0.011 0.005 0 0 0.304 0.370 0 0 0 0 0 0 0
10 0.021 0.132 0.047 0.010 0.005 0.021 0.368 0 0 0.389 0.005 0 0 0 0 0
11 0.011 0.062 0.140 0 0 0.433 0 0.006 0 0 0.348 0 0 0 0 0
12 0.107 0.006 0 0.101 0.421 0 0 0 0 0 0 0.348 0.017 0 0 0
13 0.027 0 0 0.619 0.075 0 0 0.007 0.007 0 0 0.054 0.211 0 0 0
14 0 0 0.733 0 0 0.089 0.007 0 0 0.007 0.022 0 0 0.141 0 0
15 0 0.879 0.008 0 0 0 0.016 0 0 0.032 0 0 0 0 0.064 0
16 1.000 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Stationary values of the matrices provide the seeds’ expected number of wins in each round.
The stationary values and the expected number of times that each seed wins in rounds 3, 4, 5, 6,
and 7 are shown in Tables 3.3 and 3.4.
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Table 3.3: Stationary values (pikj ) of the seeds in rounds 3 to 7
Round (k)
Seed (j) 3 4 5 6 7
1 0.8140 0.5783 0.2990 0.3025 0.3202
2 0.5831 0.3881 0.1906 0.1932 0.1856
3 0.4656 0.2079 0.1049 0.1163 0.1149
4 0.4068 0.1523 0.0868 0.0789 0.0781
5 0.3505 0.1027 0.0575 0.0534 0.0513
6 0.3403 0.1284 0.0613 0.0635 0.0628
7 0.2280 0.1116 0.0429 0.0416 0.0390
8 0.1015 0.0585 0.0292 0.0284 0.0296
9 0.0845 0.0455 0.0219 0.0206 0.0210
10 0.1682 0.0848 0.0337 0.0326 0.0306
11 0.1470 0.0527 0.0272 0.0274 0.0267
12 0.1685 0.0414 0.0222 0.0199 0.0191
13 0.0742 0.0213 0.0113 0.0099 0.0097
14 0.0471 0.0162 0.0074 0.0078 0.0076
15 0.0207 0.0103 0.0043 0.0041 0.0038
16 0 0 0 0 0
3.2.2 Rare Events
The Markov Model is designed to address the problem of the Exponential Model in estimating
the frequency of rare events. Seeds 13, 14, 15, and 16 have not won any games in Rounds 4, 5, 6,
and 7 of the modern era tournaments up to 2013. Therefore, their winning probabilities in these
rounds are zero based on the Exponential Model. However, the Markov Model uses the
performance history of these seeds in previous rounds to estimate their winning rate in a given
round.
The stationary values of the Markov chains estimate the frequency of rare events (Tables 3.3
and 3.4). For example, a seed 15 team is estimated to appear in the national championship game
approximately one time each 121 tournaments since its winning expected frequency in Round 6 is
0.24 in 29 tournaments. The average number of championships of seed 15 teams is estimated to
be approximately one time in 264 tournaments. Note that the Markov Model estimates a non-zero
winning rate for all seeds (except seed 16) since they have won at least a single game in the
modern era tournaments. Moreover, the Markov Model shows that the winning rate is not a
monotone function of the seed number.
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Table 3.4: Expected number wins for each seed in rounds 3 to 7
Round (k)
Seed (j) 3 4 5 6 7
1 94.42 67.08 34.68 17.54 9.28
2 67.64 45.02 22.11 11.20 5.38
3 54.01 24.11 12.17 6.75 3.33
4 47.19 17.67 10.06 4.57 2.27
5 40.66 11.91 6.69 3.10 1.49
6 39.47 14.90 7.11 3.68 1.82
7 26.45 12.95 4.98 2.41 1.13
8 11.78 6.79 3.38 1.65 0.86
9 9.80 5.28 2.53 1.19 0.61
10 19.51 9.83 3.91 1.89 0.89
11 17.06 6.12 3.15 1.59 0.77
12 19.55 4.80 2.57 1.16 0.55
13 8.60 2.47 1.32 0.59 0.28
14 5.46 1.88 0.86 0.45 0.22
15 2.40 1.19 0.49 0.24 0.11
16 0 0 0 0 0
3.3 Validating the Results
This section evaluates the Exponential and Markov Models. The chi-square (X2) goodness of fit
test is used to assess how well the proposed models fit the observed values in the past
tournaments. The Exponential Model estimates the winning seed distribution in the NCAA
tournament in each round by defining exponential random variables for each seed. The Markov
Model is designed to estimate the probability of rare events, which have not happened in the
modern era tournaments.
The X2 test statistic is used as a measure to compare the performance of the Exponential and
the Markov Models with the Geometric Model [15] for all rounds. The X2 test statistic sums the
square of the difference between the expected frequency of each seeds appearance in a given
round and its actual appearance in the previous tournaments, normalized by the actual number of
appearances. Table 3.5 shows the X2 test statistic and the p-values for the Exponential and the
Markov Models and compares them with the Geometric Model for Rounds 3, 4, 5, 6, and 7
[3, 15]. The expected appearance frequency of each seed in different rounds is estimated using
the three models and compared to the frequency of observed events in the 29 tournaments. Note
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Table 3.5: X2 test statistic and p-value for different rounds
Geometric Model Exponential Model Markov Model
Round X2 p-value X2 p-value X2 p-value
3 30.35 <0.01 <0.01 >0.99 11.14 0.52
4 14.64 0.40 <0.01 >0.99 21.50 0.09
5 24.67 0.05 <0.01 >0.99 23.51 0.07
6 7.96 0.93 <0.01 >0.99 16.80 0.33
7 13.51 0.56 <0.01 >0.99 15.82 0.39
that the number of degrees of freedom in calculating the p-values is the total number of seeds
minus the number of sets in each round.
Due to large number of parameters defined for the Exponential Model (one for each seed in
each round), its p-value is higher than 0.99 for all rounds, suggesting a very strong fit to the
frequency of observed events. The Markov Model shows a stronger fit than the Geometric Model
in Rounds 3 and 5. While the Geometric Model does not show a good fit in Round 3, the p-values
of the Markov Model show that it provides a good fit to the results of all rounds. The applicability
of the Markov Model in all rounds is its main strength compared to the Geometric Model.
Table 3.6 reports the occurrence probability of different seed combinations in Round 6 for the
Geometric, Exponential and Markov Models. It also shows the expected waiting time (measured
in number of tournaments) for each of these seed combinations to happen. This table includes all
round 6 seed combinations that occurred in the modern era tournaments. For example, the seed
combination (1,1,2,3) has reached Round 6 three times in the modern era tournaments. Therefore,
its expected frequency is computed by multiplying the winning probabilities of Seeds 1, 1, 2, and
3 in Round 5 and multiplying the result by the number of possible permutations of these seeds.
This results in an expected occurrence frequency of once every 20 tournaments by the
Exponential Model and once every 47 tournaments by the Markov Model. The minimum
occurrence probability among the sets that have occurred during the modern era tournaments
belongs to the seed combination (3,4,8,11) that happened in 2011.
The last three rows show the Final Four seed combinations in the three most recent
tournaments (2014-2016), which are not included in the training data set. Due to appearance of a
seed 7 in 2014 and 2015, and a seed 10 in 2016, the Exponential Model estimates a zero
27
Table 3.6: Probability of round 6 seeding for Geometric (Geo), Exponential (Exp), and Markov
Models
Probability Expected waiting time
Year(s) occurred Seeds Geo Exp Markov Geo Exp Markov
1985 1,1,2,8 0.0055 0.0148 0.0060 181 68 167
1986 1,1,2,11 0.0013 0.0106 0.0056 757 95 180
1987,1988 1,1,2,6 0.0145 0.0106 0.0125 69 95 80
1989,1998,2003 1,2,3,3 0.0233 0.0150 0.0075 43 66 133
1990 1,3,4,4 0.0055 0.0074 0.0028 181 135 353
1991,2001,2009 1,1,2,3 0.0625 0.0508 0.0214 16 20 47
1992 1,2,4,6 0.0069 0.0059 0.0073 145 170 137
1993 1,1,1,2 0.0526 0.0571 0.0204 19 18 49
1994,2004 1,2,2,3 0.0385 0.0270 0.0137 26 37 73
1995,2012 1,2,2,4 0.0233 0.0253 0.0113 43 40 88
1996,2005 1,1,4,5 0.0089 0.0116 0.0054 112 86 187
1997,1999 1,1,1,4 0.0200 0.0300 0.0093 50 33 108
2000 1,5,8,8 0.0001 0.0003 0.0002 21180 3199 5685
2002 1,1,2,5 0.0233 0.0222 0.0118 43 45 85
2006 2,3,4,11 0.0002 0.0017 0.0011 4089 574 883
2007 1,1,2,2 0.0500 0.0455 0.0195 20 22 51
2008 1,1,1,1 0.0208 0.0269 0.0080 48 37 125
2010 1,2,5,5 0.0034 0.0029 0.0023 292 347 442
2011 3,4,8,11 0.0001 0.0003 0.0002 70990 3527 5762
2013 1,4,4,9 0.0003 0.0005 0.0006 3159 2168 1689
2014 1,2,7,8 0.0008 0 0.0017 1250 - 588
2015 1,1,1,7 0.0046 0 0.0046 217 - 217
2016 1,2,2,10 0.0015 0 0.0022 667 - 455
probability for the Final Four seed combinations of the last three tournaments.
Table 3.7 shows the probability and the expected number of seed number 1 teams in Round 6
estimated by the Geometric Model (Geo), Exponential Model (Exp), and the Markov Model.
Note that the data of 29 tournaments is used to estimate the results over a 32-year period from
1985 to 2016. The most probable combination estimated by the Markov Model is one seed
number 1 team reaching Round 6, which occurred 14 times in 32 modern era tournaments. The
Geometric, Exponential, and Markov models estimate the expected frequency of exactly one seed
number 1 team in Round 6 to be 11.8, 10.8, and 13.2, respectively. Compared to the other two
models, the Markov Model underestimates the performance of stronger seeds. As shown in the
table, the Markov Model estimates larger expected occurrence for a Final Four combination
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Table 3.7: Number of 1 seed teams in round 6 for Geometric (Geo), Exponential (Exp), and
Markov Models
Probability Expected occurrence
Scenario Geo Exp Markov Geo Exp Markov Times occurred
Exactly zero 0.158 0.121 0.241 5.1 3.9 7.7 2
Exactly one 0.370 0.337 0.412 11.8 10.8 13.2 14
Exactly two 0.326 0.351 0.264 10.4 11.2 8.4 11
Exactly three 0.127 0.163 0.075 4.1 5.2 2.4 4
Exactly four 0.019 0.028 0.008 0.6 0.9 0.3 1
including no seed number 1 teams and smaller expected occurrence for a Final Four including
four seed 1 teams. The intuitive explanation is that the Markov Model decreases the estimated
winning probabilities of stronger seeds to compute a non-zero value for rare events (since the
seeds’ winning probabilities in a set sum to one). The Markov Model defines the links weights
based on a seed’s total number of wins in rounds up to the given round. Since the number of
games in later rounds tend to be smaller, the (stronger seeds’) smaller number of wins in later
rounds is dominated by larger number of wins in the beginning rounds. Therefore, the estimated
winning rates of stronger seeds by the Markov Model tend to be smaller.
3.4 Summary
This chapter proposed two models to estimate the winning seed distribution in each round of the
NCAA tournament. The Exponential Model defines an exponential random variable to model the
time between each seed’s consecutive winnings in each round. The winning probability of a seed
in a given round is estimated by comparing its associated exponential random variable with other
seeds’ that it may confront in that round.
While the Exponential Model shows a very strong fit to the frequency of observed events, it
cannot predict historically unobserved events. The Markov Model estimates a seed’s winning
probability in a given round by using the seed’s total number of winnings in rounds up to that
round and is capable of estimating a non-zero probability for rare events. Both the Exponential
and Markov models estimate the potential upsets by using seeds’ performance history in modern
era tournaments to compute the likelihood of an event. The main drawback of the Markov Model
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is that it underestimates the performance of the stronger seeds.
The proposed models can be used by sports fans to assess the seeds’ performance in each
round and compute the likelihood of different seed combinations. They can also be used for other
single-elimination competitions with changes to the definition of a seed.
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CHAPTER 4
SAMPLING FROM THE 9,223,372,036,854,775,808
POSSIBLE BRACKETS USING THE POWER
MODEL
This Chapter presents the Power Model to estimate the likelihood of each team winning a game.
The Power Model is a simple model that summarizes the performance history of each two teams
in a round in a single parameter, referred to as the Alpha values.
The chapter is organized as follows. Section 4.1 describes the Power Model to pick the winners
of individual games in the NCAA tournament. Section 4.2 uses the Power Model to generate one
million brackets for each of the five most recent tournaments (2012-2016) and evaluates the
aggregate performance of the generated brackets using the ESPN scoring system. Several
concluding remarks are presented in Section 4.3.
4.1 A Power Model for Picking the Winners of Individual Games
In a game between two different seed numbers, the winning probability falls more heavily on a
team with a smaller seed number [25]. The simplest function to model a relation between the
teams’ seed numbers with a larger weight on better seeds is a linear function: In a game between
two teams with seed numbers s1 and s2, the linear function s2s1+s2 can be used to estimate the
winning probability of seed s1. However, the linear estimator has two drawbacks: First, while the
results of the modern era tournaments show that the performance of a seed number depends on
the round, the outcome of the linear estimator is independent of the round number. Second, while
a weaker seed might have a larger winning rate, the linear estimator always assumes a larger
winning probability for the stronger seed. For example, prior to the 2016 tournament, seed 9 had
a better performance than seed 8 in Round 2, which reflects a larger winning probability for the
weaker seed based on the frequency of observed events.
To reflect the dependence on the round number and the performance history of each seed in the
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model, the Power Model estimates the winning probability of each seed as a power function of
the seeds’ ratio. Let ps1,s2(j) denote the proportion of the times that seed s1 defeats seed s2 in
Round j. Then, the odds ratio for seed s1, which represents the relative strength of the two seeds,
is proportional to a power of the ratio between the seed numbers (αj(s1, s2)):
ps1,s2(j)
1− ps1,s2(j)
= (
s2
s1
)αj(s1,s2) (4.1)
where αj(s1, s2), which is referred to as the Alpha value, is a function of the round number j and
the seed numbers s1 and s2. The Alpha value for match-up (s1, s2) in Round j is given by
αj(s1, s2) =
log(ps1,s2(j)/(1− ps1,s2(j)))
log(s2/s1)
(4.2)
The Alpha value summarizes the performance history of seeds s1 and s2 in Round j. A positive
Alpha value indicates a larger winning probability for the stronger seed while a negative value is
computed for the match-ups with a larger winning probability for the weaker seed. For example,
the negative Alpha value of the match-up < 8, 9 > in Round 2 indicates that seed 9 had a larger
number of wins prior to the 2016 tournament. Isolating ps1,s2(j) in (4.1), the probability that seed
s1 defeats seed s2 in Round j is given by
s
αj(s1,s2)
2
s
αj(s1,s2)
1 + s
αj(s1,s2)
2
(4.3)
Note that setting αj(s1, s2) = 0 in (4.3) is equivalent to assuming a 0.5 winning probability for
each seed (i.e., picking the winner randomly), while setting αj(s1, s2) = +∞ results in the Pick
Favorite Model, which picks the stronger seed as the winner. Note that one drawback with using
Equation (4.2) is ignoring the number of games between two seeds (i.e., there is no difference
between two pairs of seeds whose pairwise record of winnings is 40-60 or 4-6).
4.1.1 Data Complications
Estimating the winning probability of each team based on Equation (4.3) incorporates the
performance history of each match-up. However, the number of games between all possible
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match-ups is not the same. Moreover, several data complications that are generally caused by
attempting to estimate the Alpha values from small data sets, make the task of estimating Alpha
values for later rounds challenging.
If seed s1 has defeated s2 in all their matches in a Round j since 1985, then 1− ps1,s2(j) = 0.
However, seed s2 can conceivably win a game in a future tournament, and assuming a zero
winning probability for s2 is not reasonable. For the skewed match-up < 1, 16 > in Round 2, we
assume an Alpha value that estimates a non-zero winning probability for the weaker seed while
keeping the frequency of picking the weaker seed very small. An Alpha value of 3 is assumed to
model the relative strength of seeds 1 and 16 in Round 2. This estimates a winning probability of
13
13+163
≈ 0.00024 for seed 16 in Round 2 (i.e., on average, a seed 16 defeats a seed 1 once every
1042 tournaments). The Alpha values of all other match-ups in Round 2 are computed using
Equation (4.2). Note that all the Alpha values in Round 2 (except for the match-up < 1, 16 >) are
computed based on the same number of games since each match-up has occurred exactly 4× 32
time from 1985 to 2016.
Rare match-ups also occur in later rounds. For example, as a results of seed 16 not winning a
game in modern era tournaments, games between seed 16 and any other seed in later rounds have
not occurred to date. In the games between < 10, 15 > and < 11, 14 > in Round 3, only the
stronger seed has won, which results in ps1,s2(3) = 1. Moreover, the number of games becomes
progressively smaller in the last three rounds. Only four match-ups
< 1, 4 >,< 1, 5 >,< 2, 3 >,< 2, 6 > have occurred more than 20 times in Round 4 in the
modern era (1985-2016).
For some match-ups, Equation (4.2) produces an Alpha value that significantly deviates from
the range of other match-ups. For example, due to small value in the denominator, Equation (4.2)
results in a large value for the match-ups with large seed numbers. For example, the small value
of log(13/12) in the denominator results in a very large Alpha value for the match-up < 12, 13 >
in Round 3. However, due to very small number of games between these seeds, this may not
reflect an accurate estimation.
33
4.1.2 The Fitted Power Model
One approach to address these data complications is to use a weighted average of the Alpha
values of the match-ups in each round: The number of games of each pair is multiplied by their
Alpha value, and the sum of these values is divided by the total number of games in that round.
This provides a single Alpha value for all match-ups in a round, which summarizes the
performance of weaker seeds versus stronger seeds. Instead of being a measure of two specific
seeds, the single Alpha value represents the overall possibility of upsets in a round. This method,
which uses a specific Alpha value for each pair in Rounds 2 and 3, and a weighted average in
Rounds 4, 5, 6, and 7, is referred to as the Fitted Power Model.
4.1.3 Alpha Values
Table 4.1 reports the Alpha values of Round 2, which are computed using Equation (4.2). Each
column shows the Alpha values for one of the 2012-2016 tournaments. For example, the third
column uses the results of tournaments from 1985 to 2012 as the training data set to generate
brackets for 2013. There are eight games in each region in Round 2. As discussed in the previous
section, an Alpha value of 3 is assumed for the match-up < 1, 16 >. The negative Alpha value for
the match-up < 8, 9 > is a result of the larger number of seed 9’s wins prior to 2015. The
increasing Alpha value of < 8, 9 > indicate that in recent tournaments seed 8 has performed
better, which changed the sign of the Alpha value in 2016. The Alpha value of the match-up
< 8, 9 > is still close to zero, which shows that picking the winner is nearly random since the
number of games that each seed has won is almost equal. The decreasing Alpha value of
< 6, 11 > and < 3, 14 > show the better performance of the larger seed in recent tournaments.
Table 4.2 shows the Alpha values of Round 3. The winner of all match-ups that are not
included in the table (which either have not occurred in the modern era or have a very small data
set) are picked by using the weighted average of the Alpha values of other match-ups. The
match-up < 5, 13 > have not occurred in the tournaments 2012-2015. Therefore, the
corresponding Alpha value has not changed in the recent tournaments. The larger Alpha value of
the match-up < 1, 9 > compared to < 1, 8 > shows the better performance of seed 1 against seed
9.
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Table 4.1: Alpha values used to pick the winners of Round 2 for the tournaments 2012-2016
Tournament
Match-up 2012 2013 2014 2015 2016
(1,16) 3.00 3.00 3.00 3.00 3.00
(2,15) 1.62 1.43 1.36 1.38 1.40
(3,14) 1.36 1.16 1.14 1.13 1.07
(4,13) 1.11 1.10 1.10 1.13 1.17
(5,12) 0.79 0.76 0.69 0.62 0.68
(6,11) 1.14 1.10 1.12 1.08 1.05
(7,10) 1.16 1.12 1.18 1.23 1.29
(8,9) -0.94 -0.61 -0.59 -0.28 0.27
Table 4.2: Alpha values used to pick the winners of Round 3 for the tournaments 2012-2016
Tournament
Match-up 2012 2013 2014 2015 2016
(1,8) 0.68 0.71 0.73 0.71 0.70
(1,9) 1.18 1.18 1.09 1.10 1.10
(2,7) 0.81 0.83 0.86 0.85 0.78
(2,10) 0.19 0.21 0.24 0.23 0.25
(3,6) 0.34 0.33 0.42 0.45 0.45
(3,11) 0.53 0.50 0.53 0.53 0.56
(4,5) 0.31 0.60 0.74 0.82 0.53
(4,12) 0.34 0.40 0.37 0.51 0.51
(5,13) 1.36 1.36 1.36 1.36 1.36
(6,14) 2.01 2.01 2.11 2.21 2.30
(7,15) - - 0.91 0.91 0.91
Other match-ups 0.65 0.70 0.73 0.75 0.71
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Table 4.3: Alpha values used to pick the winners of Rounds 4 to 7 for the tournaments 2012-2016
Tournament
Round 2012 2013 2014 2015 2016
4 0.82 0.86 0.83 0.80 0.86
5 0.27 0.22 0.03 0.02 0.1
6 0.43 0.48 0.48 0.48 0.48
7 1.26 1.44 1.45 1.45 1.45
Tables 4.3 represents the Alpha values for Rounds 4, 5, 6, and 7. The Alpha values of these
rounds are computed as the weighted average of the values for different match-ups. The Alpha
value of Round 5 for the tournaments 2014 and 2015 is very close to zero. This indicates that the
estimated winning probability of each seed by the Fitted Power Model is very close to 0.5 and the
performance of the teams is (nearly) independent of the seed number. For example, in three of the
four games of Round 5 in the 2013 tournament, the weaker seed defeated the stronger one. This
large proportion of upsets in Round 5 repeated in 2014. These results led to the large drop in the
Alpha value from 2013. The Alpha value is an increasing function for the last three rounds, which
represent the better performance of stronger seeds in later rounds.
In most cases, adding the results of one tournament does not have a large impact on the
estimated Alpha values. However, if the outcome of the games between two seeds in a
tournament largely deviates from the frequency of observed events, the Alpha values change
noticeably when that tournament is added to the training data set. For example, the sign of the
Alpha value of the match-up < 8, 9 > in Round 2 is changed in 2015 since all seed 8 teams
defeated seed 9 teams in the 2015 tournament.
4.2 Evaluating the Results
This section applies the Power Model to generate one million brackets for the five most recent
tournaments (2012-2016) and evaluates the results. The five tournaments provide a wide range of
outcomes to study the performance of the Power Model. For example, the 2015 tournament had
three seed 1 teams among the Final Four and a Final game between two seed 1 teams while the
2014 tournament observed many upsets, with a Final match-up of < 7, 8 > and the championship
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of a seed 7, both for the first time in the tournament’s history.
The results are assessed based on the ESPN scoring system. The ESPN scoring system awards
10 points for each correctly picked winner in Round 2. There are 32 games played in four regions
in Round 2, which results in a maximum of 320 points for this round. The value of each correct
pick in a subsequent round is twice the previous round; hence, correctly picking the winner of the
final game earns 320 points. The maximum score achieved in each round is equal (320 points).
The maximum total score, which is achieved by correctly picking the winner in all 63 games of
the tournament is 1920. While points are awarded for correctly picking winners of individual
games, correct picks in later rounds are critical, both because they individually earn more points,
and because they implicitly earn points for correct picks made in earlier rounds. For example,
correctly picking the champion team is awarded 630 points since at least one winner is correctly
picked in each of the six rounds. Therefore, a good model must minimize the number of incorrect
picks in later rounds. However, as the incorrect picks of the earlier rounds propagate through the
tournament, the best generated bracket correctly picks most of the winners in the beginning
rounds.
Generating a bracket is the process of picking the winner in each of the tournament’s 63 games
prior to the tournament’s formal start. Achieving a high score in the bracket challenge is a
difficult task: If a bracket does not correctly pick the champion among the 64 possible teams, and
correctly picks all winners in the other 62 games, it earns 1600 out of 1920 points. This shows the
importance of correctly picking the winners in later rounds. Although the penalty of making
mistakes in the beginning rounds seems smaller, an incorrect pick propagates through the
tournament and may cost many points (i.e., incorrect picks in earlier rounds affect the possibility
of correctly picking the winner in later rounds). For example, if a seed 2 wins the championship,
an incorrect pick of a seed 15 team versus the champion in Round 2, results in incorrectly picking
the winner in at least one game in all later rounds (which costs 630 points in ESPN scoring
system).
In addition to the Fitted Power Model, a range of fixed Alpha values for all rounds (except
Round 2) is used to generate one million brackets. This provides the possibility of studying the
results of the last five tournaments (2012-2016) in more detail and evaluating the score achieved
by the generated brackets for different Alpha values. A range of Alpha values between 0 and 2
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shows the aggregate performance of seeds in the past 32 tournaments (1985-2016). Note that
negative Alpha values, which pick the weaker seed with larger probability, perform very poorly
since the stronger seeds defeat the weaker seed in almost 70% of the games. Moreover, an Alpha
value larger than 2 favors the stronger seeds more often than the frequency of observed events in
the past 32 tournaments (from 1985 to 2016) and does not provide an accurate estimation of the
probability of an upset.
The performance of the Power Model is evaluated by computing the empirical probability that
a bracket randomly generated by the Power Model performs better than the best generated bracket
by the Pick Favorite Model. The Pick favorite Model picks the stronger seed as the winner of
each game. Moreover, it is assumed that the Pick Favorite Model picks the correct winner as long
as the winner is a seed 1 team.
Starting from Round 2, the Power Model is used to compute the winning probability for each
match-up. Then, the winner of each game is randomly picked based on the distribution provided
by the Power Model. This process is repeated for each possible match-up in later rounds using the
winners picked in the prior rounds, with the generated bracket scored based on the ESPN scoring
system.
4.2.1 The 2016 Tournament
Table 4.4 shows the results for the 2016 tournament. The columns with a fixed Alpha value show
the performance of the Power Model when the Alpha value of each match-up is used for Round 2,
and the fixed given Alpha value is used for all other five rounds. The results of the Fitted Power
Model are shown in the last column. In the 2016 tournament, the top eight seeds are
{1, 2, 2, 10, 1, 1, 6, 1} and the Final Four are {1, 2, 2, 10}, where a {1, 2} reached the Final game
and a 2 seed won the championship. The range of Alpha values between 0.4 and 1.6 show a better
maximum score while the Fitted Power Model performs the best. Due to appearance of a 10 seed
in the Final Four, and a 2 seed winning the championship, the maximum scores are relatively low
in the 2016 tournament. The maximum number of correct picks are between 49 and 52. Table
(4.4) also reports the 95th and 99th percentiles. The best performance is for the Fitted Power
Model with 5% of the generated brackets earning a score of at least 1040 and 1% of the generated
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Table 4.4: Maximum scores and percentiles for the 2016 tournament
α 0 0.4 0.8 1.2 1.6 2.0 Fitted
Max score 1470 1580 1570 1500 1530 1480 1620
Max correct picks 49 51 50 51 52 51 50
95th percentile 770 960 990 980 970 970 1040
99th percentile 1050 1160 1200 1190 1110 1050 1220
PF: Pr(score≥ 870) 0.0332 0.0822 0.1337 0.1831 0.2193 0.2391 0.1355
Table 4.5: Score range of ESPN top 100 brackets
Tournmanet 2013 2014 2015 2016
ESPN-100 range 1590-1660 1520-1730 1760-1830 1630-1730
brackets achieving a score of at least 1220.
The last row of Table 4.4 shows the probability that a bracket generated randomly by the Power
Model performs better than the Pick Favorite Model (PF), which achieves a score of 870 in the
2016 tournament. The Power Model with an Alpha value of 2 achieves a score at least as good as
the Pick Favorite Model in almost 24% percent of the generated brackets while the Random
Model (i.e., an Alpha value of 0) performs better than the Pick Favorite Model in only 3% of
times.
The range of scores for the top 100 brackets in the ESPN bracket challenge for the last four
tournaments (2013-2016) are depicted in Table 4.5. The larger value shows the score of the
winning bracket while the smaller value represents the score of the 100th top bracket. Note that
the number of brackets submitted to the ESPN bracket challenge is around 10 million (13 million
in 2016 and 11.6 million in 2015).
The winning bracket earns 1730 points in 2016 while a bracket of 1630 would be placed
among the top 100. Comparing the number of generated brackets by the Power Model (one
million), which are randomly generated based on a mathematical model, with the ESPN top 100
brackets (more than 10 million), which can be generated by considering all team-specific
information, shows that the best bracket of the Fitted Power Model in the 2016 tournament
performs very close to the ESPN leaderboard.
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Table 4.6: Maximum scores and percentiles for the 2015 tournament
α 0 0.4 0.8 1.2 1.6 2.0 Fitted
Max score 1620 1760 1790 1780 1740 1720 1760
Max correct picks 50 55 54 54 54 54 54
95th percentile 800 1110 1260 1350 1400 1430 1190
99th percentile 1080 1320 1430 1480 1500 1510 1370
PF: Pr(score≥ 1530) 0 0.0004 0.0016 0.0033 0.0051 0.0069 0.0008
4.2.2 The 2015 Tournament
Table 4.6 reports the scores achieved by the Power Model for the 2015 tournament. In the 2015
tournament, the top eight seeds are {1, 1, 1, 7, 3, 4, 2, 2} and three 1 seed teams and a seed 7
reached the Final Four. The Finalists are {1, 1} and hence, a 1 seed won the championship.
Appearance of three 1 seeds in the Final Four and a Final game between two seed 1 makes this
tournament a predictable one for the models that favor the stronger seeds. Smaller number of
upsets compared to the other four tournaments results in higher scores achieved by the Power
Model, the Pick Favorite Model, and the ESPN leaderboard.
Assuming that the Pick Favorite Model picks the winners of the Semi-final games and the Final
correctly, it achieves a maximum of 1530. The proportion of brackets generated by the Power
Model that earn a higher score than the Pick Favorite Model is considerably smaller than the 2016
tournament. For all experiments, less than 1% of the brackets performed at least as good as the
Pick Favorite. Moreover, the probability that the Random Model (i.e., the Power Model with an
Alpha value of zero) achieves a higher score than the Pick Favorite is almost zero. The ESPN
winning bracket earns 1830 out of 1920 points while 1760 is the minimum score that is placed
among the top 100 brackets. Therefore, the Fitted Power Model and the Power Model with fixed
Alpha values of 04, 0.8 and 1.2 can be placed on the ESPN leaderboard. Note that the number of
generated brackets in the numerical experiments is less than 0.1 of the brackets participating in
the ESPN bracket challenge.
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Table 4.7: Maximum scores and percentiles for the 2014 tournament
α 0 0.4 0.8 1.2 1.6 2.0 Fitted
Max score 1640 1680 1490 1280 1290 1080 1610
Max correct picks 50 52 50 50 48 47 50
95th percentile 700 680 690 700 700 700 710
99th percentile 1020 850 780 760 750 750 840
PF: Pr(score≥ 680) 0.0581 0.0562 0.0675 0.0844 0.0978 0.1028 0.0769
Table 4.8: Maximum scores and percentiles for the 2013 tournament
α 0 0.4 0.8 1.2 1.6 2.0 Fitted
Max score 1630 1640 1620 1640 1580 1580 1680
Max correct picks 49 51 51 51 52 49 51
95th percentile 760 1040 1100 1110 1120 1120 1080
99th percentile 1050 1190 1230 1210 1190 1180 1220
PF: Pr(score≥ 1120) 0.0051 0.0224 0.0397 0.0472 0.0517 0.0538 0.0343
4.2.3 The 2014 Tournament
The results of the 2014 tournament are presented in Table 4.7. The 2014 tournament observed
numerous upsets, which made it possible for a bracket of 1520 points find a place in the ESPN
leaderboard. In the 2014 tournament, the top eight seeds are {1, 2, 7, 8, 1, 2, 4, 11} and the Final
Four are {1, 2, 7, 8}, where a {7, 8} reached the Final and a 7 seed won the championship for the
first time in modern era. This explains the relatively lower achieved scores compared to the other
tournaments and the better performance of smaller Alpha values in the Power Model. The best
maximum score is achieved by an Alpha value of 0.4 while the Random Model (with an Alpha
value of 0) performs better than all remaining cases.
The probability that the Power Model generates a bracket with a higher score than the Pick
Favorite Model is between 5% and 11% for different cases. The 100th top ESPN bracket earns
1520 points in the 2014 tournament. The Fitted Power Model and the Power Model with Alpha
values of 0 and 0.4 all achieve this minimum score.
41
Table 4.9: Maximum scores and percentiles for the 2012 tournament
α 0 0.4 0.8 1.2 1.6 2.0 Fitted
Max score 1640 1770 1710 1760 1730 1690 1790
Max correct picks 49 51 53 52 52 52 53
95th percentile 780 1090 1200 1240 1250 1240 1180
99th percentile 1070 1280 1380 1410 1410 1390 1380
PF: Pr(score≥ 1200) 0.0003 0.0207 0.0506 0.0735 0.0844 0.0854 0.0451
4.2.4 The 2013 Tournament
Table 4.8 shows the scores and percentiles of the Power Model for the 2013 tournament. In the
2013 tournament, the top eight seeds are {1, 4, 4, 9, 3, 3, 2, 2} and the Final Four are {1, 4, 4, 9}.
A {1, 4} seed pair reached the Final game and a 1 seed won the championship.
The probability that a bracket performs better than the Pick Favorite is less than 6%. Assuming
that the Pick Favorite Model correctly picks the winners in the last two rounds increases its score
by 160+320=480 points. If we assume that the Pick Favorite Model randomly selects the winner
in the last two rounds (i.e., in the games between the same seed numbers), the expected achieved
score would be 880, which significantly increases the proportion of the Power Model brackets
that perform better than the Pick Favorite.
The weaker performance of participants, smaller number of submitted brackets to the ESPN
bracket challenge (compared to 2014, 2015, and 2016), and the upsets in the 2013 tournament,
have resulted in a relatively lower range of scores for the ESPN top 100 brackets (from 1590 to a
winning score of 1660). The Fitted Power Model outperforms the winning bracket of the ESPN
bracket challenge for the 2013 tournament while the Power Model with Alpha values of 0, 0.4,
0.8, and 1.2 are placed in the leaderboard among the top 100 brackets.
4.2.5 The 2012 Tournament
In the 2012 tournament, the top eight seeds are {1, 2, 2, 4, 1, 1, 7, 3} and the Final Four are
{1, 2, 2, 4}, where a {1, 2} reached the Final and a 1 seed won the championship. The maximum
score belongs to the Fitted Power Model and then, the Power Model with an Alpha value of 0.4
(Table 4.9). For an Alpha value of 1.6, the 95th percentile shows that 5% of the generated
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Table 4.10: Maximum scores for the tournament 2015 using different training data sets
Tournaments Max score Max correct picks
1985-2014 1690 51
1990-2014 1680 51
1995-2014 1700 51
2000-2014 1710 51
brackets achieve a higher score than 1250 while the 99th percentile shows that 1% of the one
million brackets earn at least 1410 points. Note that the score range of the ESPN top 100 brackets
is not available for the 2012 tournament.
4.2.6 Optimal Selection of the Training Data
The frequency of upsets may change over time. Therefore, estimating the Alpha values based on
the tournament results since 1985 may underestimate the likelihood of a larger seed winning a
game. The effect of using the more recent tournaments (to estimate the Alpha values) on the
score achieved by the generated brackets for the 2015 tournaments is shown in Table 4.10. The
first column shows the tournaments used to estimate the Alpha values. The first row reports the
results of previous experiments (i.e., the Alpha values are estimated based on the results since
1985) while the second to fourth row report the results based on the estimation of Alpha values
since 1990, 1995, and 2000, respectively. The maximum achieved score is improved when the
Alpha values are estimated using the 20 and 15 most recent tournaments. However, the results do
not show a significant improvement. This motivates exploring methods to optimally estimate the
Alpha values. For example, weighting the recent seasons more heavily keeps the size of the
training data set large while improving the model’s ability to estimate the likelihood of upsets.
4.3 Summary
This chapter introduced the Power Model, which estimates the teams’ winning probabilities as a
power function of the teams’ seed numbers. In addition to simplicity, the Power Model is very
intuitive: The Alpha value for each match-up in each round summarizes the performance of the
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two seeds in the same round in all modern era tournaments.
The Power Model is used to generate one million brackets for the five most recent tournaments
(2012-2016) and the aggregate performance of the generated brackets is compared to the Pick
Favorite Model and the ESPN leaderboard. The probability that the Power Model performs better
than the Pick Favorite Model is a function of the number of upsets, which drops from the high
value of 24% for the 2016 tournament to values smaller than 1% for the 2015 tournament, which
did not include many upsets. The maximum score achieved by the Power Model in the 2014 and
2015 tournaments are in the ESPN top 100 leaderboard while the maximum score of the 2013
tournament outperforms the winner of the ESPN bracket challenge. The results show that
achieving a high score is more difficult in tournaments with upsets in later rounds such as the
2014 tournament.
Data complications that are caused by the small training data set affect the accuracy of the
Power Model. The winning probability of each team in later rounds is computed by the aggregate
performance of all seeds. Moreover, the outcome of the Power Model for several match-ups in
earlier rounds are beyond the reasonable range. The next chapter proposes models to solve this
limitation and improve the performance of the generated brackets.
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CHAPTER 5
BIDIRECTIONAL MODELS
This chapter proposes several models to solve the data complications. Section 5.1 describes two
models that pick the winner of each game based on the historical results in the similar game.
Section 5.2 introduces the idea of bidirectionally in a bracket generation process and combines
the Position and Upset Models with the Geometric Model to propose two Bidirectional Models.
Section 5.3 evaluates the performance of these models by analyzing the scores achieved by 10
million generated brackets and comparing the results with the ESPN leaderboard. Section 5.4
reports the results of several numerical experiments that use a mixture of Position, Upset, and
Geometric Models for different rounds to beat the ESPN winning bracket in each of the four most
recent tournaments (2013-2016). The summary of results is presented in Section 5.5.
5.1 The Position and Upset Models
This section describes two Forward Models for generating a bracket of winners. The Position
Model estimates each team’s winning probability based on the team’s position in the bracket
while the Upset Model uses the frequency of upsets in a game to pick the winner.
A 63-bit binary sequence can be used to represent the tournament’s games. The NCAA
tournament has 63 games (from Round 2 to Round 7), with 60 games determining the regional
champions (15 games in each region) and the last three games representing the semifinal and final
games. A 15-bit binary sequence is defined to represent the games in each region using the same
order as Figure 1.1. In this binary representation, the first bit encodes the winner of the game
between seeds 1 and 16, the second bit shows the winner of 8 and 9, and so on. The ninth bit
represents the winner of the first game in Round 3 (the game between the winner of 1 and 16 and
the winner of 8 and 9). Finally, the fifteenth bit represents the last game in each region. A fixed
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ordering of the regions is assumed to uniquely identify each game as one bit in the binary
sequence. For example, the first 15 bits can be assumed to represent the west region, the 16th to
30th bit represent the midwest region, and so on.
The Position Model represents the winner of a game by a 0 if it is the upper seed in the bracket
shown in Figure 1.1, and by a 1, otherwise. For example, if seeds 1 and 9 are the winners of the
first two games, the first two bits in the binary representation are 01. The Position Model uses a
Maximum Likelihood estimator (based on the tournament results since 1985) for computing the
winning probability of each seed based on its position. If nb,i denotes the number of games that
seed with position b (∈ {0, 1}) won the ith game and ni denotes the size of the data set for the
game, the winning probability of a team with position b in game i is estimated as nb,i/ni. For
example, in a game between the winner of 1 and 16 and the winner of 8 and 9 in Round 3, the
upper position (i.e., the position of the winner of 1 and 16) has defeated the lower position 111
out of 128 times. Therefore, independent of the two team playing in this game, the winning
probability of the upper position (i.e., seed 1 or 16) is estimated as 111/128.
The Upset Model represents the winner of a game by a 0 if it is the stronger seed (i.e., the team
with a smaller seed number) and by a 1, otherwise. Therefore, a 0 bit represents a 1 defeating a
seed 8 in Round 3 while a 1 bit represents 16 defeating 8 in the same game. Similar to the
Position Model, the Upset Model uses a Maximum Likelihood estimator based on the frequency
of upsets in a given game to pick the winner. If ui and ni denote the number of upsets and the
data set size for the ith game, respectively, the winning probability of the team with numerically
larger seed number in game i is estimated as ui/ni. For example, in a game between the winner
of 5 and 12 and the winner of 4 and 13 in Round 3, 49 upsets occurred in 128 games. This is the
sum of the number of times that seeds 5 and 12 have defeated seed 4 and seed 13 has defeated
seeds 5 and 12. Therefore, independent of the seeds playing this game, the Upset Model estimates
the probability that the stronger seed defeats the weaker seed as 79/128.
Note that if i ≤ 60 (i.e., the ith game is one of the games in Rounds 2 to 5), then nb,i, ui, and ni
are computed as the sum of the games with similar positions in each region. For example, the
data set for the 9th game (i.e., the game between the winner of 1 and 16 and the winner of 8 and 9
in Round 3) is the sum of the data set for 9th, 24th, 39th, and 54th bits, which represent similar
games in other three regions.
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One of the main problems with most of the existing models is the variability of the size of the
training data set for different teams. For example, seeds 3 and 8 have played once in Round 5 of
the previous tournaments while seeds 1 and 11 have played six times. The Position and Upset
Models solve this problem by using the history of each game in a round to pick the winner.
Moreover, using the implicit seed information (based on either the team’s position or frequency of
upsets) solves the problem of rare events. However, this might negatively impact the model’s
accuracy since a seed’s winning probability is affected by the performance of other seeds in a
similar game.
Due to inconsistency in the semifinal schedule, the Position Model picks the winners of the last
two rounds uniformly at random. The possibility of a game between two teams with the same
seed number degrades the performance of the Upset Model in Rounds 6 and 7. This motivates
using another model for picking the winners in Rounds 6 and 7 and combining the results with
the Position and Upset Models.
5.2 Bidirectional Models
This section describes two Bidirectional Models that pick the winners of the last two rounds using
the Geometric Model in a backward direction and the remaining winners by the Position and
Upset Models. First the Geometric Model is briefly described [15].
The set of possible winners in a round is defined as the set of seed numbers that can win in that
round. For example, the champion team can be any of the seed numbers from 1 to 16. Therefore,
the set of possible winners in Round 7 is given by {1, 2, ..., 16}. The Geometric Model estimates
the winning probability of each seed in a round by defining a truncated geometric random
variable for the set of possible winners. Let Zj,r denote the winning seed in set j in Round r. To
find an expression for the probability that seed i wins the set, Jacobson et al. [15] find the
necessary and sufficient conditions such that Zj,r is distributed as a geometric random variable.
Since the number of seeds in each set is finite, the probability mass function of the Geometric
random variable is scaled to truncate the set of potential outcomes. The success probability of the
truncated Geometric random variable is computed such that the expected value of the random
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Table 5.1: Expected Number of wins in Round 7 and the chi-squared test statistic for Geometric
Model
Seed Number of championships Expected number (Geometric) Chi-squared statistic
1 19 15.51 0.78
2 5 7.99 1.12
3 4 4.12 0.003
4 1 2.12 0.59
5 0 1.09 1.09
6 1 0.56 0.34
7 1 0.29 1.74
8 1 0.15 4.84
9 0 0.08 0.08
10 0 0.04 0.04
11 0 0.02 0.02
12 0 0.01 0.01
13 0 0.005 0.005
14 0 0.003 0.003
15 0 0.001 0.001
16 0 0.001 0.001
variable is equal to the average winning seed position in the set based on historical data.
Table 5.1 shows each seed’s expected number of wins in Round 7 and the chi-squared test
statistic based on the Geometric Model. Table 5.2 reports the same values for Round 6. The
expected number of wins estimated by the Geometric Model in a backward direction in Rounds 6
and 7 show a very strong fit to the frequency of observed events, with a p-value of 0.78 in Round
7 and 0.94 in Round 6. While the p-value in Round 5 is 0.13, due to stronger fit of the Geometric
Model and the problems of the Position and Upset Models in Rounds 6 and 7, we have only used
the Geometric Model for picking the champion and the runner up in the Bidirectional Models.
5.3 Generating Brackets
This section reports the results of several numerical experiments to evaluate the performance of
the Position, Upset, and the two Bidirectional Models, which pick the winners of Rounds 6 and 7
based on the Geometric Model in a backward direction, and the remaining games based on the
Position and Upset Models. The 50th, 90th, 95th, and 99th percentiles and the maximum score of
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Table 5.2: Expected Number of Wins in Round 6 and the chi-squared test statistic for Geometric
Model
Seed Number of Runners up Expected number (Geometric) Chi-squared statistic
1 11 11.73 0.05
2 8 7.43 0.04
3 5 4.71 0.02
4 2 2.98 0.32
5 3 1.89 0.65
6 1 1.20 0.03
7 0 0.76 0.76
8 2 0.48 4.80
9 0 0.30 0.30
10 0 0.19 0.19
11 0 0.12 0.12
12 0 0.08 0.08
13 0 0.05 0.05
14 0 0.03 0.03
15 0 0.02 0.02
16 0 0.01 0.01
the 10 million brackets for the five most recent tournaments (2012-2016) are reported. The
number of generated brackets (10 million) is selected to be close to the number of participants in
the ESPN bracket challenge (Table 4.5).
Table 5.3 shows the results for the 2016 tournament. All four models achieve a maximum score
larger than the winning bracket of the ESPN bracket challenge while the Position/Geometric
Bidirectional Model performs the best. The Bidirectional Models perform better than the two
Forward Models in all percentiles and maximum score.
Table 5.4 reports the scores achieved by the four models for the 2015 tournament. The two
Table 5.3: Maximum scores and percentiles for the 2016 tournament
Position Upset Position/Geo Upset/Geo
50th percentile 570 600 600 610
90th percentile 830 880 910 920
95th percentile 950 1020 1080 1090
99th percentile 1240 1240 1310 1310
Max score 1770 1770 1800 1790
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Table 5.4: Maximum scores and percentiles for the 2015 tournament
Position Upset Position/Geo Upset/Geo
50th percentile 630 640 640 650
90th percentile 1020 1100 1040 1050
95th percentile 1150 1210 1150 1160
99th percentile 1360 1410 1290 1290
Max score 1790 1810 1740 1730
Table 5.5: Maximum scores and percentiles for the 2014 tournament
Position Upset Position/Geo Upset/Geo
50th percentile 490 510 510 520
90th percentile 650 650 650 650
95th percentile 710 700 690 700
99th percentile 1020 830 790 790
Max score 1730 1670 1500 1520
Forward Models show better scores for the 2015 tournament. These models achieve maximum
scores that can be placed on ESPN leaderboard while the Bidirectional Models achieve a
maximum score smaller than the 100th bracket of the ESPN bracket challenge.
The results of the 2014 tournament are presented in Table 5.5. In this year, a {7, 8} seed pair
reached the Final for the first time in the tournament’s history and a seed 7 won the
championship. The Position Model achieves the winning score of the ESPN bracket challenge.
Although the two Forward Models achieved higher maximum scores than the Bidirectional
Models in both 2015 and 2014, the larger margin in the 2014 tournament is due to the rare
combination of the Final teams and the champion in this year.
Table 5.6 shows the scores and percentiles for the 2013 tournament. Similar to the 2016
tournament, all four models achieve a score better than the ESPN winning score.
The Bidirectional Models achieve a higher maximum score for the 2012 tournament than the
Position and Upset Models (Table 5.7). The 99th percentile shows that 1% of the generate
brackets (100,000 brackets) by the Bidirectional Upset/Geometric Model achieves a score of at
least 1340.
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Table 5.6: Maximum scores and percentiles for the 2013 tournament
Position Upset Position/Geo Upset/Geo
50th percentile 480 510 500 520
90th percentile 900 930 960 980
95th percentile 1010 1040 1030 1060
99th percentile 1130 1170 1170 1200
Max score 1670 1730 1750 1730
Table 5.7: Maximum scores and percentiles for the 2012 tournament
Position Upset Position/Geo Upset/Geo
50th percentile 560 590 590 610
90th percentile 970 1000 1020 1050
95th percentile 1080 1130 1120 1150
99th percentile 1250 1330 1320 1340
Max score 1750 1770 1780 1780
5.3.1 Discussion
The results show that all four models are competitive to the ESPN leaderboard. Achieving a high
score in a bracket challenge is generally more difficult when there are many upsets in the
tournament. Table 4.5 shows that one could be placed among the top 100 brackets with a smaller
score in the 2014 tournament compared to the other three years. The 2014 final seed combination
{7, 8} makes the task of correctly picking the winners of the last two rounds very challenging.
However, since seeds 7 and 8 have the same position as seeds 2 and 1, respectively, the Position
Model performs considerably better than all other models in the 2014 tournament. In addition to
the 2014 tournament, the two Forward Models performed better than the Bidirectional Models in
the 2015 tournament. The finalists of the 2015 tournament are two 1 seed teams, which has
happened four times since 1985.
The worst performance of the Position Model is in the 2013 tournament with a Final Four
combination of {1, 4, 4, 9}. Since the Position Model estimates the winning probability of each
seed based on its position, it is very unlikely that this model picks two seed 4’s and a seed 9 as
regional champions in the same bracket. The Position Model performs poor when the number of
weaker seeds reaching the latest rounds is large.
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The Upset Model performs at least as good as the Position Model in four tournaments (where it
achieves a maximum score larger than 1700). The difference between the maximum score
achieved by the two Forward Models is at most 60 points. The performance of two Bidirectional
Models is very similar with at most 20 points between the best generated brackets.
5.4 Beating the ESPN Winning Bracket
This section reports the outcome of several numerical experiments that combine the Position,
Upset, and Geometric Models for different rounds. All possible combinations of using the Upset
and Power Models for all rounds and the Geometric Model (in a backward direction) for Rounds
6 and 7 are used to generate brackets of winners. Note that by definition, the Position and Upset
Models are the same for Round 2. This results in 40 different models: 25 = 32 models for all
combinations of Position and Upset for the five rounds and 23 = 8 models that use all possible
combinations of Position and Upset for Rounds 3, 4, 5, and Geometric Model for Rounds 6 and 7.
Instead of 10 million runs, these numerical experiments have generated 1000 brackets and
repeated this process 10,000 times to compute the 95% confidence intervals for each percentile.
At least one of the models outperforms the winning bracket of the ESPN bracket challenge in
2013, 2014, and 2016, and achieves the same score as the winning bracket in 2015.
Table 5.8 shows the results for the 2016 tournament. Note that out of all possible combinations,
we only report the top five based on the maximum achieved scores. The first column in each table
shows the models used for Rounds 3 to 7, with "P", "U", and "G" denoting Position, Upset, and
Geometric Models, respectively. For example, UUPGG indicates that the Upset Model is used to
pick the winners of Rounds 3 and 4 while the Position Model is used for Round 5, and Geometric
Model for Rounds 6 and 7.
In the 2016 tournament, all 40 models outperform the ESPN winning bracket. While the score
range of ESPN leaderboard is from 1630 to 1730, all models achieved a maximum score of at
least 1740. Two Models that use the Upset for Rounds 4 and 5, and Position for Rounds 6 and 7
achieve a maximum score of 1820. Note that while the two models that use the Geometric for the
last two rounds could not achieve this maximum score, they have a considerable better
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Table 5.8: Maximum scores and the 95% confidence intervals for different percentiles in the 2016
tournament
Model 50th percentile 90th percentile 95th percentile 99th percentile Max Score
UUUPP (585,595) (869,893) (1024,1064) (1269,1321) 1820
PUUPP (575,587) (855,879) (1005,1046) (1255,1307) 1820
UUPGG (606,615) (903,933) (1067,1099) (1287,1336) 1810
UPPGG (604,615) (902,931) (1066,1098) (1286,1336) 1800
UPPPP (575,587) (835,856) (945,990) (1229,1286) 1800
Table 5.9: Maximum scores and the 95% confidence intervals for different percentiles in the 2015
tournament
Model 50th percentile 90th percentile 95th percentile 99th percentile Max Score
UUUPP (614,631) (977,1011) (1120,1149) (1327,1368) 1830
PPUUU (624,635) (1044,1069) (1153,1179) (1342,1380) 1810
UPPPP (634,653) (1015,1046) (1147,1176) (1351,1391) 1810
UUPGG (648,666) (1053,1079) (1167,1194) (1357,1395) 1810
UUPUP (643,655) (1034,1064) (1161,1191) (1363,1400) 1800
performance in all reported percentiles.
The performance of the combination models for the 2015 tournament are reported in Table 5.9.
The ESPN leaderboard includes the brackets that scored from 1760 to 1830. One of the 40
combinations achieved the winning score while 34 models achieved a maximum score of at least
1760. The table shows the better performance of the model that uses the Geometric to pick the
winners of the last two rounds in different percentiles.
The 2014 tournament includes numerous upsets, with a seed 7 and 8 playing the final game for
the first time. While all the 40 models could be placed in the ESPN leaderboard with a score
larger than 1520, there are 11 models that achieve the same score as the winning bracket or larger.
The best maximum score belongs to a model which picks the winners of Round 5 based on Upset,
and the other rounds based on Position, with 80 points more than the ESPN winning bracket
(Table 5.10). Due to difficulty in correctly picking the finalists, the Geometric Model is not used
in any of the 11 models that outperform the winning bracket.
Similar to the 2016 tournament, all 40 models achieve a maximum score of at least 1660 as the
winning score of the ESPN bracket challenge in 2013. The models that pick the winners of
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Table 5.10: Maximum scores and the 95% confidence intervals for different percentiles in the
2014 tournament
Model 50th percentile 90th percentile 95th percentile 99th percentile Max Score
PPUPP (5485,497) (645,655) (705,726) (1013,1086) 1810
UPPUP (494,513) (645,665) (704,724) (918,1029) 1780
UUPPU (501,516) (645,654) (690,706) (832,894) 1760
UPUPU (494,513) (655,664) (711,732) (938,1029) 1750
UPUUU (494,513) (650,666) (706,726) (957,1060) 1750
Table 5.11: Maximum scores and the 95% confidence intervals for different percentiles in the
2013 tournament
Model 50th percentile 90th percentile 95th percentile 99th percentile Max Score
UUPUU (504,522) (978,1001) (1058,1077) (1191,1231) 1760
PPPUP (475,488) (920,949) (1012,1029) (1125,1157) 1760
UUPUP (504,521) (942,973) (1041,1060) (1168,1205) 1750
UPPUP (604,615) (939,966) (1032,1049) (1152,1186) 1750
PUUUU (480,496) (953,976) (1033,1048) (1144,1176) 1740
Round 6 and 7 based on Geometric are not among the top five (Table 5.11). However, a PUPGG
model achieves a maximum score of 1730.
The results of the 2012 tournament are shown in Table 5.12, with three models achieving a
maximum score of 1800 or larger. Three of the top five models have picked the finalists based on
the Geometric. These three models achieve higher ranges of different percentiles compared to the
two other model that only use Position and Upset.
Table 5.12: Maximum scores and the 95% confidence intervals for different percentiles in the
2012 tournament
Model 50th percentile 90th percentile 95th percentile 99th percentile Max Score
PPUPP (557,563) (947,982) (1070,1095) (1238,1285) 1820
UUPGG (604,620) (1033,1058) (1137,1161) (1320,1359) 1810
PPPUP (556,564) (981,1009) (1083,1106) (1243,1286) 1800
UPPGG (600,616) (1027,1052) (1127,1152) (1313,1353) 1790
UUUGG (605,624) (1034,1060) (1138,1162) (1321,1361) 1790
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5.5 Summary
This chapter proposed four models to generate brackets of winners for the NCAA tournament.
The first two models, Position and Upset, use the historical results of each game to pick the
winner. The Position Model uses a Maximum Likelihood Estimator to estimate the winning
probability of each team based on the team’s position in the tournament’s bracket. The Upset
Model uses a similar method based on the frequency of upsets in the game. Since the number of
data points in the training data set for each game is fixed, the Position and Upset Models solve the
problem of training data set of variable size for different teams. Moreover, estimating a game’s
outcome based on the aggregate performance of teams in the game solves the problem of rare
events.
While in a Forward Model for generating a bracket, incorrect picks of beginning rounds
propagate through the tournament and cost many points, a correct pick in a Backward Model
propagates through the tournament and automatically fills the bracket for all prior rounds. The
proposed Bidirectional Models use the Geometric Model to pick the winners of semifinal games
and generate the remaining winners based on the Position and Upset Models.
The four proposed models are evaluated based on the aggregate performance of 10 million
brackets. The results are assessed based on the ESPN scoring system and compared to the ESPN
leaderboard. The results show a competitive performance to the ESPN leaderboard with at least
one of the four models beating the winning bracket of the ESPN bracket challenge in the 2013,
2014, and 2016 tournaments. Moreover, combination of the proposed models for different rounds
outperform the ESPN winning bracket in all of the four most recent tournaments. This shows the
power of bidirectionality and combining various models for different rounds to generate brackets.
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CHAPTER 6
CONCLUSION AND FUTURE WORK
This thesis reviews proposes several models to capture the winning seed distribution in each
round of the NCAA basketball tournament. The Exponential Model assumes that each seed’s
winnings in a round is a Poisson process, which can be modeled by defining exponential random
variables to capture the time between each seed’s consecutive winnings in each round. The
winning probability of a seed in a given round is then computed by comparing its associated
exponential random variable with those of the opponents’. Since the Exponential Model uses
maximum likelihood to estimate the mean of the exponential random variable, it assigns zero
chance to events that have not happened in the training data set. The Markov Model solves this
limitation by using a Markov chain whose transition probabilities are computed based on each
team’s winning record in prior rounds. The Exponential and Markov Models are evaluated by a
chi-squared goodness of fit test.
The Power Model estimates each team’s winning probability as a power function of the seed
numbers. The model’s performance is affected by several data complications that are caused by
the small data set, especially in later rounds. To overcome this problem, the Position and Upset
Models estimate the outcome of each game based on its historical results. Due to the strong fit of
the Geometric Model to the tournament’s results in the last two rounds and the problems of the
Position and Upset Models in picking the winners of the semifinal games, several bidirectional
models are proposed. These models pick the winners of the last two rounds in a backward
direction based on the Geometric Model, and the remaining games using the Position and Upset
Models. The Power, Position, Upset, and bidirectional models are assessed based on the
aggregate performance of brackets generated for the five most recent tournaments (2012-2016).
The proposed models can be used to statistically analyze the NCAA tournament, estimate each
team’s winning probability in each round, compute the likelihood of different seed combinations,
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and generate brackets of winners.
The main challenge in estimating the winning seed distribution is the small size of the data set,
especially in later rounds. Developing techniques to estimate the teams’ relative strength based on
their performance in earlier rounds is a possible solution. The proposed models in this thesis use
the modern era as the training data set, with the same value considered for all tournament results.
One can explore the idea of a weighted estimation of a model’s parameters based on time. For
example, the Alpha values in the Power Model can be estimated by a weighted function of the
tournament results with a larger weight for the more recent tournaments. Finally, statistical
analysis of the generated brackets by the proposed models gives further insight on strengths and
weaknesses of each model.
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