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Abstract 
 
STUDENTS’ ABILITIES TO CRITIQUE SCIENTIFIC EVIDENCE WHEN  
READING AND WRITING SCIENTIFIC ARGUMENTS 
 
Amanda M Knight, Author 
Katherine L. McNeill, Chair 
 
Scientific arguments are used to persuade others for explanations that make sense of the 
natural world.  Over time, through the accumulation of evidence, one explanation for a 
scientific phenomenon tends to take precedence.  In science education, arguments make 
students’ thinking and reasoning visible while also supporting the development of their 
conceptual, procedural, and epistemic knowledge.  As such, argumentation has become a 
goal within recent policy documents, including the Next Generation Science Standards, 
which, in turn, presents a need for comprehensive, effective, and scalable assessments.  
This dissertation used assessments that measure students’ abilities to critique scientific 
evidence, which is measured in terms of the form of justification and the support of 
empirical evidence, when reading and writing scientific arguments.  Cognitive interviews 
were then conducted with a subset of the students to explore the criteria they used to 
critique scientific evidence.  Specifically, the research investigated what characteristics of 
scientific evidence the students preferred, how they critiqued both forms of justification 
and empirical evidence, and whether the four constructs represented four separate 
abilities.  Findings suggest that students’ prioritized the type of empirical evidence to the 
form of justification, and most often selected relevant-supporting justifications.  When 
writing scientific arguments, most students constructed a justified claim, but struggled to 
justify their claims with empirical evidence.  In comparison, when reading scientific 
arguments, students had trouble locating a justification when it was not empirical data.  
Additionally, it was more difficult for students to critique than identify or locate 
empirical evidence, and it was more difficult for students to identify than locate empirical 
evidence.  Findings from the cognitive interviews suggest that students with more 
specific criteria tended to have more knowledge of the construct.  Lastly, dimensional 
analyses suggest that these may not be four distinct constructs, which has important 
implications for curriculum development and instructional practice.  Namely, teachers 
should attend to the critique of scientific evidence separately when reading and writing 
scientific arguments.  
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Chapter 1:  Introduction 
 
More than a mere body of knowledge, science is “a set of practices that are used 
to establish, extend, and refine that knowledge” (NRC, 2012, p.26) through a social 
process that embraces conflict and argument (Latour, 1987).  The purpose of such 
arguments is to persuade others, through logic or reason, of the strongest scientific 
explanation.  One technique to achieve this is to elucidate evidence that can be used to 
make sense of how or why a natural phenomenon occurs (Berland & McNeill, 2012).  
Scientific evidence, which consists of observations and measurements from 
investigations that support the claim (McNeill & Krajcik, 2012), is used to develop 
explanations that make sense of the natural world.  Through the accumulation of evidence 
over time, one explanation for a scientific phenomenon tends to take precedence; 
however this can change in light of new disconfirming evidence.  As such, scientific 
evidence plays a significant role in argumentation.  
Evidence-based arguments are not only important to scientists (Duggan & Gott, 
2002).  Recent research has also established them as important for science learning in k-
12 classrooms in terms of students’ abilities to engage in science and their epistemic 
knowledge (Duschl, Schweingruber, & Shouse, 2007; Osborne, 2010).  Epistemic 
knowledge includes “knowledge of the constructs and values that are intrinsic to science” 
(NRC, 2012, p.79).  Osborne (2014) further argues that it also includes knowledge of the 
role these specific features of science have in contributing to how we know what we 
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know (Osborne, 2014).  For instance, values within the scientific community such as the 
preference for data as a form of justification (Sandoval & Cam, 2011) highlights the role 
for constructing and critiquing in science.  As such, argumentation can help students to 
develop an expanded view of what constitutes science and science knowledge, which 
cannot be achieved through the mere memorization of science facts (Driver, Leach, 
Millar, & Scott, 1996; Driver, Newton, & Osborne, 2000; Millar & Osborne, 1998; 
Osborne, Erduran, & Simon, 2004).  Additionally, engaging in this practice may better 
support the development of an informed citizenry who will make decisions about 
socioscientific issues and better prepare students for a career in science (if so desired) 
(NRC, 2012).  For these reasons, argumentation has become an important goal within 
science education, which is reflected by its incorporation within the national standards for 
literacy within the content areas (Common Core State Standards Initiative, 2010) in 
addition to science education (NGSS Lead States, 2013).   
A distinction should, however, be made between argumentation and argument.  
Argumentation is a social process that occurs between individuals in which they build on, 
critique, and revise the ideas of others (D. Kuhn & Franklin, 2006), which necessitates 
that “individuals move between ‘constructor’ and ‘critiquer’ roles as they work to 
persuade others and construct new knowledge” (Ford, 2008, p.213).  In contrast, an 
argument is a product that is constructed either by one individual or by multiple 
individuals, which consists of a particular structure (Sampson & Clark, 2008).  
Furthermore, this structural organization impacts the overall quality of the argument, 
which includes the form (McNeill & Pimentel, 2010; Sandoval & Cam, 2011), 
organization (Schwarz, Neuman, Gil, & Ilya, 2003), and soundness of the argument 
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components (i.e., claim, evidence, reasoning, and rebuttal) (McNeill, 2011; McNeill, 
Lizotte, Krajcik, & Marx, 2006; Sampson, Grooms, & Walker, 2010) as well as the logic 
connecting the components (Sandoval & Millwood, 2005).  Because there is variance in 
how well arguments are constructed, their quality can also be critiqued.  In this 
dissertation I focus exclusively on scientific arguments.  Namely, I explore how students 
construct and critique scientific evidence when reading and writing scientific arguments. 
Despite its heightened value within science education, argument remains an 
uncommon classroom practice (D. Kuhn, 1993; Newton, Driver & Osborne, 1999) that 
can be challenging for students (Osborne et al., 2004).  Specifically in terms of students’ 
difficulties in science, students often struggle with justifying their claims (T. D. Sadler, 
2004), evaluating what counts as an appropriate justification (Knight & McNeill, in 
review), knowing what counts as evidence (T. D. Sadler, 2004), and evaluating what 
counts as appropriate evidence (McNeill & Krajcik, 2007).  Implicit in these findings is a 
distinction between justifications and evidence: while empirical data are a particular form 
of justification that uses measurements and/or observations, there are other forms of 
justification including science ideas (Osborne et al., 2004), appeals to authority, plausible 
mechanisms, and stories about prior experiences (Sandavol & Cam, 2011).  Moreover, 
empirical data do not become empirical evidence unless the data support the claim.  This 
distinction between justifications and evidence is important because students often rely 
on forms of justification that have a lower epistemic status, such as stories about personal 
experiences (McNeill & Pimentel, 2010) and types of empirical evidence that are 
inappropriate, such as relevant-contradictory or irrelevant data (McNeill & Krajck, 2007).  
Whereas relevant-contradictory data support an alternative explanation, irrelevant data 
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are tangential to the claim, neither supports nor contradicts the claim, and is extraneous.  
Regardless, even when students know that they should justify their claims, they often 
have trouble doing so because they tend to not know how to critique the quality of 
scientific evidence (McNeill & Krajcik, 2007).  As the quality of an argument in science 
is dependent on the quality of scientific evidence (Berland & McNeill, 2012), students 
who tend not to or do not know to critique the quality of evidence may construct less 
persuasive arguments.  As such, in order to better support students, we need to explore 
how students critique the quality of scientific evidence as well as the criteria they invoke 
when doing so.  
 
Critiquing Evidence-based Arguments Across Multiple Modalities 
Evidence-based arguments occur across the modalities of reading, writing, and 
talking; however this dissertation explicitly explores students’ abilities to critique 
scientific evidence when reading and writing scientific arguments.  These two modalities 
are of particular interest because research has shown that engineers and scientists spend 
more than 50% of their time engaged in reading and writing science (Tenopir & King, 
2004).  As such, scientists routinely employ text as a vehicle to understand and express 
ideas.  However, Norris and Phillips (2003) argue that text is a creative product subject to 
critical evaluation (Clay, 1972; Illich, 1987; Olson, 1986, 1996; Wells, 1987), and that 
this basic understanding is necessary before students will critically analyze text when 
appropriate to do so (Heath, 1986).  This suggests that the understanding and expression 
associated with reading and writing include more than the location and transcription of 
information.  Rather, reading and writing include the comprehension, interpretation, 
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analysis, and critique of text as well as the active construction of new meanings (Norris & 
Phillips, 2003).  Consequently, both modalities require students to move between roles of 
the constructor and critiquer (Norris & Phillips, 2003), which is also a feature of 
scientific argumentation (Ford, 2008).  Thus, reading and writing not only have a 
synergistic relationship with science (Cervetti, Pearson, Bravo, & Barber, 2006), but are 
fundamental to science because “the reasoning required to comprehend, interpret, 
analyze, and criticize text resembles in its major features the reasoning at the heart of all 
of science” (Norris & Phillips. 2003, p. 236).   
 
Quality of Scientific Evidence 
Scientific evidence uses empirical data, which includes measurements and/or 
observations (Aikenhead, 2005; Hogan & Maglienti, 2001).  The empirical data can 
either be collected through a personal investigation (primary data) or acquired from an 
outside source (secondary data).  Regardless, empirical data only become empirical 
evidence when they can be used to support the purported claim.  Otherwise stated, 
“irrelevant data” and “relevant-contradictory data” does not constitute “empirical 
evidence”.  As such, the quality of scientific evidence affects the overall sophistication of 
students’ arguments and is limited by students’ abilities to discern what form of 
justification has the highest epistemic status (i.e., empirical data) as well as whether the 
type of empirical evidence appropriately supports the claim (i.e., relevant-supporting).  
This definition of high quality scientific evidence is summarized in Figure 1.1 and is used 
in this dissertation to explore students’ abilities to critique scientific evidence.  In the next 
section, I will discuss the two components of scientific evidence, forms of justification 
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and empirical evidence, as well as provide definitions and examples of the different 
categories of justifications that fall under each component. 
 
Figure 1.1 
Underlying constructs that affect the quality of scientific evidence 
 
   
Forms of Justification 
 Students know how to argue and do so when they need to persuade someone to 
align with their ideas (Berland & Hammer, 2011).  However, when arguing scientifically, 
students often use less epistemically accepted justifications, including appeals to 
authority, stories about prior experiences (Sandoval & Cam, 2011), or science ideas 
(Osborne et al, 2004).  Otherwise stated, they know how to argue, but do not know how 
to argue scientifically.  Ideally, students, just as scientists, should rely on empirical data 
to justify their claims (Aikenhead, 2005; Hogan & Maglienti, 2001; Toulmin, 1958).   
Table 1.1 provides the definition and an example for different forms of 
justification that address the question – Why do some volcanoes have more explosive 
power?  The first example illustrates empirical data because it provides observations and 
measurements.  In comparison, the justification based on appeal to authority relies on 
what the scientist said, and the justification based on prior experience relies on something 
Quality of 
Scientific 
Evidence 
Forms of 
Justification 
Empirical 
Evidence 
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the student saw and experienced with a specific volcano in Hawaii.  Lastly, the 
justification based on science ideas uses the science concept of pressure to explain for 
why more powerful explosions push volcanic gases higher into the sky.   
 
Table 1.1 
Definitions and examples of various forms of justification 
Claim 
Type of 
Empirical 
Evidence 
Definition Example 
Volcanoes that 
have more 
explosive power 
usually produce 
ash clouds that 
reach higher into 
the sky 
Empirical 
Data 
Uses measurements or 
observations 
The Tambora Volcano had 
an explosive power of 7 
and the ash cloud that was 
high, whereas the Galeras 
Volcano had an explosive 
power of 2 and its ash 
cloud was low to the 
ground. 
Appeals to 
authority 
Uses an explanation from a 
more expert individual, 
like someone with a PhD 
I know this because the 
scientist told me so. 
Prior 
experience 
Uses something the 
students, or someone the 
students know, have seen, 
done, or experienced 
This makes sense because I 
saw the lava flow from a 
volcano in Hawaii.  It 
flowed like a river and was 
not very powerful, and I 
did not see any volcanic 
ash in the sky. 
Science 
ideas 
Uses scientific concepts or 
principles to explain how 
or why a phenomenon 
occurred, but do not use 
empirical evidence 
This happens because 
powerful eruptions have 
more pressure, which 
pushes the volcanic gases 
and dust really high into 
the sky. 
 
 
It should be noted that less epistemically accepted forms are not necessarily 
unacceptable.  Instead, less epistemically accepted forms could be used in combination 
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with empirical data.  For instance, an argument that uses empirical data and also cites that 
empirical data as coming from a scientist with a reputation for producing strong work 
increases the credibility or persuasiveness of the argument, and, therefore the overall 
strength of the argument.  In this case, an appeal to authority in addition to the empirical 
data makes the argument stronger.  However, scientists’ reputations are based on results 
that have been critiqued and should continue to be critiqued.  It is the quality of the 
empirical data as opposed to the person who collected the empirical data that is of higher 
value within the scientific community.  As such, an appeal to authority is not sufficient to 
stand-alone.  In my work, I am interested in exploring students’ abilities to critique the 
epistemic status of these different forms of justification when they read and write 
scientific arguments as well as the criteria they use to do so. 
 
Empirical Evidence 
In addition to considering the forms of justification, students should also consider 
whether they are relevant to and supportive of the claim (NRC, 2012).  A relevant 
justification fits with or addresses the science topic under consideration.  In other words, 
the variables in the justification match those in the claim.  However, just because a 
justification is relevant does not mean that it is a strong justification.  In order to be a 
strong justification, the justification must also support the claim.  This means that in 
addition to including the same variables in the justification and claim, the direction of the 
relationship between the variables should also match.  If this does not occur, then it is not 
scientific evidence.  Combining the characteristics of scientific evidence together, the 
strongest justification, therefore, would be in the form of empirical data and the type of 
 9 
support would be both relevant and supporting.  I refer to this as empirical evidence. 
Table 1.2 includes an example of different types of empirical evidence that 
address the question – Why do some volcanoes have more explosive power?  This is the 
same question that was addressed in Table 1.1.  The first example illustrates relevant 
empirical data because it provides observations and measurements for the correct 
scientific variables: explosive power and height of ash cloud.  Moreover, the relevant 
empirical datum is supporting evidence because it exemplifies a direct relationship 
between explosive power and the height of ash clouds, which was the relationship 
identified in the claim.   
 
Table 1.2 
Definitions and examples of various types of empirical evidence 
Claim 
Type of 
Empirical 
Evidence 
Definition Example 
Volcanoes 
that have 
more 
explosive 
power 
usually 
produce ash 
clouds that 
reach higher 
into the sky 
Relevant-
supporting 
Evidence 
Empirical data that 
supports the claim, 
which is exemplified 
by the direction of the 
relationship between 
the variables in the 
empirical data 
matching those of the 
claim 
The Tambora Volcano had an 
explosive power of 7 and the ash 
cloud that was high, whereas the 
Galeras Volcano had an explosive 
power of 2 and its ash cloud was 
low to the ground 
Relevant-
contradictory 
Data 
Empirical data that 
supports an alternate 
explanation 
While the Tambora and Eugine 
Volcanoes both had an explosive 
power of 7, the height of the 
Tambora Volcano’s ash cloud 
was high and the height of the 
Eugine Volcano’s ash cloud was 
very high 
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Irrelevant 
Data 
Empirical data that 
neither supports nor 
contradicts the claim; 
it is tangential 
information 
The city of Pompeii was buried 
under about 15 feet of ash when 
the Mount Vesuvius Volcano 
erupted 1,934 years ago, which 
preserved everyday items like 
animal bones, broken pieces of 
pottery, plants, buildings, and 
even art 
 
 
Supporting evidence can be contrasted with relevant-contradictory and irrelevant 
data.  Relevant-contradictory data supports an alternate explanation, and, as such, its 
inclusion within an argument generally weakens the strength of the argument because it 
does not align with the claim.  For instance in the second example in Table 1.2 the 
empirical datum suggests that explosive power of the volcanoes is not related to the 
height of the ash cloud, which in an alternate explanation.  I say that the use of relevant-
contradictory data weakens the argument because students sometimes mistakenly include 
relevant-contradictory data in addition to relevant-supporting data.  This tends to happen 
when students’ focus on relevancy as opposed to support, or undiscerningly use all of the 
data they have access to (i.e., data dump).  The exception to the use of relevant-
contradictory data weakening an argument is if the author critiques it in a rebuttal to 
justify why an alternate explanation is not correct.  The following argument includes a 
claim, relevant-supporting evidence, and a critique of relevant-contradictory data. 
Volcanoes that have more explosive power usually produce ash clouds that reach 
higher into the sky [Claim].  The Tambora Volcano had an explosive power of 7 
and the ash cloud that was high, whereas the Galeras Volcano had an explosive 
power of 2 and its ash cloud was low to the ground [Relevant-supporting 
Evidence].  Others might suggest that the height of ash clouds is not related to the 
explosive power of the volcanic eruption [Alternate Claim] because the Eugine 
Volcano produced an ash cloud that was very high from an eruption with an 
explosive power of 7 [Relevant Non-supporting Data].  However, this eruption 
occurred during a storm, which lowered the barometric pressure.  The lowered 
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pressure allowed the ash cloud to rise higher before dispersing.  Therefore, the 
Eugine Volcano is a special case [Critique of Relevant-contradictory Data]. 
  
Critiquing relevant-contradictory data provides additional strength to the overall 
argument because it supplements the argument with another form of justification.   
In comparison, irrelevant data are neither supportive nor contradictory.  For 
example, in the third row in Table 1.1, the datum does address volcanoes, however it is 
tangential to the claim because it address the amount of ash produced from a volcanic 
eruption.  The result is an unjustified claim, which does not even constitute an argument. 
 
Context of the Study 
This study takes place in the context of a three year grant funded by the Carnegie 
Corporation to develop validated student assessment tools, scoring guides, and 
instructional response strategies for reading, writing, and orally expressing scientific 
arguments (Knight, Alves, Cannady, McNeill, & Pearson, 2014).  Specifically, it 
coincides with year 2 of the grant during which the second cycle of pilot testing for the 
reading and writing assessments also occurred.  While the data was collected 
concurrently with the pilot testing for the grant, the data I collected was different in a 
number of ways.  Specifically, the design of this dissertation study required that the same 
students complete both the reading and writing tasks so that comparisons could be made 
about students’ abilities between the two modalities.  In comparison, the grant recruited 
students to complete only the reading or writing tasks.  I also analyze a subset of the 
construct maps developed under the grant.  Specifically, I examined the forms of 
justification and empirical evidence construct maps for both reading and writing 
scientific arguments.  These two constructs together informed how students critique the 
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quality of scientific evidence.  Additionally, I used cognitive interviews specifically 
designed for this study to examine how students make their critiques.  
 
Research Questions 
The current study was designed to explore: 1) the characteristics of scientific 
evidence that students evaluate, 2) students’ abilities to critique scientific evidence (i.e., 
forms of justification and empirical evidence) when reading and writing scientific 
arguments as well as the criteria they use to make those critiques, and 3) the extent to 
which the four constructs represent four separate abilities.  A construct is the latent 
characteristic that is being measured (Wilson, 2005).  In this dissertation, the four 
constructs are reading forms of justification, writing forms of justification, reading 
empirical evidence, and writing empirical evidence.   
A card sort, in which students select the best justifications for a claim and explain 
their rationale for their choices, was used to determine the characteristics of scientific 
evidence that students prefer.  Rasch analyses of students’ responses on reading and 
writing scientific argument items will then be used to explore their abilities to critique 
scientific evidence within and between the forms of justification and empirical evidence 
constructs.  A subset of students with a range of abilities to critique the quality of 
scientific evidence will also be interviewed to explore the criteria they employ when 
critiquing scientific evidence.  Lastly, a dimensionality analysis will be conducted to 
explore the extent to which the four constructs represent four separate abilities.  
Specifically, the research questions are:   
1. What characteristics of scientific evidence do students prefer? 
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2. How do students’ critique forms of justification when reading and writing 
scientific arguments? 
a. What are students’ abilities to critique forms of justification? 
b. What criteria do students use to critique forms of justification? 
 
3. How do students’ critique empirical evidence when reading and writing 
scientific arguments? 
a. What are students’ abilities to critique empirical evidence? 
b. What criteria do students use to critique empirical evidence? 
 
4. To what extent do the four constructs represent four separate abilities as 
compared to one underlying overall ability? 
 
Implications 
The results from this study will potentially provide valuable insights to the field 
of science education in regards to how the concept of scientific evidence is considered in 
the development of curriculum and portrayed in instructional practice.  For instance, the 
dimensionality analysis will identify the number and nature of scientific evidence 
constructs and progressions that would be meaningful to use with students.  I hypothesize 
that students’ abilities to critique scientific evidence are comprised of four constructs: 
reading forms of justifications, writing forms of justification, reading empirical evidence, 
and writing empirical evidence.  The number and nature of meaningful constructs, in 
turn, has implications for how much time and energy should be invested for students to 
learn how to critique scientific evidence.  Additionally, the assessment results in 
conjunction with the construct maps can support instructional practice by supporting 
teachers’ abilities to respond to the needs of their students.  Namely, the items correspond 
to construct levels and, therefore, measure students’ knowledge of the construct.  As 
such, teachers can use these tools to inform their instructional plan based on their 
students’ abilities.   
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Teachers could better respond to the needs of their students if the relationships 
between students’ abilities and the criteria they use to evaluate between and within forms 
of justification and empirical evidence were better understood.  Specifically, these 
relationships include: 1) whether the criteria students use to critique forms of justification 
are the same as or different from than the criteria they use to critique empirical evidence 
and 2) whether students with less sophisticated understandings use the same or different 
criteria than those with more sophisticated understandings.  This knowledge would 
inform tools that teachers could use to more effectively and efficiently respond to the 
needs of the students.  For instance, teachers could use the assessment results to identify 
students’ ability.  If criteria tend to be associated with ability levels, then teachers would 
have a starting place that could be leveraged in order to determine what criteria the 
student is using as well as knowledge of what criteria the student should be using.  I 
hypothesize that the criteria associated with students of higher abilities are different than 
those for students of lower ability, and the criteria used to critique forms of justification 
are different than those used to critique empirical evidence.  In this way, knowledge of 
the criteria students use at different ability levels could inform instructional practice.  
Overall, the results to this dissertation will provide guidance as to how to support middle 
school students in their ability to critique scientific evidence while reading and writing 
scientific arguments.   
 
Dissertation Overview 
 Seven chapters will follow this introductory chapter.  In Chapter 2, I will position 
this study within the argumentation and assessment literature and review related studies.  
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I will begin by defining argument and then move on to presenting the framework that 
guided this work as well as common student difficulties around constructing and 
critiquing scientific evidence.  I will use this literature to provide a foundation for the 
construct maps that define how the forms of justification and empirical evidence will be 
measured.  The latter part of the chapter frames my assessment perspective as well as 
reviews related assessment studies.  In Chapter 3, after first discussing the context of the 
study, I will present the methodology for the argument assessments and cognitive 
interviews respectively.  Specifically, for each methodology, I will discuss the 
participants, development process, data collection, and data analyses.  The findings for 
the four research questions will be presented in four chapters.  Specifically, Chapter 4 
will address how students’ evaluate characteristics of scientific evidence (i.e., RQ1).  
Chapters 5 and 6 will address how students’ critique the form of justification and 
empirical evidence as well as the criteria they use to make those critiques (i.e., RQs 2 and 
3).  After presenting the reading assessment results, I will contextualize this with finding 
from the cognitive interviews.  The same will then be done within the writing modality.  
Multidimensionality analyses will be presented in Chapter 7 to determine the extent to 
which the four constructs represent four separate abilities (i.e., RQ4).  Lastly, in Chapter 
8, I will discuss the conclusions and implications from this study for both education 
generally, and science education specifically. 
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Chapter 2 
Theoretical Framework 
 
 In this chapter, I begin by addressing the importance of argumentation, which can 
be used to broaden students’ views of science through the coordination of both 
conceptual and epistemic knowledge (Osborne et al., 2004), the latter of which cannot be 
achieved through the traditional memorization of science facts.  In the next section, I 
explore the role of argumentation in science and literacy in order to make the case that 
language, which includes reading and writing arguments, is an inextricable component of 
science and, therefore, learning science (Norris & Phillips, 2003).  Then I explore the 
literature around the quality of scientific evidence in terms of the forms of justification 
and empirical evidence.  Finally, I conclude by discussing assessment of argument.  In 
this chapter I do not present the assessments; instead this is done in Chapter 3.  This 
chapter addresses the theoretical underpinnings of how the assessments were developed.  
However, the assessments are available to view in Appendices A and B. 
 
Importance of Scientific Argumentation 
 In science, knowledge is developed through argumentation within the scientific 
community (Latour, 1987); however K-12 science classrooms rarely reflect this epistemic 
aspect of science knowledge (Osborne et al., 2004).  Consequently, recent reform 
documents emphasize an expanded view of science that includes epistemic practices in 
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addition to content knowledge (NRC, 2012).  Not only does this better align with how 
knowledge is constructed in science and science education, but also research suggests 
that including such practices has benefits for the teacher (Bell & Linn, 2000; Linn, 2000; 
Osborne et al., 2004) as well as the student (Jiménez -Aleixandre and Erduran, 2008a).  
After first discussing why argumentation is an epistemic practice of science and 
reviewing its inclusion in recent education reform documents, I will discuss both the 
pedagogical advantages and student benefits from engaging in argumentation. 
 
Argumentation as an Epistemic Practice of Science 
Scientific knowledge is constructed through a social process that embraces 
conflict and argument (Latour, 1987), and in which scientists advance their ideas, 
supported by evidence, for the community to challenge and perhaps integrate (Michaels, 
O’Connor & Resnick, 2008).  In this way, argument is used within the science 
community to assert and defend claims, to clarify, and to persuade (Andrews, Costello, & 
Clarke, 1993).  As such, this process of constructing and critiquing arguments, referred to 
as scientific argumentation, is both a social (Driver et al., 2000) and epistemic (Osborne 
et al., 2004) practice of science.  It is a social practice in that the members of the 
community follow a patterned set of actions (i.e., advance their ideas supported by 
evidence) based on common purposes and expectations (i.e., to assert and defend claims, 
to clarify, and to persuade) (Gee, 1999).  Moreover, because these patterned sets of 
actions used during scientific argumentation result in the development of knowledge, 
they are also epistemic in nature (Kelly, 2008).  Specifically, an epistemic practice 
includes “the specific ways members of a community propose, justify, evaluate, and 
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legitimize knowledge in a disciplinary framework” (Kelly, 2008, p.99).  Learning 
science, therefore, involves being initiated into scientific ways of knowing (Driver, 
Asoko, Leach, Mortimer, & Scott, 1994; Kelly, 2008), which includes the coordination of 
both conceptual and epistemic knowledge (NRC, 2012; Osborne et al., 2004).  
While this expanded view of knowledge is essential to science, it is often absent 
from science classrooms (Driver et al., 2000; D. Kuhn, 2010; Lemke 1990).  Some 
suggest that is because science classrooms place value on short-term retention of terms, 
algorithms, and generalizations (AAAS, 2009).  Consequently, current reform 
movements are attempting to better align how students learn and practice science with the 
way science is authentically practiced (Duschl, Schweingruber, & Shouse, 2007).    
 
Science Education Reform 
Taking Science to School: Learning and Teaching Science in Grades K–8 (Duschl 
et al., 2007), a report commissioned by the National Research Council, called for a new 
vision of how science is taught in American classrooms by emphasizing depth over 
breadth.  Moreover, the report also emphasized argumentation’s role in science and 
science learning: 
It [argumentation] is a mode of logical discourse whose goal is to tease out the 
relationship between ideas and the evidence—for example, to decide what a 
theory or hypothesis predicts for a given circumstance, or whether a proposed 
explanation is consistent or not with some new observation. ... Alternative points 
of view are valued as long as they contribute to this process within the accepted 
norms of science and logic, but not when they offer alternatives that are viewed as 
outside those norms.  (Duschl et al., 2007, p.33) 
The NRC report called not only for students to construct arguments, but to participate in a 
form of argumentation in which the overall quality of the argument as well as 
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components making up the argument are critiqued.  This new vision of American science 
education was subsequently used to develop a framework—A Framework for K-12 
Science Education: Practices, Crosscutting Concepts, and Core Ideas (NRC, 2012)—
from which new standards were also developed (NGSS Lead States, 2013).  The 
Framework named “Engaging in Argument from Evidence” as one of eight key scientific 
practices that students should participate in across grade levels, and suggest that by grade 
12 students should be able to: 
• Construct a scientific argument showing how data support a claim. 
• Identify possible weaknesses in scientific arguments, appropriate to the 
students’ level of knowledge, and discuss them using reasoning and evidence. 
• Identify flaws in their own arguments and modify and improve them in 
response to criticism. (NRC, 2012, p.72) 
 
The Framework positioned constructing and critiquing evidence-based arguments as “a 
core process of science and one that supports science education” (NRC, 2012, p.73).  
Currently, this expanded view of science is beginning to be incorporated into the 
frameworks of new assessment systems (Osborne, 2013).  For instance, the 2015 PISA 
assessment frameworks (OECD, 2012) assess students’ abilities to explain phenomena 
scientifically as well as interpret data and evidence scientifically.  Moreover, the NRC 
recently published a report, Developing Assessments for the Next Generation Science 
Standards (2013), which describes a new system of assessments that integrates core 
ideas, crosscutting concepts, and science practices in a way that requires “students to 
demonstrate that they understand aspects of scientific reasoning by applying particular 
science practices” (Pellegrino, 2013, para. 3).  This is important because demonstrating 
argumentation practices has benefits for students as well as teachers. 
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Advantages to Engaging in Scientific Argument 
In the classroom, students’ construction and critique of scientific arguments 
assists teachers because it makes students’ scientific thinking and reasoning visible (Bell 
& Linn, 2000; Linn, 2000; Osborne et al., 2004).  Argumentation thus becomes a tool that 
teachers can use to promote reflection and support formative assessment (Abell, 
Anderson, & Chezem, 2000; Osborne et al., 2004).  While argumentation can support 
teachers, research suggests that teaching students how to engage in scientific 
argumentation is often a challenging pedagogical endeavor (Osborne et al., 2004); 
however the benefits for students are worth the struggle of learning how to best 
incorporate the practice within the classroom. 
Science education is currently undergoing a reform movement, the purpose of 
which, some argue, should be to help students become more proficient in science (Duschl 
et al., 2007; NRC, 2008).  Scientific argumentation has emerged as an important 
scientific practice within this reform movement because “it assumes a fundamental 
position in the collective process of making meaning and affecting learning” (T. D. 
Sadler, 2006, p. 325) and highlights that “learning science is not just the acquisition of 
facts about the way the world is” (Driver et al., 1994, p.6).  In their review of the 
importance of argumentation in the science classroom, Jiménez -Aleixandre and Erduran 
(2008a) synthesize that argument is desirable and critical to meaningful learning because 
it supports: 
a) cognitive and metacognitive processes,  
b) development of  communication skills and particularly critical thinking, 
c) scientific literacy in terms of talking and writing in science, 
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d) understandings of scientific culture, practices, and epistemologies, and 
e) development of reasoning skills. 	  
While each of these goals is noteworthy, in particular, I am interested in how 
argumentation supports students’ epistemic understanding of science, which includes 
accepted preferences within the scientific community, such as using data as a form of 
justification (Sandoval & Cam, 2011) or the types of investigation questions and methods 
for collecting data to support the development of knowledge (Sandoval & Reiser, 2004).  
An epistemic understanding of science is important because it reflects a view of science 
that is more than a mere body of facts that represents currently accepted explanations 
about phenomena (Erduran, Simon, & Osborne 2004).  Rather, an epistemic 
understanding of science also suggests that science includes “a set of practices that are 
used to establish, extend, and refine that knowledge” (NRC, 2012, p.26) through a social 
process that embraces conflict and argument (Latour, 1987).  Therefore, knowledge of 
science reflects both conceptual and epistemic knowledge, which can be coordinated 
through scientific argumentation (Osborne et al., 2004).  Specifically, I am interested in 
how students’ epistemic knowledge impacts how students construct and critique scientific 
arguments across the modalities of reading and writing. 
 
Argument in Science and Literacy 
Defining Argument 
Scientific argumentation is an authentic scientific practice that emphasizes the 
social construction of knowledge through the construction and critique of scientific 
claims, evidence, and alternative explanations (Driver et al., 2000; NRC, 2012).  The 
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products of this argumentation process are arguments, which use evidence to justify how 
or why a natural phenomenon occurs (Berland and McNeill, 2012).  Whereas 
argumentation is dependent on social interactions between people, a single person can 
construct or critique a scientific argument.  An argument, therefore, represents an 
individual’s internal or personal meaning, which is expressed externally through writing 
or talking (McNeill & Pimentel, 2010).  Moreover, reading and critiquing others’ 
arguments can support an individual’s internal or personal meaning (McNeill & Pimentel, 
2010).  This dissertation examines individuals’ internal or personal meaning of argument 
(i.e. the structural product) by exploring student’s abilities to critique the arguments they 
read and write.  Specifically, the students’ abilities to critique arguments are based on 
how the structural organization of the components within a scientific argument impacts 
its overall quality (e.g. the types, organization, and quality of the components). 
Sampson and Clark (2008) reviewed the analytical frameworks in recent science 
education research that measure the structural quality of students’ arguments and 
determined that most of the available frameworks emphasized a claim that required 
justification; however there was variability in the quality of justifications that were 
measured.  For instance, some frameworks focused on the quality of arguments that 
students constructed in terms of the presence or absence of the argument components 
(Bell & Linn, 2000).  Other frameworks considered the structural complexity as well as 
the accuracy of the components (McNeill et al., 2006), the nature of the justification 
(Schwarz, Neuman, Gil, & Ilya, 2003), how students incorporated scientific ideas into 
their justifications (Zohar & Nemet, 2002) or epistemic operations (N. Brown, Furtak, 
Timms, Nagashima, & Wilson, 2010b; Jimenez-Aleixandre et al., 2000).  Still others 
 23 
have focused on the structure of arguments students constructed while also attending to a 
critique of others’ perspectives.  Ford (2008) explained that critique is important in 
science because arguments are strengthened when individuals anticipate the potential 
critiques from the community.  Osborne and his colleagues (2004) incorporated critique 
of the structural components of rebuttals into the highest levels of their framework, and, 
as such, emphasized that the construction of rebuttals and the critique of others’ claims 
are important aspects of high quality arguments.  In line with Osborne and his colleagues, 
this dissertation emphasizes the critique of scientific arguments based on their structural 
components. 
Consistent with other researchers (e.g., Bell & Linn, 2000; N. Brown et al., 
2010a; Jiménez -Aleixandre, Rodriguez, & Duschl, 2000; Kelly & Chen, 1999; Osborne 
et al., 2004), this dissertation employs an adaptation of Toulmin’s (1958) argument 
pattern (TAP), which emphasizes the organization of the argument components: claim, 
data, warrants, qualifiers, backings, and rebuttals.  Whereas the claim is an assertion that 
answers the question, the remaining components serve to justify the claim.  Specifically, 
the data are composed of measurements or observations and are the basis of the claim.  
Warrants explain why the data are relevant to the claim, qualifiers indicate the strength of 
the warrants, backings provide the conditions that strengthen the warrants, and rebuttals 
provide a critique of the counter-argument.  While TAP is commonly used to examine the 
types of justification as well as the overall structure of students’ arguments, it has been 
critiqued as being too difficult for teachers and students to employ within the classroom 
context (T. D. Sadler, 2006) because the components of students’ arguments can often be 
classified into more than one category (Sampson & Clark, 2008).  As such, some have 
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made recommendations for simplified adaptations for pedagogical purposes (T. D. 
Sadler, 2006). 
This proposal leverages the claim, evidence, and reasoning (CER) instructional 
framework, which was previously developed and implemented by others (Berland & 
Reiser, 2009; McNeill & Krajcik, 2009; McNeill, Lizotte, Krajcik & Marx, 2006).  The 
CER Framework is a simplified adaptation of TAP in that the warrant and backing 
components are collapsed into a single reasoning category and the qualifiers category is 
removed.  Specifically, the CER components include:  1) Claim–a statement that answers 
the question, 2) Evidence–empirical data (observations and/or measurements) that are 
relevant to and supportive of the claim, and 3) Reasoning–scientific principles that justify 
how or why the evidence supports the claim (McNeill & Krajcik, 2012).  This 
dissertation focuses specifically on how students critique evidence when reading and 
writing scientific arguments.  
 
Arguments Across Multiple Modalities 
Language and science are inextricably linked because language is fundamental to 
the development and advancement of scientific knowledge (Norris & Phillips, 2003; 
Osborne, 2002).  Despite this significant link between science and language, disciplinary 
literacy tends not to be explicitly addressed in K-12 science classrooms (Pearson, Moje & 
Greenleaf, 2010).  While this could change in the near future as the recently released 
Common Core Standards for Literacy in History/Social Studies, Science, and Technical 
Subjects (NRC, 2012) are implemented within classrooms, Pearson, Moje, and Greenleaf 
(2010) explain that this lack of attention to disciplinary literacy within science classrooms 
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is because literacy is often seen as a less desirable replacement to scientific inquiry.  In 
essence, science educators do not want to abandon the practices of scientific inquiry, 
which include "asking questions, planning and conducting investigations, using 
appropriate tools and techniques to gather data, thinking critically and logically about 
relationships between evidence and explanations, constructing and analyzing alternative 
explanations, and communicating scientific arguments” (NRC, 1996, p.105).   
However, some researchers suggest that conceptualizing science literacy as a 
form of inquiry alleviates this tension (Pearson et al., 2010) because it uses reading and 
writing as tools to investigate phenomena in ways that help students also learn how to use 
other scientists’ methods and findings as a starting place for their own investigations 
(Cervetti, Pearson, Bravo, & Barber, 2006).  From this perspective science and reading, 
specifically comprehension strategies, have a synergistic relationship because they share 
the common goals of predicting, inferring, and questioning (Cervetti, Pearson, Bravo, & 
Barber, 2006; Palinscar & Brown, 1985).  Others, however, suggest that these common 
goals mean that literacy and science are not merely synergistic, but that literacy is 
fundamental to science.  Specifically, Norris and Phillips (2003) argue, 
Literacy in the fundamental sense [reading and writing when the content is 
science] is based upon the same epistemology that underlies science and that the 
reasoning required to comprehend, interpret, analyze, and criticize text resembles 
in its major features the reasoning at the heart of all of science. (p. 236) 
One issue, however, is that students must first recognize that text is a creative product 
that should be analyzed and critiqued before they will perform the analysis and critique of 
texts (Norris & Phillips, 2003), which has implications for what counts as reading and 
writing.   
Specifically, recognizing that a text is an artifact meant to be critiqued means that 
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reading is more than recognizing words and locating information.  While decoding the 
words and locating information is necessary to learn the content within science texts 
(Norris & Phillips, 2003), research has also shown that students who use information-
location strategies to locate information in texts and answer comprehension questions still 
struggle to understand the texts (Haas & Flower, 1988; Pressely, 2000; Spires & Donley, 
1998).  Therefore, students must also learn to read from a critical perspective in which 
they “read the texts so as to determine such meanings as degree of certainty being 
expressed, the scientific status of statements, and the roles of statements in the reasoning 
that ties together the elements of substantive content” (Norris & Phillips, 2003, p.235).  
Consequently, reading includes more than the comprehension of text, and that 
interpreting, analyzing, and critiquing texts are requisite to understanding the author’s 
perspective (Norris & Phillips, 2003).  Moreover, this critical stance requires both the 
construction and critique of information presented in the text (Norris & Phillips, 2003).  
For instance, in order to critique what is read, the reader must first have constructed an 
ideal text model in his/her mind to compare the information interpreted from the reading.  
Norris and Phillips (2003) go as far to argue that “reading is best understood as a 
constructive process” (p.228) because critique cannot occur without construction.  It is 
this higher level of critique that occurs while reading that is the focus of this dissertation. 
While Norris and Phillips (2003) do not make this argument, the same logic that 
was used to justify an expansive view of reading also applies to writing.  Writing is more 
expansive than merely transcribing talk or personal thoughts.  Rather, it includes word 
choice, sentence structure, paragraphing, and cohesive chains of logic.  Moreover, 
“writing is an important discursive tool for organizing and consolidating rudimentary 
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ideas into knowledge that is more coherent and well structured” (Halliday & Martin, 
1993, p. 586).  As such, the revision process that is an inherent aspect of writing is based 
on comprehending, interpreting, analyzing, and critiquing text, and, therefore, both the 
construction and critique of the text.  Again, it is this higher level of critique that occurs 
during the writing process and is reflected in the written product that is the focus of this 
dissertation. 
 While the skills to construct and critique an argument within the modalities of 
reading and writing are related, differences by modality may exist.  Take, for instance, 
what it means to identify a claim within each modality.  When reading a scientific 
argument, one must locate the claim within the text to understand the argument’s 
meaning and purpose.  In comparison, when writing or speaking, one must make 
inferences from the data prior to constructing the claim.  Consequently, while the claim is 
used when both reading and writing scientific arguments, it is arrived at through different 
processes.  Namely, writing and speaking are expressive processes, whereas reading and 
listening are receptive processes.  Therefore, in order to help students develop a 
sophisticated understanding of argumentation, it could be important to discriminate how 
the argument components are critiqued within each of the processes.  While research has 
examined students’ abilities to construct and critique their own written arguments (e.g. 
Bell & Linn, 2000; McNeill, 2011; McNeill et al., 2006; Sampson et al., 2010; Sandoval 
& Millwood, 2005), few studies have explored students’ abilities to read and critique 
others’ scientific arguments (c.f., Norris & Phillips, 1994; Phillips & Norris; 1999; 
Ratcliffe, 1999).  Moreover, to my knowledge, no studies have compared students’ 
abilities to critique scientific arguments across these two modalities.  Students’ abilities 
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to construct and critique scientific arguments within the modalities of reading and writing 
are the focus of this dissertation study. 
Reading scientific arguments.  A large portion of the literature on reading in 
science has focused on textbooks in terms of the variety of text structures present 
(Armbruster, 1986; Spiegel & Barufaldi, 1994) and the skill required by the reader 
because of the tendency of textbooks to not make the text structure explicit (Goldman & 
Bisanz, 2002).  While extended texts such as these tend to cross multiple genres, 
persuasion and argument is not one of the genres typically included in textbooks.  As 
such, I will acknowledge that this body of literature about science textbooks exists, but 
focus on texts that more closely align with the goals of argumentation. 
In terms of reading persuasive texts, little, if any, research has addressed how 
students critique others’ scientific arguments (Osborne et al., 2004).  There is, however, a 
small body of literature around reading refutation texts.  In her review of the scientific 
refutation literature, Tippet (2010) explains that refutation texts include a (1) 
misconception—a student’s idea that conflicts with the currently recognized scientific 
explanation, (2) refutation cue, and (3) refutation with currently accepted scientific 
explanation.  For instance: 
(1) Some people believe that a camel stores water in its hump. They think that 
the hump gets smaller as the camel uses up water.  (2) But this idea is not 
true.  (3) The hump stores fat and grows smaller only if the camel has not eaten 
for a long time. A camel can also live for days without water because water 
is produced as the fat in its hump is used up. (p.953) 
 
Tippett (2010) synthesized that reading refutation texts, such as the previous example, 
support students’ conceptual understanding, and more conceptual change occurs when 
reading refutation texts as compared to traditional science textbooks.  Despite this 
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promising outcome, science textbooks tend not to include refutation text (Guzzetti, 
Snyder, & Glass, 1992).  While refutation texts have a persuasive component, they are 
different from scientific arguments in that they do not necessarily use empirical evidence.  
As such, they can be missing an important epistemic component of how the knowledge 
that is being refuted was developed. 
There is also a small body of literature on reading popular science news articles, 
however much of this research has been carried out at the undergraduate level and 
explored a range of skills and beliefs related to reading, such as knowledge of vocabulary 
(Brossard & Shanahan, 2006), understandings resulting from text presented in online and 
print versions (Macedo-Rouet, Rouet, Epstein, & Fayard, 2003), critique of methods 
(Korpan, G. Bisanz, J. Bisanz & Henderson, 1997), critique of source (Korpan et al., 
1997; Treise, Walsh-Childers, Weigold, & Friedman, 2003), and critique of certainty, 
status, and role of identified statements (Norris, Phillips, & Korpan, 2003).  It is the last 
article that is closest to the topic of this dissertation.  Specifically, the students in the 
Norris, Phillips, and Korpan (2003) study read five media reports and responded to 
questions about the degree of certainty with which statements were expressed, the 
scientific status of statements (i.e., to identify whether statements expressed causality, 
correlations, observations, purpose of the research, or research methods), and the roles of 
statements in scientific reasoning (i.e., to decide whether statement represents a 
phenomenon, an explanation of a phenomenon, evidence, or a prediction).  While these 
students were most successful at identifying statements of observation, method, evidence, 
and predictions, they also responded with more certainty regarding truth status than was 
warranted, confused cause and correlation, and often confused explanations of 
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phenomena with the phenomena.  This has implications for middle school students in that 
they also likely struggle to critique statements within texts, including evidence, despite 
being able to identify and locate them within the text.  This is supported by a limited 
number of studies that explore how middle (Ratcliffe, 1999) and high school students 
(Norris & Phillips, 1994; Phillips & Norris, 1999) identified justifications within science 
news reports (Norris & Phillips, 1994; Phillips & Norris, 1999) and critiqued the quality 
of extrapolations made from them (Ratcliffe, 1999). 
First, while most of the high school students were able to identify observations, 
descriptions of methods, and conclusions within popular news report (Phillips & Norris, 
1999), most struggled with the identifying justifications, causal statements, and 
statements of evidence (Phillips & Norris, 1999; Norris & Phillips, 1994).  Norris and 
Phillips (1994) explain that this limits students’ ability to interpret the argumentative 
structure of science, which was also influenced by aspects of the texts’ syntax.  
Specifically, 90% of the high school students in their study were able to correctly 
interpret statements in which the meaning of the statement could be determined in 
isolation from the remainder of the text (Norris & Phillips, 1994).  However, less than 
50% of the students were able to correctly interpret the meaning of statements that 
required a semantic or logical connection to other sentences (Norris & Phillips, 1994).  
This suggests that students have difficulty recognizing implied connections, which are 
necessary to make inferences about the role of statements within a chain of reasoning 
(Norris & Phillips, 1994).  Therefore, knowledge of interpretive components 
(justifications, causal statements, and evidence) as well as knowledge of how to 
recognize implied connections impact students’ ability to critique popular science reports. 
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In terms of students’ critique of the quality of popular science reports, both 
Ratcliffe (1999) and Norris and Phillips (1994) found aspects of certainty to be 
problematic.  Specifically, while the middle school students in Ratcliffe’s (1999) study 
recognized that the reports contained established facts as well as areas of uncertainty, the 
uncertainties tended to be more difficult to identify (Ratcliffe, 1999).  Not being able to 
identify uncertainties could help to explain why the high school students in the Norris and 
Phillips (1994) study tended to ascribe a higher degree of certainty to statements within 
the report than was intended by the author (Norris & Phillips, 1994).  If students are not 
likely to identify uncertainties, then it makes sense that they would tend not to question 
the certainty of specific statements and also their ability to critique text. 
Ratcliffe (1999) took the critique of popular science news reports one step further.  
She asked the middle school students in her study to evaluate an unjustified extrapolation 
of evidence that was presented in the science article, after having read the article 
(Ratcliffe, 1999).  Surprisingly, the middle school students’ abilities to reason logically 
about the unjustified extrapolation were as strong as the college students with whom they 
were compared (Ratcliffe, 1999).  While their abilities could still be improved upon, this 
finding suggests that most middle school students have the propensity to critique the 
quality of an argument that was based on an extended science text.  The extrapolations, 
which students critiqued within this study, were based on incorrect extrapolations from 
the data.  This type of evidence-based argument is very similar to the types of arguments 
students will read and critique within this dissertation.  This research has implications for 
the dissertation study in that it suggests middle school students can read arguments, even 
extended ones such as was used by each of these researchers, and make critiques based 
 32 
on the quality of the scientific evidence.  However, the inability to identify uncertainties 
and recognize implied connections within the text could impact the quality of their 
critiques of the text. 
Writing scientific arguments.  Research on students’ written arguments has 
suggested that students often struggle with formulating and defending their claims.  
Specifically, the findings from several researchers suggest that the quality of students’ 
arguments is often limited by the accuracy, appropriateness, and sufficiency of both their 
claims and justifications (McNeill, 2011; McNeill et al., 2006; Sampson et al., 2010).  
They further explain that there is a relationship between students’ use of inaccurate, 
inappropriate, and insufficient justifications and the difficulty of the content (McNeill, 
2011; McNeill et al., 2006; Sampson et al., 2010).  Therefore, both an understanding of 
the content and argumentation likely impacts the quality of students’ written arguments.  
Research, however, also suggests that students often try to use data to defend their 
claims, but struggle to explain how or why it counts as evidence.  For instance, in their 
study of high school students’ natural selection arguments, Sandoval and Millwood’s 
(2005) results suggest that while students often acknowledged the presence of data (with 
differing degrees of quality), they rarely interpreted its meaning or explained why it 
counted as evidence.  Similarly, Bell and Linn (2000) found that the middle school 
students in their study tended to use data to support their claims, but usually omitted 
reasoning.  While these studies suggest that middle and high school students may have 
more difficulty in providing reasoning than evidence within their written scientific 
arguments, Sandoval and Millwood (2005) also noted aspects of evidence that students 
often overlooked.  Namely, students tended not to recognize observations as an 
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appropriate form of qualitative evidence, nor did they typically reference lack of data as 
evidence that was appropriate to discount claims.  Taken together, these studies suggest 
that many middle and high school students may recognize the value of using data as 
evidence, however consideration of specific characteristics of evidence, such as 
qualitative data and lack of data as evidence, may be more difficult because they require a 
more nuanced understanding of what counts as appropriate evidence.  Moreover, the 
middle and high school students also struggled to provide reasoning as to how or why the 
evidence supported the claim. 
It is promising, however, that longitudinal studies at the elementary, middle, and 
high school levels have noted positive outcomes by reinforcing the structure of arguments 
over time.  For instance, McNeill (2011) examined the written arguments produced by 
elementary school students across an academic year, and concluded that they developed a 
stronger understanding of argument as a genre of writing.  While this is likely due to the 
consistent instruction they received, it is still promising that this is possible with young 
students.  At the middle school level, McNeill and her colleagues’ (2006) findings 
suggest that the students increased the quantity of their justifications within an 8-week 
curricular intervention that included a focus on argumentation.  At the high school level, 
Sampson and his colleagues (2010) found that, over an 18-week intervention in which the 
teacher integrated the argument driven inquiry (ADI) instructional model within 
laboratory investigations, the quality of the students’ evidence and sufficiency of their 
reasoning improved.  These findings suggest that repeated reinforcement of the structure 
of arguments likely supports the development of students’ knowledge of how to construct 
arguments.  Furthermore, there could be a learning progression that represents how 
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students develop knowledge of argument over time.  Learning progressions are 
empirically grounded and testable hypotheses about how students’ ability is spread over 
successively more sophisticated levels (CPRE, 2009).  The assessments used in this 
dissertation, which measure students’ abilities to critique the quality of scientific 
evidence, are grounded in this very idea. 
 
Quality of Scientific Evidence 
In their book that aimed to summarize and synthesize research on scientific 
inquiry across the domains of science studies, the learning sciences, and educational 
research, Grady and Duschl (2008) discuss consensus around the idea that “scientific 
inquiry, at its core, is about acquiring data and transforming that data first into evidence 
and then into explanations” (p.305).  This suggests that empirical data only become 
evidence when they support the claim, and that evidence is the unit of analysis by which 
scientists makes sense of natural phenomena.  This is because “no statement…can be 
significantly proposed as a scientific hypothesis or theory unless it is amenable to 
objective empirical test” (Hempel, 1966, p.30).  Scientific thinking, thus, is founded on 
arguments about evidence-based explanations (NRC, 2012). 
More specifically, empirical evidence consists of either primary (i.e., personally 
collected during an investigation) or secondary (i.e., obtained from an outside source) 
data (i.e., measurements or observations) that support the claim.  Scientific evidence is, 
therefore, empirical in nature, and the quality of scientific evidence affects the overall 
sophistication of an argument.  Specifically, the quality of scientific evidence is 
dependent on the form(s) of justification used to support the claim as well as whether the 
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evidence is both relevant to and supportive of the claim set forth.  This definition is 
summarized in Figure 1.1.  It is these two constructs—forms of justification and 
empirical evidence—that this dissertation uses to explore students’ abilities to critique 
scientific evidence.  Each construct will next be described in more detail as will pertinent 
literature related to each construct. 
 
Forms of Justification 
A claim can be supported in different ways, including empirical evidence 
(Berland & McNeill, 2012), science ideas (Osborne et al., 2004), appeals to authority 
(Linn & Eylon, 2006; Sandoval & Cam, 2011), plausible mechanisms (Hogan & 
Maglienti, 2001; Sadoval & Cam, 2011), and prior experiences (Hogan & Maglienti, 
2001; Lin & Eylon; Kelly & Chen, 1999; Sandoval & Cam, 2011).  More specifically, 
justifications based on science ideas use scientific concepts or principles to explain how 
or why a phenomenon occurred, but do not use empirical evidence.  In comparison, an 
appeal to an authority relies on an explanation a more expert individual, like someone 
with a PhD, said or wrote.  Whereas plausible mechanisms are a causal explanation based 
on prior experiences that use something the students have seen or done, or that has 
happened to him or her or someone he or she knows (Sandoval & Cam, 2011).  Each of 
the aforementioned is a different form of justification and carries with it a different 
epistemic status in science.   
While a claim can be supported either solely by one form of justification or in 
some combination of multiple forms of justifications, some forms are more scientifically 
accepted.  For instance, strong arguments use empirical evidence, which reflects an 
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epistemic preference within the scientific community (Aikenhead, 2005; Hogan & 
Maglienti, 2001).  However, another form of justification, such as science ideas or 
appeals to authority, used in combination with empirical evidence can serve to further 
strengthen the argument.  Yet, the value of these others forms of justification diminish 
when they stand-alone.  This is because it is the quality of the evidence, as opposed to the 
person who collected the evidence, is valued within the scientific community. 
Consequently, this dissertation will measure students’ abilities to construct and critique 
arguments considering these different forms of justifications. 
The scientific argumentation research has tended not to address how students 
construct and critique forms of justification—the research around this construct is 
limited.  First, one study examined how elementary students critiqued various forms of 
evidence, and found that students tended to choose empirical data as evidence when 
provided with options that included data, a plausible mechanism (a causal explanation the 
student had previously learned) and an appeal to authority (an explanation a more expert 
individual said or wrote, like someone with a PhD) (Sandoval & Cam, 2011).  Moreover, 
these students also preferred plausible mechanisms to appeals to authority.  While these 
students were asked to verbally critique different forms of justification and explain their 
choice, the students were not required to construct an argument using one of the forms.  
Furthermore, the study did not include forms of justification among the lowest epistemic 
status, such as personal stories or experiences.  This is noteworthy because another study 
found that high school students sometimes constructed justifications based on personal 
justifications, such as information from everyday life, or information obtained from the 
media or other people (McNeill & Pimentel, 2010).  However, McNeill and Pimentel 
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found that the ways by which the teachers attended to what counted as acceptable 
evidence likely impacted what forms of justifications the students provided.  For instance, 
when teachers did not limit what counts as evidence, students more prevalently made 
arguments using justifications of lower epistemic status.  But, when teachers placed an 
emphasis on justification in terms of data used to investigate a phenomenon, then 
students tended to rely on scientific evidence.  While this suggests that high school 
students sometimes use forms of justification of lower epistemic status when constructing 
arguments, two related studies found that even identifying justifications when reading can 
be a challenge for high school students (Phillips &Norris, 1999; Norris & Phillips, 1994).  
Specifically, these students struggled to read a scientific argument and identify when a 
statement represented a justification (Phillips &Norris, 1999; Norris & Phillips, 1994).  
These arguments, however, were longer texts that included persuasive as well as 
informational text (Phillips &Norris, 1999; Norris & Phillips, 1994).  This may, 
therefore, suggest that mixing genres as well as the length of the argument could impact 
what justifications students recognize.   
Taken together, the sparse research related to forms of justification suggests that 
the added element of constructing an argument above and beyond selecting forms of 
justifications makes it more difficult for students to critique the forms of justification.  
Moreover, reading arguments may introduce a further level of complexity that makes 
even the identification of different forms of justifications challenging.  Clearly, more 
research is necessary to tease out these relationships as well as what forms of justification 
students’ value and the criteria they employ in this critique.  While limited research has 
examined the forms of justifications students use when constructing written scientific 
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arguments, it has tended not to explore the criteria underlying those choices.  Nor has the 
research explored the criteria students use to critique the forms of justification present in 
others’ arguments, let alone a comparison of students’ abilities to critique the form of 
justification between the modalities of reading and writing.  It is these within and 
between modality comparisons that will be explored within this dissertation.   
 
Empirical Evidence 
The form of justification, however, is not the only aspect of scientific evidence 
that impacts its quality.  Relevancy and support are also important considerations in terms 
of the quality of evidence (NRC, 2012).  By relevant evidence, I mean that the evidence 
is addressing the topic of the claim.  As such, relevant evidence has the potential to be of 
good quality.  When the evidence is both relevant to and supportive of the claim, then the 
evidence is of good quality.  Supporting evidence, in comparison, is evidence that 
exemplifies the relationship established in the claim.  For instance, if a claim were based 
on a trend in the data, supporting evidence would include data that exemplifies that trend.  
Supporting evidence can also be contrasted with its counterpart, contradictory evidence.  
Contradictory evidence supports a different or alternative claim. Whereas a critique of 
relevant contradictory evidence within a rebuttal serves to strengthen the overall 
argument, the use of relevant contradictory evidence within the main argument weakens 
said argument.  I say that it weakens the argument as opposed to nullifies it because 
students often struggle to provide arguments that are supported by solely relevant-
supporting justifications (Knight & McNeill, in review).  This can happen when the 
students do not understand the concept of relevancy or support, but do recognize the need 
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to include empirical data.  For example, students sometimes use all the data in a data 
table as evidence without discerning which pieces of data are appropriate.  Similarly, the 
use of irrelevant data, which is neither supportive nor contradictory, weakens an 
argument by introducing tangential ideas.  Again, these tangential ideas are often in 
addition to relevant-supporting evidence (Knight & McNeill, in review); therefore they 
often weaken as oppose to nullify the argument. 
The research on students’ abilities to use relevant and supporting evidence when 
writing scientific arguments suggests these aspects can be challenging for students.  
Although students often try to use data to support their claims (Sandoval & Millwood, 
2005), they often struggle to understand what counts as relevance (Sandoval & Reiser, 
1997) and routinely use irrelevant evidence (Knight & McNeill, in press; McNeill & 
Krajcik, 2007; Sampson & Clark, 2008).  More specifically, the students in Sandoval and 
Reiser’s study (1997), after writing an evidence-based explanation, struggled to verbally 
explain why the evidence they used supported their claim.  As such, they may not 
understand the idea of relevance.  The students in McNeill and Krajcik’s (2007) study 
continued to use irrelevant evidence, even at the end of the unit that attended to this 
concept.  However, they found that students with lower content understanding were more 
likely to include irrelevant evidence.  Therefore, students’ use of irrelevant evidence 
could be attributed to either not understanding relevance or not understanding what is 
relevant for a particular content area. 
In regards to reading arguments, some research has examined high school 
students’ ability to identify evidence when reading science news articles and the findings 
suggest that it is a skill with which they tend to struggle (Phillips & Norris, 1999; Norris 
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& Phillips, 1994).  However, the middle school students in Ratcliffe’s (1999) study were 
able to provide relevant critiques of extrapolations made from the evidence they read in a 
scientific news article.  While several studies have examined students’ use of relevant-
supporting evidence when writing (L. Kuhn & Reiser, 2005; McNeill & Krajcik, 2007; 
Sandoval, 2003) and reading (Phillips & Norris, 1999; Norris & Phillips, 1994; Ratcliffe, 
1999) scientific arguments, to my knowledge, it has tended not to compare students’ 
abilities across these modalities.  This is noteworthy, because there could be differences 
in students’ abilities to critique empirical evidence across these two modalities.  
Moreover, there could be difference in students’ abilities across the empirical evidence 
and forms of justification constructs as well as differences between modality within each 
construct.  It is important to find ways to assess students’ abilities to critique scientific 
evidence because of the significant role scientific evidence plays in establishing the 
quality of a scientific argument.  Identifying student strengths and challenges with 
critiquing scientific evidence could inform teachers’ instructional practices and the design 
of learning environments.  Namely, such knowledge could be used preemptively to 
design instructional units (Furtak, 2012) or retrospectively to inform future instruction 
(Gotwals & Songer, 2010).  Assessments tied to argument learning progressions are one 
way to identify students’ misunderstandings of scientific evidence (Furtak, 2012). 
 
Argument Assessments 
Assessments are used to measure what students know about a construct, which is 
the latent characteristic that is being measured (Wilson, 2005).  They are based on the 
process of gathering evidence about students’ knowledge and abilities, and use this 
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evidence to make inference about what students know (Mislevy, Wilson, Ercikan, & 
Chudowsky, 2002).  Assessments can be developed to meet a variety of objectives (e.g., 
initial, formative, summative), bases of comparisons (e.g., norm-reference, criterion-
referenced) and contexts (formal, informal); however this dissertation is specifically 
concerned with criterion-referenced assessments that are diagnostic in nature and could 
be used formatively in the future because they could provide information to teachers in 
regards to how to respond to their students understandings.   
The purpose of formative assessment is “to provide feedback on performance to 
improve and accelerate learning (D. R Sadler, 1998, p. 77) by “short-circuiting the 
randomness and inefficiency of trial-and-error learning” (D. R Sadler, 1989, p.120).  The 
performance can include “all those activities undertaken by teachers, and/or by their 
students, which provide information to be used as feedback to modify the teaching and 
learning activities in which they are engaged” (Black & William, 1998, p.7).  As such, 
formative assessment supports responsive teaching, which tailors instruction to the 
individual needs and strengths of diverse learners (Corcoran & Siladner, 2009).   
The assessments in this dissertation will accomplish the formative aspect in the 
future by being both criterion-referenced and diagnostic.  Criterion-referenced 
assessments measure students’ abilities against defined (and objective) criteria.  
Specifically, Glaser (1963) suggested that the term criterion-referenced applies to test 
scores that derive their meaning based on students’ levels of performance on a set of test 
items in which each item corresponds to a known level of proficiency within the 
construct being measured.  As such, it is a content standard score because it has an 
interpretive meaning regardless of others’ performance (Ebel, 1962).  Within the 
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assessments used in this dissertation the criteria are levels within the construct maps.  
Construct maps are similar to learning progressions, which represent a sequence of more 
complex ways of thinking that develop over time (Smith, Wiser, Anderson, & Krajcik, 
2006).  The construct maps in this dissertation spread the argument characteristic (i.e., 
forms of justification, empirical evidence) into qualitatively distinct levels (Wilson, 
2005).  Assessment items were then developed to correspond with each level of each 
construct map.  Therefore, students’ abilities are described in terms of where their ability 
falls on the construct map(s), which is based on whether they can or cannot correctly 
answer items that are used to measure each level.  Consequently, the assessments are also 
diagnostic. 
While Berland and McNeill (2010) have proposed a learning progression for oral 
and written scientific argumentation, it has not been empirically validated nor is it tied to 
assessment items.  However, there are ideas in their progression that informed this 
research.  Specifically, their learning progression has three dimensions: argumentation 
process, argument product, and instructional context.  The argument product dimension 
most closely aligns with the construct maps in this dissertation.  Moreover, within this 
dimension, Berland and McNeill (2010) introduce the appropriateness of components 
(i.e., evidence, reasoning, or rebuttal).  Their progression suggests that a student’s 
response is more sophisticated when the component is appropriate and sufficient and less 
sophisticated if it is only appropriate.  Whereas appropriateness examines whether the 
components are “relevant to the problem and scientifically accurate” (p.774), sufficiency 
examines the “quantity or complexity” of the component.  However, shades of 
appropriateness or sufficiency are not considered.  The component is either appropriate or 
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not; the component is either sufficient or not.  The construct maps in this dissertation 
build off of Berland and McNeill’s (2010) progression in that they focus on the structure 
of the argument and attempt to unpack the characteristics of appropriateness for one 
component in particular: scientific evidence.  Specifically, I examine the quality of 
scientific evidence, which at its highest level is necessarily appropriate. 
Two other research groups have developed diagnostic assessment systems for 
argumentation, however they do not focus specifically on the quality of the evidence (N. 
Brown, Nagashima, Fu, Timms, & Wilson, 2010b; Gotwals & Songer, 2010; 2013).  
They are similar to one another in that they both consider conceptual knowledge and 
reasoning ability as multidimensional constructs of a written explanation.  Additionally, 
Brown and his colleagues consider the specificity used in defining the relevant value of a 
concept, such as reporting specific values with correct unit(s).  I will next explain how 
the construct maps used in this dissertation are similar to and different from each of the 
progressions in these assessment systems.  
First, Gotwals and Songer (2010; 2013) assessed how students think about and 
explain disturbances in food chains and food webs by examining two underlying 
reasoning dimensions: 1) content and 2) explanations.  Their progression acknowledges 
the relationship between content knowledge and relevant evidence.  Specifically, at the 
highest-level students have sufficient content knowledge to determine salient from 
irrelevant evidence and can write an explanation without scaffolding.  The coordination 
of the two dimensions suggests a sophisticated reasoning ability.  While this research is 
related to my work in that both consider the relevancy of evidence, it is notably different.  
First, I do not consider the complexity of the content or make claims about the reasoning 
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process from what the students wrote.  Instead, my focus is on the quality of the evidence 
in the argument product.  Second, I unpack the quality of evidence a bit more and make 
an argument that supporting evidence is more sophisticated than relevant evidence. 
Second, Brown and his colleagues’ (2010b) Evidence-Based Reasoning 
Assessment System (EBRAS) was used to assess three underlying dimensions of 
students’ scientific reasoning on the topic of buoyancy: 1) conceptual sophistication of 
ideas described in reasoning components, 2) specificity of ideas described in reasoning 
components, and 3) degree of validity of the students’ reasoning process.  While the third 
dimension is similar to Gotwals and Songer’s (2010; 2013) progression in that it 
examines the reasoning process, it is different in that it focuses on the quality of the logic 
as compared to the quality of the components.  Namely, the logic does not necessarily 
need to be correct; the conclusions just need to follow the assumptions.  As such, this 
progression has a different focus than the construct maps used in this dissertation. 
Additionally, several research groups are currently developing and refining 
argument assessment systems, however each has a different focus.  While Gotwals and 
her colleagues (2014) are rebelling against the deficit model by trying to characterize 
entry points into argumentation based on what young students already know, Henderson 
and his colleagues (2014) are working towards an assessment system for constructing and 
critiquing scientific arguments.  Moreover, Reiser and his colleagues (2014) are 
developing an epistemology-based learning progression for scientific argumentation.  
Lastly, the construct maps in this dissertation, which were developed from a collaboration 
between researchers at Lawrence Hall of Science, UC-Berkeley, and Boston College, 
focused on unique and overlapping characteristics involved in reading and writing 
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arguments (Knight et al., 2014). 
 
Summary 
The research on scientific argument has mostly focused on how best to support 
students in constructing and critiquing written (e.g. McNeill, 2011; McNeill et al., 2006; 
Sampson et al., 2010; Sandoval & Millwood, 2005) and spoken arguments (e.g. Berland 
& Reiser, 2011; Osborne et al. 2004; Jiménez –Aleixandre et al., 2000; Sampson et al., 
2010; Varelas, Pappas, Kane, & Arsenault, 2008).  Much less research has examined 
students’ abilities to critique scientific arguments when reading (Phillips & Norris, 1999; 
Norris & Phillips, 1994; Ratcliffe, 1999).  Moreover, making comparisons between 
modalities has received even less attention.  While no research has compared students’ 
abilities to read scientific arguments to their abilities to write or verbalize scientific 
arguments, a few researchers have compared students’ abilities to write versus verbalize 
scientific arguments (Berland & McNeill, 2012; Knight & McNeill, in review; Sampson 
et al., 2010).  Clearly, the scientific argumentation literature has not focused on the 
reading modality, nor has much attention been given to making comparisons across 
modalities.  This dissertation falls within this gap.  Specifically, comparisons of student’s 
abilities to critique the quality of scientific arguments within and across the modalities of 
reading and writing will be explored. 
I further specify that the aforementioned critique of scientific arguments will be in 
regards to the scientific evidence that is used, and further theorize that the quality of 
scientific evidence is dependent on the forms of justification as well as whether it is 
relevant to and supportive of the claim (i.e., empirical evidence).  Much of the argument 
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literature focused on the structure examined how best to support students in written and 
verbal arguments, but did not measure the quality based on the presence of scientific 
evidence (Sampson & Clark, 2008).  More research, however, has examined empirical 
evidence (e.g., L. Kuhn & Reiser, 2005; McNeill & Krajcik, 2007; Phillips & Norris; 
1999; Norris & Phillips, 1994; Ratcliffe, 1999; Sandoval & Millwood, 2005) than has 
addressed forms of justification (e.g., McNeill & Pimentel, 2010; Norris & Phillips, 
1994; Phillips & Norris, 1999; Sandoval & Cam, 2011).  Additionally, I am not aware of 
any research that has made comparisons between students’ abilities to critique the forms 
of justification and relevant-supporting evidence, or made within group comparison 
based on modality.  Clearly, I situate this dissertation in an area that has large gaps.  But, 
I further argue that this research is important not only because it will fill a gap in the 
literature, but also because it has the potential to support middle school students with 
constructing and critiquing high quality scientific evidence and arguments.  Information 
from these criterion-referenced formative argument assessments could inform teachers’ 
instructional strategies and the design of learning environments to support students in 
these essential scientific practices.  
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Chapter 3:  Methodology 
 
The purpose of this chapter is to describe the methodology used to explore how 
students critique scientific evidence. Specifically, I ask:  
  
1. What characteristics of scientific evidence do students prefer? 
 
2. How do students critique forms of justification when reading and writing 
scientific arguments? 
a. What are students’ abilities to critique forms of justification? 
b. What criteria do students use to critique forms of justification? 
 
3. How do students critique empirical evidence when reading and writing 
scientific arguments? 
a. What are students’ abilities to critique empirical evidence? 
b. What criteria do students use to critique empirical evidence? 
 
4. To what extent do the four constructs represent four separate abilities as 
compared to one underlying overall ability? 
  
To address the first research question, students engaged in a card sort activity in which 
they were provided justifications that included different combinations of forms of 
justification and empirical evidence, and were asked to identify the best justifications as 
well as explain their rationale for the choices.  Through this method, I explored the 
students’ preferences between and within forms of justification and empirical evidence.  
This corresponds to research question 1.  While the second research question addressed 
the forms of justification construct, the third research question addressed the empirical 
evidence construct.  Within each of these characteristics of evidence, two different 
methodologies were employed.  First, students took a written assessment.  Rasch analyses 
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were used to explore student abilities to critique the corresponding form or support on the 
reading and writing items.  This was further supported by the choices students made 
when they verbalized their thinking as they responded to these items during a cognitive 
interview.  This corresponds to sub-questions 2a and 3a.  Second, the cognitive 
interviews were also used to contextualize the criteria the students used to make their 
critiques.  This corresponds to sub-questions 2b and 3b.  Finally, research question 4 
explored the extent to which the four constructs (reading forms of justification, writing 
forms of justification, reading empirical evidence, and writing empirical evidence) 
represent four separate abilities.  Table 3.1 presents the data and analyses that were used 
to respond to each research question.  After first discussing the context of the study, I 
present the methodology for the argument assessments followed by cognitive interviews.  
Specifically, for each methodology, I discuss the participants, development process, data 
collection, and data analyses and how they address the targeted research question	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Table 3.1 
Data to be analyzed for each research question 
Research Question Sub-Question 
Rasch Analyses Cognitive Interviews Analyses 
FoJ EE FoJ EE Card Sort 
R W R W R W R W 
1. What characteristics of 
scientific evidence do 
students prefer? 
 
a. How do students’ prioritize 
forms of justification and 
empirical evidence? 
        
✔ 
b. How do students’ prioritize 
various forms of justification? 
        ✔ 
c. How do students’ prioritize 
various empirical evidence?  
        ✔ 
2. How do students’ critique 
forms of justification 
when reading and writing 
scientific arguments? 
a. What are students’ abilities to 
critique forms of justification? 
✔ ✔   ✔ ✔    
b. What criteria do students use to 
critique forms of justification? 
    ✔ ✔    
3. How do students’ critique 
empirical evidence when 
reading and writing 
scientific arguments? 
a. What are students’ abilities to 
critique empirical evidence? 
  ✔ ✔   ✔ ✔  
b. What criteria do students use to 
critique empirical evidence? 
      ✔ ✔  
4. To what extent do the four constructs represent four separate 
abilities as compared to one underlying overall ability? 
✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔  
Note. FoJ = Forms of Justification; EE = Empirical Evidence; R = Reading; W = Writing 	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Scientific Arguments Assessments 
Participants 
This study focused on two teachers’ classes (n=125 students) that are located 
within the same school in a small urban New England public school district that serves 
primarily low-income (70% are eligible to receive free or reduced lunch) students from 
minority backgrounds (MA DESE, 2012).  Specifically, Ms Nesci and Mr. Rao 
(pseudonyms) taught consecutive grades, 6th and 7th grade respectively.  Demographic 
information was collected from the students (see Appendix E).  The average age of the 
students was 13.25, ranged from age 11 to age 14, and was comprised of 59% female and 
41% male.  Moreover, the ethnicity of the sample included 46% Latino/a, 26% 
Black/African American, 19% other, 4% White, and 2% Asian American or Pacific 
Islander.  This mirrors the demographic data from the school, which suggested an 
ethnically diverse student body with approximately 52% Hispanic, 44% African 
American, and 2% White (MA DESE, 2012).  Additionally, 23% of the students were 
born in a country other than the United States, and all of these students also attended 
school in their native country.  Fully 68% of the students spoke a language other than 
English, which included Spanish (75%), Creole (9%), Somali (5%), French (2%), 
Chinese (1%), and Vietnamese (1%).  Another 71% of the students read in their native 
language and 67% were able write in their native language (note: this also includes 
students whose native language was English).  These data suggest both an ethnically and 
linguistically diverse sample. 
Both of these teachers previously participated in research related to this project.  
While Ms. Nesci piloted the curriculum in which the argumentation assessments were 
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eventually embedded, Mr. Rao served as a member of the teacher advisory board 
providing feedback on the argumentation assessments.  Moreover, both of these teachers 
participated in argumentation professional development with our research team focusing 
on the claim, evidence, and reasoning framework (CER) (McNeill & Krajcik, 2012), and 
all of the science teachers within this school taught argumentation in this manner.  
Consequently, with two grades, and, hence, different exposures to argumentation, a range 
of student abilities was expected.  This stratified purposeful sampling (Kuzel, 1992; 
Patton 1990) was selected to promote a range of middle school students’ argumentation 
abilities.  Specifically, it is stratified because the sample crossed two consecutive grade 
levels and it is purposeful in that these students had different lengths of exposure in terms 
of learning how to construct and critique scientific arguments using the CER Framework.     
 
Instrument Development 
Instruments use real-world observations to measure latent variables that are 
proposed by theory (Wilson, 2005).  Knowledge and beliefs are examples of latent 
variables because they exist solely in the mind and, thus, cannot be directly measured.  
However, using theory as a guide, we approximate participants’ model of cognition 
(Brown & Wilson, 2011).  These approximations have implications in terms of how we 
develop instruments, including assessments, to measure students’ knowledge.  
Specifically, it requires close evaluation of both the construct of interest and the items to 
ensure that the assessments are appropriately measuring what they were intended to 
measure.  While two methods of principled assessment development have been 
developed to assist with the arduous assessment development process, the design of the 
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argumentation assessment instruments within this dissertation were informed by the 
BEAR Assessment System (BAS), developed by the UC Berkeley BEAR (Berkeley 
Evaluation and Assessment Research) Center (Wilson, 2005; Wilson, 2009). 
The BAS is comprised of iterative steps that include four building blocks that are 
used to develop and refine an assessment: construct map, item design, outcome space, 
and measurement model (see Figure 3.1).  It is important to note that these steps are not 
independent of one another.  Rather, each step informs the other, and a valid assessment 
is created by iteratively moving between these spaces.  For instance, development of the 
items may result in changes to the construct map, or analysis of the results in the 
measurement model may result in changes to both items and the ordering of levels within 
the construct map.   
 
Figure 3.1 
BAS (BEAR Assessment System) construct modeling framework 
 
 
Construct maps.  During the first step, construct maps were developed by the 
project in which the latent variable is presented as a theoretical model of cognition based 
on an understanding of expert disciplinary knowledge and practices as well as research 
on student learning in the domain (Wilson, 2009).  Specifically, a construct map 
Construct	  
Map	   Causa
lity	  
Item	  
Design	  
Outcome	  
Space	  Inference	  
Measurement	  
Model	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illustrates qualitatively distinct levels that range from high to low knowledge of the 
variable (Wilson, 2005).  The project developed multiple construct maps focused on 
specific aspects of argumentation within the modalities of writing (e.g. forms of 
justification, empirical evidence, sufficiency of evidence, multiple views, and reasoning) 
and reading (e.g. forms of justification, empirical evidence, and text features).  This 
study, however, focuses on two constructs that cut across both modalities—forms of 
justification and empirical evidence—and together impact how students critique the 
quality of scientific evidence.  Because there are inherent differences in how one reads 
and writes, the construct maps differ by modality.  The four construct maps will be 
presented next. 
Forms of justification construct maps.  Tables 3.2 and 3.3 present the forms of 
justification construct maps for the reading and writing items respectively.  This construct 
map is important because it further subdivides the forms of justification construct into a 
sequence of cognitively more challenging levels.  The construct map for the writing 
modality will be presented following that of the reading modality.  In addition to 
presenting the construct map levels, the research that supports each level will be 
summarized.   
Reading.  As previously described, the research on students’ abilities to read and 
critique forms of justifications is sparse in science education.  The two studies that fall 
within this category suggest that students tend to struggle with identifying justifications 
(Phillips &Norris, 1999; Norris & Phillips, 1994).  Moreover, the students in these 
studies only had to make distinctions between evidence, all other justifications, and a 
conclusion (Phillips &Norris, 1999; Norris & Phillips, 1994).  Regardless, this literature 
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suggests that students tend to struggle with identifying justifications.  Consequently, 
students whose abilities align with the lowest levels of the construct map can either locate 
a justification (level 1) or not (level 0).  Whereas students whose ability is at level 0 
might see the text as a single block, the student whose ability is at level 1 is able to 
separate the text into two parts: the claim and a justification for the claim.   
Students whose abilities are at level 2 can further subdivide the text by making a 
distinction about the justification.  Specifically, they can identify the form of justification 
used when provided with a combination of the following options: empirical evidence, 
science ideas, appeals to authority, and personal stories.  Previous research suggests that 
identifying justifications can be challenging for students (Phillips & Norris, 1999; Norris 
& Phillips, 1994); however, there has not been research specific to these forms.  
At levels 3 and 4, the students are able to critique the quality of the form of 
justification.  Previous research suggests that elementary students tend to choose 
empirical data as evidence when provided with options that included data, a plausible 
mechanism and an appeal to authority (Sandoval & Cam, 2011).  Therefore, it is 
plausible that middle school students can also critique based on the same epistemic 
knowledge.  However, critique is also a difficult skill, and in line with other researchers I 
also reserve it for the most difficult levels (Osborne et al., 2004).  The students whose 
ability is at level 3 can critique the form of justification within a single argument, 
whereas the students whose ability is at level 4 can compare two arguments and critique 
their quality based on the forms of justification.  I rationalize that the reading 
comprehension required to make sense of and critique two arguments will make the level 
4 items more difficult than the level 3 items.  
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Table 3.2 
Forms of justification construct map for the reading items 
Level Description 
4 Compare & Critique 
Student critiques the form of justification used when 
comparing two arguments 
3 Critique 
Student critiques the form of justification used in an 
argument 
2 Identify 
Student identifies the form of justification used in an 
argument. 
1 Locate Student locates the justification used in an argument. 
0 Does not locate 
Student does not locate the justification used in an 
argument. 
 
 
Writing.  Much of the same research was used to support the writing forms of 
justification construct map as was used within the reading construct map.  Students 
whose ability is at level 0, do not justify their claim, and, thus, do not construct an 
argument.  In comparison, the students whose ability is at level 1 justify their claim, but 
do so with epistemologically less important forms (e.g. they do not provide empirical 
evidence).  However, research suggests that when writing scientific arguments students 
often try to use data to support their claims (Sandoval & Millwood, 2005).  Therefore, it 
is likely that some students might include a mixture of empirical data and less important 
forms.  The ability of students who do this is at either level 2 or 3.  If the less important 
forms are additive to the argument then the students’ ability is in line with level 3.  For 
instance, the student may make an empirical argument and then further enhances that 
with something an expert said.  It is only at level 3 that students are able to critique forms 
of justification.  I infer that the students at this level are performing a critique because 
they limit the forms of justification used to only those that strengthen the quality of their 
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argument.  If instead, the student relies on a less important form of justification in 
addition to empirical data, and the less important form detracts from the argument, then 
the student’s ability is at level 2.  For instance, suppose a student makes an empirical 
argument and then tries to further enhance their argument with something an expert said, 
but the latter is irrelevant.  In this case, the authority statement is detracting from the 
quality of the argument, despite having high quality empirical data. 
 
Table 3.3 
Forms of justification construct map for the writing items 
Level Description 
3 More Important Forms—Depth 
Student limits all of the scientific evidence to the most 
important forms of justifications (e.g., empirical 
measurements and observations). 
     OR 
Student provides more important forms as well as less 
important forms of justifications, but the less important 
forms enhance the argument. 
2 More Important Forms—Breadth  
Student provides more important forms as well as some less 
important forms of justifications, but the less important 
forms do not enhance or do detract from the argument. 
1 Less Important Forms 
Student only provides less important forms of justifications 
(e.g. appeals to authority and/or prior experience). 
0 No Justifications Student does not provide justifications for the claim 
 
 
Empirical evidence construct map.  Tables 3.4 and 3.5 present the empirical 
evidence construct maps for the reading and writing items respectively.  At the lowest 
levels, these construct maps start with empirical evidence.  As such, in order to do well 
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within these constructs students should have proficiency with forms of justification 
because they need to recognize that empirical data are the appropriate form of 
justification to be used in constructing empirical evidence.  The levels of the construct 
map as well as the research that supports those levels will next be presented.  Again, the 
construct maps for the writing modality will follow that of the reading modality.   
Reading.  In comparing the two reading construct maps (see Table 3.2 and Table 
3.3), the verbs are the same:  locates, identifies, critiques, and compares & critiques.  The 
distinction between locate and identify is based on Kintsch and Van Dijk’s (1978) model 
of text comprehension, which positions locate and recall as being of lower difficulty than 
interpret.  Our application of “identifies empirical evidence” parallels Kintsch and Van 
Dijk’s (1978) application of interpret as well as Spivey and King’s (1989) application of 
categorization within their read to write model.  Moreover, Spivey and King posit that 
organization is more difficult than categorization, and synthesis is more difficult than 
organization.  While I do not have a level that maps onto organization, Spivey and King’s 
application of synthesis is similar to our highest level of critique in that it requires 
reading across two texts.  The application of critique at the upper border is also supported 
by research within the scientific argument literature.  Specifically, Osborne and his 
colleagues (2004) incorporated critique of the structural components of an argument at 
the highest levels of their framework (Osborne et al., 2004).  Taken together, the research 
supports our decision to use locate at the lower border and critique at the upper border, 
with identification falling in the middle. 
Whereas students whose ability is at level 1 are able to locate empirical evidence 
when reading a scientific argument, the ability of students who are not able to locate 
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empirical evidence is level 0.  This lowest level is supported by research that suggests 
that high school students tended not to be able to identify empirical evidence when 
reading science news articles (Phillips & Norris, 1999; Norris & Phillips, 1994).  The 
students whose ability is on target with level 2 are able to select new empirical evidence 
when provided with multiple options.    
It is not until levels 3 and 4, however, that students are able to critique the 
empirical evidence based on both relevance and support.  Whereas the students whose 
ability is on target with level 4 can critique empirical evidence across two arguments, 
students whose ability is on target with level 3 can only critique empirical evidence 
within a single argument.  At the highest level, however, students critique the empirical 
evidence in two arguments with the same claim, but with different empirical data.  These 
arguments are similar to the extrapolations that the middle school students in Ratcliffe’s 
(1999) study tended to be able to critique. 
 
Table 3.4 
Empirical evidence construct map for the reading items 
Level Description 
4 Compare & Critique Student critiques the empirical evidence used when 
comparing two arguments 
3 Critique Student critiques the empirical evidence used in an argument 
2 Identify Student identifies the empirical evidence used in an argument 
1 Locate Student locates the empirical evidence used in an argument 
0 Does not locate Student does not locate the empirical evidence used in an argument 
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Writing.  At the lowest level of this construct map, the student does not provide 
any empirical evidence (level 0).  Students whose ability is at level 1 include some 
irrelevant and non-supporting statements in addition to empirical evidence that is both 
relevant to and supportive of the claim.  The research on students’ abilities to use 
empirical evidence when writing scientific arguments suggests that students usually try to 
use data as evidence (Sandoval & Millwood, 2005), but routinely use irrelevant evidence 
(L. Kuhn & Reiser, 2005; McNeill & Krajcik, 2007; Sandoval, 2003).  When students are 
able to limit their evidence to that which is only relevant to and supportive of their claim, 
then their ability is at level 2.  When this claim is also scientifically accurate, then their 
ability is at level 3.  As was the case with the writing forms of justification construct map, 
critique only occurs at the highest levels.  To be able to limit the evidence suggests that 
the student had to first critique the empirical evidence. 
 
Table 3.5 
Empirical evidence construct map for the writing items 
Level Description 
3 
Empirical Evidence for 
Scientifically Accurate Claim 
Student limits all of the evidence to that which 
supports the scientifically accurate claim. 
2 
Empirical Evidence for 
Student’s Claim 
Student limits all of the evidence to that which 
supports his/her claim. 
1 Some Empirical Evidence 
Student provides a mixture of empirical 
evidence as well as irrelevant and/or non-
supporting statements. 
0 No Empirical Evidence Student does not provide empirical evidence 
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Item Design.  Second, items were designed to measure the students’ knowledge 
of each level within the theoretical construct (Wilson, 2005).  In other words, the 
measurer brainstorms ways in which the theoretical construct can be measured in the real 
world.  The items were vetted by a panel of colleagues on several occasions, and 
subsequently refined (Wilson, 2005).  Cognitive interviews, in which students explained 
their thought process as they constructed responses to selected assessment items, were 
also used to inform the items (Wilson, 2005).  Likewise, the items were further refined 
following each pilot.  The writing items are presented in Appendix A, and the reading 
items in Appendix B.  For the data collection in this study, the writing and reading 
scientific argument items were equally distributed across the two assessment days for the 
middle school students. 
Writing items.  The six constructed response-writing items were equally divided 
between the topics of earthquakes and volcanoes; however one volcano item was thrown 
out due to an issue with the data in the item.  Namely, the direction of the relationship in 
the data was backwards.  Each item was based on a causal relationship, and the item stem 
included the following components: 
• A wonderment statement that introduces the question 
• An authority statement that could be used as either a justification for the main 
argument or within a rebuttal 
• A mechanistic explanation that highlights the variables of importance  
• Empirical data (observations or measurements) that contains both relevant and 
irrelevant variables 
 
The students were asked to use the information provided to write an argument.  In this 
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way, the students’ understanding of the forms of justification and empirical evidence 
were assessed based on how they justified their claims.  For instance, providing a 
justification using the authority statement would indicate a value for appeals to authority.  
Alternatively, the student could have used the mechanism or the empirical data, or 
provide a justification based on their own prior experience.  Combinations of these forms 
of justification would also be possible.  As such, these are polytomous items in which 
evidence from a student’s response was used to place that student onto levels within both 
the forms of justification and empirical evidence construct maps.  Additionally, to 
prevent students from using evidence designed for any one item within any second item, 
the writing items on each assessment addressed different topics or different variables 
within the same topic.   
Reading items.  Whereas the writing items were constructed response, the reading 
items were multiple-choice, of which there were a total of 32 items.  Moreover, these 
items were equally divided between the forms of justification (i=16) and empirical 
evidence (i=16) constructs.  Within both constructs, items were developed that 
correspond to the four levels: locate, identify, critique, and compare & critique. Each 
item, therefore, targeted the student ability associated with a single construct level.  For 
instance, if a student answered an item correctly, then his/her ability had a higher 
probability of corresponding to at least the construct level associated with that particular 
item.  However, if the student answered the item incorrectly, then we only knew that 
there was a high probability that his/her ability was less than the difficulty level of the 
item. 
The topics of the items were equally divided between earthquakes and volcanoes.  
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Each set of four items consisted of four multiple-choice items, and all the items used the 
same introductory information.  I refer to the set of four items as a testlet.  Specifically, 
the empirical evidence testlets began with a wonderment question that addressed a 
univariate phenomenon, followed by a dataset as well as a sample student’s argument.  
For example, the wonderment question for one testlet was: What is related to the height 
of ash clouds that are released from volcanoes?  The empirical data consisted of names of 
five volcanoes, quantitative data for the outcome variable (e.g., explosive power of 
volcano), and qualitative data for the dependent variable (e.g., height of ash cloud).  Both 
qualitative and quantitative data were used because some researchers have found that 
students tend not to recognize qualitative data as evidence (Sandoval & Millwood, 2005).  
An irrelevant variable (e.g., wind speed) that used quantitative data with no apparent 
pattern was included to explore whether the students viewed all data as evidence or 
whether they were selective as to which data supports their claim.  The forms of 
justification testlets were similar, except they did not include data.  Instead these items 
only included a question and sample student argument, which included justifications that 
were either an appeal to authority or personal stories.  I hypothesize that the difficulty of 
the four testlets for forms of justification are similar in difficulty, and the four testlets for 
empirical evidence are similar in difficulty. 
Outcome space.  While developing items the measurer must also consider the 
outcome space, or how the responses will be scored (Wilson, 2005).  For the multiple-
choice items the outcome space was the purposefully designed option choices.  
Specifically, each item consisted of four answer choices.  While some research suggests 
that there may be little difference in difficulty, discrimination, and test score reliability 
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for items with two, three, or four distractors (Kubiszyn & Borich, 1999), the same 
number of response options is a requirement of the original Rasch model (1960).  In 
comparison, the outcome space for constructed response items was the specific rubric 
that was required to score the students’ written response.  The development of 
rubrics/scoring guides resulted in further refinement of the items and construct maps.  
Appendices C and D present the scoring guides for the writing and reading items 
respectively. 
Measurement model.  The measurer uses the measurement model to make sense 
of the students’ responses on the assessment (Wilson, 2005).  The purpose of the 
measurement model is to put both the student abilities and item difficulties onto the same 
logit scale, which allows for a direct comparison.  Specifically, I employed the original 
Rasch model (1960) for the multiple-choice items and Masters’ (1982) partial credit 
model for the constructed response items.  These models will be further explicated in the 
data analysis section.  The results to the previous pilot, which was completed by the 
research team prior to this dissertation, were used to refine the items and construct maps.   
 
Data Collection 
Each student was requested to answer every item, and one 60-minute class period 
was required to complete each day of assessment.  Two days of assessment were 
necessary because of the number of items.  The two days of assessment were not 
completed on consecutive days, however they were completed within one week of each 
other, and the teachers were asked to not discuss scientific argumentation in the time 
between the two assessments.  The teachers were also asked to not respond to questions 
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addressing how to answer the assessment items, however they could address procedural 
questions or help students read any portion of the question. 
Both reading and writing items were assigned to each of the two days of 
assessment.  Specifically, the total number or writing (i=5) and reading (i=32) items were 
equally distributed across two days of assessment.  Therefore, each day of assessment 
included writing (i=2 or 3), reading forms of justification (i=2 testets of 4 items), and 
reading support of evidence (i=2 testlets of 4 items). 
To account for effects due to fatigue, time of day, day of assessment, and grade-
level, eight parallel forms were developed.  Parallel assessment forms are equally good at 
measuring the same constructs (Bond & Fox, 2007).  Theoretically, this is achieved 
because the items have an objective difficulty with respect to the underlying scale.  
Therefore, the presence of common items across assessment forms affords the 
opportunity to determine the relative difficulty of all of the items.  The forms were 
rotated across students, days, and grade levels according to the matrix presented in Table 
3.6.  All students in the same class took the same forms on each day of the assessment.  
Each student answered questions on two forms, which represents all of the items (i.e. 1A-
1 and 2A-1).  Moreover, the forms were equally divided across the 6th and 7th grades so 
there would not be an effect due to grade level. To account for test fatigue (i.e., students 
not answering as well on items at the end of the assessment), items that at the end of 1A-
1 were rotated to the beginning in 1B-1.  The same was true for 2A-1 and 2B-2.  
Additionally, the day of assessment was accounted for by rotating some items across the 
two days.  Specifically, while 1A-1 and 1B-1 have the same reading items, they assess 
different writing items (i.e., all of the writing items in day 1 were rotated to day 2 and 
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vice versa).  The same is true for 2A-1 and 2B-1.  Lastly, the time of day was accounted 
for by assigning the forms to different class periods in the 6th and 7th grades.  For 
instance, 1A-1 and 2A-1 were taken in the morning for 6th graders and at towards the end 
of the day for 7th graders.  Table 3.7 presents a summary of how the testlets were rotated 
within and between the forms. 
 
Table 3.6 
Rotation of assessment forms across students and days 
Grade Class Day 1 Day 2 
6th 
6.1  (N=18) 1A-1 2A-1 
6.2  (N=16) 1B-1 2B-1 
6.3  (N=26) 1A-2 2A-2 
6.4 (N=25) 1B-2 2B-2 
7th 
7.1 (N=21) 1B-2 2B-2 
7.2 (N=21) 1A-2 2A-2 
7.3 (N=19) 1B-1 2B-1 
7.4 (N=19) 1A-1 2A-1 
 
 
 
Table 3.7 
Rotation of testlets within and between forms 
Class Day 1 Testlet Day 2 Testlet 
6.1  (N=18) 
7.4 (N=19) 1A-1 
R-QA 
2A-1 
R-QC 
W-Q5 W-Q2 
R-QCC R-QAA 
W-Q1 W-Q6 
R-QB R-QD 
W-Q4 W-Q3 
R-QDD R-QBB 
6.2  (N=16) 
7.3 (N=19) 1B-1 
R-QB 
2B-1 
R-QD 
W-Q4 W-Q3 
R-QDD R-QBB 
R-QA R-QC 
W-Q5 W-Q2 
R-QCC R-QAA 
W-Q1 W-Q6 
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6.3  (N=26) 
7.2 (N=21) 1A-2 
R-QA 
2A-2 
R-QC 
W-Q2 W-Q5 
R-QCC R-QAA 
W-Q6 W-Q1 
R-QB R-QD 
W-Q3 W-Q4 
R-QDD R-QBB 
6.4 (N=25) 
7.1 (N=21) 1B-2 
R-QB 
2B-2 
R-QD 
W-Q3 W-Q4 
R-QDD R-QBB 
R-QA R-QC 
W-Q2 W-Q5 
R-QCC R-QAA 
W-Q6 W-Q1 
 
 
Missing Data 
Of the 164 students in Ms. Nesci and Mr. Rao’s classes, 125 students provided the 
necessary permissions to participate in this study.  This represents 76.22% of the 
students.  While 57 of these students were in the 6th grade (representing 67.06% of Ms. 
Nesci’s students), 68 of the students are in the 7th grade (representing 86.08% of Mr. 
Rao’s students).  Of the 125 students who provided permission, 1 student (S064) did not 
take the first assessment and 3 students did not take the second assessment (S016, S031, 
and S034).  This means that these students are missing half of the items.  There are 
additional items that other students did not answer, including two students who did not 
respond to any of the writing items (S065 and S068).  However, from Table 3.8, which 
presents a summary of missing data, we see that at least 95% of students responded to 
each item.  Missing data was handled as a pairwise deletion, which means that only the 
missing values were removed from the analysis (as opposed to the entire case).  As such, 
it is possible for each item to have a different sample size.  While pairwise deletion does 
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impact the measurement precision, it is appropriate for Rasch analyses because the item 
difficulty estimates can be based on the set of available data (Bond & Fox, 2007). 
 
 
Table 3.8 
Summary of missing data 
Construct Item Missing Responses No. of Responses 
Percent of 
Student 
Responses 
Reading: 
Forms of 
Justification 
QA 
1_V S064; S091 123 98.4 
2_V S064; S091 123 98.4 
3_V S064; S091 123 98.4 
4_V S064; S091 123 98.4 
QB 
1_E S064 124 99.2 
2_E S016; S064 123 98.4 
3_E S064 124 99.2 
4_E S016; S083 123 98.4 
QC 
1_V S016; S031; S034 122 97.6 
2_V S016; S031; S034; S071 121 96.8 
2_V S016; S031; S034; S037 121 96.8 
4_V S016; S031; S034 122 97.6 
QD 
1_E S016; S023; S031; S034 121 96.8 
2_E S016; S023; S031; S034 121 96.8 
3_E S016; S023; S031; S034 121 96.8 
4_E S016; S023; S031; S034 121 96.8 
Reading: 
Empirical 
Evidence 
QAA 
1_V S016; S031; S034; S044 121 96.8 
2_V S016; S031; S034; S088 122 96.8 
3_V S016; S031; S034; S066; S080; S088 119 95.2 
4_V S016; S031; S034 122 97.6 
QBB 
1_E S016; S031; S034 122 97.6 
2_E S008; S016; S031; S034; S071 120 96.0 
3_E S016; S031; S034; S039 121 96.8 
4_E S016; S031; S034 122 97.6 
QCC 
1_V S064, S091 123 98.4 
2_V S064, S091 123 98.4 
3_V S064, S091 123 98.4 
4_V S064, S071; S091 122 97.6 
QDD 
1_E S119; S064 123 98.4 
2_E S0119; S044; S064 122 97.6 
3_E S0119; S044; S064 122 97.6 
3_E S0119; S030; S064 122 97.6 
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Writing: 
Forms of 
Justification 
& Empirical 
Evidence 
1_E S031; S034; S083; S088; S091 120 96.0 
2_E S016; S064; S069; S091 121 96.8 
4_V S031, S034; S072; S088; S091 120 96.0 
5_V S031, S034; S088; S091 121 96.8 
6_V S016; S064; S088; S091 121 96.8 
 
 
Data Analysis 
The constructed response writing items were scored using the scoring guides (see 
Appendix C) by two independent raters, the author and a research assistant.  The scoring 
guides each include four levels, which was a coincidence.  The number and nature of the 
levels was developed through an iterative analysis of the data (Miles & Huberman, 1994).  
Specifically, responses were organized into categories based on their characteristics until 
saturation was achieved.  For the writing forms of justification items there was 83% 
reliability with 20% overlap, and for the writing empirical evidence items there was 83% 
reliability with 33% overlap.  In comparison, the author scored the multiple-choice 
reading items as either correct (1) or incorrect (0) (the scoring guide is available in 
Appendix D).   
Both classical test theory (CTT) and Rasch modeling can be used to analyze 
outcomes of psychological testing.  While CTT can be used to explore the dimensionality 
of the data, it assumes that each person has a true score that would be obtained if there 
were no errors in measurement.  However, a person’s true score cannot be observed and 
it must be assumed that that the observed score is the true score plus some error.  While 
Rasch modeling also includes error terms, it provides a statistical way to generate linear, 
continuous, reproducible scales based on person and item characteristics.  Specifically, as 
a person’s ability relative to the difficulty of the item increases, the probability that the 
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person will get a correct response on the item also increases.  While instruments 
developed from Rasch modeling are not sensitive to guessing or item discrimination (i.e., 
how well an item can discriminate between the high and low performing students), this is 
purposefully done to create an invariant instrument that is not dependent on the ability of 
the sample taking the assessment during any given administration.  Otherwise said, the 
data within a Rasch model conforms to the pre-determined model, which is the construct 
map under investigation.   
In this dissertation, the construct maps (i.e., reading forms of justification, reading 
empirical evidence, writing forms of justification, and writing empirical evidence) and 
their corresponding items were constructed with the intention of applying unidimensional 
Rasch modeling.  However, because Rasch modeling makes the assumption that the data 
(e.g., test items and examinees) fits the model (e.g., construct maps), it is important to 
explore whether the data are appropriate for Rasch analyses. 
Testing Rasch assumptions: classical test theory.  It is important to examine 
whether Rasch modeling is appropriate because it informs the inferences that can be 
drawn from the data.  Evidence from CTT, including item discriminations, 
unidimensionality, and internal reliability, were used to explore whether the data 
collected within this dissertation conformed to their corresponding Rasch models. 
Item discrimination.  One way to evaluate whether the data fits the hypothesized 
model is to examine whether there is a strong link between each item and the scale.  This 
link is evaluated by examining the point biserial correlation (PBIS), which is the 
correlation between students’ performance on a particular item in relationship to the total 
test score.  This means that if the correlation between responses of people (i) on item 1 is 
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positive then the people who score a low total score also score low on the item.  This 
procedure, however, inflates the item-total correlation because the item becomes 
correlated to itself.  While this tends not to be a problem when there are 25 or more items, 
a correction in which the correlation between an item score and the total score with that 
item removed should be utilized with fewer than 25 items: 𝜌!(!!!) = 𝜌!"𝜎! − 𝜎!𝜎!! + 𝜎!! − 2𝜌!"𝜎!𝜎! 
where, 𝜎! is the total standard deviation 𝜎! is the item standard deviation 
 
In the present case, because the assessments for the reading constructs include 16 items 
and the assessments for the writing constructs include 5 items, the corrected item-total 
correlation is appropriate.   
Theoretically, the PBIS ranges from -1 to +1, but in practice this range tends to be 
restricted to -0.20 to 0.75 (du Toit, 2003).  Moreover, a high PBIS estimate is desirable 
because it indicates a strong link between the item and the scale (Lietz, 1995; Nunnally & 
Bernstein, 1994).  Satisfactory values include those above 0.20.  If the item-total 
correlation is zero or negative, then it is a red flag.  More specifically, if it is approaching 
zero then the items are not discriminating between examinees who score relatively high 
on the measure and those who score relatively low on the measure.  This could mean 
reexamining the construct levels as well as whether the items are mapping onto the 
construct properly.  If the item-total correlation is negative, then there is likely something 
wrong with the dataset, such as miskeyed items or items without a correct response. 
Unidimensionality.  Another way to explore whether the data fit the model is to 
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examine the dimensionality through exploratory factor analysis (EFA), which aims to 
determine the smallest number of latent factors that can reasonably explain the 
correlations among the observed variables (Fabrigar, Wegener, MacCallum, & Strahan, 
1999).  Moreover, EFA places no a priori expectations on the number of latent factors 
present or the expected relationships between the observed measures and these latent 
factors (T. Brown, 2006).  EFA models were produced using the promax (i.e., oblique) 
rotation for all items associated with a construct map through SPSS (v. 22).  After trying 
both orthogonal and oblique rotations, an oblique rotation was deemed more appropriate 
because the factors tended to be highly correlated (Gorsuch, 1983).  Tabachnick and 
Fiddell (2007) suggest that when the factor correlations are greater than 0.32, then there 
is at least 10% overlap in variance and an oblique rotation is warranted (e.g., Reading 
empirical evidence: 2 factors, promax rotation: 0.96 correlation).  The promax rotation 
was selected over the direct oblimin rotation because the factor loadings were slightly 
larger for more of the items, however the loadings of the factors were the same for both.  
While dimensionality tends to be assessed using a range of criterion (Costello & J. W. 
Osborne, 2005) and there are numerous proposed methods for identifying the number of 
factors (see for example, Embretson and Reise, 2000), I used four indices: Kaiser 
criterion, factor loadings, explained variance, and Cattell’s scree test.  
Kaiser criterion.  Dimensionality, or the number of factors within a model, can be 
determined by applying the Kaiser criterion, which drops all components with 
eigenvalues less than one.  This is because eigenvalues reflect the relative sizes of the 
magnitude and pattern of a correlation matrix (Crocker & Algina, 2008).  As such, 
eigenvalues are a measure of the variance in all the variables that is accounted for by that 
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factor.  The criterion of one is specified because it is equal to the information accounted 
for by an average single item. 
Factor loading.  Interpreting the factor loadings is a second method to explore the 
dimensionality of data.  Factor loadings provide information about how strongly items 
are related to the latent construct, and items with a stronger relationship to the construct 
are more reliable indicators of that construct (Edwards & Wirth, 2009).  To determine 
whether an item is a component of a specific factor, Lambert & Durand (1975) 
recommend an acceptable minimum value of 0.30, which suggests that more than 90% of 
the variance in an observed variable is explained by factors other than the construct to 
which the variable should be theoretically related.  Moreover, each factor should have a 
few high loadings with the rest of the loadings being zero or close to zero (Thurstone, 
1947). 
Explained variance.  The percentage of variance criterion is an approach to 
examining dimensionality based on achieving a specified cumulative percentage of total 
variance extracted by successive factors.  The purpose is to ensure practical significance 
for the derived factors by ensuring that they explain at least a specified amount of 
variance.  The optimal number of factors can be defined as the minimum number of 
factors that accounts for the maximum possible variance.  A general rule of thumb is that 
the percent variance of each individual factor should be greater than 10% (when less than 
20 levels), with the total solution greater than 50-60% variance. 
Cattell’s scree test.  Another common method employed to detect the number of 
factors is to apply Cattell’s scree test to the scree plot.  The scree plot graphs the 
components as the x-axis against their corresponding eigenvalues on the y-axis.  Thus, 
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moving towards the right on the graph is associated with lower eigenvalues.  The position 
of a break or discontinuity in the pattern of eigenvalues is suggestive of the number of 
factors to keep (Cattell, 1966; Tabachnick and Fidell, 2007).  Cattell's scree test 
recommends that all further components after the one starting the elbow should be 
dropped. 
Internal reliability.  A third method to explore whether the data fits the model is 
to examine the internal reliability of an assessment.  A high level of internal reliability 
occurs when all the items making up the assessment measure a single unidimensional 
construct (ATS, 2007).  Internal reliability can be assessed via several different methods, 
including Cronbach’s alpha, KR-20, Guttman split-half, or Spearman-Brown prophesy 
coefficient.  Cronbach’s alpha, however, is most appropriate for this application because 
it is usually applied when there is a single set of test scores for a scale, the test scores fall 
along a continuum, and there is a time limitation (Crocker & Algina, 2008).  A general 
rule of thumb is that reliabilities greater than 0.70 suggest adequate internal consistency 
and reliabilities greater than 0.80 suggest good internal consistency. 
 Rasch modeling.  Similar to classical test theory, Rasch modeling can be used to 
estimate student abilities and item difficulties, which can be used to predict outcomes of 
psychological testing, including student abilities and item difficulties.  However, Rasch 
modeling provides the unique opportunity to make direct comparisons between student 
abilities and item difficulties because both are converted to the log-odds unit (logarithm 
of the odds: log p/(1-p)).  In this dissertation, the reading assessments included multiple-
choice items, whereas the writing assessments employed constructed response items.  
Moreover, the students’ responses to the multiple-choice items were scored 
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dichotomously (i.e., 0=wrong, 1=right), whereas students’ responses to the constructed 
response items were scored using rubrics to assign partial credit (i.e., score=0, 1, 2, or 3; 
polytomous).  Furthermore, a different rubric was used for the writing forms of 
justification items than the writing empirical evidence items; however both scales ranged 
from 0 to 3.  Consequently, this warranted the application of different Rasch models to 
the reading and writing assessments.  Specifically, Rasch’s (1960) simple dichotomous 
model was applied to the reading assessments, whereas Master’s (1982) partial credit 
model was applied to the writing assessments. 
The original Rasch (1960) model is sometimes referred to as the simple 
dichotomous model and is defined as follows: 
ln 𝜋!,!,!𝜋!,!,! = 𝜃! − 𝛿! 
where, 
 𝜋!,!,! = probability of student 𝑛 scoring 1 on dichotomous item 𝑖, 𝜋!,!,! = probability of student 𝑛 scoring 0 on dichotomous item 𝑖, 𝜃! = “ability” of student 𝑛, and  𝛿! = “difficulty” of item 𝑖. 
 
One of the benefits of Rasch modeling is that it converts both the person ability and item 
difficulty to the same continuous log-odds unit (or logit) that has a range of (-∞, ∞), 
which affords direct comparisons.  Specifically, both the difficulty of item i (𝛿!) and the 
ability of student n (𝜃!) (i.e., the coefficients on the right side) are equated to a logarithm 
of an odds ratio (log-odds, logit): the natural-logarithm of the odds ratio of student 𝑛 
getting a correct score of 1 when answering item 𝑖 and the same student getting an 
incorrect score of 0 when answering the same item (i.e., left side of the equation).  
Master’s (1982) partial credit model was developed from the dichotomous Rasch 
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(1960) model with the purpose of modeling polytomous items (i.e., score=0, 1, 2, or 3) 
with K-category scores.  Master’s (1982) partial credit model is defined as follows: 
ln 𝜋!,!,!𝜋!,!,!!! = 𝜃! − 𝛽! + 𝜏!,!  
where, 
 𝜋!,!,! = probability of student 𝑛 scoring 𝑘 on item 𝑖, 𝜋!,!,! = probability of student 𝑛 scoring 𝑘 − 1 on item 𝑖, 𝜃! = “ability” of student 𝑛, 𝛽! = “overall difficulty” of item 𝑖, and 𝜏!,! = “step difficulty” of scoring 𝑘 relative to scoring 𝑘 − 1 for item 𝑖 
    (𝑘 = 1, 2,… ,𝐾!). 
 
 
In a polytomous item with K categories (e.g. score=0, 1, 2, 3), there are 𝐾 − 1 possible 
transitions (e.g., 0 to 1, 1 to 2, 2 to 3).  A step difficulty (𝜏) is modeled for each of the 𝐾 − 1 steps within each item.  Furthermore, the step difficulty (𝜏!,!) combined with the 
overall diffictuly (𝛽!) equals the item difficulty 𝛿! from the dichotomous model (Bond & 
Fox, 2007).   
Regardless of whether applying Rasch’s (1960) simple dichotomous model to the 
reading tasks or Master’s (1982) partial credit model to the writing tasks, the analysis for 
each construct includes evidence in the form of measures of internal reliability, average 
difficulty estimates, Wright maps, fit statistics, and item characteristic curves. 
Internal reliability.  In Rasch modeling, internal reliability is reported in terms of 
person (test) and item separation reliabilities.  A high reliability (of persons or items) 
indicates a high probability that the high estimates (of person or item measures) are 
actually higher than the low estimates (of person or item measures) (Linacre, 2012).  
Whereas the person (test) separation reliability estimates the probability of reproducing 
the same ordering of the students’ abilities on another administration of the same 
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assessment, the item separation reliability estimates the probability of reproducing the 
same item difficulty hierarchy during another administration (Linacre, 2012).   
The expected-a-posteriori plausible values (EAP/PV) is one estimate of person 
separation reliability that is provided by the ConQuest software (Wu, Adams, & Wilson, 
2007), and is equivalent to the traditional “test reliability” (Linacre, 2012).  The person 
separation reliability based on EAP/PV estimates is obtained by dividing the variance of 
the individual expected a posteriori ability estimates by the estimated total variance of the 
latent ability.  A low EAP/PV indicates that the study sample was too narrow in ability 
range to adequately separate the scale.  Either additional response options or a greater 
range in student ability would be needed to increase the person separation reliability 
(Linacre, 2012).   
There is no traditional equivalent to the item separation reliability (Linacre, 
2012).  A low value indicates that there is not a large enough range in the difficulty of the 
items and/or the sample is too small to locate the items on the latent variable (Linacre, 
2012; Wright & Stone, 1979).  
Both reliabilities have a maximum of 1.0 and a minimum of 0.0, and values close 
to 1.0 indicate that the person parameters are well separated and covering a range of the 
latent variable.  Similar to Cronbach’s α, a general rule of thumb for separation 
reliabilities is that values that exceed 0.70 are considered adequate and values exceeding 
0.80 are considered good.  However, the item separation reliability is usually stronger 
than the person separation reliability, which is related to the amount of data associated 
with each.  Specifically, there tends to be more response data for the items (many 
students answered each item) than for the students (fewer items answered by each 
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student). 
Average difficulty estimates.  Each construct proposes a hypothesized ordering of 
the construct levels.  The average difficulty estimates can be used to establish whether the 
levels are empirically ordering as hypothesized.   
Wright map.  A wright maps is a graphical representation that displays students’ 
abilities and item difficulties on the same scale (i.e., logit).  Specifically, the left-hand 
side of a Wright map represents the distribution of the measured ability of the students 
(i.e., denoted with an x) and the right-hand side represents the distribution of the 
measured difficulty of the items (denoted by the item number).  The most proficient 
students and most difficult items register at the top of the figure, and the least proficient 
and least difficult items appear at the bottom.  Lastly, for dichotomous items when the 
ability of a student (left side) is on the same line as the difficulty of a particular item 
(right side), this student has a 50% probability of correctly answering an item. 
Step difficulty estimates and fit statistics.  It is important to examine evidence in 
support of item fit, which includes the ordering of the step difficulty estimates as well as 
the fit statistics.  First, the step difficulty estimates (also known as tau values) indicate 
how difficult it is to observe a category and should increase from one category level to 
the next (Linacre, 2012).  While some argue that disordered taus suggest a problem with 
the construct map, others suggest that it is not of concern because it results from a 
category having lower frequency counts than adjacent categories (Linacre, 2012).  
Second, the fit statistics include the weighted (infit) and unweighted (outfit) mean square 
values [MNSQ] and their associated significance values (t-statistics).  While outfit is 
sensitive to unexpected observations by examinees on items that are either very easy or 
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very difficult for examinees, infit is sensitive to unexpected responses by examinees to 
items targeted at their ability level (i.e., are close to their ability level).  In addition to 
examining the MNSQ infit and outfit statistics, the significance level (i.e., t-value) can 
also be assessed.  However, t-values are highly impacted by sample size and can indicate 
misfit even for well-fitting items as the sample sizes increase (Smith et al., 2006).  
Consequently, only the weighted and unweighted MNSQ values were considered. 
The expected item MNSQ is a value of 1.0.  Values less than 0.75 are considered 
significantly overfitting (Bond and Fox, 2007), which suggests the items are redundant 
with other items and the items are not providing unique information about the construct. 
This can lead to inflated reliabilities.  In comparison, item MNSQ values greater than 1.0 
indicate items are underfitting, which is a lack of construct homogeneity in relationship to 
the other items in a scale (Green, 1996).  However, more specific cutoffs based on sample 
size are often applied.  Specifically, items are considered underfitting when the 
unweighted (outfit) and weighted (infit) MNSQ are greater than 1.3 for samples less than 
500, 1.2 for samples between 500 and 1000, and 1.1 for samples larger than 1000 (Smith, 
Schumacker, & Bush, 1998).  As 125 students answered each item in this study, the 1.3 
standard was applied.  
Item characteristic curves.  The item characteristic curves (ICCs) provide a 
graphical representation of the probability of a student correctly responding to an item 
(Y-axis) as a function of her ability (on the X-axis).  As the reading empirical evidence 
items were dichotomous, a student had a 0.5 probability of answering the question 
correctly when the location of the item difficulty (y-axis) corresponds to the location of 
the student’s ability (X-axis) along the curve.  Moreover, a student had greater than a 0.5 
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probability to correctly respond to items of lower difficulty than the location of her ability 
(X-axis) along the curve, and less than a 0.5 probability to correctly respond to items of 
higher difficulty than the location of her ability along the curve.  While the ICCs for 
polytomous data, such as the writing empirical evidence items, look different than those 
dichotomous data, they function much the same way.  Instead of showing the probability 
of answering an item right or wrong (i.e., dichotomous), it shows the probability of 
achieving a category score (i.e., 0, 1, or 2).  Therefore, there is more than one category 
curve, and each curve corresponds to the probability of achieving a particular category 
score (i.e., 0, 1, or 2).  Moreover, the curve for each category score should be the highest 
probability at some difficulty (Linacre, 2012).  Specifically, category 0 should be the 
highest probability for the lowest ability and category 3 should be the highest probability 
for the highest ability.  
 Dimensionality analysis.  While it was necessary to evaluate each of the 
constructs separately in order to learn about the ordering of the levels within each 
construct and the validity of the items that are measuring the levels, it is important to 
explore the extent to which the four constructs represent four separate abilities as 
compared to one underlying overall ability.  Briggs and Wilson (2004) explain, 
The art of assessing dimensionality is to find the smallest number of latent ability 
domains such that they are both statistically well defined and substantively 
meaningful.  In the context of classroom assessment, for example, one would 
want to use dimensions that were sufficiently fine (i.e., so many) that they were 
instructionally useful, yet not so many that they overwhelmed the teacher (and/or 
student). (p. 323) 
 
Otherwise stated, I needed to explore the assumption that these are, in fact, four separate 
and unique constructs because it has important pedagogical implications.  Namely, it 
would take much more time and effort to teach the four constructs separately, however it 
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may be worth the investment if it helps students better understand how to critique 
scientific evidence. 
The multidimensionality analysis for this study required the evaluation of four 
different models:  
1) Unidimensional: scientific evidence 
2) Two-dimensional: reading versus writing,  
3) Two-dimensional: forms of justification versus empirical evidence 
4) Four-dimensional: reading forms of justification, writing forms of 
justification, reading empirical evidence, and writing empirical evidence 
 
While Master’s partial credit model (1982) was used to evaluate the first model, the 
remaining models require a multidimensional partial credit model (MPCM).  After 
running each of the four models, I compared final deviance of each model to each of the 
other models (see Table 3.9).  If the parameter values were the same, then the model with 
the lowest final deviance was the best fit.  If the parameter values were not the same, then 
I conducted a chi-square test of significance where the final deviance difference was the 
chi-square statistic and the parameter difference was degrees of freedom.  For model 
comparisons that were statistically significantly different (p<0.0001), the model with the 
lowest final deviance had the better model fit. 
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Table 3.9 
Chi square analysis plan 
 Model 1:   
Unidimensional  
 
 
Model 2: 
2 dimensional: 
Reading vs  
Writing  
Model 3: 
2 dimensional: 
FoJ vs. EE  
Model 4: 
4 dimensional 
 
Model 1:   
Unidimensional  
 
    
Model 2: 
2 dimensional: 
Reading vs.Writing  
FDdiff= 
Pdiff= 
p= 
   
Model 3: 
2 dimensional: 
FoJ vs. EE 
FDdiff= 
Pdiff= 
p= 
 
FDdiff= 
Pdiff= 
p= 
 
  
Model 4: 
4 dimensional 
  
FDdiff= 
Pdiff= 
p= 
FDdiff= 
Pdiff= 
p= 
FDdiff= 
Pdiff= 
p=  
 
*FDdiff=Final Deviance Difference; Pdiff=Parameter Difference; p=significance of chi 
square test 
 
 
 
Summary.  These CTT and unidimensional Rasch analyses enabled me to 
address research questions 2a and 3a, which correspond to students’ abilities to critique 
forms of justification and empirical evidence, respectively.  While the CTT analyses were 
used to evaluate the Rasch assumptions, the Rasch modeling was used to evaluate the 
hypothesized scales based on the person and item characteristics.  Specifically, the 
original Rasch model (1960) was used to evaluate the dichotomous multiple-choice 
items, and Master’s partial credit model (1982) was used to evaluate the polytomous 
constructed response items.  Lastly, I explored the extent to which the four constructs 
represent four separate abilities as compared to one underlying overall ability.  This 
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required an analysis of four different models: 1) four-dimensional: reading forms of 
justification, writing forms of justification, reading empirical evidence, and writing 
empirical evidence, 2) two-dimensional: reading versus writing, 3) two-dimensional: 
forms of justification versus empirical evidence, and 4) unidimensional: scientific 
evidence.  This corresponds to research question 4. 
 
Cognitive Interviews 
 Cognitive interviews are a think aloud style of investigation (AIR, 2000) in which 
students verbalize their thoughts as they respond to items.  While cognitive interviews 
were used to formatively inform the instrument development and validation (Wilson 
2005), in this dissertation the interviews were primarily used to determine students’ 
preferences for forms of justification or empirical evidence when selecting justifications 
(RQ 1) as well as the criteria they used to critique scientific evidence (i.e., RQ 2b and 
3b).  However, they were also used to provide additional support, above and beyond the 
Rasch analyses, of the students’ abilities (i.e., RQ).    
 
Participants 
Cognitive interviews were conducted with 28 students, equally divided between 
students from Ms. Nesci and Mr. Rao’s classes (e.g. 14 students from Ms. Nesci’s classes 
and 14 students from Mr. Rao’s classes).  The students were selected based on 
preliminary Rasch analyses.  Using one item from the writing test and the multiple-choice 
reading items, 14 students with a higher ability to critique scientific evidence (7 students 
each in the 6th and 7th grades) and 14 students with a lower ability to critique scientific 
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evidence (7 students each in the 6th and 7th grades) were selected.  The goal of this 
stratified purposeful sampling (Kuzel, 1992; Patton 1990) was to obtain a sub-sample of 
students with a range of abilities. 
 
Instrument Development 
The cognitive interview (see Appendices F and G) consisted of four components:  
1) card sort, 2) writing assessment items (I=1), 3) reading forms of justification 
assessment item (I=3), and 4) reading empirical evidence assessment items (I=3).  Prior 
to their use in this dissertation, the interview questions were vetted by a panel of 
colleagues and piloted with two students (outside the dissertation sample).  The students’ 
answers as well as aspects of the questions they found confusing were used to refine the 
questions.  The development of each section of the interview will next be discussed. 
Card sort.  The card sort provided a situation in which the students were required 
to make decisions about what aspects of a justification were more or less important to 
them: the form (i.e., data, authority, or personal experience) or how it supports the claim 
(relevant-supporting, relevant-contradictory, or irrelevant).  Consequently, it addressed 
research question 1.  Specifically, they were provided with an investigation question that 
addresses a causal relationship within the topic of earthquakes (Why does the magma 
from some volcanoes have more gas than others?), data that could be used to answer the 
question, and nine justifications.  The justifications were developed based on the 
following categories: 
• Data-Relevant-Supporting 
• Data-Irrelevant 
• Data-Relevant-Contradictory 
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• Authority-Relevant-Supporting 
• Authority-Irrelevant 
• Authority-Relevant-Contradictory 
 
• Personal Experience-Relevant-Supporting 
• Personal Experience-Irrelevant 
• Personal Experience-Relevant-Contradictory 
 
After the interviewer read a justification out loud, the student sorted the justification into 
good, bad, and maybe piles, and explained their rationale.  The students were permitted to 
move justifications at any point, however they had to explain why they were doing so.  
This process continued until all nine justifications were sorted.  The students were then 
asked to select three justifications that best support the claim, order their selections, and 
explain their thinking as they made these decisions.  Again, they were permitted to make 
changes until they had their final subset, however if a change was made they had to 
explain why it was done.  As such, the students were required to make decisions about 
what aspects of a justification are more or less important to them: the form or support.  
Additionally, it provided information on the criteria they used to make their selections.   
Assessment items.  Students explained what they were thinking as they 
responded to a subset of reading and writing items.  The students, thus, re-took the items, 
however a minimum of 5 weeks elapsed from the time of second administration of the 
assessment and the cognitive interviews.  This is important because it was enough time so 
that students would not be able to simply recognize the answer choice they had 
previously selected.  Instead, the students had to make sense of the items and explain 
their thinking as they did so.  Specifically, the students explained their thinking on the 
same writing item that was used in the preliminary Rasch analysis (i.e., Item 5).  For the 
subset of reading items, I selected the first three items (e.g., locate, identify, critique) in 
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one testlet each for the forms of justification (i.e., testlet A) and empirical evidence (i.e., 
testlet CC) constructs.  I did not use all of the items due to time limitations.  Moreover, 
all the reading and writing items were on the same topic—volcanoes.  This decision was 
made so as to reduce the interaction of the content knowledge on the topic as much as 
possible. 
 
Data Collection 
Either a research assistant or myself conducted the cognitive interviews.  The 
interviews lasted approximately 30 minutes and were audio-recorded.  The interviewer 
began with a short introduction, the purpose of the study, and instructions on the think 
aloud protocol.  Two practice items were then provided to train each student on the think 
aloud protocol (Wilson, 2005).  For the first practice question the interviewer modeled 
how to think aloud, whereas for the second practice item the student answered the 
question in its entirety prior to receiving feedback on how well he/she thought aloud.  
The remainder of the interview followed a semi-structured protocol, and other than the 
questions on the protocol, the interviewer only asked general questions to prompt 
students to continue speaking or to speak louder.  The cognitive interview protocol and 
handouts are available in appendices F and G, respectively.  The data collection of each 
interview section—card sort, writing item, reading items—will next be discussed. 
 Card sort.  Data were collected in two ways:  1) what the students did—the ways 
by which they organized their justifications during the practical task (i.e. their answers), 
and 2) what they said—the reasons they articulated for their decisions they made.  To 
keep track of what the student did, the interviewer repeated what is printed on the card if 
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the student only pointed to or referenced the manipulative.  Moreover, an artifact was 
constructed of the student’s choices for the three best supports. Specifically, the cards 
that were selected by the students were taped in their priority ordering onto the card sort 
observation chart (see Appendix G).   
Assessment items: writing.  The students were provided the question, which was 
formatted across two sheets of paper.  The students were required to read the item out 
loud before responding, and were permitted to write anything they wanted on the 
handouts.  This was done to ensure that the student read each question in its entirety.  
Due to time constraints, the student verbally responded to the question.  The interviewer 
then asked why the student did or did not use the authority statement, mechanism 
statement, or data in their argument. 
Assessment items: reading.  The students responded to three items that 
corresponded to the forms of justification construct followed by three items that 
corresponded to the empirical evidence construct.  Each of the two sets of items included 
introductory information that the students had to critique within the three items, and the 
introductory information was different for the two sets of items.  Specifically, the 
introductory information consisted of the question, data (for the empirical evidence 
items), and a sample student argument.  The students were required to read the 
introductory information aloud, and were permitted to write anything they wanted on the 
handouts.  The introductory information handout was left on the table for the students to 
reference, and the student was provided an additional sheet of paper containing only one 
item.  The student then read the item aloud, explained their thinking as they responded to 
the item, and circled his/her answer choice on the handout.  The students were then asked 
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why they did or did not select each answer choice.  After the student finished responding 
to the item, the handout with the item on it was removed and replaced with a new 
handout containing a different item.  After the student responded to all three of the forms 
of justification questions, the introductory sheet was replaced with a new scenario for the 
empirical evidence items.  The same procedure was used for the three empirical evidence 
items. 
 
Data Analysis 
Data from the cognitive interviews then informed all the research questions 
except for Question 4 (see Table 3.1). First, to provide further support for research 
questions 2a and 3a, which address students’ abilities to critique scientific evidence, 
evidence in regards to how students answered the items was used.  For the multiple-
choice reading items, I calculated the percent correct of the items that correspond to each 
of the first three levels of each construct map, and used that as a gauge of the item 
difficulty.  For instance, easier items had a higher percent correct.  Additionally, to 
determine whether the percent trend is meaningful, I explored whether the students’ 
responses followed a Guttman pattern in which students correctly responded to all items 
up to a certain difficulty and then incorrectly respond to all the items above that 
difficulty.  An increasing percent correct with response following a Guttman pattern 
provides support for the ordering of the levels of the construct maps.  In comparison, for 
the writing item, I used coding scheme 1, forms of justifications used when constructing 
scientific arguments, to analyze whether the students were considering the form of 
justification and/or the type of support of the justification (see Appendix H, Table H1).  
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The coding scheme was developed from the theoretical framework and an iterative 
analysis of the data (Miles & Huberman, 1994).  Specifically, I tried to capture the form 
of justification or type of empirical support that the student used in their argument.  For 
instance, the forms of justification included mechanisms, authority, appeals to authority.  
The empirical supports include evidence, reasoning, and incorrect reasoning.  The no 
response/no justification and incorrect reasoning codes emerged from the iterative 
analysis of the data, while the other codes were developed from the theoretical 
framework.  I then calculated frequency and percentages for each form or support that 
was used. 
To address research questions 1, 2b, and 3b, which attend to the criteria students 
used to make their critiques, evidence was obtained from the rationale the students 
provided for their answer choices.  Coding scheme 2, criteria for critiquing the quality of 
justifications, was used to analyze the students’ rationale for the decisions they made on 
the card sort, writing item, reading forms of justification items, and reading empirical 
evidence items (see Appendix H, Table H2).  Specifically, this coding scheme included 
13 different codes, which were developed from the theoretical framework and an iterative 
analyses of the data (Miles & Huberman, 1994) as well as grounded in the students’ own 
language based on what they said and how they evaluated these concepts (Strauss, 1987).  
These included codes that aligned with forms of justification and types of empirical 
support.  For instance, for forms of justification I tried to capture whether students used 
authority statements, personal experience, and knowledge of argument structure as 
rationale for their responses.  For types of empirical support, I tried to capture whether 
students used knowledge of relevancy of the science topic or knowledge of support of the 
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claim.  Other codes emerged from an iterative analysis of the data, such as accuracy of 
science content, numeracy, test taking skills, extrapolations, and literacy.  Again, 
frequency and percentages were tabulated to determine the rationales most often used.  In 
addition, example student quotes were used to illustrate the various patterns for research 
questions 1, 2b and 3b.  
Table 3.10 presents the alignment of the interview components to the coding 
schemes.  From Table 3.10, we see that coding scheme 1 was only used to code what 
justifications the students used when they constructed their arguments on the writing 
item.  In comparison, the second coding scheme was applied to all four parts of the 
cognitive interview: 1) card sort, 2) writing item, 3) reading forms of justification items, 
and 4) reading empirical evidence items. For both coding schemes, all students’ 
responses were assigned one code each by two independent raters, the author and a 
research assistant.  Each independent rater transcribed support for each code she 
assigned.  All disagreements were resolved through discussion.   
 
Table 3.10 
Alignment of the interview components to the coding schemes 
Interview Components Coding Scheme 1:  Justifications Used 
Coding Scheme 2:  
Criteria for 
Justifications 
Card Sort  ✔ 
Assessment 
Items 
Writing ✔ ✔ 
Reading Forms of Justification  
✔ 
Empirical Evidence  ✔ 
  
 
Summary 
 The purpose of this chapter was to describe the methodological approaches I used 
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to guide the study design, data collection, and data analysis.  My theoretical framework, 
described in Chapter 2, combined with practical issues around doing classroom research 
informed both the design and data collection.  Specifically, I collected assessments from 
125 middle school students, and conducted cognitive interviews with a subset of 28 
students.  I used scoring guides to code the constructed response items on the 
assessments, and analyzed the students’ abilities to critique scientific evidence using 
Rasch analyses.  While the cognitive interviews provided additional support in regards to 
the students’ abilities, they provided unique information in regards to the rationale 
students used to make their critiques.  A coding scheme developed from the theoretical 
framework and an iterative analysis of the data was used to capture the types of rationales 
used.  In the next four chapters I report the results that emerged from the analyses of 
these data sources.  Specifically, Chapter 4 addresses students’ preferences within and 
between forms of justification and empirical evidence as well as the criteria they use to 
make their critiques (RQ 1).  Chapter 5 addresses students’ abilities to critique forms of 
justification (RQ 2a) and the criteria they use to make those critiques (RQ 2b).  Chapter 6 
addresses students’ abilities to critique empirical evidence (RQ 3a) and the criteria they 
use to make those critiques (RQ 3b).  Lastly, Chapter 7 evaluates the extent to which the 
four constructs represent four separate abilities (RQ 4). 
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Chapter 4:  Results:  Preferences 
In this chapter, I used a card sort to determine whether the students had a 
preference as to whether the form of justification (e.g., data, authority statement, or 
personal story) or type of empirical evidence (e.g., relevant-supporting, relevant-
contradictory, or irrelevant) was more important.  Moreover, I also examined the criteria 
the students used to justify their choices.  Specifically, in the card sort students were 
provided a question, data that could be used to answer the question, a sample student’s 
claim, and nine justifications.  The justifications were based on a combination of support 
(e.g., relevant-supporting, relevant-contradictory, or irrelevant) and form (e.g., data, 
authority, or personal story).  For instance, there were three justifications that were 
relevant-supporting; one each was based on data, an authority statement, and a personal 
story.  This same method was repeated for relevant-contradictory and irrelevant 
justifications.  After sorting the justifications into good, bad, and maybe piles, the 28 
students were asked to choose the three best justifications and explain the criteria for their 
choices.  The students, therefore, were asked to make decisions as to whether the type of 
empirical evidence or the form of the justification was more important to them and 
articulate why.  Specifically, this chapter addresses the first research question: 
1. What characteristics of scientific evidence do students prefer? 
 
In the next sections I will present three themes that emerged from the choices students 
made and the criteria they used to select those choices (see Table 4.1). 
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Table 4.1 
Themes that emerged from the card sort 
Theme 1 The type of empirical evidence was more important than the form of justification 
Theme 2 
Students preferred relevant-supporting to relevant-contradictory and 
irrelevant justifications, and relevant-contradictory to irrelevant 
justifications, and the specificity of the criteria was related to the type of 
support selected 
Theme 3 Students preferred data to authority statements and personal stories 
 
 
Theme 1.  The Type of Empirical Evidence was More Important Than the Form of 
Justification 
I first explored whether the students more highly regarded how the justification 
supported the claim or the form of the justification.  This was accomplished by tabulating 
the frequency of the justifications each of the 28 students selected as his/her three most 
important supports of the claim (see Table 4.2).  More specifically, I tabulated the 
students’ justification preferences by form and support.  The data suggest that whether or 
not the justification was relevant-supporting (i.e., a specific type of empirical evidence) 
(F=51) was more important than any other forms of support and any of the forms of the 
justification.  Moreover, the frequency of selections for the relevant-supporting-data 
(F=18), relevant-supporting-authority (F=18), and relevant-supporting-personal story 
(F=15) justifications are larger than any other justifications in the table.   
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Table 4.2 
Summary of students’ justification preferences by form and support 
 
 
This preference for relevant-supporting justifications is further supported by the 
criteria the students stated when articulating their preferred justifications.  Table 4.3 
categorizes the criteria into three justification categories – Form, Support and Other.  It is 
important to note that this is not the exhaustive list of criteria coded, but rather the criteria 
that students used.  The first three criteria were categorized as Form because the criteria 
focused on what the students used as justifications.  Specifically, knowledge of argument 
structure was coded when the students said that the justification included observations or 
measurements, incorrect knowledge of argument structure was coded when the student 
incorrectly identified other justification types, such as authority statements or personal 
experience, as evidence or was not able to correctly identify measurements or 
observations as evidence, and authority statements were coded when the students said 
that the justification was based on what the scientist told them.  The next two criteria 
were coded as Support because they focus on how the justification supported the claim.  
For instance, knowledge of support of the claim was coded when the criteria focused on 
how the relationship between the variables in the justification matched that of the claim, 
and knowledge of relevancy of the science topic was coded when the criteria focused on 
how the justification and claim included the same variables.  Finally, the remaining 
Forms of Justification 
Form of Support 
Total Forms Relevant-
supporting 
Relevant-
contradictory Irrelevant 
Data 18 9 7 34 
Authority 18 4 5 27 
Personal story 15 6 2 23 
Total Relevance 51 19 14 84 
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criteria were placed in Other because they captured criteria the students used that did not 
fit into the Form or Support categories.  This included numeracy, literacy, and 
extrapolations as well as vague and no justification.  Numeracy was coded when students 
focused on the justification including numbers, literacy was coded when students focused 
on one justification being better than other because it was better written, and 
extrapolation was coded when the students added more information than was provided to 
make the justification support the claim.  From Table 4.3, we see that the students most 
often based their criterion on support:  knowledge of support of the claim (F=19) or 
knowledge of relevancy of the science topic (F=16).   
 
Table 4.3 
Summary of the criteria for students’ relevant-supporting (RS), relevant-contradictory 
(RC), and irrelevant (I) justifications 
Justification 
Category  Criteria F % 
Form 
Knowledge of argument structure 5 5.95 
Incorrect knowledge of argument structure 5 5.95 
Authority 7 8.33 
Support Knowledge of support of the claim 19 22.62 Knowledge of relevancy of the science topic 16 19.05 
Other 
Numeracy 7 8.33 
Literacy 5 5.95 
Extrapolation 1 1.19 
No justification or no answer 4 4.76 
Vague 15 17.86 
 
 
The knowledge of support of the claim criteria was used when the student focused 
on whether the relationships in the data matched the relationship in the claim.  For 
instance, one student who selected a relevant-supporting-data justification (i.e., The 
magma from the Verguz Volcano has an average temperature of 725 0C and has large 
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amount of gas) said: 
It tells you why, why uh, it supports his claim.  Like it has a very low temperature 
and large amount of gas. ... It tells everything about what is in Danny's claim.  It 
was a very low temperature, the average temperature was 725 degrees Celsius, 
and it had a large amount of gas.  And it specifically says what Danny says.  
When the temperature of the magma is lower, it has more gas in it (S66). 
 
This student articulated that the relationship between the temperature and gas within the 
justification correspond to direction of the relationship in the claim, and that is why the 
justification supports the claim.  Another student who selected a relevant-supporting-
authority justification said, “So it's saying that Danny's claim is right, because if it has 
more magma, then it has little gas. If it has less magma, then it has more gas in it “ (S10).  
Again, we see that this student focused on whether the relationship in the claim matched 
the relationship in the justification. 
 The knowledge of relevancy of the science topic criteria was coded when students 
focused on whether the same variable appeared in both the claim and justification without 
discussing the relationship of the variables.  For instance, one student who selected the 
relevant-supporting-personal story justification (i.e., My friend, Jimmy, visited the Utt 
Volcano in Iceland.  There was a lot of volcanic rock around the volcano, and the rock 
had lots of holes.  Jimmy said that there were holes in the rock because there was a lot of 
gas in the magma, which happens when the magma is not very hot) said, “Like it’s 
describing what's happening in the lava coming down.  It's just telling you the 
temperature and how much gas there is” (S3).  While she recognized that the temperature 
and gas matter, she did not specify that the justification should exemplify high 
temperature and low gas, or low temperature and high gas.   
As both the knowledge of support of the claim and knowledge of relevancy of the 
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science topic criteria were used when considering the form of support and students 
tended to use these criteria most often, this provides additional evidence that the type of 
empirical evidence was more important than the form of justification for these students.  
There is also evidence that the form of the justification was less important to them.  
Specifically, from Table 4.2, we see that the range for total forms of justification (F=11) 
is lower than that for forms of support (F=37).  As a small range indicates that one form 
was not highly preferable over the others, there was not a large preference for one form 
of justification over the others.  Moreover, from Table 4.3, we see that students tended to 
use criteria that align with forms of justification (F=17) much less often than forms of 
support (F=25).  Taken together, this suggests that when selecting justifications, the type 
of empirical evidence was more important than the form of the justification for these 
students. 
 
Theme 2.  Students Preferred Relevant-supporting to Relevant-contradictory and 
Irrelevant Justifications, and Relevant-contradictory to Irrelevant Justifications, 
and the Specificity of the Criteria was Related to the Type of Support Used 
  Specifically, for form of support, the data suggest that students preferred relevant-
supporting to relevant-contradictory and irrelevant justifications, and relevant-
contradictory over irrelevant justifications.  This theme emerged from an analysis of the 
three justification choices made by each of the 28 students.  Specifically, I examined their 
preferences by form of support and order of choice (see Table 4.4).  First, the total 
number of relevant-supporting choices (F=51) was larger than the relevant-contradictory 
(F=19) and irrelevant (F=14) choices.  Moreover, the preference for relevant-supporting 
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was the highest for all choices.  Second, the total number of relevant-contradictory 
(F=19) choices was higher than the total number of irrelevant (F=14) choices, and this 
trend maintained for the first two choices.  Overall, this suggests that students were 
taking into account the support of a justification above and beyond whether it was 
relevant or not, and least regarded irrelevant justifications. 
 
Table 4.4  
Summary of students’ justification preferences by relevance and order of choice. 
 Relevant-supporting 
Relevant-
contradictory Irrelevant 
Choice 1 20 6 2 
Choice 2 15 7 6 
Choice 3 16 6 6 
Total  51 19 14 
 
 
 The criteria the students articulated for their choices provide insight into the type 
of empirical evidence the students preferred.  From table 4.5, which presents the criteria 
arranged by form of support, we see that the students most often based their criteria on 
support when they chose relevant-supporting justifications, relevancy when they chose 
relevant-contradictory justifications, and were vague when they chose irrelevant 
justifications.  Consequently, the specificity of the criteria impacted the choices the 
students made.  By specificity of criteria, I mean that the support criteria is more specific 
than the relevancy criteria, which is more specific than the vague criteria.  Moreover, the 
criteria tended to correspond to particular justification choices.  As such, how specific 
students were able to be with their criteria for selecting relevant-supporting, relevant-
contradictory and irrelevant justifications tended to correspond with which of these 
justifications they selected.  
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Table 4.5 
Summary of the criteria for students’ relevant-supporting (RS), relevant-contradictory 
(RC), and irrelevant (I) justifications 
Justification 
Category  Criteria 
Form of Support 
RS RC I 
F % F % F % 
Form 
Knowledge of argument structure 5 9.80     
Incorrect knowledge of argument structure 1 1.96 3 15.79 1 7.14 
Authority 6 11.76   1 7.14 
Support Knowledge of support of the claim 18 35.29 1 5.26   Knowledge of relevancy of the science topic 7 13.73 7 36.84 2 14.29 
Other 
Literacy 3 5.88 1 5.26 1 7.14 
Numeracy 3 5.88 3 15.79 1 7.14 
Extrapolation     1 7.14 
No reason or no answer 2 3.92 1 5.26 1 7.14 
Vague 6 11.76 3 15.79 6 42.86 
 
 
First, the students who chose relevant-supporting justifications most often based 
their criteria on support of the claim (see Table 4.5).  These students tended to examine 
whether the direction of the relationship between the variables in the justification 
matched that of the claim.  For instance, one student who selected the relevant-
supporting-authority justification (i.e., Dr. Morrow studies the El Knippo Volcano in 
South America and says that the magma from this volcano is really hot magma and has 
very little gas) said, “Yeah he's just going straight to the claim, trying to support when the 
temperature of the magma is lower, it has more gas in it” (S96).  While this student 
examined support by matching the direction of the relationship, students who chose 
relevant-contradictory justifications most often based their criteria on relevancy of the 
science topic.   
Second, when considering relevancy without support, students merely looked to 
see if the variables of interest within the claim were also present in the justification; they 
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did not examine the direction of the relationship between the variables (see Table 4.5).  
As such, they were unable to distinguish between the quality of relevant-supporting and 
relevant-contradictory justifications because both types of empirical evidence include the 
relevant variables.  For instance, one student who selected relevant-contradictory-
authority, relevant-contradictory-data, and irrelevant data as her three best justifications 
and explained, “Yellow [relevant-contradictory data] is better than orange [irrelevant 
data], because it has something about gas and magma. Orange only has magma (S19)”.  
This exemplifies how she only looked at the presence of variable, which allowed her to 
place the irrelevant justification as being 3rd best.  However, because she only looked for 
the presence of the variables and not the directional relationship between the variables, 
she selected two justifications that contradicted the claim (i.e., relevant-contradictory-
authority and relevant-contradictory-data). 
Third, students who selected irrelevant justifications most often provided vague 
criteria (see Table 4.3).  While these students did attempt to provide a criterion, it was not 
clear what was at the basis of their criteria.  For example, one student selected irrelevant-
data, relevant-supporting-data, and relevant-supporting-authority as his justifications, 
respectively.  Moreover, he explained that the irrelevant-data justification was better than 
the relevant-supporting-data justification because “the orange one [irrelevant-data] says 
the average of the temperature and the red one [relevant-supporting data] gives a 
temperature and it says a little bit about the gas” (S32).  There is something that this 
student liked about “average of the temperature” that led him to select this irrelevant 
justification as being more important than the relevant-supporting-data justification, 
however it is not clear why it was important.  While students articulated vague criteria 
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when they selected relevant-supporting, relevant-contradictory, and irrelevant 
justifications, they were most likely to articulate a vague rationale when they selected an 
irrelevant justification. 
 Moreover, students who selected either relevant-contradictory or irrelevant 
justifications tended not to consider support of the claim, and students who selected 
irrelevant justifications tended not to base their criteria on relevancy of the science topic 
(see Table 4.5).  This is noteworthy because it suggests that the specificity of the 
students’ criteria matters.  The criterion of support is more specific than the criterion of 
relevancy, and both support and relevancy are more specific than vague criterion. 
Students who used specific criteria were more likely to select a stronger justification for 
the claim. 
In contrast, a limited number of students used the support criterion to select 
relevant-contradictory or irrelevant justifications, and the relevancy criterion to select 
irrelevant justifications.  However, these students used these on an exclusionary basis.  
For instance, both students who used the relevancy criteria to explain an irrelevant 
justification, used relevancy to explain why they put the irrelevant justification as their 
third best justification choice.  Specifically, one student said: 
So I think purple [1st choice] is better than orange [3rd choice], because it [1st 
choice] has good information and this one [3rd choice] has this one just talks about 
magma. I don't see anything about gas. It [3rd choice] only talks about magma, but 
purple [1st choice] has magma and gas (S19). 
 
In essence, this student explained that the third choice is not as good because it only has 
one relevant variable.  Neither student, however, explained why this would remain 
his/her 3rd choice even though it is not relevant.  Similarly, the one student who used the 
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support criterion to select a relevant-contradictory justification explained: 
The green [relevant-supporting data] is better than the purple [relevant-
contradictory data] because it's [purple; relevant-contradictory data] saying that 
hot magma has a lot of gas, but that's not right.  And then, the green one [relevant-
supporting data] is saying how magma has little gas, which is right. And the 
purple one [relevant-contradictory data] is just saying that the really hot magma 
that bubbles with a lot of gas, but it's not right because it doesn't support his claim 
at all (S10). 
 
As the former student used relevancy to explain why an irrelevant justification was not as 
good, this student used support to explain why a relevant-contradictory justification was 
not as good.  These examples illustrate that the specificity of the students’ criteria is 
related to the type of empirical evidence they selected.  
 
Theme 3.  Students Preferred Data to Authority Statements and Personal Stories 
Finally, in terms of the form of justification students preferred, the data suggest 
that these students preferred data to authority and personal stories.  From Table 4.6, 
which presents a summary of students’ justification preferences by form of justification 
and choice preference, we see that the total number of students who prioritized data 
(F=34) was larger than either authority (F=27) or personal story (F=23).  Moreover, we 
see that for the first two choices, data was also higher than either authority or personal 
story.  This trend does not hold up for the third choice.  Nor was it clear whether the 
students had a greater preference for authority or personal stories.  In looking at the total 
frequencies it appears that the students may have valued authority statements (F=27) over 
personal stories (F=23).  However, when looking within the choices, we see that an equal 
number of students preferred authority statements (F=7) and personal stories (F=7) for 
the first choice.  Moreover, for the second choice, a slightly larger number of students 
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preferred personal stories (F=8) over authority statements (F=7).  However, this trend 
reverses for choice 3 with more students preferring authority statements (F=13) over 
personal stories (F=23).  Therefore, the data are inconclusive as to whether students 
preferred authority or personal stories.  This, however, makes sense because the form of 
justification was crossed with the form of support within each justification, and the 
students prioritized type of empirical evidence over form of justification.   
 
Table 4.6 
Summary of students’ justification preferences by form and order of choice. 
 Data Authority Personal story 
Choice 1 14 7 7 
Choice 2 13 7 8 
Choice 3 7 13 8 
Total  33 27 23 
 
 
To explore how these students ordered their choices based on the form of 
justification, we need to examine students who selected the same form of support and 
varied their form of justification.  A total of 8 students selected the same form of support 
for all three of their justifications, and the form that all 8 of the students held constant 
was relevant-supporting.  Table 4.7 summarizes how these students ordered their forms 
of justification when they held their form of support constant.  Similar to Table 4.6, we 
see that relevant-supporting-data had the highest frequency for the first choice.  And 
again, it is not clear whether these students found authority or personal stories more 
compelling.  However, the reasons these students articulated why relevant-supporting 
authority is a better justification than relevant-supporting-personal story, or vice versa, 
shed light on the situation.  
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Table 4.7 
Summary of students’ justification preferences by form and order of choice for the 
students who held constant their form of support 
 RS-Data RS-Authority RS-Personal story 
Choice 1 5 2 1 
Choice 2 2 3 3 
Choice 3 1 3 4 
 
 
These students tended to explain that the relevant-supporting-data was the best 
justification because it supported the claim and “was already a known fact” (S102), “was 
more factual” (S94), “has actual measurements on what the actual temperature was” 
(S148), or “had examples” (S71).  In essence, they were looking for specific examples or 
measurements that supported the claim.  In contrast, when students selected relevant-
supporting-authority over relevant-supporting personal story, their reasons tended to do 
with a scientist being more credible or convincing.  For example, one student said: 
That's what an actual scientist said and a doctor, who would actually know more 
about it [relevant-supporting-authority] and that’s someone's friend [relevant-
supporting personal story].  So most likely, I feel that's [relevant-supporting-
authority] more actual and better. … The grey one is just from a friend whoever 
told you (94). 
 
This idea of a scientist being more credible or convincing than what a friend says was 
similarly emphasized by another student, 
I think that the green one [relevant-supporting-authority] is better than the gray 
one [relevant-supporting personal story] because the gray one was an experience 
that someone has and because that this person is actually a doctor who studies 
things like this. It could be more convincing than an experience that someone had 
(S148). 
 
While credibility/convincing were used to select relevant-supporting-authority over 
relevant-supporting-personal story, students who selected relevant-supporting-personal 
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stories over relevant-supporting-authority said that that the friend included more details 
and that the doctor was not specific enough.  For example, one student said: 
[The gray one is] better than the green one.  Because the green [relevant-
supporting-authority] one is just Dr. Marrow saying what he saw.  Not what he 
saw, well ya, what he saw.  But, um, the gray one [relevant-supporting-personal 
story] has more details of what his friend saw.  I know there is a difference 
between a doctor and a friend, but the friend has more details and he’s saying 
what he saw.  He’s being detailed about it [inaudible] rocks [inaudible].  … The 
doctor is not being that specific. … He doesn’t any evidence like the friend does 
(S149). 
 
Ironically, this student is not being specific about what is more detailed in the relevant-
supporting-personal story justification as compared to the relevant-supporting-authority 
justification.  Similarly, another student chose the relevant-supporting personal story 
justification over the relevant-supporting-authority justification because  
He's just describing how the volcano looks and the which is Jimmy said that there 
were holes in the rock. There was a lot of gas in the magma, which happens when 
the magma is not very hot. So here, Jimmy's being more specific and descriptive 
with the details (S96). 
 
In this case the student identified that the details are observations about how the volcano 
looks such as the holes in the rock.  However, the details also included the relationship 
between a lot of gas in the magma and the magma being hot.  Therefore, it is still not 
clear what the details are that are more descriptive. 
Because these students selected all relevant-supporting justifications, the form of 
support was more important to them than the form of justification (i.e., theme 1).  
However, they also prioritized the relevant-supporting-data over either relevant-
supporting-authority or relevant-supporting-personal stories because they thought the 
examples or measurements were a better way to support the claim.  While it is not clear 
whether the students thought relevant-supporting authority statements or relevant-
 105 
supporting-personal stories made better justifications, those who selected relevant-
supporting-authority justifications over relevant-supporting personal stories explained 
that the authority figure brought more credibility to the statement and made it more 
convincing.  On the other hand, those who selected relevant-supporting-personal stories 
over relevant-supporting-authority justifications did so because they thought the personal 
stories contained more details.  It was, however, not clear what those details were. 
 
Conclusion 
 Three themes emerged from an analysis of the choices students made during the 
card sort as well as the criteria they used to justify their choices (see Table 4.1), which 
addresses research question 1.  First, students preferred the type of empirical evidence 
over the form of justification.  Moreover, within the type of empirical evidence they 
preferred relevant-supporting to relevant-contradictory to irrelevant justifications (in that 
order).  And, with regards to the form of justification, they preferred data to either 
personal stories or authority statements.  Lastly, students used different criteria depending 
on the type of support they marshaled.  Specifically, students who selected relevant-
supporting justifications tended to use knowledge of support of the claim, whereas 
students who selected either relevant-contradictory or irrelevant justifications tended to 
use knowledge of relevancy of the science topic.  Most telling is that none of the students 
who selected irrelevant justifications used knowledge of support of the claim.  
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Chapter 5:  Results:  Forms of Justification 
Research has shown that students struggle to critique scientific evidence, which 
includes the form of the justification as well as the support of the claim.  This chapter 
focuses on the forms of the justification, whereas Chapter 6 attends to the empirical 
evidence of the claim.  While we ideally want students to justify their claims with 
empirical data (McNeill et al., 2006), they sometimes use other less scientifically 
accepted epistemological forms of justifications, including science ideas (Osborne et al., 
2004), personal stories (McNeill & Pimentel, 2010), appeals to authority, plausible 
mechanisms, and prior experiences (Sandoval & Cam, 2011).  Moreover, students’ 
critiques of the form of justification and the criteria they base their critiques on could also 
be impacted by whether the task focuses on reading or writing; however this has not been 
well explored within the research community.  This chapter explores the second research 
question, which addresses how students critique forms of justification while reading and 
writing scientific arguments.  Specifically, I ask: 
 
2. How do students critique forms of justification when reading and writing 
scientific arguments? 
a. What are students’ abilities to critique forms of justification? 
b. What criteria do students use to critique forms of justification? 
  
In the sections that follow, I present themes that emerged from the reading followed by 
the writing tasks.  Moreover, within each modality I attend to both the students’ abilities 
to critique forms of justification and the criteria they used to do so.   
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CRITIQUING FORMS OF JUSTIFICATION WHILE READING SCIENTIFIC 
ARGUMENTS 
The hypothesized map of students’ abilities to critique forms of justification while 
reading is as follows: 1) locate, 2) identify, 3) critique, and 4) compare and critique (see 
Table 3.2).  To assess where the students’ abilities fall along the construct map, items 
were developed to correspond to each level.  Specifically, students were asked to locate, 
identify, and critique the forms of justification in a scientific argument, and compare the 
quality of the forms of justification within two scientific arguments.  As such, the four 
items form a testlet of related items.  Students responded to items within four different 
testlets, and the topics of the testlets were equally divided between earthquakes and 
volcanoes.  A subset of students also verbally explained their thinking as they responded 
to one item each at the locate, identify, and critique levels.  These items were within the 
same testlet.  An item within the compare and critique level was not included in the 
protocol due to time constraints.  Themes regarding students’ abilities to critique forms of 
justification were informed by both the assessments and cognitive interviews, whereas 
themes regarding the criteria students used to make the critiques of forms of justification 
were informed only by the cognitive interviews. 
 
Students’ Abilities to Critique Forms of Justification when Reading 
Two themes regarding students’ abilities to critique forms of justification while 
reading scientific arguments emerged from analyses of the assessments and cognitive 
interviews (see Table 5.1).  After first presenting the pertinent assessment and interview 
results, evidence for the themes will be discussed. 
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Table 5.1 
Themes about students’ abilities that emerged from the reading forms of justification 
items 
Theme 1 Students had trouble locating a statement that was a justification when it was not empirical data 
Theme 2 It may be difficult for students to evaluate authority justifications than those based on personal experience 
 
 
Assessment Results 
The reading forms of justification assessment were developed using Rasch theory.  
Prior to presenting the results for the Rasch analysis, I first summarize evidence from 
classical test theory (CTT) that the data meets the assumptions of Rasch modeling and is, 
thus, an appropriate analysis.  The full CTT analysis is available in Appendix I.   
 Testing Rasch assumptions: classical test theory.  Prior to examining the factor 
structure, I first examined the discrimination of the items.  Two items did not have PBIS 
values above the critical value of 0.20 (A_2_V: PBIS=0.187; B_4_E: PBIS=-0.012).  
However, item A_2_V is the most difficult item.  Because fewer students are expected to 
answer the more difficult items correctly and the pilot had a relatively small sample size, 
this issue could likely be resolved with a sample containing a larger range in abilities 
(i.e., more students with higher abilities).  Item B_4_E is the second easiest item.  It is not 
clear why this item had a low discrimination.  As the average PBIS is 0.266, the test 
possesses sufficient discriminative power.  Consequently, I cautiously moved forward 
with the principal component factor analysis including these items.  
Evidence from the principal component factor analysis suggests that the construct 
most likely consists of two-factors.  Specifically, Cattell’s scree test, the explained 
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variance guideline, and the factor loadings point to a two-factor solution.  This is further 
supported by the low estimated correlation between the two-factors (ρ=0.045), which 
suggests that these are likely two different factors.  Additionally, the assessment has an 
adequate level of internal consistency for the two-factor solution (αF1=0.888; αF2=0.758).  
This is noteworthy because a high level of internal consistency occurs when the items 
measure a single, unidimensional construct (ATS, 2007).  Taking all the evidence 
together, this data may best be described by a two-factor solution.  Moreover, the two 
factors correspond to the two days of assessment, which I will discuss in more depth 
within Chapter 8.  While an assumption of Rasch analysis is that the data are 
unidimensional, I cautiously moved forward with the Rasch analysis because this is 
necessary in order to better understand students’ abilities to critique forms of justification 
and the criteria they use to do so.  Consequently, Rasch modeling was used to explore the 
first subquestion for research question 2:  What are students’ abilities to critique forms of 
justifications (when reading)? 
Rasch modelling.  To better understand students’ abilities to critique forms of 
justification, a Rasch analysis was performed on the reading forms of justification 
assessment results.  After first presenting the internal reliability and average difficulty 
estimates for each level of the construct, the items will be analyzed in more detail.  
Specifically, I will present Wright maps, item difficulty estimates, item characteristic 
curves (ICCs) and item fit statistics.  Lastly, I will present evidence in regards to the 
students’ fit to the model.  These findings offer evidence for both theme 1 and theme 2 
(see Table 5.1). 
Internal reliability.  The internal reliability is reported in terms of person (test) 
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and item separation reliabilities (see Table 5.2).  For these data, the person (test) 
reliability was far below the critical value of 0.70 (EAP/PV=0.320).  This means that the 
internal consistency of the rank ordering of students is poor, and, therefore, a different 
ranking of the same students’ abilities would likely occur if they were to take the 
assessment again using the same items.  In contrast, the item separation reliability was 
above the critical value of 0.70 (EAP/PV=0.888), which suggests that the items are well 
separated and the sample is large enough to locate the items on the latent variable (Wright 
& Stone, 1979).  The item separation reliability tends to be stronger than the person 
separation reliability because there is more response data for the items (many students 
answered each item; N>125) than for the students (fewer items answered by each student; 
I=16).  I will further discuss to the issue of the poor reliabilities within Chapter 8.  The 
low person separation reliability and high item separation reliability are reflected on the 
Wright maps, which will be discussed following the average difficulty estimates.  
 
Table 5.2 
Person and item separation reliability for the reading forms of justification items 
Person Separation  
(EAP/PV) Item Separation 
0.320 0.888 
 
 
Average difficulty estimates.  The average difficulty estimates for each level of 
the reading forms of justification construct map are presented in Figure 5.1.  From Figure 
5.1, we see that the ordering of the difficulty of the four levels is not consistent with the 
hypothesized model in Table 3.2, where the levels increase in difficulty according to the 
following order: 1) locate, 2) identify, 3) critique, and 4) compare and critique.  Instead, 
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the average empirical ordering of the levels increase as follows: 1) critique, 2) compare & 
critique, 3) identify, and 4) locate.  That being said, the average difficulty estimates for 
the identify, critique, and compare and critique levels are nearly the same.  Moreover, 
they are much lower than the average difficulty estimates for the locate level.  
Furthermore, the average difficulty estimates only show the overall item difficulty trend 
across the construct map.  It is still important to examine whether this trend holds true for 
all four testlets.  As such, information in regards to the items, including the Wright maps, 
item difficulty estimates, ICCs, and item fit statistics, will next be examined. 
 
Figure 5.1 
Average difficulty estimate for each level of the reading forms of justification construct 
 
 
Wright maps.  Wright maps afford a direct comparison between students’ abilities 
and item difficulties because the two measurements are converted to the same scale (i.e., 
logit).  From Figure 5.2, which is a Wright map for the reading forms of justification 
assessment, there are several things to note.  First, the student ability (left side) follows an 
approximate normal curve.  However, the normal distribution of students’ abilities (left 
side) should be centered within and spread across the entire range of the item difficulties 
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(right side).  This did not occur.  Instead, there are a number of students whose ability 
level is above the item of highest difficulty, which makes this an easy test.  Second, we 
see that there are minimal clumps and gaps within the range of item difficulties.  This is 
reflected in the strong item separation reliability of 0.888 that was previously reported.  
Third, the items did not increase according to the hypothesized order: 1) locates, 2) 
identifies, 3) critiques, and 4) compares and critiques.  Within Figure 5.2 this was 
highlighted by color-coding the items by construct level difficulty (e.g., level 1= green; 
level 2=red; level 3=blue; level 4=yellow).  The hypothesized easiest items (i.e., level 
1=locates=green) are among the most difficult items, and the level 2 (i.e., red=identify), 3 
(i.e., blue=critique), and 4 (i.e., yellow=compare and critique) items do not follow a clear 
pattern of separation based on difficulty of the levels. 
 
Figure 5.2 
Wright map for the reading forms of justification construct color coded by construct level  
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Figure 5.3 presents a different arrangement of the items on the Wright map in 
which the items are separated by construct level.  Specifically, the left column 
corresponds to the locate level (i.e., level 1), the second column corresponds to the 
identify level (i.e., level 2), the third column corresponds to the critique level (i.e., level 
3), and the rightmost column corresponds to the compare & critique level (i.e., level 4).  
In looking at Figure 5.3, we again see that the items at the locate level are among the 
most difficult items, despite having been hypothesized as being the easiest items.  Again, 
the identify (i.e., level 2), critique (i.e., level 3), and compare & critique (i.e., level 4) 
items do not follow a clear pattern of separation based on level (i.e., none of these levels 
is clearly more or less difficult than the others).  Moreover, there is a spread in difficulty 
of the items within the identify, critique and compare and critique levels.  Specifically, 
within the identify level (i.e., level 2), items C_2_V and A_2_V are of higher difficulty 
than B_2_E and D_2_E.  Within the critique level (i.e., level 3), items A_3_V and C_3_V 
are very close in difficulty, however item B_3_E is more difficult and item D_3_E is less 
difficult.  Within the compare & critique level (i.e., level 4), item C_4_V is the most 
difficult item.  The reasons behind the spread within these levels will later be explored.   
Lastly, within Figure 5.3, the testlets are also color-coded: testlet A is color-coded 
green whereas testlet B is blue, testlet C is yellow, and testlet D is red.  The color-coding 
provides the opportunity to visually examine the ordering of the item difficulties within 
each testlet.  Specifically, no testlet follows the hypothesized ordering, and no two testlets 
follow the same order of the difficulty of the levels.  This disordering of the difficulty 
estimates on the Wright map is also reflected within the item difficulty estimates, which 
will next be discussed. 
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Figure 5.3 
Wright map for the reading forms of justification construct arranged by construct level 
and color coded by testlet 
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Step difficulty estimates.  Table 5.3 presents the empirical ordering of the step 
difficulty estimates.  The hypothesized orders are color-coded: locate (i.e., level 1) is 
green, identify (i.e., level 2) is orange, critique (i.e., level 3) is blue, and compare & 
critique (i.e., level 4) is yellow.  While the item difficulty estimates should increase from 
one category level to the next, this does not happen.  This would have been reflected by a 
color order from left to right across a row of green, orange, blue, and yellow.  Instead, the 
ordering of the levels is different within all four testlets as is reflected by different color 
orders within each row.  Specifically, the difficulty of the items in testlet A increase from 
level 4 to level 3 to level 2 to level 1.  This is completely reverse of our hypothesized 
order of difficulty.  Moreover, the items in testlet B increase from level 4 to level 2 to 
level 1 to level 3, the items in testlet C increase in difficulty from level 3 to level 1 to 
level 2 to level 4, and the items in testlet D increase in difficulty from level 3 to level 2 to 
level 1 to level 4.  Clearly, the inconsistent item ordering is not ideal.  Regardless, it is 
also be reflected within the item characteristic curves, which will next be discussed. 
 
Table 5.3 
Empirical ordering of the response model parameter estimates for the reading forms of 
justification items 
Testlet 
Empirical Ordering of Item Difficulties 
1 
(least difficult) 2 3 
4 
(most difficult) 
A Level 4: -0.274 
Level 3: 
0.005 
Level 2: 
0.194 
Level 1: 
0.775 
B Level 4: -0.582 
Level 2: 
-0.581 
Level 1: 
0.268 
Level 3: 
0.558 
C Level 3: -0.276 
Level 1: 
0.377 
Level 2: 
0.522 
Level 4: 
0.702 
D Level 3: -1.104 
Level 2: 
-0.677 
Level 4: 
-0.536* 
Level 1: 
0.630 
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Item characteristic curves.  The item characteristic curves (ICCs) provide a 
graphical representation of the probability of a student correctly responding to an item 
(Y-axis) as a function of her ability (on the X-axis).  The ICCs for each of the 16 items, 
organized by construct level, are presented in Appendix J.  Again, from the ICCs, we see 
that the hypothesized ordering of the levels is not supported.  First, the probability 
associated with the lowest student ability at the locate level (i.e., level 1) tended to be 
lower than the other levels.  Specifically, of the items with the lowest seven probabilities, 
four fall within the locate level (see Table 5.4).  This means that there tends to be a lower 
probability for students of low ability to correctly answer the locate items (i.e., level 4), 
thus making them among the most difficult items.  Second, the probabilities associated 
with the lowest student ability within the identify, critique, and compare & critique levels 
have a large spread over the same approximate range: the identify level ranges from 
approximately 0.19 to 0.42, the critique level ranges from approximately 0.18 to 0.52, 
and the compare & critique level ranges from approximately 0.16 to 0.40.  This suggests 
that the items were not precise in their measurement of their associated level, and it is, 
therefore, not possible to discern whether it is more or less difficult to identify, critique, 
or compare & critique forms of justification.  As this is a divergence from the 
hypothesized theory, it is necessary to explore the item fit statistics to see whether some 
of this can be explained by unexpected student responses on the items. 
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Table 5.4 
The probability associated with the lowest student ability for the reading forms of 
justification items 
Testlets 
Levels 
Locate Identify Critique Compare & 
Critique 
A 0.15 0.22 0.28 0.32 
B 0.21 0.40 0.18 0.40 
C 0.20 0.19 0.33 0.16 
D 0.18 0.42 0.52 0.39 
 
 
Item fit statistics.  Table 5.5 presents the response model parameter estimates, 
which includes the item fit statistics as well as the item difficulty estimates.  When 
examining the mean square values (MNSQ) for evidence of item misfit, no items were 
overfitting (MNSQ < 0.75), which suggests that each item was providing unique 
information about the construct.  Moreover, no items exceeded the critical weighted 
(infit) or unweighted (outfit) MNSQ value of 1.3.  This suggests that items whose 
difficulty was near students’ ability levels tended not to generate unexpected responses 
(i.e., infit) and that there were no unexpected response to an item that, based on the item 
difficulty and student ability, the student should have clearly answered correctly or 
incorrectly (i.e., outfit).  However, if the criterion of whether some items stand as outliers 
compared to the distribution of the rest of the items is employed, the fit of three items 
becomes questionable: A_1_V, B_3_E, and C_3_E.  These were the same items that had 
PBIS values above the critical value of 0.20.  It is, however, also important to examine 
the student fit statistics to explore whether the pattern of responses observed for a student 
on each item is contributing to the empirical ordering of the items. 
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Table 5.5 
Response model parameter estimates for the reading forms of justification items 
Variables  Unweighted Fit (Outfit)  
Weighted Fit 
(Infit) 
Item Estimate  MNSQ T  MNSQ T 
A_1_V 0.775  1.24 1.8  1.19 3.1 
A_2_V 0.194  1.04 0.3  1.03 0.5 
A_3_V 0.005  1.00 0.0  1.00 -0.0 
A_4_V -0.274  0.96 -0.3  0.98 -0.2 
B_1_E 0.268  1.02 0.2  1.02 0.2 
B_2_E -0.581  0.94 -0.4  0.97 -0.3 
B_3_E 0.558  1.25 1.9  1.19 3.0 
B_4_E -0.582  0.85 -1.2  0.90 -1.0 
C_1_V 0.377  1.03 0.3  1.03 0.5 
C_2_V 0.522  0.98 -0.1  0.98 -0.3 
C_3_V -0.276  1.11 0.9  1.10 1.1 
C_4_V 0.702  0.94 -0.5  0.95 -0.9 
D_1_E 0.630  0.99 -0.0  0.99 -0.3 
D_2_E -0.677  0.84 -1.3  0.88 -1.1 
D_3_E -1.104  0.84 -1.3  0.90 -0.7 
D_4_E -0.536  1.03 0.3  1.00 0.0 
 
 
Student fit statistics.  While the complete student misfit table is available in 
Appendix K, Table 5.6 presents only those cases where misfit was an issue.  Specifically, 
the responses to 12 cases had infit (weighted) value greater than 1.3, which suggests that 
when students’ ability was near the item difficulty, they generated at least one unexpected 
response.  However, none of these had weighted MNSQ values greater than 2, which 
distorts or degrades the instrument (Linacre, 2012).  As such, the student fit statistics 
suggest that the pattern of responses for the students did not adversely impact the 
empirical ordering of the items. 
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Table 5.6 
Response model parameter estimates for students who answered the reading forms of 
justification items and showed misfit 
Cases Score 
Max 
Possible 
Score 
Weighted 
Likelihood 
Estimate 
(WLE) 
Standard 
Error of 
WLE 
Case Fit 
14 13 16 1.4521 0.63412 1.71721 
131 10 16 0.52454 0.53282 1.61981 
11 11 16 0.80219 0.55200 1.55191 
152 10 16 0.52454 0.53282 1.53329 
156 6 16 -0.51732 0.53402 1.41735 
112 3 16 -1.45329 0.63690 1.41164 
30 10 16 0.52454 0.53282 1.38611 
10 3 16 -1.45329 0.63690 1.35930 
23 9 16 0.26133 0.52240 1.34875 
26 12 16 1.10528 0.58348 1.34856 
16 5 16 -0.79695 0.55379 1.30320 
34 5 16 -0.79695 0.55379 1.30005 
  
  
Cognitive Interview Results 
The results from the cognitive interviews with students offer potential insights for 
the unexpected ordering of the items: 1) critique, 2) compare & critique, 3) identify, and 
4) locate. Researchers interviewed 28 students, equally divided between the 6th and 7th 
grade classes.  The students were tasked with thinking out loud as they answered a locate, 
identify, and critique item.  All three items were within the same testlet (i.e., A).  In the 
section that follows, I present the percent of students who correctly responded to the item 
at each level as well as the students’ response patterns. 
Percent correct.  Table 5.7 summarizes the correct responses for items at each 
level of the construct.  In regards to the frequencies of correct responses for items at each 
level of the construct, from Table 5.7, we see that the most number of students (F=22; 
78.57%) correctly responded the identify item.  This suggests that the identify item was 
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the easiest item for students to answer correctly.  However, the number of students who 
correctly answered the critique item (F=19; 67.86%) was just slightly below that of those 
who correctly answered the identify item.  On the other end of the spectrum, the least 
number of students (F=10; 39.29%) correctly answered the locate item.  As such, it was 
the most difficult of the three items.   
These results are similar to the larger sample of students from the Rasch analysis 
in that the items at the locate level are the most difficult.  Moreover, while there was a 
similarity in difficulty between the identify and critique items for both the assessment and 
interviews, the assessment results suggest that identify was more difficult than critique 
and the cognitive interview results suggest the opposite.  While this provides additional 
empirical evidence that the hypothesized ordering of the levels was incorrect (level 
1=locate, level 2=identify, and level 3=critique), the empirical ordering is not clear.  This 
distinction, however, may not be important because the difficulty of the items at the 
identify and critique levels are very similar (i.e., item difficulties and percent correct).  
This suggests that the levels are not measuring distinct abilities. 
 
 
Table 5.7 
Summary of correct responses to the reading forms of justification items 
Construct Level Frequency Percent Correct 
3: Critique 19 67.86% 
2: Identify 22 78.57% 
1: Locate 10 39.29% 
 
 
Response patterns.  When answering items on assessments that were developed 
based on Rasch theory, students’ responses should follow a Guttman pattern.  This means 
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that the students should correctly respond to all items up to a certain difficulty and then 
incorrectly respond to all the items above that difficulty.  It is, therefore, important to 
examine the students’ response patterns.  Specifically, incorrect responses are color-
coded red and correct responses are color-coded green.  From Figure 5.4, which arranges 
the response patterns based on the hypothesized ordering, we see that only 11 of the 28 
student responses (39.29%) follow a Guttman pattern.  Specifically, some students were 
only able to correctly respond to the locate item (F=2; 7.14%).  As such, these students’ 
abilities correspond to the locate level.  Another student was able to correctly respond to 
items at both the locate and identify levels, but incorrectly responded to the item at the 
critique level (F=1; 3.57%).  This student’s ability corresponds to the identify level.  Last, 
students at the critique level (F=8; 28.57%) correctly answered items at all three levels.  
While these students’ responses did follow a Guttman pattern, it was a fairly small 
percent of the overall response patterns.  This provides additional evidence that the 
hypothesized ordering was not empirically supported.   
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Figure 5.4 
Summary of students’ response patterns to the reading forms of justifications items 
organized according to the hypothesized ordering 
Student 
Construct Level Pattern 
Summary 
Guttman 
Pattern Frequency Percent 
1-Locate 2-Identify 3-Critique 
32       
100 Yes 2 7.14 
112       
46       110 Yes 1 3.57 
3       
111 Yes 8 28.57 
48       
84       
67       
90       
96       
149       
155       
10       
010 No 3 10.71 23       
142       
30       101 No 1 3.57 
35       
011 No 7 25.00 
66       
71       
94       
102       
121       
148       
19       
001 No 6 21.43 
80       
111       
123       
132       
140       
 
 
 
Summary of Students Abilities’ to Critique Forms of Justification when Reading 
In the section that follows, I return to the themes that emerged from both the 
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assessments and cognitive interviews that pertained to students’ abilities to critique forms 
of justification when reading in order to synthesize the data presented (see Table 5.1). 
Theme 1:  Students had trouble locating a statement that was a justification 
when it was not empirical data.  The first theme that emerged from analyses of the 
assessments and cognitive interviews was that students had trouble locating a statement 
that was a justification when it was not empirical data.  As previously discussed, the 
locate justifications items were the most difficult items for students to answer in both the 
assessments and cognitive interviews.  This is evidenced by the average item difficulty 
estimates of the assessment items (see Table 5.6) and percent correct of the cognitive 
interview items (see Table 5.7).  In reexamining the assessment items, I found that the 
justifications students were prompted to locate did not consist of empirical data.  For the 
assessments, this justification was either an appeal to an authority (testlets A and C) or a 
personal story (testlets B and D).  For the cognitive interview, the justification was an 
appeal to authority (testlet A).  This, therefore, suggests that the students had trouble 
locating justifications that were not empirical data.  Possible reasons for this will be 
discussed in the conclusions section of Chapter 8.  Students’ abilities to locate empirical 
data that supported the claim (i.e., empirical evidence) were captured within the empirical 
evidence construct, which will be elucidated in Chapter 6. 
Theme 2:  It may be more difficult for students to evaluate authority 
justifications than those based on personal experience.  The second theme that 
emerged from the reading forms of justification analyses was that it was more difficult 
for students to evaluate appeals to authority justifications than those based on personal 
experience.  As only one testlet was used within the cognitive interviews (testlet A) and 
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the argument was based on an appeal to authority, this theme emerged solely from 
analyses of the assessment results.  Specifically, students were required to evaluate the 
quality of arguments based on the justifications that were used (i.e., appeals to authority 
and personal experiences) within items at the identify and compare and critique levels.  
For instance, at the identify level the students were required to determine the form of 
justification used in the argument.  At the compare and critique level, students had to first 
identify the form of justification used in each argument and then use that information to 
determine which argument was stronger.  In contrast, the items at the locate and critique 
level did not require the identification of the form of justification.  Instead, at the locate 
level the students only had to find the sentence in the argument that was a justification.  
As such, this required the students to evaluate the function of the statement as opposed to 
the form.  Similarly, the item at the critique level prompted students to choose the form of 
justification that is most valued from a list of statements (e.g. what experts said or wrote, 
something a classmate said, measurements from investigations, or a personal story about 
the claim) as opposed to evaluating the form of a particular justification within the 
argument. 
 Table 5.8 presents the design aspects for items at the identify and compare and 
critique levels.  The items are organized from most difficult (top) to least difficult 
(bottom).  This is the same order in which the items are organized on the Wright map (see 
Figure 5.3), with one exception:  Item D at the compare and critique level (i.e., D_4_E).  
Specifically, on the Wright map, this item (D_4_E) is estimated to have the same 
difficulty as the item in the B testlet (B_4_E).  However, from Table 5.8 we see that this 
item difficulty (i.e., D_4_E) is slightly less difficult than the corresponding item in testlet 
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B (i.e., B_4_E).  This difference is not a discrepancy, but rather due to space limitations 
on the Wright map.  However, both testlets B and D are on the topic of earthquakes and 
the items at the identify (i.e., level 2) as well as the compare and critique (i.e., level 4) 
levels require students to evaluate justifications that are personal experiences.  Moreover, 
these items are less difficult that those in testlets C and A, which are on the topic of 
volcanoes and the items at the identify (i.e., level 2) as well as the compare and critique 
(i.e., level 4) levels require students to evaluate justifications that are appeals to authority.  
This might suggest that evaluating justifications that are appeals to authority was more 
difficult than those that are based on personal experiences; however this result deserves 
further research. 
 
Table 5.8 
Design aspects and corresponding item difficulties for items at the identify and compare 
& critique levels of the reading forms of justification construct 
Testlet Topic Type of Justification 
Item Difficulty  
Identify 
Compare 
& 
Critique 
 
C Volcano Appeals to Authority 0.522 0.702 Difficult 
 
 
 
Easy 
A Volcano Appeals to Authority 0.194 -0.274 
B Earthquake Personal Experience -0.581 -0.582 
D Earthquake Personal Experience -0.677 -0.536* 
 
  
While the separation of items based on the form of justification being evaluated is 
easily identified with the identify level of the Wright map (see Figure 5.3), this 
breakdown is less obvious within the compare and critique level.  Specifically, there is a 
gap between the item difficulties for the items that use appeals to authority (i.e., C_4_V 
and A_4_V).  This gap, however, may be attributable to the length of the arguments 
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within each testlet.  Namely, the argument in testlet C (i.e., more difficult item) is longer 
than the one in testlet A (i.e., less difficult item).  Therefore, the length of the argument in 
testlet C may be increasing the difficulty of the items.  Regardless, both items that require 
students to evaluate appeals to authority (i.e., C_4_V and A_4_V) are more difficult than 
those items that require students to evaluate justifications based on personal experience. 
 Some may argue that the item difficulty could be attributable to the topic 
(earthquakes versus volcanoes) because the testlets that use appeals to authority were on 
the topic of volcanoes and the testlets that use justifications based on personal experience 
were on the topic of earthquakes.  Thus, the topic of volcanoes could be more difficult 
than the topic of earthquakes.  However, this breakdown did not hold true for the 
difficulty of the items at the locate (i.e., level 1) and critique (i.e., critique) levels.  
Therefore, the spread in item difficulties is likely attributable to the form of justification 
being evaluated rather than the topic. 
 
CRITERIA USED TO CRITIQUE FORMS OF JUSTIFICATION WHILE 
READING 
It is plausible that students’ abilities to critique forms of justification are related to 
the criteria on which they base those critiques.  To capture the criteria students were 
using, cognitive interviews were conducted in which students explained the rationale for 
their answer choices when they located, identified, and critiqued forms of justification. 
Specifically, the students expressed their thinking out loud to three items in one testlet 
(i.e., A).  This data was used to explore research question 2b:  What criteria do students 
use to critique forms of justification (when reading)?  Three themes emerged in regards to	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the criteria students one for each of the items at the locate, identify and critique forms of 
justification levels (see Table 5.9). 
 
Table 5.9 
Themes about students’ criteria that emerged from the reading forms of justification 
items 
Theme 3 Regardless of whether students were able to locate the justification, they used incorrect knowledge of argument structure 
Theme 4 
Students who correctly identified the form of justification used test-taking 
skills, but those who incorrectly identified the form of justification made an 
extrapolation 
Theme 5 
Students who correctly critiqued the form of justification used knowledge of 
argument structure, but those who made inappropriate critiques used 
authority statements 
 
 
Theme 3:  Regardless of whether students were able to locate the justification, they 
used incorrect knowledge of argument structure 
The first theme that emerged from the cognitive interviews was that regardless of 
whether students were able to locate the justification, they used incorrect knowledge of 
argument structure.  Specifically, from Table 5.10, which presents the criteria students 
used to locate the forms of justification, we see that incorrect knowledge of argument 
structure was most often used for both students who correctly (F=4; 36.36%) and 
incorrectly (F=6; 35.29%) located the justification.  
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Table 5.10 
The criteria students provided for their answer choice when locating the form of 
justification when reading 
Criteria Correct Response Incorrect Response Frequency Percent Frequency Percent 
Incorrect knowledge of argument structure 4 36.36 6 35.29 
No reason or No answer 2 18.18 4 23.53 
Test taking skills 2 18.18 3 17.65 
Knowledge of argument structure 2 18.18 1 5.88 
Vague 1 9.09 3 17.65 
TOTAL 11 99.99 17 100 
  
 
Students who applied an incorrect knowledge of argument criteria and correctly 
located the justification tended to incorrectly identify the justification as evidence.  The 
justification in this particular argument was based on appeal to authority, such as 
something a scientist said. Evidence, on the other hand, is data, a specific form of 
justification that uses observations or measurements, that supports the claim.  However, 
both appeals to authority and evidence are justifications because they function as support 
of the claim.  These students correctly located the justification, which suggests that they 
understand the function of a justification, but proceed to incorrectly name it evidence.  
For instance, one student said, “I would go with sentence 2 only and not with 3 or 1 
because 1 is the claim, 3 is the conclusion, and then 2 would be the evidence” [S96].  Or 
again, another student said, “if [sentence] 1 was his claim, then sentence 2 was his 
evidence” [S84].  Perhaps these students identified the justification as evidence because 
they recognized that the role of this statement was similar to evidence in that they both 
function to support the claim, but they either did not recognize that the forms were 
different (i.e., appeal to authority versus observations and measurements) or did not have 
a name for a form of justification other than evidence.  This situation might arise if the 
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students were trying to map a particular argument structure onto the argument they were 
provided.  This seems to be the case for a third student who said, “Because when you 
think of it CER, claim, evidence, reasoning, the claim always comes first, then the 
evidence that supports the claim, and then the reasoning, the supporting details, which 
support the evidence” [S90].  While his definition of reasoning is not very clear, it is clear 
that he is trying to apply a specific argument framework.  These examples provide 
evidence that applying an incorrect knowledge of argument structure criterion could help 
students locate forms of justification when the students recognize the function of the 
justification is to support the claim. 
In comparison, the students who applied an incorrect knowledge of argument 
criteria and were unable to locate the justification tended not to be able to identify what 
should be supported (i.e., the claim).  For instance, one student selected the sentence 1 
and 2 (i.e., claim and justification) answer choice because, “it [sentence 1 and 2] actually 
does support it” [S102]. While it is not clear what the “it” is that this students thinks 
sentence 1 and 2 are supporting, the ambiguity is likely the root of the problem.  It is not 
possible to locate the justification, if you do not know what the justification is supposed 
to be supporting.  Another student suggested that “the question was kinda like the claim” 
and proceeded to select the sentence 1 and 2 answer choice (i.e., claim and justification).  
In essence, she said that the claim and justification support the question.  Again, this 
suggests a lack of understanding of the role of a claim.  As such, she cannot locate the 
justification.  Similarly, another student selected the sentence 1 answer choice (i.e., 
claim) because “it gives like a supportive detail.  It releases a lot of magma because it 
hasn’t erupted for a very long time” [S35].  Perhaps, the causal nature of the claim (i.e., 
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provided a because) confused this student.  Regardless, the end result was the same: the 
student could not locate the justification without first identifying the claim it was 
supposed to be supporting. 
The students in this pilot tended to use incorrect knowledge of argument structure 
regardless of whether they were able to correctly locate the justification.  The students 
who correctly located the justification using an incorrect knowledge of argument 
structure inappropriately named the justification evidence.  While this may suggest that 
they recognized that the roles of a justification and evidence are similar (i.e., to support 
the claim), they either did not recognize that the forms were different (i.e., appeal to 
authority versus observations and measurements) or did not have a name to assign this 
form of justification.  In comparison, the students who used an incorrect knowledge of 
argument structure and were unable to locate the justification tended to struggle with 
being able to identify the claim.  Because they could not identify the claim, they could 
not identify the justification that was supposed to be supporting it.  As the item is not able 
to distinguish between these two important levels of understanding (e.g., naming the form 
of justification versus understanding the role of the claim) and because a student can 
correctly answer the item with incorrect knowledge, it is not functioning well and should 
be revisited. 
 
Theme 4:  Students who correctly identified the form of justification used test-
taking skills, but those who incorrectly identified the form of justification made an 
extrapolation 
 The second theme that emerged from the cognitive interviews was that students 
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who correctly identified the form of justification used test-taking skills (F=17; 89.47%), 
but those who incorrectly identified the form of justification made an extrapolation (F=5; 
55.56%) (see Table 5.11).  
 
Table 5.11 
The criteria students provided for their answer choice when identifying the form of 
justification when reading 
Criteria Correct Response Incorrect Response Frequency Percent Frequency Percent 
Test taking skills 17 89.47 2 22.22 
No reason or No answer 1 5.26   
Authority 1 5.26   
Extrapolation   5 55.56 
Vague   2 22.22 
TOTAL 19 99.99 9 100 
  
 
When correctly identifying forms of justification, students tended to use test-
taking skills.  The test-taking criterion was coded when students used strategies such as 
matching, process of elimination, and avoiding exclusionary answer choices (e.g., all, 
none, only).  These students, however, tended to match the “what experts said or wrote” 
answer choice to what the scientist said in the argument.  For instance, one student said,  
‘What an expert said or wrote’ because, um, he said, ‘On his fieldtrip to 
Yellowstone, a scientist said that an eruption hasn’t happened for a very long 
time, and that a big one could happen anytime!’  So the expert is the scientist at 
Yellowstone and that’s what he based his, um, work on [S48].   
 
Similarly, another student said, “Scientist is an expert.  Scientist must have learned about, 
must have studied volcanoes to learn that this one hasn't had an eruption for a long time.  
So it's A [what an expert said or wrote]” [S142].  Or again, “He’s saying, ‘On a fieldtrip 
to Yellowstone, a scientist said’.  So, a scientist would be ‘what an expert said or wrote’.” 
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[S149].  Clearly, these students are applying the same test-taking strategy in which they 
match expert to scientist. 
When incorrectly identifying forms of justification, the students tended to make 
extrapolations in order to make the data fit the claim.  Specifically, the extrapolation 
criterion was coded when students added on more information that is not in the text, 
table, or item in order to make the justification support the claim, or to explain why a 
justification does not support the claim.  For instance, when attempting to identify the 
form of justification found within the argument, one student made the case that the appeal 
to authority justification (i.e., what a scientist said) was actually data from a science 
investigations because “its a scientist. He got data from science investigations” [S123].  
Similarly, another student said, “when he went to Yellowstone, I guess he was talking to 
one of the scientists there and the scientist probably like, um, like observed like how 
often volcanoes erupt and how large they are when they finally do erupt” [S80].  These 
students extrapolated that the scientist must have conducted an investigation.  However, 
the scientists might have gotten the information from another source.  Therefore, these 
students identified the form of justification was data from science investigation as 
opposed to what an expert said or wrote (i.e. appeal to authority). 
The students in this pilot tended to use test-taking strategies to correctly identify 
the form of justification, and extrapolations when they incorrectly identified the form of 
justification.  The students who correctly identified the form justification used the test-
taking strategy of matching to link the expert to scientist.  Because students should be 
using correct knowledge of argument structure to correctly answer this item, but are 
instead using test taking skills, this item also needs to be revisited.  In comparison, the 
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students who incorrectly identified the form of justification tended to extrapolate that the 
scientist must have done an investigation, and thus made the “data from science 
investigations” fit the justification provided. 
 
Theme 5.  Students who correctly critiqued the form of justification used knowledge 
of argument structure, but those who made inappropriate critiques used authority 
statements 
The third theme that emerged from the cognitive interviews was that students who 
correctly critiqued the form of justification used knowledge of argument structure (F=12; 
54.55%), but those who made inappropriate critiques used authority statements (F=3; 
50.00%) (see Table 5.12).  
 
Table 5.12 
The criteria students provided for their answer choice when critiquing the form of 
justification when reading 
Criteria Correct Response Incorrect Response Frequency Percent Frequency Percent 
Knowledge of argument structure 12 54.55   
Vague 3 13.64 1 16.67 
Test taking skills 2 9.09   
Numeracy 2 9.09   
No reason or No answer 1 4.55 1 16.67 
Extrapolation 1 4.55   
Accuracy of the science content 1 4.55   
Authority   3 50.00 
Incorrect knowledge of argument structure   1 16.67 
TOTAL 22 100.02 6 100.01 
 
  
Students who applied knowledge of argument criteria and correctly critiqued the 
justification tended to use knowledge of argument structure.  Specifically, they made the 
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connection that the argument provided did not have evidence and evidence would make 
the argument stronger.  This was coded as knowledge of argument structure because the 
students correctly applied their knowledge of evidence (i.e., observations or 
measurements that support the claim), and evidence is a component of the argument 
structure.  For instance, one student said, “He doesn’t really have any evidence that if, if a 
volcano releases a lot of magma it doesn’t erupt very often.  He should, like, have 
measurements about how much magma it releases and how much it took to do it” [123].  
While this student recognized that measurements from investigations should be added to 
the argument to make it stronger, another student suggests that doing so would make it 
more convincing.  Specifically, he said, “What the expert said is really convincing, but if 
you had measurements to go with it, it could make his argument a lot stronger because it 
could be more convincing.  And measurements would be the perfect evidence to go with 
his argument” [148].  These examples exemplify how students used their knowledge of 
evidence to critique the quality of the arguments provided. 
 Students who made inappropriate critiques of the form of justification tended to 
base their critiques on authority statements (F=3; 50.00%).  Authority statements were 
coded when the student asserted that experts know the science, or that someone is not an 
expert and they don’t know the science.  For instance, one student said,  
He’s good the way he was.  Since scientists know more, it would be better to gets 
the information from an expert because an expert knows, that's why they call 
them experts, because they know more of what anyone else knows [10].  
 
 In this case, the student is simply identifying what the argument already has and goes as 
far to say that it is good the way it is.  Another student suggested that more information 
from the scientist would make it stronger.  Specifically, she says, “If he had more details 
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from a scientist from the science museum from the Yellowstone, he would have been 
able to bring more details to his claim, how the volcanoes have more larger eruptions 
than others” [142].  While this may be true, the argument would be even stronger if it 
also included evidence.  It is also noteworthy that knowledge of argument structure is 
necessary in order to make this distinction.  None of the students who made inappropriate 
critiques relied on knowledge of argument structure.  This suggests that this item is better 
targeting the construct of interest as compared to the items at the locate and identify 
levels. 
 
Summary of Students’ Critiques of Forms of Justification when Reading 
Students used different criteria to correctly locate, identify, and critique the forms 
of justification: incorrect knowledge of argument structure, test-taking skills, and 
knowledge of argument structure, respectively.  This is problematic because the students 
should be marshaling correct knowledge of argument structure to correctly respond to all 
three of the items.  As such, the locate and identify items need to be revisited.  We also 
learned that an incorrect knowledge of argument structure, extrapolations, and reliance on 
authority statements were not productive criteria for locating, identifying, and critiquing 
justifications, respectively.  Moreover, the only criterion that was used more than once 
(i.e., incorrect knowledge of argument structure) was applied by students who both 
correctly and incorrectly located the justification.  From the examples provided, we saw 
how incorrect knowledge of argument structure could be used to correctly locate the form 
of justification when students understood that the role of the justification was to support 
the claim, but inappropriately identified the form as evidence.  Because students are using 
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incorrect knowledge to correctly respond to the item, this provides additional evidence 
that the locate item is not functioning well and should be revisited.  In comparison, when 
students were unsuccessful in their application of an incorrect knowledge of argument 
structure it was because they did not have a sound understanding of claim.  Of the four 
hypothesized construct maps, this particular one held up the least.  Issues with this 
construct will be revisited in the conclusion and limitations section of Chapter 8. 
 
CRITIQUING FORMS OF JUSTIFICATION WHILE WRITING SCIENTIFIC 
ARGUMENTS 
The hypothesized progression for students’ abilities to critique forms of 
justification in their written responses is as follows:  0) no forms of justification, 1) less 
important forms of justification, 2) more important forms of justification, breadth, and 3) 
more important forms of justification, depth (see Table 3.3).  Breadth indicates that more 
than one form of justification was used, however they were used to support different lines 
of logic.  In comparison, depth indicates that the multiple forms of justification built on 
one another to provide support for a single line of logic.  To assess where the students’ 
abilities fall along the construct map, five items were developed that required the students 
to write an argument.  While two of the items addressed the topic of earthquakes, three 
items addressed the topic of volcanoes.  Moreover, students’ responses were scored on 
two constructs: forms of justification and empirical evidence.  Students’ responses were 
scored using scoring guides that correspond to both hypothesized construct maps (i.e., 
forms of justification and empirical evidence) (see Appendix C).  While the forms of 
justification results will be presented in this chapter, the empirical evidence results appear 
 137 
in Chapter 6.  In addition to responding to all five writing items during the assessment, a 
subset of students also explained their thinking out loud as they responded to one of the 
writing items (i.e., 5_V).  Themes about students’ abilities with the forms of justification 
construct emerged from both responses to assessment items and cognitive interviews.  
Evidence for these themes will be synthesized after first presenting the results to the 
assessments followed by the cognitive interviews. 
 
Students’ Abilities to Critique Forms of Justification When Writing 
Two themes regarding students’ abilities to critique forms of justification emerged 
from analyses of the assessments and cognitive interviews (See Table 5.13).  After first 
presenting the pertinent assessment and interview results, the content of the themes as 
well as evidence supporting them will be elaborated upon. 
 
Table 5.13 
Themes about students’ abilities that emerged from the writing forms of justification 
items 
Theme 6 Most students constructed a justified claim 
Theme 7 
It was more difficult for students to provide more important forms of 
justification than to provide less important forms of justification than to not 
provide any forms of justification; making a distinction between depth and 
breadth was not useful in practice 
 
 
Assessment Results 
The writing forms of justification assessment was developed using Rasch theory 
In the sections that follow, I first summarize evidence from CTT that the data meets the 
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assumptions of Rasch modeling and is, thus, an appropriate analysis.  The full CTT 
analysis, however, is available in Appendix L.  This will then be followed by Rasch 
analyses that explore whether the levels and items are empirically behaving as 
hypothesized. 
Testing Rasch assumptions:  classical test theory.  Prior to examining the factor 
structure, I first examined the discrimination of the items.  The PBIS values increased 
monotonically from level 0 to level 3 and all the level 3 values are above 0.2, which 
suggests that test possesses high discriminative power because there is a stong link 
between the item and the scale.  Consequently, I moved forward with the principal 
component factor analysis including all of these items. 
Evidence from the principal component factor analysis suggests that a two-factor 
solution is most appropriate.  Specifically, the Kaiser criterion, explained variance, factor 
loadings and Cattell’s scree test point to a two-factor solution.  This is further supported 
by the strong internal reliability for the two-factor solution (αF1=0.844; αF2=0.811) (see 
Table L3), which occurs when the items measure a single, unidimensional construct 
(ATS, 2007).  Furthermore, the two factors correspond to the two days of assessment, 
which will be discussed in further detail within Chapter 8.  While unidimensionality is an 
assumption of Rasch modeling, I moved forward with a Rasch analysis because the goal 
of the study was to understand students’ abilities to critique empirical evidence as 
opposed to presenting a final validated student assessment.  As such, Rasch modelling 
was used to explore research question 2a:  What are students’ abilities to critique forms 
of justification (when writing)? 
Rasch modelling.  A Rasch analysis was performed to explore whether the 
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construct levels and the items within each level function as hypothesized.  I begin by 
presenting the internal reliability of the assessment and average difficulty estimates for 
each level of the construct.  This will be followed by a more detailed analysis of the items 
that includes a presentation of the Wright maps, fit statistics, and item characteristic 
curves.  Lastly, an analysis of the students’ responses will be presented. 
Internal reliability.  The internal reliability is reported in terms of person (test) 
and item separation reliabilities (see Table 5.14).  Both the person (test) (EAP/PV=0.391) 
and item separation reliabilities (0.000) were below the critical value of 0.70, which 
indicates poor internal consistency of the rank ordering of students and items.    
Consequently, a subsequent assessment using the same items would likely result in a 
different ranking of the same students’ abilities and a subsequent assessment with the 
same students would likely result in a different ranking of the item difficulties.  This is 
related to the decision to design five parallel items.  Specifically, the low item separation 
reliability is due to the lack of spread in item difficulty.  I will return to reasons for the 
poor reliabilities within Chapter 8.  The low item separation reliability is also reflected in 
both the average difficulty estimates and Wright maps. 
 
Table 5.14 
Person and item separation reliability for the writing forms of justification items 
Person Separation  
(EAP/PV) Item Separation 
0.391 0.000 
 
 
Average difficulty estimates.  Table 5.15 presents the response model parameter 
estimates, which includes the average item difficulty estimates (i.e., second column).  
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These values are also graphed within Figure 5.5.  In examining both Table 5.15 and 
Figure 5.5, we see that the items did, in fact, have similar difficulties.  Specifically, the 
range was from -0.197 (easiest item; 6_V) to 0.125 (most difficult item; 2_E).  While we 
succeeded in developing five items with similar difficulties that are interchangeable and 
could measure students’ abilities at different time points, this was also a flaw in the 
design in that the item difficulties do not spread well.  It is also important, however, to 
examine the relation of the items to the students’ abilities.  This will next be examined 
within the Wright maps. 
 
Table 5.15 
Response model parameter estimates for the writing forms of justification items 
Variables  Unweighted Fit (Outfit)  
Weighted Fit 
(Infit) 
Item Estimate  MNSQ T  MNSQ T 
1_E 0.033  1.05 0.4  0.92 -0.6 
2_E 0.125  1.12 0.9  1.06 0.5 
4_V 0.002  0.88 -0.9  0.92 -0.6 
5_V 0.036  1.02 0.2  0.96 -0.4 
6_V -0.197*  0.99 -0.1  1.02 0.2 
 
 
Figure 5.5 
Average difficulty estimates and fit statistics for the writing forms of justification items 
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Wright maps.  Wright maps measure students’ abilities and item difficulties on 
the same scale (i.e., logit), which makes it possible to directly compare the two 
measurements (i.e., student ability and item difficulty).  Figure 5.6 provides a Wright 
map of the students’ ability and average item difficulty parameters for writing forms of 
justification.  The first thing that should be noted in Figure 5.6 is that the student ability 
(left side) follows an approximate normal curve, with each x representing 1.5 students.  
Second,  the difficulty of the items (right side) are clumped together, which reflects the 
similar average item difficulties.  Third, the normal distribution of students’ abilities is 
not spread across the range of item difficulties.  The reason for this is that the goal was to 
design five parallel items (i.e., items having equal difficulty) so that they could be used 
interchangeably to measure students’ abilities at different time points.  However, Figure 
5.6 only reflects the average item difficulties and the students’ responses were scored 
using a rubric, developed from the hypothesized construct map, that consisted of four 
levels.  Consequently, an alternative version of the Wright map is presented in Figure 5.7, 
which includes the item difficulty estimates for each level within each writing item.   
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Figure 5.6 
Wright map color coded by item for the writing forms of justification construct 
 
 
Within Figure 5.7, the right side of the diagram represents item step thresholds, 
which is the estimate of student ability that is necessary to move from one level to the 
next more difficult level. The diagram has been organized into columns that correspond 
to items (i.e., column 1 corresponds to item 1, column 2 corresponds to item 2, etc.) and 
the construct levels, which fall in between the threshold estimates, have been color-
coded.  For instance, the grey bars that are below the first item threshold estimates 
correspond to level 0, the green bars that fall between the first and second threshold 
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estimate correspond to level 1, the red bars that fall between the second and third 
threshold estimates correspond to level 2, and the blue bars that are above the third 
threshold estimate correspond to level 3.  There are several aspects of this Wright map 
that are important to notice.  First, the student ability again follows an approximate 
normal curve.  A difference, however, is that each x now represents 0.4 students.  Second, 
the normal distribution of students’ abilities is mostly centered on the item difficulties.  
This suggests that this assessment is moderate in difficulty because the largest proportion 
of students’ abilities is on target with the item difficulties.  This will later be compared to 
how students’ abilities were captured and spread within the empirical evidence construct 
(see Chapter 6).  Regardless, this data provides support for the first theme that most 
students constructed a justified claim.  Specifically, any students that have abilities above 
the first item threshold constructed arguments in which they justified a claim.  Third, it is 
also important to note that the normal distribution of students’ abilities is not spread 
across the entire range of the item difficulties.  Specifically, there are both students below 
the lowest item threshold and above the highest item threshold.  Additionally, the item 
threshold estimates are still fairly clumped together, which likely occurred because we set 
out to design items of equal difficulty.  These characteristics are reflected in the low item 
separation reliability of 0.00, which suggests that the rubric should be revisited to 
determine if additional higher and lower levels can be identified.  Depending on whether 
this is possible, additional higher and lower level items may need to be added.  Last, and 
most important, when looking vertically within each column, we see that the red bars are 
very thin, which indicates that there were very few responses at level 2.  As such, level 2 
should be collapsed, which will be discussed later in this chapter.  That being said, we see 
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that the range of students’ abilities that fall with level 3 are always more difficult than 
level 1, which is in turn always more difficult than level 0.  Taken together, the collapse 
of level 2 and the ordering of the other levels provide support for theme 2.  Keeping these 
issues in mind, it is important to also examine the step difficulty estimates as well as 
whether any items have unexpected responses (misfit).  This will next be discussed. 
 
Figure 5.7 
Wright map color coded by construct level for the writing forms of justification construct 
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Step difficulty estimates.  Table 5.16 presents the response model parameter 
estimates, which includes the item step difficulty estimates or thresholds (taus) as well as 
the fit statistics, which I will return to shortly.  As previously discussed the step difficulty 
estimates (i.e., column 2) represent the difficulty estimate of moving from one level to 
the next higher level.  From Table 5.16, we see that the level 2 step estimates are always 
more difficult than the level 1 step estimates.  This is because the lower probability 
associated with moving from level 1 to 2 (i.e., step 2) is associated with fewer students 
moving from level 1 to 2 than those moving from 0 to 1.  This will also be reflected in the 
item characteristic curves.   
 
Table 5.16 
Response model parameter estimates for the steps in the writing forms of justification 
construct 
Variables  Unweighted Fit (outfit)  
Weighted Fit 
(infit) 
Item Estimate  MNSQ T  MNSQ T 
1_E.0   1.49 3.3  1.08 0.7 
1_E.1 -0.062  0.84 -1.2  0.95 -0.4 
1_E.2 2.685  0.90 -0.8  0.98 0.2 
1_E.3 -2.622*  1.66 4.3  0.86 -1.2 
2_E.0   1.13 1.0  1.12 1.1 
2_E.1 0.764  1.00 0.0  1.00 -0.1 
2_E.2 1.839  1.46 3.2  1.00 0.1 
2_E.3 -1.75*  2.60 8.8  0.96 -0.3 
4_V.0   1.23 1.7  1.08 0.6 
4_V.1 -0.194  0.78 -1.8  0.94 -0.5 
4_V.2 0.624  0.84 -1.3  0.96 -0.2 
4_V.3 -0.430*  0.87 -1.0  0.90 -0.9 
5_V.0   0.81 -1.5  0.96 -0.3 
5_V.1 -0.545  0.92 -0.6  0.96 -0.5 
5_V.2 1.729  0.88 -0.9  0.98 0.0 
5_V.3 -1.184*  2.13 6.7  1.04 0.3 
6_V.0   1.05 0.4  1.05 0.4 
6_V.1 -0.477  0.81 -1.6  0.95 -0.6 
6_V.2 1.138  1.04 0.3  0.99 0.0 
6_V.3 -0.661*  1.16 1.2  1.02 0.2 
An asterisk next to a parameter estimate indicates that it is constrained 
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Item characteristic curves.  The item characteristic curves (ICCs) provide a 
graphical representation of the probability of receiving a particular score (Y) for a given 
ability (X).  The ICCs for all 5 items are presented in Appendix M.   In looking at these it 
is important to note that the probability of receiving a particular score (Y) for a given 
ability (X) for the students of lowest ability is nearly the same for all items (approximate 
range of 0.8-0.9).  Moreover, by definition, the highest probability associated with the 
abilities increases in the hypothesized ordering: 0) no justifications, 1) less important 
forms of justification, 2) more important forms of justification, breadth, and 3) more 
important forms of justification, depth.  That being said, more important forms of 
justification, breadth (i.e., level 2) was never the level of highest probability.  This is not 
desirable, and reflects the low frequency counts within this level as previously discussed 
within Figure 5.7.  Low frequency counts tend to be associated with item misfit because 
any unexpected responses would have a greater impact. 
Item fit statistics.  It is important to examine evidence in support of item fit: the 
weighted (infit) and unweighted (outfit) mean square values [MNSQ].  From Table 5.15, 
which summarizes the average item statistics, we see that no item was below the critical 
overfitting value of 0.75, which suggests that they were not providing redundant 
information.  Moreover, no items exceeded the critical weighted (infit) or unweighted 
(outfit) value (MNSQ >1.3).  As previously discussed, the fit statistics for each item 
level, which are presented in Table 5.16, provide more meaningful information.  Again, 
we see that no item is below the critical overfitting value of 0.75.  Additionally, no items 
exceeded the critical weighted (infit) value (MNSQ>1.3), which suggests that there were 
no unexpected responses to an item targeted at the students’ ability level.  However, four 
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items exceeded the critical unweighted (outfit) value (MNSQ>1.3) (1_E.0, 1_E.3, 2_E.3, 
and 5_E.3).  This suggests that there was at least one observation in which students 
correctly answered an item that should have been very easy or incorrectly answered an 
item that should have been very difficult (i.e., outfit).  As infit and outfit issues can be 
caused by only one unexpected response, it is important to examine the student fit 
statistics and response patterns for those students who scored a 0 on item 1_E as well as 
those who scored 3 on item 1_E, 2_E, and 5_V.   
Student fit statistics.  While the complete student misfit table is available in 
Appendix N, Table 5.17 presents those cases where underfit was an issue.  Specifically, 
the responses to 19 students showed signs of misfit (weighted) at a threshold of 1.3.  
However, four of these (S89, 90, 29 and 164) had weighted MNSQ values greater than 2, 
which distorts or degrades the instrument (Linacre, 2012).  These students should be 
removed from the analysis to determine whether they impact the empirical ordering. 
 
Table 5.17 
Response model parameter estimates for students who answered the writing forms of 
justification items and showed misfit 
Case Score 
Max 
Possible 
Score 
Weighted 
Likelihood 
Estimate 
(WLE) 
Standard 
Error of 
WLE 
Case Fit 
089 3.00 15.00 -0.64402 0.52150 2.46653 
090 3.00 15.00 -0.64402 0.52150 2.20947 
029 3.00 15.00 -0.64402 0.52150 2.16563 
164 3.00 15.00 -0.64402 0.52150 2.16563 
093 12.00 15.00 0.78304 0.45330 1.98993 
143 9.00 15.00 0.33035 0.39459 1.96093 
160 9.00 15.00 0.33035 0.39459 1.76022 
110 9.00 15.00 0.33035 0.29459 1.76160 
087 9.00 15.00 0.33035 0.39459 1.70836 
095 9.00 15.00 0.33035 0.39459 1.70836 
082 12.00 15.00 0.78304 0.45330 1.64455 
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162 12.00 15.00 0.78304 0.45330 1.64455 
128 12.00 15.00 0.78304 0.45330 1.54354 
107 4.00 15.00 -0.41949 0.46501 1.53165 
119 3.00 15.00 -0.64402 0.52150 1.51129 
138 7.00 15.00 0.05958 0.39709 1.49166 
070 7.00 15.00 0.05958 0.39709 1.40321 
118 7.00 15.00 0.05958 0.39709 1.40321 
120 4.00 15.00 -0.41949 0.46501 1.38078 
 
 
Because there was both item and student misfit, it is important to examine the 
student responses to determine what is going on.  Table 5.18 presents the response codes 
for students and items with misfit.  In regards to the student misfit, we see that the 
students’ scores are polarized between 0 and 3.  The students either scored much higher 
or lower than was expected (i.e., outfit).  For example, the four students that had misfit 
large enough to distort the instrument each scored 0 on four of the items and 3 on one of 
the items.  While each of the students with identified misfit has at least one unexpected 
response, it is important to also consider where that unexpected response occurs.  
Specifically, I wanted to examine whether it could be contributing to the items that have 
misfit (1_E.0, 1_E.3, 2_E.3, 5_E.3).  For instance, the response pattern that would result 
in misfit at 1_E.0 would include a score of 3 for item 1 and a 0 for any other item.  From 
Table 5.18, we see that 11 of the students with misfit followed this response pattern.  
Similarly, misfit was also identified at 1_E.3, 2_E.3, and 5_E.3.  In these cases, the 
expected response was a 0 and the unexpected response was a 3.  Again, Table 5.18 
denotes when this response pattern occurred for the students who showed misfit.  In 
summary, the students that show misfit are contributing to the items that have misfit.  As 
students with misfit above 2 can distort the instrument, these students should be removed 
from analysis. This analysis was conducted and will be discussed later (also see 
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Appendix O). 
 
Table 5.18 
Response codes for students and items with misfit for the writing forms of justification 
construct 
Misfit Cases Misfit Items 
ID Fit 
Frequency of Score 1_E.0 1_E.3 2_E.3 5_E.3 
0 1 2 3 
Scored 0 
on 1_E 
and 
Scored 3 on 
another 
item 
Scored 3 
on 1_E 
and 
Scored 0 on 
another 
item 
Scored 3 
on 2_E 
and 
Scored 0 on 
another 
item 
Scored 3 on 
1_E and 
Scored 0 on 
another 
item 
 
089 2.46653 4 . . 1 *  *  
090 2.20947 4 . . 1  *   
029 2.16563 4 . . 1 *   * 
164 2.16563 4 . . 1 *   * 
093 1.98993 1 . . 4  * * * 
143 1.96093 2 . . 3 *  * * 
160 1.7616 2 . . 3 *  * * 
110 1.76022 2 . . 3  *  * 
087 1.70836 2 . . 3  * *  
095 1.70836 2 . . 3  * *  
082 1.64455 1 . . 4  * * * 
162 1.64455 1 . . 4  * * * 
128 1.54354 1 . . 4 *  * * 
107 1.53165 3 1  1  *   
119 1.51129 4 . . 1 *    
138 1.49166 2 1 . 2 *  *  
070 1.40321 2 1 . 2 *   * 
118 1.40321 2 1 . 2 *   * 
120 1.38078 3 1 . 1 *    
 
 
Cognitive Interview Results 
During the cognitive interviews, students expressed their thinking out loud to one 
writing item (i.e., item 5_V).  To establish students’ abilities to critique forms of 
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justification, the frequency of students who marshaled forms of justification was 
tabulated (see Table 5.19).  From Table 5.19, we see that only four students (14.29%) did 
not construct an argument since they did not provide a justification for a claim. These 
students did provide some information related to the question.  Specifically, three of these 
students used empirical data and one used a mechanism, but none of them justified their 
claim.  As such, an argument was not constructed.  This is further support of theme 1 
since the majority of students did justify a claim.   
 
Table 5.19 
Summary of the forms of justification students used in their written responses 
Argument 
Constructed Form of Justification(s) 
Frequency 
of Students 
Percent  
of Students 
No No Justification  4 14.29 
Yes 
Empirical Data 16 57.14 
Mechanism 10 35.71 
Incorrect Reasoning 1 3.57 
Correct Reasoning ~ ~ 
Appeals to Authority ~ ~ 
Personal Stories ~ ~ 
 
 
In regards to the students who did construct arguments, we see that the most 
number of students used empirical data for their justification (F=16; 57.14%).  Moreover, 
because these students used empirical data to support their claim, it is also empirical 
evidence.  Whereas empirical data only represents the form, empirical evidence 
represents the form and the function.  Additionally, some students applied a mechanism 
(F=10; 35.71%) or incorrect reasoning (F=1; 3.57%) to support their claims.  While a 
mechanism consists of science ideas that justify the claim, reasoning uses science ideas to 
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justify why the empirical evidence supports the claim.  An incorrect use of reasoning, 
therefore, incorrectly applies science ideas to explain how/why the evidence supports the 
claim.  It is also important to note that three students combined two forms of justification 
(F=2: empirical data + mechanism; F=1: empirical data + incorrect reasoning).  Lastly, no 
students used correct reasoning, appeals to authority, or personal stories as justifications.   
 
Summary of Students’ Abilities to Critique Forms of Justification when Writing 
Analysis of the assessments and cognitive interviews yielded two themes about 
students’ abilities to critique forms of justification when writing (see Table 5.13). 
 
Theme 6.  Most students constructed a justified claim 
The first theme, which emerged from analyses of both the assessments and 
cognitive interviews, is that most students constructed a justified claim.  From the Wright 
map (Figure 5.7) we saw that the assessment was moderately difficult, and that only a 
relatively small proportion of students’ abilities were below the lowest item threshold.  
Moreover, the mean score response was 0.486 and 67.74% (F=84) of the students had an 
average score response at 1 or above.  As an average score response of 1 corresponds to 
using a less important form of justification to support a claim, approximately two-thirds 
of the students constructed a justified claim.  Similarly, in the interviews, 85.71% (F=24) 
of the students used at least one form of justification to support their claim (see Table 
5.19).  As such, evidence from both the assessments and cognitive interviews suggest that 
most students constructed an argument. 
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Theme 7:  It was more difficult for students to provide more important forms of 
justification than to provide less important forms of justification than to not provide 
any forms of justification; making a distinction between depth and breadth was not 
useful in practice 
The second theme, which emerged from analyses of the assessments, is that it was 
more difficult for students to provide more important forms of justification than to 
provide less important forms of justification than to not provide any forms of 
justification.  Moreover, making a distinction between depth and breadth was not useful.  
This mostly aligns with the hypothesized ordering of the writing forms of justification 
construct: 0) no justifications 1) less important forms of justification, 2) more important 
forms of justification, breadth, and 3) more important forms of justification, depth.  
Specifically, from the Wright map (see Figure 5.7), we see that providing less important 
forms of justification (i.e., level 1) was always less difficult than levels 2 and 3.  
However, the more important forms of justification, breadth (i.e., level 2) was a very thin 
level, which resulted in some overlap in the item difficulty thresholds between levels 2 
and 3.  This also manifested in the disordering of the item step difficulties and ICCs.  As 
such, level 2 should be collapsed and conceptually it makes sense to collapse levels 2 and 
3 together as both levels captured when students included more important forms of 
justification.  The distinction was in whether the students used a different line of logic for 
each form of justification (i.e., breadth; level 2), or students built one line of logic by 
weaving together different forms of justification (i.e., depth, level 3).  Regardless, this 
distinction was not meaningful and the recommendation is to have a singular level that 
represents students’ use of more important justifications. 
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The Criteria Students’ Used to Critique Forms of Justification 
The criteria students use to critique forms of justification likely informs their 
ability to make such critiques.  As such, students’ thinking was elicited during cognitive 
interviews in which they explained out loud why they did or did not use authority, 
mechanism, and data statements to support their claim on one item (5_V).  This data was 
used to explore research question 2b:  What criteria do students use to critique forms of 
justification (in writing)?  One theme emerged that addresses the criteria students used to 
make their critiques of the form of justification (see Table 5.20). 
 
Table 5.20 
Theme about students’ critiques that emerged from the writing forms of justification items 
Theme 8 
When students justified their claims with empirical data, they most often 
based their criteria on knowledge of argument structure or relevancy of the 
science topic  
 
 
Theme 8. When students justified their claims with empirical data, they most often 
based their criteria on knowledge of argument structure or relevancy of the science 
topic 
One theme emerged in regards to students’ criteria to critique forms of 
justification.  From Table 5.21, which presents the criteria students used to justify their 
claims, we see that students who justified their claims with empirical data tended to either 
use knowledge of argument structure (F=4; 25.00%) or knowledge of relevancy of the 
science topic (F=4; 25.00%).  However, these criteria only make up half the students and 
there is a wide range in the criteria used by the students.  Because this chapter attends to 
forms of justification, which is related to the knowledge of argument structure criterion, 
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and chapter 6 attends to empirical evidence, which is related to the knowledge of 
relevancy of the science topic criterion, this theme will be discussed in both chapters.  
More specifically, in this chapter I will provide evidence that students who justified the 
claims often based their criteria on knowledge of argument structure.  In Chapter 6, I will 
provide evidence that students often based their criteria on knowledge of relevancy of the 
science topic.   
The knowledge of argument structure criterion was used when students focused 
on the idea that evidence should consist of data, which includes observations or 
measurements.  For instance, some students said that the data table is “like important 
information for me to use as evidence” (S102) or “that is my evidence” (S112).  While 
these students recognized that evidence consists of data, other students were more 
specific about evidence consisting of measurements.  Specifically, one student said, “I 
know that the table has useful information that could help me to answer the question. … 
It’s more better to use information that has actual measuerements in it and scales” (S148).  
Because these students knew that evidence consisted of data or measurements, they 
applied the criteria of knowledge of argument structure.   
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Table 5.21 
The criteria students used when they justified their claims with evidence, a mechanism, or 
incorrect reasoning when writing forms of justification 
Criteria Empirical 
Data Mechanism 
Incorrect 
Reasoning 
Category Description F % F % F % 
Forms Knowledge of argument structure 4 25.00     
Incorrect knowledge of argument structure   2 20.00   
Authority   1 10.00   
Personal experience       
Support Knowledge of relevancy of the science 
topic 4 25.00 2 20.00 1 100.00 
Knowledge of support of the claim 1 6.25     
Knowledge of accuracy of science content 1 6.25     
Incorrect knowledge of support of the claim       
Other Test taking skills 1 6.25 1 10.00   
Literacy 1 6.25     
Numeracy 1 6.25     
Extrapolation       
No reason or no answer   1 10.00   
Vague 3 18.75 3 30.00   
 TOTAL 16  10  1  
*4 students did not provide justifications 
*3 students provided 2 justifications 
 
 
 
CONCLUSION 
 Analysis of the reading and writing assessment tasks that pertained to the critique 
of forms of justification as well as cognitive interviews of a subset of these items resulted 
in differing themes in regards to student’s abilities and the criteria they use to make the 
critiques within the reading and writing tasks.  All themes are summarized in Table 5.22, 
which organizes them by research question and modality.   
In regards to research question 2a (i.e., students’ abilities), in general most 
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students did construct justifications within their written responses.  However, it was more 
difficult for students to construct more important justifications than construct less 
important justification or not construct any justifications.  Moreover, it was more difficult 
to construct less important justification than it was to not construct justifications.  Within 
the reading modality we learned more about students’ abilities to critique the less 
important justifications, specifically justifications based on authority and personal 
experience.  In particular, we learned that students had trouble locating a justification 
when it was not empirical data.  Moreover, when the justification was not empirical data, 
it may be more difficult for students to evaluate authority justifications than those based 
on personal experience.  This has important implications for both the construct map and 
future design of assessments targeting this construct.  I will return to this point in the 
discussion chapter. 
In regards to research question 2b (criteria used to make critiques), students used 
the criteria of knowledge of argument structure or relevancy of the science topics when 
they justified their claims with empirical data.  In comparison, when students critiqued 
the arguments they were reading, they used incorrect knowledge of argument structure 
regardless of whether they were able to correctly or incorrectly locate the justification.  
However, when they correctly located the justification the misunderstanding was in 
terminology as opposed to function (i.e., they understood that the role of the justification 
was to support the claim, but inappropriately identified the form as evidence).  In 
comparison, when students were unsuccessful in their application of an incorrect 
knowledge of argument structure it was because they did not have a sound understanding 
of claim.  Furthermore, students used different criteria to correctly and incorrectly 
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identify and critique forms of justifications.  Specifically, students who correctly 
identified the form of justification used test-taking skills, but those who incorrectly 
identified the form of justification made an extrapolation.  Moreover, students who 
correctly critiqued the form of justification used knowledge of argument structure, but 
those who made inappropriate critiques used authority statements.  Students should be 
using correct knowledge of argument structure to correctly answer any of the questions 
within this construct.  Because this was not the case, it suggests that both the construct 
map and the design of items targeting this construct should be revisited.  These points 
will be further addressed within the discussion chapter. 
Lastly, the factor analysis indicated a two-factor solution for both the reading and 
writing assessment items.  Furthermore, both the reading and writing assessments had 
very low reliabilities.  I will return to and discuss in more depth both of these topics 
within Chapter 8. 
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Table 5.22 
Themes for student’s abilities to critique forms of justification and the criteria they use to 
make the critiques within the reading and writing items 
Research Reading Writing 
2a.   
Student 
Ability 
Students had trouble locating a 
statement that was a justification 
when it was not empirical data 
Most students constructed a justified 
claim 
It may be more difficult for students 
to evaluate authority justifications 
than those based on personal 
experience 
It was more difficult for students to 
provide more important forms of 
justification than to provide less 
important forms of justification than 
to not provide any forms of 
justification; making a distinction 
between depth and breadth was not 
useful in practice 
2b.   
Criteria 
Regardless of whether students were 
able to locate the justification, they 
used incorrect knowledge of 
argument structure 
When students justified their claims 
with empirical data, they most often 
based their criteria on knowledge of 
argument structure or relevancy of 
the science topic  
Students who correctly identified the 
form of justification used test-taking 
skills, but those who incorrectly 
identified the form of justification 
made an extrapolation 
 
Students who correctly critiqued the 
form of justification used knowledge 
of argument structure, but those who 
made inappropriate critiques used 
authority statements 
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Chapter 6:  Results:  Empirical Evidence 
Research has shown that students struggle to critique empirical evidence (L. Kuhn 
& Reiser, 2005; McNeill & Krajcik, 2007; Sandoval, 2003), which consists of 
observations or measurements that support the claim.  However, the development of this 
ability over time and the criteria students use to make such critiques are not well 
understood.  It is these student abilities and criteria to critique empirical evidence that are 
the focus of the third research question as well as this chapter.  Specifically, I ask: 
  
3. How do students critique empirical evidence when reading and writing scientific 
arguments? 
a. What are students’ abilities to critique the empirical evidence? 
b. What criteria do students use to critique the empirical evidence? 
 
  
In the sections that follow, I present themes that emerged from the reading followed by 
the writing tasks.  Moreover, within each modality I will attend to both the students’ 
abilities to critique empirical evidence and the criteria they used to do so.   
 
CRITIQUING EMPRICAL EVIDENCE WHILE READING SCIENTIFIC 
ARGUMENTS 
The hypothesized map of students’ abilities to critique empirical evidence while 
reading is as follows: 1) locate, 2) identify, 3) critique, and 4) compare and critique (see 
Table 3.4).  To assess where the students’ abilities fall along the construct map, items 
were developed to correspond to each level.  Specifically, students were asked to locate, 
identify, and critique the empirical evidence in a scientific argument, and compare the 
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quality of this empirical evidence to the empirical evidence within another argument.  
Consequently, each set of four items is related in that they use the same scientific 
argument.  This is referred to as a testlet.  Students responded to empirical evidence items 
within four different testlets with two focused on and two on volcanoes.  In addition, a 
subset of students explained their thinking out loud as they responded to a subset of the 
items from one testlet: one item each corresponded to the locate, identify, and critique 
levels.  Due to time constraints, the students did not answer a question that corresponds to 
the compare and critique level.  Similar to the last chapter, themes regarding students’ 
abilities to critique empirical evidence were informed by both the assessments and 
cognitive interviews, whereas themes regarding the criteria students used to make the 
critiques of empirical evidence were informed only by the cognitive interviews. 
 
Students’ Abilities to Critique Empirical Evidence 
Two themes regarding students’ abilities to critique empirical evidence while 
reading scientific arguments emerged from analyses of the assessments and cognitive 
interviews (see Table 6.1).  The content of the themes as well as evidence supporting 
them will be discussed after first presenting the pertinent assessment and interview 
results. 
 
Table 6.1 
Themes about students’ abilities that emerged from the reading empirical evidence tasks 
Theme 1 It was more difficult for students to critique than identify or locate empirical evidence, and it was more difficult for students to identify than locate 
empirical evidence 
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Theme 2 Students’ abilities to compare and critique evidence depend on the data provided, with it being easier for students to critique relevant contradictory 
data than irrelevant data 
 
 
 Assessment Results 
Similar to the last chapter, I first summarize evidence from classical test theory 
(CTT) that the data meets the assumptions of Rasch modeling and is, thus, an appropriate 
analysis.  The full CTT analysis is available in Appendix O.  Then I present the results 
for the Rasch analysis. 
 Testing Rasch assumptions: classical test theory.  Prior to examining the 
dimensional analysis, I first examined the discrimination of the items.  While the items 
may not be equally discriminating, particularly with the three most difficult items (i.e., 
AA_3_V, AA_4_V, and CC_4_V), this issue would likely be resolved with a student 
sample containing a larger range in abilities.  This is because fewer students are expected 
to answer the more difficulty items correctly, and this pilot had a relatively small sample 
size.  As the average PBIS is 0.244, which suggests that the test possesses sufficient 
discriminative power, I moved forward with the principal component factor analysis 
including these items.  
Evidence from the principal component factor analysis suggests that the data most 
likely consists of two-factors.  Specifically, this evidence comes from the factor loadings 
as well as Cattell’s scree test and the explained variance guideline.  Moreover, the 
estimated correlation between the two-factors is 0.096, which suggests that these are 
likely two different factors. Lastly, the assessment has a high level of internal consistency 
for the two- factor solution, which occurs when the items measure a single, 
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unidimensional construct (ATS, 2007).  Consequently, this data may not be 
unidimensional, and the two-factor solution may be most appropriate.  It is, however, not 
clear what the two factors represent.  While unidimensionality is an assumption of Rasch 
modeling, I moved forward with the analysis.  This is because the goal of this study was 
to better understand students’ abilities to critique empirical evidence and the criteria they 
use to do so, as opposed to presenting a final validated student assessment.  
Consequently, Rasch modelling was used to explore the first subquestion for research 
question 3. 
Rasch modelling.  A Rasch analysis was performed on the reading empirical 
evidence assessment results to determine whether the construct levels and associated 
items empirically order according to the hypothesized order in order to better understand 
students’ abilities to critique empirical evidence.  After first presenting the internal 
reliability and average difficulty estimates for each level of the construct, the items will 
be analyzed in more detail.  Specifically, I will present Wright maps, item difficulty 
estimates, item characteristic curves (ICCs) and item fit statistics.  Lastly, I will present 
evidence in regards to the students fit. These findings offer evidence for both theme 1 and 
theme 2 (see Table 6.1). 
Internal reliability.  The internal reliability is reported in terms of person (test) 
and item separation reliabilities (see Table 6.2).  For this data the person (test) reliability 
was below the critical value of 0.70 (EAP/PV=0.317), which indicates that the internal 
consistency of the rank ordering of students is poor.  Consequently, a subsequent 
assessment using the same items would likely result in a different ranking of the same 
students’ abilities.  In comparison, the item separation reliability was 0.936, which 
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suggests that the items are well separated and the sample is large enough to locate the 
items on the latent variable (Wright & Stone, 1979).  The item separation reliability tends 
to be stronger than the person separation reliability because there is more response data 
for the items (many students answered each item; N>125) than for the students (fewer 
items answered by each student; I=16).  The low person separation reliability and high 
item separation reliability are reflected on the Wright maps, which will be discussed 
following the average difficulty estimates.  
 
Table 6.2 
Person and item separation reliability for the reading empirical evidence items 
Person Separation  
(EAP/PV) Item Separation 
0.317 0.936 
 
 
Average difficulty estimates.  The average difficulty estimates for each level of 
the reading empirical evidence construct map are presented in Figure 6.1.  From Figure 
6.1, we see that the ordering of the difficulty of the four levels is consistent with the 
hypothesized model in Table 3.4, where the levels increase in difficulty according to the 
following order: 1) locate, 2) identify, 3) critique, and 4) compare and critique for 
relevant-supporting evidence.  While the average difficulty estimates do show the overall 
difficulty trend across the construct map, they do not provide information about items 
within each construct level.   
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Figure 6.1 
Average difficulty estimate for each level for the reading empirical evidence construct  
 
 
Wright maps.  Wright maps measure students’ abilities and item difficulties on 
the same scale (i.e., logit). Figure 6.2 provides a Wright map of the students’ ability and 
item difficulty parameters for the reading empirical evidence assessment.  In Figure 6.2, 
the student ability (left side) follows an approximate normal curve, which is desirable.  
However, the normal distribution of students’ abilities (left side) should be centered 
within and spread across the entire range of the item difficulties (right side).  This did not 
occur.  Instead, there are a number of students whose ability level is below the item of 
lowest difficulty, which makes this a difficult test. As such, the students are not well 
separated, which is reflected in the low person separation reliability (EAP/PV=0.317) that 
was previously reported. Moreover, we see that there are minimal clumps and gaps within 
the range of item difficulties.  This is reflected in the strong item separation reliability of 
0.936 that was previously reported.  Finally, in Figure 6.2 one should also notice that the 
construct levels are color coded by item difficulty.  According to the hypothesized theory 
and average difficulty estimates the levels should increase in the following order: 1) 
locates (green), 2) identifies (red), 3) critiques (blue), and 4) compares and critiques 
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(yellow).  With the exception of three items (DD_3_E; DD_4_E; BB_4_E), the empirical 
ordering follows the hypothesized ordering.   
 
 
Figure 6.2 
Wright map color coded by construct level for the reading empirical evidence construct 
 
 
 
 
 
While the construct levels are indicated after the item number, this view of the 
variable map does not make clear whether the items are ordering properly within each 
testlet.  Therefore, Figure 6.3 presents a different view of the Wright map that has been 
reorganized so as to separate the items by construct level.  Specifically, the left column 
corresponds to level 1 (i.e., locate), the second column corresponds to level 2 (i.e., 
identify), the third column corresponds to level 3 (i.e., critique), and the rightmost 
column corresponds to level 4 (i.e., compare & critique).  Moreover, testlet AA is color-
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coded green whereas testlet BB is blue, testlet CC is yellow, and testlet DD is red.  In 
general, this representation provides the opportunity to visualize whether all the items 
within a construct level are increasing in difficulty from levels 1 to 4 as proposed as well 
as whether each item within a testlet is following the hypothesized model.  In looking at 
Figure 6.3, there is a general increase in difficulty from construct level 1 to level 4.  
However, there are two points of concern.  First, while each item in testlets AA (i.e., 
green) and CC (i.e., yellow) increase in difficulty according to the proposed model, two 
items are disordered within testlets BB and DD.  Specifically, within testlet DD, the 
identify item (i.e., level 2; DD_2_V) is more difficult than the critique item (i.e., level 3; 
DD_3_V).  This results in a spread within level 3, with item DD_3 having an item 
difficulty lower than expected.  Similarly, within testlet BB, the critique item (i.e., level 
3; BB_3_E) is more difficult than the compare and critique item (i.e., level 4; BB_4_E).  
This results in a spread within level 3, with item DD_3 having an item difficulty lower 
than expected.  These disordered difficulty estimates within levels 3 and 4 should also be 
present within the item difficulty estimates.  
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Figure 6.3 
Wright map arranged by construct level and color coded by testlet for the reading 
empirical evidence construct 
  
 
Item difficulty estimates.  Table 6.3 presents the response model parameter 
estimates, which includes the item difficulty estimates.  While the item difficulty 
estimates should increase from one category level to the next, two items within testlet BB 
(BB_3_E and testlet BB_4_E) and testlet DD (DD_2_V and DD_3_V) are disordered.  
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These are the same two sets of items that were of concern with the Wright map analysis.  
This disordering will also be visible on the item characteristic curves. 
 
Table 6.3 
Response model parameter estimates for the reading empirical evidence items 
Variables  Unweighted Fit (outfit)  
Weighted Fit 
(infit) 
Item Estimate  MNSQ T  MNSQ T 
AA_1_V -0.743  0.97 -0.2  0.97 -0.5 
AA_2_V -0.160  0.95 -0.3  0.95 -0.8 
AA_3_V 0.876  1.19 1.5  1.08 0.7 
AA_4_V 1.102  1.30 2.2  1.15 1.0 
BB_1_E -0.960  0.93 -0.5  0.95 -0.8 
BB_2_E -0.085  0.95 -0.4  0.94 -0.8 
BB_3_E 0.487  1.02 0.2  1.03 0.3 
BB_4_E -0.148  0.94 -0.5  0.94 -0.8 
CC_1_V -0.925  0.96 -0.3  0.98 -0.3 
CC_2_V 0.312  0.92 -0.6  0.90 -1.1 
CC_3_V 0.770  0.95 -0.4  0.97 -0.3 
CC_4_V 1.428  1.39 2.8  1.10 0.6 
DD_1_E -1.036  1.01 0.1  1.01 0.2 
DD_2_E -0.455  1.01 0.1  1.00 -0.0 
DD_3_E -0.635  0.99 -0.0  1.00 -0.1 
DD_4_E -0.124  0.98 -0.1  0.97 -0.4 
 
 
Item characteristic curves.  The item characteristic curves (ICCs) provide a 
graphical representation of the probability of a student correctly responding to an item 
(Y-axis) as a function of her ability (on the X-axis).  The ICCs for each of the 16 items, 
organized by construct level, are presented in Appendix P).  For the most part, the ICCs 
support the hypothesized ordering of the levels.  Specifically, the compare and critique 
items (i.e., level 4) are the most difficult items and the probability associated with the 
lowest student ability at this level was lower than any other level.  This means that there 
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is a lower probability for students of low ability to correctly answer the compare and 
critique items (i.e., level 4), thus making them the most difficult items.  Conversely, the 
locate items (i.e., level 1) are the easiest items, and the probability associated with the 
lowest student ability at this level was higher than items at any other level.  This means 
that there is a higher probability for students of low ability to correctly answer the locate 
items (i.e., level 1).  The probability associated with the lowest student ability to identify 
(i.e., level 1) and critique (i.e., level 2) empirical evidence fell within these extremes, 
with the level 1 being higher than the level 2.  This suggests that it is easier to identify 
than to critique empirical evidence, but it is more difficult to identify than to locate 
empirical evidence.  Moreover, it is more difficult to compare and critique than it is to 
critique empirical evidence.  There are, however, a couple of exceptions to this trend: two 
items within testlet BB (BB_3_E and testlet BB_4_E) and testlet DD (DD_2_V and 
DD_3_V).  These are the same two sets of items that showed disordering within the 
Wright map (Figure 6.3) and the item difficulty estimates (Table 6.3).  Specifically, the 
probability for lowest student ability for item BB_4_E is higher than that of BB_3_E and 
the probability for lowest student ability for item DD_3_V is higher than that of 
DD_2_V.  This means that, within testlet BB, more students correctly answered the level 
4 item than the level 3 item, which makes it easier for students to compare and critique 
(i.e., level 4) than to critique (level 3).  Moreover, within testlet DD, more students 
correctly answered the level 2 item than the level 3 item, which makes it easier for 
students to identify (i.e., level 2) than to critique (i.e., level 3).  Both are divergences 
from the hypothesized theory.  Hypotheses as to why these disorderings occurred will be 
discussed later in this chapter.  Consequently, it is necessary to explore both the item and 
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student fit statistics for explanations. 
Item fit statistics.  The response model parameter estimates (see Table 6.3) also 
includes the item fit statistics.  When examining the mean square values (MNSQ) for 
evidence of item misfit, no items were overfitting (MNSQ > 0.75), which suggests each 
item is providing unique information about the construct.  Moreover, no items exceeded 
the critical weighted (infit) MNSQ value of 1.3, which suggests that items whose 
difficulty was near students’ ability levels tended not to generate unexpected responses.  
However, in examining the unweighted (outfit) MNSQ values there is one item 
(CC_4_V) that has a MNSQ value greater than the critical value of 1.3 (MNSQ=1.39).  
This suggests that there is at least one unexpected response (i.e., misfit) to an item that, 
based on the item difficulty and student ability, the student should have clearly answered 
correctly or incorrectly.  As item CC_4_V was the most difficult item, unexpected correct 
responses are most likely contributing to the outfit issue.  Additionally, the MNSQ values 
for items AA_3_V and AA_4_V stand out as being different from those of the other 
items.  These are the same items with poor PBIS values.  In returning to the ICCs for 
these three items (CC_4_V, AA_3_V, and AA_4_V), it is apparent that these items are so 
difficult as to be at the tail of the logit curve.  As such, the software mistakenly spotted 
them too far to the left, which created the misfit.  As items BB_3_E, BB_4_E, DD_2_V, 
and DD_3_V did not show signs of misfit, there is likely another explanation for their 
disordered item difficulty estimates.  This will be later discussed. 
Student fit statistics.  While the complete student misfit table is available in 
Appendix Q, Table 6.4 presents only those cases where misfit was an issue.  Specifically, 
the responses to 23 cases showed signs of infit (weighted).  However, two of these (S233 
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and 171) had weighted MNSQ values greater than 2, which distorts or degrades the 
instrument (Linacre, 2012).  
 
 
Table 6.4 
Response model parameter estimates for students who answered the reading empirical 
evidence items and showed misfit 
Cases Score 
Max 
Possible 
Score 
 Weighted 
Likelihood 
Estimate 
(WLE) 
Standard 
Error of 
WLE 
Case Fit  
233 3 16  -1.52570 0.64452 2.26728  
171 4 16  -1.6641 0.59463 2.16068  
61 3 16  -1.52570 0.64452 1.92282  
175 2 16  -1.96356 0.73044 1.84782  
247 4 16  -1.6641 0.59463 1.82861  
97 12 16  1.16084 0.60009 1.79257  
193 2 16  -1.96356 0.73044 1.78630  
43 4 16  -1.6641 0.59463 1.76954  
229 2 16  -1.96356 0.73044 1.73704  
199 5 16  -0.56384 0.56384 1.58645  
11 4 16  -1.6641 0.59463 1.52811  
21 4 16  -1.6641 0.59463 1.52316  
91 4 16  -1.6641 0.59463 1.43494  
189 5 16  -0.85035 0.56384 1.39106  
141 6 16  -0.55922 0.54530 1.38853  
101 9 16  0.26189 0.53691 1.38336  
35 4 16  -1.6641 0.59463 1.37001  
207 4 16  -1.6641 0.59463 1.36931  
159 4 16  -1.6641 0.59463 1.35312  
105 4 16  -1.6641 0.59463 1.33630  
119 4 16  -1.6641 0.59463 1.32929  
27 7 16  -0.28201 0.53545 1.30305  
241 5 16  -0.85035 0.56384 1.30049  
 
 
Cognitive Interview Results 
Cognitive interviews were conducted with a sample of 28 students, equally 
divided between the 6th and 7th grade classes.  The students expressed their thinking out 
loud to the item corresponding to locate, identify, and critique items within one testlet 
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(i.e., CC).  After first presenting the percent of students who correctly responded to the 
item at each level, the students’ response patterns will be examined. 
Percent correct.  Table 6.5 summarizes the correct responses for items at each 
level of the construct.  In regards to the frequencies of correct responses for items at each 
level, from Table 6.5, we see that the most number of students (F=21; 75.00%) correctly 
responded the locate item.  This suggests that the locate item was the easiest item for 
students to answer.  Conversely, as the least number of students (F=14; 42.86%) correctly 
answered the critique item, it was the most difficult of the three items.  In between these 
extremes, exactly half of the students (F=14; 50.00%) correctly answered the identify 
item.  These results correspond with the larger sample of students from the Rasch 
analysis.  As such, the decreasing frequency of correct responses corresponds to an 
increasing difficulty of the items, which provides support for the hypothesized ordering 
of the locate, identify, and critique levels.  That being said, it is also important to examine 
whether the trend is meaningful or based on happenstance.  Consequently, the response 
patterns will next be examined. 
 
Table 6.5 
Summary of correct responses to the reading empirical evidence items 
Construct Level Percent Correct 
3: Critique 42.86% 
2: Identify 50.00% 
1: Locate 75.00% 
 
 
Response patterns.  When answering assessments that were developed based on 
Rasch theory, students’ responses should follow a Guttman pattern in which students 
correctly respond to all items up to a certain difficulty and then incorrectly respond to all 
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the items above that difficulty.  It is, therefore, important to examine the students’ 
response patterns, which are presented in Figure 6.4.  Specifically, incorrect responses are 
color-coded red and correct responses are color-coded green.  From Figure 6.4, we see 
that 24 of the 28 student responses (85.71%) follow a Guttman pattern.  For instance, 
while some students (F=5; 7.86%) were not able to answer any items correctly, other 
students were only able to correctly respond to the locate item (F=7; 25.00%).  Moreover, 
students at the identify level (F=3; 10.71%) correctly responded to the items 
corresponding to both the locate and identify levels, but incorrectly responded to the item 
at the critique level (level 3).  Last, students at the critique level (F=9; 32.14%) correctly 
answered items at all three levels.  Because students tended to only be able to answer 
items to a certain difficulty and proceeded to incorrectly answer items of higher 
difficulty, the pattern of students’ responses provides evidence that the percent correct 
trend is meaningful. 
 
Figure 6.4 
Summary of students’ response patterns to the reading empirical evidence items 
Construct Level Pattern 
Summary 
Guttman 
Pattern Frequency Percent 1 2 3 Locate Identify Critique  
   
000 Yes 5 17.86 
 
    
    
    
    
   
100 Yes 7 25.00 
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110 Yes 3 10.71 
 
    
    
   
111 Yes 9 32.14 
 
    
    
    
    
    
    
    
    
   010 No 1 3.57  
   011 No 1 3.57  
   101 No 2 7.14 
 
    
 
 
Summary of Students Abilities’ to Critique Empirical Evidence when Reading 
In the section that follows, I return to the themes that emerged from both the 
assessments and cognitive interviews that pertained to students’ abilities to critique 
empirical evidence when reading in order to synthesize the data presented (see Table 
6.1). 
Theme 1:  It was more difficult for students to critique than identify or locate 
empirical evidence, and it was more difficult for students to identify than locate 
empirical evidence.  The first theme that emerged from analyses of the assessments and 
cognitive interviews regarding students abilities to critique empirical evidence is that it 
was more difficult for students to critique than identify or locate empirical evidence.  
Moreover, it was more difficult for students to identify than locate empirical evidence.  
This supports the hypothesized ordering of the first three levels of the reading empirical 
evidence construct: 1) locate, 2) identify, and 3) critique. 
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Assessment evidence.  In general, evidence from the Rasch analysis provides 
empirical evidence for the hypothesized ordering of the first three levels of the construct. 
First, the estimates for the average item difficulties (see Figure 6.1) increase from locate 
(-0.916) to identify (-0.097) to critique (0.3745).  Ideally, all items within each level 
would have average difficulties very close to one another, and, therefore close to the 
average.  However, when examining the Wright maps, there was a spread in difficulty 
within the critique level (i.e. level 3).  This suggests that at least one item within level 3 
was not behaving as theorized.  Analyses of these items will next be discussed. 
Within level 3, item AA_3 (i.e., the most difficult item in this level) showed signs 
of item discrimination, however this is likely due to the sample not having enough 
students of higher ability.  Instead, the problematic item is DD_3 (i.e., the item of lowest 
difficulty within level 3), which had an item difficulty that was lower than expected as 
indicated on the Wright map (Figure 6.3) and the disordered item difficulty estimates 
(Table 6.3).  In the level 3 items, the students are asked to examine a new piece of 
evidence and determine whether it could be added to the argument.  From Table 6.6, 
which presents information about the design of the level 3 items, we see that while items 
AA_3 and CC_3 address the topic of volcanoes and the new piece of evidence introduced 
in the item was relevant-supporting, items BB_3 and DD_3 address the topic of 
earthquakes and the new piece of evidence was irrelevant.  While the topic and type of 
support might explain why items AA_3 and CC_3 are more difficult than items BB_3 
and DD_3, it does not explain why item DD_3 is much less difficult than item BB_3.  
This necessitates an examination of the evidence introduced within each item (see 
column 4, Table 6.6).  In particular, we see that the evidence for item DD_3 is on the 
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topic of asteroids, whereas the evidence provided in item BB_3 is on the topic of 
earthquakes.  As the overall topic of the assessment for both items BB_3 and DD_3 is on 
earthquakes, this makes the evidence in item DD_3 much more irrelevant.  This, 
therefore, explains why it was an easier item and should be eliminated from the critique 
level for this analysis.    
 
Table 6.6 
Design aspects of level 3 items for the reading empirical evidence construct 
Question Topic Type of 
Support 
Evidence from Question 
AA_3 Volcano Relevant-supporting 
The volcano called Tambora tends to erupt about 
once every millennium and releases about 100 
km3 of magma. 
CC_3 Volcano Relevant-supporting 
The volcano called Katami erupted in 1912 with a 
power of 6, and its ash cloud reached high into 
the sky. 
BB_3 Earthquake Irrelevant 
The largest recorded earthquake in the United 
States was in Prince William Sound, Alaska, in 
1964 and had a destructive power of 11. 
DD_3 Earthquake Irrelevant 
65 million years ago an asteroid is believed to 
have hit the Yucatan Peninsula with 
1,000,000,000,000 tons of energy. 
 
 
Interview evidence.  Evidence from cognitive interviews provides further support 
for the ordering of the first three levels of the construct.  Specifically, the percent of 
correct responses within the cognitive interviews decreased as the hypothesized difficulty 
level increased.  Specifically, less students were able to correctly respond to the critique 
item (F=14; 42.86%) than the identify (F=14; 50.00%) or locate (F=14; 50.00%) items, 
and less students were able to correctly respond to the identify item (F=14; 50.00%) than 
were able to correctly respond to the locate item (F=14; 50.00%).  Furthermore, the 
students’ responses tended to follow a Guttman pattern (F=24; 85.71%), which suggests 
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that the percent of correct responses is a meaningful criterion to evaluate the difficulty of 
the levels. 
 In summary, evidence from both the cognitive interviews and assessments 
suggests that it was more difficult for students to compare and critique empirical 
evidence than it was for them to either identify or locate empirical evidence.  Moreover, 
it was more difficult for students to identify empirical evidence than it was for them to 
locate empirical evidence.  While this supports the hypothesized ordering of the first 
three levels of the reading empirical evidence construct map, even locating empirical 
evidence was difficult for a large proportion of these students.  The fourth hypothesized 
level, compare and critique, will next be discussed. 
Theme 2:  Students’ abilities to compare and critique evidence depend on the 
data provided, with it being easier for students to critique relevant contradictory 
data than irrelevant data.  The second theme that emerged was that it is more difficult 
to compare and critique empirical evidence and irrelevant data than to critique empirical 
evidence.  Moreover, it was less difficult to compare and critique empirical evidence and 
relevant-contradictory data than to critique empirical evidence.  As the cognitive 
interviews did not include a compare and critique item due to time constraints, they could 
not inform this theme.  Consequently, this theme emerged solely from analyses of the 
assessment results.  
Within the compare and critique level (i.e., level 4), there was a spread in 
difficulties with items CC_4 and AA_4 being more difficult than items BB_4 and DD_4.  
While items CC_4 and AA_4 showed indications of misfit and/or poor item 
discrimination, these issues could likely be resolved with a larger sample that includes 
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more students of higher ability.  Instead, it is items BB_4 and DD_4 that are problematic 
because their item difficulties are lower than hypothesized.  Consequently, the design of 
the items, which is presented in Table 6.7, should be explored to determine possible 
explanations.  In these items students are asked to compare the quality of two arguments 
when the first argument is based on empirical evidence and the second argument is 
supported by either irrelevant or relevant-contradictory data.  Specifically, from Table 6.7 
we see that items CC_4 and AA_4 addressed the topic of volcanoes and used irrelevant 
evidence in the referent argument, whereas items BB_4 and DD_4 addressed the topic of 
earthquakes and used relevant-contradictory evidence in the referent argument.  As the 
topic (i.e., earthquakes versus volcanoes) did not impact the item difficulties for the 
locate, identify, and critique items, it is not likely to be the source of variance within this 
level.  Instead, the spread in difficulty is likely due to the type of support.  Specifically, 
when students compared empirical evidence to relevant-contradictory data (i.e. items 
BB_4 and DD_4), they had a higher probability of answering the question correctly (i.e., 
easier items).  In comparison, when students compared empirical evidence to irrelevant 
evidence (i.e., CC_4 and AA_4), they had a lower probability of answering the item 
correctly (i.e., more difficult items).  This suggests that the compare and critique level 
(i.e. level 4) should be split into two different levels, because students’ abilities varied 
depending on the data:  1) Compare and critique empirical evidence and relevant-
contradictory data and 2) Compare and critique empirical evidence and irrelevant data. 
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Table 6.7 
Design aspects of level 3 items for the reading empirical evidence construct 
Question Topic Type of Support in  2nd argument 
CC_4 Volcano Irrelevant 
AA_4 Volcano Irrelevant 
BB_4 Earthquake Relevant-contradictory 
DD_4 Earthquake Relevant-contradictory 
 
 
While the difficulty estimates for the compare and critique items (i.e., level 4) 
suggest that the level should be split, it is also important to consider the relationship of 
their difficulty estimates to the difficulty estimates of other levels. Specifically, from the 
Wright map (see Figure 6.3), we see that it was less difficult for students to compare and 
critique empirical evidence and relevant-contradictory data (i.e., items BB_4 and DD_4) 
than to critique empirical evidence (i.e., level 3).  Moreover, it was more difficult for 
students to compare and critique empirical evidence and irrelevant data (i.e., items CC_4 
and AA_4) than to critique empirical evidence (i.e., level 3).  These comparisons are 
reflected in the revised construct map presented in Table 6.8.   
  
Table 6.8 
Revised reading empirical evidence construct map 
Hypothetical Construct Map  Revised Construct Map 
Level Description Level Description 
  5 
Compare and critique empirical 
evidence and irrelevant data 
4 Compare & Critique empirical evidence 4 Critique empirical evidence 
3 Critique empirical evidence 3 Compare and critique empirical evidence and relevant-contradictory data 
2 Identify empirical evidence 2 Identify empirical evidence 
1 Locate empirical evidence 1 Locate empirical evidence 
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CRITERIA USED TO CRITIQUE EMPRICAL EVIDENCE WHILE READING 
Students’ abilities to critique empirical evidence are likely related to the criteria 
on which they base those critiques.  Consequently, during cognitive interviews, students 
explained the rationale for their answer choices when they located, identified, and 
critiqued empirical evidence.  Specifically, the students expressed their thinking out loud 
to three items in one testlet (i.e., CC).  Two themes emerged in regards to the criteria 
students used to locate, identify and critique empirical evidence (see Table 6.9). 
 
Table 6.9 
Themes about students’ criteria that emerged from the reading empirical evidence items 
Theme 3 Students used both knowledge of argument structure and knowledge of 
support of the claim to locate empirical evidence 
Theme 4 Students who correctly identified or critiqued empirical evidence used knowledge of support of the claim, but those who incorrectly identified or 
critiqued empirical evidence used different criteria 
 
 
Theme 3:  Students Used Both Knowledge of Argument Structure and Knowledge 
of Support of the Claim to Locate Empirical Evidence 
The first theme that emerged from the cognitive interviews was that students used 
both knowledge of argument structure and knowledge of support of the claim to locate 
empirical evidence.  Specifically, from Table 6.10, which presents the criteria students 
used to locate the empirical evidence, we see that 33.33% (F=7) of the students relied on 
knowledge of argument structure, whereas 23.81% (F=5) used knowledge of support of 
the claim.  
The criterion of knowledge of argument structure focused on whether students 
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recognized the argument components: the claim is a statement that answers the question, 
evidence consists of observations or measurements, and that reasoning uses science ideas.  
When locating empirical evidence, students applied knowledge of argument structure by 
looking for observations or measurements and/or matching each sentence in the argument 
to an argument component.  For instance, one student said:  
Sentence 1 is the claim, sentence 2 is the evidence, and sentence 3 is, um, 
restating the claim.  Sentence 2 is using evidence from the table.  He’s using 
things that say like, “the Tambora Volcano had an explosive power of 7 and the 
ash cloud was very high, and the Galeras Volcano had an explosive power of 2 
and its ash cloud was low to the ground [S149]. 
We see that when locating evidence, he was looking in the argument for numbers and/or 
variables that were also in the data table.  While this is how students tended to apply the 
knowledge of argument structure criteria to locate evidence, when students incorrectly 
located evidence they tended to apply an incorrect knowledge of argument structure 
criterion (F=5; 71.43%).  Students who applied an incorrect knowledge of argument 
criteria tended not to have clear definitions for the argument components.  For instance, 
one student said:  “I didn’t pick sentence 2 because it just says the explosive numbers and 
the reason why it is lower, not higher.  So, I didn’t want to say that the answer, what’s 
that word, it didn’t say it completely” [S10].  While he recognized that the argument 
contained measurements, he did not recognize that the measurements were evidence.  
Moreover, as opposed to looking for evidence, he was looking for an explanation of why 
the explosive power was lower.  Because he did not know what evidence was, he could 
not locate it in the argument.  As such, this example provides additional support that 
applying the knowledge of argument structure criterion could help students locate 
evidence. 
Other students (F=5; 23.81%), however, used knowledge of support of the claim 
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to locate emprical evidence.  Specifically, the criteria of support was coded when 
students asserted that one justification better supported the relationship in the claim, that 
one of the justifications better supported an alternative claim, or stated that the 
relationship in the justification doesn’t match the relationship in the claim.  In locating 
empirical evidence this criteria was most often applied when students compared the 
relationships between the variables in the evidence of the argument and the relationship 
in the claim.  For instance, one student said: 
It says that, “the Tambora Volcano had an explosive power of 7 and the ash cloud 
was very high, and the Galeras Volcano had an explosive power of 2 and its ash 
cloud was low to the ground”.  So he's pretty much supporting his claim by 
proving that volcanoes, um, that have higher ash clouds have more explosive 
power. And volcanoes that have lower explosive power, its closer, its ash cloud is 
closer to the ground [S67]. 
 
Clearly, to locate the empirical evidence, she was focused on matching the relationships 
in the evidence and claim. 
The students in this pilot were able to locate empirical evidence using both the 
criteria of knowledge of argument structure and knowledge of support of the claim.  This 
was possible because the empirical data, which consists of observations and 
measurements, within the arguments always supported the claim.  Therefore, the 
empirical data was always empirical evidence.  While knowledge of argument structure 
can be used to consistently locate empirical data, students who use this criterion would 
likely not be able to differentiate between empirical evidence from relevant-contradictory 
and irrelevant data (i.e., level 2).  In contrast, students who applied the criteria of 
knowledge of support of the claim, which focuses on comparing the relationships 
between the variables and the relationship in the claim, would likely be able to 
distinguish between these different types of supports (i.e., level 2) in addition to locating 
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empirical evidence.  While it is not problematic that the students used both criteria to 
locate empirical evidence, the type of criteria they employed could likely be used as a 
predictor of their ability to identify empirical evidence. 
 
Table 6.10 
The criteria students provided for their answer choices on the reading empirical evidence 
items 
Criteria 
Answered 
Correctly  Incorrectly  
Frequency Percent Frequency Percent 
Knowledge of argument structure 7 33.33 1 14.28 
Incorrect knowledge of argument structure   5 71.43 
Knowledge of support of the claim 5 23.81   
Knowledge of relevancy of the science topic 4 19.05   
Vague 3 14.29   
Numeracy 1 4.76   
Test taking skills 1 4.76   
No reason or No answer   1 14.28 
TOTAL 21 100% 7 100% 
 
 
Theme 4:  Students who Correctly Identified or Critiqued Empirical Evidence Used 
Knowledge of Support of the Claim, but Those who Incorrectly Identified or 
Critiqued Empirical Evidence Used Different Criteria 
 The second theme that emerged from the cognitive interviews was that students 
who correctly identified or critiqued empirical evidence used knowledge of support of the 
claim, but those who incorrectly identified or critiqued empirical evidence used different 
criteria.  From Table 6.11, which presents the criteria students used to identify and 
critique empirical evidence, we see that students who identified (F=12; 85.71%) and 
critiqued (F=12; 83.30%) tended to base the criteria for their answers on knowledge of 
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support of the claim.  Knowledge of support of the claim was coded when students 
asserted that one justification better supported the relationship in the claim, that one of 
the justifications better supported an alternative claim, or stated that the relationship in 
the justification doesn’t match the relationship in the claim.  When applying this criteria 
to emprical evidence students tended to focus on relationships.  For instance, when 
identifying empirical evidence one student justified her selection by focusing on how the 
relationship of the variables in the data table matched the relationship of the variables in 
the answer choice:  “Here it says [data table], here when it says an explosive power of 4, 
it reaches a medium height.  And that’s exactly what it did in B [answer choice]. So that’s 
why I chose B” (S80).  This student identified additional evidence that could be added to 
an argument by examining whether the relationship between the variables in the data 
corresponded to those in the data table from which the argument was based.  When 
critiquing empirical evidence another student was even more explicit about whether the 
relationships supported the claim.  For instance, she said: 
His claim was that volcanoes that have more explosive power produce ash clouds 
that reach higher into the sky.  And this [evidence in item that is to be critiqued] 
has and the volcano called Katami, it had a explosive power of 6 and its ash cloud 
reached high into the sky.  And if you look at the table, it says the volcano Santa 
Maria had an explosive power of 6 and the ash cloud also reached a high height.  
So I think this does support his claim (S84). 
 
In essence, she compared the relationships stated in the claim, evidence being critiqued, 
and the variables in the data table.  These examples are representative of students’ 
application of the support criteria when identifying and critiquing empirical evidence. 	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Table 6.11 
The criteria students provided for identifying and critique empirical evidence when 
reading 
Criteria 
Answered 
Correctly Incorrectly 
Identify Critique Identify Critique 
F % F % F % F % 
Knowledge of support of the claim 12 85.71 10 83.30     
Knowledge of relevancy of the science topic 1 7.14 1 8.33   2 12.50 
Knowledge of argument structure   1 8.33     
No reason or no answer 1 7.14   3 21.43 3 18.75 
Vague     3 21.43 1 6.25 
Extrapolation     3 21.43   
Incorrect knowledge of argument structure     3 21.43 1 6.25 
Incorrect knowledge of support of the claim     1 7.14 9 56.25 
Test Taking Skills     1 7.14   
TOTAL 14  12  14  16  
 
 
While students who were able to successfully identify and critique empirical 
evidence most often based their criteria on knowledge of support of the claim, the 
antithetical is also true.  Students who incorrectly identified and critiqued empirical 
evidence tended not to apply knowledge of support (0%).  This provides further support 
that knowledge of support of the claim is necessary to identify and critique empirical 
evidence.   
When incorrectly identifying empirical evidence, the students tended to either use 
incorrect knowledge of argument structure (F=3; 21.43%) or make extrapolations from 
the data (F=3; 21.43%).  The incorrect knowledge of argument structure criterion was 
applied in the same manner as it was applied to the incorrect location of empirical 
evidence.  Students were unable to identify evidence because they didn’t understand for 
what they should be looking.  For instance, one student said: 
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Because it says “The volcano called El Chichon erupted in 1982 with an 
explosive power of 4, and its ash cloud reached a medium height”.  Um, because, 
ya, um, it shows the measurements and the explosive power, but its not showing 
why some ash clouds have higher ash clouds than others (S35).   
 
This student is trying to identify the reasoning as opposed to the evidence.  As such, her 
answer is based on incorrect knowledge of argument structure.  Other students, however, 
extrapolated in order to make the data fit the claim.  Specifically, the extrapolation 
criterion was coded when students added on more information that is not in the text, 
table, or item in order to make the justification support the claim, or to explain why a 
justification does not support the claim.  For instance, when attempting to identify 
empirical evidence to support the claim that volcanoes that have more explosive power 
produce ash clouds that reach higher into the sky, one student tried to make the following 
piece of data support the claim: The most powerful volcanic eruption measured in the last 
4,000 years was the 1815 Tambora eruption, which had an explosive power of 7.  
However, the data only addresses the explosive power and not the height of the ash 
cloud.  To compensate for this the student extrapolated that since “it was the most 
powerful eruption in the last 4,000 years, it would make sense that the ash clouds were 
higher than all the others”.  In essence, he tried to make the data support the claim by 
adding to it.  This is how students tended to extrapolate, which resulted in an incorrect 
identification of evidence. 
In comparison, students most often applied the criteria of incorrect knowledge of 
support of the claim (F=9; 56.25%) when they incorrectly critiqued empirical evidence.  
The incorrect knowledge of support criterion was coded when the student articulated 
either that supporting evidence doesn’t have to be relevant or that more evidence is 
needed in order to be supporting.  For example, one student said: 
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[40:57] I think it is C because it “supports the claim, but does not address the 
question”.  I pick that one because the question was “why do some volcanoes 
have ash clouds that reach higher into the sky”.  He’s not showing why, he’s just 
supporting his claim, which is that explosive power, the higher explosive power 
produce ash clouds higher into the sky (S35). 
 
This student notes that the evidence is supporting, however he says that it does not 
address the question.  Consequently, he does not understand that in order to be supporting 
it must also be relevant.  Instead he seems to be confusing relevancy with reasoning.  
This was a common occurrence for students who applied the incorrect knowledge of 
support of the claim criterion in order to critique empirical evidence. 
 
Summary of Students’ Critiques of Empirical Evidence when Reading 
The students who incorrectly critiqued evidence used incorrect knowledge of 
support of the claim, whereas the students who incorrectly identified empirical evidence 
tended to base their criteria on either incorrect knowledge of argument structure or made 
the data fit the claim through extrapolations.  Therefore, students who incorrectly 
identified and critiqued empirical evidence used different criteria.  Moreover, these 
criteria were also different from the criteria students used to correctly locate, identify, or 
critique empirical evidence:  knowledge of support of the claim.  Some students, 
however, also used knowledge of argument structure to locate empirical evidence.   
 
CRITIQUING EMPRICAL EVIDENCE WHILE WRITING SCIENTIFIC 
ARGUMENTS 
The hypothesized progression for students’ abilities to critique empirical evidence 
in their written responses is as follows:  0) no empirical evidence, 1) some empirical 
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evidence, 2) empirical evidence for claim, and 3) empirical evidence for scientifically 
accurate claim (see Table 3.5).  To assess where the students’ abilities fall along the 
construct map, five items for writing arguments were developed.  While two items 
addressed earthquakes, three items addressed volcanoes.  Students’ abilities to critique 
empirical evidence in their written responses were scored using a scoring guide that 
corresponds to the hypothesized construct map (see Appendix C).  In addition to the 
written assessment, a subset of students explained their thinking out loud as they 
responded to one writing item (i.e., 5_V).  Themes about students’ abilities emerged from 
responses to assessment items and cognitive interviews.  
 
Students’ Abilities to Critique Empirical Evidence 
Two themes regarding students’ abilities to critique empirical evidence emerged 
from analyses of the assessments and cognitive interviews (See Table 6.12). 
 
Table 6.12 
Themes about students’ abilities that emerged from the writing empirical evidence items 
Theme 5 Students struggled to justify their claims with empirical evidence 
Theme 6 
It was more difficult for students to provide empirical evidence a 
scientifically accurate claim, than to provide evidence for the student’s 
claim, than to not provide any empirical evidence; making a distinction 
between providing some empirical evidence and providing empirical 
evidence for the student’s claim was not useful in practice 
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Assessment Results 
In the sections that follow, I will first summarize evidence from CTT that the data 
meets the assumptions of Rasch modeling and is, thus, an appropriate analysis.  The full 
CTT analysis, however, is available in Appendix R.  This will then be followed by Rasch 
analyses. 
Testing Rasch assumptions:  classical test theory.  Prior to examining the factor 
structure, I first examined the discrimination of the items.  The purpose of evaluating the 
item discrimination values is to examine whether there is strong link between each item 
and the scale.  This link is evaluated by examining the point biserial correlation (PBIS) 
(see Table R1), which is the correlation between students’ performance on a particular 
item in relationship to the total test score.  Ideally, the PBIS values for each item should 
increase monotonically from level 0 to level 3.  This is because PBIS is a correlation 
between who gets that score and who does well on the assessment.  As such, PBIS values 
should increase from the lowest score level to the highest score level.  From Table R1 we 
see that there are four mismatches.  The PBIS values for 1_E.2 is higher than 1_E.3, 
4_V.1 is higher than 4_V.0, 5_V.2 is higher than 5_V.3, and 6_V.2 is higher than 6_V.3.  
Moreover, all the level 3 PBIS values are above the critical value of high discrimination 
of 0.2, with the exception of 6_V.3.  It is possible that these misorderings are related to 
low frequency counts for some categories (see Table R2).  For instance, for misordering 
of levels 2 and 3 in question 5_V, the frequency count for the level 3 item is 5.  As such, 
any unexpected responses would impact this correlation because smaller frequency 
counts create larger errors and more random fluctuations in the PBIS values as well as the 
fit statistics.  Taken together, this suggests that the test is moderately discriminating and 
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there will likely be issues with the ordering of the items with the Rasch analysis.  
Evidence from the principal component factor analysis suggests that a two-factor 
solution is most appropriate.  Specifically, all four tests of dimensionality (e.g., the Kaiser 
criterion, explained variance, factor loadings and Cattell’s scree test) point to a two-factor 
solution.  This is further supported by the strong internal reliability for the two-factor 
solution (see Table R.5), which occurs when the items measure a single, unidimensional 
construct (ATS, 2007).  As such, the data may best be described by a two-factor solution.  
Furthermore, the two-factors correspond to the two days of assessment, which I will 
discuss in detail within Chapter 8.  While unidimensionality is an assumption of Rasch 
modeling, I moved forward with a Rasch analysis because the goal of the study was to 
understand students’ abilities to critique empirical evidence as opposed to presenting a 
final validated student assessment.  As such, Rasch modelling was used to explore this 
research question. 
Rasch modelling.  To explore whether the construct levels and the items within 
each level function as hypothesized, a Rasch analysis was performed.  The internal 
reliability of the assessment will be presented in addition to the average difficulty 
estimates for each level of the construct.  This will be followed by a more detailed 
analysis of the items that includes a presentation of the Wright maps fit statistics, and 
item characteristic curves.  Lastly, I present an analysis of the students’ responses. 
Internal reliability.  The internal reliability is reported in terms of person (test) 
and item separation reliabilities (see Table 6.13).  For this data, both the person (test) 
reliability (EAP/PV=0.355) and item separation reliability (0.463) were below the critical 
value of 0.70.  This indicates that the internal consistency of the rank ordering of students 
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and items is poor.  Consequently, a subsequent assessment using the same items would 
likely result in a different ranking of the same students’ abilities and subsequent 
assessment with the same students would likely result in a different ranking of the item 
difficulties.  As discussed previously, this is likely related to the decision to design five 
parallel items.  Specifically, the levels within each of the items are likely of similar 
difficulty, which means the items are not spreading the students’ abilities very well. 
Moreover, the order of the item difficulties within each level could be reordered.  I will 
return the reliabilities and discuss them in further depth within Chapter 8.  Regardless, the 
low person and item separation reliabilities should be reflected in both the average 
difficulty estimates and Wright maps. 
 
Table 6.13 
Person and item separation reliability for the writing empirical evidence items 
Person Separation  
(EAP/PV) Item Separation 
0.355 0.463 
 
 
Average difficulty estimates.  Table 6.14 presents the response model parameter 
estimates, which includes the average item difficulty estimates (i.e., second column).  
These values are also graphed within Figure 6.14.  By item, I mean one writing item and 
not the levels of the construct within each item.  In examining both Table 6.14 and Figure 
6.5, we see that the items do, in fact, have similar difficulties.  Specifically, the range is 
from -0.212 (easiest item; 1_E) to 0.217 (most difficult item; 5_V).  It is positive that all 
the items have similar difficulties because the goal was to create five parallel writing 
items.  The relation of the items to the students’ abilities will next be examined within 
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Wright maps. 
 
Table 6.14 
Response model parameter estimates for the writing empirical evidence items 
Variables  Unweighted Fit (outfit)  
Weighted Fit 
(infit) 
Item Estimate  MNSQ T  MNSQ T 
1_E -0.212  0.92 -0.6  1.04 0.3 
2_E 0.150  0.69 -2.7  0.94 -0.3 
4_V -0.010  0.78 -1.8  0.96 -0.2 
5_V 0.217  0.68 -2.8  0.81 -1.4 
6_V -0.145*  1.28 2.0  1.33 2.2 
 
 
 
Figure 6.5 
Average difficulty estimates and fit statistics for the writing empirical evidence items 
 
 
 
Wright maps.  Wright maps measure students’ abilities and item difficulties on 
the same scale (i.e., logit), which makes it possible to directly compare the two 
measurements (i.e., student ability and item difficulty).  Figure 6.6 provides a Wright 
map of the students’ ability and average item difficulty parameters for writing empirical 
evidence.  
In Figure 6.6, the student ability (left side) follows an approximate normal curve, 
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with each x representing 1.5 students.  Second, the difficulty of the items (right side) are 
clumped together.  Third, the normal distribution of students’ abilities is not spread across 
the range of item difficulties.  The reason for this is that the goal was to design five 
parallel items (i.e., items having equal difficulty) and partial credit assigned to students’ 
responses using rubrics.  Consequently, an alternative version of the Wright map is 
presented in Figure 6.6, which includes the item threshold estimates for each level within 
each writing item.   
 
Figure 6.6 
Wright map color coded by item for the writing empirical evidence construct 
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Within Figure 6.7, the item threshold estimates represent the difficulty of moving 
from one level to the next higher level.  In this figure the items have been organized into 
columns (i.e., column 1 corresponds to item 1, column 2 corresponds to item 2, etc.) and 
the levels correspond to the color-coded bars (i.e., level 0 is grey, level 1 is green, level 2 
is red, and level 3 is blue).  There are several aspects of this Wright map that are 
important to note.  First, the student ability followed an approximate normal curve, 
however each x now represents 0.4 students.  Second, the normal distribution of students’ 
abilities was not spread across the entire range of the item difficulties.  Because there are 
a number of students whose ability level is below the lowest item threshold (i.e., more 
than half), this was a difficult test.  Consequently, this data provides support for the first 
theme that students struggled to justify their claims with empirical evidence.  Third, the 
item difficulties are fairly clumped together, which is reflected in the poor item separation 
reliability of 0.463.  However this is to be expected as we intentionally designed five 
items with similar difficulties in order to measure students’ abilities at different time 
points.  Fourth, when looking with each item column, the empirical item difficulties 
correspond to the hypothesized order of the construct levels.  Last and perhaps most 
important, when looking at the horizontal grouping by construct level, we see that the bar 
for level 1 (i.e., green) is very thin.  This suggests that it is a response option that students 
tend not to use.  This level, therefore, should be collapsed, which will be discussed later 
in this chapter.  Keeping these issues in mind, it is important also examine the step 
difficulty estimates as well as whether any items have unexpected responses (misfit).   
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Figure 6.7 
Wright map color coded by construct level for the writing empirical evidence construct 
 
 
 
Item difficulty estimates.  Table 6.15 presents the response model parameter 
estimates, which includes the item step difficulty estimates (deltas) and fit statistics.  The 
step difficulty estimates (i.e., column 2) represent the probability of moving from level 0 
to level 1 (i.e., step 1), level 1 to level 2 (i.e., step 2), and level 2 to level 3 (i.e., step 3).  
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From Table 6.15, we see that the step-1 estimates range from 0.716 to 1.464, the level 2-
step estimates range from -2.698 to -0.988, and the level-3 step estimates range from 
0.175 to 1.710.  Moreover, we see that the level 2 step estimates are always more difficult 
than the level 1 step estimates.  This lower probability associated with moving from level 
1 to 2 (i.e., step 2) is associated with the lower frequency counts of students moving from 
level 1 to 2 than those moving from 0 to 1.  This will also be reflected in the item 
characteristic curves.   
  
Table 6.15 
Response model parameter estimates for the steps in the writing empirical evidence 
construct 
Variables  Unweighted Fit (outfit)  
Weighted Fit 
(infit) 
Item Estimate  MNSQ T  MNSQ T 
1_E.0   1.00 0.0  0.96 -0.2 
1_E.1 1.464  1.13 1.0  0.99 0.1 
1_E.2 -1.745  0.59 -3.7  0.91 -0.6 
1_E.3 0.281*  0.99 0.0  1.21 1.0 
2_E.0   0.60 -3.6  0.84 -1.1 
2_E.1 0.716  0.65 -3.1  0.95 -0.1 
2_E.2 -1.083  0.87 -1.0  1.03 0.2 
2_E.3 0.367*  0.43 -5.7  1.16 0.6 
4_V.0   0.64 -3.2  0.82 -1.3 
4_V.1 0.793  0.66 -3.0  0.95 -0.1 
4_V.2 -0.968  1.00 0.0  1.04 0.2 
4_V.3 0.175*  0.74 -2.2  1.02 0.1 
5_V.0   0.63 -3.3  0.79 -1.7 
5_V.1 0.988  0.83 -1.4  0.98 0.1 
5_V.2 -2.698  0.71 -2.4  0.85 -1.2 
5_V.3 1.710*  0.66 -3.0  1.04 0.2 
6_V.0   0.89 -0.8  1.04 0.3 
6_V.1 0.830  1.02 0.2  0.99 0.1 
6_V.2 -2.137  0.85 -1.2  0.92 -0.7 
6_V.3 1.307*  8.06 23.5  1.54 1.9 
An asterisk next to a parameter estimate indicates that it is constrained 
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Item characteristic curves.  The item characteristic curves (ICCs) provide a 
graphical representation of the probability of student ability (on the X-axis) given a 
particular score for a particular item (on the Y-axis).  The ICCs for all 5 items are 
presented in Appendix S.   In looking at these it important to note that the probability for 
the students of lowest ability is approximately the same for all items.  Moreover, the 
highest probability associated with the abilities generally increases in the hypothesized 
ordering: 0) no empirical evidence, 1) some empirical evidence, 2) empirical evidence for 
claim, and 3) empirical evidence for scientifically accurate claim.  Again, this provides 
evidence for student abilities writing theme 2.  That being said, some empirical evidence 
levels (i.e., level 1) are never of highest probability for items 1_E.1, 2_E.1, 4_V.1, or 
5_V.1.  Similarly, empirical evidence for a scientifically accurate claim (i.e., level 3) is 
never of highest probability for items 5_V.3 and 6_V.3.  This simply means that there 
were lower frequency counts within these levels. 
Item fit statistics.  It is important to examine evidence in support of item fit: the 
weighted (infit) and unweighted (outfit) mean square values [MNSQ].  From Table 6.14, 
which summarizes the average item statistics, we see that the MNSQ weighted (infit) and 
unweighted (outfit) values were different from the values from the other items.  
Moreover, the MNSQ weighted value (MNSQ=1.28) nearly exceeded the critical 
threshold of 1.3 and the MNSQ unweighted value (MNSQ=1.33) exceeded the critical 
threshold.  Moreover, the MNSQ from one item (2_V) is below the critical overfitting 
value of 0.75, which suggests that it may be providing information that is redundant with 
other items.  This is likely because the items were designed to be parallel.   
As previously discussed, the fit statistics for each item level, which are presented 
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in Table 6.15, provide more meaningful information.  Again, there is evidence of overfit.  
Specifically, the MNSQ of ten item levels are below the critical overfitting indication 
(MNSQ < 0.75) (e.g., 1_E.2, 2_E.0, 2_E.1, 2_E.3, 4_V.0, 4_V.1, 4_V.3, 5_V.0, 5_V.2, 
5_V.3).  Moreover, we see that level three within item six (i.e., 6_V.3) has a significant 
MNSQ for both the outfit (MNSQ=8.06) and infit (MNSQ=1.54).  This suggests that 
there is at least one unexpected observation in which students incorrectly answered an 
item that should have been very easy or correctly answered an item that should have been 
very difficult (i.e., outfit).  There is also at least one unexpected response to an item 
targeted at the students’ ability level.  As infit and outfit issues can be caused by only one 
unexpected response and there are only 9 students at this response level (see Table R.2), 
it is very possible that this is the case.  It is, therefore, important to examine the student 
fit statistics and response patterns for those students who scored a 3 on item 6_V. 
Student fit statistics.  While the complete student misfit table is available in 
Appendix T, Table 6.16 presents those cases where misfit was an issue.  Specifically, the 
responses to 12 students showed signs of infit (weighted).  However, none of these had 
weighted MNSQ values greater than 2, which distorts or degrades the instrument 
(Linacre, 2012).   
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Table 6.16 
Response model parameter estimates for students who answered the writing empirical 
evidence items and showed misfit 
Student Score 
Max 
Possible 
Score 
 Weighted 
Likelihood 
Estimate 
(WLE) 
Standard 
Error of 
WLE 
Case Fit 
33 7 15  -0.27893 0.41484 1.94044 
165 8 15  -0.12469 0.42177 1.65924 
245 6 15  -0.43047 0.41546 1.61124 
163 5 15  -0.58506 0.42380 1.60611 
143 8 15  -0.12469 0.42177 1.52777 
9 2 15  -1.4788 0.52568 1.47360 
27 2 15  -1.4788 0.52568 1.47360 
77 5 15  -0.12226 0.53357 1.47119 
97 10 15  0.22013 0.46452 1.46256 
101 3 15  -0.93147 0.47233 1.43347 
195 3 15  -0.93147 0.47233 1.43347 
183 4 15  -0.74908 0.44146 1.41555 
195 3 15  -0.93147 0.47233 1.43347 
 
 
Because item 6_V showed signs of both infit and outfit, it is also important to 
examine the student responses.  Table 6.17 presents the response codes for all writing 
items of students who scored a 3 on item 6_V.  Immediately, we see that seven of the 
students (039, 041, 046, 103, 142, and 157) scored a 3 on item 6_V, but scored a 0 on all 
of the remaining items. Moreover, this did not occur because item 6_V was the first item 
the students received.  Because of the rotation of different assessment forms, this item fell 
on different assessment days and in different orders within the same assessment day.  
This suggests that the students had sophisticated responses to this item, but not for any of 
the other items.   
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Table 6.17 
Response codes for all students who scored a 3 on item 6_V on the writing empirical 
evidence construct 
Student 1_E 2_E 4_V 5_V 6_V Mean 
035 2 3 1 2 3 2.2 
039 0 0 0 0 3-2-3* 0.6 
041 0 0 0 0 3-2-3* 0.6 
046 0 0 0 0 3-2-3* 0.6 
094 3 2 3 3 3 2.8 
103 0 0 0 0 3-1-3* 0.6 
142 0 0 0 0 3-1-2* 0.6 
157 0 0 0 0 3-2-2* 0.6 
162 0 0 0 3-1-1* 3-2-2* 1.2 
*#-#-# refers to: score - assessment day - item number 
 
 
Cognitive Interview Results 
During the cognitive interviews, students expressed their thinking out loud to one 
writing item (i.e., item 5_V).   To establish students’ abilities to critique empirical 
evidence, the frequency of students who marshaled empirical evidence was tabulated (see 
Table 6.18).  From Table 6.18, we also see that the most number of students only used 
empirical evidence to justify their claims (F=13; 46.43%).  Additionally, some students 
applied a mechanism (F=2; 7.14%) or incorrect reasoning (F=1; 3.57%) in addition to 
evidence.  While a mechanism consists of science ideas that justify the claim, reasoning 
uses science to justify why the evidence supports the claim.  Regardless, in total, 16 of 
the 28 students (F=57.14%) supported their claims with evidence, which represents the 
most often used justification.  
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Table 6.18 
Summary of students’ arguments and justifications for the writing empirical evidence 
construct 
Argument 
Constructed Type of Justification(s) 
Frequency 
of Students 
Percent  
of Students 
Yes 
Empirical Evidence 13 46.43 
Empirical Evidence + Incorrect Reasoning 1 3.57 
Empirical Evidence + Mechanism 2 7.14 
Mechanism 8 28.57 
No No Justification or No Response 4 14.29 
 
 
 
Summary of Students’ Abilities to Critique Empirical Evidence when Writing 
Analysis of the assessments and cognitive interviews yielded two themes about 
students’ abilities to critique empirical evidence when writing (see Table 6.12). 
 
Theme 5.  Students struggled to justify their claims with empirical evidence 
The first theme is that when students justified their claims they tended to use 
empirical evidence; however this was challenging for many students.  From the Wright 
map (Figure 6.7) we saw that a large number of students were not able to provide some 
empirical evidence (i.e., below threshold 1).  Specifically, the mean score response was 
0.65 and 69.35% (F=86) of the students had an average score response lower than 1.  
Similarly, in the interviews, 42.86% (F=12) of the students did not justify their claims 
with empirical evidence (see Table 6.18).  It is promising, however, that of the 12 
students who did not justify their arguments with empirical evidence, 8 students (66.67%) 
did justify their arguments with something else.  Namely, these students applied a 
mechanism that used science ideas to justify the claim.  Regardless, students struggled to 
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justify their claims with empirical evidence. 
 
Theme 6:  It was more difficult for students to provide empirical evidence a 
scientifically accurate claim, than to provide evidence for the student’s claim, than 
to not provide any empirical evidence; making a distinction between providing some 
empirical evidence and providing empirical evidence for the student’s claim was not 
useful in practice 
The second theme is that it was more difficult for students to provide empirical 
evidence for the scientifically accurate claim, than to provide empirical evidence for the 
student’s claim, than to not provide any empirical evidence.  Moreover, making a 
distinction between providing some empirical evidence and providing empirical evidence 
for the student’s claim was not useful.  This theme aligns with the upper two levels of 
hypothesized ordering of the writing empirical evidence construct: 0) no empirical 
evidence 1) some empirical evidence, 2) empirical evidence for student’s claim, and 3) 
empirical evidence for scientifically accurate claim.  Specifically, this ordering is 
supported by evidence from the Wright map (see Figure 6.7), which suggest that the 
empirical item thresholds for levels within each item correspond to the hypothesized 
order of the construct levels.  However, the thinness of level 1 lead to some overlap in the 
item difficulty thresholds 1 and 2.  Consequently, there was overlap in the range of 
student abilities that corresponded to providing no empirical evidence (i.e, level 0), 
providing some empirical evidence (i.e., level 1), and providing empirical evidence for 
the claim (i.e., level 2).  This also manifested in the disordering of the item step 
difficulties and ICCs.  This disordering is associated with a less frequently observed 
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intermediate category, which suggests that not many students were using that response 
option.  Conceptually, for these items, it makes sense to collapse levels 1 and 2 to 
together.  Level 1 (i.e., providing some empirical evidence) often occurs when students 
include all of the data in the argument; they are not selective of what data should count as 
evidence.  For these items, students were also doing this at Level 2 (providing empirical 
evidence for the student’s claim) because the student’s claims that were not scientifically 
accurate included all of the data; therefore their evidence also included all of the data.  
The difference between these levels, therefore, was only in regards to the openness of the 
claim with claims that corresponded to level 2 encompassing all of the data.  When 
collapsing these two levels together (levels 1 and 2), the new suggested ordering will be 
as follows:  0) no empirical evidence, 1) empirical evidence for student’s claim, and 2) 
empirical evidence for scientifically accurate claim.  
 
The Criteria Students’ Used to Critique Empirical Evidence 
The criteria students used to critique empirical evidence likely informs their 
ability to make such critiques.  As such, students’ thinking was elicited during cognitive 
interviews in which they explained out loud why they did or did not use authority, 
mechanism, and data statements to support their claim on one item (5_V).  This data was 
used to explore research question 3b:  What criteria do students use to critique empirical 
evidence (in writing)?  One theme emerged that addresses the criteria students used (see 
Table 6.19). 
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Table 6.19 
Theme about students’ critiques that emerged from the writing empirical evidence items 
Theme 7 
When students justified their claims with empirical data, they most often 
based their criteria on knowledge of argument structure or relevancy of the 
science topic  
 
 
Theme 7. When students justified their claims with empirical data, they most often 
based their criteria on knowledge of argument structure or relevancy of the science 
topic 
From Table 6.20, which presents the criteria students used to justify their claims, 
we see that students who justified their claims with empirical data tended to either use 
knowledge of argument structure (F=4; 25.00%) or knowledge of relevancy of the 
science topic (F=4; 25.00%).  However, these criteria only make up half the students and 
there is a wide range in the criteria used by the students.  The first aspect of this theme, 
students often use knowledge of argument structure, was attended to in chapter 5 because 
the knowledge of argument structure criterion is related to critiquing the form of 
justification.  In comparison, the knowledge of relevancy of support criterion is an aspect 
of critiquing empirical evidence.  As the focus of this chapter is on empirical evidence, I 
will provide evidence that students often based their criteria on knowledge of relevancy 
of the science topic.   
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Table 6.20 
The criteria students used when they justified their claims with evidence, a mechanism, or 
incorrect reasoning on the writing empirical evidence items 
Criteria Empirical 
Data Mechanism 
Incorrect 
Reasoning 
Category Description F % F % F % 
Forms Knowledge of argument structure 4 25.00     
Incorrect knowledge of argument structure   2 20.00   
Authority   1 10.00   
Personal experience       
Support Knowledge of relevancy of the science 
topic 4 25.00 2 20.00 1 100.00 
Knowledge of support of the claim 1 6.25     
Knowledge of accuracy of science content 1 6.25     
Incorrect knowledge of support of the claim       
Other Test taking skills 1 6.25 1 10.00   
Literacy 1 6.25     
Numeracy 1 6.25     
Extrapolation       
No reason or no answer   1 10.00   Vague 3 18.75 3 30.00   
 TOTAL 16  10  1  
*4 students did not provide justifications 
*3 students provided 2 justifications 
 
 
The knowledge of argument structure criterion was used when students focused 
on how the data table had observations or measurements when articulating why they used 
the data table to construct a justification.  For instance, one student said: “I know that the 
table has useful information that could help me to answer the question. … It’s more better 
to use information that has actual measuerements in it and scales” (S148).  Because he 
knew that evidence consisted of measurements, he applied the criteria of knowledge of 
argument structure.   
In comparison, the relevancy criterion was used when the students asserted that 
one justification better fits with the science topic than the other justifications.  Often 
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students applied this to emprical data by stating the variables that were important without 
expressing the relationship between the variables.  For instance, one student in explaining 
why she used the data table to support her claim said that “the average amount of yearly 
rain causes some volcanoes to have more explosive eruption than others” and “I liked the 
part how it [data table] shows the power of eruption and average amount of yearly rain” 
(S35).  Or another student said, “Because, um, do you know how we talked about the 
explosive eruptions, and then I see um that its here” (132).  A third student said, “they 
had more useful information for me to answer the question” (S84).  In essence, each 
student is saying that it is relevant to the science topic.  In summary, students who 
constructed empirical evidence tended either to use knowledge of argument structure or 
knowledge of relevancy of the science topic as a rationale for using the data table.   
 
CONCLUSION 
 All themes for student’s abilities to critiquing empirical evidence as well as the 
criteria they used to make the critiques are summarized in Table 6.21, which organizes 
them by research question and modality.  In regards to research question 3a, the 
hypothesized ordering of students’ abilities was empirically verified for reading.  
However, there was one exception within the reading tasks.  Specifically, students’ 
abilities to compare and critique (i.e., level 4) empirical evidence was split into two 
levels: 1) compare and critique empirical evidence and irrelevant data and 2) compare 
and critique empirical evidence and relevant-contradictory data.  Moreover, it was more 
difficult to compare and critique empirical evidence and irrelevant data than to critique 
empirical evidence (i.e., level 3) and it was less difficult to compare and critique 
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empirical evidence and relevant-contradictory data than to critique empirical evidence 
(i.e., level 3).  For the writing construct map, level 1 had low frequencies, which resulted 
in a very thin level on Figure 6.7.  This, in turn, resulted in overlap in the threshold 
estimates.  Consequently, level 1 should be collapsed, and conceptually it makes sense to 
collapse levels 1 and 2 together.  The empirical results, therefore, suggest that it was 
more difficult to provide evidence for a scientifically accurate claim, than to provide 
evidence for the student’s claim, than to provide no evidence.  Moreover, it was not 
useful to make a distinction between providing some empirical evidence and providing 
empirical evidence for the student’s claim.  Overall, the empirical results for the 
empirical evidence construct maps for reading and writing mostly support the 
hypothesized theory, however revisions to both were necessary. 
 In regards to research question 3b, students used the knowledge of support 
criterion to locate, identify, and critique empirical evidence while reading, but did not use 
it to explain why they used empirical evidence within their written responses.  Instead, 
for writing, the students tended to use the criterions of relevancy of the science topic or 
knowledge of argument structure.  The students also used the knowledge of argument 
structure criterion within the locate item within the reading tasks.  When students 
incorrectly identified or critiqued empirical evidence they used different criteria than 
those who correctly identified and critiqued empirical evidence.  This same phenomena 
also occurred within the forms of justification construct. 
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Table 6.21 
Themes for student’s abilities to critique empirical evidence and the criteria they use to 
make the critiques within the reading and writing items 
Research 
Question Reading Writing 
3a.   
Student 
Ability 
It is more difficult for students to 
critique than identify or locate 
empirical evidence, and it was 
more difficult for students to 
identify than it is for them to 
locate empirical evidence  
Students struggled to justify their 
claims with empirical evidence 
Students’ abilities to compare and 
critique evidence depend on the 
data provided, with it being easier 
for students to critique relevant 
contradictory data than irrelevant 
data 
It was more difficult for students 
to provide empirical evidence a 
scientifically accurate claim, than 
to provide evidence for the 
student’s claim, than to not 
provide any empirical evidence; 
making a distinction between 
providing some empirical 
evidence and providing empirical 
evidence for the student’s claim 
was not useful in practice 
3b.   
Criteria 
Students used both knowledge of 
argument structure and 
knowledge of support of the 
claim to locate empirical evidence 
When students justified their 
claims with evidence they most 
often based their criteria on 
relevancy of the science topic or 
knowledge of argument structure 
Students who correctly identified 
or critiqued empirical evidence 
used knowledge of support of the 
claim, but those who incorrectly 
identified or critiqued empirical 
evidence used different criteria 
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Chapter 7:  Dimensionality Analysis 
The assessments used within Chapters 5 and 6 of this dissertation addressed 
research question 2a and 3a, which explored students’ abilities to critique forms of 
justification and empirical evidence, respectively.  Moreover, the students’ abilities to 
critique these aspects of scientific evidence were explored within the modalities of 
reading and writing.  I further argued that these four constructs (e.g. reading forms of 
justification, reading empirical evidence, writing forms of justification, and writing 
empirical evidence) were independent of one another.  This, however, was an assumption 
associated with important pedagogical implications.  Namely, is it worth the investment 
of time and energy to teach these four constructs separately, or can they be consolidated?  
This assumption can be explored by evaluating the extent to which the four constructs 
represent four separate abilities, which is the focus of this chapter as well as the fourth 
research question.  Specifically, I asked: 
  
4. To what extent do the four constructs represent four separate abilities as compared 
to one underlying overall ability? 
 
 
This chapter addresses the fit of four different models: 1) unidimensional: 
scientific evidence, 2) two-dimensional: reading vs. writing, 3) two-dimensional: forms 
of justification vs. empirical evidence, and 4) four-dimensional: reading forms of 
justification vs. writing forms of justification vs. reading empirical evidence vs. writing 
empirical evidence.  First, the unidimensional model assigned all four constructs to the 
same dimension, which measured students’ abilities to critique scientific evidence.  
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Second, the reading versus writing model included reading forms of justification and 
reading empirical evidence on one dimension and writing forms of justification and 
writing empirical evidence on a second dimension.  Third, the forms of justification 
versus empirical evidence model assigned reading and writing forms of justification on 
one dimension, and reading and writing empirical evidence on a second dimension.  
Fourth, the four-dimensional model placed each construct on a separate dimension.  From 
Table 7.1, which summarizes the dimensions and final deviance of each model, we see 
that model 2 (i.e., reading vs. writing) had the lowest final deviance (6740.0).  As such 
model 2 best fits the data. 
 
Table 7.1 
Dimensionality and fit of models 
 Model 1:   
4 dimensional 
Model 2: 
2 dimensional: 
Reading vs. 
Writing 
Model 3: 
2 dimensional: 
FoJ vs. EE 
Model 4: 
Unidimensional 
Final Deviance 
Parameters 
6746.7 
63 
6740.0 
65 
6854.8 
65 
6853.1 
72 
Dimension 1 • Reading: FoJ 
 
Reading:  
• FoJ 
• EE 
FoJ: 
• Reading 
• Writing 
• Reading: FoJ 
• Reading: EE 
• Writing:  FoJ 
• Writing: EE 
Dimension 2 • Reading: EE Writing 
• FoJ 
• EE 
EE: 
• Reading 
• Writing 
 
 
Dimension 3 • Writing: FoJ    
Dimension 4 • Writing: EE    
Note: FoJ=Forms of Justification; EE=Empirical Evidence 
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However, because these models had differing numbers of parameters, it is 
important to examine whether there is a statistically significant difference between the 
final deviance values through a chi-square test for independence (see Table 7.2).  From 
Table 7.2, which presents the significance of the chi square test, it is evident that models 
2 and 4 were not statistically significantly different (p=0.4566; α=0.05; 7df; χ=6.7).  Nor 
were models 1 and 3 statistically significantly different (p= 0.4277; α=0.05; 2df; χ=1.7).  
However, models 2 and 4 were statistically significantly lower that models 1 and 3 
(p<0.0001; α=0.05).  As such, models 2 and 4 better fit the data.  Because reading and 
writing are inherent in both models, these results suggest that considering reading and 
writing improved the fit of the model.  As model 4 would require a larger investment in 
time, energy, and resources and there is not a statistically significant difference between 
models 2 and 4, model 2 is more pedagogically appropriate.  The consideration of forms 
of justification and empirical evidence above and beyond reading and writing was not a 
useful distinction.  However, it is also important to check the correlations between these 
constructs to further support this claim.   
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Table 7.2 
Chi-square test for independence between the statistical models 
 Model 1:   
Unidimensional  
 
 
Model 2: 
2 dimensional: 
Reading vs 
Writing  
Model 3: 
2 dimensional: 
FoJ vs. EE  
Model 4: 
4 dimensional 
 FD=6853.1 
P=63 
FD=6740.0 
P=65 
FD=6854.8 
P=65 
FD=6746.7 
P=72 
 
Model 1:   
Unidimensional  
 
    
FD=6853.1 
P=63 
    
Model 2: 
2 dimensional: 
Reading vs.Writing  
FDdiff=113.1 
Pdiff=2 
p=<.0001 
   
FD=6740.0 
P=65 
    
Model 3: 
2 dimensional: FoJ 
vs. EE 
FDdiff=1.7 
Pdiff=2 
p= 0.4277 
FDdiff=114.9 
Pdiff=0* 
 
  
FD=6854.8 
P=65 
    
Model 4: 
4 dimensional 
FDdiff=106.4 
Pdiff=9 
p=<.0001 
FDdiff=6.7 
Pdiff=7 
p=0.4566 
FDdiff=108.1 
Pdiff=7 
p=<.0001 
 
FD=6746.7 
P=72 
    
FD=Final Deviance; P=Parameter; FDdiff=Difference in the final deviance values; 
Pdiff=Difference in the Parameter values 
*when the models have the same numbers of parameters, the deviance can be directly compared 
and a chi square test for significance is not necessary 
 
 
Low correlations suggest that the dimensions are more distinct, whereas high 
correlations suggest that the dimensions are more related.  Applied to this research, the 
constructs with low correlations provide further support for separate constructs, and the 
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constructs with high correlations provide further support for collapsing the constructs.  
The correlations for models 2, 3, and 4 are presented in Tables 8.3, 8.4, and 8.5 
respectively.  First, the highest correlation (ρ=0.981) appeared in Table 8.4 between the 
forms of justification and empirical evidence constructs, which suggests that this 
distinction was not meaningful and that the forms of justification and empirical evidence 
constructs should be collapsed into a single scientific evidence construct.  The high 
correlation makes this argument compelling.  Second, from Table 8.3, we see that the 
reading and writing constructs had a moderately low correlation (ρ=0.630), which 
suggests that these were likely separate constructs.  Table 8.5, which provides the 
correlations for the four dimensional model, contains contradictory evidence.  Namely, 
there were high correlations between reading forms of justification and writing forms of 
justification (ρ=0.878) as well as between reading empirical evidence and writing 
empirical evidence (ρ=0.957).  This suggests that the reading and writing forms of 
justification should be collapsed into a single construct, and the same should be done or 
reading and writing empirical evidence.  Moreover, there were low correlations between 
reading forms of justification and reading empirical evidence (0.595) as well as writing 
forms of justification and writing empirical evidence (0.633).  This suggests that the 
distinction between forms of justification and empirical evidence within the reading and 
writing constructs were meaningful.  Taken together, the results presented in Table 8.5 
suggest that reading and writing constructs should be collapsed and that the meaningful 
distinction was between forms of justification and empirical evidence.  That being said, 
the low correlations between reading forms of justification and writing empirical 
evidence (0.587) as well as between writing forms of justification and reading empirical 
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evidence (0.642) suggest that the distinction between modality may have been important 
in addition to the type of scientific evidence.  Because the highest correlation suggests 
that the distinction between forms of justification and empirical evidence was not 
meaningful and because there was evidence from the correlations within both models 2 
and 4 that suggest that the distinction between modality was important, the correlations 
provide further support for the chi square analysis.  Model 2 remains the 
recommendation. 
 
 
Table 7.3 
Correlations for model 2: Reading versus writing 
 Dimension 1: Reading Dimension 2: Writing 
Dimension 1: Reading   
Dimension 2: Writing 0.630  
 
 
 
Table 7.4 
Correlations for model 3: Forms of justification versus empirical evidence 
 Dimension 1: FoJ Dimension 2: EE 
Dimension 1: FoJ   
Dimension 2: EE 0.981  
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Table 7.5 
Correlations for model 4: Four-dimensional 
 Dimension 1: 
FoJ: Reading 
Dimension 2: 
FoJ: Writing 
Dimension 3: 
EE: Reading 
Dimension 4: 
EE: Writing 
Dimension 1:  
FoJ: Reading     
Dimension 2:  
FoJ: Writing 0.878    
Dimension 3: 
EE: Reading 0.595 0.642   
Dimension 4: 
EE: Writing 0.587 0.633 0.957  
  
 
Before concluding, I would like to return to and explore in more depth the two-
factor solutions that were found for the principle component factor analyses for all four 
constructs (see Appendices I, O, L, and R).  A summary of the factors onto which each 
item loaded within each construct is presented in Table 3.7.  This organization of items 
by factor is very similar to the day the items were administered (see Table 3.7).  Namely, 
factor 1 mostly corresponds to day 1 and factor 2 mostly corresponds to day 2.  I say 
mostly, because whereas the reading items were not rotated across days, on any one 
administration half of the students were administered writing items 1, 4, and 5 and the 
other half of the students were administered writing items 2 and 6.  Therefore, the 
organization of items by factor corresponds to 100% of the students taking the reading 
items, and approximately 50% of the students taking the writing items.  As the two-factor 
solution for the reading items were stronger than for the writing items and the reading 
items were not rotated across days whereas the writing items did rotate across days, I next 
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conduct a dimensional analysis for the reading items to determine whether the two-factor 
solution was meaningful and can be explained by the day of administration. 
 
Table 7.6 
Summary of the factors that items loaded on for each construct 
 Factor 1 Factor 2 
Reading: FoJ Testlet C* 
Testlet D* 
Testlet A* 
Testlet B* 
Reading: EE Testlet AA* 
Testlet BB* 
Testlet CC* 
Testlet DD* 
Writing: FoJ & EE 1 
4 
5 
2 
6 
*Represents 1 set of 4 items 
  
 
In order to determine whether the day of administration was the underlying reason 
for the 2 factor solution for the reading constructs, two models should be compared: 5) 
unidimensional reading and 6) 2-dimensional reading: day 1 versus day 2.  Table 7.7 
presents the final deviance, parameters, and results to the chi-square analysis for models 
5 and 6.  First, the final deviance of model 6 (4759.8) is lower than for model 5 (4773.0), 
which suggests that model 6 better fits the data.  However, because the two models have 
a different number of parameters, a chi-square analysis was performed to determine 
whether this was a statistically significant difference.  It was.  Model 6 was statistically 
significantly better than model 5 (p=0.00136; α=0.05; 7df; χ=13.2), which suggests that 
the data may be two-dimensional and that the two factors likely correspond to the two 
day the items were administered.  However, from Table 7.7, we see that these two factors 
were moderately correlated (ρ=0.749).  Taken together, these findings suggest that there 
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was a relationship between the two factors, which is good because they both 
corresponded to the reading modality.  Furthermore, the two-dimensional solution 
confirms the two-factor solution and provides evidence that the two-dimensions 
correspond to the day the items were administered.  As such, learning occurred between 
the two time points.  While the teachers agreed to not teach specifically scientific 
argumentation between the two administrations, the students may have learned how to 
respond to the items during the first administration and were better able to answer them 
during the second administration. 
 A mystery remains, however, around the two-factor solutions for the writing 
constructs.  Because the items were rotated across days, this analysis would be 
complicated.  It may suggest that different classes had different amounts of learning, 
which is plausible because both general education and advanced work classes 
participated in this study.  As such, there could be an interaction between the class, the 
items, and the day the items were administered. 
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Table 7.7 
Chi-square test for independence between statistical models 5 and 6 
 Model 5: 
Unidimensional 
Reading 
Model 6: 
2-dimensional 
Reading: 
Day 1 vs. Day 2 
 FD=	  4773.0 
P=33 
FD=	  4759.8 
P=35 
Model 5: 
Unidimensional 
Reading 
  
FD=	  4773.0 
P=33 
  
Model 6: 
2-dimensional 
Reading: 
Day 1 vs. Day 2 
FDdiff=13.2 
Pdiff=2 
p=0.00136 
 
FD=	  4759.8 
P=35   
FD=Final Deviance; P=Parameter; FDdiff=Difference in the final deviance values; 
Pdiff=Difference in the Parameter values 
 
 
Table 7.8 
Correlations for model 6: Day 1 versus Day 2 
 Dimension 1: Day 1 Dimension 2: Day 2 
Dimension 1: Day 1   
Dimension 2: Day 2 0.749  
 
 
Summary 
 The dimensional analyses provided insights into this data, which will be discussed 
in more depth within the implications section of Chapter 8.  First, we learned that the data 
best fits a two-dimensional model that corresponds to reading versus writing, and that the 
 219 
distinction between forms of justification and empirical evidence may not be a 
meaningful distinction.  Instead, the constructs of reading and writing scientific evidence 
may be more appropriate.  Moreover, in exploring the two-factor solution for the reading 
constructs, we learned that the two factors corresponded to the two days the items were 
administered.  This suggests that learning occurred between the two time points. 
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Chapter 8:  Discussion 
This dissertation focused on students’ abilities to critique scientific evidence 
specifically in terms of the form of justification and type of empirical evidence.  After 
first drawing conclusions from the findings associated with each of the four research 
questions, I discuss two overarching implications informed by these findings: 1) 
development of curriculum and 2) instructional practice.  Lastly, I conclude by discussing 
limitations of the study as well as directions for future research.  
 
Conclusions 
In the section that follows, I revisit each of the four research questions:  1) 
students’ preferences between and within forms of justification and types of empirical 
evidence, 2) students’ critique of forms of justification, 3) students’ critique of empirical 
evidence, and 4) the extent to which the four constructs represent four separate abilities.  
Not only do I draw conclusions from the findings, but I also explain the relationship 
between these findings and the broader research literature. 
 
Students’ Preferences Between and Within Forms of Justification and Types of 
Empirical Evidence 
 To address research question 1, I used a card sort to determine students’: 1) 
preferences between forms of justification and types of empirical evidence, 2) 
preferences within types of empirical evidence, and 3) preferences within forms of 
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justification.  While some research has explored what forms of justifications students 
prefer (Sandoval & Cam, 2011; Sandoval & Millwood, 2005) and whether students’ 
evidence supports their claim (Knight & McNeill, in review; L. Kuhn & Reiser, 2005; 
McNeill & Krajcik, 2007; Sandoval, 2003), students’ prioritization of forms of 
justification versus types of empirical evidence has not been addressed.  
Preferences between forms of justification and types of empirical evidence.  
The students in this study tended to prefer types of empirical evidence to forms of 
justification (i.e., Chapter 4, Theme 1), which suggests that the students recognized the 
role empirical evidence plays within the scientific community.  Namely, “scientific 
inquiry, at its core, is about acquiring data and transforming that data first into evidence 
and then into explanations” (Grady & Duschl, 2008, p.305).  Therefore, a form of 
justification (e.g., empirical data) only becomes a type of support (e.g., empirical 
evidence) when it also backs the claim.  In this way, empirical evidence is the unit of 
analysis by which science makes sense of the natural world.  The students’ prioritization 
of types of empirical evidence over forms of justification aligns with the epistemic value 
the scientific community places on support.  
Preferences within types of empirical evidence.  Within types of empirical 
evidence, students preferred relevant-supporting evidence to relevant-contradictory and 
irrelevant evidence, and relevant-contradictory evidence to irrelevant evidence (i.e., 
Chapter 4, Theme 2).  Additionally, the specificity of the criteria was related to the type 
of empirical evidence selected. 
First, it is very positive that the students’ most often selected relevant-supporting 
evidence because this is the only type of empirical evidence that does, in fact, support the 
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relationship purported in the claim.  In comparison, relevant-contradictory evidence 
supports the counter claim, and irrelevant evidence, which is neither supportive nor 
contradictory, introduces tangential ideas.  Moreover, the students who selected relevant-
supporting evidence used knowledge of support of the claim as the criteria for their 
choice.  This means that they considered how the justifications supported the claim by 
examining whether the relationship between the variables in the justification matched the 
claim.  The findings in several research studies that examined students’ abilities to 
construct relevant-supporting evidence found that they tend to include inappropriate 
evidence, which includes relevant-contradictory and irrelevant evidence (Knight & 
McNeill, in review; McNeill & Krajcik, 2007; Sandoval, 2003).  This points to how 
challenging this skill is for students.  While the students were not asked to construct 
relevant-supporting evidence in this task, they did select it as a better type of support than 
relevant-contradictory or irrelevant evidence.  As such, providing options from which the 
students can select, such as in a card sort, may scaffold their understandings of what 
counts as empirical evidence and their ability to construct their own relevant-supporting 
evidence.  In the implications at the end, I return to the role of scaffolding. 
The second most selected type of empirical evidence was relevant-contradictory 
evidence.  The students who selected relevant-contradictory evidence tended to focus on 
knowledge of relevancy of the science topic as opposed to knowledge of support of the 
claim, which is a difference in specificity.  For instance, many of these students 
recognized that the same variables were used in both the justification and the claim, 
which uses knowledge of relevance of the science topic.  However, these students tended 
not to examine the direction of the relationship, which uses knowledge of support of the 
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claim.  As such, knowledge of support of the claim is more specific than knowledge of 
relevance of the science topic.  While research has recognized that students often 
construct claims with inappropriate evidence, including relevant-contradictory evidence 
(Knight & McNeill, in review; McNeill & Krajcik, 2007; Sandoval, 2003), the reasons 
why students may rely on relevant-contradictory evidence have not been well explored.  
These finding suggest that even though the students in this study did not understand the 
role of support, their understanding of the role of relevancy could be marshaled as a 
productive resource towards this end.  Namely, teachers could help students that have 
knowledge of relevancy (but not knowledge of support) by having them examine the 
direction of the relationships in the justification and claim.  As such, their knowledge of 
relevancy would be a productive resource because they already understand that the same 
variables must appear in the justification and claim.  I return to the role of productive 
resources in the implications section of this chapter. 
Third, students least often selected irrelevant evidence, which attended to only 
one of the variables in the claim.  These students tended to use vague criteria to explain 
why they selected irrelevant evidence, which suggests that they may not know what 
aspects of the evidence they should be examining.  While previous research has 
suggested that students routinely construct claims with irrelevant evidence (Knight & 
McNeill, in review; McNeill & Krajcik, 2007; Sandoval, 2003), the students in this study 
were less likely to select irrelevant evidence when also provided with relevant-supporting 
and relevant-contradictory evidence.  This provides additional support for the idea that 
tasks that require students to select evidence may help them refine their understanding of 
support.  I discuss the role of scaffolding in the implications at the end.  The vague 
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criteria, however, cannot be used as a productive resource to help refine students’ 
understanding of the concept when they did select irrelevant evidence.   
Preferences within forms of justification.  Within forms of justification, 
students preferred empirical data to both authority statements and personal experience 
(i.e., Chapter 4, Theme 3).  This finding aligns with previous research that suggests 
students often try to use data to support their claims when they construct arguments 
(Sandoval & Millwood, 2005) and that students prefer empirical data to authority 
statements (Sandoval & Cam, 2011).  Some students, however, selected authority 
statements and personal stories.  This aligns with research that suggests students 
sometimes use authority statements (King & Kitchener, 1994; D. Kuhn, Cheney, & 
Weinstock, 2000; Linn & Fylon, 2006) and personal experience (Hogan & Maglienti, 
2001; Kelly & Chen, 1999; Linn & Fylon, 2006; McNeill & Pimentel, 2010) as 
justifications for a claim.  It was, however, not possible to discern whether the students in 
this study preferred authority statements or personal experience.  That being said, it may 
not be important which of these types of justifications is more important; rather it might 
be important to just know that students did select either of these forms of justification.  In 
comparison, if students prefer data as the best form of justification, then their epistemic 
criteria is aligned with the scientific community (Aikenhead, 2005; Hogan & Maglienti, 
2001).  Consequently, knowing which forms of justification students’ select provides 
insights into the epistemic criteria by which they critique scientific evidence.  This has 
implications for curriculum development, which will be discussed later in the chapter. 
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Students’ Critique of Forms of Justification  
 The focus of research question 2 was on students’ abilities to critique forms of 
justification and the criteria they use to make those critiques.  I explored this within 
students’ responses to both reading and writing assessment tasks and through cognitive 
interviews with a subset of students who explained the reasons behind their responses.  
Reading.  The empirical results for the forms of justification reading construct 
did not support the hypothesized progression.  Namely, the hypothesized ordering was as 
follows: 1) locate, 2) identify, 3) critique, and 4) compare and critique.  The empirical 
results, however, suggest that the locate level was the most difficult level, and the other 
three levels were of approximately the same difficulty.  As such, students had trouble 
locating a statement that was a justification when it was not empirical data (i.e., Chapter 
5, Theme 1).  Moreover, the criteria used as a rationale for correct responses at the locate 
and identify levels did not align with the construct.  Specifically, students who correctly 
responded to items at the locate level tended to use incorrect knowledge of argument 
structure (i.e., Chapter 5, Theme 3) and students who correctly responded to items at the 
identify level tended to use test taking skills (i.e., Chapter 5, Theme 4).  This is an issue 
of construct validity: positively responding to the items does not require possession of the 
construct (Bond & Fox, 2007).  If items were measuring the forms of justification 
construct, the students’ rationale should have been based on correct knowledge of 
argument structure.  This is because the most appropriate form of justification is 
empirical data, and the knowledge of argument structure code captured students’ 
knowledge that evidence consists of measurements and observations (e.g. empirical data).  
In fact, this is what students who correctly responded to the item at the critique level 
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tended to use (i.e., Chapter 5, Theme 5).   
I hypothesize that the items at the locate level did not measure the construct and 
were more difficult than hypothesized because the students in this dissertation had 
previous experience with constructing arguments using the CER framework (see McNeill 
& Krajcik, 2012).  As such, they understood that evidence should consist of observations 
and measurements and did not recognize the authority statements and personal 
experience as appropriate justifications.  It was, therefore, possible for students with more 
knowledge of empirical evidence to score lower on the forms of justification construct.  
Consequently, the locate level and corresponding items should be removed from the 
hypothesized progression.   
In comparison, the identify item likely did not work because the students simply 
had to match the answer choice to what was stated in the argument.  For instance, if it 
was an argument based on authority justifications, the correct answer choice was 
“something an expert said or wrote” and the justification began with “A scientist …”.  
Therefore, the student only needed to recognize that a scientist was an expert.  This item, 
therefore, should be reconceptualized so that it is measuring the construct.  This could be 
accomplished through modifying either the item design (i.e., ways to measure the 
theoretical construct) or outcome space (i.e., how students respond to the question).  
An examination across the construct levels, however, led to an interesting finding 
that both builds on previous research and findings from the first research question.  First, 
previous research suggests that students sometimes use authority statements (King & 
Kitchener, 1994; D. Kuhn, et al., 2000; Linn & Fylon, 2006) and personal experience 
(Hogan & Maglienti, 2001; Kelly & Chen, 1999; Linn & Fylon, 2006; McNeill & 
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Pimentel, 2010) as justifications for a claim.  Findings from the first research question 
suggest that it was not possible to determine whether students’ prioritized justifications 
based on authority statements or personal experience (i.e., Chapter 4 Theme 3).  
However, findings from the second research question suggest that it may be more 
difficult for students to evaluate authority justifications than those based on personal 
experience (i.e., Chapter 5, Theme 2).  This conclusion is very tentative, however and 
warrants further investigation.  Moreover, I am not clear why this is this case, which is 
especially important in light of research that suggests that authority statements and 
personal experiences are similar in that they both relate to something the student has 
heard or experienced, and, subsequently accepted (Perkins et al., 1991).  This, in turn, 
suggests that it may not be important to know which of these forms of justification are 
more difficult for students to critique.  Teasing apart these relationships within a 
progression specifically addressing forms of justification would help us (i.e., the research 
community) better understand whether this distinction is important and if so why it is 
important.   
Writing.  The empirical results for the forms of justification reading construct 
suggest that most students constructed a justified claim (i.e., Chapter 5, Theme 6), and 
that students’ abilities can be spread across a meaningful progression.  Specifically, it 
was more difficult for students to provide more important forms of justification than to 
provide less important forms of justification than to not provide any forms of justification 
(i.e., Chapter 5, Theme 7).  Additionally, when students justified their claims with 
empirical data, they tended to use knowledge of argument structure as the rationale (i.e., 
Chapter 5, Theme 8).  These students explained that they used data as a justification 
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because it included observations and measurements.  In comparison, those who used less 
important forms of justifications tended to base their criteria on incorrect knowledge of 
argument structure or authority statements.  The use of knowledge of argument for the 
more important forms of justification and other criteria for less important forms of 
justification provides additional support for this progression.   
These findings speak to research that suggests students often try to construct an 
argument by justifying their claims, although they sometimes select (Sandoval & Cam, 
2011) or use supports that are less epistemically accepted forms of justification (King & 
Kitchener, 1994; D. Kuhn et al., 2000; Hogan & Maglienti, 2001; Kelly & Chen, 1999; 
Linn & Eylon, 2006; McNeill & Pimentel, 2010; Sandoval, 2003).  However, it also 
builds on this research by providing a meaningful progression of how students’ 
knowledge of forms of justification can develop over time. 
 
Students’ Critique of Empirical Evidence  
Overall, the results suggest that considering the relevance and support of evidence 
is a challenging skill for students, which aligns with previous research (e.g., Knight & 
McNeill, in review; McNeill & Krajcik, 2007; Sandoval, 2003; Sandoval & Millwood, 
2005).  However, the results to this study also build on this previous research in that the 
difficulty of this skill was broken down into a meaningful progression for critiquing 
empirical evidence within both reading and writing.   
Reading.  The empirical results to this study support the hypothesized reading 
empirical evidence construct map for the first three levels.  Specifically, it was more 
difficult for students to critique empirical evidence within one argument than it was for 
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them to identify new empirical evidence that was appropriate to include in an argument 
than it was for them to locate empirical evidence within an argument (i.e., Chapter 6, 
Theme 1).  The meaningfulness of these three levels was further supported by the criteria 
students used to justify their responses.  Namely, students who correctly responded to the 
locate, identify, and critique items tended to rely on knowledge of support of the claim 
(i.e., Chapter 6, Themes 3 and 4).  Moreover, students at the locate level also used 
knowledge of argument structure, however they were unable to productively marshal this 
knowledge for more difficult items (i.e., Chapter 6, Theme 3).  As such, students who had 
knowledge of argument structure, but not knowledge of support of the claim tended to 
not be able to correctly answer questions beyond the locate level.  Additionally, students 
who did not correctly respond to the locate, identify, and critique items tended not to use 
knowledge of support of the claim (i.e., Chapter 6, Themes 3 and 4).  Taken together, the 
ordering of the levels and the criteria the students used to rationalize their responses 
suggest that the reading empirical evidence construct map is a meaningful progression 
that posits critique as an important area for future K-12 argumentation instruction and 
also suggests that location and identification may be noteworthy initial and intermediary 
steps, respectively.  This finding provides further support to research that suggests that 
students struggle to identify evidence when reading (Phillips &Norris, 1999; Norris & 
Phillips, 1994), and that students often construct claims with inappropriate evidence 
(Knight & McNeill, in review; McNeill & Krajcik, 2007).  The construction of 
inappropriate evidence applies to this research because “reading is best understood as a 
constructive process” (Norris & Phillips, 2003, p.228).  For instance, in order to critique 
what is read, the reader must first have constructed an ideal text model in their mind to 
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compare the information interpreted from the reading.  This finding, however, also builds 
on the previous research in that it provides a meaningful progression of students’ abilities 
to critique empirical evidence.   
An interesting finding, however, occurred at the fourth level.  Specifically, 
students’ ability to compare and critique empirical evidence across two arguments was 
not always the most difficult skill as was hypothesized.  Instead, it depended on the data 
provided, with it being easier for students to compare and critique relevant-contradictory 
data than irrelevant data (i.e., Chapter 6, Theme 2).  This is especially interesting in 
recognition that both relevant-contradictory and irrelevant data were also included in 
items at the critique level and there was not a difference in difficulty.  As such, there is 
something about the interplay between the type of data provided in one argument that 
when it is compared to a second argument that included relevant-supporting evidence that 
made it easier for students to critique the relevant-contradictory data than the irrelevant 
data.  While a comparison of the difficulty of critiquing within and between texts is 
interesting, it has not been carefully studied within the research literature.  Comparing 
and critiquing across two arguments may highlight the differences in the arguments that 
should be examined in more detail.  In this case, the difference is the type of empirical 
evidence.  Gentner and Markman (1997) refer to this as an alienable difference, or a 
difference that is connected to a common system.  In this case the common system was 
the structure of the arguments, which always followed the order of a claim supported by 
evidence, and reasoning.  They further explain, 
The process of structural alignment leads to a focus on matching relational 
systems.  This focus determines both which commonalities are salient and what 
differences are salient.  This last may seem paradoxical:  Why should the common 
alignment determine which difference re important?  Yet, if we reflect that most 
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pairs of items in the world are dissimilar, this pattern seems functionally sensible.  
Intuitively, it is when a pair of items is similar that their differences are likely to 
be important. (Gentner & Markman, 1997, p.51) 
 
As such, because the arguments were structurally similar, the comparison of the two 
arguments highlighted the difference.  This, in turn, may have provided a scaffold that 
made it easier to compare and critique relevant-contradictory evidence than to critique 
evidence within a single argument.   
A question, however, still remains: Why was it easier to compare and critique 
relevant-contradictory evidence than irrelevant evidence?  Gentner & Markman (1997) 
again offer insight, explaining that when listing difference between pairs of words 
“participants often expressed confusion or irritation over the low-similarity pairs, perhaps 
reflecting their feeling that it makes no sense to talk about differences in the absence of a 
meaningful alignment” (p.50).  Applied to this research, irrelevant evidence was less 
similar than relevant-contradictory evidence to relevant-supporting evidence.  Whereas 
relevant-supporting and relevant-contradictory evidence only differed in the direction of 
the relationship between the two variables, irrelevant evidence only attended to one of the 
two variables of interest.  Consequently, it may have been more difficult for the students 
to compare and critique irrelevant evidence than relevant-contradictory evidence because 
the irrelevant evidence was less similar and didn’t have as meaningful of an alignment.  
Writing.  Although students struggled to justify their claims with empirical 
evidence (i.e., Chapter 6, Theme 5), their abilities spread across a meaningful 
progression.  Specifically, it was more difficult for students to provide empirical evidence 
for the scientifically accurate claim, than to provide empirical evidence for the student’s 
claim, than to not provide any empirical evidence (i.e., Chapter 6, Theme 6). 
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 Perhaps, the reason why students struggled to justify their claims with empirical 
evidence (i.e., Chapter 6, Theme 5) was because they were marshaling the wrong criteria.  
For instance, when students justified their claims with empirical data, they most often 
based their criteria on knowledge of argument structure or relevancy of the science topic 
(i.e., Chapter 6, Theme 7).  In order to justify an argument with empirical evidence 
students should recognize that empirical data are only evidence if it supports the claim 
(i.e., knowledge of support of the claim).  These students, however, tended to only 
recognize that empirical evidence consists of measurements or observations (i.e., 
knowledge of argument structure) or that variables in the evidence must match the same 
variables in the claim (i.e., knowledge of relevancy of the science topic).  As such, they 
either did not have or did not know to use knowledge or support of the claim, they 
struggled to construct empirical evidence.   
That being said, recognizing that students are using inappropriate criteria is 
necessary in order to help them learn what criteria they should be using.  For these 
students, the use of inappropriate criteria seems to be an issue in specificity.  For 
example, the students who used knowledge of argument structure recognized that 
empirical evidence should consist of observations or measurements, but they did not 
recognize that the same category of observations or measurements should appear in both 
the claim and evidence, or that the observations or measurements that in appear in both 
the claim and evidence should have the same directional relationship.  As such, 
knowledge of support of the claim is more specific than knowledge of relevancy of the 
science topic, which is more specific than knowledge of argument structure.  Therefore, 
knowledge of argument structure and knowledge of relevancy of the science topic are not 
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so much inappropriate as they are not specific enough to construct empirical evidence.  
For this reason, they should be viewed as productive resources, which will be further 
addressed later in this chapter.   
Alternatively, students may be using irrelevant evidence because they assume that 
it must be somehow relevant just for the fact that it has been included on an evidence-
based argument science test.  Students with this perspective may construct some narrative 
or explanation to try to make the irrelevant evidence relevant.  In fact, some students in 
this research did extrapolate from the irrelevant evidence and many students used all of 
the data to support their claim, which was scientifically inaccurate.  This has implications 
for setting the context on assessments that attempt to measure 21st century skills, such as 
PARCC and Smarter Balanced.  Specifically, we need to better consider how to help 
students relearn what it means to take an assessment.  Assumptions that may have been 
previously productive for students, may be detrimental on tasks that examine more than 
just content knowledge. 
 
 
The Extent to Which the Four Constructs Represent Four Separate Abilities 
 The fourth research question addressed the extent to which the four constructs 
(i.e., reading forms of justification, writing forms of justification, reading empirical 
evidence, and writing empirical evidence) represent four separate abilities as compared to 
one overall underlying ability.  This question was explored by comparing the fit of four 
different models:  1) unidimensional, 2) two-Dimensional: reading vs. writing, 3) two-
dimensional: forms of justification vs. empirical evidence, and 4) four-dimensional.  The 
findings suggest that the constructs should be taught as critiquing scientific evidence 
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when reading as compared to when writing (i.e., model 2).  Otherwise stated, the 
distinction between forms of justification and empirical evidence is not worth the 
investment of resources in the classroom.  The critique of empirical evidence when 
reading and writing could be distinct constructs because they attend to distinct 1) 
purposes and 2) processes. 
First, reading and writing could have different purposes that make them distinct 
constructs.  For instance, Halliday and Martin (1993) explain, “writing is an important 
discursive tool for organizing and consolidating rudimentary ideas into knowledge that is 
more coherent and well structured” (p. 586).  Therefore, one could argue that writing is 
primarily about expressing knowledge or ideas.  In comparison, Norris and Phillips 
(2003) explain, reading texts includes “determine[ing] such meanings as degree of 
certainty being expressed, the scientific status of statements, and the roles of statements 
in the reasoning that ties together the elements of substantive content” (p.235).  
Consequently, reading could be primarily a receptive process in which the reader sets out 
to understand and critique the author’s perspective.  Moreover, in order to critique what is 
read, the reader must first have constructed an ideal text model in their mind that can be 
used to compare the information interpreted from the reading.  As such, reading is “best 
understood as a constructive process” (Norris & Phillips, 2003, p.228).  While both 
reading and writing are both constructive processes, they have different purposes: reading 
is receptive and writing is expressive.  Our results suggest that there could be inherent 
differences in the reading and writing tasks, and these differences could be explained by 
differences in purposes for each modality. 
Second, while both reading and writing are constructive processes, the method of 
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the process for reading and writing are not the same and this could make the critique of 
empirical evidence within each modality distinct.  For instance, when reading and 
critiquing empirical evidence, a person begins by reading the claim followed by the 
empirical evidence, and then critiques whether the empirical evidence supports the claim 
by making comparison within the argument.  In comparison, when writing, a person has 
to first construct the claim by critiquing the empirical data.  He then critiques the data 
again to determine which data supports the claim and should be included in the argument.  
Because the process involved in critiquing empirical evidence when reading and writing 
are different, the constructs could be distinct. 
Additionally, one could argue that the reason models 2 and 4 were not statistically 
significantly different is because there is not a distinct line between forms of justification 
and empirical evidence.  It could be that the two constructs are one continuous construct 
around critiquing scientific evidence.  I would hypothesize that the forms of justification 
construct is of lower difficulty that empirical evidence because one must first recognize 
that the most appropriate form of justification is empirical data in order to determine 
whether the empirical data are evidence that supports the claim.  It does not make sense 
to empirically explore this relationship with the assessments in this dissertation because 
the locate and identify levels were not good measures of the reading forms of justification 
construct.  Regardless, from this perspective of one continuous construct, knowledge of 
argument structure, which was the criteria that corresponds to the forms of justification 
construct, is a productive resource that could be used as a stepping-stone towards 
knowledge of relevancy of the science topic and ultimately knowledge of support of the 
claim.  This argument was previously made for the empirical evidence construct.  
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Specifically, students at the locate level tended to use either knowledge of argument 
structure or knowledge of relevancy of the science topic.  Moreover, knowledge of 
argument structure could be a productive resource because students recognized that 
empirical evidence consisted of measurements and observations, which is a stepping-
stone to understanding that the same categories of measurements and observations should 
be present for both relevancy and support.  Therefore, since knowledge of argument 
structure was the criteria used for the critique as well as the compare and critique levels 
of the forms of justification construct, it is plausible that there is one continuous 
progression (see Tables 8.1 and 8.2).  I would further hypothesize that there would be 
overlap in difficulty on the border of the two former constructs within the larger 
progression.  For instance, locating empirical evidence may not be more difficult than 
comparing and critiquing forms of justification.  The relationships within and between 
the critiquing scientific evidence construct maps for reading and writing warrants further 
exploration.  The merging of these two constructs would also likely improve the 
reliability, which was surprisingly low for both constructs. 
 
Table 8.1 
Proposed critiquing scientific evidence when reading construct map 
Difficulty Level Criteria 
More 
 
 
 
 
 
 
Less 
Compare & Critique EE Knowledge of support of the claim 
Critique EE Knowledge of support of the claim 
Identify EE Knowledge of support of the claim 
Locate EE Knowledge of relevancy of science topic 
Knowledge of argument structure 
Compare & Critique FoJ Knowledge of argument structure 
Critique FoJ Knowledge of argument structure 
Identify FoJ* Knowledge of argument structure 
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Table 8.2 
Proposed critiquing scientific evidence when writing construct map 
Difficulty Level Criteria 
More 
 
 
 
 
 
 
Less 
All EE Knowledge of support of the claim 
Some EE Knowledge of relevancy of science topic 
Knowledge of argument structure 
No EE Other 
More important FoJ Knowledge of argument structure 
Mixture of FoJ Knowledge of argument structure 
Other 
Less important FoJ Other 
 
 
This finding that the constructs should be taught as critiquing scientific evidence 
when reading as compared to when writing (e.g., model 2) rather than as four distinct 
topics (e.g., model 4) has important pedagogical implications, including the precious 
resources of time and effort.  For instance, it would take more effort and time to teach the 
four constructs separately (i.e., reading forms of justification, writing forms of 
justification, reading empirical evidence, and writing empirical evidence) as compared to 
only teaching two constructs (i.e., critiquing scientific evidence when reading and 
writing).  Moreover, this finding provides instructional clarity for teaching and learning.  
 
Implications 
The results from this study provide valuable insights to the field of science 
education.  Specifically, they inform how the critique of scientific evidence should be 
considered in the development of curriculum and also provide tools and resources to 
support instructional practices. 
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Development of Curriculum 
The results to this study inform teachers and curriculum developers as to how to 
incorporate the concept of critiquing scientific evidence within lesson plans, unit plans, 
and curricula.  Specifically, the dimensionality analysis and validated progressions can be 
used to make recommendations for curriculum development in two areas:  1) number and 
nature of meaningful constructs and progressions and 2) scaffolding. 
Number and nature of meaningful constructs and progressions.  First, the 
dimensionality analysis identified the number and nature of scientific evidence constructs 
that are meaningful to use with students.  In the context of the classroom, this means the 
dimensions are fine grained enough so that they are instructionally useful, but few 
enough so that they do not overwhelm teachers and students (Briggs & Wilson, 2004).  
Otherwise stated, more dimensions (i.e., constructs) require more time and effort to teach, 
however they may also allow students to understand the concept more deeply.  
Consequently, knowing which model(s) are statistically significantly better than the 
others informs how we help students learn how to critique scientific evidence, and, in 
turn, how we develop curricula that students will use to learn this concept.  The results to 
this study provide instructional clarity for teaching and learning how to critique scientific 
evidence in that they suggest that the concept should be taught in both reading and 
writing and that it is not necessary to delineate between the forms of justification and 
empirical evidence constructs.  Rather these constructs should be combined into one 
meaningful progression.  This, however, necessitates additional research to teach apart 
how the difficulty of the levels relate to one another. 
All four constructs in this dissertation address argument in similar ways to how 
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other previous interventions have attended to argument.  In his review of the 
argumentation literature, Cavagnetto (2010) found that all the interventions (N=58) 
reviewed included some form of the social aspect of science, which he defined as the 
process of peer review.  This social aspect of peer review was also included within all 
four of the argument constructs in the current study.  For instance, the reading tasks for 
both forms of justification and empirical evidence included a sample student argument 
that the students were required to critique, which attended to the social aspect of peer 
review.  Furthermore, the writing tasks prompted the students to help two fictitious 
students by constructing and defending an argument that answers the question and used 
information the fictitious students’ learned and presented.  As such, the social aspect of 
peer review was addressed when the students responded to the fictitious students and 
defended their arguments.  The four constructs, however, also included what Cavagnetto 
(2010) described as a critical aspect of argumentation, namely the construction and 
critique of evidence-based arguments to describe natural phenomenon.  Specifically, all 
four constructs and corresponding assessment tasks focused on aspects of critiquing 
scientific evidence within scientific arguments.  This is in line with how most (50%; 
n=27) argumentation interventions included the social aspect of science as well as one 
critical aspect of argument (Cavagnetto, 2010).  
The scientific evidence constructs in this dissertation, however, are different from 
how previous interventions have attended to argument in that the scientific evidence 
constructs focus specifically on one component of the argument structure.  Namely, 
scientific evidence was split into the constructs of forms of justification and empirical 
evidence.  Moreover, students’ abilities with each of these constructs were spread into 
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progressions, and different progressions were developed for the modalities of reading and 
writing.  While others have also developed argument learning progressions, they have 
focused more holistically on the quality of the argument or reasoning process (e.g., 
Brown et al., 2010a; Berland & McNeill, 2010; Gotwals & Songer, 2010).  In addition, 
because the constructs were mapped very differently based on the modalities, and the 
dimensional analysis indicated that this is a meaningful distinction, it is plausible that a 
student’s ability within a construct may not be equivalent across the two modalities.  This 
builds on the findings of several studies that suggest the quality of students’ arguments 
depend on the modality (Berland & McNeill, 2012; Knight & McNeill, in review; 
Sampson et al., 2010).  As such, if there are differences (as this research is suggesting), it 
is reasonable that the critique of scientific evidence within curricula should include 
different supports depending on the modality.  Learning progressions, such as these, are 
one way the research community can support teachers with the practice of argumentation 
(Osborne, 2010) because they can be used to design instructional units based on the 
logical development of the concepts (Furtak, 2012) so as to scaffold students learning of 
the complex interactions.   
Scaffolding.  Second, when developing curriculum we should consider how best 
to scaffold students’ learning of how to critique scientific evidence.  Specifically, 
scaffolding is a “process that enables a child or novice to solve a problem, carry out a 
task or achieve a goal which would be beyond his unassisted efforts” (Wood, Bruner, & 
Ross, 1976, p.90).  Scaffolds, therefore, enable learners to complete more difficult tasks 
that require higher levels of thinking than they would be able to do without the support 
(Bransford, Brown, & Cocking, 2000).  That being said, the purpose of the scaffold is to 
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support students in learning the skill at hand.  As such, an important step within the 
process is that the scaffolds should be faded over time so that the learner executes 
mastery of the whole skill (Collins, Brown, and Newman, 1989).  
From the conclusions of this dissertation, two components of the assessment tasks 
were discussed as having scaffolded student learning: 1) selecting justifications within 
the card sort scaffolded students learning to construct justifications and 2) comparing 
across two arguments in the compare and critique items scaffolded students 
understanding of critiquing scientific evidence by highlighting the difference between the 
arguments.  Both of these “problematize the subject matter, and thus provoke learners to 
devote resources to issues they might not otherwise address” (Reiser, 2004, p.282).  
While problematizing adds difficulty to the task as opposed to simplifying the task, it 
does so to support learning, and, as such, is a scaffold (Resiser, 2004).  For example, in 
the card sort, the students were asked to select the three best justifications when provided 
with a question, a claim, a data table that could be used to answer the question, and nine 
justifications that were each comprised of differing combinations of a form of 
justification and a type of empirical evidence.  The act of comparing the quality of the 
justifications to one another as well as to the claim and data served to highlight 
differences in the characteristics of the justifications.  As such, the qualities of the 
justifications were problematized.  Similarly, when comparing across two arguments, the 
structure of the both arguments included a claim, evidence, and reasoning.  The 
difference between the arguments resided in the quality of the evidence, which was 
highlighted when the arguments were contrasted against one another.  The highlighting, 
thus, problematized the subject matter, which in this case was empirical evidence.  In 
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both examples, the scaffold problematized an aspect of scientific evidence, which was 
productive for the students’ learning.  
In addition to considering what is being scaffolded, it is also important to consider 
how it is being scaffolded.  Both of the aforementioned scaffold examples from this 
dissertation fall into what Pea (2004) describes as channeling and focusing scaffolds, 
which direct the learners’ attention by marking relevant task features.  In these cases, the 
scaffolds highlighted distinctions in the quality of the evidence.  For instance, when 
selecting justifications within the card sort, the act of selecting the three best justifications 
focused the students’ attention on the quality of the justifications.  As such, this task 
scaffolded the students’ learning of how to critique scientific evidence.  Moreover, this 
task could be removed in the future and the students could be required to construct their 
own justifications.  Similarly, when comparing across two arguments, the difference was 
in the quality of the evidence, which was highlighted when the two similarly structured 
arguments were contrasted against one another.  Therefore, this task acted as a scaffold 
because it focused the students’ attention on comparing the quality of the evidence.  This 
scaffold, too, could be removed and the students could be required to critique the quality 
of evidence within single arguments.   
These scaffolds are, therefore, similar to previous research in that they supported 
the students’ sense making (Quintana et al., 2004) so that they could construct (e.g., card 
sort) and critique (e.g., comparing two arguments) evidence by channeling and focusing 
their attention on the data and justifications (Pea, 2004).  While other researchers have 
also developed scaffolds to support the construction (e.g., Bell, 1997; Davis, 2003; 
McNeill et al., 2006; Sandoval & Millwood, 2005) and critique (e.g., Bell, 1997; Clark & 
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Sampson, 2007; Hoadley, Hsi, & Berman, 1995) of scientific evidence, these scaffolds 
are different in how that was done.  Card sorts and the comparison of arguments may be 
valuable and, yet, underutilized types of scaffold in science. 
 
Instructional Practices 
The results to this study also inform teachers as to how to support the concept of 
scientific evidence within their instruction.  Specifically, the criteria students used 
provide insights on productive resources that students may sometimes draw upon.  
Knowledge of productive resources and their alignment with the construct maps could 
also promote responsive teaching.   
Productive resources.  The idea of productive resources comes from the 
manifold resource perspective, which argues that because knowledge is context bound, 
students employ their cognitive resources in situations they deem appropriate (Hammer 
& Elby, 2002; Hammer, Elby, Scherr, & Redish, 2005; Louca, Elby, Hammer, & Kagey, 
2004).  Namely, if knowledge was activated during a previous experience and found 
useful, then it is viewed as productive and employed in subsequent situations that are 
believed to be similar (Hammer et al., 2005).  For instance, students already know how to 
argue in everyday contexts, which often includes justifications based on personal 
experience.  As such, students may try to use this resource to argue in science because 
they previously found it to be productive.  Therefore, as science educators, we should 
draw upon such resources that students bring to the table and help the students to 
understand how they are similar to and different from epistemic values in science. 
Responsive teaching.  Responsive teaching is a form of social scaffolding, which 
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Pea (2004) defines as an “interactive responsiveness that is contingent on the needs of the 
learner” and that provides “resources that enable the learner to do more than he or she 
would alone” (p. 429).  Responsive teaching tailors instruction to the needs and strengths 
of the learners (Corcoran & Siladner, 2009; McTighe & Brown, 2005) and considers 
“what variations in instruction respond most effectively to common variations in 
students’ learning” (Corcoran & Siladner, 2009, p. 174).  The construct maps and 
corresponding assessment items used within this study are tools that could support 
responsive teaching. 
As previously discussed, the results to this study provided three valid construct 
maps that present a progression of students’ skills and abilities.  However, this study also 
provided items that correspond to and measure students’ abilities at each construct level.  
Therefore, students’ abilities to answer the items specify their level of knowledge within 
the construct.  As such, the teacher can use the assessment results in conjunction with the 
construct maps “to provide feedback on performance to improve and accelerate learning” 
(D. Sadler, 1998, p. 77) by “short-circuiting the randomness and inefficiency of trial-and-
error learning” (D. Sadler, 1989, p.120).  For instance, if the better part of a class was 
able to correctly answer the items that align with identifying empirical evidence, but were 
not able to answer either the critique or compare and critique items, then the teacher 
should target instruction around helping the students understand that high quality 
scientific evidence is relevant-supporting whereas low quality evidence is non-supporting 
(e.g., relevant-contradictory) or irrelevant.  Similarly, if a student justified their written 
argument with a personal experience, this would inform the teacher that she needs to 
specifically attend to this student’s understanding of more epistemically accepted forms 
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of justification.  The construct maps and formative assessments, therefore, can promote 
responsive teaching.  Specifically, the teacher can use the assessments in conjunction 
with the construct maps to identify the knowledge of both individuals and the class.  The 
construct maps can then be used to indicate what aspects of critiquing scientific evidence 
the teacher needs to address.   
This type of formative assessment and responsive teaching is also called for 
within the NRC’s (2014) report on Developing Assessments for the Next Generation 
Science Standards.  Specifically, it says that classroom assessments should “stimulate 
classroom conversations or to produce a range of artifacts (products) that provide 
information to teachers about students’ current ways of thinking and acting, or both.  This 
information can be used to adjust instruction or to evaluate learning that occurred during 
a specified time” (NRC, 2014, p.123).  The adjustment of instruction is what I refer to as 
responsive teaching.  Moreover, the report (NRC, 2014) specifics that the classroom 
assessments should elicit and make visible students’ ways of thinking and acting by:  
1) addressing the progressive nature of learning,  
2) including multiple components that reflect three-dimensional science learning, 
and 
3) including an interpretive system for the evaluation of a range of student 
products. (p.133)  
The assessments in this study do not consider disciplinary core ideas or crosscutting 
concepts, and, as such, do not reflect three-dimensional science learning.  That being 
said, they do provide a model of how a progression of students’ understandings of a 
component of the practice of constructing and critiquing evidence-based arguments can 
be assessed. 
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Limitations  
 There are several limitations that point to refinements that will improve the item 
fit, generalizability, and internal reliability of the assessments as well as point to future 
research questions.  These limitations include the following:  1) not including enough 
students of high ability in the sample, 2) not knowing whether students’ abilities to 
critique scientific evidence are above and beyond their abilities to read and write, and 3) 
low reliabilities. 
 
Limitation 1:  Not Including Enough Students of High Ability in the Sample 
The first limitation was that the sample did not include enough students of high 
ability.  This was evidenced by the item discrimination and/or misfit issues with the three 
most difficult items on the reading assessment and a large number of students were below 
the level of lowest difficultly on the writing assessment.  Specifically, the three most 
difficult items in the reading empirical evidence construct were significant for item 
discrimination in the classical test theory (CTT) analyses and/or showed misfit during the 
Rasch analysis.  According to the item discrimination in the CTT analysis three items did 
not discriminate between the high and low performing students (AA_3: PBIS=0.06; 
AA_4: PBIS=-0.11; CC_4: PBIS=-0.05).  Moreover, based on the Rasch fit statistics, one 
item (CC_4) showed significant outfit (unweighted MNSQ), which indicates that the item 
is sensitive to unexpected observations by students who had either very low or very high 
probabilities of answering the item correctly.  However, according to the Wright map 
(Figure 5.3), item CC_4 is the most difficult item on the assessment followed by AA_4 
and AA_3 respectively.  As such, fewer students are expected to answer them correctly.  
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Moreover, this pilot had a relatively small sample size.  Consequently, the item 
discrimination and overfit issues could be associated with not having enough students of 
high ability level.  Again, this suggests that future pilots should use large samples that 
include more students of higher ability. 
 
Limitation 2:  Not Knowing Whether Students’ Abilities to Critique Scientific 
Evidence are Above and Beyond their Abilities to Read and Write 
The third limitation is that it is not possible to determine whether students’ 
abilities to critique scientific evidence are above and beyond their abilities to read and 
write.  While I did examine students’ abilities to critique scientific evidence, which 
included both forms of justification and empirical evidence, within reading and writing 
tasks, I did not explore students’ abilities to read and write.  This is noteworthy because 
the students’ abilities to read and write could be contributing to their abilities to critique 
scientific evidence on the reading and writing tasks used in this dissertation.  In the 
future, I would like to use English/Language Arts reading and writing standardized test 
results, such as PARCC, within a multidimensional latent regression model to examine 
students’ abilities to critique scientific evidence after removing variance due to reading or 
writing ability.  While the students did rate their own reading and writing abilities on the 
demographic survey (see Appendix E), this was a crude measure of the students reading 
and writing abilities and students tend to rate their own abilities.  As such, I made the 
decision to explore this in the future with better quality data. 
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Limitation 3:  Low Reliabilities 
The low person and item reliabilities for all four constructs (see Table 8.3) are a 
major concern that will prevent the assessments from being used in classrooms because 
subsequent administrations using the same items and students would likely result in a 
different ranking of the their abilities as well as a different ranking of the item 
difficulties.  The reason behind the low reliabilities does not appear to be a mistake on the 
part of the software because the standard errors in the person parameters are larger than 
normal.  Collapsing the forms of justification and empirical evidence constructs into one 
construct each for reading and writing scientific evidence would likely increase the 
reliabilities because the additional response options per construct would likely increase 
the sensitivity of the instrument (Linacre, 2012).  However, it is also important to 
diagnose why the reliabilities were poor for the current constructs in order to make 
appropriate revisions.   
 
Table 8.3 
Summary of reliabilities for all four constructs 
Construct Person Separation  (EAP/PV) Item Separation 
Reading FoJ 0.320 0.888 
Writing FoJ 0.391 0.000 
Reading EE 0.317 0.936 
Writing EE 0.355 0.463 
 
 
To unpack why the assessments had low reliabilities, I return to the response 
pattern analyses conducted from student responses within the cognitive interviews.  
These response pattern analyses were only done for the reading items, so that will be my 
current focus.  Figure 8.1 summarizes the previous response pattern analyses (see Figures 
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5.4 and 6.6) into one table for convenience.  The response patterns should follow a 
Guttman pattern (see pg. 87 for an explanation of Guttman patterns).  Moreover, the more 
responses that follow a Guttman pattern, the higher the reliability of the instrument.  
From Figure 8.1, we see that 11 of the 28 reading forms of justification response patterns 
followed a Guttman pattern, whereas 24 of the 28 reading empirical evidence response 
patterns followed a Guttman pattern.  As such, I will focus this analysis on the reading 
forms of justification construct because there is more to learn from that analysis.   
 
Figure 8.1 
Summary of response patterns analyses for the reading forms of justification and 
empirical evidence constructs 
 
Pattern 
Frequency 
Locate Identify Critique  FoJ EE 
Guttman 
 000 ~ 5    
 100 2 7    
 110 1 3    
 111 8 9    
Non-Guttman 
Reverse 
Guttman 
011 7 1    
001 6 ~    
Other 
010 3 1    
101 1 2    
 
 
From Figure 8.1, we see that most of the responses (N=24; 85.7%) either follow a 
Guttman (100, 110, 111) (N=11; 39.3%) or reverse Guttman (011, 001) (N=13; 46.4%) 
pattern.  This suggests that there were at least two different ways students responded to 
these items, which provides evidence for two distinct constructs.  As the Guttman pattern 
was expected, in moving forward with this analysis I concentrate on the non-Guttman 
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patterns and attempt to tease apart the number of constructs for which the response 
patterns provide evidence. 
First, 25.00% (N=7) of the students responded according to the 011 category of 
patterns.  These students had a high knowledge of reading forms of justification as 
evidenced by correctly responding to the most difficult items (i.e., identify and critique); 
however they were unable to correctly respond to the item of lowest difficulty (i.e., 
locate).  Moreover, the students who did correctly respond to the locate item tended to 
use incorrect knowledge of the construct.  Together, this suggests that the locate level 
may be a construct separate from the forms of justification construct. 
Second, 21.43% (N=6) of the students responded according to the 001 category of 
patterns.  Again these students had a high knowledge of the construct as evidenced by 
correctly responding to the most difficult item (i.e. critique); however these students 
incorrectly responded to the items that correspond to the lower difficulty items (i.e., 
locate and identify).  This suggests that the items at locate and identify levels may 
correspond to a construct separate from the forms of justification construct.  Further 
evidence for this comes from the criteria the students used to respond to the items.  
Specifically, the students who correctly responded to the locate item tended to use 
incorrect knowledge of argument structure and the students who correctly responded to 
the identify item tended to use test taking skills.  Neither of these criteria represents 
knowledge of the forms of justification construct, which suggests that they may not be a 
part of the forms of justification construct.  Moreover, the use of different criteria for the 
locate and identify items suggests that they may correspond to constructs that were 
separate from one another and also separate from the forms of justification construct. 
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Third, 16.67% (N=3) of the students responded according to the 010 category of 
response patterns.  This pattern occurred when students incorrectly responded to the 
items of lowest and highest difficulty (i.e., locate and critique), but correctly responded to 
the item of middle difficulty (i.e., identify).  Again, this suggests that the identify level 
does not belong within the forms of justification construct and provides further evidence 
that the locate and identify constructs were also not likely a part of the same construct 
distinct from reading forms of justification.   
Fourth, one student responded using the 101 response pattern, which represents 
correctly responding to the items corresponding to the lowest and highest difficulty (i.e., 
locate and critique) and incorrectly responding to the item of middle difficulty (i.e., 
identify).  Again, this provides additional support for the identify level comprising a 
construct separate from the forms of justification construct, and also separate from a 
locate construct. 
In summary, the non-Guttman response pattern for the reading forms of 
justification items suggest that the locate and identify items were not part of the 
construct, and that they were not a part of the same construct.  While this is likely 
contributing to the low reliabilities of this construct, more research needs to be done to 
explore this is further depth particularly in terms of response patterns analyses for mis-
fitting students. 
 
Directions for Future Research 
This study paves the way for a future line of inquiry in terms of how to assess and 
teach the critique of scientific evidence.  This includes the following:  1) editing the 
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evidence introduced in the stem of item DD_3 on the reading empirical evidence 
assessment, 2) re-conceptualizing the reading forms of justification items, and 3) re-
conceptualizing the four progressions that comprise the forms of justification and 
empirical evidence constructs for both reading and writing scientific arguments as two 
progressions that represent the critique of scientific evidence when reading scientific 
arguments and the critique of scientific evidence when writing scientific evidence. 
 
Future Research 1:  Editing the Evidence Introduced in the Stem of Item DD_3  
One line of future work should address the evidence introduced in the stem item 
DD_3 on the reading empirical evidence assessment was too irrelevant.  This is supported 
by an item difficulty that was lower than the other three items within level 3.  As 
previously described, the students are asked to examine a piece of evidence and 
determine whether it could be added to the argument.  From Table 8.6, we see that the 
evidence for item DD_3 is on the topic of asteroids, whereas the evidence provided in 
item BB_3 is on the topic of earthquakes.  As the overall topic of the assessment for both 
items BB_3 and DD_3 is on earthquakes, this makes the evidence in item DD_3 much 
more irrelevant.  This, therefore, explains why it was an easier item.  Consequently, the 
evidence in item DD_3 should be edited prior to the next pilot.  In general, this also 
suggests the importance of principled frameworks for the design of assessments (e.g. 
Mislevy, Steinberg, & Almond, 2003). 
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Table 8.7 
Design aspects of level 3 items on the reading empirical evidence construct 
Question Topic Type of 
Empirical 
Evidence 
Evidence from Question 
AA_3 Volcano Relevant-
supporting 
The volcano called Tambora tends to erupt about 
once every millennium and releases about 100 
km3 of magma. 
CC_3 Volcano Relevant-
supporting 
The volcano called Katami erupted in 1912 with a 
power of 6, and its ash cloud reached high into the 
sky. 
BB_3 Earthquake Irrelevant The largest recorded earthquake in the United 
States was in Prince William Sound, Alaska, in 
1964 and had a destructive power of 11. 
DD_3 Earthquake Irrelevant 65 million years ago an asteroid is believed to 
have hit the Yucatan Peninsula with 
1,000,000,000,000 tons of energy. 
 
 
Future Research 2:  Re-conceptualizing the Reading Forms of Justification Items 
 A second line of inquiry should address the reconceptualization of the forms of 
justification items.  This is because the criteria the students used to locate and identify 
forms of justification did not align with knowledge of argument structure.  This is an 
issue with test content validity because students did not need to know the appropriate 
knowledge to correctly respond to the item.  Moreover, the difficulty of the identify, 
critique, and compare and critique items were approximately the same, which suggests 
the items are measuring the same knowledge.  Taken together, these findings suggest that 
the locate and identify items be revisited and re-conceptualized.  Specifically, I would 
advocate that 1) the locate level and corresponding item should be removed, 2) the format 
of the items at the identify level should be edited to be constructed response, and 3) items 
including justifications based on empirical data, authority statements, and personal 
experience should be developed at each level.   
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First, the locate level and corresponding items should be removed because 
students were not using knowledge of the construct to correctly respond to the item.  This 
is an issue of construct validity: positively responding to the items does not require 
possession of the construct (Bond & Fox, 2007).  If items were measuring the forms of 
justification construct, the students’ rationale should have been based on correct 
knowledge of argument structure.  Consequently, the level should be removed from any 
future progressions. 
Second, the format of the items at the identify level should be edited to be 
constructed response.  This is necessary because students were correctly responding to 
these items using test-taking skills as opposed to knowledge of argument structure.  This 
likely occurred because the students simply had to match the answer choice to what was 
stated in the argument.  For instance, if it was an argument based on authority 
justifications, the correct answer choice was “something an expert said or wrote” and the 
justification began with “A scientist …”.  Therefore, the student only needed to recognize 
that a scientist was an expert.  Changing the format from multiple-choice to constructed 
response would remove the matching issue that resulted in the students’ reliance on test 
taking skills to correctly respond to the item and would be required the students to 
examine the justification and identify what made it a justification.   
Third, to further tease out which of the forms of justification are more difficult for 
the students to critique, I recommend including testlets that attend to empirical data, 
authority statements, and personal experience for items at each level in each testlet.  
While two items at the identify and critique levels included arguments supported by 
authority statements and two included arguments supported by personal experience, no 
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items were developed that included arguments supported by empirical data.  Moreover, at 
the compare and critique level, arguments supported by either authority statements (I=2) 
or personal experience (I=2) were compared to arguments supported by empirical data, 
however arguments supported by authority statements were not compared to arguments 
supported by personal experience.  It is just as important, however, that these items also 
address why they are selecting one form of justification over others.  Teasing apart the 
relationships between different forms of justification within a progression would help us 
(i.e., the research community) better understand whether this distinction is important and 
if so why it is important. 
 
Future Research 3:  Re-conceptualizing the Four Progressions that comprise the 
Forms of Justification and Empirical Evidence Constructs for Both Reading and 
Writing Scientific Arguments as Two Progressions that Represent the Critique of 
Scientific Evidence When Reading Scientific Arguments and the Critique of 
Scientific Evidence When Writing Scientific Evidence 
A third line of future research could address the re-conceptualization of the four 
progressions that represent the forms of justification and empirical evidence constructs 
for both reading and writing scientific arguments as two progressions that represent the 
critique of scientific evidence when reading scientific arguments and the critique of 
scientific evidence when writing scientific evidence.  This line of inquiry was called for 
by the dimensionality analysis, which indicated that while the reading versus writing 
delineation was meaningful, the forms of justification versus empirical evidence 
delineation was not meaningful.  This has important pedagogical implications, including 
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the precious resources of time and effort as well as instructional clarity for teaching and 
learning.  As was exemplified in Tables 8.1 and 8.2, it is not clear how the construct 
levels should be ordered.  It may not simply be that the empirical evidence levels simply 
extend from where the forms of justification levels left off.  This requires additional 
research to tease apart the complex relationships. 
 
Chapter Summary 
For students, the practice of argumentation, which includes the ability to critique 
scientific evidence, can be challenging (Osborne et al., 2004).  Likewise, this practice is 
also difficult to teach (Driver et al., 2000), and yet, the field is by no means saturated 
with tools (e.g., curriculum, assessments) to support teachers with these challenges 
(Osborne, 2010).  The construct maps and corresponding formative assessments used in 
this dissertation are one way in which the scientific education research community can 
support teachers with the practice of argumentation.  For instance, they can inform how 
the critique of scientific evidence should be considered in the development of curriculum 
and also provide tools and resources that support instruction.  Specifically, the results to 
the dimensionality analysis and validated progressions suggest that curricula should 
attend to the critique of scientific evidence separately within reading and writing tasks.  It 
appears that there is something about a difference in the purposes for and/or process of 
reading and writing that makes them distinct constructs.  However, more research is 
necessary to better tease apart these relationships.  There are also curricular implications 
for how we can scaffold students’ learning of how to critique scientific evidence across 
time.  Namely, two components of the assessment tasks were discussed as having 
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scaffolded student learning: 1) selecting justifications within the card sort scaffolded 
students learning to construct justifications and 2) comparing across two arguments 
scaffolded students’ critique of evidence.  Neither of these forms of scaffolding has been 
well detailed within the research literature, and warrants further exploration.  Lastly, the 
criteria students used to respond to the assessment items provided insights on what 
resources students have previously used towards productive ends.  Moreover, when 
examining the relationship between the productive resources used to respond to items and 
the items alignment with the progressions, a pattern of specificity emerged.  Namely, 
students with more specific criteria tended to have more knowledge of the construct.  
However, knowledge that less productive resources are often less specific, may help 
teachers efficiently and effectively respond to the needs of their students. 
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Appendix A: Writing Items 
 
Item 1. 
 
Maleek and Sidney wonder why some earthquakes have more destructive power than 
others. 
 
On a field trip to the science museum, Dr. Chow tells them that she studies earthquakes 
that happen in cities.  They learn that it costs more money to repair damage from 
earthquakes when they happen where lots of people live.   
 
Figure 1.  Damage after the 2008 earthquake in Sichuan, China. 
 
Sidney learns that earthquakes can happen in different ground materials.  She also learns 
that earthquakes travel through the Earth in waves, and the waves are largest at the 
epicenter (center of the earthquake).  When the waves move through the Earth more 
easily, they have more destructive power. 
 
Maleek found the table below: 
 
Location of 
Earthquake 
Destructive Power  
at the Epicenter 
(center of the 
earthquake) 
(Scale:  0 to 12) 
Average Yearly 
Crust 
Temperature  
1 mile  
Below Surface 
(0F) 
Hardness of 
Ground 
Material 
Earthquake A 8 77 Soft 
Earthquake B 8 65 Soft 
Earthquake C 7 59 Hard 
Earthquake D 6 53 Hard 
Earthquake E 5 51 Very Hard 
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Item 1: 
 
Maleek and Sidney need your help.  Using the information Maleek and Sidney learned 
about earthquakes, write an argument that answers the question:   
 
What causes some earthquakes to have more destructive power than others?  
How do you know? 
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Item 2. 
 
Ira and Carina wonder why some earthquakes have more destructive power than others. 
 
Dr. Schmidt visited the students’ class, and explained that she studies earthquakes that 
affect islands.  They learn that right now she is studying the Haiti 2010 earthquake, and 
that the city called Port-au-Prince is where the destructive power was the greatest. 
  
 
Figure 2.  Damage after the 2010 earthquake in Port-au-Prince, Haiti. 
 
Carina learns that some earthquakes happen deeper inside the Earth than others.  She also 
learns that earthquakes travel through the Earth in waves, and the waves are largest at the 
epicenter (the center of the earthquake).  When the waves are closer to the epicenter, they 
have more destructive power. 
 
Ira found the table below: 
 
Location of 
Earthquake 
Destructive Power  
at the Epicenter 
(center of the 
earthquake) 
(Scale:  0 to 12) 
Area of 
Landform 
(miles2) 
Depth 
Earthquake A 6 1,074,000 Deep 
Earthquake B 7 310,400 Medium 
Earthquake C 8 663,000 Medium 
Earthquake D 10 145,900 Shallow 
Earthquake E 12 145,900 Shallow 
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Item 2: 
 
Ira and Carina need your help.  Using the information Ira and Carina learned about 
earthquakes, write an argument that answers the question:   
 
What causes some earthquakes to have more destructive power than others?   
How do you know? 
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Item 4. 
 
Aisha and Niel wonder why some volcanos have more explosive erruptions than others. 
Dr. Vermeer visited the students’ class and explained that he studies volcanoes on 
islands.  They learn that right now he is studying the Hawaiian Islands, and that the 
volcanic erruptions in the Hawaiian Islands are not very explosive.   
 
Figure 4.  Magma erupting from the Hawaiian volcano called Kīlauea. 
 
Niel learns that the magma from some volcanoes has more gas bubbles than the magma 
in other volcanoes.  He also learns that the magma travels from inside the Earth, and that 
the pressure of the magma builds-up inside a volcano causing the magma to erupt.  When 
the magma moves through the volcano more easily, then there is less presure. 
 
Aisha found the table below: 
 
Name of 
Volcano 
Power  
of Eruption 
(Scale:  0 to 8) 
Average Yearly 
Air 
Temperature 
(0F) 
Number of Gas 
Bubbles  
in Magma 
Volcano A 6 63 Many  
Volcano B 5 76 Many 
Volcano C 3 36 Many 
Volcano D 2 44 Few  
Volcano E 1 44 Few 
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Item 4. 
 
Aisha and Niel need your help.  Using the information Aisha and Niel learned about 
volcanoes, write an argument that answers the question:   
 
What causes some volcanoes to have more explosive eruptions than others?   
How do you know? 
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Item 5. 
 
Zoe and Benito wonder why some volcanos have more explosive erruptions than others. 
 
On a field trip to the science mueseum, Dr. Martin tells them that he studies large  
volcanoes from around the world.  They learn that the largest volcano on Earth is Mauna 
Loa, and that it is the newest of the volcanoes in the Hawaiian Islands.   
 
 
Figure 5.  The size of the Hawaiian volcano called Mauna Loa. 
 
Benito learns that the magma from some volcanoes is thicker than the magma in other 
volcanoes.  He also learns that the magma travels from inside the Earth, and that the 
pressure of the magma builds-up inside a volcano causing the magma to erupt.  When the 
magma moves through the volcano more easily, then there is less presure. 
 
Zoe found the table below: 
 
Name of 
Volcano 
Power of 
Eruption 
(Scale:  0 to 8) 
Average Yearly 
Amount of Rain 
(inches) 
Thickness of 
Magma 
Volcano A 5 17 Sticky 
Volcano B 4 21 Sticky 
Volcano C 3 33 Sticky 
Volcano D 3 52 Runny 
Volcano E 2 59 Runny 
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Item 5. 
 
Zoe and Benito need your help.  Using the information Zoe and Benito learned about 
volcanoes, write an argument that answers the question:   
 
What causes some volcanoes to have more explosive eruptions than others?   
How do you know? 
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Item 6. 
 
Veronica and Ronaldo wonder why some volcanos have thicker magma than others. 
 
On a field trip to the science museum, Dr. Carson tells them that she studies volcanoes 
that erupt a really rare kind of magma called carbonatites.  They learn that the only 
carbonatite volcano known to have erupted is called Ol Doinyo Lengai, and it is located 
in Tanzania.   
 
 
Figure 6.  The Ol Doinyo Lengai Volcano in Tanzani. 
 
Ronaldo learns that the magma from some volcanoes is thicker than the magma in other 
volcanoes.  He also learns that magma comes from melted rock inside the volcano, and 
that some rocks melt at lower temperatures than others rock.  When rocks have more 
silica, they melt at lower temperatures. 
 
Veronica found the table below: 
 
Name of Volcano 
Temperature of 
Magma 
(0F) 
Average Yearly 
Amount of Rain 
(inches) 
Thickness of 
Magma 
Volcano A 2,912 59 Very Thin 
Volcano B 1,832 52 Thin 
Volcano C 1,652 33 Medium 
Volcano D 1,562 21 Medium 
Volcano E 1,337 17 Thick 
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Item 6. 
 
Veronica and Renaldo need your help.  Using the information Veronica and Renaldo 
learned about volcanoes, write an argument that answers the question:   
 
What causes some volcanoes to have thicker magma than others?   
How do you know? 
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Appendix B:  Reading Items  
Forms of Justification:  Testlet A 
 
Jon wonders:  What makes some volcanoes have larger eruptions than others?  Jon 
did a little research and wrote the following argument: 
 
Jon’s Argument: 
 
 (S1) = Sentence 1  (S2) = Sentence 2  (S3) = Sentence 3 
 
(S1) Volcanoes that release a lot of magma do not erupt very often.  (S2) On our 
fieldtrip to Yellowstone, a scientist said that an eruption hasn’t happened for a 
very long time, and that a big one could happen anytime!  (S3) Therefore, when it 
does finally erupt, it will release a lot of magma because it hasn’t erupted in a 
long time. 
 
1. Read Jon’s argument closely.  In which sentence does Jon support his claim? 
 
a. Sentence 1 (S1) only 
b. Sentence 2 (S2) only 
c. Sentence 1 (S1) and Sentence 2 (S2) 
d. None 
 
2. Jon supports his claim with 
 
a. what an expert said or wrote. 
b. data from science investigations. 
c. comparisons to a personal story. 
d. science ideas he already learned. 
 
3. Jon’s argument would be stronger if he relied more on 
 
a. what experts said or wrote. 
b. something a classmates said. 
c. measurements from investigations. 
d. a personal story about the claim. 
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To help the class write better arguments, Mr. Pete put Jon and Toby’s arguments on the 
board.  He asked the class to compare them: 
 
Jon’s Argument: 
 
Volcanoes that release a lot of magma do not erupt often.  On our fieldtrip to 
Yellowstone, a scientist said that an eruption hasn’t happened for a very long time, 
and that a big one could happen anytime!  Therefore, when it does finally erupt, it 
will release a lot of magma because it hasn’t erupted in a long time. 
 
 
Toby’s Argument: 
 
Volcanoes that release a lot of magma do not erupt often.  A volcano called Unzen 
releases about 0.01 km3 of magma every few months.  In comparison, a volcano 
called Tambora last erupted over 1,000 years ago and released about 100 km3 of 
magma.  This is a lot more magma than in the Unzen Volcano, but it doesn’t happen 
often.  
 
 
 
4. Which student, Jon or Toby, better supports his argument?  Why? 
 
a. Jon’s is stronger because he uses information an expert said.  Toby’s is 
weaker because he uses measurements. 
 
b. Jon’s is stronger because he uses measurements.  Toby’s is weaker 
because he uses information that an expert said. 
 
c. Toby’s is stronger because he uses information an expert said.  Jon’s is 
weaker because he uses something a classmate said. 
 
d. Toby’s is stronger because he uses measurements.  Jon’s is weaker 
because he uses information that an expert said. 
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Forms of Justification:  Testlet B 
 
Jamal wonders:  Why do some earthquakes have more destructive power than 
others?  Jamal did a little research and wrote the following argument: 
 
Jamal’s Argument: 
 
 (S1) = Sentence 1  (S2) = Sentence 2  (S3) = Sentence 3 
 
(S1) Earthquakes that shake the ground for a longer time are more destructive.  
(S2) I live in California and I once felt two different earthquakes that happened 
only minutes apart, and the earthquake that lasted longer was a whole lot more 
destructive than the earthquake that only lasted a few seconds.   (S3) Therefore, 
less destruction happens when an earthquake only shakes the ground for a short 
amount of time. 
 
1. Read Jamal’s argument closely.  In which sentence does Jamal support his 
claim? 
 
a. Sentence 1 (S1) only 
b. Sentence 2 (S2) only 
c. Sentence 1 (S1) and Sentence 2 (S2) 
d. None 
 
2. Jamal supports his claim with 
 
a. what an expert said or wrote. 
b. data from science investigations. 
c. comparisons to a personal story. 
d. science ideas he already learned. 
 
 
3. Jamal’s argument would be stronger if he relied more on 
 
a. a story a friend told him. 
b. something a classmate said. 
c. observations from investigations. 
d. what an expert said or wrote. 
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To help the class write better arguments, Mr. Sanchez put Jamal and Tamara’s arguments 
on the board.  He asked the class to compare them: 
 
Jamal’s Argument: 
 
Earthquakes that shake the ground for a longer time are more destructive.  I live 
in California and I once felt two different earthquakes that happened only minutes 
apart, and the earthquake that lasted longer was a whole lot more destructive 
than the earthquake that only lasted a few seconds.  Therefore, less destruction 
happens when an earthquake only shakes the ground for a short amount of time. 
 
Tamara’s Argument: 
 
Earthquakes that shake the ground for a longer time are more destructive.  The 
Northbridge Earthquake shook the ground for 18 seconds and had a destructive 
power of 9 at the epicenter (center of the earthquake), and the Coalinga 
Earthquake shook the ground for 9 seconds and had a destructive power of 6 at 
the epicenter.  The Coalinga Earthquake shook the ground for less time and was 
less destructive. 
 
 
 
4. Which student, Jamal or Tamara, better supports his or her argument?  
Why? 
 
a. Jamal’s is stronger because he tells a story about what he felt.  Tamara’s is 
weaker because she uses measurements.  
 
b. Jamal’s is stronger because he uses measurements.  Tamara’s is weaker 
because she tells a story about what she felt. 
 
c. Tamara’s is stronger because she tells a story about what she felt.  Jamal’s 
is weaker because he uses something a classmate said. 
 
d. Tamara’s is stronger because he uses measurements.  Jamal’s is weaker 
because he tells a story about what he felt. 
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Forms of Justification:  Testlet C 
 
Jose wonders:  Why some volcanoes have ash clouds that reach higher into the sky 
than others?  Jose did a little research and wrote the following argument: 
 
Jose’s Argument: 
 
 (S1) = Sentence 1  (S2) = Sentence 2  (S3) = Sentence 3 
 
(S1) Volcanoes that have more explosive power produce ash clouds that reach 
higher into the sky.  (S2) On our fieldtrip to Mount St. Helens, a scientist said that 
when the Mount St. Helen Volcano erupted in 1980 the eruption was so large that 
the ash cloud blocked the sun for several days!  (S3) This only happened because 
the eruption was so powerful that it was able to push the volcanic gases and dust 
really high into the sky. 
 
1. Read Jose’s argument closely.  In which sentence does Jose support his 
claim? 
 
a. Sentence 1 (S1) only 
b. Sentence 2 (S2) only 
c. Sentence 1 (S1) and Sentence 2 (S2) 
d. None 
 
2. Jose supports his claim with 
 
a. what an expert said or wrote. 
b. data from science investigations. 
c. comparisons to a personal story. 
d. science ideas he already learned. 
 
 
3. Jose’s argument would be stronger if he relied more on 
 
a. what experts said or wrote. 
b. something a classmate said. 
c. observations from investigations. 
d. a personal story about the claim. 
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To help the class write better arguments, Mrs. Warren put Jose and Cara’s arguments on 
the board.  She asked the class to compare them: 
 
Jose’s Argument: 
 
Volcanoes that have more explosive power produce ash clouds that reach higher 
into the sky.  On our fieldtrip to Mount St. Helens, a scientist said that when the 
Mount St. Helen Volcano erupted in 1980 that the eruption was so large that the 
ash cloud blocked the sun for several days!  This only happened because the 
eruption was so powerful that it was able to push the volcanic gases and dust 
really high into the sky. 
 
Cara’s Argument: 
 
Volcanoes that have more explosive power produce ash clouds that reach higher 
into the sky.  For instance, the Mount St. Helens Volcano had an explosive power 
of 5 and the ash cloud was about 22,000 meters high, and the Kileuea Volcano 
had an explosive power of 0 and its ash cloud is only about 100 meters high.  The 
Mount St. Helens eruption was more powerful, which made the volcanic ash go 
much higher into the sky. 
 
 
4. Which student, Jose or Cara, better supports his or her argument?  Why? 
 
a. Jose’s is stronger because he uses information an expert said.  Cara’s is 
weaker because she uses measurements. 
 
b. Jose’s is stronger because he uses measurements.  Cara’s is weaker 
because she uses information that an expert said. 
 
c. Cara’s is stronger because she uses information an expert said.  Jose’s is 
weaker because he uses something a classmate said. 
 
d. Cara’s is stronger because she uses measurements.  Jose’s is weaker 
because he uses information that an expert said. 
  
 
 
 283 
Forms of Justification:  Testlet D 
 
Carrie wonders:  Why some earthquakes release more energy than others?  Carrie did 
a little research and wrote the following argument: 
 
Carrie’s Argument: 
 
 (S1) = Sentence 1  (S2) = Sentence 2  (S3) = Sentence 3 
 
(S1) Earthquakes that release more energy happen less often.  (S2) I know this 
because I felt two earthquakes in a row, and the second one was much less 
powerful that the first earthquake.  (S3) This means that when an earthquake does 
not happen for a while it releases more energy. 
 
1. Read Carrie’s argument closely.  In which sentence does Carrie support her 
claim? 
 
a. Sentence 1 (S1) only 
b. Sentence 2 (S2) only 
c. Sentence 1 (S1) and Sentence 2 (S2) 
d. None 
 
 
2. Carrie supports her claim with 
 
a. what an expert said or wrote. 
b. data from science investigations. 
c. comparisons to a personal story. 
d. science ideas she already learned. 
 
 
3. Carrie’s argument would be stronger if she relied more on 
 
a. a story a friend told her. 
b. something a classmates said. 
c. measurements from investigations. 
d. a personal story about the claim. 
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To help the class write better arguments, Mrs. Johnson put Carrie and Eric’s arguments 
on the board.  She asked the class to compare them: 
 
Carrie’s Argument: 
 
Earthquakes that release more energy happen less often.  I know this because I felt 
two earthquakes in a row, and the second one was much less powerful that the first 
earthquake.  This means that when an earthquake does not happen for a while it 
releases more energy. 
 
Eric’s Argument: 
 
Earthquakes that release more energy happen less often.  Each year there are about 
13,000 earthquakes that release about 1,000 tons of energy, but only 1 earthquake 
that releases about 1,000,000,000 tons of energy.  This means that fewer earthquakes 
occur when lots of energy is released. 
 
 
 
4. Which student, Carrie or Eric, better supports his or her argument?  Why? 
 
a. Carrie’s is stronger because she tells a story about what she felt.  Eric’s is 
weaker because he uses measurements. 
 
b. Carrie’s is stronger because she uses measurements.  Eric’s is weaker 
because he tells a story about what he felt. 
 
c. Eric’s is stronger because he tells a story about what he felt.  Carrie’s is 
weaker because she uses something a classmate said. 
 
d. Eric’s is stronger because he uses measurements.  Carrie’s is weaker 
because she tells a story about what she felt. 
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Empirical Evidence:  Testlet AA 
 
Mr. Pete asks his students to write an argument about the following question:  Why do 
some volcanoes have larger eruptions than others?  Margaret used the data table 
below to write her argument.  
 
Name of 
Volcano 
Amount of Magma  
(km3) 
Amount of Time 
Between Eruptions 
Erebus 0.0001 — 0.001 Constantly erupting 
Soufrière Hills 0.001 — 0.01 Few months 
Mount Vesuvlus 0.1 — 1.0 Decade 
Mount Pinatubo 1 — 10 Century 
Mazama 10 — 100 Millennium 
 
 
Margaret’s Argument: 
 
 (S1) = Sentence 1  (S2) = Sentence 2  (S3) = Sentence 3 
 
(S1)  I think that volcanoes that release a lot of magma do not erupt very often.       
(S2) The volcano called Mazama last erupted over a millennium ago and released 
more than 10 km3 of magma.  (S3)  Volcanoes that release a lot of magma do not 
erupt very often because it takes more time to build up enough gas pressure 
needed for really big eruptions.   
 
 
1. In which statement does Margaret support her argument with evidence? 
 
 
a. Sentence 1 (S1)  
b. Sentence 2 (S2)  
c. Sentence 1 (S1) and Sentence 2 (S2) 
d. None 
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2. Margaret is thinking of adding more evidence to her argument.  Which piece 
of evidence best supports her claim? 
 
a. There are 169 active volcanoes in the United States and 21 have erupted in 
the last 20 years. 
 
b. The volcano called Unzen tends to erupt every few months, and releases 
about 0.01 km3 of magma.   
 
c. The volcano called Kīlauea has been erupting since 1983 and has released 
about 3.5 km3 of magma. 
 
d. The Guarapuava Volcano released 8,600 km3 of magma, which is a large 
amount of magma. 
 
 
 
 
 
 
 
3. Denzel is also in Mr. Pete’s class.  He is thinking about adding a piece of 
evidence to his argument that volcanoes that release a lot of magma do not 
erupt very often. 
 
 
The volcano called Tambora tends to erupt about once every millennium 
and releases about 100 km3 of magma. 
 
 
This piece of evidence is 
 
a. poor because it does not provide support for the claim or address the 
question. 
 
b. fair because it addresses the question, but does not support the claim. 
 
c. fair because it supports the claim, but does not address the question. 
 
d. excellent because it provides support for the claim and addresses the 
question. 
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Winston is also in Mr. Pete’s class.  Mr. Pete asked Margaret and Winston to compare 
arguments to see who used stronger evidence. 
 
Margaret’s Argument: 
 
I think that volcanoes that release a lot of magma do not erupt very often.  The 
volcano called Mazama last erupted over a millennium ago and released more 
than 10 km3 of magma.  Volcanoes that release a lot of magma do not erupt very 
often because it takes more time to build up enough gas pressure needed for 
really big eruptions.   
 
Winston’s Argument: 
 
Volcanoes that release a lot of magma do not erupt very often.  There are more 
than 1,500 volcanoes that have erupted around the world in the past 10,000 
years.  150 of these volcanoes are located in the United States.  A few of these 
have produced some of the largest and most dangerous eruptions anywhere in the 
world during this century. 
 
 
 
4. Which student, Margaret or Winston, better supports his or her argument?  
Why? 
 
a. Margaret’s evidence is stronger.  She provides support for the claim and 
addresses the question.  Winston’s evidence is weaker.  He addresses the 
question, but does not support the claim. 
 
b. Margaret’s evidence is stronger.  She provides support for the claim and 
addresses the question.  Winston’s evidence is weaker.  He does neither. 
 
c. Winston’s evidence is stronger.  He provides support for the claim and 
addresses the question.  Margaret’s evidence is weaker.  She supports the 
claim, but does not address the question. 
 
d. Winston’s evidence is stronger.  He provides support for the claim and 
addresses the question.  Margaret’s evidence is weaker.  She does neither.  
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Empirical Evidence:  Testlet BB 
 
Mr. Sanchez asks his students to write an argument about the following question:  Why 
are some earthquakes more destructive than others?  Sarah used the data table below 
to write her argument.  
 
Location of 
Earthquake 
Destructive Power  
at the Epicenter 
(center of the earthquake) 
(Scale: 0 to 12) 
Time Shaking 
Lasted 
Port-au-Prince 9 Long 
Loma Prieta 8 Medium 
Ceyhan 8 Medium 
Saguenay 7 Short 
Coalinga 6 Short 
 
 
 
Sarah’s Argument: 
 
 (S1) = Sentence 1  (S2) = Sentence 2  (S3) = Sentence 3 
 
(S1) Earthquakes that shake the ground for a short time are not very destructive.  
(S2) For instance, the Coalinga Earthquake lasted a short amount of time and 
had a destructive power of 6 at the epicenter (center of the earthquake), and the 
Port-au-Prince Earthquake lasted a long amount of time and had a destructive 
power of 9 at the epicenter.  (S3) The Port-au-Prince Earthquake was more 
destructive and the shaking lasted longer because a longer section of the fault 
probably broke. 
 
 
 
1. In which statement does Sarah support her argument with evidence? 
 
 
a. Sentence 1 (S1)  
b. Sentence 2 (S2)  
c. Sentence 1 (S1) and Sentence 2 (S2) 
d. None 
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2. Sarah is thinking of adding more evidence to her argument.  Which piece of 
evidence best supports her claim? 
 
a. The 2004 Sumatra Earthquake lasted about 500 seconds, and is thought to 
be the longest lasting earthquake ever recorded in history. 
 
b. The 1906 San Francisco Earthquake shook the ground for a medium 
length of time, and had a destructive power of 8 at the epicenter. 
 
c. The 1971 San Ferndando Earthquake shook the ground for short amount 
of time and had a destructive power of 11 at the epicenter. 
 
d. The 1920 Haiyuan Earthquake had a destructive power of 12 at the 
epicenter, which was the largest earthquake this century. 
 
 
 
 
 
 
 
3. Maria is also in Mr. Sanchez’s class.  She is thinking about adding a piece of 
evidence to her argument that earthquakes that shake the ground for a long time 
are very destructive.  
 
The largest recorded earthquake in the United States was in Prince 
William Sound, Alaska, in 1964 and had a destructive power of 11. 
 
This piece of evidence is 
 
a. poor because it does not provide support for the claim or address the 
question. 
 
b. fair because it addresses the question, but does not support the claim. 
 
c. fair because it supports the claim, but does not address the question. 
 
d. excellent because it provides support for the claim and addresses the 
question. 
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Teddy is also in Mr. Sanchez’s class.  Mr. Sanchez asked Sarah and Teddy to compare 
arguments to see who used stronger evidence. 
 
Sarah’s Argument: 
 
Earthquakes that shake the ground for a short time are not very destructive.  For 
instance, the Coalinga Earthquake lasted a short amount of time and had a 
destructive power of 6 at the epicenter (center of the earthquake), and the Port-
au-Prince Earthquake lasted a long amount of time and had a destructive power 
of 9 at the epicenter.  The Port-au-Prince Earthquake was more destructive and 
the shaking lasted longer because a longer section of the fault probably broke. 
 
 
Teddy’s Argument: 
 
Earthquakes that shake the ground for a short time are not very destructive.  For 
instance, the 1989 Newcastle Earthquake shook the ground for a short amount of 
time and had a destructive power of 8 at the epicenter (center of the earthquake).  
This shows how an earthquake that shook the ground for a short amount of time 
was really strong because even a short amount of shaking could have caused a 
large section of the fault to break, which is what makes the Earth shake. 
 
 
 
4. Which student, Sarah or Teddy, better supports his or her argument?  Why? 
 
a. Sarah’s evidence is stronger.  She provides support for the claim and 
addresses the question.  Teddy’s evidence is weaker.  He addresses the 
question, but does not support the claim. 
 
b. Sarah’s evidence is stronger.  He provides support for the claim and 
addresses the question.  Teddy’s evidence is weaker.  He does neither. 
 
c. Teddy’s evidence is stronger.  He provides support for the claim and 
addresses the question.  Sarah’s evidence is weaker.  She supports the 
claim, but does not address the question. 
 
d. Teddy’s evidence is stronger.  He provides support for the claim and 
addresses the question.  Sarah’s evidence is weaker.  She does neither.  
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Empirical Evidence:  Testlet CC 
 
Mrs. Warren asks her students to write an argument about the following question:  Why 
do some volcanoes have ash clouds that reach higher into the sky than others?  Ben 
used the data table below to write his argument.  
 
Name of 
Volcano 
Explosive Power of 
Volcano 
(Scale: 0 to 8) 
Height of ash cloud  
Kileuea 0 Very Low 
Galeras 2 Low 
Agung 4 Medium 
Santa Maria 6 High 
Tambora 7 Very High 
 
 
Ben’s Argument: 
 
 (S1) = Sentence 1  (S2) = Sentence 2  (S3) = Sentence 3 
 
(S1) Volcanoes that have more explosive power produce ash clouds that reach 
higher into the sky.  (S2) For instance, the Tambora Volcano had an explosive 
power of 7 and the ash cloud was very high, and the Galeras Volcano had an 
explosive power of 2 and its ash cloud was low to the ground.  (S3) The Tambora 
eruption was more powerful than the Galeras eruption, and this forced the 
volcanic ash from the Tambora Volcano much higher into the sky. 
 
 
1. In which statement does Ben support his argument with evidence? 
 
 
a. Sentence 1 (S1)  
b. Sentence 2 (S2)  
c. Sentence 1 (S1) and Sentence 2 (S2) 
d. none 
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2. Ben is thinking of adding more evidence to his argument.  Which piece of 
evidence best supports his claim? 
 
a. When the Eyja volcano in Iceland erupted in 2010, the ash cloud was so 
large that it stopped planes from flying in parts of Europe for 6 days. 
 
b. The volcano called El Chichon erupted in 1982 with an explosive power 
of 4, and its ash cloud reached a medium height.  
 
c. The volcano called Abatar erupted in 1977 with an explosive power of 2, 
and its ash cloud reached very high into the sky.  
 
d. The most powerful volcanic eruption measured in the last 4,000 years was 
the 1815 Tambora eruption, which had an explosive power of 7. 
 
 
 
 
 
 
 
3. Chris is also in Mrs. Warren’s class.  He is thinking about adding a piece of 
evidence to his argument that volcanoes that have more explosive power 
produce ash clouds that reach higher into the sky. 
 
 
The volcano called Katami erupted in 1912 with a power of 6, and its ash 
cloud reached high into the sky. 
 
 
This piece of evidence is 
 
a. poor because it does not provide support for the claim or address the 
question. 
 
b. fair because it addresses the question, but does not support the claim. 
 
c. fair because it supports the claim, but does not address the question. 
 
d. excellent because it provides support for the claim and addresses the 
question. 
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June is also in Mrs. Warren’s class.  Mrs. Warren asked Ben and June to compare 
arguments to see who used stronger evidence. 
 
Ben’s Argument: 
 
Volcanoes that have more explosive power produce ash clouds that reach higher 
into the sky.  For instance, the Tambora Volcano had an explosive power of 7 and 
the ash cloud was very high, and the Galeras Volcano had an explosive power of 
2 and its ash cloud was low to the ground.  The Tambora eruption was more 
powerful than the Galeras eruption, and this forced the volcanic ash from the 
Tambora Volcano much higher into the sky. 
 
 
June’s Argument: 
 
Volcanoes that have more explosive power produce ash clouds that reach higher 
into the sky.  For instance, the city of Pompeii was buried under about 15 feet of 
ash, when the Mount Vesuvius Volcano erupted 1,934 years ago.  Because the ash 
buried the city, it also preserved everyday items like animal bones, broken pieces 
of pottery, plants, buildings, and even art, which scientists use to learn about the 
lives of the people who once lived in Pompeii. 
 
 
 
4. Which student, Ben or June, better supports his or her argument?  Why? 
 
a. Ben’s evidence is stronger.  He provides support for the claim and 
addresses the question.  June’s evidence is weaker.  She addresses the 
question, but does not support the claim. 
 
b. Ben’s evidence is stronger.  He provides support for the claim and 
addresses the question.  June’s evidence is weaker.  She does neither. 
 
c. June’s evidence is stronger.  She provides support for the claim and 
addresses the question.  Ben’s evidence is weaker.  He supports the claim, 
but does not address the question. 
 
d. June’s evidence is stronger.  She provides support for the claim and 
addresses the question.  Ben’s evidence is weaker.  He does neither.  
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Empirical Evidence:  Testlet DD 
 
Mrs. Johnson asks her students to write an argument about the following question:  Why 
do some earthquakes release more energy than others?  Terrance used the data table 
below to write his argument.  
 
Number of Earthquakes 
per year 
Energy Released from 
Earthquake  
1 Very Large 
15 Large 
134 Medium 
1,319 Small 
13,000 Very Small 
 
 
Terrance’s Argument: 
 
 (S1) = Sentence 1  (S2) = Sentence 2  (S3) = Sentence 3 
 
(S1)  Earthquakes that release more energy happen less often.  (S2)  Each year 
there are about 13,000 earthquakes that release a small amount of energy, but 
only 1 earthquake that releases a very large amount of energy.  (S3)  This means 
that fewer earthquakes occur when lots of energy is released. 
 
 
 
1. In which statement does Terrance support his argument with evidence? 
 
 
a. Sentence 1 (S1)  
b. Sentence 2 (S2)  
c. Sentence 1 (S1) and Sentence 2 (S2) 
d. None 
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2. Terrance is thinking of adding more evidence to his argument.  Which piece 
of evidence best supports his claim? 
 
a. In 2004, a star-quake happened that was big enough to make Earth extinct 
had it been closer to our planet. 
 
b. There are about 130,000 earthquakes that release an extremely small 
amount of energy every year. 
  
c. There are about 130,000 earthquakes that release a very large amount of 
energy every year. 
 
d. While there are about 500,000 earthquakes measured each year, only 
about 100,000 of them are in the United States. 
 
 
 
 
 
 
 
3. Denzel is also in Mrs. Johnson’s class.  He is thinking about adding a piece of 
evidence to his argument that earthquakes that release more energy happen 
less often.   
 
 
65 million years ago an asteroid is believed to have hit the Yucatan 
Peninsula with 1,000,000,000,000 tons of energy. 
 
 
 
This piece of evidence is 
a. poor because it does not provide support for the claim or address the 
question. 
 
b. fair because it addresses the question, but does not support the claim. 
 
c. fair because it supports the claim, but does not address the question. 
 
d. excellent because it provides support for the claim and addresses the 
question. 
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Dina is also in Mrs. Johnson’s class.  Mrs. Johnson asked Terrance and Dina to compare 
arguments to see who used stronger evidence. 
 
Terrance’s Argument: 
 
Earthquakes that release more energy happen less often.  Each year there are 
about 13,000 earthquakes that release a small amount of energy, but only 1 
earthquake that releases a very large amount of energy.  This means that fewer 
earthquakes occur when lots of energy is released. 
 
 
Dina’s Argument: 
 
Earthquakes that release more energy happen less often.  In 2011 there were 
2,276 earthquakes that released a small amount of energy, but there are usually 
about 1,319 earthquakes that release this amount of energy.  Therefore, more 
earthquakes happen when less energy is released. 
 
 
 
4. Which student, Terrance or Dina, better supports his or her argument?  
Why? 
 
a. Terrance’s evidence is stronger.  He provides support for the claim and 
addresses the question.  Dina’s evidence is weaker.  She addresses the 
question, but does not support the claim. 
 
b. Terrance’s evidence is stronger.  He provides support for the claim and 
addresses the question.  Dina’s evidence is weaker.  She does neither. 
 
c. Dina’s evidence is stronger.  She provides support for the claim and 
addresses the question.  Terrance’s evidence is weaker.  He supports the 
claim, but does not address the question. 
 
d. Dina’s evidence is stronger.  She provides support for the claim and 
addresses the question.  Terrance’s evidence is weaker.  He does neither.  
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Appendix C:  Scoring Guide:  Writing Items 
Table C1 
Forms of justification scoring guide for writing item 1 
Construct 
Scoring Description 
Level Description 
3 
Student limits all of the scientific evidence to 
the most important forms (empirical 
measurements and observations). 
OR 
Student provides more important forms 
(empirical measurements and observations) as 
well as some less important forms of scientific 
justifications (appeals to authority, prior 
experience), but the less important forms are 
used as additional support of the argument. 
• Empirical Data:  Should include only references to the hardness of ground material 
o Softer ground materials have more destructive power 
o Harder ground materials have less destructive power 
o Locating charts/tables (e.g. If students write,” from the data table or from the 
map” without citing actual data points) is counted as providing a form of 
“measurements/empirical observations” justification 
• Less Important Forms:  May include appeals to authority, personal experience, and/or a 
plausible mechanism, but they MUST also support the claim (e.g. they make the argument 
stronger) (examples of less important forms are provided in level 1) 
2 
Student uses empirical measurements and 
observations as well as some less important 
forms of scientific justifications (appeals to 
authority, prior experience), but the less 
important forms do not support or they detract 
from the argument.  
 
• Empirical Data:  Should reference the hardness of ground material (examples provided in 
level 3) 
AND 
• Less Important Forms:  Includes appeals to authority, personal experience, and/or a 
plausible mechanism, but they DO NOT support the claim (e.g. they make the argument 
weaker) (examples of less important forms are provided in level 1) 
1 
Student only provides less important forms of 
scientific justifications (e.g. appeals to 
authority and/or prior experience) to support 
the claim.  She/he does not use empirical 
evidence to support the claim. 
• Appeals to Authority: 
o Dr. Chow said that earthquakes are more destructive when they happen where 
lots of people live 
o Dr. Chow said that the 2008 earthquake in Sichuan, China, was really destructive 
OR 
• Personal Experience: 
o I live in California and I know the earthquakes are really strong here 
OR 
• Plausible Mechanism: 
o Student applies a mechanism in a way they think it makes sense, but does not fit 
with the accepted scientific explanation 
0 Student does not provide any justification to support the claim. 
• No justifications are provided 
99 Student does not answer the question  
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Table C2 
Empirical evidence scoring guide for writing item 1 
Construct 
Scoring Description 
Level Description 
3 
RSE for Science 
and Claim 
Student limits all of the empirical 
evidence to that which is relevant to the 
science in the claim and supports the 
relationship in the claim. 
• Student’s claim and evidence only reference the relevant science variable (hardness 
of ground material) 
o Softer ground materials are related to earthquakes with more destructive 
power 
o Harder ground materials are related to earthquakes with less destructive 
power 
2 
RSE for Claim 
Student uses empirical evidence that 
supports and is relevant to the 
relationship in the claim (Note: This can 
include irrelevant science if it still 
supports the claim). 
• Student claim and evidence only reference the irrelevant variable data (average 
yearly crust temperature) 
o Higher average yearly crust temperatures are related to more destructive 
earthquakes 
o Lower average yearly crust temperatures are related to less destructive 
earthquakes 
OR 
• Student’s claim and evidence reference both the irrelevant science variable data 
(average yearly crust temperature) and the relevant science variable data (hardness 
of ground material): 
o Average yearly crust temperature (irrelevant science variable): 
§ Higher average yearly crust temperatures are related to more 
destructive earthquakes 
§ Lower average yearly crust temperatures are related to less 
destructive earthquakes 
AND 
o Hardness of ground material (relevant science variable): 
§ Softer ground materials are related to earthquakes with more 
destructive power 
§ Harder ground materials are related to earthquakes with less 
destructive power  
1 
Some RSE 
Student provides a mixture of relevant-
supporting empirical evidence as well as 
irrelevant and/or non-supporting data to 
support the relationship in the claim. 
OR 
Student only provides some of the 
necessary relevant-supporting empirical 
• Dataset is larger than the claim 
o Student’s claim references either the relevant science variable (hardness of 
ground material) OR the irrelevant science variable (thickness of crust), 
but they use data for both: 
§ Hardness of ground material (relevant science variable): 
• Softer ground materials are related to earthquakes with 
more destructive power 
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evidence to support the relationship for 
part of the claim. 
• Harder ground materials are related to earthquakes with 
less destructive power  
AND 
§ Average yearly crust temperature (irrelevant science variable): 
• Higher average yearly crust temperatures are related to 
more destructive earthquakes 
• Lower average yearly crust temperatures are related to 
less destructive earthquakes 
OR 
• Claim is larger than the dataset 
0 
No RSE 
Student provides only irrelevant or non-
supporting data (does not provide any 
relevant-supporting empirical evidence) 
for his/her claim. 
• No RSE provided 
99 Student does not answer the question  
 
  
	   300 
Table C3 
Forms of justification scoring guide for writing item 2 
Construct 
Scoring Description 
Level Description 
3 
RSE for 
Science 
and 
Claim 
Student limits all of the empirical evidence to that 
which is relevant to the science in the claim and 
supports the relationship in the claim. 
• Empirical Data:  Should include only references to the depth 
o Shallow earthquakes have more destructive power 
o Deep earthquakes have less destructive power 
o Locating charts/tables (e.g. If students write,” from the data table 
or from the map” without citing actual data points) is counted as 
providing a form of “measurements/empirical observations” 
justification 
• Less Important Forms:  May include appeals to authority, personal 
experience, and/or a plausible mechanism, but they MUST also support the 
claim (e.g. they make the argument stronger) (examples of less important 
forms are provided in level 1) 
2 
RSE for 
Claim 
Student uses empirical evidence that supports and is 
relevant to the relationship in the claim (Note: This can 
include irrelevant science if it still supports the claim). 
• Empirical Data:  Should include only references to the depth  (examples 
provided in level 3) 
AND 
• Less Important Forms:  Includes appeals to authority, personal experience, 
and/or a plausible mechanism, but they DO NOT support the claim (e.g. they 
make the argument weaker) (examples of less important forms are provided 
in level 1) 
1 
Some 
RSE 
Student provides a mixture of relevant-supporting 
empirical evidence as well as irrelevant and/or non-
supporting data to support the relationship in the claim. 
OR 
Student only provides some of the necessary relevant-
supporting empirical evidence to support the 
relationship for part of the claim. 
• Appeals to Authority: 
o Dr. Schmidt said that the destruction was greatest in Port-au-Prince 
o Dr. Schmidt said that earthquakes on islands are more destructive 
OR 
• Personal Experience: 
o I live in California and I know the earthquakes are really strong 
here 
OR 
• Plausible Mechanism: 
o Student applies a mechanism in a way they think it makes sense, 
but does not fit with the accepted scientific explanation 
0 
No RSE 
Student provides only irrelevant or non-supporting data 
(does not provide any relevant-supporting empirical 
evidence) for his/her claim. 
• No justifications are provided 
99 Student does not answer the question  
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Table C4 
Empirical evidence scoring guide for writing item 2 
Construct 
Scoring Description 
Level Description 
3 
RSE for 
Science 
and Claim 
Student limits all of the empirical evidence to that 
which is relevant to the science in the claim and 
supports the relationship in the claim. 
• Student’s claim and evidence only reference the relevant science variable 
(depth) 
o Shallow earthquakes are related to earthquakes with more 
destructive power 
o Deep earthquakes are related to earthquakes with less destructive 
power 
2 
RSE for 
Claim 
Student uses empirical evidence that supports and is 
relevant to the claim (Note: This can include irrelevant 
science if it still supports the claim). 
• Student claim and evidence only reference the irrelevant variable data 
(area of landform) 
o Larger landforms are related to less less destructive earthquakes 
o Smaller landforms are related to more destructive earthquakes  
OR 
• Student’s claim and evidence reference both the irrelevant science variable 
data (area of landform) and the relevant science variable data (depth): 
o Area of the landform (irrelevant science variable): 
§ Larger landforms are related to less destructive 
earthquakes 
§ Smaller landforms are related to more destructive 
earthquakes  
AND 
o Depth (relevant science variable): 
§ Shallow earthquakes are related to earthquakes with 
more destructive power 
§ Deep earthquakes are related to earthquakes with less 
destructive power  
1 
Some RSE 
Student provides a mixture of relevant-supporting 
empirical evidence as well as irrelevant and/or non-
supporting data for his/her claim (e.g. dataset is larger 
than the claim) 
• Dataset is larger than the claim 
o Student’s claim references either the relevant science variable 
(depth) OR the irrelevant science variable (area of landform), but 
they use data for both: 
§ Depth (relevant science variable): 
• Shallow earthquakes are related to earthquakes 
with more destructive power 
• Deep earthquakes are related to earthquakes 
with less destructive power  
AND 
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§ Area of the landform (irrelevant science variable): 
• Larger landforms are related to less destructive 
earthquakes 
• Smaller landforms are related to more 
destructive earthquakes 
OR 
• Claim is larger than the dataset 
0 
No RSE 
Student provides only irrelevant or non-supporting data 
(does not provide any relevant-supporting empirical 
evidence) for his/her claim. 
• No RSE provided 
99 Student does not answer the question  
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Table C5 
Forms of justification scoring guide for writing item 4 
Construct 
Scoring Description 
Level Description 
3 
Student limits all of the scientific evidence to the most 
important forms (empirical measurements and 
observations). 
OR 
Student provides more important forms (empirical 
measurements and observations) as well as some less 
important forms of scientific justifications (appeals to 
authority, prior experience), but the less important 
forms are used as additional support of the argument. 
• Empirical Data:  Should include only references to the number of gas 
bubbles 
o More gas bubbles in the magma results in more powerful eruptions 
o Less gas bubbles in the magma results in less powerful eruptions 
o Locating charts/tables (e.g. If students write,” from the data table 
or from the map” without citing actual data points) is counted as 
providing a form of “measurements/empirical observations” 
justification. 
• Less Important Forms:  May include appeals to authority, personal 
experience, and/or a plausible mechanism, but they MUST also support the 
claim (e.g. they make the argument stronger) (examples of less important 
forms are provided in level 1) 
2 
Student uses empirical measurements and observations 
as well as some less important forms of scientific 
justifications (appeals to authority, prior experience), 
but the less important forms do not support or they 
detract from the argument.  
 
• Empirical Data:  Should include only references to the number of gas 
bubbles  (examples provided in level 3) 
AND 
• Less Important Forms:  Includes appeals to authority, personal experience, 
and/or a plausible mechanism, but they DO NOT support the claim (e.g. they 
make the argument weaker) (examples of less important forms are provided 
in level 1) 
1 
Student only provides less important forms of scientific 
justifications (e.g. appeals to authority and/or prior 
experience) to support the claim.  She/he does not use 
empirical evidence to support the claim. 
• Appeals to Authority: 
o Dr. Vermeer said that volcanoes on islands are less destructive  
OR 
• Personal Experience: 
o I live in California and I know the earthquakes are really strong 
here 
OR 
• Plausible Mechanism: 
o Student applies a mechanism in a way they think it makes sense, 
but does not fit with the accepted scientific explanation 
0 Student does not provide any justification to support the claim. 
• No justifications are provided 
99 Student does not answer the question  
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Table C6 
Empirical evidence scoring guide for writing item 4 
Construct 
Scoring Description 
Level Description 
3 
RSE for 
Science 
and Claim 
Student limits all of the empirical evidence to that 
which is relevant to the science in the claim and 
supports the relationship in the claim. 
• Student’s claim and evidence only reference the relevant science variable 
(number of gas bubbles) 
o More gas bubbles in the magma is related to more powerful eruptions 
o Less gas bubbles in the magma is related to less powerful eruptions 
2 
RSE for 
Claim 
Student uses empirical evidence that supports and 
is relevant to the relationship in the claim (Note: 
This can include irrelevant science if it still 
supports the claim). 
• Student claim and evidence only reference the irrelevant variable data (average 
yearly air temperature) 
o The higher the air temperature, the more explosive the earthquake 
o The lower the air temperature, the less explosive the earthquake  
OR 
• Student’s claim and evidence reference both the irrelevant science variable 
data (average yearly air temperature) and the relevant science variable data 
(number of gas bubbles): 
o Average yearly air temperature (irrelevant science variable): 
§ The higher the air temperature, the more explosive the 
earthquake 
§ The lower the air temperature, the less explosive the 
earthquake  
AND 
o Number of gas bubbles (relevant science variable): 
§ More gas bubbles in the magma is related to more powerful 
eruptions 
§ Less gas bubbles in the magma is related to less powerful 
eruptions 
1 
Some RSE 
Student provides a mixture of relevant-supporting 
empirical evidence as well as irrelevant and/or 
non-supporting data to support the relationship in 
the claim. 
OR 
Student only provides some of the necessary 
relevant-supporting empirical evidence to support 
the relationship for part of the claim. 
• Dataset is larger than the claim 
o Student’s claim references either the relevant science variable 
(number of gas bubbles) OR the irrelevant science variable (average 
yearly air temperature), but they use data for both: 
§ Number of gas bubbles (relevant science variable): 
• More gas bubbles in the magma is related to more 
powerful eruptions 
• Less gas bubbles in the magma is related to less 
powerful eruptions 
AND 
§ Average yearly air temperature (irrelevant science variable): 
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• The higher the air temperature, the more explosive 
the earthquake 
• The lower the air temperature, the less explosive the 
earthquake 
OR 
• Claim is larger than the dataset 
0 
No RSE 
Student provides only irrelevant or non-supporting 
data (does not provide any relevant-supporting 
empirical evidence) for his/her claim. 
• No RSE provided 
99 Student does not answer the question  
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Table C7 
Forms of justification scoring guide for writing item 5 
Construct 
Scoring Description 
Level Description 
3 
Student limits all of the scientific evidence to the most 
important forms (empirical measurements and 
observations). 
OR 
Student provides more important forms (empirical 
measurements and observations) as well as some less 
important forms of scientific justifications (appeals to 
authority, prior experience), but the less important 
forms are used as additional support of the argument. 
• Empirical Data:  Should include only references to the thickness of magma 
o Sticker magma has more destructive power 
o Runnier magma has less destructive power 
o Locating charts/tables (e.g. If students write,” from the data table 
or from the map” without citing actual data points) is counted as 
providing a form of “measurements/empirical observations” 
justification 
• Less Important Forms:  May include appeals to authority, personal 
experience, and/or a plausible mechanism, but they MUST also support the 
claim (e.g. they make the argument stronger) (examples of less important 
forms are provided in level 1) 
2 
Student uses empirical measurements and observations 
as well as some less important forms of scientific 
justifications (appeals to authority, prior experience), 
but the less important forms do not support or they 
detract from the argument.  
 
• Empirical Data:  Should include only references to the thickness of magma 
(examples provided in level 3) 
AND 
• Less Important Forms:  Includes appeals to authority, personal experience, 
and/or a plausible mechanism, but they DO NOT support the claim (e.g. they 
make the argument weaker) (examples of less important forms are provided 
in level 1) 
1 
Student only provides less important forms of scientific 
justifications (e.g. appeals to authority and/or prior 
experience) to support the claim.  She/he does not use 
empirical evidence to support the claim. 
• Appeals to Authority: 
o Dr. Martin said that large earthquakes are more destructive. 
o Dr. Martin said that newer earthquakes are more destructive. 
OR 
• Personal Experience: 
o I live in California and I know the earthquakes are really strong 
here 
OR 
• Plausible Mechanism: 
o Student applies a mechanism in a way they think it makes sense, 
but does not fit with the accepted scientific explanation 
0 Student does not provide any justification to support the claim. 
• No justifications are provided 
99 Student does not answer the question  
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Table C8 
Empirical evidence scoring guide for writing item 5 
Construct 
Scoring Description 
Level Description 
3 
RSE for 
Science 
and Claim 
Student limits all of the empirical evidence to that 
which is relevant to the science in the claim and 
supports the relationship in the claim. 
• Student’s claim and evidence only reference the relevant science variable 
(thickness of magma) 
o Sticker magma is related to earthquakes with more destructive power 
o Runnier magma is related to earthquakes with less destructive power 
2 
RSE for 
Claim 
Student uses empirical evidence that supports and 
is relevant to the relationship in the claim (Note: 
This can include irrelevant science if it still 
supports the claim). 
• Student claim and evidence only reference the irrelevant variable data (average 
yearly amount of rain) 
o The magma is thinner when there is a high average yearly amount of 
rain  
o The magma is thicker when there is a low average yearly amount of 
rain  
OR 
• Student’s claim and evidence reference both the irrelevant science variable data 
(average yearly amount of rain) and the relevant science variable data (thickness 
of magma): 
o Average yearly amount of rain (irrelevant science variable): 
§ The magma is thinner when there is a high average yearly 
amount of rain  
§ The magma is thicker when there is a low average yearly 
amount of rain  
AND 
o Thickness of magma (relevant science variable): 
§ Sticker magma is related to earthquakes with more destructive 
power 
§ Runnier magma is related to earthquakes with less destructive 
power  
1 
Some 
RSE 
Student provides a mixture of relevant-supporting 
empirical evidence as well as irrelevant and/or 
non-supporting data to support the relationship in 
the claim. 
OR 
Student only provides some of the necessary 
relevant-supporting empirical evidence to support 
the relationship for part of the claim. 
• Dataset is larger than the claim 
o Student’s claim references either the relevant science variable 
(Thickness of magma) OR the irrelevant science variable (average 
yearly amount of rain), but they use data for both: 
§ Thickness of magma (relevant science variable): 
• Sticker magma is related to earthquakes with more 
destructive power 
• Runnier magma is related to earthquakes with less 
destructive power  
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• AND 
§ Average yearly amount of rain (irrelevant science variable): 
• Volcanoes on continents have more powerful 
eruptions than those on islands. 
• Volcanoes on islands have less powerful eruptions 
OR 
• Claim is larger than the dataset 
0 
No RSE 
Student provides only irrelevant or non-supporting 
data (does not provide any relevant-supporting 
empirical evidence) for his/her claim. 
• No RSE provided 
99 Student does not answer the question  
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Table C9 
Forms of justification scoring guide for writing item 6 
Construct 
Scoring Description 
Level Description 
3 
RSE for 
Science 
and 
Claim 
Student limits all of the empirical evidence to that 
which is relevant to the science in the claim and 
supports the relationship in the claim. 
• Empirical Data:  Should include only references to  
o The magma is thicker when the temperature of magma is low 
o The magma is thinner when the temperature of magma is high 
o Locating charts/tables (e.g. If students write,” from the data table 
or from the map” without citing actual data points) is counted as 
providing a form of “measurements/empirical observations” 
justification 
• Less Important Forms:  May include appeals to authority, personal 
experience, and/or a plausible mechanism, but they MUST also support the 
claim (e.g. they make the argument stronger) (examples of less important 
forms are provided in level 1) 
2 
RSE for 
Claim 
Student uses empirical evidence that supports and is 
relevant to the relationship in the claim (Note: This can 
include irrelevant science if it still supports the claim). 
• Empirical Data:  Should include only references to  (examples provided in level 
3) 
AND 
• Less Important Forms:  Includes appeals to authority, personal experience, 
and/or a plausible mechanism, but they DO NOT support the claim (e.g. they 
make the argument weaker) (examples of less important forms are provided 
in level 1) 
1 
Some 
RSE 
Student provides a mixture of relevant-supporting 
empirical evidence as well as irrelevant and/or non-
supporting data to support the relationship in the claim. 
OR 
Student only provides some of the necessary relevant-
supporting empirical evidence to support the 
relationship for part of the claim. 
• Appeals to Authority: 
o Dr. Carson said that there is an earthquake that erupts rare carbonite 
magma 
OR 
• Personal Experience: 
o I live in California and I know the earthquakes are really strong 
here 
OR 
• Plausible Mechanism: 
o Student applies a mechanism in a way they think it makes sense, 
but does not fit with the accepted scientific explanation 
0 
No RSE 
Student provides only irrelevant or non-supporting data 
(does not provide any relevant-supporting empirical 
evidence) for his/her claim. 
• No justifications are provided 
99 Student does not answer the question  
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Table C10 
Empirical evidence scoring guide for writing item 6 
Construct 
Scoring Description 
Level Description 
3 
RSE for 
Science 
and Claim 
Student limits all of the empirical evidence to that 
which is relevant to the science in the claim and 
supports the relationship in the claim. 
• Student’s claim and evidence only reference the relevant science variable 
(thickness of magma) 
o The magma is thicker when the temperature of magma is low 
o The magma is thinner when the temperature of magma is high 
2 
RSE for 
Claim 
Student uses empirical evidence that supports and is 
relevant to the claim (Note: This can include 
irrelevant science if it still supports the claim). 
• Student claim and evidence only reference the irrelevant variable data 
(average yearly amount of rain) 
o The magma is thinner when there is a high average yearly amount 
of rain  
o The magma is thicker when there is a low average yearly amount of 
rain  
OR 
• Student’s claim and evidence reference both the irrelevant science variable 
data (average yearly amount of rain) and the relevant science variable data 
(thickness of the magma): 
o Average yearly amount of rain (irrelevant science variable): 
§ The magma is thinner when there is a high average yearly 
amount of rain  
§ The magma is thicker when there is a low average yearly 
amount of rain 
AND 
o Thickness of the magma (relevant science variable): 
§ When the temperature of magma is lower, the magma is 
thicker 
§ When the temperature of magma is higher, the magma is 
thinner  
1 
Some 
RSE 
Student provides a mixture of relevant-supporting 
empirical evidence as well as irrelevant and/or non-
supporting data for his/her claim (e.g. dataset is larger 
than the claim) 
• Dataset is larger than the claim 
o Student’s claim references either the relevant science variable 
(thickness of magma) OR the irrelevant science variable (average 
yearly amount of rain), but they use data for both: 
§ Thickness of the magma (relevant science variable): 
• When the temperature of magma is lower, the 
magma is thicker 
• When the temperature of magma is higher, the 
magma is thinner  
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AND 
§  Average yearly amount of rain (irrelevant science 
variable): 
• The magma is thinner when there is a high 
average yearly amount of rain  
• The magma is thicker when there is a low 
average yearly amount of rain 
OR 
• Claim is larger than the dataset 
0 
No RSE 
Student provides only irrelevant or non-supporting 
data (does not provide any relevant-supporting 
empirical evidence) for his/her claim. 
• No RSE provided 
99 Student does not answer the question  	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Appendix D:  Scoring Guide:  Reading Items  
 
Table D1 
Correct responses to forms of justification testlet A 
Item Correct Response 
1 B 
2 A 
3 C 
4 D 
 
 
 
Table D2 
Correct responses to forms of justification testlet B 
Item Correct Response 
1 B 
2 C 
3 C 
4 D 
 
 
 
Table D3 
Correct responses to forms of justification testlet C 
Item Correct Response 
1 B 
2 A 
3 C 
4 D 
 
 
 
Table D4 
Correct responses to forms of justification testlet D 
Item Correct Response 
1 B 
2 C 
3 C 
4 D 
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Table D5 
Correct responses to empirical evidence testlet AA 
Item Correct Response 
1 B 
2 B 
3 D 
4 B 
 
 
 
Table D6 
Correct responses to empirical evidence testlet BB 
Item Correct Response 
1 B 
2 B 
3 A 
4 A 
 
 
 
Table D7 
Correct responses to empirical evidence testlet CC 
Item Correct Response 
1 B 
2 B 
3 D 
4 B 
 
 
 
Table D8 
Correct responses to empirical evidence testlet DD 
Item Correct Response 
1 B 
2 B 
3 A 
4 A 
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Appendix E:  Demographic Survey 
 
Directions:  Please answer each of the questions about your background as best you can. 
 
 
1. What is your name? _________________________________________________ 
 
2. How old are you?  ____________________ 
 
3. What grade are you in? ___________________ 
 
4. Are you male or female?   Male                 Female 
              O              O 
 
5. How would you identify yourself?   
o Asian American or Pacific Islander 
o Black/African American 
o White  
o Latino/Latina 
o Native American or American Indian 
o Other 
6. Were you born in the United States?  Yes              No   
         O        O 
 
If no,  What country were you born in? ______________________________ 
How old were you when you came to the United States? ____________ 
 
7. What country were your parents born in? 
Mother: __________________ Father:  __________________
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8. Have you attended school in another country? Yes              No 
             O        O  
       
If yes,  what country? __________________ 
at what age(s) did you attend school in that country? _________________ 
9. What language(s) do you speak at home? ________________________________ 
10. What language do your parents use when they speak to you? ____________ 
11. What language do you use when you speak to your parents?  ____________ 
12. What language do you use when you speak to your siblings?  ____________ 
13. Do you read in your native language? Yes              No 
          O        O  
14. Do your write in your native language? Yes              No 
 O        O 
 	  
15. How good of a READER in English are you?  Circle the number that best 
corresponds to how well you read English. 
 
Low         High 
1 2 3 4 5 6 7 8 9 10 
 
16. How good of a WRITER in English are you?  Circle the number that best 
corresponds to how well you write in English. 
 
Low         High 
1 2 3 4 5 6 7 8 9 10 
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Appendix F:  Cogntivie Interview Protocol 
Interviewer Instructions: 
The goal of this interview is to understand the students’ rationales behind their responses 
to the different assessment items.  There is 1 practice item, 1 practical task, 1 writing 
item, 3 reading items for forms of justification, and 3 reading items for relevant 
supporting evidence. 
 1. Target participants—24 - 30 middle school students (grades 6 and 7)  
 2. Materials: 
a. Audio recording device 
b. Folder 
i. Interview protocol 
ii. Items for the students to use (read and write on) 
iii. Cards cut for the practical task 
iv. Observation chart for the practical task 
c. Tape 
 3. Time frame:  30 – 45 min  
a. Introduction/Training – 2 min 
b. Working time-  ~28 min 
i. Validity items 
1. Writing 
2. Reading 
ii. Practical Task 
 4. Location—Quiet space with a table  
 5. Semi-structured Interview 
a. Read the script word for word 
b. Directions will be put in brackets in brackets and italics:  [directions].  
These are for your benefit and are not supposed to be read to the student. 
c. Student will read each question.  If he/she does not know a word you may 
tell them that word, but not the meaning. 
d. If a student is not thinking aloud you can ask probing questions: 
i. What are you thinking? 
ii. How did you come up with that answer? 
iii. Can you continue speaking? 
iv. Can you speak louder? 
e. Get the student to write down their answer (except for the writing 
question) and provide a rationale for each answer choice. 
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Introduction 
 
My name is __________.  I’m from Boston College.  We are doing a study about how to 
support students in constructing science arguments.  I would like to ask you some 
questions about some of the items from the argument assessments that you took.  I also 
have a new question for you to think about.  There are no right or wrong answers.  We 
just want to know how you are thinking about the questions, so we can improve this 
assessment.  Do you have any questions for me?  
 
[pause and wait for response].   
 
Is it ok if I tape record our conversation?   
 
[pause and wait for response].   
 
Great.  Then I am going to turn on the tape recorder, ask you your name, and then ask 
you again if it is ok if I tape record our conversation.  
 
 [Turn on the recorder.] 
 
Please state your name. 
 
 [Allow them to answer.] 
 
Is it okay if I tape record our conversation?  
 
[Allow them to answer.] 
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Think Aloud Practice Item 
 
I’d like to start with 1 practice item.  Throughout this interview, I want you to think aloud 
about how you decide on an answer.  You should read the questions out loud and write 
down your answer.  As you are answering the question, say out loud anything that comes 
into your mind.  Even if you are thinking, “I don’t know what to say”, say that out loud. 
 
 
[Give students the “Practice Question” Handout].  
 
  
Here is the practice question.  I am going to model how to answer the first question. 
 
 
[Read the item and model how to answer question 1.  Take some notes on the 
paper as you do this.] 
 
 
Now, it’s your turn.  I’d like you to answer question 2.  Please read the question out loud 
and try to explain aloud every step of your thinking like you would if you were showing a 
younger brother or sister how to answer it.  Feel free to take any notes if that will help 
you. 
 
 
[Allow the student to answer the question.  Prompt them if they need help thinking 
out loud.] 
 
 
Ok.  Now, I’d like you to do the same thing with question 3.   
 
 
[Allow the student to answer the question.  Prompt them if they need help thinking 
out loud.] 
 
 
Ok.  So, you are going to answer the questions just like that.  Any questions on how to 
think out loud, or what you are supposed to do when answering a question? 
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Part 1:  Card Sort 
Now, you will answer this question:  [Place the QUESTION card on the table in front of 
the student and read it out loud.]  Why does the magma from some volcanoes have 
more gas than others? 
 
This is the claim you will be arguing for:  [Place the CLAIM card on the table in front of 
the student and read it out loud.]  When the temperature of the magma is lower it has 
more gas in it. 
[Put out the good, bad and maybe sheets of paper.] 
 
There are 9 possible supports for this claim.  I’m going to read each one out loud and 
then I would like you to place it on the good, bad, or maybe sheet.  Please tell me 
anything you are thinking as you decide where the card should go.  You can move the 
card later, but I’d like to know why you decided to move it.  
 
[Read a justification card out loud and allow the student to organize them.  
Continue unitl all the cards have been read and sorted. .  If the student points to a 
card and doesn’t say it out loud immediately use it in a follow-up question or 
statement:  “I see you pointed to x, can you tell me why it was important”.] 
 
[Put the OBSERVATION CHART on the table in front of the student.] 
 
Now, I’d like you to choose the 3 most important supports and put them in order from 
most important to least important.  Please think out loud as you do this.  You can make 
changes in the order if you like, but if you do please explain why you are doing so.   
 
[Let the student put them in order.  If the student points to a card and doesn’t say 
it out loud immediately use it in a follow-up question:  “I see you pointed to x, can 
you tell me why it was important”.] 
 
[When the student is finished tape the cards in the correct order on the charts].   
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Ok, now I have some questions for you. 
 1. You said that [point to and read the 1st support] was the most important support. a. What makes it better than [point to and read the 2nd support]? b. What makes it better than [point to and read the 3rd support]? 
 2. You said that [point to and read the 2nd support] was the 2nd most important 
support. a. What makes it better than the 3rd one? 
 3. You said that [point to and read the 3rd support] was the 3rd most important 
support. a. Why is it the least important? 
 
[Remove materials from the table]. 
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Part 2:  Assessment Items:  Writing 
Now, I have this question for you to answer.   
[Give student Item 1.] 
Please read the question out loud and tell me out loud how you would answer it.  Say out 
loud anything that comes into your mind.  Feel free to write any notes if that will help 
you, but you do not need to write the actual response.  Just tell me out loud how would 
answer the question. 
 
[They DO NOT need to write the actual response, but they can take notes if that 
will help them.] 
 
[Keep track of whether they use what Dr. Martin says, what Benito says, and/or 
Zoe’s table when they answer the question. You will need it for the next 2 
questions.] 
 
Can you tell me why you used [what Dr. Martin said, what Benito said, Zoe’s table] to 
answer the question? 
 
Can you tell me why you chose not to use [what Dr. Martin said, what Benito said, Zoe’s 
table] to answer the question? 
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Part 3:  Assessment Items:  Reading—Forms of Justification 
 
Now, I have 3 questions for you to answer.  They all use this information.   
 
[Give student Part 3 Question Set Information (BLUE)] 
 
Please read the information out loud and tell me about anything you are thinking.  Feel 
free to make any notes on this paper if it will help you.   
 
[Give the students time to read the information and make notes if they want to.  
Prompt them to explain their thought process.] 
 
Here is the 1st question.  Please read the question out loud and circle your answer.  As 
you answer the question, say out loud anything that comes into your mind.  Again, feel 
free to make any notes on this paper if it will help you.   
 
[Give students Question 1.]   
 
Here is the 2nd question.  Please read the question out loud and circle your answer.  As 
you answer the question, say out loud anything that comes into your mind.  Again, feel 
free to make any notes on this paper if it will help you.   
 
[Give students Question 2.]   
 
Here is the 3rd question.  Please read the question out loud and circle your answer.  As 
you answer the question, say out loud anything that comes into your mind.  Again, feel 
free to make any notes on this paper if it will help you.   
 
[Give students Question 3.]   
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Part 4:  Assessment Items:  Reading—Empirical Evidence 
 
Now, I have 3 questions for you to answer.  They all use this information.   
 
[Give student Part 3 Question Set Information (GREEN)] 
 
Please read the information out loud and tell me about anything you are thinking.  Feel 
free to make any notes on this paper if it will help you.   
 
[Give the students time to read the information and make notes if they want to.  
Prompt them to explain their thought process.] 
 
Here is the 1st question.  Please read the question out loud and circle your answer.  As 
you answer the question, say out loud anything that comes into your mind.  Again, feel 
free to make any notes on this paper if it will help you.   
 
[Give students Question 1.]   
 
Here is the 2nd question.  Please read the question out loud and circle your answer.  As 
you answer the question, say out loud anything that comes into your mind.  Again, feel 
free to make any notes on this paper if it will help you.   
 
[Give students Question 2.]   
 
Here is the 3rd question.  Please read the question out loud and circle your answer.  As 
you answer the question, say out loud anything that comes into your mind.  Again, feel 
free to make any notes on this paper if it will help you.   
 
[Give students Question 3.]   
 
 
 	   324 
Appendix G:  Cogntivie Interview Handouts 
Practice Question 
 
There are 50 students in Jenny’s class.  She wants to know what her friends’ 
favorite fruit is.  The numbers of students who voted for oranges, apples and 
bananas are given in the table.  Every student voted for one fruit.  
 
Favorite Fruit Number of students 
Orange  17 
Apple  13 
Banana 10 
TOTAL 40 
 
1. Which fruit do the students like best? 
 
2. Which fruit do the students like least? 
 
3. How many students have a favorite fruit that is not an orange and apple? 
 
 
  
 	   325 
Part 1:  Cards for the Card Sort 
 
 
 
 
 
 
 
  
QUESTION:	  	  
Why	  does	  the	  magma	  from	  some	  volcanoes	  have	  more	  gas	  than	  others?	  
	  
Name	  of	  Volcano	  
Temperature	  of	  
the	  magma	  
(0C)	  
Amount	  of	  Gas	  in	  
the	  Magma	  	  Kohala,	  Hawaii	   1,000-­‐1,200	   Small	  Ruapehu,	  New	  Zealand	   800-­‐1,000	   Medium	  Tarawera,	  New	  Zealand	   650-­‐800	   Large	  
	  
DANNY’S	  	  CLAIM:	  	  
When	  the	  temperature	  of	  the	  magma	  is	  lower	  it	  has	  more	  gas	  in	  it.	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Empirical Data: 
 
 
 
 
 
 
 
 
Authority: 
 
 
 
 
 
 
 
The	  magma	  from	  the	  Verguz	  Volcano	  has	  an	  average	  temperature	  of	  725	  0C	  and	  has	  large	  amount	  of	  gas.	  
The	  volcano	  called	  Paricutin	  in	  Mexico	  produces	  magma	  with	  an	  average	  temperature	  of	  1,200	  0C,	  which	  is	  one	  of	  the	  hottest	  in	  the	  world.	  
The	  Lo’Ihi	  volcano	  has	  magma	  with	  an	  average	  temperature	  over	  1,000	  0C	  and	  has	  a	  large	  amount	  of	  gas.	  
Dr.	  Morrow	  studies	  the	  El	  Knippo	  Volcano	  in	  South	  America	  and	  says	  that	  the	  magma	  from	  this	  volcano	  is	  really	  hot	  magma	  and	  has	  very	  little	  gas.	  
Dr.	  Moses	  studies	  volcanoes	  in	  Hawaii,	  and	  he	  said	  that	  magma	  in	  Hawaii	  is	  smooth,	  very	  hot,	  and	  very	  fluid	  and	  that	  it	  is	  called	  pahoehoe.	  
Dr.	  Muhammad	  studies	  the	  Tutu	  Volcano	  in	  Africa	  and	  says	  that	  volcano	  has	  really	  hot	  magma	  that	  bubbles	  with	  a	  lot	  of	  gas.	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Personal Experience: 
  My	  friend,	  Jimmy,	  visited	  the	  Utt	  Volcano	  in	  Iceland.	  	  There	  was	  a	  lot	  of	  volcanic	  rock	  around	  the	  volcano,	  and	  the	  rock	  had	  lots	  of	  holes.	  	  Jimmy	  said	  the	  there	  were	  holes	  in	  the	  rock	  because	  there	  was	  a	  lot	  of	  gas	  in	  the	  magma,	  which	  happens	  when	  the	  magma	  is	  not	  very	  hot.	  
My	  Aunt	  Jane	  saw	  the	  hot,	  fast	  moving	  magma	  from	  the	  Mount	  St.	  Helens	  eruption	  and	  said	  that	  it	  was	  moving	  so	  fast	  some	  people	  had	  trouble	  getting	  out	  of	  the	  way.	  	  
Last	  summer	  I	  visited	  the	  Halema	  Crater	  in	  Hawaii,	  and	  the	  magma	  looked	  really	  hot	  because	  it	  was	  glowing	  orange.	  	  It	  was	  also	  bubbling	  with	  large	  amounts	  of	  gas.	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Organizational Scaffolds: 
 
J  Good J
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L  Bad L  
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?? Maybe ?? 
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Card Sort Observation Chart 
 
Student: __________________________________  Interviewer: __________________________________ 
 
Order Most Important 
1  
2  
3  
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Part 2:  Writing Question: 
 
 
Zoe and Benito wonder why some volcanos have more explosive erruptions than others. 
 
On a field trip to the science mueseum, Dr. Martin tells them that he studies large 
volcanoes from around the world.  They learn that the largest volcano on Earth is Mauna 
Loa, and that it is the newest of the volcanoes in the Hawaiian Islands.   
 
 
Figure 5.  The size of the Hawaiian volcano called Mauna Loa. 
 
Benito learns that the magma from some volcanoes is thicker than the magma in other 
volcanoes.  He also learns that the magma travels from inside the Earth, and that the 
pressure of the magma builds-up inside a volcano causing the magma to erupt.  When the 
magma moves through the volcano more easily, then there is less presure. 
 
Zoe found the table below: 
 
Name of 
Volcano 
Power of 
Eruption 
(Scale:  0 to 8) 
Average Yearly 
Amount of Rain 
(inches) 
Thickness of 
Magma 
Volcano A 5 17 Sticky 
Volcano B 4 21 Sticky 
Volcano C 3 33 Sticky 
Volcano D 3 52 Runny 
Volcano E 2 59 Runny 
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Zoe and Benito need your help.  Using the information Zoe and Benito learned about 
volcanoes, write an argument that answers the question:   
 
What causes some volcanoes to have more explosive eruptions than others?   
How do you know? 
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Part 3:  Information: 
 
 
 
Jon wonders:  What makes some volcanoes have larger eruptions than others?  
Jon did a little research and wrote the following argument: 
 
 
Jon’s Argument: 
 
 
 (S1) = Sentence 1  (S2) = Sentence 2  (S3) = Sentence 3 
 
 
(S1) Volcanoes that release a lot of magma do not erupt very often.  (S2) On our 
fieldtrip to Yellowstone, a scientist said that an eruption hasn’t happened for a 
very long time, and that a big one could happen anytime!  (S3) Therefore, when it 
does finally erupt, it will release a lot of magma because it hasn’t erupted in a 
long time. 
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Question 3.1: 
 
 
 
Read Jon’s argument closely.  In which sentence does Jon support his claim? 
 
a. Sentence 1 (S1) only 
b. Sentence 2 (S2) only 
c. Sentence 1 (S1) and Sentence 2 (S2) 
d. None 
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Question 3.2: 
 
 
Jon supports his claim with 
 
a. what an expert said or wrote. 
b. data from science investigations. 
c. comparisons to a personal story. 
d. science ideas he already learned. 
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Question 3.3: 
 
 
Jon’s argument would be stronger if he relied more on 
 
a. what experts said or wrote. 
b. something a classmates said. 
c. measurements from investigations. 
d. a personal story about the claim. 
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Part 4:  Information: 
 
Mrs. Warren asks her students to write an argument about the following question:  
Why do some volcanoes have ash clouds that reach higher into the sky than 
others?  Ben used the data table below to write his argument.  
 
 
Name of 
Volcano 
Explosive Power of 
Volcano 
(Scale: 0 to 8) 
Height of ash cloud  
Kileuea 0 Very Low 
Galeras 2 Low 
Agung 4 Medium 
Santa Maria 6 High 
Tambora 7 Very High 
 
 
Ben’s Argument: 
 
 
 (S1) = Sentence 1  (S2) = Sentence 2  (S3) = Sentence 3 
 
 
(S1) Volcanoes that have more explosive power produce ash clouds that reach 
higher into the sky.  (S2) For instance, the Tambora Volcano had an explosive 
power of 7 and the ash cloud was very high, and the Galeras Volcano had an 
explosive power of 2 and its ash cloud was low to the ground.  (S3) The Tambora 
eruption was more powerful than the Galeras eruption, and this forced the 
volcanic ash from the Tambora Volcano much higher into the sky. 
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Question 4.1: 
 
In which statement does Ben support his argument with evidence? 
 
 
a. Sentence 1 (S1)  
b. Sentence 2 (S2)  
c. Sentence 1 (S1) and Sentence 2 (S2) 
d. none 
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Question 4.2: 
 
Ben is thinking of adding more evidence to his argument.  Which piece of 
evidence best supports his claim? 
 
a. When the Eyja volcano in Iceland erupted in 2010, the ash cloud was so 
large that it stopped planes from flying in parts of Europe for 6 days. 
 
b. The volcano called El Chichon erupted in 1982 with an explosive power 
of 4, and its ash cloud reached a medium height.  
 
c. The volcano called Abatar erupted in 1977 with an explosive power of 2, 
and its ash cloud reached very high into the sky.  
 
d. The most powerful volcanic eruption measured in the last 4,000 years was 
the 1815 Tambora eruption, which had an explosive power of 7. 
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Question 4.3: 
 
Chris is also in Mrs. Warren’s class.  He is thinking about adding a piece of 
evidence to his argument that volcanoes that have more explosive power 
produce ash clouds that reach higher into the sky. 
 
 
The volcano called Katami erupted in 1912 with a power of 6, and its ash 
cloud reached high into the sky. 
 
 
This piece of evidence is 
 
a. poor because it does not provide support for the claim or address the 
question. 
 
b. fair because it addresses the question, but does not support the claim. 
 
c. fair because it supports the claim, but does not address the question. 
 
d. excellent because it provides support for the claim and addresses the 
question. 
 
 
 
  
	   342 
Appendix H:  Cognitive Interview: Coding Shemes 
 
Table H1 
Forms of justifications used when constructing scientific arguments 
 
Goal – To determine the form of justification students’ used to support their arguments in 
the writing arguments portion of the interview 
 
Code –Select 1 code for each justification that the student uses. 
 
Form of 
Justification Description of Criteria Examples 
1 Evidence 
Uses data (citations from the 
table or trends/patterns of 
observations or 
measurements) that are 
relevant to the science 
matter and support the 
relationship in the claim. 
[Claim:  Volcanoes have more explosive 
eruptions when the magma is sticky.] 
• Volcano A had sticky magma and an 
explosive power of 5, whereas Volcano E 
had runny magma and an explosive power 
of 2. 
• The explosive power was higher when the 
magma in the volcano was sticky. 
2 Reasoning 
Uses appropriate science 
ideas to explain how/why 
the evidence supports the 
claim. 
[Claim:  Volcanoes have more explosive 
eruptions when the magma is sticky.] 
[Note: Must have evidence] 
• When the magma is stickyer then it does not 
move through the volcano easily, and the 
pressure in the volcano builds up.  More 
pressure leads to more explosive volcanoes.  
3 Incorrect Reasoning 
Incorrectly applies science 
ideas to explain how/why 
the evidence supports the 
claim. 
[Claim:  Volcanoes have more explosive 
eruptions when the magma is sticky and there is 
lots of rain.] 
[Note: Must have evidence] 
• Large amounts of yearly rain would make 
the magma really runny. 
4 Mechanism Uses science ideas to justify the claim. 
[Claim:  Volcanoes have more explosive 
eruptions when the magma is sticky.] 
[Note: NO connected evidence] 
• When the magma is stickyer then it does not 
move through the volcano easily, and the 
pressure in the volcano builds up.  More 
pressure leads to more explosive volcanoes. 
5 Authority Uses what an expert says to justify their claim. 
[Claim:  Large volcanoes have more explosive 
eruptions.] 
• I know this because Dr. Martin said the 
Mauna Loa earthquake was really large. 
6 Personal Story 
Uses a story about 
something they have seen or 
done, or that has happened 
to him or her or someone he 
or she knows. 
[Claim:  Large volcanoes have more explosive 
eruptions.] 
• I know this because I saw the magma from 
a really explosive volcano and it was sticky. 
7 
No Response 
or no 
justification 
Does not provide a 
justification for the claim.  
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Table H2 
Criteria for critquing the quality of justifications 
 
Goal – To determine the criteria students’ use when critiquing the quality of justifications 
 
Code – At the answer choice level. Select 1 code for each choice in a multiple-choice 
question – select the reason that seems the most prevalent or influential in their final 
decision.  
 
Theme Description of Criteria Examples 
1 
Accuracy of 
Science 
Content  
Asserts that one justifictaion is 
more accurate than the 
other,or the rationale is based 
on science content, or one 
justificaion or ratationale is 
less accurate. 
• This justification is best because the science 
is accurate. 
• This one is better because I know that 
earthquakes happen at plate boundaries and 
… (goes deep into the science) 
2 
Relevancy of 
Science 
Topic 
Asserts that one justification 
or the information in it better 
fits with the science topic than 
the other justifications, or one 
justification or the information 
in it is not as good because it 
does not fit with the science 
topic. 
• The justification fits best with the science. 
• "I didn't choose D because it gives us the 
most powerful volcanic eruption, when we 
want why do volcanoes have ash clouds that 
reach higher into the sky than others”. 
• “Because it says it's really hot and has little 
gas, and that's exactly what Danny says”. 
• “I think it is sentence 2 because he had 
information about what happened when the 
volcano erupted, like how high the ash 
cloud reached”. 
3 Support of the Claim 
Asserts that one justification 
better supports or justifies the 
relationship in the claim than 
the other justifications, or that 
one of the justifications better 
supports or justifies 
another/alternative claim, or 
states that the relationship is 
lacking or doesn’t match the 
claim. 
• "I didn't choose C because the explosive 
power was 2 and the ash cloud reached very 
high into the sky and if you look at the data 
table, Galaras the Volcano, was also 2, but 
it reached a height of very low into the sky. 
So it didn't really match up, so he couldn't 
really use this as evidence" 
-3 
Incorrect 
knowledge of 
support of 
the claim 
Asserts that supporting 
evidence doesn’t have to be 
relevant or that more evidence 
is needed in order to be 
supporting. 
• I think its because it supports the claim, but 
it doesn’t really, um, it doesn’t really 
address the question because it doesn’t say, 
it doesn’t say why it does it, but it still says 
that when it has the power of 6 it still 
reaches high into the sky (S80). 
• [32:50] I think its C.  Because its like kinda 
fair because like it supporting the claim a 
little bit, but saying like, like what kind of 
power it had and it was like really high and 
it went into the cloud, it went high into the 
sky.  [33:20] I: So you said you thought it 
was supporting the claim a little bit.  What 
did you mean by that? [33:25] S: It has a 
little bit of evidence, but not a lot (S132) 
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4 Authority 
Asserts that experts know the 
science, or that someone is not 
an expert and they don’t know 
the science. 
• This justification is best because Dr. Chow 
said so. 
• “I wouldn’t say classmates because like 
classmates like aren’t scientists.  They don’t 
know a lot about volcanoes”. 
5 
Personal 
Experience 
(Sandoval & 
Cam, 2011) 
Asserts that it makes sense to 
them because of something 
they have seen or done, or that 
has happened to him or her or 
someone he or she knows, or 
one justificaion is not as good 
because it is not telling a 
personal story. 
• This justification is best because I 
experienced the same thing. 
6 Numeracy 
Asserts that one justification is 
better because it contains 
numbers, or one justification is 
not as good because it does 
not contain numbers. 
• Red and yellow. Because um, I thought they 
were good. They had numbers and statistics 
• measurements from investigations because, 
um, as I said earlier, when I write my 
things, I write, I depend more on statistics 
and numbers so that’s why I chose C. 
• I think red is more important than green 
because as it, the green doesn't show 
numbers and it really kinda won't believe 
that has hot magma and has little gas in the 
magma. And to have small amount of 
magma would probably in the 1000s of 
temperatures. 
7 
Knowledge 
of  argument 
structure 
Uses knowledge that 
arguments include a claim 
supported by evidence.  They 
know that the claim is a 
statement that answers the 
question, evidence consists of 
observations or measurements, 
and that reasoning explains 
how or why the evidence 
supports the claim. 
• I know that data should be used as evidence, 
so I am going to choose answer c. 
• "he didn't have any data from science 
investigations" 
• "I did not pick A because that was his 
claim—that volcanoes with a lot of magma 
do not erupt often" 
• “Because Dr. Martin only used the example 
of one volcano and she [referring to the 
table] used a lot of different volcanoes” 
• “Because if he had measurements from 
investigations and had a table, it would be 
more clear to him, and it would be easier to 
figure out why some volcanoes had larger 
eruptions than others”. 
• “And I didn’t pick D because if you have a 
personal story you’re not sure about what 
happened and how large the volcano 
erupted and how long ago it erupted before 
this erupted” [comparing to data]. 
8 
Incorrect 
Knowledge 
of Argument 
Structure 
Calls other justification types 
evidence such as authority, 
personal experience.  Does not 
understand that evidence 
should be observations and 
measurements.  Is not able to 
correctly identify 
measurements or observations 
as evidence. 
• I wouldn’t choose none because it does 
have some evidence to support his claim. 
• Sentence 1 and sentence 2 its the claim and 
evidence, and that's not what they are 
looking for. 
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OR 
Incorrect identification of the 
claim. 
OR 
Believes that supporting 
evidence can be irrelevant, or 
believes that irrelevant or 
relevant-contradictory 
evidence can be supporting. 
9 Test taking skills 
Uses test-taking strategies 
such as choice “a” says … and 
I don’t think all would be the 
correct response or I don’t like 
the wording in choice “a”. 
• Either a or c, but I don’t like the wording of 
choice c so let’s go with a. 
• “I didn’t pick C because Jon didn’t have a 
personal story.  He was just went on a 
fieldtrip to like a science place”. 
10 Extrapolation 
Extrapolates or adds on more 
information that is not in the 
text, table, or item in order to 
make the justification support 
the claim, or to explain why a 
justification does not support 
the claim. 
• "I put that in the third because I think it has 
to do with temperature even tough it doesn't 
include the gas. It says it is one of the 
hottest in the world.  So you can reason that 
it wouldn’t have a lot of gas in it” 
[extrapolation of data]. 
• “he learned it from data from science 
investigations because when he went to 
Yellowstone, he was talking to one of the 
scientists there and the scientist probably 
observed how often volcanoes erupt and 
how large they are when they finally do 
erupt” [extrapolation of authority]. 
11 No Reason or no answer 
Does not provide a reason or a 
response for why they did or 
did not pick a specific 
response.   
• "I don’t really remember why" 
• “Because they said there was a lot of holes 
in the rock because there are a lot of gas in 
the magma which happens when the magma 
is very hot” [restating the claim]. 
• “Because I thought they were good” 
12 Vague 
Makes a justification, but it is 
not clear what type of 
justification it is.  [only use 
this if no other codes are 
possible] 
• “I think it’s fair because it supports the 
claim, but it doesn’t really address the 
question because it doesn’t say why it does 
it, but it still says that when it has the power 
of 6 it still reaches high into the sky” 
[Calling for reasoning in the evidence.  
Cannot be knowledge of argument b/c this 
is incorrect]. 
• “Because I thought they were good because 
they had numbers and statistics.” 
13 Literacy 
Asserts that one argument is 
better than the other because it 
is better written [Note: these 
comments are applicable to 
the quality of the whole 
argument or the justification.  
Information does not count.] 
• The story makes sense. 
• The details are good. 
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Appendix I:  Forms of Justification:  Reading:  Classical Test Theory Results 
 
 While most statistical models conform to the data, Rasch modeling is based on 
the assumption that the data fits the hypothesized model.  For the reading forms of 
justification assessment the hypothesized model is the construct map that was presented 
in Table 3.4.  Moreover, Rasch modeling is based on the assumptions that the items are 
equally discriminating as well as that the assessment is unidimensional and has a degree 
of internal consistency.  These assumptions will next be explored because they inform the 
validity of the claims that can be made about students’ abilities to critique forms of 
justification.  
 
Item discrimination 
Item discrimination values examined to determine whether there is an equally 
strong link between each item and the scale.  When items are highly discriminating they 
appropriately discriminate between high and low ability students based on the difficulty 
of the item on the scale.  Item discrimination is assessed by examining the point biserial 
correlation (PBIS), which is the correlation between students’ performance on a 
particular item in relationship to the total test score (see Table I1).  As shown on Table 
AI1, three items do not have PBIS values above the critical value of 0.20 (A_1_V: PBIS= 
-0.06; B_3_E: PBIS= -0.06; C_3_E= 0.19).  While these items do not discriminate 
between high and low ability students, the average PBIS of 0.266 suggests that the test 
possesses sufficient discriminative power.  Consequently, I will cautiously move forward 
including these items. 
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Table I1 
Point biserial values for the reading forms of justification items 
Item Point Biserial 
A_1_V -0.06 
A_2_V 0.23 
A_3_V 0.28 
A_4_V 0.37 
B_1_E 0.25 
B_2_E 0.31 
B_3_E -0.06 
B_4_E 0.43 
C_1_V 0.23 
C_2_V 0.33 
C_3_V 0.19 
C_4_V 0.36 
D_1_E 0.29 
D_2_E 0.47 
D_3_E 0.39 
D_4_E 0.25 
 
Unidimensionality 
While the construct map suggests that only students’ knowledge of forms of 
justification will inform where students’ abilities fall along the map, this assumption 
needs to be examined by assessing the dimensionality of the data.  Dimensionality is 
assessed through a principal component factor analysis, which will include a 
recommendation as to the number of factors underlying the dataset.  Specifically, the 
recommendation will be based on four indices: Kaiser criterion, explained variance, 
factor loadings, and Cattell’s scree test.  The non-zero determinant, significant Bartlett’s 
test for sphericity (p<0.05), and strong Kaiser-Meyer-Olkin (KMO) measure of sampling 
adequacy (KMO=0.830) suggest the data are appropriate for factoring.   A promax 
rotation was used because the factors were highly correlated (Gorsuch, 1983). 
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Kaiser criterion.  The first approach to assess dimensionality is to examine the 
Kaiser criterion, which includes eigenvalues greater than one.  From Table I2, which 
presents the total variance explained, we see that the reading forms of justification 
assessment could possibly be explained by four factors with eigenvalues larger than 1.0. 
 
Table I2 
Total variance explained. 
Component 
 
Initial Eigenvalues 
Rotation Sums of 
Squared Loadingsa 
Total % of Variance Cumulative % Total 
1 4.939 30.869 30.869 4.508 
2 3.108 19.424 50.293 2.381 
3 1.147 7.172 57.465 1.950 
4 1.018 6.362 63.827 0.756 
5 0.870 5.440 69.267  
6 0.733 4.584 73.851  
7 0.678 4.240 78.091  
8 0.593 3.704 81.795  
9 0.560 3.499 85.294  
10 0.509 3.184 88.478  
11 0.479 2.992 91.470  
12 0.391 2.444 93.914  
13 0.296 1.853 95.766  
14 0.264 1.651 97.418  
15 0.253 1.582 99.000  
16 0.160 1.000 100.00  
 
Explained variance.  The second approach to dimensionality analysis is to 
examine the variance extracted by successive factors.  Specifically, each individual factor 
should be greater than 10% (when less than 20 levels), with the total solution greater than 
50-60% variance.  Table I2 presents the percent of variance for each eigenvalue as well 
as the cumulative percent of variance.  Adherence to the guideline results in a two-factor 
solution in which factor 1 comprises 30.869% variance, factor 2 comprises 19.424% 
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variance, and the total variance of the two factors combined is 50.293%.   
Factor loadings.  The third approach to dimensionality analysis is to examine the 
factor loadings, which provide information about how strongly items are related to the 
latent construct.  The factor loadings for one-, two-, three- and four-factor solutions with 
promax rotation are presented in Table I3.  In the section that follows, each of the four 
solutions will be presented and interpreted. 
The average factor loading for the one-factor solution was 0.682 and seven items 
had loadings lower than the recommended acceptable minimum value of 0.30. 
Consequently, the factor loadings for the one-factor solution suggest that this model may 
not be unidimensional.   
In comparison, the two-factor solution had average factor loadings of 0.679 and 
0.543, and no items had factor loadings below 0.30.  In examining how the items loaded 
onto the factors, we see that all of the items for testlets AA and BB primarily loaded on 
factor 2, and all of the items for testlets CC and DD primarily load on factor 1.  Because 
two testlets each address the topics of earthquakes and volcanoes, one might hypothesize 
that a two-factor solution makes sense.  However, the factors did not load according to 
topic.  Specifically, one earthquake and volcano testlet loaded on each factor.  While the 
two factors are not based on the topics, it appears that they did load according to the days 
the items were administered.  Specifically, testlets A and B were administered on the first 
assessment day and testlets C and D were administered on the second assessment day.  
This may suggest that learning occurred between the two time points. 
The factor loadings for the three-factor solution primarily loaded on factors 1 and 
2 following the same pattern as the loadings in the two-factor solution (all items within 
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testlets AA and BB primarily loaded on factor 2 and all items within testlets CC and DD 
primarily loaded on factor 1).  The one exception is item C_4_V, which primarily loaded 
on factor 3.  No reason, however, can be generated to explain the plausibility of the three-
factor. 
The factor loadings for the four-factor solution primarily loaded on factors 1 and 
2 following a similar pattern as the loadings in the two- and three-factor solutions (all 
items within testlets AA and BB primarily loaded on factor 2 and all items within testlets 
CC and DD primarily loaded on factor 1).  The exceptions include A_2_V, which was the 
only item to primarily load on factor 4, as well as B_1_E and B_2_E, which primarily 
loaded on factor 3.  Again, no reason can be generated to explain the plausibility of the 
four-factor. 
Taken together, the evidence from the factor loadings suggests that the data may not be 
unidimensional.  Moreover, no reason can be generated for either the 3- or 4-factor 
solutions, and the factors in both of these solutions loaded similarly to that of the two-
factor solution.  As such, the two-factor solution may be most appropriate.	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Table I3 
Factor loadings for the one-, two-, three-, and four-factor solutions 
Items 
One-
factor 
Solution 
Two-factor 
Solution Three-factor solution Four-factor Solution 
Factor 
Loadings 
Factor 1 
Loadings 
Factor 2 
loadings 
Factor 1 
Loadings 
Factor 2 
loadings 
Factor 3 
Loadings 
Factor 1 
Loadings 
Factor 2 
loadings 
Factor 3 
Loadings 
Factor 4 
Loadings 
A_1_V_B   .697  .704   .678   
A_2_V_B   .471  .565 -.480  .447  .577 
A_3_V_D   .642  .640   .626   A_4_V_B   .582  .575   .734   B_1_E_B   .445  .462    .348  B_2_E_B .359 .327 .460 .301 .462    .892  
B_3_E_A   .563  .564   .380   B_4_E_A   .481  .465  -.341 .443   C_1_V_B .750 .742  .718   .688    
C_2_V_B .593 .613  .654   .625    
C_3_V_D .642 .642  .605   .658    
C_4_V_B .545 .533  .449  .499 .479   -.418 
D_1_E_B .783 .774  .806   .797    
D_2_E_B .850 .866  .851   .867    
D_3_E_A .896 .908  .907   .882    
D_4_E_A .716 .706  .678   .721    
AVERAGE 0.682 0.679 0.543 0.663 0.555 0.010 0.597 0.551 0.620 0.080 	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Cattell’s scree test.  The fourth approach to dimensionality analysis is to perform 
Cattell’s scree test, which is the position of a break or discontinuity in the pattern of 
eigenvalues (Cattell, 1966; Tabachnick and Fidell, 2007).  As shown in Figure I1, the 
first component has an eigenvalue of approximately 4.939 and the second component has 
an eigenvalue of approximately 3.108.  In addition, the elbow, which indicates the 
sharpest break in the size of the eigenvalues, is found for between components 2 and 3.  
This evidence may suggest that the reading forms of justification construct could best be 
described using a two-factor solution. 
 
Figure I1   
Scree plot 
 
 
 
Taking into account all the evidence regarding the dimensionality, this data most 
likely consists of two-factors.  While the Kaiser criterion also results in a four-factor 
solution, this method often overestimates the number of factors (Bandalos & Boehm-
Kaufman, 2008).  In comparison, Cattell’s scree test, the explained variance guideline, 
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and the factor loadings point to a two-factor solution.  This is further supported by the 
low estimated correlation between the two-factors (ρ=0.045), which suggests that these 
are likely two different factors.  As no test resulted in a one-factor recommendation, this 
data may not be unidimensional and a two-factor solution may be the most appropriate 
solution. 
 
Internal reliability 
Cronbach’s alpha, which is a measure of internal reliability, is presented in Table 
I4 for the 1- and 2-factor solutions.  The Cronbach’s alphas for the factors in both the 1- 
and 2-factor solutions are all above the minimum recommended cutoff (α=0.70).  High 
levels of internal consistency, such as those found in the 1- and 2-factor solutions, is 
anticipated when all the items making up an instrument are intended to measure a single, 
unidimensional construct (ATS, 2007).  As such, the internal reliability could suggest 
either a 1- or 2-factor solution. 
 
 
Table I4 
Internal reliabilities for the 1-, 2-, and 3-factor solutions 
Factor Solution Factor Number of Items 
Cronbach’s 
Alpha 
1-Factor 1 16 0.800 
2-Factor 1 8 0.888 
2 8 0.758 
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Appendix J:  Forms of Justification:  Reading:  Item Characteristic Curves 
 
Figure J1 
Item characteristic curve for item A, level 1 
 
 
Figure J2 
Item characteristic curve for item B, level 1 
 
 
Figure J3 
Item characteristic curve for item C, level 1 
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Figure J4 
Item characteristic curve for item D, level 1 
 
 
Figure J5 
Item characteristic curve for item A, level 2 
 
 
Figure J6 
Item characteristic curve for item B, level 2 
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Figure J7 
Item characteristic curve for item C, level 2 
 
 
Figure J8 
Item characteristic curve for item D, level 2 
 
 
Figure J9 
Item characteristic curve for item A, level 3 
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Figure J10 
Item characteristic curve for item B, level 3 
 
 
Figure J11 
Item characteristic curve for item C, level 3 
 
 
Figure J12 
Item characteristic curve for item D, level 3 
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Figure J13 
Item characteristic curve for item A, level 4 
 
 
Figure J14 
Item characteristic curve for item B, level 4 
 
 
Figure J15 
Item characteristic curve for item C, level 4 
 
  
 359 
Figure J16 
Item characteristic curve for item D, level 4 
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Appendix K:  Forms of Justification:  Reading:  Student Fit Statistics 
Table K 
Student fit statistics for the reading forms of justification items 
ID Score Max Score 
Weighted 
Likelihood 
Estimate 
Standard 
Error of 
WLE 
Case Fit 
001 4 16 -1.10286 0.58578 1.19310 
003 4 16 -1.10286 0.58578 1.05188 
006 11 16 0.80219 0.552 0.73093 
008 14 16 1.87797 0.72082 0.79148 
010 3 16 -1.45329 0.6369 1.3593 
011 11 16 0.80219 0.552 1.55191 
012 10 16 0.52454 0.53282 1.09641 
014 13 16 1.4521 0.63412 1.71721 
016 5 16 -0.79695 0.55379 1.3032 
019 7 16 -0.25292 0.52301 1.18236 
022 11 16 0.80219 0.552 0.64755 
023 9 16 0.26133 0.5224 1.34875 
026 12 16 1.10528 0.58348 1.34856 
028 12 16 1.10528 0.58348 1.14565 
029 10 16 0.52454 0.53282 0.99484 
030 10 16 0.52454 0.53282 1.38611 
031 6 16 -0.51732 0.53402 1.20823 
032 5 16 -0.79695 0.55379 1.07341 
033 11 16 0.80219 0.552 0.94339 
034 5 16 -0.79695 0.55379 1.30005 
035 11 16 0.80219 0.552 0.82175 
037 8 16 0.00439 0.51932 0.94052 
039 10 16 0.52454 0.53282 0.89305 
041 9 16 0.26133 0.5224 1.00178 
043 11 16 0.80219 0.552 0.6428 
044 12 16 1.10528 0.58348 1.06814 
045 12 16 1.10528 0.58348 0.84053 
046 12 16 1.10528 0.58348 1.20947 
048 15 16 2.47293 0.89541 0.42761 
049 13 16 1.4521 0.63412 0.67477 
050 11 16 0.80219 0.552 0.75017 
052 10 16 0.52454 0.53282 1.04336 
054 9 16 0.26133 0.5224 0.84708 
055 10 16 0.52454 0.53282 0.90546 
056 10 16 0.52454 0.53282 0.87963 
057 14 16 1.87797 0.72082 0.71937 
061 13 16 1.4521 0.63412 0.67477 
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063 12 16 1.10528 0.58348 0.92323 
064 6 16 -0.51732 0.53402 0.97956 
065 12 16 1.10528 0.58348 0.66671 
066 15 16 2.47293 0.89541 0.65761 
067 12 16 1.10528 0.58348 0.66959 
068 15 16 2.47293 0.89541 0.42761 
069 10 16 0.52454 0.53282 0.87165 
070 10 16 0.52454 0.53282 1.01398 
071 7 16 -0.25292 0.52301 0.96645 
072 10 16 0.52454 0.53282 0.72982 
073 14 16 1.87797 0.72082 0.64351 
077 9 16 0.26133 0.5224 0.77892 
078 11 16 0.80219 0.552 0.97357 
079 12 16 1.10528 0.58348 0.72691 
080 14 16 1.87797 0.72082 1.12016 
081 9 16 0.26133 0.5224 0.88631 
082 11 16 0.80219 0.552 0.69173 
083 10 16 0.52454 0.53282 0.97975 
084 12 16 1.10528 0.58348 0.98554 
085 15 16 2.47293 0.89541 0.51253 
086 13 16 1.4521 0.63412 0.99025 
087 13 16 1.4521 0.63412 0.62354 
088 10 16 0.52454 0.53282 0.68903 
089 3 16 -1.45329 0.6369 0.99098 
090 14 16 1.87797 0.72082 1.08723 
091 5 16 -0.79695 0.55379 0.80239 
092 12 16 1.10528 0.58348 1.18993 
093 8 16 0.00439 0.51932 1.25483 
094 12 16 1.10528 0.58348 0.72630 
095 12 16 1.10528 0.58348 0.87613 
096 13 16 1.4521 0.63412 0.92494 
097 12 16 1.10528 0.58348 0.68641 
098 10 16 0.52454 0.53282 0.92521 
099 10 16 0.52454 0.53282 1.26433 
100 12 16 1.10528 0.58348 0.70409 
101 6 16 -0.51732 0.53402 1.15821 
102 8 16 0.00439 0.51932 0.84935 
103 6 16 -0.51732 0.53402 0.77041 
107 7 16 -0.25292 0.52301 1.22991 
108 8 16 0.00439 0.51932 0.91835 
109 6 16 -0.51732 0.53402 1.01393 
110 8 16 0.00439 0.51932 0.93593 
111 3 16 -1.45329 0.6369 0.95347 
112 3 16 -1.45329 0.6369 1.41164 
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113 14 16 1.87797 0.72082 0.59419 
114 10 16 0.52454 0.53282 0.80132 
115 11 16 0.80219 0.552 0.85621 
116 12 16 1.10528 0.58348 0.66671 
117 10 16 0.52454 0.53282 0.80437 
118 11 16 0.80219 0.552 0.67497 
119 7 16 -0.25292 0.52301 0.79088 
120 11 16 0.80219 0.552 0.71709 
121 7 16 -0.25292 0.52301 1.10470 
123 14 16 1.87797 0.72082 0.72873 
128 12 16 1.10528 0.58348 0.71421 
129 11 16 0.80219 0.552 0.87153 
130 10 16 0.52454 0.53282 1.03902 
131 10 16 0.52454 0.53282 1.61981 
132 4 16 -1.10286 0.58578 0.76478 
133 7 16 -0.25292 0.52301 0.92420 
134 10 16 0.52454 0.53282 0.99458 
135 13 16 1.4521 0.63412 0.83714 
136 10 16 0.52454 0.53282 1.09917 
137 8 16 0.00439 0.51932 1.06629 
138 8 16 0.00439 0.51932 1.06934 
139 11 16 0.80219 0.552 0.93177 
140 6 16 -0.51732 0.53402 0.97789 
141 15 16 2.47293 0.89541 0.42761 
142 4 16 -1.10286 0.58578 1.23400 
143 13 16 1.4521 0.63412 0.97737 
147 8 16 0.00439 0.51932 0.84259 
148 13 16 1.4521 0.63412 0.65154 
149 16 16 3.65089 1.49494 0.03010 
150 7 16 -0.25292 0.52301 1.15241 
151 11 16 0.80219 0.552 1.06955 
152 10 16 0.52454 0.53282 1.53329 
153 8 16 0.00439 0.51932 1.20355 
154 9 16 0.26133 0.5224 0.94627 
155 13 16 1.4521 0.63412 1.17307 
156 6 16 -0.51732 0.53402 1.41735 
157 12 16 1.10528 0.58348 0.70409 
158 11 16 0.80219 0.552 0.85897 
159 13 16 1.4521 0.63412 1.07276 
160 11 16 0.80219 0.552 0.75017 
161 7 16 -0.25292 0.52301 0.76312 
162 11 16 0.80219 0.552 0.79268 
163 12 16 1.10528 0.58348 0.75226 
164 11 16 0.80219 0.552 0.66576 
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Appendix L:  Forms of Justification:  Writing:  Classical Test Theory Results 
 
Rasch modeling is based on the assumption that the data fits the hypothesized 
model and meets the assumptions of Rasch modeling.  This is different than most 
statistical models, which change based on the data.  The benefit of this is that conclusions 
can be drawn about students’ abilities in relation to the item difficulties.  However, the 
validity of those claims are based on whether the data meets the assumptions set forth by 
Rasch modeling, which is assessed by evaluating the dimensionality and internal 
consistency of the data.  In order to examine the dimensionality through factor analysis it 
is necessary to determine whether the items are equally discriminating.  
 
Item discrimination 
The purpose of evaluating the item discrimination values is to examine whether 
there is strong link between each item and the scale.  This link is evaluated by examining 
the point biserial correlation (PBIS), which is the correlation between students’ 
performance on a particular item in relationship to the total test score.  As shown on 
Table L1, which presents the PBIS values for each item, the PBIS values increase 
monotonically from level 0 to level 3 and all the level 3 values are above 0.2, which 
suggests that test possesses high discriminative power.  This is because PBIS is a 
correlation between who gets that score and who does well on the assessment.  As such, 
PBIS values should increase from the lowest score level to the highest score level.   
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Table L1 
Point biserial correlation (PBIS) 
Item Point Biserial 
1_E.0 -0.44 
1_E.1 -0.32 
1_E.2 0.05 
1_E.3 0.67 
2_E.0 -0.36 
2_E.1 -0.26 
2_E.2 0.04 
2_E.3 0.59 
4_V.0 -0.40 
4_V.1 -0.36 
4_V.2 0.13 
4_V.3 0.60 
5_V.0 -0.50 
5_V.1 -0.21 
5_V.2 0.19 
5_V.3 0.56 
6_V.0 -0.37 
6_V.1 -0.32 
6_V.2 0.13 
6_V.3 0.52 
AVERAGE 0.0513 
 
 
Unidimensionality 
Dimensionality, or the number of factors comprising the latent variable, is 
examined in order to determine whether the data are unidimensional as was assumed 
when developing the construct.  Four indices from a principal component factor analysis 
will be reported: Kaiser criterion, factor loadings, explained variance, and Cattell’s scree 
test.  A non-zero determinant, significant Bartlett’s test for sphericity (p<0.05), and 
strong Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy (KMO=0.766) 
indicate the data are appropriate for factoring.  A promax rotation was used because the 
factors were highly correlated (Gorsuch, 1983). 
Kaiser criterion.  The Kaiser criterion of eigenvalues greater than one can be 
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used to determine the appropriate number of factors is known as the Kaiser criterion.  
Table L2, which presents the number of eigenvalues as well as percent variance, suggests 
that the writing forms of justification assessment could possibly be explained by two 
factors with eigenvalues larger than 1.0.  
  
Table L2 
Total variance explained. 
Component 
 
Initial Eigenvalues Rotation Sums of Squared Loadingsa 
Total % of Variance Cumulative % Total 
1 3.058 61.163 61.163 2.571 
2 1.040 20.798 81.961 1.947 
3 .349 6.983 88.944  
4 .314 6.278 95.223  
5 .239 4.777 100.000  
 
 
Explained variance.  The percentage of variance criterion follows the guideline 
that each individual factor should be greater than 10% (when less than 20 levels), with 
the total solution greater than 50-60% variance.  Adherence to this rule of thumb results 
in a two-factor solution in which factor 1 comprises 61.163% variance, factor 2 
comprises 20.798% variance, and the total variance of the two factors combined is 
81.961% (see Table L2).  This suggests the two-factor solution is most appropriate.   
Factor loadings.  Factor loadings provide information about how strongly items 
are related to the latent construct.  Table L3 presents the factor loadings for one- and two-
factor solutions with promax rotation.  The average factor loading for the one-factor 
solution was 0.713, whereas the two-factor solution had average factor loadings of 0.844 
and 0.800.  Neither the 1- nor the 2-factors solutions had any factor loadings below 0.30.  
Therefore, 90% of the variance is explained by the factors onto which they primarily 
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loaded.  The stronger factor loadings for the two-factor solution suggest that this model 
may not be unidimensional.  Specifically, items 1_E, 4_V, and 5_V primarily loaded on 
factor 1, whereas item 2_E and 6_V primarily loaded on factor 2.  A two-factor solution 
would be logical if the factors separated by topic (i.e., earthquakes versus volcanoes).  
However, this did not happen.  Items 1_E and 2_E are on the topic on earthquakes and 
they loaded onto factors 1 and 2 respectively.  Similarly, items 4_V, 5_V and 6_V are on 
the topic of volcanoes, and items 4_V and 5_V primarily loaded onto factor 1 whereas 
item 6_V primarily loaded onto factor 2.  While the two factors are not based on topic, 
they may correspond to an interaction between items, classes who were assigned the 
items, and the assessment day the items were assigned (i.e., day 1 versus day 2).  
Additional research beyond the scope of this analysis would be required to tease this 
apart. 
 
Table L3 
Factor loadings 
Items One-factor Solution Two-factor Solution Factor Loadings Factor 1 Loadings Factor 2 Loadings 
1_E .776 .780  
2_E .476  .820 
4_V .810 .872  
5_V .848 .880  
6_V .657  .780 
AVERAGE 0.713 0.844 0.800 
 
 
Cattell’s Scree Test.  Cattell’s scree test is another common method employed to 
detect the number of factors.  The position of a break or discontinuity in the pattern (i.e., 
the elbow) of eigenvalues can be suggestive of the number of factors to keep (Cattell, 
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1966; Tabachnick and Fidell, 2007).  As shown in Figure L1, the first component has an 
eigenvalue of approximately 3.058 and the second component has an eigenvalue of 
approximately 1.040.  Moreover, the elbow is found for between components 2 and 3, 
which suggests that the writing forms of justification construct could best be described 
using a two-factor solution. 
 
 
Figure L1 
Cattell’s Scree Test 
  
 
 
The Kaiser criterion, explained variance, factor loadings, and Cattell’s scree test 
point to a two-factor solution.  As such, this data may not be unidimensional. 
 
Internal Reliability 
The internal reliability, measured by Cronbach’s alpha, is presented in Table L4 
for the 1- and 2-factor solutions.  The Cronbach’s alpha for the 1-factor solution 
(α=0.838) as well as both factors in the two-faction (αF1=0.879; αF2=0.734) solution are 
above the suggested minimum for adequate internal consistency (α=0.734).  High levels 
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of internal consistency, such as those found in the 1- and 2-factor solutions, is anticipated 
when all the items making up an instrument are intended to measure a single, 
unidimensional construct (ATS, 2007).  As such, the internal reliability could suggest 
either a 1- or 2-factor solution. 
 
Table L4 
Internal reliabilities for the 1-, 2-, and 3-factor solutions 
Factor Solution Factor Number of Items 
Cronbach’s 
Alpha 
1-Factor 1 5 0.838 
2-Factor 1 3 0.879 
2 2 0.734 
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Appendix M:  Forms of Justification:  Writing:  Item Characteristic Curves 
Figure M1 
Item characteristic curve for item 1 
 
 
Figure M2 
Item characteristic curve for item 2 
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Figure M3 
Item characteristic curve for item 4 
 
 
Figure M4 
Item characteristic curve for item 5
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Figure M5 
Item characteristic curve for item 6 
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Appendix N:  Forms of Justification:  Writing:  Student Fit Statistics 
Table N. 
Student fit statistics for the forms of justification construct on the writing items 
ID Score Max Score 
Weighted 
Likelihood 
Estimate 
Standard Error 
of WLE Case Fit 
1 12 15 0.78304 0.45330 0.66988 
3 1 15 -1.50157 0.83456 0.57823 
6 6 15 -0.08304 0.40913 0.1812 
8 15 15 1.72665 0.88288 0.10596 
10 4 15 -0.41949 0.46501 0.26021 
11 5 15 -0.23920 0.43040 0.02089 
12 10 15 0.46875 0.40392 1.26000 
14 7 15 0.05958 0.39709 0.48882 
16 4 9 0.04397 0.49916 0.18111 
19 5 15 -0.23920 0.43040 0.02089 
22 13 15 0.98289 0.50654 0.31988 
23 6 15 -0.08304 0.40913 0.12742 
26 5 15 -0.23920 0.43040 0.02089 
28 4 15 -0.41949 0.46501 0.20063 
29 3 15 -0.64402 0.52150 2.16563 
30 7 15 0.05958 0.39709 0.86089 
31 2 6 -0.21789 0.69984 0.04992 
32 5 15 -0.23920 0.43040 0.30148 
33 2 15 -0.95906 0.62194 0.60618 
34 4 6 0.45449 0.66190 0.53259 
35 15 15 1.72665 0.88288 0.10596 
37 7 15 0.05958 0.39709 0.81214 
39 6 15 -0.08304 0.40913 0.63286 
41 4 15 -0.41949 0.46501 1.14308 
43 7 15 0.05958 0.39709 0.20708 
44 4 15 -0.41949 0.46501 0.59076 
45 15 15 1.72665 0.88288 0.10596 
46 10 15 0.46875 0.40392 0.36077 
48 15 15 1.72665 0.88288 0.10596 
49 5 15 -0.23920 0.43040 0.02089 
50 11 15 0.61678 0.42217 0.52288 
52 14 15 1.25217 0.60769 0.44273 
54 5 15 -0.23920 0.43040 1.29554 
55 10 15 0.46875 0.40392 0.67077 
56 14 15 1.25217 0.60769 0.30970 
57 15 15 1.72665 0.88288 0.10596 
61 12 15 0.78304 0.45330 1.12540 
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63 13 15 0.98289 0.50654 0.59134 
64 7 9 0.65102 0.54334 0.86722 
65 13 15 0.98289 0.50654 0.59134 
66 15 15 1.72665 0.88288 0.10596 
67 14 15 1.25217 0.60769 0.44273 
68 13 15 0.98289 0.50654 0.59134 
69 12 12 1.51543 0.87787 0.13185 
70 7 15 0.05958 0.39709 1.40321 
71 3 15 -0.64402 0.52150 0.35797 
72 7 12 0.30917 0.43862 1.05689 
73 15 15 1.72665 0.88288 0.10596 
77 15 15 1.72665 0.88288 0.10596 
78 15 15 1.72665 0.88288 0.10596 
79 11 15 0.61678 0.42217 0.65196 
80 13 15 0.98289 0.50654 0.59134 
81 12 15 0.78304 0.45330 0.18443 
82 12 15 0.78304 0.45330 1.64455 
83 1 12 -1.34118 0.83765 0.46366 
84 15 15 1.72665 0.88288 0.10596 
85 14 15 1.25217 0.60769 0.34816 
86 15 15 1.72665 0.88288 0.10596 
87 9 15 0.33035 0.39459 1.70836 
88 0 3 -1.22223 1.72277 0.5009 
89 3 15 -0.64402 0.52150 2.46653 
90 3 15 -0.64402 0.52150 2.20947 
92 1 15 -1.50157 0.83456 0.83521 
93 12 15 0.78304 0.45330 1.98993 
94 15 15 1.72665 0.88288 0.10596 
95 9 15 0.33035 0.39459 1.70836 
96 2 15 -0.95906 0.62194 0.41453 
97 11 15 0.61678 0.42217 0.52288 
98 3 15 -0.64402 0.52150 0.36022 
99 1 15 -1.50157 0.83456 0.61430 
100 11 15 0.61678 0.42217 1.00010 
101 2 15 -0.95906 0.62194 0.60299 
102 3 15 -0.64402 0.52150 0.29185 
103 1 15 -1.50157 0.83456 0.44799 
107 4 15 -0.41949 0.46501 1.53165 
108 12 15 0.78304 0.45330 0.48805 
109 8 15 0.19552 0.39245 0.91579 
110 9 15 0.33035 0.39459 1.76022 
111 3 15 -0.64402 0.52150 0.36682 
112 4 15 -0.41949 0.46501 0.19638 
113 10 15 0.46875 0.40392 0.67639 
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114 15 15 1.72665 0.88288 0.10596 
115 3 15 -0.64402 0.52150 0.29045 
116 5 15 -0.23920 0.43040 1.05085 
117 1 15 -1.50157 0.83456 0.57823 
118 7 15 0.05958 0.39709 1.40321 
119 3 15 -0.64402 0.52150 1.51129 
120 4 15 -0.41949 0.46501 1.38078 
121 0 15 -2.76748 1.51342 0.09672 
123 2 15 -0.95906 0.62194 0.41773 
128 12 15 0.78304 0.45330 1.54354 
129 6 15 -0.08304 0.40913 0.63286 
130 1 15 -1.50157 0.83456 0.83521 
131 4 15 -0.41949 0.46501 1.13984 
132 12 15 0.78304 0.45330 0.53818 
133 3 15 -0.64402 0.52150 0.99203 
134 9 15 0.33035 0.39459 0.70268 
135 14 15 1.25217 0.60769 0.30970 
136 3 15 -0.64402 0.52150 0.29185 
137 7 15 0.05958 0.39709 1.22796 
138 7 15 0.05958 0.39709 1.49166 
139 14 15 1.25217 0.60769 0.23236 
140 5 15 -0.2392 0.43040 0.35539 
141 15 15 1.72665 0.88288 0.10596 
142 3 15 -0.64402 0.52150 0.67362 
143 9 15 0.33035 0.39459 1.96093 
147 1 15 -1.50157 0.83456 0.61430 
148 14 15 1.25217 0.60769 0.42992 
149 13 15 0.98289 0.50654 0.26297 
150 15 15 1.72665 0.88288 0.10596 
151 0 15 -2.76748 1.51342 0.09672 
152 5 15 -0.23920 0.43040 1.05085 
153 2 15 -0.95906 0.62194 0.50721 
154 3 15 -0.64402 0.52150 0.42634 
155 4 15 -0.41949 0.46501 0.44912 
156 1 15 -1.50157 0.83456 0.60024 
157 5 15 -0.23920 0.43040 0.85428 
158 13 15 0.98289 0.50654 0.38343 
159 3 15 -0.64402 0.52150 0.36682 
160 9 15 0.33035 0.39459 1.76160 
161 4 15 -0.41949 0.46501 1.01393 
162 12 15 0.78304 0.45330 1.64455 
163 6 15 -0.08304 0.40913 0.58004 
164 3 15 -0.64402 0.52150 2.16563 
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Appendix O:  Reading Empirical Evidence:  Classical Test Theory Results 
 
 While most statistical models conform to the data, Rasch modeling is based on 
the assumption that the data fits the hypothesized model.  The hypothesized model is the 
construct map that was presented in Table 3.4.  This step is necessary because it informs 
the validity of the claims that can be made about students’ abilities to critique empirical 
evidence.  The assumption that the data fits the construct map is evaluated by assessing 
the item discrimination, unidimensionality, and internal consistency of the data.  
 
Item discrimination 
The purpose of evaluating the item discrimination values is to examine whether 
there is an equally strong link between each item and the scale.  This link is evaluated by 
examining the point biserial correlation (PBIS), which is the correlation between 
students’ performance on a particular item in relationship to the total test score.  As 
shown on Table O1, which presents the point biserial values for each item, three items do 
not have PBIS values above the critical value of 0.20 (AA_3_V: PBIS=0.06; AA_4_V: 
PBIS=-0.11; CC_4_V: PBIS=-0.05).  As the average PBIS is 0.244, which suggests that 
the test possesses sufficient discriminative power, I will cautiously move forward with 
the principal component factor analysis including these items.  A promax rotation was 
used because the factors were highly correlated (Gorsuch, 1983). 
 
 
 
 
 
 
 
 376 
Table O1 
Point biserial values for the reading empirical evidence items 
Item Point Biserial 
AA_1_V 0.30 
AA_2_V 0.39 
AA_3_V 0.06 
AA_4_V -0.11 
BB_1_E 0.36 
BB_2_E 0.37 
BB_3_E 0.19 
BB_4_E 0.36 
CC_1_V 0.31 
CC_2_V 0.39 
CC_3_V 0.30 
CC_4_V -0.05 
DD_1_E 0.26 
DD_2_E 0.24 
DD_3_E 0.24 
DD_4_E 0.29 
 
Unidimensionality 
The purpose of examining the dimensionality, or the number of factors 
comprising the latent variable, is to determine whether the data are unidimensional as was 
assumed when developing the construct.  Otherwise stated, the construct map suggests 
that only students’ knowledge of empirical evidence will inform where students’ abilities 
fall along the map.  Four indices from a principal component factor analysis will be used 
to evaluate the unidimensionality: Kaiser criterion, explained variance, factor loadings, 
and Cattell’s scree test.  The non-zero determinant, significant Bartlett’s test for 
sphericity (p<0.05), and strong Kaiser-Meyer-Olkin (KMO) measure of sampling 
adequacy (KMO=0.828) indicate that the data are appropriate for factoring.     
Kaiser criterion.  For principal component factoring analyses, the criterion of 
eigenvalues greater than one, which is also referred to as the Kaiser criterion, can be used 
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to inform the appropriate number of factors.  From Table O2, which presents the total 
variance explained, we see that the reading empirical evidence assessment could possibly 
be explained by four factors with eigenvalues larger than 1.0.  
 
Table O2 
Total variance explained. 
Component 
 
Initial Eigenvalues 
Rotation Sums of 
Squared Loadingsa 
Total % of Variance Cumulative % Total 
1 4.729 29.555 29.555 4.651 
2 3.230 20.189 49.744 2.934 
3 1.310 8.188 57.932 2.305 
4 1.055 6.597 64.528 1.593 
5 0.784 4.900 69.428  
6 0.696 4.351 73.780  
7 0.630 3.940 77.719  
8 0.588 3.673 81.392  
9 0.511 3.192 84.584  
10 0.500 3.123 87.707  
11 0.459 2.867 90.573  
12 0.388 2.426 93.000  
13 0.318 1.988 94.987  
14 0.299 1.867 96.854  
15 0.286 1.788 98.641  
16 0.217 1.359 100.00  
 
 
Explained variance.  The percentage of variance criterion is an approach to 
dimensionality analysis based on achieving a specified cumulative percentage of total 
variance extracted by successive factors.  Specifically, each individual factor should be 
greater than 10% (when less than 20 levels), with the total solution greater than 50-60% 
variance.  Table O2 presents the percent of variance for each eigenvalue as well as the 
cumulative percent of variance.  Adherence to the guideline results in a two-factor 
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solution in which factor 1 comprises 29.555% variance, factor 2 comprises 20.189% 
variance, and the total variance of the two factors combined is 49.744%.   
Factor loadings.  Factor loadings provide information about how strongly items 
are related to the latent construct.  The factor loadings for one-, two-, three- and four-
factor solutions with promax rotation are presented in Table O3.  Factor loadings below 
the accepted minimum of 0.30 (Lambert & Durand, 1975), suggest that more than 90% of 
the variance in an observed variable is explained by factors other than the construct to 
which the variable should be theoretically related.  In the section that follows, each of the 
four solutions will be presented and interpreted. 
The average factor loading for the one-factor solution was 0.452 and eight items 
had loadings lower than the recommended acceptable minimum value of 0.30. 
Consequently, the factor loadings for the one-factor solution suggest that this model may 
not be unidimensional.   
In comparison, the two-factor solution had average factor loadings of 0.772 and 
0.640, and no items had factor loadings below 0.30.  Moreover, in examining how the 
items loaded onto the factors, we see that all of the items for testlets AA and BB 
primarily loaded on factor 1, and all of the items for testlets CC and DD primarily load on 
factor 2.  Because two testlets each address the topics of earthquakes and volcanoes, one 
might hypothesize that a two-factor solution makes sense.  However, the factors did not 
load according to topic.  Specifically, one earthquake and volcano testlet loaded on each 
factor.  It appears, however, that the testlets did load according to the days the items were 
administered.  Specifically, testlets CC and DD were administered on the first assessment 
day and testlets AA and BB were administered on the second assessment day.  This may 
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suggest that learning occurred between the two time points. 
The average factor loadings for the three-factor solution were 0.752, 0.756 and 
0.705 respectively, and no items had factor loadings below 0.30.  Moreover, the loadings 
for factor 1 remain the same as the loadings in the two-factor solution (all items within 
testlets AA and BB).  The factor loadings for factor 2 in the two- and three-factor 
solutions, however are different.  Namely, testlet DD primarily loads on factor 2 and 
testlet CC primarily loads on factor 3 in the three-factor solution, whereas they both 
loaded on factor 2 in the two-factor solution.  At this time, an explanation for the three-
factor solution cannot be generated. 
Lastly, the average factor loadings for the four-factor solution are 0.753, 0.775, 
0.682, and 0.873 respectively, and no items had factor loadings below 0.30 (see Table 
O3).  Again, testlets AA and BB primarily loaded on factor 1 (i.e., the same as the two- 
and three-factor solutions).  Moreover, testlet DD primarily loaded on factor 2 (i.e., the 
same as the three-factor solution).  However, the factor loadings for testlet CC divided 
between factors 3 and 4.  Specifically, all levels except for the critique level (i.e., level 3), 
loaded primarily on factor 3.  While one might hypothesize that with four testlets a four-
factor solution could be plausible if each testlet loaded onto a separate factor, the factors 
did not load in this manner.  Moreover, a factor comprised of only one item (factor 4), is 
not ideal.  Consequently, the four-factor solution is not recommended. 
Taken together, the evidence from the factor loadings suggests that the data may 
not be unidimensional and that the two-factor solution is most appropriate for the reading 
empirical evidence construct.	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Table O3 
Factor loadings for the one-, two-, three-, and four-factor solutions 
Items 
One-
factor 
Solution 
Two-factor 
Solution Three-factor solution Four-factor Solution 
Factor 
Loadings 
Factor 1 
Loadings 
Factor 2 
loadings 
Factor 1 
Loadings 
Factor 2 
loadings 
Factor 3 
Loadings 
Factor 1 
Loadings 
Factor 2 
loadings 
Factor 3 
Loadings 
Factor 4 
Loadings 
AA_1_V_B .764 .743  .757   .755    
AA_2_V_B .741 .771  .765   .757    
AA_3_V_D .585 .623  .614   .689    
AA_4_V_B .845 .833  .843   .820    
BB_1_E_B .806 .818  .818   .811    
BB_2_E_B .676 .715  .704   .669    
BB_3_E_A .643 .676  .668   .712    
BB_4_E_A .841 .839  .845   .809    
CC_1_V_B .133  .771   .782   .485  
CC_2_V_B .273  .633   .640   .633  
CC_3_V_D -.075  .482   .772    .873 
CC_4_V_B .289  .508   .626   .928  
DD_1_E_B .209  .668  .755   .831   
DD_2_E_B .150  .672  .768   .853   
DD_3_E_A .207  .722  .758   .723   
DD_4_E_A .143  .664  .740   .691   
AVERA
GE 0.452 0.772 0.640 0.752 0.756 0.705 0.753 0.775 0.682 0.873 	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Cattell’s scree test.  Another common method employed to detect the number of 
factors within a dataset is Cattell’s scree test.  The position of a break or discontinuity in 
the pattern of eigenvalues can be suggestive of the number of factors to retain (Cattell, 
1966; Tabachnick and Fidell, 2007).  As shown in Figure O1, the first component has an 
eigenvalue of approximately 4.729 and the second component has an eigenvalue of 
approximately 3.230.  In addition, the elbow, which indicates the sharpest break in the 
size of the eigenvalues, is found for between components 2 and 3.  This evidence may 
suggest that the reading empirical evidence construct could best be described using a 
two-factor solution. 
 
Figure O1   
Scree plot 
 
 
Taking into account all the evidence regarding the dimensionality, the data may 
best be explained by a two-factor solution.  While the Kaiser criterion suggests a four-
factor solution, this method often overestimates the number of factors (Bandalos & 
Boehm-Kaufman, 2008).  Moreover, the fourth factor is only comprised of one item, 
which is also not ideal.  Consequently, the four-factor solution is not recommended.  The 
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three-factor solution can only be argued from the factor loadings, and was not 
conceptually meaningful.  Because there is not more evidence for a three-factor solution, 
it is not recommended.  In comparison, evidence from the factor loadings as well as 
Cattell’s scree test and the explained variance guideline point to a two-factor solution.  
Moreover, the estimated correlation between the two-factors is 0.096, which suggests that 
these are likely two different factors.  As no test resulted in a one-factor recommendation, 
this data may not be unidimensional and a two-factor solution may be the most 
appropriate solution. 
 
Internal reliability 
Cronbach’s alpha, which is a measure of internal reliability, is presented in Table 
O4 for the 1-, 2-, and 3-factor solutions.  The third factor for the 3-factor solution 
(α=0.681) is below the suggested minimum for adequate internal consistency (α=0.70).  
This suggests that the students’ abilities may not be separated in the same manner if the 
same students were to take another administration of the same test.  In comparison, the 
Cronbach’s alphas for the factors in both the 1- and 2-factor solutions are all above this 
minimum cutoff (α=0.70).  Moreover, the Cronbach’s alpha for the 1-factor solution 
(α=0.810) is above the suggested minimum for good internal consistency (α=0.80).  High 
levels of internal consistency, such as those found in the 1- and 2-factor solutions, is 
anticipated when all the items making up an instrument are intended to measure a single, 
unidimensional construct (ATS, 2007).  As such, the internal reliability could suggest 
either a 1- or 2-factor solution. 
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Table O4 
Internal reliabilities for the 1-, 2-, and 3-factor solutions 
Factor Solution Factor Number of Items 
Cronbach’s 
Alpha 
1-Factor 1 16 0.810 
2-Factor 1 8 0.887 
2 8 0.781 
3-Factor 
1 8 0.887 
2 4 0.766 
3 4 0.681 
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Appendix P:  Reading Empirical Evidence:  Item Characteristic Curves 
 
Figure P1 
Item characteristic curve for item AA, level 1 
 
 
Figure P2 
Item characteristic curve for item BB, level 1 
 
 
Figure P3 
Item characteristic curve for item CC, level 1 
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Figure P4 
Item characteristic curve for item DD, level 1 
 
 
Figure P5 
Item characteristic curve for item AA, level 2 
 
 
Figure P6 
Item characteristic curve for item BB, level 2 
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Figure P7 
Item characteristic curve for item CC, level 2 
 
 
Figure P8 
Item characteristic curve for item DD, level 2 
 
 
Figure P9 
Item characteristic curve for item AA, level 3 
 
 
 387 
Figure P10 
Item characteristic curve for item BB, level 3 
 
 
Figure P11 
Item characteristic curve for item CC, level 3 
 
 
Figure P12 
Item characteristic curve for item DD, level 3 
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Figure P13 
Item characteristic curve for item AA, level 4 
 
 
Figure P14 
Item characteristic curve for item BB, level 4 
 
 
Figure P15 
Item characteristic curve for item CC, level 4 
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Figure P16 
Item characteristic curve for item DD, level 4 
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Appendix Q:  Reading Empirical Evidence:  Student Fit Statistics 
Table Q 
Student fit statistics for the reading empirical evidence items 
ID Score Max Score 
Weighted 
Likelihood 
Estimate 
Standard 
Error of WLE Case Fit 
001 4 16 -1.16641 0.59463 0.82688 
003 4 16 -1.16641 0.59463 1.37001 
006 8 16 -0.01051 0.53283 0.70796 
008 7 16 -0.28201 0.53545 0.70146 
010 4 16 -1.16641 0.59463 1.76954 
011 4 16 -1.16641 0.59463 0.98920 
012 8 16 -0.01051 0.53283 0.66701 
014 7 16 -0.28201 0.53545 0.71491 
016 1 16 -2.56997 0.90446 0.37481 
019 1 16 -2.56997 0.90446 0.78842 
022 5 16 -0.85035 0.56384 0.67988 
023 1 16 -2.56997 0.90446 0.81446 
026 7 16 -0.28201 0.53545 0.81997 
028 6 16 -0.55922 0.5453 0.92523 
029 3 16 -1.5257 0.64452 1.92282 
030 2 16 -1.96356 0.73044 0.71346 
031 2 16 -1.96356 0.73044 0.60358 
032 4 16 -1.16641 0.59463 0.59395 
033 3 16 -1.5257 0.64452 0.79791 
034 4 16 -1.16641 0.59463 0.67216 
035 12 16 1.16084 0.60009 0.56066 
037 2 16 -1.96356 0.73044 0.93298 
039 6 16 -0.55922 0.5453 0.98963 
041 5 16 -0.85035 0.56384 0.81785 
043 7 16 -0.28201 0.53545 1.01383 
044 4 16 -1.16641 0.59463 1.52811 
045 9 16 0.26189 0.53691 0.96689 
046 9 16 0.26189 0.53691 1.14747 
048 12 16 1.16084 0.60009 0.51789 
049 7 16 -0.28201 0.53545 1.07179 
050 4 16 -1.16641 0.59463 1.52316 
052 6 16 -0.55922 0.5453 1.14908 
054 6 16 -0.55922 0.5453 0.87680 
055 7 16 -0.28201 0.53545 1.30305 
056 8 16 -0.01051 0.53283 1.18363 
057 8 16 -0.01051 0.53283 1.14624 
061 7 16 -0.28201 0.53545 0.68774 
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063 11 16 0.83797 0.56813 0.72721 
064 6 16 -0.55922 0.5453 1.29587 
065 7 16 -0.28201 0.53545 0.95799 
066 12 16 1.16084 0.60009 1.10678 
067 11 16 0.83797 0.56813 0.72721 
068 10 16 0.54206 0.54815 1.03833 
069 5 16 -0.85035 0.56384 1.18859 
070 8 16 -0.01051 0.53283 0.85646 
071 4 16 -1.16641 0.59463 1.43494 
072 4 16 -1.16641 0.59463 0.98958 
073 9 16 0.26189 0.53691 1.05075 
077 12 16 1.16084 0.60009 1.79257 
078 7 16 -0.28201 0.53545 0.61793 
079 9 16 0.26189 0.53691 1.38336 
080 9 16 0.26189 0.53691 1.04075 
081 4 16 -1.16641 0.59463 1.33630 
082 10 16 0.54206 0.54815 0.95367 
083 11 16 0.83797 0.56813 0.89381 
084 14 16 1.97722 0.738 0.38064 
085 13 16 1.52881 0.65108 0.44408 
086 6 16 -0.55922 0.5453 0.69533 
087 4 16 -1.16641 0.59463 0.87929 
088 4 16 -1.16641 0.59463 1.32929 
089 4 16 -1.16641 0.59463 1.06812 
090 10 16 0.54206 0.54815 1.23682 
091 3 16 -1.5257 0.64452 0.76429 
092 6 16 -0.55922 0.5453 0.62106 
093 3 16 -1.5257 0.64452 0.79791 
094 11 16 0.83797 0.56813 0.51361 
095 5 16 -0.85035 0.56384 0.54355 
096 12 16 1.16084 0.60009 0.69935 
097 6 16 -0.55922 0.5453 1.02500 
098 6 16 -0.55922 0.5453 1.05181 
099 6 16 -0.55922 0.5453 1.38853 
100 6 16 -0.55922 0.5453 1.14014 
101 7 16 -0.28201 0.53545 1.21784 
102 4 16 -1.16641 0.59463 1.10895 
103 4 16 -1.16641 0.59463 1.04980 
107 6 16 -0.55922 0.5453 1.04477 
108 6 16 -0.55922 0.5453 1.06109 
109 6 16 -0.55922 0.5453 1.00616 
110 2 16 -1.96356 0.73044 0.48259 
111 4 16 -1.16641 0.59463 1.35312 
112 2 16 -1.96356 0.73044 0.55432 
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113 4 16 -1.16641 0.59463 1.02878 
114 7 16 -0.28201 0.53545 0.86502 
115 6 16 -0.55922 0.5453 1.08581 
116 6 16 -0.55922 0.5453 1.00323 
117 4 16 -1.16641 0.59463 2.16068 
118 5 16 -0.85035 0.56384 0.70306 
119 2 16 -1.96356 0.73044 1.84782 
120 9 16 0.26189 0.53691 0.76050 
121 2 16 -1.96356 0.73044 0.52841 
123 8 16 -0.01051 0.53283 0.57853 
128 5 16 -0.85035 0.56384 0.62909 
129 8 16 -0.01051 0.53283 0.98957 
130 4 16 -1.16641 0.59463 0.81860 
131 5 16 -0.85035 0.56384 1.39106 
132 2 16 -1.96356 0.73044 1.78630 
133 5 16 -0.85035 0.56384 1.01056 
134 4 16 -1.16641 0.59463 0.88706 
135 6 16 -0.55922 0.5453 0.71698 
136 5 16 -0.85035 0.56384 1.58645 
137 5 16 -0.85035 0.56384 0.71351 
138 6 16 -0.55922 0.5453 1.14630 
139 8 16 -0.01051 0.53283 0.65256 
140 4 16 -1.16641 0.59463 1.36931 
141 11 16 0.83797 0.56813 0.60118 
142 4 16 -1.16641 0.59463 0.69618 
143 4 16 -1.16641 0.59463 0.54291 
147 4 16 -1.16641 0.59463 0.57147 
148 11 16 0.83797 0.56813 0.56199 
149 11 16 0.83797 0.56813 0.51361 
150 5 16 -0.85035 0.56384 0.72581 
151 8 16 -0.01051 0.53283 1.19475 
152 7 16 -0.28201 0.53545 0.9276 
153 4 16 -1.16641 0.59463 0.77542 
154 2 16 -1.96356 0.73044 1.73704 
155 11 16 0.83797 0.56813 0.86011 
156 3 16 -1.5257 0.64452 2.26718 
157 9 16 0.26189 0.53691 1.21920 
158 6 16 -0.55922 0.5453 1.46903 
159 8 16 -0.01051 0.53283 0.66701 
160 5 16 -0.85035 0.56384 1.30049 
161 3 16 -1.5257 0.64452 0.97524 
162 2 16 -1.96356 0.73044 0.90876 
163 4 16 -1.16641 0.59463 1.82861 
164 3 16 -1.5257 0.64452 0.54967 
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Appendix R:  Writing Empirical Evidence:  Classical Test Theory Results 
 
Rasch modeling is based on the assumption that the data fits the hypothesized 
model and meets the assumptions of Rasch modeling.  This is different than most 
statistical models, which change based on the data.  The benefit of this is that conclusions 
can be drawn about students’ abilities in relation to the item difficulties.  However, the 
validity of those claims are based on whether the data meets the assumptions set forth by 
Rasch modeling, which is assessed by evaluating the item discrimination values as well 
as the dimensionality and internal consistency of the data.  
 
Item discrimination 
The purpose of evaluating the item discrimination values is to examine whether 
there is strong link between each item and the scale.  This link is evaluated by examining 
the point biserial correlation (PBIS) (see Table R1), which is the correlation between 
students’ performance on a particular item in relationship to the total test score.  Ideally, 
the PBIS values for each item should increase monotonically from level 0 to level 3.  
This is because PBIS is a correlation between who gets that score and who does well on 
the assessment.  As such, PBIS values should increase from the lowest score level to the 
highest score level.  From Table R1 we see that there are four mismatches.  The PBIS 
values for 1_E.2 is higher than 1_E.3, 4_V.1 is higher than 4_V.0, 5_V.2 is higher than 
5_V.3, and 6_V.2 is higher than 6_V.3.  Moreover, all the level 3 PBIS values are above 
the critical value of high discrimination of 0.2, with the exception of 6_V.3.  It is possible 
that these misorderings are related to low frequency counts for some categories (see 
Table R2).  For instance, for misordering of levels 2 and 3 in question 5_V, the frequency 
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count for the level 3 item is 5.  As such, any unexpected responses would impact this 
correlation because smaller frequency counts create larger errors and more random 
fluctuations in the PBIS values as well as the fit statistics. Taken together, this suggests 
that the test is moderately discriminating and there will likely be issues with the ordering 
of the items with the Rasch analysis.  
 
Table R1 
Point biserial correlation (PBIS) 
Item Point Biserial 
1_E.0 -0.62 
1_E.1 -0.01 
1_E.2 0.44 
1_E.3 0.41 
2_E.0 -0.68 
2_E.1 0.28 
2_E.2 0.36 
2_E.3 0.43 
4_V.0 -0.72 
4_V.1 0.33 
4_V.2 0.28 
4_V.3 0.51 
5_V.0 -0.73 
5_V.1 0.10   
5_V.2 0.59 
5_V.3 0.35 
6_V.0 -0.52 
6_V.1 0.14 
6_V.2 0.51 
6_V.3 0.00 
 
Table R2 
Frequency counts for item levels 
Item Sample Size 
Score (Count) 
Level 0 Level 1 Level 2 Level 3 
1_E N=120 83 5 17 15 
2_E N=120 89 9 13 9 
4_V N=120 86 9 13 12 
5_V N=121 81 5 30 5 
6_V N=121 75 7 30 9 
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Unidimensionality 
Dimensionality, or the number of factors comprising the latent variable, is 
examined in order to determine whether the data are unidimensional as was assumed 
when developing the construct.  Four indices from a principal component factor analysis 
will be reported: Kaiser criterion, factor loadings, explained variance, and Cattell’s scree 
test.  A non-zero determinant, significant Bartlett’s test for sphericity (p<0.05), and 
strong Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy (KMO=0.751) 
indicate that the data are appropriate for factoring.  A promax rotation was used because 
the factors were highly correlated (Gorsuch, 1983). 
Kaiser criterion.  The Kaiser criterion of eigenvalues greater than one can be 
used to determine the appropriate number of factors is known as the Kaiser criterion.  
Table R3, which presents the number of eigenvalues as well as percent variance, suggests 
that the writing empirical evidence assessment could possibly be explained by two factors 
with eigenvalues larger than 1.0.  
 
Table R3 
Total variance explained. 
Component 
Initial Eigenvalues Rotation Sums of Squared Loadingsa 
Total % of Variance Cumulative % Total 
1 3.135 62.703 62.703 2.896 
2 1.120 22.405 85.108 2.146 
3 .338 6.770 91.878  
4 .246 4.916 96.794  
5 .160 3.206 100.000  
 
Explained variance.  The percentage of variance criterion follows the guideline 
that each individual factor should be greater than 10% (when less than 20 levels), with 
the total solution greater than 50-60% variance.  Adherence to this rule of thumb results 
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in a two-factor solution in which factor 1 comprises 62.703% variance, factor 2 
comprises 22.405% variance, and the total variance of the two factors combined is 
85.108% (see Table R3).  As such, the two-factor solution may be most appropriate data 
structure. 
Factor loadings.  Factor loadings provide information about how strongly items 
are related to the latent construct.  Table R4 presents the factor loadings for one- and two-
factor solutions with promax rotation.  The average factor loading for the one-factor 
solution was 0.784, whereas the two-factor solution had average factor loadings of 0.925 
and 0.908.  Neither the 1- nor the 2-factors solutions had any factor loadings below 0.30.  
Therefore, 90% of the variance is explained by the factors onto which they primarily 
loaded.  However, the factor loadings are stronger for the two-factor solution than for the 
one-factor solution.  A two-factor solution would be logical if the factors separated by 
topic (i.e., earthquakes versus volcanoes).  However, this did not happen.  Items 1_E and 
2_E are on the topic on earthquakes and they loaded onto factors 1 and 2 respectively.  
Similarly, items 4_V, 5_V and 6_V are on the topic of volcanoes, and items 4_v and 5_V 
primarily loaded onto factor 1 whereas item 6_V primarily loaded onto factor 2.  While 
the two factors are not based on topic, they may correspond to an interaction between 
items, classes who were assigned the items, and the assessment day the items were 
assigned (i.e., day 1 versus day 2).  Additional research beyond the scope of this analysis 
would be required to tease this apart.  Regardless, the two-factor solution best explains 
the factor structure.  
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Table R4 
Factor loadings. 
Items One-factor Solution Two-factor Solution Factor Loadings Factor 1 Loadings Factor 2 Loadings 
1_E .835 .950  
2_E .602  .956 
4_V .874 .914  
5_V .902 .911  
6_V .706  .860 
AVERAGE 0.784 0.925 0.908 
 
Cattell’s Scree Test.  Cattell’s scree test is another common method employed to 
detect the number of factors.  The position of a break or discontinuity in the pattern (i.e., 
the elbow) of eigenvalues can be suggestive of the number of factors to keep (Cattell, 
1966; Tabachnick and Fidell, 2007).  As shown in Figure R1, the first component has an 
eigenvalue of approximately 3.125 and the second component has an eigenvalue of 
approximately 1.120.  Moreover, the elbow is found for between components 2 and 3, 
which may suggest that the writing empirical evidence construct could best be described 
using a two-factor solution. 
 
Figure R1 
Cattell’s Scree Test 
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The Kaiser criterion, explained variance, factor loadings and Cattell’s scree test 
point to a two-factor solution.  Moreover, the two-factor solution has a plausible 
conceptual explanation.  
 
Internal Reliability 
The internal reliability, measured by Cronbach’s alpha, is presented in Table R5 
for the 1- and 2-factor solutions.  The Cronbach’s alpha for both the 1- (α=0.846) and 2-
factor solutions (αF1=0.916; αF2=0.798), are above the suggested minimum for adequate 
internal consistency.  A high level of internal consistency is anticipated when all the 
items making up an instrument are intended to measure a single, unidimensional 
construct (ATS, 2007).  Therefore, the internal reliability suggests either the 1- or 2-
factor solutions are appropriate. 
 
 
Table R5 
Internal reliabilities for the 1-, 2-, and 3-factor solutions 
Factor Solution Factor Number of Items 
Cronbach’s 
Alpha 
1-Factor 1 5 0.846 
2-Factor 1 3 0.916 
2 2 0.796 
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Appendix S: Writing Empirical Evidence:  Item Characteristic Curves 
Figure S1 
Item characteristic curve for item 1 
 
 
Figure S2 
Item characteristic curve for item 2
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Figure S3 
Item characteristic curve for item 4 
 
 
Figure S4 
Item characteristic curve for item 5 
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Figure S5 
Item characteristic curve for item 6 
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Appendix T:  Writing Empirical Evidence:  Student Fit Statistics 
Table T 
Student fit statistics for the empirical evidence construct on the writing items 
ID Score Max Score 
Weighted 
Likelihood 
Estimate 
Standard 
Error of 
WLE 
Case Fit 
1 7 15 -0.27893 0.41484 1.94044 
3 0 15 -1.92177 0.90187 0.10177 
6 0 15 -1.92177 0.90187 0.10177 
8 8 15 -0.12469 0.42177 0.67348 
10 0 15 -1.92177 0.90187 0.10177 
11 0 15 -1.92177 0.90187 0.10177 
12 0 15 -1.92177 0.90187 0.10177 
14 0 15 -1.92177 0.90187 0.10177 
16 0 9 -1.56184 0.90234 0.16074 
19 0 15 -1.92177 0.90187 0.10177 
22 1 15 -1.43391 0.62804 0.20991 
23 0 15 -1.92177 0.90187 0.10177 
26 0 15 -1.92177 0.90187 0.10177 
28 0 15 -1.92177 0.90187 0.10177 
29 0 15 -1.92177 0.90187 0.10177 
30 2 15 -1.14788 0.52568 1.23456 
31 0 6 -1.53263 1.0381 0.21963 
32 0 15 -1.92177 0.90187 0.10177 
33 0 15 -1.92177 0.90187 0.10177 
34 2 6 -0.55237 0.69738 0.47279 
35 11 15 0.43591 0.50918 0.77057 
37 3 15 -0.93147 0.47233 0.65064 
39 3 15 -0.93147 0.47233 1.13787 
41 3 15 -0.93147 0.47233 1.13787 
43 2 15 -1.14788 0.52568 1.47360 
44 0 15 -1.92177 0.90187 0.10177 
45 10 15 0.22013 0.46452 0.30205 
46 3 15 -0.93147 0.47233 1.13787 
48 9 15 0.03864 0.43734 0.13545 
49 0 15 -1.92177 0.90187 0.10177 
50 1 15 -1.43391 0.62804 0.36599 
52 5 15 -0.58506 0.4238 0.80014 
54 0 15 -1.92177 0.90187 0.10177 
55 2 15 -1.14788 0.52568 1.4736 
56 5 15 -0.58506 0.4238 1.07271 
57 6 15 -0.43047 0.41546 0.79779 
61 10 15 0.22013 0.46452 0.84135 
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63 7 15 -0.27893 0.41484 0.46466 
64 5 9 -0.12226 0.53357 1.47119 
65 2 15 -1.14788 0.52568 0.77679 
66 8 15 -0.12469 0.42177 0.66764 
67 0 15 -1.92177 0.90187 0.10177 
68 7 15 -0.27893 0.41484 0.32053 
69 10 12 0.84434 0.73452 0.30077 
70 2 15 -1.14788 0.52568 1.23456 
71 0 15 -1.92177 0.90187 0.10177 
72 2 12 -1.05739 0.54845 0.92087 
73 14 15 1.97289 0.99263 0.68791 
77 10 15 0.22013 0.46452 1.46256 
78 10 15 0.22013 0.46452 0.24136 
79 3 15 -0.93147 0.47233 1.43347 
80 10 15 0.22013 0.46452 0.03054 
81 8 15 -0.12469 0.42177 0.45267 
82 2 15 -1.14788 0.52568 0.56654 
83 0 12 -1.83286 0.93385 0.12318 
84 13 15 1.16612 0.7273 0.38347 
85 13 15 1.16612 0.7273 0.69196 
86 9 15 0.03864 0.43734 0.80675 
87 5 15 -0.58506 0.4238 0.56093 
88 0 3 -0.75295 1.10099 0.40880 
89 0 15 -1.92177 0.90187 0.10177 
90 0 15 -1.92177 0.90187 0.10177 
92 0 15 -1.92177 0.90187 0.10177 
93 5 15 -0.58506 0.4238 0.71806 
94 14 15 1.97289 0.99263 0.91321 
95 5 15 -0.58506 0.4238 0.91977 
96 0 15 -1.92177 0.90187 0.10177 
97 4 15 -0.74908 0.44146 0.25025 
98 0 15 -1.92177 0.90187 0.10177 
99 0 15 -1.92177 0.90187 0.10177 
100 8 15 -0.12469 0.42177 1.52777 
101 0 15 -1.92177 0.90187 0.10177 
102 0 15 -1.92177 0.90187 0.10177 
103 3 15 -0.93147 0.47233 1.13787 
107 0 15 -1.92177 0.90187 0.10177 
108 1 15 -1.43391 0.62804 0.20991 
109 1 15 -1.43391 0.62804 0.29799 
110 0 15 -1.92177 0.90187 0.10177 
111 0 15 -1.92177 0.90187 0.10177 
112 0 15 -1.92177 0.90187 0.10177 
113 5 15 -0.58506 0.4238 1.60611 
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114 8 15 -0.12469 0.42177 1.65924 
115 0 15 -1.92177 0.90187 0.10177 
116 0 15 -1.92177 0.90187 0.10177 
117 0 15 -1.92177 0.90187 0.10177 
118 2 15 -1.14788 0.52568 0.77679 
119 2 15 -1.14788 0.52568 0.56654 
120 0 15 -1.92177 0.90187 0.10177 
121 0 15 -1.92177 0.90187 0.10177 
123 2 15 -1.14788 0.52568 0.56654 
128 4 15 -0.74908 0.44146 1.41555 
129 2 15 -1.14788 0.52568 0.56654 
130 0 15 -1.92177 0.90187 0.10177 
131 0 15 -1.92177 0.90187 0.10177 
132 0 15 -1.92177 0.90187 0.10177 
133 1 15 -1.43391 0.62804 0.36599 
134 3 15 -0.93147 0.47233 1.43347 
135 8 15 -0.12469 0.42177 0.25762 
136 0 15 -1.92177 0.90187 0.10177 
137 2 15 -1.14788 0.52568 0.56654 
138 0 15 -1.92177 0.90187 0.10177 
139 10 15 0.22013 0.46452 0.03054 
140 0 15 -1.92177 0.90187 0.10177 
141 11 15 0.43591 0.50918 0.24936 
142 3 15 -0.93147 0.47233 1.13787 
143 0 15 -1.92177 0.90187 0.10177 
147 0 15 -1.92177 0.90187 0.10177 
148 12 15 0.72031 0.5855 1.12206 
149 10 15 0.22013 0.46452 0.03054 
150 8 15 -0.12469 0.42177 0.20702 
151 0 15 -1.92177 0.90187 0.10177 
152 0 15 -1.92177 0.90187 0.10177 
153 0 15 -1.92177 0.90187 0.10177 
154 0 15 -1.92177 0.90187 0.10177 
155 0 15 -1.92177 0.90187 0.10177 
156 0 15 -1.92177 0.90187 0.10177 
157 3 15 -0.93147 0.47233 1.13787 
158 7 15 -0.27893 0.41484 0.78134 
159 0 15 -1.92177 0.90187 0.10177 
160 4 15 -0.74908 0.44146 0.39991 
161 2 15 -1.14788 0.52568 0.56654 
162 6 15 -0.43047 0.41546 1.61124 
163 0 15 -1.92177 0.90187 0.10177 
164 2 15 -1.14788 0.52568 0.77679 
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Appendix U:  Syntax 
 
Chapter 5:  Forms of Justification:  Reading 
 
Title Dichotomous:FoJ; 
Datafile C:\Users\Mandy\Desktop\ConQuest\FoJ_R_2014_09_24\FoJ.dat; 
Format id 1-3 responses 5-20; 
Labels << C:\Users\Mandy\Desktop\ConQuest\FoJ_R_2014_09_24\FoJ.lab; 
Key 2134233421342334 ! 1; 
Model item; 
Estimate; 
Show ! estimates=latent >> 
C:\Users\Mandy\Desktop\ConQuest\FoJ_R_2014_09_24\FoJexl.shw; 
show cases ! estimates=mle >> 
C:\Users\Mandy\Desktop\ConQuest\FoJ_R_2014_09_24\FoJexlstud.shw; 
show residuals ! estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\FoJ_R_2014_09_24\FoJexlresid.shw; 
show cases ! pfit=yes, estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\FoJ_R_2014_09_24\FoJexlcase.shw; 
Itanal ! estimates=latent >> 
C:\Users\Mandy\Desktop\ConQuest\FoJ_R_2014_09_24\FoJexl.itn; 
Plot icc; 
Plot mcc ! legend=yes; 
 
 
Chapter 5:  Forms of Justification:  Writing 
 
Title Writing:FoJ:PCM; 
Datafile C:\Users\Mandy\Desktop\ConQuest\FoJ_W_2014_11_09\FoJ.dat; 
Format id 1-3 responses 37-41; 
Labels << C:\Users\Mandy\Desktop\ConQuest\FoJ_W_2014_11_09\FoJ.lab; 
codes 3,2,1,0; 
Model item + item*step; 
Estimate; 
Show ! estimates=latent >> 
C:\Users\Mandy\Desktop\ConQuest\FoJ_W_2014_11_09\FoJexl.shw; 
show cases ! estimates=mle >> 
C:\Users\Mandy\Desktop\ConQuest\FoJ_W_2014_11_09\FoJexlstud.shw; 
show residuals ! estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\FoJ_W_2014_11_09\FoJexlresid.shw; 
show cases ! pfit=yes, estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\FoJ_W_2014_11_09\FoJexlcase.shw; 
Itanal >> C:\Users\Mandy\Desktop\ConQuest\FoJ_W_2014_11_09\FoJexl.itn; 
Plot expected; 
Plot icc; 
Plot ccc; 
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Chapter 6:  Empirical Evidence:  Reading 
 
Title Dichotomous:RSE; 
Datafile C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_27\RSE.dat; 
Format id 1-3 responses 21-36; 
Labels << C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_27\RSE.lab; 
Key 2242221122422211 ! 1; 
Model item; 
Estimate; 
Show ! estimates=latent >> 
C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_27\RSEexl.shw; 
show cases ! estimates=mle >> 
C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_27\RSEexlstud.shw; 
show residuals ! estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_27\RSEexlresid.shw; 
show cases ! pfit=yes, estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_27\RSEexlcase.shw; 
Itanal ! estimates=latent >> 
C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_27\RSEexl.itn; 
Plot icc; 
Plot mcc ! legend=yes; 
 
 
 
 
Chapter 6:  Empirical Evidence:  Writing 
 
Title Writing:RSE:PCM; 
Datafile C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_272\RSE.dat; 
Format id 1-3 responses 42-46; 
Labels << C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_272\RSE.lab; 
codes 3,2,1,0; 
Model item + item*step; 
Estimate; 
Show ! estimates=latent >> 
C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_272\RSEexl.shw; 
show cases ! estimates=mle >> 
C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_272\RSEexlstud.shw; 
show residuals ! estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_272\RSEexlresid.shw; 
show cases ! pfit=yes, estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_272\RSEexlcase.shw; 
Itanal >> C:\Users\Mandy\Desktop\ConQuest\RSE_2014_07_272\RSEexl.itn; 
Plot expected; 
Plot icc; 
Plot ccc; 
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Chapter 7:  Model 1:  Unidimensional Model 
 
title MODEL 4: Unidimensional Model; 
datafile C:\Users\Mandy\Desktop\ConQuest\Models\4\4.dat; 
format id 1-3 responses 5-46; 
labels << C:\Users\Mandy\Desktop\ConQuest\Models\4\4.lab; 
codes 0,1,2,3; 
model item + item*step; 
estimate; 
show ! estimates=latent >> C:\Users\Mandy\Desktop\ConQuest\Models\4\4exl.shw; 
show cases ! estimates=mle >> 
C:\Users\Mandy\Desktop\ConQuest\Models\4\4exlstud.shw; 
show residuals ! estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\Models\4\4exlresid.shw; 
show cases ! pfit=yes, estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\Models\4\4exlcase.shw; 
itanal >> C:\Users\Mandy\Desktop\ConQuest\Models\4\4exl.itn; 
plot expected; 
plot icc; 
plot ccc; 
 
 
 
 
Chapter 7:  Model 2:  2 Dimensional: R vs. W 
 
title MODEL 2: 2 Dimensional Model: R vs. W; 
datafile C:\Users\Mandy\Desktop\ConQuest\Models\2\2.dat; 
format id 1-3 responses 5-46; 
labels << C:\Users\Mandy\Desktop\ConQuest\Models\2\2.lab; 
codes 0,1,2,3; 
score (0,1,2,3) (0,1,2,3) ( ) ! items (1-32); 
score (0,1,2,3) ( ) (0,1,2,3) ! items (33-42); 
model item + item*step; 
set warning=no, update=yes; 
export parameters >> C:\Users\Mandy\Desktop\ConQuest\Models\2\2.prm; 
export reg_coefficients >> C:\Users\Mandy\Desktop\ConQuest\Models\2\2.reg; 
export covariance >> C:\Users\Mandy\Desktop\ConQuest\Models\2\2.com; 
estimante!method=montecarlo,nodes=2000,converge=.005,stderr=quick; 
show !tables=1:2:3:4:9,estimates=latent 
>>C:\Users\Mandy\Desktop\ConQuest\Models\2\2.shw; 
quit; 
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Chapter 7:  Model 3:  2 Dimensional:  FoJ vs. RSE 
 
title MODEL 3: 2 Dimensional FoJ vs. RSE; 
datafile C:\Users\Mandy\Desktop\ConQuest\Models\3\3.dat; 
format id 1-3 responses 5-46; 
labels << C:\Users\Mandy\Desktop\ConQuest\Models\3\3.lab; 
codes 0,1,2,3; 
score (0,1,2,3) (0,1,2,3) ( ) ! items (1-16,33-37); 
score (0,1,2,3) ( ) (0,1,2,3) ! items (17-32,38-42); 
model item + item*step; 
set warning=no, update=yes; 
export parameters >> C:\Users\Mandy\Desktop\ConQuest\Models\3\3.prm; 
export reg_coefficients >> C:\Users\Mandy\Desktop\ConQuest\Models\3\3.reg; 
export covariance >> C:\Users\Mandy\Desktop\ConQuest\Models\3\3.com; 
estimante!method=montecarlo,nodes=2000,converge=.005,stderr=quick; 
show !tables=1:2:3:4:9,estimates=latent 
>>C:\Users\Mandy\Desktop\ConQuest\Models\3\3.shw; 
quit; 	  	  	  	  
Chapter 7:  Model 4:  4 Dimensional 
 
title MODEL 1: 4 Dimensional Model 
datafile C:\Users\Mandy\Desktop\ConQuest\Models\1\1.dat; 
format id 1-3 responses 5-46; 
labels << C:\Users\Mandy\Desktop\ConQuest\Models\1\1.lab; 
codes 0,1,2,3; 
score (0,1,2,3) (0,1,2,3) ( ) ( ) ( ) ! items (1-16); 
score (0,1,2,3) ( ) (0,1,2,3) ( ) ( ) ! items (17-32); 
score (0,1,2,3) ( ) ( ) (0,1,2,3) ( ) ! items (33-37); 
score (0,1,2,3) ( ) ( ) ( ) (0,1,2,3) ! items (38-42); 
model item + item*step; 
set warning=no,update=yes; 
export parameters >> C:\Users\Mandy\Desktop\ConQuest\Models\1\1.prm; 
export reg_coefficients >> C:\Users\Mandy\Desktop\ConQuest\Models\1\1.reg; 
export covariance >> C:\Users\Mandy\Desktop\ConQuest\Models\1\1.com; 
estimante!method=montecarlo,nodes=2000,converge=.005,stderr=quick; 
show !tables=1:2:3:4:9,estimates=latent 
>>C:\Users\Mandy\Desktop\ConQuest\Models\1\1.shw; 
quit; 	  
 
 
 
 409 
Chapter 7:  Model 5:  Unidimensional Reading 
 
title MODEL 5: Unidimensional Reading Model; 
datafile C:\Users\Mandy\Desktop\ConQuest\Models\5\5.dat; 
Format id 1-3 responses 5-36; 
Labels << C:\Users\Mandy\Desktop\ConQuest\Models\5\5.lab; 
Key 21342334213423342242221122422211 ! 1; 
Model item; 
Estimate; 
Show ! estimates=latent >> C:\Users\Mandy\Desktop\ConQuest\Models\5\5.shw; 
show cases ! estimates=mle >> 
C:\Users\Mandy\Desktop\ConQuest\Models\5\5exlstud.shw; 
show residuals ! estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\Models\5\5exlresid.shw; 
show cases ! pfit=yes, estimate=wle >> 
C:\Users\Mandy\Desktop\ConQuest\Models\5\5exlcase.shw; 
Itanal ! estimates=latent >> C:\Users\Mandy\Desktop\ConQuest\Models\5\5exl.itn; 
Plot icc; 
Plot mcc ! legend=yes; 
quit; 
 
 
 
 
Chapter 7:  Model 6:  2 Dimensional Reading: Day 1 vs. Day 2 
 
title MODEL 6: Two dimensional Reading Model: Day 1 versus Day 2; 
datafile C:\Users\Mandy\Desktop\ConQuest\Models\6\6.dat; 
format id 1-3 responses 5-36; 
labels << C:\Users\Mandy\Desktop\ConQuest\Models\6\6.lab; 
Key 21342334213423342242221122422211 ! 1; 
score (0,1) (0,1) ( ) ! items (1-4,5-8,25-28,29-32); 
score (0,1) ( ) (0,1) ! items (9-12,13-16,17-20,21-24); 
model item+item*step; 
set warnings=no,update=yes; 
export parameters >> C:\Users\Mandy\Desktop\ConQuest\Models\6\6.prm; 
export reg_coefficients >> C:\Users\Mandy\Desktop\ConQuest\Models\6\6.reg; 
export covariance >> C:\Users\Mandy\Desktop\ConQuest\Models\6\6.cov; 
estimate!method=montecarlo,nodes=2000,converge=.005,stderr=quick; 
show !tables=1:2:3:4:9,estimates=latent 
>>C:\Users\Mandy\Desktop\ConQuest\Models\6\6.shw; 
quit; 
 	  
