The temperature rise in targets struck by high-energy electrons can be calculated using the EGS4 code[1] simply by scoring the energy-deposition density in small cylindrical volumes centered upon, and divided along, the direction of the beam. The temperature rise per pulse, ∆T p ( • C/pulse), is then obtained for each volume using the specific heat of the material, and the time dependence of the heat flow can be calculated using conventional heat-transfer principles. Most typically the beam size is accounted for in a straight-forward way by sampling the incident coordinates, but this involves yet another statistical process that can result in a significant increase in computation time in order to reduce the variance, particularly for thick targets at very high energies. In this paper an off-line convolution method is presented in which the symmetry of the geometry and the Gaussian shape of the beam is used, along with a set of EGS4 runs made with a δ-function (i.e., pencil) beam, to quickly obtain the temperature rise on the pulse for beams of any size. Examples are given for studies that have recently been performed at SLAC in the design of the Next Linear Collider.
Introduction
There are three important quantities which must be determined when designing targets capable of handling large temperature-rise excursions. Namely, the temperature rise on the pulse, the maximum stress at the central core and the steady-state temperature. The latter two, however, are derivable from the temperature rise per pulse, ∆T p (
• C/pulse), and this, in turn, is obtained from the energy-deposition density (i.e., fractional energy-loss per unit volume), dE/E 0 dV , as follows [2] [3] [4] :
where ρ = material density (g/cm 3 ), The maximum radial stress (r=0) in a pulse, σ r (psi), is then obtained with The steady state temperature profile, T (r), is given by equating the heat input,Q, inside a cylinder of radius r to the heat conduction through the surface of the cylinder.
where ν = pulse repetition rate (sec −1 ),
Therefore, one only needs to determine dE/E 0 dV using the EGS4 code.
Accounting for the Radial Extent of the Beam
The straight-forward method of accounting for the beam size with EGS4 is to sample the incident coordinates (X I , Y I ) over an appropriate distribution, such as a Gaussian, just prior to each call to SUBROUTINE SHOWER. However, several problems arise from this direct method. First of all, at high energies (multi-GeV) and for thick targets (many radiation lengths), a large amount of computer time is spent just tracking the particles in the shower to the very low energies required in determining the energy-deposition density itself. A limit must then be imposed on the number of incident particles that can be sampled, for any given beam size, and the end result is that the radial distribution for the temperature rise contains large fluctuations. Secondly, the calculation has to be run over and over again for each of the beam-spot sizes of interest. Clearly, the time is better spent performing EGS4 calculations with good statistics, using a δ(X I )δ(Y I ) (i.e., pencil beam) input, and subsequently performing convolution-type integrations for each of the beam sizes of interest.
The convolution method that we have developed applies to round Gaussian beams-i.e., σ x = σ y = σ. It was developed by Ecklund and Nelson in 1981 [5] and subsequently used in the thesis by Donahue [6] .
Gaussian Convolution of Pencil Beams
The general form of a one-dimensional Gaussian distribution is
If we assume that the energy-deposition density of the pencil beam is given by
then the convoluted energy-deposition density is
For a two-dimensional Gaussian distribution in radial coordinates (x = r cos θ, y = r sin θ),
where we have taken θ = 0 without loss of generality.
Since the EGS4 output is in the form of a histogram averaged over radial bins, we have
The convoluted distribution with the same binning is then
where
The integral over θ can be reduced to a modified Bessel function, I 0 . The double integration is done numerically, taking special care (along i = j) to provide the quadrature routine with an integrand that is not ill-behaved over the bin in question. The above equation assumes that the energy-deposition density does not vary significantly over the width of each bin.
Computer Codes for Offline Convolution
The following computer codes have been written in order to demonstrate the convolution technique presented in this paper.
• EGS4 User Code to create energy-deposition density data for small radial bins at various depths into the target. The code can be run with a pencil beam input, σ = 0.0. in order to generate the W σ (j) required by the off-line convolution scheme. It can also be run with a Gaussian incident beam, e.g., σ = 10 or σ = 100 microns.
• A program that creates the Gaussian convolution matrix elements, M ij , for a given set of beam σ, and a second program to check the j M ij = 1.0 for any i-bin.
• A program to convolute W σ (j) and M ij and produce a new output file for plotting the new dE/E 0 dV (left ordinate) and the corresponding temperature rise, ∆T p ( • C/pulse) (right ordinate).
A common element with all of these codes is that they must have the same radial binning structure. In our example case (see Appendix 1), the target consists of 17 cylinders with radii of 1, 3, 5, 7, 10, 30, . . . , 3000, 5000, 7000 10000 microns.
These codes are of a general enough nature to be of use in a variety of temperature-rise (and other) problems and can be downloaded from SLAC 1 .
EGS4 User Code to determine energy-deposition density, W σ (j)
A general-purpose EGS4 User Code, called ucRTZ temp.mortran, has recently been written at SLAC for a cylinder-slab geometry, with input read in from a .data file. This code is similar to the DOSRZ code by the National Research Council of Canada, which comes with the standard distribution of EGS4, but it is tailored for more general use other than dosimetry. For the problem of interest in this paper, another User Code was cloned from ucRTZ temp.mortran and given the name ucRTZ temp spot.mortran, the only real difference being the addition of the capability of sampling the incident beam-spot size from a Gaussian distribution. Associated with this code is the input file ucRTZ temp spot.data, an example of which is provided in Appendix 1.
In the section below entitled Verification of Convolution Method we will use ucRTZ temp to generate 10 computer runs, each with 1000 incident electrons, using two modes:
• Pencil-beam mode: With σ = 0.0 to create an output histogram, from the concatenation of ten runs, to be used as input for the convolution code.
• Direct-sampling mode: With σ set to either 10 or 100 microns to create an output histogram, again a concatenation of ten runs, that can be compared with the results of the convolution (at 10 and 100 microns).
Programs to create (and check) matrix elements, M ij
After getting the basic set of histogram data-i.e., ten separate runs of the User Code with different random number seeds-the next step is to create a set of matrices for each of the values of σ required in the problem. To facilitate this a program called RTZ mat.mortran was created, documentation for which is contained within the code itself. Another code, RTZ matck.mortran, has also been created to check that the j M ij = 1.0 for any i-bin.
Program to convolute W σ (j) and M ij
The program that performs the actual convolution is called RTZ temp spot.mortran. As described above, it requires the following two input files:
• RTZ temp spot.data
The first file is a concatenation of EGS4 runs, ten in our example case, each created with the code ucRTZ temp spot.mortran and its input data file ucRTZ temp spot.data. The second file is a concatenation of the matrix output from one or more runs of RTZ mat.mortran for each σ of interest. In our case, σ = 3.16, 10, 20, 30, 50, 100, 500, 1000, 2000 and 3000 microns. Note, however, that we will only make us of σ = 10 and 100 microns in our verification of the method, which is presented next.
Verification of Convolution Method
If a beam-spot size is directly sampled prior to each SHOWER call in EGS4 a lot of computer time is required in order to get adequate statistics, especially at high-energies, low cut-offs, and for thick materials. Hence, the reason for developing the convolution method in the first place. Nevertheless, the direct-sampling method itself provides us with a way to verify that the convolution technique works, provided that we limit the check to reasonably low-energy incident beams (note: a 1-GeV shower takes 100 times less time than does a 100-GeV shower). Using the ucRTZ temp spot User Code, we have done this verification for an 8-r.l. thick copper target (1-cm radius) struck by 1-GeV electron beams. The target is broken up along Z into eight cylindrical slabs, each cylinder composed of 17 subcylinders, as indicated earlier (see Appendix 1). Accordingly, this same radial structure was also employed with the RTZ temp spot.mortran and and RTZ mat.mortran codes.
The results are shown in Figures 1 and 2 for beam sizes of 10 and 100 microns, respectively. The convoluted results (solid curves) are seen to be in excellant agreement with the directlysampled results (histograms), at both the front (0-1 r.l.) and back (7-8 r.l.) of the target, thereby demonstrating that the convolution method works. 
Temperature-Rise Examples from the NLC
The beam parameters for the Next Linear Collider (NLC) [7] create a very serious problem with respect to the pulse temperature-rise in objects that the beam may inadvertantly strike. To illustrate this problem using the codes described in this paper, we considered a pencil-beam energy of 500 GeV impinging upon a 10-r.l. long Cu cylinder having a radius of 1 cm. The energy-deposition density and the corresponding pulse temperature rise are shown as a function of radius in Figures 3 through 5 , for the beginning, middle and end of the target, respectively. A full beam of 10 12 electrons/pulse was used in these calculations and one sees that even in the first layer of the target (Figure 3) , where the shower has yet to develop fully, the temperature rise on the pulse exceeds 20-million
• C/p for the case of the pencil beam (histogram). In order to get the temperature down to something more reasonable, say 100
• C/p, the convolution curves tell us that the beam would have to be larger than 500 microns.
As the shower develops in the target, multiple scattering also leads to a lateral spread of the energy-deposition density. In Figures 4 and 5 we see that, indeed, the multiple scattering has some effect on reducing the temperature rise for incident beams with small emittance, but the shower multiplication is just too strong for large beams (e.g., 500 microns), resulting in temperatures several orders of magnitude higher deep in the shower, relative to what they were near the surface. To show the dramatic effect of shower multiplicity on beams of all sizes, we plot in Figure 6 the maximum temperature rise as a function of depth, for the pencil beam and for the convolution curves of each of the ten incident beams considered. Also shown is the melting temperature of Cu (dashed line) and its stress limit (dotted line) [7] . 12 electrons/pulse?" To answer this question we performed a similar analysis for Al and Be, with the results shown in Figures 7 and 8 , respectively. The results show that aluminum and beryllium might be able to withstand a single pulse of the order of 1000 and 500 microns, respectively. 
Conclusion
Running thick-target EGS4 calculations at high energies can be costly in computer time. That is, the higher the energy the larger the shower multiplicity, implying that more particles must be followed until they reach their energy cutoffs. This, in turn, makes it difficult and timeconsuming to study the temperature-rise in targets, where the size of the beam must also be incorporated into the Monte Carlo calculation in order to study real beams. Direct sampling over the beam size simply introduces yet another statistical variance into the results, requiring longer and longer jobs to be run.
In the study presented in this paper, we have created a convolution technique in which a reasonable set of computer runs, using a δ-function incident beam, can be used together with a predetermined set of beam matrices to obtain the temperature rise for a large number of beam sizes. We have demonstrated, at 1 GeV, that the results are consistent with the more laborious "direct sampling" approach, but the technique should be viable at any energy.
Also presented in this paper are some examples of the use of the convolution technique for temperature-rise studies for the Next Linear Collider, where the basic problem of very-small emittance beams of high-intensity and high-energy is shown to be formidable.
Appendix 1
Representative example of the data-input file: ucRTZ temp spot.data 
