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Abstract:
This paper replicates the statistical study conducted by Vivek Bhargava and D. K.
Malhotra to determine whether P/E ratios drive future share earnings or drive
future share prices on various international markets. Statistical analysis is
conducted on indices on the South African market, in order to determine if P/E
ratios drive subsequent closing prices or closing prices adjusted for total return.
The study is extended by constructing two trading models, to practically test the
possible benefits of using the P/E ratio value as a predicting and trading measure
in the South African market.
Although Johansen cointegration tests reveal that co-integration relationships
exist between the P/E ratio and subsequent closing prices and adjusted closing
prices for total return, the VAR and VECM models used to estimate these
relations do not yield significant results. Granger causality tests show very weak
causal relation between the P/E ratio values and future closing prices and closing
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In this paper the relationship between the historical price-earnings ratio and future stock returns
is investigated on the JSE. The aim is to establish whether the P/E ratio is a viable factor in
predicting future stock movements (returns), and as it is one of the most widely used financial
ratios for company analysis, the study could be important in explaining how useful the P/E ratio
is as a valuation measure.
The first part of this paper aims to replicate a study done by Bhargava and Malhotra, titled
"Do Price-Earnings Ratios Drive Stock Values?" [11]. Their study aimed to determine whether a
high price-earnings ratio indicates high or low future earnings growth and a high price-earnings
ratio indicates higher or lower future stock prices. Their paper investigates the relation between
the beginning-of-the-month P/E ratio and end-of-the-month closing price index values, and the
beginning-of-the-month P/E ratio and end-of-the-month earnings yield values, over a time period
of 20 years.
The statistical study was conducted on four different indexes, namely the Standard & Poor's 500
(S&P 500), the Morgan Stanley Composite Index (MSCI) world index, the MSCI Europe Index,
and the Europe, African, and Far East (SAFE) index. The goal of the study was to determine
whether P/E ratios drive future earnings or drive future prices.
They found that P/E ratios may not have as much of an impact on prices as they initially
expected and as widely believed, and have no impact whatsoever on subsequent yields.
As the primary aim of this paper is to analyze the relationship between P/E ratio values and
stock price returns, the relationship between the price-earnings ratio and earnings yield will not
be investigated, as it seems unclear how an investor would act on this information. However the
relationship between P/E ratios and closing prices adjusted for total returns (i.e. dividend payout
etc), which incorporates the return that an investor will realize in reality, will be analyzed. It is of
fundamental importance and significant results will add much value.
The statistical study and process of Bhargava and Malhotra is replicated on the JSE, focusing
on the ALSI and TOP40 indexes as well as the Shareholder weighted counterparts, the SWIX
ALSI and SWIX TOP40. The indexes chosen represent the South African market, and future
contracts on the TOP40 and SWIX TOP40 are liquidly traded. A study on the indexes will be
consistent with the replicated study and is more attractive than single share studies as the indexes
will represent an average of the market, hence much noise is eliminated by the diversification
effect, improving the clarity of the results. The diversification effect is caused by the formation
of portfolios of companies, which results in the risk of the portfolio being less than the individual
companies. Risk is broken up into market and unique risk. A diverse portfolio as an index will
result in the majority of individual risk being diversified away and the portfolio consisting of only
the market risk.
The second part of this paper consists of testing for the relationship between the price-earnings
ratio and stock price returns in a more direct manner, by constructing a trading model using daily
P/E ratio and price data. The investigation will aim to analyze the returns an investor would
have made by trading on a mean-reverting strategy between the price-earnings ratio and adjusted
closing price data over the exact same data sets used in the statistical study. The trading model is
constructed in a similar way to a pairs trading strategy, using the beginning-of-the-day P/E ratio
value and the end-of-the-day closing price adjusted for total return value as trading pairs. The
motivation for an empirical trading model being:
• The initial statistical tests conducted may not have been powerful enough.
• The use of daily data in the trading model may increase the power of the test by increasing
the number of data points.
• The assumptions of the statistical tests employed were possibly not the true underlying
processes for the time series data (i.e. not normally distributed, stochastic etc.).
• A trading strategy executing trading signals using a simple mean-reversion strategy will
further test the statistical and financial significance of the claimed presence of mean-reversion
on the JSE 1124
• Significant relationships may exist between the P/E ratios and subsequent stock returns for
shorter periods of time, but may not be significant over the entire period analyzed (in the











• The trading model will represent a simple possible method of achieving superior risk adjusted
returns.
1.1 Objectives of the report
• Conduct a statistical analysis on the relationship between beginning of the month P/E ratio
values against i.) the end-of-the-month closing price and II.) the total return adjusted closing
price data on for the ALSI, TOP40, SWIX ALSI and SWIX TOP40 indexes.
• Discuss the findings of the statistical analysis and compare to the results of Bhargava and
Malhotra 111).
• Construct a mean-reverting P/E ratio trading strategy model.
• Test the same data periods used in the statistical analysis using the trading model.
• Discuss the results and findings of the trading model.
• Conclude on the significance of the relationship between P/E ratios and subsequent prices
and returns.
• Recommend further work on the topic.
2 Literature Review
2.1 Financial Ratio analysis and factor models
Some investors rely on public information to select which securities to purchase, whereas others
use sophisticated models that they believe will provide them with an investment advantage in
the competitive securities market. Using these models, the investors continuously evaluate the
investment positions they have entered, and while some investors become rich using these strategies,
many more will suffer extreme lasses. Approximately two-thirds of active investors under perform
the index funds every year [ii.
The majority of the investors' portfolios will perform more poorly as a whole than a market
basket and hence from this low success rate in financial markets it is clear that it is very difficult
to find a robust model for making good financial predictions. The concept of the efficient market
hypothesis renders these models invalid, and many analysts believe that the market is an efficient
mechanism, and there are no superior returns to be made as all the security information will already
be reflected in the in the price of the security [1].
There are few comparative tools for use in the financial analysis field, however the accounting
field have provided financial ratios that are valuable in determining a company's relative perfor-
mance and have also been valuable in predicting future performance of financial firms.
Much research has been conducted in the field of financial ratios' ability to forecast stock
returns. James 0. Horrigan (1965) proved through an empirical study that financial ratios and
their underlying factors play a significant role in the market over a longer term, i.e. 5 years or
more. John H. Cochrane did a study involving ratios in 1997 and showed that dividend ratios are
able to predict long-run dividend growth and stock returns. Jonathon Lewellan  conducted a study
in 2004, where he concluded that financial ratios are still a valid tool for predicting stock prices in
a more recent environment. DI
2.2 The P/E Ratio
2.2.1 The concept of the P/E ratio
The price earnings ratio represents a market consensus of the value of the earnings of a company,
an industry or the market, and an alternative term is the earnings multiple. The P/E ratio inverted
is known as the earnings yield, a frequently quoted financial ratio.
The P/E ratio is calculated by dividing the current share price Po, by the reported attributable
earnings over the prior 12 month period, E0, or the forecast earnings for the following 12 month
period, Eh , The former is the historical or reported P/E ratio, and the latter is the prospective or











The P/E ratio reported by the JSE is the historical P/E ratio where the share price, Pp, is
the current closing price of the share, and the value used for the earnings, Eo, is the earnings per
share for past 12 months (updated on a rolling 6-month basis). The P/E ratios for the indexes are
calculated by dividing the sum of the market capitalization's of the constituents by the sum of the
earnings reported by the constituents [2].
2.2.2 P/E ratio studies
The unadjusted P/E ratio has been widely studied and it has been found that it is useful in
forecasting stock returns. An example is a study done by Basu, where P/E values are used as an
investment strategy guide and it is shown how portfolios of low price-earning shares had higher
returns than that of high-price earnings shares over the period studied. [3, 7, ?I.
Trevino and Robertson [20021 studied the relationship between the current P/E ratios and the
subsequent stock returns, and concluded that the current P/E ratios have no correlation with the
subsequent short-term returns (i.e. three years). It was found that investing in stock of higher
P/E ratios lead to lower returns over five year periods or more BE.
Campbell and Shiller [6, 111 report that future dividends may be forecast by using the moving
average of earnings and that the P/E ratios are powerful predictors of the long-term stock returns.
In a mean-reversion study later conducted on historical data, it was determined that higher P/E
ratios are followed by lower growth, and it was predicted that stock prices having very high P/E
ratios will drop significantly in the future. Campbell and Shiller conclude that P/E ratios and
dividend-price ratios are poor predictors of future dividend growth, future earnings growth or
prices, but these ratios are however good predictors of future stock price changes [7, 8, 111.
Park [2002] advises that an investor should not be alarmed by a high P/E ratio by itself, and
that the P/E ratio is explained fairly well by the future earnings and interest rates. Fisher and
Statman [20021 investigated the relationship between P/E ratios and dividend yield and future
returns, and concluded that P/E ratios and dividend yields are not good indicators of future stock
prices, and are very poor for shorter period (less than 2 years), but P/E ratios and dividend yields
provide much better forecasts when used to estimate the stock returns over longer period of time
(10 years) [11].
A study on mean reversion of returns of shares on the JSE was conducted by Cubbin. The
existence of mean reverting returns contradicts the market efficiency theory as it implies that future
stock prices may be predicted from historical prices. The mean-reversion anomaly was observed
on the SSE, where a portfolio of low P/E shares significantly outperforms the portfolio of high
P/E shares [12]. A latter paper developed the economic validity of this conclusion by applying
liquidity constraints to the portfolio formation, which slightly dampened the observed effects but
still confirmed the significant presence of mean reversion on the JSE [13].
2.3 The paper by Bhargava and Malhotra
In the paper "Do Price-Earnings Ratios Drive Stock Values?", Bhargava and Malhotra [111 investi-
gate the relationship between historical P/E ratios and subsequent price and historical P/E ratios
and subsequent yield/earnings. They use monthly data for a period of 20 years on four interna-
tional indexes, the Standard & Poor 500 (S&P 500), the Morgan Stanley Composite Index (MSCI)
world index, the MSCI Europe Index, and the Europe, African, and Far East (SAFE) index, with
the goal of determining whether P/E ratios drive future earnings or future prices. They first regress
the beginning of the month P/E values against the end of the month period's prices and yields.










Their regression results showed a positive relationship between the closing price and P/E ratios
and a negative relationship between P/E ratios and the yield, which indicate that subsequent
prices increase and yields decrease as the P/E ratios increase. The regressions were then tested for
autocorrelation and heteroscedasticity, and from the results, autocorrelation is present in all eight.
of their regressions, and heteroscedasticity present in all regressions except when yield is regressed
against the P/E ratio for the S&P 500.
Tests for stationarity were conducted on all three series (P/E ratio, price and yield) for all four
the indexes, using the Phillips and Perron (P&P) test for four lags (test for unit root). The test
was done for three different state assumptions, intercept, intercept with trend and no intercept
and trend, and the results could not reject the presence of unit roots and hence the series were
considered non-stationary [111.
Stationarity arising from linear combination of variables, i.e. cointegration, was tested for using
the Johansen cointegration test. The test results showed two cointegrating relationships between
the P/E ratio and closing price for the S&P 500 and one cointegrating equation between the P/E
ratio and closing price for the EAFE index, and all the other series did not show evidence of
cointegration
Vector error correction models (VECM) are used for the two series where cointegration is
found present and vector autoregression models (VAR) for the other six cases where no evidence of
cointegration was found. These models are used to explore the relation between the variables and
Granger causality is used to test whether relation is causal and are discussed in the next section.
The results from the P/E ratio and subsequent price relation show that prices rise in response
to the P/E ratio but not as much as was suggested originally by the regression analysis and that
only one of the four lags is positive and significant for all four indexes. Results from the P/E ratio
and subsequent yield shows that there is no significant relation.
They conclude that in response to an increase in the P/E ratio, subsequent prices will increase
and subsequent yields will decrease. With the adjustments for autocorrelation, heteroscedasticity,
unit roots and non-stationarity, the P/E ratios may not have as a significant impact as they initially
expected on subsequent prices and may have no impact on subsequent yields at all (11].
2.4 Statistical Analysis
2.4.1 VAR - Vector Autoregression
The vector autoregressive (VAR) model is commonly used to forecast systems of interrelated (but
not cointegrated) time series and to analyze the dynamic impact of random disturbances on the a
system of variables. The VAR model avoids the need for structural modeling as every variable is
endogenous in the system as a function of the lagged values of all the variables in the system. The
word "vector" refers to a vector of two or more variables being included in the system model and
the word "autoregressive" refers to the appearance of the lagged values of the dependent variable
on right-hand-side of the equation [17].
Suppose we have in time series yit, i = 1, ... in, and t  1, ...T (the common length of the time









2.4.2 Cointegration and VECM
The econometricians Engle and Granger studied multivariate series to determine statistically if
there is a causal relationship between the variables represented by a time series and found that
even though two time series may themselves be non-stationary, in some circumstances a specific
linear combination of the two exists which is stationary 114]. Typically economic theory will propose
forces which will tend to keep such series together, examples include short and long term interest
rates, household income and expenditures.
If xi is a vector of economic variables, then they may be in equilibrium when there exists a
specific linear constraint:
However in the majority of time periods, It will not be in equilibrium and the univariate
quantity zt = ø'xt is referred to as the equilibrium vector m.
Engle and Granger showed that a class of models, namely error-correcting will allow long-run
components of variables to obey equilibrium constraints while the short-run components will have
a flexible dynamic specification. The required condition for this class of model to be valid is that
co-integration needs to he present.
Commonly economic series must be differenced before the assumptions of stationarity can be
presumed to hold, and hence a series x t with no deterministic component which has a stationary,
invertible, ARMA1 representation alter differencing d times, is defined to be integrated of order d
and is denoted by x i —1(d)191.
The components of a vector xt are said to be co-integrated of order d, b which is denoted as
x t 	CI(d, b), if i.) all components of xt are 1(d), ii.) a vector a(= 0) exists that zt = ø'xt -
1(d - > 0. This vector a is known as the co-integrating vector [9].
In simpler terms, if yt and x t are two nonstationary time series, and if for a certain value 7,
the series yt - yxt is stationary, then these two series are said to be co-integrated. Then let ex t ,
and es, be the white noise processes that corresponds to the time series xt, yt respectively. The










If the coefficient matrix II has a reduced rank of r G n, then n x r matrices a and 3 will exist
each with rank r such that U = øB'  and Btyt is stationary. Here r is the number of cointegrating
relationships, and the elements of a are known as the adjustment parameters in the VECM model
and each column of 0 is a cointegrating vector. For a given r, the maximum likelihood estimator
of a defines the combination of that will yield the r largest canonical correlations of Ay e with
yt-1after the lagged differences have been corrected for. Johansen suggests two likelihood ratio
tests for the significance of the canonical relationships, i.e. the trace test and the max eigenvalue
test [18]. The max eigenvalue test will be employed in this paper and is detailed below [18].
T is the sample size and as is the i-th largest canonical correlation. It tests the null hypothesis
of r cointegrating vectors against the alternative hypothesis of r + 1 cointegrating vectors. More
information on the Johansen methodology for cointegration may be found in [10, 18].
2.4.4 Tests for unit root/stationarity
In the following, y(t), e(t), Ly(t) = y(t -1), are the time series of observed data, the model residuals,
and the lag operator respectively.
In our analysis we use the following Matlab functions.
Augmented Dickey-FuHer unit root tests (Matlab test)
dfARTEST (no intercept with no trend) This function performs an augmented Dickey-
Fuller univariate unit root test under the assumption that the true underlying process is a zero




















2.5 Pairs Trading Models
In section 5 we develop a trading model that is partly based on a model originally intended for
pairs trading.
The general aim for investing in the market from a valuation perspective is to buy undervalued
shares and sell overvalued shares. It is only possible to determine whether a security is undervalued
or overvalued if the "true" unobservable value of the security is known. It is very hard to determine
this value, and pairs trading aims to resolve this problem by employing the relative pricing concept,
i.e. that if two securities have similar characteristics, then the prices of the securities must be
approximately the same. If the prices of the two securities differ it is possible that one of the
securities is overpriced and the other is under priced, or the mispricing is a combination of both
i141.
Hence pairs trading involves shorting (or selling) the higher-priced security and going long (or
buying) the lower-priced security with the expectation that the mispricing will be corrected in the
future. The degree of mispricing is captured by the notion of spread and the greater the spread,
the greater the mispricing and therefore the larger the profit potential. The key to succeed in
pairs trading lies in the identification of suitable security pairs. The methodology behind selecting
pair securities are based on analyzing historical price movements. One strategy for designing a
pairs trading model might consist of three steps, namely identification of stock pairs, cointegration
testing and trading rule formulation [14].
Therefore statistically pairs trading is a relative value arbitrage on two securities and is based on
the theory that there exists a long-run equilibrium between the pair of stock prices. Deviation from
the long-run equilibrium is compensated for in the subsequent movements of the time series, and
hence pairs trading involves trading on the oscillations about this equilibrium value. A distance
measure is defined in [14], and is based on an APT model with fundamental risk factors. The
candidates for pairs trading are constructed by selecting potentially cointegrated stock pairs and
then choosing pairs with distance values within a certain threshold. It is possible to trade pairs
of stocks even though they deviate from the ideal conditions of cointegration, and the test for
tradability is a two-step process consisting of evaluating the linear relationship and measuring the
degree of mean reversion of the residual [141.
The linear relationship may be estimated by ordinary least squares regression, and the spread
series will be calculated by applying the linear relationship. The degree of mean-reversion can be
determined by conducting statistical analysis (e.g Dickey-Fuller test for unit roots on the residuals
of the least-squares regression).
In trading the spread between the pairs, it is recommendable to trade at a level that will result
in the maximum profits being realized. Large threshold levels will result in infrequent trading
for large profits, whereas small threshold value trades will trade frequently for small profits. An












The data required for the study consisted of the daily closing price values, corresponding closing
P/E ratio values and the closing price values adjusted for total return (i.e. Dividend payout etc.)
for the Indexes. Lastly the 3-month JIBAR rate was required as a proxy for the return/cost
of investing/borrowing cash, which would be used in the trading model section. Two sets of
historical data was obtained from I-Net Bridge. The first set was the daily data from 1999/11/30
to 2009/12/15 for the ALSI and TOP40 indexes and the second set was the daily data from
2003/05/30 to 2009/12/15 for the ALSI, TOP40, SWIX ALSI and SWIX TOP40. The reason for
the for the two sets of data, was that the Shareholder weighted indexes, i.e. the SWIX counterparts
did not exist until 2002 and the price-earnings ratio data was only available on I-Net from 2003.
As South Africa is an emerging market with ever changing and developing economic climate, a ten
year period (i.e. from 1999) was deemed to be a sufficiently long-term period for the study to be
conducted on, and the shorter six year period from 2003 will represent the more recent financial
data.
The earnings yield value was derived from the P/E ratio values as it is the reciprocal. The
monthly data was retrieved from the daily data for the statistical analysis procedure, for the
replication of the work done by Bhargava eta' ill]. The daily data was used for the Trading strategy
model, to incorporate greater power into testing compared to that of the statistical analysis and
to simulate realistic daily trading conditions.





















The methodology detailed below is repeated for the two time data sets mentioned previously, and
hence effectively six data groups will be analyzed, namely the ALSI and TOP40 indexes for the
ten year period and the ALSI, TOP40, SWIX ALSI (SWIX) and SWIX TOP40 (SWIX40) for the
six year period.
The first step is to evaluate the relationship between the P/E  ratio values and i.) closing
prices, yields or iii.) adjusted closing prices. To do this an ordinary least squares (linear OLS)
regression is performed. The end-of-the-month i.) closing prices and ii.) adjusted closing prices are
regressed against the beginning-of-the-month P/E ratio values. Note that the beginning-of-the-
month values are the values at the end of the previous month. The results of the regression model
are then interpreted, followed by testing the regressions for autocorrelation and heteroscedasticity
using the Durbin-Watson statistic and White test 1j.
If autocorrelation is present in the regressions, tests for stationarity should be conducted on
the time series data. Three different types of augmented Dickey-Fuller tests are used to test for
unit roots in all the time series data (i.e. P)E ratio data, closing price data etc.) up to four lags.
The three different types of tests being a.) no intercept with no trend, b.) intercept with no trend
and c.) intercept with trend.
Assuming the presence of a unit root in the series (i.e. series is non-stationary) the difference
of the series is calculated and tested for unit root. The differenced series should be stationary and
hence of integrating order 1(1). If all the series are 1(1), co-integrating relations may exist between
them, where linear combinations of the non-stationary time series can be stationary. Augmented
Dickey-Fuller tests as detailed earlier and corresponding Phillips-Perron tests on the residuals of the
performed regressions are conducted as tests for cointegration on the performed OLS regressions.
A more general cointegration test is performed by using the Johansen's cointegration test for
series of 1(1), which will enable testing for more than one cointegration  vector and will check
stationarity due to linear combination of variables [11j.
As suggested by Engle and Granger, if a system of variables is cointegrated, the economic forces
will interact to bind these variables together in a long-term equilibrium relation and hence these
cointegrated variables may be represented by a vector error correction model (VECM). Where
no cointegration is found, unrestricted vector autoregression is used to represent the relationship
between the variables. From the VECM and VAR models, the significance of the coefficients may
be evaluated and hence it may be determined to what extent P/E values affect subsequent closing
prices and and closing prices adjusted for total return. The Granger causality test is then employed
to determine whether the Pit ratio values "Granger-causes" the closing prices and closing prices
adjusted for total return to change [11].
The results are compared to that obtained in the international markets by Bhargava and Mal-


















4.2.3 Tests for Unit Root and Stationarity
The presence of autocorrelation in all the regression performed, suggests that tests for stationarity
should he conducted Ill]. All the time series data are tested for a unit root using the Dickey-Fuller
test (up to 4 lags) and some of the results are presented below.
The time series data, i.e. the P/E ratio, closing price, and adjusted closing price data for all
the indexes in both the periods was found to he non-stationary (i.e. unit root was not rejected by
the Dickey-Fuller test).
An example for each of the periods are illustrated below, and the complete results may be
found in Appendix A.
Period 1 From the Dickey-Fuller test results for the P/E ratio in period 1 it is clear that in none
of the cases (for any of the underlying assumptions), may the presence of the unit root be rejected











4.2.4 Cointegration Testing - Stationarity of Regression Residuals
The unit root presence in the time series data suggests testing for the possibility that cointegrating
relationships may exist between the series, i.e. that linear combinations of non-stationary time
series may be stationary [11]. Dickey-Fuller and Phillips-Perron tests are performed on the residuals
of the OLS regressions performed earlier. However none of the tests conducted could reject the
presence of the unit root and hence the residuals of all the regressions performed are non-stationary
as well. The result does not reject the presence of cointegrating relationships between the time
series, but merely rejects the hypothesis that the specific linear combination of the series from the











An example of the tests are presented for each of the periods, and the complete results may be
found in Appendix A.
Period 1 The Dickey-Fuller test on the residuals (up to 4th lag) of the PIE ratio regressed on
the closing price for period 1 on the ALSI and TOP40 indexes cannot reject the presence of the
unit root. and hence the residuals are non-stationary. Therefore the PfE ratio and subsequent price










9.2.5 Cointegration Testing - Johansen's Cointegration Test
A more general cointegration test, the Johansen Test is conducted for the different relations with
the model assumption of a constant and a time trend. A requirement for the Johansen Cointegra-
tion test is that series analyzed for cointegrating relation must be of the same integrating order.
Therefore all the time series data for period 1 and 2 were investigated, and all are of order 1, i.e.
1(1). This means that the non-stationary series data, when differenced once, becomes stationary.
Hence the Johansen Cointegration test was performed for lag 1 (i.e. integrating order 1) for
all the P/E ratio and closing price and P/E ratio and adjusted price data The test determines
whether no cointegrating relations may be rejected (i.e. reject 'None') and secondly to test whether
there are more than one cointegrating relationships present (i.e. reject 'At most 1'). Since all the
tests involve two time series, the most cointegrating relationships that may exist is two. The
shaded cells indicate significance at the 570 critical level.
Period 1 The Johansen Cointegration tests for period 1 are detailed in the table below. It shows
that there exists two cointegrating relationships between the P/E value and price and P/E value
and adjusted price.
Period 2 The Johansen Cointegrating test results below indicate that only one cointegrating
equation exists between P/E ratio and price for the SWIX TOP40 data and two cointegrating
relations between P/E ratio and adjusted price data for the SWIX TOP40 data. All other series
do not show evidence of cointegration in period 2.
9.2.6 VAR and VECM relation outputs
According to Engle and Granger 19], if a system of variables is cointegrated, a long-term equilibrium
relation may exist, and the cointegrated variables may be represented by a vector error correction
model (VECM). Hence for the data where cointegrating relationships were present according to
the Johansen tests, VECM will be used to estimate the relation between the variables. The other
variables that did not show cointegrating relationships, the relation between the variables will be











The Granger Causality test shows that the PEE ratio does not cause the closing price to change
for the ALSI or TOP40 data over period 1.
The relation between adjusted price and PEE ratios yield similar results for the adjusted closing











The Granger Causality test shows that the P/E ratio does not cause the adjusted closing prices
to change for the ALSI or TOP40 indexes for the data in period I.
Period 2 As Cointegrating relations were only present in the SWIX TOP40 data, VECM is
only used for estimating relations between the variables in the SWIX T0P40 data sets. Neither
the VECM nor VAR models indicate significant coefficients for the closing price and P/E ratio




















Lastly as illustrated in the previous table, according to the Granger test for causality, P/E
ratio does not cause the adjusted closing price to change for any of the indexes for the period 2
monthly data.
4.3 Additional comments on the Bhargava and Malhotra paper
Firstly before discussing the results from our statistical study and comparing these to that of the
replicated paper, we provide some additional comments on the Bhargava and Malhotra results,
detailed in their Methodology and Discussion sections.
They state that according to the price-earnings ratio data plot for the S&P 500, MSCI World,
MSCI Europe and EAGE indexes, mean reversion behaviour is evident. It is not entirely obvious
from the graphs that this is the case, and no additional justification is provided. In addition they
claim that their preliminary OLS regressions reaffirm mean reversion theory, but this is not clear
and is not discussed further. The R 1 values for the regressions performed are not discussed, but
are surprisingly high.
They argue that the presence of a unit root in the time series suggests that 'a cointegrating
relation may exist'. The Phillips-Perron test conducted for the presence of unit root does not
suggest that such a relation may exist, only that a test for such a relation may be conducted
(assuming series are of similar integrating order, i.e. 1(1)).
Their model assumptions for the Johansen Cointegration test are not stated and hence the test
methodology is vague.
Inspection of the results published on the "VECM and VAR Results with Price and P/E Ratios"
(Exhibit 6) and the "VAR. Results with Yield and P/E Ratios" (Exhibit 7) reveals that the world
index VAR data for the earnings yield and the price series are exactly the same, which is highly
unlikely and probably a typographical error. The authors input the incorrect data into one of the
tables. From this error they follow to discuss the incorrect VAR results for the World index series
for both the price and earnings yield as dependent variable discussions respectively, with the two
results being identical and clearly discussed, it is surprising that they did not realize this error.
However the statistical analysis process followed appears sound, as well as their conclusions
and interpretation of results not mentioned above.
Lastly the investigation to determine whether P/E ratios drive future earnings 2 seems to have
little practical use. The earnings yield is merely a reciprocal of the P/E ratio and hence it D a
form of autocorrelation that is being investigated. The prediction of the future stock price is the
key to successful and viable trading strategies, and although the price may be extracted from the
earnings yield, in the cases where the historical earnings yield is not known (before public results
released) this only adds uncertainty to the power of the prediction model.












The objective of the first part of the report was to determine whether the P/E ratio impacts
subsequent stock prices or stock prices adjusted for total return for the ALSI, SWIX ALSI, TOP40
and SWIX TOP40 indexes. Two time periods were used, but the SWIX index counterparts were
only included in the shorter time periods as they were not in existence prior. The relationships
were estimated using VAR and VECM models and Granger causality was employed to test whether
the relations are causal.
Ordinary least squares regression was run with the price or adjusted price as the dependent
variable and P/E ratio as the independent variable. The regression results were significant and an
increase in P/E ratios corresponds to an increase in the subsequent closing price and subsequent
adjusted closing price, as expected. The simple regressions were tested for heteroscedasticity and
autocorrelation, and autocorrelation was found to be present in an regressions but heteroscedas-
ticity could only be accepted in the regressions performed in the shorter time period 2.
The time series were tested for unit root, and as the presence of the unit roots could not be
rejected all the series were non-stationary, and were determined to be of integrating order 1(1).
The OLS regression residuals were then tested for unit roots which is a preliminary method to
test for cointegration, and it was found that the residuals were non-stationary and hence the linear
OLS regression relationships between the variables are not cointegrating relations.
The more general Johansen's test was then employed to test for cointegration. The results
showed that cointegration relationships existed in a number of cases. Up to this point the results
corresponded closely to that of the Bhargava and Malhotra study.
However both the VAR and VECM models yielded no significant results in modelling the
closing price and adjusted closing price variables as the dependent variables for all the data sets,
and neither did Granger causality tests show that P/E ratios caused the closing and adjusted
closing prices to change. The Bhargava and Malhotra paper found isolated significant coefficients
in both the VAR and VECM models. Also the Granger causality showed a strong causal relation
between the P/E ratio values and the closing prices for the VECM models on the S&P 500 and
EAFE data. The rest of the data showed very weak causal relation according to the Granger tests
however.
They stated that according to their study, subsequent prices rise in response to P/E ratio but
not as much as would be suggested by the regression analysis conducted and that only one of the
four lags of the P/E ratio coefficients is positive and significant for all four the indexes 111j. In
contrast our results show no significant relation between P/E ratios and subsequent closing prices














The trading strategy is investigated as the initial statistical tests may not have been powerful
enough and the assumptions of the statistical tests for the underlying processes may not have
been the true underlying processes for the time series. Further significant relationships may exist
between the P/E ratios and the subsequent stock returns for shorter periods of time and hence the
trading model may pick up on these relations.
The daily data for the two data periods are used in the trading strategy investigation. The
data used is the 3-month JIBAR rate, the P/E ratio values and the closing prices adjusted for total
return. The trading model will use the beginning-of-the-day P/E ratio values and end-of-the-day
adjusted closing prices in the trading model and run on one index at a time.
The model must be simple and parameters plausible to avoid the possibility of data mining,
where good results are merely due to optimizing the parameters to the data set. The model will
start with a portfolio of funds invested in cash, earning the 3 month JIBAR rate. Trading signals
will be generated during the course of the strategy and will either be to go long, short, unwind
the trading position or exit the trading position due to stop-loss. The portfolio will be invested in
cash when trades are not active, and when long/short signals are generated, 100% of the portfolio
will be used to invest in these positions. Trading costs will be incorporated to add realism.
The model will commence on the first day of the data set, and after a rolling learning period of
a set number of days have passed, the model will regress the beginning-of-the-day P/E ratio values
against the end-of-the-day closing prices adjusted for total return, using linear OLS regression over
this rolling learning period. Therefore the time period that the actual model runs over is the total
period less the rolling learning period length. The residual data from the OLS regression will be
analyzed to determine the occurrence of trading signals.
The standard deviation of the residuals, øresiduals , is calculated and will be used to calculate
the threshold or trading signal levels. The mean of the residuals will be zero by construction, hut
they are included below for clarity.
As the model runs through the data period, at each day long and short signal levels are cal-
culated and if the most recent residual exceeds one of the signal levels a trade will be executed
immediately. It is assumed that trades will occur at the end of each trading day period, as the
closing price value becomes available. Once a trade is active, the portfolio is invested 100% into
that position and the trade must first be exited before another trade may be entered. Trade po-
sitions will be unwound when the residuals change sign, i.e. it is deemed that the price has been
restored to the equilibrium level, or when the stop-loss level for a trade is reached. A trade profit
position variable is set to zero once a trade is entered and the profit/loss on that trade will be
monitored as the equity price shifts. The variable will be a rolling value, and will be set to zero as
soon as trade portfolio value decreases (conditional on the profit variable being positive however).
Due to the outputs of the "normal trading model" where the inputs are the original time series
values i.e. the adjusted stock price data and P/E ratio values, it was decided to construct a
second, "difference trading moiler where the inputs are the 1st differences of the time series values.
The motivation will be detailed further in the report. For this second model the unwind signal
generated by residuals changing signs will be removed, where the reasons will be explained later.
The returns and risk-adjusted returns for the models are analyzed for the various indexes over











5.2 Construction of Model
The trading model based on pairs trading theory was constructed in Matlab. The basic structure
overview of the trading model is detailed below. Note that the main trading loop will either be
the i.) normal trading model or ii.) difference trading model. The difference trading model uses
the same inputs, but during the initializing of vectors and variables stage, the differenced vectors
are constructed automatically and used in the main trading loop.
Figure 4: Trading model structure
The main trading loop decision process is illustrated in the following figure.
Note that '4 ' indicates that the decision parameters differ for the "Normal trading model" and
the "Difference trading model", the ' 44 ' indicates that the decision and action is only applicable to












The following parameters were used in both the models:
Regression or learning period length: 150 days
Rolling stop-loss level: 5%
Trading cost: 0.1% of trade value (i.e. of portfolio)
5.2.2 Trading signals
The long and short factors used to generate the daily long or short trading signals required some
testing and evaluation. Various ranges of values were run in order to determine feasible values
which result in attractive returns in comparison to the cash and equity returns.
However as will be discussed in the results section, it was found that in order to generate good
returns for the normal model, the parameters would need to be skewed significantly. The reason for
this was the autocorrelation and non-stationarity present in the OLS regression residuals resulted
in long trading signals not being generated for very long periods of time. The short and long












short-factor: 3 (standard deviations)
long-factor: 0.5 (standard deviations)
It is clear that these values are highly asymmetric and are unlikely to be used in reality to
construct trading signals. They are merely provided to illustrate the values that were required to
yield attractive returns and highlight the short-comings of the normal trading model.
A common technique for removing autocorrelation and generating a stationary time series, is
taking first differences. This was applied to the trading model framework to create the difference
model.
The short and long factors that generate good returns over the two periods and across the
indexes are much more feasible:
short-factor: 2.5 (standard deviations)
long-factor: 1.75 (standard deviations)
The skew in the values are due to the SA market having more positive than negative returns
historically.
5.2.3 Unwind signal excluded from Difference model
The unwind signal used in the normal trading model, i.e. when the residuals have changed sign and
hence the trade is exited, is not used in the difference model. As the time series inputs have been
differencedand hence stationary, the residuals change sign continuously and the added trading
costs and exiting of good trade positions will compromise the trading model effectiveness.
5.3 Results
The results of the trading models are detailed for the two periods and the indexes. An example
of the trading portfolio performance for an index for each period is illustrated (in a compound
graph) and the rest of the results may be found in Appendix B. The blue line indicates the trading
portfolio, the green line the equity, the red line the cash portfolio, and the short vertical lines at
the bottom are trading signals where black is a long signal, red a short signal, magenta an unwind
signal (only applicable to the normal model) and cyan is a stop-loss signal.
The returns and risk adjusted returns (Sharpe ratio) of the trading, cash and equity portfolios
are also depicted.
5.3.1 Normal Model
















































The normal trading model yielded poor results before the parameters were adjusted to fit the
data. The core reason for this poor performance is evident after analyzing the residuals from
the regressions performed during the model's operation. The good performance by the normal
model detailed in the results are therefore a function of the fitting of the parameters to the data
and hence a form data mining". However the difference trading model does yield good returns
and excellent risk adjusted returns for acceptable and realistic operation parameters. The trading
model investigation using the price-earnings ratios and adjusted closing prices does therefore hold
some promise.
The reason for the poor performance of the normal trading model is made evident by analysis
of the residual vectors produced by the trading model during operation. The residual plot below
was extracted at a point where the market had increased in value consistently and substantially,
and then a sudden drop (or sets of drops) in price had been experienced. As the PEE value drop is
not being analyzed it is hard to judge whether the residual positive end residual value is justified.










Note however that this event is not constant and the residuals do exhibit stationarity and hence
mean-reversion behaviour during various periods for the normal trading model. The normal model
might be improved if trade signals are only implemented if the residuals over the regression period
were stationary.
Figure 14: Normal Model - Residual Vector example 3
The effect of the non-stationarity of the residuals during large periods of the normal model
simulation, especially during periods of sustained stock growth (bull markets), results in periods
of up to 2 years passing without a single long signal being generated. In order to curb the affect
of the model's bias for positive residuals and hence short signal generation, the short signal factor
was made fairly large, and to ensure that long signals are generated more often, the long factor
was made unfeasibly small.
The difference model results in consistent stationary residuals being produced as illustrated in
the figure below, and hence yields a much more feasible trading model strategy.
Figure 15: Difference Model - Residual Vector example
The risk-return space analysis for the difference model suggests that the trading model is












From the statistical analysis conducted there is very little evidence of a relationship between the
beginning-of-the-month P/E ratios and end-of-the-month closing prices or closing prices adjusted
for total return. Initially according to the OLS regressions the relationships were positive and
significant, but after adjustments were made for autocorrelation, heteroscedasticity, unit roots,
and non-stationarity, the P/E ratios (rid not have much of an impact on the subsequent prices
or adjusted prices. Although the Johansen test indicated cointegration relations exist between
the variables, the relationships were too weak to be picked up by VECM and VAR models. The
Granger causality test concludes that P/E ratio values do not cause the adjusted prices to change.
More powerful tests may yield significant results.
The statistical analysis conducted on the JSE therefore yielded weaker results than that of
Bhargava and Malhotra. The data set used in this study was smaller than the one used in their
investigation, and hence may have decreased the power of the tests.
However there are various factors that may have impacted the study significantly. For example
the time periods selected may have some effects on the investigation and secondly as most com-
panies on the JSE have their financial year ends at the end of February, their interim and final
earnings would be released at the same time and result in significant shifts in the historical P/E
values of the indexes at discrete intervals in time.
The normal trading model is not feasible as an investment strategy tool due to the non-
stationary of the majority of residual vectors produced during simulation. However the difference
trading model provides an attractive trading strategy and yielded attractive returns and excellent
risk adjusted returns for realistic and practical operating parameters.
Further research into the field is motivated firstly by the significance of the Johansen cointe-
gration tests and secondly by the promising difference trading model which uses P/E ratios and
adjusted closing prices to determine a trading strategy. The incorporation of further factors into
the study may yield more promising results as well as possible conducting the tests on different
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