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We have performed realistic atomistic simulations at finite temperatures using Monte Carlo and
atomistic spin dynamics simulations incorporating quantum (Bose-Einstein) statistics. The descrip-
tion is much improved at low temperatures compared to classical (Boltzmann) statistics normally
used in these kind of simulations, while at higher temperatures the classical statistics are recovered.
This corrected low-temperature description is reflected in both magnetization and the magnetic spe-
cific heat, the latter allowing for improved modeling of the magnetic contribution to free energies.
A central property in the method is the magnon density of states at finite temperatures and we
have compared several different implementations for obtaining it. The method has no restrictions
regarding chemical and magnetic order of the considered materials. This is demonstrated by apply-
ing the method to elemental ferromagnetic systems, including Fe and Ni, as well as Fe-Co random
alloys and the ferrimagnetic system GdFe3 .
I. INTRODUCTION
Computer simulations of materials have developed to
a very powerful alternative and complement to experi-
mental methods. Electronic structure methods are now
commonplace to predict novel ground state properties of
existing and yet to be synthesized materials, sometimes
in combination with screening of materials databases
and applying artificial intelligence tools1–3. These tools
are only useful if the underlying methods are accurate
enough to properly describe the materials. A common
method to simulate finite temperature magnetic prop-
erties is to employ a two-step process where in the first
step all material specific parameters are calculated within
zero-temperature electronic structure theory to construct
a simplified statistical physics model which is then solved
in the second step by employing atomistic simulations.
This methodology has been very successful of qualita-
tively predicting Curie temperatures and magnon spec-
tra of transition metals, alloys and diluted magnetic
semiconductors4–14. An overwhelming majority of the re-
ported simulations of this kind have hitherto been based
on classical Boltzmann statistics at finite temperature in-
stead of the proper Bose-Einstein quantum statistics. In
principle, quantum statistics are expected to enhance the
critical temperature with the factor (S + 1)/S, where S
is the spin quantum number. For large enough S and at
high enough temperatures, classical statistics has been
shown to work reasonable well but at the same time,
the limitations are well known. For instance, when us-
ing classical statistics the magnetization at low temper-
atures decreases too rapidly and the simulated low tem-
perature magnetic specific heat is non-zero. Up until
recently, there has been a lack of practical theories tak-
ing into account quantum statistics in atomistic simula-
tions. An early effort was done by Ko¨rmann et. al.15
where reducing a full atomistic description to a minimal
nearest-neighbour model allows for a quantum Monte
Carlo treatment of the reduced model. More recently,
Woo. et. al.16 demonstrated how it is possible to in-
corporate quantum Bose-Einstein statistics in existing
atomistic simulation framework and obtained qualita-
tively good results for Fe in both low and high tem-
perature region. In this work, we have extended and
modified this latter methodology to more complex situa-
tions, such as random alloys and anti- and ferri- magnetic
systems. We have also examined how the magnetic den-
sity of states, that is a central property of the model as
discussed below, can be modelled and how the result-
ing quantum statistics is affected. Attempts to create a
completely parameter-free self-consistent theory are dis-
cussed.
The paper is organized as follows: In Section II we
introduce the methodology and give the details of the
calculations, in Section III we present our results and
compare the different methodologies used for obtaining
the magnon density of states. A summary and outlook
of the study is finally provided in Section IV.
II. THEORY
A. Control of temperature in atomistic simulations
A statistical physics treatment using either Atomistic
spin dynamics (ASD)14,17 or Monte Carlo simulations
(MC) uses the Hamiltonian in Eq. (1) as a starting point.
H = −
∑
ij
Jijmi ·mj , (1)
where Jij denote the exchange interactions between two
atomic magnetic moments m at site i and j. We are
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2using the sign convention in which ferromagnetic inter-
actions are characterized by positive values of Jij and
antiferromagnetic with negative sign.
Within ASD, the temporal evolution of the atomic
moments m is governed by the Landau-Lifshitz-Gilbert
(LLG) equations (see c.f. Ref. 14 for a detailed account
of the method). The inclusion of finite temperature ef-
fects is obtained through Langevin dynamics, by adding
a stochastic Gaussian shaped field bi(t) (white noise) to
the effective magnetic field Bi = − ∂H∂mi , that acts on each
atomic moment i. The stochastic, or thermal, field bi(t)
is characterized by
〈bi(t)〉 = 0 (2)
〈bki (t)blj(t′)〉 = 2Diδijδklδ(t− t′) (3)
where i and j denote lattice sites, k and l the carteisian
components and Di is the amplitude of the stochastic
field given by
Di =
α
(1 + α2)
η
µBmi
, (4)
where α is the Gilbert damping parameter. Using the
Fokker-Plank equation and searching for stationary solu-
tion, the amplitude of D can be related to the tempera-
ture T through the scaling factor η14.
If equilibrium properties are desired, Monte Carlo
(MC) simulations based on the Hamiltonian, Eq. (1)
are normally more efficient than ASD simulations. The
quantum corrections as outlined above can easily be in-
cluded in Monte Carlo as well, and for simplicity we re-
strict the discussion here to the Metropolis algorithm18.
These temperature considerations are fully transferable
to other importance sampling MC methods, including the
heat-bath algorithm19. The crucial step for advancing in
time is the transition probability W between two states s
and s′ in the Markov chain. In the Metropolis algorithm,
the following form of W is used
W (s→ s′) =
{
exp(−∆Eη ) if ∆E > 0
1 otherwise
(5)
Thus the temperature dependence in both ASD and
MC simulations is governed by the scaling factor η.
B. Quantum statistics
In classical statistics, i.e. using Boltzmann distribu-
tion, the scaling factor η, is given by
ηc = kBT, (6)
where the superscript c denotes classical for clarity.
When transitioning from classical to quantum statistics,
it is then this temperature dependent η that is to be mod-
ified. Using quantum statistics with the Bose-Einstein
distribution, Woo et. al16 showed that the relation in
Eq. (6) is modified to the more complex form
ηq(T ) =
∫ ∞
0
E
exp(E/kBT )− 1g(E, T )dE, (7)
where g(E, T ) is the magnon density of states (mDOS)
at temperature T and E the energy of a magnon at a
wave-vector q. Here, the superscript q denotes quantum
for clarity.
An alternative to the proper Bose-Einstein expression
in Eq. (7), is to perform the temperature rescaling based
on empirical data, such as the experimental magnetiza-
tion curve, which was proposed by Evans et. al20 using a
simplistic model including free parameters. The big ad-
vantage with the present method is, depending on how
the mDOS in Eq. (7) is modelled, the number of free
parameters can be reduced, or even eliminated.
C. Magnon density of states
The most important quantity entering the expression
for the rescaled field arising from the quantum fluctua-
tions controlling the temperature in Eq. (7) is the tem-
perature dependent magnon density of states (mDOS)
g(E, T ) and in this section we discuss two different meth-
ods for obtaining it.
1. Adiabatic magnon spectra
The adiabatic magnon spectra (AMS)21 is directly con-
nected to the real-space exchange interactions as appear
in Eq. (1) through Fourier transformation of the Hamil-
tonian. A detailed account on how the procedure is per-
formed is found in Appendix A and the result is a set of
eigenvalues E(qi) depending on the wave-vector qi. By
integrating the AMS over all wave-vectors, the resulting
mDOS g(E) is obtained. In practice, in this work we con-
volute the mDOS with a Gaussian to ensure numerical
stability, and then normalize it so that
∫∞
0
g(E)dE = 1.
The adiabatic mDOS is temperature independent and
valid only at the ground state, i.e T=0 K. In order to cre-
ate a temperature dependent mDOS from the AMS, we
apply the quasiharmonic approximation (QHA) as was
outlined in Ref. [16]. If Ec(0) is the highest energy that
give contribution to the mDOS, which is also put as up-
per limit in the integration in Eq. (7), then at finite tem-
perature (T < Tc) the cutoff energy becomes rescaled
as
Ec(T ) = Ec(0) · (1− T
Tc
)β , (8)
where Tc is the critical temperature and β ≈ 0.365 the
critical exponent associated with the magnetization in
the 3D Heisenberg model. As pointed out in Ref. [16],
this particular model assumes that above Tc the cutoff
3frequency is zero and thus the quantum statistics are
sharply reverted back to classical statistics.
2. Dynamical structure factor
The magnon dispersion can also be obtained by simu-
lating the dynamical structure factor S(q, E)11–13 and
identifying the peak values of S(q, E) for each wave-
vector q. In contrast to the adiabatic treatment, tem-
perature effects from the Gilbert damping processes are
included so that a finite temperature description of the
magnon dispersion is obtained. It is however worth not-
ing that the present implementation assumes a fixed mag-
nitude of the magnetic moments and does thus not in-
clude longitudinal fluctuations which give rise to Stoner
excitations and an additional damping mechanism for
magnons (Landau damping). The simulated finite tem-
perature g(E) is obtained from integrating S(q, E) over
all sampled wave-vectors. In order to minimize the nu-
merical noise in the simulated magnon spectra and result-
ing mDOS, we perform a sampling and post-processing
protocol as described in Appendix. B.
D. Details of calculations
All first-principles calculations in this study was
performed using a multiple-scattering (Korringa-Kohn-
Rostoker, KKR) implementation of the density func-
tional theory (DFT) in the local spin density approxima-
tion (LDA) as implemented in the SPR-KKR software22.
The calculations were performed scalar relativistically us-
ing full potential and employing a basis set consisting
of spdf -orbitals. The coherent potential approximation
(CPA) was employed for treating the disordered FeCo
alloy. The magnetic exchange interactions that appear
in Eq. (1) were obtained from the magnetic force theo-
rem using the LKAG formalism23 in the low tempera-
ture magnetic reference state. The exchange interactions
are treated as temperature independent in this study,
however this approximation can be lifted using either
noncollinear reference states24 or using an extended spin
model25. The atomistic simulations, either the Monte
Carlo or atomistic spin dynamics, were performed using
the UppASD software14,17.
III. RESULTS
A. Quasi-harmonic approximation (QHA)
1. Simple cubic model with nearest neighbour interactions
As a first application of the method, we study a model
system consisting of moments distributed on a bulk lat-
tice in simple cubic geometry interacting with only near-
est neighbours. It is a very well characterized system
that has been served as a benchmark for many Monte
Carlo simulations in the past. Although no analytical
result exist for its Curie temperature, it has been calcu-
lated to very high precision26 to kBTc/J ≈ 1.4429, which
we also obtain (within error bars less than 0.005%) us-
ing our software. The magnon density of states obtained
from AMS is displayed in Fig. 1.
FIG. 1. Magnon density of states from AMS for bulk simple
cubic ferromagnet with nearest neighbour interactions.
In combination with the QHA in order to obtain the
finite temperature mDOS, we show in Fig. 2 the results
of the temperature dependence of the magnetization and
the specific heat and compare those with the classical
results. At low temperatures, it is well known that a
classical description breaks down and the magnetization
is decreasing too rapidly (linearly) with temperature and
does not follow the Bloch T 3/2 law that is expected from
linear spin wave theory analysis. Perhaps even more se-
vere is the fact that the specific heat does not go to zero
but to a constant value of 1 kB since each degree of free-
dom contributes with 1/2 kB and there are two transver-
sal components. It can be seen as an analogy with the
Dulong-Petit law for phonons where the classical value
reaches a constant value of 3R, where R is the gas con-
stant but where a quantum mechanical description in the
form av either Einstein or Debye model obtains a van-
ishing specific heat when T → 0K. Similar, using the
quantum statistics in the simulations, the magnon spe-
cific heat is approaching zero at low temperatures. In
fact, the particular form of the mDOS for this system
causes the fluctuations to be very small in a large tem-
perature interval and only become significant in a narrow
region close to Tc.
2. FeCo alloys
An important class of materials for technological ap-
plications are transition metal alloys such as Fe1−xCox.
Fe-Co alloys exhibit a large saturation magnetization and
Curie temperature, larger than the values for Fe or Co
4FIG. 2. Monte Carlo results of bulk ferromagnet with nearest
neighbour interactions in simple cubic lattice. Red denotes
classical statistics and black quantum statistics using QHA
for the magnon density of states. (Upper) Reduced mag-
netization and (Lower) specific heat as function of reduced
temperature T/Tc
separately and are commonly used in read head devices
in magnetic storage applications. In addition, around the
composition of Fe0.75Co0.25, the alloy has a measured
Gilbert damping which is unusually low for a metallic
system27. A great advantage with the present method is
the applicability to not only elemental magnetic systems
but also magnetic alloys and compounds which we here
demonstrate by simulating finite temperature properties
of Fe0.5Co0.5.
Fe-Co around 50-50 composition can either be synthe-
sized in an ordered magnetic compound forming CsCl
(B2) crystal structure or as a completely random alloy
in the bcc crystal structure. We have run calculations
on both these structures and the results were found very
similar between the two. Hence, we decide to present
only the results of the random alloy. Calculation of the
mDOS from AMS of a random alloy is slightly more in-
volved than for an elemental material due to the random
arrangement of the atoms. We therefore calculated the
mDOS for 10 000 different disorder configurations and
afterwards took the average of all those configuration in
order to get the final averaged mDOS.
The results from Monte Carlo simulation are displayed
in Fig. 3. The shape of the magnetization is similar to
that of elemental Fe, Section III B with the key differ-
ence however that calculated Tc is higher, around 1395
K which is in good agreement with experiments28. The
quantization effects arising from using quantum statis-
tics and QHA are also very evident when inspecting the
internal energy of the system. At low temperatures, clas-
sical statistics overestimate magnon excitations causing
FIG. 3. Monte Carlo simulations of Fe0.5Co0.5 random alloy
in bcc structure using classical (red) and quantum (black)
statistics and QHA. a) Magnetization and b) internal energy
as function of the temperature.
a rapid increase of the internal energy in contrast to the
internal energy from using quantum statistics that are
much less affected. In the critical region around Tc, the
quantization effects drastically reduces and vanish at Tc.
3. GdFe3
A phenomenological correction using renormalized
temperatures to the magnetization shape for ferromag-
netic materials were used in an earlier study20 but it has
the shortcoming that it will not work for other magnetic
orderings like antiferromagnets and ferrimagnets. In
comparison, a great advantage with the present method-
ology it does not have this restriction which we will here
demonstrate for the ferrimagnetic system GdFe3. A fer-
rimagnetic is characterized by two sublattices with anti-
ferromagnetic coupling but not fully compensating each
other such as at low temperatures there is a finite (small)
magnetization in the sample. GdFe3 is the prototype sys-
tem for so called all-optical switching29,30 in which a laser
pulse is used as a stimulus for magnetic switching where
both the magnetic sublattices obtain a moment orienta-
tion opposite to the initial state after the pulse. Crys-
talline GdFe3, as treated here, has a trigonal unit cell
(spacegroup R-3mH,166) with 3 different Fe sites and 2
different Gd sites. We employed the experimental crys-
tal structure and volume in our calculations using the
LDA+U approximation for the Gd f -states with a value
of the Hubbard parameter U set to 6.7 eV and Hunds
exchange J set to 0.7 eV. Experimentally, the critical
and compensation temperatures of GdFe3 are 721 K and
618 K, respectively31. In the upper panel of Fig. 4, cal-
5FIG. 4. (Upper) Sublattice magnetization per formula unit of
GdFe3 from Monte Carlo simulations. Red denoted classical
statistics and black quantum statistics using QHA. (Lower)
Specific heat as function of temperature.
culated Gd and Fe sublattice magnetization from Monte
Carlo simulations are displayed. Each of the sublattice
magnetization is behaving similar to the ferromagnetic
systems in the sense that the magnetization is decreasing
too rapidly with temperature when classical statistics are
employed. This is corrected when using quantum statis-
tics and applying the QHA to the mDOS which result in
a much more stable magnetization with respect to tem-
perature. Experimentally, the rare-earth (Gd) moment
has a more rapid decrease of its sublattice magnetization
than the Fe, causing a zero total moment at a tempera-
ture lower than Tc. This is the compensation tempera-
ture of a ferrimagnet. Taking the difference between our
calculated sublattice magnetization, we do not obtain
any compensation point, suggesting that an even more
elaborate approach is needed to capture this behaviour,
in particular additional longitudinal spin fluctuations of
the moment. Nevertheless, we obtain a Tc of around 650
K, in reasonable close agreement with experiments and
keeping in mind that the calculated value is slightly de-
pendent on chosen values of U and J . The value of Tc
is even more pronounced when inspecting the peak of
the specific heat as displayed in the lower panel of Fig. 4.
Similar to ferromagnets, using quantum statistics recover
the correct behaviour at low temperatures with vanishing
specific heat and in turn the entropy (not shown).
B. Simulated mDOS
In order to study the difference between using QHA
on the adiabatic magnon spectrum compared to using
a simulated mDOS we here consider the finite tempera-
ture properties of bcc Fe. Fe in the body centered cu-
bic (bcc) structure is the prototypical ferromagnet and
often serves as a benchmark for testing and validating
any new features in atomistic simulations. Experimen-
tally, Fe has a Curie temperature Tc of 1043 K and the
magnetization curve as function of temperature is well
known from experiments. The size of the magnetic mo-
ments in Fe is relatively robust with respect to rotations
and temperature and therefore rather well described by
an Heisenberg Hamiltonian. By calculating exchange pa-
rameters Jij up to three lattice constants from the low
temperature ferromagnetic configuration and subsequent
Monte Carlo simulations, we obtain Tc of around 930 K,
in agreement with previous studies4,5,32. Improvements
to Tc can be obtained by including electron entropy ef-
fects and/or include longitudinal spin fluctuations25,33,
but that was not considered in this study.
FIG. 5. Temperature dependent magnon density of states
of bcc-Fe using quasiharmonic approximation (upper panel)
and dynamical structure factor (lower panel). ”k4” denotes
the simplified model mDOS from Ref.[16].
As emphasized by Eq. (7), the mDOS is a central qual-
ity to extracting the quantum statistical description of
thermal excitations. How the temperature dependence
of the mDOS is modelled is thus directly determining
the resulting statistics. Results for the finite temperature
mDOS from AMS using the QHA, i.e. the same method-
ology as was used for the systems in Section III A, are
displayed in the upper panel of Fig. 5. Qualitatively the
spectral weight is shifting towards lower frequencies with
increasing temperatures and vanishes at Tc, where the
distribution become continuous i.e. classical statistics
apply. The sharp transition from quantum to classical
6statistics at T = Tc comes directly from the QHA model
through the rescaling in Eq. (8). This can be motivated
by the fact that the spin stiffness vanishes along with
the magnetization at Tc. However, there are experimen-
tal and theoretical indications of magnons even above
Tc
34,35 and thus the validity of the QHA cut-off temper-
ature can be questioned. The scaling in Eq. (8) does thus
infer that Tc is a free parameter in the model. In some as-
pects that can be a warranted feature, for example when
using the experimental Tc for an empirical description of
the magnetization behaviour. Since the Tc that is used
as input for the QHA rescaling can be determined from
MC simulations, using calculated exchange interactions,
it can be argued that the Tc is not a free parameter in
that case. Another step towards a parameter-free de-
scription is to use a simulated mDOS instead of a model
one. To obtain the simulated finite temperature magnon
densities of states, we perform atomistic spin dynamics
simulation to sample the excitation spectra represented
by the dynamical structure factor S(q, E), as described
in Sec. II C 1 and Appendix B, which is then integrated
to obtain g(E, T ). We will in the following refer to this
combination for obtaining the simulated mDOS as the
QHB method. The resulting simulated mDOS curves are
shown in the lower panel of Fig. 5 . At low temperatures
well below Tc, the results from QHA and the simulated
QHB results agree very well as expected. For elevated
temperatures the trend of the QHB mDOS follows the
trend from the QHA based data, with spectral weight
transfer to lower frequencies with increasing tempera-
tures. However, at high temperatures close to Tc, the
difference of mDOS from QHA and QHB becomes evi-
dent. Instead of a vanishing mDOS as enforced by QHA,
the QHB simulations yield an mDOS that fits rather well
to a classical Boltzmann distribution.
The simulated mDOS is then used as input for the
determination of the temperature rescaling factor ηq for
which MC simulations give the resulting temperature de-
pendent magnetization as displayed in Fig. 6. For com-
parison with experiments, an empirical magnetization
curve according to Kuz’min36 is also shown in Fig. 6.
The Kuz’min curve follows an analytic expression for the
shape of the magnetization that reproduces the exper-
imental curve by matching the low temperature Bloch
T 3/2 law with the high temperature critical behaviour
resulting in the expression
m(t) = (1− st3/2 − (1− s)tp)1/3, (9)
where m(t) = M(T )/M(0), t = T/Tc, s and p parameters
with values 0.35 and 4.0, respectively.
Using classical statistics, we obtain the usual short-
comings that the magnetization drops too rapidly at low
temperatures and has a linear temperature dependence
instead of the expected Bloch T 3/2 behaviour. However,
using quantum statistics and QHA, apart from small de-
viations close to Tc which arises from finite size effects
from the simulations, we obtain a similar shape as the
empirical curve from Eq. (9) (using our calculated Tc and
FIG. 6. Temperature dependent magnetization of bcc-Fe from
Monte Carlo simulations in classical and quantum statistics
using magnon density of states from either quasi-harmonic
approximation (QHA) or dynamical structure factor (QHB),
as well as comparison with model shape of Kuz’min from
Ref. [36].
M(0)). This agreement is obtained regardless if the un-
derlying mDOS is taken from AMS or the simplified quar-
tic model mDOS from Ref.[16] (not shown). From the
observation that the magnetization curve is very similar
for the simplified quartic model and for the AMS mDOS
it can be noted that the quartic model is an acceptable
approximation under QHA since minor differences in the
high energy region of the mDOS does not seem crucial
for determining the M vs T behaviour. Why the shape of
the high energy mDOS is less important can readily be
understood by the exponential prefactor to the mDOS in
the determination of the scaling factor ηq as expressed in
Eq. (7).
The simulated temperature dependent mDOS within
the QHB method, is much more general in the sense that
it does not require any additional parameter and should
thus yield a more realistic description of the magnon
properties at finite temperatures. At lower temperatures,
the magnetization is similar to the QHA treatment but
at elevated temperatures two pronounced differences can
be noticed. The curvature of the QHB curve is less pro-
nounced, resulting in a flatter shape compared to both
the Kuz’min and the QHA curves. More important, the
Tc obtained from the QHB curve differs as well. That
means that when Tc is not given as a parameter to the
model, as in the QHA case, the use of quantum instead
of classical statistics also affects the critical temperature
of the simulated system.
In the results above, the QHB mDOS was obtained us-
ing classical statistics and then applied to get a quantum
statistical description of the following MC simulations.
Since the use of quantum statistics affects the thermody-
namics of the simulations, good arguments can be made
that the QHB mDOS should also be obtained from quan-
7tum statistical simulations. This can be achieved in a
self-consistent way by performing first a classical simu-
lation, to get the first mDOS, and then successive QHB
simulations, always using the mDOS obtained from the
previous run, until the M vs T curves are converged.
How this iterative approach performs can be seen in
Fig. 7 where it is found that a self-consistent result is
obtained after 3-4 QHB simulations. Comparing the self-
consistent results in Fig. 7 with the single-shot output in
Fig. 6 it can be seen that Tc is slightly increased fur-
ther and also that the shape of the curve becomes more
similar to the Kuz’min and QHA results.
FIG. 7. Temperature dependent magnetization of bcc-Fe from
Monte Carlo simulations using iterative self-consistent imple-
mentation of the QHB method with simulated mDOS, as well
as comparison with model shape of Kuz’min from Ref. [36].
In the case of bcc Fe considered here, the obtained in-
crease in Tc when using the self-consistent QHB mDOS
could be seen as unfortunate since the classical simula-
tions give a better agreement with the experimental Tc
compared to the quantum statistical QHB simulations.
However, the increase in Tc is consistent with picture that
the critical temperature would have an enhancement fac-
tor of (S+1)S , where S is the spin quantum number, in a
fully quantum mechanical treatment23 (the enhancement
factor is equal to 1 in classical statistics). Following the
similar arguments as in Ref. [23], the good agreement in
classical statistics may be due to mutual error cancella-
tion of various effects, for instance the use of tempera-
ture independent exchange interactions. By correcting
the statistics, perhaps it is also needed to combine with
more sophisticated methods to compensate, such as tem-
perature dependent exchange interactions.
As an example where an enhanced Tc from using quan-
tum statistics is improving the theoretical results with
respect to comparison with experiments, we show results
for QHA and QHB simulations for fcc Ni in Fig. 8. Here
we see that the increase in Tc from 330 K in the classical
case to 661 K, as obtained by self-consistent QHB sim-
ulations, is indeed an improvement when compared to
the experimental value of Tc 628− 631K36. Since Ni has
a smaller moment and thus lower spin quantum number
than Fe, quantum effects are indeed expected to be larger
in Ni. However, it is also seen that the steep shape of the
simulated M vs T curve is strongly exaggerated compared
to the experimental curve. We have not been able to fig-
ure out why the simulated M vs T curve takes this form
but there are several potential reasons for it. First of
all, it is well known that the exchange interactions in Ni
are strongly temperature dependent and differs consid-
erably depending on reference state. Related, the finite
temperature description of Ni from a pure Heisenberg
model is very poor, in particular it is needed to also in-
clude longitudinal spin fluctuations that are responsible
for stabilizing a finite magnetic moment at high temper-
atures. Nevertheless, in many cases it is mostly inter-
esting to obtain reliable values of Tc and in those cases,
the present method may provide that without too much
complications.
FIG. 8. Temperature dependent magnetization of fcc-Ni from
Monte Carlo simulations using classical and quantum statis-
tics in comparison with the empirical model shape of Kuz’min
from Ref. [36]. The quantum statistical simulations are per-
formed in either QHA, QHB or iterative self-consistent QHB
(SC-QHB) with the results from the final converged iteration
displayed.
C. Thermodynamic properties
We now turn our attention towards how a quantum
statistical description can improve the calculation of the
free energy which is crucial in order to correctly deter-
mine phase stabilities. Returning to bcc Fe, relevant
thermodynamic properties are gathered in Fig. 9. The
specific heat Cv, that measures the amount of fluctua-
tions in the system, has the familiar shape with a peak
at Tc and large difference between classical and quantum
treatment where the latter is required in order to obtain
the physical result Cv → 0 when T → 0K. The magnetic
8entropy can be obtained from Monte Carlo simulations in
two alternative ways, either by using a model or by direct
thermodynamic integration. In the paramagnetic limit,
the (transversal) magnetic entropy S/kB = log(M + 1),
where M is the size of each atomic moment. Without
accounting for longitudinal spin fluctuations, using the
value M = 2.2µB , the high temperature magnetic en-
tropy has value of 1.16kB, indicated by a dashed line in
the middle panel of Fig. 9. In the opposite end, from
the third law of thermodynamics, it is required that the
entropy is zero when approaching zero temperature. In
order to have a simplified model between these two limits,
Heine and Joynt37 formulated a model interpolating be-
tween these two limits, later employed by Grimvall38 for
fcc Fe. In this model, which we denote the Heine-Joynt
model, the magnetic entropy has the following expres-
sion:
S/kB = t
3log(Mt−3 + 1), (10)
where t = 2φ/pi and φ is the average angle between
nearest neighbour magnetic moments. The angle φ and
its temperature dependence is easily obtained in Monte
Carlo simulations from the static correlation function and
in turn the magnetic entropy using Eq. (10). An alterna-
tive and more general method to obtain magnetic entropy
is through thermodynamic integration
S(T )/kB =
∫ T
0
Cv
T
dT. (11)
From this expression, it is clear that classical statistics
fail at low temperatures since at any non-zero temper-
ature, the entropy will be finite. From our results, we
obtain a lower entropy in the whole temperature inter-
val from the thermodynamic integration compare to the
Heine-Joynt model. It is however worth stressing that
only the transversal fluctuations contribute to the en-
tropy in these calculations, at elevated temperatures the
longitudinal fluctuations of the moments25 have impor-
tant contributions to the entropy. Once the magnetic en-
tropy is obtained, it is trivial to obtain the (Helmholtz)
free energy F = U − TS, where U is the internal energy
which is shown in the bottom panel of Fig. 9.
IV. SUMMARY
A general improvement of finite temperature proper-
ties of magnetic systems from atomistic simulations are
found using quantum statistics instead of classical statis-
tics. The quantum effects enters through the tempera-
ture dependent magnon density of states. A simple but
very effective method is the quasi harmonic approxima-
tion where the easy obtainable zero temperature mDOS
is rescaled at finite temperatures and vanishing above
the critical temperature in which the method is revert-
ing back to classical description. The methodology has
FIG. 9. Thermodynamic properties of bcc-Fe from Monte
Carlo simulations, (upper) specific heat Cv, (middle) mag-
netic entropy S and (lower) free energy F . ”H-J” denotes the
Heine-Joynt model and ”int” direct thermodynamic integra-
tion, see text.
here been shown to work not only for ferromagnetic sys-
tems but also for anti- and ferri- magnetic magnetic sys-
tems as well as for disordered alloys. Perhaps the main
shortcoming is the required knowledge of the critical tem-
perature which separate the quantum and classical de-
scription such that the simulations must be performed
in two steps, first to determine the critical temperature
using classical statistics and secondly rerun the simula-
tions using quantum statistics. To eliminate this short-
coming, we have constructed a more sophisticated ap-
proach where the temperature dependent magnon den-
sity of states is self-consistently obtained through mag-
netodynamical simulations. With this scheme it, the
low-temperature behaviour is closely agreeing with the
QHA method, where both methods have the important
properties that the M vs T curve follows the Bloch T 3/2
and that the magnetic specific heat goes to zero at low
temperatures. The latter property is crucial in order to
be able to extract a good description of the magnetic
contribution of the free energy. At larger temperatures,
we notice that our suggested scheme gives an enhanched
critical temperature Tc compared to when using classical
statistics. The method is already suitable to employ for
atomistic simulations and free energy calculations and
have the prospect of being improved further if longitu-
dinal fluctuations and/or coupled spin-lattice contribu-
tions to the thermodynamics of the simulated systems
are taken into account. Such efforts are ongoing.
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Appendix A: Adiabatic magnon spectra and mDOS
Let Jαβ(q) denote the Fourier transform of the ex-
change interaction between atom type α and β with a
wave-vector q lying in the Brillouin zone (BZ). Jαβ(q) is
calculated as
Jαβ(q) =
∑
j 6=0
Jαβ0j exp(iq ·R0j), (A1)
where R0j is a position vector connecting the two sites.
If there are N atoms per unit cell, for each wave-vector q,
the magnon energies {E1, E2, ..., EN} will then be given
by the eigenvalues of a general N ×N matrix ∆(q)21,39
here expressed in block form
4
[
1
Mα
∑N
γ (J
αγ(0)− Jαα(q)) −Jαβ(q)Mα
−Jαβ(q)∗Mβ 1Mβ
∑N
γ
(
Jγβ(0)− Jββ(q))
]
(A2)
From the magnon frequencies, the adiabatic mDOS g(E)
is obtained by summing up the energies as
g(E) =
∑
q∈BZ
N∑
i=1
δ(E − Ei(q)). (A3)
Appendix B: Simulated magnon spectra and mDOS
By measuring the trajectories of the simulated atomic
moments, the time and space correlation function is ob-
tained
Cαβ(r, t) =
1
N
∑
i,j where
ri−rj=r
〈mαi (t)mβj (0)〉 − 〈mαi (t)〉〈mβj (0)〉.
(B1)
The correlation function defined in Eqn. (B1) can thus
describe how the magnetic order evolves both in space
and over time. The perhaps most valuable application of
C(r, t) is however obtained by a Fourier transform over
space and time to give the dynamic structure factor
Sαβ(q, E) =
1√
2piN
∑
r
eiq·r
∫ ∞
−∞
eiEtCαβ(r, t) dt.
(B2)
Due to a combination of finite size effects, finite sam-
pling time, temperature fluctuations and damping in the
simulations, the raw output of the magnon density of
states from simulations has associated noise that needs
to be taken care of. For this purpose we employ a Hann
window function for the time-domain transform and also
apply a Gaussian convolution of the summed up mDOS
combined with a normalization. In addition to the noise,
there are also other numerical difficulties with the sam-
pling of Sαβ(q, E). While the correlation function is for-
mulated in cartesian coordinates α, β, the proper corre-
lations stemming from the magnons in the system is only
sampled in the spatial directions aligned perpendicularly
to the magnetization. That means that in order to get a
good mDOS from the dynamic structure factor, the per-
pendicular components of it must be identified, and more
importantly, the longitudinal component should not be
sampled. For that reason, we perform a rotation of the
measured trajectories towards the quantization axis so
that S‖(q, E) and S⊥(q, E) is sampled. At finite tem-
peratures, there can however be a small drift of the mag-
netic system due to the temperature dependent stochas-
tic fluctuations present in the simulations so defining a
static quantization axis might prove difficult. As a result,
the simulated mDOS might show spurious peaks for the
low-energy part of the spectrum, in particular at E = 0.
While these peaks can be partially suppressed by Gaus-
sian convolution, we have found that a better way to
remove the spurious peaks is to update the quantization
axis over time during the simulations. Physically, this
can be motivated by the fact that the Goldstone mode
of a ferromagnet should not carry any spectral weight
in the mDOS. The quantization axis update is however
performed slowly compared to the time-scale of the sim-
ulations in order to minimize the effect on the simulated
spectra at E > 0.
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