We describe a method for streaming compression of hexahedral meshes. Given an interleaved stream of vertices and hexahedra our coder incrementally compresses the mesh in the presented order. Our coder is extremely memory efficient when the input stream also documents when vertices are referenced for the last time (i.e. when it contains topological finalization tags). Our coder then continuously releases and reuses data structures that no longer contribute to compressing the remainder of the stream. This means in practice that our coder has only a small fraction of the whole mesh in memory at any time. We can therefore compress very large meshes-even meshes that do not fit in memory.
Introduction
Numerical simulations require the computation domain to be discretized. For some problems a simple uniformly structured grid is sufficient. However, the use of unstructured meshes becomes necessary when the domain boundary is complex or when the size or shape of cells needs adaptation to the physics of the simulation. Although mixed element meshes are sometimes used, most meshes only have a single cell type: for 3D problems these are either tetrahedra or hexahedra. Because of several desirable properties, hexahedral meshes have recently received a lot of attention: they usually enable to build meshes with fewer elements and exhibit better numerical behavior in various problems, e.g. for stress analysis [1] . Although the automatic generation of hexahedral meshes tends to be more difficult than that of tetrahedral meshes, there are now a number of algorithms [2, 16, 18] that can generate high-quality hexahedral meshes.
The improvements in technology over the last decade have allowed scientists to run more and more accurate numerical simulations using larger and larger meshes. However, the growth in computing power has far outpaced that of memory capacity and bandwidth. This poses several problems for the handling of large meshes. Tremendous amounts of disk space have to be used for raw data storage and a lot of time is spent on data transfer to the point that simulations are generally I/O bound. To alleviate this problem, mesh compression algorithms (specialized for a particular element type) are used to decrease the size of the mesh.
In this article, we present an algorithm for streaming compression of hexahedral meshes. Previous, nonstreaming approaches for compressing hexahedral meshes aim solely at the lowest possible bit-rate. Due to their large memory requirements and their inefficient I/O behavior they are slow or even unable to compress very large meshes. Our compression and decompression methods on the other hand are specifically designed to keep memory footprint low and to interleave computation and I/O. We follow a strategy that has already proven successful for compressing triangle [12] and tetrahedral [13] meshes but adapt it for hexahedral elements. Furthermore, we also present the-to our knowledge-first method for predictive compression of data associated with the hexahedral cells of an unstructured mesh.
Preliminaries
Unstructured hexahedral meshes consist of n vertices and m cells and typically n is just slightly higher than m. Each vertex has an x, y, and z coordinate that specify a discrete location. These coordinates are called the geometry of the mesh. Each cell references eight different vertices to form a hexahedral element. This connects the vertices into a graphlike structure that is called the connectivity of the mesh. Often there are also mesh properties (e.g. pressure, temperature or velocity values) that are associated with vertices or cells.
Standard indexed formats store the geometry as a float array with three coordinates per vertex and the connectivity as an integer array with eight indices per hexahedron. Optional properties are stored in corresponding arrays. Vertices and hexahedra can appear in any permutation in the arrays. This convenience comes at the price of bloated connectivity storage costs at 8 log 2 n bits per hexahedron. These costs can in practice be reduced to a constant number of bits per hexahedron by enforcing a more "canonical" order onto the mesh. This is the strategy of most mesh compressors.
Mesh compression
Most compression schemes are specialized for meshes with either triangular [12, 19] , polygonal [6] , tetrahedral [3, 13] , or hexahedral [7, 14] elements (with [17] being an exception). Connectivity and geometry are usually encoded with clearly distinct (but often interwoven) techniques as one is of combinatorial and the other of numerical nature. Most coders first encode the connectivity and then use it to assist with geometry compression. Floating-point geometry and properties are often quantized to a user-specified number of precision bits, but fully lossless schemes exists as well [11] .
The fundamental assumption of all compression schemes (except [15] ) is that the particular order in which mesh vertices and mesh elements are stored does not need to be preserved. Most schemes first construct the mesh connectivity graph, traverse it in some deterministic manner, and encode vertices and elements as they are encounteredthereby reordering them. Hence, the original layout of the mesh is irrevocably lost. This has been acceptable ashistorically-the original mesh layout was rarely intentional but merely an artifact of the application that generated the mesh [9] .
Hexahedral mesh compression
Three algorithms have been published on the subject of hexahedral mesh compression [7, 14, 15] . Isenburg and Alliez [7] extend the concept of degree coding (that was introduced by Touma and Gotsman for triangle meshes [19] ) to compress the connectivity of hexahedral meshes. Their algorithm grows an active hull by traversing the connectivity graph one hexahedron at a time. They record the degree of all unseen edges (and a few special symbols) which allows the decoder to replay this traversal. Entropy coding of edge degrees results in connectivity compression rates that range from 1.55 bph (bits per hexahedron) down to 0.18 bph on our test set.
The algorithm of Krivograd et al. [14] is based on the same idea, but uses vertex instead of edge degrees. They first compress the quadrilateral boundary surface of the volume mesh which becomes the initial hull that is then grown as in Isenburg and Alliez's method [7] . They obtain rates similar to [7] on regular grids but worse on irregular models.
Lindstrom and Isenburg [15] propose a radically different compressor that neither reorders vertices nor hexahedra and is therefore completely lossless. It also handles nonmanifold meshes or degenerate elements. They compress connectivity directly in its indexed form by predicting the eight indices of a hexahedron from preceding ones. This works because hexahedral meshes found in practice tend to have regular strides between indices of subsequent hexahedra. Their algorithm is an order of magnitude faster and has much lower memory consumption than [7] because it does not reconstruct and traverse the mesh connectivity. Its connectivity compression rates strongly depend on regularities in the indexing and are as high as 20.4 bph on our test set.
Prat et al. [17] have an algorithm to compress arbitrary manifolds-including hexahedral meshes. The genericity of their method negatively impacts compression rates (+400% on average compared to [7] ) making it uncompetitive compared to a dedicated hexahedral mesh compressor.
Streaming compression
Most mesh compression algorithms assume that the entire mesh fits in main memory. Three solutions have been proposed to deal with large meshes that defy this assumption: cut the mesh into smaller pieces and compress them one by one [4] , employ external memory structures that page mesh parts from disk when needed [8] , or represent the mesh as a stream of interleaved vertices, elements, and finalization tags and design a new compression scheme that encodes this streaming mesh [9] on-the-fly as it streams by [12, 13] .
Streaming compression is very memory efficient when the interleaved stream of vertices and elements contains finalization tags that document when a vertex was referenced for the last time. This information enables the compressor to continuously release and reuse data structures making it possible to compress gigantic meshes which cannot be handled by non-streaming algorithms. For example, the streaming triangle mesh compressor of Isenburg et al. [12] encodes the 6 GB "St. Matthew" model using less than 5 MB of main memory. This paper describes how to design a similar streaming compressor but for hexahedral meshes.
Streaming hexahedral mesh compression
Our compressor requires streaming input: an interleaved sequence of vertices, hexahedra, and finalization tags. Mesh generators can easily be modified to produce meshes in a streaming format. We can, in fact, directly compress their output and avoid having to store the uncompressed mesh altogether. Existing meshes in non-streaming formats need to be converted. For reasonably coherent meshes this can be done with vertex-compaction [9] . Isenburg and Lindstrom use layout diagrams to illustrate the coherence of a mesh.
The layout diagrams of several meshes are shown in Fig. 1 . Along the y-axis are the vertices (from top to bottom) and along the x-axis are the hexahedra (from left to right) in the original order they are stored in their array. The Fig. 1 The layout diagrams [9] for "blade", "block", "crank", "mdg", "shaft", and "steven" show that vertex-compaction [9] is sufficient to stream these meshes: any vertical line crosses only few green segments green segments (horizontal) connect all hexahedra that reference the same vertex. The width [9] of the streaming mesh created with vertex-compaction equals the maximal number of green segments cut by a vertical line-reordering the vertices in order of first reference merely permutes these segments vertically. Hexahedral meshes tend to have fairly coherent layouts (unlike tetrahedral meshes [13] ). Their width after vertex-compaction is around 0.5 − 5% of their size.
Our compressor starts encoding the mesh as soon as the first hexahedron and its eight vertices are received. It always encodes if and how the current hexahedron is adjacent to previously encoded hexahedra, compresses all new vertices that are referenced for the first time, and then deallocates the data structure associated with all vertices that are referenced for the last time (i.e. that are finalized). As only the active vertices have to be stored in memory, the width of the streaming mesh determines maximum memory consumption. In the following section, we detail the compression of the three components of a mesh: connectivity, geometry (and vertex properties), and cell properties.
Connectivity compression
Like Isenburg et al. [13] , we maintain an active surface, a half-edge structure composed of active vertices and quadrilateral faces. A vertex of the current hexahedron is added to the active surface when it is referenced for the first time and removed when it is finalized. A face of the current hexahedron is added to the active surface when it was previously not part of it and removed otherwise. Faces are also removed after all their vertices were finalized (i.e. boundary faces).
The ten ways in which a hexahedron can be face-adjacent to the active surface are illustrated in Fig. 2 . The vertices shown in red for the START, HUT, STEP and CORNER configuration are usually new and will be compressed (see Sect. 3.2). Occasionally, however, these vertices are already part of the active surface. Such joined vertices are specified using dynamic indexing [12] with log 2 (width) bits.
For coding efficiency we rotate the current hexahedron into a canonical configuration. For the BRIDGE configuration, for example, the active faces will always be f 0 , f 1 and f 3 after rotating (see Fig. 3 ). Then we only need to code the configuration type and the following information: -START: We code for all 8 vertices if they are new or joined. For coherent meshes there is usually only one START per component. -HUT: We specify the face f 0 on the active surface the hexahedron is adjacent to and we code whether the 4 vertices are new or joined. -ROOF: We specify f 0 on the active surface, code v 4 with dynamic indexing, and code which of v 4 's adjacent faces is f 5 . -STEP: After we specify f 0 we can find face f 1 incident to the shared edge (which is known due to the canonical order). There is often only one candidate so that specifying face f 1 is in most cases free. For 2 vertices we code if they are new or joined. -BRIDGE: We proceed as for STEP to specify f 1 and f 3 .
-CORNER: We code a STEP and let the decoder deduce the following: if there exists an active face which contains vertices v 1 , v 0 , v 4 then the operation is a CORNER and this face is f 2 . This works in all but one very special case illustrated in Fig. 4 . Here the face exists but is not f 2 .
To assure the decoder makes the correct decision, we output a confirmation symbol. This special case is rare and happens only once in all our test models. Thus, the confirmation symbol is nearly always the same and adds almost nothing to the bit budget. We also code if the last vertex is new or joined. -TUNNEL: We code a BRIDGE and let the decoder deduce that this is in fact a TUNNEL operation whenever there exists an active face with vertices
There is no ambiguity in this case. -GAP: We code a STEP and first let the decoder deduce that it is a CORNER and then-with the same reasoningthat it is a GAP. -PIT: We code a STEP and let the decoder deduce a GAP and then-again with the same reasoning-that it is a PIT. -DEN: We take the reasoning of PIT one step further. However, the top face should no be shared. Thus, the second confirmation bit set to 0, meaning that the operation is not a GAP To summarize: the coder will only distinguish between START, HUT, ROOF, STEP or BRIDGE. Everything else is deduced by the decoder. Each operation except START has to specify the face f 0 on the active surface. Doing this each time with dynamic indexing [12] would be very costly.
When consecutive hexahedra share a face we can specify face f 0 very efficiently by caching the 6 faces of the previous hexahedron. If we find face f 0 in the cache we can code it with log 2 (6) instead of log 2 (width) bits. Using contextbased entropy coding we can further decrease these costs as different configurations share faces with similar regularity. When face f 0 is not in the face cache we use the same idea with an edge cache and a finally a vertex cache. We only resort to dynamic indexing [12] when this all fails.
In Table 2 we list the compression rates of our scheme on different models and compare them to those of [7, 14, 15] . As expected, our rates are worse than those of degree-based methods since we compress the hexahedra in their original order. Unsurprisingly, our method outperforms the lossless coder that does not reorder vertices as we do and also preserves the original orientation of hexahedra. The penalty for streaming is highest for meshes with global regularity (e.g. "block" or "cylinder") that our compressor cannot exploit. Overall however, the connectivity accounts for a comparatively small amount of the total bit budget once we have also compressed the geometry and the properties.
Local reordering
Locally, hexahedral meshes tend to have the connectivity of a grid whose cells are often specified in scanline order (see Fig. 5 ). There will be a cache miss for each scanline as soon as the scanlines are longer than two hexahedra. We can avoid this cache miss if we locally reorder the hexahedra.
Also on more irregular connectivities we get fewer cache misses and better compression rates when we buffer a number of hexahedra from which we then greedily pick "the best" hexahedron and feed it to the compressor. Using a fixed-size delay buffer we tried a number of strategies with an emphasis on speed and simplicity. We briefly describe the simple spiraling reorderer that performed well in our experiments and that we use in the results that we report.
We label the active faces of the hexahedron in cache with front, left, right, top, and bottom. When we pick a new hexahedron among those waiting in the buffer, that has one of its faces in the cache, there are three possibilities for the label L of this face:
vertical. -L is front: Nothing changes. To pick the next hexahedron we consider in decreasing priority among the hexahedra in the buffer:
-the hexahedron that shares the face C(D last ) with the currently cached hexahedron, -the hexahedron that shares the face C(D last ), whereD last is vertical if D last is horizontal, and horizontal else, -the hexahedron that shares the face front, -the hexahedron that shares one of the other faces, -the oldest hexahedron in the buffer.
C(horizontal), C(vertical)
and D last are then updated according to this choice. We illustrate this process in Fig. 6 . This method has the advantage that the added hexahedra closely "stick" to the active surface.
The curves shown in Fig. 7 plot the compression rate versus the delay buffer size for several models. Increasing the delay to more than a couple hundred hexahedra usually does not improve the compression rate any further, because the greedy strategy then shows its limits. A global strategy could potentially overcome this drawback, but it would also greatly decrease the speed of the compressor-eventually making it equivalent to a non-streaming compressor.
Geometry compression Each time a new vertex is added (during START, HUT, STEP
and CORNER operations), we predict its position and code the difference between the predicted and actual value.
We use spectral prediction [5, 10] which assumes that the position of a vertex is determined by the low-frequency components of the Fourier Transform of the mesh element. A vertex is then predicted as a linear combination of the known vertices using weights that zero out the highest possible number of high frequencies. We list the spectral prediction rules we use in Table 1 . They work extremely well on hexahedral meshes that tend to be geometrically smooth. Fig. 6 The spiraling reorderer running on an example mesh. The blue, red and white hexahedra are respectively visited, in cache, and waiting in the buffer. A green arrow denotes the first possible choice in order of priority, red arrows choices that would have had a higher priority but for which there was no corresponding hexahedron in the buffer. We suppose that the starting configuration is D last = horizontal, C(horizontal) = right, and C(vertical) = top Fig. 7 Connectivity compression (bph) versus delay buffer size for several models. Local reordering is usually very efficient, but further increasing the delay shows the limits of greedy strategies 
Our implementation has two modes of operation: it can either uniformly quantize the vertices prior to compression, perform all predictions in integer arithmetic, and entropy code the resulting integer residuals or it can avoid quantization, perform all predictions in floating-point arithmetic, and compress the residuals with the method of Isenburg et al. [11] . In Table 2 we list our geometry compression rates across our set of test meshes side by side with those of [7] and [15] . For fair comparison we use a newer version of [7] that also uses spectral prediction. The implementation of [15] natively uses spectral prediction.
The degree coder [7] uses more information to predict v 4 in HUT configurations by mirroring the adjacent hexahedron. This gives slightly better compression ratios. However, most predictions (typically around 90-95%) are made using the efficient Lorenzo predictor (see Table 1 , last row), so this will always remain a very small improvement.
Cell data compression
Ideally we would like to compress cell data with the same strategy that has already proven successful for vertex data. Hence, the prediction would be made using the already processed cells of the neighborhood with a spectral predictor on the dual of the mesh. However, two problems arise:
First, the dual of a hexahedral mesh is generally not a hexahedral mesh itself (except in the case of a grid). Thus, the configuration of the neighborhood can vary a lot between hexahedra as shown in Fig. 8 . It would be expensive, if not impossible to store the prediction weights for every possible configuration of the neighborhood. Alternatively the compressor and decompressor could determine the configuration of the neighborhood and compute the weights with respect to this configuration on-the-fly (a costly operation).
Second, using the complete hexahedron neighborhood requires additional storage: We would have to store the cell data for all processed hexahedra that still have one or more unfinalized vertices (shown as grey and blue cells in Fig. 8 ). This goes against our objective to keep the memory footprint of our algorithm as small as possible.
For these reasons we use a simpler prediction scheme that is faster and more memory efficient. We predict cell data using only the hexahedra that are face-adjacent to the current hexahedron (illustrated by blue cells in Fig. 8 ). These hexahedra have at least the corresponding active face (but usually Table 2 Comparing compression performance of our coder with [7, 14, 15] : We report two connectivity rates, one using a delay buffer of 50 hexahedra and one without delay buffer (in parentheses). For geometry compression, we give rates using 16-bits quantization (Q) and lossless compression (L). We denote with * the meshes that the software provided by Krivograd a few more) on the active surface. We simply store copies of the cell data of a hexahedron with each of its active face on the active surface. When these faces become inactive and are removed from the active surface the cell data is released along with the face. Another benefit of this scheme is that there are only the 10 possible neighborhood configurations that we already distinguish for connectivity coding. This enables us to precompute the weights and store them in a lookup table (see Fig. 9 ). The weights are obvious for symmetric configurations: they are all the same and add up to 1. We tried two different approaches to determine the weights for the nonsymmetric configurations BRIDGE, GAP and PIT. We computed spectral weights from a 3 × 3 × 3 grid neighborhoodthe 3D equivalent of the method presented in [5] . We also computed least squares weights on the "blade" model-they were the always same to a precision of at least 10 −3 .
It may be noted that all the weights are positive. That means that the result of the prediction will always lie within Fig. 9 Cell data prediction weights for the different configurations. The red hexahedron is the new cell whose data is to be predicted. Blue hexahedra are the active ones that are used for prediction the convex hull of the values of all the cells used for prediction. That usually results in a systematic prediction error, because the predictor is unable to accurately extrapolate, for example in the typical case of a locally monotonous scalar field. Because of this, we use a second-order predictor.
Let c 1 , . . . , c k be the data at known cells of the neighborhood, and w 1 , . . . , w k the weights used to predict the unknown value c u . The first-order prediction of c u and the pre-diction residual are:
We simply use the same prediction rule to predict the residual from the residuals of neighbor cells r 1 , . . . , r k , and code the difference r 2 u between the real and expected residuals:
The decoder can then retrieve the original value asc u + r u + r 2 u . Coding the second-order residual r 2 u instead of the first-order residual r u drastically reduces the entropy. For our test models, the second-order scheme halved the entropy of residuals on average for 12 bits quantization. Table 3 gives the bit-rates achieved using our algorithm on the "cedre" dataset. This model comes from a computational fluid dynamics combustion simulation with twelve properties attached to the cells (see Fig. 10 , right).
Compressing large models
The advantage of streaming over non-streaming compression becomes more and more apparent as models are growing in size. The memory footprint of our compressor remains low even when compressing very large meshes. In Table 4 we compare our memory consumption with that of [7] . For fair comparison we use a version of [7] that has been optimized for speed and reduced memory consumption. The tests were run on an Intel core 2 duo running at 2.66 GHz (our implementation uses only one core). We do not compare with [14] as their unoptimized proof-of-concept software is neither speed nor memory efficient.
Our streaming compressor greatly outperforms the degree coder [7] with a memory footprint that is orders of magnitude smaller. The non-streaming degree coder is in fact not able to compress the "crank" dataset on our 32-bit operating system because there is not enough RAM to accommodate the compressor's memory needs. 
Fig. 10
The "blade" (left), "crank" (center) and "cedre" (right) models. The "blade" and "cedre" models have properties attached to cells Table 4 Comparing the performance of our coder with [7] and our modification of [15] on large models. For our algorithm we report two results: one without delay buffer and one with a delay of 50 hexahedra (in parentheses). The reported geometry rates are for lossless compression. The given memory footprint is the peak heap usage reported by GNU memusage. The timings for [7] do not include reading the file into memory. The rates for the modified version of [15] do not accommodate finalization (this means that the memory footprint at decompression time will be large) The lossless compressor of Lindstrom and Isenburg [15] was not originally designed for streaming compression. We modified their source code to enable streaming operation at compression (!) time. However, since their format has no mechanism to store finalization information in the compressed file, decompression will still not be streaming (and have a much larger memory footprint). The resulting encoder is slower than the original one, but has a drastically reduced memory footprint because it no longer accumulates the entire vertex data in memory during compression (but still during decompression). As their connectivity coding scheme is much simpler than our scheme the modified coder is still faster than ours. It also has a smaller memory footprint (approximately 4 times more compact) since it only maintains the active vertices whereas our coder also keeps track of active faces. However, our compression rates are lower and-more importantly-we can compress cell data.
Conclusion
We have described a scheme for streaming compression of hexahedral meshes that scales to very large meshes. Our algorithm is much faster than non-streaming approaches because it interleaves computation and I/O. It also has an orders of magnitude smaller memory footprint because it stores only a small fraction of the whole mesh at any time. Using local reordering in a delay buffer we are able to somewhat mitigate the overhead for compressing the mesh in "stream order" although our connectivity compression rates can be noticeable worse on very regular meshes. For most practical applications, however, this has only a minor effect on the total bit-rate which is typically dominated by the costs for compressing geometry and properties. A representative result is the performance on the 456k hexahedra "blade" mesh: compared to [7] our coder is twice as fast and uses 88 times less memory (only 3.1 MB) while the compressed file increasing by only about 3% in the total size on disk.
We also have shown how to compress cell data with spectral predictions from neighboring cell data maintained on the active surface. Numerical simulations often store a fair number of physical properties with hexahedral cells that can account for a large portion of the storage costs. For the "cedre" model, for example, over 50% of the file stores cell data. It is thus important to be able to efficiently compress these properties and to best of our knowledge the method we present here is the first to support it. Our cell data prediction scheme can easily be integrated into other compressors [7, 14] . However, it would be difficult to do this for [15] as this algorithm does not maintain a sufficiently large hexahedral neighborhood for efficient spectral predictions. It only provides access to the last hexahedron that (if it happens to be a neighbour) would limit us to simplest spectral prediction rule that is equivalent to deltacoding.
The compressor and decompressor plus a viewer to read the compressed format and to plot layout diagrams are available on request.
