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On the growth of Lebesgue constants for convex polyhedra
Yurii Kolomoitseva, b, *, 1 and Tetiana Lomakoa, b, 1
Abstract. In the paper, new estimates of the Lebesgue constant
L(W ) =
1
(2pi)d
∫
Td
∣∣∣∣
∑
k∈W∩Zd
e
i(k,x)
∣∣∣∣dx
for convex polyhedra W ⊂ Rd are obtained. The main result states that if W is a convex
polyhedron such that [0, m1]× · · · × [0,md] ⊂W ⊂ [0, n1]× · · · × [0, nd], then
c(d)
d∏
j=1
log(mj + 1) ≤ L(W ) ≤ C(d)s
d∏
j=1
log(nj + 1),
where s is size of the triangulation of W .
1. Introduction
Estimates of the Lebesgue constants play an important role in the summation of Fourier
series, approximation and interpolation theory, and other branches of analysis. Different
asymptotic formulas as well as upper and lower estimates of the Lebesgue constants on the
d-dimensional torus Td have been known for years (see [9], [12], and [21, Ch. 9]).
In the one-dimensional case, the following asymptotic formula is well-known:
1
2pi
∫
T1
∣∣∣∣∣
n∑
k=0
eikx
∣∣∣∣∣dx = 12pi
∫
T1
∣∣∣∣sin((n + 1)x/2)sin(x/2)
∣∣∣∣ dx ⋍ 4pi2 log n.
There are numerous generalizations of this result to the multidimensional case. As a rule one
takes some set W ⊂ Rd and defines the Lebesgue constant by
L(W ) :=
1
(2pi)d
∫
Td
∣∣∣∣ ∑
k∈W∩Zd
ei(k,x)
∣∣∣∣dx.
The following important result was proved by Belinsky [4] (see also [14] and [3]).
Theorem A. For any convex d-dimensional polyhedron W ⊂ Rd and n ≥ 1, there exist
two positive constants C1 and C2 such that
(1.1) C1(W ) log
d(n+ 1) ≤ L(nW ) ≤ C2(W ) log
d(n+ 1).
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See also in [2] an analog of this theorem for Lp Lebesgue constants.
The following question seems to be very natural. Is it possible to write a certain asymp-
totic relation instead of the ordinal estimate (1.1) or at least to find good estimates for the
constants C1 and C2?
It turns out that asymptotic relations for L(nW ) can be obtained only for some special
polyhedra with good arithmetical properties. For example, it follows from the result of
Skopina [20] (see also [13], [15]) that if slopes of sides of the s-sided convex polyhedron
W ⊂ R2 are rational and this polyhedron has no parallel sides, then
(1.2) L(nW ) =
2s
pi3
log2 n+O(log n),
where O depends on W .
At the same time, if W has irrational slopes of sides, then asymptotics (1.2) does not
hold in general (see [13], [15]). It is also unclear how O depends on W .
Nevertheless, it is possible to find good estimates of the constant C2(W ) in (1.1). It is
known (see [22]) that if W is an arbitrary s-sided polyhedron in R2 of diameter n ≥ 1, then
(1.3) L(W ) ≤ Cs log2(n+ 1),
where C is some absolute constant.
In special cases, it is possible to improve asymptotics (1.2) and inequalities (1.1) and (1.3).
The simplest case is that W = Rn1,...,nd = [0, n1] × · · · × [0, nd]. By the corresponding one-
dimensional result, one has
(1.4) L(Rn1,...,nd) ⋍
d∏
j=1
(
4
pi2
log nj
)
.
For other types of polyhedra W , the problem becomes more complicated and has been
considered mainly in the case d = 2. Let us mention the result of Kuznetsova [11] for the
Lebesgue constant of the rhomb
∆n1,n2 =
{
(ξ1, ξ2) ∈ R
2 :
|ξ1|
n1
+
|ξ2|
n2
≤ 1
}
.
It was proved that the asymptotic equality
(1.5) L(∆n1,n2) =
32
pi4
log n1 log n2 −
16
pi4
log2 n1 +O(log n2)
holds uniformly with respect to all natural n1, n2, and l = n2/n1.
What differentiates this result from many others is that no dilations of a certain fixed
domain are taken. Note that nothing is known about analogs of (1.5) for l other than integer
and the case of several variables, d ≥ 3.
In this paper, we obtain the following improvement and generalization of (1.1) and (1.3)
related to the formulas (1.4) and (1.5). We prove that if W is a bounded convex polyhedron
in Rd such that
[0,m1]× · · · × [0,md] ⊂W ⊂ [0, n1]× · · · × [0, nd],
then for sufficiently large (n1, . . . , nd) we have
(1.6) c(d)
d∏
j=1
log(mj + 1) ≤ L(W ) ≤ C(d)s
d∏
j=1
log(nj + 1),
where s is size of some triangulation of W (see Theorem 4.1 and Theorem 4.2 below).
Recall that the size of a triangulation is the number of tetrahedra (simplices) in the trian-
gulation. It is well-known that any convex polyhedron W with m vertices can be represented
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as a union of at most O(m) tetrahedra Tj, j = 1, . . . ,O(m), such that Tj ∩Ti, i 6= j, is either
empty or a face of both tetrahedra (see [5], see also [16, p. 842]).
It is easy to see that (1.6) complements (1.5) in the case of several variables and yields a
sharper version of (1.1) and (1.3) for some classes of polyhedra. For example, if
∆n =
ξ ∈ Rd+ :
d∑
j=1
ξj
nj
≤ 1
 ,
then
c(d)
d∏
j=1
log(nj + 1) ≤ L(∆n) ≤ C(d)
d∏
j=1
log(nj + 1),
where c and C are some positive constants depending only on d.
In this paper, we also obtain new estimates of growth of the Lp Lebesgue constants for
convex polyhedra (see Theorem 5.1 and Theorem 5.2 below). These estimates represent
improvements of the corresponding results of the papers [1] and [2].
Finally, let us note that the results of this paper can be applied to the multivariate
interpolation on the Lissajous-Chebyshev nodes (see [6]). In particular, if d = 2, then the
two-sided inequality (1.6), see also (4.8) below, gives new sharp estimates for the error of
approximation of functions by polynomials of the bivariate Lagrange interpolation at the
node points of the Lissajous curves (see [10]).
1.1. Work organization. The paper is organized as follows: In Section 2 we provide
the basic notation and preliminary remarks needed everywhere below. In Section 3 we collect
auxiliary results. In Section 4 we prove the main results of the article and provide some
examples of their applications to particular classes of polyhedra. Section 5 is devoted to the
Lp Lebesgue constants of convex polyhedra.
2. Basic notations and preliminary remarks
Let Td ≃ (−pi, pi]d, d = 1, 2, . . . , be the d-dimensional torus. We use the following
notation xd = (x1, . . . , xd) ∈ T
d, kd = (k1, . . . , kd) ∈ Z
d
+, ξ
d = (ξ1, . . . , ξd) ∈ R
d
+, (x
d,kd) =
k1x1 + · · · + kdxd, and
‖f‖Lp(Td) =
(∫
Td
|f(xd)|pdxd
) 1
p
, 1 ≤ p <∞.
Denote nd = (n1, . . . , nd) ∈ R
d, m(d) = (m
(d)
1 , . . . ,m
(d)
d ) ∈ R
d, and
M (d) =

n1 0 0 · · · 0
n2 m
(1)
1 0 · · · 0
n3 m
(2)
1 m
(2)
2 · · · 0
...
...
...
...
nd m
(d−1)
1 m
(d−1)
2 · · · m
(d−1)
d−1
 .
With such vectors nd, m(d), and the matrix M (d) we associate the following vector function
Λd = (Λ1, . . . ,Λd) : R
d−1
+ 7→ R
d,
where Λ1 = n1 and
(2.1) Λs = Λs(ξ
s−1) = Λs(ξ
s−1;M (s)) := ns − (m
(s−1), ξs−1), s = 2, 3 . . . .
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By P (Λd) we denote a polyhedron in Rd which is defined as a set of vectors ξd satisfying
the system
(2.2)
{
0 ≤ ξ1 ≤ Λ1,
0 ≤ ξs ≤ Λs(ξ
s−1), s = 2, . . . , d,
(see also (2.3) below). In particular, if the matrixM (d) is such that m
(s)
j = 0 for j = 1, . . . , s
and s = 1, . . . , d− 1, then P (Λd) = [0, n1]× · · · × [0, nd] is a rectangle. At the same time, if
M (d) =

n1 0 0 · · · 0
n2 n2/n1 0 · · · 0
n3 n3/n1 n3/n2 · · · 0
...
...
...
...
nd nd/n1 n3/n2 · · · nd/nd−1
 ,
then
P (Λd) = ∆n =
ξ ∈ Rd+ :
d∑
j=1
ξj
nj
≤ 1

is a d-dimensional tetrahedron.
The floor, the ceiling, and the fractional part functions are as usual defined by
⌊x⌋ = max{m ∈ Z : m ≤ x},
⌈x⌉ = min{n ∈ Z : n ≥ x},
and
{x} = x− ⌊x⌋,
correspondingly.
By [x] we denote ⌊x⌋ or ⌈x⌉. If necessary, we will specify in the corresponding line the
meaning of [ · ]. In a similar manner, by 〈x〉 we denote {x} or x− ⌈x⌉.
One of the main objects of this paper is the following Dirichlet type kernel:
DM(d)(x
d) :=
[Λd]∑
kd=0
ei(k
d,xd) =
[Λ1]∑
k1=0
[Λ2(k1)]∑
k2=0
· · ·
[Λd(k
d−1)]∑
kd=0
ei(k
d,xd).
Note that, if P (Λd) is defined by (2.2), then
∑
kd∈P (Λd)∩Zd+
ei(k
d,xd) =
[Λ1]∑
k1=0
[Λ2(k1)]∑
k2=0
· · ·
[Λd(k
d−1)]∑
kd=0
ei(k
d,xd)
=
⌊Λ1⌋∑
k1=0
⌊Λ2(k1)⌋∑
k2=0
· · ·
⌊Λd(k
d−1)⌋∑
kd=0
ei(k
d,xd).
At the same time, if P (Λd) is defined as a set of vectors ξd = (ξ1, . . . , ξd) which satisfy the
system
(2.3)
{
0 ≤ ξ1 < Λ1 + 1,
0 ≤ ξs < Λs(ξ
s−1) + 1, s = 2, . . . , d,
then ∑
kd∈P (Λd)∩Zd+
ei(k
d,xd) =
⌈Λ1⌉∑
k1=0
⌈Λ2(k1)⌉∑
k2=0
· · ·
⌈Λd(k
d−1)⌉∑
kd=0
ei(k
d,xd).
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Throughout the paper, we suppose that
∑
k∈∅ = 0 and
∑B
k=A(. . . ) = 0 if A > B. We
always take into account this remark, when using the equality
(2.4)
B∑
k=A
(. . . ) =
B∑
k=0
(. . . )−
A−1∑
k=0
(. . . )
for 0 ≤ A < B.
Let d = 2, 3, . . . . Denote
GM(d)(x
d)
:=
1
eixd − 1
(
ei(nd+1)xdDM(d−1)(x
d−1 −m(d−1)xd)−DM(d−1)(x
d−1)
)
and
FM(d)(x
d) :=
ei(nd+1)xd
eixd − 1
[Λd−1]∑
kd−1=0
ei(k
d−1,xd−1−m(d−1)xd)
(
e−i〈Λd(k
d−1)〉xd − 1
)
,
where m(s)u := (m
(s)
1 u, . . . ,m
(s)
s u) and u ∈ T1.
By degl T , l = 1, . . . , d, we denote the order of a trigonometric polynomial T (x
d) in the
variable xl. Throughout the paper we use the notation A . B for the estimate A ≤ cB,
where A and B are some nonnegative functions and c is a positive constant independent of
the appropriate variables in A and B. Up to Section 5 this constant c depends only on the
dimension d. Below A ≍ B means that A . B and B . A simultaneously. In what follows
the sign ”4” means ”<” or ”≤”. The concrete meaning of ”4” will be explained in the
appropriate place. By C(·) or Cj(·), j = 1, 2, . . . , we denote some positive constants that
depend on indicated parameters.
3. Auxiliary results
Lemma 3.1. Let d ≥ 2. Then
(3.1) DM(d)(x
d) = GM(d)(x
d) + FM(d)(x
d).
Proof. Note that
(3.2) DM(d)(x
d) =
[Λd−1]∑
kd−1=0
ei(k
d−1,xd−1)
[Λd(k
d−1)]∑
kd=0
eikdxd
and
(3.3)
[Λd(k
d−1)]∑
kd=0
eikdxd =
ei([Λd(k
d−1)]+1)xd − 1
eixd − 1
.
Thus, by using (3.2) and (3.3) and taking into account that
ei([Λd(k
d−1)]+1)xd − 1 = ei(Λd(k
d−1)+1)xd − 1 + ei(Λd(k
d−1)+1)xd
(
e−i〈Λd(k
d−1)〉xd − 1
)
,
we get (3.1). 
Lemma 3.2. Let
St(x) :=
ei(t+1)x − 1
eix − 1
, t > 0, x ∈ T1.
Then
(3.4) ‖St‖L1(T1) . log(t+ 1).
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Proof. To prove (3.4), we note that for |x| ≤ 1/(t+ 1)
(3.5)
∣∣∣∣∣ei(t+1)x − 1eix − 1
∣∣∣∣∣ . t+ 1
and for 1/(t+ 1) ≤ |x| ≤ pi
(3.6)
∣∣∣∣∣ei(t+1)x − 1eix − 1
∣∣∣∣∣ ≤ 2|eix − 1| . 1|x| .
Now, by using (3.5) and (3.6), we get
‖St‖L1(T1) =
∫
|x|≤1/(t+1)
+
∫
1/(t+1)≤|x|≤pi
.
∫
|x|≤1/(t+1)
(t+ 1)dx+
∫
1/(t+1)≤|x|≤pi
dx
|x|
. log(t+ 1).

Lemma 3.3. Let N ≥ Nl = deglDM(d+1) ≥ 1, l = 1, . . . , d+ 1. Then
(3.7) ‖GM(d+1)‖L1(Td+1) . log(N + 1)‖DM(d)‖L1(Td).
Proof. Denote
Vl(x
d) :=
DM(d)(x
d −m
(d)
l xd+1)−DM(d)(x
d −m
(d)
l+1xd+1)
eixd+1 − 1
,
where
m
(d)
l xd+1 := (0, . . . , 0︸ ︷︷ ︸
l−1
,m
(d)
l xd+1, . . . ,m
(d)
d xd+1) ∈ R
d
+, l = 1, . . . , d,
and
m
(d)
d+1xd+1 := (0, . . . , 0) ∈ R
d
+.
One has
GM(d+1)(x
d+1) = DM(d)(x
d)Snd+1(xd+1) +
DM(d)(x
d −m(d)xd+1)−DM(d)(x
d)
eixd+1 − 1
= DM(d)(x
d)Snd+1(xd+1) +
d∑
l=1
Vl(x
d).
Therefore, taking into account that 0 ≤ nd+1 ≤ N and Lemma 3.2, we get
‖GM(d+1)‖L1(Td+1) ≤ ‖Snd+1‖L1(T1)‖DM(d)‖L1(Td) +
d∑
l=1
‖Vl‖L1(Td+1)
. log(N + 1)‖DM(d)‖L1(Td) +
d∑
l=1
‖Vl‖L1(Td+1).
(3.8)
To estimate ‖Vl‖L1(Td+1), we denote m
′
l = max{|m
(d)
l |, 1}. We have
(3.9) ‖Vl‖L1(Td+1) =
∫
|xd+1|≥1/(Nm
′
l)
+
∫
|xd+1|<1/(Nm
′
l)
:= I1 + I2.
It is easy to see that |m
(d)
l | ≤ 2N . Indeed, 0 ≤ Λd+1(k
d) = nd+1 − (m
(d),kd) ≤ Nd+1
for all admissible kd ∈ Zd+ (that is for those k
d which belong to the region of summation in
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kd=0
). Hence, |m
(d)
l |kl ≤ Nd+1 + nd+1 ≤ 2N and we obviously have the desired inequality,
from which we derive
log(Nm′l) = logN + log
(
max{|m
(d)
l |, 1}
)
≤ 2 logN + 1.(3.10)
Using (3.10), we get
I1 .
∫
|xd+1|≥1/(Nm
′
l)
|DM(d)(x
d −m
(d)
l xd+1)|+ |DM(d)(x
d −m
(d)
l+1xd+1)|
|xd+1|
dxd+1
.
∫
|xd+1|≥1/(Nm
′
l)
|DM(d)(x
d)|
|xd+1|
dxd+1dx
d . (logN + 1)‖DM(d)‖L1(Td).
(3.11)
Now, let us estimate I2. Denote h = m
(d)
l xd+1 − m
(d)
l+1xd+1. By the classical Bernstein
inequality (see [7, p. 102]), we get∫
T1
|DM(d)(x
d − h)−DM(d)(x
d)|dxl ≤ |h|
∫
T1
∣∣∣∣ ∂∂xlDM(d)(xd)
∣∣∣∣dxl
≤ |h|Nl
∫
T1
|DM(d)(x
d)|dxl.
(3.12)
Therefore, by (3.12), we have
I2 .
∫
|xd+1|<1/(Nm
′
l)
dxd+1
|xd+1|
∫
Td
|DM(d)(x
d − h)−DM(d)(x
d)|dxd
.
Nl|m
(d)
l |
Nm′l
‖DM(d)‖L1(Td) . ‖DM(d)‖L1(Td).
(3.13)
Combining (3.9), (3.11), and (3.13), we obtain
(3.14) ‖Vl‖L1(Td+1) . (logN + 1)‖DM(d)‖L1(Td)
for each l = 1, . . . , d.
Finally, combining (3.8) and (3.14), we get (3.7).

Everywhere below, we denote nsj = (nj1, . . . , njs) ∈ R
s, m
(s)
j = (m
(s)
j1 , . . . ,m
(s)
js ) ∈ R
s,
M
(s)
j =

nj1 0 0 · · · 0
nj2 m
(1)
j1 0 · · · 0
nj3 m
(2)
j1 m
(2)
j2 · · · 0
...
...
...
...
njs m
(s−1)
j1 m
(s−1)
j2 · · · m
(s−1)
js−1
 ,
Λsj = (Λj1, . . . ,Λjs) : R
s−1
+ 7→ R
s,
where Λj1 = nj1 and Λjs = Λjs(ξ
s−1) := njs − (m
(s−1)
j , ξ
s−1) for s = 2, 3 . . . .
Lemma 3.4. Let β ∈ R, αd = (α1, . . . , αd) ∈ R
d, and
TM(d)(x
d) =
[Λd]∑
kd=0
akde
i(kd,xd), akd ∈ C.
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Then
(3.15)
[Λd]∑
kd=0
β4(αd,kd)
akde
i(kd,xd) =
R∑
j=1
εjTM(d)j
(xd),
where R ≤ C(d), εj ∈ {−1, 1}, and
T
M
(d)
j
(xd) =
[Λdj ]∑
kd=0
akde
i(kd,xd)
are such that degl TM(d)j
≤ degl TM(d) for all j = 1, . . . , R and l = 1, . . . , d.
Proof. The system 
0 ≤ k1 ≤ [Λ1],
0 ≤ ks ≤ [Λs(k
s−1)], s = 2, . . . , d,
β 4 (αd, kd)
implies that
0 ≤ k1 ≤ Λ1 (or 0 ≤ k1 < Λ1 + 1),
0 ≤ ks ≤ Λs(k
s−1) (or 0 ≤ ks < Λs(k
s−1) + 1), s = 2, . . . , d,
β 4 (αd, kd).
To see this, one may use the fact that for n ∈ Z the inequality n ≤ ⌊x⌋ is equivalent to n ≤ x
and the inequality n ≤ ⌈x⌉ is equivalent to n < x+ 1.
Next, by the Fourier–Motzkin elimination method (see [19, Ch. 12] and [18]), the above
system can be rewritten as a union of r (r ≤ C(d)) systems of the following form{
Λ˜j1 4 k1 4
˜˜Λj1,
Λ˜js(k
s−1) 4 ks 4
˜˜Λjs(k
s−1), s = 2, . . . , d,
where Λ˜js and
˜˜Λjs, j = 1, . . . , r, have the form (2.1). Therefore, one has
(3.16)
[Λd]∑
kd=0
β4(αd,kd)
akde
i(kd,xd) =
r∑
j=1
∑
Λ˜j14k14
˜˜Λj1
· · ·
∑
Λ˜js(ks−1)4ks4
˜˜Λjs(ks−1)
akde
i(kd,xd).
Now, (3.16) and equality (2.4) imply (3.15). 
Lemma 3.5. One has
(3.17)
∥∥∥∥∥
[Λd]∑
kd=0
Λd+1(k
d)∈Z+
ei(k
d,xd)
∥∥∥∥∥
L1(Td)
≤
R∑
j=1
‖D
M
(d)
j
‖L1(Td),
where R ≤ C1(d) and the matrices M
(d)
j , j = 1, . . . , R, are such that
(3.18) deglDM(d)j
≤ C2(d) deglDM(d) for all l = 1, . . . , d and j = 1, . . . , R.
Proof. Let us prove the following equality, from which (3.17) can be easily derived,
(3.19) S :=
[Λd]∑
kd=0
Λd+1(k
d)∈Z+
ei(k
d,xd) =
R∑
j=1
εje
i(βdj ,x
d)D
M
(d)
j
(rdjx
d +α
(1)
j x2 + · · ·+α
(d−1)
j xd),
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where εj ∈ {−1, 0, 1}, β
d
j ∈ Z
d, rdj ∈ N
d, rdjx
d = (rj1x1, . . . , rjdxd), and α
(l)
j =
(α
(l)
j1 , . . . , α
(l)
jl , 0, . . . , 0) ∈ R
d for all j = 1, . . . , R and l = 1, . . . , d− 1.
We prove (3.19) by using induction. First, let d = 1 and
S =
n1∑
k=0
n2−m1k∈Z+
eikx.
Consider four cases for the parameters n2 and m1:
1) If n2 6∈ Q and m1 ∈ Q, then it is obvious that S = 0.
2) If n2 6∈ Q and m1 6∈ Q, then there are only two possibilities: S = 0 or there exists at
most one integer β ∈ [0, n1] such that n2 − βm1 ∈ Z+. Otherwise, if there existed also an
integer β′ ∈ [0, n1] such that n2 − β
′m1 ∈ Z+, then we would have that (β
′ − β)m1 ∈ Z+,
which is impossible. Therefore, we have
S =
{
eiβx, if there exists β ∈ [0, n1] ∩ Z: n2 − βm1 ∈ Z+,
0, otherwise.
3) If n2 ∈ Q and m1 6∈ Q, then it is easy to see that
S =
{
1, n2 ∈ Z+,
0, otherwise.
4) Finally, let n2,m1 ∈ Q be such that m1 = p1/q and n2 = p2/q, where q ∈ N. Then the
condition n2 −m1k ∈ Z is equivalent to
(3.20) p1k ≡ p2 (mod q).
Let c = gcd(p1, q) (the greatest common divisor). If c 6= 1 and c ∤ p2 (c does not divide
p2), then (3.20) does not have any solution and one can put S = 0. If c = 1 or c | p2 (c
divides p2), then the solution of (3.20) can be represented as
k = β + rν, 0 ≤ β < r, ν ∈ Z.
From the inequality 0 ≤ k ≤ n1, we get that −⌊A⌋ ≤ ν ≤ ⌊B⌋, where A = β/r and
B = (n1 − β)/r. Therefore,
S =
⌊B⌋∑
ν=0
ei(β+rν)x = eiβx
⌊B⌋∑
ν=0
eirνx,
which implies (3.19) in the case d = 1.
Now, let us fix d and assume that (3.19) holds in any dimension less than d. As in the
above case d = 1, we consider several cases for the parameters in the following condition:
(3.21) Λd+1(k
d) = nd+1 −
d∑
l=1
mlkl ∈ Z+.
1) If nd+1 6∈ Q and ml ∈ Q, l = 1, . . . , d, then condition (3.21) implies that S = 0.
2) Let nd+1 6∈ Q and ml 6∈ Q, l = 1, . . . , d. In this case we have two possibilities: S = 0
or there exists a non-zero vector k1 = (k1,1, . . . , k1,d) ∈ Z
d
+ such that
(3.22) nd+1 −
d∑
l=1
mlk1,l = N1 ∈ Z+.
In the last case, supposing that k1,d 6= 0, we obtain from (3.22) that
(3.23) md = a1nd+1 +
d−1∑
l=1
b1,lml + c1,
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where a1 = 1/k1,d and c1, b1,l ∈ Q, l = 1, . . . , d − 1. Then we derive from (3.23) that in the
considered case, (3.21) is equivalent to
(1− a1kd)nd+1 −
d−1∑
l=1
ml(kl + b1,lkd)− c1kd ∈ Z+.
We again have two possibilities: S = 0 or there exists a non-zero vector k2 = (k2,1, . . . , k2,d) ∈
Zd+ such that
(3.24) (1− a1kd)nd+1 −
d−1∑
l=1
ml(k2,l + b1,lk2,d)− c1k2,d = N2 ∈ Z+.
Supposing that k2,d−1 + b1,d−1k2,d−1 6= 0, we derive from (3.24) that
md−1 = a2nd+1 +
d−2∑
l=1
b2,lml + c2,
where 0 6= a2 ∈ Q and c2, b2,l ∈ Q, l = 1, . . . , d− 2.
Repeating this procedure (d times if necessary), in the final step we again derive that
there are two possibilities: S = 0 or there exist νj , µj ∈ Q such that
(3.25) mj = νj + nd+1µj, j = 1, . . . , d.
It is clear that this representation is unique.
Next, from (3.21) and (3.25), we get
nd+1
(
1−
d∑
l=1
µlkl
)
−
d∑
l=1
νlkl ∈ Z+.
In view of nd+1 6∈ Q, we derive that this condition is possible only if
(3.26)
d∑
l=1
µlkl = 1 and
d∑
l=1
νlkl ∈ Z+.
It is clear that µd 6= 0. Thus, the first formula in (3.26) yields that kd = β−(α
d−1,kd−1) ∈ Z+,
where β = 1/µd and αl = µl/µd, l = 1, . . . , d − 1. Combining this with the second formula
from (3.26), we get
S =
[Λd−1]∑
kd−1=0
β−(αd−1,kd−1)≤[Λd(k
d−1)], β˜−(α˜d−1,kd−1)∈Z+
ei(k
d−1,xd−1)ei(β−(α
d−1,kd−1))xd .(3.27)
By Lemma 3.4, (3.27) can be rewritten as
(3.28) S = eiβxd
R′∑
j=1
ε′j
[Λ˜
d−1
j ]∑
kd−1=0
β−(αd−1,kd−1)∈Z+
ei(k
d−1,xd−1−αd−1xd),
where ε′j ∈ {−1, 1} and R
′ ≤ C(d). Thus, applying the induction hypothesis to each sum
in (3.28), we obtain (3.19).
3) Let us consider the case nd+1 ∈ Q, ml1 , . . . mlt 6∈ Q for some t ≤ d and 1 ≤ l1 < · · · <
lt ≤ d, and mk ∈ Q for k 6= lj , j = 1, . . . , t. Suppose for simplicity that mt, . . . ,md 6∈ Q. In
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this case, the condition Λd+1(k
d) ∈ Z+ implies
(3.29)
d∑
l=t
mlkl ∈ Q.
It is clear that (3.29) holds for kt = · · · = kd = 0. If there are no other admissible kt, . . . , kd
such that (3.29) is fulfilled, then (3.21) is equivalent to the following condition:
nd+1 −
t−1∑
l=1
mlkl ∈ Z+ and kt = · · · = kd = 0.
If t = 1, then this condition implies that S = 1 if nd+1 ∈ Z+ and S = 0 otherwise. In the
case t > 1, the above condition implies that
(3.30) S =
[Λt−1]∑
kt−1=0
nd+1−(m
t−1,kt−1)∈Z+
ei(k
t−1,xt−1).
Thus, applying the induction hypothesis to (3.30), we derive (3.19). Note that we have the
same conclusion in the case t = d.
Let us suppose that t < d and there exists a non-zero vector (k1,t, . . . , k1,d) ∈ Z
d−t+1
+ such
that (3.29) is fulfilled. Let, for example, k1,d 6= 0. Then, from (3.29) it follows that
md = a1,d−1md−1 + a1,d−2md−2 + · · · + a1,tmt + c1,
where c1, a1,l ∈ Q, l = t, . . . , d− 1. Thus, (3.29) can be rewritten in the following form:
(3.31)
d−1∑
l=t
ml(kl + a1,lkd) ∈ Q.
As above, let us consider two cases for (3.31). First, let (3.31) holds only if
kl + a1,lkd = 0, l = t, . . . , d− 1.
It is clear that for some l0 ∈ {t, . . . , d − 1} one has a1,l0 6= 0. Let, for simplicity, l0 = d − 1.
Then we derive that kd = a
−1
1,d−1 = γkd−1. Thus, in this case, (3.21) is equivalent to
nd+1 −
d−1∑
l=1
mlkl −mdγkd−1 ∈ Z+.
Hence,
(3.32) S =
[Λd−1]∑
kd−1=0
γkd−1≤[Λd(k
d−1)], nd+1−(m
d−1,kd−1)−mdγkd−1∈Z+
ei(k
d−1,xd−1)eiγkd−1xd .
Thus, applying Lemma 3.4 and the induction hypothesis to (3.32), we derive (3.19).
Now, let us consider the case of an existing non-zero vector (k2,t, . . . , k2,d) ∈ Z
d−t+1
+ such
that
(3.33)
d−1∑
l=t
ml(k2,l + a1,lk2,d) ∈ Q
and for some l0 ∈ {t, . . . , d− 1}
(3.34) k2,l0 + a1,l0k2,d 6= 0.
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Let, for example, (3.34) holds for l0 = d − 1. In this case, combining (3.33) and (3.34), we
derive
md−1 = a2,d−1md−2 + · · ·+ a2,tmt + c2,
where c2, a2,l ∈ Q, l = t, . . . , d− 2. Thus, (3.31) can be rewritten in the following equivalent
form:
d−2∑
l=t
ml (kl + a2,lkd−1 + (a2,la1,d−1 + a1,l)kd) ∈ Q.
It remains to apply the previous arguments a necessary number of times.
Other cases for ml1 , . . . mlt 6∈ Q can be considered in a similar way.
4) The case nd+1 6∈ Q, ml1 , . . . mlt 6∈ Q for some t ≤ d and 1 ≤ l1 < · · · < lt ≤ d, and
mk ∈ Q for k 6= lj , j = 1, . . . , t, can be considered by analogy with the cases 2) and 3).
5) It remains to consider the case nd+1 ∈ Q and ml ∈ Q, l = 1, . . . , d. We can suppose
that nd+1 = pd+1/q and ml = pl/q, l = 1, . . . , d, where q ∈ N.
Denote cd = gcd(pd, q). If cd = 1 or cd | pd+1 − (p
d−1,kd−1), then, by the well-known
formula for the Diophantine equations, the condition Λd+1(k
d) ∈ Z implies that
(3.35) kd = b0 − (a
d−1, kd−1) + rν, ν ∈ Z,
where
r =
q
cd
≥ 1, b0 =
pd+1
cd
(
pd
cd
)ϕ( q
cd
)−1
, al =
pl
cd
(
pd
cd
)ϕ( q
cd
)−1
, l = 1, . . . , d− 1,
and ϕ is Euler’s function. It is clear that one can rewrite (3.35) such that
kd = b− (a
d−1, kd−1) + rν, ν ∈ Z,
and
(ad−1, kd−1)− b ≥ 0
for all admissible kd ∈ Zd+.
Since 0 ≤ kd ≤ Λd(k
d−1), we get
1
r
(
(ad−1,kd−1)− b
)
≤ ν ≤
1
r
(
[Λd(k
d−1)] + (ad−1,kd−1)− b
)
and, therefore, it follows that
S =
[Λd−1]∑
kd−1=0
(pd+1−(p
d−1,kd−1))/cd∈Z+
ei(k
d−1,xd−1)
[Λd(k
d−1)]∑
kd=0
kd=(b−(a
d−1,kd−1))+rν
eikdxd
= eibxd
[Λd−1]∑
kd−1=0
(pd+1−(p
d−1,kd−1))/cd∈Z+
ei(k
d−1,xd−1−ad−1xd)
[B(kd−1)]∑
ν=⌈A(kd−1)⌉
eirνxd ,
(3.36)
where
A(kd−1) =
1
r
(
(ad−1, kd−1)− b
)
and
[B(kd−1)] =

⌊
1
r
(
Λd(k
d−1) + (ad−1,kd−1)− b
)⌋
, [Λd(k
d−1)] = ⌊Λd(k
d−1)⌋,⌈
1
r
(
Λd(k
d−1) + (ad−1,kd−1)− b+ 1
)⌉
− 1, otherwise.
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Next, to ensure (3.18) we choose b˜ ∈ Z and a˜d−1 ∈ Zd−1 such that
dNd ≤
∣∣∣∣ br − b˜
∣∣∣∣ ≤ 1 + dNd
and
dNd ≤
∣∣∣al
r
− a˜l
∣∣∣ ≤ 1 + dNd, l = 1, . . . , d− 1,
where Nd = degdDM(d) . Thus, we get
[B(kd−1)]∑
ν=⌈A(kd−1)⌉
eirνxd = eir(b˜−(a˜
d−1,kd−1))xd
[B(kd−1)]∑
ν=⌈A(kd−1)⌉
eir(ν−(b˜−(a˜
d−1,kd−1)))xd
= eir(b˜−(a˜
d−1,kd−1))xd
[B˜(kd−1)]∑
ν=⌈A˜(kd−1)⌉
eirνxd ,
(3.37)
where
0 ≤ A˜(kd−1) ≤ B˜(kd−1) ≤ 2dNd.
Finally, combining (3.36) and (3.37), and using (2.4) and the inductive hypothesis, we ob-
tain (3.19).

Lemma 3.6. Let r ∈ N and Λd+1(k
d) ≥ 0. In terms of Lemma 3.5, one has∥∥∥∥∥∥
[Λd]∑
kd=0
ei(k
d,xd)〈Λd+1(k
d)〉r
∥∥∥∥∥∥
L1(Td)
.
R∑
j=1
‖D
M
(d)
j
‖L1(Td) +
r∑
ν=1
(
r
ν
)∥∥∥∥∥∥
[Λd]∑
kd=0
ei(k
d,xd){Λd+1(k
d)}ν
∥∥∥∥∥∥
L1(Td)
.
(3.38)
Proof. Inequality (3.38) is obvious for 〈x〉 = {x}. Let us consider the case 〈x〉 = x−⌈x⌉.
Using the equality
〈x〉 = x− ⌈x⌉ =
{
0, x ∈ Z,
{x} − 1, x 6∈ Z,
we derive
[Λd]∑
kd=0
ei(k
d,xd)〈Λd+1(k
d)〉r
=
[Λd]∑
kd=0
ei(k
d,xd)
(
{Λd+1(k
d)} − 1
)r
− (−1)r
[Λd]∑
kd=0
Λd+1(k
d)∈Z
ei(k
d,xd)
= (−1)r+1
[Λd]∑
kd=0
Λd+1(k
d)∈Z
ei(k
d,xd) +
[Λd]∑
kd=0
ei(k
d,xd)
+
r∑
ν=1
(−1)r−ν
(
r
ν
) [Λd]∑
kd=0
ei(k
d,xd){Λd+1(k
d)}ν .
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Therefore, ∥∥∥∥∥∥
[Λd]∑
kd=0
ei(k
d,xd)〈Λd+1(k
d)〉r
∥∥∥∥∥∥
L1(Td)
≤
∥∥∥∥∥
[Λd]∑
kd=0
Λd+1(k
d)∈Z
ei(k
d,xd)
∥∥∥∥∥
L1(Td)
+
∥∥∥∥∥
[Λd]∑
kd=0
ei(k
d,xd)
∥∥∥∥∥
L1(Td)
+
r∑
ν=1
(
r
ν
)∥∥∥∥∥∥
[Λd]∑
kd=0
ei(k
d,xd){Λd+1(k
d)}ν
∥∥∥∥∥∥
L1(Td)
.
(3.39)
It remains to apply Lemma 3.5 to the first sum in the right-hand side of (3.39). 
Lemma 3.7. One has
‖FM(d+1)‖L1(Td+1) .
∞∑
s=1
(2pi)s
s!
∥∥∥∥∥∥
[Λd]∑
kd=0
ei(k
d,xd)〈Λd+1(k
d)〉s
∥∥∥∥∥∥
L1(Td)
.
Proof. We have
‖FM(d+1)‖L1(Td+1)
.
∫
Td+1
1
|xd+1|
∣∣∣∣∣∣
[Λd]∑
kd=0
ei(k
d,xd)
(
e−i〈Λd+1(k
d)〉xd+1 − 1
)∣∣∣∣∣∣dxd+1
.
∫
Td+1
1
|xd+1|
∣∣∣∣∣∣
[Λd]∑
kd=0
ei(k
d,xd)
∞∑
s=1
(−ixd+1)
s
s!
〈Λd+1(k
d)〉s
∣∣∣∣∣∣ dxd+1
.
∞∑
s=1
(2pi)s
s!
∫
Td
∣∣∣∣∣∣
[Λd]∑
kd=0
ei(k
d,xd)〈Λd+1(k
d)〉s
∣∣∣∣∣∣dxd.
The lemma is proved. 
Lemma 3.8. Let s ∈ N and Λd+1(k
d) = nd+1 − (m
(d),kd) ≥ 0, where nd+1 = pd+1/q ∈ Q
and m
(d)
l = pl/q ∈ Q, l = 1, . . . , d, with q ∈ N. Then
(3.40)
∥∥∥∥∥∥
[Λd]∑
kd=0
ei(k
d,xd){Λd+1(k
d)}s
∥∥∥∥∥∥
L1(Td)
. log(s(q + 1))‖DM(d)‖L1(Td).
Proof. To prove (3.40), let us consider the following auxiliary 1-periodic function:
h(u) :=
{
us, 0 ≤ u ≤ 1− 1q ,(
1− 1q
)s
q(1− u), 1− 1q ≤ u ≤ 1.
One has (see [1, p. 1063])
|ĥ(k)| .
1
|k|
and |ĥ(k)| .
sq
|k|2
, k ∈ Z,
and
(3.41)
∑
k∈Z
|ĥ(k)| . log (s(q + 1)) ,
where {ĥ(k)} are the Fourier coefficients of h.
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Now, using (3.41), we obtain∥∥∥∥∥∥
[Λd]∑
kd=0
ei(k
d,xd){Λd+1(k
d)}s
∥∥∥∥∥∥
L1(Td)
=
∫
Td
∣∣∣∣∣∣
[Λd]∑
kd=0
ei(k
d,xd)h
(
Λd+1(k
d)
)∣∣∣∣∣∣ dxd
=
∫
Td
∣∣∣∣∣∣
[Λd]∑
kd=0
ei(k
d,xd)
(∑
ν∈Z
ĥ(ν)e2piiνΛd+1(k
d)
)∣∣∣∣∣∣dxd
≤
∑
ν∈Z
|ĥ(ν)|
∫
Td
∣∣∣∣∣∣
[Λd]∑
kd=0
ei(k
d,xd)
∣∣∣∣∣∣dxd
. log(s(q + 1))‖DM(d)‖L1(Td).

Lemma 3.9. Let N ≥ deglDM(d+1) , l = 1, . . . , d+ 1. In terms of Lemma 3.5, one has
(3.42)
∥∥∥∥∥∥
[Λd]∑
kd=0
ei(k
d,xd){Λd+1(k
d)}s
∥∥∥∥∥∥
L1(Td)
. (log s(N + 1) + 2s)
R∑
j=1
‖D
M
(d)
j
‖L1(Td).
Proof. By Dirichlet’s theorem on simultaneous diophantine approximation, for any Q >
1 there exist pl ∈ Z+, l = 1, . . . , d+ 1, and q ∈ N, 1 ≤ q ≤ Q, such that∣∣∣∣nd+1 − pd+1q
∣∣∣∣ < 1
qQ
1
d+1
and ∣∣∣∣m(d)l − plq
∣∣∣∣ < 1
qQ
1
d+1
, l = 1, . . . , d.
Denote
γd+1 = nd+1 −
pd+1
q
, γl = m
(d)
l −
pl
q
, l = 1, . . . , d,
γl = (γ1, . . . , γl), p
l = (p1, . . . , pl), l = 1, . . . , d+ 1.
Let us take Q = N (d+1)
2
. In what follows, we may suppose that N ≥ 2. Then it is easy
to see that
{Λd+1(k
d)} = γd+1 − (γ
d,kd) +
{
Λ˜d+1(k
d)
}
+
{
1, γd+1 < (γ
d,kd) and Λ˜d+1(k
d) ∈ Z+,
0, otherwise,
where
Λ˜d+1(k
d) =
pd+1 − (p
d,kd)
q
.
Thus, we get
S :=
[Λd]∑
kd=0
ei(k
d,xd){Λd+1(k
d)}s =
[Λd]∑
kd=0
ei(k
d,xd)
(
γd+1 − (γ
d,kd) +
{
Λ˜d+1(k
d
1)
})s
+
[Λd]∑
kd=0
γd+1<(γ
d,kd), Λ˜d+1(k
d
1
)∈Z+
ei(k
d,xd) := S1 + S2.
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Let us consider the polynomial S1. We have
S1 =
[Λd]∑
kd=0
ei(k
d,xd)
s∑
ν=0
(
s
ν
)(
γd+1 − (γ
d,kd)
)ν {
Λ˜d+1(k
d)
}s−ν
=
[Λd]∑
kd=0
ei(k
d,xd)
{
Λ˜d+1(k
d)
}s
+
s∑
ν=1
(
s
ν
) [Λd]∑
kd=0
ei(k
d,xd)
(
γd+1 − (γ
d,kd)
)ν {
Λ˜d+1(k
d)
}s−ν
:= S11 + S12.
Taking into account that q ≤ Q = N (d+1)
2
and using (3.40), we obtain
(3.43) ‖S11‖L1(Td) . log
(
s(N (d+1)
2
+ 1)
)
‖DM(d)‖L1(Td).
Since |γd+1 − (γ
d,kd)| . 1
Nd+1
, it follows that
(3.44) ‖S12‖L1(Td) ≤
s∑
ν=1
(
s
ν
) [Λd]∑
kd=0
1
Nd+1
. 2s . 2s‖DM(d)‖L1(Td).
Thus, combining (3.43) and (3.44), we derive
‖S1‖L1(Td) . (log s(1 +N) + 2
s) ‖DM(d)‖L1(Td).(3.45)
At the same time, by Lemma 3.4 and Lemma 3.5, we obtain
(3.46) ‖S2‖L1(Td) .
R∑
j=1
‖D
M
(d)
j
‖L1(Td).
Finally, combining (3.45) and (3.46), we get (3.42).

Lemma 3.10. Let N ≥ deglDM(d+1) , l = 1, . . . , d+ 1. In terms of Lemma 3.5, one has
‖FM(d+1)‖L1(Td+1) . log(N + 1)
R∑
j=1
‖D
M
(d)
j
‖L1(Td).
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Proof. By Lemma 3.7, Lemma 3.6, and Lemma 3.9, we obtain
‖FM(d+1)‖L1(Td+1) .
∞∑
s=1
(2pi)s
s!
(
R˜∑
j=1
‖D
M˜
(d)
j
‖L1(Td)
+
s∑
ν=1
(
s
ν
)∥∥∥∥ [Λ
d]∑
kd=0
ei(k
d,xd){Λd+1(k
d)}ν
∥∥∥∥
L1(Td)
)
.
∞∑
s=1
(2pi)s
s!
(
R˜∑
j=1
‖D
M˜
(d)
j
‖L1(Td)
+
s∑
ν=1
(
s
ν
)(
(log ν(N + 1) + 2ν)
R¯∑
j=1
‖D
M¯
(d)
j
‖L1(Td)
))
. log(N + 1)
∞∑
s=1
(2pi)s4s
s!
R∑
j=1
‖D
M
(d)
j
‖L1(Td),
where
R∑
j=1
‖D
M
(d)
j
‖L1(Td) =
R˜∑
j=1
‖D
M˜
(d)
j
‖L1(Td) +
R¯∑
j=1
‖D
M¯
(d)
j
‖L1(Td).
The lemma is proved. 
Now, let us find an estimate of the Lebesgue constant for the following Dirichlet kernel:
DM(d)(x
d) =
[Λ1]∑
k1=0
[Λ2(k1)]∑
k2=0
· · ·
[Λd(k
d−1)]∑
kd=0
ei(k
d,xd).(3.47)
Lemma 3.11. (Main Lemma) Let Nl = deglDM(d) ≥ 1, l = 1, . . . , d. Then
(3.48) ‖DM(d)‖L1(Td) .
d∏
l=1
log(Nl + 1).
Proof. One can suppose that N1 ≤ N2 ≤ · · · ≤ Nd. Otherwise, one can change the
order of summation (using equality (2.4)) and rearrange the variables (x1, . . . , xd) such that
the following representation holds:
DM(d)(x
d) =
r∑
j=1
εjDM(d)j
(
x
i
(j)
1
, . . . , x
i
(j)
d
)
,
where r ≤ C(d), εj ∈ {−1, 1}, and (i
(j)
1 , . . . , i
(j)
d ) is a rearrangement of (1, . . . , d) such that
(3.49) deg
i
(j)
1
D
M
(d)
j
≤ · · · ≤ deg
i
(j)
d
D
M
(d)
j
, j = 1, . . . , r,
and
(3.50) deg
i
(j)
l
D
M
(d)
j
≤ deg
i
(j)
l
DM(d) , l = 1, . . . , d, j = 1, . . . , r.
Therefore, since
‖DM(d)‖L1(Td) ≤
r∑
j=1
‖D
M
(d)
j
‖L1(Td),
to prove the lemma, one has to estimate the norm of D
M
(d)
j
for each j = 1, . . . , r and take
into account (3.49) and (3.50).
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Let us prove (3.48) by induction. For d = 1, the inequality (3.48) is obvious. Suppose
that for any s = 2, . . . , d one has
(3.51)
∥∥D
M˜(s)
∥∥
L1(Ts)
.
s∏
l=1
log(Nl + 1),
where D
M˜(s)
is some polynomial of the form (3.47) such that deglDM˜(s) ≤ C(d)Nl, l =
1, . . . , s. Let us prove that
(3.52) ‖DM(d+1)‖L1(Td+1) .
d+1∏
l=1
log(Nl + 1),
where
DM(d+1)(x
d+1) =
[Λ1]∑
k1=0
[Λ2(k1)]∑
k2=0
· · ·
[Λd(k
d−1)]∑
kd=0
[Λd+1(k
d)]∑
kd+1=0
ei(k
d+1,xd+1),
Nd+1 = degd+1DM(d+1) ≥ Nd, and Λd+1(k
d) ≥ 0 for all admissible vectors kd.
Indeed, by Lemma 3.1, Lemma 3.3, and Lemma 3.10, we obtain
‖DM(d+1)‖L1(Td+1) ≤ ‖GM(d+1)‖L1(Td+1) + ‖FM(d+1)‖L1(Td+1)
. log(Nd+1 + 1)‖DM(d)‖L1(Td) + log(Nd+1 + 1)
R∑
j=1
‖D
M
(d)
j
‖L1(Td),
(3.53)
where D
M
(d)
j
is such that deglDM (d)j
≤ C(d)Nl for all l = 1, . . . , d and j = 1, . . . , R. There-
fore, applying (3.51) to the last inequality in (3.53), we get (3.52).
The lemma is proved. 
4. Main results
In the following theorem, we obtain an estimate from above of the Lebesgue constant for
a general convex polyhedron.
Theorem 4.1. (Main Theorem) Let P ⊂ Rd be a bounded convex polyhedron such that
P ⊂ [0, n1] × · · · × [0, nd], nj ≥ 1, j = 1, . . . , d, and let s be size of the triangulation of P .
Then
(4.1) L(P ) ≤ C(s, d)
d∏
j=1
log(nj + 1).
Moreover, if minj=1,...,d nj →∞ in (4.1), then C(s, d) ≤ C(d)s.
Proof. We start from the triangulation of the polyhedron. Let P be triangulated by s
tetrahedra Tj such that
P =
s⋃
j=1
Tj
and Tj ∩ Ti, i 6= j, is either empty or a face of both tetrahedra (see [5], [16, p. 842]). Using
the inclusion–exclusion principle, we obtain
(4.2) L(P ) ≤
s∑
j=1
L(Tj) +
s∑
ν=2
 ∑
1≤l1<···<lν≤s
L(Tl1 ∩ · · · ∩ Tlν )
 .
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Note that the dimension of the tetrahedron Tl1∩· · ·∩Tlν is less than d. Thus, to prove the
theorem it is sufficient to prove (4.1) for any tetrahedron T such that T ⊂ [0, n1]×· · ·×[0, nd].
In particular, this and (4.2) yield
L(P ) ≤ C(d)s
d∏
j=1
log(nj + 1) + C(d, s)
d∑
j=1
d∏
i=1
i6=j
log(nj + 1).
This inequality implies the statement of the theorem.
Suppose that a tetrahedron T ⊂ [0, n1]× · · · × [0, nd] is given as a set of vectors ξ
d ∈ Rd+
such that
(4.3) (α
(d)
l , ξ
d) ≤ βl,
where α
(d)
l = (α
(d)
l1 , . . . , α
(d)
ld ) ∈ R
d and βl ∈ R, l = 1, . . . , d+ 1.
Solving the system of inequalities (4.3) by the Fourier–Motzkin elimination method (see,
e.g., [19, Ch. 12] and [18]), one can verify that T can be represented in the following form
T =
R⋃
j=1
Pj,
where R ≤ C(d) and Pj ⊂ T are (non-closed) polyhedra such that Pj ∩ Pi = ∅, i 6= j, and
for each j = 1, . . . , R the set Pj can be defined as a set of vectors ξ
d ∈ Rd+ satisfying the
system {
Λj1 4 ξ1 4 Λj1,
Λjs(ξ
s−1) 4 ξs 4 Λjs(ξ
s−1), s = 2, . . . , d,
where Λj1 and Λj1 are positive numbers and the functions Λjs and Λjs, s = 2, . . . , d, have
the form (2.1) (we associate Λ
d
j = (Λj1, . . . ,Λjd) and Λ
d
j = (Λj1, . . . ,Λjd) with the matrixes
M
(d)
j and M
(d)
j , correspondingly). Thus, we have
(4.4)
∥∥∥∥∥ ∑
k∈T∩Zd+
ei(k,x)
∥∥∥∥
L1(Td)
≤
R∑
j=1
∥∥∥∥∥ ∑
k∈Pj∩Zd+
ei(k,x)
∥∥∥∥∥
L1(Td)
.
By using equality (2.4), we derive the following representation for each Pj, j = 1, . . . , R,
(4.5)
∑
k∈Pj∩Zd+
ei(k,x) =
R˜j∑
ν=1
εν,jDM˜(d)ν,j
(xd),
where R˜j ≤ C(d), εν,j ∈ {−1, 0, 1}, and DM˜(d)ν,j
has the form (3.47). It is obvious that we can
choose the matrixes M˜
(d)
ν,j such that deglDM˜(d)ν,j
≤ nl for each l = 1, . . . , d, j = 1, . . . , R, and
ν = 1, . . . , R˜j . Finally, combining (4.4) and (4.5) and applying Lemma 3.11 to each DM˜(d)ν,j
,
we derive
L(T ) ≤
R∑
j=1
R˜j∑
ν=1
‖D
M˜
(d)
ν,j
‖L1(Td) ≤ C(d)
d∏
j=1
log(nj + 1).
The theorem is proved. 
Remark 4.1. In the case d = 2, more accurate calculations show that the inequality (4.1)
holds with C(s, 2) = cs, where c is some absolute constant.
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In the next theorem, we obtain an estimate from below of the Lebesgue constant for one
class of convex polyhedra. In particular, the result below shows the sharpness of Theorem 4.1.
Theorem 4.2. Let P be a bounded convex polyhedron in Rd such that [0, n1]×· · ·×[0, nd] ⊂
Pm ⊂ R
d
+ and let nj ≥ 1, j = 1, . . . , d. Then
(4.6)
d∏
j=1
log(nj + 1) . L(P ).
Proof. By using a multidimensional generalization of Hardy’s inequality (see [17, p. 69])
(4.7)
N1∑
k1=0
· · ·
Nd∑
kd=0
|ak|
(k1 + 1) . . . (kd + 1)
.
∥∥∥∥ N1∑
k1=0
· · ·
Nd∑
kd=0
ake
i(k,x)
∥∥∥∥
L1(Td)
and the induction argument, we get∥∥∥∥ ∑
k∈P∩Zd+
ei(k,x)
∥∥∥∥
L1(Td)
&
∑
k∈P∩Zd+
1
(k1 + 1)(k2 + 1) . . . (kd + 1)
&
⌊n1⌋∑
k1=0
⌊n2⌋∑
k2=0
· · ·
⌊nd⌋∑
kd=0
1
(k1 + 1)(k2 + 1) . . . (kd + 1)
&
d∏
j=1
log(nj + 1).
The theorem is proved. 
Now, let us consider some examples of application of Theorem 4.1 and Theorem 4.2.
The simplest example is the rectangle Rn = [0, n1]× · · · × [0, nd]. One has (see (1.4))
L(Rn) ≍
d∏
j=1
log(nj + 1).
The problem becomes non-trivial for tetrahedra.
Corollary 4.1. Let nj ≥ 1, j = 1, . . . , d, and
∆n =
ξ ∈ Rd+ :
d∑
j=1
ξj
nj
≤ 1
 .
Then
L(∆n) ≍
d∏
j=1
log(nj + 1).
Proof. To prove the corollary, it is sufficient to note that
[0, n1/d] × · · · × [0, nd/d] ⊂ ∆n ⊂ [0, n1]× · · · × [0, nd]
and use Theorem 4.1 and Theorem 4.2. 
By analogy, we can prove the following result which can be applied in multivariate poly-
nomial interpolation on the Lissajous-Chebyshev nodes (see [6], see also [10] in the case
d = 2).
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Corollary 4.2. Let nj ≥ 1, j = 1, . . . , d, and
Tn =
{
ξ ∈ Rd+ :
ξi
ni
+
ξj
nj
≤ 1, for i 6= j, i, j = 1, . . . , d
}
.
Then
(4.8) L(Tn) ≍
d∏
j=1
log(nj + 1).
5. Estimates of the Lp Lebesgue constant for convex polyhedra
Let
L(W )p :=
 1
(2pi)d
∫
Td
∣∣∣∣ ∑
k∈W∩Zd
ei(k,x)
∣∣∣∣pdx
 1p
be the Lp Lebesgue constant for the set W ⊂ R
d.
Above, we obtained the estimates of L(W )p for convex polyhedra in the case p = 1. It
turns out that all these results can be transferred to the case 1 < p < ∞ after some minor
changes.
In particular, in the following results, we improve and generalize the main results in [1]
and [2]. Everywhere below, 1 < p <∞ and constants in ”.” and ”&” depend only on p and
d.
Theorem 5.1. Let P ⊂ Rd be a bounded convex polyhedron such that P ⊂ [0, n1]× · · · ×
[0, nd], nj ≥ 1, j = 1, . . . , d, and let s be size of the triangulation of P . Then
(5.1) L(P ) ≤ C(s, d, p)
d∏
j=1
(nj + 1)
1− 1
p .
Moreover, if minj=1,...,d nj →∞ in (5.1), then C(s, d, p) ≤ C(d, p)s.
Proof. Inequality (5.1) can be proved repeating step by step the proof of main
Lemma 3.11 and other auxiliary lemmas. Here, we only note that instead of (3.4) one has to
use the inequality
‖St‖Lp(T1) . (t+ 1)
1− 1
p .

Theorem 5.2. Let P be a bounded convex polyhedron in Rd such that [0, n1]×· · ·×[0, nd] ⊂
P ⊂ Rd+ and let nj ≥ 1, j = 1, . . . , d. Then
(5.2)
d∏
j=1
(nj + 1)
1− 1
p . L(P )p.
Proof. The proof of estimate (5.2) is almost the same as the proof of (4.6). The only
difference is that instead of (4.7) we have to use the following Lp Hardy-Littlewood inequality
(see [8]) N1∑
k1=0
· · ·
Nd∑
kd=0
|ak|
p
((k1 + 1) . . . (kd + 1))2−p

1
p
.
∥∥∥∥ N1∑
k1=0
· · ·
Nd∑
kd=0
ake
i(k,x)
∥∥∥∥
Lp(Td)
,
where the coefficients {ak}k∈Zd+
satisfy the condition ak ≤ am if kl ≥ ml for all l = 1, . . . , d.

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