This paper concerns the maximum coding rate at which data can be transmitted over a noncoherent, singleantenna, Rayleigh block-fading channel using an error-correcting code of a given blocklength with a block-error probability not exceeding a given value. A high-SNR normal approximation of the maximum coding rate is presented that becomes accurate as the signal-to-noise ratio (SNR) and the number of coherence intervals L over which we code tend to infinity. Numerical analyses suggest that the approximation is accurate already at SNR values of 15 dB and when the number of coherence intervals is 10 or more.
I. INTRODUCTION
There exists an increasing interest in the problem of transmitting short packets in wireless communications.
For example, the vast majority of wireless connections in the next generations of cellular systems will most likely be originated by autonomous machines and devices, which predominantly exchange short packets. It is also expected that enhanced mobile-broadband services will be complemented by new services that target systems requiring reliable real-time communication with stringent requirements on latency and reliability. For more details see [1] and references therein. While in the absence of latency constraints, capacity and outage capacity provide accurate benchmarks for the throughput achievable in wireless communication systems, for low-latency wireless communications a more refined analysis of the maximum coding rate as a function of the blocklength is needed.
Such an analysis is provided in this paper. Let R * (n, ) denote the maximum coding rate at which data can be transmitted using an error-correcting code of a determined length n with a block-error probability not larger than . Building upon Dobrushin's and Strassen's asymptotic results, Polyanskiy, Poor and Verdú showed that for various channels with a positive capacity C, the maximum coding rate can be tightly approximated by [2] R * (n, ) = C − V n Q −1 ( ) + O log n n
where V denotes the channel dispersion [2, Def. 1], Q −1 ( ) denotes the inverse of the Gaussian Q-function
and O(log n/n) comprises terms that decay no slower than log n/n. The approximation that follows from (1) by ignoring the O(log n/n) term is sometimes referred to as normal approximation.
The work by Polyanskiy et al. [2] has been generalized to some wireless communication channels. For instance, the channel dispersion of coherent fading channels-where the receiver has perfect knowledge of the realizations of the fading coefficients-was studied by Polyanskiy and Verdú for the single-antenna case [3] , and by Collins and
Polyanskiy for the multiple-input single-output (MISO) [4] and the multiple-input multiple-output (MIMO) case [5] , [6] . The channel dispersion of single-antenna quasistatic fading channels when both transmitter and receiver have perfect knowledge of the realization of the fading coefficients and the transmitter satisfies a long-term power constraint was obtained by Yang et al. [7] . In the noncoherent setting-where neither the transmitter nor the receiver have a priori knowledge of the realizations of the fading coefficients-the channel dispersion is only known in the quasistatic case, where it is zero [8] , [9] . Upper and lower bounds on the second-order coding rate of quasistatic MIMO Rayleigh-fading channels have further been reported in [10] for the asymptotically-ergodic setup where the number of antennas grows linearly with the blocklength. For noncoherent Rayleigh block-fading channels, nonasymptotic bounds on the maximum coding rate were presented by Yang et al. for the single-antenna case [11] and byÖstman et al. for the MIMO case [12] , [13] . For further references see [1] .
In a nutshell, in the noncoherent setting the channel dispersion is only known in the quasistatic case. For general block-fading channels, the maximum coding rate needs to be assessed by means of nonasymptotic bounds, whose evaluation is often computationally demanding. Obtaining an expression for the channel dispersion of noncoherent block-fading channels is difficult because for such channels the capacity-achieving input distribution is in general unknown. Thus, the standard approach of obtaining expressions of the form (1), which consists of first evaluating nonasymptotic upper and lower bounds on R * (n, ) for the capacity-achieving input and output distributions and then analyzing these bounds in the limit as n → ∞, cannot be followed.
In this paper, we present an expression similar to (1) of the maximum coding rate R * (L, , ρ) achievable over noncoherent, single-antenna, Rayleigh block-fading channels using error-correcting codes that span L coherence intervals, have a block-error probability no larger than , and satisfy the power constraint ρ. By replacing the capacity and channel dispersion by asymptotically tight approximations, we obtain a high-SNR normal approximation of The rest of this paper is organized as follows. Section II presents the system model. Section III introduces the most important quantities and defines the notation used in this paper. Section IV is divided into three subsections.
The first subsection presents the main result of the paper: a high-SNR normal approximation of R * (L, , ρ); the second subsection discusses the accuracy of the normal approximation by means of numerical evaluations; and the third subsection discusses some applications of our normal approximation. Section V contains the proof of the main result. Section VI concludes the paper with a discussion of the presented results. Some of the proofs are deferred to the appendices.
II. SYSTEM MODEL
We consider a single-antenna Rayleigh block-fading channel with coherence interval T > 2. For this channel model, the input-output relation within the -th coherence interval is given by
where X and Y are T -dimensional, complex-valued, random vectors containing the input and output signals, respectively; W is the additive noise, which is assumed to be a random vector with independent and identically distributed (i.i.d.) zero-mean, unit-variance, circularly-symmetric, complex Gaussian entries; and H is Rayleigh fading, i.e., it is a zero-mean, unit-variance, circularly-symmetric, complex Gaussian random variable. We assume that H and W are independent and take on independent realizations over successive coherence intervals. We further assume that the joint law of (H , W ) does not depend on the channel inputs. We consider a noncoherent setting where transmitter and receiver are aware of the distribution of H but not of its realization.
We next introduce the notion of a channel code. For simplicity, we shall restrict ourselves to codes whose blocklength n satisfies n = LT , where L denotes the number of coherence intervals of length T needed to transmit the whole code. An (M, L, , ρ) code for the channel (3) consists of the following:
The codewords are assumed to satisfy the power constraint
Since the variance of H and of the entries of W are normalized to one, ρ in (4) can be interpreted as the average SNR at the receiver.
2) A decoder g: C LT → {1, . . . , M } satisfying the maximum error probability constraint
where
is the channel output induced by the transmitted codeword X L = f (a) according to (3) . 1 In contrast to [13] , where the power constraint (4) is assumed to hold with equality, here we consider the more general case where the power constraint may also be satisfied with strict inequality. 4 The maximum coding rate R * (L, , ρ) is defined as the largest rate log M/(LT ) for which there exists an (M, L, , ρ)
III. PRELIMINARIES AND NOTATION
Gaussian. Thus, the conditional probability density function (pdf) of Y given X = x is independent of and satisfies
where (·) H denotes Hermitian transposition. Here and throughout the paper, we omit the subscript when immaterial.
We shall refer to the distribution P (U) 
where [11, Eq. (18) ]
Here,γ(·, ·) denotes the regularized lower incomplete gamma function [17, Sec. 6.5] and Γ(·) denotes the gamma function [17, Sec. 6.1.1]. The following lemma presents an upper and lower bound on the logarithm of the regularized lower incomplete gamma function, which we shall use throughout this paper.
Lemma 1:
The logarithm of the regularized lower incomplete gamma function can be bounded as
Proof: The left-most inequality follows because the regularized lower incomplete gamma function is no larger than 
In order to obtain the right-most inequality in (9), we first lower-boundγ(·, ·) using (10)
where the second step follows by simple algebraic manipulations. Since e z ≥ 1+z, this can be further upper-bounded
Throughout this paper, we shall denote by Y L a blockwise i.i.d. Gaussian random vector whose conditional pdf,
, is given by L =1 p Y|X (y |x ) with p Y|X (y|x) as in (7) . We shall denote byỸ Conditioned on
and Y 2 are as follows:
where e Conditioned on X 2 = T α , the distributions of |Ỹ H X | 2 and Ỹ 2 can be written as
In (14)- (17), the parameter α can be thought of as the power allocated over the coherence interval .
We next introduce some notation and preliminary results that will be helpful in the remainder of the paper. The
is the output pdf induced by the input distribution. When the input distribution is USTM, the
Using the left-most inequality in Lemma 1, we can lower-bound (20) by
The expected value of (20) , denoted by I(ρ) E i (ρ)], can be written as
We next compute the expected value of (21), denoted by I(ρ) E i (ρ)], as
where the expected value has been solved using [20, Sec. 4 
We define the missmatched information density as
Using this definition together with (7), (8a) and (8b), the missmatched information density
By (14) and (15), j(X ; Y ) depends on X only via X 2 = T α . We can thus express j(X ; Y ) conditioned on X 2 = T α as
Note that j (ρ) = i (ρ) when the input distribution is USTM.
1+T ρ T ρ , and let
By Lemma 1, we have that, with probability one,
Let
The conditional expected value of (29) given X 2 = T α , denoted bȳ
, can be evaluated as
It can be shown that J(·) and I(·) bound the capacity
Indeed, on the one hand we have
where the first inequality follows from [22, Th. 5.1], and the second inequality follows from (30) . On the other hand,
where the first inequality follows because USTM is a valid input distribution, and the second inequality follows by (24) .
where the subscript ρ inV ρ (α) is introduced to highlight thatV ρ (α) depends both on α and ρ, but it is omitted when α = ρ. In Lemma 8 (Appendix H) and Lemma 9 (Appendix I), we show that
can be approximated as
A closed form expression for I(ρ) is given in (23b). Moreover,Ũ in (36b) and (36d) is defined as
Here and throughout the paper, we use the notation o ξ (1) to describe terms that only depend on ξ and that vanish as ξ → ∞. Specifically, o ρ (1) only depends on ρ and vanishes as ρ → ∞. Similarly, we will use the notation
, where f (ξ) is a strictly decreasing function in ξ, to describe terms that only depend on ξ and that decay in ξ no slower than f (ξ).
IV. MAIN RESULTS
The main result of this paper is a high-SNR normal approximation on R * (L, , ρ) presented in Section IV-A. In
Section IV-B, we assess the accuracy of this approximation by means of numerical examples. Possible applications are discussed in Section IV-C.
A. A High-SNR Normal Approximation
Theorem 1: Assume that T > 2 and that 0 < <
where I(ρ) andŨ are defined in (23b) and (37), respectively.
Ignoring the O L (log L/L) and the o ρ (1) terms in (38), we obtain the following high-SNR normal approximation:
The closed form expression for I(ρ) in (23b) contains a hypergeometric function, which is difficult to analyze mathematically. We therefore present also a simplified expression that is less accurate than (23b) but easier to analyze. Specifically, it follows from Lemma 8 in Appendix H that
where γ denotes Euler's constant.
The quantity I(ρ)/T is a high-SNR approximation of the information rate achievable with i.i.d. USTM inputs;
cf. [23, Eq. (12)] (see also [11, Eq. (5)]). It is shown in [14, Th. 4 ] that I(ρ)/T is an asymptotically-tight lower bound on the capacity C(ρ) in the sense that
According to Theorem 1, the ratioŨ /T 2 can be viewed as a high-SNR approximation of the channel dispersion. 3 Typically, these terms will also depend on T . However, we do not make this dependence explicit in the notation, since we view T as a fixed parameter.
For comparison, the channel dispersion V c (ρ) of the coherent Rayleigh block-fading channel is given by [3,
and the channel dispersion of the (nonfading) complex additive white Gaussian noise (AWGN) channel is [1, Eq. (8)]
Observe thatŨ /T 2 corresponds to the dispersion one obtains by transmitting one pilot symbol per coherence block to estimate the fading coefficient, and by then transmitting T − 1 symbols per coherence block over a coherent fading channel. A similar observation can be made when comparing I(ρ)/T with the capacity of the coherent Rayleigh block-fading channel. Indeed, in the coherent case, the capacity is given by [24] 
and in the noncoherent case (cf. (40))
By comparing (45) and (44), we see that I(ρ)/T is equal up to a O ρ (1) term to (1 − 1/T ) times the capacity of the coherent fading channel. This suggests that, at high SNR, one pilot symbol per coherence block suffices to achieve both the capacity and the channel dispersion.
Further observe thatŨ /T 2 is smaller than V c (ρ) ≈ π 2 /6 + 1/T . This is perhaps surprising, because it suggests that the rate R * (L, , ρ) of the noncoherent fading channel may be larger than that of the coherent channel. However, this is not the case, since the capacity of the coherent fading channel, i.e., the dominant term in the expansion of the maximum coding rate for large L, is larger than I(ρ)/T .
Finally observe that, as T tends to infinity, I(ρ)/T converges to C c (ρ) andŨ /T 2 converges to V c (ρ). Thus, as the coherence interval grows to infinity, both capacity and channel dispersion of the noncoherent block-fading channel converge to the corresponding quantities of the coherent channel. This agrees with the intuition that the cost of estimating the channel vanishes as the coherence interval tends to infinity.
B. Numerical Examples
We illustrate the accuracy of the high-SNR normal approximation (39) by means of numerical examples. In (72) below). Specifically, we plot the weakened version
which is obtained using [2, Eq. (102)] and was evaluated by using Monte Carlo simulations. In (46), α = (α 1 , . . . , α L ) denotes the vector of power allocations. We finally plot I(ρ)/T as given by (23b). Observe that the high-SNR normal approximation of R * (L, , ρ) is fairly accurate already for ρ = 15 dB and L ≥ 10 when we use the exact expression (23b) for I(ρ). For ρ = 25 dB and L ≥ 10, the normal approximation is accurate even when we approximate I(ρ) using the simplified expression (40). Further observe that the normal approximation is pessimistic for ρ = 15 dB and optimistic for ρ = 25 dB.
In Figs MIMO block-fading channel to our system model, we replace H in [8] by an L × L diagonal matrix with diagonal entries H 1 , . . . , H L . Thus, specializing [8, Eq. (95) ] to our case, we obtain
As already observed in Figs. 1 and 2 , the high-SNR normal approximation is fairly accurate for ρ = 15 dB and L ≥ 10, and it is indistinguishable from the DT and MC bounds for ρ = 25 dB and L ≥ 10. The high-SNR normal approximation becomes less accurate as L decreases. Observe that the normal approximation for the quasistatic case (47), which is tailored towards the case where L is small, becomes accurate only for L ≤ 3 in both figures.
In Fig. 5 , we plot the high-SNR normal approximation (39), evaluating I(ρ) using both (23b) and (40) accurate from SNR values of 20 dB. Further observe that the normal approximation is pessimistic for ρ < 20 dB and optimistic for ρ ≥ 20 dB.
C. Engineering Wisdom
As argued by Polyanskiy, Poor and Verdú in [2] , the normal approximation allows us to estimate the minimum blocklength required to transmit at a given fraction of capacity and at a given probability of error. Indeed, setting in (39) R * (L, , ρ) = ηI(ρ)/T , 0 < η < 1, and solving for L, we obtain
which is an estimate of the number L of coherence intervals a code must span in order to transmit at a fraction η of the information rate I(ρ)/T . This also allows us to estimate the cost (in terms of number of coherence intervals and, hence, blocklength) of increasing the rate from, say,
gives
If we define the increase in the number of coherence intervals as
and normalize ∆L by L * (η 1 , , ρ), then we obtain from (50) that the additional number of coherence intervals required to increase the transmission rate from a fraction η 1 to a fraction η 2 of the information rate satisfies
Observe that the approximation of ∆L/L * (η 1 , , ρ) only depends on η 1 and η 2 , but it is independent of the information rate I(ρ)/T , the high-SNR approximation of the channel dispersionŨ /T 2 , and the error probability .
For example, to increase the transmission rate from 0.9I(ρ)/T to 0.95I(ρ)/T , we need to increase the number of coherence intervals by a factor of 3, irrespective of I(ρ),Ũ , and .
As argued, e.g., in [1] , the normal approximation can also be used to analyze the performance of communication protocols. For example, let us consider the uplink scenario in [1, Sec. IV-C], where d devices intend to send k information bits to a base station within the time corresponding to n channel uses. The n channel uses are divided into s equally-sized slots of n s n/s channels uses. The devices apply a simple slotted-ALOHA protocol: each device picks randomly one of the s slots in the frame and sends its packet. If two or more devices pick the same slot, then a collision occurs and none of their packets is received correctly. If only one device picks a particular slot (singleton slot), then the error probability is calculated using the normal approximation. Specifically, in [1, Sec.
IV-C] the normal approximation for the AWGN channel was considered, i.e.,
By solving (53) for , we obtain an approximation for the packet error probability as a function of the packet length n, the number of information bits k = nR to be conveyed in a packet, and the SNR ρ, i.e.,
By replacing (53) by our high-SNR normal approximation (39), we obtain the following approximation for the packet error probability when packets are transmitted over a noncoherent single-antenna Rayleigh block-fading channel of coherence interval T :
Likewise, replacing (53) by the normal approximation for the coherent Rayleigh block-fading channel [3, Eq. (34)],
where 
The probability of successful transmission is given by [1, Eq. (24)], namely,
is the probability that only one device transmits in a given slot [29, Sec. 5.3.2] . Our goal is to choose s such that the probability of successful transmission is maximized given d, k, n and ρ. This problem entails a tradeoff between the probability of collision and the number of channel uses available for each packet, which affects the achievable error probability in a singleton slot.
As a concrete example, we consider the case when n = 480, d = 12, and k = 256.
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In Table I , we show the optimal number of slots s for the noncoherent Rayleigh block-fading channel (with * (k, n s , ρ) approximated by (56)), the coherent Rayleigh block-fading channel (with * (k, n s , ρ) approximated by (57)), the AWGN channel (with * (k, n s , ρ) approximated by (55)), and the classic slotted-ALOHA protocol ( * (k, n s , ρ) = 0) for the SNR values ρ = 15 dB and ρ = 25 dB and coherence intervals T = 5 and T = 20. To be consistent with our system model, for the Rayleigh block-fading channel (both coherent and noncoherent) we only consider slot sizes n s that are integer multiples of T . Observe that the optimal number of slots s depends critically on the SNR, the coherence interval, and the considered channel model. For example, for the classic slotted-ALOHA protocol, the optimal number of slots is s = 12, which coincides with the total number of devices d = 12. In contrast, for the AWGN channel, the optimal number of slots is s = 8 for ρ = 15 dB and coincides with the one of the classic slotted-ALOHA for ρ = 25 dB. In most cases, the optimal number of slots s for the Rayleigh block-fading channel (both coherent and noncoherent) is yet again smaller and depends both on the SNR and the coherence interval T .
When T = 20, the optimal number of slots s for the noncoherent Rayleigh block-fading channel coincides with that for the coherent channel. This agrees with the intuition that, when T is sufficiently large, the fading coefficients can be learned with little training overhead. In general, the optimal number of slots s decreases as the channel becomes less favorable. Intuitively, larger codes are required to combat the impairments due to AWGN and fading.
Hence, the packet length n s must be increased or, equivalently, the number of slots s = n/n s must be reduced.
V. PROOF OF THEOREM 1
The proof of Theorem 1 is based on a lower bound on R * (L, , ρ), given in Section V-A, and on an upper bound on R * (L, , ρ), given in Section V-B. Since these bounds coincide up to terms of order O L (log L/L) and o ρ (1)
(compare (61) with (89) below, using (36a) and (36b)) they prove (38).
A. Dependence Testing (DT) Lower Bound
To obtain a lower bound on R * (L, ρ, ), we evaluate the DT bound [2, Th. 22] for the USTM input distribution defined in Section III. Thus, assume that
. Furthermore, the USTM input distribution satisfies the power constraint (4) with probability one. A lower bound on R * (L, , ρ) follows therefore from the DT bound (maximum probability of error) [2, Th. 22], which, after a standard change of measure, can be stated as follows: there exists a code with M codewords, blocklength LT , and maximum probability of error not
where I{·} denotes the indicator function. To show that (60) yields the lower bound 
A Taylor-series expansion of Q −1 (τ ) around yields then
which in turn gives (61).
To show that U (ρ) and B(ρ) are bounded in ρ, we resort to Lemma 5 (Appendix E), Lemma 6 (Appendix F), and Lemma 7 (Appendix G). Indeed, by Lemma 5, we have thatV ρ (α) satisfies
Consequently,V
Together with (36b) and (36d), this implies that
for a sufficiently large ρ 0 . Furthermore, Lemma 6 implies that for every ρ 0 > 0, there exists an U UB (ρ 0 ) that is independent of ρ and that satisfies
Finally, Lemma 7 implies that for every ρ 0 > 0 there exists an S(ρ 0 ) that is independent of ρ and that satisfies
Combining (68) and (70), it follows that for every ρ ≥ ρ 0 there exists a B(ρ 0 ) that is independent of ρ and that
This concludes the proof of the lower bound (61).
B. Meta Converse (MC) Upper Bound
An upper bound on R * (L, , ρ) follows from the MC bound [2, Th. 31] computed for the auxiliary pdf q
Here, α = (α 1 , . . . , α L ) denotes the vector of power allocations, and β(α, q
Y L ) denotes the minimum probability of error under hypothesis q
Fix an arbitrary 0 < δ < 1, and let L δ (α) denote the number of α 's in α that satisfy ρ(1 − δ) ≤ α ≤ ρ. The following lemma demonstrates that we can assume without loss of optimality that L δ (α) ≥ L/2, i.e., in at least half of the coherence intervals α is larger than ρ(1 − δ).
Lemma 2:
For sufficiently large L and ρ, the supremum in (72) can be replaced by a supremum over α ∈ A ρ,δ , where
Proof: See Appendix A.
In the following, we implicitly assume that L ≥ L 0 and ρ ≥ ρ 0 for some sufficiently large L 0 and ρ 0 so that Lemma 2 holds. Applying Lemma 2 to (72), and upper-bounding the right-hand side (RHS) of (72) using [2, Eq.
(106)] and (30), we obtain
By Lemma 7 (Appendix G), the expectation E |j (α) −J(α)| 3 can be upper-bounded by a constantS(ρ 0 ) that is independent of α and ρ. Furthermore, by the nonnegativity ofV ρ (α ),
Thus, for δ sufficiently small,
Hence, for every α ∈ A ρ,δ and δ sufficiently small,
and
With this choice, the Berry-Esseen theorem and (79) imply that, for every α ∈ A ρ,δ ,
Thus, for such α,
Substituting (83) into the upper bound (74), we obtain
By the assumption 0 < < 1 2 , the inverse Q-function on the RHS of (84) is positive for sufficiently large L. It follows by the concavity of x → √ x and Jensen's inequality that (84) can be further upper-bounded as
where the second step follows because the channel is blockwise i.i.d., so the terms inside the curly brackets do not depend on .
Applying a Taylor-series expansion of
Further using that, by Lemma 6 (Appendix F),V ρ (α) is bounded in ρ and α, and collecting terms of order log L/L, we can rewrite (85) as
We next show that
We then obtain the desired upper bound
from (36c) and (36d).
To prove (88), we first present the following auxiliary results.
Lemma 3:
1) Assume that T > 2. For sufficiently large ρ, we have
2) Assume that T > 2 and 0 < < 1 2 . Consider the supremum on the left-hand side of (88). For sufficiently large L and ρ, we can assume without loss of optimality that α ∈ [ρ(1 − K L ), ρ] for some nonnegative constant K that is independent of (L, ρ, α).
Proof: See Appendix B.
We next set out to prove (88). By Part 2) of Lemma 3, we can assume without loss of optimality that
Furthermore, we show in Appendix D that
where Υ is a nonnegative constant that is independent of (L, ρ, α). Particularizing this bound for δ = K/L, we
Combining (93) with Part 1) of Lemma 3, and using that by the assumption 0 < <
This proves (88) and concludes the proof of the upper bound.
VI. CONCLUSION
We presented a high-SNR normal approximation for the maximum coding rate R * (L, , ρ) achievable over noncoherent, single-antenna, Rayleigh block-fading channels using an error-correcting code that spans L coherence intervals, has a block-error probability no larger than , and satisfies the power constraint ρ. The high-SNR normal approximation is roughly equal to the normal approximation one obtains by transmitting one pilot symbol per coherence block to estimate the fading coefficient, and by then transmitting T − 1 symbols per coherence block over a coherent fading channel. This suggests that, at high SNR, one pilot symbol per coherence block suffices to achieve both the capacity and the channel dispersion. While the approximation was derived under the assumption that the number of coherence intervals L and the SNR ρ tend to infinity, numerical analyses suggest that it becomes accurate already at SNR values of 15 dB and for 10 coherence intervals or more.
The obtained normal approximation is useful in two ways. First, it complements the nonasymptotic bounds provided in [11] - [13] , whose evaluation is computationally demanding. Second, it lays the foundation for analytical studies that analyze the behavior of the maximum coding rates as a function of system parameters such as SNR, number of coherence intervals, or blocklength. Two examples of such studies were illustrated in Section IV-C, one concerning the estimation of the minimum blocklength required to transmit at a given fraction of capacity, and one concerning the optimal design of a simple slotted-ALOHA protocol. Needless to say, the obtained normal approximation can also be used to study more sophisticated communication protocols.
APPENDIX A PROOF OF LEMMA 2
Consider the upper bound (72), namely,
In the following, we show that, for sufficiently large L and ρ, we can assume without loss of optimality that α ∈ A ρ,δ . To this end, we demonstrate that for all α / ∈ A ρ,δ and sufficiently large L and ρ, we can find a lower bound on R * (L, , ρ) that exceeds an upper bound on (95). Hence, such α cannot be optimal.
A lower bound on R * (L, , ρ) follows from (61), and by bounding I(ρ) ≥ I(ρ) and U (ρ) ≤ U UB (ρ 0 ), ρ ≥ ρ 0 , using (24) and (69), i.e.,
with τ defined in (64). Recall that, by the assumption 0 < < 
. By Lemma 6 (Appendix F), for every ρ 0 > 0 there exists aV UB (ρ 0 ) that is independent of α and ρ and that satisfies
By Chebyshev's inequality [30, Ch. V.7] and (98), we obtain
Combining (100) with (97), we obtain
The α's for which 1 L L =1 R UB (α )/T is smaller than (96) can be discarded without loss of optimality, since the upper bound can never be smaller than the lower bound. We next use this argument to show that the fraction of α 's in α that satisfy α ≥ ρ(1 − δ) tends to 1 as L and ρ tend to infinity. Specifically, we consider the difference
where we have evaluated R LB (ρ) and R UB (α ) using (23a) and (31) . We next fix a sufficiently large ρ 0 and assume ρ ≥ ρ 0 . Since ρ → β(ρ) is decreasing in ρ, we can lower-bound the third-term on the RHS of (102) by replacing β(ρ) by β(ρ 0 ). We can further lower-bound (102) by omitting the first term on the RHS of (102), which is nonnegative since α ≤ ρ. This yields
In the following, we analyze the behaviour of the function α → ∆ L,ρ (α ). Let
and 
Lemma 4:
The function α → g ρ (α) has the following properties:
1) The derivative of α → g ρ (α) is either strictly positive, strictly negative, or changes its sign once from positive to negative. This implies that g ρ (α), 0 ≤ α ≤ ρ is minimized at the boundary of [0, ρ], and it has a unique maximizer.
2) The derivative of α → g ρ (α) does not depend on ρ.
3) We have g ρ (ρ) = 0. Furthermore, lim ρ→∞ g ρ (0) = ∞ for T > 2.
4) Let α *
denote the unique maximizer of α → g ρ (α). For T > 2 and every α > α * , we have
Proof: See Appendix C.
We next study those α's for which L =1 ∆ L,ρ (α ) ≥ 0, since they can be discarded without loss of optimality. Let
and let L δ (α) denote the number of α 's in α that satisfy
We can express (103) as
where L c δ (α) denotes the complement of L δ (α). By Parts 1) and 3) of Lemma 4,
for ρ sufficiently large. Thus, we can lower-bound the first sum on the RHS of (110) by −L δ (α)ω L,ρ and the second sum on the RHS of (110) 
This implies that we can discard without loss of optimality every α for which
since for such α's we also have that the RHS of (112) is nonnegative. Hence, an α maximizing (95) must satisfy
As we shall show below,
where lim denotes limit inferior. Furthermore, by (106), ω L,ρ vanishes as ρ and L tend to infinity. These two results imply that L δ (α)/L tends to one as ρ and L tend to infinity, hence there exist sufficiently large L 0 and ρ 0 such that
This proves Lemma 2.
It remains to show (115). Let α min = ρ(1 − δ). By Part 1) of Lemma 4, α → g ρ (α) has exactly one maximizer, which we shall denote by α * . Since ω L,ρ does not depend on α, it follows that α * also maximizes α → ∆ L,ρ (α).
Furthermore, the infimum of ∆ L,ρ (α) over 0 ≤ α ≤ α min is either achieved at α = 0 or at α min .
By Part 3) of Lemma 4 and by (106), we have
If α min ≤ α * , then this is clearly satisfied, since in this case ∆ L,ρ (α min ) ≥ ∆ L,ρ (0). However, in general this case does not occur for large ρ and L, since α min tends to infinity as ρ → ∞ and, by Part 2) of Lemma 4, α *
is not a function of ρ, which implies that α min > α * for ρ sufficiently large. We thus focus on the case where α min > α * .
Note that
since g ρ (ρ) = 0. Thus, by the mean value theorem [32, Th. 5.10], there exists an
where ∆ L,ρ (·) denotes the derivative of α → ∆ L,ρ (α). We can thus lower-bound
To prove (118), it remains to show that
To this end, we first recall that ∆ L,ρ (x) = g ρ (x), which is independent of L. Furthermore, by Part 4) of Lemma 4,
for every α ∈ (α * , α min ) and independently of L and ρ. Thus, the claim (122) follows, which in turn proves (115) and concludes the proof of Lemma 2.
APPENDIX B PROOF OF LEMMA 3
1) Part 1):
The difference betweenJ(α) andJ(ρ) can be lower-bounded bȳ
where the function α → g ρ (α) was defined in (104). By Parts 1) and 3) of Lemma 4 (Appendix A), g ρ (·) is nonnegative for sufficiently large ρ. It follows that, for such ρ,
This proves Part 1) of Lemma 3.
2) Part 2):
To study
we consider the differenceJ
Clearly, every α for which the RHS of (127) is nonnegative is suboptimal and can be discarded without loss of optimality. We continue by lower-boundingV ρ (α) ≥ 0 and by using thatV (ρ) ≤V UB (ρ 0 ), ρ ≥ ρ 0 for sufficiently large ρ 0 and for some constantV UB (ρ 0 ) that is independent of ρ (Lemma 6, Appendix F). Since by the assumption
Again, the values of α for which f L,ρ (α) ≥ 0 are suboptimal and can be discarded without loss of optimality.
Note that ∆ L,ρ (α) defined in (103) and f L,ρ (α) only differ in terms that do not depend on α (namely, ω L,ρ and ω L ), so they have the same behavior with respect to α as summarized in Lemma 4. Let δ L 1 − α 0 /ρ, where α 0 is the unique real root of α → f L,ρ (α). Indeed, we know that α → f L,ρ (α) has only one root because ω L ≥ 0 and To study the behavior of δ L , we next note that
It follows then by similar steps as in (120)- (121) that
Let α * denote the unique maximizer of α → f L,ρ (α). Recall that α * does not depend on ρ, since by Part 2) of Lemma 4, the derivative of α → g ρ (α) does not depend on ρ. We next show that we can find anα independent of L and ρ such that α * <α < α 0 . Indeed, by Lemma 4, we have that g ρ (α * ) > 0 for sufficiently large ρ. This in turn implies that
where the difference
is independent of L and ρ. By the continuity of α → g ρ (α), it follows from (131)-(133) that there exists añ
In other words, if L and ρ are sufficiently large, then we can find anα ∈ (α * , α 0 ) that is independent of L and ρ.
Thus, the RHS of (130) can be further lower-bounded by
We next show that − supα ≤x≤ρ ρf L,ρ (x) is strictly positive. As in Appendix A, we use that f L,ρ (x) = g ρ (x) (which is independent of L) together with Part 4) of Lemma 4. Consequently, setting α =α in (107) yields
This implies that the constant
is independent of L and strictly positive. It follows from (135) and the definition of ω L and F that, for sufficiently
We next tighten this bound on δ L . Indeed, using that without loss of optimality we can assume
we can derive a tighter lower bound on (127) by lower-boundingV ρ (α) using the lower bound given in Appendix D instead of lower-bounding it by zero. Specifically, by (154) in Appendix D,
We can thus lower-bound (127) as
Again, the values of α for whichf L,ρ (α) ≥ 0 are suboptimal and can be discarded without loss of optimality.
Let us writef
Further letδ L 1 −α 0 /ρ, whereα 0 is the unique real root of α →f L,ρ (α). As above, it can be shown that all α's between 0 and ρ(1 −δ L ) can be discarded without loss of optimality, since for such α's the functionf L,ρ (α)
is nonnegative. By repeating the steps (130)- (138) with ω L replaced byω L , we obtain for sufficiently large L 0 and
where the last inequality follows by upper-bounding δ L using (138).
If we perform the above steps N times, then we obtain that, without loss of optimality,
Thus, by letting N tend to infinity, we conclude that we can assume without loss of optimality that
This concludes the proof of Part 2) of Lemma 3.
APPENDIX C PROOF OF LEMMA 4
The derivative of α → g ρ (α) can be expressed as
where E 1 (·) denotes the exponential integral function [17, Sec. 5. ϑ is strictly decreasing since, by [20, ,
and ϑ → e − t (1−t)ϑ is strictly positive and strictly increasing in ϑ. Hence, the function inside the squared brackets, defined as
is strictly decreasing. This implies that α → g ρ (α) is either strictly positive, strictly negative, or changes its sign once from positive to negative.
We next prove Part 3) of Lemma 4 by showing that lim ρ→∞ g ρ (0) = ∞ for T > 2. To this end, we express
The first expected value on the RHS of (150) tends to infinity as ρ → ∞, whereas the other expected values are bounded in ρ. For T > 2, it follows that the RHS of (150) tends to infinity as ρ → ∞. Hence the claim follows.
We finally prove Part 4) of Lemma 4 by analyzing ρg ρ (α). It follows from (147) that
As argued above, the function α → Ξ(α) inside the curly brackets (cf. (149)) is independent of L and ρ and is strictly decreasing in α. Hence, its supremum over α ≤ α ≤ ρ is achieved for α = α . Further note that Ξ(α ) is strictly negative for T > 2 and α > α *
. As for the term outside the curly brackets, we have for every α > α *
Combining these two results, we conclude that
This proves Part 4) of Lemma 4 and concludes the proof of Lemma 4.
APPENDIX D LOWER BOUND ONV ρ (α)
We show that for all ρ(1 − δ) ≤ α ≤ ρ, 0 ≤ δ ≤ 1/2, and ρ ≥ ρ 0 , we havē
where Υ is a positive constant that is independent of α and ρ. Let Ω(α) j (α) −J(α), i.e.,
It follows thatV
We next analyze the differencē
where the inequality follows from the Cauchy-Schwarz inequality. On the one hand, using that ( E
which, by Lemma 6 (Appendix F), is bounded. On the other hand, using that (a 1 + a 2 + a 3 ) 2 ≤ c(a
3 ) for some positive constant c and that
for every random variable X, we obtain
When ρ(1 − δ) ≤ α ≤ ρ, this can be further upper-bounded as
where the last inequality follows because, by assumption, δ ≤ 1/2, hence
Combining (157) and (159) with (156) we establish (154).
Lemma 5: LetV ρ (α) be defined as in (35b) and let 0 < δ < 1. For every ρ(1 − δ) ≤ α ≤ ρ, we havē
Proof:
where the second inequality follows because Z 1 has mean and variance 1, Z 2 has mean and variance T − 1, and
The inequalities (162) and (163) follow because
The first term on the RHS of (161) is nonnegative, so discarding it yields a lower bound. Furthermore, the third term in (161) can be lower-bounded by upper-bounding for
where ζ(z, q) denotes Riemann's zeta function [20, Sec. 9 .511]. Here, the first inequality follows from the CauchySchwarz inequality, and the last inequality follows because E (Z 1 − 1) 2 = 1 and Finally, the fifth term on the RHS (161) can be lower-bounded by upper-bounding for
Combining (166)- (168) with (161), we obtain the lower bound
We conclude the proof of Lemma 5 by demonstrating that the RHS of (170) can be expressed as
Indeed, by the dominated convergence theorem, the third term on the RHS of (170) vanishes as ρ → ∞, i.e.,
The dominated convergence theorem can be applied because
whose expected value is finite.
Since the second and fourth terms in (170) only depend on δ and T and vanish as δ ↓ 0, they can be expressed as o δ (1).
APPENDIX F BOUNDED SECOND MOMENT
Lemma 6: For every ρ 0 > 0, we have
Proof: We first show (174a). Using the definitions ofj (α) andJ(α) in (29) and (31), respectively, we
for some positive constant c, where we have used that one can find a constant c such that
for every real-valued random variable X.
We next show that each term on the RHS of (175) is bounded in (ρ, α). Indeed, we have E (Z 1 − 1) 2 = 1 and
the first two terms on the RHS of (175) are bounded in ρ and α. The third term on the RHS of (175) can be upper-bounded by (see (167), Appendix E)
Finally, for every ρ 0 > 0 and ρ ≥ ρ 0 , the fourth term on the RHS of (175) can be upper-bounded by
where the last step follows because ρ → β(ρ) is monotonically decreasing in ρ. This proves (174a).
The proof of (174b) follows along similar lines. Indeed, using the definitions of i (ρ) and I(ρ) in (20) and (22), respectively, we can upper-bound
for some positive constant c.
We next show that each summand is bounded in ρ. Indeed, as shown before, the first and the second term on the RHS of (178) are bounded in ρ. To bound the third term on the RHS of (178), we use Lemma 1 and obtain
By the monotonicity of ρ → β(ρ), it follows that for every ρ 0 > 0 and ρ ≥ ρ 0 , the third term on the RHS of (178) is upper-bounded by
Combining the above steps with (178) we establish (174b).
APPENDIX G BOUNDED THIRD MOMENT
Lemma 7: For every ρ 0 > 0, we have
Proof: We shall first prove (181a). Using the definitions ofj (α) andJ(α) in (29) and ( We next show that each term on the RHS of (182) is bounded in ρ and α. Indeed, the first two terms on the RHS of (182) are bounded because the third central moments of the Gamma-distributed random variables Z 1 and Z 2 are bounded, and because 0 ≤ (T ρ − T α)/(1 + T ρ) ≤ 1 and 0 ≤ T ρ/(1 + T ρ) ≤ 1. The third term on the RHS of (182) can be upper-bounded by using that
Hence, E log Z 1 + Z 2 1 + T α for some positive constant c.
As shown before, the first two terms on the RHS of (187) are bounded in ρ. With respect to the third term, we first use Lemma 1 to obtain
By the monotonicity of ρ → β(ρ), it follows that for every ρ 0 > 0 and ρ ≥ ρ 0 , the third term on the RHS of (187) is upper-bounded by
Combining the above steps with (187) we establish (181b). 
Proof: We can expressJ(ρ), I(ρ) and I(ρ) as (see (31), (22) 
Note that these expressions differ only in terms that vanish as ρ → ∞. Indeed, we have
(T − 1)E log 1 + β(ρ)
Here, (192) follows because, by the dominated convergence theorem,
and because E[log Z 1 ] = −γ. The dominated convergence theorem can be applied since
and E log(Z 1 + Z 2 ) + log(Z 1 ) < ∞.
Similarly, (193) and ( 
and because the expected value of the RHS of (197) is finite. Here, the first step follows from Lemma 1, and the last follows because ρ → β(ρ) is monotonically decreasing in ρ. 
as ρ → ∞. (To obtain E[log Z 1 ], we interchange limit and expectation, which can be justified by the dominated convergence theorem.) Since Z 1 and Z 2 are independent, we have that
