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HEAPS AND TWO EXPONENTIAL STRUCTURES
EMMA YU JIN†
Abstract. Take Q = (Q1,Q2, . . .) to be an exponential structure and M(n) to be the number
of minimal elements of Qn where M(0) = 1. Then a sequence of numbers {rn(Qn)}n≥1 is
defined by the equation
∑
n≥1
rn(Qn)
zn
n!M(n)
= − log(
∑
n≥0
(−1)n
zn
n!M(n)
).
Let Q¯n denote the poset Qn with a 0ˆ adjoined and let 1ˆ denote the unique maximal element
in the poset Qn. Furthermore, let µQn be the Mo¨bius function on the poset Q¯n. Stanley
proved that rn(Qn) = (−1)nµQn (0ˆ, 1ˆ). This implies that the numbers rn(Qn) are integers. In
this paper, we study the cases Qn = Π
(r)
n and Qn = Q
(r)
n where Π
(r)
n and Q
(r)
n are posets,
respectively, of set partitions of [rn] whose block sizes are divisible by r and of r-partitions of
[n]. In both cases we prove that rn(Π
(r)
n ) and rn(Q
(r)
n ) enumerate the pyramids by applying the
Cartier-Foata monoid identity and further prove that rn(Π
(r)
n ) is the generalized Euler number
Ern−1 and that rn(Q
(2)
n ) is the number of complete non-ambiguous trees of size 2n − 1 by
bijections. This gives a new proof of Welker’s theorem that rn(Π
(r)
n ) = Ern−1 and implies the
construction of r-dimensional complete non-ambiguous trees. As a bonus of applying the theory
of heaps, we establish a bijection between the set of complete non-ambiguous forests and the set
of pairs of permutations with no common rise. This answers an open question raised by Aval
et al..
1. Introduction
We denote by Πn the poset of all the set partitions of [n] ordered by refinement, that is,
define σ ≤ π if every block of σ is contained in a block of π. Let ρ ∈ Πn be the minimal
element of Πn, i.e., ρ = {{1}, {2}, . . . , {n}}. Consider an interval [σ, π] in the poset Πn and
suppose π = {B1, B2, . . . , Bk} and Bi is partitioned into λi blocks in σ. Then we have [σ, π] ∼=
Πλ1 ×Πλ2 × · · · ×Πλk . For the particular case σ = ρ, we have [ρ, π]
∼= Π|B1|×Π|B2|× · · · ×Π|Bk|.
If we set aj = |{i : λi = j}| for every j, then we can rewrite
[σ, π] ∼= Π
a1
1 ×Π
a2
2 × · · · ×Π
an
n .(1.1)
The poset Πn of set partitions is the archetype of exponential structures. The concept of expo-
nential structure was introduced by Stanley as a generalization of compositional and exponential
formulas [6, 7, 3]. An exponential structure is a sequence Q = (Q1,Q2, . . .) of posets such that:
(1) for each n ∈ N+, the poset Qn is finite, has a unique maximal element 1ˆ and every maximal
chain of Qn has n elements.
(2) for π ∈ Qn, the interval [π, 1ˆ] is isomorphic to the poset Πk of set partitions for some k.
(3) the subposet Λπ = {σ ∈ Qn : σ ≤ π} of Qn is isomorphic to Q
a1
1 × Q
a2
2 × · · · × Q
an
n for
unique a1, a2, . . . , an ∈ N.
Suppose π ∈ Qn and ρ is a minimal element of Qn satisfying ρ ≤ π. By (1) and (2), we obtain that
[ρ, 1ˆ] ∼= Πn. It follows from (1.1) that [ρ, π] ∼= Π
a1
1 ×Π
a2
2 × · · · ×Π
an
n for unique a1, a2, . . . , an ∈ N
satisfying
∑
i iai = n and
∑
i ai = |π|. In particular, if ρ1 is another minimal element of Qn
satisfying ρ1 ≤ π, then we have [ρ1, π] ∼= [ρ, π].
† Corresponding author email: jin@cs.uni-kl.de; yu.jin@tuwien.ac.at. The author is supported by the German
Research Foundation DFG, JI 207/1-1 and the Austrian Research Fund FWF, project SFB F50 Algorithmic and
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We will define the numbers rn(Qn) associated with an exponential structure Q = (Q1,Q2, . . .)
in the following way. Let M(n) be the number of minimal elements of Qn for n ≥ 1 and set
M(0) = 1. Then a sequence of numbers {rn(Qn)}n≥1 is defined by the equation
∑
n≥1
rn(Qn)
zn
n!M(n)
= − log(
∑
n≥0
(−1)n
zn
n!M(n)
).(1.2)
Let Q¯n denote the poset Qn with a 0ˆ adjoined and let 1ˆ denote the unique maximal element in
the poset Qn. Furthermore, let µQn be the Mo¨bius function on the poset Q¯n. Then from Chapter
5.5 of [7], we know
∑
n≥1
µQn(0ˆ, 1ˆ)
zn
n!M(n)
= − log(
∑
n≥0
zn
n!M(n)
),(1.3)
and thus, rn(Qn) = (−1)
nµQn(0ˆ, 1ˆ). This implies that the numbers rn(Qn) are integers for any ex-
ponential structure Q = (Q1,Q2, . . .). In the case Qn = Πn, the numberM(n) of minimal elements
in the poset Πn is 1. It follows immediately from (1.3) and (1.2) that rn(Πn) = µΠn(0ˆ, 1ˆ) = 0 for
n ≥ 2 and r1(Π1) = −µΠ1(0ˆ, 1ˆ) = 1. There are three other examples of exponential structures
Q = (Q1,Q2, . . .) in [6, 7].
(1) Qn = Qn(q) which is the poset of direct sum decompositions of the n-dimensional vector
space Vn(q) over the finite field Fq. Let Vn(q) be an n-dimensional vector space over the
finite field Fq. Let Qn(q) consist of all the collections {W1,W2, . . . ,Wk} of subspaces of
Vn(q) such that dimWi > 0 for all i, and such that Vn(q) = W1 ⊕W2 ⊕ · · · ⊕Wk (direct
sum). An element of Qn(q) is called a direct sum decomposition of Vn(q). We order Qn(q)
by refinement, i.e., {W1,W2, . . . ,Wk} ≤ {W
′
1,W
′
2, . . . ,W
′
j} if eachWr is contained in some
W ′s.
(2) Qn = Π
(r)
n which is the poset of set partitions of [rn] whose block sizes are divisible by r.
(3) Qn = Q
(r)
n which is the poset of r-partitions of [n]. The definition of r-partition will be
given in Section 4.
The poset Qn(q) had been studied by Welker [10] who used the theory of free monoid to give an
expression of the Mo¨bius function µQn(q)(0ˆ, 1ˆ); see Theorem 4.4 in [10].
Here we prove that the number rn(Π
(r)
n ) is the generalized Euler number Ern−1 and rn(Q
(2)
n )
is the number of complete non-ambiguous trees of size 2n− 1. First, we show that rn(Π
(r)
n ) and
rn(Q
(r)
n ) enumerate the pyramids by applying the Cartier-Foata monoid identity on the respective
posets Π
(r)
n and Q
(r)
n . Secondly, we build a bijection between the set of the pyramids counted by
rn(Π
(r)
n ) and the set of permutations of [rn − 1] with descent set {r, 2r, . . . , rn − r}. This gives
a new proof of Welker’s theorem that rn(Π
(r)
n ) = Ern−1. Welker [10] proved that rn(Π
(r)
n ) =
|µ
Π
(r)
n
(0ˆ, 1ˆ)| = Ern−1 by counting the number of descending chains in the chain lexicographic
shellable poset Π
(r)
n . Thirdly, we establish a bijection between the set of the pyramids counted by
rn(Q
(2)
n ) and the set of complete non-ambiguous trees of size 2n−1. This implies the construction
of r-dimensional complete non-ambiguous trees. As a bonus of applying the theory of heaps, we
provide a bijection between the set of complete non-ambiguous forests and the set of pairs of
permutations with no common rise. This answers an open question raised by Aval et al..
This paper is organized as follows. In section 2, we introduce the terms heap, pyramid and the
Cartier-Foata identity. In sections 3 and 4, we prove our main results. That is, that rn(Π
(r)
n ) is the
generalized Euler numbers Ern−1 and rn(Q
(2)
n ) is the number of complete non-ambiguous trees of
size 2n− 1. In subsection 4.2, we establish a bijection between the set of complete non-ambiguous
forests and the set of pairs of permutations with no common rise.
2. Heap, Monoid and the Cartier-Foata identity
The theory of heaps was introduced by Viennot to interpret the elements of the Cartier-Foata
monoid in a geometric manner; see [8, 5, 9]. Here we will adopt the notations from [8, 5]. Let B
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be a set of pieces with a symmetric and reflexive binary relation R, i.e., we have aRb⇔ bRa and
aRa for every a, b ∈ B. We will define a heap as follows:
Definition 2.1. A heap is a triple H = (P,≤, ε) where (P,≤) is a finite poset and ε is a map
ε : P 7→ B satisfying:
(1) for every x, y ∈ P , if ε(x)Rε(y), then x and y are comparable, i.e., x ≤ y or y ≤ x.
(2) for every x, y ∈ P , if y covers x (i.e., x ≤ y and for any z such that x ≤ z ≤ y, z = x or
z = y), then ε(x)Rε(y).
We represent the heap H = (P,≤, ε) by the Hasse diagram of the poset (P,≤) where every
element x is labelled by ε(x), and we will give an example of heap from [8].
Example 1. Let B1 = Z be a set of integers with a binary relationR1 defined by: iR1j if and only
if |i − j| ≤ 1 for every i, j ∈ B1. The poset (P1,≤) is defined by its Hasse diagram in Figure 2.1
and the map ε : P1 7→ B1 is defined as such: if α ∈ P1 lies on the vertical line x = i, then ε(α) = i.
See Figure 2.1. It is clear that (P1,≤, ε) satisfies conditions (1) and (2) in Definition 2.1.
Remark 1. A heap H = (P,≤, ε) is equivalent to the directed graph given as we will now state.
Let G(P ) be the graph endowed with an orientation γ whose vertex set is P and such that there is
an oriented edge from x to y if and only if y < x in the poset P . Since ≤ is an order relation in the
poset (P,≤), γ is acyclic. Then the heap (P,≤, ε) is equivalent to the directed graph (G(P ), γ).
1 2 3 4 5 60
x
1 2 3 4 5 60
x
3
3
3
4
4
5
2
2
1
Figure 2.1. The poset (P1,≤) (left) and the heap H1 = (P1,≤, ε) of integers
(right).
We denote H = ∅ if the heap H is empty. To clarify our subsequent discussion on the set of
heaps, we need to first review some definitions.
Definition 2.2. A monoid S is a set that is closed under an associative binary operation ◦ and
has an identity element id ∈ S such that for all s ∈ S, we have id ◦ s = s ◦ id = s.
Definition 2.3. The transitive closure of a binary relation R on a set X is the transitive relation
R∗ on the set X such that R∗ is minimal and contains R.
Let H(B,R) be the set of heaps H = (P,≤, ε) given in Definition 2.1, in particular, include
∅ ∈ H(B,R). Then the set H(B,R) of heaps can be equipped with a monoid structure as follows:
Definition 2.4. Suppose H1 = (P1,≤1, ε1), H2 = (P2,≤2, ε2) ∈ H(B,R), and the composition
H1 ◦H2 = (P3,≤3, ε3) is the heap defined by the following:
(1) P3 is the disjoint union of P1 and P2.
(2) ε3 is the unique map ε3 : P3 7→ B such that ε3 = εi if we restrict P3 to Pi for i = 1, 2.
(3) The partial order ε3 is the transitive closure of the following relation R
∗. For x, y ∈ P3,
xR∗y if and only if one of (a), (b), (c) is satisfied.
(a) x ≤1 y and x, y ∈ P1
(b) x ≤2 y and x, y ∈ P2
(c) x ∈ P1, y ∈ P2 and ε1(x)Rε2(y).
Simply put, the heap H1 ◦H2 is obtained by putting the pieces in H2 on top of H1 in its Hasse
diagram representation. See Figure 2.2. By Definition 2.4, the set H(B,R) is closed under the
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Figure 2.2. The heap H2 of integers (left) and the composition H1 ◦H2 (right)
where H1 is given in Figure 2.1.
associative composition ◦ and the identity element id is the empty heap ∅ from which it follows
that the set H(B,R) is a monoid. The size of a heap H , denoted by |H |, is the number of pieces
in the heap H .
Definition 2.5. A trivial heap T is a heap consisting of pieces that are pairwise unrelated, i.e.,
ε(x) 6R ε(y) for every distinct x, y in T .
Let T (B,R) be the set of trivial heaps contained in the set H(B,R). Let Z[[H(B,R)]] be the
ring of formal power series in H(B,R) with coefficients in the commutative ring Z. Then the
Cartier-Foata identity in the ring Z[[H(B,R)]] is
(2.1)
∑
H∈H(B,R)
T∈T (B,R)
(−1)|T | · (T ◦H) = ∅.
Definition 2.6. Consider the set of letters S = {xa : a ∈ B} and the set
R = {xaxb = xbxa, for a, b ∈ B such that a 6R b}
of relations. Then the Cartier-Foata monoid is the set M(B,R) of equivalent classes of words of
S subject to the relations in R.
In other words, two words are equivalent if we can transform one into another by applying
successive relations of R. The Cartier-Foata monoidM(B,R) is isomorphic to the monoidH(B,R).
Here we only show the isomorphism ϕ : H(B,R) → M(B,R) without the proof. We refer the
readers to the Proposition 3.4 in [8] for a detailed proof that ϕ is an isomorphism.
Given a heap H = (P,≤, ε) ∈ H(B,R) of size n, let σ : P 7→ [n] be a bijection such that
σ(a) ≤ σ(b) for every a, b ∈ P where a ≤ b, and define a word wσ = xm1xm2 · · ·xmn where
mi = ε(σ
−1(i)) ∈ B. Here we call the bijection σ a natural labeling (sometimes also called a linear
extension) of the poset (P,≤). For any two different natural labelings σ, θ of the poset (P,≤), it
was proven in [8] that wσ = wθ in the monoid M(B,R). In view of this, we set ϕ(H) = wσ and,
thus, ϕ(H) is well-defined.
In particular, we have ϕ(∅) = 1 and, for any two heapsH1, H2 ∈ H(B,R), we have ϕ(H1◦H2) =
ϕ(H1) · ϕ(H2). Namely, under the isomorphism ϕ, the empty heap ∅ corresponds to the identity
word 1 and the composition of two heaps H1 ◦H2 corresponds to the product of two words ϕ(H1)
and ϕ(H2) by juxtaposition.
Example 2. We continue using the heap H1 = (P1,≤, ε) in Example 1 to show the isomorphism
ϕ. We start labeling the minimal elements of (P1,≤) with integers 1, 2, . . . from left to right, then
we remove these minimal elements from the poset (P1,≤) and label the minimal elements of the
remaining poset by increasing integers from left to right. We continue this process until all the
elements in the poset (P1,≤) are labeled. It is clear this labeling process is a natural labeling of the
poset (P1,≤) which gives us the corresponding word ϕ(H1) = x2x1x3x2x4x4x3x5x3 in the monoid
M(B1,R1). Similarly, we get the corresponding words for the heaps H2 and H1 ◦H2 in Figure 2.2,
HEAPS AND TWO EXPONENTIAL STRUCTURES 5
which are ϕ(H2) = x0x2x4x2x4x3x5 and ϕ(H1 ◦H2) = x2x1x3x0x2x4x4x3x5x3x2x4x2x4x3x5. It
is easy to verify that ϕ(H1 ◦H2) = ϕ(H1) · ϕ(H2) because x0 commutes with every xi for i ≥ 2.
Let Z[[M(B,R)]] be the ring of formal power series in M(B,R) with coefficients in the commu-
tative ring Z. Then we can express (2.1) in the ring Z[[M(B,R)]] as follows:
(2.2)
∑
H∈H(B,R)
T∈T (B,R)
(−1)|T | · (ϕ(T ) · ϕ(H)) = 1.
Definition 2.7. A pyramid is a heap with exactly one maximal element.
Let P(B,R) denote the set of pyramids consisting of pieces in B. Then, according to the
exponential formula for the unlabeled combinatorial objects [7],
(2.3)
∑
H∈H(B,R)
ϕ(H) =comm exp(
∑
P∈P(B,R)
ϕ(P )
|P |
).
where =comm means the identity holds in the commutative extension of H(B,R), that is, in the
commutative monoid which arises fromH(B,R) by letting all pieces in B commute. In combination
of (2.2), it follows that
(2.4)
∑
P∈P(B,R)
ϕ(P )
|P |
=comm − log(
∑
T∈T (B,R)
(−1)|T |ϕ(T )).
We will mainly use (2.4) to connect the numbers rn(Π
(r)
n ) and rn(Q
(r)
n ) with the pyramids in
Section 3 and Section 4. It is worthwhile to mention that via (2.4) Josuat-Verge`s had proved that
a new sequence enumerates the pyramids which are related to the perfect matchings in [4]. With
a slight abuse of notation, we simply use the labels ε(x) in the heap H = (P,≤, ε) to represent
the elements x ∈ P in the heap and we use H = (P,≤) to denote the heap H = (P,≤, ε).
3. On the poset Π
(r)
n
The poset of the set partitions of [rn] whose block sizes are divisible by r is Π
(r)
n and its elements
are ordered by refinement. In particular, Π
(1)
n = Πn. Let Πn,r be the set of all the set partitions
of [rn] whose block sizes are exactly r. Then Πn,r is the set of minimal elements of the poset
Π
(r)
n and, consequently, M(n) = |Πn,r| = (rn)!(n!r!
n)−1. For r ≥ 2, the sequence {rn(Π
(r)
n )}n≥1
defined by (1.2) satisfies
∑
n≥1
rn(Π
(r)
n )zrn
(rn)!
= − log(
∑
n≥0
(−1)n
zrn
(rn)!
).(3.1)
Let Sn be the set of permutations of [n]. For π ∈ Sn, we write π = a1a2 . . . an if π(j) = aj . Then
the descent set of permutation π = a1a2 . . . an ∈ Sn is Des π = {i : 1 ≤ i < n and ai > ai+1}.
The generalized Euler number Ern−1 counts the number of permutations π ∈ Srn−1 such that
Des π = {r, 2r, . . . , rn − r}. One of our main results is a new proof of the following result due to
Welker [10]:
Theorem 1. rn(Π
(r)
n ) = Ern−1.
We will prove Theorem 1 by first showing that rn(Π
(r)
n ) enumerates the pyramids of the monoid
H(B2,R2) in Lemma 2 and then building a bijection between the set of the pyramids counted by
rn(Π
(r)
n ) and the set of permutations of [rn− 1] with descent set {r, 2r, . . . , rn− r} in Lemma 3.
Before we proceed, we introduce some definitions and notations. We say π = a1a2 · · · a2n−1 is
an alternating permutation if a1 < a2 > · · · < a2n−2 > a2n−1, namely, Des π = {2, 4, . . . , 2n− 2}.
It is well-known that the number of alternating permutations of [2n− 1] is counted by the Euler
number E2n−1 (also called the tangent number), whose exponential generating function is
∑
n≥1
E2n−1
z2n−1
(2n− 1)!
= tan(z).(3.2)
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3.1. Connection between rn(Π
(r)
n ) and heaps. Recall that Πn,r is the set of set partitions of
[rn] where each block has size r. We say {i1, . . . , ir} is a block of partition π ∈ Πn,r, denoted by
{i1, . . . , ir} ∈ π, if 1 ≤ i1 < · · · < ir ≤ rn. The diagram representation of π ∈ Πn,r is given as
follows: We draw rn dots in a line labeled with 1, 2, . . . , rn. For each block {i1, . . . , ir} ∈ π, we
connect ij and ij+1 by an edge for all 1 ≤ j < r. We say two blocks {i1, . . . , ir} and {j1, . . . , jr}
of π are not crossing if ir < j1 or jr < i1. Otherwise two blocks {i1, . . . , ir} and {j1, . . . , jr} are
crossing. See Figure 3.1 for an example.
1 2 3 4 5 6 7 8 9 10 11 12
Figure 3.1. The diagram representation of π where π ∈ Π4,3 and π has blocks
{1, 2, 4}, {3, 5, 7}, {6, 8, 11}, {9, 10, 12}.
Stanley [7] proved rn(Π
(2)
n ) = E2n−1 by using the exponential generating function of E2n−1
given in (3.2). More precisely, the hyperbolic tangent function tanh(z) given by tanh(z) = (ez −
e−z)(ez + e−z)−1 satisfies tanh(z) = −i tan(iz). By setting r = 2 to (3.1) and replacing z2 by
−z2, we get
∑
n≥1
rn(Π
(2)
n )(−1)
n z
2n
(2n)!
= − log(
∑
n≥0
z2n
(2n)!
).
By differentiating both sides of the above equation with respect to z, we have
∑
n≥1
(−1)n
rn(Π
(2)
n )z2n−1
(2n− 1)!
= −(
∑
n≥0
z2n
(2n)!
)−1
∑
n≥1
z2n−1
(2n− 1)!
= −
ez − e−z
ez + e−z
= − tanh(z).
In view of (3.2) and tanh(z) = −i tan(iz), we obtain
∑
n≥1
(−1)nrn(Π
(2)
n )
z2n−1
(2n− 1)!
= − tanh(z) =
∑
n≥1
(−1)nE2n−1
z2n−1
(2n− 1)!
,
which yields rn(Π
(2)
n ) = E2n−1. For general r, we shall show that rn(Π
(r)
n ) counts the number of
pyramids related to the set Πn,r.
Let B2 = {{i1, i2, . . . , ir} : 1 ≤ i1 < i2 < · · · < ir} be the set of blocks with a binary
relation R2 defined by {i1, i2, . . . , ir}R2{j1, j2, . . . , jr} if and only if two blocks {i1, i2, . . . , ir} and
{j1, j2, . . . , jr} are crossing. Let (P,≤) be a poset where every element is labeled by an element
{i1, i2, . . . , ir} ∈ B2 such that:
(1) {i1, i2, . . . , ir} and {j1, j2, . . . , jr} are comparable if they are crossing.
(2) if {j1, j2, . . . , jr} covers {i1, i2, . . . , ir} in the poset (P,≤), then they are crossing.
By definition 2.1, the poset (P,≤) is a heap H = (P,≤) ∈ H(B2,R2). In a geometric way, we
can represent each block {i1, i2, . . . , ir} by a line i1 − i2 − · · · − ir and put i1 − i2 − · · · − ir above
j1−j2−· · ·−jr if {j1, j2, . . . , jr} ≤ {i1, i2, . . . , ir} in the heapH = (P,≤) and the line i1−i2−· · ·−ir
cannot move downwards without touching the line j1 − j2 − · · · − jr. See Figure 3.2. Now we are
in a position to establish a connection between rn(Π
(r)
n ) and the set of pyramids P(B2,R2) via
(2.4).
Lemma 2. rn(Π
(r)
n ) counts the number of pyramids P ∗n in P(B2,R2) such that P
∗
n has n elements
which are exactly the blocks of a partition from Πn,r and the unique maximal element of P
∗
n is the
block containing rn.
Proof. From (2.4) we know
(3.3)
∑
P∈P(B2,R2)
ϕ(P )
|P |
=comm − log(
∑
T∈T (B2,R2)
(−1)|T |ϕ(T )).
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{3, 4}
{1, 3}
{2, 5}
{4, 6}
{4, 6} {7, 8}
1 2 3 4 5 6
2 5
4 6
1 3
3 4
4 6
7 8
7 8
Figure 3.2. A heap H (left) in the monoid H(B2,R2) and its geometric repre-
sentation (right). The corresponding word in the monoid M(B2,R2) is ϕ(H) =
x{2,5}x{7,8}x{1,3}x{4,6}x{3,4}x{4,6}.
We now consider the Cartier-Foata monoid M(B2,R2). Let {ai}i≥1 be a sequence of variables
such that a2i = 0 for every i and aiaj = ajai for every i, j. Furthermore let f : Z[[M(B2,R2)]]→
Z[[a1, a2, . . .]] be a ring homomorphism such that f(x{i1,i2,...,ir}) =
∏r
j=1 aij and f(1) = 1. In other
words, the commutative ring Z[[a1, a2, . . .]] is a commutative extension of the ring Z[[M(B2,R2)]].
We apply f on both sides of (3.3) and obtain
(3.4)
∑
P∈P(B2,R2)
f(ϕ(P ))
|P |
= − log(
∑
T∈T (B2,R2)
(−1)|T |f(ϕ(T ))).
Let Tn(B2,R2) be the set of trivial heaps of size n contained in the set T (B2,R2) and suppose that
Tn ∈ Tn(B2,R2) is a trivial heap having n pieces {i1, . . . , ir}, {ir+1, . . . , i2r}, . . . , {irn−r+1, . . . , irn}
such that i1 < ir+1 < · · · < irn−r+1. Then i1, i2, . . . , irn must be a strictly increasing sequence.
We use ITn = i1, i2, . . . , irn to denote this strictly increasing sequence. Thus, the map Tn 7→ ITn
is a bijection between Tn(B2,R2) and the set of strictly increasing sequences of length rn. This
yields
∑
Tn∈Tn(B2,R2)
(−1)nf(ϕ(Tn)) =
∑
ITn
(−1)n
rn∏
j=1
aij = (−1)
n (a1 + a2 + · · · )
rn
(rn)!
where the second summation runs over all the strictly increasing sequences ITn of length rn and
the last equation holds because a2i = 0 for every i. It follows immediately that the right hand side
of (3.4) is
− log(
∑
T∈T (B2,R2)
(−1)|T |f(ϕ(T ))) = − log(
∑
n≥0
∑
Tn∈Tn(B2,R2)
(−1)nf(ϕ(Tn)))
= − log(
∑
n≥0
(−1)n
(a1 + a2 + · · · )
rn
(rn)!
).
On the other hand, let Pn(B2,R2) be the set of pyramids of size n contained in the set P(B2,R2).
Suppose that Pn ∈ Pn(B2,R2) is a pyramid of size n such that f(ϕ(Pn)) 6= 0, then the elements
of the poset Pn are exactly the blocks of a set partition of rn integers where every block has size
r, and every block is crossing with at least one other block of this set partition. We continue using
ITn to represent any strictly increasing sequence i1, i2, . . . , irn. A strictly increasing sequence ITn
uniquely corresponds with a set {i1, i2, . . . , irn}. For a given set {i1, i2, . . . , irn}, let pn,r count the
number of pyramids Pn such that the elements of Pn are exactly the blocks of a set partition of
{i1, i2, . . . , irn} where each block has size r. Then we have
∑
Pn∈Pn(B2,R2)
f(ϕ(Pn)) =
∑
ITn
pn,r
rn∏
j=1
aij =
∑
ITn
pn,r
(a1 + a2 + · · · )
rn
(rn)!
.
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Note that the number pn,r is independent of the choice of the set {i1, i2, . . . , irn}. Without loss of
generality, we choose the set {1, 2, . . . , rn}. It turns out that the left hand side of (3.4) is
∑
P∈P(B2,R2)
f(ϕ(P ))
|P |
=
∑
n≥0
∑
Pn∈Pn(B2,R2)
f(ϕ(Pn))
n
=
∑
n≥0
pn,r
n
(a1 + a2 + · · · )
rn
(rn)!
In view of (3.1), we get rn(Π
(r)
n ) = n−1pn,r. Since every pyramid in P(B2,R2) has n elements,
it follows that rn(Π
(r)
n ) counts the number of pyramids P ∗n in P(B2,R2) such that the unique
maximal element of P ∗n is the block containing rn and P
∗
n has n elements which are exactly the
blocks of a partition in Πn,r. The proof is complete. 
For example, r2(Π
(2)
2 ) = 2 counts the pyramid {{1, 3}, {2, 4}} such that {1, 3} ≤ {2, 4} and the
pyramid {{1, 4}, {2, 3}} such that {2, 3} ≤ {1, 4}.
Lemma 3. There is a bijection between the set of permutations of [rn − 1] with descent set
{r, 2r, . . . , rn − r} and the set of pyramids P ∗n in P(B2,R2) such that P
∗
n has n elements which
are exactly the blocks of a partition in Πn,r and the unique maximal element of P
∗
n is the block
containing rn.
Proof. Let π = a1a2 · · · arn−1 be a permutation of [rn − 1] such that Des π = {r, 2r, . . . , rn − r}.
We consider a partition σ ∈ Πn,r whose blocks are exactly
{a1, . . . , ar}, {ar+1, . . . , a2r}, · · · , {arn−r+1, . . . , arn−1, rn},
and we now prove that we can choose them in such a way that they are the elements of a pyramid
P ∗n . It remains to define an order ≤ of the elements in the pyramid P
∗
n . The correspondence g(σ)
is defined inductively. Let m be the minimal integer such that m + 1,m + 2, . . . , rn are in the
same block. We notice that m and rn are in two crossing blocks of σ and we consider the block
that contains m. Suppose that {ai1 , . . . , ai1+r−1} is the block of σ such that ai1+r−1 = m and
let σ1 = {{ak, . . . , ar+k−1} : k ≤ i1} be a subset of the blocks of σ. Let σ2 = {{ak, . . . , ar+k−1} :
k > i1} be the set of remaining blocks. Then we can write σ = σ1σ2 and we use |σi| to denote
the number of blocks in the partition σi, for i = 1, 2. By induction, g(σi) is a pyramid such
that the unique maximal element is the block containing m if i = 1, or the block containing
rn if i = 2, and g(σi) has |σi| elements which are exactly the blocks of σi, for i = 1, 2. For
every element x in the pyramid g(σ1), suppose that yx is one of the minimal elements in the
pyramid g(σ2) that is crossing with x but not crossing with any z such that x ≤ z in the pyramid
g(σ1), then the pyramid g(σ) is obtained by letting yx cover x for every x and yx. In particular,
{ai1 , . . . , ai1+r−1} ≤ {arn−r+1, . . . , arn−1, rn} in the pyramid g(σ), which implies that the unique
maximal element of g(σ) is the block containing rn. In fact, this provides an inductive process to
successively construct the pyramid g(σ) whose unique maximal element is the block of σ containing
rn and g(σ) has n elements that are exactly the blocks of σ.
Conversely, consider a pyramid P ∗n in P(B2,R2) such that P
∗
n has n elements which are exactly
the blocks of a partition σ ∈ Πn,r and the unique maximal element is {arn−r+1, . . . , arn−1, rn}.
We consider the pyramid P1 that is induced by the block that contains m, i.e., P1 contains all the
elements x such that x ≤ {ai1 , . . . , ai1+r−1} in the pyramid P
∗
n where ai1+r−1 = m. Let P2 be
the pyramid of remaining elements from P ∗n . Then Pi = g(σi) for i = 1, 2 which implies the above
inductive process is bijective and therefore the proof is complete. 
See Figure 3.3 for an example of this bijection g.
4. On the poset Q
(r)
n
An r-partition of [n] is a set
π = {(B11, · · · , B1r), (B21, · · · , B2r), · · · , (Bk1, · · · , Bkr)}
satisfying the following two conditions:
(1) for each j ∈ [r], the set πj = {B1j , B2j , · · · , Bkj} forms a partition of S (into k blocks),
(2) for fixed i, |Bi1| = |Bi2| = · · · = |Bir |.
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{4, 7, 15}
{9, 13, 14} {1, 2, 5}
{6, 8, 12}
{3, 10, 11}
Figure 3.3. The pyramid g(σ) where π = 6 8 12 9 13 14 1 2 5 3 10 11 4 7∈ S14 and
σ is a partition with blocks {6, 8, 12}, {9, 13, 14}, {1, 2, 5}, {3, 10, 11}, {4, 7, 15}.
The set of all the r-partitions of set [n], denoted by Q
(r)
n , has a partial ordering by refinement.
Namely, let
π = {(B11, · · · , B1r), (B21, · · · , B2r), · · · , (Bk1, · · · , Bkr)}
σ = {(A11, · · · , A1r), (A21, · · · , A2r), · · · , (Aℓ1, · · · , Aℓr)}
be two r-partitions of [n] where we set for 1 ≤ j ≤ r,
πj = {B1j, B2j , · · · , Bkj} and σj = {A1j , A2j , · · · , Aℓj}.
Then π ≤ σ if for every 1 ≤ j ≤ r, we have πj ≤ σj , i.e., every block of partition πj is contained
in a block of partition σj . For instance,
π = {({1}, {2}), ({2}, {3}), ({3}, {1})} and σ = {({1, 2}, {2, 3}), ({3}, {1})}
are two 2-partitions of [3]. Then we have π1 = π2 = {{1}, {2}, {3}}, σ1 = {{1, 2}, {3}}, σ2 =
{{2, 3}, {1}} and π1 ≤ σ1, π2 ≤ σ2 by refinement. That implies that π ≤ σ in the poset Q
(2)
3 . By
definition, every minimal element of Q
(r)
n can be identified as an (r− 1)-tuple (σ1, σ2, . . . , σr−1) of
permutations σi ∈ Sn by
ρ = {({1}, {σ1(1)}, . . . , {σr−1(1)}), . . . , ({n}, {σ1(n)}, . . . , {σr−1(n)})}.(4.1)
As an immediate consequence, the number of minimal elements of Q
(r)
n is equal to the number
of ordered permutations of [n], i.e., (σ1, σ2, · · · , σr−1) where σi ∈ Sn. Let Qn,r be the set of
(r − 1)-tuple (σ1, σ2, · · · , σr−1) of permutations σi ∈ Sn, it follows that M(n) = |Qn,r| = n!
r−1
and that the sequence {rn(Q
(r)
n )}n≥1 where r ≥ 2 defined by (1.2) satisfies
∑
n≥1
rn(Q
(r)
n )zn
n!r
= − log(
∑
n≥0
(−1)n
zn
n!r
).(4.2)
For any σ = (σ1, σ2, . . . , σr−1) ∈ Qn,r, the diagram representation of σ is described as follows: We
draw rn dots in r rows with each row having n dots labeled by 1, 2, . . . , n, and, for every i,m, we
connect m from the i-th row with σi(m) from the (i + 1)-th row. For every m ∈ [n], we call the
sequence
(m,σ1(m), σ2σ1(m), . . . , σr−1 · · ·σ2σ1(m))
a path of σ that starts from m. See Figure 4.1. Clearly every σ ∈ Qn,r has n paths. Two paths
(a1, a2, . . . , ar) and (b1, b2, . . . , br) are not crossing if and only if ak < bk for all k. Otherwise two
paths (a1, a2, . . . , ar) and (b1, b2, . . . , br) are crossing. Let B3 = {(i1, i2, . . . , ir) : ij ≥ 1, 1 ≤ j ≤ r}
be the set of paths of length r − 1 with a symmetric and reflexive binary relation R3 defined
by: (i1, . . . , ir)R3(j1, . . . , jr) if and only if two paths (i1, . . . , ir) and (j1, . . . , jr) are crossing. Let
(R,≤) be a poset where each element is labeled by an element (i1, . . . , ir) ∈ B3 such that:
(1) (i1, . . . , ir) and (j1, . . . , jr) are comparable if (i1, . . . , ir) and (j1, . . . , jr) are crossing.
(2) if (j1, . . . , jr) covers (i1, . . . , ir) in the poset (R,≤), then they are crossing.
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1
1
1
2
2
2
3
3
3
4
4
4
5
5
5
Figure 4.1. The diagram representation of σ = (23145, 34125) and σ has paths
(1, 2, 4), (2, 3, 1), (3, 1, 3), (4, 4, 2) and (5, 5, 5).
By definition 2.1, the poset (R,≤) is a heap H = (R,≤) ∈ H(B3,R3). In a geometric way, we
put the path (j1, . . . , jr) on top of the path (i1, . . . , ir) if (i1, . . . , ir) ≤ (j1, . . . , jr) in the heap
H = (R,≤). See Figure 4.2.
(1, 2) (2, 3)
(3, 1)
(2, 2) (3, 3)
(1, 3)
(1, 1) 1
1
1
1
1
1
1
1
1
1
2
2
2
2
2
2
2
2
2
2
3
3
3
3
3
3
3
3
3
3
Figure 4.2. A heap H (left) in the monoid H(B3,R3) and its geometric repre-
sentation (right). The corresponding word in the monoid M(B3,R3) is ϕ(H) =
x(1,1)x(1,3)x(2,2)x(3,3)x(3,1)x(1,2)x(2,3).
Furthermore, non-ambiguous trees were introduced by Aval et al. [1] because of their connection
to the tree-like tableaux. The non-ambiguous trees are embedded in a 2-dimensional N× N grid.
Let each vertex v have coordinates x(v) = (x1(v), x2(v)). Then a 2-dimensional non-ambiguous
tree of size n is a set A of n points (x1(v), x2(v)) ∈ N× N such that:
(1) (0, 0) ∈ A; we call this point the root of A.
(2) for a given non-root point p ∈ A, there exists one point q ∈ A such that x2(q) < x2(p)
and x1(q) = x1(p) or one point s ∈ A such that x1(s) < x1(p) and x2(s) = x2(p) (but not
both).
(3) there is no empty line between two given points: if there exists a point p ∈ A such that
x1(p) = x (resp. x2(p) = y), then for every x
′ < x (resp. y′ < y) there exists q ∈ A such
that x1(q) = x
′ (resp. x2(q) = y
′).
A complete non-ambiguous tree is a non-ambiguous tree whose vertices have either 0 or 2 children.
The non-ambiguous tree A has a unique tree structure since, except for the root, every point p ∈ A
has a unique parent, which is the nearest point q or s in condition (2). In other words, the set A
of points determines the tree structure. Let TA be the unique underlying tree associated to the
vertex set A. For instance, there are four complete non-ambiguous trees of size 5 whose underlying
trees are given here.
r
 
 
 
❅
❅
❅r
r
r
  r
(0, 0)
(0, 2)
(1, 0)
(1, 1)
(2, 0)
r
 
 
 
❅
❅
❅r
r
r
❅❅r
(0, 0)
(0, 2)
(0, 1)
(1, 1)
(2, 0)
r
 
 
 
❅❅rr
r
❅
❅
❅r
(0, 0)
(0, 1) (1, 0)
(0, 2) (2, 1)
r
   ❅
❅
❅
rr
r
 
 
 r
(0, 0)
(0, 1) (1, 0)
(2, 0)
(1, 2)
One of our main results is stated as follows:
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Theorem 4. rn(Q
(r)
n ) counts the number of pyramids Q∗n in P(B3,R3) such that Q
∗
n has n ele-
ments which are exactly the paths of an (r−1)-tuple of permutations in Sn and the unique maximal
element of Q∗n is the path starting from 1. In particular, rn(Q
(2)
n ) counts the number of complete
non-ambiguous trees of size 2n− 1.
We divide Theorem 4 into Lemma 5 and Lemma 6. We shall prove Lemma 5 again by using
the connection between rn(Q
(r)
n ) and heaps and prove Lemma 6 by a bijection.
4.1. Connection between rn(Q
(r)
n ) and heaps. Now we first establish a connection between
rn(Q
(r)
n ) and the set of pyramids P(B3,R3) via (2.4).
Lemma 5. rn(Q
(r)
n ) counts the number of pyramids Q∗n in P(B3,R3) such that Q
∗
n has n elements
which are exactly the paths of an (r − 1)-tuple of permutations in Sn and the unique maximal
element of Q∗n is the path starting from 1.
Proof. From (2.4) we know
(4.3)
∑
P∈P(B3,R3)
ϕ(P )
|P |
=comm − log(
∑
T∈T (B3,R3)
(−1)|T |ϕ(T )).
We now consider the Cartier-Foata monoidM(B3,R3). Let {ai,j}i≥1,j≥1 be a sequence of variables
such that a2i,j = 0 for every i, j and ai,jak,ℓ = ak,ℓai,j for every i, j, k, ℓ. Furthermore let h :
Z[[M(B3,R3)]]→ Z[[a1,1, a1,2, . . .]] be a ring homomorphism such that h(x(i1,i2,...,ir)) =
∏r
j=1 aij ,j
and h(1) = 1. We apply h on both sides of (4.3) and obtain
(4.4)
∑
P∈P(B3,R3)
h(ϕ(P ))
|P |
= − log(
∑
T∈T (B3,R3)
(−1)|T |h(ϕ(T ))).
Let Tn(B3,R3) be the set of trivial heaps of size n contained in the set T (B3,R3) and suppose that
Tn ∈ Tn(B3,R3) is a trivial heap having n paths (i1, . . . , ir), (ir+1, . . . , i2r), . . ., (irn−r+1, . . . , irn)
such that i1 < ir+1 < · · · < irn−r+1. Then the sequence ITn,j = ij, ir+j, . . . , inr−r+j is a strictly
increasing sequence for every j, 1 ≤ j ≤ r. It follows that Tn 7→ I
∗
Tn
where I∗Tn = (ITn,1, . . . , ITn,r)
and ITn,j = ij, ir+j, . . . , inr−r+j is a bijection between the set of trivial heaps of size n and the set
of r-tuples of strictly increasing sequences of length n. This gives
∑
Tn∈Tn(B3,R3)
(−1)nh(ϕ(Tn)) =
∑
I∗
Tn
(−1)n
n∏
m=1
r∏
j=1
airm−r+j ,j
= (−1)n
r∏
j=1
(a1,j + a2,j + · · · )
n
n!
=
(−1)n
n!r
(
r∏
j=1
(
∞∑
i=1
ai,j))
n
where the second summation runs over all the r-tuples I∗Tn of strictly increasing sequences of length
n and the last two equations hold because a2i,j = 0 for every i, j. It follows immediately that the
right hand side of (4.4) is
− log(
∑
T∈T (B3,R3)
(−1)|T |h(ϕ(T ))) = − log(
∑
n≥0
∑
Tn∈Tn(B3,R3)
(−1)nh(ϕ(Tn)))
= − log(
∑
n≥0
(−1)n
n!r
(
r∏
j=1
(
∞∑
i=1
ai,j))
n).
On the other hand, let Pn(B3,R3) be the set of pyramids of size n contained in the set P(B3,R3).
Suppose that Pn ∈ Pn(B3,R3) is a pyramid of size n such that h(ϕ(Pn)) 6= 0, then the elements
of the poset Pn are exactly the paths of an (r− 1)-tuple σ = (σ1, . . . , σr−1) of bijections such that
σj is a bijection between two sets of n integers for every j, and every path of σ is crossing with at
least one other path of σ. We continue using I∗Tn = (ITn,1, . . . , ITn,r) to represent any r-tuple of
strictly increasing sequences of length n. A strictly increasing sequence ITn,j = ij , ij+r, . . . , inr−r+j
uniquely corresponds with a set STn,j = {ij, ij+r, . . . , inr−r+j}. For a given r-tuple I
∗
Tn
of strictly
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increasing sequences, let p¯n,r count the number of pyramids Pn such that the elements of Pn are
exactly the paths of an (r − 1)-tuple σ = (σ1, . . . , σr−1) of bijections such that σj is a bijection
between the set STn,j and STn,j+1 for every j. Then we have
∑
Pn∈Pn(B3,R3)
h(ϕ(Pn)) =
∑
I∗
Tn
p¯n,r
n∏
m=1
r∏
j=1
airm−r+j ,j
Note that the number p¯n,r is independent of the choice of the r-tuple I
∗
Tn
of strictly increasing
sequences and we choose the set STn,j = {1, 2, . . . , n} for every j. It turns out the left hand side
of (4.4) is
∑
P∈P(B3,R3)
h(ϕ(P ))
|P |
=
∑
n≥0
∑
Pn∈Pn(B3,R3)
h(ϕ(Pn))
n
=
∑
n≥0
∑
I∗
Tn
p¯n,r
n
n∏
m=1
r∏
j=1
airm−r+j ,j
=
∑
n≥0
p¯n,r
n
1
n!r
(
r∏
j=1
(
∞∑
i=1
ai,j))
n.
In view of (4.2), we conclude that rn(Q
(r)
n ) = n−1p¯n,r. Since every pyramid in P(B3,R3) has n
elements, it follows that rn(Q
(r)
n ) counts the number of pyramids Q∗n in P(B3,R3) such that Q
∗
n
has n elements which are exactly the paths of an (r − 1)-tuple of permutations in Sn and the
maximal element of Q∗n is the path starting at 1. The proof is complete. 
For example, r2(Q
(3)
2 ) = 3 counts the pyramid {(1, 2, 1), (2, 1, 2)} such that (2, 1, 2) ≤ (1, 2, 1),
the pyramid {(1, 2, 2), (2, 1, 1)} such that (2, 1, 1) ≤ (1, 2, 2), and the pyramid {(1, 1, 2), (2, 2, 1)}
such that (2, 2, 1) ≤ (1, 1, 2).
Let bn be the number of complete non-ambiguous trees of size 2n − 1, Aval et al. proved
the integers bn satisfy (4.2) when r = 2. This implies that rn(Q
(2)
n ) = bn. We will prove that
rn(Q
(2)
n ) = bn by a bijection in Lemma 6.
Lemma 6. There is a bijection between the set of complete non-ambiguous trees of size 2n − 1
and the set of pyramids Q∗n in P(B3,R3) such that Q
∗
n has n elements which are exactly the paths
of a permutation σ ∈ Sn and the unique maximal element of Q
∗
n is the path (1, σ(1)).
Proof. Given a complete non-ambiguous tree A of size 2n−1, we first do a coordinate translation.
Let A 7→ µ(A) be a bijection such that for any v ∈ A having coordinate x(v) = (x1(v), x2(v)),
we set µ(A) = {(x1(v) + 1, x2(v) + 1) : v ∈ A}. Recall that TA is the unique underlying tree
associated to A. Thus via bijection µ, we shift the tree TA rooted at (0, 0) to the tree Tµ(A) rooted
at (1, 1). Next we consider the coordinates of the leaves of Tµ(A). From the definition of complete
non-ambiguous tree, we know the coordinates of the leaves of Tµ(A) must be
(1, σ(1)), (2, σ(2)) · · · , (n, σ(n)),
where σ ∈ Sn and we now prove that we can choose them in such a way that they are the elements
of a pyramid Q∗n. It remains to define an order ≤ of the elements in the pyramid Q
∗
n.
Let B be any subset of A such that the underlying tree Tµ(B) is a subtree of Tµ(A). The
correspondence q(B) is defined inductively. Suppose B is rooted at (a, b) and let B1, B2 be two
subsets of B such that Tµ(B1) is the left subtree and Tµ(B2) is the right subtree of Tµ(B). Then
for i = 1, 2, the leaves of Tµ(Bi) can be identified as a permutation σ¯i which is σ restricted to a
subset of [n]. Clearly (a, σ(a)) ∈ B1, (σ
−1(b), b) ∈ B2 and the two paths (a, σ(a)), (σ
−1(b), b) are
crossing. By induction, q(B1) is a pyramid such that the unique maximal element is (a, σ(a)),
q(B2) is a pyramid such that the unique maximal element is (σ
−1(b), b) and all the elements of
q(Bi) are exactly the paths of σ¯i for i = 1, 2. We use |σ¯i| to denote the number of paths in σ¯i for
i = 1, 2.
If Tµ(B) is the left subtree of its parent in Tµ(A) or B = A, then, for every element x in the
pyramid q(B2), suppose that yx is one of the minimal elements in the pyramid q(B1) that is crossing
with x but not crossing with any z such that x ≤ z in the pyramid q(B2). Thus the pyramid q(B)
HEAPS AND TWO EXPONENTIAL STRUCTURES 13
is obtained by letting yx cover x for every x and yx. In particular, (σ
−1(b), b) ≤ (a, σ(a)) holds in
the pyramid q(B) which implies that the unique maximal element of q(B) is (a, σ(a)).
If Tµ(B) is the right subtree of its parent in Tµ(A), then, for every path y in the pyramid q(B1),
suppose xy is one of the minimal elements in the pyramid q(B2) that is crossing with y but not
crossing with any z such that y ≤ z in the pyramid q(B1). Thus, the pyramid q(B) is obtained by
letting xy cover y for every y and xy. In particular, (a, σ(a)) ≤ (σ
−1(b), b) holds in the pyramid
q(B) which implies that the unique maximal element of q(B) is (σ−1(b), b).
In fact, this gives us an inductive process to successively construct the pyramid q(A) whose
unique maximal element is (1, σ(1)) and q(A) has n elements which are exactly the paths of
σ ∈ Sn. Conversely, without loss of generality, consider a pyramid Q
∗
n such that the elements of
Q∗n are exactly the paths of the permutations σ¯1, σ¯2 and the unique maximal element is (a, σ(a)).
Let d be the minimal integer such that d1 ≥ d for all the elements (c1, d1) ∈ Q
∗
n, then d = b and
we consider the pyramid Q2 that is induced by the element (σ
−1(b), b), i.e., Q2 contains all the
elements x such that x ≤ (σ−1(b), b) in the pyramid Q∗n. Let Q1 be the pyramid of remaining
elements from Q∗n. Then Qi = q(Bi), for i = 1, 2, which implies the above inductive process is
bijective and therefore the proof is complete. 
See Figure 4.3 for an example.
(0, 0)
(0, 1)
(3, 0)
(0, 2)
(0, 3)
(0, 4)
(4, 1)
(2, 3)
(1, 2)
(1, 5)
(2, 3) (3, 4)
(5, 2) (4, 1)
Figure 4.3. A complete non-ambiguous tree of size 9 (left) and the corresponding
pyramidQ∗5 whose unique maximal element is the path (1, 5) (right). The pyramid
Q∗5 has 5 elements which are exactly the paths of the permutation σ = 53412.
4.2. From heaps to pairs of permutations. A non-ambiguous forest introduced by Aval et al.
[1] is a set of points x(v) = (x1(v), x2(v)) ∈ N× N satisfying the following conditions:
(1) for a given non-root point p ∈ A, the set {s ∈ A : x1(s) < x1(p), x2(s) = x2(p)} ∪ {q ∈ A :
x2(q) < x2(p), x1(q) = x1(p)} has at most 1 element.
(2) there is no empty line between two given points: if there exists a point p ∈ A such that
x1(p) = x (resp. x2(p) = y), then for every x
′ < x (resp. y′ < y) there exists q ∈ A such
that x1(q) = x
′ (resp. x2(q) = y
′).
In the same way, a non-ambiguous forest has an underlying binary forest structure. A complete
non-ambiguous forest is a non-ambiguous forest such that all trees in the underlying binary for-
est are complete. For instance, there are 4 complete non-ambiguous forests that contain leaves
(0, 1), (1, 2), (2, 0), which are
r
   ❅
❅
❅
rr
r
 
 
 r
(0, 0)
(0, 1) (1, 0)
(2, 0)
(1, 2)
r
r
r
(0, 1)
(2, 0)
(1, 2)
❅❅
rr
r
 
 
 r
(0, 1) (1, 0)
(2, 0)
(1, 2)
r
   ❅
❅
❅
r
r
r
(0, 0)
(0, 1)
(2, 0)
(1, 2)
We denote by τ(n) the number of complete non-ambiguous forests with n leaves. Then Aval et
al. [1] proved that
∑
n≥0
τ(n)
xn
n!2
= (
∑
n≥0
(−1)nxn
n!2
)−1.(4.5)
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In addition, Carlitz et al. [2] proved the same identity by enumerating the pairs of permutations
with no common rise. Let ω(n) count the number of pairs (π, ξ) of permutations of [n] such that
any two consecutive entries cannot be rising both in π and ξ, i.e., there is no integer i such that
π(i) < π(i + 1) and ξ(i) < ξ(i+ 1). Carlitz et al. [2] showed that
∑
n≥0
ω(n)
xn
n!2
= (
∑
n≥0
(−1)nxn
n!2
)−1.
This implies that τ(n) = ω(n) and Aval et al. asked for a bijective proof of τ(n) = ω(n). Here
we will give a bijection between the set of complete non-ambiguous forests with n leaves and the
set of pairs (π, ξ) of permutations π, ξ ∈ Sn with no common rise by using heaps as intermediate
objects.
Theorem 7. There is a bijection between the set of complete non-ambiguous forests with n leaves
and the set of pairs (π, ξ) of permutations of [n] with no common rise.
Proof. We first define the number hn,r by the equation
∑
n≥0
hn,r
xn
n!r
= (
∑
n≥0
(−1)nxn
n!r
)−1.(4.6)
Similar to the proof of Lemma 5, via (2.2) we can prove that hn,r counts the number of heaps
H∗n in H(B3,R3) such that H
∗
n has n elements which are exactly the paths of an (r − 1)-tuple of
permutations in Sn. We will first show that τ(n) = hn,2 by a bijection.
Given a complete non-ambiguous forestA with n leaves, let v ∈ A have coordinates (x1(v), x2(v))
and we again obtain the set µ(A) = {(x1(v) + 1, x2(v) + 1) : v ∈ A} via the bijection µ given in
Lemma 6. Recall that Tµ(A) is the underlying forest associated with the vertex set µ(A). From
the definition we know the coordinates of the leaves of Tµ(A) must be
(1, σ(1)), (2, σ(2)), . . . , (n, σ(n)),
where σ ∈ Sn and we now prove that we can choose them in such a way that they are the elements
of a heap H∗n. It remains to define the order ≤ of the elements of the heap H
∗
n.
The correspondence s(A) is defined as follows. Suppose the forest Tµ(A) contains exactly k
complete non-ambiguous trees Tµ(B1), Tµ(B2), . . . , Tµ(Bk) that are associated to the vertex sets
µ(B1), µ(B2), . . . , µ(Bk), respectively, and the leaves of every Tµ(Bi) can be identified as a permu-
tation σ¯i which is σ restricted to a subset of [n]. Furthermore, suppose the leftmost leaf of Tµ(Bi)
is (ai, bi) for i ≤ k and a1, a2, . . . , ak is strictly increasing. Then by applying the bijection q given
in Lemma 6 on every Bi, we have the corresponding pyramid q(Bi) such that the unique maximal
element is (ai, bi) and all the elements of q(Bi) are exactly the paths of a permutation σ¯i. For
every i, j such that 1 ≤ i ≤ k and j > i, and every element x in the pyramid q(Bi), suppose yx is
one of the minimal elements in the pyramid q(Bj) that is crossing with x but not crossing with
any z such that x ≤ z in the pyramid q(Bi). Then the heap s(A) is obtained by letting yx cover
x for every x and yx.
We next prove that the map A 7→ s(A) is a bijection by showing its inverse map. For a given
heap H∗n in H(B3,R3) such that H
∗
n has n elements which are exactly the paths of a permutation σ
in Sn, namely the elements of H
∗
n are (1, σ(1)), . . . , (n, σ(n)), we consider the pyramid P1 induced
by the element (1, σ(1)), i.e., P1 contains all the elements y inH
∗
n such that y ≤ (1, σ(1)). From the
remaining heap H∗n−P1, we choose an element (c1, d1) such that c1 is minimal of all the elements
contained in H∗n − P1. Let P2 be a pyramid induced by the element (c1, d1), i.e., P2 contains all
the elements y in H∗n−P1 such that y ≤ (c1, d1). We continue this process until no element is left
and we decompose H∗n into a sequence of pyramids P1, P2, . . . , Pk whose unique maximal elements
are respectively (1, σ(1)), (c1, d1), . . . , (ck−1, dk−1) such that 1, c1, . . . , ck−1 is strictly increasing. In
fact, Pi = q(Bi). For any two crossing paths (i,mi), (j,mj) such that (i,mi) ∈ Ps and (j,mj) ∈ Pt,
we have (i,mi) ≤ (j,mj) if s < t. By applying the inverse bijection q
−1 given in Lemma 6 on
the pyramids P1, P2, . . . , Pk, we retrieve a forest of binary trees Tµ(B1), Tµ(B2), . . . , Tµ(Bk) whose
vertex set is a complete non-ambiguous forest, from which it follows that A 7→ s(A) is a bijection.
See Figure 4.4 for an example of the bijection s.
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(3, 0)
(0, 2)
(0, 3)
(0, 4)
(4, 1)
(2, 3)
(1, 2) (1, 5)
(2, 3) (3, 4)
(5, 2)(4, 1)
Figure 4.4. A complete non-ambiguous forest with 5 leaves (left) and its cor-
responding heap H∗5 whose elements are exactly the paths of the permutation
σ = 53412 (right). Furthermore, the heap H∗5 uniquely corresponds with the pair
(54132, 21543) of permutations with no common rise.
In the next step, we will show that hn,2 = ω(n) by constructing a bijection between the set of
pairs (π, ξ) of permutations of [n] with no common rise and the set of heaps H∗n in H(B3,R3) such
that H∗n has n elements which are exactly the paths of a permutation σ ∈ Sn.
For a given pair (π, ξ) of permutations π, ξ ∈ Sn without common rise, suppose π = a1a2 · · · an
and ξ = b1b2 · · · bn. Then, we choose a permutation σ ∈ Sn satisfying σ(ai) = bi for every i. Let
(a1, b1), . . . , (an, bn) be the elements of the corresponding heap H
∗
n, then it remains to define the
order ≤ in the heap H∗n. For every two crossing paths (ai, bi), (aj , bj), we set (aj , bj) < (ai, bi) if
i < j. Thus, we have given the map (π, ξ) 7→ H∗n.
We next prove this map is a bijection by showing its inverse map. Given a heapH∗n inH(B3,R3)
such that H∗n has n elements which are exactly the paths of a permutation σ ∈ Sn, for any two
paths (ai, bi), (aj , bj), we define (ai, bi) ≺ (aj , bj) if (aj , bj) < (ai, bi) in the heap H
∗
n. Otherwise,
we define (aj , bj) ≺ (ai, bi) if ai < aj and (ai, bi), (aj , bj) are incomparable in the heap H
∗
n.
In this way, we give a total order ≺ of the paths (ai, bi) for all i which allows us to rewrite
the elements (a1, b1), (a2, b2), . . . , (an, bn) by this linear order ≺. That is, suppose the sequence
(ai1 , bi1), (ai2 , bi2), . . . , (ain , bin) satisfies (ai1 , bi1) ≺ (ai2 , bi2) ≺ · · · ≺ (ain , bin), then we choose
π = ai1ai2 · · · ain ∈ Sn and ξ = bi1bi2 · · · bin ∈ Sn. There is no common rise of the pair (π, ξ).
If there exists ij such that aij < aij+1 and bij < bij+1 , then the paths (aij , bij ) and (aij+1 , bij+1)
are not crossing, so they have no cover relation in the heap H∗n. It follows that (aij , bij ) and
(aij+1 , bij+1) are incomparable in the heap H
∗
n and, in view of aij < aij+1 , we have (aij+1 , bij+1) ≺
(aij , bij ) which contradicts the assumption that (aij , bij ) ≺ (aij+1 , bij+1). Consequently, the pair
(π, ξ) has no common rise and the map (π, ξ) 7→ H∗n is a bijection. 
See Figure 4.4 for an example of this bijection.
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