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Abstract
In this paper, the existence of solutions for a perturbed impulsive hyperbolic differential inclusion with
variable times is proved under the mixed generalized Lipschitz and Carathéodory’s conditions.
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1. Introduction
This paper is concerned with the existence of solutions for perturbed impulsive hyperbolic
differential inclusions with variable times. First, we consider the following perturbed impulsive
hyperbolic differential inclusion:
∂2u(t, x)
∂t∂x
∈ F (t, x, u(t, x))+G(t, x, u(t, x)),
a.e. (t, x) ∈ Ja × Jb, t = τk
(
u(t, x)
)
, k = 1, . . . ,m, (1)
u(t+, x) = Ik
(
u(t, x)
)
, t = τk
(
u(t, x)
)
, k = 1, . . . ,m, (2)
u(t,0) = f (t), t ∈ Ja, u(0, x) = g(x), x ∈ Jb, (3)
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assumptions that will be specified later, P(R) is the family of all nonempty subsets of R, Ik ∈
C1(R,R), f ∈ C(Ja,R), g ∈ C(Jb,R), u(t+, y) = lim(h,x)→(0+,y) u(t + h,x) and u(t−, y) =
lim(h,x)→(0+,y) u(t − h,x) represent the right and left limits of u(t, x) at (t, x), respectively.
Next, we consider the perturbed nonlocal impulsive hyperbolic problem
∂2u(t, x)
∂t∂x
∈ F (t, x, u(t, x))+G(t, x, u(t, x)),
a.e. (t, x) ∈ Ja × Jb, t = τk
(
u(t, x)
)
, k = 1, . . . ,m, (4)
u(t+, x) = Ik
(
u(t, x)
)
, t = τk
(
u(t, x)
)
, k = 1, . . . ,m, (5)
u(x,0)+Q(u) = f (x), x ∈ Ja, (6)
u(0, y)+K(u) = g(y), y ∈ Jb, (7)
where F,G,f,g and Ik are as in the problem (1)–(3) and Q,K :C(Ja × Jb,R) →R are contin-
uous functions.
Impulsive differential and partial differential equations with fixed moments have become
more important in recent years in some mathematical models of real phenomena, especially
in control, biological or medical domains, see the monographs of Lakshmikantham et al. [18],
Samoilenko and Perestyuk [22], and the papers of Bainov et al. [3], Erbe et al. [13], Kirane
and Rogovchenko [16], Liu [20] and Liu and Zhang [21]. Recent results related to differential
equations and inclusions with impulses can be found in the monograph by Benchohra et al. [4].
However the theory of impulsive partial differential equations with variable time is relatively
less developed due to the difficulties created by the state-dependent impulses. Very recently, the
particular problem (1)–(3) with G ≡ 0 in the case where the instant of impulses are fixed has
been considered by Benchohra et al. [5] and with variable moments by the same authors in [6].
In this paper, we shall prove the existence of solutions for the problems (1)–(3) and
(4)–(7) under the mixed generalized Lipschitz and Carathéodory’s conditions. Our approach will
be based on a fixed point theorem for the sum of a contraction multivalued map and a com-
pletely continuous map. These results extend those devoted to the particular problems (1)–(3) and
(4)–(7) with G ≡ 0 and/or F is single-valued and G ≡ 0, considered in the above literature de-
voted to the field.
2. Preliminaries
In this section, we introduce notations, definitions, and preliminary facts from multivalued
analysis which are used throughout this paper.
C(Ja × Jb,R) is the Banach space of all continuous functions from Ja × Jb into R with the
norm
‖u‖∞ = sup
{∣∣u(t, x)∣∣: (t, x) ∈ Ja × Jb} for each u ∈ C(Ja × Jb,R).
L1(Ja × Jb,R) denotes the Banach space of measurable functions u :Ja × Jb →R which are
Lebesgue integrable normed by
‖u‖L1 =
a∫ b∫ ∣∣u(t, x)∣∣dx dt for each u ∈ L1(Ja × Jb,R).0 0
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Y bounded}, Pcp(X) = {Y ∈ P(X): Y compact} and Pcp,c(X) = {Y ∈ P(X): Y compact and
convex}. A multivalued map M :X →P(X) is convex (closed) valued if M(x) is convex (closed)
for all x ∈ X. M is bounded on bounded sets if M(B) = ⋃x∈B M(x) is bounded in X for all
B ∈ Pb(X) (i.e. supx∈B{sup{|y|: y ∈ M(x)}} < ∞). M is called upper semi-continuous (u.s.c.)
on X if for each x0 ∈ X the set M(x0) is a nonempty closed subset of X and if for each open set
N of X containing M(x0), there exists an open neighborhood N0 of x0 such that M(N0) ⊆ N .
M is said to be completely continuous if M(B) is relatively compact for every B ∈Pb(X). If the
multivalued map M is completely continuous with nonempty compact values, then M is u.s.c. if
and only if M has a closed graph (i.e. xn → x∗, yn → y∗, yn ∈ M(xn) imply y∗ ∈ M(x∗)). M has
a fixed point if there is x ∈ X such that x ∈ M(x). The fixed point set of the multivalued operator
M will be denoted by FixM . A multivalued map M :Ja × Jb → Pcl(R) is said to be measurable
if for every y ∈R, the function
(t, x) 
−→ d(y,M(t, x))= inf{|y − u|: u ∈ M(t, x)}
is measurable. For more details on multivalued maps see the books of Aubin and Cellina [1],
Aubin and Frankowska [2], Deimling [11], Górniewicz [14] and Hu and Papageorgiou [15].
Definition 2.1. A multivalued map M :Ja × Jb ×R→ P(R) is said to be Carathéodory if
(i) (t, x) 
→ M(t, x, y) is measurable for each u ∈R;
(ii) u 
→ M(t, x,u) is upper semi-continuous for almost each (t, x) ∈ Ja × Jb.
For each u ∈ C(Ja × Jb,R), define the set of selections of M by
SM,u =
{
v ∈ L1(Ja × Jb,R): v(t, x) ∈ M
(
t, x, u(t, x)
)
a.e. (t, x) ∈ Ja × Jb
}
.
Let M :Ja × Jb ×R→ P(R) be a multivalued map with nonempty compact values. Assign
to M the multivalued operator
M :C(Ja × Jb,R) →P
(
L1(Ja × Jb,R)
)
by letting
M(u) = {w ∈ L1(Ja × Jb,R): w(t, x) ∈ M(t, x, u(t, x)) for a.e. (t, x) ∈ Ja × Jb}.
The operatorM is called the Niemytsky operator associated with M.
Let (X,d) be a metric space induced from the normed space (X, | · |).
Consider Hd :P(X)×P(X) →R+ ∪ {∞} given by
Hd(A,B) = max
{
sup
a∈A
d(a,B), sup
b∈B
d(A,b)
}
,
where d(A,b) = infa∈A d(a, b), d(a,B) = infb∈B d(a, b). Then (Pb,cl(X),Hd) is a metric space
and (Pcl(X),Hd) is a generalized metric space (see [17]).
Definition 2.2. A multivalued operator N :X →Pcl(X) is called
(a) γ -Lipschitz if and only if there exists γ > 0 such that
Hd
(
N(x),N(y)
)
 γ d(x, y), for each x, y ∈ X,
(b) a contraction if and only if it is γ -Lipschitz with γ < 1.
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Theorem 2.3. Let B(0, r) and B[0, r] denote respectively the open and closed balls in a Banach
space E centered at origin and of radius r and let A :B(0, r) → Pcl,c,b(E) and B :B[0, r] →
Pcp,c(E) be two multivalued operators satisfying
(i) A is multi-valued contraction, and
(ii) B is upper semicontinuous and completely continuous.
Then either
(a) the operator inclusion x ∈ Ax +Bx has a solution in B[0, r], or
(b) there exists x0 ∈ E with ‖x0‖ = r such that λx0 ∈ Ax0 +Bx0, for some λ > 1.
The following lemma will be used in the sequel:
Lemma 2.4. [19] Let X be a Banach space. Let F :Ja × Jb ×X →Pcp,c(X) be a Carathéodory
multivalued map and let Γ be a linear continuous mapping from L1(Ja × Jb,X) into
C(Ja × Jb,X), then the operator
Γ ◦ SF :C(Ja × Jb,X) −→Pcp,c
(
C(Ja × Jb,X)
)
,
u 
−→ (Γ ◦ SF )(u) := Γ (SF,u)
is a closed graph operator in C(Ja × Jb,X)×C(Ja × Jb,X).
3. Main result
In this section we are concerned with the existence of solutions for problem (1)–(3). In order
to define the solution of (1)–(3) we shall consider the following space
Ω = {u :Ja × Jb →R: uk ∈ C(Γk,R), k = 0, . . . ,m and there exist u(t−k , .)
and u
(
t+k , .
)
, k = 1, . . . ,m, with u(t−k , .)= u(tk, .)}
which is a Banach space with the norm
‖u‖Ω = max
{‖uk‖∞, k = 0, . . . ,m}
where uk is the restriction of u to Γk := (tk, tk+1)× [0, b], k = 0, . . . ,m. Here t0 = 0, tm+1 = a.
Let us start by defining what we mean by a solution of problem (1)–(3).
Definition 3.1. A function u(·,·) ∈ Ω is said to be a solution of (1)–(3) if there exist v1, v2 ∈
L1(Ja × Jb,R) such that v1(s, τ ) ∈ F(s, τ, u(s, τ )), v2(s, τ ) ∈ G(s, τ,u(s, τ )) a.e. on Ja × Jb ,
and
u(t, x) = f (t)+ g(x)− f (0)+
t∫
0
x∫
0
(
v1(s, τ )+ v2(s, τ )
)
dτ ds
+
∑
0<tk<t
[
Ik
(
u(tk, x)
)+ (t − tk)I¯k(u(tk, x))] for each (t, x) ∈ Ja × Jb.
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(H1) The function (t, x) → F(t, x,u) is measurable and integrably bounded for all u ∈R, and
F(t, x,u) is convex for each (t, x,u) ∈ Ja × Jb ×R.
(H2) Hd(F (t, x,u),F (t, x, u))  l(t, x)|u − u| for almost each (t, x) ∈ Ja × Jb and all
u,u ∈ R where l ∈ L1(Ja × Jb,R) and d(0,F (t, x,0)) l(t, x) for almost each (t, x) ∈
Ja × Jb .
(H3) There exist positive constants ck such that∣∣Ik(u)− Ik(u¯)∣∣ ck|u− u¯| for all u, u¯ ∈R and for all k = 1, . . . ,m.
(H4) The multivalued map G(t, x,u) has compact and convex values for each (t, x,u) ∈
Ja × Jb ×R.
(H5) G is Carathéodory.
(H6) There exist a function q ∈ L1(Ja × Jb,R) with q(t, x) > 0 for a.e. (t, x) ∈ Ja × Jb and a
continuous nondecreasing function ψ :R+ → (0,∞) such that∥∥G(t, x,u)∥∥P = sup{|v|: v ∈ G(t, x,u)}
 q(t, x)ψ
(|u|) a.e. (t, x) ∈ Ja × Jb for all u ∈R.
(H7) There exists a real number r > 0 such that
r >
‖f ‖∞ + ‖g‖∞ + |f (0)| + ‖l‖L1 +ψ(r)‖q‖L1 + |Ik(0)|
1 − ck − ‖l‖L1
, k = 1, . . . ,m.
(H8) The functions τk ∈ C1(R,R) for all k = 1, . . . ,m. Moreover,
0 < τ1(y) < · · · < τm(y) < a for all y ∈R.
(H9) For all u ∈ C(Ja × Jb,R) and all v ∈ SF,u, v∗ ∈ SG,u we have
τ ′k(y)
t∫
t¯
[
v(s, y)+ v∗(s, y)]ds = 1 for all (t, t¯ , y) ∈ Ja × Ja ×R, k = 1, . . . ,m.
(H10) For all u ∈R,
τk
(
Ik(u)
)
 τk(u) < τk+1
(
Ik(u)
)
for all k = 1, . . . ,m.
Theorem 3.2. Suppose that hypotheses (H1)–(H10) are satisfied. If
‖l‖L1 + ck < 1 for all k = 1, . . . ,m,
then the problem (1)–(3) has at least one solution on Ja × Jb .
Proof. The proof will be given in several steps.
Step 1. Consider the following problem:
∂2u(t, x)
∂t∂x
∈ F (t, x, u(t, x))+G(t, x, u(t, x)), a.e. (t, x) ∈ Ja × Jb, (8)
u(t,0) = f (t), t ∈ Ja, u(0, x) = g(x), x ∈ Jb. (9)
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Jb,R) → P(C(Ja × Jb,R)) defined by
N(u) =
{
h ∈ C(Ja × Jb,R): h(t, x) = f (t)+ g(x)− f (0)
+
t∫
0
x∫
0
[
v1(s, τ )+ v2(s, τ )
]
dτ ds, v1 ∈ SF,u and v2 ∈ SG,u
}
.
Remark 3.3. Clearly, the fixed points of N are solutions to (8)–(9).
Let X = C(Ja × Jb,R) and define an open ball B(0, r) in X entered at origin of radius r ,
where the real number r satisfies the inequality in hypothesis (H7). Define two multivalued maps
A,B on B[0, r] by
A(u) =
{
h ∈ X: h(t, x) = f (t)+ g(x)− f (0)+
t∫
0
x∫
0
v1(s, τ ) dτ ds, v1 ∈ SF,u
}
(10)
and
B(u) =
{
h ∈ X: h(t, x) =
t∫
0
x∫
0
v2(s, τ ) dτ ds, v2 ∈ SG,u
}
. (11)
We shall show that the operators A and B satisfy all the conditions of Theorem 2.3. The proof
will be given in several claims.
Claim 1. A(u) is a closed convex and bounded subset of X for each u ∈ B[0, r].
This follows easily if we show that the values of the Niemytsky operator associated are closed
in L1(Ja × Jb,R). Let {wn} be a sequence in L1(Ja × Jb,R) converging to a point w. Then
wn → w in measure and so, there exists a subset S of positive integers with {wn} converging a.e.
to w as n → ∞ through S. Now, since (H1) holds, the values of SF,u are closed in L1(Ja×Jb,R).
Thus, for each u ∈ B[0, r], we have that A(u) is a nonempty and closed subset of X.
We prove that A(u) is a convex subset of X for each u ∈ B[0, r]. Let h1, h2 ∈ A(u), then there
exist v1, v2 ∈ SF,u such that for each (t, x) ∈ Ja × Jb we have
hi(t, x) = f (t)+ g(x)− f (0)+
t∫
0
x∫
0
vi(s, τ ) dτ ds (i = 1,2).
Let 0 d  1. Then, for each (t, x) ∈ Ja × Jb we have(
dh1 + (1 − d)h2
)
(t, x)
= f (t)+ g(x)− f (0)+
t∫
0
x∫
0
[
dv1(s, τ )+ (1 − d)v2(s, τ )
]
dτ ds.
Since SF,u is convex (because F has convex values), then
dh1 + (1 − d)h2 ∈ A(u).
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Let u,u ∈ B[0, r] and h1 ∈ A(u). Then, there exists v1(t, x) ∈ F(t, x,u(t, x)) such that for
each (t, x) ∈ Ja × Jb ,
h1(t, x) = f (t)+ g(x)− f (0)+
t∫
0
x∫
0
v1(s, τ ) dτ ds.
From (H2) it follows that
Hd
(
F
(
t, x, u(t, x)
)
,F
(
t, x, u(t, x)
))
 l(t, x)
∣∣u(t, x)− u(t, x)∣∣.
Hence, there exists w ∈ F(t, x, u(t, x)) such that∣∣v1(t, x)−w∣∣ l(t, x)∣∣u(t, x)− u(t, x)∣∣.
Consider U :Ja × Jb → P(R) given by
U(t, x) = {w ∈R: ∣∣v1(t, x)−w∣∣ l(t, x)∣∣u(t, x)− u(t, x)∣∣}.
Since the multivalued operator V (t, x) = U(t, x) ∩ F(t, x, u(t, x)) is measurable (see [10,
Proposition III.4]), there exists a function v2(t, x) which is a measurable selection for V . So,
v2(t, x) ∈ F(t, x, u(t, x)) and for each (t, x) ∈ Ja × Jb,∣∣v1(t, x)− v2(t, x)∣∣ l(t, x)∣∣u(t, x)− u(t, x)∣∣.
Let us define for each (t, x) ∈ Ja × Jb,
h2(t, x) = f (t)+ g(x)− f (0)+
t∫
0
x∫
0
v2(s, τ ) dτ ds.
We have
∣∣h1(t, x)− h2(t, x)∣∣
t∫
0
x∫
0
∣∣v1(s, τ )− v2(s, τ )∣∣dτ ds.
Thus
‖h1 − h2‖∞  ‖l‖L1‖u− u‖∞.
By an analogous relation, obtained by interchanging the roles of u and u, it follows that
Hd
(
A(u),A(u)
)
 ‖l‖L1‖u− u‖∞.
So, A is a multivalued contraction on X.
Claim 3. B is completely continuous and upper semi-continuous on B[0, r].
First, we show that B is compact on B[0, r]. Let u ∈ B[0, r] be arbitrary. Then, for each
h ∈ B(u), there exists v ∈ SG,u such that for each (t, x) ∈ Ja × Jb we have
h(t, x) =
t∫ x∫
v(s, τ ) dτ ds.0 0
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∣∣h(t, x)∣∣
a∫
0
b∫
0
∣∣v(s, τ )∣∣dτ ds

a∫
0
b∫
0
q(s, τ )ψ
(‖u‖∞)dτ ds
 ‖q‖L1ψ(r).
Next, we show that B maps bounded sets into equicontinuous sets of X. Let (t1, x1), (t2, x2) ∈
Ja × Jb, t1 < t2, x1 < x2 and u ∈ B[0, r]. For each h ∈ B(u),
∣∣h(t2, x2)− h(t1, x2)∣∣
t2∫
t1
x2∫
x1
∣∣v(s, τ )∣∣dτ ds

t2∫
t1
x2∫
x1
q(s, τ )ψ
(‖u‖∞)dτ ds

t2∫
t1
x2∫
x1
q(t, s)ψ(r) dτ ds.
The right-hand side tends to zero as (t2, x2) → (t1, x1). An application of Arzelá–Ascoli theorem
yields that the operator B :B[0, r] →P(X) is completely continuous.
Claim 4. B has a closed graph.
Let un → u∗, hn ∈ B(un) and hn → h∗. We need to show that h∗ ∈ B(u∗).
hn ∈ B(un) means that there exists vn ∈ SG,un such that for each (t, x) ∈ Ja × Jb ,
hn(t, x) =
t∫
0
x∫
0
vn(s, τ ) dτ ds.
We must show that there exists h∗ ∈ SG,u∗ such that for each (t, x) ∈ Ja × Jb ,
h∗(t, x) =
t∫
0
x∫
0
v∗(s, τ ) dτ ds.
Clearly we have
‖hn − h∗‖∞ −→ 0 as n → ∞.
Consider the continuous linear operator
Γ :L1(Ja × Jb,R) → C(Ja × Jb,R)
given by
1124 A. Belarbi, M. Benchohra / J. Math. Anal. Appl. 327 (2007) 1116–1129v 
−→ (Γ v)(t, x) =
t∫
0
x∫
0
v(s, τ ) dτ ds.
From Lemma 2.4, it follows that Γ ◦ SG is a closed graph operator. Moreover, we have
hn(t, x) ∈ Γ (SG,un).
Since un → u∗, it follows from Lemma 2.4 that
h∗(t, x) =
t∫
0
x∫
0
v∗(s, τ ) dτ ds
for some v∗ ∈ SG,u∗ .
Claim 5. The second assertion of Theorem 2.3 is not true.
Let u ∈ X be a possible solution of λu ∈ A(u) + B(u) for some real number λ > 1 with
‖u‖∞ = r . Then there exist v1 ∈ SF,u and v2 ∈ SG,u such that for each (t, x) ∈ Ja × Jb we have
u(t, x) = λ−1
(
f (t)+ g(x)− f (0)+
t∫
0
x∫
0
[
v1(s, τ )+ v2(s, τ )
]
dτ ds
)
.
Then by (H2) and (H6) we have
∣∣u(t, x)∣∣ ∣∣f (t)∣∣+ ∣∣g(x)∣∣+ ∣∣f (0)∣∣+
a∫
0
b∫
0
∣∣v1(s, τ )∣∣dτ ds +
a∫
0
b∫
0
∣∣v2(s, τ )∣∣dτ ds

∣∣f (t)∣∣+ ∣∣g(x)∣∣+ ∣∣f (0)∣∣+
a∫
0
b∫
0
[
l(s, τ )
∣∣u(s, τ )∣∣+ l(s, τ )]dτ ds
+
a∫
0
b∫
0
q(s, τ )ψ
(∣∣u(s, τ )∣∣)dτ ds

∣∣f (t)∣∣+ ∣∣g(x)∣∣+ ∣∣f (0)∣∣+
a∫
0
b∫
0
[
l(s, τ )‖u‖∞ + l(s, τ )
]
dτ ds
+
a∫
0
b∫
0
q(s, τ )ψ
(‖u‖∞)dτ ds.
Taking the supremum over (t, x) we get
‖u‖∞  ‖f ‖∞ + ‖g‖∞ +
∣∣f (0)∣∣+
a∫
0
b∫
0
[
l(s, τ )‖u‖∞ + l(s, τ )
]
dτ ds
+
a∫ b∫
q(s, τ )ψ
(‖u‖∞)dτ ds.0 0
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r  ‖f ‖∞ + ‖g‖∞ + |f (0)| + ‖l‖L1 +ψ(r)‖q‖L1
1 − ‖l‖L1
which contradicts (H7). As a result, the conclusion (ii) of Theorem 2.3 does not hold. Hence, the
conclusion (i) holds and consequently the problem (8)–(9) has a solution u1 on Ja × Jb .
Define the function
rk,1(t, x) = τk
(
u1(t, x)
)− t for t  0.
(H8) implies that
rk,1(0,0) = 0 for k = 1, . . . ,m.
If
rk,1(t, x) = 0 on Ja × Jb for k = 1, . . . ,m,
i.e.,
t = τk
(
u1(t, x)
)
on Ja × Jb and for k = 1, . . . ,m,
then u1 is a solution of the problem (1)–(3).
Consider now the case when
r1,1(t, x) = 0 for some (t, x) ∈ Ja × Jb.
Now, since
r1,1(0,0) = 0
and r1,1 is continuous, there exist t1 > 0, x1 > 0 such that
r1,1(t1, x1) = 0 and r1,1(t, x) = 0 for all (t, x) ∈ [0, t1)× [0, x1].
Thus by (H9) we have
r1,1(t1, x1) = 0 and r1,1(t, x) = 0 for all (t, x) ∈ [0, t1)× [0, x1] ∪ (x1, b].
Suppose that there exist (t¯ , x¯) ∈ [0, t1) × [0, x1) ∪ (x1, b] such that r1,1(t¯ , x¯) = 0. The function
r1,1 attains a maximum at some point (s, s¯) ∈ [0, t1] × Jb. Since
∂2u(t, x)
∂t∂x
∈ F (t, x, u1(t, x))+G(t, x, u1(t, x)) a.e. (t, x) ∈ Ja × Jb,
then there exist v1, v2 ∈ L1(Ja × Jb,R) with v1(t, x) ∈ F(t, x,u1(t, x)) and v2(t, x) ∈
G(t, x,u1(t, x)), a.e. (t, x) ∈ Ja × Jb such that
∂2u1(t, x)
∂t∂x
= v1(t, x)+ v2(t, x) a.e. (t, x) ∈ Ja × Jb,
∂u1(t, x)
∂t
and
∂u1(t, x)
∂x
exist.
Then
∂r1,1(s, s¯) = τ ′1
(
u1(s, s¯)
)∂u1(s, s¯) − 1 = 0.
∂t ∂t
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∂u1(t, x)
∂t
=
t∫
0
[
v1
(
s, x,u1(s, x)
)+ v2(s, x,u1(s, x))]ds,
then
τ ′1
(
u1(s, s¯)
) s∫
0
[
v1(τ, s¯)+ v2(τ, s¯)
]
dτ − 1 = 0.
Therefore
τ ′1
(
u1(s, s¯)
) s∫
0
[
v1(τ, s¯)+ v2(τ, s¯)
]
dτ = 1,
which contradicts (H9). From (H8) we have
rk,1(t, x) = 0 for each (t, x) ∈ [0, t1)× Jb and all k = 1, . . . ,m.
Step 2. Consider now the following problem:
∂2u(t, x)
∂t∂x
∈ F (t, x, u(t, x))+G(t, x, u(t, x)) a.e. t ∈ [t1, a] × Jb, (12)
u
(
t+1 , x
)= I1(u1(t1, x)). (13)
Transform the problem (12)–(13) into a fixed point problem. Consider the operator
N1 :C([t1, a] × Jb,R) → C([t1, a] × Jb,R) defined by
N1(u) =
{
h ∈ C([t1, a] × Jb,R): h(t, x) = I1(u1(t1, x))
+
t∫
t1
x∫
0
[
v1(s, τ )+ v2(s, τ )
]
dτ ds, v1 ∈ SF,u, v2 ∈ SG,u
}
.
As in Step 1 we can show that N1 satisfies all the conditions of Theorem 2.3. We deduce that N1
has a fixed point which is a solution of (12)–(13). Denote this solution by u2.
Define
rk,2(t, x) = τk
(
u2(t, x)
)− t for (t, x) ∈ [t1, a] × Jb.
If
rk,2(t, x) = 0 on (t1, a] × Jb and for all k = 1, . . . ,m,
then
u(t, x) =
{
u1(t, x), if (t, x) ∈ [0, t1)× Jb,
u2(t, x), if (t, x) ∈ [t1, a] × Jb,
is a solution of the problem (1)–(3).
Consider the case when
r2,2(t, x) = 0, for some (t, x) ∈ (t1, a] × Jb.
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r2,2
(
t+1 , x1
)= τ2(u2(t+1 , x1))− t1
= τ2
(
I1
(
u1(t1, x1)
))− t1
> τ1
(
I1
(
u1(t1, x1)
))− t1
 τ1
(
u1(t1, x1)
)− t1
= r1,1(t1, x1) = 0.
Since r2,2 is continuous and by (H8) there exist t2 > t1, x2 > x1 such that
r2,2
(
u2(t2, x2)
)= 0
and
r2,2(t, x) = 0 for all (t, x) ∈ (t1, t2)× Jb.
It is clear by (H8) that
rk,2(t, x) = 0 for all (t, x) ∈ (t1, t2)× Jb, k = 2, . . . ,m.
Suppose now that there is (s, s¯) ∈ (t1, t2] × [0, x2)∪ (x2, b] such that
r1,2(s, s¯) = 0.
From (H10) it follows that
r1,2
(
t+1 , x1
)= τ1(u2(t+1 , x1))− t1
= τ1
(
I1
(
u1(t1, x1)
))− t1
 τ1
(
u1(t1, x1)
)− t1
= r1,1(t1, x1) = 0.
Thus the function r1,2 attains a nonnegative maximum at some point (s1, s¯1) ∈ (t1, a] × [0, x2)∪
(x2, b]. Since
∂2u2(t, x)
∂t∂x
∈ F (t, x, u2(t, x))+G(t, x, u2(t, x)),
then there exist v1(t, x) ∈ F(t, x,u2(t, x)) and v2(t, x) ∈ G(t, x,u2(t, x)) a.e. (t, x) ∈
[t1, a] × Jb such that
∂2u2(t, x)
∂t∂x
= v1(t, x)+ v2(t, x), (t, x) ∈ [t1, a] × Jb.
Then we have
r ′1,2(t, x) = τ ′1
(
u2(t, x)
)∂u2(t, x)
∂t
− 1 = 0.
Therefore
τ ′1
(
u2(s1, s¯1)
) s1∫
t1
[
v1(s, s¯1)+ v2(s, s¯1)
]
ds = 1,
which contradicts (H9).
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the problem
∂2u(t, x)
∂t∂x
∈ F (t, x, u(t, x))+G(t, x, u(t, x)) a.e. t ∈ (tm, a] × (0, b], (14)
u
(
t+m ,x
)= Im(um(tm, x)). (15)
The solution u of the problem (1)–(3) is then defined by
u(t, x) =
⎧⎪⎪⎨
⎪⎪⎩
u1(t, x), if t ∈ [0, t1)× Jb,
u2(t, x), if t ∈ [t1, t2)× Jb,
. . .
um+1(t, x), if t ∈ [tm, a] × Jb.

4. Nonlocal hyperbolic problem
In this section, we indicate some generalizations of the problem (1)–(3). As indicated in [7],
the nonlocal condition can be applied with better effect than just using the classical initial condi-
tion. Other results using nonlocal conditions can be found in [8,9]. By using the same methods as
in Theorem 3.2 (with obvious modifications), we can prove an existence result for the problem
(4)–(7) under the following additional assumptions:
(H11) There exist two nonnegative constants d1 and d2 such that∣∣Q(u)−Q(u)∣∣ d1‖u− u‖∞ for all u,u ∈ C(Ja × Jb,R),
and ∣∣K(u)−K(u)∣∣ d2‖u− u‖∞ for all u,u ∈ C(Ja × Jb,R).
(H12) There exists a real number r > 0 such that
r >
γ + |Q(0)| + |K(0)| + ‖l‖L1 +ψ(r)‖q‖L1 + |Ik(0)|
1 − d1 − d2 − ck − ‖l‖L1
for each k = 1, . . . ,m,
where γ = ‖f ‖∞ + ‖g‖∞ + |f (0)|.
Theorem 4.1. Assume that hypotheses (H1)–(H6), (H8)–(H12) hold. If
‖l‖L1 + ck + d1 + d2 < 1 for each k = 1, . . . ,m,
then the perturbed nonlocal problem (4)–(7) has at least one solution on Ja × Jb .
Proof. The proof is left to the reader. 
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