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Variability in children’s language acquisition is likely due to a number of cognitive and social variables. The
current study investigated whether individual differences in statistical learning (SL), which has been impli-
cated in language acquisition, independently predicted 6- to 8-year-old’s comprehension of syntax. Sixty-eight
(N = 68) English-speaking children completed a test of comprehension of four syntactic structures, a test of SL
utilizing nonlinguistic visual stimuli, and several additional control measures. The results revealed that SL
independently predicted comprehension of two syntactic structures that show considerable variability in this
age range: passives and object relative clauses. These data suggest that individual differences in children’s
capacity for SL are associated with the acquisition of the syntax of natural languages.
Statistical learning (SL), the process of using proba-
bility of co-occurrence to group elements in the
environment, has long been linked to language
acquisition. Artificial language learning (ALL)
studies demonstrate that infants and children
attend to statistical regularities to help them learn
about linguistic systems. For instance, in their semi-
nal study, Saffran, Aslin, and Newport (1996)
reported that 8-month-olds use transitional proba-
bilities to segment continuous speech. Smith and
Yu (2008) showed that 12-month-olds can use cross-
situational statistics to learn word–referent rela-
tions. At the grammatical level, Wonnacott (2011)
showed that 6-year-old children use distributional
statistics to strike a balance between generalization
and lexical conservatism when learning a novel
grammatical construction (see also Wonnacott,
Boyd, Thomson, & Goldberg, 2012; for reviews of
SL literature, see Arciuli & von Koss Torkildsen,
2012; Romberg & Saffran, 2010).
The success of the ALL research suggests that
language acquisition may be supported, at least in
part, by a mechanism that identifies regularities in
input and uses this information to form
generalizations. A complementary line of research
has identified individual differences in SL and
linked them to individual differences in children’s
acquisition of natural language “in the wild.” This
newer line of research parallels similar work on
language proficiency in adults (e.g., Christiansen,
Conway, & Onnis, 2012; Conway, Bauernschmidt,
Huang, & Pisoni, 2010; Misyak & Christiansen,
2012; Misyak, Christiansen, & Tomblin, 2010), and
aims to provide evidence that SL has a role to play
in supporting language acquisition at the level of
the individual. The current study follows this strat-
egy. Specifically, our goal was to investigate
whether individual differences in a (nonlinguistic
visual) SL task predicted individual differences in
typically developing children’s comprehension of
different types of syntactic structures.
Recent research demonstrates that the capacity
for SL varies between individuals. For example,
Kaufman et al. (2010) reported variability in visual
sequence learning among healthy 16- to 17-year-
olds. Similarly, Arciuli and Simpson (2011) reported
individual differences in visual sequence learning of
nonlinguistic stimuli in children aged 5–12 years.
These individual differences are associated with
variation in language proficiency. For instance, sev-
eral studies have shown that individuals with
specific language impairment perform poorly on
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tasks measuring SL in comparison to typically
developing controls (Evans, Saffran, & Robe-Torres,
2009; Lum, Conti-Ramsden, Page, & Ullman, 2012;
Tomblin, Mainela-Arnold, & Zhang, 2007).
Studies with typically developing children have
reported direct correlations between measures of SL
and language acquisition. Shafto, Conway, Field,
and Houston (2012) showed that individual differ-
ences in visual sequence learning of nonlinguistic
stimuli in 8.5-month-old infants predicted word
comprehension at the same age, as measured by
parental report, but did not find a significant longi-
tudinal association with vocabulary at 13.5 months.
In contrast, Ellis, Robledo, and Deak (2014)
reported a longitudinal association between a simi-
lar visual sequence learning task at 6 months and
productive vocabulary at 22 months, an association
that could not be explained by general cognitive
ability as measured by the Bailey Scales of Infant
Development. These data provide evidence that
individual capacities for SL may assist language
acquisition, supporting previous infant studies that
have demonstrated the relation at the group level
(e.g., Hay, Pelucchi, Graf Estes, & Saffran, 2011;
Lany & Saffran, 2010; Smith & Yu, 2008).
The idea that SL supports the acquisition of
grammar is controversial, given significant debate
regarding the degree to which grammatical acquisi-
tion, in particular, depends on domain-specific
versus domain-general learning mechanisms (e.g.,
Chomsky, 2011; Newport, 2011; Perruchet &
Poulin-Charronnat, 2015). Individual differences in
SL have been linked to grammatical development,
although the current evidence base is small. Lany
(2014) reported that 22-month-old infants’ ability to
learn novel probabilistic word–referent mappings
was mediated by their grammatical knowledge, as
measured by parental report. Kidd (2012) reported
that visual SL predicted children’s production of
the passive structure in a syntactic priming task in
4- to 6-year-old children. More mixed evidence
comes from studies that have used standardized
language measures as outcome variables. Although
some studies have reported positive associations
(Conway, Pisoni, Anaya, Karpicke, & Henning,
2011; Lum et al., 2012), a recent large study of 553
typically developing children aged 4–10 years by
Spencer, Kaschak, Jones, and Lonigan (2015)
reported no significant SL–grammar link after con-
trolling for age.
In the current study, we sought to increase the
evidence base for the SL–grammar link in 6- to 8-
year-old typically developing children acquiring
English as a first language. Unlike past studies that
have either tested children on one structure (Kidd,
2012) or on standardized assessments that provide
only broad measures of grammatical knowledge,
children’s comprehension of four specific syntactic
structures was tested, in addition to assessment of
SL, verbal working memory (WM), and verbal and
nonverbal ability.
Associations between SL and grammar have
been reported using both auditory and visual SL
tasks (e.g., in children: Lany, 2014; Kidd, 2012; in
adults: Conway et al., 2010; Misyak et al., 2010),
suggesting that a domain-general capacity for SL
supports acquisition and processing. We chose a
nonlinguistic visual test of SL that has been shown
to elicit variability in children (Arciuli & Simpson,
2011) and has revealed a link between SL and lan-
guage proficiency (Arciuli & Simpson, 2012). A
recent study of adults that compared various types
of SL tasks reported that a nonlinguistic visual SL
task similar to the one used in the present study eli-
cited between-participant variability while retaining
good test–retest reliability (Siegelman & Frost,
2015), which are both essential to identify reliable
individual differences.
The language comprehension task that we devel-
oped assessed children’s knowledge of four different
types of structures that describe transitive causal
events: (a) simple actives (e.g., the girl is pushing the
boy), (b) passives (e.g., the boy is being pushed by the
girl), (c) subject relative clauses (RCs; the girl that is
pushing the boy), and (d) object RCs (e.g., the boy that
the girl is pushing). These structures were chosen
because they differ in their formal complexity and
frequency of use. Simple actives and subject RCs are
acquired fairly early (e.g., Diessel & Tomasello,
2000; Gertner, Fisher, & Eisengart, 2006), owing to
the fact that they follow English canonical subject–
verb–object (SVO) word order. In contrast, both pas-
sive and object RCs deviate from SVO word order
and are comparatively infrequent. Full BE passives
comprise < 1% of verb forms in spoken English
(Xiao, McEnery, & Qian, 2006); object RCs are simi-
larly rare in spoken language, especially when they
occur with animate head nouns as full lexical noun
phrases, as in our materials (e.g., the lawyer that the
judge reprimanded; see Kidd, Brandt, Lieven, &
Tomasello, 2007). Consequently, even elementary
school-aged children, our target population, show
marked variability in their comprehension of these
forms (Boyle, Lindell, & Kidd, 2013).
We hypothesized that part of the variability
observed in our language comprehension task
would be related to individual differences in our
nonlinguistic visual SL task. Specifically, we
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investigated the possibility that one reason for vari-
ability in grammatical knowledge of low-frequency
structures such as passives and object RCs is that
distributional cues to acquiring these structures are
weak and that a comparatively good domain-gen-
eral ability for SL facilitates the identification of
these cues. We therefore predicted that individual
differences in SL would independently predict chil-
dren’s knowledge of passives and object RCs, in
particular, even when other linguistic and cognitive
variables were taken into account.
Method
Participants
Sixty-eight (N = 68, 33 females) children were
recruited from elementary schools in Canberra,
Australia. The children had a mean age of 7;1 years
(SD = 5.7 months, range = 6;1–8;1). Consistent with
the demographics of the city, the children were
from middle- and middle-upper-class socioeco-
nomic backgrounds. They were predominately
European Australians in ethnicity (97%), all were
acquiring English as a native language, and they
were not reported to have any language or cogni-
tive impairments. The data were collected between
June and November 2014.
Materials and Procedure
The children were tested on a battery of five
measures; each is described in turn.
Language Comprehension Task
A picture pointing task was used. One test item is
shown in Figure 1, which depicts two scenes where
the same two characters (a chicken and a mouse) are
engaging in the same action, but where the role of
agent and patient is reversed across pictures (i.e.,
left: chicken kisses mouse; right: mouse kisses
chicken). A total of 128 sentences were distributed
across eight lists (for sentences, see online Support-
ing Information). Each list contained eight sentences
of each sentence type, and so children were individ-
ually tested on 32 items in total. An error in the con-
struction of the active and passive sentences across
lists meant that, overall, there were 28 passive items,
but 36 actives. Our analyses controlled for this
asymmetry, which did not have an effect on the
results. The sentences were generated from a pool of
28 animate characters (depicting humans and ani-
mals) and eight transitive verbs (comb, feed, follow,
hug, kiss, push, scare, and splash). The verbs and
nouns were common and known to children of this
age. The target structures were embedded within
questions. Relative clause structures were fronted by
where (e.g., where is the mouse that is kissing the
chicken?); active and passive were fronted by which
(e.g., which mouse is being kissed by the chicken?). Both
were used in order to focus the first noun in the sen-
tence (i.e., the correct referent). The verbs were in
the present progressive because the pictures denoted
events that were currently occurring. The test sen-
tences were controlled for length in syllables; all
were between 10 and 12 syllables in length (mean
length = 10.8 syllables). All contained two animate
nouns. The length of active sentences, which are typ-
ically shorter than the other three sentence types
because they require less grammatical function
words (e.g., is being, that), was made longer using
adjectives that did not provide any clues to the iden-
tity of the target referent (e.g., nice, tall).
For each trial, the experimenter showed the child
the two reversible pictures and read out one
Figure 1. Example of reversible picture pair test item.
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experimental sentence, for example, which chicken is
being kissed by the mouse? A trial was marked as cor-
rect if the child correctly identified the tropicalized
referent (i.e., in Figure 1, the chicken in the picture
on the right). Therefore, chance performance was
25% correct. The location of the correct referent was
counterbalanced across lists.
SL Task
We used Arciuli and Simpson’s (2011) child-
friendly SL task, presented via E-Prime (Schneid-
er, Eschman, & Zuccolotto, 2002). The task uses
the embedded triplet paradigm to assess sensitiv-
ity to adjacent dependencies in sequentially pre-
sented visual stimuli (following the use of the
embedded triplet paradigm in other visual SL
tasks that were designed for adults; Brady &
Oliva, 2008; Fiser & Aslin, 2002; Turk-Browne,
Junge, & Scholl, 2005).
The SL task comprised a familiarization phase
(with a cover task) and a surprise test phase. Dur-
ing familiarization, participants are exposed to a
stream of individually presented stimuli that con-
tain statistical regularities (embedded triplets of
images). Stimuli are cartoon-like characters that do
not resemble known animals, people, or fictitious
creatures—best described as “aliens.” Children are
told that the task is a computer game where differ-
ent types of aliens are queuing to enter a spaceship.
In the familiarization phase, children saw the
aliens appear on screen one at a time (each visible
for 800 ms, with 200-ms interstimulus interval). The
aliens were divided into four groups of three (four
base triplets), referred to as ABC, DEF, GHI, and JKL
(see the appendix in Arciuli & Simpson, 2011). Each
triplet occurred 24 times during familiarization (to-
tal of 96 presentations of the four triplets). For 6 of
the 24 instances, one of the aliens was presented
twice in a row. This provided the basis of the cover
task: Children were required to press the space bar
of the computer every time they saw the same alien
appear twice in a row. The repetitions were coun-
terbalanced among the three aliens within the tri-
plet. For instance, for base triplet ABC there were 2
occurrences of AABC, 2 of ABBC, 2 of ABCC, and
18 of ABC. This resulted in the internal transitional
probabilities of the base triplets dropping from 1.0
to 0.92. The familiarization steam consisted of 312
individual presentations of the aliens, each appear-
ing 26 times. The order of the triplets was random-
ized, with the following two constraints. Following
Turk-Browne et al. (2005), no repeated triplets (i.e.,
no instances of ABCABC) and no repeated pairs of
triplets (e.g., ABCDEFABCDEF) were allowed. The
familiarization phase lasted 5 min and 12 s.
In the surprise test phase, children’s knowledge
of the triplets was tested using forced choice trials.
Four impossible triplets were created, each containing
one alien from three different base triplets. These
never occurred in the familiarization phase (AEI,
DHL, GKC, and JBF). Thus, there was a statistical
contrast between base and impossible triplets: Base
triplets had high internal transitional probabilities
(i.e., B followed A and C followed B with almost
perfect certainty), whereas the internal probabilities
of the impossible triplets were 0. On each test trial
children saw one base triplet and one impossible
triplet (order of presentation counterbalanced),
using the same presentation rate used during famil-
iarization, with a 1,000-ms gap separating the base
and impossible triplet. After all six aliens had been
presented a new screen appeared that prompted
participants to identify which of the two triplets
had appeared previously in the familiarization
phase, with no time constraints imposed. Each base
triplet was paired with one of the impossible tri-
plets on four separate occasions; therefore, each
base triplet was seen 16 times for a total of 64
forced choice trials. The presentation of the triplet
pairs was randomized for each participant. Partici-
pants’ responses during the surprise test phase
were tallied to provide a proportion correct score.
Verbal WM
Children’s verbal WM was measured because it
has been implicated in sentence comprehension
(Kidd, 2013; Montgomery, Magimairaj, & O’Malley,
2008). The Listening Span measure from Gathercole
and Pickering’s (2001) Working Memory Test
Battery for Children was used. In the task, children
read a series of sentences and are required to (a)
verify the truth value of the sentence and (b)
remember and recall the final word of each sen-
tence. The test becomes progressively more difficult,
as indexed by the number of sentences in each
block. Gathercole and Pickering (2001) report very
good test–retest reliability (r = .83). The children’s
raw scores were used in the analyses because there
are no published Australian norms for the test.
Measures of General Ability
Children’s vocabulary and nonverbal IQ were
measured to ensure that any relation found
between SL and grammar could not be explained
by general verbal or nonverbal ability. Vocabulary
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was measured using the Peabody Picture Vocabu-
lary Test, 2nd ed. (PPVT–II; Dunn & Dunn, 2007).
In the task, children are required to select the cor-
rect picture from an array of four in response to the
experimenter’s verbal prompt. The PPVT has excel-
lent psychometric properties (split-half reliability,
alpha, and test–retest reliability all > .9).
Nonverbal IQ was measured using the Raven’s
Coloured Progressive Matrices (RCPM; Raven,
Raven, & Court, 1998). In the task, children are pre-
sented with incomplete visual patterns and are
required to complete the pattern by selecting the
correct missing piece, from an array of six. Cotton
et al. (2005) report good internal consistency and
reliability in a large sample of Australian 6- to 11-
year-olds (internal consistency [K–R formula
20] = .89; split-half reliability = .90). The children’s
raw scores for both the PPVT and the RCPM were
used in the analyses because there are no published
Australian norms for the tests.
Results
Table 1 shows the descriptive statistics for chil-
dren’s performance on the SL task, WM, vocabu-
lary, and nonverbal ability and Table 2 shows the
correlations between the measures.
Age, vocabulary, and nonverbal IQ were all sig-
nificantly intercorrelated. WM and SL were signifi-
cantly correlated with age (the latter consistent with
Arciuli & Simpson, 2011), although the correlations
were low. Group performance on the SL task was
significantly above chance, one-sample t test tested
against 0.5 chance performance, t(67) = 6.46,
p < .001, Cohen’s d = .8.
Figure 2 shows the mean correct responses for
each sentence type. The figure shows that perfor-
mance on actives and subject RCs was approaching
ceiling, whereas children’s performance was lower
and more variable on passives and object RCs. The
data were modeled using generalized linear mixed-
effects models (GLMMs) in R using the lme4 pack-
age (Bates & Maechler, 2010) in R (version 2.15.2; R
Core Team, 2012). GLMMs are a type of regression
that control for participant and item variability in
one model. We built separate models to predict the
comprehension of each sentence type from the five
predictor varables: SL, WM, vocabulary, nonverbal
IQ, and age (in months). All variables were zero
centered to reduce collinearity between variables.
Random intercepts for participants and items were
included to account for random by-participant and
by-item variation in one model (see Baayen, 2008).
A binomial distribution was specified because the
dependent measure was binary (i.e., correct/incor-
rect). Full models (i.e., all variables entered as main
effects) were initially specified, and were compared
against simpler models with nonsignificant predic-
tors removed using log-likelihood comparison (us-
ing analysis of variance function in R). This process
was applied iteratively until the simplest yet most
explanatory model was identified. This analysis
strategy allowed us to identify the most parsimo-
nious combination of variables to explain variability
in grammatical knowledge.
None of the predictor variables significantly
explained variability in performance on actives and
Table 1
Descriptive Statistics for Predictor Variables
M SD Range Skewness Kurtosis
SLa 0.636 0.17 (0.39, 0.98) 0.612 0.952
WMb 12.66 2.3 (6, 19) 0.077 1.05
Vocabularyc 138.26 16.93 (105, 187) 4.15 0.626
Nonverbal IQd 27.59 4.54 (17, 35) 0.169 0.963
Note. SL = statistical learning; WM = working memory
aSL task: min score = 0, max score = 1.
bWM task: min score = 0, max score = 36.
cVocabulary: min score = 0, max score = 228.
dNonverbal IQ: min score = 0, max score = 36.
Table 2
Simple Bivariate Pearson Correlations Between Predictor Variables
SL WM Vocabulary Nonverbal IQ
Age .263* .373** .505** .291*
Nonverbal IQ .134 .229 .441**
Vocabulary .220 .168
WM .147
Note. SL = statistical learning; WM = working memory.
*p < .05. **p < .01 (two-tailed test).
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subject RCs. For both actives and subject RCs, the
full model containing all predictors did not differ
from the null model containing only random
effects, actives, v2(5) = 3.35, p = .65, and subject
RCs, v2(5) = 2.58, p = .76. Therefore, none of the
predictor variables were significantly related to
comprehension of canonical forms. This is not sur-
prising: Performance on these structures was good
and therefore there is little variance to explain.
Table 3 shows the final models for the passives and
object RCs. Peformance on both passives and object
RCs was significantly predicted by SL and vocabu-
lary. The positive beta weights in both models
show that positive increases in SL and vocabulary
were linked with improved comprehension of both
sentence types. WM significantly and positively
contributed to performance on object RCs, but was
marginal for passives. Age and nonverbal IQ did
not significantly contribute to model fit for either
structure.
Discussion
Our hypothesis was supported: Children experi-
enced greater difficulty and showed wider variabil-
ity in comprehending passives and object RCs, and
performance on these structures was significantly
and independently predicted by their SL ability.
The data are consistent with previous demonstra-
tions of a significant SL–grammar link in acquisi-
tion (Conway et al., 2011; Kidd, 2012; Lany, 2014;
Lum et al., 2012), and extend those data by demon-
strating that the link is related to the frequency dis-
tributions of specific structures. Conway et al.
(2010) suggested that superior SL abilities result in
more robust representations of word order proba-
bilities in spoken language. Since passives and
object RCs are infrequent in spoken language, our
data provide evidence for the hypothesis that a
comparatively strong ability to detect distributional
structure in our SL task is associated with more
robust knowledge of infrequent structures.
An important point to consider is the underlying
computational nature of the SL–grammar link. Our
SL task, based on the embedded triplet paradigm,
is similar to those used in word segmentation stud-





















Figure 2. Mean proportion correct for each structure type (error bars denote  2 SE).
Table 3
Final Models Predicting Performance on Passive and Object Relative
Clauses
b SE (b) z p
Passive
Intercept 1.16 0.18 6.38 < .001***
SL 2.33 1.06 2.20 .028*
WM 0.15 0.08 1.86 .063†
Vocabulary 0.023 0.01 2.07 .039*
Object RC
Intercept 0.34 0.14 2.4 .016*
SL 2.24 0.08 2.83 .005**
WM 0.34 0.07 5.28 < .001***
Vocabulary 0.03 0.01 3.86 < .001***
Note. N = 68. Passive model: log likelihood = 292.5,
R2GLMM ¼ 34:23%; object RC model: log likelihood = 319.2,
R2GLMM ¼ 29:06%. (R2GLMM was calculated using formulae from
Nakagawa & Schielzeth, 2013, denoting combined variance
explained by fixed and random factors). SL = statistical learning;
WM = working memory; RC = relative clauses.
†p < .10. *p < .05. **p < .01. ***p < .001.
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designed to test artifical grammar learning (e.g.,
Gomez, 2002). Theoretically, children could have
discriminated between triplets and nontriplets on
the basis of simple co-occurrence statistics (e.g.,
bigrams between individual triplet members, which
are predictable in triplets but not in nontriplets).
Acquisition of syntax clearly requires greater com-
putational sophistication (e.g., Chang, Lieven, &
Tomasello, 2008). While we cannot rule out this
leaner interpretation of children’s performance on
our SL task, we suggest that a more sophisticated
computational mechanisms underlies the SL–gram-
mar link. One possibility is that our task is tapping
attention to transitional probabilities, which drive
sequence learning in connectionist simple recurrent
networks (Elman, 1990; Chang, Dell, & Bock, 2006).
An alternative possibility is that a kind of chunking
mechanism is at play. In research with adults, Per-
ruchet and Poulin-Charronnat (2012) demonstrated
that participants extracted trisyllabic words from
brief exposure and recognize them at a significantly
greater rate than “part words” matched for transi-
tional probabilities at test. They concluded that
commonly co-occurring elements are extracted as
chunks from the input (see also Perruchet & Poulin-
Charronnat, 2015). This latter interpretation is con-
sistent with demonstrations that 2- and 3-year-old
children represent commonly occurring phrases as
wholistic units (Bannard & Matthews, 2008; Lieven,
Pine, & Baldwin, 1997).
Another important component of syntactic
acquisition is the ability to make generalizations
from the input. There is a lively debate in the
ALL literature as to whether SL supports both
the extraction of linguistic units and generaliza-
tion in language acquisition (e.g., Aslin & New-
port, 2014; Perruchet, Peereman, & Tyler, 2006) or
whether it only supports extraction and a second
mechanism is responsible for generalization (e.g.,
Bonatti, Pe~na, Nespor, & Mehler, 2006; Endress &
Mehler, 2009; Thiessen, Kronstein, & Hufnagle,
2013).
Our test of SL is a measure of extraction: Success
on the task is contingent on children’s ability to
identify triplets from the continuous input stream.
Whether or not the task indexes generalization abil-
ity is an open issue. As far as we are aware, no
individual differences studies have yet attempted to
link performance in SL tasks independently to
extraction and generalization processes in natural
language. Such research could conceiveably be con-
ducted by teaching children novel syntactic con-
structions, for which there is a long history in
language acquisition research (e.g., Wonnacott
et al., 2012), and linking their acquisition to inde-
pendent tests of SL.
A notable feature of the results is that SL was
measured in the visual domain, using nonlinguistic
stimuli, but still predicted syntactic knowledge.
This is consistent with similar past research with
both children (Conway et al., 2011; Kidd, 2012;
Lum et al., 2012) and adults (Conway et al., 2010;
Kaufman et al., 2010). The result suggests that the
SL mechanism that supports language acquisition is
domain general. While different input modalites
necessarily implicate different neurological struc-
tures responsible for different types of sensory
input, it has been hypothesized that there are
common domain-general processing principles
underlying SL across domains (Frost, Armstrong,
Siegelman, & Christiansen, 2015).
Finally, it is noteworthy that we did not observe
a direct link between SL and vocabulary. We sug-
gest that this may be a developmental effect.
Although one study has found a significant associa-
tion with vocabulary in elementary school-age chil-
dren (Evans et al., 2009), several others, including
ours, have not (Kidd & Kirjavainen, 2011; Lum
et al., 2012; Tomblin et al., 2007). The majority of
significant SL–vocabulary findings have been
reported in infant studies. Since multiple mecha-
nisms support vocabulary acquisition, it is possible
that SL is most strongly implicated during earlier
rather than later stages of development, where
other mechanisms and influences come online. For
instance, once children build adequate syntactic
parsing mechanisms they will be able to infer the
meaning of words via processes like syntactic boot-
strapping (Gleitman, 1990). Additionally, as chil-
dren enter elementary school they gain increased
exposure to literacy materials and begin formal lit-
eracy instruction, both of which significantly corre-
late with vocabulary knowledge (Cunningham &
Stanovich, 1991; Senechal & LeFevre, 2002).
Conclusion
The results of the current study show that SL is
implicated in individual differences in the acquisi-
tion of specific grammatical structures in 6- to 8-
year-old children. There is much debate regarding
the degree to which grammatical acquisition is
supported by domain-general or domain-specific
learning mechanisms (e.g., Ambridge & Lieven,
2011; Perruchet & Poulin-Charronnat, 2015). The
current data suggest that a domain-general
capacity for SL likely plays some role in acquisi-
tion. A clear limitation of our study is that it is
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correlational; there is an urgent need for longitudi-
nal data in this field of research (Arciuli & von
Koss Torkildsen, 2012).
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