Subsurface applications including geothermal, geological carbon sequestration, oil and gas, etc., typically involve maximizing either the extraction of energy or the storage of fluids. Characterizing the subsurface is extremely complex due to heterogeneity and anisotropy. Due to this complexity, there are uncertainties in the subsurface parameters, which need to be estimated from multiple diverse as well as fragmented data streams. In this paper, we present a non-intrusive joint inversion framework, for integrating data from geophysical and flow sources to constraint subsurface Discrete Fracture Networks (DFN). In this approach, we first estimate bounds on the statistics for the DFN fracture orientations using microseismic data. These bounds are estimated through a combination of a focal mechanism (physics-based approach) and clustering analysis (statistical approach) of seismic data. Then, the fracture lengths are constrained based on the flow data. The efficacy of this multi-physics based joint inversion is demonstrated through a representative synthetic example.
INTRODUCTION
The efficiency of subsurface applications such as unconventional oil and gas, CO 2 sequestration, waste water disposal, and geothermal systems [1] involves effective extraction or storage of fluids such as water, natural gas, oil, etc. The permeability of the subsurface strongly depends on how fractures are connected which form the critical flow pathways. Due to the complex (heterogeneous and anisotropic) nature of the subsurface, there is a lot of uncertainty involved in the characterization of these fracture networks [1] [2] [3] , constraining subsurface fracture networks and their interaction with fluid flow is one of the great challenges in the earth and energy sciences [4] [5] [6] [7] .
The uncertainty in characterizing fracture networks is severe due to the following reasons: 1) Typically, these are located at around 10000 feet below the surface of earth; 2) Their geometry and topology, which completely controls various aspects of the subsurface system (such as flow, mechanical stress, heat extraction, gas migration, reactive-transport etc), is unknown; 3) Many existing methods do not consider multiple data streams to constrain the networks. The main challenge with using mulitple data sets is that a typical time-series subsurface data set is rough and highly-oscillatory, with missing details [3, 8, 9] . Furthermore, there is strong correlation between various data streams such as seismic, fluid flow, temperature, tracer, geochemical, and geomechanical to that of subsurface fracture network parameters [10] [11] [12] [13] [14] [15] [16] [17] [18] . Each of these data sets are acquired in different ways. Previous methods had difficulty to account for this variation and correlations [19] [20] [21] . Due to the advancements in machine learning and clustering analysis algorithms, the inversion method we propose in this paper, overcomes such a barrier. Our aim, in this paper, is to develop a large-scale non-intrusive joint inversion framework, using multiple types of data (in our case, geophysical and flow data sets), from multiple sources, to constrain the subsurface fractue networks to a reasonable accuracy (with minimum possible observations). The outcome of our approach will be a discrete fracture network (DFN) that models a fracture network in the subsurface as a network of two-dimensional planar fractures in three-dimensional space.
The next subsection describes in-detail on various assumptions and observational data needed to constrain subsurface DFNs 1.1. Subsurface fracture/fault statistics: Assumptions, basic workflow, and constraints. Microseismicity occurrence caused by fluid injection may be correlated with the subsurface fracture networks [14, 22] . Microseismic events are typically recorded during different stages of field-scale stimulation in unconventional reservoirs such as shale and tight sand reservoir, CO 2 sequestration, and enhanced geothermal systems [23] . If certain mechanisms are operative, cluster of such microseismic events should represent a connected subsurface fracture network [24, 25] . Here, we briefly describe how the microseismic data combined with flow data, can be used to characterize the fracture network.
Based on the recording of the microseismic events using downhole and/or surface geophones, P-wave and S-wave arrival times, and underlying subsurface geology, both compressional and shear wave velocity models are constructed. Using shear wave splitting and these velocity models, it is possible to estimate fracture orientation and density. Correspondingly, fractal analysis, b-value analysis, and clustering analysis of microseismic events provide details on fracture pattern, connectivity, and size distribution [13, 26, 27] . Finally, flow rate, pressure, tracer, temperature, and geochemical datasets help constrain the fracture length/size. Once we get the fracture statistics, permeability can be estimated, that can be utilized to obtain the state of stress at a site, which can be used to gain insight on drilling new wells and in assessing risk for decision-making.
1.1.1. Assumptions behind the proposed inversion framework. The following are the main assumptions behind our joint geophysical and flow inversion framework to estimate fracture statistics (such as fracture orientation and fracture size):
The fluid flow in fault damage zone is assumed to be predominantly within its (background and fault-related) fracture networks, which mostly consists of several fault-related fracture sets [3, [28] [29] [30] [31] . This means, the rock is assumed to be impermeable. Relaxing this assumption (which accounts for fluid loss due to diffusion/transport of fluid in to matrix) is beyond the scope of the current paper and will be considered in our future works. Clustering of microseismic events represents a connected fault-fracture network [32] . In addition, the result of clustering analysis of seismic events is the set of groups containing faults/fractures with similar spatial and hydrological attributes, which can be regarded as homogeneous clusters [32] . Cluster centers of microseismic events are assumed to be the observation points where the flow and pressure data are sampled and/or extracted and/or monitored over time. For instance in case of enhanced geothermal systems, cluster centers may represent the possible location of new drilling (injection and/or production) wells [3, 14, 17, [33] [34] [35] . It should be noted that the cluster centers may move in time, representing fracture propagation or fluid movement within the subsrface fracture network [26, [27, Chapter-6 and Chapter -7] . Such an analysis where we account for time-series cluster centers based on the state of Earth's stress is beyond the scope of current paper.
1.2. Scope, study objectives, and outline of the paper. The scope and objective of the study is to develop a joint inversion framework to constrain the DFN (or the equivalent fracture network) stochastics. The paper is organized as follows: Section 2 describes the seismic wave propagation and flow forward models used in the joint inversion framework. From this inversion process, we constrain the major fault/fracture orientation and fault/fracture lengths of subsurface discrete fault/fracture networks. Assumptions in modeling these systems are also outlined. In Section 3, we present a synthetic example to illustrate our joint inversion framework to constrain the fracture statistics, which is orientation and lengths of DFNs. We also show how clustering analysis of seismic events can augment the seismic inversion methods in better constraining the fracture orientation. Pressure data sets at certain observation points (which can be injection and production wells in real life applications) are used to constrain the fracture length in the synthetic example. Finally, conclusions are drawn in Section 4.
FORWARD MODEL AND JOINT INVERSION FRAMEWORK
In this section, we briefly describe the forward models for constructing focal mechanisms and governing equations for fluid flow. We then present a numerical methodology to construct a joint geophysical and flow inversion framework. The framework is constructed based on 1) dfnWorks [36] [37] [38] [39] [40] , which is a parallelized computational suite to generate three-dimensional discrete fracture networks and simulate flow and transport; 2) MADS software [41] for constructing Latin Hypercube Samples (LHS) for various fracture network parameters, which is an open-source high performance computational framework for data-& model-based analyses.
2.1. Forward model: Focal mechanisms. Focal mechanisms of microseismic events describe the seismic source motions on the fault-related fractures, and can provide useful information on its orientation. Given adequate seismic records, knowledge of velocity models and event locations, we can invert focal mechanism for each microseismic event to help constrain fracture orientation. This is achieved by constructing true seismic waveforms and arrival times of both compressional and shear waves for each event based on event location, focal mechanisms, and velocity model built upon seismic wave propagation theory [42] [43] [44] [45] . The inverted focal mechanism parameters strike angle and dip angle are directly related to fracture orientation. Strike angle describes the direction of a fracture relative to North in clockwise direction and dip angle describes the direction of a fracture relative to horizon in clockwise direction.
Assuming a known velocity model, we first invert for microseismic event locations using seismic wave arrival times. A double-difference event location algorithm [46] is used to invert the event locations. From the obtained inverted event locations, we can use seismic waveform information to obtain focal mechanisms. Our waveform focal mechanism inversion method [47] inverts for 7 parameters for each event: Strike angle, dip angle, slip, isotropic, Compensated Linear Vector Dipole (CLVD) component, source duration, and seismic moment. Green's functions are calculated numerically to simulate seismic waveforms for given event location, focal mechanism, and velocity model. Inverted event focal mechanism is obtained by minimizing the misfit between true and simulated seismic waveforms using a simulated heal annealing method.
Forward model: Fluid flow.
The forward model for the fluid flow is based on single phase, fully saturated, and isothermal Richards equation [48, . The governing mass conservation equation for fully saturated fluid flow is given as follows:
where t denotes the time, ϕ denotes the porosity of the porous medium, ρ is the fluid density .2) describing the fluid flow on discrete fracture networks are solved using the massively parallel subsurface flow simulator PFLOTRAN, which employs a fully implicit backward Euler for discretizing time and a two-point flux finite volume method for spatial discretization [49, Appendix B] . The resulting non-linear algebraic equations are solved using a Newton-Krylov solver.
Joint inversion framework.
In order to constrain the fracture orientation, we first construct focal mechanisms of microseismic events. Once the location of these events are obtained, we perform cluster analysis to obtain the corresponding discrete probability distributions for strike and dip angles. In addition, we also obtain the cluster centers (which are the observation points [50] ) where the data for the flow is sampled. More details on the numerical methodology to constrain fracture orientation are provided in Algorithm 1.
Once, we obtain the constrains on fracture orientation, and if we know the bounds on fracture length (either from trace measurements [51] a priori or from fractal analysis of seismic data [13] ), we can estimate the fracture lengths by minimizing the misfit between flow measurement data and model data. Correspondingly, the misfit objective functional to be minimized is given by the following equation:
where n is the number of fractures in the discrete fracture network. θ e is the strike angle, φ e is the dip angle, and l e is the fracture length, where e = 1, 2, · · · , n. NumObs is the total number of observation points. p obs,i is the pressure data [Pa] at i-th observation point. p maxobs correspond to the maximum value of observation pressure. p i is the model pressure at i-th observation point. Algorithm 2 provides a detailed methodology to constrain fracture length using HPC toolkits dfnWorks and MADS. Analysis is performed for four different cases of fracture aperture distributions(note that all fractures considered here are ellipses), which are described as follows: . The constants F and α depend on the underlying rock properties [52, . l mean corresponds to the mean fracture length, which is the average of major and minor lengths of the underlying elliptical fracture. For this case, note that the fracture permeability k s = b 2 12 depends on the length of the fracture. Case #4: Length correlated aperture, where fracture aperture is defined as a function of mean fracture length by the following expression: b = F l (0.5l mean ) α . The constant F l depends on the underlying rock properties (note that F l need not be equal to F). Similar to the previous case, the fracture permeability depends on the fracture length, which has profound influence on resulting model pressure and flow rates.
The overall workflow for constructing the joint inversion framework based on geophysical and flow data is summarized in Figure 1 . In the next section, we demonstrate the efficacy of this multi-physics based joint inversion framework through a representative synthetic example.
RESULTS: A SYNTHETIC NUMERICAL EXAMPLE
As a synthetic example, we construct a distribution of geophones and a one-dimensional velocity model (see Figure 2) . A total of 4 surface geophones and 20 borehole geophones are placed near the fractures of interest. It is assumed that these three-component geophones can record both compressional and shear waves. Approximately, 330 microseismic events are assumed to occur on the fractures of interest and be recorded by all geophones. Each event has its own location and focal mechanism. Based on this synthetic velocity model, we first invert for microseismic event locations using seismic wave arrival times. The used arrival times are true arrival times modified by adding a Gaussian distribution of 2 ms noise to simulate observation errors. With observation errors, the inverted microseismic events are not located exactly on the fractures, but scattered around.
The size of the domain of interest is a cube of 200
The reference datum for vertical depth is at 1500 m, which is the top surface of the cube. We assume that there are three major fractures in the subsurface system, whose unit normals are given by: , and (9.42, 39.088, 53.548), where the reference datum coordinates (which is equal to (0, 0, 1500)) are subtracted to put these coordinates in the domain of interest (for instance, see Figure 6 ). It is assumed that the length of each elliptical fracture in the direction of minor axis is equal to 250 m. The major axis length of ellipse is assumed to be equal to 275 m, 300 m, and 312.5 m. The mean length for these three fractures are 262.5 m, 275 m, and 281.25 m. As the fracture sizes are greater than the domain size of interest, most of them are truncated to fit in the specified dimensions of the cube.
Algorithm 1 A numerical methodology to constrain fracture orientation for discrete fracture networks 1: INPUT: Focal mechanisms; locations of microseismic events (Coord); total number of events (NumCoord); maximum number of iterations to run k-means clustering algorithm to return a codebook of microseismic events with lowest distortion (MaxIters); tolerance/threshold after which k-means algorithm is terminated if the change in distortion from the last k-means iteration is less than or equal to (TolValue); and maximum combinations allowed for three-point computational geology problem (MaxCombo) [53] .
• Coord contains (x, y, z) coordinates of microseismic events.
Construct strike and dip angles discrete probability distributions for entire Coord.
4:
For each combination of three points in Coord, construct the x, y, and z coefficients of the fracture plane [53] . Let the coefficients be denoted as a, b, and c.
5:
Determine the strike and dip angles for trivial cases (that is, when one or more coefficients of the fracture plane are equal to zero).
6:
For non-trivial cases, we have the following:
if a = 0 then Strike angle = 180 o -absolute value of previously obtained strike angle (In this case, note that we have counter clockwise strike angle orientation). Determine the number of clusters 'k' for k-means algorithm using a combination of elbow method [54] , focal mechanisms, and from (strike and dip angles) discrete probability distributions obtained from the entire Coord (if computationally tractable). 20: Cluster the microseismic data and generate a codebook for these events using k-means clustering and vector quantization algorithms (herein, implementation is based on Scipy.Cluster module [55] and parallelization is performed using Multiprocessing Python module [56] ). Inputs for these algorithms are Coord, MaxIters, and TolValue. 21: for i = 1, 2, · · · , k do
22:
Construct strike and dip angles discrete probability distributions for each set of Coord i , where Coord i are the coordinates of microseismic events of cluster i.
23:
Analysis is similar to that of the full cluster coordinates Coord, which is discussed in an earlier if-else statement 24: end for 25: OUTPUT: Coord i , ClusterCentroid i , strike angles, and dip angles discrete probability distributions for each cluster, where i = 1, 2, · · · , k. LHS of each fracture includes: Fracture normal based on strike and dip angle, minor axis radius, and aspect ratio (length of major axis to minor axis). All these parameters are sampled from uniform distributions.
5:
LHS, which are the same for all fractures: Aperture and permeability, whose log-values are sampled from uniform distributions. if Case #2: Fracture aperture sampled from log-normal distribution then 8: LHS of each fracture includes: Fracture normal based on strike and dip angle, minor axis radius, aspect ratio of each fracture, and standard deviation for log-normal aperture distribution. All these parameters are sampled from uniform distributions. LHS of each fracture includes: Fracture normal based on strike and dip angle, minor axis radius, aspect ratio of each fracture, and α. All these parameters are sampled from uniform distributions.
12:
end if 13: if Case #4: Length correlated aperture then
14:
LHS of each fracture similar to Case #3.
15:
end if 16: For each observation point, find the closest mesh cell and extract the model pressure from this cell.
17:
Calculate the misfit functional values given by equation (2.3).
18:
Choose the fracture parameters and normals, which has the minimum misfit functional value. 19: end for 20: OUTPUT (for each case): Fracture lengths l * i (major axis length, minor axis length, and mean length), unit normalsn i , apertures b i , and permeabilities k s,i , where i = 1, 2, · · · , n.
For simplicity and to demonstrate various ideas of the proposed joint inversion framework, steady-state analysis is performed for the flow problem on discrete fracture networks. The following boundary conditions, fracture parameters, and flow parameters are assumed:
• Flow boundary conditions: Dirichlet boundary conditions are prescribed on the left and right sides of the cube. That is, pressure on the left side of the cube is equal to 30 MPa while that on the right side is equal to 10 MPa. On all other sides of the domain, normal component of the Darcy's velocity is equal to zero. Based on these parameters, the fluid pressure profile (which is the true solution) is obtained on the original DFN, which is shown in Figure 6 . Pressure observation data is sampled at the centroids of the elliptical fractures, whose values are given as follows:
• Remark 3.1. Numerical simulations are performed on a 64-core cluster (utilizing 32 processors) to construct the strike angle and the dip angle discrete probability distributions for the entire seismic events using pure clustering analysis. It should be noted that the total number of possible fracture orientation combinations for 332 seismic events is equal to 6,044,060, which is quite high. To reduce the computational time to calculate the entire discrete probability distribution, we use a combination of Multiprocessing parallelization module and Itertools module in Python. Correspondingly, the computational time for these 6 million combinations is around 904 seconds.
Numerical results are shown in Figures 3-8. From Figure 3 , the following can be inferred: The strike and dip angles of true fracture planes are close to (5 o , 90 o ), (117 o , 60 o ), and (120 o , 120 o ). From Figures 4 and 5, which are constructed based on pure clustering analysis of inverted seismic events, a first set of upper and lower bounds on the strike and dip angles can be obtained. However, when used in conjunction with focal mechanisms. These bounds can be further constrained. To crystallize, from Figures 3-5, the following conclusion can be drawn: Based on focal mechanisms of inverted events, discrete probability distributions for strike and dip angles for entire cluster, and discrete probability distributions for strike and dip angles for each of the three different clusters, we have the following hard constraints on the fracture orientation: Latin Hypercube Samples are drawn from these provided ranges and the respective unit normals for fracture planes are obtained. These are provided as inputs for Algorithm 2 to estimate fracture length based on observation data at the observation points. Figure 6 , provides the true solution for fluid pressure based on the true set of unit normals for elliptical fractures. Monte Carlo simulations are performed for the four different cases based on the specified fracture parameters and fracture orientations ranges. Figures 7 and 8 provide the contour profiles for fluid pressure for which the misfit functional value is in the order 10 −4 . For these cases the corresponding fracture parameters are given as follows: From these fracture parameters, it is evident there is a large difference in the fracture lengths along the major axis (note that along minor axis the difference in fracture length is not profound except for Case #2). This is because in Case #3 and Case #4 the fracture permeability, fracture aperture, and fracture transmissivity depend on the fracture length in a non-linear fashion (which have a profound influence on the flow variable values at the observation points and also on the fluid pressure contour profiles).
To conclude the discussion, the following can be inferred based on Figures 3-8:
Fracture orientation: Pure clustering analysis (statistical approach) without the information from focal mechanisms (physics-based approach) may not always be accurate. But it is the combination of clustering analysis of seismic events and focal mechanisms that can provide reasonably accurate information, thereby ensuring hard constraints on the dominant fracture planes orientation.
Fracture lengths (Case #1 and Case #2): These are the only two cases which have fracture statistics close to the true values. Even though most of the fracture parameters are close to the ground truth, it should be noted that for Case #2 there is a considerable difference in fracture lengths. Fracture lengths (Case #3 and Case #2): These two cases are the most interesting and important ones as they highlight orders of magnitude difference in various fracture statistics even though the misfit between model and observation data is relatively small. The reason to consider these two cases is that we would like to glean insight into assumptions posed in Section 1. To crystallize, it is clear that careful aprior analysis and constraints on fracture parameters is needed as aperture, transmissivity, and length play a major role in flow solutions (as the fracture permeability depends on these parameters in a non-linear fashion).
CONCLUDING REMARKS
In this paper, we have presented a joint inversion framework to constraint subsurface discrete fracture network stochastics using geophysical and flow data sets. First, we described the forward models to obtain focal mechanisms and model observation data for flow variables. Second, based on these models we have constructed a novel joint inversion methodology for various cases to constrain dominant fracture orientation and fracture length. Third, utilizing this framework, we have presented a synthetic numerical example to demonstrate various aspects of the proposed algorithms. From this example, it is apparent that physics-informed clustering analysis, which is a combination of clustering analysis (pure statistical approach) and focal mechanisms (physics-based approach) can provide accurate bounds on the dominant fracture plane orientations. Finally, we discussed various cases to constrain fracture length. From these case studies, it is clear that the model flow data variables are highly dependent on various fracture parameters (which inturn depend on the fracture length in a highly nonlinear fashion). In all these case studies, even though the model observation data is close to the prescribed observation data, there is a wide difference in different fracture parameters. Further aprior analysis on these fracture parameters (such as aperture, transmissivity, and permeability) is needed to better constraint the fracture length.
To conclude and summarize, the following are the answers and explanations to the questions posed in Section 1 based on the proposed joint inversion framework, algorithms, and synthetic numerical example discussed in this paper:
(i) The resulting primary variables (such as pressure and flow rate) obtained by solving the governing equations for the flow problem are very sensitive to the fracture parameters (which are aperture, transmissivity and its coefficients, and permeability), fracture length, and fracture orientation. Moreover, fracture parameters such as fracture permeability have a nonlinear dependence on the fracture length. This has serious consequences on constraining subsurface DFNs as pressure and flow rate depend on the fracture permeability. Hence, it is a challenge to obtain sharp constraints on the fracture statistics. (ii) As discussed in Subsection 1.1, including geomechanical, geochemical, tracer, and temperature time-series data in addition to pressure and flow rate datastreams can strengthen this constraining process. Such an aspect will be considered in our future research endeavors. (iii) The proposed framework and algorithms are general and non-intrusive. They leverage existing massively parallel HPC fracture-flow simulators to construct bounds on the fracture length and orientation. Moreover, extending the joint inversion framework proposed in this paper to include various other nearly-orthogonal/complementary datasets (such as chemical, mechanical, and temperature) is straight-forward and requires minimal effort.
Subsequently, in our future works, we will perform detailed sensitivity analysis on these fracture parameters to impose hard/sharp bounds on the fracture length, aperture, transmissivity, and permeability. Figure 1 . Joint geophysical and flow inversion framework workflow diagram: First, the microseismic data (which is the coordinates of the seismic events) are clustered. The number of clusters is determined based on a combination of elbow method and focal mechanisms. Clustering analysis is performed using k-means clustering algorithm. Following this, a probability distribution for strike and dip angles is obtained for each cluster. In combination with focal mechanisms, these discrete probability distributions for strike and dip angles provide information on major fault/fracture orientations. In addition, clustering analysis can provide (possible) bounds on other fracture statistics [13, 57, 58] , which will be considered in our future works. Second, based on these fracture orientations and a priori information on the ranges for fracture lengths, a sequence of discrete fracture networks are constructed. The parameters for the DFNs are sampled from a given set of probability distributions based on Latin Hypercube Sampling. The governing equations for the flow are solved on these DFNs. Finally, a set of constrained DFNs are obtained by minimizing the misfit functional based on a given set of pressure and flow rate observations. The top and bottom figures show the profiles for liquid pressure (for two different cases constant aperture and log-normal aperture distribution), which minimizes the misfit functional at the observation points. Note that the liquid pressure profiles are slightly different for these two cases. However, at the observation points these values are close to each other. The fracture unit normals and lengths for constant aperture case is given by: n 1 = −0.346ê x − 0.639ê y +0.687ê z , n 2 = −0.998ê x +0.056ê y −0.024ê z , and n 3 = 0.327ê x +0.719ê y +0.614ê z . The length of each fracture in the direction of minor axis is equal to 245.14 m while the aspect ratio of these three fractures are equal to 1.0875, 1.0839, and 1.1485. The mean radius for these three fractures are 255.88 m, 255.44 m, and 263.34 m. Correspondingly, the fracture unit normals and lengths for log-normal aperture distribution case is given by: n 1 = −0.374ê x − 0.591ê y + 0.715ê z , n 2 = −0.996ê x + 0.049ê y − 0.069ê z , and n 3 = 0.315ê x + 0.701ê y + 0.639ê z . The length of each fracture in the direction of minor axis is equal to 280.12 m while the aspect ratio of these three fractures are equal to 1.3963, 1.1511, and 1. The top and bottom figures show the liquid pressure profiles based on fracture transmissivityaperture and fracture length-aperture correlations. The fracture unit normals and lengths for transmissivity-aperture correlation case is given by: n 1 = −0.343ê x − 0.663ê y + 0.665ê z , n 2 = −0.997ê x +0.001ê y −0.074ê z , and n 3 = 0.316ê x +0.736ê y +0.598ê z . The length of each fracture in the direction of minor axis is equal to 245.98 m while the aspect ratio of these three fractures are equal to 1.4085, 1.4466, and 1.4926. The mean radius for these three fractures are 296.24 m, 300.48 m, and 306.56 m. Correspondingly, the fracture unit normals and lengths for length-aperture correlation case is given by: n 1 = −0.314ê x − 0.607ê y + 0.729ê z , n 2 = −0.996ê x +0.078ê y −0.023ê z , and n 3 = 0.292ê x +0.723ê y +0.626ê z . The length of each fracture in the direction of minor axis is equal to 250.64 m while the aspect ratio of these three fractures are equal to 1.1806, 1.3137, and 1.4301. The mean radius for these three fractures are 272.64 m, 289.3 m, and 303.84 m. In this case, the liquid pressure profiles are nearly identical for these two cases. In addition, the difference between the fracture length in minor axis is small. However, there is a large difference in the aspect ratios resulting in large differences in major axis lengths.
