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1. Introduction
Determining the positive deﬁniteness of symmetric interval matrices plays an important role in
global optimization problems [1,2]. In fact, it is a problem of ﬁnding a lower bound of minimal
eigenvalues of symmetric matrices in an interval matrix, and useful in stability analysis of matrices
as well. For an n × n real symmetric interval matrix, Shi and Gao [3] gave a necessary and sufﬁcient
criterion of its positive deﬁniteness which requires checking the positive deﬁniteness of 2n(n−1)/2
symmetric vertex matrices, [4,6] reduced this number to 2n−1, and Rohn [7] showed that the problem
of determining the positive deﬁniteness of a real symmetric interval matrix is NP-hard. For an n × n
Hermitian interval matrix, Hertz [5] proved that its minimal eigenvalue coincides with the minimal

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eigenvalue of 2(n
2+n−2)/2 specially deﬁned Hermitian vertex matrices, and Rump [9] presented a fast
sufﬁcient criterion to check its positive deﬁniteness.
In this paper, wemainly discuss the positive deﬁniteness of Hermitian intervalmatrices. It is shown
that an n × n Hermitian interval matrix CI is positive deﬁnite if 22n−1 symmetric vertex matrices in a
corresponding 2n × 2n symmetric interval matrix are positive deﬁnite. Moreover, we prove that CI is
positive deﬁnite if and only if its 4n−1(n − 1)! specially chosen Hermitian vertexmatrices are positive
deﬁnite.
2. Results
We ﬁrst introduce following deﬁnitions and notations according to [6] (with some differences).
Denote by R the real number ﬁeld, C the complex number ﬁeld, and Kn×n,K ∈ {R,C} the set of
n × nmatrices overK. Sometimes, we use (Ai,j) to represent matrix A, where Ai,j denotes the entry of
matrix A that lies in the ith row and the jth column.
The transpose of matrix A is denoted by AT , and real matrix inequalities as A B or A < B are to
be understood entrywise. For C ∈ Cn×n, we denote its Hermitian transpose, i.e., conjugate transpose
by CH . When C = CH , we call C a Hermitian matrix. It is well known that eigenvalues of a Hermitian
matrix C are all real, we denote them in decreasing order by λ1(C) λ2(C) · · · λn(C).
Deﬁnition 1. Let A and A be n × n real matrices, we call the following set
AI = [A, A] = {A : A A A} (1)
an n × n real interval matrix.
Denote by Ac = 12 (A + A) themidpoint of AI and = 12 (A − A) the radius of AI , then AI can also be
represented as AI = [Ac − , Ac + ]. If somematrix A in AI satisﬁes Ai,j ∈ {Ai,j , Ai,j} for all 1 i, j n,
we call it a vertex matrix of AI . From this deﬁnition, we know that AI has 2n
2
vertex matrices. Let
Yn = {z ∈ Rn : |zj| = 1 for z = 1, . . . , n}
for each z ∈ Yn, we deﬁne a matrix Az as Ac − DzDz , where Dz is the n × n diagonal matrix with
diagonal vector z. Such Az are vertex matrices of A
I , and the number of mutually different matrices Az
is 2n−1.
When A and A are symmetric, we call the set of symmetric matrices in AI a symmetric interval
matrix. An n × n symmetric interval matrix has 2n(n+1)/2 symmetric vertex matrices.
Similarly, when diagonal entries of A and A are all zeroes, and A = −AT , we call the set of antisym-
metric matrices in AI an antisymmetric interval matrix. An n × n antisymmetric interval matrix AI has
2n(n−1)/2 antisymmetric vertex matrices.
Deﬁnition 2. Let AI , BI be n × n real interval matrices, where AI = [A, A], BI = [B, B]. We deﬁne an
n × n complex interval matrix as
CI = AI + iBI = {A + Bi : A ∈ AI , B ∈ BI}. (2)
When A, B are vertex matrices of AI , BI , respectively, we call A + Bi a vertex matrix of CI . It can be
seen that CI has 2n
2 × 2n2 = 22n2 vertex matrices.
When AI is a symmetric interval matrix, and BI is an antisymmetric interval matrix, we call CI a
Hermitian interval matrix. It has 2n(n+1)/2 × 2n(n−1)/2 = 2n2 Hermitian vertex matrices.
Deﬁnition 3. For a symmetric (Hermitian) matrix A ∈ Kn×n, if xHAx  0 for any x ∈ Kn \ {0}, we
say that A is positive semideﬁnite, if xHAx > 0 for any x ∈ Kn \ {0}, we say that A is positive deﬁ-
nite. A symmetric (Hermitian) interval matrix AI is called positive (semi)deﬁnite if every symmetric
(Hermitian) matrix A ∈ AI is positive (semi)deﬁnite.
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In [6], it was shown that a real symmetric interval matrix AI is positive (semi)deﬁnite if and only if
Az is positive (semi)deﬁnite for each z ∈ Yn. As has been pointed out by S.M. Rump this can be used to
derive a sufﬁcient criterion for positive (semi)deﬁniteness of a Hermitian interval matrix.
Denote byWC the following matrix
WC =
(
A −B
B A
)
,
then the eigenvalue–eigenvector expansion ofWC implies that the eigenvalues ofWC are the same as
of C but doubled.WC is symmetric and contained in the symmetric interval matrix
PI(CI) =
[(
A −B
B A
)
,
(
A −B
B A
)]
. (3)
For each C ∈ CI , there exists a matrixWC ∈ PI(CI). So, if PI(CI) is positive (semi)deﬁnite, the positive
(semi)deﬁniteness of CI is derived. Therefore, we have
Theorem 1. AHermitian interval matrix CI is positive (semi)deﬁnite if all 22n−1 matrices in {Pz : z ∈ Y2n}
are positive (semi)deﬁnite.
But the reverse is not true, a counterexample is as follows.
Let CI = AI + iBI = [A, A] + i[B, B], where
A =
(
19 −10
−10 81
)
, A =
(
57 28
28 119
)
,
and
B =
(
0 −26
−26 0
)
, B =
(
0 26
26 0
)
.
After checking all the 22
2 = 16 Hermitian vertex matrices in CI or the 4 special Hermitian vertex
matrices that we deﬁne in V(CI), we can determine that CI is positive deﬁnite (these results will be
introduced later in the paper). But the symmetric matrix
P =
⎛⎜⎜⎝
19 28 0 26
28 81 −26 0
0 −26 19 −10
26 0 −10 81
⎞⎟⎟⎠ ∈ PI(CI)
is not positive deﬁnite, its 4 eigenvalues are
−5.897388610, 17.85218597, 82.14781403, 105.8973886.
In the following part of this paper, we will present necessary and sufﬁcient criterions for checking
positive (semi)deﬁniteness of Hermitian interval matrices.
Theorem 2 [5]. Among all Hermitian matrices C from a Hermitian interval matrix CI , the smallest possible
value of λn(C) is attained at one of the vertex matrices of C
I.
This statement is contained in results of [5], in the next section, wewill give a different proof which
will be used later.
Since λn(C) > 0 (λn(C) 0) is equivalent to the fact that C is positive (semi)deﬁnite, we have
Corollary 1. An n × n Hermitian interval matrix CI is positive (semi)deﬁnite if and only if its all 2n2
Hermitian vertex matrices are positive (semi)deﬁnite.
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Asamatterof fact, thisnumbercanbereduced to4n−1(n − 1)!. FromStirling’s formula for factorials,
i.e., n! = √2πn(n/e)n(1 + O(1/n)), we know 4n−1(n − 1)! = 2n log n+O(n)  2n2 .
To prove that this number can be reduced to 4n−1(n − 1)!, we need the following auxiliary Lemma.
First we deﬁne the sign of matrix A = (aij) as sign(A) = (sign(aij)), where
signx =
⎧⎨⎩
1, x > 0,
−1, x < 0,
0, x = 0.
For a set S, denote its cardinal number by |S|.
Lemma 1. Let
Sn = {(sign(xxT + yyT ), sign(xyT − yxT )) : x, y ∈ Rn, and
(xxT + yyT )i,j /= 0 for 1 i, j n, (4)
(xyT − yxT )i,j /= 0 for 1 i /= j n}.
Then |Sn| is equal to 4n−1(n − 1)!.
We ﬁrst explain here the reason why we have supposed in the construction of Sn that (xxT +
yyT )i,j /= 0 for all i, j, and (xyT − yxT )i,j /= 0 for all i /= j. If some (xxT + yyT )i,j or (xyT − yxT )i,j , say
(xxT + yyT )p,q = 0, we change the values of xp, xq and yp, yq, and denote the increments of x and y by
x and y, respectively. Then
(x + x)(x + x)T + (y + y)(y + y)T (5)
= xxT + yyT + xTx + yTy + xTx + yTy + xxT + yyT
and
(x + x)(y + y)T − (y + y)(x + x)T (6)
= xyT − yxT + xTy − yTx + xyT − yxT + xTy − yTx .
If xp ,xq and yp ,yq are positive and small enough, we can see that
x
T
x + yTy + xTx + yTy + xxT + yyT
and
x
T
y − yTx + xyT − yxT + xTy − yTx
will not affect the signs of nonzero entries in xxT + yyT and xyT − yxT . Through such variations of
x and y, we can obtain different xxT + yyT and xyT − yxT whose entries do not change signs, except
those which are zeros before variations. From the construction of matrix Q in the Proof of Theorem 2,
we only need to consider these varied matrices.
A detailed proof of Lemma 1 is given in the next section, and an algorithm for determining Sn is
described in Appendix. It can be seen that the algorithm requires at most O(23n log n+2n) operations.
For an n × n Hermitian interval matrix CI = AI + iBI , we deﬁne a matrix QM,N(CI) = (urs + ivrs)
corresponding to each (M,N) ∈ Sn as follows:
urs =
{
Ars, Mrs = 1,
Ars, Mrs = −1, vrs =
{
Brs, Nrs = 1,
Brs, Nrs = −1.
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In fact, QM,N(C
I) is a Hermitian vertex matrix in CI . Let
V(CI) = {QM,N(CI) : (M,N) ∈ Sn}.
Then from Lemma 1, we have
Lemma 2. Let CI be an n × n Hermitian interval matrix, then∣∣∣V(CI)∣∣∣ = 4n−1(n − 1)!.
Therefore, we can derive following theorems from the proof of theorem 2 (see the next section).
Theorem 3. Among all Hermitian matrices C from a Hermitian interval matrix CI , the smallest possible
value of λn(C) is attained at some Hermitian matrix in V(CI).
Theorem 4. An n × nHermitian intervalmatrix CI is positive (semi)deﬁnite if and only if all 4n−1(n − 1)!
Hermitian matrices in V(CI) are positive (semi)deﬁnite.
For an n × n real symmetric interval matrix AI , Kreinovich showed in [8] that the number 2n−1
is optimal, i.e., without checking all 2n−1 symmetric vertex matrices in {Az : z ∈ Yn}, we cannot
guarantee the positive deﬁniteness of the symmetric interval matrix. Thus we have the following
obvious problem which is not solved here.
Problem. Whether the number 4n−1(n − 1)! is optimal, i.e., canwe ﬁnd less than 4n−1(n − 1)!Her-
mitian vertexmatrices to checkwhether an n × nHermitian intervalmatrix is positive (semi)deﬁnite?
3. Proofs
Proof of Theorem 2. SupposeA + Bi is aHermitianmatrix inCI = AI + iBI = [A, A] + i[B, B], andx +
yi = (x1 + y1i, x2 + y2i, . . . , xn + yni)T the unit eigenvector corresponding to the smallest eigenvalue
λn(A + Bi). Let e be an all-1 vector of dimension n, then
λn(A + Bi) = (x + yi)H(A + Bi)(x + yi)
= ∑
r,s
(xr − iyr)(xs + iys)(Ar,s + iBr,s)
= ∑
r,s
(xs − iys)(xr + iyr)(As,r + iBs,r) (7)
= ∑
r,s
(xr + iyr)(xs − iys)(Ar,s − iBr,s)
= eT ((A − Bi) ◦ ((x + yi)(x + yi)H))e,
where ◦ denotes the Hadamard product of two matrices, that is, entry-wise product of them, so if
A = (Ai,j)n×n, B = (Bi,j)n×n, then A ◦ B = (Ai,jBi,j)n×n.
Next, we construct an n × nmatrix Q = U + iV = (urs) + i(vrs). First, we deﬁne
U = A + A
2
+ sign(xxT + yyT ) ◦ A − A
2
,
V = B + B
2
+ sign(xyT − yxT ) ◦ B − B
2
.
The symmetry of U is obvious, as for V , since B = −BT by the deﬁnition of the antisymmetric interval
matrix, it can be written as
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V = B − B
T
2
+ sign(xyT − yxT ) ◦ B + B
T
2
,
from which we can see that V is antisymmetric. Such U and V may be not vertex matrices of AI or BI .
In order to make Q a Hermitian vertex matrix of CI , we change some entries of U and V . For example,
we can set urs = usr = Ars when xrxs + yrys = 0(r  s) and vrs = −vsr = Brs when xrys − xsyr =
0(r  s), provided that the Q constructed is a Hermitian vertex matrix of CI . Then such a Q satisﬁes:
urr = Arr ,
vrr = Brr = 0,
urs(xrxs + yrys) Ars(xrxs + yrys),
vrs(xrys − xsyr) Brs(xrys − xsyr).
Therefore
 ((urs − ivrs)(xr + iyr)(xs − iys))
= urs(xrxs + yrys) − vrs(xrys − xsyr)
 Ars(xrxs + yrys) − Brs(xrys − xsyr)
=  ((Ars − iBrs)(xr + iyr)(xs − iys)) ,
where (x) denotes the real part of a number x. Thus we have
((U − iV) ◦ ((x + yi)(x + yi)H))((A − Bi) ◦ ((x + yi)(x + yi)H)), (8)
where (W) means ((Wi,j)) for a matrixW .
Note that
λn(A + Bi) = min{zH(A + Bi)z : ‖z‖ = 1, z ∈ Cn},
thus we have
λn(Q) = min{zHQz : ‖z‖ = 1, z ∈ Cn}
 (x + yi)HQ(x + yi)
= eT ((U − iV) ◦ ((x + yi)(x + yi)H))e
= eT((U − iV) ◦ ((x + yi)(x + yi)H))e (9)
 eT((A − Bi) ◦ ((x + yi)(x + yi)H))e
= eT ((A − Bi) ◦ ((x + yi)(x + yi)H))e
= (x + yi)H(A + Bi)(x + yi)
= λn(A + Bi).
Since A + Bi is an arbitrary Hermitian matrix in CI , it follows that the smallest possible value of
λn(A + Bi) is attained at one of the vertex matrices of CI . 
Proof of Lemma 1. We use induction on n. For n = 1, S1 = {(sign(x21 + y21), sign0)} = {(1, 0)}, so
|S1| = 1. Now suppose that the statement has been proved for Sn−1, i.e., |Sn−1| = 4n−2(n − 2)!.
Let
αi,j = (xxT + yyT )i,j = xixj + yiyj ,
βi,j = (xyT − yxT )i,j = xiyj − xjyi. (10)
We have
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αi,j = αj,i,
βi,j = −βj,i,
αi,i > 0,
βi,i = 0,
and
αj,kαi,i = αi,jαi,k + βi,jβi,k ,
βj,kαi,i = αi,jβi,k − αi,kβi,j , (11)
so it sufﬁces to prove that the number of sign patterns of
α1,n,β1,n,α2,n,β2,n, . . . ,αn−1,n,βn−1,n
is 4(n − 1) for each given sign pattern of αi,j ,βi,j , i, j n − 1.
We can derive from (11) that
αj,n = αi,jαi,n+βi,jβi,nαi,i ,
βj,n = αi,jβi,n−αi,nβi,jαi,i .
(12)
Furthermore, we have
sign(αj,n) = sign(αi,jαi,n), if αi,jβi,jαi,nβi,n > 0,
sign(βj,n) = sign(αi,jβi,n), if αi,jβi,jαi,nβi,n < 0. (13)
Fix the signs of α1,n and β1,n, then it sufﬁces to prove that the number of sign patterns of
α2,n,β2,n, . . . ,αn−1,n,βn−1,n
is n − 1. Indeed, the number of sign patterns of α1,n,β1,n is 4, therefore the number of sign patterns
of α1,n,β1,n,α2,n,β2,n, . . . ,αn−1,n,βn−1,n is 4(n − 1), which is required.
From (13), we know that, when we ﬁx the signs of α1,n and β1,n, signs of μ2,μ3, . . . ,μn−1 are
determined, where μj = αj,norβj,n, and the other number in {αj,n,βj,n} except μj is denoted by μ˜j .
Now we choose a sign of μ˜2, again, signs of μ2, μ˜2 determine signs of some μj , μ˜j , without loss of
generality, we may assume that they determine signs of
μ3, . . . ,μk+2, μ˜k+3, . . . , μ˜n−1.
Note that (see Lemma 3) if α2,n,β2,n determine a sign of the same number μj as α1,n,β1,n do, then
they determine a same sign ofμj . FromLemma4,weknow that suchμ2, μ˜2 correspond k + 1different
sign patterns of
α3,n,β3,n, . . . ,αn−1,n,βn−1,n.
When we choose μ˜2 with the opposite sign, then μ2, μ˜2 determine signs of
μ˜3, . . . , μ˜k+2,μk+3, . . . ,μn−1,
from Lemma 4, such μ2, μ˜2 corresponds (n − k − 3) + 1 = n − k − 2 different sign patterns of
α3,n,β3,n, . . . ,αn−1,n,βn−1,n,
so the total number of different sign patterns of
α2,n,β2,n, . . . ,αn−1,n,βn−1,n
is equal to (k + 1) + (n − k − 2) = n − 1, as was required. 
Lemma 3. Suppose Sn and αi,j ,βi,j are deﬁned as Eqs. (4) and (10), respectively. If
sign(α1,jβ1,jα1,nβ1,n) = sign(α2,jβ2,jα2,nβ2,n) = s, (14)
then
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sign(α1,jα1,n) = sign(α2,jα2,n), if s = 1,
sign(α1,jβ1,n) = sign(α2,jβ2,n), if s = −1. (15)
Proof. We ﬁrst assume that α1,jβ1,jα1,nβ1,n > 0. If α1,2β1,2α1,nβ1,n > 0, then α1,2β1,2α1,jβ1,j > 0, so
sign(α2,n) = sign(α1,2α1,n), sign(α2,j) = sign(α1,2α1,j),
therefore
sign(α2,jα2,n) = sign(α1,2α1,jα1,2α1,n) = sign(α1,jα1,n).
While if α1,2β1,2α1,nβ1,n < 0, then α1,2β1,2α1,jβ1,j < 0, so
sign(β2,n) = sign(α1,2β1,n), sign(β2,j) = sign(α1,2β1,j),
therefore
sign(β2,jβ2,n) = sign(α1,2β1,jα1,2β1,n) = sign(β1,jβ1,n).
With the assumption
sign(α1,jβ1,jα1,nβ1,n) = sign(α2,jβ2,jα2,nβ2,n) = 1,
we can deduce that
sign(α1,jα1,n) = sign(α2,jα2,n).
Similarly, if α1,jβ1,jα1,nβ1,n < 0, we can prove that
sign(α1,jβ1,n) = sign(α2,jβ2,n). 
Lemma 4. Suppose Sn and αi,j ,βi,j are deﬁned as Eqs. (4) and (10) respectively. Fix the signs of αi,j ,βi,j , i,
j n − 1 and α1,n,β1,n,α2,n,β2,n, if
sign(α1,jβ1,jα1,nβ1,n) = sign(α2,jβ2,jα2,nβ2,n), j = 3, . . . , k + 2,
then the number of sign patterns of
α3,n,β3,n, . . . ,αn−1,n,βn−1,n
is equal to k + 1.
Proof. sign(α1,jβ1,jα1,nβ1,n) = sign(α2,jβ2,jα2,nβ2,n) = s means that α1,n,β1,n and α2,n,β2,n deter-
mine the same sign of μj (Lemma 3), where μj = αj,n if s = 1, otherwise μj = βj,n.
We use induction to prove this proposition. When k equals 1, the statement is obviously true, in
the remaining part of this proof, we suppose that the result has been proved for cases corresponding
numbers less then k. Now we choose the sign of μ˜3, then μ3, μ˜3 determine signs of p numbers in{μ4, . . . ,μk+2}, and k − 1 − p numbers in {μ˜4, . . . , μ˜k+2}, where μ˜j denotes the other number in{αj,n,βj,n} except μj . From the induction hypothesis, we know such a sign of μ˜3 corresponds p + 1
different sign patterns of
α4,n,β4,n, . . . ,αn−1,n,βn−1,n.
When we choose the opposite sign for μ˜3 with the former sign we choose, μ3, μ˜3 determine signs of
k − 1 − pnumbers in {μ4, . . . ,μk+2}, andpnumbers in {μ˜4, . . . , μ˜k+2}. Sucha signof μ˜3 corresponds
(k − 1 − p) + 1 = k − p different sign patterns of
α4,n,β4,n, . . . ,αn−1,n,βn−1,n.
So the total number of different sign patterns of
α3,n,β3,n, . . . ,αn−1,n,βn−1,n
is equal to (p + 1) + (k − p) = k + 1, as was required. 
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Appendix. Algorithm for determining Sn
Algorithm 1. SignMatrix
Input: A positive integer n.
Output: Set Sn deﬁned in Lemma 1.
1 if n = 1 then return {((1), (0))}
2 else Sn−1 ← SignMatrix(n − 1)
3 Sn ← ∅
4 foreach (α˜, β˜) ∈ Sn−1 do
5 foreach sc ∈ {(1, 1), (1,−1), (−1, 1), (−1,−1)} do
6 α ← n × n symmetric matrix 0
7 β ← n × n antisymmetric matrix 0
8 {Following assignments about α or β keep their symmetric or antisymmetric shapes, i.e.,
α1,n ← 1 also means αn,1 ← 1, etc.}
9 upper left (n − 1) × (n − 1) submatrix of α ← α˜
10 upper left (n − 1) × (n − 1) submatrix of β ← β˜
11 αn,n ← 1
12 (α1,n,β1,n) ← sc
13 T ← {(α,β , 1)}
14 cur ← 1
15 While cur  n − 1 do
16 α ← Tcur,1
17 β ← Tcur,2
18 for i ← Tcur,3 to n − 2 do
19 for j ← i + 1 to n − 1 do
20 if αi,jβi,jαi,nβi,n > 0 then
21 if αj,n = 0 then αj,n ← αi,jαi,n
22 else
23 if βj,n = 0 then βj,n ← αi,jβi,n
24 if αi+1,n = 0 then
25 Tcur ← (α,β , i + 1), (α,β , i + 1)
26 (i + 1, n)th entry of Tcur,1 ← 1
27 (i + 1, n)th entry of Tcur+1,1 ← −1
28 if i = n − 2 then cur ← cur + 2
29 break
30 else if βi+1,n = 0 then
31 Tcur ← (α,β , i + 1), (α,β , i + 1)
32 (i + 1, n)th entry of Tcur,2 ← 1
33 (i + 1, n)th entry of Tcur+1,2 ← −1
34 if i = n − 2 then cur ← cur + 2
35 break
36 if i = n − 2 then
37 cur ← cur + 1
38 remove the third element of each element in T
39 Sn ← Sn⋃ T
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