I. INTRODUCTION

P
ERIODIC structures are employed in numerous electromagnetic and optical applications [1] . As a result, research on accelerating simulation methods for periodic geometries is being constantly enriched with new contributions. In particular, the application of periodic boundary conditions (PBCs) facilitates the dispersion analysis of linear periodic structures via finite difference or finite element methods. The associated simulations have limited memory and execution time requirements, as they are based on the analysis of a single unit cell. On the other hand, nonlinear periodic structures, employed in applications such as optical switching [2] , [3] and frequency conversion [4] , are not compatible with PBC-based simulation techniques, as the relation between field components across unit cells not only depends on the spatial periodicity but also on the nonlinearity itself. Hence, they present a significant challenge to existing numerical techniques and a motivating factor for their innovation.
Time-domain techniques, such as the finite-difference timedomain (FDTD) [5] , offer a natural framework for nonlinear wave propagation studies. Constitutive properties can be coupled to Maxwell's equations in a straightforward manner, while the effects of nonlinearity can be fully captured in the time-stepping process. However, the combined effect of dense spatial discretization and the Courant-Friedrichs-Lewy (CFL) stability-related limit on the time step renders the use of FDTD computationally expensive. Promising alternatives stem from methods that can relax either or both of these limitations. Notably, the alternating-direction implicit FDTD (ADI-FDTD) method [6] is one of those, with [7] reporting a stability limit free formulation for materials with third-order nonlinearity. More recently, another way of relaxing the FDTD stability limit has been suggested [9] . That is based on filtering out unstable spatial modes, which develop in the FDTD grid when a time step surpassing the CFL limit is used. The savings produced by this methodology increase with the discretization rate of the domain under study. Hence, it is well suited for nonlinear optical pulse propagation problems, where FDTD grids of many tens to hundreds of points per wavelength are typically needed.
This paper makes the following contributions, extending the work reported in [8] . Unlike [7] , a formulation of a nonlinear ADI-FDTD method, based on the mathematically equivalent, yet more versatile and flexible (in terms of programming and accommodating multi-term dispersion) auxiliary differential equation (ADE) method [10] is presented. Emphasis is given on embedding Kerr and Raman type nonlinearities into the formulation. In addition, the spatially filtered FDTD approach is applied to the modeling of nonlinear pulse propagation. Both methods are comparatively evaluated from a computational efficiency and accuracy point of view. Finally, their potential as design and analysis tools for nonlinear periodic structures is demonstrated through a time-domain study of the development of spatial solitons in a nonlinear Bragg reflector.
II. NONLINEAR AUXILIARY DIFFERENTIAL EQUATION ADI-FDTD: FORMULATION
A. ADE-FDTD for Nonlinear Dispersive Materials
The standard ADE-FDTD method for nonlinear dispersive media [5] , [10] is reviewed, as a first step toward the formulation of the ADE/ADI-FDTD. Maxwell's curl equations in a 1-D (1-D) nonmagnetic nonlinear medium with respect to field components and can be expressed as follows:
0733-8724/$26.00 © 2011 IEEE where the linear and nonlinear polarization terms have been absorbed into polarization currents , respectively. The dependence of all field and polarization quantities, as well as that of auxiliary quantities derived from those, on space and time (or frequency for their Fourier-transformed counterparts, denoted by ) is implied and suppressed. For a medium with Lorentzian dispersion, the polarization current is given by the following expression in the frequency domain:
Transforming (2) back into the time-domain, the following equation is derived:
In preparation for the formulation of the ADI method, the latter is discretized in space and time, with all terms being evaluated at and . Letting and , the discrete form of (2) at is
where This is the auxiliary differential equation for the polarization current . As for the nonlinear polarization current, the Born-Oppenheimer approximation [11] is used, whereby
The two terms appearing in (5) represent Kerr and Raman nonlinearity, respectively. The Raman nonlinearity kernel function is specified in the time-domain as (6) which represents a damped electronic oscillation with frequency and attenuation constant . Hence, in the frequency domain it is given by the following expression: (7) where (8) To simplify the treatment of the Raman nonlinearity term in (5) , the following definition is introduced: (9) In the frequency domain, the convolution is converted into a product: (10) The latter, combined with (7), can be transformed back into the following differential equation with respect to :
The discrete form of the latter, with respect to at the time step is (12) with (13) Now, can be calculated. Starting from (5), we have
The Kerr and Raman polarization currents in (14) are treated separately. The update equations for their values at , which will be employed in the ADI scheme next, are (15) for the Kerr polarization current and (16) for the Raman polarization current. With all linear and nonlinear polarization currents being expressed in terms of field values at discrete space-time points, the full-system of Maxwell's equations (1a)-(1b) can now be integrated using an ADI scheme. The relevant formulation is presented next.
B. ADI-FDTD Based on the ADE Method
The time-stepping from step to is performed in two stages; one consisting of backward (implicit) finite differences to advance from to and one consisting of forward (explicit) finite differences to advance from to . In particular, the backward stage is written as
Substituting the field values in (17a) using (17b), as well as those of the polarization currents from the expressions derived in the previous section, the following update equation is derived: (18) The coefficients indicated in (18) are as follows: (19) Equation (18) is converted into a tridiagonal system with respect to the electric field nodal values at time step throughout the grid, with system matrix . . .
This system is efficiently solved via an LU factorization process, taking advantage of the bandedness and sparsity of the matrix [12] , [13] . Once is known for all can be directly computed by means of (17b). 
Subsequently, (21b) is used to update the magnetic field. To summarize, the advancement from time step to in the nonlinear ADE/ADI-FDTD scheme consists of the following substeps: 1) Field vectors and are updated from (18) and (17b), respectively.
2) The linear polarization current vector is updated from (4). 
III. NONLINEAR AUXILIARY DIFFERENTIAL EQUATION ADI-FDTD: RESULTS
The ADE/ADI-FDTD method is applied to the simulation of wave propagation in a nonlinear homogeneous medium possessing both Kerr and Raman nonlinearity [14] , [15] away from the excitation inside the homogeneous medium with both Kerr and Raman nonlinearity, using conventional FDTD with the ADE method and ADI-FDTD with different time step sizes. structure is simulated up to a 1000 fs. Since the maximum time step of nonlinear FDTD cannot be determined by the CFL limit, it is selected from a stability test, i.e., reducing the time step size from the CFL limit until the result becomes stable. The time step used is fs, and 60000 steps are run. Both conventional FDTD and the proposed ADI-FDTD are used to simulate the structure. For the ADI-FDTD, the time step ratio is set to be 2, 5, and 10. Fig. 1 shows the corresponding time-domain field at 6.0 ps within the right half of the computational domain, with results from both conventional FDTD and nonlinear ADI-FDTD with . The temporal soliton, which retains its amplitude and width along the direction of propagation, as well as a precursor field containing third-order nonlinearity products, are clearly observed. Also, the electric field spectrum 126 m away from the excitation point is plotted in Fig. 2 , presenting a red-shift and sharpening of its profile. (25) where is the reference field obtained by the standard ADE-FDTD [10] , as well as the total CPU time required to simulate a fixed time span using ADE/ADI-FDTD with different time step sizes. Similar to the linear case [16] , the error of the nonlinear ADI-FDTD grows quickly as the time step is increased. It is noted that around , the ADE/ADI-FDTD is about two times faster than the conventional ADE-FDTD, with a maximum deviation of less than 1%. This point appears to be an optimal choice for .
IV. SPATIALLY FILTERED NONLINEAR AUXILIARY DIFFERENTIAL EQUATION FDTD: FORMULATION
Recently, a method based on spatial filtering coupled with the FDTD time-stepping process has been proposed to control and extend the stability limit of FDTD [9] , applied to linear wave propagation problems. This method is briefly reviewed, before it is applied to nonlinear optics, for the first time, in the following two sections.
For simplicity, let us consider the 1-D numerical dispersion relationship for FDTD, which reads [5] (26)
where . This equation describes the dispersion of numerical plane waves developing in an FDTD mesh, as a result of a source excitation. These plane waves are stable if their frequency is real, for a numerical wavenumber . Evidently, this is true if the right hand-side of (26) is less than or equal to one. With the sinusoidal term being bounded by one, the sufficient condition for stability is (27) which is the well-known CFL stability limit. Notably, the key assumption producing (27) is that stability needs to be enforced for all possible wavenumbers propagating in the FDTD mesh. This is indeed necessary, as the finite, space-discrete FDTD signals are spectrally unlimited in the -domain. On the other hand, numerical dispersion considerations render most of these wavenumbers useless as corrupted by phase errors. Indeed, the rule of thumb is to enforce a discretization rate of at least ten points per wavelength at the maximum frequency of interest, with even higher rates being necessary for many optical problems of interest, especially in the presence of temporal dispersion and nonlinearity. A primary task of FDTD algorithm developers is to choose the initial conditions and the source excitation so that dispersion-error prone higher wavenumbers are very weakly excited, hence remaining (if stable) at the noise level throughout the simulation. Now, if we assumed that the FDTD solution could have been band-limited in the -domain up to some , by spatial filtering, (27) becomes (28) This implies that the stability-imposed upper bound on the time step is extended by a "CFL enhancement factor"
The factor increases monotonically with the discretization rate, offering the possibility for substantial savings in computational time with very little modification of standard FDTD update equations. This stands in stark contrast with the ADI scheme presented in the previous sections, which is based on a revised, two-stage time integration method.
The required truncation of the spectrum of the FDTD solution is effected as follows. During each time step, the electric field is first updated following the standard FDTD update equations and applying source and boundary conditions as needed. Then, a Discrete Fourier Transform (DFT) is performed on the spatial distribution of the field and the following rectangular filter is applied to the field spectrum in the -domain:
Finally, an inverse discrete Fourier transform (IDFT) is performed on the filtered spectrum to obtain the updated field distribution in the computational domain. The process is repeated for the magnetic field. Note that the filter (30) guarantees that all wavenumbers outside the range where stability has been enforced are eliminated. A smoother filter that would let these wavenumbers simply attenuate would not prevent early or late time instability, due to the exponential growth of unstable components of the FDTD solution. Therefore, this primitive, yet effective, filter has been chosen.
The choice of can be made as follows. Either empirical or analytical calculations can reveal the dispersion error incurred by linear or nonlinear FDTD for various discretization rates, hence guiding the choice of the cell size. Subsequently, the cell size is safely set away from the threshold where this dispersion error becomes undesirably large. Therefore, the filter can be designed to cut-off the rest of the spatial spectrum of the FDTD solution that includes the erroneous spatial frequencies existing in the FDTD mesh. With the cell size appropriately chosen, these components would stay at the noise level. As a result, their elimination has limited adverse effects on the accuracy of FDTD.
An important question is whether this extension of stability through filtering can be applied to nonlinear optics simulations, where dense discretization rates are typically needed, hence the potential for large -factors and savings comparable to ADI, with a much simpler algorithm, seem to be possible. This question is numerically investigated in the following section. It should be emphasized in advance that simulations of nonlinear phenomena typically require the use of much larger grid densities than those encountered in linear FDTD simulations. This means that becomes very small and the numerical wavenumbers present in the solution are relatively small, even for second or third order harmonics. Hence, there is ample room for the application of the filter (30) without distorting the desired solution. From the point of view of the filter, the fact that FDTD is applied to a nonlinear system of equations is not essential. The fields produced by FDTD at each time step are still discrete-space vector inputs for the filter, which is designed to eliminate high spatial frequencies that are not expected to contribute to the solution. Hence, this process seems to be valid independently of the underlying FDTD engine. The particular algorithm and the simulated media do affect the choice of (per the comments above).
Implementing the filtering process and the DFT (via a Fast Fourier algorithm of complexity) adds a nontrivial computational overhead, especially in two and three dimensions. Although these cases are not treated in this paper, an appropriate strategy to reduce the related overhead would be to apply the filtering process to the 1-D field derivatives that appear in the field update equations, rather than the fields themselves.
V. SPATIALLY FILTERED NONLINEAR AUXILIARY DIFFERENTIAL EQUATION FDTD: RESULTS
The standard ADE-FDTD method [5] , [10] is applied with and without spatial filtering to a 1-D domain of total length 20.5 m, including a Kerr slab from 6 m to 14 m, with , where and . The linear portion of the domain is occupied by a dielectric with . A modulated 200-400 THz Gaussian pulse is applied 4 m away from the first interface of the nonlinear slab. The whole computational domain is discretized into 16384 Yee cells, including a uniaxial perfectly matched layer (PML) absorber with a fourth-order polynomial grading and optimized parameters at each end of the domain. Since the Yee cell size is relatively small compared to the wavelength, the uniaxial PML is chosen to be 100-cell thick, which is equivalent to about a quarter of the minimum wavelength. For the standard ADE-FDTD, again, a stability test is performed to determine the maximum stable time step size, which is fs. For the spatial filtering method, , and are used. In these three cases, and 0.064, respectively. Fig. 4 shows the frequency spectrum of the field at the center of the nonlinear slab, obtained using the standard ADE-FDTD and the spatially filtered ADE-FDTD with different time steps. It can be observed that all the results are in good agreement with each other. Fig. 5 depicts the relative error of the spatially filtered ADE-FDTD inside the computational domain, at fs, using the standard ADE-FDTD as a reference. Note that the error increases with the time step. This indicates that before reaching the extended stability limit effected by the factor in (29), the applicability of the method is effectively limited by its numerical error induced by the filtering process, much like ADI-FDTD. Moreover, Fig. 6 presents the accuracy-performance trade-off for the proposed technique, again using standard ADE-FDTD as a reference. The figure clearly indicates the potential of the spatially filtered scheme to attain savings similar to those of the ADI-FDTD, inducing errors below 1%. The error-performance trade-off follows a similar pattern to that of the ADE/ADI-FDTD method in Fig. 3 . 
VI. SPATIAL SOLITONS IN A NONLINEAR BRAGG REFLECTOR
The two aforementioned techniques are applied to simulate a finite nonlinear periodic structure. The structure under study is a Bragg reflector consisting of weakly nonlinear optical slabs with Kerr nonlinearity, shown in Fig. 7 .
If a linear version of such a dielectric stack is illuminated by a normally incident field, with a frequency spectrum within the bandgap of the structure, the envelope of the field magnitude decays exponentially while propagating in the stack. With a sufficient number of dielectric slabs, the transmissivity of the structure is considerably small. However, it has been shown numerically in [17] , [18] that by adding a suitably chosen weak Kerr nonlinearity to the slabs of the reflector, the bandgap can be partially closed, enabling pulse transmission. In such a situation, if the incident wave frequency is originally at the edge of the bandgap, the gap edge may move past the frequency of incidence, allowing the system to switch to a transmitting state. With proper incident power intensity, the transmissivity becomes equal to one, while the incident field couples to a soliton-like resonance inside the Bragg reflector region.
The particular geometry studied in [17] is 1-D with a periodicity of 0.25 m. Each unit cell consists of a linear slab with attached to a nonlinear slab with relative dielectric permittivity of the form . The two linear and nonlinear slabs have the same thickness.
To characterize the dispersion of the corresponding infinite periodic structure in the linear regime, one unit cell with both layers chosen to be linear, i.e., , is analyzed using periodic boundary conditions, implemented via the sine-cosine method [19] . Fig. 7 depicts the relevant dispersion diagram, showing a bandgap with a lower edge at 293 THz. An incident field at a frequency slightly higher than the lower bandgap edge, i.e., 300 THz, will produce significant reflections. The transmission coefficient of such a linear stack with 20 unit cells at 300 THz is calculated to be below dB. To simulate a gap soliton, 20 unit cells of the full nonlinear structure with a Kerr nonlinearity factor m /V in the second layer of the unit cell are used. A monochromatic source of 300 THz is placed 1.25 m away from the reflector. The computational domain is discretized in 16384 cells of size 0.625 nm to limit the numerical phase velocity error induced by higher-order terms, and is terminated in 100-cell PMLs with a fourth-order polynomial grading and optimized parameters. For both the nonlinear ADI-FDTD and the spatial filtering method (applied with ), is used. Here is the maximum time step size yielding a stable solution of the nonlinear structure using conventional FDTD. As mentioned in previous sections, it is determined by a stability test and is equal to 0.001875 fs. Fig. 8 shows the theoretical transmissivity of the nonlinear stack at 300 THz as a function of the normalized incident power from [17] , where is the magnitude of the incident field at the front interface of the nonlinear stack. The dashed line indicates the transmissivity in the highly reflecting state, while the solid line shows the transmissivity in two distinct bi-stable transmitting states. At point and , the transmissivity is effectively equal to one, and a gap soliton is formed inside the stack area.
To reach the transmissivity state, an incident wave with a carrier frequency of 300 THz and a slowly varying envelope is injected. The envelope of the incident field is a superposition of a dc-term and a Gaussian pulse, so that the magnitude of the normalized power of the envelope gradually increases from 0.004 Fig. 9 . Instantaneous electric field inside the computational domain at the 175000-th time step, obtained using the nonlinear ADE/ADI-FDTD and the spatially filtered ADE-FDTD method. The vertical lines indicate the region occupied by the nonlinear Bragg reflector. Fig. 10 . Power intensity of the electric field jE j inside the nonlinear stack region, at the 175000th time step, obtained using the nonlinear ADE/ADI-FDTD and the spatially filtered ADE-FDTD method, normalized to the incident field intensity at the input of the nonlinear Bragg reflector, along with the results of [17] .
to 0.08, and then drops back to 0.004. Thus, when the magnitude of the incident power increases, the transmissivity of the stack first follows the thick dash line in Fig. 8 . When
, the transmissivity will switch to the next state, and, when the magnitude decreases, it will follow the solid line to , where the gap soliton is formed.
To trace these events in the time-domain, a total number of time steps are run. The execution time is 422 s for the nonlinear ADE/ADI-FDTD and 355 s for the spatially filtered ADE-FDTD. In contrast, the standard ADE-FDTD takes 676 s to simulate the same time span. Fig. 9 shows the electric field in the computational domain, inside and outside the nonlinear stack at the 175000th time step, obtained using the nonlinear ADE/ADI-FDTD and the spatially filtered ADE-FDTD. The transmissivity in the figure corresponds to the point in Fig. 8 . In Fig. 9 , the shape of a gap soliton inside the nonlinear stack region is clearly observed using both methods. The intensity inside the stack area, normalized to the incident intensity at the first interface of the stack , at the 175000th time step is also plotted in Fig. 10 . Both methods under study agree well with the result presented in [17] .
VII. CONCLUSION
Two methods that allow for the FDTD-based study of nonlinear structures, relaxing the limitation imposed by the CFL stability limit on the time step, have been presented. These are especially useful for nonlinear optics applications, since the cell size required to accurately resolve nonlinear processes can typically be extremely small. The proposed algorithms have been investigated from an accuracy and efficiency perspective and shown to be significantly faster than their standard alternative, namely the ADE-FDTD, without compromising accuracy. Moreover, the successful simulation of the development of a gap soliton inside a nonlinear Bragg reflector with Kerr nonlinearity, has demonstrated the particular merits of these methods for nonlinear periodic structure analysis.
Despite the similar performance of the two techniques, it is worth noting that the spatially filtered FDTD scheme is much easier to implement than ADI/ADE-FDTD. Its embedding into existing nonlinear FDTD solvers simply requires a few lines of extra code, accompanied by a Fast Fourier transform package. On the other hand, ADI/ADE-FDTD is altogether different and lacks the simplicity of conventional FDTD. 
