We prove that under certain assumptions a supermanifold of flags is rigid, this is its complex structure does not admit any non-trivial small deformation. Moreover under the same assumptions we show that a supermanifold of flags is unique non-split supermanifold with given retract.
Introduction
It is a classical result that any flag manifold is rigid, see [Bott] . In other words its complex structure does not possess any non-trivial small deformation. In general this statement is false for a flag supermanifold, see [BO, Va] . For instance the projective superspace CP 1|m , where m ≥ 4, see [Va] , and the super-grassmannian Gr 2|2,1|1 , see [BO] , are not rigid. In [O4] it was proved that the super-grassmannian Gr m|n,k|l is rigid if m, n, k, l satisfy the following conditions 0 < k < m, 0 < l < n, (k, l) = (1, n − 1), (m − 1, 1), (1, n − 2), (m − 2, 1), (2, n − 1), (m − 1, 2).
(1)
The idea of the paper [O4] is to compute 1-cohomology with values in the tangent sheaf showing their triviality. This implies the rigidity of the super-grassmannian in this case.
In this paper we compute 1-cohomology with values in the tangent sheaf T of a flag supermanifold showing their triviality. Therefore we prove that under certain conditions any flag supermanifold is rigid. We use the results of [O4] and the fact that a supermanifold of flags of length n is a superbundle with base space a supergrassmannian and fiber a flag supermanifold of length n − 1.
Main definitions 2.1 Supermanifolds
We use the word "supermanifold" in the sense of Berezin and Leites, see [BL, L, M1] for detail. Throughout the paper, we will be interested in the complex-analytic version of the theory. More precisely, a complex-analytic superdomain of dimension n|m is a Z 2 -graded ringed space U = (U 0 , F U 0 ⊗ (m)), where F U 0 is the sheaf of holomorphic functions on an open set U 0 ⊂ C n and (m) is the exterior (or Grassmann) algebra over C with m generators. A complex-analytic supermanifold of dimension n|m is a Z 2 -graded ringed space M = (M 0 , O M ) that is locally isomorphic to a complex superdomain of dimension n|m. An example of a complex-analytic supermanifold is the ringed space (M 0 , E), where M 0 is a complex-analytic manifold and E is a holomorphic locally free sheaf on M 0 . In this case dim M = n|m, where n = dim M 0 and m is the rank of E. 
where pr U i is the projection onto the first factor.
Here we denote by π −1 (U i ) the following supermanifold (π
0 (U i ) ). Sometimes for simplicity we will denote the superbundle (M, B, π, S) just by M.
Let M be a superbundle. The following theorem was proven in [B] : 
Split supermanifolds
A supermanifold M is called split if O M ≃ E for a locally free sheaf E on M 0 . In this case O M is a Z-graded sheaf. More precisely, O M = p (O M ) p , where (O M ) p is the image of p E by the isomorphism E → O M . Moreover, O M is a sheaf of F M -modules, where as above F M is the structure sheaf of the underlying space M 0 . Note that O M ≃ (O M ) 1 . If M is split, then the tangent sheaf T M is also a locally free sheaf of F M -modules. Furthermore, the sheaf T M is Z-graded
To any split supermanifold M we can assign the following exact sequence of sheaves, see [O2] 0
where
Here Θ M 0 is the tangent sheaf of the manifold M 0 , the map α assigns the corresponding vector field from (T M ) p to any morphism (O M ) 1 → p+1 (O M ) 1 , and β is the restriction of a vector field v ∈ (T M ) p to the subsheaf F M .
Split supermanifolds form a category. More precisely, objects of this category are all split supermanifolds M with a fixed isomorphism O M ≃ E for a certain locally free sheaf E on M 0 , and morphisms are all morphisms of ringed spaces preserving the Z-gradings. There is a functor gr from the category of supermanifolds to the category of split supermanifolds. Let us briefly describe this construction. Let M be any supermanifold. As above, denote by J M ⊂ O M the subsheaf of ideals generated by odd elements of O M . Then by definition gr M is the split supermanifold with the structure sheaf
In this case (O gr M ) 1 is a locally free sheaf and there is a natural isomorphism of O gr M onto (O gr M ) 1 . If ψ = (ψ 0 , ψ * ) : M → N is a morphism of supermanifolds, then gr(ψ) = (ψ 0 , gr(ψ * )), where gr(ψ
Recall that by definition every morphism ψ of supermanifolds is even and as a consequence ψ * sends J p N into J p M . If T M is the tangent sheaf of a supermanifold M and T gr M is the tangent sheaf of gr M, then as above the tangent sheaf T gr M is Z-graded
and
(T gr M ) p ≃ (T M ) (p) /(T M ) (p+1) for p ≥ −1, see [O1] .
A split superbundle is a superbundle in the category of split supermanifolds. More precisely, it is a superbundle (M, B, π, S), where M, B and S are split and π preserves the Z-gradings. If π : M → B is a superbundle with fiber S then gr π : gr M → gr B is a split superbundle with fiber gr S.
Retract of a split superbundle and its tangent sheaf
In this section (M, B, π, S) is a split superbundle, this is M, B and S are split supermanifolds with fixed Z-gradings and π 
The sheaf O is a sheaf of superalgebras with respect to the following multiplication:
where f ∈ O p(q) and g ∈ O p ′ (q ′ ) . The sheaves O 11 and O 10 are locally free. Moreover,
In particular the ringed space M : Further consider the tangent sheaf T of the split supermanifold M. The filtration (4) induces the following filtration in T p
The sheaf T possesses a Lie superalgebra structure that is induced by the Lie superalgebra structure on T . Moreover, T has a natural geometric interpretation. Denote by Der O the sheaf of derivations of O. It is a sheaf of Lie superalgebras. Clearly,
where Proof. Let us take u ∈ (T p(q) ) x , where x ∈ M 0 . Since
Further, it is easy to see that u = 0 if and only if u ∈ (T p(q+1) ) x . Therefore, the map We will identify T and Der O using the isomorphism ⊕α pq from Lemma 4.
Let us rewrite exact Sequence (3) for
Here Θ is the tangent sheaf of the manifold M 0 This exact sequence is a direct sum of the following exact sequences.
The sheaves A pq and C pq possess another description in terms of factor sheaves. More precisely, by definition we have
see (3). These sheaves possess the following filtrations
and
Proof. The idea of the proof is similar to the idea of the proof of Lemma 4.
3 Exact sequences associated to the tangent sheaf of a split superbundle
Let π : M → B be an arbitrary superbundle with fiber S and gr π : gr M → gr B be the corresponding split superbundle with fiber gr S. Denote also by π : M → B the retract of gr π : gr M → gr B. From now on we fix the following notations
for the structure sheaves of M, gr M, M, B, gr B = B, S and gr S = S, respectively. To simplify notations sometimes we will denote the bundle projections π, gr π and π simply by π. From now on we also denote by 
Lemma 6 We haveT
Proof. Consider the natural map T We put 
Hence,x is also a representant of v in T (p) . Moreover, ǫ(x) = ǫ(x) − ǫ(θ(t)) = 0, therefore, ∃t ∈ T (p+1) such that we can set w := λ(r). This observation completes the proof.
Lemma 8
The following diagram is commutative, lines and columns are exact:
Proof. The proof is similar to the proof of Lemma 7.
We put
where Θ v is the sheaf of vertical vector fields on M with respect to π 0 .
Lemma 9
The following diagram is commutative, the lines and the columns are exact: (3) in [O2] . The rest of the proof is similar to the proof of Lemma 7.
We set
where Θ B 0 and Θ S 0 are tangent sheaves of the manifolds B 0 and S 0 , respectively. Let us choose a trivialization domain U := (U 0 ,Õ B | U 0 ) of the bundle gr M and denote byψ U a trivialization isomorphism
For the bundle M we have the corresponding trivialization domain U of the bundle M and the following trivialization isomorphism:
We will identify π −1 (U) with U × S using this isomorphism. Denote by π S the projection U × S → S.
A (local) description of the sheaves introduced above is given in the following proposition.
Proposition 10 Let π = (π 0 , π * ) : M → B be a superbundle and π = ( π 0 , π * ) : M → B be the retract of gr M. Then we have
The tensor product ⊗ is taken over the corresponding sheaf of holomorphic functions.
Proof. The proof follows from the definitions. 
Let us describe an atlas on F m k that we will adapt for supercase. Let C m ⊃ W 1 ⊃ · · · ⊃ W r be a flag of type k. We choose a basis B s in each W s and assume that B 0 = (e 1 , . . . , e m ) is the standard basis in C m . Further, for any s = 1, . . . , r, we define the matrix X s ∈ Mat k s−1 ,ks (C) in the following way: the columns of X s are the coordinates of the vectors from B s with respect to the basis B s−1 . Since rk X s = k s , the matrix X s contains a non-degenerate minor of size k s .
For each s = 1, . . . , r let us fix a k s -tuple I s ⊂ {1, . . . , k s−1 }. We put I = (I 1 , . . . , I r ). Denote by U I the set of flags from F m k satisfying the following conditions: there exist bases B s such that X s contains the identity matrix of size k s in the lines with numbers from I s . Clearly any flag from U I is uniquely determined by those elements of X s that are not contained in the identity matrix. Furthermore, any flag is contained in a certain U I . The elements of X s that are not contained in the identity matrix are the coordinates of a flag from U I in the chart determined by I. Hence the local coordinates in U I are determined by r-tuple (X 1 , . . . , X r ).
Rename X Is := X s . If J = (J 1 , . . . , J s ), where J s ⊂ {1, . . . , k s−1 } and |J s | = k s , then the transition functions between the charts U I and U J are given by:
where C I 1 J 1 is the submatrix of X I 1 formed by the lines with numbers from J 1 and C IsJs , s ≥ 2, is the submatrix of C I s−1 J s−1 X Is formed by lines with numbers from J s .
Let us give a similar description of a classical flag supermanifold in terms of atlases and local coordinates, see also [V1, V2] . Let us take m, n ∈ N and let k = (k 0 , k 1 , . . . , k r ) and l = (l 0 , l 1 , . . . , l r ) be two (r + 1)-tuples such that
Let us define the supermanifold F For each s = 1, . . . , r let us fix k s -and l s -tuples of numbers I s0 ⊂ {1, . . . , k s−1 } and I s1 ⊂ {1, . . . , l s−1 }. We put I s = (I s0 , I s1 ) and I = (I 1 , . . . , I r ). Our goal now is to construct a superdomain W I . To each I s let us assign a matrix of size
Assume that the identity matrix E ks+ls is contained in the lines of Z Is with numbers i ∈ I s0 and k s−1 + j, j ∈ I s1 . Here 
where C I 1 J 1 is the submatrix of Z I 1 that consists of the lines with numbers from J 1 , and C IsJs , s ≥ 2, is the submatrix of C I s−1 J s−1 Z Is that consists of the lines with numbers from J s . Gluing the superdomains W I , we define the supermanifold of flags F m|n k|l . In the case r = 1 this supermanifold is called a super-grassmannian. In the literature the notation Gr m|n,k 1 |l 1 is sometimes used.
The supermanifold F m|n k|l is GL m|n (C)-homogeneous. The action is given by
Here L is a coordinate matrix of GL m|n (C), C 1 is the invertible submatrix of LZ I 1 that consists of the lines with numbers from J 1 , C s , s ≥ 2, is the invertible submatrix of C s−1 Z Is that consists of the lines with numbers from J s . If 0 < k r < . . . < k 1 < m, 0 < l r < . . . < l 1 < n we will say that the flag supermanifold F m|n k|l has generic type. Let G be a Lie group and H be its Lie subgroup. Consider a locally free sheaf E on the homogeneous manifold G/H and denote by E the corresponding vector bundle.
(Recall that there is a one-to-one correspondence between locally free sheaves on G/H and vector bundles over G/H.) Assume that E is a homogeneous vector bundle, see [A] . In this case sometimes we will call E a homogeneous locally free sheaf. Recall that there is a bijection between homogeneous bundles E over G/H and representations of H in the fiber E eH , see [A] . For simplicity sometimes we will write: the representation of H corresponding to the homogeneous locally free sheaf E meaning this correspondence.
Denote by α the representation of the Lie group H 1 0 corresponding to the homogeneous locally free sheaf (Õ B ) 1 and by β the representation of H 2 0 corresponding to the homogeneous locally free sheafÕ 1 . (As above we denote byÕ and by O the structure sheaf ofM and M, respectively.) Recall that
Hence the locally free sheaf O 1 corresponds to the representation
of Lie group H 2 0 . In particular,M is a homogeneous supermanifold. Note that a split supermanifold is homogeneous if and only if the corresponding bundle is homogeneous, see [V3] .
Let M := F m|n k|l and r ≥ 2. The flag supermanifold M is a superbundle with base
In coordinates (11) the bundle projection π : M → B is given by
Denote byπ :M →B the corresponding to F m|n k|l split superbundle with fiberS, see Subsection 2.3. Denote also by π : M → B the retract ofπ :M →B. Consider the superdomain Z I in F m|n k|l corresponding to
where s = 1, . . . , r, see Section 4. Denote by x the origin of Z I . We also denote by P and by p the underlying Lie group and Lie superalgebra of the super-stabilizer of x for the action (13) of GL m|n (C). Let R be the reductive part of P . A direct calculation shows that R has the following form
, where k r+1 = l r+1 := 0 and i = 1, . . . , r+1. Denote by ρ i the standard representations of the group GL k i−1 −k i (C) and by σ i the standard representations of the Lie group
The sheafÕ 1 is a homogeneous locally free sheaf on GL m (C) × GL n (C)/P . Let us compute the corresponding representation θ of P . The fiber over x of the corresponding toÕ 1 vector bundle is isomorphic to (gl m|n (C)1/p1) * as P -modules, see [V3] for details. A direct computation shows that
Denote by ϕ the representation of P corresponding to the locally free sheaf O 11 and by ψ the representation of P corresponding to the locally free sheaf O 10 .
Lemma 11 We have
Proof. Let us compute the representation θ * |R of R in gl m|n (C)1/p1 for example for r = 1. We identify the vector space gl m|n (C)1/p1 with
For r ≥ 2 the proof is similar. To obtain ϕ|R and ψ R we use Formula (14).
Recall that we denoted by Θ and by Θ v the sheaf of vector fields and the sheaf of vertical vector fields on the manifold M 0 , respectively. Denote by τ , τ v and τ h the representation of P corresponding to the sheaves Θ, Θ v and Θ h = Θ/Θ v , respectively. (Recall that we have a natural representation of P in the fiber over the origin x of Z I .)
Lemma 12
We have
Proof. The representation τ |R is the isotropy representation. Recall that the isotropy representation is isomorphic to the natural representation of P in the vector space gl m|n (C)0/p0. Let us compute this representation in the case r = 2. We identify gl m|n (C)0/p0 with
For τ v |R and τ h |R we respectively have
For r ≥ 2 the proof is similar.
6 Vector fields on the retract of flag supermanifold
Recall that M = F m|n k|l , where r ≥ 2, is a superbundle with base space B = F m|n k 1 |l 1 and fiber S = F
As above we denote byπ :M →B the corresponding to M split superbundle with fiber gr S, see Section 5. The aim of this section is to compute the Lie superalgebra of holomorphic vector fields on the retractM of the flag supermanifold M for r ≥ 2.
In Section 2.2 we defined the functor gr. Recall that Gr m|n,k|l is the super-grassmannian of type (k|l). We denote the Lie superalgebra of holomorphic vector fields on gr Gr m|n,k|l by v(gr Gr m|n,k|l ). Consider the following Cartan subalgebra in the Lie algebra gl m|n (C)0
The Lie superalgebra v(gr Gr m|n,k|l ) was computed in [OS1] .
as gl m|n (C)0-modules. For v(gr Gr m|n,k|l ) 0 we have the following possibilities.
where k is the irreducible gl m|n (C)0-module with the highest weight
where k is the irreducible gl m|n (C)0-module with the highest weight µ 1 + µ 2 − λ n−1 − λ n ;
, where k, r ′ are the irreducible gl m|n (C)0-modules with the highest weights −µ 1 − µ 2 + λ 1 + λ 2 and µ 1 + µ 2 − λ 1 − λ 2 respectively; Note that in [OS1, Theorem 4] there is a mistake in the statement. To obtain the result of Theorem 13 we need to use [OS1, Theorem 4] and [OS1, Lemma 3] . Further, the case k = 0, when the super-grassmannian is split, was considered by A. Onishchik and A. Serov. A complete description of the Lie superalgebras of holomorphic vector fields on super-grassmannians can be found in [V1] . The Lie superalgebra of holomorphic vector fields on a flag supermanifold M = F m|n k|l of length r > 1 was computed in generic case in [V1] . Using the method developed in [V1] we can calculate the Lie superalgebra of holomorphic vector fields onM = gr F m|n k|l . Since this computation is similar we will omit some details.
In what follows we will consider flag supermanifolds under the following conditions on the flag type:
Assumption (18) is related to the fact that under this conditions v(M) ≃ gl m|n (C), see [V1] . We assume (19) due to our use of induction and results of [OS1] . Indeed, results [OS1] were obtained under conditions (19) for a super-grassmannian.
Denote by v(M) the Lie superalgebra of holomorphic vector fields onM.
Theorem 14 Assume that r > 1 and F m|n k|l satisfies the conditions (18) and (19) .
Proof. In [V3] it was shown that H 0 (M 0 ,Õ) ≃ C if (18) hold true. Hence by Theorem 3 any vector field onM is projectible with respect toπ. It follows that we have a homomorphism Π : v(M) → v(B) of Lie superalgebras. The idea of [V1] was to compute the kernel and the image of Π. ) is an ideal in the Lie superalgebra of vector fields onM. Therefore the homomorphism Π :
Let us show that Π is surjective. By Theorem 13 on the base space we have v(B) ≃ gl m|n (C) (as gl m|n (C)0-modules). Further we have the following embedding pgl m|n (C) = v(M) ֒→ v(M), which image is equal to the Lie superalgebra of all fundamental vector fields onM. Moreover on any split supermanifold there is the grading operator which we denote by z. This operator acts in the sheafÕ in the following way: z(f ) = pf , where f ∈Õ p . The operator z is not fundamental since there is no such operators on M. Further by definition of z we have [z,
By Theorem 13 under the conditions of our theorem all vector fields onB are fundamental with respect to the action of gr(GL m|n ) exept of the grading operator. Therefore all holomorphic vector fields onB can be lifted toM. In other words the homomorphism Π is surjective.
As a corollary we get.
Corollary 15 Assume that r > 0 and (18) and (19) hold true. Then
Proof. Consider exact Sequence (3). It determines the exact sequence of cohomology groups
Using Theorem 14 we conclude that
Further for p = −1 we haveT −1 ≃ A −1 , hence
Consider the case p = 0. It is a classical result that the Lie algebra of holomorphic vector fields H 0 (M 0 , Θ) on M 0 is isomorphic to sl m (C) ⊕ sl n (C), see for example [A] for details. Hence,
The following diagram is commutative
The vertical right arrow is an isomorphism of Lie algebras since these Lie algebras are both isomorphic to sl m (C) ⊕ sl n (C) and they coincide with Lie algebras of fundamental vector fields. The vertical left arrow is an isomorphism of Lie algebras by Theorem 13 and Theorem 14. Further, the map
is surjective too. Our assertion follows from Theorem 14.
Some known results about vector bundles
Let us recall some results about vector bundles over usual complex-analytic manifolds. Let X and Y be complex-analytic manifolds, G and H be coherent analytic sheaves on X and Y , respectively. Assume in addition that X is a Stein manifold and Y is compact. By the Cartan Theorems A and B we have H p (X, G) = 0 for p > 0 and by the Cartan-Serre Theorem H p (Y, H) is finite dimensional. Now consider the direct product X × Y and the natural projections π X : X × Y → X and π Y : X × Y → Y . As usual we denote by π * X (G) and by π * Y (H) the pullback sheaves. These sheaves are sheaves of F X×Y -modules, where F X×Y is the sheaf of holomorphic functions on X × Y . The following theorem was proved in [K] .
Theorem 16 (Künneth formula) Assume that X is Stein, Y is compact, G and H are locally free sheaves on X and Y , respectively. Then we have the following isomorphism
Let π : M → B be a complex-analytic bundle with compact fiber F and E → B be a holomorphic vector bundle. We denote by Γ(V, E) the vector space of all sections of E over an open set V ⊂ B and by π * E → M the pullback bundle.
Lemma 17 For any open set V ⊂ B we have
Proof. The result is a consequence of the fact that
where F B is the sheaf of holomorphic functions over B. Formula (21) follows from Theorem 16.
We will need also the following lemma that we prove here for completeness.
Lemma 18 Let G be a sheaf of F X -modules on a complex-analytic manifold X and
U = {U i } be an open covering of X. Assume that H 1 (U i , G) = {0} for any U i ∈ U. Then H 1 (X, G) = H 1 (U, G).
In other words in this case we can compute 1st cohomology of G using the open covering U.
Proof. We put
where U i 0 ,...,ip := U i 0 ∩ · · · ∩ U ip and j : U i 0 ,...,ip → X is the natural embedding. Any H p is a sheaf over X in a natural way. Consider the following complex
where d i is induced by theCech coboundary operator. We have
Therefore, H 1 (X, H 0 ) = {0}. Let us construct an isomorphism τ :
Consider the following exact sequence of sheaves over X
and the corresponding long exact sequence
It follows that δ induces an isomorphism
The proof is complete.
If we have a map of complex-analytic manifolds p : M → N and R is a sheaf on M, then we denote by p * (R) the direct image of the sheaf R. We will need the following lemma.
Lemma 19 Let π : M → B be a superbundle with compact fiber S and dim(B) = n|m. Then the sheaves
are locally free sheaves of F B 0 -modules of rank 
We see that (π 0 ) * ( T 
1st cohomology group with values inT p
In this section we will compute cohomology group with values in the sheaves A p for all p and C p for p = 2. More precisely, we will show that
Using these results and Sequence (3) we will obtain that H 1 (M 0 ,T p ) = {0}, where p = 2. Further, we will compute
) and H 1 (M 0 , T 2q ) and at the end we will show that H 1 (M 0 ,T 2 ) = C. h := {diag(µ 1 , . . . , µ m )} ⊕ {diag(λ 1 , . . . , λ n )}.
1st cohomology group with values in
Recall that the reductive part R of P has the following form see (17)
We fix the following system of positive roots
We denote by Φ = Φ 1 ∪ Φ 2 , where
the system of simple roots. Further, denote by h * (R) the real subspace in h * spanned by µ j and λ i . Consider the scalar product ( , ) in h * (R) such that the vectors µ j , λ i form an orthonormal basis. An element δ ∈ h * (R) is called dominant if (δ, α) ≥ 0 for all α ∈ ∆ + . Denote by ζ the half-sum of positive roots. This is
Following [Bott] , we say that δ ∈ h * (R) has index 1 if (δ + ζ, α) > 0 for all α ∈ ∆ + except for one root β ∈ ∆ + for which (δ + ζ, β) < 0. We call δ ∈ h * (R) singular if (δ + ζ, α) = 0 for some α ∈ ∆ + .
Further we will identify gl k i−1 −k i (C) or gl l i−1 −l i (C) with the corresponding subalgebra in R. And we will mark with the superscript i an element in {µ j } or {λ j } if this element is in
From Proposition 10, Theorem 14 and Corollary 15 we obtain the following result.
Proposition 20 Assuming (18) and (19), we have
Proof. Under assumptions of the proposition by Theorem 14 we have the equality H 0 (S 0 , (T S ) p−q ) = 0 and by Corollary 15 we get H 0 (S 0 , (A S ) p−q ) = 0. The result follows from Proposition 10.
As above we denote by P B the underlying Lie group of the stabilizer of the origin of Z I 1 , where Z I = (Z I j ) are as in (16). Denote also by R B the reductive part of P B and by φ B the representation of P B corresponding to the homogeneous locally free sheaf (O B ) 1 . In [OS1] it was proved that the representation φ B is completely reducible and
where ρ 1 and σ 1 are standard representations of GL m−k 1 (C) and GL n−l 1 (C), respectively; ̺ 2 and ς 2 are standard representations of GL k 1 (C) and GL l 1 (C), respectively. Note that φ B is equal to θ from Lemma 11 for r = 1.
Lemma 21 We assume(18) and (19). The locally free sheaves of F B -modules
on B 0 are homogeneous. The corresponding representations of P B are completely reducible and they respectively are: Proof. The result is a consequence of the following observation
In [V3] the following Lemma was proved.
Lemma 23 Assuming (18), we have
Now we need the following theorem.
Theorem 24
We assume (18) and (19) . Then
Proof. We use induction on r. For the case M = Gr m|n,k|l by [OS1] we havẽ O ≃ E φ B , where E φ B is the homogeneous locally free sheaf corresponding to the following representation of P B
Here
Any weight of the representation q φ B has the form γ = γ 0 + γ 1 , where
Assume that γ 0 is dominant. Then under assumption 0 < k < m, we get that a = b = 0. In this case γ 1 cannot have index 1. Similarly we get that if γ 1 is dominant γ 0 cannot have index 1. Summing up under our assumptions the weight γ cannot have index 1 and therefore by Borel-Weil-Bott theorem we have
Further we have the following exact sequence
For enough big p we have the natural isomorphismÕ p ≃ O (p) and therefore for enough big p we have
Now assume that M is a flag supermanifold of length r > 1. Then M is a superbundle with base space B = Gr m|n,k 1 |l 1 and with fiber S, where S is a flag supermanifold of length r − 1. Denote byπ :M →B the projection of the split superbundle. Let {U} be a covering ofB and assume that the bundleM is trivial over any U. Assume by induction that H 1 (S 0 ,Õ S ) = {0}. Then by Theorem 16 and by induction we have
Hence by Lemma 18
By Lemma 23 we have
The argument in the case of O is similar to the case r = 1.
In [O4, Propositions 1,2,3] the following lemma was proved.
Lemma 25 Assume that r = 1, and (18) and (19) hold true. Then for M = Gr m|n,k|l we have
Now we can prove the following theorem.
Theorem 26 Assume that r ≥ 2 and that (18) and (19) hold true. Then
Proof. We use induction on r. For r = 1 the sheaves A 
Further by Theorem 16, by Proposition 10 and by Lemma 23 we get
by Lemma 25. Summing up we proved that
Step 2: 1st cohomology group with values in A Consider first of all the case p − q = −1. Any weight of
has the form Λ = Λ 0 + Λ 1 , where
Assume that Λ has index 1. Consider the case when Λ 0 is dominant and Λ 1 has index 1. In case (1) for q = 1. In case if Λ 1 is dominant and Λ 0 has index 1 similarly as above we get another highest weight Λ = −µ
of index 1 for q = 1. By the Borel-Weil-Bott Theorem we get
Consider now the case p − q = 0. Any weight of the representation
corresponding to the locally free sheaf π * (A v) has the form Λ = Λ 0 +Λ 1 , where
Assume that Λ has index 1. Consider the case when Λ 0 is dominant and Λ 1 has index 1. Hence a = b = 0 and Λ 1 = 0. We get a contradiction with the assumption that Λ has index 1. The case when Λ 1 is dominant and Λ 0 has index 1 is similar.
Therefore the representation
does not have weights of index 1. We get that For (p, q) such that p − q = −1, 0 we get using Corollary 15
Hence,
Step 3: 1st cohomology group with values in A p . Now from the exact sequence (23) we get that H 1 (M 0 , A p ) = {0}, where p = 0. Further,
We have the following long exact sequence
From Corollary of Theorem 14 we know that
Let us compute H 0 (M 0 , A 00 ). Clearly, A 00 = O * 11 ⊗ O 11 + O * 10 ⊗ O 10 . As above using the Borel-Weil-Bott Theorem, we obtain
Hence, H 1 (M 0 , A 0(0) ) = {0}. From the exact sequence 
In case r = 1 this result was obtained in [OS1] .
Proof. The result is a consequence of Theorem 14, Corollary 15, Theorem 26 and the following exact sequence
By Proposition 10, Theorem 16 and by Lemma 27, we get.
Lemma 28
We have π * (C v pq ) = {0} for p = q. Further we need the following lemma, which is a consequence of Lemma 27 and Proposition 10. 
In [O4] for Gr m|n,k|l the following lemma was proved.
Lemma 30 Assume that r = 1, 0 < k < m, 0 < l < n and (k, l) = (1, n − 1), (m − 1, 1). Then
We are ready to prove the following theorem.
Theorem 31 Assume that r ≥ 2 and that (18) and (19) hold true. Then
Proof. Consider the following exact sequence
Let us compute the 1-st cohomology of the sheaves C v p and C h p , where p = 2. Recall that by Proposition 10 we have
Step 1 
. Therefore by Lemma 30 we have
Step 2, 1st cohomology group with values in C v pq for p − q = 2. For p − q = 2 by induction we assume that 
Further the representation χ 
The weights Λ 0 and Λ 1 are not dominant for any a, b. Therefore Λ cannot have index 1 and
Step 3, 1st cohomology group with values in C v pq for p − q = 2 and with values in C p . Note that in this case q ≥ 0. Assume that q > 0. Then by Lemma 32 below the representation of P corresponding to C v pq does not have weights of index 1. Therefore we have only one possibility (p, q) = (2, 0). Summing up, we get the following result
Lemma 32 Assume that r ≥ 2, that (18) Proof. We use notations of Lemma 11 and Lemma 12. Recall that we denoted by ϕ the representation of P corresponding to the homogeneous locally free sheaf O 11 and by ψ the representation of P corresponding to the homogeneous locally free sheaf O 10 . A weight Λ of the representation
of P has the form Λ = Λ 0 + Λ 1 , where
, and
.
Here a + b = q and 1 < ν i , κ i < r + 1.
Assume that Λ 0 is dominant and Λ 1 has index 1. Since q > 0 we have a > 0 or b > 0. Let us write Λ 0 in the following form In this case the weight Λ 1 is singular or has index greater then 1.
In other cases, this is the cases (B.1), (B. 2), (C.1) and (C.2), the weight Λ 0 is not dominant if b > 0. The proof is complete.
From Theorem 26 and Theorem 31 the following result follows.
Theorem 33 Assume that r ≥ 2 and that (18) and (19) hold true. Then
Proof. The result follows from the exact sequence (3), Theorem 26, Theorem 31, Lemma 28 and Lemma 9.
8.3
1st cohomology group with values in the sheaf T 22
Let us prove first the following theorem.
Theorem 34 Assuming (18) and (19), we have
Proof. By Proposition 10 we have
We use Lemma 18 and covering {U} of B as above. By Theorem 24 and Theorem 16 we obtain that
Further by Lemma 23 and Theorem 16 we have
Now our result follows from the corresponding result for super-grassmannians, in [O4, Theorem 1].
Let us recall some results of Bott [Bott] , see also [O4, Section 3] , that we will essentially use to prove the next theorem. Let E be a homogeneous bundle over B 0 and x 0 ∈ B 0 be the origin of Z I 1 ⊂ B 0 , see (16). Denote by E x 0 the P B -module corresponding to E. In other words E x 0 is the fiber of E over x 0 . Denote also by P and by R the Lie algebras of P B and R B , respectively. We have the following isomorphisms [Bott, Theorem I, Corollory 2 of Theorem W 2 ]
where n B is the nilradical of the Lie algebra of P B . Now we are ready to prove the following theorem. 
is exact. Indeed, from Proposition 10 and Theorem 33 it follows that
Further we use the long exact sequence over any V ⊂ U 0 . We also can choose U such that Sequence 26 is split over U. In other words we have
for any U. As above we get that
Therefore we can use Lemma 18 for the shaef T 22 . By Theorem 33, Theorem 34, the observations above and Sequence (26) we obtain
Denote by T, T v and by T h the vector bundles corresponding to the locally free sheaves π * ( T 22 ), π * ( T v 22 ) and π * ( T h 22 ) on B 0 , respectively. Denote also by T B the vector bundle corresponding to the locally free sheaf (T B ) 2 on B 0 . Further using (27) and (25) we get
Step 2. Computation of
A direct computation shows that there is the following R B -invariant decomposition
Consider the chart corresponding to the coordinate matrices Z I i given by (16). Let us write Z Is explicitly
where 
Here e αβ ∈ n 1 B ≃ Mat k 1 ,m−k 1 (C), e αβ ∈ n 2 B ≃ Mat l 1 ,n−l 1 (C) and n B = n 
Let us show that from δ(c) = 0 for c ∈ C 1 (n B , T x 0 ) R B it follows that c = 0. In other words let us show that the vector space of cocycles
Let us calsulate the fundamental vector fields on M corresponding to the matrices
, other matrices are divided in blocks accordingly. We will denote byŨ * i the fundamental vector fields onM corresponding to U i . Consider (29). As we have seen above c(x) ∈ (T B ) x 0 . Further any fundamental vector field is projectible. Therefore we can decompose (29) into the horizontal and the vertical parts. Our idea is to show that the vertical part of (29) does not hold true.
After a direct computation we getŨ
Denote by U * i the fundamental vector field on M corresponding to U i . We have From (29) we get a = b = 0, therefore
The proof is complete 8.4 1st cohomology group with values in the sheaf T 20
We start with the following lemma.
Lemma 36 Assuming (18) and (19), we have
Proof. The second statement follows from the first one, from Theorem 26, Theorem 31 and from the following exact sequence 
Proof. Assume that H 1 (S 0 , (T S ) 2 ) = C. By Lemma 36 we need to calculate
Denote by P S a copy of the group P for the supermanifold S and by R S the reductive part of P S . Denote also by T v 20 and (T S ) 2 the vector bundles corresponding to the locally free sheaves T v 20 and (T S ) 2 . Let us prove the equality
where x 0 = P ,x 0 = P S and n S is the nilradical of the Lie algebra of P S . As usual we denote by E x the fiber of a vector bundle E. Note that by Proposition 10 we have (T Further we note that the weights of P in a fiber of (T where C 1 ∈ Mat k 1 ×m−k 1 (C) and C 2 ∈ Mat l 1 ×n−l 1 (C). In coordinates (Z I ), see (16) for definition of I, after a short calculation we get
To get the action in (T v 20 ) x 0 we need to put Ξ 1 = H 1 = 0 and X 1 = Y 1 = 0 in (30). Now we see that this action is trivial. Therefore the action of n and of n S in the fibers (T v 20 ) x 0 and ((T S ) 2 )x 0 coincide. Therefore,
The result follows.
We will use the notation V ≤ C for a vector space V over C. This meant that V is either equal to C or {0}. From Theorem 38 we get. We are ready to prove one of our main results.
Corollary 39 Assume (18) and (19). If H
1 (S 0 , (T S ) 2 ) = C, then H 1 (M 0 , T 20 ) ≤ C.
Theorem 40
Assuming (18) and (19), we have
Proof. Under Theorem's assumption the flag supermanifold M is not split. This fact can be deduced for instance from results [V1] , where the Lie algebras of holomorphic vector fields were computed. The idea is the following: a supermanifold is split if and only if it possesses a so called grading vector field. (Details about grading vector fields can be found in [V5] .)
Further in [Gr] it was shown that the classes of non-split supermanifolds are in oneto-one correspondence with orbits of a certain group acting on H 1 (M 0 ,T 2 ), and the point 0 corresponds to the split supermanifold. Therefore from the fact that a flag supermanifold is not split it follows that H 1 (M 0 ,T 2 ) is not zero. Now consider the following exact sequence of sheaves 0 →T 2(q+1) →T 2(q) → T 2q → 0.
For q = 3 we have an isomorphismT 2(3) ≃ T 23 . Therefore,
hence, H 1 (M 0 ,T 2(2) ) = {0}. Similarly, H 1 (M 0 ,T 2(1) ) = {0}. From the exact sequence 0 → H 1 (M 0 ,T 2(0) ) → H 1 (M 0 , T 20 ) ≤ C it follows that H 1 (M 0 , T 2(0) ) ≤ C. Finally we obtain
Therefore, H 1 (M 0 ,T 2 ) = H 1 (M 0 ,T 2(−1) ) ≤ C Proof. The following sequence 0 → T (p+1) → T (p) → T p → 0 is exact. Hence, H 1 (M 0 , T (p) ) = {0} for p ≤ 3 and H 1 (M 0 , T (2) ) ≤ C. From H 0 (M 0 ,T 1 ) = {0} and from H 1 (M 0 ,T 1 ) = {0} we get H 1 (M 0 , T (1) ) ≃ H 1 (M 0 , T (2) ). Further, for p = 0 we have
Under our assumption H 0 (M 0 , T (0) ) ≃ pgl m|n (C). (This result was obtained in [V1] ). Further by Theorem 14, H 0 (M 0 ,T 0 ) ≃ gl m|n (C). The image H 0 (M 0 , T (0) ) → H 0 (M 0 ,T 0 ) has codimendsion 1 and contains the grading operator. We also proved that H 1 (M 0 ,T 0 ) = {0}. From these facts we conclude that H 1 (M 0 , T (0) ) = {0}. Therefore, 0 → H 1 (M 0 , T (−1) ) → H 1 (M 0 ,T −1 ) = 0.
