Subgrid effects can have a strong influence on flow and transport in oil reservoirs. In this work, a new model for the representation of subgrid terms is introduced and applied to two-phase reservoir flows. The model entails a generalized convection-diffusion treatment of the saturation equation as well as an extended representation for total mobility in the pressure equation. Motivation for the form of the model is provided through a consideration of volume averaging and homogenization results. The numerical computation of the subgrid terms and the implementation of the overall method are described. The accuracy of the new subgrid representation is compared to that of coarse-scale models with no subgrid treatment and to coarse models based on pseudorelative permeabilities. The new model consistently provides more accurate overall coarsescale predictions, relative to reference fine-scale results, than the other coarse-scale models, particularly in cases when the global boundary conditions vary in time.
Introduction
The effects of reservoir heterogeneity at a scale smaller than a typical simulation gridblock can have a significant impact on reservoir flow. A number of different approaches for the modeling of these subgrid effects have been introduced. The most commonly applied methods involve the use of pseudorelative permeabilities and the use of specialized coarse gridding procedures. Though effective in many cases, both of these approaches are known to suffer from some drawbacks, including a potentially high level of process-dependency (in the case of pseudorelative permeabilities) and the inability to provide very high degrees of coarsening (in the case of gridding procedures).
In this work, we investigate an alternate approach, based in part on the use of volume averaging and homogenization, for the modeling of subgrid effects. The approach extends our previous work along these lines, [1] [2] [3] in which we applied volume averaging procedures to generate coarse-scale equations that include both averaged quantities and subgrid or fluctuating properties. The subgrid effects in these earlier formulations appeared in terms of lengthand time-dependent dispersivities, which are driven by the interaction between local fine-scale effects and the global flow field. Here we develop a related but conceptually simpler subgrid model that is better suited for general reservoir simulation. The method entails the use of a modified coarse-scale convective flux function (which is somewhat akin to a pseudorelative permeability), as well as a coarse-scale diffusivity, for each gridblock. This approach has the benefit of appropriately representing both small-scale effects (by the coarse-scale diffusivity) and larger-scale effects (by the modified convective flux). A specialized upscaling of the pressure equation, consistent with our convection-diffusion model for transport, is also introduced in this work.
As indicated above, alternate approaches for upscaling include the use of pseudorelative permeabilities and flow-based grid generation. There have been a number of previous papers addressing the development and evaluation of methods based on pseudorelative permeabilities. Barker and coworkers 4, 5 and Darman et al. 6 discussed and evaluated a number of the relevant methods. In most cases, these methods differ from one another in the way in which the reference fine-scale results are post-processed to generate the upscaled or pseudorelative permeability curves. In many cases, a more critical issue is the boundary conditions applied to the local fine-scale problem used to compute the upscaled functions. Recent papers by Wallstrom et al. 7, 8 address this issue by the development of "effective flux" boundary conditions. These boundary conditions attempt to mimic the average effects of the large-scale flow on the local problem and to correct the bias inherent in standard approaches, which tend to overestimate the impact of local highpermeability regions in the calculation of the upscaled functions.
Other techniques for upscaling are flow-based grid generation procedures, such as nonuniform coarsening, 9 and the use of multiscale approaches, such as multiscale finite-element or finitevolume methods. 10, 11 For transport problems, these methods in essence attempt either to minimize subgrid effects through use of an "optimal" grid (grid generation techniques) or to reconstruct the full fine-grid velocity field using the subgrid representation (multiscale methods). Though both approaches are effective in many cases, they do have some limitations. Specifically, flow-based methods are only capable of achieving moderate levels of coarsening, which may not be sufficient when coarsening very highly detailed models. Methods that require velocity reconstruction, as currently implemented, rely on the use of two grids, which can lead to complications in data structures and the mapping of variables between grids.
Lenormand and coworkers previously introduced coarse-scale models of transport in heterogeneous porous media based on the use of convection-diffusion equations. 12, 13 These implementations involved a stochastic analytical approach, in which 2D crosssectional simulation results were represented in terms of a 1D convection-diffusion model. Accurate results were demonstrated for a number of examples. In recent work, we presented an implementation of a generalized convection-diffusion subgrid model for transport in 2D systems. 14 We discussed the mathematical foundations of the model and applied it to cases involving timeinvariant velocity fields (as occur in constant total mobility displacements). Upscaled models for the pressure equation were not considered. Our approach differs from Lenormand's in that it is a numerical procedure applied to deterministic systems, with the goal of developing an upscaled simulation model of the same dimensionality, but with fewer gridblocks than the original model. This paper proceeds as follows. We first present the fine-scale equations and then discuss various forms for the coarse-scale model, including the forms for pseudorelative permeability and nonlocal dispersivity models. The nonlocal dispersivity model, as well as other considerations, motivates the form for our generalized convection-diffusion model. We present the general model and describe its numerical implementation. A new form for the coarse-scale pressure equation is then introduced. Next, the overall method is applied to a number of example cases involving different permeability fields and varying boundary conditions. In all cases, improved overall results relative to those of standard procedures are attained using the new subgrid model. This system can be represented in dimensionless form by the pressure and saturation equations In this work, we assume that the fine-scale system is characterized by a single set of relative permeability curves. This assumption is introduced only for simplicity, as our method can handle cases involving multiple sets of fine-scale curves.
Existing Coarse-Scale Models
In this section we consider the forms for previous coarse-scale models. We first present the coarse-scale equations for standard pseudoization methods and then discuss nonlocal dispersivity models. In these and subsequent equations, we use the overbar to designate coarse-grid pressure and saturation. These dependent variables can be thought of as volume averaged fine-grid quantities, where the volume average is over the region corresponding to the coarse gridblock. We use the * superscript to indicate an upscaled (effective, equivalent, or pseudo) function, which will in general be computed through the solution of a local fine-grid problem. These functions also depend on spatial location x, because they may differ in each coarse-scale block (even when the fine-scale functions are the same throughout the model).
Pseudorelative Permeability
In the approaches based on pseudorelative permeabilities, 
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The coarse-scale representation given by Eqs. 6 and 7 has the advantage that it is of the same form as the fine-scale model and is therefore immediately applicable for use in current simulators. This form is, however, incomplete, as it has been shown in previous work 19, 1 that the form of the upscaled (volume-averaged) saturation equation is considerably more general than Eq. 7. Specifically, in addition to terms involving S and v, the coarse-scale saturation equation contains averages of products of subgrid (fluctuating) quantities such as vЈSЈ, where Ј designates a fluctuating quantity. [1] [2] [3] Thus, the lack of accuracy and robustness of coarsescale models based on Eqs. 6 and 7 is likely caused by, in part, their incomplete representation of coarse-scale effects. We now consider more general models for the coarse-scale saturation equation that include these additional effects.
Nonlocal Dispersivity Models. In earlier work, we applied volume averaging techniques to the fine-scale saturation equation for both unit mobility ratio and two-phase displacement models. 2, 3 This required the representation of any fine-scale quantity ⌽(x) in terms of its (constant) average over a coarse block and fluctuating components [i.e., ⌽(x)‫ס‬⌽+⌽Ј(x)]. Coarse-scale equations and finite-volume numerical procedures were developed for both singleand two-phase systems. The basic coarse-scale saturation equation was shown to be of the form
We now briefly describe the approximate numerical solution of Eq. 8. Because the development is less complicated for the case of unit mobility ratio [ f(S)‫ס‬S], we will discuss that system here, though qualitatively similar results were obtained for nonlinear f(S). After introduction of the equation for SЈand some manipulation, 2 Eq. 8 can be expressed in discrete form for a finite-volume numerical procedure as follows:
where ѨD indicates the coarse-block boundary, A the block area, and n the outward normal at any edge. The integrals over the block boundaries appear from the application of the divergence theorem. The dispersion tensor D(x,t) accounts for subgrid effects and is computed at the midpoint of the edge by
where h E is the length of the gridblock edge and y() is a particle trajectory (i.e., streamline) on the coarse scale such that y(t)‫ס‬x. The first two terms on the left side of Eq. 9 are "primitive" terms, in that they are essentially the same as terms appearing in the finite volume representation of the fine-grid saturation equation. The dispersivity term does not have a fine-scale analog, however, and is therefore a new term in this context. This is a nonlocal term because v(x)v(y()) can be nonzero over significant distances, particularly when the permeability field exhibits long-range correlations. This nonlocal dispersivity term is important in that it provides a means for the interaction between large-scale effects in the v(y()) term and local fine-scale effects in v(x).
Because of its nonlocal nature, the accurate numerical modeling of D(x,t) is difficult. In our previous work, we introduced an approximate model for this term based on coarse-grid streamlines and local fine-scale velocity fluctuations, which can be computed when the upscaled permeability tensor k * is generated. The model is given by
where D ii are the diagonal components of dispersion (there is no sum on repeated indices), ␣ is a semi-empirical parameter that depends on the statistics of the permeability field, L i is the length of the coarse-grid streamline in the i-direction, and |v i Ј| is the i-component of the local velocity fluctuation. This approach provided accurate coarse-scale results for oil cut for cases involving flow across the entire cross section. However, because it is based in part on coarse-grid streamlines, Eq. 11 will lose accuracy if these streamlines change qualitatively during the course of the simulation, as may occur if well rates or locations change. One way to address this problem is to modify the model for D(x,t). We now describe our approach based on the use of a generalized convection-diffusion equation, which provides an alternative and more robust means for the calculation of D(x,t).
Generalized Convection-Diffusion Model for Subgrid Transport
In this section, we discuss the form of the coarse-scale equations and then present our approach for the numerical calculation of the coarse-scale functions.
Coarse-Scale Saturation Equation.
Our model for the coarsescale saturation equation is a nonlinear convection-diffusion equation, as follows: where m represents a convective correction to the coarse-scale equation. The quantities D(x,S) and m(x,S) are computed from local fine-grid problems, as described in the next section. Coarse-scale saturation equations of the general form of Eqs. 12 and 13 were obtained by previous researchers within stochastic frameworks 12, 13, 20 as well as for deterministic models in which nonlinear hyperbolic equations with Riemann initial data were considered (see discussion in Ref. 14) . This representation is also consistent with our previous nonlocal dispersivity models, as can be seen with reference to Eqs. 9 through 11. In these equations, D(x,t) is scaled by a term (the length of a coarse-grid streamline) that grows approximately linearly in time (see Eq. 11). Thus, although the dispersive flux appears as a second-order, diffusivetype term, the fact that it is driven by a coefficient that grows in time imparts a convective character to the subgrid correction. It therefore seems reasonable to localize this effect through appropriately computed convective and diffusive terms.
In our earlier development of this transport model, we noted that the degree of spreading in the coarse-scale saturation contours was consistent with that in the averaged fine-scale flow results. 14 This is in contrast to models with no subgrid term, for which there was too little spreading, and to models using standard pseudorelative permeabilities, for which there was too much spreading. These behaviors can be viewed in terms of the scaling of the front width in time. Referring to the front width as L f , for a purely diffusive model, L f ∼t 1/2 , while for a purely convective model (e.g., a pseudorelative permeability model), L f ∼t. Our model is more general because it can give spreading that scales with other powers of t.
Calculation of Coarse-Grid Functions D and m.
The coarsescale saturation equation is intended to provide an approximate solution to the volume-averaged Eq. 8 without the use of nonlocal dispersivity. Because the form of the coarse-scale Eqs. 12 and 13 includes the "primitive" flux term vf(S), the goal of the subgrid model is to provide a representation for vf(S)−vf(S). This is accomplished by solving two sets of local fine-scale problems to determine the convective and diffusive components of the subgrid model. 14 In the first problem, used to compute the diffusive term, we consider only the fine-scale domain corresponding to the target coarse block and solve Eqs. 1 and 2 over this region. Boundary conditions are specified to be p‫,1ס‬ S‫1ס‬ along the inlet face and p‫0ס‬ along the outlet face, with no flow through the lateral boundaries. The pressure equation is solved using the usual finite-volume procedure with edge transmissibilities computed from harmonic averages of the appropriate component of the absolute permeabilities in adjacent blocks. The saturation equation is solved using a second-order TVD (total variation diminishing; i.e., nonoscillatory) scheme with a min-mod slope limiter.
The diffusive component of the subgrid flux is computed from this local problem by equating D(S)иٌS to the correction to the primitive flux D͑S͒ и ٌS = vf͑S͒ − vf͑S͒. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (14) The
and outlet boundaries. An analogous calculation with flow driven in the other coordinate direction (through appropriate modification of the boundary conditions for the local problem) gives the other diagonal component of D. Cross terms will be neglected in this work, as they will be small on average for the permeability fields considered here (which are oriented with the coordinate system). We showed in our earlier work 14 that D is positive for unit mobility ratio displacements. Our numerical results for twophase systems indicate that D is positive in this case as well.
Subgrid effects resulting from scales larger than the coarse block are captured using the convective term. To account for the larger scales, the solution domain now includes an "inlet" or "border" region adjacent to the target cell, as depicted in Fig. 1 Averages in Eq. 15 are computed as volume averages over the target coarse block (shaded region in Fig. 1) ; ٌS is computed as described above. The convective correction must be rescaled to account for the fact that v∼ٌp differs for the two local problems. In the global solution of Eqs. 12 and 13, the convective correction must again be scaled based on the magnitude of the local ٌp.
The convection-diffusion subgrid model described here requires more preprocessing computation than do models based on pseudorelative permeabilities. This is because an inlet region equivalent to one coarse cell is used for the calculation of m(S) and also because the quantity D(S) must be computed. This extra overhead will be quite acceptable in practice if the new model is significantly more robust than pseudorelative permeability models, in which case the coarse-scale functions can be used for a variety of different flow scenarios.
Subgrid Model for the Coarse-Scale Pressure Equation
We now discuss our treatment of the pressure equation on the coarse scale. The pressure equation for coarse-scale models based on pseudorelative permeability is given by Eq. 6. In our previous work with nonlocal dispersivity models for the saturation equation, we used a relatively simple form for the coarse-scale pressure equation representation of the coarse-scale mobility as (S) can certainly be improved. In this work, the coarse-scale pressure equation will be modeled in two different ways. First, we apply the representation used in the pseudorelative permeability model [i.e., * ‫ס‬ * (x,S)]. Our second representation is more complex: * ‫ס‬ * (x,S,ٌS). In the first approach, we use the local problem with a border region to compute * ‫ס‬ * (x,S). This quantity can also be computed from the local problem without border regions, as is commonly done in practice. In this approach, local fine-grid simulations are performed and * (x,S) is computed such that the coarse model provides the same average response as the fine-grid solution with the prescribed boundary conditions. 5, 6 To represent * as a function of variables other than S, we need to first determine the appropriate functional form for the extended representation. This is a difficult problem in general. Here we introduce some simplifying assumptions and, using a perturbation approach, conjecture the form for where the overbar, as defined previously, indicates a volumeaveraged quantity (i.e., v‫ס‬v−v, with v given by Eq. 5). It will be useful to define a quantity closely related to v, which we denote as u‫−ס‬kиٌp. By determining the relationship between u‫−ס‬k * иٌp and v, we will be able to establish the extended functional form of * , which simply relates u to v by v‫ס‬ * u. Writing the saturation as S=S+SЈ, we can express (S) and f(S) to second-order in fluctuating quantities as follows: where S =d/dS, etc. Here we neglect, to some extent, the discontinuous behavior of S around fronts. We note that this approximation did not appear to limit the accuracy of our previous development based on perturbation expansions of the form of Eq. 18, where Q 1 and Q 2 are functions of S only (Q 1 and Q 2 are closely related to m and D defined above). Using the expansion for f(S) in Eq. 18, Eq. 21 can be written as In earlier work, 3 we argued that the effect of SЈ 2 is less important than the effect of vSЈ in problems dominated by permeability heterogeneity (as is the case here). Further, we showed that SЈ 2 could be expressed as a function of vSЈ and ٌS. In the following, we will therefore neglect the effect of SЈ 2 relative to vSЈ. Then Eq. 24 can be written as
Consequently, from Eq. 20, Eq. 26 provides the extended representation for * , which is used in the numerical examples in the following section. The actual determination of * (x,S,ٌS) is accomplished with the solution of local fine-grid problems in an analogous manner to that described for the determination of D and m for the saturation equation. Specifically, we first compute W 2 (S) using the purely local problem, and then determine W 1 (S) from the problem with the border region.
Numerical Results
In this section we present simulation results for several 2D systems. We consider geostatistical realizations of reservoir cross sections characterized by two-point statistics. In all cases, the coarse models are generated from the fine models through a uniform coarsening. Simulation results are presented for oil cut as a function of pore volume injected (PVI) and for total flow rate vs. PVI. Total flow rate q t is given by q t =q o +q w , where q o and q w are the flow rates of oil and water at the production edge of the model. Results are presented in all cases for the fine model, the coarsened model with no subgrid terms (i.e., the primitive forms of the pressure and saturation equations), the coarsened model using pseudorelative permeabilities, and the coarsened system using our new subgrid model (which includes convection-diffusion terms in the saturation equation and the extended representation of mobility in the pressure equation). We consider simulations with global boundary conditions that are either fixed in time or that vary during the course of the simulation.
We compute the upscaled gridblock permeabilities k * using a global solution method. This entails the global solution of the flow subject to constant pressure-no-flow boundary conditions in each coordinate direction. This global single-phase upscaling is less efficient than a local approach and is not at all essential to the method. We apply it here only to reduce the error in total flow rate at the start of the displacement, which allows us to better assess the performance of the coarse-grid models. The pseudorelative permeabilities applied here are computed using a total mobility method. Specifically, we compute both the average outlet fractional flow f * and the total mobility * from the solution of the purely local problem (no border region). The saturation associated with these quantities is the volume average of the local fine-scale saturations. The pseudorelative permeabilities used here are directional (i.e., the coarse-scale functions differ in the x-and zdirections). We implemented several of the standard pseudoization techniques and found that this particular approach provided good .g., TVD solution of the saturation equation) . In calculations involving pseudorelative permeabilities, however, we apply a first-order method for the solution of the saturation equation. We proceed in this way because pseudoization techniques account both for subgrid heterogeneity and numerical diffusion, and the pseudorelative permeability technique applied here was developed as a first-order method.
Our examples involve unit square domains in the x-z coordinate system. The fine-scale model is of dimension 100×100, and the uniform coarse-scale models are 10×10. The fine-scale geological descriptions are geostatistical realizations of unconditioned, lognormally distributed permeability fields with prescribed correlation structure and variance ( 2 ) in log k. The correlation structure is specified in terms of dimensionless correlation lengths in the x and z-directions, l x and l z , nondimensionalized by the system length (here taken to be unity). The realizations were generated using GSLIB algorithms 21 ; in all cases, a spherical variogram model was used.
Unit Mobility Ratio Displacement. Our first example involves a unit mobility ratio displacement (i.e., k rw =S, k ro ‫−1ס‬S, and M‫ס‬ o / w ‫,)1ס‬ which gives f‫ס‬S and constant . This case is of interest because mobility effects do not enter into the calculation, which allows us to isolate the performance of the generalized convection-diffusion subgrid model in the saturation equation. The permeability statistics are specified as l x ‫,52.0ס‬ l z ‫,10.0ס‬ and ‫.2ס‬ Boundary conditions are specified as p‫,1ס‬ S‫1ס‬ along x‫,0ס‬ and p‫0ס‬ along x‫.1ס‬ Results for oil cut vs. PVI for flow from left to right are shown in Fig. 2 . In this and subsequent figures, the solid curve represents the fine model, the dotted curve the coarsened model using our new generalized convectiondiffusion subgrid model (GCD), the dashed curve the coarsened model with no subgrid term (primitive), and the dot-dash curve the coarsened model with pseudorelative permeabilities. We see from the figure that the results using both the pseudorelative permeabilities and our new subgrid model track the fine-grid solution closely. The coarse model with no subgrid term displays a late breakthrough and overpredicts oil recovery over much of the simulation.
We next consider a case in which the global boundary conditions change in time. The permeability field is the same as in the previous case. Flow is initially from left to right, as specified above. At a time of 0.8 PVI, the global boundary condition is changed such that flow is driven from the lower left corner of the model to the upper right corner. We achieve this by specifying p‫,1ס‬ S‫1ס‬ along the x‫0ס‬ edge for 0ՅzՅ0.1, and p‫0ס‬ along the x‫1ס‬ edge for 0.9ՅzՅ1 for t>0.8 PVI. Simulation results for oil cut vs. time are shown in Fig. 3 . The discontinuities in the curves at 0.8 PVI are caused by the change in boundary conditions. The coarse-scale simulations using the convection-diffusion subgrid model track the fine-scale results much more closely than either of the other two coarse-scale solutions after the change in global boundary conditions. This is in contrast to the results in Fig. 2 , in which the pseudorelative permeability model also performed well. We assessed several other pseudoization techniques and found that they all provided inaccurate results (along the lines of the results in Fig. 3) after the global boundary conditions were changed. This illustrates the process dependence of the pseudorelative permeability technique and the higher degree of robustness of the generalized convection-diffusion subgrid model. Two-Phase Displacements. Our next examples are for two-phase flow systems. Here we set k rw ‫ס‬S 2 , k ro ‫−1(ס‬S) 2 , and M‫ס‬ o / w ‫,5ס‬ which gives a nonlinear f(S) and a nonconstant (S). Unless otherwise specified, in simulations using our subgrid model we use the extended representation for * as given in Eq. 26. The permeability statistics are specified in the first case as l x ‫,2.0ס‬ l z ‫,20.0ס‬ and ‫.5.1ס‬ Results for oil cut for flow from the lower left corner to the upper right corner of the model (the boundary conditions are given above) are shown in Fig. 4 ; results for total flow q t are presented in Fig. 5 . Note that the boundary conditions do not vary in time in this case. The new subgrid model provides accurate results for oil cut, though the results using the primitive form of the equations are even more accurate. The pseudorelative permeability results are quite inaccurate in this case. The generalized convection-diffusion model provides the most accurate results for total flow (Fig. 5) .
The next results are for changing boundary conditions, with the boundary conditions specified to change from side to side to corner to corner at 0.6 PVI. Results for oil cut and total flow for this case are shown in Figs. 6 and 7. Prior to the change in boundary conditions, the results for oil cut using pseudorelative permeability are approximately as accurate as those using the new subgrid model, with the primitive coarse-grid results showing more error. Following the change in boundary conditions, however, the oil-cut results from the generalized convection-diffusion model are considerably better than those from the other coarse models. This is consistent with the unit mobility ratio results presented above (Fig.  3) . The total flow results using the new subgrid model closely track the reference fine-grid results both before and after the change in boundary conditions, in contrast to the other coarse models (Fig. 7) .
Our final results are for a more highly layered permeability field: l x ‫,5.0ס‬ l z ‫20.0ס‬ with ‫.5.1ס‬ Here we show only results with varying boundary conditions. Oil-cut and total flow profiles are shown in Figs. 8 and 9 . Again, both the pseudorelative permeability and generalized convection-diffusion models closely track the fine-grid oil-cut results prior to the change in boundary conditions (0.6 PVI). Following the change in boundary conditions, the new subgrid model tracks the fine-grid result much more closely than the pseudorelative permeability model, though it does underestimate the peak in q o /q t . The total flow results again demonstrate the improved accuracy of the generalized convectiondiffusion model relative to the other coarse models.
We now show a single result illustrating that the extended representation for * in Eq. 26 provides improved results relative to those in which * is treated as a function of S only. In Fig. 10 , we present total flow rate results for the fine model, the generalized convection-diffusion model with the extended representation for * , and the generalized convection-diffusion model with * (S) only (W 2 ‫,)0ס‬ represented by the heavy dashed curve. The full model clearly provides better accuracy relative to the fine-grid result both before and after the change in global boundary conditions. This result is typical of what we observed in a number of simulations. In general, the results for oil cut are fairly comparable between the two methods, though we did observe cases in which the extended * model provides better results for q o /q t .
Discussion
The results of the previous section demonstrate that our new subgrid model generally provides predictions in better agreement with reference fine-scale results than coarse models with no subgrid terms or models based on pseudorelative permeabilities. This is consistent with our findings in earlier work, 14 in which we studied the performance of the convection-diffusion subgrid model for constant total mobility displacements. In both studies, we showed that the method performs quite well when global boundary conditions change in time, as might occur if new wells are introduced or if well rates change significantly in time.
Although our method can provide reasonably accurate coarse models, it does have the drawback that it requires more overhead (preprocessing) computation than existing pseudoization techniques. This issue can be addressed in a number of ways. If a large number of geological models and flow scenarios are to be considered, as is often the case in studies that attempt to assess risk and uncertainty, it may be possible to compute "ensemble-averaged" subgrid terms. These terms would not be exact for any particular geological realization or flow scenario, but they would be applicable in an average sense for all gridblocks in all models. A variant on this procedure would be to attempt to correlate the subgrid terms D, m, W 1 , and W 2 with appropriate statistics of the subgrid permeability field. With either of these approaches, the intent would be to minimize the amount of preprocessing computation required for the method.
Other improvements could be achieved through the use of highly accurate procedures for the calculation of k * or coarse-scale transmissibility T * (e.g., the use of border regions or the recent local-global upscaling approach presented by Chen et al. 22 ). In addition, the new subgrid model could be applied in conjunction with specialized gridding procedures, such as flow-based grids. These extensions of the general approach presented here would likely lead to even better accuracy than that demonstrated in this paper.
Conclusions
The main contributions of this study are as follows: 1. A new subgrid model for two-phase reservoir flow was introduced. The model entails the use of diffusive and modified convection subgrid terms in the saturation equation, and an extended representation for total mobility in the coarse-scale pressure equation. 2. Numerical procedures for the computation of the subgrid terms were presented. These entail local (or extended local) two-phase flow calculations over the fine-scale region corresponding to the target coarse-scale block. 3. Coarse-scale results using the new method were compared to those using no subgrid treatment and to those using pseudorelative permeabilities. The most accurate and robust overall results were consistently provided by the new subgrid model. This was particularly noticeable in cases involving changing global boundary conditions. 4. The computational requirements of the method are larger than those for standard pseudorelative permeability procedures, though it is likely that they can be reduced through the use of "ensemble-averaged" subgrid functions. This would eliminate the need to compute subgrid functions for every coarse block. 
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