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Abstract 
Global solar radiation (Rs) is important in many areas, including agriculture, hydrology and 
meteorology. In this study, three non-calibrated models, five calibrated models and six 
multiple linear regression models (MLR) were evaluated in relation to measured Rs based 
on the following statistical parameters: Mean Bias Error (MBE), Root Mean Square Error ), 
d (Willmott's coefficient), R2 (coefficient of determination) and t-test. The average monthly 
data used for the study include maximum temperature, minimum temperature, mean 
relative humidity-RH, sunshine hours-n and Rs, from the city of Maputo dating from 1983 to 
2006. The data from 1983 to 1999 were used for the calibration of the models based on the 
minimization of the residual sum of squares, and the remaining data were used for the test. 
The results showed that the MLR models which used insolation ratio (n/N) as one of the 
input variables performed better, especially the MLR3 models (MBE = 0.04 MJ m-2 day-1, 
RMSE = 1.47 MJ m-2 day-1, d = 0.97 and R2 = 0.87) and MRL4 (MBE = -0.02 MJ m-2 day-1, 
RMSE = 1.44 MJ m-2 day-1, d = 0.97 and R2 = 0.88). The MRL3 and MRL4 models require 
the following input variables: extra-terrestrial radiation (Ra), n/N and T; and, Ra, n/N, T and 
RH, respectively. Both models were not statistically different with measured Rs at 5%. The 
worst results were observed in the calibrated models. 
Keywords: Calibration of models; Empirical models; Multiple linear regression. 
Introduction 
Global solar radiation (Rs) is used in agriculture to model crop growth and development, and to make good estimation of 
reference evapotranspiration. Boukelia et al. (2014) reported that Rs is the main source of renewable energy on the 
planet, and the accuracy of its estimation is crucial for achieving the potential productivity of crops. When solar radiation 
passes through the Earth's atmosphere, it undergoes dispersion and absorption through interaction with the elements of 
atmosphere, reaching the surface in the form of direct radiation (no interaction) and diffuse (with interaction), the sum of 
which is called Rs. 
Notwithstanding the importance that Rs, many developing countries do not measure Rs because of the high costs 
associated with the acquisition and maintenance of their measurement instruments or sensors. Iziomon and Mayer (2002) 
have argued that many meteorological stations with Rs mediation are of questionable quality and have many faults 
because of the lack of frequent calibration of the radiation sensors. Thus, Rs is obtained from estimation models, such as: 
empirical models, regression models, machine learning techniques, among others. Empirical models have the advantage 
of requiring few input variables, many of which are easy to measure. Among the many empirical models reported in the 
literature, those that estimate Rs from the sunshine ratio and extra-terrestrial radiation are more adequate (Quej et al., 
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2016; Quej et al., 2017). However, the problems associated with sunshine measurements have led researchers to develop 
empirical models that use other input variables, especially the thermal amplitude (BRISTOW and CAMPBELL, 1984; 
CHEN et al., 2004). 
The performance of the empirical models varies from place to place, with the time scale and size of the database used, 
since its parameters are representative of the conditions in which they were developed. Thus, local adjustments are 
required. Studies in which parameters of empirical models were calibrated to local conditions were presented by Dos 
Santos et al. (2014) and Quej et al. (2016). In other study, Donatelli and Campbell (1998) modified the original Bristow 
and Campbell model by inserting the average monthly thermal amplitude. The Bristow model was also modified by 
Weiss et al. (2001), including the extra-terrestrial radiation while keeping the parameters a at (0.75) and c (2.0), but 
parameter b was the one that was adjusted. Meza and Veras (2000) carried out a similar study. However, they did not 
insert any new variables in the model. 
The success of the local calibration of the parameters for the empirical models depends on the quantity and quality of the 
data used during the calibration (training), besides the calibration technique. Given this approach, regression models may 
be a good alternative. According to Tabari et al. (2012), the regression models are fast, simple, powerful, and have been 
used successfully in the modelling of hydrological processes, with Rs being one of the processes. The literature 
highlights studies in which the regression models were used to estimate the Rs (FALAYI et al., 2008; KUMAR et al., 
2015). 
The objective of the present study is to test the statistical performance of the estimation models for the Rs (calibrated and 
non-calibrated empirical models and regression models) in the city of Maputo, in order to select the model that estimates 
the closest possible Rs values measured. This will allow unmeasured (unknown) Rs values in a given series to be 
obtained through the selected model, facilitating further studies in agriculture and other areas. Information regarding 
similar studies conducted in the city of Maputo is lacking, further justifying the need for the present study. 
Material and Methods 
Location of the City of Maputo and Data Collection 
The city of Maputo is located in the southern part of Mozambique, in the province of Maputo. In terms of geographic 
coordinates it is located at latitude 22º18'S, longitude 32º36'E and an altitude of 60 m. According to the Köppen 
classification based on the data from 1983 to 2015, the climate is humid tropical with dry winter and summer rains (Aw). 
For the present study, meteorological data of maximum temperature-Tmax, minimum temperature-Tmin, average relative 
humidity-RH, sunshine hours-n and Rs were obtained from the National Meteorological Institute of Mozambique. The 
data from 1983 to 1999 were used for the calibration (training) of the empirical models to the climate conditions of 
Maputo city, and the data from 2000 to 2006 were used to analyse the performance of the models (test). Models were 
calibrated using the Solver tool of the Excel program by minimizing the residual sum of squares. In addition to the five 
calibrated models, three non-calibrated models and six multiple linear regression models were also used, totalling 14 
models. All models were evaluated in relation to the measured Rs. It should be noted that data from 2007 to 2015 were 
discarded because they had many flaws in Rs and/or n. Table 1 shows the non-calibrated and calibrated models. Then, 
will be presented the multiple linear regression models (MLR). 
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Table 1 Empirical models not calibrated and calibrated. 
Model Equation Coefficient Reference 
Non-calibrated models 
Ts        (       ⁄ ) a e b Tiwari e Sangeeta (1997) 
Al        (     ⁄ ) a = 0.25 e b = 0.50 Allen et al. (1998) 
GMc       [               ⁄ ] --- Glover e Mcculloch (1958) 
Calibrated models  
An       [ (           )     ] a Annandale et al. (2002) 
Ch        (        ) a e b Chen et al. (2004) 
Bc        [     (     )] a, b e c Bristow e Campbell (1984) 
HS              a Hargreaves (1985) 
HS1       (        ) a e b Chen et al. (2004) 
                                 ⁄ e                           ⁄  
Where: Rs - incident global solar radiation (MJ m
-2
 day
-1
); Ra - extra-terrestrial solar radiation (MJ m
-2
 day
-1
); z - local 
altitude (m); ΔT - thermal amplitude (° C); n/N - insolation ratio; a, b and c - calibration coefficients of the empirical 
models and   - latitude (degrees). 
MLR Models 
The MLR is a quantitative statistical tool used to predict the variable response from the variable or explanatory variable 
(s). Mathematically, the MLR is presented from Equation 1. Table 2 shows the explanatory variables to predict the values 
of Rs. 
Y = β0 + β1 X1 + β2 X2 + ⋯ + βn Xn                                                     (1) 
Where; Y: response variable, β0-βn are parameters that express the linear relationship of the Equation and X1-Xn are 
explanatory variables. 
Table 2 Explanatory variables used in MLR. 
Itens Input variables  Models of MLR 
01 n/N and Ra       MLR1 
02 n/N, Ra and RH MLR2 
03 n/N, Ra and T MLR3 
04 n/N, Ra, T and RH MLR4 
05 Ra, Tmax and Tmin MLR5 
06 Ra and RH MLR6 
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Analysis of the Results 
The performance of all models was analysed in relation to the measured Rs based on: Mean Bias Error (MBE), RMSE 
(Root Mean Square Error), d [Willmott's coefficient (1985)] and R
2
 coefficient of determination). The significance of the 
performance of the models was determined from the t test at 5% level of significance. MBE> 0 indicates an overestimate 
and the inverse is underestimated. The RMSE, d and R
2
 indices indicate the precision of the models, concordance and 
mathematical adjustment, respectively. The best models were those that presented the following results: MBE and 
RMSE≅0; and d and R2≅1. Equations 2; 3, 4 and 5 were used to calculate the MBE, RMSE, d and R2 indices. 
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                                                                          (5)         
Where; RsEst-values estimated by the models (MJ m
-2
 day
-1
), RsMes- measured value (MJ m
-2
 day
-1
), N-number of 
observations,   ̅̅̅̅    -average Rs measured day
-1
) and      -mean of Rs estimated by the models (MJ m
-2
 day
-1
). 
Results and Discussion 
Calibration Coefficients 
The local calibration coefficients are presented in Table 3. The models obtained from these coefficients and their 
respective performance were evaluated thereafter. 
Table 3 Calibration of the coefficients to the conditions of the city of Maputo. 
Coefficients Models 
An Ch BC HS HS1 
a 0.20 0.446 0.610 0.20 0.333 
b --- -0.365 0.090 --- -0.385 
c --- --- 1.688 --- --- 
Table 3 shows that the model An presented a coefficient of adjustment of 0.20. Dos Santos et al. (2014) obtained values 
varying from 0.157 to 0.198 after they calibrated the model An in the state of Alagoas, Brazil. These values presented a 
statistically significant difference at 5% level of significance, showing that the parameter a is strongly dependent on the 
local climate condition. In the Ch model, Da Silva et al. (2012) found mean values of a = 0.384 and b = -0.369. The 
reported value of b is close to that is shown in Table 3 (b = -0.365), however, that of a was not close (a = 0.446). 
According to Meza and Varas (2000), the BC model generally presents the following values of the adjustment 
parameters: a = 0.70, b = 0.004 a 0.010 and c = 2.40. The values of a and b obtained in this research are close to the 
recommendation of these authors, however, the value of c was a little distant. In Mexico, Quej et al (2016) also obtained 
values of c distant of 2.40, ranging from 0.630 to 1.731, which corroborates the results of the present research. The model 
of HS presented a coefficient of adjustment of 0.20, which is close to the value of 0.19 recommended by several authors 
for regions near the coast (ALLEN et al., 1998; ANNANDALE et al., 2002). In the HS1 model, a = 0.333 and b = -0.385, 
both coefficients are outside the range found by Chen et al. (2004b): a = 0.140 to 0.307 and b = -0.003 to 0.300. 
However, the results of the HS1 model are within the range as it is reported by Da Silva et al. (2012): a = 0.240 to 0.320 
and b = -0.285 to -0.404. 
Performance of the Models 
Table 4 shows the statistical performance of the models evaluated. All models presented a statistically significant 
correlation with Rs values (p <0.05), with R
2
 values ranging from 0.66 (model HS1) to 0.88 (model MLR4). 
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Table 4 Performance of the models in the city of Maputo, Mozambique. 
Modelos MBE 
(MJ m
-
2
 day
-1
) 
RMSE 
(MJ m
-
2
 day
-1
) 
d R
2
 T Test 
Non calibrated models   
TS 1.45 2.24 0.92 0.83 4.26
*
 
Al -0.008 1.58 0.95 0.85 -0.26
NS
 
GMc 0.90 1.79 0.94 0.85 2.81
*
 
Calibrated Models  
Na 1.63 2.66 0.88 0.72 2.78
*
 
Ch 2.18 3.11 0.83 0.69 3.76
*
 
BC 1.11 2.45 0.90 0.74 1.81
NS
 
HS 1.60 2.64 0.88 0.72 2.73
*
 
HS1  2.27 3.23 0.82 0.66 3.95
*
 
  
Multiple Linear Regression Models  
MLR1:                    ⁄⁄  -0.04 1.57 0.96 0.85 -0.12NS 
                         ⁄⁄           -0.03 1.57 0.96 0.85 -0.10NS 
                                 ⁄⁄  0.04 1.47 0.97 0.87 0.11NS 
                         ⁄⁄         
          
-0.02 1.44 0.97 0.88 -0.07
NS
 
                                      ⁄  0.16 2.25 0.92 0.74 0.45NS 
                         ⁄  0.08 2.19 0.93 0.74 0.24NS 
Note: NS = Not significance and * = significance at 5% by T test. 
Among the non-calibrated models, there was an overestimation of the measured Rs (MBE> 0), with the exception of the 
GMC model which underestimated (MBE = -0.008 MJ m
-2
 day
-1
), Table 4. The values of statistical index, d and R
2
 for 
RMSE show that the Al model presented higher precision (1.58 MJ m
-2
 day
-1
), higher agreement (d = 0.95) and high 
mathematical adjustment (R
2 
= 0.85). Thus, the Al model presented higher performance among non-calibrated models. 
This finding is supported by the fact that the Al model presented lower MBE, although this index is not decisive in the 
selection of the models. On the other hand, Table 4 shows that only the values of Rs estimated by the Al model are not 
statistically different from the measured values. According to Allen et al. (1998), the Al model is suitable for places 
where there is no calibration of local parameters, corroborating the results of the present research. Table 4 shows a worse 
performance in the TS model, which presented higher values of MBE (1.45 MJ m
-2
 day
-1
) and RMSE (2.24 MJ m
-2
 day
-
1
), and lower values of d (0.92) and R
2
 (0.83) in relation to the other models. This behaviour is verified in Figure 1, where 
it is clearly seen that the TS model presented greater dispersion, confirming the higher value of RMSE as reported. 
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Figure 1 Dispersion of the estimated RS in relation to measured Rs in non-calibrated models. 
Among the models calibrated to the climate conditions of the city of Maputo, all overestimated the Rs, and presented the 
worst result in the HS1 model (MBE = 2.27 MJ m
-2
 day
-1
). This model also presented worse results in the other indexes: 
low precision (RMSE = 3.23 MJ m
-2
 day
-1
), low agreement (d = 0.82) and low mathematical adjustment (R
2
 = 0.66). The 
best model performance results were observed in the BC model (MBE = 1.11 MJ m
-2
 day
-1
, RMSE = 2.45 MJ m
-2
 day
-1
, d 
= 0.90 and R
2
 = 0.74). In addition, the BC model was the only one that did not present statistically significant differences 
with the measured Rs values (Table 4). The BC model was recommended by several authors to estimate the Rs (DA 
SILVA et al., 2012; DOS SANTOS et al., 2014). Dos Santos et al. (2014) recommended the use of the BC model in 
humid conditions. Thus, this justifies the reported results since in the climate for the city of Maputo is humid tropical 
(Aw). In the Aw climate of Mexico, Quej et al. (2016) found that the BC model presented better performance than 12 
models, with RMSE values ranging from 2.51 to 3.39 MJ m
-2
 day
-1
 and R
2
 ranging from 0.50 to 0.63. These values are 
lower than those observed in this study. Similar to this research, these authors found that the BC model overestimated the 
Rs measure. The worst performance was found in the HS1 model (MBE = 2.27 MJ m
-2
 day
-1
, RMSE = 3.23 MJ m
-2
 day
-1
, 
d = 0.82 and R
2
 = 0.66), which was ranked as one of the best by Da Silva et al. (2012), with RMSE value around 3.10 MJ 
m
-2
 day
-1
. The results were confirmed based on Figure 2, since the BC model presented the linear coefficient value closer 
to zero (a = 0.38) and angular coefficient closer to one (b = 1.04), justifying the greatest mathematical adjustment found 
(R
2
 = 0.74). Opposite results were observed in the HS1 model (a = 4.85 and b = 0.86). 
 
Figure 2 Dispersion of estimated Rs values over the observed, calibrated model. 
In the MLR models, the tendency of not sub or overestimating the measured Rs (   ≅            ) was observed. 
This behaviour was not observed in the MLR5 model, which overestimated Rs values in 0.16 MJ m
-2
 day
-1
,Table 4. Still 
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in Table 4, lower RMSE values were observed in MLR3 models (1.47 MJ m
-2
 day
-1
) and MLR4 (1.44 MJ m
-2
 day
-1
), 
therefore, these models presented greater precision. The models of MLR3 and MLR4 also presented high agreement and 
high mathematical adjustment, assuming values of d = 0.97 and R
2
 = 0.87, and d = 0.97 and R
2
 = 0.88, respectively. 
However, they presented higher performance. 
Regression models that did not use n/N as one of the input variables (MLR5 and MLR6 models) presented lower 
performance: higher values of MBE and RMSE, and lower values of d and R
2
 (Table 4). In this case, n/N is very 
influential in the estimation of Rs and is confirmed by the higher values of the angular coefficients observed in the 
models of regression in Table 4 in relation to the angular coefficients of the other input variables. According to Dos 
Santos (2016), n/N is one of the most relevant variables to model solar radiation. The increase in the number of input 
variables in the models that used n/N improved their performance over the MLR1 model, although this is not verified in 
the MLR2 model. This behaviour was observed by Falayi et al. (2008). In the modelling of other non-linear hydrological 
processes, several authors reported the improvement of performance with the increase in the number of input variables 
(ABDULLAH et al., 2015; YASSIN et al., 2016). 
Comparison of all Models 
Comparing all the models, it was observed that the MLR3 and MLR4 models presented better performance, while the 
calibrated empirical model of HS1 presented the worst performance. In order to classify the models, it was observed that 
in general the regression models MLR1, MLR2, MLR3 and MLR4 occupied the first position, followed by the non-
calibrated empirical models, and therefore, the calibrated models occupied the last position. The reported results illustrate 
that regression models are a good tool for modelling Rs when using n/N as one of the input variables. On the other hand, 
although not all the regression models showed statistically significant differences in the Rs estimation in relation to the 
measured Rs values (Table 4), the models MLR1, MLR2, MLR3 and MLR4 presented lower t test values, explaining 
also why they occupied the first position. It was assumed that the calibrated models had better results, however, the 
opposite was observed as previously reported. This shows that whenever the parameters of the empirical models are 
calibrated it is necessary to validate them at the risk of selecting models that are not suitable for a given location. Da 
Silva et al. (2010) reported that the subset of data training should be between 60 and 90%, meaning that several 
alternatives should be made until it is found to produce better results in model validation. It should be noted that a subset 
composed of 75% of the data was used in the present research 
Conclusion 
Among the evaluated models (non-calibrated, calibrated empirical models and multiple linear regression models: MLR), 
that the models MLR3 (MBE = 0.04 MJ m
-2
 day
-1
, RMSE = 1.47 MJ m
-2
 day
-1
), RMSE = 1.47 MJ m
-2
 day
-1
, d = 0.97 and 
R
2
 = 0.87) and MLR4 (MBE = -0.02 MJ m
-2
 day
-1
, RMSE = 1.44 MJ m
-2
 day
-1
, d = 0.97 and R
2
 = 0.88) presented high 
performance. On the other hand, the calibrated models of BC presented the worst result: (MBE = 1.11 MJ m
-2
 day
-1
, 
RMSE = 2.45 MJ m
-2
 day
-1
, d = 0.90 and R
2
 = 0.74). 
In general, the MLR models that used the sunshine ratio as one of the input variables occupied the 1
st
 position, and 
therefore, a good tool to model global solar radiation. The 2
nd
 position was occupied by the non-calibrated models and 
the 3
rd 
by the calibrated models. The fact that the calibrated models occupied the last position showed that whenever the 
parameters are calibrated, it is important to proceed with the validation (test). Also in relation to the calibrated models, it 
is assumed that its performance would probably improve using other calibration techniques (in this research the 
minimization of the residual sum of the squares was used). On the other hand, testing another database size could be an 
alternative to improve the performance of calibrated empirical models. 
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