Since most natural phenomena exhibit dependence at multiple scales (e.g. earthquake and forest fire occurrences), single-scale spatio-temporal Gibbs models are unrealistic in many applications. This motivates statisticians to construct the multi-scale generalizations of the classical Gibbs models and to develop new Gibbs point process models. In this paper, we extend the spatial multi-scale Geyer point process model to the spatio-temporal framework. The model is implemented using the birth-death Metropolis-Hastings algorithm in R. In a simulation study, we compare the common methods for statistical inference in Gibbs models, as the pseudo-likelihood and logistic likelihood approaches. Finally, we fit this new model to a forest fire dataset in France.
Introduction
Forest fires are considered one of the dangerous disasters around the world.
In recent decades, forest fires have become one of the main environmental issues and one of the most significant causes of forest destruction in Mediterranean countries. Therefore, the French Government provides a database includes the locations and dates of fire occurrences for the Mediterranean area (so-called Prometheus) from 1973.
Studies in of fire occurrences began early in the twentieth century, mostly in the U.S.A and Canada. Statistical modelling of forest fires appeared in the late 1970s with the works of Wilkins (1977) and Dayananda (1977) . Podur et al. (2003) initiated the application of spatial point processes to occurrences of lightning-caused forest fires in Canada.
The theory of spatial (spatio-temporal) point processes is a branch of spatial statistics that deals with the analysis and modeling of point locations in space or space and time (persons, objects, events. . . ). In particular, it allows us to highlight trends and interactions in the spatial (spatio-temporal) distribution of points and to model them in an exploratory or predictive way.
A number of studies on forest fires applied spatial point process models the meteorological covariates such as temperature and precipitation that are measured in time) in forest fire occurrences seem necessary, modelling the forest fire occurrences by spatio-temporal point processes is more useful and interesting (Serra et al., 2013) . As the first study on modelling the forest fires by spatiotemporal point process models, Møller and Diaz-Avalos (2010) considered a spatio-temporal shot noise Cox process for a dataset. A large number of studies on forest fires apply the spatio-temporal point process model that takes into account the stochastic spatio-temporal distribution of forest fires (e.g. Pereira In spatial framework, Genton et al. (2006) found that forest fires occur in clusters and then Juan et al. (2012 Juan et al. ( , p. 1148 ) mentioned as a result that the fire data point patterns are significantly clustered at different scales. However, Podur et al. (2003) had found earlier that locations of fires are clustered at a relatively small scale but regularly spaced at a larger scale. Turner (2009) attempted to get the right model for a forest fire location dataset in New Brunswick of Canada and considered a question as a future work "what is the right model? ". He discussed that one type of model that holds some promise can be the multi-scale process (Turner, 2009, p. 218 ).
In spatio-temporal framework, Tonini et al. (2017, sect. 4 .3) did a spacetime cluster analysis for forest fires in Portugal and found a complex structure for three types of fires (small, medium and large) in space and time as follows:
"medium fires tend to aggregate around small fires, while large fires aggregate at a larger distance and longer times, indicating that the return time following these events is longer than for small and medium fires". In other words, fire occurrences closer in space are also closer in time, but the scale is not the same in all cases. According to these discussions, Gabriel Spatio-temporal variations of fire occurrences depend on the spatial distribution of current land use (vegetation, urban zones, wetlands, road network. . . ) and meteorological conditions and also depend on the past. Hence, the physical mechanisms of fire occurrences necessitate to consider spatio-temporal structures at different scales and we thus need to introduce new spatio-temporal point process models that are able to model the spatio-temporal structures (aggregation, repulsion, non-stationarity of intensities and dependencies governed by environmental factors) at different scales in a non-separable spatio-temporal framework. Recently, Iftimi et al. (2018) extended the hybridization approach (Baddeley et al., 2013) to spatio-temporal framework and introduced spatiotemporal multi-scale area-interaction point process that could be used to model these multi-scale structures of forest fire occurrences. In this paper, we aim to introduce and implement the spatio-temporal Geyer point process in a multiscale context. The paper is organized as follows. In Section 2, we review the single-scale and multi-scale Geyer point process model in spatial framework. In Section 3, we introduce a spatio-temporal extension of the Geyer point process model. In Section 4, we extend the available methods for statistical inference of Gibbs models to spatio-temporal framework. We then implement the model using the birth-death Metropolis-Hastings algorithm and present a simulation study in Section 5.
At the moment, as the works in progress, we are applying the model on a forest fire dataset of Bouches-du-Rhône county in France includes the preliminary analysis, model building, model fitting, model validation.
Spatial Geyer saturation point process
There exist various point process models that the simplest and most fundamental one is the Poisson process. Two generalization of Poisson point process are Gibbs and Cox point processes. Gibbs model is a class of flexible and natural models for point patterns that take into account both interactions (repulsion and attraction) between the points. In the literature, several Gibbs models have been proposed such as the hardcore, Strauss, Geyer, and area-interaction processes.
Let X is a spatial point process and x = {x 1 , ..., x n } ∈ W = S ⊂ R 2 is a realization of X. A finite Gibbs point process is a finite simple point process defined with a density f (x) with respect to the unit rate Poisson point process
where Y is the Poisson process with unit rate intensity in W ) such that f satisfies the hereditary condition, i.e.
f (x) > 0 ⇒ f (y) > 0 for all y ⊂ x. A closely related concept to density functions is Papangelou conditional intensity function (Papangelou, 1974) that is a main tool for model fitting in Gibbs models. For Gibbs process, the Papangelou conditional intensity at location u ∈ W = S given configuration x is given by
with 0/0 := 0. The conditional intensity expresses the influence that the point pattern x would have on a new point added at the spatial location u.
The simplest Gibbs point process is hardcore point process that points of the pattern are forbidden to come too close together. If close pairs of points are not impossible but are unlikely to occur, an appropriate model is the Strauss process. The Strauss process (Strauss, 1975) has probability density
where c is a constant, λ > 0 is the activity parameter, 0 ≤ γ ≤ 1 is the interaction parameter, and s r (x) = x,y∈x 1{||x − y||≤ r} is the number of unordered pairs of points in x which are closer than the interaction distance r.
The conditional intensity of the Strauss process at a location u not in x is
where t r (u, x) = x∈x 1{||u − x||≤ r} is the number of points of x which are close to u. For x i ∈ x, we have λ(x i |x) = λγ tr(xi,x\xi) . When γ = 1 the Strauss process reduces to the Poisson process with intensity λ. When γ = 0, we have hardcore process. For γ > 1, the function (2) is not integrable, it thus does not define a valid probability density. Hence, the Strauss process can not be intended for the clustering structure.
To address this issue, Geyer (1999) proposed the Geyer saturation point process with density
where c is the normalizing constant, λ > 0 the activity parameter, γ ≥ 0 the interaction parameter, and s is the saturation parameter. The saturation parameter ensures that each term in the product of the model never takes a value larger than s.
The Geyer saturation point process density is integrable, Ruelle stable, and locally stable for all values of γ > 0, by a geometrical argument (Geyer, 1999 ).
If γ < 1 the process is inhibited, while if γ > 1 it is clustered. If s = 0 we have a Poisson process and if s = ∞, we have the Strauss process. The Geyer model (4) appears to provide a reasonably effective means of modelling attraction in point patterns (Turner, 2009 ) and ables to take into account the clustering nature of a pattern even in the absence of covariates information (Anwar and Stein, 2015) .
Since most natural phenomena exhibit dependence at multiple scales (e.g. 
. For example, the density of the stationary hybrid process obtained considering m Geyer components (4) with interaction ranges (r 1 , ..., r m ) and saturation parameters (s 1 , ..., s m ) is
where
This density indicates that the spatial interaction between points changes with the distances r j and the parameters that capture this information are the interaction parameters γ j .
Iftimi et al. (2017) considered a local covariate effect λ(x i ) and introduced an inhomogeneous version of (5) by density
The hybrid introduced in (5) 
Spatio-temporal Geyer saturation point process
A spatio-temporal point pattern x is a realization of a spatio-temporal point process (STPP) that can be described as a collection of {(
location and occurrence
time associated with the i th event, respectively. The cylindrical neighbourhood
where r, q > 0 are spatial and temporal radius and ||·|| denotes the Euclidean distance in R 2 and |·| denotes the usual distance in R. Note that C q r [(u, v)] is a cylinder with centre (u, v), radius r, and height 2q.
The Papangelou conditional intensity of a spatio-temporal point process on 
Note that this replacing of Euclidean balls by spatio-temporal cylindrical neighbourhoods clearly provides a recipe for extending certain 2D spatial Gibbs models to the 3D spatio-temporal context (Gonzalez et al., 2016) . Hence, a homogeneous spatio-temporal Geyer saturation point process can be defined by density
with respect to a unit rate Poisson process on W = S × T , where c > 0 is a
is the number of other points in x which are in a cylinder centred in (x, t) ∈ x with spatial and temporal radiuses r and q. The positive scalars λ, γ, r, q and s ≥ 0 are the parameters of the model. Each s is applied to the count of points within a distance of its associated r and q. If an inhomogeneous version of (10) is considered, the value of λ is replaced by a function λ(x, t) that expresses a spatio-temporal trend and it can be a function of the coordinates of the points and covariate information defined in all the study area. 
with respect to a unit rate Poisson process on W = S × T , where c > 0 is a normalizing constant, λ ≥ 0 is a measurable and bounded function, γ j > 0 are the interaction parameters. The interaction parameters have the same interpretation as for the spatial model (6) . For fixed j ∈ 1, ..., m, when 0 < γ j < 1 we would expect to see inhibition between points at spatio-temporal scales.
On the other hand, when γ j > 1 we expect clustering between the points. We observe that (11) reduces to an inhomogeneous Poisson process when s j = 0 for all j ∈ 1, ..., m.
The density (11) indicates that the spatio-temporal interaction between points changes with the distances r j , q j and the parameters that capture this The conditional intensity function of multi-scale spatio-temporal Geyer sat-
Hence, we have for 
The Papangelou conditional intensity, λ(·|x), of multi-scale spatio-temporal Geyer saturation process (11) depends only on (u, v) and its neighbors in x by considering Markovian property for densities. We use this property to design simulation algorithms for generating realizations of the model in Section 5.
Inference
Geyer saturation model is introduced in (10) involves two types of parameters: regular parameters and irregular parameters. Regular parameters like the trend parameter λ and the interaction γ can be estimated using the pseudolikelihood method (Baddeley and Turner, 2000) or logistic likelihood method 
Pseudo-likelihood approach
Besag (1977) defined the pseudo-likelihood for spatial point processes in order to avoid computational problems with point process likelihoods. One can easily extend it for a spatio-temporal point process with conditional intensity λ θ ((u, v)|x) (θ is vector of regular parameters that should be estimeted) over
The pseudo score is defined by
that is an unbiased estimating function. The maximum pseudo-likelihood normal equations are then given by
and λ θ ((x, t)|x) can be obtained by (14) and λ θ ((u, v)|x) by (12) for Geyer model (11) .
We assume that θ = (log γ 1 , log γ 2 , ..., log γ m ) is the logarithm of interaction parameters in model (11) . To estimate λ and θ, we use pseudo-likelihood approach. In (12) , let
Hence, we can write Thus, equation (17) gives us the pseudo-likelihood equations 
For every parameter γ i , i = 1, 2, ..., m, the equations (21) can be rewrited
The major difficulty is to estimate the integrals on the right hand side of equations (23 For a point process model, approximation of the likelihood converts the point process into a regression model. In the following, we refer to generalized loglinear Poisson regression approach as approximation for integrals in (23) and then investigate an alternative method, logistic regression, for parameter estimation in Gibbs models that can be considered as an alternative approximation for above integrals.
Berman and Turner (1992) developed a numerical quadrature method to approximate maximum likelihood estimation for an inhomogeneous Poisson point process. Berman-Turner method was then extended to Gibbs point processes by Baddeley and Turner (2000) by approximating the integral in (18) by Riemann sum approximation
where (u k , v k ) are points in {(x 1 , t 1 ), ..., (x n , t n ), (x n+1 , t n+1 ), ..., (x p , t p )} ∈ W = S × T and w k are quadrature weights that p k=1 w k = |S × T |. This yields an approximation for the log pseudo-likelihood of the form
Note that if the set of points {(u k , v k ), k = 1, ..., p} includes all the points of x = {(x 1 , t 1 ), ..., (x n , t n )}, we can rewrite (25) as
The right hand side of (26), for fixed x, is formally equivalent to the loglikelihood of independent Poisson variables Y k ∼ P oisson(λ k ) taken with weights w k . Therefore (26) can be maximized using classical software for fitting generalized linear models (GLMs), such as that in R.
Note that in Geyer model (11), we consider λ(
where µ(x, t) is free of any parameters and β is a parameter to be estimated.
In summary, the method is as follows.
Algorithm 1
• Generate a set of dummy points and merge them with all the data points in x to construct the set of quadrature points (u k , v k ) ∈ W = S × T ,
• Compute the quadrature weights w k ,
• Obtain the indicators z k defined in (27) 
Logistic likelihood approach
The logistic likelihood is an alternative method for estimating the regular Suppose X is a spatio-temporal point process on W = S × T whose distribution is given by a density f θ with respect to the law of a unit rate Poisson process on W = S × T . A general approach to estimate θ is the Takacs-Fiksel method (Takacs and Fiksel, 1986) . It relies on the Georgii-Nguyen-Zessin equation (Georgii, 1976; Nguyen and Zessin, 1979 )
holding for all (measurable) non-negative functions h. 
where ξ θ is the first derivative of the log conditional intensity, log λ θ (·|x), with respect to θ and parameter estimatesθ is a zero of the score (29) . By the Georgii-Nguyen-Zessin equation (28) for X and the Campbell formula (Møller and Waagepetersen, 2004) for D given X, respectively, we obtain
and
Hence, U (x, d; θ) is an unbiased estimating function which is the logistic score (derivative) of the log logistic likelihood
Since λ θ ((x, t)|x) = λ θ ((x, t)|x\(x, t)) for (x, t) ∈ d, therefore, (32) coincides with the loglikelihood for independent Bernoulli trials taking value one for data points, zero for dummy points i.e. Y ((x, t)) = 1 {(x,t)∈x} for (x, t) ∈ x ∪ d, with P r (Y ((x, t) 
where that is equal to
By considering the log linearity assumption for conditional intensity λ θ (·|x), (32) is a logistic regression with offset term log λ(x,t) ρ(x,t) . Hence, estimation can be implemented by using standard software for GLMs and the log logistic likelihood is a concave function of θ because the negative Hessian matrix is The logit for Geyer model (11) is
This is a linear model in θ with offset log λ(x,t) ρ(x,t) . The term λ(x, t) can be in the form λ β (x, t) = βµ(x, t) with µ(x, t) free of any parameters and β is the intercept parameter to be estimated. In summary we have the following algorithm Algorithm 2
• Generate a set of dummy points according to a Poisson process with intensity function ρ and merge them with all the data points in x to construct the set of quadrature points (u k , v k ) ∈ W = S × T ,
• Obtain the response variables y k (1 for data points, 0 for dummy points),
• Compute the values S((u k , v k ), x\(u k , v k )) of the vector of sufficient statistics at each quadrature point,
• Fit a logistic regression model with explanatory variables S((u k , v k ), x\(u k , v k )), and offset log[µ(x, t)/ρ(x, t)] on the responses y k to obtain estimateŝ θ for the S-vector and interceptθ 0 ,
• Return the parameter estimatorγ = exp(θ) andβ = exp(θ 0 ) and in case that µ(x,t) ρ(x,t) is constant, the offset parameter may be omitted and return γ = exp(θ) andβ = ρ(x,t) µ(x,t) exp(θ 0 ).
Profile pseudo-likelihood approach
In order to estimate the regular parameters, that control the strength of 
For each fixed value of ψ, the model is loglinear in γ. We can thus apply above approximation method to maximize the pseudo-likelihood over γ, yielding an maximum pseudo-likelihood estimatorγ(ψ) for fixed ψ. Hence, we define the 
The maximum pseudo-likelihood estimator of θ can be obtained by maximising the profile pseudo-likelihood over ψ. That is, ifψ = max ψ P P L(ψ; x) is the value of the irregular parameters that maximises the profile pseudo-likelihood, thenθ = (γ(ψ),ψ) is the maximum pseudo-likelihood estimator of θ.
Simulation
For Gibbs point process models, simulation algorithms typically require only computation of the Papangelou conditional intensity. Gibbs point process models can be simulated by Markov chain Monte Carlo (MCMC) algorithms that include the birth-death algorithm (Møller and Waagepetersen, 2004 ) and the Metropolis-Hastings algorithm (Geyer and Møller, 1994) . Geyer and Møller (1994) discussed that the birth-death algorithm is often preferable and may be easier to implement. In this section, first, we investigate the birth-death algorithm and then present a simulation study. ∪ (u, v) ), otherwise the state remains unchanged, x. For a death, the point (x, t) ∈ x chosen to be eliminated is selected according to a discrete probability distribution d(x, .) on x, and the proposal x \ (x, t) is accepted with probability A(x, x \ (x, t)), otherwise the state remains unchanged. For simplicity, we consider q(x) = 1 2 , b(x, ·) = 1/|S × T | and d(x, ·) = 1/n(x). By the time-reversibility property of the Markov processes, we have
Birth-death Metropolis-Hastings algorithm
where the right term of (39) is Hastings ratio. Thus, more likely configurations can be favored by setting A(x, x ∪ (u, v)) = min{1, r((u, v); x)}, and A(x ∪ 
Algorithm 3
For n = 0, 1, ..., given X n = x (e.g. a Poisson process), generate X n+1 :
• Generate two uniform numbers y 1 , y 2 in [0, 1]
• If y 1 ≤ 1 2 then -Generate a new point (u, v) is sampled uniformly from a probability
-Select uniformly a (x, t) from x according to a discrete probability density 1/n(x)
-Calculate r((x, t); x\(x, t)) = |S×T | n(x) λ((x, t)|x), (x, t) ∈ x. If y 2 < 1/r((x, t); x\(x, t)) then
Since a Markov chain runs for a long time approaches its stationary distribution, several iterations are necessary before we sample from the stationary distribution. Hence, the algorithm generates patterns from the required point process model after a certain number of iterations, after some 'burn-in' period, the length of which is not known a priori. This implies that the user should investigate the simulation process and decide if the algorithm is likely to have converged (for more details, see Illian et al., 2008, sect. 3.6.3). 
Simulation study
To compare the performance of two estimation methods, pseudo-likelihood and logistic regression approach, we generate 1000 simulated realizations from Figure 1 shows the simulated realisations of two spatio-temporal multi-scale Geyer processes.
We compared the root of MSE for each parameter estimation obtained from using two methods in Table 1 . The lowest root of MSE value for the two methods is represented in bold letters. Table 1 indicates that logistic likelihood approach performs better than pseudo likelihood approach in more cases when the performance of the estimates is compared on the root of mean squared error. For more comparison, we can plot boxplots of the true values versus estimated parameters. In Figure 2 In spatial framework, logistic likelihood has been found to obtain better parameter estimates than pseudo-likelihood in the unregularized setting (Baddeley 
