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1. Introduction
A t-design with large coincidence number λ has a possibility of being decomposed into subdesigns
with smaller coincidence numbers. Such a decomposition problem has been investigated both in de-
sign theory and ﬁnite geometry, and is known to have some applications to secret sharing schemes
[5,6,16], quantum jump codes [2,10], etc. These applications require disjoint t-designs as many as pos-
sible with small coincidence numbers and in that sense, ‘large sets’ are quite useful. However, there
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problems to decompositions of t-designs have been studied in ﬁnite geometry as well.
It is well known that for a prime power s and a positive integer m, the set of d-ﬂats in AG(m, s)
forms a 2-(v = sm,k = sd, λ = [m−1d−1 ]s) design, where [m−1d−1 ]s = (sm−1−1)(sm−2−1)···(sm−d+1−1)(sd−1−1)(sd−2−1)···(s−1) . In this ar-
ticle, we are interested in a decomposition of such a 2-design into subdesigns just for the case d = 2,
i.e., a decomposition of the 2-(sm, s2, s
m−1−1
s−1 ) design (V ,B) formed by the planes in AG(m, s), where
V = Fsm , the ﬁnite ﬁeld of order sm , is the set of points and B is the collection of blocks (planes).
A set L of lines in PG(m − 1, s) is called a line spread (or a spread for short) if L is a partition
of the points in PG(m − 1, s). If all lines in PG(m − 1, s) can be completely partitioned into spreads,
a collection of those spreads is called a packing, a resolution, or a parallelism in PG(m − 1, s). The
existence of a packing in PG(m − 1, s) implies the existence of a partition of the 2-(sm, s2, sm−1−1s−1 )
design formed by the planes in AG(m, s) into Steiner 2-designs.
Baker [1] and Wettl [17] showed that the Steiner 3-design formed by the planes in AG(m, s) can be
decomposed into Steiner 2-designs if m = 2n for n 2 and s = 2, which directly means the existence
of a packing in PG(2n − 1,2). The existence of a packing in PG(2i − 1, s) for all i  2 and any prime
power s is also known due to Beutelspacher [4] and Denniston [7]. Although there are other restrictive
results on decompositions of designs obtained from ﬁnite geometry (e.g., [8,9,14,15]), not much is
known generally for m > 4 and s > 2.
In this article, conﬁning our attention to the 2-design formed by the planes in AG(m, s), we try to
decompose it into as many subdesigns as possible. This can be said, in a sense, that we try to ﬁnd as
many pairwise disjoint line spreads as possible in PG(m − 1, s).
For a primitive element α of Fsm , let σ : x → αx be a permutation on F∗sm and τb : x → x+ b be a
translation on Fsm . For a group of permutations G = 〈σ 〉 and a group of translations T = {τb | b ∈ Fsm },
deﬁne the general aﬃne group AGL(1, sm) as
H = G  T = {τbσ a : x → αax+ b ∣∣ σ a ∈ G, τb ∈ T }. (1.1)
Then B can be decomposed into block orbits O j such that each of them is stabilized by the action
of H , i.e., for any h ∈ H and B ∈O j , Bh ∈O j holds. In this case, each O j is said to be H-invariant. It is
clear that every O j forms a 2-design, since AGL(1, sm) acts on the point set of AG(m, s) 2-transitively.
In fact, by using Proposition 4.6 in [3, Chapter 3], we have the following lemma.
Lemma 1.1. The 2-design formed by the 2-ﬂats in AG(m, s) can be decomposed into
(i) s
m−1−1
s2−1 2-(s
m, s2, s + 1) designs (V ,O j) for j = 1,2, . . . , sm−1−1s2−1 if m is odd, or
(ii) a single 2-(sm, s2,1) design (V ,O0) and sm−1−ss2−1 2-(sm, s2, s+1) designs (V ,O j) for j = 1,2, . . . , s
m−1−s
s2−1
if m is even.
A design with no repeated block is said to be simple, and two designs on the same set of points
are said to be disjoint if they have no blocks in common. Since the 2-design formed by the 2-ﬂats
in AG(m, s) is simple, the subdesigns obtained by any decomposition are also simple and mutually
disjoint.
We call an arbitrarily chosen plane (block) B j ∈O j containing both 0 and 1 a base block of O j . For
a base block B j ∈O j , BHj = {Bhj | h ∈ H} =O j holds and it is called an H-orbit of B j . Note that for a
base block B , if x ∈ B , then cx ∈ B as well for any c ∈ Fs . This means that the length of any G-orbit of
planes in AG(m, s) must be s
m−1
s−1 or a divisor of
sm−1
s−1 .
Let Ge = 〈σ e〉 be a subgroup of G and He = Ge  T be a subgroup of H deﬁned by (1.1).
Lemma 1.2. For a divisor e of s
m−1
s−1 , if an H-orbit of 2-ﬂats in AG(m, s) is decomposed into He-orbits each of
which forms an He-invariant 2-design, then gcd(e, s + 1) > 1 and m is even.
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composed into He-invariant subdesigns if it forms a 2-design with λ = s + 1. This implies that
gcd(e, s + 1) > 1. Since gcd(s + 1, sm−1s−1 ) = s + 1 or 1 depending on if m is even or odd, for the
existence of e such that e | sm−1s−1 and gcd(e, s + 1) > 1, m must be even. 
In this article, we consider those H-orbits of 2-ﬂats in AG(m, s) that are decomposable into He-
orbits each of which forms an He-invariant 2-design for some divisor e of s
m−1
s−1 . Thus we assume
that m is even throughout this article.
For the case s = 2, Munemasa [13] counted the number of lines in PG(2n − 1,2) whose G3-orbits
are spreads by taking advantage of the cyclotomic strongly regular graph on GF(22n), and further enu-
merated pairwise nonisomorphic ﬂag-transitive 2-(22n,4,1) designs having a subgroup of AL(1,22n)
as its automorphism group.
As noted previously, due to the results by Baker [1] and Wettl [17], we know that the 2-design
formed by the 2-ﬂats in AG(2n, s) can be decomposed into Steiner 2-designs as long as s = 2. How-
ever, when it comes to s  3, there are very limited results. In this article, for the case s = 3,
a decomposition of the 2-design formed by the 2-ﬂats in AG(2n,3) into more He-invariant subdesigns
for possible e than Lemma 1.1(ii) will be given. At the same time, exact evaluation of the number of
the resulting subdesigns is also demonstrated by examining the distribution of points in cyclotomic
cosets. Note that since such exact evaluation is of great diﬃculty in general, it is usual to be set-
tled for a bound obtained by Weil’s Theorem on multiplicative characters. However, we do the exact
calculation by applying Jacobi sums and some related number theoretic results.
2. Decomposition of the 2-design formed by the 2-ﬂats in AG(2n,3)
Recall that a base block B for an H-orbit O j (= BH ) of 2-ﬂats in AG(2n,3) is of form
{0,±1,±x,±(x + 1),±(x − 1)}, where H is deﬁned by (1.1) on F32n . Note that for the permutation
group G , if |BG | = 32n−12 , then BH =O j for some j = 0, and if |BG | = 3
2n−1
8 , then B
H =O0.
For a prime power q and a positive integer e | (q−1), the cyclotomic cosets Cei , 0 i  e−1, of index
e of Fq are deﬁned by Cei = αi〈αe〉, where α is a ﬁxed primitive root of Fq .
Now, deﬁne the following three subsets of F32n .
N1 =
{
x
∣∣ x ∈ C20 ∧ x+ 1, x− 1 ∈ C21},
N2 =
{
x
∣∣ x ∈ C42 ∧ x+ 1 ∈ C21 ∧ (x+ 1)(x− 1) ∈ C40},
N3 =
{
x
∣∣ x ∈ C40 ∧ x+ 1, x− 1 ∈ C42}. (2.1)
It is easy to see that N1 ∩N3 = ∅ and N2 ⊆N1.
Lemma 2.1. For a 2-ﬂat B = {0,±1,±x,±(x+ 1),±(x− 1)} in AG(2n,3), suppose that |BG | = 32n−12 . Then
O = BH is decomposed into
(1) two H2-invariant 2-designs with λ = 2, BH2 and Bσ H2 , if x ∈N1 ,
(2) four H4-invariant Steiner 2-designs, BH4 , Bσ H4 , Bσ
2H4 and Bσ
3H4 , if x ∈N2 , or
(3) two H4-invariant 2-designs with λ = 2, BH4 ∪ Bσ H4 and Bσ 2H4 ∪ Bσ 3H4 , if x ∈N3 .
Proof. Let α be a primitive element of Fq with q = 32n and let Be = (B \ {0})Ge .
(1) When x ∈N1, we can write B \ {0} as
B \ {0} = ±{1,α2u+1,α2v ,α2w+1}
for some u, v,w ∈ {0,1, . . . , q−12 − 1} with u = w and v = 0. Note that −1 = α
q−1
2 ∈ C40 . Then
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B ′∈B2
B ′ =
⋃
π∈G2/G(q−1)/2
(
B \ {0})π =
q−1
4 −1⋃
i=0
α2i
(
B \ {0})
=
q−1
4 −1⋃
i=0
{±α2i}{1,α2u+1,α2v ,α2w+1}= 2F∗q
holds as a multiset, which implies that for each x ∈ F∗q , the pair {0, x} is contained in exactly two
2-ﬂats in BG2 . By noting the action of the translation group T , it readily turns out that BH2 (and
Bσ H2 as well) forms a 2-design with λ = 2.
(2) When x ∈N2, B \ {0} can be represented as
B \ {0} = ±{1,α4u+1,α4v+2,α4w+3}
for some u, v,w ∈ {0,1, . . . , q−14 − 1}. By an analogous discussion to the case (1), we have
⋃
B ′∈B4
B ′ =
⋃
π∈G4/G(q−1)/2
(
B \ {0})π =
q−1
8 −1⋃
i=0
α4i
(
B \ {0})= F∗q,
which means that BH4 forms a Steiner 2-design, and so do Bσ H4 , Bσ
2H4 and Bσ
3H4 .
(3) When x ∈N3, B \ {0} can be written as
B \ {0} = ±{1,α4u+2,α4v ,α4w+2}
for some u, v,w ∈ {0,1, . . . , q−14 − 1} with u = w and v = 0. Then it follows from
(
B \ {0})∪ (B \ {0})σ = ±{1,α,α4u+2,α4u+3,α4v ,α4v+1,α4w+2,α4w+3}
that
⋃
B ′∈B4
(
B ′ ∪ B ′σ )= ⋃
π∈G4/G(q−1)/2
((
B \ {0})∪ (B \ {0})σ )π
=
q−1
8 −1⋃
i=0
α4i
((
B \ {0})∪ (B \ {0})σ )= 2F∗q .
This means that BH4 ∪ Bσ H4 forms a 2-design with λ = 2, and so does Bσ 2H4 ∪ Bσ 3H4 . 
Lemma 2.2. For a 2-ﬂat B∗ = {0,±1,±x,±(x+ 1),±(x− 1)} in AG(2n,3), suppose that |B∗G | = 32n−18 and
let δi = |B∗ ∩Ni | for i = 1,2,3. Then,
δi =
{
2 if n is odd for i = 1,2, or if n ≡ 2 (mod 4) for i = 3,
0 otherwise.
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block B∗ is uniquely determined as
B∗ = {0,±1,±α q−18 ,±α q−14 ,±α 3(q−1)8 },
where q = 32n and α is a primitive element of Fq . Since q−18 =
∑n−1
k=0 9k , in order to look into B∗ ∩Ni
for i = 1,2,3, we have only to examine ∑n−1k=0 9k (mod 4). It should be noted that −1 = α q−12 ∈ C40 .
(i) In the case when
∑n−1
k=0 9k ≡ 1 (mod 2), i.e., when n is odd,
α
q−1
8 ,α
3(q−1)
8 ∈ C21 and α
q−1
4 ∈ C20 .
Then B∗ ∩N1 = {±α q−14 }. Since α q−18 ,α 3(q−1)8 ∈ C21 can be read as α
q−1
8 ∈ C4j , α
3(q−1)
8 ∈ C44− j for j = 1
or 3 and thus α
q−1
4 ∈ C42 , we have B∗ ∩N2 = {±α
q−1
4 }. Then it turns out that δ1 = δ2 = 2 if n is odd.
(ii) In the case when
∑n−1
k=0 9k ≡ 2 (mod 4), i.e., when n ≡ 2 (mod 4), since
α
q−1
8 ,α
3(q−1)
8 ∈ C42 and α
q−1
4 ∈ C40,
B∗ ∩N3 = {±α q−14 } holds, which means that δ3 = 2 if n ≡ 2 (mod 4).
(iii) In the case when
∑n−1
k=0 9k ≡ 0 (mod 4), i.e., when n ≡ 0 (mod 4),
α
q−1
8 ,α
q−1
4 ,α
3(q−1)
8 ∈ C40 .
Then B∗ ∩Ni = ∅, i.e., δi = 0, for any i = 1,2,3 as long as n ≡ 0 (mod 4). 
Lemma 2.3. In AG(2n,3), there exist |Ni |−δi8 G-orbits of 2-ﬂats with base blocks of form {0,±1,±x,
±(x+ 1),±(x− 1)} and of orbit length 32n−12 if x ∈Ni for i = 1,2,3, where δi is determined by Lemma 2.2.
Proof. Let B = {0,±1,±x,±(x + 1),±(x − 1)} be a 2-ﬂat in AG(2n,3) such that |BG | = 32n−12 . In the
G-orbit of B , there are three more blocks containing both 0 and 1 other than B itself, and they are
given as follows:
B2 =
{
0,±x−1,±1,±x−1(x+ 1),±x−1(x− 1)}
= {0,±x−1,±1,±(x−1 + 1),±(x−1 − 1)},
B3 =
{
0,±(x+ 1)−1,±(x+ 1)−1x,±1,±(x+ 1)−1(x− 1)}
= {0,±(x+ 1)−1,±((x+ 1)−1 − 1),±1,±((x+ 1)−1 + 1)},
B4 =
{
0,±(x− 1)−1,±(x− 1)−1x,±(x− 1)−1(x+ 1),±1}
= {0,±(x− 1)−1,±((x− 1)−1 + 1),±((x− 1)−1 − 1),±1}.
Since −1 ∈ C40 (thus −1 ∈ C20), for i = 1,2,3 if x ∈Ni then −x ∈Ni , and it is easy to see that
B ∩Ni = {±x}, B2 ∩Ni =
{±x−1},
B3 ∩Ni =
{±(x+ 1)−1(x− 1)}, B4 ∩Ni = {±(x− 1)−1(x+ 1)},
which completes the proof. 
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sums.
Theorem 2.4. For the subsetsNi (i = 1,2,3) of F32n deﬁned by (2.1),
(1) |N1| = 18 (3n + (−1)n−1)2 ,
(2) |N2| = 132 {32n + 1+ 2(2− 5(−1)n)3n + 2(2− (−1)n)I(n)},
(3) |N3| = 164 {32n + 1+ 2(2− 3(−1)n)(I(n) − 3n)}
hold, where I(n) = (1− i2√2 )n + (1+ i2√2 )n.
It should be remarked that I(n) in Theorem 2.4 is always an integer for any positive integer n.
Since the proof of Theorem 2.4 is of interest in its own right, we will treat it in Section 3 indepen-
dently of this section.
Admitting Theorem 2.4, we can establish the main theorem of this article from Lemmas 1.1(ii) and
2.1–2.3, which claims that the 2-design formed by the 2-ﬂats in AG(2n,3) is decomposable into more
subdesigns than Lemma 1.1(ii).
Theorem 2.5. The 2-design formed by the 2-ﬂats in AG(2n,3) can be decomposed into Kλ 2-(32n,9, λ) de-
signs for λ = 1,2,4 with
K1 = 1
64
{
32n + 1+ 2(2− 5(−1)n)3n + 2(2− (−1)n)I(n)}+ κ1,
K2 = 1
256
{
7
(
32n + 1)− 2(6− 5(−1)n)3n − 2(2+ (−1)n)I(n)}+ κ2,
K4 = 1
512
{
37·32n−1 − 73+ 2(2+ 5(−1)n)3n − 2(2− 3(−1)n)I(n)}+ κ4,
where I(n) = (1− i2√2)n + (1+ i2√2)n and
(κ1, κ2, κ4) =
⎧⎨
⎩
(1,0,− 14 ) if n ≡ 0 (mod 4),
(1,− 12 ,0) if n ≡ 2 (mod 4),
(0,0,0) if n is odd.
Proof. The decomposition shall be started with Lemma 1.1(ii). From Lemmas 2.2 and 2.3, the number
of Steiner 2-designs obtained by Lemma 2.1(2) and (V ,O0) in Lemma 1.1(ii) is given as
K1 = |N2| − δ2
8
× 4+ 1 = |N2|
2
+ κ1,
where κ1 = 1 − δ2/2. By noting that N1 ∩N3 = ∅ and N2 ⊆N1, we have the number of subdesigns
with λ = 2 obtained by Lemmas 2.1(1) and 2.1(3) as
K2 =
( |N1| − δ1
8
+ |N3| − δ3
8
)
× 2− K1 − 1
2
= 1
4
(|N1| + |N3| − |N2|)+ κ2,
where κ2 = (δ2 − δ1 − δ3)/4 = −δ3/4. Then the number of remaining subdesigns with λ = 4 can be
counted as
K4 = 3
2n−1 − 3
8
− K2
2
− K1 − 1
4
= 1
8
(
32n−1 − 1− |N1| − |N3|
)+ κ4,
where κ4 = (δ1 + δ3 − 2)/8. 
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Numbers of subdesigns for 2 n 10.
n
Kλ Total
λ = 1 λ = 2 λ = 4
2 1 2 2 5
3 13 18 18 49
4 97 178 160 435
5 1021 1590 1410 4021
6 8257 14510 12824 35591
7 74929 130620 115248 320797
8 671617 1177288 1037065 2885970
9 6058057 10591812 9332100 25981969
10 54479041 95338622 83993612 233811275
Since the number of line spreads in PG(2n − 1, s) is equivalent to that of Steiner 2-designs con-
tained in the 2-design formed by the 2-ﬂats in AG(2n, s), the following can be readily stated as a
corollary of Theorem 2.5.
Corollary 2.6. In PG(2n − 1,3), there exist at least K1 line spreads, where K1 is deﬁned in Theorem 2.5.
We should mention that for the case when n is odd, Theorem 2.5 is eventually the best decom-
position in the sense that the total number of He-invariant subdesigns is maximum for e satisfying
e | 32n−12 and gcd(e,4) 1, i.e., the total number of H-, H2- and H4-invariant subdesigns is maximum.
This means that if n is odd, then Corollary 2.6 gives the exact number of G4-invariant line spreads in
PG(2n − 1,3).
For the reader’s reference, with respect to each of λ = 1,2,4, the concrete values of Kλ in Theo-
rem 2.5 are listed for 2 n 10 in Table 1.
3. Proof of Theorem 2.4
In general, a sum of products of more than two multiplicative characters cannot be determined
explicitly, and Weil’s theorem on multiplicative character sums is usually employed to get its bound.
However, under certain conditions, we will be able to compute a sum of products of three multi-
plicative characters explicitly since it can be represented by Jacobi sums. From that perspective, this
section is of interest in its own right though the intended purpose is just to prove Theorem 2.4.
3.1. Preliminary on characters
In this subsection, several properties and computational results of character sums are provided,
which are needed in Subsections 3.2–3.4 to compute |Ni | (i = 1,2,3) in Theorem 2.4.
For a prime p and a positive integer r, let q = pr , and let TrFq and TrFqm /Fq denote the absolute
trace from Fq to Fp and the relative trace from Fqm to Fq , respectively. An additive character of Fq is
a function χ from Fq to the set of nonzero complex numbers such that χ(x+ y) = χ(x)χ(y) for any
pair (x, y) ∈ Fq × Fq . For each b ∈ Fq , the function
χb(c) = exp
(
2π i TrFq (bc)
p
)
for any c ∈ Fq
deﬁnes an additive character of Fq . The additive character χ0 of Fq , which satisﬁes χ0(c) = 1 for
c ∈ Fq , is said to be trivial. The additive character χ1 of Fq is said to be canonical.
A multiplicative character of Fq is a function λ from F∗q to the set of complex numbers such that
λ(xy) = λ(x)λ(y) for (x, y) ∈ F∗q × F∗q . For each j = 0,1, . . . ,q − 2, the function λ j with
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(
αh
)= exp(2π i jh
q − 1
)
for h = 0,1, . . . ,q − 2 (3.1)
deﬁnes a multiplicative character of Fq , where α is a primitive root of Fq . The multiplicative char-
acters of Fq form a cyclic group of order q − 1. This means that any multiplicative character can be
expressed as λ j = λ j1 for some j. The multiplicative character λ0 of Fq , which satisﬁes λ0(c) = 1 for
c ∈ F∗q , is said to be trivial. For convenience, the domain of multiplicative characters is extended to
all elements of Fq by deﬁning λ j(0) = 0 for all j = 0 and λ0(0) = 1. For any nontrivial multiplicative
character λ j , i.e., j = 0,
∑
x∈F∗q
λ j(x) = 0
holds. For more on characters of ﬁnite ﬁelds, see [12].
Recall that the characteristic function f A of the subset A of some given set X is deﬁned as
f A(x) =
{
1 if x ∈ A,
0 otherwise,
for all x ∈ X . It is easy to see that the characteristic function on F∗q of each cyclotomic coset Cei with
respect to a ﬁxed primitive root α ∈ Fq is given by
fCei (x) =
1
e
e−1∑
h=0
ζ−ihe λh(x),
where ζe = exp( 2π ie ), the primitive eth root of unity and λ = λ q−1e deﬁned by (3.1) with j =
q−1
e .
For two multiplicative characters λi, λ j of Fq , the sum
J (λi, λ j) =
∑
x∈Fq
λi(x)λ j(1− x)
is called a Jacobi sum of Fq . The following lemma shows basic properties of Jacobi sums which can be
found in [12].
Lemma 3.1. For two multiplicative characters λi and λ j of Fq deﬁned by (3.1), J (λi, λ j) = J (λ j, λi) and
J (λi, λ j) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
λi(−1) J (λi, λ−1i λ−1j ) if i, j = 0 and i + j ≡ 0 (mod q − 1),
−λi(−1) if i, j = 0 and i + j ≡ 0 (mod q − 1),
q if i = j = 0,
0 if i = 0 and j = 0.
For a multiplicative character λ and an additive character χ of Fq , the sum G(λ,χ) =∑
c∈F∗q λ(c)χ(c) is called a Gaussian sum. It is known (see [12, Theorem 5.11]) that
G(λ,χ) =
⎧⎨
⎩
q − 1 for λ = λ0, χ = χ0,
−1 for λ = λ0, χ = χ0,
0 for λ = λ , χ = χ .0 0
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J (λ′u ,ψ ′ v ).
v u
1 2 3 4 5 6 7
1 −3 3 1− i2√2 3 −3 −1 1+ i2√2
2 −1+ i2√2 3 −1+ i2√2 −1 −1− i2√2 3 −1− i2√2
3 1− i2√2 −1 −3 3 1+ i2√2 3 −3
In the rest of this subsection, we will provide several lemmas which are crucial to the next three
subsections.
Lemma 3.2. Let λ and ψ be multiplicative characters of F32n of orders 8 and 4, and let λ
′ and ψ ′ be multi-
plicative characters of F9 of orders 8 and 4, respectively. Then, Jacobi sums J (λu,ψ v) for u ∈ Z∗8 and v ∈ Z∗4
are given by
J
(
λu,ψ v
)= (−1)n−1 J(λ′u,ψ ′v)n, (3.2)
where J (λ′u,ψ ′v) take the values in Table 2.
Proof. Note that (3.2) follows from Theorem 5.26 in [12]. Let χ ′ be the canonical additive character
of F9. Then, computing G(λ′u,χ ′) directly, we have
G
(
λ′u,χ ′
)= ∑
x∈F∗9
λ′u(x)χ ′(x) =
7∑
h=0
λ′u
(
αh
)
χ ′
(
αh
)
= ε2 + ζ u8 ε2 + ζ 2u8 + ζ 3u8 ε2 + (−1)uε + (−ζ8)uε +
(−ζ 28 )u + (−ζ 38 )uε,
where ζ8 = 1+i√2 and ε =
−1+i√3
2 , and hence
G
(
λ′,χ ′
)= G(λ′3,χ ′)= √6− i√3, G(λ′2,χ ′)= G(λ′6,χ ′)= −3,
G
(
λ′5,χ ′
)= G(λ′7,χ ′)= −√6− i√3, G(λ′4,χ ′)= 3.
It follows from Theorem 5.21 in [12] that
J
(
λ′u,ψ ′v
)=
⎧⎨
⎩
G(λ′u,χ ′)G(ψ ′v ,χ ′)
G(λ′u+2v ,χ ′) if u + 2v ≡ 0 (mod 8),
− 1
32
G(λ′u,χ ′)G(ψ ′v ,χ ′) if u + 2v ≡ 0 (mod 8),
which completes the proof. 
For three multiplicative characters λi, λ j, λk of Fq , deﬁne the sum
T (λi, λ j, λk) =
∑
x∈Fq\{0,±1}
λi(x)λ j(x+ 1)λk(x− 1). (3.3)
Especially when λi, λ j and λk are expressed as λa, λb and λc for a nontrivial multiplicative charac-
ter λ of Fq , respectively, we write simply Tλ(a,b, c) instead of T (λa, λb, λc). In general, (3.3) is not
computable. However, with certain conditions, it will be reduced to computable Jacobi sums. The
following ﬁve lemmas show such conditions.
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T
(
λ2a, λ′, λ′
)= λ′(−1)( J(λa, λ′)+ J(λaη,λ′))
holds for any a such that λ2a is nontrivial, where η is the quadratic character of Fq.
Proof. The following deformation proves the assertion.
T
(
λ2a, λ′, λ′
)= ∑
x∈F∗q
λ2a(x)λ′
(
x2 − 1)= ∑
x∈F∗q
λa
(
x2
)
λ′
(
x2 − 1)
= 2
∑
x∈C20
λa(x)λ′(x− 1) = λ′(−1)
∑
x∈F∗q
λa(x)λ′(1− x)(1+ η(x))
= λ′(−1)( J(λa, λ′)+ J(λaη,λ′)). 
Lemma 3.4. Let q be a power of 3 and λ be a nontrivial multiplicative character of Fq. Then,
T
(
λ−2a, η,λ2a
)= η(−1)( J(λa, η)+ J(λaη,η))
holds for any a such that λ2a is nontrivial, where η is the quadratic character of Fq.
Proof. Deform T (λ−2a, η,λ2a) in the following way.
T
(
λ−2a, η,λ2a
)= ∑
x∈Fq\{0,±1}
λ−2a(x)η(x+ 1)λ2a(x− 1)
=
∑
x∈Fq\{0,±1}
η(x)η
(
x−1 + 1)λ2a(x−1)λ2a(x− 1)
= λ2a(−1)
∑
x∈Fq\{0,±1}
η
(
x−1
)
η
(
x−1 + 1)λ2a(x−1 − 1)
= T (η,η,λ2a)= T (λ2a, η,η).
Then the assertion follows from Lemma 3.3. 
Lemma 3.5. Let q be a power of 3 and λ be a multiplicative character of Fq of order m  2. Then, for any
a,b, c ∈ Zm,
(1) Tλ(a,b, c) = Tλ(b, c,a) = Tλ(c,a,b),
(2) Tλ(a,b, c) = λa+b+c(−1)Tλ(a, c,b).
Proof. (1) Since q is a power of 3, any cyclic permutation of variables (x, x+1, x−1) does not change
the value of the formula as long as its sum for x is taken over Fq \ {0,±1}.
(2) Deform Tλ(a,b, c) as follows:
Tλ(a,b, c) =
∑
x∈Fq\{0,±1}
λa+b+c(−1)λa(−x)λb(−x− 1)λc(−x+ 1)
=
∑
x∈Fq\{0,±1}
λa+b+c(−1)λa(x)λb(x− 1)λc(x+ 1) = λa+b+c(−1)Tλ(a, c,b). 
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Tλ(a,b,0) =
⎧⎨
⎩
q − 3 if a = b = 0,
−1− λa(−1) if a = 0 and b = 0,
λa(−1) J (λa, λb) − λ2a+b(−1) if a,b = 0.
Proof. (i) Since λ0 is the trivial multiplicative character, λ0(x) = 1 for any x ∈ Fq , which proves the
case when a = b = 0.
(ii) For the case when a = 0 and b = 0, by noting that ∑x∈F∗q λa(x) = 0 for any a = 0, we have
Tλ(a,0,0) =
∑
x∈Fq\{0,±1}
λa(x) =
∑
x∈F∗q
λa(x) − λa(1) − λa(−1) = −1− λa(−1).
(iii) For the case when a,b = 0, deform Tλ(a,b,0) as follows:
Tλ(a,b,0) =
∑
x∈Fq\{0,±1}
λa(x)λb(x+ 1)
= λa(−1)
( ∑
x∈Fq\{0,−1}
λa(−x)λb(x+ 1) − λa(−1)λb(−1)
)
= λa(−1)( J(λa, λb)− λa+b(−1))= λa(−1) J(λa, λb)− λ2a+b(−1). 
Lemma 3.7. Let λ be a multiplicative character of Fq of order 8 with q = 32n and let ψ = λ2 . Then, for
(u, v,w) ∈ Z∗43 ,
Tψ(u, v,w) =
{
J (λ,η) + J (λ5, η) if u, v and w are mutually distinct,
J (λi,ψ j) + J (λi+4,ψ j) if (u, v,w) ∈ {(i, j, j), ( j, i, j), ( j, j, i)}.
Proof. It follows from Lemma 3.5 that for any (u, v,w) ∈ Z∗43,
Tψ(u, v,w) = Tψ(v,w,u) = Tψ(w,u, v) = Tψ(u,w, v).
Therefore, it suﬃces to consider the two cases (u, v,w) = (3,2,1) and (i, j, j) for i, j ∈ Z∗4. By apply-
ing Lemma 3.4 with a = 1 and λ a multiplicative character of F32n of order 8, the ﬁrst case is proved.
As for the second case, we have only to apply Lemma 3.3 with a = i and λ′ = ψ j . 
The next three subsections are devoted to the proof of Theorem 2.4. So, we henceforth ﬁx q = 32n ,
λ as a multiplicative character of Fq of order 8, and ψ and η as a biquadratic and the quadratic
characters of Fq , respectively. That is, ψ = λ2 and η = ψ2 = λ4.
3.2. Proof of Theorem 2.4(1)
In this subsection, we count the number of elements x ∈ Fq in
N1 =
{
x
∣∣ x ∈ C20 ∧ x+ 1, x− 1 ∈ C21}.
With the characteristic functions of C2i on Fq , |N1| is expressed as
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∑
x∈Fq\{0,±1}
fC20
(x) fC21
(x+ 1) fC21 (x− 1)
= 1
23
∑
x∈Fq\{0,±1}
(
1∑
u=0
ηu(x)
)(
1∑
v=0
(−1)vηv(x+ 1)
)(
1∑
w=0
(−1)wηw(x− 1)
)
= 1
23
∑
(u,v,w)∈Z32
(−1)v+wTη(u, v,w)
= 1
23
(
Tη(0,0,0) − Tη(1,0,0) − Tη(1,1,0) + Tη(1,1,1)
)
.
In Lemma 3.6, by regarding λ as the quadratic character η of Fq , we have
Tη(0,0,0) = 32n − 3, Tη(1,0,0) = −2,
and
Tη(1,1,0) = J (η,η) − 1 = (−1)n−1(−1)n − 1 = −2
for (a,b) = (0,0), (1,0) and (1,1), respectively, where the value of J (η,η) is determined by
Lemma 3.2. As for the last term of |N1|, applying Lemma 3.4 with a = 2 and λ a multiplicative
character of Fq of order 8 together with Lemma 3.2, we have
Tη(1,1,1) = J (ψ,η) + J
(
ψ3, η
)= 2(−1)n−13n.
Then the value of |N1| results in Theorem 2.4(1).
3.3. Proof of Theorem 2.4(2)
In this subsection, we count the number of elements x ∈ Fq in
N2 =
{
x
∣∣ x ∈ C42 ∧ x+ 1 ∈ C21 ∧ (x+ 1)(x− 1) ∈ C40}.
Through the characteristic functions of C2i and C
4
i , |N2| can be formulated as follows:
|N2| =
∑
x∈Fq\{0,±1}
fC42
(x) fC21
(x+ 1) fC40
(
(x+ 1)(x− 1))
= 1
42·2
∑
x∈Fq\{0,±1}
(
3∑
u=0
(−1)uψu(x)
)(
1∑
v=0
(−1)vηv(x+ 1)
)(
3∑
w=0
ψw
(
(x+ 1)(x− 1))
)
= 1
42·2
∑
(u,v,w)∈Z4×Z2×Z4
(−1)u+v Tψ(u,2v + w,w)
= 1
42·2
( ∑
(u,w)∈Z24
(−1)uTψ(u,w,w) −
∑
(u,w)∈Z24
(−1)uTψ(u,w + 2,w)
)
.
Now, we compute the two terms of |N2|, respectively.
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∑
(u,w)∈Z24
(−1)uTψ(u,w,w)
= Tψ(0,0,0) +
∑
u∈Z∗4
(−1)uTψ(u,0,0) +
∑
w∈Z∗4
Tψ(0,w,w) +
∑
(u,w)∈Z∗42
(−1)uTψ(u,w,w)
= 32n − 1+
∑
w∈Z∗4
(
J
(
ψw ,ψw
)− 1)+ ∑
(u,w)∈(Z∗8\{4})×Z∗4
(−1)u J(λu,ψw)
= 32n − 7+ 2(2− 3(−1)n)3n + 2(1+ (−1)n)((1− i2√2)n + (1+ i2√2)n).
(ii) Using Lemmas 3.2, 3.5(1), 3.6 and 3.7 again, we have
∑
(u,w)∈Z24
(−1)uTψ(u,w + 2,w)
= 2
∑
u∈Z4
(−1)uTψ(u,2,0) +
∑
w∈{1,3}
Tψ(0,w + 2,w) +
∑
(u,w)∈Z∗4×{1,3}
(−1)uTψ(u,w + 2,w)
= 2
(
Tψ(0,2,0) +
∑
u∈Z∗4
(−1)uTψ(u,2,0)
)
+ 2Tψ(0,3,1) + 2
∑
u∈Z∗4
(−1)uTψ(u,3,1)
= 2{−2− J(ψ,ψ2)+ J(ψ2,ψ2)− J(ψ3,ψ2)+ J(ψ3,ψ)
+ J(λ,ψ2)+ J(λ5,ψ2)− J(λ,ψ3)− J(λ5,ψ3)− J(λ3,ψ)− J(λ7,ψ)}
= −8+ 4(−1)n3n − 2(1− 2(−1)n)((1− i2√2 )n + (1+ i2√2 )n).
The calculations (i) and (ii) give |N2| of Theorem 2.4(2).
3.4. Proof of Theorem 2.4(3)
In this subsection, we count the number of elements x ∈ Fq in the following set.
N3 =
{
x
∣∣ x ∈ C40 ∧ x+ 1, x− 1 ∈ C42}.
Similarly to the preceding two subsections, |N3| is written as follows via the characteristic func-
tions of C4i .
|N3| =
∑
x∈Fq\{0,±1}
fC40
(x) fC42
(x+ 1) fC42 (x− 1)
= 1
43
∑
x∈Fq\{0,±1}
(
3∑
u=0
ψu(x)
)(
3∑
v=0
(−1)vψ v(x+ 1)
)(
3∑
w=0
(−1)wψw(x− 1)
)
= 1
43
∑
(u,v,w)∈Z3
(−1)v+wTψ(u, v,w)
4
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43
(
Tψ(0,0,0) +
∑
u∈Z∗4
Tψ(u,0,0) + 2
∑
v∈Z∗4
(−1)v Tψ(0, v,0) + 2
∑
(u,v)∈Z∗42
(−1)v Tψ(u, v,0)
+
∑
(v,w)∈Z∗42
(−1)v+wTψ(0, v,w) +
∑
(u,v,w)∈Z∗43
(−1)v+wTψ(u, v,w)
)
.
In what follows, we compute each term of |N3|.
(i) By using Lemmas 3.5(1) and 3.6, the sum of the ﬁrst three terms of |N3| can be readily calcu-
lated.
Tψ(0,0,0) +
∑
u∈Z∗4
Tψ(u,0,0) + 2
∑
v∈Z∗4
(−1)v Tψ(0, v,0) = 32n − 5.
(ii) For the sum of the fourth and ﬁfth terms of |N3|, it follows from Lemmas 3.2, 3.5 and 3.6 that
2
∑
(u,v)∈Z∗42
(−1)v Tψ(u, v,0) +
∑
(v,w)∈Z∗42
(−1)v+wTψ(0, v,w)
= 5+
∑
(v,w)∈Z∗42
(−1)v(2+ (−1)w) J(ψ v ,ψw)
= 5− J (ψ,ψ) + 3 J(ψ2,ψ2)− J(ψ3,ψ3)− 2{ J(ψ,ψ2)+ J(ψ,ψ3)+ J(ψ2,ψ3)}
= 4+ 6(−1)n3n.
(iii) The last term of |N3| can be computed by using Lemmas 3.2, 3.5 and 3.7 as follows:∑
(u,v,w)∈Z∗43
(−1)v+wTψ(u, v,w)
= −2Tψ(3,2,1) +
∑
u∈Z∗4
Tψ(u,u,u) + 3
{
Tψ(1,3,3) + Tψ(3,1,1)
}
− {Tψ(1,2,2) + Tψ(2,1,1) + Tψ(2,3,3) + Tψ(3,2,2)}
= J (λ,ψ) + J(λ5,ψ)+ J(λ2,ψ2)+ J(λ6,ψ2)+ J(λ3,ψ3)+ J(λ7,ψ3)
− { J(λ2,ψ)+ J(λ6,ψ)+ J(λ2,ψ3)+ J(λ6,ψ3)+ J(λ3,ψ2)+ J(λ7,ψ2)}
+ 3{ J(λ,ψ3)+ J(λ5,ψ3)+ J(λ3,ψ)+ J(λ7,ψ)− J(λ,ψ2)− J(λ5,ψ2)}
= 2− 4·3n + 2(2− 3(−1)n)((1− i2√2 )n + (1+ i2√2 )n).
Then, from the calculations (i)–(iii), |N3| of Theorem 2.4(3) has been obtained.
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