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Abstract
Formation of a molecular network from multifunctional precursors is
modelled with a random graph process. The random graph model favours
reactivity for monomers that are positioned close in the network topol-
ogy, and disfavours reactivity for those that are obscured by the surround-
ing. The phenomena of conversion-dependant reaction rates, gelation, and
micro-gelation are thus naturally predicted by the model and do not have
to be imposed. Resulting non-homogeneous network topologies are anal-
ysed to extract such descriptors as: size distribution, crosslink distances,
and gel-point conversion. Furthermore, new to the molecular simulation
community descriptors are invented. These descriptors are especially use-
ful for understanding evolution of pure gel, amongst them: cluster coeffi-
cient, network modularity, cluster size distribution.
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Nomenclature
α constant related to chain stiffness and volume exclusion
a′ scaling factor for average shortest path
A adjacency matrix
bk disconnected components of the network
ce, ci, cm reaction propensity coefficients
ck, c(A) local and global clustering coefficients
di degree of node i
di,free free degree of node i
di,max maximum degree of node i
Emax maximum number of edges in the network
fi concentration of fatty acids with i unsaturations
gi hindrance effect
g01(χ) gel indicator function
H(χ) Heaviside function
kp, kc, km reaction rate constants
l average length of a chemical bond
n number of nodes in the network
nA Avogadro number
N number of samples in MC
O(n) big O notation for asymptotic behaviour of a function
pi,j shortest path between nodes i, j
2
p average shortest path
P (A)i,j probability of the next reaction between monomers i, j at given topology A
P ∗(A)i,j proposal probability for the MCMC scheme
P(k) Poisson distribution
Q stochastic matrix for computing steric hindrance
R effective reaction distance
ρ molar density
s1(q), s2(q) Markov chain for MCMC sampling
S1(n), S2(n) size of largest, and second largest components for an n−monomer system
t reaction time
τ waiting time between reactions
ui uniformly distributed random variable
U [0, 1] uniform distribution
V volume
Wn concentration of TAGs of functionality n
Φ(A)i,j cyclisation rate for nodes i, j
χ conversion of edges
χg Conversion at gel transition
z current number of edges in the network
1 Introduction
Polymer science profits from the rapid development in the computing field in
a very straightforward way: the complexity of macromolecular architecture or
geometry is, to a growing extent, captured by simulation of the most basic
physical processes. Instead of following heuristics leading to the classical math-
ematical equations. We anticipate that properties of continuum can be obtained
as emerging from repeated simulations of the many-body physics at the nano-
level, a strategy that seems to be more properly placed in stochastic simulations
than in deterministic mathematical modelling. That said, one must realise that
such simulations imply an enormous spread of length and time scales: even the
simple case of a linear polymer exhibits geometrical structure from the scale
of a chemical bond (1A) to the scale of the gyration radius (100A), and col-
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lective length scales in dense materials often are even much larger. Moreover,
our drive for modelling is not limited to linear polymers but also is directed at
tree-like branched structures, cross-linked polymers, and even infinite molecular
networks, i.e. gels. In this paper we propose a strategy that draws a consen-
sus between what can be computed on the one hand and pursuing fundamental
roots of the matter at hand on the other.
The process of assembly or polymerisation of molecular networks usually
goes through a few temporal stages: disconnected monomers, linear polymer,
branched polymer, and gel (an infinite network) [6, 8, 21]. Furthermore, the gel
itself should not be perceived as a single, final state of polymer topology. After
the gel point the connectivity patterns of the network continue to evolve[1, 40, 2].
In fact, in many cases a major part of the whole process of conversion may occur
in the gel regime[23].
Side by side with new developments in Polymer Reaction Engineering, a
novel field of network science has been introduced recently. In a much broader
sense, the main object of studies in network science is networks regardless their
background, i.e. not necessarily molecular networks. In chemistry, not sur-
prisingly as chemical bonding leads to connectivity problems, one of the main
toolboxes in network science, graph theory is already in use, for instance, in
the form of the Wiener index [33]. However, apart from this line of research,
the applicability of graph theory to large or infinite molecular networks, has re-
ceived little attention. The current paper presents a cross dissemination between
polymer science and network science as disciplines, with special care devoted
to polymer-related issues. The problem we deal with in the present paper has
three main features.
a) The functionality of the monomer is limited and satisfies a predefined fre-
quency distribution. The monomer functionality is crucial for the gel formation
and properties of the material[34, 27, 25]. A bi-functional monomer just forms
linear chains. Monomers with higher functionality may lead to gels or infinite
networks. Star macro-monomers may carry many functional groups, thus being
a perfect base for complex molecular networks.
b) The average reaction rates may decrease by orders of magnitude due to diffu-
sion limitation as a consequence of the decrease of the free volume caused by the
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formation of the polymer network, e.g. as in Ref. [14]. The Trommsdorff or gel
effects in radical polymerisation is an example of this. Moreover, the mobility
of the larger molecules is affected more strongly than that of small molecules.
This may affect the rates of reaction, depending on the type of molecules in-
volved in those reactions. The issue of ’chain length dependent termination’
is a frequently studied example of this phenomenon [19]. Furthermore, due to
steric hindrance effect some monomers might be less available for the reaction
being shielded by the surrounding topology of the network. The available poly-
merisation models accounting for shielding[11] have a mean-field nature and
consequently do not allow for correct interpretation of possible inhomogeneities
or irregularities present in network topology.
c) The topological distance between reacting units has to be accounted for. The
distance between reacting units is not an issue in systems where these units make
part of separate larger assemblies moving so fast that their average distance - or
concentration - is the dominating factor. In large networks, however, the units
are relatively fixed and morel likely to react if the distance is small. In atom-
istic simulations position and reactivity are addressed by the ’capture sphere
growth approach’[11]. In percolation theory monomer position and reactivity is
described using a grid in 3D space. However, even without performing simula-
tions in actual three-dimensional space, it is possible to incorporate geometrical
information inferred from the network topology [20], from analytical results on
random walks[7, 39, 9], or from population balance equations [24, 22].
Here, we present a new approach based on Random Graph Modelling, which
must be considered as the first attempt ever in non-atomistic modelling, to ac-
count for all the three features described above. It is based on the kinetic Monte
Carlo concept[38, 37, 28], where we explicitly deal with position-reactivity by
using the graph-theoretical concept of the shortest path between monomer pairs.
This is one significant step further than recent kinetic MC modelling studies,
where the impact of size of individual (polymer) molecules on reactivity is ac-
counted for [29]. In this paper we will show that this is an ambitious but still
feasible approach, as it is not computationally very demanding. Given the fact
that kinetic MC typically requires 109 to 1011 units to achieve statistically rel-
evant results, one might expect that introducing the three features described
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above would lead to excessively expensive calculations, but we will show that
this is not the case. It is indeed the higher functionality of the monomers that
creates a computationally very favourable condition concerning the required size
of the domain simulated, typically 104 units.
This paper is structured as follows. To introduce the idea of application Ran-
dom Graph Models to polymerisation problems, we explain the key concepts,
such as: adjacency matrix, relation between topological and spatial distances,
relation between steric hindrance and node centrality. Then, this concepts are
used to build a Gillespie’s stochastic simulation algorithm that describes evo-
lution of network topology from monomers up to the full conversion of bonds.
We also explain how the stochastic simulations can be accelerated applying the
Markovian Chain Monte Carlo (MCMC) principle. Finally, the theoretical re-
sults are fortified with an extensive study on a realistic system: polymerisation
of triacylglycerides, which is more commonly known as the ’drying’ of oil paint.
Simulation results include widely used in the reaction engineering community
descriptors as, for example, size distribution, gel point conversion, distance be-
tween crosslinks. Furthermore, novel descriptors for molecular networks that
are especially suitable for post gel region, are introduced. Among these descrip-
tors: modularity of network, clustering coefficient, average path, and cluster-size
distribution.
2 The model system
Star macromonomers Star polymers consist of a few arms joined together
on one end [34]. The arms may carry multiple functional groups, (Figure 1),
making star polymers a very attractive basis for construction of larger macro-
molecular networks. In the current paper we develop a model for polymerisation
of macromonomers that are essentially star polymers of various functionality.
Since in this study the focus is on the connectivity patterns of such monomers
incorporated into a network, we will use terms monomer and node interchange-
ably, depending on the chemical or topological nature of the issue at hand.
The monomers will be distinguished according to their functionalities di,max. A
frequency distribution of functionalities is assumed to be known.
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a) b)
Figure 1: a) A schematic representation for the multifunctional macromonomer
as a star polymer molecule. Shaded nodes carry free functional groups and thus
provide means for further polymerisation into a complex network. b) Coarse
representation for a monomer as a ’blob’ retaining the number of functional
groups.
A=(
0 1 1 1 0 0
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 1 0
)12
4
3
65
d=(3 1 1 3 3 1)
dmax=(4 1 2 3 3 3)
d free=(1 0 1 0 0 2)
Figure 2: An example of a network model with 6 nodes, the corresponding
adjacency matrix A, and maximum degree vector dmax. There are six nodes in
the system: nodes 4 and 5 have a loop; nodes 3,4,5 have all functionalities used,
di,free = 0; nodes 1,3,6 have free functionalities available. The adjacency matrix
A is block diagonalised to emphasise the fact that there are two connected
components in the system. The maximum number of edges is Emax = 16, and
the current number of edges used is 12, or as a conversion fraction, χ = 34 .
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Graph representation of a molecular network In chemical context, graphs
have been used to represent connectivity of (carbon) atoms in an organic molecule
with a priori defined structure[17, 33]. Here, we represent the whole molecular
system as a single undirected graph, regardless of the system composition: as
disconnected monomers, ensemble of polymers, or a single connected network.
Nodes numbered with index i = 1, . . . , n represent monomers, and edges rep-
resent chemical bonds between such monomers. Each node can have at most
di,max edges. The adjacency matrix of the molecular network is defined as a
square matrix,
Ai,j =
1, node i has bond with node j,0, no bond between i and j (1)
The degree of node i may be lower then its maximum degree, so we distin-
guish between the maximum degree dmax (monomer functionality defined be-
forehand), the actual degree,
di(A) =
∑
1≤i≤j≤n
Ai,j +Ai,i,
and the free degree,
di,free = di,max − di(A).
The adjacency matrix A together with the maximum degree di,max constitute
the model representation for a state of a particular molecular system. Fig-
ure 2 gives a simple example of a 6-monomer system and the corresponding
matrix representation. In view of limitations posed on node’s degree, di,max,
the maximum number of edges in the whole network is also limited, Emax ≤
0.5
∑
i di,max. The last equation becomes equality if di,max, i = 1, . . . , n is
a graphic sequence[10], namely:
∑
i di,max is an even number, and for any
r ≤ n− 1, the following inequality holds,
n∑
i=1
di,max < r(r − 1) +
n∑
i=r+1
min(r, di,max). (2)
The graphic sequence is an important concept for finite simulation systems.
Since the degrees of nodes are completely random (up to a specific frequency
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distribution), it is useful to constrain the degree sequence of a finite simulation
system to be graphic and thus eliminating small-size system effects that are
not in an infinite network. This idea may be compared to imposing periodic
boundary conditions in a simulation box for partial differential problems in order
to avoid the effect of boundary layers.
Knowing a maximum number of edges allows defining a natural way of quan-
tifying the polymerisation progress that evolves from 0 to Emax edges,
z =
n∑
i=1
di(A), z = 0, . . . , Emax, (3)
or as a relative conversion χ = zEmax ∈ [0, 1]. Before proceeding to defining the
principle of choosing a pair of nodes receiving a new edge on each polymerisation
step, we need to introduce two concepts first: the idea of distance between
nodes, and a measure of the node’s centrality, which will allow us to address
steric hindrance effects.
Topological distance The probability of a reaction between two monomers
incorporated in the network is smaller if they are positioned far apart in space.
Our model does not explicitly include spatial configurations, but certain infor-
mation on the distance between any two nodes is encoded in the connectivity
pattern defined by the adjacency matrix A. The shortest path from node i to
node j is the shortest sequence of intermediate nodes that link i, j together.
The length of the shortest path is the number of edges in this sequence. If
nodes i, j are adjacent then the shortest path is 1; if they do not belong to the
same connected component then the path is defined to have length 0. While
the shortest path pi,j does not explicitly tell us how far the nodes are in space,
it sets an upper bound on the distance: the two nodes cannot be further apart
then the shortest path times length of the edge, l. Later on, we will exploit this
fact to develop a notion for network density. Let pi,j denote the shortest path
between nodes i and j. One can always find such a path by applying a path-
finding algorithm directly on the adjacency matrix A, for instance the Dijkstra
algorithm[18]. In a finite network, the average shortest path,
p =
1
n · (n− 1) ·
∑
i6=j
pi,j
9
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Figure 3: Network topology as seen from the perspective of a single node
(marked as ’EGO’). Numbers indicate the shortest path distance to EGO. a)
The reaction probability of two monomers incorporated in the network depends
on the probability of the path configuration that brings these nodes together
(b-c). Both the immediately surrounding and the more remote nodes contribute
to the steric hindrance effect.
is proportional to the radius of gyration and hence there is a proportionality
between the volume occupied by the monomer network and the volume of the
gyration sphere: ρn = V ∝ p3. Assuming a homogenous density of the network
ρ, augmenting the number of nodes from n up to a · n will cause a scale-up
of the average shortest path to a′ · p. Th exact value of a′ depends on spatial
configuration of the monomers but the lower bound is given by
a′ ≥
(
4
3piaρn
)1/3(
4
3piρn
)1/3 = a1/3 (4)
Thus, any polymerisation model has to respect the scaling ratio a
′
a1/3
≥ 1, oth-
erwise the produced topologies will not have any feasible spatial configurations.
Even though this condition is necessary but not sufficient, it allows us to restrict
ranges for input parameters for the model, post factum.
In order to formulate the reaction rate between two nodes incorporated in
the network (pi,j > 0), we will follow a similar reasoning. This time we addi-
tionally account for spatial configurations, assuming that the shortest paths can
be mimicked by self-avoiding random walks. Two monomers need to be at min-
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imal reaction distance R to allow reaction. For a sub-chain approximated by a
random walk[26], the probability of two ends being at distance R is proportional
to
Φ∗(A)i,j
(
3
2pil2 pi,j
)3/2
e
− 3R2
2l2pi,j . (5)
Now, let us estimate the probability that a random walk is self-avoiding given
that its end-to-end distance is R. We assume that all monomers are distributed
uniformly in the the gyration volume V = ap3/2. Here a is a constant related
to the stiffness of a polymer chain. Since the positions of all monomers xk =
0, . . . , xp are distinct, the probability that position xk does not coincide with all
previous positions is 1 − k ap−3/2. Hence, the total probability that the whole
chain is self avoiding is given by
p∏
k=1
(1− k a p−3/2) ≈ e−a p3/2
∑p
k=1 k = e−0.5 a p
−3/2 (1+p)p ≈ e−αp−1/2 .
Note that a similar argument has been proposed by Flory[12]. Flory, further-
more, derived the value of α from measurable physical constants related to
solvent properties, the stiffness of a chain, and monomer volume. Combining
the last relation with (5) and taking R = l gives the probability of a self-avoiding
cyclic chain configuration,
Φ(A)i,j = Cp
−3/2
i,j e
− 32p−1i,j−αp
1/2
i,j . (6)
The constant C is chosen to satisfy Φ(2) = 1 allowing to relate the intramolec-
ular reaction rate constant to the propagation rate constant, as will be shown
later on. Another constant appearing in (5), α, defines the rate of decline of the
reaction probability, asymptotically at large distances. Note that Φ(A)i,j = 0
means that these nodes do not belong to the same connected component and
that their spatial distance cannot be inferred from the topology. In this case
the reactivity will be defined by a different mechanism based on the chemical
rate constant and the degree of steric hindrance.
Steric hindrance as a centrality measure Here, we will construct a cen-
trality measure, defined by numbers gi ∈ [0, 1] that will reflect how much a
node is obscured by other nodes in the network, and thus experience a steric
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hindrance effect. Matrix function g(A) is set up according to three principles:
1) the nodes of higher degree are more obscured: if di > dj then gi < gj ;
2)if the node is not obscured then gi = 1; gi = 0 means full obscuration;
3) from two nodes of the same degree, the node adjacent to a more obscured
one is more obscured.
In order to satisfy the first principle it is sufficient to choose gi proportional to
1/di, which also has a logical interpretation from the excluded volume point of
view (Figure 3b). The second principle might be achieved by an appropriate
rescaling. It is only the third principle that requires to incorporate informa-
tion on the specific topology A (Figure 3c). Altogether, the principles can be
reformulated in the form of an implicit equation for the reciprocal g∗i =
1
gi
,
g∗i = λidi
∑
j∼i
g∗j , (7)
where the summation is performed over all nodes j adjacent to node i, and λi is
a normalisation factor required to ensure existence of the solution. The implicit
equation (7) rewritten in a matrix form yields an eigenvalue problem,
g∗ = Qg∗,
Qi,j = di
∑
j
A′i,j∑
k A
′
k,jdj
(8)
Here matrix A′ coincides with A except for the diagonal where (A′)i,i = 1.
Matrix Q has the same size and number of zero elements as the adjacency matrix
A. With no loss in generality we may consider di > 0 for all nodes (otherwise
di = 0 would yield a trivial solution g
∗ = gi = 1 due to the second principle).
The eigenvalue problem as formulated in (8) is ready to use in the case of a
fully connected network (i.e. gel). In the case of a few network components
that are not connected to each other, A has block-diagonal form. Solving the
eigenvalue problem in each block of matrix A would lead to a correct ranking
within each separate component, but it would not allow to relate the extent
of steric hindrance of two different components. To overcome this problem, we
normalise g in each component of the network (each block of block-diagonalised
A):
gi =
min
i∈bk
(g∗i )
g∗i
, i ∈ bk,
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0.530.620.770.850.910.98
Figure 4: A sample of a network topology with values of steric hindrance
factors, gi(A), indicated for each node. The example shows that gi(A) is defined
by both the degree of a node and its position in the topology.
where k = 1, . . . ,m counts connected components bk of the network A. An
example of a network topology with gi computed for each node is given in
Figure 4.
The fact that the matrix Q in the eigenvalue problem (8) is normalised,
allows to alternatively view Q as a Markov (left-stochastic) matrix defining a
random walk on the network[30]. Recall that Qi,j > 0 if and only if Ai,j = 1,
hence Q defines a weighted graph with the same edges as in A. From this
perspective, we may view the solution g∗i as a frequency node-visiting by the
random walk on the weighted graph Q. This means that instead of solving the
expensive eigenvalue problem (8), it is sufficient to consider a fixed point itera-
tion g∗ = Qg∗ starting with an arbitrary vector with all non-zero components .
3 Stochastic simulation
We consider the process of network formation (or polymerisation) as a stochastic
process A(z), z = 0, . . . , Emax starting from an empty adjacency matrix A(0)
and taking it to a matrix with one edge A(1), and so on up to, finally, A(Emax).
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This evolution proceeds by means of sampling steps: matrix A(z+1) is obtained
from matrix A(z) by placing an additional edge. Generally speaking, there
are Emax − z alternatives to decide where to put a new edge. This choice is
performed according to a conditional probability accounting for all possibilities
for the new edge to appear, obeying the reaction propensity coefficients ce, ci, cm
and given the topology A,
P (A)i,j = λz ·

ce di,freedj,free
(
gi(A)gj(A)
)β
i 6= j, Φ(A)i,j = 0;
ci di,freedj,freeΦ(A)i,j , i 6= j, Φ(A)i,j > 0;
cm
(
di,free
2
)
, i = j.
(9)
Here the normalisation coefficient λz is selected to satisfy∑
i,j
P (A(z))i,j = 1. (10)
The first line of (9) refers to a new edge between nodes forming distinct compo-
nents of the network (in the case of an intermolecular reaction, no path exists
between i, j : Φ(A)i,j = 0). The probability P (A) here is defined via the node’s
degree di and its steric hindrance factor gi. The intermolecular propensity con-
stant ce is related to dimerisation rate, ce =
2kp
V nA
, where V = nnAρ denotes the
reaction volume, and kp is the usual rate constant for the reaction,
P1 + P1
kp−→ P2,
where P1 denotes monomer, and P2 dimer. The second line of (9) refers to a
new edge between nodes from the same connected component (in case of an in-
tramolecular reaction, a path between i, j exists: Φ(A)i,j > 0). The probability
P (A) incorporates the free degree of the nodes di and the probability that i, j
are positioned close in space, Φ(A). The intramolecular propensity constant ci
is not dependent on volume this time, but it is directly equal to cyclisation rate
constant kc, according to the reaction equation,
P3
kc−→ P c3 ,
where P3 denotes a trimer, and P
c
3 a trimer with a cycle. Finally, the third line of
(9) refers to appearance of a loop (in graph theoretical sense), which represents a
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reaction firing inside a monomer reducing its functionality by one. The sampling
probability (9) is proportional to the combinatorial number of possibilities to
select a pair of bonds out of the available free functionalities, leading to the
binomial coefficient
(
di,free
2
)
. The propensity constant cm is directly equal to
reaction rate constant km in
Mi
km−−→Mi−1,
where Mi denotes an i-functional monomer.
Gillespie’s algorithm The basis of Gillespie’s algorithm is formed by the
concept of the homogeneous Poisson process, that counts reaction events occur-
ing at rate λ. In this process, the number of events occurring in a time interval
(t, t+ τ ] follows a Poisson distribution with an associated parameter λτ ,
P(k) = e
−λτ (λτ)k
k!
.
Thus, the waiting times between events are distributed according to
p(τ) = P(0) = e−λτ . (11)
Gillespie proposed a stochastic simulation algorithm (SSA), where an exponen-
tial distribution (11) is used to estimate the time intervals between reaction
firings [13]. In the SSA the event rate is not constant but depends on the re-
action propensity λz, (in the current case introduced in (10)). The actual time
between the start and stage z is a sum of z waiting times:
t(z) = −
z∑
i=1
ln(ui,0)
λi
, ui,0 ∼ U [0, 1] (12)
where u ∼ U [0, 1] refers to a uniformly distributed random variable. Therefore,
the reaction time t(z) is a random variable itself, that is determined by z samples
from a uniform distribution.
On every stage of the reaction z, a pair of nodes i, j is selected to receive
an edge according to the probability distribution P (A)i,j , given in (9). Each
of these selections is uniquely defined by two uniformly distributed random
variables, uz,1, uz,2 ∼ U [0, 1]. This implies that the adjacency matrix at stage z
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is uniquely defined by a specific sampling history. More precisely, the adjacency
matrix A on stage z can be put into a bijective correspondence to a z×2 matrix
that defines samples on the preceding stages:
A(z) = F (U),U =

u0,1, u0,2
u1,1, u1,2
. . .
uz−1,1, uz−1,2
 . (13)
This reflects the usual idea behind Monte Carlo simulations that all networks
F (U) for all sample matrices U are considered as equiprobable. Consequently,
any statistical property (e.g. average degree, component size distribution, den-
sity) of the network φ(A) may be determined by an integration over the set of
sampling variables Ω = [0, 1]2t. If independent sampling matrices U were drawn
N times, the integral is approximated by a sum, the Monte Carlo estimator:
ˆ
Ω
φ(F (U))du ≈ 1
N
N∑
i=1
φ(F (ui)). (14)
Here, U i, i = 1, . . . , N are randomly generated instances of matrix (13). The
error of estimator (14) decreases asymptotically as N−
1
2 when N →∞.
Markov Chain Monte Carlo, simulation of a large system The stochas-
tic simulation that has been described above, proceeds by drawing samples
distributed according to the two-dimensional probability distribution P (A)i,j
given in (9). This can be done by drawing two successive samples from one-
dimensional distributions. The first sample, s1, is drawn from the marginal
distribution
∑n
i=1 P (A)i,j ; the second, s2 - from the conditional probability
distribution P (A)s1,j
(∑n
j=1 P (A)s1,j
)−1
. This procedure requires recomputing
all entries of the matrix P (A)i,j , which is computationally the most expensive
step of the whole algorithm. Observe, that even though the adjacency matrix
A is very sparse, matrix P (A)i,j with its upper bound on density Emax/n
2, is
a full one.
The computational cost of the algorithm may be significantly reduced utilis-
ing a Markov Chain Monte Carlo (MCMC) algorithm, which is also commonly
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used in statistical mechanics and other disciplines. The MCMC algorithm re-
places the draws by a specific Markov process having P (A)i,j as the stationary
distribution [5]. More specifically, for a fixed matrix A(z), we design a sequence
of pairs
(
s1(q), s2(q)
)
that is initiated by two random numbers from 1 . . . , n.
The transition from pair q to q+1 is realised according to the following principle:
(s1(q+1), s2(q+1)) =

(
s∗1(q), s
∗
2(q)
)
, if u(q) < min
(
Ps∗1(q),s∗2(q)
Ps1(q),s2(q)
P∗s1(q),s2(q)
P∗
s∗1(q),s∗2(q)
, 1
)
(
s1(q), s2(q)
)
, otherwise
(15)
where u(q) ∼ U [0, 1], and (s∗1(q), s∗2(q)) is drawn from the proposal distribu-
tion P ∗(A). The proposal distribution coincides with the original P ∗(A)i,j =
P (A)i,j when i = j, and assumes a simpler form for i 6= j,
P ∗(A)i,j = λ∗ ·

ce di,freedj,free
(
gi(A)gj(A)
)β
intermolecular ;
ci di,freedj,free, intramolecular, i 6= j;
cm
(
di,free
2
)
, i = j.
(16)
Although the MCMC scheme (15) provides only a means of approximate sam-
pling, it possesses one very important feature: it is not necessary to compute all
the elements of matrix Pi,j but only certain selected values. This feature allows
to considerably save on computational resources for large adjacency matrices.
The downside of MCMC is that one has to ensure that the Markov chain
(15) operates in a stationary regime before terminating it and accepting the
final values as a random sample that mimics samples from Pi,j .
4 Discussion/application to linseed oil network
In this section we discuss the kind of information one may extract from the
random molecular networks generated by the stochastic simulations using the
Random Graph Model as introduced above. The results are formulated as
graph-theoretical properties that may be calculated with the MC estimator (14).
These data are useful in improving our understanding of the system, but also
might be used for physical interpretation of the topological information and its
influence on the observable and measurable properties of the final material.
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Linoleic acid
Oleic acid
6-functional
 TAG unit 
Graph 
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 TAG network 
Model representation for 
Tri-Acyl Glyceride (TAG)
Figure 5: Conceptual model for representation of the linseed oil network. Try-
acyl glyceride is treated as a single node. Depending on composition of the
nodes, they may have maximum functionality ranging between 0 and 9.
In order to demonstrate the RGM approach on a practical case we consider
linseed oil polymerisation, which is more commonly known as the ’drying’ of oil
paint. The binding medium linseed oil consists of triacylglycerides (TAG) and
the unsaturated groups on the three fatty acid (C19) chains cause the TAG-
units to polymerise into a network. This curing process is a complex process
involving radicals, oxygen, peroxides, etc., which is only partly understood, and
only little quantitative kinetic information is available [16]. Here, we simplify
this complex process to the coupling of the TAG-unit star monomers according
to an estimated ’chemical’ coupling rates, kc. and kp, which then is affected
by decreasing functionality, distance within the network and steric hindrance
as is now possible with the RGM model. We expect that this model with
strongly simplified kinetics will nevertheless contribute to a basic understanding
of the linseed oil network, as influenced by its curing behaviour, but also by
degradation, for instance by hydrolysis of the ester bonds. The conceptual
model of TAG-unit network is illustrated in Figure 5. TAGs contain double
bonds that are responsible for the formation of the cross-links. Since there
can not be more then 3 unsaturations per fatty acid in the TAG node, the
maximum number of connections node i can form is limited to 9, 0 ≤ di,max ≤
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9. More precisely di,max are distributed according to frequency distribution
Wn =
∑
i+j+k=n fifjfk, n = 0, ..., 9, where fi denotes concentration of fatty
acids with i unsaturations. The frequency that we have assumed in this study
is based on the natural abundance of oleic, linoleic and linolenic acid in linseed
oil, having, respectively, one, two and three unsaturations (see Figure 5). From
the point of view of a single node the polymerisation process looks simple: the
degree of each node, di, will transit from 0 to, eventually di,max. Thus the
evolution of the frequency distribution of node degrees,
fi,degree(A) =
1
n
n∑
j=1
δ(dj(A)− i).
has a simple form: in the beginning of the polymerisation process the dis-
tribution describes disconnected monomers, fi,degree(A(0)) = 0, i > 0, and
f0,degree(A(0)) = 1. At the full conversion the distribution of node degrees
approaches the distribution of functionalities of pure monomers (Figure 6).
The global properties of the network have less trivial dynamics. In order
to extract various network properties we simulated ensembles of 104 monomers
and averaged the results over 100 of such ensembles. These global properties
in turn affect reactivity rates and the overall kinetics of the system. Even the
timing of reaction events, given in (12), strongly depends on the ratio of rate
constants kc/kp. For time intervals between the reaction events and the overall
conversion/reaction time plot see panels in Figure 7. Alternatively, instead of
increasing kc/kp, one may consider to decrease concentration of monomers, which
by enhancing cyclisation has an identical effect on the system.
Gel transition Polymerisation of multifunctional monomers is known to pass
through the gel transition: a transition that drastically affects the physical
properties of the material. The gel point is experimentally well observable due
to considerable differences in the material properties between the gel and sol
phases, such as solubility and viscosity [4]. Hence, it is a common practice
to define the gel transition point as a point where the observable properties
change. Here, we will define the gel transition entirely on topological properties
of the corresponding graph. Let’s consider a sequence of adjacency matrices
A(n) constructed for identical input parameters and given number of nodes, n.
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Figure 8: Gel point conversion as a function of reactivity ratio as obtained
from the RGM simulation, confidence interval for p = 0.95. The dashed lines
indicate the point when the average shortest path length is maximum.
We associate the gel part of the network with the giant component (in the sense
of random graph theory [36]). Thus, the gel point is the time instant in the
reaction progress at which the giant component emerges. More specifically, the
largest component in the network is called gel if its size S1(n) = O(n) when n
approaches infinity. Furthermore, if gel is present, the size of the second largest
component is S2(n) = O(log(n)). In the pre-gel regime both S1(n) and S2(n)
are equal to O(log(n)). Thus distinguishing between pre- and post-gel regimes
is equivalent to distinguishing between two asymptotical modes of S2(n)/S1(n)
when n → ∞. We use this asymptotic estimates to determine whether the
system operates in the gel regime for a given progress of the reaction z (or
conversion χ),
g01(χ) =
0, if S2(n)/S1(n)→ const1, if S2(n)/S1(n)→ 0
where S1(n) is the size of the largest component for a system with n monomers
and z edges, and S2(n) - size of second second-largest component. Clearly,
g01(χ) itself is a random variable and its mean has to be estimated by the MC
estimator. When the number of samples in the MC estimator N becomes large,
the gel indicator function g01(χ) approaches the Heaviside function H(χ− χg),
where χg is a ’breaking point’ separating the pre-gel and gel regimes. In practice,
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for a fixed N , we identify χg by solving a least-squares problem that minimises
the residual
´
χ
|H(χ− χg)− g01(χ)|dχ.
The gel point conversion χg is plotted versus kc/kp in Figure 8. A clear
discontinuity can be seen: the fraction equals to 0 up to the gel transition.
Higher levels of kc/kp postpone the gel transitions up to the point when gelation
does not occur at all. This is a logical result, since a higher kc implies a stronger
intramolecular cross-linking, which obviously competes the gel formation.
Molecular sizes As shown in Figure 7 the reaction rates are not constant,
but slow down in a non-linear fashion. One of the causes for this effect is the
emergence of large, connected components that restrict their internal monomers
in reactivity. Molecular sizes in terms of number of monomers are equal to the
number of nodes in connected components of the network that are not connected
to each other. It is straightforward to identify the connected components of a
graph in linear time using, for instance, breadth-first search[18]. Figure 9 shows
how the distribution of sizes of these components (molecular size distribution)
evolves in time.
Eventually, a connected component of the same order of magnitude as the
whole network emerges (the giant component). The point in time/conversion
when this event takes place marks the usual gel transition. The size of the
giant component increases rapidly as it becomes connected to the rest of the
components. Reactions between large components (including the giant compo-
nent) dominate over reactions between small-sized components. This is why the
size distributions in Figure 9 shifts back towards the origin after the gel tran-
sition. Thus, one observes that the gel point detected from the topology alone,
as explained above, indeed marks the turning point of the size distribution. For
high values of kc/kp the gel transition is postponed up to the full conversion
(Figure 9b) or does not happen at all (Figure 9c). According to the general
convention the data presented in Figure 9 excludes the giant component itself
as it only refer to the sol part. In a complementary fashion, the fraction of
nodes incorporated in the giant component is given in Figure 10.
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Figure 9: Evolution of size distributions (excluding gel) for three values of kc/kp.
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Figure 10: Fraction of monomers involved in giant component (gel) as a func-
tion of conversion for various values of kc/kp.
Structure of the network The characterisation of the polymer network in
terms of numbers and sizes of connected components is a widely used in the poly-
mer community. However, in cases where the topology is not a priori known
(e.g. linear or regularly branched polymers), we have to invent new charac-
teristic measures to describe how individual monomers are arranged inside the
single connected component that the network eventually becomes. Although
being randomly interconnected, the nodes may occasionally line up into certain
motifs of special interest. The search for motifs that are frequently occurring in
the network is a new structural characterisation method that is easy to quantify.
For instance, the degree distribution is nothing else than the frequency of nodes
having zero, one, two, etc., adjacent nodes.
Besides structural information, the size distribution of linear fragments plays
an important role in the elasticity of polymeric networks [15, 32]. The number-
average length of linear fragments strongly depends on the conversion; it in-
creases at early stages of the reaction and eventually decreases to almost to 1.
High values of kc/kp are associated with shorter linear fragments at intermediate
stages of conversion, but ultimately, with longer linear fragments at later stages
(Figure 11).
Another motif-related property is the local clustering coefficient. For node
k, it is equal to fraction of pairs connected to k that are also connected to each
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other(i.e. forms a triadic clousure),
ck(A) =
∑
i<jAi,jAi,kAj,k
dk(dk − 1) .
This coefficient is a number between 0 and 1, see the example of Figure 12. In
order to transit from local clustering per node to average clustering of the whole
network we apply averaging A, c(A) = 1n
∑
ck(A).
The average clustering coefficient gives a good idea of small scale patterns
that may arise in the network. At the beginning of the polymerisation, the
average clustering increases monotonically in time. For systems with low values
of kc/kp the average clustering becomes significant only in the gel regime. It
is interesting to note that the average clustering decreases at conversions close
to 1. This effect is caused by steric hindrance in the ultimately overcrowded
network that eventually suppresses clustering.
Average path length The average path length of a network is a concept that
defines the average number of steps along the shortest paths for all possible pairs
of network nodes,
L(A) =
1
n(n− 1)
∑
i 6=j
pi,j ,
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Figure 13: Average path length as a function of conversion. Left panel depicts
results in the case of no intramonomeric reactions, right panel - high intra-
monomeric reaction rate (ki/kp = 10).
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Here, pi,j denotes the distance between nodes i and j in network A, if the
nodes i, j are not connected, pi,j = 0. One may think of average path length
as a measure of ’network density’. Various theories connect the shortest path
to observable data related to light scattering, radius of gyration, etc. [33].
Figure 13 shows how the normalised average path length evolves during reaction
progress for various values of kc/kp. Note that even though the average path
length is normalised by dividing by the total number of nodes n, it still depends
on n and special care has to be taken, when comparing the average path lengths
of two systems of different size. The two panels presented in Figure 13 represent
cases with and without intramonomeric reaction. A pattern that is typical
for many polymer properties, can be seen: the average path increases in the
pre-gel regime and decreases thereafter. However, closer investigation reveals
that the maximum of the average path does not exactly coincide with the gel
transition but is shifted. This is demonstrated by Figure 8, where the conversion
at maximum average path length and at the gel point is plotted for various
values of kc/kp. The intramonomeric reaction leads to a more sparse network by
consuming functional groups, and thus, reducing functionality of the monomers.
Since the intramonomeric reaction is not hindered by the resulting topology, the
influence of this reaction is most visible after the gel transition that is reflected
by a suppressed decrease of the average path length (see Figures 13,8).
Structural non-homogeneity The evolving structure of networks may be
more or less homogeneous, for instance microgels may (temporarily) evolve as
a form of heterogeneity[35, 3]. It turns out that structural non-homogeneity is
an inherited property of the polymerisation models that account for distance
between monomers. Certain values of input parameters lead to topologies that,
although being connected, can be partitioned into distinct clusters, comparable
to microgels. These clusters are loosely connected between each other but are
densely interconnected within themselves. This effect can be achieved when cy-
clisation dominates propagation (high values of kc/kp). For example, in diluted
systems the chance that a monomer will connect to its direct neighbour (or an-
other node from the same component) is higher than the chance of encountering
a disconnected component. One way to measure the degree of inhomogeneity
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Figure 16: Scaling fraction vs kc/kp as obtained for three values of chain stiffness
constant, α. The bands represent 0.9 coinfidence interval around mean value
based on Monte Carlo sampled data.
(clustering) present in the network is the measure of modularity, which may be
calculated using a special optimisation algorithm involving the adjacency ma-
trix [31]. The evolution of modularity as presented in Figure 14 exhibits the
increase-decrease pattern with a maximum at intermediate levels of conversion.
High values of kc/kp postpone the maximum towards the full conversion, up to
the point where the modularity increases over the whole time span of the pro-
cess. It can be observed that a certain degree of structural inhomogeneity is
prevalent even for very low values of kc/kp at intermediate conversions. However,
at the final conversion a structure with distinct clusters is preserved only for
high values of kc/kp.
As similar to the component size distribution, we may consider a cluster size
distribution that evolves over time with reaction progress (Figure 15). Even
though the value of kc/kp defines how well separated the clusters are, it has little
effect on cluster sizes. However, cluster sizes are strongly affected by excluded
volume constant α, that appears in (6).
Scaling The average path length is related to the gyration radius of individual
molecules and to the density of the gel in space. The scaling of the average path
length for gel networks has to satisfy the inequality (4). Testing this inequality
for various values of input parameters helps to narrow down the range of valid
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values for these parameters. Figure 16 shows the normalised scaling factor
a′
a1/3
of the final topology (χ = 1) as a function of kc/kp. Low cyclisation to
propagation ratios lead to topologies that possess a scaling factor under critical
level, which implies that they are too dense to become embedded in a three-
dimensional space.
Timeline of network topology Even though the final degree distribution of
the monomers is fixed, various input parameters yield a vast range of different
network topologies. We will now comment on the complex process assembling
these topologies by highlighting a few important stages. The input parameters
influence the positions of these stages in time/conversion but the order remains
unaltered. In all cases the polymerisation obviously starts with all nodes discon-
nected, dfree = dmax (see Figures 17-I and 18-II). We now separately consider
scenarios for weak (kc/kp is small) and strong (kc/kp is high) cyclisatios. When
cyclisation is weak, shortly after the start of the polymerisation, many small dis-
connected components with tree-topology are formed (Figure 17-II). The sizes of
the components increase but remain o(n); the average length of the linear frag-
ments continues to increase until it reaches the global maximum (Figure 17-III).
The giant component of size O(n) emerges, while cycles start to appear in all
components (Figure 17-IV). These cycles remain being short and consequently
do not considerably affect the average shortest path length. As the network is
becoming more dense, long cycles start to appear occasionally. These long cycles
seem to force the average shortest path length to start declining (Figure 17-V).
As the density of the network continues to increase, modularity reaches its max-
imal value: clear structural non-homogeneity is present. (Figure 17-VI). At the
full conversion the network consist of a single connected component. The last re-
actions, even at very low rates, connect the previously formed clusters and thus
reduce the non-homogeneity. The final network is quite dense and homogeneous
(Figure 17-VII).
Whereas in the case of strong cyclisation, small molecules with many cycles
form shortly after the start of the reaction (Figure 18-II). The disconnected
components grow in size for a much longer span of conversion before gel tran-
sition is achieved. Most of the new edges appear inside the connected compo-
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nents, enhancing the clustering coefficient (Figure 18-III). The giant component
emerges at a relatively high conversion and it has a non-homogenous structure.
(Figure 18-IV). Finally, at the full conversion the major part of the network
is occupied by the giant component, although other components of small size,
o(n), remain present too. The structure is highly non-homogenous. The full
conversion is also the point at which the modularity and the average shortest
path length reach maximum values.
Role of excluded volume principle An important and distinct feature of
the RGM approach is that reaction rates depend on distances between monomers
that are not known directly, but are implicitly inferred from the topological con-
figuration of the network. In order to define the connection between topology
and physical distance we employ the ’random walk’ concept. The question arises,
which of the random-walk models should be chosen: the commonly used ran-
dom coil model, Φ∗ as given in (5), or the self-avoiding random walk (excluded
volume principle Φ, Equation 6)? A further question is: how would accuracy be
improved in the final results by adopting the more realistic model? It turns out
that the choice between the two models is not just a matter of accuracy, since
using the random coil model would lead to completely erroneous results for large
networks. The reason behind this phenomenon is the asymptotic behaviour of
the models on increasingly large distance.
Let’s consider a connected infinite network of monomers being homoge-
neously distributed in space. Two spheres of radii p, p + δ, are centred at a
selected monomer. The number of monomers positioned in the volume between
the two spheres is proportional to δp2 when δ → 0. Thus, for any small δ > 0,
the asymptotical behaviour of the reaction probability is given by,
lim
p→∞ δp
2Φ∗(A) =∞,
lim
p→∞ δp
2Φ(A) = 0.
In other words, in a model equipped with Φ∗(A) (unlike Φ(A)) the reaction
probability increases for increasing distance between the reacting monomers.
This eliminates the random coil model Φ∗ as a proper candidate to be employed
in simulations of infinite network.
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5 Conclusions
We designed a new stochastic approach for modelling molecular networks that
lies at the intersection of two disciplines: polymer reaction engineering and
network science. The kinetics is accounted for by a Markov Chain accelerated
Gillespie Monte Carlo routine. The main output is the network topology as
presented by an adjacency matrix. Utilising adjacency matrices allows analyses
with the whole ensemble of tools coming from graph theory: average shortest
path, clustering, modularity, giant component transition, etc. These results are
then used to estimate how the spatial position of monomers incorporated in
the network affects their reactivity. The model turns out to reproduce polymer
(network) characteristics like gel point transition, molecular size distributions,
length of linear fragments. Additionally, the model gives insight into nuances of
topological structure, for instance: the measure of non-homogeneity or cluster
(micro-gel) distribution.
We have successfully applied the RGM algorithm to linseed oil polymerisa-
tion, more commonly known as the drying of oil paint. This process produces a
TAG network that involves monomers of various functionality up 9, forming the
building blocks the network. We showed that even though the degree distribu-
tion is fixed, as it is dictated by the natural abundance of fatty acids of different
unsaturation in linseed oil, a wide range of different topologies emerge. Strong
cyclisation (caused for instance by diluting the system) leads to highly non-
homogeneous networks that are also less robust. In contrast, weak cyclisation
causes more robust and homogenous structures.
If intra-monomeric reactions, that reduce functionality of monomers, take
place even at a very slow rate they will considerably contribute to the final
structure of the network in the post-gel regime, when rates of all other competing
reactions are slowed down.
The resulting network topology is presented as an adjacency matrix, which
allows employing graph theory oriented mechanical models to study elastic,
transport, or rheological properties of the materials.
The main outcome of this work is an algorithm generating molecular topolo-
gies. However, alongside we have introduced a new vocabulary inspiring a new
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way of discussing and comparing random molecular topologies, even regardless
of the the methodology adopted to construct them.
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