This paper presents a new modification term for use in adaptive control to improve an already existing design. By employing this term in a conventional adaptive law, the loop transfer properties of a reference model associated with a non-adaptive control design can be preserved. Consequently, this term increases the level of confidence of adaptive flight control systems for purposes of increased flight safety. The results are illustrated on an unmanned combat aerial vehicle dynamic model.
I. Introduction
n this paper we present an improved method of adaptation that enhances robustness of adaptive control systems. The method is arrived at by examining the loop transfer properties of an adaptive system when linearized about a given flight condition. The design approach modifies a conventional adaptive law with the goal of preserving the loop transfer properties of a reference model associated with a non-adaptive control design. The aim is to achieve an adaptive system that preserves the stability margins of a non-adaptive design, while at the same time providing the benefits of adaptation to modeling error.
I
The adaptive loop recovery (ALR) method takes the form of a modification term, similar to the manner in which modification terms like -modification 1 and -modification 2 have been used in the past. In this sense, ALR can be applied to improve an already existing adaptive design, and would ordinarily be employed in combination with either -modification, -modification or any other modification method. The setting for our presentation will be in the context of adaptive augmentation of an existing flight control design. The margins of interest are gain margin and time delay margin.
Stability analysis of adaptive control with ALR modification is performed by examining its asymptotic properties using known results from Singular Perturbation theory. It is shown that the boundary layer dynamics are exponentially stable to a slow manifold in which the loop properties of the reference model are preserved. The analysis leads to the conclusion that, unlike conventional adaptive control, in which the ideal weights are constant, it is necessary that the ideal weights with ALR modification be time varying. This requires that the stability analysis be conducted with that as an underlying assumption
We provide results for a fairly complex example that illustrates augmentation of an existing UCAV flight control system design taken from the literature 3 . These results illustrate the improved margins attainable through the introduction of ALR modification. 1 Professor, School of Aerospace Engineering, anthony.calise@aerospace.gatech.edu. 2 Graduate Research Assistant, School of Aerospace Engineering, tansel@gatech.edu. 3 Graduate Research Assistant, School of Aerospace Engineering, jon.muse@gmail.com. 4 Senior Research Engineer, jun.yang@guidedsys.com.
II. Problem Formulation
As a general background for understanding the concept, we begin by presenting a simple formulation of the model reference adaptive control problem. Consider the following system (1) where , is the state vector, is the control vector, , is the output vector, , , and are known matrices, and is the matched uncertainty that is bounded, and continuously differentiable with respect to x on any compact set . Furthermore, we assume
, is available for feedback. In flight control design the matrices in Eq. (1) are usually obtained by linearizing the equations of motion at selected flight conditions, and the resulting set of linear models are used to design a gain scheduled flight controller. It is assumed that a baseline controller for the system in Eq. (1) exists at each flight condition, and can be written in the form (2) where , is the bounded reference command, is the state gain matrix, and is the input gain matrix. It should be noted that existing flight control designs commonly contain dynamics, in which case one can augment the controller dynamics with the dynamics in Eq. (1), and consider an expanded state made up of the aircraft states and the controller states, and rewrite the dynamics and controller in the form of Eq. (1) and Eq. (2). So there is no loss in generality with respect to dynamic controllers in assuming these forms. However, to further simplify the discussion we introduce the following assumption
Assumption-1:
The uncertainty in Eq. (1) can be linearly parameterized using a set of basis functions in the form
is the unknown but constant and bounded weight matrix, and is the set of basis functions that are assumed to be known.
Given the above one can construct a reference model for the desired response of the closed loop system (4) where , is the desired state vector, , is the desired output, , and are known matrices, with is Hurwitz. Then, an augmenting adaptive controller can be given of the form
Defining
, it is well known 1 that the following adaptive law (6) American Institute of Aeronautics and Astronautics where is a positive definite matrix, and is a positive definite solution of the Lyapunov equation (7) for any , ensures remains bounded, and that as . The resulting adaptive control system is illustrated in Fig. 1 .
In the case where there are bounded external disturbances or when Assumption-1 is relaxed to
where is a compact set, then it can be shown that
is uniformly ultimately bounded. Furthermore, in this case it is common practice to modify the adaptive law in Eq. (6), using either σ-modification 1 , e-modification 2 , and/or parameter projection 4 to ensure that remains bounded. Other modifications have been employed to improve adaptation efficiency. These can be collectively referred to as methods of composite adaptation [5] [6] [7] . More recently a background learning approach has been proposed and even flight tested [8] [9] .
In the next section we introduce a novel modification to the standard adaptive control law that is motivated from the perspective of ensuring that the controller seeks to maintain the loop transfer properties of the reference model, thereby attempting to not only maintain the tracking performance of the reference model, but also its gain and phase margin properties as well, even in the presence of failures, for situations wherein this might be possible. 
III. Adaptive Loop Transfer Recovery
From the perspective of verification and validation of adaptive flight control systems we can formulate and attempt to address the following two problems:
Problem 1: Design an adaptive controller so that asymptotically follows while maintaining the margins of the reference model in Eq. (4).
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Problem 2: In addition, preserve the reference model margins to the degree possible even under uncertainty and/or failures.
A. Loop Properties of Adaptive Systems
While the aspect of tracking performance can be dealt with in a nonlinear setting by employing Lyapunov stability analysis, addressing issues related to margins requires linearization. Within the context of the adaptive control problem formulated in the previous section, this reduces to linearizing the adaptive law in Eq. (6). Figure 2 illustrates the result of this linearization with weights frozen. The upper portion of this drawing represents the reference model dynamics. The margins calculated with the loop broken at in this drawing with correspond to the margins of the reference model. The bottom portion of this diagram shows the effect that the adaptive controller has (in steady state) on the loop properties of the reference model. However, this picture is fallacious because in reality the weights of the reference model are not frozen. But even if they were frozen it is apparent that even if the tracking error is zero, the margins of the reference model are not maintained, but instead they are modified in an unknown way by the lower feedback block. In the case of varying weights it is not possible to even calculate margins on the basis Fig. 2 , because the lower portion of this diagram is a time varying matrix block with Ŵ replaced by . However, it might still be possible to solve Problem 1 and Problem 2 above if we enforce the constraint
for all in the adaptive process. In this direction we introduce the following assumption.
Assumption-2:
x B x ∈ ∀ there exists such that the following two conditions are satisfied:
We further assume without loss of generality that ) (x x β has full column rank.
Assumption-2 requires that there be sufficient redundancy in the choice of basis functions to allow the simultaneous satisfaction of both conditions. One way to ensure these conditions are satisfied is to include a bias term in the basis vector. Furthermore, the assumption implies that in the setting of robust adaptive control design, it is not desirable for the weights to approach a constant ideal weight. W may be ideal in the sense of Assumption-1, but may be far from ideal from the perspective of margin preservation. Note that if W was used in place of in Assumption-2, then these conditions can only be satisfied if ) (t W Δ is a constant matrix. Therefore it is necessary that the ideal weights in the setting of this paper are time varying, although they still may approach a constant, but unknown value at any given steady state flight condition. The point is that to ensure recovery of the loop properties of the reference model it is necessary that the condition in Eq. (9) be maintained during both in transitory and steady state conditions. American Institute of Aeronautics and Astronautics 
B. Adaptive Loop Recovery
Enforcement of the constraint in Eq. (9) in the adaptive law in Eq. (6) can be approximated through a loop transfer recovery approach described in this section. We first note that if (11) where in this case denotes the Frobenius norm, then (12) So in the spirit of other modification terms that have been employed in the past 1-2, 4-7 , we use the gradient in Eq. (12) to modify the adaptive law in Eq. (6) to the following (13) The adaptive loop recovery (ALR) procedure consists of selecting sufficiently large so that remains sufficiently small for all . To ensure ultimate boundedness under the more practical assumption that the first condition in Eq. (10) holds with bounded error, the adaptive law in Eq. (13) can further modified to include an additional modification term, such as e-modification term
where is a positive definite e-modification gain.
Theorem 1: Consider system in Eq. (1), with the control law in Eq. (5), together with the adaptive law in Eq. (13) subject to Assumption 2. There exists such that for all , asymptotically tracks and
is asymptotically stable, and
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Proof: A proof employing Singular Perturbation theory is included in the Appendix.
Comments:
1) The last property implies that , are also possible when the second term in (14) is applied to the output layer weights, and used to modify the standard laws employed for adapting the input and output layer weights. Therefore ALR is complimentary to many existing methods of adaptive control design.
IV. Application to Adaptive Control of a Unmanned Combat Aerial Vehicle
This section illustrates the effectiveness of ALR modification for a fairly complex aircraft flight control example, based on an adaptive control design for the Boeing unmanned combat aerial vehicle (UCAV) 3 . UCAV is a tailless configuration with 3 elevon controls on each wing, plus thrust vectoring for yaw control. A control allocator is used to distribute 3 virtual controller commands for the roll, pitch, and yaw axes to the 7 available actuators. This provides and opportunity to exploit control redundancy in the event of a single control surface failure. However, the baseline control design does not fully exploit this redundancy, so the baseline design has been augmented with an adaptive element as described in Ref. 3 , which essentially follows the approach described in Section II of this paper. Table 1 , where LOE (LME/LIE) denotes the left outboard (midboard/inboard) elevon, and a similar pattern of notation is used for the right side. All the baseline margins are excellent. However, Figure 4 shows that the performance of the baseline controller is seriously degraded when a ROE failure is injected at . The reason for this poor performance can be seen in Table 2 . Note that the phase margin for the RME control loop is reduced to . This shows that the baseline controller design does not make effective use of the available control redundancy. One approach to solving this problem might be to reconfigure the flight control system for this failure, but this presumes that the failure is detected and correctly identified. Therefore an alternative approach that employs adaptation with ALR modification is investigated below. . For this choice, performance under failure appears to be even better that the performance of the baseline controller without a failure (compare Fig's. 3 and 6 ).
To assess the margin of the adaptive controller we introduced a time delay in the RME control channel. According to Table 2-1, this channel can tolerate up to of delay before the system goes unstable when there is no failure. Under this robustness test, through simulation with increasing time delay, the margin of the adaptive controller was found to be nearly identical to that of the baseline controller. This means that the conventional adaptive controller solves Problem 1 with respect to this margin. However with a failure its performance was seriously degraded when tested with time delay. Fig. 8 shows the behavior observed with a time delay in the RME channel of 0.25s. Figure 9 shows the improvement obtained when the ALR modification was employed using . Figures 10 and 11 show that performance progressively improves as is increased to 1000 and to 2000. In fact two properties have been observed. One is that can be made arbitrarily large, even though servo dynamics were modeled in the simulation, and with the introduction of , it is possible to further American Institute of Aeronautics and Astronautics increase the conventional adaptive control gain ( ), thereby achieving more rapid adaptation. Figure 12 shows a comparison of the time history without ( ) and with ( ) ALR modification. e of the adaptive controller , for an RME tim of e delay .
e of the adaptive controller Figure 10 . Performanc with , for an RME tim of e delay . 
V. Conclusion
A novel approach to robust synthesis of adaptive flight control systems has been presented. The underlying assumption is the existence of an ideal time varying weight matrix that lies in a null space that preserves the robustness properties of the reference model. The resulting modification term in the adaptive law is easy to implement, and can be used in a complimentary way with many other approaches to adaptive control. The proof of stability relies on arguments taken from singular perturbation theory, and is different in that the ideal weighting matrix used in the proof is time varying. Example results indicate that this approach shows significant promise for flight control applications.
Appendix: Proof of Theorem 1
Using the first condition in Assumption-2, the system dynamics in Eq. (1) Eq. (A.3) and Eq. (A.4) have the form of a singularly perturbed system with ε viewed as a small parameter [11] [12] [13] [14] . According to Tikhonov's theorem 11 , a first order approximation to the solution for ) , ( ε t e can be constructed from the solution to the 'reduced system' ) 0 
Note that the condition in (A.6) is a natural consequence of setting 0 = ε in (A.4). A requirement for the application of Tikhonov's theorem is that the equilibrium point of the 'boundary layer system' is exponentially stable uniformly in x(t). The boundary layer system in this case is defined by applying the time transformation 
