An all ab initio calculation of the Auger spectrum of HF is presented which includes the effects introduced by nuclear dynamics. The involved potential curves of the core-ionized decaying state and the dicationic final states are computed by CASSCF. On these curves, the wave-packet dynamics is performed in an exact manner. Special attention is paid to the transition to the
I. INTRODUCTION
The accurate computation of molecular Auger spectra is a relatively complex task. This complexity is largely caused by the influence of the nuclear dynamics in the intermediate and in the final states on the observed spectra. In combination with the finite lifetime of the decaying state͑s͒, the nuclear dynamics gives rise to interference effects which may have large impact on the energy position and the form of the vibronic bands in the spectra. [1] [2] [3] [4] Further complexity can be introduced if nonadiabatic interactions among several electronic states occur either in the intermediate or in the final state manifold. In this case the vibronically coupled states cannot be considered separately and the description in a diabatic picture becomes adequate. 5 Moreover, the computation of the Auger transition rates between the decaying and the final states, i.e., the solution of the electronic problem in the fixed nuclei limit, requires also some effort because the continuum wave function of the emitted Auger electron has to be computed. [6] [7] [8] [9] [10] For the Auger spectrum of HF which is considered here the vertical transition rates have been calculated previously. 10 In continuation of this project, vibrational effects, namely corrections on the band positions and widths, have been estimated via a spectral moment analysis within a harmonic approximation for the potential curves 11 ͑for the method see Refs. 2 and 4͒. For an exact treatment of the nuclear dynamics, which is the subject of the present paper, the knowledge of the involved potential curves is indispensable. In general, a large number of electronic energy surfaces has to be considered. Once having calculated the underlying potential surfaces, one can consider the vibrational problem. The theory of the nuclear dynamics accompanying the decay is well developed and is described in detail in Refs. 1, 12-14 using a time-independent formalism and in Refs. 3 and 15 within a time-dependent framework and in Ref. 5 for vibronically coupled systems.
In this work, the involved potential surfaces have been calculated at the CASSCF level. On these curves the nuclear dynamics has been performed. In one case an avoided crossing between two final states has been found within the region of decay. Therefore, as far as the authors are aware, it was possible to investigate explicitly for the first time the effects of nuclear dynamics with coupled potentials on the Auger spectrum.
II. THEORY
Here, we will only give a brief review of the general theory applied to the special situation encountered when calculating the fluorine 1s Auger spectrum of HF. In the experiment 16 the core ionization is accomplished by electron impact of about 8 keV. The excitation process is very fast in comparison with the following decay. This broad band excitation allows for regarding the excitation and the decay as subsequent processes. During the excitation, the core-ionized electronic state, denoted by ͉⌽ d ͘, is populated. Afterwards, this state can decay into several final electronic states ͉⌽ f k ( j) (E)͘ via emission of an Auger electron with energy E.
We would like to mention that under different conditions of the exciting source the excitation and the decay cannot be separated into subsequent steps. 15 The The quantity measured in Auger spectroscopy is the total intensity of the emitted Auger electrons tot (E) as a function of their kinetic energy. It is given as a sum over the partial intensities k ( j) (E) recorded for each of the final electronic
Information about the partial Auger intensities k ( j) (E) is contained in the total wave function ͉ tot (t)͘ of the system ͑without the ejected core electron͒. We make the following ansatz 15 for the total wave function expanded in the set of electronic states: The partial intensities k ( j) (E) are now given by the norms of the nuclear wave functions in the limit t→ϱ
Thus the partial intensities can be extracted by propagating the nuclear wave functions ͉⌿ f k ( j) (E,t)͘ in time. The subject of the next part is therefore the derivation of differential equations describing the evolution of the ͉⌿ f k ( j) (E,t)͘ in time.
For the sake of a simple and clear notation, we restrict ourselves to one subset of two coupled states ͉⌽ f k
(1) ͘ and
Clearly, the total wave function ͉ tot (t)͘ obeys the timedependent Schrödinger equation with the total Hamiltonian Ĥ tot of the system which is composed of the kinetic energy operator of the nuclei T nuc and the electronic Hamiltonian The differential equations of the intermediate and the final states can be decoupled within the local approximation 15, 17 or, equivalently, by the time-independent projection operator formalism due to Feshbach 18, 19 
͑5͒
The resulting differential equation ͑4͒ for the decaying state involves an effective, non-Hermitian Hamiltonian Ĥ d of the decaying state, which reads 
Note that we characterize operators by a caret ''ˆ''. Hence, ⌫ may be R-dependent whereas ⌫ denotes a mere number. The second part of Eq. ͑5͒ accounts for the nuclear motion in the final electronic states. The matrix Hamiltonian Ĥ f k includes the kinetic energy operator. In order to handle the Hamiltonian easily, it is convenient to work in the socalled diabatic representation. 5, [20] [21] [22] [23] [24] [25] Then the matrix Hamiltonian Ĥ f k is a sum of the kinetic energy operator and a potential energy matrix and D f k ( j jЈ) are matrix elements with respect to the electronic wave functions
͑10͒
Note that until now the electronic states ͉⌽ f k ( j) ͘ have not been further specified. Here and in the following they denote appropriately chosen diabatic states. 25, 26 Thus Ŵ k,diab
coincides with Ŵ k ( j) introduced in Eq. ͑5͒ except for the specification of the underlying representation.
Diagonalization of the hermitian potential matrix D f k leads to the adiabatic representation. Thus, the diabatic states and the adiabatic states ͉ f k ( j) ͘ are connected by the unitary
and the ͑diagonal͒ adiabatic potential matrix V f k is given by
The diabatic decay matrix elements Ŵ k,diab
͓see Eq. ͑9͔͒ transform accordingly when switching from the diabatic to the adiabatic representation
Note that in coordinate representation Ŝ k becomes simply an R-dependent ͑2ϫ2͒ matrix. The partial Auger intensities k ( j) (E) can now be extracted from Eq. ͑3͒ by propagating the nuclear wave functions ͉⌿ f k ( j) (E,t)͘ of each subset of vibronically coupled states for sufficiently long time with the aid of the differential equations ͑4͒ and ͑5͒. Alternatively, the intensities can be obtained in the following way: The integral equations corresponding to the differential equations can be solved formally in the limit t→ϱ after insertion of complete sets of eigen- 
where for simplicity the decay width ⌫ is assumed independent of the nuclear coordinates. 27 P ( j) denotes the projector on the jth diabatic component of the eigenvector ͉n f k ͘ of the Hamiltonian matrix Ĥ f k . Expression ͑14͒ for the partial intensities for the production of a final electronic state which is a member of a vibronically coupled manifold k is new. It follows from the time-dependent formulation ͑3͒. Without vibronic coupling, P ( j) ϭ1 and Ŵ k ϭŴ k , Eq. ͑14͒ boils down to the usual expression for a single isolated final state. 1, 3, [12] [13] [14] [15] Because of ͚ j P ( j) ϭ1, summation over all coupled final states of the subset k results in an equation for k ϭ ͚ j k ( j) which also reminds of the intensity for a single isolated final electronic state except of the fact that Ŵ k is a vector of operators.
III. COMPUTATIONAL DETAILS
The calculation of the partial Auger intensities can be performed by propagating the nuclear wave functions ͉⌿ d/ f ͘ in time with the aid of the differential equations ͑4͒ and ͑5͒, the wave packets are then related to the intensities according to Eq. ͑3͒ ͑''time-dependent'' method͒. The wave functions have been represented on a uniformly spaced grid, the action of the kinetic energy has been performed by FFT and the propagation by an short iterative Lanczos integrator. [28] [29] [30] Alternatively, the intensities can be computed by making use of Eq. ͑14͒ ͑''time-independent'' method͒. In this case, the Hamiltonians Ĥ d and Ĥ f k have been represented using a variant of the DVR method introduced by Colbert and Miller. 32 using a triple zeta valence basis set augmented with polarization functions. 33, 34 For the final states the 1 orbital has been kept frozen and the CAS space comprises five , three , and one ␦ orbitals. The same active orbital space has been used in the core-hole state calculations, where the 1(F 1s ) orbital has been restricted to single occupancy using the RAS ͑restricted active space͒ SCF technique. At each point on the potential energy curve this orbital has been kept frozen in a first calculation and subsequently allowed to relax.
The ab initio data have been fitted by a superposition of Morse functions for the ͑bound͒ initial and intermediate states; for the purely repulsive potential curves of the final states a sum of inverse powers has been used. The fit coefficients thus determined can be found in Table I . The Auger transition rates 2͉Ŵ k ( j) ͉ 2 are assumed to be independent of the nuclear coordinates and are taken from Ref. 10 ͑see  Table I͒ .
The HF spectrum is finally obtained after summation of the partial intensities k ( j) (E) over all final states according to Eq. ͑1͒. In order to compare with the experimental spectrum, the computed spectrum has been convoluted with Gaussians with a FWHM of 0.68 eV due to the experimental resolution as reported in the experimental work. 16 
IV. RESULTS AND DISCUSSION
The computed potential energy curves of the electronic states involved in the Auger process are depicted in Fig. 1 . It can be seen that the core-ionized, decaying state is bound and shifted to slightly higher internuclear distances than the ground state ͑from 0.918 to 0.99 Å͒, whereas the final states are purely dissociative into H ϩ and F ϩ fragments. For the
͒ final state an avoided crossing with a satellite state is found which is located within the region of decay. The satellite is mainly characterized as
1 ͒. The handling of this case is described in detail below.
In Fig. 2 the experimental and computed spectra are shown in comparison. Additionally, the line spectrum that is obtained when keeping the nuclei fixed at their equilibrium positions and its convolution with Gaussians of FWHM ϭ0.68 eV are shown. All effects due to nuclear dynamics are here thus excluded. Besides the peak shapes, also the peak position can change significantly by considering the nuclear dynamics ͑see, e.g., the peak at about 615 eV͒. All features of the experimental spectrum, especially the position and the shape of the peaks ͑which may consist of several bands͒ are very well reproduced by the all ab initio calculation includ-ing the nuclear dynamics. Only the relative intensities of some peaks do not match perfectly. For example, the shoulder of the high energy peak between 640 and 648 eV is more pronounced in the experiment than in the calculation. Several possible explanations can be considered for this discrepancy. First, the tip of the ͑computed͒ peak is very narrow and it is perhaps not well covered by the measurement. Another explanation could be the existence of a shake-up satellite in this energy regime not involved in the calculation. Finally, the intensities of the bands depend strongly on the quality of the computed Auger transition rates and the validity of the assumption that these rates are independent of the nuclear coordinates. This may also explain why the computed peaks at about 625 and 615 eV are too large in comparison with the highest energy peak.
The physics and computation of the peak at about 615 eV deserves further attention. This peak consists of bands originating from transitions to the
͒ final state ͑contributions at about 612 eV͒, the 1 ⌸͑2
Ϫ1
,1
͒ state and the satellite state which is vibronically coupled to the 1 ⌸ state as mentioned above. By this coupling the satellite state-which is assumed to be not populated directly by the decay ͓i.e., W1 ⌸,diab ϰ ( 0 1 )]-gains intensity. The potential curves are computed as usually by the CASSCF method in the adiabatic representation. Since the full dynamical calculation is to be performed in the diabatic representation a transformation from the adiabatic states ͉͘ to diabatic states ͉⌽͘ is necessary. According to Eq. ͑12͒ the diabatic potentials are given by
͑15͒ 1 . The CASSCF potential energy curves involved in the calculation of the HF Auger spectrum. The computed data points are indicated by crosses; the potential curves have been fitted to these points as described in Table I . The dashed line indicates the equilibrium geometry ͑Rϭ0.918 Å͒ of the ground state.
The second potential curve 12) is assumed to be constant in the region of decay and is calculated such that the discriminant in the equation above vanishes at the minimum of the potential difference. The value of the coupling thus determined is D 1 ⌸ (12) ϭ 0.38 eV. The diabatic potential curves calculated in this way are shown in Fig. 3 together with the corresponding adiabatic ones. In the total spectrum shown in Fig. 2 the contributions of these states have been computed using these diabatization results. Of course, the dimension of the Hamiltonian matrix of the final state H f k which has to be diagonalized doubles in the case of two coupled states. In order to investigate the strength of nonadiabatic contributions one may switch back to the adiabatic representation by diagonalization of the diabatic potential matrix and by transforming the decay matrix elements Ŵ f k ( j) according to Eq. ͑13͒. The transition rates
become dependent on the nuclear coordinates by this transformation and can thus reflect the vibronic coupling approximately. This effect is known as ''borrowing.'' 25 One then again considers the coupled states separately, and thus the dimension of the Hamiltonian matrices to be diagonalized is halved because the kinetic coupling elements are-as usual-neglected in the adiabatic approximation. The validity of this approximation depends on the magnitude of the coupling; it is only useful if the diabatic coupling D ͑12͒ is relatively large. In the particular case of the transition to the 1 ⌸ state, however, the coupling is small and thus the results which are obtained in the adiabatic approximation differ significantly from the exact one. A comparison of the two calculations is shown in Figs. 4͑a͒ and 4͑b͒ . To further study the validity of the adiabatic approximation we have increased the coupling while maintaining the diabatic potential curves of Fig. 3͑a͒ . We found that a coupling of at least 2 eV is necessary in order for the adiabatic approximation to become useful.
Let us now analyze the results for the composite 1 ⌸ peak shown in Fig. 4 . This analysis should shed light on the influence of nuclear dynamics on the decay of coupled states in general. The 1 ⌸ peak is obtained as a sum over the partial intensities 1 ⌸ ( j) (E) ͑jϭ1,2͒, which are also shown in Figs. 4͑a͒ and 4͑b͒ as dashed lines. The exact peaks ͑1͒ and ͑2͒ as well as the approximate one ad ͑1͒ corresponding to the transition to the adiabatic potential V ͑1͒ are located in the same energy region ͑centered at about 615.5 eV͒ whereas the peak ad ͑2͒ due to transitions to V ͑2͒ is centered at lower energies at about 613 eV. This causes the more asymmetric line shape of the total peak obtained within the adiabatic approximation.
The explanation for the different locations of the peaks is discussed in the following. By the transition from the initial electronic state a wave packet is created on the potential energy curve of the decaying core-ionized state which oscillates approximately between the classical turning points on this curve. These turning points define a Franck-Condon zone in which the decay of the wave packet takes place. In our case the Franck-Condon zone for the decay of this vi- brational state is indicated in Fig. 3͑a͒ . The range of kinetic energy of the emitted Auger electrons is essentially given by the difference between the potential curves of the decaying and final states in this Franck-Condon zone. In the diabatic picture the primary decay of the intermediate state occurs only into the D ͑11͒ state. Therefore, the major contributions to the partial intensity ͑1͒ are expected at about 615.5 eV because the corresponding transitions are favoured by large Franck-Condon overlaps ͓see Fig. 3͑a͔͒ . Once the decay took place, the Auger electrons have been emitted and the range of their kinetic energies is determined. The diabatic state D ͑22͒ is only populated due to the vibronic coupling with the D ͑11͒ state. Consequently, ͑2͒ is also located in the same energy region. The coupling is most efficient in the vicinity of the crossing point ͑RϷ0.94 eV͒ which is located in the Franck-Condon zone ͓see Fig. 3͑a͔͒ . In general, if the crossing point is at higher energies than the Franck-Condon zone for the decay, the wave packet will essentially stay on D ͑11͒ and only a weak and smeared out ͑2͒ is to be expected. On the other hand, ͑2͒ can be substantial and of similar form as that of ͑1͒ if the crossing point is at lower energies than the Franck-Condon zone. The wave packet will just bifurcate when it arrives at the crossing point and each of its two components is related to Auger electrons with the same kinetic energies, i.e., ͑1͒ and ͑2͒ will tend to be essentially parallel in this case. In the specific situation studied here, the crossing point lies in the Franck-Condon zone close to its upper rim. This explains the slightly asymmetric distortion of the ͑2͒ peak towards lower energies. Within the adiabatic approximation, however, the direct decay into both states V ͑1͒ and V ͑2͒ is possible ͑due to the transformation of the decay matrix elements Ŵ 1 ⌸ ( j) described above͒. At nuclear distances smaller than the crossing point one has W 1 ⌸,ad (2) (R)ϷW 1 ⌸,diab
, and W 1 ⌸,ad (1) (R)ϷW 1 ⌸,diab
ϭ0, and hence transitions into the V ͑2͒ state prevail ͑at about 613 eV͒ whereas after the crossing the correspondence between adiabatic and diabatic states has interchanged and the decay occurs mainly into the V ͑1͒ state ͑at about 615.5 eV͒. In order to underline the differences between the exact calculation and the calculation within the adiabatic approximation, the ratio of the partial intensities ͑2͒ and the sum over the partial intensities are shown in Fig. 4͑c͒ . These branching ratios differ mainly for energies below 615 eV-as to be expected. We want to mention that this quantity can, in principle, be observed experimentally by measuring the Auger electrons in coincidence with the fragment ions. Since the kinetic energy of the fragment ions differs by more than 10 eV according to the difference of the dissociation limits of the final electronic states, an assignation is possible. 
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