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TERM MATCHING ON PARALLEL COMPUTERS*’ 
R. RAMESH, R. M. VERMA, 
T. KRISHNAPRASAD, AND I. V. RAMAKRISHNAN 
D Term matching is an important problem that arises very often in term 
rewriting and in functional and equational programming. We present a new 
parallel algorithm for the term-matching problem on the EREW (exclusive 
read, exclusive write) model of parallel computation. Our algorithm as- 
sumes a string representation of the two terms as its input. The string 
representation is first transformed into two labeled ordered trees, and term 
matching is then performed on these two trees. If n is the length of the 
input terms, then for any constant c (0 < f I 1) our algorithm uses O(n’-‘) 
processors and takes O(n’ log n) time. If 6 = 0, the same algorithm will run 
in 0(log2 n) time. The only other known parallel algorithm for this prob- 
lem, due to Dwork, Kanellakis, and Stockmeyer, requires 0(n2) processors 
and takes either O(log n) or 0(log2 n) time. However, their algorithm uses 
the stronger CREW (concurrent read, exclusive write) model of parallel 
computation and assumes a DAG (directed acyclic graph) representation of 
the two terms as its input. On the CRCW (concurrent read, concurrent 
write) model our algorithm requires n processors and O(log n) time. a 
1. INTRODUCI-ION 
Term matching is an important problem that arises very often in symbol manipula- 
tions systems like term rewriting, and in functional and equational programming. 
Informally, given two terms, which are expressions over function symbols fi, f2,. . . 
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and variables ui, u2,. . . , the term-matching problem is to determine an assignment 
of values to the variables in one term so as to render the two terms equivalent. For 
example, the terms fi( fi( ul, %), Mui), Q) and fi(f2(fsV f4 (.&)), MS), f&M) be- 
come equivalent on assigning ui = fs and u2 = f4( fs). Note that term matching is a 
special case of unification [18], in which one of the two terms can be assumed 
variable free. Term matching plays an important role in logic programming. 
Specifically, a recent study carried out on extant PROLOG programs has revealed 
that very often the full power of general unification is not needed and that term 
matching indeed suffices [13]. 
Term-rewriting systems and PROLOG interpreters are generally quite compute 
intensive. Since term matching is a commonly repeated operation in these tasks, it is 
important to speed up this operation. One way to speed it up is to use parallel 
processors. The standard model of synchronous parallel computation is the PRAM 
(parallel random-access machine) model 191. This model consists of a collection of 
processors that share a global memory and execute a single program in lock step. 
There are variants of the PRAM model which handle conflicting reads and writes to 
the same global memory location differently. The strongest variant is the CRCW 
PRAM model, which allows simultaneous reading and writing to the same location by 
more than one processor. In this paper we shall consider only the arbitrary CRCW 
PRAM, in which one of the processor succeeds (it can be any one) when several 
processors attempt writes to the same location simultaneously. The CREW PRAM 
allows simultaneous reading by more than one processor, but disallows simultane- 
ous writes. The weakest variant is the EREW PRAM, in which simultaneous reading 
and simultaneous writing are both prohibited. 
The main goal in the design of parallel algorithms on a PRAM is to construct an 
algorithm for a problem such that its processor-time product has the same asymp- 
totic order of magnitude as the worst-case time complexity of the fastest known 
sequential algorithm for the same problem. The fastest known sequential algorithm 
for term matching has linear time complexity. This is because unification of two 
terms can be done in linear time on sequential machines [16]. 
The first parallel algorithm for term matching on a CREW PRAM appeared in [7], 
with the two terms represented as labeled directed acyclic graphs (DAGs). If n is 
the number of nodes in the DAG, then this algorithm requires’ O( n5) processors 
and O(log* n) time. Recently Dwork, Kanellakis, and Stockmeyer [8] substantially 
improved the upper bound on the processor requirement at no additional asymp- 
totic cost in the running time. Here again the two input terms are assumed to be 
represented as DAGs. They impose certain syntactic restrictions on the DAGs and 
present deterministic algorithms for each of these variants. 
I. 1. Results 
In this paper, we present a new deterministic parallel algorithm for the term-match- 
ing problem. The main results in this paper are as follows: 
Our algorithm uses the weakest EREW model (in contrast, the DKS algorithm 
uses the stronger CREW model). Let n be the length of the input terms. For 
‘f(n) = O(g(n)) iff 3 constants n,, c such that f(n) < cg(n) t/n 2 no; f(n) = O(g(n)) X3 constants 
no, c such that f(n) 2 cg(n) Vn 2 n,. 
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any c (0 < c I 1) our algorithm uses O(n’-‘) processors and requires 
O(n< log n) time. For the case when c is 0, we do term matching in O(log* n) 
time using O(n) processors. Let IT/] be the total number of nodes in the DAGs 
representing the two terms in the DKS algorithm. If the variable-free term is 
represented as a tree, their algorithm uses O(]V]*) processors and requires 
O(log IV]) time, whereas if the variable-free term is represented as a compact 
DAG (for definition see [S]), their algorithm needs 0( ]I’]*) processors and 
O(log* IV]) time. For the tree representation, IV] is always proportional to n, 
which is the length of the input terms. For the compact DAG representation 
]1/] is also proportional to the length of the input terms in the worst case. (One 
such worst-case scenario is when all the subterms are different, in which case 
the compact DAG degenerates to a tree.) 
We assume the natural string representation of the two terms as input to our 
algorithm. We first transform this string into two labeled ordered trees, and 
then operate on these trees to perform term matching. The entire process 
including this transformation is accomplished within the processor and time 
bounds stated above. In contrast, the DKS algorithm assumes a DAG repre- 
sentation as its input. 
The techniques used in our algorithm are novel and have wide applicability. 
Firstly, the technique used in transforming the string representation to labeled 
trees can be used to parse arithmetic expressions optimally on the EREW 
model. Dekel and Sahni were the first to present an algorithm for parsing 
arithmetic expression on this model [6]. However, their algorithm is not 
optimal. Bar-On and Vi&kin [3] subsequently developed an optimal parallel 
algorithm for this problem on the stronger CREW model. Secondly, our 
technique for matching terms on the two labeled trees is quite powerful. It can 
be used to find isomorphism of labeled trees within the same processor and 
time bounds as our algorithm for the term-matching problem. More impor- 
tantly, a direct application of our technique results in a parallel algorithm for 
pattern matching on trees. The design of efficient algorithms for this problem 
has been the subject of intense research because of its importance in a number 
of programming tasks (see [lo], [l], and [5] for recent results on this problem). 
Our algorithm, for this problem on the EREW model, has the same time 
complexity as our term-matching algorithm and a processor complexity that is 
a factor of n larger. Lastly, our algorithm uses the well-known method of path 
compression on “inverted” trees in which the root is reached from any node by 
jumping in steps of 1, 2, 4, and so on. Path compression typically involves 
accessing the location associated with a node in the tree by several processors 
simultaneously. An earlier algorithm that avoided such read conflicts during 
path compression (on an n-node tree) on the EREW model used O(n*) 
processors and required O(log* n) time [15]. We accomplish this within the 
same processor and time bounds as our term-matching algorithm. 
Implementation of our algorithm on the CRCW model requires only n proces- 
sors and O(log n) time. 
The rest of this paper is organized as follows. In the next section we sketch the 
notational preliminaries. In Section 3 we give an overview of our term-matching 
algorithm. In Section 4 we provide its detailed description. 
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2. PRELIMINARIES 
Let V be a set of variables and F a set of function symbols. We assume that 
V fl F = 0. Each function symbol f has a fixed arity a( f ). The set of terms is 
defined recursively as follows: 
a variable is a term, and 
if t,, tZ,..., to(f) are terms and f E F then f(tl,. . . , to(,)) is a term. 
A term is represented by a labeled directed tree defined as follows. 
Definition 1. A labeled directed tree is a finite directed tree T(r, N, E) such that: 
(1) N is a finite set of nodes, E is the set of edges in the tree, and r is a special 
node called root which has indegree 0. Every other node has indegree 1. 
(2) Every node n of the three T has a label that belongs to VU F. 
(3) If a node n has label v E V, then it has outdegree 0. 
(4) If a node n has label f E F, then it has outdegree a( f ), and the edges leaving 
it are labeled 1,2,. . . , a( f ), respectively. 
We shall denote the directed edge from n, to n2 by (q, n2) and its label by label 
((n,, nz)). The label of a node n will be denoted by label (n). 
An e-path( m, n) is a sequence of edge labels on the directed path from n to m 
such that: 
e-path(r, r) = (0), and e-path(m, m) = () if m # r. 
if m # n, then e-path(m, n) = (e,, e2 ,..., ek) such that ni = m, nk+l = n, and 
Vi=1,2,..., k, e, = label((ni+,, n,)), where (ni+l, ni) E E 
Let us assume that the two terms s and t are represented as labeled directed 
trees. Without loss of generality let t denote the ground term. Term matching of s 
and t involves the following steps: 
(1) Identification of the corresponding nodes of the two trees representing the 
terms s and t. These are the nodes that have identical e-paths to their 
respective roots. 
(2) In case the corresponding nodes are labeled with function symbols, then 
check whether these labels are same. We call this the homogeneity check. 
(3) In case a node n of s is labeled with a variable v, the subtree of t rooted at 
the node corresponding to n is regarded as a substitution for u. If there are 
multiple occurrences of v in s, then check to see that all the substitutions for 
v are identical, i.e., the subtrees are isomorphic. We call this the consistency 
check. 
3. OVERVIEW OF THE TERM-MATCHING ALGORITHM 
We now present the central idea underlying our term-matching algorithm. The first 
step in term matching involves identification of corresponding nodes. A naive 
scheme would collect the paths of every node to its root and then compare all 
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possible pairs of these paths. Paths can be O(n) long, and hence in the worst case 
0(n2) labels may have to be examined. So any algorithm which uses this naive 
scheme will have a processor-time product of at least O(n*). 
Encoding the e-path using O(log n) bits [rather than 0( n log n) bits] can result in 
substantial improvement of the processor-time product. Typically, such an encoding 
must assign the same value to corresponding nodes, whereas the values assigned to 
nodes that do not correspond must differ. Encoding nodes in the trees using depth, 
height, breadth-first, depth-first, preorder, or postorder numbers does not always 
assign the same value to nodes that correspond. This is because the values assigned 
by these encoding schemes to the nodes of a particular tree depend on the structure 
of that tree. Hence they fail to assign identical values to two corresponding nodes 
when a node labeled by a variable in one tree corresponds to a node in the other 
tree which is the root of a subtree containing more than one node. (This is the case 
when a variable matches a subterm containing more than one symbol.) 
We have devised a novel encoding scheme in which any e-path in an n-node tree 
is encoded using O(log n) bits. Our scheme assigns identical codes to two nodes iff 
they correspond. The idea underlying our encoding is as follows. 
Initially, the e-path of every node to its father is encoded. This is just the label of 
the edge between the node and its father. As these labels are assigned integers 
ranging from 0 to n - 1, these encoded values also range from 0 to n - 1 and hence 
are representable using O(log n) bits. Next, using path compression, we encode the 
e-path of every node to its 2’th ancestor (i = 0,l , . . . , log n - 1). Thus in log n steps, 
we accomplish the encoding of e-path from every node to its root. In every iteration 
i we must ensure that each of these n encoded values ranges from 0 to n - 1 [i.e., 
they are representable using O(log n) bits], and that two nodes are assigned the 
same value iff the e-paths to their 2’th ancestors are identical. To do this we employ 
the following strategy. 
Assume inductively that at the end of the ith iteration we have encoded the 
e-path of every node to its 2’th ancestor with an integer ranging from 0 to n - 1. In 
particular let p, q, and r be the three nodes such that r and q are the 2’th ancestors 
of q and p respectively. Let x and y be the encodings of the e-paths from p to q 
and q to r respectively. We need to encode the e-paths from p to r (its 2’+l th 
ancestor) at the end of (i + 1)th iteration. Now pick the function C(x, y) to be 
ny + x. However, choosing C(x, y) as the encoding of the e-path from p to r may 
result in erroneously assigning identical encodings to distinct e-paths. Notice that 
C(x, y) is not, in general, representable using O(log n) bits. We illustrate such a 
scenario through the following example. 
Consider the eleven-node labeled tree (representing some term) depicted in 
Figure 1. If the function C(x, v) is chosen as the encoding of the e-path, then it can 
be verified that at the end of the first iteration the e-path from p to s is assigned the 
value 24 (11 x 2 + 2) and the e-path from s to r is assigned the value 12 (11 x 1 + 1). 
These two values are subsequently used in the second iteration to assign the value 
156 (11 X 12 + 24) to the e-path from p to r. Similarly, it can also be verified that 
the e-path from q to r is also assigned the value 156 (11 x 13 + 13). But the e-paths 
from p and q to r are different. However, C(x, y) is a one-to-one function from 
{O,l,. . *, n-1)X(0,1 ,..., n-l} to {O,l,..., n2 - l}. So forcing the encoding at 
the end of each iteration to lie in the range {O,l,. . . , n - l} will ensure that nodes 
with distinct e-paths get different codes. This is done by radix sorting the C(x, r) 
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FIGURE 1. Counterexample. 
values and assigning the same ranks to duplicates. As there are only n nodes in the 
tree, we can assign these ranks as the new encoding of the e-paths. 
A preliminary implementation of this idea on the CREW model was first 
described by the authors in [20]. This implementation assumed two labeled trees as 
input and had a processor-time product of 0( n log’ n). This paper, among other 
contributions, describes a substantially improved implementation of the above idea 
on the weaker EREW model. The constraint imposed by this model (disallowing 
simultaneous reads and writes into the same location) makes this implementation a 
nontrivial task. Our implementation must first transform the string representation of 
the two terms into inverted labeled trees, as path compression can only be used on 
such-trees. We describe an optimal algorithm for doing this transformation in the 
next section. 
Implementation of the path compression on the EREW model requires: 
(1) careful partitioning of the processors into groups (where all the processors in 
a group need simultaneous access to the same location), 
(2) rapid identification of a representative in each group that will access the 
location, and 
(3) distribution of its contents to all the other processors in the group. 
Our term-matching algorithm, incorporating these details, is described in the follow- 
ing section. 
4. DETAILED DESCRIPTION 
Our implementation of term matching on the EREW model requires radix-sorting n 
numbers that range from 0 to at most n* - 1. Any reference to sorting in our 
algorithm always refers to radix sort, and we use the radix-sorting algorithm in [12] 
that sorts n numbers in the range 0 to no(l) in O(nO (0 <E I 1) time using O(n’-‘) 
processors. Our algorithm also requires preorder numbers and depths of the nodes 
in the tree. To compute these two tree functions on an n-node tree we use the 
algorithm described in [19], which again requires O(n’) time and O(n’-‘) proces- 
sors. We shall also use the following fact [4]: any synchronous parallel algorithm 
that consists of a total of x elementary operations and takes time f can be 
implemented by q processors in time [x/q1 + t. This implies that a parallel algo- 
rithm of processor complexity p. and time complexity t, can be simulated by p I p,, 
processors in time t such that pt =p,,t,,. 
We need an algorithm to arbitrate simultaneous reads to the same location. This 
is done by Distribute. 
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Consider an array A with some marked entries. A marked entry along with all the 
unmarked entries to its right, up to but not including the next marked entry, 
constitutes a group. Our goal is to propagate the value of the marked entries to the 
members of the group. Formally, let 
ki=max{jljsir\A[j]ismarked}; 
then Distribute moves the value A[ki] into A[i], for all i. We show how to 
implement it using p (p 5 n) processors. 
Algorithm Distribute 
Step 1. Partition the array A into p sections, each of size n/p. 
Step 2. Let rj and li denote the rightmost and leftmost locations of partition i. 
(Note that ri and Ii for each i can be computed in constant time.) 
Step 3. Within each partition i, scan from right to left for a marked entry. If 
one such entry is found, copy it into A[ri]; otherwise A[r,] remains unmarked. 
Step 4. Distribute the p A[r;]‘s: 
for i := 1 to p pardo 
for k := 0 to log p do 
if (i - 2k > 0 & unmarked(A[ri])) then A[r,] := A[r,_*k] 
end for 
parend 
Note that this will not cause read conflicts, as an array is a single chain (i.e. 
Vi, i - 2k is unique). In addition, each processor is disabled (because of the 
“if’ statement) when it encounters a marked entry. 
Step 5. Now all the A[rij’s are marked. For each A[/;] that is not marked, cop! 
the value of A[ ri_J into A[li]. Note that these are adjacent locations. 
Step 6. Within each partition there is a marked entry now in the leftmos 
location. The contents of the marked entries within each partition are sequen 
tially distributed to the appropriate entries in the partition. This concludes the 
algorithm. 
Steps 1, 2, and 5 take constant time. Steps 3 and 6 require at most n/p time, 
since each partition contains n/p elements. Step 4 takes logp time. Hence the 
algorithm requires O(n/p + log p) time. 
4. I. String-to- Tree Transformation 
We now describe the algorithm to transform the string representation of terms to 
inverted labeled trees. Let A be an array of n locations containing the string 
representation (without commas) of an input term. The output is an inverted labeled 
tree of the string in A and is stored in an array B of records. Each record in B 
typically has “label”, “father”, “ bfn” (breadth-first number), and “edge label” 
fields. For convenience, we shall also use two additional fields-“left brother” and 
“level”. We use “invahd” as a special symbol that does not appear in the input. 
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TABLE 1. Table used in step 2 
Symbol in A [ i - l] Symbol in A[i] B[i].leuel 
0 
+1 
0 
0 
Not possible 
Not possible 
-1 
-1 
Not possible 
‘Any nonparenthesis entry. 
We first compute the nesting level of each symbol using the parentheses in the 
input string. This information is then used to transform the input string into a 
inuerted left-son right-sibling tree form. To identify the left brother of each symbol in 
the presence of parenthesized expressions, we find matching parentheses. We then 
transform this representation to a “normal” tree form. The nodes in such a tree 
represent nonparenthesis symbols in A. The details of this transformation are given 
below. 
Algorithm GenTree 
Step 1. Divide A 
to each group. 
Step 2. For each 
into nlPC groups of n” elements each, and assign one processor 
i > 1, assign a value 0, + 1, or - 1 to B[i].leuel as described in 
Table 1. These numbers indicate the relative levels of an entry A[i] with 
respect to the preceding entry A[i - 11. Initialize B[l].level to 0. 
Step 3. Use the prefix algorithm described in [12] to compute Vi, L[i] := 
E>,,B[j].leuel. From the values assigned to B[i].leuel, it is clear that L[i] 
gives the nesting level of each symbol in A. Copy the value of L[i] back onto 
B[i].leuel. 
Step 4. Sort all the parentheses on the pair (level, position in A). The matching 
parentheses are now in adjacent locations. For each parenthesis save the 
location of its matching parenthesis (in A) in match. 
Step 5. For each nonparenthesis entry i of A, do the following: 
1. B[i].label:= A[i]; B[i].futher := nil 
2. B[i].edge_label:= 0; B[i].left_brother := nil 
For each non-parenthesis entry i of A, (except A[l]).do: 
1. If A[i - l] is not a parenthesis then B[ i].left_brother := i - 1. 
2. If A[i - l] is a left parenthesis then B[i].left_brother := nil, B[i]. father := i 
- 2. 
3. If A[i - l] is a right parenthesis and j is the position of the matching left 
parenthesis, then B[i].left_brother :=j - 1. 
At this stage, we have extracted all the necessary information out of pareothe- 
ses. So we discard parentheses and examine only the nonparenthesis entries in 
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the next step. Array B now has the inverted left-son right-sibling representa- 
tion of the two terms. Step 6 converts this to the desired representation. 
Step 6. Distribute the father information from leftmost sons to their brothers, 
and compute the edge label of each edge. This is achieved by first sorting all 
nonparenthesis entries in A using the pair (level, position in A). This brings 
all the sons of a node together in sorted order from left to right, and the ranks 
so obtained give the breadth-first number of each node in the tree. The father 
information and the breadth-first number of the leftmost son are propagated 
to its brothers by invoking Distribute. The edge label of each edge 
(i, B[i].futher) is one more than the difference between the breadth-first 
number of i and the breadth-first number of the leftmost son. 
We now have the inverted labeled tree representation of the two input terms. We 
use O( n’-‘) processors for each of these steps. Steps 2 and 5 require O(n’) time. 
Step 1 takes constant time. Steps 3 and 4 can be done in O(nc) time (follows from 
[12]). The last step uses Algorithm Distribute. Hence the transformation can be 
carried out in 0( n’) time using 0( nieL) processors. 
Observe that this algorithm can also be used for parsing an arithmetic expression 
into its tree form optimally on the EREW model. The first algorithm for parsing 
arithmetic expression on this model appears in [6]. However, their algorithm is not 
optimal. In [3] an optimal parallel algorithm for this problem was developed on the 
stronger CREW model. 
4.2. Term Matching 
We now perform term matching on the inverted labeled trees. Let s and t denote 
the two labeled trees. Assume that t denotes the ground term. As mentioned earlier, 
we apply path compression on these two trees to encode the e-paths of each node to 
its roots. In the i th iteration all the descendants of a node u that are at a distance of 
2’-’ from it will need the encoded e-path from u to its 2’-‘th ancestor. Since in 
general u will have several descendants at a distance 2’-i, this will give rise to a read 
conflict. To resolve this, we pick the leftmost descendant of u that is at a distance of 
2’-’ from u as the representative. Then these values are distributed to the other 
descendants of u using Algorithm Distribute. 
For each node we identify its leftmost descendant at a distance of 2’ (i E 
{1,2,... , log n}) by computing the breadth-first number of each node in the tree. 
This is done by computing the depth and the preorder number of each node and 
then sorting the nodes on the pairs (depth, preorder number). The ranks thus 
obtained are the breadth-first numbers. Sorting nodes by breadth-first numbers 
brings all the descendants of a node u together if they are at the same distance from 
it. (A node u is the leftmost descendant of u at distance d iff the dth ancestor of 
the node whose breadth-first number is one less than u is different from u.) 
Using the algorithm in [19] we can compute the depth and preorder numbers of 
the nodes in a tree on the EREW model using n processors in O(log n) time. 
Therefore, it can also be done using 0( n’-‘) processors in O(n’ log n) time. The 
tuples (depth, preorder number) can also be sorted in the same model in O(nf) time 
with O(nlPf) processors [12]. Hence breadth-first numbers can be computed in 
O(n’log n) time with O(nlPc) processors. 
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We then encode the e-paths of every node to its root, using the idea outlined 
earlier. On completion of the encoding, we compare the labels of the corresponding 
nodes. If the corresponding nodes are labeled with function symbols, then these 
symbols must be identical for the terms to match. In case a node n of s is labeled 
with a variable u, the subtree of t rooted at the node corresponding to n is regarded 
as a substitution for u. If there are multiple occurrences of u in S, then check to see 
that all the substitutions for u are identical. This can be done easily by our 
term-matching algorithm or by preorder numbering. 
The details of our algorithm are as follows. The inverted tree representations of 
the two terms to be matched (say s and t) are assumed to be stored in the array of 
records Ti and T2 respectively. We use the treeid field in each record to distinguish 
between the nodes in the two trees. For nodes in the tree representation of t, we set 
T,[node#].treeid to be 1, whereas for the nodes in the tree representation for S, we 
set T,[node#].treeid to be 2. The father, label, and edge-label fields in the record 
are used for storing tree information, and code[O:l], newcode, status, and ancestor 
fields are used for storing intermediate values. The status fields can take on one of 
the three values: normal, left-most, and reached. 
Algorithm Term Match 
Step 1. If the input is obtained from GenTree, then the nodes have already 
been assigned breadth-first numbers. Otherwise, the preorder number 
and the depth of each node, in its tree, is computed using the Euler tour 
technique in [19]. The nodes in each tree are sorted on the pair (depth, 
preorder number). The ranks so obtained are the breadth-first numbers. 
Henceforth, we shall refer to a node by its breadth-first number. Note 
that the breadth-first numbers of the roots of the two trees are always 1. 
Step 2. Initialize the two arrays TI and T2. The root is treated separately, as it 
has no ancestor: 
for I:= 1 to 2 do 
T,[l].ancestor := 1; T,[l].code[O] := 0; T,[l].code[l] := 0; 
T,[l].status := reached; 
foreach i>l and I:=1 to2do 
T,[i].ancestor := T,[i].father; 
T,[ i].code[O] := T,[ i].edge_label; 
T,[i].code[l] := 0; T,[i].statu.s := normal; 
Step 3. Apply path compression and compute the encoding of the e-path from 
each node to its root: 
for i := 0 to log n - 1 do 
Step 3.Z. For each node (that it not the root), identify its leftmost 
descendant hat is at a distance of 2’ from it. 
In the i th iteration, Tk[ j].ancestor (k = 1,2) contains the node number of 
the 2’th ancestor of j in tree Tk. For each node j ( j > 0) in T, compare 
T,[j].ancestor and T,[j - l].ancestor. If they are unequal, then j is the 
leftmost descendant that is at a distance 2’ from Tk[ j]. If T,[j].ancestor = 1 
[i.e., the 2’th (I I i) ancestor of i is root], then we do not read the encoded 
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e-path of the root, since it is always 0: 
if( TJ j]. amesfor = 1) then 
Tk[ j].smus := reached 
else if (T,[j].ancestor # Tk[j - l].ancestor) then 
T,J j]. ancestor := T,J TJ j]. ancestor]. ancestor 
T,[j].code[l] := T,[T,[j].uncestor].code[O] 
T,[j].sfutus := left-most 
else T,[j].stutza := normal 
Step 3.2. The values in the ancestor and co&[11 fields read by the 
leftmost descendant of a node p must be propagated to all the other 
descendants of p that are at a distance 2’ from it. This has to be done 
for all nodes p whose values have just been read by their leftmost 
descendant. Notice that all the descendants of p at a distance of 2’ from 
it have contiguous breadth-first numbers. 
1. For each 1 with T,[Q.stutur = left-most, write the T,[I].uncestor in 
Temp[ 11. 
2. Invoke algorithm Distribute on Temp. 
3. For each m with T,[m].stutus = normal, T,[m].uncestor := Temp[m]. 
3. Repeat steps 1, 2 and 3 above with code[l] field instead of ancestor 
field. 
Step 3.3. Compute the new encoding of the e-path of m to its 2’+‘th 
ancestor. 
1. 
2. 
3. 
T,[m].newcode := T,[m].code[O] X n + T,[m].code[l] 
Sort the nodes using newcode field as the key in both the trees (TI and 
T2) together, assigning same ranks to duplicates. 
Transfer the rank computed to code[O] field for each node and reset the 
code[l] field to zero. 
Step 4. Compare the labels of the corresponding nodes. Enter the node label of 
node m in tree k into Lables[T,[m].treeid, T,Jm].code[O]], and check homo- 
geneity by comparing the labels in Labels. For this purpose we assume the 
existence of the function isfunction ( ). 
for each m, llm<n do 
1. L.ubels[T,[m].treeid, T,Jm].code[O]] := T,[m].lubel 
for each m, 0 I m < n - 1 do 
1. mutch[m] := 7isfinction(L.ubels[2, m]) V Lubels[l, m] = Lubels[2, m] 
Match = h,?,-,‘mutch[i]. If Match is false then the two terms fail to match and 
execution halts; otherwise control proceeds to step 5. 
Step 5. If there are multiple occurrences of a variable in the term s, check that 
the substitutions computed for different instances of the same variable are 
identical. This is done only on the nodes of the tree Ti (ground term). 
Step 5.1. Remove the edges from nodes in TI which correspond to a variable 
in T2 to their respective fathers, making them new roots. 
Sfep 5.2. Assign preorder numbers to nodes in each of these trees. The . 
variable for which a subtree is substituted is given to each node in that 
subtree. This is the new treeid for these nodes. 
224 R. RAMESH ET AL. 
Step 5.3. Sorting the nodes on the pairs (preorder number, treeid) brings the 
corresponding nodes together. The labels of these corresponding nodes are 
compared. They are same iff the two terms match. 
Computing the breadth-first numbers in step 1 takes O(n’ log n) time and uses 
O(n’+) processors. Since step 5.2 uses the same algorithm, it can also be done in 
O(n’ log n) time. Since step 2 is initialization of O(n) entries, it can easily be done 
in O(n’) time. Each of the steps 3.1, 3.2, and 3.3 takes O(n’) time. So step 3 will 
take 0( n’ log n) time. Step 4 can be done in 0( n’) time. So term matching can be 
done with O(n’-‘) processors in 0( nL log n) time. If e = 0, then the radix sort 
requires O(log n) time and hence our term matching algorithm then requires 
O(log’ n) time. 
4.3. Example 
We illustrate our approach with an example in which snapshots of important data 
structures are displayed at relevant points. We wish to determine whether the two 
terms t = f( g( a, b), a, c) and s = f( g( X, Y ), X, c) match. We shall first show how t 
stored in the array A is converted into a tree structure stored in array B (the 
conversion of s is similar) by Algorithm GenTree. 
In this example, p, the number of processors, is five. Step 1 of GenTree 
partitions A into five groups, each group containing two consecutive ntries. A with 
the groups depicted by overbraces is given below: 
---A- 
A= f(g(ab)ac). 
The relative level of each symbol, computed in step 2, is 
B[node#].leuel= 0 1 0 1 0 0 0 -1 0 0 . 
The level of each symbol is computed in step 3 by L[i] = CjslB[j].Zeuel, and after 
the copying operation at the end, of step 4, we have 
B[node#].leuel= 0 1 1 2 2 2 2 1 1 1 . 
The contents of match at the end of step 4 are 
match= X10 X7 XX4 XX2 . 
Step 5 of GenTree constructs the inverted left-son right-sibling tree form of the 
term in A, which is shown in Figure 2. At this stage entries in B that correspond to 
parentheses are discarded and B is compacted. As a result B has only six records. 
Step 6 first computes the breadth-first number of each node: 
B[node#].bfn= 
The father and breadth-first number of leftmost son are then distributed to its 
brothers. Before the invocation of Distribute, an array Temp containing six entries 
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I 
node=2 node=5 
label = g V-b+ofier label = a 
left-brother=0 father = 0 
father 
node = 3 node = 4 
label = a left-bmther label = b 
left_brother=O father = 0 
FIGURE 2. Tree after step 5 of GenTree. 
node = 6 
left-brother 
label = c 
father = 0 
is allocated and initialized: 
Temp[B[i].bfn] :=B[i].father i.e., Temp[node#] = 0 1 0 0 2 0 
UIIIII. 
Since we want to distribute Temp[2] to Temp[3] and Temp[4], and Temp[S] to 
Temp[6], we take Temp[2] and Temp[5] as marked entries for Algorithm Distribute. 
The 1; and ri values are stored in arrays L and R respectively. Since we have six 
entries in Temp and five processors, each group contains two ([:I) entries. There- 
fore, only three processors are active during algorithm Distribute. The details of 
Algorithm Distribute are not shown here. Figure 3 shows the final tree constructed 
for the term t by GenTree. 
n&e = 3 node=4 
label = a label = b 
father = 2 father = 2 
FIGURE 3. Final tree form of t. 
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TABLE 2. Arrays Ti and T2 after step 2 of TermMatch 
r, T, 
Breadth-first numbers Breadth-first numbers 
Field 123456 Field 123456 
label jgacab label jgXcXY 
edge-label 0 1 2 3 1 2 edge-label 012312 
father 011122 father 01112 2 
treeid 111111 treeid 222222 
code[O] 012312 code[O] 012312 
coae[l] 000000 code[l] 000000 
ancestor 011122 ancestor 011122 
newcode 000000 newcode 000000 
The two trees obtained after executions of GenTree constitute the input to 
Algorithm TermMatch. Table 2 shows arrays Ti and T, after the initialization step 
2. It can be easily verified from Table 2 that nodes 2 and 5 are the leftmost 
descendants of nodes 1 and 2 respectively. 
Step 3.3 computes newcode values and sorts them: 
T,[node#].newcode= 1 01112(3(7(8 (, 
T,[node#].newcode= 0 1 2 3 7 8 
CIIIIII? 
T,[node#].code[O] = r11213/415(61, 
T,[node#].code[O] = (lj2(3/b(51sl. 
The code[O] field is now assigned the rank of the newcode so computed. The second 
iteration has no effect on the values. The effect of step 4 is summarized by following 
tables: 
Match [ node# ] = true true true true true true 
Step 5.1 creates single-node trees shown in Figure 4 and assigns preorder numbers 
and variable tags. At the end of step 5.3, it is easy to see that the term-matching 
algorithm succeeds. 
REMARK 1. So far, the assumption has been implicit that in unit time each processor 
manipulates integers bounded by a polynomial [ O(log n) bits] in the input size n. 
Relaxing this assumption would yield an optimal parallel algorithm which performs 
term matching in O(n’) time using O(n’+) processors. However, this is not a very 
reasonable model and the details are omitted. 
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0 a 0 a 0 C 
substitution substitution substitution 
for node 3 for node 5 for node 6 
of Tz of Tz of Tz FIGURE 4. Substitutions for 
variables. 
5. CONCLUSION 
In this paper, we have presented a new parallel algorithm for the term-matching 
problem on the EREW model of parallel computation. Our algorithm requires radix 
sort, so any improvement in parallel radix sort on the EREW model will directly 
improve our algorithm. Our algorithm requires O(n) processors and O(log n) time 
on the CRCW model, as duplicates can be identified in constant time. Designing 
such an algorithm on the CREW and EREW models is an interesting open problem. 
It has recently been proved that term matching on trees on the CRCW model has a 
lower bound on time of O((log n)/log log n) when processors are bounded by a 
polynomial in the input size [21]. It will be interesting to see whether our upper 
bounds can be improved. Finally, designing optimal algorithms in any of these 
models is a challenging task. 
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