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Abstract— In the field of remote sensing, in addition to the weather forecast, atmospheric dynamics, oceans, cloud cumulonimbus, 
and Tornado are part of the phenomenon of chaos. Because in the clouds cumulonimbus, there are some layers with a gray border 
indicating irregular and uncertain. There is a boundary line on the layers of Cumulonimbus Clouds that could be identified based 
on the pixel where the differences in the intensity values are extremes. A cloud layer cumulonimbus with a gray edge border can be 
used as the basis for predicting the occurrence of a tornado based on a pixel location that has specific characteristics. In this research, 
a Supervised Image Classification algorithm with Spectral Angle Mapper was performed to get the minimum and maximum pixel 
intensity interval values based on spectral angles in cumulonimbus clouds. Spectral angles allow for quick mapping in determining 
the spectral similarities between two spectrums on cumulonimbus cloud layers. The spectral similarities are calculated by referring to 
the angle between the spectral forming the same dimensional vector space on the RGB color spectrum. Early detection in 
cumulonimbus cloud layers will indicate the occurrence of chaos phenomenon, which could be used to predict tornadoes. The results 
showed that the Spectral Angle Mapper approach gave minimum and maximum pixel intensity values interval of the Average 
Correlation Angle in the dataset image Cumulonimbus Cloud with a classification accuracy value of 95.83%. 
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I. INTRODUCTION 
The Cumulonimbus Cloud is one of the earliest 
formations of a tornado, wherein the clouds there is a 
phenomenon that shows irregularities and cannot be pre-
populated. This phenomenon of irregularities is then called 
chaos [1]. The tornado is the wind caused by the impact of 
the cumulonimbus cloud, which usually grows during the 
rainy season [2], [3]. Nevertheless, to ensure that a chaotic 
phenomenon will lead to the occurrence of a tornado, some 
feature characteristics should be determined, as have been 
suggested in many related research works. 
Determining the characteristics that indicated the potential 
occurrence of the wind of the nipple is difficult because the 
incident always occurs in the sky. One way to get those 
features is through satellite imagery, for example, the 
extreme heat difference is a character by a present of a 
Cumulonimbus Cloud that has a grey border boundary that 
exceeds the rule limit in a stamped image with color 
intensity [3], [4]. The color intensity or color quality of the 
image is the difference in brightness and the gloom of a 
color. The color image can be used as the basis for 
parametric related to the initializing condition of the tornado 
[3], [5]. Imagery has a pixel that is used as the basis for 
determining the sharpness of an object [6]. Pixel 
optimization is useful for object detection, and the 
segmentation of pixel values is considered a significant 
factor.  
The rapid intensification of tropical cyclones forms a 
formation called eye formation, which is essential 
information in the prophecy of Storm [7].  Ant Colony 
Optimization (ACO) algorithm is used to obtains a spectral, 
identifiable image pixel that can be provided to add solutions 
to field sample collection [8], [9]. The method is used to 
reconstruct a spectral dataset into phases, where the hidden 
chaos characteristics in the dataset can be rearranged into 
predictable sequences. Thus, better end members can be 
selected from a spectral or hyperspectral dataset. 
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Some studies researched high-resolution remote sensing 
imagery with the supervised segmentation method; the 
method enhances the expression of uncertainty for pixel 
membership [6], [9], [10]. Other studies observe the storm, 
using satellite-based techniques such as Tropical Analysis 
and Forecast Branch, Analysis of satellite imagery with 
Dvorak Advanced techniques, or abbreviated to ADT used 
by the institute or university of Wisconsin-Madison [2], [11]. 
Satellite imagery data from the National Oceanic and 
Atmospheric Administration and the National Aeronautics 
and Space Administration are commonly used for weather 
forecasts, including tropical cyclones, storm, and rainfall 
[12]–[14]. 
The Supervised Classification method was used with the 
Supervised Image Classification model through the image 
segmentation process using an Edge detection algorithm and 
Next to get the prediction value by using Spectral Angle 
Mapper (SAM) algorithm [11], [15], [16]. The model is 
proposed because it is relatively simple, which provides 
predictive value and uncertainty.  The predicted value can 
from the process result through the Spectral Angle Mapper 
Classification algorithm in the form of the minimized and 
maximum pixel value intervals based on the Average 
Correlation Angle on the RGB color spectrum. 
Average Correlation Angle is the average angle of 
correlation between variable x and variable y on the color 
spectrum of cloud images cumulonimbus and tornado. Both 
variables can be correlated if there is a change between one 
variable and the other basis on a regular in the same 
direction. Tornadoes and clouds cumulonimbus have some 
free or independent variables. A free variable is a variable 
that can affect other variables. Among other variables 
generated by Tornado and cumulonimbus clouds is the 
intensity of light, where the intensity of the light cannot be 
arranged by humans  [17], [18]. 
II. MATERIALS AND METHODS 
In conducting the collection and retrieval of data used as a 
dataset to process the analysis with the supervised image 
classification method, this research uses data contained in 
the Google image of good that comes from the satellite 
NASA through NASA [19], [20]. The dataset in the analysis 
is taken from the image dataset Cumulonimbus cloud, which 
is the beginning of the occurrences of a tornado-like, the one 
found in Figure 1.  
Furthermore, the process of extracting irregular patterns 
contained in the layer cloud cumulonimbus using an edge 
detection algorithm, as seen in Figure 6. The finals process 
is then done to get the minimized and maximum pixel value 
of the average correlation angle by using the Spectral Angle 
Mapper algorithm to get the classifications of supervised 
images (supervised image classification). The dataset used 
with this method is a dataset image cumulonimbus cloud as 
many as 24 datasets in figure 1. 
 
 
 
 
 
 
 
 
Fig.1 RGB Image Dataset 
A. Spectral Angle Mapper (SAM) Classification 
Figure  2. It is a graph of the Spectral Angle Mapper 
(SAM) method based on spectral angles. The spectral angle 
is the angle between the color spectrum in the x(λ1) variable 
and the y(λ2) variable as the vector in the dimensions space 
equal to the number of bands/channels. The processing result 
of the method is the ASCII code. 
 
 
Fig.2. SAM Classification method 
 
It is a pixel-based spectrum classification that uses 
dimensional-n angles to match pixels to training data. [21]  
and [19] Spectral angle mapper method is to determine the 
spectral similarity between two spectra by calculating the 
angle between the spectral as a vector in a space with the 
same dimension. Spectrum the color in this case uses is a 
color RGB or  Red Green Blue.  
 
 
 
 
 
988
The classification of SAM is a direct method of automatic 
by comparing the spectral image of the cloud with the image 
of a tornado. This method is not sensitive to lighting because 
the SAM algorithm only uses the vector direction instead of 
the vector length. The SAM classifications result is an image 
that shows the best fit for each pixel [22]. 
 
Fig.3 Direction Vector SAM algorithm 
 
Figure 3 is an illustration or overview of the result 
classifications with the SAM method. The reflected light 
formed on the RGB color spectrum resulted in a spectral 
angle (α) via vector direction in the X (N) variable and the Y 
(P) variable. Dim is an image circle diameter, Deep is a 
diameter for the determined of spectral angles.  
As for the direction of the vector generated on the cloud, 
dataset image and the tornado generates the average 
correlation angle value. Average Correlation Angle is the 
mean angle of correlation, where the angle of correlation is 
the analysis technique in the statistics that is the angle that 
has the relationship between two variables or degrees of 
relationship or degree of association e.g. variable X and 
variable Y. These variables are to correlate when there is a 
change to a variable that one will be following by a change 
in another variable regularly in the same direction (positive 
correlation) or opposite (negative correlation). 
In this case, on the Tornado wind and the clouds 
cumulonimbus, some variables change and tend to be 
beyond human control. Wind Tornado and clouds 
cumulonimbus do not consider the intensity of the resulting 
light but based on the vector direction. Therefore, the 
Spectral Angle Mapper method is used to determine the 
vector direction found on the cumulonimbus cloud layer. 
Where the layers in the clouds cumulonimbus there are 
vector directions in the same dimensional space as the 
number of bands.  
Spectral Angle Mapper (SAM) is a good method of 
classifications, as it evaluates for the analysis of spectral 
similarities to bring out the target reflection of the 
characteristics of the cloud image cumulonimbus. The 
classifications of Cumulonimbus Cloud using Spectral 
Angle Mapper (SAM) algorithm is performs with equation 
formula: 
 
 
 
(1) 
 
Where: 
 Nb-: number of bands (channels) in the image  
 t-   : Spectral pixels 
 r-   : Spectral reference (measurement spectral library)  
     α-: Spectral angle. 
B. Classifications  of  Imagery (Image Classification) 
Remote sensing technology can monitor the existence of a 
phenomenon that can change information on a regular and 
practical basis, as well as improve the classifications of 
images accurately. Image classification is a form of 
classifications that is useful in monitoring against remote 
sensing data [23], [24]. In the classification of remote 
sensing, images generally consists of the classifications of 
unsupervised images and the classifications of images 
supervised. Unsupervised image classification method does 
not need an understanding of the field of study, because it 
will save time and money. In some instant applications, the 
accuracy of the image classifications does not result in 
shapes that follow the rules. 
The classification method of the supervised image has a 
good accuracy value [25], [26]. The value of accuracy used 
can meet the average value of a sample area that starts at the 
core of the cluster without any other consideration. The 
process was conducted by adding the Chaos method in 
performing the process of searching the data with genetic 
algorithms [27], [28]. The process is performed to provide 
solutions in improving the accuracy value and rapid search 
of the classifications of remote sensing images based on the 
initial sensitive state of a chaotic system and parametric 
system [29], [30]. 
C. Image Classification Techniques 
A hybrid method was used to combine more than one 
classifications method supervised by unsupervised methods 
[19], [31]. The method is often used in remote sensing 
problems to conduct its classifications process. Likewise, the 
classifications of supervised images and classifications 
without supervision coupled with parametric and not 
parametric [18]. The classification of  parametric and non-
parametric images is based on pixels and fuzzy by using 
multiple applications in data analysis. 
Two methods are used for unsupervised image 
classifications by using application [11], [21]. The 
application or software used can perform unknown pixel 
separation based on the bounce value in the classifications 
rather than by direction. The unattended method uses the 
techniques of K-Means and Iterative Self_organizing of  
Data Analysis or ISODATA. 
Both methods are pixel-based and further process the 
statistical analysis based on spectral without considering the 
characteristics of the image [15], [31]. The Data used as an 
example can predict based on the variables measured. The 
depiction of the training area is represented by the most 
effective cover type when an image analyst has knowledge 
of geography for a region and experience in spectral class 
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properties [18], [25]. Figure 4 shows the main steps in two 
common types of image classifications. 
 
 
Fig.4 Supervised Image Classification Diagram 
 
Figure 4 is the work of the supervised image classification 
method, which in the early stages of collecting the image 
dataset to do the training process with the supervised image 
classification method by marking the pixel label on the cloud 
layer Cumulonimbus to obtain accuracy value results. The 
research methodologies used in this study is illustrated in 
Figure 5 
 
Fig.5 Research Methodology 
 
Figure 5 shows four main processes. Process 1 (P 1) 
inputs cloud image, including the cumulus stage, clouds 
cirrus, clouds stratus, clouds cumulonimbus, and ordinary 
clouds. The cloud image is then saved to the cloud image 
dataset as an RGB image (D 1). After that, the process 2 (P2) 
uses an Edge detection algorithm to obtain a gray border of 
the image dataset testing which is the initials characteristic 
of the occurrence of the tornado. The image generated from 
the RGB cloud image conversion becomes the Grayscale 
cloud image. The result of a set of data testing is then saved 
as a Grayscale (D2) image. Process 1 (P1) and Process 2 (P 
2) serve to extract an irregular pattern intensification on the 
cloud layer as well as to find out how fast the pixel intensity 
spreads to pixels (low to high frequencies). Once the image 
is extracted using the edge detection algorithm, next (P3) by 
performing Clustering or Unsupervised Classification 
process using the MultiSpecWin32 application. In this 
process, it serves to get the color intensity information of 
each pixel as well as to get the number of classes, the 
number of pixels, the standard deviation value, and the size 
of the classification contained in the cloud image dataset. 
One form of a cloud that is done by the process of the cluster 
is the image of cumulonimbus clouds. Then process 4 (P4) is 
using supervised image classification, the Spectral Angle 
Mapper algorithm, to get pixel sample count, percent, 
average correlation angle value, and the total amount of 
equal distance to class in pixels.  
III. RESULTS AND DISCUSSION 
The Model formed will be the testing process of the 
Cumulonimbus cloud dataset using the Edge Detection 
algorithm and Spectral Angle Mapper algorithm on 
Supervised Image Classification. It serves to test if the 
interval of value formed on the chaos phenomenon model 
Cumulonimbus Cloud (Cb) to get the interval of the Average 
Correlation Angle value. 
A. Results Cumulonimbus Cloud Dataset Image using Edge 
Detection  Algorithms 
In Figure 6 below as many as 24 cloud image data sets 
Cumulonimbus is a grayscale image. The image is the result 
of the extraction process using edge detection algorithms. 
This algorithm is used to obtain a gray edge border on a 
cumulonimbus cloud. The border is formed to facilitate the 
process of classifications..  
 
 
Fig.6 Grayscale Image Dataset  
B. Result of Cumulonimbus cloud datasets Images using 
Unsupervised Classification 
Once the extracted result is obtained, the clustering 
process is performed before using the supervised image 
classification method. This process aims to obtain a small 
number of classifications of pixel values and accelerate the 
classifications process time by using the supervised image 
classification method. The image dataset results are shown 
in figure 7. For statistical analysis result of mean and 
standard deviation values as found in Table I 
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 Fig.7 Dataset Image Clustering 
 
In Figure 6 and Figure 7, the numbers 1 through 24, as 
many as 24 images produce grayscale, and the interval of 
Clustering values are at intervals 252.43 – 254.93. In the 
results of clustering intervals of the pixel value 24 of the 
Cumulonimbus cloud image dataset, it has been initiated by 
signs of tornado events. 
TABLE I 
MEAN AND DEVIATION STANDARD VALUES 
Image Maximum Mean Value 
Maximum Deviation 
Standard Value 
Red Green Blue Red Green Blue 
Cb1 254.92 254.92 254.92 0.57 0.57 0.57 
Cb2 254.91 254.91 254.91 0.62 0.62 0.62 
Cb3 254.87 254.87 254.87 0.95 0.95 0.95 
Cb4 254.88 254.88 254.88 0.94 0.94 0.94 
Cb5 254.85 254.85 254.85 1.15 1.15 1.15 
Cb6 254.81 254.81 254.81 1.32 1.32 1.32 
Cb7 254.89 254.89 254.89 0.78 0.78 0.78 
Cb8 254.93 254.93 254.93 0.51 0.51 0.51 
Cb9 252.71 252.71 252.71 3.47 3.47 3.47 
Cb10 252.68 252.68 252.68 4.02 4.02 4.02 
Cb11 253.88 253.88 253.88 1.73 1.73 1.73 
Cb12 253.88 253.88 253.88 1.62 1.62 1.62 
Cb13 252.59 252.59 252.59 4.09 4.09 4.09 
Cb14 252.98 252.98 252.98 3.57 3.57 3.57 
Cb15 254.88 254.88 254.88 0.90 0.90 0.90 
Cb16 252.95 252.95 252.95 3.52 3.52 3.52 
Cb17 253.29 253.29 253.29 2.74 2.74 2.74 
Cb18 252.78 252.78 252.78 3.78 3.78 3.78 
Cb19 253.36 253.36 253.36 2.41 2.41 2.41 
Cb20 252.70 252.70 252.70 3.82 3.82 3.82 
Cb21 253.62 253.62 253.62 1.53 1.53 1.53 
Cb22 253.67 253.67 253.67 1.64 1.64 1.64 
Cb23 252.43 252.43 252.43 3.93 3.93 3.93 
Cb24 252.80 252.80 252.80 3.65 3.65 3.65 
 
C. Result Dataset Image Cumulonimbus Clouds using the 
Spectral Angle Mapper Algorithm 
The results obtained using the Spectral Angle Mapper 
algorithm are minimized and maximize intervals of the 
Average Correlation Angle pixel value with a value between 
62.9 ° – 79.5 °. The value can be seen in Table II.  
TABLE II 
AVERAGE CORRELATION ANGLE VALUES 
Image 
Number 
of 
Clusters 
Percent 
Average 
Correlation 
Angle 
Average 
Correlation 
Value 
Cb1 4 4.1 65.7 0.432 
Cb2 4 36.8 64.0 0.438 
Cb3 4 1.7 62.9 0.388 
Cb4 4 1.59 66.5 0.425 
Cb5 4 0.21 66.0 0.459 
Cb6 3 0.035 75.9 0.407 
Cb7 3 0.019 75.0 0.441 
Cb8 4 0.012 72.8 0.41 
Cb9 3 36.8 74.2 0.438 
Cb10 4 1.7 49.1 0.388 
Cb11 4 0.00095 73.2 0.438 
Cb12 2 0.666 85.2 0.412 
Cb13 3 2.86 79.5 0.415 
Cb14 4 2.999 72.0 0.423 
Cb15 4 0.179 73.8 0.395 
Cb16 3 1.593 71.7 0.425 
Cb17 4 0.035 72.6 0.407 
Cb18 4 0.019 73.7 0.441 
Cb19 4 0.21 74.6 0.459 
Cb20 3 1.7 76.2 0.388 
Cb21 4 0.012 74.0 0.41 
Cb22 4 0.179 76.5 0.395 
Cb23 4 2.86 77.4 0.415 
Cb24 4 4.1 62.9 0.432 
 
Table I and Table II are the results of the Supervised 
Image Classification analysis with the Spectral Angle 
Mapper algorithm. The resulting analysis is to get the 
maximum average value and standard deviation for the RGB 
color spectrum. 
 
 
Fig.8 Illustration Spectral Angle Mapper 
 
An illustration or overview of the algorithm determination 
obtained until the result of a spectral angle is shown in 
Figure 8. The spectral angle aims to get the intensity interval 
of the Average Correlation Angle pixel value between the 
layers contained in the cumulonimbus cloud image. In the 
Spectral Angle Mapper method, the darker pixels of the 
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output show a smaller spectral angle. Smaller angles show a 
resemblance between a spectral reference and a spectral test. 
The inputs used in the SAM algorithm implemented in the 
software are the Cumulonimbus cloud dataset. 
IV. CONCLUSION 
The final result of the classification supervised image 
process is at the intensities of the minimized and maximum 
pixel values for the average correlation angle. Findings from  
24 dataset of Cumulonimbus Cloud are as follows: 
Table I. is a result of processing clustering (unsupervised 
classification) before doing the classifications process 
(Supervised Classification) using a Single Pass algorithm. 
These are the result of the cloud Cumulonimbus dataset used 
to obtain the minimized and maximum pixel value intervals. 
Pictures Number 1 to 24 show the result of mean value, 
standard deviation, and maximum classification size. Table 
II shows the minimized and maximized values of the 
average correlation angle which are the final results using 
the supervised image classification method. 
Reviewed from the number of clusters that formed an 
average of 4 clusters are as many as 17 datasets, 3 clusters of 
6 datasets and 2 clusters of only 1 dataset. The number of 
pixels, the mean value, the standard deviation value, and the 
classification size, results in the intensity interval of the 
maximum pixel value are located at the number of sample 
cluster 4 in the dataset at the interval of pixel value of 
252.43 – 254.93 and the standard deviation value of 0.51 – 
4.09, for the maximize classification of the average of 
155.766 and the interval of Average Correlation Angle value 
of between  62.9 ° – 79.5 °. The value of accuracy obtained 
from 24 data cloud cumulonimbus using the supervised 
image classification algorithm based on the average angle of 
correlation is 95.83%. 
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