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This paper studies the second critical exponent and life span of
solutions for the pseudo-parabolic equation ut − kut = u + up
in Rn × (0, T ), with p > 1, k > 0. It is proved that the second
critical exponent, i.e., the decay order of the initial data required by
global solutions in the coexistence region of global and non-global
solutions, is independent of the pseudo-parabolic parameter k.
Nevertheless, it is revealed that the viscous term kut relaxes
restrictions on the amplitude of the initial data required by the
global solutions. Moreover, it is observed that the life span of the
non-global solutions will be delayed by the third order viscous
term. Finally, some numerical examples are given to illustrate all
these results.
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1. Introduction
In this paper, we consider the Cauchy problem for pseudo-parabolic equation
{
ut − kut = u + up, (x, t) ∈Rn × (0, T ),
u(x,0) = u0(x), x ∈Rn, (1.1)
where p > 1, k > 0, and u0(x) is nonnegative and appropriately smooth.
Pseudo-parabolic equations are characterized by the occurrence of a time derivative appearing in
the highest order term [27] and appear in the study of many important physical phenomena, such as
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C. Yang et al. / J. Differential Equations 253 (2012) 3286–3303 3287the seepage of homogeneous ﬂuids through a ﬁssured rock [2], the aggregation of populations [25] or
the heat conduction involving two temperatures [5]. In resent years considerable attentions have been
paid to the study of pseudo-parabolic equations. Refer to [10,15,16,19,22,23] and references therein,
where existence and uniqueness of solutions, regularity of solutions, optimal control problems, pe-
riodic problems, etc. were considered for various pseudo-parabolic equations. Among them, we are
interested in large time asymptotic behavior of solutions for the pseudo-parabolic equations.
It is well known from [8] by Fujita that there exists a critical exponent p∗ = 1 + 2n , such that the
solution of the Cauchy problem
ut = u + up (1.2)
blows up in ﬁnite time for any nontrivial initial data whenever 1 < p < p∗ , and there are both global
solutions and non-global solutions if p > p∗ . Furthermore, it was proved that the critical p = p∗
belongs to the blow-up case [1,12,18]. From then on, the Fujita phenomena have been observed for a
great number of nonlinear PDEs, see, e.g., the surveys [6,21].
The study for the pseudo-parabolic equation (1.1) began since 2005 by Kaikina et al. [15], for which
it was proved that the Cauchy problem (1.1) has a unique global solution if p > 1 + 2n for u0 being
suﬃciently small. Recently, the complete Fujita type result for (1.1) was obtained in [3] with showing
p∗ = 1+ 2n .
In some situations, the sizes of initial data required by the blow-up solutions can be determined
via the so-called second critical exponent concerning the decay rates of initial data as |x| → ∞.
Lee and Ni [20] proved the second critical exponent a∗ = 2p−1 for the Cauchy problem (1.2) with
initial data u0(x) = λϕ(x). More precisely, when p > pc = 1 + 2n , there exist some μ,Λ,Λ0 > 0
such that the solution blows up in ﬁnite time whenever lim inf|x|→∞ |x|a∗ϕ(x) > μ > 0 with λ > Λ,
or exists globally if limsup|x|→∞ |x|aϕ(x) < ∞ with a  a∗ and λ < Λ0. Furthermore, they consid-
ered for the non-global solutions the asymptotic behavior of the life span Tλ as λ → ∞ or λ → 0,
and obtained that Tλ ∼ λ−(p−1) as λ → ∞, i.e., there exist positive constants C1 and C2 such that
C1λ−(p−1)  Tλ  C2λ−(p−1) for large λ, and Tλ ∼ λ−(p−1) as λ → 0 when lim|x|→∞ϕ(x) > 0. Gui
and Wang [11] improved the above results to show that limλ→∞ Tλλp−1 = 1p−1‖ϕ(x)‖−(p−1)∞ and
limλ→0 Tλλp−1 = 1p−1‖ϕ(x)‖−(p−1)∞ when lim|x|→∞ ϕ(x) = ϕ∞ > 0. Moreover, limλ→0 Tλλ(
1
p−1− a2 )−1
exists and was positive when lim|x|→∞ |x|aϕ(x) = L > 0 with 0 < a < min{ 2p−1 ,n} and ϕ is radial
with raϕ(r) either nondecreasing or nonincreasing for r > 0.
The present paper aims to investigate the second critical exponent and life span for the prob-
lem (1.1). We would like to mention that, the general methods for parabolic equations, such as energy
estimates and constructing appropriate supersolutions, are not suﬃcient for revealing the effect of
the third order term kut . For this reason, we introduce an equivalent nonlocal diffusion equation
ut = − 1k u + 1kBku + Bkup in Rn × (0, T ), with Bk = (I − k)−1 given by the Bessel–Macdonald ker-
nel [15]
Bkϕ = 1
(2π)
n
2
∫
Rn
Bk(x− y)ϕ(y)dy = 1
(2π)
n
2
∫
Rn
∞∫
0
1
(2kξ)
n
2
e−ξ−
|x−y|2
4kξ ϕ(y)dξ dy. (1.3)
Asymptotic behavior of solutions for evolution equations with nonlocal diffusions have been widely
considered, see [9,14,26] for instance. In particular, the Fujita type result was obtained in [9]. However,
to our knowledge, there are no investigations for second critical exponent and life span of nonlocal
diffusion equations. Besides, the kernel Bk(x) considered here does not have compact support, quite
differently to that in the previous works where the convolution kernel was assumed compactly sup-
ported. Consequently, more complicated arguments have to be introduced for the present paper.
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u(x, t) = Gk(t)u0(x) +
t∫
0
Gk(t − τ )Bkup(x, τ )dτ , x ∈Rn, t ∈ [0, T ],
where the operators Gk(t) and Gk(t)Bk are expressed as
Gk(t) = exp
(−t(k − I)−1)= ∞∑
m=0
tm(−(k − I)−1)mm
m! , t  0, (1.4)
and
Gk(t)Bk = exp
(−t(k − I)−1)(−(k − I)−1)= ∞∑
m=0
tm(−(k − I)−1)m+1m
m! , t  0.
Deﬁned by Cb(Rn) the space of all bounded continuous functions in Rn , and
Ia =
{
ϕ(x) ∈ Cb
(
R
n) ∣∣∣ ϕ(x) 0, lim inf|x|→∞ |x|aϕ(x) > 0
}
,
I
a =
{
ϕ(x) ∈ Cb
(
R
n) ∣∣∣ ϕ(x) 0, limsup
|x|→∞
|x|aϕ(x) < ∞
}
.
Let a∗ = 2p−1 , u0(x) = λϕ(x). Denote by Tλ the life span of Eq. (1.1).
The main results of the paper are the following three theorems.
Theorem 1. Let u be a solution to (1.1) with p > p∗ .
(i) Assume ϕ(x) ∈ Ia, n 2, a ∈ (0,a∗), or a a∗ with λ large enough. Then u blows up in a ﬁnite time.
(ii) Assume ϕ(x) ∈ Ia, a ∈ (a∗,n). Then the solutions are global in either of the following cases: (a) for any
ﬁxed k > 0 there is λk > 0 such that λ < λk, or (b) for any ﬁxed λ > 0, there exists a large kλ such that
k > kλ . Moreover, the global solution u decays at the rate o(t−1/(p−1)).
Theorem 2. Let p > 1, 0 < ϕ(x) ∈ Cb(Rn) with ‖ϕ‖∞ = lim|x|→∞ ϕ(x) > 0. Then Tλ < ∞, and satisﬁes
1
p − 1‖ϕ‖
−(p−1)∞  lim inf
λ→0 λ
p−1Tλ  limsup
λ→0
λp−1Tλ 
(1+ δ)p−1‖ϕ‖−(p−1)∞
δp−1(1− η)(p − 1)
with some constants 0 < η < 1 and δ > 0, independent of φ .
Theorem 3. Let 1 < p < p∗ , or p > p∗ with 0 a < a∗ , 0 < ϕ(x) ∈ Ia ∩ Ia. Then Tλ < ∞, and when a 	= n,
Tλ satisﬁes that
Tλ ∼ λ−
2(p−1)
2−min{a,n}(p−1) , λ → 0.
Remark 1. Theorem 1 indicates that the second critical exponent a∗ = 2p−1 is independent of the
pseudo-parabolic parameter k. It is shown from Theorems 2 and 3 that the asymptotic order of the
life span Tλ as λ → 0 is independent of k. However, it is known from the item (ii) of Theorem 1 that
the global solution for a > a∗ requires either λ < λk (i.e., λ is small for given k > 0), or k > kλ (k is
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that the blowing up of solutions will be delayed by the viscous term kut , as manifested by the fact
that the life span Tλ is increasing with respect to k. This is reasonable by the physical background
of pseudo-parabolic equations, where k can be explained as a characteristic of the ﬁssured rock, and
the decrease of k corresponds to a reduction in block dimension and (or) an increase in the degree of
ﬁssuring [2].
The rest of the paper is organized as follows. Section 2 is dedicated to the discussion on the second
exponent of solutions for (1.1) (Theorem 1). Section 3 deals with the life span of solutions to prove
Theorems 2 and 3. Finally, some numerical examples will be given in the last section to illustrate the
effect of the viscous term kut .
2. Second critical exponent
In this section, we will prove the second critical exponent a∗ = 2p−1 for the Cauchy problem (1.1).
Firstly, verify the occurrence of blow-up for the solutions when ϕ(x) ∈ Ia , a ∈ (0,a∗), or a  a∗
with λ large enough. Denote ER = Rn \ B¯ R , R > 0. We introduce two lemmas by Mochizuki and
Suzuki [24].
Lemma 2.1. (See Lemma 4.1 in [24].) Set Sε(x) = ρR(|x|)e−ε(|x|−R)2 in ER , with
ρR(r) =
{
r−R
r , n 3,
log r − log R, n = 2.
Then Sε ∈ C2(ER) satisﬁes
Sε −2(n + 2)εSε in ER ,
Sε = 0 on ∂ER ,
Sε > 0 in ER with
∫
ER
Sε dx < +∞.
Lemma 2.2. (See Lemma 4.2 in [24].) For Sε(x) given above, we have∫
ER
Sε(x)dx =
{
πn/2ε−n/2{1+ o(1)}, n 3,
πε−1 log(ε−1/2){1+ o(1)}, n = 2,
as ε → 0.
Proof of Theorem 1(i). Since ϕ(x) ∈ Ia , there are positive constants L and R1 such that ϕ(x) L|x|−a
for all |x| R1. For R0 > R1 large enough, consider
ψε(x) = Cε Sε(x) in ER0
with Sε(x) in Lemma 2.1, Cε = (
∫
ER0
Sε(x)dx)−1. Let u be a solution of (1.1) with initial data in
Theorem 1(i), and
y(t) =
∫
ER
u(x, t)ψε(x)dx.0
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y′(t) =
∫
ER0
ut(x, t)ψε(x)dx = k
( ∫
ER0
uψε(x)dx
)
t
+
∫
ER0
uψε(x)dx+
∫
ER0
upψε(x)dx.
Integrating from 0 to t , we have
y(t) − y(0) = k
∫
ER0
uψε(x)dx− k
∫
ER0
u0ψε(x)dx+
t∫
0
∫
ER0
uψε(x)dxds +
t∫
0
∫
ER0
upψε(x)dxds.
Choose
ϕ(x) = L|x|−a in ER0 .
A simple computation shows u0(x) 2ku0(x) in ER0 for u0 = λϕ . Thus,
y(t) 1
2
y(0) + k
∫
ER0
uψε(x)dx+
t∫
0
∫
ER0
uψε(x)dxds +
t∫
0
∫
ER0
upψε(x)dxds
 1
2
y(0) − 2(n + 2)kεy(t) − 2(n + 2)ε
t∫
0
y(s)ds +
t∫
0
yp(s)ds,
and hence
y(t) 1
1+ 2(n + 2)kε
(
1
2
y(0) +
t∫
0
y(s)
(
yp−1(s) − 2(n + 2)ε)ds
)
 1
1+ 2(n + 2)kε
(
1
2
y(0) + (1− η)
t∫
0
yp(s)ds
)
, (2.1)
provided that
y(t)
(
2(n + 2)εη−1) 1p−1 for some η > 0. (2.2)
Set
y(0) 2
(
1+ 2(n + 2)kε)(2(n + 2)εη−1) 1p−1 . (2.3)
Then, (2.2) is valid at t = 0, and so does for t > 0.
Let
J (t) = 1
2
y(0) + (1− η)
t∫
yp(s)ds.0
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J ′(t) = (1− η)yp(t) K J p(t)
with K = 1−η
(1+2(n+2)kε)p . Therefore,
lim
t→T J (t) = ∞
with T = y1−p(0)
21−p(p−1)K .
Now verify the condition (2.3). By Lemma 2.2 with p > 1,
y(0) =
∫
ER0
u0(x)ψε(x)dx = λLCε
∫
|x|R0
|x|−aρR0
(|x|)e−ε(|x|−R0)2 dx
= λLCεε− n2+ a2
∫
|y|√εR0
|y|−aρR0
(∣∣∣∣ y√ε
∣∣∣∣
)
e−(|y|−
√
εR0)2 dy. (2.4)
Since Cε = (
∫
ER
Sε(x)dx)−1 = O (εn/2), we have
Cεε
a−n
2  ε 1p−1 as ε → 0,
provided 0 < a < a∗ . If a = a∗ , then the right hand sides of (2.3) and (2.4) share the same order of
ε. So, we can make the initial data satisfy (2.3) by letting λ be large enough and comparing the
coeﬃcients of the two ε-terms there. If a > a∗ , for ﬁxed ε, there exists λ1(k) increasing with k, such
that (2.3) holds for λ > λ1(k). 
It is mentioned that the conclusion of Theorem 1(i) is obviously true for n = 1 provided in addition
ϕ(x) > 0. In fact, choose ϕ˜(x) ϕ(x) satisfying ϕ˜(x) L|x|−a for |x| > R0, and ϕ˜(x) (1 + δ)kϕ˜(x)
in Rn for some δ > 0. Then the conclusion follows by setting ψε = π− n2 ε n2 e−ε|x|2 .
Next treat the case ϕ(x) ∈ Ia with a > a∗ = 2p−1 .
Introduce the similarity transformation w(x, t) = k 1p−1 u(k 12 x,kt). A simple calculation shows
{
wt − wt = w + wp, (x, t) ∈Rn × (0, T ),
w(x,0) = k 1p−1 u0
(
k
1
2 x
)
, x ∈Rn, (2.5)
which is equivalent to
{
wt = −w + B1w + B1wp, (x, t) ∈Rn × (0, T ),
w(x,0) = k 1p−1 u0
(
k
1
2 x
)
, x ∈Rn, (2.6)
where B1 = (I − )−1 is deﬁned in (1.3) with k = 1.
We will show that the problem (2.6) admits global solutions under u0 = λϕ with ϕ(x) = 1(1+|x|)a .
It is known from Theorem 2.3 in [3] that the comparison principle is true for (2.5). To construct
the desired supersolutions of (2.6), introduce the auxiliary problem
{
Wt = −W + B1W , (x, t) ∈Rn × (0,∞),
W (x,0) = k 1p−1 u (k 12 x), x ∈Rn, (2.7)0
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properties of the operators B1 and G1(t) can be found in, e.g., [10,15–17,27]. Here we give two lem-
mas for the two operators.
Lemma 2.3. Let W be a solution of (2.7) with W (x,0) = k 1p−1 u0(k 12 x) = λk
1
p−1 ϕ(k
1
2 x), ϕ(x) ∈ Ia with a ∈
(0,n). Then there exists C1 > 0 independent of k such that
B1W  C1W .
Proof. It suﬃces to prove B1W (x,0)  C1W (x,0) with C1 independent of k. Clearly, since W is
the solution of the linear problem (2.7), we know that B1W − C1W solves the same problem, and
thus B1W  C1W in Rn × (0,∞) by comparison, whenever the initial data satisﬁes B1W (x,0) 
C1W (x,0).
For ϕ(x) ∈ Ia , assume ϕ(x) = (1+|x|)−a without loss of generality. By Corollary 8.3 in [4], we have
∫
Rn
1
(4πξ)
n
2
e−
|x−y|2
4ξ
(
1+ |y|)−a dy dξ  C1(1+ ξ 12 + |y|)−a.
Thus,
B1
(
1+ k 12 |x|)−a =
∞∫
0
e−ξ
∫
Rn
1
(4πξ)
n
2
e−
|x−y|2
4ξ
(
1+ k 12 |y|)−a dy dξ
=
∞∫
0
e−ξ
∫
Rn
1
(4πkξ)
n
2
e−
|k
1
2 x−z|2
4kξ (1+ z)−a dy dξ
 C1
∞∫
0
e−ξ
(
1+ (kξ) 12 + k 12 |x|)−a dξ
 C1
(
1+ k 12 |x|)−a
with C1 independent of k, ν . 
Next and throughout the paper, denote by C positive constants independent of x, t , k and λ, which
may be different from line to line.
Lemma 2.4. Let φ ∈ L∞(Rn) ∩ Lq(Rn). Then
∥∥Gk(t)φ∥∥Lp(Rn)  Ct− n2 ( 1q − 1p )‖φ‖Lq(Rn) + Ct
− n2 ( 1q − 1p )√
1+ ( tk )2
‖φ‖Lq(Rn) + Ce− αtk ‖φ‖Lp(Rn),
for t  t0 > 0, where 1 q p ∞ and α ∈ (0,1).
Remark 2. The proof of Lemma 2.4 is given in Appendix A. It is mentioned that, instead of the above
inequality, we will deal with this estimate in another form (see [15,17])
∥∥Gk(t)ϕ∥∥Lp(Rn)  C(1+ t)− n2 ( 1q − 1p )‖ϕ‖Lq(Rn) + Ce− αtk ‖ϕ‖Lp(Rn), t > 0. (2.8)
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{
h′(t) = λp−1C(k1− n(p−1)2q1 + k)(1+ t)− n(p−1)2q1 hp(t), t > 0,
h(0) = 1. (2.9)
Then for any ﬁxed k > 0, there is λk > 0 such that h(t) is bounded in [0,+∞) when λ < λk.
Proof. The local existence-uniqueness of solutions to (2.9) follows from the ODE theory. Integrate
(2.9) over (0, t) to get
1− h1−p(t) = λp−1C(k1− n(p−1)2q1 + k)
t∫
0
(1+ s)−
n(p−1)
2q1 ds λ
p−1C(k1−
n(p−1)
2q1 + k)
n(p−1)
2q1
− 1 . (2.10)
For k > 0, let λk > 0 satisfy
λ
p−1
k C(k
1− n(p−1)2q1 + k)
n(p−1)
2q1
− 1 = 1,
and deﬁne
Cλ = λ
p−1C(k1−
n(p−1)
2q1 + k)
n(p−1)
2q1
− 1 , (2.11)
hλ =
(
1
1− Cλ
) 1
p−1
, (2.12)
for λ ∈ (0, λk). Combining (2.10)–(2.12), we have h(t) hλ for all t > 0. 
Proof of Theorem 1(ii). Set w¯ = h(t)W (x, t), where W is the unique solution of (2.7), and h(t)
solves (2.9).
In what follows, we check that w¯ is a supersolution to the problem (2.6).
For ϕ(x) = (1 + |x|)−a ∈ Ia with a ∈ (a∗,n), we have W (x,0) = λk 1p−1 (1 + k 12 |x|)−a , and thus
B1W (x) CW (x) in Rn × (0,∞) by Lemma 2.3. This implies that
w¯t + w¯ − B1 w¯ − B1 w¯ p = h′(t)W (x, t) − hp(t)B1W p  B1
[
W
(
Ch′(t) − hp(t)W p−1)].
It suﬃces to show
h′(t) Chp(t)‖W ‖p−1L∞ . (2.13)
Take q1 ∈ (na , n(p−1)2 ); we have by (2.8) with k = 1 that
‖W ‖L∞ = λk
1
p−1
∥∥G1(t)ϕ(k 12 x)∥∥L∞
 λCk
1
p−1 (1+ t)− n2q1 ∥∥(1+ k 12 x)−a∥∥Lq1 + λCk 1p−1 e−αt∥∥(1+ k 12 x)−a∥∥L∞
 λC(1+ t)− n2q1 (k 1p−1− n2q1 + k 1p−1 ).
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yields ‖w(·, t)‖L∞  ‖w¯(x, t)‖L∞  Ckt−
n
2q1 for all t > 0 with na < q1 <
n(p−1)
2 . The case (a) is proved.
Next consider the case (b). Recall that the equivalent equation in (2.5) for the re-scaled w is k-
independent, while the initial data
w(x,0) = k 1p−1 u0
(
k
1
2 x
)
 λk
1
p−1− a2 |x|−a.
So, the case (b) also can be proved, since for any λ > 0 ﬁxed, the coeﬃcient of |x|−a can be arbitrary
small provided k > 0 large enough. 
3. Life span
This section deals with the life span for the non-global solutions.
Proof of Theorem 2. Introduce the similarity transformation vμ = μu(μ p−12 x,μp−1t). Clearly, vμ sat-
isﬁes
{
vμt − kμ−(p−1)vμt = vμ + vpμ, (x, t) ∈Rn × (0, T ),
vμ(x,0) = μλϕ
(
μ
p−1
2 x
)
, x ∈Rn, (3.1)
and possesses the life span
Tμ = μ−(p−1)Tλ, (3.2)
where Tλ is the life span of u. Set
yμ(t) =
∫
Rn
vμ(x, t)φε(x)dx
with
φε(x) = π− n2 ε n2 e−ε|x|2 .
It is known that φε(x)−2nεφε(x) and
∫
Rn
φε(x)dx = 1. Choose ϕ˜(x) satisfying
(1+ δ)kϕ˜(x) ϕ˜(x) ϕ(x) (3.3)
with some δ > 0. Let v˜μ satisfy (3.9) with v˜μ(x,0) = μλϕ˜(μ p−12 x). Similar to the proof of Theo-
rem 1(i), we have for yμ(t) with v˜μ that
yμ(t)
1
1+ 2nεkμ−(p−1)
(
δ
1+ δ yμ(0) + (1− η)
t∫
0
ypμ(s)ds
)
provided that
yμ(0)
1+ δ (
1+ 2nεkμ−(p−1))(2nεη−1) 1p−1 (3.4)
δ
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Jμ(t) = δ
1+ δ yμ(0) + (1− η)
t∫
0
ypμ(s)ds.
Then
J ′μ(t) = (1− η)ypμ(t) K ′ J pμ(t)
with K ′ = 1−η
(1+2nεkμ−(p−1))p . Thus Jμ(t) blows up in a ﬁnite time
Tμ 
(1+ δ)p−1 y1−pμ (0)
δp−1K ′(p − 1) . (3.5)
It is easy to check that ϕ˜(x) ∈ Cb(Rn) satisﬁes (3.3), with ‖ϕ˜‖∞ = lim|x|→∞ ϕ˜(x) = lim|x|→∞ ϕ(x) =
‖ϕ‖∞ > 0. Now, with μλ = 1, set
yμ(0) =
∫
Rn
v˜μ(x,0)φε(x)dx = π− n2 ε n2
∫
Rn
ϕ˜
(
λ−
p−1
2 x
)
e−ε|x|2 dx
= π− n2
∫
Rn
ϕ˜
(
λ−
p−1
2 ε−
1
2 y
)
e−|y|2 dy.
Let λ → 0. Then yμ(0) → ‖ϕ˜‖∞ = ‖ϕ‖∞ > 0, and (3.4) is true for ε small enough. By (3.5) with
(3.10), we have
lim
λ→0λ
p−1Tλ = lim
μ→∞ Tμ 
(1+ δ)p−1‖ϕ‖−(p−1)∞
δp−1(1− η)(p − 1) . (3.6)
On the other hand, let f (t) solve
f ′(t) = f p(t), f (0) = λ‖ϕ‖∞.
Then, the maximal existence time
T f = 1p − 1λ
1−p‖ϕ‖−(p−1)∞ ,
and hence
Tλ 
1
p − 1λ
1−p‖ϕ‖−(p−1)∞ (3.7)
by comparison.
Combine (3.6) and (3.7) to complete the proof. 
Proof of Theorem 3. For ϕ(x) ∈ Ia ∩ Ia , there exists l > 0, such that |x|aϕ(x) l when |x| > R with R
large enough. Choose ϕ˜(x) ϕ(x) satisfying (3.3) and ϕ˜(x) l|x|−a for |x| > R . It is known from the
arguments for Theorem 2 that v˜μ blows up provided that (3.4) is true. Take λμ1−
min{a,n}(p−1)
2 = 1.
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yμ(0) =
∫
Rn
v˜μ(x,0)φε(x)dx = μλπ− n2 ε n2
∫
Rn
ϕ˜
(
μ
p−1
2 x
)
e−ε|x|2 dx
μλπ− n2
∫
E1
ϕ˜
(
μ
p−1
2 ε−
1
2 y
)
e−|y|2 dy,
with ER =Rn \ B¯ R . We have by letting λ → 0 that
yμ(0) lπ−
n
2 ε
a
2
∫
E1
|y|−ae−|y|2 dy  Cε a2 .
It can be found that (3.4) holds for either p > p∗ , 0 < a < a∗ , or 1 < p < p∗ , a < n, when ε is small
enough.
When a > n,
yμ(0) = μλπ− n2 ε n2
∫
Rn
ϕ˜
(
μ
p−1
2 x
)
e−ε|x|2 dx
 π− n2 ε n2
∫
ER
ϕ˜(y)e−εμ−(p−1)|y|2 dy
 Clπ− n2 ε n2
∫
ER
|y|−a dy  Cε n2 ,
by letting λ → 0. Apparently, (3.4) hods for 1 < p < p∗ , a > n.
Thus, for 1 < p < p∗ with a 	= n, or p > p∗ with 0 < a < a∗ ,
lim
λ→0λ
2(p−1)
2−min{a,n}(p−1) Tλ = lim
μ→∞ Tμ  limμ→∞
(1+ 2nεkμ−(p−1))η
2nε(p − 1)(1− η) < ∞. (3.8)
For the lower bound of Tλ to be estimate, consider Eq. (2.5). Introduce the similarity transforma-
tion wμ = μw(μ p−12 x,μp−1t) with λμ1−min{a,n}(p−1)2 = 1. Clearly, wμ satisﬁes
{
wμt − μ−(p−1)wμt = wμ + wpμ, (x, t) ∈Rn × (0, T ),
wμ(x,0) = μw
(
μ
p−1
2 x,0
)= λμk 1p−1 ϕ(μ p−12 k 12 x), x ∈Rn, (3.9)
with the life span
Twμ = μ−(p−1)Tw = k−1μ−(p−1)Tλ, (3.10)
where Tλ is the life span of u. Set ν = μ−(p−1) , and consider the equal nonlocal problem
⎧⎨
⎩wμt = −
1
ν
wμ + 1
ν
Bνwμ + Bνwpμ, (x, t) ∈Rn × (0, T ),
w (x,0) = λμk 1p−1 ϕ(μ p−12 k 12 x), x ∈Rn, (3.11)μ
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introduce the auxiliary problem
⎧⎨
⎩Wμt = −
1
ν
Wμ + 1
ν
BνWμ, (x, t) ∈Rn × (0, T ),
Wμ(x,0) = wμ(x,0) = λμk
1
p−1 ϕ
(
μ
p−1
2 k
1
2 x
)
, x ∈Rn.
(3.12)
Since ϕ(x) l1(1+ |x|)−a for some l1 > 0, we know
Wμ(x,0) = λμk
1
p−1 ϕ
(
μ
p−1
2 k
1
2 x
)
 Cλμk
1
p−1
(
1+ k 12 μ p−12 |x|)−a,
and hence
Wμ(x, t) = Gν(t)Wμ(x,0) Cλμk
1
p−1 Gν(t)
(
1+ k 12 μ p−12 |x|)−a,
where Gν is deﬁned in (1.4) with k = ν .
If a > n, we have by (2.8) that
‖Wμ‖L∞  Cλμk
1
p−1
∥∥Gν(t)(1+ k 12 μ p−12 |x|)−a∥∥L∞
 Cλμk
1
p−1
∥∥(1+ k 12 μ p−12 |x|)−a∥∥L1 + Cλμk 1p−1 e− αtν ∥∥(1+ k 12 μ p−12 |x|)−a∥∥L∞
 C
(
k
1
p−1− n2 + k 1p−1 )
for λμ1−
min{a,n}(p−1)
2 = 1.
If a < n, let U be the solution of
{
Ut = U , (x, t) ∈Rn × (0, T ),
U (x,0) = W (x,0) = λμk 1p−1 ϕ(μ p−12 k 12 x), x ∈Rn. (3.13)
We know from [27,28] that limλ→0 Wμ → U . Let U¯ also solve (3.13) with initial data U¯ (x,0) =
λμk
1
p−1 |μ p−12 k 12 x|−a = k 1p−1− a2 |x|−a . Then, U (x, t)  U¯ (x, t + t1) with some t1 > 0. Consequently,
‖Wμ(x, t)‖L∞  C‖U (x, t)‖L∞  C‖U¯ (x, t + t1)‖L∞  Ck
1
p−1− a2 t− a2 for λ small enough.
Denote
w¯μ =
{
α(t)Wμ, for a > n,
β(t)Wμ, for a < n,
where α(t) and β(t) satisfy
α′(t) = C(k1− n(p−1)2 + k)αp(t), β ′(t) = Ck1− a(p−1)2 t− a(p−1)2 β p(t),
with α(0) = β(0) = 1.
It is easy to check that w¯ is a supersolution of (3.9), with blow-up time Tα(k) = C 1k+k1−n(p−1)/2 if
a > n, or Tβ(k) = Ck−1 if a < n. Moreover,
lim
λ→0λ
2(p−1)
2−min(a,n)(p−1) Tλ  kT w¯μ  C
1
1+ k−n(p−1)/2 > 0. (3.14)
The proof is complete. 
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Remark 3. It can be found by (3.14) that, for ﬁxed λ > 0 small, the life span Tλ will be delayed as k
is increasing.
4. Numerical examples
In this section, we present some numerical results for the problem (1.1) with n = 1 by using the
numerical scheme in [7,26] and the adaptive ODE solvers provided by Matlab.
There are four ﬁgures to describe the numerical examples. Figs. 1 and 2 show the effect of the
viscous term kut to the evolution of solutions in the coexistence region of global and non-global
solutions, where p = 4 > p∗ = 3 and a = 1.7 > a∗ = 2p−1 , the symmetric initial data u0 = 11+|x|1.7 ,
and the domain L = [−40,40]. We consider the two cases with k = 0.01 and k = 0.5 respectively. It
is observed that for the case k = 0.01, the solution blows up at the origin in the ﬁnite time T∗ ≈
275.7549. However, in the case k = 0.5, although the iterations are carrying on till t = 1000, the
solution is far from blowing up, and in fact behaves decreasing near the origin. Figs. 1 and 2 illustrate
that a larger k beneﬁts the global existence of solutions.
Next, we choose the initial data u0 = 1
1+|x| 32
and p = 2, satisfying 1 < p < p∗ = 3, 1 a  a∗ = 2.
This belongs to the situation of blowing up under any nontrivial initial data. Figs. 3 and 4 deal with
k = 0.01 and k = 0.02, respectively, and the domain L = [−10,10]. The blow-up occurs at time T ∗ ≈
3.427550 for k = 0.01 and T ∗ ≈ 4.112602 for k = 0.02. This means that the third order term kut
does delay the blow-up time of solutions.
Appendix A
This appendix is concerning the proof of Lemma 2.4 for general k > 0. We follow the technique
in [15] with k = 1.
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Fig. 3. Evolution for the blow-up region with k = 0.01.
3300 C. Yang et al. / J. Differential Equations 253 (2012) 3286–3303Fig. 4. Evolution for the blow-up region with k = 0.02.
Proof Lemma 2.4. Notice that the Green operator Gk(t) can be represented in the form
Gk(t)φ = F¯ξ→xe−
tξ2
1+kξ2 φˆ(ξ)
= F¯ξ→xe−tξ2 φˆ(ξ) + e− tk
n∑
m=0
( tk )
m
m! F¯ξ→x
(
1+ kξ2)−mφˆ(ξ)
+ F¯ξ→x
(
e
− tξ2
1+kξ2 − e−tξ2 − e− tk
n∑
m=0
( tk )
m
m!
(
1+ kξ2)−m
)
φˆ(ξ)
= G0(t)φ + e− tk
n∑
m=0
( tk )
m
m! B
m
k φ +Rk(t)φ,
where F¯ξ→x denotes the inverse Fourier transform and
G0(t)φ(x) = F¯ξ→xe−tξ2 φˆ(ξ) =
∫
Rn
(4πt)
n
2 e−
|x−y|2
4t φ(y)dy,
Rk(t)φ =
∫
n
Rk(t, x− y)φ(y)dy
R
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Rk(t, x) = F¯ξ→x Rˆk(t, ξ) = F¯ξ→x
(
e
− tξ2
1+kξ2 − e−tξ2 − e− tk
n∑
m=0
( tk )
m
m!
(
1+ kξ2)−m
)
.
By the well-known estimate,
∥∥G0(t)φ∥∥Lp  Ct− n2 ( 1q − 1p )‖φ‖Lq , for t > 0,
with 1 q p ∞ [13,15]. Since ‖Bmk φ‖Lp  C‖φ‖Lp , we also have
∥∥∥∥∥e− tk
n∑
m=0
( tk )
m
m! B
m
k φ
∥∥∥∥∥
Lp
 C
(√
1+
(
t
k
)2)n
e−
t
k ‖φ‖Lp  Ce− αtk ‖φ‖Lp , t > 0,
with 1 p ∞ and α ∈ (0,1). To estimate the remainder Rk(t), we have the representation
Rˆk(t, ξ) =
⎧⎨
⎩e
− tk kξ
2
1+kξ2 (1− e−
t
k
k2ξ4
1+kξ2 ) − e− tk ∑nm=0 ( tk )mm! (1+ kξ2)−m, √k|ξ | 1,
−e−tξ2 + e− tk (e
t
k
1
1+k|ξ |2 −∑nm=0 ( tk )mm! (1+ kξ2)−m), √k|ξ | 1,
and hence
∣∣∣∣∂ j Rˆk(t, ξ)∂ξ
∣∣∣∣ Ck j2
(
t
k
) j
2 1√
1+ ( tk )2
e−
tξ2
2 + Ck j2
(
t
k
)n+1
e−
t
k
(
1+ kξ2)−n−1
for t > 0, ξ ∈ Rn , with 0  j  n + 2. By Young’s inequality for convolutions with 1p = 1q + 1r − 1,
1 q p ∞,
∥∥Rk(t)φ∥∥Lp =
∥∥∥∥(2π)− n2
∫
Rn
Rk(t, x− y)φ(y)dy
∥∥∥∥
Lp
 C
∥∥Rk(t, x)∥∥Lr‖φ‖Lp
= C
( ∫
Rn
∣∣∣∣(2π)− n2
∫
Rn
eiξx Rˆk(t, ξ)dξ
∣∣∣∣
r
dx
) 1
r
‖φ‖Lp .
The inverse Fourier transform yields
∣∣∣∣
∫
Rn
eiξx Rˆk(t, ξ)dξ
∣∣∣∣ C 1√
1+ ( tk )2
∫
Rn
∣∣e− t|ξ |22 ∣∣dξ + C( t
k
)n+1
e−
t
k
∫
Rn
∣∣∣∣ 11+ k|ξ |2
∣∣∣∣
n+1
dξ
 C 1√
1+ ( tk )2
t−
n
2 , |x| 1.
In the case when |x| 1, integrate by parts n + 2 times,
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∫
Rn
eiξx Rˆk(t, ξ)dξ
∣∣∣∣= |x|−n−2
∣∣∣∣
∫
Rn
eiξx
∂n+2 Rˆk(t, ξ)
∂ξ
dξ
∣∣∣∣
 C |x|−n−2t n2+1 1√
1+ ( tk )2
∫
Rn
∣∣e− t|ξ |22 ∣∣dξ + C ∣∣∣∣ x√k
∣∣∣∣
−n−2
e−
t
k
∫
Rn
∣∣∣∣ 11+ k|ξ |2
∣∣∣∣
n+1
dξ
= C |x|−n−2t n2+1 1√
1+ ( tk )2
t−
n
2 + C
∣∣∣∣ x√k
∣∣∣∣
−n−2
e−
t
k k−
n
2
∫
Rn
∣∣∣∣ 11+ k|ξ |2
∣∣∣∣
n+1
d
√
kξ
 C
(|x|t− 12 )−n−2 1√
1+ ( tk )2
k−
n
2
(
t
k
)− n2
.
Hence,
∣∣∣∣
∫
Rn
eiξx Rˆk(t, ξ)dξ
∣∣∣∣ C 〈|x|t− 12 〉−n−2 1√
1+ ( tk )2
t−
n
2 , x ∈Rn, t > 0.
The above estimates lead to
∥∥Rk(t)φ∥∥Lp  C
( ∫
Rn
∣∣∣∣(2π)− n2
∫
Rn
eiξx Rˆk(t, ξ)dξ
∣∣∣∣
r
dx
) 1
r
‖φ‖Lp
 C
( ∫
Rn
∣∣∣∣〈|x|t− 12 〉−n−2 1√
1+ ( tk )2
t−
n
2
∣∣∣∣
r
dx
) 1
r
‖φ‖Lp
 C 1√
1+ ( tk )2
t−
n
2 (
1
q − 1p )‖φ‖Lp ,
with 1 q p ∞. 
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