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RÉSUMÉ 
Un modèle ontologique, comme la plupart des proj ets d 'ingénierie des systèmes 
d 'information (modèles concept uels et code source) , est suj et à des erreurs et des 
anomalies. Des travaux existants ont tenté de détecter ces anomalies et ont proposé 
des méthodes pour leur correction en passant par un processus de restructuration. 
Ce processus vi e l'amélioration de la qualité d 'une ontologie et par conséquent fa-
ciliter sa compréhension et sa maintenabilité . Des approches existantes ont abordé 
la restructuration dans différentes perspectives . Cependant, il n 'existe toujours pa. 
de méthodologie bien établie qui couvre tout le processus de restructuration et qui 
permet de faire un remaniement global de la structure de l 'ontologie. De plus, ces 
approches se focalisent sur un seul niveau de la restructuration, soit la détection et 
la correction les erreurs existantes liées au modèle conceptuel de l 'ontologie et ne 
t entent pas d'identifier d 'autres connaissances aussi pert inentes pour le domaine 
modélisé et qui sont manquantes dans l 'ontologie actuelle. Pour répondre à cette 
problématique, nous faisons l'hypothèse que L'Analyse relationnelle de concepts 
(ARC) pourrait constituer un cadre formel très approprié pour la restructuration 
d'une ontologie, notamment pour l'identification des connaissances rnanqnautcs. 
Le but de cette thèse est de propo er une approche de restructuration des onto-
logies par 1 'ARC . Cette approche devrait assurer trois étapes principales : ( 1) le 
codage de l'ontologie initiale dans le format d 'entrée de l'ARC; (2) l'application 
des méthodes de l'ARC pour l 'analyse des données de l'ontologie et leur organisa-
t ion sous formes de treillis de concepts formels; et (3) la génération de l 'ontologie 
restructurée à partir des treillis construits. 
Notre principale contribution serait de gérer la complexité de ces treillis de concepts 
par le filtrage des éléments pertinents qui vont constituer les éléments de 1 'ontolo-
gie restructurée. Notre objectif est de proposer une nouvelle méthode spécialement 
adaptée pour faire un filtrage informé par l 'ontologie de départ. 
Mots clés : Restructuration des ontologies , Analyse formelle de concepts, Ana-





La notion d 'ontologie en informatique est née du besoin de représenter les connais-
sances que l 'on a sur le monde de façon à ce qu 'elle soit utilisable par des machines 
pour des fins d 'inférences. Le champ d 'application des ontologies ne cesse de s'élar-
gir et couvre plusieurs domaines (ex. gestion des connaissances, aide à la décision, 
ingénierie des systèm s intelligents, enseignement assisté par ordinateur , etc.). Au 
fur et à mesure qu'il y ait des projets qui se bas nt sur l'ut ilisation des ontologies, 
une véri table ingénierie se constitue autour de ces ontologies en termes le métho-
dologi et d'outils cl développement. Cette ingénierie a pour but non seulement 
la construction d 'ontologies, mais également leur gestion tout au long d 'un cycl 
de vie (Fürst , 2002). 
L'Ingénieri ontologique (IO) joue un rôle important dans l'avancement de la r -
cherche dans plusieurs domaines d 'applications, notamment pour la modélisation 
des connaissances t héoriques et pratiques des différents domaines et la création 
d 'un consensus au sujet de ces connai sances. Cependant, l'utilisation des onto-
logies construites est infl.uen ée par leur qualité en terme de pertinence par rap-
port aux domaines qu'elles modélisent. Malheureu ement , cette quali té n 'est pas 
toujours assurée du fait qu'elle peut être affectée par plusieurs facteurs liés aux 
différentes opérations effectuées lors du processus de développement , à savoir la 
' 
2 
construction , l'évolution, la maintenance, etc. Toutes ces opérations peuvent g' - . 
nérer des problèmes, des imperfection et des anomalies d 'or ir structurel et/ ou 
sémantique qui peuv nt mener éventuellement à la détérioration de la quali té des 
ontologies construites. De ce fait , il st important de se doter d 'une opération de 
restructuration pouvant m ttr n 'viel nee ces anomalies et proposer des solu-
tion pour leur correction. Cette op'ration ayant pour but cl'amliorer la qualité 
structm elle et sémantique cl 'une ontologie aura un impact sur l'optimisation des 
inférences et des traitements effectués sur cette ontologie. 
C'est clans ce contexte que s' in cri t notre travail de recherche qui vise la proposi-
t ion d 'une nouvelle méthode pour la restructuration des ntologies . 
1.1 Pro blématiquc 
La quali té de l 'ontologie peut être affectée par plusicms factcnrs, uotauuueut 
la présence de redon lances, l 'absence de certaines informations pertinente ·, de 
problèmes de ela.~:; itication, des prob lèm s de description, etc. 
Ces facteurs sont liés aux différentes phases du proc ssus de développement de 
l'ontologie. En premier lieu , lor· cl la construction d 'une ontologie, notamment à 
partir le textes, le outils d 'extraction (s mi-)automatique présentent une limite 
liée au fait qu'ils se basent sur l 'hypoth 'se que tous l s Tments utiles à l 'éla-
boration d 'une ontologie se trouvent nécessairement clans l corpus. Cependant, 
des abstractions pertinentes peuvent ne pas être mentionnées directement clans le 
texte. Égalem nt , durant la construction d 'une ontologi avec des outils de mo-
cl ' lisation , cl nombreux éléments peuvent échapper à l 'at t ntion elu léveloppem 
menant ainsi à des erreurs de con eption. En deuxième lieu, une ontologie lor 
de son évolut ion peut subir des changements simples (modification, ajout, sup-
pression , etc.) et/ ou complexes (fusion, livision , etc .) des éléments ontologiques. 
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Tous ces changements peuvent éventuellement mener à de incohérences au niveau 
le l'ontologie, telles que : la redondance des T ments cl modélisation, l'absence 
d 'éléments pertinents , la génération d'' lém nts inclép nclants qu 'il convient de 
relier , etc. Ces problèmes peuvent également surgir , en troisième lieu, lors de la 
construction d 'une ontologie par assemblage de plusieurs modules ou composantes 
ontologiques couvrant des parties elu domaine à modéliser. 
Les types d 'erreurs, d 'imperfections ct d 'anomalies qui peuvent être identifiés dans 
une ontologie consistent principalement en (Baumeister et Seipel, 2005; G6mez-
Pérez, 2001) : (1) Inconsistance, générée par des erreurs de circularité, le parti-
tions et/ ou des err urs sémantiques; (2) Incomplét1tde, clans le cas où des connais-
sances pertin ntes sont inexistantes clans l 'ontologie; (3) R edondance de certains 
éléments ontologiques (classes/ instances ou bien relations taxonomiques) ; et ( 4) 
Défici ence, qui représente cl autres types d 'anomalies, citons : clas e ou propriété 
inutile, chaine d'héritage, classe disjointe isolée, co-domaine de propriété trop spé-
cifique, redondance dans les aff ectation des propriétés, etc. Ces anomalies n 'im-
pliquent pas nécessairement des erreurs au niveau elu raisonnement sur l'ontologie, 
mais corre pondent à des imperfections qu' il faudrait modifier pour am ' liorer le 
« design » de l 'ontologie et par conséquent faciliter sa compréhension et sa main-
tenabilité. 
Ainsi, comme la plupart des projets d 'ingénierie des systèmes d 'information (mo-
dèles conceptuels et code sources), un modèle ontologique est également suj et à des 
erreurs et de anomalies. Par analogie au domaine de l'ingénierie des logiciels, des 
travaux existants proposent des méthodes de restructuration pour la correction 
de ces anomalie . 
L'état actuel de la recherche dans le domaine de la restructuration des ontologies 
nous a permi de constater l'intérêt de plus en plus croissant que la communauté de 
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l 'lü porte à la tâch de re tructuration, et comment cette tâche joue un rôle le plus 
n plus imporant clans l proces us de développement des ontologies (Fernânclez-
L6pez et al., 1997; G6mez-Pérez, 1998; Suarez-Figueroa et al., 2012). 
De notre analyse des approches de restructuration existantes , il en ressort que : 
1. Les approch s ont tenté le prop-oser des méthodes de restructuration d 'une 
ontologie clans une certaine perspective ou dans un contexte donné, et ne 
sont donc pas généra li ables . Cela rend difficile leur ·omparai ·on ; 
2. Il n 'existe pas de méthodologie bien 'tablie qui couvre tout le processus de 
re tructuration et qui permet de faire un remaniem nt global cl la structure 
de l'ontologie. La plupart des approches effectue des remaniements locaux 
visant à corriger les anomali s clétect ' e · ; 
3. Les travaux existants ·'attachent plus à un seul niveau de la restructuration, 
à avoir la correction des erreurs le conception liées à la structure de l'onto-
logie. Le deuxième niv au , celui concernant la découverte des connai ·sances 
manquante n ' st pas bi n pris en compte; 
4. Pas de bonne compr 'hension de ce que le processus de restructuration doit 
couvrir en tant que tâches de détection de problèm s et tâches de correction 
et donc il manque un cadre formel pour la résolution conjointe de ces cletL'< 
types de tâches ; 
5. Dans la majorité des approches, les opérations de r tructuration sont faites 
manuellement par les développeurs. 
De ces constats par rapports aux limites des approches existantes clériv nt les 
que tians de recherche suivantes : 
Qi : Comment détecter- et corriger les anomalies qui peuvent exister- dans une 
ontologie? Cette question a été traitée par la màjorit' de travaux cl ' v loppés. 
Le ·chéma pré laminant com;iste à proposer des défini t ions d 'un ensemble sou-
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vent peu exhaustif d'anomalies, ut ili ·er ces définitions pour la détection de leurs 
manifestations au ein de l'ontologie et nsuite appliquer de méthodes , le plus 
souvent manu !les, pour la correction cl s erreurs détectées . Dans ce travail , notre 
vision e t un peu différente dan. le ns où ces travatL'< effectu nt des remanie-
ments locaux au niveau de l'ontologie suite à la détection d 'une anomalie alors 
que nous désirons répondre à cette question par une r ' organisation exhaustive et 
automatique de l 'ontologie. 
Q2 : Peut-on garantir une réoryanisation complète de la structure d 'une ontologie 
sans nuire à sa sémantique? Cette question n'a pas été traitée par les approches 
de restructurations citées dans la littérature. Le but de notr travail est d'apporter 
des éléments de réponses à cette question par la proposition d 'un cadre global de 
la restructuration. Un cadre qui perm ttra de faire une r 'organisation complète 
le la structure de l'ontologie sans que les modifications effectué s sur la structure 
ne changent la sémantique véhiculée par la structure de l'ontologie ini tiale. Ce 
qui signifie que clans le cas d 'une ontologie OvVL, par exemple, le triplets RDF 
énoncés sur le conc pts qui étai nt vali les avant la restructuration vont être 
compatibles avec la nouvelle ontologie restructurée. 
Q3 : Comment évaluer la perfor-mance d 'une méthode de TestTuctumtion ? Il est 
important de nous interroger ur la qualité des résultats de notre approche de 
restructuration. Dans notre travail , nou · ne comptons pa évaluer la pertinence 
de la restructuration mais plutôt valider la performance de notre méthode de 
restructuration. 
1.2 Hypothèse de recherche 
Afin de rendre no questionnements plus précis, nous avons pris un certain nombre 
d'hypothèse qui reflètent notre conviction que : à l 'instar de l 'Analys joTmelle 
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de concepts (A FC) qui a ét' ut ilisée avec succès pour la restructuration des mo-
dèle en Génie logiciel (GL), son extension v rs les Logiques de description (LD) 
l 'Analyse r-elationnelle de concept (A R C) devrait nous aicl r dans notre recherche. 
Ainsi, nos hypothèses se présentent comm suit : 
Hypo thèse principale : L 'Analyse r-elationnelle de concepts pourrait constituer un 
cadre formel approprié pour la restructuration d 'une ontologie, notamment 1 our 
1 'identification des c:onnaissa11ccs manqua11tcs . 
Notre idée est de propo er une approche de restructuration des ontologies qui 
soit soutenue par un cadre formel capable de garantir , d 'une part, le respect des 
principes ontologiques, à avoir les notions de concepts, propriétés, rôl s, relations 
hiérarchiques, etc. et, cl 'autr part , l faire une restructuration compl 'te de ces 
éléments. Pour cette raison, nous pen ons que l 'Analyse r-elationnelle de concepts 
pourrait constituer ce cadre. Cette hypothèse se base sur le fait que les ontologies 
et l'ARC modélisent des concepts, mais dans les buts différents . Le but d 'une 
ontologie est la mocléli ·ation des connaissances d 'un domaine et la création d 'un 
consensus au sujet le ces connai ances . En r vanche, le but de l'ARC est l 'analyse 
et la . t ructuration des donn 'es d 'un domaine. Un concept en ARC est défini 
par une paire d 'ensembles : un ensemble l 'objets (extension) qui repr ' entent les 
instances de ce concept dans le domaine, t un ensemble d 'attributs (intension) qui 
rcpré entent les descripteurs le cc concept . Par contre, la défini tion d 'un concept 
ontologique se focalise sur la partie intentionnelle (Formica, 2006). 
En out re, l'ut ilisation de l'AFC/ ARC a été explorée dans différents domaines de ~·e-
herche et a donné de bons résultats. otons ceux qui nous intéressent : (1) l'ingé-
nierie ontologique, notamment la construction et la fu ion des ontologies (Stumme 
et Maedche, 2001 ; Cimiano et al., 2005; anda et al., 2006; Bendaoud et al., 
2008; Rouane-Hacene et al. , 2008); et (2) la réing'ni ri cl s mod ' les (Godin et 
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Mili, 1993; Godin et al., 1998; Snelt ing, 2000 ; Godin et Valtchev, 2005; Rouane-
Hacene et al., 2007). 
So1Ls-hypothèses : 
S-Hypl : Les élém ents ontologiques pourraient êtr·e codés en une structure ma-
nipulable par l 'ARC. L s méthodes de l 'ARC reçoivent en entrée les données à 
analy er sous forme de tables binaires codant un ensemble d 'individus et leurs 
descripteurs associés . Étant lonné qu 'une ontologie est une structure hi ' rarchique 
de concepts, nous supposons que les éléments ontologiques (principalement les 
concepts) peuvent facilement être représentés par des tables binaires codant un 
ensemble de concepts décrits par un ensemble de propri ' tés. Le même principe sera 
appliqué pour le codage des autres éléments, notamment les relat ions sémantiques 
entr les concepts. 
S-Hyp2 : L 'ARC pourr·ait assurer une réorganisation complète de la structure d'une 
ontologie sans perte d 'informations, donc améliorer sa qualité tout en préservant 
(au m oins) sa sémantique. Les méthodes de l 'ARC se basent sur les données 
en entrée pour faire des regroupements d 'individus ayant des propriétés en com-
mun eL les organiser sons fo rme de st.rncLures hiérarchique appelées « Ln.illis ». 
Grâce aux propriétés intrinsèques des treillis telles que la factorisation maximale 
et l'exhaustivité, l'ARC nous fournit un environnement naturel de représenta tion , 
d 'organisation et de structuration des données (Rouane-Hacene et al., 2007). La 
factorisation maximale assure une absence totale les redondances, et l'exhaus-
t ivité permet au treillis d 'inférer toutes les abstractions possibles à partir des 
donn ' es existantes . Ainsi, dans notre contexte cl s ontologies , les connaissances 
déjà existantes seront conservées et de nouvell s ab tractions seront extraites et 
intégr ' s à l'ontologie initial . Pour cela, nous pouvons faire l'hypothèse que l'ARC 
pourrait assurer une réorganisation complète de la structure d 'une ontologie sans 
- -------------------------
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perte d'informations ·ur la sémantique v'hiculée par c tte structure. 
S-Hyp3 : Les rés·ultats issus de l 'A RC pourmient êtr-e tr-aduits ver-s une nouvelle 
stT'ucture ontologique. Les résultats issus les rn ' thodes de l' ARC sont des treillis de 
concepts formels. Nous faisons l'hypothèse que cette structure peut êt re traduite 
en une ontologie en s'appuyant sur le fait que th 'oriquement un concept form l 
correspon 1 à un concept ontologique (Bain , 2003). D'autr s travaux (Cimiano 
et al. , 2004; Formica, 2006) font correspondre un concept ontologique à l 'ensemble 
des attribu ts d 'un concept formel. 
S-Hyp4 : Un filtrage efficace des treillis issus de l 'A R C pourr-ait améliorer la qua-
lité de la restn.Lctumtion. Bien que l'ARC a l'avantage d 'être exacte et complète, 
elle possède l 'inconvénient de générer des tr illis très complexes avec beaucoup 
de concepts superflus qu 'il faudrait éliminer. Tous fai. ons l 'hypothèse qu 'il e. t 
possible de détecter les concepts superflus à l'aide de critères généraux qui ex-
ploitent la structure du t reilli , l'ontologie ini tiale et possiblement des ources de 
connaissances universellement acces ibles. 
1.3 Objectifs de la recherche 
L'objectif global de cette recherche consi te à proposer une nouvelle approche l 
restructuration bas' e sur l 'ARC qui vise l'amélioration de la qualité structurelle 
et sémantique d 'une ontologie. 
Le premier objectif spécifique vise à développer un cadre structurel et formel cou-
vrant tout le processus de restructuration et permettant de faire une r 'organisation 
complète d 'une ontologie. 
Le deuxième objectif spécifique vise à développer une méthode pour le filtrage 
des t reillis de concepts issus de l'ARC. Un filtrage qui ·oit ba ·' e · ·ent iellement 
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sur l'évaluation de la pertinence relative des concepts formels qui vont constituer 
l'ontologie restructurée. 
1.4 Contributions 
Ce travail apporte une contribution à la restructuration des modèles ontologiques 
par la proposition d'une nouvelle méthode basée sur l 'ARC. Dans ce cadre, nos 
contributions sont résum ' es comme suit : 
Une approche globale pour la restructuration d'ontologies 
- L'approche couvre tout le processus de r structuration permettant la prise en 
compte conjointe des deux aspects suivants. Tout d 'abord, elle permet l'iden-
t ification et la correction de anomalies xistantes dans l'ontologie. En ui te, la 
découverte et l 'intégration des connaissances manquantes. 
L' approche est complètement automatique. Elle se base sur un cadre formel 
avec des méthodes universellement applicables qui ffectue une réorganisation 
complète des éléments ontologiques de sorte que les anomalies visées soient 
détectées et corrigées automatiquement et de manière exhaustive. 
L'approche fournit , comme pour les classes , une structure hiérarchique des 
« propriétés objet ». 
La méthode de codage proposée, basée sur un méta-modèle simplifi ' d 'ontolo-
gies, suit un processus général et extensible. Ce processus de codage permettra 
donc de représenter et coder les principaux éléments elu méta-modèle OWL 
complet en une FCR (structure d 'entrée de l'ARC). 
- L'approche, bien qu ' lle oit proposée pour la restructuration des ontologies 
OWL, peut être appliquée pour d 'autres types cl langages ontologiques (ex. 
DAML+ OIL). Une adaptation sera néces aire uniquement au niveau : (1) des 
règle· de codage de l'ontologie représentée clans le langage consicl ' ré; et (2) 
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des règles de traduction des concepts formels filtrés vers le langage ontologique 
cible. 
- L'approche est généralisable, elle ne dépend pas d 'un contexte ou d 'une onto-
logie de domain pécifique. 
- L'approche offre un cadre de formalisation pour la gén'ration d'une ontologie 
OWL à partir cl 'une représentation conceptuelle (concept , propriétés, r lations, 
etc.) d'un domaine. Ceci est po ·sible avec une adaptation de la méthode du co-
dage. 
U ne m éth ode de fil t r age des treillis d e concepts 
- La méthode développée rcpré ·cnte une solution à la problématique elu filtrage 
des treillis de concepts volumin ux lans un contexte de re tructuration. 
D s rn sur s pour !' 'valuation de la pertinence relative de concepts formels clans 
un contexte ontologique. 
ne combinaison de mesures qui améliore les performances elu processus. Le 
t ravail r' ali ' a révélé qu'un filtrage basé sur une combinaison de mesures ap-
porte une amélioration significative à l'outil de restructuration des ontologies en 
comparaison avec le fi ltrage basé sur un algorithme naïf ainsi qu 'avec le fil t rag 
bas' resp ctivem nt sur chacun des mesures retenues. 
- Les précédents constituent de moyens pour gérer la complexité des tr illis. Les 
méthodes développées dans cette thèse pourraient être réutilisées clans d 'autres 
contextes d 'utili ation de l'AFC et de l'ARC , là où il serait nécessaire de fil-
trer des treillis de concepts et notamment d'évaluer la pertinence r lative des 
concepts formels au sein de ces structure , citons le autres op'rations de l 'in-
géni ri ontologique (construction/ apprentissage, f tsion , mo lularisation , tc.) 
ainsi que le domaine de la réingénieri de modèl s. 
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1.5 Organisation de la thèse 
Le chapitre 1 (Introduction) a présenté le contexte général dans lequel s' inscrit 
cette recherche, posé la problématique et les que t ions de recherche qui nous ont 
préoccupé, donné les hypot h ;se qne uou avons pri e afiu de rcudre nos ques-
tionnerneut s plus précis, défini les objectifs de recherche, eL final m nL présenté 
les principales contributions de cette th 's . 
Le chapitre 2 (État de l'art) est scindé en deux grandes sections. La première pro-
po e un état de l'art sur le domaine cl l IO . ous commençon par pré enter les 
concepts de base liés à l'ingénierie ontologique (défini t ions, prin ip s, méthodes 
et outils, etc.). Ensuite, nous définisson. les aspects problématiques (anomalies) 
qui p uv nt exister dans un modèle ontologique. La deuxième section offre une 
revue de littérature des approches de restructuration des ontologies. En premier , 
nous cl' fini . on la problématique de la re. tructuration cl 'un moclèl ontologique. 
Ensuite, nou résumons les principaux travaux qui ont déjà adressé cette problé-
matique. Enfin, nous présentons une analyse cri t ique des approches existantes tout 
en précisant les problèm s liés aux ontologie non encore traités parc s approches . 
Le chapitre 3 (Cadre de restructuration des ontologies par l'ARC) pr's nte notre 
approche pour la r structuration des ontologies . ous entamons le chapitre par la 
pr 'sentation de notre cadre théorique qui est l'Analyse relationnelle de concepts 
(ARC). Ensuite, nous décrivons l processus g' néral de la restructuration par 
l'ARC en détaillant ses différentes phases. Enfin , nous précisons omment notre 
cadre peut traiter un certain nombre d'anomalies qui peuv nt exister dans un 
modèle ontologique. 
Le chapitre 4 (Méthode pour le fi ltrage des treillis le concepts) onstituc la contri-
bution principale de cette thèse . Il e t entamé par la formulation de la probléma-
tique elu filtrage des t reillis. Ensuite, développe un certain nombre le mc ure que 
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nous avons retenues dans le but cl trouver une solution à cet te problématique 
dans notre ontexte de restructura tion. 
Le chapitre 5 (Évaluation cl l 'approche) est consacré à l'évaluation de l'approche 
proposée. En premier lieu, les outils et les plateform s utili ·és pour l'implémen-
tation des modules développés sont pr 'sentés . Deuxièmement, le protocole suivi 
pour la validation de la méthode le fi ltrage ct de l 'approcl1C globale est décrit . 
Ensuite, les détail des expérimentations menées sont donnés. Finalement , l ré-
sultats des expérimentations sont analysé et discuté . 
Le chapitre 6 (Conclusion) donne un résumé cl s r 'alisations et présente les prin-
cipale contributions de la pr ' ente thè ·e suivis des limites du travail réalisé et 
des perspectives envisagées dans ce cadre de recherche. 
CHAPITRE II 
ÉTAT DE L'ART 
2.1 Ingénierie ontologique 
Le terme« Ingénierie ontologique (IO) » a été introduit clans (Mizoguchi ct Ikeda, 
199 ) pour désigner un nouveau champ de recherche en Intelligence artificielle 
(IA) qui vise le développement de systèmes informatiques orientés contenus. Ce 
champs st née du besoin de résoudre des problèmes liés au partage et r ' utilisation 
des connais a.nces, à la repré entation des connaissances nécessitant un certain 
consen us , à l 'intégration de sources de données hétérogènes, etc. qui nécessite 
non seulement des théories ou des méthodes de raisonn ment, mais également un 
traitement adéquat de la sémantique des représentations. 
Cette section présente l'état de l'art sur l 'lü. Elle est organisée n cinq sous-
sections. La première présente la notion d 'ontologie en donnant sa définition (en 
philosophie et en informatique) , ses composantes et sa typologie. La deuxième 
définit le cycle de vie cl 'une ontologie. Les t roi · sous-sections suivantes décrivent 
re pectivement les princip s qui guident le proces us de construction des ontolo-
gies, les méthodologie::; ct les out il::; qui soutiennent cc processus. Enfin , la der-
nière sous-section donne la liste de problèmes, d 'imperfections et d 'anomalies qui 
peuvent être ident ifiés au niveau d 'une ontologie. 
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2.1.1 Notion d 'ontologie 
L'ontologie est un terme philosophique qui dé.'igne l'étud de c qui existe, c' t-
à-dire les connaissances que l'on a ur le monde (Welty et Guarino , 2001). 
Les ontologies sont apparues en IA avec l'émergence de l 'Ingénierie des connais-
sances (IC) comme réponses aux problématiques de repr 'sentation et de manipu-
lation des connaissances au sein des systèm s informatiqu s (Fürst, 2002) . L'IC 
est le domaine de développement d 'expertise en conception des Sy tème à base de 
connaissances (SBC). Un SBC permet le stockage, la con ·ultation et la manipu-
lation des connaissances, et leur partage entre plu ieur · ystèmes informatiques 
ainsi qu le raisonnement automatique sur les connaissances stockées . Dés l'or , de 
progrès considérables ont été constat' s lans le clévelopp ment des bases concep-
tuelles qui permettent la réutilisation et le partage des connaissances. Une des 
avancée. est le fait de fonder ces bases de connaissanc s sur la sp 'cification cl 'une 
ontologie. Cette approche permet d 'établir les représentations à travers lesquelles 
l s machines peuvent manipuler la sémantique les information· , et assurer ain ·i 
l ur interprétation (Für t, 2002). 
Au cours de ceLLe dernière viugt.aiue d 'auuées, plusieurs défiuit.ious ouL ét.é aLLri-
llllées FI. la notion d 'ontologie. La définit ion con idérée comme historiquement la 
première en IA est celle de (Grub r et al., 1003) : « une ontologie est une spécifi-
cation explicite cl 'une conceptualisation ». À ceci, (Bor t, 1997) a ajouté : « une 
ontologie est défin ie comme étant une spécification exr licite et formelle cl 'une 
concept ualisation partagée ». Cette définition a été expliquée par (Stucler et al. , 
199 ) comme sui t : « une spécification explicite et formelle d 'une conceptua-
lisation partagée », telle que : 
explicite : Tou les concepts, les relations, les propriétés, les contraintes, l fonc-
t ions, t les axiomes sont définis explicitement. 
(ne onrologie ham-nil ·ecw d · crit d cou epts tré généraux. conune: l"espace, 
Je temps. les évènemellls. etc. qui sont indépendants d ' 1111 domaine paJticul.ie.r. 
Elle peut être mili èe pa1· une large ommw1auté d'utilis ateurs 
Une omologie de 
domaine décrit le 
vocabulaire d'lm 
domaine spécifique 
Une ontologie de tàche 
décrit le vocabulaire 
d 'm1e uîche ou activité 
générique 
Une o111ologie d 'applicarion e t l' ontologie la plus . pécit1que. Les concepts 
diUIS cette ontologie représentent les roles joués pm· les entités dn domaine 
durant l'exé ution l'une activité donnée 
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Figure 2.1 Typologie des ontologies selon l'obj et de conceptualisation (Guarino, 
1998) . 
formelle : L'ontologie peut être traduite dans un langage interprétable par la 
machine. 
conceptualisation : Un modèle abstrait qui orrespond à l'ident ification des 
concepts appropriés à un phénomène clans le monde. 
partagée : Toutes les connaissances détenues dans l 'ontologi sont partagées par 
un groupe ou une communauté. 
Plusieurs typologies des ontologies ont été proposées clans la li ttérature. Ces ty-
pologies se liffèrenL par leur cri Lère de d assificaLion, à savoir : niveau de détail, 
niveau de complétude, niveau de formalisme de représentation, et enfin objet de 
conceptualisation (Mizoguchi et Bourdeau, 2004). 
La typologie la plus connue est celle basée sur l 'objet de conceptualisation (Gua-
rino, 1998) illustrée par le schéma de la figure 2.1. 
Les connaissances dans une ontologies sont modélisées en utili ant cinq types 
d 'éléments (G6mez-Pérez, 1999) : 
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- Concepts : n concept définit toute connaissance pertinente décrivant une partie 
de la réali té. Un concept peut être oncret ou abstrait, ' lémentaire ou composé, 
réel ou fict if. Il peut donc représenter un obj et matériel, une idée, une tâch , 
une fonction , etc. 
Relations : Les relations mocléli. ent les type · d 'interaction entre les concepts 
d 'un domaine et permettent de raffiner la sémantique de ces concepts. Ces 
relations sont de type : généralisation- pécialisation, composition, dépendance, 
di j onction , etc . 
- Fonctions : Les fonctions sont des cas particuliers de relations . Dans le cas 
d 'une fonction, le n-ième élément de la relation est défini en fonction des (n-1 ) 
élément pr' céclents. 
- A.1:iomes : Le &'<iomes repré ·entent des assert ions, considérées comme touj ours 
vraies, uLilisécs pour modôliscr des affirmations ôvidcnLc · ur le domaiuc. 
- Instances : Les instances représentent les objets manipulés à t ravers les concepts . 
2.1.2 Cycle de vic des ontologies 
Étant donné que les ontologie · sont considérées comme cl s composantes logici Iles 
destinées à être utilisées dans des sy tèmes informatiqu s, elles possèd nt un cycle 
de vie qui nécessite d 'être spécifié (Fürst, 2002). Les auteurs dans (Dieng et al., 
2001) ont proposé un cycle de vie inspiré du génie logici 1 comme illustré à la figure 
2.2. Il comprend six principales étapes : (1) détection des besoins; (2) construc-
tion; (3) diffusion ; (4) utilisation; (5) évaluation; et (6) évolution. Le ·uivi et la 
gestion de itérations sur ces étapes sont assurés par une activité de contrôl et 
de planification. 
D étection des besoins : Cette étape consiste à délimiter le domain le connais-
sances à modéliser , préciser l'objectif opérationnel ct ident ifier les utilisa-





C o ntrô le et planit!cation 
Figure 2.2 Le cycle de vie d 'ontologie (Dieng et al. , 2001). 
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Construction : Cette étape est généralement découpée en : (1) conceptualisa-
tion ; (2) ontologisation ; et (3) opémtionnali ation. La conceptualisation 
con ist e à ident ifier les connai sances du domaine. Ensui te , préciser la na-
ture concept uelle de ces connaissances : concepts, relations, propriétés des 
concepts et des relations règl s, contraintes, etc. L 'ontologisation est la 
construction proprement di te de l 'ontologie qui doi t respecter 1 principes 
g' néraux et les cri tères de l'ingénierie ontologique (voir section 2.1.3) . Dans 
c tte étape, les connaissances définies a priori en langage naturel seront tra-
duites lans un certain formalisme. L but de 1 étape d'opémtionnalisation 
est de rendre l'ontologie opéra tionnelle c'e t-à-dire permettre aux machines 
de manipuler le connaissances repré. entées dans l'ontologie, et effectuer des 
raisonnement ur ces connaissances . 
Diffusion : Cette étape s'intéress au déploiement t à la mise en place de l'on-
tologie construi te. 
Utilisation : C'e t l'utili a tion proprement dite de l'ontologie par les ut ilisa-
teurs : annotation l s re ources, résolut ion de requêtes , raisonnement , et c. 
Évaluation : Cette étape s'intéresse à l'évaluation de la quali té et de l'intérêt 
l l'ontologie clans son contexte d 'usage. Le but est de vérifier si l'ontologie 
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construi te r ' pond aux besoins opérationnels de se· utilisateurs. 
Évolution : Cette étape implique la modificati n de l'ontologie sui te à des chan-
gements dans le domaine de onnaissances, dans la conceptualisation ,· ou 
clans les exigenc s des utilisateurs. 
Les sous-sections suivantes sont onsacrées aux principes, méthodologies et outils 
mis en uvre lors de la phase de construction. 
2.1.3 Principes de construction d 'ontologies 
Dans (Gruber et al., 1993) , l'auteur a propo é un ensemble de critères pour guider 
le processus de développement cl s ontologies. Ces critères sont résumés clan · ce 
qui suit : 
Clarté : Les défini t ions les termes d 'une ontologie doivent être objectives et 
cloiv nt communiquer la signification réelle (attendue) des termes léfinis. 
Toutes les définitions doivent 'gaiement être docum ntées en langage natu-
rel. 
Cohérence : Une ontologie doit êtr cohér nte, c'est-à-dire les inférences faites 
via les axiomes cl ' finis au niveau de cette ontologi do iv nt être conformes 
aux définitions des concepts. 
Extensibili té : n modèle ontologique loit être extensible de façon monotone, 
c'est-à-elire de nouveaux term s g 'néraux et/ ou spécialisés peuY nt ~ t re déii.-
nis dan l'ontologie d 'une façon qui ne nécessite pa la révision des définitions 
léjà existantes . 
Biais de codage minimal : Un biais de codage résulte lorsque les choi.,x de re-
pr 'sentation des onnaissances lépendent d 'une notation ou d 'une implé-
mentation. Ce biais de codage doit être minimal, car des agent partageant 
des connaissances peuvent être implémentés clans différent systèmes de re-
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présentation. 
Engagements ontologiques minimaux : Une ontologie doit exiger des enga-
gements on alogiques minimaux suffisant pour supporter les activités cspé-
r ' s du partage des connaissance . Elle doit ·pécificr le moins possible ses 
concepts permettant aux parties engagées clans cette ontologie de spécialiser 
et d 'in tanci r les conc pts cl l'ontologie selon leurs besoins. 
Les auteur clans (Azpfrez et al., 1998) ont également pré ·enté un ns mble de 
princip à re pect r clan la conception d 'une ontologie : 
Modularité : Une ontologie doit être modulaire. Il s'agit de minimiser les cou-
plage · entre les modules permettant ain i plus de flexibilité ct un usage plus 
varié. 
Diversification de chaque hiérarchie : Ce principe vise l'augmentation de la 
puissance fournie par les mécanismes de l'héritage multiple. Par une repré-
sentation suffisante des connaissances t une utili ation de différents cri tères 
le classification, il serait plus facile d 'ajouter de nouveaux concepts puis-
qu'ils peuvent être facilement pécifiés à partir des concepts et des critères 
le lassification préexistants. 
Distance sémantique minimale entre les concepts enfants : Au niveau on-
tologie, les concepts imilaires doivent être regroupés et représentés comme 
des sous-classes d 'une même classe tandis que les concepts moins similaires 
sont représentés plus loin clans la hiérarchie. 
Normalisation des noms : Les nom de éléments doivent être (de préférence) 
normalisés , par exemple il s 'agit de spécifier que le nom d 'une relation doit 
être formé en concaténant : le nom du concept source de cet te r lation , son 
nom et le nom de son concept destination. 
Selon (Grub r et al., 1993) , comme la plupart des projets 1 conception, la 
conception d 'une ontol gic exige un compromis entre ces liffércnts critère . 
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2.1.4 Méthodologies de construction cl ' ontologies 
La construction d 'ontologies est l'application cl un nsemble cl méthode et tech-
niques pour la construction d 'ontologies à partir des sources d 'informations et des 
connaissances disponibl s qui sont généralemù'ht distribuées et hétérog'n s (Kat-
. iouli , 2007). Ce processus permet de réduire le temps et l 'effort né e .. aires pour 
le développ ment manuel cl ontologies. 
Les méthodologies recensées clans la li ttératme pour la construction d 'ontologie 
peuvent être divisées en cinq groupes : (1) construction à par-tiT de zém; (2) 
constr-uction par- intégr-ation ou fusion d 'ontologies par-tielles ; ( 3) con tr-uction par· 
extension d 'ontologie existante ; ( 4) constr-uction par r-éingénierie ; ( 5) constr'Uc-
tion collabomtive. Nous avons tenté de résumer les principales méthodologies et 
appro <.;hes proposées et développées dans le <.;adre des trois premières c..:lass ifka-
tions. 
Constr-uction d 'ontologies à par·tir de zém 
n n emble de m ' thodologi s général s de la littérature (Fernandez-L6pez, 1999; 
G6mez-P érez, 1999; Fürst, 2002) sont l' crit · dan ce qui suit. 
La méthodologie de ( schold et King, 1995) est basée sur leur expérience de 
con t ruction de « Enterprise Ontology » qui inclut un ensemble cl 'ontologies pour 
la modélisation des entreprises . Elle comporte les étapes suivantes : (1) identifi-
cation du but et de la portée de l 'ontologie; (2) construction de l'ontologie par : 
l'acquisition des connais ances, le codage le c s connai sances, et lem intégration 
clan des ontologies exi tantes; (3) évaluation de l'ontologie; ( 4) documentation ; 
et (5) définition des directives pour chaque phase. 
La méthodologie de (Gri..ininger et Fox, 1995) st également inspirée de l'expé-
rience des auteurs dans le cadre du projet TOVE (TOronto Virtual Enterprise) 
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pour la construction d 'ontologies dans le domaine de la gestion des entreprises. 
La méthodologie se base sur l'utilisation des questions cl compétences , c'est-
à-dire les que tions auxqu Iles le système utilisant l'ontologie est censé pouvoir 
répondre. Les questions le compétences sont tout d 'abord xprimées de façon 
informelle. E lles spécifient les pr'oblèmes ainsi que leurs bonnes solutions et vont 
ervir de base à la phas de conceptualisation pour l'extraction des connaissances 
du domaine que doit couvrir l 'ontologie. Une fois ces connaissances formalisées, le 
même formalisme sera utilisé pour spécifier les questions le compétences de façon 
formelle qui peuvent être utilisées par la suite pour la validation de l 'ontologie 
con truite. 
METHONTOLOGY (Fernandez-L6pez et al., 1997; G6mez-Pér z, 1998) est une 
méthodologie qui couvre tout le cycle de vie d 'une ontologie. Elle inclut : (1) 
l'ident ification du proc ssus de développement de l'ontologie; (2) le cycle de vie; 
et (3) la méthode. Le processus de développement permet cl 'identifier les act ivités 
à effectuer lors de la construction d 'une ontologie, soit des activités de gestion de 
projets (planification, contrôle, assurance qualité), des activités de développement 
(spécification , conceptualisation , formali. ation) et des activités de support (éva-
luation, documentation, gestion de la configuration). Le cycle de vie, basé sur des 
prototypes évolutifs , p rm t d 'identifier les étapes par lesquelles passe l 'ontologie 
durant son existence. La méthode pécifie les étapes à suivre pour réaliser chaque 
activité, les techniques utilisées, les produits en sortie, et les méthodes permettant 
leur évaluation. 
La méthodologie cl (Staab et al., 2001) consiste n l'accomplissement des étapes 
suivantes : (1) l'identification du problème à résoudre, l'étude d 'opportuni té et le 
choix de l 'ontologie cible ; (2) la spécification des exigences, l'analyse des sources 
d 'information et la création d 'une ontologie ini t iale; (3) le raffinement de l'ontolo-
gi initiale par l'ajout de nouveaux concepts, r lations et axiomes; ( 4) l 'évaluation ; 
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et (5) la maintenan e. 
La méthodologie OntoSpec de (Kassel, 2002) porte sur la phase d 'ontologisation. 
Elle offre une aide à la structuration des hiérarchies de concepts ct de r lation ·. 
À la différen ·e des autres approches qui fournissent un guide méthodologique pour 
l'lü , la méthodologie NeOn (Suarez-Figueroa et al., 2012) ne décrit pas un cadre 
rigide, mais plutôt suggère une variété de moyens pour développer l s ontolo-
gies . Le cadre de la méthodologie NeOn fourni : (1) un glossaire de processus (ex . 
alignement , réingénierie, validation , etc.) et d 'activi tés (ex . fusion, évaluation , re-
structuration , comparaison, etc .) impliqués clans le développement de ontologies; 
(2) un ensemble de neuf scénarios pour la construction d 'ontologies et réseaux 
cl 'ontologi s m -ttant l'accent sur la réutilisation et la réingénierie des ressources 
de connai sanc s ( ontologiqu s et non ontologiques) . Chaque cénario st décom-
posé en différents proc ssus et activités parmi c ux inclus clans le glos. aire; (3) 
deux modèles de cycl de vie cl ' ontologi s qui sp 'ci fient comment organiser les 
processus et les activit 's dans des phases . 
La méthoclologi a été appliquée non seulem nt au cléveloppem nt des réseaux 
d 'ontologies a ·sociés aux cas d 'utilisation du projet NeOn, mais également dans 
d 'autres domaines comme l'éducation (Clemente et al., 2011), le tourisme (Lam-
sfus et al. , 2009) et les environnements mobil s (P ove la Villalon et al. , 2010). 
Il est à préciser que la construction d 'ontologie peut être effectuée à part ir de diffé-
rents types de sources de connaissances (Kat iouli , 2007) : source non structurées, 
sources semi-structurées ou bien sources de données structurée. É tant donné que 
les sources informationnelles non structurées (documents tex tuels n langage na-
turel comm worcl , document. pdf t pag s w b) constituent le forma t l plus dis-
ponible comme entrée au processus de construction (Drumon l et Girarcli 2008), 
la majorité les t ravaux dans le domaine se sont intéressés à la construction d 'on-
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tologies à partir de documents textuels. 
Plusieurs approches ont été proposées clans cette perspective. Cependant, il n 'existe 
toujours pas de consensus clair sur les tâches exactes à effectuer pour mener le 
processus d 'acquisition (Buitelaar et al. , 2005). C'est la raison pour laquelle les 
auteurs ont proposé un schéma général constitué de six couches résumant les 
étapes à accomplir pour mener à bien le processus d 'apprentissage d 'ontologies 
à p artir de corpus textuels, à savoir : extraction des termes, des synonymes, des 
concepts, de la taxonomie, des relations, eL enfin des règles et des axiomes. 
La majorité des approches citées dans la littérature ne uit pas le processus général 
d 'extraction dans on ensembl mais s'attache plus à certaines de es étapes. Ces 
approches se basent sur cl s techniques statistiques, linguistiques ou une combinai-
son des deux. Des travaux (Biemann, 2005; Zouaq t Nkambou, 2008; Buitelaar 
et al., 2005; Katsiouli , 2007) ont présenté un état de l'art des techniqu s et des 
projets dédiés à l'apprentissage d'ontologie à partir de textes. Ious citons dans 
ce qui suit certains d 'entre eux. 
Text- To-Onto (Ma elche et Staab, 2000) est un système d 'apprentissage d 'ontolo-
gies à partir de ressources textuelles basé sur l 'infrastructure KAO 1 . Il couvre 
la majorité des étap s elu processus d 'extraction. 
Text20nto ( Cimiano et al., 2005) est un outil conçu · pour construire automati-
quement des ontologies à partir de ressources textuelles. Il utilise l'architecture 
GATE 2 pour prétraiter ces res ources . C'e t le successeur du système Text-To-
Onto dont il diffère par l'introduction de deLL'<: nouveaux paradigmes dans le pro-
cessus d 'apprentissage: premièrement, des mol ' les POMs (Probabilistic Ontology 
1. http :/ / kaon. semanticweb.org/ 
2. http ://gate. ac. uk/ ie/ 
---------- ---
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Moclels) qui représentent les résultats elu système de rattachement des probabili tés 
aux connais ances extraites représentées par des méta-modèles . Deuxièmement, à 
chaque fois que des modifications sont ffectuées clans le corpus, les PO Ms sont mis 
à jour automatiquement sans avoir besoin de les recalculer pour toute la ollection 
de clocum nts. 
TEXCOMON (TEXt COncept Map 0 1 tology) (Zouaq et kambou, 2008) est 
destiné à générer semi-automatiquement une ontologie de domain à partir de 
textes, notamment à part ir d 'objets d 'apprentissage. Cet outil présente l ux spé-
cificités : (1) t ran~formation de textes en cartes de concepts; t (2) formalisation 
de ces cartes de concepts sous forme d 'ontologies elu domaine. 
TERMINAE (Aus ·enac-Gilles et al. , 2008) est une pla teforme d 'apprentissage 
d 'ontologies à part ir de textes . L'outil TERMI AE est con titué le composants 
qui exécutent des tâches spécifiqu e. pour construire une ébauche d 'ontologie dans 
une représentation formelle. Une formalisation plus pr ' cis con iste à exporter 
cette ontologie vers un éditeur omme Protégé-OWL. Pour faciliter les échanges 
des données et des résultats entre les composants , l'outil se base sur un ensemble 
de fichiers XML. 
Plusieurs d 'autres travaux se basent sur l 'Analys formelle de concepts (AFC) pour 
l'extraction d 'ontologies à partir de textes (Stumme t Ma elche, 2001; Cimiano 
et al., 2005 ; Nanda et al. , 2006 ; J3endaoucl et al., 200 ; Rouane-Hacene et al., 
2008). Dans 1 cadre elu processus l'apprenti sage, l'AFC permet de construire un 
treillis de concepts à partir des tables binaires ini tiale ·. Ces tables sont con truite 
à partir des individus (par l'extraction des termes qui vont constituer les concepts 
pertinents cl u domaine étudié) et de 1 urs propriété (par la cléri vat ion de pro-
priétés de termes à partir elu texte). Ce treillis p rmet d ' xtraire des relation 
taxonomiques ( is-a). L s auteurs clans (Rouane-Hac n et al. , 2008) ont proposé 
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une extension à 1 'AFC pour construire un treillis qui prendra en considération les 
aut res types de relations (transversales) entre concepts. Pour se faire, ils ont pro-
posé une approche semi-automatique basée sur l 'Analyse relationnelle le concepts 
(ARC) dont le principe est de t raduire les relations entre objets en « attributs 
relationnels ». 
Constntction d 'ontologies paT fusion (ou assemblage de mod'ules ontologiques) 
Les méthodologies de construction d 'ontologies par fusion prennent en considéra-
tion deux (ou pl us) ontologies en entrée et re tourn une seule ontologie intégrant 
les ontologies sources . La fusion des ontologies est onsidérée comme une tâche 
difficile à effectuer manuellement et peut générer beaucoup d 'erreurs (Stumme, 
2005) . C'est la raison pour laquelle plusieurs systèmes ont étés développés pour as-
sister les ingénieurs dans leur tâche de fusion. Les approches proposées dans (Hovy, 
1998; Chalup ky, 2000; McGuinness et al. , 2000; Noy et Musen, 2000) s'ap-
puient sur des heuristiques d 'alignement synt?JC.iques et sémantiques inspirées des 
étapes effectuées manuellement par les développeurs pour la fusion de ontologies. 
Contrairement à ces approches qui proposent différents types de logiques pour 
les comparaisons entre les ontologies à fusionner , les auteurs dans (Stumme t 
Maeclche, 2001 ) proposent une approche « FCA-Merge » pour la fusion d 'ontolo-
gies basées . ·ur l' AFC offrant une description structurelle globale elu processus de 
fusion. C ' st une approche bottom-up qui prend n nt r ' e les deux ontologies à 
fusionner et un nsemble de documents textuels pertinents pour les deux ontolo-
gies. Des techniques de ~raitement elu langage naturel sont utilisées pour extraire 
des instances à partir de ces documents. Ce mécani me d 'extraction d 'instances 
permet de retourner , pour chaque ontologie, un contexte formel indiquant quel 
concept apparaît dans quel document. Les deux contextes formels sont ensuite fu-
sionnés et un t reillis de concepts est construit par les techniques de l'AFC. Enfin , 
ce tre illis est filtré puis t ransformé en une ontologie fusionnée par un expert . 
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Extension d 'ontologies existantes 
C' t le cas où un ontologie existe et on désire faire son xtension à partir de 
documents textuels non structurés, ce 't-à-dire extraire des t ermes à partir du 
texte et tenter le les assigner aux ela ·ses existantes dans la taxonomie. Ce pro-
cessus d 'apprentissage peut être considéré comme une tâche cl classification. À 
cet effet, les techniques d 'apprentissage machine (IVIichalski et al. , 2013) ba ·ées 
sm la classification sont gôuôralcmcnt ntilisôcs. 
Le principe est le suivant : ces algorithmes reçoivent en entr 'e les données d 'entraî-
nement (caractéristique des données existantes) sur la base cl squelles ils créent 
un modèle. Ensuite, pour chaque terme et en suivant le modèle, ils affect n les 
nouveaux termes (nouvelles instances) aux class s appropriées déjà existantes ou 
ajoutent de nouvelles sous-classes . 
Un exemple des techniques utilisée st la technique des arbres de décisions (Al-
fons ca t Manan thar , 2002 ; vVitschel, 2005). D 'autres travaux se sont concentrés 
sur l'élargissement de la structure hiérarchique de Wordn t 3 av c de nouveaux 
mot · (Wicldows, 2003; Pa.·ca, 2005). 
2.1.5 Outils de construction d 'ontologies 
L tableau 2.1 r 'sum les environnements et les outil · d 'aide à la construction 
d'ontologies le plus connus. La majorité d 'entre eux ont 'té recensés dans les 
travaux (Duin veld et al. , 2000; G6mez-Pérez, 1999; Fürst , 2002). 
















Tableau 2.1 Outils l'ingénierie ontologique. 
Brève description 
Ontolingua a (Farquhar et al., 1997) est un erveur d 'édit ion d 'ontologie au 
niveau symbolique. Il p rm t la onstruction cl 'une ontologie exprimée directe-
ment cl ans le langage « Ontolino-ua ». Il propose des outi\1 et des services qui 
supportent la construction collaborative cl ontologie entre des groupes distri-
bu 's ainsi que l'intégration d 'une ontologie dans celle en cours de cou truction. 
OntoEdit (Maeclche et al. , 2000) est un éditeur d 'ontologies qui suppor te le 
développement et la maiutenance des ontologies. Il permet l'édition des hiérar-
chi s de concepts , relation , axiomes, et propriétés . L'outil intègre un serveur 
destiné à l'édition collaborative des ontologies et inclut également des module 
graphique pour la visualisation. 
ODE (Blâzquez et al. , 199 ) e t un outi l qui permet la construct ion d 'ontologies 
au niveau connaissances en utilisant des représentation intermédiaire qui sont 
indépendante du langage cible clan lequel l" ontolo~ie era implémentée. Une 
fois la conceptualisation e t complété , le code est g uéré automatiquement en 
uti li ant des générateurs de code ODE (ex. Ontolingua). 
Protégé b est l'out il le _plus connu et le plus uti lisé pom l'édition d 'ontologies. 
Il st le successeur de Protégé W in. L'out il est basé sur J ava et il offre p lu:;ieur 
possibilités de modélisat ion d 'ontologies grâce aux éditeurs Protégé-Frames et 
Protégé-OWL. Il irnplérn ute un ensemble riche de tructmes de modélisation 
de connai ances et de fonct ionuali t -s qui supportent la créat ion, la vi ualisa-
t ion et la maintenance cl 'ontologies dans d ifférents format de représentations. 
Tadzebao et WebOnto (Dorningue, 1998) sont deux outils complémentaires. 
Tadzebao permet aux ingéniem s de connaissances de mener des discu ions 
ynchrone et asynchrone m le ontologi s, et WebOnto upporte la création , 
la consultation et l'édition cl ontologie sur le web. 
NeOn Toolkit c (I-Iaase et al., 2008) est un environnement d 'ingénierie ontolo-
gique développé dans le adre du projet NeOn d Il e t ba é sur la plateforrne 
« Eclip e » et intègre un nsemble de plugins couvrant d ifférentes ac t ivités liées 
à l'ingénierie ontologique telle que : apprent issage d 'ontologies (T xt20uto) ; 
alignement d 'ontologies (R20, FOAM); construction d 'ontologie par réutilisa-
tion d 'ontologies exi tant s (Wat on); diagnostique et réparation (RaDON) ; et 
modéli ation vi uelle (OntoModel) . L'outil TeOn Toolkit supporte également 
l'intégration de plugins distribués incluant par exemple de plugin basé sm 
des services web pour a céder à des compo ants distants. 
a. http :/ / ksl.stanford. edu/ oftwar / ontolingua/ 
b. http :/ j proteg .stanford.edu/ 
c. http :/ j www.neon-toolkit.org/ 
d. http :/ / www.neon-project.org/ 
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2.1.6 Aspects problématiques liés à 1 'ingénierie ontologique 
Les méthodes cl 'IO peuvent produire des erreurs ou des anomalies au niveau de 
ontologies construites menant à la détérioration de la qualité le ces ontologies en 
terme de pertinence et de complétude par rapport au domain modéli ·é. 
La notion d 'anomalie a été définie initialement pour les bases de donnée rela-
tionnelles (Baumeister et Seipel, 2005). Ensuite, cette notion a été adoptée ces 
dernières années par les recherches en génie logiciel qui ont introdui t le terme de 
« bad smells » pour décrire des parties de cod source· qui n 'impliquent pas né-
cessairement ues erreurs au niveau du comportement fonctionnel du logiciel mai 
qui sont mal conçues et devraient être corrigées afin d 'améliorer la compr ' hension 
et la maintenance de ce code source (Fowler , 1999). A cet effet, cliver es pistes 
ont été explorées : ( 1) définir les différents « bad smells » qui peuvent exister 
au niveau d 'un code ource; (2) proposer cl · méthod pour la détection de ces 
« bad smells » ; et (3) proposer cl s métho le de restructuration qui visent l'amé-
lioration de l'asp ct « design » du code par la correction de ces « bad smells ». 
Par analogie, la recherche sur l'IO a tenté lans un premi r temps de définir les 
anomalies qui peuvent exi ter dans un moclèl ontologique, ensuite propo er des 
môthoclcs pour la uôtcction uc ces anomalies ct enfin proposer des Ill ' tho des de 
r structuration p rm ttant de 1 s corrig r. 
Les types de problèmes, cl 'imperfections et d 'anomalies qui peuvent Atre identifiés 
clans une ontologie sont ré ·umés lan e qui suit. 
elon (G6m z-Pérez, 2001 ), le anomalies qui peuvent être identifiées lans une 
taxonomie peuvent être classées clans troi grandes cat 'go rie : inconsistanc , ·in-
complétude et r-edondance. 
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Inconsistance : On peut distinguer trois type d'erreurs qui mènent à des in-
consistances : err-eur-s de cir·cularité, er-r·eur-s de par-titions et err-eur-s sémantiques. 
1. Ernurs de cir-cular'ité : Une erreur de circularité est identifiée dans une 
ontologie si une clas e est une spécialisation ou une généralisation cl 'elle-
même. Étant donnée une classe cli, les trois types d'erreurs le circularité 
sont: 
(a) erreurs de circularité de distance 0 cli is-a cli (une classe avec elle 
même), 
(b) erreurs de circularité de distance 1 : cli is-a clj et clj is-a cli, 
( c) erreurs de circularité de distance n : cli is-a cli+ l is-a cli+2 .... is-a cli+n 
is-a cli. 
2. Er·reur-s de partitions : L s partitions clans une taxonomie sont utilisées pour 
définir des contraintes ur les classifications de classes. Une partition définit 
un nsemble de classes qui sont mutuellement disjointes. 
Une partition de sous-classes de la classe cl n 'e t pa nécessairement com-
plète, c'est-à-dire il peut exister des instances de la classe cl qui ne sont 
indu es dans aucune de e ous-classes (formant la partition). Dans le cas 
où la partition st complète, on parle d 'une par-tition exhaustive de sous-
classes de la classe cl, c' st-à-dire la classe cl peut être définie comme une 
union de toutes es ·ous-classes qui forment la partition. 
Une err ur de partition se produit lorsqu'une partition ch, ... , cln st définie 
et une ou plusieurs classes c1 , ... , Cp sont des ous-classes communes entre 
plusieurs classes cli . 
Par ex mple, ayant défini les deux classes at, Dog comme une par·tition de 
sous classes de Animal , une erreur de cc type va sc produire si on définit la 
classe Siamese comme une sous-classe des deux. 
Par analogie, une in tance commune entre deux classes disjointes produit 
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également une erreur cl par tition. 
3. Er·reur·s sémantiques : Les erreurs ·émantiques consistent en l'existence de 
classification non correctes émantiquement , par xemple une classe est 
définie par erreur comme une sous-classe d 'une autre classe sachant qu 'il 
n 'y a aucune relation sémantique entre ces deux classes. 
Par exemple, si on définit la class tudent comme une sous-classe de la classe 
Vehic le . La même chose va e pr duir av c les instances quand l'instance Marc 
sera une instanc cl la classe Vehi le . 
Incomplétude : L'incomplétude peut ~ tre notée dans les cas suivants : 
1. Classification incomplète de concepts : Les connaissances peuvent être in-
complètes clans le cas où des concepts pertinents sont inexistants dans l'on-
tologie. 
Par exemple, e type d 'err ur peut e produire si la classification elu con ept 
Vehicle est définie en considérant uniquement les classes 13icycle, Car, l3us et igno-
rant la classe TI·uck ; ou bien dans le cas où les trois classes Sports , Sightseei ng et 
Adventure ayant de pr priétés commune sont définies au niveau de la téL'CO-
nomie en oubliant le rajouter leur ·uper-classe Activity qui factorisera ces 
propriétés . 
2. Informations incomplètes sur les partitions : Ce type d 'erreurs apparaît 
lorsque la défini t ion des partitions est incomplète, c'est-à-dire des connais-
sance ·ur la disjonction et l'exhaustivité d 'une partition ont incomplèt s 
ou absentes. 
Par exemple, le développeur définit Sports, Sightseeing et Adventure comme des 
sous-classes de A t ivity et oublie de préci er que Sports, Sights e ing et Adventure 
forment une partition de sous-classe (même incomplète) de Activity, donc 
disjointes . 
3. Incomplétude au nivea·u des classes : Dans le cas où de propriétés néce saires 
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à la défin it ion d 'une classe sont manquantes . 
4. Manque d'informations sur· le domaines et les co-domaine : Le domaine et 
le co-domaine de chaque argument de chaque fonction ou relation précisent 
les classes qui sont appropriées pour c t argument. Une erreur survient clans 
le cas où les domain s et les co-domaines sont imprécis ou trop précis. 
R edondance : Ce type d 'erreurs se produit clans une ontologie clans les cas 
suivants : 
1. Définition redondante de classes : Le cas où deux ou plusieurs classes ont 
des définit ion formelles identique . La seule différence entre elles c'est le 
nom. 
Par xemple, i le développeur définit l'ent ité Enfant par deux classes diffé-
rent s l<id et 'hild ayant un même ensemble de propriété ' { name, firstname, age}. 
Même erreur peut exister avec des instances redondantes. 
2. Relations taxonomiques « is-a » r dondantes : ne relation « is-a » est 
considér -e comm redondant i elle st répétée dans l'ontologie de façon 
directe ou indirecte. 
Une répétition lirecte concern l 'existence d 'une mêm relation « is-a » 
cl u,x ou plusi urs fois entre le m Ames classes ource et destination. Par 
exemple, si on léfinit deux fois la relations « is-a » entre la classe Man et 
Person. 
La r ' pét ition indirecte se produit lors rue la relation « i -a » peut Atre dé-
rivée à partir d 'autre relations « i -a ». Par exemple, i on défini t la classe 
iamese comme une sous-classe de Cat t at comme un sous-classe de Animal, 
et on défini t 'galement Siamese co mm un sous-clas e d Animal. 
Ce même type d 'erreurs peut exi ter avec des rela tions « instance de » re-
londantes entre une instance et un clas e (directes ou indirectes). 
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Les auteurs lans (Baumeister et Seipel, 2005) ont int roduit une autre catégorie 
d 'erreurs, soit Défi cience, dans laqu lle il regroupe les au tres typ s d 'anomali qu1 
ne peuvent être ident ifiées comme des erreurs d 'inconsistance, ni de redondance. 
Ce · anomalies, qui sont gén ' ralement généré s suite à l'évolution ou l'intégration 
d 'ontologi , ne mènent pas à les erreurs de raisonnement sur l'on tologie mais 
devraient être éliminées afin d 'améliorer la compréhen. ion et la maintenabilité 
des connaissances contenu dans le modèle ontologique. 
D éfi cien ce : Les anomalies regroupées dans cet te catégorie sont : 
1. Classe ou pmpriété inutile : Un élément ontologique (classe ou propriété) est 
considéré comme inutile s' il n 'est jamais ut ilisé lans la réali té, c'est-à-dire 
non pertinent pour le domaine d'application de l'ontologie. 
2. Chaine d'héritage: On appelle chaine d 'héritage une partie de la taxonomie 
const it uée l'une longue suite de relations « is-a » : cl1 is-a cl2 ... is-a cln 
dans laquelle chaqu classe cli n 'est ontenue dans aucune autre relation 
« is-a » à l'exc ption de c ll dans la chaine ( chaqu classe cont ient un 
seule ous-clas e). 
3. Glass di :jointe i olée : Cette anomalie se produit dans l cas où une classe 
n'est di jointe av c aucune de s s œurs, mais possède des r lations de dis-
jonction avec un ensemble de classes qui sont mutuellement sœurs dans une 
autre branche de la taxonomie. Cette erreur peut survenir lors d 'une modi-
fication manuelle de l 'ontologie. 
Par exemple, déplacer une classe vers une autre branche de la taxonomie 
ans adapter en conséquence les relations de disjonction. 
4. Co-domaine trop spécifique de pTopriété : Cette erreur peu t apparaître dans 
le cas où sont at t ribu ' s des valeurs t rop spécifiques aux co-domaine · des 
propriétés. 
Par exemple , quand le développeur définit manuellement l s valeurs pour 
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la propriété size dans l'ensemble { very big , big , med ium , small , very sma ll} alors que 
clans le domaine d 'application de l 'ontologie, cela pourrait changer dans le 
sens que uniquem nt les valeurs { big, !Tl dium, small} seraient plus appropriées. 
5. Redondance clans les affectations cles propriétés : C'est une anomalie qui est 
due à la répétition d 'un même ensemble de propriétés clans la définition de 
plusieurs classes. Ces propriétés incluent les « Datatypes properties » et les 
« Object proper-ties ». 
P ar exemple, dans le cas où l'ensemble des propriétés {id , name, pages} sont 
répétées clans les deux ela ses définies Magaz ine et Newspaper. Cette anomalie 
peut êtr corrigée par la création d 'une nouvelle classe abstraite Publication 
factorisant l'en ·emble des propriétés répétées. Cette erreur peut être vue 
comme un cas particulier de l 'incomplétud . 
Toutes ces anomalies peuvent être produites lors du processus de développement 
d 'une ontologie pour diverses raisons. Par exemple pour la construction d 'onto-
logies à partir de textes, les outils d 'extraction semi-automatiques se basent sur 
l'hypothèse que toutes les connaissances utiles pour la représentation du domaine 
se trouvent dans le texte, alors que d 'autr s connaissances (abstractions) perti-
nentes pour le domaine peuvent ne pa.s être définies explicitement dans le texte, 
et par conséquent seront manquantes dans l'ontologie construite. 
En outre, des redondances au niv au des éléments ontologiques peuvent facilement 
être générées lors d 'une fusion de deux ou plusieurs ontologies. 
Un autre exemple concernant l'évolution d'un ontologie. Dans ce cas là, l 'on-
tologie doit subir des chang ments tels que : ajout , suppression , modification, 
renommage, fusion , division , etc. des éléments ontologiques, ce qui peut mener 
éventuellement à des incohérences en termes de redondances et/ ou d 'inconsis-
tanc s. 
D s travaux existants ont tenté de détecter c s anomalies et ont proposé des 
34 
méthode pour leur correction en passant par un processus de restructuration. Ces 
méthodes consistent en : la suppression cl s ' lém nts redondants, la suppression 
des concepts inutiles, lïclent ification du bon niveau d 'abstraction pour définir un 
concept, etc. Ces travaux font l 'objet de la section suivante . 
2.2 Restructuration des ontologies 
L terme restructuration a été introduit par les recherches en ingénierie des lo-
giciel qui indique la modification du cod source ·ans pour autant changer le 
comportement externe elu logiciel (Fowlcr , 1999). La modification sc focalise sur 
l 'amélioration de l'a::;pect « design » elu code plutôt que ·ur ses fonctionnali tés. 
Par analogie, la re tructuration des ontologies doit viser l 'am ' lioration du mo-
dèl conceptuel de l 'ontologie et par conséquent facili ter sa compréhension et sa 
maintenabilité (Baumeister et Seipel, 2006). 
Dans ce tte section, nous commençons par donner la définition suivie de la formu-
lation du problème de la r tructuration des ontologies. Ensui te, nous faisons une 
ynthèse de travaux actuels lan le domaine et nous finissons par une analy e cri-
tique de ces travaux qui discute le limites de approch xistantes, notamment 
les problèmes liés à l'ing' nierie ontologique non encore traités par les travaux 
développés. 
2.2 .1 D ' finition 
La restructuration d' une ontologie e t un 01 ération de remaniement de a struc-
t ure actuelle afin cl '' laborer une nouvelle structure mi ux organi 'e t plus com-
plète. Elle réfère à : (1) la correction et la réorganisation des connai · ·ances conte-
nues clans le mocl '1 conc ptuel init ial ; et (2) la découverte des connaissances 
manquantes et leur intégration clans l'ontologie de départ (Suarez-Figueroa et 
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Gomez-Perez, 2008) . 
Selon (Suarez-Figueroa et Gom z-P r z, 2008), le processus de r t ructuration 
consiste en deux phases : 
Analyse : Le but de cette phase est d 'évaluer l'ontologie. Il s 'agit de vérifier si 
l'hi ' rarchi de l'ontologie ainsi que ses classes, instances, relations et fonc-
t ion sont complètes (contiennent toutes les défini tions nécessaire pour le 
domaine), consistantes (pas d contradictions dans l'ontologie), concises (pas 
de redondances explicites ni implicites), et correctes syntaxiquement. 
Synthèse : Cette pha ·e exploite le résultat de la phase d'analyse et cherche à 
c rrig r l'ontologie et documenter les changements effectués . 
Notons que la restructuration des ontologies st auvent associée aux autr s opé-
rations d 'ingénierie (la construction , c'est-à-dire à part ir de zéro, par exten ion , 
par fusion l'évolution la maintenance, etc.) au sein elu cycle de vie de ontologies 
dont le but est d'améliorer la qualité structurelle et sémantique de ontologies 
construi te . 
2.2. 2 Formulation du problème de restructuration 
Dans le cadre de notre travail , nous avons tenté de formuler le probl ' me de la 
restructuration des ontologi s comme uit : 
Étant donnée une ontologie initiale notée 0 !nit, l 'objectif du proces us de restruc-
tur-ation est d obtenir une ontologie 0 Rest telle que : 
- Onest est le résul tat d 'application d 'un en emble d 'opérations de restructuration 
opE OPR sur Oinit, avec : 
OPR = {supprimer un élém nt ontologiqu r donclant, int rocluir un nouveau 
concept comme abstraction à part ir de propriétés communes, corriger une abs-
t rac tion erronée, ajouter un élément ontologique manquant , etc.} ; 
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Un élément ontologique (concept , propriété, relation) existant dans Ornit mais 
non existant clans 0 Rest est probablement un élément erroné (redondant , inutile, 
etc.) : 
\::1 e( e E 0 !nit 1\ e tf. 0 Rest -7 e est pr-obablement er-r-oné) 
Un élément ontologique existant clans 0 Rest mais non existant clans 0 !nit est 
probablement un nouvel élément pertinent qui manquait clans l'ontologie initiale 
(abstraction factorisant des propriétés commun s , concept oublié, etc.) : 
\::le( e E 0 Rest 1\ e tf. Orn·it -7 e est pr-obablement per-tinent qui manquait dans 
Or nit) 
- ORest est de meilleure quali té (plus complète et mieux structurée) que Ornit : 
Qualite(ORest) 2: Qualite(Oinü) 
2.2.3 Approches de restructurat ion 
Des travaux récents se sont intéressés à la restructuration des ontologies et ont 
proposé des approches pour le traitement de ce problème dans différentes pers-
pectives . Ces approches, regroupées selon leurs objectifs, sont résumé · clans ce 
qui suit . 
Amélioration de la représentation conceptuelle d'une ontologie 
Dans la même perspective le notre travail , les approches de ce groupe ont pour 
but d 'améliorer la représentation conceptuelle d 'une ontologi . 
L'approche proposée par (Gailly et Poels, 2007) utilise des principes de l'lü pour 
la réingénierie de l'ontologie Resource Event Agent (REA) afin qu 'elle soit plus 
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appropriée à la modélisation , guidée par les ontologies, des proces us d 'affaires . 
Les aut urs e basent sur le processus de restructuration proposé dans la méthode 
d 'lü , Methonclology. 
Le processus consiste en deux étapes : analyse et synthèse. Lors le la phase d 'ana-
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lyse, l 'hi ' rarchie de classes , les défin itions de concepts et les axiomes sont évalués. 
Cette phase d 'analyse est effectuée en utilisant une des m'thodes d 'évaluation 
d 'ontologi existantes . Le ré ultat d l 'étap d 'analyse est exploité par l'étape de 
synthès pour r pécifier la conc pt ualisation. La démarche des auteurs consiste 
à utilis r une r présentation de ba e de l'ontologie REA (diagramme de classes 
UML) et appliquer ensuite un certain nombre d 'opérations afin d 'inclure une axio-
matisation plus complète du domaine. D opérations telles que : ajout de certaines 
nouvelles classes , relations et carclinalités; rendre les définitions des relations de 
concepts plu explicites, complètes et consistantes; etc. Les class s rajoutées sont 
des péciali a tions de classes existantes; des spécialisations d 'associations sont 
également rajoutées au modèle. 
La phase de. r structurat ion donne lieu à une nouvelle représentation concep tuelle 
de l'ontologie REA. Cette nouv lle repré entation est propo ée comme un modèle 
générique qui p ,u L êt.re insLaucié pour cré r des modèles d 'affaires valides. Les 
::tu te urs ont d'montré les effets d s améliora tions proposée sur la modélisation 
d 'un proce sus d 'affaires guidée par l'ontologie REA. 
L'approche proposée est ori entée vers un cas pécifique cl 'ontologie et elle n 'est 
donc pas g' néralisable. De plus, 1 s opérations de restructuration sont faites de 
façon manuelle. 
Les auteur dans (Kehagias et al. , 2008; Kehagias et al., 2010) ont présenté une 
méthodologie formelle dont le but t de fournir un ensemble de critères et de 
bonnes prat ique pour la restructuration et le raffinement cl ontologie . Dans 
leur travail , les auteurs ont commencé par présenter un ens mble de critères et 
introduit n ui te une approche méthodologique pour l'application de ces critères 
à des ontologi s xistantes . Ils ont démontré l'application de la méthodologie pro-
posée ·ur une étude de cas spécifique, à savoir la restructuration de six ontologies 
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qui ont été développées dans le contexte du projet intégré ASK-IT 4 
Le proce us de re tructura tion a été accompli suivant les critères suivants : 
1. HiéraTchie de concepts (taxonomie) : (a) les concepts de l'ontologie sont 
réorganis 's par l'exploitation des po sibilités le regroup ments les concepts 
similaires, (b) les concepts référant au même niveau d 'abstraction sont placés 
au même niveau de l'hiérarchie, ( c) la structure des branches qui sont très 
cliffér ntes par rapport aux au tres (profondeur , largeur , etc.) est changée 
afin d 'avoir une hiérarchie plus équilibrée ; 
2. StTuctuTe de propriétés : (a). la restructura tion et réalis'e sur les propriétés 
par l'exploitat ion des possibilité de regroupements les propriétés avec de 
mêm domain s formant ainsi une structure hiérarchique, (b) de nouvelles 
propriétés sont rajoutées pour une meilleure lescript ion et clarification de 
concepts; 
3. Répétition de concepts ontologiques similaiTes : le ca · où de concepts onto-
logiques similaires sont répétés fréquemment clans la structure. Ces concepts 
pourrai nt ' ventuellement être combinés en un seul module et réutilisés 
quand c'est nécessaire; 
4. Sou tmction de mod-ules : clans le but de réduire la complexité de l 'ontologie 
et la rendre plus compréhensible, les cléfiniti n dupliquées sont éliminées, 
les concepts similaire sont supprimés ou fusionnés et les propriétés qui n 'ont 
jamais été utilisées sont supprimée ; 
5. DoC'umentation/ Vis'ualisation :la documentation de l 'ontologie et améliorée 
par l'ajout de commentaires; 
6. Défin ition de domaine/ co-domaine des propriétés : plu ieurs proprïtés p uvent 
exister avec des domaines/ co-domaines indéfinis , ce qui peut ng ndrer des 
4. www.ask-it.org 
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inconsistances lors de l 'utilisation de l'ontologie. Après la restructuration, le 
domaine/ co-domaine est spécifié pour chaque propriété ; 
7. Restrictions de disjonction : Il s'agit de reconsidérer attentivement les res-
trictions de disjonction pour les concepts au sein de l 'ontologie (ex. les sous 
concepts ne sont pas toujours disjoints); 
8. Conventions de nommage : pour des raisons de clarté, les concepts et les 
propriétés sont renommés suivant un même style de nommage. 
ous trouvons cette approche intéressante pour deux raisons : 
1. Les critères proposés co uvrent des anomalies qui touchent pratiquement tous 
les éléments ontologiques et dont leur correction assure le respect des exi-
gences auxquelles doit répondre un modèle ontologique. 
2. La restructuration des propriétés sous forme de taxonomie, un aspect qui 
semble ne pas être traité par les autres approches. 
Cependant, on lui reproche le fait que la restructuration consiste en des remanie-
ments locaux faits manuellement ignorant ainsi les effets de ces remaniements sur 
la structure globale de l'ontologie. 
Le travail clans (Wimmer, 2009) consiste à proposer un framework pour la gé-
nération d 'ontologies à partir de schémas conceptuels antérieurs. Ce framework 
est instanciable pour divers scénarios de réingénierie de schémas conceptuels et 
permet de générer des ontologies avec des structures et sémantiques améliorées, 
comparées aux schémas originaux, par l'exploitation de l 'expressivité des langages 
ontologiques. Ce framework permet également la migration automatique des don-
nées à partir des schémas vers des instances des ontologies générées . Pour produire 
des ontologies riches sémantiquement à partir des schémas existants , les auteurs 
proposent un proces us semi-automatique pour remédier aux limitations les ap-
proches de génération automatique existantes. 
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Le processus inclu t deux phases : dans la première « Transformation automa-
tique », une version préliminaire l'une ontologie est générée a utornat iquern nt 
à part ir du sch ' rna considéré; clans la deuxième pha. e « Validation et r struc-
turation », la version préliminaire de l 'ontologie est enrichie sérnant iquernent et 
améliorée stm cturellernent . 
La génération automatique de l'ontologie lors le la première phase se base sur la 
définit ion des correspondances entre le langage elu chérna et le langag de l 'onto-
logie. Ces correspondances des éléments entre les deux langages (source et cible) 
sont implémentées comme des règles de transforma tion elu schéma. Le frarnework 
offre également lors de cet te phase de::; heuristiques qui sont appliquées afin de 
traiter les cléficicn ·cs existante · clans le schéma ct par conséquent améliorer auto-
matiquement l'ontologie ini tiale générée. 
Dans la deuxième phase, l'ut ilisateur doit valider manuellement le résulta t d 'ap-
plication des heuristiques sur l'ontologie génér 'e et nsuite continuer sa restruc-
t uration afi.n de résoudre les anomalies non t raitées par les heuristiqu s. Les opé-
rations de restructuration sont faites manuellement et consistent par exemple à : 
introduire une nouvelle classe comme abstraction factorisant cl s propriétés com-
munes; introduire un nouvel élément ontologique (classe/ propriété) ; remplacer 
un élément ontologique exist ant comme rernplac r un attribut par une rela tion 
entre deux classes; changer le type d 'un a ttribut ; tc. Le framework a été appli-
qué dans des scénarios d 'intégration variés . L sauteurs ont montré l 'exécution du 
framework pour la génération de diagramme· de ela ses UML à par tir de DTDs 
( Docttment Type Definitions) . 
La méthode d 'IO N eOn (Suarez-Figueroa et al., 2012) décrite clan · la sec-
tion 2.1.4 propose un scénario pour la restructuration des ontologies, scénari o 
8 : R estr·uctumtion des r-e sour-ces ontologiques. Ce scénario est utili ·é clans les cas 
où les connais ances contenues clans le modèle con eptuel du r ' eau cl ontologies 
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doivent être corrigées et réorganis'es pour obtenir un réseau qui couvre les exi-
gences cl s ontologies . 
Les développeurs doivent réaliser l 'activité de restructuration pour modifier le ré-
seau d 'ontologies en cours de construction après l 'activité de conceptualisation. 
L'activité de restructuration peut être réalisée par l'exécution des sous-activités 
suivantes qui peuvent être combinées les unes avec les autres de diverses manières : 
1. activité de modularisation d 'ontologie : les développeurs créent différents mo-
dules d 'ontologies afin de faciliter la réutilisation des connaissances incluses 
clans le réseau ; 
2. activité d 'élagage d'ontologie : les développeurs élaguent les branche cl s 
taxonomi s incluses clans le ré eau d 'ontologies qui sont onsidérées comme 
non néces ·aires par rapport aux exigences des ontologies ; 
3. activité d 'enrichissement d 'ontologie : cette activité peut être réalisée par 
l'exécution de l'une des deux sous-activités suivantes : activité d 'extension 
d'ontologie clans laquelle les développeurs étendent le réseau d 'ontologies 
en incluant (en largeur) de nouveaux concepts et relations; et activité de 
spécialisation d'ontologies dan· laquelle les développeur rend nt plus spéci-
fiques les branches elu réseau cl 'ontologies qui nécessitent plu de granularité 
en incluant des concepts et des relations plus spécifiques . 
Les auteurs proposent d 'appliquer cette activité de restructuration des ontologies 
indépendamment des autres activités/ proce us ou bien faisant partie lu processus 
de réing' nierie des ressources ontologiques . Le résultat de cette activité st un 
modèle conceptuel du réseau d 'ontologi s qui représente le domaine concerné. 
Le travail dans (Co ta et al., 2013) propo e une approche de transformation de 
l'ontologie DAO (Dmsophila Anatomy Ontology) en une ontologie riche en clé-
finit ion · formelles ct textuelles dans laquelle la majorité des classification sont 
automatisées . Le travail présente un revue du contenu de la DAO , les patterns 
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utilis 's dans sa formalisation et ses diverses mises en application. 
Dans le but d 'améliorer la complétude et l'exactitude des classifications dans l 'on-
tologie DAO , les auteurs proposent de la restructurer afin de réduire la classifica-
tion d 'héritage mult iple déclaré. Ceci a été réalisé par l 'ajout d 'une spécification 
formelle des propriétés cl classes et ensui te l'ut ilisation de cette spécifi ation pour 
inférer une large proportion de la clas ·ification (générer automatiquement la nou-
velle classification). En outre, les auteurs ont rajouté des définitions textuelles bien 
référencées aux ela. ses ainsi que des cl claration le disjonctions afin de détecter 
des erreurs de base. 
Les principaux axes de classifications ciblés par la formalisation sont l s typ s de 
relat ions qui spécifient : partonomic « Part-of » ou une fonction. Les résultats de 
ce travail ont montré que l'ontologie a été nrichie en classes et axiomes couvrant 
tous les asp cts de Drosophila anatomy. Grâce à la rest ructuration, environ la 
moitié des classificat.ious claus la premiüe version de l'onLologi sont. mainLE.nauL 
inférées plutôt que déclarées . La restructuration approfondie !ont le but est de 
détecter des rr urs et cl 'inférer une classi fi ·ation cl 'héri tage multiple a amélioré 
considérablement l'exactitude et l 'utilité de l'ontologie DAO comme un référ nee 
interrogeable par cl s requêtes anatomiques. 
C'est la seule approche, parmi celle · ét udiées cl ans cette thèse, qui eff ctue un re-
maniement global et génère a utomatiquement la nouvelle . tructure de l 'ontologie 
initiale, ce qui rejoint la perspe tive de notr travail. Cependant, l'apr roche est 
proposée pour un cas très spécifique , et elle n ' st clone pas généralisable. 
Amélioration du résultat d 'alignement, d 'intégration et de modularisa-
tion d 'ontologies 
Dans un autre obj ctif, les auteurs clans (Svab-Zamazal et al., 200 ) ont propo é 
un ensemble d 'opérations de restructuration I our corriger les erreurs cl concep-
tion liée à la structur de detLx ontologies avant leur alignement. Le but de leur 
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travail est de comparer le résultat cl l 'align ment de deux ontologies avec le ré-
sultat de l'alignement de ces mêmes ontologies après leurs restructurations. 
La technique proposée permet de détecter cer taines erreurs ontologiques en se ba-
sant sur la détection des patterns de noms dans la structure de l'ontologie. Une 
fois ces erreurs détectées, trois opérations génériques de restructuration peuvent 
être appliquées sur chacune des ontologies : R ( renaming oper-ation) , RS (re-
str·ucturing oper-ation) et ADD (oper-ation of adding a concept). Enfin, le résultat 
de l'alignement des deux ontologies re t ructurées sera comparé avec le résul tat de 
l'alignement de ces mêmes ontologies clans leurs formes originales. 
L'approche décrite pour la létcction des patterns sc base sur la notion de « na-
med str"Uctuml cluster- » ; troi type · de patterns ont été présentés . Le premier SE 
( matching siblings with non-matching par-ent) : ce pattern repr 'sente les cas où 
cl ux (ou plusieurs) enfants d 'un concept n'ont pas le même nom de tête (head 
noun) que leur parent, mais ils ont le même nom de tête entre eux-mêmes. Ceci 
peut être dü par exemple à des erreur de modélisation ou tout simplement à des 
nommages mal choisis . Pour résoudre ce type de problème, les auteurs proposent 
l'opération de restructuration RN qui p rm t cl renommer les enfants d 'un m Arne 
concept correctement. Deux options peuvent être appliquées : soit ajouter le nom 
de tête lu parent aux noms de tête de chaque enfant ou bien remplacer carrément 
le nom de tête le chaque enfant par le nom de tAte elu concept parent. 
Le deuxième pattern hE (p lain head noun) : ce pattern représente les cas où deux 
(ou plusieurs) enfants d 'un même concept n 'ont pas le même nom de tête que leur 
parent , mais ils ont le même nom de tête entre eux et l'un d 'etLX possède un nom 
de tête simple et pas d 'autre mots en plus. Dans ce cas là, les auteurs proposent 
de faire l 'opération RS qui permet de déplacer ce concept enfant (ayant un nom 
de tête imple) dans la hiérarchie et le mettre comme une sous-classe d 'un concept 
ayant le même nom de tête. 
Le dernier pattern est ME ( matching outlier-) ce pattern représente les cas où 
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un concept partage un même nom de tête avec un autre groupe de concepts lont 
il n ' st pas un desc ndant. Pour le t raitement de ce problème, les auteurs pro-
posent d 'appliquer l'opérat ion ADD qui consi te à créer un nouveau concept clans 
la taxonomie qui va regrouper les concepts ayant le même nom de tête. Pour ré-
sumer, toutes les err urs de conception qui peuv nt être détectées au niveau des 
ontologi s par les trois types de patt rns présentés peuvent être corrigée · par les 
trois types d 'opérations R , RS et ADD. 
Les a ut urs ont mené des exp ' rimentations sur sept ontologies de la collection 
OntoFarm 5 concernant le domaine de l'organisation des conférences. Les pa t terns 
ont détectés automatiquement et les ontologie ont re t ructurées manuellement. 
Les auteurs ont choisis cinq paire d 'ontologies sur lesquelles ils ont appliqué trois 
outils d 'alignement avant et après leur r structuration. Ces xpérimentations ont 
mené à la conclusion que la correction des erreurs xistante au niveau des on-
tologies à aligner a eu llll effeL posit.if eL a perwis d 'améliorer le résult a t. de lem 
alignement. 
Dans cette même idée, (Behkamal et al., 2010) se base sur le travail de (Sva b-
Zamazal et al. , 2008) et propos l'utili a tion de techniques de détection de pat-
tern et de r structuration pour améliorer la performance d 'un outil d 'alignement 
ASMOV (Automated S emantic Matching of Ontologies with Verification). Les au-
teurs proposent d 'ajouter une phase de prétraitement au système ASMOV afin 
d 'analyser les ontologies en entrée (à aligner) . C t t analys e ba e sur la .dé-
tection de certains patt rns lexicaux et structur ls pour résoudre les prol lèmes 
causés par la liversité cl s ontologies. Ensuite, cl s op ' ration cl re tructuration 
sont appliquées sur ·cs 1 attcrns pour étal lir cl . · ontologies uniform s afin l'amé-
liorer les résul tats d 'align rn nt. 
La déte tion de· pat terns lexicaux se base sur l'analys des nom l'entités n 
5. http :/ / nb.vse.cz/ svatek/ ontofann.html 
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particulier les classes d 'ontologies OWL ( Ontology Web Language) afin d 'établir 
un même nom à partir des différents styles de nommage ut ilisés dans chacune des 
ontologies. Pour résoudre ce problème, les auteurs proposent d 'appliquer une des 
opérations de r structuration définies dans (Svab-Zamazal et al., 2008), RN ( r·e-
naming operation), pour renommer les classes clans une ontologie en consi lérant 
les noms de c s clas es dans l'ontologie paire qui ont la même structure taxono-
mique. Le renommage de classes est avantageux pour le calcul de la similarité 
lexicale utilisée dans AS fOV. 
Un deuxième pattern est basé sur le fait que la structure taxonomique des onto-
logi s est souvent variée ct confuse (hiérarchies ct granularités liffércntcs pour la 
défini t i on des en t i tés ontologiques de même lomainc). Pour la détection de ces pat-
t rns tructurels, les auteurs analysent la structure et les r lations de subsomption 
de l'ontologie. Ils utilisent ensui te l'opération de r structuration RS (re truc turing 
operation), défini t. clans (Svàb-Za.mazal et al., 200 ), pour assimiler les caracté-
ristiques structurelles de cette ontologie par la considération des relations père-fils 
et des granularités variées qui sont utilisées clans l'ontologie paire. L'idée est de 
transformer une partie d 'une ontologie clans un autre ontologie. Ceci sera avanta-
g ux pour l'outil d 'alignement ASMOV qui ·e base sur une méthode cl calcul cl 
la similarité structurelle (relationnelle ou hiérarchique) combinant les imilarités 
ntre les parents et les enfants des entités en cours de comparai on. 
Les xpérimentations ont été réalisées sur six paires cl 'ontologies à partir de 
« Confer-ence Track » qui font part ie de OAEI ( Ontology Alignment Evaluation 
Initiative) 6 . 
Le travail dans (Torniai et al., 2013) décrit l'approche et l s stratégies appliquées 
lors du processus cl intégration et de moclularisation cl deme ontologie en un ISF 
(Integrated Semantic Framework) . Les deux ontologies ont été cl ' veloppée dans 
6. http :/ / oaei.ontologyrnatching.org/ 
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le cadre des projets eagle-i 7 et VIVO 8 dans le but le représenter et cataloguer 
les re. sources de recherche ainsi que 1 s profils de chercheurs r spectifs. 
L'approche consiste principalement à faire l'alignement et l'intégration cl c s 
deux ontologies afin de produire un ISF sou forme de modules dist incts qui vont 
remplacer ces demières clans les applications les ut ili ·ant . D plus, ces modules 
peuvent être ut ilisés de façon indépendante ou en combinaison avec d 'autres ap-
plications dans différents domaines de recherche. 
La phase de restructuration consiste en la cr ' a t i on de nouveaux fichiers 0\tVL 
qui représentent le nouveau contenu réutilisé ct restructuré. Ces fichiers forment 
·onjointcmcnt la base du ISF restructuré ct moclularisé. Cette approche offre 
la possibilité de faire des choix au niveau d 'enti tés et d 'axiome , de revoir ces 
choix avec l'équipe des lévcloppeurs, ct enfin de dériver un nouveau fichier OWL 
stable durant ce processus. Les op' rations de re t ructuration p uvent consister 
par exempl à : faire migrer des propriétés d 'un module à un autre; regrouper 
un ensemble de propriétés retrouvées clan un même contexte sous forme d'une 
entité; sp 'cialiser une entité (rajouter de ous classes) ; etc. 
La majorité de stratégies et out ils ont 't' dév loppés pour un cas spécifique 
(besoins particuliers du travail des auteurs). Cependant, ils peuvent être adap-
tés et réutilisés dans d 'autr · situations qui n ' cessit nt de comparer et d 'intégrer 
différentes sources cl 'ontologies. 
A nalyse syrJ,t axique des on tologies avec règles 
Dans l'approche proposée par (Baumeister et Seipel , 2006) , les auteurs proposent 
de faire une analyse syntaxique des ontologies avec règles pour détecter des ano-





prenant n onsidération les règles, les relations « is-a » t c rtain s caractéri -
t iques de propriét 's (transitivité, complément et disjonction). 
Les anomali s discutées sont : 
1. r-edondance, due à une duplication (définitions identiques de ela ses , proprié-
tés ou règles) ou sub omption entre des règles, le auteur parl nt aussi des 
cas de redon lances des atome au niveau de la partie con lition cl 'une règle 
ou bien la non satisfiabilité de la partie condition d 'une règle ; 
2. cir-cularité daus des cléfiniLious au ni veau des règles ou de la La..,-xonomie; 
3. incon i tance, à cause des définitions contradictoires ou des erreurs de par-
tit ion ; t 
4. défi cience, omme les ca cl s classes ou propriétés qui n sont jamais utilisées 
clans le domaine réel de l'ontologie, les chaînes d 'héritage, l s classes ayant 
un nombre relativement important 1 propriétés en commun, tc. 
Les auteurs onL donné des définition formel! s de ces anomali . Ces l ' finit ions 
seront ut ili ·ées par de mesures pour létecter les anomalie au niveau de l 'onto-
logie. Avec la de cription d 'une anomalie donnée, les auteurs ont !écrit l s étapes 
le restructuration à uivre pour éliminer cette anomalie, par x mpl créer une 
nouvelle ela se, créer une nouvelle r lation, relier les enfants cl 'une clas ·e suppri-
mée avec les parents de cette clas e, changer les règles corre pondant s, tc. 
L'approche est bi n générali able mai uniquement pour les ontologies avec règles. 
Elle a l'ava.ntR.g de couvrir la majorité de anomalie défini es à la. ·ect.ion 2.1.6 . 
La détection des anomalies st automatiqu ; cependant , le· opération de restruc-
turation sont manuelles. 
Intégration des données au web sémantique 
Dan (0 ·trow ki , 2008), l'auteur a propo ' une approche dynamique pour'la re-
structuration cl s ontologies utilisée principal ment dans l' intégration des données 
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au web sémantique. La méthodologies base sur le mo lèle de l 'ontologie (TBOX 
et ABOX) ainsi que sur l'ensemble des changements qu 'on veut effectuer sur cette 
ontologie. Les changements requi. vont guider la définit ion d 'un ens mble de règl s 
de transformation à appliquer pour apporter les modifications nécessaires . Ces 
r 'gles ont utilisées pour supporter les opérations suivantes : supprimer des pro-
pri 'tés, des relations et/ ou de· instances qui existent déjà clans l'ontologie; inférer 
cl nouvelles règles; inférer de nouvelles données; etc.) . Une fois les classes , pro-
priétés et relations ont mises à jour, l 'affectation des instances sera modifiée en 
conséquence ct enfin des requêtes seront appliquées ·ur le.· clonn' cs pour tester la 
validité elu fonctionnem nt original cl l'ontologie. L'impl'mentation de cette ap-
proche utilise l'API J na 9 av c le langage de programmation interactif J Ru l y 10 
(Java basee! version of Ruby) pour supporter le développement dynamique. 
L'approche ne traite pas les anomalies existantes clans l'ontologie mais plutôt pro-
pose une rest ructuration pour adapter le modèle ontologique aux changements 
requis. 
Com paraison sém antique entre versions d 'on tologies 
Dans un but de comparaison sémantique et de détection de changements entre des 
ver ions d 'ontologies OWL-DL, les auteurs clans (Groner et Staab, 2010) se sont 
basés sur une classification de patterns de restructuration de modèles, proposée 
en ingénierie de logiciel::;, pour tenter d 'identifier c pattern· clans des ontologies 
OWL en utilisant un raisonnement LD (logique de description). 
Les aut ur ont comm ne' par !écrire en détails les patterns de restructuration 
considérés . Ils ont ensuit propos' des algorithmes basés sur l 'utili ation elu rai-
sonnement logique de description pour la détection de ces patt ms. 
9. http :/ / jena.som ceforge.uet/ 
10. http :/ / jruby.org/ 
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Dans leur approche, un pattern de restructuration consiste en ces éléments : (1) 
le nom du pat tern ; (2) la description du problèm qui caractérise la structure 
mod 1 isée d 'une ontologie et indiqu quand ce pattern est appliqué; (3) la so-
lut ion qui décrit comment le problème est ou !oit ' tre résolu. Elle contient les 
'tape nécessaires pour réalis r la restructuration ; et (4) un exemple démontrant 
l s cl' tails techniques de cette restructurat ion incluant les changements appliqués 
à l'ontologie. 
Les patterns sont divisés en trois groupes : 
1. ajout et suppression de classes qui inclut 3 sous-groupes : le premier ous-
groupe extrait une classe à partir d 'une clas e existante (un ensemble de 
propriétés d 'une classe existante seront déplacées vers me nouvelle classe); 
le deuxième sous-groupe supprime une classe et déplace les propriété vers 
une autre classe; le troisième sous-groupe représente des changements hié-
rarchiques comme par exemple fusionner des sous et super classes en une 
seule nouvelle classe; 
2. déplacement des restrictions de propriétés qui contient trois sous-groupes : 
clans le premier sous-groupe, des re trictions de propriétés d 'une classe sont 
déplacées vers une classe référencée; lans le deuxième sous-groupe, les res-
trictions de propriétés d 'une classe sont déplacées vers une super classe exis-
tante; le troisième sous-groupe couvre le mouvement des restrictions cl 
propriétés d 'une classe vers une sous-classe existante; 
3. modifi cation des restrictions de propriétés qui inclut les deux sous-groupes 
suivants : ajout et uppression des références inver es et changement des 
r trictions de carclinalités de propriétés existante . 
Pour la validation, les auteurs ont choisi deux ontologies DOLCE Lite Plus 11 et 
11. http :/ / loa-cnr .it/ DOLCE.html 
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OBI 12 . Ils ont changé la version originale de chaque ontologie par l'ajout t la 
suppression de classes, propriétés et axiomes en concordance avec la description 
des pat terns de restructurat ion définis. Ils ont appliqué ensuite leur approche pour 
identifier les restruct n·ations faites. 
2.2.4 Analyse crit ique des approches exist antes 
Après avoir fait une synthèse des principales approches de restructuration des on-
tologies xistantes dans la littéra tme (voir tableau 2.2) , nous discutons dans c tt 
·ection les limite de ces approches, en particulier les problèmes liés à l'ingénierie 
ontologique non encore traités par les travaux dév loppés . 
12. http :/ / obi-ontology.org/ page/ Main_Page 
51 













al., 201 2) 


















pou r la 
générat ion 
d 'ontologies 









T ra nsformer 
l'onto logi 
DAO en une 
ontologie 
riche en 
d ·fin itions 













l'h iéra rchie 




















Erreurs d ' in-
on i tances, 
incomplétude 
et erre urs 
de classifica-
t i ons 










Ajouter lasse , 
relat ions et cat·d i-
na lités, ·pécia liser 
ela ·ses et associa-




de conce1 ts et 
de propriét · s , 
ajouter nouve lles 
propriétés, r ndre 
bra nches d 
1 'hiéra rch ie plus 
éq uilibrée. , etc. 
Introduire nou-
velle ab traction 
factori a nt de. 
propriétés com-
mu nes, rem placer 
un attribut par 
une relation entre 
deux classes , etc. 




non néce ·saires, 
étendre ontologies 




m Ile d s class s 
et propriétés pour 
inférer la nouvelle 









Approche Objectif Anomalies Démarche de restructuration 
Formalisat. Opérations Automat. 
(Svdb- Améliorer Erreurs de Défini t ions Opéra tions (RN, !a nuelle 
Zam azal et le résultat concept ion form elles RS , ADD) pour 
al., 2008) d 'alignement d · tectées par des pa t- résoud re chaque 
de deux 3 pa tterns de terns ty pe de problème 
ontologies nom (SE , détecté pa r 
hE, !E) chaque pa ttern 
( Behkamal et Améliorer la Problèmes 1on Appliquer !a nuelle 
al. , 201 0) performa nce cl ' tectés pa r form elle 1 'opéra tion de 
d'un outi l des pa tterns renom mage (Rl ) 
d'a lignement lexicaux et ou l'o péra tion de 
AS MOY structm ls res t ructuration 
(RS) 
( Tm--niai et Intégra tion Problèmes Non Migrer propriétés Ma nuelle 
al., 201 3) et modu- résulta nts form elle entre modules, re-
la risat ion de fusion et grouper propriétés 
de deux mo cl u !a risa- sous l'orme d'en-
ontologies ti on de deux tité, etc. 
ontologies 
( B a'Umeis te1· Analyse sy n- Redo nda nce, Défin itions Créer nouve lle Manuelle 
et Seipel, taxique des circulari té, formelles classe/ rela tion , 
2006) ontologies inconsistance des an.oma- suppr imer classe 
avec régies et déficience lies redondante, tc.) 
( 0 trow ki, Intégra tion Changements Défini tion Appliquer 1 s Automa tique 
2008) des lon nées req uis d' un en- règles pOUl' s up-
a u web semble de pr imer propriété, 
sémantique règles relat ion, inférer 
nouve lles classes , 
propriétés, etc.) 
(Craner et Compara ison P robl m s Formelle Ajou ter et su ppri- ,fa nuelle 
S taab, 201 0) . éma nt ique dé tectés pa r mer classes, dépla-
entre des un ensemble er res trictions de 
vers ions de pa t terns propriétés, mod i-
d 'onto logies fi er restr ictions de 
propriétés, et c. 
Premier constat 
Les approches existantes ont abord ' la r s tructuration des ontologi s dans des 
situations spécifiques t avec de object ifs fort divergents. Cep nd a.nt , il n 'exi t 
toujours pas de méthodologie bien 'tablie qui couvre tout le proc ssus de re-
structuration et qui permet de faire un remaniement global de la structure de 
l'ontologie. De plu ·, les protocoles cl validation sont souvent ori ntés v rs une 
applicat ion particulière et ne sont clone pas généralisables. Cela rend difficile leur 
comparaison. 
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Le tableau 2.3 fait une comparaison de ces approches par rapport à un certain 
nombre de critères que nous avons choisis. Les approches sont évaluées, d 'une 
part , sur leur traitement ou non d 'une anomalie donnée parmi celles définies à 
la section 2. 1.6: détectée et corrigée(/) , non t raitée(-) ou non précisé(?) , la 
colonne « autres » spécifie si d 'autres types de problèmes sont traités (imperfec-
tions selon le contexte, changements requis, erreurs détectées par des patterns, 
etc.) ; et, d 'autre part, ·ur la démarche de restructuration. L'idée est de préciser 
pour chaque approche, si ( 1) la restructuration consiste à faire des remaniements 
locaux (RL) ou un remaniement global de l 'ontologie (RG); (2) les opérations de 
restructuration sont formelles (F) ou non formelles (NF) ; (3) ces opérations sont 
automatique (A) , semi-automatiques (SA) ou manuelles (M); ( 4) l'approche est 
généralisable ( G) , spécifique -ontologie de base- (S) ou spécifique mais applicable 
sur d 'autres onLologies (8-»G). 
Deuxième constat 
Pas de bonne compréhension de ce que le processus de restructuration doit couvrir 
en tant que tâches de détection de problèmes et tâches de correction, et clone 
il manque un cadre f01~mel pour la résolution conjointe de ces deux types de 
tâches . En outre, les tâches de restructuration proposées par le · approch s étudiées 
impliquent des remaniements locaux; ce qui constitue un défi pour les concepteurs 
d 'ontologies du fait que ces remaniments, comme la création de nouveaux éléments 
et le déplacement de ceux existants, pourraient avoir des répercu sions sur la 
structure globale de l'ontologie. 
Troisième constat 
Les travaux présentés s 'attachent plus à un seul niveau de la restructuration, à 
savoir la correction des erreurs de conception liées à la structure de l 'ontologie. De 
plu , les opérations proposées pour la correction de ces erreurs sont le plus souvent 
manuelles . Le deuxième niveau, celui concernant la découver te des connaissances 
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Pour toutes ces raisons, nous pensons que l'élaboration d 'une métho lologie pour la 
r structuration de· ontologies s'avère nécessaire. ne méthodologie qui permettra 
de : 
1. couvrir tout l processus de re tructuration ; 
2. faire une réorganisation complète de l 'ontologie en prenant en con i lération 
l s detL'< niveaux de restructuration : (1) la détection et la correction des 
erreurs de conc:eption déjà existantes clans l'ontologie; et (2) l'identification 
cl s connaissances qui manquent et leur intégration dan l 'ontologie initiale; 
3. avoir un degré d 'automatisa tion le plus élevé. 
2.3 Conclusion 
Ce chapitre nous a permi de constater qu 'un modèle ontologique est suj et à des 
en eurs ou des anomali s de conception résultant cl 'un certain nombre d 'opérations 
qui peuvent mener à la détérioration de sa qualité. Une étude cri tiqu a montré 
les limites les méthodes de r structuration clans le domaine, et l ' int ' r ~ t d 'un 
ori ntation de la recherche vers la formalisation et l'automatisation du processus 
de restructuration pour la construction l 'ontologies mieu..x structurées et plus 
complètes . Le chapitre suivant présente notre approche pour la restructuration les 
ouLologies basée snr uu cadre formol qui es t. « l 'Analyse rdaLiouncllc de cou<':cpLs ». 
CHAPITRE III 
CADRE DE RESTRUCTURATION DES ONTOLOGIES PAR 
L'ARC 
Ce chapitre présente notre cadre pour la restructuration des ontologies par l'ARC 
(Analyse relationnele de concepts), une extension de l 'AFC (Analyse formelle de 
concepts). L'AFC nous fournit un cadre structurel et formel qui va supporter le 
processu global de la restructuration. Dans cette approche, l 'AFC est utilisée 
comme une technique de catégorisation conceptuelle ( conceptual clustering) . 
L'approche décrite dans ce chapitre, à laquelle nous avons contribué, a été déve-
loppée par notre équipe impliquant plusieurs chercheurs dans le cadre du projet 
PRIOWS (Projet de recherche en ingénierie ontologique et web sémantique) . 
Nous commençons par examiner le choix de l'AFC/ ARC comme cadre théorique et 
présenter les notions fondamentales nécessaires à sa compréhension. Ensuite, nous 
donnons la description détaillée des différentes phases constituant le processus 
général de la restructuration. Finalement, nous expliquons comment notre cadre 
traite certaines des anomalies identifiées à la section 2.1.6. 
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3.1 Pourquoi l'AFC/ RC ? 
Le choix de l' AFC/ ARC comme cadre théorique pour l 'approche de restructura-
t ion est motivé par le besoin de mettre à plat l'hiérarchie de l'ontologie initiale 
et tenter ensuite de reconstruire une nouvelle hiérarchie qui factorise mieux les 
descriptions et am ' liore le niveau d 'abstraction. Ce choix s'appuie également sur 
le fait que c'est un cadre formel avec des méthode· univ rs Iles (Ganter et Wille, 
1999) qui a été largement ut ilisé dans de nombreux domaines, et les résultats té-
moignent de son apport dans la construction des hiérarchie de classes (Dao et al., 
2004) et le concept (Stumme et Maedche, 2001; Cimiano et al. , 2005; Nanda 
et al. , 2006; Ben laoud et al. , 2008; Rouane-Hacene t al. , 2008) ainsi que dans 
la restructuration des modèles (Godin et Mili , 1993; Godin et al., 1998; Snelting, 
2000; Godin et Valtchev, 2005; Rouane-Hacene et al., 2007). 
En réingénierie des modèles, l'AFC est considér 'e comme un cadre théorique ap-
proprié pour la re tructuration des hiérarchies de classes. Il s'agit de faire une 
redi tribution des propriétés d 'un hi ' rarchie existante, typiqu m nt orientée ob-
jet , sur un en , mbl potentiellement différent cle classes organisée sou forme d 'un 
treillis de concepts. Le treillis généré va repré enter la nouvelle hiérarchi recons-
t ruite ave une fac torisation mau'C.imale des propriétés et l'intégration de nouvelles 
abstractions, potentiellement utiles, oubliées par les concepteurs (Rouane-Hacene 
et al., 2007). 
L'ARC est une extension de 1' AFC pour le traitement cl s données relationnelles. 
Elle offre une m ill ure factorisation au s in d 'un modèle, car tous les éléments 
du modèle sont pris en compte clans le processus de g' néralisation notamment l s 
a socia tions, et par conséqu nt des abstractions utile peuv nt être détectées en 
regroupant 1 ·individus non seulem nt à partir l 1 urs descripteur pr pres mais 
au ·i à partir des liens qu 'ils partag nt (Rouane-Hacene et al., 2007). 
59 
En ingénierie ontologique, les méthod s cl l ' AFC / ARC ont étés utilis ' es comme 
des techniques de catégorisation conceptuelle dans le processus de construction 
des ontologie (Stumme et Maedche, 2001 ; Cimiano et al., 2005; Nanda et al., 
2006; I3endaoud et al. , 2008; Rouane-Hacene et al. , 2008). Ces appro hes de 
construction basée sur l 'AFC ont 'té propos ' es pour remédier aux limites de 
approches « informelles » qui pré entent l 'avantage d 'extraire le termes le plus 
représentatifs du lomaine étudié à partir du corpus utilisé, mais ell s p uvent né-
gliger certain s nt it 's qui peuvent s'avér r per tinentes pour le domaine concerné 
et qui ne sont pas extraite , néce · airement, à par tir des textes. 
Donc, tout c t te p rformance de l'AFC et de l'ARC dans l 'ingéni rie ontolo-
gique ainsi que dans la restructuration des hiérarchies de classes nous lai ·se croire 
qu 'elles pourrai nt donner les résultats escomptés de la restructuration d 'une on-
tologie. 
3.2 ARC otrc cadre théorique 
Dans cette ection et en premier lieu, nous présentons les définit ions mathéma-
tiques des notions fondamentales de l'AFC. ous abordons uniquem nt quelques 
notions de bas n ' ce saires pour la compr ' h nsion de notre cadr cl r cherche. 
Tous les fond rn nts théoriques de l 'AFC peuvent être trouvés dans (Ganter et 
Wille, 1999; Carpin to et Romano, 2004) . Deuxièment , nous présentons notre 
cadre théorique, l'ARC. 
3.2. 1 ot ion fondamentale de l'AFC 
L'AFC est défini comme un paradigme d 'analy c (Ganter ct Willc, 1999) qui s 'ap-
puie sur la théorie des t reillis (Birkhoff, 1967; Davcy ct Priestley, 1990) . Plu ·pé-
cifiqucmcnt , l'AFC con t ituc une approche algébrique pour analyser le· tableaux 
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Tableau 3.1 Différences cl's av c les notations standards de l'AFC. 
Not . Descript ion 1 ot . Descrip tion 
0 L'ens mble des objets form ls (C) co La famille des extensions K de K 
A L'ensemble des attributs formels (NI) CJ< La fa mille des intensions de J( 
cf( L'ensemble des concepts formels de K LK Le treillis de concepts de 
(C(I<) ) K (B(JC)) 
de données binaires (contexte form el ) . Les contextes représentent un ensemble 
cl 'individu ( o~jets) décrits par un ensemble cl propriétés (attri buts) via une re-
la tion binaire précisant pour un obj t donné les propriétés qu 'il possède. Cette 
analyse permet de faire des r groupements d 'objets ayant de attributs en corn-
rn m (concepts for-m els) et de les organiser sous formes de structures conceptuelles 
( tr illis de concepts form els) . 
Les notations ut ilisé s clans cette thèse différent légèrement des notations stan-
dards de l' AFC . Les principales différences sont résumées dans le tableau 3. 1. 
Contexte formel 
~/[athématiqucmcut parlaut, un contexte formel est dôfiui comme snit : 
Définition 1. Un contexte for·mel (mono-valué) e t un triplet K = (0 , A, 1) 
où 0 est l 'en · mbl des obj ts formels, A est l 'ensemble des attributs formels et 
1 Ç 0 x A e t une relation binaire, appelée d'incidence, entre le obj ts t les 
attributs, telle que pour o E 0 et a E A , (o, a) E 1 (notée o1a) signifie que l'objet 
o possède l'attribut a. 
Exemple : La table (a) illustrée à la figure 3.1 pré ·cnte un contexte mono-valué, 
appelé ((Entreprises », où 1 s objets formels {el , 2, e3, e4, e5, e6} r présentent 
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a b c d 
--
f-
Cl x x 
e2 x x 
1- --
e3 x x 
e4 x ~ 
e5 x x 
e6 x x 
(a) 
Figure 3.1 (a) : Un contexte binaire « Entreprises». (b) : Le treillis de concepts 
associé. 
des entTepTises et les attributs formels {a, b, c, cl} représentent certaines caracté-
ristiqu s commerciales de ces entr prises . 
Les contextes formels pluri-valués ont été introdui ts en AFC (Ganter et Wille, 
1999) pour coder les attributs non binaires (ex. numériques, ordinaux, catégo-
riques, etc.). Un contexte plur·i-valué est un quadruplet K = (0 , A, V, I) où 0 
est l'ensemble des objets, A est l 'ensemble des attributs, V est un ensemble de 
valeurs, et I Ç 0 x A x V est une relation ternaire ayant des t uples sous la forme 
(o , a, v) qui sign ifie l'objet o a la valeur v pour l'attribut a. 
Le traitement d 'un contexte pluri-valué passe tout d 'abord par une étape de t rans-
formation de ce contexte en un contexte binaire (mono-valué) équivalent. Cette 
étape est assur ' e par un mécanisme appelé gr·aduation conceptuelle (Ganter et 
Wille, 1999) qui permet de construire un contexte échelle par attribut pluri-valué 
et ensuite assembler les échelles en un même contexte . Par exemple, l'attribut 
pluri-valué nbpmd (nombre de produi ts) dont les valeurs sont {8, 25, 10 , 11} peut 
être transformé en attributs binaires de la forme nbpr-od ~ 10 et nbpr-ocl > 10 
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nbprod ~ 10 nbprod > 10 
Cl x 
C2 x 
Clients Cl C2 C3 C4 C3 x 
--· -----·····----· ------·-·· ---
nbprod 8 25 10 11 C4 x 
Figure 3.2 Transfo rmation d 'un attribut pluri-valué « nbprod >> en attributs 
binaires. 
(voir figure 3.2). 
Correspondan ce d e Galois d an s un contexte formel 
Étant donné un contexte formel K = (0 , A, f), deux fonctions f et g sont définies 
sur ce contexte : 
D éfinition 2. La fonction f as oci à un nsemble d 'objets X , l' ns mble d 'attri-
buts Y partagés par tous le objet de X tandis que g 't la fonction duale pour 
les ensembles d 'attributs : 
f : p (O) ~ p(A) tel que: pour X E p(O),f(X) = X' = { a E A 1 af a \la EX} 
g: p(A) ~ p (O) tel que : pour Y E p(A) ,g(Y) =Y' = {a E 0 1 af a \la E Y} 
Proprié t é 1. La paire de fonctions ( f, g), les deux notées ' et résumant les liaisons 
.uLre les objeLs eL les aLLribuLs daus le conLexte, dèfiui L une cor·r-espondance de 
Galois (Bm·but et Monjardet , 1970) entre les deux ens mbles ordonnés p ( 0) et 
p (A) elu contexte formel K = (0 , A, f ) . 
Propriét é 2. Les compositions des fonctions f et g : fog : p (A) ~ p (A) 
et gof : p(O) ~ p (O) sont les opérateurs de fermeture sur &o(A) et p(O) , 
respectiv m nt. Les deux opérateurs de composition sont notés par". 
Un opérateur de fe rmeture est défin i comme suit : 
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D éfinition 3. Soit (E , :S) un ensemble ordonné. On appelle opérateur de ferme-
ture ur l 'ensemble E toute application r.p : E ---+ E qui vérifie les t rois propriétés 
suivantes : 
- idempotence : Vx E E, r.p (r.p(x)) = r.p(x), 
- monotonie : Vx, y E E , x :S y=? r.p (x) :S r.p (y), 
- extensivité : Vx E E, x :S r.p(x) . 
Étant donné le contexte formel K = (0, A , I) et l'op ' rateur de f rm ture " , un 
sous ensemble d 'objets X E p (O) (respectivement un ·ous ensemble cl 'attrib lts 
Y E p(A)) et fermé si X"= X (respectivement Y"= Y). 
Concept formel 
Le couple (X, Y) d'ensembles fermés où X repré ente un sous-ensemble d 'objets 
et Y un sous-ensemble d 'attributs est appelé concept form el. 
Définition 4. Un concept form el l 'un contexte K est une paire (X, Y) où X Ç 
0 , Y Ç A , X = Y' et Y = X'. L'ensemble X est appelé extension et Y l'intension 
elu concept formel. 
Exemple : Dans la le contexte de la figure 3.1, le couple ({el, e3}, {a, c}) est un 
concept formel, où {el, e3} représente on extension et {a, c} représente son inten-
sion, alors que ({el, e3}, {a}) n 'en est pas un . 
L' nsemble de tous les concepts formels d 'un contexte K = (0, A , I) est noté 
par C K. La taille cl cet ensemble peut être exponentielle en la taille elu contexte. 
Plusieurs algorithmes ont été proposés pour le calcul de cet ensemble ou encore 
la relation d 'ordre entre les éléments de cet ensemble. 
Theillis de concepts formels 
La famille Cg des concepts formels d 'un contexte K = (0 , A, I) est partiellement 
ordonnée par la relation d 'inclusion Ç entre inten ions/ ext nsions. 
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La famille les fermés des objets co ç p(O) etc lle d'attributs ca ç p( A) munie 
de la relation l'ordre partiel Ç (in lusion ensembliste) constituent dem< treillis 
compl ts, notés U t La. De plu , la fonction ' (f ou g) est une bijection entre 
les leux familles co et ca et défini t un isomorphism entre les treillis respectifs 
L0 et La. À chaque fermé X de co correspond un fermé unique Y le ca , tel que 
X'=Y. 
D éfinition 5 . Étant donné (X 1 , Yi) et (X2, 1'2) cl mc conc pts formels d 'un 
contexte J( = (0 , A, J). Le concept (X1 , Yl) est un sous-concept de (X2, Y2) 
(d 'une manière équivalente, (X2 , 1'2) e t un super-concept de (Xt, Y1)) si et s ule-
ment si X 1 Ç X 2 (1'2 Ç Y1 ) . On utilise le signe :::; pour exprimer cette rela tion. 
On obti nt : (X1 , Yt) ::SK (X2, 1'2) Ç::::::? X1 Ç X2 (ou bien Y2 Ç Y1 ). 
Propriété 3. L' n · mbl de tou les concepts formels de J( = (0, A, J) ordonné 
par la relation de uper-concept ( ous-concept) est un tr illis complet. Il est noté 
Lr< =(Cr< , ::SI<) et es t appelé le treillis de concepts du contexte K 
Le treillis de concepts est muni des opérations dites infimum et supremum qui 
sont notées , resp ctivement, par A et V . 
Théorème 1. L'ordre partiel LK = (CK, ::SK) forme un treillis complet où l 'infi-
mum et le supremum sont définis comme sui t : 
- A~l(Xi, Yi)= (n~=lxi, (u~=lYi)") 
- v~=l(Xi,Yi) = ((U~1Xi) " ,n~= lY;) 
D éfinition 6. La couverture supérieure (respectiv m nt inférieur ) d 'un concept 
est l'ensemble de to us ·es super-concepts (r sp ctivem nt sous-concepts). 
Exemple : La part ie (b) le la figure 3.1 illustre le treillis construit , montré comme 
un « liagramme cl Hass 1 », à part ir elu contexte (a) représenté à gauche de 
1. Tout ensemble ordonné (E, ::;) peut être représenté de faço11 chérna tique par un dia-
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la figure. Notons que les extensions et les intensions, identifiables par les deux 
ensembles resp ctifs « E » et « I », sont montrées sur l s noeuds représentant les 
concepts. 
Algorithmes de construction des treillis 
La con truction des treillis st composée principalement des deux tâches suivantes : 
- La découverte des concepts à partir d 'un contexte formel, 
- Le calcul cl la relation de couverture représentant l'ordre entre l'ensemble de 
concept . 
La littérat ure sur l' AFC offre une panoplie d 'algorithme qni se sont intéressés an 
traitement de ces deux tâches (Ganter et Wille, 1999). Ces algorithmes diffèrent 
selon la manière d 'acquérir et/ ou de traiter les données en entrés et sont gé- · 
néralement regroupés en trois grandes class ifi cations . Les premiers algorithmes 
de construction des treillis sont les algorithmes batch (Gant r , 1984; Borclat , 
1986; Nourine et Raynaucl , 1999) qui considèrent que les données (contexte for-
mel) sont connues à l'avance et l'évolution de ces données (ajout objet/ attribut au 
contexte) entraîne la reconstruction elu treillis à nouveau. Ensuite, les algorithmes 
incrémentaux (Godin et al. , 1995 ; Valtchev, 1999) sont apparus pour remédier au 
probl 'me de la reconstruction elu treillis clans le cadre de contextes dynamiques. 
Suite à une modification elu contexte, ces algorithmes effectuent des mises à jour 
locales elu treillis corre pondant. Enfin, les algorithme d 'assemblage (Valtchev 
et al. , 2002) qui se basent sur l'apposition/ sous-position de contextes et les demi-
produits de treillis pour définir une opération binaire sur les treillis complets , 
appel ' e assemblage, permettant de construire un treillis à partir des deux treillis 
associés aux deux parties elu contexte. 
gramme a pp lé diagr a mme d e H asse quï est un graphe où les noeuds sont les éléments de E 








Figure 3.3 (a) : Un deuxième contexte binaire « Produits ». (b) : Le t reilli de 
concepts associé. 
3.2.2 Analy e relationnelle de concepts 
Le but de l 'ARC (Rouane-Hacene et al., 2013) est d 'inférer des relations entre des 
concepts formels en se basant sur de liens entre des objet formel . En ARC, le 
codage des données est fait à travers une structure appelée « Famille de contextes 
Te lationnels ». 
Définition 7. Une Famille de contextes Telationnels (FCR) est une paire (K, R), 
telle que: K = { K ih=l, ... ,n un ensemble de contextes pl uri-valués K i = ( Oi, Ai , Ii), 
un par catégorie, et R = { Tk} k= l , .. ,m un ensemble le relations binaires Tk Ç Oi x 
Q j tels que : i,j E {l , ... ,n}, avec Q i (domaine de Tk) et Q j (co-domaine de Tk) 
sont des en mbles d 'individus des contextes K i et K j, respectivement. 
La figure 3. 3 montre un deuxième contexte représentant des « Produi ts » (a) et son 
treillis associé (b). Un type de lien existant entre les dem< contextes Entr-epr-i es et 
Pmduits est représenté par une relation inter-contextes « fab » comme le mont re la 
partie (a) de la figure 3.4. La relation « ]ab )) modélise le lien entre une entreprise 




a b c cl fab :c2 tab :c3 fab :C4 .tab:cs fab:clO 
fab pl p2 p3 p4 
et x et x x x x 
-----· 
e2 x C2 x x x x 
e~ x e3 x x x x 
C4 X X e4 x x x x x x 
es x x x x x r-- --- ----- --·-l---e5 x x 
e6 x x x e6 x x x x 
(a) (b) 
Figure 3.4 (a) : La relation inter-contextes « fab ». {b) : Extension du contexte 
des « Entreprises » en attributs relationnels obtenue par la graduation de la 
relation « fab ». 
Traitem ent d es rela tions en ARC 
Pour le traitement cl 'une FCR, un mécanisme appelé gr-aduation relationnelle (Rouane-
Hac n et al., 2013) est utilisé pour traduire les liens inter-ob jets en un ensemble 
d'attributs relationnels. Pour ce faire, les relations d 'une FCR (ex. « fab ») sont 
considérées comme des attributs pl uri-valués r : oi ----7 p( o j ) dont les valeurs 
ont les ensembles cl 'individus avec des échelles « relationnelles » structurant 
le domaine de valeurs (les sous-ensembles r'(o), o E Oi) d 'une relation. Cette 
structure est traduite en un ensemble d 'attributs relationnels qui sont de prédi-
cats cl ' crivant les ensembles d 'objets référencés . Ainsi, pour une relation donnée 
r : oi ----7 p( o j) ) de nouveau attributs , de la forme « r :c ») sont rajoutés au 
contexte Ki dont c est un concept de K j. Un objet o E Oi aura un attribut « r :c » 
d ' pendamment de la relation entre son ensemble de liens r{o) et l'ensemble ex-
tension de c. De plu , c s attributs impliquent des opérateurs de quantification 
(Rouane-Hacene et al., 2013) : existentiel, universel, existentiel avec re triction 
de cardinalités, etc. Dans le cas de notr t ravail , ces attributs relationnels réfèrent 
ystématiquement à un quantificateur existentiel (3) que nous ommettons pour 
des rai ons de lisibilité. 
La partie (b) de la figure 3.4 montre le résultat de la graduation de la relation 
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<< fab » sur le contexte les << Entreprises » en ut ilisant le t reillis des << Pmduits ». 
Par exemple : l'objet formel « el » est décri t par deux nouvealL'C attributs rela-
t ionnels « fa b :c4 » et « f ab :cl 0 » puisque 1 produit p3 fabriqué par el apparait 
dans l' xt nsion des concepts c#4 et c# 10 clans le t reillis des « Pmduits » (voir (b) 
de la fig ure 3 .3) . Cela est int erprété comme suit : l'entr-eprise el est liée par la 
r·elation « fab » à au moins un pmduit p des concepts # 4 et c#lO· 
Famille de treillis relationnels (FTR) 
Le proces ·us global de l'ARC ·uit une méthode, appelée « Multi-FCA » (Rouane-
Hacene et al. , 2013) qui permet de construire à partir d 'une FCR un ensemble de 
t reillis, un par contexte, appelé « Famille de treillis relationnels (FTR) ».La FTR 
est d ' fi nie comme un nsemble de t reillis dont les concepts refl ètent conjointement 
tous les attribu ts ainsi que tou · les liens partagés entre objets de la FCR. 
Étant donné une FCR = (K, R), avec K f qui dénote le ontenu de K i = (Oi, Ai, Ii) 
à l'étape p. La méthode « Multi-FCA » suit un processus itératif comme le montre 
les étap s suivantes : 
- Étape [0] : L? est const ruit à partir de KP, le contexte obtenu en prenant en 
compte tous les attributs elu contexte init ial J(i à l'exception des relations (r) . 
D s graduat ions sont effect uées au préalable (si néce ·saires). 
- Étape [p+ l] : Lj est utilisé comme éch ll pour chaque rela tion r ç Oi x Oj 
afi n de pr luire le contexte Kr+1 et ensuit l treillis orr pondant L~+l . 
- Critère d'arrêt : La procédure s 'arrAt quand L~+l est isomorphe à L i1 pour 
tout i, c'est-à-elire le point fixe cJe la fonct ion cJôfinic par la procôdurc Multi-
FCA est a tt int. La limite de la suite L~, pour un iE [1, .. , n], est dénotée par 
Li 
Par xemple, la figure 3.5 montre le point fixe des tr illis des deux contextes 





Figure 3.5 Le point fixe des treillis finaux des deux contextes « Entreprises » (a) 
et « Produits » (b). 
L'AFC possède l'avantage d 'être exacte mais présente l'inconvénient de générer 
des treillis de très grandes tailles qui peuvent contenir un nombre exponentiel de 
concepts formels, menant à l 'existence de beaucoup de concepts superflus (Carpi-
neto et Romano, 2004). L'ARC génère un nombre encore plus grand de concepts 
formels du fait qu'elle traite des contextes plus riches (FCR). 
3.3 Apperçu général de l'approche de restructuration 
Étant donnée une ontologie OWL à restructurer, l'approche de restructuration par 
l'ARC se résume en : (1) coder l 'ontologie dans la structure d 'entrée de l 'ARC ; 
(2) appliquer l 'ARC pour construire les t reillis correspondants; et (3) traduire 
l'ensemble des treillis construits en une ontologie restructurée. Avec une telle clé-
marche, deux défis de taille peuvent être identifiés d 'ores ct déjà : (1) codage 
de 1 'ontologie qui implique tout d 'abord la confrontation entre les éléments on-
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tologiques, ct ensuite leur codage clans le format de données de l'ARC ; et (2) 
génération de 1 'ontologie restructurée. 
Notons que la génération de l'ontologie restructurée à partir des treillis n 'est pas 
lirecte. À ce niveau là, nous allon nous retrouver face à un phénomène qu 'on 
reproche souvent à l' AFC, à savoir la génération des treillis de très grandes tailles 
avec beaucoup de concepts fortuits. C ci peut nuir à l'interprétabilité cl s treilli · 
construits clans notre contexte de restructuration. 
Notre principale contribut ion consiste à gérer cette complexité des treillis de 
ncepts issus de l'analyse par le fi ltrage des éléments pert inents. Le défi ici est de 
trouv r comment, à partir d 'une structure complètement formelle et sans accès à 
la sémantique des entités manipul , es 2 , sélectionner les concepts formels pertinents 
qui vont con tituer les éléments ontologique . À e stade là, nous ne ch rchons 
pas à faire un fi ltrage des treillis clans l'absolu, mais nous visons plutôt un fi lt rage 
informé par l 'ontologie de départ . 
.\i otr cl, marche pour cc fil t rage consiste, dans un premier temps , à chercher un 
moyeu ponr j ngcr « la pcrt iucncc » des concepts formels . Il s'agit de 111c nrcr nue 
pertinence r lative pom chaqu concept form 1 au niveau du treillis par rapport au 
domaine de l'ontologie init iale. Dans un deuxième temps, proposer une technique 
pour le fi lt rage en e basant sur les pert inences relatives cle. concepts formels. 






<::= 1 Rétro-codage 1 <::= 
F amllle d"' ensemble< 
de concepts fll trés 
FCR 
FTR 
Figure 3.6 Processus général de l'approche de restructuration par l'ARC. 
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3.4 Processus général de la restructuration des ontologies par 
l'ARC 
Le processus général adopté pour l'approche de restructuration des ontologies par 
l'ARC (Rouane-Hacene et al. , 2010) sui t cinq phases principales (voir figure 3.6) : 
l 'alignement, le codage, l 'analy e, le filtrag e et le r-étro-codage. L'étape alignement 
consiste à faire une confrontation entre les éléments cl l'ontologie à restructurer 
pour l'identification des similarités. Ceci permettra d 'éliminer les redondances 
et d'éviter la duplication du codage des éléments ontologiques similaires. Dans 
l'étape codage, l'ontologie de [épart era transform 'e en une seule Famille de 
contextes relationnels (FCR) dans laquelle chaque cont xt représente un type 
d'' léments du méta-modèle ontologique (ex. concepts et r·ôles) . Les liens existants 
dans le méta-modèle entre ces deux types d'Tments seront représentés par des 
relations inter-contextes (ex. domain, range et owns). L'étape analyse consiste à 
construire des t r illis init iaux (treillis de concepts et de rôles) avec l 'AFC. Ensuite, 
traduire les relations inter-contextes en attributs relationnels suivant le mécanisme 
de graduation relationnelle. Enfin, obtenir des treillis finaux le concepts fo rmel · 
selon le processus itératif ARC. Cc ont les treillis finaux qui fournissent le support 
pour la nouvelle structure de l'ontologie initiale. La phas du filtrage va réduire 
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les nsembl s de concepts formels des treillis finaux par l'élagage des concepts non 
pertinents ou uperflus. Le principe on iste à: (1) préserver les concepts formels 
importants du domaine (1 s con epts de l'ontologie init iale), et (2) sél ctionner les 
nouvelles abstractions pertinentes. La dernière étape du r-étTO-codage a pour but 
l générer le modèle de l'ontologie restructurée. L'idée t de traduir les concepts 
formels jugé. pertinents dans les treillis fi lt rés en des élém nts ontologiques sou · 
format OWL. 
Les sous-sections suivantes sont réservées à la description détaillée de chacune 
des phases illustrées sur un ex mple simple visant à restructurer une ontologie 
de petite taille : CMS (Confer nee Management System). Tout d 'abord , nou 
expliquon brièvement via notre exemple les type d 'anomalies que notre cadre 
permet de résoudre. 
3.4. 1 Exemple de restructuration 
Considérons l 'ontologie CMS (la part ie (a) de la figure 3.7) vi ualisée en U'YIL. 
Elle présente un cer tain nombre d 'anomalies par rapport à un modèle de r ' férence 
(la part ie (b) de la même figure) . Ces anomalies sont : ( 1) des redondances dans 
les spécification et (2) de l'in omplétud au niveau des al st raction .. En effet, 
des las s similair s Pa per t Art icle (même entité avec leux noms différents) sont 
incluse ) et un même ensemble le propriétés { name, a ffiliation} apparait dans plusieurs 
ela ses (Au t hor t Reviewer). L'incomplétud au niveau des ab tract ion e t notée par 
l'ab ence, par exemple, de la ela se al straite 'ontributor qui devrait fac toriser les 
propriétés qui sont partag' e par l s deux classes A uthor et Reviewer, et la classe 
ubmissio n comme abstraction des deux classes P a per et Report . De plus , une analyse 
approfondie révèle que les relations wri te et compo e peuv nt également mener à 
















Figure 3.7 (a) : Fragments elu modèle initial de l'ontologie CMS. (b) :Modèle 
de référence de l'ontologie CMS. 
Cont ributor et Submission comme illustré à la figure 3.7 (b) . 
3.4.2 Alignement des éléments ontologiques 
Les éléments ontologiques peuvent être alignés oit sur leurs noms ou bien sur leurs 
descriptions incluant leurs propriétés et leurs liens av c d 'autres élém nts (1 oy 
et Musen, 2000; Euzenat et Valtchev, 2004). Une correspondance clans les deux 
aspects (le nom et la description) indique que l s éléments alignés repr 'sentent la 
même réali té. Une correspondance dans un seul aspect pourrait signifier l'exi -tence 
de problèmes de confli ts de noms , à savoir des synonymes (même classe, différents 
noms) ou des polysémiques (même nom, différentes classes) (Dao, 2003). Ces pro-
blèmes de onflits de noms ont été traités clans le domaine de l 'intégration des 
schémas de ba e de données, et ils sont généralement résolus par la normali-
·ation de nom basée sur des ressourc s linguistiques, comme d s dictionnaires 
électroniques ou des ontologies de domaine (Rahm et Bernstein, 2001). 
Notons que l'alignement est un processus complexe. Dans le cadre de notre tra-
vail, nous avons considéré un cas particulier l'alignement soit la re lon lance des 
classes avec les noms différents. L'importance de cette étape ct son impact clan 


















Figure 3.8 L'ontologi CMS alignée. 
premier lieu, l'élimination de l'anomalie concernant les défini tions redondantes de 
cla.-scs. D uxièmcmcnt, l'éliminat ion d 'un facteur de bruit lié à la défini t ion répé-
tée des élém nts similaires du modèle ontologique dans les contextes formels. Par 
c.ous(~qucnt , r(:dnire le uorubrc d 'al>stract ions à fail>lc utilit(: clans les t reillis fiuanx 
générés représentant l'ontologie restructurée. 
Techniquement parlant , nous avons ut ilisé l 'outil ONTOALIGN disponible clans 
la pla teforme Inukhuk 3 (Rouane-Hacene et al., 2011) 1 our assurer l'alignement 
de éléments de l 'ontologie à restructurer. Cet outil inclut des APis basées sur 
java : AlignAPI 4 t SIMPA CK 5 pour détecter cl s conflits de noms potent iels 
clan · l'ontologie ini tiale. 
Considérons notre xemple cl ' ontologie à gauche de la figure 3. 7, les deux class s 
Paper et Ar t icle représentent la même entité avec deux nom. différents . L'outil d 'ali-
gnement permettra de détecter ce confli t de noms et éliminera ·ette re londance 
de classes comme illustré à la figure 3.8. 
3. Inuklmk est w1e plateforrne orientée services pour la réingénierie d 'ontologies . 
4. http :/ / aligna pi.gforge.inria .fr/ 
5. http :/ /www. iA . u :.~ h . ch /ddi s/siinpack . h t nil 
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3.4.3 Codage de l'ontologie initiale 
Cette phase consi. te à définir les contraintes sur les entrée de notre approche 
de restructuration : (1) préciser 1 type d 'ontologie visé par notre processus de 
restructuration ; (2) définir les étapes à suivre pour le codage de l'ontologie initiale 
dans la structure de données manipulée par l'ARC. Il s 'agit de répondre aux deux 
questions suivantes : 
1. Quels sont les éléments ontologiques à coder- ? 
2. Sous q·uelle for-m e doivent êtr·e r-eprésentés les éléments ontologiques pour-
êtr-e tr-aités par- les méthodes de l 'ARC ? 
otons que dans le cadre de notre travail , nous visons la restructuration des 
ontologies OWL. La démarche suivie pour le codage d 'une ontologie OWL dans 
la structure d 'entr 'e de l'ARC est décrite dans ce qui suit . 
Quels sont les éléments ontologiques à coder- ? 
Le codage proposé est guidé par un méta-modèle l'ontologie ODM 6 , un modèle 
de défini t ion d 'ontologies R.DF(S) / OWL. 
Dans ODM, un corre pt ontologique réfère à une classe OWL (ow l :class). Une 
classe peut avoir des restrictions { owl :r-estr·iction) référant aux propriétés {r-df :pm-
per-ty) dont le co-domaine peut soit être un type primitif « datatype » (ex. string 
ou double) , ou bien un type complexe « abject » c'est-à-dire une classe. Un do-
maine de propriété « domain » est la classe dan. laquelle la propriété e t définie 
tandis que son co-domaine « mn ge » e t le type déclaré de sa valeur . 
La figure 3.9 présente une vue simplifiée elu méta-modèle OD il :OWLBase sur 
laquelle se base le codage. 
6. ODM : Ontology DeHni t ion Metamodel (http :/ / www.omg.org/ spec/ ODM/ l.O/ ). 
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Figure 3.9 Vue simplifiée du méta-modèl ODM :OWLBase . 
Les entités ontologiqu s cod ' es ont : Concept, ObjectProperty et DatatypePr-operty 
ain i que les l-ien inter-entités, notamment les liens entre Concept t ObjectPro-
per'ty. 
Sou quelle forme doivent être r présentés les éléments ontologiques pour· être tr-ai-
tés par les méthodes de l 'A R C? 
L'idée est de repré enter les entités ontologiques OWL par une eule FCR, il s'agit 
don de définir les contextes et les relations inter-contextes . 
La FCR est un format de donnée similaire au modèle « entité association ». 
En revanche, OWL e t un langage standard pour la représentation des donnée 
sémantiques ( x. , ontologie). Il es t ba é sur la notion de classe (inspirée des lan-
gages orientés objet) et des opérations algébriques sur les ensembles (intersection, 
di jonction, etc.). Visiblement , le deux langages FCR et OWL ont deux niveaux 
d 'expr sivité di tincts t la transformation des données d 'un forma t à l'autre 
con t it uc un défi le conservation d 'information. 
Le but de cette phase est de mettre en plac un mécanism de traduction permet-
tant de pas ·er de donnée · décri tes clans le langage OWL vers le format FCR. 
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Mécanisme de traduction 
Le codage des entités ontologiques en une seule FCR suit le mécanisme suivant : 
1. Chaque type d 'entité Concept et ObjectPr-operty era codé par un contexte 
formel. On notera contexte des Classes et contexte des R6les, respectiv -
ment. 
2. Les entités de type DatatypeProperty eront intégrées comme caractéris-
tiques de Concept. 
3. Les caractéri t iques d 'une entité dans le méta-modèle (ex., name, lower , 
upper , etc.) ainsi que les DatatypePr-operties vont constituer les a ttributs de 
chaqu contexte. 
4. Chaque type cl liens inter-entités dans ODM (ex., owns, domain, range, 
etc .) sera représenté par une relation binaire entre deux contextes. Ainsi, les 
liens entre Concept et ObjectPr-operty eront représentés par des relations 
binaires (contexte des Classes X contexte des R6les) ou bien (contexte des 
R6les X contexte les Classes). 
Notons que ce mécanisme de traduction , bien qu 'il soit basé sur une vue ·impli-
fiée du méta-modèle d 'ontologies, permettra de coder et représenter les principaux 
él' ments du m'ta-mo lèle OWL complet en une FCR comme proposé à l 'annexe 
1. Cependant , il s'agit de voir l'intérêt de représenter chaque type d'élément pour 
pouvoir bénéficier de l'ARC dans un but d 'extraire de nouveaux liens et / ou carac-
téristiques. L'idée ici est de représenter uniquement les éléments utiles pour l'ARC 
dans notre contexte de restructuration, notamment les concepts et les T6les. Les 
autres éléments p uvent être ignorés au niv au du codage et à la fin du proces us 
de restructura tion eront rajoutés au niveau de l 'ontologie restructur ' e à partir de 
l'ontologie initiale. Nous illustrons ce processus par le codage de l'ontologie CMS 
alignée, présentée à la figure 3.8, en une seule FCR. La figure 3.10 montre les deux 
contextes formels de cette FCR. 
---------- -----
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Figure 3.10 L s deux contextes de Classes K 1 (a) et des Rôles K 2 (b) de l'onto-
logie CMS. 
otons que la propriété « name », léfinie lans OntologyElement de l 'ODM (voir 
figure 3.9) , est affectée aux deux contexte de la FCR (les attributs entre'') et elle 
est utilis · e pour coder les liens d 'héritage entre classe (ou rôle ) . Dan le modèle 
ontologique init iale, le liens taxonomiques « is-a » existants seront tradui ts clans 
le contextes corre pon lants et par cons'quent seront préservés dans l'ontologie 
re. tructuré . Ainsi, à chaque classe (o u rôle) est affecté non seulement son propre 
nom, mais également le noms de es uper-classes (ou uper-rôles) . 
La figure 3.11 monLrc les relations inter-cout cxLcs consl iLnanL la FCR : 
dom qui représente la r lation d domaine entr un rôle t la classe propriétaire 
et exprime la sémantique « a pour domaine ». 
ran qui r prés nte la relation de co-domaine entre un rôle et la ela e proprié-
taire et exprime la s' mantique << a pour co-domaine ». 
so'uTce qui représ nte la relation sour-ce entre une classe et un rôle et xprime 
la sémant iqu « est le domaine de ». 
- target qui représente la relation destination ntre un classe et un rôle et exprime 
la sémantique « est le co-domaine de ». 
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Figure 3 .11 Les relations int r-contextes de la FCR de l'ontologie CMS. 
3.4.4 Analyse des données 
Une fois que l'ontologie initiale e t codée n une famille de contextes t de relations 
inter-contextes , la méthode « Multi-FCA » (décrite à la section 3.2.2) sera exécutée 
pour l'analyse de ce donné s. 
Constr-uction des tr·eillis initiaux avec l 'AFC : 
La figure 3.12 montre le t reillis initiaux construits à partir des deux contextes 
formels d s Classe et des Rôles de la figures 3.10. 
LE'! t reill is des classes construit (voir à ga.nche de la figure) peut être interprété 
comme une hiérarchie de classes : le concepts sont considérés omme des ela ·ses 
abstraites et leurs liens d 'ordre dans le treillis comme des relations taxonomiques 
« is-a ». À titre illustratif, les concepts c#4 et c#5 représentent , respectivement , 
le ela s Author et Reviewer dans le mod ïe de l'ontologie alignée de la figure 3.8 . Le 
concept c#1 représente une abstraction des deux classes Author et Reviewer factorisant 
leurs propriétés communes à partir du cont xte défini à gauche de la figme 3.10. 
Cette abstraction e t identifiée dans 1 modèle de l 'ontologie de référence (voir à 
droit de la figure 3. 7) par la classe ontr ibu to r. 
otons qu malgré la présence d 'un nombr important de concepts lans le treillis 
des classes issu de l'AFC, d 'autres abstractions pertinentes peuvent manquer. Par 







• E={Author, Paper, Report, Reviewer} 
~) 
l) • l={comments, report} 
• l={afflllatlon, name} , E={Report} 
• E={Author, Reviewer} ( 2 j 
1 • !={contents, paper, title} • E={Paper} ~ 1 ={aff~llatiL . author, na me. rank} • E= {Author} \ 1 1 
• E={compose, rate, write} 
• l={rate} 
• !={affiliation, email, login, name, passw, reviewer} 
• E={Revlewer} 
• !={compose. rate . write} 
• E={} 
Figure 3 .12 L s tr illis de concepts des deux contextes K 1 (à gauche) et K 2 (à 
droite). 
du treillis. L'utili ation de l'ARC permettra de lécouvrir de nouveaLLX éléments 
COmme le rôle submiL et la ela Se submission . 
Tr-aduction des r-elations inter--contextes en attr·ibut binair·es : 
À ette étape d 'analyse, le mé anisme de gr-aduation est appliqué pour traduire : 
les relation inter-contexte sour-ce et tar-get (voir figure 3.11 ) en utilisant le 
treillis des Rôles (voir à droite de la figure 3.12) et par conséquent étendre le 
contexte des Classes avec d nouveaux attribut relationnel . 
les relation. inter-contextes dom et mn (voir figure 3. 11 ) en utili ant le treillis 
des Classes (voir à gauche de la figure 3.12) et par conséquent étendre le contexte 
des Rôles avec le nouveaux attribut relat ionnels. 
Par exemple, le résultat de la gr·aduation cl la relation sour-ce (dom) st montr' 
en haut (bas) cl la figure 3.13. 
Dans le tableau (a) illu t ré à la figur 3.13 , l s attribu t « ouTce :c#4 » et « ouTce :c#7 » 
sont assignés à la ela se AuLhor puisque le rôle correspondant write (pour lequel Author 
1 
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(b) 
Figure 3.13 (a): Ext nsion du contexte les Classes K 1 obtenue par la graduation 
de la relation « sou ne ». (b) : Extension du contexte des R6les K 2 obtenue par 
la gr a l uation de la relation « dom ». 
est la source) apparait lans l'ext nsion des concepts c#4 et c#7 dan· le treillis des 
R6les à droite de la figure 3.12, c'est-à-dire Aut hor est relié par so1trce à au moins 
un rôl qui est dans l' xtension cie ces concepts. Dan le tableau (b) de la figure, 
les attributs « dom :c#0 », « dom :c#1 » et « dom :c#4 >> sont assigné au rôle 
write puisqu la classe domaine correspondante Author apparait dans l'extension des 
concepts ~0 c#1 et c#4 dans le t reillis des Classes à gauche de la figure 3.12, 
c'est-à-dire write est relié par do m à au moins une classe qui e t dans l 'extension de 
ces concepts . 
Construction des treilli finaux : 
Cette dernière étape de l'analyse consiste à générer les t reillis finaux. Ces treillis 
finaux représentent la nouvelle réorganisation des éléments de l'ontologie init iale. 
La figure 3. 14 montre le point fixe des t reillis finaux associés a tL-x deux contextes 
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1i11 -{dom:c3 , rare} 
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Figure 3.14 Le point fixe des treillis fiua ux de l'outologic CMS. (a) :Treillis fiual 
du cont xte des Classe . (b) :Treillis .fiual du cont e~ Le des R ôles. 
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les extension des concepts sont réduits pour des raisons de clart'. En effet, un 
objet (ou attribut) e t uniquement montré lans le no ud du concept minimal (ou 
maximal) que l'extension (ou inten ion) caractérise. L'héri tage ascendant (ou de-
sendant) entre co ne pts est utilisé pour retrouver leurs extensions (ou in tensions) 
complèt s. 
Rappelons que claus les treillis finaux, un attribut relationnel « T :c » est interprété 
comme étant une a sociation entre deux concepts. L premier concept est celui 
qui contient « r- :c » dans son ensemble inten ion et le deuxième concept est 
celui auquel l'attribut réfère explicitement (le concept c). Par exemple, dans le 
treilli des Glas es à gauche de la figure 3.14, l'attribut «source :c#5 , du concept 
c#1 clans le tr illis des Classes est interprété comme suit : P ouT chaque classe o 
dans l 'extension de c#1 { Author, R eviewer} , il existe 7 un Tôle p dans l 'extension de 
c#5 { compose, vnite} (dans le tTeillis des Rôles) tel que o est la ou Tee de p. 
D'aut re part , clans le treillis des Rôles (à droite de la figure 3.14), le concept ~5 
résume les liaisons communes entre write et compose qui correspondent à une classe 
domaine partagée représentée par le concer t c#1 dans le treilli des Classes qui 
est la super-classe de Autbor et Rev iewer. 
Notons que les treillis finaux constituent le support pour la nouvelle réorganisation 
de l 'ontologie initiale, c' st-à-clire l'ontologie restructur 'e. C pendant , l'interpré-
tation dir ete de ces treillis comme une hi ' rarchie de classes mène à un modèle 
ontologique complexe avec des concepts fortuit . Pour remédier à ce problème et 
par conséquent con truire une hi ' rarchie plus compacte, nous proposons de faire 
un filtrage de ces treillis pour élaguer tous les concepts non pertinents. 
7. Dan · notre exe1np le, les attributs relat ionn ls réfèrent à un quantificateur existentiel. 
4 
3.4.5 Filtrage des treillis de concepts 
Bien que l'AFC nous fo urnisse un ca lre complet t exhaustif de réorganisation, 
ll nous po e un sérieux problème, celui de la complexité et la taille les treillis 
générés, dépendamment du nombre d ' 'léments elu modèle de l'ontologie initiale, 
qu i peuvent contenir beaucoup de concepts superflus. L'ARC tend à générer des 
treillis plus larges elu fait qu 'elle traite des structur s plus riche (FCR). 
Dans notre contexte, un concept formel représentera une classe (ou concept onto-
logique) lont l'intension et l'extension correspond nt , respectivement , à l'ensemble 
des propriétés et l'ensembl des sous-classe . 
Dans le treillis final produit par l'ARC, haque concept formel est un can lic.lat 
susceptible d 'être sélectionné comme une clas ·e clan · l 'ontologie restructurée si 
jug'e pertinent (ou non si non pertinent). À c tade, les décision· importantes 
sont à prendre en réponse à deux questions essentielles : 
- Quelle est la valeur ontologiq1te d ''Un concept fo rmel ? 
- Comment reconnaire parmi le gmnd nombre de concept form els candidats ce'UX 
qui sont pertinents ? 
Dans les travaux exi tant , notamment c ux qui traitent de l'apprentissage et la 
fusion d 'ontologies en utilisant l'AFC , citons (Stumme et Maeclche, 2001 ; Nanda 
et al. , 2006) , il n 'exi te pas de suggestions sur une méthode d 'évaluation auto-
matique de la qualité d 'un concept formel. La majorité des travaux propose un 
validation basée sur les exp rts pour la génération de l'ontologie cible à partir 
des t reillis finaux de concepts form ls. Nous avons tenté d 'adresser cette issue 
dans notre contexte de restructuraion par l 'ARC. Notre objectif es t le propos r 
les me ures pour évaluer la pertinence des concepts formels qui vont constitu r 
l'ontologie restructurée. 
Pour cela, nous nous sommes in pirés (1) des prin ipes et des exigences qui 
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doivent être respectés par un modèle ontologique (G6mez-Pérez, 1999) définis à 
la section 2.1.3; (2) les travaux sur l'évaluation des ontologies, incluant ceux qui 
considèrent une ontologie comrüe un graphe et tentent de détecter ses caractéris-
tiques structurelles et sémantiqu s (Alani et Brewster , 2006) ; et (3) des mesures 
pour le fil trage des t reillis (Kuznetsov et al., 2007; Roth et al., 2008). ous avons 
choisi quatre mesures dont deux sont structurelles : densité qui indique l'utilité 
d 'un concept en terme d 'information additionnelle qu 'il apporte par rapport à son 
voisinage, et stabilité qui mesure l'insensibilité de la description d 'un concept aux 
bruits , c'est-à-dire la probabili té pour un concept de préserver son intension même 
s'il perd un certain nombre d 'objets de son extension. Les deux autres mesures 
sont basées sur la sémantique : la pTOximité sémantique avec le centr-e d 'intér-êt 
de l 'utilisateur· qui évalue le niveau d 'encrage, en termes de liens directs ou indi-
rects, d 'un nouv au concept formel avec les concepts représentant les classes de 
l'ontologie initiale, et la pr-oximité sémantique entr-e les concepts enfants qui t ente 
d 'indiquer si un concept es t correcte sémantiquement , c'est-à-dire mesurer jusqu'à 
quel point l 'extension subsume des sous-concepts imilaires . 
Le fil trage que nous proposons consiste à appliquer ces mesures sur les trellis finaux 
représentant la nouvelle restructuration de l'ontologie pour élaguer les concepts 
superflus (non pertinents). La figure 3.15 montre le résultat de l'applicat ion de la 
méthode de fi ltrage sur notre exemple d 'ontologie CMS : 
1. Les concepts c#0, c#7 et c#6 du treillis des Classes ont été jugés non per-
t inents par la méthode et clone élagués . En effet, ces concepts n 'ont pas 
d 'images clans le modèle de référence montré à droite de la figure 3. 7. 
2. Les concepts c#1, c#2, c#3 , c#4, c#5, c#s et c#9 ont été jugés comme perti-
nents ct donc filtrés . Parmi ces concepts : 
- Les concepts c#1, c#2 , c#3, c#4, c#5 et c#8 ont bien des images clans l 'on-
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Figure 3 .15 Le::; deux ensembles de concept::; formel. · filtrés. 
P:1.pe r , Report, Author , Reviewer t Submiss ion. 
Le concept c#9 n 'a pas son équivalent dans l'ontologi de référence. 
En ré::;umé, la méthode de filtrage aura en entrée la FTR (ou le tTeillis finaux) et 
retourne en sortie une famille d 'ensembles de concepts filtTés. Le chapitre suivant 
détaille le::; me::;ure · retenues ainsi que la méthode de filtrage propo ée. 
3.4.6 Rétro-codage de l'ontologie restructurée 
Le rétro-codage a pour but de traduire la famille de en ·embles de concepts for-
mels fi ltrés à part ir des deux treillis de concepts Classes et Rôles en un modèle 
ontologique OWL restructuré. otons i ·i l 'avantage d 'ut iliser l'ARC qu i offre une 
interprétation facile et par assemblage des deux treillis directement en une ontolo-
gie consistante .. Cependant, l'ét ape de traduction est délicate elu fait de la nature 














Figure 3 .16 Le modèle de l'ontologie CMS re tructuréé. 
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sont induites par des relat.ion · dans les intensions c.les concepts fi ltrés. La méthode 
le rétro-codage développée se base sur une méthode exploratoire qui implique des 
outils de navigation de treillis ainsi que l 'expert de l'ontologie. 
Le mécanisme de traduction des concepts formels filtrés en des éléments ontolo-
giques suit les règl s suivantes : 
Chaque con ept formel fi ltré du treillis des Classes est traduit en une classe 
OWL. 
L'ensemble des att ributs formels fournis par les intensions exprimant des in-
formations du domaine (propriétés des classes dans l'ontologie initiale) sont 
traduits comme des « datatype » au niveau de la ela se corre pendante. 
Les liens d 'héritage « is-a » entre les classes (ou obj ct prop rties) sont déduits 
à part ir de la relat ion d 'ordre entre les concepts filtrés du t reillis des Classes 
(ou cl u treillis des Rôles ). 
Enfin , l'ensemble des concepts fi ltrés du treillis des Rôles est visité afin de 
déterminer la ela ·se domaine et la classe co-domaine de chaque abject pr-oper-ty 8 . 
. Pour plu de déta ils, voir l'algori thme 1 défini à la sect ion 4.3.2. L'algori thme mon tre 
comment les deux treillis des Classes et des Rôles ont visités itérativement suivant des liens 
inter-concepts établis, en par ticulier , par les at tributs relationnel de type « dom :c » et « mn :c » 
,8 
Le résul tat de la trad uction e t un fichier OWL. La figur 3.16 illustre le modèle 
restructuré de l 'ontologie CMS généré à part ir des deux t reillis fi lt r '. de la figure 
3.15. En comparant ce dernier avec son modèle de référence de la figure 3.7 (à 
droite), nous pouvons faire les observation suivantes : 
La restructuration globale de l'ontologie est t rès proche lu mo lèle de référence. 
Les anomalies exi. tantes dans l modèle init ial cl 1' ontologi de la figure 3. 7 (à 
gauche) et discutées à la section 3.4.1 ont été corrigées : 
La classe redondante Art icle a été supprimée. 
L' nsemble des propriétés communes { na me, affi liat ion } ntre les leux classes 
Au tho r t Rev iewer ont été dép lac' S vers une no uv ll classe Cont rib utor qui est 
rajoutée comme une abstraction de ces leLL'< ela ses . 
La classe Subm ission qui manquait lans l'ontologie initiale a été 'galem nt ra-
joutée. 
- Un nouveau rôle submi t ayant comme domaine la classe 'ont ributor et comme 
co-domaine la classe Submiss ion a 'té rajouté comme une abs trac tion des cl ux 
rôl S wri te t com po e . 
otons qu : 
1. Contrairement aux ela: se i sues des concepts c#1 et c# (ou le rôle issu cl 
c#5 ), les classes de c#2, c#3, c#4 et c#5 (ou le rôles de c#1 , c#2 et c#3) qui 
existaient clans l'ontologie ini tiale sont nommées automatiquement par leurs 
noms respectifs : Paper , Report, Au t ho r , Rev iewer (OU compose, ra t et wri te). 
2. Étant donné que le fil t rage n ' ·t pas parfait, la d asse c#9 représente une 
abstrac tion erronée qui a ét' gardée alors qu 'elle n 'a pa cl correspondance 
clan le modèle de réf rene . 
Finalement, le nouveau mocl ' le de l'ontologie restructuré sera pr 'senté à l'expert 
lu domain pour une validation fin ale. Cette tâche le validation peut être facili-
afin d' identifie r le concept domaine et le concept co-domaine de chaqu r·ô le. 
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tée par le nommage automatique des nouvelles ab tractions (at tribution de noms 
significatifs) . Une alternative consiste à composer les noms des entités nommées 
qui mènent à la création de l 'entité abstraite. Une autre alternative serait de trou-
ver une interprétation sémantique dans une ressource externe comme Wordnet 9 , 
Wikipedia 10 , etc. L'idée est de trouver , clans ces ressources, un terme généralisant 
les noms des éléments abstraits. 
En résumé, le cadre global de la restructuration !écrit précédemment permet de 
traiter certaines des anomalies ou imperfections qui peuvent être détectées clans un 
modèle ontologique. Cependant, il possède une limite liée au fait qu'il ne traite pas 
toutes les anomalies, notamment , tous les cas cl 'incomplétude. La section suivante 
discute cet aspect . 
3.5 Traitement des anomalies par l'approche de restructuration 
Cette sect ion résume certaines des anomalies citées à la section 2.1.6 qui sont 
traitées par notre cadre. Un exemple de restructuration dans le cas de chaque 
anomalie est donné pour illustrer tout cl 'abord comment cette erreur se présente 
au niveau de l 'ontologie et ensuite comment elle est corrigée par notre approche. 
3.5.1 Anomalies t raitées par le cadre conceptuel de l'approche 
ous avons pu montré clans la section précédente, via un exemple simple d 'on-
tologie, comment un certain nombre d 'anomalies sont traitées automatiquement 
par le cadre conceptuel de l 'approche. En effet , ces anomalies seront corrigées au 
niveau des t reillis finaux (représentant la nouvelle réorganisation de l 'ontologie le 
9. http :/ / wordnet .princeton.edu/ 
10. ht tp :/ / www.wikipedia.org/ 
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[ Adwnture-h.u_ad venture 
Figure 3.17 Exemple de r tructuration dans le cas d 'incomplétude. 
départ) avant la phase du fil trage. Citon. : 
Incomplétude : Une part ie des connai sanc s manquantes s ra détectée (par 
ab tract ion) à partir des redondances au niveaux des spécificat ions des éléments 
de départ (voir l s exemples des deux figures 3. 17 ct 3. 1 ) . 
Redondance dans les affectations de propriété : L'ensemble des propriété r ' -
pétées dans plusieur · classes seront léplac' s vers la super-class si cette der-
nière existe ou bien une nouvelle abstraction, qui factorisera les propriétés com-
unmes , sera créée (voir l'exemple de la figure 3.1 ) . 
Redondance de classe : La répétition de classes similaires (ayant la mêm cl'-
finition formelle) sera éli minée lors cie la pha e d'alignem ent (voir l'exemple de 
la figur 3.19). 
Redondance de relation taxonomiques : Le · relations « is-a » redondantes entre 
clas es ont éliminées automatiquement au niveau elu treillis. En effet , le tre illis 
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Figure 3.18 Exemple de restructuration dans le cas de redondance dans les af-





-nama lus_au..roy -na ma l>as_.tl!rgy 
-ftrstna~Te -firstnarre 
-age -age 
Kid Group Group 
-na ~Te 
tn_groop in _group 
-f irstnama 
-age 




Figure 3.20 Exemple de restructuration clans le cas de Tedondance de Te lations 
« is-a ». 
3.5.2 Anomalies qui pourraient être traitées par les mesures 
D'autres types d 'erreurs telles que chaines d'héritage et en·eur·s sémantiques ne 
sont pas corrigées automa tiquement par le cadre. Cependant, elles peuvent être 
traitées au niveau du filtrag omme cela sera expliqué dans le chapitre suivant. 
Par exemple, les classes cl2 , cl3, .. . , cln- l appartenant à une chaine d 'héritage cl1 is-
a cl2 ... is-a cl, pourraient être éliminées pour leurs faibles valeurs par les mesures 
évaluant la pertinence structurelle de leurs concepts images au niveau du treilli 
(voir l'exemple de la figure 3.21) conformément à la section 4.3 .1. De même, les 
classes qui regroupent des sous-classes non similaires pourraient être éliminées 
ou corrigées par les mesur s évaluant la pertinence sémantique de leurs concepts 
imag s au niveau du treillis (voir l'exemple de la figure 3.22) c nformément à la 
section 4.3.4. 
Dan ce qui suit , nous citons les erreurs non traitées : 
ETTe1tTs de ciTcular-ité 
Er-r-eur-s de par-titions 






Figure 3.21 Exemple d re ·tructuration dans le cas de chaine d 'héritage. 
Avant Après 
Au to Vehicle 
l'l' 
Vehicle Plant 
c!- -~ ~~ 
Car Bicycle Grass Tree Plant 
Bus 
Figure 3.22 Exemple de restructuration dans le cas d'erreur sémantiq1w. 
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Classej pmpr·iété in'Utile 
- Glas e disjointe isol 'e 
- Domaine/ co-domaine trop pécifiq'U e 
En résumé, la contribution de notre appro he au lomaine de la restructuration 
des modèles ontol giqu s est notée par les point uivants : 
1. L'approche e bas sur un cadre formel qui as ure une r tructuration glo-
bal , ompl ' te et exhau tive d s donné contenues dan · le modèl initial. 
2. Elle et complèt ment automatique. 
3. Elle fournit un stm cture hiérar hi que des « pmpriétés objet ». · 
4. Elle e t g' n ' ralisable et ne dépend pa d 'un contexte pécifique. 
Enfin, la comparaison de notr approche aux méthode. de rest ructuration ét udiées 
est montrée par la demi ' re ligne elu tableau 3.2 déjà défin i à la section 2.2.4 





















































































































































































































































































































































































































































































Tout au long de ce chapitre, nous avons expliqué le cadre développé pour la re-
structuration des ontologies par l'ARC. ous avons pu mont rer , via un exemple 
illustratif, que l'ARC constitue un cadre formel très approprié pour la restructu-
ration, notamment pour lïdent ification des connaissances manquantes. 
Une phase cruciale du processus global, soit le filtmge, a révélé le besoin d 'un 
moyen pour le fi lt rage des concepts formels potent iellement pertinents, parmi un 
grand nombre de candidats pouvant constituer les concepts de l'ontologie re truc-
lurôc. On peut adlllcl"trc qu 'nu bou processus de fill".ragc a.môlion~r a. cou idôrablc-
ment le résultat du processus global d restructuration et pourrait aboutir à un 
enri <.:hir::;sement plus effi u=t<.:e de l 'ontologie ini t iale. 
Le chapitre suivant est consacré au développem nt cl' taillé le la méthod que nous 
proposons comme solution à la problématique du filtrage des trei llis de concepts 
issu · de l 'ARC, en d 'autres termes , notre proposition pour la prise en charge de 
la phase de filtrag e du cadre de re t ructuration décrit dans ce chapit re. 
CHAPITRE IV 
MÉTHODE POUR LE FILTRAGE DES TREILLIS DE 
CO CEPTS 
Ce chapitre constitu la contribution principale de notre travail. Il sera consacré au 
traitement le la probl' ma tique du filtrage des t reillis de concepts dans le contexte 
de restructuration exposé clans l chapitre précédent . Nous proposons une méthode 
basée essentiellement sur des mesures cl '' valuation de la pertinence des concepts 
formels pour en retenir ceux qui constitueront les concepts du modèle ontologique 
restructuré. 
La pertinence étant une propriété contextuelle et subjective, la sélection des 
cancer ts pertin nts lans un treillis constitue une tâche cl' licate pour laquelle 
peu de solutions ont disponibles clans la li ttérature . Les méthodes de filtrage 
complètement automatiques se basent sur des propriétés structurelles qui sont fa-
ciles à me ·urer (K uznetsov et al., 2007). Cependant, clan notre contexte, nous 
comptons approximer cette pertinence en alliant les niveaux, structurel et séman-
tiq-ue. Au niveau ·émantique, nous considérons que l'ontologie initiale, bien que sa 
structure soit imparfaite, constitue une source riche de connaissances elu domaine 
à explorer clans la conception des mesures d'évaluation. Elle constitue clone un 
facteur important de la per-tinence émantique. 
Dans cc chapitre, nous formulons tout d 'abord la problématique du fi ltrage ct 
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nous définissons un profil pour un concept formel p r t inent . Nous abordons en-
suite les mesures que nous avons retenues pour l 'évaluation de la pertinence de 
chaque concept formel au niv au elu treillis. Pour chaque mesure, nous précisons 
la motivation derrière son choix , sa description et sa formulation ainsi que son 
interprétation clans le contexte ontologique. Enfin, la structure globale de l'algo-
rithme de fi ltrage est présentée en donnant un certain nombre d 'henri. t iques de 
filtrage formalisant des règles d 'applicat ion sur les mesures développées . 
4.1 Problématique du fi ltrage 
Dans notre cadre de restructuration, le problème de fi ltrage se po e principalement 
pour le treilli cl Classes. Nous le définissons comme ui t : 
Ayant un t reillis rela tionnel des Classes, Tclasses, le problème de fi ltrage consiste à 
obtenir un ensemble de concepts formels, C Ffilt.·es, tels que : 
1. Les concepts formels dans C FJïltr-es sont inclus dans l'ensemble des concepts 
du treillis Tclasses : 
\!c f (c f E C FfiUr-es ----+cf E Tclasses) 
2. C Ffiltr-es inclut les concepts du domaine (CD ) non erronés . Le conc pts for-
mel · dans Tclasses représentant les classes de l'ontologi initiale non erronées 1 
eloi venL U n . fi lLrés (ne doiveuL pi:ts êLre élagués) : 
\!cf (c f E C D 1\ NonETTone(cf) ----+ cf E CFiiltr-es ) 
3. Si cfi et ch sont deux concepts formels dans C Ff'ilt•· es et s' il existe une 
rela tion (directe ou indirecte) de généralisation entre eLL'<: dans Tclasses, alors 
cette relation doit aus ·i exister entre eux clans C F filtres : 
1. Le classes qui ont considérées comme erronée et peuvent être élaguées sont, en particu-
lier , les clas es Tedondantes, les classes non con·ectes ·érnantiquernent et les classes appar·tenant 
à ·une cha ines d 'héritage. 
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Vcfi , ch(ch E CFfiltr·es 1\ ch E C F filtT es 1\ rel! sa( ch , ch) E T cla .. sses -----+ 
relisa(cfi , ch) E CFfilt,·es) 
4. Tout concept dans CFfiltTes qui n 'es t pas un concept de domaine représente 
une nouvelle abstraction découverte qui est probablement pert inente : 
Vc f( cf E CFfiltTes 1\ cf tl. C D -----+ cf est probablement pertinent) 
Dans le but de trouver une solution à cet te problématique, notre idée de base est 
de chercher un moyen pour évaluer « la pertinence » de chaque concept formel 
en prenant en considération les deux points suivants : (1) StructuTes de données 
Tiches (FCR); et (2) Contexte ontologique. 
Plusieurs définitions ont été données à la notion de pertinence, notamment en 
Recherche d 'information (Schamber et al. , 1990; Borlund , 2003). Nous retenons 
celle de (Schamber et al. , 1990) : « a multidimensional concept, that is dependent 
on bath intemal (cognitive) and extemal (si tuational) fa ctoTs, that is based on 
a dynamic human judgment pr-ocess, and that is a complex but systematic and 
measumble phenomenon ». 
La démarche que nous avons adoptée pour évaluer la pertinence d 'un concept 
formel est la suivante : 
1. Définir un profil pour un concept formel pertinent , c'est-à-dire déterminer 
un cer tain nombre de critères auxquels doit répondre un concept formel pour 
qu 'il soit accepté comme un concept ontologique pert inent. 
2. Traduire, dans la mesure du possible, chaque critère en une mesure permet-
tant son évaluation. 
3. Proposer des heuristiques basées sur les métriques retenues pour évaluer la 
pertinence de chaque concept formel. 
4. Proposer un algorithme pour le fil trage des t reillis; un algorithme qui mettra 
en œuvre les notions présentées en 1, 2 et 3. 
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4. 2 P rofil d 'un concept formel pertinent 
Définir le profil exact d 'un concept formel pertinent, notamment dans un contexte 
ontologique, est une tâche difficile. Nous avons, dans le cadre de notre travail , 
dôtini un cert ain nombre dt) critères pour guider le choix de mesures à explorer 
pour e timer la per tinence. 
Dans ce but , nous nous sommes posés la question sur quoi nous pouvons raisonner. 
La réponse est de considérer les deux aspects d 'un modèle ontologique. Le premi r 
est la synt axe, c'est-à-dire la structur-e ou la topologie du graphe, il s'agit de 
vérifier si la. tructure a ét é améliorée. L'aut re aspect est la pertinence sur le plan 
sémantique, ce qui e t délicat et plusieurs possibili tés xistent . ous avons choisi 
une alterna tive dont l'évaluation semble êt re la plus immédiat . 
ous propo ·ons !one deux catégories de cri tères selon le type de pertinence à 
évaluer : les critères d 'évalua t ion le la pertinence structurelle et les crit ères 
d 'évalua tion de la pertinence sémantique. 
Afin de définir un ensemble de crit ère auxquels doit répondre un oncept formel 
pour qu 'il oit ace pté comme un concept ontologique, nous nous ommes ins-
pirés premièrement des exigences ou les principes que doit respecter un modèle 
ontologique (G6mez-Pérez, 1999) décri ts à la section 2.1.3. Nous avons retenu un 
des cri tères qui concerne particulièrement le concepts et qui pourrait êtr utile 
pour l'évalua tion de la pertinence, soit , la distance sémantique minimale entre les 
concepts enfants. Ensuit , nous avons considéré quelques travaux sur l'évaluation 
des ontologies , notamment ceux qui considèrent une ontologie comme un graphe et 
tentent de détecter ses caractérist iques struct urelles et sémantique (Rada et al., 
1989; Poesio et Almuhareb, 2005; Alani et Brewster , 2006). L'analyse de ces tra-
vaLL'< nous ont mené à opter pour les deux cri tèr s suivants : (1) r·iche description et 
for-t e inter-connexion, et (2) proximité sémantique avec le centre d 'intér-êt de l'ldi-
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lisateur. Par ailleurs, des travaux sur le filtrage des treillis de concepts (Kuznetsov 
et al. , 2007; Roth et al. , 2008) nous ont inspiré. Nous nous sommes intéressés 
notamment à la stabilité d 'un concept, c'est-à-dire l'insensibilité de la description 
d 'un concept aux bruits. 
En résumé, les critères sélectionnés sont regroupés comme suit selon le type de 
pertinence à évaluer. 
Critères d'évaluation de la pertinence structurelle 
L'évaluation de la pertinence structurelle d 'un concept formel con ·iste à chercher 
à quel point ce concept est important dans la structure actuelle du treillis. Les 
critères qui peuvent couvrir ce type de pertinence sont : 
Cr-itère 1 :Stabilité de la de cription (insensibilité aux bruits) 
Critère 2 : Riche descrip tion et forte interconnexion au sein du graphe ontolo-
gique 
Critères d'évaluation de la pertinence sémantique 
L'évaluation de la pertinence sémantique d 'un concept formel consiste, d 'une part, 
à indiquer à quel point ce concept est correct sémantiquement (regroupe des sous-
corre pts similaires) et, d 'autre part , à chercher à quel point il est proche séman-
tiquement du centre l'intérêt de l'utilisateur. Les critères qui peuvent couvrir ce 
type de pertinence sont : 
- Cri tère 3 : Proximité sémantique entre les corre pts enfants 
Critère 4 : Proximité sémantique avec le centre d 'intérêt de l'utilisateur 
Nous discutons dans la section suivante un certain nombre de mesures que nous 
avons retenues ct / ou adaptées pour mesurer les critères définis ci-dessus. Pour 
chaque mesure, nous mentionnons en premier lieu la motivation derrière le choix 
du critère que la mesure tentera d 'évaluer. Ensuite, nous donnons sa description 
t sa formule de calcul ainsi que le pseudo-code de la méthode guidant les règles 
de son application . Enfin , nous projetons cette mesure dans not re contexte de 
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restructuration d 'ontologies et proposon une interprétation de ses résultats. 
4.3 Mesures d 'évaluation de la pertinence 
4.3. 1 Mesure de stabilité 
Motivation 
Il est bien plausible d'inclure ou d ' xclure un concept de domaine vi -à-vis des 
engagements faits par le concepteur ·ur l'ontologie construite. Cependant , il est 
bien accepté que toute classe/ abstraction admise dans l'ontologie ne devrait pa 
dép ndr cl l'inclusion ou l'exclusion d 'autres concepts du domaine. Sinon, cette 
classe serait instable, c'est-à- lire très sensible awc changements. 
Ce critère e t le premier que nous avons retenu pour estimer la pertinence l'un 
conc pt dans l'ontologie restructurée . Pour cela, nous avons choisi d 'appliquer la 
notion de stabilité pour approximer cette pertinence. 
Description et formulation 
L'i lée de la stabili té a ' té utilisée pour estimer la plausibilité des hypothè es 
de différents types. Dans cette ligne cl r'fl.cxion, (I<uzn t ·ov, 2007) a introduit 
la réalisation de l'idée de la tabilit ' des hypothèses basée sur la imilarité cl s 
cl scriptions d 'objets , et l'a étendu aux concepts formels. Suivant cette même idée, 
nous avons étudié l'utilité de c tte m ure pour l'évaluation de la p rtin nee cl s 
concepts fonucls en tant que concepts outologiqncs. Ici, uous utili ·ons la dôfiuit iou 
cl stabili té comme suit (Kuznetsov, 2007) : 
Défini tion 8 . Soient K=(O,A,I) un contexte formel et (X, Y) un concept formel 
de K. L 'indice de stabilité, CJ , de (X, Y) st défini par : 
(x Y)= I{Z ç X IZ' =x' = Y}l 
Œ ' 2IXI ( 4.1) 
Algoritbm ComputeStability 
Concepts := 2i(~J 
for e~ch (A, B) in Concepts 
Count[(A, B) ] :=the number of lower neighbors of (A, B) 
Subsets [(A, B)] : = 21AI 
end for 
while Concepts is not empty 
let (C, D) be any concept from Concepts with Count[(C, D)] = 0 
Stability [ (C , D)] := Subsets[(C, D)] 1 2JCI 
remove (C , D) from Concepts 
for each (A , B) > (C, D) 
Subsets[(A, B)] := Subsets[(A, B)] - Subsets[(C, D)] 
if (A, B) (C, ·o) 





Figure 4 .1 Algorit hme de calcul de la stabilité (Roth et al., 2008). 
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L 'indice de stabilité d 'un concept, a( X, Y), indique à quel point l'intension d 'un 
concept dépend d'objets particuliers le l'ext nsion. En d 'autres termes, l'indice de 
stabilité repré ente la probabilité pour un concept de préserver son intension même 
'il perd un certain nombre d'obj ts de son extension. L'idée derrière la stabilité 
est que « 'lme intension stable est pTobublement ,,,.éel" même si la descr·iption de 
cer-tains objets est "bruitée"» . 
Les auteurs lans (Roth et al., 2008) ont introduit un algorithme simple illustré 
à la figure 4.1, que nous avons appliqué ici, qui considère le graphe de couverture 
d 'un treillis de concepts B(K) et calcule l'indice de stabilité pour chaque concept 
du treillis. Ci-après, nous donnerons une brève explication de cet algorithme. 
Interprétation de l 'algorithme 
L' algori thmc (voir figure 4.1) traverse le graphe le cou vertu re ct calcule les indice 
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Figure 4.2 Valeurs de tabilité des concepts formels du treillis les Classe . 
(concept top). n oncept n 'est t raité qu 'un fois les indic s d stabilité de tous 
ses sous-concepts ont été calculés . 
Pour déterminer l 'indice de stabilité cr( A, B ), en pr mier le nombr de sou-
nsembles E Ç A qui gén ' rent l'intersection B (E' = B ) e t calculé, et ensui te 
ces sous-ensembles seront sauvegardés dans S·ubsets. cr (A , B ) t le nombr de ces 
sous-ensembles divisé par le nombre de tous les O Lt. ·-en emble de A , oit, par 





La figure 4.2 montre le t reillis final des Classes de l'ontologie CMS 2 . Chaque 
concept formel lui est étiquetée la valeur de son indice de stabilité. Pour le concept 
c#7 , par exemple : 
C#7 = ( A ,B) = ( { Reviewer , Author, Report}, { source :cO}) 
2IAI = 23 = 8, nous avons donc sou -ensembles de A dont les intensions re pec-
t ives sont : 
01 = { comments, report , source :c2, target :cl , email , login , passw, rev iewer, source :cl, a u thor, ra nk , source :c3, 
contents , paper, target :c2, target :c3, title, na me, affiliation , source :c5, source :c6, target :c5, source :cO} =/= 
{ source :cO} 
{ Reviewer} 1 = { email , login, passw , reviewer, .ource :cl, name, affi liation, source :c5, source :cO} =/= { sourc :cO} 
{ Au thor} 1 = { au thor , rank , source :c3, name, affiliation , source :c5, source :c6, sour ce :cO} =/= { source :cO} 
{Report} 1 = { com ments, report, source :c2, target :cl, source :c6, target :c5, source :cO} =/= {source :cO} 
{ Author, Reviewer} 1= { name, affi li ation, source :c5 , source :cO} =/= { source :cO} 
{ Report, Aut hor} 1 = { source :c6, source :cO} =/= { source :cO} 
{ Reviewer, Report} 1 = { source :cO} = { ource :cO} 
{Author, Reviewer, Report} 1= { source :co} = { source :co} 
Donc, Œ(C#7 ) = 0' ( {Reviewer, A 11 t hor, Report} , { source :cO}) = ~ =0.25 
Ain i, comme montré via cet xemple, l'utilité de la stabilité peut être observ' , 
d 'une part , pour éliminer les nouvelles abstractions découvertes par notre proces-
sus et qui sont instable· et incorrecte , le cas du concept c#7 et , d 'autre part , 
pour éliminer les abstractions qui existaient dans l 'ontologie initiale et qui font 
partie d 'une chaine d'héri tage. C'est le cas par exemple des classes Old_ Persan et 
Old_ Woman qui appartiennent à la chaine l'hériatge illustrée à la s ction 3.5.2 
(voir figure 3.21). En effet, les conc pts images de ces classes dans le treillis ont 
2. Exemple d 'ontologie discuté dans le chapi tr précédent. 
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·usceptibles d 'avoir des valems de stabili té faibles . 
Interprétaion dans le contexte ontologique 
Dans notr contexte, les objets formels repré entent les concept du domaine 
dans l'ontologie ini t iale et un sous-ensemble d 'objets formels représente une sous-
abstraction de ces concepts du domaines . Par conséquent , la st abili té peut être 
interprét' e comme suit : s' il existe un grand nombre de sous-abstrac tions pos-
ibles des conc pts elu domaine qui peuvent disparaît re an per turber le concept 
concerné (abstraction), ce dernier est insensible aux: changements qui peuvent être 
effect- ués sur l'ontologie (c'est-à-dire stable) , il est donc di t pertinent. 
4.3.2 Mesure de densité 
Motivation 
Le deuxième critère que nous avon choi ·i pour l'évaluation de la pert inence d 'un 
oncept formel consiste à v' rifier si le conc pt est important lans la hiérarchie. 
En d 'aut res mots, nous avons besoin de connaitre l'utili té elu concept n terme 
de 1 'information additionnelle qu 'il fournit par rapport aux autres concepts . Pour 
cela, nous avons utilisé la notion de densité. 
Description et formulation 
L'idée derrièr la densité est d 'approximer la densité représentationnelle ou le 
contenu informationnel des lasses (Alani et Brewster , 2006) . 
La me ure peut être appliquée ici pour calculer la densité structurelle d 'un concept 
formel. ous utilisons la défini t ion de la densité donnée dans (Alani et Brewster , 
2006) : 
Définition 9. Soient K=(O,A,I) un context formel, Ci un concept formel de 
K et S={Sl , S2, S3, S4, S5 }={attributs(Ci), par-ents(ci) , enfants(ci) , fr-èTes(ci), 
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Telations( c;)}. La densité, den, de Ci est définie comme suit : 
n 
den( ci ) = .2:::: Wt 1 S t 1 (4.2) 
l= l 
Où: 
n =1 S 1= 5 et Wt est un fact eur de poids (ici fixô à t• poids égau.'X) . 
Dans notre travail, le calcul de la densité es t limité aux ensembles uivants : 
attri buts(ci) : l 'ensemble des attributs le domaine existant clans l'intension de 
( c;) qui représentent les propriétés des classes clans l 'ontologie initiale. 
par·ents(ci) : l'ensemble des super-concepts directs de (c;) dans le tr illis. 
enfants( c;) : l'ensemble des sous-conc pts directs de (ci) dans le treillis. 
frèTes(c; ) : l 'en emble des concepts du treillis qui ont les mêmes parents directs 
que c; . 
Telations( c;) : l'ensemble des rela tions transversales (liens sémantiques) que le 
conc pt c; p ossède avec les autres concepts du treillis. Ces rela tions représentent 
les Tô les (abject propeTties) et il ont déduits, à partir des at t ributs rela tionnels 
de type « dom :c » et « mn :c », en visitant itéra tivement les deux treillis des 
Classes et Rôles. Par ex mple, s' il existe un rôle T entre deux concepts c#1 et c#2, 
alors on considère que : 
- c#1 possède une rela tion transversale avec c#2 et 
- c#2 possède une rela tion transversale av c c#1 
Le calcul de ce · rela tions transversales est donné par l'algori thme 1. 
InterpTétation de l 'algoTithme 
L'algorithme 1 prend comme entrée la FTR et retourne en sorti l' nsembl cl s 
rela tions t ransversales entre les concepts du tr illis cl Classe ainsi que l'en ·emble 
des classes domaines et co-domaines des concepts du treillis des Rôles. 
La fonction ConceptPlusSpecifique(liste de concepts) permet de déterminer (dans 
le cas où le nombre l'éléments est supérieur à un) le concept le plus spécifique 
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de la liste de concepts, c'est-à-dire celui qui se trouve au niveau l plus bas le la 
structur elu treillis (celui qui a le nombre minimal d 'objets). 
Sorties : le· relations transv rsales entre les conc pts de Tetasses> l s classes do-
maines et co-domaines cl s concepts de T Roles 
Pour tout concept Cr -::1 bottom E liste des concepts de TRol s faire 
ListeDomaines f- liste cl s concepts Ci référencés clans 1 s attribut r lation-
nels le type « clam : ci » elu conc pt c,. 
ListeCoclomaines f- liste des concepts Cj référencé clan le attributs rela-
t ionnel. · de type « r·an : CJ » elu concept c,. 
Cctomaine= ConceptPlusSpec~fique{ ListeDomaines) 
Ccodomaine= Concept? lu Specifiqu e( ListeCodomaine ) 
Définir une rdatiou transversel le entre les deux concepts Cctomaine et 'codomaine 
cl ans le treillis des Classes : 
relation ( Cctomaine ) f- relations( Cctomain ) U { Ccoclomaine } 
relations(Ccodomain ) f- relations(Ccodomaine) U {Cctomaine} 
Définir pour le con ·ept c,. son concept cl maine et son concept co-domaine 
dans le tr illis des Rôles : 
clamai n ( c,.) f- Cciomaine 
range( c;.) f- Ccodomaine 
fin Pour 
Exemple : 
Reprenons l s t reillis finaux de l'ontologie CMS à la figure 4.3. Pr nons par 
exemple 1 con ept c#2 du treillis des Cla es, sa valeur de densité est calculé 
·ur la base des ensembles : 
attributs( C#2) = { contents, paper, t itle} 
co 
r, 
'WI • Idom:c7, ran :cB} 
E- (1 
lrl - jdom:c JI 6 
lrE•Il ~ l(l- {ron:c2l 
liE -li 
3 1 




Figure 4.3 L'ensemble des relations transversales (liens pointillés) entre les 
concepts du treillis des Classes. 
par-ents(c#2 )={c# } 
enfants( c#2)= { c#6} 
jTèr-es( c#2) = { c#3} 
r-elations(c#2)={c#3 ,c#4 ,c#7 } indiquant que c#2 possède de relations transv r-
sales avec les concepts c#3, c#4 et c#7 du treillis. 
Donc: den(c#2)=i(3 + 1 + 1 + 1 + 3) = 1.8 
L'obtention des Telations(c#2)= {c#3 ,c#4 ,c#7 } e fait en parcourant le treillis d s 
Rôles en appliquant l'algorithme 1. Illustrons , par exemple, l 'identification de la 
relation transversale entre c#2 et c#4 : 
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Pour c,. = c3 (treillis des Rôles) : ListeDomaines= { c#4 , c#1 , c#ï} et ListeCoclo-
maines= {c#2, #8 }. En visitant le treillis des classes, c#4, c#1 et c#ï (de même 
pour c#2 et c# ) sont des concepts comparables, donc : 
Cuamnine= ConceptPlusSpecifique( c#4, c#l , C#ï) = c#4 
Ccodomaine= ConceptPlusSpecifiq ue( c#2, c#s ) = c#2 
Ainsi : 
Au niveau du tTeilllis des Classes : 
relations( c#4 ) ~ Telations ( c#4 ) U { c#2} 
relation (c#2)~ Telations( c#2) U { c#4 } 
Au niveatt du tTeillli des Rôle : 
domain (c#3 )~ c#4 
range(c#3)~ c#2 
L résultat d'application de l'algorithme 1 est montré par l'ensemble des relations 
transversales entres les concepts du treillis des Classes à la figure 4.3 
InterpTétaion dans le contexte ontologique 
Dans notre contexte de restructuration, la mesure le densité est bien intére ·ante, 
notamment pour ' valuer la "riche se" les nouvelle ab. tractions. En effet , la den-
si té nous informe sur le degré de détail clans la r pr -s ntation de la connaissance 
concernant ette abstraction dans l'ontologie restructurée, c'est-à- lire j tsqu 'à quel 
point l'ab. t rac tion est bien spécifiée, possède une riche description, es t suffisam-
ment conn ·tée par des relations émantiques avec d 'autre· concepts , etc. 
4.3.3 Mc ur le proximité sémantique avec le· concept du do-
mamc 
Motivation 
Comme troisième critère, nou visons à vérifier si un nouveau concept est sus-
lll 
ceptible cl être "proche sémantiquement" du centre d ' intér ~ t 1 l'ut ilisateur. ous 
avons besoin d'évaluer le niveau d 'ancrage sémantique, par des lien directs ou 
indirects, qu 'un nouveau concept po ède avec les concepts importants dans l 'on-
tologie. Pour ce faire la notion de imilarité émantique appliquée ur un graphe 
de concepts p ut être utilisée. 
Description et formulation 
La mesure est appliquée ici pour calculer la proximité sémantique entr un concept 
formel dans le treillis (nouvelle ab traction) t l' nsemble des concepts du domaine 
(concepts formels représentant les concepts à partir de l ontologi initiale). Un 
treillis comme une ontologie peut être vu comme un graphe de one pts et de 
relation , et donc les me ures de similarité émantique qui visent à explor r un 
graphe de concepts pour calcul r la di tanc nt re deux , léments peuvent être 
appliquées. Nous proposons la formule générale suivante : 
Définition 10. Soient K={O,A,I} un contexte formel, c; un con p formel de 
K , DG l'en emble des concepts lu domaine et Cj E DG. La proximité émantique 
avec les conc pts du domaine le ci e t définie comme uit : 
Où: 
1 m 
pscd(c;) =- 'L_ proxscd(ci ,cj ) 
m . 
J = l 
m =1 CD 1 nombre de concepts du domaine 
(4.3) 
proxscd(ci, cj), proximité sémantique entre un nouveau concept c; et un concept 
de domaine Cj 
Pour calculer proxscd(c;, cj), plu ieurs mesures existent clan la lit térature et 
peuvent être appliquées à ce niveau là 3 . Deux alternatives ont été xplorées 
mesur·e de similarité sémantique et me ur·e de degr·é de relation sémantique. 
3. Une class ification de ces mes ures est donn ée à l'annexe 2 
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Mesur-e de similar-ité sémantique 
La façon la plus logique pour mesurer la imilarité sémantique entre deux concepts 
dans une taxonomie ou une ontologie est de calculer la di tance qui sépare es clem< 
concepts. Plusieurs approches e ba ·ent ur ce principe (Racla et al. , 19 9; LEE 
et al., 1993 ; Wu et Palmer, 1994; Ehrig et al., 2005 ; Euzenat et Valtchev, 2004). 
Dans notre ca , nous avons ·hoisi d 'utiliser la me ·ure du plus-cour-t chemin intro-
duite par (Racla et al., 19 9) : 
1 
si m s ccl( ci , c ·) = - ---.,.--------,--
1 length( min f-L : Ci -v-; Cj ) ( 4 .4) 
Où: 
l ngth(minJ-L : ci -v-; cj ) , la longueur du plus court chemin entre Ci et Cj suivant 
les relat ion « is-a ». 
Exemple : 
Revenons sur l'exemple du treillis des Classes à gauche de la figure 4.3. Calculons 
la similarité sémantique du concept c#8 avec les concepts elu domaine c#2, c#3, 
c#4 et c#5 : 
Sim ccl(c# ' C# 2) = leng l h(m in ~:C#8~c#2) = t = 1 
'im sccl(c c ) = 1 = l = 1 # ' # 3 l ength( min J.L : c#8 ~c#a) 1 
simsccl(c#8 c#4 ) = . 1 = l = 0.33 > l ength (m 11 > wc#a~ r·#4 ) 3 
sim sccl(c# ) C# 5) = l ength(min~ :c# C#5) = ~ = 0.33 
Donc : 
psccl(c#s) = ~ (simsccl(c#s , c#2 )+ im sccl(c# , c#3 )+ im sccl(c# , c#4)+sim sccl (c#s, c#5) ) 
psccl(c#8) = H l + 1 + 0.33 + 0.33) = 0.66 
M es'uTe de degr-é de r-elation sémantique 
Vu que nous cherchons à alculer la proximité sémantique entre detDc concepts 
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formels via non seulement cl s relations hiérarchiques mais aussi des autres liens 
sémantiques (ex. les rôles), appelés ici « relations transversales », notre proposition 
s ra guidée par les detDc critères suivants : 
1. Chercher une mesure qui prend en considération les relation hiérarchiques 
ainsi que d 'autres types de relations sémantiques . 
Selon la définit ion de (Resnik, 1995), une mesure sémantique peut être dé-
finie en utilisant uniquement la relation de spéciali a ti on (on parle alors de 
m sur de similarité sémantique), ou bien en utilisant tous les typ · cl re-
lations comme la méronymie (part-of) ou tout autre relation (on parle alors 
de me ure de degré de relation émantique) . Cela permet de considér r les 
critères fonctionn l décrits par les relations . Par exemple, les concepts de 
« voit ure » et « essence » ont une faibl similarité mais un fort degré de 
relation sémantique (Mazuel et Sabouret , 2007). 
La majorité les travaux actu ls dan · le domaine se fo calisent sur des mesures 
de similarité qui reposent essentiellement sur l'analyse l'un taxonomie. 
Ainsi, il existe peu de travaux qui proposent des me ·ure· pouvant u tiliser 
des relations s' mantiques non hiérarchiques (Thieu et al., 2004; Yang et 
Powers, 2005; Mazuel et Sabouret , 2007; Euzenat et Valtchev, 2003). 
2. Cher her une mesure qui prend en considération le contenu informationnel 
en se basant uniquement sur l'ontologie. 
Pour m surer la similarité émantique entre deux concepts dans une taxo-
nomie, plusieurs approches se basent sur le principe du calucl de distance 
qui sépare ces deux concepts (Rada et al., 1989; LEE et al., 1993; Wu 
et Palmer, 1994; Ehrig et al. , 2005) . Cepen lant , ces approches sont pro-
blématiques du fait qu 'elles supposent que les liens sémantiques dans une 
taxonomie représentent des di tances uniformes (c'est-à-dire, po sèdent le 
même poids). Cc qui rend difficile la définit ion ct le contrôle de la variation 
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des di tances par un seul lien taxonomique (Resnik, 1995) . 
C' st la raison pour laquelle l'autres travaux ont proposé une autr alterna-
tive pour évaluer cette similarit é sémantique basée sur la notion d u contenu 
informationnel (Hirst et St-Onge, 1998; Lin, 1998; Resnik, 1999) intro luite 
initialement par (Resnik, 1995). Ainsi, la similarité s' mantiqu ent re leux 
concepts est mesurée par la quantité cl 'information qu 'ils partagent. 
Afin de tirer profit de avantages de mesures discutées en 1 et 2, nous nous 
sommes inspirés de (Mazuel et Sabouret, 2007; Iazuel et Sabouret , 200 ) pour 
appliquer une formul qui p u t combin r le deux critères. Le auteur ont proposé 
une mesure de degré de r lation sémant ique dont la formule est : 
S . ( ) distaNT( c1, c2) ~moNT c1, c2 = 1 - -----:-c-c:.,-
2 + mCLXXE RTCx 
(4.5) 
Où : 
R, l'ensemble des relations dans l'ontologie 
T Cx, la pondéra tion associée au type cl ' arrête X 
di ta,vT( c1 , c2 ), la mesure de non-rela tion sémantique calculée par la formule sui-
vante : 
. . lspx(I,t)l-1 . 
clzstoNT(cl , c2) = mm {TC x* ( l ( ) l ) + dzstJCsimpte(t, c2)} (4.6) 
LEC,X E R spx C1 , t 
Cette dernière r ch rch pour chaqu relation X quelconque non-hiérarchique le 
plus court chemin ntre c1 et tous l s concepts t (1 spx(c1 , t) 1) a tteignables par 
des liens de type X depuis c1 et pouvant eux-mêmes atteindre c2 uniquement par 
la relation hiérarchique ( di stJCsimple ( t , c2)) . 
distJCsimpte(t, c2 ), la mesure cl imilarité initiale cl (Jiang et Conrath , 1997) n 
prenant en compte que le rela tions hiérarchiques dont la formule es t donnée par : 
clistJCsimpte(t, c2) = (I C(t) + I C(c2))- 2 * I C(ccp(t, c2)) (4.7) 
Où: 
ccp( t , c2), plus petit ubsumant ·omm un ( closest common parent) entre l s conc pts 
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t et c2 . 
IC(c), une fonction de pon lération des nœuds de la hiérarchie. Cette fonction est 
calculé de façon ascendante comme le propose (Seco et al. , 2004). Elle e base 
uniquement ur la structure de la hiérarchie : 
Où: 
IC(c) = 1 _ log(hypo(c) + 1) log(max) 
hypo(c) EN, le nombre de sous-concepts de c . 
(4.8) 
max, une constante qui représente le nombre total de concepts qui xistent dans 
la hiérarchie. 
La formule distaNT( c1, c2) e t intéressante pour deux raisons : 
1. Elle permet de prendre en compte les relation sémantiques autre que hié-
rarchiques . 
2. Elle s'appuie sur la mesure de distance de (J iang et Conrath, 1997) qui 
est considérée comme la plus efficace pour déterminer la proximité séman-
tique entr cl ux concepts. Elle a été évaluée et a présent ' de bonnes perfor-
mances (J3udanitsky et Hirst, 2006). 
Dans notre contexte, nous considérons un seul autre type de lien sémantique autre 
que hiérarchique entre les concepts formels, celui le relations transver-sales (RT). 
Donc, pour calculer le degré de relation sémantique entre un nouv au concept 
abstrait ci et un concept de domaine Cj, nous utilisons la formule suivante : 
d . l d( . ·) _ _ distaNT( Ci, cj) _ _ distoNr(ci, cj) re sc c.,c1 - 1 2 + TCnr - 1 3 (4.9) 
Où: TCnr = 1 
. ( ) . { ( 1 Sp RT (Ci, t) 1 - 1 ) . ( ) } dzstoNT Ci, Cj = mm l ( ) l + dzstJCsimple t, Cj 
tEC SPRT Ci, t 
(4. 10) 
distoNr(ci, cj), recherche le plus court chemin entre Ci et tous le· oncept · formels 
t (1 spRT(ci, t) 1) atteighables par cl s relation t ransversale depuis ci et pouvant 
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eux-mêm s a ttein Ire Cj uniquement par la r la tion hiérarchique. 
Dans le cas où les con pts t n' xist nt pas , la distance entre les deux concepts 
Ci et Cj (ex. c#9 et c#4) st calcul ' e uniqu meut par la mesure distJCsimple : 
di toNr(ci, Cj ) = distJCsimpte(ci, Cj) · 
Exemple : 
Calculons pour le concept c#8 ·on degré cl relation ·' mantiqu avec par exemrle 
le concept c#4 (voir le treillis de Classes à la. figmc 4.3) : 
simple( t , C#4) } 
Les concepts t pouvant ~ tre atteignable par c# via les r lations transversales et 
pouvant atteindre c#4 miquement via les relations hiérarchiqu s sont : c#1 , c#2 , 
c#3, c#5 et c#7. 
Montrons le détail de alcul pour t = C# t 
1 Pnr(~ , c#l ) 1= 1 
distJCsimpte(c#l c#4) = (IC(c#J) + I C(c#4)) - 2 * I C(ccp(c#l , c#4) ) 
I C (c ) = 1 _ log(hypo(c#t)+l) = 1 _ log(3) = O 52 # 1 log(ma:v) log(JO ) · 
max= 10, hypo(c#1 ) = 2 
I C( ) - 1 1011 (2) - 0 69 c#4 - - log( lO) - · 
I C(ccp (c#1 ,c#4)) = I C(c#7 ) = 1 - ~~O:NJ) = 0.52 
distJC.simpl (c#l , c#4 ) = (0.52 + 0.69)- 2 * 0.52 = 0.17 
Le calcul étant fait pour tout les concept t , le r ' ultat final donne : 
distoNr(c#s , c#4) = 0.17 (l minimum) 
dTel cd(c# , c#,1) = 1 - ( 0·i 7 ) = 0.95 
De ce qui précèd , le r 'sulta ts de calcul emblent montrer l'utilité cl lam sure 
degr·é de r-elation émantique par rapport à la me ur de imilar·ité sémantique. 
117 
En effet, pour le concept c#8 qui r pr 'sente une nouvelle abstraction découverte 
reconnue comme p rtinente, les résultats indiqu nt une valeur élevée de son degré 
de relation sémantique (0.95) avec un conc pt du domaine c#4 alors qu 'il possède 
une similarité sémantique faible (0.33) avec ce même concept. Ceci pourrait bien 
être en faveur du fi ltrage du concept c# comme pertinent. 
Interpr-étation dans le contexte ontologique 
Dans notre contexte, nous pouvons interpréter la poroximité sémantique comme 
suit : plus les nouvelle· abstractions sont proche sémantiquement de l'ensemble 
des concepts du domaine, l'ontologie restructurée est susceptible de représenter le 
domaine de manière compacte et cohérente. 
4.3.4 Mesure de proximité sémantique entre les concepts enfants 
Motivation 
Il st admis qu 'un modèle ontologique doit respecter le principe de la distance 
sémantique minimale entre les concepts enfants , c'est-à-dire que les ous-concepts 
d 'un concept donné loivent être proches sémantiquement alors que les concepts 
non similaires doivent se trouver loin clans la hiérarchie. Ceci a motivé notre 
choix pour ce quatrième crit 're clan le but d'approximer la pertinence sémantique 
d 'un concept. otre intuition st que celui-ci devrait regrouper des sous-concepts 
similaires . Pour ce faire, la notion de distance ou cl . imilarité sémantique entre 
él ' ments dans une hiérarchie de conc pts peut être explorée. 
Description et formulation 
Pour calculer la proximité sémantique entre le· concepts enfants, nous propo ons 
la formule général suivante : 
D éfinition 11 . Soient K=(O,A,I) un contexte formel, Ci, un concept formel de 
K. La proximité ·émantique entre 1 s concepts enfants (dont le nombre peut être 
118 
supérieur à deœ<), psce, le c; est défin ie par : 
1 p 
psce(c;) =- "" pToxsce(c1,ck) , j =f- k n L.... . 
j ,k= l 
Où: 
p, nombre le concepts enfants de c; 
n = P*(J~- l ), nombre de couples possibles de concepts enfants cl ci 
(4.11) 
pTox ce( ci, c~;;), proximité sémantique entre deux concepts enfants Cj et ck du 
concept form l ci . 
Reste à trouver la formule de calcul pour pToxsce(cj , ck) · L'idée est de vérifier 
si les deux sous oncepts Cj et ck sont proches sémantiquement clans la réalité, 
ct par conséquent leur parent commun possède une signification clans le monde 
réel. Nous proposons le chercher cette proximité émantique clans une ressource 
externe. 
Les ressources externes que nous pouvons utiliser ici devrait respecter les leux 
critères suivants : 
Avoir un hiérarchie de classement de concepts complète, claire et sémantiqu -
ment correcte . 
- Être exploitable , c'est-à-dire po ibilité d 'interroger la ressource à distance ou 
1 ien de r 'eup' r r ses données. 
Après une documentation et divers tests sur les ressources disponibles (telles que 
Worclnet 4 , Wikipedia 5 , DBpedia 6et Yago 7 ), l choix s' st porté sur DBpedia t 
4. http :/ / wordn t.princeton.edu/ 
5. http :/ j www.wikipedia .org/ 
6. http :/ / wiki.dbpedia.org/ 
7. http :/ / www. mpi-inf.mpg.de/ d partments/ databas s-and-information-




DBpedia offre une grande quantité de données ela. sées dan une hiérarchie qui est 
facilement exploitable. 
YAGO propose également une hi ' rarchie de catégorie sou forme d 'ontologie, une 
ontologie claire et précise qui est évalu ' à la main . 
Wikipedia, bien que très complet et constamment mis à jour, possède une hié-
rarchie de catégorisation des articles trop chaotique. Il existe trop de catégories 
sémantiqu ment peu int' re santes et aucun moyen cl 'identifier celle intéres antes. 
Wordnet 'av 'r Atre plu une base lexicale qu'une base de cannai sanc s. 
ous illu trons le principe de notr proposition sur la ressource Yago en deux 
étapes : pr- 'pamtion des données et pseudo code. 
Préparation des données 
YAGO est une base de connais ance sémantique dérivée de Wikipedia, Word et 
et Geonames . YAGO possède plus de 10 millions d 'entités. Chaque entité e t 
une instance d 'un ou plusieurs classe· et chaque classe est une sous classe d 'une 
ou plusi urs class s, c qui créé une hiérarchie. Cette hiérarchie cl ela ·se est 
construite à partir des classes Wikipcclia ct des ynsct Wordnct . Elle est vérifiée 
à la main. 
Les données Yago ( l mAme pour DBpedia) peuvent être interrog'es en ligne via 
SPARQL (pour SPARQL Protocol and RDF Query Language), via un servie 
. http :/ / www.geouames.org/ 
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web 9 , ou bi n en t' léchargeant les jeux de données 10 
Dans le cadre de notre travail , nous avons opté pour le téléchargement des jeux de 
données dii'iponiblcs sur le site soui'i forme de fichicri'i rdf ct de travailler localement. 
Pour ce faire, un triplestore rdf 11 , qui est une base de données conçue pour le 
tockag cl triplets, es t utilisé. Ce type de base de donn' s st optimisé pour le 
stockage d 'un très grand nombre de données et la récupération de ces données se 
fait à l'aide du langage cl requêtes SPARQL 12 . 
Le triplestore pour lequel nous avons opté est Fuseki de la fondation Apache. 
Une fois que les triplets soient télé hargé et stockés dan le serveur Fuseki, il est 
pos ible de les interroger local rn nt. 
L'algori thme 2 montre comment nous proposons de calculer la proximité éman-
tique entre deux concepts formels ci et c1 en utili ant une re ource xterne qui 
est Yago : 
Interp1-étation de l 'algorithme 
Le nombre de niveaux dans la hiérarchie (nivea u pré léfini) est paramétrable. Il 
9. Le service web e t un Faceted Web Service qui prend une description X 'IL et génère une 
répons XML contenant les données. 
10. http :/ j wvvw.rnp i-inf.mpg.de/ cl partrnents/ clatabases-a.nd-infonuation-
sys tems/ research / yago-naga/ yago / clownloads / 
11 . RDF est un modèle de données eu trip! ts (sujet; prédicat; objet) qui, pris ensemble, 
forment un graphe; et le tr iple tor rdf sont le· ba es de données qui 1 rmettent de stocker, 
manipuler et interroger ce graphes. 
12 . SPARQL est un langage de requête permettant de réaliser cl s opérations CRUD (pour 
Create, Retrieve, Upclate and Delete) .-ur de cl01mé de type RDF. C'est grosso modo l'équi-
valent du langage SQL pour un base de donnée relationnelle. 
Algorithm 2 Calcul de la proximité sémant ique entre deux concep ts formels 
Entrées : ci et Cj {deux concepts form ls} 
Sorties : prox ce( ci, Cj) 
Niv +--- niveau prédéfin i 
Ge, +--- 0 
G Cj +--- 0 
T ermesc; +--- list teTmes(ci) 
T ermes ci +--- listetermes( Cj) 
n +--- 1 T eTme c; 1 
m +--- 1 T ermeSc1 1 
Pour k = 1 à n faire 
Rechercher le kime élément de T ermesc; dans l'ontologie Yago 
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Gk +--- les super-catégories de ce terme dans Yago jusqu 'au niveau préd ' fini 
N iv de la hiérarchie {le r 'sultat sera un graphe rdf} 
Ge; +--- Ge; U Gk {inclure le graphe Gk dans le graphe final Ge; elu premier 
concept ci} 
fin Pour 
Pour k = 1 à m faire 
Rechercher le kime élém nt de T ermesci clans l'ontologie Yago 
Gk +--- les super-catégorie de ce terme clans Yago jusqu 'au nivcan préclôfini 
Niv de la hiérarchie {le résultat sera un graphe rdf} 
Gc
1 
+--- Gci U Gk {inclure le graphe Gk dan le graphe final Gci du deuxième 
concept cj } 
fin Pour 
proxsce(ci, cj) +--- SimSem(Gcp Gci ) {similarité sémantique entre les deux 
graphes rclf finaux Ge; et Gci } 
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PREFIX rdt: n: <http ://www.w3.orW1999/0? 22-rdf-syntax-ns#> 
PREFIX rdf: : <http ://www. w .org/2000/01/rdf-s hema#> 
PREFIX yago: <http://yago-k:nowledge.orWresourcel> 
ELE T DISTIN T ?subclass ?subclas 1 ?type 
WHERE 
{ , ELECT DISTINCT ?type 
\ HERE 
{ ?type yago:hasPreferr~d.M'eaning "aurhor" 
OPTION AL {?type rdfs:subClassOf ? ubclass} 
OPTIO AL {?subclass rdfs:subClassOf ?subclas l } 
F ig ure 4 .4 Exemrle d ' une requête SPARQL. 
erait po sible de récupérer la hiérarchie complète mais celle-ci est bien ouvent 
trop importante. Totons que plus le niveau fixé st haut moins les catégories 
obtenues sont sémantiqu ment pertinentes (car b aucoup trop ab traites) . Il faut 
donc cl ' terminer un niveau moyen étant pertinent pour notre cas. 
otons que listeteTmes(ci ) est constit uée le la li te les objet de l'extension du 
oncept ci · Si un nom d 'objet e t composé de plusieur ·termes, il est remplac' par 
l'ensemble des termes qui le composent . 
La récupération de la hiérarchie d ' un terme, Gk, se fait à l 'aide d 'une requête 
SPARQL. la figure 4.4 montre un exemple simpl d 'une r qu ~ te r her hant le 
terme author et récupérant s s super-catégories dans l'ontologie Yago jusqu 'à un 
niveau fi.xé à 3. Étant donné que, clans notre cas, 1 niv au st paramétrable, alors 
la requête sera construi te dynamiqu ment dans le programm Java. 
Le résul tat de la requête e t une truc ture hiérarchique, G k, r pr ' s ntée sous forme 
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d 'un graphe rdf qui inclut l'ensemble des super-catégories du k ime terme au niveau 
de l 'ontologie Yago , comme illustré à la figure 4. 5. Sur le chéma de cette figure, on 
peut identifier des hiérarchies de cat égories récupérées via des requêtes SPARQL 
avec un niv au de profondeur fixé à 7 : les lasses directement au-de u. elu tetme 
recherché . ont id ntifiées par "type" (niv au 1), le classes des niveaux 2 à 7 sont 
des super-catégories récupérées en utilisant cl s relations de type "subClass Of". 
Optional est utilisé clans la requêt e pour indiquer que la super-classe est récupérée 
clans le cas où elle exis te. 
É tant donn ' qu 'un terme peut avoir plusieurs sen· , la requête nous retourne le 
sens par léfaut dans l 'ontologie identifié pa r "ha PreferredMeaning". 
Il est à préciser que le problème de dé ambigüisation reste à gérer soit par le choix 
du sens approprié ou bien par le traitement des ·ens. Pour Yago, la clé ·ambigüi-
sation peut être facilit ée du fait qu 'elle propose directement des homonymes liés 
au terme recherché. Le résultat obtenu sera donc plusieurs hiérarchies de classes 
(une par homonyme) . 
Ge; est le graphe rdf final représentant le concept ci · Le graphe fin al e t l 'union 
des différents graphes (pris ensemble) Gk, k = l..n, des n termes respectifs du 
concept c i · 
Enfin, nou proposons que le calcul de la S 'imSem (Gci> GcJ soit basé sur la com-
paraison des deux graphes Ge, et Gc1 suivant deux étapes : 
1. D ' finir l'alignement des deux graphes . Un alignement qui consiste à t rouver: 
- tous les nœuds concepts (catégories) qui existent dans les deux graphes 
Ge; et Gci' 
- toutes les relations reliant ces nœ uds concepts communs. 
2. M surer la similarité entre ce deux graph s Gci et Gci n se basant sur le 
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rés ul tat de l 'alignement. 
Pour ce faire, de· alternatives de solutions exi tent et peuvent être utilisées ou 
adaptées, citon par xemple (Montes-y G6mez et al. , 2000 ; Euzenat et Valtchev, 
2004). _ otre choix s'oriente plus vers (Montes-y G6mez et al. , 2000) qui propose 
une méthode pour lac mparai on les éléments de connaissances repr 's ntés par 
des graphe conceptuels 13 . 
Ce choi,-x es t clü à la simple raison qu 'un graphe rdf peut être facilement représenté 
par un graphe conceptuel. De plus, la méthode proposée sui t le même principe 
que notre délllar he. En effet, elle consiste à. fair ' en premier LUt alignement des 
deux graphes conceptuels G1 et G2 . Le résultat de l'alignement serait un graphe 
Ge = G1 n G2 qui r pré nt l'en emble de sou -graph maximaux communs 
entre cl t G2. Pour l calcul de G C> la rn ' tho cl proposée dans (Myaeng et 
L6pez-L6pez, 1992) a ' té utilisée. Ensuite, un formul simpl est utilis'e pour 
mesurer la similarité entre les deux graphes G1 et G2 en se basant sur leur graphe 
intersection Ge. 
Ainsi, la description de la rn sure psce est a ez complète . Cep ndant, un travail 
complémentaire serait n' cessaire pour mettre au point un certain nombre de dé-
tail avant l'implémentation complète de la mesure. À date uniquement la partie 
concernant la recherche de· concepts enfants clans les deux ressourc s DBpedia t 
Yago jusqu'à la r'cup 'ration cl l ur. graphes rclf re p tifs a ét' implémentée et 
expérimentée. 
Exemple : 
Prenons le con ept c#9 du treillis des Classes à gauche de la fi gure 4.3 . 
C#g = ( { Au thor, Report}, { source :c6, source :cO} ) 
13. Uu graphe conceptuel est un réseau de noeuds Je concepts et Je noeuds de relat ions (Sowa, 
1983) . 
p ce(c#g) = ~ l:j,k=l prox ce(cj, ck),j =/= k 
p = 2, n = 1 
psce(c#9) = pToxsce(c#4, c#3) 
Chercher pToxsce(c#4, c#3) dans Yago : 
Soit le niveau prédéfini fixé, par exemple, à 7 : 
T eTmesc#4 = listetermes(c#4) = {Author} 
T eTmesc#3 = listetermes(c#3) ={Report} 
l =p= 1 
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la figure 4.4 montre un exemple de la requête SPARQL permettant de rechercher 
le terme authoT dan l'ontologie Yago (avec un niveau égale à 3). 
Le résultat le la recherche des deux terme author et TepoTt ju qu'au niveau 7 de 
profondeur le la hiérarchie est représenté, respectiv ment , par les deux graphes 










































































































































































































































Gauthor +-- G1 (la liste conti nt un seul graphe rdf du fait que le premier concept 
po sède un s ul terme de recherche) 
Greport +-- G2 (la liste contient un seul graphe rclf elu fait que le cleuxièm concept 
possède un seul terme de recherche) 
Une fois les deux graphes finaux récupéré G author- et G,·eport r présentant les deux 
concepts c#4 et c#3, la imilarité sémantique entre e deux graphes rdf sera cal-
cnlôc cu appliquant la mesure retenue à cet effet. 
En observant le deux graphes, nous pouvons remarquer qu 'il n ' xist pas vraiment 
de catégories communes significatives entre eux à l 'exception de la catégorie Entity 
qui est une catégorie trop abstraite. Par conséquent , la val ur de la similarité entre 
ces leux graphes serait très faible indiquant que les deux concepts c#4 et c#3 ne 
sont pas proches sémantiquement , et donc leur concept parent c#g n 'a pas une 
sémantiqu précise. Par contre,.les deux concepts repré entés par les deux tenn s 
authoT et TevieweT sont évalués comme étant proch s sémantiquement car leurs 
graphes r spectifs (illustrés à la figure 4.5) po sèdent des catégories et des r lation 
en commun 14 . 
Ainsi , cet xemple a montré l'application de la mesure de proximité sémantique 
entr concepts enfants qui peut être utile dans deux cas : 
Supprimer les nouv lles abstractions découvertes non correctes sémantiquement , 
le cas l1 concept c#9 de l'ontologie CMS. 
Élimin r les abstrac tions qui exi taient dans l'ontologie initiale et qui sont 
rron 'es sémantiquement , le cas par exemple de l'abstraction Auto illustrée 
à la section 3.5.2 (voir figure 3.22) qui regroupe les leux concepts Vehicle 
et Plant. Le même algorithme 2 sera appliqué sur les leux concepts Vehicle 
14. À noter que si on considère w1 niveau de profondem plus élevé dans la recherche, le nombre 
de catégories cornrnuues era augmentée par les super-catégories du niveau supériem 
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avec T ennesvehicle = { vehicle , car, bus, bicycl } et Plant avec T e1·mesPlant = 
{plant , grass, t?·ee}, et la comparaison sémantique sera faite ent re leurs deux 
graphes respectifs Gvehicle = Gvehicle u Gcar u Gbus u Gbicycle et G Plant = Gplant u 
Ggrass U Ciree · En outre, la démarche adoptée p ut facilement être complétée 
pour corriger davantage d 'autre cas d 'erreurs sémantiques plus complexe ·. 
Jnterpr·étaion dans le contexte ontologique 
La projection de cette mesure clans notre contexte de re tru turation e t imple : 
rlus l 'ens mble des concepts enfants sont similaires, plus leur concept parent est 
bien défini ·émantiquement , clone pertinent. 
4.4 Algorithme de fil t rage 
La ltl '.Lhocle de filt.ra.ge propo ée reçoit. <~ ll eu t rée la FTR générée par l'approche 
d restructmation avec l'ARC , exécnte une heuristique de fi lt rage basée snr nne 
combinaison de mesures et retourne en sor tie un ensemble de concepts formels 
( c ux jugés pertinents) . 
Cette étap consiste à concevoir un algorithme pom le fi ltrage des treillis. Cet 
algorithme aura la structure suivante : 
Entrées : Famille des treillis rela tionnels générés par notre approche de restruc-
turation. 
Sorties : Famille d 'ensembles de concepts fi ltrés , c' st à dire 1 s concepts formels 
jugés pertinents qui vont constituer les concepts de l'ontologie restructurée . 
Corps : La conception de l'algorithme dépendra des m sur s l'évaluation rete-
nu s. Il s 'agit de t rouver la (les) bonne(s) heuristique(. ) le filt rage formali-
sant de règles d 'application sur ces me ures. 
:\ otre algori thme de filtrage sera appliqué sur la FTR en delL'< étapes (voir figure 
4.6) : 
Algorithme de f iltrage 
Fa~r~li~l i~es i '"~ ~ mr.<ge :•_':'~:· J CF,_- 1 , .:,::~~'" 
re lationnels + s· de concepts 
T .1 1 d [ CF • fo rmelsfiltrés 
rôle• - ---if--+11 Fi trage e Traie• lt---+-~ roles 
Figure 4 .6 Schü na géu ' ral le l 'algorithme de filLrage . 
Filtrage elu t reillis des Classes 
- F ilt rage elu t reillis des R ôles 
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Ci-après, sont présentés deux algori t hmes 3 et 4 de fi lt rage des deux treillis de la 
FTR (T e tasses et Tnoles), respectivement . 
Interprétation des deux algorithmes 
Les algorithmes 3 et 4 produisent , à partir des deux treillis T e tas es et T Roles, les 
deux ensembles de concepts formels fi lt rés respectifs C F ctasses et C F Roles en 4 
étapes : 
1. Ident ification des concepts non pert inents : Pour le t reillis des Classes, il 
s'agit de l 'ensemble des concepts formels jugés non pert inents par l 'heu-
ristique de fi ltrage. Pour le t reillis des R ôles, l 'ensemble des concepts non 
pert inents dépendra de l 'ensemble C F ctasses · En effet, un concept dans le 
treillis Tnoles est considéré comme pertinent s'il implique deux concepts dans 
C F Classes, sinon il st considéré non pert inent. 
2. Suppression les concepts jugés non pertinents : Le résul tat sera l'ensemble 
C Fa. 
3. Suppression de relations de généralisation non nécessaires : La suppression 
d'un concept c au niveau du treillis T etasses (ou T noles) implique la suppres-
sion des relations de généralisation dans lesquelles le concept c part icipe, soit , 
.---- ----- ------
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Algorithm 3 Filtrag 
Entrées : Tctas8es 
Sorties : CFctasses 
{Identification de concepts non pert inent } 
Appliquer 1 'heurist ique de fil trage sur Tetasses 
Concepts? rtinents +--- liste des concepts jugés pertinents par· l 'heuristique 
Concepts onP eTtinents +--- liste des concepts jugés non peTtinents paT l 'heu-
ristique 
{Suppression des concepts jugés non pertinents} 
Pour tout c E Concepts iV onP ertinents faire 
ListePaTents +--- liste des concepts par-ents de c 
ListeEnfants +--- li te des concepts enfants de c 
P our tout p E ùisteP m·ents faire 
Enfants(p) +--- Enfants(p) U ListeEn f ants 
fin Pour 
Pour tout e E ListeEn fants faire 
Pm·ent (e) +--- Parents(e) U ListePaTents 
fin Pour 
fin P our 
C Fo +--- Tctasses- Concept NonP ertinents 
{Suppression des relations cl généralisation non née ·saire } 
C Fc tasses +--- CFo- R elations/\fonNecessaires 
C F classes 
Sorties : CF Roles 
{Identification des concepts non pertinent } 
Pour tout Cr E TRoles faire 
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List AttR 1 f- attributs relationnels dans l'intension de c.,. d type « rel :c » 
Pour tout attTel E ListeAttRel faire 
Récupér r le concept référencé Ci 
Si Ci ~ CFclasses alors 
Supprimer l attribut relationnel attTel cie Cr 
fin Si 
fin Pour 
Si Cr n conti nt pas (au moins) un attribut de type « dom :ci » t un autre 
d type « ran :ci » alors 
Cane pt N onPeTtinents f- c.,. 
fin Si 
fin Pour 
{Suppression d s concepts jug's non pertinents} 
Pour tout c E ConceptsN onPeTtinents faire 
PaT nts( ) f- li t desconceptspaTent sdec 
Enfants( c) f- li tedesconceptsen f antsdec 
Pour tout p E P aT nt (c) faire 
Enfants(p) f- Enfants(p) U Enfants(c) 
fin Pour 
Pour tout e E Enfants(c) faire 
Pa1·ent s( ) f- P aTent (e) U P aTents(c) 
fin Pour 
fin Pour 
C Fo f- T,·oles- ConceptsNonP eTtinent 
{Suppr ssion des r lations de généralisation non nécessaires} 
CFnoles f- C Fo- R elationsNonNecessaiTes 
132 
IsA(c,ci) et IsA(cj,c) . Le résul tat de cette étape est l'ensemble C Fc tasses (ou 
CFRoles) · 
Les prochaines ous-sections discutent quelques exemples d 'heuristiques que nous 
avons testé empiriqu rn nt. Ce· tests visaient à trouver la combinaison de mesures 
qui donnerait la meilleure performance pour notre méthode de filtrage. À ce stad , 
uniquement les mesures implément ' es sont considérées, soit , stabilité, densité et 
pmTimité sémantiq'Ue avec le concepts d'U domaine avec ses deux alternatives. 
Avant cl 'introduire ces heuristiques de filtrage, notons que les deux mesures de 
den ité et le pr-oximité sémantiq'Ue ont déjà été utili ·ées avec les ontologies (Alani 
et Dr wster, 2006) , mais pas la mesure de la tabilité. Dan notre travail, nou t n-
tons d 'appliquer cette clerni ' r , habi tuellem nt utilisée avec les treillis de concepts, 
clans un contexte ontologique. Pour ce faire, nous avons tout d 'abord étudié l 'uti-
lité de cette mesure et discuté la corrélation entre la stabilité cl 'un concept formel 
et la pertinence de sa traduction n un concept ontologique. 
4.4. 1 Heuristique basée sur la tabilité 
ous présentons ici une heuristique simple basé uniqu ment sur la mesure de 
la stabilité. Le principe de cette heuristique est illustré par les règles suivantes 
Étant donné un concept formel cf, 
R ègle 1 : Si cardinalité de l' xtension( f) = 1, c'est donc un concept du domain 
alor CJ(c j) est toujours 'gale à 0. 5 (invariable) . Le concept est considér ' 
p ertinent . 
R ègle 2 : Si cardinali té de l' xten ion(cf) = 2, alors CJ(cj) est soit 0.25 (deux 
sou -concepts) ou 0.5 (un seul sous-conc pt). Dan ce cas, la valeur de la 
stabilité n 'est pas suffisante pour décider de la pertinence, clone le cas st 
considéré non concluant. 
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parents (cf) 
frères (cf) relations (cf) 
enfants (cf) 
Figure 4. 7 L'ensemble des concepts voisins d'un concept formel. 
Règle 3 : Si carclinalité de l'extension( cf) ~ 3, alors CT( cf) aura une valeur clans 
l'int rvalle ro,lJ. Le critère du seuil est appliqué comme suit : 
Rule 3.1 : Si O'(cf) ~ 0. 5 le concept (considéré comme stable) est jugé perti-
nent , sinon, il est non pertinent. 
otons que le seuil le 0.5 est c lui ut ilisé dans la lit térature. 
4.4.2 Heuristique basée sur la densité 
Le principe de cette heuristique basée uniquement sur la mesure de densité est 
très simple : Ayant un concept form 1 cf, 
Règle 1 : Si den( cf) ~Tl, alors le concept est jugé pertinent , sinon il es t non 
p ertinent. 
Il ne reste que de trouver la bonn valeur pour le euil Tl. 
La section 5.4.2 montre les résulats les expérimentations mettant sous test cette 
heuristique dont plusi urs val urs ont été testées pour le seuil Tl. La valeur qui 
a donné les meilleurs r 'sul tats vis-à-vis de l 'objectif visé par l'heuristique, soit la 
m édiane des valeur·s de den ité des concepts voisins, a été choisie. L'ensemble des 
concepts voisins d 'un conc pt formel cf (voisinage de cf) est illustré à la figure 
4.7 : 
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4.4.3 Heuri t ique basée ur la proximité sémantique avec les concepts 
elu domaine 
Cette heuristique suit le même principe que la pr ' c' dent : Étant donné un concept 
formel cf, 
Règle 1 : Si psccl( c f) ;?: T2 , alors le concept est jugé p ertinent , sinon il est non 
p ertinent. 
Comme pour l'heurist ique prée ' dente, plusieurs valeurs ont été testées pour le 
seui l T2 à la . ect ion 5.4.3, et le choix a été fixé sur la m édiane de valeurs de la 
proximité sémantique de l 'ensemble des concepts. 
En outre, pour cette mesure, les cl tnc alternatives de solution , à savoir la m e-
sztr-e du plus co'u?·t chemin et la m esur-e de degr-é de r-elation sémantique, ont été 
explorées. 
4.4.4 Heuristique de fil t rage basé sur une combinaison de mesures 
otr obj ctif ici st d 'inv stiguer un moyen de combiner les trois mesures déve-
loppées afin cl 'améliorer 1 s performances de notre méthode de fi ltrage. Pour ce 
faire, nous avon commencé par analyser les résul tats de l'é tude expérimental ef-
fectuée sur les heuristiques basée .respectiv m nt sur chacune des mesures à part 
discutés à la section 5.4. 
L'analyse cl ce r 'sultats a révélé la situation uivante : En premier lieu, l 'heu-
ristique bas' e sur la proximité sémantique e t plus avantageuse avec la formule 
elu degré de relation sémantique que celle cl la similar-ité sémantiq'ue basée ur 
le plus cour-t chemin, et c'est elle qui sera considéré dans la suite de l'analyse. 
Ensuite, l'heurist ique basée sur la stabilité a donné de meilleures performances. 
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Bien que 1 'hypothèse expérimental d'une bonne corrélation entre stabilité et per--
tinence n 'est pas valide de façon universelle, si nous restreignon l'évaluation aux 
concepts formels !ont l'extension est constituée d 'au moins t rois obj ts form ls, la 
corrélation s'am' liore considérablement . En revanche, l'analyse a montré que dans 
les cas où la stabilité n 'est pas concluante ou se comporte mal, les deux autres 
mesures densité et pr·oximité sémantique avec les concepts du domaine pourraient 
apporter un plus dans l'évaluation de la pertinence de ces concepts. 
Ce constat nous a guidé à examiner une heuristique qui oit basée principalement 
sur la stabilité en premier lieu, et ensuite chercher à combiner avec elle les leux 
autres me ures. Le but de cette combinaison est de traiter l s cas suivants : 
1. Cas considéré comme non concluants par- la stabilité ( caTdinalité de l 'ex-
tension = 2), 
2. Cas des concepts for-mels pour- lesquels la car-dinalité de l 'extension ~ 3 avec 
des valeuTs faibles de stabilité. 
Nou suppo ons que pour ces cas, un concept formel est jugé peTtinent si l'une 
des condition suivantes est vérifi 'e : 
- Cdtl. Le concept est impoTtant dans l 'hiémr-chie : Il appor-te plus d'infor-mations 
par- r-appor-t à son voisingae, ou bien 
Cdt2. Le concept est pmche sémantiquement de l 'ensemble des concepts de l'on-
tologie initiale. 
Ces deux conditions peuvent être interprétées par : 
- den( concept for-m el) ~ Tl , ou 
- pscd(concept for-m el) ~ T2. 
Sinon, le conc pt est considéré comme non per-tinent. 
Le principe de cette heuristique est illustré par l 'ensemble des règles suivantes : 
Étant donné un concept formel cf, 
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R ègle 1 : Si cardinalité de l 'extension( cf) = 1 -c 'est donc un concept du domaine-
alors Œ( cf) est toujours égale à 0.5 (invariable) . Le concept est considéré 
p er t inent . 
R ègle 2 : Si cardinalité de l'extension(cf) = 2, alors Œ(c f ) est soit 0.25 (deux 
sous-concepts) ou 0.5 (un seul sous-concept) . Dans ce cas, la valeur de la 
stabilité n 'est pas suffisante pour décider de la pert inence : 
R ègle 2.1 : Si (den(cf) ;?:: Tl ) ou (pscd(cf) ;?:: T2 ), alors le concept est jugé 
p er t inent , sinon il est n on p ertinent . 
R ègle 3 : Si cardinalité de l'extension( cf) ;?:: 3, alors Œ(c.f) aura une valeur dans 
l 'intervalle [O,l j. Le critère du seuil est appliqué comme suit : 
Rule 3 .1 : Si Œ(cf ) ;?:: 0.5 le concept (considéré comme stable) est jugé p erti-
n ent , sinon : 
Rule 3.1.1 : Si (den(cf) ~ Tl) ou (pscd(cf) ;?:: T2) , alors le concept est jugé 
p er t inent , sinon il est non p er t inent . . 
La quatrième mesure, bien qu 'elle ne soit pas complètement implém ntée, peut 
êLre uLili. ée par la sniLe dont l'uLiliLé esL de vérifier si les c:onu.pLs gardés p;u· 
l'heuristique combinant les trois premières mesures sont corrects sémantiquement . 
4.5 Analyse de la complexité algorithmique 
Cette section présente une br've analyse de la complexité en temps d 'exécution 
de l'algorithme de fi ltrage proposé. 
La complexité asymptotique de notre algorithme, notée CFitt>·age, est la somme cl s 
complexités des deu.'X étapes importantes du filt rage, à savoir filtrage du treillis 
des clas es (CFTC) et filtmg e du tr·eillis des r·ô les ( C FTR) : 
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La complexité de l 'algori thme de fi lt rage du treillis des classe (Algorithme 3) est 
dominée par l'étape d 'application de l'heuristique de fi ltrage pour l 'ident ification 
des concepts non pertinents . Le temps pour supprimer les concepts non pertinents 
et les relations de généralisation non nécessaires est donné par : 
C = N * (P + E) = O( N * P + N * E ) = maximum(O(N * P) , O(N * E)) 
Où : N est le nombre de concepts non pertinents, P est le nombre maximum de 
concepts parents et E est le nombre maximum de concepts enfants . 
La complexité de l'heuristique de fi ltrage, notée CHF , est plus lifficile à établir. 
Elle dépend des formules des mesures d 'évaluation de la pert inence uti lisées : 
Où : Ca , Coen et CPsco représentent, respectivement, le temps d 'exécut ion né-
cessaire pour calculer la stabilité, la densité et la pTOximité sémantique avec les 
concepts du domaine pour l'ensemble des concepts elu treillis. 
Calculons la complexité temporelle pour chaque mesure. Premièrement , pour la 
mesur·e de stabilité et suivant l'algorithme . présenté à la figure 4. 1, la première 
boucle "Pour" est faite en un temps linéaire et la deuxième boucle "Tant que" est 
faite en un temps égal à n * log(n) en fonction elu nombre de concepts formels elu 
treillis ( n). Donc : 
Ca = n + n * log(n) = maximum(O(n), O(n * log(n))) = O(n * log(n)) 
La compl xit' de la mesur-e de densité s'écrit comm sui t : 
Coen = n * Coen(c) 
138 
Où: Coen( ") est le temps estimé pour calculer la densit' d 'un concept formel qui 
se fait en un temps constant . Donc : 
eDen= O(n) 
La complexité de la mesure de proximité sémantique avec le concepts du domaine 
s écrit comme sui t : 
Cp CD= n *Cp CD(c) 
Où : Cpsco(c) peut être approximé par la complexité temporelle pour le calcul du 
degr ' cl relation ·' mantique entre deux concepts qui ·e fait en un temps linéaire, 
multiplié par le nombre de concepts du domaine : Cpsco(c) = m * n . Donc : 
Cpsco = n * m * n = O(m * n2 ) 
En résumé, la complexité en temps cl ' x 'cut ion de notre hcmistique de filtrage et 
approximée par : 
CHF= maximum(O(n * log (n)) , O(n), O(m * n2 )) = O(m * n2 ) 
Par conséquent , 
En suivant la même analyse, la complexité de l'algorit hme de filtrage du t reillis des 
rôl s (Algori thme 4), dominée par les deux pr mièr s boucle "Pour" imbriqu ' 
qui servent à identifier le concepts non pert inents, st e. t imée à : 






Où : n,. est le nombre de concepts formels du treillis des rôles et A est le nombr 
maximum cl attributs formels . 
Pour con ·lure, la complexité asymptotique de notre algorithme de filtrage est 
défini par : 
CFittmge = maximum(O(m * n2 ), O(n,. *A))= O(m * n2 ) 
4.6 Conclusion 
Ce hapi tre, qui a été entamé par la formulation de la problématique du filtrage 
adressé par tte th 'se, a pré enté 1 s solutions proposées pour la trait r. 
Dans c contexte, plusieurs m sur s ont été discutées pour apr roximer la perti-
nence des concep ts formels pour qu'ils soient acceptés clans l'ontologie restructu-
rée . 
Toute ce mesures n'étant pas parfaites et ne donnant pas toujour · le rn illeures 
performauce · le façon absolue, des hcnrisLiqnes de fi lLrage cornbiuauL les mesures 
impl'm nt' sont 't' explorées. 
La mi e sous t t de ces heuristiques et , par conséquent , 1 évaluation de notre 
méthode de filtrage au sein du cadre global de restructuration fai l'objet du 
prochain char itre. 

CHAPITRE V 
ÉVALUATIO DE L'APPROCHE 
Ce chapitre pr 'sente le rapport d 'une évaluation expérim ntal vi.'ant , n particu-
lier , la validation de la contribut ion de notre méthode de filtrage au sein du cadre 
global de la restructuration. 
En pr mier, les outils et plateformes supportant notre cadre sont présentés. En-
sui te, le protocole appliqué pour la validation de notre méthode de fi ltrage est 
défini , suivi le l'explication des lifférents types d 'expérimentation menées. Enfin, 
nou discutons l'analyse des résultats obtenu . 
5. 1 Mise en contexte 
Le dév loppement de notre approche est supporté par la plateforme INUKHUK 
(Rouane-Hacene et al., 2011) qui est une infrastructure ori nt 'e s rvices basée sur 
l 'Analyse relationnelle de concepts offrant LUl ensemble d 'outils pour l'Iugénierie 
ontologique, n occurrence, des services pour la construction, la modularisation , la 
fusion et la re t ructuration des ontologies. Le système Inukhuk est couplé avec la 
plateforme GALICIA 1 pour assurer les fonctions de l'ARC ainsi qu'avec d 'aut r s 
1. http :/ / galicia.sourceforge.net/ 
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plateformes et API (ex. J ena 2 , Worclnet 3 , vVikipéclia 4 , Gate 5 , Align API 6 , Sim-
Pale 7 ) 
ou nous sommes intéressés, clans le cadre de ce travail, aux services de ba e 
offerts pour la restructuration. Étant donné que ces services s 'appuient sur les 
mêmes étapes constituant le processus général de restructurat ion !écrit à la ec-
tion 3.4, nous nous sommes appropriés les modules disponibles ONTOAligner, 
RCFModeler, RCAEngine et ONTODesigner- pour l'accompli sement des tâches 
respectives suivantes : alignement, codage, analyse et r·étm-codage de l'ontologie 
res tr-ucturée que nons a.von · acla pt 's pom y inclme notre onti l de fi ltrage RLFDi -
tiller- (voir figure 5.1) . Un premi r t rava.il (Roua.n -Hacene et al. , 2010) a valid ' le 
framework général de la restructuration par l'ARC. Des expérimentations ont été 
ffectu 'es sur des ontologi s le petites/ moyennes tailles et ont donné des résultats 
satisfai ants en termes de réorgani ation et d ' id ntifi ca.tion de nouvelles abstrac-
t ion . C ci nous a. permis d 'être ra surés , dans un premier temps, sur la validité 
de notre cadre et nous a. montré le limites cl l'algorithme naïf appliqué pour le 
filtrage d treillis et le b ·oin d 'autres tra.tégies de fi ltrage plus rigoureus s t 
plus performantes permettant d 'améliorer le résultats. 
Le but de notre travail est d 'am' lior r la plateforme exi tante par le dévelop-
p ment d 'un nouv a.u module de filt rage, appelé RLFDistiller·, implémentant les 
2. http :/ / jena.sourceforge.n t / 
3. http :/ j wordnet .princeton.eclu/ 
4. http :/ j www.wikipedia.org 
5. ht tp :/ / gate.ac.uk/ ie/ 
6. http :/ j alignapi .gforge.imia.fr/ 













Figure 5.1 Principaux modul s de la pla teforme Inukhuk. 
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heuristiques basées sur les mesures d 'évaluation de la pertinence les concepts 
formels proposées et di ·cutées dans le chapitre précédent. Trois mesures ont été 
complètement implémentées : deux pour évaluer la pertinence structurelle, soit , la 
stabilité et la densité, et une troisième pour évaluer la pertinence sémantique, soit , 
la pmximité sémantique avec les concepts du domaine avec ses deux alterna tives 
(similarité sémantique t degré de r·elation sémantique). 
Dans ce qui uit , nous présentons notre étu l xpérimentale visant à t es ter notre 
out il de fi lt rage . Le proptoclc de validation suivi est présenté ci-après. 
5.2 Protocole de validation 
Pour évaluer la pert inence de la restructuration, le protocole optimal erait d 'avoir 
une applicat ion ba ée sur une ontologie t observer le gain de la re t ructuration 
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par l'usage de la nouvelle ontologie restructurée . Cependant , nous n'avon pas 
le cadre qui nous p rm t de faire ça. C ' st la raison pour laquelle, clans notre 
travail , nous n comptons pas évaluer la pertinence de la restructuration mais 
plutôt valider la performan~e de not re méthode de filtrage au sein elu cadre global 
de la restru t uration. 
Afiu de valider uos heuristiques de filtrage ct évaluer l'ut ili té les mesures déve-
loppées, deux types de protocoles peuvent être envisagés : (1) validat·ion centTé 
exper-t et (2) validation (se mi-) automatisée. 
5.2.1 Validation centré expert 
Une validation appror riée de notre outil devrait suivre le protocole décrit par la 
démarche suivante : 
l. Choix d'ontologies : L'idée est de choisir un ensemble d 'ontologies de mau-
vaise 1ualité, de préférence dont les concepteurs sont disponibles . 
2. Constr-uction de tr-eillis r-elationnels : À c niv au, notre out il de restruc-
t uration sera appliqué ·ur chacune des ontologies choisies et les treillis rela-
tionn ls respectifs seront générés . 
3. Évaluation des concept form els par- les exper-ts : Dans cette étape, les ex-
pert sont amen 's à donner leurs jugem nt ur la pert inence de chaque 
concept formel. C'est sur la base le cett pertinen e qu nous allons déci-
cler si le concept form 1 cl vrait ' tre ' lagu ' ou gardé, et clone ferait partie 
de l'ontologie restructurée. Nous leurs proposons par exemple de faire une 
évaluation boo!' nn : Per-tinent (à gard r) ou Non per-tinent (à élaguer). 
Notons que la taille des t reillis ·onstrui ts l ut constituer une difficulté pour 
experts. Une alternative serait de choisir un ensemble représenta tif 
concept formels qui seront propo és aux experts pour évaluation. 
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4. Application de notre outil de filtrage : Notre outil d filtrage RLFDistilleT 
qui est basée sur nos heuristiqu s de fil t rage sera appliquée sur les treillis 
r lationnels construi ts pour mesurer la pertinen e globale de chaque concept 
formel. Cet out il retournera en sort ie un ensemble de concepts formels fi l-
trés, c'est-à-dire l'ensemble de concepts jugés pertinents par l 'out il qui vont 
constit uer les éléments de l 'ontologie restructurée. Les autres concepts for-
mels sont considérés comme non pertinents par l'out il. 
5. Corrélation entTe les évaluations des experts et la soTtie de la technique 
de filtrag e : Il s'agit de mesurer la corrélation entre les r'sultats produits 
par noLre Leclmique de fil trage sur l'ensemble des m ue pt.s formels avec les 
jugements des experts sur ce même ensemble. 
Cependant, vue la difficul té d 'obtenir des ontologies qu i sont de mauvaise qua-
lité 8 ainsi que la non-disponibili té des experts de domaines, prêts à collaborer 
dans ces types d 'expérimentations, nous avons opt' pour une validation (semi-) 
automatisée. 
r:: .2.2 Validation ( scmi-) automatisée 
otre démarche est la suivante : 
1. Choix d 'ontologies :L'idée est de choisir un ensemble d 'ontologies de bonne 
qualité (complètes et sans redondances), qui ·eront considérées comme des 
ontologies de référence 9 . 
2. PeTtuTbations f ocalisées des ontologies choisies : Il s'agit cl introduire volon-
tairement des anomalies pour générer des ontologies de mauvaise quali té. 
Ces ontologies ne sont pa librement acce ible sur le web. 
9. L'analyse de la qualité des ontologies de référence a été faite manuellement pour s'a ·surer 
qu 'elle ne comportent pas d'erreurs. 
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Dans notre context cl validation, nous introduisons des redondances et 
de l'incomplétude afin de détériorer la quali té des ontologies choisies . L'in-
complétude es t produite par la suppression d 'un ensemble d 'abstractions 
de la hiérarchie de class s , et la propagation des spécifications propres des 
éléments supprimés ver leurs descendants (sous-classes). Par la même oc-
casion, des redondances de sp 'cifications seront générées clans l'ontologie. 
3. Constr-uction des tr-eillis rdat'ionnels :À ce niv au , l'outil de restructura tion 
sera appliqué sur chacune de ontologies perturbées et les treillis relationnels 
seront générés . Le tr illi rela tionnel inclura trois types de catégories de 
concepts formels représentant , respectivement : (1) Classes de l'ontologie 
initiale (perturbée), (2) Abstractions manquantes redécouvertes par l 'outil , 
et (3) Touvelles ab tractions découvert s par l 'outil qui n 'ont pas d 'image 
dans l'ontologie de référence. 
4. Application de l 'outil de filtmg e : Notre outil de fi lt rage RLFDistiller- est 
appliqu ' sur les tr illis relationnels. Il retourne n ·ortie un ensemble de 
concepts formels pertinent qui ·eront considérés dans l'outologie restructu-
rée . 
5. Confmntation de chaque ontologie r-estr-uctur"ée avec une ontologie de r-é-
fér-ence : P our la onfrontation de ce cle1.L'< ontologies et afin de mesurer 
l'exactitude t la complétude le notre approche, nous utilisons les métriques 
Pr-écision t Rappel ainsi que F-mesur-e qui combine les deux. 
Ces métriques ont été largement utilisées en Recherche l'information (Rijsbergen , 
1975). La pr-écision représente la probabilité qu 'un concept filtré jugé p rtinent par 
l 'outil est effectiv m nt pertin nt. Elle p ut ' t re interpr 'tée comme la probabili té 
moyenne d 'un filtrage exact. Le r-appel représente la probabilité qu 'un concept 
pertinent qui existe dans l 'ontologie de référ nee soit ret nu par l'outil. Il peut 
être interprét é comme la probabilité moyenne d 'un fi ltrage exhaust if. F-mesur-e 
1 4 7  
e s t  l a  m o y e n n e  h a r m o n i q u e  d e  l a  p T é c i s i o n  e t  d u  m p p e l ,  o ù  s a  m e i l l e u r e  v a l e u r  e s t  
a t t e i n t e  à  1  e t  s a  p i r e  v a l e u r  à  O .  
N o t o n s  q u e  l e s  d e u x  m é t r i q u e s  P T é c i s i o n  e t  R a p p e l  n é c e s s i t e n t  l e  c a l c u l  d e s  e n -
s e m b l e s  s u i v a n t s  :  
V r a i  P o s i t i f s  ( V P )  :  C o n c e p t s  c l a n s  l ' o n t o l o g i e  r e s t r u c t u r é e  q u i  o n t  u n e  i m a g e  
o u  u n  é q u i v a l e n t  c l a n s  l ' o n t o l o g i e  d e  r é f é r e n c e .  
F a u x  P o s i t i f s  ( F P )  :  C o n c e p t s  c l a n s  l ' o n t o l o g i e  r e s t r u c t u r é e  q u i  n ' o n t  p a s  
d ' é q u i v a l e n t  c l a n s  l ' o n t o l o g i e  d e  r é f é r e n c e .  
- V r a i  N é g a t i f s  ( V N )  :  C o n c e p t s  f o r m e l s  c l a n s  l e  t r e i l l i s  r e l a t i o n n e l  j u g é s  n o n  
p e r t i n e n t s  p a r  l ' o u t i l  d e  f i l t r a g e  q u i  n ' o n t  p a s  d ' é q u i v a l e n t  d a n s  l ' o n t o l o g i e  d e  
r é f é r e n c e .  
F a u x  N é g a t i f s  ( F N )  :  C o n c e p t s  f o r m e l s  c l a n s  l e  t r e i l l i s  r e l a t i o n n e l  c o n s i d é -
r é s  n o n  p e r t i n e n t s  p a r  l ' o u t i l  d e  f i l t r a g e  a l o r s  q u ' i l s  p o s s è d e n t  u n e  i m a g e  d a n s  
l ' o n t o l o g i e  d e  r é f é r e n c e .  
D a n s  n o t r e  c o n t e x t e ,  l e s  d e u x  m é t r i q u e s  s o n t  d é f i n i e s  c o m m e  s u i t  :  
D é f i n i t i o n  1 2 .  A y a n t  u n e  o n t o l o g i e  d e  r é f é r e n c e  O ,· e f ,  l a  p T é c i s i o n  d ' u n e  o n t o l o g i e  
r e s t r u c t u r é e  O r · es t  e s t  d o n n é e  p a r  l a  f o r m u l e  s u i v a n t e  :  
P ( O  .  O  )  =  1  O , . e f  n  O , · es t  1  
Te s t ,  Te j  l  Q  l  
r· e s t  
( 5 . 1 )  
O ù :  
P (  O , . e s t ,  O , . e f )  :  r e p r é s e n t e  l e  n o m b r e  d e  c o n c e p t s  o n t o l o g i q u e s  p e r t i n e n t s  r e t r o u v é s  
( V P )  p a r  r a p p o r t  a u  n o m b r e  t o t a l  d e  c o n c e p t s  p r o p o s é s  p a r  l ' o u t i l  c l a n s  l ' o n t o l o g i e  
r e s t r u c t u r é e  O r - es t  ( V P + F P ) .  E n  d ' a u t r e s  t e r m e s ,  l a  p r é c i s i o n  n o u s  p e r m e t t r a  d e  
m e s u r e r  l ' e x a c t i t u d e  d e  n o t r e  m é t h o d e .  
D é f i n i t i o n  1 3 .  A y a n t  u n e  o n t o l o g i e  d e  r é f é r e n c e  O , · e f ,  l e  m p p e l  d ' u n e  o n t o l o g i e  
r e s t r u c t u r é e  O r· e s t  e s t  d o n n é  p a r  l a  f o r m u l e  s u i v a n t e  :  
R (  O , · e s t '  O , . e f )  =  1  O , . e f  n  O , . es t  1  
1  o , ·ej  1  
( 5 . 2 )  
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Tableau 5.1 S tatistiq u s sur les ontologies de référ-ence. 
Ontologie Cl a es# Obj ect prop. # Data prop. # 
CMS 6 5 10 
Travel 34 6 7 
People 60 14 6 
Tourism 76 26 33 
Où: 
R( O,.e8t, Oref) : représente le nombre de concepts ontologiques pertinents retrouvés 
(VP) par rapport au nombre de concepts p r tinents existants dans l 'ontologie de 
référ ne O,.ef (VP+ FN). En d 'autres termes , le mppel nous permettra de mesurer 
la complétude de notre rn ' tho de. 
La formule de F-mesure est donnée par : 
F (o 0 ) _ 2 ( (P (O,.est, O.reJ) * R (Orest ,OreJ))) rest, reJ - * (P ( Orest , Oref) + R ( Orest, Oref)) (5.3) 
5.3 Expérimentations 
ous avons appliqué le proto col décrit ci-avant sm un certain nombre cl 'ontologies 
de 1 etites/ moyennes taille . Le tableau 5. 1 donne des statistiques de ba e m ces 
ontologies (de référ·ence). 
Le tableau 5.2 donne le nombre de perturl a tions effectuées sur les ontologies du 
tableau 5.1 menant à la détérioration de leur qualité en termes de redon lances 
et d 'incomplétude. Des exemples de ces pert urbations sont illustéres dans le ta-
bleau 5.3. 
Les bjectifs visés par la validation de no heuristiques sont résumés dans 1 s 
points ·ui vants : 
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Tableau 5.2 :\ombre de perturbations effectuées sur chaque ontologie. 
Ontologie ClVIS Tr·avel People Tourism 
b. perturbations 2 2 3 4 
Tableau 5.3 Exemples de perturbations effectuées sur des ontologie de r-éf ér·ence. 
Ontologie Perturbation 
Travel 1. Suppre ion de la ela ·se Rum lA r-ea et déplacem nt de sa propriété 
id RumlAr-ea aux sou -ela ses. 
People 
2. Suppre sion de la ela ·s Activity et déplacem nt d 
ha Activity et isO.ffP.rP.dAt aux sous-classes . 
id_ company aux sou ·-classes. 
propriétés 
a propriété 
2. Suppression de la class Publication et d ' placem nt de es pro-
priétés id_ publication t reads aux sous-classe . 
- Sélection de tous les concepts du domaine, c est-à-dire les concepts dans l'on-
tologie p rtm·bée. 
Sélection de ab tractions supprimées dans l 'ontologie perturbée et redécou-
v rtes par le cadre de restructuration. 
- Élagage des nouv lles abstraction d' ouvertes par le cadre t qui n 'ont pas 
d'équival nt dan l 'ontologie de r'fér nee. 
Quatr typ s cl' xpérimentations ont été menées : 
Expérimentation 1 : 
Cette pr mi ' re xp'rimentation vi e à te t r l'heuristique basée ·ur la mesure de 
la stabilité léfinie à la section 4.4. 1. Le but est d 'étudier la corrélation ent re la 
stabilité d 'un one pt formel t sa pertinence en tant qu'un con ept ontologique. 
Il s'agit de vérifier si : 
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- tous les concepts elu domaine ont des valeurs élevées de stabilité ( ~ 0.5 ). 
- les abstrac tions recl'couvertes ont des valeurs élevées de stabilité(~ 0.5). 
- les autres nouvelles abst ractions lécouvert . superflues ont des valeurs faibles 
de stabilité ( < 0.5). 
Expérimentation 2 : 
Dans la même perspectiv de l'exp ' rimentation 1, nous testons l'h uristique basée 
sur la mesure d la densité défin ie à la s ction 4.4.2. En outre, plusieurs te t. de 
la val ur appropriée pour le seuil Tl utilis' avec cette mesure ont explorés. 
Expér·imentation 3 : 
Ce troisième type d 'expérimentation est consacré à l 'évalua tion cl l 'heuristique 
basé sur la mesure de la pr-oximité sémantiq'Ue avec les concepts d'U domaine 
défin ie à la se t ion 4.4.3. En premier , sont testées certaines valeurs pour le seui l 
T2. Ensuite, le · cl ux alternatives, à savoir (1) la similar·ité sémantiq'Ue ba ée 
s'Ur le calc'Ul d'U pl'Us co'Urt chemin, et (2) le degré de relat'ion émantiq'Ue, sont 
explorées avec cette heuristique et les résultats de performance sont discutées en 
conséquence. 
Expérimentation 4 
Enfin, cette dernière expérimentation vise la validation de l'heuristique basée sur 
une combinaison cl mesures telle que définie à la section 4.4.4. Trois scénarios 
incrémenta ux sont con ·iclérés : 
1. Scénario 1. Aucune règle n 'est appliquée et l'algorithme naïf rl.e fi lt rage 
des tr illis initialement implémenté est utilis'. 
2. Scénario 2. Uniquement la mesure de stabilité es t considérée ce qui signifie 
que les deux règles ·2. 1 et 3.1.1 sont éliminées. 
3. Scénario 3 . Les mesures de densité et pr·oximité sémantiq'Ue sont combinée 
avec la m sure de stabilité et clone toutes les règles décrites clan 1 'h uristique 
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Tableau 5.4 Résultat fina ux de l'expérimentation 1. 
Ontologie VP FP VN FN Précision Rappel F-mesure 
CMS 4 0 2 2 1 0.66 0.80 
T'ravel 33 0 3 1 1 0.97 0 .98 
People 59 2 3 1 0.96 0.98 0.97 
Tourism 75 9 21 1 0.89 0.98 0.93 
sont appliquées. 
5.4 Analyse ct discussion des résultats 
5.4. 1 Résultats de l'expérimentation 1 : Évaluation de l'heuris-
t ique ba éc sur la mesure de stabilité 
Les résultats de notre étude expérimentale ·ont résumées dans le tableau 5.4 
qui donne, pour chaque ontologie , les cardinali tés r spective pour 1 quatre en-
sembles définis précédemment (VP, FP, V et FI ) . Il cite aussi les valeurs des 
métriques de la qualité (Précision, Rappel et F-mesur-e) . 
Dans ce qui suit , nou · donnons des exemples pour les quatre en embles : 
- VP : Dans le treilli · relationnel de l'ontologie Tmvel : 
- Les concepts c#5 et c#23 (voir figure 5.2) qui repré. entent deux abstractions 
dans l'ontologie perturbée (Dest inat ion et UrbanArea, re pectivement) sont jugés 
pertinents par l'outil avec des valeurs élevées de tabilité (0.91 et 0.68, r s-
pectivement). 
- Le concept c#43 (voir figure 5.3) représentant l'abstraction supprimée Act ivity 
a été découvert par factori a tion de propriétés communes (abject propert ies) . 
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Figure 5.2 Une partie du treillis de concepts con t ruit à partir de la version 
perturbée de l 'ontologie Travet. 
par l 'outil. 
- VN : Toujour dans l 'ontologie Tmvel (voir fi gure 5.3) les concepts c#45 , c#42 
et c#46 représentent de nouvelles abstractions découvertes. Dans le treillis, ils 
sont les super-concepts de c# 43 ( Act i v ity) . Par ex mpl , c#45 regroupe D estination et 
A ct i v i ty , d'où il correspond à une notion trop général qui ne sembl pa· pertinente 
t donc ne devrait pas être retenue. Le trois concepts sont effectivement jugés 
non pertinents par l'outil pour leurs valeurs faibles de stal ili té (0 .46, 0.4 et 
0.49, respectivement). 
FP : Le concept c#66 lans le tr illis a ·socié à l'ontologie People (voir figure 5.4) 
possède une valeur de stabili té 0.75 et , par cons' quent, il est considéré pertinent 
par l'outil. Cependant , l'abstraction qu' il r prés nt est tr' s g' nérale et elon 
elle n'existe pas dans l 'ontologi de réf ' r nee. 
FN : Le concept c# dans l'ontologie People (voir figure 5.4) représente l'abs-
traction supprim ' Publi at ion qui a été re lécouver te. Donc, c'est un conc pt 











F igure 5.3 ne autre partie du treillis de concepts con truit à partir de la version 
perturbée de l 'ontologie Travet. 
considéré comme non p rtinent par l'outil puisque sa valeur de stabilité 0.46 est 
inférieure au seuil. 
Discussion 
Ar rès analyse des résultats précécl nts, le conclusions suivantes peuvent être 
faites : 
En premier, il et clair qu'une parfaite corrélation entre la stal ilité cl un concept 
formel et sa pert in nee ne serait pas réaliste. Aussi, la stabilité ne peut pas ~ tre 
utilisée pour ordonner les concepts par leur pertinence : une valeur de stabilité 
él v' e ne signifie pas nécessairement une meilleure pertinence. 
Sur une note plus positive, 100% de concepts dans les ontologi s perturbées ont eu 
cl valeurs élevées de stabilité et par conséquent ont été gard' s par l outil comme 
pertin nts. Ceci parle en faveur de l 'utili ation de cette mesure dans l'heuristique 
de fi lt rage visée, possiblement complétée par d 'autres mesures. 
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Figure 5.4 Une parti du tr illi le concepts con truit à partir de la version 
perturbée de l'ontologie People. 
Ensuite, '37.5% des abstractions re lécouvertes ont été jugées pertinente . Ce taux 
peut sembler faible, mais il rest un pourcentage de 50% considérées comme de cas 
non concluants. En théorie, ces cas pourrai nt avoir la chance d 'être sélectionnés 
par d'autres mesures clans l'outil de filtrage fin al. Donc, le taux réel de fi lt rage 
des abstractions manquante , clans le cas de la pré ente étude, est cornpris en re 
37.5% et 87. 5%. 
Finalement, les ab traction. ·uperfiues clécouv rtes par l 'ARC ont été élaguées par 
1 outil avec un taux de 51.25%, alor que 24.39% ont été considérées comme des 
cas non oncluants (encore une fois , ces ca pourraient être élagué par d 'autres 
m sures) . Donc, le taux global d 'élagage des abstractions non pertin ntes varie 
entre 51.25% et 75.64%. 
5.4.2 
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Tableau 5.5 R' sultats finaux de l'expérimentation 2. 
Ontologie Tl= Médiane Tl= Moyenne 
CMS 0.54 0.33 
Travel 0.60 0.24 
People 0.84 0.24 
Tourism 0.54 0.25 
Résultats de l'expérimentation 2 : Évaluation de l'heuris-
t ique basée sur la mesure de densité 
Cette deuxième expérimentation a donné lieu aux résultats présentés dans le ta-
bleau 5.5. Ce tableau résume les valeurs de la métrique F-mesure pour chaque 
ontologie cl u tableau 5.1 , et ce pour certaines valeurs de seuil expérimentée . 
Pour l'application de la mesure de densité, les val urs possibles du seuil que nous 
avons choisies de tester sont : Médiane et Moyen ne. 
Pour ces valeurs, nous avons pris le choix qu 'elles soi nt calcul' es sur l'ensemble 
des val urs de densité des concepts voisins du concept concerné. Nous upposons 
simplem nt que , dans le cas de la densité, le niveau de connaissances représenté par 
un concept dans une hiérarchie dépendra du niveau de connai sances repré enté 
par ses concepts voisins. Cependant , ceci n 'exclut pas la possibilité de le calculer 
sur l'ensemble des valeurs de den ité de tous les concepts du t reillis. 
Discussion 
Le tableau 5.5 révèle bien qu'av c une valeur de seuil égale à la moyenne, les valeurs 
de F-m ure sont faibles en comparai on avec celle données par l 'heuristique avec 




Tableau 5.6 Ré ultats fin aux de l'expérimentation 3. 
Ontologie T2= 0.5 T2= 0.75 T2= Méd. T2= Moy. 
CMS 0.40 - 0.50 0.33 
Travel - - 0.69 0.50 
People - - 0.65 0.67 
Tourism - - 0.61 0.52 
Résultats de l'expérimentation 3 : Évaluation de l'heuris-
tique basée sur la mesure de proximité sémantique avec les 
concepts du domaine 
Pour ce troisième type d 'expérimentation, la premièr par tie sui t le même prin ipe 
que l'expérimentation 2 pour valider une valeur pour le uil T2 utilisé au ein 
de l 'heuristique discutée à la section 4.4.3. Le tableau 5.6 résume les résultats 
obt nus. 
Étant donné que la pr ximité ·émantique prenne ses valeurs clans l'intervalle 10,1], 
d 'autres valeurs pour le seuil T2 sont considérées : 0.5 et 0.75 . Notons qu'ici les 
valeurs des seuils Médiane et Moy enne ont alculé s sm· l ' nsemble des valeurs 
de tous les concepts cl u treillis. 
Discussion 
En observant le· val urs de F-mesuTe clans l tableau 5.6, nous pouvons remarquer 
que: 
- Avec une valeur élevée de seuil égale à O. 75, le nombre de concepts VP sera 
diminué ct même tend vers 0, cc qui donne des val ur. · non définies (-) le F-
mes'uTe, et le nombre de FN augmentera n conséquence. En effet, l'heuristique 
tend à élaguer tous les concepts du t reilli ·. L euil 0.75 n peut pas être r tenu. 
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Tableau 5.7 Performance (F-mesuTe) des deux alternatives pour la mesure de 
pr-oximité sémantique avec les concepts du domaine. 
Ontologie Plus couTt chemin DegTé de Telation sémantique 
CMS 0.50 0.36 
1\·avel 0.69 o. 0 
People 0.65 0.88 
Tourism 0.61 0.77 
- Concernant les valeurs 0.5, M édiane et Moyenne, les trois colonnes respectives 
elu tableau montrent que c'est la médiane qui a donné 1 s m illeures perfor-
mances et clone sera ret nue pour le seuil T2. 
La deuxième partie de cette expérimentation compare les résultats d 'application 
des deux alternatives : 
M esuTe de imilaTité émantique basée suT le plus cou Tt chemin. 
- MesuTe du degTé de Telation émantique. 
L tableau 5.7 montre que 1 s performances 10 ont en faveur de la me ure elu degTé 
de Telation sémantique. 
En résumé, de l'analyse des trois types d 'expérimentations 1, 2 et 3, nous pouvons 
conclure que la stabilité s mble donner des performances plus atisfaisantes que 
les autres mesures comme illustré clans le tableau 5.8. En effet, la stabilité est la 
seule mesure qui réalise mieux les trois objectifs visés par notre validation (voir 
section 5.3) contrairement aux deux autr s, la densité et la pToximité sémantique 
avec les concepts du domaine, qui pos.'èclent l 'inconvénient de faire élaguer un 
nombre relativement élevé de concepts de l'ontologie perturbée. 
10. Rappelons que la valeur du seuil T2 utilisée avec les deux alternatives est la médiane des 
vaLeur·s de tous Les concepts d·u treiLLis. 
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Tableau 5.8 Comparai ·on des performance des heuristiques (stabilité, densité 
et pmximité sémantique avec le concepts du domaine). 
Ontologie Stabilité Densité P. Sémantique 
CMS 0.80 0.54 0.36 
Tr·avel 0.98 0.60 0.80 
People 0.97 0.84 0.88 
Tourism 0.93 0. 54 0.77 
Butin, ces rôsultats parlcut (' tl faveur de l'ut ilisation dl' la 1ucsnn' de stabilité, 
eu premier , dans l 'hemisLiq ne de fi l Lrage fiuale, complétée ensui Le par les det L'( 
autre mesures, notamment , pour décider l la pertinence cl s ca non con lus 
par la stabilité. 
5.4 .4 Résultats de l'expérimentation 4 : Évaluation de l'heuris-
tique basé ur une combinaison de mesures 
Cette dernière section est un rapport cl 'une évaluation expérimentale de l'heu-
rist ique de fi ltrage combinant les trois mesur s. otons que pour cette expéri-
mentation, de nouv 11 s perturbations ont été introduites aux ontologies utilisé s 
clans l s trois exr érimentations précéclentets . De plus , d 'autres ex mples cl'onto-
logie · ont 'té considér 'e (voir tableau 5. 9). Le tableau 5. 10 donne l nombre de 
pert urbations effectu ' es sur ces ontologies. 
Le tableau 5. 11 r 'sume les résulta t de la quatrième expérimentation pour les trois 
s énarios. Le tabl au nous informe sur les val urs cl s trois m'triques pr'écision( P), 
mppel(R) t F-mes'uTe(F) pour chaque ontologie. Le détail des calculs est lonné 
à l'annexe 3. 
159 
Tableau 5.9 Expérimenta tion 4 : Li t des ontologies de r"éféTence considérées . 
Ontologie Cla ses# Object prop. # Data prop. # 
c 18 6 5 10 
Trav 1 34 6 7 
Factbook-ont 44 40 172 
Uni v-cs 53 25 15 
P ople 60 14 6 
Soft-onto 66 46 18 
Tourism 76 26 33 
Ka 96 60 40 
Pizza 100 10 13 
Tableau 5.10 Expériment at.iou 4 : !\ombre de pert.urbaLious effectué .s nr chaque 
ontologie. 
Onto logie CMS Trave t Factboo k-ont Un i v -cs P eop le Soft-onto Touris1n Ka Pizza. 
Nb. p c rturb. 2 4 4 5 5 6 7 9 
Discu sion 
Pour l' nseml le des ontologie , nous pouvon observer que : 
L'application elu premier scénario a confirmé le. performances satisfaisantes de 
l 'outil de re t ructuration en termes de réorganisation et d 'identification de nou-
velles ab tractions. La figure 5.5 montre que le valeurs de la pré i ion . ont rela-
t ivement faibles par rapport aux 1 ux autres scénarios. En effet, l'une de limi tes 
de l'algorithme "naïf" est le nombre élevé de concepts faux positifs. Le problème 
se po e clan la séparation ntr l s nouv lles ab 'tractions pertinentes et celles 
superflues. 
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Tableau 5.11 Résultats de l' xpérim ntation 4 pour les trois sc' narios. 
Scénario 1 Scénario 2 Scénario 3 
Ontologie p R F p R ·F p R F 
CMS 0.71 o. 3 0.76 1 0.66 0.80 0.75 1 0.85 
Travel 0.81 0.88 0.84 0.84 0.94 0.88 1 1 1 
Factbook-ont 0.74 0.90 0.81 0.86 0.90 0.8 o. 9 1 0.94 
Uni v-cs 0.81 0.90 0.85 0.81 0.90 0.85 0.88 0.98 0.92 
People 0.66 0.91 0.76 0.84 0.93 o. 8 0.98 0.96 0.97 
Soft-onto 0.70 0.90 0.79 0.83 0.90 o. 6 0.8 0.95 0.91 
Tourism 0.62 0.92 0.74 0.71 0.92 o. 0 0.93 0.96 0.94 
Ka 0.79 0.91 0.85 0.79 0.93 0.86 o. 7 0.96 0.92 
Pizza 0.68 0.91 0.78 0.74 0.94 0.83 0.81 0.96 0.88 
Les résultat d'application du deuxième scénario peuvent être expliqués comme 
uit : l'utilisation de la mesure de tabilité a permi de sélectionner davantage en 
moyenne 14.58% des concepts faux négatif et d 'élaguer 34.02o/c des concepts faux 
positifs, ce qui est bien représenté par les valeurs améliorées des deux métriques 
précision et rappel par rapport au premier scénario (voir le:; deux figures 5.5 ct 
5.6) . Notons que le reste, à savoir 85,42% des faux négatifs (uou fil trôs) ain. i qm! 
65.98% les faztx positifs (non élagués) inclu nt les cas non concluants. 
Concernant les résultats d'application du troisièm scénario, nous pouvons consta-
ter que les valeur de la préci ion et du rappel ont ' té améliorées n comparaison 
avec les deux autre. scénarios (voir figures 5. 5 et 5. 6). Ces rés ultats sont justifiés, 
n particulier , par le t raitement cl s cas non concluants pour la stabili té, par les 
deux autres mesures : 
- Les valeurs le la préci ion sont comprises entre O. 75 ct 1. Ccci signifie que plus 
1,2 1 
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Figure 5.5 Comparaison des valeurs de la métrique Précision résultantes de 
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• Scenario3 
Figure 5.6 Comparai on des valeur de la métrique Rappel ré ultantes de l'ap-
plication des trois scénarios. 
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de 75% des concepts fi ltrés (jugés pert inents par l'heuristique) sont réellement 
pertinents ; t clone le pourcentage elu bruit 11 introdu it par le fi ltrage clans les 
ontologies rest ru cturées est compris entre 0% et 25%. 
- Les valeurs lu r-appel sont entre 0.95 et 1, ce qui signifie que pratiquement 
tous les concepts pertinents lans l'ontologie de référence ont été considéré· 
comme 1 ertinents par l'outil. Noton que malgré le bruit introduit clan 1 
ontologie restructurées (les abstractions superflues retenue ), la complétude 
de l'outil parle en faveur de notre méthode n terme el u fi ltrage, d 'une part , 
des concept de l'ontologie initiale et, d 'autre part , des nouvell s abs tractions 
pertinente . 
- Pour chaque ontologie, une valeur élevé de F-mesur-e entre 0.85 et 1 (un bon 
compromis entre Pr-écision et Rappel) p ut Atre int rprétée comme une bonne 
r structuration de lass s cl l'ontologie perturbée en comparaison avec son 
ontologie de référence. En outre, les valeurs de F-mesttr·e montrent q 1e le sc' -
nario 3 am' liore les performances du processus global de la restruct uration par 
rapport aux scénarios 1 et 2 comme illustr ' à la fi gure 5.7. 
En fin , le troisième scénario s mble vérifier les trois objectifs visés par notre 
validation (voir ·e t i on 5.3) . En effet, notre méthode de fi ltrage basée sur 1 'h u-
ristiqu combinant no t rois mesures permet de : 
- fil t r r 100% des concepts le l'ontologie initial , 
- fi ltrer en moyenne 6810 des nouvelles abstractions pert inentes, 
- élaguer en moyenne 58% des nouvelles abstractions non per tinentes . 
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Figure 5.7 Comparaison des valeurs de la métrique F-mes·ur-e résul tantes de 
l'application cl s trois scénarios. 
5.5 Conclusion 
Dans cc chapit re, nous avons évalué la méthode de _fil t rage propo. éc dans le cha-
pitre précédent. Nous avons testé les t rois mesures retenues au sein cl un ensemble 
d 'h uri tiques. Une étude expérimentale a été réalisée sur c s h urist iques impli-
quant plusieurs ontologi s disponibles ur le web. 
À part ir des résul tats dis utés, nous pouvons conclure que le fi lt rage basé sur la 
combinaison des trois mesures a apporté des améliorat ions significatives à l 'en-
semble du processus de restructurat ion par rapport à l'algorithme naïf ainsi que 
le fi lt rage basé, resp ctivement, sur chacune des mesures . 
Le· analyses rév ' lent que tous les concept dans l 'ontologie initiale ont ét é consi-
dérés comme pert inents par l'outil , ce qui st un point positif. En outre, bien que 
pas encore parfait, notre out il de fi ltrage sc comporte bien dans la séparation ent re 
les nouvelles ab t ractions pert inentes ct celles superflues. 
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Le prochain et dernier chapitre donne un résum ' des réalisations et présente les 
principales contributions le la thèse, suivis des limites elu travail réalisé et des 
persp ctives envisagées dans ce cadre de recherche. 
CHAPITRE VI 
CONCLUSION 
Nous avons présenté dans cette thèse une nouvelle approche de restructura tion 
des ontologie par l'Analyse relationnel de concepts (ARC). Nous nous sommes 
focalisés sur une étape cruciale du proces us de restructuration, à savoir le fi lt rage 
des concepts au sein des treillis is us de l'analyse, et nous avons traité le problème 
d 'évaluation de leur pertinence. Étant donné que la pertinence est contextuelle et 
subjective, nous avons étudié différentes mesures pour l'approximer. 
6.1 Contributions 
Les principales réalisations et contributions de notre recherche sont résumées 
comme suit : 
Une approche globale pour la restructuration d'ontologies 
Comme une contribution à la restructuration des modèles ontologiques, une nou-
velle approche basée sur l'ARC est proposée. Une approche qui s'attaque à des 
ptoblèmes ouverts, rarement abordés dans la li ttérature du domaine. L'approche 
proposée se résume comme suit : elle code une ontologie OWL en un ensemble 
de tables binaires et par conséquent des abstractions de classes et de propriétés, 
potentiellement pertinentes, pourraient être détectées par l'analyse de concepts. 
Le résultat de l'analyse est ensuite ut ilisé pour générer le modèle ontologique 
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restructuré; ce n uveau modèle offrira une vue plus complète du domaine. 
Dan. ce ca Ire, les contribution. spécifiques sont les suivantes : 
- L'approch couvre tout le processus de restructuration permettant la prise en 
compte conjointe les leux aspects suivants. Tout d 'abord, elle permet l'iden-
tificat ion et la correction d anomalies existantes dans l'ontologie. Ensu ite, 
la clé ouverte et l'intégration des connaissances manquant s. Elle comble ainsi 
un cl' faut cl s approches actuelles qui tentent de résoudre localement des er-
reur· cl ' incon istan e et de r clonclance, et ignorent complètem nt le problèm 
d 'incomplétude, un des objectifs principaux de la restructuration. 
- L'approchee t complètement automatique. Elles base sur un caclr formel avec 
cl méthodes universellement applicables qui effectue une réorganisation corn-
pl' te des ' léments ontologique de sorte que le anomalie vi ées soient détectée 
et corrigé s automatiquement et de manière exhaustive. En com1 araison, clans 
la majorité de travaux, la détection des erreurs e t automatique alors qu la 
con ection est le plu · souvent faite manuellement. 
- L'approche fournit, comme pour les classes, une structure hiérarchique des 
« pmp1·iété objet ». 
La méthode cl codage proposée, basée sur un méta-modèle ·implifié d 'ontolo-
gies, suit un pro su. général t extensible. Ce proce sus de coclag permettra 
donc de représenter et cl coder les principaux élément · elu méta-mod 1 OWL 
complet en une FCR (stru tur d ' ntré de l'ARC). 
L'approche, bien qu'elle soit proposée pour la restructuration des ontologi s 
OWL, 1 eut être appliquée pour d 'autres types de langages ontologiques (ex. 
DAML+ OIL). Un adaptation sera n 'cessaire uniquement au niveau : (1) des 
règles de co lage de l 'ontologie représentée dans le langage considéré; et (2) 
des règles de traduction cl s concepts form ls filtrés vers le langage ontologique 
cible. 
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- Contrairement à la majorité des travaux existants, notre approche ne cl' p nd 
pas d 'un contexte ou d 'une ontologie de domaine spécifique, elle est donc géné-
ralisable. 
- D'un point de vue plus général, notre approche offre un cadre de formalisation 
pour la génération d 'une ontologie OWL à partir d 'une représentation concep-
tuelle (concepts, propriétés, relations, tc.) cl 'un domaine. C ci est possible avec 
une adaptation de la méthode du codage. 
- L'étape suivante de notre démarche avait pour but de valider notre framework. 
n framcwork qui intègre des modules implémentant les différentes phases elu 
processus global de la restructuration. otons qu'à cc stade, le module de fil-
trage implémentait un algorithme naïf pour le filtrage des t reillis ct aucune 
mesure n 'était intégr ' e. 
Des étude de cas pratique ont examiné le potentiel de l'approche (framework 
global) pour la restructuration d 'un certain nombre d 'ontologies existantes sur 
le web. 
Les résultats des expérimentations ont montré des performances satisfaisantes 
de notre outil en termes de r ' organisation des éléments ontologiques ainsi que 
l 'identifi cation de nouvell abstract ions. Le résultat ont également montré les 
limites de l'algorit hme de fil trage de base implémenté et souligné la nécessité 
d 'une nouvelle méthode de fi ltrage plu · efficace. 
Une m éthode d e filtrage des t r eillis d e concepts 
Dans notre t ravail , nous avons aussi proposé une nouvelle stratégie pour l fi lt rage 
les concepts pertinents au sein des treillis résultants de l'analyse. Les concepts 
fil t rés consti tueront les éléments du mo lèle ontologique restructuré. 
Nous avons choisi de nous focaliser sur c tte phase compte tenu de son impor-
tance et on influence sur la performance de tout le proc us de restructuration. 
En effet, l 'Analyse relationnelle de concept génère des structures de treilli très 
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complexes qui levraient être nettoyé s par l'' lagag les concepts non pertinents 
avant de fair le rétTO-codage de ces treillis en un modèle ontologique restructuré. 
Tout d 'abord, n us avons formulé la problématique du filtrage, ensuite construit 
un moyen pour la résoudre. Notre démarche se résume comme suit : (1)· détermi-
ner les critères auxquels doit répondre un concept formel pour qu 'il soit accepté 
comme un conc pt ontologique pertinent; (2) traduire chaque critère en une me-
sure permettant d' ' valuer la pertinence relative pour chaque concept formel ; et 
(3) proposer des hemisLiqnes pom le filtrage (ks Ln.illis, bast'!es sur les mesmes 
retenues. 
Dans ce deuxième cadre de notre recherche, les contributions spé ifiques sont : 
La. méthode développée représente une solution à la problématique du fi ltrage 
des treilli · de conc pts volumin ux dans un contexte le re tructuration. 
Des mesures pour l'évaluation de la pertinence relative (structurelle et séman-
tique) de concepts formel · lan· un contexte ontologique. Trois mesures ont été 
implémentée : tabilité et densité qui contribuent à l'évaluation de la pertinence 
structurelle d 'un concept formel, t la. proximité sémantique avec les concepts 
d1L domaine pour l'évaluation de la pertinence sémantique. 
Tout d 'abord, nous avons exa.min ' es troi mesur · et tenté un évaluation de 
l ur utilité vis-à-vis de notre objectif. Dan ce but et pour chaqu mesure prise 
à part, nous avons réalisé un certain nombre d 'expérimentations dans lesquelles 
nous avons appliqué nos outils de restructuration sur cl s ontologi s de mauvaise 
quali té , appliqué le fil t rage basé sur la mesure en question, et enfin comparé les 
r ' ultats avec une ontologie de référence du même domaine. 
Les résultats des xpérim ntations ont révélé l'image suivante : l'heuri tique 
basée sur la tabilité a donné de meilleures performan e . Bien que l 'hypothèse 
expérimentale d ' une bonne corrélation entre stabilité t p r-tinence n'est pas 
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valide de façon universelle. Cependant, si nous restreignons l 'évalua tion aux 
concepts formels dont l'extent est constitué d 'au moins trois objets formels, la 
corrélation s'améliore considérablement. En revan he, l 'analyse des résultats a 
montré que dans les cas où la stabilité n 'est pas concluante ou se comporte mal, 
les deux autres mesures (densité et proximité sémantique) peuvent apporter un 
plus dans l'évaluation de la pertinence de ces concepts. 
Une combinaison de mesures qui améliore les performances du processus. Dans 
la suite de notre étude, nous nous sommes intéressés à la proposition d 'heuris-
tiques intégrant les trois mesures implémentées : stabilité, densité et pr-oximité 
sémantique avec les concepts du domaine, et nous avons tenté de combiner leur 
application. Une investigation de la rn illeure forme pour ce tte combinaison 
a été effectuée. Nous avons testé la validité de cc hcuri t iques en réali ant 
une étude expérimentale impliq mnt plusieurs ontologies. Dans les expérimen-
tations menées, nous avons sélectionnés des ontologies disponibles sur le web 
que nous avons perturbées intentionnellement pour obtenir des ontologies de 
mauvaise qualité, exécuté nos outil de restructuration, appliqué le fi ltrage basé 
sur chaque heuristique, et finalement comparé l'ensemble des concepts résul-
tants considérés comme pertinents avec ceux de l'ontologie de référence. 
D'une part , l 'analyse a pu confirmer la bonne forme de la combinaison des me-
sures (h uristique) qui a donné les performances scompté s vis-à-vis de nos 
objectifs. En effet, 100% des concepts de l 'ontologie initiale sont retenues par 
l 'heuristique. D plus, bien que pas encore parfait , notre outil de fi ltrage a bien 
fait la séparation entre les nouvelles abstractions pert inentes et celles qui sont 
superflues. 
D'autre part, les résultats de l'application de cette heuristique ont permis de 
conclure qu 'un filtrage basé sur une combinaison de mesures apporte une amé-
lioration significative au processus global de la restructuration. 
Les précédents constituent des moyens pour gérer la complexité des treillis. Les 
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méthodes léveloppées dans cette thèse pourraient Atre r ' utilisées dans d 'autres 
contextes d 'ut ilisation de l'AFC et de l 'ARC, là ù il serait nécessaire de fil-
trer des treillis de concepts et notamment d 'évaluer la per tinence relative cl s 
concepts formels au s in le ces structures, citons les autres opérations de l'in-
génierie ontologique (construction/ apprentissage, fus ion, moclularisation, etc.) 
ainsi que le domaine cl la réingénierie de modèles. 
6.2 Limites ct perspectives 
Les travaux discutés clans cette thèse comportent en ore des éléments pouvant 
être améliorés t ouvrent plu ieur pi tes de rech rches. Ces pistes incluent les 
propositions suivantes qui p uvent être envisagées po tr améliorer !avantage cer-
taines phases elu proc sus global, à savoir le codag , le jiltmge, le rétro-codage 
ainsi que le pr·otocole de validation. 
Codage 
Dans notre travail, l codage d'une ontologie OWL était guicl ' par un méta-modèle 
ti implifié. Les entités consiclér'es sont : Concept , Objec Prop rty, Datatype, et 
Datatyp Property ainsi qu les liens hiérarchiques ntre les entités t les liens 
inter-entités (ex. owns, range, domain, etc .) . Il ·era intér ssant d 'étendre la mé-
thode du codag pour inclure les autres éléments elu m'ta-modèle complet comme 
proposé à l 'annexe 1. 
Une étude d'taillée et appropriée de cet aspect doit être effectuée pour établir le 
ous langage exact OvVL qu'on peut utiliser pour b ' néfi i r de l 'ARC dans un but 
d 'extraire de nouveaux liens et/ ou caractérist iques . 
Filtrage 
Comme sui te au doctorat, il sera complémentaire d 'implém nt r la mesure qui 
tente d 'aller chercher la proximité émantique entre les concepts enfants d 'un 
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concept formel clans des re ·sources externes (ex. Dbpeclia, Yago). Cette mesure 
a l'avantage d 'apporter un plus clans l'évaluation de la pertinence sémantique 
des concepts formels, mais peut présenter l'inconvénient de la scalabilité lors de 
l'exécution. Il sera nécessaire d 'étudier la bonne forme d 'utilisation de cette mesure 
et de sa combinaison avec les autres mesures implémentées au sein d 'une même 
heuristique. 
Un autre aspect qui n 'a pas été t raité claus notre processus de filtrage est l'éven-
tuelle corrélation entre les performances des mesures/ heuristiques et les caracté-
ristiques des ontologies. En tenir compte perm ttt·ait de mieux cibler la fonction 
du filtrage. 
Rétro-codage 
Une amélioration peut être apportée à l'étape du rétro-codage concernant le nom-
mage des nouvelles abstractions pertinentes. Donner des noms significatifs à ces 
abstractions sera d ' une grande utilité; tout d 'abord, clans l'évaluation de la qualité 
de l'ontologie restructurée, et ensuite dans a compréhension et son utilisation. 
Protocole de validation 
Pour l'évaluation de notre approche, nous nous sommes basés sur un protocole de 
validation (semi-)au tomatisé vu, d 'une part, la difficul té d 'obtenir cle.s ontologies 
de mauvaise quali té et, d 'autre part, le manque d 'experts de domaines prêts à 
collaborer clans les expérimentations. Il sera intéressant de faire une validation 
centré-exper t de notre méthode de fil t rage selon le gabarit défini à la section 5.2. 
Il sera également complémentaire de faire une validation comparée avec les autres 
approches. 
Pour conclure, nous espérons que cette contribution gagnerait à susciter l'inté-
rêt chez d 'autres chercheurs pour des développements futurs clans le domaine de 
l'ingénierie ontologique et de la restructuration de modèles utilisant comme cadre 
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théoriqu l 'AFC ou l'ARC. 
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·ANNEXE 1 
Codage d'ontologies OWL en FCR 
Nous proposons un codag guidé par un méta-modèle d 'ontologie ODM complet . 
L 'icknt ifi c:aLion des élémenLs ont.ologiq ues à coder se L>ase principalement. sur les 
deux diagrammes suivants: (1) diagramme des descr-iptions de classes OWL (voir 
figure .1), et (2) diagramme des descr·iptions de propr-iétés OWL (voir figure .2). 
Les entités qui peuvent être considérées ont : 
Diagramme des classes 0 WL : 
- Classes : OWLClass 
- Restr-ictions : OWLRestriction 
- ConstT'Ucteurs de classes : ComplementClass, IntersectionClass, UnionClass 
- Liens entr-e OWL Class : EquivalentClass, Di jointClass, IntersectionClassFo-
rintersection , nionC!assForUnion et ComplementClas ·ForComplement 
Diagramme des pr-opTieties 0 WL : 
- Pmpr-iétés : Prop rty, OWLDatatypeProperty, OWLObjectProperty, Functio-
nalProperty 
- Liens entre pr-opr-iétés : EquivalentProperty 
- Liens entr-e ObjectPr-opert'ies : lnverseProperty 




+OWLcomptementOf +.OWUntersect!OOOf 0 .. • 
à • 
L-.. ·--·-···-·-·-······--·····-·-·······-·····--··-'•oWLunono r lrte:scction loJSs FortrteiSecr,OIJ 
CompJementCI ssFOf'Complement 
lndiVidlmJFor, numer.:uedCiass 
Figure .1 Diagramme d 
Uf)JonCtassFo Wton 
········-----·----------' 
description. · de classes OWL. 
Equiv.>len!Propelly 






Figure .2 Diagramme des descriptions d propriTs OWL. 
---·----------------------- ---------------
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Mécanisme de traduction 
Toutes les entités du méta-modèle OWL, citées précédemment, peuvent être co-
dées et représentées au niveau d 'une FCR en suivant le mécanisme suivant : 
1. Chaque type d'entité OWLClass et OWLObjectProperty sera codé par un 
· contexte formel. On notera contexte des Classes et contexte des Rôles, res-
pectivement . 
2. Les entités de type 0 WLDatatypePmperty et F1mctionalPmperty seront in-
tégrées comme caractéristiques des 0 WLClass. 
3. Les caractéristiques d'une entité OWLClass vont constituer les attributs du 
contexte formel des Classes. 
4. Les entités de type ComplementClass, IntersectionClass et UnionClass se-
ront représentées comme individus elu contexte formel des Classes. 
5. Les entités de type InverseFunctionalPmpeTty, SymmetTicPmper'ty, Transi-
tivePr·operty ainsi que les 0 WLRestTictions seront intégrées comme carac-
téristiques des OWLObjectPTopeTty. 
6. Les caractéristiques d 'une entité OWLObjectProper·ty vont constituer les 
attributs elu contexte form 1 des Rôles. 
7. Chaque type de liens inter-entités clans le méta-modèle sera représenté par 
une relation binaire entre deux contextes : 
- Le lien de type InveTsePmpeTty sera représenté par une relation binaire 
(contexte des Rôles X contexte des Rôles). 
- Les liens de types EquivalentClass et DisjointClass ainsi que les liens 
de types Complem entClassFoTComplement, IntersectionClassForlntersec-
tion et UnionClassForUnion seront représentés par des relations binaires 
(contexte des Classes X contexte des Classes). 
- Les autres types de liens inter-entités (entre 0 WLClass et 0 WLObjectPm-
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per-ty) seront représentés par des relations binaires (contexte des Classes X 
contexte des Rôles) ou bien ( context cl Rôles X contexte des Classes). 
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A EXE2 
Cla sifi cation des mesures de similari té sémantique 
Les auteur dans (Slimani et al., 2007) proposent une classification des techniques 
existantes pour m surer la imilarité sémantique en quatre grandes familles : 
Approches basées sur les arcs 
Les mesures appartenant à cette famille se basent sur la structure hiérarchique des 
éléments dans l 'ontologie pour calculer la distance qui sépare ces éléments (Rada 
et al. , 19 9; LEE et al. , 1993; Wu et Palmer, 1994; Valtchev et Euzenat , 1997; 
Ehrig et al. , 2005). 
Approches basées sur les noeud 
Ces approch s utilisent la notion d 'entropie de la théorie d 'information. La simi-
larité entre deux concepts (noeuds) est mesurée par rapport à la quantité d 'infor-
mation qu'ils partagent . Cette quantité est calculée ·ur la base le la probabilité 
de l'ut ili ·ation d 'une clas e et de ses ous-classes (Resnik, 1995; Hirst et St-Onge, 
1998; Lin, 1998) . 
App1~oches hybrides 
Ces approches tentent de tirer profi t des avantages des deux approchc1:! précé-
dentes afin d 'améliorer la pert inence des similarités calculées. Elles sc basent sur 
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la distance entre les concepts et prennent en consi lération également le contenu 
informationnel cl chaque concept (Jiang t Conrath , 1997; Leacock et Choclorow, 
199 ). 
Approche ba ée sur l'espace vectoriel 
Les approche appartenant à cette classe (ex. indice de Jaccar-d, m esur-e de Cosin e, 
dis tance Euclidienne, indice de Dice) commencent par représenter chaque concept 
par un vecteur clans un espace multi-dimensionnel. Puis, calculer la similarité entre 
deux concepts en se 1 asant sur une cer taine mesure (ex . m esur-e de eosin e, distance 
euclidienne, etc.) entre les deux vecteurs relatifs. 
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A NEXE 3 
Détails des résultats de l'étude expérim ntale 
Résultats de l 'expérimentation 4 pour le scénario 1 
Ontologie VP FP VN FN Précision Rapp l F-mesure 
CMS 5 2 0 1 0.71 0.83 0.76 
Travel 30 7 0 4 0.81 0.88 0.84 
Factbook-ont 40 14 0 4 0.74 0.90 o. 1 
Univ-c 48 11 0 5 0.81 0.90 0.85 
People 55 28 0 5 0.66 0.91 0.76 
Soft-onto 60 25 0 6 0.70 0.90 0.79 
Touri rn 70 42 2 6 0.62 0.92 0.74 
Ka 88 23 1 0.79 0.91 o. 5 
Pizza 91 42 1 9 0.68 0.91 0.78 
Résultat de l 'expérimentation 4 pour le scénario 2 
Ont logi VP FP VN FN Préci ion Rappel F-mesure 
CMS 4 0 2 2 1 0.66 0.80 
Trav l 32 6 1 2 0.84 0.94 0.88 
Factbook-ont 40 6 1 4 0.86 0.90 o. 8 
Univ-c 48 11 0 5 0.81 0.90 0.85 
People 56 10 2 4 o. 4 0.93 0.88 
Soft-onto 60 12 2 6 0.83 0.90 0.86 
Tourism 70 28 9 6 0.71 0.92 0.80 
Ka 90 23 0 6 0.79 0.93 o. 6 
Pizza 94 32 5 6 0.74 0.94 o. 3 
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Résultats de l 'expérimentation 4 pour le scénar-io 3 
Ontologie VP FP v FN Préci ion Rappel F-mesure 
CMS 6 2 0 0 0.75 1 0.85 
Travel 34 0 7 0 1 1 1 
Factbook-ont 44 5 2 0 0.89 1 0.94 
Uni v-cs 52 7 4 1 o. 8 0.98 0.92 
People 58 1 11 2 0.98 0.96 0.97 
Soft-onto 63 6 3 o. 0.95 0.91 
Tourism 73 5 32 3 0.93 0.96 0.94 
Ka 93 13 10 3 O. 7 0.96 0.92 
Pizza 96 22 15 4 o. 1 0.96 o. 8 
c-------------------
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