Abstract. In this paper we present a new method for the 3D reconstruction of highly deforming surfaces (for instance a flag waving in the wind) viewed by a single orthographic camera. We assume that the surface is described by a set of feature points which are tracked along an image sequence. Most non-rigid structure from motion algorithms assume a global deformation model where a rigid mean shape component accounts for most of the motion and the deformation modes are small deviations from it. However, in the case of strongly deforming objects, the deformations become more complex and a global model will often fail to explain the intricate deformations which are no longer small linear deviations from a strong mean component. Our proposed algorithm divides the surface into overlapping patches, reconstructs each of these patches individually using a quadratic deformation model and finally registers them imposing the constraint that points shared by patches must correspond to the same 3D points in space. We show good results on challenging motion capture and real video sequences with strong deformations where global methods fail to achieve good reconstructions.
Introduction
The recovery of the 3D structure of a deformable object from a sequence of images acquired with a single camera is an inherently ill-posed problem since different shapes can give rise to the same image measurements. The problem becomes particularly challenging when no initial model or prior information is known about the observed surface and the only input information is a set of 2D correspondences between points along the sequence, a problem defined as Non-Rigid Structure from Motion (NRSfM). Most NRSfM methods are based on the low rank basis shape model defined by Bregler et al. [1] in which the deformable 3D shape is represented as a linear combination of a set of basis shapes with time varying coefficients. This model has allowed the development of a family of algorithms which have been a successful extension of classical rigid factorization algorithms to the non-rigid case [2, 3, 4, 5, 6, 7, 8, 9] . However, so far, these algorithms have been demonstrated on simple sequences where the deformations are only small deviations from a rigid component. In the case of strongly deforming objects, the deformations become more complex and a global model will often fail to explain those intricate deformations which are no longer small linear deviations of a strong mean component.
In this paper we argue that in such cases a local piecewise reconstruction of the object can achieve accurate reconstructions where the global methods fail. Our proposed algorithm divides the surface into overlapping patches, reconstructs each of these patches individually and finally registers all the patches together imposing the constraint that points shared by patches must correspond to the same 3D points in space. Our method is generic in the sense that it does not rely on any specific reconstruction However, in our experiments, we have found that the quadratic deformations model recently proposed by Fayad et al. [10] provides the best local reconstructions. There are two important advantages of the quadratic deformations model. Firstly, it assumes that locally the object deforms according to three fixed modes of deformation (linear, quadratic and cross terms) that account for stretching, sheering, bending, twisting. Our experiments on real data reveal that this model is well suited to encode local deformations, even in cases when the surface overall has strong deformations. Secondly, the parameters of the model have a physical meaning and therefore prior knowledge about the way in which the object deforms can be injected into the model by fixing parameters to certain values or imposing priors. For instance if the surface is known to be inextensible the values of the parameters that account for the stretching can be fixed to zero.
We show results on challenging motion capture and real video sequences with strong deformations and a very small amount of camera rotation (which adds to the difficulty of obtaining accurate reconstructions) and where we show that global methods fail to provide good results. To the best of our knowledge, this is one of the first attempts to model complex deformations using a NRSfM approach.
Related Work
The reconstruction of deformable surfaces from monocular video sequences is a problem that has received increased attention over the last decade. It is a hard problem which still remains unsolved because it is inherently ill-posed. The approaches developed so far to deal with the ambiguities can be classified according to the amount of a priori knowledge that they require. This can range from the strongest assumption of a known model [11] , to which the current measurements are fit, to the model-free approach championed by NRSfM methods [1, 12, 6, 8, 4, 9] or intermediate assumptions such as the requirement of a reference image in which the shape is known a priori [13, 14] .
In this paper we focus on the model-free NRSfM approaches where the only input is a set of point correspondences between images. Most approaches stem from the seminal work of Bregler et al. [1] who introduced the linear basis shape model. Since then, the focus has been on overcoming the problems caused by ambiguities and degeneracies by proposing different optimization schemes and the use of generic priors. Bundle adjustment has become a popular optimization tool to refine an initial rigid solution while incorporating temporal and spatial smoothness priors on the motion and the deformations [12, 6, 8] . Torresani et al. [7] formulate the problem using Probabilistic Principal Components Analysis introducing priors as a Gaussian distribution on the deformation weights. Other approaches focus on ensuring that the solution lies on the correct motion manifold where the metric constraints are exactly satisfied [15] . The linear basis shape model has also allowed the formulation of closed form solutions both for the affine [5] and perspective [4, 9] cases. However, closed form solutions are known to be very sensitive to noise [3, 7] and cannot deal with missing data.
It is only very recently that NRSfM algorithms have departed from the low rank linear basis model. In their dual formulation, Akhter et al. [16] propose the use of the DCT basis to express the trajectory of each 3D point, which has the advantage that the basis is object independent and does not need to be estimated. Rabaud and Belongie [17] assume that only small neighbourhoods of shapes are well modelled by a linear subspace and they adopt a manifold learning technique to constrain the number of degrees of freedom of the object. Fayad et al. [10] recently proposed the use of a quadratic deformation model to explain strong deformations of a non-rigid object. While this model is physically grounded and can explain well natural deformations, the severe drawback of their approach is that they use it as a global model. This is clearly only true when the entire object behaves according to a quadratic model (for instance a bending motion but with a single bending point), which severely restricts its use. More recently, discriminative and generative methods have been combined to reconstruct 3D deformable surfaces [18] . A new method has also been proposed to solve the 3D surface reconstruction and point matching problems simultaneously [19] .
Other local to global methods include the work of Salzmann et al. [20] who proposed a machine learning approach in which a local deformation model was learned using motion capture data. However, the models are specialised to the specific surface that the learning was carried on and require additional training data. In work developed in parallel to ours, and similar in spirit, Taylor et al. [21] have also proposed a piecewise approach to solve the NRSfM problem using locally-rigid SfM to reconstruct a soup of rigid triangles. Our approach is closely related to the work of Varol et al. [22] who also propose a model free piecewise reconstruction of non-rigid surfaces but based on planar patches with overlapping points. An initial planar reconstruction is estimated for each patch from the homographies estimated from pairwise correspondences. Patches are then merged and finally the 3D point cloud is refined after fitting it to a mesh assuming temporal smoothness constraints. The strength of their approach is that matching is only required between pairs of consecutive views instead of requiring long tracks. However, their method can suffer when the planar assumption is not satisfied, as would be the case in the reconstruction of highly deformable surfaces. In contrast, while our method does require long tracks to reconstruct the patches, the quadratic model can cope with much stronger local deformations, which is, ultimately, the focus of this work.
Piecewise Non-Rigid Structure from Motion
In this paper we propose a piecewise approach to the estimation of the 3D shape of a deformable object observed with an orthographic camera. Our only assumption is that we have a sufficient number of features tracked across an image sequence. We focus on the case where the overall deformations of the object are too complex to be explained by a single global deformation model. Instead, our insight is that the quadratic deformation model [10] is a good local model that can be used to reconstruct local patches. These can then be registered together to provide a global reconstruction imposing that the overlapping points are the same 3D points in space. The first step in our approach is to divide the 3D surface into patches. Note that throughout the paper we use the word patches to mean surface patches whether or not they are planar.
Algorithm 1. Piecewise Reconstruction of Highly Deformable Surfaces
Input: 2D correspondences of points tracked through the sequence. Output: 3D reconstruction of the global surface for every frame.
1: Divide surface into N regular patches
Reconstruct individual patches using the quadratic deformation model. 
Division of the Surface into Patches
The aim of this work is to provide a fully automatic method to deal with any type of 3D non-rigid surfaces, whether planar, such as a piece of paper, or non planar such as a beating heart or a torso. However, often some a priori information exists about the nature of the object being observed. Here, we provide a solution to the division of the surface into regular patches in three different situations: when a reference 3D shape is known for an image in the sequence, when the surface is known to be a planar shape but a reference image is not available and finally in the general case where no a priori knowledge is available about the surface. In all our experiments we divide the object into a set of regular patches.
Known reference shape:
A number of recent approaches to non-rigid shape reconstruction from monocular sequences rely on the assumption that the shape of the object is known in some reference image [13, 14] . For instance, often the surfaces of interest are sheets of paper or cloth and it is reasonable to assume that they are viewed in a planar configuration in the first frame. If this assumption were satisfied, then it would be simple to divide the surface into regular patches, based on a division of the known surface and the corresponding image points.
Planar surfaces:
In some situations, we know in advance that the surface being reconstructed is a deforming plane (a sheet of paper or a flag waving in the wind), but a reference image for that shape is not known. In this case, we propose a method based on the isometric low-dimensional mapping method Isomap [23] . First we reconstruct a mean shape of the surface by applying Tomasi and Kanade's rigid factorization algorithm [24] to a few frames or to the entire sequence. Since the object is non-rigid, this average rigid surface will not be planar. Therefore it would not be an easy task to divide it into regular patches. However, we can use Isomap [23] to compute an isometric low-dimensional embedding (the 2D flat surface) of the higher dimensional data (the deformed 3D surface). In other words, Isomap will find an isometric mapping of the deformed mean surface, obtained by rigid factorization, onto a 2D plane. Figure 1 (a)-(c) illustrates the process. Due to noise in the data and to the sparseness of the 2D tracks the embedding will not be exactly isometric. However, it is a good enough representation to use for the division of the surface into regular overlapping pieces.
No a priori knowledge: Finally, if there is no a priori information about the shape of the object we proceed as follows. First we apply the rigid factorization algorithm [24] to some frames of the sequence to obtain a mean shape. An ellipsoid is then fitted to the mean shape in order to estimate the volume of the object. Finally a bounding box of that volume is computed and divided into regular overlapping pieces. Figure 1 shows this process being applied to a cylindrical surface.
Reconstruction of Individual Patches
Once the surface has been divided into a set of regular patches or pieces, each of these can be reconstructed in 3D using any state of the art non-rigid reconstruction algorithm. However, we propose to use the quadratic deformation model [10] . Intuitively, the quadratic model can encode bending, stretching, shearing and twisting modes of deformation which are natural ways in which objects deform locally. We now give a short overview of this model.
Quadratic Deformation Model
The quadratic deformation model was first defined in the context of computer graphics [25] to produce realistic simulations of deformable objects for computer games. It was recently applied to the problem of NRSfM by Fayad et al. [10] . The model encapsulates three modes of deformation (linear, quadratic and crossterms) which are combined with time varying coefficients to give the NRSfM shape in each frame. The modes are built from the matrix S L that contains the 3D coordinates of p points on the surface in what can be defined as the rest shape. Additionally, S L needs to be described in a reference frame aligned with the principal deformation axis, and centered at the centroid of the object. The linear mode is exactly the 3 × p matrix S L , the quadratic mode S Q contains the squared values of the coordinates and the cross-terms mode S C contains their bilinear products. The shape matrix S is then built by stacking the three modes:
The deformed shape at every frame i is then defined as:
where L i , Q i and C i are the 3 × 3 deformation coefficient matrices, for frame i, associated with the linear, quadratic and cross-terms deformations. Notice that the shape matrix S is fixed for all the frames while the quadratic deformation matrix D i varies frame-wise. Figure 2 shows examples of deformations allowed by this model applied to a planar surface. Assuming the non-rigid motion is observed by an orthographic camera, the 2D coordinates of a generic point j in frame i can be written as:
where R i and t i are respectively the truncated 2 × 3 rotation matrix and the 2D translation vector for frame i, and S j the 9-vector with the three shape modes of point j.
Non-linear Optimization
The model parameters are estimated by minimizing the image reprojection error of all the observed points given by the following cost-function:
where R i (q i ) indicates that, internally, the rotations are parameterised using quaternion vectors q i , which are therefore the parameters being optimized.
To prevent ambiguities, temporal smoothness priors are added to the cost function to penalise camera poses and deformation coefficients that vary too much from one frame to the next. The smoothness terms are given by
(5) These prior terms are added to the cost function J which is then optimised using bundle adjustment [26] . The deformation parameters in [L i Q i C i ] are initialised to encode a rigid object. This is achieved imposing L i = I 3×3 and Q i = C i = 0. The rotations are initialized as R = W pinv(S L ), where W is the 2F × P stack of all the image measurements. These matrices are then projected to the orthonormal subspace by forcing its singular values to be unitary. Regularization weights γ and ρ are determined empirically and fixed for all the experiments.
Estimation of the Rest Shape
Recall that the rest shape is fixed for the entire sequence. What causes the deformations of the object are the frame by frame changes in the deformation matrices [L i Q i C i ]. It is also important to notice that the rest shape is not equivalent to the average shape observed throughout the sequence. In fact, the rest shape can be thought of as the least deformed instance of the observed shape, when no forces are being applied to it. For instance in the case of a sheet of paper or a piece of cloth the rest shape would be a plane.
Similarly to Fayad et al. we assume that the observed sequence contains some initial frames where the object does not deform much. We have found that this does not impose restrictions on the type of sequences we can deal with. We run rigid factorization [24] on these frames and recover the mean shape. We have found that as few as 5 frames are sufficient to obtain a good reconstruction of the rest shape.
A Priori Knowledge. When there is prior knowledge available about the surface being observed this should be taken into account. For instance when the surface is known to be planar, a similar process to the one described in Section 2.1 can be used to flatten an initial estimate of the surface obtained via rigid factorization. In this case we apply Isomap [23] to the reconstructed surface and recover its lower dimensional planar embedding. The coordinates of the rest shape can then be optimised within the non-linear scheme described in Equation (4) to account for noise in the initial estimation.
From Local Patches to a Global Reconstruction

Connecting Patches
The algorithm described in the previous section allows us to reconstruct the set of 3D patches P = {P 1 , · · · , P N } independently using the quadratic deformation model. At this point it is important to remind the reader that any other NRSfM algorithm could be used for the individual patches. However, in Section 5 we will show that we have obtained best results with the quadratic model.
Since the patches are reconstructed independently, each in their own reference frame, they will be reconstructed at different depths. This results in a set of unconnected patches (see Figure 3 ) which need to be aligned to reconstruct the entire surface. The pieces are registered by using the constraints provided by the overlapping regions, as shared points between two patches must have the same 3D coordinates. Since the patches are reconstructed from the same set of images optimizing image reprojection error the only misalignments that can occur are along the depth direction. In other words, the reconstructions of two different patches will only be misaligned along the Z coordinate of their translation vectors. Additionally, the relative depth of each patch can only be determined up to a sign flip, an ambiguity that cannot be resolved under orthography. This ambiguity manifests itself as a difference in sign in the Z coordinate of the translation vectors between two patches.
The translation ambiguity is solved by registering the Z coordinates of the shared points between pairs of patches. In practice, to minimize errors, we register the Z coordinate of the centroids of both patches. To solve the sign ambiguity a reference patch is chosen. For each other patch the sign of the translation vector which provides the reconstruction that is more consistent with the reference patch is then selected. The division of the surface into patches was performed in a way that every patch overlaps with at least another patch. Thus, starting from any patch, we can register patches one by one until they form a consistent 3D point cloud representing the non-rigid shape. Overlapping regions between patches will have multiple 3D reconstructions of the same 2D point. However, a one to one match between 2D and 3D points is desired. Thus, after registration is performed, the final step is to merge the multiple representations of a point into a single 3D point. This is done by averaging all the 3D representations of a given point.
Final Optimization
Once individual patches are reconstructed and initially aligned, a final global optimization step is used to refine the results. This refinement is achieved by imposing the constraint that shared points must have the same 3D coordinates. This can be done by applying the original cost function defined in Equation 4 to all the patches and adding a prior term that penalises reconstructions in which the 3D coordinates of shared points between patches are distant:
where w (n) ij are the 2D coordinates of point j in frame i in patch (n), Θ j is the set of N patches that contain point j, andX (n) ij are the 3D coordinates of point j in frame i reconstructed from patch (n) using the quadratic model described in Section 3.1. The global optimization step, as in the local case, is done using bundle adjustment [26] .
Experiments
Our approach aims at reconstructing highly deformable sequences where usual NRSfM methods fail 1 . To be able to provide quantitative results and to allow comparisons with other methods, we have chosen to use a challenging example of a motion capture (MOCAP) sequence of a flag/cloth waving in the wind [27] . This sequence is particularly difficult as it contains strong, rapidly varying deformations appearing through the whole surface. We show some frames of the MOCAP flag sequence 2 with added texture in Figure 5 .
Local vs. Global: Our first set of experiments was designed to show that current NRSfM models based on global models fail to achieve good reconstructions on a sequence of an object undergoing strong, agile or complex deformations.
In Figure 4 we show ground truth 3D data together with some examples of 1 Videos of the experimental results can be found on the project website http://www.eecs.qmul.ac.uk/~{}lourdes/PiecewiseNRSFM 2 Note that the apparent stripe-like structure of the flag is not due to our piecewise reconstruction. It is present in the ground truth 3D data as a consequence of the regular way in which the markers were placed. Projections method [15] . Table 1 (right) shows the reconstruction error given by the different algorithms. These experiments reveal that state of the art NRSfM methods based on global models fail to reconstruct this highly deforming object.
Justification of quadratic model as best local model:
In this section we justify our choice of the quadratic deformation model as the most adequate local model to express strong, natural local deformations. In Table 1 (middle column) we show the 3D reconstruction error (measured with respect to ground truth values) averaged over all the patches in the flag for each of the algorithms mentioned in the previous section. The 3D error is defined as ||X i − X
GT i ||/||X
GT i || averaged through all the frames i, whereX is the 3D reconstruction and X GT i is the groud truth data. We remove the centroid of these shapes on every frame and register them using Procrustes analysis before computing the 3D error.
It is clear that the quadratic model outperforms all the other methods (4.05% error vs. errors between 15% and 29%). Each reconstruction algorithm was ran with its out of the box initialization. In the left column of Table 1 we show the average patch 3D errors when the mean shape for algorithms (BA-Lin) and (EM-LDS) and the rest shape for the (Global-Quad) algorithm were initialized with the known ground truth flat shape given by the motion capture data. This experiment shows that a priori knowledge of the 3D shape of the surface improves the reconstructions. The quadratic model continues to outperform others by an order of magnitude (3.18% error vs. errors between 15% and 19%).
Piecewise quadratic reconstruction on MOCAP sequences (flag and cylinder): Applying the piecewise quadratic deformation model to the MOCAP flag sequence results in the reconstructions show in Figure 5 where the coloured points are the reconstructed points (colour encodes the patch they belong to) and the circles are the ground truth values. The rest shape was initialised from rigid factorization of 5 frames followed by flattening of the shape using Isomap. The object was divided into 36 overlapping patches. Patch size ranges from 21 to 75 points, with an average size of 54.2 points, with the total number of points in the object being 540. A pair of overlapping patches share, on average, 17.6 points. The 3D reconstruction error can be found in Table 1 (right column) . Results show that in this challenging sequence, our model is able to provide a very accurate reconstruction, with only 3.25% of 3D error. Recall that the other NRSfM methods gave errors ranging between 15% and 26%. In Figure 6 we show reconstructions (cyan dots) and ground truth values (black circles) of the MOCAP cylinder used in [10] . We report an average 3D error of 1.97% compared to a 3D error of 5% reported in [10] . Therefore the piecewise approach greatly improves the results of the global algorithm. In this sequence the object was divided into 4 overlapping pieces, with two having 16 points and the other two 19 points, from a total of 39 points. A pair of overlapping pieces share, on average, 7.8 points.
Piecewise quadratic reconstruction of real sequence: Figure 7 (top and middle rows) shows the reconstruction of a real sequence showing a paper bending [22] . Reconstructed points are represented in different colours showing the 36 patches used in the reconstruction. In this case, the size of the patches ranges between 38 and 167 points, with an average size of 113 points, from a total of 871 points. A pair of overlapping patches share on average 31.47 points. The rest shape was obtained running rigid factorization on 8 frames and then using Isomap to obtain the 2D embedding plane. We also provide a qualitative comparison with the mesh obtained with Varol et al.'s method [22] (Figure 7 , bottom row). When the deformation is strongest our reconstruction provides a more realistic curved shape, whereas Varol et al.'s appears to be a piecewise planar approximation. Moreover, the video provided as supplementary material shows that Varol et al.'s reconstruction has strong flickering while ours is smooth.
Conclusions and Future Work
We have proposed a new piecewise NRSfM algorithm to reconstruct highly deformable surfaces. We view this new algorithm as a step forward towards modelling of realistic complex deformations within the NRSfM paradigm. So far, the models proposed in NRSfM are global. Our piecewise reconstruction model is based on the quadratic deformation model. Our experimental results show that the quadratic model outperforms other methods as a local model and, as part of a piecewise model, we have reported very low 3D reconstruction errors on complex MOCAP and real sequences. In future work we will address the issue of dealing with missing data due to self-occlusions.
