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In mathematical biology, as we know, predator–prey system,
competitive system and cooperative system are three rudimen-
tary and important ecological systems. The dynamic relation-
ship between species has long been and will continue to be56981678.
. Yao).
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4.008one of the dominant themes in both ecology and mathematical
ecology due to its theoretical and practical signiﬁcance. Many
authors have devoted themselves to this topic. But most of
these work restricts to predator–prey systems [1–6] and compe-
tition systems [7–13], little has been done for cooperative sys-
tems [14–17]. In 1976, May proposed the following
cooperative model:
x0 ¼ r1x 1 xa1þb1y c1x
 
y0 ¼ r2y 1 ya2þb2x c2y
 
8><>: ð1:1Þ
In [18], Zhang and Lu investigated the periodic solution of the
following cooperative model with periodic coefﬁcients:
x0 ¼ r1ðtÞx 1 xa1ðtÞþb1ðtÞy c1ðtÞx
 
y0 ¼ r2ðtÞy 1 ya2ðtÞþb2ðtÞx c2ðtÞy
 
8><>: ð1:2Þ
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214 Z. Yao et al.It is well known that predator–prey systems are very important
and extensive in the natural ﬁelds. Many factors have been
considered in order to describe the ecological system more
truly and reasonably. One of the most important factors that
cannot be ignored is the predator’s functional response to
prey. In general, the functional response can be classiﬁed into
two types: prey-dependent and predator-dependent. Prey-
dependent means that the functional response is only a func-
tion of the preys density, while predator-dependent means that
the functional response is a function of both the preys and the
predators densities. Functional response equations that are
strictly prey-dependent, such as the Holling family, are pre-
dominant in the literature. For example, since 1959, Hollings
prey-dependent type II functional response has served as the
basis for a very large literature on predator–prey theory [20].
However, the prey-dependent functional responses fail to
model the interference among predators, and have been facing
challenges from the biology and physiology communities (see
[21–26]). Some biologists have argued that in many situations,
especially when predators have to search for food (and there-
fore, have to share or compete for food), the functional re-
sponse in a prey–predator model should be predator-
dependent. There is much signiﬁcant evidence to suggest that
predator dependence in the functional response occurs quite
frequently in laboratory and natural systems [20,25,27–30]. Gi-
ven that large numbers of experiments and observations sug-
gest that predators do indeed interfere with one anothers
activities so as to result in competition effects and that prey al-
ters its behavior under increased predator-threat, the models
with predator-dependent functional response stand as reason-
able alternatives to the models with prey-dependent functional
response [20]. Starting from this argument and the traditional
prey-dependent-only model, Arditi and Ginzburg [21] ﬁrst pro-
posed the ratio-dependent predator–prey model. Many
authors have observed that the ratio-dependent models can ex-
hibit much richer, more complicated and more reasonable or
acceptable dynamics, but it has somewhat singular behavior
at low densities which has been the source of controversy.
In [31,32], Beddington and DeAngelis proposed the follow-
ing predator–prey model with Beddington–DeAngelis func-
tional response:
x0 ¼ xðr hxÞ  Exy
aþbxþcy
y0 ¼ dyþ bxy
aþbxþcy
(
ð1:3Þ
Cantrell and Cosner [19,33], Hwang [34,35] carried out
some qualitative researches about the dynamical features of
system (1.3). Predator–prey model with Beddington–DeAnge-
lis functional response has rich dynamical features, which can
describe the species and the ecological systems more reason-
ably. The Beddington–DeAngelis functional response is similar
to the well-known Holling type II functional response but has
an extra term cy in the denominator modelling mutual interfer-
ence among predators and has some of the same qualitative
features as the ratio-dependent form but avoids some of the
singular behaviors of ratio-dependent models at low densities.
Skalski and Gilliam [20] present statistical evidence from
nineteen predator–prey systems that three predator-dependent
functional responses (Beddington–DeAngelis, Crowley–Mar-
tin, and Hassell–Varley) can provide better description of
predator feeding over a range of predator–prey abundances.
In some cases, the Beddington–DeAngelis type preformed evenbetter. Theoretical studies have shown that the dynamics of
models with predator-dependent functional responses can dif-
fer considerably from those with prey-dependent functional
responses.
Although much progress has been seen in the study of pred-
ator–prey models with the Beddington–DeAngelis functional
response, such models are not well studied yet in the sense that
all the known results are for models with constant environment.
The assumption that the environment is constant is rarely the
case in real life. It is well known that ecosystem in the real world
are continuously distributed by unpredictable forces which can
result in changes in the biological parameters such as survival
rates.When the environmental ﬂuctuation is taken into account,
a model must be nonautonomous. Due to the various seasonal
effects of the environmental factors in real life situation (e.g.,
seasonal effects of weather, food supplies, mating habits, har-
vesting, etc.), it is rational and practical to study the ecosystem
with periodic or almost periodic coefﬁcients.
In the recent 20 years, the theory of impulsive differential
equation has been well developed [36–40]. However, its appli-
cation in population dynamics is very few. Great attention
should be paid to the application of impulsive differential
equation. In the natural ecological systems, there exist a lot
of discontinuous, impulsive phenomena, for instance, the hu-
man beings harvest or stock species at ﬁxed time; many species
are given birth instantaneously and seasonally, and so on. One
can conceive that such factors have great impact on the growth
of a population. If we incorporate these impulsive factors into
the models of population interactions, the models must be gov-
erned by impulsive differential equations. However, such sys-
tems, especially cooperative systems are rarely studied in the
literature. Introducing the impulsive effects to ecology model
can describe the species and the ecological systems more truly
and reasonably. Motivated by the above facts, in this paper,
we investigate the following cooperative predator–prey system
with impulsive effects and Beddington–DeAngelis functional
response
x0 ¼ r1ðtÞx 1 xa1ðtÞþb1ðtÞy c1ðtÞx
 
 b1ðtÞxz
a3ðtÞþb3ðtÞxþc3ðtÞz
y0 ¼ r2ðtÞy 1 ya2ðtÞþb2ðtÞx c2ðtÞy
 
 b2ðtÞyz
a4ðtÞþb4ðtÞyþc4ðtÞz
z0 ¼ dðtÞzþ E1ðtÞxz
a3ðtÞþb3ðtÞxþc3ðtÞzþ
E2ðtÞyz
a4ðtÞþb4ðtÞyþc4ðtÞz
9>>=>>;
t– tk; k ¼ 1; 2   
MxðtkÞ ¼ x tþkð Þ  xðtkÞ ¼ AkxðtkÞ
MyðtkÞ ¼ y tþkð Þ  yðtkÞ ¼ BkyðtkÞ
MzðtkÞ ¼ z tþkð Þ  zðtkÞ ¼ IkzðtkÞ
9>=>; t ¼ tk; k ¼ 1; 2   
8>>>>>>><>>>>>>>>:
ð1:4Þ
where r1(t), r2(t), d(t), E1(t), E2(t), b1(t), b2(t), ai(t), bi(t),
ci(t)(i= 1, 2, 3, 4) are positive, continuous, T-periodic func-
tions, x and y are cooperative species, species z is the predator
of x and y; x tk
  ¼ xðtkÞ; y tk  ¼ yðtkÞ; z tk  ¼ zðtkÞ; 0 ¼
t0 < t1 < t2 <   , and there exists a positive integer q> 0,
such that tk+q = tk + T, Ak+q = Ak, Bk+q = Bk, Ik+q = Ik,
Ak, Bk, Ik are constants and 1 + Ak > 0, 1 + Bk > 0,
1 + Ik > 0. System (1.4) has initial conditions: x(0) > 0,
y(0) > 0, z(0) > 0.
A very basic and important ecological problem in the study
of population dynamics concerns the permanence, extinction
and the existence of positive periodic solutions. Recently,
many authors studied the periodic solution of mathematical
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good results have been obtained. For example, in [41], the exis-
tence of periodic solution of ecology model with delay was
studied by means of Krasnoselskii cone ﬁxed point theorem.
In [1,2,7,42], some ecological systems with delays were investi-
gated by using coincidence degree theory. Furthermore, in [43],
the existence of periodic solution of a class of impulsive differ-
ential equation was studied by using Krasnoselskii cone ﬁxed
point theorem. In [44,45], periodic solutions of impulsive dif-
ferential systems were investigated by means of coincidence de-
gree theory.
The main purpose of this paper is to study permanence,
extinction and the existence of periodic solution of system
(1.4). In Section 3, we investigate permanence, extinction of
system (1.4) and obtain conditions for the permanence and
extinction of system (1.4). In Section 4, we obtain sufﬁcient
conditions for the existence of periodic solution by using coin-
cidence degree theory. In Section 5, we give some discussions
and conclusions.
In this paper, for continuous, bounded function f(t), we use
the following notations:
½fðtÞ ¼ 1
T
Z T
0
fðtÞdt; f ¼ sup fðtÞ:2. Lemmas
Consider system
x0ðtÞ ¼ xðtÞðbðtÞ  aðtÞxðtÞÞ; t– tk
x tþkð Þ ¼ ð1þ bkÞxðtkÞ; t ¼ tk
xð0Þ ¼ x0 > 0:
8><>: ð2:1Þ
where 0 < t1 < t2 <   , limkﬁ1 tk =1, a(t), b(t) are contin-
uous, T-periodic functions, a(t) > 0, 1 + bk > 0, and there ex-
ists a positive integer q> 0, such that bk+q = bk,
tk+q = tk + T.
Lemma 1. [46]System (2.1) has positive, T-periodic solution if
and only if ½bðtÞ > 1T ln
Qq
k¼1
1
1þbk, and the T-periodic solution is
globally attractive under this condition,thus the T-periodic
solution is unique.
Consider system
z0ðtÞ ¼ aðtÞzðtÞ; t– tk
z tþkð Þ ¼ ð1þ IkÞzðtkÞ; t ¼ tk
zð0Þ ¼ z0 > 0:
8><>: ð2:2Þ
where 0< t1 < t2 <   , limkﬁ1 tk =1, a(t) is continuous,
T-periodic function, 1 + Ik > 0, and there exists a positive inte-
ger q> 0, such that Ik+q = Ik, tk+q = tk + T.
Lemma 2. If ½aðtÞ > 1
T
ln
Qq
k¼1ð1þ IkÞ, then for any solution
z(t) of system (2.2), we have z(t)ﬁ 0 for tﬁ+1.
Proof. Assume t 2 (nT, (n+ 1)T], n 2 Z+ [ {0}, the solution
z(t) of system (2.2) is
zðtÞ ¼ z0
Y
0<tk<t
ð1þ IkÞe
R t
0
aðsÞds
:We notice that
Y
0<tk<t
ð1þ IkÞe
R t
0
aðsÞds ¼
Y
0<tk6nT
ð1þ IkÞ
Y
nT<tk<t
ð1þ IkÞe
R t
0
aðsÞds
¼
Y
0<tk6nT
ð1þ IkÞe
R nT
0
aðsÞds Y
nT<tk<t
ð1þ IkÞe
R t
nT
aðsÞds
¼
Y
0<tk6T
ð1þ IkÞe
R T
0
aðsÞds
 !n Y
0<tk<tnT
ð1þ IkÞe
R t
nT
aðsÞds
¼
Yq
k¼1
ð1þ IkÞe
R T
0
aðsÞds
 !n

Y
0<tk<tnT
ð1þ IkÞe
R t
nT
aðsÞds 6 lnde
R t
nT
jaðsÞjds 6 lndehT:
here
l ¼
Yq
k¼1
ð1þ IkÞe
R T
0
aðsÞds
; d ¼ max
s2½0;T
Y
0<tk<s
ð1þ IkÞ; h
¼ max
t2½0;T
fjaðtÞjg:
Since ½aðtÞ > 1
T
ln
Qq
k¼1ð1þ IkÞ,we know l< 1, which implies
lnﬁ 0 for nﬁ+1. Thus we have Q0<tk<tð1þ IkÞ
e

R t
0
aðsÞds ! 0 for tﬁ+1.
Therefore, z(t)ﬁ 0 for tﬁ+1. The proof of Lemma 2 is
complete. h
Now we give some concepts and conclusions about coinci-
dence degree theory.
Let X, Y be real Banach spaces, L:Dom L  Xﬁ Y be a
linear operator. The operator L will be called a Fredholm
operator of index zero if dimKerL= codimImL<+1 and
ImL is closed in Y.
If L is a Fredholm operator of index zero, there exist con-
tinuous projectors P:Xﬁ X and Q:Yﬁ Y such that Im-
P=KerL, KerQ= ImL= Im(I  Q), it follows that
LŒDomL\KerP:(I  P)Xﬁ ImL is invertible. We denote the in-
verse of that operator by KP. If X is an open bounded subset
of X and N : X ! Y is a continuous operator, the operator
N will be called L-compact on X if QNðXÞ is bounded and
KPðIQÞN : X ! X is compact. Since ImQ is isomorphic to
KerL there exists isomorphism U:Im Qﬁ Ker L.
Lemma 3. [47]:Let X  X be an open bounded set, let L be a
Fredholm operator of index zero and N be L-compact on X.
Suppose that
(i) for each k 2 (0,1), every solution x of Lx = kNx is such
that x2@X;
(ii) QNx „ 0 for each x 2 oX\ KerL;
(iii) deg(UQN,X\ KerL, 0) „ 0.
Then the equation Lx = Nx has at least one solution in
X \DomL.
Lemma 4. R3þ ¼ fðx; y; zÞjx > 0; y > 0; z > 0g is the positive
invariant set of system (1.4).
Proof. For any t> 0, there exists a k 2 N, such that
t 2 (tk1, tk], hence we have
216 Z. Yao et al.xðtÞ¼x tþk1
 
exp
Z t
tk1
r1ðtÞ r1ðtÞx
a1ðtÞþb1ðtÞyr1ðtÞc1ðtÞx
b1ðtÞz
a3ðtÞþb3ðtÞxþc3ðtÞz
 
dt;
yðtÞ¼y tþk1
 
exp
Z t
tk1
r2ðtÞ r2ðtÞy
a2ðtÞþb2ðtÞxr2ðtÞc2ðtÞy
b2ðtÞz
a4ðtÞþb4ðtÞyþc4ðtÞz
 
dt;
zðtÞ¼ z tþk1
 
exp
Z t
tk1
dðtÞþ E1ðtÞx
a3ðtÞþb3ðtÞxþc3ðtÞzþ
E2ðtÞy
a4ðtÞþb4ðtÞyþc4ðtÞz
 
dt;
x tþk1
 ¼ð1þAk1Þxðtk1Þ; y tþk1 ¼ð1þBk1Þyðtk1Þ; z tþk1 ¼ð1þ Ik1Þzðtk1Þ:
Thus we get
xðtÞ¼
Yk1
i¼1
ð1þAiÞxð0þÞexp
Z t
0
r1ðtÞ r1ðtÞx
a1ðtÞþb1ðtÞyr1ðtÞc1ðtÞx
b1ðtÞz
a3ðtÞþb3ðtÞxþc3ðtÞz
 
dt;
yðtÞ¼
Yk1
i¼1
ð1þBiÞyð0þÞexp
Z t
0
r2ðtÞ r2ðtÞy
a2ðtÞþb2ðtÞxr2ðtÞc2ðtÞy
b2ðtÞz
a4ðtÞþb4ðtÞyþc4ðtÞz
 
dt;
zðtÞ¼
Yk1
i¼1
ð1þIiÞzð0þÞexp
Z t
0
dðtÞþ E1ðtÞx
a3ðtÞþb3ðtÞxþc3ðtÞzþ
E2ðtÞy
a4ðtÞþb4ðtÞyþc4ðtÞz
 
dt:
Therefore, x(t) > 0, y(t) > 0, z(t) > 0. So R3þ ¼ fðx; y; zÞ
jx > 0; y > 0; z > 0g is the positive invariant set of system
(1.4). h3. Permanence and extinction
Theorem 1. Assume that
ðS1Þ dðtÞ  E1ðtÞ
b3ðtÞ 
E2ðtÞ
b4ðtÞ
 	
>
1
T
ln
Yq
k¼1
ð1þ IkÞ;
ðS2Þ½r1ðtÞ < 1
T
ln
Yq
k¼1
1
1þ Ak ;
ðS3Þ r2ðtÞ  b2ðtÞ
c4ðtÞ
 	
>
1
T
ln
Yq
k¼1
1
1þ Bk ;
then for system (1.4), we have x(t)ﬁ 0, z(t)ﬁ 0, y keeps
permanent.
Proof. From the third equation system (1.4), we have
z0 6 dðtÞzþ E1ðtÞ
b3ðtÞ zþ
E2ðtÞ
b4ðtÞ z ¼  dðtÞ 
E1ðtÞ
b3ðtÞ 
E2ðtÞ
b4ðtÞ
 
z:
By Comparison theorem, we know z(t) 6 u(t), where u(t) is the
solution of the following system (3.1).
u0ðtÞ ¼  dðtÞ  E1ðtÞ
b3ðtÞ 
E2ðtÞ
b4ðtÞ
 
uðtÞ; t– tk
u tþkð Þ ¼ ð1þ IkÞuðtkÞ; t ¼ tk
uð0Þ ¼ zð0Þ ¼ z0 > 0:
8><>: ð3:1Þ
From the condition
ðS1Þ dðtÞ  E1ðtÞb3ðtÞ 
E2ðtÞ
b4ðtÞ
h i
> 1
T
ln
Qq
k¼1ð1þ IkÞ and Lemma 2, we
know u(t)ﬁ 0 for tﬁ+1. So z(t)ﬁ 0 for tﬁ+1.
Now we will show that x(t)ﬁ 0 for tﬁ+1.
From the ﬁrst equation of system (1.4), we get
x0ðtÞ 6 r1ðtÞxðtÞð1 c1ðtÞxðtÞÞ ¼ xðtÞðr1ðtÞ  r1ðtÞc1ðtÞxðtÞÞ:
By Comparison theorem, we have x(t) 6 v(t), where v(t) is the
solution of the following Eq. (3.2):
v0ðtÞ ¼ vðtÞðr1ðtÞ  r1ðtÞc1ðtÞvðtÞÞ; t– tk;
MvðtkÞ ¼ AkvðtkÞ; t ¼ tk
vð0Þ ¼ xð0Þ ¼ x0 > 0:
8><>: ð3:2ÞLet vðtÞ ¼ 1
wðtÞ, then Eq. (3.2) can be changed into the following
equation:
w0ðtÞ ¼ r1ðtÞwðtÞ þ r1ðtÞc1ðtÞ; t – tk;
w tþkð Þ ¼ 11þAk wðtkÞ; t ¼ tk:
(
ð3:3Þ
Denote Uðt; sÞ ¼Qs6tk<t 11þAk exp  R ts r1ðsÞds , then we have
wðtÞ ¼ Uðt; 0Þwð0Þ þ R t
0
Uðt; sÞr1ðsÞc1ðsÞds.
We claim that w(t)ﬁ1(tﬁ1).
Since w(t)P U(t, 0)w(0), we only need to verify that
limtﬁ1U(t, 0) =1.
From ½r1ðtÞ < 1T ln
Qq
k¼1
1
1þAk, we know
k ¼Qqk¼1 11þAk exp  R T0 r1ðtÞdt  > 1.
Denote b ¼ mins2½0;T
Q
0<tk<s
1
1þAk ;
eL ¼ supt2½0;Tfjr1ðtÞjg,
assume t 2 (pT, (p+ 1)T], p 2 Z+ [ {0}, then
Uðt; 0Þ ¼
Y
0<tk<t
1
1þ Ak exp 
Z t
0
r1ðsÞds
 
¼
Y
0<tk6pT
1
1þ Ak exp 
Z pT
0
r1ðsÞds
  Y
pT<tk<t
1
1þ Ak
 exp 
Z t
pT
r1ðsÞds
 
¼
Yq
k¼1
1
1þ Ak exp 
Z T
0
r1ðsÞds
  !p Y
0<tk<tpT
1
1þ Ak
 exp 
Z t
pT
r1ðsÞds
 
¼ kp
Y
0<tk<tpT
1
1þ Ak exp 
Z t
pT
r1ðsÞds
 
P kpb exp 
Z t
pT
jr1ðsÞjds
 
P kpbeTeL :
Since limp!1k
pbeTeL ¼ 1, we know limtﬁ1U(t,0) =1.
Thus limtﬁ1w(t) =1, which implies v(t)ﬁ 0 (tﬁ1).
Since 0 < x(t) 6 v(t), we get x(t)ﬁ 0 (tﬁ1).
Finally, we will show that y is permanent.
From the second equation of system (1.4), we have
y0 P r2ðtÞy 1 y
a2ðtÞ  c2ðtÞy
 
 b2ðtÞy
c4ðtÞ
¼ y r2ðtÞ  b2ðtÞ
c4ðtÞ 
r2ðtÞ
a2ðtÞ þ r2ðtÞc2ðtÞ
 
y
 
:
By Comparison theorem, we know y(t)P u(t), where u(t) is
the solution of the following system (3.4).
u0 ¼ u r2ðtÞ  b2ðtÞc4ðtÞ 
r2ðtÞ
a2ðtÞ þ r2ðtÞc2ðtÞ
 
u
 
; t – tk;
MuðtkÞ ¼ BkuðtkÞ; t ¼ tk
uð0Þ ¼ yð0Þ ¼ y0 > 0:
8><>: ð3:4Þ
Since ðS3Þ r2ðtÞ  b2ðtÞc4ðtÞ
h i
> 1
T
ln
Qq
k¼1
1
1þBk, by Lemma 1, we
know (3.4) has unique globally attractive T-periodic solution
u*(t). Thus for sufﬁciently small e> 0,e< inft2[0,T]u
*(t), there
exists T1 > 0, such that Œu(t)  u*(t)Œ< e for all tP T1.
Hence we have y(t)P u(t) > u*(t)  e (tP T1).
Dynamics of cooperative predator–prey system with impulsive effects and Beddington–DeAngelis functional response 217On the other hand,
y0 6 r2ðtÞyð1 c2ðtÞyÞ ¼ yðr2ðtÞ  r2ðtÞc2ðtÞyÞ:
By Comparison theorem, we know y(t) 6 v(t), where v(t) is the
solution of the following Eq. (3.5):v0 ¼ vðr2ðtÞ  r2ðtÞc2ðtÞvÞ; t – tk;
MvðtkÞ ¼ BkvðtkÞ; t ¼ tk;
vð0Þ ¼ yð0Þ ¼ y0 > 0:
8><>: ð3:5Þ
From the condition ðS3Þ r2ðtÞ  b2ðtÞc4ðtÞ
h i
> 1
T
ln
Qq
k¼1
1
1þBk, we
know ½r2ðtÞ > 1T ln
Qq
k¼1
1
1þBk, by Lemma 1, we know (3.5)
has unique globally attractive T-periodic solution v*(t). Thus
for the above sufﬁciently small e> 0, there exists T2 > T1,
such that Œv(t)  v*(t)Œ< e for all tP T2.
Hence we have y(t) 6 v(t) < v*(t) + e (tP T2).
Thus we get u*(t)  e< y(t) < v*(t) + e for tP T2, which
implies y is permanent. The proof of Theorem 1 is
complete. h
Similar to the proof of Theorem 1, we can get the following
Theorem 2 and Theorem 3, the details of the proofs are
omitted.
Theorem 2. Assume that (S1),(S2) hold, and ðS4Þ½r2ðtÞ
< 1T ln
Qq
k¼1
1
1þBk, then for system (1.4), we have x(t)ﬁ 0,
y(t)ﬁ 0, z(t)ﬁ 0.
Theorem 3. Assume that (S1), (S3) hold, and
ðS5Þ r1ðtÞ  b1ðtÞc3ðtÞ
h i
> 1
T
ln
Qq
k¼1
1
1þAk, then for system (1.4), we
have z(t)ﬁ 0, x and y keep permanent.4. Existence of periodic solution
We ﬁrst give some notations:
Let ST = {x(t) 2 PC1([0,T],R)Œx(T) = x(0)},
where PC1([0,T],R) = {x 2 PC([0,T],R)Œx(t) is continu-
ous, differentiable at t– tk; x0 tþkð Þ; x0 tk
 
exist, and x0 tk
  ¼
x0ðtkÞ; k ¼ 1; 2; . . . ; qg;
PC([0,T],R) = {x:[0,T]ﬁ RŒx(t) is continuous at
t– tk; x t
þ
kð Þ; x tk
 
exist, and x tk
  ¼ xðtkÞ; k ¼ 1; 2; . . . ; q
.
Let X= ST · ST · ST. For n(t) = (u(t), v(t), w(t)) 2 X,
we deﬁne knkX¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðmaxt2½0;T juðtÞjÞ2þðmaxt2½0;T jvðtÞjÞ2þðmaxt2½0;T jwðtÞjÞ2
q
.
Let Y= X · Rq · Rq · Rq. For h= (n, e1, e2,
e3) 2 Y,n 2 X, e1 2 Rq, e2 2 Rq, e3 2 Rq, we deﬁne
ihiY = iniX + ie1i + ie2i + ie3i, then X and Y are Banach
spaces.
Assume
ðS6ÞT½r1ðtÞ þ
Xq
k¼1
lnð1þ AkÞ > T b1ðtÞ
c3ðtÞ
 	
;
T½r2ðtÞ þ
Xq
k¼1
lnð1þ BkÞ > T b2ðtÞ
c4ðtÞ
 	
:
Let
a ¼ maxfa3; a4g; b ¼ maxfb3; b4g; c ¼ maxfc3; c4g; M
¼ maxfM1;M2g;M1 ¼ 2T½r1ðtÞ þ
Xq
k¼1
lnð1þ AkÞ þ
Xq
k¼1
j lnð1þ AkÞj
þ T½r1ðtÞ þ
Pq
k¼1 lnð1þ AkÞ
T½r1ðtÞc1ðtÞ ;
M2 ¼ 2T½r2ðtÞ þ
Xq
k¼1
lnð1þ BkÞ þ
Xq
k¼1
j lnð1þ BkÞj
þ T½r2ðtÞ þ
Pq
k¼1 lnð1þ BkÞ
T½r2ðtÞc2ðtÞ ;
M4 ¼ ln
T½r1ðtÞ þ
Pq
k¼1 lnð1þ AkÞ  T b1ðtÞc3ðtÞ
h i
T r1ðtÞ
a1ðtÞ
h i
þ T½r1ðtÞc1ðtÞ
8<:
9=; 2T½r1ðtÞ

Xq
k¼1
lnð1þ AkÞ 
Xq
k¼1
j lnð1þ AkÞj;
M5 ¼ ln
T½r2ðtÞ þ
Pq
k¼1 lnð1þ BkÞ  T b2ðtÞc4ðtÞ
h i
T r2ðtÞ
a2ðtÞ
h i
þ T½r2ðtÞc2ðtÞ
8<:
9=; 2T½r2ðtÞ

Xq
k¼1
lnð1þ BkÞ 
Xq
k¼1
j lnð1þ BkÞj:
Theorem 4. Assume (S6) holds, and the following condition is
satisﬁed:
ðS7Þ
Xq
k¼1
lnð1þ IkÞ < T½dðtÞ
<
T½E1ðtÞeM4 þ T½E2ðtÞeM5
aþ beM þ
Xq
k¼1
lnð1
þ IkÞ:
Then system (1.4) has at least one positive T-periodic solution.
Proof. Let u(t) = lnx(t), v(t) = lny(t), w(t) = lnz(t), then sys-
tem (1.4) can be changed into the following form
u0 ¼ r1ðtÞ  r1ðtÞeua1ðtÞþb1ðtÞev  r1ðtÞc1ðtÞeu 
b1ðtÞew
a3ðtÞþb3ðtÞeuþc3ðtÞew
v0 ¼ r2ðtÞ  r2ðtÞeva2ðtÞþb2ðtÞeu  r2ðtÞc2ðtÞev 
b2ðtÞew
a4ðtÞþb4ðtÞevþc4ðtÞew
w0 ¼ dðtÞ þ E1ðtÞeu
a3ðtÞþb3ðtÞeuþc3ðtÞev þ
E2ðtÞev
a4ðtÞþb4ðtÞevþc4ðtÞew
9>>=>>;
t– tk;
MuðtkÞ ¼ u tþkð Þ  uðtkÞ ¼ lnð1þ AkÞ
MvðtkÞ ¼ v tþkð Þ  vðtkÞ ¼ lnð1þ BkÞ
MwðtkÞ ¼ w tþkð Þ  wðtkÞ ¼ lnð1þ IkÞ
9>=>; t ¼ tk:
8>>>>>>><>>>>>>>:
ð4:0Þ
For convenience, we denote
r1ðtÞ  r1ðtÞe
u
a1ðtÞ þ b1ðtÞev  r1ðtÞc1ðtÞe
u  b1ðtÞe
w
a3ðtÞ þ b3ðtÞeu þ c3ðtÞew ¼ F1ðtÞ;
r2ðtÞ  r2ðtÞe
v
a2ðtÞ þ b2ðtÞeu  r2ðtÞc2ðtÞe
v  b2ðtÞe
w
a4ðtÞ þ b4ðtÞev þ c4ðtÞew ¼ F2ðtÞ;
 dðtÞ þ E1ðtÞe
u
a3ðtÞ þ b3ðtÞeu þ c3ðtÞev þ
E2ðtÞev
a4ðtÞ þ b4ðtÞev þ c4ðtÞew ¼ F3ðtÞ:
Let Dom L= X,L:Dom Lﬁ Y,
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v
w
0B@
1CA! u
0
v0
w0
0B@
1CA;
Muðt1Þ
..
.
MuðtqÞ
0BB@
1CCA;
Mvðt1Þ
..
.
MvðtqÞ
0BB@
1CCA;
Mwðt1Þ
..
.
MwðtqÞ
0BB@
1CCA
0BB@
1CCA;
Let N:Xﬁ Y,
N
u
v
w
0B@
1CA ¼ F1ðtÞF2ðtÞ
F3ðtÞ
0B@
1CA;
lnð1þ A1Þ
..
.
lnð1þ AqÞ
0BB@
1CCA;
lnð1þ B1Þ
..
.
lnð1þ BqÞ
0BB@
1CCA;
lnð1þ I1Þ
..
.
lnð1þ IqÞ
0BB@
1CCA
0BB@
1CCA;
Then
KerL ¼
u
v
w
0B@
1CA

u
v
w
0B@
1CA ¼ c1c2
c3
0B@
1CA 2 R3 is constant vector; t 2 ½0;T
8><>:
9>=>;;
ImL¼ h¼
g1
g2
g3
0B@
1CA;
D1
..
.
Dq
0BB@
1CCA;
h1
..
.
hq
0BB@
1CCA;
G1
..
.
Gq
0BB@
1CCA
0BB@
1CCA2Y
R T
0
g1ðtÞdtþ
Xq
k¼1
Dk¼0
R T
0
g2ðtÞdtþ
Xq
k¼1
hk¼0
R T
0
g3ðtÞdtþ
Xq
k¼1
Gk¼0
0BBBBBBBBB@
1CCCCCCCCCA

8>>>>><>>>>>:
9>>>>>=>>>>>;
;
ImL is closed in Y, dimKerL= codimImL= 3. So L is a
Fredholm operator of index zero.
Let
P
u
v
w
0B@
1CA ¼ 1
T
R T
0
uðtÞdtR T
0
vðtÞdtR T
0
wðtÞdt
0BB@
1CCA;
Qh ¼ Q
g1
g2
g3
0B@
1CA;
D1
..
.
Dq
0BB@
1CCA;
h1
..
.
hq
0BB@
1CCA;
G1
..
.
Gq
0BB@
1CCA
0BB@
1CCA
¼ 1
T
R T
0
g1ðtÞdtþ
Xq
k¼1
Dk
R T
0
g2ðtÞdtþ
Xq
k¼1
hk
R T
0
g3ðtÞdtþ
Xq
k¼1
Gk
0BBBBBBBBB@
1CCCCCCCCCA
;
0
..
.
0
0B@
1CA; 0...
0
0B@
1CA; 0...
0
0B@
1CA
0BBBBBBBBB@
1CCCCCCCCCA
:
It is easy to know that P,Q are continuous projectors and Im-
P=KerL, KerQ= ImL= Im(I  Q).
Therefore, the inverse KP exists and it has the following
form
KP: ImLﬁ KerP\ DomL,
KPðhÞ ¼
R t
0
g1ðsÞdsþ
X
0<tk<t
Dk  1T
R T
0
R t
0
g1ðsÞdsdt
Xq
k¼1
Dk
R t
0
g2ðsÞdsþ
X
0<tk<t
hk  1T
R T
0
R t
0
g2ðsÞdsdt
Xq
k¼1
hk
R t
0
g3ðsÞdsþ
X
0<tk<t
Gk  1T
R T
0
R t
0
g3ðsÞdsdt
Xq
k¼1
Gk
0BBBBBBBBBB@
1CCCCCCCCCCA
;QN
u
v
w
0B@
1CA ¼
1
T
R T
0
F1ðtÞdtþ 1T
Xq
k¼1
lnð1þ AkÞ
1
T
R T
0
F2ðtÞdtþ 1T
Xq
k¼1
lnð1þ BkÞ
1
T
R T
0
F3ðtÞdtþ 1T
Xq
k¼1
lnð1þ IkÞ
0BBBBBBBBB@
1CCCCCCCCCA
;
0
..
.
0
0B@
1CA; 0...
0
0B@
1CA; 0...
0
0B@
1CA
0BBBBBBBBB@
1CCCCCCCCCA
;
KPðIQÞN
u
v
w
0B@
1CA¼
R t
0
F1ðsÞdsþ
X
0<tk<t
lnð1þAkÞR t
0
F2ðsÞdsþ
X
0<tk<t
lnð1þBkÞR t
0
F3ðsÞdsþ
X
0<tk<t
lnð1þ IkÞ
0BBBBBBB@
1CCCCCCCA

1
T
R T
0
R t
0
F1ðsÞdsdtþ
Xq
k¼1
lnð1þAkÞ
1
T
R T
0
R t
0
F2ðsÞdsdtþ
Xq
k¼1
lnð1þBkÞ
1
T
R T
0
R t
0
F3ðsÞdsdtþ
Xq
k¼1
lnð1þ IkÞ
0BBBBBBBBB@
1CCCCCCCCCA

t
T
 1
2
 R T
0
F1ðsÞdsþ
Xq
k¼1
lnð1þAkÞ
t
T
 1
2
 R T
0
F2ðsÞdsþ
Xq
k¼1
lnð1þBkÞ
t
T
 1
2
 R T
0
F3ðsÞdsþ
Xq
k¼1
lnð1þ IkÞ
0BBBBBBBBB@
1CCCCCCCCCA
:
Clearly, QN and KP(I  Q)N are continuous. Let X be any
open bounded set in X. It is easy to verify that QNðXÞ is uni-
formly bounded, KPðIQÞNðXÞ is equicontinuous and uni-
formly bounded. By Ascoli-Arzela theorem we know that
KP(I  Q)N is compact on X. Thus, N is L-compact on X.
Now we consider the operator equation Ln= kNn,
k 2 (0,1). Assume that n(t) = (u(t), v(t), w(t)) 2 X is a solution
of this operator equation, then we have
u0ðtÞ ¼ kF1ðtÞ
v0ðtÞ ¼ kF2ðtÞ
w0ðtÞ ¼ kF3ðtÞ
9>=>; t– tk;
MuðtkÞ ¼ k lnð1þ AkÞ
MvðtkÞ ¼ k lnð1þ BkÞ
MwðtkÞ ¼ k lnð1þ IkÞ
9>=>; t ¼ tk:
8>>>>><>>>>>:
ð4:1Þ
Integrating (4.1) over [0,T], we getZ T
0
r1ðtÞdtþ
Xq
k¼1
lnð1þ AkÞ ¼
Z T
0
r1ðtÞeuðtÞ
a1ðtÞ þ b1ðtÞevðtÞ dt
þ
Z T
0
r1ðtÞc1ðtÞeuðtÞdt
þ
Z T
0
b1ðtÞewðtÞ
a3ðtÞ þ b3ðtÞeuðtÞ þ c3ðtÞewðtÞ dt;
ð4:2Þ
Z T
0
r2ðtÞdtþ
Xq
k¼1
lnð1þ BkÞ ¼
Z T
0
r2ðtÞevðtÞ
a2ðtÞ þ b2ðtÞeuðtÞ dtþ
Z T
0
r2ðtÞc2ðtÞevðtÞdt
þ
Z T
0
b2ðtÞewðtÞ
a4ðtÞ þ b4ðtÞevðtÞ þ c4ðtÞewðtÞ dt; ð4:3Þ
Z T
0
dðtÞdt
Xq
k¼1
lnð1þ IkÞ ¼
Z T
0
E1ðtÞeuðtÞ
a3ðtÞ þ b3ðtÞeuðtÞ þ c3ðtÞewðtÞ dt
þ
Z T
0
E2ðtÞevðtÞ
a4ðtÞ þ b4ðtÞevðtÞ þ c4ðtÞewðtÞ dt: ð4:4Þ
From (4.1), (4.2), we getZ T
0
ju0ðtÞjdt 6
Z T
0
r1ðtÞdtþ
Z T
0
r1ðtÞeuðtÞ
a1ðtÞ þ b1ðtÞevðtÞ dtþ
Z T
0
r1ðtÞc1ðtÞeuðtÞdt
þ
Z T
0
b1ðtÞewðtÞ
a3ðtÞ þ b3ðtÞeuðtÞ þ c3ðtÞewðtÞ dt ¼ 2
Z T
0
r1ðtÞdtþ
Xq
k¼1
lnð1þ AkÞ
¼ 2T½r1ðtÞ þ
Xq
k¼1
lnð1þ AkÞ:
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0
jv0ðtÞjdt 6
Z T
0
r2ðtÞdtþ
Z T
0
r2ðtÞevðtÞ
a2ðtÞ þ b2ðtÞeuðtÞ dt
þ
Z T
0
r2ðtÞc2ðtÞevðtÞdt
þ
Z T
0
b2ðtÞewðtÞ
a4ðtÞ þ b4ðtÞevðtÞ þ c4ðtÞewðtÞ dt
¼ 2
Z T
0
r2ðtÞdtþ
Xq
k¼1
lnð1þ BkÞ ¼ 2T½r2ðtÞ
þ
Xq
k¼1
lnð1þ BkÞ:
From (4.1) and (4.4), we can getZ T
0
jw0ðtÞjdt 6
Z T
0
dðtÞdtþ
Z T
0
E1ðtÞeuðtÞ
a3ðtÞ þ b3ðtÞeuðtÞ þ c3ðtÞewðtÞ dt
þ
Z T
0
E2ðtÞevðtÞ
a4ðtÞ þ b4ðtÞevðtÞ þ c4ðtÞewðtÞ dt
¼ 2
Z T
0
dðtÞdt
Xq
k¼1
lnð1þ IkÞ
¼ 2T½dðtÞ 
Xq
k¼1
lnð1þ IkÞ:
Since n(t) = (u(t), v(t), w(t)) 2 X, there exist n1, n2, n3 2 [0,T],
such that
min
t2½0;T
uðtÞ ¼ uðn1Þ; min
t2½0;T
vðtÞ ¼ vðn2Þ; min
t2½0;T
wðtÞ ¼ wðn3Þ:
It follows from (4.2) thatZ T
0
r1ðtÞdtþ
Xq
k¼1
lnð1þ AkÞP
Z T
0
r1ðtÞc1ðtÞeuðtÞdt
P
Z T
0
r1ðtÞc1ðtÞeuðn1Þdt
P
Z T
0
r1ðtÞc1ðtÞuðn1Þdt;
uðn1Þ 6
R T
0
r1ðtÞdtþ
Pq
k¼1 lnð1þ AkÞR T
0
r1ðtÞc1ðtÞdt
¼ T½r1ðtÞ þ
Pq
k¼1 lnð1þ AkÞ
T½r1ðtÞc1ðtÞ ;
Thus
uðtÞ 6 uðn1Þ þ
Z T
0
ju0ðtÞjdtþ
Xq
k¼1
j lnð1þ AkÞj
6 2T½r1ðtÞ þ
Xq
k¼1
lnð1þ AkÞ þ
Xq
k¼1
j lnð1þ AkÞj
þ T½r1ðtÞ þ
Pq
k¼1 lnð1þ AkÞ
T½r1ðtÞc1ðtÞ
¼M1:
Similarly, it follows from (4.3) thatZ T
0
r2ðtÞdtþ
Xq
k¼1
lnð1þ BkÞP
Z T
0
r2ðtÞc2ðtÞevðtÞdt
P
Z T
0
r2ðtÞc2ðtÞevðn2ÞdtP
Z T
0
r2ðtÞc2ðtÞvðn2Þdt;vðn2Þ 6
T½r2ðtÞ þ
Pq
k¼1 lnð1þ BkÞ
T½r2ðtÞc2ðtÞ :
Hence
vðtÞ 6 vðn2Þ þ
Z T
0
jv0ðtÞjdtþ
Xq
k¼1
j lnð1þ BkÞj
6 2T½r2ðtÞ þ
Xq
k¼1
lnð1þ BkÞ þ
Xq
k¼1
j lnð1þ BkÞj
þ T½r2ðtÞ þ
Pq
k¼1 lnð1þ BkÞ
T½r2ðtÞc2ðtÞ ¼M2:
It follows from (4.4) thatZ T
0
dðtÞdt
Xq
k¼1
lnð1þ IkÞ
6
Z T
0
E1ðtÞeuðtÞ
c3ðtÞewðtÞ dtþ
Z T
0
E2ðtÞevðtÞ
c4ðtÞewðtÞ dt
6
Z T
0
E1ðtÞeM1
c3ðtÞewðn3Þ dtþ
Z T
0
E2ðtÞeM2
c4ðtÞewðn3Þ dt
¼ e
M1
ewðn3Þ
T
E1ðtÞ
c3ðtÞ
 	
þ e
M2
ewðn3Þ
T
E2ðtÞ
c4ðtÞ
 	
¼
eM1T E1ðtÞ
c3ðtÞ
h i
þ eM2T E2ðtÞ
c4ðtÞ
h i
ewðn3Þ
;
ewðn3Þ 6
eM1T E1ðtÞ
c3ðtÞ
h i
þ eM2T E2ðtÞ
c4ðtÞ
h i
T½dðtÞ Pqk¼1 lnð1þ IkÞ :
Thus
wðtÞ 6 wðn3Þ þ
Z T
0
jw0ðtÞjdtþ
Xq
k¼1
j lnð1þ IkÞj
6 2T½dðtÞ 
Xq
k¼1
lnð1þ IkÞ þ
Xq
k¼1
j lnð1þ IkÞj
þ ln
eM1T E1ðtÞ
c3ðtÞ
h i
þ eM2T E2ðtÞ
c4ðtÞ
h i
T½dðtÞ Pqk¼1 lnð1þ IkÞ
8<:
9=;
¼M3:
On the other hand, from the fact of n(t) = (u(t), v(t), w(t)) 2 X,
we know that supt2[0,T]u(t) exists, and there exists g1 2 [0,T],
such that u gþ1ð Þ ¼ supt2½0;TuðtÞ; u gþ1ð Þð ¼ uðg1Þ for g1 „ tk;
u gþ1ð Þ ¼ u tþkð Þ for g1 = tk).
Hence, from (4.2) we getZ T
0
r1ðtÞdtþ
Xq
k¼1
lnð1þ AkÞ 6
Z T
0
r1ðtÞeu gþ1ð Þ
a1ðtÞ dtþ
Z T
0
r1ðtÞc1ðtÞeu gþ1ð Þdtþ
Z T
0
b1ðtÞewðtÞ
c3ðtÞewðtÞ dt
¼ T r1ðtÞ
a1ðtÞ
 	
eu g
þ
1ð Þ þ T½r1ðtÞc1ðtÞeu gþ1ð Þ þ T b1ðtÞ
c3ðtÞ
 	
;
eu g
þ
1ð Þ P
T½r1ðtÞ þ
Xq
k¼1
lnð1þ AkÞ  T b1ðtÞc3 ðtÞ
h i
T r1 ðtÞ
a1 ðtÞ
h i
þ T½r1ðtÞc1ðtÞ
;
uðtÞP u gþ1
  Z T
0
ju0ðtÞjdt
Xq
k¼1
j lnð1þ AkÞj
P ln
T½r1ðtÞ þ
Xq
k¼1
lnð1þ AkÞ  T b1 ðtÞc3 ðtÞ
h i
T r1 ðtÞ
a1 ðtÞ
h i
þ T½r1ðtÞc1ðtÞ
8>><>>:
9>>=>>; 2T½r1ðtÞ

Xq
k¼1
lnð1þ AkÞ 
Xq
k¼1
j lnð1þ AkÞj ¼M4:
Similarly, there exist g2; g3 2 ½0;T; v gþ2ð Þ ¼ supt2½0;TvðtÞ;
w gþ3ð Þ ¼ supt2½0;TwðtÞ.
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Z T
0
r2ðtÞdtþ
Xq
k¼1
lnð1þ BkÞ 6
Z T
0
r2ðtÞev gþ2ð Þ
a2ðtÞ dt
þ
Z T
0
r2ðtÞc2ðtÞev gþ2ð Þdtþ
Z T
0
b2ðtÞewðtÞ
c4ðtÞewðtÞ dt
¼ T r2ðtÞ
a2ðtÞ
 	
ev g
þ
2ð Þ þ T½r2ðtÞc2ðtÞev gþ2ð Þ þ T b2ðtÞ
c4ðtÞ
 	
;
ev g
þ
2ð Þ P
T½r2ðtÞ þ
Xq
k¼1
lnð1þ BkÞ  T b2ðtÞc4ðtÞ
h i
T r2ðtÞ
a2ðtÞ
h i
þ T½r2ðtÞc2ðtÞ
:
Thus,
vðtÞP v gþ2
  Z T
0
jv0ðtÞjdt
Xq
k¼1
j lnð1þ BkÞj
P ln
T½r2ðtÞ þ
Pq
k¼1 lnð1þ BkÞ  T b2ðtÞc4ðtÞ
h i
T r2ðtÞ
a2ðtÞ
h i
þ T½r2ðtÞc2ðtÞ
8<:
9=; 2T½r2ðtÞ

Xq
k¼1
lnð1þ BkÞ 
Xq
k¼1
j lnð1þ BkÞj ¼M5:
From (4.4) we can getZ T
0
dðtÞdt
Xq
k¼1
lnð1þ IkÞP
Z T
0
E1ðtÞeM4
a3 þ b3eM1 þ c3ew gþ3ð Þ
dt
þ
Z T
0
E2ðtÞeM5
a4 þ b4eM2 þ c4ew gþ3ð Þ
dt ¼ e
M4T½E1ðtÞ
a3 þ b3eM1 þ c3ew gþ3ð Þ
þ e
M5T½E2ðtÞ
a4 þ b4eM2 þ c4ew gþ3ð Þ
P
eM4T½E1ðtÞ
aþ beM þ cew gþ3ð Þ
þ e
M5T½E2ðtÞ
aþ beM þ cew gþ3ð Þ
¼ e
M4T½E1ðtÞ þ eM5T½E2ðtÞ
aþ beM þ cew gþ3ð Þ
;
aþ beM þ cew gþ3ð Þ P T½E1ðtÞe
M4 þ T½E2ðtÞeM5
T½dðtÞ 
Xq
k¼1
lnð1þ IkÞ
;
cew g
þ
3ð Þ P T½E1ðtÞe
M4 þ T½E2ðtÞeM5
T½dðtÞ 
Xq
k¼1
lnð1þ IkÞ
 a beM:
Thus,wðtÞP w gþ3
  Z T
0
jw0ðtÞjdt
Xq
k¼1
j lnð1þ IkÞj
P ln
T½E1ðtÞeM4þT½E2ðtÞeM5
T½dðtÞ
Xq
k¼1
lnð1þIkÞ
 a beM
c
8>>><>>>>:
9>>>=>>>>;
 2T½dðtÞ
þ
Xq
k¼1
lnð1þ IkÞ 
Xq
k¼1
j lnð1þ IkÞj ¼M6:Hence,
max
t2½0;T
juðtÞj 6 maxfjM1j; jM4jg ¼ H1; max
t2½0;T
jvðtÞj
6 maxfjM2j; jM5jg ¼ H2; max
t2½0;T
jwðtÞj
6 maxfjM3j; jM6jg ¼ H3:
This implies any solution n(t) of operator equation Ln= k Nn
satisﬁes:
knk 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
H21 þH22 þH23
q
¼ H:
Now we consider the system of algebraic equations with re-
spect to u, v,w ((u,v,w) 2 R3 is constant vector):
R T
0
r1ðtÞ r1ðtÞc1ðtÞeul r1 ðtÞeua1ðtÞþb1 ðtÞevl
b1 ðtÞew
a3 ðtÞþb3 ðtÞeuþc3 ðtÞew
 
dtþ
Xq
k¼1
lnð1þAkÞ¼ 0;
R T
0
r2ðtÞ r2ðtÞc2ðtÞevl r2ðtÞeva2ðtÞþb2 ðtÞeul
b2ðtÞew
a4 ðtÞþb4 ðtÞevþc4 ðtÞew
 
dtþ
Xq
k¼1
lnð1þBkÞ¼ 0;
R T
0
dðtÞþ E1 ðtÞeu
a3 ðtÞþb3ðtÞeuþc3 ðtÞewþl
E2ðtÞev
a4 ðtÞþb4 ðtÞevþc4 ðtÞew
 
dtþ
Xq
k¼1
lnð1þ IkÞ¼ 0;
8>>>>><>>>>>:
ð4:5Þ
where l 2 [0,1]. By the above similar deduction steps,
we know
M4 6 u 6M1; M5 6 v 6M2; M6 6 w 6M3;
juj 6 maxfjM1j; jM4jg ¼ H1; jvj 6 maxfjM2j; jM5jg ¼ H2;
jwj 6 maxfjM3j; jM6jg ¼ H3:
This implies any constant solution (u,v,w) of (4.5) always sat-
isﬁes:
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2 þ w2p 6 H. (It is independent of l).
We know that system (4.5) can be changed into the
following system (4.6):
½r1ðtÞ ½r1ðtÞc1ðtÞeul 1T
R T
0
r1 ðtÞeu
a1 ðtÞþb1 ðtÞev dtl 1T
R T
0
b1 ðtÞew
a3 ðtÞþb3 ðtÞeuþc3 ðtÞew dtþ 1T
Xq
k¼1
lnð1þAkÞ¼ 0;
½r2ðtÞ ½r2ðtÞc2ðtÞevl 1T
R T
0
r2 ðtÞev
a2 ðtÞþb2 ðtÞeu dtl 1T
R T
0
b2 ðtÞew
a4 ðtÞþb4 ðtÞevþc4 ðtÞew dtþ 1T
Xq
k¼1
lnð1þBkÞ¼ 0;
½dðtÞþ 1
T
R T
0
E1 ðtÞeu
a3 ðtÞþb3 ðtÞeuþc3 ðtÞew dtþl 1T
R T
0
E2 ðtÞev
a4 ðtÞþb4 ðtÞevþc4ðtÞew dtþ 1T
Xq
k¼1
lnð1þ IkÞ¼ 0;
8>>>>><>>>>>:
ð4:6Þ
For anyl 2 [0,1], any solution (u,v,w) of (4.6) always satisﬁes:ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2 þ w2p 6 H.
Let l= 1, then any solution (u,v,w) of the following
system (4.7) satisﬁes:
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2 þ w2p 6 H.
½r1ðtÞ ½r1ðtÞc1ðtÞeu 1T
R T
0
r1 ðtÞeu
a1 ðtÞþb1 ðtÞev dt 1T
R T
0
b1 ðtÞew
a3 ðtÞþb3 ðtÞeuþc3 ðtÞew dtþ 1T
Xq
k¼1
lnð1þAkÞ¼ 0;
½r2ðtÞ ½r2ðtÞc2ðtÞev 1T
R T
0
r2 ðtÞev
a2 ðtÞþb2 ðtÞeu dt 1T
R T
0
b2 ðtÞew
a4 ðtÞþb4 ðtÞevþc4 ðtÞew dtþ 1T
Xq
k¼1
lnð1þBkÞ¼ 0;
½dðtÞþ 1
T
R T
0
E1 ðtÞeu
a3 ðtÞþb3 ðtÞeuþc3 ðtÞew dtþ 1T
R T
0
E2 ðtÞev
a4 ðtÞþb4 ðtÞevþc4 ðtÞew dtþ 1T
Xq
k¼1
lnð1þ IkÞ¼ 0;
8>>>>><>>>>>:
ð4:7Þ
Let M* = H+ d, (d> 0,d is sufﬁciently large). Let
X= {n= (u(t),v(t),w(t)) 2 XŒini <M*}, then the condition
(i) of Lemma 3 is satisﬁed.
For any constant vector n0 ¼ ðu0; v0;w0Þ 2 @X;ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u20 þ v20 þ w20
q
¼M.
QNn0 ¼
1
T
R T
0
r1ðtÞ r1ðtÞc1ðtÞeu0  r1ðtÞeu0a1 ðtÞþb1 ðtÞev0 
b1ðtÞew0
a3 ðtÞþb3 ðtÞeu0þc3 ðtÞew0
 
dt
þ 1
T
Xq
k¼1
lnð1þAkÞ
1
T
R T
0
r2ðtÞ r2ðtÞc2ðtÞev0  r2 ðtÞe
v0
a2 ðtÞþb2ðtÞeu0 
b2 ðtÞew0
a4ðtÞþb4ðtÞev0þc4ðtÞew0
 
dt
þ 1
T
Xq
k¼1
lnð1þBkÞ
1
T
R T
0
dðtÞþ E1ðtÞeu0
a3 ðtÞþb3 ðtÞeu0þc3 ðtÞew0 þ
E2ðtÞev0
a4 ðtÞþb4 ðtÞev0þc4 ðtÞew0
 
dt
þ 1
T
Xq
k¼1
lnð1þ IkÞ
0BBBBBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCCCCA
;
0
..
.
0
0B@
1CA; 0...
0
0B@
1CA; 0...
0
0B@
1CA
0BBBBBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCCCCA
¼
½r1ðtÞ ½r1ðtÞc1ðtÞeu0  1T
R T
0
r1 ðtÞeu0
a1ðtÞþb1 ðtÞev0 dt
 1
T
R T
0
b1 ðtÞew0
a3ðtÞþb3ðtÞeu0þc3ðtÞew0 dtþ 1T
Xq
k¼1
lnð1þAkÞ;
½r2ðtÞ ½r2ðtÞc2ðtÞev0  1T
R T
0
r2ðtÞev0
a2 ðtÞþb2 ðtÞeu0 dt
 1
T
R T
0
b2 ðtÞew0
a4ðtÞþb4ðtÞev0þc4ðtÞew0 dtþ 1T
Xq
k¼1
lnð1þBkÞ;
½dðtÞþ 1
T
R T
0
E1ðtÞeu0
a3 ðtÞþb3 ðtÞeu0þc3 ðtÞew0 dt
þ 1
T
R T
0
E2 ðtÞev0
a4ðtÞþb4ðtÞev0þc4ðtÞew0 dtþ 1T
Xq
k¼1
lnð1þ IkÞ
0BBBBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCCCA
;
0
..
.
0
0B@
1CA; 0...
0
0B@
1CA; 0...
0
0B@
1CA
0BBBBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCCCA
– 0;
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Let U:ImQﬁ KerL,
h1
h2
h3
0B@
1CA; 0...
0
0B@
1CA; 0...
0
0B@
1CA; 0...
0
0B@
1CA
0B@
1CA! h1h2
h3
0B@
1CA:
Let F(n,l) = lUQNn+ (1  l)UGn, where l 2 [0,1],n=
(u,v,w) 2 R3,Gn ¼
½r1ðtÞ  ½r1ðtÞc1ðtÞeu þ 1T
Xq
k¼1
lnð1þ AkÞ
½r2ðtÞ  ½r2ðtÞc2ðtÞev þ 1T
Xq
k¼1
lnð1þ BkÞ
½dðtÞ þ 1
T
R T
0
E1ðtÞeu
a3ðtÞþb3ðtÞeuþc3ðtÞew dtþ 1T
Xq
k¼1
lnð1þ IkÞ
0BBBBBBBBB@
1CCCCCCCCCA
;
0
..
.
0
0B@
1CA; 0...
0
0B@
1CA; 0...
0
0B@
1CA
0BBBBBBBBB@
1CCCCCCCCCA
;UGn ¼
½r1ðtÞ  ½r1ðtÞc1ðtÞeu þ 1T
Xq
k¼1
lnð1þ AkÞ
½r2ðtÞ  ½r2ðtÞc2ðtÞev þ 1T
Xq
k¼1
lnð1þ BkÞ
½dðtÞ þ 1
T
R T
0
E1ðtÞeu
a3ðtÞþb3ðtÞeuþc3ðtÞew dtþ 1T
Xq
k¼1
lnð1þ IkÞ
0BBBBBBBBB@
1CCCCCCCCCA
;
UQNn ¼
½r1ðtÞ  ½r1ðtÞc1ðtÞeu  1T
R T
0
r1ðtÞeu
a1ðtÞþb1ðtÞev dt
 1
T
R T
0
b1ðtÞew
a3ðtÞþb3ðtÞeuþc3ðtÞew dtþ 1T
Xq
k¼1
lnð1þ AkÞ;
½r2ðtÞ  ½r2ðtÞc2ðtÞev  1T
R T
0
r2ðtÞev
a2ðtÞþb2ðtÞeu dt
 1
T
R T
0
b2ðtÞew
a4ðtÞþb4ðtÞevþc4ðtÞew dtþ 1T
Xq
k¼1
lnð1þ BkÞ;
½dðtÞ þ 1
T
R T
0
E1ðtÞeu
a3ðtÞþb3ðtÞeuþc3ðtÞew dt
þ 1
T
R T
0
E2ðtÞev
a4ðtÞþb4ðtÞevþc4ðtÞew dtþ 1T
Xq
k¼1
lnð1þ IkÞ
0BBBBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCCCA
:
For n 2 oX \ KerL, n= (u,v,w) is constant vector, andﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2 þ w2p ¼M.
From (4.6) we know F(n,l) „ 0, (n 2 oX \ KerL).It is easy to verify that the following system of equations
has a unique solution n* = (u*, v*, w*).
½r1ðtÞ  ½r1ðtÞc1ðtÞeu þ 1T
Xq
k¼1
lnð1þ AkÞ ¼ 0
½r2ðtÞ  ½r2ðtÞc2ðtÞev þ 1T
Xq
k¼1
lnð1þ BkÞ ¼ 0
½dðtÞ þ 1
T
R T
0
E1ðtÞeu
a3ðtÞþb3ðtÞeuþc3ðtÞew dtþ 1T
Xq
k¼1
lnð1þ IkÞ ¼ 0
8>>>>><>>>>>:Thus,
degðUQN;X \ KerL; 0Þ ¼ degðUG;X \ KerL; 0Þ ¼ sgnJUGðnÞ
¼ sgn ½r1ðtÞc1ðtÞeu  ½r2ðtÞc2ðtÞev  1
T


Z T
0
E1ðtÞc3ðtÞeuþw
ða3ðtÞ þ b3ðtÞeu þ c3ðtÞew Þ2
dt
)
¼ 1 – 0:
(where JUG is Jacobian determinant of UG).
Hence the condition (iii) of Lemma 3 is satisﬁed.
Thus, by Lemma 3, we know operator equation Ln= Nn
has at least one solution in X \DomL. Therefore system (4.0)
has at least one T-periodic solution (u*(t), v*(t), w*(t)). So
system (1.4) has at least one T-periodic solution
ðxðtÞ; yðtÞ; zðtÞÞ ¼ ðeuðtÞ; evðtÞ; ewðtÞÞ. The proof of Theo-
rem 4 is completed. h5. Discussion
In Sections 3 and 4, we investigate the permanence, extinction,
and the existence of positive periodic solution for an impulsive
cooperative predator–prey system with Beddington–DeAngelis
functional response.
222 Z. Yao et al.Now, we neglect the cooperative terms x
a1ðtÞþb1ðtÞy ;
y
a2ðtÞþb2ðtÞx,
and consider the following impulsive predator–prey system
without cooperative terms.
x0 ¼ r1ðtÞxð1 c1ðtÞxÞ  b1ðtÞxza3ðtÞþb3ðtÞxþc3ðtÞz
y0 ¼ r2ðtÞyð1 c2ðtÞyÞ  b2ðtÞyza4ðtÞþb4ðtÞyþc4ðtÞz
z0 ¼ dðtÞzþ E1ðtÞxz
a3ðtÞþb3ðtÞxþc3ðtÞzþ
E2ðtÞyz
a4ðtÞþb4ðtÞyþc4ðtÞz
9>>=>>; t – tk; k ¼ 1; 2   
MxðtkÞ ¼ x tþkð Þ  xðtkÞ ¼ AkxðtkÞ
MyðtkÞ ¼ y tþkð Þ  yðtkÞ ¼ BkyðtkÞ
MzðtkÞ ¼ z tþkð Þ  zðtkÞ ¼ IkzðtkÞ
9>=>; t ¼ tk; k ¼ 1; 2   
8>>>>>><>>>>>>:
ð5:1Þ
We can get the following Theorems 5–8.
Theorem 5. Assume that the conditions (S1), (S2) and (S3) of
Theorem 1 hold, then for system (5.1), we have x(t)ﬁ 0,
z(t)ﬁ 0, y keeps permanent.
Theorem 6. Assume that the conditions (S1), (S2) and (S4) of
Theorem 2 hold, then for system (5.1), we have x(t)ﬁ 0,
y(t)ﬁ 0, z(t)ﬁ 0.
Theorem 7. Assume that the conditions (S1), (S3) and (S5) of
Theorem 3 hold, then for system (5.1), we have z(t)ﬁ 0, x and
y keep permanent.
Theorem 8. Assume that the conditions (S6) and (S7) hold,
then system (5.1) has at least one positive T-periodic solution.
Here
M4 ¼ ln
T½r1ðtÞ þ
Pq
k¼1 lnð1þ AkÞ  T b1ðtÞc3ðtÞ
h i
T½r1ðtÞc1ðtÞ
8<:
9=; 2T½r1ðtÞ

Xq
k¼1
lnð1þ AkÞ 
Xq
k¼1
j lnð1þ AkÞj;
M5 ¼ ln
T½r2ðtÞ þ
Pq
k¼1 lnð1þ BkÞ  T b2ðtÞc4ðtÞ
h i
T½r2ðtÞc2ðtÞ
8<:
9=; 2T½r2ðtÞ

Xq
k¼1
lnð1þ BkÞ 
Xq
k¼1
j lnð1þ BkÞj;
M4, M5 are different from that of Theorem 4, but a, b, M,
M1, M2 are the same as that of Theorem 4.
The proofs of Theorems 5–8 are similar to that of
Theorem 1, 2, 3, 4 in Sections 3 and 4. The details of the
proofs are omitted here.
From the above discussion, we have some conclusions:
(1) We notice that Theorem 1 and Theorem 5 have the same
assumptions, Theorem 2 and Theorem 6 have the same
assumptions, Theorem 3 and Theorem 7 also have the
same assumptions, this shows that for system (5.1),
introducing cooperative terms is harmless for the perma-
nence and extinction of species x and y, and is also
harmless for the extinction of species z. Introducing
cooperative terms has no effect on the permanence and
extinction of species x and y, and also has no effect onthe extinction of species z. If cooperative terms are intro-
duced to system (5.1), and the other conditions and
parameters are unchanged, then species x and y still
keep permanence or extinction, species z still keeps
extinction.
(2) For system (1.4) and (5.1), impulsive perturbations play
an important role in the permanence and extinction.
Theorem 1, Theorem 2, Theorem 3, Theorem 5, Theo-
rem 6 and Theorem 7 show that if the impulsive pertur-
bations Ak and the intrinsic growth rate r1(t) are
relatively large, then the species x can keep permanence;
if the impulsive perturbations Bk and the intrinsic
growth rate r2(t) are relatively large, then the species y
can keep permanence; if the impulsive perturbations
Ak and the intrinsic growth rate r1(t) are relatively small,
then the species x tends to extinction; if the impulsive
perturbations Bk and the intrinsic growth rate r2(t) are
relatively small, then the species y tends to extinction;
if the impulsive perturbations Ik are relatively small
while the intrinsic growth rate d(t) is relatively large,
then the species z tends to extinction. In addition, the
permanence of species x, y and the extinction of species
z also have close connects with E1(t), E2(t), b1(t), b2(t),
b3(t), b4(t), c3(t), c4(t) of Beddington–DeAngelis func-
tional response.
(3) Theorem 4 and Theorem 8 indicate that the existence of
positive periodic solution of system (1.4) has close con-
nects with the cooperative terms.Acknowledgment
The authors thank referees for their valuable comments and
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