We present and compare three new compact linearizations for the quadratic 0-1 minimization problem, two of which achieve the same lower bound as does the "standard linearization". Two of the linearizations require the same number of constraints with respect to Glover's one, while the last one requires n additional constraints where n is the number of variables in the quadratic 0-1 problem. All three linearizations require the same number of additional variables as does Glover's linearization. This is an improvement on the linearization of Adams, Forrester and Glover (2004) which requires n additional variables and 2n additional constraints to reach the same lower bound as does the standard linearization. Computational results show however that linearizations achieving a weaker lower bound at the root node have better global performances than stronger linearizations when solved by Cplex.
Introduction
The unconstrained quadratic 0-1 problem consists in minimizing a quadratic function in 0-1 variables, see [12, 29] for surveys on this problem. This problem can either be handled as a nonlinear one, for example by a branch-and-bound method [11, 30, 33, 37] , or be linearized [4, 16, 27, 34, 36] , to obtain a Mixed Integer Linear Problem (MILP) with the hope of benefiting from the large amount of work that has been done on this class of problems, see e.g., Cplex [1] . We focus on this second class of approaches. The first linearization, proposed independently by several authors (Fortet [20, 21] , Balas [5] , Zangwill [43] , Watters [42] ), involved the addition of one binary variable and two linear constraints for each product of two variables. In 1974, Glover and Woolsey [24] made a major breakthrough by proposing a linearization where the additional variable was not required to be explicitly defined as an integer. This linearization will be referred to, in this paper, as the standard linearization. The lower bound resulting from the continuous relaxation (also called LP relaxation) of this linearization has been shown by Hammer, Hansen and Simeone [28] to be equal to several other lower bounds from the literature. The standard linearization requires O(n 2 ) linear constraints and O(n 2 ) additional continuous variables, where n is the number of variables in the quadratic 0-1 problem. A linearization requiring a linear number of additional constraints and variables was first proposed by Glover [22] with n additional continuous variables and 4n linear constraints needed. The number of constraints was reduced to 2n by Kettani and Oral [31] , and finally to n by Oral and Kettani [34, 35] where however the introduced variables are defined as nonnegative. As noted by Adams, Forrester and Glover [4] (see also Forrester [18] ), a drawback of these compact linearizations is that the resulting LP lower bound is generally weaker than the one of the standard linearization. These authors propose a new linearization with a linear number of additional constraints and variables that provides the same LP bound as does the standard linearization. The price to pay to achieve this result is twofold: a linear program has to be solved to determine the linearization, and both the number of additional constraints and the number of additional variables are doubled. In this paper, we show how the same result can be obtained without augmenting the number of additional variables and constraints. We actually propose three linearizations with various strengths of the relaxation. The most constrained linearization has the same number of variables as Glover's linearization and 3n constraints, which is still n constraints less than the linearization of Adams, Forrester and Glover. The two other linearizations have the same number of variables and constraints as Glover's linearization. We then compare these linearizations, as well as variants of them, through numerical experiments. The results let us conclude that the strength of the relaxation at the root node is not a good indicator of the overall performance, or in other words, that weaker linearizations perform better. We also compare these linearizations with the standard linearization and the branch-and-bound algorithm of Hansen et al. [30] .
Related works
For linearizations with no additional variable but with an exponential number of constraints see Balas and Mazzola [6, 7] . Gueye and Michelon [27] introduce the concept of "Miniaturized" linearization. Starting from any linearization (standard, Glover, . . . ), a new linearization involving less additional variables and yielding the same continuous lower bound is constructed. The number of additional variables can be as small as 1. A separation problem has to be solved to generate violated inequalities. This separation problem, which is linear, has m (continuous) variables and r constraints, where r is the number of additional variables in the initial linearization and m is the number of constraints.
Linearizations of cubic and higher-degree functions are considered in [3, 14, 15, 31, 34] . Boros, Lari and Simeone [13] propose to compute an upper bound for the quadratic 0-1 maximization problem by writing the objective function as a combination of "small" quadratic functions whose maximum is computed exactly. The (nonnegative) weights of the combination are determined by solving a linear program.
Much work has also been done on the constrained quadratic 0-1 problem. The papers [3, 4] assume that the objective function is optimized over a feasible set defined by linear inequalities in discrete and/or continuous variables. Kettani and Oral [31] , Oral and Kettani [34] and Billionnet et al. [8] assume that the feasible set is defined by linear constraints in the binary variables only. In Chaovalitwongse, Pardalos and Prokopyev [16] (see also [36] ), the feasible set is defined by linear and quadratic constraints in the binary variables. For the special case where the constraints are assignment constraints, compact formulations are proposed in Liberti [32] (see also the references therein), while Billionnet and Soutif [9] considered the 0-1 quadratic knapsack problem.
Organization of the paper
The paper is organized as follows. In Section 2 we review more in detail some of the linearizations of the literature, including the standard linearization, Glover's compact linearization and the modification proposed by Adams, Forrester and Glover to get a compact linearization yielding the same lower bound as does the standard linearization. In Section 3, we present three new linearizations, that differ from each other by the inclusion of additional constraints. We show that the two most constrained linearizations achieve the same lower bound as does the standard linearization. Comparisons with the method of Adams, Forrester and Glover are done. Section 4 is devoted to the solution of these linearizations by a branch-and-bound method. We present a preprocessing step consisting in renumbering the variables and discuss the branching strategies. Computational results are given in Section 5. We conclude in Section 6.
Previous works
The unconstrained quadratic 0-1 problem is formally stated as follows:
and q i , q i j ∈ R for all i and j. We review in this section the various linearizations that have been proposed for this problem. We start with the historically first linearizations (Section 2.1) that involve additional binary variables. We then go on with the standard linearization proposed by Glover and Woolsey, where the additional variables are not anymore required to be integer (Section 2.2). Glover's compact linearization, which motivates this work, is presented in Section 2.3. In Section 2.4, we present the method proposed by Adams, Forrester and Glover to obtain a compact linearization that achieves the same lower bound as does the standard linearization. Finally we conclude this section by a recent linearization proposed by Pardalos et al. which, as we show, can be viewed as a special case of Glover's linearization.
Linearizations involving additional binary variables
The first linearization, proposed independently by several authors (Fortet [20, 21] expanding on Dantzig [17] , Balas [5] , Zangwill [43] , Watters [42] ), involved the addition of one binary variable and two linear constraints for each quadratic term x i x j . More precisely, let x i , x j be two binary variables. Then the product y i j = x i x j is linearized as follows:
Standard linearization
In [24] , Glover and Woolsey propose to replace the constraint (2) by the two following inequalities:
The big advantage of this new linearization is that the variable y i j need not anymore be declared as binary, i.e., (3) can be replaced by y i j ≥ 0. In the following, the resulting linearization for the problem (Q01) will be referred to as the standard linearization. Denote by y i j the new variable associated to the product x i x j . Defining P = {(i, j) : 1 ≤ i < j ≤ n and q i j > 0} and N = {(i, j) : 1 ≤ i < j ≤ n and q i j < 0}, the standard linearization is as follows:
Actually, due to the structure of the objective function, constraints (6a) and (6b) can be removed for (i, j) ∈ P as well as constraints Eqs. (6c) and (6d) for (i, j) ∈ N , see, e.g. Adams and Dearing [2] . Let problem (CSL) denote the continuous relaxation of problem (SL), i.e., the formulation obtained by replacing the binary constraints Eq. (6e) by the constraints 0 ≤ x i ≤ 1 for i = 1, . . . , n. We denote by v(CSL) the optimal value of problem (CSL). Clearly v(CSL) defines a lower bound on the optimal value of problem (Q01). This lower bound has been shown to be equal to other lower bounds of the literature by Hammer, Hansen and Simeone [28] .
One of the alternate lower bounds that was shown to be equal to v(CSL) there is the best posiform lower bound, or height. Let x i = 1 − x i denote the complement of the variable x i for i = 1, . . . , n. Given a quadratic function f , it is possible to write it in many different ways in the form
where
The function ψ is called a posiform. Since ψ(x, x) ≥ 0 for all x ∈ {0, 1} n , the constant c in (7) defines a lower bound on f . The greatest constant c such that there exists a posiform ψ satisfying (7) is called the height of f and is noted H ( f ). So by the above mentioned result, v(CSL) = H ( f ). Also in [24] , Glover and Woolsey propose to aggregate the constraints (4) and (5) as follows: let S i denote the set of all j such that a variable y i j was introduced, and let n i = |S i |. Then inequalities (4) and (5) can be replaced by
The y i j still do not need to be defined as binary variables. However, as observed by Goldman [25] , one has to include the upper bound constraints y i j ≤ 1. As we will see in Section 5, this linearization yields very bad results in terms of computing times and of number of nodes, therefore we will not consider it further.
Glover's compact linearization
The standard linearization presented in Section 2.2 requires O(n 2 ) additional continuous variables and constraints. Since the computational time needed to solve a linear program, and even more a mixed integer linear program, usually increases with the number of constraints and variables, it is of interest to find alternative linearizations of (Q01) that require less variables and constraints. In this Section we present Glover [22] 's compact linearization that requires a linear number of additional variables and constraints.
Glover's linearization is based on the following observation, see [22] : if x is a binary variable and w a variable that takes the value 0 if x = 0 and the value w 1 if x = 1, with L ≤ w 1 ≤ U , this situation 1 can be modeled by the following linear inequalities:
Indeed if x = 0, (8) implies w = 0 while (9) becomes w 1 − U ≤ 0 ≤ w 1 − L which is verified by definition of L and U ; if x = 1, (9) implies w = w 1 and (8) is satisfied. The important point is that w 1 can itself be a variable or a function of variables. Now observe that the objective function f can be written under the form
where i , i = 0, 1, . . . , n are linear functions. Applying the above observation n times yields a compact linearization for problem (Q01) with 4n linear inequalities and n additional continuous variables:
with
(in practice we take L j = min x∈{0,1} n j (x) and U j = max x∈{0,1} n j (x) for all j = 1, . . . , n). Since the z j , j = 1, . . . , n appear with a positive coefficient in the objective function and we are minimizing, the right part of inequalities (10a) and (10b) can be omitted (see, e.g., [3] ). Hence we get
This linearization requires 2n linear inequalities and n additional unconstrained continuous variables. Motivated by the facts that the theory of linear programming has been developed with nonnegative variables and that most of the software for (integer) linear programming assume by default the variables to be nonnegative, several authors have considered transformations of Glover's linearizations that require n linear inequalities and n additional nonnegative continuous variables: see, e.g., [3, 23, 31, 34] . This can be done by either considering the change of variables z j ← z j − L j x j , j = 1, . . . , n or the change of variables z j ← z j − j (x) + U j (1 − x j ), j = 1, . . . , n.
Valid inequalities for Glover's linearization have been studied by Gueye [26] .
Adams, Forrester and Glover's compact linearization
In [4] , Adams, Forrester and Glover consider the mixed 0-1 quadratic program
where S denotes a polyhedral set in the n discrete variables x and m continuous variables y, and (x, y) and f j (x, y) for all j are linear functions in these variables. It is assumed that the set S implies 0 ≤ x j ≤ 1 for j = 1, . . . , n. The authors show how to construct a compact linearization of problem (ADFOGL) that achieves the same lower bound as does the level 1 − RLT method. RLT stands for Reformulation-Linearization Technique, see e.g. [40, 41] for an exposition of this theory. Briefly, it consists in multiplying each constraint successively by x i , i = 1, . . . , n and (1 − x i ), i = 1, . . . , n, yielding 2n new nonlinear constraints (reformulation part), and then substituting throughout x 2 i = x i for all j and replacing each product x i x j , i = j by a new continuous variable (linearization part). We now describe Adams, Forrester and Glover's compact linearization more in detail in the context of the unconstrained quadratic 0-1 problem. Assume that
Applying the level 1-RLT method yields the following problem:
Observe that after substitution of the variables w i j , i, j = 1, . . . , n, i = j and y ji , 1 ≤ i < j ≤ n using Eqs. (11a) and (11b), we obtain the standard linearization.
Let us now present Adams, Forrester and Glover's linearization. Recall that x j = 1 − x j for j = 1, . . . , n denote the complemented variables. Adding to f the following identities, with coefficients α (1) and α (2) :
i j x i j = 1, . . . , n. Applying Glover's linearization then gives:
Adams, Forrester and Glover [4] have shown the following result: Proposition 1. When (α (1) , α (2) ) are chosen as the dual values associated respectively to constraints Eqs. (11a) and (11b) in an optimal solution of the LP relaxation of problem (RLT-P), then the optimal values of the LP relaxations of (RLT-P) and (AFGCL α ) coincide.
Other linearizations
Another linearization was proposed by Pardalos et al. [36] (see also [16] ). Assume again that f is written under the following form:
where j , j = 0, 1, . . . , n are linear functions. Then this linearization is as follows:
Using the definition of M, it is not difficult to see that at optimality, x j = 0 ⇒ (s j = 0 and y j = j (x) + M) and x j = 1 ⇒ (s j = j (x) + M and y j = 0) for all j = 1, . . . , n. The objective value is then j:x j =1 j (x) as required. We now show how this linearization relates to Glover's one. Let z j = s j − M x j for j = 1, . . . , n. Eliminating first the variables s j , and in a second step the variables y j , we obtain
We recognize Eqs. (10a) and (10b) with L j = −M and U j = M for j = 1, . . . , n, except that the right part of (10a) is missing. Recall that the right parts of Eqs. (10a) and (10b) are not necessary because of the objective function.
After completing this paper, we learnt about a Ph.D. thesis [38] and a forthcoming paper [8] on the same topic. The compact linearization proposed in Plateau's Ph.D. thesis [38] (see also [39] for an English summary) and in Billionnet, Elloumi and Plateau [8] has several similarities with the one of Adams, Forrester and Glover [4] : it involves 2n additional variables and constraints, it is constructed from the optimal solution of an auxiliary linear program, and the optimal value of its LP relaxation is equal to the lower bound obtained by applying the level 1 RLT technique to the original problem. It differs from Adams, Forrester and Glover's linearization by the way the optimal solution of the auxiliary LP is used to construct the decomposition.
New linearizations
In this section we introduce three new related compact linearizations, two of which achieve the same lower bound as does the standard linearization. These compact linearizations are defined in Section 3.1. The results on their lower bounds are given in Section 3.2. These linearizations are constructed from a posiform, which must be a best possible posiform if we want to reach the lower bound of the standard linearization: in Section 3.3 we explain how to compute such posiforms. We also compare the linear program used to compute such a best posiform with the linear program used by Adams, Forrester and Glover.
Definitions
We rewrite f as follows:
where (0) and
i for i = 1, . . . , n are linear functions satisfying
i (x) ≥ 0 for i = 1, . . . , n and for all x ∈ {0, 1} n (there is no condition for (0) ). All the linear functions can include a constant term. Without loss of generality we assume that (1) i and (2) i do not contain the variable x i for i = 1, . . . , n, as x 2 i = x i . The function f can be decomposed in many different ways in the form (13) . We now explain how to derive such a decomposition from a posiform. Let ψ be a posiform for which there exists a constant c such that f (x) = c + ψ(x, x). By definition of a posiform, ψ can be written as
with all coefficients A i j , B i j , C i j , D i j , E i and F i nonnegative. Substituting x i by 1 − x i for i = 1, . . . , n, we obtain a decomposition of f of the form (13) with
where 0 ≤ E i ≤ E i and 0 ≤ F i ≤ F i for i = 1, . . . , n. Now given a decomposition of f of the form (13), we argue that the problem (Q01) can be linearized in the following way:
Proposition 2. Problems (Q01) and (CL1) are equivalent in the sense that they have the same set of optimal solutions, and that their optimal values coincide.
Proof. Consider an optimal solution (x * , z * ) of (CL1). Observe that each z i appears in exactly two inequalities. Hence, in view of the objective function, at optimality we have
We now distinguish two cases according to the value of x * i . If
Hence
i (x * ), i = 1, . . . , n which shows that x * is a feasible solution to (Q01) with value v(CL1), and therefore that v(Q01) ≤ v(CL1). Conversely, let x * be an optimal solution of problem (Q01).
i (x * ) for i = 1, . . . , n. Then (x * ,z) is a feasible solution to (CL1) with value v(Q01), and therefore v(CL1) ≤ v(Q01). We conclude that v(CL1) = v(Q01).
The following remarks offer two opposite points of view of the relationship between the new linearization and Glover's linearization. 
Applying Glover's linearization yields
Note that L j = L j and U j = U j for j = 1, . . . , n. To obtain the new linearization, it suffices now to perform the change of variables z j = z j +
j (x), j = 1, . . . , n.
From the above proof and the nonnegativity of the linear functions
i , any optimal solution (x * , z * ) of (CL1) satisfies the constraints z i ≥ 0 for i = 1, . . . , n. We define two other linearizations by adding to (CL1) one of the two sets of redundant inequalities
and
All three linearizations (CL1), (CL2) and (CL3) require n additional continuous variables like Glover's linearization.
Recall that Adams, Glover and Forrester's linearization requires 2n additional variables. The number of additional constraints varies among the three new linearizations: (CL1) requires the same number of additional constraints (2n) as Glover's linearization, (CL2) needs one more additional constraint and finally (CL3) is the most demanding with 3n additional constraints. But even this latter still compares favorably with the 4n constraints of Adams, Forrester and Glover's linearization. The number of additional variables can be decreased by 1 and the number of additional constraints by 2 thanks to the following result: Proposition 5. It is possible to choose the decomposition (13) so that the linear functions (1) i and (2) i depend only on the variables x j , j = i + 1, . . . , n for i = 1, . . . , n. In particular, (1) n and (2) n are constant functions. Proof. The decomposition (15)- (17) from a posiform satisfies this property.
Note that if (1) n and
n . Then Eqs. (18a) and (18b), Eqs. (21a) and (21b), Eqs. (22a) and (22b), for i = n are the same inequality:
At the optimum, this inequality is satisfied at equality. This allows the elimination of the variable z n and of the two corresponding constraints Eqs. (18a) and (18b) (respectively Eqs. (21a) and (21b), and Eqs. (22a) and (22b)). Note that this simplification is also possible in Glover's linearization, see Forrester [19] . The triangular structure of this decomposition may be exploited in the branching: see Section 4.2.
LP relaxation values
In this section, we show that the linearizations (CL2) and (CL3) have the same LP relaxation bound as the standard linearization.
For each newly introduced linearization (CL), we denote by (CCL) its continuous relaxation and by v(CCL) the optimal value of the continuous relaxation. The following inequalities are a direct consequence of the definition of the linearizations:
In this section, we show that v(CCL2) = v(CCL3) = v(CSL) and that v(CCL1) < v(CSL) for some instances. These results do not assume the decomposition to be triangular. We show furthermore at the end of this section that if the decomposition is triangular, then v(CCL1) does not depend upon the particular posiform used to derive the decomposition.
Proposition 6. If the compact linearization is constructed from an optimal posiform, then v(CCL2) ≥ v(CSL).
Proof. We already know from [28] that v(CSL) = H ( f ) (see Section 2.2). Let ψ be the optimal posiform used to define CCL2. By definition of the height
. . , n. Due to the constraint n i=1 z i ≥ 0, the optimal value must be greater than H ( f ), hence the inequality v(CCL2) ≥ v(CSL).
Proof. Assume that the decomposition of f is given by (13) with
(2)
Let C i j =
(1)
where for any real x, x + = max{x, 0} and x − = − min{x, 0}. We do not assume here the decomposition to be triangular. The objective function of the standard linearization is
Let (x * , y * ) be an optimal solution of the LP relaxation of the standard linearization (CSL). For simplicity, we set y * {i, j} = y * min{i, j},max{i, j} for i, j = 1, . . . , n, i = j. With this notation we definẽ
for each i = 1, . . . , n. We will show that (x * ,z) is a feasible solution to the continuous relaxation of (CL3). Let us consider first constraints Eqs. (22a) and (22b). On one hand, we have n j=1, j =i
where (27) was used for the last equality. We deducẽ
which shows that (x * ,z) satisfies Eqs. (22a). On the other hand n j=1, j =i
hence, using (26),
which shows that (x * ,z) satisfies Eqs. (22b). It remains to show that (x * ,z) satisfies the nonnegativity constraints Eqs. (22c) on the variables z i , i = 1, . . . , n.
Since
i0 ≥ 0. In particular this implies
We show in a similar way that
. . , n. We conclude that (x * ,z) is a feasible solution to the continuous relaxation of (CL3). Noting that (0) 
It follows from inequalities (23) and Propositions 6 and 7 that if the decomposition is constructed from an optimal posiform, v(CCL2) = v(CCL3) = v(CSL).
The following simple example shows that v(CCL1) = v(CSL).
Clearly the minimum of this function is 0, attained for example when x 2 = x 3 = 0. So f is already written as a decomposition corresponding to a best posiform. Hence v(CSL) = 0. Now the linear program (CCL1) is min z 1 s.t.
Its optimal value v(CCL1) is −0.5, obtained for
Finally we show that the value v(CCL1) is independent from the posiform used to construct the decomposition if the decomposition is triangular. Actually we prove a slightly more general result. Proof. We start from Remark 4. Identifying the quadratic coefficients and the linear coefficients in (19), we get
for some matrix C satisfying C i j + C ji = q i j for all 1 ≤ i < j ≤ n. v(CCL1) is the optimal value of the continuous relaxation of (20):
Applying the change of variable
Now observe that by (28) , the objective function is n j=1 q j x j + n i=1 z i . Moreover by the assumption on the decomposition, C i j C ji = 0 for all 1 ≤ i < j ≤ n, hence C i j , C ji are either 0 or q i j for 1 ≤ i < j ≤ n. Therefore the linear problem depends uniquely on the coefficients q i j and q i .
Note that a triangular decomposition satisfies the condition of Proposition 9.
Construction of the posiform
The three linearizations proposed in this paper are constructed from a posiform. Moreover for (CL2) and (CL3) to achieve the lower bound of the standard linearization, this posiform must be a best posiform. In this section we show how to construct these posiforms. We also compare the linear program that has to be solved to construct the best posiform with the linear program appearing in the method of Adams, Forrester and Glover.
A (nonoptimal) posiform can be obtained by the following simple procedure: replace each quadratic product x i x j associated with a negative coefficient by −x j + x i x j ; then in a second step replace each x i with a negative coefficient by x i − 1.
We now explain how to construct an optimal posiform. We start from the linear program corresponding to the standard linearization.
The change of variables y i j = x i − y i j for (i, j) ∈ N , y i j = y i j for (i, j) ∈ P yields the following equivalent formulation:
Taking the dual, we get
Now, for any feasible solution (η, ξ ) of (POS-D), we define:
Proposition 10. ψ is a posiform. Moreover if (η, ξ ) is an optimal solution of (POS-D), ψ is an optimal posiform.
Proof. Since η is a feasible solution of (POS-D), 0 ≤ η i j ≤ |q i j | for all (i, j) ∈ P ∪ N and ξ i + q i + j:(i, j)∈N q i j + j:(i, j)∈P∪N η i j + j:( j,i)∈P η ji − j:( j,i)∈N η ji ≥ 0 for all i = 1, . . . , n, hence ψ is a posiform. Eliminating the complemented variables using x i + x i = 1 for i = 1, . . . , n shows that
Let (η * , ξ * ) be an optimal solution of (POS-D). The value of the posiform lower bound associated to ψ η * ,ξ * is
, which is equal to the lower bound resulting from the standard linearization by duality and by the result from Hammer, Hansen and Simeone (see Section 2.2). Hence ψ η * ,ξ * is an optimal posiform. The linearization of Adams, Forrester and Glover also requires to solve first a linear program, namely the dual of the LP relaxation of (RLT-P) which was introduced in Section 2.4:
When we compare the linear programs (RLT-D) and (POS-D) that have to be solved in the two approaches, we observe that our proposal has less constraints and variables. Moreover it turns out that an optimal solution of (RLT-D) can be deduced from an optimal solution of (POS-D):
e., Z = {(i, j) : 1 ≤ i < j ≤ n and q i j = 0}. Let (η, ξ ) be an optimal solution of problem (POS-D). Then the solution defined by
is an optimal solution of (RLT-D).
Proof. It is not difficult to check that the solution (λ, µ, α (1) , α (2) , β) is feasible to (RLT-D). Since in addition the objective values are equal, the result follows.
With the solution of Proposition 11, in the linearization of Adams, Forrester and Glover f is decomposed into (12) with
By comparison, with our method the same solution (η, ξ ) results in the following (nontriangular) decomposition (13):
We observe that the differences lie in the constant terms of the linear functions
By removing the constant terms from the functions g α j and h α j , there is no guarantee that these functions are nonnegative, a property that played a key role in our linearizations to show that the LP relaxation achieves the same lower bound as does the standard linearization. Hence 2n additional variables might indeed be necessary to achieve this goal with the decomposition of Adams, Forrester and Glover resulting from the solution of Proposition 11.
Solving the new compact linearizations
We propose to solve the three newly introduced compact linearizations using Cplex [1] 's Mixed Integer Optimizer. The triangular decomposition of Proposition 5 is used. In this section, we discuss the impact of renumbering the variables (Section 4.1) and possible branching rules (Section 4.2).
Renumbering of the variables
A disadvantage of compact linearizations versus the standard linearization is the introduction of big-M like coefficients, which are the L i and U i , i = 1, . . . , n. Recall that
i (x) = U i for all x ∈ {0, 1} n . At optimum we have therefore
i (x) + x i U i i.e., the value of z i is uniquely determined. Hence the quantity U i − L i can be viewed as a measure of the indetermination of the variable z i for i = 1, . . . , n. Clearly the smaller the difference U i − L i is, the better the quality of the relaxation will be. The following result shows that unfortunately it is not possible to decrease arbitrarily the difference U i − L i .
Proposition 12.
When the triangular decomposition of Proposition 5 is used,
Proof. Let C i j be the coefficient of x i x j for i = j in the quadratic function f . We have C i j + C ji = q i j for all i < j. From the decomposition (13), we have i , see (24) and (25) . Hence
Now, for a triangular decomposition we have C i j C ji = 0 for all i < j. Since C i j + C ji = q i j for all i < j, the result follows.
According to Proposition 12, the only possible way to act on the differences U j − L j is to consider renumbering of the variables. Assuming that all the coefficients q i j have the same order of magnitude, the triangular decomposition tends to give a large value for U i − L i for small i. Therefore, intuitively, we would like to find a renumbering of the variables that minimizes U 1 − L 1 , then minimizes U 2 − L 2 , etc (see Forrester [19] ).
A renumbering of the variables is defined by a permutation π so that in the new order, the variables are ordered as follows: x π(1) , x π(2) , . . . , x π(n) . Given a posiform ψ defined by (14) , the linear functions (0) and (1) i , (2) i , i = 1, . . . , n are defined as follows:
(again the notation A {π(i),π( j)} stands for A min{π(i),π( j)},max{π(i),π( j)} ) and the linearization (CL1) is
Moreover,
A "good" renumbering is provided by the following simple greedy procedure proposed by Forrester [19, Section 2.1, p. 13].
(1) Create a symmetric Value Matrix V whose components v i j are defined as follows
Let V i denote the ith column of the matrix V . (2) Create a Guiding Column G equal to the sum of all the columns of the Value Matrix V . Set t = 1. (3) Select the smallest value g i in the Guiding Column G, and set π(1) = i. (4) Set t = t + 1. Subtract column V i of V from the Guiding Column, setting G = G − V i , and permanently cross out the ith entry of G (so this entry will be disregarded in all future operations).
(5) Select the smallest entry g i of the current G vector-values not yet crossed out and set π(t) = i. Then return to
Step 4, and iterate until t = n.
Branching
Assume that the decomposition of f is chosen according to Proposition 5. We consider a binary branching on the variables x j , j = 1, . . . , n, i.e., we select a variable x i with a fractional value in the solution of the continuous relaxation and create two branches: one in which we impose x i = 0 and the other in which we impose x i = 1. Let us show that each binary branching on a variable x j , j = 1, . . . , n − 1 results implicitly in the fixation of the variable z j and in the elimination of the linear inequalities relative to z j . Indeed, consider the branch where x j is fixed to 1. The constraints on z j are then:
Since
j are linear,
Since z j appears in the objective function with a coefficient 1 and since we are minimizing, it follows that (29) is satisfied at equality at every optimum of the continuous relaxation. A similar reasoning shows that z j = (2) j (x) at every optimum of the continuous relaxation in the branch where x j is fixed to 0. Note that in both cases, we have z j =x j (1)
j (x) wherex j is 0 or 1 depending on the branch considered. There are a lot of possible strategies to select the fractional variable on which to branch. For example, Cplex [1] propose 5 strategies: select a fractional variable a) with minimum infeasibility (i.e., a variable whose value is close to 0 or to 1), b) with maximum infeasibility (i.e., variable whose value is the closest to 0.5), c) with smallest pseudocost, d) with smallest pseudo-reduced cost. The fifth strategy is called strong branching and consists in trying several variables, partially solving the corresponding branches and finally selecting the most promising candidate. Given the triangular structure of our problem, another strategy that comes in mind is to select the fractional variable with smallest index. This can be implemented in Cplex using so-called priority orders. The motivation behind that strategy is that the functions (2) i (x) being "moved" in the objective function.
The opposite strategy consists in selecting the fractional variable with greatest index. This branching results in very little information being moved to the objective function. However since the variable x i appears in all
j with j < i, a large number of constraints are modified.
Computational results
In this paper, we have presented three new compact linearizations for the quadratic 0-1 problem. But actually we have much more variants, that differ, e.g., by how the posiform is chosen or how the linear function (0) is constructed. In these computational experiments, we tried to evaluate the impact of the variable ordering, the choice of the posiform used to construct the linearization and the form of the linear function 0 . The linearizations are solved with the function CPXmipopt of Cplex [1] , with a binary branching. We compare several strategies for selecting the branching variable. We also evaluate the impact of allowing or not the generation of cuts by Cplex. Finally we compare the best compact formulation with the standard linearization (also solved with Cplex) and with the algorithm q01plb from Hansen, Jaumard and Meyer [30] .
For n in {30, 40, 50, 60, 70, 80, 90, 100} and d in {20, 30, 40, 50, 60, 70, 80, 90, 100}, we generated 10 instances of the unconstrained quadratic 0-1 problem with n variables and density d (in %), using the test generator of Pardalos and Rodgers [37] with seeds 1, 2, . . . , 10. All instances have exactly the indicated number of variables, i.e., it is not possible to fix any variable using the so-called persistency result (see [28, 10] ) after the computation of an optimal posiform, except for the 10 instances of (n = 50, d = 20) and one instance of (n = 70, d = 30), (n = 90, d = 20) and (n = 100, d = 20). No reduction was however made in those cases. Four variable orderings were investigated: increasing is the ordering obtained by applying the Forrester procedure as described in Section 4.1; decreasing is the ordering obtained by selecting the largest value at Step 3 instead the smallest one; and Rincreasing and Rdecreasing are obtained by respectively reverting the two former orders. We considered two choices for (0) , corresponding to E i = F i = 0 for i = 1, . . . , n in (15) (i.e., (0) is reduced to a constant) and to
Note that the second choice results in tighter constraints for (CL2) and (CL3). Finally we considered three strategies for the selection of the branching variable: with Free, the choice of the branching variable is left to Cplex (it is an unspecified mixture of the five criteria listed in Section 4.2); with GreatestIndex, the fractional variable with the greatest index is selected while with SmallestIndex it is the fractional variable with smallest index (by greatest and smallest index, we mean after taking into account the reordering of the variables).
The tests were done on a Sun's Ultra-Enterprise-10000 computer, using only 1 processor. The aim of the first series of runs was to eliminate some of the less efficient combinations of strategies. We considered the instances with n = 30 variables and density d = 100%. The linearizations were constructed using an optimal posiform and with (0) equal to a constant. The generation of cuts was disabled in Cplex. For all other Cplex parameters we used the default value, in particular the node selection strategy is Best-First. The results (average over the 10 instances) for the number of nodes (#nodes) and the computational time (CPU, in seconds) are given in Table 1 for all possible combinations of the branching variable selection strategies and of the variable ordering strategies, and for all three compact linearization formulations.
We immediately observe that the branching strategy consisting in selecting the fractional variable with the greatest index is outperformed by the two other strategies (for (CL3), one of the instances could even not be solved within the time limit of 3 hours). This may be explained by the fact that the potential strength of this branching strategy, i.e., that a large number of constraints are affected in each branching, is greatly weakened by the fact that the coefficients L i and U i are not updated accordingly. If we look at the number of nodes, it may seem strange that despite the fact that the branching variable selection strategy only depends on the index of the variables, the ordering of the three linearizations with respect to the number of nodes does not match the ordering with respect to the strength of their continuous relaxation. The explanation for this may lie in the variables that have a value of 0 or 1 in the optimal solution of the LP relaxation. These variables are skipped when it comes to branching. This suggests that for the GreatestIndex strategy, the objective is not a good guide for fixing variables to 0 or 1, probably due to the fact that very little information is transferred to the objective at each branching with this strategy.
We also observe that the Free branching strategy is dominated by the SmallestIndex strategy, both in terms of the CPU and in terms of the number of nodes, particularly for the (CL2) compact linearization, where the number of nodes and the CPU is divided by two. If we now compare the variable ordering strategies, we get a surprise: the increasing strategy, which we thought would be beneficial by equilibrating the indetermination on the variables z i (the quantity U i − L i ) over all i actually finishes last! Even more, the two strategies that arrive first consist in doing the opposite, either by sorting the variables using the opposite criteria (decreasing instead of increasing) or by inverting the ordering obtained with increasing (Rincreasing). Some indications that the increasing strategy is not very good could actually be already observed in the computational results of Forrester [19] , where this ordering was compared with the natural ordering (i.e., the ordering induced by the instance) on a family of constrained quadratic 0-1 problems. We do not have any good explanation for this behavior. Perhaps the indetermination should, at the opposite, be concentrated on the z i variables with smallest index, as we branch in priority on these variables, particularly if the SmallestIndex branching strategy is used.
Based on these results, we eliminated the GreatestIndex branching strategy and the Rdecreasing and increasing variable ordering strategies from the subsequent computational experiments.
In our next experiments, we study the impacts a) of the form of (0) , b) of taking an optimal posiform versus taking a posiform constructed by the simple procedure described in Section 3.3 and c) of allowing or not the generation of cuts by Cplex. The experiments were done on the instances with 40 variables and density 100%. In addition to measure the number of nodes (#nodes) and the computational time (CPU), we also measure the gap at the root node (%gap root ), which is defined as
where v ROOT is the lower bound at the root node and v * is the optimal value. The results are reported in Table 2 for the decreasing variable ordering strategy, and in Table 3 for the Rincreasing variable ordering strategy. When the optimal posiform is used, we do not report the results for the case (0) linear as the optimal posiforms have no linear terms in these instances, hence (0) is always a constant.
If we compare the SmallestIndex branching strategy with the Free strategy, all other things being equal, we observe that the SmallestIndex strategy yields systematically the best results, both for the number of nodes and for the computational times. Similarly, all other things being equal, the decreasing variable ordering strategy is systematically better than the Rincreasing strategy, except for one case. But the probably most important observation, which was already noted by Forrester [19] , is the following: working on improving the lower bound at the root node does not necessarily help to obtain better overall results. In our case, this is illustrated by at least three facts: first, the best results in terms of the computational time are obtained for the (CL1) linearization, which contrarily to the two other proposed linearizations, has a lower bound that is weaker than that one of the standard linearization even if the linearization is built from an optimal posiform. Secondly, for the two other linearizations (CL2) and (CL3), the best results are often obtained when the linearization is built from an nonoptimal posiform. Again, by doing so, we lose the guarantee that the lower bound achieves the best possible value (and indeed the lower bound is weaker as it can be seen by looking at the gap). Finally, the Rincreasing variable ordering strategy yields almost always a better gap at the root node; despite this, it is dominated by the decreasing strategy as already noted. The performances of the linearizations built with the initial posiform are particularly good when cuts can be generated, especially for (CL2) and (CL3): possibly using a nonoptimal posiform leaves more freedom to generate good cuts. In the same vein, we observe that strengthening the formulations by taking (0) as linear rather than constant generally results in better performance in the absence of cuts, but that the performances deteriorates when cuts are allowed. For (CL1), using or not the optimal posiform is not a factor. This is due to Proposition 9 which states that the lower bound is the same in both cases at the root node. However note that allowing cuts results in a significant improvement. From the previous experiments, it follows that the best results are obtained for the compact linearization (CL1), with the decreasing variable ordering strategy, and with cuts generation allowed in Cplex. The SmallestIndex branching variable selection strategy yields slightly better results than the Free strategy. We now compare this compact linearization with the standard linearization and with the algorithm q01plb. Preliminary experiments have shown that in the absence of cuts, the aggregated standard linearization presented at the end of Section 2.2 requires a CPU time and a number of nodes more than 100 times larger than the standard linearization, for n = 30. The addition of cuts improves greatly the performance of the aggregated-standard linearization but the results are still inferior to those of the standard linearization: for this reason, we did not consider further the aggregated-standard linearization. The results for n = 40 with the standard linearization and with q01plb are given in Table 4 , together with a recall of the best results of the compact linearizations. 10 We observe that, as expected, the compact linearization outperforms the standard linearization. However the algorithm q01plb is faster, despite a much larger number of nodes. The algorithm q01plb is a branch-and-bound algorithm, whose lower bounds are given by a posiform and where the variable selected for branching is one that is the farthest from being fixed to 0 or 1 by the partial derivative fixation rule, see [30] for details. Typically a very limited amount of work is done at each node to update the lower bound. In contrast, with the algorithms based on Mixed Integer Linear Programming formulations, we have to solve completely the LP relaxation at each node. In Table 5 , we compare the 3 algorithms for n varying between 50 and 100, and density d varying between 20% and 100%. Since not all 10 instances can generally be solved within the time limit of 3 hours, we measure the gap v−v |v| where v is the lower bound when the algorithm finishes and v is the value of the best known solution. When the gap is not 0, the number of instances not solved within the 3 hours is indicated in superscript. For the compact linearization (CL1), the decreasing variable ordering strategy and the SmallestIndex branching variable selection strategy are used, and cuts generation is allowed in Cplex. We run the algorithm twice, first using the best posiform and then using the initial posiform, and give the best result. For the standard linearization, we run the algorithm with and without cut generation enabled, and indicate the best result.
We observe that for larger values of n, q01plb becomes outperformed by the 2 other algorithms (not that since q01plb uses a depth-first strategy, the gap can be quite large when it does not finish; the number of instances not solved within the time limit is therefore a more reliable indicator of its difficulties). The compact formulation (CL1) takes the lead, except for instances with density less than 30%, where the standard linearization becomes attractive. The use of the initial posiform gave the best result, except for (n = 60, d = 60), (n = 70, d = 30) and 
Conclusion
We have introduced two compact linearizations for the quadratic 0-1 problem that achieve the same lower bound as does the standard linearization while requiring a smaller number of additional variables and constraints than the specialization of the linearization proposed by Adams, Forrester and Glover [4] (and by Billionnet, Elloumi and Plateau [8] ).
When constructed from a nonoptimal posiform, these two linearizations yield a weaker lower bound. A third linearization, also introduced in this paper, yields an even weaker lower bound. The computational results show, somewhat unexpectedly, that this third linearization performs the best in terms of computational time. A possible explanation is that it is also the linearization with the smallest number of constraints (all proposed linearizations have the same number of variables), hence the linear programs at the nodes of the branching tree may be solved faster. If we extrapolate a little bit, perhaps it is also not interesting to put too much effort on computing the lower bounds at the other nodes of the branching tree. Currently we (that is, Cplex) solve exactly the LP at each node while a feasible lower bound would be obtained as well by performing a limited number of iterations on the dual. The results of the algorithm q01plb, which outperforms the best compact linearization in terms of the computational time for n ≤ 50, despite having a much larger number of nodes, go in this direction. Another point illustrated by our computational results is the remarkable efficiency of Cplex cuts generation procedure with the weakest linearization.
Finally we note that although we considered here the unconstrained quadratic 0-1 problem, our technique to derive compact linearizations that achieve the same lower bound as do standard methods, like e.g. the reformulation-linearization method, can be easily extended to the constrained quadratic 0-1 problem with linear constraints.
