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Abstract
In this paper we give a criterion that characterizes equivalent weak crossed products. By duality, we obtain
a similar result for weak crossed coproducts and, as a consequence, we find the conditions that assures the
equivalence between two weak crossed biproducts. As an application, we show that the main results proved by
Panaite in [12] (see also [11]), for Brzeziński’s crossed products, admits a substantial reduction in the imposed
conditions.
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Introduction
In the developement and further generalizations of the theory of Hopf algebras, crossed products play
an important role. In [5] the so-called weak crossed product is defined, and it happen to contain as
examples several types of crossed product constructions. For example, unified crossed products studied
by Agore and Militaru in [1], partial crossed products studied by Muniz et. al. in [10] or Brzeziński
crossed products [4] are particular instances of weak crossed products. Moreover, weak crossed products
provide also a general setting for studying crossed products in weak contexts as weak wreath products [14]
or weak crossed products for weak bialgebras [13]. When we dualize the notion of weak crossed product
we obtain a weak crossed coproduct, that, under certain conditions, can be glued to a weak crossed
product so a weak crossed biproduct is obtained [6]. Weak crossed biproducts are a generalization of
cross products given by Bespalov and Drabant [3].
Equivalences of Brzeziński crossed products and cross products were characterized by Panaite in [11,
12]. In these papers, Panaite gives a definition for the equivalence of two crossed products A ⊗R,σ V
and A ⊗R′,σ′ V , where R, σ,R′ and σ′ are morphisms used to define the multiplications on A ⊗ V .
The equivalence between these products can be given in terms of two morphisms θ : V → A ⊗ V and
γ : V → A ⊗ V such that an explicit relation between R, σ and R′, σ′ is obtained. This idea was used
by Brzeziński in [4] to characterize equivalences of crossed products by a coalgebra, and was also used
in [13] to obtain equivalences between two weak crossed products of weak bialgebras. However, this last
case is not included in Panaite’s theory for being a crossed product in a weak context. By a dualization
of his results, Panaite obtains a characterization of the equivalence of crossed coproducts, and thus, he
obtains results related to equivalences of cross product bialgebras.
Let AV = (A, V, ψAV , σ
A
V ) and AW = (A, V, ψ
A
W , σ
A
W ) be two four-tuples where A is a monoid, and
ψAV , σ
A
V and ψ
A
W , σ
A
W are the morphisms we use to define associative multiplications on A⊗V and A⊗W
respectively, so we have two weak crossed products. In the present paper we give some necessary and
sufficient conditions for these products to be equivalent. We find that the two weak crossed products are
equivalent if, and only if, morphisms ψAW and σ
A
W can be obtained from ψ
A
V and σ
A
V using two suitable
morphisms γ : V → A⊗W and θ :W → A⊗ V . This result can be extended to the case of weak crossed
products with preunit. When we particularize to the non-weak case and take V = W , we recover the
1
2results of equivalence studied by Panaite in [11, 12]. Moreover, our result supposes a substantial reduction
in the imposed conditions in [11, 12]. Also, the theory we present here can be used to improve results on
equivalences of crossed products of weak bialgebras studied in [13] and [2]. When we dualize our result,
we find a characterization for equivalences between two weak crossed coproducts and, if we glue together
both cases, we obtain a characterization of the equivalence between two weak crossed biproducts. This
characterization also extends the one by Panaite in [12].
Throughout this paper C denotes a strict monoidal category with tensor product ⊗, unit object K.
There is no loss of generality in assuming that C is strict because by Theorem XI.5.3 of [8] (this result
implies the Mac Lane’s coherence theorem) we know that every monoidal category is monoidally equiva-
lent to a strict one. Then, we may work as if the constrains were all identities. We also assume that in
C every idempotent morphism splits, i.e., for any morphism q : M → M such that q ◦ q = q there exists
an object N , called the image of q, and morphisms i : N → M , p : M → N such that q = i ◦ p and
p ◦ i = idN . The morphisms p and i will be called a factorization of q. Note that N , p and i are unique
up to isomorphism. The categories satisfying this property constitute a broad class that includes, among
others, the categories with epi-monic decomposition for morphisms and categories with (co)equalizers.
Finally, given objects A, B, D and a morphism f : B → D, we write A ⊗ f for idA ⊗ f and f ⊗ A for
f ⊗ idA.
An monoid in C is a triple A = (A, ηA, µA) where A is an object in C and ηA : K → A (unit),
µA : A ⊗ A → A (product) are morphisms in C such that µA ◦ (A ⊗ ηA) = idA = µA ◦ (ηA ⊗ A),
µA ◦ (A⊗ µA) = µA ◦ (µA ⊗A). Given two monoids A = (A, ηA, µA) and B = (B, ηB, µB), f : A→ B is
a monoid morphism if µB ◦ (f ⊗ f) = f ◦ µA, f ◦ ηA = ηB.
A comonoid in C is a triple D = (D, εD, δD) where D is an object in C and εD : D → K (counit),
δD : D → D ⊗ D (coproduct) are morphisms in C such that (εD ⊗ D) ◦ δD = idD = (D ⊗ εD) ◦ δD,
(δD ⊗D) ◦ δD = (D ⊗ δD) ◦ δD. If D = (D, εD, δD) and E = (E, εE , δE) are comonoids, f : D → E is a
comonoid morphism if (f ⊗ f) ◦ δD = δE ◦ f , εE ◦ f = εD.
Let A be a monoid. The pair (M,ϕM ) is a left A-module if M is an object in C and ϕM : A⊗M →M
is a morphism in C satisfying ϕM ◦ (ηA ⊗M) = idM , ϕM ◦ (A⊗ ϕM ) = ϕM ◦ (µA ⊗M). Given two left
A-modules (M,ϕM ) and (N,ϕN ), f :M → N is a morphism of left A-modules if ϕN ◦ (A⊗ f) = f ◦ϕM .
In a similar way we can define the notions of right A-module and morphism of right A-modules. In this
case we denote the left action by φM .
1. Equivalent weak crossed products
In the first paragraphs of this section we resume some basic facts about the general theory of weak
crossed products. The complete details can be found in [5].
Let A be a monoid and V be an object in C. Suppose that there exists a morphism
ψAV : V ⊗A→ A⊗ V
such that the following equality holds
(µA ⊗ V ) ◦ (A⊗ ψ
A
V ) ◦ (ψ
A
V ⊗A) = ψ
A
V ◦ (V ⊗ µA). (1)
As a consequence of (1), the morphism ∇A⊗V : A⊗ V → A⊗ V defined by
∇A⊗V = (µA ⊗ V ) ◦ (A⊗ ψ
A
V ) ◦ (A⊗ V ⊗ ηA) (2)
is idempotent. Moreover, ∇A⊗V satisfies that
∇A⊗V ◦ (µA ⊗ V ) = (µA ⊗ V ) ◦ (A⊗∇A⊗V ),
that is, ∇A⊗V is a left A-module morphism (see Lemma 3.1 of [5]) for the left action ϕA⊗V = µA ⊗ V .
With A×V , iA⊗V : A×V → A⊗V and pA⊗V : A⊗V → A×V we denote the object, the injection and
the projection associated to the factorization of ∇A⊗V . Finally, if ψAV satisfies (1), the following identities
hold
(µA ⊗ V ) ◦ (A⊗ ψ
A
V ) ◦ (∇A⊗V ⊗A) = (µA ⊗ V ) ◦ (A⊗ ψ
A
V ) = ∇A⊗V ◦ (µA ⊗ V ) ◦ (A⊗ ψ
A
V ). (3)
3From now on we consider quadruples AV = (A, V, ψAV , σ
A
V ) where A is a monoid, V an object, ψ
A
V :
V ⊗A→ A⊗ V a morphism satisfiying (1) and σAV : V ⊗ V → A⊗ V a morphism in C.
We say that AV = (A, V, ψAV , σ
A
V ) satisfies the twisted condition if
(µA ⊗ V ) ◦ (A⊗ ψ
A
V ) ◦ (σ
A
V ⊗A) = (µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (ψ
A
V ⊗ V ) ◦ (V ⊗ ψ
A
V ) (4)
and the cocycle condition holds if
(µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (σ
A
V ⊗ V ) = (µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (ψ
A
V ⊗ V ) ◦ (V ⊗ σ
A
V ). (5)
Note that, if AV = (A, V, ψAV , σ
A
V ) satisfies the twisted condition in Proposition 3.4 of [5] we prove that
the following equalities hold:
(µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (ψ
A
V ⊗ V ) ◦ (V ⊗∇A⊗V ) = ∇A⊗V ◦ (µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (ψ
A
V ⊗ V ), (6)
∇A⊗V ◦ (µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (∇A⊗V ⊗ V ) = ∇A⊗V ◦ (µA ⊗ V ) ◦ (A⊗ σ
A
V ). (7)
Then, if ∇A⊗V ◦ σAV = σ
A
V we obtain
(µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (ψ
A
V ⊗ V ) ◦ (V ⊗∇A⊗V ) = (µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (ψ
A
V ⊗ V ), (8)
(µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (∇A⊗V ⊗ V ) = (µA ⊗ V ) ◦ (A⊗ σ
A
V ). (9)
By virtue of (4) and (5) we will consider from now on, and without loss of generality, that
∇A⊗V ◦ σ
A
V = σ
A
V (10)
holds for all quadruples AV = (A, V, ψAV , σ
A
V ) (see Proposition 3.7 of [5]).
For AV = (A, V, ψAV , σ
A
V ) define the product
µA⊗V = (µA ⊗ V ) ◦ (µA ⊗ σ
A
V ) ◦ (A⊗ ψ
A
V ⊗ V ) (11)
and let µA×V be the product
µA×V = pA⊗V ◦ µA⊗V ◦ (iA⊗V ⊗ iA⊗V ). (12)
If the twisted and the cocycle conditions hold, the product µA⊗V is associative and normalized with
respect to ∇A⊗V , i.e.,
∇A⊗V ◦ µA⊗V = µA⊗V = µA⊗V ◦ (∇A⊗V ⊗∇A⊗V ), (13)
and by the definition of µA⊗V we have
µA⊗V ◦ (∇A⊗V ⊗A⊗ V ) = µA⊗V (14)
and therefore
µA⊗V ◦ (A⊗ V ⊗∇A⊗V ) = µA⊗V . (15)
Due to the normality condition, µA×V is associative as well (Propostion 3.8 of [5]). Hence we define:
Definition 1.1. If AV = (A, V, ψAV , σ
A
V ) satisfies (4) and (5) we say that (A⊗V, µA⊗V ) is a weak crossed
product.
Trivially, µA⊗V is left A-linear for the left actions ϕA⊗V , and ϕA⊗V⊗A⊗V = ϕA⊗V ⊗A⊗V . Moreover,
the restricted product µA×V is left A-linear for ϕA×V = pA⊗V ◦ ϕA⊗V ◦ (A ⊗ iA⊗V ) and ϕA×V⊗A×V =
ϕA×V ⊗A× V .
The next natural question that arises is if it is possible to endow A × V with a unit, and hence with
a monoid structure. As A × V is given as an image of an idempotent, it seems reasonable to use the
notion of preunit to obtain an unit. In our setting, if A is a monoid, V an object in C and mA⊗V is an
associative product defined in A⊗ V a preunit νV : K → A⊗ V is a morphism satisfying
mA⊗V ◦ (A⊗ V ⊗ νV ) = mA⊗V ◦ (νV ⊗A⊗ V ) = mA⊗V ◦ (A⊗ V ⊗ (mA⊗V ◦ (νV ⊗ νV ))). (16)
Associated to a preunit we obtain an idempotent morphism
∇νVA⊗V = mA⊗V ◦ (A⊗ V ⊗ νV ) : A⊗ V → A⊗ V.
4Take A× V the image of this idempotent, pνVA⊗V the projection and i
νV
A⊗V the injection. It is possible to
endow A× V with a monoid structure whose product is
mA×V = p
νV
A⊗V ◦mA⊗V ◦ (i
νV
A⊗V ⊗ i
νV
A⊗V )
and whose unit is ηA×V = p
νV
A⊗V ◦ νV (see Proposition 2.5 of [5]). If moreover, mA⊗V is left A-linear for
the actions ϕA⊗V , ϕA⊗V⊗A⊗V and normalized with respect to ∇
νV
A⊗V , the morphism
βνV : A→ A⊗ V, βνV = (µA ⊗ V ) ◦ (A⊗ νV ) (17)
is multiplicative and left A-linear for ϕA = µA.
Although βνV is not a monoid morphism, because A⊗V is not a monoid, we have that βνV ◦ ηA = νV ,
and thus the morphism ¯βνV = p
νV
A⊗V ◦ βνV : A→ A× V is a monoid morphism.
In light of the considerations made in the last paragraphs, and using the twisted and the cocycle
conditions, in [5] we characterize weak crossed products with a preunit, and moreover we obtain a monoid
structure on A× V . These assertions are a consequence of the following results proved in [5].
Theorem 1.2. Let A be a monoid, V an object and mA⊗V : A ⊗ V ⊗ A ⊗ V → A ⊗ V a morphism of
left A-modules for the left action ϕA⊗V and ϕA⊗V⊗A⊗V .
Then the following statements are equivalent:
(i) The product mA⊗V is associative with preunit νV and normalized with respect to ∇
νV
A⊗V .
(ii) There exist morphisms ψAV : V ⊗ A → A ⊗ V , σ
A
V : V ⊗ V → A ⊗ V and νV : k → A ⊗ V such
that if µA⊗V is the product defined in (11), the pair (A⊗V, µA⊗V ) is a weak crossed product with
mA⊗V = µA⊗V satisfying:
(µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (ψ
A
V ⊗ V ) ◦ (V ⊗ νV ) = ∇A⊗V ◦ (ηA ⊗ V ), (18)
(µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (νV ⊗ V ) = ∇A⊗V ◦ (ηA ⊗ V ), (19)
(µA ⊗ V ) ◦ (A⊗ ψ
A
V ) ◦ (νV ⊗A) = βνV , (20)
where βνV is the morphism defined in (17). In this case νV is a preunit for µA⊗V , the idempotent
morphism of the weak crossed product ∇A⊗V is the idempotent ∇
νV
A⊗V .
Remark 1.3. Note that in the proof of the previous theorem, we obtain that
ψAV = µA⊗V ◦ (ηA ⊗ V ⊗ βνV ), (21)
σAV = µA⊗V ◦ (ηA ⊗ V ⊗ ηA ⊗ V ), (22)
hold. Also, by (20), we have
∇A⊗V ◦ νV = νV . (23)
Definition 1.4. We will say that a weak crossed product (A⊗ V, µA⊗V ) is a weak crossed product with
preunit νV : k → A⊗ V , if (18), (19) and (20) hold.
Then, as a corollary of Proposition 2.5 of [5] and Theorem 1.2, we have the following corollary.
Corollary 1.5. If (A ⊗ V, µA⊗V ) is a weak crossed product with preunit νV , then A × V is a monoid
with the product defined in (12) and unit ηA×V = pA⊗V ◦ νV .
In the following definition we introduce the notion of equivalent weak crossed products.
Definition 1.6. Let (A⊗V, µA⊗V ) and (A⊗W,µA⊗W ) be weak crossed products with preunits νV and
νW respectively. We will say that (A ⊗ V, µA⊗V ) and (A ⊗W,µA⊗W ) are equivalent if there exists a
monoid isomorphism α : A× V → A×W of left A-modules for the actions ϕA×V and ϕA×W .
The notion of equivalence for weak crossed products is characterized by the main theorem of this
section:
Theorem 1.7. Let (A ⊗ V, µA⊗V ) and (A ⊗W,µA⊗W ) be weak crossed products with preunits νV and
νW respectively. The following assertions are equivalent:
(i) The weak crossed products (A⊗ V, µA⊗V ) and (A⊗W,µA⊗W ) are equivalent.
5(ii) There exist two morphisms
T : A⊗ V → A⊗W, S : A⊗W → A⊗ V
of left A-modules for the actions ϕA⊗V , ϕA⊗W satisfying the conditions
T ◦ νV = νW , (24)
T ◦ µA⊗V = µA⊗W ◦ (T ⊗ T ), (25)
S ◦ T = ∇A⊗V , T ◦ S = ∇A⊗W , (26)
(iii) There exist two morphisms
γ : V → A⊗W, θ :W → A⊗ V
satisfying the conditions
νV = (µA ⊗ V ) ◦ (A⊗ θ) ◦ νW , (27)
θ = ∇A⊗V ◦ θ, (28)
ψAW = (µA ⊗W ) ◦ (µA ⊗ γ) ◦ (A⊗ ψ
A
V ) ◦ (θ ⊗A), (29)
σAW = (µA ⊗W ) ◦ (A⊗ γ) ◦ µA⊗V ◦ (θ ⊗ θ), (30)
(µA ⊗ V ) ◦ (A⊗ θ) ◦ γ = ∇A⊗V ◦ (ηA ⊗ V ). (31)
Proof. We begin by proving (i)⇒ (ii). Let α : A × V → A ×W be the monoid isomorphism of left
A-modules for the actions ϕA×V and ϕA×W . Define
T = iA⊗W ◦ α ◦ pA⊗V , S = iA⊗V ◦ α
−1 ◦ pA⊗W .
Then, (26) and
T ◦ S ◦ T = T, S ◦ T ◦ S = S. (32)
hold trivially. Also, using that α and α−1 are monoid morphisms and (23) for νV and νW , we obtain
(24). On the other hand, T is a morphism of left A-modules because, using that ∇A⊗V is a morphism of
left A-modules, we have,
pA⊗W ◦ ϕA⊗W ◦ (A⊗ T ) = ϕA×W ◦ (A⊗ α) ◦ (A⊗ pA⊗V ) = α ◦ ϕA×V ◦ (A⊗ pA⊗V )
= α ◦ pA⊗V ◦ (µA ⊗ V ) ◦ (A⊗∇A⊗V ) = α ◦ pA⊗V ◦ (µA ⊗ V ) = α ◦ pA⊗V ◦ ϕA⊗V
and, as a consequence, composing with iA⊗W , applying that ∇A⊗W is a morphism of left A-modules,
and by (32),
T ◦ϕA⊗V = ϕA⊗W ◦ (A⊗T ) = ϕA⊗W ◦ (A⊗ (∇A⊗W ◦T )) = ϕA⊗W ◦ (A⊗ (T ◦S ◦T )) = ϕA⊗W ◦ (A⊗T ).
Similarly, we can prove that S is a morphism of left A-modules. Finally, we will obtain (25), i.e, T is
multiplicative. Indeed: composing with pA⊗W we have
pA⊗W ◦ µA⊗W ◦ (T ⊗ T )
= µA×W ◦ ((α ◦ pA⊗V )⊗ (α ◦ pA⊗V ))
= α ◦ µA×V ◦ (pA⊗V ⊗ pA⊗V )
= α ◦ pA⊗V ◦ µA⊗V ◦ (∇A⊗V ⊗∇A⊗V )
= pA⊗W ◦ T ◦ µA⊗V ,
where the first equality follows by the definition of µA×W , in the second one we used that α is a monoid
morphism, the third one relies on the definition of µA×V , and the last one follows by (13) for µA⊗V , and
the properties of the projection and the injection associated to ∇A⊗W .
Therefore, by (32) and (13) for µA⊗W , we have
T ◦ µA⊗V = T ◦ S ◦ T ◦ µA⊗V = ∇A⊗W ◦ T ◦ µA⊗V = ∇A⊗W ◦ µA⊗W ◦ (T ⊗ T ) = µA⊗W ◦ (T ⊗ T ).
The proof for (ii)⇒ (i) is the following. First note that, by (26), pA⊗V = pA⊗V ◦∇A⊗V = pA⊗V ◦S ◦T
and then
pA⊗V ◦ S = pA⊗V ◦ S ◦ T ◦ S = pA⊗V ◦ S ◦ ∇A⊗W . (33)
Similarly,
pA⊗W ◦ T = pA⊗W ◦ T ◦ S ◦ T = pA⊗V ◦ T ◦ ∇A⊗V , (34)
6S ◦ iA⊗W = S ◦ T ◦ S ◦ iA⊗W = ∇A⊗V ◦ S ◦ iA⊗W , (35)
and
T ◦ iA⊗V = T ◦ S ◦ T ◦ iA⊗V = ∇A⊗W ◦ T ◦ iA⊗V , . (36)
hold.
Set
α = pA⊗W ◦ T ◦ iA⊗V .
The, α is an isomorphism with inverse α′ = pA⊗V ◦ S ◦ iA⊗W . Indeed: by (33) and (26), we have
α′ ◦ α = pA⊗V ◦ S ◦ ∇A⊗W ◦ T ◦ iA⊗V = pA⊗V ◦ S ◦ T ◦ iA⊗V = pA⊗V ◦ ∇A⊗V ◦ iA⊗V = idA×V ,
and, similarly, α ◦ α′ = idA×W . Also, by (34) and (24)
α ◦ ηA×V = pA⊗W ◦ T ◦ ∇A⊗V ◦ νV = pA⊗W ◦ T ◦ νV = pA⊗W ◦ νW = ηA×W .
On the other hand, α is multiplicative because, by (13) for µA×V and µA⊗W , and (25) we have
µA×W ◦ (α⊗ α)
= pA⊗W ◦ µA⊗W ◦ ((∇A⊗W ◦ T ◦ iA⊗V )⊗ (∇A⊗W ◦ T ◦ iA⊗V ))
= pA⊗W ◦ µA⊗W ◦ ((T ◦ iA⊗V )⊗ (T ◦ iA⊗V ))
= pA⊗W ◦ T ◦ µA⊗V ◦ (iA⊗V ⊗ iA⊗V )
= pA⊗W ◦ T ◦ ∇A⊗V ◦ µA⊗V ◦ (iA⊗V ⊗ iA⊗V )
= α ◦ µA×V ,
and finally, using that ∇A⊗W and T are morphism of left A-modules, as well as (36) and (34), we
obtain
ϕA×W ◦ (A⊗ α) = pA⊗W ◦ (µA ⊗W ) ◦ (A⊗ (∇A⊗W ◦ T ◦ iA⊗V )) = pA⊗W ◦ ϕA⊗W ◦ (A⊗ (T ◦ iA⊗V ))
= pA⊗W ◦ T ◦ ϕA⊗V ◦ (A⊗ iA⊗V ) = pA⊗W ◦ T ◦ ∇A⊗V ◦ ϕA⊗V ◦ (A⊗ iA⊗V ) = α ◦ ϕA×V ,
and α is a morphism of left A-modules.
Note that, if (25) and (26) hold, we also have that S is multiplicative, i.e.,
S ◦ µA⊗W = µA⊗V ◦ (S ⊗ S), (37)
Indeed: by (13) for µA⊗V and µA⊗W ,
µA⊗V ◦ (S ⊗ S) = ∇A⊗V ◦ µA⊗V ◦ (S ⊗ S) = S ◦ T ◦ µA⊗V ◦ (S ⊗ S) = S ◦ µA⊗W ◦ ((T ◦ S)⊗ (T ◦ S))
= S ◦ µA⊗W ◦ (∇A⊗W ⊗∇A⊗W ) = S ◦ µA⊗W .
Moreover, if (26) holds T is multiplicative if, and only if, S is multiplicative.
In the next step of the proof we will prove that (ii) ⇒ (iii). First note that if T and S satisfy (24) and
(26), the following identity holds
S ◦ νW = νV , (38)
because νV = ∇A⊗V ◦ νV = S ◦ T ◦ νV = S ◦ νW .
Consider
γ = T ◦ (ηA ⊗ V ), θ = ∇A⊗V ◦ S ◦ (ηA ⊗W ).
Then, using that S is a morphism of left A-modules, (38), and (23), we prove (27):
(µA⊗V )◦(A⊗θ)◦νW = (µA⊗V )◦(A⊗(∇A⊗V ◦S◦(ηA⊗W )))◦νW = ∇A⊗V ◦S◦νW = ∇A⊗V ◦νV = νV .
Moreover, (28) follows trivially because ∇A⊗V is idempotent.
The proof for (29) is the following:
(µA ⊗W ) ◦ (µA ⊗ γ) ◦ (A⊗ ψ
A
V ) ◦ (θ ⊗A)
= (µA ⊗W ) ◦ (A⊗ (T ◦ ψ
A
V )) ◦ (θ ⊗A)
= (µA ⊗W ) ◦ (A⊗ (T ◦ (µA⊗V ◦ (ηA ⊗ V ⊗ βνV )))) ◦ (θ ⊗A)
= (µA ⊗W ) ◦ (A⊗ (µA⊗W ◦ ((T ◦ (ηA ⊗ V ))⊗ (T ◦ βνV )))) ◦ (θ ⊗A)
= (µA ⊗W ) ◦ (A⊗ (µA⊗W ◦ ((T ◦ (ηA ⊗ V ))⊗ ((µA ⊗ V ) ◦ (A⊗ (T ◦ νV )))))) ◦ (θ ⊗A)
= µA⊗W ◦ (((µA ⊗W ) ◦ (A⊗ (T ◦ (ηA ⊗ V )))) ⊗ βνW ) ◦ (θ ⊗A)
= µA⊗W ◦ ((T ◦ ∇A⊗V ◦ S ◦ (ηA ⊗W ))⊗ βνW )
7= µA⊗W ◦ ((T ◦ S ◦ T ◦ S ◦ (ηA ⊗W ))⊗ βνW )
= µA⊗W ◦ ((∇A⊗W ◦ ∇A⊗W ◦ (ηA ⊗W ))⊗ βνW )
= µA⊗W ◦ ((∇A⊗W ◦ (ηA ⊗W ))⊗ βνW )
= µA⊗W ◦ (ηA ⊗W ⊗ βνW )
= ψAW ,
where the first, the fourth and the sixth equalities follow by the left linearity of T , the second one
follows by (21) for ψAV , and the third one follows because T is multiplicative. In the fifth equality we used
that µA⊗W is left linear and (24). The seventh and eighth ones are a consequence of (26), the ninth one
follows by the idempotent character of ∇A⊗W and in the tenth one we used the normality condition for
the product µA⊗W . Finally, the last one follows by (21) for ψAW .
On the other hand:
(µA ⊗W ) ◦ (A⊗ γ) ◦ µA⊗V ◦ (θ ⊗ θ)
= (µA ⊗W ) ◦ (A⊗ γ) ◦ µA⊗V ◦ ((∇A⊗V ◦ S ◦ (ηA ⊗W ))⊗ (∇A⊗V ◦ S ◦ (ηA ⊗W )))
= (µA ⊗W ) ◦ (A⊗ (T ◦ (ηA ⊗ V ))) ◦ S ◦ µA⊗W ◦ (ηA ⊗W ⊗ ηA ⊗W )
= ∇A⊗W ◦ σ
A
W
= σAW ,
and then we proved (30). In the previous identities, the first one follows by definition, the second one
follows by the normality condition for the product µA⊗W as well as because S is multiplicative, the
third one relies on (22) and in the left linearity of T , and, finally, the fourth one is a consequence of the
properties of σAW .
Finally, (31) follows easily using that∇A⊗W and S are left A-linear, (26), and the idempotent character
of ∇A⊗V .
In the last step of this proof we prove that (iii) ⇒ (ii). First, note that if (29) and (28) hold, then
(µA ⊗W ) ◦ (A⊗ γ) ◦ θ = ∇A⊗W ◦ (ηA ⊗W ). (39)
also holds. Indeed:
∇A⊗W ◦ (ηA ⊗W ) = ψ
A
W ◦ (W ⊗ ηA) = (µA ⊗W ) ◦ (µA ⊗ γ) ◦ (A⊗ ψ
A
V ) ◦ (θ ⊗ ηA)
= (µA ⊗W ) ◦ (A⊗ γ) ◦ ∇A⊗V ◦ θ = (µA ⊗W ) ◦ (A⊗ γ) ◦ θ.
Then, as a consequence, we obtain
νW = (µA ⊗W ) ◦ (A⊗ γ) ◦ νV , (40)
because
(µA ⊗W ) ◦ (A⊗ γ) ◦ νV = (µA ⊗W ) ◦ (A⊗ γ) ◦ (µA ⊗ V ) ◦ (A⊗ θ) ◦ νW
= (µA⊗W )◦(A⊗((µA⊗W )◦(A⊗γ)◦θ))◦νW = (µA⊗W )◦(A⊗(∇A⊗W ◦(ηA⊗W ))◦νW = ∇A⊗W ◦νW = νW .
Define
T = (µA ⊗W ) ◦ (A⊗ γ), S = (µA ⊗ V ) ◦ (A⊗ θ).
Then the morphisms T and S are left A-linear. Also, by (40) we obtain (24). Moreover, by the associa-
tivity of µA and (31) we prove that S ◦ T = ∇A⊗V , and, using (39), we show that T ◦ S = ∇A⊗W holds.
Finally we prove that T is multiplicative because
µA⊗W ◦ (T ⊗ T )
= (µA ⊗W ) ◦ (µA ⊗ σ
A
W ) ◦ (A⊗ ψ
A
W ⊗W ) ◦ (T ⊗ T )
= (µA⊗W ) ◦ (µA⊗ ((µA⊗W ) ◦ (A⊗ γ) ◦µA⊗V ◦ (θ⊗ θ))) ◦ (A⊗ ((µA⊗W ) ◦ (µA⊗ γ) ◦ (A⊗ψ
A
V )
◦(θ ⊗A))⊗W ) ◦ (T ⊗ T )
= T ◦ (µA⊗V )◦ (µA⊗ (µA⊗V ◦ (((µA⊗V )◦ (A⊗ θ)◦γ)⊗A⊗V )◦ (µA⊗ψ
A
V ⊗ θ)◦ (A⊗ ((µA⊗V )
◦(A⊗ θ) ◦ γ)⊗ T )
= T ◦(µA⊗V )◦(µA⊗(µA⊗V ◦((∇A⊗V ◦(ηA⊗V ))⊗A⊗V )◦(µA⊗ψ
A
V ⊗θ)◦(A⊗(∇A⊗V ◦(ηA⊗V ))⊗T )
= T ◦ µA⊗V ◦ (µA ⊗ V ⊗ θ) ◦ (A⊗ ψ
A
V ⊗W ) ◦ (A⊗ V ⊗ T )
= T ◦(µA⊗V )◦(µA⊗σ
A
V )◦(A⊗((µA⊗V )◦(A⊗ψ
A
V )◦(ψ
A
V ⊗A))⊗V )◦(A⊗V ⊗A⊗θ)◦(A⊗V ⊗T )
= T ◦ (µA⊗V ) ◦ (µA⊗σ
A
V ) ◦ (A⊗ψ
A
V ⊗V ) ◦ (A⊗V ⊗ ((µA⊗V ) ◦ (A⊗ ((µA ⊗V ) ◦ (A⊗ θ) ◦ γ))))
8= T ◦ (µA ⊗ V ) ◦ (µA ⊗ σ
A
V ) ◦ (A⊗ ψ
A
V ⊗ V ) ◦ (A⊗ V ⊗ ((µA ⊗ V ) ◦ (A⊗ (∇A⊗V ◦ (ηA ⊗ V )))))
= T ◦ µA⊗V ,
where the first equality follows by definition, the second one follows by (29) and (30), and the third one is
a consequence of the associativity of µA as well as the left linearity of µA⊗V . The fourth and the eighth
ones rely on (31) and the fifth one follows by the left linearity of the morphisms µA⊗V and ∇A⊗V . The
sixth one relies on the definition of µA⊗V and on the left linearity of µA⊗V . Finally, the seventh one
follows by the associativity of µA and (1) for ψAV , and the last one is a consequence of (15) and the left
linearity of ∇A⊗V .

Proposition 1.8. Let (A⊗ V, µA⊗V ) and (A ⊗W,µA⊗W ) be weak crossed products. Assume that there
exist two morphisms γ : V → A⊗W, θ :W → A⊗ V satisfying the conditions (30) and (31). Then the
following equality holds:
(µA ⊗W ) ◦ (µA ⊗ σ
A
W ) ◦ (A⊗ γ ⊗W ) ◦ (ψ
A
V ⊗W ) ◦ (V ⊗ γ) = (µA ⊗W ) ◦ (A⊗ γ) ◦ σ
A
V . (41)
Proof. Indeed:
(µA ⊗W ) ◦ (µA ⊗ σ
A
W ) ◦ (A⊗ γ ⊗W ) ◦ (ψ
A
V ⊗W ) ◦ (V ⊗ γ)
= (µA ⊗W ) ◦ (µA ⊗ ((µA ⊗W ) ◦ (A⊗ γ) ◦ µA⊗V ◦ (θ⊗ θ))) ◦ (A⊗ γ ⊗W ) ◦ (ψ
A
V ⊗W ) ◦ (V ⊗ γ)
= (µA ⊗W ) ◦ (µA ⊗ γ) ◦ (A⊗ (µA⊗V ◦ (((µA ⊗ V ) ◦ (A⊗ θ) ◦ γ)⊗ θ))) ◦ (ψ
A
V ⊗W ) ◦ (V ⊗ γ)
= (µA ⊗W ) ◦ (µA ⊗ γ) ◦ (A⊗ (µA⊗V ◦ ((∇A⊗V ◦ (ηA ⊗ V ))⊗ θ))) ◦ (ψ
A
V ⊗W ) ◦ (V ⊗ γ)
= (µA ⊗W ) ◦ (A⊗ γ) ◦ µA⊗V ◦ (ψ
A
V ⊗ θ) ◦ (V ⊗ γ)
= (µA ⊗W ) ◦ (A⊗ γ) ◦ (µA ⊗ V ) ◦ (µA ⊗ σ
A
V ) ◦ (A⊗ ψ
A
V ⊗ V ) ◦ (ψ
A
V ⊗ θ) ◦ (V ⊗ γ)
= (µA ⊗W ) ◦ (A⊗ γ) ◦ (µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (ψ
A
V ⊗ V ) ◦ (V ⊗ ((µA ⊗ V ) ◦ (A⊗ θ) ◦ γ))
= (µA ⊗W ) ◦ (A⊗ γ) ◦ (µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (ψ
A
V ⊗ V ) ◦ (V ⊗ ((∇A⊗V ◦ (ηA ⊗ V )))
= (µA ⊗W ) ◦ (A⊗ γ) ◦ (µA ⊗ V ) ◦ (A⊗ σ
A
V ) ◦ (ψ
A
V ⊗ V ) ◦ (V ⊗ ((ψ
A
V ◦ (V ⊗ ηA)))
= (µA ⊗W ) ◦ (µA ⊗ γ) ◦ (A⊗ ψ
A
V ) ◦ (σ
A
V ⊗ ηA)
= (µA ⊗W ) ◦ (A⊗ γ) ◦ ∇A⊗V ◦ σ
A
V
= (µA ⊗W ) ◦ (A⊗ γ) ◦ σ
A
V ,
where the first and the seventh equalities follow by (31), the second one is a consequence of the
associativity of µA and the left linearity of µA⊗V , the third one relies on (31), and the fourth one follows
by the left linearity of µA⊗V and ∇A⊗V . In the fifth one we used the definition of µA⊗V , and the sixth
one follows by (1). In the eighth and the tenth ones we applied the definition of ∇A⊗V , the ninth one
relies on the twisted condition (4) for AV , and the last one follows by the properties of σAV .

Example 1.9. In this example we apply Theorem 1.7 to the study of equivalent crossed products in the
sense of Brzeziński. First we recall from [4] the construction of Brzeziński’s crossed product in a strict
monoidal category: Let (A, ηA, µA) be a monoid and V an object equipped with a distinguished morphism
ηV : K → V . Then the object A⊗V is a monoid with unit ηA⊗ ηV and whose product has the property
µA⊗V ◦ (A ⊗ ηV ⊗ A ⊗ V ) = µA ⊗ V , if and only if there exists two morphisms ψAV : V ⊗ A → A ⊗ V ,
σAV : V ⊗ V → A⊗ V satisfying (1), the twisted condition (4), the cocycle condition (5) and
ψAV ◦ (ηV ⊗A) = A⊗ ηV , (42)
ψAV ◦ (V ⊗ ηA) = ηA ⊗ V, (43)
σAV ◦ (ηV ⊗ V ) = σ
A
V ◦ (V ⊗ ηV ) = ηA ⊗ V. (44)
If this is the case, the product of A ⊗ V is the one defined in (11). Note that Brzeziński’s crossed
products are examples of weak crossed products where the associated idempotent is the identity, that is,
∇A⊗V = idA⊗V . Also, in this case the preunit νV = ηA ⊗ ηV is a unit.
In this setting (i) and (ii) of Theorem 1.7 are the same and then this theorem can be enunciated in the
following way: Let (A⊗V, µA⊗V ) and (A⊗W,µA⊗W ) be Brzeziński’s crossed products with distinguished
morphism ηV and ηW respectively. The following assertions are equivalent:
9(i) The crossed products (A⊗ V, µA⊗V ) and (A⊗W,µA⊗W ) are equivalent.
(ii) There exist two morphisms
γ : V → A⊗W, θ :W → A⊗ V
satisfying the conditions (29), (30) and
(µA ⊗ V ) ◦ (A⊗ θ) ◦ γ = ηA ⊗ V. (45)
Note that (45) is translation for Brzeziński’s crossed products of (31).
In this context, (28) is trivial because ∇A⊗V = idA⊗V and ∇A⊗W = idA⊗W . Moreover, if we assume
(29),
(µA ⊗W ) ◦ (A⊗ γ) ◦ θ = ηA ⊗W. (46)
holds (see (iii) ⇒ (ii) of the proof of Theorem 1.7).
On the other hand, by (29), (30) and (45), we obtain that
(µA ⊗W ) ◦ (A⊗ ((µA ⊗W ) ◦ (A⊗ σ
A
W ) ◦ ((γ ◦ ηV )⊗W ) = idA⊗W (47)
holds. Indeed:
(µA ⊗W ) ◦ (A⊗ ((µA ⊗W ) ◦ (A⊗ σ
A
W ) ◦ ((γ ◦ ηV )⊗W )
= (µA ⊗W ) ◦ (A⊗ ((µA ⊗W ) ◦ (A⊗ ((µA ⊗W ) ◦ (A⊗ γ) ◦ µA⊗V ◦ (θ ⊗ θ))) ◦ ((γ ◦ ηV )⊗W )
= (µA ⊗W ) ◦ (A⊗ ((µA ⊗W ) ◦ (A⊗ γ) ◦ µA⊗V ◦ (((µA ⊗ V ) ◦ (A⊗ θ) ◦ γ ◦ ηV )⊗ θ)
= (µA ⊗W ) ◦ (A⊗ ((µA ⊗W ) ◦ (A⊗ γ) ◦ µA⊗V ◦ (ηA ⊗ ηV ⊗ θ)))
= (µA ⊗W ) ◦ (A⊗ ((µA ⊗W ) ◦ (A⊗ γ) ◦ θ))
= idA⊗W
where the first equality follows by (30), the second one by the associativity of µA, the third one by (45),
the fourth one by the properties of µA⊗V and in the last one we applied (46).
Therefore, composing in (47) with ηA ⊗ ηW we obtain
γ ◦ ηV = ηA ⊗ ηW (48)
Then, as a consequence of (45) and (48), we have
θ ◦ ηW = ηA ⊗ ηV . (49)
which is the translation to this setting of (27).
Therefore, for two Brzeziński’s crossed products (A⊗V, µA⊗V ) and (A⊗W,µA⊗W ) with distinguished
morphism ηV and ηW , the equivalence between them only depends of two morphisms γ : V → A ⊗W,
θ : W → A⊗ V satisfying (29), (30) and (45).
This approach to the characterization of the notion of equivalence between Brzeziński’s crossed prod-
ucts implies a substantial improvement of the result demonstrated by Panaite in Theorem 2.3 of [12]
(see also Theorem 2.1 of [11]). In this Theorem the author proved that two Brzeziński’s crossed prod-
ucts (A ⊗ V, µ1A⊗V ) and (A ⊗ V, µ
2
A⊗V ), associated to the quadruples A
1
V = (A, V, ψ
A,1
V , σ
A,1
V ), A
2
V =
(A, V, ψA,2V , σ
A,2
V ), and with distinguished morphism η
1
V and η
2
V , are equivalent if, and only if, there exist
morphisms γ, θ : V → A⊗ V such that the following equalities are satisfied:
ψ
A,2
V = (µA ⊗ V ) ◦ (µA ⊗ γ) ◦ (A⊗ ψ
A,1
V ) ◦ (θ ⊗A), (50)
σ
A,2
V = (µA ⊗ V ) ◦ (A⊗ γ) ◦ µ
1
A⊗V ◦ (θ ⊗ θ), (51)
θ ◦ η2V = ηA ⊗ η
1
V , γ ◦ η
1
V = ηA ⊗ η
2
V , (52)
(µA ⊗ V ) ◦ (A⊗ θ) ◦ γ = ηA ⊗ V, (53)
(µA ⊗ V ) ◦ (A⊗ γ) ◦ θ = ηA ⊗ V, (54)
(µA ⊗ V ) ◦ (µA ⊗ σ
A,2
V ) ◦ (A⊗ γ ⊗ V ) ◦ (ψ
A,1
V ⊗ V ) ◦ (V ⊗ γ) = (µA ⊗ V ) ◦ (A⊗ γ) ◦ σ
A,1
V . (55)
Note that, using the results of our paper, by Proposition 1.8, (55) follows from (51) and (53). On the
other hand, the equality (54) is a consequence of (50). Finally, (52) can be proved using (50), (51) and
(53).
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Example 1.10. Assume that C is symmetric with symmetry isomorphism c. Now we will see how we
can use Theorem 1.7 to improve the definition of equivalence of weak crossed products for weak Hopf
algebras given in [2] and in [13]. Let H be a weak Hopf monoid with unit ηH , product µH , counit εH ,
coproduct δH , and antipode λH . Denote by δH⊗H the morphism (H ⊗ cH,H ⊗H) ◦ (δH ⊗ δH).
Recall from [2] and [13] that if (A,ϕA) is a left weak H-module monoid and σ : H ⊗ H → A is a
morphism, we say that the twisted condition is satisfied if:
µA ◦ ((ϕA ◦ (H ⊗ ϕA))⊗A) ◦ (H ⊗H ⊗ cA,A) ◦ (((H ⊗H ⊗ σ) ◦ δH⊗H)⊗A) =
µA ◦ (A⊗ ϕA) ◦ (((σ ⊗ µH) ◦ δH⊗H)⊗A).
(56)
We say that the cocycle condition holds if:
µA ◦ (ϕA ⊗ σ) ◦ (H ⊗ cH,A ⊗ µH) ◦ (δH ⊗ σ ⊗H ⊗H) ◦ (H ⊗ δH⊗H) =
µA ◦ (σ ⊗ σ) ◦ (H ⊗H ⊗ µH ⊗H) ◦ (δH⊗H ⊗H).
(57)
And the normal condition is satisfied if:
σ ◦ (ηH ⊗H) = σ ◦ (H ⊗ ηH) = u1 (58)
where u1 = ϕA ◦ (H ⊗ ηA). Under these conditions, we obtain a weak crossed product on A ⊗ H with
preunit ∇A⊗H ◦ (ηA ⊗ ηH) (see [2], [13]) and such that:
ψAH = (ϕA ⊗H) ◦ (H ⊗ cH,A) ◦ (δH ⊗A) (59)
σAH = (σ ⊗ µH) ◦ δH⊗H (60)
∇A⊗H = ((µA ◦ (A⊗ u1))⊗H) ◦ (A⊗ δH). (61)
In this context, when necessary, we will use the following notation: we will use ψAH,ϕA for the morphism
defined in (59) and∇ϕAA⊗H for the morphism in (61). Moreover, we will denote the image of the idempotent
by A×σϕA H .
Essentially, to define this weak crossed product, instead of considering any object V in the category
we take a weak Hopf algebra H . This fact permits to endow A ⊗H with a H-comodule structure given
by
ρA⊗H = A⊗ δH (62)
This comodule structure is inherited by the image of the idempotent A×σϕA H , and it is given by:
ρA×σϕAH
= (pA⊗H ⊗H) ◦ ρA⊗H ◦ iA⊗H . (63)
Moreover, the idempotent ∇ϕAA⊗H is a morphism of right H-comodules [2], [13]. Taking into account these
facts, we define the equivalence of weak crossed products for weak Hopf algebras as follows [2], [13]: Let
(A, φA) be another left weak H-module monoid, and let β : H ⊗ H → A be a morphism that satisfies
the twisted condition (56), the cocycle condition (57), and the normal condition (58). Consider the
quadruples (A,H,ψAH,ϕA , σ
A
H) and (A,H,ψ
A
H,φA
, βAH), that induce two weak crossed products on A ⊗H ,
and call (A ⊗ H,µϕA,σA⊗H) and (A ⊗ H,µ
φA,β
A⊗H) the corresponding weak crossed products. We say that
they are equivalent if, and only if, there exists an isomorphism of monoids, left A-modules and right
H-comodules (see [2]):
α : A×σϕA H → A×
β
φA
H.
By virtue of Theorem 1.7 we know that there exist two morphisms S : A⊗H → A⊗H and T : A⊗H →
A⊗H of left A-modules that satisfy (24), (25) and (26). Following the proof for T to be multiplicative,
it is possible to prove that S is also multiplicative. Moreover, they satisfy (32). Finally, T and S are
both morphisms of right H comodules. Indeed, T = iφAA⊗H ◦ α ◦ p
ϕA
A⊗H and S = i
ϕA
A⊗H ◦ α
−1 ◦ pφAA⊗H , this
is, both morphisms can be expressed as composition of morphisms of right H comodules. Thus, we can
use Definition 2.5 and Theorem 1.7 to obtain the equivalence of weak crossed products in the sense of
[13] as an example of our theory. Actually, the conditions exposed in the present paper are more general
than the ones in [13], as we do not require S and T to be multiplicative. In a similar way, Theorem 1.7
improves the conditions in [2] for two weak crossed products to be equivalent.
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Finally, observe that (iii) of Theorem 1.7 is a generalization of the gauge equivalence defined in [13].
Indeed, if we are in the weak Hopf algebra context, the morphisms γ : H → A⊗H and θ : H → A⊗H
are of right H-comodules. If we take f = (A ⊗ εH) ◦ γ and g = (A ⊗ εH) ◦ θ, we obtain morphisms
f, g : H → A that give the gauge equivalence between the two crossed products. Observe that we can
recover γ and θ as
γ = (f ⊗H) ◦ δH , θ = (g ⊗H) ◦ δH .
Thus, composing in both sides of equality (31) we obtain f ∗ g = ϕA ◦ (H ⊗ ηA), where ∗ denotes the
usual convolution product. Moreover, if we compose with A⊗ εH in both sides of equality (29) we obtain
that
φA = µA ◦ (µA ⊗A) ◦ (f ⊗ ϕA ⊗ g) ◦ (H ⊗H ⊗ cH,A) ◦ (H ⊗ δH ⊗A) ◦ (δH ⊗A).
Now, composing with (A⊗ εH) in equality (30) we get:
β = µA ◦ (µA ⊗A) ◦ (µA ⊗A⊗A) ◦ (f ⊗ (ϕA ◦ (H ⊗ f))⊗ σ ⊗ (g ◦ µH)) ◦ (δH ⊗H ⊗ δH⊗H) ◦ δH⊗H .
This is, the pair (f, g) satisfies the conditions of gauge equivalence given in [13].
Remark 1.11. Note that we can obtain similar results about the equivalence between weak crossed
products if we work int e mirror setting, i.e., if we use quadruples AV = (V,A, ψVA , σ
V
A ) where ψ
V
A :
A ⊗ V → V ⊗ A and σVA : V ⊗ V → V ⊗ A satisfy the suitable conditions that define a weak crossed
product on V ⊗A with preunit νV : K → V ⊗A.
2. The dual setting: equivalences between weak crossed coproducts
The theory of weak crossed coproducts can be obtained from the corresponding ones for weak crossed
products defined in A⊗ V or V ⊗ A by dualization. For the convenience of the reader we collect in the
following paragraphs, the mirror version of the theory presented in the appendix of [5] for weak crossed
coproducts.
Let C be a comonoid and V an object. Suppose that there exists a morphism χVC : V ⊗ C → C ⊗ V
such that the following equality holds:
(C ⊗ χVC) ◦ (χ
V
C ⊗ C) ◦ (V ⊗ δC) = (δC ⊗ V ) ◦ χ
V
C (64)
As a consequence the morphism ΓV⊗C : V ⊗ C → V ⊗ C defined by
ΓV⊗C = (εC ⊗ V ⊗ C) ◦ (χ
V
C ⊗ C) ◦ (V ⊗ δC). (65)
is idempotent. Moreover, ΓV⊗C is a right C-comodule morphism for the right coaction ρV⊗C = V ⊗ δC .
Henceforth we will consider quadruples CV = (C, V, χVC , τ
V
C ) where C, V and χ
V
C satisfy the condition
(64) and τVC : V ⊗ C → V ⊗ V is a morphism in C. For the morphism ΓV⊗C defined in (65) we denote
by V✷C its image and by iV⊗C : V✷C → V ⊗ C, pV⊗C : V ⊗ C → V✷C the associated injection and
the projection respectively.
Following the ideas behind the theory of weak crossed products, we will set two properties that guar-
antee the coassociativity of certain weak crossed coproduct on V ⊗ C. We will say that a quadruple CV
satisfies the cotwisted condition if
(C ⊗ τVC ) ◦ (χ
V
C ⊗ C) ◦ (V ⊗ δC) = (χ
V
C ⊗ V ) ◦ (V ⊗ χ
V
C ) ◦ (τ
V
C ⊗ C) ◦ (V ⊗ δC), (66)
and the cycle condition holds if
(V ⊗ τVC ) ◦ (τ
V
C ⊗ V ) ◦ (V ⊗ δC) (67)
= (τVC ⊗ V ) ◦ (V ⊗ χ
V
C ) ◦ (τ
V
C ⊗ C) ◦ (V ⊗ δC).
By virtue of the mirror version of Proposition A.9 of [5] we will consider from now on, and without
loss of generality, that
τVC ◦ ΓV⊗C = τ
V
C (68)
for all quadruples CV .
For a quadruple CV define the coproduct
δV⊗C = (V ⊗ χ
V
C ⊗ C) ◦ (τ
V
C ⊗ δC) ◦ (V ⊗ δC) (69)
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and let δV ✷C be the coproduct
δV✷C = (pV⊗C ⊗ pV⊗C) ◦ δV⊗C ◦ iV⊗C . (70)
If the cotwisted condition (66) and the cycle condition (67) hold, δV⊗C is a coassociative coproduct
that it is conormalized with respect to ΓV⊗C (i.e. δC⊗V ◦ ΓV⊗C = δV⊗C = (ΓV⊗C ⊗ ΓV⊗C) ◦ δV⊗C).
Also,
δV⊗C = (V ⊗ C ⊗ ΓV⊗C) ◦ δV⊗C (71)
and therefore
δV⊗C = (ΓV⊗C ⊗ V ⊗ C) ◦ δV⊗C . (72)
As a consequence δV✷C is also a coassociative coproduct (mirror version of Proposition A.10 of [5]).
Under these circumstances we say that (V ⊗ C, δV⊗C) is a weak crossed coproduct. Trivially, δV⊗C is
right C-colinear for the right coactions ρV⊗C and ρV⊗C⊗V⊗C = V ⊗C ⊗ ρV⊗C . Moreover, δV ✷C is right
C-colinear for ρV ✷C = (pV⊗C ⊗ C) ◦ ρV⊗C ◦ iV⊗C and ρV✷C⊗V✷C = V✷C ⊗ ρV✷C .
Let C be a comonoid and V and object in C. If ∆V⊗C is a coassociative coproduct defined in V ⊗ C
with precounit υV : V ⊗ C → K , i.e. a morphism satisfying
(υV ⊗ V ⊗ C) ◦∆V⊗C = (V ⊗ C ⊗ υ
V ) ◦∆V⊗C = (((υ
V ⊗ υV ) ◦∆V⊗C)⊗ V ⊗ C) ◦∆V⊗C , (73)
we obtain that the image of the idempotent morphism
Γυ
V
V⊗C = (υ
V ⊗ V ⊗ C) ◦∆V⊗C : V ⊗ C → V ⊗ C,
denoted by V✷C, is a comonoid with coproduct
∆V✷C = (p
υV
V⊗C ⊗ p
υV
V⊗C) ◦∆V⊗C ◦ i
υV
V⊗C ,
and counit εV✷C = υV ◦ iυ
V
V⊗C , where p
υV
V⊗C and i
υV
V⊗C are the injection and the projection associated to
the idempotent (see the mirror version of Proposition A.5 of [5]).
If moreover, ∆V⊗C is right C-colinear for the coactions ρV⊗C and ρV⊗C⊗V⊗C and conormalized with
respect to Γυ
V
V⊗C , the morphism
ωυV : V ⊗ C → C, ωυV = (υ
V ⊗ C) ◦ (V ⊗ δC) (74)
is comultiplicative and right C-colinear for ρC = δC . Although ωυV is not a comonoid morphism,
because V ⊗ C is not a comonoid, we have that εC ◦ ωυV = υ
V , and, as a consequence, the morphism
ω¯υV = ωυV ◦ i
υV
V⊗C : V✷C → C is a comonoid morphism.
In the following theorem we give a characterization of weak crossed coproducts with precounit. This
result is the dual version of the one proved for weak crossed products in the first section (see Theorem
A.13. of [5] for the mirror version):
Theorem 2.1. Let C be a comonoid, V an object and ∆V⊗C : V ⊗C → V ⊗C ⊗ V ⊗C a morphism of
right C-comodules for the right coaction ρV⊗C and ρV⊗C⊗V⊗C.
Then the following statements are equivalent:
(i) The coproduct ∆V⊗C is coassociative with precounit υV and normalized with respect to Γυ
V
V⊗C .
(ii) There exist morphisms χVC : V ⊗ C → C ⊗ V , τ
V
C : V ⊗ C → V ⊗ V and υ
V : V ⊗ C → K such
that if δV⊗C is the coproduct defined in (69), the pair (V ⊗C, δV⊗C) is a weak crossed coproduct
with ∆V⊗C = δV⊗C satisfying:
(υV ⊗ V ) ◦ (V ⊗ χVC ) ◦ (τ
V
C ⊗ C) ◦ (V ⊗ δC) = (V ⊗ εC) ◦ ΓV⊗C (75)
(V ⊗ υV ) ◦ (τVC ⊗ C) ◦ (V ⊗ δC) = (V ⊗ εC) ◦ ΓV⊗C (76)
(C ⊗ υV ) ◦ (χVC ⊗ C) ◦ (V ⊗ δC) = ωυV , (77)
where ωυV is the morphism defined in (74). In this case υ
V is a precounit for δV⊗C , and the idempotent
morphism of the weak crossed coproduct ΓV⊗C is the idempotent Γ
νV
V⊗C
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Remark 2.2. Note that in the proof of the previous theorem, we obtain that
χVC = (ωυV ⊗ V ⊗ εC) ◦ δV⊗C , (78)
τVC = (V ⊗ εC ⊗ V ⊗ εC) ◦ δV⊗C , (79)
hold. Also, by (77), we have
υV ◦ ΓV⊗C = υ
V . (80)
Definition 2.3. We will say that a weak crossed coproduct (C ⊗ V, δC⊗V ) is a weak crossed coproduct
with precounit υV : V ⊗ C → K, if (75), (76) and (77) hold.
As a corollary of the previous result we have:
Corollary 2.4. If (C ⊗ V, δC⊗V ) is a weak crossed coproduct with precounit υ, then C✷V is a coalgebra
with the coproduct defined in (70) and counit εC✷V = υ
V ◦ iC⊗V .
In the following definition we introduce the notion of equivalent weak crossed coproducts.
Definition 2.5. Let (V ⊗C, δV⊗C) and (W ⊗C, δW⊗C) be weak crossed coproducts with precounits υV
and υW respectively. We will say that (V ⊗ C, δV⊗C) and (W ⊗ C, δW⊗C) are equivalent if there exists
a comonoid isomorphism β : V✷C →W✷C of right C-comodules for the actions ρV✷C and ρW✷C .
Then, we are in an ideal position to enunciate (the proof is dual to the one used for Theorem 1.7) the
result that characterizes equivalent weak crossed coproducts.
Theorem 2.6. Let (V ⊗ C, δV⊗C) and (W ⊗ C, δW⊗C) be weak crossed coproducts with precounits υ
V
and υW respectively. The following assertions are equivalent:
(i) The weak crossed coproducts (V ⊗ C, δV⊗C) and (W ⊗ C, δW⊗C) are equivalent.
(ii) There exist two morphisms
P : V ⊗ C → W ⊗ C, R :W ⊗ C → V ⊗ C
of right C-comodules, for the coactions ρV⊗C and ρW⊗C , satisfying the conditions
υW ◦ P = υV , (81)
δW⊗C ◦ P = (P ⊗ P ) ◦ δV⊗C , (82)
R ◦ P = ΓV⊗C , P ◦R = ΓW⊗C . (83)
(iii) There exist two morphisms
pi :W ⊗ C → V, ζ : V ⊗ C →W
satisfying the conditions
υW ◦ (ζ ⊗ C) ◦ (V ⊗ δC) = υ
V , (84)
ζ = ζ ◦ ΓV⊗C , (85)
χWC = (C ⊗ ζ) ◦ (χ
V
C ⊗ C) ◦ (pi ⊗ δC) ◦ (W ⊗ δC), (86)
τWC = (ζ ⊗ ζ) ◦ δV⊗C ◦ (pi ⊗ C) ◦ (W ⊗ δC), (87)
pi ◦ (ζ ⊗ C) ◦ (V ⊗ δC) = (V ⊗ εC) ◦ ΓV⊗C . (88)
Remark 2.7. Note that we can obtain similar results about the equivalence between weak crossed
coproducts if we work in the mirror setting, i.e., if we use quadruples CV = (V,C, χCV , τ
C
V ) where χ
C
V :
C ⊗ V → V ⊗ C and τCV : C ⊗ V → V ⊗ V satisfy the suitable conditions that define a weak crossed
coproduct on C ⊗ V with preunit υV : C ⊗ V → K.
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3. The mixed case: equivalences between weak crossed biproducts
Following Definition 2.2 of [6] we introduce the notions of weak crossed biproduct and the one of weak
crossed biproduct with preunit and precounit. Note that the following definition is the dual version of
Definition 2.2 of [6].
Definition 3.1. Let A be a monoid and C be a comonoid. We will say that AC = (A⊗C, µA⊗C , δA⊗C)
is a weak crossed biproduct if:
(i) The pair (A⊗ C, µA⊗C) is a weak crossed product.
(ii) The pair (A⊗ C, δA⊗C) is a weak crossed coproduct.
(iii) If ∇A⊗C is the idempotent associated to (A⊗C, µA⊗C), and ΓA⊗C is the idempotent associated
to (A⊗ C, δA⊗C), the identity ∇A⊗C = ΓA⊗C holds.
In this case, ∇A⊗C will be called the idempotent associated to AC.
The triple AC is a weak crossed biproduct with preunit νC and precounit υA, if AC is a weak crossed
biproduct, (A ⊗ C, µA⊗C) is a weak crossed product with preunit νC , (A ⊗ C, δA⊗C) is a weak crossed
coproduct with precounit υA, and the following identities are satisfied:
ηA = (A⊗ εC) ◦ νC , εC = υ
A ◦ (ηA ⊗ C). (89)
In the weak setting, the definition of equivalent weak crossed biproducts with preunit is introduced
mixing the corresponding ones for weak crossed products and coproducts.
Definition 3.2. Let AC1 = (A⊗C, µ1A⊗C , δ
1
A⊗C), AC2 = (A⊗C, µ
2
A⊗C , δ
2
A⊗C) be weak crossed biproducts
with preunits ν1C , ν
2
C , and precounits υ
A,1, υA,2 respectively. AC1 and AC2 will be called equivalent if
there exists an isomorphism α : A ×1 C → A ×2 C of monoids, comonoids, left A-modules and right
C-comodules, where A ×1 C is the image of the idempotent associated to AC1, A ×2 C is the image of
the idempotent associated to AC2, and the actions and the coactions are ϕA×kC = p
k
A⊗C ◦ϕA⊗C ◦ i
k
A⊗C ,
ρA×kC = (p
k
A⊗C ⊗ C) ◦ ρA⊗C ◦ ◦i
k
A⊗C , k ∈ {1, 2}.
Note that, when we work with Brzeziński’s crossed products and coproducts, the previous definition
is the one used by Panaite for equivalent product bialgebras in [12].
Then, using the proofs of the main theorems of the previous sections, we obtain the characterization
of weak crossed biproducts with unit and precounit.
Theorem 3.3. Let AC1 and AC2 be weak crossed biproducts with preunits ν
1
C , ν
2
C , and precounits υ
A,1,
υA,2 respectively. The following assertions are equivalent:
(i) The weak crossed biproducts AC1 and AC2 are equivalent.
(ii) There exist two morphisms
T : A⊗ C → A⊗ C, S : A⊗ C → A⊗ C
of left A-modules for the action ϕA⊗C and right C-comodules for the coaction ρA⊗C, satisfying
the conditions
T ◦ ν1C = ν
2
C , (90)
υA,2 ◦ T = υA,1, (91)
T ◦ µ1A⊗C = µ
2
A⊗C ◦ (T ⊗ T ), (92)
δ2A⊗C ◦ T = (T ⊗ T ) ◦ δ
1
A⊗C , (93)
S ◦ T = ∇1A⊗C , T ◦ S = ∇
2
A⊗C . (94)
(iii) There exist four morphisms
γ, θ : C → A⊗ C, pi, ζ : A⊗ C → C
satisfying the conditions
ν1C = (µA ⊗ V ) ◦ (A⊗ θ) ◦ ν
2
C , (95)
υA,2 ◦ (ζ ⊗ C) ◦ (A⊗ δC) = υ
A,1, (96)
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θ = ∇1A⊗C ◦ θ, ζ = ζ ◦ ∇
1
A⊗C , (97)
ψ
A,2
C = (µA ⊗ C) ◦ (µA ⊗ γ) ◦ (A⊗ ψ
A,1
C ) ◦ (θ ⊗A), (98)
σ
A,2
C = (µA ⊗ C) ◦ (A⊗ γ) ◦ µ
1
A⊗C ◦ (θ ⊗ θ), (99)
(µA ⊗ C) ◦ (A⊗ θ) ◦ γ = ∇
1
A⊗C ◦ (ηA ⊗ C). (100)
χ
A,2
C = (C ⊗ ζ) ◦ (χ
A,1
C ⊗ C) ◦ (pi ⊗ δC) ◦ (A⊗ δC), (101)
τ
A,2
C = (ζ ⊗ ζ) ◦ δ
1
A⊗C ◦ (pi ⊗ C) ◦ (A⊗ δC), (102)
pi ◦ (ζ ⊗ C) ◦ (A⊗ δC) = (A⊗ εC) ◦ ∇
1
A⊗C . (103)
Remark 3.4. Note that, as a particular instance of the previous theorem, we obtain the characterization
proposed by Panaite in Theorem 3.6 of [12] for equivalent cross product bialgebras.
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